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1 Introduction
A quantum mechanical system of N particles in d dimensions can be described by a complex valued
wave function ψN ∈ L2(RdN ,dx1 . . . dxN ). The variables x1, . . . , xN ∈ Rd represent the position of
the N particles. Physically, the absolute value squared of ψN (x1, x2, . . . , xN ) is interpreted as the
∗On leave from Cambridge University. Supported by a Kovalevskaja Award from the Humboldt Foundation.
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probability density for finding particle one at x1, particle two at x2, and so on. Because of this
probabilistic interpretation, we will always consider wave functions ψN with L
2-norm equal to one.
In Nature there exist two different types of particles; bosons and fermions. Bosonic systems are
described by wave functions which are symmetric with respect to permutations, in the sense that
ψN (xπ1, xπ2, . . . , xπN ) = ψN (x1, . . . , xN ) (1.1)
for every permutation π ∈ SN . Fermionic systems, on the other hand, are described by antisymmetric
wave functions satisfying
ψN (xπ1, xπ2, . . . , xπN ) = σπψN (x1, . . . , xN ) for all π ∈ SN ,
where σπ is the sign of the permutation π; σπ = +1 if π is even (in the sense that it can be written
as the composition of an even number of transpositions) and σπ = −1 if it is odd. In these notes
we are only going to consider bosonic systems; the wave function ψN will always be taken from the
Hilbert space L2s(R
dN ), the subspace of L2(RdN ) consisting of all functions satisfying (1.1).
Observables of the N -particle system are self adjoint operators over L2s(R
dN ). The expected value
of an observable A in a state described by the wave function ψN is given by the inner product
〈ψN , AψN 〉 =
∫
dx1 . . . dxN ψN (x1, . . . , xN ) (AψN )(x1, . . . , xN ).
The multiplication operator xj is the observable measuring the position of the j-th particle. The
differential operator pj = −i∇j is the observable measuring the momentum of the j-th particle (pj
is called the momentum operator of the j-th particle).
The time evolution of an N -particle wave function ψN ∈ L2s(RdN ) is governed by the Schro¨dinger
equation
i∂tψN,t = HNψN,t . (1.2)
Here, and in the rest of these notes, the subscript t indicates the time dependence of the wave
function; all time-derivatives will be explicitly written as ∂t. On the right hand side of (1.2), HN is a
self-adjoint operator acting on the Hilbert space L2s(R
dN ), usually known as the Hamilton operator
(or Hamiltonian) of the system. We will consider only time-independent Hamilton operators with
two body interactions, which have the form
HN =
N∑
j=1
(−∆xj + Vext(xj))+ λ N∑
i<j
V (xi − xj) .
The first part of the Hamiltonian is a sum of one-body operators (operators acting on one particle
only); the sum of the Laplacians is the kinetic part of the Hamiltonian. The function Vext describes
an external potential which acts in the same way on all N particles. For example, Vext may describe a
confining potential which traps the particles in a certain region. The second part of the Hamiltonian,
given by a sum over all pairs of particles, describes the interactions among the particles (λ ∈ R is
a coupling constant). The Hamilton operator is the observable associated with the energy of the
system. In other words, the expectation
〈ψN ,HNψN 〉 =
∫
dx1 . . . dxN ψN (x1, . . . , xN )(HNψN )(x1, . . . , xN )
gives the energy of the system in the state described by the wave function ψN .
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Note that the Schro¨dinger equation (1.2) is linear and, since HN is a self-adjoint operator, it
preserves the L2-norm of the wave function (moreover, since HN is invariant with respect to permu-
tations, it also preserves the permutation symmetry of the wave function). In fact, the solution to
(1.2), with initial condition ψN,t=0 = ψN , can be written by means of the unitary group generated
by HN as
ψN,t = e
−iHN tψN for all t ∈ R . (1.3)
The global well-posedness of (1.2) is not an issue here. The study of (1.2) is focused, therefore, on
other questions concerning the qualitative and quantitative behavior of the solution ψN,t. Despite
the linearity of the equation, these questions are usually quite hard to answer, because in physically
interesting situation the number of particles N is very large; it varies between N ≃ 103 for very
dilute Bose-Einstein samples, up to values of the order N ≃ 1030 in stars. For such huge values of N ,
it is of course impossible to compute the solution (1.3) explicitly; numerical methods are completely
useless as well (unless the interaction among the particles is switched off).
Fortunately, also from the point of view of physics, it is not so important to know the precise solu-
tion to (1.2); it is much more important, for physicists performing experiments, to have information
about the macroscopic properties of the system, which describe the typical behavior of the particles,
and result from averaging over a large number of particles. Restricting the attention to macroscopic
quantities simplifies the study of the solution ψN,t, but it still does not make it accessible to math-
ematical analysis. To further simplify matters, we are going to let the number of particles N tend
to infinity. The macroscopic properties of the system, computed in the limiting regime N →∞, are
then expected to be a good approximation for the macroscopic properties observed in experiments,
where the number of particles N is very large, but finite (in some cases it is possible to obtain explicit
bounds on the difference between the limiting behavior as N → ∞ and the behavior for large but
finite N ; see Section 4.2).
To consider the limit of large N , we are going to make use of the marginal or reduced density
matrices associated with an N particle wave function ψN ∈ L2s(RdN ). First of all, we define the
density matrix γN = |ψN 〉〈ψN | associated with ψN as the orthogonal projection onto ψN ; we use
here and henceforth the notation |ψ〉〈ψ| to indicate the orthogonal projection onto ψ (Dirac bracket
notation). Note that, expressed through the density matrix γN , the expectation 〈ψN , AψN 〉 of the
observable A can be written as TrAγN . The kernel of the operator γN is then given by
γN (x;x
′) = ψ(x)ψ(x′) ,
where we introduced the notation x = (x1, . . . , xN ),x
′ = (x′1, . . . , x
′
N ) ∈ RdN . Note that the L2-
normalization of ψN implies that Tr γN = 1. For k = 1, . . . , N , we define the k-particle marginal
density γ
(k)
N associated with ψN as the partial trace of γN over the degrees of freedom of the last
(N − k) particles:
γ
(k)
N = Trk+1,k+2,...,N |ψN 〉〈ψN |
where Trk+1,...,N denotes the partial trace over the particle k + 1, k + 2, . . . , N . In other words, γ
(k)
N
is defined as the non-negative trace class operator on L2s(R
dk) with kernel given by
γ
(k)
N (xk;x
′
k) =
∫
dxN−k γN (xk,xN−k;x
′
k,xN−k)
=
∫
dxN−k ψN (xk,xN−k)ψN (x
′
k,xN−k) .
(1.4)
The last equation can be considered as the definition of partial trace. Here we used the notation
xk = (x1, . . . , xk),x
′
k = (x
′
1, . . . , x
′
k) ∈ Rdk and xN−k = (xk+1, . . . , xN ) ∈ Rd(N−k). By definition,
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Tr γ
(k)
N = 1 for all N and for all k = 1, . . . , N (note that, in the physics literature, one normally
uses a different normalization of the reduced density matrices). For fixed k < N , the k-particle
density matrix does not contain the full information about the state described by ψN . Knowledge
of the k-particle marginal γ
(k)
N , however, is sufficient to compute the expectation of every k-particle
observable in the state described by the wave function ψN . In fact, if A
(k) denotes an arbitrary
bounded operator on L2(Rdk), and if A(k) ⊗ 1(N−k) denotes the operator on L2(RdN ) which acts as
A(k) on the first k particles, and as the identity on the last (N − k) particles, we have〈
ψN ,
(
A(k) ⊗ 1(N−k)
)
ψN
〉
= Tr
(
A(k) ⊗ 1(N−k)
)
γN = Tr A
(k)γ
(k)
N . (1.5)
Thus, γ
(k)
N is sufficient to compute the expectation of arbitrary observables which depend non-trivially
on at most k particles (because of the permutation symmetry, it is not important on which particles
it acts, just that it acts at most on k particles).
Marginal densities play an important role in the analysis of the N →∞ limit because, in contrast
to the wave function ψN and to the density matrix γN , the k-particle marginal γ
(k)
N can have, for
every fixed k ∈ N, a well-defined limit as N →∞ (because, if we fix k ∈ N, {γ(k)N } defines a sequence
of operators all acting on the same space L2(Rdk)).
In these notes we are going to study macroscopic properties of the dynamics of bosonic N -particle
systems, in the limit N → ∞. We are interested in the time-evolution of marginal densities γ(k)N,t
associated with the solution ψN,t to the Schro¨dinger equation (1.2), for fixed k, and as N → ∞.
Unfortunately, it is not so simple to describe the time-dependence of γ
(k)
N,t in the limit of large N ; in
fact it is in general impossible to obtain closed equations for the evolution of the limiting k-particle
density γ
(k)
∞,t = limN→∞ γ
(k)
N,t (in general it is not even clear that this limit exists). Nevertheless, there
are some physically interesting situations for which it is indeed possible to prove the existence of γ
(k)
∞,t
and to derive closed equations to describe its dynamics. In Section 2, we are going to study the time
evolution of factorized initial wave functions of the form ψN (x) =
∏N
j=1 ϕ(xj) in the so-called mean
field limit. We will show that in this case, for every fixed k ∈ N, the k-particle marginal associated
with the solution to the Schro¨dinger equation ψN,t converges, as N →∞, to the limiting k-particle
density γ
(k)
∞,t = |ϕt〉〈ϕt|⊗k, where ϕt is the solution of a certain one-particle nonlinear Schro¨dinger
equation, known as the Hartree equation. In Section 3, we are going to study the time-evolution
of Bose-Einstein condensates, in the so-called Gross-Pitaevskii limit. As we will see, although it
describes a very different physical situation, the Gross-Pitaevskii scaling can be formally interpreted
as a mean-field limit, with a very singular interaction potentials. Also in this case we will prove
that the time evolution of the marginal densities can be described through a one-particle nonlinear
Schro¨dinger equation (known as the time-dependent Gross-Pitaevskii equation); however, because
of the singularity of the interaction potential, the analysis in this case is going to be much more
involved. In Section 4, we will come back to the study of mean field models, and we will discuss how
to prove quantitative estimates on the rate of convergence towards the Hartree dynamics.
Notation. Throughout these notes, we will make use of the notation x = (x1, . . . , xN ),x
′ =
(x1, . . . x
′
N ) ∈ RdN , and for k = 1, . . . , N , xk = (x1, . . . , xk),x′k = (x′1, . . . , x′k) ∈ Rdk, and xN−k =
(xk+1, . . . , xN ) ∈ Rd(N−k) (starting from Section 3, we will fix d = 3). We will also use the shorthand
notation ∇j = ∇xj and ∆j = ∆xj .
4
2 Derivation of the Hartree Equation in the Mean Field Limit
2.1 Mean Field Systems
A mean-field system is described by an N -body Hamilton operator of the form
HN =
N∑
j=1
(−∆j + Vext(xj)) + 1
N
N∑
i<j
V (xi − xj) (2.1)
acting on the Hilbert space L2s(R
dN ), the subspace of L2(RdN ) consisting of permutation symmetric
functions. In these notes we will only discuss bosonic systems, which are described by symmetric wave
functions. Note, however, that the mean field limit for fermionic system has also been considered in
the literature; see, for example, [26, 31, 7]. In (2.1) and henceforth, we use the notation ∆j = ∆xj
(similarly, we will use the notation ∇j = ∇xj). The mean-field character of the Hamiltonian is
expressed by the factor 1/N in front of the interaction; this factor guarantees that the kinetic and
potential energies are typically both of order N .
We are going to be interested in the solution ψN,t = e
−iHN tψN of the Schro¨dinger equation (1.2)
with Hamiltonian HN given by (2.1) and with factorized initial data
ψN (x) =
N∏
j=1
ϕ(xj) , (2.2)
for some ϕ ∈ L2(Rd). The physical motivation for studying the evolution of factorized wave functions
is that states close to the ground state of HN (the eigenvector associated with the lowest eigenvalue),
which are the most accessible and thus the most interesting states, can be approximately described
by wave functions like (2.2) (the results which we are going to discuss in this section do not require
strict factorization as in (2.2); instead condensation of the initial wave function in the sense of (3.1)
would be sufficient).
Because of the interaction among the particles, the factorization (2.2) is not preserved by the
time evolution; in other words, the evolved wave function ψN,t is not given by the product of one-
particle wave functions, if t 6= 0. However, due to the mean-field character of the interaction each
particle interacts very weakly (the strength of the interaction is of the order 1/N) with all other
(N − 1) particles (at least in the initial state, every particle is described by the same one-particle
orbital; every particles therefore “sees” all other particles). For this reason, we may expect that, in
the limit of large N , the total interaction potential experienced by a typical particle in the system
can be effectively replaced by an averaged, mean-field, potential, and therefore that factorization is
approximately, and in an appropriate sense, preserved by the time evolution. In other words, we
may expect that, in a sense to be made precise,
ψN,t(x1, . . . , xN ) ≃
N∏
j=1
ϕt(xj) as N →∞ (2.3)
for an evolved one-particle orbital ϕt. Assuming (2.3), it is simple to derive a self-consistent equation
for the time-evolution of the one-particle orbital ϕt. In fact, (2.3) states that, for every fixed time t,
the N particles are independently distributed in space with density |ϕt(x)|2. If this is true, the total
potential experienced, for example, by the first particle can be approximated by
1
N
∑
j≥2
V (x1 − xj) ≃ 1
N
∑
j≥2
∫
dy V (x1 − y)|ϕt(y)|2 = N − 1
N
(V ∗ |ϕt|2) ≃ (V ∗ |ϕt|2)
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as N → ∞. It follows that, if (2.3) holds true, the one-particle orbital ϕt must satisfy the self-
consistent equation
i∂tϕt = −∆ϕt + (V ∗ |ϕt|2)ϕt (2.4)
with initial data ϕt=0 = ϕ given by (2.2). Equation (2.4) is known as the Hartree equation; it is an
example of a cubic nonlinear Schro¨dinger equation on Rd. Starting from the linear Schro¨dinger equa-
tion (1.2) on RdN , we obtain, for the evolution of factorized wave functions, a nonlinear Schro¨dinger
equation on Rd; the nonlinearity in the Hartree equation is a consequence of the many-body effects
in the linear dynamics.
The convergence of ψN,t to the factorized wave function on the r.h.s. of (2.3) as N →∞ cannot
hold in the L2-sense; we cannot expect, in other words, that ‖ψN,t − ϕ⊗Nt ‖ → 0 as N → ∞ (we
use here the notation ϕ⊗N (x) =
∏N
j=1 ϕ(xj)). Instead, (2.3) has to be understood as convergence of
marginal densities. Recall that, for k = 1, . . . , N , the k-particle marginal γ
(k)
N,t associated with ψN,t
is defined as the non-negative trace class operator on L2(Rdk) with kernel given by
γ
(k)
N,t(xk;x
′
k) =
∫
dxN−k γN,t(xk,xN−k;x
′
k,xN−k)
=
∫
dxN−k ψN,t(xk,xN−k)ψN,t(x
′
k,xN−k) .
(2.5)
It turns out that (2.3) holds in the sense that, for every fixed k ∈ N, the k-particle marginal density
associated with the left hand side converges, as N →∞, to the k-particle marginal density associated
with the right hand side (which is independent of N , if N ≥ k). In other words, assuming (2.2), one
can show that, for a large class of interaction potentials, and for every fixed t ∈ R and k ∈ N,
Tr
∣∣∣γ(k)N,t − |ϕt〉〈ϕt|⊗k∣∣∣ → 0 as N →∞ , (2.6)
where ϕt is the solution to the Hartree equation (2.4) with initial data ϕt=0 = ϕ. It is important
here that the time t ∈ R and the integer k ≥ 1 are fixed; the convergence is not uniform in these two
parameters. From (1.5), we observe that (2.6) implies (and is actually equivalent to the condition)
that, for every fixed t ∈ R and k ∈ N, and for every fixed compact operator J (k) on L2s(Rdk),〈
ψN,t,
(
J (k) ⊗ 1(N−k)
)
ψN,t
〉
→ 〈ϕ⊗kt , J (k)ϕ⊗kt 〉 (2.7)
as N → ∞. This means that, if we are interested in the expectation of observables which depend
non-trivially on a fixed number k of particles, then we can approximate, as N → ∞, the true
solution ψN,t to the N -body Schro¨dinger equation by the product of N copies of the solution ϕt to
the Hartree equation (2.4). This approximation, however, is in general not valid if we are interested
in the expectation of observables depending on a macroscopic (that is, proportional to N) number
of particles.
The first rigorous results establishing a relation between the many body Schro¨dinger evolution
and the nonlinear Hartree dynamics were obtained by Hepp in [21] (for smooth interaction potentials)
and then generalized by Ginibre and Velo to singular potentials in [20]. These works were inspired
by techniques used in quantum field theory. We will discuss this method in Section 4, where we
present a recent proof of (2.6), obtained in collaboration with I. Rodnianski in [28], which provides
a quantitative control of the rate of convergence and makes use of the original idea of Hepp.
The first proof of the convergence (2.6) was obtained by Spohn in [30], for bounded potentials.
The method introduced by Spohn was then extended to singular potentials. In [16], Erdo˝s and Yau
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proved (2.6) for a Coulomb potential V (x) = ±1/|x|; partial results for the Coulomb potential were
also obtained by Bardos, Golse and Mauser in [5] (note that recently a new proof of (2.6) for the
case of a Coulomb interaction has been proposed by Fro¨hlich, Knowles, and Schwarz in [19]). In [9],
a joint work with A. Elgart, we considered again the Coulomb potential, but this time assuming a
relativistic dispersion for the bosons. Recently, in a series of papers [11, 12, 13, 14, 15] in collaboration
with L. Erdo˝s and H.-T. Yau (and also in [8], a collaboration with A. Elgart, L. Erdo˝s and H.-T.
Yau) the strategy of [30] was applied to systems with an N -dependent interaction potential, which
converges, in the limit N → ∞, to a delta-function. Note that in the one-dimensional setting,
potentials converging to a delta-interaction have been considered by Adami, Golse and Teta in [2]
(making use of previous results obtained by the same authors in collaboration with Bardos in [1]) .
We will discuss these systems in Section 3.
Recently, a different approach to the proof of (2.6) has been proposed by Fro¨hlich, Schwarz and
Graffi in [17]. For smooth potentials, they can consider the mean-field limit uniformly in Planck’s
constant ~ (up to errors exponentially small in time); this allows them to combine the semiclassical
limit and the mean field limit. It is also interesting to remark that the mean-field limit (2.6) can be
interpreted as a Egorov-type theorem; this was observed by Fro¨hlich, Knowles, and Pizzo in [18].
2.2 Derivation of the Hartree Equation for Bounded Potentials
We consider, in this section, the dynamics generated by the mean field Hamiltonian (2.1) under the
assumption that the interaction potential is a bounded operator. We will assume, in other words,
that V ∈ L∞(Rd) (recall that the operator norm of the multiplication operator V (xi − xj) is given
by the L∞-norm of the function V ). To simplify a little bit the analysis we will also assume the
external potential Vext in the Hamiltonian (2.1) to vanish; the techniques discussed here can however
be easily extended to Vext 6= 0.
Theorem 2.1 (Spohn, [30]). Suppose that
HN =
N∑
j=1
−∆j + 1
N
∑
i<j
V (xi − xj)
with V ∈ L∞(Rd). Let ψN = ϕ⊗N ∈ L2(RdN ) for some ϕ ∈ L2(Rd) with ‖ϕ‖ = 1. Let ψN,t =
e−iHN tψN , and denote by γ
(k)
N,t the k-particle marginal density associated with ψN,t. Then, for every
fixed t ∈ R, and for every fixed k ≥ 1, we have
Tr
∣∣∣γ(k)N,t − |ϕt〉〈ϕt|⊗k∣∣∣ → 0 (2.8)
as N →∞. Here ϕt denotes the solution to the Hartree equation
i∂tϕt = −∆ϕt + (V ∗ |ϕt|2)ϕt (2.9)
with initial data ϕt=0 = ϕ.
Proof. The proof is based on the study of the time evolution of the marginal densities γ
(k)
N,t in the
limit N →∞. From (1.2), it is simple to show that the dynamics of the marginals is governed by a
hierarchy of N coupled equation, commonly known as the BBGKY hierarchy:
i∂tγ
(k)
N,t =
k∑
j=1
[
−∆j, γ(k)N,t
]
+
1
N
k∑
i<j
[
V (xi − xj), γ(k)N,t
]
+
(N − k)
N
k∑
j=1
Trk+1
[
V (xj − xk+1), γ(k+1)N,t
]
.
(2.10)
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We use here the convention that γ
(k)
N,t = 0 if k > N . Moreover [A,B] = AB − BA denotes the
commutator of the two operators A and B. The symbol Trk+1 denotes the partial trace over the
(k + 1)-th particle; the kernel of the k-particle operator Trk+1 [V (xj − xk+1), γ(k+1)N,t ] is given by(
Trk+1
[
V (xj − xk+1), γ(k+1)N,t
] )
(xk;x
′
k)
=
∫
dxk+1
(
V (xj − xk+1)− V (x′j − xk+1)
)
γ(k+1)(xk, xk+1;x
′
k, xk+1) .
(2.11)
Rewriting the BBGKY hierarchy (2.10) in integral form, we find
γ
(k)
N,t = U (k)(t)γ(k) +
1
N
∫ t
0
dsU (k)(t− s)A(k)γ(k)N,s +
(
1− k
N
)∫ t
0
dsU (k)(t− s)B(k)γ(k+1)N,s (2.12)
where U (k)(t) denotes the free evolution of k particles, defined by
U (k)(t)γ(k) = eit
Pk
j=1 ∆jγ(k)e−it
Pk
j=1 ∆j (2.13)
and the maps A(k) and B(k) are defined by
A(k)γ(k) = −i
k∑
j=1
[
V (xi − xj), γ(k)
]
(2.14)
and, respectively, by
B(k)γ(k+1) = −i
k∑
j=1
Trk+1
[
V (xj − xk+1), γ(k+1)
]
. (2.15)
Note that B(k) maps (k + 1)-particle operators into k-particle operators (while A(k) maps k-particle
operators into k-particle operators). Since we are interested in the limit N →∞ with fixed k ≥ 1, it
is clear that the second term on the r.h.s. of (2.12), as well as the contribution proportional to k/N
to the third term on the r.h.s. of (2.12) should be considered as small perturbations. Iterating the
integral equation (2.12) for n times, and stopping the iteration every time we hit a perturbation, we
obtain the Duhamel type series
γ
(k)
N,t = U (k)(t)γ(k)0
+
n−1∑
m=1
∫ t
0
ds1 . . .
∫ sm−1
0
dsm U (k)(t− s1)B(k)U (k+1)(s1 − s2) . . . B(k+m−1)U (k+m)(sm)γ(k+m)0
+
∫ t
0
ds1 . . .
∫ sn−1
0
dsn U (k)(t− s1)B(k)U (k+1)(s1 − s2) . . . B(k+n−1)γ(k+n)N,sn
+
1
N
N∑
m=1
∫ t
0
ds1 . . .
∫ sm−1
0
dsmU (k)(t− s1)B(k) . . .U (k+m−1)(sm−1 − sm)A(k+m−1)γ(k+m−1)N,sm
−
n∑
m=1
k +m− 1
N
∫ t
0
ds1 . . .
∫ sm−1
0
dsm U (k)(t− s1)B(k) . . . B(k+m−1)γ(k+m)N,sm .
(2.16)
To show (2.8), we need to compare γ
(k)
N,t with γ
(k)
∞,t = |ϕt〉〈ϕt|⊗k, where ϕt is the solution to the
Hartree equation (2.9). It is simple to check that the family {γ(k)∞,t}k≥1 solves the infinite hierarchy
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(written directly in integral form)
γ
(k)
∞,t = U (k)(t)γ(k)0 +
∫ t
0
dsU (k)(t− s)B(k)γ(k+1)∞,s (2.17)
which leads, after iteration, to the expansion
γ
(k)
∞,t = U (k)(t)γ(k)0
+
n−1∑
m=1
∫ t
0
ds1 . . .
∫ sm−1
0
dsm U (k)(t− s1)B(k)U (k+1)(s1 − s2) . . . B(k+m−1)U (k+m)(sm)γ(k+m)0
+
∫ t
0
ds1 . . .
∫ sn−1
0
dsn U (k)(t− s1)B(k)U (k+1)(s1 − s2) . . . B(k+n−1)γ(k+n)∞,sn .
(2.18)
The difference between γ
(k)
N,t and γ
(k)
∞,t can thus be bounded by
Tr
∣∣∣γ(k)N,t − γ(k)∞,t∣∣∣
≤
∫ t
0
ds1 . . .
∫ sn−1
0
dsnTr
∣∣∣U (k)(t− s1)B(k)U (k+1)(s1 − s2) . . . B(k+n−1) (γ(k+n)N,sn − γ(k+n)∞,sn )∣∣∣
+
1
N
N∑
m=1
∫ t
0
ds1 . . .
∫ sm−1
0
dsmTr
∣∣∣U (k)(t− s1)B(k) . . .U (k+m−1)(sm−1 − sm)A(k+m−1)γ(k+m−1)N,sm ∣∣∣
+
n∑
m=1
k +m− 1
N
∫ t
0
ds1 . . .
∫ sm−1
0
dsmTr
∣∣∣U (k)(t− s1)B(k) . . . B(k+m−1)γ(k+m)N,sm ∣∣∣ .
(2.19)
Next we observe that, since U (k)(t) is a unitary operator,
Tr
∣∣∣U (k)(t)γ(k)∣∣∣ = Tr ∣∣∣γ(k)∣∣∣ . (2.20)
Moreover, since V is a bounded potential, we have
Tr
∣∣∣A(k)γ(k)∣∣∣ ≤ k2‖V ‖Tr ∣∣∣γ(k)∣∣∣ (2.21)
and
Tr
∣∣∣B(k)γ(k+1)∣∣∣ ≤ 2k‖V ‖Tr ∣∣∣γ(k+1)∣∣∣ (2.22)
where we used the fact that
Tr
∣∣∣Trk+1γ(k+1)∣∣∣ ≤ Tr ∣∣∣γ(k+1)∣∣∣ . (2.23)
(Here the trace on the r.h.s. is a trace over (k + 1) particles.) Applying these bounds iteratively to
the terms on the r.h.s. of (2.19), and using the a-priori information Tr
∣∣∣γ(k+n)N,t ∣∣∣ = Tr γ(k+n)N,t = 1 (and
analogously for γ
(k+n)
∞,t ), we obtain
Tr
∣∣∣γ(k)N,t − γ(k)∞,t∣∣∣ ≤ 2 (2‖V ‖t)n (k + n− 1)!(k − 1)!n! + 2N
n∑
m=1
(2‖V ‖t)m(k +m− 1)(k +m− 1)!
m!(k − 1)!
≤ 2k (4‖V ‖t)n + k 2
k+1
N
N∑
m=1
(4‖V ‖t)m .
(2.24)
9
If 0 < t ≤ t0, with t0 = 1/(8‖V ‖), it follows that
Tr
∣∣∣γ(k)N,t − γ(k)∞,t∣∣∣ ≤ 2k2n + k2k+1N .
Since the l.h.s. is independent of the order n of the expansion, it follows that
Tr
∣∣∣γ(k)N,t − γ(k)∞,t∣∣∣ ≤ k2k+1N (2.25)
and thus that
Tr
∣∣∣γ(k)N,t − γ(k)∞,t∣∣∣→ 0 as N →∞ (2.26)
for all 0 ≤ t ≤ t0 and for all k ≥ 1. Next, set
t1 := sup
{
t > 0 : lim
N→∞
Tr
∣∣∣γ(k)N,s − γ(k)∞,s∣∣∣ = 0 for all fixed 0 ≤ s ≤ t and k ≥ 1} .
From (2.26), it follows that t1 ≥ t0. We show that t1 = ∞ by contradiction. Suppose that t1 < ∞.
Then, if t2 = t1 − (t0/2), we have, by definition,
lim
N→∞
Tr
∣∣∣γ(k)N,t2 − γ(k)∞,t2∣∣∣ = 0 for all k ≥ 1. (2.27)
Starting from (2.27), we are going to prove that
lim
N→∞
Tr
∣∣∣γ(k)N,t − γ(k)∞,t∣∣∣ = 0 (2.28)
for all k ≥ 1 and for all 0 ≤ t ≤ t1 + (t0/2); this contradicts the definition of t1. To show (2.28),
we expand γ
(k)
N,t and γ
(k)
∞,t in Duhamel series similar to (2.16) and (2.18), but starting at time t2 =
t1 − (t0/2). Analogously to (2.19), we obtain, for t = t2 + τ ,
Tr
∣∣∣γ(k)N,t − γ(k)∞,t∣∣∣
≤ Tr
∣∣∣U (k)(τ)(γ(k)N,t2 − γ(k)∞,t2)∣∣∣
+
n−1∑
m=1
∫ τ
0
ds1 . . .
∫ sm−1
0
dsm
× Tr
∣∣∣U (k)(τ − s1)B(k)U (k+1)(s1 − s2) . . . B(k+m−1)U (k+m)(sm)(γ(k+n)N,t2 − γ(k+n)∞,t2 )∣∣∣
+
∫ τ
0
ds1 . . .
∫ sn−1
0
dsnTr
∣∣∣U (k)(τ − s1)B(k) . . . B(k+n−1) (γ(k+n)N,sn − γ(k+n)∞,sn )∣∣∣
+
1
N
N∑
m=1
∫ τ
0
ds1 . . .
∫ sm−1
0
dsmTr
∣∣∣U (k)(τ − s1)B(k) . . .U (k+m−1)(sm−1 − sm)A(k+m−1)γ(k+m−1)N,sm ∣∣∣
+
n∑
m=1
k +m− 1
N
∫ τ
0
ds1 . . .
∫ sm−1
0
dsmTr
∣∣∣U (k)(τ − s1)B(k) . . . B(k+m−1)γ(k+m)N,sm ∣∣∣ .
(2.29)
With respect to (2.19), we have one more term on the r.h.s. of the last equation, due to the fact that
at time t = t2 the densities do not coincide (while they do at time t = 0). Analogously to (2.24) we
find
Tr
∣∣∣γ(k)N,t − γ(k)∞,t∣∣∣ ≤ 2k n−1∑
m=0
1
2m
Tr
∣∣∣(γ(k+m)N,t2 − γ(k+m)∞,t2 )∣∣∣+ 2k2n + k2k+1N ,
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if t1− (t0/2) ≤ t ≤ t1+(t0/2) (that is, if 0 ≤ τ ≤ t0). Choosing first n > 0 sufficiently large (to make
the second term on the r.h.s. smaller than ε/3), and then N > 0 sufficiently large (this guarantees
that the third term, and, by (2.27), also the first term, are smaller than ε/3), the quantity on the
l.h.s. can be made smaller than any ε > 0 (for arbitrary k ≥ 1 and t1 − (t0/2) ≤ t ≤ t1 + (t0/2)).
This shows (2.28) and completes the proof of the theorem.
2.3 Another Proof of Theorem 2.1
From the proof of Theorem 2.1 presented above, we notice that the expansion of the BBGKY hierar-
chy in (2.16) is much more involved than the corresponding expansion (2.18) of the infinite hierarchy
(2.17). It turns out that it is possible to avoid the expansion of the BBGKY hierarchy making use
of a simple compactness argument; this will be especially important when dealing with singular po-
tentials. In the following we explain the main steps of this alternative proof to Theorem 2.1. Then,
in the next section, we will illustrate how to extend it to potentials with a Coulomb singularity.
The idea, which was first presented in [5, 4, 16], consists in characterizing the limit of the densities
γ
(k)
N,t as the unique solution to the infinite hierarchy of equations (2.17); combined with the compact-
ness, this information provides a proof of Theorem 2.1. More precisely, the proof is divided into three
main steps. First of all, one shows the compactness of the sequence {γ(k)N,t}k≥1 with respect to an
appropriate weak topology. Then, one proves that an arbitrary limit point {γ(k)∞,t}k≥1 of the sequence
{γ(k)N,t}Nk=1 is a solution to the infinite hierarchy (2.17) (one proves, in other words, the convergence
to the infinite hierarchy). Finally, one shows the uniqueness of the solution to the infinite hierarchy
(2.17). Since it is simple to verify that the factorized family {γ(k)∞,t}k≥1, with γ(k)t = |ϕt〉〈ϕt|⊗k for all
k ≥ 1, is a solution to the infinite hierarchy, it follows immediately that γ(k)N,t → |ϕt〉〈ϕt|⊗k as N →∞
(at first only in the weak topology with respect to which we have compactness; since the limit is an
orthogonal rank one projection, it is however simple to check that weak convergence implies strong
convergence, in the sense (2.8)). Next, we discuss these three main steps (compactness, convergence,
and uniqueness) in some more details.
Compactness: Let L1k ≡ L1(L2(Rdk)) denote the space of trace class operators on L2(Rdk),
equipped with the trace norm
‖A‖1 = Tr |A| = Tr (A∗A)1/2 for all A ∈ L1k .
Moreover, let Kk ≡ K(L2(Rdk)) be the space of compact operators on L2(Rdk), equipped with the
operator norm. Then L1k and Kk are Banach spaces and L1k = K∗k (see, for example, [27][Theorem
VI.26]). By definition, the k-particle marginal density γ
(k)
N,t is a non-negative operator in L1k, with
‖γ(k)N,t‖1 = Tr |γ(k)N,t| = Tr γ(k)N,t = 1
for all N ≥ k. For fixed t ∈ R and k ≥ 1, it follows from the Banach-Alaouglu Theorem that the
sequence {γ(k)N,t}N≥k is compact with respect to the weak* topology of L1k.
Since we want to identify limit points of the sequence γ
(k)
N,t as solutions to the system of integral
equations (2.17), compactness for fixed t ∈ R is not enough. To make sure that there are subsequences
of γ
(k)
N,t which converge for all times in a certain interval, we use the fact that, since Kk is separable,
the weak* topology on the unit ball of L1k is metrizable. It is possible, in other words, to introduce
a metric ηk on L1k such that a uniformly bounded sequence {An}n∈N ∈ L1k converges to A ∈ L1k as
n→∞ with respect to the weak* topology of L1k if and only if ηk(An, A)→ 0 (see [29][Theorem 3.16],
for the explicit construction of the metric ηk). For arbitrary T > 0 let C([0, T ],Lk1) be the space
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of functions of t ∈ [0, T ] with values in L1k which are continuous with respect to the metric ηk; on
C([0, T ],L1k) we can define the metric
η̂k(γ
(k)(·), γ¯(k)(·)) := sup
t∈[0,T ]
ηk(γ
(k)(t), γ¯(k)(t)) . (2.30)
Finally, we denote by τprod the topology on the space
⊕
k≥1C([0, T ],L1k) given by the product of the
topologies generated by the metrics η̂k on C([0, T ],L1k).
The metric structure introduced on the space
⊕
k≥1C([0, T ],L1k) allows us to invoke the Arzela-
Ascoli Theorem to prove the compactness of the sequence ΓN,t = {γ(k)N,t}Nk=1. We obtain the following
proposition (for the detailed proof, see, for example, [13, Section 6]).
Proposition 2.2. Fix an arbitrary T > 0. Then the sequence ΓN,t = {γ(k)N,t}Nk=1 ∈
⊕
k≥1C([0, T ],L1k)
is compact with respect to the product topology τprod defined above. For any limit point Γ∞,t =
{γ(k)∞,t}k≥1, γ(k)∞,t is symmetric w.r.t. permutations, non-negative and such that
Tr γ
(k)
∞,t ≤ 1 (2.31)
for every k ≥ 1.
Remark. Convergence of ΓN,t = {γ(k)N,t}Nk=1 to Γ∞,t = {γ(k)∞,t}k≥1 with respect to the topology
τprod is equivalent to the statement that, for every fixed k ≥ 1, and for every fixed compact operator
J (k) ∈ Kk,
TrJ (k)
(
γ
(k)
N,t − γ(k)∞,t
)
→ 0 (2.32)
as N → ∞, uniformly in t for t ∈ [0, T ]. Compactness of ΓN,t with respect to the topology τprod
means therefore that for every sequence {Mj}j∈N there exists a subsequence {Nj}j∈N ⊂ {Mj}j∈N
and a limit point Γ∞,t such that ΓNj ,t → Γ∞,t in the sense (2.32).
Convergence: The second main step consists in characterizing the limit points of the (compact)
sequence ΓN,t = {γ(k)N,t}k≥1 as solutions to the infinite hierarchy of equations (2.17).
Proposition 2.3. Suppose that V ∈ L∞(Rd) such that V (x) → 0 as |x| → ∞. Assume moreover
that Γ∞,t = {γ(k)∞,t}k≥1 ∈
⊕
k≥1C([0, T ],L1k) is a limit point of the sequence ΓN,t = {γ(k)N,t}Nk=1 with
respect to the product topology τprod. Then γ
(k)
∞,0 = |ϕ〉〈ϕ|⊗k and
γ
(k)
∞,t = U (k)(t)γ(k)0,∞ +
∫ t
0
dsU (k)(t− s)B(k)γ(k+1)∞,t (2.33)
for all k ≥ 1. Here U (k)(t), and B(k) are defined as in (2.13) and, respectively, in (2.15).
Note that in Proposition 2.3 we assume the potential to vanish at infinity. This condition, which
was not required in Section 2.2, is not essential but it simplifies the proof and it is also satisfied for
the singular potentials (like the Coulomb potential) that we are going to study in the next sections.
Proof. Passing to a subsequence we can assume that ΓN,t → Γ∞,t as N → ∞, with respect to the
product topology τprod; this implies immediately that γ∞,0 = |ϕ〉〈ϕ|⊗k . To prove (2.33), on the other
hand, it is enough to show that for every fixed k ≥ 1, and for every fixed J (k) from a dense subset
of Kk,
Tr J (k)γ
(k)
∞,t = TrJ
(k)U (k)(t)γ(k)∞,0 +
∫ t
0
dsU (k)(t− s)Tr J (k)B(k)γ(k+1)s . (2.34)
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To demonstrate (2.34), we start from the BBGKY hierarchy (2.10) which leads to the relations
TrJ (k)γ
(k)
N,t = Tr J
(k)U (k)(t)γ(k)N,0 +
1
N
k∑
j=1
∫ t
0
dsTrJ (k)U (k)(t− s)
[
V (xi − xj), γ(k)N,s
]
+
N − k
N
∫ t
0
dsTrJ (k)U (k)(t− s)B(k)γ(k+1)N,s .
(2.35)
Since, by assumption, the l.h.s. and the first term on the r.h.s. of the last equation converge, as
N → ∞, to the l.h.s. and, respectively, to the first term on the r.h.s. of (2.34) (for every compact
operator J (k)), (2.33) follows if we can prove that
1
N
k∑
j=1
∫ t
0
dsTrJ (k)U (k)(t− s)
[
V (xi − xj), γ(k)N,s
]
→ 0 (2.36)
and that
N − k
N
∫ t
0
dsTrJ (k)U (k)(t− s)B(k)γ(k+1)N,s →
∫ t
0
dsTrJ (k)U (k)(t− s)B(k)γ(k+1)∞,s (2.37)
as N →∞. Eq. (2.36) follows because∣∣∣TrJ (k)U (k)(t− s) [V (xi − xj), γ(k)N,s]∣∣∣ ≤ 2‖J (k)‖‖V ‖Tr ∣∣∣γ(k)N,s∣∣∣ ≤ 2‖J (k)‖‖V ‖
is finite, uniformly in N . To prove Eq. (2.37) one can use a similar argument, combined with the
observation that
Tr J (k)U (k)(t− s)B(k)
(
γ
(k+1)
N,s − γ(k+1)∞,s
)
= kTr
[(
U (k)(s− t)J (k)
)
V (x1 − xk+1)− V (x1 − xk+1)
(
U (k)(s− t)J (k)
)] (
γ
(k+1)
N,s − γ(k+1)∞,s
)
→ 0
as N → ∞. This does not follow directly from the assumption that ΓN,t → Γ∞,t with respect to
the topology τprod because the operators (U (k)(s − t)J (k))V (x1 − xk+1) and V (x1 − xk+1)(U (k)(s −
t)J (k)) are not compact on L2(Rd(k+1)). Instead we have to apply an approximation argument,
cutting off high momenta in the xk+1-variable, and using the fact that, by energy conservation,
Tr∇∗k+1γ(k+1)N,t ∇k+1 is bounded, uniformly in N and in t (and that, therefore, Tr∇∗k+1γ(k+1)∞,t ∇k+1 is
bounded as well). Note that, because of the assumption that V (x)→ 0 as |x| → ∞, we only need a
cutoff in momentum, and no cutoff in position space is necessary. The details of this approximation
argument can be found, for example, in Eq. (7.35) and Eq. (7.36) in the proof of Theorem 7.1 in
[13] (after replacing δβ through the bounded potential V ).
Uniqueness: to conclude the proof of Theorem 2.1, we still have to prove the uniqueness of the
solution to the infinite hierarchy (2.33).
Proposition 2.4. Fix Γ∞,0 = {γ(k)∞,0}k≥1 ∈
⊕
k≥1L1k. Then there exists at most one solution
Γ∞,t = {γ(k)∞,t}k≥1 ∈
⊕
k≥1C([0, T ],Lk1) to the infinite hierarchy (2.33) such that γ(k)∞,t=0 = γ(k)∞,0 and
Tr |γ(k)∞,t| ≤ 1 for all k ≥ 1 and all t ∈ [0, T ].
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Proof. Suppose that {γ(k)∞,1,t}k≥1 and {γ(k)∞,2,t}k≥1 are two solutions of (2.33) with the same initial
data {γ(k)∞,0}k≥1, such that Tr |γ(k)∞,i,t| ≤ 1, for all k ≥ 1, t ∈ [0, T ], and for i = 1, 2. Then we can
expand γ
(k)
∞,1,t and γ
(k)
∞,2,t in the Duhamel series (2.19). It follows that
Tr
∣∣∣γ(k)∞,1,t − γ(k)∞,2,t∣∣∣ ≤ ∫ t
0
ds1 . . .
∫ sn−1
0
dsnTr
∣∣∣U (k)(t− s1)B(k) . . . B(k+n−1) (γ(k+n)∞,1,sn − γ(k+n)∞,2,sn)∣∣∣ .
Applying recursively the bounds (2.20) and (2.22), we obtain
Tr
∣∣∣γ(k)∞,1,t − γ(k)∞,2,t∣∣∣ ≤ (k + n− 1)!(k − 1)!n! (2‖V ‖t)n ≤ 2k (4‖V ‖t)n
and thus, for 0 < t < 1/8‖V ‖,
Tr
∣∣∣γ(k)∞,1,t − γ(k)∞,2,t∣∣∣ ≤ 2k−n .
Since the l.h.s. is independent of n ≥ 1, it has to vanish. This proves uniqueness for short time.
Iterating the same argument, we obtain uniqueness for all times.
2.4 Derivation of the Hartree Equation for a Coulomb Potential
The arguments presented in Section 2.2 and in Section 2.3 required the interaction potential V to be
bounded. Unfortunately, several systems of physical interest are described by unbounded potential.
For example, in a non-relativistic approximation, a system of gravitating bosons (a boson star) can
be described by the Hamiltonian
HN =
N∑
j=1
−∆j − λ
N
N∑
i<j
1
|xi − xj | (2.38)
with a singular Coulomb interaction among the particles. The factor of 1/N in front of the potential
energy can be justified, when describing gravitating particles, by the smallness of the gravitational
constant. As in the case of bounded potential, we are interested in the dynamics generated by the
Hamiltonian (2.38) on factorized initial N -particle wave functions. We specialize here in the phys-
ically most interesting case of particles moving in three dimensions; however, the theorem remains
valid in all dimensions d ≥ 2.
Theorem 2.5 (Erdo˝s-Yau, [16]). Let ψN = ϕ
⊗N for some ϕ ∈ H1(R3) and let ψN,t = e−iHN tψN
where the Hamiltonian HN is defined as in (2.38). Then, for arbitrary k ≥ 1 and t ∈ R, we have
Tr
∣∣∣γ(k)N,t − |ϕt〉〈ϕt|⊗k∣∣∣→ 0 (2.39)
as N →∞. Here ϕt is the solution to the nonlinear Hartree equation
i∂tϕt = −∆ϕt − λ
(
1
| · | ∗ |ϕt|
2
)
ϕt
with initial data ϕt=0 = ϕ.
Remark. Although, physically, the value of the constant λ is positive (corresponding to the
Coulomb attraction among gravitating particles), the theorem remains valid also for negative values
of λ (corresponding to repulsive Coulomb interaction).
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The general strategy used in [16] to prove Theorem 2.5 is the same as the one outlined in
Section 2.3. First one proves the compactness of the sequence of marginal {γ(k)N,t}Nk=1 with respect to
an appropriate weak topology (the product topology τprod introduced after (2.30)), then one shows
that an arbitrary limit point {γ(k)∞,t}k≥1 of the sequence {γ(k)N,t}Nk=1 is a solution to the infinite hierarchy
of equations
γ
(k)
t = U (k)(t)γ(k) +
∫ t
0
dsU (k)(t− s)B(k)γ(k+1)s (2.40)
where U (k) is the free evolution defined in (2.13), and the collision map B(k) is now given by
B(k)γ(k+1) = −iλ
k∑
j=1
Trk+1
[
1
|xj − xk+1| , γ
(k+1)
]
. (2.41)
Finally, one proves the uniqueness of the solution to (2.40). Although the proof of the compactness
and of the convergence also require several changes with respect to what we discussed in Section 2.3,
the main difficulty one has to face when the bounded potential is replaced by the Coulomb interaction
is the proof of the uniqueness of the solution to the infinite hierarchy. The key idea introduced by
Erdo˝s and Yau in [16] was to restrict the class of densities for which uniqueness must be proven. In
Proposition 2.4, uniqueness is proved in the class of densities with Tr |γ(k)t | ≤ 1 for all k ≥ 1, and
all t ∈ [0, T ] (but the same argument works under the weaker assumption Tr |γ(k)t | ≤ Ck, for some
constant C <∞). Following [16], in the case of a Coulomb potential we are only going to show the
uniqueness of (2.40) in the class of densities Γt = {γ(k)t }k≥1 satisfying the a-priori bound
Tr
∣∣∣(1−∆1)1/2 . . . (1−∆k)1/2γ(k)t (1−∆k)1/2 . . . (1−∆1)1/2∣∣∣ ≤ Ck (2.42)
for all k ≥ 1 and for all t ∈ [0, T ]. Note that, for non-negative densities γ(k)t ≥ 0 (in the sense of
operators, that is, in the sense that 〈ψ(k), γ(k)t ψ(k)〉 ≥ 0 for all ψ(k) ∈ L2(R3k)) we have
Tr
∣∣∣(1−∆1)1/2 . . . (1−∆k)1/2γ(k)t (1−∆k)1/2 . . . (1−∆1)1/2∣∣∣ = Tr (1−∆1) . . . (1−∆k)γ(k)t .
There is, of course, a price to pay in order to restrict the proof of the uniqueness to this class of
densities. In fact, to apply this uniqueness result to the proof of Theorem 2.5, one has to show that
an arbitrary limit point Γ∞,t = {γ(k)∞,t}k≥1 of the sequence of densities ΓN,t = {γ(k)N,t}Nk=1 associated
with ψN,t satisfies the a-priori bound (2.42). Due to the Coulomb singularity, this is actually not so
simple and requires an additional approximation argument.
Approximation of the Coulomb singularity: For a fixed ε > 0 we define the regularized
Hamiltonian
H˜N =
N∑
j=1
−∆j − λ
N
N∑
i<j
1
|xi − xj|+ εN−1 . (2.43)
Moreover, for a fixed sufficiently small δ > 0, we introduce the regularized initial data
ψ˜N =
χ(δH˜N/N)ψN
‖χ(δH˜N/N)ψN‖
(recall that ψN = ϕ
⊗N ) (2.44)
where χ ∈ C∞0 (R) is a monotone decreasing function such that χ(s) = 1 for all s ≤ 1 and χ(s) = 0
for all s ≥ 2. We consider then the regularized evolution of the regularized initial wave function
ψ˜N,t = e
−i eHN tψ˜N .
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The advantage of working with the regularized wave function ψ˜N,t instead of ψN,t is that it satisfies
the following strong a-priori bounds.
Proposition 2.6. Let ψ˜N,t = e
−i eHN tψ˜N , for some fixed ε, δ > 0. Then there exists a constant C > 0
(depending on ε, δ) and, for all k ≥ 1, there exists N0 = N0(k) > k such that
〈ψ˜N,t, (1−∆1) . . . (1−∆k) ψ˜N,t〉 ≤ Ck (2.45)
for all N ≥ N0.
Remark. Expressed in terms of the k-particle marginal γ˜
(k)
N,t associated with ψ˜N,t, the bound
(2.45) reads
Tr (1−∆1) . . . (1−∆k) γ˜(k)N,t ≤ Ck . (2.46)
We will show Proposition 2.6 below, making use of Proposition 2.7; we will see there that the
regularization of the Coulomb singularity and of the initial wave function both play an important
role. For the solution ψN,t of the original Schro¨dinger equation with the original factorized initial
data ψN = ϕ
⊗N it is not known whether bounds like (2.45) hold true.
In order for the regularized wave function ψ˜N,t to be useful, one needs to prove that it approxi-
mates, in an appropriate sense, the wave function ψN,t. To compare the two N -particle wave function,
we introduce a third wave function ψ̂N,t = e
−i eHN tψN , and we use the triangle inequality
‖ψN,t − ψ˜N,t‖ ≤ ‖ψN,t − ψ̂N,t‖+ ‖ψ̂N,t − ψ˜N,t‖ . (2.47)
The second term is actually independent of time because of the unitarity of the evolution. Using the
definition of the regularized initial data ψ˜N , one can prove that
‖ψ̂N,t − ψ˜N,t‖ = ‖ψN − ψ˜N‖ ≤ Cδ1/2
uniformly in N . To control the first term on the r.h.s. of (2.47), we observe that
d
dt
∥∥∥ψN,t − ψ̂N,t∥∥∥2 = 2Im 〈(HN − H˜N) ψ̂N,t, ψN,t − ψ̂N,t〉
and thus that ∣∣∣∣ ddt ∥∥∥ψN,t − ψ̂N,t∥∥∥2
∣∣∣∣ ≤ 2∥∥∥(HN − H˜N) ψ̂N,t∥∥∥ ∥∥∥ψN,t − ψ̂N,t∥∥∥ . (2.48)
We have
‖(HN − H˜N )ψ̂N,t‖ =
∥∥∥∥∥∥ εN2
N∑
i<j
1
|xi − xj | (|xi − xj |+ εN−1) ψ̂N,t
∥∥∥∥∥∥ .
Using the permutation symmetry of ψ̂N,t, it follows that
‖(HN−H˜N )ψ̂N,t‖2
≤ ε2
〈
ψ̂N,t,
1
|x1 − x2| (|x1 − x2|+ εN−1)
1
|x3 − x4| (|x3 − x4|+ εN−1) ψ̂N,t
〉
+ ε2N−1
〈
ψ̂N,t,
1
|x1 − x2| (|x1 − x2|+ εN−1)
1
|x2 − x3| (|x2 − x3|+ εN−1) ψ̂N,t
〉
+ ε2N−2
〈
ψ̂N,t,
1
|x1 − x2|2 (|x1 − x2|+ εN−1)2
ψ̂N,t
〉
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and thus
‖(HN − H˜N )ψ̂N,t‖2 ≤ ε2
〈
ψ̂N,t,
1
|x1 − x2|2|x3 − x4|2 ψ̂N,t
〉
+ ε2N−1
〈
ψ̂N,t,
1
|x1 − x2|2|x2 − x3|2 ψ̂N,t
〉
+ ε1/2N−1/2
〈
ψ̂N,t,
1
|x1 − x2|5/2
ψ̂N,t
〉
.
Applying Hardy inequalities in the form
1
|xi − xj|α ≤ C(1−∆i)
β/2(1−∆j)γ/2 (2.49)
for every 0 ≤ α < 3, if β + γ ≥ α (see [9][Lemma 9.1] for a proof) we find that
‖(HN − H˜N )ψ̂N,t‖2 ≤ ε2(1 +N−1)〈ψ̂N,t, (1 −∆1)(1−∆3)ψ̂N,t〉
+ ε1/2N−1/2〈ψ̂N,t, (1 −∆1)(1−∆2)ψ̂N,t〉
and thus, from (2.46),
‖(HN − H˜N )ψ̂N,t‖ ≤ Cε1/4
uniformly in N . From (2.48), applying Gronwall’s Lemma, it follows that
‖ψN,t − ψ̂N,t‖ ≤ Cε1/4t .
From (2.47), we obtain that
‖ψN,t − ψ˜N,t‖ ≤ C
(
ε1/4t+ δ1/2
)
and thus
Tr
∣∣∣γ(k)N,t − γ˜(k)N,t∣∣∣ ≤ C (ε1/4t+ δ1/2) (2.50)
for every k ∈ N, uniformly in N ≥ k. Because of (2.50), it suffices to prove (2.39) with γ(k)N,t (the
k-particle marginal associated with ψN,t) replaced by γ˜
(k)
N,t (the k-particle marginal associated with
the regularized wave function ψ˜N,t) for fixed ε, δ > 0; at the end (2.39) follows by letting ε, δ → 0.
Note that in [16] a slightly different approximation of the initial data was used; the details of the
approximation presented above can be found (for a different model) in [12][Section 5].
Energy estimates: To prove the a-priori bounds of Proposition 2.6, one can use so called energy
estimates; these are estimates that compare the expectation of high powers of the Hamiltonian with
corresponding powers of the kinetic energy.
Proposition 2.7. Suppose that H˜N is defined as in (2.43) with λ > 0 (the case λ < 0 is simpler).
Then there exist constants C1 > 1 and C2 > 0 and, for every k ≥ 1, there exists an N0 = N0(k) ∈ N
such that
〈ψN , (H˜N + C1N)k ψN 〉 ≥ Ck2Nk 〈ψN , (−∆1 + C1) . . . (−∆k + C1)ψN 〉 (2.51)
for every ψN ∈ L2s(R3N ) (symmetric with respect to permutations).
Proof. Using the operator inequality
1
|xi − xj| ≤
π
4
|∇j|
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we can find a constant C1 > 1 (depending on the coupling constant λ) such that
λ
|xi − xj| ≤
1
2
(−∆j + C1) = 1
2
S2j , (2.52)
where we defined Sj = (−∆j + C1)1/2. Note also that, for every 0 < α < 3 there exists a constant
Cα <∞ such that
1
|xi − xj |α ≤ CαS
α
j . (2.53)
We are going to prove (2.51) for C1 fixed as in (2.52), and for an arbitrary 0 < C2 < 1/2. The
proof is by a two-step induction over k ≥ 0. For k = 0, the claim is trivial. For k = 1, it follows from
(2.52) because, as an operator inequality on the permutation symmetric space L2s(R
3N ), we have
(H˜N + C1N) ≥ NS21 −
N
2
λ
|x1 − x2| ≥ C2NS
2
1 . (2.54)
Next we assume that (2.51) holds for all k ≤ n and we prove it for k = n+2, for an arbitrary n ∈ N.
To this end, we observe that, because of the induction assumption,
(H˜N + C1N)
n+2 = (H˜N + C1N)(H˜N + C1N)
n(H˜N + C1N)
≥ Cn2Nn(H˜N + C1N)S21 . . . S2n(H˜N + C1N),
for all N ≥ N0(n). Writing
(H˜N + C1N) =
∑
j≥n+1
S2j + hN , with hN =
n∑
j=1
S2j −
λ
N
N∑
i<j
1
|xi − xj |+ εN−1
it follows that
(H˜N + C1N)
n+2 ≥ Cn2Nn(N − n)(N − n− 1)S21 . . . S2n+2
+ Cn2N
n(N − n)S41S22 . . . S2n+1
+ Cn2N
n(N − n) (S21 . . . S2n+1 hN + h.c.) .
(2.55)
The first two terms are positive. As for the third term, by the definition of hN , we find that(
S21 . . . S
2
n+1 hN + h.c.
) ≥ − (N − n)(N − n− 1)
2N
(
S21 . . . S
2
n+1
λ
|xn+2 − xn+3|+ εN−1 + h.c.
)
− (N − n)n
N
(
S21 . . . S
2
n+1
λ
|x1 − xn+2|+ εN−1 + h.c.
)
− n(n− 1)
2N
(
S21 . . . S
2
n+1
λ
|x1 − x2|+ εN−1 + h.c.
)
.
(2.56)
The first term on the r.h.s. of (2.56) can be bounded by(
S21 . . . S
2
n+1
λ
|xn+2 − xn+3|+ εN−1 + h.c.
)
≤ 2S1 . . . Sn+1 λ|xn+2 − xn+3|Sn+1 . . . S1
≤ S21 . . . S2n+2 .
(2.57)
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As for the second term on the r.h.s. of (2.56), we remark that(
S21 . . . S
2
n+1
λ
|x1 − xn+2|+ εN−1 + h.c
)
= Sn+1 . . . S2
(
(−∆1 + C1) λ|x1 − xn+2|+ εN−1 + h.c.
)
S2 . . . Sn+1
≤ 2C1 Sn+1 . . . S2 λ|x1 − xn+2|+ εN−1S2 . . . Sn+1
+ 2Sn+1 . . . S2∇∗1
λ
|x1 − xn+2|+ εN−1∇1S2 . . . Sn+1
+ λSn+1 . . . S2
(
∇∗1
(x1 − xn+2)
|x1 − xn+2| (|x1 − xn+2|+ εN−1)2
+ h.c.
)
S2 . . . Sn+1 .
Applying a Schwarz inequality in the last term, we conclude that there exists a constant D > 0
(depending on λ) such that(
S21 . . . S
2
n+1
λ
|x1 − xn+2|+ εN−1 + h.c.
)
≤ DS21 . . . S2n+2 . (2.58)
Similarly, using the operator inequalities (2.53), the last term on the r.h.s. of (2.56) can be bounded
by (
S21 . . . S
2
n+1
1
|x1 − x2|+ εN−1 + h.c.
)
≤ Dε−1N S21 . . . S2n+1 +DS41S22 . . . S2n+1 (2.59)
for all 0 < ε < 1 and for a constant D depending only on λ (it is at this point that the condition
ε > 0 is needed). Inserting (2.57), (2.58), and (2.59) in the r.h.s. of (2.56), and the resulting bound
in the r.h.s. of (2.55), we obtain that there exists N0 > 0 (depending on n) such that
(H˜N + C1N)
n+2 ≥ Cn+22 S21 . . . S2n+2
for all N > N0. Note that the value of N0 also depends on the parameter ε > 0.
Using the result of Proposition 2.7, it is simple to complete the proof of the a-priori bounds for
ψ˜N,t = e
−i eHN tψ˜N (recall the definition of the regularized initial data ψ˜N in (2.44)).
Proof of Proposition 2.6. From (2.51), and since C1 > 1, we have
〈ψ˜N,t, (1−∆1) . . . (1−∆k)ψ˜N,t〉 ≤ 〈ψ˜N,t, (C1 −∆1) . . . (C1 −∆k)ψ˜N,t〉
≤ 1
Ck2N
k
〈ψ˜N,t, (H˜N + C1N)kψ˜N,t〉
=
1
Ck2N
k
〈ψ˜N , (H˜N + C1N)kψ˜N 〉
where in the last line we used the fact that the expectation of any power of H˜N is preserved by the
time-evolution. From the definition (2.44) of ψ˜N , we immediately obtain (2.45).
Since the a-priori bounds for γ˜
(k)
N,t obtained in Proposition 2.6 hold uniformly in N , they can also
be used to derive a-priori bounds on the limit points {γ(k)∞,t}k≥1 of the sequence {γ(k)N,t}Nk=1.
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Corollary 2.8. Suppose that Γ∞,t = {γ(k)∞,t}k≥1 ∈
⊕
k≥1C([0, T ],L1k) is a limit point of the sequence
Γ˜N,t = {γ˜(k)N,t}Nk=1 with respect to the product topology τprod defined after (2.30). Then γ(k)∞,t ≥ 0 and
there exists a constant C such that
Tr (1−∆1) . . . (1−∆k)γ(k)∞,t ≤ Ck (2.60)
for all k ≥ 1.
Uniqueness: The bounds of Corollary 2.8 are crucial; from (2.60) it follows that it is enough to
show the uniqueness of the infinite hierarchy (2.33) in the class of densities satisfying (2.60), a much
simpler task than proving uniqueness for all densities with Tr |γ(k)t | ≤ Ck.
Theorem 2.9. Fix {γ(k)}k≥1 ∈
⊕
k≥1L1k. Then there exists at most one solution {γ(k)t }k≥1 ∈⊕
k≥1C([0, T ],L1k) to the infinite hierarchy (2.40), such that
Tr
∣∣∣(1−∆1)1/2 . . . (1−∆k)1/2γ(k)(1−∆k)1/2 . . . (1−∆1)1/2∣∣∣ ≤ Ck (2.61)
for all k ≥ 1, and all t ∈ [0, T ].
Proof. We define the norm
‖γ(k)‖Hk = Tr
∣∣∣(1−∆1)1/2 . . . (1−∆k)1/2γ(k)(1−∆k)1/2 . . . (1−∆1)1/2∣∣∣
and we observe that there exists a constant C > 0 with (recall the definition (2.41) for the collision
map B(k))
‖B(k)γ(k+1)‖Hk ≤ Ck‖γ(k+1)‖Hk+1 . (2.62)
To prove (2.62), we write
‖B(k)γ(k+1)‖Hk ≤
k∑
j=1
Tr
∣∣∣∣S1 . . . Sk (Trk+1 1|xj − xk+1|γ(k+1)
)
Sk . . . S1
∣∣∣∣
+
k∑
j=1
Tr
∣∣∣∣S1 . . . Sk (Trk+1 γ(k+1) 1|xj − xk+1|
)
Sk . . . S1
∣∣∣∣ .
All terms can be handled similarly. We show how to bound the summand with j = 1 on the first
line.
Tr
∣∣∣S1 . . . Sk (Trk+1 1|x1 − xk+1|γ(k+1)
)
Sk . . . S1
∣∣∣
= Tr
∣∣∣∣S1 . . . Sk (Trk+1S−1k+1 1|x1 − xk+1|S−1k+1Sk+1γ(k+1)Sk+1
)
Sk . . . S1
∣∣∣∣
≤ Tr
∣∣∣∣S1S−1k+1 1|xj − xk+1|S−1k+1S−11 S1 . . . SkSk+1γ(k+1)Sk+1Sk . . . S1
∣∣∣∣
≤ ‖S1S−1k+1
1
|x1 − xk+1|S
−1
k+1S
−1
1 ‖ ‖γ(k+1)‖Hk+1
≤ C‖γ(k+1)‖Hk+1
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where in the second line we used the cyclicity of the partial trace, in the third line we used (2.23)
and, in the last line, we used the bound
‖S1S−1k+1
1
|x1 − xk+1|S
−1
k+1S
−1
1 ‖ <∞ . (2.63)
To prove (2.63) we write, assuming for example that k = 1,
S1S
−1
2
1
|x1 − x2|S
−1
2 S
−1
1 = S
−1
1 S
−1
2 (1−∆1)
1
|x1 − x2|S
−1
2 S
−1
1
= S−11 S
−1
2
1
|x1 − x2|S
−1
2 S
−1
1
+ S−11 S
−1
2 ∇∗1
1
|x1 − x2|∇1S
−1
2 S
−1
1 + S
−1
1 S
−1
2 ∇∗1
(x1 − x2)
|x1 − x2|3S
−1
1 S
−1
2 ,
and we use the norm-estimates ‖∇1S−11 ‖ <∞ and ‖S−12 |x1 − x2|−αS−12 ‖ <∞ for all 0 ≤ α ≤ 2 (by
(2.49)).
Suppose now that {γ(k)i,t }k≥1, for i = 1, 2 are two solutions to the infinite hierarchy (2.40). Using
(2.18), we can expand both γ
(k)
1,t and γ
(k)
2,t in a Duhamel series. From (2.62), and from the fact that
‖U (k)γ(k)‖Hk = ‖γ(k)‖Hk , we obtain that∥∥∥γ(k)1,t − γ(k)2,t ∥∥∥
Hk
≤ Cn (k + n)!
k!
∫ t
0
ds1 . . .
∫ sn−1
0
dsn ‖γ(k+n)1,sn − γ
(k+n)
2,sn
‖Hk+n
≤ Ck(Ct)n
for any n. Here we used the a-priori bounds (2.61). For t ≤ 1/(2C), the l.h.s. must vanish. This
shows uniqueness for short time, and thus, by iteration, for all times.
3 Dynamics of Bose-Einstein Condensates: the Gross-Pitaevskii
Equation
Dilute Bose gases at very low temperature are characterized by the macroscopic occupancy of a
single one-particle state; a non-vanishing fraction of the total number of particles N is described
by the same one-particle orbital. Although this phenomenon, known as Bose-Einstein condensation,
has been predicted in the early days of quantum mechanics, the first experimental evidence for its
existence was only obtained in 1995, in experiments performed by groups led by Cornell and Wieman
at the University of Colorado at Boulder and by Ketterle at MIT (see [3, 6]). In these important
experiments, atomic gases were initially trapped by magnetic fields and cooled down at very low
temperatures. Then the magnetic traps were switched off and the consequent time evolution of the
gas was observed; for sufficiently small temperatures, it was observed that the gas coherently moves
as a single particle, a clear sign for the existence of condensation.
To describe these experiments from a theoretical point of view, we have, first of all, to give a
precise definition of Bose-Einstein condensation. It is simple to understand the meaning of conden-
sation if one considers factorized wave functions, given by the (symmetrization of the) product of
one-particle orbitals. In this case, to decide whether we have condensation, we only have to count the
number of particles occupying every orbital; if there is a single orbital with macroscopic occupancy
the wave function exhibits Bose-Einstein condensation, otherwise it does not. In particular, wave
functions of the form ψN (x) =
∏N
j=1 ϕ(xj), for some ϕ ∈ L2(R3) (we consider in this section three
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dimensional systems only), exhibit Bose-Einstein condensation; since in these examples all particles
occupy the same one-particle orbital, we say that ψN exhibits complete Bose-Einstein condensation
in the state ϕ.
Although factorized wave functions were used as initial data in Theorem 2.1 and Theorem 2.5,
they are, from a physical point of view, not very satisfactory, because they do not allow for any
correlation among the particles. Since we would like to consider systems of interacting particles,
the complete absence of correlations is not a realistic assumption. For this reason, we want to give
a definition of Bose-Einstein condensation, in particular of complete Bose-Einstein condensation,
that applies also to wave functions which are not factorized. To this end, we will make use of the
one-particle density γ
(1)
N associated with an N -particle wave function ψN . By definition (see (1.4)),
the one-particle density is a non-negative trace class operator on L2(R3) with trace equal to one.
It is simple to verify that the eigenvalues of γ
(1)
N (which are all non-negative and sum up to one)
can be interpreted as probabilities for finding particles in the state described by the corresponding
eigenvector (a one-particle orbital). This observation justifies the following definition of Bose-Einstein
condensation. We will say that a sequence {ψN}N∈N with ψN ∈ L2s(R3N ) exhibits complete Bose-
Einstein condensation in the one-particle state with orbital ϕ ∈ L2(R3) if
Tr
∣∣∣γ(1)N − |ϕ〉〈ϕ|∣∣∣ → 0 (3.1)
as N → ∞. In particular, complete Bose-Einstein condensation implies that the largest eigenvalue
of γ
(1)
N converges to one, as N →∞. More generally, we say that a sequence {ψN}N∈N exhibits (not
necessarily complete) Bose-Einstein condensation if the largest eigenvalue of γ
(1)
N remains strictly
positive in the limit N → ∞. Note that condensation is not a property of a single N -particle wave
function ψN , but it is a property characterizing a sequence {ψN}N∈N in the limit N →∞.
It is in general very difficult to verify that Bose-Einstein condensation occurs in physically inter-
esting wave functions of interacting systems. There exists, however, a class of interacting systems
for which complete condensation of the ground state has been recently established.
In [24], Lieb, Yngvason, and Seiringer considered a trapped Bose gas consisting of N three-
dimensional particles described by the Hamiltonian
HtrapN =
N∑
j=1
(−∆j + Vext(xj)) +
N∑
i<j
VN (xi − xj), (3.2)
where Vext is an external confining potential with lim|x|→∞ Vext(x) = ∞, and VN (x) = N2V (Nx),
where V is pointwise positive, spherically symmetric, and rapidly decaying (for simplicity, V can
be thought of as being compactly supported). Note that the potential VN scales with N so that
its scattering length is of the order 1/N (Gross-Pitaevskii scaling). The scattering length of V is a
physical quantity measuring the effective range of the potential; two particles interacting through V
see each others, when they are far apart, as hard spheres with radius given by the scattering length
of V . More precisely, if f denotes the spherical symmetric solution to the zero-energy scattering
equation (
−∆+ 1
2
V (x)
)
f = 0 with boundary condition f(x)→ 1 as |x| → ∞, (3.3)
the scattering length of V is defined by
a0 = lim
|x|→∞
|x| − |x|f(x) .
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This limit can be proven to exist if V decays sufficiently fast at infinity. Another equivalent charac-
terization of the scattering length is given by
8πa0 =
∫
dxV (x)f(x) . (3.4)
It is simple to verify that, if f solves (3.3), the rescaled function fN(x) = f(Nx) solves the zero
energy scattering equation with rescaled potential VN , that is(
−∆+ 1
2
VN
)
fN = 0 with fN (x)→ 1 as |x| → ∞ . (3.5)
This implies immediately that the scattering length of VN is given by a = a0/N , where a0 is the
scattering length of the unscaled potential V . Note that, for |x| ≫ a, fN (x) ≃ 1−a/|x|. For |x| < a,
fN remains bounded; for practical purposes, we can think of this function as fN (x) ≃ 1−a/(|x|+a).
Letting N → ∞, Lieb, Yngvason, and Seiringer showed that the ground state energy E(N) of
(3.2) divided by the number of particle N converges to
lim
N→∞
E(N)
N
= min
ϕ∈L2(R3): ‖ϕ‖=1
EGP(ϕ)
where EGP is the Gross-Pitaevskii energy functional
EGP(ϕ) =
∫
dx
(|∇ϕ(x)|2 + Vext(x)|ϕ(x)|2 + 4πa0|ϕ(x)|4) . (3.6)
Later, in [22], Lieb and Seiringer also proved that the ground state of the Hamiltonian (3.2)
exhibits complete Bose-Einstein condensation into the minimizer of the Gross-Pitaevskii energy
functional EGP. More precisely they showed that, if ψN is the ground state wave function of the
Hamiltonian (3.2) and if γ
(1)
N denotes the corresponding one-particle marginal, then
γ
(1)
N → |φGP〉〈φGP| as N →∞ , (3.7)
where φGP ∈ L2(R3) is the minimizer of the Gross-Pitaevskii energy functional (3.6).
To describe the experiments mentioned above, it is important to understand the time-evolution of
the Bose-Einstein condensate after removing the external traps. We define therefore the translation
invariant Hamiltonian
HN =
N∑
j=1
−∆j +
N∑
i<j
VN (xi − xj) (3.8)
and we consider solutions to the N -particle Schro¨dinger equation
i∂tψN,t = HNψN,t ⇒ ψN,t = e−iHN tψN (3.9)
with initial data ψN exhibiting complete Bose-Einstein condensation. In a series of joint articles with
L. Erdo˝s and H.-T. Yau, see [12, 13, 14, 15], we prove that, for every fixed time t ∈ R, the evolved
N -particle wave function ψN,t still exhibits complete Bose-Einstein condensation. Moreover we show
that the time evolution of the condensate wave function evolves according to the one-particle time-
dependent Gross-Pitaevskii equation associated with the energy functional EGP. Our main result is
the following theorem.
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Theorem 3.1. Suppose that V ≥ 0 is spherically symmetric and V (x) ≤ C〈x〉−σ, for some σ > 5,
and for all x ∈ R3. Assume that the family {ψN}N∈N with ψN ∈ L2s(R3N ) and ‖ψN‖ = 1 for all N ,
has finite energy per particle, that is
〈ψN ,HNψN 〉 ≤ CN (3.10)
for all N ∈ N, and that it exhibits complete Bose-Einstein condensation in the sense that
Tr
∣∣∣γ(1)N − |ϕ〉〈ϕ|∣∣∣→ 0 (3.11)
as N →∞ for some ϕ ∈ L2(R3). Then, for every k ≥ 1 and t ∈ R, we have
Tr
∣∣∣γ(k)N,t − |ϕt〉〈ϕt|⊗k∣∣∣→ 0 (3.12)
as N →∞. Here ϕt is the solution of the nonlinear Gross-Pitaevskii equation
i∂tϕt = −∆ϕt + 8πa0|ϕt|2ϕt (3.13)
with initial data ϕt=0 = ϕ.
Making use of an approximation of the initial N -particle wave function (similarly to (2.44)), it
is possible to replace the assumption (3.10) with the much more stringent condition
〈ψN ,HkNψN 〉 ≤ CkNk (3.14)
for all k ∈ N. In the following we will illustrate the main ideas involved in the proof of Theorem 3.1,
assuming the initial wave function ψN to satisfy (3.14).
3.1 Comparison with Mean-Field Systems
The formal relation of the Hamiltonian (3.8) with the mean-field Hamiltonian (2.1) considered in
Section 2 is evident; (3.8) can in fact be rewritten as
HN =
N∑
j=1
−∆j + 1
N
∑
i<j
vN (xi − xj) (3.15)
with vN (x) = N
3V (Nx). Since we are considering three dimensional systems, vN converges to a
delta-function in the limit of large N ; at least formally, as N → ∞, we have vN (x) → b0δ(x),
where b0 =
∫
V (x)dx. In other words, the Hamiltonian (3.8) in the Gross-Pitaevskii scaling can be
formally interpreted as a mean field Hamiltonian with an N -dependent potential which converges,
as N → ∞, to a δ-function. Despite the formal similarity, it should be stressed that the physics
described by the Gross-Pitaevskii Hamiltonian is completely different from the physics described
by the mean field Hamiltonian (2.1). In a mean-field system, each particle typically interacts with
all other particles through a very weak potential. The Gross-Pitaevskii Hamiltonian (3.8), on the
other hand, describes a very dilute gas, where interactions are very rare and at the same time very
strong. Although the physics described by (2.1) and (3.8) are completely different, due to the formal
similarity of the two models, we may try to apply the strategy discussed in Section 2.3 to prove
Theorem 3.1. In other words, we may try to prove Theorem 3.1 by showing the compactness of
the sequence ΓN,t = {γ(k)N,t}Nk=1 with respect to an appropriate weak topology (it is going to be the
same topology introduced in Section 2.3), the convergence to an infinite hierarchy similar to (2.33),
and the uniqueness of the solution to the infinite hierarchy. It turns out that it is indeed possible
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to extend the general strategy introduced in Section 2.3 to prove Theorem 3.1; however, as we will
see, many important modifications of the arguments used for bounded or for Coulomb potential are
required. We discuss next the main changes.
First of all, the simple observation that, formally, vN (x) → b0δ(x) as N → ∞ may lead to the
conclusion that the evolution of the condensate wave function ϕt should be described by the nonlinear
Hartree equation (2.9) with V replaced by b0δ, that is by the equation
i∂tϕt = −∆ϕt + b0(δ ∗ |ϕt|2)ϕt = −∆ϕt + b0|ϕt|2ϕt . (3.16)
Comparing with (3.13), we note that (3.16) is characterized by a different coupling constant in front
of the nonlinearity. The emergence of the scattering length in the Gross-Pitaevskii equation (3.13) is
the consequence of a subtle interplay between the N -dependent interaction potential and the short
scale correlation structure developed by the solution of the N -particle Schro¨dinger equation ψN,t
(as we will see, the correlation structure varies on lengths of the order 1/N , the same lengthscale
characterizing the interaction potential). This remark implies that, in order to prove the convergence
to the infinite hierarchy (where the coupling constant 8πa0 already appears), we will need to identify
the singular correlation structure of ψN,t (which is then inherited by the marginal densities γ
(k)
N,t).
This is one of the main difficulties in the proof of the convergence, which was completely absent
in the analysis of mean-field systems presented in Section 2; we will discuss it in more details in
Section 3.2 and in Section 3.3.
The presence of the correlation structure in ψN,t also affects the proof of a-priori bounds
Tr (1−∆1) . . . (1−∆k)γ(k)∞,t ≤ Ck (3.17)
for all k ≥ 1, t ∈ R, for the limit points Γ∞,t = {γ(k)∞,t}k≥1 of the marginal densities ΓN,t = {γ(k)N,t}Nk=1
associated with ψN,t. As in the case of a Coulomb potential discussed in Section 2.4, these a-priori
bounds play a fundamental role because they allow us to restrict the proof of the uniqueness to a
smaller class of densities. In Section 2.4, we derived the a-priori bounds for γ
(k)
∞,t making use of the
estimates (2.46) which hold uniformly in N , for N sufficiently large (in turns, the bounds (2.46) were
obtained through the energy estimates of Proposition 2.7). In the present setting, however, bounds
of the form
Tr (1−∆1) . . . (1−∆k)γ(k)N,t ≤ Ck (3.18)
cannot hold uniformly in N , because of the short scale correlation structure developed by the solution
of the Schro¨dinger equation. Remember in fact that the short scale structure varies on the length
scale 1/N ; therefore, when we take derivatives of γ
(k)
N,t as in (3.18), we cannot expect to obtain bounds
uniform in N (unless we take only one derivative, because of energy conservation). Although the
marginals γ
(k)
N,t, for large but finite N , do not satisfy the strong estimates (3.18), it turns out that
one can still prove the a-priori bound (3.17) on the limit point γ
(k)
∞,t. This is indeed possible because
in the weak limit N →∞, the singular short scale correlation structure characterizing the marginal
densities γ
(k)
N,t disappears, producing limit points γ
(k)
∞,t which are much more regular than the densities
γ
(k)
N,t. Because of the absence of estimates of the form (3.18) for γ
(k)
N,t, the proof of the a-priori bounds
for the limit points γ
(k)
∞,t requires completely new ideas with respect to what has been discussed in
Section 2.4; we briefly discuss the most important ones in Section 3.4.
Finally, the singularity of the interaction potential strongly affects the proof of the uniqueness
of the solution to the infinite hierarchy. In Section 2.4, the main idea to prove the uniqueness of
the infinite hierarchy was to expand the solution in a Duhamel series and to control all Coulomb
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potentials appearing in the expansion through Laplacians acting on appropriate variables and at the
end to control the expectation of the Laplacians through the a-priori bounds (2.46) on the densities
γ
(k)
∞,t. In this argument, it was very important that the Coulomb potential can be controlled by the
kinetic energy, in the sense of the operator inequality
1
|x| ≤ C(1−∆) . (3.19)
In the present setting, the Coulomb potential has to be replaced by a δ-function. In three dimensions,
the δ-potential cannot be controlled by the kinetic energy. In other words, the bound
δ(x) ≤ C(1−∆)α
is not true for α = 1; it only holds if α > 3/2 (in three dimensions, the L∞ norm of a function
can be controlled by the Hα-norm, only if α > 3/2). This observation implies that the a-priori
bounds (3.17) are not sufficient to conclude the proof of the uniqueness of the infinite hierarchy with
delta-interaction (while similar bounds were enough to prove the uniqueness of the infinite hierarchy
with Coulomb potential). Since it does not seem possible to improve the a-priori bounds to gain
control of higher derivatives (one would need more than 3/2 derivatives per particle), we need new
techniques to prove the uniqueness of the infinite hierarchy. We will briefly discuss these new methods
in Section 3.5.
3.2 Convergence to the Infinite Hierarchy
The goal of this section is to discuss the main ideas used to prove the next proposition which identifies
limit points of the sequence ΓN,t = {γ(k)N,t}Nk=1 as solutions to a certain infinite hierarchy of equations
(this proposition replaces Proposition 2.3, which was stated for mean-field systems with bounded
interaction potential).
Proposition 3.2. Suppose that V ≥ 0, with V (x) ≤ C〈x〉−σ, for some σ > 5, and for all x ∈ R3.
Assume that the sequence ψN satisfies (3.11) and the additional assumption (3.14). Fix T > 0 and
let Γ∞,t = {γ(k)∞,t}k≥1 ∈
⊕
k≥1C([0, T ],L1k) be a limit point of ΓN,t = {γ(k)N,t}Nk=1 (with respect to the
product topology τprod defined in Section 2.3). Then Γ∞,t is a solution to the infinite hierarchy
γ
(k)
∞,t = U (k)(t)γ(k)∞,0 − 8πa0i
k∑
j=1
∫ t
0
dsU (k)(t− s)Trk+1
[
δ(xj − xk+1), γ(k+1)∞,s
]
(3.20)
with initial data γ
(k)
∞,0 = |ϕ〉〈ϕ|⊗k (see (2.13) for the definition of U (k)).
The detailed proof of this proposition can be found in [15, Theorem 8.1] (for small interaction
potential, see also [13, Theorem 7.1]).
To prove the proposition, we start by studying the time-evolution of the marginal densities γ
(k)
N,t,
which is governed by the BBGKY hierarchy. In integral form, the BBGKY hierarchy is given by
γ
(k)
N,t = U (k)(t)γ(k)N,0 − i
k∑
i<j
∫ t
0
dsU (k)(t− s)
[
VN (xi − xj), γ(k)N,s
]
− i(N − k)
k∑
j=1
∫ t
0
ds U (k)(t− s)Trk+1
[
VN (xj − xk+1), γ(k+1)N,s
]
.
(3.21)
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Assuming (by passing to an appropriate subsequence) that ΓN,t → Γ∞,t as N →∞ with respect to
the product topology τprod introduced in Section 2.3, it is simple to prove that the l.h.s. and the first
term on the r.h.s. of (3.21) converge, as N →∞, to the l.h.s. and, respectively, to the first term on
the r.h.s. of (3.20). The second term on the r.h.s. of (3.21), on the other hand, can be proven to
vanish in the limit N → ∞ (at least formally, this follows by the observation that the second term
is smaller by a factor of N w.r.t. the third term). The fact that the second term on the r.h.s. of
(3.21) is negligible in the limit N →∞ (compared with the third term) corresponds to the physical
intuition that the interactions among the first k particles affect their time-evolution less than their
interaction with the other (N − k) particles.
To conclude the proof of Proposition 3.2, we only need to show that the third term on the r.h.s.
of (3.21) converges, as N → ∞, to the last term on the r.h.s. of (3.20). As already remarked in
Section 3.1, this convergence relies critically on the correlation structure characterizing the (k + 1)-
particle density γ
(k+1)
N,t . A naive approach, based on the observation that (N − k)VN (xj − xk+1) ≃
N3V (N(xj−xk+1)) ≃ b0δ(xj−xk+1) for large N , fails to explain the coupling constant in front of the
last term on the r.h.s. of (3.20). The emergence of the scattering length can only be understood by
taking into account the correlation structure of γ
(k+1)
N,t . Assuming for a moment that the correlations
can be described, in good approximation, by the solution fN to the zero-energy scattering equation
(3.5), we can expect that, for large N ,
γ
(k+1)
N,t (xk+1;x
′
k+1) ≃ fN (xj − xk+1)γ(k+1)∞,t (xk+1;x′k+1) (3.22)
in the region where xj − xk+1 is of the order 1/N (and all other variables are at larger distances).
Assuming some regularity of the limit point γ
(k+1)
∞,t , and using (3.4), the approximation (3.22) imme-
diately leads to(
Trk+1(N − k)VN (xj − xk+1)γ(k+1)N,t
)
(xk;x
′
k)
≃
∫
dxk+1N
3V (N(xj − xk+1))f(N(xj − xk+1))γ(k+1)∞,t (xk, xk+1;x′k, xk+1)
=
∫
dy V (y)f(y)γ
(k+1)
∞,t
(
xk, xj +
y
N
;x′k, xj +
y
N
)
≃
(∫
dy V (y)f(y)
)
γ
(k+1)
∞,t (xk, xj ;x
′
k, xj)
= 8πa0
∫
dxk+1 δ(xj − xk+1)γ(k+1)∞,t (xk, xk+1;x′k, xk+1)
(3.23)
and thus explains the emergence of the scattering length on the r.h.s. of (3.20) (note that the third
term on r.h.s. of (3.21) is a commutator and thus produces two summands; in (3.23) we only consider
one of these terms, the other can be handled analogously). This heuristic argument shows that in
order to prove Proposition 3.2 we need to identify the short scale structure of the marginal densities
and prove that it can be described by the function fN as in (3.22). To this end we are going to
use energy estimates. In [13] and [15], we developed two different approaches to this problem. The
first approach is simpler, but it only works for sufficiently small interaction potentials. The second
approach is a little bit more involved, but it can be used for all potentials satisfying the assumptions
of Theorem 3.1. In the following we will focus on the first, simpler, approach; in the next subsection,
we present the main ideas of the second approach.
To measure the strength of the interaction potential V , we define the dimensionless constant
ρ = sup
x∈R3
|x|2V (x) +
∫
dx
|x|V (x). (3.24)
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Proposition 3.3. Assume that the potential V satisfies the conditions of Theorem 3.1, and suppose
that ρ > 0 is sufficiently small. Then there exists C > 0 such that
〈ψ,H2Nψ〉 ≥ CN2
∫
dx
∣∣∣∣∇i∇j ψ(x)fN (xi − xj)
∣∣∣∣2 (3.25)
for all i 6= j and for all ψ ∈ L2s(R3N ,dx).
This energy estimate, combined with the assumption (3.14) on the initial wave function ψN , leads
to the following a-priori bounds on the solution ψN,t = e
−iHN tψN of the Schro¨dinger equation (3.9).
Corollary 3.4. Assume that V satisfies the conditions of Theorem 3.1, and suppose that ρ > 0 is
sufficiently small. Suppose that ψN satisfies (3.10) and (3.14). Then we have∫
dx
∣∣∣∣∇i∇j ψN,t(x)fN(xi − xj)
∣∣∣∣2 ≤ C (3.26)
for all i 6= j, uniformly in N ∈ N and in t ∈ R. Therefore, if γ(k)N,t denotes the k-particle marginal
associated with ψN,t, we have, for every 1 ≤ i, j ≤ k with i 6= j,
Tr (1−∆i)(1−∆j) 1
fN (xi − xj)γ
(k)
N,t
1
fN(xi − xj) ≤ C
uniformly in N ∈ N and in t ∈ R.
Proof. Using (3.25), the conservation of the energy along the time evolution, and the assumption
(3.14) on the initial wave function ψN , we find∫
dx
∣∣∣∣∇i∇j ψN,t(x)fN (xi − xj)
∣∣∣∣2 ≤ CN−2〈ψN,t,H2NψN,t〉 = CN−2〈ψN ,H2NψN 〉 ≤ C.
Remark that the a-priori bounds (3.26) cannot hold true if we do not divide the solution ψN,t of
the Schro¨dinger equation by fN (xi − xj). In fact, using that fN (x) ≃ 1− a0/(N |x|+ 1), it is simple
to check that ∫
dx |∇2fN (x)|2 ≃ N .
This implies that, if we replace ψN,t(x)/fN (xi−xj) by ψN (x) the integral in (3.26) would be of order
N . Only after removing the singular factor fN (xi−xj) from ψN,t(x) we can obtain useful bounds on
the regular part of the wave function (regular in the variable (xi−xj)). These a-priori bounds allow
us to identify the correlation structure of the wave function ψN,t and to show that, when xi and
xj are close to each other, ψN,t(x) can be approximated by the time independent correlation factor
fN (xi − xj), which varies on the length scale 1/N , multiplied with a regular part (which only varies
on scales of order one). In other words, the bounds (3.26) establish a strong separation of scales for
the solution ψN,t of the N -particle Schro¨dinger equation, and for its marginal densities; on length
scales of order 1/N , ψN,t is characterized by a singular, time independent, short scale correlation
structure described by the the solution fN to the zero-energy scattering equation. On scales of order
one, on the other hand, the wave function ψN,t is regular, and, as it follows from Theorem 3.1, it can
be approximated, in an appropriate sense, by products of the solution to the time-dependent Gross-
Pitaevskii equation. Remark that although the short-scale correlation structure is time independent,
it still affects, in a non-trivial way, the time-evolution on length scales of order one (because it
produces the scattering length in the Gross-Pitaevskii equation).
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Proof of Proposition 3.3. We decompose the Hamiltonian (3.8) as
HN =
N∑
j=1
hj with hj = −∆j + 1
2
∑
i 6=j
VN (xi − xj) .
For an arbitrary permutation symmetric wave function ψ and for any fixed i 6= j, we have
〈ψ,H2Nψ〉 = N〈ψ, h2iψ〉+N(N − 1)〈ψ, hihjψ〉 ≥ N(N − 1)〈ψ, hihjψ〉 .
Using the positivity of the potential, we find
〈ψ,H2Nψ〉 ≥ N(N − 1)
〈
ψ,
(
−∆i + 1
2
VN (xi − xj)
)(
−∆j + 1
2
VN (xi − xj)
)
ψ
〉
. (3.27)
Next, we define φ(x) by ψ(x) = fN (xi−xj)φ(x) (φ is well defined because fN (x) > 0 for all x ∈ R3);
note that the definition of the function φ depends on the choice of i, j. Then
1
fN (xi − xj)∆i (fN (xi − xj)φ(x)) = ∆iφ(x) +
(∆fN )(xi − xj)
fN (xi − xj) φ(x) +
∇fN (xi − xj)
fN (xi − xj) ∇iφ(x) .
From (3.3) it follows that
1
fN (xi − xj)
(
−∆i + 1
2
VN (xi − xj)
)
fN (xi − xj)φ(x) = Liφ(x)
and analogously
1
fN (xi − xj)
(
−∆j + 1
2
VN (xi − xj)
)
fN (xi − xj)φ(x) = Ljφ(x)
where we defined
Lℓ = −∆ℓ + 2∇ℓ fN (xi − xj)
fN (xi − xj) ∇ℓ, for ℓ = i, j .
Remark that, for ℓ = i, j, the operator Lℓ satisfies∫
dx f2N (xi−xj) Lℓ φ(x) ψ(x) =
∫
dx f2N (xi−xj) φ(x) Lℓ ψ(x) =
∫
dx f2N (xi−xj) ∇ℓ φ(x) ∇ℓ ψ(x) .
Therefore, from (3.27), we obtain
〈ψ,H2Nψ〉 ≥ N(N − 1)
∫
dx f2N(xi − xj) Li φ(x)Lj φ(x)
= N(N − 1)
∫
dx f2N(xi − xj) ∇iφ(x)∇iLj φ(x)
= N(N − 1)
∫
dx f2N(xi − xj) ∇iφ(x)Lj ∇iφ(x)
+N(N − 1)
∫
dx f2N (xi − xj) ∇iφ(x) [∇i, Lj]φ(x)
= N(N − 1)
∫
dx f2N(xi − xj) |∇j∇iφ(x)|2
+N(N − 1)
∫
dx f2N (xi − xj)
(
∇i∇fN (xi − xj)
fN (xi − xj)
)
∇iφ(x)∇jφ(x) .
(3.28)
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To control the second term on the right hand side of the last equation we use bounds on the function
fN , which can be derived from the zero energy scattering equation (3.3):
1− Cρ ≤ fN (x) ≤ 1, |∇fN (x)| ≤ C ρ|x| , |∇
2fN (x)| ≤ C ρ|x|2 (3.29)
for constants C independent of N and of the potential V (recall the definition of the dimensionless
constant ρ from (3.24)). Therefore, for ρ < 1,∣∣∣ ∫ dx f2N (xi − xj) (∇i∇fN (xi − xj)fN (xi − xj)
)
∇iφ(x)∇jφ(x)
∣∣∣
≤ Cρ
∫
dx
1
|xi − xj |2 |∇iφ(x)| |∇jφ(x)|
≤ Cρ
∫
dx
1
|xi − xj |2
(|∇iφ(x)|2 + |∇jφ(x)|2)
≤ Cρ
∫
dx |∇i∇jφ(x)|2
where we used Hardy inequality. Thus, from (3.28), and using again the first bound in (3.29), we
obtain
〈ψ,H2Nψ〉 ≥ N(N − 1)(1 − Cρ)
∫
dx |∇i∇jφ(x)|2
which implies (3.25).
Equipped with the a-priori bounds of Corollary 3.4, we can now come back to the problem of
proving the convergence of the last term on the r.h.s. of (3.21) to the last term on the r.h.s. of
(2.6). For simplicity, we consider the case k = 1, and we only discuss the term with the interaction
potential on the left of the density (the commutator also has a term with the interaction on the right
of the density, which can be handled analogously). After multiplying with a smooth one-particle
observable J (1) (a compact operator on L2(R3), with sufficiently smooth kernel), we need to prove
that
Tr
(
U (1)(s− t)J (1)
)(
N3V (N(x1 − x2))γ(2)N,t − 8πa0δ(x1 − x2)γ(2)∞,t
)
→ 0
as N → ∞. To this end we decompose the difference in several terms. We use the notation J (1)t =
U (1)(t)J (1), and, for a bounded function h(x) ≥ 0 with ∫ dxh(x) = 1, we define hα(x) = α−3h(α−1x)
for all α > 0. Then we have
Tr
(
U (1)(s− t)J (1)
)(
N3V (N(x1 − x2))γ(2)N,t − 8πa0δ(x1 − x2)γ(2)∞,t
)
= Tr J
(1)
s−tN
3V (N(x1 − x2))f(N(x1 − x2)) 1
f(N(x1 − x2))γ
(2)
N,t
1
f(N(x1 − x2)) (f(N(x1 − x2))− 1)
+ Tr J
(1)
s−t
(
N3V (N(x1 − x2))f(N(x1 − x2))− 8πa0δ(x1 − x2)
) 1
f(N(x1 − x2))γ
(2)
N,t
1
f(N(x1 − x2))
+ 8πa0 Tr J
(1)
s−t (δ(x1 − x2)− hα(x1 − x2))
1
f(N(x1 − x2))γ
(2)
N,t
1
f(N(x1 − x2))
+ 8πa0 Tr J
(1)
s−thα(x1 − x2)
(
1
f(N(x1 − x2))γ
(2)
N,t
1
f(N(x1 − x2)) − γ
(2)
N,t
)
+ 8πa0 Tr J
(1)
s−thα(x1 − x2)
(
γ
(2)
N,t − γ(2)∞,t
)
+ 8πa0 Tr J
(1)
s−t (hα(x1 − x2)− δ(x1 − x2)) γ(2)∞,t .
(3.30)
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The idea here is that in order to compare the N -dependent potential N3V (N(x1 − x2)) with the
limiting δ-potential, we have to test it against a regular density (using an appropriate Poincare´
inequality). For this reason, we first regularize the density γ
(2)
N,t in the variable (x1 − x2) dividing it
by the correlation function fN (x1 − x2) on the left and the right (first term on the r.h.s. of the last
equation). Using the regularity of f−1N (x1 − x2)γ(2)N,tf−1N (x1 − x2) from Corollary 3.4, we can then
compare, in the regime of large N , the interaction potential with the delta-function (second term on
the r.h.s.). At this point we are still not done, because, in order to remove the regularizing factors
f−1N (x1 − x2) (fourth term on the r.h.s. of (3.30)) and in order to replace the density γ(2)N,t by its
limit point γ
(2)
∞,t (fifth term on the r.h.s. of (3.30)), we need to test the density against a compact
observable. For this reason, in the third term on the r.h.s. of (3.30), we replace the δ-function (which
is of course not bounded) by the function hα which approximate the delta-function on the length
scale α; it is important here that α is now decoupled from N . In the last term, after removing all
the N dependence, we go back to the δ-potential using the regularity of the limiting density γ
(2)
∞,t.
To control the first and fourth term on the r.h.s. of (3.30), we use the fact that 1−fN (x1−x2) ≃
1/(N |x1 − x2| + 1) varies on a length scale of order 1/N . It follows that the first term converges
to zero as N → ∞, as well as the fourth term, for every fixed α > 0. To estimate the second, the
third and the last term, we make use of appropriate Poincare´ inequalities, combined with the result
of Corollary 3.4 and, for the last term, of Proposition 3.7 (we present an example of a Poincare´
inequality, which can be used to estimate these terms in Appendix A). It follows that the second
term converges to zero as N →∞, and that the third and the fifth terms converge to zero as α→ 0,
uniformly in N . Finally, the fifth term on the r.h.s. of (3.30) converges to zero as N →∞, for every
fixed α; this follows from the assumption that γ
(2)
N,t → γ(2)∞,t as N → ∞ with respect to the weak*
topology (some additional work has to be done here, because the operator J
(1)
s−thα(x1 − x2) is not
compact). Therefore, if we first fix α > 0 and let N → ∞ and then we let α → 0 all terms on the
r.h.s. of (3.30) converge to zero; this concludes the proof of Proposition 3.2.
3.3 Convergence for Large Interaction Potentials
As pointed out in Section 3.2, the energy estimate given in Proposition 3.3, which was a crucial
ingredient for the proof of Proposition 3.2, only holds for sufficiently small potentials (for sufficiently
small values of the parameter ρ defined in (3.24)). For large potentials, we need a different approach.
The new technique, developed in [15], is based on the use of the wave operator associated with the
one-particle Hamiltonian hN = −∆+ (1/2)VN , defined through the strong limit
WN = s− lim
t→∞
eihN tei∆t . (3.31)
Under the assumptions of Theorem 3.1 on the potential V , it is simple to show that the limit (3.31)
exists, that the wave operator WN is complete, in the sense that
W−1N =W
∗
N = s− lim
t→∞
e−i∆te−ihN t ,
and that it satisfies the intertwining relation
W ∗N hWN = −∆ . (3.32)
It is also important to observe that the wave operator WN is related by simple scaling to the wave
operatorW associated with the one-particle Hamiltonian h = −∆+(1/2)V (and defined analogously
to (3.31)). In fact, if WN (x;x
′) and W (x;x′) denote the kernels of WN and, respectively, of W , we
have
WN (x;x
′) = N3W (Nx;Nx′) and W ∗N (x;x
′) = N3W ∗(Nx;Nx′) .
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In particular this implies that the norm of WN , as an operator from L
p(R3) to Lp(R3), for arbitrary
1 ≤ p ≤ ∞, is independent of N . From the work of Yajima, see [32, 33], we know that, under the
conditions on V assumed in Theorem 3.1, W is a bounded operator from Lp(R3) to Lp(R3), for all
1 ≤ p ≤ ∞. Therefore
‖WN‖Lp→Lp = ‖W‖Lp→Lp <∞ for all 1 ≤ p ≤ ∞ .
In the following we will denote by WN,(i,j) the wave operator WN acting only on the relative variable
xj − xi. In other words, the action of WN,(i,j) on a N -particle wave function ψN ∈ L2(R3N ) is given
by
(
WN,(i,j)ψN
)
(x) =
∫
dv WN (xj−xi; v)ψN
(
x1, . . . ,
xi + xj
2
+
v
2
, . . . ,
xi + xj
2
− v
2
, . . . , xN
)
(3.33)
if j < i (the formula for i > j is similar). Similarly, we define W ∗N,(i,j). Using the wave operator we
have the following energy estimate, which replaces Proposition 3.3, and whose proof can be found in
[15, Proposition 5.2].
Proposition 3.5. Suppose V ≥ 0, V ∈ L1(R3) ∩ L2(R3) and V (x) = V (−x) for all x ∈ R3. Then
we have, for every i 6= j,
〈ψN ,H2NψN 〉 ≥ CN2
∫
dx
∣∣∣(∇i · ∇j) W ∗N,(i,j)ψN ∣∣∣2 . (3.34)
From Proposition 3.5, we obtain immediately an a-priori bound on ψN,t and on its marginal
densities.
Corollary 3.6. Assume that V satisfies the conditions of Theorem 3.1. Suppose that ψN satisfies
(3.10) and (3.14). Then we have, for all i 6= j,∫
dx
∣∣∣(∇i · ∇j)W ∗N,(i,j)ψN,t(x)∣∣∣2 ≤ C (3.35)
uniformly in N ∈ N and t ∈ R. Therefore, if γ(k)N,t denote the k-particle marginal associated with
ψN,t, we have, for every 1 ≤ i, j ≤ k with i 6= j,
Tr
(
(∇i · ∇j)2 −∆i −∆j + 1
)
W ∗N,(i,j)γ
(k)
N,tWN,(i,j) ≤ C
uniformly in N ∈ N and in t ∈ R.
The philosophy of the bounds (3.35) and (3.26) is the same; first we have to regularize the wave
function ψN,t, and then we can prove useful bounds on its derivatives. There are however important
differences. In (3.26) we regularized ψN,t in position space, by factoring out the short scale correlation
structure fN (xi − xj). In (3.35), instead, we regularize ψN,t applying the wave operator W ∗N,(i,j).
Another important difference is that (3.35) is weaker than (3.26); in fact, (3.35) only gives a control on
the combination
∑3
α=1 ∂xi,α∂xj,α , while (3.26) controls ∂xi,α∂xj,β for all 1 ≤ α, β ≤ 3. The weakness
of the bound (3.35) makes the proof of the convergence more difficult. In particular we have to
establish new Poincare´ inequalities, which only require control of the inner product ∇i · ∇j. It turns
out that the weaker control provided by (3.35) is still enough to conclude the proof of convergence
to the infinite hierarchy (Proposition 3.2). For more details, see [15, Section 8].
32
3.4 A-Priori Estimates on Limit Points Γ∞,t
In this section we present some of the arguments involved in the proof of the a-priori bounds (3.17).
Proposition 3.7. Assume that V satisfies the conditions of Theorem 3.1. Suppose that ψN satisfies
(3.10) and (3.14). Let Γ∞,t = {γ(k)∞,t}k≥1 ∈
⊕
k≥1C([0, T ],L1k) be a limit point of the sequence
ΓN,t = {γ(k)N,t}Nk=1 with respect to the product topology τprod defined in Section 2.3. Then γ(k)∞,t ≥ 0 and
there exists a constant C such that
Tr (1−∆1) . . . (1−∆k)γ(k)∞,t ≤ Ck (3.36)
for all k ≥ 1 and t ∈ [0, T ].
The main difficulty in proving Proposition 3.7 is the fact that the estimate (3.36) does not hold
true if we replace γ
(k)
∞,t with the marginal density γ
(k)
N,t. More precisely,
Tr (1−∆1) . . . (1−∆k)γ(k)N,t ≤ Ck (3.37)
cannot hold true with a constant C independent of N . In fact, for finite N and k > 1, the k-particle
density γ
(k)
N,t still contains the singular short scale correlation structure. For example, when particle
one and particle two are very close to each other (at distances of order 1/N), we can expect the
two-particle density to be approximately given by
γ
(2)
N,t(x2,x
′
2) ≃ const fN(x1 − x2)fN (x′1 − x′2)
(the constant part takes into account factors which vary on larger scales). It is then simple to check
that
Tr (1−∆1)(1−∆2)γ(2)N,t ≃ N .
Only after taking the weak limit N → ∞, the short scale correlation structure disappears (because
it varies on a length scale of order 1/N), and one can hope to prove bounds like (3.36).
To overcome this problem, we cutoff the wave function ψN,t when two or more particles come
at distances smaller than some intermediate length scale ℓ, with N−1 ≪ ℓ≪ 1 (more precisely, the
cutoff will be effective only when one or more particles come close to one of the variable xj over
which we want to take derivatives). For fixed j = 1, . . . , N , we define θj ∈ C∞(R3N ) such that
θj(x) ≃
{
1 if |xi − xj| ≫ ℓ for all i 6= j
0 if there exists i 6= j with |xi − xj | . ℓ .
It is important, for our analysis, that θj controls its derivatives (in the sense that, for example,
|∇iθj| ≤ Cℓ−1θ1/2j ); for this reason we cannot use standard compactly supported cutoffs. Instead
we have to construct appropriate functions which decay exponentially when particles come close
together (the prototype of such function is θ(x) = exp(−
√
(x/ℓ)2 + 1)). Making use of the functions
θj(x), we prove the following higher order energy estimates.
Proposition 3.8. Choose ℓ ≪ 1 such that Nℓ2 ≫ 1. Suppose that α is small enough. Then there
exist constants C1 and C2 such that, for any ψ ∈ L2s(R3N ),
〈ψ, (HN + C1N)kψ〉 ≥ C2Nk
∫
dx θ1(x) . . . θk−1(x) |∇1 . . .∇kψ(x)|2 . (3.38)
33
The meaning of the bound (3.38) is clear. The L2-norm of the k-th derivative ∇1 . . .∇kψ can
be controlled by the expectation of the k-th power of the energy per particle, if we restrict the
integration domain to regions where the first (k− 1) particles are “isolated” (in the sense that there
is no particle at distances smaller than ℓ from x1, x2, . . . , xk−1).
Note that we can allow one “free derivative”; in (3.38) we take the derivative over xk although
there is no cutoff θk(x). The reason is that the correlation structure becomes singular, in the L
2-
sense, only when we derive it twice (if one uses the zero energy solution fN introduced in (3.3)
to describe the correlations, this can be seen by observing that |∇fN (x)| ≤ 1/|x|, which is locally
square integrable). Remark that the condition Nℓ2 ≫ 1 is necessary to control the error due to the
localization of the kinetic energy on distances of order ℓ. The proof of Proposition 3.8 is based on
induction over k; for details see Section 7 in [15].
From the estimates (3.38), using the preservation of the expectation of HkN along the time evo-
lution and the condition (3.14), we obtain the following bounds for the solution ψN,t = e
−iHN tψN of
the Schro¨dinger equation (3.9).∫
dx θ1(x) . . . θk−1(x) |∇1 . . .∇kψN,t(x)|2 ≤ Ck
uniformly in N and t, and for all k ≥ 1. Translating these bounds in the language of the density
matrix γN,t, we obtain
Tr θ1 . . . θk−1∇1 . . .∇kγN,t∇∗1 . . .∇∗k ≤ Ck . (3.39)
The idea now is to use the freedom in the choice of the cutoff length ℓ. If we fix the position of all
particles but xj, it is clear that the cutoff θj is effective at most in a volume of the order Nℓ
3. If
we choose ℓ such that Nℓ3 → 0 as N → ∞ (which is of course compatible with the condition that
Nℓ2 ≫ 1), we can expect that, in the limit of large N , the cutoff becomes negligible. This approach
yields in fact the desired results; starting from (3.39), and choosing ℓ such that Nℓ3 ≪ 1, we can
complete the proof of Proposition 3.7 (see Proposition 6.3 in [13] for more details).
3.5 Uniqueness of the Solution to the Infinite Hierarchy
To complete the proof of Theorem 3.1 we have to prove the uniqueness of the solution to the infinite
hierarchy (3.20) in the class of densities satisfying the a-priori bounds (3.36). Remark that the
uniqueness of the infinite hierarchy (3.20), in a different class of densities, was recently proven by
Klainerman and Machedon in [25]. The proof proposed by Klainerman and Machedon is simpler
than the proof of Proposition 3.9 which we discuss below. Unfortunately, the result of [25] cannot be
applied to the proof of Theorem 3.1, because it is not yet clear whether limit points of the sequence
of marginal densities ΓN,t = {γ(k)N,t}Nk=1 fit into the class of densities for which uniqueness is proven.
Proposition 3.9. Fix T > 0 and Γ = {γ(k)}k≥1 ∈
⊕
k≥1L1k. Then there exists at most one solution
Γt = {γ(k)t }k≥1 ∈
⊕
C([0, T ],Lk) of the infinite hierarchy (3.20) with Γt=0 = Γ, such that γ(k)t ≥ 0
is symmetric with respect to permutations, and
Tr (1−∆1) . . . (1−∆k) γ(k) ≤ Ck (3.40)
for all k ≥ 1 and all t ∈ [0, T ].
In this section we briefly explain some of the main steps involved in the proof of Proposition 3.9;
the details can be found in [12][Section 9].
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To shorten the notation, we write the infinite hierarchy (3.20) in the form
γt = U (k)(t)γ0 +
∫ t
0
ds U (k)(t− s)B(k)γ(k+1)s , (3.41)
where U (k)(t) denotes the free evolution of k particles
U (k)(t)γ(k) = eit
Pk
j=1 ∆jγ(k)e−it
Pk
j=1 ∆j
and the collision operator B(k) maps (k+1)-particle operators into k-particle operators according to
B(k)γ(k+1) = −8iπa0
k∑
j=1
Trk+1
[
δ(xj − xk+1), γ(k+1)
]
. (3.42)
The map B(k) is defined in analogy to Section 2; in particular the kernel of B(k)γ(k+1) is given by
the expression on the r.h.s. of (2.11), with V (x) replaced by 8πa0δ(x).
Iterating (3.41) n times we obtain the Duhamel type series
γ
(k)
t = U (k)(t)γ(k)0 +
n−1∑
m=1
ξ
(k)
m,t + η
(k)
n,t (3.43)
with
ξ
(k)
m,t =
∫ t
0
ds1 . . .
∫ sm−1
0
dsm U (k)(t− s1)B(k)U (k+1)(s1 − s2)B(k+1) . . . B(k+m−1)U (k+m)(sm)γ(k+m)0
=
k∑
j1=1
k+1∑
j2=1
· · ·
k+m∑
jm=1
∫ t
0
ds1 . . .
∫ sm−1
0
dsm U (k)(t− s1)Trk+1
[
δ(xj1 − xk+1),
U (k+1)(s1 − s2)Trk+2
[
δ(xj2 − xk+2), . . .Trk+m
[
δ(xjm − xk+m),U (k+m)(sm)γ(k+m)0
]
. . .
]]
(3.44)
and the error term
η
(k)
n,t =
∫ t
0
ds1
∫ s1
0
ds2 . . .
∫ sn−1
0
dsn U (k)(t− s1)B(k)U (k+1)(s1 − s2)B(k+1) . . . B(k+n−1)γ(k+m)sn .
(3.45)
Note that the error term (3.45) has exactly the same form as the terms in (3.44), with the only
difference that the last free evolution is replaced by the full evolution γ
(k+m)
sn .
To prove the uniqueness of the infinite hierarchy, it is enough to prove that the fully expanded
terms (3.44) are well-defined and that the error term (3.45) converges to zero as n → ∞ (in some
norm, or even after testing it against a sufficiently large class of smooth observables). The main
problem here is that the delta function in the collision operator B(k) cannot be controlled by the
kinetic energy (in the sense that, in three dimensions, the operator inequality δ(x) ≤ C(1−∆) does
not hold true). For this reason, the a-priori estimates (3.40) are not sufficient to show that (3.45)
converges to zero, as n → ∞. Instead, we have to make use of the smoothing effects of the free
evolutions U (k+j)(sj − sj+1) in (3.45) (in a similar way, Stricharzt estimates are used to prove the
well-posedness of nonlinear Schro¨dinger equations). To this end, we rewrite each term in the series
(3.43) as a sum of contributions associated with certain Feynman graphs, and then we prove the
convergence of the Duhamel expansion by controlling each contribution separately.
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2k+2m leaves2k roots
Vertices:
Figure 1: A Feynman graph in Fm,k and its two types of vertices
The details of the diagrammatic expansion can be found in [12, Section 9]. Here we only sketch
the main ideas. We start by considering the term ξ
(k)
m,t in (3.44). After multiplying it with a compact
k-particle observable J (k) and taking the trace, we expand the result as
Tr J (k)ξ
(k)
m,t =
∑
Λ∈Fm,k
KΛ,t (3.46)
where KΛ,t is the contribution associated with the Feynman graph Λ. Here Fm,k denotes the set of
all graphs consisting of 2k disjoint, paired, oriented, and rooted trees with m vertices. An example
of a graph in Fm,k is drawn in Figure 1. Each vertex has one of the two forms drawn in Figure 1,
with one “father”-edge on the left (closer to the root of the tree) and three “son”-edges on the right.
One of the son edge is marked (the one drawn on the same level as the father edge; the other two
son edges are drawn below). Graphs in Fm,k have 2k + 3m edges, 2k roots (the edges on the very
left), and 2k + 2m leaves (the edges on the very right). It is possible to show that the number of
different graphs in Fm,k is bounded by 24m+k.
The particular form of the graphs in Fm,k is due to the quantum mechanical nature of the
expansion; the presence of a commutator in the collision operator (3.42) implies that, for every
B(k+j) in (3.44), we can choose whether to write the interaction on the left or on the right of the
density. When we draw the corresponding vertex in a graph in Fm,k, we have to choose whether to
attach it on the incoming or on the outgoing edge.
Graphs in Fm,k are characterized by a natural partial ordering among the vertices (v ≺ v′ if
the vertex v is on the path from v′ to the roots); there is, however, no total ordering. The absence
of total ordering among the vertices is the consequence of a rearrangement of the summands on
the r.h.s. of (3.44); by removing the order between times associated with non-ordered vertices we
substantially reduce the number of terms in the expansion. In fact, while (3.44) contains (m+k)!/k!
summands, in (3.46) we are only summing over at most 24m+k contributions. The price we have to
pay is that the apparent gain of a factor 1/m! due to the ordering of the time integrals in (3.44) is
lost in the new expansion (3.46). However, since we want to use the time integrations to smooth
out singularities it seems quite difficult to make use of this factor 1/m!. In fact, we find that the
expansion (3.46) is better suited for analyzing the cumulative space-time smoothing effects of the
multiple free evolutions than (3.44).
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Because of the pairing of the 2k trees, there is a natural pairing between the 2k roots of the
graph. Moreover, it is also possible to define a natural pairing of the leaves of the graph (this is
evident in Figure 1); two leaves ℓ1 and ℓ2 are paired if there exists an edge e1 on the path from ℓ1
back to the roots, and an edge e2 on the path from ℓ2 to the roots, such that e1 and e2 are the two
unmarked son-edges of the same vertex (or, in case there is no unmarked sons in the path from ℓ1
and ℓ2 to the roots, if the two roots connected to ℓ1 and ℓ2 are paired).
For Λ ∈ Fm,k, we denote by E(Λ), V (Λ), R(Λ) and L(Λ) the set of all edges, vertices, roots
and, respectively, leaves in the graph Λ. For every edge e ∈ E(Λ), we introduce a three-dimensional
momentum variable pe and a one-dimensional frequency variable αe. Then, denoting by γ̂
(k+m)
0 and
by Ĵ (k) the kernels of the density γ
(k+m)
0 and of the observable J
(k) in Fourier space, the contribution
KΛ,t in (3.46) is given by
KΛ,t =
∫ ∏
e∈E(Λ)
dpedαe
αe − p2e + iτeµe
∏
v∈V (Λ)
δ
(∑
e∈v
±αe
)
δ
(∑
e∈v
±pe
)
× exp
−it ∑
e∈R(Λ)
τe(αe + iτeµe)
 Ĵ (k) ({pe}e∈R(Λ)) γ̂(k+m)0 ({pe}e∈L(Λ)) .
(3.47)
Here τe = ±1, according to the orientation of the edge e. We observe from (3.47) that the momenta
of the roots of Λ are the variables of the kernel of J (k), while the momenta of the leaves of Λ are the
variables of the kernel of γ
(k+m)
0 (this also explain why roots and leaves of Λ need to be paired).
The denominators (αe−p2e+iτeµe)−1 are called propagators; they correspond to the free evolutions
in the expansion (3.44) and they enter the expression (3.47) through the formula
eitp
2
=
∫ ∞
−∞
dα
eit(α+iµ)
α− p2 + iµ
(here and in (3.47) the measure dα is defined by dα = d′α/(2πi) where d′α is the Lebesgue measure
on R).
The regularization factors µe in (3.47) have to be chosen such that µfather =
∑
e= son µe at every
vertex. The delta-functions in (3.47) express momentum and frequency conservation (the sum over
e ∈ v denotes the sum over all edges adjacent to the vertex v; here ±αe = αe if the edge points
towards the vertex, while ±αe = −αe if the edge points out of the vertex, and analogously for ±pe).
An analogous expansion can be obtained for the error term η
(k)
n,t in (3.45). The problem now
is to analyze the integral (3.47) (and the corresponding integral for the error term). Through an
appropriate choice of the regularization factors µe one can extract the time dependence of KΛ,t and
show that
|KΛ,t| ≤ Ck+m tm/4
∫ ∏
e∈E(Γ)
dαedpe
〈αe − p2e〉
∏
v∈V (Γ)
δ
(∑
e∈v
±αe
)
δ
(∑
e∈v
±pe
)
×
∣∣∣Ĵ (k) ({pe}e∈R(Γ)) ∣∣∣ ∣∣∣γ̂(k+m)0 ({pe}e∈L(Γ)) ∣∣∣
(3.48)
where we introduced the notation 〈x〉 = (1 + x2)1/2.
Because of the singularity of the interaction at zero, we may be faced here with an ultraviolet
problem; we have to show that all integrations in (3.48) are finite in the regime of large momenta and
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Figure 2: Integration scheme: a typical vertex
large frequency. Because of (3.40), we know that the kernel γ̂
(k+m)
0 ({pe}e∈L(Λ)) in (3.48) provides
decay in the momenta of the leaves. From (3.40) we have, in momentum space,∫
dp1 . . . dpn (p
2
1 + 1) . . . (p
2
n + 1) γ̂
(n)
0 (p1, . . . , pn; p1, . . . , pn) ≤ Cn
for all n ≥ 1. Heuristically, this suggests that
|γ̂(k+m)0 ({pe}e∈L(Λ))| .
∏
e∈L(Λ)
〈pe〉−5/2 , (3.49)
where 〈p〉 = (1 + p2)1/2. Using this decay in the momenta of the leaves and the decay of the
propagators 〈αe − p2e〉−1, e ∈ E(Λ), we can prove the finiteness of all the momentum and frequency
integrals in (3.47). On the heuristic level, this can be seen using a simple power counting argument.
Fix κ ≫ 1, and cutoff all momenta |pe| ≥ κ and all frequencies |αe| ≥ κ2. Each pe-integral scales
then as κ3, and each αe-integral scales as κ
2. Since we have 2k + 3m edges in Λ, we have 2k +
3m momentum- and frequency integrations. However, because of the m delta functions (due to
momentum and frequency conservation), we effectively only have to perform 2k + 2m momentum-
and frequency-integrations. Therefore the whole integral in (3.47) carries a volume factor of the
order κ5(2k+2m) = κ10k+10m. Now, since there are 2k+2m leaves in the graph Λ, the estimate (3.49)
guarantees a decay of the order κ−5/2(2k+2m) = κ−5k−5m. The 2k + 3m propagators, on the other
hand, provide a decay of the order κ−2(2k+3m) = κ−4k−6m. Choosing the observable J (k) so that Ĵ (k)
decays sufficiently fast at infinity, we can also gain an additional decay κ−6k. Since
κ10k+10m · κ−5k−5m−4k−6m−6k = κ−m−5k ≪ 1
for κ ≫ 1, we can expect (3.47) to converge in the large momentum and large frequency regime.
Remark the importance of the decay provided by the free evolution (through the propagators);
without making use of it, we would not be able to prove the uniqueness of the infinite hierarchy.
This heuristic argument is clearly far from rigorous. To obtain a rigorous proof, we use an
integration scheme dictated by the structure of the graph Λ; we start by integrating the momenta
and the frequency of the leaves (for which (3.49) provides sufficient decay). The point here is that
when we perform the integrations over the momenta of the leaves we have to propagate the decay
to the next edges on the left. We move iteratively from the right to the left of the graph, until we
reach the roots; at every step we integrate the frequencies and momenta of the son edges of a fixed
vertex and as a result we obtain decay in the momentum of the father edge. When we reach the
roots, we use the decay of the kernel Ĵ (k) to complete the integration scheme. In a typical step, we
consider a vertex as the one drawn in Figure 2 and we assume to have decay in the momenta of the
three son-edges, in the form |pe|−λ, e = u, d,w (for some 2 < λ < 5/2). Then we integrate over
the frequencies αu, αd, αw and the momenta pu, pd, pw of the son-edges and as a result we obtain a
decaying factor |pr|−λ in the momentum of the father edge. In other words, we prove bounds of the
38
form ∫
dαudαddαwdpudpddpw
|pu|λ|pd|λ|pw|λ
δ(αr = αu + αd − αw)δ(pr = pu + pd − pw)
〈αu − p2u〉〈αd − p2d〉〈αw − p2w〉
≤ const|pr|λ . (3.50)
Power counting implies that (3.50) can only be correct if λ > 2. On the other hand, to start the
integration scheme we need λ < 5/2 (from (3.49) this is the decay in the momenta of the leaves,
obtained from the a-priori estimates). It turns out that, choosing λ = 2 + ε for a sufficiently
small ε > 0, (3.50) can be made precise, and the integration scheme can be completed.
After integrating all the frequency and momentum variables, from (3.48) we obtain that
|KΛ,t| ≤ Ck+m tm/4
for every Λ ∈ Fm,k. Since the number of diagrams in Fm,k is bounded by Ck+m, it follows immediately
that ∣∣∣Tr J (k) ξ(k)m,t∣∣∣ ≤ Ck+mtm/4 .
Note that, from (3.44), one may expect ξ
(k)
m,t to be proportional to t
m. The reason why we only get
a bound proportional to tm/4 is that we effectively use part of the time integration to control the
singularity of the potentials.
The only property of γ
(k+m)
0 used in the analysis of (3.47) is the estimate (3.40), which provides
the necessary decay in the momenta of the leaves. Since the a-priori bound (3.40) hold uniformly
in time, we can use a similar argument to bound the contribution arising from the error term η
(k)
n,t
in (3.45) (as explained above, also η
(k)
n,t can be expanded analogously to (3.46), with contributions
associated to Feynman graphs similar to (3.47); the difference, of course, is that these contributions
will depend on γ
(k+n)
s for all s ∈ [0, t], while (3.47) only depends on the initial data). We get∣∣∣Tr J (k) η(k)n,t ∣∣∣ ≤ Ck+n tn/4 . (3.51)
This bound immediately implies the uniqueness. In fact, given two solutions Γ1,t = {γ(k)1,t }k≥1 and
Γ2,t = {γ(k)2,t }k≥1 of the infinite hierarchy (3.41), both satisfying the a-priori bounds (3.40) and with
the same initial data, we can expand both in a Duhamel series of order n as in (3.43). If we fix
k ≥ 1, and consider the difference between γ(k)1,t and γ(k)2,t , all terms (3.44) cancel out because they
only depend on the initial data. Therefore, from (3.51), we immediately obtain that, for arbitrary
(sufficiently smooth) compact k-particle operators J (k),∣∣∣TrJ (k) (γ(k)1,t − γ(k)2,t )∣∣∣ ≤ 2Ck+n tn/4 .
Since it is independent of n, the left side has to vanish for all t < 1/(2C)4. This proves uniqueness
for short times. But then, since the a-priori bounds hold uniformly in time, the argument can be
repeated to prove uniqueness for all times.
3.6 Other Microscopic Models Leading to the Nonlinear Schro¨dinger Equation
As discussed in Section 3.1, the strategy used to prove Theorem 3.1 is dictated by the formal similarity
with the mean-field systems discussed in Section 2; from (3.15) the Hamiltonian characterizing dilute
Bose gases in the Gross-Pitaevskii scaling can be formally interpreted as a mean field Hamiltonian
with an N -dependent potential converging to a delta-function as N →∞ (the physics described by
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the two models is however completely different). The choice of the N -dependent potential VN (x) =
N2V (Nx) in the Gross-Pitaevskii scaling is, of course, not the only choice for which the formal
identification with a mean-field model is possible. For arbitrary β > 0, we can for example define
the N -particle Hamiltonian
HN,β =
N∑
j=1
−∆j + 1
N
∑
i<j
N3βV (Nβ(xi − xj))
acting on the Hilbert space L2s(R
3N ). The Hamiltonian (3.8) is recovered by choosing β = 1.
For 0 < β < 1, the potential N3βV (Nβx) still converges to a delta-function as N → ∞, but
the convergence is slower. This fact has important consequences for the macroscopic dynamics; it
turns out, in fact, that for 0 < β < 1 the correlation structure developed by the evolved wave
function ψN,β,t = e
−iHN,βt varies on much shorter length scales compared with the length scale N−β
characterizing the potential. Therefore, for 0 < β < 1, the time evolution of the condensate wave
function is still governed by a cubic nonlinear Schro¨dinger equation; this time, however, the coupling
constant in front of the nonlinearity is given by b0 =
∫
V instead of 8πa0 (recall that the emergence
of the scattering length in the Gross-Pitaevskii equation was a consequence of the interplay between
the correlation structure in the many body wave function and the interaction potential; since, for
0 < β < 1, the potential and the correlation structure vary on different length scales, this interplay
is suppressed). The following theorem can be proven using the techniques developed in [15] (the
statement for 0 < β < 1/2 was proven in [12]; in [13], the whole range 0 < β ≤ 1 was covered, but
only for sufficiently small potentials).
Theorem 3.10. Suppose that V ≥ 0 satisfies the same assumption as in Theorem 3.1, and assume
that 0 < β ≤ 1. Let ψN (x) =
∏N
j=1 ϕ(xj), for some ϕ ∈ H1(R3) and ψN,t = e−iHβ,N tψN with the
mean-field Hamiltonian
Hβ,N =
N∑
j=1
−∆j + 1
N
N∑
i<j
N3βV (Nβ(xi − xj)) .
Then, for every fixed k ≥ 1 and t ∈ R, we have
γ
(k)
N,t → |ϕt〉〈ϕt|⊗k
as N →∞, where ϕt is the solution to the nonlinear Schro¨dinger equation
i∂tϕt = −∆ϕt + σ|ϕt|2ϕt
with initial data ϕt=0 = ϕ and with
σ =
{
8πa0 if β = 1
b0 if 0 < β < 1
.
4 Rate of Convergence towards Mean-Field Dynamics
From the results of Section 2, we obtain that, for every fixed t ∈ R, and for every fixed k ∈ N,
γ
(k)
N,t → |ϕt〉〈ϕt|⊗k
where γ
(k)
N,t is the k-particle density associated with the solution ψN,t of the N -particle Schro¨dinger
equation, and ϕt is the solution of the Hartree equation. From Theorem 2.1 and Theorem 2.5, we do
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not get any information about the rate of convergence of γ
(k)
N,t to |ϕt〉〈ϕt|⊗k. We only know that the
difference γ
(k)
N,t − |ϕt〉〈ϕt|⊗k converges to zero, but we do not know how fast. Also in Section 3, we
do not obtain any information about the rate of convergence of the N -particle Schro¨dinger evolution
towards the Gross-Pitaevskii equation. This is not only a question of academic interest; in order to
apply these results to physically relevant situations, bounds on the error are essential.
For bounded potential, (2.25) implies (specializing to the case k = 1) that
Tr
∣∣∣γ(1)N,t − |ϕt〉〈ϕt|∣∣∣ ≤ CN−1 (4.1)
for sufficiently short times 0 ≤ t ≤ t0 = 1/(8‖V ‖). Iterating the argument leading to (4.1) to obtain
estimates valid for larger times, it is possible to derive bounds of the form
Tr
∣∣∣γ(1)N,t − |ϕt〉〈ϕt|∣∣∣ ≤ CN2−t . (4.2)
Although (4.2) shows that, for every fixed t > 0, the difference γ
(1)
N,t− |ϕt〉〈ϕt| converges to zero, it is
not very useful in applications because it deteriorates too fast; one would like to find bounds on the
difference γ
(1)
N,t − |ϕt〉〈ϕt| which are of the same order in N for every fixed time.
In [28], a joint work with I. Rodnianski, we obtain such bounds for mean-field systems with
potential having at most a Coulomb singularity; the problem of obtaining error estimates for the
Gross-Pitaevskii dynamics is still open. To prove such bounds, we do not make use of the BBGKY
hierarchy. Instead, we use an approach, introduced by Hepp in [21] and extended by Ginibre and
Velo in [20], based on embedding the N -body Schro¨dinger system into the second quantized Fock-
space representation and on the use of coherent states as initial data (coherent states do not have a
fixed number of particles; this is what makes the use of a Fock-space representation necessary). The
Hartree dynamics emerges as the main component of the evolution of coherent states in the mean
field limit. To obtain bounds on the difference γ
(1)
N,t − |ϕt〉〈ϕt| for initial data describing coherent
states, it is therefore enough to study the fluctuations around the Hartree dynamics, and to prove
that, in an appropriate sense, they are small. Since factorized N -particle wave functions can be
written as appropriate linear combinations of coherent states, the estimates for coherent initial data
can be translated into bounds for factorized initial data. Using these techniques, we prove in [28]
the following theorem. We focus in this section on three dimensional systems, which are the most
interesting from the point of view of physics; most of the results however can be extended to dimension
d 6= 3.
Theorem 4.1. Suppose that there exists D > 0 such that the operator inequality
V 2(x) ≤ D (1−∆x) (4.3)
holds true. Let
ψN (x) =
N∏
j=1
ϕ(xj),
for some ϕ ∈ H1(R3) with ‖ϕ‖ = 1. Denote by ψN,t = e−iHN tψN the solution to the Schro¨dinger
equation (1.2) with initial data ψN,0 = ψN , and let γ
(1)
N,t be the one-particle density associated with
ψN,t. Then there exist constants C,K, depending only on the H
1 norm of ϕ and on the constant D
on the r.h.s. of (4.3) such that
Tr
∣∣∣γ(1)N,t − |ϕt〉〈ϕt|∣∣∣ ≤ CN1/2 eK|t| , (4.4)
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for every t ∈ R and every N ∈ N. Here ϕt is the solution to the nonlinear Hartree equation
i∂tϕt = −∆ϕt + (V ∗ |ϕt|2)ϕt (4.5)
with initial data ϕt=0 = ϕ.
Remarks. Condition (4.3) is in particular satisfied by bounded potentials and by potentials
with an attractive or repulsive Coulomb singularity. Theorem 4.1 implies therefore Theorem 2.1 and
Theorem 2.5. Note, moreover, that the decay of the order N−1/2 on the r.h.s. of (4.4) is not expected
to be optimal. In fact, for initially coherent states we obtain in Theorem 4.4 the expected decay of
the order 1/N for every fixed time t ∈ R; unfortunately, when factorized initial data are expressed as
a superposition of coherent states, part of the decay is lost (note, however, that for a certain class of
bounded potential a decay of the order N−1 for factorized initial data has recently been established
in [10]).
4.1 Fock-Space Representation
We define the bosonic Fock space over L2(R3,dx) as the Hilbert space
F =
⊕
n≥0
L2(R3,dx)⊗sn = C⊕
⊕
n≥1
L2s(R
3n,dx1 . . . dxn) ,
where we put L2(R3)⊗s0 = C. Vectors in F are sequences ψ = {ψ(n)}n≥0 of n-particle wave functions
ψ(n) ∈ L2s(R3n). The scalar product on F is defined by
〈ψ1, ψ2〉 =
∑
n≥0
〈ψ(n)1 , ψ(n)2 〉L2(R3n) = ψ(0)1 ψ(0)2 +
∑
n≥1
∫
dx1 . . . dxn ψ
(n)
1 (x1, . . . , xn)ψ
(n)
2 (x1, . . . , xn) .
An N particle state with wave function ψN is described on F by the sequence {ψ(n)}n≥0 where
ψ(n) = 0 for all n 6= N and ψ(N) = ψN . The vector {1, 0, 0, . . . } ∈ F is called the vacuum, and will
be denoted by Ω.
On F , we define the number of particles operator N , by (Nψ)(n) = nψ(n). Eigenvectors of N
are vectors of the form {0, . . . , 0, ψ(m) , 0, . . . } with a fixed number of particles m. For f ∈ L2(R3)
we also define the creation operator a∗(f) and the annihilation operator a(f) on F by
(a∗(f)ψ)(n) (x1, . . . , xn) =
1√
n
n∑
j=1
f(xj)ψ
(n−1)(x1, . . . , xj−1, xj+1, . . . , xn)
(a(f)ψ)(n) (x1, . . . , xn) =
√
n+ 1
∫
dx f(x)ψ(n+1)(x, x1, . . . , xn) .
The operators a∗(f) and a(f) are unbounded, densely defined and closed; a∗(f) creates a particle
with wave function f , a(f) annihilates it. It is simple to check that, for arbitrary n ≥ 1,
(a∗(f))n√
n!
Ω = {0, . . . , 0, f⊗n, 0, . . . } .
The creation operator a∗(f) is the adjoint of the annihilation operator a(f) (note that by definition
a(f) is anti-linear in f), and they satisfy the canonical commutation relations
[a(f), a∗(g)] = 〈f, g〉L2(R3), [a(f), a(g)] = [a∗(f), a∗(g)] = 0 . (4.6)
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For every f ∈ L2(R3), we introduce the self adjoint operator
φ(f) = a∗(f) + a(f) .
We will also make use of operator valued distributions a∗x and ax (x ∈ R3), defined so that
a∗(f) =
∫
dx f(x) a∗x
a(f) =
∫
dx f(x) ax
for every f ∈ L2(R3). The canonical commutation relations take the form
[ax, a
∗
y] = δ(x− y) [ax, ay] = [a∗x, a∗y] = 0 .
The number of particle operator, expressed through the distributions ax, a
∗
x, is given by
N =
∫
dx a∗xax .
The following lemma provides some useful bounds to control creation and annihilation operators
in terms of the number of particle operator N .
Lemma 4.2. Let f ∈ L2(R3). Then
‖a(f)ψ‖ ≤ ‖f‖ ‖N 1/2ψ‖
‖a∗(f)ψ‖ ≤ ‖f‖ ‖ (N + 1)1/2 ψ‖
‖φ(f)ψ‖ ≤ 2‖f‖‖ (N + 1)1/2 ψ‖ .
Proof. The last inequality clearly follows from the first two. To prove the first bound we note that
‖a(f)ψ‖ ≤
∫
dx |f(x)| ‖axψ‖ ≤
(∫
dx |f(x)|2
)1/2 (∫
dx ‖axψ‖2
)1/2
= ‖f‖ ‖N 1/2ψ‖ .
The second estimate follows by the canonical commutation relations (4.6) because
‖a∗(f)ψ‖2 = 〈ψ, a(f)a∗(f)ψ〉 = 〈ψ, a∗(f)a(f)ψ〉+ ‖f‖2‖ψ‖2
= ‖a(f)ψ‖2 + ‖f‖2‖ψ‖2 ≤ ‖f‖2
(
‖N 1/2ψ‖+ ‖ψ‖2
)
= ‖f‖2‖ (N + 1)1/2 ψ‖2 .
Given ψ ∈ F , we define the one-particle density γ(1)ψ associated with ψ as the operator on L2(R3)
with kernel given by
γ
(1)
ψ (x; y) =
1
〈ψ,Nψ〉 〈ψ, a
∗
yaxψ〉 . (4.7)
By definition, γ
(1)
ψ is a positive trace class operator on L
2(R3) with Tr γ
(1)
ψ = 1. For every N -particle
state with wave function ψN ∈ L2s(R3N ) (described on F by the sequence {0, 0, . . . , ψN , 0, 0, . . . }) it
is simple to see that this definition is equivalent to the definition (1.4).
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We define the Hamiltonian HN on F by (HNψ)(n) = H(n)N ψ(n), with
H(n)N = −
n∑
j=1
∆j +
1
N
n∑
i<j
V (xi − xj) .
Using the distributions ax, a
∗
x, HN can be rewritten as
HN =
∫
dx∇xa∗x∇xax +
1
2N
∫
dxdy V (x− y)a∗xa∗yayax . (4.8)
By definition the Hamiltonian HN leaves sectors of F with a fixed number of particles invariant.
Moreover, it is clear that on theN -particle sector, HN agrees with the Hamiltonian HN (the subscript
N in HN is a reminder of the scaling factor 1/N in front of the potential energy). We will study
the dynamics generated by the operator HN . In particular we will consider the time evolution of
coherent states, which we introduce next.
For f ∈ L2(R3), we define the Weyl-operator
W (f) = exp (a∗(f)− a(f)) = exp
(∫
dx (f(x)a∗x − f(x)ax)
)
.
Then the coherent state ψ(f) ∈ F with one-particle wave function f is defined by
ψ(f) =W (f)Ω .
Notice that
ψ(f) =W (f)Ω = e−‖f‖
2/2
∑
n≥0
(a∗(f))n
n!
Ω = e−‖f‖
2/2
∑
n≥0
1√
n!
f⊗n , (4.9)
where f⊗n indicates the Fock-vector {0, . . . , 0, f⊗n, 0, . . . }. This follows from
exp(a∗(f)− a(f)) = e−‖f‖2/2 exp(a∗(f)) exp(−a(f))
which is a consequence of the fact that the commutator [a(f), a∗(f)] = ‖f‖2 commutes with a(f) and
a∗(f). From (4.9), it follows that coherent states are superpositions of states with different number
of particles (the probability of having n particles in ψ(f) is given by e−‖f‖
2‖f‖2n/n!).
In the following lemma we collect some important and well known properties of Weyl operators
and coherent states.
Lemma 4.3. Let f, g ∈ L2(R3).
i) The Weyl operator satisfy the relations
W (f)W (g) =W (g)W (f)e−2i Im 〈f,g〉 =W (f + g)e−i Im 〈f,g〉 .
ii) W (f) is a unitary operator and
W (f)∗ =W (f)−1 =W (−f).
iii) For every x ∈ R3, we have
W ∗(f)axW (f) = ax + f(x), and W
∗(f)a∗xW (f) = a
∗
x + f(x) .
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iv) From iii) it follows that coherent states are eigenvectors of annihilation operators
axψ(f) = f(x)ψ(f) ⇒ a(g)ψ(f) = 〈g, f〉L2ψ(f) .
v) The expectation of the number of particles in the coherent state ψ(f) is given by ‖f‖2, that is
〈ψ(f),Nψ(f)〉 = ‖f‖2 .
Also the variance of the number of particles in ψ(f) is given by ‖f‖2 (the distribution of N is
Poisson), that is
〈ψ(f),N 2ψ(f)〉 − 〈ψ(f),Nψ(f)〉2 = ‖f‖2 .
vi) Coherent states are normalized but not orthogonal to each other. In fact
〈ψ(f), ψ(g)〉 = e− 12(‖f‖2+‖g‖2−2(f,g)) ⇒ |〈ψ(f), ψ(g)〉| = e− 12‖f−g‖2 .
4.2 Time Evolution of Coherent States
Next we study the dynamics of coherent states with expected number of particles N in the limit
N →∞. We choose the initial data
ψ(
√
Nϕ) =W (
√
Nϕ)Ω for ϕ ∈ H1(R3) with ‖ϕ‖ = 1
and we consider its time evolution ψ(N, t) = e−iHN tψ(
√
Nϕ) with the Hamiltonian HN defined in
(4.8).
Theorem 4.4. Suppose that there exists D > 0 such that the operator inequality
V 2(x) ≤ D(1−∆x) (4.10)
holds true. Let Γ
(1)
N,t be the one-particle marginal associated with ψ(N, t) = e
−iHN tW (
√
Nϕ)Ω (as
defined in (4.7)). Then there exist constants C,K > 0 (only depending on the H1-norm of ϕ and on
the constant D appearing in (4.10)) such that
Tr
∣∣∣Γ(1)N,t − |ϕt〉〈ϕt|∣∣∣ ≤ CN eK|t| (4.11)
for all t ∈ R.
We explain next the main steps in the proof of Theorem 4.4. By (4.7), the kernel of Γ
(1)
N,t is given
by
Γ
(1)
N,t(x; y) =
1
N
〈
Ω,W ∗(
√
Nϕ)eiHN ta∗yaxe
−iHN tW (
√
Nϕ)Ω
〉
= ϕt(x)ϕt(y) +
ϕt(y)√
N
〈
Ω,W ∗(
√
Nϕ)eiHN t(ax −
√
Nϕt(x))e
−iHN tW (
√
Nϕ)Ω
〉
+
ϕt(x)√
N
〈
Ω,W ∗(
√
Nϕ)eiHN t(a∗y −
√
Nϕt(y))e
−iHN tW (
√
Nϕ)Ω
〉
+
1
N
〈
Ω,W ∗(
√
Nϕ)eiHN t(a∗y −
√
Nϕt(y))(ax −
√
Nϕt(x))e
−iHN tW (
√
Nϕ)Ω
〉
.
(4.12)
It was observed by Hepp in [21] (see also Eqs. (1.17)-(1.28) in [20]) that
W ∗(
√
Nϕs) e
iHN (t−s)(ax −
√
Nϕt(x))e
−iHN (t−s)W (
√
Nϕs) = UN (t; s)∗ ax UN (t; s)
= UN (s; t) ax UN (t; s)
(4.13)
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where the unitary evolution UN (t; s) is determined by the equation
i∂tUN (t; s) = LN (t)UN (t; s) and UN (s; s) = 1 (4.14)
with the generator
LN (t) =
∫
dx∇xa∗x∇xax +
∫
dx
(
V ∗ |ϕt|2
)
(x) a∗xax +
∫
dxdy V (x− y)ϕt(x)ϕt(y)a∗yax
+
1
2
∫
dxdy V (x− y) (ϕt(x)ϕt(y)a∗xa∗y + ϕt(x)ϕt(y)axay)
+
1√
N
∫
dxdy V (x− y) a∗x
(
ϕt(y)a
∗
y + ϕt(y)ay
)
ax
+
1
2N
∫
dxdy V (x− y) a∗xa∗yayax .
(4.15)
It follows from (4.12) that
Γ
(1)
N,t(x, y)− ϕt(x)ϕt(y) =
1
N
〈
Ω,UN (t; 0)∗a∗yaxUN (t; 0)Ω
〉
+
ϕt(x)√
N
〈
Ω,UN (t; 0)∗a∗yUN (t; 0)Ω
〉
+
ϕt(y)√
N
〈Ω,UN (t; 0)∗axUN (t; 0)Ω〉 .
(4.16)
In order to produce another decaying factor 1/
√
N in the last two term on the r.h.s. of the last
equation, we compare the evolution UN (t; 0) with another evolution U˜N (t; 0) defined through the
equation
i∂tU˜N (t; s) = L˜N (t) U˜N (t; s) with U˜N (s; s) = 1 (4.17)
and
L˜N (t) =
∫
dx∇xa∗x∇xax +
∫
dx
(
V ∗ |ϕt|2
)
(x) a∗xax +
∫
dxdy V (x− y)ϕt(x)ϕt(y)a∗yax
+
1
2
∫
dxdy V (x− y) (ϕt(x)ϕt(y)a∗xa∗y + ϕt(x)ϕt(y)axay)
+
1
2N
∫
dxdy V (x− y) a∗xa∗yayax .
From (4.16) we find
Γ
(1)
N,t(x; y)− ϕt(x)ϕt(y)
=
1
N
〈Ω,UN (t; 0)∗a∗yaxUN (t; 0)Ω〉
+
ϕt(x)√
N
(〈
Ω,UN (t; 0)∗a∗y
(
UN (t; 0) − U˜N (t; 0)
)
Ω
〉
+
〈
Ω,
(
UN (t; 0)∗ − U˜N (t; 0)∗
)
a∗yU˜N (t; 0)Ω
〉)
+
ϕt(y)√
N
(〈
Ω,UN (t; 0)∗ax
(
UN (t; 0)− U˜N (t; 0)
)
Ω
〉
+
〈
Ω,
(
UN (t; 0)∗ − U˜N (t; 0)∗
)
axU˜N (t; 0)Ω
〉)
,
(4.18)
because 〈
Ω, U˜N (t; 0)∗ay U˜N (t; 0)Ω
〉
=
〈
Ω, U˜N (t; 0)∗a∗x U˜N (t; 0)Ω
〉
= 0 .
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This follows from the observation that, although the evolution U˜N (t) does not preserve the number
of particles, it preserves the parity (it commutes with (−1)N ). From (4.18), it easily follows that∥∥∥Γ(1)N,t − |ϕt〉〈ϕt|∥∥∥
HS
≤ 1
N
〈UN (t; 0)Ω,NUN (t; 0)Ω〉
+
2√
N
‖(UN (t; 0)− U˜N (t; 0))Ω‖ ‖(N + 1)1/2UN (t; 0)Ω‖
+
2√
N
‖(UN (t; 0)− U˜N (t; 0))Ω‖ ‖(N + 1)1/2U˜N (t; 0)Ω‖ .
(4.19)
To bound the r.h.s. of (4.19), we need to compare the dynamics UN (t; 0) and U˜N (t; 0), and to
control the growth of the number of particle N with respect to the fluctuation dynamics UN (t; 0)
and U˜N (t; 0). We show, first of all, that
〈U˜N (t; 0)Ω,N U˜N (t; 0)Ω〉 ≤ C eK|t| . (4.20)
To prove this bound, we compute the time derivative
d
dt
〈U˜N (t; 0)Ω, (N + 1) U˜N (t; 0)Ω〉 = 〈U˜N (t; 0)Ω, [L˜N (t),N ]U˜N (t; 0)Ω〉
= 〈U˜N (t; 0)Ω, [L˜N (t),N ]U˜N (t; 0)Ω〉
= 2Im
∫
dxdyV (x− y)ϕt(x)ϕt(y)〈U˜N (t; 0)Ω, [a∗xa∗y,N ]U˜N (t; 0)Ω〉
= 4Im
∫
dxdyV (x− y)ϕt(x)ϕt(y)〈U˜N (t; 0)Ω, a∗xa∗yU˜N (t; 0)Ω〉 .
Thus, from Lemma 4.2, we obtain∣∣∣ d
dt
〈U˜N (t; 0)Ω, (N + 1)U˜N (t; 0)Ω〉
∣∣∣
≤ 4
∫
dx|ϕt(x)|‖axU˜N (t; 0)Ω‖ ‖a∗(V (x− .)ϕt)U˜N (t; 0)Ω‖
≤ 4 sup
x
‖V (x− .)ϕt‖‖(N + 1)1/2U˜N (t; 0)Ω‖2
≤ C 〈U˜N (t; 0)Ω, (N + 1)U˜N (t; 0)Ω〉 ,
(4.21)
where we used the fact that
‖V (x− .)ϕt‖2 =
∫
dy |V (x− y)|2|ϕt(y)|2 ≤ C‖ϕt‖2H1 ≤ C‖ϕ‖2H1
because of the assumption (4.10). From (4.21), we obtain (4.20) applying Gronwall’s Lemma.
Making use of (4.20) (and of an analogous bound for the growth of the expectation of N 4 w.r.t.
the evolution U˜N (t; 0); see [28][Lemma 3.7]), we can derive the bound∥∥∥(UN (t; 0) − U˜N (t; 0))Ω∥∥∥ ≤ C√
N
eK|t| (4.22)
for the difference between the two time evolutions UN (t; 0) and U˜N (t; 0) (note that, at least formally,
the difference between the two generators LN (t) and L˜N (t) is a term of the order N−1/2; this explains
the decay in N on the r.h.s. of (4.22)).
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In [21, 20] the time evolution U(t; s) was proven to converge, as N →∞, to a limiting dynamics
U∞(t; s) defined by
i∂tU∞(t; s) = L∞(t)U∞(t; s) and U∞(s; s) = 1
with generator
L∞(t) =
∫
dx∇xa∗x∇xax +
∫
dx
(
V ∗ |ϕt|2
)
(x) a∗xax +
∫
dxdy V (x− y)ϕt(x)ϕt(y)a∗yax
+
1
2
∫
dxdy V (x− y) (ϕt(x)ϕt(y)a∗xa∗y + ϕt(x)ϕt(y)axay) .
In this sense, Hepp (in [21], for smooth potentials) and Ginibre-Velo (in [20], for singular potentials)
were able to identify the limiting time evolution of the fluctuations around the Hartree dynamics.
Analogously to (4.22), the bound (4.20) can also be used to show that, for a dense set of Ψ ∈ F ,
there exists constants C,K such that ‖(UN (t; s)− U∞(t; s))Ψ‖ ≤ CN−1/2eK|t−s|, giving therefore a
quantitative control on the convergence established in [21, 20].
Note, however, that the convergence of UN (t; s) to the limiting dynamics U∞(t; s) is still not
enough to obtain estimates on the difference between Γ
(1)
N,t and |ϕt〉〈ϕt|. In fact, to reach this goal,
we still need, by (4.19), to control the growth of N with respect to the time evolution UN (t; s). We
are going to prove that
〈UN (t; 0)Ω,N UN (t; 0)Ω〉 ≤ C eK|t| . (4.23)
Inserting (4.20), (4.22) and (4.23) on the r.h.s. of (4.19), it follows immediately that∥∥∥Γ(1)N,t − |ϕt〉〈ϕt|∥∥∥
HS
≤ C e
K|t|
N
, (4.24)
which implies the claim (4.11). In fact, since |ϕt〉〈ϕt| is a rank one projection, the operator δγ =
γ
(1)
N,t − |ϕt〉〈ϕt| has at most one negative eigenvalue. Noticing that Tr δγ = 0, it follows that δγ has
a negative eigenvalue, and that the negative eigenvalue must equal, in absolute value, the sum of all
its positive eigenvalues. Therefore, the trace norm of δγ is twice as large as the operator norm of δγ.
Since the operator norm is always controlled by the Hilbert Schmidt norm, we obtain (4.11) (this
nice argument was pointed out to us by R. Seiringer).
The proof of (4.23) is much more involved than the proof of the analogous bound (4.20). This
is a consequence of the presence, in the generator LN (t), of terms which are cubic in the creation
and annihilation operators (these terms are absent from L˜N (t)). Because of these terms, also the
commutator [LN (t),N ] is cubic in creation and annihilation operators, and thus its expectation (in
absolute value) cannot be controlled by the expectation of N . For this reason, to prove (4.23), we
have to introduce yet another approximate dynamics WN (t; s), defined by
i∂tWN (t; s) = KN (t)WN (t; s), with WN (s; s) = 1
and with generator
KN (t) =
∫
dx∇xa∗x∇xax +
∫
dx
(
V ∗ |ϕt|2
)
(x) a∗xax +
∫
dxdy V (x− y)ϕt(x)ϕt(y)a∗yax
+
1
2
∫
dxdy V (x− y) (ϕt(x)ϕt(y)a∗xa∗y + ϕt(x)ϕt(y)axay)
+
1√
N
∫
dxdy V (x− y) a∗x
(
ϕt(y)χ(N < N)a∗y + ϕt(y)ayχ(N < N)
)
ax
+
1
2N
∫
dxdy V (x− y) a∗xa∗yayax .
(4.25)
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Observe, that the generator KN (t) has exactly the same form as the generator LN (t); the only
difference is the presence of a cutoff in the number of particles N inserted in the cubic term. Thanks
to the cutoff in N and to the factor N−1/2 in front of the cubic term in KN (t), we can prove, making
use of a Gronwall-type argument, that
〈WN (t; s)Ω,N WN (t; s)Ω〉 ≤ C eK|t−s| . (4.26)
Actually, it is simple to see that the last inequality can be improved to
〈WN (t; s)Ω,N jWN (t; s)Ω〉 ≤ Cj eKj |t−s| . (4.27)
for every j ∈ N and for appropriate j-dependent constants Cj and Kj . To obtain (4.23), we still have
to compare the dynamics UN (t; s) and WN (t; s). To this end, we first show weak a-priori bounds of
the form
〈UN (t; s)ψ,N j UN (t; s)ψ〉 ≤ C 〈ψ, (N +N + 1)jψ〉 (4.28)
for every ψ ∈ F and for j = 1, 2, 3 (these bounds hold uniformly in t, s ∈ R and can be proven using
the very definition of the unitary group UN (t; s); see [28][Lemma 3.6]). Using (4.28), we find
〈UN (t; 0)Ω,N (UN (t; 0)−WN (t; 0)) Ω〉
= 〈UN (t; 0)Ω,NUN (t; 0) (1− UN (t; 0)∗WN (t; 0)) Ω〉
= − i
∫ t
0
ds 〈UN (t; 0)Ω,NUN (t; s) (LN (s)−KN (s))WN (s; 0)Ω〉
= − i√
N
∫ t
0
ds
∫
dxdyV (x− y)
× 〈UN (t; 0)Ω,NUN (t; s)a∗x
(
ϕt(y)ayχ(N > N) + ϕt(y)χ(N > N)a∗y
)
axWN (s; 0)Ω〉
= − i√
N
∫ t
0
ds
∫
dx 〈axUN (t; s)∗NUN (t; 0)Ω, a(V (x− .)ϕt)χ(N > N)axWN (s; 0)Ω〉
− i√
N
∫ t
0
ds
∫
dx〈axUN (t; s)∗NUN (t; 0)Ω, χ(N > N)a∗(V (x− .)ϕt)axWN (s; 0)Ω〉 .
Hence∣∣∣〈UN (t; 0)Ω,N (UN (t; 0) −WN (t; 0)) Ω〉∣∣∣
≤ 1√
N
∫ t
0
ds
∫
dx‖axUN (t; s)∗NUN (t; 0)Ω‖ ‖a(V (x− .)ϕt)axχ(N > N + 1)WN (s; 0)Ω‖
+
1√
N
∫ t
0
ds
∫
dx‖axUN (t; s)∗NUN (t; 0)Ω‖‖a∗(V (x− .)ϕt)axχ(N > N)WN (s; 0)Ω‖
≤ 2 supx ‖V (x− .)ϕt‖√
N
∫ t
0
ds‖N 1/2UN (t; s)∗NUN (t; 0)ψ‖ ‖Nχ(N > N)WN (s; 0)ψ‖ .
Therefore, using the inequality χ(N > N) ≤ (N/N)2 and applying (4.27) (with j = 4) and (4.28)
(first with j = 1, and then with j = 3) we can bound the two norms in the s-integral. It follows that∣∣∣〈UN (t; 0)Ω,N (UN (t; 0) −WN (t; 0)) Ω〉∣∣∣ ≤ CeKt
which, combined with (4.26), implies (4.23).
49
4.3 Time-evolution of Factorized Initial Data
To prove Theorem 4.1, we express the factorized initial data as a linear combination of coherent
states. Using the properties listed in Lemma 4.3, it is simple to check that
{0, 0, . . . , 0, ϕ⊗N , 0, 0, . . . } = (a
∗(ϕ))N√
N !
Ω = dN
∫ 2π
0
dθ
2π
eiθNW (e−iθ
√
Nϕ)Ω
with the constant
dN =
√
N !
NN/2e−N/2
≃ N1/4 .
The kernel of the one-particle density γ
(1)
N,t associated with the solution of the Schro¨dinger equation
{0, . . . , 0, e−iHN tϕ⊗N , 0, . . . } is thus given by (see (4.7))
γ
(1)
N,t(x; y) =
1
N
〈
(a∗(ϕ))N√
N !
Ω, eiHN ta∗yaxe
−iHN t
(a∗(ϕ))N√
N !
Ω
〉
=
d2N
N
∫ 2π
0
dθ1
2π
∫ 2π
0
dθ2
2π
e−iθ1Neiθ2N 〈W (e−iθ1
√
Nϕ)Ω, a∗y(t)ax(t)W (e
−iθ2
√
Nϕ)Ω〉
where we introduced the notation ax(t) = e
iHN taxe
−iHN t. Next, we expand
γ
(1)
N,t(x; y) =
d2N
N
∫ 2π
0
dθ1
2π
∫ 2π
0
dθ2
2π
e−iθ1Neiθ2N
〈
W (e−iθ1
√
Nϕ)Ω,
(
a∗y(t)− eiθ1
√
Nϕt(y)
)
×
(
ax(t)− e−iθ2
√
Nϕt(x)
)
W (e−iθ2
√
Nϕ)Ω
〉
+
d2N ϕt(y)√
N
∫ 2π
0
dθ1
2π
∫ 2π
0
dθ2
2π
e−iθ1(N−1)eiθ2N
×
〈
W (e−iθ1
√
Nϕ)Ω,
(
ax(t)− e−iθ2
√
Nϕt(x)
)
W (e−iθ2
√
Nϕ)Ω
〉
+
d2N ϕt(x)√
N
∫ 2π
0
dθ1
2π
∫ 2π
0
dθ2
2π
e−iθ1Neiθ2(N−1)
×
〈
W (e−iθ1
√
Nϕ)Ω,
(
a∗y(t)− eiθ1
√
Nϕt(y)
)
W (e−iθ2
√
Nϕ)Ω
〉
+ d2N ϕt(x)ϕt(y)
∫ 2π
0
dθ1
2π
∫ 2π
0
dθ2
2π
e−iθ1(N−1)eiθ2(N−1)
×
〈
W (e−iθ1
√
Nϕ)Ω, W (e−iθ2
√
Nϕ)Ω
〉
.
(4.29)
Since
dN
∫ 2π
0
dθ
2π
eiθ(N−1)W (e−iθ
√
Nϕ)Ω = dNe
−N/2
∞∑
j=0
(∫ 2π
0
dθ
2π
eiθ(N−1−j)
)
N j/2
(a∗(ϕ))j
j!
Ω
= dN
e−N/2N (N−1)/2√
N − 1!
(a∗(ϕ))N−1
N − 1! Ω
= ϕ⊗N−1 ,
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we find that
γ
(1)
N,t (x; y)− ϕt(x)ϕt(y)
=
d2N
N
∫ 2π
0
dθ1
2π
∫ 2π
0
dθ2
2π
e−iθ1Neiθ2N
×
〈
W (e−iθ1
√
Nϕ)Ω,
(
a∗y(t)− eiθ1
√
Nϕt(y)
)(
ax(t)− e−iθ2
√
Nϕt(x)
)
W (e−iθ2
√
Nϕ)Ω
〉
+
dN ϕt(y)√
N
∫ 2π
0
dθ2
2π
eiθ2N
〈
ϕ⊗(N−1),
(
ax(t)− e−iθ2
√
Nϕt(x)
)
W (e−iθ2
√
Nϕ)Ω
〉
+
dN ϕt(x)√
N
∫ 2π
0
dθ1
2π
e−iθ1N
〈
W (e−iθ1
√
Nϕ)Ω,
(
a∗y(t)− eiθ1
√
Nϕt(y)
)
ϕ⊗(N−1)
〉
(4.30)
and thus ∣∣∣γ(1)N,t (x; y)− ϕt(x)ϕt(y)∣∣∣ ≤ d2NN
∫ 2π
0
dθ1
2π
∫ 2π
0
dθ2
2π
‖ayUθ1N (t; 0)Ω‖ ‖axUθ2N (t; 0)Ω‖
+
dN |ϕt(y)|√
N
∫ 2π
0
dθ
2π
‖axUθN (t; 0)Ω‖
+
dN |ϕt(x)|√
N
∫ 2π
0
dθ
2π
‖ayUθN (t; 0)Ω‖
where UθN (t; s) is defined as (4.14), with ϕt replaced by eiθϕt (we are using, here, the fact that,
although the Hartree equation is nonlinear, eiθϕt is always a solution if ϕt is). Since dN ≃ N1/4, it
follows from the bound (4.23) for the growth of the expectation of N with respect to the fluctuation
evolution UθN (t; s) (the bound clearly holds uniformly in θ) that∥∥∥γ(1)N,t − |ϕt〉〈ϕt|∥∥∥
HS
≤ C
N1/4
eKt
and therefore (using the argument presented after (4.24) that
Tr
∣∣∣γ(1)N,t − |ϕt〉〈ϕt|∣∣∣ ≤ CN1/4 eKt . (4.31)
To improve the decay in N on the r.h.s. of (4.31) from N−1/4 to N−1/2 (as claimed in The-
orem 4.1), it is necessary to study the second and third error terms on the r.h.s. of (4.30) more
precisely; for the details, see [28][Lemma 4.2].
A Non-Standard Sobolev- and Poincare´ Inequalities
In this section, we collect some non-standard Sobolev- and Poincare´-type inequalities which are very
useful when dealing with singular potentials.
Lemma A.1 (Sobolev-type inequalities). Let ψ ∈ L2(R6,dx1dx2). If V ∈ L3/2(R3), we have
〈ψ, V (x1 − x2)ψ〉 ≤ C‖V ‖3/2 〈ψ, (1 −∆1)ψ〉 . (A.1)
If V ∈ L1(R3), then
〈ψ, V (x1 − x2)ψ〉 ≤ C‖V ‖1 〈ψ, (1 −∆1)(1−∆2)ψ〉 (A.2)
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The first bound follows from a Ho¨lder inequality followed by a standard Sobolev inequality (in
the variable x1, with fixed x2). The proof of (A.2) can be obtained through the same arguments
used in the proof of the next Poincare´-type inequality (see [16]).
Lemma A.2 (Poincare´-type inequality). Suppose that h ∈ L1(R3) is a probability density with∫
dx |x|1/2 h(x) <∞. For α > 0, let hα(x) = α−3h(x/α). Then we have, for every 0 ≤ κ < 1/2,
|〈ϕ, (hα(x1 − x2)− δ(x1 − x2))ψ〉| ≤ Cακ〈ϕ, (1 −∆1)(1−∆2)ϕ〉1/2〈ψ, (1 −∆1)(1−∆2)ψ〉1/2 .
Proof. We rewrite the inner product in Fourier space.
〈ϕ,
(
hα(x1 − x2)− δ(x1 − x2)
)
ψ〉
=
∫
dp1dp2dq1dq2dx δ(p1 + p2 − q1 − q2) ϕ̂(p1, p2) ψ̂(q1, q2)h(x)
(
eiα(p1−q1)·x − 1
)
.
Using that |eiα(p1−q1)·x − 1| ≤ ακ|x|κ|p1 − q1|κ, we obtain∣∣∣〈ϕ,(hα(x1 − x2)−δ(x1 − x2))ψ〉∣∣∣
≤ ακ
(∫
dxh(x)|x|κ
)
×
∫
dp1dp2dq1dq2 δ(p1 + p2 − q1 − q2) (|p1|κ + |q1|κ) |ϕ̂(p1, p2)| |ψ̂(q1, q2)| .
We show how to control the term proportional to |p1|κ; the other term can be handled similarly.∣∣∣〈ϕ, (hα(x1 − x2)− δ(x1 − x2))ψ〉∣∣∣
≤ Cακ
∫
dp1dp2dq1dq2 δ(p1 + p2 − q1 − q2) |p1|
κ(1 + p21)
(1−κ)/2(1 + p22)
1/2
(1 + q21)
1/2(1 + q22)
1/2
|ϕ̂(p1, p2)|
× (1 + q
2
1)
1/2(1 + q22)
1/2
(1 + p21)
(1−κ)/2(1 + p22)
1/2
|ψ̂(q1, q2)|
≤ Cακ
(∫
dp1dp2dq1dq2 δ(p1 + p2 − q1 − q2)(1 + p
2
1)(1 + p
2
2)
(1 + q21)(1 + q
2
2)
|ϕ̂(p1, p2)|2
)1/2
×
(∫
dp1dp2dq1dq2 δ(p1 + p2 − q1 − q2) (1 + q
2
1)(1 + q
2
2)
(1 + p21)
1−κ(1 + p22)
|ψ̂(q1, q2)|2
)1/2
≤ Cα1/2〈ϕ, (1 −∆1)(1−∆2)ϕ〉1/2〈ψ, (1 −∆1)(1−∆2)ψ〉1/2
×
(
sup
p
∫
dq
1
(1 + q2)(1 + (p− q)2)
)1/2(
sup
q
∫
dp
1
(1 + p2)(1 + (q − p)2)1−κ
)1/2
.
The claim follows because
sup
q∈R3
∫
dp
1
(1 + p2)(1 + (q − p)2)1−κ ≤ C (A.3)
for all κ < 1/2. To prove (A.3) we consider the three regions |p| > 2|q|, |q|/2 ≤ |p| ≤ 2|q| and
|p| < |q|/2 separately. Since |p− q| > |p|/2 for |p| > 2|q|, it follows that∫
|p|>2|q|
dp
(1 + p2)(1 + (q − p)2)1−κ ≤
∫
|p|>2|q|
dp(
1 + p
2
4
)2−κ < C ∫ dp(1 + p2)2−κ <∞
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for κ < 1/2, uniformly in q. For |p| < |q|/2, we use the fact that |q − p| > |q|/2, and we obtain∫
|p|<|q|/2
dp
(1 + p2)(1 + (q − p)2)1−κ ≤
C
(1 + q2)1−κ
∫
|p|<|q|/2
dp
1 + p2
≤ C|q|
(1 + q2)1−κ
which is bounded uniformly in q. Finally, in the region |q|/2 ≤ |p| ≤ 2|q|, we use that∫
|q|/2<|p|<2|q|
dp
(1 + p2)(1 + (q − p)2)1−κ ≤
C
(1 + q2)
∫
|p|<3|q|
dp
(1 + p2)1−κ
≤ C |q|
2κ+1
1 + q2
<∞
uniformly in q ∈ R3, for all κ < 1/2.
In the approach developed in [15] for the case of large interaction potential we can only prove
weaker estimates on the solution ψN,t of the Schro¨dinger equation. As discussed in Section 3.3, we
can only prove that
〈W ∗N,(i,j)ψN,t,
(
(∇i · ∇j)2 −∆i −∆j + 1
)
W ∗N,(i,j)ψN,t〉 ≤ C
uniformly in N and t. For this reason, we need estimates which only require the boundedness of the
expectation of this particular combination of derivatives. The next lemma gives a Sobolev inequality
of this type.
Lemma A.3. Suppose V ∈ L1(R3). Then
|〈ϕ, V (x1 − x2)ψ〉| ≤ C‖V ‖1 〈ψ,
(
(∇1 · ∇2)2 −∆1 −∆2 + 1
)
ψ〉1/2
× 〈ϕ, ((∇1 · ∇2)2 −∆1 −∆2 + 1)ϕ〉1/2
for every ψ,ϕ ∈ L2(R6,dx1dx2).
Proof. Switching to Fourier space, we find
〈ϕ, V (x1 − x2)ψ〉 =
∫
dp1dp2dq1dq2 ϕ̂(p1, p2)ψ̂(q1, q2) V̂ (q1 − p1) δ(p1 + p2 − q1 − q2) .
Therefore, by a weighted Schwarz inequality,∣∣∣〈ϕ, V (x1 − x2)ψ〉∣∣∣
≤ ‖V̂ ‖∞
(∫
dp1dp2dq1dq2
(p1 · p2)2 + p21 + p22 + 1
(q1 · q2)2 + q21 + q22 + 1
|ϕ̂(p1, p2)|2δ(p1 + p2 − q1 − q2)
)1/2
×
(∫
dp1dp2dq1dq2
(q1 · q2)2 + q21 + q22 + 1
(p1 · p2)2 + p21 + p22 + 1
|ψ̂(q1, q2)|2 δ(p1 + p2 − q1 − q2)
)1/2
≤ ‖V ‖1
(
sup
p
∫
dq
1
(q · (p− q))2 + q2 + (p− q)2 + 1
)
× 〈ψ, ((∇1 · ∇2)2 −∆1 −∆2 + 1)ψ〉1/2 〈ϕ, ((∇1 · ∇2)2 −∆1 −∆2 + 1)ϕ〉1/2 .
The lemma follows from
sup
p∈R3
∫
dq
1
(q · (p− q))2 + q2 + (p− q)2 + 1 <∞ . (A.4)
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To prove (A.4), we write∫
dq
1
(q · (p − q))2 + q2 + (p− q)2 + 1 =
∫
|q− p
2
|>|p|
dq
1((
q − p2
)2 − p24 )2 + q2 + (p − q)2 + 1
+
∫
|q− p
2
|<|p|
dq
1((
q − p2
)2 − p24 )2 + q2 + (p − q)2 + 1 .
(A.5)
The first term on the r.h.s. of the last equation is bounded by∫
|q− p
2
|>|p|
dq
1((
q − p2
)2 − p24 )2 + q2 + (p− q)2 + 1 ≤
∫
|q− p
2
|>|p|
dq
1
9
16
∣∣q − p2 ∣∣4 + 1
≤ 16
9
∫
R3
dq
1
|q|4 + 1 <∞ ,
uniformly in p ∈ R3. As for the second term on the r.h.s. of (A.5), we observe that∫
|q− p
2
|<|p|
dq
1((
q − p2
)2 − p24 )2 + q2 + (p− q)2 + 1
=
∫
|x|<|p|
dx
1(
x2 − p24
)2
+
(
x+ p2
)2
+
(
x− p2
)2
+ 1
= 4π
∫ |p|
0
dr
r2(
r2 − |p|24
)2
+ 2r2 + |p|
2
2 + 1
≤ C|p|2
∫ |p|/2
−|p|/2
dr
1
r2 (r + |p|)2 +
(
r + |p|2
)2
+ |p|
2
4 + 1
≤ C
∫ |p|/2
−|p|/2
dr
1
r2 + 1
≤ C
∫
R
dr
1
r2 + 1
<∞,
uniformly in p.
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