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ABSTRACT
The Gaussian process bandit is a problem in which we want to find a maximizer of a black-box
function with the minimum number of function evaluations. If the black-box function varies with
time, then time-varying Bayesian optimization is a promising framework. However, a drawback with
current methods is in the assumption that the evaluation time for every observation is constant, which
can be unrealistic for many practical applications, e.g., recommender systems and environmental
monitoring. As a result, the performance of current methods can be degraded when this assumption
is violated. To cope with this problem, we propose a novel time-varying Bayesian optimization
algorithm that can effectively handle the non-constant evaluation time. Furthermore, we theoretically
establish a regret bound of our algorithm. Our bound elucidates that a pattern of the evaluation time
sequence can hugely affect the difficulty of the problem. We also provide experimental results to
validate the practical effectiveness of the proposed method.
1 Introduction
Consider the problem of finding a maximizer of a black-box function with the minimum number of function evaluations.
Without making any assumptions on the objective function, this problem is known to be an ill-posed problem [3, 22]. A
common assumption is to impose a smoothness on the objective function by introducing a Gaussian process (GP) [18].
Under this assumption, this problem is known as the GP bandit problem [17], which can be handled by an algorithm
based on the Bayesian optimization (BO) framework [17]. Various types of settings and algorithms have been proposed
with theoretical and experimental validation [3, 4, 5, 9, 10, 14, 22, 24, 26]. There are many practical applications for
this problem, e.g., recommender systems [25], finance [10], environmental monitoring [22], hyperparameter tuning
[21], and robotics [16].
However, in the real world, the objective function is often not static but varies with time. For example, in recommender
systems, the user preferences vary with trends [7]; in the financial market, high growth-rate stocks change dynamically
according to the economy [8]; and in environmental monitoring, observations in the environment change according
to temperature and weather [3]. A recent study [3] introduced time-varying GP bandit optimization to handle such
changes of the objective function. The algorithm proposed in Bogunovic et al. [3] can automatically deal with the
forgetting-remembering trade-off. More precisely, by modeling the change of the objective function based on a GP
kernel with respect to time, it can handle the trade-off by forgetting outdated information while keep remembering the
data that are still informative.
When we consider practical scenarios of the time-varying GP bandit, the time required for function evaluation often
depends on the characteristic of the query point, and the uncertainty of the objective function increases as time. For
example, in recommender systems, the evaluation time is the period between querying feedback from a user until
the feedback is received, which may vary depending on the recommended products; in finance, the evaluation time
to determine profit depends on the type of bond; in environmental monitoring, the evaluation time to monitor the
environment depends on temperature and weather. Existing work [3] assumed that the evaluation time is constant for all
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query points, which is difficult to satisfy in practice. Furthermore, the increase in uncertainty for the objective function
is assumed to be constant at each round. For this reason, the previous study [3] may fail to capture the dynamic behavior
of the objective function and may not perform well, as we will show in Section 5.
To overcome this limitation, in this paper, we consider a time-varying GP bandit problem with non-constant evaluation
time. We propose a bandit algorithm that can take the differences in evaluation time between query points into account
by taking full advantage of the capability of GP kernels to model the continual change of the objective function.
If the evaluation time is non-constant, we can consider two types of goals in the time-varying setting: maximization of
reward per unit time or maximization of reward per action. The former corresponds to the case where we want to obtain
high rewards in a short period of time, such as stock trading or advertisement optimization. The latter corresponds
to the case where the number of evaluations is limited due to the evaluation cost rather than evaluation time, such as
environmental monitoring. In this paper, we focus on the latter case where the evaluation cost dominates the evaluation
time; thus, our goal is to maximize the reward per action.
RelatedWork: Many algorithms have been developed for the GP bandit problem in the BO framework and successfully
used in various practical applications [3, 4, 5, 9, 10, 14, 22, 24, 26]. Although these algorithms assume the time-invariant
setting where the objective function is static, they tackle the critical challenge in the GP bandit problem, that is, the
exploration-exploitation trade-off. This means that in the GP bandit problem, we need to control the balance between
collecting new data for improving the estimation of the objective function and choosing a promising point based on the
data that have already been observed. The GP upper confidence bound (GP-UCB) [22] is one of the most common
algorithms that take the exploration-exploitation trade-off into account. Note that many existing algorithms, as well as
ours, are based on GP-UCB [3, 4, 5, 14].
There have been few studies for the time-varying setting. To the best of our knowledge, time-varying GP-UCB (TV-GP-
UCB) [3] is the only algorithm that can handle time-varying objective functions in the context of GP bandits. On the
other hand, several algorithms have been proposed in the context of multi-armed bandit problems with finitely many
actions [2, 20]. Although they take into account the settings of finitely many arms, those algorithms are common in
terms of considering the forgetting-remembering trade-off, i.e., to balance forgetting old information and remembering
informative data. In this paper, our proposed algorithm can also balance the forgetting-remembering trade-off by using
a GP kernel to handle the diminishing information.
In the context of BO, the non-constant evaluation time scenario has also been considered in Swersky et al. [23] and
Klein et al. [13]. In their studies, the objective function minimized the evaluation time of all query points simultaneously
by maximizing the objective function. However, our algorithm does not minimize the total evaluation time but only
focuses on maximizing the objective function by estimating the time-varying objective function.
As discussed in Section 3, our algorithm models the objective function similarly to the contextual GP bandit [13, 14, 23].
More precisely, we model the objective function as a sample from a GP using the product kernel over the context kernel
and the action kernel. We then construct the acquisition function to be maximized. Note that unlike previous studies
[13, 14, 23], we do not assume that the context is given but we estimate it from data, which can be more realistic in
real-world applications.
Contributions: We introduce a novel time-varying GP bandit algorithm in Section 3, which can take both the
exploration-exploitation trade-off and forgetting-remembering trade-off into account. We provide high-probability
regret upper bounds for our algorithm in Section 4 and clarify that the difficulty arises from the deviation of the
evaluation time. Furthermore, we show that our regret bound covers two previous studies as special cases on the
time-varying [3] and time-invariant [22] settings. Note that our analysis also covers a non-constant evaluation time
scenario, unlike the existing settings. We also investigate the experimental performance of our algorithm in comparison
with existing algorithms in Section 5 and confirm the practical superiority of our algorithm.
2 Background
In this section, we formulate the GP bandit problem with a time-varying black-box function and introduce existing
approaches.
2.1 Problem Setting
Let D be an input domain of an objective function, which is a compact and convex subset of Rd. Let T = R+ be a time
domain. The objective function is denoted by f : D × T → R, where f(x, τ) represents the objective function value at
a point x and time τ .
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At each round n ∈ N, an agent can interact with f only through querying an evaluation of a point xn ∈ D. The evaluation
time for the n-th query is denoted by tn and the time point after the n-th evaluation is denoted by τn =
∑n
i=1 ti. We
assume that the time of querying the input xn can be ignored because it is dominated by the evaluation time. At time
τn, we obtain a noisy evaluation yn = f(xn, τn) + zn, where zn, n = 1, 2, . . . , independently follow a Gaussian
distribution N (0, σ2). Let Dn = {(xi, ti, yi)}ni=1 be the data obtained through n observations. At each round n, the
agent chooses the next query point xn+1 based on Dn.
To measure the performance of algorithms in terms of reward per action, we use the notion of a regret throughout this
paper. The regret for the n-th round is defined as
rn = max
x∈D
f(x, τn)− f(xn, τn), (1)
which is the gap between the reward of the chosen point and the maximum reward at time τn. This notion of the regret
is a natural extension of the regret rn = maxx∈D f(x, n)− f(xn, n) used in the previous algorithm [3] since τn = n
holds when evaluation is always performed in unit time, i.e., ti = 1 for i = 1, . . . , n. We analyze our algorithm on the
basis of the cumulative regret Rn =
∑n
i=1 ri. Note that even in the uniform setting, the length of unit time can also
affect the performance. We illustrate this fact in the experiment section.
2.2 Time-varying Gaussian Processes
We model the objective function as a sample from a GP [18], which is a common formulation for black-box optimization
with a smoothness assumption [3, 14, 22]. As a result, the smoothness of the objective function is characterized by
kernel functions. Since the input of the objective function in our problem consists of two parts, time τ ∈ T and
a point x ∈ D, we model both parts by kernel functions. Let kspace : D × D → R+ be a space kernel and let
ktime : T × T → R+ be a time kernel. Let k be a joint kernel function defined by k = kspace ⊗ ktime. We assume that
the objective function f is sampled from a GP with a mean function µ and a kernel function k denoted by GP(µ, k).
Without loss of generality, we assume that µ = 0 for GPs not conditioned on data [18].
In this paper, we focus on kernels that are stationary, i.e., shift-invariant. Typical choices of such kernels are the
exponential kernel kE, squared exponential kernel kSE, and Mate´rn kernel kMate´rn(ν). The hyperparameter ν in the
Mate´rn kernel is called the smoothness parameter, since samples from a GP are bν − 1c-times differentiable [18], where
bxc means the largest integer not greater than x. Note that both the exponential kernel and squared exponential kernel
are the special cases of the Mate´rn kernel when ν = 1/2 and ν → ∞, respectively. In this paper, we will use the
exponential kernel, squared exponential kernel, and Mate´rn kernel with ν = 5/2 for our experiments following the
previous studies [3, 14].
The existing work [3] proposed TV-GP-UCB, which uses the following special case of the exponential kernel for the
time kernel function:
ktime(τ, τ
′) = (1− ) |τ−τ
′|
2 , (2)
where  ∈ [0, 1] is a hyperparameter that controls the forgetting-remembering trade-off. In Bogunovic et al. [3], it
was assumed that the evaluation time is identical for all query points, i.e., tn = 1 for all n. By using the kernel
ktime, the TV-GP-UCB is constructed as the time-varying GP model with τn = n, and the value of the joint kernel is
k((xi, τi), (xj , τj)) = k((xi, i), (xj , j)) = kspace(xi, xj)× ktime(i, j).
2.3 Time-varying Bayesian Optimization
In the time-varying BO, an agent sequentially optimizes the time-varying objective function while balancing ( i ) the
exploration-exploitation trade-off and (ii) the forgetting-remembering trade-off. Algorithm 1 illustrates a general
framework of the time-varying BO [3]. In the time-varying GP, it is required to specify how to select the next query
point xn+1 to be evaluated. This selection procedure is determined by the acquisition function, which is designed to
handle the trade-off between exploration of the search space and exploitation of current promising areas [19].
Several previous studies [3, 4, 14, 22] used the Upper Confidence Bound (UCB) acquisition function [1, 22] to balance
the exploration-exploitation trade-off. The UCB acquisition function is defined by αUCB(x, τ |Dn) = µn(x, τ) +
βnσn(x, τ), where βn > 0 is called the exploration weight.
In the previous study [3], the acquisition function is the special case of the above UCB function αUCB(x, τ |Dn). Since
it is assumed that the evaluation time is always a unit time, i.e., ti = 1, τn+1 is n+ 1 and the acquisition function can
be expressed as αUCBfixed(x|Dn) = αUCB(x, n+ 1|Dn) = µn(x, n+ 1) + βnσn(x, n+ 1). The algorithm based on
this acquisition function is called TV-GP-UCB [3], which we refer to as TV hereafter.
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Algorithm 1 Time-varying Bayesian Optimization
Input: An acquisition function α(·|Dn)
1: Initialize D0 = ∅.
2: for n = 0, 1, . . . , do
3: Select a query point: xn+1 = argmaxx∈D α(x|Dn).
4: Observe noisy evaluation: yn+1 = f(xn+1, τn+1) + zn+1 and evaluation time: tn+1 = τn+1 − τn.
5: Update data: Dn+1 = Dn ∪ {(xn+1, tn+1, yn+1)}.
6: Update a statistical model (such as GP).
7: end for
3 Algorithms
In this section, we propose the Continuous Time-Varying GP-UCB algorithm (CTV), which can dynamically capture
the time-varying objective function.
We consider two settings and propose three algorithms. The first one is a simple setting where we know the evaluation
time before evaluating the objective function at an input point. The first algorithm, CTV-fixed, is designed for the first
setting. In the second setting, we do not know the evaluation time before evaluating the objective function at an input
point of interest. The second and third algorithms, CTV and CTV-simple, are designed for the second setting. Here the
CTV-simple algorithm is a computationally efficient version of the CTV algorithm.
First, we consider the setting in which we know the evaluation time t for each x before evaluating f(x). The critical
difference in our setting from the previous study is that the evaluation time depends on the chosen point. Therefore,
given an input point x, we can use the evaluation time t to calculate the acquisition function α(x|Dn).
The acquisition function of the proposed algorithm, CTV-fixed, is as follows:
α(x|Dn) = αbase(x, τn + t|Dn), (3)
where αbase(x, τ |Dn) is an arbitrary acquisition function, which we call a base acquisition function. Note that the
evaluation time t is determined by x before calculating the value of (3). The purpose of introducing CTV-fixed is to
regard it as a gold standard for our problem that assumes the knowledge of evaluation time t. Moreover, an analysis of
CTV-fixed is insightful for understanding the characteristic of our problem, as shown in Section 4.
Second, we consider the setting where we do not know the evaluation time t for each x before evaluating f(x). To
design a suitable algorithm for this setting, we construct an acquisition function that models the evaluation time as
a sample from a new GP. More specifically, let us assume that the evaluation time is expressed as a function of x.
To ensure the positivity, we parametrize the time as t = exp (g(x)), where g ∼ GP(µ, kg) with a mean function µ
and a kernel function kg. The observations {(xi, ti)}ni=1 are expressed as ti = exp(g(xi) + ξi) with independent and
identically distributed (i.i.d.) Gaussian noise ξi ∼ N (0, σ2g).
The posterior of g is a GP with mean µgn(x) and covariance κ
g
n(x, x
′):
µgn(x) = µ(x) + k
g
n(x)
T (Kgn + σ
2
gI)
−1(log tn − µn),
κgn(x, x
′) = kg(x, x′)− kgn(x)T (Kgn + σ2gI)−1kgn(x′),
where kgn(x) = (kg(xi, x))
n
i=1, log tn = (log ti)
n
i=1, µn = (µ(xi))
n
i=1, and K
g
n = (kg(xi, xj))
n
i,j=1. Therefore, the
posterior distribution p(t|x,Dn) is a log-normal distribution p(t|x,Dn) = Λ(t|µgn(x), (σgn)2(x)), where (σgn)2(x) =
κgn(x, x) is the posterior variance.
The acquisition function of the proposed algorithm, CTV, is as follows:
α(x|Dn) =
∫
αbase (x, τn + t|Dn) p(t|x,Dn)dt, (4)
where p(t|x,Dn) is a posterior distribution for the function t = exp(g(x)). The acquisition function in (4) represents
the posterior mean of the base acquisition function with respect to the evaluation time.
On the other hand, if we use mean prediction for t instead of marginalization in (4), we obtain the following acquisition
function:
α(x|Dn) = αbase(x, τn + t˜|Dn), (5)
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where t˜ = E[t|x,Dn] = exp
(
µgn(x) +
(σgn)
2(x)+σ2g
2
)
. By using this acquisition function (5) instead of (4), we can
obtain a computationally more efficient algorithm since it does not need to compute the posterior expectation of the
acquisition function. We call this algorithm CTV-simple.
In our theoretical analysis and experimental validation, we use UCB acquisition function given by αbase(x, τ |Dn) =
µn(x, τ) + βnσn(x, τ) for an appropriately chosen βn.
4 Theoretical Analysis
In this section, we establish the theoretical analysis to show the following two critical insights in the time-varying GP-
bandit. First, our analysis links the existing analysis of the time-invariant setting [22] and the time-varying setting [3],
while also generalizes beyond them. Second, our analysis shows that the pattern of evaluation time sequence can
significantly affect the regret upper bound. To show our insights, we analyzed the proposed method CTV-fixed for
simplicity.
We do not assume any conditions on the expression of t, but we assume that we fix the sequence of the evaluation time
{ti}ni=1 and we use the fixed evaluation time to calculate the value of the acquisition function at each round. Note that
the notation O˜(·) denotes the asymptotic growth rate up to logarithmic factors with respect to n.
In BO literature [3, 14, 22], the key quantity of theoretical analysis for UCB-based algorithms is the maximum
information gain [6], which is defined in the following way: Given sets of {xi}ni=1 and {τi}ni=1, let fn and yn be
random vectors (f(x1, τ1), . . . , f(xn, τn)) and (f(x1, τ1) + z1, . . . , f(xn, τn) + zn) respectively. For these random
vectors, the informativeness of sampled points x1, . . . , xn on f is measured by the information gain, which is the
mutual information I˜(yn; fn) = H(yn)−H(yn|fn). Here, H(X) (resp. H(X|Y )) denotes the differential entropy of
X (resp. conditional differential entropy of X given Y ). Then, the maximum information gain is defined by
γ˜n = max
x1,...,xn
I˜(yn; fn). (6)
Unlike the time-invariant setting, the key quantity of our analysis is not only the maximum information gain but
also the maximum space information gain, which is the maximum information gain that only takes into account the
space information. Note that the differential entropy for a Gaussian distribution can be expressed as H(N(µ,Σ)) =
1
2 log det 2pieΣ. Since we assume that the objective function is a GP, the information gain satisfies I˜(yn; fn) =
1
2 log det(I + σ
−2K˜n), where I is the n × n identity matrix, σ2 is the noise variance of observations, and K˜n is
the Gram matrix defined by K˜n = (k((xi, τi), (xj , τj)))ni,j=1. By this identity, for the space kernel, we define the
maximum space information gain by γn = maxx1,...,xn
1
2 log det(I + σ
−2Kn), where Kn = (kspace(xi, xj))ni,j=1.
Another key quantity of the theoretical analysis of our algorithms is the evaluation time uniformity, which is defined
by C,T ′ =
∑
τj∈T ′
∑
τk∈T ′ min
(
1
2 , (τj − τk)2
)
for any  > 0 and the finite subset T ′ ⊂ T . To investigate the
dependence of our regret upper bound on C,T ′ , we consider two examples of the evaluation time: the uniform setting
and the extremely biased setting.
Let T = τn =
∑n
i=1 ti. The uniform setting is the case where the evaluation time is fixed to ti =
T
n , which leads to
τi =
T
n i for any i ∈ [n]. By this definition, we can analytically calculate the evaluation time uniformity. The proof of
the following lemma is given in Appendix C.
Lemma 1. Consider the uniform setting of evaluation time. Pick any i ∈ [n]. Let T ′ = {τk0+1, . . . , τk0+i} for some
k0 ≤ n − i, that is, T ′ be a subset of {τk}nk=1 with i consecutive elements. Then, the evaluation time uniformity is
C,T ′ = 16
T 2
n2 i
2(i2 − 1) if i ≤ nT , and C,T ′ = Tn
(
1
2
(
n
T
)3 − 43 i ( nT)2 + (i2 − 12) nT + i3) if i ≥ nT .
On the other hand, the extremely biased setting is the case where tn0 = T for some n0 ∈ [n] and ti = 0 for any i 6= n0,
which leads to τi = 0 for any i < n0 and τi = T for any i ≥ n0. By this definition, we obtain the following lemma,
whose proof can be also found in Appendix C.
Lemma 2. Consider the extremely biased setting of evaluation time. Let T ′ = {τk0+1, . . . , τk0+i} for some k0 ≤ n− i.
Then, the evaluation time uniformity isC,T ′ = 0 if τn0 6∈ T ′, andC,T ′ = 2(n0−k0−1)(k0+i−n0+1) min
(
1
2 , T
2
)
if τn0 ∈ T ′.
The uniform setting is similar to that of Bogunovic et al. [3]. On the other hand, the extremely biased setting is the
extreme case of the evaluation time. We expect that the setting of the evaluation time in the real-world is a mixture of
the uniform setting and the extremely biased setting.
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Recall that the regret is defined as (1). We make the following smoothness assumption to derive the regret bound of the
proposed algorithm.
Assumption 1. (I) The generated sample path f from a GP is almost surely continuously differentiable.
(II) The time kernel satisfies 1− ktime(τ, τ ′) ≤ |τ − τ ′| for some  ∈ [0, 1] and for any τ, τ ′ ∈ T .
(III) The joint kernel satisfies ∀L ≥ 0, τ ∈ T , j ∈ [d]
Pr
(
sup
x∈D
∣∣∣∣∂f(x, τ)∂x(j)
∣∣∣∣ > L) ≤ a exp(−L2b2
)
for some a, b > 0.
The following theorem gives a regret upper bound for the cumulative regret Rn =
∑n
i=1 ri.
Theorem 3. Let the domain D be a subset of [0, r]d, and suppose that the space kernel and the time kernel satisfy
Assumption 1. Pick δ ∈ (0, 1) and set
βn = 2 log
2pi2n2
3δ
+ 2d log
(
dn2br
√
log
2pi2n2ad
3δ
)
.
Let C = 8/ log(1 + σ−2). Let Ti = {τdi−1+1, . . . , τdi} ⊂ {τk}nk=1 for some 0 = d0 < d1 < d2 < · · · < dN−1 <
dN = n. Set Mi = di − di−1 and M = maxi=1,...,N Mi. Then, for any n ≥ 0, our algorithm CTV-fixed satisfies
Rn ≤
√
Cβnnγ˜n + 2
≤
√√√√Cβnn(NγM + 1
2
N∑
i=1
Miφ
(
σ−2
√
C,Ti
Mi
))
+ 2 (7)
with probability greater than 1− δ, where φ(x) = min (x, log x+ 1x).
A proof of this theorem is given in Appendix B. If the evaluation time is fixed to ti = 1 for all i ∈ [n], then the order of
this result with respect to n is equivalent to the regret bound of Bogunovic et al. [3]: O˜(n). On the other hand, if there
is no time-varying effect, that is,  = 0 or C,T ′ = 0, then this upper bound is equivalent to that of the existing work
which does not consider the time-varying objective function [22]. Our theoretical bound is the first generalized analysis
linking these two studies, to the best of our knowledge.
In the regret bound in (7), we can arbitrarily choose the partition {di} to minimize the RHS. By appropriately choosing
{di} for each kernel, we obtain the following theorem.
Theorem 4. Let T = τn =
∑n
i=1 ti. Suppose that the time kernel is given by (2).
(I) Suppose the evaluation time {ti}ni=1 is uniform, that is, ti = Tn . (a) Suppose the space kernel is the squared
exponential kernel. Then, with high probability,
Rn =

O˜(
√
n) if T < n−
3
2 ,
O˜
(
n
4
5T
1
5 
1
5
)
if n−
3
2 ≤ T ≤ n,
O˜
(
n
(
1 +
(
T
n
) 1
2
))
if n ≤ T.
(b) Suppose the space kernel is the Mate´rn kernel with parameter ν and c = d(d+1)2ν+d(d+1) . Then, with high probability,
Rn =

O˜(
√
n1+c) if T < n−
3
2 ,
O˜
(
n
4−c
5−2cT
1−c
5−2c 
1−c
5−2c
)
if n−
3
2 ≤ T ≤ n,
O˜
(
n
(
1 +
(
T
n
) 1
2
))
if n ≤ T.
(II) Suppose the evaluation time {ti}ni=1 is extremely biased, that is, ti = 0 when i 6= n0 and tn0 = T . (a) Suppose
the space kernel is the squared exponential kernel. Then, with high probability, Rn = O˜ (
√
n) . (b) Suppose the space
kernel is the Mate´rn kernel with parameter ν and c = d(d+1)2ν+d(d+1) . Then, with high probability, Rn = O˜
(√
n1+c
)
.
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A proof of this theorem is given in Appendix D. To the best of our knowledge, this result is the first asymptotic regret
analysis capturing the dependence not only on the number of iterations n but also on T .
Theorem 4 gives results for two settings of the variation of {ti}ni=1, that is, the uniform and extremely biased settings.
We discuss the results for these two settings in more detail as follows.
The uniform setting with T = n is equivalent to the setting of Bogunovic et al. [3]. This setting leads to the regret bound
of O˜(n) for both the squared exponential kernel and Mate´rn kernel [3]. However, in terms of , our regret achieves
O˜(
1
5 ) for the squared exponential kernel and O˜
(

1−c
5−2c
)
for the Mate´rn kernel with n−
3
2 ≤  ≤ n. This regret strictly
improves that of Bogunovic et al. [3]: O˜
(

1
6
)
for the squared exponential kernel and O˜
(

1−c
6−2c
)
for the Mate´rn kernel.
In the uniform setting with T = n, if we fix n and take a limit of  → 0, the regret bound becomes O˜(√n) for the
squared exponential kernel and O˜(
√
n1+c) for the Mate´rn kernel. This bound matches that of the time-invariant setting
[22]. On the other hand, if we fix  and take a limit of n→∞, the regret bound becomes O˜(n) for both kernels, which
match that of the existing time-varying setting [3]. Our result links the time-invariant setting and the time-varying
setting and shows the effect of n and 1/ on the regret upper bound.
In the extremely biased setting, the regret bounds are the same as those of the time-invariant setting [22]. This regret
upper bound is totally different from that of the uniform setting because we can obtain a sublinear regret. Our result
shows that even in the time-varying GP bandit problem, the sublinear regret can be achieved by our algorithm depending
on the sequence of evaluation time.
Our results show that the order of the regret bound significantly changes depending on the sequence of evaluation time.
One may argue that both the uniform and extremely biased settings are unrealistic. We emphasize that the purpose
of our analysis is to illustrate that in the time-varying GP bandit with non-constant evaluation time, the sequence of
non-constant evaluation time can significantly affect the difficulty of the problem, which is theoretically justified from
our analysis.
5 Experiments
In this section, we report the experimental results that compared our algorithms CTV and its simplified version CTV-
simple with commonly used existing algorithms, which are GP-UCB [22] and the existing algorithm designed for
the time-varying setting, TV-GP-UCB (TV) [3]. We used the CTV-fixed algorithm as a golden standard method in
experiments, since it is assumed that the CTV-fixed algorithm knows the all evaluation time t for any x beforehand. In
Bogunovic et al. [3], two types of the TV-GP-UCB algorithms were proposed: Resetting-GP-UCB and Time-varying-
GP-UCB. Since it is known that Resetting-GP-UCB performs poorly compared with Time-varying-GP-UCB [3], we
did not include Resetting-GP-UCB in our experiment.
We used the Mate´rn(5/2) kernel as the GP kernel of GP-UCB and for the space kernel of TV, CTV, and CTV-simple.
We used the special case of the exponential kernel in (2) for the time kernel of TV, CTV and CTV-simple. We used the
Mate´rn(5/2) kernel for a GP modeling of t = exp(g(x)) in CTV and CTV-simple.
We use the same βn as in the previous study [3]. We used the Limited-memory Broyden-Fletcher-Goldfarb-Shanno
algorithm (L-BFGS) [15] for maximization of the acquisition function in all algorithms.
5.1 Data Description
We used a two-dimensional input domain D = [0, 1]2 and quantized it into 50 × 50 uniformly divided points. We
generated the time-varying objective function according to the following time-varying GP model. The time-varying
objective function fi after i seconds is according to f0 ∼ GP(0, k) and fi+1 =
√
1− λfi +
√
λη, where λ = 0.01,
η ∼ GP(0, k) and k is a kernel function such as the squared exponential kernel or Mate´rn(5/2) kernel. We set l = 0.2
and θ = 1.0 for the kernel parameters. All sampling noises were set to 0.01 to achieve 1% of signal variance.
We considered two settings of evaluation time, which are the uniform setting and the biased setting. Note that the
uniform setting coincides with the setting in Bogunovic et al. [3]. In the uniform setting, the evaluation time at any
point is fixed to 3. For the biased setting, which is novel, the evaluation depends on the points. We set the evaluation
time t as t(x) = 2(sin(
√
2pi‖x‖2) + 2).
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Figure 1: Averaged cumulative regret for the squared exponential and Mate´rn (5/2) kernel in the uniform and biased
settings.
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Figure 2: Average cumulative regret for the squared exponential with the different length of evaluation time in the
uniform setting.
5.2 Experimental Design
We conducted two experiments to validate our algorithms. The hyperparameters of all algorithms were carefully chosen
to maximize their performance using cross-validation or manually selected.
In the first experiment, we validated our algorithms in terms of the cumulative regret per round Rn/n. There were four
experimental settings for the objective function generated from two kernels and two settings of the evaluation time. For
each experimental setting, we ran the five GP BO algorithms, i.e., GP-UCB, TV, CTV, CTV-simple, and CTV-fixed in
100 iterations. We conducted this experiment 30 times. Figure 1 is a plot between the number of iterations and the
cumulative regret per round Rn/n with the mean and the standard deviation. Note that since we randomly chose 30
points for the initialization, the horizontal axis of those graphs starts from 30.
In the second experiment, we compared proposed and existing algorithms with different length of the evaluation time t
in the uniform setting by the squared exponential kernel. We set t to 1 and 10. If we set t = 1, the evaluation time is
exactly the same as that of the existing study [3]. Therefore, TV is expected to perform best in this setting. On the other
hand, if we set t = 10, the evaluation time could be too long that all methods may fail. The result is shown in Figure 2.
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5.3 Discussion
Figure 1 shows that our algorithms are superior to the existing algorithms. We can see that the performance of TV
is superior than GP-UCB in the uniform setting. In the uniform setting, the performance of TV is stable from the
perspective of the variance of the cumulative regret per round. On the other hand, the performance of GP-UCB
is unstable in the uniform setting. In the biased setting, the performance of both GP-UCB and TV are unstable.
Furthermore, it can be observed that CTV, CTV-simple, and CTV-fixed, which are our proposed methods, outperformed
both TV and GP-UCB in all settings. From Figure 1, we can see that CTV-fixed performs best among all methods,
which is reasonable because only CTV-fixed knows all evaluation time beforehand.
It may be confusing that the performance of TV is worse than that of the proposed methods not only in the biased
setting but also in the uniform setting, The biased setting is constructed to produce the imbalances of the evaluation
time. On the other hand, the uniform setting is constructed similarly to the setting in the existing study [3]. However,
there is a difference of our uniform setting and the setting of the existing study [3], which is the length of evaluation
time, although it is identical for all rounds. In our uniform setting, the all evaluation time is set to be 3, but the existing
study only considers the case where all evaluation time is set to be 1. Therefore, the actual performance of TV and our
proposed methods are different as shown in Figure 1.
Except for CTV-fixed, our second proposed method CTV performs best among all methods. The mean of the achieved
cumulative regret per round of CTV is minimum in those of GP-UCB, TV and CTV-simple. The other notable point is
the standard deviation of the cumulative regret per round of CTV. In the uniform setting, the standard deviation of CTV
is smaller than that of CTV-simple. Moreover, in the biased setting, the standard deviation of CTV is much smaller than
CTV-simple with both the squared exponential kernel and the Mate´rn(5/2) kernel. In the biased setting by the squared
exponential kernel, the standard deviation of CTV is much smaller than that of GP-UCB, and in the same setting by
the Mate´rn(5/2) kernel, that of CTV is much smaller than that of TV. This implies that the our proposed method CTV
demonstrates stable performance in all cases.
From the left of Figure 2, if we set t = 1, TV performs best among all methods. This is reasonable because the model
of the generated data is identical to the assumed model of the objective function in TV. It may be confusing that the
performance of CTV-fixed is totally different from that of TV. This is because that the GP posterior of CTV-fixed
is constructed from the measured time data. The measured time data contains some noises, which is critical to the
performance of CTV, CTV-simple, and CTV-fixed, when the relative noise magnitude is large compared to the time
data.
In Figure 2 (right), if we set t = 10, our proposed methods perform best compared to existing methods. We note
that the performances of CTV, CTV-simple, and CTV-fixed are almost the same. This suggests that if the relative
noise magnitude is small compared to the time data, it is expected that our proposed methods perform well and can
outperform existing methods.
6 Conclusion
We proposed a novel time-varying GP bandit algorithm which takes the non-constant evaluation time into account. To
the best of our knowledge, this work is the first to theoretically link the time-invariant and time-varying settings. We
also showed that a sub-linear regret can be achieved even in the time-varying setting in contrast to the proven fact in
Bogunovic et al. [3]. This means that the sequence of the evaluation time greatly affects the regret order. For future
work, it is important to study the effects of the sequence of the evaluation time in more detail.
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A Gradients of Acquisition Functions
In this section, we show how to calculate the gradients of our proposed acquisition functions with respect to its
input x ∈ D. The gradients of acquisition functions can be used in the hyperparameter optimization of GPs and the
optimization of acquisition functions in each round. For details of the hyperparameter optimization and the acquisition
function optimization, see existing works [18, 21].
First, we give the gradient of the CTV-fixed acquisition function (3). Assume that we have an access to the gradient of
the base acquisition function ∇x,ταbase(x, τ). Using the gradient of the base acquisition function, we can calculate the
gradient of the CTV-fixed acquisition function as follows.
Lemma 5. For the CTV-fixed acquisition function, the gradient is given as follows.
∇xα(x|Dn) = ∇x,ταbase(x, τ |Dn) |τ=τn+t= ∇x,ταbase(x, τn + t|Dn).
Proof. The result immediately follows from the elemental calculation.
Second, we give the gradient of the CTV acquisition function. Assume that we can use the gradient of the base acquisition
function∇x,ταbase(x, τ). Using the gradient of the base acquisition function and exchanging the differentiation and
integration, we can calculate the gradient of the CTV acquisition function as follows.
Lemma 6. For the CTV acquisition function, the gradient is given as follows.
∂
∂xi
α(x|Dn) =
∫ (
∂αbase
∂xi
(x, s) +
∂αbase
∂τ
(x, s)
∂τ
∂xi
(x, s)
)
e−s
2
√
pi
ds,
where
t(x, s) = exp
(√
2σgn(x)s+ µ
g
n(x)
)
,
∂αbase
∂xi
(x, s) =
∂
∂xi
αbase (x, τ |Dn) |τ=τn+t(x,s),
∂αbase
∂τ
(x, s) =
∂
∂τ
αbase (x, τ |Dn) |τ=τn+t(x,s),
∂τ
∂xi
(x, s) =
∂
∂xi
(
exp
(√
2σgn(x)s+ µ
g
n(x)
))
= exp
(√
2σgn(x)s+ µ
g
n(x)
)(√
2
∂σgn(x)
xi
s+
∂µgn(x)
xi
)
.
Proof. Recall that the CTV acquisition function is defined as follows.
α(x|Dn) =
∫
αbase(x, τn + t|Dn)p(t|x,Dn)dt.
Here, the posterior distribution of t is a log-normal distribution as follows.
p(t|x,Dn) = Λ
(
t|µgn(x), (σgn)2(x)
)
=
1√
2piσgn(x)t
exp
(
− (log t− µ
g
n(x))
2
2(σgn(x))2
)
.
By replacement of t = t(x, s) = exp
(√
2σgn(x)s+ µ
g
n(x)
)
, we get the following expression of the CTV acquisition
function.
α(x|Dn) =
∫
αbase(x, τn + t|Dn)p(t|x,Dn)dt
=
∫
αbase(x, τn + t|Dn) 1√
2piσgn(x)t
exp
(
− (log t− µ
g
n(x))
2
2(σgn(x))2
)
dt
=
∫
αbase(x, τn + t(x, s)|Dn)
exp
(−s2) t(x, s)√2σgn(x)√
2piσgn(x)t(x, s)
ds
=
∫
αbase(x, τn + t(x, s)|Dn)e
−s2
√
pi
ds.
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If we exchange the differentiation and the integration, we get the following.
∂
∂xi
α(x|Dn) =
∫
∂
∂xi
αbase (x, τn + t(x, s)|Dn) e
−s2
√
pi
ds.
By the chain rule, we get the following.
∂
∂xi
αbase (x, τn + t(x, s)|Dn) = ∂
∂xi
αbase (x, τ |Dn) |τ=τn+t(x,s)
+
∂
∂τ
αbase (x, τ |Dn) |τ=τn+t(x,s)
∂
∂xi
(τn + t(x, s))
=
∂αbase
∂xi
(x, s) +
∂αbase
∂τ
(x, s)
∂τ
∂xi
(x, s).
Combining these two identities, we complete the proof.
Third, we give the gradient of the CTV-simple acquisition function. Assume that we can use the gradient of the
base acquisition function ∇x,ταbase(x, τ). Using the gradient of the base acquisition function and exchanging the
differentiation and integration, we can calculate the gradient of the CTV-simple acquisition function as follows.
Lemma 7. For the CTV-simple acquisition function, the gradient is given as follows.
∂
∂xi
α(x|Dn) = ∂αbase
∂xi
(x) +
∂αbase
∂τ
(x)
∂τ
∂xi
(x),
where
t(x) = exp
(
1
2
((σgn(x))
2 + σ2) + µgn(x)
)
,
∂αbase
∂xi
(x) =
∂
∂xi
αbase (x, τ |Dn) |τ=τn+t(x),
∂αbase
∂τ
(x) =
∂
∂τ
αbase (x, τ |Dn) |τ=τn+t(x),
∂τ
∂xi
(x) =
∂
∂xi
(
exp
(
1
2
((σgn(x))
2 + σ2) + µgn(x)
))
= exp
(
1
2
((σgn(x))
2 + σ2) + µgn(x)
)(
σgn(x)
∂σgn(x)
xi
+
∂µgn(x)
xi
)
.
Proof. If we use the chain rule, we get the following.
∂
∂xi
α(x|Dn) = ∂αbase
∂xi
(x) +
∂αbase
∂τ
(x)
∂τ
∂xi
(x).
By the replacement of t = exp
(
1
2 (σ
2
n(x) + σ
2) + µn(x)
)
, we complete the proof.
B Proof of Theorem 3
We prove Theorem 3 in this section.
Let Dn be the data obtained by the round n: Dn = {(xi, ti, yi)}ni=1. Let τn =
∑n
i=1 ti. Denote the posterior mean
and variance conditioned on Dn by µn(x, τ) and σ2n(x, τ). First, we prove the following lemma to bound the actual
observation f(x, τ) by the posterior mean and posterior variance.
Lemma 8. Pick δ ∈ (0, 1) and set βn = 2 log pinδ where
∑∞
i=0
1
pin
= 1 and pin > 0 for all n. Then, for any occurrence
of data Dn+1, with probability greater than 1− δ,
|yn+1 − µn(xn+1, τn+1)| ≤
√
βnσn(xn+1, τn+1)
for all n ≥ 0 holds.
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Proof. Fix n ≥ 1 and xn+1 ∈ D, tn+1 ∈ T . Given xn+1, τn+1 and conditioned on Dn, yn+1 = f(xn+1, τn+1) is
according to the Gaussian
N (µn(xn+1, τn+1), σ2n(xn+1, τn+1)).
If a random variable X ∼ N (0, 1), the following elementary probability bound holds: for any c > 0,
Pr(X > c) =
∫ ∞
c
(2pi)−
1
2 exp
(
−x
2
2
)
dx
=
∫ ∞
0
(2pi)−
1
2 exp
(
− (x+ c)
2
2
)
dx
= e−
c2
2
∫ ∞
0
(2pi)−
1
2 exp
(
−x
2
2
)
exp(−cx)dx
≤ e− c
2
2
∫ ∞
0
(2pi)−
1
2 exp
(
−x
2
2
)
dx
= e−
c2
2 Pr(X > 0)
=
e−
c2
2
2
.
Let X := yn+1−µn(xn+1,τn+1)σn(xn+1,τn+1) and c =
√
βn. Because X ∼ N (0, 1) and c > 0, using the above probability bound, we
obtain
Pr(|X| > c) ≤ Pr(X > c) + Pr(−X > c)
≤ 2 Pr(X > c)
≤ e− c
2
2 .
That us, for any n ≥ 0, given xn+1, τn+1 and conditioned on Dn,
Pr
(
|yn+1 − µn(xn+1, τn+1)| >
√
βnσn(xn+1, τn+1)
)
≤ e− βn2 .
Taking the union bound for n ≥ 0, we obtain
Pr
(
∃n ≥ 0 |yn+1 − µn(xn+1, τn+1)| >
√
βnσn(xn+1, τn+1)
)
≤
∑
n≥0
Pr
(
|yn+1 − µn(xn+1, τn+1)| >
√
βnσn(xn+1, τn+1)
)
≤
∑
n≥0
e−
βn
2
=
∑
n≥0
δ
pin
= δ.
This completes the proof.
Next, we consider the discretization of the input domain D. Let Dn be some finite subset of D. Note that y = f(x, τ)
is a random variable given x ∈ D and τ ∈ T . The following lemma aims to bound the observed function value y by the
posterior mean and posterior variance over the finite subset Dn instead of D.
Lemma 9. Pick δ ∈ (0, 1) and set βn = 2 log |Dn|pinδ where
∑∞
i=0
1
pin
= 1 and pin > 0 for all n. Then, for any
occurrence of data Dn+1, for any τ ∈ T , with probability greater than 1− δ,
|y − µn(x, τ)| ≤
√
βnσn(x, τ)
for all n ≥ 0 and for all x ∈ Dn holds.
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Proof. The proof of this lemma is almost identical that is Lemma 8. We use the union bound over not only n ≥ 0 but
also x ∈ Dn.
Next, we give the concrete example of the discretization of D and consider actual discretization bound for actual
observations.
Lemma 10. Let D = [0, r]d. Pick δ ∈ (0, 1) and set
βn = 2 log
2pin
δ
+ 2d log
(
dn2br
√
log
2pinad
δ
)
where
∑∞
i=0
1
pin
= 1 and pin > 0 for all n, and for any sample path f from GP(0, k), there exists some a > 0 and
b > 0 such that for any j ∈ [d], for any τ ∈ T and for any L > 0,
Pr
(
sup
x∈D
∣∣∣∣∂f(x, τ)∂x(j)
∣∣∣∣ > L) ≤ a exp(−L2b2
)
.
Let x∗τ = argmaxx∈D f(x, τ) and [x]n denote the closest point in Dn to x with respect to the l1-norm. Let y∗τ =
f(x∗τ , τ). Then, for any τ ∈ T , with probability greater than 1− δ,
|y∗τ − µn([x∗τ ]n+1, τ)| ≤
√
βnσn([x
∗
τ ]n+1, τ) +
1
n2
holds for any n ≥ 0.
Proof. First, by assumption and the union bound, for any τ ∈ T ,
Pr
(
∀j ∈ [d], ∀x ∈ D,
∣∣∣∣∂f(x, τ)∂x(j)
∣∣∣∣ < L) ≥ 1− ad exp(−L2b2
)
,
which implies that for any τ ∈ T , with probability greater than 1− ad exp
(
−L2b2
)
, we have that
∀x, x′ ∈ D, |f(x, τ)− f(x′, τ)| ≤ L‖x− x′‖1. (8)
Here we specify the discretization Dn of D. Let ξn = dn2br
√
log 2pinadδ and Rn be the subset of R
d define as follows:
Rn = {x ∈ Rd | ∀j ∈ [d], ∃k ∈ Z, xj = r
ξn
k}.
The set Rn is the set of uniformly divided points of Rd with interval rξn . We define the discretization Dn by
Dn = D ∩Rn.
By construction, the discretization Dn is the finite subset of D of size at most (ξn)d. The following inequality also
holds for Dn by construction: for any x ∈ Dn, let [x]n be the closet point in Dn to x with respect to the l1-norm, then
‖x− [x]n‖1 ≤ rd
ξn
. (9)
Combining (8) and (9), we get the following probability bound. Setting L = b
√
log 2pinadδ in (8), we have for any
τ ∈ T with probability greater than 1− δ/2pin,
∀x, x′ ∈ D, |f(x, τ)− f(x′, τ)| ≤ b
√
log
2pinad
δ
‖x− x′‖1.
Hence, for any τ ∈ T with probability greater than 1− δ/2pin,
∀x ∈ D, |f(x, τ)− f([x]n, τ)| ≤ dbr
√
log
2pinad
δ
1
ξn
=
1
n2
. (10)
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Because the size of Dn is |Dn| ≤ (ξn)d =
(
dn2br
√
log 2pinadδ
)d
,
βn = 2 log
2pin
δ
+ 2d log
(
dn2br
√
log
2pinad
δ
)
≥ 2 log 2pin
δ
+ 2 log |Dn|
= 2 log
|Dn|pin
δ/2
.
We obtain
Pr
(
∃n ≥ 0, |y∗τ − µn([x∗τ ]n+1, τ)| >
√
βnσn([x
∗
τ ]n+1, τ) +
1
n2
)
≤ Pr (∃n ≥ 0, |y∗τ − f([x∗τ ]n, τ)|+ |f([x∗τ ]n, τ)− µn([x∗τ ]n+1, τ)|
>
√
βnσn([x
∗
τ ]n+1, τ) +
1
n2
)
(11)
= 1− Pr (∀n ≥ 0, |y∗τ − f([x∗τ ]n, τ)|+ |f([x∗τ ]n, τ)− µn([x∗τ ]n+1, τ)|
≤
√
βnσn([x
∗
τ ]n+1, τ) +
1
n2
)
≤ 1− Pr ({
∀n ≥ 0, |y∗τ − f([x∗τ ]n, τ)| ≤
1
n2
}
∩{
∀n ≥ 0, |f([x∗τ ]n, τ)− µn([x∗τ ]n+1, τ)| ≤
√
βnσn([x
∗
τ ]n+1, τ)
})
= Pr
({
∃n ≥ 0, |y∗τ − f([x∗τ ]n, τ)| >
1
n2
}
∪{
∃n ≥ 0, |f([x∗τ ]n, τ)− µn([x∗τ ]n+1, τ)| >
√
βnσn([x
∗
τ ]n+1, τ)
})
≤ Pr
(
∃n ≥ 0, |y∗τ − f([x∗τ ]n, τ)| >
1
n2
)
+
Pr
(
∃n ≥ 0, |f([x∗τ ]n, τ)− µn([x∗τ ]n+1, τ)| >
√
βnσn([x
∗
τ ]n+1, τ)
)
(12)
≤
∑
n≥0
Pr
(
|f(x∗τ , τ)− f([x∗τ ]n, τ)| >
1
n2
)
+
Pr
(
∃n ≥ 0, |f([x∗τ ]n, τ)− µn([x∗τ ]n+1, τ)| >
√
βnσn([x
∗
τ ]n+1, τ)
)
(13)
≤
∑
n≥0
Pr
(
∃x ∈ D, |f(x, τ)− f([x]n, τ)| > 1
n2
)
+
Pr
(
∃n ≥ 0, |f([x∗τ ]n, τ)− µn([x∗τ ]n+1, τ)| >
√
βnσn([x
∗
τ ]n+1, τ)
)
≤
∑
n≥0
δ
2pin
+
δ
2
(14)
≤ δ,
where the inequality (11) follows from the triangle inequality, the inequality (12) and the inequality (13) follows from
the union bound, and the inequality (14) follows from the equation (10) and the result of Lemma 9. This completes the
proof.
Next, we derive a high-probability upper bound for the simple regret rn.
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Time-varying Gaussian Process Bandit Optimization with Non-constant Evaluation Time A PREPRINT
Lemma 11. Pick δ ∈ (0, 1) and set βn = 2 log 4pinδ + 2d log
(
dn2br
√
log 4pinadδ
)
, where
∑∞
i=0
1
pin
= 1 and pin > 0
for all n. Then, with probability greater than 1− δ,
rn ≤ 2
√
βn−1σn−1(xn, τn) +
1
n2
holds for any n ≥ 0.
Proof. We δ := δ/2 in Lemma 8 and 10, so that the following two events holds for any τ ∈ T with probability greater
than 1− δ:
∀n ≥ 0, |yn+1 − µn(xn+1, τn+1)| ≤
√
βnσn(xn+1, τn+1),
and
∀n ≥ 0, |y∗τ − µn([x∗τ ]n+1, τ)| ≤
√
βnσn([x
∗
τ ]n+1, τ) +
1
n2
.
By using the definition of the UCB acquisition function and these lemmas, we obtain
rn = f(x
∗
τn , τn)− f(xn, τn)
≤ µn−1([x∗τn ]n, τn) +
√
βn−1σn−1([x∗τn ]n, τn) +
1
n2
− f(xn, τn)
≤ µn−1(xn, τn) +
√
βn−1σn−1(xn, τn) +
1
n2
− f(xn, τn)
≤ 2
√
βn−1σn−1(xn, τn) +
1
n2
.
This comletes the proof.
Next, we bound the cumulative regret Rn using the maximum information gain γ˜n.
Lemma 12. Pick δ ∈ (0, 1) and set βn = 2 log 4pinδ + 2d log
(
dn2br
√
log 4pinadδ
)
. Let C = 8log(1+σ−2) and γ˜n
denotes the maximum information gain defined as (6). Then, with probability greater than 1− δ,
Rn ≤
√
Cβnτnγ˜n + 2
holds for any n ≥ 0.
Proof.
Rn =
n∑
i=1
ri
≤
n∑
i=1
(
2
√
βi−1σi(xi, τi) +
1
i2
)
(15)
≤
n∑
i=1
(
4βi−1σ2i−1(xi, τi)
) 1
2 + 2 (16)
≤
(
n∑
i=1
4βi−1σ2i−1(xi, τi)
) 1
2
(
n∑
i=1
1
) 1
2
+ 2 (17)
=
(
n∑
i=1
4βi−1σ2i−1(xi, τi)
) 1
2 √
n+ 2
=
(
n∑
i=1
4βi−1σ2σ−2σ2i−1(xi, τi)
) 1
2 √
n+ 2
17
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≤
(
n∑
i=1
4βi−1σ2
σ−2
log(1 + σ−2)
log
(
1 + σ−2σ2i−1(xi, τi)
)) 12 √
n+ 2 (18)
≤
(
1
2
Cβn
n∑
i=1
log
(
1 + σ−2σ2i−1(xi, τi)
)) 12 √
n+ 2
=
√
Cβnnγ˜n + 2, (19)
where the inequality (15) follows from Lemma 11, the inequality (16) follows from the inequality
∑n
i=1
1
i2 =
pi2
6 < 2, the inequality (17) follows from the Cauchy-Schwarz’s inequality, the inequality (18) follows from
tha fact that for any s2 ∈ [0, σ−2], s2 ≤ σ−2log(1+σ−2) log(1 + s2), and the equation (19) follows from γ˜n =
maxx1,...,xn
1
2
∑n
i=1 log
(
1 + σ−2σ2i−1(xi, τi)
)
by Lemma 5.3 in Srinivas et al. [22]. This completes the proof.
Finally, we evaluate the maximum information gain by using the maximum space information gain and the evaluation
time uniformity.
Lemma 13. Assume that the space kernel kspace satisfies for any x, x′ ∈ D,
kspace(x, x
′) ≤ 1 (20)
and the time kernel ktime satisfies for some  ∈ [0, 1], for any τ, τ ′ ∈ T ,
1− ktime(τ, τ ′) ≤ |τ − τ ′|.
Let φ(x) = min
(
x, log x+ 1x
)
for any x ∈ R. Let {di}Ni=0 ⊂ {0, . . . , n} be the partition of {0, . . . , n} as follows.
0 = d0 < d1 < d2 < · · · < dN−1 < dN = n.
Set Mi = di − di−1 and M = maxi=1,...,N Mi. Let
Ti = {τdi−1+1, . . . , τdi} ⊂ {τk}nk=1,
for any i ∈ [n]. Then,
γ˜n ≤ NγM + 1
2
N∑
i=1
Miφ
(
σ−2
√
C,Ti
Mi
)
.
Proof. For any positive semi-definite square matrix A, we denote λi(A) as the i-th eigenvalue of A in descending
order. Pick any i ∈ [n]. Recall that Kn = (k((xk, τk), (xl, τl)))nk,l=1 and K˜n = (kspace(xk, xl))nk,l=1. Define
the index set Ii = {di−1 + 1, . . . , di}. For submatrices Ki = (k((xk, τk), (xl, τl)))k,l∈Ii ∈ RMi×Mi and K˜i =
(kspace(xk, xl))k,l∈Ii ∈ RMi×Mi , let Ai be
Ai = K˜i −Ki = Ki ◦ (J i − 1i),
where ◦ denotes the hadamard product, J i = (ktime(τk, τl))k,l∈Ii ∈ RMi×Mi , and 1i = (1)Mik,l=1 ∈ RMi×Mi . Let
∆ik = λk(K˜
i)− λk(Ki).
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First, we bound the squared sum of {∆ik}Mik=1 for any i ∈ [N ] as follows.
Mi∑
k=1
(
∆ik
)2
=
Mi∑
k=1
(
λk(K˜
i)− λk(Ki)
)2
=
∥∥∥diag(λ1(K˜i), . . . , λi(K˜i))− diag(λ1(Ki), . . . , λi(Ki))∥∥∥2
F
≤
∥∥∥K˜i −Ki∥∥∥2
F
(21)
=
∥∥Ki ◦ (J i − 1i)∥∥2F
≤ ∥∥J i − 1i∥∥2F (22)
≤
∑
k∈Ii
∑
l∈Ii
(
1− (1− ) |τk−τl|2
)2
≤
∑
k∈Ii
∑
l∈Ii
min
(
1, 2(τk − τl)2
)
=
∑
τk∈Ti
∑
τl∈Ti
min
(
1, 2(τk − τl)2
)
= 2C,Ti , (23)
where the inequality (21) follows from Lemma 14 in the following with U = K˜i, V = Ki, and ‖ · ‖ = ‖ · ‖F , and the
inequality (22) follows from the fact that each entry of Ki is smaller than 1 by (20).
Lemma 14 (Mirsky’s theorem [11], Cor. 7.4.9.3). Choose any i× i matrices U and V . For any matrix U , we denote
λi(U) as the i-th eigenvalue of U in descending order. Let ‖ · ‖ be any unitaly invariant norm. Then, we have
‖diag(λ1(U), . . . , λi(U))− diag(λ1(V ), . . . , λi(V ))‖ ≤ ‖U − V ‖.
Next, we bound the maximum information gain γ˜n by the maximum space information gain γM and the evaluation time
uniformity C,Ti . Recall that fn = (f(xj , τj))
n
j=1 and yn = (yj)
n
j=1 with yj = f(xj , τj) + zj . We define the block
vectors of fn and yn for any i ∈ [N ] as follows.
f i =
(
f(xdi−1+1, τdi−1+1), . . . , f(xdi , τdi)
)
yi =
(
ydi−1+1, . . . , ydi
)
.
If we use the chain rule for conditional mutual information and the independence of the noise sequence {zn}, we have
I˜(yn; fn) =
N∑
i=1
I˜(yi; f i).
Note that all yi and f i have length at most M . We maximize each I˜(yi; f i) (i ∈ {1, . . . , N}) with respect to
xdi−1+1, . . . , xdi If we maximize both sides over x1, . . . , xn, we obtain
γ˜n ≤
N∑
i=1
γ˜i,
where γ˜i is the maximum information gain of the i-th block defined by
γ˜i = max
xdi−1+1,...,xdi
I˜(yi; f i).
We also define the maximum space information gain of the i-th block γi by
γi =
1
2
max
xdi−1+1,...,xdi
Mi∑
k=1
log(1 + σ−2λk(Ki))
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Note that each γ˜i depends on Ti, but each γi does not depend on Ti, because the matrix Ki only depends on space
information. Therefore, γi only depends on the kernel kspace and the size of the matrix Mi. We denote γi as γMi ,
which is upper bounded by γM .
γMi ≤ γM . (24)
Using the evaluation (23), we can bound the maximum information gain of the i-th block as follows.
γ˜i = max
xdi−1+1,...,xdi
I˜(yi; f i)
=
1
2
max
xdi−1+1,...,xdi
log det(I + σ−2K˜i)
=
1
2
max
xdi−1+1,...,xdi
log
Mi∏
k=1
(1 + σ−2λk(K˜i))
=
1
2
max
xdi−1+1,...,xdi
Mi∑
k=1
log(1 + σ−2λk(K˜i))
=
1
2
max
xdi−1+1,...,xdi
Mi∑
k=1
log(1 + σ−2λk(Ki +Ai)) (25)
≤ 1
2
max
xdi−1+1,...,xdi
Mi∑
k=1
log(1 + σ−2λk(Ki) + σ−2∆ik) (26)
≤ 1
2
max
xdi−1+1,...,xdi
Mi∑
k=1
log(1 + σ−2λk(Ki)) +
1
2
Mi∑
k=1
log(1 + σ−2∆ik) (27)
= γMi +
1
2
Mi∑
k=1
log(1 + σ−2∆ik) (28)
≤ γMi +
Mi
2
log
(
1 + σ−2
1
Mi
Mi∑
k=1
∆ik
)
(29)
≤ γMi +
Mi
2
log
1 + σ−2
√√√√ 1
Mi
Mi∑
k=1
(
∆ik
)2 (30)
≤ γMi +
Mi
2
log
1 + σ−2√2C,Ti
Mi
 (31)
= γMi +
Mi
2
log
(
1 + σ−2
√
C,Ti
Mi
)
≤ γM + Mi
2
log
(
1 + σ−2
√
C,Ti
Mi
)
, (32)
where the equality (25) follows from the definition of Aji , the inequality (26) follows from the definition of ∆
i
k, the
inequality (27) follows from the fact that for any a > 0, b > 0, log(1 + a+ b) ≤ log(1 + a) + log(1 + b), the equality
(28) follows from the definition of γi = γMi , the inequality (29) follows from the Jensen’s inequality for log(1 + x),
the inequality (30) follows from the Jensen’s inequality for x2, the inequality (31) follows from (23), and the inequality
(32) follows from (24).
If σ−2
√
C,Ti
i ≤ 1, using log(1 + x) ≤ x, we get
γM +
Mi
2
log
(
1 + σ−2
√
C,Ti
Mi
)
≤ γM + Mi
2
(
σ−2
√
C,Ti
Mi
)
.
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On the other hand, if σ−2
√
C,Ti
Mi
≥ 1, using log(1 + x) = log x+ log (1 + 1x) ≤ log x+ 1x , we get
γM +
Mi
2
log
(
1 + σ−2
√
C,Ti
Mi
)
≤ γM + Mi
2
log(σ−2√C,Ti
Mi
)
+
(
σ−2
√
C,Ti
Mi
)−1 .
We combine both cases using φ(x) = min
(
x, log x+ 1x
)
as follows.
γM +
Mi
2
log
(
1 + σ−2
√
C,Ti
Mi
)
≤ γM + Mi
2
φ
(
σ−2
√
C,Ti
Mi
)
.
This completes the proof.
Using Lemma 12 and 13, we obtain the result of the Theorem 3.
C Proof of Lemmas 1 and 2
Proof of Lemma 1. Recall that T ′ is a subset of {τk}nk=1 with i consecutive elements, that is, for some k0 ≤ n− i,
T ′ = {τk0+1, . . . , τk0+i}.
Since tk = Tn for any k ∈ [n] in the uniform setting, τk = Tn k. Therefore,
C,T ′ =
i∑
k=1
i∑
l=1
min
(
1
2
, (τk0+k − τk0+l)2
)
=
i∑
k=1
i∑
l=1
min
(
1
2
,
(
T
n
k − T
n
l
)2)
=
T 2
n2
i∑
k=1
i∑
l=1
min
(
n2
2T 2
, (k − l)2
)
. (33)
To calculate the above sum (33), we consider two cases: (1) nT ≥ i and (2) nT ≤ i. If nT ≥ i, then all minimums
inside of (33) are equal to (k − l)2. Therefore,
C,T ′ =
T 2
n2
i∑
k=1
i∑
l=1
(k − l)2
=
T 2
n2
1
6
i2(i2 − 1)
=
1
6
T 2
n2
i2(i2 − 1).
On the other hand, if nT ≤ i, then the minimums inside of (33) are equal to (k − l)2 when |k − l| ≤ nT and equal to
n2
2T 2 when |k − l| > nT . For simplicity, we assume that nT is integer. Therefore,
C,T ′ =
T 2
n2
i∑
k=1
i∑
l=1
min
(
n2
2T 2
, (k − l)2
)
=
T 2
n2
 ∑
|k−l|≤ nT
(k − l)2 +
∑
|k−l|> nT
n2
2T 2

=
T 2
n2
 nT∑
l=1
l2(i− l) + n
2
2T 2
i− nT −1∑
l=1
l

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=
T 2
n2
n
T
(
i2
n
T
− 4
3
i
( n
T
)2
+
1
2
( n
T
)3
+
i
3
− 1
2
n
T
)
=
T
n
(
1
2
( n
T
)3
− 4
3
i
( n
T
)2
+
(
i2 − 1
2
)
n
T
+
i
3
)
.
This completes the proof.
Proof of Lemma 2. Recall that T ′ be a subset of {τk}nk=1 with i consecutive elements, that is, for some k0 ≤ n− i,
T ′ = {τk0+1, . . . , τk0+i}.
Since tn0 = T and ti = 0 for i 6= n0 in the extremely biased setting, τi = 0 for i < n0 and τi = T for i ≥ n0.
Therefore, if τn0 6∈ T ′,
C,T ′ =
i∑
k=1
i∑
l=1
0 = 0.
On the other hand, if τn0 ∈ T ′,
C,T ′ =
i∑
k=1
i∑
l=1
min
(
1
2
, (τk0+k − τk0+l)2
)
=
i∑
k=1
(
n0−k0−1∑
l=1
min
(
1
2
, τ2k0+k
)
+
i∑
l=n0−k0
min
(
1
2
, (τl0+k − T )2
))
=
i∑
k=1
(
(n0 − k0 − 1) min
(
1
2
, τ2k0+k
)
+
(k0 + i− n0 + 1) min
(
1
2
, (τk0+k − T )2
))
= (n0 − k0 − 1)(k0 + i− n0 + 1) min
(
1
2
, T 2
)
+
(k0 + i− n0 + 1)(n0 − k0 − 1) min
(
1
2
, T 2
)
= 2(n0 − k0 − 1)(k0 + i− n0 + 1) min
(
1
2
, T 2
)
.
This completes the proof.
D Proof of Theorem 4
We prove Theorem 4 in this section. There are four cases in Theorem 4, so we prove them in order. Recall that T is
T = τn =
∑n
i=1 ti, and the notation O˜(·) denotes the asymptotic growth rate up to logarithmic factors and suppose
that the time kernel is the following special case of the exponential kernel:
ktime(τ, τ
′) = (1− ) |τ−τ
′|
2 .
Lemma 15. Suppose that the space kernel is the squared exponential kernel and evaluation time {ti}ni=1 are uniform,
that is, ti = Tn . Then, if T < n
− 32 , then
Rn = O˜(
√
n),
and if n−
3
2 ≤ T ≤ n, then
Rn = O˜
(
n
4
5T
1
5 
1
5
)
,
and if n < T , then
Rn = O˜
(
n
(
1 +
(
T
n
) 1
2
))
with high probability.
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Proof. Pick any i ∈ [n]. We consider the following partition of {0, . . . , n} in the uniform setting.
{dj}dn/iej=1 = {min(ij, n)}dn/iej=1 .
This corresponds to the following finite subset of T :
Ti,j = {τi(j−1)+1, . . . , τmin(ij,n)} ⊂ {τk}nk=1,
for any i ∈ [n] and j ∈ [dn/ie]. Here, we can assume that min(ij, n) = ij, since if min(ij, n) = n we add ij − n
dummy elements so that Ti,j has i consecutive elements. Such dummy elements are Tn (n+ k) for k ∈ {1, . . . , ij − n}.
We set T ′ = Ti,j in Lemma 1. In the uniform setting, we get the evaluation time uniformity C,Ti,j is if nT ≥ i
C,Ti,j =
1
6
T 2
n2
i2(i2 − 1), (34)
and if nT ≤ i
C,Ti,j =
T
n
(
1
2
( n
T
)3
− 4
3
i
( n
T
)2
+
(
i2 − 1
2
)
n
T
+
i
3
)
. (35)
We denote the RHS of (34) as C1,i and that of (35) as C
2
,i.
In this setting, the upper bound of the cumulative regret (7) becomes as follows:
Rn ≤
√√√√√Cβnn
⌈n
i
⌉
γi +
i
2
dn/ie∑
j=1
φ
(
σ−2
√
C,Ti,j
i
)+ 2. (36)
First, we consider two cases, T < n−
3
2 (Case 1) and n− 32 ≤ T < 1 (Case 2). In these cases, nT 1i > ni > 1 for any
i ∈ [n]. This means nT > i. Therefore, all C,Ti,j in the sum of (36) are equal to C1,i. By substituting (34) into (36),
we get the following.
Rn ≤
√√√√√Cβnn
⌈n
i
⌉
γi +
i
2
dn/ie∑
j=1
φ
(
σ−2
√
C,Ti,j
i
)+ 2
=
√√√√√Cβnn
⌈n
i
⌉
γi +
i
2
dn/ie∑
j=1
φ
σ−2
√
C1,i
i
+ 2
=
√√√√√Cβnn
⌈n
i
⌉
γi +
i
2
⌈n
i
⌉
φ
σ−2
√
C1,i
i
+ 2
=
√√√√√Cβnn
⌈n
i
⌉
γi +
i
2
⌈n
i
⌉
φ
σ−2
√
1
6
T 2
n2 i
2(i2 − 1)
i
+ 2. (37)
For the squared exponential kernel, the maximum space information gain γi is O˜(1) [22]. By substituting this result
into (37) and simplifying it, we get the following.
Rn ≤
√√√√√Cβnn
⌈n
i
⌉
γi +
i
2
⌈n
i
⌉
φ
σ−2
√
1
6
T 2
n2 i
2(i2 − 1)
i
+ 2
≤ Cnn
√√√√1
i
+ i
1
i
φ
(√
2
T 2
n2
i3
)
≤ Cnn
√
1
i
+ φ
(
T
n
i
3
2
)
.
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Here, we introduce the constant Cn satisfying Cn = O˜(1). As a result, we get the following.
Rn = O˜
(
n
√
1
i
+ φ
(
T
n
i
3
2
))
. (38)
We minimize the RHS with respect to i ∈ [n]. Recall that
φ(x) = min
(
x, log x+
1
x
)
.
This function takes the value of x when x ≤ 1, but takes the value of log x+ 1x when 1 ≤ x. We get the the following.
min
i∈[n]
(
1
i
+ φ
(
T
n
i
3
2
))
= min
(
min
T
n i
3
2≤1
(
1
i
+
T
n
i
3
2
)
, min
1≤ Tn i
3
2
(
1
i
+ log
(
T
n
i
3
2
)
+
(
T
n
i
3
2
)−1))
First, we consider min T
n i
3
2≤1
(
1
i +
T
n i
3
2
)
. Since 1 > T in both Case 1 and Case 2,
(
n
T
) 2
5 ≥ 1 holds. In Case 1,
the following holds.
T < n−
3
2
⇔ 1
T
> n
3
2
⇔ n
T
> n
5
2
⇔
( n
T
) 2
5
> n.
Therefore, in Case 1, we bound the minimum of 1i +
T
n i
3
2 by its value when i = n as follows.
min
T
n i
3
2≤1
(
1
i
+
T
n
i
3
2
)
= O˜
(
1
n
+
T
n
n
3
2
)
= O˜
(
1
n
+
n−
3
2
n
n
3
2
)
= O˜
(
1
n
)
.
On the other hand, in Case 2, the following holds.
n−
3
2 ≤ T < 1
⇔ 1 <
( n
T
) 2
5 ≤ n.
In addition, since
(
n
T
) 2
5 is less than
(
n
T
) 2
3 , i =
(
n
T
) 2
5 satisfies Tn i
3
2 ≤ 1. Therefore, in Case 2, we bound the
minimum of 1i +
T
n i
3
2 by its value when i =
(
n
T
) 2
5 as follows.
min
T
n i
3
2≤1
(
1
i
+
T
n
i
3
2
)
= O˜
((
T
n
) 2
5
)
.
As a result, the minimum of 1i +
T
n i
3
2 over Tn i
3
2 ≤ 1 is bounded as follows. In Case 1,
min
T
n i
3
2≤1
(
1
i
+
T
n
i
3
2
)
= O˜
(
1
n
)
.
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In Case 2,
min
T
n i
3
2≤1
(
1
i
+
T
n
i
3
2
)
= O˜
((
T
n
) 2
5
)
.
Second, we consider min
1≤ Tn i
3
2
(
1
i + log
(
T
n i
3
2
)
+
(
T
n i
3
2
)−1)
. In both cases, we bound the minimum by the
value when i = n as follows.
min
1≤ Tn i
3
2
(
1
i
+ log
(
T
n
i
3
2
)
+
(
T
n
i
3
2
)−1)
= O˜
(
1
n
+ log
(
T
n
n
3
2
)
+
(
T
n
n
3
2
)−1)
= O˜
(
1
n
+ 1 +
1
T
√
n
)
= O˜
(
1 +
1
T
)
.
At the end of these cases Case 1 and Case 2, the minimum of (38) over i ∈ [n] is bounded as follows. In Case 1,
Rn = O˜
(
n
√
min
(
1
n
, 1 +
1
T
))
= O˜
(
n
√
1
n
)
= O˜
(√
n
)
. (39)
This is the end of Case 1. On the other hand, in Case 2,
Rn = O˜
n
√√√√min((T
n
) 2
5
, 1 +
1
T
)
= O˜
n
√(
T
n
) 2
5

= O˜
(
n
4
5T
1
5 
1
5
)
. (40)
This is the end of Case 2.
Case 3 and Case 4: Consider the case of 1 ≤ T ≤ n (Case 3) and n < T (Case 4). We minimize the upper bound
of the cumulative regret (36) with respect to i ∈ [n]. In Case 3, we divide the range of i into two sections: 1 ≤ i ≤ nT
and nT ≤ i ≤ n. We consider the minimum of (36) in these two ranges, and then combine those results. On the other
hand, in Case 4, since nT < 1, we cannot consider the range 1 ≤ i ≤ nT . We minimize (36) directly.
Case 3: In this case, since 1 ≤ T ≤ n, there is a constant i0 ∈ [n] which satisfies nT < i0 ≤ nT + 1, that is, we
define i0 by
i0 =
⌊ n
T
⌋
+ 1. (41)
We will discuss later the case where there does not exist such a constant i0 in Case 4. We divide the range of i into two
sections: 1 ≤ i ≤ i0 and i0 ≤ i ≤ n.
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Case 3-1: If 1 ≤ i ≤ i0, C,Ti,j in the sum of (36) are equal to C1,i. By substituting (34) into (36), we get the following.
Rn ≤
√√√√√Cβnn
⌈n
i
⌉
γi +
i
2
dn/ie∑
j=1
φ
(
σ−2
√
C,Ti,j
i
)+ 2
=
√√√√√Cβnn
⌈n
i
⌉
γi +
i
2
dn/ie∑
j=1
φ
σ−2
√
C1,i
i
+ 2
=
√√√√√Cβnn
⌈n
i
⌉
γi +
i
2
⌈n
i
⌉
φ
σ−2
√
C1,i
i
+ 2
=
√√√√√Cβnn
⌈n
i
⌉
γi +
i
2
⌈n
i
⌉
φ
σ−2
√
1
6
T 2
n2 i
2(i2 − 1)
i
+ 2. (42)
For the squared exponential kernel, the maximum space information gain γi is O˜(1) [22]. By substituting this result
into (42) and simplifying it, we get the following.
Rn ≤
√√√√√Cβnn
⌈n
i
⌉
γi +
i
2
⌈n
i
⌉
φ
σ−2
√
1
6
T 2
n2 i
2(i2 − 1)
i
+ 2
≤ Cnn
√√√√1
i
+ i
1
i
φ
(√
2
T 2
n2
i3
)
≤ Cnn
√
1
i
+ φ
(
T
n
i
3
2
)
.
Here, we introduce the constant Cn satisfying Cn = O˜(1). As a result, we get the following.
Rn = O˜
(
n
√
1
i
+ φ
(
T
n
i
3
2
))
. (43)
We minimize the RHS with respect to i ≤ i0. Recall that
φ(x) = min
(
x, log x+
1
x
)
.
This function takes the value of x when x ≤ 1, but takes the value of log x+ 1x when 1 ≤ x. We get the the following.
min
1≤i≤i0
(
1
i
+ φ
(
T
n
i
3
2
))
= min
(
min
T
n i
3
2≤1
(
1
i
+
T
n
i
3
2
)
, min
1≤ Tn i
3
2
(
1
i
+ log
(
T
n
i
3
2
)
+
(
T
n
i
3
2
)−1))
In this case, since 1 ≤ nT , 1 ≤
(
n
T
) 2
5 ≤ ( nT ) 23 ≤ nT . Thei = ( nT ) 25 satisfies Tn i 32 ≤ 1. Therefore, in Case 3-1, we
bound the minimum of 1i +
T
n i
3
2 by its value when i =
(
n
T
) 2
5 as follows.
min
T
n i
3
2≤1
(
1
i
+
T
n
i
3
2
)
= O˜
((
T
n
) 2
5
)
. (44)
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We combine (43) and (44) and get the following in Case 3-1.
Rn = O˜
n
√(
T
n
) 2
5

= O˜
(
n
4
5T
1
5 
1
5
)
.
Case 3-2 On the other hand, if i0 ≤ i ≤ n, all C,Ti,j in the sum of (36) are equal to C2,i. By substituting (35) in to
(36), we get the following.
Rn ≤
√√√√√Cβnn
⌈n
i
⌉
γi +
i
2
dn/ie∑
j=1
φ
(
σ−2
√
C,Ti,j
i
)+ 2
=
√√√√√Cβnn
⌈n
i
⌉
γi +
i
2
dn/ie∑
j=1
φ
σ−2
√
C2,i
i
+ 2
=
√√√√√Cβnn
⌈n
i
⌉
γi +
i
2
⌈n
i
⌉
φ
σ−2
√
C2,i
i
+ 2
=
√
Cβnn
(⌈n
i
⌉
γi +
i
2
A
)
+ 2, (45)
where A is defined as follows.
A =
⌈n
i
⌉
φ
σ−2
√√√√ Tn ( 12 ( nT)3 − 43 i ( nT)2 + (i2 − 12) nT + i3)
i

For the squared exponential kernel, the maximum space information gain γi is O˜(1) [22]. By substituting this result
into (45), we get the following.
Rn = O˜
n
√√√√1
i
+ φ
(√
i+
1
i
( n
T
)2
+
T
n
)
:= O˜
(
n
√
ψ(i)
)
. (46)
To minimize the RHS in (46) with respect to i0 ≤ i ≤ n, we minimize the function ψ(i) with respect to i0 ≤ i ≤ n.
ψ(i) contains part φ
(√
i+ 1i
(
n
T
)2
+ Tn
)
. This part can be expanded by the definition of the function φ(x):
φ(x) = min
(
x, log x+
1
x
)
,
and the fact that
i+
1
i
( n
T
)2
≥ 2
√
i
1
i
( n
T
)2
(47)
=
2n
T
≥ i0 (48)
≥ 1.
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We get the following.
φ
(√
i+
1
i
( n
T
)2
+
T
n
)
= log
(√
i+
1
i
( n
T
)2
+
T
n
)
+
(√
i+
1
i
( n
T
)2
+
T
n
)−1
.
Then, ψ(i) becomes the following.
ψ(i) =
1
i
+ log
(√
i+
1
i
( n
T
)2
+
T
n
)
+
(√
i+
1
i
( n
T
)2
+
T
n
)−1
.
The minimum of ψ(i) over i0 ≤ i ≤ n satisfies that mini0≤i≤n ψ(i) ≤ ψ (i0). ψ (i0) is
ψ (i0)
= ψ
(⌊ n
T
⌋
+ 1
)
= O˜
T
n
+ log
√
n
T
+
T
n
n2
2T 2
+
T
n
+
1√
n
T +
T
n
n2
2T 2 +
T
n

= O˜
(
T
n
+ 1 +
(T )
1
2
n
1
2
+
( n
T
) 1
2
)
= O˜
(
1 +
T
n
+
(
T
n
) 1
2
+
( n
T
) 1
2
)
. (49)
In Case 3, since we know that 1 ≤ T ≤ n, we get that Tn ≤ 1. Therefore, we get the following in (49).
ψ(i0) = O˜
(
1 +
T
n
+
(
T
n
) 1
2
+
( n
T
) 1
2
)
= O˜
(
1 +
( n
T
) 1
2
)
.
By using this result, we get the following.
min
i0≤i≤n
ψ(i) ≤ ψ (i0)
= O˜
(
1 +
( n
T
) 1
2
)
. (50)
Combining (46) and (50), the achieved minimum regret over i0 ≤ i ≤ n is the following.
Rn = O˜
(
n
√
1 +
( n
T
) 1
2
)
= O˜
(
n
(
1 +
( n
T
) 1
4
))
. (51)
As a result, combining the Case 3-1 (43) and the Case 3-2 (51), the achieved minimum regret over 1 ≤ i ≤ n in Case
3 is the following.
Rn = O˜
(
min
(
n
4
5T
1
5 
1
5 , n
(
1 +
( n
T
) 1
4
)))
= O˜
(
n
4
5T
1
5 
1
5
)
, (52)
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where the last equality follows from the fact that, since 1 ≤ T ≤ n in Case 3,
n
4
5T
1
5 
1
5 = n
4
5 (T )
1
5
≤ n 45n 15
= n
< n
(
1 +
( n
T
) 1
4
)
.
This is the end of Case 3.
Case 4: In this case, we know that n < T . Therefore, for any 1 ≤ i ≤ n, the inequality of i > nT holds. In this case,
allC,Ti,j in the sum of (36) are equal toC
2
,i. We can obtain the same regret bound as (46) with min1≤i≤n ψ(i) ≤ ψ(1).
Recall that the obtained regret bound is as follows.
Rn = O˜
n
√√√√1
i
+ φ
(√
i+
1
i
( n
T
)2
+
T
n
)
:= O˜
(
n
√
ψ(i)
)
,
where the function ψ(i) is calculated as follows.
ψ(i) =
1
i
+ log
(√
i+
1
i
( n
T
)2
+
T
n
)
+
(√
i+
1
i
( n
T
)2
+
T
n
)−1
.
The ψ(1) is
ψ(1) = O˜
1 + log√1 + n2
2T 2
+
T
n
+
1√
1 + n
2
2T 2 +
T
n

= O˜
(
1 +
T
n
+
( n
T
) 1
2
)
= O˜
(
1 +
T
n
)
,
where the last inequality follows from the fact that n < T . Therefore, in Case 4, the achieved regret upper bound is as
follows.
Rn = O˜
(
n
√
1 +
T
n
)
= O˜
(
n
(
1 +
(
T
n
) 1
2
))
. (53)
This is the end of Case 4.
Combining all results of Case 1 (39), Case 2 (40), Case 3 (52), and Case 4 (53), we get the following regret upper
bound.
Rn =

O˜ (
√
n) (T < n−
3
2 )
O˜
(
n
4
5T
1
5 
1
5
)
(n−
3
2 ≤ T ≤ n)
O˜
(
n
(
1 +
(
T
n
) 1
2
))
(n < T ).
This completes the proof.
Lemma 16. Suppose that the space kernel is the squared exponential kernel and evaluation time {ti}ni=1 are extremely
biased, that is, ti = 0 when i 6= n0 and tn0 = T . Then,
Rn = O˜
(√
n
)
,
with high probability.
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Proof. We consider the following partition of {0, . . . , n}:
{di} = {d0 = 0, d1 = n0 − (α+ 1), d2 = n0 + α, d3 = n},
where α is a positive integer to be specified later, which is smaller than n0 − 1 and n− n0. This partition corresponds
to the following finite subsets of T .
T1 = {τ1, . . . , τn0−(α+1)}
T2 = {τn0−α, . . . , τn0+α}
T3 = {τn0+(α+1), . . . , τn}.
We set T ′ = Ti in Lemma 2 for each i = 1, 2, 3. Note that only T2 contains τn0 . In the extremely biased setting, we get
the evaluation time uniformity C,Ti is if i = 1 or i = 3
C,Ti = 0, (54)
and if i = 2
C.Ti = 2(α
2 − 1) min
(
1
2
, T 2
)
. (55)
Recall that the upper bound of the cumulative regret is given by (7). By substituting (54) and (55) into (36), we get
folloiwngs.
Rn ≤
√√√√Cβnn(NγM + 1
2
N∑
i=1
Miφ
(
σ−2
√
C,Ti
Mi
))
+ 2
=
√√√√Cβnn(3γM + 1
2
φ
(
σ−2
√
C,T2
2α+ 1
))
+ 2
=
√√√√√Cβnn
3γM + 1
2
φ
σ−2
√
2(α2 − 1) min ( 12 , T 2)
2α+ 1
+ 2. (56)
For the squared exponential kernel, the maximum space information gain γi is O˜(1) [22]. By substituting this result
and α = 2 into (56) and simplifying it, we get the following.
Rn = O˜
(√
n (1 + min(1, T ))
)
= O˜(
√
n).
This completes the proof.
Lemma 17. Suppose that the space kernel is the Mate´rn kernel with parameter ν and evaluation time {ti}ni=1 are
uniform, that is, ti = Tn . Let c =
d(d+1)
2ν+d(d+1) . Then, if T < n
− 32 , then
Rn = O˜(
√
n1+c,
and if n−
3
2 ≤ T ≤ n, then
Rn = O˜
(
n
4−c
5−2cT
1−c
5−2c 
1−c
5−2c
)
,
and if n < T , then
Rn = O˜
(
n
(
1 +
(
T
n
) 1
2
))
,
with high probability.
Proof. The proof is almost same as that of Lemma 15.
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Figure 3: Averaged cumulative regret for the squared exponential and Mate´rn (5/2) kernel in the uniform and biased
settings.
Lemma 18. Suppose that the space kernel is the Mate´rn kernel with parameter ν and evaluation time {ti}ni=1 are
extremely biased, that is, ti = 0 when i 6= n0 and tn0 = T . Let c = d(d+1)2ν+d(d+1) . Then,
Rn = O˜
(√
n1+c
)
,
with high probability.
Proof. The proof is almost same as that of Lemma 16.
Combining all results, we obtain the result of Theorem 4.
E Additional Experiments
In this section, we will show results of additional experiments which use another acquisition function, Expected
Improvement (EI) acquisition function [12].
The all experimental setting are same as those in Section 5. The results are given in Figure 3.
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