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Abstract 
 
Assigning economic value to renewable resources has become a major concern in environmental  
management. A common difficulty in this context is that a process-based representation of the 
underlying bio-physical processes necessarily causes the model specification to depart from the 
basic postulates of micro-economic theory, as it corresponds to a technology characterized by 
non-convexity, lack of  free disposal, and no possibility of inaction. Consequently, regular 
valuation procedures do not apply, and current practice has become either to discard the 
irregularities in technology or to restrict the valuation procedure to impact assessments for a 
limited number of scenario simulations. In this paper, relying on capital theory, we describe a 
technique that enables us to effectuate a comprehensive valuation despite the non-standard 
features. It calculates marginal returns over an infinite time horizon of variations in inflows 
(raindrops) or adjustments in structural characteristics of the bio-physical process, in the steady 
state with all stocks. It can be implemented without analytical calculation of derivatives, because 
these marginal returns can be computed as the Lagrange multipliers of a mathematical program. 
We also discuss various extensions to account for random variability and for non-stationarity 
arising in as a consequence of, say, technical progress, population growth, and climate change. 
 
 
 
  
 
 
 
1.   Introduction 
1 
 
In response to environmental pressures, policy makers are increasingly faced with the task of 
managing natural resource systems such as the nutrient flows in the groundwater, the carbon 
cycles in the oceans and the atmosphere, or the hydrology in a river basin. They have adopted 
dynamic simulation models as their common tool of analysis and virtually every policy study on 
the subject includes a socio-economic as well as an environmental impact assessment. There is 
even a class of models known as Integrated Assessment Models (IAMs) linking both: and yet, the 
assessments are less integrated than might seem at first. 
  On the one hand, engineers have collected ample technical information on the processes 
under investigation  and conducted elaborate model simulations to study the effect of 
interventions in the biophysical sphere, such as adding fertilizer, burning more fossil fuel or using 
more water for irrigation. But the economic components of their studies take the outcome from 
the physical process as given and compute their impacts on specified  variables, say, nutrient 
demand by crops or water demand by farm households, which are then returned to the 
biophysical model. This typically is the realm of cyclical process-based models characterized by 
stock, flows and feedbacks, and complex dynamic interlinkages between specialized modules. 
Formally, the mathematical structure is that of a system of (usually) deterministic, nonlinear  
difference equations that are simulated over a finite horizon.  
  On the other hand, economic models incorporate engineering information in a highly 
stylized form. They customarily treat all natural inputs as being either fixed or exhaustible, and, 
except for stock depletion, neglect all feedbacks from economic activity to the environment. One 
reason might be that economic statistics are not collected at time intervals that match those of 
biophysical models, but there is a deeper problem at theoretical level. In micro-economic theory 
all physical processes are represented within the production activities of firms, and are in 
principle supposed to satisfy the basic conditions of perfect divisibility and possibility of inaction 
that guarantee convexity of the technology set and allow to maintain continuity of derived supply 
and demand functions. Divisibility means that production is viewed as a transformation of an 
input bundle into an output bundle according to techniques that can be applied at any scale, 
including zero. The approach is thus better suited to represent poultry farming than marine 
fisheries. The fish definitely will not disappear the day the fisherman chooses to retire. Once 
feedbacks from human activity to natural resource systems become significant, the non-
satisfaction of the divisibility assumption gets in the way of optimizing behavior by individual 
agents. Furthermore, the complexity of environmental mechanisms generates nonconvexities that 
cannot be captured in terms of discrete alternatives. Consequently, the models that maintain 
optimization adopt scenario approaches that keep environmental resources exogenous. This is for 
example the case in studies of climate change (Fischer et al., 1996). Models with nutrient flows 
can account for the full cycle of manure and crop residues within the farming system to the extent 
that the mechanism can be represented within a convex production set,  but not as soon as 
feedback effects come into play. For water allocation, several large scale programming models 
were built to assess the costs and benefits of water development projects,
2 and to determine user 
                                                 
1 Earlier versions of this paper were presented at respectively the IIASA seminar on Land Use Change, 
Laxenburg, Austria, March 2000, and the Conference on Development Policies for the New Millenium, IGIDR, 
Bombay, July 2000. 
2 This stimulated applied research on the subject as well as the design of new software tools, e.g. the GAMS 
mathematical programming language. The Indus Surface Network Submodule, and the Indus Agricultural 
Model are standard examples in the GAMS library (Brooke et al., 1996).  
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charges for water, and hydro-electricity (Easter et al., 1999, Rosegrant and Binswanger, 1994). 
Current studies often focus on the optimal use and pricing by means of pseudo-market 
mechanisms, whereby permits, say, on water use or nitrate and carbon-dioxide emissions, replace 
the usual property rights over resources, precisely because the oceans or the atmosphere 
themselves cannot be privatized. Then, determining the appropriate level of use becomes a task 
for planners and policy analysts.  
  Thus, two points stand out. First, the process-based models treat socio-economic behavior 
in separate modules within the system. These models cannot be used to answer normative 
questions, say, where to locate zones with highest priority for intervention or how to measure 
resource scarcity, since there is no decision maker in the model overlooking  - i.e. maximizing 
subject to  - these dynamic equations. Second, the economic (optimizing) models treat the 
environment a s exogenous because they cannot accommodate the representation of large 
‘organisms’ within a setting of convex or integer programming.  
  In the present paper we apply principles of capital theory to attribute economic value to 
resource inflows, and specify a numerically implementable procedure whereby the value is 
obtained as a dual variable, i.e. as a Lagrange multiplier of a specific mathematical program that 
can accommodate essentially any process-based model written in analytical form. This process-
based model can be considered as constituting a set of ‘primal’ equations that describe ‘what 
happens’ physically in the system, whereas the economic valuation can add a ‘dual’ element to 
indicate ‘how important’ this is for the economy, while accounting for all indirect effects, and 
maintaining sustainability conditions. The calculation of these dual variables only needs the 
primal equations to be available in explicit form as constraints of a mathematical  program. 
Although the approach would also apply to carbon or nutrient cycles, we treat the water flows in 
a river basin as our reference.  
  The paper proceeds as follows. Section 2 recalls some basic elements of capital theory and 
draws a parallel with hydrology. Section 3 introduces the valuation principles of capital theory in 
a standard, linear economic model of optimal resource allocation. Section 4 applies these 
principles in a process-based model in which resource use is a known function of available capital 
and inflows. It also considers climatic variability and extends the treatment to non-autonomous 
systems, so as to account for technical progress and population growth, requiring valuation in the 
absence of a steady state. Section 5 concludes. 
 
 
2.  Hydrology, ecology, and capital theory 
 
The scarcity  of fresh water and hence the need to consider water an economic good is 
increasingly recognized in international fora, witness the declarations at the Dublin Conference in 
1992 and the recent World Water Forum in The Hague. At the same time, the damaging floods in 
Mozambique recently recalled that water may also act as an economic bad. Obviously, over the 
centuries the Dutch experience has been mixed on this score. Nowadays, hydrologists who used 
to focus on physical engineering aspects have also come to accept this view. For instance, 
Hoekstra et al. (2000) emphasize the need to attribute a marginal value to water at the different 
stages of the water cycle, based on its use value downstream. The authors present an application 
for the Zambesi basin in which  the marginal value is computed by calculating the effect on 
downstream economic production of a small variation in the inflow upstream during a single 
year. This is a first step towards economic valuation within a process-based model. The next steps 
would distinguish stocks and allow for reproduction over an infinite horizon so as to account for 
cycles, as in the economic theory of reproduction.  
 
 
 
3 
  Ever since the eighteenth century, attempts were made to attribute all value of consumer 
goods to the factors needed for their production, such as land or labor. The Physiocratic primacy 
of land and the Marxist labor theory of value are well documented examples. The aim was often 
to justify, or to criticize, existing institutional arrangements for rewarding factors and distributing 
income. However, even the earliest writings recognized that all production factors are to be 
viewed as commodities that must themselves be produced by means of other commodities. Land 
needs labor for its cultivation and the worker needs food. Thus, classical authors were always 
concerned with the issue of reproduction rather than production, and paid due attention to the 
cyclical nature of this process, its stocks, and its sustainability.
3 Their price theories maintained 
an explicit link between the prices of stocks, i.e. of capital goods, and the prices of flows of 
manmade goods and services.  
  From the outset, all intentions of designing a ‘technological’ theory of value separately 
from the preferences and behavior of economic agents met with criticism in scientific as well as 
political circles. We will not try even to sketch the ensuing debates, and merely mention that most 
of these ended only in the early 1970s, when the separation had to be given up. General 
equilibrium theory was gradually accepted as the core framework  and capital theory became 
incorporated into it.
4 But by the same token, as divisibility became a basic and generally accepted 
requirement, capital theory lost its capability of dealing with arbitrary technologies, and this has 
important consequences for its ability to deal with ecological issues. 
  Even though water, plant nutrients and fossil fuels have an economic value that is not 
independent of the behavior of producers and consumers, they nonetheless offer a special 
opportunity to apply the main concepts of traditional capital theory, without adopting the 
divisibility assumptions of the general equilibrium model. First, precisely because they are part of 
environmental resource systems, their flows are far more isolated from the rest of the economy 
and less under human control than, say, those of food or fuel. Second, unlike most economic 
goods, they are physically not subject to any technological change, and to a large extent 
homogeneous, although various qualities may have to be distinguished. This makes it possible to 
treat hydrology as a reproduction process, presumably of one-year duration, that can be cast in 
mathematical terms more reliably than most other production functions. Hence, a river basin can 
be represented as a spatial -temporal transformation process with the water inflow - from rain and 
affluents - at every location at the source as input and the outflow - say, human use, outflow to 
the sea and evaporation - as utilizations. Third, though water or nutrients may be scarce, the basic 
constituents are never ‘destroyed’ and are permanently being renewed through the hydrological 
or biological cycles. Finally, in view of the seasonality pattern and the immutable physical 
properties, it is - disregarding time trends  - possible to define sustainable use in relatively 
straightforward terms as an association of demand and stock levels that can replicate indefinitely. 
Among the major  differences from the production functions of general equilibrium theory, we 
mention three.  
  First, general equilibrium theory relies strongly on the divisibility assumption that agents 
can mix production techniques and consumption bundles at will, like in a chemical laboratory, a 
bakery or a restaurant. This makes it possible to obtain the fundamental convexity properties of 
production and consumption sets on which much of modern theory is resting. In agriculture, 
biological processes have to be accounted for as well, but since the individual plant and chicken 
are very small relative to the field and the flock, it often is possible to treat the technology as 
                                                 
3 Von Neumann (1945), Sraffa (1960), Morishima (1960). Morgenstern and Thompson (1976). For reviews of 
these theories, see Morishima (1973), and Stolwijk (1987). 
4 See Debreu (1959), Stokey and Lucas (1989) dynamic models with capital accumulation; see also Ginsburgh 
and Keyzer (1997, chapter 8) for a discussion of dynamic general equilibrium models.  
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divisible.
5 But imagine that all eggs on the farm were produced by one huge hen. Then, it would 
no longer be possible to vary the  number of chicken, it would be essential to keep the hen alive, 
and consider its individual response to feed, light and other external factors. For this, a process-
based model would be needed. Yet as long as the number of farms was large and adjusting 
through free entry and exit, it would be possible to maintain the divisibility assumption through 
adjustment in the number of farms in operation. However, most environmental processes do not 
stop at the farmgate. Their size is better understood in terms of a gigantic, national hen. They 
follow laws of their own without much scope for human interference and for mixing of 
technologies.  
  Secondly, in natural systems the controllability of input (inflow) and output (outflow) is 
limited, as there is no producer on earth with sufficient control to stop all flows. Consequently, 
flows may become excessive and cause damages e.g. through floods or sedimentation. Similarly, 
if the hen was very large the farmer would have no possibility of inaction  as he must keep the 
hen alive and he would presumably have to deal with waste disposal in a professional manner (no 
free disposal).  
  Finally, while the international community may have come to the insight that natural 
resources such as water should be seen as an economic good, in practice only the part of the cycle 
closest to the end user qualifies as such. Clearly, these economic goods should be differentiated 
according to their location, as water in the cloud is not the same as water in the tap. The cloud 
will never be privatized or even paid for. This highlights the need to assess indirect effects so as 
to inform decisions at the few points where intervention is feasible. Moreover, if the natural 
resource system, say, the hen of the earlier metaphor, was so large as to occupy the whole 
province, it would not be meaningful for the farmers to distribute property in a physical sense, 
with one farmer owning the left eye and the other the beak. Property rights could be attributed of 
the final product, the eggs, and possibly over byproducts such as manure,  but arrangements at the 
input side would have to be dealt with in another way and the property rights over these parts 
would presumably have to be expressed as shares in the total system, much like in a corporation, 
where the shareholders do not individually possess rights over a specific building or machine. 
Whereas this sharing of property rights permits to circumvent one aspect of indivisibility, the 
major barriers to full privatization are the non-convexity and limited controllability of the 
production process itself. Finally, c onsiderations of inter-generational equity may constitute a 
further barrier to full privatization. If all natural resources are given in property of the present 
generation, income distribution may become skewed to the detriment of future generations, and 
welfare may deteriorate over time.
6 This may be overcome by attributing the property rights to a 
trust fund that only distributes part of its revenue to the generation alive.
7  Here, we focus on the 
resource systems themselves and disregard all equity aspects.   
 
Model-based marginal valuation 
 
In this paper, we are exclusively concerned with model -based, marginal valuation. Hence, we 
assume that the natural resource system can be represented through a model with continuously 
differentiable functions, and that its is possible to assess its performance by means of a single 
                                                 
5 Formally, consider the possibly non-convex production set Q￿￿
n of feasible net outputs, and that Y admits 
inaction (0˛Q). Now the divisibility assumption means that it is possible to activate production processes q i in 
Q, i=1, .., n, that can be mixed in arbitrary proportions. This permits to define a production set Y ={y| y=￿ i l i q 
i, q˛Q, ￿ i l i = 1} that is convex. 
6 See Mourmouras (1993). 
7 See Gerlagh and Keyzer (2000).  
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value criterion. Obviously, both assertions may be unrealistic in many circumstances. In fact, in 
the environmental economics literature the concept of value function generally refers to 
assessment protocols for bringing a minimum of inter-expert comparability in otherwise 
subjective expert judgements. These value functions are usually non-differentiable by design (see 
e.g. Keeney and Raiffa, 1976; Beinat, 1995). The value functions to be described here may be 
viewed having been generated by one expert with a single value criterion on the basis of a 
suitable model. One possibility for aggregating over experts might be to attribute some 
probability weight to their judgement, or some importance weight assessing the loss from their 
judgement being correct and neglected. If the number of experts was large this would also permit 
to restore differentiability of the aggregate value functions (e.g. through application of some 
smoothing technique). However, these issues of aggregation fall beyond the scope of the present 
paper.  
  We are now ready to introduce the main formal concepts and their notation. We consider a 
system with given input w, the m-dimensional nonnegative vector, and a continuous performance 
or value  function V(w). The marginal contribution of input is the derivative or (sub-)gradient of 
this function. Whenever the analysis aims at raising the system’s performance, this derivative is 
of particular interest since it defines the direction of steepest ascent, i.e. the ideal proportions of 
adjustment, and thus the priority for intervention. However, in an economic context (e.g. Debreu, 
1959), this marginal contribution is relevant even when the input is kept fixed.  
  First, if the value function is homogeneous of degree one and differentiable,
8 then, by 
Euler’s rule, the marginal values sum to the total value: w w ￿ = w )' ( ) ( V V , even though some 
marginal values might be negative, reflecting damages. We show in section 4.3 below that this 
homogeneity assumption is not restrictive. Thus, marginal valuation permits to distribute all value 
to primary factors. Thus, it satisfies an basic consistency requirement. 
  Second, in economic models the marginal value often corresponds to the market price. For 
example, in a competitive economy with given endowments w, the value function can be defined 
as:
 9 
 
￿ w £
￿ a = w
‡
i i
i i i i
0 c
c              
subject to
  ) c ( u max ) ( V
i
                   (1)     
 
where ) c ( u   i i  is the utility function of consumer i, i c the consumption and  i a the given positive 
welfare weight. The key element in this specification is that consumers compete for the same 
resource, as reflected in the summation constraint. This makes it possible to achieve, under an 
appropriate concavity a ssumption on the utility function, a socially optimal outcome in a 
decentralized way, with the individual consumer (e.g. the user of water) maximizing the utility 
criterion  ) c ( u i i subject to a budget constraint  i i h c ' p = , for given income  i h , where p is the 
derivative of the value function - the Lagrange multiplier in (1)  -and  ' p denotes the vector 
transpose. This marginal valuation is then said to support a Pareto efficient allocation - no one 
could be better off without making anyone worse off - and thus has a normative justification.  
Finally, the prices may allow to decentralize income formation as well,  through privatization, i.e. 
by distributing to consumers the property rights over the resources. The individual consumer will 
                                                 
8 This means that f(lx) = lf(x) for any nonnegative value of the scalar l. 
9 We follow Stokey and Lucas (1989) and use the notation of mathematical programming. The symbols under 
the max-operator designate the choice variables. Other alphanumerical symbols denote constants.  
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then sell his property i w in exchange for other goods (the associated solution, a competitive 
equilibrium, corresponds to specific welfare weights in (1)). This is both a practical and a 
normative justification of the concept. 
  Be this as it may, the principle of marginal valuation has been criticized widely, notably in 
the Marxist literature, as being opportunistic and unfair mainly because it rewards marginal as 
opposed to average contribution, and because it rewards capital as opposed to effort. A discussion 
of the objections falls beyond the scope of the present study. We only mention that marginal 
valuation is necessary for providing to individual users and resource managers incentives that 
promote the maximization of the stated value objective. 
  While the specification in (1) admits a vast array of extensions,
10 including the introduction 
of private firms with a convex technology, it cannot incorporate environmental resource systems. 
We already mentioned the non-convexities in the feedback effects of human behavior on the 
environment. These would essentially appear as a non-convexity in a production 
function ) x ,..., x ( m 1 w  relating human activity to inflows. Furthermore, regarding privatization, 
the mere fact that endowments are no longer fixed means that the property over them cannot be 
distributed on the basis of historical rights. Rather, individual property rights can be expressed by 
sharing ownership over the firm operating the p roduction function but the calculation of the 
returns from this firm remains a delicate matter as users’ markets can only establish prices for 
given deliveries w, hence the need to develop a analytical tools for exhaustive marginal valuation 
in these systems.  
 
Cycles, stocks and flows 
 
To represent the full reproduction cycle, we introduce a time dimension, and define the duration 
of a reproduction cycle - or period - as the time necessary for a given (hydrological) pattern of 
inflows to repeat itself if d emand remains unchanged. When abstraction is made of random 
climatic effects, seasonality would suggest choosing one-year duration for most natural processes 
but it would be possible to consider several years as well. Within the period, we distinguish 
stocks and flows by location (within the river basin) and time points (e.g. months). The model 
describes the motion from one time point to the next. To represent this, we introduce the 
following notation.  
  Let the index j=1, …, m define location-date combinations - locations for short  - and 
jt k the (water) stock for location j in cycle t, where the date refers to a time point within the 
cycle. We write  t k and  w for the m -dimensional nonnegative vector of stocks, and inflow 
(raindrops), respectively. The inflow carries no subscript because it is taken to repeat itself 
constantly across cycles. If a seasonal pattern can be represented on a quarterly basis, the cycle 
will distinguish four dates. We only refer to location-date combinations entering the index set but 
the specification is readily extended to include a distinction by physical characteristics of the 
(water) resource (e.g. temperature, quality, depth). How far the cycles extend into the oceans, the 
atmosphere and the soils is dependent on the scope of the study. The more emphasis is placed on 
sustainability, the more closed and thus complete the representation of cycles will have to be.
11 
  Human intervention is represented by means of  the n -dimensional demand activity (or 
water regulation activity) vector with elements  ht d .This activity may involve extraction but also 
                                                 
10 See e.g. Ginsburgh and Keyzer (1997). 
11 See Morgenstern and Thompson (1976) and Stolwijk (1987) for detailed specifications of cyclical processes 
in models of reproduction.  
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rerouting of the resource and permits to account for the fact that some physical substance (water, 
carbon, nitrogen) always returns to the system after use.  
  For ease of exposition, we initially keep the representation linear, leaving out any upper 
limits on flow or stock capacities. The parameters of the linear model are: (a) the control matrix 
C, with possibly negative elements  jh C , indicating how much of the resource is retrieved at time 
point t in location j per unit of activity h; and (b) the semi-positive m·m space-time transition 
matrix T that updates the stock at every location j from one cycle to the next. These matrices have 
special properties. The matrix C has a nonnegative column-sum (it can use and displace but not 
produce the resource) and T has no column and no row with zeroes only (no stock leaves the 
system at once, every stock receives inflow from somewhere) and no column-sum exceeding 
unity (the physical resource does not procreate). The resulting stock adjustment equation reads 
 
, Cd ) k ( T k t t 1 t - w + = +   t = 0, 1, …,                      (2) 
 
for g iven k 0. In a planning model the demand activity is chosen so as to maximize a given 
objective and technology is kept convex. In contrast, demand in a process-based model will be 
specified according to some given behavioral rule while the technology will b e allowed to be 
non-linear and non-convex. 
 
 
3.  Valuation in a planning model  
 
3.1  Valuation over an infinite time horizon  
 
In this section, we introduce the main concepts from capital theory using a linear planning model 
as reference. To determine the v alue of inflows, we treat the geographical unit (river basin, 
province) as a firm that maximizes its discounted (net) revenue from selling the resource in 
quantities  ht d to end users over an infinite time horizon. We denote the returns to resource use by 
the vector p, which is taken to be non-negative,
12 constant,
13 and of the same dimension as 
demand. The use value
14 for one cycle (year) can now be expressed as the inner product  t d ' p . 
Hence, the firm solves:
15 
 
...,   1,   , 0 t           , Cd ) k ( T k                             
subject to                   
d ' p ) ( max ) k   , ( V
t t 1 t
0 t t
t
0 k , 0 d
0
1 t t
= - w + =
￿ r = w
+
¥
= ‡ ‡ +
.                       (3) 
 
                                                 
12 Accounting for damages caused by flooding or excess manure would require p to be made dependent on stock 
levels and inequalities to be replaced by equalities. Here we discard this possibility but we return to the issue in 
section 4.  
13 The price could be derived from the prices of the products (crops) it is used for, but in general it should also 
depend on the availability as in (1). In section 4, we allow for endogenous user prices and here the focus lies on 
the imputation from use to inflow.  
14 Here we only account for the value in use, not for the amenity value of stocks, or the value in existence, but 
this could easily be incorporated. 
15 The program is feasible since dt=0 yields a path with a nonnegative stock.  
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for given k 0, where  r is a fixed, positive discount factor of less than unity. Here the value 
function V(w, k 0) depends on the infinite sequence of inflows w and the initial stock and the 
problem of marginal valuation amounts to calculating the derivative of the value function to  w. 
Yet, as we may also wish to isolate the marginal contribution of the stock and the flow in every 
period, we treat the beginning of period stocks and the inflows as variables t t g , k
~
, and determine 
their shadow prices as Lagrange multipliers  t t ,m y , respectively: 
 
) (                    0,1,...       t , k k
~
          
) (                                             g           
) (               Cd ) g k
~
( T k           
to   subject
d ' p ) ( max ) k   , ( V
t t t
t t
t t t t 1 t
0 t t
t
0 k
~
, 0 k , 0 g , 0 d 0
t 1 t t t
y = £
m w =
l - + =
￿ r = w
+
¥
=
‡ ‡ ‡ ‡ +
            (4) 
 
Marginal values. The Lagrange multipliers in brackets denote the relevant marginal values. 
Specifically, the multiplier mt and attributes a marginal value to the annual inflow (raindrop). The 
sum of mt over periods is equal to the derivative of the value function with respect to w. However, 
this infinite horizon problem does not offer a tractable framework for computing these 
multipliers. One option is to approximate it by a finite horizon solution, say, over the time 
interval [0, tf] but this might be cumbersome in view of dimensionality. 
 
Sequence of single period problems. At this point, applying a basic notion from capital theory, we 
observe that this problem can be written equivalently as a sequence of single period decisions, 
whereby the firm maximizes the current return plus the discounted value of the end-of-period 
stock. We can now calculate an optimal level of demand activity by solving the linear program 
for a single cycle t.  
 
) (                                          , k k
~
          
) (                                             g           
) (               Cd ) g k
~
( T k           
to   subject
k '   d ' p max
t t t
t t
t t t t 1 t
1 t 1 t t
0 k
~
, 0 k , 0 g , 0 d t 1 t t t
y £
m w =
l - + =
y r +
+
+ +
‡ ‡ ‡ ‡ +
                      (5) 
 
for t = 0,1, …, and for given k 0. Now the problem is to attribute end-of-period stock that 
coincides with the corresponding multiplier in (4) so as to preserve the equivalence with the 
infinite horizon program.  
 
Exhausting the surplus. We note that the value function is homogeneous of degree one in initial 
stocks k 0 and inflows  w, since both the objective and the constraints are homogeneous degree 
one, in the optimum all value of the single period problem accrues to the constraints: 
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, k '   '   k '     d ' p t t t 1 t 1 t t y + w m = y r + + +             (6) 
 
expressing that the value of single (beginning of ) period demand plus the value of the end of 
period stock discounted to the beginning of the period is equal to the value of the inflow plus the 
value of the initial stock. Process-based models will seldom possess this property, and this will be 
seen to cause a special problem, because the measurement of value loses much of its relevance 
when all value cannot be attributed to underlying factors. 
 
3.2  Valuation in the steady state 
 
Here, we limit attention to the steady state, when both the stock prices and their levels reproduce 
indefinitely, and we interpret this as sustainable use, albeit that the infinite horizon trajectory 
resulting from (4) might not converge to this level.
16 Program (5) determines the optimal end 
stock k t+1 and the price yt, for given initial stock k  t and end-price y t+1 as given parameters. To 
construct the steady state, we d rop time subscripts and denote these parameters by barred 
symbols. Hence, program (5) becomes: 
  
) (                                         , k k
~
        
) (                                          g         
) (                    Cd ) g k
~
( T k         
 to subject
k '   d ' p max
0 k
~
, 0 k , 0 g , 0 d
y £
m w £
l - + =
y r +
‡ ‡ ‡ ‡
              (7) 
 
This program specifies a mapping ) k , ( ) k , ( y ￿ y , whose fixed point defines a steady state. The 
assumed properties of the matrix T (no procreation) guarantee existence of such a steady state.
17 
In view of the inequality constraints, all marginal values are nonnegative. It is important to note 
that this steady state cannot be obtained by imposition of the restriction  k
~
k = within the program 
but has to follow from the optimal choice.  
 
Value attribution. In the steady state, the value balance (6) can be rewritten as 
 
*, k *'   )   1 ( *' * d ' p y r - + w m =                  (8) 
 
where d*, k* and  m*,y* denote values at the optimum. Since to the discount factor corresponds 
the discount or rental rate r according to ) r 1 ( 1 + = r , the term  ) 1 ( r - on the right hand side can 
be interpreted as the rental price of stocks, discounted to the beginning of the period. Dividing 
                                                 
16 One could also define, possibly to at the stage  of model calibration, a sustainable demand on the basis of 
initial stocks, and a selected number of basic demand activities, denoted by the subscript B: 
  ].
0
k ) T I ( T [ 1
B
C
Bt
d - - w - =  
17 Technically, the mapping is upper-semicontinuous, convex valued since it is a linear program, and it maps a 
compact space into itself since by the assumptions on the matrix T water cannot procreate. Hence, Kakutani’s 
fixed point Theorem can be invoked, proving existence of a steady state.  
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left- and right-hand side by this rate amounts to evaluating the returns over an infinite horizon 
and leads to the surplus attribution, at the steady state, for the value function of program (4): 
 
* k *' ) r 1 ( 1 *' r 1 * d ' p r 1 ) k*   , ( V y + + w m = = w ,           (9) 
 
and the marginal returns to a permanent change in inflow are equal to the capitalized price 
. * r 1 m
18 We note that the program will generate a marginal value at all locations, including those 
where the inflow is zero and no contribution is made to the objective. This permits to assess the 
scarcity of the resource throughout the region (river basin) under consideration.  
 
Pricing and computation. Regarding computation, the task is to solve linear program (7) at a 
steady state. This amounts to finding a pair ) k , (y such that  ) k , (y = ). k , (y  We can take the first-
order conditions of this program and since all returns p are non-negative, we can assign 
,   and   k k
~
k y = y = = and substitute  w = g and define a linear complementarity problem: 
 
Cd ) k ( T k
'     T '
0 '
0 d                          C ' ' p
0 k
~
                        ' T '
0 k                          ' '
- w + =
m = l
‡ y
‡ ^ l £
‡ ^ y £ l
‡ ^ l £ ry
                          (10) 
 
where 0 y     0 x ‡ ^ ‡  is equivalent to the expression  . 0 y ' x , 0 y   , 0 x = ‡ ‡  The actual valuation 
proceeds as follows. Let E 1, T 1  denote the columns of the unit matrix and the matrix T 
corresponding to positive stocks, and let C 2  consist of the columns of C that correspond to 
positive demand. We observe that 
 
(i)   j j l = ry , and 
(ii)  j j T ' y = l , whenever kj > 0 
(iii) 0 d  whenever  , p C ' h h h > = l , 
 
which can be interpreted as follows. In (i) the price j l  is the price at the end of the current or the 
beginning of the next period. Hence, it discounts the stock price j y . In (ii) the stock prices must 
satisfy a transformation restriction whereby the value j y of a unit of the resource at location j is 
equal to the sum of its discounted values at its immediate destinations. The formulation also 
shows that whenever  j k  is positive, the price  j l  is equal to the discounted stock price j y which 
will then be equal to the price j m of the inflow at the same location, because stocks and flows are 
                                                 
18 In terms of the Marxist debates on the equitable reward to capital (see e.g. Morishima, 1973), the expression 
highlights that whenever society has a finite rate of discount, capital needs payment, independently of whether it 
has an owner at all, let alone whether the owner has monopoly power.  
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perfect substitutes (water has no age) in the flow equation (2).
19 Condition (iii) indicates that a 
positive demand carries a price equal to the net value of the resource content. For demand at 
location j this means that the users who compete for this resource at that will have to pay the price 
prevailing there, minus the value of downstream use, all within one cycle.  
  The computational problem amounts to finding a basis with nonnegative stocks and 
demand activities for which 
 
[ ] [ ] ' p , 0 C   , T E ' 2 2 1 1 = r - r - l                           (11) 
 
yields nonnegative l, while the resulting y and m meet the inequality restrictions in (10). Linear 
complementarity problems can be solved by dedicated software but in practice one often treats 
the inequalities of (10) as linear constraints of a mathematical program that minimizes the 
product terms of the linear complementarity relation, and a solution is found when all these terms 
are zero.  
 
3.3  Payments and property rights 
 
We did not answer the question as to who should receive the payment, i.e. who owns the 
resource. In agriculture or forestry, the common approach is obviously to parcel out the land in 
lots that can be sold or distributed to individuals. But this only works as long as the interactions 
among the plots can be neglected, e.g. when rain is the main source of water supply and farmers 
buy fertilizer and seeds on the market, as opposed to the situation where water comes from canal 
irrigation and pollution upstream affects yields downstream. More generally, for bio-physical 
systems that have significant spatial interactions over wide areas, geographical parcelling out of 
individual property rights over the environmental resources is not an option. For such systems, 
like in any large factory it is not meaningful to distribute property rights over individual machines 
an buildings to particular owners. The shareholders collectively own the establishment and the 
individual owner possesses a given fraction that applies to all assets alike.  
  Similarly, since the valuation of initial stocks, inflows and demand can be made spatially 
explicit, property rights can possibly be attributed on a territorial basis to countries or regions that 
might subsequently treat their citizens as shareholders. The associated calculations could assist in 
determining international payments, say, for water deliveries, and possible compensation for 
(flood) damages. Even though the modeling of the circulation in the atmosphere may pose 
difficult problems, in terms of payments the cyclical approach does not require keeping track of 
anything that moves and changes along the internal cycles of the environmental system, say, 
water in the clouds, and allows to restrict the attribution of property rights and receipts to inflows 
from outside and initial stocks, while payments are only needed for human demand. 
  However, this territorial approach would not be sufficient to guarantee efficient resource 
use. Since at the level of individual households only demand is observable. Hence, the common 
policy recommendation to promote the efficient use of environmental resources is to focus 
introduce users’ rights to inflows or emissions as artificial inputs, and distribute these, so as to 
allow markets to develop. This amounts to determining the aggregate demand by planning, while 
distributing the property rights for every demand category h among users i as  h i hi d d = ￿ , so that 
                                                 
19 Obviously, the value theory of labor did not treat capital and labor as perfect substitutes. In this theory, 
production of labor involves setup costs that keep wages at a floor level while leaving some of the workers 
unemployed. These elements are nowadays reflected in the efficiency wage literature (Dasgupta, 1993) and 
could be incorporated in the nonlinear model described in the next section.  
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they can trade. The main advantage as compared to water pricing strategies is that it relieves the 
authorities from the task of computing any price at central level, and monitoring that users pay 
their dues, since the owners of user rights will presumably see to it that no one steals their water. 
Yet, besides aspects of environmental management the authorities are left with the difficult task 
of avoiding the emergence of local monopolies and discriminatory practices (see also Easter et 
al., 1999, Rosegrant and Binswanger, 1994).  
 
 
4.   Valuation in a process-based model 
 
4.1  From optimal planning to process-based model 
 
We are now ready to treat the resource regeneration process as an ‘organism’. For this, we treat 
the demand activity as determined by a known behavioral rule or by a law of nature rather than 
by optimal planning. Human behavior becomes a module in the overall system. Optimal choice 
may still prevail within this module, but it is not based on perfect anticipation of the effects on the 
surroundings. This is the common approach in ecological modeling (e.g. Costanza, 1997), where 
ecological variables enter economic modules and vice versa. I n our view, valuation remains 
important in this context, as it could serve to highlight the major driving forces these economic-
ecological models. Indeed, such models might be thought of as residing in the hands of a 
planning agency that no longer has the  ambition to control the flows, and considers human 
demand an empirical phenomenon guided by behavioral rules, but would nonetheless like to 
monitor developments and to find out where to locate its most effective though minor 
interventions, i.e. changes in inflows.  
  To highlight the relationship with capital theory, we initially maintain the linear 
specification of technology, before considering the full non-linear model. The demand function 
describing resource use is specified as F(k,g). After substitution, the dynamic system takes the 
form: 
 
), , k ( CF ) k ( T k 1 t t 1 t w - w + = + +                 (12)   
 
indicating that the system is governed by autonomous laws of motion that do not react to any 
external control. Hence, planning no longer determines the course of events and yet, through the 
marginal values, it may highlight where the most significant events are taking place.  
 
4.2      Valuation in the steady state 
 
As before, we restrict attention to the steady state, i.e. the situation where  
 
), , k ( CF ) k ( T k w - w + =                                     (13) 
and we assume that this equation has a unique, nonnegative solution k*.
20 As before we are 
interested in computing the derivatives of the infinite horizon value function  ) k , ( V 0 w but since 
the stock dynamics are now independent o f the planner, this value function is merely a 
performance criterion whose sensitivity to interventions we seek to assess. 
 
                                                 
20 A fixed point k* will exist whenever F(k,w) remains bounded if one of the elements of k moves to infinity. 
But this fixed point is only a steady state if k* is non-negative.   
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Single-period program. To compute the marginal value of the resource in this extended, now 
purely behavioral program, it suffices to include this demand as a constraint into program (7). At 
this point, we replace the inequality constraints by equalities, and the associated Lagrange 
multipliers may, consequently, adopt negative values and reflect damages. The resulting single 
period program reads: 
 
) (                                         , k k
~
         
) (                                          g          
) (                     Cd ) g k
~
( T k          
) (                                 ) g , k ( F d          
 to subject
k '   d ' p max
0 k
~
, 0 k , 0 g , 0 d
y =
m w =
l - + =
q =
y r +
‡ ‡ ‡ ‡
                         (14) 
 
Clearly, the prices in the objective do not affect the allocation and the objective value of (14) will 
never exceed that in the original program (7), since it contains an additional constraint. T he 
multiplier q associated with this demand constraint provides a measure of the divergence between 
the behavioral rule and overall optimality from the perspective of the planning objective. If it is 
equal to zero, then the solution is a local planning optimum.
21 Thus, this multiplier quantifies the 
importance of the distortion caused by the behavioral rule but since its interpretation is very 
different from the multipliers, we do not refer to it in the sequel. Solving program (14) would 
require determining  a fixed point of a non-linear program, which is usually cumbersome. 
Therefore, we propose an alternative. 
 
Replacing fixed point problem by a trivial nonlinear program. We show that at the steady state 
( ),   and   k k
~
k y = y = =  it is possible to circumvent  the fixed point problem, and that the 
valuation can be obtained by solving a single program. This program is initiated at the steady 
state point k = k*, which is optimal since it is the only feasible point, by assumption. It only 
serves to determine Lagrange multipliers,
22 and reads:  
 
                                                 
21 If the planning problem is convex, it is a global optimum. The multiplier also provides the means to calibrate 
a planning model by appending a penalty term  -q’(d-F(k,w)) to the objective, while dropping the demand 
equation. Instead of the demand function itself, one could also use a first- or higher order approximation 
evaluated at the steady state. 
22 Further applications of this approach can be found in Keyzer (forthcoming). In practice, the main limitations 
relate to size, i.e. to number of nonzero elements in the matrix T, that will generally be sparse, since it should 
only permit movement to adjacent locations and time points.  
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) (                                                           , k ˆ k
~
         
) (                                                             g          
) (                   Cd ) g k
~
) 1 ( k ( T k          
) g , k ( F d          
 to subject
d ' p max        
k
~
, k , g , d  
y =
m w =
l - + r - + r =
=
          (15) 
for  k ) 1 ( k ˆ r - = . This program is trivial in the sense that its choice variables have known values. 
To verify the equivalence at the steady state, we take the first-order conditions of (14), after 
substituting the demand function into the objective:  
 
'. T '   );
g
F
C T ( '
g
F
' p ' ; ' '
k
F
' p y = l
¶
¶
- l +
¶
¶
= m l = ry +
¶
¶
 
 
We observe that the behavioral rule may introduce imperfections that can cause deviations from 
the efficient rules in (10). Substitution of y yields the first-order conditions of (15): 
)
g
f
C T ( '
g
f
' p '
and
) T I ( '
k
f
' p
¶
¶
- l +
¶
¶
= m
r - l =
¶
¶
 
 
We note that rT is a Leontief matrix. It is nonsingular and has a non-negative inverse that can be 
written in series form  ... T T T I ) T I ( 3 2 1 + r + r + r + = r - - . Therefore, the end of period stock 
price l satisfies  , ) T I (
k
F
' p '
1 - r -
¶
¶
= l  indicating that it measures the cumulative marginal returns. 
We also observe that in program (15) the (primal) constraints form a recursive system of 
equations, while the dual restrictions form a simultaneous system. Finally, the solution  can be 
obtained by simple iteration  k 1 k )' T ( l r = l + ,  for k = 0, 1, …. and starting from arbitrary l
0.
23 
                                                 
23 See e.g. Ortega and Rheinboldt (1970).  
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4.3   Allowing for a general process-based model 
 
The next step is to deal with the case of a general process-based model, replacing the right-hand 
side of the difference equation by the nonlinear continuously differentiable function H(k,g,d).
24 
The corresponding nonlinear program is: 
 
) (                                         , k k
~
        
) (                                          g         
) (                             ) d , g , k
~
( H k         
) g , k ( F d         
to   subject
k '   d ' p max       
k
~
, k , g , d          
y =
m w =
l =
=
y r +
              (16)     
 
and the associated problem without stock price in the objective reads: 
 
) (                               . k ˆ k
~
) - (1          
) (                                          g          
) (         ) d , g , k
~
) 1 ( k ( H k          
) g , k ( F d          
 to subject
d ' p max          
k
~
, k , g , d         
y = r
m w =
l r - + r =
=
                        (17) 
 
As before, we can verify the correspondence via the first-order conditions; for  (16) these are: 
 
'
k
H
' ;
g
H
'
g
F
' p ' ; ' '
k
F
' p y =
¶
¶
l
¶
¶
l +
¶
¶
= m l = ry +
¶
¶
, 
 
and substitution of y yields the first-order conditions of (17): 
 
,
g
H
'
g
F
' p '   and   )
k
H
I ( '
k
F
' p
¶
¶
l +
¶
¶
= m
¶
¶
r - l =
¶
¶
 
 
                                                 
24 This function represents the process-based model. If the model is implemented in GAMS it does not have to 
be written out in full but might be specified as a spatial-temporal difference equation representing the transitions 
within the cycle, say, on a monthly basis. A steady state will then be reached if the end-stock in December 
coincides with the initial stock in January. Here we assume that such a model can be accessed or implemented 
on the basis of regressions on data generated by an underlying process model. Alternatively, one could derive 
marginal values by numerical approximation.  
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proving the equivalence. If  k H ¶ ¶ is a Leontief matrix, iterative solution remains possible as 
before but the equivalence also shows that through program (17), it is possible to calculate the 
values on the basis of the process-based model  itself, i.e. without having to specify the derivative 
in analytical form.  
 
Exhausting the surplus. If F(k,g) and H(k,g,d) are homogeneous of degree one, then all value can 
be attributed to the inflow and to capital, and equation (8) and (9) hold as before. If this is not the 
case, the model may be modified by introducing fixed factors h n . These factors are to be included 
in extended functions that can be defined as: 
 
), n / g , n / k ( F n ) n , g , k ( F
~
h h h h h h =               (18) 
 
for , 1 nh = and similarly for 
 
   ). n / g , n / k ( H n ) n , g , k ( H
~
j j j j j j =  
 
These extended functions are now homogeneous of degree one by construction, and if the 
constraints 1 nh = and 1 n j = are introduced in the programs, the value not attributable to stocks 
and flows can be allocated to these fixed factors via the associated Lagrange multipliers. Thus, 
for n denoting the vector of all the fixed factors, the value function  ) n , k , ( V 0 w  will be 
homogeneous of degree one in its arguments. This fixed factor may seem an artificial construct, 
but the associated marginal value has a clear interpretation since it is equal to the net proceeds 
from the system’s operation. If the system could be privatized like an ordinary company,  
shareholder i would possess given fractions ji hi n , n of the firm. Furthermore, in attributing the 
eventual value, it will be practical to distinguish between value sources and value sinks, with 
positive and negative multipliers, respectively, and to present the value function as balancing 
item. Yet, it is convenient to treat these fixed factors as part of the vector  w, and we will, 
therefore, not distinguish them further. 
 
Endogenous returns. The linear objective could be replaced by a function u(d), which can be 
taken to be homogeneous of degree one, since the vector d could include fixed factors. The slope 
of this function might have different signs, which makes it possible to account for flood damages, 
and the negative amenity values of particular stock levels. This function u(d) could itself be the 
value function of a social welfare problem, as in welfare program (1). Its (now endogenous) 
derivative would be equal to the price vector p. The actual specification of such a component is 
highly dependent on the application and falls beyond the scope of this paper.  
 
4.4  Random shocks 
 
We have neglected climatic variability and other random effects. Since marginal returns can be 
computed efficiently by means of program (16), we can envisage repeated application in  Monte 
Carlo simulation experiments that account for random effects.
25 Let the subscript s denote a 
                                                 
25 Randomization could also help to overcome the limitation  that the analysis presented is only local along a 
given dynamic path, as iImportant nonlinearities could be revealed by it.  
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random climatic shock imposed at the steady state. We consider two types of experiments. The 
first imposes a series of independent random shock on the model initiated at the steady state:  
    
) (                                         *, k k
~
        
) (                                         g         
) (                       ) d , g , k
~
( H k         
) g , k ( F d         
) (p                                        d d
~
        
to   subject
k ' *   ) d
~
( u max       
s
s s s
s s s s s
s s s s
s s s
s s s
k
~
, k , g , d
~
, d           s s s s
y =
m w =
l =
=
=
y r +
             (19)   
 
while stocks ks are permitted to deviate from their steady state level. We can stack the results and 
map out, say, the probability of marginal values exceeding given thresholds. Alternatively, i f 
weather shocks follow a regular pattern across years, one may sample a series of multi-period 
shocks and run the single period problems (19) in sequence with  k
~
initialized as the end-stock of 
the previous period rather than at k*. 
 
Risk assessment.  On the basis of the individual drawings s, one could compute summary 
measures such as the expected value even though measures could also be considered, say, to deal 
with extreme events such as floods or storms. For a risk assessment under an expected utility 
criterion, one might, after solving (19) for a series of drawings, use the expected value:  
 
( )
) ~ (                                           *, k k ~         
) ~ (                                         g         
) ~ (                         ) d , g , k ~ ( H k         
) g , k ( F d         
) p ~ (                                         d d ~         
to   subject
k ' *   ) d ~ ( u P max       
s s s
s s s s s
s s s s
s s s
s s s s s
k
~
, k , g , d
~
, d           s s s s
y =
m w =
l =
=
=
￿ y r +
              (20) 
 
for an overall assessment. The marginal value of inflows will now be probability weighted, while 
the marginal value of initial stocks will be equal to the expected value, i.e. the probability 
weighted sum of stock values. If extreme events are important, a non-linear form could be used in 
the objective to aggregate over states. 
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4.5     Non autonomous processes 
 
So far, we only considered autonomous processes, i.e. took all functions and parameters to be 
time-independent (stationary). If climate change, technical progress and population growth have 
to be accounted for, the functions and parameters may become time-dependent, making it 
necessary to generalize (4) into: 
 
) (                                            , k k
~
          
) (                                             g           
) (                      ) d , g , k
~
( H k           
) g , k ( F d          
) (p                                                 d   d
~
         
to   subject
) d
~
( u ) ( max ) k   , ( V
t t t
t t t
t t t t t 1 t
t 1 t t t
t t t
0 t t t
t
0 k
~
, 0 k , 0 g , 0 d
~
, 0 d 0
t 1 t t t t
y £
m w =
l =
=
=
￿ r = w
+
+
¥
=
‡ ‡ ‡ ‡ ‡
+
          (21) 
 
where we assume that the value of the objective remains bounded. While the capital stock could 
be initiated at steady state k* in t=0, there is in general no reason for it to stay there subsequently. 
Hence, we need to solve over an in principle infinite time horizon. But since discounting factors 
vanish eventually, we can approximate the solution by solving over a finite horizon tf, according 
to the following iterative procedure: 
 
(1) For t = 0, 1,…, tf run the process model to obtain the values of  t k . 
(2) Initialize  0 1 tf = y + . 
(3) Evaluate the Lagrange multipliers by solving the single period program backwards (Bellman 
approach), for t = tf,, tf -1, tf -2, …,0: 
 
) (                                    . k k
~
          
) (                                     g           
) (              ) d , g , k
~
( H k           
) g , k ( F d           
) (p                                      d d
~
          
to   subject
k ' ) d
~
( u ) ( max ) k   , ( V
t t t
t t t
t t t t t 1 t
t 1 t t t
t t t
1 t 1 t t t
t
0 k
~
, 0 k , 0 g , 0 d
~
, 0 d
t t t
t 1 t t t t
y £
m w =
l =
=
=
y + r = w
+
+
+ +
‡ ‡ ‡ ‡ ‡ +
        (22)     
 
Here tf is a time period when  e £ r f t ) ( , a constant.   
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Value exhaustion. The multiplier  0 y  will measure the price of initial stock . k0 This price is 
inclusive of all discounted values of capital in the future but since inflows are exogenous, their 
contributions appear separately. For e sufficiently small, and assuming homogeneity of degree 
one, the value exhaustion equation may be written: 
 
( ) *
0 0
t
0 t
t t t
t
0 t
t
t *
0 k ' ' ) d ( u ) ( ) k   , ( V
f f
y + ￿ w m = ￿ r » w
= =
,          (23) 
 
which for constant functions and inflows and  ¥ ﬁ f t reduces to (9). In short, if the system is 
autonomous and in steady state, a single call of the single period program will do. Otherwise, a 
“backward sweep” is necessary, starting at tf.  Finally, we note that in many practical cases it will 
not be possible to avail of a process based model in an analytical form suitable for incorporation 
in mathematical programming software. Then, running the process based model over a prolonged 
period after imposition of minor variations on inflows initial stocks, and fixed factors, in principle 
yields a numerical approximation of the derivative but the numerical accuracy of the technique 
could be problematic.  
 
4.5  Adjusting model parameters  
 
The dimension of the inflow vector g can be extended arbitrarily to include any structural 
parameter of the biophysical model. This makes it possible to modify the valuation procedure in 
order to locate priority zones for implementing structural changes (e.g. filters to absorb carbon 
emissions, or dredging in the river basin). And as the marginal values are actually the gradients of 
the value function, they define the direction of steepest ascent for the variable under 
consideration,  say, the inflows and permit to calculate the ideal spatial configuration of their 
adjustment, by a gradient type algorithm.
26 Furthermore, we observe that it is possible to define 
various objectives, each with a specific, non-overlapping set of instruments (elements of w). The 
model will then define a particular stage of a multi-agent game, and the multipliers point to the 
intended direction of adjustment of choice variables. However, as the process based model was 
taken to define a non-convex action space, the adjustment processes might converge to a local 
rather than to a global solution.  
  Alternatively, the lumpiness can be accounted for by treating interventions as discrete 
projects, i.e. by allowing for a vector d of binary switches , 1   , 0 k = d  as argument of the functions 
of the model. For the autonomous model, the value function will then be  ) , k , ( V 0 d w , and the 
optimal project portfolio will be defined by the d-value yielding highest value. Whereas these 
switches will cause the marginal values to vary discontinuously, these changes permit to highlight 
the shifts in incentives after an intervention. 
 
 
                                                 
26 See e.g. Ortega and Rheinboldt (1970). Obviously, it will be necessary in this case to impose restrictions on 
changes in inflows, or to cost these. Alternatively, a gradient iteration could be used to adjust coefficients of the 
demand function, say, its intercept, until the function agrees with the unrestricted optimal plan. This makes it 
possible to design algorithms that proceed along a ‘realistic’ path and are not hindered by non-convexities at 
irrelevant values of the choice variables.  Following common practices in inventory control, it also allows to 
design policy rules and thresholds  replacing direct controls.   
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5.   Conclusion 
 
To summarize, if  a natural process can be described as an independent chain of events over a 
given time interval, without any reference to the preceding history, it can be represented by an 
autonomous, recursive model. In such a model, the effect of an intervention can be identified by 
perturbing the inflows and calculating the impact on a specified performance criterion. There will 
be no effects upstream in the chain of causation. However, when history matters, it becomes 
necessary to consider repetition in consecutive periods and to include carryover stocks. Upstream 
locations may then be affected in following periods because of cyclical effects, such as an 
induced increase in rainfall. At the steady state of the model, the long term consequences appear 
as solution of a system of simultaneous equations, and all locations may become interdependent. 
The derivatives of the performance criterion will then measure the eventual importance of a 
sustained but small intervention at various locations. The Lagrange multiplier pricing described in 
this paper allows to obtain these derivatives on the basis of the model equations themselves and at 
low computational cost, and thus to generate spatial maps of prices showing the location, type, 
and priority of possible interventions.  
  Intuitively, it might have been attractive to derive the valuation by maximizing a single-
period objective while keeping stocks at steady state level and neglecting the end-period 
valuation. Yet the analysis on the basis of capital theory has shown that this would not correspond 
to a revenue maximizing formulation over an infinite horizon.  
  Our discussion is closely related to the question of privatization of environmental resource 
systems. We described a technique to compute marginal values so as to guide the decisions of a 
planning agency. We also indicated that in case several users compete for the same resource 
inflow, and if abstraction is made of market distortions, the calculation of these marginal values 
might be superfluous as these could also be obtained even if the underlying resource system is 
non-convex, as actual market prices from trade of user rights. Indeed, the policy recommendation 
to promote the efficient use of environmental resources is often to restrict attention to demand, 
and to achieve efficient allocations by assigning rights to inflows or emissions to individuals. 
These rights then become new commodities (artificial inputs) that can be traded. Yet, this only 
allocates a given demand among users without determining the total deliveries, and without 
indicating how human interventions far from the end users should be dealt with. Important parts 
of environmental resource systems may need valuation by non-market means since they are too 
large, too diffuse and too distant from end users to lend themselves to commodification and 
privatization. Simulation models can be useful in this respect.  
  Furthermore, the actual management of the resource systems would require tools that can 
optimize globally over the process based-model without its demand constraints. This is a subject 
for further investigation. Another topic for research is to improve the behavioral rules adaptively 
by searching for function parameters that improve their compatibility with optimal behavior. 
Meanwhile, the next step of the present research is to develop practical applications for a series of 
process-based models of increasing complexity and such efforts are currently underway for two 
river basins (Zambesi, Dniepr).  
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