A new family of continuous probability distributions is proposed by using Kumaraswamy-G distribution as the base line distribution in the Marshall-Olkin construction. A number of known distributions are derived as particular cases. Various properties of the proposed family like formulation of the pdf as different mixture of exponentiated baseline distributions, order statistics, moments, moment generating function, Rényi entropy, quantile function and random sample generation have been investigated. Asymptotes, shapes and stochastic ordering are also investigated. Characterizations of the proposed family based on truncated moments, hazard function and reverse hazard function are also presented. The parameter estimation by method of maximum likelihood, their large sample standard errors and confidence intervals and method of moment are also discussed. Two members of the proposed family are compared with different sub models and also with the corresponding members of KumaraswamyMarshall-Olkin-G family by fitting of two real life data sets.
Introduction
One of the preferred area of research in the filed of the probability distribution is that of generating new distributions starting with a base line distribution by adding one or more additional parameters. Notable among them are the Azzalini's skewed family (Azzalini, 1985) , Marshall-Olkin extended (MOE) family (Marshall and Olkin, 1997) , exponentiated family of distributions (Gupta et al., 1998) , or the composite methods of combining two or more known competing distributions through transformations like betagenerated family (Eugene et al., 2002; Jones 2004 ), gamma-generated familiy (Zografos and Balakrishnan 2009, Ristic and Balakrishnan, 2012) , Kumaraswamy-G (Kw-G) family (Cordeiro and de Castro, 2011) , McDonald-G family (Alexander et al., 2012) , beta extended-G family , Kumaraswamybeta generalized family (Pescim et al., 2012) , exponentiated transformed transformer family (Alzaghal et al. 2013) , exponentiated generalized family , geometric exponential-Poisson family (Nadarajah et al., 2013a) , truncated-exponential skew symmetric family (Nadarajah et al., 2013b) , logisticgenerated family (Torabi and Montazari, 2014) , Kumaraswamy Marshall-Olkin-G family (Alizadeh et al., 2015a) , generalized odd log-logistic family (Cordeiro et al., 2016) , generalized gamma-Weibull distribution (Meshkat et al. 2016 ) and generalized transmuted-G family (Nofal et al., 2017) . While the additional parameter(s) bring in more flexibility at the same time they also complicates the mathematical form of the resulting distribution, often considerably enough to render it not amenable to further analytical and numerical manipulations. But with the advent of sophisticated powerful mathematical and statistical softwares unlike in past now a days more and more complex distributions are getting accepted as viable models of data analysis. Tahir and Nadarajah (2015) provided a detail review of how new families of univariate continuous distributions can be generated through introduction of additional parameter(s).
Marshall-Olkin Extended (MOE) family of distributions
Starting with a given baseline distribution with pdf ) (t f , cdf ) (t F , Marshall and Olkin (1997) and ) (t r is the hrf and rhrf of the baseline distribution. It is obvious that many new families can be derived from Marshall-Olkin set up by considering different base line distribution F in the equation (1) . These new families are usually termed as Marshall-Olkin extended F distribution. For detail see Tahir and Nadarajah (2015) . Jayakumar and Mathew (2008) generalized the Marshall-Olkin set up by exponentiating the MarshallOlkin sf as
This method is called method of Lehmann alternative 1 due to Lehmann (1953) . Tahir and Nadarajah (2015) proposed another generalization through Lehmann alternative 2 due to Lehmann (1953) by exponentiating the Marshall-Olkin cdf as
[for more on Marshall-Olkin family see Barakat et 
Kumaraswamy-G (Kw-G) family of distributions
For a baseline cdf ) (t G with pdf ) (t g , Cordeiro and de Castro (2011) defined Kw-G distribution with cdf and pdf
and
where
are shape parameters in addition to those in the baseline distribution which partly govern skewness and variation in tail weights. For a lifetime random variable T, the sf, hrf, rhrf and chrf for distribution in (4) are given respectively by
Recently, Alizadeh et al., (2015a) proposed the Kumaraswamy Marshall-Olkin family of distributions by using the Marshall-Olkin cdf in that Kw-G family and studied its many properties. The main motivation behind the present article is to propose a new family of continuous probability distributions that generalizes the Kw-G family as well as the Marshall-Olkin extended family by integrating the former as the base line distribution in the latter. We call this new family the Marshall-Olkin Kumaraswamy-G (MOKw-G) family of distributions which encompasses many known families of distributions and study some of its general properties, characterizations and parameter estimation. We also carry out two real life data modeling applications.
The rest of this article is organized in six more sections. In section 2 the new family is defined along with its physical basis and list of some important sub models. In section 3 we discuss few important general results of the proposed family. In the next section some characterization results are presented while different methods of estimation of parameters are presented in section 5. In section 6 we present two examples of comparative data fitting. The paper ends with concluding remarks in the final section.
MOKw-G family of distributions
We now propose a new extension of the MO family by considering the cdf and pdf of Kw-G distribution in (4) and (5) as the ) ( and ) ( t F t f respectively in the MO formulation in (3) and call it MOKw-G distribution with pdf given by
Similarly using equation (4) in (2) the cdf, sf, hrf, rhrf and chrf of MOKw-G are respectively obtained as
The pdf in equation (6) 
Some special members
In this section we provide some special cases of the MOKw-G family of distributions and list their main distributional characteristics. 
The MOKw-exponential (MOKw-E) distribution
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The MOKw-Lomax (MOKw-L) distribution
Considering the Lomax distribution (Ghitany et al., 2007) with pdf and cdf given by
the pdf, cdf and hrf of MOKw-L distribution are respectively given by 
Genesis of the distribution
ii. if N has a geometric distribution with parameter α
Shape of the density and hazard functions
Here we have plotted the pdf and hrf of the MOKw-G by choosing exponential, Weibull and Lomax distributions for G with given parameter values to study the variety of shapes assumed by the family. From the plots in figures 1 and 2, it can be seen that the family is very flexible and can offer many different types of shapes of density and hazard rate functions including the bath tub shaped for hazard.
General results
In this section we derive certain general results for the proposed MOKw-G family following the methods described in Barreto-Souza et al. 
Series expansions
Consider the series representation
This is valid for
and using equation (10) in equation (6), we obtain
] can be derived as
The density function (6) can also be expressed as
Hence for 1 > α , using equation (10), we get
Similarly for 1 > α , the survival function of MOKw-G can be expressed as
On using equation (10) we get 
Order statistics
Now using the general expansion of the pdf and sf of MOKw-G distribution from section 3.1, we get the pdf of the th i order statistic for of the MOKw-G for )
where 
k j C′ and η defined in section 3.1 Remark 1. Equations (11)- (16) reveal that the density functions of the MOKw-G distribution and that of its order statistics can be expressed as a product of the baseline density ) (t f with an infinite power series of (.) G and also as a mixture of exponentiated-G distributions under Lehman alternatives. These results play important role and may be used to obtain explicit expressions for the moments and moment generating function (mgf) of the MOKw-G distribution and of its order statistics in a general framework and also for special models using the corresponding results of exponentiated-G distributions.
Moments
The probability weighted moments (PWMs), first proposed by Greenwood et al. (1979) 
The th s moment of T from equations (11), (12) for
and from equation (13) for , 1 > α can be written as
respectively, where
The PWM can generally be used for estimating parameters quantiles of generalized distributions. These moments have low variances and do not possess severe biases and they compare favourably with estimators obtained by maximum likelihood (Alizadeh et al., 2015b (15) and (16) 
Moment generating function
The mgf of MOKw-G family can be easily expressed in terms of those of the exponentiated Kw-G distribution using the results of section 3.1. For example, using equation (14), it can be seen that
where j η is define in section 3.1 and X follows exponentiated Kw-G distribution.
Entropy
In this subsection we present results on Renyi entropy and relative entropy.
Rényi entropy
The entropy of a random variable is a measure of uncertainty. The Rényi entropy is defined as
, the Rényi entropy of T can be obtained as the Rényi entropy of T can be obtained as
Relative entropy
The relative entropy (R.E.) between two distributions with pdfs ) ( and ) (
This is also known as Kullback-Leibler divergence (distance) (Kullback, 1959 
Asymptotes and shapes
Here we investigate the asymptotic shapes of the MOKw-G family. (6), (7) and (9) as 0 → t are given by (6), (7) and (9) as
Proposition 1. The asymptotes of equations
α } ) ( ) ( { ) ( 1 − a t G t g b a t f as 0 → t 0 ) (t F as 0 → t α } ) ( ) ( { ) ( 1 − a t G t g b a t h as 0 → t .
Proposition 2. The asymptotes of equations
The shapes of the density and hazard rate functions of the MOKw-G can be described analytically by looking at their critical points which are the roots of the equations
The number of roots of (17) may be more than one. In particular, if 0 t t = is a root of (17) then it corresponds to a local maximum, a local minimum or a point of inflexion depending on whether 0 
Stochastic orderings
In this section we study the stochastic ordering of the MOKw-G distribution. Stochastic ordering properties have applications in diverse fields such as economics, reliability, survival analysis, insurance, finance, actuarial and management sciences (Shaked and Shanthikumar, 2007) . Let X and Y be two random variables with cfd's F and G, respectively, survival functions
, and corresponding pdf's f and g. Then X is said to be smaller than Y in the likelihood ratio order 
This is always less than 0 since
Characterizations
Characterization of distributions is an important research area which has recently attracted the attention of many researchers. This section deals with various characterizations of MOKw-G of distribution. These characterizations are based on (i) a simple relationship between two truncated moments; (ii) the hazard function; and (iii) It should be mentioned that for characterization (i) the cdf is not required to have a closed form.
Characterization based on two truncated moments
Here we present a characterization of MOKw-G distribution in terms of a simple relationship between two truncated moments. The first characterization result employs a theorem due to Glanzel (1987) , stated below. Note that the result holds also when the interval H is not closed. Moreover, as mentioned above, it could be also applied when the cdf F does not have a closed form. As shown in Glanzel (1990) , this characterization is stable in the sense of weak convergence. Glanzel, 1987 
Theorem 2 (By
Proof. Let T be a random variable with pdf in equation (6), then 
The general solution of the differential equation in Corollary 1 is
where D is a constant. Note that a set of function satisfying the above differential equation is given in Proposition 3 with . 0 = D However, it should be also noted that there are other triplets ) , , ( 
Characterization based on hazard function
It is known that the hazard function, , F h of a twice differentiable distribution function, F, satisfies the first order differential equation
For many univariate continuous distributions, this is the only characterization available in terms of the hazard function. The following non-trivial characterizations of MOKw-G distribution in terms of the hazard function, which is not of the above trivial form. 
Proposition 4. Let
Proof. If T has pdf in equation (6), then clearly the above differential equation holds. Now, if the differential equation holds, then
which is the hazard function of the MOKw-G distribution.
Characterization in terms of the reverse (or reversed) hazard function
The reverse hazard function, , F r of a twice differentiable distribution function, F, is defined as
Proposition 5. Let ℜ → Ω :
T be a continuous random variable. The pdf of T is given by equation (6) if and only if its reverse hazard function
Proof. The proof is similar to that of Proposition 4.
Estimation

Maximum likelihood estimation
The model parameters of the MOKw-G distribution can be estimated by maximum likelihood. Let ) ,..., , ( 
This log-likelihood function can not be solved analytically because of its complex form but it can be maximized numerically by employing global optimization methods available with softwares like R, Mathematica. By taking the partial derivatives of the log-likelihood function with respect to b a, , α and β components of the score vector
can be obtained as follows: 
gives the maximum likelihood estimate
Asymptotic standard error and confidence interval for the MLEs
The asymptotic variance-covariance matrix of the MLEs of parameters can obtained by inverting the Fisher information matrix ) ( I θ which can be derived using the second partial derivatives of the log-likelihood function with respect to each parameter. The th j i elements of ) ( I θ n are given by
The exact evaluation of the above expectations may be cumbersome. In practice one can estimate
is defined as:
Using the general theory of MLEs under some regularity conditions on the parameters as 
Estimation by method of moments
Here an alternative method to estimation of the parameters is discussed. Since the moments are not in closed form, the estimation by the usual method of moments may not be tractable. Therefore following BarretoSouzai et al. (2013) we get
One can use (19) to give a new method of estimation i.e. for a random sample n t t t ,..., , 2
1 from a population with survival function in equation (8) the model parameters can be estimated from the equations
where q is the number of parameter(s) of the base line distribution.
Real life applications
In this subsection, we consider fitting two real data sets to show that the distributions from the proposed MOKw-G family can provide better model than the corresponding distributions from KwMO-G (Alizadeh et al., 2015a) by considering the Frechet and the Exponential distribution as our G. Further we compare it with its sub models namely MO-G, Kw-G to show its superiority. Here the parameters are estimated by numerical maximization of log-likelihood function and their asymptotic standard errors are computed using large sample approach.
In order to compare the distributions, we have considered known criteria like AIC (Akaike Information Criterion), BIC (Bayesian Information Criterion), CAIC (Consistent Akaike Information Criterion) and HQIC (Hannan-Quinn Information Criterion). It may be noted that
, where k is the number of parameters in the statistical model, n the sample size and l is the maximized value of the log-likelihood function under the considered model. The Kolmogorov-Smirnov (K-S) statistics for goodness of fit is also carried out to compare the fitted models. We have further provided the estimated relative entropy (R.E.) values, which can be interpreted as the cost of encoding MOKw-G through Kw-G, MO-G and KwMO-G.
Example I. Here we work with the following data about 346 nicotine measurements made from several brands of cigarettes in 1998. The data have been collected by the Federal Trade Commission which is an independent agency of the US government, whose main mission is the promotion of consumer protection.
[http: //www.ftc.gov/ reports/tobacco or http: // pw1.netcom.com/ rdavis2/ smoke. html.]
In Table 1 More information is provided for a visual comparison in the form of histogram and Ogive of the observed data with the fitted densities and fitted cdf's displayed in Figure 3 and Figure 4 . These plots indicate that the proposed distributions provide the closest fit to this data.
Example II. This data set consists of 100 observations of breaking stress of carbon fibres (in Gba) given by Nichols and Padgett (2006) .
In Table 2 
Conclusion
In this paper, the Marshall-Olkin extended Kumaraswamy generalized distributions is introduced and some of its important distributional and mathematical properties including characterizations are investigated. The maximum likelihood and moment method for estimating the parameters are discussed. Comparative data modeling considering two important members of the proposed MOKw-G family with sub models MO-G, Kw-G and the corresponding members of KwMO-G family (Alizadeh et al., 2015a) revealed formers superiority in both examples considered here.
