Abstract-In this paper, we describe a novel localization algorithm for ad hoc wireless sensor networks. Accurate selforganization and localization capability is a highly desirable characteristic of wireless sensor networks. Many researchers have approached the localization problem from different perspectives. A major problem in wireless sensor network localization is the flip ambiguity, which introduces large errors in the location estimates. In this paper, we propose a two phase localization method based on the simulated annealing technique to address the issue. Simulated annealing is a technique for combinatorial optimization problems and unlike the gradient search method, it is robust against being trapped into local minima. In this paper we show that our simulated annealing based localization method can be used in ad hoc wireless sensor networks to estimate the location of nodes accurately. In the first phase of our algorithm, simulated annealing is used to obtain an accurate estimate of location. Then a second phase of optimization is performed only on those nodes that are likely to have flip ambiguity problem. Based on the neighborhood information of nodes, those nodes likely to have been affected by flip ambiguity are identified and moved to the correct position. The proposed scheme is tested using simulation on a sensor network of 200 nodes whose distance measurements are corrupted by Gaussian noise. Simulation results show that the proposed novel scheme gives accurate and consistent location estimates of the nodes, and mitigate errors due to flip ambiguity. The performance of the proposed algorithm is better than the performance of some well-known schemes such as DVhop method and convex optimization based semi-definite programming method.
I. INTRODUCTION Recent advances in integrated circuit design, embedded systems and novel sensing materials have enabled the development of low cost, low power, multi functional sensor nodes. These nodes with wireless interfaces and on-board processing capacity bring the idea of wireless sensor network into reality. It changes the way information is collected, specially in situations where information is hard to capture and observe.
Cheap, smart sensors, networked through wireless links and deployed in large numbers, with automatic localization capabilities provide unprecedented opportunities in many applications. Some of them include monitoring patients and assisting disabled patients in the health sector;
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monitoring and controlling homes and cities; monitoring bush fire and water quality surveillance in environmental monitoring applications; monitoring humidity and temperature in precision agriculture. In addition, there are a broad spectrum of applications in the defense related area, where smart sensors offer new capabilities for reconnaissance and surveillance as well as other tactical applications.
In a sensor network, there will be a large number of sensor nodes densely deployed at positions which may not be predetermined. In most sensor network applications, the information gathered by these micro-sensors will be meaningless unless the location from where the information is obtained is known. This makes localization capabilities highly desirable in sensor networks. A major problem in wireless sensor network localization based on distance measurements is the flip ambiguity, which introduces large errors in the location estimates. Flip ambiguity occurs when a node's neighbors are placed nearly collinear, or in the case of erroneous distance measurements.
This paper proposes a two-phase simulated annealing based localization algorithm (SAL), where an initial location estimate is obtained in the first phase using the simulated annealing technique [1] and the large error due to flip ambiguity is mitigated in the refinement phase using neighborhood information of nodes. The proposed algorithm is implemented in a centralized architecture, where all nodes send their measurements to a central station for localization. Generally speaking, a distributed architecture will improve scalability and reduce complexity of the algorithm. However in some applications such as monitoring patients and assisting disabled patients in the health sector; monitoring and controlling homes and cities; monitoring bush fire and water quality in the environment; monitoring humidity and temperature in precision agriculture, a central system exists, which gathers information from all nodes hop-byhop and make decisions accordingly. In such applications where a centralized architecture already exists, it may be more convenient to implement a centralized localization algorithm. The feasibility of nodes communicating their information to a central station has been demonstrated in [2] .
The rest of the paper is organized as follows: section II summarizes related work in the area; section III presents a brief overview of the simulated annealing technique; section IV describes our proposed SAL approach where subsection IV-A introduces the basic SAL technique and describes the first phase of the proposed algorithm and subsection IV-B talks about the flip ambiguity problem and describes the refinement phase of the proposed algorithm; and section V presents simulation results. We conclude this paper in section VI, together with intended future work.
II. RELATED WORK
Generally, it is assumed that there are a number of anchor nodes in the sensor network. The locations of anchor nodes are known and they are used to fix the local coordinate system. However due to constraints on cost and complexity, most sensor nodes have unknown locations, which are to be estimated with respect to a set of anchor nodes with known location information.
Many researchers have approached the localization problem from different perspectives. Here we focus on localization methods based on distance measurements. But the proposed SAL localization method does not rely on specific distance measurement technique.
A. Distance Measurement
Distance measurements may be obtained by measuring signal propagation time or received signal strength (RSS) information.
Different ways of obtaining signal propagation time include time of arrival (ToA), round trip time of flight (RToF) or time difference of arrival (TDoA) of a signal [3] . Some of these propagation time based measurements require very accurate synchronization between the transmitter and the receiver. Furthermore, due to the high propagation speed of wireless signals, a small error in propagation time measurements may cause a large error in the distance measurements.
Since most of the mobile units in the market already have RSS indicator built in them, RSS method looks attractive for range measurements. But the accuracy of this method can be very much influenced by multi-path, fading, non-line of sight (NLoS) conditions and other sources of interference.
B. Coordinate Estimation
In the literature, different approaches are considered for coordinate estimation of the sensor nodes. The main aim of these methods is to estimate the coordinates of the sensor nodes with minimum error.
Niculescu [4] proposed a distributed, hop by hop localization method (APS). It uses a similar principle as that of GPS. Unlike in GPS, not all sensor nodes will have direct communication with anchors in a sensor network. They can only communicate with their onehop neighbors which are within their transmission range. Long-distance transmission is achieved by hop-by-hop propagation. Each non-anchor node maintains an anchor information table and exchanges updates only with its neighbors. APS method starts with all anchors broadcasting hop counts which are initially set to zero. When the sensor nodes receive the broadcast, they will update the anchor information table and broadcast it again with hop count increased by one. Once all the anchors have received the distance of the other anchors measured in number of hops, they estimate the average distance for one hop. This information is broadcasted by the anchors as a correction factor to the entire network in hop-by-hop fashion. On receiving the correction factor, a non-anchor node may estimate distances to anchor nodes and perform trilateration to get its estimated coordinate.
Savarese [5] proposed a method which has two phases, HOP-TERRAIN and refinement. The HOP-TERRAIN phase is similar to that of Niculescu's, allowing all nodes to arrive at initial location estimates. The refinement phase is an iterative algorithm. It uses the results of the HOP-TERRAIN phase and the distance measurements of the immediate neighbors to do the least square trilateration. To mitigate error propagation, a confidence level, which is a value between (0, 1), was assigned to each node's estimated location. Nodes, like anchors, that have high faith in their location estimate select a high confidence value. A node that observes poor conditions (e.g., few neighbors) select a low confidence value. These are used to weigh the equations when solving the system of linear equations and neighbor with a higher confidence value has more impact on the outcome of the trilateration.
Savvides [6] extended the single hop technique of GPS to multi-hop operation as in Niculescu's thus waiving the line of sight requirement with anchors. Non-anchor nodes collaborate and share information with one another over multiple hops to collectively estimate their locations. To prevent error accumulation in the network, they used least squares estimation with a Kalman filter to estimate locations of all non-anchor nodes simultaneously. In order to ensure that the solution is unique, they used a method called computation trees. To avoid converging at local minima, they used a geometrical relationship to obtain an initial estimate that is close to the final estimate. His algorithm is based on the assumptions that the distance measurements between the nodes and their neighbors are accurate.
Doherty [7] approached the problem using convex optimization based on semi-definite programming. The connectivity of the network was represented as a set of convex localizing constraints for the optimization problem. Pratik [8] extended this technique by taking the nonconvex inequality constraints and relaxed the problem to a semi-definite program. Tzu-Chen Liang improved Pratik's method further by using a gradient-based local search method [9] . All these semi-definite programming methods requires rigorous centralized computation.
In this paper, we propose a two-phase simulated annealing based localization (SAL) algorithm. In the first phase, simulated annealing is used to obtain an accurate estimate of location. Then a second phase of optimization is performed only on those nodes that are likely to have flip ambiguity problem, which causes large localization errors. 
III. SIMULATED ANNEALING TECHNIQUE
The theory of simulated annealing originated from the formation of crystals from liquids. The concept is based on the manner in which liquids freeze or metals recrystalize in the process of annealing. Let us consider how to coerce a solid into a low energy state. A low energy state usually means a highly ordered state, such as crystal lattice; a relevant example here is the need to row silicon in the form of highly ordered, defect free crystals for use in semiconductor manufacturing. To accomplish this, the material is annealed: heated to a temperature that permits many atomic rearrangements, then cooled carefully and slowly. As cooling proceeds, the system becomes more ordered and approaches a "frozen" stable state at a low temperature and the material freezes into a good crystal.
In physical chemistry, a low energy state usually means a highly ordered state, such as a crystal lattice; but it is also known that low temperature alone is not a sufficient condition for finding the ground state of the substance. When a substance is heated to a high energy state it permits many atomic rearrangements. If it is cooled in an un-controlled manner allowing the substance get out of equilibrium, it may form a glass or a crystal with defects. But if it is cooled carefully and slowly, allowing it to come to thermal equilibrium at each temperature, it will form a single defect free crystal. This careful controlled cooling procedure was modeled as an efficient technique for a collection of atoms in equilibrium at a given temperature by metropolis [10] in early days.
The simulated annealing algorithm exploits an analogy between the way in which a metal cools and freezes into a minimum energy crystalline structure (the annealing process) and the search for a minimum in a more general system. It is a generalization of the Monte Carlo method. It transforms a poor, unordered solution into a highly optimized, desirable solution. This principle of simulated annealing technique with an analogous set of "controlled cooling" operations was used in the combinatorial optimization problems, such as minimizing functions of multiple variables, to obtain a highly optimized, desirable solution by Kirkpatrick [11] . The "balls and hills" diagram [12] in Fig. 1 illustrates an optimization problem in one dimension. The cost surface is defined by including all the possible values of the cost function f (x), taken over all legal configuration of x. In a normal gradient search method, the current configuration is perturbed only in the direction of reducing cost. Each new perturbation moves to a configuration downhill from the previous one. This may results in the solution trapped in a local minimum. Simulated annealing allows perturbations to move uphill in a controlled fashion. Because each perturbation can transform one configuration into a worse configuration, it is possible to jump out of local minima and potentially fall into a more downhill path. However, because the uphill moves are carefully controlled; when we get closer to a good, final solution, we need not worry about getting out of it by an uphill move to some far worse one.
Even though simulated annealing could organize randomly placed variables into an optimized meaningful solution, it does not guarantee to get the optimum answer; but will give an acceptable answer in a reasonable time. Obtaining a good estimate for an optimization problem depends on the ability to simulate how the system reaches thermodynamic equilibrium at each fixed temperature in the schedule of decreasing temperatures.
IV. SIMULATED ANNEALING BASED LOCALIZATION
The location estimation problem has a natural analogy with the simulated annealing algorithm. Consider a sensor network of m anchor nodes with known locations and n− m sensor nodes with unknown locations. For simplicity, let the nodes lie on a plane such that node i has location (x i ,y i ). Initially all the sensor nodes are initialized with random locations (x i ,y i ) within the boundaries of the sensor network. All the nodes have the ability to measure the distances between them and their one hop neighbors, which impose constraints on the possible values of the estimated coordinates. The measured distance is the true distance between the non-anchor node and its one hop neighbor, together with Gaussian noise describing the uncertainty of the distance measurement. Let us define a graph G = (V (G), E(G)), where V (G) is the set of all nodes in the sensor network and E(G) is the set of all links between one-hop neighbors. If G is a disconnected graph such that a component of G, G1 = (V (G1), E(G1)) has the vertex set V (G1) which does not have three or more anchors in G1, then all the sensor nodes in the subgraph G1, i.e all members of vertex set V (G1), is non-localizable and they are removed from the localization system.
A. First Phase of the Proposed Algorithm
In the first phase, simulated annealing is used to obtain an accurate estimate of location of the localizable sensor nodes using the distance constraints. Let us define the set N i as a set containing all one hop neighbors of node i. The localization problem can be formulated as:
where d ij is the measured distance between node i and its neighbor j;d ij = (x i −x j ) 2 + (ŷ i −ŷ j ) 2 is the estimated distance; (x i ,ŷ i ) and (x j ,ŷ j ) are the estimated coordinates of node i and its one hop neighbor j respectively. The cost function CF shown in (1), represents a quantitative measure of the "goodness" of the coordinate estimate. Our aim is to optimize the cost function using simulated annealing technique to get the optimal location estimate without being trapped into a local minimum. The structure of the simulated annealing algorithm is shown in Fig. 2 .
When the simulated annealing algorithm initially starts, the system is in a high energy state due to the random initial estimates of the coordinates of the sensor nodes. In each step of the algorithm, a sensor node is chosen sequentially from m + 1 th node to n th node to be perturbed. The coordinate estimate (x i ,ŷ i ) of the chosen node i is given a small displacement in a random direction. A new value of the cost function is calculated for the new location estimate. If the change in cost function ∆(CF ), is less than or equal to zero, i.e., ∆(CF ) ≤ 0, then the perturbation is accepted and the new location estimate is used as the starting point of the next step.
The case (∆(CF ) > 0) is treated probabilistically: the probability that the displacement is accepted is P (∆(CF )) = exp(−∆(CF )/T ). Here T is a control parameter, which by analogy with the SA is known as the system "temperature" and P is a monotonically increasing function of T. A random number (RP) uniformly distributed in the interval (0, 1) is selected and compared with P (∆(CF )). If it is less than P (∆(CF )) then the perturbation is accepted and the new location estimate is used as the starting point of the next step. Otherwise, the perturbation is rejected and the original location estimate is kept.
Here temperature T is used as a control parameter to anneal the problem from a random solution to a good, frozen solution. Initially, the "temperature" T is set to a high value to permit aggressive, essentially random search of the configuration space. At a high "temperature" the probability of accepting a large uphill move is high. This could help the system jump out of local minimum. With the increase in the number of iterations, the decrease of system temperature results in decreasing probability of accepting a bad move. The cooling schedule T = α × T, α < 1, is chosen to anneal the problem from a random solution to a good, frozen solution. The idea is to employ a cooling method to moderate the acceptance of uphill moves over the course of the solution. Most of the uphill moves are allowed at higher temperatures. As the temperature cools, fewer uphill moves are allowed. The initial T and the cooling rate α < 1 are determined empirically to give a good result. Initial "temperature" was set such that the probability of accepting a bad uphill move is about 80% in the beginning [13] .
A move set is a set of allowable perturbation distances that will reach all feasible configurations and it should be easy to compute. Here the move set is chosen to be a random direction in the plane, multiplied by a small distance ∆d in that direction. In order to control the generation of random moves at lower temperatures, we empirically restrict the change in distance as the temperature cools by introducing a shrinking factor β < 1, where ∆d = β × ∆d.
To get the optimum performance out of the simulated annealing technique, it is necessary to cool carefully and slowly, allowing it to come to thermal equilibrium at each temperature. At each temperature, p × (q × N ) perturbations are performed in order to get the system into equilibrium in that particular temperature. Here p is the number of perturbations given to a particular sensor node at a temperature and (q×N ) is the number of sensor nodes perturbed at a temperature where N is the number of nodes in the sensor network and q is a reasonably large number to make the system go into thermal equilibrium.
Two criteria can be used to stop the SAL simulation: when the cost function CF is smaller than a predefined small number or when the predefined final temperature is reached.
B. Refinement Phase of the Proposed Algorithm
Optimizing the cost function (1) may not always result in an accurate localization, due to flip ambiguities. If a node's neighbors are placed in positions such that they are approximately on the same line, this node can be reflected across the line of best fit produced by it's neighbors with essentially no change in the cost function, then it is said to have flip ambiguity. In Fig. 3 , the neighbors of node A are nodes B, C, D and E which are almost collinear and the node A could be flipped across the line of best fit of nodes B, C, D and E to location A' with almost no change in the cost function. In such situations, the particular node A is not uniquely localizable based on distance measurements only. This phenomena of flip ambiguity is discussed in [14] - [16] . But a good method to solve this problem is yet to be found.
In order to address this problem, a second round of optimization is performed only on those nodes that are likely to have flip ambiguity. We should notice in Fig.  3 that the flipped position A' has gone into the wrong neighborhood of nodes H and I. In a sensor network with a medium to high node density, there is a high chance that a node's location estimate, which has been flipped, will fall into the wrong neighborhood of other nodes or outside the sensor network boundary. Based on this observation, a second phase of optimization is performed to identify location estimates of nodes which are likely to have been flipped and move them to the correct locations.
Let us define a complement set N i of the set N i as a set containing all nodes which are not neighbors of node i. If R is the transmission range of the sensor node and the estimated coordinate of node j ∈ N i is such that d ij < R, then the node j has been placed in the wrong neighborhood of node i, resulting in both nodes i and j having each other as wrong neighbors. That is, a node i could be placed into the wrong neighborhood either when the node i under consideration is flipped and moved in to a wrong neighborhood or another node j, which is a member of set N i , has been flipped and estimated to be in set N i . Here a disc model of radius R around each node is used to identify the nodes having the wrong neighborhood.
After the first phase of the localization, if a sensor node is in the correct neighborhood then it will be elevated to an anchor node. Refinement phase will not perturb these elevated anchors. If the neighborhood of a sensor node is wrong, it will be identified as non-uniquely localizable node and placed in the set of nodes to be re-localized using the refinement phase. It is worth noting that, when the node density is low, there is possibility for a node to be flipped and still maintain the correct neighborhood. In situations like this, the node will be identified as uniquely localizable and thus elevated erroneously to an anchor node.
Refinement phase is an iterative algorithm, which is used to improve upon and refine the location estimates generated by first phase. Given the initial location estimates of the first phase, the objective of the refinement phase is to identify the non-uniquely localizable nodes, which have either gone outside the boundary or having a wrong neighborhood and perturb them using the basic SAL principles with modified cost function to refine the results. If a node j ∈ N i have been estimated such thatd ij < R, then it has been placed in the wrong neighborhood and the minimum error due to the flip iŝ d ij − R. The cost function for the refinement phase is modified to include this error term in order to introduce extra cost to a new estimate if it falls into the wrong neighborhood. This will influence the acceptance of the new estimation. This extra term helps push the new estimate away from the wrong neighborhood. With these information, the localization problem in the refinement phase can be formulated as:
The cost function CF in the refinement phase is different to that used in the first phase of the algorithm. Since the proposed algorithm is implemented in a centralized architecture, it could have access to estimated locations and neighborhood information of all localizable nodes in the system. In summary, the emphasis for first phase of SAL is to localize the uniquely localizable nodes accurately and give a good starting point to the refinement phase of SAL. Refinement phase of SAL focuses on increasing the accuracy of the localization by optimizing only the nonuniquely localizable nodes with the new cost function.
V. SIMULATION RESULTS
In order to evaluate the performance of the proposed algorithm, many simulations were performed using visual studio .NET. A sensor network with a total of 200 nodes is simulated. Sensor nodes are uniformly distributed in a square region of 10 × 10. All the sensor nodes are initialized with random coordinates within the boundary. The values of p and q in Fig. 2 are chosen as 10 and 2 respectively. The measured distance between the neighboring nodes, which is used in the cost function CF , is blurred by introducing a Gaussian noise into the true distance as shown in (4) .
where d t ij and d ij are true distance and measured distance respectively between the two nodes i and j. η is a Gaussian distributed random variable with 0 mean and variance 1. NF is the noise factor which controls the magnitude of the additionally introduced noise.
In our simulations noise factor is taken as 10%. The connectivity (average number of one-hop neighbors per node) is controlled by specifying the transmission range R. A relationship of transmission range vs. connectivity is tabulated in table (I). To allow for easy comparison between different scenarios, errors in location estimates are normalized by the transmission range. For every set of simulation, the number of nodes are fixed and the transmission range is varied in order to vary the connectivity. In Fig. 4 to Fig. 8 , the true and estimated sensor locations are shown and an error offset line has been drawn between the true and the estimated locations. Fig. 4 is for the case when there is no error in the distance measurements. Fig. 5 to Fig. 7 shows a location estimate after the first phase of the proposed algorithm and Fig. 8 shows the location estimate after the refinement phase on the result obtained in the first phase shown in Fig. 7 . As shown in Fig. 4 , when no noise is introduced, which is an ideal situation, simulated annealing based localization (SAL) estimate the location of the nodes accurately. Fig. 5 shows a SAL simulation results with noise, for 10% anchors and a transmission range of 1.8. From this figure we can see that the SAL gives a very accurate result. But this is not the case always. When nodes are placed uniformly, not all non-anchor nodes are uniquely localizable all the time. Most of the nodes which are not uniquely localizable are likely to have the flip ambiguity in their location estimates. Fig. 5 highlights this flip ambiguity situation occurring for a single node. Fig. 7 highlights this flip ambiguity situation occurring for a group of nodes and Fig. 8 shows the location estimate after the refinement phase for the phase 1 results of Fig.  7 . It is shown in the figures that the refinement phase mitigates the problem of flip ambiguity and improves the location estimates.
It was reported that semi-definite programming with gradient search localization (SDPL) proposed in [9] gives much better performance than the other methods in the literature. Thus we compare the performance of our proposed SAL algorithm with SDPL. Fig. 9 shows the simulation results with varying transmission range while having 5% anchor nodes and having 10% anchor nodes respectively. For each point in Fig. 9 , ten simulations are performed with different random seeds and the average error is shown. The location error is calculated as in (5) . It is reported in percentage, normalized by the transmission range. where (x i ,ŷ i ) is the estimated location of sensor node and (x i ,y i ) is the true location of sensor node.
In SAL when the connectivity is 14 or above, the mean square location error goes below 1%, no matter how many anchor nodes are present. As shown in Fig. 9 , the proposed algorithm performs much better than SDPL.
VI. CONCLUSION AND FUTURE WORK
In this paper we presented a novel simulated annealing based localization algorithm which mitigate the flip ambiguity problem. The proposed algorithm is divided into two phases. The first phase uses the simulated annealing technique to obtain an accurate estimate of the nodes' location. The second phase focuses on the nodes that are likely to have flip ambiguity problem. It uses the neighborhood information to identify these nodes and move the nodes to the correct location. Simulations were performed which demonstrated that the proposed algorithm gives better accuracy than the semi-definite programming localization. It was also shown that the proposed algorithm does not propagate error in localization.
The proposed flip ambiguity mitigation method is based on neighborhood information of nodes and it works well in a sensor network with medium to high node density. However when the node density is low, it is possible that a node is flipped and still maintains the correct neighborhood. In this situation, the proposed algorithm fails to identify the flipped node. It is part of our future work to develop a more robust technique to identify nodes that are likely to have flip ambiguity problem.
Still another direction for our future work is investigating implementation of the proposed algorithm in a distributed architecture. This shall improve scalability of the algorithm.
