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Abstract
A method to improve the lower bounds for Ramsey numbers R(k; l) is provided: one may
construct cyclic graphs by using cubic residues modulo the primes in the form p=6m + 1 to
produce desired examples. In particular, we obtain 16 new lower bounds, which are
R(6; 12)¿ 230; R(5; 15)¿ 242; R(6; 14)¿ 284; R(6; 15)¿ 374;
R(6; 16)¿ 434; R(6; 17)¿ 548; R(6; 18)¿ 614; R(6; 19)¿ 710;
R(6; 20)¿ 878; R(6; 21)¿ 884; R(7; 19)¿ 908; R(6; 22)¿ 1070;
R(8; 20)¿ 1094; R(7; 21)¿ 1214; R(9; 20)¿ 1304; R(8; 21)¿ 1328:
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1. Main results
The determination of Ramsey numbers is a hard problem in combinatorics [3]. In
1955 Greenwood and Gleason [2] utilized cubic residues mod 13 and quadratic residues
mod 17 to construct cyclic graphs and thus obtained the inequalities R(3; 5)¿ 13 and
R(4; 4)¿ 17: After proving that R(3; 5)6 14 and R(4; 4)6 18 they determined the
Ramsey numbers R(3; 5)=14 and R(4; 4)=18. Afterwards many people investigated
the lower bounds of Ramsey numbers using quadratic residues modulo a prime number
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p: As far as we know, no other people have studied the lower bounds of 2-colored
Ramsey numbers by using cubic residues.
In [4,7–12] we contructed cyclic graphs of prime orders and obtained better lower
bounds of some Ramsey numbers. Some results such like R(4; 12)¿ 128 were obtained
by cubic residues modulo a prime number. Based on these works we improve the
algorithm to compute lower bounds of 2-colored Ramsey numbers by using cubic
residues. In this article, we report some new results, which are summarized in the
following theorem.
Theorem 1. The following inequalities hold:
R(6; 12)¿ 230; R(5; 15)¿ 242; R(6; 14)¿ 284; R(6; 15)¿ 374;
R(6; 16)¿ 434; R(6; 17)¿ 548; R(6; 18)¿ 614; R(6; 19)¿ 710;
R(6; 20)¿ 878; R(6; 21)∗¿ 884; R(7; 19)∗¿ 908; R(6; 22)∗¿ 1070;
R(8; 20)∗¿ 1094; R(7; 21)∗¿ 1214; R(9; 20)∗¿ 1304; R(8; 21)∗¿ 1328:
The results with ‘∗’ have no previous records. The Krst 9 results have been announced
in [10]. This paper provides the details of the algorithm and gives a proof of Theorem 1.
2. Basic properties of the graph Gp(Si)
Let p be a prime number in the form 6m+ 1 where m is an integer greater than 1.
For two integers s¡ t let [s; t] denote the set {n∈Z | s6 n6 t}: Let g be an integer
which is a primitive element in the Knite Keld Fp: Let Zp denote [ − 3m; 3m]: Then
Zp is a complete system of residues of integers modulo p: An integer n shall be
understood to be an element Ln∈Zp such that p|n− Ln if the context makes it clear.
Let Z∗p=Zp\{0}= {gi | i∈ [0; p− 2]}: Let Ai = {g3j+i | j∈ [0; 2m− 1]} for i∈ [0; 2]:
The multiplicative group Z∗p is a cyclic group of order 6m; in which A0 is a subgroup
of order 2m: A0 is exactly the set of all cubic residues modp and Ai = giA0 =A0gi
(i=0; 1; 2) are the cosets of A0 in Z∗p: We make a convention that for any integer n;
An always means Ai in which n ≡ i (mod 3):
Lemma 1 (Su et al. [8]). For all i; k ∈ [0; 2] the following statements hold:
1. ai ∈Ai if and only if aiAk =Ai+k :
2. −Ak =Ak; i.e., ak ∈Ak if and only if −ak ∈Ak:
Denition 1. Let
S1 =A0; S2 =A1 ∪ A2: (1)
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Let V =Zp denote the set of vertices of the complete graph Kp of order p and let E
denote the set of edges of Kp: Let E=E1 ∪ E2 be the partition of E in which
Ei = {{x; y}∈E | x − y∈ Si}
for i=1; 2 and call the edges in Ei as Si-colored. DeKne Gp(Si)= (Zp; Ei) to be the
subgraph of Kp consisting of all Si-colored edges. Denote the clique number of Gp(Si)
by [Si]:
Lemma 1 implies that for a0 ∈A0 and for any j∈ [0; 2];
x − y∈Aj
if and only if
a0(x − y)∈Aj:
Thus, we have the following:
Lemma 2. Assume that a0 ∈A0; b∈Zp: Then the a@ne transformation x 	→ a0x + b
is an automorphism of Gp(Si):
From DeKnition 1 we know that Kp=Gp(S1) ∪ Gp(S2): It follows from Ramsey’s
theorem that the following statement holds.
Theorem 2. R([S1] + 1; [S2] + 1)¿p+ 1:
In the remaining part of this section the index i is always equal to 1 or 2. Let us
introduce a parameter k in the following way: when i=1 the only choice of k is 0
and when i=2; k can be either 1 or 2 (it will be explained later about how to make
choices). By Lemma 1 we may replace (1) by Si =Ak ∪ A2k ; which turns out to be
more convenient for our purpose.
Denition 2. Let e= gk ; Bi = {x∈ Si | x − e∈ Si}: Denote by Gp[Bi] the subgraph of
Gp(Si) derived from the vertex set Bi and let [Bi] denote its clique number. By con-
vention, [Bi] = 0 when Bi = ∅:
It is easy to see that the following statements hold:
1. a∈Bi if and only if both edges {a; 0} and {a; e} are Si-colored.
2. An edge of Gp[Bi] from x∈Bi to y∈Bi is Si-colored whenever x − y∈ Si:
A q-clique of Gp[Bi] means a complete q-subgraph Kq of Gp[Bi] of which all edges
are Si-colored. Let D denote the vertex set of this clique. We also say that D is a
q-clique of Gp[Bi]; sometimes simply called a clique of Gp[Bi]: Similarly if D∗ is a
vertex set of a clique of Gp(Si) then we call D∗ a clique of Gp(Si):
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Theorem 3. [Si] = [Bi] + 2:
Proof. If Bi = ∅ the theorem is evidently true. Hence we may assume that Bi = ∅:
Let D be a q-clique of Gp[Bi]: Let D∗=D ∪ {0; e}: Then D∗ is a q + 2 clique of
Gp(Si): Hence [Si]¿ [Bi] + 2: It remains to show [Si]6 [Bi] + 2:
Assume that [Si] = q+ 2¿ 3: Then there is a q+ 2 clique D∗= {x1; x2; : : : ; xq+2} in
Gp(Si): There are two cases:
Case (1). There are two elements x1; x2 ∈D∗ such that x2 − x1 ∈Ak:
It follows from Lemma 1 that (x2 − x1)−1 ∈A−k : Since e= gk ∈Ak we have e(x2 −
x1)−1 ∈A0: Let f be an aMne transformation of Gp(Si) deKned by f(x)= e(x2 −
x1)−1(x − x1): Then f is an automorphism of Gp(Si) by Lemma 2 and the im-
age f(D∗)= {0; e; f(x3); : : : ; f(xq+2)} is still a q + 2 clique of Gp(Si); in which
f(x3); : : : ; f(xq+1)∈Bi form a q-clique of Gp[Bi]: Hence [Bi]¿ q and [Si] = q + 26
[Bi] + 2; as desired.
If i=1 then k =0 by deKnition and x2 − x1 ∈Ak always holds. Therefore the proof
is completed if i=1: If i=2 we need to consider one more case.
Case (2). i=2 and x − y∈A2k for all x; y∈D∗:
Let D1 = {g2kx | x∈D∗}: For any x′= g2kx; y′= g2ky∈D1 with x; y∈D∗ we have
x′ − y′= g2k(x − y)∈A2k+2k =Ak ⊂ Si:
Thus D1 is a q + 2 clique of Gp(Si) containing two vertices x′; y′ with x′ − y′ ∈Ak:
Using the same method as in Case 1 (replacing D∗ by D1) we obtain [Si]6 [Bi] + 2:
This concludes the proof of the theorem.
This theorem reveals us that the computation of the clique number of Gp(Si) can
be reduced to that of its subgraph Gp[Bi]; which is much simpler.
3. The basic properties of Gp[Bi ]
Denition 3. Let Mi = {x∈Ak | x−e∈Ak}, let x1; x2 ∈Mi = ∅: If there is an aMne trans-
formation f(x)= a0x+b(a0 ∈A0; b∈Zp) that carries the subset {0; e; x1} into {0; e; x2};
then we say that x1 and x2 are linearly related and denote x1 ∼ x2:
Lemma 3. The relation of being linearly related in Mi is an equivalence relation.
Moreover; every equivalence class is a subset of six elements in the form
{a; e2a−1; ea−1(a− e); ea(a− e)−1; e2(e − a)−1; e − a} (2)
with the following two exceptions:
(1) When 2e∈Mi; there is a unique class {2e; 2−1e;−e} with three elements.
(2) When a(e − a)= e2; there is a unique class {a; e − a} with two elements.
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Proof. It is easy to verify that ∼ is an equivalence relation. Note that for any a∈Mi;
there are only six aMne transformations that carry the set {0; e; a} to {0; e; b} for some
b∈Mi. They are
f0(x)= x; f1(x)= ea−1x; f2(x)= e − ea−1x;
f3(x)= e(e − a)−1(x − a); f4(x)= e(a− e)−1(x − e); f5(x)= e − x:
For Kxed a let {fj(0); fj(e); fj(a)}= {0; e; bj}; 06 j6 5: If b0; : : : ; b5 are mutually
distinct then the set {b0; : : : ; b5} of six elements is in the form of (2), otherwise one
of the 15 equalities
a= e2a−1; a= ea−1(a− e); : : : ; e2(e − a)−1 = e − a
must hold. This implies that either a∈{2e; 2−1e;−e} or a(e− a)= e2: This concludes
the proof of the lemma.
It is easy to see that B1 =M1 but M2 is a proper subset of B2: Noting that e= gk ∈Ak
we may deduce from Lemma 1 that
1. x∈A0 and x − 1∈A0:
2. ex∈Ak and ex − e∈Ak:
From the expression of Bi in DeKnition 2 we obtain
Lemma 4. The subset M2 of B2 is equal to eB1:
The structure analysis of Mi done so far plays an important role in enhancing the
computation of [Bi]:
4. Computation of [Bi ]
Denition 4. Let ! be an equivalence class in Mi. If ! contains three elements, then
deKne 2e to be the representative of !; otherwise the representative of ! is deKned to
be the smallest positive integer in !; if there is any, or the smallest negative integer in
!. A class represented by the element a is denoted by 〈a〉. The set of all representatives
is denoted by RE(Mi). Let Mi =Bi\Mi; Ni =RE(Mi) ∪Mi.
Lemma 5. Let a∈Bi. Denote Di(a)= {x∈Bi | x−a∈ Si}. Let di(a) be the number of
elements in Di(a). Assume that max{di(a) | a∈Ni}=0. Then [Bi] = 1.
Proof. First we point out a property of equivalent elements in Mi. Assume that a∈Mi
and x∈Di(a). By the deKnitions of Mi and Di(a) we know that x∈Bi and x− a∈ Si.
Moreover, {0; e; a; x} is a 4-clique in Gp(Si). If a ∼ b then there exists an aMne trans-
formation f carrying {0; e; a} to {0; e; b} for some b. Apply f to Gp(Si) and Lemma 2
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implies that {0; e; b; f(x)} is still a 4-clique of Gp(Si). By the deKnition of Di(b) we
have f(x)∈Di(b). Thus x∈Di(a) if and only if f(x)∈Di(b). Therefore di(a)=di(b)
if a ∼ b. It follows that max{di(a) | a∈Bi}=0 whenever max{di(a) | a∈Ni}=0. This
amounts to saying that Di(a)= ∅ for any a∈Bi. Hence x−a ∈ Si for any a; x∈Bi. The
clique {0; e; a} is the largest clique of Gp(Si) and [Si] = 3. It follows from Theorem 3
that [Bi] = 1.
Next we consider the case [Bi]¿ 2. Let us introduce a total order ≺ in Bi as follows:
Denition 5. (i) The order inside an equivalence class in Mi is deKned as:
1. If 〈a〉 contains 6 elements, then
a ≺ e2a−1 ≺ ea−1(a− e) ≺ ea(a− e)−1 ≺ e2(e − a)−1 ≺ e − a;
2. If 〈a〉 contains 2 elements, then
a ≺ e − a;
3. If 〈a〉 contains 3 elements, which means a=2e; then
2e ≺ 2−1e ≺ −e:
(ii) If x; y∈Mi belong to diOerent classes, say x∈ 〈a〉 and y∈ 〈b〉; then x ≺ y if and
only if either di(a)¡di(b) or di(a)=di(b) and one of the following three conditions
is satisKed:
0¡a¡b; b¡ 0¡a; a¡b¡ 0:
(iii) If x∈Mi and y∈Mi then x ≺ y.
(iv) If x; y∈Mi then x ≺ y if and only if one of the following three conditions is
satisKed:
0¡x¡y; y¡ 0¡x; x¡y¡ 0:
Obviously this makes (Bi;≺) a totally-ordered set.
Denition 6. A chain x0 ≺ x1 ≺ · · · ≺ xq of length q in (Bi;≺) is called a Si-colored
chain if xh− xj ∈ Si for all h; j satisfying 06 h¡j6 q. Let li(x0) denote the maximal
length of all Si-colored chains starting with x0.
Theorem 4.
[Bi] = 1 + max{li(a) | a∈Ni}: (3)
Proof. It is immediate by the deKnition that the q+1 elements in an Si-colored chain
a ≺ x1 ≺ · · · ≺ xq form a clique in Gp[Bi]. Hence [Bi]¿ q + 1. It remains to show
that [Bi]6 q+ 1.
Suppose that [Bi] = q + 1¿ 2. Then there exists a q + 1 clique H = {b; x1; : : : ; xq}
in Gp[Bi]. Arrange these vertices in ascending order to obtain an Si-colored chain of
length q in (Bi;≺). We may assume that b is the starting point of this chain. If b∈Ni
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then the right-hand side of (3) is greater than or equal to q + 1= [Bi]; as desired. If
b∈Mi and b∈ 〈a〉; then by DeKnition 3 there exists an aMne transformation f carrying
{0; e; b} into {0; e; a}. Lemma 2 implies that f is an automorphism of Gp(Si). It is
easy to see that f is also an automorphism of Gp[Bi]. Hence f maps the clique H
into a q + 1 clique H∗= {a; f(x1); : : : ; f(xq)} in Gp[Bi]. Thus we get an Si-colored
chain of length q in (Bi;≺). From the rule of ordering the start point of this chain
must be a. Since a∈RE(Mi) ⊂ Ni; the right-hand side of (3) is greater or equal to
q+ 1= [Bi] and this concludes the proof of the theorem.
5. A method to obtain lower bounds for small Ramsey numbers
The idea of our method is as follows: First we construct a cyclic graph Gp(Si)
according to DeKnition 1. Then we compute the clique number of Gp[Bi] by using
Lemma 5 or Theorem 4 and thus determine the clique number of Gp(Si) by Theorem 3.
Finally, we obtain the desired result by Theorem 2. The algorithm is described as
follows:
Step 1: Choose a prime number p=6m+ 1¿ 13. Let Zp= [− 3m; 3m] and Knd a
generator g of the multiplicative group Z∗p.
Step 2: Set S1 =A0 = {g3j ∈Zp | j∈ [0; 2m− 1]} and set i=1; k =0. Go to Step 4.
Step 3: Set i=2; A1 = gA0; A2 = g2A0; S2 =A1 ∪ A2. Find the number of elements
dj of the set {x∈ S2 | x − gj ∈ S2} for j=1; 2. If d16d2 then take k =1 otherwise
k =2.
Step 4: Set e= gk ; Ak = eA0; Bi = {x∈ Si | x − e∈ Si}; Mi = {x∈Ak | x − e∈Ak}. If
Bi = ∅ then we get [Bi] = 0 and go to Step 9.
Step 5: If Mi = ∅ then determine the equivalence classes in Mi by virtue of Lemma 3
(when i=1) or Lemma 4 (when i=2).
Step 6: Determine RE(Mi) and set Mi =Bi\Mi; Ni =RE(Mi)∪Mi (cf. DeKnition 4).
Find the number of elements di(a) of the set {x∈Bi | x − a∈ Si} for every a∈Ni. If
max{di(a) | a∈Ni}=0 then [Bi] = 1 and go to Step 9.
Step 7: Construct the totally ordered set (Bi;≺) in terms of DeKnition 5.
Step 8: Find li(a) for every a∈Ni in terms of DeKnition 6 and determine [Bi] = 1+
max{li(a) | a∈Ni}.
Step 9: Set [Si] = [Bi] + 2; qi = [Si] + 1. If i=1 go to Step 3.
Step 10: Conclude that R(q1; q2)¿p+ 1 and the algorithm terminates.
Here we give a few examples. First note that x∈ Si if and only if −x∈ Si by
Lemma 1. Let S+i = {x¿ 0 | x∈ Si} for i=1; 2. Then Si = {x | |x| ∈ S+i }.
Example 1. R(3; 5)¿ 14 [2].
Proof. Take p=13 and g=2. We obtain S+1 = {1; 5}; B1 = ∅; [B1]= 0; [S1]= 2.
In order to compute the clique number of Gp(S2); let i=2 in Steps 3–9. We obtain
S+2 = {2; 3; 4; 6}; k =1; e=2; M2 = ∅; (B2;≺)= {4; 6;−4;−2}. Set D2(4)= {6;−2}.
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Then we get an S2-colored chain 4 ≺ 6 of length 1 in (B2;≺) and there are no
S2-colored chains of length greater than 1. Hence max{l2(a) | a∈N2}=1; [B2]= 2;
[S2]= 4. Therefore R(3; 5)¿ 14.
Example 2. R(4; 10)¿ 80 [5].
Proof. Take p=79 and g=3. Let i=1. Set
S+1 = {1; 8; 10; 12; 14; 15; 17; 18; 21; 22; 27; 33; 38}:
Let e=1 and obtain B1 =M1 = {15;−21; 22; 18;−17;−14}. This is the only equiva-
lence class 〈15〉 with six elements in M1. By computation we have d1(15)= 0. Hence
[B1]= 1; [S1]= 3.
Then let i=2 in Step 3–9. Set
S+2 = {2; 3; 4; 5; 6; 7; 9; 11; 13; 16; 19; 20; 23; 24; 25; 26; 28; 29; 30; 31;
32; 34; 35; 36; 37; 39}:
The computation shows k =1; e=3. Take an equivalence class
〈16〉= {16;−34; 37; 28;−25;−13}
by Lemma 4. We obtain the totally ordered set
(B2;≺) = {16;−34; 37; 28;−25;−13; 5; 6; 7; 9; 19; 23; 26; 29; 31; 32; 34; 35; 39;
− 39;−37;−36;−31;−29;−28;−26;−23;−20;−16;−6;−4;−3;−2}:
The S2-colored chain 16 ≺ −34 ≺ 5 ≺ 9 ≺ −39 ≺ −23 ≺ −4 is one of the longest
S2-colored chains in (B2;≺) starting with an element in N2. Hence max{l2(a) | a∈N2}=
6; [B2]= 7; [S2]= 9. Therefore R(4; 10)¿ 80.
Example 3. R(4; 12)¿ 128 [7].
Proof. Take p=127 and g=3. Let i=1. Set
S+1 = {1; 2; 4; 5; 8; 10; 16; 19; 20; 25; 27; 32; 33; 38; 40; 47; 50; 51; 54; 61; 63}:
Let e=1 and obtain |M1|=11. By Lemma 3 we have
〈2〉= {2;−63;−1};
〈5〉= {5; 51;−50; 33;−32;−4};
〈20〉= {20;−19}:
Computations show that d1(2)=d1(5)=d1(20)= 0. Hence [B1]= 1; [S1]= 3.
Then let i=2 in Step 3–9. Set
S+2 = {3; 6; 7; 9; 11; 12; 13; 14; 15; 17; 18; 21; 22; 23; 24; 26; 28; 29; 30; 31; 34; 35; 36;
37; 39; 41; 42; 43; 44; 45; 46; 48; 49; 52; 53; 55; 56; 57; 58; 59; 60; 62}:
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By computation we have k =2; e=9. The equivalence classes in M2 are
〈18〉= {18;−59;−9};
〈43〉= {43; 58;−49; 45;−36;−34};
〈53〉= {53;−44}
by Lemma 4.
Then (B2;≺) is determined in a similar way. The S2-colored chain 18 ≺ −34 ≺ 3 ≺
31 ≺ 62 ≺ −21 ≺ −12 ≺ −6 ≺ −3 is one of the longest S2-colored chains in (B2;≺)
starting with an element in N2. Hence max{l2(a) | a∈N2}=8; [B2]= 9; [S2]= 11. There-
fore R(4; 12)¿ 128.
6. The proof of Theorem 1
Since the algorithm described in the previously section has high eMciency, we were
able to apply it to the prime numbers p=6m + 1 with 136p6 1213 and special
values p=1303 and 1327. For each such p; we computed the corresponding values of
q1 and q2 to obtain the inequality R(q1; q2)¿p. The results are summarized in Table 1.
Table 1
p g q1 q2 p g q1 q2 p g q1 q2 p g q1 q2
13 2 3 5 277 5 6 16 613 2 6 18 967 5 7 21
19 2 4 5 283 3 6 14 619 2 6 19 991 6 9 19
31 3 4 7 307 5 8 14 631 3 8 17 997 7 8 22
37 2 4 8 313 10 6 16 643 11 8 17 1009 11 9 23
43 3 4 8 331 3 6 15 661 2 10 17 1021 10 8 20
61 2 4 9 337 10 6 15 673 5 8 17 1033 5 8 21
67 2 4 9 349 2 9 14 691 3 6 25 1039 3 6 22
73 5 5 9 367 6 6 16 709 2 6 19 1051 7 10 19
79 3 4 10 373 2 6 15 727 5 6 20 1063 3 7 21
97 5 6 9 379 2 6 18 733 6 6 22 1069 6 6 22
103 5 6 10 409 21 8 19 739 3 8 18 1087 3 9 20
109 6 6 10 421 2 8 15 751 3 6 20 1093 5 8 20
127 3 4 12 433 5 6 16 757 2 7 19 1117 2 8 21
139 2 5 11 439 15 8 15 769 11 9 18 1123 2 7 22
151 6 6 12 457 13 8 16 787 2 9 19 1129 11 10 20
157 5 6 12 463 3 6 17 811 3 7 21 1153 5 8 21
163 2 7 11 487 3 8 16 823 3 9 19 1171 2 8 21
181 2 6 12 499 7 6 17 829 2 8 20 1201 11 7 22
193 5 5 14 523 2 9 17 853 2 8 21 1213 2 7 21
199 3 5 14 541 2 6 19 859 2 8 19 1303 6 9 20
211 2 6 12 547 2 6 17 877 2 6 20 1327 3 8 21
223 3 8 12 571 3 9 17 883 2 6 21
229 6 6 12 577 5 8 18 907 2 7 19
241 7 5 15 601 7 6 18 919 7 10 19
271 6 6 15 607 3 10 17 937 5 10 19
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Among the results of Table 1 we select the ones that Kt our need to form the content
of Theorem 1. Since the algorithm has been explained in the previous examples, its
description will be omitted in the proof of the theorem. Instead, we list the values
of the prime numbers p; the relevant minimal positive primitive root g and the Krst
longest S2-colored chain in (Bi;≺) as well as the Knal results R(q1; q2)¿p+ 1:
Proof of Theorem 1. (1) Let p=229: Take a primitive root g=6 for p:
S1-colored chain: 22 ≺ −21 ≺ −114:
S2-colored chain: 39 ≺ 89 ≺ 98 ≺ 51 ≺ 79 ≺ −111 ≺ −91 ≺ −73 ≺ −40:
Conclusion: R(6; 12)¿ 230:
(2) Let p=241: Take a primitive root g=7 for p:
S1-colored chain: 6 ≺ −105:
S2-colored chain: 16 ≺ 19 ≺ −59 ≺ −88 ≺ −35 ≺ 4 ≺ 53 ≺ 72 ≺ 75 ≺ 88 ≺
−70 ≺ −46:
Conclusion: R(5; 15)¿ 242:
(3) Let p=283: Take a primitive root g=3 for p:
S1-colored chain: 30 ≺ 116 ≺ 132:
S2-colored chain: 18 ≺ −17 ≺ −5 ≺ 68 ≺ −28 ≺ −135 ≺ −80 ≺ 65 ≺ 112 ≺
−126 ≺ −31:
Conclusion: R(6; 14)¿ 284:
(4) Let p=373: Take a primitive root g=2 for p:
S1-colored chain: 8 ≺ −22 ≺ 75:
S2-colored chain: 5 ≺ −148 ≺ 53 ≺ −24 ≺ 39 ≺ 42 ≺ 44 ≺ 48 ≺ 82 ≺ 107 ≺
110 ≺ −68:
Conclusion: R(6; 15)¿ 374:
(5) Let p=433: Take a primitive root g=5 for p:
S1-colored chain: 2 ≺ 75 ≺ 159:
S2-colored chain: 50 ≺ 72 ≺ 112 ≺ 61 ≺ 143 ≺ 118 ≺ 55 ≺ 11 ≺ 14 ≺ 36 ≺ 121 ≺
−186 ≺ −176:
Conclusion: R(6; 16)¿ 434:
(6) Let p=547: Take a primitive root g=2 for p:
S1-colored chain: 31 ≺ −236 ≺ −237:
S2-colored chain: 106 ≺ 124 ≺ −74 ≺ −15 ≺ 36 ≺ 147 ≺ 113 ≺ 145 ≺ 128 ≺
−213 ≺ −117 ≺ −63 ≺ −56 ≺ −13:
Conclusion: R(6; 17)¿ 548:
(7) Let p=613: Take a primitive root g=2 for p:
S1-colored chain: 9 ≺ −22 ≺ 68:
S2-colored chain: 18 ≺ −136 ≺ 153 ≺ −16 ≺ 286 ≺ 132 ≺ 13 ≺ 117 ≺ 128 ≺
241 ≺ 291 ≺ −249 ≺ −119 ≺ −86 ≺ −32:
Conclusion: R(6; 18)¿ 614:
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(8) Let p=709: Take a primitive root g=2 for p:
S1-colored chain: 45 ≺ −109 ≺ 149:
S2-colored chain: 5 ≺ −141 ≺ −116 ≺ −296 ≺ 36 ≺ 79 ≺ 164 ≺ 200 ≺ 261 ≺
272 ≺ 332 ≺ −298 ≺ −259 ≺ −227 ≺ −178 ≺ −130:
Conclusion: R(6; 19)¿ 710:
(9) Let p=877: Take a primitive root g=2 for p:
S1-colored chain: 90 ≺ 149 ≺ 29:
S2-colored chain: 78 ≺ 360 ≺ −335 ≺ 112 ≺ −260 ≺ 7 ≺ 81 ≺ 103 ≺ 190 ≺ 222 ≺
244 ≺ 257 ≺ 330 ≺ 399 ≺ 402 ≺ −294 ≺ −257:
Conclusion: R(6; 20)¿ 878:
(10) Let p=883: Take a primitive root g=2 for p:
S1-colored chain: 177 ≺ 440 ≺ 296:
S2-colored chain: 5 ≺ 293 ≺ 113 ≺ 28 ≺ 108 ≺ 180 ≺ 193 ≺ 280 ≺ 380 ≺ 393 ≺
−418 ≺ −405 ≺ −382 ≺ −270 ≺ −185 ≺ −162 ≺ −100 ≺ −85:
Conclusion: R(6; 21)¿ 884:
(11) Let p=907: Take a primitive root g=2 for p:
S1-colored chain: 112 ≺ −293 ≺ 146 ≺ −285:
S2-colored chain: 162 ≺ −444 ≺ 103 ≺ −265 ≺ 108 ≺ −73 ≺ 36 ≺ 45 ≺ 284 ≺
386 ≺ −412 ≺ −406 ≺ −335 ≺ −220 ≺ −188 ≺ −79:
Conclusion: R(7; 19)¿ 908:
(12) Let p=1069: Take a primitive root g=6 for p:
S1-colored chain: 78 ≺ −472 ≺ 418:
S2-colored chain: 175 ≺ −387 ≺ −284 ≺ −423 ≺ 295 ≺ 36 ≺ 72 ≺ 243 ≺ 341 ≺
387 ≺ 439 ≺ 507 ≺ −459 ≺ −393 ≺ −376 ≺ −367 ≺ −103 ≺ −20 ≺ −11:
Conclusion: R(6; 22)¿ 1070:
(13) Let p=1093: Take a primitive root g=5 for p:
S1-colored chain: 119 ≺ 281 ≺ −367 ≺ −279 ≺ −91:
S2-colored chain: 53 ≺ 383 ≺ 63 ≺ 139 ≺ 179 ≺ 196 ≺ 308 ≺ 353 ≺ 465 ≺ 505 ≺
−515 ≺ −473 ≺ −435 ≺ −393 ≺ −328 ≺ −160 ≺ −73:
Conclusion: R(8; 20)¿ 1094:
(14) Let p=1213: Take a primitive root g=2 for p:
S1-colored chain: 115 ≺ −176 ≺ 87 ≺ 336:
S2-colored chain: 230 ≺ 327 ≺ −259 ≺ 278 ≺ −245 ≺ 426 ≺ −248 ≺ 283 ≺ 361 ≺
432 ≺ 435 ≺ 578 ≺ −576 ≺ −315 ≺ −250 ≺ −243 ≺ −97 ≺ −7:
Conclusion: R(7; 21)¿ 1214:
(15) Let p=1303: Take a primitive root g=6 for p:
S1-colored chain: 99 ≺ 537 ≺ −124 ≺ −200 ≺ −379 ≺ 580:
S2-colored chain: 92 ≺ −211 ≺ −423 ≺ 63 ≺ 312 ≺ 10 ≺ 160 ≺ 282 ≺ 377 ≺
439 ≺ −644 ≺ −525 ≺ −340 ≺ −304 ≺ −286 ≺ −263 ≺ −247:
Conclusion: R(9; 20)¿ 1304:
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(16) Let p=1327: Take a primitive root g=3 for p:
S1-colored chain: 113 ≺ 392 ≺ 2 ≺ −390 ≺ −111:
S2-colored chain: 50 ≺ 87 ≺ −358 ≺ −368 ≺ −158 ≺ −287 ≺ −264 ≺ 129 ≺
160 ≺ 289 ≺ 381 ≺ 529 ≺ 584 ≺ −529 ≺ −355 ≺ −239 ≺ −209 ≺ −39:
Conclusion: R(8; 21)¿ 1328:
This concludes the proof of theorem.
7. Some remarks
(1) It was pointed out on p. 6 of [6] that “all the lower bounds for higher num-
bers listed in Table 2, except 2376R(5; 15); were obtained by construction of cyclic
graphs”. Now this unique exception can be discarded, since our results show that
R(5; 15)¿ 242 by construction of cyclic graphs.
(2) In [5] the construction method is used to show that R(4; 10)¿ 80; which can
also be obtained in Example 2 by our method. Obviously the graphs in these two
constructions are not isomorphic.
(3) Table 1 contains some strong results. It is known that 14 is the least lower bound
for R(3; 5); R(4; 12)¿ 128 is better than R(4; 12)¿ 98 in [1] and R(4; 12)¿ 106 in [5].
The result R(8; 19)¿ 860 and R(7; 19)¿ 908 are much better than the corresponding
ones recorded in [6]. Therefore our method can produce many new lower bounds for
small Ramsey number. It is almost sure that if the range of p in Table 1 is enlarged
beyond 1327 more new lower bounds of Ramsey numbers will be obtained.
(4) The cyclic graph Gp(Si) constructed in DeKnition 1 is a special Cayley graph.
Although we have obtained some properties of Gp(Si) to enhance the algorithm, we
believe that such graphs should have nicer properties yet to be discovered. Finally, we
pose an interesting question: Is there any algebraic expression for [Si] in terms of the
prime number p? If this question has an aMrmative answer, then better lower bounds
could be obtained.
Acknowledgements
We appreciate numerous useful suggestions and comments from the referees. We
also thank Prof. J.G. Yang for his valuable help.
References
[1] N.J. Calkin, P. Erdo˝s, C.A. Tovey, New Ramsey bounds from cyclic graphs of prime order, SIAM
J. Discrete Math. 10 (1997) 381–387.
[2] R.E. Greenwood, A.M. Gleason, Combinatorial relations and chromatic graphs, Canad. J. Math. 7 (1955)
1–17.
[3] R.L. Graham, B.L. Rothschild, J.H. Spencer, Ramsey Theory, Wiley, New York, 1990.
W. Su et al. / Discrete Mathematics 250 (2002) 197–209 209
[4] H.-P. Luo, W.-L. Su, Q. Li, New lower bounds of classical Ramsey numbers R(6; 12), R(6; 14) and
R(6; 15), Chinese Sci. Bull. 43 (1998) 817–818.
[5] Piwakowski, Applying Tabu search to determine new Ramsey graphs, Electron. J. Combin. 6 (1996)
1–4.
[6] S.P. Radziszowski, Small Ramsey numbers, Electron. J. Combin. 6 (1999) 1–35.
[7] W.-L. Su, H.-P. Luo, Q. Li, New lower bounds of classical Ramsey numbers R(4; 12), R(5; 11) and
R(5; 12), Chinese Sci. Bull. 43 (1998) 528.
[8] W.-L. Su, H.-P. Luo, Q. Li, Lower bounds for multicolor classical Ramsey numbers R(
n
︷ ︸︸ ︷
q; q; : : : ; q), Sci.
China 42 (1999) 1019–1024.
[9] W.-L. Su, H.-P. Luo, Q. Li, New lower bounds for seven classical Ramsey numbers R(k; l), J. Systems
Sci. Math. Sci. 20 (2000) 55–57.
[10] W.-L. Su, H.-P. Luo, Q. Li, A method for obtaining lower bounds for some Ramsey numbers,
J. Guangxi Academy Sci. 15 (1999) 145–147.
[11] W.-L. Su, H.-P. Luo, Y.-Q. Shen, New lower bounds for classical Ramsey numbers R(5; 13) and
R(5; 14), Appl. Math. Lett. 12 (1999) 121–122.
[12] W.-L. Su, H.-P. Luo, Z.-Y. Zhang, G.-Q. Li, New lower bounds of Kfteen classical Ramsey Numbers,
Austral. J. Combin. 19 (1999) 91–99.
