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Abstract
In this paper we propose a method of training example generation from agent’s experience, which is suitable for sequential sce-
narios. The experience consists of the agent’s observations and its action records. Examples generated are used by the agent to
learn a classiﬁer, which is used to make decisions about its strategy in the following problem instances. The method is tested in a
Sovereign environment, which is an economics simulation created to test agent-based learning. Experimental results show that an
agent using the proposed methods is able to learn and achieves better results than random and heuristic agents.
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1. Introduction
The problem of learning naturally appears in multi-agent systems1,2,3, which are eﬃcient architectures for decen-
tralized problem solving. The reason is that in complex or changing environments it is very diﬃcult, sometimes even
impossible, to design all system details a priori. To overcome this problem one can apply a learning algorithm which
allows the system to adapt to the environment.
In agent-based systems, most researchers apply reinforcement learning or evolutionary computations for adapta-
tion1. However, there are advantages of using other learning techniques, like supervised learning, especially if the
state space is large4,5. In supervised learning one has to determine how training data is generated. It is straightforward
for simple environments6. For more complex ones, it is not obvious.
The goal of this paper is to present a novel way of training set generation that is applicable in sequential scenarios.
By a sequential scenario we mean a problem which consists of a sequence of decision points, like tic-tac-toe. The
training set is prepared by an agent from its own experience. Next, it is used to learn a classiﬁer, which is applied by
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the agent to make decisions about its strategy. Several conﬁgurations are tested on a Sovereign scenario, which is a
game created to test learning strategies.
In our research, we make the following contributions to the state of the art: we propose a method of training
example generation with several possible variants, which is suitable for sequential scenarios; show how supervised
learning may be applied to generate agent strategy in such environments; we present Sovereign – a complex domain
allowing for comparison of learning algorithms; we compare learning algorithms eﬃciency in several training example
generation conﬁgurations.
In the following sections we overview learning in multi-agent systems and computer games, which are good exam-
ples of sequential scenarios. Next, we present a method of example generation for supervised learning, and describe
the proposed problem domain. Afterwards, experimental results are described. Finally, conclusions and the further
work are outlined.
2. Related research
Learning in agent-based systems is one of interesting AI research domains1,2,3. The most commonly applied
learning strategy is reinforcement learning7. It allows to generate a strategy for an agent in a domain in which the
environment provides some feedback after the agent has acted. Feedback takes the form of a real number representing
reward, which depends on the quality of the action executed by the agent in a given situation. What is important, the
reward can be delayed. The goal of the learning is to maximize estimated reward. A typical example of domain used
in such works is a Predator-Prey environment8, where predator agents use reinforcement learning to learn a strategy
minimizing time to catch prey. Examples of supervised learning applications in multi-agent systems are discussed
below.
Rule induction is used in multi-agent solutions for vehicle routing problems9. However, in this work learning is
done oﬀ-line. First, rules are generated by the AQ algorithm (the same as used in this work) from a global traﬃc
data. Next, agents use these rules to predict traﬃc. There is an extension of this work10. Agents use a hybrid learning
algorithm. Rule induction is used to decrease the size of the search space for reinforcement learning.
Airiau et al. add learning capabilities to the BDI model11,12. Decision tree learning is used to support plan appli-
cability testing. Each plan has its own decision tree to test if it may be used in a given context. As a result, plans may
be modiﬁed by providing additional conditions limiting their applicability. Knowledge learned has an indirect impact
on the agent strategy because it has inﬂuence on the probability of choosing plans for execution.
There are several works in which Inductive Logic Programming (ILP) is applied. There is a good background paper
considering machine learning and especially ILP for multi-agent systems13. Supervised learning (the subject of this
paper) can be considered a special case of ILP, where a simple logic program deﬁning one predicate only is learned.
ILP shows its advantage over classical rule induction in complex domains, whereas most multi-agent applications
are relatively simple (conclusions of Kazakov’s work13). Therefore, supervised learning seems to be enough in most
cases.
Comparison of various learning strategies in the same domain can be found in4. The paper presents a Farmer-
Pest domain, which is designed speciﬁcally for learning agent benchmarking. Every agent controls a farmer that
supervises multiple ﬁelds. Several types of pests can appear on each ﬁeld, and the farmer should execute an action
which is appropriate for the pest type. Each pest is described by a set of attributes (e.g. number of legs, color) which
are visible to the agent, while the pest type is hidden. Therefore, agents have to learn how to assign an action to the
observed conditions represented by the attributes. In the paper, agents using reinforcement learning (SARSA) are
compared with the ones using supervised learning algorithms (Naı¨ve Bayes, C4.5 and RIPPER).
Rule induction may be used to generate agent strategy in the Predator-Prey domain and in Fish-Banks game6. This
type of learning is compared with reinforcement learning. Some aspects of learned knowledge exchange are also
investigated. A similar approach may be applied for SOA adaptation.
Alongside with learning in agent-based systems, another hot topic are the applications of machine learning in
games, especially the problem of developing intelligent or adaptive players. The most common test bed for this
domain are probably real-time strategy (RTS) games like StarCraft 14,15.
Management simulations are not used as often, as the notion of an opponent is of lesser importance in this genre.
Nevertheless, interesting works appear that use Civilization IV and its open-source variants as an environment. Wender
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and Watson16 apply reinforcement learning to teach an AI player to place cities eﬀectively at the early stage of the
game. Amato and Shani17, in turn, use the same learning technique to adaptively switch between hand-coded high-
level strategies in order to best exploit the weaknesses of the opponent.
Two predominant methods of creating a strong AI player via machine learning are present in the literature. One
is to utilize reinforcement learning and let the agent learn the good and bad moves by itself16,17,14. The other one
consists in training a supervised learning algorithm to imitate an expert, not necessarily human, player15. As the work
of Hefny et al. on FPS games shows18, the two approaches can also be combined eﬀectively in some applications.
This paper suggests using a supervised learning algorithm along with a training sample generation strategy as a third
possible method. It is interesting to note that an eﬀective attempt on tackling such a problem, although not called by
name, has been made in one of the test environments, the Fish Banks6, which is in fact a very simple management
simulation game.
3. Idea of the proposed solution
The proposed sample generation method aims at optimizing success rate and solution quality of supervised learning
agents for a speciﬁc range of domains. A problem P to be solved by an agent is deﬁned in a possibly stochastic
environment which can achieve states s from a set S = X1 × X2 × . . . × Xn described by attributes x1(s) ∈ X1, x2(s) ∈
X2, . . . , xn(s) ∈ Xn. The agent can inﬂuence the environment by a series of binary decisions on whether it wishes to
take an action a ∈ A = {a1, a2, . . . , am} or not, given the actual time t and environment state s.
While challenging an instance of the problem, the algorithm outputs a sequence of contextual decisions called the
log of size p, Λ = ((ti, si, ai, di))i=1...p, with di being equal to 1 if the action ai was chosen to be performed and 0 if it
was not. Meanwhile, the environment changes its state, either due to the agent’s actions or by its own, evolving to a
ﬁnal state σ. The goal is to reach a ﬁnal state that belongs to the set of winning states W ⊂ S within a time limit T .
Solutions found by the algorithm can also be rated depending on how quickly the objective was completed.
Beside the time limit, the possible strategies are constrained by presence of losing states l ∈ L, with L ⊂ S and
L∩W = ∅. Losing states cause immediate failure if they occur, and therefore have to be avoided by the agent. Keeping
away from these states may at times require decisions contrary to the most direct way of achieving the goal.
It is assumed that actions performed too rarely lead to losing states. On the other hand, performing actions too
often leads to exceeding the time limit T . We call this moderate action frequency assumption.
An instance of the problem P, Pi, is deﬁned by the environment’s initial state s0i, which may vary slightly within a
known interval. The agent has a chance to improve its performance over a series of r problem instances P1, P2, . . . , Pr.
What is crucial for success when tackling such a problem is to choose eﬀectively which actions to perform in a
given state. The agent’s choices are determined by its strategy, which can be perceived as a function f : {0, 1, . . . ,T }×
S × A → d ∈ {0, 1}. It is worth noting that f gives the agent the freedom not to take any action at all, or take many, in
given circumstances.
Machine learning algorithms can attempt to modify the strategy function in order to achieve better results. For su-
pervised learning, this translates to providing relevant examples of both correct and incorrect decisions and extending
the training set with new items. However, without direct supervision of a human tutor, the agent has to rely on its own
ability to recognize and retrieve proper examples from situations it encountered in the past. There are several ways to
do this.
Sample decisions can be drawn from occasions on which an agent decided to take a certain action in a certain state,
which will be referred to as experience-based learning. The alternative is to learn from opportunities, i.e. to consider
situations when the agent could have taken an action but it didn’t. In the former case, the decision rating can be
indirectly inferred from the environment states that follow. The latter technique is essentially more diﬃcult to apply,
since it requires a “what-if” attitude – assessing the quality of a decision without any hard facts about how a positive
verdict would have changed the course of the simulation. Such assessment could be performed e.g. by heuristic
prediction or by approximation of the outcome with use of several positive decisions made in similar conditions in
the past games. The extreme option is to use the rating of the closest positive decision from the past. If the action set
contains more than one action, experience- and opportunity-based example generation should be performed separately
for each of them, with use of multiple classiﬁers.
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Data: Pi−1 - i − 1’th problem instance; Ri−1 - result of solving Pi−1, Ri−1 ∈ {solved, time-limit-exceeded,
losing-state-reached}; Λi−1 - log of the process of solving Pi−1; Q : (t, s, A) → R - positive decision rating
function; q : (t, s, A) → R - negative decision assessment function; Training Set (used to solve Pi−1)
Result: Training Set (to be used to tackle Pi)
1 begin
2 choose time interval points T0, T1, . . . , Tk so that T0 = 0 and i < j =⇒ Ti < T j
3 split the log into Λ1, Λ2, . . . , Λk so that Λi−1 contains all decisions that happened between Ti−1 and Ti
4 foreach i = 1 to k do
5 if Ri−1 = solved then
6 rate the beneﬁt from each decision (t, s, a, 1) in Λi−1 using Q
7 X = set of best-rated decisions in Λi−1
8 Y = set of worst-rated decisions in Λi−1
9 foreach (t, s, a, 1) ∈ X do add (t, s, a, 1) to the Training Set;
10 foreach (t, s, a, 1) ∈ Y do add (t, s, a, 0) to the Training Set;
11 end
12 else if Ri−1 = losing-state-reached then
13 assess the beneﬁt from each decision (t, s, a, 0) in Λi−1 using q
14 X = set of best-assessed decisions in Λi−1
15 foreach (t, s, A, 0) ∈ X do add (t, s, A, 1) to the Training Set;
16 end
17 else if Ri−1 = time-limit-exceeded then
18 rate the beneﬁt from each decision (t, s, A, 1) in Λi−1 using Q
19 Y = set of worst-rated decisions in Λi−1
20 foreach (t, s, A, 1) ∈ Y do add (t, s, A, 0) to the Training Set;
21 end
22 end
23 end
Algorithm 1: A composite example generation for supervised learning agents
Another way to look at the problem of training example generation is whether to attempt to add positive decision
instances, in which it is correct to perform an action, or negative ones, where the algorithm should refrain from taking
a particular action in the future. On a higher level, one can also diﬀerentiate between enterprising and unenterprising
training set extension methods, the former aiming at achieving better quality of solutions and the latter attempting not
to fail in the ﬁrst place.
The attitude proposed in this paper, outlined in Algorithm 1, is a combination of the abovementioned concepts.
A learning agent analyses its decisions from a ﬁnished attempt at solving the i − 1’th problem instance Pi−1 using a
strategy fi−1. It divides the operation log Λi−1 into meaningful (e.g. equal in length) time intervals (see line 3), which
are analyzed separately. Three cases are then distinguished based on how the attempt ended. If the agent found the
solution to the problem instance Pi−1 (line 5), an experience-based positive and negative form of example generation
is used. Decisions on taking an action made in each interval are rated using a rating function Q : (t, s, A) → R and the
best ones are added to the training set as positive examples, whereas the worst ones become negative examples.
If the agent overran the time limit (line 12), it needs to become more enterprising. To achieve this goal, it applies
an experience-based negative strategy by selecting the worst decisions in each interval and adding them to the training
set as wrong decisions. Similarly, if the algorithm failed prematurely by reaching a losing state (line 17), it needs
to execute more actions in such conditions (because of moderate action frequency assumption). Hence it utilizes
opportunity-based positive example generation to not act so aggressively towards following problem instances, but
rather to avoid losing at all costs. It assesses the hypothetical utility of decisions against an action using an assessment
function q : (t, s, A) → R and treats positive versions of the top-scoring decisions as prospective training examples.
In the last two steps moderate action frequency assumption is used. Having extended the training set as described
above, the agent receives a new strategy fi, which is used to solve the i’th problem instance.
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4. Application example
As a platform for testing the strategy described in the previous section, a game called The Sovereign was developed
and used. The test bed provides an exemplary problem meeting all assumptions stated before: it challenges the player
with a time-bound task to be performed in a dynamic environment while avoiding certain loss conditions. The details
are explained in the following paragraphs. Subsequently, the architecture and operating conditions of the learning
agent are described.
Environment. The Sovereign is a management simulation game in which the player assumes the role of a “caretaker”
of a village. Its inhabitants, simulated as independent agents, lead a life of their own, gathering, producing and
consuming items stored in a common stock, resting, marrying, mating, baring children and, ﬁnally, dying. These
actions are picked at random with a weighted distribution and have a ﬁxed duration. A villager has their own level
of features like strength, dexterity, and looks. Values of these traits are visible to the player and inheritable between
generations, which enables the population to evolve. In detail, a child’s feature value φc is a random integer from
an interval [min(φm, φ f ) − Δφ,max(φm, φ f ) + Δφ], where φm and φ f are the feature values of the parents and Δφ =
0.2 ×min(φm, φ f ).
Also, every person in the village has a job, which enables them to perform diﬀerent actions than representatives of
other professions. Jobs are chosen at birth and the choice is aﬀected by factors such as ﬁtness to requirements, i.e. to
what degree the traits of a villager match the level required for the trade, and also the parents’ profession - a person is
more likely to pick a job they have seen performed by their mother or father.
The player’s goal is to lead the village to a higher level of development, represented e.g. by the presence of certain
jobs or items in a given quantity. However, the population cannot be controlled directly. Instead, the titular Sovereign’s
role is more like that of a government – to regulate the rules of life in the village. Speciﬁcally, in the version used for
the experiments, the player acts as a registry oﬃcer – she accepts or rejects marriages proposed by the individuals.
To help make such a decision, the simulator provides the caretaker with basic statistics about the population and the
bridegroom, including their age, profession and features. Given the evolutionary character of individuals’ traits and
the conditional choice of jobs, control over marriages is powerful enough to enable the player to drive the community
towards the desired trade structure or production capabilities.
To add more challenge (and to prevent weak players from endless meandering), the game time is limited. Also, its
goal is unachievable if the whole population dies out, which brings in a natural second losing condition. All the above
properties combined imply that The Sovereign meets the requirements for using the proposed approach to example
generation.
More formally, the simulator constitutes a stochastic environment in which the problem shall be challenged. The
state space S consists of all possible populations, i.e. combinations of states of all individuals, and all possible stock
contents. A state of a single person includes their age, gender, traits, job, references to parents and, potentially, a
spouse, action in progress and whether they are pregnant or not. The stock can contain any natural number of items
available in the game. Winning states w ∈ W are the ones in which the game goal is fulﬁlled, e.g. if the objective is
to produce 10 pieces of clothing, the winning states are all states in which there is 10 or more pieces of these items in
stock. Similarly, the losing states l ∈ L are those in which the population is empty. Due to performance reasons, the
maximum population size was restricted to 1000, but coming to such a situation does not end the game, therefore it is
not considered a losing state. The action set A consists of only one action a, which is to allow a couple to get married.
The simulator allows the researcher to set up an environment for human players and learning agents to play in.
Such a conﬁguration includes individual features, available items and jobs, the winning condition and the time limit.
The setup used for the tests is shown in Tables 1 and 2. Most properties are obvious, but two deserve a more detailed
explanation. An individual cannot choose a job if their dexterity is lower than the trade’s minimum. If it is higher,
the weight of the profession in the random choosing algorithm increases linearly up to a maximum for the villager’s
dexterity equal to or higher than the optimum value for that job.
Agents. Three diﬀerent agents were created to play The Sovereign: Random agent, which makes random decisions,
20% of which are positive; Heuristic agent, which approves of all marriages if the population size is below 50,
otherwise it accepts only those, for which the average dexterity of the bridegroom is at least 10% higher than the
average dexterity in the population; Supervised learning agent, which is described in detail below.
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Table 1. The Sovereign level used in experiments. General properties
Property Value
Level goal Produce 10 of Linen clothing
Time limit 5000 units
Available features S trength, Dexterity, Looks
Feature value range 1-200
Initial population size 10 individuals
Initial feature value range 35-45
Initial feature value sum 120
Individual life span 480 units
Pregnancy duration 20 units
Table 2. The Sovereign level used in experiments. Available jobs
Property Peasant Carder Weaver Tailor
Minimum 0 40 60 80
dexterity
Optimum 0 60 80 100
dexterity
Production nothing→ linen stem→ linen thread→ linen cloth→
linen stem linen thread linen cloth linen clothes
Production 3 units 7 units 12 units 18 units
duration
The supervised learning agent has a simple architecture. Its core is a supervised learning algorithm (implemen-
tations from the scikit-learn Python library19) – a decision tree, a nearest neighbor classiﬁer or a multinomial Naı¨ve
Bayes classiﬁer, depending on the version. Each of these algorithms is presented with the description of the current
state of the game and descriptions of the two individuals in question with use of 29 attributes, which makes the state
space relatively big and the environment complex. The list of all 29 features is as follows:
• current simulation time t,
• current population size,
• average values of the three features within the population (see Table 1),
• number of individuals falling into age intervals of 0-120, 120-240, 240-360 and 360-480 units,
• number of representatives of each of the 4 professions,
• for the groom and the bride separately: their age, their job (converted to 4 numeric attributes, with 1 in the i’th
place if the individual performs the i’th job, and 0 otherwise), their feature values.
The decision tree learning algorithm CART used the gini criterion to decide on the attribute to break the example
set by. Its leaves were conﬁgured to contain no less than 5 items, and the internal nodes were only broken down if there
were at least 10 cases left. The nearest neighbor classiﬁer chose the class by comparing 7 neighbors with uniform
weights. This algorithm as well as the Naı¨ve Bayes classiﬁer both used weighted features, with the bridegroom’s age
scaled by 0.25 and the population size, age distribution and job distribution scaled by 0.4. These weights were a result
of a manual “common-sense” optimization.
The agents loaded a ﬁle with training examples at the beginning of every game. They did not learn during the game.
However, between the games the described example generation method was applied (see Algorithm 1), extending the
ﬁle after each iteration.
During the generation, the game log was divided into intervals of 200 units of length. For each interval, the
decisions in consideration were the ones that led (or could potentially lead, if they were negative) to marriages that
ended within that interval (by death of the older of the bridegroom). After a victorious game, the sample generator
rated the decisions using a function comparing, ﬁrstly, the average dexterity of the couple’s children to the same
statistic of the population at the end of the interval, and, secondly, the job distribution among the children to the
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distribution at the end of the best (i.e. shortest) won game. Then, for each interval, it added 5 (max. 20% of all) best
and 5 (max. 20% of all) worst decisions to the training set (inverting the latter ones). If the time limit was exceeded,
a similar rating function was used, but only considering the features of children. In this case, the worst 5 decisions
per interval, no more than 20% of all, were remembered as negative examples. The remaining case of a game lost by
reaching a forbidden state causes all negative decisions to be assessed in a similar way as before. This time, however,
the bridegroom’s average dexterity is taken into account as an approximation of their potential children’s dexterity. To
compensate for the fact that the number of decisions performed in a prematurely ﬁnished game is usually lower than
in the other cases, 7 samples with the couple’s best potential are saved for each interval as positive examples for the
future.
5. Experiments
Eﬀectiveness of the training example generation strategy was veriﬁed through a series of experiments. They were
performed using the three versions of learning agents diﬀering in the classiﬁers at their core. Each version was tested
in 10 independent courses of 150 subsequent games.
Two diﬀerent initial training sets were used. One was a log of 718 decisions from a very aggressive gameplay in a
game won by one of the authors. The other one, signiﬁcantly smaller (13 examples), consisted of decisions made by
a random agent in a lost game. Tests of each agent were performed for three diﬀerent cases:
• the initial ﬁle from the human game, learning from victories and losses (denoted in Table 3 as HG + VL),
• the initial ﬁle from the random agent’s game, learning from victories and losses (RG + VL),
• the initial ﬁle from the human game, strategy restricted to learning from lost games only (HG + LO).
As a comparison, the following agents incapable of learning between iterations were tested in a series of 50 in-
dependent games: the heuristic agent, the random agent, three versions of agents with strategy generated from the
human game log using diﬀerent types of classiﬁers.
The performance of the playing agents was measured primarily using the win rate. For learning agents, it is
calculated as a number of victories in the last 10 games and averaged over ten 150-game periods. For non-learning
agents, the win rate is determined from 50 games and scaled to the interval 0 − 10. It is also possible to rate solutions
using the average score, but a deep analysis of the agents’ performance from that point of view is out of scope of this
paper.
The full test results are displayed in Table 3. For the comparison between diﬀerent training set extension methods
within speciﬁc algorithms, see Figure 1.
As the graphs indicate, all of the agents utilizing learning from training examples generated between iterations
make considerable progress compared to their initial performance. In most cases, they learn up to the 50th-70th
iteration and then either stabilize their behavior (nearest neighbors and one of the Naı¨ve Bayes versions), or suﬀer
from relatively small ﬂuctuations (CART decision trees, other Bayesian agents). At the beginning of the learning
process, there are many new important examples, which results in a rapid progress. Stabilization is a consequence of
lack of new examples.
It is worth noting that of the 9 tested agents, only four (those which stabilize) achieved results comparable to a
handwritten script and only two were able to ﬁnally outperform it.
The Student’s T-test on results of the 150th games in each sequence was used to expose the statical diﬀerences
between strategies developed by agents. Its results show diﬀerent behavior both in terms of eﬃciency of diﬀerent
training example generation strategies when applied to diﬀerent algorithms and the inﬂuence of particular strategies
on the algorithms’ operation.
First of all, performance of every algorithm with every training set extension method compared to the versions
incapable of strategy updating as well as the random agent was shown to be statistically diﬀerent. However, ﬁve of
the agents (all three k-NNs and the decision tree and Bayesian agent when learning from lost games only) achieved
performance that was not denoted as diﬀerent from the heuristic player.
The test indicated that the performance diﬀerences of the k-NN agent for diﬀerent strategies are not statistically
signiﬁcant. For decision trees, a slight diﬀerence was detected between operation when learning from all games and
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Table 3. Experiment results; notation: DT = Decision Tree learning using CART algorithm, k-NN = Nearest Neighbors, NB = Naı¨ve Bayes; initial
training set from: HG = human game, RG = random game; training example generation strategy: - = none, VL = both from victories and losses,
LO = only from lost games. Score for agents extending their training sets come from their 150th game
Playing Score Score Win Rate Win Rate
Agent (Average) (Std. Dev.) (Average) (Std. Dev.)
Random 97.22 486.68 0.4 -
Heuristic 3041.98 670.52 9.6 -
DT (HG, -) 731.32 1148.22 3.2 -
k-NN (HG, -) 192.72 683.92 0.8 -
NB (HG, -) 132.00 653.24 0.4 -
DT (HG, VL) 1672.63 361.49 7.6 1.35
DT (RG, VL) 2150.98 230.43 8.4 0.84
DT (HG, LO) 2114.35 422.30 8.8 1.14
k-NN (HG, VL) 2404.26 161.24 9.5 0.53
k-NN (RG, VL) 2326.91 359.61 9.7 0.48
k-NN (HG, LO) 1949.62 209.23 9.2 0.79
NB (HG, VL) 1938.98 647.50 6.6 2.07
NB (RG, VL) 1771.01 500.10 6.3 1.25
NB (HG, LO) 2337.66 430.30 9.9 0.32
lost games only. The Naı¨ve Bayes algorithm behaved signiﬁcantly diﬀerently when learning from lost games only
than in the other two cases. The win rate graphs for the latter two classiﬁers (Figure 1, graphs (2) and (3)) show clearly
that the lost-game-only version outperforms the other two, although for decision trees the advantage is rather slim.
From the other point of view, the biggest diﬀerences between operation of the tested learning algorithms are shown
when they use the random initial ﬁle. Naı¨ve Bayes gives the worst results, because it is not able to take into account
dependencies between attributes. This phenomenon hints that a larger initial data set directs the agents to play a
certain style. Both strategy versions that use the decision log from a human game as a starting training set cause one
of the agents to achieve results statistically distinct from the other two – Naı¨ve Bayes when learning from all games
and the nearest neighbor algorithm when deriving the new examples from lost games only.
In terms of the utility of the proposed attitude to generating additional training examples, several conclusions can
be drawn. Of the tested classiﬁers, the method works best with the nearest neighbor algorithm. For the other two
classiﬁers, teaching from victories seems to make little sense when considering only the win rate as the performance
metrics. Indeed, this part of the training set extension strategy was connected to developing high game score, which
is out of scope of this paper. Research results connected to scored games will be published separately.
6. Conclusions and further research
Our results show that an agent using the proposed example generation method for supervised learning is able to
generate training data for a supervised learning algorithm, which results in a better strategy than random and heuristic
ones. The agent learns autonomously and is able to adapt to the changing conditions. The learning method does not
suﬀer from exponential explosion of the state space20 which is a problem in reinforcement learning21, and as a result,
can be applied directly to the complex environment. Such a solution can be applied in any sequential scenario with
moderate action frequency assumption.
In the future research we would like to generalize the method by omitting the mentioned assumption. We would
also like to check if generating negative examples, when a loosing state is reached (line 17 of Algorithm 1), helps.
Another task is to compare this method with other learning strategies, like reinforcement learning. This article omits
the topic of game scores in order to focus on the win rate. Score results will be covered in another paper. Application
in a system for data analysis that is being developed for the Polish Government Protection Bureau is considered
for heterogeneous services calls optimization. In this case an agent will be responsible for choosing the service for
interoperation22,23. Depending on the system state and a given task details, diﬀerent calls sequence may be optimal.
The same methodology will be also applied to other tasks, like resource allocation24 and transport systems25.
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(3) Naı¨ve Bayes classiﬁcation
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Fig. 1. Win rate of the agents over the iterations while utilizing various versions of the training set extension method
Acknowledgments
The research reported in the paper was supported by the grant “Information management and decision support
system for the Government Protection Bureau” (No. DOBR-BIO4/060/13423/2013) from the Polish National Centre
for Research and Development.
53 Paweł Stobiecki and Bartłomiej Śnieżyński /  Procedia Computer Science  35 ( 2014 )  44 – 53 
References
1. Panait, L., Luke, S.. Cooperative multi-agent learning: The state of the art. Autonomous Agents and Multi-Agent Systems 2005;11:2005.
2. Sen, S., Weiss, G.. Learning in multiagent systems. Cambridge, MA, USA: MIT Press. ISBN 0-262-23203-0; 1999, p. 259–298.
3. Tuyls, K., Weiss, G.. Multiagent learning: Basics, challenges, and prospects. AI Magazine 2012;33(3):41–52.
4. S´niez˙yn´ski, B., Dajda, J.. Comparison of strategy learning methods in farmerpest problem for various complexity environments without
delays. Journal of Computational Science 2013;4(3):144 – 151.
5. S´niez˙yn´ski, B.. Comparison of reinforcement and supervised learning methods in farmer-pest problem with delayed rewards. In: Badica,
C., Nguyen, N.T., Brezovan, M., editors. Computational Collective Intelligence; vol. 8083 of LNCS. Springer Berlin Heidelberg. ISBN
978-3-642-40494-8; 2013, p. 399–408.
6. S´niez˙yn´ski, B.. Agent strategy generation by rule induction. Computing and Informatics 2013;32(5):1055–1078.
7. Sutton, R., Barto, A.. Reinforcement Learning: An Introduction (Adaptive Computation and Machine Learning). The MIT Press; 1998.
ISBN 0262193981.
8. Tan, M.. Multi-agent reinforcement learning: Independent vs. cooperative agents. In: In Proceedings of the Tenth International Conference
on Machine Learning. Morgan Kaufmann; 1993, p. 330–337.
9. Gehrke, J.D., Wojtusiak, J.. Traﬃc prediction for agent route planning. In: Bubak, M., van Albada, G.D., Dongarra, J., Sloot, P.M.A.,
editors. ICCS (3); vol. 5103 of Lecture Notes in Computer Science. Springer. ISBN 978-3-540-69388-8; 2008, p. 692–701.
10. S´niez˙yn´ski, B., Wojcik, W., Gehrke, J.D., Wojtusiak, J.. Combining rule induction and reinforcement learning: An agent-based vehicle
routing. In: Proc. of the ICMLA 2010. Washington D.C.; 2010, p. 851–856.
11. Airiau, S., Padham, L., Sardina, S., Sen, S.. Incorporating learning in bdi agents. In: Proceedings of the ALAMAS+ALAg Workshop. 2008,
.
12. Singh, D., Sardina, S., Padgham, L., Airiau, S.. Learning context conditions for bdi plan selection. In: Proceedings of the 9th Inter-
national Conference on Autonomous Agents and Multiagent Systems - Volume 1; AAMAS ’10. Richland, SC: International Foundation for
Autonomous Agents and Multiagent Systems; 2010, p. 325–332.
13. Kazakov, D., Kudenko, D.. Machine learning and inductive logic programming for multi-agent systems. In: Multi-Agent Systems and
Applications. Springer; 2001, p. 246–270.
14. Shantia, A., Begue, E., Wiering, M.. Connectionist reinforcement learning for intelligent unit micro management in starcraft. In: IJCNN.
2011, p. 1794–1801.
15. Gemine, Q., Safadi, F., Fonteneau, R., Ernst, D.. Imitative learning for real-time strategy games. In: CIG. IEEE. ISBN 978-1-4673-1193-9;
2012, p. 424–429.
16. Wender, S., Watson, I.. Using reinforcement learning for city site selection in the turn-based strategy game civilization iv. In: CIG08: IEEE
Symposium on Computational Intelligence and Games. 2008, .
17. Amato, C., Shani, G.. High-level reinforcement learning in strategy games. In: Proceedings of the 9th International Conference on
Autonomous Agents and Multiagent Systems: Volume 1 - Volume 1; AAMAS ’10. Richland, SC: International Foundation for Autonomous
Agents and Multiagent Systems. ISBN 978-0-9826571-1-9; 2010, p. 75–82.
18. Hefny, A.S., Hatem, A.A., Shalaby, M.M., Atiya, A.F.. Cerberus: Applying supervised and reinforcement learning techniques to capture
the ﬂag games. In: Darken, C., Mateas, M., editors. AIIDE. The AAAI Press. ISBN 978-1-57735-391-1; 2008, .
19. Pedregosa, F., Varoquaux, G., Gramfort, A., Michel, V., Thirion, B., Grisel, O., et al. Scikit-learn: Machine learning in Python. Journal
of Machine Learning Research 2011;12:2825–2830.
20. Frank, E., Witten, I.H.. Generating accurate rule sets without global optimization. Morgan Kaufmann; 1998, p. 144–151.
21. Koenig, S., Simmons, R.G.. Complexity analysis of real-time reinforcement learning. In: AAAI. 1993, p. 99–107.
22. Dajda, J., Debski, R., Byrski, A., Kisiel-Dorohinicki, M.. Component-based architecture for systems, services and data integration in
support for criminal analysis. Journal of Telecommunications & Information Technology 2012;2012(1).
23. S´niez˙yn´ski, B.. Agent-based adaptation system for service-oriented architectures using supervised learning. Procedia Computer Science
2014;29:1057–1067.
24. Cetnarowicz, K., Drezewski, R.. Maintaining functional integrity in multi-agent systems for resource allocation. Computing and Informatics
2010;29(6):947–973.
25. Koz´lak, J., Cre´put, J.C., Hilaire, V., Koukam, A.. Multi-agent approach to dynamic pick-up and delivery problem with uncertain knowledge
about future transport demands. Fundam Inf 2006;71(1):27–36.
