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resumo 
 
 
O presente trabalho propõe o desenvolvimento e utilização de 
aplicações de realidade aumentada no ensino através da prototipagem 
de duas soluções. Estas soluções contemplam os conteúdos do 
sistema solar leccionados no 7º ano de escolaridade da disciplina de 
Ciências Físico-Químicas. 
Os protótipos foram desenvolvidos com base em bibliotecas open 
source e testados por alunos tendo-se obtido resultados esclarecedores 
da vontade dos mesmos em utilizar esta tecnologia nos seus processos 
de aprendizagem. 
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abstract 
 
This work proposes the implementation and use of augmented reality in 
education through the prototyping of two solutions. The developed 
solutions are based on the solar system as taught in the 7th grade in the 
class of Physics and Chemistry. 
The prototypes were developed based on open source libraries and 
tested by students. Final results clearly show the willingness of students 
to use this technology in the learning processes. 
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I. Introdução 
1. Motivação 
O uso crescente de soluções multimédia associadas à aprendizagem tem mudado a forma 
como a mesma é realizada, bem como, a forma como se aborda os conteúdos. Os livros nunca 
perderam o seu espaço neste contexto, mas o uso das novas tecnologias traz consigo novas, e por 
vezes mais rápidas, formas de aquisição desses mesmos conteúdos. A divulgação de conteúdos 
multimédia associada à publicação de manuais escolares faz com que a aprendizagem possa 
ocorrer com recurso a estes conteúdos dentro e fora de uma sala de aula mas sempre com o 
recurso à tecnologia, neste caso, a um computador. 
Exemplos associados a esta nova realidade também podem ser encontrados com o uso de 
quadros interactivos em contexto de sala de aula e no uso de plataformas digitais de apoio à 
aprendizagem. No caso dos quadros interactivos, estes introduziram uma nova forma de 
interacção com os conteúdos apesar de esta ser, ainda, algo limitada.  
O uso da internet para a consulta e pesquisa de informação tem crescido de forma 
significativa, no entanto, muita da informação nela encontrada carece ainda de rigor técnico ou 
científico. Actualmente, muitos alunos utilizam este meio na elaboração de trabalhos de pesquisa 
não tendo uma grande preocupação com o rigor de algumas das fontes encontradas. É verdade 
também, que cada vez mais existem fontes de informação bastante credíveis e de referência 
científica cabendo ao utilizador a tarefa de as reconhecer e separar das restantes. 
É na escola que se pretende que os alunos adquiram hábitos fundamentais para o resto da 
vida, nesse sentido, a valorização da credibilidade das fontes de informação que consultam 
devem estar num plano elevado. Desde sempre, a escola adoptou manuais escolares bem como 
livros técnicos e científicos como base do conhecimento nas práticas lectivas. O uso destes 
recursos, por parte dos alunos, como fonte de informação tem vindo a ser desvalorizado com o 
crescente uso da internet. A rapidez, o aspecto lúdico e a possibilidade de combinar diferentes 
media pode estar na base deste crescimento. 
Por estes motivos, torna-se necessário promover os actuais manuais escolares, como fonte 
primordial de informação, junto dos alunos introduzindo novas abordagens nos mesmos. 
2. Objectivos 
O objectivo deste trabalho consiste na exploração de formas de valorização dos livros, em 
particular dos escolares, através da utilização de novas formas de comunicação multimédia dos 
seus conteúdos com o objectivo de motivar os leitores para o seu uso. Se este objectivo for 
alcançado os livros escolares poderão ser utilizados como “ponte” entre o conhecimento 
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analógico e o digital reduzindo a distância actualmente existente entre estes e o tradicional 
CD/DVD que os costuma acompanhar uma vez que um pode funcionar perfeitamente sem o 
outro. 
Para alcançar este objectivo foi escolhido o conteúdo das estações do ano da unidade “A 
Terra e o Sistema Solar” da disciplina de Ciências Físico-Químicas do 7º ano de escolaridade. Este 
conteúdo foi escolhido por pertencer a uma disciplina científica, incluída no último ciclo da actual 
escolaridade obrigatória (3ºciclo) e ser um conteúdo de conhecimento universal. Para tal, foram 
analisados vários livros escolares da referida disciplina e os respectivos conteúdos, com o intuito 
de encontrar a solução a ser aplicada. 
3. Estrutura 
O projecto de investigação está organizado em cinco capítulos: introdução, estado da arte, 
desenvolvimento, análise de dados e conclusão. No capítulo do estado da arte, faz-se uma revisão 
das tecnologias envolvidas bem como uma descrição das soluções existentes e os avanços 
tecnológicos que permitem realizar a detecção de marcadores e de imagens naturais. No terceiro 
capítulo são referidos os propósitos que estão na base das opções tomadas para a criação dos 
dois protótipos e feita uma descrição do processo de codificação dessas soluções. Ainda neste 
capítulo são focadas as fases de desenvolvimento do conteúdo e a forma de interacção. 
O capítulo da análise de dados tem como objectivo descrever a fase dos testes realizados 
com os protótipos em contexto de sala de aula. É neste capítulo que é trabalhado o corpus de 
dados resultante da experiência realizada com uma turma do 7º ano e identificadas as 
funcionalidades que obtiveram sucesso, as que falharam e as que necessitam de revisão. 
Por fim, na conclusão, é realizado um balanço do alcance dos objectivos propostos e feitas 
sugestões para trabalhos futuros.  
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II. Estado da arte 
1. Livros com conteúdo 3D 
Uma característica comum a todos os livros é a sua bidimensionalidade, o que pode originar 
a que um leitor espere encontrar apenas informação em duas dimensões. No entanto, a 
introdução de mais uma dimensão nos livros torna-os, necessariamente, diferentes dos restantes 
e com novas possibilidades de interacção e visualização da informação. A utilização de técnicas de 
três dimensões (3D) em livros pode constituir uma forma mais apelativa de valorização dos 
mesmos bem como de permitir uma rápida compreensão visual de determinados conteúdos. 
Há mais de 700 anos que se tem aplicado a livros bidimensionais elementos de movimento 
e de tridimensionalidade sendo conhecidos como os Movable Books e Pop-up Books 
respectivamente. Existem muitos livros do tipo pop-up como é o caso do livro “The Pop-Up Book 
of Ships” (Figura II.1) que permite aos seus leitores uma visualização dos barcos a três dimensões 
e a possibilidade do livro ser expandido, na sua largura, permitindo que o conteúdo 
tridimensional atinja dimensões superiores às do livro. Um outro exemplo é o livro “Voyage to the 
Heart of Matter” (Figura II.2), escrito por Emma Sanders, cujo objectivo passa pela explicação da 
actividade desenvolvida no CERN (European Laboratory for Particle Physics). 
 
 
Figura II.1 – The Pop-Up Book of Ships (Hawcock & 
Kentley, 2009). 
 
Figura II.2 – Voyage to the Heart of Matter (Sanders 
& Radevsky, 2009). 
 
O caso do anúncio intitulado “Pop-Up Book” (Figura II.3) feito pela agência de publicidade 
BBH (Bartle Bogle Hegarty) para a Persil, lançado em Janeiro de 2008 no Reino Unido, juntamente 
com o livro “ABC3D” (Figura II.4) lançado em finais de 2008 pela designer francesa Marion 
Bataille, são exemplos bem mais interessantes na medida em que combinam o conteúdo 
tridimensional com a possibilidade de interacção por parte do leitor. 
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Figura II.3 – Pop-Up Book da Persil. 
 
Figura II.4 – ABC3D (Bataille, 2008). 
 
No caso do primeiro livro (Figura II.3), a existência de informação “escondida” em alguns 
elementos do conteúdo tridimensional é revelada durante as interacções das crianças, em 
formato de brincadeira, fundamental para que a mensagem seja passada ao leitor. No segundo 
caso (Figura II.4), é de realçar a dinâmica que é possível estabelecer em cada página permitindo 
que, por exemplo, à medida que se vai abrindo uma nova página esta apresente as letras E e F 
como uma consequência dessa abertura.  
Este tipo de tecnologia não é possível ser directamente importada para o estudo em 
questão na medida em que os livros já existem e o objectivo passa pela sua valorização sem 
provocar alteração nos mesmos, mas são conceitos importantes pelo facto da aceitação que 
obtiveram e pela “magia” que apresentam ao leitor. É também importante observar que os livros 
que permitem interacção no conteúdo tridimensional são os mais atractivos permitindo 
colaboração entre os seus utilizadores através da combinação das suas acções podendo introduzir 
um factor lúdico na leitura do livro. 
Outras tecnologias de comunicação têm sido utilizadas em livros, com sucesso, e permitem 
igualmente adicionar conteúdo tridimensional a livros, entre outros, através do recurso da 
combinação de um elemento analógico e real (livro) com informação digital e virtual (conteúdo 
tridimensional), o qual assume a designação de realidade mista. 
2. Realidade Mista 
Um ambiente em que o observador/participante está totalmente imerso num mundo 
completamente sintético e com possibilidade de interacção com o mesmo, é designado como um 
Ambiente Virtual (AV). Estes ambientes tentam reproduzir o ambiente real ou exceder as suas 
fronteiras através da utilização de princípios de mundo cujas leis do mundo real não se aplicam 
(física, mecânica, tempo, etc.). 
Milgram e Kishino (1994), classificaram numa subclasse particular os AV que envolvem a 
mistura do mundo real com o mundo virtual, ao qual apelidaram de Realidade Mista (RM). Para 
tal, propuseram uma taxonomia, que consiste em apresentar uma classificação ordenada, 
traduzindo a necessidade de distinguir diferentes requisitos tecnológicos necessários para 
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realizar, e investigar, dispositivos de realidade mista, sem restrições do ambiente ser 
supostamente imersivo ou não. O conceito que os autores apelidaram de virtuality continuum 
remete para a mistura de classes de objectos provenientes de dois mundos distintos (real e 
virtual) presentes numa qualquer situação de visualização particular (Figura II.5). 
 
 
Figura II.5 – Virtuality Continuum (Milgram & Kishino, 1994). 
 
A representação que Milgram e Kishino (1994) usaram para explicar o virtuality continuum 
(Figura II.5) e a adaptação de Wang (2006), Figura II.6, apresenta do lado esquerdo o ambiente 
composto apenas por objectos provenientes do mundo real, sendo estes quaisquer objectos que 
tenham uma existência objectiva real, podendo ser visualizados directamente ou amostrados e 
apresentados por meio de um dispositivo de visualização, como é o caso da visualização de uma 
captura de vídeo. Do lado oposto, o direito, está definido o ambiente composto unicamente por 
objectos virtuais, ou seja, objectos que não existem formalmente e que para serem visualizados 
têm de ser simulados, tal como uma convencional simulação gráfica. Todos os ambientes que não 
se encontrem nas extremidades desta representação (puramente real ou virtual), resultam da 
mistura de objectos reais e virtuais sendo considerados ambientes de Realidade Mista. 
 
 
Figura II.6 – Mixed reality continuum and examples (Wang & Dunston, 2006). 
 
Dentro da RM os autores distinguem as terminologias de RA-Realidade Aumentada 
(Augmented Reality) e de VA-Virtualidade Aumentada (Augmented Virtuality). A RA refere-se a 
qualquer caso em que um ambiente real é aumentado com objectos de origem virtual, ou seja, é 
adicionado um conteúdo virtual sobre uma base de origem real ao contrário da terminologia da 
VA em que a base sobre a qual é adicionado um conteúdo (aumentado) é de origem virtual.  
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Os autores do Virtuality Continuum apontam limitações desta representação pelo facto de 
uma simples contagem de número de objectos, ou proporção de pixéis visualizados numa 
imagem, não ser suficiente para se poder tomar decisões sobre qual a tecnologia de RM presente. 
Para tal, propõem que uma melhor classificação de sistemas de RM passe pela resposta de 
questões como “Quanto sabemos sobre o mundo que está sendo apresentado?” (Figura II.7 A), 
“Quão realista somos capazes de o exibir?” (Figura II.7 B) e “Qual é a extensão da ilusão de que o 
observador está presente nesse mundo?” (Figura II.7 C). 
 
A 
 
Onde / O quê Onde + O quê 
Mundo parcialmente Modelado 
Mundo não 
Modelado 
Mundo 
Completamente 
Modelado 
 
B 
Vídeo 
Colorido 
Vídeo de  
Alta definição 
Sombra, 
Textura, 
Transparência 
Vídeo 
Monoscópicos 
Gráficos 
Simples 
Imagem de 
Superfície 
Visível 
Traçado de raios, 
Algoritmo de 
iluminação 
Tempo Real, 
Alta definição, 
Animação 3D 
Vídeo 
Estereoscópico 3D HDTV 
 
 
C 
Tela  
Grande HMD 
Imagem 
Panorâmica 
Monitor 
Imagens 
Monoscópicas 
Imagens 
Multioscópicas 
Experiência 
Parcial 
Imagem em 
Tempo Real 
 
Figura II.7 – Taxonomia da fusão do mundo real e virtual - adaptado de Milgram & Kishino (1994). 
A: Grau de conhecimento do mundo. 
B: Fidelidade da reprodução. 
C: Metáfora da Extensão da Presença. 
 
Relativamente ao grau de conhecimento do mundo (Figura II.7 A), é a quantidade de 
conhecimento realizada pela visualização no computador sobre as formas dos objectos e a sua 
localização dentro dos dois ambientes que estão a ser apresentados. Este é o factor, e não apenas 
a contagem do número de objectos presentes na RM, que determina muitas das capacidades 
operacionais do sistema de visualização. No extremo esquerdo desta dimensão está o caso onde 
nada é conhecido sobre o ambiente que está a ser apresentado, enquanto no extremo direito 
estão definidas as condições necessárias para uma visualização completa do ambiente virtual. 
Esta visualização só pode ser criada quando o computador tem um conhecimento completo de 
cada objecto e da sua localização, do ponto de vista e da localização do observador e da tentativa 
deste em manipular os objectos. Na parte superior da linha da dimensão estão definidas três 
situações possíveis: o “Onde” representa as situações em que apenas se sabe alguma coisa sobre 
a localização no ambiente; o “O quê” representa a situação em existe algum conhecimento sobre 
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o objecto na imagem mas não sabe onde ele se encontra; o “Onde + O quê” representa as 
situações em que existe conhecimento sobre o objecto e a sua localização na imagem. 
A dimensão da fidelidade da reprodução (Figura II.7 B) lida com as questões do realismo 
das visualizações na RM em termos de qualidade de imagem e de sensação de imersão. A parte 
superior da linha da dimensão ilustra a progressão em termos de tecnologia de reprodução de 
vídeo, enquanto a linha inferior apresenta um crescendo da sofisticação das técnicas de 
computação gráfica e de renderização. 
Finalmente, a dimensão da metáfora da extensão da presença (Figura II.7 C) pretende 
avaliar a sensação de presença do observador dentro do ambiente que está a visualizar. A 
progressão desta dimensão vai desde a metáfora, na qual o observador está fora do ambiente, e a 
visualização através de um ponto de vista monofocal fixo até à metáfora da imagem real em que 
as sensações do observador são as mesmas do caso em que não existe mediação, ou seja, 
totalmente imerso. No meio está a visão panorâmica que permite ao utilizador uma sensação de 
imersão maior que a do monitor pois permite rodar a cabeça para visualizar o ambiente nas suas 
diferentes perspectivas. Ainda na visão panorâmica, e com uma maior sensação de imersão, estão 
os HMD por permitirem uma liberdade de movimentos maior. 
Tendo em conta que o objectivo deste projecto passa por permitir sobrepor à visualização 
de uma determinada página de um livro um conteúdo virtual, ou seja, aumentar o livro com um 
conteúdo virtual, o recurso à RA surge assim como solução de implementação que permite 
complementar o mundo real com objectos virtuais (gerados por computador) que aparentam 
coexistir no mesmo espaço e poder estimular todos os sentidos (Azuma et al., 2001). 
3. Realidade aumentada 
Ao contrário da realidade virtual, que transporta o utilizador para o ambiente virtual, a 
realidade aumentada mantém o utilizador no seu ambiente físico transportando o ambiente 
virtual para o seu espaço sem necessidade de treino ou adaptação. 
O início do estudo da RA foi impulsionado pela visão que Ivan Sutherland teve em 1965. 
Três anos mais tarde, Sutherland (Sutherland, 1968), desenvolveu um capacete de visualização 
(HMD) para apresentar simultaneamente gráficos 3D (Figura II.8) com os objectos presentes na 
sala. Este trabalho permitiu durante anos que experiências de RA fossem desenvolvidas com um 
elevado grau de imersão. 
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Figura II.8 – Sistema de visualização tridimensional (Sutherland, 1968). 
 
No entanto, a RA não é apenas uma tecnologia suportada unicamente por um dispositivo 
de visualização, como o HMD, podendo também ser estimulados outros sentidos como a audição, 
o toque e o cheiro. Tal como na VA, uma das grandes vantagens da RA está na possibilidade de 
interacção, sendo a mais comum a que utiliza as mãos como forma de manipulação do ambiente 
visualizado. 
Os dispositivos de visualização do tipo HMD podem ser do tipo optical see-through ou  do 
tipo vídeo see-through. O primeiro caso diz respeito às situações em que existe uma sobreposição 
da informação que chega aos olhos, proveniente do mundo real, com objectos virtuais, 
permitindo uma sensação de imersão mais próxima do real. No segundo caso estão os 
dispositivos que inibem a visualização directa do mundo real para a visualização de uma imagem 
projectada na proximidade do olho humano. Esta projecção resulta da combinação da imagem 
sintetizada do mundo real, capturada através de uma câmara acoplada ao dispositivo de 
visualização, com uma visão do mundo virtual. 
Ainda relativamente à visualização associada à RA, esta pode ser classificada tendo em 
conta se a mesma está a acontecer directamente ou indirectamente. A visão directa é aquela que 
acontece quando estamos a ver os objectos virtuais directamente no mundo real, por exemplo, 
através de óculos de visualização. A visão indirecta diz respeito à visualização dos objectos virtuais 
com recurso a uma projecção, por exemplo, através de um monitor (Milgram & Kishino, 1994). 
Mais de três décadas depois do trabalho de Sutherland, Azuma (1997) publicou um estado 
da arte dos desenvolvimentos e dos problemas existentes na área até à data. Muitos desses 
problemas são ainda objecto de investigação devido à necessidade de combinar diferentes 
tecnologias para criar uma aplicação de RA. O processo de desenvolvimentos destas aplicações 
pode ser classificado numa sequência de etapas: segmentação, extracção da imagem, detecção 
do marcador, posição e orientação da câmara, renderização e sobreposição do objecto com a 
imagem (Sayed et al., 2011). 
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Além da definição de RA anteriormente apresentada, esta pode também ser definida como 
um sistema que apresenta as seguintes propriedades: combinar objectos reais e virtuais num 
ambiente real; ter interactividade em tempo real e alinhar objectos reais com objectos virtuais 
(Azuma et al., 2001). 
Ao longo dos últimos anos o International Symposium on Mixed and Augmented Reality 
(ISMAR) tem ganho um espaço significativo na divulgação da investigação realizada na área da 
realidade mista e aumentada. Observando o número de artigos apresentados desde 1998 até 
2007, é possível concluir que as questões da detecção, da interacção, da calibração e das 
aplicações de RA, têm sido desde o início um foco de interesse por parte dos investigadores 
(Figura II.9). Um outro aspecto de interesse é o crescimento que o desenvolvimento para 
dispositivos móveis tem registado nos últimos anos derivado, em grande parte, do 
desenvolvimento desses mesmos dispositivos e pela capacidade, cada vez maior, de 
processamento dos mesmos. 
 
 
Figura II.9 – Número de artigos publicados nos últimos 10 anos no ISMAR
 
(Sayed, et al., 2011). 
 
4. Exemplos de aplicação de RA 
Ao longo do tempo foram surgindo vários projectos de aplicação de RA em várias áreas 
como na engenharia, no ensino, na saúde, na publicidade, no desporto, em museus, no trabalho 
colaborativo, entre outros. Entre os vários exemplos de aplicação de RA conhecidos, estão os 
projectos desenvolvidos no Human Interface Technology Laboratory (HIT Lab NZ), na Nova 
Zelândia, que explorou diferentes soluções (Figura II.10) para museus e exibições de ciência 
(Woods et al., 2004). 
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Figura II.10 – Exemplos de projectos desenvolvidos no HIT Lab NZ (Woods et al., 2004). 
 
A Metaio é uma, entre várias empresas, que actualmente disponibilizam soluções de RA aos 
seus clientes. Entre estas estão soluções como a aplicação para telemóvel que aumenta a capa do 
álbum dos Black Eyed Peas (Figura II.11 A), o quiosque da LEGO que coloca sobre a caixa o 
resultado da construção (Figura II.11 B) e as sapatilhas da Adidas que quando apresentadas à 
webcam fazem surgir um modelo virtual relacionado com as mesmas (Figura II.11 C). 
 
   
Figura II.11 – Exemplo de projectos da Metaio
 
(www.metaio.com). 
 
Várias empresas do sector automóvel como a Toyota, a BMW e a Nissan, têm apostado na 
RA para a divulgação dos seus carros através de marcadores ou usando directamente as 
brochuras ou catálogos que disponibilizam sobre os mesmos. No caso da Toyota, a marca 
disponibiliza dois marcadores (um com a imagem de um carro e outro com o logótipo da marca) e 
uma aplicação que permite duas experiências distintas de RA. Numa das interacções é possível 
simular a condução do carro com a particularidade de respeitar princípios físicos reais (Figura II.12 
A). Na segunda interacção, o utilizador pode visualizar o carro separado por peças (Figura II.12 B) 
e posteriormente com todas as peças unidas. 
Um outro exemplo é a aplicação que a Nissan disponibiliza para, juntamente com a sua 
brochura, permitir visualizar o carro. Permite ainda interacção com o dedo, em particular, 
colocando o mesmo sobre as imagens presentes nos cantos do marcador possibilitando abrir as 
portas, mudar de cor ou visualizar um vídeo publicitário (Figura II.12 C). 
 
 
A B C 
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Figura II.12 – Exemplos de aplicação de RA no sector automóvel. 
A, B: Aplicação de RA do iQ da Toyota
1
. 
C: Aplicação de RA do JUKE da Nissan
2
. 
 
A aplicação da RA na transmissão de eventos desportivos em tempo real permite, por 
exemplo, desenhar uma linha virtual fornecendo ao espectador informação adicional no decorrer 
do jogo (Figura II.13 A). Este processo é conseguido através da aplicação de um pequeno atraso 
na transmissão permitindo eliminar os problemas de registo existentes e pela calibração precisa 
das câmaras. São aplicadas técnicas de chroma key no processamento da imagem para que a linha 
amarela não interfira com a visualização dos jogadores. Técnica semelhante é utilizada na 
publicidade adicionando textos publicitários em locais específicos durante a transmissão televisiva 
(Figura II.13 B,C). 
 
   
Figura II.13 – Exemplos de aplicação de RA em transmissões televisivas (Azuma et al., 2001). 
A: Linha amarela adicionada durante um jogo. 
B: Texto da Pacific Bell adicionado através de RA. 
C: Publicidade da lotaria adicionada através de RA. 
 
Os livros têm sido também alvo de investigação e desenvolvimento quer seja para fins 
lúdicos ou educativos. Inicialmente os livros aumentados dependiam da existência de marcadores 
numa das páginas ou da combinação dos mesmos com a informação de uma determinada página. 
Esta solução é viável em livros criados para o efeito, mas no caso de livros publicados onde não 
                                                          
1
 http://www.toyota.co.uk/cgi-bin/toyota/bv/frame_start.jsp?id=iQ_reality 
2
 http://www.nissan.co.uk/vehicles/crossovers/juke/augmented-reality/ 
A B C 
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existem marcadores, o desafio passa por criar ferramentas capazes de reconhecerem as páginas 
aumentando-as de seguida com o mínimo de interferência nas mesmas. 
4.1. RA e livros 
Os leitores continuam a gostar do aspecto físico de um livro real por lhes trazer vantagens 
tais como a portabilidade, a flexibilidade e a robustez (Marshall, 2005), fazendo com que a 
combinação destas associadas à possibilidade de interacção (que no caso dos Movable Books e 
dos Pop-up Books constituem um facto de interesse acrescido) resulte numa área de investigação 
com bastante interesse. Um dos primeiros exemplos desta combinação foi uma das propostas de 
aplicação de RA de Rekimoto3 (1998), que permitia a visualização 3D de uma estrutura molecular 
através da detecção de um código matriz presente numa página.  (Figura II.14 A). 
 
  
 
Figura II.14 – Exemplo de livros aumentados com recurso a marcadores. 
A: 3D molecular model pops-up from the book (Rekimoto, 1998); 
B: MagicBook (Billinghurst et al., 2001); 
C: Little Red (Saso et al., 2003). 
 
Uns anos mais tarde surgiu o MagicBook (Figura II.14 B) de Billinghurst e colaboradores 
(2001), onde os utilizadores podiam, à medida que desfolhavam o livro, obter diferentes 
experiências de visualização para cada página. Um outro exemplo foi proposto no livro de contos 
infantis Little Red (Figura II.14 C) desenvolvido para crianças, com recurso a um HMD, em que 
podiam complementar com animações 3D a narrativa do conto do Capuchinho Vermelho (Saso et 
al., 2003). Um dos aspectos interessantes deste livro é o facto do conteúdo aumentado associado 
à narrativa também se desenrolar à medida que se vai mudando de página. 
Em qualquer um dos exemplos da Figura II.14, a existência de marcadores para o 
reconhecimento é comum, sendo que, no caso do Little Red, os marcadores foram desenhados de 
forma a os harmonizar com o próprio livro colocando-os sobre um contorno. 
Com o aparecimento de tecnologias que permitem o reconhecimento de imagens naturais 
(Natural Feature Tracking), ou seja, sem recurso a marcadores, os livros aumentados ganham 
                                                          
3
 Director, Interaction Laboratory, Sony Computer Science Laboratories, Inc. 
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outra dimensão na medida em que passa a ser possível pensar os conteúdos sem nenhum tipo de 
alteração do livro. Taketa e colaboradores (2007) aumentaram um livro infantil (Figura II.15 A) 
que combinava a narrativa com conteúdo 3D associado às ilustrações presentes nas páginas 
permitindo completar as mesmas ou introduzir uma noção temporal associada (crescimento de 
uma flor). 
O livro Le Monde des Montagnes (Scherrer et al., 2009), é um excelente exemplo de como o 
conteúdo aumentado complementa as imagens presentes num álbum de família (Figura II.15 B) 
através do reconhecimento individualizado das fotografias e em que a principal inovação está no 
facto da sensação de ausência quase total da tecnologia. Esta sensação é conseguida através da 
colocação de uma webcam dentro de um candeeiro, responsável pela iluminação do álbum, e de 
uma visualização indirecta realizada num monitor próximo do álbum. O utilizador ao manipular a 
projecção da luz sobre o álbum está também a manipular a visualização do mesmo no monitor. 
Os exemplos apresentados na Figura II.14 e na Figura II.15 tratam o livro como um 
contentor físico sobre o qual é adicionado conteúdo virtual. Apesar de alguns deles permitirem 
níveis de imersão bastante significativos, não permitem que o utilizador (leitor) possa interferir 
provocando alterações no conteúdo virtual que está a ser apresentado, como por exemplo, 
accionar ou parar a animação, introduzir novos elementos, alterar o desenrolar da narrativa, 
entre outros. 
 
  
Figura II.15 – Exemplos de livros aumentados sem recurso a marcadores. 
A: Virtual Pop-Up Book (Taketa et al., 2007) ; 
B: Le Monde des Montagnes (Scherrer et al., 2009). 
 
A investigação de como o design poderia criar uma melhor simbiose entre a tecnologia e o 
livro originou um trabalho conjunto entre investigadores, o autor de um livro de ilustração para 
crianças (The House That Jack Built) e profissionais de educação com o intuito de explorar várias 
alternativas de combinar o conteúdo real com o virtual (Grasset et al., 2008b). Grasset e 
colaboradores criaram formas de interacção tangíveis (consiste na utilização de uma 
representação física associada a uma representação virtual em que a manipulação do físico 
implica a manipulação do virtual), como a utilização de um objecto em forma de navio que 
permitia ao utilizador accionar a navegação de um navio virtual (Figura II.16 C), e interações com 
A B 
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base na detecção ocular que permitia, por exemplo, accionar um determinado conteúdo se o 
utilizador/leitor estivesse a olhar para ele. 
A interação tangível pode ser agrupada nas categorias de posicionamento, de movimento e 
de controlo (Figura II.16 A) em que: posicionamento consiste na acção directa de colocar um 
determinado elemento numa determinada posição; movimento refere-se a acções directas como 
mover, rodar, pressionar, etc.;  controlar é uma interacção indirecta em que se coloca ou se move 
um elemento com o objectivo de controlar um valor da interface, por exemplo, controlar o nível 
da água de uma barragem.  
O utilizador pode ainda optar por interagir directamente num determinado sítio do livro 
(Figura II.16 B), esta opção pode ser realizada com ou sem informação visual do local onde o 
utilizador deverá interagir com o dedo ou através da utilização de um elemento físico real 
(Grasset et al., 2008a). 
 
  
 
  
  
Figura II.16 – Exemplos de interacções em livros aumentados. 
A: Tipos de interfaces tangíveis (Grasset et al., 2008a); 
B: Diferentes soluções para interacção com o dedo (Grasset et al., 2008a); 
C: The House That Jack Built (Grasset et al., 2008b). 
 
Um outro exemplo de interacção com o dedo está presente no trabalho realizado por Lee e 
colaboradores (Lee et al., 2005). Desenvolvido em iaTAR (immersive authoring for Tangible 
Augmented Reality), o exemplo apresenta a famosa corrida entre a lebre e a tartaruga em que, a 
determinada altura, o utilizador pode optar por colocar a lebre a dormir colocando o dedo sobre 
o marcador destinado para o efeito (Figura II.17 A). 
A proximidade entre marcadores pode também ser uma forma de interacção tangível com 
o conteúdo aumentado. No exemplo da Figura II.17 B, ao aproximar-se os marcadores as 
personagens mudam de comportamento.  
 
A 
B 
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Figura II.17 – Exemplos de interacção (Lee et al., 2005). 
A: Interacção através da colocação do dedo sobre o marcador. 
B: Interacção entre as personagens através da aproximação dos marcadores. 
 
Um outro exemplo está no estudo levado a cabo por Hornecker e Dünser (Hornecker & 
Dünser, 2009) sobre dois livros aumentados, criados pela BBC (canal televisivo), para crianças até 
aos 7 anos onde examinaram em detalhe a forma como as crianças percebem e depois escolhem 
a forma de interagir com objectos físicos aumentados. Os livros foram desenvolvidos com o 
recurso ao ARToolkit e combinam as páginas físicas com a interacção por computador (Figura 
II.18). A interacção é feita através do uso de pás com marcadores que servem para controlar a 
narrativa que está a ser apresentada às crianças através da aproximação da personagem que 
aparece em cima da pá (no caso, uma galinha) com o objecto que aparece no livro (no caso, uma 
raposa). Cada sequência de interacção é apresentada numa página diferente, criando a 
necessidade de mudar de página para continuar com a narrativa. 
 
    
Figura II.18 – Exemplo de interacção no livro “Big Feet and Little Feet” (Hornecker & Dünser, 2009). 
 
O estudo levado a cabo por Hornecker e Dünser (Hornecker & Dünser, 2009) permitiu 
perceber que as crianças esperam que as personagens que aparecem em cima das pás tenham o 
mesmo comportamento que no mundo real como cair e saltar, por exemplo. O facto da pá ser um 
objecto físico faz com que esperem que as personagens que aparecem em cima desta estejam 
sujeitas às mesmas regras físicas. 
Os livros aumentados têm despoletado o aparecimento de projectos em áreas como a 
química, a biologia, património cultural, jogos, entre outros, onde usualmente se pode encontrar: 
i) conteúdo 2D estático como imagens (fotos, pinturas, desenhos, ilustrações), esquemas e texto; 
A B 
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ii) conteúdo 2D dinâmico como vídeos e animações; iii) conteúdo 3D estático ou dinâmico; iv) som 
ambiente, espacial (som 3D) ou interactivo em função das acções do utilizador (Grasset et al., 
2008a). 
Tal como o conceito de um continuum virtual definido por Milgram e Kishino (1994), 
Grasset e colaboradores (2008a) propuseram um continuum para a classificação dos livros com 
base no seu aspecto físico e ao qual apelidaram de physicality continuum (Figura II.19). Os autores 
apresentam uma classificação na qual nas suas extremidades encontram-se dois livros, um 
totalmente electrónico o qual apelidam de livro virtual, e um totalmente físico. 
 
  
Figura II.19 – Physicality continuum (Grasset et al., 2008a). 
 
No extremo direito do continuum estão representados os livros físicos que correspondem à 
máxima relação física que pode existir num livro. No extremo esquerdo estão representados os 
livros puramente virtuais, ou seja, os livros que não existem fisicamente. No meio do continuum 
está representada a combinação entre livros físicos e conteúdo virtual. 
Na parte interior do continuum e mais próximo dos livros virtuais, estão os tradicionais 
livros com realidade aumentados (AR Book) pelo facto do livro ser usado habitualmente como 
interface permitindo uma forma de interacção que passa, por exemplo, pela simples mudança de 
página. Os autores consideram que neste tipo de livros existe pouca relação física entre o 
conteúdo das páginas do livro e o conteúdo virtual. 
Ainda na parte interior do continuum, mas mais próximo dos livros reais, estão os livros de 
realidade mistas (Mixed Reality Book) onde existe uma fusão/combinação/harmonia entre os 
conteúdos presentes nas páginas do livro e os conteúdos virtuais. Em relação aos livros com 
realidade aumentada, este tipo de livro apresenta uma relação mais física entre o virtual e o real. 
No âmbito deste projecto será sempre um objectivo conseguir definir um protótipo que 
tenha o máximo de relação física possível. Este será o objectivo final e para o qual terão de ser 
analisadas questões como formas de interacção, modos de visualização, de registo, etc. 
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4.2. RA e aprendizagem 
O recurso à RA no processo de aprendizagem não é novo mas tem a vantagem de existirem 
imensas possibilidades de aplicação. O desafio centra-se em conseguir desenvolver a experiência 
adequada para a aprendizagem do conteúdo em questão. 
Os resultados obtidos na experiência levada a cabo por Shelton e Hedley (2002) 
demostraram o grande potencial em usar interfaces de visualização de RA na educação e no 
estudo. A experiência consistia na visualização de um modelo 3D, com recurso ao ARToolkit, 
durante a leccionação das relações entre a Terra e o Sol (Figura II.20). 
Após a realização de um exercício por parte dos alunos, foi possível concluir que existiu um 
melhoramento significativo na compreensão e uma redução das concepções erradas que os 
mesmos tinham no que concerne às relações existentes entre a Terra e o Sol. 
Ao levar a RA para a sala de aula, Shelton e Hedley (2002), acreditam que pode existir um 
benefício significativo na qualidade do ensino de matérias que envolvem a necessidade de uma 
abstracção do conceito. 
 
   
Figura II.20 – Exemplo da experiência levada a cabo por Shelton e Hedley (2002). 
 
O In-Place Augmented Reality 3D Sketching of Mechanical Systems, desenvolvido por Bergig 
e colaboradores (2009), é uma aplicação que captura desenhos manuais de sistemas mecânicos 
(Figura II.21 A), estáticos ou dinâmicos, aumentando-os e simulando-os através de um motor de 
simulação física (Figura II.21 B). Implementado em C++ usa o OpenCV para o processamento da 
imagem, o OpenGL para a renderização, o Open Dynamics Engine (ODE) para a simulação física e 
uma versão modificada do ARToolkit para o registo e determinação da localização do modelo. 
O desenho é realizado numa folha branca delimitada por um contorno preto que servirá 
para a detecção do desenho. Caso se pretenda que o modelo seja dinâmico são colocadas 
anotações a vermelho junto ao desenho com as propriedades físicas que se pretende. É possível 
ainda, interagir com o modelo através da manipulação do desenho, ou seja, redesenhando o 
modelo mecânico com o tradicional recurso a um lápis e uma borracha, o utilizador pode alterar 
as suas dimensões ou as suas propriedades físicas, através das anotações a vermelho junto do 
desenho. 
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Figura II.21 – In-Place Augmented Reality 3D Sketching of Mechanical Systems (Bergig et al., 2009). 
A: Desenho manual do sistema mecânico. 
B: Visualização 3D, através de RA, do modelo desenhado. 
 
A possibilidade de um desenho poder ser reconhecido e posteriormente visualizado e 
animado com as propriedades escritas pelo utilizador, abre um novo espaço no ensino de 
disciplinas, além da mecânica, como a matemática, a física, a arquitectura, etc., podendo, por 
exemplo, servir ainda como ferramenta de validação de um exercício realizado por um aluno. 
4.3. Detecção 
As tecnologias utilizadas para desenvolver aplicações de RA podem ter como finalidade 
correr offline ou online, no qual o computador terá de ter uma forma de captura incorporada. 
Recentemente tem vido a crescer a aposta de desenvolvimento de aplicações para dispositivos 
móveis, sendo que estes são os que apresentam maior vantagem devido à sua portabilidade e 
expansão de mercado. Por outro lado, a grande variedade destes dispositivos tem tornado difícil 
criar uma tecnologia comum para o desenvolvimento de aplicações. 
Não sendo concebidos para o efeito, é fácil perceber que as aplicações de RA possuem, de 
longe, melhor desempenho em computadores do que nos dispositivos móveis. 
Um aspecto comum a todas as aplicações de RA é a necessidade de um mecanismo que 
despolete o aparecimento do objecto virtual sobre o cenário que está a ser visualizado. Este 
mecanismo de reconhecimento pode ser realizado por meio da identificação de um marcador 
num determinado cenário, ou pelo reconhecimento de uma parte desse cenário, ou seja, através 
do reconhecimento de uma imagem. 
4.3.1. Com recurso a marcadores fiduciais 
Os marcadores fiduciais são construídos de forma a serem facilmente detectados nas 
imagens provenientes da captura de uma frame e fornecer informação prévia sobre a forma e 
posição do marcador para que a posição relativa da câmara possa ser facilmente determinada. 
Um dos exemplos de aplicação da detecção de marcadores fiduciais é a solução 
implementada pelo ARToolKit. Um dispositivo equipado com uma câmara (no caso um telemóvel) 
capta em forma de vídeo o ambiente onde está o marcador com o objectivo de fornecer um 
efeito de see-through sobre o mesmo (Figura II.22). A imagem proveniente da captura é sujeita a 
A B 
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uma detecção de contornos através da aplicação de um filtro de thresholding seguido da procura 
de quadrados sendo rejeitadas as áreas que são demasiado grandes ou demasiado pequenas. As 
áreas interiores dos quadrados que sobraram são normalizadas usando uma transformação de 
perspectiva. As subimagens resultantes são então comparadas com os padrões previamente 
conhecidos, sendo que, quando um é detectado os limites do marcador são usados para uma 
primeira estimativa da posição seguindo-se a da rotação. Este processo resulta numa matriz de 
posição que define a transformação do plano da câmara para as coordenas locais do sistema no 
centro do marcador. Esta matriz é finalmente utilizada na renderização do objecto 3D de forma a 
este ser “colocado” sobre o marcador (Wagner & Schmalstieg, 2007). 
 
 
Figura II.22 – Fluxo de uma aplicação de RA utilizando a detecção de marcadores fiduciais (Wagner & 
Schmalstieg, 2007). 
 
 
ARToolKit 
O ARToolKit é uma biblioteca de software desenvolvida no HITLab (Human Interface 
Technology Lab), após a chegada de Hirokazu Kato em 1999, para aplicações de RA e cuja 
instalação tem como dependências a instalação do DSVL (DS Video Lib) para controlar as 
comunicações com os drivers da câmara, do GLUT (Open GL Utility ToolKit) com o objectivo de 
existir uma abstracção do sistema operativo fazendo com que as aplicações sejam 
multiplataforma e do OpenVRML que torna possível a visualização de objectos tridimensionais no 
formato VRML e X3D. A primeira versão disponibilizada com uma licença GPL (General Public 
License) foi da autoria de Kato e Billinghurst, em 1999. 
O trabalho desenvolvido por Kato e Billinghurst (1999) propunha um método de detecção 
de marcadores fiduciais e um método de calibração da câmara. Através de técnicas de 
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computação visual, desenvolveram algoritmos optimizados para um registo em tempo real rápido 
e exacto e uma conveniente calibração do capacete de visualização. O exemplo de aplicação que 
propuseram consistia em permitir a realização de trabalho colaborativo por meio da utilização da 
RA para a visualização do vídeo de dois colaboradores remotos (Figura II.23). 
 
  
Figura II.23 – Interface de realidade aumentada (Kato & Billinghurst, 1999). 
 
A ferramenta (Figura II.24) deixou de ser actualizada em 2006 passando a ser 
disponibilizada em versão comercial pela ARToolworks com o nome de ARToolKit Professional 
(Figura II.25) com a possibilidade de ser adicionado o módulo ARToolKit NFT (Figura II.26) 
permitindo um reconhecimento de alta performance de imagens naturais. 
 
 
Figura II.24 – ARToolKit. 
 
Figura II.25 – SDK da ARToolworks. 
 
Figura II.26 – ARToolKit NFT. 
 
 
ARToolKitPlus 
O Cristian Doppler Laboratory desenvolveu e distribuiu gratuitamente uma extensão do 
ARToolKit dirigida a programadores experientes em C++, ao contrário do ARToolKit que é uma 
biblioteca mais orientada a iniciantes no desenvolvimento de aplicações de RA. Esta biblioteca é o 
resultado do trabalho realizado por Wagner e Schmalstieg (2007), ao longo de três anos, para a 
detecção de marcadores fiduciais em dispositivos móveis, em particular, UMPCs - Ultra-Mobile 
PCs, PDAs - Personal Dgital Assistants e smartphones (Figura II.27). São suportados três tipos de 
detecção do marcador: o Template Matching compara a área interior do marcador com imagens 
previamente “carregadas” no arranque da aplicação; o algoritmo de detecção Simple ID permite 
utilizar até 512 marcadores diferentes e o algoritmo BCH ID utiliza uma codificação que permite 
utilizar até 4096 marcadores diferentes (Wagner & Schmalstieg, 2007). 
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Figura II.27 – Exemplos de aplicação do ARToolKitPlus em dispositivos móveis 
(Wagner & Schmalstieg, 2007). 
 
 
Studierstube Tracker 
O Cristian Doppler Laboratory tem apostado no desenvolvimento do Studierstube Tracker 
como alternativa ao ARToolKitPlus. O Studierstube Tracker é uma biblioteca de computação 
gráfica para detecção e estimativa da localização de marcadores bidimensionais do tipo fiducial. O 
código deste detector foi desenvolvido de raiz com o objectivo de ter elevado desempenho em 
computadores e telemóveis. 
 
 
OSGART 
O OSGART é uma framework multiplataforma (Windows, Mac, Linux) desenvolvida em C++ 
para criar aplicações de RA e de RM e é o resultado da combinação do OpenSceneGraph (OSG) 
com o ARToolKit. Enquanto o ARToolKit é utilizado apenas para a captura de vídeo e detecção dos 
marcadores, o OpenSceneGraph é fortemente utilizado, permitindo beneficiar dos vários 
formatos (imagens, vídeos, modelos 3D e animações), uma vez que é uma biblioteca de 
renderização amplamente utilizada e baseada em OpenGL. Esta framework tem vindo a ser 
utilizada em vários projectos no Human Interface Technology Laboratory New Zealand (HIT Lab 
NZ)4 tais como demonstrações industriais, instalações de arte, exibições de museus, entre outros 
(Looser et al., 2006). 
O OSGART permite três tipos de interface: tangível, de transição e colaborativos. Ao 
contrário de um toolkit de baixo nível, como é o caso do ARToolKit que permite um elevado grau 
de flexibilidade mas com um tempo de desenvolvimento longo para aplicações complexas, o 
OSGART permite uma rápida prototipagem na criação de simples aplicações de RA (Grasset et al., 
2005). Suporta ainda outros tipos de ambientes, como é o caso da Realidade Virtual, da 
Virtualidade Aumentada e de ambientes reais, permitindo uma transição entre ambientes (Figura 
                                                          
4
 http://www.hitlabnz.org 
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II.28 B), uma colaboração de diferentes formatos (Figura II.28 C) e a tradicional interacção tangível 
(Figura II.28 A). 
 
   
Figura II.28 – Exemplos de tipo de interface (Grasset et al., 2005). 
A: Manipulação tangível. 
B: Transição de um ponto de vista de RA para um ponto de vista de RV. 
C: Colaboração entre o suporte de vídeo e tangível. 
 
Um exemplo de aplicação do OSGART foi já referido anteriormente na descrição do 
trabalho realizado por Grasset e colaboradores (2008b) aquando da abordagem dos livros com RA 
(Figura II.16 C). 
 
 
FLARToolkit 
O FLARToolKit é uma biblioteca desenvolvida em 2009 por Saqoosha e baseada na 
biblioteca ARToolKit desenvolvida por Kato and Billinghurst, em 1999. O FLARToolKit foi 
desenvolvido em Action-Script 3.0 (AS3) e é uma versão do NyARToolkit, que por sua vez é uma 
versão em Java do ARToolKit. Utiliza uma variedade de motores 3D como o Alternativa3D, o 
Away3D, o Papervision3D, o Sandy3D entre outros. Após a inicialização da webcam e da 
respectiva correcção dos seus parâmetros, como é o caso da distorção, segue-se a procura e 
detecção do marcador que consiste em 4 matrizes de 16x48 na qual, cada matriz, corresponde a 
uma direcção e os 48 parâmetros correspondem à informação da cor RGB (Red, Green, and Blue). 
Após a detecção é utilizada uma matriz de transformação para estimar a posição do objecto 3D. 
Finalmente são utilizadas classes do Papervision3D, por exemplo, para processar a visualização 
desse mesmo objecto. 
Um exemplo de aplicação do FLARToolKit é descrito por Rojas-Sola e colaboradores (2011) 
com a criação de uma solução de visualização dos moinhos de moagem de Andaluzia (Figura II.29 
A). Um outro exemplo é apresentado por Sayed e colaboradores (2011) com o desenvolvimento, 
na área do ensino, de um cartão de estudante de realidade aumentada (ARSC) que permite a 
visualização de uma lição (Figura II.29 B) e a possibilidade do aluno interagir com o professor, 
através da utilização de um marcador, para representar a intenção do mesmo ao colocar uma 
questão (Figura II.29 C). Esta aplicação tem duas vertentes, uma online desenvolvida com recurso 
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ao FLARToolKit, ao FLARManager e ao PaperVision e uma offline desenvolvida com recurso ao 
ARTag toolkit. 
 
   
Figura II.29 – Exemplos de aplicação do FLARToolKit. 
A: Visualização do um moinho de moagem de Andaluzia (Rojas-Sola et al., 2011). 
B: Exemplo da visualização de uma lição (Sayed et al., 2011). 
C: Exemplo de um aluno a colocar uma questão (Sayed et al., 2011). 
 
 
AR-Media 
O AR-media é um produto comercial da empresa Inglobe Technologies que permite 
soluções de RA baseadas em marcadores pré-definidos com clientes como museus, parques 
naturais, arqueologia, planetários, entre outros. 
 
 
FLARE 
A empresa Imagination desenvolveu duas soluções comerciais de RA baseadas em flash e 
com a possibilidade de funcionarem online. O flare*tracker (Figura II.30) tem por base a detecção 
de marcadores e o flare*nft (Figura II.31) tem por base a detecção de marcadores naturais. 
 
 
Figura II.30 – Exemplo do flare*tracker. 
 
Figura II.31 – Exemplo do flare*nft. 
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Nintendo 3DS 
Recentemente a empresa de jogos Nintendo lançou, juntamente com a sua consola de 
jogos portátil (Nintendo 3DS), uma aplicação de RA que permite aos seus utilizadores disfrutar 
desta tecnologia por meio de um conjunto de 6 marcadores pré-definidos5 (Figura II.32). 
 
    
Figura II.32 – Exemplo da utilização de um marcador de RA na Nintendo 3DS. 
 
Os marcadores apresentam limitações no seu desenho, quer na forma quer na cor, e por 
esse motivo muita investigação tem sido feita no sentido do reconhecimento não ser sujeito à 
utilização no cenário destes marcadores. Estas limitações impõem a existência visual do marcador 
associado às páginas dos livros aumentados de forma a permitir o reconhecimento das mesmas. 
Esta imposição do marcador pode ser mais ou menos disfarçada se o livor for desenhado de raiz 
para o efeito. No caso dos livros já publicados, a investigação que tem sido feita no sentido da não 
utilização dos marcadores, permitirá aumentar um qualquer livro penas com um conhecimento 
prévio da página a ser aumentada. 
4.3.2. Sem recurso a marcadores 
A maioria dos trabalhos anteriores ao desenvolvido por Chia e colaboradores (2002) 
consistia na tentativa de detecção de marcadores naturais em duas dimensões através da 
comparação com uma sequência de imagens. O que Chia e colaboradores (2002) propuseram foi 
um sistema de detecção de marcadores naturais baseados na determinação da posição da câmara 
em tempo real, do tipo 6DOF (Six Degrees of Freedom), em imagem 3D. O objectivo consistia em 
detectar frame a frame a posição da câmara para que o conteúdo virtual pudesse ser introduzido 
na cena sem a necessidade da colocação de qualquer marcador. A solução consistia na detecção 
de um ponto na imagem proveniente da captura (Figura II.33 Vk) com duas imagens previamente 
capturadas e analisadas (Figura II.33 VA e VB). O ponto de interesse (Pkj) é o resultado da distância 
Euclidiana da intersecção da linha epipolar de cada uma das imagens previamente definidas. 
 
                                                          
5
 http://www.nintendo.pt/NOE/pt_PT/jogos_ra_realidade_aumentada_32271.html 
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Figura II.33 – Exemplo da determinação do ponto de interesse (Chia et al., 2002). 
 
 
KLT 
O detector Kanade-Lucas-Tomasi (KLT)6 é o resultado do trabalho inicial de Lucas e Kanade 
em 1981 e desenvolvido posteriormente na sua totalidade por Tamasi e Kanade em 1991. Este 
trabalho consistia em usar um fluxo de 100 frames em que entre a primeira (Figura II.34 A) e a 
última frame existia um deslocamento da câmara para a direita de cerca de um pixel por frame. 
Após a aplicação do algoritmo proposto por Tamasi e Kanade, era aplicado um critério de selecção 
à imagem resultante (Figura II.34 B) definindo depois um quadrado em torno dos pontos 
resultantes (Figura II.34 C). Actualmente o OpenCV apresenta-se como uma solução mais eficiente 
que esta apresentada pelo KLT. 
 
   
Figura II.34 – Processo de detecção (Tomasi & Kanade, 1991). 
 
 
Open CV 
O Open Source Computer Vision Library (OpenCV) é uma biblioteca desenvolvida pela Intel 
em 2000 e cujo desenvolvimento é actualmente suportado pelo laboratório Willow Garage7. O 
OpenCV possui módulos de processamento de imagem e vídeo, de estrutura de dados, de álgebra 
linear, entre outros. É nos algoritmos que permitem realizar filtros de imagens, calibração de 
câmara e sobretudo de reconhecimento de objectos que reside o interesse por esta biblioteca. 
                                                          
6
 http://www.ces.clemson.edu/~stb/klt/ 
7
 url: http://www.willowgarage.com/pages/software/opencv 
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Pode ser encontrada num dos seus exemplos uma solução de comparação de duas imagens com a 
detecção de uma imagem a ser procurada numa outra maior e que contém a primeira. 
A utilização da funcionalidade de detecção é do interesse deste estudo uma vez que pode 
permitir criar uma base de trabalho para a detecção de marcadores naturais. 
Em 2008 Lijun e colaboradores (Lijun et al., 2008) propuseram, como resultado da sua 
investigação, um algoritmo de detecção de marcadores naturais baseado em técnicas de 
reconstrução Euclidiana tendo como base de trabalho a utilização do OpenCV. 
Também a partir do OpenCV, Burden e colaboradores (2010), desenvolveram um sistema 
de detecção de uma determinada bicicleta numa pista durante uma corrida olímpica de ciclismo. 
Após a captura de um conjunto de imagens estas são processadas, com recurso a programação 
em Python e ao uso das bibliotecas disponível no OpenCV, de forma a ser detectada o centro da 
roda da bicicleta. Esta detecção foi conseguida com um erro de ±6cm com a câmara a uma 
distância de 60m. O exemplo da Figura II.35 foi alcançado com a câmara a captar 10 frames por 
segundo que, depois de analisadas para a detecção do centro da roda, foi definida uma trajectória 
em função da posição encontrada em cada frame. 
 
 
Figura II.35 – Detecção e trajectória do ciclista (Burden et al., 2010). 
 
4.3.1. Com recurso a marcadores naturais 
Uma abordagem diferente consiste na detecção de marcadores naturais com base na 
extracção de objectos planares com texturas arbitrárias, definidas dentro de uma topologia 
rectangular e com os contrastes dos contornos bem definidos, para posterior correspondência de 
modelos (Bastos & Dias, 2005). Numa primeira fase é processada uma imagem planar de forma a 
se encontrar partes de diferenciação única no conjunto da imagem. A determinação da 
orientação é encontrada através da comparação (template matching) da textura inicial com as 
quatro orientações possíveis da imagem proveniente da captura (Figura II.36 A). Numa segunda 
fase é detectado o contorno da imagem e feita uma comparação dos seus vértices com os da 
textura anteriormente analisada e realizada a decisão se estão dentro de um determinado 
intervalo de confiança (Figura II.36 B). 
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Figura II.36 – Processamento da textura (Bastos & Dias, 2005). 
 
 
PTAM - Parallel Tracking and Mapping 
Klein e Murray (2007) propõem que a captação e o mapeamento sejam separados em duas 
tarefas e processadas em threads paralelos num computador com dual-core permitindo 
aproveitar o duplo processamento e desta forma melhorar o desempenho do sistema no seu 
global. Ao contrário da maioria dos sistemas de RA em que conhecem à partida o que vão 
reconhecer (mapa, modelo, marcadores, etc.), o sistema proposto consiste na criação de um 
mapa (Figura II.37 A) que é densamente inicializado com centenas de pontos, a partir do 
algoritmo 5-points Algorithm, numa técnica chamada de Extensible Tracking. Nesta técnica o 
sistema tenta adicionar previamente elementos desconhecidos ao mapa inicial, permitindo 
registos mesmo quando o mapa original já não está presente. Consiste assim na aquisição de uma 
imagem e na conversão da sua frame numa imagem de 8 bits (cinza) para realizar a detecção e 
numa RGB para apresentar o conteúdo aumentado. Tem como constrangimentos a necessidade 
da “cena” ser estática e pequena, não sendo ideal para grandes panorâmicas. 
Em 2009, Klein e Murray (Klein & Murray, 2009) realizaram um conjunto de adaptações no 
PTAM para migrar o sistema para dispositivos móveis, em particular, para o Apple iPhone 3G 
(Figura II.37 B). 
 
  
Figura II.37 – Exemplos de Parallel Tracking and Mapping. 
A: Mapa com os pontos detectados (Klein & Murray, 2007); 
B: Exemplo do PTAM a correr num iPhone 3G (Klein & Murray, 2009). 
B 
A 
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D'Fusion 
O D'Fusion é um software comercial desenvolvido pela empresa Total Immersion8 e que é 
constituído por duas partes: uma aplicação para desenvolver projectos de RA e uma segunda 
aplicação para implementar esse projecto em diferentes plataformas (Figura II.38). É uma boa 
solução para grandes empresas como ferramenta de marketing, de eventos, de exposições, de 
museus, entre outros. Para os utilizadores poderem experimentar as soluções de RA 
desenvolvidas com recurso a este software terão de instalar um plug-in proprietário da Total 
Immersion. 
 
   
Figura II.38 – Exemplos de aplicação do D'Fusion. 
 
 
O Christian Doppler Laboratory for Handheld Augmented Reality tem publicado, desde 
2008, vários artigos sobre os resultados da investigação dos seus colaboradores no que diz 
respeito à detecção de imagens naturais. A detecção em superfícies não lineares e a 
multidetecção de marcadores naturais são alguns dos projectos já desenvolvidos neste 
laboratório. 
 
   
Figura II.39 – Exemplos de projectos do Christian Doppler Laboratory for Handheld AR. 
A: Combined Marker & Markesless Tracking (2008). 
B: Multiple Target Detection and Tracking (2009). 
C: Tracking of 3D objects (2009). 
 
                                                          
8
 http://www.t-immersion.com/ 
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4.3.2. Resumo da tecnologia 
A investigação sobre RA é actualmente bastante diversificada e abrangente existindo várias 
abordagens para a detecção de marcadores naturais. A Tabela II.1 apresenta um resumo do 
estado da arte no que diz respeito à investigação sobre detecção com marcadores e sem 
marcadores (marcadores naturais). 
 
Tabela II.1 – Resumo do estado da arte da utilização de tecnologias na detecção. 
 Com marcadores Sem marcadores 
KLT ------ (Tomasi & Kanade, 1991) 
OpenCV ------ 
(Bastos & Dias, 2005) 
(Lijun et al., 2008) 
(Bergig et al., 2009) 
(Burden et al., 2010) 
ARToolKit 
(Kato & Billinghurst, 1999) 
(Shelton & Hedley, 2002) 
 (Woods et al., 2004) 
(Bergig et al., 2009) 
(Grasset et al., 2008a) 
(Hornecker & Dünser, 2009) 
(Taketa et al., 2007) 
ARToolKitPlus (Wagner & Schmalstieg, 2007) ------ 
OsgART 
(Grasset et al., 2005) 
(Looser et al., 2006) 
(Grasset et al., 2008b) 
------ 
Reconstrução Euclideana ------ 
(Chia et al., 2002) 
(Lijun et al., 2008) 
PTAM ------ 
(Klein & Murray, 2007) 
(Klein & Murray, 2009) 
FLARToolKit 
(Rojas-Sola et al., 2011)  
(Sayed et al., 2011) 
------ 
FLARManager (Sayed et al., 2011) ------ 
D'Fusion Empresa: Total Immersion 
FLARE Empresa: Imagination 
AR-media Empresa: Inglobe Technologies 
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No que diz respeito às tecnologias, a opção por soluções de código aberto é limitada sendo 
que a utilização do ARToolKit e do FLARToolkit para a detecção de marcadores fiduciais e do 
OpenCV para a detecção de marcadores naturais, parecem ser opções válidas para o 
desenvolvimento de soluções de RA. 
5. Opções do projecto 
Inserido no plano tecnológico, o programa e.escolas visa a disponibilização de 
computadores portáteis com ligação à internet aos alunos do ensino básico e secundário, entre 
outros. Das características típicas destes computadores salienta-se o facto de terem no mínimo 
um processador Dual Core, 1 GB de memória RAM e uma webcam, condições necessárias para 
correr uma aplicação de realidade aumentada. Um dos problemas é que os computadores terão 
de ser adquiridos pelos alunos, mais concretamente pelos seus encarregados de educação, o que 
levanta questões se todos poderão ter um computador disponível para interagir com o livro 
escolar. 
Se a este programa juntarmos o Plano Tecnológico da Educação (PTE) que teve como 
objectivo atingir um rácio de um computador ligado à Internet por cada cinco alunos até ao final 
do ano lectivo de 2009/10 e cujas características são superiores às dos computadores do 
programa e.escolas, podemos admitir que poderão estar reunidas as condições necessárias para 
aplicar a solução de interacção proposta em contexto de sala de aula. Por este motivo, a opção 
passa por aumentar os conteúdos dos livros recorrendo a uma webcam ligada a um computador 
(fixo ou portátil) preferencialmente com duplo processamento. 
Esta solução permitirá a interacção com os conteúdos em contexto de sala de aula mas 
também o estudo autónomo em casa ou em qualquer outro lugar através de um portátil, por 
exemplo. 
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III. Desenvolvimento 
1. Definição do projecto 
A aprendizagem de conteúdos programáticos passa muitas vezes pela necessidade de 
abstracção e de imaginação de determinado modelo bidimensional, típico dos livros, num 
formato tridimensional. No caso de processos de ensino-aprendizagem torna-se importante que, 
os recursos tradicionais como o manual, a projecção multimédia, etc., sejam complementados 
com ferramentas que permitam aos alunos um auxílio nessa abstracção sendo-lhe permitido a 
visualização de um mesmo conteúdo, mas em 3D. 
O objectivo passa então por permitir a professores e alunos, a utilização de modelos 3D nos 
seus processos de ensino-aprendizagem e permitir, por exemplo, a um professor no decorrer da 
sua aula, projectar o mesmo modelo que está no manual mas em 3D ou ainda que um aluno 
possa aceder a uma plataforma de aprendizagem e rever esses mesmos modelos. 
O recurso à Realidade Aumentada poderá ser uma solução para superar este desafio que 
inclui a forma como o modelo aparece e o que o deverá despoletar, sendo que, a forma de o fazer 
poderá ser recorrendo a um marcador artificial (fiducial) ou a um marcador natural (imagem). 
A utilização de marcadores não naturais obrigaria à existência de artefactos ou a uma 
intervenção no manual de forma a este poder conter o marcador. Duas alternativas se poderiam 
colocar: criar pequenos marcadores que adicionados às páginas não criassem interferência com o 
seu conteúdo ou redesenhar completamente a página de forma a conter, de forma disfarçada, o 
marcador algures na página. Qualquer uma destas opções iria interferir com o manual o que não 
é de todo desejável. 
A opção da utilização de marcadores naturais permitiria que não existisse nenhuma 
intervenção no manual uma vez que seria necessário apenas o conhecimento da página. Esta 
opção coloca o manual no centro, elevando a sua importância. Não só serviria para conter os 
conteúdos mas também como “ferramenta” para visualizar modelos 3D. 
Pretendeu-se, com este trabalho, desenvolver uma aplicação que permita relacionar RA 
com educação aumentando um manual escolar com conteúdo tridimensional. Esta aplicação 
permitirá a qualquer pessoa, no caso professor ou aluno, apresentar o manual a uma webcam e 
visualizar um modelo sobre o mesmo. Será necessário que a aplicação permita o reconhecimento 
de uma determinada página do manual e adicione um modelo 3D relacionado com o conteúdo 
presente na página. 
Deverão existir diferentes possibilidades do utilizador interagir com o modelo 3D de forma 
a motivar e controlar a sua aprendizagem. A componente lúdica é igualmente importante tendo 
em conta a faixa etária dos alunos visados.  
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2. Escolha dos conteúdos 
A leccionação dos conteúdos relacionados com o sistema solar na disciplina de Ciências 
Físico-Químicas, do 7º ano de escolaridade, foram a motivação deste projecto uma vez que a 
necessidade de abstracção, por parte do aluno, dos modelos 2D presentes na maioria dos seus 
manuais escolares, não permite uma rápida noção dos movimentos tridimensionais dos planetas. 
Os conteúdos relacionados com o sistema solar constituem um conhecimento transversal a 
qualquer cultura e permitem, com um simples modelo 3D animado, transmitir o conhecimento 
necessário. A idade dos alunos é também um factor importante uma vez que o poder de 
abstracção é menor. 
Dentro de todos os conteúdos abordados na unidade relacionada com o sistema solar, o 
conhecimento dos planetas, e das suas principais características são os mais fundamentais na 
abordagem desta unidade. Uma solução que permitisse aos alunos reconhecer os planetas 
baseado nas suas características seria uma forma de alcançar o conhecimento e que poderia ser 
implementada num sistema de perguntas e respostas. 
Na explicação das estações do ano é utilizado um modelo 2D do movimento de translação 
da Terra em torno do Sol. Uma animação 3D onde conste uma representação estática do Sol e 
uma dinâmica do movimento da órbita da Terra poderia ser um auxílio valioso na abordagem 
deste conteúdo. Uma animação semelhante poderia ser relevante aquando da explicação das 
fases da Lua com o recurso a uma representação estática da Terra e uma dinâmica do movimento 
da Lua. Esta animação teria de ter uma representação do efeito luminoso do Sol sobre a Lua. 
As páginas escolhidas para serem aumentadas são de um dos manuais disponibilizados pela 
Porto Editora para a disciplina de Ciências Físico-Químicas do 7º ano de escolaridade, 
nomeadamente as páginas 70, 71 e 73 do manual «Eu e o Planeta Azul». As páginas contíguas 70 
e 71 serão aumentadas com o modelo representativo das estações do ano e a página 73 com o 
modelo das fases da Lua. Nas páginas 54, 55 e 57 existe informação das características dos 
planetas que compõem o sistema solar e que servirão para testar o conhecimento sobre os 
mesmos. 
3. Escolha da tecnologia 
Tendo em conta a análise realizada no capítulo I relativamente às tecnologias existentes de 
RA e considerando o facto de se tratar da disponibilização de uma ferramenta a uma comunidade 
escolar, a opção recai sobre as tecnologias disponibilizadas de forma gratuita e de código aberto. 
Esta opção permitirá que a ferramenta possa ser alvo de contribuições no seu desenvolvimento e 
que possa ser distribuída, dentro da comunidade escolar, sem que isso acarrete custo para a 
mesma. 
A forma mais prática e eficiente de divulgar uma aplicação de RA, sem que fosse necessária 
uma instalação ou sujeita a requisitos do sistema, seria através da internet. Esta forma de 
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divulgação permitiria, por exemplo, que a aplicação fosse colocada numa plataforma de 
aprendizagem para uso de professores e alunos. Por outro lado, estaria sempre dependente da 
existência de acesso à internet, o que em alguns casos poderia ser um obstáculo como é o caso de 
quebra no acesso dentro de uma escola, alunos sem internet em casa, a falta de permissões na 
necessidade de instalar um plug-in, entre outros. 
No caso das aplicações locais poderão existir algumas vantagens, nomeadamente a 
manipulação da resolução da visualização, da independência da largura de banda, da facilidade 
em adicionar ou alterar os modelos e os marcadores, etc.  
Pelo facto de existirem vantagens nas duas formas de divulgação de aplicações de RA, a 
opção foi analisar e testar soluções de divulgação on-line e off-line para mais tarde poder decidir 
qual a tecnologia a utilizar. 
3.1.1. off-line 
Entre as soluções existentes e descritas no capítulo I, o PTAM, surgiu como a principal 
forma de conseguir aumentar as páginas do manual com modelos 3D, no entanto, as dificuldades 
sentidas na configuração e instalação do conjunto de dependências fizeram com que outras 
soluções fossem tidas em consideração em detrimento desta. 
No que diz respeito à detecção, o OpenCV apresenta o exemplo find_obj.cpp, da autoria de 
Liu Liu, que realiza a detecção de pontos de interesse numa imagem comparando-os com um 
outro conjunto de pontos de interesse numa segunda imagem onde consta a primeira (Figura 
III.1). 
 
 
Figura III.1 – Exemplo do find_obj.cpp. 
 
Figura III.2 – Exemplo do simpleVRML.c. 
 
Relativamente à visualização, o OpenCV não apresenta soluções para a visualização de 
modelos 3D, no entanto, o exemplo simpleVRML.c do ARToolkit (Figura III.2) desenvolvido por 
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Mark Billinghurst em 2002, com revisão de Raphael Grasset em 2004 e finalmente por Philip Lamb 
em 2006, apresenta uma solução que permite renderizar modelos 3D com recurso ao OpenGL.  
A solução passa pela combinação da capacidade de detecção do OpenCV e da visualização 
de modelos VRML do ARToolkit. Sendo o OpenCV desenvolvido em C++ e o ARToolkit em C, a 
opção para se poder desenvolver uma aplicação usando a funcionalidades dos dois passa por criar 
um módulo intermédio em C++ ficando, desta forma, garantida a compatibilidade com ambos. 
A detecção de marcadores naturais irá permitir o reconhecimento de uma qualquer página 
do manual permitindo aumentar, em particular, as páginas das estações do ano e a página das 
fases da lua. 
No caso das páginas onde estão definidas as características dos planetas, o interesse em 
existir interacção do tipo pergunta/resposta com o utilizador obrigaria a que a aplicação fosse 
capaz de saber qual o planeta que o utilizador escolheu para a sua resposta. Para tal seria 
necessário que a aplicação reconhecesse os oito planetas existentes numa única página. Uma vez 
que existem planetas com textura muito semelhante, seria difícil para a aplicação saber 
exactamente qual o planeta presente numa determinada zona da página. Um outro facto 
importante é o de à medida que se aumenta o número de objectos a serem detectados na página, 
a aplicação fica mais lenta. Por estes motivos, a opção de aumentar a página como um todo 
detectando qual o planeta a visualizar, fica inviabilizada. 
3.1.2. on-line 
As aplicações desenvolvidas e que permitem o reconhecimento on-line de imagens naturais 
têm o inconveniente de serem comerciais, pelo que a opção recai sobre aplicações de código 
aberto com recurso a marcadores não naturais. 
Tendo de recorrer ao uso de marcadores artificiais a conjugação destes com a ideia de 
testar o conhecimento dos alunos em relação às características dos planetas numa combinação 
com a informação disponibilizada no manual foi a opção tomada. Certo que o recurso a 
marcadores artificiais cria um afastamento do envolvimento do manual, mas tendo em 
consideração que este tipo de marcadores tem sido bastante utilizados em diversas áreas, será 
interessante analisar de que forma se poderia integrar no estudo dos alunos. 
O FLARTollkit surge, nesta fase, como a melhor forma de implementar uma aplicação que 
pudesse funcionar por meio de acesso à internet e que permitisse um bom desempenho na 
detecção de marcadores. Para funcionar num qualquer computador terá de ter uma webcam 
instalada e um leitor de Flash, muito comum para a visualização de outro tipo de conteúdos. 
4. Fases do desenvolvimento 
O desenvolvimento foi dividido em três fases, a primeira consistiu em criar uma ferramenta 
capaz de reconhecer uma página do manual e colocar um modelo VRML sobre a mesma. Esta 
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ferramenta deveria ser capaz de permitir ao utilizador definir qual a página a ser reconhecida e 
qual o modelo 3D a ver visualizado. Na segunda fase, foram feitas as alterações necessárias para 
que essa ferramenta permitisse multidetecção de forma a que o utilizador pudesse navegar no 
manual e ver os modelos das estações do ano e das fases da Lua nas respectivas páginas. Por fim, 
na terceira fase, desenvolveu-se uma aplicação que permitisse ao seu utilizador responder a 
questões sobre planetas por interacção com marcadores pré-definidos.  
4.1. Aplicação do manual aumentado 
Foram definidos dois módulos a implementar, um de detecção que foi responsável por 
procurar na frame capturada a imagem previamente carregada e analisada, e um segundo 
módulo de estimativa da posição e visualização que permitiu apresentar e manipular o modelo 
tridimensional associado. 
Para o módulo de detecção foram realizadas várias experiências com o OpenCV no intuito 
de poder usar as suas bibliotecas para a detecção do marcador natural. Numa primeira fase foi 
desenvolvido um sistema de detecção de um marcador natural, tendo por base o exemplo 
find_obj.cpp disponibilizado por Liu Liu e que consiste em procurar um marcador numa imagem. 
Para tal, são extraídos pontos de interesse na imagem que serve de marcador e na frame 
capturada com recurso à função cvExtractSURF, da biblioteca cv.h, em que, para cada ponto é 
retornada a sua localização, tamanho, orientação e opcionalmente descritores básicos ou 
estendidos. A função tem os seguintes parâmetros de entrada e saída (Oliveira & Pio, 2009): 
 image: parâmetro de entrada de uma imagem em tons de cinza de 8-bit. 
 mask: parâmetro de entrada opcional da mascara de 8-bits. Os marcadores só são 
encontrados nas áreas que contêm mais de 50% de pixéis diferentes de zero. 
 keypoints: parâmetro de saída de um ponteiro para um ponteiro de uma sequência 
de pontos-chave. Esta sequência é uma estrutura do tipo CvSURFPoint. 
 descriptors: parâmetro de saída opcional de um ponteiro para um ponteiro de uma 
sequência de descritores. Se este parâmetro for nulo, os descritores não são 
processados. 
 storage: zona de memória onde os pontos-chave e os descritores serão guardados. 
 params: parâmetros dos algoritmos a colocar na estrutura CvSURFParams. 
 
Após a extracção dos pontos de interesse das duas imagens é utilizado um algoritmo para 
encontrar pares de pontos comuns nas mesmas (Figura III.3). 
Numa segunda fase foi feita uma optimização no código de forma a permitir só a detecção 
de um marcador natural e extrair os pontos de interesse do mesmo apenas uma vez no arranque 
da aplicação. Para cada nova frame capturada a rotina de detecção apenas procura os pontos de 
interesse dessa imagem comparando-os de seguida com os previamente definidos para o 
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marcador. Esta operação permitiu uma redução do tempo de detecção de uma média de 150 ms 
(Figura III.3) para 50 ms (Figura III.4). 
 
 
Figura III.3 – Correspondência de duas imagens no 
OpenCV. 
 
Figura III.4 – Detecção por meio do OpenCV. 
 
 
Com o objectivo da detecção alcançado, tornou-se necessário adicionar um modelo na 
janela da captura. Após alguma pesquisa percebeu-se rapidamente que a forma de o fazer 
consistiu em adicionar um modelo VRML como é feito nos exemplos disponíveis no OpenVRML e 
no ARToolkit, ambos baseados nas bibliotecas da OpenGL. Para combinar o OpenCV com uma 
destas ferramentas foi necessário definir os dois módulos anteriormente referidos, em que o 
primeiro seria responsável apenas pela captura e o segundo apenas pela estimativa da posição e 
visualização. Das experiências realizadas com o OpenVRML, que consiste na utilização directa do 
OpenGL para visualização de modelos VRML, resultou na manipulação da posição de um objecto 
VRML através da aproximação ou afastamento do marcador natural (Figura III.5). A estimativa da 
posição do modelo na cena é realizada através do conhecimento do resultado proveniente da 
função de detecção. Esta função devolve a informação da aproximação ou afastamento do 
marcador afim de se poder manipular a posição do modelo. Nesta versão já estavam definidos os 
dois módulos, uma para a detecção do marcador através da utilização de bibliotecas do OpenCV e 
um outro para a estimativa da posição e visualização do modelo através da adaptação do exemplo 
disponibilizado no OpenVRML. 
A dificuldade em ultrapassar a combinação da frame capturada pela câmara com o modelo 
fez com que não fosse dada continuidade a esta abordagem levando à redefinição do módulo de 
estimativa da posição e visualização. 
O ARToolkit fez um trabalho semelhante ao do OpenVRML no desenvolvimento de 
bibliotecas, baseadas em OpenGL, que permitem a visualização de modelos VRML, como é o caso 
do exemplo simpleVRLM. Como o desempenho não era muito diferente do exemplo presente no 
OpenVRML recorreu-se a uma nova abordagem ao problema, passando pela combinação do 
OpenCV, para a captura, e do ARToolkit para a estimativa da posição e visualização do modelo. 
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Figura III.5 – Combinação do OpenCV com o 
OpenVRML. 
 
Figura III.6 – Combinação do OpenCV com o 
ARToolkit. 
 
Uma outra vantagem é o facto de o ARToolkit possuir funções que permitem a manipulação 
do modelo com base na informação da posição de um marcador. Neste ponto, o desafio era 
tentar substituir o marcador pela informação da detecção do marcador natural usando depois a 
matriz de conversão para a colocação correcta do modelo (Figura III.6). Assim, foram definidos 
três módulos distintos: um exclusivamente para a detecção, um exclusivamente para a estimativa 
da posição e visualização do modelo VRML e um terceiro para conjugar os dois anteriores e fazer 
a passagem de informação entre eles. Para os dois primeiros módulos foram definidas classes que 
permitissem uma reutilização dos mesmos em versões ou projectos futuros. 
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Figura III.7 – Esquema básico das interacções entre os diferentes módulos. 
 
4.1.1. Detecção 
O módulo de detecção é constituído por dois grandes blocos, o primeiro inicia os 
marcadores e define a visualização das janelas de calibração, o segundo é responsável por receber 
uma imagem e procurá-la em todos os marcadores previamente carregados. 
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Figura III.8 – Rotina de detecção. 
 
O módulo de detecção está definido dentro da classe nfTraking com os métodos de 
inicialização, captura e devolução do número de marcadores públicos (Figura III.9). O método de 
inicialização consiste em carregar, através da leitura dos seus nomes definidos num ficheiro XML 
as imagens a serem detectadas (Figura III.11 A), que servirão de marcadores naturais e associá-las 
à estrutura Marker_T (Figura III.10) que permitirá guardar toda a informação sobre o marcador. 
Após este processo serão encontrados os seus pontos de interesse (Figura III.11 B) cuja 
informação é guardada nos campos objectKeypoints e objectDescriptors existentes na 
estrutura para o efeito. 
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Figura III.9 – Classe nfTraking. 
 
Figura III.10 – Estrutura do marcador. 
 
O método de captura tem como primeiro argumento a imagem proveniente da captura de 
uma frame. Após analisada e definidos os seus pontos de interesse, será comparada com todos os 
marcadores naturais previamente carregados. Ou seja, permite multidetecção de marcadores 
naturais mas, como será óbvio, quanto maior for o número de imagens a serem processadas mais 
lenta a aplicação ficará. 
Para evitar esta situação, enquanto está a ser percorrida a estrutura de repetição que 
procura todos os marcadores na imagem capturada, está a ser calculado o valor do rácio de 
pontos encontrados para cada marcador. Este rácio consiste na relação entre o número de pares 
encontrados, entre o marcador natural e a frame capturada, com o total de pontos de interesse 
do marcador, ou seja, a percentagem de pontos comuns encontrados. 
Após esta operação, o módulo ordena os marcadores de forma decrescente pelo seu rácio 
permitindo que, na análise da próxima frame, o marcador que foi detectado seja o primeiro a ser 
analisado. Caso o rácio seja superior ao intervalo de confiança previamente definido, a estrutura é 
interrompida e não são analisados os seguintes marcadores. Este algoritmo permite melhorar 
significativamente o desempenho da aplicação. 
Como segundo argumento o método de captura tem um array bidimensional que 
corresponde, caso exista correspondência, às quatro coordenadas dos vectores que definem os 
limites da imagem encontrada. Por fim, o método devolve ao módulo principal o índice do 
marcador encontrado para que este possa informar o módulo de visualização do modelo a 
apresentar (Figura III.11 C). 
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Figura III.11 – Reconhecimento de uma página por meio da definição de pontos de interesse. 
 
O método de devolução do número de marcadores analisados permite que o módulo 
principal devolva essa informação ao módulo de visualização. Esta transferência de informação é 
necessária para que o módulo de visualização tenha conhecimento do número de marcadores 
que têm de corresponder ao número de modelos, caso isto não aconteça, o módulo de 
visualização poderia apresentar um modelo sem correspondência no de detecção. 
É devolvido ao módulo principal o índice do marcador detectado para que este informe o 
módulo de visualização de qual o modelo a ser apresentado, juntamente com a informação das 
quatro coordenadas resultantes da detecção. 
4.1.2. Estimativa da posição e visualização 
O módulo de estimativa da posição e visualização está definido dentro da classe 
nfVisualization com os métodos de inicialização, de definição de visualização de um 
determinado objecto, de devolução da frame capturada e da devolução da largura e altura da 
janela de captura (Figura III.12). Estão ainda definidos os métodos Display, Keyboard, Reshape e 
Visibility que servem as funções com o mesmo nome do OpenGL. 
O método de visualização consiste na definição dos parâmetros da câmara e respectiva 
inicialização, da preparação das bibliotecas do OpenGL para a visualização e carregamento dos 
objectos VRML e respectiva renderização. É este método que cria a janela de visualização final 
onde estarão presentes os modelos tridimensionais sobrepostos à imagem que está a ser 
capturada pela webcam. 
 
A C B 
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Figura III.12 – Classe nfVisualization. 
 
O método de definição de visualização de um determinado objecto (SetVisibility), tem 
como argumento o número do objecto a ser visualizado, de acordo com o marcador natural 
detectado. O método define o estado de “visível” ou “oculto” e os quatro vectores que definem 
os limites do marcador e sobre os quais o objecto deverá ser apresentado. No caso do parâmetro 
da visibilidade ser igual a 1 (visível), será criado um novo marcador com a informação dos quatro 
vectores e que, juntamente com a informação do objecto correspondente será obtida a matriz de 
transformação definida na livraria ar.h do ARToolkit. 
O método da devolução da frame capturada é um ponto-chave de ligação dos módulos de 
captura e de visualização uma vez que devolve ao módulo principal as imagens das frames 
capturadas. Caberá ao módulo principal receber essa informação em ARUint8 (ARGB - formato 
nativo das imagens no ARtoolkit) e converter em IplImage (RGB - formato nativo do OpenCV). A 
função responsável por esta conversão está localizada no módulo principal de forma a permitir a 
passagem da informação da imagem de um módulo para o outro. 
Os métodos de devolução da largura e da altura definidos pelo utilizador, ao módulo 
principal, servem para este poder informar o módulo de detecção das dimensões da imagem a ser 
processada. 
4.1.3. Conteúdos 
Como referido anteriormente, os modelos VRML são renderizados no módulo de 
visualização e é atribuído um índice de 0 a N em conformidade com os marcadores naturais 
analisados no módulo de detecção. 
Os dois modelos foram desenvolvidos em Autodesk 3ds Max 2011 e exportados como 
VRML 2.0 de forma a poderem ser compatíveis com o formato esperado no ARToolkit. Cada 
modelo corresponde a uma página do manual que aborda um conteúdo específico e cuja 
visualização 3D serviria de complemento ao modelo gráfico existente na página. 
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O primeiro modelo consiste em aumentar a página 70 e 71 do manual onde está presente 
uma ilustração do movimento da Terra em torno do Sol (Figura III.13 A) com um modelo que 
contém uma representação do Sol e outra da Terra em movimento (Figura III.13 B) de acordo com 
a ilustração do livro. Uma vez que a ilustração ocupa as duas páginas, a opção foi que o marcador 
natural fosse o conjunto das mesmas. 
 
  
Figura III.13 - Movimento de rotação da Terra em volta do Sol. 
 
Na página 73 do manual está presente uma ilustração das fases da Lua e uma 
representação do Sol de forma a permitir ao aluno perceber as partes da Lua que estão 
iluminadas em função da sua posição em torno da Terra (Figura III.14 A). O modelo desenvolvido 
para representar esta ilustração tem duas esferas que representam a Terra e a Lua, sendo o Sol 
representado pela iluminação proveniente pelo lado direito (Figura III.14 B). Pretende-se com este 
modelo animado que os alunos verifiquem que, se fixarmos um ponto na Terra, a face da Lua que 
é iluminada pelo Sol varia em função da sua posição em torno da Terra. Poderão ainda verificar 
que em determinadas posições a Lua poderá, ou não, ser visível. 
 
  
Figura III.14 - Fases da Lua através do movimento de translação em volta da Terra. 
 
A opção de aumentar duas páginas contíguas do livro teve como objectivo a dinâmica 
estabelecida com a mudança de página. Em vez de apenas aparecer um modelo numa 
determinada página, será possível observar a adequação do modelo à página, ou seja, para 
páginas diferentes conteúdos diferentes. 
B A 
A B 
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4.2. Aplicação do jogo das cartas 
As principais diferenças em relação à aplicação do manual aumentado reside no facto de os 
marcadores não serem naturais, ou seja, são marcadores do tipo fiducial, e no facto de poder 
correr numa página on-line em vez de ser uma aplicação para utilização local. Também de realçar 
que neste caso a aplicação procura um único marcador de cada vez. 
A aplicação consiste num jogo de perguntas em que o utilizador terá de procurar uma carta, 
entre oito possíveis, que corresponde ao planeta a que se refere a pergunta. Caso a carta que 
escolheu e apresentou à webcam for a correcta, então surgirá sobre a mesma o planeta em 
questão e o utilizador saberá que a resposta está correcta. 
A aplicação é baseada no pacote FLARToolKit que consiste num conjunto de bibliotecas de 
código aberto desenvolvidas em ActionScript 3.0. 
 
 
Figura III.15 – Rotina de detecção. 
 
No arranque do programa é sorteada a primeira pergunta a aparecer e de seguida são 
criadas as caixas de texto de apoio ao utilizador. Após este processo, são carregadas as perguntas 
e o nome do planeta associado que servirá tanto para carregar o marcador como o seu modelo. 
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Com a pergunta definida e com o conhecimento do planeta correspondente, é iniciada a 
rotina de detecção já definida no FLARToolKit (Figura III.15). 
As dimensões da janela de visualização são de 640px de largura por 480px de altura e está 
dividida num zona superior onde surgem as perguntas e numa zona central onde aparecerá o 
resultado da captura e a sobreposição do modelo, no caso de a resposta ser a correcta. 
4.2.1. Captação 
Para cada planeta foi desenhado um marcador baseado na simbologia adoptada pela 
comunidade científica para cada um deles. Esse marcador está inserido na parte superior de uma 
carta que servirá o propósito do utilizador/jogador poder “lançar” essa carta de forma a saber o 
resultado da sua resposta. Na parte inferior da carta existe uma zona com pequenas informações 
sobre o planeta em questão e que servirão para auxiliar o utilizador na procura da resposta 
correcta. 
Um dos factores que tornava a carta pouco próxima da realidade era a proporção do 
contorno do marcador em relação à imagem a ser detectada. Por defeito esta proporção é de 50% 
para a imagem e 50% para a linha de contorno. Um trabalho inicial consistiu em perceber a 
influência que poderia ter na qualidade da detecção o aumento da área de desenho em 
detrimento da linha de contorno. Após vários testes, verificou-se que uma relação de 80% para a 
área de desenho e de 20% para a da linha era um compromisso aceitável (Figura III.16) e que 
relações diferentes não interferiam no reconhecimento correcto do marcador. 
A redução da área reservada à linha permitiu desenhar uma carta em que a espessura 
dessa linha fosse igual aquela que define o desenho do próprio marcador, dando a sensação de 
continuidade da própria linha. 
O desenho da carta passou pelas três propostas da Figura III.16 todas com uma zona 
definida para o marcador e uma para o texto de apoio. A área envolvente à linha preta, limitadora 
do marcador, foi alvo de teste de reconhecimento uma vez que não era claro a influência que 
poderia ter a ausência de espaço branco envolvente. Esses testes permitiram concluir que não 
existia diferença de detecção, quer ao nível da rapidez como da estabilidade. 
 
    
Figura III.16 – Dimensão do marcador e 3 propostas para o desenho da carta. 
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Os testes de impressão revelaram que a opção pela cor preta escolhida para os textos de 
apoio não era a mais correcta por se tornar difícil a sua leitura. A escolha recaiu sobre o branco 
sendo que a carta completa (frente e verso) é a que se pode observar na Figura III.17. Foi 
necessário adicionar à imagem do marcador da carta do planeta Terra, um quadrado no canto 
inferior direito, de forma a permitir que a rotina de detecção saiba a sua orientação.  
 
    
Figura III.17 – Três exemplos da versão final das cartas. 
 
Para a criação do padrão, que é lido pela aplicação a fim de a poder procurar na imagem da 
frame capturada, foi utilizada uma ferramenta disponível on-line para o efeito9 (Figura III.18). 
Foram criados padrões para todos os planetas com uma resolução de 16x16 e um  de 
32x32. O propósito foi analisar o desempenho da aplicação quando se aumenta  a resolução dos 
marcadores a serem processados. O resultado foi muito próximo uma vez que a procura era de 
um único marcador. No entanto, a opção recaiu sobre a resolução de 32x32 uma vez que, em 
alguns marcadores, os desenhos dos planetas eram muito próximos e o aumento da definição 
melhorava a detecção. 
 
                                                          
9
 http://flash.tarotaro.org/blog/2009/07/12/mgo2/ 
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Figura III.18 – Criação do padrão do marcador. 
 
4.2.2. Conteúdos 
Os modelos foram desenvolvidos na versão gratuita do Google SketchUp 8 por permitir a 
exportação dos modelos no formato collada (DAE). Todos os modelos foram desenhados na 
mesma dimensão para permitir um boa visualização dos mesmos. Caso fossem desenhados à 
escala seria praticamente impossível observar alguns dos planetas devido à grandeza da sua 
escala em relação a outros (Figura III.19). 
Foi introduzida uma pequena rotação nos planetas para permitir ao utilizador visualizar o 
movimento de rotação dos mesmos ou realizar ele próprio a rotação uma vez que a dimensão da 
carta o permite fazer. 
 
   
Figura III.19 – Exemplos de planetas: Terra, Saturno e Marte. 
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IV. Análise de dados 
1. Procedimento 
As duas aplicações referidas no capítulo anterior, foram colocadas em funcionamento na 
sala de aula. Na primeira, Figura IV.1, os alunos foram convidados a interagir com o manual com o 
intuito de observarem que certas páginas apareciam no ecrã do monitor com um modelo 3D. Para 
tal, foi instalada uma webcam num candeeiro e direccionada sobre o livro com o objectivo de 
simular um local de estudo. 
 
 
Figura IV.1 – Instalação de um manual escolar com realidade aumentada. 
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Para a segunda aplicação, Figura IV.2, foi colocado um computador portátil com webcam 
integrada, a apresentar a aplicação em flash inserida numa página web. Foi solicitado aos alunos a 
leitura das perguntas que apareciam na página e a respectiva resposta usando as oito cartas 
disponíveis. 
 
 
Figura IV.2 – Instalação de um jogo aumentado baseado em cartas. 
 
Após cada aluno ter testado as duas aplicações foi solicitado que o mesmo preenchesse um 
inquérito sobre as experiências acabadas de realizar. 
2. Caracterização da amostra 
As aplicações desenvolvidas foram sujeitas a teste por parte de uma turma do 7º ano de 
escolaridade de Aveiro. Os testes tiveram lugar durante uma aula de Ciências Físico-Químicas com 
uma turma de 26 alunos repartida em dois turnos de 13 alunos cada. A escola seleccionada 
contém 3 turmas do 7º ano num total de 78 alunos, pelo que, a amostra corresponde a 33,3% do 
universo de alunos daquele ano de escolaridade. 
A turma tem uma média de idades que ronda os 13 anos, com uma distribuição de género 
equitativa (Tabela IV.1).  
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Tabela IV.1 – Relação entre a idade e o sexo 
  Sexo 
  Feminino Masculino 
Idade 
12 8 2 
13 4 10 
14 1 1 
 Total 13 13 
 
Relativamente ao contacto com as novas tecnologias, todos os alunos possuem 
computador com acesso à internet (Tabela IV.2), facto que favorece este teste uma vez que uma 
das aplicações pode funcionar com o suporte da internet. 
 
Tabela IV.2 – Relação entre posse de computador e o acesso à internet 
  Tens internet em casa? 
  Não Sim 
Tens computador em casa? 
Não 0 0 
Sim 0 26 
 Total 0 26 
 
Sendo as aplicações referidas de apoio ao estudo, importa saber o uso que estes alunos dão 
ao computador no seu processo de aprendizagem. Um pouco mais de metade dos alunos utiliza 
poucas vezes o computador para realizar trabalhos de casa tendo a restante percentagem 
referido que utiliza sempre, ou quase sempre, o computador para este fim. Como auxílio de 
preparação para testes, a grande maioria divide a utilização do computador entre poucas vezes e 
quase sempre. 
 
Tabela IV.3 – Finalidade da utilização do computador 
 Nunca Poucas vezes Quase sempre Sempre 
 N % N % N % N % 
Jogar 0 0% 3 11.5% 14 53.8% 9 34.6% 
Fazer trabalhos de casa 0 0% 14 53.8% 9 34.6% 3 11.5% 
Estudar para os testes 1 3.8% 11 42.3% 11 42.3% 3 11.5% 
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Como uma das aplicações tem uma pequena contribuição lúdica, verifica-se que a maioria 
usa quase sempre o computador para jogar. Se tivermos em conta os alunos que usam sempre o 
computador para jogar, esta percentagem sobe para quase 90% (Tabela IV.3). 
A finalidade que os alunos dão à internet permite verificar que falar com amigos é um 
hábito comum, ao contrário de falar com professores. O recurso à internet para realizar leituras 
de notícias ou de livros digitais, também não é um hábito comum entre estes alunos, o que nos 
permite concluir que não existe uma preferência pela leitura da informação no seu suporte 
digital, dando a entender que os meios analógicos de informação poderão ter algum impacto 
junto dos mesmos (Tabela IV.4). 
 
Tabela IV.4 – Finalidade da utilização da internet 
 Nunca Poucas vezes Quase sempre Sempre 
 N % N % N % N % 
Falar com amigos 1 3.8% 2 7.7% 6 23.1% 17 65.4% 
Falar com professores 19 73.1% 6 23.1% 0 0% 1 3.8% 
Ler notícias 10 38.5% 13 50.0% 2 7.7% 1 3.8% 
Ler livros digitais 14 53.8% 10 38.5% 1 3.8% 1 3.8% 
 
No que diz respeito aos conhecimentos prévios sobre a tecnologia em questão, cerca de 
metade dos alunos já sabia, ou tinha uma ideia, do que era realidade aumentada, no entanto 
apenas um desses alunos referiu já a ter usado. Dois alunos afirmaram já ter usado RA sem no 
entanto saberem o seu significado. Podemos concluir que, na sua grande maioria a turma era 
inexperiente no uso de RA (Tabela IV.5). 
 
Tabela IV.5 – Relação entre os alunos que sabiam o que era RA com os que já a tinham usado 
  Já tinhas usado Realidade Aumentada? 
  Não Sim 
Sabias o que era Realidade Aumentada? 
Não 13 2 
Sim 11 1 
 Total 23 3 
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3. Aplicações 
As questões relacionadas com as aplicações foram divididas em duas partes: uma primeira 
onde se tentou perceber o impacto que as mesmas tiveram junto destes alunos e uma segunda 
onde foram colocadas questões mais técnicas relacionadas com o funcionamento das aplicações.  
3.1. Aplicação do livro 
No primeiro grupo de questões, apenas dois alunos consideraram difícil perceber a 
aplicação tendo, todos os restantes alunos, considerado que a aplicação não foi difícil de 
perceber. Em relação ao facto de terem gostado da experiência, todos referiram que gostaram 
tendo mais de 96% seleccionado a escala máxima de apreciação. Pode-se considerar que esta 
aplicação teve um impacto bastante positivo junto destes alunos. 
Relativamente à compreensão, a grande maioria considerou que a animação ajudou-os a 
perceber melhor os dois conteúdos apresentados. Apesar de 23% ter considerado que as 
animações não lhes permitiram compreender melhor os conteúdos, pode-se considerar que as 
animações apresentadas nas duas páginas atingiram o objectivo de facilitar a compreensão dos 
conteúdos presentes nas mesmas (Tabela IV.6). 
 
Tabela IV.6 – Aplicação do livro I 
 
Não 
1 
 
2 
 
3 
Sim 
4 
 N % N % N % N % 
Foi difícil perceber a aplicação? 23 88.5% 1 3.8% 0 0% 2 7.7% 
Gostaste da experiência? 0 0% 0 0% 1 3.8% 25 96.2% 
A animação ajudou-te a perceber 
melhor as estações do ano? 
1 3.8% 5 19.2% 8 30.8% 12 46.2% 
A animação ajudou-te a perceber 
melhor as fases da Lua? 
1 3.8% 5 19.2% 7 26.9% 13 50.0% 
 
No segundo grupo de questões da aplicação do livro e relativamente à estabilidade da 
animação 3D, mais de metade dos alunos conseguiu que os planetas aparecessem sempre e os 
restantes quase sempre e na página correcta. Em relação ao planeta ficar sempre presente na 
página respectiva, foram sentidas falhas por uma percentagem pequena de alunos (Tabela IV.7). A 
impossibilidade de manipular a luz ambiente, nomeadamente a iluminação proveniente das 
janelas da sala de aula, poderá justificar estas falhas uma vez que, em determinadas posições da 
página era sentido o efeito de encadeamento provocado pela luz solar. 
Quase 70% dos alunos não considerou a aplicação lenta, o que pode ser explicado pela 
capacidade de processamento do computador em que a mesma estava a correr. A aplicação, para 
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efeitos de teste, foi instalada num computador com um processador Core2Duo, no entanto, 
poderão existir melhoramentos no seu desempenho em contexto de sala de aula uma vez que as 
mesmas estão equipadas com processadores Core i5. 
 
Tabela IV.7 – Aplicação do livro II 
 Nunca Poucas vezes Quase sempre Sempre 
 N % N % N % N % 
Conseguiste fazer os planetas aparecer? 0 0% 0 0% 11 42.3% 15 57.7% 
Os planetas ficavam sempre na página? 0 0% 3 11.5% 6 23.1% 17 65.4% 
Os planetas apareciam na página certa? 0 0% 0 0% 1 3.8% 25 96.2% 
Alguma vez a aplicação foi lenta? 18 69.2% 7 26.9% 0 0% 1 3.8% 
As animações faziam sentido nas páginas? 0 0% 0 0% 3 11.5% 23 88.5% 
 
Por fim, a grande maioria dos alunos considerou que as animações faziam sentido nas 
páginas associadas. O desenvolvimento de modelos em outras páginas que possuam ilustrações 
2D de situações que ocorrem no espaço tridimensional poderá obter igual aceitação por parte 
destes alunos. 
3.2. Aplicação das cartas 
À excepção de um aluno, todos os outros consideraram que a aplicação das cartas não foi 
difícil de perceber e que gostaram da experiência.  
Relativamente aos conhecimentos, quase todos consideraram que o jogo lhes permite 
conhecer melhor as características dos planetas, apesar de apenas 60% o ter afirmado de forma 
peremptória (Tabela IV.8). Apesar de esta resposta ser mais satisfatória que a da aplicação do 
livro, o facto das características dos planetas não requererem uma abstracção para a sua 
compreensão poderá estar na base da ausência de um número mais significativo. No entanto, 
mais de metade dos alunos acertaram sempre na carta associada à resposta (Tabela IV.9) o que 
permite concluir que a aplicação favorece a aquisição deste conhecimento. 
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Tabela IV.8 – Aplicação das cartas I 
 
Não 
1 
 
2 
 
3 
Sim 
4 
 N % N % N % N % 
Foi difícil perceber a aplicação? 25 96.2% 0 0% 1 3.8% 0 0% 
Gostaste da experiência? 0 0% 0 0% 1 4.0% 24 96.0% 
O jogo ajudou-te a conhecer melhor as 
características dos planetas? 
0 0% 1 4.0% 9 36.0% 15 60.0% 
 
Relativamente à estabilidade da aplicação das cartas as respostas às questões do segundo 
grupo permite-nos concluir que um pouco mais de 80% dos alunos conseguiram sempre fazer o 
planeta aparecer, ou seja, foram capazes de interagir de forma correcta com a aplicação. 
A análise das questões relacionadas com a estabilidade da aplicação e com a rapidez 
permite concluir que a mesma é estável e rápida (Tabela IV.9). 
 
Tabela IV.9 – Aplicação das cartas II 
 Nunca Poucas vezes Quase sempre Sempre 
 N % N % N % N % 
Acertaste na carta? 0 0% 1 3.8% 10 38.5% 15 57.7% 
Conseguiste fazer o planeta aparecer? 1 3.8% 1 3.8% 3 11.5% 21 80.8% 
O planeta ficava sempre na carta? 1 3.8% 0 0% 6 23.1% 19 73.1% 
Alguma vez o jogo foi lento? 22 84.6% 4 15.4% 0 0% 0 0% 
Apareceu algum planeta errado? 23 92.0% 0 0% 0 0% 2 8.0% 
 
3.1. Questões comparativas 
Este grupo de questões teve como objectivo perceber qual a opinião dos alunos 
relativamente à preferência pela aplicação e pelo local onde gostariam de a usar. Um outro 
objectivo era o de perceber a receptividade que estes alunos teriam para futuramente usarem 
estas aplicações nos seus processos de aprendizagem. 
Ignorando o facto de três alunos terem respondido que gostaram mais das duas aplicações, 
a das cartas obteve quase o dobro das preferências em relação à do manual (Tabela IV.10). 
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Tabela IV.10 – Preferência pela aplicação  
  N % 
Qual das aplicações gostaste mais? 
Cartas 15 57.7% 
Livro 8 30.8% 
Cartas e Livro 3 11.5% 
 Total 26 100% 
 
Como forma de tentar quantificar o universo de alunos que preferiam a aplicação das 
cartas, foi feito um cruzamento desta informação com o género. Assim, 60% dos alunos que 
preferem a aplicação das cartas são do sexo feminino e a grande maioria dos alunos que preferem 
a aplicação do livro são do sexo masculino (Tabela IV.11). 
 
Tabela IV.11 – Relação entre a preferência da aplicação e o sexo 
  Sexo 
  Feminino Masculino 
Qual das aplicações gostaste mais? 
Cartas 60.0% 40.0% 
Livro 25.0% 75.0% 
 
Estas preferências poderão ser explicadas pelo facto dos alunos do sexo masculino 
procurarem uma dinâmica diferente nos jogos em relação às alunas do sexo feminino, uma vez 
que existe um equilíbrio entre o género e a frequência de jogo que estes alunos manifestaram em 
relação à utilização do computador (Tabela IV.12). 
 
Tabela IV.12 – Relação entre o género e a utilização do computador para jogar 
  Jogar 
  Nunca Poucas vezes Quase sempre Sempre 
Sexo 
Feminino 0 1 6 6 
Masculino 0 2 8 3 
 
Existe quase um equilíbrio em relação à preferência pelo local onde gostariam de utilizar 
estas aplicações (Tabela IV.13). No entanto, 60% dos alunos que gostaram mais da aplicação das 
cartas preferiam utiliza-la em casa (Tabela IV.14), o que reforça a ideia de que o factor lúdico foi 
importante nesta escolha. 
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Tabela IV.13 – Preferência pelo local para usar a aplicação 
  N % 
Onde preferias usar estas aplicações? 
Casa 14 53.8% 
Escola 11 42.3% 
Casa e Escola 1 3.8% 
 Total 26 100% 
 
 
Tabela IV.14 – Relação entre a preferência da aplicação e do local 
  Onde preferias usar estas aplicações? 
  Casa Escola 
Qual das aplicações gostaste mais? 
Cartas 60.0% 40.0% 
Livro 50.0% 50.0% 
 
3.2. Aprendizagem 
Este último grupo de questões teve como objectivo aferir a opinião dos alunos 
relativamente à viabilidade de implementar este tipo de aplicações em contexto de sala de aula e 
como ferramenta de aprendizagem. 
Relativamente à aprendizagem, quase todos os alunos consideraram ser mais interessante 
aprender com o recurso a estas aplicações. Se considerarmos a tendência das respostas em 
relação ao facto de ser, ou não, mais fácil de aprender com estas ferramentas observamos que 
mais de 65% considerou ser sempre mais fácil e mais de 30% considerou ser quase sempre. 
Podemos considerar bastante satisfatórias estas percentagens uma vez que mais de 95% dos 
alunos considera pertinente o seu uso nos seus processos de aprendizagem (Tabela IV.15). 
 
Tabela IV.15 – Opinião em relação à aprendizagem 
 Nunca Poucas vezes Quase sempre Sempre 
 N % N % N % N % 
Era mais interessante aprender com 
estas aplicações? 
0 0% 0 0% 2 7.7% 24 92.3% 
Era mais fácil aprender com estas 
aplicações? 
1 3.8% 0 0% 8 30.8% 17 65.4% 
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A implementação destas aplicações no processo de ensino/aprendizagem impõe que 
professores e alunos estejam receptivos ao seu uso. Quando questionados sobre este assunto, os 
alunos consideram que gostariam de ver os seus livros e os seus professores a usarem RA. 
 
Tabela IV.16 – Opinião em relação à implementação das aplicações 
 Nunca Poucas vezes Quase sempre Sempre 
 N % N % N % N % 
Gostavas que os teus livros tivessem 
Realidade Aumentada? 
0 0% 1 3.8% 1 3.8% 24 92.3% 
Gostavas que os professores usassem 
Realidade Aumentada? 
0 0% 1 3.8% 2 7.7% 23 88.5% 
 
No espaço reservado para o efeito, alguns alunos partilharam as suas sugestões, tais como, 
“A escola podia aderir a estes programas, porque é um método de aprendizagem mais fácil e 
muito mais interessante” e “Que se usasse a Realidade Aumentada” nas aulas. Um dos alunos 
sugeriu ainda que “Os professores podem começar a utilizar estes programas” nas suas práticas 
lectivas. 
Relativamente à aplicação do manual um aluno considerou que se devia “Continuar a fazer 
para o resto das páginas” o desenvolvimento dos modelos uma vez que apenas estão 
desenvolvidos dois modelos para duas páginas do manual. Um outro aluno referiu que se podia 
“… tentar fazer com que a imagem tremesse menos”, uma vez que os modelos animados do 
manual carecem ainda de alguma estabilidade na detecção, em particular o da Terra em torno do 
Sol, e por esse motivo, o modelo 3D treme um pouco. Esta situação melhora em função da página 
que está a ser aumentada, uma página com poucos contrastes de cor dificulta uma boa detecção. 
Por fim, um dos alunos referiu que se podiam “… construir mais aplicações deste género” e 
fazer “… chegar estas aplicações às casas das pessoas/alunos que as quisessem/preferirem para 
estudar”. 
Percebe-se que os alunos gostaram da experiencia e que gostariam de a ver implementada 
nas suas aulas com a possibilidade de as aceder a partir de casa. 
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V. Conclusão 
1. Objectivos iniciais 
A opção pelo desenvolvimento de duas aplicações distintas, uma com marcadores naturais 
e outra com fiduciais, revelou-se acertada na medida em que existiu quase um equilíbrio nas 
preferências dos alunos. No entanto, a aplicação das cartas com fiduciais recolheu mais adeptos 
que a do manual aumentado. O facto da maioria dos alunos terem preferido a aplicação das 
cartas, poderá indiciar que a existência de interacção é uma mais-valia para a aceitação da 
aplicação por parte dos alunos. O desenvolvimento de um sistema de interacção semelhante na 
aplicação do manual poderá permitir que exista uma percentagem maior de alunos a preferir esta 
aplicação. 
Relativamente ao objectivo inicial de testar a viabilidade da aplicação da realidade 
aumentada em manuais escolares, podemos concluir que a mesma será viável. As respostas dos 
alunos demonstraram que as aplicações terão boa receptividade por parte dos mesmos. 
Constata-se que os alunos consideram que seria mais fácil e interessante aprender com 
estas aplicações, o que leva a pensar que poderão ter um espaço importante nas tecnologias 
utilizadas em contexto de sala de aula. Os alunos consideram igualmente que este tipo de 
aplicações pode influenciar a compreensão dos conteúdos presentes no manual escolar. 
2. Protótipo 
No caso do manual aumentado, o protótipo tem um desempenho relativamente aceitável 
alcançado pela rotina de ordenação dos marcadores. No entanto, quando o número de imagens é 
mais elevado pode provocar alguma demora da detecção de um novo marcador. Um outro 
inconveniente, é o facto de, caso existam dois ou mais marcadores muito semelhantes, a 
aplicação poderá não reconhecer o correcto por este se encontrar numa posição inferior na 
ordenação. 
A estabilidade da detecção foi desde o início um problema a resolver. Quando é detectado 
um marcador natural, os quatro vectores, correspondentes aos quatro cantos da imagem, estão 
permanentemente a acertar o seu valor fazendo com que o modelo esteja, em alguns casos, 
sempre a tremer. Um outro factor que influência a estabilidade da detecção é quando as imagens 
têm pouca textura. As páginas que funcionaram melhor com marcadores eram as que tinham 
uma base branca e várias áreas de contraste acentuado. 
No caso do protótipo das cartas, foi testado uma solução com detecção simultânea de dois 
marcadores, mas o seu desempenho ficava muito abaixo do desejável. Por este motivo apenas foi 
implementada uma solução com uma única detecção para cada questão. 
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3. Sugestões de trabalho futuro 
3.1. Tecnologia 
Relativamente ao protótipo do manual aumentado, a existência dos dois módulos, um para 
a detecção e outro para a estimativa da posição e visualização do modelo, poderá continuar mas a 
escolha da utilização do ARToolkit para este segundo módulo é que poderá ser repensada. Optar 
pela utilização do OpenGL poderá ser uma mais-valia uma vez que se poderá manipular 
directamente o modelo VRML sem recorrer à matriz de conversão do ARToolkit. No caso de se 
conseguir implementar esta alteração, o OpenGL seria utilizado na renderização do modelo e o 
OpenCV para a detecção e estimativa da posição e orientação da câmara. 
Uma outra abordagem poderia passar por tentar realizar um trabalho semelhante ao do 
OSGART (Grasset et al., 2008b; Grasset et al., 2005; Looser et al., 2006), combinando as 
funcionalidades de captura e detecção do OpenCV com as de visualização do OpenSceneGraph.  
Ainda relativamente ao protótipo do manual aumentado deveria existir um estabilizador no 
módulo de detecção dos valores dos quatro cantos da imagem detectada para evitar que o 
modelo esteja sempre a reposicionar-se. A implementação deste estabilizador permitiria que os 
utilizadores conseguissem visualizar o modelo animado sem existir quebras de continuidade. 
Uma outra forma de melhorar o desempenho da visualização eliminando possíveis quebras 
de continuidade da mesma poderia passar por combinar as funcionalidades do SURF (Speeded Up 
Robust Features) com as do Optical Flow. Após a detecção do marcador na imagem com recurso à 
procura de pares de pontos extraídos com o cvExtractSURF, as próximas detecções seriam 
decidias pela procura desses pontos na frame seguinte com recurso ao Optical Flow. Caso os 
pontos não fossem encontrados nas frames seguintes às da detecção, a rotina regressaria à 
procura dos mesmos com recurso ao SURF. 
3.2. Interacção 
Poderão ser criadas interacções na aplicação do manual aumentado usando para o efeito 
marcadores pré-definidos. No caso das estações do ano, poderão existir quatro cartas que 
simbolizem as estações do ano e, sempre que uma dessas cartas for jogada, o planeta Terra 
desloca-se para a posição correcta permitindo ao utilizador ter uma noção de controlo sobre a 
animação. 
Ainda na tentativa de promover interacção na página que contém os oito planetas, poderá 
ser permitido ao utilizador colocar a mão sobre um planeta, sendo apresentado de seguida um 
modelo 3D do mesmo. Isto poderá ser conseguido de duas formas distintas, a aplicação detecta a 
falta de um planeta e apresenta-o ou criando oito imagens em que o elemento que as distingue é 
a ausência do planeta. No primeiro caso, a aplicação poderia tornar-se lenta pelo facto de estar 
sempre a procurar oito marcadores para poder tomar uma decisão. No segundo caso, a aplicação 
poderia percorrer as imagens e parar quando encontrar uma com um intervalo de confiança 
significativo e ordená-las por esse valor para que na próxima vez esta seja mais rápida. 
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Uma outra forma de aumentar a rapidez da aplicação poderia passar por procurar apenas 
uma imagem em cada nova frame capturada, ou seja, no caso das duas páginas seria necessária a 
captura de duas frames para analisar a existência, ou não, do marcador. Esta funcionalidade 
combinada com a ordenação das imagens, pelo intervalo de confiança, teria o seu desempenho 
máximo quando a imagem detectada é igual à detectada na captura anterior permitindo um bom 
desempenho na continuidade da detecção. 
No caso do protótipo das cartas, poderia ser implementada uma solução que permitisse a 
detecção simultânea de dois marcadores para que, quando o utilizador apresentasse só dois 
marcadores à webcam, os modelos alterassem a sua dimensão. Desta forma poder-se-ia fazer 
uma comparação da dimensão de um planeta em relação ao outro. Quando voltasse a ficar 
apenas um marcador, a dimensão do planeta regressaria ao diâmetro de referência comum a 
todos. 
3.3. Testes 
Apesar dos testes terem corrido relativamente bem e dos resultados serem satisfatórios, 
em futuros inquéritos poderá ser adicionado um grupo sobre os tipos de jogos e as preferências 
dos alunos sobre os mesmos. O cruzamento da informação proveniente deste grupo de questões 
com a questão da preferência pela aplicação, poderá permitir estabelecer uma relação que 
suporte a hipótese de que a preferência pela aplicação do jogo está relacionada com o tipo de 
jogo que o aluno normalmente joga. 
As páginas escolhidas na aplicação do manual aumentado deverão ser cuidadosamente 
pensadas uma vez que o contraste de cores é importante para que a mesma sirva bem de 
marcador natural. Uma escolha que tenha por base uma página com um fundo claro e composta 
por elementos com cor acentuada e diferenciada poderá melhorar o desempenho da aplicação. 
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Anexos 
 
i 
 
Utilizador Nº _______ 
 
 
Em primeiro lugar, gostaríamos de agradecer a tua participação na realização desta experiência 
científica. Ao mesmo tempo, esperamos conseguir promover um momento agradável.  
 
 
 
QUESTÕES GERAIS 
 
Sexo:  (    ) Feminino  (    ) Masculino  
Idade: _______ 
 
 Não Sim  
Tens computador em casa? (    ) (    )  
Tens internet em casa? 
 
(    ) (    )  
Sabias o que era Realidade Aumentada? 
 
(    ) (    )  
Já tinhas usado Realidade Aumentada? 
 
(    ) (    )  
 
Se tens computador utilizas para: Nunca Poucas 
vezes 
Quase 
sempre 
Sempre 
Jogar (    ) (    ) (    ) (    ) 
Fazer trabalhos de casa (    ) (    ) (    ) (    ) 
Estudar para os testes (    ) (    ) (    ) (    ) 
 
Se tens internet utilizas para: Nunca Poucas 
vezes 
Quase 
sempre 
Sempre 
Falar com amigos (    ) (    ) (    ) (    ) 
Falar com professores (    ) (    ) (    ) (    ) 
Ler notícias (    ) (    ) (    ) (    ) 
Ler livros digitais (    ) (    ) (    ) (    ) 
 
 
 ii 
 
APLICAÇÃO DO LIVRO 
 
 Não 
1 
 
2 
 
3 
Sim 
4 
Foi difícil perceber a aplicação?                                   (    ) (    ) (    ) (    ) 
Gostaste da experiência? 
 
(    ) (    ) (    ) (    ) 
A animação ajudou-te a perceber melhor 
as estações do ano? 
(    ) (    ) (    ) (    ) 
A animação ajudou-te a perceber melhor 
as fases da Lua? 
(    ) (    ) (    ) (    ) 
 
 Nunca Poucas 
vezes 
Quase 
sempre 
Sempre 
Conseguiste fazer os planetas aparecer? (    ) (    ) (    ) (    ) 
Os planetas ficavam sempre na página? (    ) (    ) (    ) (    ) 
Os planetas apareciam na página certa? (    ) (    ) (    ) (    ) 
Alguma vez a aplicação foi lenta? (    ) (    ) (    ) (    ) 
As animações faziam sentido nas páginas? (    ) (    ) (    ) (    ) 
 
 
APLICAÇÃO DAS CARTAS 
 
 Não 
1 
 
2 
 
3 
Sim 
4 
Foi difícil perceber a aplicação?                                   (    ) (    ) (    ) (    ) 
Gostaste da experiência? 
 
(    ) (    ) (    ) (    ) 
O jogo ajudou-te a conhecer melhor as 
características dos planetas? 
(    ) (    ) (    ) (    ) 
 
 Nunca Poucas 
vezes 
Quase 
sempre 
Sempre 
Acertaste na carta? (    ) (    ) (    ) (    ) 
Conseguiste fazer o planeta aparecer? (    ) (    ) (    ) (    ) 
iii 
 
 Nunca Poucas 
vezes 
Quase 
sempre 
Sempre 
O planeta ficava sempre na carta? (    ) (    ) (    ) (    ) 
Alguma vez o jogo foi lento? (    ) (    ) (    ) (    ) 
Apareceu algum planeta errado? (    ) (    ) (    ) (    ) 
 
 
OUTRAS QUESTÕES 
 
Qual das aplicações gostaste mais?   (    ) Livro (    ) Cartas 
Onde preferias usar estas aplicações?  (    ) Casa (    ) Escola 
 
 Nunca Poucas 
vezes 
Quase 
sempre 
Sempre 
Era mais interessante aprender com estas 
aplicações? 
(    ) (    ) (    ) (    ) 
Era mais fácil aprender com estas 
aplicações? 
(    ) (    ) (    ) (    ) 
Gostavas que os teus livros tivessem 
Realidade Aumentada? 
(    ) (    ) (    ) (    ) 
Gostavas que os professores usassem 
Realidade Aumentada? 
(    ) (    ) (    ) (    ) 
 
 
SUGESTÕES 
 
 
Obrigado pela tua colaboração. 
 iv 
 
Júpiter 
  
 
 
v 
 
Marte 
  
 
 
 vi 
 
Mercúrio 
  
 
 
vii 
 
Neptuno 
  
 
 
 viii 
 
Saturno 
  
 
 
ix 
 
Terra 
  
 
 
 x 
 
Úrano 
  
 
 
xi 
 
Vénus 
  
 
 
 
