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Izvleček
Elektroprodukcija psevdoskalarnih mezonov je najučinkovitejše in najobčutljivejše
orodje za raziskovanje jedrskih resonanc. Najnižje ležeče vzbujeno stanje nukleona
s pozitivno parnostjo P11(1440), imenovano tudi Roperjeva resonanca, že vse od
odkritja postavlja raziskovalce pred številne izzive zaradi svojih nenavadnih last-
nosti. Izvedli smo meritev polarizacije iz elektroprodukcijske reakcije p(e⃗, e′p⃗)π0
odrinjenih protonov in določili od sučnosti odvisni polarizacijski komponenti P ′x
in P ′z ter od sučnosti neodvisno komponento Py v energijskem območju Roperjeve
resonance. Komponente smo izluščili v kinematični točki s prenosom štirivektorja
gibalne količine Q2 ≃ 0.1 GeV2, težiščnim emisijskim kotom θ∗p ≃ 90◦ in invariantno
maso hadronskega sistema W ≃ 1440 MeV.
To delo predstavlja prvo namensko meritev dvojno-polarizacijskih opazljivk v
energijskem območju Roperjeve resonance. Ob primerjavi izluščenih polarizaci-
jskih komponent z napovedmi naprednih elektroprodukcijskih modelov MAID in
DMT ter napovedmi analize parcialnih valov SAID, smo prepoznali napovedi mod-
ela MAID kot najbolj zanesljive. MAID smo nato uporabili za modelsko odvisno
analizo Roperjeve skalarne sučnostne amplitude S1/2 ter njeno optimalno vrednost
pri Q2 našega poskusa tudi izluščili.
Ključne besede: elektronsko sipanje, Roperjeva resonanca, elektroprodukcija,
koincidenčni poskusi, polarizacija, strukturne funkcije, sučnostne amplitude
PACS: 11.80.Et, 12.38.Qk, 13.60.Le, 13.88.+e 14.20.Gk

Abstract
Electroproduction of pseudoscalar mesons on free nucleons is a very efficient and
most sensitive tool for exploration of nucleon resonances. The lowest lying excited
nucleon state with positive parity is the resonance P11(1440), also known as the
Roper resonance. Due to its unusual characteristics it has been a source of con-
troversy since the day of its discovery. We have performed a recoil-polarization
experiment, where helicity dependent proton polarizations P ′x and P ′z as well as
helicity-independent component Py have been measured in the p(e⃗, e′p⃗)π0 pion elec-
troproduction process. We have extracted the polarization components in a single
kinematic point at four-momentum transfer Q2 ≃ 0.1 GeV2, center-of-mass emission
angle θ∗p ≃ 90◦, and invariant mass W ≃ 1440 MeV.
This work represents the first precise measurement of double-polarization observ-
ables in the energy region of the Roper resonance. We have compared the extracted
polarization components with the state-of-the-art electroproduction models MAID
and DMT, as well as with the full-scale partial-wave analysis SAID. We have iden-
tified the MAID model predictions as the most adequate and performed a model-
dependent extraction of the Roper’s scalar electroexcitation amplitude S1/2.
Keywords: electron scattering, Roper resonance, electroproduction, coincidence
experiments, polarization, response functions, helicity amplitudes
PACS: 11.80.Et, 12.38.Qk, 13.60.Le, 13.88.+e 14.20.Gk
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Chapter 1
Introduction
The Standard Model summarizes our knowledge about the nature in a deceptively
simple way. It predicts 25 elementary particles that are divided between the fermions
(carrying a half-integer spin) and the bosons (carrying a full-integer spin). Fermions
are further divided between the leptons and the quarks, where the leptons are the
electron, the muon, and the tau with their corresponding neutrinos, and the six
quarks are the up, down, charm, strange, top and the bottom quark. Next we have
12 gauge bosons that mediate interaction between the leptons and the quarks. Elec-
tromagnetic interaction is mediated by a photon, weak interaction by two W bosons
and a Z boson, and the strong interaction via eight gluons. The final elementary
particle in the Standard Model is the Higgs boson responsible for giving mass to all
the other particles.
In a matter of a few lines our whole knowledge about elementary particles and their
interactions (with the notable exception of the gravity) is summarized. This simple,
yet powerful formulation counts as one of the biggest achievements of the modern
physics, crowned by the discovery of the last particle that eluded experimentalists
for many years, the Higgs boson in 2012 [1].
Discovering all the Standard Model elementary particles has been a big effort of
the whole high energy physics community but only a part of what the Standard
Model offers. The other part of the story are the interactions between these par-
ticles, which the Standard Model gives a very accurate account of: the Quantum
electrodynamics (QED) for the electromagnetic interaction, the quantum flavordy-
namics (QFD) for the weak interaction and the quantum colordynamics (QCD) for
the strong interaction. QFD is usually treated in conjecture with QED in terms of
the unified electroweak theory (EWT).
QED is considered to be one of the most complete theories in physics due to its
nature of having a weak gauge coupling, thus allowing for perturbative expansion
and exact treatment. A resounding success of the theory was the accurate prediction
of the electron’s anomalous magnetic moment[2]. QCD, on the other hand, has a
strong coupling between gluon and quark vertex and generally cannot be success-
fully handled within the perturbation theory. It also exhibits two very interesting
properties: the asymptotic freedom and the confinement. The asymptotic free-
1
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dom describes the falling strength of the coupling constant when we move towards
higher energies. This allows for perturbative treatment of the theory in high energy
regime. Confinement, on the other hand, tells us that the force between two quarks
grows with their separation. Thus, quarks are always ‘confined’ to form a colorless
bunches named hadrons. Depending on the hadron composition, we distinguish be-
tween baryons (formed from three quarks) and mesons (consisting of a quark and
an anti-quark).
The phenomena of confinement makes theoretical treatment of hadrons extremely
difficult, since the vast majority of the hadron’s rest mass is a consequence of QCD
interactions. For instance, a proton is composed out of three valence quarks (uud)
with a combined rest mass of only about one percent of the mass of the proton.
The rest of the mass comes from the gluons binding the quarks together and the sea
quarks their interaction gives rise to.
The complexity of QCD gives rise to a very diverse hadron structure landscape.
One of the fields of particular interest on this landscape is the structure of the reso-
nances. Our knowledge of excitation spectrum of the nucleon was initially provided
almost exclusively trough the elastic pion-nucleon scattering [3, 4] and resonances
listed in the tables of Particle Data Group (PDG) [5] were identified by partial-wave
analysis of this process with pole-extraction and Breit-Wigner techniques.
Already at this point, a very peculiar resonance emerged, the N(1440) resonance
discovered in 1964 by L.D. Roper [6] and hereafter named after him. This resonance
has an unusually large width and exhibits atypical behavior of the Im TπN in P11
partial wave. The proposed structure of the Roper was and to some extend still is
unclear and hotly debated since its discovery. It has a Breit-Wigner mass and with
of (1430 ± 20) MeV and (350 ± 100) MeV, while its pole position is given by the
PDG to be (1365− i95) MeV.
Although Roper resonance is the first excitation of the proton with the same
quantum numbers, it remains poorly understood in comparison with the thoroughly
studied∆(1232) resonance in the isospin-3/2, spin-3/2 channel [7, 8]. Identifying the
Roper resonance in processes induced by real and virtual photons remains problem-
atic, but the amount of data from pion and two-pion electroproduction processes
in the region of the Roper resonance is growing[9–11] since the adoption of high
duty-factor electron beam accelerators and high resolution spectrometers. Roper
resonance is also one of the prominent challenges of the lattice QCD, where a lot of
progress has been made in recent years [12–14], but the picture remains less than
clear.
By performing beam-recoil polarization experiment of pion electroproduction on
the proton in the region of Roper resonance, we set ourselves to enrich our knowl-
edge of the electromagnetic properties of the Roper resonance. Although there were
experiments extracting single spin or beam-target double spin asymmetries per-
formed, our experimental technique is complementary and has a relevant advantage
over them by having the liberty to produce and measure any orientation of recoil
polarization.
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Beam-recoil experiment theoretically provides equivalent physics content as beam-
target asymmetry technique[15], but the two approaches have never been cross-
checked in the energy region of the Roper resonance and are subject to entirely
different systematics. Because of this complementarity and their extreme sensitivity
and capability to stabilize phenomenological fits, Roper-related recoil polarization
observables also represent crucial testing grounds for the state-of-the-art models
like the MAID [16] and DMT [17] models, and the SAID partial wave analysis [18].
These represent distinct approaches to meson electroproduction calculations ranging
from unitary isobar models operating with dressed resonances versus dynamical
models incorporating bare states and their subsequent dynamical dressing to full-
scale partial-wave analysis of scattering and photo- or electroproduction processes.
Half of a century has passed since the discovery of the Roper resonance and only
recently have we collected enough information about it to be able to finally draw
some conclusions. In the end, when we look at the Roper resonance backed-up by
enormous body of data from completely complementary sources, it remains a difficult
nut to crack and possibly many more studies will be needed to finally resolve this
fifty year puzzle. Hopefully, this work can contribute a small piece to this effort.
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Chapter 2
Theoretical Introduction
Electron scattering experiments have become the several positive traits regarding
electrons. First, since they are leptons they only interact with the target via elec-
troweak interaction. This in turn is weak enough to allow for perturbative treatment
and the leptonic part of the reaction is normally exactly calculable. Second, elec-
trons do not have internal structure but rather are point-like. This makes them an
ideal probe, since the target does not interact with the probe’s own internal struc-
ture, leading to a very clean reaction mechanism. Additionally, high duty-factor
continuous wave electron accelerators enable coincidence experiments allowing to
isolate the reaction channel of interest and suppress background substantially.
All of these factors render pion electroproduction a perfect tool to explore the
internal structure of the Roper resonance, since it is buried under the neighbour-
ing resonances in inclusive experiments, but accessible trough coincidence with an
electroproduced pion. Performing experiments with virtual photons also enables
us to explore the scalar helicity amplitude of the resonance, since we are free to
choose both energy and momentum transfer ω0 and q, respectively. In this way we
are free to explore also non-vanishing Lorentz invariant four-momentum transfer Q2
and access scalar helicity amplitudes.
In section 2.1 I will introduce the electroproduction formalism and give a general
treatment of polarized degrees of freedom, before specializing to in-plane scattering.
Then we introduce helicity amplitudes in section 2.2 and outline their significance for
isolating the resonance contribution in the electroproduction processes. In the end
we make a short overview of the electroexcitation of nuclear resonances in section 2.3.
We first review some of the recent development in the field of electroproduction of
nuclear resonances. In conclusion of the chapter we give the main characteristics of
the MAID [16], DMT [17] and SAID [18] models, since they were used in our final
presentation of data.
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2.1 Electroproduction Formalism
Electroproduction reaction on a nucleus is the process
γ∗ +N → N ′ +X, (2.1)
where γ∗ is a virtual photon, N and N ′ the nucleus before and after scattering and X
the electroproduced particle. The virtual photon is usually supplied by the electron
scattering which enables us to independently vary the photon momentum transfer
q and energy transfer ω0 by selecting the appropriate electron kinematics:
q = (ω0, q), (2.2)
q2 = (k − k′)2, (2.3)
ω0 = (k0 − k′0), (2.4)
where q is the virtual photon four-vector, k (k′) the electron three-momentum before
(after) scattering and k0 (k′0) the electron energy before (after) scattering. The four-
momentum transfer squared q2 gives a negative value for a virtual photon, so it is
customary to define Q2 = −q2 ≥ 0.
Let us now concentrate on the pion electroproduction process p(e⃗, e′p⃗′)π0. The
reaction kinematics is shown in Figure 2.1, where e (e′) denote the initial (final)
electron with four-momenta k (k′), γ∗ the virtual photon with four-momenta q, p
(p′) the target and recoil proton with the same four-momentum label and π0 the
electroproduced neutral pion with four-momentum x.
Then the differential cross-section for the pion electroproduction of a polarized
proton of momentum p′ and rest frame spin sˆr in laboratory reference frame and
incoming electron’s helicity h is [19]
dσ |h,sr=
2πme
| k |
e4
q4
me
k0
d3k′
(2π)3
mp
p′0
d3p′
(2π)3
[
ηµνW
µν(sˆr)
m2e
]
, (2.5)
where me and mp are electron and proton rest mass, e the electron charge, ηµν elec-
tron tensor with implicit helicity dependence and W µν the nuclear electromagnetic
tensor. All the quantities outside of square brackets are due to kinematics so all the
reaction information is contained in the electron and nuclear tensors.
The electron tensor is defined as
ηµν = m
2
e
∑
s′e
j†µjν , (2.6)
where the sum is taken over the final electron spin states and j is the electron current
defined in terms of Dirac spinors u as
jµ = u¯(k
′, s′e)γµu(k, se). (2.7)
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e
e’
p
p’
pi
γ*
ΦCM
θCMx
z
y
ln
t
scattering plane
reaction plane
Figure 2.1: Kinematics of pion electroproduction. The three-vectorof the in- and outgoing
electron span the scattering plane, while the reaction plane is spanned bi the photon
momentum and outgoing proton. ΦCM is the center-of-mass (CM) out-of-plane angle,
while ΘCM is the angle between the photon and knocked-out proton in the CM system.
The most natural system is the one defined in the scattering plane with the z-axis along the
photon direction. Another comonly used system is the CM system in the reaction plane
defined by unit vectors lˆ, nˆ and tˆ, where the longitudinal direction lˆ is along the recoil
proton’s direction, the normal direction nˆ is perpendicular to the plane spanned by the
proton and the photon, and the transverse direction tˆ completes the orthogonal reference
system.
The tensor ηµν can be expressed in the extreme relativistic limit (ERL) explicitly
as
ηµν =
1
2
(k′µkν + k
′
νkµ − k′ · kgµν + ihϵµνρσk′ρkσ), (2.8)
where ϵµνρσ is the completely anti-symmetric Levi-Civita tensor.
It is useful to rewrite the electron tensor by employing the definition K = (k′ +
k)/2, since in the ERL the four-vector K satisfies the condition
q ·K = 0 (2.9)
and current conservation is maid explicit in the electron tensor. We can further
express the electron tensor as a sum of completely symmetric and anti-symmetric
parts, since it coincides with the helicity dependence for later analysis:
ηµν = η
S
µν + η
A
µν , (2.10)
ηSµν =
[
KµKν +
q2
4
[
gµν − qµqν
q2
]]
, (2.11)
ηAµν =
ih
2
ϵµνρσK
ρqσ. (2.12)
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The electron tensor is considered known and reliable through the one-photon
exchange mechanism of QED. This cannot be said of the much more complicated
hadronic tensor W µν given by
W µν(sˆr) =
∑¯
i
∫
dx3
(2π)3
δ(k − k′ + p− p′ − x)Γµν , (2.13)
where the sum denotes an average over the initial proton states and Γµν is defined
as:
Γµν = Jµ(q)†Jν(g), (2.14)
where Jµ(q) are the matrix elements of the nuclear electromagnetic current operator
Jˆµ(q):
Jµ(q) = ⟨F | Jˆµ(q) | I⟩. (2.15)
The tensor Γµν contains all the hadronic content of the reaction. Since the electron
tensor is well understood Γµν is the only unknown in the expression for the cross-
section (2.5). It is convenient to construct a set of orthogonal four-vectors with
which to span the the four-dimensional space. Due to the requirement of the gauge
invariance, that the current must be conserved, the tensorW µν must lie in a subspace
orthogonal to q. Therefore it is customary to take q as one of the base four-vectors
and construct the remaining base vectors as:
zi = p− p · q
q2
q, (2.16)
zf = p
′ − p
′ · q
q2
q, (2.17)
z¯f = Vf − Vf · Vi
V 2i
Vi and (2.18)
z˜µ = ϵνρσqν(V¯f )ρ(Vi)σ. (2.19)
In order to evaluate the hadronic tensor content we can expand W µν as [19]
W µν(sˆr) =
∑
i,j
FijZ
µ
i Z
ν
j , (2.20)
where the Zi ∈ {zi, zf , z¯f , z˜} and Fij are Lorentz scalar functions of the base four-
vectors Zi.
The hadronic tensor of (2.20) is in general composed out of nine tensors that
would give rise to 36 terms, but only 18 of them are independent. These can be
separated into completely symmetric and completely anti-symmetric parts in the
same sense as we did with the electron tensor ηµν yielding
W µν(sˆr) = W
µν
S (sˆr) +W
µν
A (sˆr). (2.21)
In order to obtain an expression for the cross-section one needs to contract electron
tensor with the hadronic one. This contraction is labeled as Σ and is given by the
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decomposition into the symmetric and anti-symmetric parts by:
Σ = ηSµνW
µν
S + η
A
µνW
µν
A = ΣS + ΣA. (2.22)
It is convenient to express the elements of the hadronic response tensor W µν
in terms of the desired polarization observables. Therefore it is conventional to
express the set of functions W ij - where we have now particular elements of the
tensor in mind - with the set Rsi , where i ∈ {L,T,LT,TT} and s ∈ {l, n, t}. The
subscripts L,T,LT and TT indicate longitudinal, transverse, longitudinal-transverse
and transverse-transverse interference terms, while the set l,n,t indicates explicit
relation to longitudinal, normal and transverse polarization dependence of the rest
frame spin. The normal, longitudinal and transverse spin components are denoted
by Si = iˆ · sˆr. These functions are defined in terms of an integral over a linewidth
in the missing mass spectrum of the W ij functions as [19]
1
2
(RL +R
n
LSn) =
∫
line
dEp′W
00(sˆr),
1
2
(RT +R
n
TSn) =
∫
line
dEp′
[
W 11(sˆr) +W
22(sˆr)
]
,
1
2
[
(RTT +R
n
TTSn) cos 2ϕ+ (R
t
TTSt +R
l
TTSl) sin 2ϕ
]
=
∫
line
dEp′
[
W 22(sˆr)−W 11(sˆr)
]
,
1
2
[
(RLT +R
n
LTSn) sinϕ+ (R
t
LTSt +R
l
LTSl) cosϕ
]
=
∫
line
dEp′
[
W 02(sˆr) +W
20(sˆr)
]
,
1
2
[
(R′LT +R
′n
LTSn) cosϕ+ (R
′t
LTSt +R
′l
LTSl) sinϕ
]
= i
∫
line
dEp′
[
W 10(sˆr)−W 01(sˆr)
]
,
1
2
[
(R′tTTSt +R
′l
TTSl)
]
= i
∫
line
dEp′
[
W 12(sˆr)−W 21(sˆr)
]
, (2.23)
where the primes denote the terms that are only accessible using polarized elec-
trons. Using this response functions the differential cross-section of eq. (2.5) can be
rewritten as
dσ
dE ′pdΩedΩ∗p
= Γv
| p′∗ | W
Kγmp
[
(RL +R
n
LSn) + 2ϵ
∗
L(RT +R
n
TSn)
+
√
ϵ∗L(1 + ϵ)
(
(RLT +R
n
LTSn) cosϕ+ (R
t
LTSt +R
l
LTSl) sinϕ
)
+ϵ
(
(RTT +R
n
TTSn) cos 2ϕ+ (R
t
TTSt +R
l
TTSl) sin 2ϕ
)
+h
√
ϵ∗L(1− ϵ)
(
(R′LT +R
′n
LTSn) sinϕ+ (R
′t
LTSt +R
′l
LTSl) cosϕ
)
+h
√
(1− ϵ2)
(
(R′tTTSt +R
′l
TTSl)
)]
, (2.24)
where ϵ∗L = ϵ(Q2/ | q∗ |2) is the CM longitudinal polarization of the virtual pho-
ton, Γv is the virtual photon flux, W the invariant mass of the final πN state and
Kγ = (W
2 −m2p)/2W the equivalent real photon energy. In order to connect this
cross-section to the polarization observables, one must notice that the differential
cross-section can be expressed in terms of the unpolarized cross-section σ0 and the
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polarization vector Π [19, 20]
dσ
dE ′pdΩedΩ∗p
=
σ0
2
(1 +Π · sˆr) . (2.25)
The polarization vector Π consists of a polarization independent component P
and a polarization dependent component P ′,
Π ≡ P + hP ′, (2.26)
and the cross-section can be expanded to
dσ
dE ′pdΩedΩ∗p
=
σ0
2
(1 + P · sˆr + h [Ae + P ′ · sˆr]) , (2.27)
where Ae is the beam analyzing power. By comparison of terms in eq. (2.24) and
eq. (2.27) one can then extract the polarization vector Π components.
For an in-plane electron scattering reaction, like the one we have performed in
our experiment, ΦCM = 0 and the expressions for the polarization components are
simplified:
σ˜0Πt = h
[√
1− ϵ2R′tTT +
√
ϵ∗L(1− ϵ)R′tLT
]
, (2.28)
σ˜0Πn = R
n
T + 2ϵ
∗
LR
n
L +
√
ϵ∗L(1 + ϵ)R
n
LT +R
n
TT and (2.29)
σ˜0Πl = h
[√
1− ϵ2R′lTT +
√
ϵ∗L(1− ϵ)R′lLT
]
, (2.30)
where σ˜0 is the the unpolarized cross-section except for the term proportional to
σMott:
σ˜0 = RT + 2ϵ
∗
LRL +
√
ϵ∗L(1 + ϵ)RLT + ϵRTT. (2.31)
2.2 Helicity Amplitudes
The relations in eq. (2.28)-(12) are already a very useful result, since they establish
a relationship between our experimental observable Π and structure functions Rki
we are interested in. But unfortunately one needs to measure the polarizations in
many different kinematic settings before an attempt to resolve the response functions
becomes plausible. In our case we are only measuring at a single kinematic point
and cannot hope to extract the response functions, therefore it is useful to prolong
our analysis with a multipole expansion.
Figure 2.2 shows the diagrams corresponding to the pion electroproduction pro-
cess. The terms (a)-(c) are the Born terms and do not actually hold any information
about the resonance structure. The diagram we are really interested in is the reso-
nance contribution to the process as depicted in (d).
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*
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pi
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Figure 2.2: Diagrams corresponding to the γ∗N → πN reaction. Terms (a)-(c) are Born
terms, while diagram (d) shows the resonance contribution to the cross-section.
In order to extract the resonance contribution to the electroproduction process
from the data, the observables should be defined through multipole amplitudes.
The multipole amplitudes correspond to the γ∗N vertex and describe the coupling
of different types of photons. There are electric and magnetic transverse ampli-
tudes El±(W,Q2) and Ml±(W,Q2) - these are related to the photons of electric
and magnetic type - and there are scalar (or longitudinal) amplitudes Sl±(W,Q2)
(Ll± = q0Sl±/ | q |) - these are related to the photons of Coulombic type. Here l
denotes the angular momentum of the pion in the CM system of the reaction. The
Roper resonance has the same quantum numbers as the ground state of the nucleon.
Therefore the dominant multipoles for process are the monopole S1− and the electric
dipole M1− [4].
The multipole amplitudes can still be of resonant or non-resonant type. Another
set of amplitudes that isolates the resonant contribution of the reaction are called
helicity amplitudes. In general there are two transverse helicity amplitudes AN1/2,3/2,
but Roper resonance only features the former, and one scalar helicity amplitude SN1/2.
N denotes the nucleon they refer to and half integer indicates the spin projection of
the resonant state. These amplitudes correspond to the photon vertex in diagram
(d) of the Figure 2.2. It is convenient to introduce transverse partial wave helicity
amplitudes [4]
Al+ =
1
2
[(l + 2)El+ + lMl+], (2.32)
Bl+ = El+ −Ml+, (2.33)
A(l+1)− =
1
2
[(l + 2)M(l+1)− − lE(l+1)−] and (2.34)
B(l+1)− = E(l+1)− +M(l+1)−. (2.35)
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With this definitions helicity amplitudes are defined in the following way [4]:
AN1/2 = ∓Sˆl±, (2.36)
AN3/2 = ±
√
(2J − 1)(2J + 3)
16
Bˆl± and (2.37)
SN1/2 = −
2J + 1
2
√
2
Sˆl±, (2.38)
where Aˆl±, Bˆl± and Sˆl± are:
Aˆl±(Bˆl±, Sˆl±) ≡ a ImARl±(BRl±, SRl±)|W=M , (2.39)
a ≡ 1
CI
[
(2J + 1)π
| qr |
Kr
MR
m
Γ
βπN
]1/2
, (2.40)
where Γ, J, I and MR are the total width, spin, isospin and the Breit-Wigner mass
of the resonance R. βπN is the branching ratio of the resonance to the pion-nucleon
channel while Kr and | qr | are the photon equivalent energy and pion 3-momentum
at the resonance position in the CM system. CI are the isospin Clebsch-Gordon
coefficients in the resonance decay into the pion-nucleon channel.
The helicity amplitudes are defined in relation to the matrix elements of the
electromagnetic current. In the CM resonance rest frame, initial (p) and final (p′)
four momenta can be expressed in terms of the virtual photon as
p = (EN , 0, 0,− | q |), (2.41)
p′ = (MR, 0, 0, 0) and (2.42)
q = (ω, 0, 0, | q |), (2.43)
where EN is the nucleon energy, MR is the resonance mass and | q | is the pho-
ton three momentum magnitude. The transverse (A1/2) and scalar (S1/2) helicity
amplitudes are then defined in the resonance rest frame as:
A1/2 = ζ
√
2πα
Kr
1
e
⟨
R, S ′z =
1
2
| ϵ+ · J | N,Sz = −1
2
⟩
,
S1/2 = ζ
√
2πα
Kr
1
e
⟨
R, S ′z =
1
2
| ϵ0 · J | N,Sz = 1
2
⟩ | q |
Q
, (2.44)
where α is the fine-structure constant, ζ a phase factor fixed by the sign of the
Born term, and e elementary charge. Sz and S ′z are initial and final spin projections
and ϵmλ u (λ = ±1, 0) the photon polarization vectors. Jµ is the electromagnetic
transition current operator.
Helicity amplitudes are thus related to the change in the nucleon spin projection
between the initial and final nucleon state. Thus for Roper, being a S = 1/2
resonance, only A1/2 and S1/2 amplitudes are relevant. Another observation: since
S = 1/2 is a scalar (longitudinal) amplitude, it can be only reached if virtuality is
not zero. With other words, we need virtual photons, since real photons can only
have transverse polarizations.
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2.3 Electroexcitation of Nuclear Resonances
The starting point of theoretical research of nuclear resonances via pion photo- or
electroproduction is considered to be the publication of foundation-laying paper by
Chew, Goldberger, Low and Nambu (CGLN ) [21] in 1957. The authors developed
a common formalism for pion photoproduction on the nucleon and applied fixed-
t dispersion relations (DR) as the analysis tool of the reaction. The formalism
was quickly extended to pion electroproduction [22–24] while DR became a tool for
analysis of data [25–27].
In the 1960’s the first isobar models appeared [28, 29]. They rely on an effective
Lagrangian description, while parameterizing the resonance contributions by utiliz-
ing Breit-Wigners form with energy-dependent partial widths Γγ and Γπ. This ap-
proaches evolved into the modern MAID [16] and SAID [18] analysis tools available
via dial-in code [30, 31]. The unitary isobar model techniques have been extended
to the analysis of η photo[32–34] and electroproduction as well [35]. Unitary models
normally resort to the K-matrix approximation.
Another theoretical discourse has been taken in development of the so-called dy-
namical models. They resort to Bethe–Salpeter formulation [36] in order to account
for rescattering effects. Two of the most prominent models of this type are the
Dubna-Mainz-Taipei(DMT) [17] and Sato, Lee(SL) [37] dynamical models. Their
goal is to separate the contribution created by the off-shell effects and associated
with the pion-cloud from the ‘bare’ contributions. These models were designed for
the analysis of a vast amount of data on the ∆(1232) resonance, but the DMT model
was extended also into the second resonance region. There are also newly developed
dynamical models that are based on a Hamiltonian formulation of many channel
and many resonances and also account for the off-shell rescattering effects [38–40].
Lattice QCD has in recent years also become a prominent player in analysis of
nuclear resonances. Spectroscopy in the resonance region is improving [13, 41–48]
and even observation of the mass-level-crossing between P11(1440) and S11(1535)
on the lattice has been reported already in 2005 [42]. The validity of these results,
however, is not completely clear, since all of these approaches treat excited states by
employing three-quark operators, while the coupling to multi-hadron states should
be important for a strongly decaying resonance like the Roper resonance. In principle
dynamical lattice QCD simulations can also account for the multi-hadron eigenstates
but the effect this effect was not reported in practical calculations. Novel simulations
expanding on the three-quark operator approach [12, 49] by including operators
for meson-baryon interaction do not confirm previous findings but rather suggest
the Roper resonance being dynamically generated coupled-channel phenomenon.
This poses additional challenges for the treatment of the Roper resonance in the
framework of the lattice QCD due to the Roper resonance’s three-hadron decay
channel Nππ, which the lattice QCD cannot handle yet [12].
Since we will compare our results to MAID, DMT and SAID we will briefly review
each of these models in the following sections. First we would like to present a
broader state of affairs in the field of electroexcitation of nuclear resonances. In
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Chapter 3 we will solely concentrate on the Roper resonance.
2.3.1 Electroexcitation of Resonances - Overview
Electroexcitation of nucleon resonances has a long history. In the period between
1960-1990 there were groups conducting experiments at electron beam facilities in
DESY (Hamburg), University of Bonn and Daresbury in the UK. Electron accel-
erators were located also at Yerevan and Char’kov and all of these facilities made
a series of systematic measurements at the real photon point which included also
a variety of polarization experiments and differential cross section measurements.
This allowed for phenomenological extraction of many transition amplitudes of the
γN → N∗ reaction for most prominent resonances below 2 GeV. Situation regarding
virtual photons was much dimmer and although some data sets about the reaction
γ∗N → N∗ were available, they were plagued with large systematic uncertainties
and provided limited insight into the transition amplitudes[4].
The situation changed dramatically with the advent of new accelerator facilities
supplying continuous wave electron beams. The Mainz Microtron (MAMI) in Ger-
many, the MIT/Bates out-of-plane scattering (OOPS) facility, and the Continuous
Electron Beam Accelerator Facility (CEBAF) at the Thomas Jefferson National Ac-
celerator Facility (JLab) in the United States started producing large amounts of
vastly more precise data on pion and eta electroproduction in the first, second and
third resonance region. The range of the four-momentum transfer was broadened
with MAMI and MIT/Bates providing several precise measurements at very low Q2,
while JLab/Hall C has been collecting data at Q2 as high as 8 GeV2 (a very good
overview of the field is provided in[4]).
The majority of new data was collected at JLab, in particular Hall B’s CEBAF
Large Acceptance Spectrometer (CLAS) was the predominant source of pion, two
pion and eta eletroproduction data. CLAS was designed for the purpose of the
nucleon resonance program with the emphasis on the γ∗N → N∗ transition form
factors. JLab/Hall A, on the other hand, provided one of the most celebrated
experiments, dubbed by many as almost complete, when J.J. Kelly and collaborators
performed a polarized experiments in the∆(1232) region that yielded 16 unpolarized
and recoil polarization observables at Q2 = 1.0 GeV [8].
A lot of data in the (ep) → (e′p)π0 reaction channel at much lower Q2 in the
vicinity of the ∆(1232) resonance has been producet at MAMI [50–54]. Recoil
polarimeter also enabled extraction of the polarization data [55] in the ∆(1232)
resonance region. Their polarization program regarding nucleon resonances was
later enriched by the η electroproduction experiment in the S11(1535) region [56]
and now with this work, also the P11(1440) pion electroproduction [57].
In what follows we will make a short presentation of acquired knowledge about the
most prominent resonances (excluding Roper resonance presented in the following
Chapter 3) consisting of collected data and theoretical predictions and modeling.
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2.3.1.1 ∆(1232) Resonance Region
Figure 2.3: Energy dependence of the π+ and π0 electroproduction cross-sections at two
photon virtualities[58–60]. The solid (dashed) curves correspond to JLab analysis utilizing
DR(UIM) approach[27]. Figure is taken from[4]
∆(1232) is the lowest lying nucleon resonance and exhibits strong relation to the
s- and p- wave multipole amplitudes M I1+, EI1+ and SI1+, where I =
1
2
, 3
2
is the total
isospin in the s-channel. Since P33(1232) is a isospin 3/2 state, it couples more
strongly to the π0p final state than to the π+n final state. This can be clearly seen
in Figure 2.3, where the π0 channel has a greater total cross section than the π+.
In this picture it is also seen, that in the π+ channel the dominance of the ∆(1232)
resonance starts to diminish faster with raising photon virtuality and near 1.35 GeV
the much broader N(1440) contributes to the observed plateau, where otherwise a
dip would be expected.
MIT/Bates has performed a series of out-of-plane experiments in the reaction
ep → π0p with the aim of separating the structure functions σT + ϵσL, σLT and
σTT [61–63]. This was achieved by appropriate selection of azimuth angles. Figure 2.4
shows the extracted functions, approaches used for the multipole analysis were SAID,
MAID, DR [64] and dynamical models DMT[17] and SL[37].
The JLab/Hall A double polarization beam-recoil experiment[8] was performed
at Q2 = 1.0 GeV and the data in Figure 2.5 is presented at the resonance peak
W = 1.232 GeV. The experiment was able to extract 16 response functions, 12 of
them were measured for the first time. The experimental information was sufficiently
complete to perform a multipole analysis and to determine the ratios EMR and
SMR at the resonance mass in a model-independent way.
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Figure 2.4: Structure functions σ0 ≡ σT + ϵσL, σLT , σTT and σE2 ≡ σ0(ΘCM ) +
σTT (ΘCM ) − σ0(ΘCM = 0◦). Data was collected at W = 1.232 GeV and virtuality
0.127 GeV2. Shaded bands correspond to systematic uncertainties. Figure from [63].
Figure 2.5: JLab/Hall A data for[8]. The proton recoil polarization components are
denoted by n-normal, l-longitudinal and t-transverse component. The curves correspond
to SAID (short-dashed), MAID (dashed-dotted) and the dynamical models DMT (dotted)
and SL (long-dashed/green) analysis. Figure from [8].
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We will conclude this subsection with a presentation of DMT analysis of the
partial wave P33 in the first unphysical sheet of W . Figure 2.6 shows 4 poles for
imaginary value of W in the region between 0 and −i250 MeV. The residues of the
poles are proportional to the white area. One should also keep in mind, that the
influence on the physical region of a pole decreases rapidly with the distance from
the real axis, therefore the lowest lying pole in the figure practically does not have
any effect on the physical region.
Figure 2.6: The P33 partial wave contour of the |TπN (W )| in the DMT model. The light
and dark regions show poles and zeroes, respectively, in the first unphysical sheet of W.
The poles correspond to P33(1232), P33(1600) and P33(1920) resonances. The fourth pole
at (1554–243i) MeV is far from the physical region and has no noticeable influence on it.
Figure from [3]
In the 1990’s experimental program at MAMI in Mainz was pursuing the extrac-
tion of the E/M coupling ratio at the real photon point [65]. The ∆(1232) am-
plitudes were derived from unpolarized differential cross section and photon beam
asymmetries measurements with MAMI-B in both π0 and π+ channels. By applying
the Watson theorem and neglecting higher partial waves, several properties of the
resonance were obtained, most notably the EMR, which is of considerable interest
for both theory and experimentalists (see Figure 2.7).
2.3.1.2 Helicity Amplitudes of Higher Resonances
A demonstration of the validity of the DMT model also beyond the ∆(1232) region
is shown in Figure 2.8 by mapping the P11 partial wave in the complex energy plane.
As in Figure 2.6, the light and dark areas show poles and zeroes, respectively. The
residual value is proportional to the size of the pole in the plot.
JLab provided sufficient data points to extract helicity amplitudes for many res-
onances of the second and third resonance region. Both JLab and Mainz groups
analyzed the data and extracted helicity amplitudes in agreement with one another
in the large range of photon virtualities, but the region of Q2 ≤ 0.4 GeV2 accounts
for differences due to different models applied during analysis. In Figure 2.9 we
present the MAID analysis[16] of the S11(1535) helicity data points obtained by the
CLAS experiment[69].
Analysis has been also successful for the higher isospin resonances, where both
17
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Figure 2.7: Multipoles M1+ and E1+ in the ∆(1232) channel from pion photoproduction.
The red and blue data points are due to Beck et al.[65, 66] and Hanstein et al. [67, 68],
respectively. The solid lines show the energy-dependent dispersion theoretical analysis of
[68]. Figure from [3]
Figure 2.8: The P11 partial wave countur of the |TπN (W )| in the DMT model. The
three poles seen in this plot belong to the P11(1440), P11(1710), and P11(2100) resonances.
Figure from [3]
transverse helicity amplitudes AN1/2 and A
N
3/2 are present. Figure 2.10 shows the
experimental and theoretical results for the D13(1520) and F15(1680) amplitudes.
2.3.1.3 Empirical Transverse Charge Transition Densities
The precise treatment of the transition amplitudes of the resonance transition γ∗p→
∆(1232)P33, N(1440)P11, N(1535)S11 and N(1520)D13 allows for a study of spatial
characteristics of the excited nucleons. Here we will present electromagnetic transi-
tion in electroproduction, when viewed from a light front moving towards the baryon.
It has been shown[71–73], that this corresponds to a frame in which the baryons have
18
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Figure 2.9: Transverse and scalar helicity amplitudes of the S11(1535) resonance. Black
open triangles are the JLab analysis of experimental data[69], red circles are the 2007 MAID
analysis, the blue square is the PDG average of photoproduction data for the transverse
amplitude. The green point at Q2 = 1.0 GeV2 shows the MAID analysis of the Hall A
data of [70]. The curves show the MAID parametrization. Figure from [3]
large momentum components in the direction of the z-axis chosen along the direction
of P = (p + p′)/2, where p(p′) are initial(final) baryon four-momenta. The virtual
photon four-momentum q is then separated in two components. The
q+ ≡ q0 + qz, along the z− axis and (2.45)
q⊥ : q
2 = −|q⊥|2 = −Q2, (2.46)
where q⊥ lies in the xy plane, while q+ = 0. The transition charge densities are
then defined by the Fourier transform
ρNN
∗
0(T) (b) =
∫
d2q⊥
(2π)2
e−iq⊥b
1
2P+
⟨p′, λ(S′⊥) | J+EM | p, λ(S⊥)⟩, (2.47)
where JEM is the electromagnetic current, the two-dimensional vector b denotes the
position in the xy plane, ρ0 is the charge density for unpolarized N and N∗ with λ
denoting their helicities. ρT denotes the transition charge density for transversely
polarized nucleons along the S⊥ and S∗⊥ directions.
For the ∆(1232) resonance, the analysis in[71] indicates that in the unpolarized
case, the charge density has a negative interior core, while the outskirts becomes
positive when the magnitude of b becomes larger than 0.5 fm. In the case of a
polarized N and ∆, the density shows both dipole and quadrupole field patterns
as shown in Figure 2.11. The transition quadrupole pattern provides a way of
quantifying the deformation in the charge distribution for this transition and is of
particular interest.
Figure 2.12 and Figure 2.13 show the charge density information for theN(1535)S11
and the N(1520)D13 resonances, respectively. The left panel indicates the unpolar-
ized densities, while the right panel the x-axis polarized densities. In both cases the
core of the charge densities is positive, but the N(1520)D13 resonance has a more
vague boundary between u and d quarks. The x-polarized charge density shows a
dipole response in N(1535)S11, while in the case of the N(1520)D13 resonance also
a quadrupole density is present[73].
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Figure 2.10: Transverse and longitudinal form factors of the D13(1520) and F15(1680)
resonances. Left pannel shows the former, while right pannel the latter resonance. Other
notation is the same as in Figure 2.9. Figure from [3].
In order for this densities to correctly describe the transition distributions at
small transverse distances, the transition form factors need to be explored in a large
Q2 range. With the currently available electroproduction data, large uncertainties
are present in the Fourier transformation, since extrapolation to large Q2 is a model
dependent affair. Additional measurements at large Q2 would help refine this results
and increase their viability.
2.3.2 The MAID Model
In this section we will discuss the assumptions and methods of the MAID2007 model.
In general unitary isobar models construct the background contributions from the s-
and u-channels (see Figure 2.2 (a) and (b)) and the t-channel π exchange (Figure 2.2
(c)). Then the πNN coupling would be a pure pseudovector at the threshold[29].
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Figure 2.11: Quark transverse charge density for the γ∗p → ∆(1232)P33 transition. The
left panel corresponds to both N and ∆ being polarized allong the x-axis, while the right
panel shows the quadrupole contribution in this case. The light and dark areas correspond
to the prevailing presence of up and down quarks, respectively. This in turn indicates the
domination of positive (negative) charges. Figure from [71]
Figure 2.12: Quark transverse charge density for the γ∗p→ N(1535)S11 transition. Left
panel coresponds to unpolarized case, while the right panel to the x-axis polarization. See
also Figure 2.11. Figure from [73]
This would give a good description of the E0+ amplitude at the threshold, but would
fail at higher energies. Therefore the effective Lagrangian is often constructed with a
mixed πNN coupling, where pure pseudovector behavior is utilized at near threshold
energies, while this is transmuted into pseudoscalar behavior with increasing energy:
LπNN =
Λ2
Λ2 + |q|2L
PV
πNN +
|q|2
Λ2 + |q|2L
PS
πNN , (2.48)
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Figure 2.13: Quark transverse charge density for the γ∗p→ N(1520)D13 transition. Left
panel coresponds to unpolarized case, while the right panel to the x-axis polarization. The
polarized transition shows also quadrupole contribution. Figure from [73]
where Λ is the energy scale parameter of the Lagrangian. This background is ex-
tended with additional possible meson contributions in the t-channel.
The background constructed in this way is then unitarized within the K-matrix
approximation for every multipole:
(Sl±, El±,Ml±)Unitarizedbackground = (Sl±, El±,Ml±)background(1 + ihl±). (2.49)
The resonance contributions to the multipole amplitudes are parameterized with
Breit-Wigner energy dependence of the form
aARl±(B
R
l±, S
R
l±) = Aˆl±(Bˆl±, Sˆl±)
MΓtote
iϕ
M2 −W 2 − iMΓtotfγN(W ), (2.50)
where the amplitudes and parameter a have been defined in section 2.2, ϕ =
ϕ(W,Q2) are the phases found empirically for every resonance and fγN(W ) describes
the energy dependence of the γNN∗ vertex beyond the resonance peak and Γtot is
the total resonance width.
In order to fit the helicity amplitudes, MAID uses a following parameterization:
A¯α(Q2) = A¯α(0)(1 + a1Q2 + a2Q4 + a3Q6 + a4Q8)e−b1Q2 , (2.51)
where A¯α(0) are input parameters directly related to the helicity amplitudes S1/2, A1/2
and A3/2 of the resonance excitation. For every resonance, the A¯α(0) parameter is
obtained from the fit to the world database of photoproduction data, while param-
eters ai and b1 are obtained from combined fitting from all electoproduction data at
different virtualities[16].
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2.3.3 The DMT Model
The distinguishing feature of the DMT model is that the unitarity is built by taking
into account also the final state interaction of the tinal πN system. This is performed
by direct inclusion of the final state interaction into the t-matrix for pion photo- and
electroproduction[17]
tγπ(E) = vγπ + vγπGπN(E)tπN , (2.52)
where vγπ is the γ∗N → πN transition potential, tπN is the pion-nucleon scattering
matrix and GπN(E) is the free propagator. For multipole amplitude contributions
corresponding to the resonance R, the transition potential is built from two terms:
tπN(E) = v
B
γπ(E) + v
R
γπ(E), (2.53)
where vBγπ is the background potential and vRγπ corresponds to the bareR contribution
to the electroproduction. Thus, the t-matrix can be decomposed into two parts:
tγN(E) = t
B
γN + t
R
γN , (2.54)
with the parts given by
tBγπ = v
B
γπ + v
B
γπGπN(E)tπN and (2.55)
tRγπ = v
R
γπ + v
R
γπGπN(E)tπN . (2.56)
2.3.4 The SAID Partial Wave Analysis
The SAID partial wave analysis [18] has been conceived at the George Washington
University as a partial-wave analysis of single pion photoproduction data in order
to estimate the resonance photodecay amplitudes. The T-matrix for pion photopro-
duction is parameterized in the form
TγN,πN = Al(1 + iTπN,πN) + ArTπN,πN , (2.57)
where TπN,πN is the empirical πN amplitude and Al and Ar are polynomial func-
tions of pion and photon momenta. Al also contains a part corresponding to born
contribution with pseudoscalar coupling πNN and t-channel meson exchange. The
resonance parameters are obtained by fitting the resulting amplitude TγN,πN near
resonance positions using a Breit-Wigner like parameterization.
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The Physics of the Roper Resonance
The Roper resonance P11(1440) has been discovered in 1964 by L. Roper [6], who
reported an observed P11 partial wave phase shift in the vicinity of 550 MeV labora-
tory kinetic energy in pion-nucleon scattering. The phase shift is shown in Figure 3.1
where maximum allowed orbital angular momentum used in the analysis was l = 3.
The crossing of 90◦ shows the position of the resonance.
Figure 3.1: The phase shift plot of partial waves in pion-nucleon scattering as a function
of laboratory kinetic energy in the range up to 700 MeV as reported by [6]. The maximum
value of orbital angular momentum l used in the analysis was 3. The crossing of the 90◦
phase indicates the presence and location of a nuclear resonance. Figure from [6]
After its discovery, the Roper resonance was confirmed in the analysis of new
pion-nucleon scattering data, but due to its low strength and position in the vicinity
of more prominent S11(1535) and D13(1520) resonances not much more than its po-
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sition and width could be determined. The situation significantly improved with the
advent of new CW accelerators in the 1990’s. The research of the Roper resonance
became possible for the first time and research programs in JLab and MAMI set
out to explore the resonance. Today, the state of affairs about our knowledge of the
Roper resonance and resonances in general, is best described by looking into the
new 2017 revision of the Particle Data Group (PDG) tables. PDG summarizes our
knowledge on the N and ∆ resonances below 2 GeV as follows in Table 3.1:
Table 3.1: An overview of the status of all three- and four-star N and ∆ resonances below
2 GeV as reported by the PDG [5]. A minus in the cell means the channel is forbidden.
Spin-parity JP is the new standard notation, where J is the total angular momentum
and P is parity. This is more closely related to the now predominant γN experiments
and substitutes in the PDG tables the ‘old’ notation of L2I,2J . This name gives intrinsic
properties of the resonance that are independent of the specific particles and reactions used
to study them.
Particle JP overall Nγ Nπ Nη Nσ
N 1/2+ ****
N(1440) 1/2+ **** **** **** ***
N(1520) 3/2− **** **** **** ***
N(1535) 1/2− **** **** **** ****
N(1650) 1/2− **** **** **** ***
N(1675) 5/2− **** **** **** *
N(1680) 5/2+ **** **** **** * **
N(1700) 3/2− *** ** *** *
N(1710) 1/2+ **** **** **** ***
N(1720) 3/2+ **** **** **** ***
∆(1232) 3/2+ **** **** **** - -
∆(1600) 3/2+ *** *** *** - -
∆(1620) 1/2− **** *** **** - -
∆(1700) 3/2− **** **** **** - -
∆(1905) 5/2+ **** **** **** - -
∆(1910) 1/2+ **** ** **** - -
∆(1920) 3/2+ *** ** *** - -
∆(1930) 5/2− *** *** - -
∆(1950) 7/2+ **** **** **** - -
**** Existence is certain, and properties are at least fairly well explored.
*** Existence is very likely but further confirmation of decay modes is required.
** Evidence of existence is only fair.
* Evidence of existence is poor.
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In the last five years our knowledge of electroexcitations of resonances has vastly
improved. This is evident by first noting, that in 2012 only five out of 13 four-
star N∗ and ∆ resonances below 2 GeV had the same overall status in the γN
channel as well. In the new report already 11 out of 14 four-star resonances have
the same status also in the γN channel. This huge improvement is mostly due to
the influx of data obtained from the JLab nucleon resonance effort. With research
into electromagnetic properties, also Mainz and MIT/Bates have contributed to the
increased knowledge about nucleon resonance structure.
One of the resonances that achieved a four-start status in the Nγ channel was
also the Roper resonance. This is mostly due to the CLAS experiments covering
the Roper region, since electroexcitation amplitudes for the P11(1440) resonance
were extracted for the first time[9, 10]. CLAS obtained π and ππ electroproduction
data, both of which are sensitive to Roper resonance contribution due to the large
branching ratios of this resonance to the πN and ππN channels. Furthermore,
the amplitudes extracted from the two channels are in good agreement with each
other, which is significant, since the non-resonant contributions and resonance decay
mechanisms differ for both cases. The data was analyzed by both Mainz and JLab
groups and their conclusions are found to be in agreement.
Due to the lack of experimental data, a lot of competing theories on the Roper
resonance structure were proposed in the past decades. The most natural assump-
tion of the Roper resonance being a radial excitation of the nucleon ground state,
a so-called ‘breathing mode’, was still prevalent, but many alternatives could not
be excluded. If Roper is assumed to be the first radial excitation of the nucleon,
then one can derive from naive, but rather natural constituent quark model (CQM),
that within the non-relativistic calculations utilizing oscillator potential, the mass
and width of the resonance cannot be reproduced. A particular point of interest
is highlighted by the CQM analysis, since it would appear that a wrong mass or-
dering between the Roper resonance and the resonances of the multiplet [70, 1−], in
particular the S11(1535) resonance, are observed [74]. This problem was mitigated
to some extend by recent developments, where models describing the 3q interaction
via Goldstone bosons exchange did narrow the gap between predicted and measured
resonance mass, but more importantly, this method did extract the correct mass
ordering [75]. Large resonance width is another point of interest and here also an
explanation has been proposed within a pair-creation 3P0 model [76].
Nonetheless, unclarities about the Roper resonance structure persisted and promi-
nent new alternatives to the radial excitation hypothesis of the P11 resonance ware
proposed in form of a hybrid state [77–79]. However, in the wake of the CLAS
extraction of helicity amplitudes, the LF relativistic quark models [69, 80–83] have
been capable to reproduce amplitude’s energy evolution under assumption that the
Roper resonance is a predominantly a radial excitation of the 3q ground state, thus
providing strong evidence against these alternative theories.
The correct description of the scalar helicity amplitude evolution with respect
to virtuality in the low Q2 region has thus become an important common ground
for both experimentalists and theoreticians as many opposing theories could be
discriminated by the influx of new experimental data. This region will be further
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explored in the presentation of our own results.
Table 3.2 summarizes the main characteristics of the Roper resonance, before we
turn to an overview of experimental and theoretical investigations into the resonance
at hand in the forthcoming sections. The last section is an overview of the proposed
measurement at Mainz, that we ultimately also conducted.
Table 3.2: Summary of the P11(1440) properties as given by the PDG[5].
Breit-Wigner Mass 1430 MeV ±30 MeV
Breit-Wigner Width 350 MeV ±100 MeV
Pole Position
Re 1370 MeV ±15 MeV
-2*Im 180 MeV ±15 MeV
Elastic Pole Residue
|r| 46 MeV ±6 MeV
|ϕ| −90◦ ±10◦
Breit-Wigner Photo Decay Amplitudes
N∗ → pγ, helicity-1/2 amplitude A1/2 N∗ → nγ, helicity-1/2 amplitude A1/2
−0.060 GeV−1/2 ± 0.004 GeV−1/2 0.040 GeV−1/2 ± 0.010 GeV−1/2
Decay Modes
Nπ 55-75%
Nη ≤ 1%
Nππ 25-50%
∆(1232)π 20-30%
∆(1232)π, P − wave 13-27%
Nσ 11-23%
pγ, h = 1/2 0.035-0.048%
nγ, h = 1/2 0.02-0.04%
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3.1 Overview of Experimental Activity
Prior to the CW electron beam accelerators, the primary experimental source about
the Roper resonance was elastic πN scattering. The P11(1232) mass and width
were established by these experiments already in the 1960’s, but not much new
development was made in the following decades. Since the 1990’s when the data
from new accelerators became available, electroexcitation of nuclear resonances has
become the predominant source of high quality data about the Roper resonance, in
particular the extensive CLAS measurements that yielded the first results in this
decade [9].
Figure 3.2: Level and dominant transition
scheme for the different structures involved
are shown in upper panel, while the lower
panel shows the quark model prediction. Fig-
ure from [84]
But there were other types of exper-
iments that observed the Roper. For
instance, the Roper resonance was re-
ported in two papers by H.P. Morsch
& P. Zupranski in αp and πN scatter-
ing [84], as well as proton-proton scat-
tering [85]. The αp scattering experi-
ment was conducted at Eα = 4.2 GeV
and the data analyzed with the assump-
tion of projectile and target excitation.
The authors have found the resonance
parameters Mr = (1390± 20) MeV and
Γ = (190 ± 30) MeV, which is in sharp
contrast to the data on πN scattering
where a higher resonance mass and a
larger width have been observed. The
proposed solution to this problem was
a two-structure Roper resonance with a
consistent solution within T-matrix for-
malism. The first structure would be
sensitive only to αp channel since its
elastic πN width is small and the decay
into the 2π(s)−N channel is large. The
second structure at higher mass has a
strong decay into the π∆ channel and
can be well understood as a second-
order excitation of the ∆(1232).
The proton-proton experiment also gave quite different results in comparison with
the low energy electroproduction mass and width of the Roper resonance. The
authors conclude that both papers indicate and support the two structure picture
of the Roper resonance [85].
Kamano et al. [38] studied the πN → ππN reaction as observed by the Crystal
Ball Collaboration. They concentrated their effort on energies around the N(1440).
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Figure 3.3: Reaction graphs contributing to αp scattering: excitation of the projectile (1)
and target excitation (2). Figure from [84].
Their analysis suggests a strong interference between the two decay processes
N(1440)→ ∆π and
N(1440)→ N(ππ)I=0Swave.
Although the contribution of N(1440)→ N(ππ)I=0Swave process already appears in the
threshold region in several channels, the N(1440)→ ∆π process becomes important
only above Tπ = 400 MeV (Figure 3.4).
Figure 3.4: The total cross section for the reaction π−p → π+π−n. Data from various
Crystal Ball runs are shown with the lines following the parametrization in [38], where solid,
dashed, and long-dashed lines correspond to different cutoff parameters in their analysis,
where they isolated a prominent Roper contribution to this reaction channel. Figure from
[38].
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Exclusive measurements of the pp → ppπ+π− reaction have been carried out at
CELSIUS using the PROMICE/WASA setup [86]. They performed the experiment
at proton kinetic energies of Tp ∈ {650 MeV, 725 MeV, 750 MeV, 775 MeV}. The
collected data strongly suggest that this process is dominated by the Roper resonance
contributions and for the first time the evidence for decay channels
N∗ → ∆π and (3.1)
N∗ → Nσ (3.2)
having a different energy dependence is observed. By increasing the energy of the
proton beam, they have observed a relative increase of 50% in favour of the ∆ chan-
nel. They concluded that a decay mode passing through ∆ resonance alone cannot
explain the angular nor energy distributions in the observed region, so a strong in-
terference with the Roper has been suggested. From the observed interference of its
decay routes N∗ → Nσ and N∗ → ∆π → Nσ, their energy-dependent branching
ratio had been determined.
Figure 3.5: Solid circles correspond to data obtained trough J/Ψ→ pπ−n¯ channel while
open squares to the one obtained trough the J/Ψ → p¯π+n channel. Black solid line is
the fit using contributions of each resonance peak as shown by the dot-dashed lines. The
dashed line is the contribution of background terms. Figure from [87]
A very interesting observation of the Roper resonance was reported in the after-
math of the data analysis collected at the Beijing Electromagnetic Spectrometer
(BES) at the Beijing Electron Positron Collider (BEPC). In [87] they inquired into
the process J/Ψ → N¯Nπ, which acts as an effective isospin-1/2 filter for the Nπ
system due to the isospin conservation. Figure 3.5 shows the collected data divided
by the MC phase space in relation to the invariant mass of the πp system. The
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observed resonances were fitted by relativistic Breit-Wigner parametrization of the
form
|A|2 = |C0 + C ′0|+
∑
i
|Ci|
(sπp −M2i )2 +M2i Γ2i
, (3.3)
where sπp = M2πp is the invariant mass of the πp system squared. They extracted
two new Breit-Wigner masses at invariant mass 1360 MeV/c2 and 2030 MeV/c2.
They identified the former with the Roper resonance.
Now we turn to the single pion electroproduction experiments. The JLab CLAS
detector is a full acceptance instrument designed for the comprehensive investiga-
tion of exclusive meson production. Its goal is to study the excitation of nucleon
resonances in a large kinematics regime. Since its inception a broad spectrum of
experiments in a wide range of Q2 from 0.16 to 6 GeV2 had been performed [9–
11, 27, 69]. The data include nearly 120,000 points of various observables, from
differential cross sections to polarization asymmetries. In course of this investiga-
tion the helicity amplitudes of the Roper resonance had been determined for the
first time and are presented in Figures 3.6 and 3.7 along with the MAID analysis.
Figure 3.6: Transverse helicity amplitude of the P11(1440) Roper resonance. The data
points come from the JLab analysis[27], while the red circles are the MAID analysis. At
Q2 = 0 the PDG average is shown as a blue square and MAID2007 result of photopro-
duction as a red circle, which partly overlap here. The green point shows the MAID
analysis of the JLab/Hall A data of Laveissiere et al.[70]. The curve shows the MAID2008
parametrization of the helicity amplitude. Figure from [3].
This is perhaps the most significant experimental input to our understanding of
the P11(1440) resonance, since it has long been the preferred battleground of many
competing theories, some of which will be presented in the next section.
The work presented in this thesis represents the only dedicated double-polarization
experiment in the Roper region. The results have been published in [57]. Now we
turn to a brief overview of theoretical work performed on the Roper resonance.
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Figure 3.7: Longitudinal helicity amplitude of the P11(1440) resonance. Other labels
coincide with those in Figure 3.6. Figure from [3]
3.2 Overview of Theoretical Activity
The first theoretical challenge that the P11(1440) Roper resonance presented after
being discovered in the 1960’s was the explanation of its mass and width. Early
non-relativistic CQM failed to account for both and even hinted at surprising mass
level ordering with respect to the S11(1535) resonance. After taking into account
also relativistic considerations, Capstick & Isgur showed already in 1986 that a
description of experimentally observed resonance masses can be reproduced, but
the second radial excitation states were still systematically to high[88].
Further development in the description of mass and ordering was obtained with
addition of chiral dynamics to the relativistic CQM in [75]. The harmonic confine-
ment potential of CQM was extended by assuming a quark interaction via exchange
of the SU(3)F octet of pseudoscalar (PS) mesons, which acted as the Goldstone
bosons associated with the chiral symmetry of QCD. This yielded a near perfect
description of not only the Roper mass, but a 4% agreement was achieved across all
sectors of the resonance spectrum.
The most important component of the interaction between the constituent quarks
that is mediated by the octet of pseudoscalar bosons in the SU(3)F invariant limit
can be represented by
Hχ = −
∑
i<j
V (rij)λ
F
i · λFj σi · σj , (3.4)
where the {λFi } are the flavor SU(3) Gell-Mann matrices and i, j run over the
constituent quarks. The potential V (r) has the usual Yukawa behavior at long
ranges and encompasses a smeared δ behavior for the pseudoscalar exchange at
short range. The strength of the chiral interaction between constituent quarks is
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then sufficiently strong to shift the lowest positive parity state in theN = 2 band, the
Roper resonance N(1440), below the negative parity states N(1520) and N(1535)
of the N = 1 band [75].
An attempt was made to describe the Roper resonance width within the quark
pair creation models (QPCM) by adding an admixture of qq¯ to the 3q wavefunction
of the Roper. The QPCM was found to overestimate the majority of the resonance
widths, but this was corrected by extending it into a relativistic form. This gave an
almost matching description of the Roper width in [76].
Early predictions for the photo helicity amplitudes were also made in the light-
front (LF) relativistic quark model [81]. Relativistic effects were estimated by com-
parison with non-relativistic models, while the helicity amplitudes AN1/2 and S
N
1/2
were calculated in accordance with eq. 13 in the light-front kinematics. In order
to do so, one has to evaluate the electromagnetic current operator Jˆµ for a tran-
sition between light-front state vectors. The result of this endeavor for the Roper
resonance in [81] is shown in Figure 3.8.
Figure 3.8: Roper helicity amplitudes as calculated in the LF framework [81]. The trans-
verse amplitude is shown by the dashed curve, and scalar by the long-dashed curves. The
non-relativistic results are shown in dotted curves. Figure from [81].
Light-front calculations have been recently extended in [69] and give good descrip-
tion of the Roper helicity amplitudes in a wide range of Q2, except for the low-Q2
regime, where all of the LF relativistic models fail, possibly due to the meson-
cloud contributions. Research conducted by Cano [89] and Obukhovsky [90] seem
to support this picture, where the latter assumed the Roper resonance contains Nσ
contributions (see Figure 3.9).
Meson-baryon (MB) cloud contributions are also very prominent in the description
of the electromagnetic properties within the chiral quark models. In [91] the method
is introduced and a broader analysis of low-lying P11 and P33 resonances performed.
In addition to the elastic channel also the π∆ and σN channels were added. This
additional σ-meson channel contributes to the correlated two-pion decay and good
agreement with experimental data was achieved (see Figure 3.10). The integral
equation for the K matrix was calculated in the approximation of separable kernels
and sizable increase in widths of both ∆ and Roper resonances in comparison with
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Figure 3.9: Nσ hadronic-loop diagrams contributing to the Roper electroproduction: the
triangle diagram (a), the bubble diagrams (b) and (c), and the the pole diagrams (d) and
(e). Figure from [90].
the bare quark values were observed.
Figure 3.10: The real and imaginary parts of the T matrix in the P11 partial wave. The
thick solid line corresponds to the full calculation, while dotted lines denote contributions
from the πN and π∆ channels, background additionally in dashed lines and finally by
also including the σ channel, thin solid line. The data points are taken from the SAID
πN → πN partial-wave analysis [92]. Figure from [91].
The calculations were performed in the Cloudy Bag Model (CBM), but the method
can be applied to other models as well, since it is generally derived for a Hamiltonian
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of the form
Hπ =
∫
dk
∑
lmt
{
ωka
†
lmt(k)almt +
[
Vlmt(k)lmt(k) + V
†
lmta
†
lmt(k)
]}
, (3.5)
where a†lmt(almt)(k) are creation(annihilation) operators for a l-wave meson with the
third spin component m and for possible isovector mesons the third component of
isospin t. In the case of p-wave pions we can expand the source as
Vlmt(k) = −vl(k)
3∑
i=1
σimτ
i
t , (3.6)
where v(k) is model dependent and contains the information about the underlying
quark structure. For the case of the CBM, the vl(k) can be calculated as (here we
suppress index l)
v(k) =
1
2f
k2√
12π2ωk
ω0MIT
ω0MIT − 1
j1(kR)
kR
, (3.7)
where three 1s state quarks are assumed. The parameter f corresponds to the pion
decay constant, ω0MIT = 2.043 and j1 is the spin Bessel function. The quark-pion
interaction between quarks in different spatial structure is then proportional to the
v(k) and contained in the matrix elements
⟨ΦB′ |V (k)|ΦB⟩ = rBB′rqv(k)⟨JB′ , TB′|
3∑
i=1
σiτ i|JB, TB⟩, (3.8)
where rBB′ and rq are model parameters.
Subsequent papers explore the helicity amplitudes in the Roper resonance and
give predictions as shown in Figure 3.11.
Although CQM and their derivatives saw positive developments, the Roper was
still seen as a puzzle and alternative approaches for the description of Roper’s struc-
ture have been developed, the most prominent one seeing the Roper as a 3qG hybrid
[78]. In this framework significant difference in the helicity amplitude Q2 behavior
in comparison with the ‘traditional’ view of Roper being a radial excitation of 3q,
has been predicted[78, 94]. This hybrid model predicted the scalar amplitude for
the Roper transition to vanish and after the extraction of the helicity amplitudes in
[9] it would seem this picture of Roper resonance is ruled out.
Other attempts of describing the Roper as a 5q state have been tried as well,
where Riska et al. [95] proposed complementing the 3q description of Roper with a
30% admixture of the qqqqq¯ state. This prediction gave very good agreement with
the experimental width and mass ordering of the Roper but failed to produce other
predictions that would be able to discriminate about the proposed structure. A
prediction of the electromagnetic couplings seems to be the best way of establishing
the validity of the proposed structure. Such attempt has been made for the S11(1535)
resonance in An et al. [96], where helicity amplitudes were evaluated in a qqqqq¯
system. It was found that the empirical value of Ap1/2 at the photon point (Q
2 = 0)
can be reached if one assumes a 20% admixture of the 5q system in the nucleon and
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(a) Ap1/2(Q
2) (b) Sp1/2(Q
2)
Figure 3.11: Helicity amplitudes Ap1/2(Q
2) (left) and Sp1/2(Q
2) (right) in the analysis [93].
The separate contributions include the quark core, the γππ′ interaction, and the pion-cloud
corrections to the γBB′ vertex. The full circles are the data from JLab analysis, the empty
circle is PDG [5]. There are two predicted values depending on the approach [93]. Figure
from [93]. There are novel data points missing due to the publishing year of the article.
New data are presented with the results in chapter 7.
25-65% admixture in the resonance. The 5q admixture also contains ss¯ pairs which
would be consistent with a sizable Nη decay channel of the S11(1535) resonance. The
best description of the momentum dependence of the empirical helicity amplitudes
are obtained by assuming that the 5q components are more compact than the 3q
component, but this still is not enough to simultaneously describe both transverse
and scalar amplitudes. This result is nonetheless also relevant to the Roper, since
it would offer solid support to the predictions in [95]. At the same time the results
of Liu et al. [97] supplements the picture by indicating that such admixture to
the Roper also gives the correct mass ordering between the S11(1535) and P11(1440)
resonances and S11(1535)→ ϕN , and reproduces the experimental S11(1535)→ ΛK
amplitudes.
The Roper could also be seen as having a dynamic origin. Already in 1964 it has
been shown that multi-channel reactions are able to generate multiple resonance
poles from a single bare state on more than one unphysical Riemann sheet [98].
Since resonances are located on the unphysical sheets of the complex energy plane,
empirical partial-wave amplitudes extraction by analytic continuation is the only
way to extract resonance properties. It is customary to assign the pole that lies
closest to the physical region as the resonance pole, while other are referred to as
shadow poles. In some circumstances a shadow pole may lie close to the threshold
of one of the channels and thereby affect the physical region. In Suzuki et al. [40]
a thorough multi-channel reactions analysis was performed for the Roper resonance
and it would appear, that the Roper’s shadow pole could be of such nature.
The dynamical coupled-channels model (JLMS) [99] was used to analyze the πN
scattering data from CLAS. The JLMS is defined in terms of the Hamiltonian for-
mulation of multichannel reactions [39], where meson-baryon reactions involving the
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Figure 3.12: The left panel shows the trajectories of the evolution of P11 resonance poles
as seen by the JLMS model by varying the model parameter strength. Brunch lines for all
channels are depicted by dashed lines. In the right panel a three-dimensional representation
of the behavior of the absolute value of the P11N∗ propagator as a function of complex E
is shown in arbitrary units. Figure from [40].
πN , ηN and ππN (the last one has π∆, ρN and σN components) channels are cal-
culated. Figure 3.12 shows the final results of the analysis. For the P11 partial
wave it was found that the three resonance poles at A(1357, 76), B(1364, 105), and
C(1820, 248) originate from the same bare state N∗ with 1763 MeV. The evolution
depicted on the figure was stroked-out by varying the meson-baryon couplings from
zero to full strength of the JLMS model. This finding was supplemented with a
more broad and general analysis in [100].
Figure 3.13: Quark transverse charge density for the γ∗p→ N∗(1440)P11 transition. The
left panel corresponds to the unpolarized case and the right panel to both N and N∗ being
polarized allong the x-axis. The light and dark areas correspond to the prevailing presence
of up and down quarks, respectively. This in turn indicates the domination of positive
(negative) charges. Figure from [72].
38
3.2. Overview of Theoretical Activity
Before reviewing the theoretical helicity amplitude predictions, we will also take a
look at the empirical transverse charge transition densities. In the previous chapter,
these have been shown for resonances other than the Roper and in Figure 3.13 we
complete the overview about quark transverse charge densities.
We will follow up with a remarkable work from the lattice QCD, where Roberts et
al. [14] simulated the quark probability distribution within excited nucleon states.
First they show that the first excited state corresponding to the Roper resonance
indeed has a node structure usually associated with radial excitation of quarks, as
does the second excitation they observed. Then they compared these distributions
to those predicted by the CQM and found good qualitative agreement between the
approaches. For the simulation they used 2 + 1 flavor 323× 64 PACS-CS config-
urations [101] and applied the methods developed by the CMMS collaboration for
isolation of resonance states.
Figure 3.14 shows the d-quark probability distributions for the three observed
states: the ground state, the first radially excited state and the second radially
excited state. The left panel shows the comparison between the lattice simulation
with the CQM model prediction. The model parameters (string tension
√
σ =
440 MeV and constituent quark mass mq = 370 MeV) were readjusted to provide
correspondence to the lattice spacing [14]. Good qualitative agreement was observed
between lattice and model across both excited states, with a notable exception in
the asymptotic behavior at greater distances. The right panel shows the d-quark
probability distributions for ground and second excited states with clearly visible
nodes in the latter, and an iso-volume representation of the first excited state with
also clearly visible node. This constitutes the first such lattice result seen thus far
and authors promised further investigations into the Roper resonance in the near
future.
The field of lattice QCD saw massive developments regarding the Roper resonance
in the recent years and many different groups have contributed to the increased
knowledge and technique of dealing with excited baryons in general. In the mid
2000’s the lattice QCD was mainly interested in reproducing the excited baryons
masses and in particular the P11(1440) versus S11(1535) mass ordering. Early work
on this manner was performed by Burch et al. [41]. They developed a method
were Jacobi smeared quark sources with different widths are combined to construct
hadron operators with different spatial wave functions. Linear combinations of this
operators showing the best overlap with ground and excited states, are then explored
via the variational principle. The method successfully yielded credible plateaus in
the effective mass plots also for the excited states, but did not go below the pion
mass of 450 MeV [41].
In a span of two years there were two more prominent papers regarding the Roper
mass from lattice QCD[42, 43]. In the paper by Burch et al.[43] they performed
a quenched calculation with chirally improved quarks at pion masses as low as
350 MeV, but failed to reproduce the excited states masses by roughly 25%. They
argued that this might be caused by quenching, where a significant part of chiral
physics is missing. Mathur et al.[42] on the other hand used constrained curve fitting
method and overlap fermions with the lowest pion mass at 180 MeV and successfully
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(a) 1s (b) 1s - wave function
(c) 2s (d) 2s - iso-volume
(e) 3s (f) 3s - wave function
Figure 3.14: The left panel shows the d-quark probability distributions on the lattice (data
points) in comparison with the quark model (solid) for the ground, 2s and 3s states from
top to bottom, respectively. The right panel shows the d-quark probability distribution
at origin (top and bottom panel) and iso-volume (middle) for the corresponding state on
their left. Good qualitative agreement between lattice and quark model was achieved (node
position), but in case of the excited states the asymptotic behavior of the wave function is
notably different. Figure from [14].
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reproduced mass ordering and actual resonance masses of N∗(1440) and N∗(1535)
resonances (see Figure 3.15). This has been seen the first such observation in a lattice
QCD calculation. These results were obtained on a quenched Iwasaki 163×28 lattice
with a = 0.2 fm. Finally, they did not include an additional mπ logmπ term for
capturing chiral behaviour of nucleon when extrapolating the results to the physical
pion mass, but rather extrapolated by C0 + C1/1mπ + C1m2π and reproduced the
masses within errors. Therefore the authors conclude, that a successful description
of the Roper resonance does not depend on the use of dynamical quarks, but rather
that most of the relevant physics is retained by using light quarks to ensure the
correct chiral behavior [42].
Figure 3.15: Masses of the two lowest lying JP = 1/2± resonances reconstructed on the
lattice allong with the ground state. Mass crossing of Roper and S1/2− resonance as well
as a match with the experimentally observed masses is observed for the first time in a
lattice QCD calculation. Since ratio between ground state and Roper masses has a smaller
error than absolute mass determination, this is also displayed in the smaller incapsulated
figure. Figure from [42]
The result from [42], however, was not reproduced by more recent simulations
presented below and a case is also made in [12, 49] that Roper cannot be simply
reproduced by employing the three-quark operators in a lattice QCD simulation,
since the results of these most recent simulations indicates that the Roper resonance
may be a coupled-channels phenomenon. In light of these results, it would seem that
the conclusions derived in [42] need to be approached with caution.
There were two more interesting papers from lattice QCD regarding Roper res-
onance published recently, most notably none of them used quenched QCD. One
employed Nf = 2 twisted mass gauge configurations and Nf = 2 Clover fermions
configuration at almost physical pion mass [48], while the other used PACS-CS col-
laboration 2+1-flavor dynamical-QCD gauge-field configurations with correlation
matrix approach [46]. The latter was able to display significant chiral curvature at
the lightest quark masses. This is an important discovery, since quenched QCD does
not take into account effects of the dynamical quark loops. Thus, the increased chi-
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ral curvature of the new results hints at important role of dynamical fermion loops
and their associated non-trivial light-mesonic dressings of the Roper [46]. Although
Alexandrou et al. [48] were not able to observe the same effect, their estimated
masses do coincide with the work performed by Mahbub et al. [46].
Figure 3.16: A comparison of the low-lying positive-parity spectrum of dynamical QCD
(full symbols) and quenched QCD results (open symbols). The prominent feature of the
new full QCD results is a significant chiral curvature of the Roper resonance when ap-
proaching the physical pion mass. Figure from [46]
To conclude our overview of the lattice QCD results regarding the Roper reso-
nance, we will mention also two very recent results by Kiratidis et at. [49] and Lang
et al. [12]. In both papers a novel local five-quark operators with quantum numbers
of the Roper resonance have been used. This is in sharp contrast to the lattice QCD
results presented above, since all of those approaches treat excited states by employ-
ing the three-quark operators. Since the coupling to the multi-hadron states should
be important for a strongly decaying resonance like the P11(1440), the treatment in
[12, 49] presents a major conceptual step forward.
It is true that, in principle, the dynamical lattice QCD simulations can also
account for the multi-hadron eigenstates even when employing the three-quark
operators[49], such observations were never reported in practical calculations. By
including operators for meson-baryon interaction a slightly different picture of the
Roper resonance is being drawn by the lattice QCD, since no low-lying eigenstate
corresponding to the Roper resonance could be observed in the simulation.
Lang et al. [12] performed a study on a PACS-CS ensemble of gauge configurations
with Wilson-clover dynamical fermions at mπ ≃ 156 MeV and L ≃ 2.9 fm. In
addition to the qqq interpolating fields, they also implemented operators for Nπ in
p−wave and Nσ in s-wave. They were able to find three eigenstates below 1.65 GeV
that were dominated by N(0),N(0)π(0)π(0) [mixed with N(0)σ(0)], and N(p)π(−p)
with L ≃ 2π/L and momenta given in parenthesis. This is a significant result, since
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it represents the first simulation where the expected multi-hadron states have been
observed in this channel.
In accordance with the experimental Nπ phase shift there should be another
eigenstate present near the Roper mass of mR ≃ 1.43 GeV, but this is not observed.
Coupling with other channels seems to be important as well. As the Roper resonance
has a significant branching ratio to the Nππ channel, this channel would be the most
natural candidate to explore further. This poses serious challenges to the lattice
QCD though, since the three-hadron scattering matrix has never been extracted
from the lattice QCD yet [12].
Nonetheless, both treatment in [49] and [12] point consistently towards a possibil-
ity of Roper resonance being a dynamically generated resonance due to a coupled-
channel phenomenon.
Before concluding this section, we will take a look at another approach to study
the Roper resonance. The observation of a strong chiral effect on the Roper mass
when we approach the physical pion mass, indicates the importance of the meson-
cloud contributions at low Q2. This translates also to the helicity amplitudes for
the N → N∗(1440) transition in the same low Q2 region, where contributions from
the meson-cloud to the quark core increases in relevance. This is in accordance with
theoretical studies in [91, 93, 102, 103]. Bauer et al. [102] have performed a study of
the electromagnetic coupling for the nucleon-to-Roper transition in the framework of
a low-energy phenomenological field theory. A systematic power-counting procedure
was generated by applying the complex mass scheme in order to extract form factors
in the next-to-next-to-leading order (NNLO).
The effective Lagrangian used was of the general form
LEFT = Lπ + L0 + LNR + Lρ, (3.9)
where Lπ is the lowest-order Goldstone-boson Lagrangian including the quark mass
term and external electromagnetic four-vector potential. L0 includes the nucleon-
Roper isospin doublet and their bare masses, LNR contains the interaction terms
constructed in accordance with [104] and finally Lρ describes the ρ→ ππ term. The
terms contributing to NNLO calculation are portrayed in Figure 3.17.
The final results of this construction have been fitted to empirical data of the
helicity amplitudes down to Q2 = 0.58 GeV2. Unfortunately, there is no lower lying
data available and the fit had to be performed at this high four-momentum transfers.
Therefore, even though the obtained results are in good agreement with available
data, the authors advise caution with one-loop calculations below Q2 = 0.4 GeV2
where the validity of this approach has to be further verified in the future studies.
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Figure 3.17: Loop diagrams contributing to the electromagnetic transition form factors of
the Roper resonance. Pion, nucleon, and external electromagnetic field are represented by
dashed, solid, and wiggly lines, respectively. Double-solid lines correspond to the Roper
and double-wiggly lines to the ρ meson. The numbers in the vertices indicate the respective
orders. Figure from [102].
3.3 The Proposed Experiment
In 2009 a proposal for a double-polarization experiment at A1-Collaboration has
been submitted[105] and approved. For the A1 spectrometer setup it is particularly
challenging to find an angular and momentum setting that would facilitate a broad
coverage of the kinematic range in the Roper resonance region while also achieving
reasonable polarimetry conditions of the focal plane polarimeter (FPP). Theoreti-
cal predictions of polarization components using the MAID and DMT dial-in codes
[30, 106] would prefer parallel (anti-parallel) kinematics, where the sensitivity to
observed components would be greatest. But such kinematic is unfortunately unob-
tainable due to the momentum and angle acceptance of the spectrometers [105].
A decent compromise can be found by going to non-parallel kinematics for the
proton. Table 3.3 summarizes the kinematic setting used for the Roper experiment.
A value of particular interest is the proton kinetic energy Tp, which needs to fit
with the requirements of the FPP in order to obtain the highest possible yield
of usable polarization data. The ideal value would lie in the vicinity of the Tcc ≃
200MeV, where Tcc is the proton kinetic energy in the center of the carbon secondary
scatterer and selected kinematics satisfies this requirement rather well. More detail
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on polarimetry will be presented in chapter 6.
Table 3.3: The Roper experiment kinematics. The Ee and E′e are beam and scattered
electron energies, respectively, θe is the laboratory electron scattering angle and θp is the
laboratory proton angle. Q2 is the negative value of the four-momentum transfer squared
−q2, while θCMS and ϕCMS are the center-of-mass emission angles in the reaction plane.
W is the invariant energy of the reaction. pp and Tp are the momentum and the kinetic
energy of the proton.
Ee 1500 MeV electron beam
E′e 811 MeV/c spectrometer B
θe 16.5
◦ spectrometer B
θp 54.2
◦ spectrometer A
Q2 0.1 GeV2
W 1440 MeV
θCMS 90
◦
ϕCMS 0
◦
pp 668 MeV/c spectrometer A
Tp 214 MeV spectrometer A
3.3.1 Parasitic Elastic Protons
Figure 3.18: The acceptance plane of spectrometer A in terms of the relative momentum
offset in regard to the reference momentum δp and one of the target coordinate system
angles ϕ0. The left figure shows a prominent elastic line on top of the rolling coincidence
events. The lines denoting the expected appearance of elastic (Roper) events are calculated
from elastic (experiment) kinematics. By cutting on the missing mass it is clear from the
right figure that actual electroproduction events are buried beneath the background.
In the selected kinematic setting, there are also elastic protons present in the
acceptance window of Spectrometer A (see Figure 3.18). These can be used to
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estimate beam polarization (as discussed in chapter 7) and therefore theoretical
treatment of the extraction is presented here. According to [107] the polarization
components of recoiled protons can be written as:
P spx =
aGpEG
p
M
GpE
2 + cGpM
2Pb, (3.10)
P spy = 0, (3.11)
P spz =
bGpM
2
GpE
2 + cGpM
2Pb, (3.12)
where GpE and G
p
M are proton charge and magnetic form factors, P
sp
i are the scatter-
ing plane polarization components and Pb is the beam polarization. The coefficients
a, b and c are purely kinematic factors given by:
a = −2
√
τ(1 + τ) tan
θe
2
, (3.13)
b = 2τ
√
1 + τ
√
1 + τ sin2
θe
2
tan θe
2
cos θe
2
and (3.14)
c = τ
(
1 + 2(1 + τ) tan2
θe
2
)
, (3.15)
where τ = Q2/(4m2p) and θe is the electron scattering angle. By combining the above
equations one can derive the final expression for the beam polarization:
Pb =
b
a2
P spx
2
P spz
+
c
b
Pz. (3.16)
This result is very convenient since it no longer depends on the charge and mag-
netic form factors, but is only determined by measured polarization components and
kinematics.
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Experimental Setup
Goal of this work was to provide high quality data of the polarization observables
in the region of the P11(1440) resonance, also known as the Roper resonance. Due
to the nature of the P11(1440) resonance the cleanest way to pursue this objective
is to perform an electroproduction, double polarization experiment. The ‘first’ po-
larization degree of freedom is usually supplied by a polarized electron beam, where
the orientation of the polarization can be externally controlled. The ‘second’ po-
larization degree of freedom can then be accessed either by supplying a polarized
target or by recoil polarization analysis of the knocked-out nucleons from the reac-
tion. The experimental facility exploiting the former strategy is the CLAS group
operating at the JLab, while the latter option had been pursued by the A1 Collabo-
ration at Mainz Microtron (MAMI ) facility. This is where the experiment has been
performed.
The A1 Collaboration operates at the Institute for Nuclear Physics (Institut für
Kernphysik - KPH ), which is part of the Johannes Gutenberg Universität in Mainz,
Germany. Its ‘Three Spectrometer’ set up has the capability to perform recoil
polarization experiments and will be examined in the upcoming sections of this
chapter. But first we will take a closer look at the heart of the KPH, which is the
MAMI accelerator.
4.1 Mainz Microtron
MAMI [108] is a continuous wave (CW ) electron accelerator, able to deliver a peak
beam energy of 1.6GeV. The beam can be either polarized or not, depending on
the chosen electron source. With the unpolarized source the accelerator is able to
deliver a beam current of 100µA, while the polarized source restricts the maximum
achievable beam current to roughly 20µA.
The accelerator consists of several constituent parts: two distinct electron sources,
injection LINAC, three stages of race-track microtrons (RTM1-3 ) and a final har-
monic double-sided microtron stage (HDSM ). The beam originating from one of the
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Figure 4.1: Mainz Microtron consists of the electron source, which can be polarized or
unpolarized, injector LINAC and three acceleration stages called MAMI-A, MAMI-B and
MAMI-C. The first two race-track microtrons (RTM1-2) constitute the MAMI-A phase
with an end beam energy of 180MeV, RTM3 comprises the MAMI-B stage and finally,
HDSM constitutes the MAMI-C accelerator stage. Also seen on the schematic are the
experimental halls for various experimental groups. These are: X1, A1, A2 and A4. The
experiment was performed in the A1 experimental hall, housing the three spectrometer
setup. [108]
sources is first accelerated via LINAC to 3.5MeV and injected into the RTM1. There,
the beam circulates until its energy is increased to 14MeV when it gets redirected to
the RTM2. This elements comprise the MAMI-A stage, with the final beam energy
of 180MeV. The beam can then be delivered to the experimental halls or continue
to the next acceleration stage, aptly named MAMI-B. This stage features a single
RTM3 microtron with maximum achievable energy of 855MeV, though MAMI op-
erators can extract the beam before reaching this limit, thus providing a plethora
of intermediate production beam energies to the experimentalist. After MAMI-B
stage, the beam can be supplied to the last accelerator phase, named MAMI-C. Since
the beam energy before entering the MAMI-C accelerator stage is too large to make
it viable to use another race-track microtron of reasonable size, the last stage houses
a slightly refined version of the same race-track design, the harmonic double-sided
microtron (HDSM ), capable of delivering a maximal beam energy of 1604MeV with
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Table 4.1: Characteristics of individual acceleration units of the MAMI facility. MAMI-B
and MAMI-C stages allow for intermediate beam energy extraction.
unit maximum energy energy spread turns extraction option stage
RTM1 14MeV - 18 final MAMI-A
RTM2 180MeV - 51 final MAMI-A
RTM3 855MeV 13 keV 90 every even pass MAMI-B
HDSM 1604MeV 110 keV 43 every pass MAMI-C
the energy spread of 110 keV. The schematic plan of the MAMI facility is shown in
Figure 4.1, while the characteristics of individual acceleration units can be found in
Table 4.1.
After the electron beam leaves the acceleration stages it can be delivered to four
experimental halls. The experiments that are currently operational are A1 - elec-
tron scattering experiments, A2 - real photon experiments, X1 - X-ray radiation
sources research and A4 - the parity violation experiments. In addition, another
accelerator facility is currently under construction at the KPH perimeter, the Mainz
Energy-recovering Superconductor Accelerator (MESA), where several additional
experiments will take place.
4.1.1 Polarized Electrons Source
The source of unpolarized electrons is a thermionic gun capable of delivering a
reliable beam of very high quality. For polarized electrons a different method is
used. Using a polarized laser light a photoelectric effect is induced on a GaAs
semiconductor cathode. By applying suitable modifications to the surface region of
the cathode, a negative electron affinity (NEA) state may be created. This means
the electron is more prone to escape the crystal, since its energy in vacuum is lower
than in the conduction band of the semiconductor. Hence an escape probability
of up to 50% had been observed, making NEA-GaAs one of the most efficient
photoemitters. Figure 4.2 shows the schematic of the polarized electron source used
at MAMI[109, 110].
After obtaining the polarized electron beam it is still necessary to enforce the
proper orientation of its polarization. In the early days between the years 1992 and
1996, a spin-rotator was integrated in the then-longer beamline. After upgrades
the available space for the system did not suffice anymore, therefore a new rotator
system based on the principle of Wien filter – an element with crossed electric and
magnetic fields – was devised and installed in about 50 cm clearance between the
source of polarized electrons and the injector. Although the facility houses several
polarimetry capabilities at the high energy end of the accelerator, a low energy
Mott scattering method is available to the experimentalists as well, which is often
desirable for cross check purposes.
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Figure 4.2: Polarized electrons
are produced by the laser source ir-
radiating the photocathode, which
in turn emits polarized electrons.
In order to facilitate a smooth
maintanence of the photocathode,
a UHV load lock is installed in
the connecting pipeline, thus en-
abling cathode handling without
breaking the gun vacuum. Before
entering the acceleration stages of
the MAMI, the emitted electrons
are lead back down the pipeline,
bend with magnets and propa-
gated trough the spin rotator, thus
enabling the selection of the de-
sired polarization of the outgoing
electron beam. [110]
4.1.2 Race-track and Harmonic Double-sided Microtron
Microtrons are particle accelerator devices utilizing the magnetic field to enforce
the desired trajectory on the charged particles being accelerated. Race-track mi-
crotrons [111] (RTM ) are one of the most frequent design implementation for the
microtrons. They consist out of two 180◦ dipole bending magnets and a LINAC as
the acceleration stage positioned inbetween. With every pass trough the LINAC,
the energy of the accelerated particle increases and therefore also the bending radius
within the magnets. Thus with every pass trough the LINAC the recirculation path
is a bit longer and extraction of the particles with the desired energy possible while
lower energy particles are still being accelerated. The linear accelerator stage uses
RF cavities operated at the frequency of 2.45GHz, giving the time structure of the
beam on the order of 0.4 ns, which cannot be resolved by the experiments, thereby
producing an apparently continuous beam. Figure 4.3 shows the basic design of the
RTM.
The main problem of the RTM design lies in the fact that there are not many
options available when scaling towards greater beam energies is required. One can
either increase the magnetic field or the size of the magnet itself. Since the magnetic
fields of the normal conducting magnets with iron core are capped in the range of
about 1.5T, an increase in size becomes the only available option. Both required
space and the cost rapidly increasing with the size of the magnets make this solu-
tion nonviable in practice, so a different design for the third acceleration stage was
required at MAMI. The proposed solution was a higher-order microtron, encom-
passing four 90◦ bending magnets and two LINACs positioned at the opposite sides.
These are operated at different frequencies in order to suppress beam instabilities,
where one of the frequency has to be an integer multiple of the other. Hence one
LINAC operates at the same frequency as the stages before, namely 2.45GHz, while
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Figure 4.3: Representation of the RTM operation. RTM consists of two reverse dipole
magnets and a LINAC acceleration unit on one side. After electrons get injected into
the system, they gain energy every time they pass the LINAC. This increase in energy
translates into larger turning radius and hence longer path of every revolution. Since all
electrons travel nearly at the speed of light, electrons of different energy can be accelerated
using the same LINAC stage and hence coexists within the system. This translates into
a continuous electron beam with the bunch time structure defined by the LINAC cavities
frequency.
Figure 4.4: The harmonic double sided microtron or HDSM uses four 90◦ bending
magnets, a design that enables the alignment of electron bunches on both sided of the
machine. Hence the machine can house two LINACs per revolution. For stability purposes,
these two stages do not operate at the same frequency, but one stage rather uses double
the primary frequency, hence the name harmonic. In MAMI-C, these two frequencies are
2.45 and 4.90GHz and the maximum achievable beam energy is 1608MeV. [112]
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the frequency of the others is doubled to 4.90GHz, giving the design the name of
harmonic double-sided microtron or HDSM [112]. The schematic of the HDSM can
be seen in Figure 4.4.
This concludes the review of the MAMI facility, so now we turn to the experimen-
tal hall, where the actual experiment took place, the three spectrometer facility of
the A1 Collaboration.
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4.2 A1 Three Spectrometer Setup
The A1 Collaboration conducts its experiments in the ‘Spectrometer Hall’, where it
houses three high-resolution spectrometers for the purposes of high precision mea-
surements in nuclear and hadronic physics [113]. Although mainly operational with
this standard setup, the collaboration operates also several other dedicated detector
systems, to name just one, KAOS, and the experimental hall also serves as a test-
ing ground for new designs chiefly designed in the house. This is facilitated by the
specialized Detector laboratory in its immediate proximity.
In this chapter we will take a look at all the major component relevant for this
work, starting with the scattering chamber, spectrometers and finally the Moller po-
larimeter. Special emphasis will be placed on the horizontal drift chambers (HDC ),
which is a dedicated detector system for recoil polarization experiments. This piece
of hardware had to be refurbished prior to the execution of the beam-time, since
previous experiments had shown it has become worn out and in need of maintenance.
Figure 4.5: A photograph of the three spectrometer set-up in the experimental hall of
the A1 Collaboration. The spectrometers are mounted on a circular ring-track where they
can rotate around the scattering chamber located at the ring center. The spectrometer
are named A (red), B (blue) and C (green) and can operate individually or simultaneously
in any combination. Spectrometer B is specially designed so as to be able to tilt to an
out-of-plane position. [114]
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4.2.1 Scattering Chamber
The vacuum scattering chamber is located at the end of the beamline at the pivot
point of the spectrometers. It contains the target ladder usually mounted with solid
state targets, most commonly a graphite target, a tantalum target, a HAVAR stack
and the aluminium oxide screen. The latter is used for beam position monitoring
at nA beam current levels. The position of the beam is observed with a camera
mounted on the outside of the chamber. The target ladder can be remotely displaced
in vertical direction in order to expose the desired target to the beam.
When the ladder is descended into its lowest most position, there is enough space
in the chamber to expose the secondary target attached to the lid of the chamber to
the electron beam. The lid can host different targets that are rotated along with it
into the desired position. The targets that can be mounted on the lid are waterfall
target, polarized 3He target, a high pressure gas target or the cryo-target [115].
Figure 4.6: The image on the right shows the cryogenic target schematic. The scat-
tering chamber is vacuumized in order to reduce snow formation on the target cell, while
the chamber lid contains the actual cryo-target. It consists of the inner and outer loop
interacting trough the heat exchanger. The target cell used in this experiment is shown on
the photograph at the lower-left, while the cell cross section is shown in the schematics at
the upper left. [115]
In this experiment we utilized the cryogenic target with the liquid hydrogen as the
target medium. Cooled to around 22K at approximately 2 bar, the liquid hydrogen
serves as a proton target. Figure 4.6 shows the schematic of the cryo-target along
with a photo of the exposed target cell. The cryogenic system comprises of two
loops, the inner and the outer. The outer one is hooked onto a Philips machine,
responsible for liquefying the hydrogen flowing toward the target chamber. There
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it gets heated up by receiving heat from the inner loop via the heat exchanger, and
flows back towards the Philips machine. The pipeline connecting the chamber and
the machine is a counterflow pipe, where liquid hydrogen travels in the inner part of
the pipe, while the evaporated hydrogen makes its way back trough the outer part.
The inner or ‘Basel’ loop of the cryogenic target is also filled with liquid hydrogen
and has an exchangeable target cell; we used the cigar-shaped HAVAR foiled cell as
seen in the left up and down parts of Figure 4.6. In order to prevent the overheating
of the target the inner loop has a ventilator attached to enforce liquid hydrogen
circulation within the loop. It is also desirable to keep the running conditions of
the hydrogen in the inner loop as stable as possible, therefore a heater is present
within the loop to compensate for excessive cooling power from the Philips machine
or compensate for a change in the beam current or sudden beam loss. In order
to accommodate higher beam currents trough the target cell, a raster is used to
increase the beam spot area and prevent local overheating of the liquid hydrogen.
4.2.2 Spectrometers
Figure 4.7: Blueprints of spectrometer A (left) and spectrometer B (right). Spectrometer
C is identical, but scaled down version of spectrometer A, the scaling factor being 11/14.
Spectrometers A and C have a quadrupole, sextupole and two dipole magnet design, while
spectrometer B only contains a single clam-shell dipole magnet. Figure from [113]
After scattering occurs in the scattering chamber, the reaction products are ana-
lyzed using the three magnetic spectrometers. These are designed such as to enable
a broad range of possible scattering experiments without taking extensive compro-
mises. In the present section we are going to present the main characteristics of the
spectrometer design, while the more detailed description can be found in [113].
Spectrometers A and C are siblings by design since both have completely the
same blueprint except for spectrometer C being smaller by a fixed proportion. This
diminishes the maximum momentum of the particles spectrometer C is still able
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Table 4.2: Highlighted design parameters of the three spectrometers.
A B C
magnet configuration QSDD clamshell D QSDD
maximum momentum [MeV/c] 735 870 551
momentum acceptance [%] 20 15 25
solid angle [msr] 28 5.6 28
momentum resolution ≤ 10−4 ≤ 10−4 ≤ 10−4
angular resolution at target [mrad] ≤ 3 ≤ 3 ≤ 3
position resolution at target [mm] 3− 5 ≤ 1 3− 5
to detect due to its smaller magnets. Both have optics composed of an entrance
quadrupole magnet, followed by a sextupole and two dipole magnets. In the disper-
sive plane they have point-to-point optics, facilitating high momentum resolution,
while parallel-to-point optics in the non-dispersive plane. This accounts for a precise
first-order determination of the scattering angle.
Spectrometer B is composed of a single ‘clamshell’ dipole magnet, enabling it to
reach very small scattering angles. Due to its optics design, the spectrometer B has a
smaller solid angle acceptance than spectrometers A and C, but can accept particles
with higher momentum than the other pair. It is also unique in its ability to be
tilted in an out-of-plane position in the range of the angles between 0◦ – 10◦. The
polarity of the magnets of each spectrometer can be switched so all spectrometers are
capable of accepting negatively or positively charged particles. Table 4.2 summarizes
the most operation-relevant information about the spectrometers.
The detector systems (Figure 4.8) for all spectrometers are identical and are com-
prised of vertical drift chambers (VDC ), two plastic scintillation detector planes and
a Čerenkov detector. In our case spectrometer A houses a focal plane polarimeter
(FPP) system in stead of the standard Čerenkov detector. The FPP is composed of
a carbon analyzer as a source of secondary scattering and horizontal drift chambers
(HDC ), which are used to analyze the tracks of the secondary scattered protons.
4.2.2.1 Vertical Drift Chambers
The first detectors of the detector package of each spectrometer are the vertical
drift chambers. They lie in the optical focal plane and serve the particle track
reconstruction. There are two sets of VDC with two crossed planes of wires each,
named x1, s1 and x2, s2. The x- and s- planes are crossed at an angle of 40◦ and thus
measure the position of passing particles in dispersive and non-dispersive directions.
Two sets are used in order to achieve a good angular resolution of the track and hence
deduce also the direction in which the passing particle is traveling. The chambers
are filled with equal fractions of argon and isobutane with an admixure of 1.5% of
pure ethanol to counteract the aging of the chambers.
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Figure 4.8: The standard detector package of the spectrometers. The čerenkov detector
is shown in green, the scintillator planes in red and the vertical drift chambers in blue.
Spectrometer A can replace the Čerenkov detector with the focal plane polarimeter system.
[116]
The VDC are placed such that the typical incident angle of passing particles is 45◦.
Under such configuration, every passing particle addresses five or six signal wires in
a single VDC plane making it a very efficient apparatus. From the measured focal
plane coordinates (xfp, θfp, yfp and ϕfp) one can reconstruct the target coordinates
(δ0, θ0, y0, ϕ0), where y0 is the position along the beam direction and δ0 = (p−pc)/pc
with pc being the central momentum of the spectrometer.
The transformation between the focal plane and the target coordinates is per-
formed using the transfer coefficients
G =
∑
i,j,k,l
⟨
G|xifp, θjfp, ykfp, ϕlfp
⟩
xifpθ
j
fpy
k
fpϕ
l
fp ; G ∈ (δ0, θ0, y0, ϕ0) (4.1)
where G stands for any of the target coordinates, and indices (powers) i, j, k, l =
0, 1, 2, ... . The coefficients of this expansion are measured by performing several ded-
icated sieve-slit collimated runs and performing lengthy optimization calculations.
Together with the information on the beam energy they constitute the so-called
transfer matrices used to reconstruct the target coordinates within the collabora-
tion software analysis stack.
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4.2.2.2 Scintillator Detectors
After the particle transverses the VDC it passes trough two planes of plastic scin-
tillator detectors. The first plane is 3mm thick, made of NE 102A material and
called ‘delta-E’ or dE plane. It provides first energy loss information and can serve
as a trigger for low energy protons or deuterons. The second plane is 10mm thick,
made of fast NE Pilot U scintillation material and called ‘Time-of-Flight’ or ToF
plane. It provides a fast signal and is hence the standard choice for trigger and
timing, while also providing second energy loss information. In combination, both
planes can discriminate between minimally ionizing (electrons/positrons and pions)
and heavier particles (protons/deuterons).
Spectrometers A and C house 15 scintillator segments per plane, while spectrom-
eter B uses 14 segments per plane. The size of the segment in the former pair of
spectrometers is 45 cm ×16 cm, while the latter segment size is 14 cm ×16 cm. Every
segment is coupled via light-guides to its dedicated photomultiplier tube (PMT). In
case of spectrometer B the readout occurs only on one side of the segment, since the
segment is small enough, while in the case of the other spectrometers the segments
are being read out on both sides, thus using two PMT per segment. Every segment
is covered by crumpled aluminized Mylar foil to reduce light loss, and on top of that
wrapped in a light-tight black plastic foil to minimize the background signal.
4.2.2.3 Čerenkov Detector
In this experiment, the Čerenkov detector was mounted on spectrometer B exclu-
sively, since spectrometer A housed the FPP system instead. Čerenkov detectors are
used to discriminate between pions and electrons or positrons, since both particles
are minimally ionizing and cannot be discriminated between using dE-ToF energy
loss information provided by scintillator detectors alone. The detector uses C4F10
(decafluorobutane) at atmospheric pressure as the radiator medium. This gas has
appropriate radiation thresholds levels for discriminating between electrons and pi-
ons set at 10MeV and 2.7GeV, respectively. The flight path of particles through
the radiator lies between 90 cm and 245 cm, depending on the momentum of the
particle. In order to collect the emitted light, twelve mirrors reflecting the light into
the funnels with attached PMTs are employed. In the case of spectrometer B only
five mirrors are sufficient due to its narrower design.
4.2.2.4 Horizontal Drift Chambers
The last detector system to be described are the horizontal drift chambers or HDC.
These are actually a part of a larger unit, the focal plane polarimeter or FPP,
consisting of carbon scatterer of various thicknesses and the HDCs [107, 115]. The
FPP is employed exclusively for recoil polarization experiments and is hence crucial
for the analysis of the secondary scattering pattern of the protons.
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Operation Principle Protons carry a half-integer spin s = ±1
2
and do not merely
interact with matter electromagnetically, but can interact via strong nuclear force
as well. When exploring the potential between a proton and a nucleus the potential
of the following form can be written [115]
V (r) = Vr(r) + VLS(r)⟨L · S⟩. (4.2)
The second term is the coupling term between the proton spin and orbital angular
momentum with respect to the nucleus. This term differentiates between the sides
of the passage of the proton with respect to the nuclei (see Figure 4.9). There-
fore asymmetric angular distribution can be observed from nuclear force scattering,
since both terms are comparable in size. This cannot be said about the far more
frequent event of scattering due to the electromagnetic force, where the central term
dominates over the LS coupling term. Therefore only events with scattering angle
greater than 7◦ are considered, where events due to the strong nuclear force start to
dominate over the electromagnetic ones.
Figure 4.9: Scattering of a proton on 12C nuclei. When a proton passes the nucleus, it
is exposed to different strength of the potential depending on the side of passage, since its
spin S couples with the orbital angular momentum L. Since we can fix the proton spin by
using polarized beam, we would observe an asymmetric distribution of scattering events
with respect to the azimuthal angle. [115]
When measuring the spin of a spin-1/2 particle, only two observations can be
made, either the particle has spin +1
2
or it has spin −1
2
. Before the observation
though, the particles’ spin can actually have an arbitrary orientation in space and
contracts to its measured value at the moment of measurement. Thus one can
experimentally define the polarization of an ensemble of particles along a chosen
direction i to be
Pi =
⟨Si⟩
S
=
N i+ −N i−
N i+ +N
i−
, (4.3)
where N i± is the number of protons with spin projection ±12 on the selected direction.
With this definition, the cross section for a scattering process (p,12C) can be cast
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in the form [19, 115]
σ = σ0(Θ, Ep)
[
1 + PbhAC(Θ, Ep)(P
FP
y cosΦs − P FPx sinΦs)
]
, (4.4)
where AC is the carbon analyzing power and depends both on the scattering angle
Θs and the proton energy Ep. Here P FPi are the two components of the proton
polarization in the the focal plane, h is the electron beam helicity and Pb the beam
polarization. Φs is the azimuthal angle, thus one can extract the polarization com-
ponents from the azimuthal distribution of events.
There is no third polarization component, since the polarization needs to lie in
the carbon scatterer plane in order to have a marked effect on the scattering via LS
coupling. This also means that one can only obtain two of otherwise three polariza-
tion components of the passing proton. This shortcoming can be compensated to
some extent trough the reconstruction of the polarization in the target coordinate
system, since the rotation of the spins within the magnetic fields of the spectrometer
shuffle the spin components and enable determining the missing components from
the off-diagonal components of the transfer matrix.
In order to extract the polarization, a good knowledge of proton tracks before
and after secondary scattering on the carbon needs to be known. The path prior to
scattering is determined by information given by VDC, while the track after scat-
tering is determined by HDC. By reconstructing the closest point in space between
both rays provided by the chambers, one can reconstruct the scattering point and
confirm that it originated in the scatterer, and finally obtain the desired quantities.
Horizontal Drift Chambers The horizontal drift chambers have been designed
and built by Thomas Pospischil in the years 1996-1998 [107, 115]. The HDC is
composed of two drift chambers with two wire planes each. The wires are mounted
at an angle of 45◦ with respect to the chamber frame, with the second wire plane
orthogonal to the previous one. Every plane is made of interwinding series of signal
(20µm thick) and potential wires (100µm thick) with a wire separation of 10mm.
The HDC operates with a gas mixture of 20% argon and 80% ethane with a small
admixure of alcohol. The achieved space resolution is in the region of 300µm with
an angular resolution of about 2mrad. The carbon analyzer is placed directly un-
derneath the HDC and consists of an aluminium frame holding a graphite plane of
various thickness. The thickness of the analyzer is adjusted on a per-experiment
basis in order to achieve the best configuration for the kinematically required mean
proton energy.
Since the particle trajectories trough a single wire plane are nominally perpendic-
ular, only a single wire ‘fires’ when the particle passes the plane. For a successful
reconstruction of the event, all four planes have to detect it, otherwise the event
must be discarded. Therefore it is of paramount importance that we achieve as
high detection efficiency as possible in every plane. The parameter playing the most
important role with respect to this goal is the voltage applied to the cathode foil
covering the chamber plane (aluminium coated 3.5µm thick Mylar). The optimal
HV gives rise to a maximum efficiency of about 95% per plane, thus the overall
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efficiency of the HDC can be at most around 85%.
Refurbishment Work In practice, this had been hard to achieve in the last
years, since the HDC system is being installed and retracted from the spectrometer
A on regular basis thus contributing to its wear. Since it is a very delicate piece of
machinery, mechanical stresses and simple aging process affect the undesired leakage
currents and the required high voltage for optimal performance had been hard to
achieve and even harder to maintain during the beamtime with usefully high beam
currents. In the first half of 2014 refurbishment of the HDC was performed. A short
overview of the most frequent problems encountered during refurbishment and the
applied solutions are presented in the following paragraphs.
Figure 4.10: HDC placed in the ‘clean room’ of the Detector laboratory in KPH. On the
stone table lies a single wire plane while the table at the back holds the rest of the HDC.
One can observe the odd-even cards on the short side of the frame holding the wire plane
on the stone table, while the top layer of the HDC visible on the table in the back, is the
cathode foil. This was the first time since being built that the HDC had been opened for
refurbishment.
One of the most significant problems that had to be addressed were the broken
wires. Every plane consists of signal and potential wires and every lost wire means
a lost cell. In the case of the potential wires the problems are even greater, since
the potential wire plays a role in the determination of the side on which the particle
traverses the neighboring signal wires. Therefore a broken potential wire affects two
signal wires, not only one.
Another possible source of trouble are the odd-even amplifier cards. As mentioned
before, only a single wire is usually fired per plane. The TDC (time-to-digital con-
verter) information gathered from that wire can only give the distance of the track
from the signal wire, but not also the side of passage. In order to differentiate
between left or right passing particles, one takes the signals from neighboring po-
tential wires, feeds it to a differential amplifier and observes the resulting signal.
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The electrical current induced on a given potential wire i is given by Ramo theorem
as [115]
Ii = −qv ·Ei(x)
Ui
, (4.5)
where q is the charge of the moving particle, v its velocity and Ei the electric field
at the passage position, formed by the i-th potential wire under consideration.
In this manner left and right passing tracks can be distinguished. The possible
failures are bad contacts or misbehaving differential amplifier. This can be remedied
by simply replacing the chip in the latter case, and repairing the affected contacts
in the former case.
After the reparation work has been completed, the HDC were re-installed into
spectrometer A for the Roper2014 beamtime conducted later that year from the end
of September to mid-October. The HDC performed well, with almost nominal oper-
ational performance. Apart from rectifying wide stripes of insensitive bands due to
the broken wires and odd-even amplifiers, also more stable and almost optimal high
voltage was achieved, boosting the observed efficiency from the previous beamtime
in 2010 from approximately slightly above 50% to the nearly nominal value above
80%.
4.2.3 Trigger and Data Acquisition system
During a beamtime, detectors are constantly outputting signals, but not all them
are relevant. In order to select potentially useful data trigger logic is implemented
individually on every spectrometer of the set-up, as well as combined together for
coincidence experiments. Figure 4.11 shows the simple schematics of this process.
Figure 4.11: Schematic of the trigger process. when a particle passes the scintillator
planes a trigger signal is sent to the spectrometers’ programmable logic unit. If the event
is accepted the signal is propagated to a FPGA board where coincidence conditions be-
tween spectrometers are checked and return signal to the spectrometers supplied if event
is accepted and readout of data should occur. Interrupts are further propagated to a
workstation running the event builder process. [117]
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Every spectrometer houses a programmable logic unit (PLU ) sending a trigger
signal downstream [117]. The PLU can be programmed to combine signals from
scintillator planes and Čerenkov detector into a desired logic table for experiment
at hand. The usual trigger requirement scheme would be a signal from at least one
scintillator segment in one or both scintillator planes and a possible veto from the
Čerenkov detector. There are further conditions one usually employs, for instance
to lower the PMT noise, a coincidence of signals from both sides of a scintillator
paddle are required.
Eventually all trigger signals from individual spectrometers find their way down-
stream to a fast field programmable gate array (FPGA) where coincident conditions
are analyzed and possible signal modifications employed. Dependent on the exper-
imental conditions, every signal can be delayed or widened, and possible scaling
employed. For instance, in a typical coincidence experiment between spectrometers
A and B, one would like to accept every coincidence event between the two spec-
trometer, but in addition, one could also take every Nth single arm event from either
spectrometer. Thus a scaling of 1 : N for this trigger condition can be employed.
After FPGA accepts an event a return signal is sent to the spectrometer front-end
electronics in order to start the digitization of detector signals and their readout.
Another interrupt is sent to the receiving workstation where the event builder soft-
ware is running in order to accept the readout values, combine them in an event and
send to the disks. The event builder also collects all the necessary data to analyze
the dead time and other running conditions of the experiment.
The acquisition dead time comes almost exclusively from electronics, while detec-
tors themselves give practically no contribution. The ADC and TDC cards are the
usual bottleneck of the system. More information can be found in [113, 117].
4.2.4 Møller Polarimeter
In the section about the source of polarized electrons I have mentioned the possibility
of a Mott measurement of the polarization. That measurement is an additional cross-
check for the absolute polarization measurement usually performed with a Møller
polarimeter at the A1 experimental hall located upstream from the target. The
main advantage of measuring the polarization at this point in comparison with the
Mott measurement is that the Møller polarimeter is located immediately before
the scattering chamber, when all the magnets within the acceleration systems and
beamline have been traversed [118].
The polarimeter is based on the e⃗ e⃗→ e e Møller scattering process with a cross
section given by
dσ
dΩ
=
dσ0
dΩ
(1 + αzz(θcm)P
z
b P
z
t ) (4.6)
with dσ0
dΩ
being the polarization independent part, Pb is the beam polarization, Pt
is the target polarization and αzz the analyzing power, with indices indicating the
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Figure 4.12: The electrons from the beam scatter on a 6µm thick iron foil placed within
a superconducting solenoid. This scattered electrons have known polarization and further
coincide with the electrons coming from the beam undergoing Møller scattering process.
These Møller electrons are then focused by using a quadrupole magnet and deflected to-
wards detectors placed on one side of the beamline.[118, 119]
direction of the polarization of the beam and the target, respectively.
The beam polarization is flipped with 1Hz while the target polarization is fixed.
Experimentally, an asymmetry can be built by observing the difference in cross
sections for parallel or anti-parallel spin orientation. Let us denote the before men-
tioned cross sections as σ↑↑ and σ↑↓ respectively and hence define the asymmetry so
calculated as
A = σ
↑↑ − σ↑↓
σ↑↑ + σ↑↓
= αzz(θcm)P
z
b P
z
t . (4.7)
The polarized electrons scatter on a 6µm thick iron foil placed in a superconduct-
ing coil generating a 4T magnetic field. For this configuration, the polarization of
the electrons in the foil is about ≈ 8% [118]. Incoming electrons from the beam col-
lide with these electrons in the foil and undergo Møeller scattering. With the help
of the focusing quadrupole magnet and the deflecting dipole magnet, these Møller
scattered electrons are then directed towards two Pb-Glass counters placed on one
side of the beamline. The two detectors are synchronized and the asymmetry in
their counts can be measured. After correcting for background counts and luminos-
ity, the beam polarization can be determined from the known polarization of the
iron foil and the known analyzing power as [118]
Pb =
A
αzz(θcm)P zt
. (4.8)
The main source of the systematical error is our knowledge of the analyzing power,
since it is calculated theoretically, but should be averaged over the phase space of
the acceptance of the Pb-Glass detectors as well. This estimation is done by a
simulation. Other sources of systematic errors are the beam and target positions
and the target polarization, which depends on the temperature and the magnetic
field. In the end the estimated systematical error lies within ±1.2%. There is also
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a hodoscope detector available, made of segmented scintillator strips, which is able
to push the uncertainty below a per cent. With an approximate measurement of 10
minutes statistical errors comparable to the systematical ones can be achieved.
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Chapter 5
Calibration and Filtering
During the Roper2014 beam time, running from September 23rd until October 13th
2014, a total of 36 GB worth of production data had been taken in the form of
half-hour runs. These are further divided into sessions, where every session is a
continuous group of production runs, during which the experimental settings and/or
circumstances remained unaltered. The experimental sessions and their description
are presented in Table 5.1. The runs are denoted by the month-day-hour-minute-
second ‘MM-DD-hh-mm-ss’ mask corresponding to the start of the run.
The purpose of the NS session was to facilitate HDC alignment determination with
the use of the run-through protons. At the same time, the HDC high voltage and
preamplifier voltages had been tested in order to better understand the behaviour
and performance of the HDC, since this was its first production operation since
being refurbished in the first half of the year. The following SC session served much
the same purpose, but now with 7mm carbon scatterer inserted right before the
HDC active plane.
The sessions EC, ECh and CT were used to estimate the scattering contribution
from the cell walls of the Cryo target. The empty cell target walls are made of
(57±1) µm thick havar foil with a full length of (48.2±0.3) mm. It also serves as
a reference when the actual Cryo Target is inserted, helping to identify possible ice
formation on the target walls.
The remainder of the sessions were the actual ‘Roper’ production sessions, labelled
as DAT[1-8], with an intermediate session IS, where the target state was not com-
pletely under control and its temperature oscillated around the desired value due to
technical target cooling problems latter resolved. These production sessions are split
on the basis of larger hardware interventions in the experimental hall or noticeable
changes in the running experimental conditions that might affect the calibration
state of the experimental apparatus.
We know from reaction kinematics, that our production data will be contaminated
with pions in Spectrometer A. Therefore the first step of the analysis was to pre-
filter data with a particle identification (PID) cut in order to omit the events with
a pion signature in Spectrometer A. This has been done by discriminating between
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Table 5.1: The summary of the production runs and corresponding purpose of particular
run sessions.
session description start run end run
NS no scatterer session on C12 09-23-17-45-10 09-24-14-47-06
SC carbon scatterer session on C12 09-24-19-12-15 09-25-06-40-28
EC empty cell session 09-25-22-23-19 09-26-05-56-26
ECh empty cell session with flipping helicity 09-26-16-37-38 09-26-21-05-50
CT cryo target test session 09-26-22-27-56 09-26-23-55-36
DAT1-5 production data, sessions nr.1-5 09-27-00-01-06 10-05-01-56-22
IS Intermediate session (T unstable) 10-05-01-56-22 10-06-05-34-17
DAT6-8 production data, sessions nr.6-8 10-07-12-50-49 10-13-05-35-46
the proton and pion tracks in Spectrometer A on the basis of deposited energy in the
ToF and the dE scintillator layers of the spectrometer. Since pions are minimally
ionizing and protons not, this separation is fairly trivial.
With the proper data sample without pionic events, we then turn to the process
of precisely calibrating our detector systems. In this stage of data analysis one
tries to construct the best possible run.db configuration file for the A1 in-house
built analysis software Cola++. Pre-filtering the pionic events mainly contributes to
obtaining a cleaner timing information from scintillator detectors, while both drift
chambers, horizontal and vertical, can be calibrated without pre-filtering pions.
After the calibration of detector systems is complete, appropriate physically mo-
tivated cuts are made in order to obtain a clean set of polarization data. These
are then used to obtain the polarization components via the maximum likelihood
method. The details of this procedure are described in the chapter Analysis of
polarization data.
Before turning our attention to the detailed description of the calibration proce-
dure a fraction of the time will be spent on describing the programming tools used
to calibrate and analyse the data.
5.1 Dedicated Software Stack
The A1 Collaboration uses an in-house built DAQ and analysis software stack to
collect and analyse the experimental data. The A1 software stack consists of:
• Aqua++: Data acquisition and persistence
• Cola++: Data analysis
• Lumi++: Luminosity calculations
• Simul++: Simulation package
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*.col
data.xz
User interface to
object de nition
Analysis layer
Figure 5.1: The Cola++
habitat consists of input
data files, calibration infor-
mation supplied via run.db
configuration file and user
defined objects that dictate
the analysis performed by
the Cola++ software.
In addition a lot of standard A1 calibration and analysis tools in the form of bash,
C++ and python scripts had been utilized. Most notably the ‘Makefile’ analysis
philosophy has been used to automate the analysis procedure based on the generic
pre-supplied A1 makefile.
Aqua++
During an experiment, Aqua++ handles the collection of event information and cre-
ation of persistent binary data to be stored on the disk. It is written in C++ language
and defines the structure of the data in header files, which are further used by the
Cola++ software in order to correctly interpret the so created data while processing
it. Hence, Aqua++ is the workhorse process orchestrating DAQ and archiving the
collected data for further analysis by other software during the beam-time. In addi-
tion it has a graphical user interface written in Java which offers controls to gather
information about the state of the experimental machinery and request transitions
to the desired one.
Cola++
Cola++ is the main analysis tool of the A1 Collaboration. It too is written in C++
and offers great flexibility and customization of the data analysis process to the
user via object description .col files, where not only raw reconstructed data can be
accessed, but user defined derived objects declared as well.
Figure 5.1 describes in a schematic way the Cola++ habitat. As input the run
files created by Aqua++ have to be supplied, while several calibration files determine
the data reconstruction. The main source of information about the experimental
conditions is stored in the run.db file. There, also references to additional calibration
files needed by Cola are provided; for instance which transfer matrix to use for
particle transportation trough the respective Spectrometers magnetic field, the HDC
calibration file to be used and so on. This is the calibration layer of the Cola Habitat,
since adjusting the parameters within influences the reconstruction of recorded data.
For successful analysis the Cola++ software needs to know what has to be (re)constructed.
This is in the domain of the user, who interacts and guides the analysis software
by supplying object definition files known as the COL (*.col) files. In the col file
the user declares which variables will be used and how in order to construct new
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variables, histograms, output files and so on. Particularly powerful is the ability to
perform complicated four-vector calculations with the use of the built-in FourVector
library, thus giving the user a chance to construct customized, task-specific cuts to
be applied on the scalars represented trough one- or two-dimensional histograms.
DATA
1st reconstruction: raw data
2nd reconstruction: userland
Presentation layer
raw scalars -> user de ned scalars,
                        cuts
data -> raw scalars
scalars, cuts -> histograms
Cola++
Histogram les
for every event
Figure 5.2: The scheme of the Cola++ in-
ternal analysis stages. First the raw detector
information is being reconstructed and made
available as raw scalars. In the next step
the user defined objects are being constructed
and finally histograms updated with the cal-
culated/reconstructed scalars. This steps are
repeated for every recorded event in the data
file.
The reconstruction itself is schemat-
ically presented in Figure 5.2, where I
have divided the computational layer in
three conceptually different parts. The
analysis software is first fed the data
file or stream created with Aqua++ and
then performs the following steps on
an event-per-event basis: reconstruction
of raw data as sampled by spectrome-
ter detector systems — 1st reconstruc-
tion; construction of user defined ob-
jects (FourVectors, Scalars, Cuts, ...)
— 2nd reconstruction; and finally feed-
ing the calculated values to specified his-
tograms for further analysis or interpre-
tation — presentation layer.
Lumi++
Lumi++ is a helper program that calcu-
lates the luminosity related quantities
out of the data file. Every data file con-
tains all the information about the ex-
perimental conditions at the time of the
acquisition, including information about
scalars that are periodically entered into
the file. Lumi++ uses these scalars and information about the total and active elapsed
time to calculate the dead time and total collected charge during the run.
Simul++
Simul++ is a state of the art Monte-Carlo simulation package capable of generating
events using various theoretical models and then propagating the primaries across
the whole Three-Spectrometer setup to generate an equivalent output histogram
file to the ones produced by Cola++ from the experimental data files. This way a
direct comparison of experimental and theoretical results is possible. The simulation
package uses much the same computational environment like Cola++. It needs the
supporting run.db and its associated calibration files and uses the object description
.col files to produce the output as well.
The simulation system is rather easily extendable and grows in accordance with
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the performed experiments at the A1 Collaboration. For the purpose of this experi-
ment, I have extended the simulation system with implementations of two additional
models and proton polarization propagation and analysis. More on this will be said
in the corresponding analysis chapter.
5.2 Supplementary Software Stack
Along with the dedicated A1 software stack I have built and collected also a variety
of helper programs used to analyse and interpret the data. Most of them are task
specific and hold no general value to the collaboration. Nonetheless, some of them
have become more robust and are probably worth mentioning as a reference source
to interested future collaborators.
The most basic task one encounters after producing histogram files with the anal-
ysis software is their visualization. The A1 Collaboration - of course - has their own
tools to accomplish this task. In the case of the histogram visualization, the hmview
is the default histogram viewer tool to achieve the desired goal. Another possibility
is the use of hm macro files, where gnuplot is the visualization agent.
Piccola
Due to some issues on newer linux Workstations, I had considerable troubles using
hmview as well as the Cola++ GUI (the Cindy viewer) reliably on some systems.
Although the issues were latter circumvented I have created an alternative histogram
and Mezzo file reader named Piccola. It is written in python3 and uses python
bindings to the Qt toolkit, as well as the standard scientific library stack for python
in the following line-up: matplotlib for visualization, numpy and scipy for numerics
and statistics, psycopg2 for postgres database interface. Also, the A1 Collaboration
python bindings for reading the histogram files, the pyhm module, is being used to
actually read the data from the files. The stable release of the Piccola has been
included into the A1 software version control system and is available for general use.
Some advanced features that are still under development or unstable, are available
on my personal git repository for the interested.
Figure 5.3 shows both available viewers. On the left is the standard hmview and on
the right the piccola viewer. Both offer much the same functionality, but the latter
is also capable of directly reading the mezzo files, thus merging the functionalities of
Printmezzo and hmview. Both also facilitate the use of macros, but since piccola is
written in python, the helper modules it defines can be easily included in scripts as
well. I have developed and used one such derivative script, HDC_calibrate_a1.py,
to automate the calibration procedure of the HDC detector system.
Since piccola is basically a Qt application, it has a large scope of upgrade-
ability and several test modules translated into optional tabbed widgets had been
created, but removed from the base application, since they have their own possible
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(a) hmview (b) piccola
Figure 5.3: hmview and piccola viewers of the histogram (*.his) files. The first is the
standard viewer of the collaboration and the second is its python port that grew slightly
larger. The constituent python modules of the viewer can be easily included in scripts.
Most notably HistogramManager.py and FitManager.py suffice to automate histogram
analysis within the python ecosystem.
prerequisites and would bloat the application. These can be optionally turned on
in the configuration script to enable (for example) the interface to the PostgreSQL
(or basically any other) database server, arithmetic operations on histogram files,
makefile generator and so on.
Another consideration had been made in the time of creation of the hmview python
port, namely the fact that both python and Qt are extremely popular programming
platforms and will most likely be supported for quite some time in the future, so
the viewer should be rather easy to maintain for considerable time.
5.3 Calibration and Filtering
Now we turn back to the calibration process. As mentioned earlier, the first step
was to identify pionic events in Spectrometer A and filter them out. After that we
perform a standard calibration of the detector system stack and describe the most
relevant points. Special emphasis is given to the HDC calibration, since HDC is not
universally employed in the A1 collaboration experiments and some details might
be of special interest to the interested audience. After calibration of the detector
systems in both Spectrometers a physically motivated analysis begins. First, stan-
dard cuts to filter usable events describing the pion electro-production are applied
to further reduce the data set, on which statistical methods will be applied.
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5.3.1 Pre-filtering Pionic Events
In a coincidence experiment, events from spectrometers A and B are identified as co-
incidence events, if their respective trigger signals lie within a specified time interval
called coincidence window with respect to each other. Such events can either be true
coincidences, where both spectrometer arms detected particles originating from the
same process, or they can be accidental coincidences, where detected events do not
originate from the same process. True coincidences tend to form a coincidence peak,
while accidental coincidences are evenly spread across coincidence time window.
The kinematics of our experiment are susceptible to contamination with posi-
tive pions in the Spectrometer A. However, these do not come in true coincidences
with electrons and cannot be completely eliminated by cutting on coincidence time
peak. They come in a shape of accidental coincidences and thus evenly populate
the coincidence time window.
In order to properly time calibrate both scintillation layers, one has to isolate scin-
tillation signals produced by protons and perform calibration on such ’pre-filtered’
data. This can be achieved by observing the two dimensional histogram of ADC
response on both scintillation layers, as depicted in Figure 5.4 (left). It contains two
blobs, one lying at the lower energy range of the histogram and the other at the
higher energy range. Since the momentum of the particles accepted by Spectrometer
A is in the range of 650 MeV/c, the protons with the rest mass of 938.3 MeV/c2 will
deposit greater amount of energy as they pass trough the scintillators in comparison
to the lighter 139.6 MeV/c2 pions that are already in the minimum-ionizing regime.
Thus the smaller blob corresponds to the pionic events and the larger one to the
protonic events.
It is already clear that a separation of these two types of events can be easily done
by cutting away the lower part via a simple straight line. Nonetheless, this separation
can be made even more clean by applying ADC calibration to the individual paddle
signals from the scintillators. This procedure is described in the following subsection,
here we represent in advance the resulting histogram presented in Figure 5.4 (right).
Although not essential in our case, the ADC calibration does limit the loss of good
protonic events lying on the edge of the corresponding blob.
5.3.1.1 Scintillator ADC Calibration
In order to calibrate the Scintillator ADCs, one has to perform a per-paddle calibra-
tion of both scintillator layers. A typical signal ADC provides is shown in Figure 5.5.
In this particular case the two peaks are fairly obvious and the calibration can be
performed by rescaling and offsetting the raw histrogram in a manner that aligns
both peaks to the corresponding ones on all the other paddles. In the Cola++ anal-
ysis pack one can control these parameters via entries in the run.db file. The 1st
reconstruction of ADC values is given by the formula:
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(a) raw dE vs ToF histogram (b) ADC calibrated dE vs ToF histogram
Figure 5.4: (a) Raw histogram of the deposited energy on the ToF scintillator layer as
a function of the deposited energy on the dE scintillator layer. Hardware was already
adequately prepared during the data acquisition stage with coarse gain-matching across
the scintillator paddles already resulting in a meaningful plot. (b) Applying final software
calibration to the data acquired from the scintillation paddles, the histogram becomes
slightly sharper and facilitates a clean cut on protonic events.
Figure 5.5: Since the
ToF layer of the scin-
tillators collects more
energy than the dE
layer scintillators, the
peaks are usually eas-
ier to separate in the
former. Here we can
see a clear distinction
of energy deposited
by minimaly ionizing
pions with a peak
around channel 120
and energy deposited
by protons with a
peak around channel
600.
s = r · scale + offset, (5.1)
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where r refers to the raw value obtained from the ith paddles ADC, scale and offset
are the free calibration parameters and s is the reconstructed value. Naturally, since
we have two peaks and two free parameters, we can shift both of them to the desired
value and we can do this for every paddle.
An additional complication in the case of Spectrometers A and C is the fact that
the scintillation light is being read from left and right side of a paddle, so one has
to perform the ADC calibration on both sides and combine them into a single ADC
response. This is usually done by taking the geometrical mean of both ADC values
to represent the energy response of the scintillation paddle. Rather often such clear
distinction between the peaks as seen in Figure 5.5 therefore cannot be made. It is
useful to plot a two dimensional dE-ToF plot on a per-paddle-pair basis and calibrate
the paddles with the help of such histograms, since the peaks are far more clearly
seen if presented in such a way.
By employing peak search algorithms we have thus calibrated all the ADCs pro-
grammatically. The final result off the calibration can be verified on a 2D plot show-
ing peak positions vs paddle number where the peak positions have to be aligned.
The corresponding calibrated and paddle combined response of scintillation layers,
as presented in Figure 5.4 (right), is thus obtained.
5.3.2 Detector Calibration
After performing a cut on the pions in spectrometer A, a general calibration of the
detector systems has been performed. First I will present the timing calibration,
since this is the basis for a coincidence peak cut and will suppress most background
events. Afterwards we will take a look at track reconstruction and corresponding
VDC calibration. We will then present the Čerenkov detector calibration and finally
a more thorough investigation into the HDC calibration procedure. Since HDC is
not universally used in the A1 Collaboration experiments I will spend slightly more
time on this topic as it might prove useful for other collaboration members working
with the HDC.
5.3.2.1 Timing Calibration
We have already presented one part of the scintillator calibration, namely the cal-
ibration of analog-to-digital converters. Now we will move on to extract the other
information the scintillators provide, the timing of the events. To achieve this, we
will analyze the signals recieved from the TDC. The trigger for an event is usually
selected to be the ToF scintillator layer. Therefore a change in the timing calibration
of the ToF layer paddles affects the global timing trigger. This means that timing
calibration cannot be done in a single step, but is rather an iterative procedure.
Luckily though, no more than a handful iterations are usually necessary to find the
optimal calibration and every iteration follows the same path.
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TDC Calibration When a particle passes a scintillator paddle it triggers the
timing of the event and the timing itself is read out from the corresponding paddles’
TDC. The timing of these signals to not align perfectly across all paddles, but differ
in a range of a few nanoseconds. This leads to a broadening of the coincidence
peak and must therefore be remedied. Since we are performing a coincidence ex-
periment, there is also a global timing difference between the signals arriving from
spectrometer A and spectrometer B. This difference defines the coincidence peak
global positioning. There is another source of timing error. The signal arriving to
the TDC needs to climb above a trigger treshold and this delay depends on the
deposited energy. This effect is known as time walk and must be corrected as well.
First we take a look at the coincidence time histogram and adjust the general
position of the found peak to lie at the timing origin. This is controlled by a
single run.db parameter called CoincidenceTime. Secondly one has to correct for
the small paddle time differences across the paddles of both scintillator layers by
shifting the corresponding peak location to the origin position. This is achieved by
specifying a separate array of offset values for each layer.
When this procedure is completed for one spectrometer, we correct the values
for the second one. But we have to be aware that by modifying these values we
Figure 5.6: Coincidence time histogram for the 8th session. When callibration is fully
applied a final time resolution of 0.9 ns FWHM is achieved.
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are basically modifying the global timing reference between the spectrometers as
well. Therefore any change to one spectrometer inevitably leads to a correction of
the timing on the other. Hence we need to return to the previous spectrometer
calibration and repeat the procedure. Luckily already after three to five iterations
the timing calibration stabilizes.
The time resolution of our experiment when this procedure is done is about 1.25 ns
FWHM. This can be further optimized by applying walk correction presented in
the next paragraph in order to achieve our final best resolution of 0.9 ns FWHM.
Figure 5.6 shows the reconstructed coincidence time histogram for the DAT8 session.
Walk Correction The paddle aligning procedure from previous paragraph doesn’t
achieve the best possible time resolution since we still need to take into account the
time walk (see Figure 5.7). This effect comes due to the difference of the signal
rise time depending on the signal strength, which is directly proportional to the
deposited energy of the passing particle in the scintillator paddle.
Figure 5.7: The signal produced at the same instance t0 will trigger the discriminator at
slightly different time if the amplitudes differ. This phenomenon is known as time walk.
A stronger signal will have a steeper rise time, thus exceeding the trigger value
of the discriminator faster than a weaker signal. In analysis software, a quadratic
approximation for the beginning of the pulse shape is used
Ut = U(t) = q ·Q · (t− t0)2, (5.2)
where Ut is the threshold value, Q is the total collected charge and t0 is the start
time of the pulse and a the free parameter of our approximation. We can invert this
relationship and solve for the pulse start time t0:
t0 = t−
√
Ut
Q · a ≡ t− a˜
1√
Q
, (5.3)
where we have introduced a renormalized parameter a˜ =
√
Ut/a, which is the actual
parameter implemented in the software.
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To make this correction one has to create a two dimensional histogram of coinci-
dence time versus the square root of the ADC signal. If such a plot has a slope and
is not merely a horizontal line at tcoinc. = 0, one has to optimize the aforementioned
parameter until it is. After this procedure is done, all paddles produce a narrower
coincidence peak regardless of the actual position of passage trough the scintillators
(which in turn depends on the particle energy). The calibrated histogram for walk
correction is shown in Figure 5.8.
Figure 5.8: A time walk corrected histogram of coincidence time depending on the de-
posited energy in tha scintillator layer. If the principal axis of the elipses encircling the
signal blob is not horizontal, a walk correction has to be made.
5.3.2.2 VDC Calibration
Vertical drift chambers supply the needed information to reconstruct the point of
particle’s passage in every wire plane. This is done by comparing the TDC values
from neighboring activated wires in the wire plane. VDC have 4 layers with corre-
sponding TDC readouts. In order to make the reconstruction process reliable, hot
and/or dead wires must be identified and handled appropriately. Finally, the travel
time of the charged particles in the gas mixture used must be determined in order
to achieve the best calibration.
‘Dead’ and ‘Hot’ Wires In order to identify unresponsive or inefficient (dead)
or noisy (hot) wires, one just has to look at the wire spectrum (Figure 5.9). This
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should be more or less smooth, so a dead wire will leave a dent in the histogram,
while hot wires will produce a big spike. When these are identified they need to be
disabled in run.db so they do not interfere with the track reconstruction.
Figure 5.9: The number of events picked-up by individual wires in a VDC. In the second
part of the histogram hot wires are clearly visible, while the dips in the otherwise smooth
distribution of events represent the dead wires. These are excluded from analysis via a
switch in run.db in a form of an array of disabled wires.
Drift time In order to properly reconstruct track information for every individual
wire plane, one takes a look at the drift time histogram and determines the zero-
crossing point of the falling edge, as depicted in Figure 5.10. This is performed on
every layer.
Drift velocity The final piece of information is the drift velocity of the generated
charged particles in the chambers’ gas mixture and electric field. This is deter-
mined by calculating the full reconstruction of the path and observing the error
of the reconstruction histogram. This procedure is repeated with slightly varying
the drift velocity values in the run.db and searching for the minimum in the error
reconstruction histogram (Figure 5.11).
This procedure, along with the TDC zero-crossings channels, is repeated and best
estimated values substituted in the run.db until the process converges by finding
the smallest achievable error of the reconstruction.
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Figure 5.10: The drift time histogram composed of TDC recorded times of charge travel
on a per-event basis. This histogram is in reality inverted, since scintillators trigger the
timing, but that signal is actually delayed and instead of being the start signal it is rather
a stop signal. Therefore the longest still recorded time on this histogram actually indicates
the shortest time. This value is determined by looking at the falling edge (zoom in top-right
corner) and determining the intercept of the extrapolated straight line with the abscissa.
Figure 5.11: The recon-
struction error histogram
in the spatial coordinate
x. By varying the TDC
and drift velocity param-
eters one tries to find the
global minimum in this pa-
rameter space. The cal-
ibration is typically done
programmatically by vary-
ing the parameters until
the best estimate of the pa-
rameters converges.
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After applying all of the above, some additional special cases can be analyzed
out, such as δ-electron creation, but in our case we have another layer of informa-
tion available in HDC track reconstruction that is available only with experiments
utilizing the HDC. Every falsely reconstructed event in the VDC will inevitably
incur huge reconstruction errors downstream, which will be caught and filtered out
later.
5.3.2.3 Calibration of the Čerenkov Detector
The Čerenkov detector is primarily used to differentiate between electrons and heav-
ier particles, most notably pions, although it could also be utilized as a trigger or
veto detector. In this experiment we have employed the Čerenkov detector only in
spectrometer B, but did not really have to use it, since all the other physical cuts
already fulfilled its mission. Nonetheless, I have made the most rudimentary calibra-
tion step by looking at all five photomultiplier responses and marked the pedestal
value in the run.db. Figure 5.12 shows a typical PMT readout spectrum. In this
spectrum we note the value of the first minimum in the histogram and thus mark it
as the detection threshold.
Figure 5.12: The typical ADC signal from a PMT coupled with a light guide to the
Čerenkov mirror. The first step towards calibrating the detectors is determining the thresh-
old value for an event. It is done by either subtracting the pedestal and/or finding the first
minimum right after the pedestal signal drop-off.
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5.3.3 The Calibration of the HDC
The horizontal drift chambers are of great importance to recoil-polarization experi-
ments, since they provide the actual piece of information enabling the polarization
extraction; they provide information on the location of the secondary scattering
events and their angular distribution.
But in comparison with the VDC, the design of the chamber is such that predom-
inantly only one wire will signal a passing proton. Therefore the reconstruction fully
depends on very precise calibration of all 412 signal wires across four wire planes,
since there is no fallback information available. In addition, potential wires need
to be read out as well, since they provide the information about the side on which
the particle passed the signal wire. Hence the number of wires in need of precise
calibration doubles.
Just like with the VDC, the HDC also needs to be calibrated with respect to
the drift velocity and the drift time parameters. Their task is to translate the drift
time histogram into the actual drift times. Another complication arises from the
problem of determining the exact position of the HDC within spectrometer A, since
it is frequently substituted with the Čerenkov detector and its exact positioning is
usually experiment-specific.
5.3.3.1 HDC Drift Time Calibration
As with the drift time calibration of the VDC, we again construct a histogram of
TDC values corresponding to a selected wire. We then observe the falling edge and
determine the zero-crossing point. Since we have to perform this for many wires
(412 to be precise) we again employ automated scripts. The calibration values are
entered into a dedicated calibration file which is then linked to the software analysis
by including it as a parameter into the run.db. The structure of the calibration file
is given in the Table 5.2.
The drift velocity value and the determination of parameters for drift time to
position transformation is performed via a script by Thomas Pospischil[115]. It
takes into account the shape of the individual layer drift time histograms.
5.3.3.2 HDC Odd-Even Calibration
The so-called odd-even calibration aims to determine the threshold value for dis-
criminating between the passage side. All entries below this value represent parti-
cles passing on one side of the signal wire, while higher entries represent the other
side. Figure 5.13 schematically shows how this signal is formed with respect to the
Ramo’s law (see Eq. 4.5). When a particle passes scintillator layers it triggers event
analysis. If no particle passes the HDC wire, both potential wires contribute only
noise to the amplification stages, thus producing a normally distributed ADC val-
ues. This are not taken into account as signal wire did not fire. When a particle
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Table 5.2: The form of the HDC calibration entries with a segment of the calibration
values. The file consists only of the body of the table with white space serving as the
separator. The first column identifies the wire, the second gives the zero-crossing of the
TDC, the third column the odd-even calibration value and lastly the fourth column the
side specification of the odd-even decision.
wire TDC Odd-even side
· · · · · · · · · · · ·
U1_18 2942 2550 1
U1_19 2935 2514 0
U1_20 2950 2454 1
U1_21 2950 2468 0
U1_22 2950 2433 1
· · · · · · · · · · · ·
does pass the wire cell, it can do so on either side of the signal wire. A signal wire
can only determine the distance between the point of passage with respect to itself,
but does not distinguish between the sides. This is done by observing the signal
induced on the potential wires and analyzed by the odd-even amplifiers, producing
a distinct camel-back-shaped histograms.
Figure 5.13: The particle first passes the scintillator detectors and triggers the event
readout. If a particle passes the signal wire the odd-even signal is read-out as well while
being discarded otherwise, since it would only produce a Gaussian noise. Depending on
the side the particle passes the signal wire, the corresponding potential wire signal is more
enhanced, giving rise to the signature odd-even histogram for good events. By determining
the minimum in the valley between the peaks, one determines the position of the signal
wire. Sharp peaks at the end of the histogram are due to ADC under- or over-flow.
The analysis of these spectra is again conducted by employing a script, where an
algorithm for discovering and analyzing the odd-even signature histograms had been
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developed. This does not only determine the mid point value, but notices whether
there is a particular problem encountered with the histogram. Figure 5.14 shows
the normal operation of the odd-even stack and how a particular error in the stack
can be identified through the shape of the odd-even histogram.
Figure 5.14: The path from potential wire signals to the final odd-even histograms. The
potential wires are intertwined and labeled as ‘odd’ or ‘even’ and connected to the corre-
sponding amplifier. This stage transforms the current signal into voltage to be applied to
the differential amplifier. The final signal gets amplified before being processed by ADC
and MCA before delivering the corresponding histogram. The lower picture shows the
reconstruction of a broken odd-even amplifier. If, due do any reason, one branch of the
input to the differential amplifier malfunctions, a typical one-side-saturated histogram is
produced.
The script I produced and employed, HDC_calibration_a1.py, produces the cal-
ibration file and performs drift time as well as odd-even analysis. In addition it
provides pdf outputs of all calibration histograms and marks those that do not ful-
fill the criteria with stars in the calibration file for easier identification. An instance
of such a calibrated histogram file is shown in Figure 5.15.
5.3.3.3 HDC Positioning
The final part of the HDC calibration is more complex, since it does not revolve
around the actual detector calibration. Instead it employs the actual reconstruction
of tracks from the VDC and the HDC in order to determine the point of scattering.
By comparing the tracks from the VDC and the HDC one can calculate the closest
distance between the reconstructed tracks due to the VDC and the HDC. Now, the
best estimated position of HDC within the VDC coordinate system will have the
smallest difference between the tracks. Figure 5.16 shows the coordinate systems in
use. The calibration of the HDC position occurs from the perspective of the focal
plane or VDC coordinate system and HDC coordinate system.
There are six parameters one can set in run.db in order to fix the position of the
HDC. Three are for the position of the HDC coordinate system origin in the VDC
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Figure 5.15: The re-
sult of histogram anal-
ysis as performed by the
HDC_calibration_a1.py
script. First the algo-
rithm makes a quick
analysis of the his-
togram and sets the
initial parameters
for the subsequent
fit. Then a sum-
of-Gaussians fitting
procedure is performed
and the minimum
between them recorded
in the calibration file.
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Figure 5.16: Coordinate sys-
tems used within Cola++ envi-
ronments are tied firstly to the
hall coordinate system, which is
absolute and related to the ex-
perimental hall, and several other
systems of convenience. The first
such system is the target coor-
dinate system, the most com-
monly used one is the focal plane
(or VDC) coordinate system, and
lastly the FPP (or HDC) coordi-
nate system. In order to calibrate
the HDC position, one starts in
the VDC coordinate system and
transforms the tracks into the
HDC system according to the
calibration parameters. There,
the values extrapolated from the
VDC system into the HDC sys-
tem are compared with directly
measured ones in the HDC sys-
tem in order to get an estimate
of how well we have estimated the
calibration parameters.
system and three Euler angles for the orientation of the HDC. One performs the
calibration by observing the track as seen by the HDC and compares it to the track
seen by the VDC but transformed into the HDC coordinate system via the estimated
run.db parameters. These values need to match if the calibration is exact, so it is
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natural to observe histograms of difference between these to values.
The parameters we use in the calibration are not actually the variables we observe
when calibrating, since chambers give the following set of observables: (x, y, ϕ, θ)i,
where i is either VDC or HDC, thus we have to combine these parameters in various
ways to produce two-dimensional plots that might give us a hint towards a better
estimate of run.db parameters. One such example is shown in Figure 5.17(a). By
manually observing such plots one can guess rather well the crude values of the
calibration parameters, but for the final stretch it is useful to apply a script trying
to optimize them and find the best estimate by looking at the histogram of distance
between the VDC and HDC tracks (Figure 5.17(b)).
(a) HDC position reconstruction (b) dmin
Figure 5.17: (a) Two-dimensional histogram of the difference (dvh) between ‘vertical-to-
horizontal’ (vth) value and the actually measured HDC value for a selected variable, in
this case the angle ϕ. It can be seen that the alignment is not good yet, as there is a
clearly visible slope to the line, indicating the Euler angle parameters have to be revised.
(b) The distance between the reconstructed tracks, which serves as a quantitative criteria
for software assisted optimization of the determination of the HDC positioning. One can
compare either the FWHM or the peak value as the indicator.
Since the parameter space under investigation is rather large and contains several
local minima one needs to provide good initial approximation of the parameters for
the script and actively suggest the most promising path to explore as the script
traverses the parameter space.
This concludes the process of calibrating the detector systems. The next step is
to perform physically motivated cuts on the data in order to extract the relevant
polarization data for further analysis. This will be the topic of the next section.
5.3.4 Selecting the Recoil Polarization Events
In order to obtain a clean sample of polarization events several cuts have to be made.
These are of technical nature on the one hand, as well as physically motivated on
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Table 5.3: VDC Ok status reference.
VDC Ok Description
3 all wire planes (x1,s1,x2,s2) contain at least 3 fired neighboring signal wires
2 all wire planes (x1,s1,x2,s2) contain at least 2 fired neighboring signal wires
1 planes x1 and x2 (s1 and s2) together contain at least 3 fired signal wires
0 none of the above holds true
the other. We have already discussed the method of cutting away pionic events
contaminating spectrometer A by separating them from the protons with the help
of deposited energy in the scintillator layers dE and ToF. Let us continue with this
endeavor and first identify other cuts related to the limitations of the detector stack
that have to be made.
5.3.4.1 VDC Cuts
The VDC really do not offer much filtering opportunities on their own, apart from
the quality-of-reconstruction criteria. This can be however handled by observing
high order reconstructed variables, where poor quality tracks from VDC will trans-
late into poor reconstruction of the composed variables as well. Nonetheless it makes
sense to employ a coarse filtering screen on the basis of VDC Ok status, which is
basically a measure of reliability of the event. It can take values between 0 and 3,
where 3 means a completely reliable event, while 2 and 1 are increasingly less reli-
able. The exact meaning of the values is summarized in Table 5.3. By demanding
at least an acceptable VDC Ok status and not to great of a reconstruction error an
effective VDC cut can be employed.
The VDC does, however, offer further opportunities to analyze the events. In
combination with the transfer coefficients discussed in equation 6.1 the focal plane
coordinates can be transformed into target coordinates. These offer us an opportu-
nity to explore the origin of the scattering event and thus decide of its appropriate-
ness for further analysis. The transfer coefficients are stored in the transfer matrix
(TMA) files and selected via run.db parameters. There are several TMA files avail-
able, since they differ among spectrometers due to the differences in their magnetic
fields. Also, they are central-momentum-dependent and have to be selected such
as to offer the correct reconstruction for the given kinematic of the experiment.
Our momentum setting on both spectrometers has been used before, therefore we
were able to simply select a previously generated TMA file and employ it. If one
would want to generate a new TMA a dedicated experiment with a sieve slit col-
limator would need to be performed and computationally demanding optimization
procedure of the transfer coefficients carried through.
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5.3.4.2 Target Cuts
Since our experiment employed a cryo-target there is always a possibility of snow
forming on the walls of the cell. This is due to imperfect vacuum within the scatter-
ing chambers, when gas molecules that are present in the chamber freeze and latch
onto the cold cell walls. Such ice formations affect the experiment in two different
ways. Firstly, they screen the real target, namely the liquid hydrogen, and give rise
to alternative reactions within the cell walls. Predominantly nitrogen and oxygen
are the ice constituents, so the resulting scattering reaction need to be filtered. And
secondly, it diminishes the energy of the electrons protruding into the target cell,
since they deposit a part of their energy in the ice.
Fortunately the poor vacuum was a big problem prior to the beginning of our
experiment. There were several issues with insufficient vacuum in the scattering
chamber as well as some leakages within the piping of the Philips machine. Therefore
the vacuum team made a great effort to refurbish all possible leaks and in the end,
the vacuum was very good and barely any ice formation could be noticed on the
target.
By comparing the empty-cell session reconstruction of target with the actual cryo-
genic target, we could estimate how far from the edge of the histogram we need to
cut in order to avoid events from the ice and the cell wall. Also, by comparing the
histograms of the cryo-target from early sessions when there was certainly almost
no ice present and the last session, we could estimate the actual ice deposit on the
walls. These two comparisons are shown in Figure 5.18.
The effect of energy loss in ice can be mitigated by setting the appropriate run.db
parameter. This parameter was investigated by looking at the missing-mass peak
and centering it at the value of the missing mass of the produced pion. It has
been found, that ice really does not play much of a role in my experiment, so I
concentrated rather on performing the required cut on the target coordinates.
5.3.4.3 Reconstruction Cuts
The HDC-related cuts will be discussed in the next subsection, while here we will
consider the physically motivated cuts on the coincidence time and the missing mass.
Figure 5.19 shows the coincidence time spectrum. In order to perform a coincidence
time cut, a green region with a window of 3 ns total width has been selected. This
suffices, since the coincidence peak is very sharp, with a FWHM of only 0.9 ns.
Additionally, a region with background events is selected as well, since it can be
used to analyze effects originating purely from the background.
Making a coincidence cut makes for almost a complete filtering of the data. But
many background events are still hidden under the coincidence peak, therefore a
complementary cut not tied to the event timing, reduces the background events
even further. This observable is the missing mass of the reaction. It is easily
reconstructed by observing that in four vector notation the missing four-momentum
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(a) ECh (b) Ice
Figure 5.18: (a) By performing empty cell runs prior to the data production runs, one can
make a clean assessment of the magnitude the target wall contributions to the scattering
events. The red line shows the width of the cell-wall contribution. This width of 17mm
is taken into account when performing the cut on the target. (b) Comparison of the first
and last production sessions. By scaling in order to match the center of the target level,
one can observe the amount of ice produced during the experiment. This difference can
be seen in the encircled areas and it is not large. Also the width of the histogram has
remained practically unchanged.
Figure 5.19: One of the
principal cuts available to
us in this experiment is
the coincidence time cut.
The green area shows the
region kept after cutting
on the peak. With the
FWHM of 0.9 ns in our
case, the coincidence win-
dow was taken narrow,
only 3 ns wide in to-
tal. The red region is
a timing cut performed
to isolate the background
events. This cut is per-
formed when the effect of
background events needs
to be analyzed in detail.
can be written as q+pt = p′+π+, where q is the virtual photon, pt and p′ the target
and recoil proton, respectively, and finally π+ is the produced pion, which we do not
detect. By solving the equation for the pion and squaring, we are left with only the
pion mass.
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Figure 5.20: Missing mass spectra is calculated by utilizing the four-vector library withing
Cola++ software analysis object description (.col) files. There, a full kinematic reconstruc-
tion of all detected particles is performed and finally the missing energy of the reaction
calculated. For a pion electroproduction event, where the pion is not detected, the cal-
culated missing mass should match the mass of the positive pion. This fact is taken into
account by already subtracting the expected mass of the pion, thus a peak should appear at
0MeV/c2 in our histogram. Three lines are shown: the blue is the uncut histogram, while
red is a histogram with a background timing cut. Finally, the green histogram corresponds
to the missing mass spectra with a strict coincidence time cut.
Figure 5.20 shows the missing mass spectra where a clear pion peak can be ob-
served protruding from the background trend line (blue). By taking a timing cut on
the background region, one can confirm that the peak is really produced by the coin-
cidence between the proton and the electron (red). The final missing mass spectrum
with coincidence cut applied is shown in green.
By making the missing mass cut, practically all contamination in spectrometer B
vanishes and we are left with a very clean data sample. To obtain the final set of
polarization events, we must further take into account the limitations of the FPP
detector system.
5.3.4.4 HDC Cuts
As with VDC, HDC events must be first filtered according to the reliability of their
reconstruction. In order to do so, a HDC Ok flag is attributed to every event allowing
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Table 5.4: HDC Ok status reference.
HDC Ok Description
0 no wire in the plane produced a signal
1 exactly one wire in the plane has fired and the drift time is positive
2 two neighboring wires have fired with positive drift times both. The difference
between the times is at least 375 ns and enables a clean path identification
4 see (7)
5 exactly one wire with positive drift time has fired. There are additional wires
with negative drift times present.
6 like (2) but additional negati drift timed wires are present
7 all the fired wires in a plane have negative drift times
8 three or more wires with positive drift times in a plane
10 two not-neighboring wires in a plane have positive drift time
12 like (8) but with additional wires with negative drift times
14 like (10) bu with additional wires with negative drift times
18 “cross-talk”: two neighboring wires have fired with positive drift time, but the
difference between the times is to small to realistically represent a path passing
trough the border of the cells
22 like (18) but with additional wires with neative drift times
for simple selection of the events. The standard cut is to take all events lying within
0 < HDC-OK < 7. The details of the HDC Ok status are summarized in Table 5.4.
The values presented in the Table 5.4 hold for every individual plane. In order to
determine the Ok status of the whole package, the greatest value among HDC-Ok
states among the wire planes is adopted. In the case that there is a 0 Ok status for
a plane, the whole package immediately gets an Ok status 0.
The next step is to reconstruct the proton paths and determine the scattering
point origin. This has to lie within the carbon scatterer region, which from the HDC
perspective lies in the region (−200,−40) millimeters. A sample plot of scattering
events in the HDC x − z plane is shown in Figure 5.21. There one can clearly see
scattering events due to different detector systems in the particles’ path.
Finally, one has to select secondary scattering events that are in nature due to the
nuclear potential rather than multiple scattering, since the LS coupling our method
relies on, is of significant importance only for the former case. This condition can
be met by selecting only events with the secondary scattering angle greater than
7◦, where the scattering due to nuclear potential starts do dominate. In principle
one could take all of the events with greater scattering angle, but since the carbon
analyzing power falls rather fast with increasing scattering angle, we only take events
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Figure 5.21:
Secondary scattering
vertex reconstruction.
The above plot depicts
scattering vertices in
the x − z plane as
seen by FPP. By ap-
plying the appropriate
cuts that reduce the
background, scattering
in the layers of the
HDC and the carbon
analyzer can be clearly
seen on the top around
the coordinate system
origin. The faint diag-
onal stripes seen in the
center of the plot are
due to the scattering
from scintillators and
VDC. Plot below
shows the distribution
of scattering events in
the z direction only.
The blue line does not
have any cuts applied.
After applying the
condition of scattering
angle being larger than
7◦, the events originat-
ing from the analyzer
start to dominate (red
line). After addition-
ally applying a reliable
VDC (green) and HDC
(yellow) reconstruction,
a clean spectrum is
obtained.
up to an angle of 35◦ into account in practice. This criteria results in the bulk of
HDC event being dropped, as can be seen from the Figure 5.22. Traditionally one
also verifies that all events from a given scattering point and with a given scattering
angle θ, would lie in the HDC active area regardless of their angle ϕ. By taking
all possible azimuths into account, this procedure could be visually represented by
verifying that the whole ‘cone’ produced by such events fits in the active area of
the detector. If this would not be the case, we would build a false asymmetry by
accepting these events, mainly lying on the acceptance edge. This so-called ‘cone
test’ would normally be performed on a particle track before accepting it, but since
we use the maximum likelihood method to determine the best polarization estimates
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and not actual asymmetrical distributions, this condition is not necessary anymore.
Figure 5.22: At low scattering angles, the secondary scattering events are dominated by
electromagnetic interaction for which LS-coupling is rather negligible and therefore do not
offer polarimetric information. At scattering angles around 7◦ scattering events due to the
nuclear potential start to dominate. Therefore a cut on this region is applied to obtain
usable polarization events. On the upper side, the cut is made on the region, where the
analyzing power becomes to small to provide additional useful information.
5.3.4.5 Final Events Tally
In the end we present in a tabular way the results of performing the above described
cuts. Table 5.6 is normalized to the total number of events that are viably recon-
structed in the FPP before applying any cuts. This number is not equal to the
actual number of events that occurred and were detected since about half of the
event do not enter the FPP plots as they lack the quality to be reconstructed. The
effect of the cuts is then presented as a fraction of the total events accounted for in
the FPP.
The second row represents the ratio of events identified as pions in spectrometer
A. Roughly 17% of events are due to the pions. The third row demonstrates that
approximately 90% of the data can be dismissed on the ground of the coincidence
time consideration, while the fourth row shows that about an equal part of data can
be filtered with a single missing mass cut. The fifth row demonstrates a substantial
overlap between events filtered by both coincidence time and missing mass cuts,
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Table 5.6: A summary of the effect of cuts. The Pions cut is the cut on the scintillator
ADC levels of dE and ToF planes. The Time cut is the coincidence time requirement.
Missing Mass requires a confirmation of pion production due to kinematic considerations.
VDC cuts are related to the quality of reconstruction, while Target cut refers to recon-
struction of the origin of primary scattering to lie within the target cell. HDC Cuts are
related to the quality of reconstruction and secondary scattering within the carbon ana-
lyzer and finally, the Scattering angle cut refers to the secondary scattering events with
large scattering angles.
Pions Time Missing VDC & Target HDC Scattering Angle Tally
Mass [%]
1 100.00
2 × 82.97
3 × 10.65
4 × 9.57
5 × × 4.66
6 × × × 2.95
7 × × × × × 0.55
8 × × × × × × 0.14
since the ratio of filtered events does not diminish substantially by combining them.
Additional benefits are obtainable by adding the VDC and Target cuts.
Now we have reached the point where our HDC has received events that are
reliable and relevant for the physics. The last two rows are therefore a measure of
the HDC intrinsic efficiency. By applying the HDC quality assurance cuts we filter
away additional 83% of events and by finally demanding the appropriate scattering
angle, the final tally of events is about 0.14 percent.
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Analysis of Polarization Data
The previous chapter outlined the applied cuts for obtaining polarization events
of desirable quality. This chapter aims to represent the techniques and methods
applied to these events in order to distill the final polarization values. Therefore we
first discuss the evolution of the proton spin by passing trough the spectrometer A
magnetic fields in section 6.1. Once we understand the spin behavior along the path
to the FPP system we analyze the methods available for extraction of polarization
values at the FPP. The traditional method using the ϕfpp asymmetry distribution
approach is discussed in section 6.2, while the superior analysis applied for obtaining
the final values using the maximum likelihood statistical method is presented in
section 6.3. Section 6.4 presents the implementation details about the generation
of the polarization data suitable for final maximum likelihood analysis. In order to
compare our results to the theory, there was also a need to create a simulation of
events with theoretically predicted polarization values attached to the knocket-out
protons at the target in the center-of-mass coordinate system. This procedure is,
lastly, presented in section 6.5, before moving on to the presentation of experimental
results in the following chapter.
6.1 Transportation of Spin from the Target to the
Focal Plane
Polarization experiments utilizing the FPP system enable us to measure the po-
larization components in the Spectrometer’s focal plane. Due to the design of the
polarimeter, we are able to directly probe only the polarization components in the
plane of the carbon analyzer, P fpx and P fpy . Nonetheless, all three polarization compo-
nents can be extracted at the target by taking into the account the spin precession
within the magnetic spectrometer. The analysis of the spin precession had been
thoroughly studied and is well known[115]. Because of the spin precession within
the magnetic field, the polarization components are mixed and thus some of the in-
formation about the Pz component is encapsulated into the other two components.
Theoretically, the variation of spin four-vector variation with time is given by the
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Bargmann-Michel-Telegdi (BMT ) [120] equation as
dSµ
dτ
=
e
m
[g
2
F µνSν +
(g
2
− 1
)
Uµ(SρF
ρσUσ)
]
, (6.1)
where τ is the proper time, m the mass, g the g-factor, Uµ the four-velocity and
F µν the electromagnetic field tensor. In order to obtain an equation for the spin
vector S we introduce the electric E and magnetic B fields explicitly and collect
the relevant terms of the BMT equation:
dS
dt
=
e
m
S ×
[(
g − 2
2
+
1
γ
)
B −
(
g − 2
2
)
γ(v ·B)v
c2(γ + 1)
−
(
g
2
− γ
γ + 1
)
v ×E
c
]
.
(6.2)
This equation is known as the Thomas equation and was actually derived before
the generalized BMT equation by L.T. Thomas in 1927 while studying atomic fine
splitting [121]. We have introduced the particle velocity vector v, the speed of
light c and the relativistic γ factor. For the purpose of studying spin precession
in the magnetic field of the spectrometer A, we can further simplify the Thomas
equation by postulating a vanishing electric field within the spectrometers volume
and decompose the magnetic field into components parallel (B∥ = (vˆ · B)vˆ) and
orthogonal (B⊥ = B − B∥) to the velocity vector. The reduced equation is thus
simply
dS
dt
=
e
mγ
S ×
[
g
2
B∥ +
(
1 +
g − 2
2
γ
)
B⊥
]
. (6.3)
If we introduce the polarization three-vector in the FPP plane as a result of
a transformation applied on the polarization components at the target, we get the
matrix representation of the spectrometers effect on the particle’s spin. This matrix,
S, is known as the spin-transfer-matrix (or STM ) and is defined as:⎛⎜⎜⎜⎝
Px
Py
Pz
⎞⎟⎟⎟⎠
FPP
=
⎡⎢⎢⎢⎣
S11 S12 S13
S21 S22 S23
S31 S32 S33
⎤⎥⎥⎥⎦
⎛⎜⎜⎜⎝
Px
Py
Pz
⎞⎟⎟⎟⎠
tg
. (6.4)
The components of the STM depend on the exact kinematics of the knocked out
proton and differ from event to event, but some general observations can nonetheless
be made. If we first assume that the particle moves in the x− z plane of the spec-
trometer and assume there is only perpendicular component along the yˆ direction,
then the equation (6.3) is further simplified to
dS
dt
=
e
mγ
(
1 +
g − 2
2
γ
)
S ×B⊥. (6.5)
If we have a perfect Dirac particle with g = 2 this equation is equivalent in form
to the equation of motion due to the Lorentz force:
dS
dt
=
e
mγ
S ×B⊥, dv
dt
=
e
mγ
v ×B⊥, (6.6)
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indicating that the relative orientation between the spin and velocity vector would
be preserved during the passage of the spectrometers magnetic field, since both
velocity and spin vectors are governed by the same form of equation.
Figure 6.1: In a simple dipole approximation with magnetic field perpendicular to the
particles trajectory, the relative orientation between particles spin and its momentum is
only a function of the particle’s g-factor. In a case of a perfect Dirac particle with g = 2,
the precession of the spin would match the bending of the trajectory φ. For other g-factors
the spin is affected more (less) by the magnetic field and accumulates the difference in
angle χ.
In reality, the proton has a much higher g-factor of gp = 5.5857 and therefore the
spin vector is more influenced by the magnetic field than the velocity. In this simple
dipole approximation, relative angular difference accumulated during the bending
in the spectrometer is denoted by χ and can be expressed in terms of the geometric
bending angle φ of the reference trajectory as
χ = γ
(g
2
− 1
)
φ. (6.7)
This would yield the following STM transformation matrix:⎛⎜⎜⎜⎝
Px
Py
Pz
⎞⎟⎟⎟⎠
FPP
=
⎡⎢⎢⎢⎣
cosχ 0 sinχ
0 1 0
− sinχ 0 cosχ
⎤⎥⎥⎥⎦
⎛⎜⎜⎜⎝
Px
Py
Pz
⎞⎟⎟⎟⎠
tg
. (6.8)
The point of this discussion is to demonstrate in a simple manner the problems
induced by only measuring two polarization components in the focal plane (Px and
Py). Writing out the system of equations (6.8) and omitting the terms with the
component PFPPz , we get only one non-trivial equation:
P FPPx = cosχP
tg
x + sinχP
tg
z (6.9)
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where the fact that we cannot extract two components at the target becomes wor-
risome.
Fortunately, the spectrometer A is not a perfect dipole, nor does the path of the
proton necessary coincide with the reference track in the x − z plane. Therefore
additional mixing of components within the STM enable the extraction of all three
components at the target. The extraction of the actual spin transfer matrix of
spectrometer A was performed by T. Pospischil with QSPIN program[115].
In similar fashion as TMA transfer matrices serve to transform the variables be-
tween the focal plane and the target coordinates, the STM matrix performs the same
function for spin and is a polynomial expansion of target variables (δ0, θ0, y0, ϕ0) and
proton reference momentum pref . The expansion of a STM component Sij is given
by
Sij =
∑
µνρσϕ
⟨
Sij|δµ0 , θν0 , yρ0 , ϕσ0 , pϕref
⟩
δµ0 θ
ν
0 y
ρ
0 ϕ
σ
0 p
ϕ
ref , (6.10)
where µ, ν, ρ, σ, ϕ ∈ N0 and i, j ∈ {x, y, z}. The coefficients
⟨
Sij|δµ0 , θν0 , yρ0 , ϕσ0 , pϕref
⟩
are determined by performing a variable step Runge-Kutta method when integrating
Thomas equation (6.3). With the help of the QSPIN program nearly two thousand
tracks with starting spin in all three coordinate axis directions were generated. These
tracks fulfill the requirement to cover the whole spectrometer A acceptance at several
proton reference momentum. The final polynomial would be rather large when
higher powers of coordinates are considered, therefore the expansion was truncated
differently with respect to variables in accordance with the requirements of the
desired accuracy. In the end 675 parameters were selected and a χ2 minimization
procedure employed. Finally, the values for starting coordinates not covered by this
selection were obtained by interpolation. The resulting STM is able to reproduce
the fitted tracks with an accuracy of approximately ∼ 0.3%, while the interpolated
tracks were found to be accurate in the ∼ 1% range. Figure 6.2 shows an example
of tracks generated with the QSPIN program.
6.2 Asymmetry analysis
As mentioned in Chapter 2 the LS-coupling produces asymmetrical distribution of
scattering events with respect to the azimuthal scattering angle ϕs, when polarized
protons undergo secondary scattering. This provides a rather simple method of
extracting the polarization components PFPPx and PFPPy in the focal plane by fitting
the distribution in equation (4.4). It is given here again for convenience together
with the chosen fitting function for this purpose:
σ = σ0(Θ, Ep)
[
1 + PbhAC(Θ, Ep)(P
FP
y cosΦs − P FPx sinΦs)
]
, (6.11)
f(Φs) = p0 + p1 cosΦs + p2 sinΦs. (6.12)
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Figure 6.2: Three tracks with different target coordinate values and with the same starting
spin orientation generated by the program QSPIN. The final spin orientation at the focal
plane is quite different for them, demonstrating that the actual path in the spectrometer
is the dominating factor for final focal plane spin orientation. [115]
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By comparing both equations we deduce the relationships between fitting function
coefficients and the polarization components:
PFPPx =
−p2
PbACp0
PFPPy =
p1
PbACp0
. (6.13)
Figure 6.3: Helicity difference histogram is constructed by subtracting ϕs histogram fil-
tered by positive and negative helicity, respectively. The difference gives access to the
helicity dependent P ′ part of the polarization vector Π.
This was the original method for the analysis of polarization events as employed
in [55, 115]. A very nice property of this method is that it can be easily applied
to the experimental data, since we can obtain polarization components already by
reconstructing the secondary scattering angle Φs. Figure 6.3 shows an example
of this method being applied on actual production data. In order to access the
helicity dependent part of the polarization components, the histogram in the figure
is produced by subtracting events filtered by positive and negative helicity cuts.
This results in the helicity independent part being subtracted and we are thus left
only with helicity dependent ones:
Π = P + hP ′, (6.14)
P ′ =
1
2
[(P + (1)P ′)− (P + (−1)P ′)] , (6.15)
P =
1
2
[(P + (1)P′) + (P + (−1)P ′)] , (6.16)
where Π is the polarization vector, P the helicity independent part of the polar-
ization vector and P ′ the helicity dependent part. By virtue of subtracting helicity
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filtered histograms we access the components in eq. (6.15), while summing as in
eq. (6.16) is equivalent to performing no helicity filtering at all.
As can be seen in equation (6.13) we need to know the value of the carbon analyz-
ing power AC and beam polarization Pb in order to be able to extract the polarization
values. The carbon analyzing power is a function of the scattering angle as well as
of the proton energy. This relationship has been explored on many occasions by
both external actors[122–124] as within the A1 Collaboration as well[115, 119] and
is therefore very well known for our operating conditions. Figure 6.4 shows the cal-
culated AC as a function of scattering angle θfpp with proton energy determined on
per-event data within software reconstruction.
Figure 6.4: Analyzing power as a function of the scattering angle θs. What can be seen
in this figure is that events with the best analyzing power lie in the region of θs from 7◦ to
20◦. Therefore this is the usual region that is used when applying the HDC cuts discussed
in previous chapter. Nonetheless, additional measurements of the analyzing power in the
large θs region exist[115, 119] and data can be safely used up to about an angle of 40◦.
But since AC falls off substantially in this region anyway, not much is gained by including
these events and usually this is not being done. I have analyzed polarization sets with and
without events from this region. For the final results we opted for the more conservative
sample. Analyzing power in this figure takes positive and negative values, since the helicity
of the event is also encoded in it. Otherwise it takes a purely positive value between (0, 1).
Analyzing power takes a positive value, theoretically in the interval (0, 1), but in
practice best achievable values for carbon are around 0.6. In order to obtain this
sweet spot, one has to control the proton energy in the center of the carbon TCC ,
since this contributes to the analyzing power efficiency. To achieve this goal, the FPP
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system has the ability to adjust the carbon analyzer thickness and thereby match
the particular experimental kinematics. The best central proton energy for carbon
scatterer is TCC = 200MeV, which has been achieved by deploying a 7 cm thick
carbon scatterer in our case. Figure 6.5 shows the experimental energy distribution
of protons as reconstructed by the analysis software.
Figure 6.5: Distribution of the kinetical energy of the proton in the center of the carbon
scatterer. For carbon the aim is to obtain majority of events in the vicinity of the TCC =
200MeV mark, where the analyzing power efficiency for carbon is at its peak.
For the purpose of the asymmetry analysis and extraction of polarization com-
ponents, we have averaged the analyzing power for all accepted events. A better
method of treating analyzing power considerations will be discussed in the following
section about maximum likelihood method. There an event per event analysis is
being performed and hence, every event gets weighted with exactly its analyzing
power, thus avoiding the need to average in advance.
During the experiment we have performed beam polarization measurements rou-
tinely and used a weighted average for the subsequent analysis. More will be said
about beam polarization in the following section as well, where a different method
for the determination of beam polarization was used, though yielding much the same
result of Pb = 87%.
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6.2.1 Asymmetry analysis results and caveaties
After obtaining the FPP values of polarization components, they had to be trans-
formed into the center of mass frame in order to compare them to theoretical pre-
dictions. In order to do so, one has to use the STM matrix and transform the focal
plane values to the target values. Then, another Lorentz transformation takes us to
the desired center of mass reference frame.
This procedure has been performed for the reference kinematic track by first set-
ting our initial guess of the polarization values at the target and then performing
the Lorentz transformation and STM transport to the focal plane. The discrepancy
between measured values and calculated values then served as the adjusting step
to improve on our previous guess and perform the calculation again. After some
iterations we have found the result presented in Figure 6.7. The values are pre-
sented in the MAID coordinate system (see Figure 6.6) where P ′x and P ′z are helicity
dependent, while Py is helicity independent. For illustration the MAID and DMT
predicted values for reference track in the acceptance region are also drawn.
Figure 6.6: The upper panel
shows the reaction kinematics,
while the lower panel shows the
MAID CM coordinate systems.
There are four systems defined
in maid: the P (123) is the only
system spanned in the scatter-
ing plane. The third component
lies along the virtual photon mo-
mentum, while the second com-
ponent is normal to the scatter-
ing plane. The first component
completes the right-orthonormal
system. The system P (x, y, z)
is defined in similar way as the
P (123) system with third com-
ponent along the q, second nor-
mal to the reaction plane and the
first completing the system. For
our reaction, since ϕCMS = 0,
the two systems coincide and are
used to present all of the results.
The other two systems P (x′y′z′)
and P (tnl) have third compo-
nents tied to the outgoing pion
or proton, respectively.
Figure 6.7(a) shows a nice general agreement with the theory, but since it is ac-
ceptance averaged, it does not really correspond to the value given by theoretical
prediction. Also, this result displays statistical error only, but in reality systematic
errors are more problematic, since the obtained value depends on the binning of the
data. This effect is more obvious in Figure 6.7(b), where an attempt to explore also
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(a) single bin
(b) energy evolution
Figure 6.7: First polarization results of our experiment were obtained via asymmetry
analysis by acceptance averaging. For single bin values given in (a) the histograms were
sufficiently populated to secure a rather stable reconstruction of center-of-mass polarization
values. (b)When trying to perform an energy evolution of polarization, instabilities of the
applied method became more obvious, since the result was very sensitive to the binning of
the data, while the number of collected events did not warrant a smooth enough distribution
to facilitate a reliable reconstruction. Dipole(1:5) and Dipole(9:13) are two such series of
same events using different binning, that yielded a very significant systematic error.
energy evolution of polarization was attempted. Since additional cuts and binning
of the data had to be performed to isolate events belonging to the same energy
band, the number of events in the resulting histograms that were further analyzed
via asymmetry method had diminished as well and the method of extraction be-
came unreliable. The magnitude of uncertainty is demonstrated by supplying the
extracted polarization for two different binning, denoted in the figure as Dipole(1:5)
and Dipole(9:13). Along with now very significant statistical error, the systematical
error is at least as large in components P ′x and P ′z.
In order to overcome the problems explored in this section, a better method involv-
ing the maximum likelihood algorithm was developed for polarization extraction.
After obtaining first values and establishing our method of polarization transfor-
mation between different coordinate systems works as intended we turned to this
method as well.
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6.3 Maximum Likelihood analysis
The previous section discussed a direct approach of determining the polarization
components measured in the FPP, but it suffers from several shortcomings outlined
above. Maybe the most notable one is the fact that by virtue of applying the
asymmetry analysis to the distribution of the secondary scattering events by the
ϕs, we basically determine the polarization components P FPPx and P FPPy as seen by
the FPP system. Only after obtaining this intermediate result we then searched for
the corresponding polarization components in the target center of mass coordinate
system that is really of interest to us.
In this way we detach our experimental data from the process of determining
the polarization in the target coordinate system to some extent. We have already
performed some sort of averaging or smoothing of the results by binning in the
azimuthal angle, and after that we apply STM transformation on the extracted
components in selected acceptance averaged virtual reference track and not the
actual path of the knocked-out protons. All of these naturally inflate the systematic
uncertainty of our procedure and further fuel the volatility of obtained results.
The maximum likelihood method has several advantages regarding above men-
tioned considerations, namely, it is an event based method, avoiding binning the
secondary scattering data completely, and as such also performs the STM trans-
formation on actual proton tracks instead on a single acceptance averaged ’virtual’
track. All of these contributes to a far greater stability of the method, thus enabling
us to determine the polarization components with smaller systematic uncertainty.
In this section we will first acquaint ourselves with the likelihood method and
then proceed to see how we can construct the likelihood function for our particular
case. Finally in the analysis we have constructed several flavors of the method in
order to test its stability and determine the optimal method parameters.
6.3.1 Introduction to the Maximum Likelihood method
The likelihood method in itself is a procedure of devising an estimator for unknown
parameters Φ attached to the set of events governed by them, but doing so without
calculating expected values like average, variance or other. Let us assume we have
a continuous random variable X measured n times to obtain a set of events x =
{x1, x2 . . . , xn}, distributed according to some probability density function fX(x;Φ),
where
Φ = ϕ1, ϕ2 . . . , ϕp (6.17)
are the p unknown parameters we want to determine. The probability that an event
xi occurred on the interval [xi, xi + dx] at selected Φ is fX(xi;Φ)dx. The product
of such probability densities, called the likelihood function, can then be constructed
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as
L(x|Φ) = L(x1, x2 . . . , xn|Φ) =
n∏
i=1
fX(xi;Φ)dx, (6.18)
where x indicates a set of events and L the likelihood function observed for this set
of events at selected or given parameters Φ. This is an important point, since our
event sample x will be fixed while we ‘explore’ the likelihood function by varying the
sought after parameters Φ. Another interesting point is that the likelihood function
itself depends on the sample (as well as on the parameters) and is therefore itself a
random variable.
In order to make the likelihood function computer friendlier, it is quite common to
take a logarithm of the likelihood function to avoid possible floating-point underflow
problems. This is also beneficial for further analysis when taking a derivative of the
log-likelihood with respect to the parameters Φ.
Another common step is to multiply the log-likelihood function by −1. This way
the problem is translated from finding the maximum of the likelihood to finding
the minimum of the likelihood. This way we can finally define the log-likelihood
function as
l = − logL = −
n∑
i=1
log fX(xi;Φ). (6.19)
Principle of Maximum Likelihood
Now, the principle of the maximum likelihood predicts that the optimal value of
the parameters Φ is found by maximizing the likelihood function or, in our case,
minimizing the negative logarithm of the function. We thus look for Φˆ such, that
the condition
l(x|Φˆ) ≤ l(x|Φ) (6.20)
holds for all possible parameters Φ. The optimal value is obtained by taking the
derivative of the l with respect to parameters Φ and setting it to zero. This is the
so-called likelihood equation. To check whether we have in fact found the minimum
(and not maximum) can be determined by investigating the second derivative of the
log-likelihood function.
We are now equipped with all the necessary knowledge to investigate how we have
constructed the maximum likelihood function in our case. Further details about the
Maximum likelihood can be found in [125].
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6.3.2 Likelihood Function for the Polarization Components
As was already discussed in section 6.2, the ϕFPPp distribution of the secondary
scattered protons is a known function of the proton’s kinetic energy and scattering
angle θs in the carbon analyzer and the polarization components lying in the plane
of the scatterer, P FPPx and P FPPy . This known distribution can be used to construct
our likelihood function. First, we applying the Wigner rotation to the target center
of mass polarization components in order to transform them into the laboratory
reference system. Then we have to track the polarization precession trough the
spectrometer A, as given by the STM matrix and take into account the secondary
scattering on carbon. If we put all of this together we can construct the following
likelihood function:
− logL(Π) = −
N∑
i=1
log
[
1 + PbhAC(θs,i, Ep,i)
(
P FPPx cosϕs,i − P FPPy sinϕs,i
)]
,
(6.21)
where Π is the target center of mass polarization vector. The components P FPPx
and P FPPy are functions of Π. The relationship between FPP and target polariza-
tion components can be expressed in terms of the transformation U composed of
Wigner rotation W , rotation to the spectrometer reference frame R and the STM
transformation denoted by S:
U = S ◦R ◦W. (6.22)
As prescribed, we obtain our best estimate by taking derivatives with respect to
the parameters Πi, where i ∈ {x, y, z}, and finding the zeros:
∂
∂Πi
− logL(Π) = 0 ⇒ ⟨Πi⟩. (6.23)
The covariance matrix can be calculated exactly as
σ2ij =
[
∂2 logL
∂i∂jΠ
]−1
ij
. (6.24)
The statistical errors on the single polarization components can be estimated as
δΠi =
√
σii as long as off-diagonal elements of the covariance matrix are negligible.
6.3.3 Wigner Rotation
When transforming the target center of mass (CMS ) polarization components into
the focal plane reference system one needs to perform a Lorentz transformation from
the CMS to the laboratory system, then rotate the laboratory system into spectrom-
eter A reference system and finally apply the STM matrix. We have already said
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enough about the spin transfer matrix, while the rotation from the hall laboratory
system into the spectrometer one is a completely ordinary three vector rotation.
Slightly more exotic is probably the Wick-Wigner angle appearing as a consequence
of performing a Lorentz boost.
Since spin is a separate degree of freedom in comparison to mass and momentum
residing in space-time, one would expect that performing a Lorentz boost on a
particle should not alter the perceived direction of the spin. But this is actually not
the case and a Wigner rotation commences when a particle is not massless.
This phenomenon has been discovered in the late 1920s and theoretically derived
in the 1930s, but for experimentalists in the field of nuclear physics, it became
really important several decades later, when electron scattering experiments started
to produce polarized data and comparison between measurements (in laboratory
systems) and theoretical predictions (in CMS system) needed to be done. Since
then a lot of work has been put into explaining and providing explicit formulas for
the Lorentz transformation from CMS to laboratory frame. But it is more rewarding
to consider the situation more generally.
When thinking about a Lorentz transformation an invariant promptly comes to
mind, namely the momentum four vector contracted by itself is a Lorentz invariant,
resulting in particles rest mass squared:
pνpν = m
2. (6.25)
This holds true regardless of the reference system pν is represented in and such an
operator is known in the symmetry terms as a Casimir operator and serve as a
label for the system. Now, there is another Casimir operator invariant to Lorentz
transformations. It is called Pauli-Lubanski pseudo vector and is defined as:
Wµ ≡ 1
2
ϵµνρσJ
νρP σ, (6.26)
where ϵµνρσ is the four-dimensional totally anti-symmetric Levi-Civita tensor, Jνρ is
the relativistic angular momentum tensor and P σ the four-momentum operator. In
quantum field theory of massive fields, the Casimir invariant
W 2 = WµW
µ = −m2s(s+ 1) (6.27)
describes the total spin of the particle with eigenvalue −m2s(s + 1), where m is
the rest mass. It is customary to consider moving frames with the partition of
W = (W0,W ), where W1,2 are orthogonal to the momentum three vector P , while
W3 is parallel to it. When a similar partition is performed with the S vector, the
Pauli-Lubanski pseudo-vector can be expressed in terms of the spin vector as:
W0 = PS3, (6.28)
W1 = mS1, (6.29)
W2 = mS2, (6.30)
W3 =
E
c2
S3. (6.31)
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A generalization of this is to construct a spin four-vector Sµ from the ordinary spin
three-vector s as:
Sµ =
⎛⎝ γ(β · s)
s+ γ
2
γ+1
(β · s)β
⎞⎠ . (6.32)
In this way we can perform the Lorentz transformation on the spin four-vector and
project the ordinary spin components out when transformed to the desired reference
frame.
This is particularly useful, since the A1 analysis software has a fourvector library
implemented, facilitating a very smooth handling of Wigner rotation.
6.3.4 Maximum Likelihood Flavors
In the final analysis with the maximum likelihood method I have extended the al-
gorithm to include also the beam polarization as a free parameter in an attempt to
determine the average beam polarization from experimental data directly. Further-
more, the original version with three polarization components Πx, Πy and Πz, is good
enough to determine the polarization components value, since three components are
theoretically vanishing:
Π = P + hP ′ = (Px, Py, Pz) + h(P ′x, P
′
y, P
′
z)
= (0, Py, 0) + h(P
′
x, 0, P
′
z). (6.33)
However, I have rewritten the underlying computer code such as to allow additional
three polarization parameters and selective switching between them. The idea be-
hind this was to explore the stability of the solutions and determine the systematic
uncertainty. This procedure will be explained in more detail in the following chap-
ter.
6.4 Generating Polarization Data
In the previous section we have explored the maximum likelihood algorithm and
identified the experimental data we need to collect to perform it. We require the
following information event by event:
• secondary scattering angle ϕs
• carbon analyzing power AC
• helicity information h
• transformation matrix U
• binning variable - Invariant energy W .
109
Chapter 6. Analysis of Polarization Data
All of these items, except the transformation matrix U , are directly accessible from
the reconstruction and can be written to a file one line per event. The U trans-
formation can be represented by three Euler angles. In order to calculate them on
event by event, we need to dynamically define the starting coordinate system to lie
in the direction of the knocked-out proton.
This is done by attaching the proton’s spin basis in the CMS system with the third
component in the direction of the virtual photon. Then we perform the Lorentz
transformation to bring the basis vector into the laboratory hall system. A rotation
into spectrometer’s reference frame is made and finally STM utilized. Figure 6.8
shows this procedure in more detail.
Figure 6.8: Transformation of the spin basis vectors from the CMS system to the focal
plane coordinate system. First a combination of boost and a rotation is used to bring the
basis vectors to the laboratory system. After that a rotation and STM transformations
are applied.
After preparing the polarization data sets we feed them to the computer code
performing the actual likelihood calculations. In order to have a good comparison
with the theory, we sought a way to generate an equivalent set of simulated data
with polarization input from MAID and DMT theories.
6.5 Simulation
In order to compare experimental results to theoretical predictions we wanted to
enhance our treatment of MAID and DMT by not only stating the predicted po-
larization values on the reference line, but rather generate a simulated data set
of polarization events equivalent in form to the experimentally obtained one. In
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this way we would obtain theoretical prediction for acceptance averaged polariza-
tion components and due to the application of maximum likelihood on simulated
polarization events also their uncertainties.
The simulation was performed with the Simul++MC simulation package of the A1
Collaboration group. The package itself is capable of generating all the histograms
that could be obtained also experimentally by mimicking the behavior of the detector
systems. In order to do so, an event has to be generated first at the scattering
vertex (target) and the created particles followed along its path through the detector
system. Simul++ thus needs a model for event generation in order to give meaningful
data and many such models have been developed over time.
The simulation and modeling had become so refined that a pioneering method
for extraction of proton charge form factor (GpE) at extremely small values of Q
2
based on initial state radiation had been devised and successfully validated in [].
The method is based on carefully simulating the radiative tail of the elastic peak in
electron proton scattering and comparing the simulated spectra to experimentally
obtained ones. This led to a precise validation of radiative corrections far away from
the actual elastic line and finally the extraction of GpE in the range 0.001 ≤ Q2 ≤
0.004(GeV/c)2.
The quality of the simulation depends strongly on the model used to generate
the events. In our case the DMT model was not yet implemented in the software,
while MAID relied upon a rather old fortran code calculating the cross-section on a
per-event basis. We have created a new models called Maid07i and DMT in order to
extract weights for the generated events and thus obtain an ensemble of correctly
distributed events covering the full spectrometer acceptance window.
In order to avoid lengthy calculation of MAID and DMT cross sections weights
inside of the event loop, another method was employed. We have implemented
a multivariate interpolation scheme utilizing the web front end of the MAID and
DMT groups offering exact calculations of MAID and DMT cross-sections in terms
of selected kinematic parameters. Table 6.1 shows a collection of single data points
used as interpolation corners for multivariate interpolation scheme.
The interpolation method used is simply a generalization of the nearest member
method to higher dimensions. In two dimensions the method is presented in Fig-
ure 6.9. The value V0 at point X0 in the plane can be interpolated from the nearest
neighbor values Vi,j at point Xi,j. These values are weighted by the rectangle area
opposite from the point of interest. These areas are denoted by Ai,j. This prin-
ciple holds true even when applied to higher dimensions. In three dimensions we
get volumes instead of areas and in even higher dimension hyper-volumes. But the
principle of extrapolation stays the same. The interpolated value in D dimensions
would then be calculated as:
V0 =
1
V (D)
2D∑
n.n.
VxAx˜, (6.34)
where x is the collection of point indices, n.n. denotes the sum over nearest neighbors
of which there are 2D for D dimensions and Ax˜ is the volume opposite to the selected
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Table 6.1: Datafile example for multivariate interpolation method. The data point has
parameters q2, θ, ϕ, ϵ fixed, a running variable of total energy W and the associated
relevant polarization and cross section data, where SIG0 refers to cross-section, Pi helicity
independent components of polarization and P ′i helicity dependent ones. The values are
shown in the MAID coordinate system.
W SIG0 Px Py Pz P’x P’y P’z
(MeV) (mcb/sr) (%) (%) (%) (%) (%) (%)
1400.0 2.185 .00 7.58 .00 6.47 .00 85.99
1402.0 2.138 .00 7.18 .00 6.37 .00 86.05
1404.0 2.092 .00 6.74 .00 6.27 .00 86.11
1406.0 2.048 .00 6.28 .00 6.18 .00 86.17
1408.0 2.005 .00 5.78 .00 6.09 .00 86.22
· · · · · · · · · · · · · · · · · · · · · · · ·
Figure 6.9: Demonstration of the nearest neighbor interpolation method. The value V0
at point X0 is estimated from the four neighboring points by weighting their contribution
by the relative size of the opposite area. The generalization to higher dimensions follows
the same logic.
point Vx.
In this way we have significantly sped up the simulation, since we have fetched
the values at selected data mesh in advance and stored them as static arrays for the
computer code to reference. The actual nearest neighbor computation was negligibly
fast in comparison to other calculations in the event loop. When validating the
method we have found out, that it reproduces the values from points lying off the
mesh better than to the relative error of 10−3. Hence indicating a smaller mesh
112
6.5. Simulation
would probably also suffice, but since the header file containing the data grid was
only a few MB big we decided to leave it as it is.
Figure 6.10: Yellow arrow represents the
theoretically given polarization vector Π.
Since it is smaller than unity several spin con-
figurations when summed up would yield the
same net polarization. Two alternatives were
used for data analysis, one where spins are
placed on the spin-polarization cone (blue ar-
rows) and one where polarization is mimicked
by applying spins only in the direction of po-
larization.
After implementing the reaction cross-
section simulation with MAID and
DMT models, another mesh had been
employed for polarization components
interpolation. For every event generated
we have attached the MAID (DMT)
predicted polarization to the generated
proton. One thing that we wanted to
make sure is how does propagating po-
larization instead of spin affect the re-
sult. If we perform an eventwise analysis
one would expect that the actual entity
needed to be attached to the knocked-
out proton and transported to the focal
plane system is spin rather than polar-
ization. Since polarization is a net effect
of a spin ensemble, it offers no informa-
tion about the actual spin distribution
that constituted the resulting polariza-
tion measured. Figure 6.10 represents
a unit sphere, with spin vectors touch-
ing the surface. When assigning polar-
ization to the protons, the polarization
vector lies within the unit sphere (unless
we would have 100% polarization) and
there are several ways how spins can be
oriented to produce this polarization.
We have generated the polarization
events with three methods, using polar-
ization vector as the model input, gener-
ating spins in the direction of polariza-
tion in such a way the net effect would yield the original polarization and uniformly
distributing the spins along the cone associated with original polarization. Due to a
large third component of polarization, the simulations with all three methods gave
stable best estimates for polarization, but the statistical error was marginally greater
in the case of the cone method. If the net polarization were smaller, the effect of
attaching polarization to protons instead of spin ensemble would be more prominent
and we would need to take it into account, since spins would be affected in many
ways by the magnetic field than a single polarization vector. But for further analysis
I have decided to use polarization vector as the input from the model. The results
of the analysis are shown in Table 6.2.
After performing the complete simulation and devising polarization data suitable
for maximum likelihood analysis, the best estimates with statistical errors were found
for 5 bin separation of data as was used with experimental data. By interpolating
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Table 6.2: The comparison of reconstruction reliability between different methods
of polarization input from the MAID and DMT models (see Figure 6.10). The
reconstructed value deviation is defined as δ =| Pi | −(Pi ·Pf ), where reconstructed
polarization is denoted by Pf and input polarization as Pi. Statistical error is
given as returned by the maximum likelihood algorithm. Since this is a simulation
and the statistical error depends on the number of events, we have only made sure
that all three methods used the same number of input data and relative relation
between errors is more telling than the actual value. In the section with results,
this error is pinned down by simulating the same amount of events as were obtained
experimentally.
input method reconstructed value deviation statistical error
polarization vector 0.23% 1.53%
cone spin ensemble 0.45% 1.73%
single axis ensemble 0.24% 1.53%
between error bars of neighboring data points a theoretical confidence band for our
experiment has been created. In the following chapter the results of the simulation
are hence represented by reference line polarization of the model with additional
confidence band devised from the simulation.
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Results and Conclusions
In the previous chapter we saw how to collect and prepare polarization data in a way
suitable for maximum likelihood method to be applied. The simulation of MAID
and DMT polarization prediction was also described and now we are in a position
to explore the final results of this work. First, we present the recoil polarization
components measured in our experiment in section 7.1. Then we discuss the scalar
and transverse helicity amplitudes, S1/2 and A1/2, and show that our analysis, though
model dependent, opens a path to extract the scalar amplitude at a very low value
of Q2 = 0.1GeV/c2 (section 7.2). This is significant, since it is only accessible in
electroproduction experiments with Q2 ̸= 0. Furthermore, it is increasingly hard
to extract it at low Q2 and any data in this region is a great asset to numerous
contesting theories predicting substantially different behavior.
7.1 Recoil Polarization Results
After selecting good polarization events (see chapter 5) and preparing the polariza-
tion data with all relevant information to perform the maximum likelihood method
(see previous chapter) we now turn to the extraction of polarization components. We
have briefly mentioned that for this task one needs to know the average beam polar-
ization and that during our experiment we took regular measurements of it, yielding
an average beam polarization of Pb = 87% according to the Møller polarimeter.
During the experiment, the exact reliability of Møller polarimeter was not yet
completely clear, therefore additional ideas to perform a polarization cross check
had been sought. At our kinematic setting for the experiment, elastic protons also
pass the acceptance of the spectrometer A. These have been collected by setting the
trigger logic to allow small amount of single arm events to be recorded into our data
stream as well (see Figure 3.18).
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By recalling the equation (3.16) the beam polarization can be calculated as:
Pb =
b
a2
P spx
2
P spz
+
c
b
Pz. (7.1)
This method gave a slightly lower estimate for the average beam polarization, but
had a very large statistical errors due to the lack of data to sufficiently reduce the
statistical error (see Table 7.1 at the end of the section for comparison with other
methods).
Figure 7.1: Three polarization components returned by the maximum likelihood method,
when beam polarization is an additional free parameter of the method. As one expects,
only P ′x and P ′z show any sensitivity on the beam polarization, since Py is the only helicity
independent component of the three. More problematic seems to be the fact that the
reconstruction of helicity dependent components becomes very unstable.
Since the extraction of the beam polarization using parasitic elastic protons did
not really reassure us of the actual Pb value, we have attempted to leave the beam
polarization as an additional maximum likelihood parameter and determine it along
with the polarization components. A standard 3-parameter likelihood procedure
L(Π) with beam polarization as given by Møller polarimeter produced a very similar
results to the one suggested by the dipole analysis. When additional degree of
freedom for beam polarization was used in the likelihood analysis, a result as shown
in Figure 7.1 was obtained. Evidently the reconstruction becomes very unreliable,
since even for a single bin with respect to the energy, the errors are still significant:
P ′x = 0.093± 0.021,
Py = −0.058± 0.015,
P ′z = 0.746± 0.116,
Pb = 0.902± 0.140. (7.2)
What we learned from this procedure was that the beam polarization mostly affects
the z component and the magnitude of their errors seem to be correlated. In this
likelihood procedure we behave as if the experimental polarization components as
measured in FPP obey the same strict relationships as the theoretical ones, namely
that the polarization vector Π decomposes strictly into two helicity dependent parts
P ′x and P ′z, while only one helicity independent component Py survives.
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We know from elastic recoil experiments that false asymmetries are present in the
FPP system[115, 119]. In the case of elastic kinematics the estimation of their mag-
nitude is given by observing the Py component, since it should be zero (eq. (3.12)),
but in case of false asymmetries it is not. This procedure cannot be adopted for pion
electroproduction, since all polarization components are non-vanishing. Therefore
it is hard to estimate the contribution to the measured polarization component due
to the actual polarization in comparison to the false asymmetries.
In order to allow some small variations we have not accounted for so far, several
likelihood analyses of experimental data with free parameters for 6 polarization
components and possibly beam polarization have been performed. By systematically
bounding some of the components to zero in different combinations the behavior of
the results has been explored.
We obtained a stable result when one additional freedom in either Px or Pz helicity
independent components was used, when P ′y is still bound to be zero in order to sta-
bilize the method. And the opposite also holds: if one forces Px and Pz to zero, then
one has to release the binding of the P ′y component. In this way one decouples the
direct beam polarization correlation to the other two helicity dependent components
P ′x and P ′z and stabilizes the whole procedure. In order to make my best estimate of
the beam polarization value, I have chosen the last combination of parameters, since
there is only one additional degree of freedom we do not expect theoretically, P ′y,
and the errors after the method is done are the smallest of all combinations. In ad-
dition, the actual value of the P ′y component is very small and could be realistically
seen as a systematic error due to the FPP false asymmetries, since it is comparable
with findings of other experimentalists employing the FPP system[115, 119]. Thus
I have obtained the following values from maximum likelihood analysis:
Px = 0,
Py = −0.059± 0.014,
Pz = 0,
P ′x = 0.109± 0.014,
P ′y = −0.024± 0.016,
P ′z = 0.756± 0.016,
Pb = 0.870± 0.017. (7.3)
In this way we have obtained our best estimates of the beam polarization as sum-
marized in Table 7.1.
After pinpointing the beam polarization, a final set of maximum likelihood analy-
sis with constant Pb value of 87% has been undertaken. The final results are shown
in Figure 7.2 and summarized in Table 7.2 at the end of the section.
The extracted polarization components have been compared to simulated values
of MAID and DMT models and the partial-wave analysis of SAID. The data actually
aligns very well with the MAID model in almost all areas except at the high energy
end of the Py component. The DMT model seems to be inferior to the MAID model
for this specific kinematics and is slightly off in both P ′x and Py components, while
it does compare well in the P ′z component.
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Table 7.1: Estimation of beam polarization by various methods. The first row
shows the result of performing Møller measurements and making a weighted average.
The second row shows the result of performing a maximum likelihood analysis on
parasitic elastic events and finally, the third row is a product of maximum likelihood
method on Roper production data, where the beam polarization was left as a ML
parameter.
Method Beam polarization Error
Møller polarimeter 87% ±1%
Parasitic elastics 82.1% ±7.7%
ML on Roper data 87.0% ±1.7%
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Figure 7.2: Recoil proton polarization components as a function of the invariant mass
in the vicinity of the Roper resonance, compared to MAID and DMT models and the
partial-wave analysis of SAID. Only statistical uncertainties are shown. For systemati-
cal uncertainties, see Table(7.2). The shaded bands indicate one-σ uncertainties on the
calculations due to acceptance averaging.
The SAID analysis seems to agree with the P ′x data but misses the evolution of the
Py component and is completely at odds regarding the P ′z component. This situation
is of particular interest since it involves predictions of both MAID and SAID groups
performing electroproduction analysis of the data and their predictions are not in
agreement. After discussions with the involved groups a possible explanation for
this state of affairs might be a consequence of very different databases used in the
analysis and calls for further investigation. Since SAID is a partial-wave analysis and
there are literally no data points in these region that would help to pin down some of
the polarization related components, it is understandable that further experimental
input would help significantly in clarifying the situation.
Since our final results are in such a good agreement with the MAID data, we have
decided to explore further possibilities to utilize our data in order to learn something
more. Thus our inquiry into helicity amplitudes is discussed in the next section.
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Table 7.2: The polarization components extracted in five bins of the total en-
ergy range of the experiment. The statistical errors are those retrieved by the ML
method, while systematical errors come mostly due to the uncertainty of the beam
polarization. Also added to the systematic uncertainties are the finding of the like-
lihood analysis. Background polarization contribution to the systematic error was
found to be negligibly small.
W [MeV] 1408 1424 1440 1456 1472
P ′x 0.08 0.06 0.05 0.15 0.18
∆P ′x (stat.) 0.03 0.03 0.03 0.04 0.04
∆P ′x (sys.) 0.01 0.01 0.01 0.02 0.02
Py 0.02 −0.10 −0.05 −0.12 −0.05
∆Py (stat.) 0.03 0.03 0.03 0.03 0.03
∆Py (sys.) 0.02 0.03 0.03 0.02 0.02
P ′z 0.74 0.82 0.83 0.70 0.75
∆P ′z (stat.) 0.03 0.04 0.04 0.04 0.04
∆P ′z (sys.) 0.07 0.08 0.08 0.07 0.08
7.2 Extraction of Helicity Amplitude S1/2
The MAID model uses a parameterization of helicity amplitudes in order to predict
the polarization components. As the coupling between the default MAID values
for helicity amplitudes can be manipulated by the user, we had an opportunity to
further explore what can be said about them after obtaining our experimental result.
The transition γ∗N → R, where γ∗ is the virtual photon, N the nucleon and
R the resonance, can be expressed in terms of various transition form factors as
indicated in chapter 2 but helicity amplitudes isolate resonance contributions and
are therefore of particular interest to us.
For Roper resonance only the A1/2 and S1/2 amplitudes are relevant. In the case
of MAID, the amplitudes A1/2 and S1/2 are parameterized from the global fit as:
A1/2(Q
2) = A01/2(1− 1.22Q2 − 0.55Q8)e−1.51Q
2
, (7.4)
S1/2(Q
2) = S01/2(1 + 40Q
2 + 1.5Q8)e−1.75Q
2
, (7.5)
where A01/2, S
0
1/2 and the expansion coefficient are the parameters of the fit. In
our analysis, we alter the coupling strength to these values MAID provides in order
to explore whether we can achieve a better agreement between experimental and
theoretical data.
For the purposes of helicity amplitude analysis, we have fetched and reconstructed
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polarization data grids for interpolation purposes with values obtained by varying
the coupling to MAID provided helicity amplitude S1/2 in the range (−0.5, 2) times
the nominal MAID value. Since the transverse helicity amplitude A1/2 is accessible
in real photon experiments it is rather well known even at low Q2 and therefore
does not provide much scope for improvement. Nonetheless we did provide two
additional sets at ±30% of its nominal value in order to check our assumption that
scalar helicity is the more sensitive one.
After datasets have been prepared a full simulation analogous to the one performed
before, had been pursued. Figure 7.3 shows the results of this endeavor. After
obtaining simulation data points a χ2-like analysis with respect to our experimental
data sample in P ′x, P ′z and Py had been performed.
Figure 7.3: The results of the χ2 method of determining the optimal helicity amplitudes.
Values in scalar amplitude S1/2 are binned at 10% spacing with regard to the MAID value,
while the transverse amplitude coupling A1/2 is color-coded and shows nominal values in
green, 30% stronger coupling in red and 30% weaker coupling in blue.
Out of the three components the P ′z is plagued with the greatest statistical and
systematical errors and was therefore omitted from further analysis. I have left it in
Figure 7.3 for the sake of an argument in favor of keeping the MAID best estimation
of A1/2 as our fixed value for the S1/2 extraction. It is evident that the initial
parameterization of A1/2 in MAID is already the most balanced choice (green dots
and lines) since increasing (red dots and lines) or decreasing (blue dots and lines)
its coupling only benefits one component, while others deteriorate severely. It can
also be seen that Py is relatively insensitive to the variation in the scalar helicity
amplitude (although it would favor lower values), while the P ′x forms a well defined
parabolic shape and is therefore used for our final extraction.
By referencing the MAID scalar helicity amplitude value as SMAID1/2 and taking
the nominal best value from MAID for transverse helicity amplitude A1/2, our fits
enabled us to extract our best estimate of the S1/2 as a fraction of the MAID value,
yielding
S1/2 = (0.80
+0.15
−0.20)S
MAID
1/2 = (14.1
+2.6
−3.5)× 10−3GeV−1/2. (7.6)
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7.3 Conclusion and Outlook
The aim of this work was to provide a high precision measurement of the proton
recoil polarization components in the pion electroproduction process in the energy
range of the Roper resonance. For a single kinematic point this aim was fulfilled
and the results are well aligned with theoretical prediction of the unitary isobar
approach of the MAID model (see Figure 7.2).
The ability to discriminate between competing state-of-the-art electroproduction
models like MAID and DMT, as well as the full-scale partial-wave analysis SAID,
is in itself a valuable result, since it offers additional insight into the applicability of
calculations operating with dressed resonances (MAID) and models incorporating
bare states and their subsequent dynamical dressing (DMT, Sato-Lee). At the same
time the theories that can directly benefit from our recoil-polarization result are
limited to this exact set, and an effort to expand our knowledge of recoil polariza-
tions with measurements at further kinematic points is needed to produce a more
comprehensive picture in terms of the Roper structure functions (eq. (2.28 - 12)).
Our analysis of helicity amplitudes by utilizing the MAID calculations — although
being model dependent — offers important additional insight into the nature of
the Roper resonance structure. As already discussed in chapter 2 and chapter 3,
the evolution of the Roper helicity amplitudes with Q2 is the main testing ground
for different theoretical predictions regarding the structure of the Roper resonance,
especially the scalar helicity amplitude S1/2, which is still poorly known at very low
Q2. Hence our result in eq. (7.6) provides additional insight into this most relevant
area of scalar helicity amplitude.
As shown in Figure 7.4, up until now there was practically no data points at lowQ2
levels for scalar helicity amplitude, resulting in many competing models that are in
agreement with experimental data in the region containing data points, but predict
radically different behaviors at low Q2. Our extracted value first of all supports
the nonhybrid nature of the resonance, favoring the interpretations of the Roper as
an entity characterized by strong meson-baryon dressing. In particular, there is no
need for nonquark degrees of freedom, which is in agreement with recent findings in
[4, 126]. The result supports the models in which the interplay of quark and meson
contributions results in a small value of S1/2. This is a relevant finding by itself, as it
validates an important model-independent long-wavelength constraint, the Siegert’s
theorem [127–129]. The theorem states that all scalar helicity amplitudes should
go through zero at the pseudothreshold (for Roper at about Q2 ∼ −0.25(GeV/c)2)
where the three momentum transfer vanishes.
The main challenge for the models in the region below Q2 < 0.5 (GeV/c)2 is
the evaluation of the meson-cloud contributions. The LF relativistic quark models
[69, 80–83] are subjected to their inability to take these effects into account and
therefore tend to overestimate the scalar helicity amplitude. The JLab-MSU pa-
rameterization [10] does take into account also meson-baryon (MB) dressing and
predicts a drop in the scalar helicity amplitude when approaching Q2 = 0. The
isolated MB contribution shown in Figure 7.4 indicates a very sensitive cancellation
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Figure 7.4: The scalar helicity amplitude for Roper electroexcitation extracted at Q2 =
0.1(GeV/c)2 compared to CLAS measurements[27], MAID[3, 16] (solid line), the JLab-
MSU[10] parameterization and the light-front quark models[11, 81]. The isolated meson-
baryon dressing contribution calculated in[10] is shown by the doted line. The rather large
range of other predictions we could find is indicated by the shaded area.
between quark and meson contributions, since both contributions become sizable
and opposite in sign at low virtualities. This picture is also confirmed by the find-
ings in [93]. In addition, it would seem that Roper is also subject to strong coupling
between channels and states the MB final state interactions generate [12, 126].
The Roper resonance has puzzled researchers for more than fifty years now, but
slowly the picture seems to be getting clearer with the help of vast experimental
and theoretical efforts in the past two decades. New CW electron beam facilities
adopted in the last decate of the previous century provided high-precision electropro-
duction data needed for the guidance of further theoretical investigations. Increased
computational power of modern computers enabled lattice QCD calculations and
partial-wave analyses to further supplement our understanding of the nuclear reso-
nances and clarifies picture of the Roper resonance as we see it today.
The results on pion and double-pion electroproduction data (including the find-
ings in this work) indicate that the Roper resonance is predominantly the first radial
excitation of the nucleon. It contains a well-defined dressed quark core that deter-
mines the resonance properties at all scales, but becomes the dominant factor in the
large Q2 ≥ m2N region, where m2N is the nucleon mass [126].
The quark core and its radial excitation alone cannot explain several ‘traditional’
problems the Roper resonance posed to researchers, such as large resonance width,
low resonance mass and electromagnetic properties. It would seem that the quark
core is supplemented by a meson cloud, which is responsible for the reduction of the
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Roper resonance mass as well as broadening of the resonance width [4, 96, 126].
Lessons learned by studying the Roper resonance are applicable to other baryons
as well. A growing body of experimental and theoretical results suggest that nearly
all baryon states can be viewed as a system of three-body dressed quark core with
an additional meson cloud, whose prominence is of variable importance among the
baryon states. The dressing effects are most prominent at low virtualities and they
disappear rapidly with increasing virtuality of the probe. MB final state interac-
tions and the dynamical coupling between different production channels, plays a
distinctive role in describing the excited baryon states and with the advent of first
lattice QCD results on this front [12, 49] we can look forward to clarifying the Roper
resonance status in the near future. This work is an experimental step forward in
this direction, providing the first recoil-polarization observables in the region of the
Roper resonance.
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Razširjeni povzetek v slovenskem
jeziku
Uvod
Resonanco P11(1440) je med analizo podatkov sipanja pionov na nukleonu odkril
L.D. Roper [6] leta 1964 in vse od takrat pogovorno tudi nosi njegovo ime. Roper-
jeva resonanca je najnižje vzbujeno stanje nukleona s pozitivno parnostjo in ima
enaka kvantna števila kot osnovno stanje. Zaradi svoje manjše mase (1440 MeV)
od pričakovane v okviru nerelativističnih računov z valenčnimi kvarki, in njene ne-
navadno široke resonančne širine (350 MeV), je Roperjeva resonanca takoj vzbudila
veliko zanimanja med hadronskimi fiziki. To zanimanje se je preneslo vse do danes,
saj resonanca nikoli ni bila zadovoljivo razložena.
S prihodom novih pospeševalnikov, ki so dostavljali CW (angl. Continous wave)
elektronske žarke, je prišlo do novega velikega eksperimentalnega razmaha na po-
dročju hadronske fizike. Z novimi napravami se je razmerje signal-šum drastično
izboljšalo, koincidenčni poskusi pa izvedljivi, saj se je delež naključnih koincidenc,
v primerjavi s sunkovnim načinom delovanja pospeševalnikov, močno zmanjšal.
Elektroprodukcija je tako postala dominantna eksperimentalna tehnika za razi-
skovanje resonanc nukleona [3, 4]. Nove naprave v Mainzu (KPH - MAMI), Mas-
sachusettsu (MIT/Bates – OOPS) ter Virginiji (Jlab – CEBAF) so omogočile zelo
precizne meritve, ki vse od devetdesetih let prejšnjega stoletja bogatijo naše znanje
na področju hadronske fizike.
V tem delu obravnavamo elektroprodukcijo piona p(e⃗, e′p⃗)π0 v območju energij
Roperjeve resonance P11(1440). Izvedli smo dvojno-polarizacijski poskus s polari-
ziranim elektronskim žarkom in meritvijo polarizacije iz reakcije izbitega protona.
Meritev je bila izvedena v okviru kolaboracije A1 na pospeševalniku MAMI (Mainz
Microtron) na institutu za jedrsko fiziko Univerze Johannesa Gutenberga v Mainzu.
Namen poskusa je izluščiti polarizacijske komponente P ′x, Py in P ′z izbitega pro-
tona, ki jih lahko nato primerjamo z napovedmi sofisticiranih elektroprodukcijskih
modelov MAID [16] in DMT [17] ter napovedmi analize po parcialnih valovih SAID
[18]. Elektromagnetne lastnosti Roperjeve resonance so bile še do nedavno povsem
neznane, s poskusi kolaboracije CLAS iz JLab-a [9–11] pa je naše znanje tudi na
tem področju znatno napredovalo.
I
Razširjeni povzetek v slovenskem jeziku
Roperjeva resonanca je najbolj preprosto razumljena kot prvo radialno vzbujeno
stanje nukleona, vendar so izračuni v okviru nerelativističnih modelov z valenčnimi
kvarki hitro nakazali težave, saj so kazali na občutno premajhno maso Roperjeve
resonance, kakor tudi napačno masno razporeditev v primerjavi s stanjem S11(1535),
ki bi moralo imeti nižjo maso od Roperjeve resonance [74]. Na podlagi teh neja-
snosti so vzniknili hibridni modeli Roperjeve resonance [77–79], ki pa jih v CLAS-u
pridobljeni podatki o Roperjevih sučnostnih amplitudah S1/2 in A1/2 ne podpirajo.
Izračuni v okviru relativističnih kvarkovskih modelov LF (angl. light-front (LF))
se dobro ujemajo z novimi podatki [69, 80–83], vendar odpovedo pri nizkih virtu-
alnostih, kjer so prispevki mezonskega oblaka – kot kaže – zelo pomembni [10, 91].
Študije nakazujejo tudi možnost, da je Roperjeva resonanca dinamično generirana
zaradi sklapljanja s končnimi hadronskimi stanji [12, 40].
Zaradi vseh teh nejasnosti ostaja Roperjeva resonanca še naprej aktualna, pa
čeprav je od njenega odkritja minilo že več kot 50 let.
Elektroprodukcija piona
Elektroprodukcija na nukleonu je reakcija
γ∗ +N → N ′ +X, (1)
kjer je γ∗ virtualni foton, N in N ′ sta nukleona pred in po sipanju, X pa je ele-
ktroproduciran delec. Virtualni foton navadno pridobimo s sipanjem elektronskega
žarka. Ta metoda nam omogoča, da neodvisno spreminjamo tako energijo virtual-
nega fotona ω0, kakor tudi njegovo gibalno količino q z izbiro primerne kinematike:
q = (ω0, q), (2)
q2 = (k − k′)2, (3)
ω0 = (k0 − k′0), (4)
kjer je q štiri-vektor virtualnega fotona, k (k′) je gibalna količina elektrona pred
(po) sipanju in k0 (k′0) elektronova energija pred (po) sipanjem. Štiri-vektor pre-
nosa gibalne količine na kvadrat q2 ima negativno vrednost, zato navadno vpeljemo
virtualnost kot Q2 = −q2 ≥ 0.
Za proces elektroprodukcije piona p(e⃗, e′p⃗)π0 lahko zapišemo diferencialni sipalni
presek kot [19]
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, (5)
kjer je ϵ∗L = ϵ(Q2/ | q∗ |2) longitudinalna polarizacija virtualnega fotona v težiščnem
sistemu, Γv je tok virtualnih fotonov, W invariantna masa končnega sistema πN
in Kγ = (W 2 − m2p)/2W ekvivalentna energija realnega fotona. Rsi , kjer je i ∈
{L,T,LT,TT} in s ∈ {l, n, t} so strukturne funkcije, ki vsebujejo vso informacijo o
hadronskem sistemu. Ta izraz lahko povežemo z opazljivko v našem poskusu – torej
polarizacijo izstopnega protona – preko izraza za sipalni presek, ki je izražen preko
nepolariziranega sipalnega preseka σ0 in polarizacijskega vektorja Π [19, 20]
dσ
dE ′pdΩedΩ∗p
=
σ0
2
(1 +Π · sˆr) . (6)
Polarizacijski vektor Π sestavljata od sučnosti neodvisni del P in od sučnosti
odvisni del P ′,
Π ≡ P + hP ′. (7)
Potem lahko sipalni presek izrazimo kot
dσ
dE ′pdΩedΩ∗p
=
σ0
2
(1 + P · sˆr + h [Ae + P ′ · sˆr]) , (8)
kjer je Ae analizirna moč žarka. S primerjavo enačb (5) in (8) lahko potem izrazimo
komponente vektorja polarizacije Π. V primeru sipanja v ravnini so te komponente
enake:
σ˜0Πt = h
[√
1− ϵ2R′tTT +
√
ϵ∗L(1− ϵ)R′tLT
]
, (9)
σ˜0Πn = R
n
T + 2ϵ
∗
LR
n
L +
√
ϵ∗L(1 + ϵ)R
n
LT +R
n
TT in (10)
σ˜0Πl = h
[√
1− ϵ2R′lTT +
√
ϵ∗L(1− ϵ)R′lLT
]
, (11)
kjer σ˜0 označuje nepolarizirani sipalni presek z izjemo člena sorazmernega s σMott:
σ˜0 = RT + 2ϵ
∗
LRL +
√
ϵ∗L(1 + ϵ)RLT + ϵRTT. (12)
Definirajmo še sučnostni amplitudi, saj se z njima srečamo pri končnem rezultatu.
Sučnostne amplitude so v splošnem definirane v okviru elementov matrike elektro-
magnetnega toka. V težiščnem sistemu lahko transverzalno sučnostno amplitudo
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A1/2 in skalarno sučnostno amplitudo S1/2 Roperjeve resonance zapišemo kot [4]
A1/2 = ζ
√
2πα
Kr
1
e
⟨
R, S ′z =
1
2
| ϵ+ · J | N,Sz = −1
2
⟩
,
S1/2 = ζ
√
2πα
Kr
1
e
⟨
R, S ′z =
1
2
| ϵ0 · J | N,Sz = 1
2
⟩ | q |
Q
, (13)
kjer sta Kr in | qr | ekvivalentna energija fotona in pionova gibalna količina v težišč-
nem sistemu, α je konstanta fine strukture, e osnovni naboj in ζ fazni faktor. Sz in
S ′z sta začetna in končna projekcija spina, ϵmλ u (λ = ±1, 0) pa fotonski polarizacijski
vektorji. Jµ je operator za elektromagnetni prehod.
Sučnostne amplitude so torej povezane s spremembo projekcije spina med zače-
tnim in končnim stanjem nukleona. Za Roperjevo resonanco z vrednostjo spina
S = 1/2, sta tako edini možni amplitudi A1/2 in S1/2. Poudarimo še, da lahko
skalarno sučnostno amplitudo pridobimo le pri neničelni virtualnosti, torej v elek-
troprodukcijskih poskusih.
Pregled raziskav Roperjeve resonance
Večinski del eksperimentalnih raziskav Roperjeve resonance se odvija v okviru ele-
ktroprodukcije na velikih pospeševalnikih omenjenih v uvodu, vseeno pa obstajajo
tudi številni drugi pristopi, ki jih bomo deloma omenili v tem razdelku.
Morsch in Zupranski sta objavila dve eksperimentalni študiji [84, 85], kjer sta Ro-
perjevo resonanco raziskovala pri sipanju α delca na protonu, kakor tudi pri sipanju
protona na protonu. Poskus z α delci je bil izveden pri energiji Eα = 4.2 GeV, kjer
sta avtorja našla resonančno stanje z nižjimi vrednostmi za maso (1390± 20 MeV)
in širino (190 ± 30 MeV) od tistih, ki jih opazimo pri sipanju piona na nukleonu.
Podoben rezultat sta opazila tudi pri protonskem sipanju.
Razlago svojega rezultata sta ponudila v okviru modela, kjer je Roperjeva re-
sonanca sestavljena iz dveh stanj, ki sta si energijsko zelo blizu in se skladata v
obravnavi preko T-matričnega formalizma. Prva struktura bi bila občutljiva zgolj
na sipanje α delca, druga pa bi imela veliko razmejitveno razmerje za prehod v π∆
razpadni kanal.
Kolaboracija ‘Crystal Ball’ je objavila študijo reakcije πN → ππN , kjer so se osre-
dotočili na energijsko območje Roperjeve resonance [38]. Njihova analiza nakazuje
na močno interferenco med razpadnima kanaloma
N(1440)→ ∆π in
N(1440)→ N(ππ)I=0Swave,
kjer naj bi prvi proces postal opazen šele pri energijah piona okoli Tπ = 400 MeV,
drugi pa naj bi bil prisoten že takoj nad pragom.
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Meritev reakcije pp → ppπ+π− so izvedli v sklopu skupine CELSIUS na ekspe-
rimentalni postavitvi PROMICE/WASA [86]. Eksperiment so izvedli pri različnih
kinetičnih energijah protona, zbrani podatki in njihova analiza pa nakazuje, da Ro-
perjeva resonanca dominantno prispeva k temu procesu. Prvič so tudi opazili dokaz
za energijsko različno odvisnost razpadnih kanalov
N∗ → ∆π in (14)
N∗ → Nσ. (15)
Opazili so 50% relativno povečanje v korist razpadnega kanala ∆π. Tega pojava
niso mogli pojasniti zgolj s predpostavko, da k povečanju prispeva reakcija preko ∆
resonance, zato menijo da gre za močan namig, da k tem procesu znatno prispeva
tudi Roperjeva resonanca.
Študija [87] analize podatkov pridobljenih na spektrometru BES v okviru trkal-
nika elektronov in pozitronov BEPC v Pekingu je privedla do zanimivega opažanja
Roperjeve resonance v procesu J/Ψ→ N¯Nπ. Ta proces deluje kot efektiven izospin-
1/2 filter za sistem nukleona in piona zaradi ohranitve izospina. Odkrili so dve novi
Breit-Wignerjevi masi in nižje ležečo izmed njiju povezali z Roperjevo resonanco.
Sedaj se osredotočimo še na najvplivnejši eksperimentalni dosežek za naše razume-
vanje Roperjeve resonance. Gre za elektroprodukcijo piona v okviru kolaboracije
CLAS, ki deluje v Jefferson Lab-u. Njihov detektor pokriva praktično ves prostorski
kot in je zasnovan za podrobne raziskave eksluzivnih procesov mezonske elektropro-
dukcije.
Zbrali so veliko podatkov v zelo širokem območju virtualnosti Q2 od 0.16 do
6 GeV2 [9–11, 27, 69]. Tekom teh eksperimentov so bili pridobljeni tudi podatki o
sučnostnih amplitudah Roperjeve resonance, kar prikazuje slika 5 za transverzalno
sučnostno amplitudo ter slika 6 za skalarno sučnostno amplitudo. Točkam je dodana
tudi krivulja z rezultati MAID analize.
Prvi teoretični napori glede Roperjeve resonance so bili povezani z razjasnitvijo
njegove resonančne mase in širine. Nerelativistični modeli z valenčnimi kvarki sprva
niso uspeli poustvariti eksperimentalno opaženih vrednosti [74]. Z upoštevanjem
relativističnih efektov sta se Capstick in Isgur [88] sicer močno približala eksperi-
mentalnim vrednostim, vendar pa so bile mase v višji resonančni regiji še vedno
sistematično previsoke.
Z dodatkom kiralne dinamike relativističnim modelom valenčnih kvarkov, se je
stanje še dodatno izboljšalo, saj so v [75] opazili tudi pravilno masno razvrstitev Ro-
perjeve resonance in stanja S11(1535). Z dodatkom interakcije kvarkov z izmenjavo
psevdoskalarnih mezonov v SU(3)F oktetu so uspešno reproducirali mase resonanc
znotraj 4% v zelo širokem območju spektra nukleonskih resonanc.
Prav tako so poskusili opisati resonančno širino Roperjeve resonance z modelom
ustvarjanja parov kvarkov (angl. quark pair creation model - QPCM). Osnovni
tri-kvarčni valovni funkciji Roperjeve resonance so dodali primes kvarčnega para qq¯
in ob upoštevanju relativističnih efektov uspeli opisati njeno resonančno širino [76].
V
Razširjeni povzetek v slovenskem jeziku
Slika 5: Transverzalna sučnostna amplituda za prehod v stanje P11(1440) Roperjeve re-
sonance. Odprti trikotniki so JLab analiza podatkov[27], medtem ko so rdeči krogi MAID
analiza. Pri Q2 = 0 je z modrim kvadratom označena povprečna vrednost kot jo podaja
PDG. Zelena točka je MAID analiza JLab/Hall A podatkov Laveissiere et al.[70]. Črta
prikazuje parametrizacijo sučnostne amplitude v sklopu MAID2008 modela. Slika vzeta iz
[3].
Slika 6: Skalarna sučnostna amplituda za prehod v stanje P11(1440). Ostale oznake so
skladne s sliko 5. Slika vzeta iz[3]
Opisi sučnostnih amplitud v sklopu relativističnih LF modelov [69] so nakazovali
na pomembne prispevke mezonskega oblaka pri nizkih virtualnostih in čedalje več
raziskav je prišlo do podobnih ugotovitev [89–91, 95–97].
Roperjevo resonanco se lahko opiše tudi kot povsem dinamičnimi pojav preko
sklapljanja več-hadronskih stanj [39, 40, 100]. To sliko podpirajo tudi zadnja pri-
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zadevanja kvantne kromodinamike na mreži (lQCD), kjer so v študijah [12, 49]
prvič vpeljali lokalne pet-kvarkovske operatorje. Pokazali so, da lahko najdejo več-
hadronska osnovna stanja na mreži, vendar pa stanja, ki bi ustrezalo Roperjevi
resonanci, niso našli. Ti dve študiji sta korak naprej od predhodnjih študij, ki so
bile osredotočene na spektroskopijo vzbujenih stanj nukleona, vendar so uporabljale
zgolj tri-kvarčne operatorje [41–43, 46, 48], to pa za pravilni opis močno razpadajoče
resonance kot je Roperjeva, verjetno ne zadostuje.
Izvedba poskusa
Poskus smo izvedli v okviru kolaboracije A1 na inštitutu za jedrsko fiziko (KPH)
Univerze Johannes Gutenberg v Mainzu, v sklopu katerega obratuje pospeševalnik
elektronov MAMI [108]. Pospeševalnik ima 20 µA izvor polariziranih elektronov, ki
smo jih pospešili do energije 1.508 GeV. Meritve smo izvajali v eksperimentalni hali
kolaboracije A1 v kateri se nahajajo trije visokoločljivi spektrometri [113]. Spektro-
metri se imenujejo A,B in C. Spektrometra A in C imata enako magnetno optiko, ki
jo sestavljajo kvadrupolni, sekstupolni ter dva dipolna magneta, medtem ko spek-
trometer B sestavlja le en velik dipolni magnet. Zaradi tega spektrometer B pokrije
manjši obseg gibalnih količin in izstopnih kotov kot spektrometra A in C, vendar
ima boljšo ločljivost na tarči.
Pri naši postavitvi poskusa smo uporabili spektrometer B za zaznavanje elek-
tronov in spektrometer A za zaznavanje protonov. Standardni paket detektorskih
sistemov je med spektrometri enak in ga sestavljajo vertikalne potovalne komore
(VDC), dve ravnini hitrih plastičnih scintilacijskih detektorjev in pragovni detektor
sevanja Čerenkova. VDC sestavljata dva para komor, s katerimi lahko dovolj na-
tančno določimo položaj in kot preleta delca na fokalni ravnini. Iz teh koordinat je
mogoče rekonstruirati položaj dogodka na tarči. Scintilatorski ravnini sestavljata 3
mm debela ravnina imenovana dE ter 10 mm debela ravnina imenovana ToF. Scin-
tilacijska detektorja se uporabljata za proženje sistema zajema podatkov, določita
čas preleta delcev in omogočata diskriminacijo med minimalno ionizirajočimi ter
počasnejšimi delci. Detektor sevanja Čerenkova se uporablja za razločevanje med
elektroni (pozitroni) in, praviloma, pioni.
Spektrometer A lahko namesto detektorja sevanja Čerenkova uporablja fokalni
polarimeter (FPP) [115], ki ga sestavlja ogljikov sipalec in horizontalne potovalne
komore (HDC). Detektorski sistem FPP se uporablja za določitev polarizacije iz re-
akcije izbitih protonov ter v kombinaciji s polariziranim elektronskim žarkom omo-
goča izvedbo dvojno-polarizacijskih meritev, kot je bila naša.
V središčni točki krožnice, po kateri se premikajo spektrometri, se nahaja sipalna
komora v kateri je nameščenih več različnih tarč. Ključne tarče pri našem poskusu so
bile ogljikova ploščica za kalibracijo, ploščica iz aluminijevega oksida, ki se uporablja
za vizualno določitev položaja žarka ter kriogenska celica z utekočinjenim vodikom
za dejanske produkcijske meritve. Kriogenska celica dimenzij 49.5 mm in 11.5 mm
ima stene iz havarja, tipična temperatura utekočinjenega vodika pa je 21 ◦K pri
tlaku 2 barov.
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Pri poskusu smo želeli določiti polarizacijske komponente iz reakcije izbitega pro-
tona v kinematični točki z virtualnostjo Q2 = 0.1 GeV2 , težiščnim emisijskim kotom
Θ∗p = 90
◦ in invariantno maso hadronskega sistema W = 1440 MeV.
Umeritev detektorjev
Prvi korak pri obdelavi podatkov je bilo njihovo filtriranje, saj je bilo potrebno
najprej izločiti vse dogodke, pri katerih je spektrometer A zaznal pozitivne pione
namesto protonov. Ker smo izvedli koincidenčni poskus, se takšni dogodki nahajajo
enakomerno porazdeljeni znotraj koincidenčnega okna in jih lahko izločimo z rezom
na koincidenčni vrh, vendar pa je v prvem koraku potrebno scintilacijske detektorje
šele umeriti in tega reza še ne moremo narediti. Zato smo uporabili podatke o
energijskih izgubah delcev v scintilacijskih ravninah dE in ToF, kjer sta vrhova
pionov in protonov jasno ločena (glej sliko 5.4).
Za tem je sledila umeritev ADC (angl. Analog-to-digital converter) in TDC (angl.
time-to-digital converter) signalov scintilacijskih detektorjev. To smo naredili tako,
da smo časovno poravnali vrhove posameznih segmentov scintilacijskih detektorjev
ter upoštevali energijsko odvisne popravke zaradi različno hitrega proženja znotraj
posameznih segmentov. Tako smo poustvarili koincidenčni vrh s skupno širino na
polovični višini (FWHM) 0.9 ns (glej sliko 5.6).
Potovalne komore VDC in HDC smo umerili tako, da smo najprej izločili vse ne-
delujoče žice. Te so lahko popolnoma neodzivne, ali pa prekomerno šumijo. Nato je
bilo potrebno določiti izhodiščne kanale TDC-jev in naravnati pravilno potovalno hi-
trost. Ustrezno nastavitev teh parametrov za VDC komore preverimo na histogramu
rekonstrukcije napake v fokalni ravnini. Parametri, ki to napako minimizirajo, so
optimalni.
Umeritev horizontalnih potovalnih komor (HDC) je bil malo večji zalogaj, saj
je bilo potrebno poleg TDC signalov in umeritve potovalne hitrosti, preveriti tudi
delovanje sodo-lihih ojačevalnikov. Ker se pri detekciji delca v HDC navadno aktivira
zgolj ena signalna žica, moramo še vedno pridobiti informacijo o strani, s katere jo
je delec preletel. Ta podatek prispeva signal iz sodo-lihega ojačevalnika, ki primerja
inducirani napetosti na sosednjih oblikovnih žicah. Žica, ki leži bliže preletu delca,
se odzove z večjim induciranim tokom in tako lahko ojačevalnik razloči med stranjo
preleta. Za končno umeritev HDC je bilo potrebno preveriti in določiti središčno
točko vseh sodo-lihih histogramov, enega za vsako signalno žico (glej sliko 5.13).
Ker je HDC pogosto izmenjan z detektorjem sevanja Čerenkova, je potrebno tudi
določiti njegov natančen položaj znotraj spektrometra A. V ta namen se pogleda
rekonstrukcijo med delčevo potjo, kot jo vidita VDC in HDC, ter primerja oba
izmerka. Ob pravilni nastavitvi parametrov, se napaka rekonstrukcije najbližje točke
obeh preletnih poti minimizira. To nam omogoča, da natančno določimo položaj
sekundarnega sipanja. To je točka, kjer se preletni poti zaznani s HDC in VDC
najbolj približata. V našem poskusu želimo obravnavati zgolj dogodke, ki se sipajo
na ogljikovem sipalcu, ki je postavljen neposredno pred prvo ravnino HDC.
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Iz meritve položaja preleta delca v VDC se lahko preko prenosnih matrik (angl.
transfer matrix) določi njegov izvor s tarče. Tako dobimo priložnost, da primerjamo
poustvarjeni izvorni točki z obeh spektrometrov in ustrezno popravimo parametre
tarče v analiznem programu. Na ta način lahko določimo, ali je delec izviral iz stene
kriogenske tarčne celice, ali njene notranjosti (torej tarčnega materiala – tekočega
vodika). Pri poskusih s kriogensko tarčo vedno obstaja nevarnost, da se na stenah
celice prične nabirali led, v kolikor je vakuum v sipalni komori slab. Pri našem
poskusu je bil sistem neposredno pred poskusom izdatno preverjen in obnovljen,
zato so bili sledovi nabiranja ledu zanemarljivi (glej sliko 5.18).
Analiza podatkov
Po umeritvi detektorskih sistemov, je bilo potrebno postaviti ustrezne reze, s ka-
terimi skrčimo nabor vseh zaznanih dogodkov na zgolj tiste, ki jih na koncu lahko
porabimo za analizo polarizacije iz reakcije izbitih protonov. Osnovna reza na po-
tovalnih komorah izločita vse dogodke z nezadovoljivo kvaliteto rekonstrukcije poti
preleta delca. Uvedemo tudi rez na tarči, s katerim izberemo zgolj središčno območje
celice. S tem izločimo dogodke, ki bi izvirali iz sten celice ali ledu.
Pretežni del dogodkov iz ozadja se izloči na fizikalni podlagi. Osnovna reza sta rez
na koincidenčni vrh, ter rez na preračunano manjkajočo energijo v reakciji. Ker pri
našem poskusu ne zaznamo piona, bi morala manjkajoča masa ustrezati masi piona.
V našem preračunu smo to maso odšteli, tako da smo rezali na območje vrha, ki se
pojavi pri manjkajoči masi 0 MeV (glej sliko 5.20).
Z rezi na HDC komoro prav tako zagotovimo, da izberemo zgolj dogodke s popolno
informacijo sekundarnega sipanja. Poleg tega moramo zagotoviti, da izberemo zgolj
dogodke s sekundarnim sipalnim kotom večjim od 7◦, saj bodo izključno te dogodki
dominantno podvrženi sipanju zaradi jedrskega potenciala, pri katerem je mogoče
opaziti asimetrijo po sekundarnem sipalnem kotu ϕ [115]. Učinek rezov je povzet v
spodnji razpredelnici.
Po izboru ustreznih polarizacijskih dogodkov, se lotimo določitve polarizacije iz
reakcije izbitih protonov. Prvi način te določitve je bil prikazan v delu [115], kjer se je
polarizacijske komponente določilo iz histograma asimetrične porazdelitve dogodkov
po sipalnem kotu ϕ. Žal je ta metoda podvržena precejšnjim sistematičnim napakam,
tako da raje uporabimo metodo največje zanesljivosti (angl. Maximum likelihood),
ki je bila v sklopu kolaboracije A1 prvič uporabljena v delu [119].
Metoda največje zanesljivosti obravnava vsak dogodek xi ločeno in mu pripiše
njegovo verjetnost, glede na predpostavljeno porazdelitveno funkcijo fX(xi;Φ), ka-
teri naj bi dogodki sledili, pri čemer je Φ vektor parametrov za dano porazdelitev.
Potem lahko najverjetnejšo zanesljivost opišemo z enačbo
L(x|Φ) = L(x1, x2 . . . , xn|Φ) =
n∏
i=1
fX(xi;Φ)dx, (16)
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Tabela 3: Povzetek učinka rezov na število zaznanih dogodkov. Stolpec ‘Pioni’ prikazuje
rez na pione, kot smo jih zaznali v scintilacijskih ravninah dE in ToF. Stolpec ‘Koincidence’
označuje rez na koincidenčni vrh, ‘Manjkajoča masa’ pa na poustvarjene dogodke z elek-
troproduciranim pionom. ‘VDC in tarča’ označujeta reze po kvaliteti dogodkov na VDC
komorah in dogodke, ki izvirajo s središčnega območja tarče, ‘HDC’ rez po kvaliteti dogod-
kov na HDC komorah in ‘Sipalni kot’ na dogodke s kotom večjim od 7◦ pri sekundarnem
sipanju.
Pioni Koincidence Manjkajoča VDC in HDC Sipalni kot Skupaj
masa tarča [%]
1 100.00
2 × 82.97
3 × 10.65
4 × 9.57
5 × × 4.66
6 × × × 2.95
7 × × × × × 0.55
8 × × × × × × 0.14
kjer je x množica vseh dogodkov in L njihova največja zanesljivost pri izbranih
parametrih Φ. V našem primeru so izbrani parametri komponente polarizacijskega
vektorja, izmerek pa sekundarni sipalni kot ϕ. Z variiranjem parametrov nato dolo-
čimo najmanjšo vrednost največje zanesljivosti L in privzamemo, da smo našli opti-
malne parametre porazdelitve. Za določitev polarizacijskih komponent smo morali
določiti tudi povprečno polarizacijo elektronskega žarka Pb. To smo v več neodvisnih
metodah določili za Pb = 87% (glej tabelo 6.2).
Končne rezultate smo opremili tudi s teoretičnimi napovedmi modelov MAID in
SAID, kakor tudi napovedjo analize po parcialnih valovih SAID. V primeru elektro-
produkcijskih modelov smo napravili tudi simulacijo po akceptančni ravnini spek-
trometra A in teoretični napovedi MAID in SAID podali kot pasova zaupanja z
referenčno krivuljo.
Rezultati in zaključek
Slika 7 prikazuje našo najboljšo oceno vrednosti polarizacijskih komponent iz re-
akcije izbitega protona. Vrednosti so podane v MAID koordinatnem sistemu (glej
sliko 6.6). Teoretični napovedi modelov MAID in SAID smo povprečili po akcep-
tančni ravnini spektrometra A in ju podali kot ena-σ pasova zaupanja. Vijoličasta
črta prikazuje napoved analize po parcialnih valovih SAID.
Naši rezultati kažejo zelo dobro ujemanje z napovedmi modela MAID, zato smo
ta model v nadaljevanju uporabili za modelsko odvisno določitev skalarne sučno-
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Slika 7: Polarizacijske komponentne iz reakcije izbitega protona v energijskem območju
Roperjeve resonance. Osenčena območja prikazujejo pasove ena-σ zanesljivosti modelov
MAID in DMT, kot posledica povprečenja po akceptančni ravnini spektrometra A. Vijoli-
časta črta je napoved analize SAID. Prikazane so samo statistične napake (glej tabelo 4).
Tabela 4: Polarizacijske komponente v petih razdelkih znotraj energijskega območja
našega poskusa. Statistične napake so skladne z obravnavo največje zanesljivosti,
sistematične pa so predvsem posledica negotovosti polarizacije elektronskega žarka.
W [MeV] 1408 1424 1440 1456 1472
P ′x 0.08 0.06 0.05 0.15 0.18
∆P ′x (stat.) 0.03 0.03 0.03 0.04 0.04
∆P ′x (sys.) 0.01 0.01 0.01 0.02 0.02
Py 0.02 −0.10 −0.05 −0.12 −0.05
∆Py (stat.) 0.03 0.03 0.03 0.03 0.03
∆Py (sys.) 0.02 0.03 0.03 0.02 0.02
P ′z 0.74 0.82 0.83 0.70 0.75
∆P ′z (stat.) 0.03 0.04 0.04 0.04 0.04
∆P ′z (sys.) 0.07 0.08 0.08 0.07 0.08
stne amplitude pri virtualnosti Q2 = 0.1 GeV2. Izvedli smo simulacijo teoretičnih
napovedi modela MAID, pri čemer smo spreminjali moč v modelu uporabljenega
parametra za sučnostni amplitudi. Tako pridobljene teoretične napovedi smo nato
podvrgli testu χ2 in poiskali optimalni sučnostni sklopitvi.
Izkazalo se je, da smo na transverzalno sučnostno amplitudo A1/2 zelo neobčutljivi,
za skalarno sučnostno amplitudo S1/2 pa smo izluščili vrednost:
S1/2 = (0.80
+0.15
−0.20)S
MAID
1/2 = (14.1
+2.6
−3.5)× 10−3GeV−1/2. (17)
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Slika 8 prikazuje skalarno sučnostno amplitudo S1/2 za Roperjevo resonanco. Na
sliki so označene meritve pridobljene v JLabu, teoretične napovedi in našo modelsko-
odvisno podatkovno točko. Naša meritev podpira interpretacijo, da je v primeru
Roperjeve resonance močno prisoten vpliv mezonskega oblaka. Vendarle je njegov
prispevek zelo občuten le pri majhnih virtualnostih.
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Slika 8: Skalarna sučnostna amplituda za elektroprodukcijo Roperjeve resonance pri virtu-
alnosti Q2 = 0.1(GeV/c)2 v primerjavi z meritvami CLAS [27], MAID[3, 16] (polna črta),
JLab-MSU[10] parametrizacijo in LF kvarčnima modeloma [11, 81]. Izoliran prispevek k
mezonskemu oblaku, kot je bil izračunal v [10] je prikazan pikčasto. Veliko območje vseh
drugih teoretičnih napovedi prikazuje sivo območje.
Območje z virtualnostjo Q2 < 0.5 (GeV/c)2 je ključno za pravilno obravnavo pri-
spevkov mezonskega oblaka in veliko teorij ponuja zelo različne napovedi. LF kvarčni
modeli [69, 80–83] ne uspejo zaobjeti teh prispevkov in v tem območju odpovedo in
praviloma precenijo velikost sučnostne amplitude. Teorije, ki te prispevke upošte-
vajo so načeloma uspešnejše, kar nakazujejo tudi zadnje raziskave kromodinamike
na mreži [12].
Roperjeva resonanca predstavlja izzive raziskovalcem že več kot 50 let, vseeno
pa se naše razumevanje njene narave počasi in vztrajno izboljšuje. Zasluga za to
gre predvsem velikanskemu eksperimentalnemu in teoretičnemu naporu v zadnjih
desetletjih, ki ga je skupnost vložila v raziskave nukleonskih resonanc. Elektropro-
dukcijski podatki, izračuni v kromodinamiki na mreži, analiza parcialnih valov in
številni teoretični modeli osvetljujejo Roperjevo resonanco iz zelo različnih vidikov
in že nakazujejo na možno rešitev dolgoletne uganke.
Rezultati elktroprodukcije pionov nakazujejo, da je Roperjeva resonance primarno
prvo radialno vzbujeno stanje nukleona, v območju z virtualnostjo Q2 ≥ m2N , kjer
je m2N masa nukleona, pa tudi lastnosti, ki iz te predpostavke izhajajo prevladujejo
XII
[126].
Vseeno pa izključno takšna razlaga ne more pojasniti številnih drugih težav Ro-
perjeve resonance (kot sta nizka resonančna masa in široka razpadna širina), temveč
je potrebno upoštevati močan vpliv mezonskega oblaka, ki oba pojava lahko pojasni
[4, 96, 126].
Vsekakor bo za razjasnitev vseh lastnosti Roperjeve resonance potrebno še veliko
truda, vendar številne raziskave in preboji v zadnjih letih, predvsem na področju
kromodinamike na mreži [12, 49], prikazujejo optimistično sliko, saj se raznolikost
tehnik s katerimi se spopadamo pri obravnavi Roperjeve resonance vztrajno pove-
čuje, s tem pa tudi naše razumevanje.
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