We introduce an interacting particle system of vegetation dynamics and show its convergence towards a generalized, spatially extended Staver-Levin model in an appropriate scaling limit. The proof of convergence relies on coupling techniques for stochastic jump processes, and allows the derivation of limiting dynamics for macro-scale (finite patch locations) and mesoscale (continuous vegetation cover) models. The limiting equations are McKean-Vlasov jump processesprocesses solving stochastic differential equations with self-consistent jump rates depending on the law of the solution. The generalized Kolmogorov equations of these processes in a macroscopic setting with one patch are precisely the classical Staver-Levin model, and, in spatial settings, the Kolmogorov equations constitute a nonlocal integro-differential extension of the classical model. These results have a number of theoretical and ecological consequences. In particular, our models provide an elementary example of jump processes that do not converge to a stationary distribution but rather oscillate in law. The mesoscale particle system can incorporate environmental heterogeneity, allowing us to exhibit solutions presenting waves of invasion and front pinning. Remarkably, the dynamical behavior of the particle systems finely recovers the bifurcation structure of the mean-field limit. To understand this consistency, despite almost-sure absorption in finite-size particle systems, we computed the quasi-stationary distribution (QSD) and derived the absorption probability as a function of parameters. The QSD matches the bifurcation diagram of the corresponding ODE closely and is especially relevant for the system dynamics since the absorption probability drops sharply to zero as nontrivial equilibria emerge in the corresponding ODE.
Introduction
Bridging the microscopic and macroscopic scales in theoretical ecology is an important challenge. Detailed microscopic models describing single organisms are extremely useful for their realistic interpretations and quantitative match to data but their complexity often precludes a detailed mathematical analysis and obscures the key mechanisms at play [1, 16] . Simple models on the other hand allow for an in-depth mathematical understanding, but necessitate simplifications and hypotheses that limit their predictive ability [35] . Despite these limitations, simple systems based on ordinary differential equations have proven extremely useful in ecology.
We propose to bridge the gap between microscopic descriptions of stochastic transitions in a vegetation ecosystem and the Staver-Levin model of vegetation cover [33, 35, 41] . The Staver-Levin model describes the evolution of two tree species: savanna and forest trees, differing in the way they respond to fires: savanna saplings are not killed by fires but rather are said to be top-killed and delay their maturation to adult trees; forest trees are simply killed by fire. When burning, a tree is replaced by grass, instantaneously at the timescale considered. The Staver-Levin model aims at describing, at a macroscopic scale, a variety of "microscopic" events (tree birth, growth and death), arising at various sites on a landscape, and subject to random fluctuations: the original model describes the evolution of fractions of land covered using ODEs with nonspatial interactions. This model displays complex dynamical behaviors, including multistability, limit cycles, and homoclinic and heteroclinic orbits. These complex dynamical structures are affected by the presence of noise, possibly leading to stochastic resonances for Brownian perturbations [41] . Understanding how randomness affects the dynamics of these systems, and how dynamical behaviors are impacted by spatial interaction, are of particular interest with regard to understanding ecosystem persistence and the potential impacts of climate change on tropical vegetation distributions.
There is an extensive literature regarding limits of interacting particle systems, dating back from early works of Bernoulli [2] , Clausius [6] and the celebrated work of Boltzmann [3] on the kinetic theory of gases. These works, aimed at relating the movement of molecules in a gas to macroscopic quantities such as pressure, have seen tremendous development in recent years and were applied to a variety of models (see, e.g., [5, 7, 8, 14, 28, 36] ). This mathematical framework has been widely used to derive and analyze spatially extended models in neuroscience [25, 30, 38, 39] and, to a lesser extent, in ecology [11] . The recent works of Durrett and Ma [13, 15] are important contributions and are most closely related to the present work. The authors consider a two state version of the Staver-Levin model on a toroidal lattice and by taking an appropriately scaled spatial limit, they show convergence in probability of their interacting particle system to the solution of an integro-differential equation (IDE) . They obtain a coexistence result by analyzing the resulting IDE and provide bounds on the coexistence time in terms of the system size. The proof of the hydrodynamic limit relies on the construction of an appropriate dual process which converges to a branching random walk and thereby allows fine estimates on the original particle system.
We adopt an alternative approach based on stochastic coupling methods [10, 26, 36, 38 ] that allows us directly to demonstrate convergence of the Markov chain and derive a jump McKean-Vlasov-type equation for the limiting process. We introduce two main frameworks: macroscopic models, that describe interactions of vegetation at a resolution of a finite number of patches within which ecological parameters and interaction properties are homogeneous, and mesoscopic models, at a scale that finely resolves spatial variations of ecological parameters and interactions, but that conserve averaging effects. For both models, we provide explicit estimates on the rate of convergence to the mean-field limit in a strong norm. In our framework, the Staver-Levin equations naturally arise as the (generalized) Kolmogorov equations of the limiting process. This approach extends to multi-state systems, and to the derivation of multi-patch or spatially extended models with general interaction kernels. Our nonlocal spatial extensions of the Staver-Levin model permit analysis of system properties of practical interest which are not easily accessible via probabilistic methods. For instance, numerous investigators have studied pattern formation [4, 17, 19, 23] , wave speeds and invasion phenomena [22, 37] and responses to heterogeneous environments [18, 24] in spatially extended ecological models. We leave the in-depth study of these properties for the presently derived models to future work. However, we demonstrate waves of invasion numerically in the macroscale model (see Figure 5A ) and our mesoscale model can naturally incorporate environmental heterogeneity via the choice of the initial site distribution (see Figure 5B ). In fact, in the mesoscale framework, we show that both our particle system and the corresponding Kolmogorov equations can exhibit front pinning, a phenomenon of much practical interest that has previously been found in PDE based ecological models [18, 42, 44] .
The paper is organized as follows: In Section 2 we describe in detail two interacting-particle systems based on the same microscale interactions as the original Staver-Levin model. We then outline our main mathematical results for these systems, namely convergence to a well-defined mean-field limiting process in each case. Section 3 provides a qualitative analysis of our models by comparing the behavior of the particle systems with their respective Kolmogorov equations in a series of numerical experiments. We explain long-term transient behaviors via QSDs, demonstrate limit cycles in both spatial and nonspatial versions of our models, and show waves of invasion and front pinning. The proofs of our main mathematical results are deferred to Section 4.
Stochastic Models of Tropical Vegetation Dynamics

A Microscopic model of vegetation competition
The Staver-Levin model describes the interaction between savanna trees, forest trees, and grass patches. In this model, grass represents an "open" patch in which new trees can grow, but also carries fires that limit the expansion of both savanna and forest trees, yet in distinct manners. At the scale of individual trees and patches of grass, the model relies on a few elementary assumptions (see Fig. 1 ):
(i.) Forest trees grow on "open" (grass) patches, at a rate associated with the amount of seeds available on that grass patch, therefore related to the density of trees in its vicinity.
(ii.) Similarly, savanna trees grow on grass patches, at a rate that depending on the local density of adult savanna trees.
(iii.) Grass carries fires, killing forest trees and delaying the maturation of savanna saplings to adults * .
While the original Staver-Levin model does not explicitly consider spatial effects, each of these interactions depend on the density and locations of patches of grass or trees, and extensive remote sensing data highlights the spatial organization at macroscopic scales of savannas and forest lands [33, 34] . We consider a spatially extended landscape Γ, a Borel set of R 2 , composed of multiple sites, thought of as small spatial areas of the typical size of trees (microscopic scale). We consider two distinct scalings which are relevant for applications:
• A macroscopic model where sites are gathered into a finite number (M ) of larger (macroscopic) patches (e.g., pixels of an image, or regions with common environmental parameters). In each patch, sites share the same parameters, and have homogeneous interaction properties with sites at other patches (see Fig. 1 
• A mesoscopic model where interactions between sites depend on their specific location ( Fig. 1 (C), right).
In the mesoscopic model, we consider N sites distributed on the landscape Γ at locations (r i ) i∈{1,...,N } ∈ Γ N assumed to be independent and identically distributed according to a vegetation density distribution q (probability density on Γ In the macroscopic model, we assume for simplicity that each patch is composed of N sites, although our approach readily extends to the case of an unequal number of sites per patch where sites belong to one of the M patches with some given probability (cf. [39] ). Thus, in the macroscopic case, we consider a total of N × M sites.
Each site may switch state at random times, with a stochastic intensity that depends on the state of other sites. We denote X i t the state of site i at time t, and label G the grass state, S the savanna sapling state, T the adult savanna tree state and F the forest tree state. The transitions of a given site between states are parameterized as follows (see Fig. 1 (A-B) ):
(i.) A savanna sapling grows from a site i currently covered by grass with a rate depending on the total amount of seeds available, in the mesoscopic scale, at location r i , or, in the macroscopic model, in the patch α the site belongs to. We thus introduce a savanna seed dispersal kernel, denoted J S (r, r ) in the mesoscopic model (resp., J α,β S in the macroscopic model), corresponding to the rate at which a savanna seed travel from r to r (resp., from patch β to patch α), yielding a transition rate from grass to sapling at site i given by, in the mesoscopic model, by:
is the indicator function, equal to 1 when X j t = T and 0 otherwise. The transition rate is renormalized by the total number of sites to ensure that this remains within fixed boundaries as N is varied -this scaling can also be considered as a scaling of time.
In the macroscopic model, owing to the assumption that interaction properties are homogeneous between sites of the same patches, only the seed dispersal between patch α and β, J α,β S , is relevant, yielding a rate:
where sites now have a double-label indicating the patch identity (Greek letter) and the site index within this patch (modern Latin letter).
(ii.) Similarly, a forest tree grows from a site i currently covered by grass, sapling or savanna tree (representing the assumption that forest trees are competitively dominant to grass and savanna trees alike) with a rate depending on the total amount of seeds available. In the mesoscopic model, the number of forest trees seed available at location r i depends on a forest seed dispersal kernel J F (r, r ), yielding the transition rate:
and the analogous transition rate for the macroscopic model is given by:
(iii.) Forest trees die and are replaced by grassy patches either due to fires, fueled by grass, or other causes independent of the vegetation cover (such as natural mortality). The rate at which site i of forest type switches to grass thus depends on the flammable cover available in the vicinity of patch α and their capacity to transmit fires. Thus, in the mesoscopic model, this transition rate is:
and the corresponding rate for the macroscopic model is:
where the forest mortality function φ is an increasing sigmoidal function, assumed Lipschitzcontinuous (often assumed sharp to reflect the threshold response to fire observed in empirical studies and predicted by percolation based models of fire spread [31] ) of the local flammable cover possibly affecting a site at location r i (or patch α respectively) parameterized by the fire propagation kernel W .
(iv.) Savanna saplings mature into adult savanna trees. The associated rate of transition is affected by fires that, by top-killing saplings, delay their maturation, and the probability of being affected by a fire depends, again, on the local flammable cover and their capacity to transmit fires. The maturation rate of a sapling into an adult savanna tree is thus given, in the mesoscopic model, by:
and in the macroscopic model, by:
where ω is a sigmoid function (smooth, decreasing and bounded), quantifying the delayed maturation associated with top-killed saplings.
(v.) Savanna saplings and trees die at constant rate, independent of the state of the system, and denoted respectively µ and ν.
The transitions for both models are summarized in Figure 1 and in Table 1 (accompanied by the associated transition rates). Both the macroscopic and mesoscopic models are classical finite-state Markov processes in high dimension. As such, classical results imply that solutions are, with probability 1, absorbed in finite time by the full grass state, and as such their stationary dynamics will always be trivial, contrasting with the complexity of dynamical phenomena arising in the Staver-Levin model [41] . Yet, numerical simulations will show a very close phenomenology between Markov chain and limiting systems, with complex and predictable transient dynamics. We demonstrate that the absorption rates to the allgrass state (computed with their exact formula) actually show a sudden drop to zero consistent with bifurcations away from the all-grass state in the limit systems. Hence the time until absorption is very long for the particle systems and the dynamics before extinction characterize the ecologically relevant dynamics at observable times. We will show that these dynamics are rigorously described by generalized Staver-Levin models when N diverges. In that regime, averaging effects arise and somewhat simpler stochastic dynamics emerge. Moreover, the Kolmogorov equations of the resulting mean-field processes can be studied using classical dynamical systems techniques and yield further insight into the stochastic systems behavior. In short, the objective of this paper is to derive effective macroscopic models associated with these Markov chains and undertake a preliminary analysis of their solutions; our analysis proceeds by comparing the dynamics of the particle systems with the Kolmogorov equations which govern the laws of their mean-field limits.
Transition
Mesoscopic Model Macroscopic Model
G → S 1 N N j=1 J S (r i , r j )1 {X j t =T } 1 N M β=1 J α,β S N j=1 1 {X j,β t =T } G, S, T → F 1 N N j=1 J F (r i , r j )1 {X j t =F } 1 N M β=1 J α,β F N j=1 1 {X j,β t =F } F → G φ   1 N N j=1 W (r i , r j )1 {X j t =G}   φ   1 N M β=1 W αβ 1 {X j t =G}   S → T ω   1 N N j=1 W (r i , r j )1 {X j t =G}   ω   1 N M β=1 W α,β 1 {X j t =G}   S → G µ µ T → G ν ν
Convergence Results
The main mathematical results in this paper are the rigorous demonstration of the convergence of the macroscopic and mesoscopic models in the large N limit and the derivation of the limiting processes. Using stochastic coupling theory, we will show the following: 
converges, as N → ∞, towards the component α of the unique strong solutionX = X 1 (t), . . . ,X M (t) t∈[0,τ ] to the M -dimensional McKean-Vlasov jump process with transition rates given by:
, x∈{G,S,T,F } denotes the probability distribution of the solution, namely P β x (t) ∈ [0, 1] is the limit probability for a site i in population β to be in state x ∈ {G, S, T, F } at time t.
II. Characterization of the Limit. The mean-field processX satisfies the generalized Kolmogorov equations:
III. Propagation of Chaos. Moreover, any fixed finite subset of sites (X i1,α1 , · · · , X ip,αp ) converge towards independent variables, i.e. their law converge to the product of laws P α1 ⊗ · · · ⊗ P αp where (P 1 , · · · P M ) is the solution of the mean-field equation (1).
While the proof of Theorem 1 relies on the classical coupling method, we did not find any use of this method for finite-state Markov chains. The methodology provided here should extend to quite general Markov processes, as long as the solutions are well behaved (bounded transition rates and Lipschitz-continuity in the interactions terms).
Theorem 1 provides a characterization of the behavior of the solution in the large N limit in the form of a stochastic jump process, with nonlinear jump rates that depend on the solution of the equation. These types of processes are generally referred to as McKean-Vlasov processes and it is generally hard to characterize properties of their solutions [43] . However, in this case, Theorem 1 provides a simple characterization of the solution in the form of a system of ordinary differential equations; theses ODEs boil down to the classical Staver-Levin equations when M = 1. Interestingly, these equations naturally satisfy the additional conservation law included in the Staver-Levin model on each patch, i.e.
We conjecture that such reductions to simple nonlinear ordinary differential equations should arise naturally in other problems involving finite-state Markov processes. We study the solutions to these equations in more detail and compare their solutions to numerical simulations of the Markov chain in Section 3.
If coupling methods were applied to mean-field systems, potentially with multiple classes [20] , it is only recently that these methods were extended to spatial systems [38, 39] , for interacting particle systems driven by independent Brownian motions. Here, the mesoscopic problem motivates the extension of these methods to jump processes. In the same vein as Theorem 1, we prove, under very mild conditions on the process, the following convergence result: 
φ and ω are bounded, Lipschitz continuous functions from R + to R + . Then the following results hold: I. Convergence. For any time τ > 0 and any site i ∈ N, the process X = {X i (t) : t ∈ [0, τ ]} converges in law, as N → ∞, towards the law of the processX = {X(t, r) : t ∈ [0, τ ]} defined as the unique solution to the spatially-extended McKean-Vlasov jump process with transition rates given by:
where (P x (r, t)) r∈Γ, t∈[0,τ ], x∈{G,S,T,F } denotes the probability distribution of the solution to equation (3), i.e. P x (r, t) ∈ [0, 1] is the limit probability for a site at location r ∈ Γ to be in state x ∈ {G, S, T, F } at time t. II. Characterization of the limit. The mean-field processX satisfies the generalized Kolmogorov equations:
III. Propagation of Chaos. Moreover, any fixed finite subset of sites (X i1 , · · · , X ip ) converge towards independent variables, i.e. their law converge to the product of laws P (r i1 ) ⊗ · · · ⊗ P (r ip ).
Beyond purely theoretical interest, Theorem 2 provides a natural candidate for a spatially extended Staver-Levin model, distinct from classical extensions generally done for ecological models and relying on diffusion operators [27] , and generalizes the similar derivation of Durrett and collaborators [11, 13, 14] . Furthermore, owing to its relationship with a fine microscopic model, the integro-differential equation obtained is ecologically relevant. Indeed, the spatial integral terms associated can be readily interpreted as nonlocal seed dispersal and fire propagation.
The proof of convergence in both results uses coupling methods consisting of two steps: First, we show strong existence and uniqueness of solutions to the associated mean-field equation (1) or (3), and secondly, we construct a particular solutionX i,α of the macroscopic Markov model (resp.,X i for the mesoscopic) to equation (1) (resp, (3)) having the same initial condition as the finite size system and by coupling the jumps of both processes (see deetails below), to which the process
) converges almost surely. The rate of convergence is also quantified through this coupling argument, and it is shown that the distance between the finite system and their limit decays as 1/ √ N . We rigorously prove both of the mains theorems stated above in Section 4. Beforehand, we analyze the solutions of the network and mean-field equations, and show how the limiting processes accurately account for the complex stochastic dynamics of the associated Markov processes.
Analysis of Solutions
Both finite-size models introduced above are Markov processes with an absorbing state which is accessible from any state in finite time. The unique stationary solution of these processes is thus the all-grass absorbing state, and moreover, absorption to the all-grass state occurs in finite time with probability 1. An important consequence of Theorems 1 and 2 is that they identify limiting processes whose laws are more amenable to study than those of the original particle systems. However, there is a possible mismatch between the stationary solutions of the particle systems and their mean-field limiting processes: for some parameter regimes, the all-grass state is unstable, and other equilibria or periodic orbits exist and are stable in the deterministic Staver-Levin model, but this model is nothing other than the Kolmogorov equations of our limiting processes when M = 1 (macroscopic case) or the kernels are Dirac delta functions (mesoscopic case) [41] . Thus it is of evident interest to study the consistency between finite-size tree extinction and non-extinction in the mean-field limit for both the macroscopic and mesoscopic frameworks.
Macroscopic Markov Model and Generalized Staver-Levin Model
We first investigate absorption properties and the consistency of quasi-stationary distributions (behavior of the finite-size system prior to extinction) with the limit process, before exhibiting periodic solutions to the limiting stochastic jump process and investigating configurations of phase shifts for simple patch topologies.
Absorption, QSDs and Mean-field Behavior in a Single Patch
We analyze in detail the absorption property of the macroscale model with a single patch in the grass-forest subsystem. In this subsystem, the finite system is a classical two-state Markov process in dimension N and with, at each site i ∈ {1, . . . , N } independent, exponentially distributed transitions with rates:
is the fraction of Forest sites (or empirical probability of the Forest state across all sites),J is the birth rate of forest trees andW the intensity of fires. The meanfield limit is a one-dimensional two state non-Markovian process with independent exponentially distributed transitions:
where P F (t) is the probability of the Forest state for the unique solution to this equation. These probabilities can be computed using the generalized Kolmogorov equations of the system:
with P G (t) = 1 − P F (t) the probability of a site to be covered by grass.
Assuming that φ(0) > 0 (forest trees are subject to mortality even in the total absence of grass), J > 0 and (2) hold, the all grass state is always an absorbing state for Markov jump process and is the unique stationary distribution for the stochastic particle system. Hence, from any initial condition, the particle system eventually settles in the all grass state with probability one. However, the transient behavior of the process will prove considerably more complex.
The bifurcation diagram of the mean-field system (7), shown in red in Figure 2 , features multiple bifurcations as the value of the forest tree birth rate,J, varies. At low values ofJ, the only stable equilibrium is the all-grass state, consistent with the Markov chain. However, a forest stable equilibrium arises through a saddle-node bifurcation for sufficient forest tree birthrate (J ≈ 0.55). As the birthrate is further increased, the extinction state loses stability in favor of a grass-dominated stable equilibrium through a transcritical bifurcation, and the grass cover of that equilibrium decreases progressively as forest trees birthrate keeps increasing, before disappearing through a second saddle-node bifurcation, at which point the only stable equilibrium is a Forest with a very small proportion of grass. The blue stars in Figure 2 show the state at time t = 100 of simulations of the one-patch 2-state Markov chain with N = 3 000 sites for various values of the forest birthratē J. The simulations are for multiple initial conditions for each value ofJ. Even after a reasonably long time, the system remains away from the all grass state for many initial conditions. Additionally, blue and green dots indicate the "basin of attraction" for the transient states of the particle system and we observe remarkable agreement between the stable states of the ODE and the particle system, and also between the respective basins of attraction. There is necessarily disagreement past the transcritical bifurcation of the all-grass state since this state is always absorbing for the particle system but loses stability past the transcritical bifurcation point in the ODE.
The persistence of transient behavior and striking agreement between the mean-field and particle system in Figure 2 can be better understood in terms of the quasi-stationary distribution (QSD) of the particle system. For this purpose, consider the Markov processX which tracks the proportion of grass sites in X so that the state space ofX is S = {0, 1/N, . . . , (N − 1)/N, 1}. The QSD is the stationary distribution of the system conditioning on not being absorbed by the all grass state, or equivalently, it is the stationary distribution of the new processX * on the restricted state space S * = {1/N, . . . , (N − 1)/N, 1}. Since φ(0) > 0 andJ > 0,X * is recurrent on S * and hence the QSD exists and is unique, as proved by Darroch and Seneta [9] . We computed the QSD as the eigenvector associated with the principal eigenvalue of the sub-stochastic transition matrix obtained by removing the line and column associated with the all-grass system (hereafter referred to as the sub-stochastic restricted transition matrix). The resulting distribution is plotted in the left-hand panel of Figure 3 for each value ofJ and we observe that the mass of the QSD concentrates on the stable states of the ODE -partly explaining the persistent transients observed in Figure 2 . However, a more complete explanation of this persistence is obtained by calculating the absorption rate for the Markov jump processX. The principal eigenvalue of the sub-stochastic restricted transition matrix, denoted by ρ, gives the speed of approach to the all grass state in the sense that for any initial distribution x 0 of X, we have lim where T = inf{t ≥ 0 :X(t) = 1}. The right-hand panel of Figure 3 shows the absorption rate ρ as a function ofJ for multiple values of the system size N . We find that the absorption rate shows a decreasing profile, indicating as expected a decay of the rate of absorption as the forest tree birth rate increases. More strikingly, the rates decay with a sharpening profile as N increases, with a consistent switch from finite to 0 rate atJ ≈ 0.55 -coinciding exactly with the appearance of a saddle node bifurcation in the generalized Kolmogorov equations of the mean-field system. Therefore, consistent with Figure 2 , we expect to observe persistent transient behavior matching the QSD for values ofJ past the first saddle node bifurcation.
Periodic Solutions of the Macroscopic Model
The Staver-Levin ODE features regions of parameters where the single stable attractor is a periodic orbit. In this regime, a simple consequence of Theorem 1 is that the stochastic process arising in the limit N → ∞ will generate oscillations. This is a remarkable property and has previously been observed in continuous stochastic differential equations [32, 40] . To the best of our knowledge, the mean-field process defined by (3) is the only example identified to date of a McKean-Vlasov jump process which has a periodic law. Mathematical methods for studying nonstationary solutions are still to be developed for jump processes but in our case, the existence of a periodic law is based on the derivation of the nonlinear generalized Kolmogorov equations and their bifurcation analysis, avoiding the need for probabilistic arguments. Figure 4 represents the periodic solutions generated by the 4-species system in a periodic regime. We observe, consistent with our theoretical result, that trajectories of the Markov process for N large enough remain close from the trajectories of the associated limit ODE, a result analogous to the effect observed in Figure 4 of [12] . Periodic orbits in the Staver-Levin model were shown to grow and disappear at a heteroclinic orbit when the forest tree birth rate increases [41] . We thus explored the dynamics of the stochastic system as a function of the forest tree birthrateJ. The heteroclinic orbit of the Staver-Levin model connects three fixed points: the all-grass equilibrium, a savanna equilibrium and a mixed-saddle equilibrium where all species are present. We simulated trajectories of the Markov process for various values ofJ, and found that while transient trajectories show very similar dynamics as obtained in the associated limit system, oscillations became transient for parameters too close from the heteroclinic cycle, and the system is rapidly absorbed by the savanna subsystem (i.e., absence of Forest trees), and reaches a fixed point on this subsystem. Rigorously, this fixed point is unstable for the ODE, because of an invasion of forest trees, and trajectories of the deterministic system visit regions very close from that fixed point. The Markov chain, following closely these trajectories, thus reaches states with very low numbers of forest trees where extinction of forest becomes very likely. The Markov process near heteroclinic cycles is thus vulnerable to finite-size fluctuations in the vicinity of absorbing states. Interestingly, this effect of absorption near the heteroclinic cycle show dynamics significantly distinct than stochastic simulations of the ODE with Brownian noise, that lead to stochastic resonance phenomena [41] . From the ecological viewpoint, this reveals an interesting fragility of the ecosystems when trajectories approach absorbing subsystems.
Mesoscopic Model and Spatially Extended Staver-Levin Model
In our mesoscopic framework, we derived a mean-field stochastic spatially-extended jump process characterizing the dynamics of sites distributed in space. The law of this process is described by integro-differential equations (IDEs) which characterize the spatio-temporal dynamics of vegetation at this scale. The rigorous derivation of this model from first principles provides us with a new model that incorporates heterogeneity in the sites density via the choice of the initial site distribution q.
The study of this system can yield valuable information on the distribution of vegetation in space but we defer a full investigation of this models dynamics to further work. Here, we concentrate solely on convergence properties and dynamical consistency between the mesoscopic Markov model and the corresponding IDEs. We focus on the simplest subsystem possible, the forest-grass subsystem, in order to illustrate our convergence results, while avoiding discussion of the more complex dynamics of the full system. In this subsystem, the dynamics are fully described by the fraction of forest trees at a given location r ∈ Γ and time t ∈ R + , i.e. the quantity
Similarly, let G(t, r) := P X (t, r) = G = 1 − F (t, r). The generalized Kolmogorov equations of the limiting process are thus given by the following nonlocal IDE:
We study two ecologically relevant behaviors arising in these systems, waves of invasion and emergence of fronts in heterogeneous landscapes, as well as the consistency between solutions of the Markov process and the integro-differential equation (8).
Waves of invasion
Consider a homogeneous one-dimensional landscape, assumed for simplicity to be the interval Γ = [0, 5], with periodic boundary conditions. Since the landscape is homogeneous, the density of sites on the interval dq is assumed to be the uniform distribution on Γ. Both seed dispersal and fire propagation kernels are Gaussian functions of the form
Spatially homogeneous solutions of the system solve the classical Staver-Levin ODEs. As expected ecologically, and quantified in the bifurcation diagram in Fig. 2 , grassland is a stable equilibrium for sufficiently low forest-tree birth ratesJ and forest is a stable equilibrium for sufficiently large values ofJ. For intermediate values ofJ, both equilibria co-exist and are stable. For initial conditions made of a region of forest trees flanked by grass, we expect that for low forest tree birthrates, the grass will invade the patch of forest trees; both the IDE and the Markov process reproduce this phenomenon in Fig. 5 (panels A1 and A2 respectively).
For larger values of the forest tree birthrate, it is instead the forest trees that progressively invade Γ, as we observe in Fig. 5 (panels A3 and A4) in the bistable regime, and the Markov and IDE models consistently reproduce this phenomenon. Interestingly, finite size effects appear to be prominent in the emergence of this phenomenon in the bistable regime. Heuristically, and as is visible in the rate of convergence in the mesoscopic model, even for N = 2500 sites, averaging effects do not involve all sites; it is only those sites within a radius of size σ that contribute to averaging effects, so with the present parameters, averaging effects involve about 125 sites, explaining the variability observed between the system behaviors within the bistable regime.
Forest-grass Fronts in Heterogeneous Landscapes
One of the advantages of our approach is the ability to derive mesoscopic models which incorporate environmental heterogeneity by choosing a nonuniform initial site distribution. For instance, ecologically, soils may have substantial effects on tree establishment potential, which can be reflected in our model by via lower site density regions. Reduced sites density induces two opposite effects: a lessened ability to carry fires, but also lower seed dispersal and subsequent tree growth. The results of simulations of the Markov model, as well as the corresponding IDE, with a variable density of This choice ensures an increasing sites density along the interval Γ: regions near x = 0 have lower densities than near x = L. Space-time plots of the solutions to the Markov process and the IDE (panels B1 and B2) illustrate that lower site density favors forest, while higher densities favor grassland. At intermediate site densities, a sharp front forms between forest and grassland as neither species is able to invade the other; this point in the spatial domain (in our case approximately at x = 0.4) is typically referred to as a Maxwell point for the system. This type of solution is also often referred to as a "front pinning phenomenon" as the sharp front forms because the wave speed of the wave of invasion which would typically annihilate the less competitive species (in the corresponding homogeneous domain problem) approaches zero at the Maxwell point [42, 44] . Panel B3 compares the bifurcation diagram of the appropriate nonspatial ODE (Dirac delta kernels in the IDE) with the final solution profiles of the Markov chain and the IDE. We observe that the IDE solution (in black) essentially interpolates between the two stable equilibria of the ODE (in solid red). The Markov chain solution approximately matches that of the IDE but naturally has some stochastic excursions since we are observing a single realization of the process.
Proofs of Main Results
We now turn to proving Theorems 1 and 2. To this end, we reformulate both Markovian models in terms of Poisson SDEs. The Markov process described in Section 2 can indeed be written as a system of coupled SDEs driven by Poisson processes. For instance in the macroscopic framework with M patches and N sites in each patch, the state of site i within patch α satisfies a stochastic differential equation:
where i represents the site label in the mesoscopic model (resp. the site-patch pair (i, α) in the macroscopic model), N x,i for x ∈ {G, S, T, F } and i ∈ {1, . . . , N } (resp., i ∈ {1, . . . , N }×{1, . . . , M }) are independent Poisson point processes on R 2 + with compensators given by the Lebesgue measure on R 2 + , X is the state of the whole Markov process, and R i (x, y) is the rate of transition for site i from state x i to state y ∈ {G, S, F, T } (given in Table 1 ). This notation informally uses an algebra on the symbols {G, S, F, T } by simply assuming x + (y − x) = y for x, y ∈ {G, S, F, T }. Indeed, 
At this level of generality, the formalism obscures the proof, so we will present a complete proof for the Grass-Forest subsystem. All arguments presented readily extend to an arbitrary finite number of states, as long as rates R i are sufficiently smooth (Lipschitz continuous) and have a mean-field dependence on the states.
Proofs for the Macroscale Model
With the convention that 0 corresponds to the grass state and 1 corresponds to the forest state, the two-species network equations for the multiscale model are given by:
where
is the proportion of forest in patch β and
Poisson point processes on R 2 + with compensators given by the Lebesgue measure on R 2 + . When X i,α (s−) = 1 (the site is of forest type), the first Poisson integral is associated with jumps of size 0, hence has no impact on the state of the site, while the second term is associated with a jump of size −X i,α (s−), thus returning the process to 0 (site of grass type), at a rate identical to the transition rate in Table 1 . Similarly, when X i,α (s−) = 0 (the site is of grass type), the first term switches the process to a process with the proper rate and the second Poisson integral has no impact on the state.
We claim that as the number of sites per patch, N , tends to infinity, the law of each site X i,α tends to the identical law of the components of a process which solves
for t ≥ 0 and 1 ≤ α ≤ M . ξ 0 is a random vector in {0, 1} M drawn the same distribution as the i.i.d initial conditions of the process X which solves (10) and N = {N x,α (t) : 1 ≤ α ≤ M, t ≥ 0, x ∈ {G, F } is a collection of independent Poisson point processes. The following definition will prove useful when constructing mean-field solutions to which the macroscale model converges: 
We must define an appropriate solution concept for nonstandard systems such as (11) and show that the limiting equations constitute a well-posed initial value problem.
As per hypothesis (2), we assume boundedness of the kernels J and W , as well as boundedness and Lipschitz continuity of φ. Hence we will frequently employ the following shorthand:
Under the aforementioned hypotheses, standard results guarantee a unique strong solution to (10) (see, e.g., [21] ). However, standard theory does not apply exactly to equations such as (11) since the jump intensities depend on the law of the process itself. Hence, some additional, but reasonably straightforward, arguments are needed in order to justify the well-posedness of equation (11) . We work on a complete probability space (Ω, F, P) endowed with a family of i.i.d Poisson point processes N = {N α (t) : 1 ≤ α ≤ M, t ≥ 0} on R 2 + with compensators given by the Lebesgue measure on R 2 + . In other words, for each fixed α ∈ {1, . . . , M }, the process N α = {N α (t) : t ≥ 0} is an independent Poisson process. Define the filtration
where B(H) denotes the space of Borel sets of H and N (A × B) is the number of points of the point process N in A × B. D(R + ; R + ) denotes the Skorohod space of càdlàg functions with values in R + .
The following useful lemma is stated without proof (see Graham and Robert [20] ).
are in D(R + ; R + ) and adapted to (F t ) t≥0 , then the process I = {I(t) : t ≥ 0} given by
is a local F t -martingale for each fixed α ∈ {1, . . . , M }.
In particular, under the hypotheses and notation of Lemma 1, we have
a fact which is used frequently in the arguments which follow.
Definition 4.
A processX = X α (t) : 1 ≤ α ≤ M, t ≥ 0 is a strong solution to (11) if: Theorem 5. Suppose that the kernels J and K are bounded, and φ is bounded and Lipschitz continuous. The initial value problem associated with the mean-field equation (11) has a unique strong solution on [0, T ] for each T > 0.
Proof of Theorem 5. This proof relies on the classical construction of a unique solution seen as a fixed point in the space of stochastic processes. The mean-field nature of the system makes the result somewhat non-standard, so we outline the proof. Let T > 0 be arbitrary and work on the
Let X ∈ M T and define the map Ψ on M T (componentwise) as follows:
for each α ∈ {1, . . . , M }. If X ∈ M T , then it is clear that the process Y = Ψ(X) ∈ M T as well, so Ψ maps M T to itself. Moreover, fixed points of Ψ are strong solutions to (11) . Proving existence and uniqueness of a fixed point for Ψ relies on the property that:
for any X, Y ∈ M T , which we prove below. First estimate ||Ψ(X) − Ψ(Y )|| M T as follows: It is straightforward to show, using the boundedness of the processes (X, Y ), that:
Similarly, the following estimates hold for each T > 0:
Combine the estimates above to obtain
To prove the existence of a solution, construct the sequence of processes (X k ) k≥0 , where
Apply the estimate (13) 
By recursion and using ||X 1 − X 0 || M T ≤ 1, we have:
Therefore the sequence of processes (X k ) k≥0 is Cauchy, and hence convergent, in M T . The process X := lim k→∞ X k is the unique strong solution to (11) .X satisfies the appropriate initial conditions by construction and is also F t -adapted, as required. Pathwise uniqueness follows because ifX andX are both strong solutions to (11) , then
by the same estimation used to establish (13) . Gronwall's lemma thus implies thatX andX are indistinguishable on [0, T ].
Proof of Convergence in Theorem 1 (two species case). In order to make our notation more concise, define the functionals
Fix N ∈ N and note that due to the multi-exchangeability property we can consider the case i = 1 without loss of generality. For each T ≥ 0 and each α ∈ {1, . . . , M },
Since X i,α has state space {0, 1}, we can estimate the right-hand side of (15a) as follows:
The expectation in the integrand is then estimated by first breaking the sums to obtain
where the final inequality is a consequence of Hölder's inequality. The term involving the double summation above is the summation of the covariances of theX i,β withX l,β . These processes are driven by independent Poisson processes (with deterministic rates function of the law of the solution); they are thus independent for i = l, and identically distributed. Hence, using the interchangeability of the processes and taking i = 1 as a reference site, we have:
Combining the four relevant estimates with (15) and taking the max with respect to α on the left-hand side yields the inequality
Letting N → ∞ completes the proof.
Proofs for the Mesoscale Model
We now prove our main convergence result for the mesoscale model. In this case, the two species network equations are given by:
where the initial conditions {X i (0), 1 ≤ i ≤ N } are chosen i.i.d. on {0, 1} N , independent of both A N (the random configuration of the sites in space) and the Poisson processes, N G and N F . We claim that the appropriate mean-field limiting process in this case is the unique strong solution to:
where the initial condition ξ i 0 is drawn from the same distribution as X i (0). We can construct the processesX(r j ) for each j ∈ {1, . . . , M } in an analogous manner. With the convention that
we can express equation (22) more succinctly in the form
For each r, r ∈ Γ with r = r and t ≥ 0,X(t, r) andX(t, r ) have the same distribution and are independent. This is because the jump rates J and Φ do not depend on the process itself but rather on the expectation of the process, which is a deterministic function of time. In particular, if m(s, r i )(dy) denotes the law ofX(s, r i ), then the jump intensities in (23) can be expressed as
(1 − y) m(s, r i )(dy) dq (r ) .
This McKean-Vlasov representation of the jump rates emphasizes that for r = r ,X(t, r) andX(t, r ) only depend on each other through their joint law m. Independence ofX(t, r) andX(t, r ) follows from the i.i.d. selection of the site locations and independence of the Poisson processes at different sites.
Note that we only defineX at the site locations r 1 , . . . , r N , as opposed to for each r ∈ Γ. This means that once the configuration A N is fixed, we essentially consider Poisson-driven SDEs depending on a parameter r i which selects for the spatial location. Alternatively, one can define the solution to (22) for each r ∈ Γ via a "spatially chaotic" Poisson process. Consider spatial processes
In order to define a mean-field equation analogous to (22) for the coupling argument, choosẽ
The mean-field process arising from this construction is not measurable with respect to B(Γ) and this causes additional complications in the existence and uniqueness theory for equation (22) (see [39] for details).
In order to prove that the mean-field equation (22) admits a well-defined solution, consider the space M T of stochastic processes Y = {Y (t, r) : r ∈ Γ, t ∈ [0, T ]} with state space S = {0, 1} which are measurable on the product space (Ω × Γ) and, for each fixed r ∈ Γ, Y (t, r) is F t -adapted. Define the norm || · || M T on M T by
and note that this norm identifies processes in M T that are P a.s.-q-a.e. equal. Definition 6. A strong solution to the mean-field equation
on [0, T ], with respect to the given Poisson processes N G and N F , is a processX ∈ M T such that:
(i.)X(0, r) is P-almost surely equal to ξ 0 (r) and (ii.) for q-almost every r ∈ Γ and all t ∈ [0, T ], (24) holds P-almost surely.
Definition 7. The solution to (23) is unique if for any two strong solutionsX(r) andX(r) to (23) , the event X (t, r) =X(t, r) for each t ∈ [0, T ] has probability one with respect to the product measure P q. are well-defined, continuous with respect to r α and finite due to the (Ω × Γ)-measurability of X(r), boundedness of X, regularity and integrability of the kernels J, W and of the function φ. Therefore, Y (r) is measurable with respect to (Ω × Γ). Since X(t, r) ∈ {0, 1}, Y (t, r) takes values in {0, 1} as well. Therefore, Ψ maps M T to itself. It remains to construct a strong solution to (23) using the completeness of M T with respect to the norm || · || M T . Define the sequence of processes (X k (r)) k≥0 as follows:
with the {0, 1} valued random variable ξ 0 (r) chosen to be (Ω × Γ) -measurable and X k+1 (r) = X k+1 (t, r) : X k+1 (t, r) = Ψ X k (t, r), t ∈ [0, T ] , k ≥ 1.
For k ≥ 1, standard estimation of the quantity X k+1 (r) − X k (r) M T yields
Next use boundedness of the processes X k and X k−1 to estimateÂ(T ) as follows:
By analogous arguments and using the Lipschitz continuity of φ,
Similar estimation ofB(T ) andD(T ) yieldŝ
and thus X k k≥0 is a Cauchy sequence in M T . Applying standard stochastic fixed-point theorems (see, e.g., [29] ) yields the existence of an F t -adapted (Ω × Γ)-measurable processX(r) = X (t, r) : r ∈ Γ, t ∈ [0, T ] ∈ M T such thatX = Ψ X . ThereforeX(r) is a strong solution to (24) on [0, T ].
The estimates above can be used to show that for any two solutionsX(r) andX(r) to (24) ,
Gronwall's lemma then allows us to conclude thatX =X in the norm || · || M T and hence solutions to (23) are unique in the sense of Definition 7.
Proof of Convergence in Theorem 2 (two-species case). Fix i, N and T > 0, and suppose a random configuration of sites A N (distributed according to the probability measure q on Γ) is given. Define the following quantities for brevity: 
for some constant C which is independent of X,X and A N . To establish that (26) holds, begin by splitting the inner expectation as follows:
(1 − X i (s))A(s, i, N ) − (1 −X(s, r i ))B(s, i) The first term can be estimated by using the fact that for each j ∈ {1, . . . , N } and each fixed s ≥ 0, the random variables X j (s) −X(s, r j ) are identically distributed given the configuration A N . In other words, the quantity E E X j (s) −X(s, r j ) does not depend on j. Hence In order to estimate the second term from (27) , note that the collection of random variables J(r i , r j )X(s, r j ) j∈{1,...,N } are conditionally i.i.d. given r i . Hence the expression 1 N N j=1 J(r i , r j )X(s, r j )
is, conditionally on r i , the sum of i.i.d. random variables with finite mean and variance (since the processX is a.s. bounded). It is then natural to defineÊ i , the conditional expectation operator on Ω × Ω given r i . The mean of each summand in (29) with respect toÊ i is given bŷ 
where we have used that Cov J(r j , r i )X(s, r j ), J(r k , r i )X(s, r k ) = 0 for j = k, conditional on r i . By (30) , the summands in (31) are variances of (conditionally) i.i.d. random variables. Thuŝ Finally, integrate over [0, T ] to obtain the desired estimate, i.e. Combining the estimate above with (28) yields (26) . A similar argument works for the estimation of (25c) but we first use the Lipschitz continuity of φ to simplify (25c) as follows: The estimation of this term proceeds analogously to that of (25a) and hence we omit the details to avoid repetition. The conclusion of this work is that Return to (25) and apply the estimates derived above to conclude that
Gronwall's inequality now shows that E E sup 0≤u≤s X i (t) −X(t, r i )
and letting N → ∞ now completes the proof.
