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ABSTRACT 
 
 
The knowledge of the critical loading point of a power system is essential to assess its 
voltage stability condition. This point is traditionally obtained through continuation power flows 
which are relatively accurate but requires a considerable amount of processing time.  
In this work, the search for the critical loading point of a certain power system is 
formulated as a constrained optimization problem which is solved using a robust scheme known 
as the Dog-leg Trust Region. This technique is mainly characterized by its reliability and fast 
convergence as it makes advantage of the merits of classical optimization techniques and gets rid 
of their limitations. 
The proposed method was examined on several test systems namely the IEEE14, 
IEEE39, IEEE57, and IEEE118-bus systems. Besides successfully identifying the maximum 
loading point of these systems the algorithm achieved a considerable saving in processing time 
when compared to the continuation power flow analysis of PSAT.  
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CHAPTER 1 
 
1 INTRODUCTION 
 
 
1.1 Background 
Voltage stability has become a major issue in today’s highly developed power systems 
that are characterized by heavy loading conditions and which are expected to face increasingly 
stressed scenarios due to the integration of renewable generation. Consequently, voltage stability 
assessment tools are being developed to diagnose system conditions in order to come up with 
protective measures to eliminate problems associated with voltage instability. These analysis 
tools are generally concerned with the examination of two aspects namely, proximity to voltage 
instability and mechanism of voltage instability phenomenon [1]. Proximity to voltage collapse 
can be measured in terms of physical quantities such as loading level and reactive power reserve.  
On the other hand, key factors contributing to voltage instability are to be identified when 
investigating the mechanism of the phenomenon.  
1.2 Problem Statement 
 Determining the maximum loadability point of a power system is considered as a 
classical research topic which has received special attention since it serves as a principal voltage 
stability measurement. Conventional schemes employed to estimate maximum loading point also 
referred to as voltage collapse point, are either based on continuation power flow techniques or 
direct optimization methods. The former category, though known for its robustness, is 
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considered expensive in terms of processing time. On the other hand, proposed algorithms 
belonging to the latter category sometimes face convergence issues. 
1.3 Objectives 
This work aims to develop a new direct method for the calculation of the maximum 
loading point.  The search for this point is formulated as optimization problem that is then solved 
using the Dog-leg Trust Region scheme which is known for its robustness.   
1.4 Study Outline 
The reminder of this work is organized as follows: 
• Chapter Two: this chapter explains the voltage stability problem and reviews the 
schemes presented in the literature for maximum loading point calculation. 
• Chapter Three: in this chapter, the proposed problem formulation is explained along 
with a detailed description of the optimization algorithm used in this work. 
• Chapter Four: in this chapter, the simulation results when testing the developed 
algorithm on a variety of test systems are presented. Moreover, a comparison is made 
between the performance of the suggested scheme and a conventional continuation 
power flow. 
• Chapter Five: This chapter summarizes the merits of the developed algorithm and 
provides recommendations for future research work.  
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CHAPTER 2 
 
2 LITERATURE REVIEW 
 
 
2.1 Introduction 
Voltage stability is defined as the ability of a power system to maintain an acceptable 
voltage profile at all system buses when operating in normal conditions or after being subjected 
to a disturbance [1].  Voltage instability is primarily caused by failure of the system to meet 
reactive power demand which results in a progressive and uncontrollable decrease in voltage. 
This could be encountered due to a disturbance, a change in system conditions or an increase in 
load demand. 
Voltage collapse, on the other hand, is a result of an accumulative process whereby a 
sequence of events accompanying voltage instability eventually lead to a low voltage profile in a 
significant part of the power system. It is highly influenced by system characteristics and 
conditions as well as the interactions between control and protective devices.  
Voltage stability studies can be subdivided into two categories; small disturbance and 
large disturbance voltage stability [1]. The latter category investigates the system ability to 
control voltage following a large disturbance such as faults or loss of generation. This type of 
voltage stability must be studied using nonlinear time domain simulation which deploys proper 
system models. On the other hand, small disturbance voltage stability examines the ability of the 
system to control voltage following small disturbances such as a gradual increase in load. Steady 
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state analysis that uses a linearized version of system dynamic equations is used to study this 
category. 
It is worth mentioning that despite the fact that voltage instability is a dynamic 
phenomenon, static analysis methods provide a deeper insight into the problem as it enables the 
investigation of wide range of system conditions and helps in identifying the key contribution 
factors. This is particularly true when examining system loadability margins and sensitivity 
relationships. Nevertheless, time domain simulations are more suitable for testing the 
coordination between protective and control devices and for investigations of specific voltage 
collapse situations. 
2.2 Voltage Instability Problem 
To further illustrate the voltage instability phenomenon, the simple radial system shown 
in figure 2.1 is to be considered. This system consists of a voltage source Es that supplies a load 
ZD through a line of impedance ZL. The magnitude of the current flowing though the circuit can 
be expressed as shown in equation 2.1. 
𝐼 =
𝐸𝑠
√(𝑍𝐿𝑐𝑜𝑠𝜃 + 𝑍𝐷𝑐𝑜𝑠𝜙)2 + (𝑍𝐿𝑠𝑖𝑛𝜃 + 𝑍𝐷𝑠𝑖𝑛𝜙)2
 2.1 
The voltage at the receiving end can be expressed as: 
𝑉𝑟 = 𝑍𝐷𝐼 2.2 
Consequently, the power supplied to the load is: 
𝑃𝑟 = 𝑉𝑟𝐼𝑐𝑜𝑠𝜙 = 𝑍𝐷𝐼
2𝑐𝑜𝑠𝜙 2.3 
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Figure 2.2 depicts the normalized values of 𝐼, 𝑉𝑟 and 𝑃𝑟 as a function of 𝑍𝐿/𝑍𝐷 for the case where 
𝑡𝑎𝑛𝜃 = 10 and the load power factor is 0.95. It can be noted that as the load increases, by 
decreasing 𝑍𝐷, the current rapidly increases whereas a decrease is experienced in the value of 𝑉𝑟. 
This results in a quick increase in the delivered active power 𝑃𝑟. However, the power reaches a 
maximum when the voltage drop in the line impedance 𝑍𝐿 has the same magnitude as 𝑉𝑟. Hence, 
there is a maximum value for active power that can be transmitted from a constant voltage source 
to a load through an impedance. Beyond this maximum, 𝑃𝑟 starts to decrease as the drop in 𝑉𝑟 
dominates over the increase in the current. 
𝐸𝑠 
𝑍𝐿∠𝜃 
𝑍𝐷∠𝜙 
𝑉𝑟 
𝑃𝑟 + 𝑗𝑄𝑟 
𝐼 
Figure 2.1 Simple Radial System to illustrate Voltage Stability Problem 
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Figure 2.2 Receiving End Power, Voltage and Current as Function of Load Demand for the 
System of Figure 2.1 
 
Controlling the load power past the maximum point is unstable since a decrease in load 
impedance would result in reducing active power. Depending on the load characteristics, the 
voltage might undergo a progressive decrease and the system will become unstable. For instance, 
with a constant power load the system experiences instability due to collapse of the load bus 
voltage. On the other hand, with a constant impedance load the system stabilizes at a lower 
voltage and power levels.  
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2.3 V-P Characteristics 
When investigating voltage stability, the relationship between the delivered active power 
Pr and the voltage Vr, known as the nose curve, is of particular interest. For the simple power 
system of figure 2.1 this relationship is depicted in figure 2.3. It must be noted that only the 
points above the critical loading point are considered as satisfactory operating conditions while 
the lower part of the curve represents a region of instability.  
 
Figure 2.3 Nose Curve of the System of Figure 2.1 
 
The V-P characteristics highly depend on the load power factor. Figure 2.4 shows these 
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factor by increasing the reactive power demand might cause the system to move from a stable to 
unsatisfactory or rather unstable operating condition. 
 
Figure 2.4 V-P Characteristics for Different Values of Power Factor 
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Complex power systems which have a large number of generator and load buses exhibit 
similar characteristics which can be determined using power flow analysis. It must be mentioned 
however that the Jacobian matrix of classical load flow analysis becomes singular at the point of 
collapse. Hence, conventional power flow schemes suffer from convergence issues when applied 
close to the maximum loadability point.   
In literature, two types of methods have been developed to find the critical loading point 
of a power system. The first category is referred to as continuation approaches where a sequence 
of solutions of the nonlinear equations representing the power system is produced for 
incremental load variations. On the other hand, the second category which is termed direct 
methods formulates and a set of nonlinear equations that characterizes the conditions of the 
system at the point of collapse and then tries to solve this set. The following sections provide a 
brief description of each category along with their associated advantages and drawbacks.     
2.4 The Continuation Power Flow 
As mentioned earlier, the Jacobian matrix used in classic power flow analysis becomes 
singular at the point of collapse. To remedy this problem continuation power flow methods 
reformulate the load flow equations to sustain a well-condition status at all operating conditions 
which permits the solutions of power flow equations for the upper as well as the lower part of the 
V-P nose curve.  
The continuation power flow (CPF) is essentially an iterative process that involves two 
steps known as the predictor and the corrector [1]. Referring to figure 2.5, for a specified 
increase in load, a tangent predictor is used to estimate the solution B from the known initial 
 10 
 
solution A. The corrector step then arrives at solution C using conventional load flow analysis 
assuming the same system load as in B. The load is then increased further and the voltages are 
predicted using a new tangent predictor. In case the new estimated load is greater than the 
maximum point as in D, a corrector step with fixed load will fail to converge. In such scenario, a 
corrector step with fixed voltage is employed to find the solution E. 
 
Figure 2.5 Continuation Power Flow Analysis [1] 
 
2.4.1 Mathematical Formulation 
Continuation power flow equations are similar to those of a conventional load flow 
expect for the addition of an extra parameter which represents the increase in load. This can be 
expressed as: 
𝐹(𝜃, 𝑉, 𝜆) = 0 2.4 
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Where: 
 𝑉 is the vector of bus voltage magnitudes. 
𝜃 is the vector of bus voltage angles. 
𝜆 is the loading parameter. 
2.4.1.1 Predictor Step 
In this step, a linear approximation of equation 2.4 is employed to estimate the next 
solution for a change in one of the variables θ, V or λ. 
The following set of linear equations is derived by taking the first derivative of equation 2.4. 
𝐹𝜃𝑑𝜃 + 𝐹𝑉𝑑𝑉 + 𝐹𝜆𝑑𝜆 = 0 2.5 
 
[𝐹𝜃 𝐹𝑉 𝐹𝜆] [
𝑑𝜃
𝑑𝑉
𝑑𝜆
] = 0 2.6 
A new equation is to be introduced to this set to make up for the addition of the loading 
parameter 𝜆. This is done by setting one of the components of the tangent vector to -1 or +1. This 
component is called the continuation parameter. 
[
𝐹𝜃 𝐹𝑉 𝐹𝜆
𝑒𝑘
] [
𝑑𝜃
𝑑𝑉
𝑑𝜆
] = [
0
±1
] 2.7 
Where 𝑒𝑘 is a row vector with all elements equal to zero except for that corresponding to the 
continuation parameter which is set to 1.  
The loading parameter 𝜆 is initially set as the continuation parameter. However, it is changed in 
subsequent predictor steps to be the state variable which experiences the highest rate of change 
near the given solution. The sign of the slope of that parameter determines the sign of the 
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corresponding tangent vector. It is worth mentioning that near the loading limit the variable with 
greatest rate of change is typically a voltage.  
When solving equation 2.7 the prediction of next solution can be calculated as: 
[
𝜃
𝑉
𝜆
] = [
𝜃𝑜
𝑉𝑜
𝜆𝑜
] + 𝜎 [
𝑑𝜃
𝑑𝑉
𝑑𝜆
] 2.8 
The step 𝜎  is selected so that a load flow solution exists with the specified continuation 
parameter. In case a solution cannot be found in the corrector step,  𝜎  is reduced and the 
corrector step is to be repeated until reaching a solution. 
2.4.1.2 Corrector Step 
The set of equations to be solved in this step is: 
[
𝐹(𝜃, 𝑉, 𝜆)
𝑥𝑘 − 𝜂
] = [0] 2.9 
Where 𝑥𝑘 represents the chosen continuation parameter and 𝜂 is its predicted value. This set of 
equations can be solved using the Newton-Raphson method. It must be noted that the 
introduction of the new equation of 𝑥𝑘 makes the Jacobian matrix non-singular at the loading 
limit which permits the continuation of the analysis beyond the loading limit point to obtain 
solutions corresponding the lower part of the V-P nose curve.   
The sign of 𝑑𝜆 indicates whether the load limit has been reached or not. This sign is positive 
before the collapse point and negative beyond it.  
The corrector step is a vertical line in case the continuation parameter is set to be 𝜆. On the other 
hand, if a voltage is chosen to represent this parameter, the corrector step is horizontal.  
 13 
 
Despite its robustness and flexibility in solving power flow problems that typically face 
convergence difficulties, the continuation power flow is considered expensive in terms of 
computation time.  Consequently, conventional load flow methods are sometimes used in 
company with continuation methods to speed up the solution process. The continuation approach 
is only employed near and beyond the loading limit whereas conventional load flow methods are 
deployed when starting from the base case.    
It is worth mentioning that several modified continuation power flow methods have been 
proposed in the literature. These algorithms either suggested different techniques for controlling 
the step size or for choosing the continuation parameter around the maximum loading point. 
However, most of these are based on the scheme explained in this section. 
Nevertheless, it must be noted that some recent publications suggested a couple of schemes that 
don’t rely on the predictor-corrector approach. For instance, reference [2] proposed a scheme 
which is based on standard Newton-Raphson power flow calculations with a modified Jacobian 
matrix around the voltage collapse point. The scheme basically defines a critical region around 
the maximum loading point where the condition of the load flow Jacobian matrix exceeds a pre-
specified threshold. The condition of the Jacobian matrix is defined as the ratio of its largest 
eigenvalue to its smallest one. A matrix is singular if at least one of its eigenvalues is zero. 
Consequently, when approaching the maximum loading point the Jacobian matrix becomes ill-
conditioned. 
 Starting from the base case, the proposed scheme increases the loading at each step and solves 
resulting system equations using conventional Newton-Raphson method. However, the algorithm 
adjusts the incremental change in loading based on the condition number of the Jacobian. A large 
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condition number implies that the loading of the system is near its maximum and hence the step 
size is decreased. When entering the critical region, the algorithm perturbs the largest V-Q 
element in the Jacobian matrix by a small percentage 𝛼. This is done to eliminate the linear 
dependency between the rows and columns of the matrix that causes it to be singular.  
Subsequently, the Newton-Raphson method can still be applied to solve the load flow problem at 
the maximum loading point since the Jacobian is no longer singular. The accuracy of this method 
however depends on the choice of the parameter 𝛼 since the Jacobian may still remain singular if 
the perturbation is too small. On the other hand, a large perturbation may lead to inaccurate 
solution.   
Another scheme which takes advantage of a newly proposed approach for solving the 
load flow problem -referred to as Factored Load Flow (FLF) - is introduced in [3]. FLF is 
characterized by its ability to converge to complex solutions when exceeding the maximum 
loading point providing that a small imaginary component is added to the initial value of voltage 
magnitudes. The search for the maximum loading point is initialized by increasing the system 
load (and generation) and solving resulting system equations using FLF until the produced 
solution contains a non-negligible imaginary component which indicates that an infeasible point 
is reached. The interval between the last feasible solution and the first infeasible one is bisected 
using binary search strategy until its width becomes below a pre-specified tolerance. The mean 
value of the final interval is then defined as the maximum loading point. Despite the fact that this 
method is relatively simple and fast, however as in the case of Newton-Raphson approach, FLF 
will also breakdown if the scheme passes by the actual collapse point where the Jacobian matrix 
is singular.    
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2.5 Direct Methods 
In [4] the maximum loadability problem is formulated as a static nonlinear optimization 
problem which is solved using Interior Point (IP) algorithm. The objective of the formulated 
optimization is to maximize the loading parameter λ subjected to power flow equations (equality 
constraints) as well as system and equipment limits (inequality constraints). In mathematical 
terms the problem can be represented as shown in equation 2.10. 
  max            𝜆                                      
 𝑠. 𝑡.              𝑔(𝑥, 𝜆) = 𝑔(𝑥) + 𝜆𝐷 
        𝑙 ≤ ℎ(𝑥) ≤ 𝑢 
2.10 
 
Where 𝑔(𝑥) represents the standard power flow equations and D is the direction vector for load 
increase. The inequality constraint represents the equipment limitations such as generator 
reactive power limits. A Lagrangian function is then formulated using equation 2.10 and solved 
using Newton method.  
The ease and systematic approach of incorporating and handling equality as well as inequality 
constraints into the problem constitutes a huge advantage of optimization methods over those 
which are based power flow and continuation power flow.   However, the Newton method used 
in [4] is highly affected by the initial values of the parameters especially those of the Lagrange 
multipliers. The choice of these initial conditions greatly affects the convergence of the 
suggested algorithm. 
Another direct method for the computation of the maximum loading point by formulating 
the calculation as a static constrained optimization is suggested in [5]. This optimization aims to 
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maximize the loading parameter subjected to three equality constraints which can be 
mathematically represented by equation 2.11 
  max             𝜌                                                               
 𝑠. 𝑡.              𝑃𝑔 − (𝑃𝑑
0 +  𝜌 ∆𝑃𝑑) − 𝑃(𝑒, 𝑓) = 0 
                   𝑄𝑔 − (𝑄𝑑
0 +  𝜌 ∆𝑄𝑑) − 𝑄(𝑒, 𝑓) = 0 
                                                 𝑉2 − 𝑒2 − 𝑓2 = 0 
2.11 
P and Q are the active and reactive power injections vectors. The subscripts g and d denote 
generation and load whereas 𝑒 and 𝑓 are the real and imaginary components of the bus complex 
voltage V. that is: 
𝑉𝑖 = 𝑒𝑖 + 𝑗𝑓𝑖 2.12 
Similar to the previous scheme, a Lagrangian function is formulated and solved using Newton’s 
method.  
This algorithm also turned out to be strongly influenced by the initial values of the Lagrange 
multipliers. As a matter of fact, the algorithm sometimes fails to converge based on the selection 
of these initial values. Moreover, operational inequality constraints such as generator reactive 
power limits are ignored when the problem is initially formulated.  
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CHAPTER 3 
 
3 METHODOLOGY 
 
 
3.1 Problem Formulation 
The relationship between the voltage at a certain load bus and the active power injected 
to that bus is shown in figure 3.1 (a). As discussed in chapter (2), the maximum loading point is 
of particular interest since only operating points located above it are considered as satisfactory 
operating conditions. Redrawing the V-P characteristics while exchanging the vertical and 
horizontal positions of the voltage and active power results in a plot similar to that shown in 
figure 3.1 (b). Moreover, recognizing that the active power Pj is actually negative for loads, the 
maximum loading point becomes a minimum as indicated in figure 3.1 (b). The search for the 
critical loading point could now be regarded as an optimization problem. This optimization seeks 
system states (voltages and angles) at which the nose curve of figure 3.1 (b) is at its minimum. It 
must be mentioned however that for each load bus the V-P curve assumes a constant ratio 
between the reactive and active power (power factor) at all points. Moreover, the active power is 
assumed to increase at the same rate at all load and generation buses. These two conditions must 
be preserved when perusing a solution which implies that the problem is to be designed as a 
constrained optimization.   
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(a) 
 
(b) 
Figure 3.1 V-P Characteristics 
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In mathematical terms, assuming an n-bus system, the active power at load bus j, which is 
a function of system voltages and angles, is the objective function to be minimized.  
𝑃𝑗 = 𝑓𝑗(𝑉, 𝛿) 3.1 
Where: 
                                                    𝑉 ∈ [𝑉1, 𝑉2…𝑉𝑛] 
                                                     𝛿 ∈ [𝛿1, 𝛿2…𝛿𝑛] 
 
Active and reactive power at load bus 𝑖 are constrained by the power factor.  
𝑄𝑖
𝑃𝑖
= tan𝜑𝑖 = 𝛽𝑖  ⇒  𝛽𝑖𝑃𝑖 − 𝑄𝑖 = 0 3.2 
Likewise, active power at bus 𝑖 is related to active power at bus 𝑗 by:  
𝑃𝑖
𝑃𝑗
= 𝛼𝑖𝑗  ⇒  𝛼𝑖𝑗𝑃𝑗 − 𝑃𝑖 = 0 
3.3 
A Lagrange function could now be formulated to incorporate the objective function along with 
these two equality constraints as shown in equation 3.4. 
ℒ𝑗 = 𝑃𝑗(𝑉, 𝛿) +    ∑ 𝜆𝑖
𝑖 ∈ 𝐿𝑜𝑎𝑑
(𝛽𝑖𝑃𝑖(𝑉, 𝛿) − 𝑄𝑖(𝑉, 𝛿)) 
                              + ∑ 𝜆𝑖𝑗(𝛼𝑖𝑗𝑃𝑗(𝑉, 𝛿) − 𝑃𝑖(𝑉, 𝛿))
𝑖 ∈ 𝐿𝑜𝑎𝑑
𝑖 ∈ 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟
𝑖≠𝑗
 
3.4 
Where 𝜆𝑖 and 𝜆𝑖𝑗 are the Lagrange multipliers. 
It must be noted that in the case of a tie bus both 𝛽𝑖 and 𝛼𝑖𝑗 are defined to be zero in order to 
translate the conditions of this bus into the constraint equations. Setting 𝛼𝑖𝑗 to zero implies that 
𝑃𝑖 is to be kept zero by the active power constraint (equation 3.3). Moreover, a zero 𝛽𝑖 will force 
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𝑄𝑖 to be zero via the first constraint given that 𝑃𝑖 is also zero. Hence, neither active nor reactive 
power injections are associated with the tie bus. 
At the maximum loading point, all the partial derivatives of the Lagrange function for bus 
j with respect to the independent variables are equal to zero. That is: 
𝜕ℒ𝑗
𝜕𝛿𝑚
= 0       𝑚 ≠ 𝑠𝑙𝑎𝑐𝑘 𝑏𝑢𝑠 
3.5 
𝜕ℒ𝑗
𝜕𝑉𝑚
= 0       𝑚 ∈ 𝑙𝑜𝑎𝑑 𝑏𝑢𝑠𝑒𝑠 
3.6 
𝜕ℒ𝑗
𝜕𝜆𝑚
= 0        𝑚 ∈ 𝑙𝑜𝑎𝑑 𝑏𝑢𝑠𝑒𝑠 
3.7 
𝜕ℒ𝑗
𝜕𝜆𝑚𝑗
= 0        𝑚 ≠ 𝑠𝑙𝑎𝑐𝑘 𝑏𝑢𝑠 𝑎𝑛𝑑 𝑚 ≠ 𝑗 
3.8 
 
Equations 3.5 through 3.8 are nonlinear algebraic equations that are to be solved in order to find 
the system state variables (𝑉, 𝛿) as well as the Lagrange multipliers (𝜆𝑚 , 𝜆𝑚𝑗) which drive ℒ𝑗  to 
be minimum. Attempting to solve these equations numerically using the classical Newton-
Raphson approach might cause the solution to diverge since the maximum loading point is 
usually far from base case conditions. This is different from the load flow problem in which the 
solution lies closer to the flat start point. To further clarify this argument, the following section 
provides a recapitulation of the most commonly used optimization algorithms along with the 
merits and drawbacks associated with each method. This upcoming section will also help 
establishing a proper context to introduce the algorithm that was chosen in this work to solve the 
optimization problem under study.    
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3.2 Optimization Algorithms [6] 
In mathematics, optimization algorithms are used to evaluate the minimum or the 
maximum value of a certain objective function f(x). The variables of this function may or may 
not be subjected to constraints. Generally speaking, optimization algorithms begin with an initial 
guess of the function variables and then generate a sequence of iterations which, when 
convergence is achievable, ends with a solution. In each iteration, certain information about the 
objective function are collected and used to formulate a stop criterion which when met ends the 
iterative process.  
What distinguishes between different optimization algorithms is the strategy in which the 
algorithm moves from one iteration to another. The following subsections present some of the 
most frequently used strategies to evaluate the next iteration from the previous one. 
3.2.1 Line Search with the Steepest Descent Direction 
All line search methods specify a direction and a step length in each iteration. Assuming 
the direction to be pk and the step length to be σk, the new iteration is defined as: 
𝑥𝑘+1 = 𝑥𝑘 + 𝜎𝑘𝑝𝑘 3.9 
This algorithm in particular selects 𝑝𝑘  to be the steepest descent direction which can be 
determined using equation 3.10. 
𝑝𝑘 = −
∇𝑓(𝑥𝑘)
‖∇𝑓(𝑥𝑘)‖
 3.10 
Where ∇𝑓(𝑥𝑘) is the gradient of the objective function and ‖∇𝑓(𝑥𝑘)‖ is the Euclidian norm of 
this gradient.  
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Choosing the aforementioned direction guarantees a monotone decrease in the objective 
function. On the other hand, when selecting the step length, the ideal choice would be the global 
minimizer of the function: 
∅(𝜎𝑘) = 𝑓(𝑥𝑘 + 𝜎𝑘𝑝𝑘) 3.11 
Nevertheless, evaluating this value may introduce some computational difficulties. Therefore, 
most practical line search schemes estimate an inexact minimizer of 3.11 which reduces the 
function ∅(𝜎𝑘) to a certain degree but without a guarantee that this estimate is the actual global 
minimizer of the function in the pre-specified direction. For instance, a sequence of candidate 
step lengths may be tested. The algorithm then selects the candidate which introduces the largest 
decease in ∅(𝜎𝑘).  
3.2.2 Line Search with the Newton Direction 
In this technique, the real objective function f(x) is approximated around the current 
iterate using the second-order Taylor expansion. The approximated function is referred to as the 
model function and can be expressed as shown in equation 3.12. 
𝑓(𝑥𝑘 + 𝑝𝑘) ≈ 𝑚𝑘(𝑝𝑘) = 𝑓(𝑥𝑘) + 𝑝𝑘
𝑇∇𝑓(𝑥𝑘) +
1
2
𝑝𝑘
𝑇∇2𝑓(𝑥𝑘). 𝑝𝑘 3.12 
Where 𝑝𝑘
𝑇 is the transpose of  𝑝𝑘 and ∇
2𝑓(𝑥𝑘) is the second derivative (Hessian) of the objective 
function 𝑓(𝑥𝑘). 
Newton direction is then found by obtaining 𝑝𝑘 which minimizes the model function 𝑚𝑘(𝑝𝑘). 
This is done by simply finding the first derivative of the model function with respect to 𝑝𝑘 and 
set it to zero which yields: 
𝑝𝑘 = −(∇
2𝑓(𝑥𝑘))
−1∇𝑓(𝑥𝑘) 3.13 
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This will result in the exact minimizer of the model function and no additional computational 
effort is needed to specify the step length. Accordingly, it can be understood that the step length 
in this method is always set to one. It must be noted however that the reliability of the Newton 
direction depends on the similarity between the model function and the true objective function. 
In cases where the second order approximation poorly simulates the true function, this method 
might face troubles to converge to the actual minimizer of the objective function. One the other 
hand, if the two functions are very similar, the Newton method can arrive at a solution after a 
few iterations. This is contrary to the Steepest Descent approach where the real objective 
function experiences a monotone decrease from one iteration to the other, however the number 
of iterations needed to arrive at a solution is larger when compared the Newton method. A more 
robust technique that makes advantage of the merits of both methods and overcomes their 
limitations is introduced in the following subsection. 
3.2.3 Trust Region Optimization Method 
Similar to the Newton line search, the Trust Region method simplifies the optimization 
problem by using a quadratic model function in place of the real objective function. However, 
this technique first defines a neighborhood around the current iterate which is referred to as the 
trust region. The algorithm then searches for the minimizer of the model function inside that 
region. In mathematical terms, each iteration k in this method involves the solution of the sub-
problem given by equation 3.14. 
min𝑚𝑘(∆𝑥) = 𝑓(𝑥𝑘) + ∆𝑥
𝑇∇𝑓(𝑥𝑘) +
1
2
∆𝑥𝑇∇2𝑓(𝑥𝑘)∆𝑥 3.14 
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‖∆𝑥‖ ≤ ∆𝑘 
 
Where ∆𝑘 is the trust region radius at step 𝑘. 
Insisting on confining the step length and direction within a specific region in the vicinity of the 
current point helps when dealing with scenarios in which the quadratic model function is 
different from the actual function to be optimized. It can be noted however that the choice of the 
trust region radius constitutes an important factor in the performance of the algorithm. A large 
radius might lead to the same issues encountered when deploying the classical Newton approach 
as the minimizer of the model function is likely to be far from the minimizer of the actual 
function. On the other hand, within a small region the algorithm might proceed very slowly to 
the solution.  
Most practical schemes start with an initial trust radius and update it based on the performance of 
the algorithm. More specifically, these algorithms calculate the ratio shown in equation 3.15. 
𝜌𝑘 =
𝑓(𝑥𝑘) − 𝑓(𝑥𝑘+1)
𝑚(𝑥𝑘) − 𝑚(𝑥𝑘+1)
 3.15 
The numerator represents the actual reduction in the objective function when moving from 𝑥𝑘 to 
𝑥𝑘+1 whereas the denominator is the predicted reduction based on the improvement in the model 
function.  
A ratio close to one indicates the presence of a strong agreement between the model function and 
the true objective function. The scheme is then encouraged to enlarge the trust region to speed up 
the solution process. On the other hand, a negative ratio or a ratio near zero signifies that the 
model function fails to behave like the objective function within the pre-specified trust region. 
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As a consequence, the algorithm might consider rejecting the current step and shrinking the trust 
boundaries.  
The performance of the trust region scheme is not only determined by the strategy in 
which the algorithm controls the trust radius, but also by the efficiency of the algorithm in 
solving the sub-problem shown in equation 3.14. A common way to solve this problem uses the 
so-called Cauchy point which is defined as the minimizer of the model function along the 
steepest descent direction. This minimizer is however restricted to be within the boundary of the 
trust region. The task of determining the Cauchy point is relatively easy since the model function 
is less complicated than the real objective function.  
The unrestricted minimizer of the model function in the steepest descent direction at iteration 𝑘 
can be defined to be at step of  −𝜎𝑘
𝑐 ∇𝑓(𝑥𝑘)
‖∇𝑓(𝑥𝑘)‖
 where 𝜎𝑘
𝑐 is the step length. Substituting this in 3.14 
will result in:  
𝑚𝑘(𝜎𝑘
𝑐) = 𝑓(𝑥𝑘) − 𝜎𝑘
𝑐 ∇𝑓(𝑥𝑘)
𝑇
‖∇𝑓(𝑥𝑘)‖
∇𝑓(𝑥𝑘) 
                   +
(𝜎𝑘
𝑐)2
2
∇𝑓(𝑥𝑘)
𝑇
‖∇𝑓(𝑥𝑘)‖
∇2𝑓(𝑥𝑘)
∇𝑓(𝑥𝑘)
‖∇𝑓(𝑥𝑘)‖
 
3.16 
The value of 𝜎𝑘 along the steepest descent direction that minimizes the model function can then 
be found by differentiating 3.16 with respect to 𝜎𝑘 and setting this derivative to zero. This yields:  
𝜎𝑘
𝑐 =
∇𝑓(𝑥𝑘)
𝑇∇𝑓(𝑥𝑘)
∇𝑓(𝑥𝑘)𝑇∇2𝑓(𝑥𝑘)∇𝑓(𝑥𝑘)
=
‖∇𝑓(𝑥𝑘)‖
2
∇𝑓(𝑥𝑘)𝑇∇2𝑓(𝑥𝑘)∇𝑓(𝑥𝑘)
 3.17 
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If the value of 𝜎𝑘 turned out to be greater than the trust region radius ∆𝑘, the algorithm takes the 
point at the boundary of the trust region which lies in the steepest descent direction. Hence the 
Cauchy step at the 𝑘𝑡ℎ iteration can be calculated as indicated by equation 3.18. 
∆𝑥𝑘
𝑐𝑝 =
{
 
 
 
 −𝜎𝑘
𝑐 ∇𝑓(𝑥𝑘)
‖∇𝑓(𝑥𝑘)‖
        𝑖𝑓 𝜎𝑘
𝑐 < ∆𝑘
−∆𝑘
∇𝑓(𝑥𝑘)
‖∇𝑓(𝑥𝑘)‖
        𝑖𝑓 𝜎𝑘
𝑐 ≥ ∆𝑘
 3.18 
It is worth mentioning that although solving the sub-problem defined in 3.14 using the Cauchy 
point guarantees convergence, the algorithm loses the chance of making advantage of the fast 
convergence of the Newton line search. As a matter of fact, using the Cauchy point is a slight 
enhancement of the Steepest Descent direction since the model function is used instead of the 
real objective function. However, fast convergence is only achieved when using Newton 
direction. 
3.2.4 Dog-Leg Trust Region 
As explained earlier, a robust scheme would incorporate the reliability of the Steepest 
Descent step together with the fast quadratic convergence of the Newton step. This is 
accomplished in the Dog-leg Trust Region algorithm which compromises between the two steps 
based on the trust radius.  
Let’s assume that xk is the current iterate, xk
CP is the Cauchy point calculated using the 
update of equation 3.18 and xk
NP is the newton point obtained from the update in equation 3.13. 
The dog-leg trajectory is then defined by the two line segments joining  xk , xk
CP  and xk
NP 
respectively. This is depicted in figure 3.2. This scheme first tests if the Newton point lays inside 
the trust region boundaries as in the situation of the region bounded by the solid line in figure 
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3.2. If this turns out to be the case, then the Newton step is considered as the solution for the sub-
problem 3.14. Otherwise, the point of intersection between the dog-leg trajectory and the 
boundaries of the trust region is taken as the next step (dotted boundary case).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
xk  xk
CP 
xk
𝑁𝑃 
∆𝑘 
∆2𝑘 
∆𝑥𝑘
𝐶𝑃 
𝜎𝑘
𝑠 
Figure 3.2 Dog-leg Trajectory 
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This point can be calculated by solving equation 3.19. 
∆𝑘= ‖(∆𝑥𝑘
𝐶𝑃) +
𝜎𝑘
𝑠(𝑥𝑘
𝑁𝑃 − 𝑥𝑘
𝐶𝑃)
‖𝑥𝑘
𝑁𝑃 − 𝑥𝑘
𝐶𝑃‖
‖ 3.19 
Where 
(𝑥𝑘
𝑁𝑃−𝑥𝑘
𝐶𝑃)
‖𝑥𝑘
𝑁𝑃−𝑥𝑘
𝐶𝑃‖
 defines the direction along the second line segment of the Dog-leg trajectory 
and 𝜎𝑘
𝑠 is distance from 𝑥𝑘
𝑁𝑃to the point of intersection. The value of 𝜎𝑘
𝑠 that solves 3.19 is: 
𝜎𝑘
𝑠 =
‖𝑥𝑘
𝐶𝑃‖
2
− (𝑥𝑘
𝐶𝑃)𝑇𝑥𝑘
𝑁𝑃 +√((𝑥𝑘
𝐶𝑃)𝑇𝑥𝑘
𝑁𝑃 − ‖𝑥𝑘
𝐶𝑃‖
2
)2 + ‖𝑥𝑘
𝑁𝑃 − 𝑥𝑘
𝐶𝑃‖
2
×(∆𝑘
2 − ‖𝑥𝑘
𝐶𝑃‖
2
)
‖𝑥𝑘
𝑁𝑃 − 𝑥𝑘
𝐶𝑃‖
 
3.20 
 
It is clear that the intersection point will be closer to the Cauchy point in case of narrow trust 
boundaries whereas large trust regions bring this point closer to the Newton step.  
3.3 Application of the Dog-Leg Trust Region Scheme for Maximum Loading Point 
Identification 
After establishing a suitable background in optimization theory, the discussion can now 
proceed to handle the problem of determining the maximum loading point of a power system. 
The robustness of the Dog-leg Trust Region scheme is what evidently makes it the algorithm of 
choice in this work. This section explains how the problem under study is conditioned to be 
solved using the dog-leg algorithm.   
The first derivatives of the Lagrange function expressed in equations 3.5 through 3.8 can 
be collected in a single vector which represents the gradient of the Lagrange function.  
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∇𝑓(𝑥𝑘) =
[
 
 
 
 
 
 
 
 
𝜕ℒ𝑗
𝜕𝛿𝑚
𝜕ℒ𝑗
𝜕𝑉𝑚
𝜕ℒ𝑗
𝜕𝜆𝑚
𝜕ℒ𝑗
𝜕𝜆𝑚𝑗]
 
 
 
 
 
 
 
 
 3.21 
The length of this vector can be calculated as follows: 
(𝑛 − 1) + 𝑛𝑙𝑜𝑎𝑑 + 𝑛𝑙𝑜𝑎𝑑 + (𝑛 − 2) = 2(𝑛 + 𝑛𝑙𝑜𝑎𝑑) − 3 3.22 
Where 𝑛𝑙𝑜𝑎𝑑 represents the number of load buses. 
The objective function can be redefined to be: 
𝐹(𝑥𝑘) =
1
2
∇𝑓(𝑥𝑘)
𝑇∇𝑓(𝑥𝑘) 3.23 
It can be noted that when the Lagrange function of equation 3.4 is at it is minimum, 𝐹(𝑥𝑘) is 
zero. Hence, the objective of the optimization can be fulfilled by driving 𝐹(𝑥𝑘) to zero.  
The model function can now be obtained using the second order Taylor series as shown in 
equation 3.24. 
𝑚(𝑥𝑘) =
1
2
∇𝑓(𝑥𝑘)
𝑇∇𝑓(𝑥𝑘) + ∆𝑥
𝑇∇2𝑓(𝑥𝑘)
𝑇∇𝑓(𝑥𝑘) 
+
1
2
∆𝑥𝑇∇2𝑓(𝑥𝑘)
𝑇∇2𝑓(𝑥𝑘)∆𝑥 
=
1
2
∇𝑓(𝑥𝑘)
𝑇∇𝑓(𝑥𝑘) + ∆𝑥
𝑇𝐻(𝑥𝑘)
𝑇∇𝑓(𝑥𝑘) +
1
2
∆𝑥𝑇𝐻(𝑥𝑘)
𝑇𝐻(𝑥𝑘)∆𝑥 
3.24 
The second derivative ∇2𝑓(𝑥𝑘)  also known as the Hessian matrix has the form shown in 
equation 3.25. 
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∇2𝑓(𝑥𝑘) = 𝐻(𝑥𝑘) =
[
 
 
 
 
 
 
 
 
 
𝜕
𝜕𝛿𝑠
(
𝜕ℒ𝑗
𝜕𝛿𝑚
)
𝜕
𝜕𝑉𝑠
(
𝜕ℒ𝑗
𝜕𝛿𝑚
)
𝜕
𝜕𝜆𝑠
(
𝜕ℒ𝑗
𝜕𝛿𝑚
)
𝜕
𝜕𝜆𝑠𝑗
(
𝜕ℒ𝑗
𝜕𝛿𝑚
)
𝜕
𝜕𝛿𝑠
(
𝜕ℒ𝑗
𝜕𝑉𝑚
)
𝜕
𝜕𝑉𝑠
(
𝜕ℒ𝑗
𝜕𝑉𝑚
)
𝜕
𝜕𝜆𝑠
(
𝜕ℒ𝑗
𝜕𝑉𝑚
)
𝜕
𝜕𝜆𝑠𝑗
(
𝜕ℒ𝑗
𝜕𝑉𝑚
)
𝜕
𝜕𝛿𝑠
(
𝜕ℒ𝑗
𝜕𝜆𝑚
)
𝜕
𝜕𝑉𝑠
(
𝜕ℒ𝑗
𝜕𝜆𝑚
)
𝜕
𝜕𝜆𝑠
(
𝜕ℒ𝑗
𝜕𝜆𝑚
)
𝜕
𝜕𝜆𝑠𝑗
(
𝜕ℒ𝑗
𝜕𝜆𝑚
)
𝜕
𝜕𝛿𝑠
(
𝜕ℒ𝑗
𝜕𝜆𝑚𝑗
)
𝜕
𝜕𝑉𝑠
(
𝜕ℒ𝑗
𝜕𝜆𝑚𝑗
)
𝜕
𝜕𝜆𝑠
(
𝜕ℒ𝑗
𝜕𝜆𝑚𝑗
)
𝜕
𝜕𝜆𝑠𝑗
(
𝜕ℒ𝑗
𝜕𝜆𝑚𝑗
)
]
 
 
 
 
 
 
 
 
 
 3.25 
 
The Hessian matrix has dimensions of (2(𝑛 + 𝑛𝑙𝑜𝑎𝑑) − 3)×(2(𝑛 + 𝑛𝑙𝑜𝑎𝑑) − 3). The reader may 
refer to appendix A which states the equations needed to calculate the elements of the gradient as 
well as the Hessian matrices.  
The lower-right quadrant of the Hessian matrix turns out to be zero which can be easily seen by 
referring to equation 3.4. Hence, 𝐻(𝑥𝑘) can be rewritten as: 
𝐻(𝑥𝑘) =
[
 
 
 
 
 
 
 
 
 
 
𝜕
𝜕𝛿𝑠
(
𝜕ℒ𝑗
𝜕𝛿𝑚
)
𝜕
𝜕𝑉𝑠
(
𝜕ℒ𝑗
𝜕𝛿𝑚
)
𝜕
𝜕𝜆𝑠
(
𝜕ℒ𝑗
𝜕𝛿𝑚
)
𝜕
𝜕𝜆𝑠𝑗
(
𝜕ℒ𝑗
𝜕𝛿𝑚
)
𝜕
𝜕𝛿𝑠
(
𝜕ℒ𝑗
𝜕𝑉𝑚
)
𝜕
𝜕𝑉𝑠
(
𝜕ℒ𝑗
𝜕𝑉𝑚
)
𝜕
𝜕𝜆𝑠
(
𝜕ℒ𝑗
𝜕𝑉𝑚
)
𝜕
𝜕𝜆𝑠𝑗
(
𝜕ℒ𝑗
𝜕𝑉𝑚
)
𝜕
𝜕𝛿𝑠
(
𝜕ℒ𝑗
𝜕𝜆𝑚
)
𝜕
𝜕𝑉𝑠
(
𝜕ℒ𝑗
𝜕𝜆𝑚
)
0 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 0
0 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 0
𝜕
𝜕𝛿𝑠
(
𝜕ℒ𝑗
𝜕𝜆𝑚𝑗
)
𝜕
𝜕𝑉𝑠
(
𝜕ℒ𝑗
𝜕𝜆𝑚𝑗
)
0 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 0
0 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 0 ]
 
 
 
 
 
 
 
 
 
 
 3.26 
The steepest descent direction of the objective function of equation 3.23 can be found as: 
−∇𝐹(𝑥𝑘) = −∇(
1
2
∇𝑓(𝑥𝑘)
𝑇∇𝑓(𝑥𝑘)) = 𝐻(𝑥𝑘)
𝑇∇𝑓(𝑥𝑘) 3.27 
 Hence, following the same reasoning explained in section (3.2.3), the Cauchy step of the 
problem under study can be calculated as follows: 
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𝜎𝑘
𝑐 =
‖𝐻(𝑥𝑘)
𝑇∇𝑓(𝑥𝑘)‖
2
[𝐻(𝑥𝑘)𝑇∇𝑓(𝑥𝑘)]𝑇𝐻(𝑥𝑘)𝑇𝐻(𝑥𝑘)[𝐻(𝑥𝑘)𝑇∇𝑓(𝑥𝑘)]
 3.28 
∆𝑥𝑘
𝑐𝑝 =
{
 
 
 
 −𝜎𝑘
𝑐 𝐻(𝑥𝑘)
𝑇∇𝑓(𝑥𝑘)
‖𝐻(𝑥𝑘)𝑇∇𝑓(𝑥𝑘)‖
        𝑖𝑓 𝜎𝑘
𝑐 < ∆𝑘
−∆𝑘
𝐻(𝑥𝑘)
𝑇∇𝑓(𝑥𝑘)
‖𝐻(𝑥𝑘)𝑇∇𝑓(𝑥𝑘)‖
        𝑖𝑓 𝜎𝑘
𝑐 ≥ ∆𝑘
 3.29 
The Newton point can be obtained in the same manner explained in section (3.2.2), by 
differentiating equation (3.24) with respect to ∆𝑥 and setting the derivative to zero which results 
in: 
∆𝑥𝑘
𝑁𝑃 = −(𝐻(𝑥𝑘))
−1∇𝑓𝑘 3.30 
The fact that the lower-right quadrant of the Hessian matrix is always zero can be 
exploited to avoid the inversion of the entire Hessian matrix. Equation (3.30) can be rewritten as 
follows: 
[
∇𝑓𝑘
(1)
∇𝑓𝑘
(2)
] = [
𝐻1 𝐻2
𝐻3
0 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 0
]
[
 
 
 
 
∆𝛿𝑁𝑃
∆𝑉𝑁𝑃
∆𝜆𝑖
𝑁𝑃
∆𝜆𝑖𝑗
𝑁𝑃
]
 
 
 
 
 3.30 
Hence: 
∇𝑓𝑘
(1) = [𝐻1] [
∆𝛿𝑁𝑃
∆𝑉𝑁𝑃
] + [𝐻2] [
∆𝜆𝑖
𝑁𝑃
∆𝜆𝑖𝑗
𝑁𝑃] 3.31 
∇𝑓𝑘
(2) = 𝐻3 [
∆𝛿𝑁𝑃
∆𝑉𝑁𝑃
] 3.32 
From equation (3.31): 
[∆𝛿
𝑁𝑃
∆𝑉𝑁𝑃
] = [𝐻1]
−1∇𝑓𝑘
(1) − [𝐻1]
−1[𝐻2] [
∆𝜆𝑖
𝑁𝑃
∆𝜆𝑖𝑗
𝑁𝑃] 3.33 
Substituting this in equation (3.32) yields: 
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𝐻3[𝐻1]
−1∇𝑓𝑘
(1) − ∇𝑓𝑘
(2) = 𝐻3[𝐻1]
−1[𝐻2] [
∆𝜆𝑖
𝑁𝑃
∆𝜆𝑖𝑗
𝑁𝑃] 3.34 
Equation (3.34) can be used to solve for [
∆𝜆𝑖
𝑁𝑃
∆𝜆𝑖𝑗
𝑁𝑃] which could be in turn substituted in equation 
(3.33) to find [∆𝛿
𝑁𝑃
∆𝑉𝑁𝑃
]. The computational effort involved in this process is approximately one 
third less than the effort needed to find the inverse of the whole Hessian matrix. 
3.4 Breakdown of Complete Optimization Scheme 
After identifying the load bus j  for which the critical loading point λmax  is to be 
calculated, the scheme starts by evaluating the constants βi  for all load buses and αij  for all 
system buses. The vector xk is then initialized by utilizing the load flow results of current system 
condition as initial values for system states (V, δ). Furthermore, a value of one is used as an 
initial trust radius whereas the maximum allowable radius is set to 10. These chosen limits sound 
very reasonable since xk  consists of system states and Lagrange multipliers which are not 
expected to take steps larger than 10. 
Following the initialization process, the scheme proceeds to calculate the gradient ∇f(xk) 
and the Hessian H(xk). These two matrices are in turn used to evaluate the Cauchy step ∆xk
cp
 
according to equation 3.29. In case the Cauchy point was found to lay at the boundaries of the 
trust region, the algorithm will take it as the step size ∆xk to modify the current step  xk . 
Otherwise, the algorithm will consider the evaluation of the Newton step ∆xk
NP as indicated by 
equation 3.30. As in the case of the Cauchy step, if the Newton point turns out to be inside the 
boundaries of the trust neighborhood then it will be considered as a valid solution. However, in 
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the opposite case the algorithm will find a middle ground by evaluating the point of intersection 
between the Dog-leg path and the trust boundaries which is defined by: 
𝑥𝑘
𝑠 = 𝑥𝑘
𝑐𝑝 +
𝜎𝑘
𝑠(𝑥𝑘
𝑁𝑃 − 𝑥𝑘
𝐶𝑃)
‖𝑥𝑘
𝑁𝑃 − 𝑥𝑘
𝐶𝑃‖
 3.35 
 
 Where 𝜎𝑘
𝑠 is evaluated using equation 3.20.       
Once the step size ∆𝑥𝑘 is determined, the algorithm examines whether the new point 𝑥𝑘+1 will 
introduce a satisfactory reduction in the true objective function. As explained earlier, this is done 
by calculating the ratio  𝜌𝑘  using equation 3.15 where the predicted reduction in the model 
function of equation 3.24 can be evaluated as follows: 
𝑚(𝑥𝑘) − 𝑚(𝑥𝑘+1) = −(∇𝑓(𝑥𝑘)
𝑇𝐻(𝑥𝑘)∆𝑥 +
1
2
∆𝑥𝑇𝐻(𝑥𝑘)
𝑇𝐻(𝑥𝑘)∆𝑥) 3.36 
 In cases where  𝜌𝑘 fells below 0.25, the algorithm rejects the current step ∆𝑥𝑘, shrinks the trust 
region by modifying the trust radius to be 0.25 of the current radius and attempt to evaluate a 
new Cauchy point based on this updated radius. On the other hand, if  𝜌𝑘 exceeds 0.75, the 
algorithm sets the trust radius of the upcoming iteration to be 2.5 times the current radius. A 
reduction ratio between 0.25 and 0.75 signifies that the model function is trusted to mimic the 
objective function in the current trust boundaries and there is no need to modify the radius. 
At the end of each iteration the algorithm checks if the value of the objective function falls below 
a specified tolerance in which case the iterations will be terminated and the system states at the 
final iteration 𝑥𝑘
𝑓 will be considered as the optimum solution. The maximum loading point is 
then calculated as: 
 34 
 
𝜆𝑚𝑎𝑥 =
𝑃𝑗
𝑓
𝑃𝑗
𝑜 =
∑ |𝑌𝑗𝑘𝑉𝑗
𝑓𝑉𝑘
𝑓| cos (𝜃𝑗𝑘 + 𝛿𝑘
𝑓 − 𝛿𝑗
𝑓)𝑛𝑘=1
𝑃𝑗
𝑜  3.37 
Where 𝑃𝑗
𝑜 is the load at bus 𝑗 at the base load case.  
The flow chart of the scheme is depicted in figure 3.3. 
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Start
Obtain Power Flow data 
(V, δ, load and generation)
• Define Tolerance
• Initialize state variables using Power 
Flow data 
• Initialize λi and λij from zero   
• Set initial value of trust radius to 1 
and maximum value to 10
Construct gradient Matrix 
Calculate the initial value of the objective 
function F(x)
Construct Hessian Matrix 
Calculate the Cauchy point 
Is the 
Cauchy point on the 
Boundary of the trust 
Region?
Calculate the Newton point 
Is the 
Newton point 
within the trust 
Region?
Calculate the point of 
intersection between the 
trust boundaries and the 
Dog-leg trajectory 
Take the Cauchy step 
as Δx
Take the Newton step 
as Δx
Take the intersection step 
as Δx
Update V, δ, λi, and λij  
Calculate the new gradient and objective 
function
Obtain the ratio of the reduction in the model 
function to the reduction in the objective 
function
Is 
the ratio greater 
than 0.25?
Is
 the ratio greater 
than 0.75?
Reject the current step and shrink the trust region 
by dividing the current trust radius by 4
Expand the trust region 
for the next step by 
multiplying the current 
trust radius by 2.5 
Is the objective 
function less that the 
tolerance?
Calculate the loading 
parameter λmax
End
Calculate the constants αij and βi for the 
load bus under consideration (bus j)
Yes
Yes
Yes
Yes
Yes
No
No
No
No
No
 
Figure 3.3 Complete Optimization Scheme 
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3.5 Generator Reactive Power Limits 
The proposed algorithm could be easily modified to incorporate maximum reactive 
power limits of generation units. This is essentially accomplished by introducing a new 
constraint to the Lagrange function originally defined in equation 3.4 whenever a generator 
exceeds its limit. This constraint can be represented using the following equality: 
𝑄𝑖 = 𝑄𝑙𝑖𝑚𝑖𝑡−𝑖 − 𝑄𝐿𝑖 3.38 
Where: 
𝑄𝑙𝑖𝑚𝑖𝑡−𝑖 ≡ The maximum reactive power limit at generator bus 𝑖. 
𝑄𝐿𝑖 ≡ Reactive power load connected to generator bus 𝑖. 
If 𝛽𝑖  is defined for generator bus 𝑖  as 
𝑄𝐿𝑖
𝑃𝑖
 then using equation 3.3, the reactive power limit 
constraint can be re-expressed as: 
𝑄𝑖 = 𝑄𝑙𝑖𝑚𝑖𝑡−𝑖 − 𝛼𝑖𝑗𝛽𝑖𝑃𝑗 3.39 
When adding this term to equation 3.4, the resulting Lagrange function will be: 
ℒ𝑗 = 𝑃𝑗(𝑉, 𝛿) + ∑ 𝜆𝑖
𝑖 ∈ 𝐿𝑜𝑎𝑑
(𝛽𝑖𝑃𝑖(𝑉, 𝛿) − 𝑄𝑖(𝑉, 𝛿)) 
+ ∑ 𝜆𝑖𝑗 (𝛼𝑖𝑗𝑃𝑗(𝑉, 𝛿) − 𝑃𝑖(𝑉, 𝛿))
𝑖 ∈ 𝐿𝑜𝑎𝑑
𝑖 ∈ 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟
𝑖≠𝑗
 
            + ∑ 𝜆𝐿𝑖
𝑖 ∈ 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟 𝑤ℎ𝑖𝑐ℎ
 𝑒𝑥𝑐𝑒𝑒𝑑 𝑙𝑖𝑚𝑖𝑡
(𝑄𝑙𝑖𝑚𝑖𝑡−𝑖 − 𝛼𝑖𝑗𝛽𝑖𝑃𝑗 − 𝑄𝑖) 
3.40 
 
Where 𝜆𝐿𝑖 is the Lagrange multiplier associated with generator reactive power limit constraint. 
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It’s evident that the presence of 𝜆𝐿𝑖 necessitates the expansion of the dimensions of both the 
gradient ∇𝑓(𝑥𝑘) and the Hessian 𝐻(𝑥𝑘) matrices to accommodate this new variable. Moreover, 
the voltage of the generator bus that exceeds the limit also comes into play since it is no longer 
constant. As a consequence, whenever a generator hits its reactive power limit the length of the 
gradient vector  ∇𝑓(𝑥𝑘) will increase by two while two rows and two columns are to be added to 
the Hessian 𝐻(𝑥𝑘). This is shown in equations 3.41 and 3.42. 
𝑓(𝑥𝑘) =
[
 
 
 
 
 
 
 
 
 
 
 
𝜕ℒ𝑗
𝜕𝛿𝑖
𝜕ℒ𝑗
𝜕𝑉𝑖
𝜕ℒ𝑗
𝜕𝜆𝑖
𝜕ℒ𝑗
𝜕𝜆𝑖𝑗
𝜕ℒ𝑗
𝜕𝜆𝐿𝑖]
 
 
 
 
 
 
 
 
 
 
 
 3.41 
𝐻(𝑥𝑘) =
[
 
 
 
 
 
 
 
 
 
 
 
 
 
𝜕
𝜕𝛿𝑠
(
𝜕ℒ𝑗
𝜕𝛿𝑚
)
𝜕
𝜕𝑉𝑠
(
𝜕ℒ𝑗
𝜕𝛿𝑚
)
𝜕
𝜕𝜆𝑠
(
𝜕ℒ𝑗
𝜕𝛿𝑚
)
𝜕
𝜕𝜆𝑠𝑗
(
𝜕ℒ𝑗
𝜕𝛿𝑚
)
𝜕
𝜕𝜆𝐿𝑠
(
𝜕ℒ𝑗
𝜕𝛿𝑚
)
𝜕
𝜕𝛿𝑠
(
𝜕ℒ𝑗
𝜕𝑉𝑚
)
𝜕
𝜕𝑉𝑠
(
𝜕ℒ𝑗
𝜕𝑉𝑚
)
𝜕
𝜕𝜆𝑠
(
𝜕ℒ𝑗
𝜕𝑉𝑚
)
𝜕
𝜕𝜆𝑠𝑗
(
𝜕ℒ𝑗
𝜕𝑉𝑚
)
𝜕
𝜕𝜆𝐿𝑠
(
𝜕ℒ𝑗
𝜕𝑉𝑚
)
𝜕
𝜕𝛿𝑠
(
𝜕ℒ𝑗
𝜕𝜆𝑚
)
𝜕
𝜕𝑉𝑠
(
𝜕ℒ𝑗
𝜕𝜆𝑚
)
0 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 0
0 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 0
0 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 0
𝜕
𝜕𝛿𝑠
(
𝜕ℒ𝑗
𝜕𝜆𝑚𝑗
)
𝜕
𝜕𝑉𝑠
(
𝜕ℒ𝑗
𝜕𝜆𝑚𝑗
)
0 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 0
0 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 0
0 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 0
𝜕
𝜕𝛿𝑠
(
𝜕ℒ𝑗
𝜕𝜆𝐿𝑠
)
𝜕
𝜕𝑉𝑠
(
𝜕ℒ𝑗
𝜕𝜆𝐿𝑠
)
0 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 0
0 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 0
0 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 0 ]
 
 
 
 
 
 
 
 
 
 
 
 
 
 3.42 
       
It must be noted that these new conditions don’t only imply modifying the dimensionality of the 
matrices, but will also introduce changes to the equations used to calculate the derivatives with 
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respect to system states. This is due to the dependability of the newly added constraint on system 
voltages and angles.  
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CHAPTER 4 
 
4 RESULTS AND DISCUSSION 
 
 
4.1 Introduction 
A MATLAB prototype of the proposed scheme was examined on several test systems to 
validate its adequacy and efficiency. The following sections present a thorough illustration of the 
algorithm performance and compare its results against those produced using the continuation 
power flow of PSAT which is a MATLAB toolbox used for electric power system analysis and 
control.  
It must be noted that the tolerance value was set to 10−2 in all case studies investigated in 
this chapter. 
4.2 Testing the Scheme on the IEEE14-Bus System 
The voltage collapse point of this system was found to be at loading parameter λmax  
equal to 4.0363. The algorithm took a total number of four iterations to arrive to this result. The 
step of intersection was chosen in the first two iterations whereas in the last two the algorithm 
selected the Newton step. No step rejections were issued in this case study.  
Figure 4.1 shows the variations of the objective function through the iterative process. It can be 
noted that the objective function experiences a monotone decrease in its value which indicates 
the success of the Dog-leg scheme in selecting the proper step size and in controlling the radius 
of the trust region. The variations in this radius are depicted in figure 4.2. The increase of the 
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trust radius through the iterations is due to the fact that the reduction ratio was always above 0.75 
for this case study.   
 
 
Figure 4.1 Variations of the Objective Function through the Iterations for the IEEE14-Bus 
System 
 
0 1 2 3 4
0
200
400
600
800
1000
1200
Iterations
O
b
je
c
ti
v
e
 f
u
n
c
ti
o
n
 41 
 
 
Figure 4.2 Trust Radius Dynamics for the IEEE14-Bus System 
 
4.3 Testing the Scheme on the IEEE39-Bus System 
Similar to the previous case study the scheme only took four iterations to converge. The 
collapse point was found to be at loading parameter equal to 2.3002. In this case, the step of 
intersection was used in the first iteration while the Newton step was selected in the remaining 
three. The changes of the trust radius through the four steps are similar to those depicted in figure 
4.2. The variations of the objective function for this case are shown on figure 4.3. 
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Figure 4.3 Variations of the Objective Function through the Iterations for the IEEE39-Bus 
System 
 
4.4 Testing the Scheme on the IEEE57-Bus System 
When applied to the IEEE57-Bus system, the resulting loading parameter λmax   was 
found to be 1.8465. To arrive at convergence, the algorithm took five iterations during which 
four step rejections were issued. This can be traced in figure 4.4 where the value of the objective 
function at the end of each iteration is shown. For instance, at the beginning of the second 
iteration the chosen step led to an increase in the objective function to a value of 5.8441. 
Consequently, this step was rejected and the trust radius was reduced from 2.5 to 0.625. A new 
Dog-leg trajectory was then formulated through the recalculation of the Cauchy point based on 
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the modified radius. This resulted in a new step which introduced a total reduction in the 
objective function. The algorithm then proceeded in a similar fashion through the remaining 
iterations until reaching a solution.     
The dynamics that were experienced by the trust radius through the entire process are shown in 
figure 4.5. The algorithm was triggered to expand and shrink the radius several times due to the 
multiple step rejections encountered in this scenario. 
 
Figure 4.4 Variations of the Objective Function through the Iterations for the IEEE57-Bus 
System 
The rejections are indicated by an asterisk (*). 
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Figure 4.5 Trust Radius Dynamics for the IEEE57-Bus System 
 
4.5 Testing the Scheme on the IEEE118-Bus System 
In this case, the scheme took 11 iterations to converge. The loading parameter  λmax  was 
found to be 3.1944. A single step rejection was issued as can be seen from figure 4.6 which 
depicts the variations of the objective function through the iterative process. Moreover, the 
variations experienced by the trust radius are shown in figure 4.7. 
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Figure 4.6 Variations of the Objective Function through the Iterations for the IEEE118-Bus 
System 
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Figure 4.7 Trust Radius Dynamics for the IEEE118-Bus System 
 
Table 4.1 summarizes the outcomes of the previous four case studies. 
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Table 4.1 Summary of the Suggested Method Performance 
Test system Loading 
Parameter 
(𝜆𝑚𝑎𝑥) 
Number of 
iterations 
Number of 
step 
rejections 
Number of 
Cauchy 
steps  
Number of 
Newton 
steps 
Number of 
intersection 
steps 
IEEE14 4.0363 4 0 0 2 2 
IEEE39 2.3002 4 0 0 3 1 
IEEE57 1.8465 5 4 0 3 6 
IEEE118 3.1944 11 1 0 1 11 
 
4.6 Comparing the Performance of the Proposed Method against PSAT 
Table 4.2 presents the results obtained using the MATLAB prototype of the proposed 
methodology along with those obtained using the predictor-corrector continuation power flow of 
PSAT. For reference, the solution times are obtained using an Intel(R) Xeon(R) CPU with 4GB 
of RAM running at 2.4GHz.  
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Table 4.2 Comparison between the Performances of the Suggested Algorithm and PSAT 
Test 
system 
Loading 
Parameter 
(𝜆𝑚𝑎𝑥) 
 𝜆𝑚𝑎𝑥 
using 
proposed 
method 
% Error 
in  𝜆𝑚𝑎𝑥 
using 
proposed 
method  
Processing 
time of 
proposed 
method 
(sec) 
𝜆𝑚𝑎𝑥 
using 
PSAT 
% 
Error 
in  
𝜆𝑚𝑎𝑥 
using 
PSAT 
Processing 
time of 
PSAT 
(sec) 
Saving in 
time 
introduced 
by 
proposed 
method 
IEEE14 4.04 4.0363 0.092 0.0156 4.0329 0.176 0.38058 95.9% 
IEEE39 2.30 2.3002 0.0087 0.0312 2.3288 1.252 0.22734 86.2% 
IEEE57 1.844 1.8465 0.136 0.0624 1.8358 0.445 1.1036 94.3% 
IEEE118 3.19 3.1944 0.138 0.5616 3.1647 0.793 1.0443 46.22% 
 
Based on table 4.2 it is evident that the suggested method is both faster and more accurate when 
compared to PSAT.  
4.7 Incorporation of Generator Reactive Power Limits 
Table 4.3 summarizes the results obtained when forcing generator reactive power limits 
in the case of the IEEE14, IEEE57, and IEEE118-bus systems. It is to be noted that these result 
were obtained using an accuracy of 0.005. 
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Table 4.3 Maximum Loading Parameter When Including Generator Reactive Power Limits 
Test system Loading 
Parameter 
(𝜆𝑚𝑎𝑥) 
No. of 
iterations 
Number 
of step 
rejections 
Processing 
Time (sec) 
Total No. 
of 
generators 
in the 
System 
No. of 
generators 
that hit 
reactive 
power limits 
IEEE14 1.7647 5 2 0.0624 4 4 
IEEE57 1.5694 4 2 0.5460 6 6 
IEEE118 2.1467 7 1 3.5100 53 38 
 
For the case of the IEEE14-bus system, the generated reactive power at P-V buses at calculated 
maximum loading parameter is shown in table 4.4 together with their maximum limits. It is 
evident that the algorithm succeeded in maintaining reactive power of generators within their 
limits. Tables 4.5 and 4.6 show that this is also true for the case of the 1EEE57 and IEEE118, 
respectively.  
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Table 4.4 Generated Reactive Power at P-V Buses and Their Maximum Limits for the IEEE 14-
Bus System 
Bus No. Reactive Power Limit 
(MVAR) 
Generated Reactive Power at 
Maximum Loading Parameter 
(MVAR) 
2 50 50.01 
3 40 40.03 
6 24 24.05 
8 24 24 
 
Table 4.5 Generated Reactive Power at P-V Buses and Their Maximum Limits for the IEEE 57-
Bus System 
Bus No. Reactive Power Limit 
(MVAR) 
Generated Reactive Power at 
Maximum Loading Parameter 
(MVAR) 
2 50 48.51 
3 60 60.28 
6 25 24.99 
8 200 199.97 
9 9 9.09 
12 155 154.83 
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Table 4.6 Generated Reactive Power at P-V Buses and Their Maximum Limits for the IEEE 118-
Bus System 
Bus No. Reactive 
Power Limit 
(MVAR) 
Generated 
Reactive 
Power at 
Maximum 
Loading 
Parameter 
(MVAR) 
Bus No. Reactive 
Power Limit 
(MVAR) 
Generated 
Reactive 
Power at 
Maximum 
Loading 
Parameter 
(MVAR) 
1 15 14.96 65 200 200 
4 300 299.91 66 200 199.98 
6 50 49.96 70 32 32 
8 300 299.87 72 100 21.88 
10 200 200 73 100 100 
12 120 119.97 74 9 8.96 
15 30 29.96 76 23 22.95 
18 50 49.95 77 70 70.02 
19 24 23.97 80 280 280.05 
24 300 55.82 85 23 22.98 
25 140 140.01 87 1000 44.14 
26 1000 82.81 89 300 246.73 
27 300 139.02 90 300 194.34 
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31 300 118.78 91 100 40.4 
32 42 41.97 92 9 9 
34 24 23.96 99 100 100 
36 24 23.97 100 155 155.41 
40 300 299.95 103 40 40.28 
42 300 193.12 104 23 23.08 
46 100 99.98 105 23 23.01 
49 210 210.02 107 200 199.77 
54 300 299.95 110 23 22.95 
55 23 22.97 111 1000 60.9 
56 15 14.98 112 1000 186.66 
59 180 179.86 113 200 77.71 
61 300 122.59 116 1000 217.97 
62 20 19.98    
 
It is worth mentioning that when reactive power limits are imposed the PSAT toolbox 
took 0.57 seconds to converge in the case of the IEEE14-bus system whereas it generated error 
messages without producing a final result when testing both the IEEE57 and the IEEE118-bus 
systems.  
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CHAPTER 5 
 
5 CONCLUSION 
 
 
5.1 Conclusion 
In this work, the search for the maximum loading point of a power system is formulated 
as an optimization problem which is constrained by the rate of increase of active power at all 
system buses as well as the power factor relationship at load buses. The objective of this 
optimization along with the problem constraints are then used to formulate a Lagrangian function 
which is solved using the Dog-leg Trust Region scheme. This scheme is characterized by its 
robustness as it combines the reliability of the Steepest Descent method together with the fast 
convergence of the Newton line search.   
The performance of the proposed methodology was examined using a variety of tests 
systems namely, the IEEE14, 1EEE39, 1EEE57 and IEEE118 bus systems. The algorithm 
succeeded in finding the maximum loading point of these systems without facing any 
convergence issues. Moreover, it was found that the suggested method provide a considerable 
saving in terms of processing time when compared to the continuation power flow analysis of 
PSAT.  
The use of the Dog-leg Trust Region technique is what essentially makes the suggested 
algorithm powerful when compared to other direct method of maximum loading point 
calculations. This is primarily due to the employment of the Hessian matrix which doesn’t suffer 
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from singularity issues at the voltage collapse point in contrary to the load flow Jacobian matrix 
deployed in other schemes. Furthermore, the problem of convergence dependability on initial 
conditions, faced when employing other optimization schemes that rely on Newton method, is 
eliminated in the proposed methodology. As a matter of fact, the compromise between the 
Cauchy and the Newton step along with the adjustable trust region radius serves as powerful 
safeguards that carefully guide the scheme to convergence.  
Similar to other optimization methods, the incorporation of generator reactive power 
limits was easily made in the proposed scheme. However, what distinguishes this new method is 
the fact that generator reactive power constraints are dynamically added to the problem 
whenever a generator hits its limit. This is different from other methods that incorporate all the 
constraints from the beginning of the solution which results in a considerable increase in the 
dimensionality of the Hessian matrix. However, the proposed scheme eliminate this issue as 
reactive power constraints don’t feature into the problem unless absolutely necessary. 
5.2 Future Work 
The P-index [7] which is a voltage stability indicator that is based on normalized voltage 
and power sensitivities can be deployed with the proposed method to speed up the iterative 
process. This computationally inexpensive index provides an approximation of the voltage 
collapse point which can be used as a starting point by the developed scheme to reduce the 
number of iterations. 
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Assuming that λi is zero for all generator buses, since no constraint is imposed on the 
relationship between the active and reactive power of a generator bus, then equation (3.4) can be 
rewritten as: 
ℒ𝑗 = 𝑃𝑗(𝑉, 𝛿) +∑𝜆𝑖
𝑖 
(𝛽𝑖𝑃𝑖(𝑉, 𝛿) − 𝑄𝑖(𝑉, 𝛿)) 
+∑𝜆𝑖𝑗(𝛼𝑖𝑗𝑃𝑗(𝑉, 𝛿) − 𝑃𝑖(𝑉, 𝛿))
𝑖≠𝑗
 
A.1 
Rearranging the terms of equation A.1 results in: 
ℒ𝑗 = (1 + 𝜆𝑗𝛽𝑗 +∑𝜆𝑖𝑗
𝑖≠𝑗
𝛼𝑖𝑗)𝑃𝑗(𝑉, 𝛿) − 𝜆𝑗𝑄𝑗(𝑉, 𝛿) 
+∑(𝜆𝑖𝛽𝑖 − 𝜆𝑖𝑗)
𝑖≠𝑗
𝑃𝑖(𝑉, 𝛿) −∑𝜆𝑖𝑄𝑖(𝑉, 𝛿)
𝑖≠𝑗
 
A.2 
The power flow equations at bus 𝑖 can be expressed as shown in equations (A.3) and (A.4). 
𝑃𝑖 =∑𝑌𝑖𝑘𝑉𝑖𝑉𝑘cos (𝜃𝑖𝑘 + 𝛿𝑘 − 𝛿𝑖)
𝑛
𝑘=1
 A.3 
𝑄𝑖 = −∑𝑌𝑖𝑘𝑉𝑖𝑉𝑘sin (𝜃𝑖𝑘 + 𝛿𝑘 − 𝛿𝑖)
𝑛
𝑘=1
 A.4 
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Substituting these expressions in equation (A.2): 
ℒ𝑗 = (1 + 𝜆𝑗𝛽𝑗 +∑𝜆𝑖𝑗
𝑖≠𝑗
𝛼𝑖𝑗)∑𝑌𝑗𝑘𝑉𝑗𝑉𝑘 cos(𝜃𝑗𝑘 + 𝛿𝑘 − 𝛿𝑗)
𝑛
𝑘=1
 
+∑(𝜆𝑖𝛽𝑖 − 𝜆𝑖𝑗) (∑𝑌𝑖𝑘𝑉𝑖𝑉𝑘cos (𝜃𝑖𝑘 + 𝛿𝑘 − 𝛿𝑖)
𝑛
𝑘=1
)
𝑖≠𝑗
 
+∑𝜆𝑖 (∑𝑌𝑖𝑘𝑉𝑖𝑉𝑘sin (𝜃𝑖𝑘 + 𝛿𝑘 − 𝛿𝑖)
𝑛
𝑘=1
)
𝑖≠𝑗
 
+ 𝜆𝑗∑𝑌𝑗𝑘𝑉𝑗𝑉𝑘 sin(𝜃𝑗𝑘 + 𝛿𝑘 − 𝛿𝑗)
𝑛
𝑘=1
 
A.5 
 
Equations (A.6) through (A.11) show the first derivatives of equation (A.5) with respect to all 
independent variables. These derivatives are used to construct the gradient matrix  ∇𝑓(𝑥𝑘) 
encountered in equation (3.22). 
𝜕ℒ𝑗
𝜕𝛿𝑚
|
𝑚≠𝑗
= (1 + 𝜆𝑗𝛽𝑗 +∑𝜆𝑖𝑗
𝑖≠𝑗
𝛼𝑖𝑗) ∗ (−𝑌𝑗𝑚𝑉𝑗𝑉𝑚 sin(𝜃𝑗𝑚 + 𝛿𝑚 − 𝛿𝑗)) 
+ 𝜆𝑚(−𝑃𝑚 + 𝑌𝑚𝑚𝑉𝑚
2 cos(𝜃𝑚𝑚)) +∑ 𝜆𝑖 ∗
𝑖≠𝑗
𝑖≠𝑚
𝑌𝑖𝑚𝑉𝑖𝑉𝑚 cos(𝜃𝑖𝑚 + 𝛿𝑚 − 𝛿𝑖) 
+∑(𝜆𝑖𝛽𝑖 − 𝜆𝑖𝑗)
𝑖≠𝑗
𝑖≠𝑚
∗ (−𝑌𝑖𝑚𝑉𝑖𝑉𝑚 sin(𝜃𝑖𝑚 + 𝛿𝑚 − 𝛿𝑖)) 
+(𝜆𝑚𝛽𝑚 − 𝜆𝑚𝑗) ∗ (−𝑄𝑚 − 𝑌𝑚𝑚𝑉𝑚
2 sin(𝜃𝑚𝑚)) 
+𝜆𝑗𝑌𝑗𝑚𝑉𝑗𝑉𝑚 cos(𝜃𝑗𝑚 + 𝛿𝑚 − 𝛿𝑗) 
A.6 
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𝜕ℒ𝑗
𝜕𝛿𝑚
|
𝑚=𝑗
= (1 + 𝜆𝑗𝛽𝑗 +∑𝜆𝑖𝑗
𝑖≠𝑗
𝛼𝑖𝑗) ∗ (−𝑄𝑗 − 𝑌𝑗𝑗𝑉𝑗
2 sin(𝜃𝑗𝑗)) 
+∑𝜆𝑖
𝑖≠𝑗
𝑌𝑖𝑗𝑉𝑖𝑉𝑗 cos(𝜃𝑖𝑗 + 𝛿𝑗 − 𝛿𝑖) + 𝜆𝑗(−𝑃𝑗 + 𝑌𝑗𝑗𝑉𝑗
2 cos(𝜃𝑗𝑗)) 
+∑(𝜆𝑖𝛽𝑖 − 𝜆𝑖𝑗)
𝑖≠𝑗
∗ (−𝑌𝑖𝑗𝑉𝑖𝑉𝑗 sin(𝜃𝑖𝑗 + 𝛿𝑗 − 𝛿𝑖)) 
A.7 
 
𝜕ℒ𝑗
𝜕𝑉𝑚
|
𝑚≠𝑗
= (1 + 𝜆𝑗𝛽𝑗 +∑𝜆𝑖𝑗
𝑖≠𝑗
𝛼𝑖𝑗) ∗ 𝑌𝑗𝑚𝑉𝑗 cos(𝜃𝑗𝑚 + 𝛿𝑚 − 𝛿𝑗) 
+𝜆𝑚 (−
𝑄𝑚
𝑉𝑚
+ 𝑌𝑚𝑚𝑉𝑚 sin(𝜃𝑚𝑚))  + 𝜆𝑗𝑌𝑗𝑚𝑉𝑗 sin(𝜃𝑗𝑚 + 𝛿𝑚 − 𝛿𝑗) 
+∑(𝜆𝑖𝛽𝑖 − 𝜆𝑖𝑗)
𝑖≠𝑗
𝑖≠𝑚
∗ (𝑌𝑖𝑚𝑉𝑖 cos(𝜃𝑖𝑚 + 𝛿𝑚 − 𝛿𝑖)) 
+(𝜆𝑚𝛽𝑚 − 𝜆𝑚𝑗) ∗ (
𝑃𝑚
𝑉𝑚
+ 𝑌𝑚𝑚𝑉𝑚 cos(𝜃𝑚𝑚)) 
+∑ 𝜆𝑖
𝑖≠𝑗
𝑖≠𝑚
𝑌𝑖𝑚𝑉𝑖 sin(𝜃𝑖𝑚 + 𝛿𝑚 − 𝛿𝑖) 
A.8 
 
 
𝜕ℒ𝑗
𝜕𝑉𝑚
|
𝑚=𝑗
= (1 + 𝜆𝑗𝛽𝑗 +∑𝜆𝑖𝑗
𝑖≠𝑗
𝛼𝑖𝑗) ∗ (
𝑃𝑗
𝑉𝑗
+ 𝑌𝑗𝑗𝑉𝑗 cos(𝜃𝑗𝑗)) 
+∑(𝜆𝑖𝛽𝑖 − 𝜆𝑖𝑗)
𝑖≠𝑗
𝑌𝑖𝑗𝑉𝑖 cos(𝜃𝑖𝑗 + 𝛿𝑗 − 𝛿𝑖) +∑𝜆𝑖
𝑖≠𝑗
𝑌𝑖𝑗𝑉𝑖 sin(𝜃𝑖𝑗 + 𝛿𝑗 − 𝛿𝑖) 
A.9 
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+𝜆𝑗 (−
𝑄𝑗
𝑉𝑗
+ 𝑌𝑗𝑗𝑉𝑗 sin(𝜃𝑗𝑗)) 
 
𝜕ℒ𝑗
𝜕𝜆𝑚
=  𝛽𝑚𝑃𝑚 − 𝑄𝑚 A.10 
 
𝜕ℒ𝑗
𝜕𝜆𝑚𝑗
= 𝛼𝑚𝑗𝑃𝑗 − 𝑃𝑚 A.11 
 
Equations (A.12) through (A.61) show expressions of the second derivatives of equation (A.5) 
with respect to all independent variables. These derivatives are used to construct the Hessian 
matrix ∇𝑓(𝑥𝑘) shown in equation (3.26). 
 
𝜕
𝜕𝛿𝑠
(
𝜕ℒ𝑗
𝜕𝛿𝑚
)|
𝑠≠𝑚≠𝑗
= (𝜆𝑠𝛽𝑠 − 𝜆𝑠𝑗)𝑌𝑠𝑚𝑉𝑠𝑉𝑚 cos(𝜃𝑠𝑚 + 𝛿𝑚 − 𝛿𝑠) 
+𝜆𝑠𝑌𝑠𝑚𝑉𝑠𝑉𝑚 sin(𝜃𝑠𝑚 + 𝛿𝑚 − 𝛿𝑠) + 𝜆𝑚𝑌𝑚𝑠𝑉𝑠𝑉𝑚 sin(𝜃𝑚𝑠 + 𝛿𝑠 − 𝛿𝑚) 
+(𝜆𝑚𝛽𝑚 − 𝜆𝑚𝑗)𝑌𝑚𝑠𝑉𝑠𝑉𝑚 cos(𝜃𝑚𝑠 + 𝛿𝑠 − 𝛿𝑚) 
 
A.12 
 
 
𝜕
𝜕𝛿𝑠
(
𝜕ℒ𝑗
𝜕𝛿𝑚
)|
𝑠=𝑚≠𝑗
= 𝜆𝑠(𝑄𝑠 + 𝑌𝑠𝑠𝑉𝑠
2 sin(𝜃𝑠𝑠)) − 𝜆𝑗𝑌𝑗𝑠𝑉𝑗𝑉𝑠 sin(𝜃𝑗𝑠 + 𝛿𝑠 − 𝛿𝑗) 
−∑𝜆𝑖𝑌𝑖𝑠𝑉𝑖𝑉𝑠 sin(𝜃𝑖𝑠 + 𝛿𝑠 − 𝛿𝑖)
𝑖≠𝑗
𝑖≠𝑠
+ (𝜆𝑠𝛽𝑠 − 𝜆𝑠𝑗) ∗ (−𝑃𝑠 + 𝑌𝑠𝑠𝑉𝑠
2 cos(𝜃𝑠𝑠)) 
A.13 
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+(1 + 𝜆𝑗𝛽𝑗 +∑𝜆𝑖𝑗
𝑖≠𝑗
𝛼𝑖𝑗) ∗ (−𝑌𝑗𝑠𝑉𝑗 𝑉𝑠cos(𝜃𝑗𝑠 + 𝛿𝑠 − 𝛿𝑗)) 
−∑(𝜆𝑖𝛽𝑖 − 𝜆𝑖𝑗)
𝑖≠𝑗
𝑖≠𝑠
𝑌𝑖𝑠𝑉𝑖𝑉𝑠 cos(𝜃𝑖𝑠 + 𝛿𝑠 − 𝛿𝑖) 
 
𝜕
𝜕𝛿𝑠
(
𝜕ℒ𝑗
𝜕𝛿𝑚
)|
𝑠=𝑗≠𝑚
= (𝜆𝑚𝛽𝑚 − 𝜆𝑚𝑗) ∗ (𝑌𝑚𝑗𝑉𝑚𝑉𝑗 cos(𝜃𝑚𝑗 + 𝛿𝑗 − 𝛿𝑚)) 
+ 𝜆𝑗𝑌𝑗𝑚𝑉𝑗𝑉𝑚 sin(𝜃𝑗𝑚 + 𝛿𝑚 − 𝛿𝑗) + 𝜆𝑚𝑌𝑚𝑗𝑉𝑚𝑉𝑗 sin(𝜃𝑚𝑗 + 𝛿𝑗 − 𝛿𝑚) 
+(1 + 𝜆𝑗𝛽𝑗 +∑𝜆𝑖𝑗
𝑖≠𝑗
𝛼𝑖𝑗) ∗ (𝑌𝑗𝑚𝑉𝑗 𝑉𝑚cos(𝜃𝑗𝑚 + 𝛿𝑚 − 𝛿𝑗)) 
 
A.14 
 
𝜕
𝜕𝛿𝑠
(
𝜕ℒ𝑗
𝜕𝛿𝑚
)|
𝑠≠𝑗=𝑚
= (1 + 𝜆𝑗𝛽𝑗 +∑𝜆𝑖𝑗
𝑖≠𝑗
𝛼𝑖𝑗) ∗ (𝑌𝑗𝑠𝑉𝑗 𝑉𝑠cos(𝜃𝑗𝑠 + 𝛿𝑠 − 𝛿𝑗)) 
+ 𝜆𝑗𝑌𝑗𝑠𝑉𝑗𝑉𝑠 sin(𝜃𝑗𝑠 + 𝛿𝑠 − 𝛿𝑗) + 𝜆𝑠𝑌𝑠𝑗𝑉𝑠𝑉𝑗 sin(𝜃𝑠𝑗 + 𝛿𝑗 − 𝛿𝑠) 
+(𝜆𝑠𝛽𝑠 − 𝜆𝑠𝑗) ∗ (𝑌𝑠𝑗𝑉𝑠𝑉𝑗 cos(𝜃𝑠𝑗 + 𝛿𝑗 − 𝛿𝑠)) 
A.15 
 
𝜕
𝜕𝛿𝑠
(
𝜕ℒ𝑗
𝜕𝛿𝑚
)|
𝑠=𝑗=𝑚
= (1 + 𝜆𝑗𝛽𝑗 +∑𝜆𝑖𝑗
𝑖≠𝑗
𝛼𝑖𝑗) ∗ (−𝑃𝑗 + 𝑌𝑗𝑗𝑉𝑗
2 cos(𝜃𝑗𝑗)) 
+𝜆𝑗(𝑄𝑗 + 𝑌𝑗𝑗𝑉𝑗
2 sin(𝜃𝑗𝑗) ) −∑(𝜆𝑖𝛽𝑖 − 𝜆𝑖𝑗)
𝑖≠𝑗
𝑌𝑖𝑗𝑉𝑖𝑉𝑗 cos(𝜃𝑖𝑗 + 𝛿𝑗 − 𝛿𝑖) 
A.16 
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−∑𝜆𝑖𝑌𝑖𝑗𝑉𝑖𝑉𝑗 sin(𝜃𝑖𝑗 + 𝛿𝑗 − 𝛿𝑖)
𝑖≠𝑗
 
 
𝜕
𝜕𝑉𝑠
(
𝜕ℒ𝑗
𝜕𝛿𝑚
)|
𝑠≠𝑗≠𝑚
= −(𝜆𝑠𝛽𝑠 − 𝜆𝑠𝑗)𝑌𝑠𝑚𝑉𝑚 sin(𝜃𝑠𝑚 + 𝛿𝑚 − 𝛿𝑠) 
+(𝜆𝑚𝛽𝑚 − 𝜆𝑚𝑗)𝑌𝑚𝑠𝑉𝑚 sin(𝜃𝑚𝑠 + 𝛿𝑠 − 𝛿𝑚) + 𝜆𝑠𝑌𝑠𝑚𝑉𝑚 cos(𝜃𝑠𝑚 + 𝛿𝑚 − 𝛿𝑠) 
−𝜆𝑚𝑌𝑚𝑠𝑉𝑚 cos(𝜃𝑚𝑠 + 𝛿𝑠 − 𝛿𝑚) 
A.17 
 
𝜕
𝜕𝑉𝑠
(
𝜕ℒ𝑗
𝜕𝛿𝑚
)|
𝑠=𝑚≠𝑗
= (1 + 𝜆𝑗𝛽𝑗 +∑𝜆𝑖𝑗
𝑖≠𝑗
𝛼𝑖𝑗) ∗ (−𝑌𝑗𝑠𝑉𝑗 sin(𝜃𝑗𝑠 + 𝛿𝑠 − 𝛿𝑗)) 
+𝜆𝑗𝑌𝑗𝑠𝑉𝑗 cos(𝜃𝑗𝑠 + 𝛿𝑠 − 𝛿𝑗) −∑(𝜆𝑖𝛽𝑖 − 𝜆𝑖𝑗)
𝑖≠𝑗
𝑖≠𝑠
𝑌𝑖𝑠𝑉𝑖 sin(𝜃𝑖𝑠 + 𝛿𝑠 − 𝛿𝑖) 
+∑𝜆𝑖𝑌𝑖𝑠𝑉𝑖 cos(𝜃𝑖𝑠 + 𝛿𝑠 − 𝛿𝑖)
𝑖≠𝑗
𝑖≠𝑠
+ (𝜆𝑠𝛽𝑠 − 𝜆𝑠𝑗) ∗ (−
𝑄𝑠
𝑉𝑠
− 𝑌𝑠𝑠𝑉𝑠 sin(𝜃𝑠𝑠)) 
+𝜆𝑠 (−
𝑃𝑠
𝑉𝑠
+ 𝑌𝑠𝑠𝑉𝑠 cos(𝜃𝑠𝑠)) 
A.18 
 
 
𝜕
𝜕𝑉𝑠
(
𝜕ℒ𝑗
𝜕𝛿𝑚
)|
𝑠=𝑗≠𝑚
= (𝜆𝑚𝛽𝑚 − 𝜆𝑚𝑗) ∗ (𝑌𝑚𝑗𝑉𝑚 sin(𝜃𝑚𝑗 + 𝛿𝑗 − 𝛿𝑚)) 
+𝜆𝑗𝑌𝑗𝑚𝑉𝑚 cos(𝜃𝑗𝑚 + 𝛿𝑚 − 𝛿𝑗) − 𝜆𝑚𝑌𝑚𝑗𝑉𝑚 cos(𝜃𝑚𝑗 + 𝛿𝑗 − 𝛿𝑚) 
+(1 + 𝜆𝑗𝛽𝑗 +∑𝜆𝑖𝑗
𝑖≠𝑗
𝛼𝑖𝑗) ∗ (−𝑌𝑗𝑚𝑉𝑚 sin(𝜃𝑗𝑚 + 𝛿𝑚 − 𝛿𝑗)) 
A.19 
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𝜕
𝜕𝑉𝑠
(
𝜕ℒ𝑗
𝜕𝛿𝑚
)|
𝑠≠𝑗=𝑚
= (1 + 𝜆𝑗𝛽𝑗 +∑𝜆𝑖𝑗
𝑖≠𝑗
𝛼𝑖𝑗) ∗ (𝑌𝑗𝑠𝑉𝑗 sin(𝜃𝑗𝑠 + 𝛿𝑠 − 𝛿𝑗)) 
−𝜆𝑗𝑌𝑗𝑠𝑉𝑗 cos(𝜃𝑗𝑠 + 𝛿𝑠 − 𝛿𝑗) − (𝜆𝑠𝛽𝑠 − 𝜆𝑠𝑗) ∗ (𝑌𝑠𝑗𝑉𝑗 sin(𝜃𝑠𝑗 + 𝛿𝑗 − 𝛿𝑠)) 
+𝜆𝑠𝑌𝑠𝑗𝑉𝑗 cos(𝜃𝑠𝑗 + 𝛿𝑗 − 𝛿𝑠) 
A.20 
 
 
𝜕
𝜕𝑉𝑠
(
𝜕ℒ𝑗
𝜕𝛿𝑚
)|
𝑠=𝑗=𝑚
= (1 + 𝜆𝑗𝛽𝑗 +∑𝜆𝑖𝑗
𝑖≠𝑗
𝛼𝑖𝑗) ∗ (−
𝑄𝑗
𝑉𝑗
− 𝑌𝑗𝑗𝑉𝑗 sin(𝜃𝑗𝑗) ) 
+𝜆𝑗 (−
𝑃𝑗
𝑉𝑗
+ 𝑌𝑗𝑗𝑉𝑗 cos(𝜃𝑗𝑗) ) −∑(𝜆𝑖𝛽𝑖 − 𝜆𝑖𝑗)
𝑖≠𝑗
𝑌𝑖𝑗𝑉𝑖 sin(𝜃𝑖𝑗 + 𝛿𝑗 − 𝛿𝑖) 
+∑𝜆𝑖𝑌𝑖𝑗𝑉𝑖 cos(𝜃𝑖𝑗 + 𝛿𝑗 − 𝛿𝑖)
𝑖≠𝑗
 
A.21 
 
𝜕
𝜕𝜆𝑠
(
𝜕ℒ𝑗
𝜕𝛿𝑚
)|
𝑠≠𝑗≠𝑚
= −𝛽𝑠𝑌𝑠𝑚𝑉𝑠𝑉𝑚 sin(𝜃𝑠𝑚 + 𝛿𝑚 − 𝛿𝑠)  
+𝑌𝑠𝑚𝑉𝑠𝑉𝑚 cos(𝜃𝑠𝑚 + 𝛿𝑚 − 𝛿𝑠)  
A.22 
 
𝜕
𝜕𝜆𝑠
(
𝜕ℒ𝑗
𝜕𝛿𝑚
)|
𝑠=𝑚≠𝑗
= 𝛽𝑠(−𝑄𝑠 − 𝑌𝑠𝑠𝑉𝑠
2 sin(𝜃𝑠𝑠) ) − 𝑃𝑠 + 𝑌𝑠𝑠𝑉𝑠
2 cos(𝜃𝑠𝑠)  A.23 
 
𝜕
𝜕𝜆𝑠
(
𝜕ℒ𝑗
𝜕𝛿𝑚
)|
𝑠=𝑗≠𝑚
= −𝛽𝑗𝑌𝑗𝑚𝑉𝑗𝑉𝑚 sin(𝜃𝑗𝑚 + 𝛿𝑚 − 𝛿𝑗) A.24 
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+𝑌𝑗𝑚𝑉𝑗𝑉𝑚 cos(𝜃𝑗𝑚 + 𝛿𝑚 − 𝛿𝑗)  
 
𝜕
𝜕𝜆𝑠
(
𝜕ℒ𝑗
𝜕𝛿𝑚
)|
𝑠≠𝑗=𝑚
= −𝛽𝑠𝑌𝑠𝑗𝑉𝑠𝑉𝑗 sin(𝜃𝑠𝑗 + 𝛿𝑗 − 𝛿𝑠) 
+𝑌𝑠𝑗𝑉𝑠𝑉𝑗 cos(𝜃𝑠𝑗 + 𝛿𝑗 − 𝛿𝑠)  
A.25 
 
𝜕
𝜕𝜆𝑠
(
𝜕ℒ𝑗
𝜕𝛿𝑚
)|
𝑠=𝑗=𝑚
= 𝛽𝑗(−𝑄𝑗 − 𝑌𝑗𝑗𝑉𝑗
2 sin(𝜃𝑗𝑗)) − 𝑃𝑗 + 𝑌𝑗𝑗𝑉𝑗
2 cos(𝜃𝑗𝑗)  A.26 
 
 
𝜕
𝜕𝜆𝑠𝑗
(
𝜕ℒ𝑗
𝜕𝛿𝑚
)|
𝑠≠𝑗≠𝑚
= −𝛼𝑠𝑗𝑌𝑗𝑚𝑉𝑗𝑉𝑚 sin(𝜃𝑗𝑚 + 𝛿𝑚 − 𝛿𝑗) 
−𝑌𝑠𝑚𝑉𝑠𝑉𝑚 sin(𝜃𝑠𝑚 + 𝛿𝑚 − 𝛿𝑠)  
A.27 
 
𝜕
𝜕𝜆𝑠𝑗
(
𝜕ℒ𝑗
𝜕𝛿𝑚
)|
𝑠=𝑚≠𝑗
= −𝛼𝑠𝑗𝑌𝑗𝑠𝑉𝑗𝑉𝑠 sin(𝜃𝑗𝑠 + 𝛿𝑠 − 𝛿𝑗) + 𝑄𝑠 + 𝑌𝑠𝑠𝑉𝑠
2 sin(𝜃𝑠𝑠)  A.28 
 
 
𝜕
𝜕𝜆𝑠𝑗
(
𝜕ℒ𝑗
𝜕𝛿𝑚
)|
𝑠≠𝑚=𝑗
= 𝛼𝑠𝑗(−𝑄𝑗 − 𝑌𝑗𝑗𝑉𝑗
2 sin(𝜃𝑗𝑗)) 
+𝑌𝑠𝑗𝑉𝑠𝑉𝑗 sin(𝜃𝑠𝑗 + 𝛿𝑗 − 𝛿𝑠) 
A.29 
 
𝜕
𝜕𝛿𝑠
(
𝜕ℒ𝑗
𝜕𝑉𝑚
)|
𝑠≠𝑗≠𝑚
= (𝜆𝑠𝛽𝑠 − 𝜆𝑠𝑗)𝑌𝑠𝑚𝑉𝑠 sin(𝜃𝑠𝑚 + 𝛿𝑚 − 𝛿𝑠) A.30 
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−(𝜆𝑚𝛽𝑚 − 𝜆𝑚𝑗)𝑌𝑚𝑠𝑉𝑠 sin(𝜃𝑚𝑠 + 𝛿𝑠 − 𝛿𝑚) − 𝜆𝑠𝑌𝑠𝑚𝑉𝑠 cos(𝜃𝑠𝑚 + 𝛿𝑚 − 𝛿𝑠) 
+𝜆𝑚𝑌𝑚𝑠𝑉𝑠 cos(𝜃𝑚𝑠 + 𝛿𝑠 − 𝛿𝑚) 
 
𝜕
𝜕𝛿𝑠
(
𝜕ℒ𝑗
𝜕𝑉𝑚
)|
𝑠=𝑚≠𝑗
= (1 + 𝜆𝑗𝛽𝑗 +∑𝜆𝑖𝑗
𝑖≠𝑗
𝛼𝑖𝑗) ∗ (−𝑌𝑗𝑠𝑉𝑗 sin(𝜃𝑗𝑠 + 𝛿𝑠 − 𝛿𝑗)) 
+𝜆𝑗𝑌𝑗𝑠𝑉𝑗 cos(𝜃𝑗𝑠 + 𝛿𝑠 − 𝛿𝑗) −∑(𝜆𝑖𝛽𝑖 − 𝜆𝑖𝑗)
𝑖≠𝑗
𝑖≠𝑠
𝑌𝑖𝑠𝑉𝑖 sin(𝜃𝑖𝑠 + 𝛿𝑠 − 𝛿𝑖) 
+(𝜆𝑠𝛽𝑠 − 𝜆𝑠𝑗) ∗ (−
𝑄𝑠
𝑉𝑠
− 𝑌𝑠𝑠𝑉𝑠 sin(𝜃𝑠𝑠)) +∑𝜆𝑖
𝑖≠𝑗
𝑖≠𝑠
𝑌𝑖𝑠𝑉𝑖 cos(𝜃𝑖𝑠 + 𝛿𝑠 − 𝛿𝑖) 
+𝜆𝑠 (−
𝑃𝑠
𝑉𝑠
+ 𝑌𝑠𝑠𝑉𝑠 cos(𝜃𝑠𝑠)) 
A.31 
 
𝜕
𝜕𝛿𝑠
(
𝜕ℒ𝑗
𝜕𝑉𝑚
)|
𝑠=𝑗≠𝑚
= (1 + 𝜆𝑗𝛽𝑗 +∑𝜆𝑖𝑗
𝑖≠𝑗
𝛼𝑖𝑗) ∗ (𝑌𝑗𝑚𝑉𝑗 sin(𝜃𝑗𝑚 + 𝛿𝑚 − 𝛿𝑗)) 
−𝜆𝑗𝑌𝑗𝑚𝑉𝑗 cos(𝜃𝑗𝑚 + 𝛿𝑚 − 𝛿𝑗) + 𝜆𝑚𝑌𝑚𝑗𝑉𝑗 cos(𝜃𝑚𝑗 + 𝛿𝑗 − 𝛿𝑚) 
−(𝜆𝑚𝛽𝑚 − 𝜆𝑚𝑗) ∗ (𝑌𝑚𝑗𝑉𝑗 sin(𝜃𝑚𝑗 + 𝛿𝑗 − 𝛿𝑚)) 
A.32 
 
𝜕
𝜕𝛿𝑠
(
𝜕ℒ𝑗
𝜕𝑉𝑚
)|
𝑠≠𝑗=𝑚
= (1 + 𝜆𝑗𝛽𝑗 +∑𝜆𝑖𝑗
𝑖≠𝑗
𝛼𝑖𝑗) ∗ (−𝑌𝑗𝑠𝑉𝑠 sin(𝜃𝑗𝑠 + 𝛿𝑠 − 𝛿𝑗)) 
+𝜆𝑗𝑌𝑗𝑠𝑉𝑠 cos(𝜃𝑗𝑠 + 𝛿𝑠 − 𝛿𝑗) + (𝜆𝑠𝛽𝑠 − 𝜆𝑠𝑗) ∗ (𝑌𝑠𝑗𝑉𝑠 sin(𝜃𝑠𝑗 + 𝛿𝑗 − 𝛿𝑠)) 
−𝜆𝑠𝑌𝑠𝑗𝑉𝑠 cos(𝜃𝑠𝑗 + 𝛿𝑗 − 𝛿𝑠) 
A.33 
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𝜕
𝜕𝛿𝑠
(
𝜕ℒ𝑗
𝜕𝑉𝑚
)|
𝑠=𝑚=𝑗
= (1 + 𝜆𝑗𝛽𝑗 +∑𝜆𝑖𝑗
𝑖≠𝑗
𝛼𝑖𝑗) ∗ (−
𝑄𝑗
𝑉𝑗
− 𝑌𝑗𝑗𝑉𝑗 sin(𝜃𝑗𝑗)) 
+𝜆𝑗 (−
𝑃𝑗
𝑉𝑗
+ 𝑌𝑗𝑗𝑉𝑗 cos(𝜃𝑗𝑗)) −∑(𝜆𝑖𝛽𝑖 − 𝜆𝑖𝑗)
𝑖≠𝑗
𝑌𝑖𝑗𝑉𝑖 sin(𝜃𝑖𝑗 + 𝛿𝑗 − 𝛿𝑖) 
+∑𝜆𝑖
𝑖≠𝑗
𝑌𝑖𝑗𝑉𝑖 cos(𝜃𝑖𝑗 + 𝛿𝑗 − 𝛿𝑖) 
A.34 
 
𝜕
𝜕𝑉𝑠
(
𝜕ℒ𝑗
𝜕𝑉𝑚
)|
𝑠≠𝑗≠𝑚
= (𝜆𝑠𝛽𝑠 − 𝜆𝑠𝑗)𝑌𝑠𝑚 cos(𝜃𝑠𝑚 + 𝛿𝑚 − 𝛿𝑠) 
+(𝜆𝑚𝛽𝑚 − 𝜆𝑚𝑗)𝑌𝑚𝑠 cos(𝜃𝑚𝑠 + 𝛿𝑠 − 𝛿𝑚) + 𝜆𝑠𝑌𝑠𝑚 sin(𝜃𝑠𝑚 + 𝛿𝑚 − 𝛿𝑠) 
+𝜆𝑚𝑌𝑚𝑠 sin(𝜃𝑚𝑠 + 𝛿𝑠 − 𝛿𝑚) 
A.35 
 
𝜕
𝜕𝑉𝑠
(
𝜕ℒ𝑗
𝜕𝑉𝑚
)|
𝑠=𝑚≠𝑗
= 2(𝜆𝑠𝛽𝑠 − 𝜆𝑠𝑗)𝑌𝑠𝑠 cos(𝜃𝑠𝑠) + 2𝜆𝑠𝑌𝑠𝑠 sin(𝜃𝑠𝑠) A.36 
 
𝜕
𝜕𝑉𝑠
(
𝜕ℒ𝑗
𝜕𝑉𝑚
)|
𝑠=𝑗≠𝑚
= (1 + 𝜆𝑗𝛽𝑗 +∑𝜆𝑖𝑗
𝑖≠𝑗
𝛼𝑖𝑗) ∗ (𝑌𝑗𝑚 cos(𝜃𝑗𝑚 + 𝛿𝑚 − 𝛿𝑗)) 
+𝜆𝑗𝑌𝑗𝑚 sin(𝜃𝑗𝑚 + 𝛿𝑚 − 𝛿𝑗) + (𝜆𝑚𝛽𝑚 − 𝜆𝑚𝑗) ∗ (𝑌𝑚𝑗 cos(𝜃𝑚𝑗 + 𝛿𝑗 − 𝛿𝑚)) 
+𝜆𝑚𝑌𝑚𝑗 sin(𝜃𝑚𝑗 + 𝛿𝑗 − 𝛿𝑚) 
A.37 
 
𝜕
𝜕𝑉𝑠
(
𝜕ℒ𝑗
𝜕𝑉𝑚
)|
𝑠≠𝑗=𝑚
= (1 + 𝜆𝑗𝛽𝑗 +∑𝜆𝑖𝑗
𝑖≠𝑗
𝛼𝑖𝑗) ∗ (𝑌𝑗𝑠 cos(𝜃𝑗𝑠 + 𝛿𝑠 − 𝛿𝑗)) 
+𝜆𝑗𝑌𝑗𝑠 sin(𝜃𝑗𝑠 + 𝛿𝑠 − 𝛿𝑗) + (𝜆𝑠𝛽𝑠 − 𝜆𝑠𝑗) ∗ (𝑌𝑠𝑗 cos(𝜃𝑠𝑗 + 𝛿𝑗 − 𝛿𝑠)) 
A.38 
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+𝜆𝑠𝑌𝑠𝑗 sin(𝜃𝑠𝑗 + 𝛿𝑗 − 𝛿𝑠) 
 
𝜕
𝜕𝑉𝑠
(
𝜕ℒ𝑗
𝜕𝑉𝑚
)|
𝑠=𝑗=𝑚
= (1 + 𝜆𝑗𝛽𝑗 +∑𝜆𝑖𝑗
𝑖≠𝑗
𝛼𝑖𝑗) ∗ (2𝑌𝑗𝑗 cos(𝜃𝑗𝑗)) 
+2𝜆𝑗𝑌𝑗𝑗 sin(𝜃𝑗𝑗) 
A.39 
 
𝜕
𝜕𝜆𝑠
(
𝜕ℒ𝑗
𝜕𝑉𝑚
)|
𝑠≠𝑗≠𝑚
= 𝛽𝑠𝑌𝑠𝑚𝑉𝑠 cos(𝜃𝑠𝑚 + 𝛿𝑚 − 𝛿𝑠) 
+𝑌𝑠𝑚𝑉𝑠 sin(𝜃𝑠𝑚 + 𝛿𝑚 − 𝛿𝑠) 
A.40 
 
𝜕
𝜕𝜆𝑠
(
𝜕ℒ𝑗
𝜕𝑉𝑚
)|
𝑠=𝑚≠𝑗
= 𝛽𝑠 (
𝑃𝑠
𝑉𝑠
+ 𝑌𝑠𝑠𝑉𝑠 cos(𝜃𝑠𝑠)) −
𝑄𝑠
𝑉𝑠
+ 𝑌𝑠𝑠𝑉𝑠 sin(𝜃𝑠𝑠) A.41 
 
𝜕
𝜕𝜆𝑠
(
𝜕ℒ𝑗
𝜕𝑉𝑚
)|
𝑠=𝑗≠𝑚
= 𝛽𝑗𝑌𝑗𝑚𝑉𝑗 cos(𝜃𝑗𝑚 + 𝛿𝑚 − 𝛿𝑗) 
+𝑌𝑗𝑚𝑉𝑗 sin(𝜃𝑗𝑚 + 𝛿𝑚 − 𝛿𝑗) 
A.42 
 
𝜕
𝜕𝜆𝑠
(
𝜕ℒ𝑗
𝜕𝑉𝑚
)|
𝑠≠𝑗=𝑚
= 𝛽𝑠𝑌𝑠𝑗𝑉𝑠 cos(𝜃𝑠𝑗 + 𝛿𝑗 − 𝛿𝑠) + 𝑌𝑠𝑗𝑉𝑠 sin(𝜃𝑠𝑗 + 𝛿𝑗 − 𝛿𝑠) A.43 
 
𝜕
𝜕𝜆𝑠
(
𝜕ℒ𝑗
𝜕𝑉𝑚
)|
𝑠=𝑚=𝑗
= 𝛽𝑗 (
𝑃𝑗
𝑉𝑗
+ 𝑌𝑗𝑗𝑉𝑗 cos(𝜃𝑗𝑗)) −
𝑄𝑗
𝑉𝑗
+ 𝑌𝑗𝑗𝑉𝑗 sin(𝜃𝑗𝑗) A.44 
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𝜕
𝜕𝜆𝑠𝑗
(
𝜕ℒ𝑗
𝜕𝑉𝑚
)|
𝑠≠𝑚≠𝑗
= 𝛼𝑠𝑗𝑌𝑗𝑚𝑉𝑗 cos(𝜃𝑗𝑚 + 𝛿𝑚 − 𝛿𝑗) 
−𝑌𝑠𝑚𝑉𝑠 cos(𝜃𝑠𝑚 + 𝛿𝑚 − 𝛿𝑠) 
A.45 
 
𝜕
𝜕𝜆𝑠𝑗
(
𝜕ℒ𝑗
𝜕𝑉𝑚
)|
𝑠=𝑚≠𝑗
= 𝛼𝑠𝑗𝑌𝑗𝑠𝑉𝑗 cos(𝜃𝑗𝑠 + 𝛿𝑠 − 𝛿𝑗) −
𝑃𝑠
𝑉𝑠
− 𝑌𝑠𝑠𝑉𝑠 cos(𝜃𝑠𝑠) A.46 
 
𝜕
𝜕𝜆𝑠𝑗
(
𝜕ℒ𝑗
𝜕𝑉𝑚
)|
𝑠≠𝑗=𝑚
= 𝛼𝑠𝑗 (
𝑃𝑗
𝑉𝑗
+ 𝑌𝑗𝑗𝑉𝑗 cos(𝜃𝑗𝑗)) − 𝑌𝑠𝑗𝑉𝑠 cos(𝜃𝑠𝑗 + 𝛿𝑗 − 𝛿𝑠) A.47 
 
𝜕
𝜕𝛿𝑠
(
𝜕ℒ𝑗
𝜕𝜆𝑚
)|
𝑠≠𝑚
= −𝛽𝑚𝑌𝑚𝑠𝑉𝑚𝑉𝑠 sin(𝜃𝑚𝑠 + 𝛿𝑠 − 𝛿𝑚) 
+𝑌𝑚𝑠𝑉𝑚𝑉𝑠 cos(𝜃𝑚𝑠 + 𝛿𝑠 − 𝛿𝑠) 
A.48 
 
𝜕
𝜕𝛿𝑠
(
𝜕ℒ𝑗
𝜕𝜆𝑚
)|
𝑠=𝑚
= 𝛽𝑚(−𝑄𝑠 − 𝑌𝑠𝑠𝑉𝑠
2 sin(𝜃𝑠𝑠))−𝑃𝑠 + 𝑌𝑠𝑠𝑉𝑠
2 cos(𝜃𝑠𝑠) A.49 
 
𝜕
𝜕𝑉𝑠
(
𝜕ℒ𝑗
𝜕𝜆𝑚
)|
𝑠≠𝑚
= 𝛽𝑚𝑌𝑚𝑠𝑉𝑚 cos(𝜃𝑚𝑠 + 𝛿𝑠 − 𝛿𝑚) 
+𝑌𝑚𝑠𝑉𝑚 sin(𝜃𝑚𝑠 + 𝛿𝑠 − 𝛿𝑠) 
A.50 
 
𝜕
𝜕𝑉𝑠
(
𝜕ℒ𝑗
𝜕𝜆𝑚
)|
𝑠=𝑚
= 𝛽𝑠 (
𝑃𝑠
𝑉𝑠
+ 𝑌𝑠𝑠𝑉𝑠 cos(𝜃𝑠𝑠)) −
𝑄𝑠
𝑉𝑠
+ 𝑌𝑠𝑠𝑉𝑠 sin(𝜃𝑠𝑠) A.51 
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𝜕
𝜕𝜆𝑠
(
𝜕ℒ𝑗
𝜕𝜆𝑚
) = 0 A.52 
 
𝜕
𝜕𝜆𝑠𝑗
(
𝜕ℒ𝑗
𝜕𝜆𝑚
) = 0 A.53 
 
𝜕
𝜕𝛿𝑠
(
𝜕ℒ𝑗
𝜕𝜆𝑚𝑗
)|
𝑠≠𝑚≠𝑗
= −𝛼𝑚𝑗𝑌𝑗𝑠𝑉𝑗𝑉𝑠 sin(𝜃𝑗𝑠 + 𝛿𝑠 − 𝛿𝑗) 
+𝑌𝑚𝑠𝑉𝑚𝑉𝑠 sin(𝜃𝑚𝑠 + 𝛿𝑠 − 𝛿𝑚) 
A.54 
 
𝜕
𝜕𝛿𝑠
(
𝜕ℒ𝑗
𝜕𝜆𝑚𝑗
)|
𝑠=𝑚≠𝑗
= −𝛼𝑠𝑗𝑌𝑗𝑠𝑉𝑗𝑉𝑠 sin(𝜃𝑗𝑠 + 𝛿𝑠 − 𝛿𝑗) + 𝑄𝑠 + 𝑌𝑠𝑠𝑉𝑠
2 sin(𝜃𝑠𝑠)  A.55 
 
𝜕
𝜕𝛿𝑠
(
𝜕ℒ𝑗
𝜕𝜆𝑚𝑗
)|
𝑠=𝑗≠𝑚
= 𝛼𝑚𝑗(−𝑄𝑗 − 𝑌𝑗𝑗𝑉𝑗
2 sin(𝜃𝑗𝑗) ) 
+𝑌𝑚𝑗𝑉𝑚𝑉𝑗 sin(𝜃𝑚𝑗 + 𝛿𝑗 − 𝛿𝑚) 
A.56 
 
𝜕
𝜕𝑉𝑠
(
𝜕ℒ𝑗
𝜕𝜆𝑚𝑗
)|
𝑠≠𝑚≠𝑗
= 𝛼𝑚𝑗𝑌𝑗𝑠𝑉𝑗 cos(𝜃𝑗𝑠 + 𝛿𝑠 − 𝛿𝑗) 
−𝑌𝑚𝑠𝑉𝑚 cos(𝜃𝑚𝑠 + 𝛿𝑠 − 𝛿𝑚) 
A.57 
 
𝜕
𝜕𝑉𝑠
(
𝜕ℒ𝑗
𝜕𝜆𝑚𝑗
)|
𝑠=𝑚≠𝑗
= 𝛼𝑠𝑗𝑌𝑗𝑠𝑉𝑗 cos(𝜃𝑗𝑠 + 𝛿𝑠 − 𝛿𝑗) −
𝑃𝑠
𝑉𝑠
− 𝑌𝑠𝑠𝑉𝑠 cos(𝜃𝑠𝑠) A.58 
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𝜕
𝜕𝑉𝑠
(
𝜕ℒ𝑗
𝜕𝜆𝑚𝑗
)|
𝑠=𝑗≠𝑚
= 𝛼𝑚𝑗 (
𝑃𝑗
𝑉𝑗
+ 𝑌𝑗𝑗𝑉𝑗 cos(𝜃𝑗𝑗)) 
−𝑌𝑚𝑗𝑉𝑚 cos(𝜃𝑚𝑗 + 𝛿𝑗 − 𝛿𝑚) 
A.59 
 
𝜕
𝜕𝜆𝑠
(
𝜕ℒ𝑗
𝜕𝜆𝑚𝑗
) = 0 A.60 
 
𝜕
𝜕𝜆𝑠𝑗
(
𝜕ℒ𝑗
𝜕𝜆𝑚𝑗
) = 0 A.61 
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