On a general estimation principle and a theory of comparison-factors by Rheinboldt, W. C.
I-. 
GPO PRICE $- 
OTS PRICE(S) $- 
UNIVERSITY OF MARYLAND 
https://ntrs.nasa.gov/search.jsp?R=19650012177 2020-03-16T23:47:07+00:00Z
Techrll.cal Report TE--65-14 
NsG-398 February 1965 
Werner C ~ Rheiiiboldt 
Director  aEd Research Professor 
CcrnpLter  Science C e n t e r  
University of Maryland, College Park, Maryland 
"he work reported here  was i n  p a r t  supported by the  
National Aeronautics and Space Administration under g r a n t  
N s G - 3 9 8 .  Ackncwledgment i s  a l s o  given to  the  U. S.  Army 
Research Off ice  which s t i m d a t e d  t h i s  work i n d i r e c t l y  through 
research grant  31-124-G563. 
CONTENTS 
A b s t r a c t  
I .  I n t r o d u c t i o n  
11. The L i n e a r  E s t i m a t i o n  P r i n c i p l e  
111. B a s i c  F i n i t e n e s s  Theorems 
f o r  C o m p a r i  son-Fac t o r s  
I V .  Mapping Theorems 
V. The F i n i t e  D i m e n s i o n a l  C a s e  
V I .  Sard ' s  Q u o t i e n t  T h e o r e m  and the 
H y p e r c  i r cl e Inequa l i ty  









Recently, G.  A m a n n  ie t rodmsd the idea of the comparison- 
f a c t o r  i n  hpproximitlor. ~ ~ o b l e m s .  This idea i s  here  generalized 
t o  assme tke form of  5 ger,e.=3l estimation pr inc ip le  for  non- 
negatively konsgeneous real  ft:r,ct$or-s o n  l i n e a r  spaces. A number 
of r e s u l t s  a r e  thert proved c3rLcerning the f in i t eness  of the 
correspozdirjgly ge::era l i z e d  comparison-factor. 
transformations of the underlyixg spaces a re  invest igated which 
presen'e t h e  f k i t e n e s s  o f  these f ac to r s .  The r e s u l t s  a r e  then 
applLed t o  the spec ia l  cdse of  f i n i t e  dimensional l i n e a r  spaces 
and ta a partic-siar case w h i c h  pzovides a connection t o  e a r l i e r  
r e s d t s  of other  3ctkors or. best e r r o r  bomds f o r  optimal l i n e a r  
I n  addi t ion,  
approximations. 
by Werner C. Fhei-boldt 
I -  
I * A3TR<*D’--CTL’.:K 
-^ 
I z r l  a recent  paper fl], c‘, Aumavir, introduced a concept c a l l e d  
the comparison-factor f o x  lirrear apprcxircatfon problems. The 
e s s e n t i a l  poir,t behind A z m a n n ’ s  observat iocs  can be presented i n  
the followir,g form: 
Let X be a r e a l  o r  complex l i n e a r  space and q 1’ 9 2  two semi- 
norms on X. Defi.ne a l i n e a r  approximation problem by considering 
the n u l l  space N:q2) = {xEXlq I $x) = 01 of q2 a s  the  subspace of 
2 
approximating elements. T h e n ,  f o r  given x EX an element y EN(q ) 
has t o  be found such t h a t  
0 0 2 
The questiori abol;t the  existence and uniqueness of y s h a l l  not be 
of coxcern he re ;  i n s t ead ,  dpper bounds a r e  to  be determined f o r  
the  b e s t  approsim2ticn errcr  6 Ix 1 O f  course,  without any f u r t h e r  
kncwledge ab0-c.t x o r  q , ,  q e t c . ,  very l i t t l e  can be sa id  about 
t h i s  problem, except t h a t  
C 
0 
0 & 2  
6Cx ‘ 5 q ( x  -y) 
0 1 0  
f o r  any y E N ; q Z ) .  Suppose, therefore ,  t h a t  an addi t iona l  es t imate  
( 2 )  p*x()* P ’  5 c 
i s  know-, where p i s  another seminorm on X with the property t h a t  
Then i t  ic. read:;y seer t l a t  




q1 :x-y; 'I 1. = s;p r i n f  L (4: x - 5 1  q2;y \=0  
(For a geceral ized estimate of t h i s  tyFe see Lemma 1 below.) The 
f a c t o r  y., which can, of ccurse, be i n f i r L f t e ,  depends only on the 
th ree  semirorms q, . q 2 ,  p .  ar,d m t  c n  x 
q2 = p r  the additiov,a! cor,dition K!p:CSiq ) i s  automaticaliy 
s a t i s f i e d  and y is c- , ly  5 fuczt ion of the given approximation 
problem: ir, this case .  G .  Amarm c a l l s  y the  comparison-factor 
of t h i s  apprcximation problem. 




Tr, a l l  cases ,  the saqtiificance of y i s  the following: The 
est imate  (23 i s  considered a known o r  "accessible"  es t imate  f o r  
x and then the knclwiedge (ar,d f in i teness!  of y provides an 
est imate  f o r  the unknown best approximation e r ro r  6(x  ) .  Many 
w e l l  known bounds €or approximation e r r o r s  a r e  examples f o r  
es t imates  of  the type ( 3 ) / ( 4 ; .  For example, i n  [l] i t  i s  shown 
t h a t  t he  f i r s t  theorem of D. ;;sckson i n  the theory of harmonic 
ana lys i s  has t b i s  form. For d e t a i l s  we r e f e r  t o  ill. 
0 
0 
Ir l i n e  with these remarks. '3. Aumann observes t h a t  a 
general  st:idy of the f a c t o r  y ce r t a in ly  appears t o  be an impor- 
t a n t  problem o f  approximation theory.  Such a study might include 
an inves t iga t i cn  of  the fanct ional  r e l a t iocsh ip  between y and the 
th ree  semincrms q q L 8  p ;  another probiem could be the 1' 
q2 '  p a r e  a l s o  ailowed t o  assume a-- 1' 1_1 7Jn [ l j  the  semiriorms q 
the value + a. For oI;r purposes t h i s  genera l iza t ion  i s  of l i t t l e  
Lmportance, i n  psrt ics;iar ' ,  since a11 of the observations i n  [l] 
and p a r e  f i n i t e .  1' 9 2  concern a subspace o f  X i n  whi.ch q 
development of methods f o r  the computation o r  estimation of y .  I n  
t h i s  general  form the problem appears t o  have received l i t t l e  
a t t e n t i o n .  However, a number of r e s u l t s  about y a r e  obtained i n  
the  study of the r e l a t e d  problem of the  degree of approximation. 
I n  t h a t  case ,  a sequence {q;}, ( n  = 1 , 2 ,  . . . I  of seminorms a r e  con- 
s idered such t h a t  N(qn+') 2 N(q2) ,  and the behavior of 6 (x  ) f o r  
n 4 00 i s  inves t iga ted .  
n 
2 n o  
I n  some ways, G .  Aumann's paper [l] can be regarded a s  the  
announcement of a "program" f o r  the above s t a t e d  general  i nves t i -  
gat ion of the  f ac to r  y .  The p r e s e n t  paper i s  intended t o  be a 
cont r ibu t ion  t o  t h i s  program; a t  the same time, i t  was found 
necessary to  f r e e  t h i s  e n t i r e  problem from i t s  s e t t i n g  of l i n e a r  
approximation problems. This leads i n  Section I1 to  an extension 
of the  estimation p r i n c i p l e  ( 3 )  and to  a corresponding general iza-  
t i o n  of  the  d e f i n i t i o n  of y which i n  t u r n  permits i n  Section I11 
an a t t a c k  on the important problem of the  f i n i t e n e s s  of y .  The 
r e s u l t s  of Section I11 a r e  based on the assumption t h a t  a c e r t a i n  
s e t  i s  bounded. I n  order t o  weaken t h i s  condi t ion,  transformations 
of the underlying spaces a r e  considered i n  Section I V  which leave 
the comparison-factors f i n i t e .  I n  Section V the  r e s u l t s  of the 
e a r l i e r  sec t ions  a re  applied t o  the  spec ia l  case of f i n i t e -  
dimensional spaces, and f i n a l l y ,  Section V I  connects some of the 
resu l t s  of t h i s  paper with e a r l i e r  work, notably by A .  Sard [ 2 ]  
and H .  Weinberger and W.  Golomb [31.  
Y 
Grateful  acknowledgement i s  hereby given to  the  U .  S .  National 
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research grant  D-31-124-G563. The author i s  a l s o  indebted to  
Professor  J. Ortega f o r  many s t imulat ing discussions and f o r  h i s  
c r i t i c a l  and helpfu l  comments. 
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11. THE LINEAR ESTIYATION PRINCIPLE 
I n  the  l i n e a r  estimate ( 3 )  very l i t t l e  u s e  i s  made of the 
f a c t  t h a t  the  quant i ty  t o  be bounded i s  the  best-approximation 
e r r o r  6(x 1 .  I n  f a c t ,  the  c ruc ia l  property needed i n  der iving 
( 3 )  i s  the  non-negative homogeneity of 6(x  ) and p .  Furthermore, 
observe t h a t  ins tead  of the condition N(p) c N ( q  ) we use only 





I n  order  to  f r e e  ourselves from the s e t t i n g  of l i n e a r  
approximation problems, we observe t h a t  the  estimate ( 3 )  i s  a 
spec ia l  case of a l i n e a r  estimation p r i n c i p l e  which uses  only 
the  above p rope r t i e s  of  6(x ) and p. 
0 
Before phrasing this p r inc ip l e  i n  the  form of Lemma 1 below, 
we introduce the following notation: 
Throughout t h i s  paper, X,Y,Z, e t c .  s h a l l  always denote r e a l  
o r  complex l i n e a r  spaces. F o r  any subset  Q C  X ,  we denote by R ( Q )  
the  r e a l ,  l i n e a r  space of a l l  real-valued functions p defined on Q. 
Consider, i n  p a r t i c u l a r ,  a subset C C X which i s  a cone (with 
ver tex zero) , i . e . ,  assume t h a t  t C  c C f o r  a l l  non-negative r e a l  t .  
Then f o r  f ixed given p > 0 ,  H ( C )  s h a l l  be the  subset of a l l  non- 
negative funct ions p E R ( C )  which a r e  non-negatively homogeneous 
of degree p ,  i . e . ,  
21 
v 
P H p ( C )  = {p E R ( C ) I  p ( x )  s 0 and p ( t x )  = t p ( x )  f o r  any 
Evidently,  H ( C )  i s  a convex cone i n  R ( C ) .  For the  funct ions 
-p E H ( C )  we introduce the s e t s  
1 t Z o and x E X 
v 
I-L 
& 21 I n  the following, a l l  cones s h a l l  always be assumed t o  have 
ver tex zero, and t o  contain elements d i f f e r e n t  from zero. 
- 4 -  
and 
0 
r ( p )  = { X E C  I p ( x )  = 1) ; s (p )  = [ X E C  1 x = 0 o r  
0 < p ( x )  s 1) 
0 
Clearly N(p) i s  a cone i n  C ,  S (p)  = S (p)  U N(p) and AS(p) c S ( p ) ,  
AS (p)  c S (p )  fo r  0 I A Z 1. S(p)  i s  r a d i a l  i n  C, i . e . ,  f o r  
each xEC there  e x i s t s  a 6 = 6 ( x )  > o such tha t  AxES(p) fo r  
o 5 h 5 6 . I n  f a c t ,  def ine 6 = 1 for  xEN(p) and 6 = p 
p = p(x )  > 0 .  Final ly ,  i t  i s  e a s i l y  checked t h a t  
0 0 
- U P  if 
= u A np) 
oa2 . l  
Lemma 1: (The Linear Estimation Principle)  Given a cone C 
i n  the l i n e a r  space X and functions r,pEH (C) , then 
1-L 
= i n f  p (y )  z 0 , i f  r , p  f 0 
yL y c r ( r )  
> 0 only i f  N(p) C N ( r ) .  YL and y = 0 otherwise.  Moreover, 
I f  t h i s  l a t t e r  condition i s  s a t i s f i e d ,  then 
(6 )  r ( x )  yup(x) for xEC 
where 
( 7 )  
L 
= sup r ( y )  E sup r ( y )  , and 0 < y 5 03 
I f  r , p  f 0 ,  then e i t h e r  
u -  
Y E  r (P )  Y E S  (PI 
YU 
i f  r , p  f 0 and yu = 0 otherwise. 
= and y = 0 ,  o r  yu i s  f i n i t e  and y y = 1. yU L L U  
The fac to r  yu  = y ( r , C )  sha l l  be ca l led  the comparison-factor 
of r with respect  to  p on the cone C .  
P 
- 5 -  
Proof: The case r , p  0 i s  t r i v i a l .  Assume r , p  # 0 ;  then there  
e x i s t s  an xEC such tha t  r = r ( x )  > 0 .  B u t  then r (  r - 1 h  x ) = l ,  
0 0 
and hence y i s  well-defined and L p(x)  = p ( r  -l''x) 2 in f  p (y )  . 
yE r ( p )  
L 0 
rO 
This proves ( 5 )  f o r  x + N ( r )  and therefore  fo r  a l l  xEC since the 
inequal i ty  c l e a r l y  remains val id  i f  xEN(r). I f  xEN(p), then 
yLr(x)  = 0 and hence e i t h e r  y - 0 o r  x E N ( r ) .  
N(p) C N ( r )  i s  s a t i s f i e d ,  and xEC an element such t h a t  
po= p ( x )  > 0 ,  then i t  follows s imi la r ly  tha t  y 
t h a t  
I f  the condition L- 
i s  defined and U 
I f  xEN(p) then xCN(r) and hence ( 6 )  i s  va l id  fo r  a l l  xEC. Moreover, 
> o s ince otherwise r ( x )  0 .  Clear ly ,  0 < yu  = sup r ( y )  5 YU 
Y E S  (p)  
Yq-(P) 
0 
5 sup r ( y )  . For YES (p)  we now f ind t h a t  
and t h i s  inequal i ty  again remains va l id  for  yEN(p), s ince then 
r ( y )  = 0.  Therefore, sup r ( y )  5 yu and ( 7 )  i s  proven. Final ly ,  
Y E S  (p)  
from ( 5 )  i t  follows t h a t  y y 1 and hence yu < i f  yL > 0 .  L u -  
Similar ly ,  (6)  implies t h a t  1 S y y > o i f y U < m .  L u Or YL 
< ~3 and yU 
Together therefore ,  e i t h e r  y = 03 and y = o o r  
U L 
YLYU = 1 
If  instead of N(p) c N ( r )  we even have N(p) = N ( r ) ,  then 
Lemma 1 s t a t e s  t ha t  
yop(x) 2 r (x1 2 y 1 p(x )  ( X C C )  
where y 1 = y p ( r , C )  and Y, = l / y r ( p , c )  if yr(p,  C) < 03 . 
- 6 -  
The r e l a t i o n  between y and y i n  Lemma 1 permits u s  t o  L U 
concentrate  the inves t iga t ion  on one of these f ac to r s .  I n  t h i s  
presenta t ion  we consider mainly the "upper" comparison-factor 
y p ( r , C )  . Lemma 1 evidently provides a non- t r iv ia l  r e s u l t  only 
i f  we know t h a t  y ( r , C )  i s  f i n i t e .  Hence, w e  s h a l l  be concerned 
pr imari ly  with the inves t iga t ion  of condi t ions f o r  the  f i n i t e n e s s  
of y ( r , C )  . I n  the  case N ( p )  = N ( r ) ,  such condi t ions will then 
a l s o  provide r e s u l t s  about a non- t r iv ia l  lower bound f o r  r i n  
terms of p. 
Examples: ( l a )  A s  i n  Section I ,  l e t  q , q  and p be three  semi- 




r ( x )  = i n f  ql(x-y) = 6(x)  
q2 ( Y  1 =o 
Then p ,  rEH1(X) and c l e a r l y  N(q2) C N ( r )  s ince  choosing an element 
x from the subspace N(q ) of approximating elements implies ,  of 
course,  t h a t  the  b e s t  approximation e r r o r  6(x  ) vanishes. Hence, 





y = sup [ i n f  ql(x-y)] 
and t h i s  i s  exac t ly  the estimate ( 3 ) / ( 4 ) .  
( lb)  Let X be an inner  product space and A a l i n e a r  operator  with 
domain X and range i n  X. S e t  
P b E l  q2(y)=0 
p (x )  = (X,X) , r ( x )  = I ( A X , X ) ~  
I (Ax,x) 1 y(x ,x )  XEX, 
I (Ax,x) I 
Then c l e a r l y  p,rEH2(X) and N ( p )  C N ( r )  : hence 
where 
y = sup 
( x , x )  1 
i s  f i n i t e  if A i s  continuous on X. 
- 7 -  
. 
( IC)  Let X ard F' be cozmed l i c e a r  spaces and A:X+Y,B:X+Y l i n e a r  
opera tors  with dom3in X, S e t  
* 
Then p,rEH (X?. Ncp) C K c r )  i s  equivalent t o  the assumption 
t h a t  Ax = 0 implies B x  = 0. I n  t h a t  case we have 
1 
I l~xI I  Y IlAxll I Y = SUP IIBYlI 
llAY 1151 
where, a s  usua l ,  y can be i n f i n i t e .  I f  X Y ,  A the  i d e n t i t y ,  
and B bounded, then y i s  f i r , i t e  and equal to  the  norm of B.  
( I d )  L e t  X be the  space of a l l  complex n x n matrices and 
r ( x j  = max Ix 1 ,  p ( x )  = max 1 h . I  
3 j j k  j , k  
where x a r e  the  elements and h h A the  eigenvalues of 
the matrix xEX. Then r,pEH (X)  and N ( r )  c N(p) . Hence, 1 
jk 1' 2 ' " '  n 
max 1 h . l  5 y max lxjkl 1 
j ,k  7 j 
Let  C be the  cone of normal matrices i n  X. Then a l so  N(p) C N ( r ) ,  
s ince  p ( x )  = 0 ,  xEC implies the exis tence of a uni ta ry  matrix 
uEC such t h a t  U ~ X  u = 0 ,  and therefore  r ( x )  = 0.  Thus 
I t  i s  well  known t h a t  y = n, and y = 1. 1 2 
W e  end t h i s  sect ion with a b r i e f  note about the s e t  H ( C ) .  
CL 
The d e f i n i t i o n s  
r 4 p if and only i f  r,pEH ( C )  and N(p) C N ( r )  
CL 
and 
r (' p if and only i f  r < p and y ( r ,C)  i s  f i n i t e  
P 
introduce p a r t i a l  orderings i n  H ( C ) .  I n  f a c t ,  i t  i s  r ead i ly  
CL 
seen t h a t  both r e l a t i o n s  are r e f l ex ive  and t r a n s i t i v e .  Moreover, 
with r,pEH ( C )  a l s o  m i n ( r , p )  and max(r,p) a r e  funct ions of H ( C )  
and ev ident ly ,  under both orderings,  max(r,p) i s  a l e a s t  upper 
P CL 
- 8 -  
. 
bonnd of r,l; x d  n i s? ' r7p ;  a gzes tes t  lcJwer bou-d, Yet these p a r t i a l  
orderir-gs 1z-e xLok f u i l y  ronl;zktib;e w L t h  the l i r iear  s t r u c t u r e  of 
H 
and r+q < p1q fcjr 31-y qE k3 (C.) I 3rd the  same holds t r u e  f o r  the 
s t ronger  ordering << e 
r ( p  and q ,  r-q, F - ~ G H  (C: dces not general ly  imply t h a t  r - q <  p-q. 
For the  qcest ions he re  -alder corLsideratioc,  t h i s  fac t  appears t o  l i m i t  
the  usefulness of the above ;rderitigs. 
( c ) .  ~~e:;rr;.y, r 4 p i i y ~ f e s  t b z t  cri' < crp for ani7 real  a z 0 ,  c" 
ch 
B u t  i t  can be &own with easy examples t h a t  
c* 
111 ~ BASIC FINITENSSS TTEIEGREKS FC'R C3M-DARXSON-FACTORS 
A s  w e  mentioned before ,  Lemma 1 has no p a r t i c u l a r l y  s i g n i f i c a n t  
r , C )  i s  f i n i t e .  
XP ( 
value u n l e s s  we know t h a t  the  comparison-factor 
The following lemma c a s t s  t h i s  problem i n t o  a somewhat d i f f e r e n t  form: 
Lemma 2 :  Given a ccne C i n  the  l i n e a r  space X and funct ions 
r , p €  Hp(C) suck t h a t  N(p) C N l r ) .  
i f  S ( r )  absorbs r ( p )  i . e . ,  i f  and only i f  there  e x i s t s  a p o s i t i v e  
constant  k s u c h  t h a t  r ( p )  C kSEr)  a 
Then g+ ( r ,C)  i s  f i n i t e  i f  and only 
P 
Proof: I f  ;I'= g ( r ,C)  i s  f i n i t e ,  then ( 6 )  implies  immediately 
f? P t h a t  r(p) C k S ( r )  f o r  any k > o  with k 2p . Reversely, i f  S ( r )  
absorbs r(p) I then i t  follows f o r  x E r ( p )  t h a t  x=ky,yE S(r) and 
hence r ( x )  6 kp and therefore  P 
The condition t h a t  S ( r )  absorb r ( p )  appears t o  be weaker than 
(r I6a . 
i t  a c t u a l l y  i s .  Tn ia  i s  showr by the following: 
Lemma 3:  Let Q be a sxbset of X and d >  o and p >  o any con- 
s t a n t s ;  then the  followfr,g three conditions a r e  equivalent:  
(i) 
(ii) 
IJsIr)  3 Q f\ wl-(p) 
p S ( r )  = Q n m s o ( p )  
(iii) pS( r )  2 Q r\ oCS(p) 
The proof i s  immediate. From (i) i t  follows t h a t  
. 
. 
a h  rCp) r iQq3S I!r) 
(ii) implies t h a t  
o<h Sl I and hence t h a t  aso (p)  n Q  = a( UA r(p))nQcpS ( r )  . 
o < A Z l  
Qncvs ( P I  = Q<aS0 (p)  UN (p))=(QnaSo (p))U(QnN(p)) 
cpS(r)UN(p)cpS(r)UN(r) = Bs(r) 
and i t  i s  c l e a r  t h a t  (i) follows from (iii) 
Accordingly, without loss  of gene ra l i t y ,  we could have 
phrased Lemma 2 i n  the form: ( r ,C)  i s  f i n i t e  i f  and only i f  
S ( r )  absorbs S f p )  . yP 
Obviously, general  r e s u l t s  about the f i n i t e n e s s  of y can be 
expected only i f  addi t iona l  conditions a r e  placed on X a s  well  a s  
on the  funct ions r , p .  A s  a f i r s t  and bas ic  r e s u l t  we obta in  the  
following : 
Theorem 1: Consider a cone C i n  the topological l i n e a r  space 
X and funct ions r,pcH ( C )  with N(p)cN(r) such t h a t  r ( p )  i s  a 
bounded set .  Then y ( r ,C)  i s  f i n i t e  i f  f o r  some k l l  the  o r i g i n  
i s  i n  the  r e l a t i v e  i n t e r i o r  of k S ( r )  with respec t  t o  S ( p ) .  Hence, 
y ( r , C )  i s  c l e a r l y  f i n i t e  i f  r i s  continuous a t  zero i n  the  r e l a -  




Proof: By assumption there  e x i s t s  a neighborhood U of zero 
such t h a t  
(8) kS (r)I>rJnS (p)  
By d e f i n i t i o n ,  U absorbs the bounded set r ( p ) ,  i . e . ,  c r(p)CU fo r  
some c with O < C S ~ .  Hence k S ( r ) 5 J n S ( p ) x  r ( p ) n s ( p ) = c  r ( p ) ,  o r  S ( r )  
absorbs r ( p )  and by Lemma 2 ,  y ( r ,C)  is f i n i t e .  
Note: Because of Lemma 3 ,  the bas i c  assumption (8) of t h i s  theorem 
i s  equivalent t o  kS(r)XJnSo(p) a s  wel l  a s  kS(r)XJn f ( p ) .  Moreover, 
boundedness of r ( p )  i s  equivalent t o  boundedness of S ( p ) .  I n  
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i f  r(pS i s  bounded. I n  t h a t  case ,  l e t .  W be any neighbcrhood of 
zero and VcW any balanced neighborhood of zero,  then c r0p)cV 
f o r  some 00, and hence cA r(p;chVcW f o r  o<ASl and f i n a l l y  
cso (p)cw. 
I n  Theorem 1 a non-topological conclusion - namely the  
f i n i t e n e s s  of y - i s  deduced from a s e t  of topological premises. 
From a t h e o r e t i c a l l y  s t r i c t  viewpoint t h i s  may be somewhat un- 
s a t i s f a c t o r y .  B u t  i n  many appl icat ions i t  does appear t o  be a 
very na tura l  s e t t i n g  f o r  t h i s  problem t o  assume t h a t  the  under- 
ly ing  space X i s  a topolbgical l i n e a r  space. Moreover, t he  
theorem can a l so  be rephrased t o  s t a t e  t h a t  y i s  f i n i t e  i f  t he re  
e x i s t s  any vector topology on X such t h a t  r ( p )  i s  bounded,and 
zero i s  i n  the i n t e r i o r  of k S ( r )  r e l a t i v e  to  S(p)  . The question 
then a r i s e s  whether there  a re  some "natural"  topologies connected 
with p and r f o r  which the Theorem assumes a straightforward 
se t - theo re t i c  form. A s  we s h a l l  se l a t e r ,  there  a r e  indeed 
spec ia l  cases  of p when such a na tu ra l  topology e x i s t s ,  b u t  the  
corresponding r e s u l t  f o r  y i s  then e s s e n t i a l l y  equivalent to  t h a t  
of Lemma 2 .  
For the appl ica t ion  of Theorem 1 i t  i s  of ten  des i r ab le  t o  
replace the  condi t ions on r and p by stronger but  more "usable" 
assumptions. 
A very na tu ra l  condition f o r  a function pEH (C )  i s  t h a t  of 
CL 
t he  convexity of S ( p ) .  If the cone CCX i s  convex, i . e . ,  i f  
C + a C ,  and if f o r  @l the  function pEH (C) i s  subadditive,  then 
S (p )  and N(p) a r e  c l e a r l y  convex s e t s .  More general ly ,  we can 
g ive  the following necessary and s u f f i c i e n t  condition: I f  CCX 
i s  a convex cone and pEH ( C )  ( P O ) ,  then S(p)  i s  convex i f  and 
only i f  p(hx+(l-A)y) 2 max(p(x1 ,p (y ) )  f o r  every x,yEC and 
P 
P 
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? 
O C A &  1. This r e s u l t  w i l l  be contained i n  the  statement of Lemma 4 
below. See a l s o  W. Fenchel [ 4 ] ,  p. 117 .  
Convexity i s  a f a i r l y  strong condition f o r  S(p)  and i n  many 
ins tances  a weaker condition w i l l  s u f f i c e .  I n  general ,  a set  
Q C  X s h a l l  be ca l l ed  quasiconvex of degree a i f  there  e x i s t s  a 
constant  cyZ1 such t h a t  x Q + ( l - X ) Q  C Q f o r  a l l  OS 1. Clearly, a 
set  Q i s  convex if and only i f  i t  i s  quasiconvex of degree 1; and, 
i f  Q i s  a cone, quasiconvexity of Q implies t h a t  Q i s  convex. 
Let C c X be a convex cone, then pEH ( C )  i s  ca l l ed  a quasiconvex c" 
funct ion of degree cy i f  the  s e t  S (p )  i s  quasiconvex of degree cy. 
Lemma 4:  Let  C C X  be a convex cone, then pEH ( C )  P > O )  i s  r (( 
quasiconvex of degree cy i f  and only i f  
t9Y p ( X x + ( l - X ) y )  5 O( P max ( p ( x ) , p ( y ) )  
f o r  x,yEC and O , C X L _ l .  I f  p i s  quasiconvex, then N(p) i s  convex. 
Proof: I f  pEH ( c )  s a t i s f i e s  ( 9 ) ,  then x,yES(p) implies t h a t  c^  
p ( x x + ( l -  X)y) 5 dCI f o r  0 4 A S  1, o r  Ax+(l-A)yEcyS(p), i . e . ,  
S (p )  i s  quasiconvex of degree cy. Reversely, l e t  S(p)  be quasiconvex 
of degree a. Then c l e a r l y  
(10) N(p)+N(p) C S ( p )  = So(p> N(p) 
I f  t h e r e  e x i s t  x,yEN(p) such t h a t  0 4  po =p(x+y) 51, then a l s o  
t x ,  tyEN(p) f o r  t > 0 ,  bu t  tx+ty{ S(p)  f o r  t'r ( l / p o ) .  
d i c t s  (10) and hence N(p)+N(p)C N(p) , o r  N(p) i s  convex. For given 
x,yEC, now s e t  ?r =max(p(x) , p ( y ) ) .  I f  r = O ,  then x,yEN(p) and ( 9 )  
This contra- 
ho lds ,  s ince  the  convexity of N(p) implies  t h a t  p ( h X + ( l -  x ) Y )  = 0 
f o r  O & X L  1. Let therefore  r>O; then x , y €  Z ' S(p)  , and s i n c e  
C"S(p) i s  again quasiconvex of degree cy, it follows t h a t  
/\x+(1- X)y  E 4 ZJCS(p) o r  p ( h x + ( l -  X)y) 4 o ( ~ ,  which proves ( 9 ) .  
Let X be r e a l  - o r  complex and C C X a convex cone. I f  C=-C 
then C i s  a r e a l  l i n e a r  space and i n  t h a t  case pE H ( C )  s h a l l  be c -
- 12 - 
poir,t. o f  C, Morec,ver * C L' f i  i' f c r  t 4 m i r L { t l l  tz) and t t _  t. ~ 
1 L 
1 '  + 1. c fpr  t 4.t / 2 w ,  T h i s  rea tQpclogica1. l i n e a r  space C 
1 s  c w t 2 i n l y  l ~ - ~ j l y  bob.nded, Moreot7er, t h l s  topology 't of C is 
equiva1er.t tc, the  (;:,e i-.di.~ced by u s i n g  3 s  l o z a l  base of zero only 
the  sets c p  w i i k  ra t icr ,a ;  t > O ,  Her,cJe, 72 has a countable loca l  
base a t  zero ar,d 3 s  cherefcre semimetrizable, I n  o ther  words, 
t h e r e  ex i s t s  a n  j r i va rzan t  semlmetsic sdch that each sphere around 
Z ~ Y C I  i s  balanced ar,d thdt t h i s  semfmetsic induces the  topology 
t cr C, I f  d = 1 ,  the?, 2 is d 1ocal ly  convex t c p l o q y  apd is 
equ; v i b e r , t  t o  the seniric,rnt- topology izduced i n  C by the Minkowski 
0 
0 




functzcn31 of S i p ) ,  
O f  cocrse, sirnzlar resl*its lGQld  i n  the  case that. X is complex 
and i f  A t  =" - for ] ) a l = l ,  a r d  p i s  qLAsicorLvex and complex-symmetric, 
Examples: ~ , _ 3 3 1 )  F G K  f ixed  p>O, l e t  X be the space of r e a l  
sequences x = 
aq 
--- 
" r z = l  2 I " m j sbch tha t  Z / ~ J P  converges, men hl* nr \ 
a 
L_ i jn iC$ '+  bi,(x), ;or O r M r  1 . p  is quasiconvex of degree / c 
r\ '-- 5 
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2'1-11"'u while f o r  p g l r  s g p ~  i s .  of course,  convex. 
(2b) L e t  X be the two-dimensional r e a l  r,hmber space. For 
X'IS18 5 ) E X  def ine ~ b x ) = 2 ( l 5 ~ / + 1 5 , 1 )  if sgrL51=sgn<2 and 
p ( ~ ) = 1 5 ~ 1 + 1 5 , I  otherwise.  
(2c) The l a s t  example i s  a special  case of the following 
general  r e s u l t :  L e t  X be a topologicai l i n e a r  space and assume 
pEH (XI has the property t h a t  S(p)  i s  a bounded set  which contains  
zero a s  i n t e r i o r  po in t .  Then p i s  quasiconvex of some degree 
a 2 l .  I n  f a c t ,  these assumptions assure  t h a t  there  i s  a neighbor- 
hood U of zero such t h a t  S(p)xU. Now a balanced neighborhood V 
of zero can be chosen with V + K U ,  and s ince S(p)  i s  bounded, there  
Then p i s  quasiconvex of degree 2 .  
P 
e x i s t s  a constant as1  such tha t  S(p)caV. B u t  then 
hs(p)+(l-AjS~p)ccy'~+~~~~cys~p~ f o r  o z h ~ l ,  i . e . ,  p i s  quasiconvex 
of degree cy. 
W e  re turn  t o  our question of the f i n i t e n e s s  of y .  For a 
l i n e a r  space X, a quasiconvex and symmetric function pEH (X) 
induces a "na tura l"  topology I- on X. Since the set  S(p)  i s  
P 
bounded under T 
spec ia l i za t ion  of Theorem 1. A s  was indicated e a r l i e r ,  however, 
a c l o s e r  inspect ion quickly shows t h a t  t h i s  spec ia l  case of 
Theorem 1 i s  i n  f 2 c t  only a d i f f e r e n t l y  phrased version of 
Lemma 2 .  Nevertheless,  the  following Corollary plays ah impor- 
t a n t  r o l e  ir, many appl icat ions:  
Corollary 1.1: 
which i s  ( r e a l  o r  complex) symmetric and quasiconvex. Then f o r  
any r E H  (XI with N(p)cN(r ) ,  y ( r ,X)  i s  f i n i t e  i f  and only i f  r i s  
continuous a t  t h e  o r ig in  under the topology I- induced by p on X. 
Note t h a t  the topclogy T may be r a the r  unusual i f  X i s  
complex and p only r e a l  symmetric. I n  t h a t  case,  T i s  a " r e a l "  
P 
we accordingly a r r i v e  a t  a very simple 
PI 
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vector  topology on the space X ,  a l s o  considered a s  a r e a l  l i n e a r  
space ,
Corollary 1.1, of course covers the case described i n  Example ( l b ) .  
I n  f a c t ,  i n  t h a t  case y w i l l  be f i n i t e  i f  the l i n e a r  operator  A i s  
continuous, s i n c e  r (x )=(Ax ,x )  i s  then continuous under the  norm 
topology, here  the T topology. 
P 
For the appl ica t ion  of Theorem 1 and Corollary 1.1 i t  i s  of ten  
useful  t o  know when a function r E H  (X)  i s  continuous a t  the  o r i g i n .  
For quasiconvex funct ions the following r e s u l t  holds: 
P 
Theorem 2: Let X be a topological l i n e a r  space and r E H  ( X )  
quasiconvex. Then r i s  continuous a t  zero i f  e i t h e r  one of the 
P 
following two conditions i s  s a t i s f i e d :  
( a )  The i n t e r i o r  of S ( r )  i s  not empty 
(b) X i s  a complete semimetrizable space and r i s  lower 
31 semicontinuous on X 
Proof: ( a )  By assumption the re  e x i s t s  a neighborhood U of 
zero and a poin t  zES(r) such t h a t  S ( r ) X z + U .  Since -zEkS(r) f o r  
k%r(-z)  we have vC(z+U)+(-z)C S ( r ) + k S ( r ) c k  S ( r )  f o r  k =2amax(l,k).  
Hence r i s  continuous a t  zero. 
1 1 
(b) The Baire category theorem appl ies  t o  X and implies 
m 
t h a t  X i s  of second category i n  i t s e l f .  Since X= U n S ( r ) ,  i t  
follows t h a t  f o r  some integer  n , n o S ( r )  i s  of second category i n  X ,  
hence S ( r )  m u s t  a l s o  be of second category i n  X. The lower 
n= 1 
0 
31 Recall  t h a t  f o r  a topological l i n e a r  space X, a function 
r E R ( X )  i s  c a l l e d  lower semicontinuous on X i f  fo r  each r e a l  t the 
s e t  {xEXlr(x)St i s  closed. Hence, c l e a r l y ,  r E H  (X)  i s  lower 
semicontinuous on X i f  and only i f  S ( r )  i s  closed. 
1 CL 
- 1 5  - 
semiccrLt;zx.ity cf r implies tl-.at. S ! r )  is closed,  B u t  then the  
i n t e r i o r  of S ! r )  cannot be empty s ince  otherwise SCr) would consist  
only of bomdary p c i n t s  and would therefore  be nowhere dense i n  X. 
Now P a r t  ;a) appl ies  and che proof i s  complete., 
Note: Cofidition (b)  of t h i s  theorem could have been replaced by the 
following weaker condit.ion: 
(b') X i s  complete and semimetrizable and S ( r )  C k S ( r )  f o r  some k z l .  
I n  f a c t ,  the  same proof shows tha t  S i r )  i s  of second category i n  X 
and has, therefore ,  non-empty i n t e r i o r .  Hence, k S ( r )  and a l s o  S ( r )  
have non-empty i n t e r i o r ,  
Theorem 2 ,  P a r t  ( a )  and Theorem 1 together  y i e l d  the  following 
r e s u l t :  I f  r , p C H  (XI r , p  zik 0 and N(p) C N ( r ) , t h e n  r , X )  is 
f i n i t e  if r ( p >  i s  bounded and i f  there  e x i s t s  a po in t  z & S ( r )  such 
t h a t  kS(r) 3 (z+TJQ f o r  some k 2 1. 
remains f i n i t e  if we only know t h a t  z i s  i n t e r i o r  t o  k S ( r )  r e l a t i v e  
t o  S (p )  The following theorem gives  a p a r t i a l  answer: 
r tP  ( 
I t  i s  na tura l  t o  ask whether 8 
Theorem 3 :  For the  topological l i n e a r  space X l e t  r , p E H  (X) r 
be such t h a t  N!p) C N ( r )  and t h a t  both r and p a r e  quasiconvex. 
Assume t h a t  r%[p) i s  bounded and t h a t  t he re  e x i s t s  a po in t  z E S  (p) 
which i s  i n t e r i o r  t.c kS(rj I for  some k 2 1, i n  the  r e l a t i v e  topology 
on kS(p) wherep is the degree of quasiconvexity of p .  
i s  f i n i t e ,  
0 
Then ( r , X )  
P 
Procf: There e x i s t s  a neighborhood U of zero such t h a t  
r ( p ) ,  a l s o  So(p) and 
Hence c ( S  (p)-S ( p ) )  c U f o r  some 
k S ( r )  2 (z+:) A (3Sfp) .  
So(p) - So[p) a r e  bounded se t s .  
c ,  0 4 c &  1. Ther, 
Together with 
0 0 
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The Past r e l a t ion  follows d i r e c t l y  from the  f a c t  t h a t  p i s  
quasiconvex cf degree B 
where we can cl-,oose k Z k, Hence, 
A s  before,  we know t h a t  - ( l - c ) z  E k lS( r )  
1 
c u p )  C S O ( ~ )  c (I-++ (-+C)Z) c ~ S S ( ~ )  +&,SG) c 2 4 , W  
o r  S ( r 1  absorbs rl!p! and y (r,X) i s  f i n i t e .  
P 
If S(p3 i s  not orily quasiconvex bu t  convex, then the main 
condition of t h i s  l a s t  theorem can be replaced by a category 
assumption for p -  I n  f a c t ,  we f ind  
Corollary 3.1: O n  the  topological l i n e a r  space X consider 
p , r  E H (XI with N(p) c N ( r )  such t h a t  p i s  quasiconvex of degree 1 
and t h a t  n p )  i s  bounded and of  second category i n  i t s e l f .  I f  r 
i s  quasiconvex of a r b i t r a r y  degree and lower semicontinuous on X, 
then y ( r , X )  i s  f i n i t e .  
P 
P no -- 
Proof: Set  Q~ = n S ( r )  r l  ~ ( P I ,  then r (p )  = U Q and s ince r ( p )  n j  n= 1 
i s  of second category i n  i t s e l f ,  there  e x i s t s  a neighborhood U of 
zero and a poin t  z m p )  such t h a t  'il, 
n o S ( r )  = n o S ( r )  
-- Note: A s  i n  Theorem 2, the  condition of lower semicontinuity of r 
could have been replaced by the assumption t h a t  S ( r )  c k S ( r )  f o r  
some k 2 1, 
3 ( z + U )  nr(p)  and therefore  - 0 
3 ( z + U )  n r ( p )  and Theorem 3 appl ies .  n 
0 
- 
The r e s u l t  of Corollary 3 - 1  represents  some va r i a t ion  of the 
so-called Absorption Theorem ( s e e ,  e.g. J. Kelley, I. Namioka 
e t  a l ,  151, p. 90) I n  f a c t ,  i n  a s imi la r  manner w e  could have 
proved the fellowing r e s u l t :  Let Q be a c losed,  quasiconvex s e t  
i n  a topological l i n e a r  space X.  Assume t h a t  Q absorbs each po in t  
of the  s e t  P U (-PI where P i s  a bounded and convex set  which i s  
of second category i n  i t s e l f ,  then Q absorbs P .  
- 17 - 
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The b2sic  assxnption for  a l l  thecrems of the l a s t  Section was 
t h e  boundedness of n p l .  This is a f a i r l y  s t r ingen t  condi t ion which 
i s  not always s a t i s f i e d  even i f  y i s  f i n i t e .  Consider, f o r  example 
the  simple case when p is a seminorm on a f i n i t e  dimensional normed 
l i n e a r  space. I f  N(p) contains elements d i f f e r e n t  from zero ,  then 
r ( p )  i s  c l e a r l y  knbaufided, w h i l e  on the o ther  hand we s h a l l  see 
l a t e r  t ha t  i n  t h i s  c a s e  y i s  alre3dy f i n i t e  i f  r and p a r e  both 
seminorms. 
I n  order  t o  f ind  more general f i n i t eness  conditions f o r  
comparison-factors I transformations w i l l  now be considered which 
leave these f ac to r s  f i n i t e .  I n  genera l ,  l e t  ? C  2 and C C  X be cones 
i n  the  l i n e a r  spaces X and X.  Consider the sets  HA(^) and H ( C )  fo r  
f ixed  p >  0 and 1") 0 ,  and introduce on both the p a r t i a l  order ing 
A 
e* P 
(( I t  defined a t  the end of Sectiori 2 .  I f  then the mapping 
(61 + H i s  1' << "-isotone, i . e . ,  i f  
F:H (? r 
A r (( 6 fo r  2 , C f H  ( E )  implies  t h a t  r=F$ << F2=p E (11) 
r , C )  i s  of course f i n i t e  i f  r..(f,?) i s  f i n i t e .  Therefore, 
P then tp' 
the problem i s  t o  determine when such a mapping F i s  isotone under 
' I  << ' I m  Clear ly ,  F must  s a t i s f y  the following three  necessary condi- 
t ions :  (ii) f o r  
each $ISH.- (?]  i t  follows tha t  (Fhp) (x) I o fo r  a l l  x €C, 
(iii) i f  r ,p€Hp(C)  and N($) c N ( 1 )  then N ( F " p C N ( F 1 ) .  
(i) F i s  non-negatively homogeneous of degree P / ' '  , 
* e & A  
Instead of inves t iga t ing  general  conditions m d e r  which a 
mapping F i s  " <4 ' I  - isotone,  w e  s h a l l  concern ourselves  here  only 
with a spec ia l  c l a s s  of such mappings, namely those which a r e  induced 
by c e r t a i n  transformations between C and C .  A more comprehensive 
inves t iga t ion  of general  " <( " -isotone mappings i s  planned fo r  a 
l a t e r  paper. 
h 
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h 
Theorem 4: - GLveri the l inear  spaces X and X and a cone C c X. 
n 
Let G: C--X be a non-negatively homogeneous mapping of degree cl: > 0 ,  
and consider the c c n e  GZ = C c X. Fix cotistants a >  0 ,  v > 0 ,  and 
p > 0 ;  fo r  each p E H ~ ( C * )  the  function p ~ x )  = ( ~ ; ) ( x )  = A F ' ( G ~ )  
is then contained i n  fl { C l  where ~ = P L J ~ A  . 
F ; = y  from EA(Ciinto H IC:! is "<("- isotone,  and more s p e c i f i c a l l y ,  
i f  q,? E Li-(Cc") and N (?\ c NIT) then r, p E H r ( C )  i-4 Ir) c N ( T )  
and e i t h e r  g =  gT(;,c) and y = y (r,C) a r e  both i n f i n i t e  o r  y = y . 
A s s u m e  therefore  t h a t  ?,? E Hc(?) and 
implies t h a t  a?'(C,,), pCxl = 0 o r  Gx E N (p) c N(?) and hence 
T ( X \  = C a r  ( G x ) = O  or x E N(r) .  Since e= GC there  e x i s t s  f o r  every 
an x € c  such t h a t  f i=Gx .  Hence 
El 
A n 
Furthermore, the  mapping 
A P 
P P 
A V  h \ 
c  ^
P a 
Proof: It i s  readi ly  s e e n  t h a t  p = k 2 p  E H ( C )  i f  E HA(;). P CL 
N (F) c N(+). Then x e rll (p) 
I\ A3 C 
"Q ' / d  I '13 VbJ v3 
+ ( X k  m x \ =  (x I r (x ) )  c_ & (; p w )  = 2 f (sx\ = 8 $ 6 )  
r ( x )  = a P ( 6 x )  = a+%\ 4 9 8 p + J  ( X I  A = p a p y 6 X )  $p(x) 
o r  2 4 p 2  and ~ = a  if $--a. Reversely, 
A implies  t h a t  8 5 td 01- v=oo ;$ x = o o .  Together therefore ,  e i t h e r  
both ? = &  and o r  g = x  . A 9  
A s  a f i r s t  simple consequence of t h i s  theorem w e  see t h a t  the  
degree p cf homogeneity has  no influence on the  problem of the 
f i n i t e n e s s  of the  comparison-factor. I n  p a r t i c u l a r ,  without loss 
of  gene ra l i t y ,  i t  is always possible  t o  consider instead of 
p , r  E H ( C )  the  functions 4/L*04e E H l ( C ) .  
p r a c t i c a l  appl ica t ions  it i s  usually more advantageous t o  work 
However, f o r  most 
CL 
d i r e c t l y  with t h e  o r i g i n a l  functions i n  H ( C )  
Example (4a3: L e t  X be the space of a l l  n x n 
The Hadamard determinant theorem s t a t e s  t h a t  
I-1 
f o r  a l l  x i X ,  i . e n ,  t h a t  y ( r ,X)  = 1. L e t  C 
P 
complex matrices.  
p W  
be the cone of a l l  
- 19 - 
ncn-singular r ra t r :Tes-  
prove oriLy th2t 
d e f i n i t e ,  hernl  t f a n ,  and car, therefsre be uniquely decompcsed i n  
the  fcrm x*x = zLz wk,ere z i s  a rsc-s inguiar ,  upper-triangular 
matrix with ncr&-negit-ave r ea l  elenzer-ts on the main diagonal.  Let 
CT(=C)  C X be the cone of a l l  scch matrices;  then the mapping 
G: xE @-+ Z E  C: Ls nor*-rlegatively homogeneom of f i r s t  degree, 
and i n  t h i s  case it. happeris t hz t  r(Gx) = rex) and p(Gx) = p(x )  
f o r  all X E  C ,  i . e e t  t h a t  p 5 p and L r. I n  f a c t ,  introduce 
the  a u x i i i a r y  functions p ix)  = 
then f o r  a l l  x €  C 
Sirice r , x i  = 0 wbenever x 4 C ,  w e  have to  




3 Ix I and r (x )  = Ide t (x)  I , 0 J C I  j j  0 
2 
r ( x )  = ( r  ( x l j  = r ( x ' * x )  = r ( z * z )  = r ( z )  = r(Gx) 
0 0 0 
p(x )  = Fo(x*x] = p ( z * z >  = p ( z )  = p(Gx) 
0 
For z E  C, w e  LOW have 
with equa l i ty  holding i f  z E  C i s  diagonal. Therefore /yp ( r ,CT)  = 1 
and hence by Theorem 4 ,  x p ( r , C ]  = 1. 
Theorem 4 i s  ac tua l ly  applied twice. i t  i s  f i r s t  
deduced t h a t  the comp2rison-f3ctor of r with respec t  t o  p on 
the  cone of a l l  positive d e f k i t e ,  hermitian matrices has  the 
value one. Using the  maFping x -+ xkx, a second appl ica t ion  of 
Theorem 4 then y i e l d s  the  f i n d  r e s u l t .  
(4b) Let X be a Hilbertspace and A: X -9 S a l i n e a r ,  bounded, s e l f -  
a d j o i n t  and p o s i t i v e  d e f i n i t e  oper2tor such t h a t  m(x,x) 2 (Ax,x) S 
SM(x,x) for a l l  xEX with M > m b  0. Set  r I x )  = (Ax,x) ( A  x , x > ,  
p ( x >  = ( x , x )  , the2 the FaEtorovfch inequal i ty  s t a t e s  t h a t  
r ( x )  5 [ (M+m) /4Mm]l;;x) , for  x G  X ,  Let X be the  two-dimensional 
Note t h a t  i n  t h i s  example, 
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(complex\ nurcber space ar.d ccmide r  the  compcsite mappir,g 
G: x € X - + z  = (:) e x where ? =  &:Ax,x)+ PfA-lx,xl  
-1 and +f= ~ ~ A x , x ) +  $ ( A  X , X )  
h 
from X i n t o  X where  L = (*, $!) 
2 x 2  matrix w i t h  the pr'cperty th s t  U ( :YM) i s  a pos i t i ve  
vec tor ,  i m e n a  t h a t  5 > 0 ,  
K x = d Ax + /3 A-*x, arid L x = 8 Ax + cf A-lx a r e  bounded, s e l f -  
ad jo in t  and pos i t i ve  d e f i n i t e  on H, arid hence K and L e x i s t  and 
have the same proper t ies .  Using these operators  K and L ,  the  
i s  scrre ncn-singular, r e a l  
1 > 0 .  
2 
Then t k e  l i n e a r  operators  
a 2 
mapping G can be represented i n  the  fcrm Gx =(I1 Kx II ). 
Lx II 
A 
For z = (:) E X consider the  fur-ctions 
> ( z )  =(Ez,z)  :B-'z,z) where B =( 2 M 0 )r 
0 m 1 and p ( z )  = ( Z i 2  + q 2 )  : then 2 
(M-m) m s2 2 2  =(M 32 +- m 1'p(.-' 5 2  + m-' ? 2 )  = p ( z )  A + .a (N-m j 
4Mm L $id k 1  + 4Mm I =  
2 2 
with equal i ty  holding i f  ar,d only i f  5 = 7 . Hence 
2 2 2 2 K x  L x  
(. NOW ~ ( G x )  =(M K x + m L X ,  X )  \M + -
= (:-I 21) w e  obtain rIGx) = r ( x )  . I t  i s  
2 (M+m) 
& y ^ r , ; r l  = 4Mm V n l  
- I  n 
and hence for  X' 
quickly checked t h a t  t h i s  choice of 'L' i s  permissible.  Introduce 
2 n 
p0(x) = ( 11 K.x(I + 11 LxIIL 1 = p(Gx) , then Theorem 4 y i e l d s  
Thisisa generalized form of an  inequal i ty  of J .  Diaz and 
F. Metcalf [ 6 ] .  A sirrple ca lcu la t ion  shows t h a t  
2 M n? 
( x , x )  = I [ K X ( l 2  + l!LxlI + - n? (Kx,Lx) + r\ (Lx,Kx) 
which proves the Kantorovich inequal i ty .  A t  the same t i m e  i t  
- 2 1  -' 
L e t  Q c X be 1 saAbset r-f the iiriear spdce X ,  t h e n  p C R ( Q ]  is 
s3id t ?  s q t i s f l -  3 - c ~ r d ; t ; o : :  orr Q !f there e x i s t s  a c o n s t a n t  dL 1 
s IA :h t% 3 t 
\ : 3 ;  I p / x ;  - p:y'1 4 o(p:x-yvq whenever  x , y , x - y € Q  
. 
A function p E R ( Q )  which s a t i s f i e s  ( 1 3 )  has the  following proper- 
t i e s :  
(1) If OGQ, then p ( x )  2 0 f o r  a l l  x € Q ,  and i f  p ( 0 )  = 0 ,  
then a(p(x) 3 p(-x) whenever x ,  -xE Q 
convex of degree p =  d'& , and i f  d = l ,  then p i s  a 
seminorm on Q. Reversely, every seminorm of X 
s a t i s f i e s  a U-condition with d =l. 
( 2 )  I f  Q i s  a convex cone and pGH ( Q ) ,  then p i s  quasi- c 
( 3 )  I f  X i s  a topological l i n e a r  space and Q a l i n e a r  sub- 
space, then the cont inui ty  of p a t  zero implies uniform 
cont inui ty  of p on a l l  of Q. This f a c t  prompted the 
use of the l e t t e r  U for condition ( 1 3 ) .  
The proof of these three  proper t ies  i s  immediate and has been 
omitted here .  Using t h i s  concept we obtain:  
h 
Lemma 5: Given the l i n e a r  spaces X and X and a l i n e a r  mapping L 
h 
from X onto X.  S i m i l a r  to Theorem 4 consider the mapping 
p ( x )  E (P$)(x)  = a 3 (Lx) from H * ( X )  i n t o  He(X) wherep=k3 . Then 1" 
the  range of F contains  the  functions pC H (X)  which s a t i s f y  a 
U-condition on  X and have the property t h a t  N ( L )  C N(p) where 
N ( L )  = { x d X  I Lx = 0 )  . 
9 A 
c  ^
The proof i s  immediate. I n  f a c t ,  l e t  p s a t i s f y  the  two 
A 
condi t ions of the lemma, then 
a function of H c ( k ) .  
well-defined. Let Lxi = Lxz f o r  some xi ,x2 E X.  Then 
x 
C ' p "' ( x ) ,  where x = Lx, i s  
To see t h i s  we need t o  show only t h a t  p^ i s  c 
- x L E  N ; L )  C N ( p )  and, since p s a t i s f i e s  a U-condition, 1 
Phi) = pgx,>. 
This lemma together w i t h  the  above remark about the p rope r t i e s  
of the  inverse mapping F-' form the b a s i s  of the next theorem: 
- 2 3  - 
A 
Thecrem 5: Let. X and X be topological l i n e a r  spaces and L an 
A 
open, l i n e a r  mapping from X onto X. A s s u m e  t h a t  p , r € H  (XI both 
s a t i s f y  a U-condition, t h a t  N ( L )  C N(p) c N ( r )  and t h a t  r i s  
continLous a t  zero i n  the r e l a t i v e  topology on S ( p ) .  Unique 
funct ions hp,f€H (X) then e x i s t  such t h a t  p ( x )  = ~ ( L x ) ,  r ( x )  = hr(Lx) 
f o r  a l l  xEX and t h a t  N ( 6 )  C N($). Moreover, i f  r($) i s  bounded, 
then 




A b  
= $$(  r , X )  and = 8 ( r , X )  a r e  both f i n i t e  and equal t o  
P 
A A  A 
Proof: Lemma 5 assures  the exis tence of p , r  € H  (X) and it  i s  
r? 
r ead i ly  seen t h a t  N($)  C N ( h r ) .  
s t a t e s  t h a t  and 8 a r e  e i t h e r  both i n f i n i t e  o r  both f i n i t e  and 
2 = 8 . 
i f  w e  can show t h a t  2 i s  continuous a t  zero r e l a t i v e  to  S ( $ ) .  
I = [ t r e a l  I I t l<  C) , then the cont inui ty  of r a t  the o r i g i n  
r e l a t i v e  to  S ( p )  implies t h a t  
B u t  then Theorem 4 app l i e s  and 
Therefore,. the  theorem follows d i r e c t l y  from Theorem 1 
Set 
Q = ~ ( p )  n r(-’)(I) = { X E  s ( p ) (  ? ( ~ x ) < ~ j  = s ( p ) r \ ~  (-1) (+I (I)) 
i s  an open s e t  i n  S ( p ) ,  i . e . ,  t h a t  Q = S(p)  A U where U i s  open i n  X.  
The openness of L assures  t h a t  LU i s  open i n  X, and now it e a s i l y  
follows t h a t  LQ = LS(p) A LU = S ( 6 )  A LU o r  t h a t  LQ i s  open i n  S ( 3 ) .  
B u t  LQ = r 
continuous a t  zero r e l a t i v e  to S ( p ) .  
h 
(1) A LscP) = r (I)  A S ( $ )  and $ i s  therefore  A ( - l )  
h 
A n  important special  case of t h i s  theorem i s  given i n  the 
following 
Corollary 5.1: Let X be a topological l i n e a r  space and 
p , r E  H (X)  such t h a t  N(p) c N ( r )  and t h a t  both p and r s a t i s f y  
U-conditions on X and a r e  continuous a t  the o r ig in .  Then N(p) i s  
a closed l i n e a r  subspace of X. Consider the  quot ien t  space 
A h A h  
X = X/N(p) and the induced function p^ on X ,  defined by p ( x )  = p ( x )  
where x E  $ E  2. I f  r (2) i s  bounded under the  quot ien t  topology 
- 24 - 
. h on X t'nen x F ( r f X l  i s  f i n i t e ,  
P rcc . f :  N(p) is a convex cone i n  X.  From o(p(x) 2 pi-x) fo r  
a l l  x C X  i t  fellows t h a t  Nhp) i s  indeed a l i n e a r  subspace of  X,  
and s ince p i s  uniformly continuous on X, N(p) i s  closed. This 
implies t h a t  the quot ien t  map Lx = x + N(p) from X onto X i s  
l i n e a r ,  continuous and open. Moreover, N ( L )  = N(p).  Hence, 
Theorem 5 app l i e s  and the proof i s  complete. 
h 
This resu l t  can be combined with an argument of the type used 
i n  Corollary 1.1. To do t h i s  w e  begin with the following 
observation: 
Let X be a r e a l  l i n e a r  space and assume t h a t  pEH (X)  e 
s a t i s f i e s  a U-condition. Then the  family of s e t s  
i s  already a l o c a l  base of the o r i g i n  f o r  a vector topology 
r on X. This represents  a s l i g h t  extension of our r e s u l t  on the 
vector  topologies induced on X by symmetric and quasiconvex 
P 
funct ions of H (XI. The missing condition here i s  the symmetry c^ 
of p. A s  before,  we see tha t  each U absorbs every poin t  of X, t 
fo r  t 4 m i n ( t  t ) ,  and-since p i s  1' 2 t h a t  Ut C Ut, n Ut7 
quasiconvex of some degree o( - t h a t  U + UtC U fo r  
t t0  
t 5 t / 2 4 .  Now p(-x)  ,L d p ( x )  fo r  a l l  x 6 X  i s  equivalent with 
-S(p) ~ $ ~ s ( p ) .  f o r  a l l  -1 ,L A 5 +1 
if w e  choose 
= 1x1 t ( -S(p) )  c IXt t d l h p )  c lhl t o s (p )  c t oS(p ) .  This 
completes the proof t.hat i s  indeed a loca l  base a t  zero of a 
vec tor  topology on X. A s  before,  i t  follows t h a t  t h i s  topology i s  
semimetrizable. 
0 
But then X U t  c U 
. I n  f a c t ,  fo r  0 6 6 1, obviously 
-1s /\ 4 0 ,  X tS(p )  = 
- (q4  
t < o( 0 
tS (p )  C tS (p )  c toS(p)  while f a r  
- 2 5  - 
Now w e  c a n  phrase the above ind ica ted  r e s u l t  a s  follows: 
Theorem 6: L e t  X be 3 complete, semimetrizable rea l  Linear 
space and assame t h a t  t he  functions r , p E H F ( X )  ( p  
N(p) C N Q r )  a r e  both l o w e r  semicont.inuous on X and s a t i s f y  a 
U-condition en X ,  Then the induced map 8 of p on X = X/N(p) 
a l so  sa t i s f ies  a U-condition, and i f  X i s  complete under the  
tA -topology induced by p on X ,  then 8 ( r , X )  i s  f i n i t e .  





Proof: Theorem 2 ,  P a r t  (b)  assures  t h a t  the funct ions p and 
r are  continuous a t  zero ,  hence they are  uniformly continuous on X. 
Then Nip) i s  a closed l i n e a r  subspace of X and, accordingly,  2 i s  
a Hausdorff space under the quot ient  topology$ induced on X by 
41 the o r i g i n a l  topology to of X. Moreover, a well-known theorem +. 
s t a t e s  tha t  (X, r, ) i s  complete and metrizable. The quo t i en t  map 
f r o m  (X ,  q, ) onto (X,  ) i s  continuous, open, and l i n e a r .  There- 
f o r e ,  a s  i n  the proof of Theorem 5 ,  i t  follows tha t  on ( X ,  ) the 
induced funct ions $ and r^ of p and r ,  respec t ive ly ,  are  again 
continuous a t  the o r i g i n .  Furthermore, i t  i s  eas i ly  checked t h a t  
both 6 and 2 a lso  s a t i s f y  U-conditions on X ,  i . e . ,  tha t  r , p  are  
uniformly continuous on ( X ,  to ) . 
induced by E o n  2. 
(2, Zp 1 i s  also a Hausdorff space and hence complete and metr izable .  
From the cont inui ty  of ^p on (X,S ,  ) i t  follows t h a t  the i d e n t i t y  
mapping f r o m  ( X ,  go ) onto ( X ,  ~ Z A )  i s  continuous and, of course,  P 
one-to-one, and therefore  has a closed graph. But then the closed 
graph theorem s ta tes  tha t  the inverse i s  a l s o  continuous, i . e . ,  
A 
A h  
A 
& 
A h A  
A A  Consider now the  vector-topology ‘c-. P 
Since $($) = 0 implies ^x = 0 ,  i t  follows tha t  
A h  
A A 
41 The image under an open, continuous l i n e a r  mapping L of 
a complete, semimetrizable, l i n e a r  topological  space x i s  complete 
and semimetrizable (see e.g. [51 ,  p. 99). 
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. 
A 
t h a t  the topolcgies Tc and -ch are equivalent ,  Hence r($) i s  a 
bc,.nded set  of 
P 
A 
.X, so) and Corollary 5.1 appl ies  and assures  the 
f i n i t e r e s s  o f  ( y p : r m  - 
There 2 r e  t w o  p c s s i b i l i t i e s  of extending t h i s  theorem t o  
complex l inear  spaces, The l e a s t  r e s t r i c t i v e  one r e s t s  on the 
simple cbserva t i sn  tha t  i n  the complex case 
a l so  be considered as a r e a l  l inear  space and a s  such i s  s t i l l  
complete and metr izable;  mcreover, r and ^p remain continuous on 
t h i s  space, S . f  i t  1 s  now assumed i n  the theorem t h a t  the ( r e a l )  
vector topology rf induced by $ on ? ?  considered a s  a r e a l  l i n e a r  
space, i s  complete, one sees ,  a s  before ,  t h a t  the t w o  topologies on 
t h i s  r ea l  space X a r e  again equivalent.  This i s  s u f f i c i e n t  t o  
assure  the f i n i t e n e s s  of 
the space (2, %o ) can 
A 
A 
t p h x )  e 
A different .  approach of  extending the theorem uses the 
assumption t h a t  p i s  complex symmetric and s a t i s f i e s  a U-condition, 
i . e . ,  t h a t  p i s  a seminorm on the (complex) space X. Then the 
proof c a r r i e s  over word fo r  word. A spec ia l  case of t h i s  approach 
i s  contained i n  the following useful  Corollary: 
Corollary 6.1: Let X be a complete, semimetrizable l i n e a r  
space and r , p  E H (XI 
N(p) C N ( r )  
norm and if X i s  complete under t h i s  norm, 
(p  .f 0)  continuous seminorms on X with 
A 
L 
Then the induced funct ion p^ of p on X = X/N(p) i s  a 
A 
r , X )  i s  f i n i t e .  
fP ( 
V. -- THE F T N I T E  D&ME.NS'IONAL CASE 
I n  t h i s  sect ion some of the e a r l i e r  theorems s h a l l  be appl ied 
t o  t h e  special  case when X i s  an n-dimensional l i n e a r  space. Due 
t o  the  spec ia l  s t ruc tu re  of  such spaces,  a number of simple r e s u l t s  
about comparison-factors can be obtained. The presenta t ion  here  i s  
- 27 - 
For x < C  s e t  r f x  = .--. l k  ar,d let- q be any ncrm on X .  Evidently 
r E H l ' p .  ar,d % r = \ 0 )  , Moreover the set T ( r )  1s bounded, 
r: = I 
since q X I  4: rncx q gk . r X I  
r r '  is a - s o  closed. Hence the continuous function q assumes i t s  
rr . i r r imurc  0:: the cc,rrpact set r r) and q i x )  2 q < x  ) for  a l l  x 6 r(r) 
implies t l - , 2 t  q , x  1 = c > 0 bec3use otherwise 0 E Tcr).  Therefore 
T . X  4 - y  X I  f c r  a i l  x ( C .  






SLFpose now t tL3t W' 1 s  the degree of quasiconvexity of p and 
c.' 
set p = Zd, , Repeated SpplLcat 1011 G f  t h e  simple inequal i ty  
F ~ X  PIT,, a , b t  c ,  C f m a x ' 3 . b  c ( f o r  any r e a l  Ken-negative a , b , c l  
t h e n  yields f o r  a i l  x C Y  
1 e n:, . p is continuous a t  zerc  under the norm q. - L = c-cr?:c ta r . t  
T h i s  cornbietes tl-,e ~ r o ~ f  Since ar!y Hausdorff topology or1 X is 
eqb:valer,t w i t h  the  q - p c r m  t~poiogy. 
1 
rr .  g e n e r a i  the  i e m 3  does r.ot remain va l id  i f  C i s  not  a 
polyhedrai ccnvex  ccr:e. I n  fact, i n  t h a t  case,  the values of q 
for  the i n f i n i t e l y  many extrem31 vectors car, be a r b i t r a r i l y  
- 2 8  - 
se lec ted  without v io l a t ion  of any of the  o the r  assumptions of the 
lemma, and i n  p a r t i c u l a r  these values can be allowed t o  tend toward 
i n f i n i t y  . 
Lemma 7 :  Let C be any cone i n  the n-dimensional l i n e a r  space X 
and assume t h a t  C i s  closed under some norm q on X.  I f  p~ H ( C )  i s  
lower semicontinuous on C under q and has  the  property t h a t  
N(p) = 
f" 
;I, 0 :. , then S(p)  i s  bounded under any vector  topology -C on X .  
Proof: Since p i s  lower semicontinuous on the  compact s e t  
r ( q ) q  C ,  i t  assumes i t s  m i n i m u m  on t h i s  se t ,  i . e . ,  there  e x i s t s  an 
x f 1 ( q ) ?  C such t h a t  p(xo)  = LF = min ( p ( x )  1 x 6- ! ( q ) q  C ) .  ? B u t  
0 
then 
0 C: r ( g ) n  C which i s  impossible. Hence, p ( x )  p $q(x)  f o r  a l l  
2.r 0 ,  s ince  p(xo)  = 0 implies x = 0 and therefore  
P 0 
x 6 C , o r  S ( p )  i s  bounded under the norm q. Since a l l  norm topolo- 
g i e s  on X a r e  equivalent ,  w e  also have S(p)CoiS(qo) ,  where q i s  
0 
the  i'i-norm corresponding to  a b a s i s  e 1' - . . / e n  of X I  i . e . ,  where 
n 
. L  
2 i ':I : ? .. 
q ( x )  = - - -  i ,k\ 
of zero and V a balanced and absorbing neighborhood of zero such 
t h a t  the n-fold sum V + V + ... +V i s  contained i n  U.  Then 
f o r  x = -- jkek. Let now U be a n y r  neighborhood 
0 z -. , 
-r 
-. e C (3V ( k = l ,  . . , n )  f o r  some / 3 >  0 and hence f o r  x C S ( q  ) it :': k k 0 
follows t h a t  x C !'.(V+V+. .+V) i^  ;3 U o r  a l toge the r  S(p)C ~ x ' S ( q  ,x'pU, 
i . e .  , S ( p )  i s  bounded under '7 .  
i 0 
There a r e  simple counter examples which show t h a t  S ( p )  can be 
unbounded i f  p i s  not lower semicontinuous, even though N(p) = i o : ; .  
However, the condi t ion of lower semicontinuity i n  Lemma 7 can be 
replaced by the weaker assumption t h a t  S i p )  i.. vzcS(p) f o r  some 
where S ( p )  i s  the closure of S(p)  under q .  To show t h i s ,  introduce 
f o r  X G  C the funct ion 
Suppose t h a t  x G C  and p(x)  = 0.  There then e x i s t s  a sequence t 0 ,  
l i m  t 
:1 .+eb n 
'2 0 
-- 
1 1  -. - 
p ( x )  = in f  ( t I 1 x:; S ( p ) )  , then PG H 1 ( C ) .  
n 
= 0 such t h a t  ( l / t n ) x  S ( p ) c  + S ( p )  , and hence we f ind 
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t,F a t. 
or ~ ( x ' ;  = 0 ,  E,e,, x = 0 ,  o r  NIP) = i o ) .  Evident ly?  i s  lcwer 
semiccEtinmus or C, Altogether therefore ,  Lemma 7 app l i e s  fo r  
p ;  arad S!p) ,  f o e , ,  aiso S i p ) ,  is 2 bsunded s e t  under any vector 
topolGgy cr. X ,  
- - 
A s  a dfvect consequence of these lemmas and of o u r  ear l ie l :  
resGl ts  we c b t a l r  t'r,e foi lowlrLg 
I Theorem 7: - Let C be a cor;e i n  the n-dimensional l inear  space X 
and r , p Q H p  : C )  { r , p $  0 ;  such t h a t  Nip) C N ( r )  
f i n i t e  if one of  the following conditions i s  s a t i s f i e d :  
Then $ (r,C) i s  
P 
(1) C i s  closed vlrider some norm q of X ,  p i s  lower semicontin- 
LC-JS on C under q ,  Kip) = I O ]  , and r i s  continuous a t  
zero on  C m d e r  any vector topology of X. 
( 2 )  C i s  a polyhedral convex cone, r i s  quasiconvex, 
p i s  lower semicontinuous on C under some norm q,  
and N(p) = [ O ]  
( 3 )  C i s  a l i n e a r  subspace and both r and p s a t i s f y  
( T - )  -conditions o n  C .  
(1) fo l lows  from Lemma 7 and Theorem 1, Lemmas 6 and 7 together 
with "beorem 1 imply ( 2 1 ,  while the same lemmas together with 
Theorem 6 y i e ld  ( 3 J 0  
We conclude this section with a simple example which contains  
some of t h e  in t rodsz ta ry  resLPts provided by M. Golomb and 
H ,  Weinberger i n  [ 3 1 ,  pp 1 2 1 .  
Suppose t h a t  f o r  some i n f i n i t e  dimensional l i n e a r  space X the 
functi.cn q 6 H  ( S )  s 3 t i s f i e s  a "-condition and has  the property t h a t  
the l i r , ear  space X = N(q) has f i n i t e  defec t .  Let r,pEH (X)( r ,p tO)  
be s 3 m e  o ther  f t i n c t i o n s  which s a t i s f y  5-conditions on X and are  
c4 
x P 
-' 3 0  - 
VI. SARD O S Q Z G Z E Y T  T12EOREM AND T3E hi-PERCPRCLE INEQVALITY 
En this Section we sha l l  re turn  t o  the spec ia l  case of 
Example (Zc> The app1 i e a t i o n  of  the r e s u l t s  of  the previous 
Sectfans t o  t h i s  example provides a d i r e c t  connection t o  important 
work cn bounds for the e r ro r  of b e s t  approximations, a s  developed, 
f o r  example, by A ,  Sard i 2 3 ,  M e  GoZcnb and H. Weinberger [31, 
P .  Davis L8-j and others. A t  the  same time, t h i s  connection pro- 
v ides  G S  with several  possible  methods for the computational 
evali ;ation of ,-ompar: scr-factors i n  t h i s  pa r t i cu la r  case.  
The reascn f o r  the pGssibiLity of fu r the r  development of the 
theory of comprisor&-faetors i n  the case of Example ( l c )  i s  
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The p r o o f  i s  immediate, Set Cy = Ex for  y = Ax€ AX C Y b  
tFer, C 1s evLCier,t:y a wei;-deficed l i nea r  operatcr  on AX and from 
11 v.v 11 = 1Fix 11 < 8 p.-:Fbx'; = 8 p , ( y )  I y i  AX 
I 
i t  fc,;cws t F 2 t  C 1s contdiriLoLts c: AX and that g I S  the  n o m  of 
C or' AX. 
Observe that  A ar.d l3 need r , @ t  be cor?ti.nuous, bu t ,  ev ident ly ,  
i f :  A i s  c-rlit COJS ther. t h e  f ini ter ,ess  of implies t h a t  B i s  a l s o  
cant i n ~ 1 c - d ~ ~  
The f c  ;Ir.,wiv,g speci2i c a s e  cf Theorem 8 w a s  j z s t  recent ly  
1 d:scl;sced by M.. E .  G s ~ t i r r  i9;: I f  2, = R ( t h e  r ea l  axis:, then 
5 afid C a r e  1 i r . n l r  f ;r,ctior,ais over D and AX, respect ively,  
Hence the H a -  -Ehrlac't< theorem assL;res the extendabil f t y  of C t o  
a ?iner~lr fur,ctiorral C cver 2 2 1 2  of Y suck. tha t  11 Cy11 
E 
co +w 8 p y ( y ) f o r  y €  Y. 
The fo1 ,cwfng eximplp constitTJtes a n  2daption of a representa- 
t 1 ~ 7  tF.eore,r cf A ,  Sard,:L; I t c  o z r  discussion: 
Y- E x a r n ~ l e  ---5: L e t  X = ( . " [ O  1 :  be the space of ax", n t i m e s  continuously 
L e t  Z = R*. For f ixed o(E I define the l i n e a r  operator A: X - Y  by 
then c l e a r l y  IIAxII 5 Ilxll . Since  Ax = 0 only i f  x = 0 ,  t he re  
e x i s t s  an inverse operator  t 
+ f"- t s p - l  ?(sE ds  . 
4 Cn-l)!  
-1 - (14) A y = x ( t ]  = 7, + 
A t  t he  same t i m e ,  this representation of A - I  shows t h a t  A maps 
X onto Y, i . e . ,  t h a t  the domain of  A i s  a l l  of Y .  Moreover, 
the  est imate  IA-'y11 L e 11 yll follows immediately from (14), which 
proves i n  tu rn  t h a t  f o r  the function p (x )  = IIAxIl E H1(X) the  s e t  
Sep) i s  bounded. L e t  ncw B: X - Z  be any continuous l i n e a r  function- 
a l  on X, and set  r ( x )  = \IBx(I . Then N(p) = {O) C N ( r )  implies 
t h a t  r ( x )  G & p ( x >  and Theorem 1 assures  the  f i n i t e n e s s  of 
)( = r P ( r , X ) .  
a continuous l i n e a r  functional C on Y such t h a t  Bx = CAx f o r  xCX. 
Since Rn 0 
-1 
Hence it follows from Theorem 8 t h a t  t he re  e x i s t s  
0 
C [I]  = Y, we obtain the following well-known 
rep  re s e n t  a t i.0 n I 
cy = ( t c s )  d X ( s )  
w i t h  unique c o e f f i c i e n t s  c l,. . ,c 
bounded va r i a t ion  on  I .  Altosether therefore ,  
and a unique function of n 
I n  [ 2 ] ,  A .  Sard uses this r e s u l t  extensively t o  obta in  error 
bounds for bes t - in tegra t ion  formulas. Br ie f ly ,  the  approach i s  as  
follows: 
the  example. Suppose B : X + R  i s  the remainder funct ional  of an 
approximate numerical integrat . ion which i s  exact when x i s  a 
polynomial of degree less o r  equal t o  ( n - 1 ) .  I f  A: X-bY i s  
defined by Ax = x ( ~ '  I then t h i s  l a s t  condition i s  evidently 
0 Let X = C n [ I ]  and Y = C [I]  with the  same norms a s  i n  
1 
- 33  - 
equivalent  t o  the assumption tha t  Bx = 0 whenever Ax = 0. Now 
Theorem 8 can be appl ied and, a s  i n  the  example, the  representa t ion  
Bx = x ( ~ )  ( s )  d ( s )  i s  obtained where i s  again a function of 
bounded va r i a t ion  on I .  The bes t  e r r o r  bound f o r  the numerical 
I 
0 
i n t eg ra t ion  formula i s  the  norm of B. 
The assumption of the  f in i t eness  of ( r , X )  used i n  Theorem 8 
can of course be replaced by applying one of the  relevant  theorems 
of Sections I11 and I V .  The simplest r e s u l t  appears t o  follow 
from an appl ica t ion  of Corollary 6 .1 .  
b"P 
Corollary 8.1: L e t  X and Y be Banachspaces and A: X j Y ,  (A  f 0) , 
a continuous l i n e a r  operator  from X onto Y. Suppose Z i s  any 
normed l i n e a r  space and B: X + Z  a continuous l i n e a r  operator  on X 
such t h a t  Bx = 0 whenever Ax = 0 ( X E  X )  . Then fo r  the funct ions 
p ( x )  = IlAxl( , r ( x )  = \\Bx() , the  comparison-factor 8 = X p ( r , X )  
i s  f i n i t e  and hence, by Theorem 8 ,  t he re  e x i s t s  on Y a continuous 
l i n e a r  operator  C: Y+Z such t h a t  Bx = CAx , (xgX) ,  and d4 i s  the  
norm of C on Y. 
The proof follows immediately from Corollary 6.1 i f  we can 
A show t h a t  under the  norm p induced by p on the quot ien t  space 
2 = X/N(p), t h i s  space (X,$)  i s  complete. Clear ly ,  X i s  complete 
under the  norm topology induced by the o r i g i n a l  norm on X.  More- 
over ,  by assumption, the  induced l i n e a r  operator  A: X + Y  maps X one- 
A h 
A h  h 
h-1 
to-one and continuously onto the  Banachspace Y. Hence, A e x i s t s  
and i s  again l i n e a r  and continuous. B u t  then the norms 
p(^x) = l \ % h  and I I ^ x l I  a re  equivalent on 2, i . e . ,  ( X , p )  i s  complete. 
Corollary 8.1 represents  a s l i g h t  genera l iza t ion  of S a r d ' s  
h A A  
"Quot ien t  Theorem", since Z i s  not assumed to  be complete. O f  
course,  Corollary 8 .1  could have been proved d i r e c t l y  using the 
techniques of Theorem 6 which a r e  conceptually s imi la r  t o  those 
used i n  [2] f o r  the  proof of the quot ien t  theorem. 
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Thei.rerrr 8 pri;'v:des 3 r e p r e ~ e - ~ t 3 t i c ' ~  f  g d s  -1. - rm of some 
l inea r  c.per3tc:r A t  thr czrrle t I K ~ ,  t h e r e  1' ;I clc  re,  a t i on  
between t h i s  thecuem a-td the ~ * ~ l ; ; i n q  tFecrems cf Sectior. 4 ,  For 
the  sake of simplirityl 3 s s m e  t k + t  D = 3 = Y ,  tke.1 .- a s  i n  
Lemma 5 - we can de f  i r . e  the IT 3p 
q ( x )  = q :Ax, I ]x C k. f c r  e v e r y  f A r t - t i s p L  q E  - , f i e  seminorms 
p , r E H  ':Xj o f  mr*;rerr, 8 both s3t icfy - c c r i d i t s c r , s  and - because 
"',A) = X : p ?  C ?; r :  - they a r e  t l - e r e f r r e  ccnt3:rLed it; the rarige of F. 
This means t h d t  f 
p (Ax? = p ' y  ai.td 11 i3xIl = r ' y  wkere y = A x ,  Since $ and ? a r e  
unique, we find t h 3 t  z : y \  = ~ \ : y :  d r , d  7 y .  = l i C y l 1  y E  Y ,  
+ A 
1 .y F :  H " Y  + H I  ' X "  by s e t t i n g  
N rv . _ -  
1 
1 
r - t  l C / ? S  c .  7 E. H, . e x  i s t E ."Ch tkat  
d ,  w 
Y 
& 
I n  the special  case wker, Y C X this Qbservation leads t o  the  
well-known hype rc i r r l e  i r i e y u d l i t y ,  which has often been used to  
f i n d  e r r o r  bounds fc , r  bes t  ~ p p r c , x ; ~ ~ ~ t r o n s ,  :see for  example [ 3 ]  
and [f311, 
Suppose M I ?  L S  a 1 fnea r  subspace of the  l i nea r  space X 
and MI an a lgeb ra i ca l ly  complementary l i n e a r  subspace of M. L e t  
P: X 3 M  be the Icnique) projection f r o m  X or,to M belonging t o  
the  decompcsiticn M @ M' = X, ar,d Q = L--P the corresponding 
pro jec t ion  frorrh X or,tc M' On X intrcduce sone seminorm q ,  and 
a s  before ,  l e t  Z be 2 ncrmed lifiear space a n d  C: X + Z  a contin- 
uous l i n e a r  ope r s t c r ,  Set  r,'x'i = 11 r x l l  , p X I  = q,Fxl .  I f  
Ndq) 6 M C Pl- 
i s  f i n i t e  and we find t h a t  IICFxiI < 8 q ; P x )  for all x G X.  
the  appl icat ior&s i t  i s  u s e f u l  t o  r e s t r i c t  x t o  some l i n e a r  
v a r i e t y  V = x + M where x € X L S  a fixed point, Then c l e a r l y  
PX = X-QX = x - Qxo I 




:xG -,  J 3 n d  the inequal i ty  
( 1 5 )  I I C X  .- ~ - I I Q X ~ ! I I  .C 8 q : X . Q x o )  I x 6 I' I 
. 3 j .I. 
. 
with )f = sap [ IICxh 1 x G M ,  q f x )  = l] can be considered a 
b a s i c  a s  w e l l  a s  general  version of the hyperc i rc le  inequal i ty .  
I n  order  to  a r r i v e  a t  the usual form of the  hyperc i rc le  
i nequa l i ty  - a s  f o r  example given i n  [ l o ]  , p 230 - suppose t h a t  
X i s  a Hilbertspace,  Z = R , and t h a t  M i s  a closed l i n e a r  sub- 
space of X.  
P i s  the  orthogonal pro jec t ion  onto M and P i s  continuous. Hence, 
1 
Let M' be the orthogonal complement & of M ,  then 
the  Pythagorean theorem applies:  IIx - Qxol( 2 = IIx II 2 - IIQxoO 2 1 
and i f  x i s  r e s t r i c t e d  t o  the  so-called hyperc i rc le  S = { X E  x I 
S i n c e  
C 2 2 2 I x E  V, \(xi1 f c), then 11 x - QxoII 6 (c  - l1Qxo(I 1.  
C i s  now a continuous l i n e a r  functional on M, we have C(x) = (b ,x )  
f o r  a l l  xGM where b E  M i s  a uniquely determined point .  Then 
8 = 11 bll and a l toge the r  
2 2 '/z 
(16)  1 CX - C(Qxo) I 6 IIbII ( C  - IIQxoI\ , X E S c .  
Of course,  f o r  
I f  IIQx \I L c ,  equal i ty  holds i n  (16)  f o r  z 
ilQxoil > c the set S i s  empty and (16)  vacuous. 
C 
= Qxo + b where 
0 2 ,! = ( c  - I\Qx 11 2)1'x / IIbll when \ I  bII # 0,  and = 0 otherwise. 
0 
For b = 0 t h i s  f a c t  i s  t r i v i a l  and fo r  b # 0 i t  follows immediately 
from 
\ Czo - C(Qzo)( = I Cbl = 1x1 11 b)l = ( c  2 - I\QxJl 2 1 '4. 
For the  case of the  hypercircle  inequal i ty  ( 1 6 ) ,  several  
methods have been discussed i n  the l i t e r a t u r e  f o r  the  computational 
evaluat ion of the comparison-factor )I" = \I bll , i . e . ,  f o r  the  
evaluat ion of the norm of the l i n e a r  funct ional  C on the subspace M. 
Bas i ca l ly ,  t he re  a r e  three  major methods: 
( a )  The use of orthonormal systems , used c h i e f l y  by P. Davis [8] 
t o  compute b e s t  e r ro r  bounds f o r  a number of standard 
numerical in tegra t ion  formulas. 
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. 
(b) The method of reproducing kerne ls  , a s  appl ied t o  t h i s  
p a r t i c u l a r  problem by M. Golomb and H. Weinberger i n  [ 3 ] .  
( c )  The va r i a t iona l  approach , a l so  discussed i n  [ 3 ] ,  and 
appl icable  when X, for  example, i s  the Hilbertspace of 
absolutely continuous r e a l  functions x with square- 
in tegrable  der iva t ives  over [Oli)  and when the inner- 
product has for  instance the form (x ,y)  = l ( x ' y '  + k xy)ds.  2 
I 
0 
For d e t a i l s ,  reference i s  made to  the o r i g i n a l  publ ica t ions  
where a l s o  o the r  references a re  given. 
I n  genera l ,  the  numerical evaluation of the  norm of a con- 
t inuous operator C on some Banachspace presents  many open questions.  
The most powerful methods apply only i n  the case when C i s  a l i n e a r  
func t iona l  and when a representat ion theorem i s  ava i l ab le  for  C.  
This i s  the p a r t i c u l a r  condition used i n  methods ( a )  and (b) above, 
a s  w e l l  a s  i n  the appl ica t ion  of Theorems 8 and 9 a s  developed by 
A .  Sard i n  [ 2 ]  . I t  may be in t e re s t ing  to  inves t iga t e  s imi la r  
approaches when C i s  no longer a funct ional .  Representation 
theorems a r e  known fo r  various types of l i n e a r  opera tors  on spec i f i c  
funct ion spaces, and the appl icat ion of these theorems fo r  obtaining 
upper bounds fo r  the  norm of the operators  may w e l l  provide a usable 
approach t o  the problem of evaluating comparison-factors i n  these 
cases .  
The d i r e c t  evaluation of &4 - a s  i n  method ( c )  o r  r e l a t ed  
methods - appears to  o f f e r  pa r t i cu la r ly  challenging p o s s i b i l i t i e s ,  
bu t  a t  the same time i t  a l so  poses a va r i e ty  of unsolved problems, 
e spec ia l ly  from a numerical viewpoint. I f  C i s  a se l f -ad jo in t ,  
completely continuous operator on a Hilber tspace,  the power of the 
eigenvalue theory f o r  such operators  should provide p a r t i c u l a r l y  
good methods. A t  the same time, i t  would be highly in t e re s t ing  to  
- 37 - 
1 
. 
. explore i t e r a t i v e  metnods which y i e ld  monotonically decreasing 
upper bomds for the comparison-factor. 
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