This paper provides some useful tests for fitting a parametric single-index regression model when covariates are measured with error and validation data is available. We propose two tests whose consistency rates do not depend on the dimension of the covariate vector when an adaptive-to-model strategy is applied. One of these tests has a bias term that becomes arbitrarily large with increasing sample size but its asymptotic variance is smaller, and the other is asymptotically unbiased with larger asymptotic variance. Compared with the existing local smoothing tests, the new tests behave like a classical local smoothing test with only one covariate, and still are omnibus against general alternatives. This avoids the difficulty associated with the curse of dimensionality. Further, a systematic study is conducted to give an insight on the effect of the values of the ratio between the sample size and the size of validation data on the asymptotic behavior of these tests. Simulations are conducted to examine the performance in several finite sample scenarios.
Introduction
Consider the nonparametric regression model with measurement error where the response variable Y , a p-dimensional unobservable predicting covariate X and its observable cohort vector W are related to each other by the relations Y = µ(X) + ε, W = X + U.
(1.1)
Here p is assumed to be known, and the variables ε, U, and X are assumed to be mutually independent with E(ε) = 0 = E(U ). Hence µ(x) = E(Y |X = x) is the usual regression function. This is the so called nonparametric errors in variables (EIVs) regression model. The monographs of Fuller (1987) , Cheng and Van Ness (1999) , and Carroll, Ruppert, Stefansky and Crainiceanu (2006) contain a vast number of real data examples where this model is naturally applicable.
reasons for this are the difficulties associated with the estimation of the calibrated regression function and some of the other underlying functions involved in the construction of a test statistic. However, it is possible to circumvent some of these difficulties when there are validation data available. Stute, Xue and Zhu (2007) used validation data and empirical likelihood methodology to develop confidence regions for some underlying parameters. Song (2009) developed a test for general EIVs models with the assistance of validation data without assuming any knowledge of the distributions of X or U , under somewhat restrictive conditions on the kernel function and bandwidth. Dai, Sun and Wang (2010) constructed a test with validation data for the same model as in Zhu and Cui (2005) . They used specific models and relaxed some conditions in Song (2009) . Xu and Zhu (2014) considered a nonparametric test for partial linear EIVs models with validation data. All of these tests are based on local smoothing methodology.
In the classical regression setup, it is known that a common property of lack-of-fit tests for fitting a parametric regression model based on nonparametric smoothing methodology is that the rate of consistency of the test statistics is 1/ √ nh p/2 . That is, the null distribution of a suitably centered and scaled test statistic multiplied by √ nh p/2 has a weak limit, and these tests can detect local alternatives distinct from the null only at this rate. When p is even 2 or larger, this rate can be very slow. Consequently, for moderate sample sizes, local smoothing tests cannot maintain the significance level well and have low power even for p = 2 or 3. See, e.g., Zheng (1996) , Koul and Ni (2002) , and several other cited references for this phenomena. It is expected that the same fact will continue to hold for various local smoothing tests in the EIVs setup.
The main goal of the present paper is to propose tests of dimension reduction nature when validation data is available, which do not suffer from the above slow rate of consistency. Specifically, the tests do not suffer severely from the curse of dimensionality and can well maintain the significance level with good power performance for moderate finite sample sizes. Towards this goal we proceed as follows. First, we discuss sufficient dimension reduction (SDR) technique as illustrated in Cook (1998) , Li and Yin (2007) , and Carroll and Li (1992) . The goal is to have a technique such that the dimension of X can be reduced to one-dimensional projection β X under the null hypothesis, where β is just the projection direction in the model (1.1) and to B X automatically under the alternative, where B is a p × q orthonormal matrix with q ≤ p to be specified. Second, based on dimension reduction, we can then construct a test with the consistency rate of 1/ √ nh 1/2 (or 1/(nh 1/2 ) when a quadratic form is used) when the size N of validation data is proportional to or larger than the sample size n. When N is much smaller than n, the consistency rate can be slower. Therefore, the third issue is to investigate the relationship between the asymptotic behaviour of the tests and the size of validation data set. In Section 3, a systematic study is performed to analyze the three different scenarios: N/n → λ, as min(n, N ) → ∞, where λ = 0, ∞, or 0 < λ < ∞. Another interesting issue is raised during the construction procedure. When validation data are used to define the nonparametric kernel estimate of E(Y |W ) such that the residuals can be derived, the resulting test would have a bias term going to infinity as n → ∞. It motivates us to consider a bias correction. To efficiently employ sufficient dimension reduction theory (SDR) of Cook (1998) or CMS of Cook and Li (2002) , we consider the alternativesH 1 : µ(x) = G(B x), for all x ∈ R p , and for some p × q orthonormal matrix B with an unknown q ≤ p and for some real valued function G. When there are no measurement errors in covariates, Guo, Wang and Zhu (2015) proposed a dimension-reduction model-adaptive approach to circumvent the dimensionality problem. To implement this methodology one needs to estimate the matrix B. There are a number of proposals available in the literature for this purpose. Examples include sliced inverse regression (SIR) of Li (1991) , sliced average variance estimation (SAVE) of Cook and Weisberg (1991) , contour regression (CR) of Li et al. (2005) , directional regression (DR) of Li and Wang (2007) , discretization-expectation estimation (DEE) of Zhu et al. (2010a) , and the average partial mean estimation (APME) of Zhu et al. (2010b) .
In this paper, we construct an adaptive-to-model test in the current set up. The proposed test is based on the Zheng's test (1996) . To this end, we consider a different kind of calibration where instead of conditioning on W we condition on β W under the null hypothesis and on B W under the alternatives, and then constructs a test for this testing problem. Thus, our strategy is sketched as follows: 1). Use the data (w 1 , y 1 ), · · · , (w n , y n ) to estimate β under the null hypothesis and automatically the matrix B by a q × q orthogonal matrix C under the alternative; 2). Use the validation data to estimate the conditional expectation E[g(β X)|β W ]. 3). Compute the test statistic using these regression function estimates.
As mentioned above, the test statistic is asymptotically biased. It is because of the dependence among the residuals when we use all the validation data to obtain the estimators in Step 2. To reduce the bias, we propose a bias correction method to construct another test. In the simulation studies, we will compare their performance.
The paper is organized as follows: Section 2 contains a brief description of the test statistic construction. Since the estimation the matrix B plays a key role in having the dimension reduction property of the test, we review a widely used dimension reduction method in this section. The needed assumptions are also stated in this section. The asymptotic properties of the test statistic under the null and alternative hypotheses are described in Section 3. Particularly, a systematic study is conducted on the asymptotic behaviors of the tests under the three scenarios where the ratio N/n of the validation data N and the sample size n is small, moderate and large. Section 4 presents the simulation results. The proofs are postponed to Appendix.
Before closing this section, we describe some notation used in the sequel. The sample is denoted by {(y i , w i ), i = 1, · · · , n} and the validation data is dented by {(w s ,x s ), s = 1, · · · , N }. The two data sets are assumed to independent of each other. Further, in various expressions below, i and j often represent the indices of primary data, while s and t those of validation data. Throughout this paper, → p denotes the convergence in probability and "→ D " stands for the convergence in distribution. All limits are taken as n ∧ N → ∞, unless specified otherwise. The normal distribution with mean a and variance b is denoted by N (a, b).
2 Methodology development 2.1 Test construction: a dimension-reduction adaptive-to-model strategy
In this subsection, we describe the details of test statistics construction. It consists of three components as follows. 1). Model adaptation. To proceed further, let r(w,
the new regression function under the null hypothesis. In order to avoid the above mentioned high dimensionality problem of nonparametric estimators of r(·, ·) due to the dimension of W , we adopt the following dimension reduction adaptive-to-model strategy (DREAM). Recall that W = X + U . Note that under H 0 , the regression function g(β X) depends on X only through the linear combination β X. It is then natural to consider the situation where the calibrated regression function E(Y |W ) depends on W only through a linear combination of the components of W , i.e., when E(
Similarly, under the alternative, we assume that E(Y |W ) = E(Y |B W ) = E(G(B X)|B W ). Thus the transferred hypotheses become as follows:
versus the transferred alternative hypothesis:
Generally the two hypotheses H 0 and H 0 are not exactly equivalent. But, as in Song (2008) , when the family densities f β U (β w − ·) is a complete family over the parameter β w ∈ R, the equivalence can hold.
2). Test statistic construction. Let e = Y −r(β W, β). To unify the null and alternatives, let B = βc under H 0 where c is a constant, hence E[e|β W ] = E[e|B W ] = 0. Moreover, following Zheng (1996) ,
and under
To obtain residuals for the construction of the test statistics, we assume the availability of validation data (w s , x s ), s = 1, · · · , N , which is used to estimate the function r. Note that r is an unknown function of β W . In order to construct an estimator r(β W, β), let M (·) be a kernel function, v N be a bandwidth sequence, and set
whereβ is a consistent estimate of β based on primary data. Define the residuals
To estimate the conditional expectation of the error e, given B W , we also need an estimatorB(q) of B that is consistent to β/ β under the null, and to B under the alternative. This model adaptation property ofB(q) can enable the test statistic to adapt to model and then to alleviate the curse of dimensionality. This estimator will be specified later. For the moment assume the existence of such an estimator.
To proceed further, let K be another kernel function and h ≡ h n another bandwidth. Then an estimator of the product
The analog of the Zheng's test statistic in the current set up is based on an estimator of
(2.5)
3). Bias correction. From the technical details in Appendix, we can see that the test statistic in (2.5) has non-negligible asymptotic bias and thus its limiting null distribution has a mean tending to infinity unless n/(N h 1/2 ) → 0, which makes the bias term vanish. The main reason is the dependence between the residualsê i andê j for i = j when all validation data are used to estimate the function r. There are two ways to correct for this bias. One is to center the test statistic at a suitable estimator of this bias. This is a traditional method, and has been used. Alternately, we propose a block-wise estimation approach to asymptotically eliminate the bias as follows. Assume N is a positive even integer. We halve the whole validation data set, use the two halves to construct two estimators of the regression function r, which results in the two sets of residuals as follows. Let
Use these residuals to define the test statistic
to perform the test. We shall prove that the asymptotic bias of V n vanishes, but its asymptotic variance gets larger than that ofṼ n . Note thatṼ n and V n are non-standardized, the standardizing constants will be specified in Section 3. Here, we mention a significant feature of both of these statistics, which is that their asymptotic behavior is like that of a test statistic with one-dimensional covariate X, i.e., their consistency rate is 1/ √ nh 1/2 , which in turn greatly alleviates the dimensionality issue.
From the above construction, it is obvious that estimating adaptively the matrix B under the null and alternative hypothesis plays a crucial role for dimension reduction. The next subsection is devoted to this issue.
Estimation of B and β
To achieve the adaptation property of the estimators of B and β mentioned above, the key is to derive an estimator of B up to an q × q orthonormal matrix C without depending on the assumed models under the null and alternative hypotheses. With measurement errors, Carroll and Li (1992) extended sliced inverse regression (SIR, Li 1991) to errors-in-variables regression models. Lue (2004) extended the principal Hessian directions (pHd, Li 1992) method to the surrogate problem. Li and Yin (2007) established a general invariance law between the surrogate and the original dimension reduction spaces when X and U are jointly multivariate normal. If X or U is not normally distributed, they suggested an approximation based on the results of Hall and Li (1993) . See also Zhang, Zhu and Zhu (2014) .
As the discretization-expectation estimation method (DEE) of Zhu et al. (2010a) is simple to implement without selecting the number of slices, we adopt it to errors-in-variables models when SIR is used. Write S Y |X as the central subspace that is the intersection of all column spaces spanned by the columns of B that makes Y conditionally independent of X, given B X, i.e., Y ⊥ ⊥X|B X. This means that identifying S Y |X is equivalent to identifying a base matrixB that is equal to BC for a q × q orthogonal matrix C. Note that the function G is unknown in the alternative. We can rewrite G(B X) asG(B X). In other words, identifyingB is enough for model identification. Without notational confusion, we writẽ B = B throughout the rest of this paper.
To extend the DEE method to the setting with measurement errors, we first give a very brief review. Assume that Cov(X) is the identity matrix. As is known, SIR is fully dependent on the reverse regression function E(X|Y ) such that we can consider the eigendecomposition of its covariance matrix Cov(E(X|Y )). The eigen vectors associated with nonzero eigen values of this matrix form the base matrix B. SIR-based DEE uses the matrix Λ = E{Cov(E(X|Ỹ (T )))} as the target matrix, whereỸ (t) = I(Y ≤ t), t ∈ R and T is an independent copy of Y . Because the measurement error U is independent of Y , and thus, when X is replaced by W , at the population level, nothing is changed about eigendecomposition and eigen vectors. We use surrogate predictors Cov(X, W )Σ −1 W W , which forms the least squares prediction of X when W is given. Carroll and Li (1992) pointed out that sliced inverse regression (SIR) with the surrogate predictors can produce consistent estimators of S Y |X . In other words, all steps of estimation are exactly the same as those in the without measurement errors set up. The reader can refer to Zhu et al. (2010a) for more details.
When we use data to construct an estimate Λ n of Λ, we can then obtain an estimateB(q) of B, which consists of theq eigenvectors of Λ n with non-zero eigenvalues, whereq is defined as follows, using the BIC type criterion proposed by Zhu et al. (2006) . Letλ 1 ≥λ 2 ≥ · · · ≥λ p be the eigen values of the matrix Λ n in descending order. An estimateq of q is given bŷ
where D n is a sequence of constants not depending on the data. Here we take
The following consistency results can be obtained from Zhu et al. (2010a) . 
. Under H 0 , P (q = 1) → 1, and B is a vector proportional to β. Moreover,
There are various estimators of β for EIVs models available in the literature. Here we shall focus on the estimators proposed by Lee and Sepanski (1995) for linear and nonlinear EIVs regression models. Their estimator under the null hypothesis iŝ
where X v is the N × p matrix whose sth row isx
The matrices D and D v are design matrices according to g(·). More precisely, D is the n × k matrix whose i-th row denoted byw i , is a vector consisting of polynomials of w i , while D v is the corresponding matrix of validation data, whose s-th roww s is a vector consisting of polynomials ofw s . For linear model,w i = w i andw s =w s . For nonlinear model, we letw i (w s ) be the vector consisting of a constant and the first two order polynomials of w i (w s ). Lee and Sepanski (1995) assume that lim n/N exists. They show that if this limit is non-negative and finite thenβ is root-n consistent for β, and if lim n/N = ∞, thenβ is a root-N consistent for β. More precisely, we have the following proposition. Proposition 2.2 Suppose the assumptions for Proposition 2.2 in Lee and Sepanski (1995) hold.
(1). Suppose in addition H 0 holds and N/n → λ.
. In addition, suppose the following sequence of local alternatives holds, where C n → 0.
whereW is a vector consist of polynomials of W and g (t) is the derivative of g(t) with respect to t.
3 Asymptotic distributions
Limiting null distribution
In this section, we will establish the asymptotic null distribution of the proposed test statistics V n in (2.5) and V n in (2.7). Define
where e is defined in (2.4). Write Z asZ, when W is replaced by validation dataW .
To proceed further we now state the assumptions needed here. Assumptions:
(f). The support C of Z is a compact subset of the support ofZ and bounded away from the boundary of the support ofZ. The density f of Z has bounded partial derivatives up to order ≥ 1 and satisfies
is a measurable function of x for each β and is differentiable in β up to order + 1, and E ∂g(β 0 X) ∂β 2 < ∞.
(r). The function r(β w, β) has bounded partial derivatives with respect to β T w up to order
< ∞, and ∆(z) has bounded partial derivatives up to order . (M). M is a symmetric and continuous kernel function with bounded support and of order , having all derivatives bounded.
The positive integer in all of the above assumptions is the same as in the assumption (f). For the consistency ofβ andB(q), some additional conditions are also needed. The reader can refer to Lee and Sepanski (1995) and Zhu et al. (2010a) for more details. To proceed further, we need some more notation as follows:
Writez s ,g s ,r s andη s for the entities in (3.2) when w i is replaced by validation dataw s in there. When β and B are respectively replaced by their estimatorsβ andB(q) in the above definitions, write the respectiveẑ i ,ĝ i ,r i andη i for z i , g i , r i and η i , and similarly write the respectiveẑ s ,ĝ i ,r i andη i forz i ,g i ,r i andη i .
To state the next theorem we need to define
where σ 2 (·) and ξ 2 (·) are defined in (3.1) and f is the density of Z = B W . Consistent estimates of Σ i , i = 1, 2, 3 under H 0 are given bŷ
We are now ready to state 
Here, consistent estimators of µ and τ under H 0 are given bŷ
the upper 100(1 − α)% quantile of the standard normal distribution. The above theorem shows that the asymptotic variance ofṼ n consists of the three parts when 0 < λ < ∞. The part τ 1 reflects the variation in the regression model, τ 3 is the variation caused by the measurement error while the part τ 2 is the intersection of the variation due to the regression model and measurement error.
The next result gives the asymptotic null distribution of the V n statistic of (2.7). As can be seen from this result, V n does not have any asymptotic bias. 
where τ i , i = 1, 2, 3, are as in (3.3).
To studentize V n , we use the following consistent estimate of τ in the case 0 < λ < ∞.
where s and t are indices of the two sets of validation data respectively,η t orη s is estimated by the other half of validation data. That is,
The standardized test statistic is
whereτ 1 is as in (3.4) . According to the Slusky theorem, T n is asymptotically standard normal. At the significance level α, the null hypothesis is rejected when T n > z α . For large λ, the terms about τ 2 and τ 3 vanish in the asymptotic variance, and thus, the estimated varianceτ is replaced byτ 1 .
Remark 3.2 A significant feature of this test is that we only need to use the standardizing sequence nh 1/2 , which is the same as the one used in the classical local smoothing tests when X is one-dimensional. This shows that the test statistic has a much faster convergence rate to its limit compared to some of the classical tests that have the rate of order nh p/2 . This greatly assists in maintaining the significance level of this test in finite samples when its asymptotic null distribution is used to determine the critical values for its implementation.
When N/n → λ = 0, the standardizing constant will be different because of the plug-in estimater(·) of the function r(·), as is evidenced by the following theorem. 
, and
Asymptotic Power
In this section, we assume N/n → λ, λ a positive constant and investigate the asymptotic properties of the test statistic V n under global and local alternatives. This is because the asymptotic properties can be much more easily derived than those forṼ n . Consider a sequence of alternatives
where G(·) satisfies E(G 2 (B X)) < ∞ and β is a column of B. When C n is a fixed constant, the alternative is a global alternative and when C n = n −1/2 h −1/4 tends to zero, H 1n specify the local alternatives of interest here. Note that the asymptotic properties of the estimateŝ B(q) andβ will affect the behavior of the test statistic V n . The asymptotic results ofβ have been illustrated in Proposition 2.2. Thus, we discuss the result about the consistency ofq here. Under the local alternatives, it is no longer consistent for the dimension q.
Theorem 3.4 Suppose the conditions in Zhu et. al (2010a) hold. Under H 1n of (3.5) with
However, this inconsistency does not hurt the power performance of the test. We will see below in a finite sample simulation study that the test can be much more powerful than the classical local smoothing tests in the literature. 
Remark 3.3 The result (3.6) implies the consistency of the T n test gainst the class of the above fixed alternative. It also implies that under the global alternatives, the test statistic can diverge to infinity at a much faster rate than the existing local smoothing tests in the literature can achieve such as Zheng's test (1996) , which has the consistency rate of the order 1/(nh p/2 ). The test can also detect the local alternatives distinct from the null at the rate of order 1/ √ nh 1/2 while the classical ones can only detect those alternatives converging to the null at the rate of order 1/ √ nh p/2 .
Numerical studies
This section presents four simulation studies to examine the performance of the proposed test (T n ). To compare with existing tests, we consider Zheng's (1996) test (T Zh n ) adapted to the errors-in-variables settings and Song's (2009) test (T S n ) as the competitors. The adapted Zheng's test is the same as our test except that B W is replaced by the original W . This is a typical local smoothing test. Song's test is a score type test and is designed for EIVs models with validation data. Consider the linear regression models under the null hypothesis. In the simulation study 1 below, the matrix B is equal to β and thus, the model is a parametric single index. The dimension of X is respectively p = 2 and 8. Note that our test fully uses the information under the null hypothesis that only relates to a single index β. In addition, we run simulation studies of the testT n based on the statisticṼ n of Theorem 3.1 when 0 < λ < ∞, and illustrate its weakness. The purpose of Study 2 is to confirm that the proposed test T n is not a directional test by assuming B = (β 1 , β 2 ) with q = 2 under the alternative hypothesis. Study 3 is designed to examine the finite sample performance when N < n and N > n. Study 4 considers four nonlinear models. All simulations are based on 2000 replications.
Recall that the tests T n and T Zh n are based on the estimates of the quantities that are zero under the null and positive under the alternative. Because of the asymptotic normality, the rejection regions ofṼ n , T n and T Zh n are one-sided:
and {T 
which is a second-order symmetric kernel and M (u) = K(u). Bandwidth selection. As the tests involve bandwidth selection in the kernel estimation, we run a simulation to empirically select the bandwidths for the three tests in the comparison. Because the significance level maintainance is important, we then select bandwidths such that the tests can have empirical sizes close to the significance level and retain the use under other models. To this end, we use a simple model to select them and to check whether they can be used in general. In our test, there are two bandwidths. As is well known, the optimal bandwidth in hypothesis testing is still an outstanding problem, but the optimal rate of the bandwidth in kernel estimation is n −1/(4+q) where n is the sample size. We then adopt its rate with a search for the constant c 1 in h = c 1 n −1/(4+q) . Similarly, for the kernel estimator of the function r(β W, β), we choose the window width v N = c 2 (N/2) −2/5 , because we halved the validation data set of size N . ForT n , v N is c 2 N −2/5 . To select proper bandwidths, we tried different bandwidths to investigate their impact on the empirical size. To reduce the computational burden, we consider c 1 = c 2 = c to see whether such selections can offer bandwidths for general use. The selection is based on hypothetical models as the primary target is to maintain the significance level. Thus, we compute the empirical size at every equal gird point c = (i − 1)/10 for i = 1, · · · 21. In Figure 1 , we report the empirical sizes associated with different bandwidths when the regression model is µ(x) = β x and p = 2, 8, n = 100, 200, N = 4 × n, and the covariance matrix of X is Σ 1 . We can see that the test is not very sensitive to the bandwidth and a value of c = 1.6 may be a good choice for both T n andT n . For the adapted Zheng's test, there are also two bandwidths to be selected. As the optimal rate for the kernel estimation is h = c 1 n −1/(4+p) , we then also consider c 1 = c 2 = c.
We found that to maintain the significance level, the bandwidths must be with larger c. The initial selection provides us an idea to choose a good bandwidth within the equal grid points as c = 2.5 + (i − 1)/10 for i = 1, · · · 21. The results are also reported in Figure 1 . As for Song's score test, only one bandwidth is required. We also found a larger bandwidth is required. Set the bandwidth as v N = cN We can see that the empirical sizes of T n are not sensitively affected by the bandwidths selected. The curves of empirical size under p = 2 and p = 8 are almost coincident. While the empirical size ofT n is slightly effected by dimensionality, but it is still more robust than that of T Zh n and T S n . A value of c = 1.6 is worthy of recommendation for both, T n andT n . However, the empirical sizes of T Zh n and T S n associated with the bandwidths are not as robust as that of T n . The empirical sizes show the efficient bandwidth changes as p increase. When p is small, a small h can keep the theoretical size. As p increase, a larger h is necessary. This phenomenon is particularly serious for T Zh n . For the bandwidths of T Zh n , c = 3.9 is appropriate. Finally, c = 2.2 seems to be proper for T S n . Study 1. The data are generated from the following model:
The case of a = 0 corresponds to the null hypothesis and a = 0 to the alternatives. In other words, both the hypothetical and alternative models have a single index B = cβ. Models under H 11 and H 12 represent low frequency alternatives while H 13 is an example of high frequency alternative. In H 11 and H 12 , the alternative parts (β x) 2 and exp(−(β x) 2 /2 always exist for any nonzero a. While for H 13 , the alternative part cos(0.6πβ x) appears and disappears periodically for a = 0, which makes the bandwidth selection process even more challenging. Because a large bandwidth selected to maintain significance level may make the test obtuse to high frequency alternatives. The dimension p equals 2 and 8 such that we can check the impact from the dimensionality. Let β = (1, 1, · · · , 1) / √ p. The number of validation data is N = 4n. The simulation results are presented in Tables 1, 2  and 3.   Tables 1-3 about here From these tables we see that when p = 2, T S n performs very well. This is expected when the dimension is low or moderate, because the consistency rate of this test is 1/ √ n. Also, when p is small, T
is also affected by the dimensionality because the residuals contain nonparametric estimation by local smoothing technique. Its powers decrease both for small and large sample size. On the other hand, the dimension-reduction adaptive-to-model test T n does not suffer from the curse of dimensionality in the limited simulation studies presented here. When p is large, T n performs better than T S n . The finite sample power of the T S n test is poor against the alternatives H 13 for both the cases p = 2 and p = 8. This may be due to the fact that T S n is a directional test. We illustrate this problem in the next study.
The comparison between T n andT n is another purpose of this study. We find that the empirical power ofT n is slightly higher than that of T n , but the size ofT n also tends to be slightly larger, even when n = 200 and p = 2. AlthoughT n has bias, but each residual inT n is estimated by all validation data which is more precise with smaller variance than that of T n derived by half validation dat. We can then conclude, based on this limited simulation, the testT n is slightly more liberal than the bias-corrected test T n , but also slightly more powerful. These two tests are competitive. Therefore, in the following simulation studies, we only report the results about T n to save space.
Study 2. In this study, we aim to design a simulation study to check that the dimensionreduction model-adaptive test T n is not a directional test, while Song's test T S n is. The data are generated from the following model:
Here also, a = 0 corresponds to the null hypothesis and a = 0 to the alternatives. The matrix B = (β 1 , β 2 ) and then the structural dimension q under the alternative is 2. Let p = 4, β 1 = (1, 1, 0, 0) /2 and β 2 = (0, 0, 1, 1) /2. The number of validation data is N = 4 × n.
The simulation results are presented in Table 4 . From these results, we first observe that T S n has good performance under H 14 , which coincides with that in Study 1. However, the poor performance under H 15 shows that T S n is a directional test as this alternative cannot be detected by it at all. At population level, we can see that the conditional expectation of the residual is equal to zero under this alternative. In this case, T n still works well. This lends support to the claim that T n is an omnibus test.
Tables 4 about here
Study 3. In this study, we aim to explore the impact of the estimation of r(·) on the performance of the proposed tests. Small λ = lim(N/n) means that there are not many validation data available and large λ means the estimatorr(·) is very close to the true function r(·) ) n . To examine whether these two variants of the test T n work or not, we generate data from the model H 11 in Study 1. When the size of validation data is such that N/n = 0.1, 0.5, T
(1) n is used, and when N/n = 4, 8, T (2) n is applied. As T (1) n is a test with very different convergence rate, we then also need to choose bandwidths suitable for it. Similarly as the above, we also search for the bandwidths at the rates v N = c 1 (N/2) −1/3 and h = c 2 n −1/(2+q) .
Let c 1 = c 2 = c. We found that c = 2 is a good choice. For T (2) n , only the asymptotic variance changes, we then still use the same bandwidths as before. When λ = 0.1, 0.5, we then use larger sample size of validation data N = 100, 200, otherwise, N is too small to make the tests well performed. The simulation results are presented in Table 5 . Table 5 about here   From Table 5 , we have the following two observations. First, for λ = 0.1, T n is more conservative with lower power than T (1) n . This seems to say, T n is less sensitive to the alternative model than T (1) n . This phenomenon would come from the improper selection of bandwidths for T n because Conditions (h1) and (h2) assure that the consistency of T n and T (1) n require different ratios of h and v N . Thus, when N/n is very small, T (1) n seems to be a better choice than T n . But when λ is closed to 1, T (1) n cannot maintain the significance level well. Secondly, T (2) n has very slightly higher empirical size and power than T n . Overall, the performances of T (2) n is very similar to that of T n . Therefore, when the size of validation data N is reasonably large, and the ratio N/n is large, T (2) n would be applicable. Also, from the simulations we see that although T (1) n can be used, it does not maintain the finite sample significance level as well as the T n test does. Thus, when the ratio N/n is not too small, we recommend the test T n , rather than T (1) n , for practical use. Study 4. In this study, a nonlinear single-index null model is considered. We try four alternatives with different structural dimension as follows: We have the following observations. First, the model-adaptive method T n has greater empirical power than T Zh n for all chosen alternatives. Under H 18 and H 19 , though convergence rate of the two teats are same, T n is still more powerful than T Zh n . Because T n is constructed by nh
Secondly, the power of T Zh n decreases quickly as p increases while that of T n does not.
Appendix. Proofs
This section is organized as follows. In Section 5.1, Proposition 2.2 is proved. The proof of Theorem 3.4 appears in Section 5.2. Based on the asymptotic behavior ofβ andB under the local alternatives, the proof of Theorem 3.5 is included in Section 5.3. As Theorem 3.2 is a special case of Theorem 3.5 when C n = 0, its proof is omitted. In Section 5.4, we only sketch the proof of Theorem 3.1 as it is similar to that of Theorem 3.5. Section 5.5 shows a sketch of the proof for Theorem 3.3.
Proof of Proposition 2.2
The claim (1) has been proved in Lee and Sepanski (1995) . We now prove the claim (2). Recall some notation: X is n × p matrix whose ith row is x i , i = 1, · · · , n, X v is the N × p matrix whose sth row isx s , s = 1, · · · , N , and Y is a n × 1 vector, while g(X v β) represents the N × 1 vector and equals to [g(β x 1 ), · · · , g(β x N )] . The matrix D is the n × k matrix whose i-th roww i is a 1 × k vector consist of polynomials of w i . The matrix D v is the corresponding matrix of validation data, whose s-th roww s is a vector consist of polynomials ofw s . For linear model,w i = w i andw s =w s . For nonlinear model, we letw i be a vector consisting of a constant and the first two order polynomials of w i . Let
The estimatorβ satisfies the first order condition: ∂Q n (β)/∂β = 0. By Taylor expansion and the mean value theorem:
whereβ is a vector satisfying β − β ≤ β − β 0 , and
Let g , g denote the first and second derivatives of g, respectively. By the LLNs,
,
On the other hand,
This completes the proof of part (2) of Proposition 2.2.
Proof of Theorem 3.4
Denote ζ = Cov(X, W )Σ −1 W W . In the discretization step, we construct new samples (ζ i , I(y i ≤ y j )). For each y j , we estimate Λ(y j ) which spans S I(Y ≤y j )|ζ by using SIR and denote the estimate by Λ n (y j ). In the expectation step, we estimate Λ = E[Λ(t)], which spans S Y |ζ , by Λ n,n = n −1 n j=1 Λ n (y j ). Let λ 1 > λ 2 > · · · > λ q > λ q+1 = 0 = · · · = λ p be the descending sequence of eigenvalues of the matrix Λ andλ 1 ≥λ 2 ≥ · · · ≥λ p be the descending sequence of eigenvalues of the matrix Λ n,n . Recall the D n inq of (2.8) was selected as √ n. Define the objective function in (2.8) as
Now we prove that for any l > 1, P (G(1) > G(l)) → 1, i.e., P (q = 1) → 1.
. By the second order Taylor Expansion, we have log(λ i + 1)
{log(λ i + 1) −λ i } converge to a negative constant in probability. Since nC 2 n /n 1/2 → 0 and l(l + 1) > 2, P (G(1) > G(l)) → 1. Now we check the condition of Λ n,n − Λ = O p (C n ). First, we investigate the convergence rate of Λ n (t) − Λ(t) for any fixed t. We have
It is easy to see that
We can use the matrix
to identify the central subspace we want. Denote m(t) = E[(ζ − E(ζ))I(Y ≤ t)]. The sample version of m(t) ism
where
Let Y a be the response under the local alternative, then
The convergence rate of the first term in the right hand side is O p ( √ n). For simplicity, we assume E(ζ) = 0. The second term is 
Proof of Theorem 3.5
In this subsection, we first prove (ii) which is the large sample property of V n under the local alternatives and then give a sketch of the proof of (i). For the local alternatives in (3.5), according to Theorem 3.4,q = 1 with a probability going to 1. Thus, we can only work on the event thatq = 1. Note thatB(q) converges to β/ β in probability rather than the p × q matrix B that is the dimension reduction base matrix of the central mean subspace. In other words,B is not a consistent estimate of B. However, in this proof, we still use B to write the limit ofB for notation simplicity. By Proposition 2.2, we havê
Let G i = G(z i ) and ∆ i = ∆(z i ), where z i = B w i , G is as in (3.5) , and ∆ as in (3.1). Recall the notation from (2.3) and (3.2) . Rewritê
Recallingẑ i =B w i , we obtain the following decomposition for V n .
say.
We now deal with V ni 's in the following steps.
Step 5.1 nh
, where τ 1 is as in (3.3) and
Proof: It follows from (5.2) that
Step 5.1.1. Deal with I 1 . Rewrite I 1 = I 1,1 + I 1,2 , where
Following Lemma 3.3a of Zheng (1996) we obtain nh 1/2 I 1,1 → D N (0, τ 1 ), where
The Taylor expansion yields that
Similarly as I 1,1 , I * 1,2 is a degenerate U-statistic with kernel
Combining B − B 2 = O p (C n ) and nh 5/2 → ∞, we obtain nh 1/2 I 12 = o p (1). Hence
Step 5.1.2. Next, consider I 2 . Rewrite I 2 = I 2,1 + I 2,2 , where
By computing the second order moment, we know I 2,1 = O p (1/ √ n). As to I 2,2 ,
Since the kernel function K(·) is symmetric, I * 2,2 can be rewritten as a non-degenerate Ustatistic. Thus I *
Combining the convergence rates of I 2,1 and I 2,2 , we know that nh 1/2 C n I 2 = o p (1).
Step 5.1.3. Consider I 3 . It is easy to see that
Summarizing the above results for I 1 , I 2 and I 3 , we have that if
, thereby completing the proof of Step 5.1.
Step
, where τ 2 is defined in (3.3) and
Proof: Rewrite V n2 as
Step 5.2.1. Deal with the term V n2,1 . It can be decomposed as
Recalling the definition of the estimator of r (2) (β w, β) in (2.3), we have
whereĝ s is defined in (3.2) . In order to analyze r j −r j(2) further, we need the following entities. Let
The kernel function M v N (β w j −β w s ) in the numerator of (5.7) can be rewritten as
and the denominator can be decomposed as
Further, write
Combining the above decompositions into (5.7), r j −r j(2) can be decomposed into 12 terms, and then V n2,1 can be decomposed into 24 terms. We only consider the following three terms that make non-negligible contribution. The remaining terms can be shown to be asymptotically negligible, in probability. Accordingly, consider
(5.10)
wheref N (2) (β w j ) is defined in (5.8), and Q 1(2) (·), Q 2(2) (·), Q 3(2) (·) are in (5.9). Letf denote the density of β W .
We first prove that nh
, where
Thus, the application of Cauchy -Schwarz inequality yields that
).
For I 42 , we can obtain that given β w j ,
andf ( β w j ) is uniformly bounded below, we only need to bound Q 2 1(2) (β w j ) in the numerators. But
where C 1 and C 2 are two constants. The last inequality is obtained by Conditions (f),(r) and (M). Thus E[I 
Consider I 5 . Rewrite it as I 5 = I 51 + I 52 , where
(5.11)
Note that
The second equation holds because z j = B w j = β w j / β . Further,
Thus,
. By Central Limit Theorem we have
where σ 2 (Z) and ξ 2 (Z) are defined in (3.1). By some elementary calculations, we can derive
Hence
Now consider I 6 . Recall the definition of Q 3 (2) in (5.9) and the definition ofg below (3.2). Taylor expansion of the functiong yields that I 6 = I * 6 (β −β)(1 + o p (1)), where
It is easy to see that for any given β w j , E[I 62 (β w j )] = E[g (β x)x |β w j ] by noticing thatx has the same distribution as that of x. By Lemma 2 of Guo et al. (2015),
Similarly, as in the proof for I 4 , we can also derive that as
Hence nh 1/2 I 6 = o p (1).
Combining the above results for I 4 , I 5 and I 6 with the fact that the remaining 21 terms tend to zero, in probability, we obtain that nh
where τ 2 is in (3.3).
Step 5.2.2. Next, consider the second term V n2,2 of the decomposition (5.6). Rewrite
Similarly as the decomposition in (5.7), V n2,2 can also be decomposed into 24 terms. Again, we only give the detail about how to treat the three leading terms. Again, the remaining 21 terms tend to zero, in probability. The three leading terms are:
, which was proved when we handled I 4 . By the Cauchy-Schwarz inequality,
To deal with I 8 , decompose I 8 = I 81 + I 82 , with
wheref (β w) is the density of β w. By some elementary calculations, one can verify that E[I 
]. Next, note that
Now we bound E[I
The second inequality is from the fact thatf (β w) is bounded below and sup (N v N ) ). By the Markov inequality,
. Combining these results, we obtain that
The above results about I 81 and I 82 in turn yield that nh
Now we analyze I 9 . Recall the definitions that
. Write I 9 = I 91 + I 92 , where 
].
Similar to the proof of I 82 , we have nh
By the first order Taylor expansion,
Combining the result of (5.1),
By computing the second moment of I 911 − I * 911 and using the Markov inequality, one can verify nh 1/2 C n (I 911 − I * 911 ) = o p (1). Hence nh 1/2 C n I 9 → ν 2 . These results about I 7 , I 8 and
Step 5.2 is finished.
, where ν 2 and τ 2 are as in (5.5) and (3.3).
Proof: The proof is similar to that pertaining to V n2 in STEP 5.2. The only difference is that instead of the representation (5.7) we now use
Further the definitions in (5.8) and (5.9) are changed intō 14) and
We omit the details here.
Step 5.4 nh
, where τ 3 is as in (3.3) and
Proof: By the same decompositions in (5.7) and (5.13), V n4 can be decomposed to 9 dominant terms, and seven of those are of order o p (1/nh 1/2 ). We investigate the other two terms as follows:
Similar to the proof of I 5 , we have N h 1/2 I 10 → D N (0, 2τ 3 ), where τ 3 is defined in (3.3).
Similarly as I 91 , I 11 can be rewritten as
Combining the result of (5.1), nh 1/2 I 11 converges to ν 3 in probability. Hence
Step 5.4 is completed.
Altogether, Steps 5.1-5.4 conclude the proof of (ii) in Theorem 3.5.
Next, we give a sketch of the proof of (i), which describes the asymptotic power performance of the test under the global alternative with fixed C n ≡ C. Let
which is different from the true parameter β 0 . HereW is a vector consisting of polynomials of W . Then, for fixed C n ≡ C,
We can obtain that V n tends, in probability, to a positive constant since the third term in the right hand side of the above equation is not 0. Similarly, we can also prove that τ converges to a positive constant. We then have that V n /τ converges in probability to a positive constant. That is, the test statistic nh 1/2 V n goes to infinity at the rate of order nh 1/2 . The proof is finished.
Proof of Theorem 3.1
As the arguments used for proving Theorem 3.5 with C n = 0, the results
are applicable for proving this theorem, we then omit most of the details, but focus on the bias term. The termsf N (j) (x), Q k(j) (·), k = 1, 2, 3 and j = 1, 2 in the proof of Theorem 3.5 are replaced bȳ
and
Using the same decomposition as in the proof of Step 5.4, we also have a term similar to I 10 with the conditional expectation as
Separate the summands with s = t and s = t to write the leading term in the above expression as the sum of the following two terms.
Since K is symmetric, I * 101 can be written as an U-statistic with the kernel
Further,
Thus the U-statistic I * 101 is degenerate. By Central Limit Theorem for degenerate U-statistic (see, Hall 1984) ,
, where τ 3 is defined in (3.3) . Further, the fact that
Proof of Theorem 3.3
When N/n → 0,β andB are √ N consistent estimates of β and B, respectively. Again as the decompositions used in the proof of Theorem 3.5 are applicable for proving this theorem, we give only a sketch of the proof of (i) here. Put C n = 0 in the proof of Theorem 3.5. We only consider I 1 , V n2,1 , and
, following the proof of Step 5.2, we obtain that N v 1/2
Recalling the notation in (3.1), (3.2), (5.17) and (5.18), I 10 can be written as
Again define its conditional expectation as
Note that β w = β z. Thus,
Letṽ N = v N / β . Then we have
By Theorem 1 of Hall (1984) , N v
We also have in probability
Further it can be proved that
Then the Markov inequality implies that both I 103 and I 104 converge in probability to zero at the faster rate than 1/(N v
Hence N v 
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