INTRODUCTION
The object of this paper is to prove the following result.
THEOREM. Suppose p is a prime, A is an elementary Abelian p-subgroup of a finite group G, m(A) = 3, and 8 is a near solvable A-signalizer functor on G. Then 8 is complete.
(2) The statement G is near A-solvable means that A is an elementary abelian p-group acting on the near p-solvable group G, and that C,(A) is solvable.
(3) The statement "0 is an A-signalizer functor on G" means that A is an abelian r-subgroup of the group G for some prime r, and that for each a E A# there is defined an A-invariant r'-subgroup B(C,(a)) of C, (a) such that Wa> n &C, (b) ) E e(C&)) foralla,bEA#.
(*I
The property (*) is called balance. 0 is said to be a near solvable Asignalizerfunctor, if in addition O(C,(a)) is near A-solvable for all a E A#. (4) The associated set of A-signalizers is the set of all near A-solvable subgroups X of G having the property that C,(a) !Z O(C,(a)) for all a E A#. It is denoted M,(A). The set of maximal elements of W,(A) under inclusion is denoted by M,*(A).
(5) Let WI = LAX GYG(4) and 181 = CaeA# I W&)>l~ (6) For s E n(0) let &,(A; s) be the set of all s-groups in PI,(A), and let Mg(A; s) be the set of maximal elements of M,(A; s). The elements of M,*(A;,s) are called S,(A)-subgroups of G.
(7) We say 0 is complete if G contains a unique maximal element of I&(A) under inclusion. The element is then denoted 8(G) . (8) We say 8 is locally complete if for every non-identity element X of Pi,(A), NJX) contains a group @r,(X)) which is the unique maximal element of M,(A) contained in NG(X). In this case we set B(C,(A)) = cum n w3.
(9) For every non-identity subgroup B of A, let fxG(B)) = n, f%G (b) ).
bsB (10) A group is semi-simple means that G is the direct product of its normal non-abelian simple groups. A group is perfect if it is its own derived subgroup. A group G is an E-group if G is perfect and G/Z(G) is semisimple. Given any group H, E(H) is the unique maximal normal E-subgroup of H, P(H) is the fitting subgroup of-H, and F*(H) = E(H) F(H) is the generalized fitting subgroup of H.
(11) The solvable radical of a group G is the unique maximal solvable normal sugroup of G. It is denoted Sol(G).
(12) Let G be a group. The components of G, P(G), is the set of subnormal non-abelian simple subgroups of G. P(G) = {G} when G is solvable. When G is nonsolvable L?(G) is the set of all subgroups X of G which contain Sol(G) and satisfy X/Sol(G) E LP(G/Sol(G)).
(13) K(G) 2 Sol(G) and K(G)/Sol(G) = E(G/Sol(G)). (14) R(G) = (-) {NG(X)IX E @p(G)}.
In definitions (15) to (24) (20) For each YE D(O) and X E n&4) define e,(x) = (~(4 y, -9).
(21) For each YE D(0) and X E C(& Y) define e;(x) = we, y, m), e:(x) = (x,1(x,, x,) E w, y, xc e;(x) = (x, 1(x,, x2) E p(e, Y, x)). (24) Suppose r = B:, Or, OL, 8,, or OS,,, , and X is an A-invariant subgroup of G such that O(X) and Z(e(X)) are defined. Then we write r(x) = r(e(x)).
(25) Suppose X and N are subgroups of a group G, and G = N x C,(N). Then Proj,(X) is the projection of X on N where projections are taken with respect to the pair (N, C,(N)).
Glauberman conjectured that es,, is a solvable signalizer functor whenever 8 is a signalizer functor. We shall show this when 0 is a near solvable Asignalizer functor (see Lemma 3.1) . This subfunctor furnishes Frattini type arguments which simplify proofs (see Theorem 2.1 l(c) ). In [ 141, es,, is nested inside another subfunctor O,,,. . Combining these ideas it can be seen that the above conjecture is valid in a large class of signalizer functors.
Remarks on the proof: The proof pivots on showing that Bv is a signalizer functor for all YE D(B). Assume 8 is a minimal counterexample. Then & is complete and 8 is locally complete. Since Ok(G) E B,(G) E II@(A) it follows first that 8:(G) E W,(A) and then 8:(G) E NJ&(G)). By local completeness 8;(G) E II,(A) or B;(G) = 1.
First suppose that B:(G) & M,(A) for some YE D(O). Then the structure of AB(C,(a)) for all a E AX is obtained. The structure of e(G) readily follows and leads to a contradiction.
Next suppose By(G) E M,(A) for all YE D(O). Then for any X, Z E ai,(A), such that X n Z is nonsolvable, there is a YE D (8) , which depends on X n Z, such that (
It is then almost enough to obtain a non-solvable WE n@(A) satisfying: K( IV) s U E n, (A) implies Us W. Subgroups with such properties are treated in Section 4.
The principal idea, used in this paper and in [14] , is illustrated in [S, Lemma 2.11 and Theorem 4.51 . This technique focuses on subfamilies of n@(A). In this paper we are keying on families each of whose members intersect O(C,(A)) in a fixed subgroup.
2. PRELIMINARY LEMMAS LEMMA 2.1. Suppose the abelian p-group A acts on the PI-group X. Then X = (C,(AJ A/A,, is cyclic).
Proof: See [ 6, Lemma 2.11. LEMMA 2.2 (Glauberman) . Suppose the n-group A acts on the Y-group K. Suppose K is generated by A-invariant subgroups K,, Kt,..., K,, and K,K/ = KiK, for all 1 < i, j < n. Then C,(A) = G,(A) C&U s-e C&O Proof See [ 11, Lemma 2.11. LEMMA 2.3. Suppose 8 is an A-signalizer on a group G, P E &(A; r), and B is a non-cyclic subgroup of A. Then the following statements are equivalent :
(1) PE MB@; r), (2) C, (b) is an S,-subgroup of B(C(b) ) for all b E BY Proof See [6, Lemma 3.21 . LEMMA 2.4. Let G be a group and G= G/Sol(G). Then the functors F*, K, E, and Sol satisfy: = Co(a) for all a E AX is a solvable A-signalizer functor on GA. By Lemma 2.1 and [5] , G is solvable. Let G/M be a chief A factor, and let B = C,(G/M). By induction we may suppose M is abelian. Since G/M is solvable, Lemma 2.1 implies that A/B is cyclic. Lemma 2.1 implies that C,(B) centralizes M. Hence G = MC,(B) is abelian. group X. Suppose the outer automorphism group of each chief section of each characteristic section of X has cyclic sylow p-subgroups. Let B be a subgroup of A. Let W = (C,(E)(E x B = A), and Z = C,(B). Then (a) If X is a chief XA factor, it follows that X = W or X = Z. (b) WZ=ZW=X.
Proof, (a) The subgroups W, Z are unaffected if we replace (A, B) by (A/D, BD/D) where D = C,(X). H ence we may first suppose that C,(X) = 1, and then suppose that X is non-solvable. The hypothesis applies to (C,(a) , A, C,(a), C,(a)) replacing (X, A, W, Z) whenever a E A# and (a) acts semiregularly on P(X). By induction C,(V) z W or C,(v) E Z whenever V is a non-identity subgroup of A acting semi-regularly on 2?(X).
Suppose first that we can find I', , I',, V, E &?,(A) all distinct and such that Vi acts semi-regularly on 9(X). Then by permuting the indices we may suppose (C,V,), C,#,)) G L w h ere L = W or L = Z. However, C,y( Vi) is a maximal A-invariant subgroup of X, and C,( V,) # C,( V,). Hence X = W or x=z.
We may therefore suppose that there is at most one element of g,(A) not acting semiregularly on 9(X). We may suppose that 1 #A is cyclic. (m) Let X be a nilpotent C-invariant subgrouup of G. Then X E F(M).
(n) The class of subgroups of G isomorphic to M is a conjugacy class of subgroups of G.
, then G has an abelian sylow r-subgroup.
Proox (a) and (b) follow by [ 15; 16, Theorem 111. Hence by (b) and sylow theorems we may suppose f is a field automorphism. Now a count (see [ 1, 9.4.10 and 14.3.21) shows that F(C) is a sylow subgroup of G. So (n) holds. The sylow r-subgroups of SL(3, 2") are abelian for r # 2 or 3. Hence by [16, Theorem 9; Lemma 15.1.11, (0) 
quence of (f) and ('j). Part (m) is a consequence of (e) and (k). So it remains to prove (c) 
First suppose G z L,(3p) or U3( (2p)2). By [3, Sects. 8.4 and 8.51 , C is a maximal subgroup of G and (d) holds. Hence M = C. Hence (e), (f) and ('j) follow directly from the structure of C. By [IS] , Aut(G) = Inn(G) CAutcGl(f); so NAUtco(C) = CAutcGjdf). Moreover OP(CAUuGj(f)) g Aut(C). Both (c) and (g) follow directly from the structure of Aut(C).
Suppose then G g L,(2p) or SO. By [ 15, 161 , OP(Aut(G)) = Inn(G). Hence (c) is a consequence of (e), (g) is a consequence of (d), and (j) holds by inspection. So it is enough to verify (d), (e), and (f). The results for G E L,(2p) are well known. The results for G g SZ(~~) are given by [ 16, Theorem 91 . Hence by induction we may suppose A acts transitively on {G,, G?,..., G,}. Let B = N,(G,). Since A is abelian and acts transitively on {G,, Gz,..., G,}, it follows that B is independent of i. Hence we may suppose first that B = C,(G) and then B = 1. So it suffices to treat the case when A acts regularly on (G, , G, ,..., G,}. This is straightforward. Proof Let A, = NA(J)/CA(J) and C, = C,(A,) for each J E 9(G). Since D is solvable, Theorem 2.8 (b) implies that A,r Zp for all J. Now D = x {J@lJE P(G)}, and J@ + Proj,(J@) is an isomorphism; whence, by Lemma 2.9, Proj,(D) = C,(A,) = C, g J@ and Proj,(F(D)) = Proj,(F(J@)) = F(C,). Let K = x {KJ] J E Y(G)}. Theorem 2.8(e) implies that K is solvable and F(K) is abelian. Now let X be a solvable DA-invariant subgroup of G which contains D. Then Proj,(X) is a solvable Proj,(D) = C, invariant subgroup; hence Proj,(X) s KJ by Theorem 2.8(d) . In particular, F(K) n XC F(X). Now Proj,(F(X)) is a nilpotent C, invariant subgroup. By Theorem 2.8(m), F(X) = X n F(K). Since F(D) = D n F(K) g F(K), it follows that 1 # F(C,) E Proj,(F(X)) E F(K,) for all J. Theorem 2.8(e) implies that F(K) = C,(F(X)). Theorem 2.8(d) implies that K = N&F(K)). We have shown (a), (b) , (c) , (e) and (f).
Next we show (h). So suppose Proj,(X) is not nilpotent. Let G, = (J") and X, = Proj,,(X). If F(J@) c X,, then To prove 6) we may suppose XC_ D, and J@ n X = 1. Then [X,J@] E xn J@= 1 which proves (j).
Let S be as in (k). By (f) and (h), each Z E S satisfies [Z, A] c [F(M), A].
Part (c) and [8, Theorem 5.2.31 
Theorem 2.8(n) implies (d). It remains to prove (m). Suppose X, Y, J, and V are as in part (m). We may and do assume Y = XV. Let G, = (J"), G, = C,(G,) and X, = ProjG1(X). As in (h) we get VnX, = 1. Since C,(XV/X) G C,(X, V/X,) = G, x C,,(X, V/XI), we may suppose G, = G. Then Xn D = 1. By (f) and (h), Xc F(M). Let T = C&XV/X) and U = C,(T). To complete (m), it suffices to show C,(U) <F(M). By (c) and Theorem 2.8(e), F(M) is abelian and has order relatively prime to the order of T/F(M). Since Xf XV, it follows that 1 # C,,,,(T/F(M)) = C,,,,(T) < U.
Since U is also A-invariant, it follows that 1 # Un J for any J E Y(G). Also
J E Y(G)} = F(M). We are done. THEOREM 2.11. Suppose the elementary abelian p-group A acts on the near p-solvable group G. Suppose D = Co(A) is solvable. Let X be any DAinvariant subgroup of G. Let Y(X) be the set of all subgroups of X which are (X n D) A invariant and solvable. Then all of the following hold:
A4 oreover, ifX n N is solvable, then Xc N&(9'(N))).
(4 NAV'W)) = W'"(X)).
Proof: Theorem 2.10 ( 
Prooj
We may and do suppose C,(K(G)) = 1. Let F = A f7 @GA) and let B be a complement for F in A. Since AD is transitive on Y(G), it follows that F = NA(J) z Z, for each J E Y(G). Hence B acts regularly on J" for all JE Y(G).
Hence Jg (J") n C(B) E Lf(C,(B)) for all JE Y(G), and
Clearly, D acts transitively on ip(C,(B)). So E(C,(B)) 0 dAC,(B) = ADC,,,,(B). Let S = Sol(C,(B)).
Let K = (J") n C(B) for some JE Y(G). Then S centralizes K. Hence S normalizes K. Hence S normalizes C,,,,(C,,,,(K) 
6, S g K(G). Hence S centralizes Proj,(W) = J for all J E Y(G). So S c C,(K(G)) = 1, proving (c).
(d) We take projections of subgroups of K with respect to internal direct products of K. Let N be the product of all components J of K satisfying Proj,(Z, n K) is nilpotent. Theorem 2.10(b) implies that N = K, .
Hence K, and consequently K, admits Z. LEMMA 2.14. Suppose the elementary abelian p-group A acts on the near p-solvable semi-simple group X, C,(a) is solvable for some a E A#, and W is a subgroup of C,(a) admitting AC,(a). Suppose C,(A) = 1. Then w= 1.
Proof: Let J E g(X), K = C,( a ), and Z = Proj,(W). Then Z is a normal subgroup of K. Theorem 2.8e, j imply that Z = 1 or F(K) & Z, and 
ProoJ We may and do suppose Sol(G) = 1. Then C,(K(G)) = 1. Now (c) follows from (b) .
(d) This follows from Theorem 2.100 and part (b).
SUBFUNCTORS
In this section G is a group, A is a non-identity elementary abelian psubgroup of G, 0 is a near solvable A-signalizer functor on G, and D = e(C,(A 1). LEMMA 3.1. esO, is a solvable A-signalizer functor on G. Moreover, if m(A) > 3, then 0 is complete.
Proof: Theorem 2.11 (b) implies es,,, is a solvable A-signalizer functor on G. Now apply the main theorem of [5] to finish. 
Proof
We may suppose X, DA = G. By Theorem 2.1 l(c, d) we may suppose X, is solvable. We may then reduce to X, = 1 and apply Lemma 2.12 to finish. (c) This is much the same as (a). We may suppose G = XA, X = K(X) S;(X), and Sol(X) = 1. If K(X) n D E, Y, then (X, K(X), X,X(X)) E P(0, Y, X). So we may suppose K(X) n X, @X1. Then, as in (a) using Lemma 2.13, it follows that (K(X) C,( IV), CK,,,,(w)) E P(O, Y, X) where w = (x, n K(Xy. This is false. So Vf7 X, &X,. Since Vn X, 4 X,, it follows that X, = X,(Vn X,). Hence X, =X, x W= D, X W, and W= Xy. Since all minimal normal subgroups of G in X contain W, it follows that K(X) is the unique minimal normal subgroup of G in X. Let K = K(X). Now X = KRD.
Let K, = C,(w>, K, = C,(K,), E = Dn K,, and E* =F(E)? S, = C,(E*), and S = NK(Sz). We shall first show K, = 1 = D,, then L c S,, then R n K E S, is abelian, and finally R E S, .
Since NnKnD<D,nK<K,, Lemma 2.16(d) This is false, whence X, =X,(X, n K). Now D n ((D n X,)(X, n K)) = D n X, $ Y. Hence we may suppose X, = (D n X,)(X, n K). In particular, KD = W. By Lemma 2.13, (K, 1) = (Or(G), O:(G)) and Y = 1. Now X, f? K is non-solvable. Since Proj,(X, 0 K) admits Proj,(D n K) for J E p(w) and D is transitive on y(W), we have Proj,(X, f7 K) = J for all .I E y(W) (see Theorem 2.8(d) ). Hence X, n K is semi-simple, X, n K = 1, and X, s C,(X, n K) = 1. So X, = I, and (X,, 1) E P(O, Y), a contradiction. For each ME 9 let M* be the unique maximal element of Y(NMD). This is well defined by (3.7). Next we show M*nN=DfnN for any M E Y'. (3.8) Clearly, Df GM* for any ME .Y. Hence N n Df E N n M*. Conversely, M* n N admits DA, whence (M* n N) D, E DC. So (3.8) holds. By (3.2) and (3.8) , DF n NQ G. Now (3.4) and ( Let K,/K be a chief G factor in R. Then R = K, D,. Let E, = C,(K,/K). Since G = K, DA it follows that E, = C,(G/K). So [K, E,] is normal in G. By (3.13) , [K, E,] n D = 1, whence [K, E,] = 1. Hence E, s Z(G)n E = 1. In particular, K,/K is non-solvable. Since KC,(e) # G for any e E Es, hypothesis A applies to (KC,(e) is independent of e E E#. By Lemma 2.1, W x (K n D2) a G. Hence K=L. (3.14) By A5 and (3.14), K, is perfect. Let J be a component of K,/L. Hence r is a prime divisor of the schur multiplier of J. Hence the conditions of the lemma imply that p > 5. There are only two possibilities: either J g 92(3p) and r = 2, or Jz UJ((2p)2) and r = 3. Let S be the unique maximal solvable subgroup of H containing D. Theorems 2.1O(c, b) and 2.1 l(a, b), imply that S is well defined and that S contains a sylow r-subgroup of K,. The conditions of the lemma apply to (SA, S, A, D, D,, D,) . Since SA # G, hypothesis A6 applies and implies that L has a complement in S n R. Hence L has a complement in a sylow r-subgroup of K, . By [4] , AK, splits over L. Hence, K, = KY x L, a contradiction. DEFINITION. Suppose G is a group. deg,(G) is the least integer n for which G has a faithful permutation representation of degre n.
9(G) is the set of all subgroups X of G for which K(X) = X holds. Let T be a subset of 9(G).
3',(T) = {X E TIdeg(X) > deg( Y) for any YE T}, %(T) = FE ~,(T)IIWW~)l > I YISWI for any YE 9,(T)}, 9*(T) = {XE 23#)lXl>
I YI for any YE .9&r)}.
We write 9*(G) = 9*(9(G)). Suppose 0 is an A-signalizer functor on G. Then 9(13) = U {3'(X)(XE n,(A)} and s*(e) = 9*(.9(19)).
Hypothesis B. G is a simple nonabelian group. Let X be any perfect member of .@(Aut(G)). Then deg(X) < deg(G) if X& Inn(G).
Hypothesis C. G is a group. Each non-abelian simple section of G satisfies hypothesis B.
Let G be a permutation group on a set R. Let A be a subset of R and let S be a set of subsets of Q. We define GA=f-l {G,laEAJ,
G(S) = GS/G, and
We consider G(S) and G(A) as permutation groups on S and A respectively in the natural way.
LEMMA 4.2. Suppose G = K(G) is a group. Then deg,(G) > deg(G).
Proof:
Suppose false. Choose a counterexample G of least possible order. Let Q be a set of order deg,(G) on which G acts faithfully.
First suppose G is not transitive on 0. Let 0 be the disjoint union of nonempty sets R, and a,, both of which admit G. Let H, = G,,, and H, = C,(H, Sol(G)/Sol(G)).
Let HF = H,/H, n H,, and H = Hf x H,. H: c G(f2,) and H, acts faithfully on 0,) whence deg(H7) < deg,(HT) < Ia, I and deg(H,) < deg,Wd < I Q2 I. Hence deg(G) = deg(H) < deg(HT) + deg(H,) < IQ, 1 + 1 a, 1 = deg,(G). This is false, whence G is transitive on R.
Then H/Sol(H) r G/Sol(G). Hence deg(H) = deg(G). Now
Next suppose Sol(G) acts transitively on Q. Let a E Q. Then G = G, Sol(G), G, # G, and G,/Sol(G,) z G/Sol(G). Hence deg (G) =  deg(G,) < deg,(G,) < deg,(G) . This is false. Let 5' be the set of orbits of Sol(G) on R. Then S is a system of imprimitivity for G.
Let K=G, and 2 = C,(K/Sol(G)). of 9,(9(G) ).
Then X E K(G).
Proof: Suppose false. Choose a counterexample G of least possible order.
Then Sol(G) = 1, and G = K(G) X. Let K = K(G). Suppose K = K, x K,, K, # 1, and Ki a G. 
THE MINIMAL COUNTEREXAMPLE
Henceforth in this paper we shall assume that the main theorem is false and that G is a counterexample of minimal order. Subject to this restriction, we assume that l/3] is minimal. When convenient we shall write H, = @C,(B)) if B is a non-trivial subgroup of A. We also write H, = H(a) for a E A and D = HA. See [5] for (a). See [6, Lemmas 2.6(l) and 5.11 for (b) and (c) . Theorems 3.10, 3.11, 3.3(e) , and parts (a) (b) of this theorem yield (e) and (f). It remains to show (d) . 
ProojI Let a E A" and a E B E &(A). Then C,(B) n K(H,) c K(H,). Hence
Hence it suffices to prove (a).
Suppose that (a) is false. Choose X E M,(A) such that K(H,) G X for all a E AX. Let B E Z&4). By Lemma 2.15, C, , , , (b) We continue use of S = f&,,(G). For the convenience of the reader, we summarize in Theorems 6.1 and 6.2 all the significant structural features of 8 established in this section.
First we shall introduce some important new notation which we shall fix for the rest of the paper. Proo$ Lemma 6.11 and Theorem 6.12 imply that S, = B(C,(F(K(H,) n S))). The result follows directly.
LEMMA 6.14. Suppose B E R. Then KB n S E Hs n S, E K(H,).
Proof: This follows from Lemma 6.13 and Lemma 6.7(b) . THEOREM 6.15 . 8=8*.
Proof. Let a, b E A#, and B= (a, b) . Suppose BE R. Then by Let WF = W" n Wi. For subgroups U of W" let pi: iJ+ v be the projection map of U into WT. For subgroups V of W let pi: V-+ Wf be the projection map of V into W,f . Since K, = x {K, n Wi 11 < i <p}, and F, is transitive on 29, and K = K, n C(F,), it follows that K, = x (p'(K)1 1 < i <p}. Since F, is transitive on ( WF 11 < i <p} and H G C,, (F,) , it follows that Kzpi(K) cp'(K) r K for 1 < i,<p. Hence K, G W*. Similarly, K, G W*. Lemma 5.4 and Theorem 6.1(c) now yield w*= w. (7.6) By (7.5) and (7.6) , W is near p-solvable. Let b E B#. By (7.4), (7.5) , (7.6) , and Theorem 6.1, it follows that pK z K, E C, (b) Hence 13 is complete, a contradiction. This contradiction completes the proof of the main theorem of this paper.
