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Rango nume´rico de una matriz compleja
Ana Gabriela Mart´ınez Elvio A. Pilotta
Resumen. En este trabajo se estudia el concepto de rango nume´rico de
una matriz compleja y se presenta un algoritmo para obtener una representacio´n
aproximada en el plano complejo del rango nume´rico de una matriz compleja.
Se muestran algunos ejemplos nume´ricos y su representacio´n gra´fica.
1 Introduccio´n
Dada una matriz compleja A ∈ Cn×n y un vector (columna) no nulo x ∈ Cn se
define el cociente de Rayleigh como el nu´mero complejo dado por (x∗Ax)/(x∗x),
donde x∗ ∈ Cn es el vector (fila) transpuesto conjugado de x. El cociente de
Rayleigh es utilizado, por ejemplo, para acelerar el me´todo de las potencias para
el ca´lculo nume´rico de los autovalores de una matriz, ver [3, 8]. Si el vector x
tiene norma 1, es decir ‖x‖ = √x∗x = 1, se dice que x es un vector unitario.
En el caso particular que x es un vector unitario el cociente de Rayleigh resulta
x∗Ax.
Ahora bien, una vez definido el cociente de Rayleigh para una matriz A,
estamos interesados en calcular los cocientes de Rayleigh para todos los vectores
complejos unitarios. As´ı, tenemos la siguiente definicio´n
Definicio´n 1 El rango nume´rico o campo de valores de una matriz A ∈ Cn×n
es el conjunto dado por
W (A) = {x∗Ax : ‖x‖ = 1} ,
es decir, el conjunto de todos los nu´meros complejos (x∗Ax) para todo vector
unitario x ∈ Cn.
Es fa´cil ver que W (A) es un conjunto compacto. Adema´s, cuando A per-
tenece a un espacio de dimensio´n finita (como en este caso), se puede probar
que W (A) es cerrado. Notar que si A = I, la matriz identidad, entonces
W (I) = {1}.
El rango nume´rico de una matriz se relaciona con diferentes a´reas de ma-
tema´tica pura y aplicada tales como teor´ıa de operadores, ana´lisis funcional,
a´lgebras de Banach, normas matriciales y de operadores, ana´lisis nume´rico,
teor´ıa de perturbaciones, polinomios matriciales, as´ı tambie´n como en f´ısica
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cua´ntica y otras disciplinas aplicadas ([4, 5]). Por otro lado, diferentes a´reas
de matema´tica tales como a´lgebra, ana´lisis, geometr´ıa, combinatoria, ana´lisis
nume´rico y a´lgebra lineal nume´rica son de gran utilidad para su estudio. De
all´ı que el rango nume´rico de una matriz compleja resulta tan atractivo para
muchos investigadores.
En este trabajo estudiaremos algunos resultados importantes acerca del
rango nume´rico de A. Posteriormente y usando propiedades de la matriz A
caracterizaremos este conjunto. Estudiaremos algunos casos simples y para el
caso general presentaremos un algoritmo para calcular una representacio´n del
rango nume´rico de A en el plano complejo.
2 Algunos resultados teo´ricos y propiedades
Veremos ahora algunas propiedades y consecuencias inmediatas de la definicio´n.
Proposicio´n 1 Si A,B ∈ Cn×n y α ∈ C, entonces:
1. W (A) es invariante por similaridades unitarias, es decir, W (U∗AU) =
W (A) para toda matriz U ∈ Cn×n tal que U∗U = I.
2. W (αA) = αW (A).
3. W (A+B) ⊆W (A) +W (B).
4. W (A+ αI) =W (A) + α.
5. Sea σ(A) el conjunto de todos los autovalores de A. Entonces σ(A) ⊆
W (A).
Demostracio´n:
1. Sea U ∈ Cn×n una matriz unitaria (U∗U = 1), entonces:
W (U∗AU) = {x∗(U∗AU)x : x∗x = 1}
{(Ux)∗A(Ux) : x∗x = 1}
{(Ux)∗A(Ux) : x∗U∗Ux = 1}
{(Ux)∗A(Ux) : (Ux)∗(Ux) = 1}
{y∗Ay : y∗y = 1}, donde y = Ux.
2. W (αA) = {x∗(αA)x : x∗x = 1} = {α(x∗Ax) : x∗x = 1} = αW (A).
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3. Sea x ∈ Cn tal que x∗x = 1, entonces x∗(A + B)x = x∗Ax + x∗Bx =
y1 + y2, con y1 ∈W (A) y y2 ∈W (B). Luego (A+B) ⊆W (A) +W (B).
4. Como x∗(A+ αI)x = x∗Ax+ αx∗x = x∗Ax+ α, entonces W (A+ αI) =
W (A) + α.
5. sea λ ∈ σ(A), entonces existe un vector no nulo x ∈ Cn tal que x∗x = 1
y Ax = λx. Luego x∗Ax = x∗λx = λx∗x = λ y por lo tanto λ ∈ W (A)
para todo λ ∈ σ(A), en consecuencia W (A) ⊇ σ(A).
Recordemos que un conjunto S es convexo si el segmento que une todo par de
puntos de S esta´ contenido en S, esto es, si x, y ∈ S entonces (αx+(1−α)y) ∈ S
para todo 0 ≤ α ≤ 1. Dado un conjunto S, denotamos como conv(S) a la ca´psula
convexa de S, es decir, a la interseccio´n de todos los convexos que lo contienen.
El siguiente resultado, conocido como el teorema de Toeplitz-Hausdorff, sera´
de fundamental importancia para lo que veremos posteriormente.
Teorema 1 (Toeplitz-Hausdorff). Dada una matriz compleja A ∈ Cn×n, el
rango nume´rico de A es un subconjunto convexo del plano complejo C.
Una prueba puede verse en [2]. Para demostrarlo se utiliza induccio´n sobre
la dimensio´n. El caso n = 1 es trivial y el caso n = 2 se prueba separadamente.
El pasaje inductivo de n− 1 a n se prueba para n ≥ 3.
Sean H1 y H2 dos subespacios lineales ortogonales de Cn tales que
Cn = H1 ⊕ H2, donde el s´ımbolo ⊕ denominado suma directa significa que
H1∩H2 = {0}. Sean A : H1 → H1 y B : H2 → H2 dos operadores lineales y defi-
nimos por C = A⊕B al operador lineal deCn dado por C(h1+h2) = Ah1+Bh2,
donde h1 ∈ H1, h2 ∈ H2.
Como consecuencia del teorema anterior, veremos a continuacio´n dos coro-
larios que se deducen del mismo.
Corolario 1 Si A y B son matrices complejas, entonces:
1. conv(σ(A)) ⊆W (A),
2. W (A⊕B) = conv(W (A) ∪W (B)).
Demostracio´n:
1. como W (A) es convexo y σ(A) ⊆W (A) entonces conv(σ(A)) ⊆W (A).
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2. Consideramos Cn = H1 ⊕ H2, A : H1 → H1 y B : H2 → H2, y sea
C = A⊕B. Es claro que W (A) ⊆W (C) y W (B) ⊆W (C). Luego, como
W (C) es convexo y como W (C) ⊇ (W (A) ∪W (B)) entonces W (C) ⊇
conv(W (A) ∪W (B)).
Para probar la otra contencio´n, sea x ∈ Cn, un vector unitario, y x1 ∈ H1,
x2 ∈ H2 tales que x = x1+x2. Entonces ‖x‖2 = ‖x1‖2+ ‖x2‖2 = 1. Sean
y1 =
x1
‖x1‖ ∈ H1 y2 =
x2
‖x2‖ ∈ H2,
entonces:
x∗Cx = (x∗1 + x∗2)(A⊕B)(x1 + x2)
= x∗1Ax1 + x∗2Bx2
= ‖x1‖2y∗1Ay1 + ‖x2‖2y∗2By2
= α(y∗1Ay1) + (1− α)(y∗2By2),
lo cual implica que x∗Cx ∈ conv(W (A) ∪ W (B)) y por lo tanto
W (C) ⊆ conv(W (A) ∪W (B)).
El siguiente corolario nos dan las primeras caracterizaciones del rango nume´rico
de una matriz A para dos casos particulares pero muy importantes.
Corolario 2 Sea A ∈ Cn×n. Entonces:
1. si A es normal (A∗A = AA∗) entonces W (A) = conv(σ(A)),
2. si A es hermitiana (A∗ = A) entonces W (A) es un segmento contenido
en el eje real determinado por el mı´nimo y el ma´ximo autovalor de A.
Demostracio´n:
1. como A es normal entonces es unitariamente similar a una matriz diago-
nal D con sus autovalores en la diagonal principal: A = U∗DU , donde
D = diag(λ1, λ2, . . . , λn) y U una matriz unitaria. Luego
W (A) = W (U∗DU) =W (D)
= W (λ1 ⊕ λ2 ⊕ . . .⊕ λn)
= conv(W (λ1) ∪W (λ2) ∪ . . . ∪W (λn))
= conv(λ1 ∪ λ2 ∪ . . . ∪ λn)
= conv(σ(A)),
por lo tanto W (A) = conv(σ(A)).
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2. si A es hermitiana es normal, luego por el item anterior se cumple que
W (A) = conv(σ(A)). Ahora bien, los autovalores de una matriz hermi-
tiana son todos reales, por lo tanto W (A) sera´ un segmento contenido en
el eje real que los contiene a todos. Mas au´n, W (A) = [λmin, λmax], donde
λmin y λmax corresponden al menor y mayor autovalor de A, respectiva-
mente.
Tambie´n es posible caracterizar el rango nume´rico para el caso general de
matrices complejas 2×2, triangulares superiores. En este caso, si la matriz esta´
dada por A =
[
λ1 α
0 λ2
]
, entonces W (A) es la regio´n cerrada y acotada cuyo
borde es la elipse con focos λ1 y λ2 y semieje menor igual a
|α|
2
.
Una demostracio´n de este resultado puede consultarse en [2].
De este modo, ahora tenemos caracterizadas a todas las matrices en C2×2,
ya que el teorema de Schur nos dice que toda matriz A ∈ C2×2 es unitariamente
similar a una matriz triangular superior y como W (A) es invariante bajo este
tipo de transformaciones, sera´ suficiente determinar el campo de valores para
la matriz triangular superior.
Antes de considerar el caso general veremos algunos ejemplos simples.
2.1 Ejemplos
1. Sea A =
[
0 0
1 0
]
.
Aplicando el resultado anterior tenemos que W (A) = {z ∈ C : |z| ≤
1/2}.
Observar que σ(A) = {0}. Ver Fig. 1.
2. Sea B =
[
0 0
1 1
]
.
Es fa´cil ver que σ(B) = {0, 1}. Tambie´n por el resultado anterior, el
rango nume´rico W (A) es la regio´n cerrada y acotada cuyo borde es la
elipse con focos F1 = (0, 0) y F2 = (1, 0) y semieje menor 1/2. Para
determinar la ecuacio´n de la elipse notemos que el centro de la elipse es
(x0, y0) = (F1 + F2)/2 = (1/2, 0). As´ı tenemos que:
(x− 1/2)2
a2
+
y2
b2
= 1.
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Fig. 1: Rango nume´rico de las matrices A y B, respectivamente.
Como el semieje menor es igual a
1
2
, obtenemos
(x− 1/2)2
a2
+ 4y2 = 1.
Finalmente, calculemos a usando que
2a = dist(F1; (x, y)) + dist(F2; (x, y))
= dist ((0, 0); (1/2, 1/2)) + dist ((1, 0); (1/2, 1/2))
= 1√
2
+ 1√
2
= 2√
2
,
por lo tanto a =
√
2/2 y entonces,
W (B) =
{
(x, y) ∈ R2 : 2(x− 1/2)2 + 4y2 ≤ 1
}
.
Ver Fig. 1.
3. Sea C =
 0 0 λ1 0 0
0 1 0
, con λ ∈ C tal que |λ| = 1.
Como C es normal, pues CC∗ = C∗C, entonces W (C) = conv(σ(C)).
Adema´s σ(C) = {t ∈ C : t3 = λ}, es decir, W (C) es un tria´ngulo con
ve´rtices en los autovalores de C. Ver Fig. 2.
4. Sea D =
 0 0 01 0 0
0 0 1
. Definimos D1 =
[
0 0
1 0
]
y D2 = [1].
Luego D = D1 ⊕D2, y
W (D) = W (D1 ⊕D2)
= conv(W (D1) ∪W (D2)),
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Fig. 2: Rango nume´rico de las matrices C y D, respectivamente.
donde W (D1) = {z ∈ C / |z| ≤ 1/2} y W (D2) = {1}. Ver Fig. 2.
3 El caso general
El problema de determinar el rango nume´rico de una matriz A ∈ Cn×n no
es tarea fa´cil. Para ello vamos a usar fuertemente la convexidad de W (A),
algunas propiedades que ya fueron presentadas y otros resultados que vamos a
deducir a continuacio´n para determinar puntos del contorno deW (A), como as´ı
tambie´n tangentes al mismo. A partir de estas observaciones vamos a construir
un algoritmo que converge al conjunto que se desea determinar, es decir, al
rango nume´rico de A.
Para cada matriz B ∈ Cn×n, llamaremos H(B) = 1
2
(B + B∗) a la parte
hermitiana de B y λM (H(B)) = max(σ(H(B))).
El primer resultado que usaremos se obtiene de observar lo siguiente:
max
r∈W (H(A))
r = max
‖x‖=1
(x∗Ax+ (x∗Ax)∗)
2
= max
z∈W (A)
Re(z).
Por otra parte, por ser H(A) hermitiana, maxr∈W (H(A)) r = λM (H(A)), luego
max
z∈W (A)
Re(z) = λM (H(A))
Es decir que el ma´ximo valor de Re(z), para z ∈W (A), esta´ dado por el mayor
autovalor de H(A). Se sigue entonces que la recta, paralela al eje imaginario y
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Fig. 3: Rectas tangentes al rango nume´rico de A.
y que corta al eje x en λM (H(A)), dada por z = λM (H(A)) + ti, con t ∈ R,
delimita tangencialmente a W (A).
Notemos adema´s que por la proposicio´n 1, item 2 tenemos que,
W (A) = e−iθW (eiθA).
Esto muestra que a trave´s de rotaciones sera´ posible obtener otras rectas
tangentes a la frontera de W (A), considerando el conjunto W (eiθA). Para
determinar W (A) vamos a usar rotaciones que nos permitan obtener rectas
tangentes a este conjunto.
Vemos entonces que el camino a seguir para obtener una buena aproximacio´n
al rango nume´rico, consiste en “encerrar” al conjunto W (A) determinando sus
rectas tangentes. Para esto usaremos una serie de rotaciones que nos permitira´n
delimitar el conjunto desde distintos a´ngulos. Ver Fig. 3.
Dado un a´ngulo θ, 0 ≤ θ < 2pi, definimos λθ = λM (H(eiθA)), y sea xθ ∈ Cn
un autovector unitario asociado a λθ:
H(eiθA)xθ = λθxθ, con x ∗θxθ = 1.
Sea Lθ = {e−iθ(λθ + ti) : t ∈ R}, la recta que resulta de la rotacio´n, en un
a´ngulo −θ, de la recta tangente a W (eiθA). Notemos que W (eiθA) = eiθW (A)
que es el rango nume´rico de A rotado en un a´ngulo θ.
Sea Hθ = e−iθ{c ∈ C : Re(c) ≤ λθ}, el semiplano determinado por Lθ.
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Con estas definiciones se puede probar fa´cilmente que la recta Lθ es un
hiperplano que limita al conjunto convexo W (A) y adema´s que W (A) ⊆ Hθ
para todo θ, 0 ≤ θ < 2pi.
Necesitamos ahora determinar el punto de tangencia de la recta Lθ con el
conjuntoW (A). El pro´ximo resultado nos da informacio´n acerca de este punto.
Teorema 2 El nu´mero complejo pθ = x∗θAxθ es un punto de la frontera de
W (A) y adema´s pθ ∈ Lθ ∩W (A), es decir, Lθ es una recta tangente a W (A)
que pasa por el punto pθ.
Demostracio´n:
Es claro que pθ = x∗θAxθ ∈W (A). Veamos que pθ = x∗θAxθ ∈ Lθ.
λθ = x∗θH(e
iθA)xθ = 12
[
x∗θ(e
iθA)xθ + x∗θ(e
iθA)∗xθ
]
= 12
[
eiθ(x∗θAxθ) + e
−iθ(x∗θAxθ)
∗
]
= 12
[
eiθpθ + (eiθpθ)∗
]
= Re(eiθpθ)
entonces eiθpθ = λθ + ki con k ∈ R. As´ı pθ = e−iθλθ + ti con t ∈ R. Luego
pθ ∈ Lθ y entonces pθ ∈ Lθ ∩W (A).
El siguiente resultado nos da una representacio´n del rango nume´rico de una
matriz A en te´rminos de los puntos pθ.
Teorema 3 Para toda matriz A ∈ Cn×n se cumple que
conv{pθ, 0 ≤ θ < 2pi} =W (A) = ∩0≤θ<2piHθ.
4 Algoritmo
A fin de construir un algoritmo que determine una aproximacio´n de W (A)
sera´ necesario realizar una discretizacio´n del teorema anterior. Debido a esta
discretizacio´n perderemos las igualdades y en su lugar tendremos contenciones.
Ver [6].
Sea θ = {θ1, θ2, . . . , θk} con 0 ≤ θ1 < θ2 < . . . < θk < 2pi una particio´n del
intervalo [0, 2pi).
Definimos
Fint(A, θ) = conv{pθ1 , pθ2 , . . . , pθk}
Fext(A, θ) =
⋂
1≤j≤k
Hθj
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Ahora, la versio´n discreta del teorema anterior resulta:
Teorema 4 Para toda matriz A ∈ Cn×n se cumple que Fint(A, θ) ⊆ W (A) ⊆
Fext(A, θ).
Es decir que con Fint(A, θ) aproximamos a W (A) desde el interior, entanto
que con Fext(A, θ) lo hacemos desde el exterior al conjunto.
Denotamos por qθj a la interseccio´n de Lθj con Lθj+1 , para j = 1, 2, . . . , k.
(Identificamos k + 1 con 1).
Tenemos entonces la siguiente representacio´n alternativa y ma´s simple para
Fext(A, θ):
Fext(A, θ) =
⋂
1≤j≤k
Hθj = conv{qθ1 , . . . , qθk}.
Luego, es claro que la frontera de Fint(A, θ) es la unio´n de los segmentos
[pθ1 , pθ2 ], . . . , [pθk , pθ1 ] mientras que la de Fext(A, θ) es la unio´n de los segmentos
[qθ1 , qθ2 ], . . . , [qθk , qθ1 ].
Para poder implementar el algoritmo necesitaremos una expresio´n expl´ıcita
de los puntos qθj . Para esto, consideremos qθj ∈ Lqθj ∩ Lqθj+1 . Entonces,
qθj = e
−iθj (λθj + ti) = e
−iθj+1(λθj+1 + ki),
lo que implica que
(cos θj − isenθj)(λθj + ti) = (cos θj+1 − isenθj+1)(λθj+1 + ki).
Igualando parte real e imaginaria obtenemos
λθj cos θj + tsenθj = λθj+1 cos θj+1 + ksenθj+1
t cos θj − λθj senθj = k cos θj+1 − λθj+1senθj+1.
Multiplicando la primera ecuacio´n por cos θj+1, la segunda por senθj+1 y
resta´ndolas, obtenemos:
λθj (cos θj+1 cos θj + senθjsenθj+1) + t(senθj cos θj+1 − senθj+1 cos θj) = λθj+1 .
Sea δj = θj+1 − θj , entonces
t =
(λθj cos δj − λθj+1)
senδj
,
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y por lo tanto
qθj = e
−iθj
(
λθj +
λθj cos δj − λθj+1
senδj
i
)
.
Ver Figura 3.
Finalmente, para decidir el criterio de parada del algoritmo necesitaremos
de las siguientes definiciones:
∆ext(A, θ) = A´rea de Fext(A, θ)
∆int(A, θ) = A´rea de Fint(A, θ)
∆(A, θ) =
(
∆ext(A, θ)−∆int(A, θ)
)
/∆ext(A, θ).
As´ı, ∆(A, θ) mide el error relativo de la aproximacio´n de W (A), es decir,
que la aproximacio´n sera´ “buena” cuando ∆(A, θ) tienda a 0.
Por lo tanto, sera´ necesario disponer de una fo´rmula para calcular el a´rea de
un pol´ıgono con ve´rtices conocidos. Esto se obtiene fa´cilmente subdividiendo el
pol´ıgono en tria´ngulos, calculando el a´rea de cada uno de ellos y suma´ndolas.
Si T es un tria´ngulo en el plano complejo con ve´rtices c1 = a+ ib, c2 = c+ id
y el origen, entonces
A´rea(T ) = 12 |c1 × c2| = 12 det
 i j ka b 0
c d 0

= 12(ad− bc) = 12 Im(c¯1c2)
Ahora bien, si P es un pol´ıgono en el plano complejo con ve´rtices c1, c2, . . . , ck
ordenados en sentido antihorario (en sentido contrario a las agujas del reloj),
entonces
A´rea(P ) =
1
2
Im (c¯1c2 + c¯2c3 + . . .+ c¯kc1) .
Con estas ideas podemos formular un algoritmo que, dada una tolerancia δ,
determine el rango nume´rico W (A) con un error de aproximacio´n menor que δ.
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4.1 Algoritmo
Dada A ∈ Cn×n, y una tolerancia δ > 0,
PASO 1 Verificar si A es hermitiana.
Si lo es, calcular el menor y el mayor autovalor de A. W (A)
es el segmento que los une (en la recta real).
Si no, continue.
PASO 2 Verificar si A es normal.
Si lo es, calcular todos sus autovalores. W (A) es su ca´psula
convexa.
Si A no es normal, continue.
PASO 3 Tomar la particio´n θj = (j − 1)2pik , j = 1, . . . , k, con k ≥ 3. Para
cada θj construir H(eiθjA) y calcular λθj el ma´ximo autovalor
y xθj su respectivo autovector unitario correspondiente.
PASO 4 Calcular pθj = x
∗
θj
Axθj y qθj = e
−iθj
(
λθj +
λθj cos δj−λθj+1
senδj
i
)
, para
cada j = 1, 2, . . . , k.
PASO 5 Calcular ∆ = ∆(A, {θ1, θ2, . . . , θk}).
Si ∆ < δ, pasar al PASO 6,
sino reeemplazar k por 2k y volver al PASO 3. En ese paso
debera´n efectuarse so´lo k nuevos ca´lculos.
PASO 6 Graficar Fk(A) = Fint(A, {θ1, θ2, . . . , θk}) como una aproximacio´n a
W (A). La frontera de Fk(A) es la unio´n de los segmentos que
unen pθj con pθj+1.
Observemos que la cantidad de trabajo computacional necesario para deter-
minarW (A) a trave´s de este algoritmo depende principalmente de la forma que
tiene W (A) ma´s que de la dimensio´n n de la matriz A. Para el caso general, el
costo computacional dependera´ del costo de resolver el problema del autovalor–
autovector para la matriz hermitiana H(eiθA), es decir, de O(n3) (Ver [8]). Por
lo tanto el costo computacional total sera´ del orden O(cn3), donde la constante
c dependera´ del nu´mero de puntos de la particio´n que sean necesarios para
obtener la precisio´n deseada.
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Fig. 4: Rango nume´rico de las matrices A1 y A2.
5 Ejemplos nume´ricos
Para el Algoritmo anterior realizamos una implementacio´n en MATLAB. (El
lector interesado en tal implementacio´n puede solicitarla a los autores, v´ıa correo
electro´nico).
A continuacio´n, presentamos algunos ejemplos de representacio´n gra´fica del
rango nume´rico (Fig. 4 y Fig. 5) de las siguientes matrices, obtenidos usando
la implementacio´n en MATLAB:
a) A1 =

i 0 −i 0
1 −3i 0 2
0 0 −10 1
3 −5i 0 10
 b) A2 =

0 0 1 1
0 0 i i
−1 −1 0 0
−i −i 0 0

c)A3 =

4 0 i 0 −2
2i 0 −4 0 0
0 2i i 0 0
0 0 0 0 0
0 1 0 0 −4i
 d)A4 =

0.5 10 0 1 5i
15 0.5 0.4 1 −i
0 −i/2 0 22 −1
i 0.1 0 2.5 1
1 12 1 2/i 0

6 Algunos comentarios finales
Otro concepto directamente relacionado al rango nume´rico de una matriz com-
pleja A es el radio nume´rico definido por
r(A) = max{|z| : z ∈W (A)}.
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Fig. 5: Rango nume´rico de las matrices A3 y A4.
Es decir r(A) es el radio del menor c´ırculo centrado en el origen que contiene
a W (A). Interesantes propiedades algebraicas pueden ser probadas para el
radio nume´rico. Ver [1, 7]. Adema´s, el mismo aparece vinculado al estudio de
matrices espectrales y, por lo tanto, en problemas de estabilidad relacionado a
esquemas de diferencias finitas, donde la acotacio´n uniforme de la norma de Ak
desempen˜a un rol central.
En los u´ltimos an˜os la cantidad de trabajos relacionados con el rango y
el radio nume´rico se incrementado notablemente,en particular en la de´cada de
los noventa. En 1991 se presentaron 11 trabajos en la IV Conferencia sobre
A´lgebra Lineal Aplicada de la SIAM, y en 1992 se realizo´ el I Workshop sobre
el rango y el radio nume´rico de matrices complejas en Williamsburg (USA) con
la presentacio´n de 22 trabajos. Este Workshop continu´a organiza´ndose cada
dos an˜os (Portugal, Japo´n, Grecia, etc.).
Desde el punto de vista nume´rico como vimos en la seccio´n anterior, el costo
computacional se debe principalmente al ca´lculo de los autovalores–autovectores
de algunas matrices hermitianas. Este es un problema caro computacional-
mente y se necesitan me´todos nume´ricos eficientes para resolverlo. En nuestra
implementacio´n usamos comandos de MATLAB para calcular esos autovalores–
autovectores, esto es posible pues consideramos matrices de orden pequen˜o. Si
las matrices son de orden grande, lo cual es frecuente en aplicaciones de pro-
blemas de la vida real, el problema podr´ıa ser inviable de resolver con me´todos
nume´ricos cla´sicos (problemas pequen˜os). De all´ı que sea necesario e impor-
tante tambie´n estudiar me´todos nume´ricos que puedan aprovechar al ma´ximo
16
la estructura de la matriz para controlar el costo computacional del ca´lculo del
rango nume´rico de una matriz.
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