We study the achievable error exponents in joint source-channel coding by deriving an upper bound on the average error probability using Gallager's techniques. The bound is based on a construction for which source messages are assigned to disjoint subsets (referred to as classes), and codewords are independently generated according to a distribution that depends on the class of the source message.
I. INTRODUCTION
In [1] , Shannon proved the source-channel coding theorem for stationary memoryless sources and channels. The direct part of the theorem states that a source of entropy H(V ) can be transmitted over a channel of capacity C with vanishing error probability as the block length grows large if H(V ) < C. Conversely, the error probability is bounded away from zero if H(V ) > C. For the achievability part, Shannon used separate source-channel coding, indirectly
showing that the concatenation of source and channel codes suffices to asymptotically achieve vanishing error probability. Yet, for a fixed block length, the error probability is smaller with jointly designed source-channel codes [2] . This reduction in error probability has been quantified in terms of error exponents, defined as the asymptotic exponential rate of decay of the error probability in the block length as the block length tends to infinity [2] , [3] : the error exponent of joint design is at most twice that of the concatenation of source and channel codes [4] . These results are usually derived using random-coding arguments [1] , [5] , i.e., by considering codebooks whose codewords have been randomly generated, and by then analyzing the ensemble-average error probability. As there exists at least one code in the ensemble whose error probability is not larger than that of the ensemble-average, one concludes the existence of good codes with small error probability.
A number of results in information theory [1] , [6] , including the derivation of bounds on the error exponents, can be derived by means of the method of types [7] , [8] . Inter alia, Csiszár derived an achievable exponent for source-channel coding by drawing codewords at random from a set of sequences with (at most) a fixed polynomial number of types [2] and with a composition that depends on the source message. He also showed that the exponent coincides with an extension of the channel-coding sphere-packing exponent [9] in a certain rate region.
In contrast, Gallager [3] derived an achievable exponent using random-coding methods, where codewords are drawn according to a product distribution independent of the source message and do not necessarily have a fixed type. This method, which naturally extends to channels with continuous alphabets and memory, yields a simple derivation of the channel-coding exponent in discrete memoryless channels [3, Th. 5.6.2] . However, the straightforward application to sourcechannel coding gives a (generally) weaker achievable exponent than Csiszár's method. Although this difference is typically small [4] , the methods used to derive each exponent are conceptually March 26, 2013 DRAFT different, which raises the question of whether the difference lies in the the composition of codewords (fixed-composition vs. product-distribution), in the ensemble choice (varying codeword distribution for different source messages vs. identically distributed codewords), or in the bounding technique of the average error probability (method of types vs. Gallager's techniques).
This can be summarized in a number of questions:
1) Can the sphere-packing exponent be attained with random codes generated by product distributions?
2) Do codeword distributions need to be source-message-dependent?
3) Do Gallager's bounding techniques suffice to derive Csiszár's exponent? 4) Does the formula for the best exponent hold beyond discrete memoryless systems?
In this paper, we answer the first three questions in the positive by highlighting the importance of the ensemble choice. Specifically, we show that both product-distribution and fixedcomposition codes can attain the sphere-packing exponent in the cases where it is tight. However, the codewords associated to different source messages may need to be generated according to different product distributions. To show this, we construct a generic ensemble that encompasses product-distribution and fixed-composition ensembles and apply Gallager's bounding techniques to derive a good upper bound on the ensemble-average error probability. We then find that the exponential rate of decay of this bound coincides with Csiszár's exponent when at most two different product distributions (and analogously two codeword types) are employed to generate the ensemble. Some of our results naturally extend to channels with continuous alphabets and source-channel pairs with memory, partly answering the fourth question.
The paper is structured as follows. In Section II we review related previous work on sourcechannel coding. Section III, the main section of the paper, presents the new random coding bound and demonstrates that it recovers existing bounds on the error exponent. These results are then applied in Section IV to lossy source-channel coding. Finally, we conclude in Section V with some final remarks. Proofs of several results can be found in the appendices.
A. Notation and definitions
An encoder maps a source message v to a length-n codeword x(v), which is then transmitted over the channel and decoded asv at the receiver upon observation of the output y, see Fig. 1 .
The source is characterized by a distribution where V is an alphabet of cardinality |V|. The channel law is given by a conditional probability
where X and Y denote the input and output alphabet, respectively. While X and Y are assumed discrete for ease of exposition, a number of achievability results presented in this paper extend in a natural way to continuous alphabets.
Based on the output y, the decoder guesses a source messagev according to the maximum a posteriori (MAP) criterion, i.e.,
Where unambiguous, we simplify notation by writing x instead of x(v). Throughout the paper, we shall use the notation A ∼ P A to indicate that A is distributed according to the distribution
We study the average error probability , defined as
where capital letters are used here, and throughout the paper, to denote random variables. Specifically, we study the exponential decay of the average error probability. Consider a sequence of sources with length k = 1, 2, . . . and a corresponding sequence of codes of length n = n 1 , n 2 , . . .
We shall assume that the ratio k n converges and refer to t = lim k→∞ k n as the transmission rate.
We say that an exponent E > 0 is achievable if there exists a sequence of sources and codes such that the error probability satisfies
where o(n) is a sequence such that lim n→∞ o(n)/n = 0. For fixed P V and P Y |X , the reliability function E J is defined as the supremum of all achievable error exponents E.
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II. PREVIOUS WORK
We first summarize results in the literature on the reliability functions of source and channel coding that will be used in the rest of the paper. For source coding, the reliability function of a source P V at rate R, e(R, P V ), is given by [10] , [11] e(R, P V ) min
with D(· ·) denoting the divergence between two distributions, Q ∼ P Q being a dummy random variable, and where E s (ρ, P V ) denotes Gallager's source function,
Here, and throughout the paper, we avoid writing the sets explicitly in minimizations and summations performed over the entire set.
In the interval H(V ) ≤ R ≤ t log |V|, (4) becomes [2, eq. (7)] e(R, P V ) = min
For channel coding, the reliability function of a channel P Y |X at rate R, E(R, P Y |X ), is bounded as
where E r (R, P Y |X ) is the random-coding exponent, given by [3] E r (R, P Y |X ) max
and E sp (R, P Y |X ) is the sphere-packing exponent, given by [9] E sp (R,
In (9) and (10), we define E 0 (ρ,
In [3, Prob. 5.16 ], Gallager used a random-coding argument to derive an upper bound on the average error probability of source-channel coding by drawing the codewords independently of March 26, 2013 DRAFT the source messages according to a given distribution P X . He showed that, for every P X and every ρ ∈ [0, 1], there exists a code whose error probability satisfies
For a product distribution,
Thus, the error probability vanishes exponentially in n with exponent E 0 (ρ, P Y |X , P X ) − tE s (ρ, P V ). By minimizing (13) over P X and ρ, Gallager obtained the achievable exponent
It can be shown that this exponent is positive whenever tH(V ) < C.
Csiszár refined this result using the method of types [2] . Csiszár's approach is different from
Gallager's in several aspects. Firstly, Csiszár partitions the message set into source-type classes and considers fixed-composition codes that map messages within a source type onto sequences within a channel-input type. Secondly, a suboptimal maximum mutual information decoder is used at the receiver. This decoder first decides on the source type that is being transmitted and then on the source message within the type. Finally, Csiszár uses a channel-coding result for messages with unequal error protection [2, Th. 5] to prove that for every δ > 0, there exists an n 0 ∈ N such that, for n ≥ n 0 , the probability of error can be upper-bounded as
where N k denotes the number of source-type classes. This yields the achievable exponent
where R V t log |V|. A convenient alternative representation of E 
III. RANDOM-CODING BOUND AND ACHIEVABLE EXPONENTS Often, random-coding techniques are used to derive upper bounds on the error probability by considering an ensemble of codebooks in which codewords are generated with a certain probability distribution, and by analyzing the error probability averaged over all codes in the ensemble¯ E[ ]. This argument proves the existence of at least one codebook in the ensemble with error probability ≤¯ .
The ensemble-average error probability¯ can be bounded by extending the random-coding where every message v ∈ V k is mapped onto a codeword X that is independently generated according to a given P X|V (X|V = v). Then, the ensemble-average error probability¯ assuming
where
Here, the probability on the RHS of (22) is computed with respect toX ∼ P X|V (X|V =v) and the expectation is jointly taken over the variables
Proof: The proof of the upper bound in (21) is an extension of the proof of the RCU bound for channel coding [14, Th. 16] when the codewords are independently generated according to a given P X|V and averaging over V . The proof of the lower bound in (21) follows the same steps as in [15] for the channel-coding case.
One can derive the error exponent of a certain codebook ensemble (random-coding error exponent) by studying the exponential behavior of (22) . These exponents will help us determine the ensemble properties, such as codeword dependence, codeword distribution or codeword composition, required to attain the sphere-packing bound.
We shall consider the following family of random-coding ensembles:
1) Define a partition P k of the source-message set V k into N k disjoint, nonempty subsets
We shall refer to these subsets as classes.
k , we randomly and independently generate codewords x(v) ∈ X n according to
X . The above construction includes known ensembles such as i.i.d. or fixed-composition codebooks as well as ensembles where the codewords are non-identically distributed, i.e., generated with more than one product distribution or drawn over more than one codeword-type class.
Theorem 1: For every partition P k and for every set of channel-input distributions P (i) X (x) i = 1, . . . , N k , there exists a codebook satisfying
where h(k)
and
Proof: See Section III-D. A. Particularization to specific random-coding ensembles
Choosing in Theorem 1 the sequence of partitions P k such that N k = 1 and A
(1)
. Thus, with a product distribution P
X (x j ), Theorem 1 recovers Gallager's bound (13) . If we optimize the bound (23) for this choice of P k over P (1) X , and let lim n→∞ k n = t, Theorem 1 recovers Gallager's bound E G J on the error exponent (14) . Furthermore, for P V (v) = e −nRc , v ∈ V k , we recover the channelcoding random-coding exponent E r (R c , P Y |X ) (9), while for a given source-coding rate R s and the identity channel we obtain a lower bound on the source-coding reliability function (5) [11] .
We next show that E G J is tight with respect to the ensemble. Theorem 2: Consider the codebook ensemble in which the codewords are randomly chosen according to P 
X ). The randomcoding error exponent for this ensemble is given by E G J , defined in (14) . Proof: The achievability part follows from Theorem 1. The converse follows from Appendix II using the optimal choice of P , and by considering the set of product distributions
For this random-coding ensemble with P (i)
X ), (23) attains Csiszár's exponent. This exponent is tight with respect to the ensemble.
Theorem 3: Consider the codebook ensemble in which the codewords assigned to a source message belonging to a source-type class T i , i = 1, . . . , N k , are randomly chosen according
X ), the random-coding error exponent for this ensemble is E Cs J , defined in (16) . Proof: We refer to Appendix II for a proof of the converse and to Appendix III for the proof of the achievability part.
Hence, the ensemble-tight error exponent given by Theorem 3 gives the source-channel reliability function when the minimum in (16) is attained at a rate above the channel critical rate R cr .
B. Attaining Csiszár's exponent with two classes
Since the number of source-type classes grows polynomially in k [7] , the number of classes used to attain Gallager's and Csiszár's exponent ranges from one in Theorem 2 to a polynomial function of k in Theorem 3. This raises the question of how many channel input distributions are needed to attain the best exponent. We next show that by optimally choosing the partition P k , an ensemble with only two classes, with their associated input product distributions, suffices to obtain random-coding bounds that attain E Cs J . Let T (v), v ∈ V k , denote the set of all source messages having the same source-type class as v. Then, we define the partitionP k (R 0 ) as follows. For some R 0 ≥ 0, we assign the source messages into the two classes
where |T (v)| denotes the cardinality of T (v). Note that A
is non-empty as long as e nR 0 is smaller than or equal to the largest cardinality of a source-type class, while A (2)
DRAFT nonempty as long as e nR 0 > 1. We define
where B (·) is defined in (23).
Theorem 4:
Consider the family of partitions
Proof: The lower bound E B (R 0 ) ≥ E Cs J is shown in Appendix IV, and the upper bound
While the proof of Theorem 4 assumes random coding over product distributions, the result can also be extended to fixed-composition ensembles. It follows that a (conditionally) fixedcomposition code also achieves E Cs J by using only two optimally chosen codeword types. Appendix II shows that ensembles drawn from more than two product distributions do not increase the exponent beyond E Cs J even in those cases where E Cs J does not coincide with the sphere-packing exponent. However, there may be other ensembles that could improve the error exponent by introducing dependence over codeword pairs. For example, the expurgation technique [3] eliminates bad pairs of codewords from the code, introducing dependence among codewords. Nevertheless, this problem lies beyond the scope of this paper.
C. Example: a 6-input 4-output channel
Consider the source-channel pair 1 composed by a binary memoryless source (BMS) and a non-symmetric memoryless channel with |X | = 6, |Y| = 4 and transition-probability matrix
This channel is similar to the channel given in [3, Fig. 5.6 .5] and studied in [4] for source-channel coding. It is composed of two quaternary-output sub-channels: one of them is a quaternary-input symmetric channel with parameter ξ 1 , and the other one is a binary-input channel with parameter ξ 2 . We set ξ 1 = 0.065, ξ 2 = 0.01, t = 2 and P V (1) = 0.028. Therefore, the source entropy is H(V ) = 0.1843 bits/source symbol, the channel capacity is C = 0.9791 bits/channel use and the critical rate is R cr = 0.4564 bits/(channel use). Let R denote the value of R minimizing (16) . In our example we have R = 0.6827 > R cr and E Cs J is tight. As Gallager observed, optimizing the function E 0 over the input distributions may lead to a discontinuity of the derivative of the resulting function with respect to ρ: in our example, the optimal distribution P X at ρ = 0.31 changes from 
This implies that
In Fig. 2 we plot the arguments in (14) (Gallager's exponent E 
Gallager's function around the optimal ρ of Csiszár's function translates into a loss in exponent.
For the two-class construction with R 0 = 0.6827, the exponent of both classes coincides with E Cs J . The overall exponent is thus given by E Cs J , which is in agreement with Theorem 4. Note that the two-class partition characterized in (26) and (27) does not achieve E Cs J for every value of R 0 . Fig. 3 shows the error exponents corresponding to each class for a suboptimal R 0 = 0.72 bits. The overall error exponent corresponds to the smallest of the two individual maxima, shown in the figure with a circle. When the partition is not optimally chosen, the exponent of one class increases at the cost of lowering the other, hence resulting in a worse overall error exponent.
We next show how the upper bounds on the error probability behave as functions of the block length n. 
D. Proof of Theorem 1
To prove Theorem 1, we apply the RCU bound (22) together with the proposed code construction to obtain
where (33) follows from Markov's inequality for s j ≥ 0, j = 1, . . . , N k [3] . Using the inequality min{1, A + B} ≤ min{1, A} + min{1, B}, A, B ≥ 0, we upper-bound (33) as
where (i, j) is given by
Using the inequality min{1, A} ≤ A ρ , for A ≥ 0 and 0 ≤ ρ ≤ 1 [3] , it follows that for ρ ij ∈ [0, 1]
and s j ≥ 0, i, j = 1, . . . , N k , the term (i, j) is upper bounded by
Choosing
, 1 , and substituting (37) into (34) yields
From (38) we have that
where in (41) we applied Hölder's inequality f g ≤ f p g q with p = ≤ s i ≤ 1 in the terms of the sum for which i = j. By identifying
and optimizing over
which concludes the proof.
IV. LOSSY JOINT SOURCE-CHANNEL CODING
Theorem 1 can be generalized to recover Csiszár's lower bound on the error exponent for lossy source-channel coding [16] . Suppose that the source messages v generated by a DMS are decoded at the receiver as z ∈ Z k , where Z is a reproduction alphabet, assumed discrete for ease of exposition. We allow a maximum tolerable distortion ∆ > 0 between v and z, given by the multi-letter function [6] , [17] d : Csiszár proved in [16] the existence of a codebook whose excess-distortion probability satisfies for every δ > 0 and sufficiently large n
where N k denotes the number of source-type classes. When lim n→∞ k n = t, (50) gives rise to the achievable exponent
The function F R t , ∆, P V is the source reliability function for maximum distortion ∆ and rate R, given by [18] (see also [7] )
is the rate-distortion function of a DMS with distribution P Q [19] . When the infimum of the RHS of (51) is attained at a rate R ≥ R cr , the exponent coincides with the sphere-packing exponent [16, Th. 4] , given by
The proof of the achievable exponent (51) relies on the following lemma [6] 
We will refer to the setsT i , i = 1, . . . , N k , in Lemma 1 satisfying (55) and (56) as typecovering sets.
To upper-bound the minimum excess-distortion probability, we consider the following transmission scheme. For a given (k, n) and an ensemble of type-covering sets, a source encoder
The sequence z is then transmitted over the channel using an source-channel code. This encoder induces a message set f ∆ (V k ) ⊆ Z k with (multi-letter) probability distribution
We next apply the random-coding arguments in Section III to show the existence of a good code. Let z = f ∆ (v) be the output of the source encoder and letẑ be the output of the MAP decoder, i.e.,ẑ
It follows that ∆ can be upper-bounded as
since, by construction of the source encoder f ∆ (·), we have that
Thus, ∆ can be upper-bounded by the average error probability for the source-channel coding problem with source distribution P Z . Consequently, Theorem 1 gives an upper bound on (59) which can be used to derive an achievable excess-distortion exponent. We show in the next theorem that this exponent is not smaller than (51). such that the ensemble of codebooks generated with product distributions P
March 26, 2013 DRAFT Proof: See Appendix V.
Theorem 5 may be extended to more general sources and distortion measures that permit a type-covering lemma, such as memoryless Gaussian sources with mean-squared error distortion [20] . Furthermore, since Theorem 1 directly extends to continuous channel input and output alphabets, it may also be extended to more general channels.
Based on the results from Section III-B, one may wonder whether it suffices to partition f ∆ (V k ) into two classes in order to attain E Cs J,∆ . However, the source reliability function F (·) is not necessarily convex (with respect to R) for arbitrary distortion measures, so the proof of Theorem 4 does not necessarily generalize to lossy joint source-channel coding. For those distortion measures for which the function F (R, ∆, P V ) is convex with respect to R (e.g, Hamming distortion [4] ) the very same arguments of Section III-B can be applied to prove that random codes generated with at most two distributions attain the sphere-packing exponent.
V. CONCLUSIONS
We studied the error probability of random-coding ensembles where different codeword distributions are assigned to different subsets of source messages. We showed that at most two appropriately chosen subsets (with their corresponding optimized product distributions or codeword types) suffice to attain the sphere-packing exponent above the critical rate of the channel.
Our analysis shows that the best known random-coding exponent due to Csiszár can be derived by using Gallager's bounding techniques. This permits the generalization of some of the results in this paper beyond discrete memoryless channels.
We further showed that lossy source-channel coding exponent can be attained by using a refinement of our code construction that does not necessarily resort to fixed-composition codes.
If the distortion is such that the source reliability function is convex with respect to the rate, then random codes generated with two product distributions are sufficient to attain the lossy source-channel exponent.
APPENDIX I DERIVATION OF THE CONCAVE HULL FORM OF E CS J
The parametric form (17) of Csiszár's exponent can be obtained from (16) as
= max
where in (62) we used the definitions of source and channel reliability functions and we relaxed the minimization interval by noting that E r (·) is decreasing in R together with the fact that e(R/t, P V ) = 0 for R < tH(V ) and e(R/t, P V ) = ∞ for R > R V ; in (63) we applied Sion's minmax theorem [21] which is valid since the inner function is concave in ρ for fixed R and convex in R ≥ 0 for fixed ρ; and the last step (64) follows from the fact that the function that is maximized over ρ ≥ 0 in (63) is decreasing for ρ > 1.
Finally, in order to derive (17) from (64), we make use of Lemma 2 below, which is a consequence of the fact that the double conjugate of a function is equal to its convex hull [12,
Thm. 12.2].
Lemma 2: For ρ ∈ [0, 1] it holds that
Proof: The conjugate function of g(ρ) −E 0 (ρ, P Y |X ), for ρ ∈ [0, 1], is given by [12] 
One can check that (67) is bounded for all λ ∈ R since E 0 (ρ, P Y |X ) is continuous in ρ ∈ [0, 1].
Using that the double conjugate of a function is equal to the convex hull of the original 
We next show that we can replace the minimization over λ ∈ R in (70) by a minimization over λ ≤ 0. Indeed, suppose that the objective in (70) is minimized for λ > 0. Lemma 2 follows then by replacing λ by −R.
APPENDIX II UPPER BOUNDS ON ENSEMBLE-TIGHT EXPONENTS
In this section we derive upper bounds on the random-coding error exponent for the codebook ensembles described in Section III-A. To this end, we consider codebook ensembles for which, for fixed (k, n), the codewords are generated according to a product distribution P
(i)
X that depends on the type class T i , i = 1, . . . , N k of the source message. For messages v in the i-th type class, codewords are drawn according to the distribution
for some Q The next theorem bounds the random-coding exponent in terms ofĒ 0 (ρ, P Y |X , Q), defined as the concave hull of the function E 0 (ρ, P Y |X , Q) max P X ∈Q E 0 (ρ, P Y |X , P X ) in the interval
Theorem 6: For codewords drawn according to (71), the random-coding exponent satisfies
Proof: See Appendix II-A.
When Q contains only one distribution P X , the concavity of E 0 (ρ, P Y |X , P X ) as a function of ρ allows us to simplify (72) to
Choosing P X to be the distribution maximizing the RHS of (73), this upper bound matches the lower bound E G J in (14) . In other words, if the codebook is drawn according to only one distribution P X , then Gallager's exponent is tight.
By letting Q = D(X ), Theorem 6 gives
Since the RHS of (74) coincides with E Cs J in (17), we conclude that these ensembles have an error exponent that cannot exceed Csiszár's random-coding exponent.
A. Proof of Theorem 6
Before proving Theorem 6, we give some definitions. The set L k,n (P XY ) is given by
where (X,Ȳ ) ∼P XY and (X, Y ) ∼ P XY , and P Y denotes the marginal distribution of P XY [15] , and where D n (A) denotes the set of types in A n . Analogously, we define the setL(P XY ) as
with (X,Ȳ ) ∼P XY and (X, Y ) ∼ P XY . We denote by T (P XY ) the type-class of sequences (x, y) with joint type P XY .
According to (21) and (22), we havē
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The underlying probability distributions in (78) are given by V ∼ P V and
X P Y |X ; and the underlying probability distribution in (79) isX i ∼ P (78) and (79), we obtain , and using the notation
where we define δ k,n 2δ k,n + log 4. Here we used that
is monotonically non-decreasing, and that
Any distribution in D(A) over a set A can be written as the limit of a sequence of types in n, where each type belongs to D n (A) [8, Sec. IV]. Hence, the uniform continuity of D(P Q)
over the pair (P, Q) [2] ensures that for every P XY , and every ξ 1 > 0, there exists a sufficiently large n such that
where we have replaced L k,n (P XY ) byL(P XY ), and used that
It follows from [15, Thm. 4 ] that
so (82) is equivalent to
Maximizing (84) over P X ∈ Q for each i = 1, . . . , N k yields
Using the uniform continuity of [7] max
as a function of R, and that any distribution in D(V) can be written as the limit of a sequence of source types in k, it follows that for every ξ 2 > 0 there exists a sufficiently large n such that
By taking the limit superior in n, subject to the restriction that lim n→∞ k n = t, this becomes
where V ∼ P V in (88); (89) follows from (7) with R = tH(V ); and (90) can be proved using the very same steps of Appendix I. The result follows by letting ξ 1 and ξ 2 tend to zero from above. This proves Theorem 6.
APPENDIX III ACHIEVABILITY PROOF OF CSISZÁR'S EXPONENT
In the following we show that Csiszár's exponent can be recovered from the upper bound (23) by considering product distributions (25) and by identifying the classes with source-type classes. The following result will be useful in the derivation of Csiszár's exponent with a productdistribution ensemble.
, and let V i be a random variable whose distribution is the type P i of the class T i .
Then,
Proof:
where the last step follows since P V (·) is constant within each source-type class A 
where in (98) we have used the definitions of R i and of the source reliability function (4).
Particularizing (23) to product distributions, and optimizating over P (i) X , we obtain
where in (100) we used Lemma 3; in (101) we have used the definition of the random-coding channel exponent (9); and (103) follows from relaxing the set {R i }, i = 1, . . . , N k , over which the minimization is performed, to R > 0. 
Since E r R, P Y |X + te R t , P V is a decreasing function of R for 0 < R ≤ H(V ), and since e R t , P V = ∞ for R > t log |V|, it follows that we can restrict the minimization over R to the inverval [tH(V ), R V ], so the RHS of (104) is equal to E Cs J . This proves the achievability part of Theorem 3.
APPENDIX IV PROOF OF THEOREM 4
To prove Theorem 4, we first introduce a series of definitions and preliminary results.
A. Definitions and preliminary results
Consider the partitionP k (R 0 ) defined by (26) and (27). By noting that E (i)
is a differentiable function of ρ we define
We further define the function
for i = 1, 2, where the intervals R 1 (ρ) and R 2 (ρ) are the respective
Lemma 4: Consider the partitionP k (R 0 ). For every ρ ∈ [0, 1], the limit lim n→∞
s (ρ) exists and equals
Proof: We first note that every source-type class T is either a subset of A
k . For the partition P k =P k (R 0 ), it then follows from [7, Lemmas 2.3 and 2.6] that
Since the exponential decay of the sum in n is dominated by the exponential decay of the largest summand, we obtain
Lemma 5: Consider the sequence of partitions
Proof: By taking the derivatives of E (i) s (ρ, P V ) in (24) with respect to ρ, it follows that λ i (ρ, n) can be written as
Noting that P V (v) = P is constant over a type class v ∈ T , and using the definition ofP k (R 0 ), we have that in the limit as n → ∞ the term λ 1 (0, n) can be lower bounded as
where in (116) we used the definition of the partitionP k (R 0 ), and (117) follows because the second term in (116) is non-negative.
We next show that lim sup n→∞ λ 2 (1, n) ≤ R 0 . First note that, by the convexity of E (i)
where (120) 
Then, for ρ ∈ R 2 (ρ), we have
Proof: First we note thatρ is guaranteed to exist since E 0 (ρ, P Y |X ) is continuous with respect to ρ, and since the maximization in (124) is performed over a compact set. It can be checked that
where (126) follows since E 0 (ρ, P Y |X ) is non decreasing in ρ, and (127) follows since for ρ ∈ [ρ, 1] the derivative of E 0 (ρ, P Y |X ) with respect to ρ is upper bounded by R V .
Note that T 1 (R, ρ) is a continuous, non-decreasing function of R, while T 2 (R, ρ) is a continuous, non-increasing function of R. It thus follows from (126) and (127) that T 1 (R, ρ) and
= min
This proves Lemma 6.
B. Proof of Theorem 4
Armed with the above three lemmas and Lemma 2 from Appendix I, we proceed to prove the lower bound (30). Using the first-order Taylor-series expansion of E 
where we have used that the functions E (i) s (ρ), i = 1, 2 are convex and non-decreasing with respect to ρ, so
Using Lemmas 4 and 5, together with (132) and (134), we have that
Applying the two-class partition defined by (26) and (27) to Theorem 1 yields that, for an arbitrary dummy variable ρ 0 ∈ [0, 1], E B (R 0 ) from (28) can be rewritten as
where (138) follows by noting that h(k) is subexponential in k; in (139) we used that, if the limit lim n→∞ f n (x) exists for every x, then lim inf n→∞ max x {f n (x)} ≥ max x {lim n→∞ f n (x)}; 
since the sum in (24) contains less summands than the sum in (6).
As (137) 
where in (145) we applied Lemma 6.
Note that, since
from which we obtain
≥ max
where (149) follows by relaxing the range over which R 0 is optimized; and (150) follows from Lemma 2 in Appendix I.
To conclude the proof it remains to show that the range of ρ 0 over which the argument of (150) is optimized can be extended to ρ 0 ∈ [0, 1] without violating the inequality chain (148)-(150).
We prove this by contradiction. To this end, assume that there exists a ρ 0 <ρ that satisfies
Since E 0 (ρ, P Y |X ) is a continuous function of ρ, the set of maximizers of E 0 (ρ, P Y |X ) − ρR V in ρ ∈ [0, 1], denoted as S , is compact. The set of maximizers ofĒ 0 (ρ, P Y |X ) − ρR V is the convex hull of S , denoted asS . From the definition ofρ we have thatρ = min{S } = min{S }.
Then, it follows that
where (153) follows from the definition ofρ; (154) follows from the convexity of E s (ρ, P V );
and (155) follows because
From (152)- (155) it follows that by choosing ρ 0 =ρ we would achieve an objective strictly larger than by choosing ρ 0 = ρ 0 , hence contradicting the initial assumption.
It thus follows that
Since (157) is equal to (17) , this concludes the proof.
APPENDIX V PROOF OF THEOREM 5
We fix δ > 0 and associate a type-covering setT i with each source-type class
0 satisfy the condition of Lemma 1 for every i = 1, . . . , N k . We consider the transmission scheme described in Section IV and apply the random-coding arguments of Section III to upper-bound its excess-distortion error probability. To this end, we first index the source-type classes T 1 , T 2 , . . . , T N k in increasing order of cardinality of the corresponding type-covering setsT 1 ,T 2 , . . . ,T N k , such that |T 1 | ≤ |T 2 | ≤ . . . ≤ |T N k |. We then bound Pr{Ẑ = Z} using Theorem 1 together with a partition constructed as follows: 1) set A i = ∅, i = 1, . . . , N k ;
2) if z belongs to a uniqueT i , then assign z to A i , i.e., A i = A i ∪ {z}; 2 2 By the construction of f∆(·), every z ∈ f∆(V k ) belongs to at least oneTi.
3) if z belongs toT j for a subset of indices J (z) ⊆ {1, . . . , , N k }, then assign z to the set A i with the smallest index, i.e., A j = A j ∪ {z}, where
4) repeat Steps 2 and 3 until all z ∈ f ∆ (V k ) are assigned to a class;
By the above construction, we obtain a non-trivial partition P k = {A i } i∈I , A i ⊆T i , for i ∈ I, where I ⊆ {1, . . . , N k } denotes the subset of integers that index non-empty classes in {A i } N k
i=1 . Then, we apply Theorem 1 with P k = {A i } i∈I and P Z as the source distribution over f ∆ (V k ).
Hence, for every set of product distributions P X (x j ), i ∈ I, and for every set of parameters ρ i ∈ [0, 1], i ∈ I, the average probability of error is upper-bounded by
For the given δ > 0, we define
and upper-bound
s (ρ, P Z ) = log 
≤ ρ log |A i | + log
= nρ R i + 2kδ n + log
where (162) follows from Jensen's inequality [19] applied to the function f (x) = x α , α ∈ (0, 1), and (163) follows from (160). We note that the second summand in (163) can be written as
= log
where (165) follows from the class assignment (158). This is further upper-bounded by
≤ log
≤ log (k + 1)
= log (k + 1) |V| exp −k min 
= −kF nR i k , ∆, P V + |V| log(k + 1),
for all i ∈ I, where (171) follows by noting that, by (56) and (160), e k(R(P j ,∆)+δ) ≥ |T j | ≥ |T i | ≥ |A i | = e n(R i +2δ) , j ≥ i.
It follows from (163) and (173) that the term E (i) s (ρ, P Z ) is upper-bounded by
where ξ k,n |V| log(k+1) n . By combining (175) 
where in (177) we have used the definition of the random-coding channel exponent (9) , and in (178) we have defined N k |I| and relaxed the set {R i } i∈I , over which the minimization is performed to all possible values of R > 0.
Using that E r R, P Y |X is a convex function in R [7] (and thus, a locally Lipschitz function [22] ) we obtain for the sequence of partitions under considerations and M > 0 that
where (180) follows from k n ≤ t for all (k, n) and the monotonicity of F (R, ∆, P V ) with respect to R. Without loss of generality, we restrict the interval over which the infimum in (180) computed to a subset R ∈ Γ ⊆ (0, +∞) in which the function F R t , ∆, P V is finitely upper-bounded. Then, we can apply the uniform convergence of the inner function in (180) for every R ∈ Γ to obtain lim inf
≥ inf
R>0
E r R, P Y |X + tF R t , ∆, P V − tM δ,
where (182) is a consequence of lim n→∞ k n = t and lim n→∞ ξ k,n = 0. Theorem 5 follows from (182) by letting δ tend to zero from above.
