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Abstract. The two-phase free boundary value problem for the isothermal
Navier-Stokes system is studied for general bounded geometries in absence of
phase transitions, external forces and boundary contacts. It is shown that the
problem is well-posed in an Lp-setting, and that it generates a local semiflow on
the induced phase manifold. If the phases are connected, the set of equilibria of
the system forms a (n+1)-dimensional manifold, each equilibrium is stable, and
it is shown that global solutions which do not develop singularities converge
to an equilibrium as time goes to infinity. The latter is proved by means of
the energy functional combined with the generalized principle of linearized
stability.
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1. Introduction
In this paper we consider a free boundary problem that describes the motion
of two isothermal, viscous, incompressible Newtonian fluids in R3. The fluids are
separated by an interface that is unknown and has to be determined as part of the
problem.
More precisely, we consider two fluids that fill a region Ω ⊂ R3. Let Γ0 ⊂ Ω be a
given surface which bounds the region Ω1(0) occupied by a viscous incompressible
fluid, fluid1, the dispersed phase and let Ω2(0) be the complement of the closure of
Ω1(0) in Ω, corresponding to the region occupied by a second incompressible viscous
fluid, fluid2, the continuous phase. Note that the dispersed phase is assumed not
to be in contact with the boundary ∂Ω of Ω. We assume that the two fluids
are immiscible, and that no phase transitions occur. The velocity of the fluids is
denoted by u(t, x), and the pressure field by π(t, x).
Let Γ(t) denote the position of Γ0 at time t. Thus, Γ(t) is a sharp interface which
separates the fluids occupying the regions Ω1(t) and Ω2(t), respectively. We denote
the normal field on Γ(t), pointing from Ω1(t) into Ω2(t), by νΓ(t, ·). Moreover,
VΓ(t, ·) andHΓ(t, ·) mean the normal velocity and the curvature of Γ(t) with respect
to νΓ(t, ·), respectively. Here the curvature HΓ := −divΓνΓ is negative when Ω1(t)
is convex in a neighborhood of x ∈ Γ(t), in particular the curvature of a sphere
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SR(x0) is −(n−1)/R. The motion of the fluids is governed by the following system
of equations for i = 1, 2.
ρi
(
∂tu+ (u|∇)u
)
− µi∆u+∇π = 0 in Ωi(t),
div u = 0 in Ωi(t),
−[[S(u, π)νΓ]] = σHΓνΓ on Γ(t),
[[u]] = 0 on Γ(t),
u = 0 on ∂Ω,
VΓ = (u|νΓ) on Γ(t),
u(0) = u0 in Ω\Γ0,
Γ(0) = Γ0 .
(1.1)
Here, S is the stress tensor defined by
S = S(u, π) = µi
(
∇u+ [∇u]T
)
− πI = 2µiE − πI in Ωi(t),
and
[[φ]](t, x) = lim
h→0+
(
φ(t, x + hνΓ(x))− φ(t, x − hνΓ(x))
)
, x ∈ Γ(t)
denotes the jump of the quantity φ, defined on the respective domains Ωi(t), across
the interface Γ(t).
Given are the initial position Γ0 of the interface and the initial velocity u0 : Ω\Γ0 →
R
3. The unknowns are the velocity field u(t, ·) : Ω\Γ(t) → R3, the pressure field
π(t, ·) : Ω\Γ(t)→ R, and the free boundary Γ(t).
The constants ρi > 0 and µi > 0 denote the densities and the viscosities of the
respective fluids, and the constant σ > 0 stands for the surface tension. In the
sequel we drop the index i since there is no danger of confusion; however, we keep
in mind that µ and ρ have jumps across the interface, in general.
System (1.1) comprises the two-phase Navier-Stokes equations with surface ten-
sion. The corresponding one-phase problem is obtained by setting ρ2 = µ2 = 0 and
discarding Ω2. Here we concentrate the discussion on the two-phase problem.
There are several papers in the literature dealing with problem (1.1); cf. [5, 6,
7, 8, 9, 25, 26, 27]. All of them employ Lagrangian coordinates to obtain local
well-posedness. This way it seems difficult to establish smoothing of the unknown
interface, and this method is hardly useful in case phase transitions have to be taken
into account. Here we employ a different approach, namely the Direct Mapping
Method via a Hanzawa transform, which has been quite efficient in the study of
Stefan problems, i.e. phase transitions involving temperature, only.
In a recent paper [19] we have shown that problem (1.1) is locally well-posed in
an Lp-setting provided Ω = R
n and the initial interface Γ0 is sufficiently close to
a flat configuration. In addition, the interface as well as the solution are proved
to become instantaneously real analytic. This result is based on a careful analysis
of the underlying linear problem. Building on the latter results we show in this
paper local well-posedness for arbitrary bounded geometries as described above.
This induces a local semiflow on a well-defined nonlinear phase manifold.
It is known that the set E of equilibria of the system are zero velocities, constant
pressures in the components of the phases and the dispersed phase is a union
of disjoint balls. Concentrating on the case of connected phases, we prove that
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equilibria are stable and any solution starting in a neighbourhood of such a steady
state exists globally and converges to another equilibrium.
The energy of the system serves as a strict Ljapunov functional, hence the limit
sets of the solutions are contained in the set of equilibria E . Combining these
results we show that any solution which does not develop singularities converges to
an equilibrium in the topology of the phase manifold.
2. Transformation to a Fixed Domain
Let Ω ⊂ Rn be a bounded domain with boundary ∂Ω of class C2, and suppose
Γ ⊂ Ω is a hypersurface of class C2, i.e. a C2-manifold which is the boundary of
a bounded domain Ω1 ⊂ Ω; we then set Ω2 = Ω\Ω¯1. Note that Ω2 is connected,
but Ω1 maybe disconnected, however, it consists of finitely many components only,
since ∂Ω1 = Γ by assumption is a manifold, at least of class C
2. Recall that the
second order bundle of Γ is given by
N 2Γ := {(p, νΓ(p),∇ΓνΓ(p)) : p ∈ Γ}.
Here ∇Γ denotes the surface gradient on Γ. Recall also the Haussdorff distance dH
between the two closed subsets A,B ⊂ Rm, defined by
dH(A,B) := max{sup
a∈A
dist(a,B), sup
b∈B
dist(b, A)}.
Then we may approximate Γ by a real analytic hypersurface Σ, in the sense that
the Haussdorff distance of the second order bundles of Γ and Σ is as small as we
want. More precisely, for each η > 0 there is a real analytic closed hypersurface Σ
such that dH(N 2Σ,N 2Γ) ≤ η. If η > 0 is small enough, then Σ bounds a domain
G1 with G1 ⊂ Ω, and we set G2 = Ω\G¯1.
It is well known that such a hypersurface Σ admits a tubular neighbourhood,
which means that there is a > 0 such that the map
Λ : Σ× (−a, a)→ Rn, Λ(p, r) := p+ rνΣ(p), p ∈ Σ, |r| < a
is a diffeomorphism from Σ× (−a, a) onto R(Λ). The inverse
Λ−1 : R(Λ) 7→ Σ× (−a, a)
of this map is conveniently decomposed as
Λ−1(x) = (Π(x), d(x)), x ∈ R(Λ).
Here Π(x) means the orthogonal projection of x to Σ and d(x) the signed distance
from x to Σ; so |d(x)| = dist(x,Σ) and d(x) < 0 iff x ∈ G1. In particular we have
R(Λ) = {x ∈ Rn : dist(x,Σ) < a}.
Note that on the one hand, a is determined by the curvatures of Σ, i.e. we must
have
0 < a < min{1/|κj(p)| : j = 1, . . . , n− 1, p ∈ Σ},
where κj(p) mean the principal curvatures of Σ at p ∈ Σ. But on the other hand, a
is also connected to the topology of Σ, which can be expressed as follows. Since Σ
is a compact manifold of dimension n−1 it satisfies the ball condition, which means
that there is a radius rΣ > 0 such that for each point p ∈ Σ there are xj ∈ Gj ,
j = 1, 2, such that BrΣ(xj) ⊂ Gj , and B¯rΣ(xj) ∩ Σ = {p}. Choosing rΣ maximal,
we then must also have a < rΣ.
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Setting Γ(0) = Γ0, we may use the map Λ to parametrize the unknown free
boundary Γ(t) over Σ by means of a height function h via
Γ(t) = R(p 7→ p+ h(t, p)νΣ(p), p ∈ Σ), t ≥ 0,
for small t ≥ 0, at least. Extend this diffeomorphism to all of Ω¯ by means of
Θh(t, x) = x+ χ(d(x)/a)h(t,Π(x))νΣ(Π(x)) =: x+ θh(t, x).
Here χ denotes a suitable cut-off function; more precisely, χ ∈ D(R), 0 ≤ χ ≤ 1,
χ(r) = 1 for |r| < 1/3, and χ(r) = 0 for |r| > 2/3. This way Ω\Γ(t) is transformed
to the fixed domain Ω\Σ. Note that Θh(t, x) = x for |d(x)| > 2a/3, and
Θ−1h (t, x) = x− h(t,Π(x))νΣ(Π(x)) for |d(x)| < a/3,
in particular,
Θ−1h (t, x) = x− h(t, x)νΣ(x) for x ∈ Σ.
Now we define the transformed quantities
u¯(t, x) = u(t,Θh(t, x)),
π¯(t, x) = π(t,Θh(t, x)), t > 0, x ∈ Ω\Σ,
the pull backs of u and π. This gives the following problem for u¯, π¯, h.
ρ∂tu¯− µA(h)u¯+ G(h)π¯ = R(u¯, h) in Ω\Σ,
(G(h)|u¯) = 0 in Ω\Σ,
−[[µ([G(h)u¯] + [G(h)u¯]T)− π¯]]νΓ(h) = σHΓ(h)νΓ(h) on Σ,
[[u¯]] = 0 on Σ,
u¯ = 0 on ∂Ω,
∂th− (u¯|νΣ) = −(u¯|α(h)) on Σ,
u¯(0) = u¯0, in Ω\Σ, h(0) = h0 on Σ.
(2.1)
Here A(h), G(h) and HΓ(h) denote the transformed Laplacian, gradient and cur-
vature, respectively. More precisely, we have
Θ′h = I + θ
′
h, Θ
′−1
h = I − [I + θ
′
h]
−1
θ′h
and
[∇π] ◦Θh = G(h)π¯
= [(Θ−1h )
′T
◦Θh]∇π¯ = ∇π¯ − θ
′T
h [I + θ
′
h]
−T
∇π¯
=: (I −M1(h))∇π¯
[div u] ◦Θh = (G(h)|u¯)
= ([(Θ−1h )
′T
◦Θh]∇|u¯) = (∇|u¯)− (θ
′T
h [I + θ
′
h]
−T
∇|u¯)
= ((I −M1(h))∇|u¯)
and
[∆u] ◦Θh = A(h)u¯
= [(Θ−1h )
′
(Θ−1h )
′T
◦Θh] : ∇
2u¯+ ([∆Θ−1h ] ◦Θh|∇)u¯
= ∆u¯−M4(h) : ∇
2u¯−M2(h)∇u¯
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with
−M2(h)∇u¯ := ([∆Θ
−1
h ] ◦Θh|∇)u¯
M4(h) : ∇
2u¯ := [2sym(θ′Th [I + θ
′
h]
−T
)− [I + θ′h]
−1
θ′hθ
′T
h [I + θ
′
h]
−T
] : ∇2u¯.
Note that
[∂tu] ◦Θh = ∂tu¯− u¯
′[(∂tΘ
−1
h ) ◦Θh] = ∂tu¯− u¯
′Θ′−1h ∂tΘh
= ∂tu¯− u¯
′[I + θ′h]
−1
θ′h∂tθh =: ∂tu¯−M3(h)∇u¯,
hence
R(u¯, h) = −ρ(u¯ · G(h)u¯) +M3(h)∇u¯.
With the curvature tensor LΣ and the surface gradient ∇Σ we have
νΓ(h) = β(h)(νΣ − α(h)), α(h) =M0(h)∇Σh,
M0(h) = (I − hLΣ)
−1, β(h) = (1 + |α(h)|2)−1/2,
and
V = (∂tΘ|νΓ) = ∂th(νΓ|νΣ) = β(h)∂th.
Employing this notation, we have
θ′h(t, x) = νΣ(Π(x)) ⊗M0(d(x))∇Σh(t,Π(x))
− h(t,Π(x))LΣ(Π(x))M0(d(x))PΣ for |d(x)| < a/3,
θ′h(t, x) = 0 for |d(x)| > 2a/3,
and
θ′h(t, x) =
1
a
χ′(d(x)/a)h(t,Π(x))νΣ(Π(x)) ⊗ νΣ(Π(x))
+ χ(d(x)/a)νΣ(Π(x)) ⊗M0(d(x))∇Σh(t,Π(x))
− χ(d(x)/a)h(t,Π(x))LΣ(Π(x))M0(d(x))PΣ
for a/3 < |d(x)| < 2a/3,
where PΣ = I − νΣ⊗ νΣ denotes the projection onto the tangent space of Σ. Thus,
[I + θ′h] is boundedly invertible, if |h|∞ and |∇Σh|∞ are sufficiently small. The
curvature HΓ(h) becomes
HΓ(h) = β(h){tr[M0(h)(LΣ +∇Σα(h))] − β
2(h)(M0(h)α(h)|[∇Σα(h)]α(h))},
a differential expression involving second order derivatives of h only linearly. Its
linearization is given by
H ′Γ(0) = trL
2
Σ +∆Σ.
Here ∆Σ denotes the Laplace-Beltrami operator on Σ.
It is convenient to decompose the stress boundary condition into tangential and
normal parts. Multiplying the stress interface condition with νΣ/β we obtain
[[π¯]]− σHΓ(h) = ([[µ([G(h)u¯] + [G(h)u¯]
T)]](νΣ −M0(h)∇Σh|νΣ),
for the normal part of the stress boundary condition, and
− PΣ[[µ([G(h)u¯] + [G(h)u¯]
T)]](νΣ −M0(h)∇Σh)
=
(
[[µ([G(h)u¯] + [G(h)u¯]T)]](νΣ −M0(h)∇Σh)|νΣ
)
M0(h)∇Σh,
for the tangential part. Note that the latter neither contains the pressure jump nor
the curvature!
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We rewrite this problem in quasilinear form, dropping the bars and collecting its
principal linear part on the left hand side.
ρ∂tu− µ∆u+∇π = F (h, u)∇u+M4(h) : ∇
2u+M1(h)∇π in Ω\Σ,
div u =M1(h) : ∇u in Ω\Σ,
PΣ[[−µ(∇u +∇u
T)]]νΣ = Gτ (h)∇u, (2.2)
−([[−µ(∇u+∇uT)]]νΣ|νΣ) + [[π]]− σH
′
Γ(0)h = Gν(h)∇u+Gγ(h) on Σ,
[[u]] = 0 on Σ,
u = 0 on ∂Ω,
∂th− (u|νΣ) = (M0(h)∇Σh|u) on Σ,
u(0) = u0 in Ω\Σ, h(0) = h0 on Σ.
The right-hand sides in this problem are either lower order terms or are of the same
order appearing on the left, but carrying a factor h or ∇Σh, which are small by
construction. In fact, since Γ0 is approximated by Σ in the second order bundle
we have smallness of h0, ∇Σh0, and even of ∇2Σh0, uniformly on Σ. All terms on
the right-hand side are at least quadratic. More precisely, besides the Mj(h) which
have been introduced before, the nonlinearities have the following form:
F (h, u)∇u =− (u|∇u) + [M1(h) +M2(h) +M3(h)]∇u,
Gν(h)∇u =− ([[µ([∇u] + [∇u]
T)]]M0(h)∇Σh|νΣ)
− ([[µ([M1(h)∇u] + [M1(h)∇u]
T)]](νΣ −M0(h)∇Σh)|νΣ),
Gτ (h)∇u =([[µ([(I −M1(h))∇u] + [(I −M1(h))∇u]
T)]](νΣ −M0(h)∇Σh)|νΣ)·
·M0(h)∇Σh
− PΣ[[µ([(I −M1(h))∇u] + [(I −M1(h))∇u]
T)]]M0(h)∇Σh
− PΣ[[µ([M1(h)∇u] + [M1(h)∇u]
T)]]νΣ,
Gγ(h) = σ(HΓ(h)−H
′
Γ(0)h).
The idea of our approach can be described as follows. We consider the transformed
problem (2.2). Based on maximal Lp-regularity of the linear problem given by the
left hand side of (2.2), we employ the contraction mapping principle to obtain local
well-posedness of the nonlinear problem. The solutions of the transformed problem
will belong to the following class:
u ∈ H1p (J ;Lp(Ω)
n) ∩ Lp(J ;H
2
p (Ω\Σ)
n), π ∈ Lp(J ; H˙
1
p (Ω\Σ)),
[[π]] ∈W 1/2−1/2pp (J ;Lp(Σ)) ∩ Lp(J ;W
1−1/p
p (Σ)),
h ∈W 2−1/2pp (J ;Lp(Σ)) ∩H
1
p (J ;W
2−1/p
p (Σ)) ∩ Lp(J ;W
3−1/p
p (Σ)).
This program will be carried out in the next sections.
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3. The Linearized Problem
We consider now the inhomogeneous linear problem
ρ∂tu− µ∆u+∇π = ρf in Ω\Σ,
div u = fd in Ω\Σ,
[[−µ(∇u+ [∇u]T) + Iπ]]νΣ − σ(∆Σh)νΣ = g on Σ,
[[u]] = uΣ on Σ,
u = ub on ∂Ω,
∂th− (u|νΣ) + (b|∇Σh) = gh on Σ,
u(0) = u0 in Ω\Σ, h(0) = h0 on Σ
(3.1)
on a finite time-interval J = [0, a]. We choose the same regularity classes for u and
π as before, i.e.
u ∈ Zu := H
1
p (J ;Lp(Ω)
n) ∩ Lp(J ;H
2
p (Ω\Σ)
n),
and
π ∈ Zpi := Lp(J ; H˙
1
p (Ω\Σ)).
Then
uΣ ∈ W
1−1/2p
p (J ;Lp(Σ)
n) ∩ Lp(J ;W
2−1/p
p (Σ)
n),
and
ub ∈ W
1−1/2p
p (J ;Lp(∂Ω)
n) ∩ Lp(J ;W
2−1/p
p (∂Ω)
n).
Therefore the equation for the height function h lives in the trace space for the
components of u, i.e.
gh ∈ Y
0
u :=W
1−1/2p
p (J ;Lp(Σ)) ∩ Lp(J ;W
2−1/p
p (Σ)),
hence the natural space for h is given by
h ∈ Zh :=W
2−1/2p
p (J ;Lp(Σ)) ∩H
1
p (J ;W
2−1/p
p (Σ)) ∩ Lp(J ;W
3−1/p
p (Σ)).
Here the last space comes from the curvature term in the stress boundary condition,
which induces an additional order in spatial regularity. Assuming that g belongs
to the trace space of ∇u, i.e.
g ∈ Y 1u :=W
1/2−1/2p
p (J ;Lp(Σ)
n) ∩ Lp(J ;W
1−1/p
p (Σ)
n),
we have the additional regularity [[π]] ∈ Y 1u for the pressure jump across the interface
Σ. The function b ∈ Y 0u is given; we will choose b appropriately in Section 4.
There is another hidden regularity which comes from the divergence equation.
To identify it, let φ ∈ H˙1p′(Ω). An integration by parts yields
(u|∇φ)Ω = −(div u|φ)Ω + (u · ν∂Ω|φ)∂Ω − ([[u · νΣ]]|φ)Σ
= −(fd|φ)Ω + (ub · ν∂Ω|φ)∂Ω − (uΣ · νΣ|φ)Σ.
Set Ĥ−1p (Ω) = (H˙
1
p′(Ω))
∗ and define the functional (fd, ub · ν∂Ω, uΣ · νΣ) ∈ Ĥ−1p (Ω)
by means of
〈(fd, ub · ν∂Ω, uΣ · νΣ)|φ〉 := −(fd|φ)Ω + (ub · ν∂Ω|φ)∂Ω − (uΣ · νΣ|φ)Σ.
Then we have
〈(fd, ub · ν∂Ω, uΣ · νΣ)|φ〉 = (u|∇φ)Ω.
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Since u ∈ H1p (J ;Lp(Ω)
n) this implies (fd, ub · ν∂Ω, uΣ · νΣ) ∈ H1p (J ; Ĥ
−1
p (Ω)). Ob-
serve that this condition contains the compatibility condition∫
Ω
fd dx =
∫
∂Ω
ub · ν∂Ω d∂Ω−
∫
Σ
uΣ · νΣ dΣ,
which appears choosing φ ≡ 1.
In the particular case fd = 0 we have (fd, ub · ν∂Ω, uΣ · νΣ) ∈ H1p (J ; Ĥ
−1
p (Ω)) if
and only if ub · ν∂Ω ∈ H1p (J ; W˙
−1/p
p (∂Ω)) and uΣ · νΣ ∈ H1p (J ; W˙
−1/p
p (Σ)).
The main theorem of this section states that problem (3.1) admits maximal
regularity, in particular, it defines an isomorphism between the solution space and
the space of data.
Theorem 3.1. Let p > n + 2, Ω ⊂ Rn a bounded domain with ∂Ω ∈ C3, Σ ⊂ Ω
a closed hypersurface of class C3 and ρj, µj, σ be positive constants, j = 1, 2; set
J = [0, a], and suppose
b ∈ W 1−1/2pp (J ;Lp(Σ))
n ∩ Lp(J ;W
2−1/p
p (Σ))
n.
Then the two-phase Stokes problem (3.1) admits a unique solution (u, π, h) with
regularity
u ∈ H1(J ;Lp(Ω)
n) ∩ Lp(J ;H
2
p (Ω\Σ)
n), π ∈ Lp(J ; H˙
1
p (Ω\Σ)),
[[π]] ∈ W 1/2−1/2pp (J ;Lp(Σ)) ∩ Lp(J ;W
1−1/2p
p (Σ)),
h ∈W 2−1/2pp (J ;Lp(Σ)) ∩H
1
p (J ;W
2−1/p
p (Σ)) ∩ Lp(J ;W
3−1/p
p (Σ)),
if and only if the data (u0, h0, ub, uΣ, f, fd, g, gh) satisfy the following regularity and
compatibility conditions:
(a) f ∈ Lp(J × Ω)n, u0 ∈W
2−2/p
p (Ω\Σ)n, and u0|∂Ω = ub|t=0 ;
(b) fd ∈ Lp(J ;H1p (Ω\Σ)), and div u0 = fd|t=0 ;
(c) ub ∈ W
1−1/2p
p (J ;Lp(∂Ω)
n) ∩ Lp(J ;W
2−1/p
p (∂Ω)n),
(d) uΣ ∈W
1−1/2p
p (J ;Lp(Σ)
n) ∩ Lp(J ;W
2−1/p
p (Σ)n);
(e) (fd, ub · ν∂Ω, uΣ · νΣ) ∈ H
1
p (J ; Ĥ
−1
p (Ω));
(f) g ∈W
1/2−1/2p
p (J ;Lp(Σ))
n ∩ Lp(J ;W
1−1/p
p (Σ))n;
(g) [[u0]] = uΣ|t=0 , and PΣ[[µ(∇u0 + [∇u0]
T)]] = PΣg|t=0;
(h) h0 ∈W
3−2/p
p (Σ), and gh ∈ W
1−1/2p
p (J ;Lp(Σ)) ∩ Lp(J ;W
2−1/2p
p (Σ)).
The solution map (u0, h0, ub, uΣ, f, fd, g, gh, b) 7→ (u, π, [[π]], h) is continuous be-
tween the corresponding spaces.
The proof will be carried out in the following subsections.
In general the pressure π has no more regularity as stated in Theorem 3.1. However,
there are situations where π enjoys extra time-regularity, as stated in the following
Corollary 3.2. Assume in addition to the hypotheses of Theorem 3.1 that
u0 = h0 = fd = 0, div f = 0 in Ω\Σ,
ub · ν∂Ω = 0 on ∂Ω, uΣ · νΣ = 0 on Σ,
and
[[(f |νΣ)]] = 0 on Σ, (f |ν∂Ω) = 0 on ∂Ω.
Then π ∈ 0Hαp (J ;Lp(Ω)), for each α ∈ (0, 1/2− 1/2p).
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Proof. Let g ∈ Lp′(Ω) be given and solve the problem
∆φ = ρg in Ω\Σ,
[[φ]] = 0 on Σ,
[[ρ−1∂νφ]] = 0 on Σ, (3.2)
∂νφ = 0 on ∂Ω,
by Theorem 8.1. Since (f |∇φ) = (u|∇φ) = 0 we obtain by integration by parts
(π|g)Ω =
(
π
ρ
|∆φ
)
Ω
= −
∫
Σ
[[
π
ρ
∂νΣφ]]dΣ−
(
∇π
ρ
|∇φ
)
Ω
= −
∫
Σ
[[π]]
∂νΣφ
ρ
dΣ−
(
µ
ρ
∆u|∇φ
)
Ω
=
∫
Ω
µ
ρ
∇u : ∇2φdx +
∫
Σ
{[[
µ∂νΣu
ρ
∇φ]] − [[π]]
∂νΣφ
ρ
}dΣ.
Since ∇u ∈ 0H
1/2
p (J ;Lp(Ω)
n×n) and [[π]], ∂kul ∈ 0Wp
1/2−1/2p(J ;Lp(Σ)), applying
∂αt to this identity, we obtain the estimate
|∂αt π|Lp(J×Ω) ≤ C{|∂
α
t ∇u|Lp(J×Ω) + |∂
α
t [[π]]|Lp(J×Σ) + |∂
α
t ∂νΣu|Lp(J×Σ)},
for each α ∈ (0, 1/2− 1/2p), hence π ∈ 0Hαp (J ;Lp(Ω)). 
It is convenient to reduce the problem to the case
u0 = h0 = f = fd = uΣ · νΣ = ub · ν∂Ω = 0.
This can be achieved as follows. Suppose (u, π, h) is a solution of (3.1). We intro-
duce a further dummy variable q := [[π]]; note that q ∈ Zq := Y 1u . We decompose
u = u∗ + u1, π = π∗ + π1, q = q∗ + q1, h = h∗ + h1 where
h∗(t) = [2e
−(I−∆Σ)
1/2t − e−2(I−∆Σ)
1/2t]h0+
[e−(I−∆Σ)t − e−2(I−∆Σ)t](I −∆Σ)
−1{(u0|νΣ)− (b|∇Σh) + gh(0)}, t ≥ 0.
The function h∗ belongs to Zh and satisfies h∗(0) = h0 and ∂th∗(0) = (u0|νΣ) −
(b|∇Σh) + gh(0). Then h1 has initial value zero, and also ∂th1(0) = 0. We set
q∗(t) = e
∆Σtq0 where
q0 := ([[µ(∇u0 + [∇u0]
T)]]νΣ|νΣ) + σ∆Σh0 + (g(0)|νΣ)
is determined by the data, and we define π∗ as the solution of
∆π∗ = 0 in Ω\Σ,
∂νπ∗ = 0 on ∂Ω,
[[∂νΣπ∗]] = 0, [[π∗]] = q∗ on Σ.
Note that q∗ ∈ Y
1
u and π∗ ∈ Zpi, by Theorem 8.5. The function u∗ ∈ Zu is defined
as the solution of the parabolic problem
ρ∂tu− µ∆u = −∇π∗ + ρf in Ω\Σ,
u = ub on ∂Ω,
[[−µ(∇u + [∇u]T)]]νΣ = g − q∗νΣ + σ(∆Σh∗)νΣ on Σ, (3.3)
[[u]] = uΣ on Σ,
u(0) = u0, in Ω\Σ,
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which is uniquely solvable since the appropriate Lopatinskii-Shapiro conditions are
satisfied; see [12]. Thus we may assume w.l.o.g. u0 = h0 = f = 0 and that the
time traces of fd, g and gh are zero at time zero. Finally, to remove fd, we solve
the transmission problem
∆ψ = f˜d in Ω\Σ,
[[ρψ]] = 0 on Σ,
[[∂νΣψ]] = 0 on Σ,
∂ν∂Ωψ = 0 on ∂Ω,
according to Theorem 8.6, where f˜d := fd − div u∗. Since ∂Ω ∈ C3, the solution
satisfies ∇ψ ∈ Zu. Then setting u2 = u1−∇ψ and π2 = π1+ρ∂tψ−µ∆ψ, h2 = h1,
we see that we may assume also fd = uΣ ·νΣ = ub ·ν∂Ω = 0, the only non-vanishing
data which remain are g, gh, uΣ, ub; note that the time traces at t = 0 of these
functions are zero, and ub · ν∂Ω = 0 on ∂Ω and uΣ · νΣ = 0 on Σ.
3.1. Flat Interface. In this subsection we consider the linearized problem for a
flat interface.
ρ∂tu− µ∆u +∇π = ρf in R˙
n,
div u = fd in R˙
n,
−[[µ∂yv]]− [[µ∇xw]] = gv on R
n−1,
−2[[µ∂yw]] + [[π]] − σ∆h = gw on R
n−1,
[[u]] = uΣ on R
n−1,
∂th− w + (b|∇h) = gh on R
n−1,
u(0) = u0, h(0) = h0 in R˙
n, on Rn−1.
(3.4)
Here we have identified Rn−1 = Rn−1×{0} and R˙n = Rn\Rn−1. It is convenient to
split u = (v, w), f = (fv, fw), g = (gv, gw) into tangential and normal components.
The following result, which is implied by [20, Theorem 3.1], states that prob-
lem (3.4) admits maximal regularity, in particular defines an isomorphism be-
tween the solution space Z := Zu × Zpi × Zq × Zh and the product-space of data
(u0, h0, uΣ, f, fd, g, gh, b) which we denote for short by Y .
Proposition 3.3. Let p > n + 2 be fixed, and assume that ρj, µj, σ are positive
constants for j = 1, 2, and let J = [0, a]. Suppose
b0 ∈ R
n−1, b1 ∈W
1−1/2p
p (J ;Lp(R
n−1))n−1 ∩ Lp(J ;W
2−1/p
p (R
n−1))n−1,
and set b = b0 + b1. Then the Stokes problem with flat boundary (3.4) admits a
unique solution
(u, π, h) with regularity
u ∈ H1p (J ;Lp(R
n)n) ∩ Lp(J ;H
2
p (R˙
n)n), π ∈ Lp(J ; H˙
1
p (R˙
n)),
[[π]] ∈W 1/2−1/2pp (J ;Lp(R
n−1)) ∩ Lp(J ;W
1−1/p
p (R
n−1)),
h ∈ W 2−1/2pp (J ;Lp(R
n−1)) ∩H1p (J ;W
2−1/p
p (R
n−1)) ∩ Lp(J ;W
3−1/p
p (R
n−1))
if and only if the data (f, fd, g, gh, u0, h0, uΣ) satisfy the following regularity and
compatibility conditions:
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(a) f ∈ Lp(J ×Rn)n, uΣ ∈ W
1−1/2p
p (J ;Lp(R
n−1)n)∩Lp(J ;W
2−1/p
p (Rn−1)n),
(b) fd ∈ Lp(J ;H1p (R˙
n)), (fd, uΣ · νΣ) ∈ H1p (J ; Ĥ
−1
p (R
n)),
(c) g = (gv, gw) ∈W
1/2−1/2p
p (J ;Lp(R
n−1))n ∩ Lp(J ;W
1−1/p
p (Rn−1))n,
(d) gh ∈W
1−1/2p
p (J ;Lp(R
n−1)) ∩ Lp(J ;W
2−1/p
p (Rn−1)),
(e) u0 ∈ W
2−2/p
p (R˙n)n, h0 ∈ W
3−2/p
p (Rn−1),
(f) div u0 = fd|t=0 in R˙n and [[u0]] = uΣ|t=0 on Rn−1,
(g) −[[µ∂yv0]]− [[µ∇xw0]] = gv|t=0 on Rn−1.
The solution map [(u0, h0, uΣ, f, fd, g, gh, b) 7→ (u, π, [[π]], h)] is continuous between
the corresponding spaces.
3.2. Bent Interfaces. Next we consider the case of a bent interface. By this we
mean a situation where the interface Σ is given as a graph of a function φ : Rn−1 →
R of class BC3; thus Σ = {(x, φ(x)) : x ∈ Rn−1}. The normal νΣ is then given by
νΣ(x) = β(x)
[
−∇xφ(x)
1
]
, β(x) = 1/
√
1 + |∇xφ(x)|2,
and the Laplace-Beltrami operator for such a surface with
h¯(t, x) = h(t, (x, φ(x)))
reads as
∆Σh = ∆h¯− β
2(∇2h¯∇φ|∇φ) − β2[∆φ− β2(∇2φ∇φ|∇φ)](∇φ|∇h¯).
We may assume by the reduction explained above that u0 = h0 = f = fd =
uΣ · νΣ = 0. Set
u¯(t, x, y) = u(t, x, y + φ(x)), π¯(t, x, y) = π(t, x, y + φ(x)),
for t ∈ J = [0, a], x ∈ Rn−1, y 6= 0, and observe
∇u = ∇u¯−∇φ ⊗ ∂yu¯.
Then we obtain for the new variables (u¯, π¯, h¯) the following problem. For conve-
nience we drop the bars, and split u = (v, w) and g = (gv, gw) as before.
ρ∂tu− µ∆u+∇π = µB1(u, π) in R˙
n,
div u = B2u in R˙
n,
−[[µ∂yv]]− [[µ∇xw]] = gv +B3(u, [[π]], h) on R
n−1,
−2[[µ∂yw]] + [[π]]− σ∆xh = [gw/β] +B4(u, h) on R
n−1,
[[u]] = uΣ on R
n−1,
∂th− w + (b|∇h) = gh + B5u+B6h on R
n−1,
u(0) = 0, h(0) = 0 in R˙n, on Rn−1.
(3.5)
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Here we have set
B1(u, π) = |∇φ|
2∂2yu− 2(∇φ|∇x∂yu) + (∇φ)∂yπ − (∆φ)∂yu
B2u = (∇φ|∂yu),
B3(u, [[π]], h) = −[[µ(∇xv + [∇xv]
T)]]∇φ − [[µ∂yv]]|∇φ|
2
+ {−[[µ(∂yv|∇φ)]] + [[π]]− [[µ∂yw]]− σ∆Σh}∇φ
B4(u, h) = −([[µ(∂yv +∇xw)]]|∇φ) − [[µ∂yw]]|∇φ|
2 + σ(∆Σh−∆h)
B5u = (β − 1)w − β(∇φ|v) = −
β2|∇φ|2
1 + β
w − β(∇φ|v)
B6h = β
2[(b|∇φ)− (b|en)|∇φ|
2](∇φ|∇h).
Now suppose (u, π, h) belongs to the maximal regularity class. We estimate the
perturbations Bj as follows:
|B1(u, π)|Lp ≤ ‖∇φ‖L∞ [(2 + |∇φ|L∞)|∇
2u|Lp + |∇π|Lp ]
+ |∆φ|L∞ |∇u|Lp ,
|B2u|Lp(H1p) ≤ |∇φ|L∞ |∇
2u|Lp + (|∇
2φ|L∞ + |∇φ|L∞)|∇u|Lp ,
|∂tB2u|Lp(H−1p ) ≤ |∇φ∂tu|Lp(Lp) ≤ |∇φ|L∞ |∂tu|Lp ,
|B3(u, [[π]], h)|W sp (Lp) ≤ C|∇φ|L∞(1 + |∇φ|L∞)[|∇u|W sp (Lp) + |∇
2h|W sp (Lp)]
+ C|∇φ|L∞ [|[[π]]|W sp (Lp) + |∇
2φ|L∞ |∇h|W sp (Lp)],
|B4(u, h)|W sp (Lp) ≤ C|∇φ|L∞(1 + ‖∇φ‖L∞)[|∇u|W sp (Lp) + |∇
2h|W sp (Lp)]
+ C|∇2φ|L∞ |∇φ|L∞ |∇h|W sp (Lp),
|B5u|W 1−1/2pp (Lp) ≤ 2|∇φ|L∞ |u|W 1−1/2pp (Lp).
Here C denotes a constant only depending on the parameters µ and σ, and we have
set s = 1/2− 1/2p. For the estimations in Lp(J ;W
1−1/p
p (Rn−1)) we observe that
|ψ|W sp = |ψ|Lp + [ψ]s,p, [ψ]
p
s,p =
∫
|h|≤1
∫
Rn−1
|ψ(x + h)− ψ(x)|p
dx dh
|h|n−1+sp
,
defines a norm on W sp (R
n−1). This implies
|aψ|W sp ≤ |a|L∞ |ψ|W sp + cs,p|∇a|L∞ |ψ|Lp ,
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for a ∈ W 1∞(R
n−1), with some constant cs,p which only depends on s ∈ (0, 1),
p ∈ (1,∞) and on n. With this observation we have
|B3(u, [[π]], h)|Lp(W 2sp ) ≤ C(1 + |∇φ|L∞){|∇φ|L∞ ·
· [|∇u|Lp(W 2sp ) + |[[π]]|Lp(W 2sp ) + |∇
2h|Lp(W 2sp )]
+ |∇2φ|L∞ [|∇u|Lp + |[[π]]|Lp + |∇h|Lp(H1p)]}
+ C(|∇3φ|L∞ + |∇
2φ|2L∞)|∇φ|L∞ |∇h|Lp ,
|B4(u, h)|Lp(W 2sp ) ≤ C(1 + |∇φ|L∞){|∇φ|L∞ |∇u|Lp(W 2sp )
+ |∇φ|L∞ |∇
2h|Lp(W 2sp ) + |∇
2φ|L∞ [|∇u|Lp + |∇h|Lp(H1p)]
+ C(|∇3φ|L∞ + |∇
2φ|2L∞)|∇φ|L∞ |∇h|Lp}.
|B5u|Lp(W 1+2sp ) ≤ C|∇φ|L∞{|u|Lp(W 1+2sp ) + |∇
2φ|L∞ |u|Lp(H1p)}
+ C(|∇3φ|L∞ + |∇
2φ|2L∞)|u|Lp .
Here C denotes a constant only depending on µ, σ, p, and 2s = 1−1/p. To estimate
B6h we note that Y
0
u is a Banach algebra since p > n+ 2. This yields
|B6h|Y 0u ≤ C|∇φ|L∞(|b0|+ |b1|Y 0u )|∇h|Y 0u ≤ C|∇φ|L∞(|b0|+ |b1|Y 0u )|h|Zh .
To solve the problem (3.5), let z = (u, π, [[π]], h) ∈ 0Z, where 0Z means the
solution space with zero time trace at t = 0, F := (0, 0, gv, gw/β, uΣ, gh) ∈ 0Y , the
space of data with zero time trace, and let B : 0Z → 0Y defined by
Bz = (B1(u, π), B2u,B3(u, [[π]], h), B4(u, h), 0, B5u+B6h).
Denoting the isomorphism from 0Z to 0Y defined by the left hand side of (3.5) by
L we may rewrite problem (3.5) in abstract form as
Lz = Bz + F. (3.6)
The above estimates for the components of B imply
|Bz|Y ≤ C|∇φ|L∞ |z|Z +M [|u|Lp(H1p) + |[[π]]|Lp + |∇h|W sp (Lp)∩Lp(H1p)],
with some constants C > 0 depending only on the parameters and M > 0, which
depends also on |∇φ|BUC2 . Let η > 0 be given and suppose |∇φ|L∞ < η. By means
of an interpolation argument we find a constant γ > 0, depending only on p such
that there is a constant M(η) > such that
|Bz|Y ≤ C[2η + a
γM(η)]|z|Z , z ∈ 0Z.
Choosing first η > 0 and then a > 0 small enough, we can solve (3.6) by a Neumann
series argument for J = [0, a].
Since problem (3.5) is time-invariant, we may repeat these arguments finitely
many times, including the reduction procedure, to solve (3.5) for J = [0, a], where
now a > 0 is arbitrary.
3.3. General Bounded Geometries. Here we use the method of localization.
By assumption, ∂Ω is of class C3 and Σ will even be real analytic, so in particular
of class C4. Therefore we may cover Σ by N balls Br/2(xj) with radius r > 0
and centers xj ∈ Σ such that Σ ∩ Br(xj) can be parameterized over the tangent
space TxjΣ by a function θj ∈ C
4 such that |∇θj |L∞ ≤ η, with η > 0 defined as
in the previous subsection. We extend these functions θj to all of TxjΣ retaining
the bound on ∇θj . This way we have created N bent half-spaces Σj to which the
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result proved in the previous subsection applies. We also suppose that Br(xj) ⊂ Ω
for each j. Set U := Ω\
⋃N
j=1 B¯r/2(xj) and Uj = Br(xj), j = 1, . . . , N . The open
set U consists of one component U0 characterized by ∂Ω ⊂ U¯0 and an open set say
UN+1, which is interior to Σ, i.e. Uj ⊂ Ω1. Fix a partition of unity {ϕj}
N+1
j=0 subject
to the covering {Uj}
N+1
j=0 of Ω, i.e. ϕj ∈ D(R
n), 0 ≤ ϕj ≤ 1, and
∑N+1
j=0 ϕj ≡ 1.
Note that ϕ0 = 1 in a neighborhood of ∂Ω. Let ϕ˜j denote cut-off functions with
support in Uj such that ϕ˜j = 1 on the support of ϕj , and set bj = bϕ˜j .
Let z := (u, π, q, h) with q = [[π]] be a solution of (3.1) where we assume w.l.o.g.
u0 = h0 = h1 = f = fd = 0, and (ub|ν∂Ω) = [[(uΣ|νΣ)]] = 0. We then set uj = ϕju,
πj = ϕjπ, qj = ϕjq, hj = ϕjh, as well as ubj = ϕjub, uΣj = ϕjuΣ, gj = ϕjg, and
ghj = ϕjgh. Then for j = 1, . . . , N , the quadruples zj := (uj, πj , qj , hj) satisfy the
problems
ρ∂tuj − µ∆uj +∇πj = Fj(u, π) in Rn\Σj ,
div uj = (∇ϕj |u) in Rn\Σj ,
[[−µ([∇uj] + [∇uj ]
T) + qj ]]νΣj − σ(∆Σjhj)νΣj = gj +Gj(u) on Σj ,
[[uj ]] = uΣj, qj = [[πj ]] on Σj ,
∂thj − (uj |νΣj ) + (bj|∇Σhj) = ghj +Ghj(h) on Σj ,
uj(0) = 0 in R
n\Σj , hj(0) = 0 on Σj .
(3.7)
Here we used the abbreviations
Fj(u, π) = [∇ϕj ]π − µ[∆, ϕj ]u,
Gj(u) = [[−µ(∇ϕj ⊗ u+ u⊗∇ϕj)]]νΣj − σ[∆Σ, ϕj ]hνΣj ,
and
Ghj(h) = (bj|∇Σϕj)h.
For j = 0 we have the standard one-phase Stokes problem with parameters ρ2, µ2
on Ω with Dirichlet boundary conditions on ∂Ω, i.e.
ρ2∂tu0 − µ2∆u0 +∇πj = F0(u, π) in Ω,
div u0 = (∇ϕ0|u), in Ω,
u0 = ub0 on ∂Ω,
u0(0) = 0 in Ω.
For j = N + 1 we obtain the one-phase Stokes problem on Rn with parameters
ρ1, µ1, i.e.
ρ1∂tuN+1 − µ1∆uN+1 +∇πN+1 = FN+1(u, π) in R
n,
div uN+1 = (∇ϕN+1|u) in R
n,
uN+1(0) = 0 in R
n.
Concentrating on j = 1, . . . , N , we first note that [∆, ϕj ] are differential opera-
tors of order 1, hence if u ∈ 0Zu then
[∆, ϕj ]u ∈ 0H
1/2
p (J ;Lp(R
n)n) ∩ Lp(J ;H
1
p (R
n\Σj)
n).
Since f = fd = 0 the pressure π belongs to
π ∈ 0H
α
p (J ;Lp(R
n)) ∩ Lp(J ;H
1
p (R
n\Σj)),
by Corollary 3.2, hence we have
Fj(u, π) ∈ 0H
α
p (J ;Lp(R
n))n ∩ Lp(J ;H
1
p (R
n\Σj))
n,
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for some fixed 0 < α < 12 −
1
2p . Similarly we have
∇ϕj(u|νΣj ) + (∇ϕj |νΣj )u ∈ 0W
1−1/2p
p (J ;Lp(Σj)
n) ∩ Lp(J ;W
2−1/p
p (Σj)
n),
and since [∆Σj , ϕj ] is of order 1 as well, we obtain
[∆Σ, ϕj ]h ∈ 0H
1
p(J ;W
1−1/p
p (Σj)) ∩ Lp(J ;W
2−1/p
p (Σj)).
This shows that we have
Gj(u) ∈ 0W
1−1/2p
p (J ;Lp(Σj)
n) ∩ Lp(J ;W
2−1/p
p (Σj)
n).
The terms Ghj(h) do not have more regularity, however, the Banach algebra prop-
erty yields the estimate
|Ghj(h)|Y 0u ≤ C|b|Y 0u |h|Y 0u ≤ C|b|Y 0u a
γ |h|Zh ,
with an appropriate exponent γ > 0. Next we decompose
Fj(u, π) = F˜j(u, π) +∇ψj ,
such that divF˜j(u, π) = 0 in R
n\Σj and ([[F˜j(u, π)]]|νΣj ) = 0 on Σj . Thus F˜j(u, π)
is the Helmholtz projection of Fj(u, π) in R
n. Then
F˜j(u, π) ∈ 0H
α
p (J ;Lp(R
n))n ∩ Lp(J ;H
2α
p (R
n))n.
Also, we decompose uj = u˜j +∇φj , where φj solves the transmission problem
∆φj = (∇ϕj |u) in R
n\Σj ,
[[ρφj ]] = 0 on Σj ,
[[∂νΣj φj ]] = 0 on Σj .
Note that
∇φj ∈ 0H
1
p(J ;H
1
p (R
n\Σj)
n) ∩ Lp(J ;H
3
p (R
n\Σj)
n), (3.8)
by Theorems 8.1 and 8.6, since Σj is smooth. The jump of its trace on Σj then
belongs to
[[∇φj ]] ∈ 0H
1
p(J ;W
1−1/p
p (Σj)
n) ∩ Lp(J ;W
3−1/p
p (Σj)
n),
and its normal part vanishes, by construction. Further we have
[[µ∇2φj ]] ∈ 0W
1−1/2p
p (J ;Lp(Σj)
n×n) ∩ Lp(J ;W
2−1/p
p (Σj)
n×n).
Then we set
π˜j = πj − ψj + ρ∂tφj − µ∆φj ,
and we observe that on Σj
q˜j := [[π˜j ]] = [[πj ]]− [[µ∆φj ]] = [[πj ]]− [[µ(∇ϕj |u)]],
since by construction ψj and ρφj have no jump across Σj . Now the quadrupel
z˜j := (u˜j , π˜j , q˜j , hj) satisfies the problem
ρ∂tu˜j − µ∆u˜j +∇π˜j = F˜j(u, π) in R
n\Σj ,
div u˜j = (∇ϕj |u) in Rn\Σj ,
[[−µ([∇u˜j] + [∇u˜j ]T) + q˜j ]]νΣj − σ(∆Σjhj)νΣj = gj + G˜j(u) on Σj ,
[[u˜j ]] = uΣj − [[∇φj ]], q˜j = [[π˜j ]] on Σj ,
∂thj − (u˜j |νΣj ) + (bj|∇Σhj) = ghj + G˜hj(h) on Σj ,
u˜j(0) = 0, in R
n\Σj , hj(0) = 0 on Σj .
(3.9)
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Here G˜j and G˜hj are given by
G˜j(u) = Gj(u) + 2[[µ∇
2φj ]]νΣj − [[µ(∇ϕj |u)]]νΣj
and
G˜hj(h) = Ghj(h) + ∂νΣjφj .
For the remaining charts with index j = 0, N + 1, i.e. the one-phase problems, the
procedure is similar. In case j = 0 we use the regularity
∇φ0 ∈ H
1
p (J ;H
1
p (Ω)
n) ∩H1/2p (J ;H
2
p (Ω)
n)
instead of (3.8).
We write (3.9) abstractly as
Lj z˜j = Hj +Bjz,
and by Theorem 3.1 for bent interfaces we obtain an estimate of the form
|z˜j|E ≤ C0(|Hj |F + |Bjz|F),
with some constant C0 independent of j. Here E means the space of solutions and
F the space of data. Since all components of Bjz (except for Ghj(h)) have some
extra regularity, there is an exponent γ > 0 and a constant C1 independent of j
such that
|Bjz|F ≤ a
γC1|z|E.
In addition, by Corollary 3.2 we obtain
|π˜j |Hαp (J;Lp(Ω)) ≤ C2(|Hj |F + |Bjz|F) ≤ C2(|Hj |F + a
γC1C2|z|E).
This in turn implies
|∂tφj |Hαp (J;Lp(Ω)) ≤ C2|Hj |F + a
γC3|z|E,
and then also
|zj|E ≤ C4|Hj |F + a
γC5|z|E.
Summing over all j yields z =
∑
j zj , hence
|z|E ≤ C6|H |F + a
γC7|z|E.
Therefore, choosing the length a of the time interval small enough, we obtain the
a priori estimate
|z|E ≤ C8|H |F. (3.10)
Since the equations under consideration are time invariant, repeating this argument
finitely many times we may conclude that the operator L : 0E → 0F which maps
solutions to their data is injective and has closed range, i.e. L is a semi-Fredholm
operator.
It remains to prove surjectivity of L. For this we employ the continuation method
for semi-Fredholm operators. The estimates are uniform in the densities ρj and the
viscosities µj , as long as these parameters are bounded and bounded away from
zero. Hence L = L(ρ1, ρ2, µ1, µ2) is surjective, if L(1, 1, 1, 1) has this property.
Next we introduce an artificial continuation parameter τ ∈ [0, 1] by replacing the
equation for the free boundary h with
∂th+ τ(−∆Σ)
1/2h− (1− τ){(u|νΣ)− (b|∇Σh)} = gh on Σ.
The arguments in [19, 20] show that the corresponding problem is well-posed for
each τ ∈ [0, 1] in the case of a flat interface, with bounds independent of τ ∈ [0, 1].
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Therefore the same is true for bent interfaces and then by the above estimates also
for a general geometry. Thus we only need to consider the case ρ1 = ρ2 = µ1 =
µ2 = τ = 1.
To prove surjectivity in this case, note that the equation for h is decoupled from
those for u and π, and it is uniquely solvable in the right regularity class because of
maximal regularity for the Laplace-Beltrami operator. So we may set now h = 0.
Next we solve the parabolic transmission problem to remove the jump of u across Σ
and the inhomogeneity g in the stress boundary condition. The remaining problem
is a one-phase Stokes problem on the domain Ω, which is well-known to be solvable.
This shows that we have surjectivity in the case ρ1 = ρ2 = µ1 = µ2 = τ = 1, hence
also for arbitrary ρ, µ and τ = 0 and the proof of Theorem 3.1 is complete.
We close this section with a remark on the situation, which occurs in the treat-
ment of two-phase flows with variable surface tension. To be precise, Theorem 3.1
may be generalized to this situation by means of the following
Corollary 3.4. The statements of Theorem 3.1 remain valid, if the surface tension
is not a constant but a function σ ∈ C0,1/2(J,BC(Σ,R+)) ∩BC(J,C0,1(Σ,R+)).
This generalization is possible, since the variability of the surface-tension may be
handeled by a freezing technique during the localization procedure in the previous
paragraphs. The only difference compared to the case of a constant surface-tension
occurs in the jump condition of the normal stress in problem (3.7), which has to be
modified to
[[−µ(∇uj + [∇uj ]
T)]]νΣj + qjνΣj − σj(∆Σjhj)νΣj = gj +Gj(u) +Gσj(h) on Σj
with σj = σ(0, xj) > 0 and
Gσj(h) = ϕj(σ − σj)(∆Σh)νΣ.
Now, if the radius r > 0 of the balls Uj , j = 1, . . . , N is sufficiently small, we may
use the Ho¨lder/Lipschitz constants L1, L2 > 0 of σ to estimate
|ϕj(σ − σj)|Y 1u
≤ C9(L1a
γ1 + L2r
γ2)
with exponents γ1, γ2 > 0 and a constant C9 > 0 depending only on the spatial
dimension n and the geometry of Σ. Since Y 1u is a Banach algebra, we obtain
|Gσj(h)|Y 1u
≤ C10|ϕj(σ − σj)|Y 1u
|∆Σh|Y 1u ≤ C11(a
γ1 + rγ2)|z|
E
and the a priori estimate (3.10) remains valid, if both a and r are choosen sufficiently
small.
4. Local Well-Posedness
We now turn to problem (1.1), and show its local well-posedness for given initial
data Γ0 ∈ W
3−2/p
p and u0 ∈W
2−2/p
p (Ω\Γ0)n, which are subject to the compatibility
conditions
div u0 = 0 in Ω\Γ0, u0 = 0 on ∂Ω,
[[PΓ0µ(∇u0 + [∇u0]
T)νΓ0 ]] = 0, [[u0]] = 0 on Γ0,
(4.1)
where PΓ0 = I−νΓ0×νΓ0 . According to the considerations in Section 2 we approxi-
mate Γ0 for any prescribed η > 0 by a real analytic hypersurface Σ, in the sense that
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dH(N 2Σ,N 2Γ0) < η, and Γ0 is parametrized over Σ by h0 ∈W
3−2/p
p (Σ). Employ-
ing the transformation from Section 2 to the fixed domain, it is sufficient to prove
the local well-posedness of the quasi-linear problem (2.2). We keep the notation
and denote by u and π the transformed velocity field and pressure, respectively.
We are interested in solutions of (2.2) having maximal regularity, and hence, we
determine a first approximation of the local solution of (2.2) by using Theorem 3.1.
Since the time traces
(∇|u0) ∈ W
1−2/p
p (Ω\Σ) and PΣ[[µ(∇u0 + [∇u0]
T)νΣ]] ∈W
1−3/p
p (Σ)
will not be trivial due to the transformation, and since the compatibility conditions
imposed in Theorem 3.1 have to be satisfied, we must be able to construct extensions
in the right regularity classes to be used as the right-hand sides in (3.1).
Proposition 4.1. Let p > 3, ∂Ω ∈ C3, and set J = [0, a]. Let Σ ⊂ Ω be a closed
hypersurface of class C3. Then f0 ∈ H˙−1p (Ω) ∩W
1−2/p
p (Ω\Σ) and g0 ∈W
1−3/p
p (Σ)
admit extensions
f ∈ H1p (J ; H˙
−1
p (Ω\Σ)) ∩ Lp(J ;H
1
p (Ω\Σ)) and
g ∈ W 1/2−1/2pp (J ;Lp(Σ)) ∩ Lp(J ;W
1−1/p
p (Σ))
with f(0) = f0 and g(0) = g0.
Proof. We take φ0 ∈ H2p (Ω) ∩W
3−2/p
p (Ω\Σ) to be the unique solution of
∆φ0 = f0 in Ω\Σ,
[[φ0]] = 0 on Σ,
[[∂νφ0]] = 0 on Σ,
φ0 = 0 on ∂Ω,
which exists due to f0 ∈ H˙−1p (Ω)∩W
1−2/p
p (Ω\Σ); cf. Theorems 8.5 and 8.6. Setting
v0 := ∇φ0 ∈W
2−2/p
p (Ω\Σ)n, the parabolic problem
∂tv −∆v = 0 in J × Ω\Σ,
[[v]] = 0 on J × Σ,
[[∂νv]] = e
∆Σt[[∂νv0]] on J × Σ,
v = e∆∂Ωt (v0|∂Ω) on J × ∂Ω,
v(0) = v0 in Ω\Σ,
where ∆Σ, respectively on ∆∂Ω denotes the Laplace-Beltrami operator on Σ respec-
tively ∂Ω, admits a unique solution v ∈ H1p (J ;Lp(Ω)
n) ∩ Lp(J ;H2p (Ω\Σ)
n). We
may now define
f := div v ∈ H1p (J ; H˙
−1
p (Ω)) ∩ Lp(J ;H
1
p (Ω\Σ))
and by construction we have
f(0) = div v0 = ∆φ0 = f0.
Finally, we define g by means of g = e∆Σtg0 to the result
g ∈W 1/2−1/2pp (J, Lp(Σ)) ∩ Lp(J,W
1−1/p
p (Σ)),
by the properties of the analytic semigroup e∆Σt. 
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Next we introduce the linear operator L = (L1, . . . , L4) defined by the left-hand
side of (2.2), i.e.
L1(u, π) := ρ∂tu− µ∆u+∇π,
L2(u) := (∇|u),
L3(u, q, h) := [[−µ(∇u+ [∇u]
T
)]]νΣ + qνΣ − (∆Σh)νΣ,
L4(u, h) := ∂th− (u|νΣ) + (b|∇Σh),
and the nonlinearity N = (N1, . . . , N4) defined by the right hand side of (2.2), i.e.
N1(u, π, h) := F (h, u)∇u+M4(h) : ∇
2u+M1(h)∇π,
N2(u, h) :=M1(h) : ∇u,
N3(u, h) := Gτ (h)∇u+ (Gν(h)∇u +Gγ(h))νΣ,
N4(u, h) := ([M0(h)− I]∇Σh|u) + (u− b|∇Σh).
For J = [0, a] let the solution spaces be defined by
E1(a) := {u ∈ H
1
p (J ;Lp(Ω)
n
) ∩ Lp(J ;H
2
p (Ω\Σ)
n
) : u = 0 on ∂Ω, [[u]] = 0},
E2(a) := Lp(J ; H˙
1
p (Ω\Σ)),
E3(a) :=W
1/2−1/2p
p (J ;Lp(Σ)
n) ∩ Lp(J ;W
1−1/p
p (Σ)
n),
E4(a) :=W
2−1/2p
p (J ;Lp(Σ)) ∩H
1
p (J ;W
2−1/p
p (Σ)) ∩ Lp(J ;W
3−1/p
p (Σ)).
We abbreviate
E(a) := {(u, π, q, h) ∈ E1(a)× E2(a)× E3(a)× E4(a) : [[π]] = q},
and equip E1(a), E2(a), E3(a) and E4(a) with their natural norms, which turn them
into Banach spaces; E(a) carries the natural norm of the underlying product space.
A left subscript 0 always means that the time trace of the function is zero whenever
it exists. Furthermore, the data spaces are defined by
F1(a) := Lp(J ;Lp(Ω)
n
),
F2(a) := H
1
p (J ; H˙
−1
p (Ω)) ∩ Lp(J ;H
1
p (Ω\Σ)),
F3(a) :=W
1/2−1/2p
p (J ;Lp(Σ)
n
) ∩ Lp(J ;W
1−1/p
p (Σ)
n
),
F4(a) :=W
1−1/2p
p (J ;Lp(Σ)) ∩ Lp(J ;W
2−1/p
p (Σ))
and
F(a) := F1(a)× F2(a)× F3(a)× F4(a),
where we equip these spaces again with their natural norms. The generic elements
of F(a) are (f, fd, g, gh).
To shorten the notation we set z = (u, π, q, h) ∈ E(a) and reformulate the quasi-
linear problem (2.2) as
Lz = N(z), (u(0), h(0)) = (u0, h0). (4.2)
From Section 3 we already know that L : E(a) → F(a) is bounded and linear and
that L : 0E(a)→ 0F(a) is an isomorphism, for each a > 0.
Concerning the nonlinearityN , the following result has been shown in [20, Propo-
sition 4.1] for the case where Σ is a graph over Rn.
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Proposition 4.2. Suppose p > n+ 2 and b ∈ F4(a)n. Then
N ∈ Cω(E(a) ,F(a)), a > 0. (4.3)
Let DN(u, π, q, h) denote the Fre´chet derivative of N at (u, π, q, h) ∈ E(a). Then
DN(u, π, q, h) ∈ L(0E(a), 0F(a)), and for any number a0 > 0 there is a positive
constant M0 =M0(a0, p) such that
|DN(u, π, q, h)|L(0E(a), 0F(a))
≤M0
[
|b − u|BC(J;BC)∩ F4(a) + |(u, π, q, h)|E(a)
]
+M0
[(
|∇h|BC(J;BC1) + |h|E4(a) + |u|BC(J;BC)
)
|u|E1(a)
]
+M0
[
P (|∇h|BC(J;BC))|∇h|BC(J;BC) +Q
(
|∇h|BC(J;BC1), |h|E4(a)
)
|h|E4(a)
]
for all (u, π, q, h) ∈ E(a) and all a ∈ (0, a0]. Here, P and Q are fixed polynomials
with coefficients equal to one.
The proof carries over to the general case considered here. The basic ingredients
are still the polynomial structure of the nonlinearity N w.r.t. u and π, which is the
same as in [20], and the embeddings
W 2−2/pp (Ω\Σ) →֒ BUC
1+α(Ω\Σ), W 3−2/pp (Σ) →֒ BUC
2+α(Σ),
with α = 1− (n+2)/p > 0, which show that E3(a) and F4(a) are Banach algebras.
The difference lies only in the operators Mj(h) which are more complicated in the
case of general domains, but analytic in h.
Now, we are able to establish local well-posedness.
Theorem 4.3. Fix p > n+ 2, let ∂Ω ∈ C3, and suppose
Γ0 ∈W
3−2/p
p , u0 ∈ W
2−2/p
p (Ω\Γ0)
n.
Assume the compatibility conditions
div u0 = 0 in Ω\Γ0, u0 = 0 on ∂Ω,
[[PΓ0µ(∇u0 + [∇u0]
T)νΓ0 ]] = 0, [[u0]] = 0 on Γ0,
where PΓ0 = I − νΓ0 × νΓ0 .
Then there exists a = a(u0,Γ0) > 0 and a unique classical solution (u, π,Γ) of
(1.1) on (0, a). The set
Υ =
⋃
t∈(0,a)
{t} × Γ(t)
is a real analytic manifold, and with
℧ := {(t, x) ∈ (0, a)× Ω, x 6∈ Γ(t)},
the function (u, π) : ℧→ Rn+1 is real analytic. The transformed solution (u¯, π¯, q¯, h)
belongs to the space E(a).
Proof. We consider the transformed problem.
Step 1. Let h0 ∈ W
3−2/p
p (Ω) and u0 ∈ W
2−2/p
p (Ω\Σ)n be given, such that the
compatibility conditions are satisfied, and |h0|BUC2(Σ) ≤ η. Let J0 = [0, a0] and
f∗d ∈ H
1
p (J0; H˙
−1
p (Ω\Σ)) ∩ Lp(J0;H
1
p (Ω\Σ)),
g∗ ∈ W 1/2−1/2pp (J0;Lp(Σ)) ∩ Lp(J0;W
1−1/p
p (Σ))
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be extensions of
(∇|u0) ∈ H˙
−1
p (Ω) ∩W
1−2/p
p (Ω\Σ) and PΣ[[µ(∇u0 + [∇u0]
T)νΣ]] ∈ W
1−3/p
p (Σ),
which exist due to Proposition 4.1. Further choose an extension u˜ ∈ E1(a0) of u0
and set b = u˜ restricted to [0, a0] × Σ. With these extensions we may solve the
problem
Lz∗ = (0, f∗d , g
∗, 0), (u∗(0), h∗(0)) = (u0, h0),
since all regularity and compatibility conditions of Theorem 3.1 are satisfied.
Step 2. We rewrite problem (4.2) as
Lz = N(z + z∗)− Lz∗ =: K(z), z ∈ 0E(a)
and observe, that the solution is given as z = L−1K(z), since Theorem 3.1 implies
that L : 0E(a)→ 0F(a) is an isomorphism with
|L−1|L(0E(a),0F(a)) ≤M, a ∈ (0, a0],
where M is independent of a ≤ a0. Thanks to Proposition 4.2 and due to K(0) =
N(z∗)− Lz∗, we may choose a ∈ (0, a0] and r > 0 sufficiently small such that
|K(0)|
F(a) ≤
r
2M
, |DK(z)|L(0E(a);0F(a)) ≤
1
2M
, z ∈ 0E(a), |z|E(a) ≤ r,
hence
|K(z)|F(a) ≤
r
M
,
which ensures, that L−1K(z) : B
0E(a)
r (0)→ B
0E(a)
r (0) is a strict contraction; see also
[20]. Thus, we may employ the contraction mapping principle to obtain a unique
solution on the time interval [0, a].
Step 3. By Proposition 4.2 the right-hand side N is real analytic, and hence, we
obtain analyticity of (u, π, q, h) in space and time by the parameter trick as shown
in [19, Theorem 6.3]; cf. also [13, 14]. 
At the end of this section, we want to mention an extension of Theorem 4.3 to the
case of time-weighted Lp-spaces. For this purpose, for µ ∈ (1/p, 1] we define Eµ(a)
by means of
z ∈ Eµ(a) ⇔ t
1−µz ∈ E(a),
and similarly we define Fµ(a). Thus E1(a) = E(a), F1(a) = F(a). Such time-weights
are useful to relax the regularity of the initial values, but maintaining the regularity
of the solution for t ≥ δ > 0 for arbitrary small positive δ. More precisely, we have
the following result.
Corollary 4.4. Fix p > n+ 2, µ ∈ (12 +
n+2
2p , 1), let ∂Ω ∈ C
3, and suppose
Γ0 ∈ W
2+µ−2/p
p , u0 ∈ W
2µ−2/p
p (Ω\Γ0)
n
are subject to the compatibility conditions (4.1).
Then there exists a = a(u0,Γ0) > 0 and a unique solution (u¯, π¯, q¯, h) ∈ Eµ(a) of
the transformed problem (2.2), which depends continuously on the initial data.
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This result is proved in the same way as Theorem 4.3, taking into account that the
restriction µ > 12 +
n+2
2p still ensures the embeddings
W 2µ−2/pp (Ω\Σ) →֒ BUC
1(Ω\Σ), W 2+µ−2/pp (Σ) →֒ BUC
2(Σ),
which are crucial for Proposition 4.2 to be valid also in the corresponding time-
weighted spaces. Further, the result about the linear problem remains valid in
these time-weighted spaces as well. This can be shown in the same way as in the
case µ = 1, taking into account that the operator d/dt admits an H∞-calculus in
Lp,µ(J ;X)) with angle π/2, provided µ > 1/p and X is UMD-Banach space; cf.
[17]. We refrain from giving more details, here; see also [15].
5. Semiflow, Energy Functional and Equilibria
5.1. The Induced Semiflow. Recall that the closed C2-hyper-surfaces contained
in Ω form a C2-manifold, which we denote by MH2(Ω). The metric on MH2(Ω)
is defined by
d(Σ1,Σ2) := dH(N
2Σ1,N
2Σ2), Σ1,Σ2 ∈MH
2(Ω).
The charts are the parameterizations over a given real analytic hyper-surface Σ,
as described in Section 2, and the tangent space at Σ consist of the normal vector
fields on Σ of class C2. This way MH2(Ω) becomes a Banach manifold.
Let dΣ(x) denote the signed distance for Σ as introduced in Section 2. We may
then define a level function ϕΣ by means of
ϕΣ(x) = g(dΣ(x)), x ∈ R
n,
where
g(s) = s(1 − χ(s/a)) + χ(s/a)sgn s, s ∈ R,
and χ denotes the cut-off function defined in Section 2. Then it is easy to see that
Σ = ϕ−1Σ (0), and∇ϕΣ(x) = νΣ(x), for each x ∈ Σ. Moreover, µ = 0 is an eigenvalue
of ∇2ϕΣ(x) with eigenfunction νΣ(x), the remaining eigenvalues of ∇2ϕΣ(x) are
the principal curvatures κj(x) of Σ at x ∈ Σ.
Consider the subset MH2(Ω, r) of MH2(Ω) which consists of all Γ ∈MH2(Ω)
such that Γ ⊂ Ω satisfies the ball condition with fixed radius r > 0. This implies
in particular that dist(Γ, ∂Ω) ≥ r and all principal curvatures of Γ ∈ MH2(Ω, r)
are bounded by r. Further, the level functions ϕΓ = g ◦ dΓ are well defined for
Γ ∈MH2(Ω, r), and form a bounded subset of C2(Ω¯). The map Φ :MH2(Ω, r)→
C2(Ω¯) defined by Φ(Γ) = ϕΓ is an isomorphism of the metric space MH
2(Ω, r)
onto Φ(MH2(Ω, r)) ⊂ C2(Ω¯).
Let s−(n−1)/p > 2; for Γ ∈ MH2(Ω, r), we define Γ ∈W sp (Ω, r) if ϕΓ ∈W
s
p (Ω).
In this case the local charts for Γ can be chosen of class W sp as well. A subset
A ⊂ W sp (Ω, r) is said to be (relatively) compact, if Φ(A) ⊂ W
s
p (Ω) is (relatively)
compact. Finally, we define
distW sp (Γ,Σ) := |ϕΓ − ϕΣ|W sp (Ω)
for Γ,Σ ∈ MH2(Ω, r).
As an ambient space for the phase-manifold PM of the two-phase Navier-Stokes
problem with surface tension we consider the product space C(Ω¯)n ×MH2(Ω).
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We define PM as follows.
PM := {(u,Γ) ∈ C(Ω¯)n ×MH2(Ω) : u ∈ W
2−2/p
p (G\Γ)n, Γ ∈ W
3−2/p
p ,
div u = 0 in Ω\Γ, u = 0 on ∂Ω, PΓ[[µ(∇u + [∇u]
T)]]νΓ = 0 on Γ}.
(5.1)
The charts for this manifold are obtained by the charts induced by MH2(Ω), fol-
lowed by a Hanzawa transformation; see Section 2.
Observe that the compatibility conditions
div u = 0 in Ω\Γ, u = 0 on ∂Ω,
PΓ[[µ(∇u + [∇u]
T)]]νΓ = 0, [[u]] = 0 on Γ,
as well as regularity are preserved by the solutions.
Applying Theorem 4.3 and re-parameterizing repeatedly, we obtain a local semi-
flow on PM .
Theorem 5.1. Let p > n+2. Then the two-phase Navier-Stokes problem with sur-
face tension generates a local semiflow on the phase-manifold PM . Each solution
(u,Γ) exists on a maximal time interval [0, t∗).
5.2. The Pressure. The pressure does not occur explicitly as a variable in the
local semiflow, the latter is only formulated in terms of the velocity field u and the
free boundary Γ. Actually, at every instant t the pressure π can be reconstructed
from the semiflow. In fact, fix any t ∈ (0, t∗) and consider φ ∈ H1p′(Ω). Then we
have by the divergence theorem
(u(t)|∇φ)L2(Ω) = −(div u|φ)L2(Ω) − ([[(u|ν)]]|φ)L2(Γ) = 0,
hence also (∂tu|∇φ) = 0. This implies, multiplying the momentum balance divided
by ρ with ∇φ in L2(Ω)(
∇
π
ρ
∣∣∣∣∇φ)
L2(Ω)
=
(
µ
ρ
∆u − u · ∇u
∣∣∣∣∇φ)
L2(Ω)
.
On the other hand, multiplying the stress boundary condition by νΓ yields
[[π]] = σHΓ + ([[µ(∇u + [∇u]
T)]]νΓ|νΓ)
on Γ. Thus π must satisfy the following problem.(
∇
π
ρ
∣∣∣∣∇φ)
L2(Ω)
=
(
µ
ρ
∆u− u · ∇u
∣∣∣∣∇φ)
L2(Ω)
, φ ∈ H1p′(Ω) (5.2)
[[π]] = σHΓ + ([[µ(∇u + [∇u]
T)]]νΓ|νΓ), x ∈ Γ.
Theorem 8.5 implies that this problem has a unique solution π ∈ H˙1p (Ω\Γ). Thus
the pressure is uniquely defined (up to a constant) by the semiflow and can be
obtained by solving the transmission problem (5.2).
5.3. The Energy Functional. Define the energy functional by means of
Φ(u,Γ) :=
1
2
|ρ1/2u|2L2(Ω) + σ|Γ(t)|.
Then
∂tΦ(u,Γ) + 2|µ
1/2E|2L2(Ω) = 0,
hence the energy functional is a Ljapunov functional, in fact, even a strict one. We
have the following result.
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Proposition 5.2. Let ρi, µi, σ > 0 be constants. Then
(a) The energy equality is valid for smooth solutions.
(b) The equilibria are zero velocities, constant pressures in the components of the
phases, the dispersed phase is a union of nonintersecting open balls.
(c) The energy functional is a strict Ljapunov-functional.
(d) The critical points of the energy functional for constant phase volumes are
precisely the equilibria.
This result is a special case of [3, Theorem 3.1].
Remark 5.3. (i) Let us point out that in equilibrium the dispersed phase consists
of at most countably many disjoint balls BRi(xi). If there are infinitely many of
them, then Ri → 0 as i→∞, hence the corresponding curvaturesHi = −(n−1)/Ri
tend to infinity, as well as the pressures inside these balls. This is due to the model
assumption that there is no phase transition. On the other hand, phase transition
will occur at very high pressure levels. To avoid this contradiction, in the sequel we
consider only equilibria in which the dispersed phase consists of only finitely many
balls. Note also that the free boundary will not be of class C2 if Ω1 has infinitely
many components.
(ii) There is another pathological case which we exclude in the sequel, namely if
the dispersed phase contains balls touching each other. This can only happen if the
radii of these balls are equal, otherwise the pressure jump would not be constant on
Γ. Physically one would expect such an equilibrium to be unstable, but at present
we are not able to handle this case. Observe that also in such a situation the free
boundary Γ is not a manifold of class C2.
(iii) Of course neither (i) or (ii) occurs if we assume that Ω1 is connected, the
continuous phase enjoys this property anyway.
6. The Stability Result
Assuming, for simplicity, that the phases are connected, we denote by
E := {(0, SR(x0)) : x0 ∈ Ω, R > 0, B¯R(x0) ⊂ Ω}
the set of equilibria without boundary contact. Note that E forms a real analytic
manifold of dimension n+ 1. Here n dimensions come from the coordinates of the
center x0 and one from the radius R of the sphere SR(x0).
Fix any such equilibrium (0,Σ) ∈ E . We consider the behaviour of the solutions
near this steady state. Suppose p > n + 2, let ∂Ω ∈ C3, and consider initial data
(u0,Γ0) ∈ PM .
Here we have to use the full linearization of the problem at an equilibrium (0,Σ)
i.e. at (u, h) = (0, 0), and for this reason we have to replace ∆Σ in the linear problem
(3.1) by
AΣ = H
′
Γ(0) =
n− 1
R2
+∆Σ.
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This results in the problem
ρ∂tv − µ∆v +∇q = ρfv in Ω\Σ,
div v = fd in Ω\Σ,
[[−µ([∇v] + [∇v]T) + q]]νΣ − σ(AΣh)νΣ = g on Σ,
[[v]] = 0 on Σ,
v = 0 on ∂Ω,
∂th− (v|νΣ) = gh on Σ,
v(0) = v0 in Ω\Σ, h(0) = h0 on Σ.
(6.1)
It is well-known that AΣ is selfadjoint, negative semidefinite on functions with zero
mean, and has compact resolvent in L2(Σ). λ0 = 0 is an eigenvalue with eigenspace
of dimension n, spanned by the spherical harmonics of degree one. λ−1 = (n−1)/R2
is also an eigenvalue, its eigenspace is one-dimensional and consists of the constants.
As a base space for our analysis we use
X0 = Lp,σ(Ω)
n ×W 2−1/pp (Σ),
where the subscript σ means solenoidal, and we set
X¯1 = H
2
p (Ω\Σ)
n ×W 3−1/pp (Σ).
Define a closed linear operator in X0 by means of
A(v, h) = (−(µ/ρ)∆v + ρ−1∇q,−(v|νΣ)),
with domain X1 := D(A) ⊂ X¯1 defined by
D(A)= {(v, h) ∈ X¯1 ∩X0 : v = 0 on ∂Ω, [[v]] = 0 and
[[PΣµ(∇v +∇v
T)νΣ]] = 0 on Σ},
where as before PΣ means the projection onto the tangent space of Σ.
Here q ∈ H˙1p (Ω\Σ) is determined as the solution of the transmission problem(
∇
q
ρ
|∇φ
)
L2
=
(
µ
ρ
∆v|∇φ
)
L2
, φ ∈W 1p′ (Ω),
[[q]] = [[µ((∇v + [∇v]T)νΣ|νΣ)]] + σAΣh on Σ,
which is well-defined (up to a constant) by Theorem 8.5. This implies
1
ρ
∇q = T1
(
µ
ρ
∆v
)
+ T2
(
([[µ(∇v + [∇v]T)]]νΣ|νΣ) + σAΣh
)
.
Then with z = (v, h) and f = (fv, gh) as well as z0 = (v0, h0), system (6.1) can be
rewritten as the abstract evolution equation
z˙ +Az = f, t > 0, z(0) = z0, (6.2)
in X0, provided fd ≡ g ≡ 0; see also [25].
Since by Theorem 3.1 problem (6.1) has maximal Lp-regularity, the abstract
problem (6.2) has maximal Lp-regularity, as well. In particular, −A generates an
analytic C0-semigroup in X0; see e.g. [16], Proposition 1.2. In addition we have the
following result.
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Proposition 6.1. Let ρi, µi > 0, σ > 0 be constants, p ∈ (1,∞), and let X0, A,
X1 := D(A) be defined as above. Then the following holds.
(a) The linear operator −A generates a compact analytic C0-semigroup in X0 which
has the property of maximal Lp-regularity.
(b) The spectrum of A consists of countably many eigenvalues with finite algebraic
multiplicity and is independent of p.
(c) A has no eigenvalues λ with nonnegative real part other than λ = 0.
(d) λ = 0 is a semisimple eigenvalue with multiplicity n+ 1.
(e) The eigenspace N(A) is isomorphic to the tangent space Tz∗E of E at the given
equilibrium z∗ = (0,Σ), where Σ = SR(x0).
(f) The restriction of e−At to R(A) is exponentially stable.
This result is a special case of [4, Theorem 4.1]. It shows that equilibria (0,Σ) ∈ E
are normally stable, hence allows for the use of the generalized principle of linearized
stability to obtain our main result on stability and convergence.
The following result concerns the stationary Stokes problem
ρωu− µ∆u +∇π = 0 in Ω\Σ,
div u = fd in Ω\Σ,
−PΣ[[µ(∇u + [∇u]
T)]]νΣ = gτ on Σ,
−([[µ(∇u + [∇u]T)]]νΣ|νΣ) + [[π]] = gν on Σ,
[[u]] = 0 on Σ,
u = 0 on ∂Ω.
(6.3)
It is needed in the proof of the main result of this section.
Proposition 6.2. Let p > 3 be fixed, and assume that ρi and µi are positive
constants for i = 1, 2, and that ω > 0 is large enough. Then the stationary Stokes
problem with free boundary (6.3) admits a unique solution (u, π, [[π]]) with regularity
u ∈ W 2−2/pp (Ω\Σ)
n, π ∈ W˙ 1−2/pp (Ω\Σ), [[π]] ∈W
1−3/p
p (Σ), (6.4)
if and only if the data (fd, g) satisfy the following regularity conditions:
(a) fd ∈W
1−2/p
p (Ω\Σ) ∩ H˙−1p (Ω),
(b) g = (gτ , gν) ∈ W
1−3/p
p (Σ)n.
The solution map [(fd, g) 7→ (u, π, [[π]])] is continuous between the corresponding
spaces.
The proof of this elliptic problem is similar to that of Theorem 3.1; we refer to
[21] for the case of a flat interface.
The main result of this section is the following.
Theorem 6.3. The equilibrium (0,Σ) ∈ E is stable in the sense that for each
ǫ ∈ (0, ǫ0] there exists δ(ǫ) > 0 such that for all initial values (u0,Γ0) subject to
dist
W
3−2/p
p
(Γ0,Σ) ≤ δ(ǫ) and ‖u0‖W 2−2/pp (Ω\Γ0) ≤ δ(ǫ)
there exists a unique global solution (u(t),Γ(t)) of the problem, and it satisfies
dist
W
3−2/p
p
(Γ(t),Σ) ≤ ǫ and ‖u(t)‖
W
2−2/p
p (Ω\Γ(t))
≤ ǫ, t ≥ 0.
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Moreover, as t → ∞ the solutions (u(t),Γ(t)) converges to an equilibrium (0,Σ∞)
in the same topology, i.e.
lim
t→∞
dist
W
3−2/p
p
(Γ(t),Σ∞) + ‖u(t)‖W 2−2/pp (Ω\Γ(t)) = 0.
The convergence is at exponential rate.
Proof. 1. To prepare, as in [21] we first parameterize the nonlinear phase manifold
locally near (0,Σ) over
Xγ := {(u, h) ∈ [W
2−2/p
p (Ω\Σ)×W
3−2/p
p (Σ)] ∩X0 : u = 0 on ∂Ω,
[[u]] = 0, PΣ[[µ(∇u + [∇u]
T)]]νΣ = 0 on Σ}.
In particular, this will show that Xγ is isomorphic to the tangent space T(0,Σ)PM .
For this purpose fix ω > 0 and solve for given z˜ := (u˜, h˜) ∈ B
Xγ
r (0) the problem
ρωu¯− µ∆u¯+∇π¯ = 0 in Ω\Σ,
div u¯ =M1(h) : ∇u in Ω\Σ
−PΣ[[µ(∇u¯+ [∇u¯]
T)]]νΣ = Gτ (h)∇u on Σ,
−([[µ(∇u¯+ [∇u¯]T)]]νΣ|νΣ) + [[π¯]] = Gν(h)∇u +Gγ(h) on Σ,
[[u¯]] = 0 on Σ,
u¯ = 0 on ∂Ω,
(6.5)
where u = u¯ + u˜ and h = h˜, i.e. h¯ = 0. We write this equation in short hand
notation as Lωu¯ = N(z¯ + z˜) in X¯γ = W
2−2/p
p (Ω\Σ) ∩ H1p (Ω). It is easily shown
that N is real analytic and N ′(0) = 0; see Section 4. Lω is invertible by Proposition
6.2, hence the implicit function theorem yields a unique solution u¯ = φ(u˜, h˜) ∈ X¯γ
near 0. φ is real analytic as well, and satisfies φ′(0) = 0. Then we define
Φ(u˜, h˜) = (u˜, h˜) + (φ(u˜, h˜), 0).
Obviously, Φ is real analytic, Φ′(0) = I, Φ(B
Xγ
ρ (0)) ⊂ PM , and Φ is injective.
Hence it remains to show local surjectivity near 0. So suppose that z¯ := (u¯, h¯) ∈
PM has sufficiently small norm. Solving the problem
ρωu− µ∆u+∇π = 0 in Ω\Σ,
div u =M1(h¯) : ∇u¯ in Ω\Σ,
−PΣ[[µ(∇u+ [∇u]
T)]]νΣ = Gτ (h¯)∇u¯ on Σ,
−([[µ(∇u+ [∇u]T)]]νΣ|νΣ) + [[π]] = Gν(h¯)∇u¯ +Gγ(h¯) on Σ,
[[u]] = 0 on Σ,
u = 0 on ∂Ω,
(6.6)
by means of Proposition 6.2, (u˜, h˜) := (u¯ − u, h¯) belongs to Xγ and φ(u˜, h˜) = u,
showing surjectivity of Φ near 0. In particular, PM is a real analytic manifold near
(0,Σ).
28 MATTHIAS KO¨HNE, JAN PRU¨SS, AND MATHIAS WILKE
2. Let (u, π, h) be a solution on its maximal time interval [0, t∗). In this step we
decompose u = u¯+ u˜, π = π¯ + π˜, h = h¯+ h˜, where (u¯, π¯, h¯) solves the problem
ρωu¯+ ρ∂tu¯− µ∆u¯ +∇π¯ = Fu(u, π, h) in Ω\Σ, t > 0,
div u¯ =M1(h) : ∇u in Ω\Σ, t > 0,
−PΣ[[µE(u¯)]]νΣ = Gτ (h)∇u on Σ, t > 0,
−([[µE(u¯)]]νΣ|νΣ) + [[π¯]]− σAΣh¯ = Gν(h)∇u
+Gγ(h)−Gγ(h− h¯) on Σ, t > 0,
[[u¯]] = 0 on Σ, t > 0,
u¯ = 0 on ∂Ω, t > 0,
ωh¯+ ∂th¯− (u¯|νΣ) = (M0(h)∇Σh|u) on Σ, t > 0,
u¯(0) = u¯0 in Ω\Σ, h¯(0) = h¯0 on Σ,
(6.7)
with z¯0 = (u¯0, h¯0) = (φ(u˜0, h˜0), 0) and E(u¯) := ∇u¯+ [∇u¯]T. Writing this problem
abstractly as Lω z¯ = N(z¯+ z˜) , by the implicit function theorem we obtain a unique
solution z¯ = z¯(z˜) in the function space E(a) for each a < t∗. Then z˜ is determined
by the problem
ρ∂tu˜− µ∆u˜+∇π˜ = ρωu¯ in Ω\Σ, t > 0,
div u˜ = 0 in Ω\Σ, t > 0,
−PΣ[[µ(∇u˜ + [∇u˜]
T)]]νΣ = 0 on Σ, t > 0,
−([[µ(∇u˜ + [∇u˜]T)]]νΣ|νΣ) + [[π˜]]− σAΣh˜ = Gγ(h˜) on Σ, t > 0,
[[u˜]] = 0 on Σ, t > 0,
u˜ = 0 on ∂Ω, t > 0,
∂th˜− (u˜|νΣ) = ωh¯ on Σ, t > 0,
u˜(0) = u˜0 in Ω\Σ, h˜(0) = h˜0 on Σ.
(6.8)
The last equation can be rewritten abstractly in X0 employing the operator A
introduced above as
˙˜z +Az˜ = R(z˜), t > 0, z˜(0) = z˜0, (6.9)
where
R(z˜) = (ω(I − T1)u¯(z˜)− T2Gγ(z˜), ωh¯(z˜)).
Note that z¯ is a causal functional of z˜.
3. Problem (6.9) is of the form studied in [22], where the generalized principle of
linearized stability is proved for abstract parabolic quasilinear problems of the form
(6.9). The only difference is that here a part of R is nonlocal, but causal in time.
Therefore we only comment on the required modifications in the proof of Theorem
2.1 in [22]. For this purpose we decompose
R(z˜) = Rnloc(z˜) +Rloc(z˜) := (ω(I − T1)u¯(z˜), ωh¯(z˜)) + (−T2Gγ(z˜), 0).
Observe that by construction, if z is an equilibrium then z = z˜, hence z¯ = 0.
Therefore the equilibria are determined by the equation Az∗ = Rloc(z∗). Further,
we have an estimate of the form
|Rnloc(z˜)|F(t0) ≤ ε|u˜|E(t0),
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provided z˜0 is small in the norm of Xγ .
Let P c denote the projection in X0 onto the kernel N(A) along the range R(A)
of A and let P s = I − P c the complementary projection onto R(A). As in the
proof of Theorem 2.1 of [22] we parameterize the set of equilibria E near 0 over
N(A) via a C1-map x 7→ x + Ψ(x) such that Ψ(0) = Ψ′(0) = 0. By x := P cz˜ and
y := P sz˜ − Ψ(P cz˜) we introduce the normal form of the problem which reads as
follows.
x˙ = T (x, y), x(0) = x0, (6.10)
y˙ +Asy = S(x, y), y(0) = y0,
where
T (x, y) = P c[R(x+Ψ(x) + y)−R(x+Ψ(x))],
S(x, y) = P s[R(x+Ψ(x) + y)−R(x+Ψ(x))]−Ψ′(x)T (x, y),
since P cR(x + Ψ(x)) = 0 and P sR(x + Ψ(x)) = AsΨ(x) = As[x + Ψ(x)]. The first
component of P cz˜ equals zero, since the eigenfunctions of A for eigenvalue 0 have
vanishing velocity part. This implies |u˜|E1(t0) ≤ |y|E(t0), hence the nonlocal part is
estimated as
|Rnloc(z˜)|F(t0) ≤ ε|u˜|E1(t0) ≤ ε|y|E(t0),
for any t0 > 0. The local parts of T and R can be estimated by ε|y|E(t0), as in
the proof of Theorem 2.1 in [22]. Taking these observations into account, we may
proceed as in [22] to prove global existence of z˜, its stability and convergence to
another equilibrium, provided z˜0 is small in Xγ . 
7. Global Existence and Convergence
Again we assume for simplicity that the phases are connected. There are basically
two obstructions against global existence:
- regularity: the norms of either u(t) or Γ(t) become unbounded;
- geometry: the topology of the interface changes, or the interface touches the
boundary of Ω.
Note that the phase volumes are preserved by the semiflow.
We say that a solution (u,Γ) satisfies a uniform ball condition, if there is a
radius r > 0 such that Γ([0, t∗)) ⊂MH
2(Ω, r). Note that this condition bounds the
curvature of Γ(t), and prevents it to touch the outer boundary ∂G, or to undergo
topological changes.
Combining the above results, we obtain the following result on the asymptotic
behavior of solutions.
Theorem 7.1. Let p > n + 2. Suppose that (u,Γ) is a solution of the two-phase
Navier-Stokes problem with surface tension on the maximal time interval [0, t∗).
Assume the following on [0, t∗):
(i) |u(t)|
W
2−2/p
p
+ |Γ(t)|
W
3−2/p
p
≤M <∞;
(ii) (u,Γ) satisfies a uniform ball condition.
Then t∗ =∞, i.e. the solution exists globally, and it converges in PM to an equilib-
rium (0,Γ∞) ∈ E. Conversely, if (u,Γ) is a global solution in PM which converges
to an equilibrium (u∞,Γ∞) ∈ E in PM , then (i) and (ii) are valid.
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Proof. Assume that (i) and (ii) are valid. Then Γ([0, t∗)) ⊂ W
3−2/p
p (Ω, r) is
bounded, hence relatively compact inW
3−2/p−ε
p (Ω, r). Thus we may cover Γ([0, t∗))
by finitely many balls with centers Σk such that distW 3−2/p−ε(Γ(t),Σj) ≤ δ for some
j = j(t), t ∈ [0, t∗). Let Jk = {t ∈ [0, t∗) : j(t) = k}; using for each k a Hanzawa-
transformation Θk, we see that the pull backs {u(t, ·) ◦ Θk : t ∈ Jk} are bounded
in W
2−2/p
p (Ω\Σk), hence relatively compact in W
2−2/p−ε
p (Ω\Σk). Employing now
Corollary 4.4 with µ = 1− ε we obtain solutions (u1,Γ1) with initial configurations
(u(t),Γ(t)) in the phase manifold on a common time interval say (0, a], and by
uniqueness we have (u1(a),Γ1(a)) = (u(t + a),Γ(t + a)). Continuous dependence
implies then relative compactness of {(u(·),Γ(·)) : 0 ≤ t < t∗} in PM , in particular
t∗ = ∞ and the orbit (u,Γ)(R+) ⊂ PM is relatively compact. The energy is a
strict Ljapunov functional, hence the limit set ω(u,Γ) of a solution is contained in
the set E of equilibria. By compactness ω(u,Γ) ⊂ PM is non-empty, hence the
solution comes close to E . Finally, we apply the convergence result Theorem 6.3
to complete the sufficiency part of the proof. Necessity follows by a compactness
argument. 
8. Appendix: Transmission Problems
In this section we provide some results, concerning the existence and uniqueness of
solutions to the transmission problem
λq −∆q = f, x ∈ Ω\Γ
[[ρq]] = g, x ∈ Γ,
[[∂νΓq]] = h1, x ∈ Γ,
δ∂νΩq + (1− δ)q = h2,δ, x ∈ ∂Ω, δ ∈ {0, 1},
(8.1)
where λ ≥ 0,
ρ(x) := ρ1χΩ1(x) + ρ2χΩ2(x), x ∈ Ω\Γ,
and ρj > 0. To be precise, we will study (8.1) in different functional analytic
settings. We begin by stating the result for the ’classical’ case, i.e. if the basic
space is given by Lp(Ω).
Theorem 8.1. Let Ω ⊂ Rn open, 1 < p < ∞, f ∈ Lp(Ω), g ∈ W
2−1/p
p (Γ),
h1 ∈ W
1−1/p
p (Γ) and h2,δ ∈ W
2−δ−1/p
p (∂Ω), δ ∈ {0, 1} be given. Then, for each
λ > 0, there exists a unique solution q ∈ H2p (Ω\Γ) of (8.1) and a constant C1 > 0
such that
|q|H2p(Ω\Γ) ≤ C1
(
|f |Lp(Ω) + |g|W 2−1/pp (Γ) + |h1|W 1−1/pp (Γ) + |h2,δ|W 2−δ−1/pp (∂Ω)
)
.
If in addition J = [0, a], f = f(t, x), f ∈ H1p (J ;Lp(Ω)) and g = h1 = h2,δ = 0,
then for each λ > 0, there exists a unique solution q ∈ H1p (J ;H
2
p (Ω\Γ)), and the
estimate
||q||H1p(J;H2p(Ω\Γ)) ≤ C2||f ||H1p(J;Lp(Ω))
holds with some constant C2 > 0.
Proof. The first assertion basically follows from [12], since the Lopatinskii-Shapiro
condition is satisfied at Γ and ∂Ω. The second assertion follows from the first one
by differentiating (8.1) w.r.t. t and by employing the uniqueness of the solution of
(8.1). 
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We will also need a result for the case λ = 0. To this end, let Ω ⊂ Rn be a
bounded domain, g = h1 = h2,δ = 0 and f ∈ Lp(Ω). Define Aδ by Aδq = −∆q,
with domain
D(Aδ) = {q ∈ H
2
p (Ω\Γ) : [[ρq]] = [[∂νΓq]] = 0 on Γ,
δ∂νΩq + (1 − δ)q = 0, on ∂Ω}, δ ∈ {0, 1}.
Since
D(Aδ) −֒֒→ Lp(Ω),
the resolvent of Aδ is compact and therefore the spectral set σ(Aδ) consists solely
of a countably infinite sequence of isolated eigenvalues. In case δ = 1 it can be
readily checked that 0 is a simple eigenvalue of A1, hence Lp(Ω) = N(A1)⊕R(A1).
The kernel N(A1) of A1 is given by N(A1) = K1ρ, where
1ρ(x) := χΩ1(x) +
ρ1
ρ2
χΩ2(x), x ∈ Ω\Γ.
and R(A1) = {f ∈ Lp(Ω) : (f |1ρ) = 0}. Therefore (8.1) has a unique solution
q ∈ H2p (Ω\Γ)⊖K1ρ, provided (f |1ρ) = 0. In case of Dirichlet boundary conditions,
i.e. δ = 0, it holds that N(A0) = {0}, hence or each f ∈ Lp(Ω), the system (8.1)
admits a unique solution q ∈ H2p (Ω\Γ).
Theorem 8.2. Let Ω ⊂ Rn a bounded domain, 1 < p < ∞, f ∈ Lp(Ω), g = h1 =
h2 = 0 and λ = 0. Then the following assertions hold
(1) If δ = 0, then there exists a unique solution q ∈ H2p (Ω\Γ) of (8.1).
(2) If δ = 1 and (f |1ρ) = 0, then there exists a unique solution q ∈ H2p (Ω\Γ)⊖
K1ρ.
If in addition J = [0, a], f = f(t, x) and f ∈ H1p (J ;Lp(Ω)) s.t. f(t, ·) ∈ R(Aδ) for
a.e. t ∈ J , then q ∈ H1p (J ;H
2
p (Ω\Γ)⊖N(Aδ)).
8.1. A weak transmission problem. Here we study the (weak) transmission
problem
(∇q|∇φ)L2(Ω) = (f |∇φ)L2(Ω), φ ∈ H
1
p′(Ω),
[[ρq]] = g, x ∈ Γ,
where Ω ⊂ Rn is open and bounded with ∂Ω ∈ C2. We want to show that this
problem admits a unique solution q ∈ H˙1p (Ω\Γ), that satisfies the estimate
|∇q|Lp(Ω) ≤ C
(
|f |Lp(Ω;Rn) + |g|W 1−1/pp (Γ)
)
,
provided f ∈ Lp(Ω;Rn) and g ∈ W
1−1/p
p (Γ). We will first treat the case f = 0,
g ∈ W
2−1/p
p (Γ) and consider the problem
λ(q|φ) + (∇q|∇φ)L2(Ω) = 0, φ ∈ H
1
p′(Ω),
[[ρq]] = g, x ∈ Γ.
(8.2)
with λ > 0. Theorem 8.1 then yields a strong unique solution q ∈ H2p (Ω\Γ) of (8.1)
with f = h1 = h2 = 0 which is also the unique solution of (8.2). This follows from
integration by parts. Our aim is to derive an estimate which is of the form
|q|H1p(Ω\Γ) ≤ C|g|W 1−1/pp (Γ),
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which will be done by a localization argument. For this purpose we consider first
the following auxiliary transmission problem
λq −∆q = f, x ∈ R˙n,
[[ρq]] = g, x ∈ Rn−1,
[[∂νq]] = h, x ∈ R
n−1,
(8.3)
with data f ∈ Lp(Rn), g ∈ W
2−1/p
p (Rn−1) and h ∈ W
1−1/p
p (Rn), which will play
an important role in the forthcoming localization procedure. Solve the full space
problem
λq −∆q = f, x ∈ Rn,
to obtain a unique solution q1 = (λ−∆)
−1f ∈ H2p (R
n), provided Reλ > 0. In the
sequel we will always assume that λ is real and λ ≥ 1. In particular, it follows that
λ1/2|q1|Lp(Rn) + |∇q1|Lp(Rn) ≤ C|f |H−1p (Rn), (8.4)
with some constant C > 0 being independent of λ ≥ 1, since
λ1/2|(λ−∆)−1f |Lp(Rn) ≤ Cλ
1/2||(I −∆)1/2(λ−∆)−1||B(Lp;Lp)|f |H−1p (Rn)
≤ C||(I −∆)1/2(λ−∆)−1/2||B(Lp;Lp)|f |H−1p (Rn)
≤ C|f |H−1p (Rn),
and
|∇(λ −∆)−1f |Lp(Rn) ≤ C||(I −∆)(λ −∆)
−1||B(Lp;Lp)|f |H−1p (Rn)
≤ C|f |H−1p (Rn),
since the norm
||(I −∆)α(λ−∆)−α||B(Lp;Lp), α ∈ {1/2, 1},
is independent of λ ≥ 1, which follows e.g. from functional calculus. The shifted
function q2 = q − q1 should now solve the reduced problem
λq2 −∆q2 = 0, x ∈ R˙
n,
[[ρq2]] = g˜, x ∈ R
n−1,
[[∂νq2]] = h, x ∈ R
n−1,
(8.5)
with a modified function g˜ ∈ W
2−1/p
p (Rn−1). Let x = (x′, y) ∈ Rn × R and define
L := (λ −∆n)1/2, where ∆n denotes the Laplacian with respect to the first n − 1
variables x′ and with domain D(L) = H1p (R
n−1). Let furthermore
ρ(x′, y) = ρ2χ{y>0}(x
′, y) + ρ1χ{y<0}(x
′, y), (x′, y) ∈ Rn−1 × R.
We make the following ansatz to find a solution of (8.5)
q2(y) :=
{
e−Lya+, y > 0,
eLya−, y < 0,
(8.6)
where a−, a+ have to be determined. The first transmission condition in (8.5) yields
ρ2a+ − ρ1a− = g˜, whereas the second condition implies −L(a+ + a−) = h, hence
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a+ + a− = −L−1h. Observe that g˜, L−1h ∈ W
2−1/p
p (Rn−1). Therefore we may
solve this linear system of equations to the result
a− = −
1
ρ1 + ρ2
(
g˜ + ρ2L
−1h
)
, a+ =
1
ρ1 + ρ2
(
g˜ + ρ2L
−1h
)
− L−1h. (8.7)
In other words, the solution of (8.5) (hence of (8.3)) is uniquely determined and
a−, a+ ∈ W
2−1/p
p (Rn−1). Since |Le±L· · |Lp(Rn−1×R∓) is an equivalent norm in
W
1−1/p
p (Rn−1) and the corresponding constants are independent of λ ≥ 1, we
obtain first
λ1/2|q2|Lp(Rn) = λ
1/2|L−1Lq2|Lp(Rn) ≤ C
(
|a+|W 1−1/pp (Rn−1) + |a−|W 1−1/pp (Rn−1)
)
.
Concerning ∇q2 in Lp(Rn), we estimate as follows
|∇x′q2|Lp(Rn) ≤ C|L0q2|Lp(Rn) = C|L0L
−1Lq2|Lp(Rn)
≤ C||L0L
−1||B(Lp,Lp)|Lq2|Lp(Rn)
≤ C
(
|a+|W 1−1/pp (Rn−1) + |a−|W 1−1/pp (Rn−1)
)
,
with L0 := (I − ∆x′)1/2. Here the norm ||L0L−1||B(Lp,Lp) does not depend on
λ ≥ 1, which is a consequence of the functional calculus. The estimate for ∂yq2 in
Lp(R
n) is even simpler, since
|∂yq2|Lp(Rn) = |Lq2|Lp(Rn) ≤ C
(
|a+|W 1−1/pp (Rn−1) + |a−|W 1−1/pp (Rn−1)
)
.
This yields the estimate
λ1/2|q2|Lp(Rn) + |∇q2|Lp(Rn) ≤ C
(
|g˜|
W
1−1/p
p (Rn−1)
+ |L−1h|
W
1−1/p
p (Rn−1)
)
.
For each fixed λ ≥ 1 the operator L−1 is bounded and linear from W
−1/p
p (Rn−1) to
W
1−1/p
p (Rn−1), where W
−1/p
p (Rn−1) is the topological dual space of W
1/p
p′ (R
n−1),
and 1/p + 1/p′ = 1. We want to show that the bound of L−1 is independent of
λ ≥ 1. This can be seen as follows. We have
|L−1h|W 1p (Rn−1) ≤ C|L0L
−1h|Lp(Rn−1) ≤ C||L0L
−1||B(Lp,Lp)|h|Lp(Rn−1)
which holds for all h ∈ Lp(Rn−1), since |L0 · |Lp(Rn−1) is an equivalent norm in
W 1p (R
n−1). On the other hand we have
|L−1h|Lp(Rn−1) = |L0L
−1
0 L
−1h|Lp(Rn−1) = |L0L
−1L−10 h|Lp(Rn−1)
≤ ||L0L
−1||B(Lp,Lp)|L
−1
0 h|Lp(Rn−1)
≤ C||L0L
−1||B(Lp,Lp)|h|W−1p (Rn−1)
for all h ∈ W−1p (R
n−1), since |L−10 · |Lp(Rn−1) is an equivalent norm in W
−1
p (R
n−1)
and since L−1 and L−10 are commuting operators. Finally we apply the real inter-
polation method to obtain
|L−1h|
W
1−1/p
p (Rn−1)
≤ C|h|
W
−1/p
p (Rn−1)
,
for all h ∈ W
−1/p
p (Rn−1), where the constant C > 0 is independent of λ ≥ 1. In
summary we derived the a priori estimate
λ1/2|q2|Lp(Rn) + |∇q2|Lp(Rn) ≤ C
(
|g˜|
W
1−1/p
p (Rn−1)
+ |h|
W
−1/p
p (Rn−1)
)
,
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for the solution of (8.5), hence
λ1/2|q|Lp(Rn) + |∇q|Lp(Rn)
≤ C
(
|f |H−1p (Rn) + |g|W 1−1/pp (Rn−1) + |h|W−1/pp (Rn−1)
)
(8.8)
for the solution of (8.3), since
|g˜|
W
1−1/p
p (Rn−1)
≤ |g|
W
1−1/p
p (Rn−1)
+ |[[ρq1]]|W 1−1/pp (Rn−1)
≤ |g|
W
1−1/p
p (Rn−1)
+ C|f |H−1p (Rn),
by (8.4). Consider now a bounded domain Ω ⊂ Rn with ∂Ω ∈ C2 and let Γ ⊂ Ω
be a hypersurface such that Γ ∈ C2, Γ ∩ ∂Ω = ∅ and such that Γ divides the set
Ω into two disjoint regions Ω1,Ω2, where ∂Ω1 = Γ and ∂Ω2 = ∂Ω ∪ Γ. Since Ω¯ is
compact, we may cover it by a union of finitely many open sets Uk, k = 0, . . . , N
which are subject to the following conditions
• ∂Ω ⊂ U0 and U0 ∩ Γ = ∅;
• U1 ⊂ Ω1 and U1 ∩ Γ = ∅;
• Uk ∩ Γ 6= ∅, Uk ∩ ∂Ω = ∅ k = 2, . . . , N and
N⋃
k=2
Uk ⊃ Γ.
For k ≥ 2, the sets Uk may be balls with a fixed but arbitrarily small radius r > 0.
Let {ϕk}Nk=0 be a partition of unity, such that suppϕk ⊂ Uk and 0 ≤ ϕk(x) ≤ 1 for
all x ∈ Ω¯. Consider the transmission problem
λq −∆q = 0, x ∈ Ω\Γ
[[ρq]] = g, x ∈ Γ,
[[∂νΓq]] = 0, x ∈ Γ,
∂νq = 0, x ∈ ∂Ω,
(8.9)
where g ∈ W
2−1/p
p (Γ). Set qk = qϕk and gk = gϕk. By Theorem 8.1 there exists a
unique solution q ∈ H2p (Ω\Γ) of (8.9), if e.g. λ ≥ 1. Multiplying (8.9) by ϕ0 yields
λq0 −∆q0 = −2(∇q|∇ϕ0)− q∆ϕ0, x ∈ Ω,
∂νq0 = q∂νϕ0, x ∈ ∂Ω,
(8.10)
which is an elliptic boundary value problem in Ω. Denote by (F0, G0) the right hand
side of (8.10). By [29, Theorem 3.3.4], there exists a common bounded extension
operator E from Lp(Ω) resp. H
−1
p (Ω) to Lp(R
n) resp. H−1p (R
n). Solve the equation
λq10 −∆q
1
0 = EF0, x ∈ R
n.
The solution is given by q10 = (λ−∆)
−1EF0 and we have the estimate
λ1/2|q10 |Lp(Rn) + |∇q
1
0 |Lp(Rn) ≤ C|EF0|H−1p (Rn) ≤ C|F0|H−1p (Ω) ≤ C|q|Lp(Ω),
as we have already shown. Note that since F0 ∈ Lp(Ω), it holds that
|q10 |H2p(Rn) = |(λ−∆)
−1EF0|H2p(Rn) ≤ C|F0|Lp(Ω) ≤ C|q|H1p(Ω),
and C > 0 does not depend on λ ≥ 1. In particular, the real interpolation method
yields
|q10 |W 1+sp (Rn) ≤ C|q|W sp (Ω), s ∈ [0, 1].
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The shifted function q20 = q0 − q
1
0 solves the problem
λq20 −∆q
2
0 = 0, x ∈ Ω,
∂νq
2
0 = G
2
0, x ∈ ∂Ω,
(8.11)
with some modified function G20 ∈ W
1−1/p
p (∂Ω). By [1, Theorem 9.2], there exists
a bounded solution operator S20 : W
−1/p
p (∂Ω) → H1p (Ω) such that q
2
0 = S
2
0G
2
0 and
there exists a constant C > 0 being independent of λ ≥ 1 such that
λ1/2|q20 |Lp(Ω) + |∇q
2
0 |Lp(Ω) ≤ C|G
2
0|W−1/pp (∂Ω).
This yields
λ1/2|q0|Lp(Ω) + |∇q0|Lp(Ω) ≤ C(|(∇q|∇ϕ0)|H−1p (Ω) + |q∆ϕ0|H−1p (Ω)
+ |q∂νϕ0|W−1/pp (∂Ω) + |∂νq
1
0 |W−1/pp (∂Ω)).
Since ϕ0 is smooth and compactly supported and since ν ∈ C1(∂Ω), we have
λ1/2|q0|Lp(Ω) + |∇q0|Lp(Ω) ≤ C|q|W sp (Ω), (8.12)
for some s ∈ (1/p, 1), since
|q|
W
−1/p
p (∂Ω)
≤ C|q|Lp(∂Ω) ≤ C|q|W sp (Ω), s ∈ (1/p, 1),
and
|∂νq
1
0 |W−1/pp (∂Ω) ≤ C|∂νq
1
0 |Lp(∂Ω) ≤ C|q
1
0 |W 1+sp (Ω) ≤ C|q|W sp (Ω).
In a next step we multiply (8.9) by ϕ1 to obtain the full space problem
λq1 −∆q1 = −2(∇q|∇ϕ1)− q∆ϕ1, x ∈ R
n. (8.13)
This problem admits a unique solution q1 = (λ −∆)−1F1, provided λ ≥ 1, where
S1 = (λ −∆)−1 : H−1p (R
n) → H1p (R
n) is bounded and F1 denotes the right hand
side of (8.13). As before we obtain the estimate
λ1/2|q1|Lp(Rn) + |∇q1|Lp(Rn) ≤ C|q|Lp(Ω), (8.14)
with C > 0 being independent of λ ≥ 1.
We turn now to the charts Uk, k = 2, . . . , N . Multiplying (8.9) by ϕk, k =
2, . . . , N , we obtain the pure transmission problem
λqk −∆qk = −2(∇q|∇ϕk)− q∆ϕk, x ∈ R
n\Γ,
[[ρqk]] = gk, x ∈ Γ,
[[∂νqk]] = [[q]]∂νϕk, x ∈ Γ.
(8.15)
Let x0 ∈ Γ. Then there exists k ∈ {2, . . . , N} such that x0 ∈ Uk. After a translation
and a rotation of coordinates we may assume that x0 = 0 and that the normal ν(x0)
at x0 which points from Ω1 to Ω2 is given by ν(x0) = [0, . . . , 0,−1]T. Consider a
graph η ∈ C2(Rn−1) with compact support such that
{(x′, xn) ∈ Uk ⊂ R
n−1 × R : xn = η(x
′)} = Γ ∩ Uk.
Note that, since ∇x′η(0) = 0, we may choose |∇x′η|∞ as small as we wish, by
decreasing the size of the chart Uk. Let q(x
′, xn) = v(x
′, xn−η(x
′)), where (x′, xn) ∈
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Uk. We define a new coordinate by y = xn − η(x′), (x′, xn) ∈ Uk. Then we obtain
∆q(x′, xn) = ∆yv(x
′, y)− 2∂y (∇x′v(x
′, y)|∇x′η(x
′))
+ ∂2yv(x
′, y)|∇x′η|
2 − ∂yv(x
′, y)∆x′η(x
′)
and
[[∂νq]] = −
√
1 + |∇x′η|2[[∂yv]] +
1√
1 + |∇x′η|2
([[∇x′v]]|∇x′η) ,
since the normal at x ∈ Uk ∩ Γ is given by
ν(x′, η(x′)) =
1√
1 + |∇x′η|2
[(∇x′η)
T,−1]T.
Let (Θu)(x′, y) := q(x′, y + η(x′)) = v(x′, y) with inverse (Θ−1v)(x′, xn+1) =
v(x′, xn+1 − η(x′)) = q(x′, xn+1). Applying the C2-diffeomorphism Θ to (8.15)
and considering the terms on the right hand side of (8.15) which depend on u as
given functions (fk, gk, hk) yields the problem
λvk −∆yvk = F (fk, vk, ϕk, η), (x
′, y) ∈ R˙n,
[[ρvk]] = G(gk), x
′ ∈ Rn−1, y = 0,
[[∂yvk]] = H(vk, ϕk, η), x
′ ∈ Rn−1, y = 0.
(8.16)
which is of the form (8.3). Here
F (fk, vk, ϕk, η) := −2∂y (∇x′vk|∇x′η) + ∂
2
yvk|∇x′η|
2 − ∂yvk∆x′η,
G(gk) := Θgk and
H(hk, vk, ϕk, η) :=
1
1 + |∇x′η|2
([[∇x′vk]]|∇x′η)
We want to apply (8.8) to (8.16) and estimate as follows.
|∂y (∇x′vk|∇x′η) |W−1p (Rn) ≤ C|(I −∆y)
−1/2∂y (∇x′vk|∇x′η) |Lp(Rn)
≤ C| (∇x′vk|∇x′η) |Lp(Rn)
≤ C|∇x′η|∞|vk|W 1p (R˙n)
.
In the same way we obtain
|∂2yvk|∇x′η|
2|W−1p (Rn) ≤ C|∇x′η|
2
∞|vk|W 1p (R˙n),
whereas
|∂yvk∆x′η|W−1p (Rn) ≤ C|vk|Lp(Rn),
since η is smooth. Concerning the terms in the Neumann transmission condition,
we obtain by trace theory
| ([[∇x′vk]]|∇x′η) |W−1/pp (Rn−1) ≤ C|∇x
′η|Cα(Rn−1)|∇x′vk|W−1/pp (Rn−1)
≤ C|∇x′η|Cα(Rn−1)|vk|W 1−1/pp (Rn−1)
≤ C|∇x′η|Cα(Rn−1)|vk|W 1p (R˙n)
,
where α ∈ (1/p, 1). These estimates show that the right hand side of (8.16) may
be estimated by terms that are either of lower order or of highest order, but the
higher order terms carry a factor of the form |∇x′η|θ∞, θ > 0, which becomes small,
by decreasing the size of the chart Uk. Applying perturbation theory it follows that
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there exists λ0 ≥ 1 such that for each chart Uk, k = 2, . . . , N , the linear problem
(8.16) has a bounded solution operator
Sk :W
−1
p (R
n)×W 1−1/pp (R
n−1)×W−1/pp (R
n−1)→W 1p (R˙
n),
provided λ ≥ λ0. This in turn yields that Θ−1SkΘ is the corresponding solution
operator for problem (8.15), i.e. we have
qk = (Θ
−1SkΘ)(Fk, Gk, Hk),
for each k = 2, . . . , N , where (Fk, Gk, Hk) denotes the right hand side of (8.15).
Since Θ is a C2-diffeomorphism, we obtain the estimate
λ1/2|qk|Lp(Ω) + |∇qk|Lp(Ω) ≤ C
(
|g|
W
1−1/p
p (Γ)
+ |q|W sp (Ω\Γ)
)
, (8.17)
for some s ∈ (1/p, 1) and for each k = 2, . . . , N . Here the constant C > 0 does not
depend on λ ≥ λ0, as we have already shown in the investigation of (8.3). Let us
introduce
|v|λ,W 1p (Ω) := |λ|
1/2|v|Lp(Ω) + |∇v|Lp(Ω), λ ≥ 1, v ∈W
1
p (Ω\Γ),
which is an equivalent norm in W 1p (Ω\Γ). This yields
|q|λ,W 1p (Ω) ≤
N∑
k=0
|qk|λ,W 1p (Ω) ≤ C
(
|g|
W
1−1/p
p (Γ)
+ |q|W sp (Ω)
)
.
with constants C,M > 0, being independent of λ. Since s ∈ (1/p, 1) we may apply
interpolation theory to the result
|q|W sp (Ω) ≤ ε|q|W 1p (Ω) + C(ε)|q|Lp(Ω)
≤ ε|q|λ,W 1p (Ω) + C(ε)|q|Lp(Ω)
≤
(
ε+ C(ε)/|λ|1/2
)
|q|λ,W 1p (Ω),
since by assumption λ ≥ 1. Choosing first ε > 0 small enough and then λ ≥ 1
sufficiently large, we finally obtain the estimate
|q|W 1p (Ω) ≤ C|g|W 1−1/pp (Γ) (8.18)
for the strong solution q ∈W 2p (Ω\Γ) of (8.9). Now we want to reduce the regularity
of g. Fix g ∈ W
1−1/p
p (Γ). Then there exists a sequence (gm) ⊂ W
2−1/p
p (Γ),
such that gm → g as m → ∞ in W
1−1/p
p (Γ). We denote by qm ∈ W 2p (Ω\Γ)
the corresponding solutions of (8.9). Then it follows from (8.18) that (qm) is a
Cauchy sequence in W 1p (Ω\Γ). Therefore the limit limm→∞ qm =: q∞ exists and
q∞ ∈W
1
p (Ω\Γ) is the unique weak solution of (8.9) for sufficiently large λ ≥ 1.
Lemma 8.3. Let 1 < p < ∞, 1/p + 1/p′ = 1 and let g ∈ W
1−1/p
p (Γ) be given.
Then there exists λ0 ≥ 1 such that the problem
λ(q|φ)L2(Ω) + (∇q|∇φ)L2(Ω) = 0, φ ∈ H
1
p′(Ω),
[[ρq]] = g, x ∈ Γ,
has a unique solution q ∈ H1p (Ω\Γ), provided λ ≥ λ0. Moreover, the solution
q ∈ H1p (Ω\Γ) satisfies the estimate
|q|H1p(Ω) ≤ C|g|W 1−1/pp (Γ). (8.19)
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In a next step we consider the problem
λ(q|φ)L2(Ω) + (∇q|∇φ)L2(Ω) = (f |∇φ)L2(Ω), φ ∈ H
1
p′(Ω),
[[ρq]] = 0, x ∈ Γ,
(8.20)
where f ∈ Lp(Ω;Rn) is given. Observe that the mapping ψf : H1p′(Ω\Γ) → R
defined by
ψf (φ) := 〈ψf , φ〉 :=
∫
Ω
(f |∇φ)dx,
is linear and continuous, since
|ψf (φ)| ≤ |f |Lp(Ω;Rn)|φ|H1
p′
(Ω),
hence ψf ∈
(
H1p′(Ω\Γ)
)∗
. With the help of the Dirichlet form
a : H1p (Ω\Γ)×H
1
p′(Ω\Γ)→ R, a(q, v) :=
∫
Ω
∇q · ∇vdx,
we define an operator A : H1p (Ω\Γ)→
(
H1p′(Ω\Γ)
)∗
by means of
〈Aq, v〉 := a(q, v),
with domain D(A) = {q ∈ H1p (Ω\Γ) : [[ρq]] = 0 on Γ}. Making use of these
definitions, we may rewrite (8.20) in the abstract form
λq +Aq = ψf , in
(
H1p′(Ω\Γ)
)∗
. (8.21)
Since
H1p (Ω\Γ) −֒֒→
(
H1p′(Ω\Γ)
)∗
,
the resolvent of A is compact and therefore the spectral set σ(A) consists solely of
a countably infinite sequence of isolated eigenvalues. By a bootstrap argument it is
easily seen that the corresponding eigenfunctions are smooth. Hence, defining A2
to be the part of A in L2(Ω\Γ) with domain D(A2) = {q ∈ D(A) : Au ∈ L2(Ω\Γ)},
it follows that σ(A) = σ(A2). Integrating by parts, we obtain
D(A2) = {q ∈ H
2
2 (Ω\Γ) : [[ρq]] = 0, [[∂νΓq]] = 0 on Γ, ∂νq = 0 on ∂Ω}
and A2q = −∆q in Ω\Γ. Let λ ∈ σ(−A) = σ(−A2) and let q ∈ D(A2) be a
corresponding eigenfunction. Then q satisfies the problem
λq −∆q = 0, x ∈ Ω\Γ,
[[ρq]] = 0, x ∈ Γ,
[[∂νΓq]] = 0, x ∈ Γ,
∂νq = 0, x ∈ ∂Ω.
(8.22)
Multiplying (8.22)1 by ρq and integrating by parts, we obtain by (8.22)2,3,4
−λ
∫
Ω\Γ
ρ|q|2dx = −
∫
Ω\Γ
ρq∆qdx = −ρ1
∫
Ω1
q1∆q1dx− ρ2
∫
Ω2
q2∆q2dx
= ρ1|∇q1|
2
2 + ρ2|∇q2|
2
2 +
∫
Γ
(∂νΓq2ρ2q2 − ∂νΓq1ρ1q1) dΓ
= ρ1|∇q1|
2
2 + ρ2|∇q2|
2
2 +
∫
Γ
∂νΓq2[[ρq]]dΓ
= ρ1|∇q1|
2
2 + ρ2|∇q2|
2
2 ≥ 0,
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where qj denotes the part of q in Ωj . In particular it follows that λ is real and
λ ≤ 0 for all λ ∈ σ(−A) and if λ = 0 then q1 and q2 are both equal to a constant
in Ω1 and Ω2, respectively, satisfying the identity ρ1q1 = ρ2q2. In other words the
eigenvalue λ = 0 is simple and the kernel N(A) = N(A2) is given by
N(A) = K1ρ, 1ρ(x) := χΩ1(x) +
ρ1
ρ2
χΩ2(x), x ∈ Ω.
Therefore, spectral theory implies
(
H1p′(Ω\Γ)
)∗
= N(A) ⊕ R(A) and H1p (Ω\Γ) =
N(A)⊕ Y , where Y is a closed subspace of H1p (Ω\Γ). Note that these decomposi-
tions reduce the linear operatorA. It follows that the equation Aq = F has a unique
solution q ∈ Y ⊂ H1p (Ω\Γ) if and only if F ∈ R(A), or equivalently 〈F,1ρ〉 = 0. If
c ∈ K, then any other solution q˜ ∈ H1p (Ω\Γ) of Aq˜ = F is given by q˜ = q+ c1ρ and
we have the estimate
|∇q˜|Lp(Ω) ≤ C|F |
(
H1
p′
(Ω\Γ)
)
∗ .
Lemma 8.4. Let 1 < p <∞, 1/p+1/p′ = 1 and let f ∈ Lp(Ω;Rn) be given. Then
the problem
(∇q|∇φ)L2(Ω) = (f |∇φ)L2(Ω), φ ∈ H
1
p′(Ω),
[[ρq]] = 0, x ∈ Γ,
has a unique solution q ∈ H˙1p (Ω\Γ), satisfying the estimate
|∇q|Lp(Ω) ≤ C|f |Lp(Ω;Rn) .
For the final step, let v ∈ H1p (Ω\Γ) be the unique solution of
λ0(v|φ)L2(Ω) + (∇v|∇φ)L2(Ω) = 0, φ ∈ H
1
p′(Ω),
[[ρv]] = g, x ∈ Γ,
which is well-defined, thanks to Lemma 8.3. With the help of this solution v, we
define a functional ψv ∈
(
H1p′(Ω\Γ)
)∗
by
ψv(φ) :=
∫
Ω
∇v · ∇φdx.
By definition it holds that ψv(1ρ) = 0. Since also ψf (1ρ) = 0 for all f ∈ Lp(Ω;Rn),
Lemma 8.4 yields a unique solution w ∈ H˙1p (Ω\Γ) of
(∇w|∇φ)L2(Ω) = ψf (φ) − ψv(φ), φ ∈ H
1
p′(Ω),
[[ρw]] = 0, x ∈ Γ.
Finally, the sum q := v + w ∈ H˙1p (Ω\Γ) is the unique solution of
(∇q|∇φ)L2(Ω) = ψf (φ) = (f |∇φ)L2(Ω), φ ∈ H
1
p′(Ω),
[[ρq]] = g, x ∈ Γ
and we have the estimate
|∇q|Lp(Ω) ≤ C
(
|f |Lp(Ω;Rn) + |g|W 1−1/pp (Γ)
)
.
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Theorem 8.5. Let 1 < p <∞, 1/p+1/p′ = 1, f ∈ Lp(Ω;Rn) and g ∈ W
1−1/p
p (Γ)
be given. Then the problem
(∇q|∇φ)L2(Ω) = (f |∇φ)L2(Ω), φ ∈ H
1
p′(Ω),
[[ρq]] = g, x ∈ Γ
has a unique solution u ∈ H˙1p (Ω\Γ) satisfying the estimate
|∇q|Lp(Ω) ≤ C1
(
|f |Lp(Ω;Rn) + |g|W 1−1/pp (Γ)
)
.
If J = [0, a], f = f(t, x), f ∈ H1p (J ;Lp(Ω;R
n)), g = 0, then q ∈ H1p (J ; H˙
1
p (Ω\Γ))
and
||∇q||H1p(J;Lp(Ω)) ≤ C2||f ||H1p(J;Lp(Ω;Rn)).
8.2. Higher regularity in the bulk phases. The next problem we consider, is
about higher regularity in the bulk phases Ω\Γ. To be precise, we study the elliptic
transmission problem
λq −∆q = f, x ∈ Ω\Γ,
[[ρq]] = 0, x ∈ Γ,
[[∂νΓq]] = 0, x ∈ Γ,
δ∂νΩq + (1− δ)q = 0, x ∈ ∂Ω, δ ∈ {0, 1},
(8.23)
where f ∈ Lp(Ω) ∩W sp (Ω\Γ), s > 0, is given and λ ≥ 1. It is our aim to find a
unique solution q ∈ W 2+sp (Ω\Γ) of (8.23). Note that by Theorem 8.1 there exists
a unique solution q ∈ H2p (Ω\Γ) of (8.23). Moreover, there exists a constant C > 0
being independent of λ ≥ 1 such that the estimate
|q|H2p(Ω\Γ) ≤ C|f |Lp(Ω) (8.24)
is valid. Thus, it remains to show that in addition q ∈ W 2+sp (Ω\Γ), provided
f ∈ Lp(Ω) ∩W sp (Ω\Γ). For this purpose let ∂Ω ∈ C
3 and cover the compact set
Ω¯ by a union of finitely many open sets Uk, k = 0, . . . , N which are subject to the
following conditions
• ∂Ω ⊂ U0 and U0 ∩ Γ = ∅;
• U1 ⊂ Ω1 and U1 ∩ Γ = ∅;
• Uk ∩ Γ 6= ∅, Uk ∩ ∂Ω = ∅ k = 2, . . . , N and
N⋃
k=2
Uk ⊃ Γ.
For k ≥ 2, the sets Uk may be balls with a fixed but arbitrarily small radius
r > 0. As before, let {ϕk}
N
k=0 be a partition of unity, such that suppϕk ⊂ Uk and
0 ≤ ϕk(x) ≤ 1 for all x ∈ Ω¯. Let qk := qϕk and fk := fϕk.
Multiplying (8.23) by ϕ0 yields the problem
λq0 −∆q0 = f0 − 2(∇q|∇ϕ0)− q∆ϕ0, x ∈ Ω,
δ∂νΩq0 + (1− δ)q0 = δq∂νΩϕ0, x ∈ ∂Ω, δ ∈ {0, 1}.
(8.25)
Since ϕ0 is smooth and q ∈ H2p (Ω), the right hand side (F0, G0) in (8.25) is in
W sp (Ω) ×W
1+s−1/p
p (∂Ω), at least for s ∈ (0, 1]. It follows from [30, Theorem 5.5.1
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& Remark 5.5.2/2] that q0 ∈ W 2+sp (Ω), s ∈ [0, 1] and
|q0|W 2+sp (Ω) ≤ C(|F0|W sp (Ω) + |G0|W 1+s−1/pp (∂Ω)) ≤ C
(
|f |W sp (Ω\Γ) + |f |Lp(Ω)
)
,
by (8.24), where the constant C > 0 does not depend on λ ≥ 1. Multiplying (8.23)
by ϕ1 we obtain the full space problem
λq1 −∆q1 = f1 − 2(∇q|∇ϕ1)− q∆ϕ1, x ∈ R
n, (8.26)
with a right hand side in W sp (R
n), s ∈ (0, 1], which we denote by F1. Then the
solution of (8.26) is given by
q1 = (λ−∆)
−1F1.
If α ∈ {0, 1} and F1 ∈ Hαp (R
n) then q1 ∈ H2+αp (R
n) and
|q1|H2+αp (Rn) ≤ C|(I −∆)
1+α/2q1|Lp(Rn) = C|(I −∆)
1+α/2(λ−∆)−1F1|Lp(Rn)
= C|(I −∆)(λ −∆)−1(I −∆)α/2F1|Lp(Rn)
≤ C||(I −∆)(λ−∆)−1||B(Lp,Lp)|(I −∆)
α/2F1|Lp(Rn)
≤ C||(I −∆)(λ−∆)−1||B(Lp,Lp)|F1|Hαp (Rn),
since |(I −∆)1+α/2 · |Lp(Rn) is an equivalent norm in H
2+α
p (R
n), α ∈ {0, 1}. Note
that the term
||(I −∆)(λ −∆)−1||B(Lp,Lp)
is independent of λ ≥ 1, which follows e.g. from functional calculus. The real
interpolation method and (8.24) then yield the estimate
|q1|W 2+sp (Rn) ≤ C|F1|W sp (Rn) ≤ C
(
|f |W sp (Ω\Γ) + |f |Lp(Ω)
)
,
for s ∈ (0, 1], where C > 0 does not depend on λ ≥ 1. Next, we multiply (8.23) by
ϕk, k ∈ {2, . . . , N}, to obtain the pure transmission problems
λqk −∆qk = fk − 2(∇q|∇ϕk)− q∆ϕk, x ∈ R
n\Γ,
[[ρqk]] = 0, x ∈ Γ,
[[∂νqk]] = [[q]]∂νϕk, x ∈ Γ,
(8.27)
with some function fk ∈ W sp (R
n\Γ) ∩ Lp(Rn). For each fixed k ∈ {2, . . . , N} we
may use the transformation described above, to reduce (8.27) to the problem
λψ −∆ψ = F, x′ ∈ Rn−1, y ∈ R˙,
[[ρψ]] = 0, x′ ∈ Rn−1, y = 0,
[[∂yψ]] = G, x
′ ∈ Rn−1, y = 0,
(8.28)
with given functions F ∈ W sp (R˙
n) and G ∈ W
1+s−1/p
p (Rn−1), s ∈ (0, 1]. First we
remove the inhomogeneity F . To this end we solve the Dirichlet problems
λψ −∆x′ψ
+ − ∂2yψ
+ = F+, x′ ∈ Rn−1, y > 0, ψ+(x′, 0) = 0,
and
λψ −∆x′ψ
− − ∂2yψ
− = F−, x′ ∈ Rn−1, y < 0, ψ−(x′, 0) = 0,
where F+ := F |y>0 and F− := F |y<0. Let ψ± ∈W 2+sp (R˙
n) be defined as
ψ±(x′, y) :=
{
ψ+(x′, y), y > 0,
ψ−(x′, y), y < 0.
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Since ψ+(x′, 0) = ψ−(x′, 0) = 0 and [[ρψ˜]] = [[ρ]]ψ± = 0, the shifted function
ψ˜ := ψ − ψ± solves the problem
λψ˜ −∆ψ˜ = 0, x′ ∈ Rn−1, y ∈ R˙,
[[ρψ˜]] = 0, x′ ∈ Rn−1, y = 0,
[[∂yψ˜]] = G˜, x
′ ∈ Rn−1, y = 0,
(8.29)
where G˜ := G − [[∂yψ±]] ∈ W
1+s−1/p
p (Rn−1). According to (8.6) and (8.7) the
unique solution of (8.29) is given by
ψ˜(y) = −
1
ρ1 + ρ2
L−1
{
ρ1e
−LyG˜, y > 0,
ρ2e
LyG˜, y < 0,
(8.30)
where L := (λ −∆x′)1/2 with domain D(L) = H1p (R
n−1). Assume for a moment
that G˜ ∈ W
2−1/p
p (Rn−1). Then it follows from semigroup theory and (8.30) that
the solution of (8.29) satisfies the estimates
|ψ˜|H3p(R˙n) ≤ C|G˜|W 2−1/pp (Rn−1)
as well as
|ψ˜|H2p(R˙n) ≤ C|G˜|W 1−1/pp (Rn−1),
where the constant C > 0 does not depend on λ ≥ 1. This can be seen as in the
proof of Lemma 8.3. Applying the real interpolation method yields
|ψ˜|W 2+sp (R˙n) ≤ C|G˜|W 1+s−1/pp (Rn−1),
for some s ∈ (0, 1] and if G˜ ∈ W
1+s−1/p
p (Rn−1). We have thus shown that the
transmission problem (8.28) has a unique solution ψ ∈ W 2+sp (R˙
n) if and only if
F ∈W sp (R˙
n) and G ∈ W
1+s−1/p
p (Rn−1). By perturbation theory, there exists λ0 ≥
1 such that (8.27) has a unique solution qk ∈ W 2+sp (R
n\Γ), s ∈ (0, 1], satisfying
the estimate
|qk|W 2+sp (Rn\Γ) ≤ C
(
|fk|W sp (Rn\Γ) + |(∇q|∇ϕk)|W sp (Rn\Γ) + |q∆ϕk|W sp (Rn\Γ)
+ |[[q]]∂νϕk|W s+1−1/pp (Γ)
)
,
provided λ ≥ λ0. By the smoothness of ϕk and by (8.24) we obtain the estimate
|qk|W 2+sp (Rn\Γ) ≤ C
(
|f |W sp (Ω\Γ) + |q|W 1+sp (Ω)
)
≤ C
(
|f |W sp (Ω\Γ) + |f |Lp(Ω)
)
,
valid for all k ∈ {2, . . . , N} and s ∈ (0, 1]. Since {ϕk}Nk=0 is a partition of unity, we
obtain
|q|W 2+sp (Ω\Γ) ≤
N∑
k=0
|qk|W 2+sp (Ω\Γ) ≤ C
(
|f |W sp (Ω\Γ) + |f |Lp(Ω)
)
,
showing that q ∈ W 2+sp (Ω\Γ), s ∈ (0, 1]. It is easy to extend this result to the
case λ ∈ [0, λ0). To this end, let f ∈ Lp(Ω) ∩ W sp (Ω\Γ) ∩ R(Aδ), s > 0, where
Aδ : H
2
p (Ω\Γ) → Lp(Ω) was defined at the beginning of Section 3. Note that
R(Aδ) = {f ∈ Lp(Ω) : (f |1ρ)2 = 0} if δ = 1 and λ = 0 and R(Aδ) = Lp(Ω) if either
δ = 0 and λ ≥ 0 or δ = 1 and λ > 0. Consider the solution q ∈ H2p (Ω\Γ) of (8.23)
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with λ ∈ [0, λ0), which is well-defined thanks to Theorem 8.1 and which satisfies
the estimate (8.24). Rewriting (8.23)1 as
λ0q −∆q = f + (λ0 − λ)q,
we may regard the new right hand side f + (λ0 − λ)q as a given function, say
f˜ ∈ W sp (Ω\Γ), s ∈ (0, 1]. The above result for (8.23) then yields the estimate
|q|W 2+sp (Ω\Γ) ≤ C
(
|f˜ |W sp (Ω\Γ) + |f˜ |Lp(Ω)
)
≤ C
(
|f |W sp (Ω\Γ) + |f |Lp(Ω)
)
,
since
|q|W sp (Ω\Γ) = |q|W sp (Ω) ≤ C|q|H2p(Ω) ≤ C|f |Lp(Ω),
by the smoothness of q and by (8.24). If s > 1 and f ∈ Lp(Ω) ∩W sp (Ω\Γ), then
q ∈ H3p (Ω\Γ), since f ∈ Lp(Ω)∩H
1
p (Ω\Γ). This additional regularity for q and the
preceding steps allow us to conclude that q ∈ W 2+sp (Ω\Γ), at least for s ∈ [1, 2]. By
an obvious argument it follows that q ∈W 2+sp (Ω\Γ) for each fixed s > 0, provided
f ∈ Lp(Ω) ∩W sp (Ω\Γ). This yields the following result.
Theorem 8.6. Let Ω ⊂ Rn be a bounded domain with boundary ∂Ω ∈ C2+s, let
1 < p <∞, s > 0 and f ∈ Lp(Ω) ∩W
s
p (Ω\Γ). Then the following assertions hold.
(1) If δ = 1 and λ = 0, then there exists a unique solution q ∈ W 2+sp (Ω\Γ) ⊖
K1ρ of (8.23), provided that (f |1ρ) = 0.
(2) If either δ = 1 and λ > 0 or δ = 0 and λ ≥ 0, then there exists a unique
solution q ∈ W 2+sp (Ω\Γ) of (8.23).
If in addition J = [0, a], f = f(t, x) and f ∈ H1p (J ;Lp(Ω) ∩ W
2+s
p (Ω\Γ)) s.t.
f(t, ·) ∈ R(Aδ) for a.e. t ∈ J , then q ∈ H1p (J ;W
2+s
p (Ω\Γ)⊖N(Aδ)).
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