The nonlinear problem of inversion of seismic waveforms can be set up using least-squares methods. The inverse problem is then reduced to the problem of minimizing a (nonquadratic) function in a space of many (lo4 to 106) variables. Using gradient methods leads to iterative algorithms, each iteration implying a forward propagation generated by the actual sources, a backward propagation generated by the data residuals (acting as if they were sources), and a correlation at each point of the space of the two fields thus obtained, which gives the updated model. The quality of the results of any inverse method depends heavily on the realism of the forward modeling. Finite-difference schemes are a good choice relative to realism because, although they are time-consuming, they give excellent results. Numerical tests performed with multioffset synthetic data from a two-dimensional model prove the feasibility of the approach. If only surface-recorded reflections are used, the high spatial frequency content of the model (but not the low spatial frequencies) is recovered in few (= 5) iterations. By using transmitted data also (e.g., between two boreholes), all the spatial frequencies are recovered. Since Tarantola (1984b) suggested an approach to the general nonlinear inverse problem of interpretation of acoustic seismic waveforms. Our aim here is to prove the feasibility of that method numerically by using synthetic data.
rameters (i.e., the interfaces) must be handled explicitly by reflection or transmission coefficients. Whole sets of converted rays cannot be modeled (creeping waves), or approximately modeled (diffracted waves), unless a specific asymptotic theory accounts for them (Keller, 1962) .
On the other hand, numerical methods based on discretization of the wave equation synthesize the different waves arriving at the station as a whole. This can make physical interpretation of a forward calculation difficult, but it does not prevent inversion. The main limitation of numerical methods is their computational cost, in both time and memory requirements.
Inside a numerical grid in the space-time domain, the acoustic wave equation (or its equivalent) must be verified at different nodes, approximating the derivatives by finitedifferences. Basically, the initial conditions give the value of the pressure field p(x, to) and its velocity 0(x, to) everywhere in space at time t,. The wave equation then gives the value at time t, of the acceleration of the field fi(x, to). Given the density p(x) and the bulk modulus K(x), from knowledge of p(x, to), fi(x, to), and ji(x, to), it is possible to estimate p(x, tl) and j(x, tI) with t, = t, + At. Iterating the procedure gives the values of the pressure field for any time t, = t, + iAt.
Since (Virieux, 1986 ). The discrete values of the medium parameters correspond to a given physical quantity velocity for density and stresses for the bulk modulus K. The bulk modulus K is shifted one-half node with respect to the velocity, in both the horizontal and vertical directions. Because this method uses a first-order hyperbolic system, the computation is well-adapted to vector (and parallel) computers. Appendix A describes the equations used to solve the forward problem and the extensions to the forward problem necessary for the inversion. A complete description of the numerical method may be found in Virieux ( 1984).
THE INVERSE PROBLEM
An acoustic medium can be described using the density p(x) and the bulk modulus K(x). For simplicity, we assume the density known: the problem is to evaluate K(x). We later use the terminology of functional analysis, so the unknown is the .fincfion itselj; which is not assumed to be discretized. Nevertheless, for numerical computations it will be discretized. For instance, in the numerical examples. K(x) is defined on a grid of 200 x 200 points. In more realistic problems. grids of I 000 x I 000 points should be used. The simplest gradient method is the steepest descent method, which gives (3) is that p(x, r; x,), is the predicted field in the current model K(x),. Because ~(x, t; x,),, is obtained by propagating the data residuals backward in time it represents the missing field, i.e., a field we need to obtain null data residuals. If, for a given shotpoint x, at a given point x of the space, the missing field is correlated in time with the predicted field this missing field may be created by adding a diffractor at point x. Equations (2) and (3) imply setting the value of the diffractor at point x as proportional to the time correlation of the time derivatives of the predicted and missing fields. Equation (3) shows that these time correlations have to be computed at each point x of the space for each of the shots x,; then the results for each of the shots have simply to be added.
The following is our operational approach. We start with some arbitrary model K(x),,, the closer to the true model, the better. Since K(x), is simply the first current model K(x),, we keep the index n for more generality. We select the first shotpoint x,~ = x, and solve the forward problem using the finitedif' i' erence scheme introduced above. The result is the field p(x, f: xl)". In particular, we obtain the predicted seismograms A good value for a, can be chosen by interpolation, and the updated model K(X),+, is then obtained. This will be the current model for the next iteration (in Appendix C we discuss an alternate, linearized approach for obtaining an adequate value for a,,). Typically, we stop iterations when synthetic seismograms look like the observed ones, or when little advance in the value of the misfit function S is gained between subsequent iterations.
Technical details of the computations have to be modified for an optimal (and practical) utilization of available computer resources. The modifications are left for Appendixes A and B.
NUMERICAL EXAMPLES Point diffractor
Take as the true medium a single dXracting point @K + n) superimposed on a homogeneous medium (K,) which is also the starting medium. For now, assume that the four edges are absorbing. For a single source, seismograms are recorded at receivers located at each point of the grid just below the surface of the medium. Figure 1 shows the gradient y(x). It is peaked at the true diffracting point, but spreads over several nodes. The "smile" is due to the particular geometry considered (a single source and a line of receivers). Note that this figure does not represent the solution of the inverse problem, but only the first iterate.
Considering discrete receivers may lead to some complications: with one receiver at each point of the grid or equally spaced receivers, the waves generated by the residuals are coherent. However, if some receivers are missing, the residuals may destructively interfere and produce some unexpected spikes in the gradient.
In Figure 2 , nine sources were used. The peak now clearly predominates over artifacts. The true diffractor is located with a spatial resolution corresponding to the main wavelength of the source.
In the next example, consider a free surface instead of an absorbing surface. Source and receivers are located a few grid points below the surface; Figure 3 shows the corresponding gradient. Essentially the same features are present as in Figure  2 . However, the amplitude of the secondary lobes is stronger due to ghosts in the source that are produced by the surface reflection. To a lesser extent, ghosts are also due to multiply reflected (or diffracted) waves between the scatterer and the surface. The amplitude of the artifacts is roughly inversely proportional to the number of sources. Again, the figure represents the first iterate. not the result ofthe inversion. L, = 0.25 x 10m3 m3/kg. Lines of receivers are defined with one receiver every two points of the grid. Absorbing boundary conditions are set at the four edges of the medium. We generate the data using eight sources, and the relative position of the sources and lines of receivers will be chosen to deal with different geometries. The total propagation time T will be chosen to cut the reflections from the corners, due to imperfectly absorbing edges. The medium is assumed perfectly known in a band of width h around the sources and receivers (so that the gradient is not computed there).
The following examples present the results of the inversion using different source-receiver configurations, and different values of E.
Seismic reflection data
Eight sources and 100 receivers are located a few grid points below the surface. Figure 7 shows the synthetic seismograms for one of the shots (at corner A of Figure 8 ). The direct wave has been suppressed in the representation, so that these seismograms correspond to the starting residuals with respect to the homogeneous model (K,) . Primary reflections at the top of the Camembert are followed by primary reflections at the bottom. Between them. small wrinkles are the surface manifes-A complete physical description is difficult so we give an intuitive point of view. Each point of the edge of the Camembert acts as a diffractor and gives a hyperbolic signature at the surface. The sum of the horizontal top and bottom of the Camembert gives the strong primary reflections, while isolated signatures from other points of the edge are the previously noted wrinkles. We expect the signature to be strong for the vertical part of the edge in transmission. Reflected and creeping waves propagating at curved interfaces deserve a complete study where different methods such as finite-difference methods or ray theory are used for a correct interpretation (George et al., 1986). the gradient iterative algorithm is trapped. The only way to deal with multiple solutions is to start the iterations at different points and check for a "deep" global minimum. Limited computer time prevented us from searching for a global minimum. Imposing a priori smoothness on our solution. or using better preconditioning, might help avoid the problem of local minima. tation of the curved shape of the Camembert. 
Highly nonlinear inversion
To explore the limitations of inversion, we study the tomographic configuration, which has a perturbation of E = 20 percent. In Figure 14 , the initial residuals show phase shifts of the order of h. We performed five iterations. as in the previous case. Figures 15 and 16 show the first and fifth iterations, respectively. The misfit function S takes the values 12.4 x lo' , 11.9 x lo' , 11.2 x lo' , 10.5 x lo' , 9.9 x lo' , and 9.4 x lo' , respectively.
As for all nonlinear problems, the present problem may have secondary minima 
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If the starting model is far enough from the true model, that the algorithm has been trapped in a secondary minimum; secondary solutions exist, but they are easily identified. rather, the experiment was too time-consuming to iterate furFuture interpretation of seismic records will certainly be ther. Our preliminary conclusion is that, although in principle performed through very accurate forward modeling. The the formulation of the problem allows for all the spatial fremethod described here shows that accurate forward modeling quencies of the model to be obtained, in practice only the high codes can be used for waveform matching. Computing pU, then v., and correlating them after propagation would require storing the whole time history of the p. fields. A better way is to perform the correlation for each source. starting from the final time T. q~,, is computed by a single propagation (with At < 0), starting from the final time of the computation T. Since the wave equation is reversible in time p, can be recovered by moving backward in time taking as the "initial" state the field p,(x, T; xs) and using the same source 6(x -x,).7(t). For this field p,,, explicit boundary conditions such as Neumann or Dirichlet conditions are left unchanged: in the case of absorbing boundary conditions the values of P"(x, I: xJ, which can be known for all t E [0, T] from the forward propagation, must be imposed on the absorbing boundary. The required storage is far less than for the whole medium. We checked the field p, so obtained against the one calculated in the forward propagation. They are the same to a relative precision of IO-". Therefore, the correlation can be performed for each point of the medium and for each decreasing time
APPENDIX B Formulation of the problem
The data set is composed of the seismograms p(x,, t; x,), where x, and x, denote receiver and source (discrete) position, and where the time variable /, (reset lo Lero for each new shot) runs from 0 to T. Actually. because seismic data are digital, t is also discrete, but to simplify the notation, we do not introduce the sampling explicitly. We assume the source is exactly known. An acoustic Earth model may then be described using density p(x) and bulk modulus k' (u). We assume that p(x) is known, so that the only remaining unknown is K(x). The least-squares minimization problem can then be solved using a gradient algorithm. This easily gives (Tarantola, 1984b) K n-l = K, -P, $0 Cr, Cd ' (g (K,) -d,,,) , (H-14) where 5,) is an arbitrary, positive delinite operator, the "preconditioning operator" which is chosen for accelerating the convergence. In our case, we choose an operator S, whose application corresponds to an amplification increasing with depth. Equation (R-14) corresponds to a steepest descent algorithm. Use of a conjugate gradient did not improve our results: rather, the preconditioning was of primary importance.
and we have the integral representation (Morse and Feshbach, 1953)
Frixhet derivative
As explained in the text, we use different boundary conditions in our simulations of wave propagation. The formulas derived here are only valid for free boundaries; the demonstrations for rigid boundaries are similar to those in the text, and the absorbing boundaries can be accounted for by conceptually replacing them with distant boundaries of any sort.
For free boundaries, we solve the forward problem by discrctiLing the system (Appendix A)
