Abstract: It is a challenge task to discover major topics from text, which provide a better understanding of the whole corpus and can be regarded as a text categorization problem. The goal of this paper is to apply latent semantic analysis (LSA) approach to extract common factors that representing concepts hidden in a large group of text. LSA involves three steps: the first step is to set up a term-document matrix; the second step is to transform the term frequencies into a term-document matrix using various weighting schemes; the third step performs singular value decomposition (SVD) on the matrix to reduce the dimensionality. The reduced-order SVD is the best k-dimensional approximation to the original matrix. The experiment uses more than fifteen hundreds research paper abstracts from a specific field. Because different factor solutions of the LSA suggest different levels of aggregation, this work examines thirteen solutions in the experiment. The results show that LSA is able to identify not only principle categories, but also major themes contained in the text.
Introduction
Many multidisciplinary fields, such as data mining, bioinformatics, biochemistry, and neuroscience, emerge in the past several decades. Since multidisciplinary fields involve theories, methods, and techniques from multiple disciplines, it is not easy to comprehend all the research efforts in these fields. Text categorization, which organizes documents into groups based on their underlying structures, can help capturing the large amount of activities and diversity of a multidisciplinary field.
The goal of this paper is to apply latent semantic analysis (LSA) approach to detect major research topics and themes of a multidisciplinary field. In particular, it is intended to address three questions: what are the core research areas of the selected field, what are the major research themes, and what is the dynamics of the discipline? LSA is an automatic mathematical and statistical technique for uncovering common factors that representing concepts hidden in text [1, 2, 3, 4] . Previous investigations in psychology and computer science have proved that LSA resembles the way the human brain distills meaning from text and is capable of inferring much deeper relations in the text data [3, 5] .
The rest of the paper is organized as follows. Section 2 describes the basic concepts of LSA. Section 3 presents the experimental study that was used to identify the core research areas
Research method
Latent semantic analysis (LSA) is a theory of knowledge acquisition, induction and representation [2] . It was first introduced as an information retrieval (IR) technique by [1] and [6] . It is an automatic mathematical learning technique for analyzing the relationships and similarity structures among documents and terms, relying on no human experiences, prior theoretic models, semantic dictionaries, or knowledge bases [3] .
Similar to factor analysis, principal components analysis, and linear neural networks, the main purpose of LSA is dimension reduction, which is realized through a matrix operation called singular value decomposition (SVD). SVD is a means of decomposing a matrix indo a product of three simpler matrices. By retaining the k largest singular values, the resulting reduced-order SVD provides the best k-dimensional approximation to the original matrix, in the least square error sense [7] . In the results of SVD, two sets of factor loadings, one for the words and one for the documents, are generated. Each term and document is represented as a k-dimensional vector in the same latent semantic space derived by the SVD. Thus each latent semantic factor is now associated with a collection of high-loading terms and high-loading documents [5] . High-loading terms and documents are used to interpret and label the corresponding factor. The number of factors is an input parameter that needs to be provided before SVD computation. As the number of factors changes, LSA groups key terms or documents into various levels of aggregation. When it is applied to identify important topics of a certain discipline using a collection of representative papers, a higher level of aggregation (e.g., 2 factors) indicates key research areas and a lower level of aggregation (e.g., 100 factors) represents general research themes [5] .
The LSA analysis can be summarized in three main steps. The first step is to set up a termdocument matrix in which each row stands for a key word or term and each column stands for a document or context in which the key word appears. An entry in the matrix is the frequency of a key word in the corresponding document. The second step is to transform the term frequencies in a term-document matrix using various weighting schemes. The third step is to perform SVD on the matrix to reduce the dimensionality, which is the key feature of the LSA method. In this step only the k largest singular values are retained. The reduced-order SVD is the best k-dimensional approximation to the original matrix [7] .
Extensive experiments have demonstrated that the classification performance of LSA is robust [8] and it is capable of inferring relations in the text [3, 5] . It can be used in information retrieval (IR), search optimization, classification, clustering, filtering and other IR-related applications [7] . Readers interested in mathematical details of the LSA approach can refer to [1] .
Experimental study
This section describes the data source and the implementation details of LSA analysis that is utilized to identify the core research areas and research themes for the selected field.
Data sources
The field of Multiple Criteria Decision Making (MCDM) and multiattribute utility theory (MAUT) has grown exponentially and made remarkable progress since 1960s. As a multidisciplinary field, MCDM/MAUT has close collaboration with some neighboring disciplines, such as An Application of Latent Semantic Analysis for Text Categorization 359 mathematical programming, organizational behavior, engineering, decision analysis, and negotiation science [9] . During the past twenty years, extensive research papers have been published in MCDM, MAUT, and related disciplines. In the experiment, LSA is applied to a collection of MCDM/MAUT publications to extract major research topics and identify the trends of the field.
Since previous studies, such as [10] , [11] and [12] , have investigated the major areas and the evolution of MCDM/MAUT before 1990s, articles published before 1985 were not included in the analysis. A total of 1515 research abstracts published in 16 refereed MCDM-related journals in the English language during the period of 1985 to February 2009 that contain key words: multiple criteria and multicriteria, were collected. As the first and unique journal in multiple criteria decision analysis, articles published in the Journal of Multi-Criteria Decision Analysis were all collected (from 1992 through 2007).
The 16 refereed MCDM journals were selected according to two criteria: (1) journals appeared frequently in the Multiple Criteria Decision Aid bibliography on the International society on MCDM website [13] ; (2) the most relevant and top-rated MCDM journals listed by [14] and [15] . Each article collected in the dataset is stored in Microsoft Excel as one row with five fields: article title, author(s), journal name, year of publication, and abstract. 
Text preprocessing
The initial step of LSA analysis is to represent the text as a term-document matrix in which each row stands for a term and each column stands for a document. In order to set up such a matrix, this study started the analysis with text preprocessing procedures that are popular in the information retrieval and text mining [16, 17] . The text preprocessing procedure consists of tokenization and term reduction. Tokenization divides documents into a set of terms. In this study, each article is represented by its title and abstract. Since titles are informative of research papers and normally contain pertinent key words, the weight of titles is set twice as much as abstracts. The 1,515 MCDM research papers generated a dictionary of 9,322 terms. Tokenization was implemented using a self-developed C++ program.
Term frequency matrix
Text preprocessing produced a term-frequency matrix with 1,515 columns (papers) and 3,299 rows (terms). Originally, an entry in the matrix contains the number of times a term occurs in a document. A term-frequency matrix measures the association of a term with respect to a given document [17] . There are many methods to define term weights. In this study, the tf-idf, a traditional term-frequency weighting, was used to transform the raw term frequencies in the matrix. The tf-idf weighting scheme combines term frequency (TF) and inverse document frequency (IDF) together:
where tf ij is term frequency and idf i is the inverse document frequency of term i. Inverse document frequency represents the importance of a term and is defined as:
N is the total number of documents and df i is the document frequency of term i. IDF implies that the discriminative power of a term will be decreased if it occurs in many documents. In other words, the importance of a term will increase if it appears in a limited number of documents. The reasoning behind the tf-idf weighting is that a term occurring frequently in a document but rarely in the rest of the collection is considered to be important. Experiments have shown that tf-idf measure works well in many applications [17, 22] . The tf-idf weights were calculated using a linguistic analysis tool [23] .
Latent semantic analysis
LSA can be considered as an application of reduced-order Singular Value Decomposition (SVD) [23] . SVD decomposes a term-document matrix X into the product of three other matrices:
W 0 and C 0 are the matrices of left and right singular vectors and S 0 is the diagonal matrix of singular values. W 0 has the same number of rows as the original matrix and C 0 has the same number of columns as the original matrix. S 0 is a square matrix with non-zero entries only along one central diagonal and sorted in decreasing order [1] . The dimensionality of the original matrix can be reduced by keeping the first k largest coefficients in the diagonal matrix S 0 and setting the remaining smaller ones to zero. The zero rows and columns of S 0 can then be deleted to get a new diagonal matrix S. Similarly, the corresponding columns of W 0 and C 0 can be removed to obtain W and C respectively. The product of the simplified matrices is a new matrixX:
X is the k -rank matrix with the best possible least-squares-fit to X [1] . The results of SVD include one set of k -factor loading for the terms and one for the documents. High-loading terms and documents of a factor can then be used to interpret and label the factor. For mathematical and technical details of SVD, please refer to [1] (p. 397-399).
The choice of k is a critical issue in SVD. An ideal value of k should be large enough to fit all the real structure in the data and small enough to avoid unimportant details [1] . Since solutions with different number of factors represent different levels of concept aggregation, we explored 2 through 13, and 100 factors respectively. Factor interpretation and labeling was conducted manually by two MCDM researchers. The high-loading terms and documents of 2 through 13 and 100 factor solutions were examined and labeled independently. The next section discusses the results of the LSA analysis.
Results and discussion

Different factor solutions
This work examined 13 solutions, including 2 through 13 and 100 factors, to identify key research areas and major research themes of MCDM. For the rest of the paper, factor x-y is used to indicate the y th factor of the x -factor solution [5] . For example, factor 100-2 refers to the second factor of the 100-factor solution.
Different factor solutions of LSA show different levels of research themes of the MCDM discipline. The 6-factor and 11-factor solutions describe the evolution of these areas during the past twenty-four years and reveal major research areas of MCDM, including MAUT, ELECTRE methods, analytic network process (ANP), multicriteria decision support system (MCDSS), heuristics, preference learning, interactive multiple objective programming, MCDM applications, and goal programming.
As the number of factors increases, higher level research areas can be partitioned into subareas. For example, Preference learning (factor 6-4 from Table 2) in the 6-factor solution is represented by Preference representation (factor 11-5 from Table 3 ) and Preference structure modeling (factor 11-7 from Table 3) in the 11-factor solution; and preference modeling (factor 100-55), preference elicitation support (factor 100-77), and preference ordering techniques (factor 100-99) in the 100-factor solution. The 100-factor solution presents a large variety of research themes studied during the last twenty years by the MCDM and related disciplines (see Table 4 ), including MCDM theories, algorithms, related areas of research, decision support systems, applications, and techniques. It also reveals important MCDM research topics that are not presented in the 6-factor and 11-factor solutions, such as data envelopment analysis (DEA) method, genetic algorithms, simulation, behavioral issues, theoretic foundation, and visual tools.
The 100-factor solution points out two notable trends in the MCDM publications. The first is the growth in applications of MCDM. In the 100-factor solution, 21 factors are related to MCDM applications. These applications cover not only traditional application areas, such as asset management [24] , scheduling problem [25] , assignment problem [26] , questionnaire survey [27] , credit scoring [28, 29, 30, 31] , and risk evaluation [32, 33, 34] ; but also emerging novel areas, such as verbal data classification [35] , Web-based decision support [36] , habitual domains [37] , electronic commerce systems [38, 39] , and e-participation [40] . The second trend is that MCDM has entered into some new research areas [41] . For example, Supply chain management has utilized MCDM methods to capture multicriteria decision making and decision-making under uncertainty [42] . Geographical Information Systems (GIS) and MCDM have been combined to aid spatial decisions [43] . These two results generally agree with [9] , [12] and [28] . 
Conclusions and limitations
This paper attempted to identify the major research areas and themes of MCDM field by examining a large body of related research papers using latent semantic analysis. In the experimental study, over fifteen hundred abstracts of MCDM/MAUT field were collected and analyzed to obtain thirteen factor solutions. The 6-factor and 11-factor solutions of the analysis reveal key research areas of MCDM/MAUT. MAUT, ELECTRE methods, ANP, multicriteria decision support system (MCDSS), heuristics, preference learning, interactive multiple objective programming, MCDM applications, and goal programming are among the main streams of thought of the field.
The ideas and techniques of MCDM are continuing to integrate into other disciplines. For example, data mining (DM) field used ELECTRE methods to cluster opinions [44] and utilized multiple criteria decision aid process to help users to sort association rules [45] . Artificial neural networks, an artificial intelligence (AI) method, has been used by MCDM researchers to solve discrete MCDM problem [46] and model decision-makers' preference structures [47] . Geographical Information Systems (GIS) and MCDM have been combined to aid spatial decisions [43] .
This study has several limitations. First, since the LSA analysis depends on identifying frequent word usage patterns from a collection of text, it is difficult to capture a research area if it is not well established and has not established consistent terminology among its researchers [5] . Second, this study only collected articles published after 1985 because the major areas and the evolution of MCDM and MAUT before 1990s have been investigated in previous studies [10, 11, 12] . Third, the research abstracts collected in this analysis include only English language journals. Papers published in other languages are not considered.
