Statistical methods for inference on spatial extremes of large datasets are yet to be developed. Motivated by standard dimension reduction techniques used in spatial statistics, we propose an approach based on empirical basis functions to explore and model spatial extremal dependence. Based on a low-rank max-stable model we propose a data-driven approach to estimate meaningful basis functions using empirical pairwise extremal coefficients. These spatial empirical basis functions can be used to visualize the main trends in extremal dependence. In addition to exploratory analysis, we describe how these functions can be used in a Bayesian hierarchical model to model spatial extremes of large datasets. We illustrate our methods on extreme precipitations in eastern U.S.
Introduction
The spatial extreme value analysis (EVA) literature is expanding rapidly (see, e.g., Davison et al., 2012 Davison et al., , 2013 Dey and Yan, 2015) to meet the demands of researchers to improve estimates of rare-event probabilities by borrowing information across space and to estimate the probability of extreme events occurring simultaneously at multiple locations. Environmental datasets commonly include observations from hundreds or thousands of locations, and advanced tools are required to explore and analyze these data. For Gaussian data, Principle Components Analysis (PCA, Everitt and Hothorn, 2008) , also known as Empirically Orthogonal Functions (EOFs, Hannachi et al., 2007) , has proven to be a powerful tool to study correlation between spatial locations; understand the most important large-scale spatial features; and reduce the dimension of the problem to allow for simple computation even for massive datasets. Computation and exploration are arguably more difficult for EVA than Gaussian data, yet to our knowledge no tool analogous to spatial PCA has been developed for EVA. Bernard et al. (2013) proposed a clustering method for spatial extremes, which can be interpreted as a dimension reduction method; our approach is different and is motivated by identifying drivers of spatial extremes much like PCA and EOF approaches do.
In EVA, extremes are separated from the bulk of the distribution by either analyzing only points above a threshold or block maxima (Coles, 2001 ), e.g., the daily precipitation values exceeding a high threshold or their annual maxima. A natural spatial model for block maxima at several spatial locations is the max-stable process, which, under certain conditions, arises as the limit of the location-wise linearly scaled pointwise maxima of infinitely-many spatial processes (de Haan and Ferreira, 2006, Chapter 9) . Max-stable processes can also be used to model spatial exceedances over a high threshold Huser and Davison, 2014) .
Inference for max-stable models is challenging because their likelihoods are intractable in large dimensions. Padoan et al. (2010) proposed the use of composite likelihoods for estimating parameters of max-stable models. More efficient approaches based on full likelihoods were recently developed for extremal threshold exceedances models (Wadsworth and Tawn, 2014; Engelke et al., 2015; Thibaud and Opitz, 2015) but these do not apply for max-stable models fitted to block max-ima. Alternatively, non-max-stable models that retain extremal dependence such as the skew-t process of Morris et al. (2017) can be used for extremes. Thibaud et al. (2016) showed how fullyBayesian analysis can be performed for max-stable models, but the approach is cumbersome for large data sets. Reich and Shaby (2012) proposed a Bayesian max-stable model, based on a lowrank method based on spatial kernel functions. Although the previous model can be fit to large datasets, the Bayesian inference is computationally intensive. In this paper we will build on the previous model and show how the inference can be improved by considering a data-based low-rank approximation of the max-stable process.
The spectral representation (de Haan and Ferreira, 2006, §9.6 ) states that any max-stable process can be represented in terms of a countable number of spatial processes, for example using Gaussian processes (Schlather, 2002) or log Gaussian processes (Kabluchko et al., 2009) . In this paper we propose an empirical basis function (EBF) approach that builds on a finite truncation of the spectral representation of max-stable process, as in Wang and Stoev (2011) , and develops a method-of-moments estimator for the underlying spatial processes. Unlike PCA/EOFs, but similar to dictionary learning (Mairal et al., 2014 ) and non-negative matrix factorizations (Lee and Seung, 1999) , the EBFs are not orthogonal. Nonetheless these spatial functions can be plotted for exploratory analysis to reveal important spatial trends. In addition to exploratory analysis, we describe how the EBFs can be used for Bayesian inference. By basing the spatial dependence on EBFs, the resulting spatial analysis does not require dubious assumptions such as stationarity. In addition, a Bayesian analysis for either block-maxima or point above a threshold is computationally feasible for large datsets because the entire spatial process is represented by a small number of basis functions.
The paper proceeds as follows. In Section 2 we present the low-rank model. Section 3 describes the algorithm used to estimate the spatial basis functions, and Section 4 describes the use of EBFs in a Bayesian hierarchical model. In Section 5 we present the results of a simulation study to evaluate the performance of our method for estimating basis functions. In Section 6 we demonstrate the use of the EBFs for an analysis of precipitation data in the eastern U.S. Lastly in Section 7 we give some summary conclusions and a brief discussion of the findings.
2 Low-rank max-stable model Let Y t (s) be the observation process at spatial location s ∈ S and time t; S is a compact set in R 2 .
We temporarily drop the subscript t and describe the model for the process Y (s) for a single time point, but return to the spatiotemporal notation in Section 3.
Spatial dependence is captured by modeling Y (s) as a max-stable process. Max-stable processes have generalized extreme value (GEV) marginal distributions. At each location s ∈ S the GEV distribution is
where x + = max(0, x). This distribution is denoted GEV{µ(s), σ(s), ξ(s)} and has three real parameters: location µ(s), scale σ(s) > 0 and shape ξ(s); the case ξ(s) = 0 is defined as a limit in (1). Spatial dependence is present both in the GEV parameters and in the standardized residual
−1 which is max-stable and has unit Fréchet, i.e., GEV(1,1,1), marginal distribution for all s.
Our objective is to identify a low-rank max-stable model for the spatial dependence of the residual process Z(s). The spectral representation discussed in de Haan and Ferreira (2006, Theorem 9.6.1) shows that any max-stable process Z(s) with unit Fréchet margins and continuous sample paths can be written as
where the functions B(s, k l ) are nonnegative and satisfy B(s, k l ) dk l = 1 for all s ∈ S, and sup s∈S B(s, k l ) dk l < ∞, and (k 1 , q 1 ), (k 2 , q 2 ), . . . are the points of a Poisson process with intensity measure dk × (dq/q 2 ) on S × (0, ∞). Conversely, a max-stable process with unit Fréchet marginals is obtained by choosing particular functions B(s, k l ) satisfying the conditions stated above (de Haan and Ferreira, 2006, Theorem 9.6 .1); this has been used to construct max-stable models (e.g., Smith, 1990; Schlather, 2002; Kabluchko et al., 2009 ). In several max-stable models, such as Smith (1990) and Reich and Shaby (2012) , the k l are spatial locations that represent the center of process B(s, k l ); however, in our proposed method the basis functions are not associated with one particular location and so to simplify notation we let B l (s) = B(s, k l ).
To arrive at a low-rank model, we assume that there is a finite and known number L of spatial basis functions B 1 (s), . . . , B L (s) that explain the important spatial variation in the process. We motivate our approach as follows. Smith (1990) uses the physical analogy that in (2), k l is storm l's spatial center, B(s, k l ) is the storm's spatial extent, and q l is the magnitude of its precipitation. The response Z(s) is thus the maximum of the precipitation over the year's storms at site s. Following this analogy, our dimension reduction approach identifies the L most influential storm patterns,
, and expresses year-to-year variation in terms of the annual intensity of these L storm patterns.
Assuming a finite number L of basis function we can rearrange (2) to write
where Z 1 , . . . , Z L are unit Fréchet random variables and the nonnegative basis functions are restricted so that shown that any max-stable process can be arbitrary well approximated by a low-rank max-linear model for some suitable choice of basis functions. This approximation was used by Wang and Stoev (2011) to obtain approximate conditional simulations from max-stable models.
Because it is unrealistic to assume that extreme realizations are exactly functions of L basis functions, the process (3) is inappropriate for modeling complex data based on a small number L of basis functions. Hence we use a different low-rank max-stable model proposed by Reich and Shaby (2012) , which is based on multivariate max-stable models from Fougères et al. (2009) and Fougères et al. (2013) , and which can be seen as a noisy version of model (3). We consider the model
and where ε(s) As α → 1 the model converges to independence, i.e., a process with independent unit Fréchet marginals. As α → 0 multivariate distributions of model (4) converge to those of the max-linear model (3) , Section 3).
Reich and Shaby (2012) used standardized Gaussian kernel functions (GKFs) as spatial basis
where · is the Euclidean norm and ρ > 0 is a bandwidth parameter that they estimated as part of their Bayesian model. For a large and dense grid of knots k 1 , . . . , k L the GKF model provides a good approximation to the max-stable model of Smith (1990) . In this paper, rather than selecting a predefined form for the basis functions B l we will estimate them from the data.
Extremal spatial dependence for max-stable processes can be summarized by the pairwise ex-
with ϑ(s 1 , s 2 ) = 1 and ϑ(s 1 , s 2 ) = 2 corresponding to perfect dependence and independence of Z(s 1 ) and Z(s 2 ) respectively. For the positive stable random effects model (4) it can be shown that the extremal coefficient for
In particular, lim s 1 −s 2 →0 ϑ(s 1 , s 2 ) = 2 α , showing how α can be interpreted as a nugget effect in the model, as creating a discontinuity in the extremal coefficient function; note that ϑ(s, s) = 1 by definition.
In the next sections we will explore and model residual dependence in the process Y (s) using model (4). The motivation for our approach is that model (4) can be used as an approximation to most max-stable processes for a sufficiently large number L of basis functions B l (s) suitably chosen. The functions B l (s) represents the main trends in the max-stable process Z(s). We propose to estimate these basis functions, so-called empirical basis functions (EBFs), using extremal coefficients and then show how inference for Y (s) can be based on these EBFs.
Estimating the basis functions
We describe the estimation of the EBFs for model (4) using pairwise extremal coefficients. To estimate the extremal coefficient function, we consider the process at n s spatial locations s 1 , . . . , s ns and n t times t = 1, . . . , n t . The basis functions are fixed over time, but the random effects and errors are independent over time. That is
In this section we develop an algorithm to estimate the parameter α and the n s × L matrix B = {B il }. Our algorithm has the following steps:
1. Obtain an initial empirical estimate of the extremal coefficient for each pair of locations,θ ij .
2. Spatially smooth theθ ij using kernel smoothing to obtainθ ij .
3. Estimate the spatial dependence parameters by minimizing the distance between modelbased coefficients ϑ ij and smoothed empirical coefficientsθ ij .
The first-stage empirical estimatesθ ij of the extremal coefficients are obtained from the Fmadogram estimator of Cooley et al. (2006) , using the 'SpatialExtremes' (Ribatet, 2015 
where w iu = exp{−( s i − s u /δ) 2 } is the Gaussian kernel function with bandwidth δ > 0. The elementsθ ii deteriorate the estimatorθ ij asθ ii = 1 for all i by construction and because of the possible discontinuity of the extremal coefficient function at the origin. To eliminate this problem we set w ii = 0.
First, the parameter α is estimated from the estimates of the extremal coefficients of the closest pairs. For pairs (i, j) corresponding to close spatial locations (s i , s j ) we known ϑ ij ≈ 2 α , and therefore we select a set N of such pairs and use theirθ ij to estimateα = log 2 ( Nθ ij /|S|). For α to be a reasonable estimate of α it is crucial that the data set contains close locations. Second, we estimate B given α =α by minimizing the mean square distance between the estimatesθ ij and the model-based extremal coefficients ϑ ij . Similarly to Smith (1990) and Einmahl et al. (2016) , we estimateB as the minimizer of the error
under the restrictions that B il ≥ 0 for all i and l, and L l=1 B il = 1 for all i. Since the minimizer of (8) does not have a closed form, we use a gradient descent algorithm to obtainB. This algorithm gives estimates of the B il at the n s data locations, but is easily extended to all s for spatial prediction. The kernel smoothing step ensures that the estimates forB il are spatially smooth, and thus interpolation of theB il gives spatial functionsB l (s).
As mentioned in Section 2, the EBFs provide useful exploratory data analysis techniques. Maps ofB l (s) show important spatial features in the extremal dependence. The relative contribution of each EBF can be measured by
Since dependence. The order of the basis functions is arbitrary, so we reorder them so that
The first-stage estimate of the extremal coefficients has two tuning parameters: the kernel bandwidth (δ) for the smoothing step and the number of basis functions (L). We use cross-validation on the extremal coefficients to chose an appropriate value for δ. For L we can look for an "elbow" in the error (8) to determine a sensible number of basis functions, or we can use a validation data set (or cross-validation) to assess how L affects predictions from the max-stable model, see Section 6.
Bayesian modeling based on empirical basis functions
In this section we describe how to use the EBFs to construct a spatial max-stable model for block maxima. The matrixB, i.e., the EBFs, and the estimateα obtained from the procedure described in Section 3 provide a max-stable model for the residual extremal spatial dependence using the positive stable model (6). Notice that using the EBFs in spatial modeling induces a non-stationary spatial dependence structure. To fully define a max-stable model for block maxima we need to model the marginal GEV distributions in (1). This can be done using space-time models for the marginal GEV parameters, using covariates and Gaussian process priors, as described, for example, in Reich and Shaby (2012) . In Section 6 we model only the residual dependence, so we don't provide more details on marginal modeling in this paper. Reich and Shaby (2012) . This approach may lead to poor mixing of the Markov chain of the positive stable variable due to the large number of these auxiliary variables and their dependencies. In Section 6 we use instead a numerical approximation of the positive stable density, see Appendix A.1.
Simulation study
In this section we conduct a simulation study to evaluate the performance of our method for estimating the EBFs. Each data sets consists of n t independent replications of the max-stable process at n s = 100 spatial locations sampled uniformly on . We generate 100 data sets for each combination of L ∈ {9, 25}, α ∈ {0.3, 0.7}, and n t ∈ {50, 200}.
For each data set we compute the EBF estimate of α and the EBF estimate of the basis functions B il using the method of Section 3 with both L = 9 and L = 25. Table 1 presents the mean and standard deviation of the estimates of α over the 100 data sets. We also compute the mean squared error for estimating the true extremal coefficients ϑ ij (determined by the true α and B il ) averaged over i, j and the 100 datasets. We compare four estimators of the extremal coefficients: (1) the initial estimates from the F-madogram (θ ij ), (2) the smoothed estimates (θ ij ), (3) the extremal coefficient corresponding to the EBF estimates of α and B il with L = 9, (4) the EBF estimates with L = 25.
The EBF method for estimating the spatial dependence parameter α works well in all cases.
Smoothing the initial F-madogram estimate leads to an improvement except for the scenario with Table 1 : Simulation study results. The simulation settings vary by the true number of basis functions, L, the spatial-dependence parameter, α, and the number of replicates, n t . The results for each of the eight scenarios are summarized using the mean (standard deviation) of the EBF estimates of α, and the mean squared error (times 100) of the estimated extremal coefficients ϑ ij for the initial F-madogram estimate, the kernel smoothed estimate, and the EBF estimates assuming L = 9 or L = 25 basis functions. Table 1 ). This suggests that the user should error on the side of including too many basis functions.
Settings Extremal coefficients

Analysis of annual maximum precipitations
We illustrate the EBF method with an analysis of annual maxima of precipitation in the eastern U.S. We use the same dataset as Reich and Shaby (2012) We focus on the analysis of the residual dependence in the data and in particular in comparing our EBF method with the original GKF method in terms of dependence modeling. In order to focus on the residual dependence we transformed the data to common unit Fréchet marginals in a first step, and then performed all subsequent analysis on the unit Fréchet scale assuming the marginals are fixed and known exactly. This was done to isolate differences in residual dependence modeling, which is the focus of the current paper. Initial data analysis on the transformed data suggests that the dependence is different between current and future periods. The residual extreme dependence appear stronger in the future period than in the current period. Thus we decided to analyze the two periods separately.
We compare the proposed EBF method described in Sections 2-4 with the Gaussian kernel functions (GKFs) model of Reich and Shaby (2012) . Reich and Shaby (2012) fit a model that uses standardized Gaussian kernel functions (GKFs), see (5), centered on a set of k 1 , . . . , k L spatial knots for the spatial basis functions B l (s). We denote by ρ the bandwidth of these Gaussian kernels. To compare the EBF and GKF methods we apply two modifications to the original GKF approach. First, Reich and Shaby (2012) used a large number of GKF, but here we use a relatively small number L of basis functions for both EBF and GKF approaches. The spatial knots k 1 , . . . , k L are selected using the 'cover.design' function in the 'fields' (Nychka et al., 2015) package of R, with default settings; the method selects the centroid locations which minimize a geometric spacefilling criterion. Second, Reich and Shaby (2012) estimated ρ and α in the MCMC algorithm, but here we use the procedure described in Section 3 to estimate the dependence parameters for both methods and then treat these parameters as fixed in the MCMC algorithm. In particular,α is the same for the EBF and GKF methods and does not depend on L.
Comparison of EBF and GKF methods
The analysis of the transformed data (which we called the residuals) is performed in two steps:
first we estimate α, the EBFs, and the GKFs bandwidth ρ as described in Section 3, and second we fit Bayesian hierarchical models based on these basis functions as described in Section 4, with marginals that are fixed to unit Fréchet; i.e., the MCMC algorithm only estimates the latent variables A lt . We apply these methods to the two periods separately.
We use 5-fold cross-validation to assess the predictive performance of the EBF and GKF models for current and future data and for different values of L. The dataset is randomly split into five (roughly-equal size) parts accross sites and years. The models are then trained onto observations of four of the five parts and the remaining observations are used to evaluate the predictions. Training the models imply estimating α, the EBF and the GKF and then using the MCMC to predict data on the test set. To assess the predictions for the test set we use the mean absolute deviation (MAD).
The two periods are treated separately in terms of fit and evaluation. The scores for the current and future precipitation data analysis are given in Figure 1 .
We observe some variation in the scores across the number of basis functions L. On the current data, EBF and GKF method give similar results (scores are only significantly different for L = 2).
The MAD score reduces sharply from L = 2 to L = 10, and only slightly after L = 30. On the future data, EBF gives lower MAD score than GKF for all L. The MAD score reduces sharply from L = 2 to L = 10, and seems to stabilize around L = 15. These results suggest that 10 EBFs might be sufficient to adequately model spatial dependence in current and future precipitation data. Note the y-axis is on log scale.
Extremal dependence in current and future precipitations
In this section we discuss the analysis of all current and future data; again the two periods are analyzed separately. The cross-validation results suggest using L = 10 for both current and future data. As an alternative method to choose L we estimated the EBFs for various values of L and we computed the error (8) between the smoothed empirical extremal coefficients and the EBF based extremal coefficients, see Figure 2 . This plot also suggests that L = 10 is a reasonable choice for both periods, without the need of extensive modeling fitting.
We discuss the EBFs for L = 10 for current and future data. of spatial dependence clearly exhibit non-stationary. For example, in the current climate the range of spatial dependence is much smaller around New York City and Washington, DC than it is around Atlanta and Knoxville. Also, around all four of these cities the range of spatial dependence appears to increase in the future climate.
Discussion
In this paper we have proposed a new empirical basis function approach for a data-driven lowrank max-stable process. The EBFs provide researchers with an exploratory data analysis tool to explore spatial extremal dependence. The EBFs can also be used as inputs to a Bayesian model for inference and prediction over space and time.
The results from the data analysis suggest that in the presence of strong spatial dependence, as with the considered future precipitation data, the EBFs show an improvement in prediction accuracy over using the GKF approach. Compared to the original approach of Reich and Shaby (2012) that uses as many kernels as the number of sites, or to Shaby and Reich (2012) and Stephenson et al. (2015) that uses a large number of kernels, centered on a grid or at a subsample of the observation locations, the computation of the Bayesian model based on the EBFs with relatively few basis functions is much faster. On average, it takes 2 seconds for 10000 updates of each latent variable A lt , such that the running time for fitting our EBF dependence model (with fixed marginals) is about 2 × L × n t seconds for 10000 iterations of the MCMC algorithm. Cross-validation can be used to select a number of basis functions L such that the predictive accuracy of the Bayesian model using a small number of EBFs is comparable to a more complex Bayesian model using a large number of GKFs.
We have used the EBF for exploratory analysis and Bayesian inference. Another possibility is to use the methods to reduce the data under consideration from the actual responses to loadings A lt . Given the EBFs, one could obtain estimates of the A lt for each time point. Time series of the estimated A lt may be used as a fast and simple method to study large-scale spatiotemporal trends.
The EBF approach introduced here can be easily extended to explore and model extremal de- Knoxville, TN Figure 5 : Estimated pairwise extremal coefficients for current data (using L = 10) for New York City, NY; Atlanta, GA; Washington, DC; and Knoxville, TN. Knoxville, TN Figure 6 : Estimated pairwise extremal coefficients for future data (using L = 10) for New York City, NY; Atlanta, GA; Washington, DC; and Knoxville, TN.
pendence in threshold exceedances. Max-stable processes are sensible models for exceedances over large thresholds and empirical extremal coefficients for threshold exceedances can be estimated from censored versions of the likelihood estimator of Schlather and Tawn (2003) , for example. From these empirical extremal coefficients, EBFs can be estimated just as described in Section 3. The positive stable max-stable model based on these EBFs can then be fitted to threshold exceedances using a censored approach as in Reich et al. (2014) and Morris et al. (2017) .
We use the midpoint rule with 50 evenly spaced quantiles of a Beta(0.5, 0.5) distribution as the midpoints.
A.2 F-madogram estimator
For two locations s i , s j ∈ S, the F-madogram of Cooley et al. (2006) , here defined for a nonstationary max-stable process Y , is
where F s i denote the distribution of Y (s i ). Cooley et al. (2006) showed the extremal coefficient is related to the F-madogram by ϑ(s 1 , s 2 ) = {1 + 2ν F (s i , s j )}/{1 − 2ν F (s i , s j )}.
Assume we observe n t realizations y i1 , . . . , y int of Y (s i ) at some locations s i ∈ S. We define the nonparametric estimatorF s i (y it ) = rank(y it )/(n t + 1), where rank(y it ) denotes the rank of the value y it among (y i1 , . . . , y int ). We estimate the F-madogram bŷ |rank(y it )/(n t + 1) − rank(y jt )/(n t + 1)|.
The extremal coefficient is then estimated byθ(s 1 , s 2 ) = {1 + 2ν F (s i , s j )}/{1 − 2ν F (s i , s j )}.
