We extend the technique of using the Trapezoidal Rule for efficient evaluation of the Special Functions of Mathematical Physics given by integral representations. This technique was recently used for Bessel functions, and here we treat Incomplete Gamma functions and the general Confluent Hypergeometric Function. *
Introduction
In a recent work I was able to demonstrate the power of the Trapezoidal Rule for numerical integration [1] ,
applied to integral representations of the various Bessel functions. [2] Here, h is the mesh size, which will be systematically reduced to show the convergence of the method; and the sum over mesh points n, nominally from −∞ to +∞, will be truncated when the contributions to the sum are below the desired accuracy. Now that general technique is applied to other members of the venerable family called the Special Functions of Mathematical Physics. First, we look at the Incomplete Gamma function (the earlier paper did deal briefly with the complete Gamma function); and we find that a particular approach initiated some years ago by Talbot [3] , employing the inverse Laplace transform, is very useful.
Then, following more traditional lines, we start with the textbook integral representation for the general Confluent Hypergeometric function and change variables so that it behaves remarkably well under the Trapezoidal Rule.
Lots of numerical results are presented, showing the rapid convergence and versatility of the calculational method.
Incomplete Gamma Function
The definiton is γ(s, x) = 
The inverse transform gives us back the original function:
where we have assumed, for now, that x is a positive real number, so that the second equality above is just the result of scaling the integration variable y.
The contour of this y-integral starts way out in the third quadrant and ends far out in the second quadrant, crossing the real axis at a positive value of y. This is the same contour we earlier used [2] for calculating the inverse of the complete Gamma function. We find that for x → 0 this gives us just that earlier formula; although the original definition, Eq. (2.1), gives the complete Gamma function when x → ∞.
I have not seen this integral representation (2.3) for γ(s, x) before. It should be great for using the Trapezoidal Rule. We start by choosing a simple contour:
and c is where the contour crosses the real axis. We see that the integral (2.3) has a simple pole at y = 0 and a branch point at y = −x. For c > 0 we have the function γ(s, x); and if we take −x < c < 0, then we get the answer
Looking for the point of constant phase to be at this crossing, we find the formula
The data in Tables 1 and 2 below show some examples of the ratio P (s, x) = γ(s, x)/Γ(s) computed by this method. These calculations, as in Ref [2] , are done with standard double precision accuracy (10 −16 ) and I truncate the sum over mesh points when the fractional contributions are less than this amount. The number of mesh points used for the last line of data in Table 1 was 153,151,153 respectively; and for Table 2 the numbers were 151, 285, and 841.
Special cases of the Incomplete Gamma Function include the Error Function and various Exponential Integrals.
Confluent Hypergeometric Functions
The focus here is on the integral representation,
This is connected to the traditional definition of the Confluent Hypergeometric Function, as follows.
And this introduces the classical Beta-function,
where that last identity comes from the fact that the Hypergeometric functions are defined to have the value 1 at x = 0. We propose to evaluate these functions by the Trapezoidal Rule, after making some convenient (real) coordinate transformations under the integral:
and then we apply the Trapezoidal rule to the infinite integral over v. Some numerical results are shown in Tables 3-7 below. The number of mesh points needed to obtain the best results shown in the Tables above was always under 200. Looking at this data, one is reminded of a particular virtue of the present method. [1] The integral in Eq. (3.1) has, for non-integral values of a and b, singularities at the end points t = 0, 1. This means that traditional methods of numerical integration (Simpson's rule, Richardson extrapolation, Gauss quadrature, etc.) would not work at all well. But the transformation Eq. (3.4) used for our approach with the Trapezoidal Rule, handles those singularities very nicely: they are moved to infinity and smothered beneath exponential decays.
The same method used above should be applicable to the general Hypergeometric function,
although I have not done those calculations. There are various transformation formulas for 2 F 1 that let one deal with the singularities when z approaches 1 or infinity.
Discussion
The numerical results displayed above show very nice rates of convergence using the Trapezoidal Rule. The programming is straightforward; and there is freedom for the user to explore various avenues. While some other authors, e.g. [4] , have focused on finding optimal contours, my own opinion is that this general method is so powerful and robust that such refinements may be more a distraction than a benefit.
Since I have restricted myself here to real values of the coordinates (x) and the parameters (s,a,b), it is left for others to explore the extension of those variables into the complex planes.
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