Abstract. We consider two-dimensional immersions of disc-type in R n . We focus on well known classical concepts and study the nonlinear elliptic systems of such mappings. Using an Osserman-type condition we give a-priori estimates of the principle curvatures for graphs with prescribed mean curvature fields and derive a theorem of Bernstein type for minimal graphs.
Introduction
The main result of our paper is an estimate of the principal curvatures of twodimensional graphs with prescribed mean curvature in Euclidean space R n in terms of certain a-priori data.
The notations which we need to formulate this result are introduced in the first chapter: In Section 1.1. a definition of differential geometric immersions with smooth sections of the normal bundle; in Section 1.2 an introduction to conformally parametrized immersions with prescribed mean curvature fields; and in Section 1.3 our main theorem with a brief discussion. In particular, we will infer a theorem of Bernstein type for minimal graphs.
Before we give a detailed proof in Chapter 3 we recall important concepts of the differential geometry of two-dimensional immersions in R n using the classical Ricci calculus. Among these are the differential equations of Weingarten and Gauss, as well as the integrability conditions of Ricci which lead us to the notion of the normal sectional curvature.
While in the first chapter we introduce the non-linear elliptic mean curvature systems in a more abstract way, in Chapter 2 these systems arise naturally from the differential geometric identities. A variational problem which illustrates the appearance of mean curvature systems as minimal surfaces in certain Riemannian spaces, and an example for our main theorem complete this second part.
Chapter 3 presents a detailed proof of our curvature estimate. Essentially we use ideas from [12] (see also [13] and [14] ) where the author applies fundamental results on non-linear elliptic systems with quadratic gradient growth which were developed in [6] .
1. Basic notations and the main theorem where the indices u and v denote the partial derivatives w.r.t. u and v. Definition 1.1. We define C(B, R n ) to be the set of all immersions X = X(u, v) with the properties (1.1) to (1.2).
We infer that the tangent vectors X u = X u (u, v) and X v = X v (u, v) are linearly independent at any (u, v) ∈ B and span the two-dimensional tangent plane at that point, namely T X (w) := Span X u (w), X v (w) , w = u + iv ∈ B.
(1.
3)
The normal space N X (w) := T X (w) ⊥ at w ∈ B is a (n − 2)-dimensional vector space spanned by vectors N 1 (w), . . . , N n−2 (w) such that there hold the orthonormality relations
with the Kronecker symbol δ ΣΘ . Here, the upper t means the transposed vector. Let X ∈ C(B, R n ). Then there exists an orthonormal set {N 1 (w), . . . , N n−2 (w)} such that N Σ ∈ C 2+α (B, S n−1 ) for all Σ = 1, . . . , n − 2, where S n−1 := {Z ∈ R n : |Z| 2 = 1}, and
(1.5) Definition 1.2. We call a set {N 1 , . . . , N n−2 } from the assumption above an orthonormal normal (ON-) section of the immersion X = X(u, v).
Example 1.3. Given functions ϕ 1 , . . . , ϕ n−2 ∈ C 3+α (Ω, R) on a bounded domain Ω ⊂ R 2 , we define unit vectors
,
which are normal to the graph (x, y, ϕ 1 (x, y), . . . , ϕ n (x, y)). Here, ∇ denotes the Euclidean gradient. Using Gram-Schmidt orthonormalization these vectors can be transformed into an ON-normal section {N 1 , . . . , N n−2 }.
1.2.
Immersions with prescribed mean curvature fields. Following [15] we introduce conformal parameters (u, v) ∈ B into the immersion X = X(u, v) such that there hold in B the conformality relations
Here, W = W (u, v) means the area element
Definition 1.4. The functions g ij = g ij (u, v), i, j = 1, 2, from (1.8) are called the coefficients of the first fundamental form of the immersion X = X(u, v).
Given a vector valued function
Now, we introduce the notion of prescribed mean curvature fields H(X, Z).
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M. Bergner and St. Fröhlich Definition 1.5. Let X ∈ C(B, R n ) with an ON-normal section {N 1 , . . . , N n−2 } be given. Then we call X = X(u, v) a conformally parametrized immersion of prescribed mean curvature field H ∈ C 0 (R n × S n−1 , R) iff there hold (1.7) and
with the Euclidean Laplace operator . The immersion is called a minimal surface iff H(X, Z) ≡ 0, that is X = 0 in B.
Remark 1.6. The differential system (1.10) is invariant w.r.t. orthogonal changes of the ON-normal section {N 1 , . . . , N n−2 }. For the proof let O = (o ΣΩ ) Σ,Ω=1,...,n be an orthogonal matrix which in B ⊂ R 2 satisfies the relations
We introduce a new ON-normal section
1.3. The main theorem. We admit mean curvature fields H ∈ C 0 (R n × S n−1 , R) which additionally satisfy the following Hölder and Lipschitz assumptions:
n , Z ∈ S n−1 , and
(1.11)
On Two-Dimensional Immersions
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Theorem 1.7. Let an immersion X ∈ C(B, R n ) of prescribed mean curvature field H = H(X, Z) be given such that (1.11) holds. Furthermore, we assume:
over a bounded and simply connected domain Ω ⊂ R 2 ; (A2) the surface represents a geodesic disc B r (X 0 ) of geodesic radius r > 0 and with center X 0 := (0, . . . , 0) such that, with a real constant
for the area of the geodesic disc, where d 0 ∈ (0, +∞) does not depend on r; (A3) at every point w ∈ B, each normal vector of the immersion makes an angle of at least ω > 0 with the x 1 -axis. Then, for any orthonormal basis {N 1 , . . . , N n−2 } of the normal space at X 0 there exists a constant
such that it holds
for the principal curvatures κ Σ,1 and κ Σ,2 w.r.t. N Σ for all Σ = 1, . . . , n − 2. 2. An estimate of the principal curvatures can be proved under the assumption Area[X] ≤ M 0 with any constant M 0 ∈ (0, +∞) instead of (A2), where Θ from (1.14) will depend on M 0 . However, (A2) leads to the following Bernstein type result.
Consider minimal graphs (x, y, ϕ 1 , (x, y), . . . , ϕ n−2 (x, y)), (x, y) ∈ R 2 . Because its Gauss curvature is non-positive (see Section 2.1), by a theorem of Hadamard (see [9, Theorem 3.4 .16]) we can introduce geodesic discs B r (X 0 ) for all X 0 = (x 0 , y 0 , ϕ 1 (x 0 , y 0 ), . . . , ϕ n−2 (x 0 , y 0 )) and all r > 0. Then the limit r → ∞ yields the Corollary 1.9. Let X = X(x, y), (x, y) ∈ R 2 , be a complete minimal graph with the properties:
) and a radius r 0 > 0 such that all geodesic discs B r (X 0 ) with center X 0 and radius r ≥ r 0 satisfy
with a constant d 0 ∈ (0, +∞) which does not depend on r; (ii) each normal vector of the graph makes an angle of at least ω > 0 with the x 1 -axis. Then X = X(x, y) is a linear mapping.
Proof. For any point
where d(X 0 , X 1 ) ≥ 0 is the inner distance between X 0 and X 1 on the surface. This holds because of the inclusion
and assumption (i).
Since K ≤ 0 for the Gaussian curvature we can consider geodesic discs B r (X 1 ) for all r ∈ (0, +∞) on account of Hadamard's theorem. With the aid of [15] we introduce conformal parameters into such a geodesic disc.
Using the curvature estimate (1.15) and letting r → ∞ shows that all principal curvatures at X 1 vanish which proves the Corollary (note that Θ does not depend on r since h 0 , h 1 , h 2 = 0). Remark 1.10. 1. In [11] Osserman proved that a complete two-dimensional minimal surface in R n is a plane if all of its normal vectors make a certain positive angle with a fixed axis in space (compare with assumption (A3)). The method of his proof is based essentially on results of complex analysis and it does not need a growth condition of the form (1.13).
2. In [7] a Bernstein type result for minimal submanifolds is proved. The methods established there were generalized in [8] to prove curvature estimates for submanifolds with parallel mean curvature fields. Due to the higher dimension of the manifolds itself the authors assume a-priori bounds for the gradients.
3. Curvature estimates and related Bernstein type result for minimal submanifolds can also be found in [19] where the authors extend methods from [17] for minimal immersions with vanishing normal sectional curvature (see also [20] , and (2.13) below).
4. Our method of proof uses essentially results from [6] , and follows [12] where curvature estimates for two-dimensional immersions of mean curvature type in R 3 where established.
2. Differential geometry of surfaces in R n 2.1. Mean and Gaussian curvature fields and principal curvatures. Let X ∈ C(B, R n ) be given with an ON-normal section
with the coefficients g ij = g ij (u, v) of the inverse of the first fundamental form, i.e., g ij g jk = δ k i with the Kronecker symbol δ k i using the summation convention. Definition 2.1. The mean curvature H Σ = H Σ (u, v) and the Gaussian curva-
. . , n − 2, are defined as
and
.
(2.
(2.5) Remark 2.3. 1. Similarly to the proof of the invariance of the mean curvature system w.r.t. changes of the ON-normal section in 1.2, one can show the invariance of the Gauss curvature K = K(u, v).
For minimal surfaces we have
3. Up to sign, K = K(u, v) is the non-trivial component of the Riemannian curvature tensor
with the Christoffel symbold Γ k ij defined in (2.11). In particular, evaluating the tangent components of X u i uv − X u i vu = 0 yields
This is the so-called theorema egregium.
The differential equations.
We want to express N Σ,u i and X u i u j in terms of the moving frame {X u , X v , N 1 , . . . , N n−2 }.
Proposition 2.4. Let X ∈ C(B, R n ) be given with an ON-normal section {N 1 , . . . , N n−2 }. Then there hold the Weingarten equations
with the torsion coefficients
as well as the Gauss equations
with the Christoffel symbols
For the proofs of these equations we refer to [3] . The σ 
for Σ, Ω = 1, . . . , n − 2.
These identities follow by evaluating N Σ,uv − N Σ,vu = 0 for Σ = 1, . . . , n − 2 (see, e.g., [3] ). Note the similarity of the left hand side in (2.12) with the Riemannian curvature tensor in (2.6).
Definition 2.6. The normal curvature tensor of {N 1 , . . . , N n−2 } is given by 
(2.14)
This is exactly the mean curvature system from (1.10).
Corollary 2.8. Under the assumptions |H 1 |, . . . , |H n−2 | ≤ h 0 with a real constant h 0 ∈ [0, +∞) there holds the estimate
The quadratic growth in the gradient allows, e.g., the following enclosure principle (see [5] ).
Corollary 2.9. Let the conformally parametrized immersion X ∈ C(B, R n ) be given with an ON-normal section {N 1 , . . . , N n−2 }. Let |H 1 |, . . . , |H n−2 | ≤ h 0 for the associated mean curvature field of X = X(u, v) with a real constant h 0 such that
Then it holds sup
where we set ∂B :
Proof. Using (2.15) and (2.16) we estimate
The maximum principle yields the statement.
2.
4. An example from the calculus of variations. We want to discuss a variational problem (see [2] for n = 3) whose critical points X = X(u, v) satisfy the above mean curvature system together with the continuity assumptions (1.11).
Proposition 2.10. Let the conformally parametrized immersion X ∈ C(B, R n ) be critical for
with a positive weight function Γ ∈ C 1+α (R n , R). Let {N 1 , . . . , N n−2 } be an ON-normal section. Then X = X(u, v) satisfies the mean curvature system
with the mean curvatures
Proof. (i) We introduce the unit normal field
with coefficients γ Σ ∈ C 2+α (B, R) and consider the variation X(u, v) = X(u, v)+ εϕ(u, v)N(u, v) with a test function ϕ ∈ C ∞ 0 (B, R) and ε ∈ (−ε 0 , +ε 0 ). We calculate
and therefore
(2.24)
(ii) We define the forms
Note that N u i · N t = 0 due to N 2 = 1, and
Then, (2.24) can be written in the form 
(iii) Together with δΓ(X) = Γ X (X) · N t ϕ we infer
where
(iv) Let γ Σ ≡ 1 for any Σ ∈ {1, . . . , n − 2} and γ Ω ≡ 0 for all Ω = Σ. Then N = N Σ , H = H Σ , such that (2.20) follows.
Remark 2.11. If we endow R n with the Riemannian metric n . An example of such a space is obtained by stereographic projection of the sphere S n into R n , where
5. An example: The holomorphic graph (w, w 2 ). Let us consider the graph
in R 4 which is generated by the holomorphic function Φ(w) := w 2 , w = u + iv.
Note that this graph can be extended to a graph over the whole plane R 2 but it is not a plane. We show that (A1) and (A2) of our Theorem are satisfied, while (A3) holds with an angle ω = ω(R) such that ω(R) → 0 for R → ∞. Therefore, we cannot apply Corollary 1.
Statement 1.
The graph is a conformally parametrized minimal graph over B R . Furthermore, it can be extended to a complete and non-linear minimal graph over R 2 . In particular, it holds H(X, Z) ≡ 0 for the mean curvature field. Denote the class of all these curves by D. . Define t
because of the arc length parametrization. Then we estimate as follows:
In the same way we treat the case |v(T )| ≥ |u(T )|. Now if we define r := min c∈D L[c], then the geodesic disc B r (X 0 ), X 0 := (0, . . . , 0), projects into B R . Using (2.36) we estimate the area of this geodesic disc:
Thus, Assumption (A2) is satisfied at least for large r > 0.
Statement 4. (A3) does not hold for R → ∞.
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Proof. The condition that each normal vector N makes an angle of at least ω > 0 with the x 1 -axis means |N · (1, 0, . . . , 0) t | ≤ cos ω < 1. But consider N 1 from (2.34) for v = 0, then
which proves the statement.
Proof of the main theorem
We set H Σ (X) ≡ H(X, N Σ ). At first it holds
for Σ = 1, . . . , n − 2. The desired curvature bound follows from an estimate of
This means that (i) we have to find a lower bound for the area element, and (ii) we have to establish an upper bound for the second derivatives of the immersion.
1. In the first part we will prove the estimate
with a constant C 1 = C 1 (h 0 r, d 0 , sin ω, n) > 0.
1.1. Due to the graph property (A1) it is not difficult to find a global ON-normal section {N 1 , . . . , N n−2 } on the surface: Note that the vectors e 3 := (0, 0, 1, 0, . . . , 0) , . . . , e n := (0, . . . , 0, 1) are not in any tangent plane of the surface beause
are normal to the surface and their inner products with e Σ do not vanish. Therefore, the projections
can be transformed into an ON-normal section {N 1 , . . . , N n−2 }. In the first part of the proof we will work with this section.
Using conformal parameters (u, v) ∈ B it holds
From (1.11) we infer the estimate
The special structure of this differential inequality -the quadratic growth in the gradient -enables us to apply the methods of [6] .
We cite two important consequences of our assumptions. 1.3. Assumption (A2) yields: Let Γ(B) be the set of all continuous and piecewise differentiable curves γ : [0, 1] → B, such that γ(0) = (0, 0) and γ(1) ∈ ∂B. Then (see [12] )
The proof can be taken from [11, Lemma 1.1], where the author makes essential use of the conformal representation of the surface.
For the estimate of the area element we define several auxiliary functions and apply Heinz' results on elliptic systems in R 2 from [6].
We denote by F
1.6. Let w 0 ∈ B and ν ∈ (0, 1) be given such that B 2ν (w 0 ) := {w ∈ B : |w − w 0 | < 2ν} ⊂ B. We consider the mapping Y (w) := 1 r {X(w 0 + 2νw) − X(w 0 )}, w ∈ B, and the corresponding plane mapping F (w) := (y 1 (w),
and due to (3.7)
(3.10)
1.7. Together with 1.5 (ii) we infer
for all w ∈ B. Furthermore, from (A1) we infer that F = F (u, v) is one-to-one and has positive Jacobian J F (w) > 0 for all w ∈ B. Additionally, assumption (A2) gives
with the Dirichlet energy
We apply [6, Theorem 6, p. 254 ] to obtain the following inner gradient estimate:
There is a constant c 1 = c 1 (h 0 r, d 0 , sin ω, n) ∈ (0, +∞) such that
for all w ∈ B. In particular, we arrive at
This estimate will be used in the second part of the proof. 
Rearranging yields an inequality of Harnack type
for all w ∈ B 1 2 (0, 0), or equivalently
for all w ∈ B ν (w 0 ) with the constant c 4 (h 0 r, d 0 , sin ω, ν, n) := ) such that
Denoting by W Z the area element of Z, we have
(3.29)
2.2. Due to 1.8, (3.16) we have the estimate
Furthermore, we get
Potential theoretic estimates yield a constant c 6 (h 0 r, d 0 , sin ω, n, α) such that
with the constant c 7 := 4 √ c 2 c 6 .
Using the mean value theorem we have the Lipschitz estimate
In a certain neighborhood of the origin we construct an ON-normal section {N 1 , . . . , N n−2 } whose Hölder norm can be estimated. 2.4. We choose unit vectors N 1 , . . . , N n−2 ∈ R n such that
and define vectors
(3.36) 2.5. These vectors belong to the normal space at Z(w) but they may not be linearly independent. We now determine a ν 1 = ν 1 (h 0 r, d 0 , sin ω, n, α) > 0 such that
Namely, using (3.35) and 2.2, (3.32) we calculate
38) for = 1, 2, Σ = 1, . . . , n − 2, and from 1.11, (3.26) we know the lower bound
Thus, (3.37) holds if ν in B ν 1 (0, 0), but they are not orthogonal. Note that
for Σ = Ω and therefore, with (3.38),
C 1 |w| 2α .
(3.43)
2.8. Thus we can find a ν 2 = ν 2 (h 0 r, d 0 , sin ω, n, α) with 0 < ν 2 ≤ ν 1 such that the following vectors (write N Σ for N Σ (w) and N Ω for N Ω (w)) are well-defined in B ν 2 (0, 0) :
. . . 
