In adaptive control, a standard approach is to resort to the so-called certainty equivalence principle which consists in generating some standard parameter estimate and then using it in the control law as if it were the true parameter. As a consequence of this philosophy, the estimation problem is decoupled from the control problem and this
Introduction
Consider a linear time-invariant system x t+1 = A x t + B u t + w t+1 ; (1) where x t 2 R n is the state, u t 2 R m the control variable and w t is a noise process of independent, Normal N(0; 1) random variables. The system matrices A and B are unknown.
Our control objective is to select the input u t in such a way as to minimize the long-term average quadratic cost criterion 
To this purpose, we observe the state x t and, based on this, we rst generate an estimate of the system matrices A and B and then exploit these estimates in a certainty equivalence fashion.
A common way to generate an estimate of A and B is to resort to the least squares method which corresponds to minimizing the performance index 
It is well known, however, that the corresponding certainty equivalent adaptive control law can su er from an identi ability problem and that this can result in a degradation of the control system performance; see 1, 2, 3, 4] . In particular, for the case where matrices A and B belong to a nite known set, it is shown in 2] that the least squares estimate can converge with positive probability to a false estimate, which then leads to a strictly suboptimal value of the long-term average cost criterion. For the case of controlled Markov chains, such a counterexample had earlier been exhibited in 1].
Parameter consistency is guaranteed under certain conditions which are satis ed only in speci c adaptive control situations, as e.g. studied in 5] and 6].
This inability to identify the open loop system from closed-loop measurements is
one of the fundamental obstacles to self-optimizing adaptive control. To overcome this, one approach is to occasionally probe the system. This can be done by either adding dither to the control or by occasionally breaking the control loop. However, such perturbations should be of small enough magnitude or infrequent enough so that they do not in themselves add to the cost incurred. An account of this approach can be found in Chen and Guo, 7, 8, 9, 10, 11, 12] .
To overcome this general problem of identi ability in closed-loop, a very di erent approach which still preserves the certainty equivalent structure of the adaptive controller and which holds out the promise of general self-optimizing controllers, was proposed in 13] for the class of controlled Markov chains. The novelty of this adaptive controller is the employment of a cost-biased maximum likelihood parameter estimator, rather than the usual maximum likelihood parameter estimator. This cost biasing modi es the log-likelihood criterion by incorporating an additional term which favors parameter estimates with smaller optimal costs. For controlled Markov chains with a nite parameter set, in 13] it was shown that such a cost biasing eliminates parameters with costs larger than the optimal cost from occurring as limit points of the estimator.
As a consequence, the corresponding adaptive controller was proved to provide optimal performance. This result was extended in 14] to the case of general parameter sets, for controlled Markov chains with nite state spaces. Another extension to the case of a nite parameter set, but allowing for a general state space and nonlinear systems was provided in 15]. In the reference most pertinent to this paper, 2], it was shown that the cost-biased maximum likelihood based certainty equivalent controller yielded an optimal cost for linear systems with quadratic costs, as in (1) and (2), provided that the parameter set is nite.
The assumption that the parameter set is nite is crucial in the derivations of 2]. Indeed, it was shown in 2] that the log-likelihood ratio V t (A ; B )?V t (A; B) stays bounded for any xed parameter (A; B), and, therefore, a wrong xed parameter (A; B) can gain, at most, a nite advantage over the true parameter (A ; B ) in the standard least squares criterion. Thus, when the number of possible parameters is nite, the maximum of these nite advantages is still nite, and so a mild biasing is su cient to prevent elements (A; B) with larger cost than the optimal cost from occurring as The paper is organized as follows. Our adaptive control scheme is described in Section 2. In Section 3, the properties of the cost-biased maximum likelihood parameter estimator are worked out. Section 4 is devoted to the study of the self-tuning properties of the adaptive scheme, and its stability and optimality are established in Section 5.
2 The adaptive control system Throughout this paper, let A; B] 2 R n (n+m) denote the matrix obtained by concatenating matrices A 2 R n n and B 2 R n m .
In our adaptive control problem, matrices A and B of system (1) 
The corresponding optimal cost is denoted by J(A; B).
When one is facing an adaptive control problem, the system matrices (A ; B ) are not known and some estimate b A t and b B t of them is needed. Once these estimates have been generated, in the certainty equivalence approach they are simply used as if they were the true system matrices. Correspondingly, the adaptive control law is given by
The heart of our adaptive control scheme lies in the cost-biased least squares estimator of the system matrices as described below.
Choose a deterministic sequence t such that t ! 1 and t = o(log t) as t ! 1. (when there is more than one minimizer, any of them can be chosen).
The distinguishing feature of the criterion (7) is the term t J(A; B), which introduces a mild bias in favor of parameters (A; B) with lower optimal costs. The biasing is \mild" because t = o(log t). On the other hand it is non-negligible because t ! 1.
Without this term one would simply have the usual least squares parameter estimator, with its attendant di culty in identifying the system in closed-loop.
The intuitive rationale for the cost biasing in the least squares criterion is as follows.
Suppose that one simply employs a straightforward least squares parameter estimator.
Then, generically, it can be shown that the least squares parameter estimates sequence This means that the least squares estimator has a natural tendency to return estimates with larger optimal cost than the optimal cost associated with the true system. This motivates the idea of somehow introducing a bias into the parameter estimator so that it favors parameters (A; B) with smaller values of J(A; B).
Thus one conceives of adding a term such as t J(A; B) to the squared error in (7).
However, one needs to choose t with care. One does not want to destroy the ability of the least squares estimator to identify the closed-loop dynamics. This is achieved by choosing t small enough so that t = o(logt). On the other hand, one de nitely wants the t J(A; B) term to assert itself, and this is achieved by choosing t ! 1.
Hence we arrive at the cost-biased least squares parameter estimator (7).
Notations.
For brevity, the following notation will be used in the sequel: P := P(A ; B ), b Thus, the second term on the right hand side of equation (8) tends to in nity as t ! 1.
On the other hand, by the very de nition of unexcited subspace and A 0 t ; B 0 t ], the rst term stays bounded. Therefore, the right hand side of (8) (10) The set of all these neighborhoods constitutes a cover of C , from which a nite subcover fN j g q j=1 can be extracted. 
(H is the matrix introduced in equation (10) For the proof of (13) (16) and (17) prove that (13) follows from (12).
We turn now to prove that equation (13) for t su ciently high (see equation (10)). In view of this, the following chain of inequalities can be derived when equation (12), and consequently inequality (13) This contradicts (9). Thus, equation (12) is false with probability 1, and so equation (11) is proven. whether it is able to generate, at least asymptotically, control laws close to the optimal control law for the true system. The objective of the present section is to prove that this is indeed the case for our adaptive scheme except for very rare time instants.
This result will play a crucial role in the next section where we address stability and optimality issues.
Proof. Since is compact, and is provided here only for the sake of completeness. In an adaptive control context, the minimization of a given cost function is made di cult by the general identi ability problem stemming from the natural tendency of classical identi cation methods to return estimates with the corresponding optimal cost larger than the optimal cost for the true system. A way out of this problem is to employ a more ne grained estimation scheme which exploits the properties of the set to which the estimates converge. Such a scheme has been presented and analyzed in this paper for the linear quadratic Gaussian control problem.
The results of this paper need to be extended in several directions to provide a more full theory of optimal adaptation:
The presented scheme is nonrecursive. However, one can conceive of somehow recursively minimizing our identi cation performance index so as to retain its asymptotic identi cation properties. This must be further investigated.
We assume full state observations. This limitation needs to be removed.
Our adaptive scheme is, to some extent, tailored to linear quadratic Gaussian control. In particular, a central role in the analysis is played by the uniqueness of the optimal gain in linear quadratic Gaussian control problems. It would be of interest to investigate how the biasing idea applies to other control strategies. An additional point is concerned with the Gaussianity of the noise. This assumption is exploited in proving that the least squares estimate converges and that it tends to the true value in the excited subspace. In an attempt to remove the Gaussian-ity assumption one can use a weighted least squares algorithm, as suggested in 12], guaranteeing estimate convergence. In doing so, however, consistency in the excited subspace is lost and this may pose a di culty in the derivation of many results.
Assumption t = o(log t) may be very conservative. It is mainly motivated by the stability analysis and it is possible that our results still hold with t growing at a faster rate. This and other choices made in the de nition of our algorithm may be further investigated.
All the above problems suggest interesting research opportunities and a promise of self-optimizing adaptive control for nonlinear stochastic systems.
