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Abstract. We relate the phase separation observed in many crystals with pronounced electron correlations
to the regions of negative electron compressibility. They were found in several models describing strong
electron correlations. At low temperatures, these regions arise near chemical potentials corresponding to
the change of the ground state in the site Hamiltonian. The negative electron compressibility leads to the
separation of the system into electron-rich and electron-poor domains. The energy released in the course
of this separation is absorbed by phonons. Another role of phonons is to give a definite form – stripes
or checkerboards – to lattice distortions and domains of different electron concentrations. The shape,
direction, and periodicity of such textures are determined by wave vectors of lattice distortions, which
most strongly scatter electrons.
PACS. xx.xx.xx xx
1 Introduction
The phase separation (PS) observed in many crystals with
pronounced electron correlations is characterized by the
creation of two or more phases with different electron
concentrations. Other manifestations of the PS are the
inhomogeneity of equilibrium positions of lattice distor-
tions and spin density waves. Considerable attention was
paid to the stripe order first observed in yttrium and lan-
thanum cuprate perovskites using neutron scattering [1,
2]. The structure of stripes was revealed in the nickelate
La2NiO4+δ [3] and Nd-substituted cuprate La2−x−yNdy
SrxCu2O4+δ [4] as one-dimensional regions with excess
holes separated by antiferromagnetic domains. Later, the
PS was found in other cuprate perovskites [5,6,7], man-
ganites [8,9], iron pnictides [10,11], and mixed-valent rare-
earth cobaltates [12]. In some of these crystal families,
shapes of phase-separated domains differ from stripes [9,
10]. The participation of lattice distortions in the PS for-
mation manifests itself in anomalies of phonon spectra [13,
14,15]. The pronounced softening of phonon frequencies at
wave vectors characterizing the PS spacial periodicity in-
dicates lattice distortions, which are strong enough for the
occurrence of anharmonic effects. All these experimental
data points to the fact that the PS is the common property
of crystals with pronounced electron correlations.
The first theoretical works [16,17,18] devoted to the
PS in cuprates used the mean-field approximation for the
solution of the t-J or Hubbard models describing strongly
interacting electrons. The PS mechanism suggested in these
works was connected with the kinetic energy gain, which
electron acquires in the ferromagnetic environment in com-
parison with the antiferromagnetic background. If this
gain exceeds the energy cost of the distortion of the spin
antiferromagnetic ordering, there appears an elementary
excitation termed ferron – an electron or hole surrounded
by a ferromagnetic cluster. Previously, similar excitations
were considered in soft magnetic semiconductors [19]. In
cuprates, it was supposed that ferromagnetic clusters over-
lap at a certain concentration of carriers, which leads to
percolative conductivity in the crystal. This picture resem-
bles experimental observations. However, more exact cal-
culations using the two-dimensional (2D) t-J model and
the spin-wave approximation [20] did not confirm the for-
mation of large enough ferrons for parameters of cuprates.
The subsequent works applied more elaborate methods –
Monte-Carlo simulations, the Gutzwiller approximation,
density matrix renormalization group, and strong coupling
diagram technique (see, e.g., [21,22,23,24,25,26]). In some
of these works, the PS was obtained in systems of inter-
acting electrons. Authors of other investigations concluded
that the electron-phonon interaction is an essential part
of the PS mechanism. As a consequence, at present, there
is no commonly excepted view on the PS mechanism in
the mentioned crystals.
The common property of all these crystals is the strong
electron correlations, and we relate the origin of the PS to
this property. The correlations lead to the occurrence of
the regions of negative electron compressibility (NEC) in
the dependence of the electron concentration on the chem-
ical potential, x(µ). At low temperatures, such regions ap-
pear near values of µ corresponding to the change of the
ground state of the site Hamiltonian [27,28]. The NEC re-
gions arise due to sharp variations of bandwidths and re-
lated significant variations of electron correlations, which
are concomitant to the ground-state change. For example,
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the NEC arises when a sharp reduction of the bandwidth
occurring with increasing x leads to a decrease of µ. As
a result, the electron compressibility κ = x−2(dx/dµ) be-
comes negative. For the case of positive κ, deviations of
x from a mean value are energetically unfavorable. For
κ < 0, it is energetically favorable to separate the sys-
tem into electron-rich and electron-poor domains. It takes
place if there exists a subsystem, which is able to absorb
the released energy. In solids, such a subsystem is lattice
vibrations. Peculiarities of the phonon spectrum and the
electron-phonon interaction constants determine the spa-
tial distribution of the electron domains and respective
lattice distortions.
2 Negative electron compressibility
In the case of strong electron correlations, it is reason-
able to apply the perturbation series expansion around
the atomic limit. Apparently, for the first time, this idea
was suggested by Hubbard in [29]. Later on, it was realized
in works using the diagram technique for Hubbard opera-
tors [30,31,32] and the strong coupling diagram technique
(SCDT) [33,34,35,36,37,38]. The latter approach is based
on a regular series expansion of Green’s functions in pow-
ers of hopping constants in the electron kinetic energy
of the Hamiltonian. Terms of the series are products of
these constants and on-site cumulants of electron creation
and annihilation operators. For the 2D one-band repulsive
Hubbard model, the validity of the SCDT was proved in
comparison with the results of numeric experiments and
experiments with ultracold fermionic atoms in 2D optical
lattices [36,37,38]. In particular, it was shown that the
critical repulsion for the Mott metal-insulator transition is
close to that observed in Monte-Carlo simulations. For the
comparable parameters, spectral functions and densities
of states are similar to those found in exact diagonaliza-
tions and Monte Carlo simulations. Temperature and con-
centration dependencies of the uniform spin susceptibility,
spin structure factor, square of the site spin, and double
occupancy are in good agreement with results of Monte
Carlo simulations, numeric linked-cluster expansion, and
experiments with ultracold fermionic atoms. Shapes and
intensity distributions in Fermi surfaces in electron- and
hole-doped cases are similar to those observed experimen-
tally. Lastly, moments sum rules are fulfilled with good
accuracy.
The linked-cluster theorem is valid, and partial sum-
mations are allowed in the SCDT applied to the Green’s
function G(l′τ ′; lτ) = 〈T a†
l′σ(τ
′)alσ(τ)〉. Here a†lσ and alσ
are the creation and annihilation electron operators on
the lattice site l with the spin projection σ = ±1, time de-
pendencies and the thermodynamic averaging are deter-
mined by the system Hamiltonian, and T is the chronolog-
ical operator (hereinafter, for the notation simplicity, we
consider one electron band and one phonon branch; the
generalization to several bands and branches is straight-
forward). As in the conventional diagram technique with
the expansion in powers of an interaction [39], the SCDT
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Fig. 1. Diagrams of several lowest orders in the SCDT expan-
sion for K(k, j).
diagrams for the one-particle Green’s function are divided
into reducible and irreducible. In contrast to the former,
the latter cannot be separated into two disconnected parts
by cutting a hopping line. If the sum of all irreducible di-
agrams – the irreducible part – is denoted by K(k, j), the
Fourier transform of the Green’s function can be written
as
G(k, j) = K(k, j) +K(k, j)tkK(k, j)
+K(k, j)tkK(k, j)tkK(k, j) + . . .
=
{
[K(k, j)]−1 − tk}−1, (1)
where k is the wave vector, j is the integer defining the
Matsubara frequency ωj = (2j − 1)piT with the temper-
ature T , and tk is the Fourier transform of hopping con-
stants. Several lowest order diagrams for K are shown in
figure 1.
In this figure, circles are cumulants [40] of electron op-
erators. The cumulant order is determined by the num-
ber of incoming (outgoing) lines. The first-order cumulant
is given by the expression C(1)(τ ′, τ) = 〈T a†σ(τ ′)aσ(τ)〉0,
where the subscript 0 near angle brackets indicates that
time dependencies and the thermodynamic averaging is
determined by a site Hamiltonian Hl. Usually, it consists
of terms of the system Hamiltonian describing interactions
inside a crystal unit cell. In this case, due to the transla-
tion symmetry, the cumulant does not depend on the site
index. Therefore, it is omitted in the above formula. How-
ever, in the SCDT, some cluster can be also considered as
a local system, and the SCDT power expansion is carried
over hopping terms between such clusters (see, e.g., [41]).
For the one-band Hubbard model with the Hamiltonian
H =
∑
l′lσ
tll′a
†
l′σalσ +
∑
l
Hl, (2)
the site Hamiltonian reads
Hl =
∑
σ
(
U
2
nlσnl,−σ − µnlσ
)
, (3)
where tll′ is the hopping constant, U is the on-site Cou-
lomb interaction, and the number operator nlσ = a
†
lσalσ.
For calculating cumulants, it is convenient to use the rep-
resentation of eigenvectors |λ〉 of the site Hamiltonian and
the generalization of the Wick theorem for respective Hub-
bard operators [30,31,32]. For the Fourier transform of the
first-order cumulant the result reads
C(1)(j) =
1
Z
∑
λλ′
e−βEλ + e−βEλ′
iωj + Eλ − Eλ′ 〈λ|aσ |λ
′〉〈λ′|a†σ|λ〉, (4)
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where Eλ is an eigenenergy of Hl and the partition func-
tion Z =
∑
λ exp(−βEλ) with β = 1/T .
The expression for the second-order cumulant
C(2)(τ1, σ1; τ2, σ2; τ3, σ3; τ4, σ4)
=
〈T a†σ1(τ1)aσ2(τ2)a†σ3(τ3)aσ4(τ4)〉0
−C(1)(τ1, τ2)C(1)(τ3, τ4)δσ1σ2δσ3σ4
+C(1)(τ1, τ4)C
(1)(τ3, τ2)δσ1σ4δσ3σ2
is more complicated. It can be found in [28]. Equations
for both cumulants, as well as for cumulants of higher
orders, contain the Boltzmann factors exp(−βEλ). Due
to these factors, at low temperatures, the ground state
(or, in the case of degeneracy, states) and states obtained
from it (them) by the creation or annihilation of an elec-
tron make the main contribution to the cumulants and,
through equation (1), to Green’s function. The ground
state(s) of the site Hamiltonian is (are) changed with µ
due to the term −µn in the eigenenergies Eλ. Here n is
the number of electrons in the eigenstate |λ〉. Hence, at
low T , the cumulants and Green’s functions are sharply
changed at values of µ corresponding to level crossing –
points, in which one ground state (states) is (are) substi-
tuted with another one (other ones). For the Hamiltonian
(3), such values of the chemical potential are µ = 0 and
µ = U . For µ < 0, 0 < µ < U , and µ > U the ground
states of Hl are, sequentially, the empty |0〉, doubly de-
generate singly occupied |σ〉, and the doubly occupied |2〉
states. Electron bands related to these states differ signifi-
cantly in their properties, which is reflected in their widths
and locations – for µ < 0 and µ > U the bandwidths are
close to uncorrelated ones, while for 0 < µ < U they are
substantially reduced. As a consequence, at low tempera-
tures, the dependence x(µ) appears as follows: far below
µ = 0 the concentration grows monotonously with µ; as
the value 0 is approached, the band is squeezed and shifted
to higher energies, which leads to a decrease of x with in-
creasing µ. It is the NEC region. At a further increase of
µ, the concentration starts to grow again, it levels out in
the Mott gap and resumes growth till µ ≈ U where the
second NEC is located (due to the particle-hole symme-
try, the dependence x(µ) has the center of symmetry in
the point x = 1, µ = U/2).
This dependence is shown in figure 2(a) by black cir-
cles. The result was obtained using the SCDT, in which
infinite sequences of diagrams describing interactions of
electrons with spin and charge fluctuations of all ranges
were taken into account [27]. The width and depth of the
NEC region depend on temperature. Let us denote the
largest and smallest concentrations in the NEC as xr and
xp, respectively, and the corresponding values of the chem-
ical potential as µr and µp (these points are indicated by
red arrows in the figure). As T increases from T = 0.13t,
the difference µr − µp grows, while xr − xp decreases. Fi-
nally, near T = 0.3t the NEC region disappear. On the
contrary, as the temperature decreases to 0.01t, µr − µp
decreases and xr−xp grows, as shown in figure 2(a) by the
blue dashed line. This curve is illustrative – it was calcu-
lated in the Hubbard-I approximation [33] since with all
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Fig. 2. Dependencies of the electron concentration x on the
chemical potential µ in the range from negative values to
half-filling, t is the hopping constant between nearest-neighbor
sites. (a) The one-band 2D Hubbard model with the on-site
Coulomb repulsion U = 8t and the temperature T = 0.13t
(black circles and line) [27]. The same dependence obtained
in the Hubbard-I approximation for T = 0.01t (blue dashed
line). (b) The two-orbital 2D Hubbard-Kanamori model with
the repulsion between electrons on the same orbital U = 6t,
the exchange integral J = 1.5t, and T = 0.13t [28].
processes taken into account in [27] we had not yet been
able to attain such low T . Below, this result will be used
for estimating hole concentration in stripes.
To demonstrate the fact that NEC regions arise in
other systems of strongly correlated electrons also, the de-
pendence x(µ) in the 2D two-orbital Hubbard-Kanamori
model is given in figure 2(b) [28]. The model includes the
on-site Coulomb repulsions between electrons on the same
and different orbitals as well as the spin-flip and pair-
hopping terms characterized by Hund’s coupling [42]. In
contrast to the one-band Hubbard model, this more com-
plicated system has four critical chemical potentials cor-
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responding to the level crossings in the site Hamiltonian.
Two of them are indicated by dotted vertical lines in the
figure. As in the case of the one-band Hubbard model,
for low T , there exist NEC regions near these µ, which
are somewhat shifted to higher energies due to strong cor-
relations. Results in figure 2(b) were also obtained using
the SCDT with the summation of infinite sequences of
diagrams describing interactions of electrons with spin,
charge, and orbital fluctuations of all ranges in an infinite
crystal [28].
The results shown in figure 2 demonstrate that NEC
regions are inherent in the case of strong electron corre-
lation when the change of the ground state of the site
Hamiltonian leads to the substantial reconstruction of the
whole electron spectrum.
3 Phase separation
Let us consider two crystal domains, in one of which, due
to fluctuations, the electron concentration is slightly larger
than the average one, x¯ + δx, δx > 0, and in the other
slightly smaller, x¯− δx. The Helmholtz free energy F sat-
isfies the equation µ = ∂F/∂(xN)|T,V , where N and V are
the number of sites and volume, respectively. Therefore,
the deviation of the free energy from the mean value is
δF/N = [µ(x¯+ δx/2)− µ(x¯ − δx/2)] δx. (5)
For the case of positive compressibility, this quantity is
positive. Therefore, the system tends to eliminate the fluc-
tuation of x. In the case of the NEC, δF < 0 and it is
energetically favorable to increase the difference of con-
centrations in the domains. The process of the charge sep-
aration will continue until x in the electron-rich domain
reaches the largest concentration in the NEC, xr, and the
electron-poor domain attains its smallest concentration,
xp. The domains are assumed to be large enough to use
the dependence µ(x) calculated in a large crystal. Below,
we suppose the perfect screening of all components of the
Coulomb interaction except the on-site one and neglect
the surface energy between two phases. This energy arises
due to the size quantization of electron levels in them
[43,44]. These two energy contributions influence on do-
main shapes. However, as follows from above experimen-
tal results, they are mainly determined by the electron-
phonon interaction considered below. Without these con-
tributions, electron-rich and electron-poor domains of any
shapes and any connectedness with the number of sites
Nr = N(x¯−xp)/(xr−xp) and Np = N(xr− x¯)/(xr−xp),
respectively, provide the lowest electron free energy Fe =
Fr + Fp.
In the above discussion, it is tacitly assumed that the
energy released in the course of the PS into the two types
of domains is absorbed by other parts of the system, such
as phonons. To describe their influence, we add the fol-
lowing terms to the Hamiltonian (2), (3):
Hev =
∑
kk′σ
vkk′√
N
a†
k+k′,σakσ
(
bk′ + b
†
−k′
)
+
∑
k
ωkb
†
k
bk, (6)
where the first term in the right-hand side describes the
electron-phonon interaction with the constant vkk′ and
phonon creation and annihilation operators b†
k
and bk.
The second term is the phonon energy with the phonon
frequency ωk. Terms of such type are frequently used in
the description of the electron-phonon interaction in dif-
ferent crystals, and we consider them first in this section.
However, it should be noted that for the cases of one-
layer cuprates and out-of-plane oxygen vibrations other
expressions for the interaction term and phonon energy
have to be used. This case will be considered at the end of
the section. The interaction constants vkk′ differ slightly
in domains with distinct electron concentrations. To sim-
plify the below consideration, we neglect this difference
and use the same constant for both types of domains.
We aim to find equilibrium positions of lattice vibra-
tions and locations of electron-rich domains minimizing
the free energy of the combined electron-phonon system.
These parameters are directly detected by the quasi-elastic
neutron and X-ray scattering [1,2,45]. In strongly cor-
related systems, the on-site Hubbard repulsion is much
larger than the electron-phonon interaction. Otherwise,
this interaction would be comparable to the electron band-
width, which led to the formation of strong-coupling po-
larons with masses much larger than those observed. The-
refore, the influence of the electron-phonon interaction on
the electron subsystem is moderate, and, as before, we
can consider it as phase-separated into electron-rich and
electron-poor domains. We shall find their locations and
shapes, as well as respective lattice equilibrium positions,
by calculating the effective action of the phonon subsys-
tem in the electron-phonon system. It is described by the
Hamiltonian H with terms (2), (3), and (6). The partition
function of the system reads
Z = Tr(e−βH) = e−βΩ
=
∫
D(ξ∗ξq) exp
{
−
∫ β
0
dτ
[∑
kσ
ξ∗
kσ
d
dτ
ξkσ +H(ξ
∗, ξ)
+
1
2
∑
k
(
m
∣∣∣∣dqkdτ
∣∣∣∣2 + wk qkq−k)
+
∑
kk′σ
√
2mωk′
N
vkk′ ξ
∗
k+k′,σξkσqk′
]}
, (7)
where Ω(T, V, µ) is the Landau thermodynamic potential,
ξ∗
kσ and ξkσ are Grassmann numbers defining electron co-
herent states, qk is the Fourier transform of lattice distor-
tions, m is the atomic mass, and the dynamic constant
wk = mω
2
k
. To simplify notations, we do not explicitly in-
dicate time dependencies of the variables ξ∗
kσ, ξkσ, and qk.
The continual integration in (7) is performed with the an-
tiperiodic boundary conditions for Grassmann variables,
ξkσ(β) = −ξkσ(0), and the periodic conditions for com-
plex variables, qk(β) = qk(0) [46].
To obtain the effective vibration Lagrangian, let us
integrate out electronic variables. The first two terms in
the action in (7) give the electron partition function Ze
and Landau potential Ωe. They can be calculated from
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the relation xN = ∂Ωe/∂µ|T,V ,
Ωe/N =
∫ µ
µ0
x(µ′) dµ′
=
2T
N
∫ µ
µ0
∑
kj
eiωjηG(k, j) dµ′, η → +0
= − 2
Npi
∫ µ
µ0
∫ ∞
−∞
∑
k
ImG(k, ω)
exp(βω) + 1
dµ′dω, (8)
where G(k, ω) is the electron Green’s function on the real
frequency axis. The chemical potential µ0 is arbitrary and
corresponds to the chosen zero of Ωe. In particular, µ0
can be selected so small that x ≈ 0. The drawback of
equation (8) in comparison with the usual diagrammatic
expansion of the Landau potential [39] is the need for cal-
culating Green’s function for a large number of chemical
potentials. The substantial advantage of this equation over
the usual method is the possibility to use partial summa-
tions in an infinite series of diagrams representing Green’s
function. Because of comparatively simple and fast SCDT
calculations, in our opinion, this advantage of equation (8)
prevails over its drawback. Examples of such calculations
of Green’s function for a large number of µ values are given
in figure 2. As indicated above, the lowest value of the elec-
tron free energy is achieved in the PS state, Fe = Fr+Fp,
where Fr = Ωr + xrNrµr and Fp = Ωp + xpNpµp. In cal-
culating Ωr and Ωp from (8), Green’s functions obtained
for respective values of the chemical potential are applied.
To integrate out electronic variables in other terms of
Z, we use the expansion of the exponential function in
(7) over the electron-phonon interaction term Hi, the last
addend in the Lagrangian. For brevity, we denote the first
two terms in it as Le, and the next two addends as Lv.
The result reads
Z =
∫
Dq exp
(
−
∫ β
0
Lvdτ
)
×
∫
D(ξ∗ξ) exp
(
−
∫ β
0
Ledτ
)
×
∞∑
k=0
(−1)k
k!
∫ β
0
dτ1 . . .dτkHi(τ1) . . . Hi(τk)
= e−βΩe
∫
Dq exp
{
−
∫ β
0
dτ
[
Lv +
∞∑
k=0
(−1)k
(k + 1)!
×
∫ β
0
dτ1 . . . dτkC˜
(k+1)(τ, τ1 . . . τk)
]}
. (9)
In equation (9), C˜(k)(τ1 . . . τk) are cumulants of the inter-
action Hamiltonian Hi,
C˜(1)(τ) = 〈Hi(τ)〉e,
C˜(2)(τ1, τ2) = 〈Hi(τ1)Hi(τ2)〉e − 〈Hi(τ1)〉e〈Hi(τ2)〉e,
C˜(3)(τ1, τ2, τ3) = 〈Hi(τ1)Hi(τ2)Hi(τ3)〉e
−〈Hi(τ1)Hi(τ2)〉e〈Hi(τ3)〉e
−〈Hi(τ1)Hi(τ3)〉e〈Hi(τ2)〉e
−〈Hi(τ2)Hi(τ3)〉e〈Hi(τ1)〉e
+2〈Hi(τ1)〉e〈Hi(τ2)〉e〈Hi(τ3)〉e, . . .
To distinguish these cumulants from the cumulants of elec-
tron operators in the previous section, we use tildes over
their symbols. The subscript e near angle brackets indi-
cates averaging over electron variables,
〈O〉e = eβΩe
∫
D(ξ∗ξ) exp
(
−
∫ β
0
Ledτ
)
O.
Hence cumulants in (9) depend on lattice distortions qk(τ),
which time dependence is related to the continual integra-
tion in the last equality in (9). The average 〈O(τ1, . . . τk)〉e
can be rewritten in the operator form as 〈T O(τ1, . . . τk)〉,
in which operator time dependencies and averaging are de-
termined by the electron part H of the full Hamiltonian.
In this form, the cumulants depend parametrically on qk.
Below, the angle brackets without subscripts denote this
type of averaging.
In the exponent in (9), the first term in the sum de-
scribes the shift of lattice vibrations due to the electron-
phonon interaction, the second term represents the mode
mixing, and subsequent addends the contribution of this
interaction to the vibration anharmonism of the third and
higher orders. The phonon interactions corresponding to
the later terms are carried out by electrons. Therefore, the
kernels of these interactions are time-dependent and take
into account retardation effects. Terms of the sum in (9)
can be expressed through the cumulants of electron oper-
ators considered in the previous section. For our purpose,
the first term of the sum is of primary interest. As men-
tioned above, the shift of the equilibrium positions of lat-
tice vibrations described by this term and related charge
inhomogeneity are detected by the quasi-elastic neutron
and X-ray scattering [1,2,45]. Besides, as was also indi-
cated, in the crystals with strong electron correlations,
the electron-phonon interaction is much smaller than the
on-site Coulomb repulsion. Therefore, in the sum, addends
of higher orders are less than the first-order term. In the
following discussion, only this term will be taken into ac-
count.
In this approximation, the effective Hamiltonian of the
phonon subsystem reads
Hv =
∑
k
pkp−k
2m
+
1
2
∑
ll′
wkqkq−k
+
∑
kk′σ
√
2mωk′
N
vkk′〈a†k+k′,σakσ〉 qk′ , (10)
where pk is the vibration momentum. To find shifts of
oscillator equilibrium positions we should minimize their
potential energyW – the last two terms in the right-hand
side of (10). Recall that the minimum of the free energy
in the electron subsystem is achieved in the PS state. Due
to this inhomogeneity 〈a†
k+k′,σakσ〉 6= δk′,0〈a†kσakσ〉,
〈a†
k+k′,σakσ〉 =
1
N
∑
ll′
e−i(k+k
′)l+ikl′〈a†
lσal′σ〉
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=
1
N
∑
l
e−ik
′
l
(
〈a†
lσalσ〉
+
∑
a
eika〈a†
lσal+a,σ〉+ . . .
)
, (11)
where 〈a†
lσalσ〉,
∑
a
exp(ika)〈a†
lσal+a,σ〉, and subsequent
electron correlators depend on l. Here a are vectors con-
necting nearest neighbors. The correlators 〈a†
lσal′σ〉 are
calculated from Green’s function corresponding to the do-
main, in which sites l and l′ are located,
〈a†
lσal′σ〉 =
T
N
∑
kj
eik(l
′−l)+iωjηG(k, j), η → +0.
They are different in the electron-rich and electron-poor
domain to the same extent as xl = 2〈a†lσalσ〉. If l and l′
belong to different domains, the mean between values in
the domains can be used for estimating.
Minimizing W in (10) with respect to qk, we find
Wmin = − 1
N
∑
k′
1
ωk′
∣∣∣∣∑
kσ
vkk′〈a†k+k′,σakσ〉
∣∣∣∣2 (12)
with the value of the minimizing distortions
qk′,min = −
√
2mωk′
Nw2
k′
∑
kσ
vk,−k′〈a†k−k′,σakσ〉. (13)
Distortions usually associated with the PS correspond to
optical phonons with a smooth dependence ωk′ on k
′.
Correlators 〈a†
lσal′σ〉 decrease rapidly with the distance
|l− l′|. Therefore, the dependencies of 〈a†
k+k′,σakσ〉 and
vkk′ on k are also smooth (see (11)). Thus the value of
Wmin is mainly determined by the sum −
∑
k′
|v
k¯k′
xk′ |2,
where k¯ is some representative value of k and xk is the
Fourier transform of xl. If we suppose that vk¯k′ as a func-
tion of k′ has pronounced extrema, the above sum is at a
minimum when xk′ has maxima at the same values of k
′.
Recall that in the used approximations all configurations
of electron-rich and electron-poor domains have equal and
minimal electron free energy, if they contain xrNr and
xpNp electrons, respectively. Hence the combined free en-
ergy of electrons and lattice distortions is at a minimum
when the location and widths of electron-rich domains are
fitted to the extrema of v
k¯,l = N
−1/2
∑
k′
exp(ik′l)vkk′ .
As a simple illustration of this statement, let us suppose
that vkl ∝ cos(k1l) and vkk′ ∝ (δk′,k
1
+δk′,−k
1
). Then, for
the electron concentration xl = 0.875+0.1 cos(k2l), xk′ =
0.875δk′,0+0.05[δk′,k
2
+δk′,−k
2
],Wmin ∝ −
∑
k′
|v
k¯k′
xk′ |2
is at a minimum when k1 = k2. From (13), one can see
that lattice distortions minimizing W have the same spa-
cial periodicity as quantities v
k¯,l and xl. Thus extrema
of the function vkk′ of k
′ pick out the most energetically
favorable shape and periodicity of electron domains and
lattice distortions.
In cuprates, the existence of pronounced maxima in the
dependence vkk′ on k
′ follows from experimental obser-
vations and model calculations. In particular, the out-of-
plane oxygen vibrations in cuprates are known to interact
strongly with electrons [47,48]. From the observed struc-
tural phase transitions [49] and the PS [4] in lanthanum
cuprates as well as ionic displacements in YBa2Cu3O6.54
[50] in the PS state, one can conclude that wavelengths
of such vibrations are nearly commensurate with lattice
spacings[51]. Longitudinal bond-stretching modes are also
presumed to be effective electron scatterers for such wave-
lengths [13,14]. In the mentioned yttrium cuprate, both
types of distortions participate in the PS formation [50].
As follows from the above discussion, symmetry deter-
mines the shapes of PS domains and related lattice distor-
tions. In the orthorhombic phase with strong orthorhom-
bicity, |vkk′ |2 may have two maxima of equal intensity at
k′max and −k′max. They lead to a striped PS with the
wavelength λ = 2pi/|k′max| and the orientation in the di-
rection of k′max/|k′max|. If the orthorhombicity parameter
is small or vanishes, |vkk′ |2 has four maxima of compara-
ble intensities, and the PS has a checkerboard shape. In
the absence of pronounced extrema in the electron-phonon
interaction constant, shapes of PS domains become less
definite. This case takes place in manganites [9].
From experimental results, it is known that stripes are
most stable when their wavelength is commensurate with
the lattice spacing [51]. Such stripes are observed at cer-
tain levels of doping, e.g., in p-type lanthanum cuprates,
at the hole concentration x˜ = 1/8 [4]. For other concen-
trations, stripes are also observed. However, peaks cor-
responding to them in neutron and X-ray scattering are
less intensive [45]. Wavelengths of these stripes vary with
doping also, which points to the change of extrema posi-
tions in vkk′ with concentration. Such a dependence was
indeed observed in electron-phonon interaction constants
calculated by different methods [48,52].
The above electron-phonon Hamiltonian (6) is appro-
priate, in particular, for the contribution to the PS for-
mation made by Cu-O bond-stretching modes. In the case
of out-of-plane oxygen vibrations and one-layer cuprates,
this Hamiltonian is inappropriate because it does not take
into account the symmetry with respect to the reflection
in the Cu-O plane. In accordance with this symmetry, the
electron-phonon interaction and phonon potential energy
have to contain even powers of oxygen displacements. To
ensure the lattice stability, fourth-order terms have to be
kept in the potential energy. In lanthanum cuprates, the
mentioned displacements are connected with tilts of rigid
CuO6 octahedra [53], which can be characterized by the
quantity q2
l
= q2
la
+q2
lb
. Here qla and qlb describe the octa-
hedron tilt from the c crystallographic axis in the a and b
directions. Lanthanum cuprates are p-type crystals with
doped holes forming Zhang-Rice singlets [54]. Taking into
account these facts, the potential energy of the phonon
subsystem can be written as
W˜ =
∑
l
(
− w2q2l +
1
2
w4q
4
l
)
−
∑
ll′
v˜l−l′ x˜l′q
2
l , (14)
where x˜l =
∑
σ〈a˜†lσa˜lσ〉 is the concentration of holes in
the Zhang-Rice band, a˜†
lσ and a˜lσ are the hole creation
and annihilation operators in this band. The hole concen-
tration x˜l differs in the hole-rich and hole-poor domains
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in the same manner as the electron concentration above.
Minimizing W˜ with respect to ql we find
W˜min = − 1
w4
∑
l
(
w2 +
∑
l′
v˜l−l′ x˜l′
)2
= − 1
w4
(
Nw22 + 2
√
Nw2v˜0x˜0 +
∑
k
∣∣v˜kx˜k∣∣2),
(15)
with minimizing displacements
q2l,min =
1
w4
(
w2 +
∑
l′
v˜l−l′ x˜l′
)
. (16)
In the above equation, ql,min 6= 0 if the sum in the brackets
is positive and vanishes in the opposite case. In equation
(15), v˜k and x˜k are Fourier transforms of the respective
quantities. As in the previously considered case, the po-
tential (15) is at a minimum if hole-rich and hole-poor
domains are organized in such a manner that pronounced
maxima of |x˜k|2 coincide with those in |v˜k|2. In other
words, the periodicity of the alternating hole-rich and ho-
le-poor domains has to be the same as the periodicity of
v˜l producing the scattering potential generated by lattice
distortions. As in the previous case, intensive maxima of
|v˜k| shape domains with different hole concentrations and
lattice distortions into stripes or checkerboards.
As shown in [50], in YBa2Cu3O6.54 both oxygen out-of-
plane and Cu-O bond-stretching modes contribute to the
PS formation. One can assume that this situation is com-
mon for cuprate perovskites. Approximating, as above,
spatial dependencies of ql, v˜l, and x˜l by trigonometric
functions, one can see from (16) that the wavelength of
ql is twice as many as that of x˜l. It differs from equa-
tion (13), which shows that in the previous model, these
wavelengths are equal. The spacial modulation of stripes
in La1.6−x Nd0.4SrxCu2O4 was determined from the peri-
odicity of the spin ordering. This wavelength was twice
as much as that of charge ordering [4]. The antiphase
alignment of spins near hole-rich domains is most likely
connected with the mechanism similar to the Anderson
superexchange [55].
Let us estimate hole concentrations in striped states of
lanthanum cuprates at temperatures comparable to those
used in the experiments, (3− 60) K. We suppose that the
one-band Hubbard model is valid for this case and ex-
press the temperature in this range in units of t. If the
exchange constant J = 4t2/U is set to 0.1 eV, the value
observed in lanthanum cuprates, and the usually assumed
ratio U = 8t is valid, we obtain t = 0.2 eV≈ 2300 K. Thus
the temperature T ≈ 0.1t, for which the SCDT results
in figure 2(a) were calculated, is one-two orders of mag-
nitude higher than those in the mentioned range. With
all processes taken into account to obtain this curve, we
are unable to attain temperatures of the order of 0.01t
now. However, we can estimate the lower and upper con-
centrations in the NEC region using the Hubbard-I ap-
proximation. Such calculated dependence x(µ) is shown
in figure 2(a) by the blue dotted line. As seen from this
curve, in the NEC region, the minimal hole concentra-
tion x˜min ≈ 0.05 and the maximal one x˜max ≈ 0.35.
In La2−x−yNdySrxCu2O4+δ, three rows of crystal cells in
the stripe form the hole-poor domain, while one row con-
stitutes the hole-rich one [4]. Ascribing them the above
hole concentrations, for the mean concentration, we ob-
tain (3 × 0.05 + 0.35)/4 = 0.125, which is consistent with
the experiment. In spite of this good agreement, our esti-
mation is rather rough – apart from using the simplified
Hubbard-I approximation, one of the sizes of the hole-rich
domain is of the order of the lattice spacing. To apply re-
sults obtained in an infinite crystal to domains they have
to be much larger.
Our consideration was carried out in the case of the
perfect translation symmetry. In this situation, PS struc-
tures can freely transfer across the crystal. As known [4,
50], such fluctuating stripes can coexist with bulk super-
conductivity. Real crystals contain different lattice im-
perfections, which can pin the PS structures. In p-type
cuprates, such static or quasi-static stripes have wave-
lengths, which are commensurate with the lattice spacing
[4,51,56]. Other contributory factors for stripe pinning are
lattice distortions in the tetragonal low-temperature phase
as well as Nd and Zn doping. The pinning leads to the par-
tial or complete suppression of superconductivity, which
points to comparable values of the stripe wavelength and
superconducting coherence length.
4 Concluding remarks
In this work, we considered the mechanism of phase sep-
aration observed in many crystals characterized by pro-
nounced electron correlations. It was related to the regions
of negative electron compressibility arising near chemical
potentials, which correspond to the change of the ground
state in the site Hamiltonians. The existence of these re-
gions leads to the separation of a crystal into electron-
rich and electron-poor domains. The separation is accom-
panied by the energy generation. Therefore, for its im-
plementation, another subsystem is necessary, which ab-
sorbs the released energy. In crystals, such a subsystem is
phonons. However, their role is not only in the energy
absorption but also in the shaping of the electron-rich
and electron-poor domains. In the presence of such do-
mains, we considered effective phonon Hamiltonians for
two different types of vibrations – with interaction terms
linear and quadratic in lattice distortions. Such Hamilto-
nians may describe the Cu-O bond stretching and out-of-
plane oxygen modes, respectively. In both cases, we found
that the minimum of the vibration potential is achieved
by the domain arrangement corresponding to pronounced
extrema in the electron-phonon interaction constant as
the function of phonon momentum. That is, the charge
distribution has the wavelength of phonons, which scat-
ter electrons most strongly. In the orthorhombic phase
with large orthorhombicity, there are two such modes with
opposite momenta. In this case, the charge distribution
has the character of stripes, in which the electron density
8 Alexei Sherman: Phonon-assisted phase separation in strongly correlated systems
varies along these momenta. In the case of the C4 sym-
metry, there are four modes with the largest scattering
amplitudes, which produces a checkerboard order. In the
phase-separated state, equilibrium positions of lattice os-
cillators vary periodically in space also, being determined
by extrema of the electron-phonon interaction constant.
Such types of phase separation are inherent, in particu-
lar, in cuprates. If the electron-phonon constant has no
pronounced extrema, shapes of the electron domains are
less definite. This situation is seen in manganites. In all
these cases, the phase separation is a consequence of re-
gions of negative electron compressibility caused by strong
electron correlations.
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