Retinopathy of prematurity (ROP) is a disease affecting lowbirth weight infants and is a major cause of childhood blindness. However, human diagnoses is often subjective and qualitative. We propose a method to analyze the variability of expert decisions and the relationship between the expert diagnoses and features. The analysis is based on Mutual Information and Kernel Density Estimation on features. The experiments are carried out on a dataset of 34 retinal images diagnosed by 22 experts. The results show that a group of observers decide consistently with each other and there are popular features that have a high correlation with labels.
INTRODUCTION
Retinopathy of prematurity (ROP) is a disease affecting lowbirth weight infants, in which blood vessels in the retina of the eye develop abnormally and cause potential blindness. ROP is diagnosed from dilated retinal examination by an ophthalmologist, and may be successfully treated by laser photocoagulation if detected appropriately [1] . Despite these advances, ROP continues to be a major cause of childhood blindness throughout the world [2] . Furthermore, the number of infants at risk for ROP is increasing dramatically because of improved survival rates for premature infants [3] , while the availability of adequately-trained ophthalmologists to perform ROP screening and treatment is decreasing [4] . For these reasons, ROP has become an enormous clinical and public health problem.
An international classification system was developed during the 1980s to standardize clinical ROP diagnosis [5, 6] . One key parameter of this classification system is called plus disease, and is characterized by tortuosity of the arteries and This work is partially supported by NSF, NIH EY19474 and NLM 4R00LM009889.
dilation of the veins in the posterior retina. Plus disease is a boolean parameter (present or absent), and is the most critical parameter for identifying severe ROP. Numerous clinical studies have shown that infants with ROP who have plus disease require treatment to prevent blindness, whereas those without plus disease may be monitored without treatment. Therefore, it is essential to diagnose plus disease accurately and consistently. However, studies have found that clinical plus disease diagnosis is often subjective and qualitative, and that there is inconsistency even among experts [7, 8] . Hence, detailed analysis on the underlying reason for the decision of an expert is crucial.
Computer-based image analysis has been used as an approach to improve plus disease diagnosis in ROP by quantifying vascular features such as dilation and tortuosity [9, 10, 11, 12] . This may provide a more objective and quantitative approach to clinical diagnosis, and studies have suggested that image analysis has potential to identify plus disease with comparable or better accuracy than experts [13, 14, 15] . These previous studies have focused on building automated systems for diagnosis, rather than analyzing the underlying reasons for differences in decisions among experts. This is an important gap in knowledge that will help improve clinical diagnosis, as well as optimize algorithms for computerbased diagnosis.
In this study, we are interested in (i) analyzing variability of expert decisions on diagnosis of ROP and (ii) examining the correspondence between expert labels and features by determining the relationships between observers and features based on Mutual Information (MI).
METHOD
Initially, we focus on the question whether there exists group(s) of observers that decide consistently with each other. Next, a large set of features are extracted from the images. Then, we determine important features for each observer by computing the MI between features and class labels. 
Feature Extraction
Based on the observation that curve-based features such as dilation and tortuosity are important for the diagnoses, we start by skeletonizing the images. Skeletonization is done using fast marching method [16] on manually segmented images both for arteries and veins separately. The extracted features are grouped into two categories (i) curve-based and (ii) treebased features.
After fast marching we had multiple branches extracted from each image. A branch is a curve in between two junction points or a junction point and an end point. Each branch is represented with a set of points in the output of the skeletonization algorithm. However, these points are not sampled in an equally distant way over the curve. So, we down-sample the points using Douglas-Peucker algorithm [17] and fit cubic splines in between every down-sampled point. Finally, curvebased features are extracted from the points on the spline which are equally sampled with respect to the curve length.
Spline fitting is followed by extraction of the curve-based features that are acceleration (Acc), tortuosity index (TI) and diameter. Acceleration and tortuosity are extracted in a cumulative manner beginning from the initial point of the branch. The diameter is calculated at each sampled point instantaneously by counting the number of white pixels in the direction perpendicular to the curve. Figure 1 displays the spline fitting and the extracted acceleration features from an image in our dataset. Note that the unit for both acceleration and diameter is based on optic disc diameter rather than pixels.
Assuming the optic disc center as the root node, we have created a tree structure treating each branch as a node. Figure 1 shows the tree structure of an image from our dataset. For each node of the tree, we have extracted distance to the disc center (DDC) (i.e. the Euclidean distance between starting point of the branch and the optic disc center 1 ). This feature gives idea how far branching occurs. The other treebased feature is main branch leaf node factor (MBLF), that is the number of leaf nodes per main branch. For a diseased image, MBLF will be high since there will be more bifurcation through the end of the branch.
All features are extracted from arteries and veins separately. For each feature we have computed the two smallest and two largest values, mean, second central moment (CM2) and third central moment (CM3) except MBLF. For MBLF we have computed minimum, maximum, mean, second central moment and third central moment. We have 66 features in total.
Relationship Between Observers
For each observer pair, we compute the MI based on their decision on the images. Assume the decisions of two observers are X and Y respectively. Then the mutual information between them is:
Since I(X; Y ) = H(X) − H(X|Y ) where H(·) and H(·|·) are entropy and conditional entropy, we create a distance metric between samples, by normalizing mutual information with entropy, and subtracting it from 1,
Relationship between Observers and Features
We can compute the mutual information between features and labelers by exploiting Kernel Density Estimation. Assume we have N samples with d dimensional features,
where Σ i is the variable kernel covariance of the Gaussian kernel 
where F represents the random variable for features. Then MI between feature F and class labels C is computed as I(F ; C) = H(F ) − H(F |C). Note that probability of feature given class will be
where C k is the set of indices for the samples from class c k . In order to rank features depending on their consistency with the labels, we can compute the MI between each feature and the class labels. The features which provides more information with the labels can be seen as the important features for the observer. However, this approach will not take into account the joint mutual information between multiple features and the class labels. So, as an alternative, we can also select the most important features for a labeler in a recursive manner. With this approach, we pick one feature at a time, which gives the most MI with the labels, when combined with the already selected features. The details of the recursive selection technique can be seen on Algorithm 1. U ← U \ {k} 7: end while
EXPERIMENTS AND RESULTS
Our dataset consists of 34 retinal images diagnosed by 22 observers. Each participant provided one of four mutually exclusive classes of decisions; plus (i.e. plus disease), pre-plus, neither and cannot determine. For data analysis, "cannot determine" decisions were excluded. The veins and arteries are manually segmented by an expert.
In order to see the relationship between labelers, pairwise distances are computed as stated in equation (2) . Then, with single link approach we obtained the dendrogram in Figure 2(a) where we have applied a 0.5 cutoff value. As seen from the figure, a group of observers (red partition) decide consistent to each other, while others are different than the group. Notice that based on different cutoff thresholds, we still end up having one main cluster and the remaining observers as outliers to the main cluster. The distance matrix of labelers is displayed on Figure 2(b) , where the order of observers is the same as the order shown in the dendrogram. Hence the observers in the main cluster are shown at the bottom left corner of the distance map. Please also note that defining a ground truth for the images is very difficult although we can find a group of observers with consistent labels.
We have also computed the MI between labelers and features. Figure 3 shows the colormap, where the labelers in the main cluster are displayed in the first 14 bottom rows. For observer 3, there was only one sample in one of the classes, which prevented us to compute the conditional entropy. Hence we ignored that observer for further analysis. Note that observer 3 is not in the main cluster based on our previous analysis. The features which give the highest MI with at least one observer are, mean tortuosity of veins (for 17 observer), mean acceleration of veins (for 1 observer), mean tortuosity of arteries (for 1 observer), CM2 of tortuosity in arteries (for 1 observer), mean diameter in arteries (for 1 observer).
As seen from Figure 3 , most of the observers are interested in features 12 and 13, which correspond to mean and Figure 4 . The colors represent the rank of the feature for the corresponding observer where white cells indicate that the feature is not among top three.
For each observer, we have also determined the most important features by our recursive selection scheme. Figure 5 displays three selected feature per labeler. Even though some features such as minimum acceleration or minimum DDC are not distinctive enough, they are selected with this approach. Because, the technique involves joint MI of a set of features rather than MI of each feature independently.
CONCLUSION AND DISCUSSION
In this paper, we propose a method to analyze observer and feature relationships for the diagnoses of ROP disease. A large set of features are extracted in two categories; curvebased and tree-based features. The experiments are carried out on 34 retinal images that are diagnosed by 22 experts. The results show that there is consistency between the decisions of a large group of observers. Based on the analysis, a list of features that are correlated with the expert decisions are reported. In the future, we plan to create an interactive automated classification system with feature and observer analysis modules on a larger dataset of images and observers. 
