Interval estimation of quantiles has been treated by many in the literature. However, to the best of our knowledge there has been no consideration for interval estimation when the data are available in grouped format. Motivated by this, we introduce several methods to obtain confidence intervals for quantiles when only grouped data is available. Our preferred method for interval estimation is to approximate the underlying density using the Generalized Lambda Distribution (GLD) to both estimate the quantiles and variance of the quantile estimators. We compare the GLD method with some other methods that we also introduce which are based on a frequency approximation approach and a linear interpolation approximation of the density. Our methods are strongly supported by simulations showing that excellent coverage can be achieved for a wide number of distributions. These distributions include highly-skewed distributions such as the log-normal, Dagum and Singh-Maddala distributions. We also apply our methods to real data and show that inference can be carried out on published outcomes that have been summarized only by a histogram. Our methods are therefore useful for a broad range of applications. We have also created a web application that can be used to conveniently calculate the estimators.
Introduction
Grouped data refers to data that has been aggregated into groups. When the data are continuous, a common approach is to segment the range of the data into a finite number of non-overlapping intervals (or bins). Frequencies indicating the number of individuals in each interval are then tallied and the intervals and frequencies together are commonly referred to as a frequency distribution. It is this scenario of grouped data that is our focus and, in particular, we are interested in cases where the raw data are unavailable.
There are many reasons why data may have been made available as grouped data and as to why the raw data may not be available. For example, government agencies may only release grouped data to preserve confidentiality of individuals or a researcher may only have at their disposal a histogram from previous published findings.
In situations such as the above, obtaining reliable interval estimates for quantiles may be extremely useful. In this paper we demonstrate several such methods to obtain confidence intervals from grouped data. Our methods estimate the underlying empirical distribution using the grouped data and together with asymptotic normality results we obtain our intervals. What is quite surprising is just how reliable these intervals can be even when the raw data sample size or number of bins is not large. These methods can be easily implemented in statistical packages like R, SAS etc. and some of the methods can even be implemented in Excel.
Motivating Example
Here we consider two histograms depicting Glucose effectiveness for young and healthy Caucasian men (n = 186) and women (n = 194) . These histograms were published by Clausen et al. (1996) and are provided in their original form below in Figure 1 . One hypothesis that is of interest is whether there is a difference between men and women with regards to glucose effectiveness. The question then is, without the raw data can we conduct a statistical inference to investigate this hypothesis based only on these histograms? The answer is yes. We will show later that our methods can be used to obtain reliable confidence intervals for quantiles and for the difference of quantiles.
Asymptotic Theory for Quantile Estimators
The asymptotic theory for sample quantile estimators has been treated and discussed over the past several decades. Fundamental results for asymptotic theory for quantiles can be found in many places; Serfling (1980 ), Ferguson (1996 , Gilchrist (2000) and DasGupta (2008) are a few examples. Below we provide the asymptotic variance for quantile estimators that can be found in the aforementioned works.
Let f , F and Q denote the density, distribution and quantile functions respectively. For p ∈ [0, 1], let x p = Q(p) = F −1 (p) denote the p-th quantile or, equivalently, the p × 100th percentile. Given a random sample of data denoted X 1 , . . . , X n and letting F n denote the empirical distribution for this data, then an estimator of x p is x p = F −1 n (p). Then, see e.g. Chapter 7 of DasGupta (2008), for suitably large n,
where a ∼ denotes 'approximately distributed as'. The result in (1) allows us to construct an approximate 100(1 − α)% confidence interval for x p as follows,
where z 1−α/2 = Φ −1 (1 − α/2) denotes the 1 − α/2 quantile of the N (0, 1) distribution and f denotes an estimate for the density f . The interval in (2) can be easily extended to compare independent quantile estimators as follows. Let x p and y p be the p quantile estimates based on two independent random samples of size n and m respectively. For f and g denoting the density estimates, a large sample confidence interval for the difference of the quantiles is,
When the raw data are available, there are many methods that may be employed to estimate the unknown density and a nice overview of several methods is given by Sheather (2004) . In the next section we restrict our attention to density estimation when grouped data are available.
Methods
In this section we present our methods which derive the estimates x p and f ( x p ) from available bin points and frequencies. In doing so we subsequently construct the confidence intervals for quantiles of the form in (2).
GLD Estimation method
The GLD distribution is often encountered in fields such as finance due to its ability to approximate a large number of well-known distributions. The four parameter GLD distribution consists of a location parameter λ, an inverse scale parameter η and two non linear shape parameters α and β. The FKML parameterization Freimer et al. (1988) of the GLD distribution, which will be our focus here, is defined in terms of its quantile function given as
Due to its flexibility, the GLD distribution has been used recently to obtain confidence intervals for quantiles (Su, 2009; Prendergast & Staudte, 2016, e.g.) , although not with respect to grouped data. However, methods are available to estimate the parameters of the GLD distribution for grouped data using the frequencies and the break points of the bins. We estimate the parameters using the so-called Percentile Matching method discussed in Karian & Dudewicz (1999) and Tarsitano (2005) which equates a selected set of approximated empirical percentiles with their corresponding theoretical counterparts. By equating those percentiles, the following system of nonlinear equations can be specified:
where x p denotes the approximated empirical percentiles from the binned data.
Using the optimization method L-BFGS-B Byrd et al. (1995) , the system of nonlinear equations can be optimized to obtain parameter estimates for the GLD distribution. This method is readily available in the "bda" package Wang (2015) in the R statistical software R Core Team (2017) which enables the GLD density estimation based on grouped (or prebinned) data. Estimated parameters can then be used to determine the estimated GLD quantile x p and the estimated GLD density f ( x p ), which can then be used to construct confidence intervals as in (2) for x p .
Histogram method
A histogram is the simplest way of estimating (or approximating) a probability density function once the area has been scaled so that it is equal to one. Density estimation using histograms has been previously looked at by Tillé & Langel (2012) in estimating the Lorenz curve and Gini index commonly used in studies of inequality.
A rough estimate of the quantile function can be obtained from the information available within a histogram by applying a simple interpolation as below.
where l= The lower class boundary of the class containing x p .
h= The width of the class containing x p . N = The total frequency.
p close = Cumulative probability of the class immediately preceding to the class containing x p .
n p = Class frequency of the class containing the x p .
Then the corresponding density estimate for x p is found by,
Substitution of these estimated values in (2) can then be used to obtain confidence intervals for x p . Lyon et al. (2016) introduced a linear interpolation method to estimate the density for grouped data when the additional information of group means are available. This method assumes a linear density for each bin except for the final bin where an exponential tail is fitted and therefore allowed to be unbounded. Closed form solutions are obtained for the density function.
Linear interpolation method
Assume that the sample values are grouped into J intervals defined by the bounds [a j−1 , a j ), j = 1, . . . , J. These values are bounded below with a 0 > −∞ and unbounded in the final interval with a J = ∞. The relative frequency for the jth group is denoted by f j and the cumulative relative frequency up to j th interval is denoted by F j . The mean of the jth group isx j and the midpoint of the group by x c j . When p ∈ [0, 1), the density function estimate is defined by the linear equation
where α j , β j are the linear density coefficients. Lyon et al. (2016) estimate these coefficients by
The density estimate for the exponential tail assumed for the last (unbounded) interval is
where the parameters are estimated as, η = f J and λ =x J − a J−1 . Using the above estimated coefficients, the closed form solution of the quantile function for the bounded interval in [a j−1 , a j ) can be derived as,
where,
The fitted exponential tail will yield the following quantile function for the unbounded interval
The asymptotic confidence interval for x p can be constructed by substituting the estimated quantile function and the interpolated density estimate into (2).
Frequency polygon method
The frequency polygon method is an extension of the histogram method in which the midpoint of the bin values are connected by line segments. This adds a sense of continuity and smoothness for the histogram. Motivated by the frequency polygon methods considered in Scott (1985) and the linear interpolation method above, we also consider allowing for linear change between bin midpoints but where the estimated line segments connect. This method does not require bin means, but in what follows we do consider equal bin widths.
Let J again be the number of intervals of the histogram where the midpoints of the bins are denoted as x c 1 , . . . , x c J . Further, let the histogram density estimates be g j where j = 1, . . . , J, and the bin width of the histogram, assumed equal for all bins, to be h. Since the frequency polygon has different breakpoints compared to the histogram, they are defined by the bounds [a k−1 , a k ), k = 1, . . . , K where K = J + 1. These breakpoints are related to the histogram bins as, {a 0 , . . . ,
Further, the corresponding density estimates of each break point of frequency polygon is defined by
. By using the same methodology discussed above in linear interpolation method, density function from the frequency polygon method can be defined as follows,
where
Closed form solutions for the quantile function of Frequency polygon method can be obtained in the same way discussed in Lyon et al. (2016) for the linear interpolation method.
Estimation
In Figures 2 and 3 we provide estimates of the density using the above methods from a unimodal and bimodal histogram respectively obtained from simulated data sets. The group means which are needed for the linear interpolation method are calculated using the full simulated data set before binning.
For the unimodal histogram shown in Figure 2 , 1000 observations were randomly sampled from the Singh-Maddala Distribution. We chose this distribution since it has useful applications such as the modeling of skewed income data. The overlaid estimated GLD density and the linear interpolation density capture the shape of the histogram data well compared to the other methods . The uniformity within a bin from the histogram method means that it may not provide good approximations in domains for which the gradient of the density is steep. The frequency polygon method may improve on this by allowing for the linear change within bins. For the bimodal scenario, we again generated 1000 observations but this time from a normal mixture distribution. Here, the GLD method cannot be used since it is a unimodal distribution and therefore should only be used to estimate unimodal densities. However, all other methods provide a reasonable fit for this bimodal distribution as can be seen in Figure 3 .
Simulations and Examples

Simulations
In this section we apply our methods to simulated grouped data from several distributions and assess their effectiveness by looking at coverage probabilities and interval widths. While it occurs rarely, bins which are of zero counts are merged with others to make sure that density estimates are non zero. The (1 − α/2) × 100% confidence interval for x p is estimated asx p ± z 1−α/2 p(1 − p)/ f 2 (x p )n wherex p andf ( x p ) are computed using the methods from the previous section. The variation of the coverage for each x p for p ∈ {0.1, 0.25, 0.5, 0.75, 0.9} are explored for several choices of sample size and some commonly Kleiber (2008) which were also estimated from fitted US family incomes, this time from 1969. We also considered the standard normal distribution as a symmetric distribution. As can be seen in Table 1 , even for small sample sizes of n = 50 and n = 100, the GLD and frequency polygon methods work well, with coverage probabilities close to the nominal 0.95. When the sample sizes increase as in Table 2 , all the methods return reliable coverages except for when p = 0.1 using the GLD, histogram and frequency polygon methods. For skewed distributions such as the Dagum, the linear interpolation method provides excellent results throughout, although the method require the additional information available in the form of bin means. For the other methods, coverage probabilities are poorer in the extremes for skewed distributions, which is not surprising given the difficultly faced in estimating the density at these points, especially based on limited information. When the distributions become more symmetric, all the methods produce reliable coverage results for sufficiently large sample sizes. Width of the intervals increase in the tails since the density estimates are smaller. All of the methods provide confidence intervals that are of similar average width. Table 3 : Empirical coverage probabilities and average widths of interval estimates of x p from binned data at nominal level 95% for normal mixture distribution based on 1000 replications. In Table 3 we provide coverage results for the normal mixture distribution with pa-rameters µ = 10, 4, σ = 1, 2 and weights w = 0.4, 0.6. Quantiles which are lying near the connecting point of the two distributions shows some poorer coverages due to sensitivity of the density estimates near this location. Again converages are typically close to nominal in the non-extremes. In particular, coverage is excellent for the median for moderate to large sample sizes. In Figure 4 , a more detailed simulation is presented comparing the methods for each sample size over a grid of size 100 for p in (0, 1). The coverage curves depict that the GLD, histogram and frequency polygon methods are not reliable in estimating intervals in the lower extremes. On the other hand, if the bin means are available, the linear interpolation method is more reliable in estimating even these smaller quantiles for sufficiently large sample sizes. However, very reliable coverages can be achieved for not too small quantiles, despite the limited information available.
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Limitations
As described in Cowell (2011) , the density estimate by linear interpolation method is non negative only if the interval mean falls in middle third of the interval. Additionally, poor density estimates may result using all of the methods when a large amount of the data falls in only a few bins. This may happen for decaying type distributions unless the number of intervals are sufficiently large. As an example we provide coverage probabilities the median interval estimator based on data simulated from an exponential distribution in Table 4 . Coverage can be poor when the number of bins is small which, due to the nature of this distribution, can mean that most of the data can fall into only one or two bins. However, coverage improves as the number of bins increases. Table 4 : Empirical coverage probabilities and average widths of interval estimates of x 0.5 from binned data for different number of intervals at nominal level 95% for Exponential Distribution (rate =1) based on 1000 replications. 
Example 1: Glucose effectiveness for young and healthy Caucasian men and women
We now return to the motivating example presented in Section 1.1 comparing Glucose effectiveness between males and females. Table 5 contains the confidence interval estimates for the difference of quartiles comparing the two groups using (3) and only the information available in the histograms in Figure  1 . As can be seen, the confidence intervals generated from each method are similar to one another and reasonably precise. Further, all confidence intervals clearly suggest that there is a significant difference between the two groups for glucose effectiveness. These results align with the initial findings of the Clausen et al. (1996) using the full data set that there is a difference between the two groups for glucose effectiveness.
Example 2: Solubility distribution for quantified proteins
In this example we present a bimodal histogram in Figure 5 published by Niwa et al. (2009) for solubility levels from 3,173 translated proteins. The histogram highlights two groups; namely the aggregation prone group (Agg, defined as < 30%) and the highly soluble group (Sol, defined as > 70%) depending on the properties they hold. If intervals of quantiles are of interest then these can be obtained using the methods presented earlier. We provide the quartile interval estimates in Table 6 generated using the histogram and the frequency polygon methods and the limited information available in Figure 5 . As can be seen the confidence intervals generated from both methods are almost identical.
A Shiny application for calculation of the intervals
We have also created a Shiny Chang et al. (2017) application that can be accessed at https://lukeprendergast.shinyapps.io/histCIs/ The easiest way to use the application is to upload a .csv file that contains at least the lower and upper bounds for the bins and the frequencies. However, the table in the application is interactive and rows can be added and deleted. Once the data is uploaded the user can press the 'Save Table' button and a set of options will appear (i.e. method, confidence level etc.). Once the desired options are selected the 'Calculate Now' button can be pressed and the interval will be calculated. Improvements to this application will continue to be made.
Discussion
Our results have shown that reliable confidence intervals can be obtained for a wide range of quantiles when only grouped data (i.e. such as histograms) are available. While it is not advisable to attempt to obtain a confidence interval for a very small quantile, if bin means are available along with the frequencies then the linear interpolation approach based on density estimator of Lyon et al. (2016) can provide reliable intervals if the sample size is not small. For unimodal distributions, the median is likely to be the quantile that is of most interest, and all of the methods provide excellent results for most distributions that we have studied. A word of caution may be necessary if most of the sample falls into a very small number of bins. For example, for decaying distributions such as the exponential, there may be situations where the majority of data falls within just the first few bins rendering a density estimate near the median unreliable. However, for these types of distributions intervals for larger quantiles provide better coverage. The results presented here can be extended to other functions of quantiles where the variance depends on the sample size, density function and quantiles. For example, Prendergast & Staudte (2017) considered confidence intervals estimators for the ratio of dependent quantiles. Approximate confidence intervals from histograms for these ratios could also be found since the covariance between the quantiles depends only on the aforementioned quantities. In summary, when data is summarized in a grouped format we have provided ways in which confidence intervals can be obtained for quantiles. This means that researchers can interrogate published research that may only, for example, have a histogram available.
