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Abstract
We develop an efficient numerical scheme for the 3D mean-field spherical dynamo equation. The scheme is
based on a semi-implicit discretization in time and a spectral method in space based on the divergence-free
spherical harmonic functions. A special semi-implicit approach is proposed such that at each time step one
only needs to solve a linear system with constant coefficients. Then, using expansion in divergence-free
spherical harmonic functions in the transverse directions allows us to reduce the linear system at each time
step to a sequence of one-dimensional equations in the radial direction, which can then be efficiently solved
by using a spectral-element method. We show that the solution of fully discretized scheme remains bounded
independent of the number of unknowns, and present numerical results to validate our scheme.
Keywords and phrases: spherical dynamo model, vector spherical harmonics, spectral method, stability,
convergence.
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1. Introduction
It is well known that many astrophysical bodies have intrinsic magnetic fields. For examples, Earth
possesses a magnetic field that has been known for many centuries; sunspots is the best-known manifestation
of the solar magnetic activity cycle. But only in the last few decades scientists began to try to understand
more about the origin of these magnetic fields. It is widely accepted that the magnetic activities of many
planets and stars represent the magnetohydrodynamic dynamo processes taking place in their deep interiors.
For the physical background of the dynamo model, we refer to R. Hollerbach [9] or Chris A. Jones [11] and
the references therein.
There are numerous simplified mathematical models and numerical simulations in the literature (see, e.g.
Bullard et al. [3], R. Hollerbach[10], R. A. Bayliss, et al. [2], C. Guervilly, and P. Cardin, [7], Chris A. Jones
[11], W. Kuang and J. Bloxham [13], David Moss [14], K. Zhang and F. Buss [24] Paul H. Roberts, et al., [19]
and the references therein). There are also a few studies with numerical analysis on some numerical methods
for these models, e.g.,[4], [17], [23], [5] and [18]. In [4], Chan, Zhang and Zou studied the mathematical
theory and its numerical approximation based on a finite element method, while Mohammad M. Rahman
and David R. Fearn [18] developed a spectral approximation of some nonlinear mean-field dynamo equations
with different geometries and toroidal and poloidal decomposition.
There are two main difficulties in dealing with dynamo models: (i) it consists of three-dimensional vector
equations in spherical shells; and (ii) the magnetic field is implicitly divergence-free. Using a finite-element
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method to deal with the above issues may be complicated and costly. We consider in this paper the model
used in [4] and propose an efficient numerical scheme based on a semi-implicit discretization in time and
a spectral method in space based on the divergence-free spherical harmonic functions. we first discretize
the model in time using a semi-implicit approach such that at each time step one only needs to solve a
linear system with piecewise constant coefficients. Then, we discretize this linear system by using a spectral
discretization consisting of divergence-free spherical harmonic functions in the transverse directions and a
spectral-element method in the radial direction. This way, the linear system can be reduced to a sequence
of one-dimensional equations in the radial direction for the coefficients of the expansion in divergence-free
spherical harmonic functions so that it can be efficiently and accurately solved by using a spectral-element
method.
The remainder of this paper is organized as follows. In section 2, we describe the model that we consider,
list some of its mathematical properties, and some useful mathematical tools that will be used later. In
Section 3, a fully discrete spectral method for approximating the continuous problem is proposed. The
stability and the convergence analysis of our numerical solutions are carried out in section 4. Section 5
contains implementation details, and a numerical experiment is shown in section 6 that demonstrates the
efficiency of our numerical scheme.
2. Preliminaries
2.1. The Model
We consider the following nonlinear spherical mean-field dynamo system:

bt +∇× (β(x)∇× b) = Rα∇× (
f(x,t)
1+σ|b|2 b) + Rm∇× (u × b) in Ω× (0, T ),
∇× b× n = 0 on ∂Ω× (0, T ),
b(x, 0) = b0(x) in Ω.
(2.1)
Ω1
Ω2
Ω3
Γ1
Γ2
Figure 1: Domain Ω
The unknown is the magnetic field b. Ω is the physical domain of interest, which consists of three
non-overlapping zones Ωk (k = 1, 2, 3) in spherical geometry (see Figure 1), where Ω1 is the core, Ω2 is the
convection zone and Ω3 is the outer photosphere. n denotes the unit outer normal vector to the boundary
of Ω. The physical meanings of the variables in (2.1) are as follows: u = u(x, t) represents the fluid velocity
field, which is given here, and f(x, t) is also a known function. Both u and f vanish on Ω¯1 and Ω¯3. The
non-dimensional parameters Rα, Rm are Rayleigh numbers, σ is a constant, β(x) is the magnetic diffusivity
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satisfying β1 ≤ β(x) ≤ β2. The diffusivity is considered as constant in the convection zone. At the two
interfaces Γ1 and Γ2, we impose the physical jump conditions
[β(x)∇× b× n] = 0, [b] = 0 on (Γ1 ∪ Γ2)× (0, T ), (2.2)
where [a] denotes the jumps of a across the interfaces and n is the outward normal.
Remark 2.1. Taking the divergence of the first equation in (2.1), we find divbt = 0. Hence, if we impose
the condition ∇ · b0 = 0, we have ∇ · b = 0 in Ω× (0, T ).
We now describe some notations, and recall some basic mathematical properties for (2.1). We denote
by Hm(Ω) (m ∈ R) the usual Sobolev space, and denote Hm(Ω)3 by Hm(Ω). As usual, (·, ·) denotes the
scalar product in L2(Ω) or L2(Ω). For real s ≥ 0, ‖ · ‖s denotes the norm of H
s(Ω) (or the Hs(Ω) for scalar
functions), in particular, we denote ‖ · ‖0 , ‖ · ‖. We define
V = {c ∈ L2(Ω); curl c ∈ L2(Ω)},
and for all c ∈ V , we set
‖c‖2V = ‖c‖
2 + ‖∇× c‖2.
We consider the following weak formulation for (2.1):
Find b(t) ∈ V such that b(0) = b0 and for almost all t ∈ (0, T ),
(b′(t),a) + (β∇× b(t),∇× a)
= Rα
(
f(t)
1 + σ|b|2
b(t),∇× a
)
+Rm(u(t)× b(t),∇× a), ∀ a ∈ V . (2.3)
By using a standard argument (cf. M. Sermange and R. Temam [20]), one can easily derive the following
result:
Theorem 2.1. There exists a unique solution b to the dynamo system (2.3) such that
b ∈ L∞(0, T ;V ) ∩H1(0, T ;L2(Ω))
provided that b0 ∈ V , f ∈ H
1(0, T ;L∞(Ω)), u ∈ H1(0, T ;L∞(Ω)). More precisely, there exists a constant
C > 0 such that
‖b‖2L∞(0,T ;V ) + ‖b‖
2
H1(0,T ;L2(Ω))
≤ C
(
‖∇× b0‖2 + ‖b0‖2
)
max
0≤t≤T
(
‖f(t)‖2L∞(Ω) + ‖u(t)‖
2
L∞(Ω)
)
· exp
(
C
∫ T
0
‖f(t)‖2L∞(Ω) + ‖f
′(t)‖2L∞(Ω) + ‖u(t)‖
2
L∞(Ω) + ‖u
′(t)‖2
L∞(Ω)
)
. (2.4)
2.2. Some Useful Mathematical Tools
We recall below some lemmas which will be used later.
Lemma 2.2. (Young’s inequality) For any a, b ∈ R and ε > 0, we have
ab ≤ εa2 +
1
4ε
b2.
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Lemma 2.3. (Discrete integration by parts) Let {an}
k
n=0 and {bn}
k
n=1 be two vector sequences, then we
have
k∑
n=1
(an − an−1) · bn = ak · bk − a0 · b1 −
k−1∑
n=1
an · (bn+1 − bn).
Proof. By direct calculation, we easily get
k∑
n=1
(an − an−1) · bn = ak · bk − a0 · b1 −
k−1∑
n=1
an · (bn+1 − bn)
for scalar sequences {an}
k
n=0 and {bn}
k
n=1. The desired result for vector sequences can be obtained accord-
ingly.
Lemma 2.4. (Gronwall inequality) Let f ∈ L1(t0, T ) be a non-negative function, g and φ be continuous
functions on [t0, T ]. Moreover g is non-decreasing. Then
φ(t) ≤ g(t) +
∫ t
t0
f(τ)φ(τ) dτ ∀ t ∈ [t0, T ]
implies that
φ(t) ≤ g(t)e
∫
t
t0
f(τ) dτ
∀ t ∈ [t0, T ].
Remark 2.2. We will frequently use the following special case:
f(t) ≤ C + α
∫ t
0
f(s)ds implies that f(t) ≤ Ceαt ∀ t ∈ [0, T ], (2.5)
where α ≥ 0 and C are given constants.
Lemma 2.5. ([6], p.34) (Integration by parts) Let Ω be a bounded region of Rd (d = 2 or 3) with Lipschitz
continuous boundary. Then, the mapping
γτ :
{
v → v · τ |∂Ω for d = 2,
v → v × n|∂Ω for d = 3
can be extended by continuity to a linear and continuous mapping, still denoted by γτ , from V into H
−1/2(∂Ω)
if d = 2 or H−1/2(∂Ω)3 if d = 3, where τ is the unit tangent vector to ∂Ω. Furthermore, the following Green’s
formula holds:
(∇× v,φ) = (v,∇× φ)− 〈γτv,φ〉∂Ω (2.6)
∀ v ∈ V , ∀ φ ∈ H1(Ω)3 if d = 3 or φ ∈ H1(Ω) if d = 2.
3. The Numerical Scheme
3.1. Time Discretization
We consider uniform grid on the temporal scale [0, T ] with τ =
T
K
, and ti = iτ :
0 = t0 < t1 < · · · < tK = T (3.1)
Define un = u(·, tn) for 0 ≤ n ≤ K. For a given sequence {u
n}Kn=0 ⊂ L
2(Ω), we apply first order approxima-
tion via difference quotient and define the averaging term u¯n as follows:
∂τu
n =
un − un−1
τ
, u¯n =
1
τ
∫ tn
tn−1
u(·, t)dt, 1 ≤ n ≤ K, (3.2)
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and we set u¯0 = u(·, 0).
In terms of time discretization, we consider the following semi-implicit scheme. For n = 1, 2, · · · ,K, find
bn such that satisfies this differential equation
∂τb
n +∇× (β¯∇× bn) = ∇× (β¯ − β(x))∇× bn−1
+Rα∇× (
f¯n
1 + σ|bn−1
N
|2
bn−1) + Rm∇× (u¯
n × bn−1),
(3.3)
and the boundary conditions
∇× bn × n = 0, on ∂Ω,
[β¯∇× bn × n] = [(β¯ − β(x))∇× bn−1 × n], [bn] = 0 on Γ1 ∪ Γ2.
(3.4)
where
β¯ =


β¯1 , max
x∈Ω1
β, x ∈ Ω1,
β¯2 , max
x∈Ω2
β = β, x ∈ Ω2,
β¯3 , max
x∈Ω3
β, x ∈ Ω3.
Remark 3.1. Taking the divergence of (3.3), we find ∂τ∇ · b
n = 0. Hence, ∇ · b0 = 0 implies ∇ · bn = 0 for
all n ≥ 1.
3.2. Spatial Discretization: Vector Spherical Harmonics(VSH)
For the spatial discretization, we are working with three dimensional variables in spherical region, there-
fore it is natural to consider basic functions that specifically designed for spherical domain.
Let S be a unit sphere and (r, θ, ϕ) be the spherical coordinates with the moving (right-handed) coordinate
basis
er =
(
sin θ cosϕ, sin θ sinϕ, cos θ
)
,
eθ =
(
cos θ cosϕ, cos θ sinϕ,− sin θ
)
,
eϕ =
(
− sinϕ, cosϕ, 0
)
.
(3.5)
The tangential gradient is defined as
∇S =
∂
∂θ
eθ +
1
sin θ
∂
∂ϕ
eϕ. (3.6)
The spherical harmonic functions are defined via the associated Legendre polynomials:
Y ml (θ, ϕ) =
√
2l + 1
4π
(l −m)!
(l +m)!
Pml (cos θ)e
imϕ.
Recall that {Y ml } form orthonormal basis functions of L
2(S). Now we define the vector spherical harmonic
functions (VSH) (see, e.g., [8, 16]), which form an orthogonal basis of L2(S).

Tml = ∇SY
m
l × er =
1
sin θ
∂Y ml
∂ϕ
eθ −
∂Y ml
∂θ
eϕ, l ≥ 1, |m| ≤ l,
V ml = (l + 1)Y
m
l er −∇SY
m
l , l ≥ 0, |m| ≤ l,
Wml = lY
m
l er +∇SY
m
l , l ≥ 1, |m| ≤ l,
(3.7)
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Some additional properties of VSH will be provided in Appendix A.
Given the above definitions, for any vector function F (θ, φ) defined on the sphere, we can decompose the
function using VSH and some constant coefficients t¯ml , v¯
m
l , w¯
m
l :
F (θ, ϕ) =
∞∑
l=0
l∑
|m|=0
[
t¯ml T
m
l (θ, ϕ) + v¯
m
l V
m
l (θ, ϕ) + w¯
m
l W
m
l (θ, ϕ)
]
. (3.8)
Considering functions F (r, θ, ϕ) defined in the three dimensional ball, since the radii direction and the
tangential plane are perpendicular to each other, we can decompose F using coefficient functions:
F (r, θ, ϕ) =
∞∑
l=0
l∑
|m|=0
[
tml (r)T
m
l (θ, ϕ) + v
m
l (r)V
m
l (θ, ϕ) + w
m
l (r)W
m
l (θ, ϕ)
]
. (3.9)
3.3. Solenoidal Vector Field
One of the numerical challenge is how to maintain the divergence free property in the discrete case. In
the traditionally methods, this usually involves staggered grid [22], Lagrange multiplier [15] and penalty or
projection methods [12, 1].
There exists a divergence free (i.e., solenoidal) basis, which have been used mostly in astrophysics [3],
that can take care of the divergence free condition automatically on the spherical domain. Only till recently,
there have been some research and analysis on this subject [21] in the mathematical circle. The detailed
derivation of the divergence free basis can be found in Appendix B.
We can expand any solenoidal vector function B(r, θ, ϕ) as
B(r, θ, ϕ) =
∞∑
l=0
l∑
|m|=0
tml (r)T
m
l (θ, ϕ) +∇× (A
m
l (r)T
m
l (θ, ϕ)) + a
0
0(r)Y
0
0 er. (3.10)
with d+2 a
0
0(r) = 0. The term a
0
0(r)Y
0
0 er will vanish once being applied to a curl operator, so in our problem,
we will only consider a00(r) = 0.
3.4. Weak formulation of full discretization
We mark three intervals on the radial direction I1 = [0, r1], I2 = [r1, r2], I3 = [r2, r3], with r1, r2, r3 be
the radius of surfaces Γ1,Γ2, ∂Ω respectively. Each Ii(i = 1, 2, 3) is considered as an element on the radius.
Let CN be the complex polynomial space of degree at most N . We define the spectral-element space in the
radial direction XN on I = {I1 ∪ I2 ∪ I3} by
XN = {uN |Ii ∈ CN : [u] = 0, i.e. u1(r1) = u2(r1), u2(r2) = u3(r2)}. (3.11)
Let YM be the truncated solenoidal vector field. We setN = (N,M). For a function bN ∈ V N := XN×YM ,
it can be expanded as
bN (r, θ, ϕ) =
M∑
l=0
l∑
|m|=0
tNl,m(r)T
m
l (θ, ϕ) +∇× (A
N
l,m(r)T
m
l (θ, ϕ)), (3.12)
with tNl,m(r), A
N
l,m(r) ∈ XN .
Then, our full discrete scheme is as follows: to find bnN ∈ V N such that
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∫
Ω
∂τb
n
N · aNdx+
∫
Ω
β¯(∇× bnN ) · (∇× aN )dx =
∫
Ω
(β¯ − β(x))(∇× bn−1
N
) · (∇× aN )dx
+Rα
∫
Ω
f¯n
1 + σ|bn−1
N
|2
b
n−1
N
· (∇× aN )dx+Rm
∫
Ω
(u¯n × bn−1
N
) · (∇× aN )dx, ∀ aN ∈ V N ,
(3.13)
with
[bnN ] = 0 on Γ1 ∪ Γ2 (3.14)
for n = 1, 2, · · · ,K, and with initial condition
b0N = ΠNb0(x), (3.15)
where ΠN is the projection into the solenoidal vector field.
4. Stability analysis
We show in this section that the solution of the fully discretized scheme remain bounded.
Theorem 4.1. Let bnN be the solution of the spectral method (3.13)-(3.15). We assume f ∈ W
1,∞(0, T ;L∞(Ω))
and u ∈ W 1,∞(0, T ;L∞(Ω)). Then there exists positive constants C, independent of N , such that the fol-
lowing inequalities hold.
max
1≤n≤M
‖bn
N
‖2 + τ
M∑
n=1
‖∇× bn
N
‖2 ≤ C(‖b0
N
‖2
V
+ τ‖∇ × b0
N
‖2), (4.1)
max
1≤n≤M
‖∇× bn
N
‖2 + τ
M∑
n=1
‖∂τb
n
N
‖2 ≤ C‖b0
N
‖2
V
. (4.2)
Proof. Let 0 ≤ δ = max
β¯ − β
β¯
< 1. Taking aN = 2τb
n
N
in (3.13), using the Cauchy-Schwarz inequality,
Young inequality and the regularity assumption on f and u, we can derive
‖bnN‖
2 − ‖bn−1
N
‖2 + ‖bnN − b
n−1
N
‖2 + 2τβ¯‖∇× bnN‖
2
≤ τ‖β¯∇× bn
N
‖2 +
τ
β¯
∫
Ω
(β¯ − β(x))2|∇ × bn−1
N
|2 dx
+
ǫ
2
τ‖β¯∇× bn
N
‖2 +
2
ǫβ¯
τR2α
∫
Ω
(
f¯n
1 + σ|bn−1
N
|2
)2
|bn−1
N
|2 dx
+
ǫ
2
τ‖β¯∇× bn
N
‖2 +
2
ǫβ¯
τR2m
∫
Ω
|u¯n × bn−1
N
|2 dx
≤ τ‖β¯∇× bnN‖
2 + τδ2‖β¯∇× bn−1
N
‖2 + τǫ‖β¯∇× bnN‖
2 + Cτ‖bn−1
N
‖2,
which implies
‖bn
N
‖2 − ‖bn−1
N
‖2 + τ(1 − ǫ)‖β¯∇× bn
N
‖2 ≤ τδ2‖β¯∇× bn−1
N
‖2 + Cτ‖bn−1
N
‖2.
Taking ǫ small enough such that 1− ǫ ≥ δ2 + ǫ, i.e., ǫ ≤ 12 (1 − δ
2), we get
‖bn
N
‖2 − ‖bn−1
N
‖2 + τǫ‖β¯∇× bn
N
‖2 + τδ2(‖β¯∇× bn
N
‖2 − ‖β¯∇× bn−1
N
‖2) ≤ Cτ‖bn−1
N
‖2.
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Summing up the above relation for n from 1 to M , we arrive at
‖bM
N
‖2 + ǫτ
M∑
n=1
‖β¯∇× bn
N
‖2 ≤ ‖b0
N
‖2 + τδ2‖β¯∇× b0
N
‖2 + Cτ
M−1∑
n=0
‖bn
N
‖2,
which can also be written as
‖bMN ‖
2 + τ
M∑
n=1
‖∇× bnN‖
2 ≤ C(‖b0N‖
2 + τ‖∇× b0N‖
2) + Cτ
M−1∑
n=0
‖bnN‖
2.
Applying the discrete Gronwall’s inequality to above inequality, we find
max
1≤n≤M
‖bnN‖
2 + τ
M∑
n=1
‖∇× bnN‖
2 ≤ C(‖b0N‖
2 + τ‖∇ × b0N‖
2) ≤ C(‖b0N‖
2
V + τ‖∇× b
0
N‖
2),
which is (4.1).
To prove (4.2), we take aN = τ∂τb
n
N
= bn
N
− bn−1
N
in (3.13) to obtain
τ‖∂τb
n
N
‖2 +
∫
Ω
β¯(∇× bn
N
) · ∇ × (bn
N
− bn−1
N
) dx
−
∫
Ω
(β¯ − β)(∇× bn−1
N
) · ∇ × (bn
N
− bn−1
N
) dx
= Rα
∫
Ω
f¯n
1 + σ|bn−1
N
|2
bn−1
N
· ∇ × (bn
N
− bn−1
N
) dx
+Rm
∫
Ω
(u¯n × bn−1
N
) · ∇ × (bn
N
− bn−1
N
) dx.
We derive from the above that
τ‖∂τb
n
N‖
2 + ‖β¯∇× bnN‖
2 +
∫
Ω
(β¯ − β)|∇ × bn−1
N
|2 dx
=
∫
Ω
(2β¯ − β)(∇× bnN ) · (∇× b
n−1
N
) dx
+Rα
∫
Ω
f¯n
1 + σ|bn−1
N
|2
bn−1
N
· ∇ × (bnN − b
n−1
N
) dx
+Rm
∫
Ω
(u¯n × bn−1
N
) · ∇ × (bn
N
− bn−1
N
) dx
≤
1
2
∫
Ω
(2β¯ − β)|∇ × bn
N
|2dx+
1
2
∫
Ω
(2β¯ − β)|∇ × bn−1
N
|2 dx
+Rα
∫
Ω
f¯n
1 + σ|bn−1
N
|2
bn−1
N
· ∇ × (bn
N
− bn−1
N
) dx
+Rm
∫
Ω
(u¯n × bn−1
N
) · ∇ × (bnN − b
n−1
N
) dx,
which can be rewritten as
τ‖∂τb
n
N
‖2 +
∫
Ω
β
2
(|∇ × bn
N
|2 − |∇ × bn−1
N
|2)dx
≤ Rα
∫
Ω
f¯n
1 + σ|bn−1
N
|2
bn−1
N
· ∇ × (bn
N
− bn−1
N
)dx
+Rm
∫
Ω
(u¯n × bn−1
N
) · ∇ × (bn
N
− bn−1
N
)dx.
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Summing up the above for n from 1 to M leads to
τ
M∑
n=1
‖∂τb
n
N
‖2 +
β1
2
‖∇× bM
N
‖2
≤
β2
2
‖∇× b0
N
‖2 +Rα
M∑
n=1
∫
Ω
f¯n
1 + σ|bn−1
N
|2
bn−1
N
· ∇ × (bn
N
− bn−1
N
) dx
+Rm
M∑
n=1
∫
Ω
(u¯n × bn−1
N
) · ∇ × (bnN − b
n−1
N
) dx
,
β2
2
‖∇× b0N‖
2 + I + II. (4.3)
Next, we estimate I and II as follows.
By discrete integration by parts (cf. Lemma 2.3), we have
M∑
n=1
f¯n
1 + σ|bn−1
N
|2
bn−1
N
· ∇ × (bn
N
− bn−1
N
)
=
f¯MbM−1
N
1 + σ|bM−1
N
|2
· ∇ × bMN −
f¯1b0N
1 + σ|b0
N
|2
· ∇ × b0N
−
M−1∑
n=1
(
f¯n+1bn
N
1 + σ|bn
N
|2
−
f¯nbn−1
N
1 + σ|bn−1
N
|2
)
· ∇ × bn
N
.
Hence, it is easy to derive from the above that
|I| ≤
β1
8
‖∇× bMN ‖
2 + C‖b0N‖
2
V +
τ
8
M∑
n=1
‖∂τb
n
N‖
2
+
M−1∑
n=1
∫
Ω
∣∣σf¯n+1|bn−1
N
|2bnN − σf¯
n|bnN |
2b
n−1
N
∣∣
(1 + σ|bn
N
|2)(1 + σ|bn−1
N
|2)
· |∇ × bn
N
| dx
,
β1
8
‖∇× bMN ‖
2 + C‖b0N‖
2
V +
τ
8
m∑
n=1
‖∂τb
n
N‖
2 + III. (4.4)
Since f ∈ W 1,∞(0, T ;L∞), the term III can be estimated as follows:
III =
M−1∑
n=1
∫
Ω
∣∣∣σf¯n+1|bn−1N |2bnN − σf¯n|bnN |2bn−1N ∣∣∣
(1 + σ|bn
N
|2)(1 + σ|bn−1
N
|2)
· |∇ × bnN | dx
= σ
M−1∑
n=1
∫
Ω
∣∣∣f¯n+1(bnN − bn−1N )|bn−1N |2 + f¯n+1(|bn−1N |2 − |bnN |2)bn−1N + (f¯n+1 − f¯n)|bnN |2bn−1N ∣∣∣
(1 + σ|bn
N
|2)(1 + σ|bn−1
N
|2)
|∇ × bnN | dx
≤ Cτ
M−1∑
n=1
∫
Ω
|∂τb
n
N
||∇ × bn
N
| dx+ C
M−1∑
n=1
∫
Ω
∣∣∣σbn−1N (|bnN |+ |bn−1N |)(|bnN | − |bn−1N |)∣∣∣
(1 + σ|bnN |
2)(1 + σ|bn−1
N
|2)
|∇ × bn
N
| dx
+Cτ
M−1∑
n=1
∫
Ω
|bn−1
N
||∇ × bn
N
| dx,
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which can be further estimated by
III ≤
τ
8
M−1∑
n=1
‖∂τb
n
N
‖2 + Cτ
M−1∑
n=1
‖∇× bn
N
‖2 + C
M−1∑
n=1
∫
Ω
|τ∂τb
n
N
|
σ|bn−1
N
|2 + σ2 (|b
n
N
|2 + |bn−1
N
|2)
(1 + σ|bnN |
2)(1 + σ|bn−1
N
|2)
|∇ × bn
N
| dx
+Cτ
M−1∑
n=1
‖∇ × bnN‖
2 + Cτ
M−1∑
n=1
‖bn−1
N
‖2
≤
τ
8
M−1∑
n=1
‖∂τb
n
N
‖2 + Cτ
M−1∑
n=1
‖∇× bn
N
‖2 + 2C
m−1∑
n=1
∫
Ω
|τ∂τb
n
N
||∇ × bn
N
| dx+ Cτ
M−1∑
n=1
‖bn−1
N
‖2
≤
τ
4
M∑
n=1
‖∂τb
n
N
‖2 + C‖b0
N
‖2
V
.
Similarly, we can derive
|II| ≤
β1
8
‖∇× bMN ‖
2 + C‖b0N‖
2
V +
τ
8
M∑
n=1
‖∂τb
n
N‖
2. (4.5)
Therefore, we obtain from (4.3)-(4.5) that
τ
2
M∑
n=1
‖∂τb
n
N
‖2 +
β1
4
‖∇ × bM
N
‖2 ≤
β2
2
‖∇× b0
N
‖2 + C‖b0
N
‖2
V
≤ C‖b0‖2
V
,
which implies the desired result.
Note that the above theorem only shows that the scheme is unconditionally stable. However, to obtain
accurate approximations, one still needs to choose a time step, which should depend on physical parameters
Rm, Rα and βx, sufficiently small so that the dynamical behavior can be corrected captured. With the
above stability result, one can follow a standard, albeit tedious, procedure to derive an error estimate by
assuming further regularity on the solution. For the sake of brevity, we leave this to the interested reader.
5. Numerical Implementation
We will describe the details in numerical implementation in this section. it is natural to apply a spectral
element treatment to the expansion, to accommodate the phenomenon in three different domains. We present
the expansion in terms of Heaviside step function uI .
B(r, θ, ϕ) =
3∑
i=1
∞∑
l=0
l∑
|m|=0
uIi
[
ti,l,m(r)T
m
l (θ, ϕ) +∇×
(
Ai,l,m(r)T
m
l (θ, ϕ)
)]
, (5.1)
where {ti,l,m, Ai,l,m} ∈ CN (Ii).
Under this expansion, one can find two fully decoupled systems for ti,l,m and Ai,l,m. And immediately
the three dimension problem is reduced into a system of one dimension problems.
We first define some notations for cleaner form. Denote:
α =
1
τ
, f1 = αb
n−1, (5.2)
f2 = (β¯ − β(x))∇ × b
n−1 +Rα
f¯n
1 + σ|bn−1|2
bn−1 +Rm(u¯
n × bn−1), (5.3)
g =
{
g1 = (β¯1 − β1(x))∇× b
n−1 × n, x on Γ1,
g2 = −(β¯3 − β3(x))∇× b
n−1 × n, x on Γ2.
(5.4)
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Equation (3.3) can then be written in this form:
αbn + β¯∇×∇× bn = f1 +∇× f2, (5.5)
with the boundary conditions
∇× bn × n = 0, on ∂Ω,
[β¯∇× bn × n] = g, [bn] = 0 on Γ1 ∪ Γ2.
(5.6)
We apply the harmonic vector spherical analysis to f1,f2 and g. It is clear that f1 is also in the solenoidal
field, but it can still be expanded with the full dimension analysis.
f1(r, θ, ϕ) =
3∑
i=1
∞∑
l=0
l∑
|m|=0
uIi
[
f1,Ti,l,mT
m
l + f
1,∇S
i,l,m∇SY
m
l + f
1,r
i,l,mer
]
, (5.7)
f2(r, θ, ϕ) =
3∑
i=1
∞∑
l=0
l∑
|m|=0
uIi
[
f2,Ti,l,mT
m
l + f
2,∇S
i,l,m∇SY
m
l + f
2,r
i,l,mer
]
, (5.8)
gi(θ, ϕ) =
∞∑
l=0
l∑
|m|=0
[
gTi,l,m(r)T
m
l (θ, ϕ) + g
∇S
i,l,m∇SYl,m(θ, ϕ)
]
, (5.9)
5.1. Decoupled System of Equations
For notational convenience, we define the following operators:
d+l =
d
dr
+
l
r
, d−l =
d
dr
−
l
r
,
Ll =
l(l + 1)
r2
−
d2
dr2
−
1
r
d
dr
.
The strong form of the decoupled reduced differential equations is presented below. Detailed derivation of
the strong form can be found in appendix C.
The system to solve ti,l,m(r) is:
αti,l,m + βLl(ti,l,m) = f
1,T
i,l,m +
f2,ri,l,m
r
−
1
r
∂(rf2,∇Si,l,m )
∂r
, in Ii, (5.10)
t1,l,m(r1) = t2,l,m(r1), t2,l,m(r2) = t3,l,m(r2), (5.11)
β¯1d
+
1 t1,l,m(r1)− β¯2d
+
1 t2,l,m(r1) = g
T
1,l,m, (5.12)
β¯3d
+
1 t3,l,m(r2)− β¯2d
+
1 t2,l,m(r2) = g
T
2,l,m; (5.13)
d+1 t3,l,m(r3) = 0, (5.14)
And the system to solve Ai,l,m(r) is:
α(rAi,l,m(r))
′ + β¯
(
rLAi,l,m(r)
)′
= rf1,∇Si,l,m (r) + (rf
2,T
i,l,m(r))
′, (5.15)
A1,l,m(r1) = A2,l,m(r1), A2,l,m(r2) = A3,l,m(r2), (5.16)
A′1,l,m(r1) = A
′
2,l,m(r1), A
′
2,l,m(r2) = A
′
3,l,m(r2), (5.17)
β¯2L(A2,l,m(r1))− β¯1L(A1,l,m(r1)) = g
∇S
1,l,m, (5.18)
β¯2L(A2,l,m(r2))− β¯3L(A3,l,m(r2)) = g
∇S
2,l,m, (5.19)
Ll(A
3
l,m)(r3) = 0. (5.20)
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The solution space XN can be expanded from basis constructed from Legender polynomials:
φk = (Lk−1 − Lk+1, 0, 0), k = 1, . . . , n− 1
φk+N−1 = (0, Lk−1 − Lk+1, 0), k = 1, . . . , n− 1
φk+2N−2 = (0, 0, Lk−1 − Lk+1), k = 1, . . . , n− 1
φ3N−2 = (−
x
2
+
1
2
, 0, 0), φ3N−1 = (
x
2
+
1
2
,−
x
2
+
1
2
, 0),
φ3N = (0,
x
2
+
1
2
,−
x
2
+ +
1
2
), φ3N+1 = (0, 0,
x
2
+
1
2
).
Notice this φ(x) has domain x ∈ [−1, 1] in each subdomain, we can convert it to the function by change of
variable to φ(r), such that r ∈ Ii. In other words,
tNl,m(r) =
3N+1∑
k=1
ukφk(r), A
N
l,m(r) =
3N+1∑
k=1
vkφk(i)
We then plug back the expansions (5.1) into equation (3.13). Denote (u, v)ω as the weighted integral over
three domains
3∑
i=1
∫
Ii
uvωdr, and use tl,m, Al,m as the piecewise function with function value ti,l,m, Ai,l,m re-
spectively in Ii. Then the weak formulation of the reduced dimension system becomes: to find t
N
l,m(r), A
N
l,m(r),
such that for φ(r) ∈ XN :
α(tNl,m, φ)r2 + (β¯drt
N
l,m, drφ)r2 + l(l+ 1)(β¯t
N
l,m, φ) + r1(β¯1 − β¯2)t
N
l,m(r1)φ(r1)
+ r2(β¯2 − β¯3)t
N
l,m(r2)φ(r2) + r3β¯3t
N
l,m(r3)φ(r3)
=(Πf1,Tl,m , φ)r2 + (Πf
2,T
l,mφ)r − (Π(dr(rf
2,∇S
l,,m )), φ)r + r1
2g1,Tl,mφ
t
l,m(r1)− r2
2g2,Tl,mφ
t
l,m(r2).
(5.21)
α(drA
N
l,m, φ)r3 + α(A
N
l,mφ)r2 + β¯l(l+ 1)[(drA
N
l,m, φ)r − (A
N
l,m, φ)]
− β¯[(drA
N
l,m, φ
′′)r3 + 2(drA
N
l,m, drφ)r2 ] + β¯3r3
2(ANl,m)
′(r3)(r3φ
′(r3) + 2φ(r3))
+ (β¯2 − β¯3)(A
N
l,m)
′(r2)(r2φ
′(r2) + 2φ(r2)) + (β¯1 − β¯2)(A
N
l,m)
′(r1)(r1φ
′(r1) + 2φ(r1))
− r3l(l+ 1)β¯3A
N
l,m(r3)φ(r3) + r2(r2
2g∇S2 − l(l+ 1)(β¯2 − β¯3)A
N
l,m(r2))φ(r2)
+ r1(l(l + 1)(β¯2 − β¯1)A
N
l,m(r1)− r1
2g∇S1 )φ(r1)
=((INf)
′, φ)r3 + (INf, φ)r2 .
(5.22)
Although we only discussed a first-order time marching scheme for brevity, it is clear that a similar
second-order scheme based on backward difference formula and Adam-Bashforth extrapolation for nonlinear
terms can be constructed, and it is expected that similar stability result can also be established.
6. Numerical Results
Now we perform some numerical tests to validate our code.
We consider an application to a solar interface dynamo as in [4] where a finite-element method is used.
The domain Ω, composed of inner core Ω1, convection zone Ω2, and exterior region Ω3, with the interfaces
at r1 = 1.5, r2 = 2.5, r3 = 7.5. The magnetic diffusivity βi(x) is a constant in each zone, namely {1, 1, 150}.
In the convection zone, the tachocline is located at rt = 1.875. We set
f(x, t) = sin2 θ cos θ sin
[
π
r − rt
r2 − rt
]
, (6.1)
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which represents alpha quenching lies in between the tachocline and outer surface of convection zone; and
take
u = (0, 0,Ωt(θ)r sin θ sin
[
π
r − r1
rt − r1
]
), (6.2)
Ωt(θ) = 1− 0.1642 cos
2 θ − 0.1591 cos4 θ, (6.3)
which represents a solar-like internal differential rotation in between the tachocline and the inner surface of
convection zone.
The initial condition is given by
Br = 2 cos θr(r − r2)
2/r22, (6.4)
Bθ = − sin θ(3r(r − r2)
2 + 2r2(r − r2))/r
2
2 , (6.5)
Bϕ = 3 cos θ sin θr
2(r − r2)
2/r22 , (6.6)
which is non-zero only in the inner core and convection zone.
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Figure 2: Rm=100. Contours of the azimuthal field Bϕ in a meridional plane at different time.
In the first simulation, we take Rα = 30, Rm = 100, and plot in Figure 2 the contours of azimuthal field
Bϕ in a meridional plane. In this simulation, we take δt =
1
16000 with 40 equal spaced points for latitude and
40 equal spaced points for longitude, and 20 Legendre-Gaussian-Lobatto points in each layer. In Figure 3, we
show the butterfly-shaped profile on the tachocline, where the function f and internal differential rotation
u meet.
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Figure 3: Butterfly diagram of azimuthal field at the interface at tachocline
In the second simulation, we keep Rα = 30 but take Rm = 1000. and plot the contours of azimuthal field
Bϕ in Figure 4. We observe similar quasi-periodic patterns as the previous example. The large Rm leads to
a significant increase of the magnitude.
In Figure 5, we plot magnetic energy Em =
∫
Ω
|B|2dx for Rα = 30 with different Rm. These results are
consistent with those reported in [4].
7. Concluding remarks
We developed in this paper an efficient numerical scheme for the 3D mean-field spherical dynamo equation.
For the time discretization, we adopt a special semi-implicit discretization in such a way that at each time
step one only needs to solve a linear system with piecewise constant coefficients. To deal with the divergence-
free constraint, we use the divergence free vector spherical harmonic functions in space so that our numerical
solution is automatically divergence-free. In addition, this allows us to reduce the linear system to be solved
at each time step to a sequence of one-dimensional equations in the radial direction, which can then be solved
by using a spectral-element method. Hence, the overall scheme is very efficient and accurate.
We showed that the solution of our fully discretized scheme remains bounded independent of the number
of unknowns, and presented several numerical results to validate our scheme.
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Figure 4: Rm=1000. Contours of the azimuthal field Bϕ in a meridional plane at different time.
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Appendix A. Vector Spherical Harmonic basis
For VSH defined in (3.7)
∇×
(
fV ml
)
=
(
d+l+2f
)
Tml ,
∇×
(
fWml
)
= −
(
d−l−1f
)
Tml ,
∇× (fTml ) =
l(l + 1)f
r
Y ml er +
1
r
d(rf)
dr
∇SY
m
l
(2l+ 1)∇×
(
fTml
)
= (l + 1)
(
d+l+1f
)
Wml − l
(
d−l f
)
V ml ,
∇×∇× (f(r)Tml ) =
(
l(l+ 1)f
r2
−
2f ′
r
− f ′′
)
Tml = L(f)T
m
l .
Appendix B. Representation of the Solenoidal Vector Field
We now seek the representation of the divergence free space, in other words, the Solenoidal vector field.
We know that ∇ · curlSY
m
l = 0, only need to see the other two sets.
Suppose we have a vector u represented by both sets of basis:
u =
∑
l,m
aml (r)Y
m
l er + b
m
l (r)∇SY
m
l
=
∑
l,m
vml (r)V
m
l + w
m
l (r)W
m
l
(B.1)
Given identities
∇ · (fTml ) = 0, ∇ · (fV
m
l ) = (l + 1)d
+
l+2fY
m
l , (B.2)
∇ · (fWml ) = ld
−
l−1fY
m
l , (B.3)
Divergence of the vector u given expansion under basis Tml ,V
m
l ,W
m
l is
∇ · u =
∑
l,m
[(l + 1)d+l+2v
m
l + ld
−
l−1w
m
l ]Y
m
l (B.4)
We know that if u is divergence free, it must obey the following relation,
(l + 1)d+l+2v
m
l + ld
−
l−1w
m
l = 0, ∀l,m > 0, (B.5)
for l = 0, we only have V 00, therefore
d+2 (a
0
0(r)) = 0. (B.6)
Now we take divergence on u.
∇ · u =
∑
l,m
1
r2
∂(r2aml )
∂r
Y ml +
1
r sin θ
∂
∂θ
(
sin θbml (r)
∂Y ml
∂θ
)
+
1
r sin θ
∂
∂ϕ
(
bml (r)
sin θ
∂Y ml
∂ϕ
)
=
∑
l,m
1
r2
∂(r2aml )
∂r
Y ml +
bml (r)
r sin θ
∂
∂θ
(
sin θ
∂Y ml
∂θ
)
+
bml (r)
r sin2 θ
∂2Y ml
∂ϕ2
=
∑
l,m
1
r2
∂(r2aml )
∂r
Y ml +
bml (r)
r
∆SY
m
l =
∑
l,m
1
r2
∂(r2aml )
∂r
Y ml − l(l + 1)
bml (r)
r
Y ml
(B.7)
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So we know for the solenoidal field, we need to have, ∀l,m,
r(aml )
′ + 2aml − l(l + 1)b
m
l = 0 (B.8)
Consider the relations between {aml , b
m
l } and {v
m
l , w
m
l } in (B.13)
(l + 1)vml + lw
m
l = a
m
l , w
m
l − v
m
l = b
m
l (B.9)
vml =
aml − lb
m
l
2l+ 1
, wml =
aml + (l + 1)b
m
l
2l + 1
(B.10)
So the coefficient for V ml ,W
m
l should be:
vml = −
r
(2l+ 1)(l + 1)
d−l−1(a
m
l ), w
m
l =
r
l(2l+ 1)
d+l+2(a
m
l ) (B.11)
or,
vml = −
1
(2l+ 1)(l + 1)
d−l (ra
m
l ), w
m
l =
1
l(2l+ 1)
d+l+1(ra
m
l ) (B.12)
Let Aml (r) =
r
l(l+1)a
m
l (r), and notice the identities:
curl
(
fV ml
)
=
(
d+l+2f
)
Tml , curl
(
fWml
)
= −
(
d−l−1f
)
Tml ,
(2l+ 1)curl
(
fTml
)
= (l + 1)
(
d+l+1f
)
Wml − l
(
d−l f
)
V ml .
(B.13)
Therefore we can rewrite u as:
u = curl(
∑
l,m
Aml (r)T
m
l ) (B.14)
Now we know for any u in a solenoidal field, we can expand it as:
u =
∑
l,m
tml (r)T
m
l +∇× (A
m
l (r)T
m
l ) + a
0
0(r)Y
0
0 er (B.15)
with d+2 a
0
0(r) = 0. For most practical cases, a
0
0(r) is zero.
Appendix C. Derivation of the Strong Form for Solenoidal Vector Field
We will give detailed derivation of the strong form in the solenoidal expansion in this section. The system
is:
αBn + β¯∇×∇×Bn = f1 +∇× f2, in Ω, (C.1)
with the boundary conditions
∇× bn × n = 0, on ∂Ω,
[β¯∇× bn × n] = g, [bn] = 0 on Γ1 ∪ Γ2.
(C.2)
The expansions for functions involved are:
BN (r, θ, ϕ) =
3∑
i=1
∞∑
l=0
l∑
|m|=0
uIi
[
til,m(r)T
m
l (θ, ϕ) +∇×
(
Ail,m(r)T
m
l (θ, ϕ)
)]
, (C.3)
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f1(r, θ, ϕ) =
3∑
i=1
∞∑
l=0
l∑
|m|=0
uIi
[
f1,Ti,l,m(r)T
m
l (θ, ϕ) + f
1,∇S
i,l,m (r)∇SY
m
l (θ, ϕ) + f
1,r
i,l,m(r)er
]
, (C.4)
f2(r, θ, ϕ) =
3∑
i=1
∞∑
l=0
l∑
|m|=0
uIi
[
f2,Ti,l,m(r)T
m
l (θ, ϕ) + f
2,∇S
i,l,m (r)∇SY
m
l (θ, ϕ) + f
2,r
i,l,m(r)er
]
. (C.5)
gi(θ, ϕ) =
∞∑
l=0
l∑
|m|=0
[
gTi,l,m(r)T
m
l (θ, ϕ) + g
∇S
i,l,m∇SYl,m(θ, ϕ)
]
, (C.6)
After applying double curl on BN ,
∇× (∇×BN ) =
3∑
i=1
∞∑
l=0
l∑
|m|=0
uIi
[
L(ti,l,m(r))T
m
l +
l(l+ 1)L(Ai,l,m(r))
r
Y ml er (C.7)
+
1
r
∂
(
rL(Aml (r))
)
∂r
∇SY
m
l
]
. (C.8)
Direct calculation on ∇× f2 gives,
∇× f2 =
3∑
i=1
∞∑
l=0
l∑
|m|=0
uIi
[ l(l+ 1)f2,Ti,l,m(r)
r
Y ml (θ, ϕ)er +
1
r
d(rf2,Ti,l,m(r))
dr
∇SY
m
l (θ, ϕ) (C.9)
−
1
r
d(rf2,∇Si,l,m (r))
dr
Tml (θ, ϕ) +
f2,ri,l,m(r)
r
Tml (θ, ϕ)
]
. (C.10)
Due to the othorganality of Tml , Y
m
l er and ∇SY
m
l , it is easy to derive that for T
m
l direction,
αti,l,m(r) + β¯iL(ti,l,m(r)) = f
1,T
i,l,m(r) +
f2,ri,l,m(r)
r
−
1
r
d(rf2,∇Si,l,m (r))
dr
, in Ii, (C.11)
for ∇SY
m
l direction,
α
1
r
d(rAi,l,m(r))
dr
+ β¯
1
r
d
(
rLAi,l,m(r)
)
dr
= f1,∇Si,l,m (r) +
1
r
d(rf2,Ti,l,m(r))
dr
, (C.12)
for er direction,
αAi,l,m(r) + β¯iL(Ai,l,m(r)) =
r
l(l+ 1)
f1,ri,l,m(r) + f
2,T
i,l,m(r). in Ii. (C.13)
Notice the fact that f1 is also in the solenoidal vector field, which means
1
r2
d(r2f1,rl,m)
dr
=
l(l+ 1)
r
f1,∇Sl,m , (C.14)
(C.12) can be rewritten as:
α
1
r
d(rAi,l,m(r))
dr
+ β¯
1
r
d
(
rLAi,l,m(r)
)
dr
=
1
r
d
dr
(
r2f1,ri,l,m(r)
l + 1
) +
1
r
d(rf2,Ti,l,m(r))
dr
, (C.15)
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We want to make a remark that (C.13) and (C.15) differ in the order of the PDE in the sense that solution
of Ai,l,m(r) can differ up to a constant. We have already pointed out that in the solenoidal representation,
the A(r) is not unique, but we can manually set the constant to any value for convenience.
We focus now on the boundary conditions. First we consider
[bN ] = 0,
this requires the continuity at intersections, which leads to the following conditions. For Tml direction:
t1,l,m(a) = t2,l,m(a), t2,l,m(b) = t3,l,m(b), (C.16)
for ∇SY
m
l direction:
d
dr
(rA1,l,m(r))
∣∣∣
r=a
=
d
dr
(rA2,l,m(r))
∣∣∣
r=a
,
d
dr
(rA2,l,m(r))
∣∣∣
r=b
=
d
dr
(rA3,l,m(r))
∣∣∣
r=b
(C.17)
for Y ml er direction:
A1,l,m(a) = A2,l,m(a), A2,l,m(b) = A3,l,m(b). (C.18)
Next, we consider
[∇× bN × n] = g,
which will leads to for Tml direction:
β¯1d
+
1 t
1
l,m(a)− β¯2d
+
1 t
2
l,m(a) = g
T
1,l,m, (C.19)
β¯3d
+
1 t
3
l,m(b)− β¯2d
+
1 t
2
l,m(b) = g
T
2,l,m, (C.20)
for ∇SY
m
l direction:
β¯2L(A2,l,m(a)) − β¯1L(A1,l,m(a)) = g
∇S
1,l,m, (C.21)
β¯2L(A2,l,m(b))− β¯3L(A3,l,m(b)) = g
∇S
2,l,m, (C.22)
and no condition can be given in the er direction.
On Γ3, the boundary condition is:
∇× bN × n = 0,
this leads to
d+1 t
3
l,m(c) = 0, Ll(A
3
l,m)(c) = 0. (C.23)
It is quite clear the for ∇SY
m
l and Y
m
l er directions, the differential equations are essentially the same but
boundary conditions differ a lot. This is because the er direction is a consequence in the solenoidal vector
field. We will take the ∇SY
m
l as the first choice, and still taking account the boundary conditions for er
direction.
Now we can summarize the strong form for ti,l,m(r) and Ai,l,m(r).
αti,l,m(r) + β¯iL(ti,l,m(r)) = f
1,T
i,l,m(r) +
f2,ri,l,m(r)
r
−
1
r
d(rf2,∇Si,l,m (r))
dr
, in Ii, (C.24)
t1,l,m(a) = t2,l,m(a), t2,l,m(b) = t3,l,m(b), (C.25)
β¯1d
+
1 t
1
l,m(a)− β¯2d
+
1 t
2
l,m(a) = g
T
1,l,m, (C.26)
β¯3d
+
1 t
3
l,m(b)− β¯2d
+
1 t
2
l,m(b) = g
T
2,l,m, (C.27)
d+1 t
3
l,m(c) = 0. (C.28)
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α(rAi,l,m(r))
′ + β¯
(
rLAi,l,m(r)
)′
= rf1,∇Si,l,m (r) + (rf
2,T
i,l,m(r))
′, (C.29)
A1,l,m(a) = A2,l,m(a), A2,l,m(b) = A3,l,m(b), (C.30)
A′1,l,m(a) = A
′
2,l,m(a), A
′
2,l,m(b) = A
′
3,l,m(b), (C.31)
β¯2L(A2,l,m(a))− β¯1L(A1,l,m(a)) = g
∇S
1,l,m, (C.32)
β¯2L(A2,l,m(b))− β¯3L(A3,l,m(b)) = g
∇S
2,l,m, (C.33)
Ll(A
3
l,m)(c) = 0. (C.34)
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