Abstract-The fundamental problem of identifying a linear time-invariant system, from measured samples of its output response to a known input, is one that impacts on many important fields of interest. Naturally, it has a long and continuing history, but our purpose is to break fresh ground by utilizing a new and simple deterministic theory founded squarely on wellestablished passive network concepts. Specifically, the present analysis together with documented numerical results demonstrate that the method we propose achieves two essential goals: 1) Stable rational minimum-phase transfer functions can be identified without a priori knowledge of either numerator or denominator degrees. 2) Stable rational minimum-phase Pad& like approximations appear to be generated automatically in the nonrational case.
I. INTRODUCTION HE problem of identifying a linear time-invariant sys-
T tem from measurements of its output response to a known input excitation such as a white noise source, is of fundamental importance in many areas of engineering. Such an identification allows one to predict the system outputs, and as a result this problem has considerable impact in several areas such as speech processing, pattern recognition, target identification and seismology, where forecasting is of extreme importance. A closely related problem is that of approximating a nonrational system by a "faithful" rational system. This has applications in distributed system theory and in simulating systems represented by partial differential equations. Other applications include design of rational stable transfer functions that approximate a given gain function in an optimal manner (filter design problem).
The system identification problem we now describe, although initially restricted to the rational case, is generic, and the techniques developed here can be used for rational approximation of nonrational transfer functions. These minimum phase approximations are optimal in a specific sense and, in particular, they interpolate the given auto- neering, Polytechnic University, Brooklyn, NY 11201.
technic University, Farmingdale, NY 11735. correlation sequence, i.e., the Fourier coefficients of the spectrum associated with the rational approximation match the actual ones to a certain maximal length. The theory developed in Section I1 in this context is based on the theory of positive-real functions and the characterization of the class of all spectral extensions described in Appendix A [8], [12] . In the rational case, the present analysis represents an interesting application of Schur's theory on bounded-real functions [ 121 and Richards' theorem on degree reduction [ 141, [ 151. Generalization of these ideas into the nonrational case is carried out in Section IV, where the theory developed in the rational case is used to obtain minimum phase rational approximations of nonrational transfer functions by imposing PadC-like constraints on the square magnitude function.
To begin with, let x ( n ) denote a discrete-time, zeromean, real, wide-sense stationary stochastic process with autocorrelation function
(1) Clearly, the power spectral density of the process is given The infinite set of equations in (11) has been used successfully to determine the AR parameters as well as the model order p and q . In fact, with p424 (7)
are two relatively prime anti-Schur' polynomials (free of ther, mean, let real x ( n ) second-order represent stationary the system white response noise input to a zero-w(n) R ( P , 9 ) & L' -C Y : * * : * c y + ; -2 ] of unit variance. Then, P 4 C y -p + l cq-p+2 * -. cq x ( n ) = -c f f k x ( n -k) + p k W ( n -k) (8)
since [al, cy2, , aP] is unique and nonzero, the first p equations in (1 1) imply that the above R ( p , q) is nonand as is well known [ 161, = c C k , J k 0 . k = --OD
(9)
In this set up, the system identification problem is to evaluate the model order p , q as well as the p + q + 1 system parameters f f k , k = 1 + p and &, k = 0 -+ q from the available system output information. In the ideal case, this information is in the form of the exact output covariance sequence c k , k = 0 -+ r and, more generally, it is in terms of the system output response x ( n ) , n = 0 + N . It is probably safe to say that any numerical procedure for the recovery of H ( z ) that exploits the relationship in ( 9 ) , must inevitably rely on estimates of a sufficiently long sequence of c k ' s derived from an adequate supply of measured data x (n).
The problem presented above has been of considerable The denominator parameters so obtained together with co -+ cp + can be then used to evaluate the MA parameters using factorization algorithms developed for this purpose rankH, = rankHp+k = p ,
i.e., every Hankel covariance matrix of size greater than or equal top has rank p , the degree of the rational system under consideration. Instead of the system output autocorrelations, in situations where only the output data is available, since the parameters are unknown but nonrandom, the maximum likelihood (ML) technique can be used to estimate the order as well as the system parameters. Under Gaussian assumption, the exact likelihood function so obtained has been shown to be highly nonlinear even for simple ARMA (1, 1) systems. However, for systems with poles and zeros not too close to the unit circle, and for sufficiently large data records, the above likelihood function can be approximated as a least square problem [2] . The resulting equations in that case are the same as the YuleWalker equations with the exact autocorrelations replaced by their estimated counterparts [ 9 ] . A closely related method in this context is the iterated least square approach
[24] that starts with the observation that y ( n ) = x ( n ) + CQ = f f k x (n -k ) is an MA ( q) process in (8) and develops an iterative method to compute the AR-parameters there. The MA model order is then determined using the observation E [ y ( n ) y ( n + k)] = 0, for k 2 q + 1 (same as (1 l)), and this least square algorithm also can be derived from the lattice filter type algorithm [25] , [26] .
In what follows, we present a new approach to the problem of system identification and model order determination by utilizing theoretical ideas founded on well established positive function/bounded function concepts. Extensions of this technique to the problem of obtaining stable rational approximation of nonrational systems is described in Section IV. We begin with the rational case.
THE RATIONAL CASE
A function Z ( z ) is said to be positive if i) Z ( z ) is analytic in 121 < l and ii) Re Z(z) 2 0 in 121 < l . If, in addition, Z ( z ) is also real for real z , then it is said to be positive-real or p.r. [ 141, [ 151, [27] , [28] . Such functions are free of poles and zeros in the interior of the unit circle and, moreover, their poles and zeros on the boundary of the unit circle, if any, must be simple with positive residues for the poles [ 141, [27] , [28] . Further, the analyticity in (21 < 1 allows the representation m and from Schur's theorem [12] , Z(z) given by (15) represents a p.r. function iff every Hermitian Toeplitz matrix T,, generated from co, c l , * * , c,, n = 0 + cx, as in (4) is nonnegative definite. It can be shown that, for such functions the interior radial limit z ( e j e > = lim Z(reJe)
r + 1 -0 exists for almost all 8, and hence its real part is nonnegative almost everywhere on the unit circle, i.e.,
where c-k b cz. Since K ( 8 ) is also uniformly bounded for almost all 0, it is an integrable function, and hence associated with every p.r. function there exists a power spectrum defined as in (17) with finite power. Conversely from (2)-(4) and Schur's theorem, associated with every power spectrum, the function z(z) defined as in (15), with ck's from (2), represents a p.r. function. Thus, there exists a one-to-one relationship between p.r. functions and power spectral density functions.
In the rational case, Z ( z ) is rational, and since every power spectral density can be represented uniquely in terms of its minimum phase factor H ( z ) as in (9) 
is a positive-real function. Moreover, from (1 1 ) the autocorrelations satisfy
and since p 1 q , substituting this into the above expression for k > p , we obtain ' The degree of a rational system equals the totality of its poles (or zeros), including those at infinity with multiplicities counted.
41n the present context, transverse electromagnetic (TEM) lines can be thought of as pure multiplier/delay elements and 2 represents the two-way round-trip delay operator common to all lines (see Fig. 2 
is a b.r. function. In the rational case p (z) is rational, and for the rational p.r. function Z ( z ) in (22), (24) 
i.e., for degree reduction to occur, the "even part" of Z ( z ) must possess a zero at z = 0.
A. ARMA System Characterization
To investigate the above degree reduction condition in the case of an ARMA ( p , q) system H ( z ) , let p L q. Then from (22), 6 ( Z ) = p and from (5) and (20) where A(z) A zpA* (z) (26) is of degreep -1; i.e., 6 ( p l ( z ) (22) Fig. 2 . ARMA ( p . q) system and its irreducible representation.
which represents the general Schur algorithm and the basis for the Richards' degree reduction condition [14] . Clearly, 6 ( Z J = 6 ( p l ) , so that such cycles with degree reduction we have the network shown in Fig. 2 . Clearly, at every such cycle, the new p.r. function Zr(z) satisfies 6(Z,) = p -r and Thus from (29
is of one degree less than the original Z(z), and this process of degree reduction can be repeated if p -q L 2. In fact, from (32),
and as a result in Fig. 2 has degree q and the characteristic impedances Ro = Z ( 0 ) and (39) are all positive numbers. Moreover, and this is a key observation which ultimately will enable us to find p and q , because z = 0 is not a zero of the "even part"
additional line extractions do not produce any more degree reduction and hence
From the basic transformation formula (32), together with (31), more generally at the rth stage, we have for every r 2 p -q.
(35) Since the above argument shows that there is no more de-
we have the degree constraint (36)
any pole of N ( z ) in 1zl < 1 is a pole of ZI, (z) and therefore not a zero of (ZI i-z,*)/N(z). Thus, i f p -4 2 2, then from (29) Z = 0 must be a zero of ZI (2) f ZI* (z).
f o r r 2 p -q where the last two equalities follow from (40). Further, equating the first and last part of (41), we also have As a result,
and hence from (42)- (43),
because Zl,(z) + -ZI (0) as z -+ 0. It follows that z = 0 is a zero of (Z, + Z1,)/2 of orderp -q -1. Repeating the procedure that led to Fig. 1 is expressible in irreducible form as the ratio of a numerator polynomial of degree I q -1 and a denominator polynomial of degree equal to q, i.e., h, + h , z + --* + h q -l z q -' 1 + g l z + * * * + g q _ l z q -l + gqz4' p r + l ( z ) = r I p -q . (45) This invariant character of the bounded-real functions with respect to their degree beyond a certain stage is characteristic to ARMA ( p , q) systems, and is exploited later on for model order identification and system parameter evaluation. Letting represent the ( r + 1 ) st junction "mismatch" reflection coefficient that is bounded by unity, the single-step update rule (Schur algorithm)
r r O (47) that follows readily from (41) , by expressing Z,+ I ( z ) in terms of p r + l(z) as well as P , +~( Z ) , also proves to be extremely useful for model order determination. To make use of the above synthesis procedure for generating a new p.r./b.r. function together with their degree constraints, in the ARMA system identification problem, it is necessary to reformulate these observations analytically with the help of the c , '~, the Fourier coefficients in the expansion (9) . This is easily accomplished by making use of the basic interpolation formula derived in Appendix A, for the class of all spectral extensions that match the given set of Fourier coefficients. As we show below, together with the degree reduction arguments given above, this procedure turns out to be a powerful tool for system identification and model order determination. To begin with, we summarize Appendix A, in the following theorem. is anti-Schur);
2) for every r I 0, the class of all spectral extensions that interpolate the given autocorrelations co, c1, . s * 9 Ciis given by where.
P,(z) (52) and p r + I (z) is an arbitrary bounded-real function (see footnote 5) that represents the termination after r + 1 line extractions (see Fig. 3 ).
z ' P , ( l / z ) = a, + a r P l z + . . . + aOzr
Discussion:
In the case of rational spectral extensions, p r + I ( z ) is rational, and let rr+ l(z) denote the unique rational bounded-real solution of the equation 1 -p r + l ( z > p r + l * ( z ) = r r + I ( z ) r i -+ l * ( z ) (53) that is analytic and free of zeros in (zI < 1 . As is readily verified 
is the unique minimum phase rational factor that satisfies 
B. ARMA Parameter Estimation
In particular, since the unknown transfer function in (5) also must follow from (55) for a specific choice of a rational p, + (z), to make use of the above theorem in the reconstruction of H ( z ) in (5)- (7), it is necessary to know p, + (z) for at least one value of r . From (45) for any k 1 p -q, since pk + ( z ) always has 2q unknowns, as shown below, the smallest r suitable for this purpose turns out to be r = p + q. Indeed, let (56) represent the b.r. function after extracting p + q + 1 lines in Fig. 3 and assume, temporarily, that p and q are known. (58), and hence the coefficients of the higher order terms beyond z p must be zeros there. Thus by equating the coefficients of z P + ' , z p t 2 ,
derive 2q linear equations that determine the 2q unknowns gk, k = 1 -+ q, and hk, k = 0 -+ q -1 uniquely at the correct stage. In matrix form, these equations become
is an anti-Schur polynomial of degree q with g (0) = 1 and 6 (h) 5 q -1. The coefficients of h (z) and where A is a 2q x 2q matrix given by I . g(z) constitute 2q unknowns.' From (51)- (57) and ( 
. . .
Note that the ak's denote the coefficients of the Levinson polynomial P,+,(z), i.e.,
PP+,(Z)
With the hk's and gk's so determined,' the denominator (58) 'The coefficients h,-,, g, , k = 1 + q in (45) and (57) and (with go = 1)
The factorization in ( On comparing (58), (65) together with (6), (7), we see
From (54), ( 5 5 ) , and (58), the power spectrum associated with this ARMA( p , q) system H ( z ) matches the given
The above analysis presupposes that p and q are known. However, these quantities are unknown in practice, and to identify them, as shown below, the invariant characteristics of the bounded-real function at the next stage can be exploited.
autocorrelations co, c I , * 7 cp t q'
C. Model Order Selection
In the final and crucial step that follows, we explain the essentials of a new method for determining the model orderp and q. Having determined pp + q + (z) using (60), the b. r. function p p + + (z) at the next stage also can be determined independently in a similar manner as in (58) by setting r = p + q + 1 . Notice that p,, + q + 2 ( z ) has the same generic form as in (45), and it makes use of addiwrite ho + hIz + * e * + h m P l z m -l Pn+m+l(z) = + g l z + . . . + g m -l z m -l + gmzm (68) hm -I (2) g m (2) -~ -fo +fiz + * . * + f m -1 z m -l P n + m + 2(z) = 1 + e l z + * * + e m -l z m -l + e,,?"
em (2) and proceed as follows. From ( 4 3 , clearly pn + + (z) and p n + + 2 ( z ) have the above form whenever n 2 p and m to have degree n . Notice that in the case of (70), the above degree restriction gives rise to 2m linear equations in 2m unknowns and they have the same representation as in (60)-(64) with p and q there replaced by n and m , respectively. However, imposing the above degree constraint on the polynomial (7 1) leads to an overdetermined system of 2m + 1 equations for 2m unknowns. Explicitly,
where B is (2m + 1) x 2m and is given by 
and the bk's denote the coefficients of the polynomial
Once the e's and f's are so determined," the bounded-real functions in (68) and (69) (z) , and equating the ratios of like powers on both sides of (76), we obtain the m conditions
and
whenever n 1 p and m 2 q. (Here f-' 0. Since the ratio of the constant terms on both sides of (76) equals ho, (78) is trivially true for k = 0.) Notice that these conditions are a direct consequence of (38) and (44) and reflect the ARMA(n, m ) nature of the problem. Since the first stage where (77) and (78) are satisfied occurs at n = p and m = q , by updating sequentially, p and q are found here as the smallest integers n 1 1 and m 5 n , respectively, for which
and, more generally, where E , Comment: The key feature of a rational system, its degree, is fully exploited by this new algorithm at every stage by making use of the invariant properties in (38) and (44) , and the numerical examples presented in the next section offer convincing proof of its remarkable effectiveness and versatility. eo(n, m ) given in (77).
NUMERICAL RESULTS-THE RATIONAL CASE
The illustrative examples chosen in this section deal exclusively with the reconstruction of real rational transfer "The unknowns e's andf's in (71), (72) can be determined either by using a pseudoinverse solution for B (if it exists) or by making use of only the first 2m most significant equations in (72). (We implemented the latter in our computations, since the last equation in (72) is the same as (77).) functions and have been designed to highlight all important facets of the algorithm described in Section 11. In case A the covariances c, are assumed to be known exactly, but in case B they are estimated from samples of the output response of the system to a white noise input.
A. Known Covariances
In the first step, the system is assumed to be ARMA ( n , m), m I n, and initialization begins with n = 1 and m = 0. The formula (68), (69), using (60) and (72) . . .
Finally, to facilitate comparison, the reconstructed spectrum eters coincide with the computed values of H,(z) in Fig.   4 , indicating the true model order to be ARMA (5, 2) .
The theoretical development in Section I1 presupposes that q 5 p , a totally unnecessary restriction, introduced solely to promote quick understanding of the main ideas. is identified here up to sign. Additional examples, such as ARMA (4, 6) and MA(2) have been worked out and the fidelity of these reconstructions is truly impressive Every case q > p (e.g., any MA (q) process) is detected as an ARMA(n, n) situation in which n = q. This means of course that some coefficients of D(z) are filled in automatically to raise its degree to q. Nevertheless, all superfluous coefficients are computed as totally negligible quantities! This unique property is valid proof of the fundamental character of the present algorithm.
[3 11.
B. Known Output Data
The original H ( z ) under test is implemented recursively and then driven at the input by a stationary zero-mean white noise source1' w ( n ) of variance o2 to generate the required output data stream x(n). Thus,
In all these examples we have used the statistic N n = N o + l "It has been our experience that standard "white" noise sources are inadequate and must be subjected to considerable "prewhitening" to be really useful. Also the noise variance is chosen to be greater than unity to maintain (almost always) positivity for the first term in (8b). 
The reconstructed model in the exact case is given by 
AIC(n,m) AIC(n,m)
....... The estimated model using 600 data points is given by 2.2804 + 0.7284~ + 0.8652~' 1 -2.6159~ + 3.3653~' -2.22302' + 0 . 7 3 4 3~~'
The original model in (c), (d) corresponds to H(z) = I + 0 . 4 7 9 1~ + 0.0862~' + 0.2902~' + 0 . 7 3 1 1~~'
The estimated model using 400 data points is given by formity with our formulation. With exact covariances, m) shows a substantial dip at the correct stage, but with c,'s estimated from a finite number of output samples, even though the dip is reduced, the discrimination ratio is still significantly large compared to the behavior exhibited by the AIC in Figs. 4 , etc. that are usually used for model order selection have no mechanism to exploit the key feature of rational systems -their degree. This is because statistical procedures in themselves have no inherent capability to bring out the rationality of the system explicitly; they always work with the likelihood function both in the rational as well as the nonrational case. The superior performance of eo (n, m ) in model order determination in the present case can be attributed to the proper characterization of rational systems and the exploitation of rationality at every stage. 
IV. THE NONRATIONAL

A ( z )
is said to be a Pade approximation to H ( z ) in (92) 
It is not difficult to show that such an approximation is always unique [44] . Unfortunately, these approximations do not guarantee stable systems. Moreover, since such techniques only involve a finite number of terms of the actual impulse response (bo, b l , e * * , bp + in determining the rational approximation, the crucial asymptotic transcendental characteristics of the original system can never be faithfully captured by this approach.
Our approach to this problem is motivated by the arbitrary nature of the bounded-real function appearing in the closed form formulation for the class of all spectral extensions in Theorem 1. Following the technique developed in the previous section for the rational case, Pad& like constraints can be imposed on the magnitude square of the transfer function. Thus, a rational function as in (93) is said to be a PadC-like approximation (if it exists) to the nonrational function H ( z ) in (89)-(92) if r where r 1 p + q, i.e., the Fourier coefficients of the rational approximation must match with the Fourier coefficients of the given power spectral density in (88), (89) up to at least the first p + q + 1 terms. Since ck = bibk + i , unlike the Pade approximation, evidently all bk's participate in every such approximation. As we show below, such an approximation, if it exists, is automatically stable and minimum phase. 2) Theorem 1 and the technique described in Section 11 for extracting lines from Z(z) are still valid. However in (50), the function p r + (z), although b.r. in ( I ( < 1, is no longer restricted to being rational and the concept of degree reduction is not directly applicable.
-* , c, in the expansion (89) be used to determine P,.(z) by means of (49) 
that is free of zeros in Iz( < 1, then it is clear that K,(0) We now offer a tentative analysis which suggests strongly that optimal p(z)'s should always exist, at least for certain values of r. The numerical evidence presented in Section V in support of this conjecture appears to be overwhelming. (91). Then, for all r, except a finite number at most, there exist real polynomial solutions g(z), h(z), and f(z) of (100) meeting the above last two requirements q + p 5 r and p < r for optimality.
Proof: Suppose first that S(P,) < r . Then, g(z) = 1, h (z) = 0 and f (z) = P, (z) constitute an optimal choice because p(z) = 0, q = 0, p = AV,), and q + p = p < r. In this case, H,.(z) = l/Pr(z) is AR(p). Assume therefore, S(P,) = r 2 1. Clearly, due to the presence of the factor z in (loo), 6(g) = q I 1 and 6 ( h ) I q -1 are necessary conditions for the existence of an optimal p (2). We may therefore write
and in general subject to the constraints g, # 0 and r I q + p.I5 From (loo), is a meaningful minimum phase rational approximation to H(z) in (92). For a given r, p(z) = h(z)/g(z) is optimal if the corresponding-H,(z) defined by (103) has minimum degree.
To delineate such p's, let 6 ( p ) = q and assume g (0) = 1. If S(f) = p < r , then due to the presence of the z factor in (loo), necessarily 6 ( h ) I q -1, 6 ( g ) = q and once again the formal degree of the denominator polynomial f (z) becomes equal to r 4-q. Clearly (100) 
and by comparing coefficients we obtain
The q equations contributed by (1 12) can be rewritten in the matrix form16 However, for q = 1 , the question of bounded reality can be answered affirmatively [31] . In particular, it can be shown that optimal PadC-like approximations of the form ARMA ( p , 1) exists in general, iff the junction reflection coefficients sp generated from the given autocorrelations satisfy [31], [45] To see this, consider a stage ( p , I ) , withp 1 1 . In that case, p ( z ) must be of the form and with P,, + , (z) = E! LA aip to give Clearly, for p (z) in (1 19) to be bounded-real, it must be free of poles in 1 z 1 I 1 and bounded by unity there. Of these, using (1 19)-(120), the first condition gives which simplifies into
Similarly the second condition is satisfied if p ( z ) is bounded by unity where the denominator takes its minimum most value in 1 z 1 I 1. Thus, since
we must have and it simplifies into which is the same as (1 18). Notice that (121) is subsumed in (1 18) and hence (1 18) forms the necessary and sufficient condition for an ARMA ( p , 1) Pade-like approximation to exist.17 Although the condition 1 sp/sp + , 1 > 1 is satisfied infinitely often by every power spectral density that satisfies (88) and (91) [31], this is not true in the case of (1 18). For example, consider the spectral density, whose junction reflection coefficients are given by Clearly, 0 < sk C= 1, 1 sk I > I s k + 1, k I 3 and E;= I sk < 00, implying the Paley-Wiener criterion in (91) "Incidently, (118) is satisfied by the reflection coefficients of every ARMA( po, 1) system for all p 2 p o [3 I] . The approximated model is given by [3 11. However, V. NUMERICAL RESULTS-THE NONRATIONAL CASE As pointed out earlier, if an ARMA ( p , q) Pade-like approximation H,(z) as in (103) 
which violates the above necessary and sufficient condition for every p . Thus, no ARMA ( p , 1) PadC-like approximation exists for this example. However, higher order Padt-like approximations can exist in this case, and the question of the b.r. character of the optimal p ( z ) in the general case is still open.
I
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the examples under discussion, the percent error functions as a trustworthy measure of fidelity. Here r = n + m, and represents the approximated ARMA ( n , m ) spectrum. The transfer function H ( z ) in Fig. 8(a) is clearly nonrational and defines a nonrational power spectral density. As Fig. 8(a), (b) show, our algorithm produces a "best" optimal ARMA (10, 8) approximation H, (z) which is Our extensive numerical experience seems to reinforce the opinion that optimality is the rule, rather than the exception. Nevertheless, a rigorous proof is still lacking and the issue remains unresolved.
VI. CONCLUSIONS
This paper investigates the problem of identifying linear time-invariant systems from their output autocorrelations or measured samples of the output response to a white noise input. The theory developed in the rational case is further used to generate a class of rational transfer functions that approximate nonrational systems in an optimal manner.
In the case of rational systems, the system identification problem is to evaluate the degree (model order) of its numerator and denominator polynomials as well as their coefficients (system parameters). In this context, a new approach is presented here that exploits the key feature of a rational system, its degree, by utilizing theoretical ideas founded on well-established passive network concepts.
IRAt an essential singularity, the function has a pole of infinite order (i.e., the power series about that point has an infinite number of terms with negative power).
An ARMA(p, q) system has p + q + 1 independent parameters and ordinarily these parameters are determined directly (for example, see (12)). In the present approach, however, these parameters are reconstructed using a two step procedure. In the first step, the central unknown quantity behind an ARMA( p , q) system is shown to be a rational bounded-real function, with numerator degree at most equal to q -l and denominator degree equal to q, that exhibits certain invariant characteristics with respect to its degree. The degree restrictions of the original ARMA system allows the 2q unknowns associated with this b.r. function to be computed in terms of the coefficients of the Levinson polynomial generated from the given p + q + 1 autocorrelations. In the final step, the parameters of the b.r. function so obtained are used to generate simultaneously the numerator and denominator coefficients of the ARMA system. The degree restrictions are further utilized to derive a new model order selection criterion by exploiting a rationality in a consistent manner.
In particular, the method presented here achieves two essential goals: Stable rational minimum-phase transfer functions can be identified without a priori knowledge of either numerator or denominator degrees. Moreover, stable rational minimum-phase PadC-like approximations appear to be generated automatically in the nonrational case. Extensions of all these results to the complex case (corresponding to nonsymmetric spectra) as well as the multichannel case are carried out in [46] .
A detailed account of the theoretical basis and extensive numerical results are also provided to substantiate these claims. It may be remarked that the existence of optimal Padt-like rational approximations to power gain functions &(e) that satisfy (88) and (91) is still an open problem. It is clear, in view of the several observations made along the way, that this item needs no justification. For example, the application of this algorithm to the design of rational and stable minimum-phase digital filters that approximate arbitrary gain (magnitude) specifications is straightforward. We merely point out that most analytical techniques that aim at some kind of optimal fit cannot even handle the simple bandpass case shown in Fig. 9(c) .
An interesting application will be to explore ways in which this algorithm can be adapted to produce "low-order" rational transfer function models for distributed structures, such as large flexible beams, plates, etc. In fact, it is not even clear how to generate effective computer simulations that faithfully preserve the transcendental character of the problem. To make matters worse, damping is practically negligible and the transfer functions also can possess poles on the boundary of the unit circle. Thus, the algorithm must be extended to encompass the case of discrete spectra. This entire subject is wide open and deserves further study.
Although the present paper focuses primarily on system identification, its root ideas and theorems are nevertheless applicable to many other areas of engineering. We believe and that it will yield new insight, both conceptual and numer-1 " 2n --T ical, into a wide range of problems of current interest. Under these conditions, ck = c-k are real, well defined and ck -+ 0 as I k I -+ 00 [41] . The nonnegativity property of the power spectral density can be characterized in terms of certain Toeplitz matrices generated from its covariances. In fact, let T,, denote the Hermitian Toeplitz matrix generated from eo, c I , . . , c, and A,, its determinant as in (4) and (48), respectively. Then,
i.e., the nonnegativity property of the power spectral density function is equivalent to the nonnegative definiteness of the Toeplitz matrices in (4) for every n. In addition, if the power spectral density also satisfies the Paley-Wiener criterion 
('4.5)
H ( z ) is also unique up to sign, admits a power series ex-
Given ( r + 1) partial covariances eo, c I , * * * , e,., from a zero-mean, stationary stochastic process whose power spectral density function satisfies (A.2) and (A.4), the spectral estimation problem is to obtain all possible solutions for the power spectral density that interpolate the given data; i.e., such a solution K ( 0 ) should satisfy hi < 03 (i.e., it is of Hardy type L2).
64.7)
represents the covariance sequence in i.e., the power series expansions about z = 0 of the b.r. Fig. 3 be excited by an input current source i(r) = 6 ( t ) . This current impulse immediately launches a voltage impulse c,6 ( t ) into the first line which reaches the junction separating the first and second line after 7 seconds. At this point, part of the incident impulse is reflected back to the driving point and part of it is transmitted towards the next line. In the same way, after 7 more seconds, the transmitted part reaches the next junction where once again it is partly reflected and transmitted. This process continues until the transmitted part reaches the terminated passive load Z, + I (z). Since This completes the characterization of the class of all power spectral extensions that interpolate the given autocorrelation sequence.
APPENDIX B
Lemma: Let r 2 1 be prescribed and assume that 6 (P,) = r. If (116) is false for every q , 1 5 q < r , then where Z ( z ) is the p.r. function defined in (96).
Proof: No generality is lost if the argument is carried through with r = 4. We begin by noting that 6(P4) = 4 implies b4 ( 0 0 ) = do # 0 and that det (D, -I H,) = 0 (B. 2) **Let A be an n x n matrix and ANW, A N E , AsW. ASE denote the (n -1) X (n -1) minors formed from consecutive rows and consecutive columns in the northwest, northeast, southwest, and southeast comers.
Further let Ac denote the central (n -2) x (n -2) minor of A . Then, from a special case of an identity due to Jacobi, AcIAI ANWASE -ANEASW. and it is seen that z4 divides Q4 ( z ) do + Q4 (2) . Therefore, Q.E.D.
