It is formally proved that the general smoother for nonlinear dynamics can be formulated as a \sequential" method, i.e., observations can be assimilated sequentially during a forward integration. The general lter can be derived from the smoother and it is shown that the general smoother and lter solutions at the nal time becomes identical, as is expected from linear theory. Then, a new smoother algorithm based on ensemble statistics is presented and examined in an example with the Lorenz equations. The new smoother can be computed as a sequential algorithm using only forward-in-time model integrations. It bears a strong resemblance with the ensemble Kalman lter. The di erence is that every time a new data set is available during the forward integration, an analysis is computed for all previous times up to this time. Thus, the rst guess for the smoother is the EnKF solution, and the smoother estimate provides an improvement of this, as one would expect a smoother to do. The method is in this paper demonstrated in an intercomparison with the ensemble Kalman lter and the ensemble smoother introduced by van Leeuwen and Evensen (1996) , and it is shown to be superior in an application with the Lorenz equations.
Introduction
The celebrated Lorenz model (Lorenz, 1963) has been the subject of extensive studies motivated by its chaotic and strongly nonlinear nature. In the eld of data assimilation the model has served as a testbed for examining the properties of various data assimilation methods when used with strongly nonlinear dynamics, see e.g. Gauthier (1992 ), Miller et al. (1994 , Evensen and Fario (1997) , and in particular Evensen (1997) which gives a more detailed discussion of the EnKF with the Lorenz model in the same setup as will be used here. The results from these studies have been used to suggest properties and possibilities of the methods for applications with oceanic and atmospheric models which may also be strongly nonlinear and chaotic.
A weak constraint Ensemble Smoother (ES) method was recently proposed by van Leeuwen and Evensen (1996) . The method applies ensemble integrations to represent the density for the model evolution in space and time and a variance minimizing estimate can then be calculated. For linear dynamics it would in the limit of an in nite ensemble size converge to the generalized inverse solution of the weak constraint problem (which is solved for by the representer method or the traditional Kalman smoother). The method was tested with a quasigeostropic model where it proved to perform poorer than the Ensemble Kalman Filter (EnKF). The ES was in Evensen (1997) used with the Lorenz equations and the results were intercompared with those from the ensemble Kalman lter and a weak constraint gradient descent method. It turned out that it performed rather poorly for this example compared to the EnKF.
In this paper the ensemble smoother problem for the Lorenz equations is revisited, using a new formulation of the smoother algorithm which performs better than both the original ES and 1 the EnKF. It may be considered as an extension of the EnKF where information at assimilation times is propagated backward in time.
In the two following sections, the general formulation of the data assimilation problem and the methods used to solve it are discussed. An application of three data assimilation methods, i.e., the EnKF, ES and EnKS, are discussed in Section 4. In Section 5 the consequences of neglecting non-Gaussian e ects are illustrated in a simple example. Finally, a discussion is given in Section 6.
Data Assimilation in a Probabilistic Framework
In van Leeuwen and Evensen (1996) the general data assimilation problem was introduced using a Bayesian formalism. Note rst that the unknown model state, contained in , is viewed as a realization of a random variable which can be described by a probability density f( ). Note that the vector function is fairly general and can contain a number of continuous functions of space and time, f. eks. the various velocities and thermodynamic variables in a general circulation model. The observations are contained in a vector d and are also treated as random variables with a distribution f(dj ) which would normally be assumed to be Gaussian. Using the de nition of a conditional probability density we can derive the probability density of a model state given a vector of observations as f( jd) = f(dj )f( )
where the denominator is just the integrated numerator which normalizes the expression so the integral of f( jd) becomes one. Thus, the probability density of the data given a model evolution, f(dj ), and the probability density of the model evolution, f( ), must be known.
The value of that maximizes f( jd) is the maximum-likelihood (MLH) estimate for .
If one assumes that the model equations describe a rst-order auto-regressive, or Markov process, i.e., the model is forced randomly as
where g is the nonlinear model operator and d contain random increments with known covariance Q and zero mean, the probability density, f( ), for the model solution, can be determined by solving Kolmogorov's equation
A derivation of this equation, which is the fundamental equation for evolution of error statistics, can be found in Jazwinski (1970) . The probability density function represents the density of an in nite ensemble of possible model states, each having an associated in nitesimal probability. The width of the probability density function corresponds to the variance of the ensemble and represents the errors in the predicted solution. Given the density at an initial time, f( ) can be computed by solving Kolmogorov's equation (3).
The Sequential Smoother
It will now be shown that the general smoother in Equation (1) Similarly, the model state (x; t) is now divided into a number of subsets k (x; t) = (x; t 2 (t k?1 ; t k ]). There is an exception for 0 which is the initial contidion at time t 0 .
The general smoother de ned by Equation (1) (4) where the only assumption is that measurements are distributed among a nite number of time instants. Write now the joint probability function, f( 0 ; 1 ; : : : ; k ), as f( 0 ; 1 ; : : : ; k ) = f( 0 )f( 1 j 0 )f( 2 j 0 ; 1 ) f( k j 0 ; : : :
where it has been assumed that the model evolution is a rst order Markov process, i.e., f( k j 0 ; : : : ; k?1 ) = f( k j k?1 ): 
It has rst been used that the data collected at di erent times are independent, i.e.,
and then the data at a particular time are only dependent on the state at this time, i.e., f(d k j 0 ; : : :
With some rearrangement, the smoother de ned by Equation (4) can be written as f( 0 ; : : : ; k jd 1 ; : : :
The interesting observation is that this expression can be evaluated sequentially and forward in time. Starting with the distribution for the initial conditions, f( 0 ), we can compute the smoother using the following equations sequentially, one by one,
f( 0 ; 1 ; 2 jd 1 ; 
Thus, Equation (11) (This approximation is not needed but has been adopted since the expressions becomes cleaner and the models normally used are describing a Markov process through the forward integration). 2. The data are distributed over a nite number of discrete times. 3. The data vectors at di erent times are independent. These conditions will normally always be satis ed and do not pose any serious restrictions. When satis ed, the sequential smoother should give exactly the same solution as the general smoother de ned by equation (1).
The General Filter
It is now interesting to derive the equations for the general lter in the same probabilistic formalism. In the lter there will be no information carried backward in time. Thus, the following notation is used where (t k ) is now the model state at time t k , and k is in the interval t 2 (t k?1 ; t k ] as used for the sequential smoother).
The estimate at the \ nal" time t k is now de ned by integrating the sequential smoother (13) over all in the interval t 2 t 0 ; t k ). When we temporarely omit the normalization, the derivation of the lter equations is as 
Thus, the general lter can be written as
. . .
Here the information is carried only forward in time and the state at time t k is dependent on all the previous data d 1 ; : : : ; d k . Note also that the estimate at the nal time will be identical for the smoother and the lter, as one would expect. At all previous times it will be suboptimal since future observations have not been used to de ne the estimate.
A \Lagged" Smoother
It is also possible to de ne a \lagged" smoother (see e.g. Cohn et al., 1994) . This is an approach which is normally used for reducing the CPU requirements and it is based on the assumption that the observations at time t k will only in uence the estimate in an interval t 2 t k ? t lag ; t k ].
In practical applications t lag would typically be a few times the predictability time. It can be formally derived from the sequential smoother equation (13) by integration over (t 2 t 0 ; t k ? t lag ), using the same approach as when deriving the general lter equations.
Practical implementation
The formulations in the previous section are of course very complicated to solve when using general density functions and high-dimensional state spaces. On the other hand, if one can assume that they are all Gaussian, which would be the case with linear dynamics, it is possible to solve for the optimal variance minimizing estimate. Note that the variance minimizing estimate will be identical to the MLH estimate as long as the dynamics are linear and the observation errors can be described by a Gaussian. Thus, under this assumption, the methods presented below gives the optimal solution of the general smoother and lter problems. For the computation of all of the analyses below, see Burgers et al. (1998) for the practical implementation and in particular the required perturbation of measurements.
Ensemble Smoother (ES)
The Ensemble Smoother (ES) presented in van Leeuwen and Evensen (1996) attempted to nd the which minimized the posterior error variance. Optimally this should have been done by rst computing f( jd) from (1) and then nding the mean, or even better the MLH estimate.
A more practical approach was chosen based on the following algorithm: 1. The distribution for the initial conditions f( 0 ) was de ned as Gaussian.
2. Kolmogorov's equation, (3), was solved for f( 0 ; ) = f( j 0 )f( 0 ), using a Markov
Chain Monte Carlo method (MCMC), or ensemble integration, as described in Evensen (1994b) , which provides a representation of the distribution for the model evolution without any observations used. 3. The prior error covariances in space and time, C (x; t; x 0 ; t 0 ), for the prediction or rst guess, were computed from the ensemble representation of f( 0 ; ). 4. The rst guess solution, f ES (x; t), was de ned to be the ensemble mean. 5. The distribution for the observations was assumed to be Gaussian and described by an error covariance matrix, w ?1 . 5
6. The analysis, a ES (x; t), could then be computed from
An explanation of notation is now in place. The model state, (x; t), can be recognized as an object, or a vector, containing all the model variables over the spatial and temporal domain which is de ned for the smoother. Similarly, each of the M representers or in uence functions, r m (x; t), are of the same type. There is one representer for each of the M measurements and they de ne the in uence the measurement will have on all the model variables at all locations in space and time. The representers are de ned as This is the traditional variance minimizing analysis, which becomes the MLH estimator when only Gaussian statistics are involved. If the model is nonlinear, the distribution for the model evolution will not be Gaussian, and this estimator is no longer the MLH estimator.
The interesting result from van Leeuwen and Evensen (1996) and Evensen (1997) was that this smoother was outperformed by the Ensemble Kalman Filter (EnKF), in particular in the example with the highly nonlinear Lorenz equations used by Evensen (1997) . Note that the Gaussian assumption is valid for linear dynamics and the ES estimate will then be identical to the traditional Kalman Smoother (KS) or generalized inverse estimate.
Ensemble Kalman Filter (EnKF)
The ensemble Kalman lter, which is a sequential method, was proposed by Evensen (1994a Evensen ( , 1994b and used in a realistic application by Evensen and van Leeuwen (1996) . See also the discussion in Burgers et al. (1998) . The EnKF applies a similar approach to the ES for computing the analysis. Actually, it is based on the formulation (15{17) where one computes the error covariance C (x; x 0 ; t k ) for the prediction at time t k from an ensemble representation of the density f( (t k )jd 1 ; : : : ; d k?1 ). Then, with a Gaussian assumption on the distribution for the observations, the following equations de ne the analysis in the EnKF, 
6 where the rst guess, f EnKF (x; t k ) at the time t k , is just the mean of the ensemble prediction at t k . The vector of coe cients, b, is found as the solution of the system 
Thus, as for the ES it is assumed that all the statistics are Gaussian. This would be valid for linear dynamics and then the EnKF estimate would equal the Kalman Filter (KF) estimate.
Ensemble Kalman Smoother (EnKS)
It will now be illustrated how a variance minimizing analysis similar to the one used in the EnKF and the ES can be used to solve the sequential smoother formulation from (11{13). The approach is very similar to the EnKF since it is sequential in time. The only extension is that we now compute the error covariance C (x; ; x 0 ; t k ); 2 t 0 ; t k ] from the prediction, f( 0 ; : : : ; k jd 1 ; : : : ; d k?1 ) = f( 0 ; : : : ; k?1 jd 1 ; : : :
The analysis then operates on the previous estimate for 2 t 0 ; t k ] through the equation 
where the subscripts k; m denote that this is the m'th representer for a data set at time t k . The vector of coe cients, b, are solutions of the system
Note that the b found in (28) for the EnKS at t = t k will be identical to the one found in the EnKF at time t = t k . The representers can now be written as 
Thus, even if the analysis has been computed sequentially in time for each observation vector, d k , the estimate at times t t k contains information from all data up to and including t k . Thus, it is a true smoother. A few remarks should be made: The smoother is entirely sequential. There will be no backward integrations of any model equations.
The similarity with the EnKF is obvious. At the nal time the solution is the EnKF solution.
The rst guess solution for t 2 t k?1 ; t k ] is the EnKF solution, contrary to the climatology in the ES method. The vector of coe cients b are identical for the EnKF and the EnKS. The method is consistent with prior assumptions and provides posterior error estimates. The matrix R k + w ?1 which needs to be inverted will have dimension M k rather than M as in the ES. For linear dynamics, the ES and EnKS should give identical solutions.
An example
The example from Evensen (1997) will be used to illustrate the new EnKS, and also to intercompare it with the EnKF and ES. Thus, we adapt the Lorenz equations with exactly the same setup as was used in Evensen (1997).
Model Equations
The Lorenz model consists of a system of three coupled and nonlinear ordinary di erential equations, (Lorenz, 1963) 
Here x(t), y(t), and z(t) are the dependent variables, and we have chosen the following commonly used values for the parameters in the equations; = 10, = 28, and = 8=3.
Description of experiments
For all the cases to be discussed the initial conditions for the reference case are given by (x 0 ; y 0 ; z 0 ) = (1:508870; ?1:531271; 25:46091) and the time interval is t 2 0; 40]. The observations and initial conditions are simulated by adding normal distributed noise with zero mean and variance equal to 2.0 to the reference solution. The initial conditions used are also assumed to have the same variance as the observations. These are the same values as were used in Miller et al. (1994) and Evensen (1997) .
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The model error covariance is de ned to be diagonal with variances equal to (2.000, 12.13, 12.31) for the three components (q x (t); q y (t); q z (t)). These numbers de ne the error variance growth expected over one unit time in the model, and they correspond to the numbers used in Evensen (1997) . The reference case is generated by integrating the model equations including the stochastic forcing corresponding to the speci ed model error variances. The stochastic forcing is included through a term like In the calculation of the ensemble statistics an ensemble of 1000 members was used. This is a fairly large ensemble but it was chosen so to prevent the possibility of drawing erroneous conclusions due to the use of too small an ensemble. The same simulation was rerun with various ensemble sizes and the di erences between the results were minor, e.g., using 500 members gave essentially the same result as the 1000 member case.
Assimilation Experiment
The three methods discussed above will now be examined and compared in an experiment where the distance between the measurements is t obs = 0:5, which is similar to Experiment B in Evensen (1997).
Ensemble Smoother Solution
The ensemble smoother solution for the x-component and its estimated error variance is given in Figure 1 . In the upper plots in Figures 1{4 , the full line denotes the estimate and the dotted line is the reference solution. In the lower plots the full line is the estimated standard deviation (from ensemble statistics), while the dotted line is the true residuals with respect to the reference solution.
It was found that the ES performed rather poorly with the current data density. Note, however, that even if the t to the reference trajectory is rather poor, it captures most of the transitions. The main problem is related to the estimate of the amplitudes in the reference solution. The problems for the ES is linked to the appearance of non-Gaussian contributions in the distribution for the model evolution, which can be expected in such a strongly nonlinear case.
Remember that the smoother solution consists of a rst guess estimate (mean of the freely evolving ensemble) plus a linear combination of time dependent in uence functions or representers which are calculated from the ensemble statistics. Thus, the method becomes equivalent to a variance minimizing objective analysis method where the time dimension is included.
In the ensemble smoother the posterior error variances can easily be calculated by performing an analysis for each of the ensemble members and then evaluating the variance of the new ensemble. Clearly, the error estimates are not large enough at the peaks where the smoother performs poorly. This is again a result of neglecting the non-Gaussian contribution from the probability distribution for the model evolution. Thus, the method assumes the distribution is Gaussian and believes it is doing well. Otherwise the error estimate looks reasonable with minima at the measurement locations and maxima in between the measurements. Note again that if a linear model is used the posterior density will be Gaussian and the ensemble smoother will, in the limit of an in nite ensemble size, provide the same solution as would be found using the Kalman smoother or the representer method (Bennett, 1992 ).
Ensemble Kalman Filter Solution
The Ensemble Kalman Filter does a reasonably good job at tracking the reference solution with the lower data density, as can be seen in Figure 2 . One transition is missed in this case at t = 18, and there are also a few other locations where the EnKF has problems, e.g., t = 1, 5, 9, 10, 13, 17, 19, 23, 26 , and 34. The error variance estimate is also rather consistent, showing large peaks at the locations where the estimate obviously has problems tracking the reference solution. Note also the similarity between the absolute value of the residual between the reference solution and the estimate, and the estimated standard deviation. To all peaks in the residual there is a corresponding peak for the error variance estimate.
The error estimates show the same behavior as was found by Miller et al. (1994) with very strong error growth when the model solution is passing through the unstable regions of the state space, and otherwise rather weak error variance growth in the more stable regions. Note for example the low error variance when t 2 28; 34] corresponding to the oscillation of the solution around one of the attractors.
The maybe surprising result is that the ensemble Kalman lter seems to perform better than the ensemble smoother. This is at least surprising based on linear theory, where one has learned that the Kalman smoother solution at the end of the time interval is identical to the Kalman lter solution, and the additional information introduced by propagating the contribution of future measurements backward in time further reduces the error variance compared to the lter solution. Note again that if the model dynamics are linear, the ensemble Kalman lter will give the same solution as the Kalman lter, and the ensemble smoother will give the same result as the Kalman smoother.
Ensemble Kalman Smoother Solution
In Figure 3 the solutions obtained by the EnKS are shown. Clearly, the estimate is an improvement upon the EnKF estimate. The solution is smoother in time and seems to provide a better t to the reference trajectory. Looking in particular at the problematic locations in the EnKF solution, these are all recovered in the smoother estimate. Note, for example, the additional transitions in t = 1, 5, 13, and 34, in the EnKF solution which have now been eliminated in the smoother. The missed transition at t = 17 has also been recovered in the smoother solution.
The error estimates are also reduced all through the model domain. In particular the large peaks in the EnKF solution are now signi cantly reduced. As for the EnKF solution there are corresponding peaks in the error estimates for all the peaks in the residuals which proves that the EnKS error estimate is consistent with the true errors. This is a very promising result. In fact the EnKS solution with t obs = 0:5 seems to do as well or better than the EnKF solution with t obs = 0:25 (see experiment A in Evensen (1997) ).
In Figure 4 the results for the lagged smoother are shown. A time lag of 5 time units was used and the results are almost indistinguishable from the full smoother solution. Thus a signi cant saving of CPU and storage should be possible for more realistic applications when using the lagged smoother.
5 The e ect of non-Gaussian statistics As has been pointed out the analysis schemes used here can be characterized as variance minimizing. Thus, even if the ensemble certainly is non-Gaussian due to the forward integration of nonlinear model equations, only the Gaussian part of the distribution is used. This is in contrast to the work by Miller et al. (1999) where the maximum-likelihood analysis is calculated by actually constructing the density function for the model evolution and then calculating the conditional density in terms of analytical functions. They found that this made a signi cant improvement on the analysis. However, it is still not clear how this approach can be used in a practical way for high dimensional state spaces.
It is of interest to examine the properties of the analysis scheme in the ES, EnKF, and EnKS when the distribution of the predicted ensemble is strongly non-Gaussian. Assume now that the forecast distribution is given by the steady state double well distribution discussed by Miller et al. (1994) . Essentially it describes a state located with equal probability in two potential wells, one located around x = ?1 and the other around x = 1.
The double well distribution is given as
where 2 is the variance of the stochastic forcing in the double well model, (Miller et al., 1994) , and A is a normalization coe cient. The function h(x) is de ned as
The distribution f (x) will now be used as a rst guess distribution when examining the analysis schemes. Further, it is assumed that the distribution for a single observation is Gaussian
where d is the observation and 
The MLH estimate is given by the maximum value of (xjd) which can be found from @ (xjd) @x 
The mean of the posterior distribution is an alternative estimator and is given as
and it is also the variance minimizing estimate from the posterior distribution.
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The procedure used for computing the analysis in the previous sections is vastly di erent. There it is assumed that the rst guess distribution and the distribution for the observation are both Gaussian. Thus, they are both represented by their respective (co)variances and a standard variance minimizing analysis is then calculated. In our simple example that would be equivalent to rst calculating the mean of f (x),
which in this case is equal to zero, and the variance
For the observations, the mean, d, and the variance, (42) withx representing the ES, EnKF and EnKS estimate. This is di erent from the estimate found using (39) where the full non-Gaussianities of the prior distributions are taken into account when creating the posterior distribution.
In Figure 5 an example is given where the double well distribution indicates that the most likely value for the prediction is either ?1 or 1. This is certainly a highly non-Gaussian distribution which has a mean equal to zero. The observation has the value 0.5, and is relatively inaccurate as can be seen from the wide distribution function. The posterior distribution indicates a large probability for the estimate to be located somewhere in the well centered at x = 1. The MLH estimate found from (38) and the mean of the posterior distribution de ned by (39) are very similar. The mean is shifted slightly towards zero which is mainly a contribution from the minor probability that the state would actually be located in the well at x = ?1. The EnKF type analysis completely misses the probable solutions and ends up in a very unlikely state which hardly ever occurs. A more accurate observation is used in Figure 6 just to illustrate the stronger contribution from the observation on the posterior distribution, and the still very poor estimate from the EnKF analysis scheme. From this example it is clear that the EnKF does not give the optimal solution if a non-Gaussian distribution is involved. In van Leeuwen and Evensen (1996) it was pointed out that the mean of the posterior distribution and the posterior variance could easily be calculated in the case where the rst guess distribution is represented by an ensemble, using a frequency interpretation. The estimate could then be given as
and the variance becomes
Thus, the estimate is a weighted average of all the ensemble members, where the weights are determined by the distance between the members and the data. That is, ensemble members which are close to the data are weighted higher than those in less agreement with the data.
However, one also needs an e cient method for creating the new ensemble representing the posterior distribution. One of the strengths of the schemes used in this paper is that the posterior ensemble automatically comes out of the analysis (Burgers et al., 1998).
Discussion
A new formulation for an ensemble-based smoother, which can be used in a \sequential" setup, has been presented. The method, which is named the Ensemble Kalman Smoother (EnKS), has been tested with the Lorenz equations and intercompared with results from the Ensemble Kalman Filter (EnKF) by Evensen (1994b) and the Ensemble Smoother (ES) presented by van Leeuwen and Evensen (1996) . The new formulation turned out to provide a signi cant improvement over the EnKF and the ES solutions. It can be considered as an extension of the EnKF since the EnKF solution is used as the rst guess for the analysis which is propagated backward in time by using the ensemble covariances. This is done in a sequential approach every time new measurements are available. Thus, the method can be characterized as a sequential smoother.
There are no backward integrations in time and no adjoint operators needed. It was also shown that the EnKS is identical to the ES for linear dynamics. The main advantage for the EnKS when used with nonlinear dynamics is that it relies on the EnKF prediction as the rst guess estimate for each analysis. This is clearly an advantage considering that the EnKF also outperformed the ES in Evensen (1997) .
The ES provides a variance-minimizing estimate by rejecting the non-Gaussian part of the density of the pure model evolution. That is, it uses the model climatology as the rst guess and computes the time and space dependent in uence functions for each measurement. The problem is that the climatology becomes very bad as a rst guess for nonlinear and unstable dynamics. The error variance of the climatology (ensemble mean) will be very large and many accurate data will be needed to pull the estimate towards an accurate representation of the reference solution or true state. Further, in a system like the Lorenz equations we can also expect that the distribution for the model evolution becomes strongly non-Gaussian, see e.g. Miller et al. (1999) , and thus the variance minimizing estimate becomes very inaccurate.
The EnKF has proven to do a good job in tracking the reference solution for the Lorenz equations. When using the EnKF solution as a rst guess, the EnKS is capable of providing a signi cant improvement over the EnKF estimate. The EnKS estimate eliminates the discontinuities or steps normally obtained with all sequential data assimilation methods. Thus, if the objective is to compute a climatology over a certain time period the smoother solution is certainly preferable. On the other hand, in a forecasting mode there is no point in using the smoother since the EnKF and the EnKS will give the same estimate at the latest time, which would be used as an initial condition for the forecast.
The CPU requirements for the new EnKS are similar to what is needed for the EnKF. In practical applications one could imagine that the analysis is to be computed at discrete times during a simulation, say every 6 hours, which would be typical for an atmospheric model application. To compute the analysis one would need to store the full ensemble at these time instants. Then the representers or in uence functions for the observation at the data time and each of the previous analysis times are computed and the estimate is updated.
The storage requirements may become huge for long time intervals with many analysis times. Fortunately, it is possible to use a lagged version of the EnKS which is based on an assumption about the covariances in time. If one can assume that the time correlation in the ensemble statistics approaches zero over a certain time interval, e.g., a few times the predictability time, the lagged smoother can be used to obtain a signi cant saving of CPU time.
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It should be noted that the EnKS is not the only smoother method that bene ts from the \sequential" formulation presented here. There should also be room for a simpli cation when using the representer method (Bennett, 1992) in some applications. The most obvious approach would be to perform the analysis in the same way as is done in the EnKS, except that the in uence functions for all prior times are computed by integrations of the adjoint model rather than using the ensemble statistics directly. This would lead to an implementation of the representer method where measurements are processed sequentially in time. For practical implementations a lagged version may also be used, thus making the representer methods more suitable for operational forecasting systems. The similarity between a sequential representer method and the EnKS also allows for a joint implementation where f.eks. the representer matrix at time t k could be obtained from ensemble predictions. One can then solve for the coe cients bmb corresponding to the data at time t k , and the analysis at previous times could be computed by one backward integration of the adjoint model followed by a forward integration of the model itself.
The use of a variance minimizing estimator for non-Gaussian statistics was also discussed. There is clearly room for improvement of the analysis scheme currently used to take properly into account the non-Gaussian contributions. The maximum-likelihood estimate is normally recognized as the optimal estimate, but it becomes extremely complicated to nd it for highdimensional systems (see Miller et al., 1999 ). An alternative might be to elaborate further on the direct ensemble method proposed by van Leeuwen and Evensen (1996) .
A nal remark should be made. The posterior distributions from the examples shown in Figures 5 and 6 are nearly Gaussian, even if the priors are strongly non-Gaussian. This could indicate that the assimilation of measurements have a regularization e ect, and may result in more Gaussian shaped distributions. One could speculate that this is also one reason why the EnKF performs better than the ES. If the time interval between measurements is small, all the members will stay at the same attractor and the estimate is then represented by a nearly Gaussian distribution.
This discussion illustrates how complicated the data assimilation problem becomes when strongly nonlinear dynamics are involved. There are several solution methods for the inverse problem which for nonlinear models result in di erent solutions. It can be formally shown that all these methods give identically the same solution when used with linear dynamics. Figure 5 : The dotted line is the double well distributon de ning the rst guess, the dash-dot line is the distribution for a measurement, and the solid line is the posterior distribution. The diamond is the MLH estimate, the plus is the mean of the posterior distribution, and the square is the estimate as would be computed from the schemes used in the previous examples. 
