Abstract. We prove a local saturation theorem in ordinary approximation for combinations of Durrmeyer's integral modification of Bernstein polynomials.
R e m a r k. The definition of C(j, k) can also be related to the formula
which is a simple rephrasing of the interpolation formula 
Preliminary results.
In the following result we obtain an estimate of the degree of approximation by M n (·, k, x) for smooth functions. 1] , and suppose f (p) exists and is continuous on a, b ⊂ [0, 1]. Then for all n sufficiently large,
we have 
where C 3 = C 3 (p). Similarly, for some constant C 4 and all n sufficiently large, we have
Hence,
But by [6, Prop.]
Hence for all n sufficiently large
where C 6 does not depend on f , from which the required result is immediate.
In the following lemma, the inner product h(·), g(·) is defined as
where K is a constant independent of f and n.
P r o o f. We write
, 
Now, using Fubini's theorem and expanding g(x) by Taylor's theorem, we get
where ε(x, t)(x − t) 2k+2 is the remainder term corresponding to the partial Taylor expansion of g.
Since, for ξ lying between t and x,
To estimate J 1 , we proceed as follows: J 1 may be rewritten as
Now, we note that W (n, x, t) = W (n, t, x), therefore using [3, Prop. II.3], after interchanging the variables t and x, together with equation (2.1) it follows that ] . Combining the estimates for J 1 , J 2 and (2.2), we obtain the required result.
Theorem 2.3 [2] . Let f ∈ C[0, 1], 0 < a 1 < a 2 < a 3 < b 3 < b 2 < b 1 < 1 and 0 < α < 2. Then, in the following, the implications (i)⇒(ii)⇔(iii)⇒(iv) hold :
Here Liz(α, k, a, b) denotes the class of functions for which ω 2k (f, h, a, b) ≤ M h αk ; when k = 1, Liz(α, 1) reduces to the Zygmund class Lip * α.
The saturation result
Theorem 3.1. Let f ∈ C[0, 1] and 0 < a 1 < a 2 < a 3 < b 3 < b 2 < b 1 < 1.
Then, in the following statements, the implications (i)⇒(ii)⇒(iii) and (iv)⇒(v)⇒(vi) hold true:
where Q(j, k, x) are the polynomials occurring in [6, Th. 2];
where all O(1) and o(1) terms are with respect to n, as n → ∞.
P r o o f. First assume (i); then in view of (i)⇒(iii) of Theorem 2.3, it follows that f
(2k+1) exists and is continuous on (a 1 , b 1 ) . Moreover, the statement
is equivalent to
Indeed, trivially (3.1)⇒(3.2). Also, assuming (3.2), since lim n→∞ M n (f, k, x) = f (x), we can write
where
Thus, we may assume that {n 
0 with supp g ⊂ (a 1 , b 1 ) and each function f σ , by [6, Th. 2] we have (3.4) lim
where P * 2k+2 (D) denotes the operator adjoint to P 2k+2 (D) (in this case, it is simply a result of integration by parts). By Lemma 2.2, we conclude that (3.5) lim
Hence, by (3.5), (3.4) and (3.3) (in that order)
for all g ∈ C ∞ 0 with supp g ⊂ (a 1 , b 1 ). Thus . Hence (iii) follows by Theorem 2.1. To prove (iv)⇒(v), assuming (iv) and proceeding in the manner of the proof of (i)⇒(ii), we get P 2k+2 (D)f (x) = 0, from which in view of the non-vanishing of Q(2k + 2, k, x), (v) is clear.
The proof of (v)⇒(vi) follows from [6, Th. 2] . This completes the proof of the theorem.
