Abstract: Wireless Sensor Networks (WSNs) for reducing energy consumption and increasing sensors lifetime can use the clustering algorithms. We propose a new energy-efficient hierarchical clustering algorithm based on soft threshold cluster-head election and cluster member bounds for WSNs which called HCABS. Our simulation studies suggest that HCABS achieves longer lifespan and reduce energy consumption in WSNs as well as low latency and moderate overhead across the network.
Introduction
Smart sensor nodes are devices supplied with a micro processor, memory, power supply, transition unit and one or more sensors. In order to obtain an objective scalability of network, gathering sensor nodes into clusters has been greatly pursued by the research community [1, 2] . Each cluster would have a head, in many cases referred to the clusterhead (CH). A CH may be elected by the sensors in a cluster or pre-assigned by the network designer [3, 4] .
In this paper, we study the performance of clustering algorithm based on soft threshold and cluster member bounds for WSNs.
The rest of the paper is organized as follow. In Section 2, related work is described. Section 3 presents the details of HCABS protocol. In Section 4 we compare our clustering approach with the LEACH [6] clustering protocol as one representative from a group of low-energy adaptive clustering and two other protocols. Finally, in Section 5, we conclude this work and provide directions for our future work.
Related works
LEACH-E [5] is proposed to elect the CHs according to the energy remaining in each node. This protocol extend LEACH's stochastic cluster selection algorithm by a deterministic component.
In STCS against the LEACH, once a node after has been selected as a CH, its threshold will not be set to 0, and thus it will not lose the chance to participate CH selection [7] .
In the rest of this section, we review LEACH algorithm and discuss its limitations, due LEACH very popular in wireless sensor network clustering protocols.
In first phase, algorithm chooses a node stochastically, the principal as explained in the coming: every sensor nodes generate a random number between 0 and 1, if the random number is lower than threshold, and then will be chosen as CH, otherwise, cannot be CH. And threshold calculation by (1):
Where in this equation P = the desired percentage of CHs (e.g. P = 0.05) the current round, and G is the set of nodes that have not been CHs in the last 1/P rounds.
In a real WSNs scenario, from the first round or in some of next rounds, sensor nodes distribution is heterogeneously and they are dense in part of given area. For example, in Fig. 1 -a in which most of the nodes are grouped together close to some CHs for instance CH A and B.
In the Fig. 1 -a we assume, CH A and CH B are elected in CH selection phase and will broadcast to their neighbors and will end up having too many nodes in their cluster because in these cluster's area there are too many sensor nodes. Due to LEACH does not have any limit on the number of nodes a CH can be accepted under it, these nodes will support too many members in their cluster and this would lead to a very fast depletion of energy in A and B and a part of the network would lose connectivity.
Moreover, LEACH has no provision to account for distance from CHs to BS and movement of nodes or CHs during the network lifetime. If a CH stand far from BS it must consume more energy for sending data to BS. Therefore, the nodes that are near the BS can save more energy than other nodes. Fig. 1-b shows a network in this situation. Only the nodes near the BS are alive in end of LEACH rounds. 
The HCABS protocol
In HCABS the CHs are elected by a probability based on soft threshold. HCABS, for defining cluster members, determine a confidence value for any nodes that want to be a CH in each round.
Cluster head election algorithm based on soft threshold
In the HCABS protocol, CHs are also chosen according to the probability, but based on STCS algorithm. The LEACH algorithm mentions that, after a node has been selected as a CH once, the threshold in its CH selection will be changed to 0 and this node cannot be CH again, even if it still has enough energy. In our algorithm, the probability of a node to become a CH is also determined by a specific threshold. In this algorithm, when a node has acted as a CH once, threshold will be adjusted step-by-step instead of being changed to 0 directly. Therefore the threshold T (i) is set as: 
Cluster formation based on cluster member bounds
In the formal description of HCABS, the proposed algorithm aims to rectify some of the loopholes left out by other algorithms. New algorithm adjusted on CH current battery power and a number of members currently under a CH are taken into account before a node decides which CH to attach. We suppose that all sensors have a processor, a memory and the hardware needed to execute sensing, information gathering and transferring.
The main principle for an energy based approach is that received energy of a signal intensity decreases with propagation distance at a rate given by the equation [8, 9] :
Where k x − x i is the distance between nodes x and x i , A x − x i is the attenuation for the distance the signal travels, and α(α ∈ [2, 5] ) is the path loss exponent.
Our clustering model is based on confidence value associated with broadcasting from CHs. Confidence value of a CH is a function of some parameters: (1) distance between the CH and the node, (2) number of nodes already were a member of this CH, (3) the CH current battery power and (4) distance between the CH and the BS. Basically, our model checks first, if with current battery power of the CH, it would be able to support the current members at maximum data broadcasting rate. A node decides to join a CH if the head can still support the node with its rest power. Confidence value given by:
Where in this equation BP is the battery power of given node, Cm is number of nodes already a member of given CH, Dc is distance between the CH and the node and Db is distance between the CH and the BS. T (Bp) is already the threshold of battery power to support Cm + 1 nodes of given CH.
Simulation results
HCABS, LEACH, LEACH-E and STSC are simulated with GCC and the simulation repeated for tow times with different simulation number of nodes to achieve the reliable results about proposed algorithm. We have considered a wireless sensor network with N = 100, 200 nodes dispersed with in a 300 m 2 square field randomly. We assumed the BS to be fixed and located at the origin (0, 0) of the coordinate system. The network undergoes 1000 rounds in each run. The CHs perform data aggregation to reduce the redundancy before transmitting it to the BS. In order to compare with other algorithms, we also set the desired percentage of CHs P to 0.05. In simulation, we use the same radio model shown in [6] for the radio hardware energy dissipation. In the case of networks with 100 sensor nodes using HCABS, the time when the first node dies (FND) occurs after 209 rounds, whereas in the case of STCS, it occurs after 190 rounds. In the case of networks using LEACH-E it occurs after 124 rounds and in LEACH, after 29 rounds. In the case of networks with 100 nodes using HCABS, the first event where half of the nodes run out of energy (HND) occurs after 637 rounds, whereas in the case of STCS, it occurs after 467 rounds. In the case of networks using LEACH-E it occurs after 449 rounds and in LEACH, after 249 rounds.
The results indicate that the most energy-saving protocol is HCABS, which performs better and keeps the sensor nodes alive for a longer number of rounds than all the other protocols. Fig. 2 . Simulation results.
Conclusion
In this paper, we adopt a way of adjusting the threshold and cluster formation to achieve our purpose of increasing the network lifetime. HCABS has better performance in CH election and forms adaptive power efficient and clustering hierarchy. The simulation results presented that HCABS significantly improves the lifespan and the energy consumption of the wireless sensor networks in comparison with existing clustering protocols. In order to further energy saving and extend the lifetime of the network, our future plans will involve how to optimize threshold more, based on other CH selection algorithms and adopt cluster forming by optimizer equations and considering more effective parameters.
