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ON THE INVERSE SPECTRAL PROBLEM FOR THE QUASI-PERIODIC
SCHRO¨DINGER EQUATION
DAVID DAMANIK AND MICHAEL GOLDSTEIN
Abstract. We study the quasi-periodic Schro¨dinger equation
−ψ′′(x) + V (x)ψ(x) = Eψ(x), x ∈ R
in the regime of “small” V . Let (E′m, E
′′
m), m ∈ Z
ν , be the standard labeled gaps in the spectrum. Our
main result says that if E′′m−E
′
m ≤ ε exp(−κ0|m|) for all m ∈ Z
ν , with ε being small enough, depending on
κ0 > 0 and the frequency vector involved, then the Fourier coefficients of V obey |c(m)| ≤ ε1/2 exp(−
κ0
2
|m|)
for all m ∈ Zν . On the other hand we prove that if |c(m)| ≤ ε exp(−κ0|m|) with ε being small enough,
depending on κ0 > 0 and the frequency vector involved, then E′′m − E
′
m ≤ 2ε exp(−
κ0
2
|m|).
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1. Introduction and Statement of the Main Result
In the last thirty five years after the classical pioneering work [DiSi] by Dinaburg and Sinai the theory of
quasi-periodic Schro¨dinger equations has been extensively developed. Despite that there are still a number
of basic problems which seem to be hard to access. Here are a few such problems:
Problem 1 Consider the Schro¨dinger equations
(1.1) − ψ′′(x) + [c1 cos(2πx) + c2 cos(2παx)]ψ(x) = Eψ(x) , x ∈ R ,
The first author was partially supported by a Simons Fellowship and NSF grants DMS–0800100 and DMS–1067988. The
second author was partially supported by a Guggenheim Fellowship and by an NSERC grant.
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where α is irrational with “nice” Dipohantine properties and c1, c2 are constants. Describe the eigenfunctions
and the instability intervals of the equation.
Problem 2 Find all functions of the form
(1.2) V (x) =
∑
n,m∈Z
c(m,n)e2πi(m+αn)x ,
such that the equation
(1.3) − ψ′′(x) + V (x)ψ(x) = Eψ(x)
has the same instability intervals as equation (1.1).
Problem 3 Give a sufficient condition for a subset S ⊂ R to be the spectrum of the equation (1.3) with
some function V as in (1.2).
Problem 4 Solve the KdV equation
(1.4) ∂tu+ ∂
3
xu+ u∂xu = 0
with the initial data
(1.5) u(x, 0) = c1 cos(2πx) + c2 cos(2παx).
Here are two comments regarding these problems.
(1) It is known that for c1, c2 small, all generalized eigenfunctions are Floquet-like. On the other hand,
for c1, c2 large, there is a collection of exponentially decaying eigenfunctions with eigenvalues which are
dense in a Cantor set of positive measure. The problem is to find a method that will work for all values of
c1, c2. In the discrete case, Avila has recently made significant progress in this direction in a series of papers
[Av1, Av2, Av3].
(2) We state the problems for the function c1 cos(2πx)+ c2 cos(2παx) just for the sake of simplicity of the
statement. In fact the problems are as hard for this function as for any quasi-periodic function
(1.6) V (x) =
∑
n∈Zν
c(n)e(xnω),
ω = (ω1, . . . , ων) ∈ Rν , nω =
∑
njωj , e(x) := exp(2πix). In this work we study the latter case.
Let us state the main results of this work. We consider the Schro¨dinger equation
(1.7) − ψ′′(x) + V (x)ψ(x) = Eψ(x), x ∈ R,
where V (x) is a real quasi-periodic function as in (1.6). We assume that the Fourier coefficients c(m) obey
(1.8) |c(m)| ≤ ε exp(−κ0|m|)
with ε being small. We assume that the vector ω satisfies the following Diophantine condition:
(1.9) |nω| ≥ a0|n|−b0 , n ∈ Zν \ {0}
with some 0 < a0 < 1, ν − 1 < b0 <∞. Set
kn = −nω/2, n ∈ Zν \ {0}, K(ω) = {kn : n ∈ Zν \ {0}},
Jn = (kn − δ(n), kn + δ(n)), δ(n) = a0(1 + |n|)−b0−3, n ∈ Zν \ {0},
R(k) = {n ∈ Zν \ {0} : k ∈ Jn}, G = {k : |R(k)| <∞},
(1.10)
where a0, b0 are as in the Diophantine condition (1.9). Let k ∈ G be such that |R(k)| > 0. Due to the
Diophantine condition, one can enumerate the points of R(k) as n(ℓ)(k), ℓ = 0, . . . , ℓ(k), 1 + ℓ(k) = |R(k)|,
so that |n(ℓ)(k)| < |n(ℓ+1)(k)|; see Lemma 10.9 in Section 10. Set
Tm(n) = m− n, m, n ∈ Zν ,
m(0)(k) = {0, n(0)(k)}, m(ℓ)(k) = m(ℓ−1)(k) ∪ Tn(ℓ)(k)(m(ℓ−1)(k)), ℓ = 1, . . . , ℓ(k).
(1.11)
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Theorem A. There exists ε0 = ε0(κ0, a0, b0) > 0 such that if ε ≤ ε0, then for any k ∈ G \ ω2 (Zν \ {0}),
there exist E(k) ∈ R and ϕ(k) := (ϕ(n; k))n∈Zν such that the following conditions hold:
(a) ϕ(0; k) = 1,
|ϕ(n; k)| ≤ ε1/2
∑
m∈m(ℓ)
exp
(
− 7
8
κ0|n−m|
)
, n /∈ m(ℓ(k))(k),
|ϕ(m; k)| ≤ 2, for any m ∈ m(ℓ(k))(k).
(1.12)
(b) The function
ψ(k, x) =
∑
n∈Zν
ϕ(n; k)e(x(nω + k))
is well-defined and obeys equation (1.7) with E = E(k), that is,
(1.13) Hψ(k, x) ≡ −ψ′′(k, x) + V (x)ψ(k, x) = E(k)ψ(k, x).
(c)
E(k) = E(−k), ϕ(n;−k) = ϕ(−n; k), ψ(−k, x) = ψ(k, x),
(k0)2(k − k1)2 < E(k)− E(k1) < 2k(k − k1) + 2ε
∑
k1<kn<k
δ(n), 0 < k − k1 < 1/4, k1 > 0,(1.14)
where k(0) := min(ε0, k/1024).
(d) The spectrum of H consists of the following set,
S = [E(0),∞) \
⋃
m∈Zν\{0}:E−(km)<E+(km)
(E−(km), E
+(km)),
where
E±(km) = lim
k→km±0, k∈G\K(ω)
E(k), for km > 0.
One of the central results of the current work is the following:
Theorem B. (1) The gaps (E−(km), E
+(km)) in Theorem A obey E
+(km)− E−(km) ≤ 2ε exp(−κ02 |m|).
(2) Using the notation from Theorem A, there exists ε(0) such that if the gaps (E−(km), E
+(km)) obey
E+(km)− E−(km) ≤ ε exp(−κ|m|) with ε < ε(0), κ > 4κ0, then, in fact, the Fourier coefficients c(m) obey
|c(m)| ≤ ε1/2 exp(−κ2 |m|).
Remark 1.1. (1) In a companion paper, [DG], we apply Theorem B to establish the existence of a global
solution of the KdV equation
(1.15) ∂tu+ ∂
3
xu+ u∂xu = 0
with small quasi-periodic initial data. This application is the main objective of Theorem B. We would
like to explain in this remark why the estimate in part 2 of Theorem B is crucial for the existence of a global
solution of (1.15) with quasi-periodic data. Recall the following fundamental result by P. Lax [Lax]: Let
u(t, x) be a function defined for 0 ≤ t < t0, x ∈ R such that ∂αx u exist and are continuous and bounded in
both variables for 0 ≤ α ≤ 3. Assume that u obeys equation (1.15). Consider the Schro¨dinger operators
(1.16) [Htψ](x) = −ψ′′(x) + u(t, x)ψ(x), x ∈ R,
Then σ(Ht) = σ(H0) for all t. Assume that
(1.17) u(t, x) =
∑
n∈Zν
c(t, n)eixnω,
with
|c(t, n)| ≤ ε exp(−κ1|n|)for all 0 ≤ t < t0,
where ε ≤ ε0(a0, b0, κ1). Assume in addition that for t = 0, the estimates are better: |c(0, n)| ≤ ε exp(−κ0|n|),
ε ≤ ε(0)(a0, b0, κ1). Applying Theorems A and B, one concludes that in fact |c(t, n)| ≤ ε1/2 exp(−κ02 |n|). In
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other words, there is no blow up of the estimates for the Fourier coefficients of the solution. Thus, due to
Theorems A,B, to prove the existence of a global solution of the KdV equation (1.15) with quasi-periodic
initial data
(1.18) u0(x) =
∑
n∈Zν
c0(n)e
ixnω,
with |c0(n)| ≤ ε exp(−κ0|n|), ε ≤ ε(0), one only has to establish the existence of a local solution.
(2) An estimate similar in spirit to the one in the first part of Theorem B was established by Hadj Amor
[HA].
(3) The problem of “keeping the exponential decay of the Fourier coefficients in check” is also well known
in the KAM theory of perturbations of integrable PDE’s; see for instance the paper [EK] by Eliasson and
Kuksin on periodic non-linear Schro¨dinger equations.
The existence of solutions ψ(k, x) as in Theorem A was discovered for a large set of k’s in the paper [DiSi]
by Dinaburg and Sinai. Such solutions are called Floquet-Bloch or just Floquet solutions and the parameter
k is called quasi-momentum. In [El], Eliasson proved the existence of Floquet solutions for k ∈ G and also
the fact that the spectrum is purely absolutely continuous.
Our approach is completely different from Eliasson’s approach. We prove exponential localization of the
eigenfunctions of the dual operator. The duality underlying this approach is called Aubry duality. In [BoJi],
Bourgain and Jitomirskaya used this approach to study discrete quasi-periodic Schro¨dinger operators for
small values of the coupling constant; see also [Bo]. Let us introduce the dual operators for (1.7). Given
k ∈ R and a function ϕ(n), n ∈ Zν such that |ϕ(n)| ≤ Cϕ|n|−ν−1, where Cϕ is a constant, set
(1.19) yϕ,k(x) =
∑
n∈Zν
ϕ(n)e
(
(nω + k)x
)
.
The function yϕ,k(x) satisfies equation (1.7) if and only if
(1.20) (2π)2(nω + k)2ϕ(n) +
∑
m∈Zν
c(n−m)ϕ(m) = Eϕ(n)
for any n ∈ Zν . Put
h(m,n; k) = (2π)2(mω + k)2 if m = n,
h(m,n; k) = c(n−m) if m 6= n.(1.21)
Consider Hk =
(
h(m,n; k)
)
m,n∈Zν .
Theorem C. There exists ε0 = ε0(κ0, a0, b0) > 0 such that for ε ≤ ε0 and any k ∈ G \ ω2Zν , there exists
E(k) ∈ R and ϕ(k) := (ϕ(n; k))n∈Zν such that the following conditions hold:
(1) ϕ(0; k) = 1,
|ϕ(n; k)| ≤ ε1/2
∑
m∈m(ℓ)
exp
(
− 7
8
κ0|n−m|
)
, n /∈ m(ℓ(k))(k),
|ϕ(m; k)| ≤ 2, for any m ∈ m(ℓ(k))(k),
(1.22)
(1.23) Hkϕ(k) = E(k)ϕ(k).
(2)
(1.24) E(k) = E(−k), ϕ(n;−k) = ϕ(−n; k),
(k(0))2(k − k1)2 < E(k)− E(k1) < 2k(k − k1) + 2ε
∑
k1<kn<k
(δ(n))1/8, 0 < k − k1 < 1/4, k1 > 0,(1.25)
where k(0) := min(ε0, k/1024).
(3) Set E±(kn) = limk→kn±0, k∈G E(ε, k). Assume that E
+(kn(0) ) > E
−(kn(0)). Let E
−(kn(0)) < E <
E+(kn(0)). Then (E −Hk) is invertible for every k.
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Let us give a short description of our method and the central technical difficulty we resolve. The proof
of Theorem C is built upon an abstract multi-scale analysis scheme. We estimate the Green function
(E −HΛ)(m,n) of the matrix HΛ :=
(
h(m,n; k)
)
m,n∈Λ
, Λ ⊂ Zν moving up on the “size scale” of Λ. This
approach was introduced in the theory of Anderson localization in the fundamental work [FrSp] of Fro¨hlich
and Spencer on random potentials and later by Fro¨hlich, Spencer and Wittwer in [FSW] for quasi-periodic
potentials. Our multi-scale scheme is based on the Schur complement formula:
(1.26)
[
H1 Γ1,2
Γ2,1 H2
]−1
=
[
H
−1
1 +H
−1
1 Γ1,2H˜
−1
2 Γ2,1H
−1
1 −H−11 Γ1,2H˜−12
−H˜−12 Γ2,1H−11 H˜−12
]
,
with
(1.27) H˜−12 = (H2 − Γ2,1H−11 Γ1,2)−1.
The main piece here is H˜−12 . The iteration of (1.27) over the scales builds up a “continued-fraction-function”
of the spectral parameter E and the quasi-momentum k. To estimate H˜−12 on a given scale, say s, one has to
study the roots of the determinant of H2 − Γ2,1H−11 Γ1,2 which is the previous continued-fraction-function.
These roots are close to E
(s−1)
Λ′ (k) – the eigenvalues of the matrix of the previous scale set Λ
′ parameterized
against k. The major problem here is that E
(s−1)
Λ′ (k) and E
(s−1)
Λ′′ (k) can be “extremely” close for a finite (if
k ∈ G), but large number of times. These are the so-called essential resonances. The eigenfunction ϕ(n; k)
in fact “typically” assumes values ≈ 1 for all n ∈ m(0)(k); see(1.11). The sets “around” n ∈ m(0)(k) produce
these resonance effects. This fact gives an idea of the complexity of the central technical problem one faces
in this approach. The advantage of this approach is that it eventually gives a system of equations relating
the gaps in the spectrum and the Fourier coefficients. The central technical tool we develop to resolve the
resonance problem consists of “continued-fraction-functions” and their roots. This is done in Section 4.
To give the reader an idea what this is about, consider the problem for the simplest “continued-fraction-
function”:
(1.28) E − a1(ε, k, E)− b(ε, k, E)
2
u− a2(ε, k, E) = 0.
The new variable ε is introduced here by considering εc(n) instead of c(n). This variable plays a crucial role
since we build the solutions via analytic continuation in ε, starting at ε = 0. Note that the fact that the
numerator b2 here is non-negative reflects the self-adjointness of the problem, which is also crucial for the
derivation. Technically, the problem here is that a1 and a2 can be arbitrarily close due to resonances. A
direct application of the implicit function theorem to
(1.29) χ(ε, k, E) :=
(
E − a1(ε, k, E)
)(
E − a2(ε, k, E)
)− b(ε, k, E)2 = 0
fails (∂Eχ may have zeros). What comes to the rescue is that the symmetries in the structure of HΛ, with
Λ built appropriately, allow for the comparison
(1.30) a1(ε, k, E) > a2(ε, k, E)
for all values of ε ∈ (−ε0, ε0) and for k, E close to the ones in question. Due to this fact, one has two
solutions E+(ε, k) > E−(ε, k). For k = −mω2 , these are very close to the two edges of the corresponding gap.
One of the crucial estimates we develop says that the margins E(s2)(k)− E(s1)(k) can be estimated via the
quantities |k + mω2 |. The symmetries in the structure of HΛ with Λ built appropriately play a crucial role in
this. Let us mention here that the next level “continued-fraction-functions” look as follows,
(1.31) f = f1 − b
2
1
f2
,
where f1, f2 are like in (1.28). We are interested in the solution of the equation f = 0. An important detail
here is that although f1, f2 are assumed to be “small on the next scale,” their derivatives are of magnitude
∼ 1. This accommodates the above mentioned fact that the eigenfunction ϕ(n; k) assumes values ∼ 1 at all
resonant points involved. In general the construction iterates a large number of times.
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Let us say a few words about these symmetries. Given k, we define an increasing sequence Λ
(s)
k of subsets
of Zν ,
⋃
s Λ
(s) = Zν , which allows us to analyze inductively the eigenvalues E(Λ(s)k , k) and the eigenvectors.
The construction of the sets Λ
(s)
k requires involved combinatorial arguments. The set Λ
(s)
k is a relatively
“small” perturbation of a union of two “large” cubes, one centered at the origin and another at n(ℓ)(k);
see (1.10). The boundary of the set is of “fractal nature” built on the scale basis. The purpose of this
“fractal” boundary is as follows. We need the set Λ
(s)
k to be invariant under the map T (n) = n
(ℓ)(k) − n,
and at the same time we want the boundary ∂Λ
(s)
k to avoid each subset m + Λ
(s′)
k+mω with s
′ < s and with
|E(Λ(s′)k+mω , k +mω)− E(Λ(s−1)k , k)| being “small.”
Finally, let us say a few words about the structure of the work. First of all we split the technical difficulties
into two major parts. In the first one, we develop a general theory of matrices which by definition have the
needed structures. These matrices do not depend on the quasi-momentum k. We start with a general multi-
scale analysis scheme and then inductively introduce more and more complex matrices under consideration.
This is done in Sections 2–3 and 5–6. As already mentioned, in Section 4 we develop the necessary theory
of “continued-fraction-functions.” In the second part, which consists of Sections 7–10, we verify that the
matrices dual to the quasi-periodic Schro¨dinger equation, with appropriate Λ
(s)
k , fit into the definitions from
Sections 2–6. Finally, in Section 11 we prove the main theorems.
Remark 1.2. The fact that our presentation separates the general theory from the application to small
quasi-periodic potentials with Diophantine frequency vector also has the additional benefit that in subsequent
applications of the general theory, one merely needs to verify all its necessary assumptions in a given situation.
We envision a number of additional applications of the general theory, such as an extension of the quasi-
periodic results beyond the case of small coupling, and more generally a version of them for suitable non-zero
background potentials. We intend to address these additional applications in future works.
2. A General Multi-Scale Analysis Scheme Based on the Schur Complement Formula
Let Λ ⊆ Zν and let H = (H(m,n))m,n∈Λ be an arbitrary matrix. For Λ′ ⊂ Λ, denote by PΛ′ the
orthogonal projection onto the subspace CΛ
′
of all functions ψ = {ψ(n) : n ∈ Zν} vanishing off Λ′. The
restriction of H to Λ′ is the operator HΛ′ : CΛ
′ → CΛ′ ,
HΛ′ := PΛ′HPΛ′ .
Let Λ0 ⊂ Λ be an arbitrary subset and set Λ1 = Λ \ Λ0. Then,
H = PΛ0HΛPΛ0 + PΛ1HΛPΛ1 + PΛ0HΛPΛ1 + PΛ1HΛPΛ0 .
By viewing CΛ as CΛ1 ⊕ CΛ0 , one has the following matrix representation of HΛ,
(2.1) HΛ =
[
HΛ1 ΓΛ1,Λ0
ΓΛ0,Λ1 HΛ0
]
,
where
ΓΛi,Λj (k, ℓ) = H(k, ℓ), k ∈ Λi, ℓ ∈ Λj .
Recall the following fact, known as the Schur complement formula.
Lemma 2.1. Let
(2.2) H =
[
H1 Γ1,2
Γ2,1 H2
]
,
where Hj is an (Nj ×Nj)-matrix, j = 1, 2, and Γi,j is an (Ni ×Nj)-matrix. Assume that H1 is invertible.
Let H˜2 = H2 − Γ2,1H−11 Γ1,2. Then, H is invertible if and only if H˜2 is invertible; and in this case, we have
(2.3) H−1 =
[
H
−1
1 +H
−1
1 Γ1,2H˜
−1
2 Γ2,1H
−1
1 −H−11 Γ1,2H˜−12
−H˜−12 Γ2,1H−11 H˜−12
]
.
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Definition 2.2. (1) For each m, let γ(m) := (m) be the sequence which consists of one point m. Set
Γ(m,m; 1,Λ) := {γ(m)}, Γ(m,n; 1,Λ) := ∅ for n 6= m,
Γ(k,Λ) = {γ = (n1, . . . , nk) : nj ∈ Λ, nj+1 6= nj}, k ≥ 2,
Γ(m,n; k,Λ) = {γ ∈ Γ(k,Λ), n1 = m,nk = n}, m, n ∈ Λ, k ≥ 2,
Γ1(m,n; Λ) =
⋃
k≥1
Γ(m,n; k,Λ), Γ1(Λ) =
⋃
m,n∈Λ
Γ1(m,n; Λ).
(2.4)
Let γ = (n1, . . . , nk), γ
′ = (n′1, . . . , n
′
ℓ), ni, n
′
j ∈ Zν . Set
(2.5) γ ∪ γ′ :=
{
(n1, . . . , nk, n
′
1, . . . , n
′
ℓ) if nk 6= n′1,
(n1, . . . , nk, n
′
2, . . . , n
′
ℓ) if nk = n
′
1.
(2) Let w(m,n), D(m) be functions obeying w(m,n) ≥ 0, D(m) ≥ 1, m,n ∈ Λ. For γ = (n1, . . . , nk),
set
(2.6) wD,κ0(γ) :=
[ ∏
1≤j≤k−1
w(nj , nj+1)
]
exp
( ∑
1≤j≤k
D(nj)
)
.
Wherever we apply wD,κ0(γ1 ∪ γ2), we assume that we are in the second case in (2.5). For that
matter, wD,κ0(γ1 ∪ γ2) = wD,κ0(γ1)wD,κ0(γ2).
Let 0 < κ0 < 1. We always assume that w(m,m) = 1 and
(2.7) w(m,n) ≤ exp(−κ0|m− n|),
and we set
WD,κ0(γ) := exp
(
− κ0‖γ‖+
∑
1≤j≤k
D(nj)
)
,
‖γ‖ :=
∑
1≤i≤k−1
|ni − ni+1|, D¯(γ) := max
j
D(nj).
(2.8)
Here, ‖γ‖ = 0 if k = 1. Obviously, wD,κ0(γ) ≤WD,κ0(γ).
(3) Let T ≥ 8. We say that γ = (n1, . . . , nk), nj ∈ Λ, k ≥ 1 belongs to ΓD,T,κ0(n1, nk; k,Λ) if the
following condition holds:
(2.9) min(D(ni), D(nj)) ≤ T ‖(ni, . . . , nj)‖1/5 for any i < j such that min(D(ni), D(nj)) ≥ 4Tκ−10 .
Note that ΓD,T,κ0(n1, n1; 1,Λ) = {(n1)}. Set ΓD,T,κ0(m,n; Λ) =
⋃
k ΓD,T,κ0(m,n; k,Λ),
ΓD,T,κ0(Λ) =
⋃
m,n ΓD,T,κ0(m,n; Λ).
(4) Set
sD,T,κ0;k,Λ(m,n) =
∑
γ∈ΓD,T,κ0(m,n;k,Λ)
wD,κ0(γ),
SD,T,κ0;k,Λ(m,n) =
∑
γ∈ΓD,T,κ0(m,n;k,Λ)
WD,κ0(γ).
(2.10)
Note that sD,T,κ0;1,Λ(m,m) = SD,T,κ0;1,Λ(m,m) = exp(D(m)).
(5) Let Λ ⊂ Λ¯ ⊂ Zν . Set µΛ,Λ¯(m) := dist(m, Λ¯ \ Λ). We say that the function D(m), m ∈ Λ belongs to
GΛ,Λ¯,T,κ0 if the following condition holds:
(2.11) D(m) ≤ TµΛ,Λ¯(m)1/5 for any m such that D(m) ≥ 4Tκ−10 .
(6) Let D ∈ GΛ,Λ¯,T,κ0 . We say that γ = (n1, . . . , nk), nj ∈ Λ, k ≥ 1 belongs to ΓD,T,κ0(n1, nk; k,Λ,R) if
the following conditions hold:
min(D(ni), D(nj)) ≤ T ‖(ni, . . . , nj)‖1/5
for any i < j such that min(D(ni), D(nj)) ≥ 4Tκ−10 , unless j = i+ 1.
(2.12)
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Moreover,
if min(D(ni), D(ni+1)) > T |(ni − ni+1)|1/5 for some i, then
min(D(nj′ ), D(ni)) ≤ T ‖(nj′ , . . . , ni)‖1/5, min(D(ni), D(nj′′ )) ≤ T ‖(ni, . . . , nj′′)‖1/5,
min(D(nj′ ), D(ni+1)) ≤ T ‖(nj′ , . . . , ni+1)‖1/5, min(D(ni+1), D(nj′′ )) ≤ T ‖(ni+1, . . . , nj′′)‖1/5,
for any j′ < i < i+ 1 < j′′.
(2.13)
Set ΓD,T,κ0(m,n; Λ,R) =
⋃
k ΓD,T,κ0(m,n; k,Λ,R), ΓD,T,κ0(Λ,R) =
⋃
m,n ΓD,T,κ0(m,n; Λ,R).
Given γ = (n1, . . . , nk) ∈ ΓD,T,κ0(n1, nk; k,Λ,R) \ΓD,T,κ0(n1, nk; k,Λ), we denote by P(γ) the set of
all i for which min(D(ni), D(ni+1)) ≥ T |(ni − ni+1)|1/5. Set
sD,T,κ0;k,Λ,R(m,n) =
∑
γ∈ΓD,T,κ0(m,n;k,Λ,R)
wD,κ0(γ),
SD,T,κ0;k,Λ,R(m,n) =
∑
γ∈ΓD,T,κ0(m,n;k,Λ,R)
WD,κ0(γ).
(2.14)
Remark 2.3. (1). Everywhere in this section the set Λ¯ is fixed. For this reason we suppress
Λ¯ from the notation. We always assume in all statements that each subset Λ ⊂ Zν under
consideration is a subset of Λ¯. The complement Λc always means Λ¯ \ Λ. When we apply the
statements from the current section in Sections 3 and 5, we will assume Λ¯ = Zν . On the other hand, we will
use different subsets in the role of Λ¯ starting from Section 6. Note for that matter that GΛ,Λ¯,T,κ0 ⊂ GΛ,Λ¯1,T,κ0
if Λ ⊂ Λ¯1 ⊂ Λ¯.
(2) The sets of trajectories ΓD,T,κ0(n1, nk; k,Λ), ΓD,T,κ0(n1, nk; k,Λ,R) are designed to estimate the in-
verse for two different types of matrices we study in this work. We introduce these two types of matrices in
Section 3 and Section 5, respectively. We estimate the inverse via the functions
sD,T,κ0,ε0;Λ(m,n) :=
∑
k≥1
εk−10 sD,T,κ0;k,Λ(m,n),
sD,T,κ0,ε0;Λ,R(m,n) :=
∑
k≥1
εk−10 sD,T,κ0;k,Λ,R(m,n),
SD,T,κ0,ε0;Λ(m,n) :=
∑
k≥1
εk−10 SD,T,κ0;k,Λ(m,n),
SD,T,κ0,ε0;Λ,R(m,n) :=
∑
k≥1
εk−10 SD,T,κ0;k,Λ,R(m,n),
(2.15)
respectively. One of the important properties of these functions is “functoriality” with respect to the Schur
complement formula. The precise meaning of this “functoriality” is formulated in Lemma 2.13. Its derivation
is based on the mutiplicativity property of the functions wD,κ0(γ), WD,κ0(γ) with respect to the operation
γ1 ∪ γ2.
(3) In Sections 3–10 we will use the function WD,κ0(γ) and the corresponding sums. We will use the
function wD,κ0(γ) and the corresponding sums in Section 11.
Lemma 2.4. Let γ = (n1, . . . , nk) ∈ ΓD,T,κ0(n1, nk; k,Λ,R). Set M = 4Tκ−10 , tD(γ) := log D¯(γ)logM , ϑt =∑
0<s≤t 2
−5s.
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If tD(γ) ≤ 5, then WD,κ0(γ) ≤ exp(−κ0‖γ‖+ kM5). Otherwise, with ℓ chosen such that D(nℓ) = D¯(γ),
we have
WD,κ0(γ) ≤

e−κ0(1−ϑtD(γ))‖γ‖+D¯(γ) if ℓ, ℓ− 1 /∈ P(γ) and maxj 6=ℓD(nj) < D(nℓ)M2 ,
e−κ0(1−ϑtD(γ)+1)‖γ‖ if ℓ, ℓ− 1 /∈ P(γ) and maxj 6=ℓD(nj) ≥ D(nℓ)M2 ,
e−κ0(1−ϑtD(γ))‖γ‖+2D¯(γ) if ℓ ∈ P(γ) or ℓ− 1 ∈ P(γ) and maxj /∈{ℓ−1,ℓ}D(nj) < D(nℓ)M2 ,
e−κ0(1−ϑtD(γ)+1)‖γ‖ if ℓ ∈ P(γ) or ℓ− 1 ∈ P(γ) and maxj /∈{ℓ−1,ℓ}D(nj) ≥ D(nℓ)M2 .
(2.16)
Here, by convention, a maximum taken over the empty set is set to be −∞.
Proof. The verification of the estimate goes by induction in k = 1, 2, . . . . The estimate obviously holds for
k = 1. Note also that if tD(γ) ≤ 5, the estimate holds for obvious reasons. So, we assume henceforth that
tD(γ) > 5. Assume that the estimate (2.16) holds for any trajectory γ
′ = (n′1, . . . , n
′
t) with t ≤ k− 1, k ≥ 2.
Recall that ℓ is chosen such that D(nℓ) = D¯(γ). There are several cases to be considered.
Case (I). Assume first that ℓ− 1, ℓ /∈ P(γ). Assume also that 2 ≤ ℓ ≤ k − 1, so that γ1 = (n1, . . . , nℓ−1),
γ2 = (nℓ+1, . . . , nk) are defined. Let ℓi be such that D(nℓi) = D¯(γi), i = 1, 2. Note that γ = (n1, . . . , nk) ∈
ΓD,T (n1, nk; Λ,R) implies T ‖(nℓ1, . . . , nℓ)‖1/5 ≥ D(nℓ1), since otherwise ℓ1 = ℓ − 1 ∈ P(γ). In particular,
(‖γ1‖+ |nℓ−1 − nℓ|)1/5 ≥ T−1D(nℓ1) = T−1M tD(γ1) ≥M tD(γ1)−1. Let us consider the following sub-cases.
(a) Assume that M2maxj<ℓ,j 6=ℓ1 D(nj) < D(nℓ1) < M
−2D(nℓ). This implies in particular D(nℓ1) > M
2,
that is, tD(γ1) > 2. In particular, 4tD(γ1)− 5 > tD(γ1) + 1. It implies also that tD(γ1) + 2 < tD(γ). Recall
that due to the inductive assumption, we have WD,κ0(γ1) ≤ exp(−κ0(1− ϑtD(γ1))‖γ1‖+ 2D(nℓ1)). Hence,
WD,κ0(γ1) exp(−κ0|nℓ−1 − nℓ|) ≤ exp(−κ0(1 − ϑtD(γ1))(‖γ1‖+ |nℓ−1 − nℓ|) + 2D(nℓ1))
≤ exp(−κ0(1 − ϑtD(γ1))(‖γ1‖+ |nℓ−1 − nℓ|) + 2T (‖γ1‖+ |nℓ−1 − nℓ|)1/5)
≤ exp(−[κ0(1 − ϑtD(γ1) − 2Tκ−10 (‖γ1‖+ |nℓ−1 − nℓ|)−4/5)](‖γ1‖+ |nℓ−1 − nℓ|))
≤ exp(−[κ0(1− ϑtD(γ1) − 2Tκ−10 M−4(tD(γ1)−1))](‖γ1‖+ |nℓ−1 − nℓ|))
≤ exp(−κ0(1− ϑtD(γ1) − 4−4tD(γ1)+5)(‖γ1‖+ |nℓ−1 − nℓ|))
≤ exp(−κ0(1− ϑtD(γ1)+1)(‖γ1‖+ |nℓ−1 − nℓ|)) ≤ exp(−κ0(1− ϑtD(γ))(‖γ1‖+ |nℓ−1 − nℓ|)).
(2.17)
(b) Assume that D(nℓ1) ≤M−2maxj<ℓ,j 6=ℓ1 D(nj), D(nℓ1) < M−2D(nℓ). Once again, tD(γ1)+2 < tD(γ).
Due to the inductive assumption, this time one has WD,κ0(γ1) ≤ exp(−κ0(1− ϑtD(γ1)+1)‖γ1‖). So,
WD,κ0(γ1) exp(−κ0|nℓ−1 − nℓ|) ≤ exp(−κ0(1 − ϑtD(γ1)+1)(‖γ1‖+ |nℓ−1 − nℓ|)
≤ exp(−κ0(1− ϑtD(γ))(‖γ1‖+ |nℓ−1 − nℓ|)).
(2.18)
(c) Assume D(nℓ1) < M
−2D(nℓ). Obviously, (a) or (b) applies. Thus, in any event, we have
WD,κ0(γ1) exp(−κ0|nℓ−1 − nℓ|) ≤ exp(−κ0(1− ϑtD(γ))(‖γ1‖+ |nℓ−1 − nℓ|)).
(d) Assume D(nℓ1) ≥ M−2D(nℓ). Since we assumed that tD(γ) > 5, we have D(nℓ1) > M−2M5 = M3.
So, tD(γ1) > 3. In particular, 4tD(γ1)− 7 > tD(γ1) + 1. Using the inductive assumption, we obtain
WD,κ0(γ1) exp(−κ0|nℓ−1 − nℓ|+ 2D(nℓ))
≤ exp(−κ0(1− ϑtD(γ1))(‖γ1‖+ |nℓ−1 − nℓ|) + (2 + 2M2)D(nℓ1))
≤ exp(−κ0(1 − ϑtD(γ1) − κ−10 (2 + 2M2)M−4(tD(γ1)−1))(‖γ1‖+ |nℓ−1 − nℓ|))
< exp(−κ0(1− ϑtD(γ1) − 4−4tD(γ1)+7)(‖γ1‖+ |nℓ−1 − nℓ|))
≤ exp(−κ0(1− ϑtD(γ1)+1)(‖γ1‖+ |nℓ−1 − nℓ|)) ≤ exp(−κ0(1− ϑtD(γ)+1)(‖γ1‖+ |nℓ−1 − nℓ|)).
(2.19)
Now we prove the statement in case (I). Obviously, the cases (c) and (d) complement each other. Note
also that since ℓ /∈ P, one can similarly identify the cases (a)–(d) for γ2 and establish estimates similar to
(2.17)–(2.19). Assume that case (c) applies for both γ1 and γ2. Combining the estimates for γ1 and γ2, we
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obtain the desired estimate in the first line case in (2.16). Assume now that we have case (d) for γ1 and case
(c) for γ2. Then,
WD,κ0(γ) =WD,κ0(γ1) exp(−κ0|nℓ−1 − nℓ|+D(nℓ)) exp(−κ0|nℓ+1 − nℓ|)WD,κ0(γ2)
≤ exp(−κ0(1− ϑtD(γ)+1)(‖γ1‖+ |nℓ−1 − nℓ| − κ0(1− ϑtD(γ2))(‖γ2‖+ |nℓ−1 − nℓ|))
≤ exp(−κ0(1− ϑtD(γ)+1)‖γ‖),
(2.20)
which is the estimate in the second line case in (2.16). The same estimate holds if we have case (c) for γ1
and case (d) for γ2. Finally, assume we have case (d) for both γ1 and γ2. Since D(x) ≥ 1 for any x, it follows
that
WD,κ0(γ) =WD,κ0(γ1) exp(−κ0|nℓ−1 − nℓ|+D(nℓ)) exp(−κ0|nℓ+1 − nℓ|)WD,κ0(γ2)
≤ exp(−κ0(1− ϑtD(γ)+1)(‖γ1‖+ |nℓ−1 − nℓ| − κ0(1− ϑtD(γ2)+1)(‖γ2‖+ |nℓ−1 − nℓ|))
≤ exp(−κ0(1 − ϑtD(γ)+1)‖γ‖),
(2.21)
which is again the estimate in the second line case in (2.16).
This finishes the verification in the case (I) with 2 ≤ ℓ ≤ k − 1. One can see that the estimates hold for
the rest of sub-cases in the case (I).
Case (II). Assume now that ℓ ∈ P(γ). Then, in particular, ℓ + 1 ≤ k. Assume in addition that
2 ≤ ℓ ≤ k − 2, so that γ1 = (n1, . . . , nℓ−1), γ′2 = (nℓ+2, . . . , nk) are defined. Due to (2.13) in Definition 2.2,
the arguments from case (I) apply to γ1. For the same reason very similar arguments apply also to γ
′
2. The
estimates for γ′2 are as follows:
WD,κ0(γ
′
2)e
−κ0||(nℓ,nℓ+1,nℓ+2)|| ≤ e−κ0(1−ϑtD(γ))(‖γ1‖+|nℓ−1−nℓ|), if D¯(γ′2) < M−2D(nℓ),
WD,κ0(γ
′
2)e
−κ0||(nℓ,nℓ+1,nℓ+2)||+2D(nℓ) ≤ e−κ0(1−ϑtD(γ)+1)(‖γ1‖+|nℓ−1−nℓ|), if D¯(γ′2) ≥M−2D(nℓ).
(2.22)
Combining the estimates for γ1 and γ
′
2, one obtains the desired estimate in the third and forth line cases in
(2.16). One can see that the estimates hold for the rest of sub-cases in the case (II).
Case (III). Finally, assume that ℓ − 1 ∈ P(γ). Then, in particular ℓ − 1 ≥ 1. Assume in addition that
3 ≤ ℓ ≤ k − 1, so that γ′1 = (n1, . . . , nℓ−2), γ2 = (nℓ+1, . . . , nk) are defined. The argument for this case is
completely similar to the one in case (II). 
Corollary 2.5. Let D ∈ GΛ,T,κ0 , γ ∈ ΓD,T,κ0(m,n; k,Λ,R), k ≥ 1. Then,
WD,κ0(γ) ≤ exp(−κ0‖γ‖+ k(4Tκ−10 )5) ≤ exp(−
7
8
κ0|m− n|) exp(−1
8
κ0‖γ‖+ k(4Tκ−10 )5) if tD(γ) ≤ 5,
WD,κ0(γ) < exp(−
15
16
κ0‖γ‖+ 2D¯(γ))
≤ min
[
exp(−7
8
κ0|m− n|+ 2T (minµΛ(m), µΛ(n))1/5) exp(− 1
16
κ0‖γ‖+ 2T ‖γ‖1/5),
exp(−15
16
κ0|m− n|+ 2D¯)
]
, D¯ := max
x
D(x) if tD(γ) > 5.
(2.23)
Proof. If tD(γ) ≤ 5, then the estimate follows from Lemma 2.4 since ‖γ‖ ≥ |m−n|. Assume that tD(γ) > 5.
Let ℓ be such that D(nℓ) = D¯(γ). Recall that D(nℓ) ≤ TµΛ(nℓ)1/5. Furthermore, µΛ(nℓ) ≤ µΛ(m) +
|m − nℓ| ≤ µΛ(m) + ‖γ‖. So, D¯(γ) ≤ T (µΛ(m) + ‖γ‖)1/5 ≤ T (µΛ(m)1/5 + ‖γ‖1/5). Similarly, D¯(γ) ≤
T (µΛ(n)
1/5 + ‖γ‖1/5). Note also that 1 − ϑt > 1 − 1/31 > 15/16 for any t. Due to Lemma 2.4, one has in
any event
WD,κ0(γ) ≤ exp(−κ0(1− ϑtD(γ))‖γ‖+ 2D¯(γ)) < exp(−
15
16
κ0‖γ‖+ 2D¯(γ))
≤ exp(−7
8
κ0|m− n|+ 2T (minµΛ(m), µΛ(n))1/5) exp(− 1
16
κ0‖γ‖+ 2T ‖γ‖1/5).
(2.24)
It follows also from Lemma 2.4 that WD,κ0(γ) ≤ exp(− 1516κ0|m− n|+ 2D¯). 
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To proceed we need the following elementary estimate.
Lemma 2.6. (1) For any α,B, k > 0 and 0 < ε0 ≤ min(2−12ν−4α4ν , exp(−8B)), we have∑
γ∈Γ(m,n;k,Zν)
exp(−α‖γ‖) < (8α−1)(k−1)ν ,
∑
k≥2
εk−10 exp(kB)
∑
γ∈Γ(m,n;k,Zν)
exp(−α‖γ‖) < ε 120 .
(2.25)
(2) For any C, T > 1 and ε0 ≤ min(exp(−8TC1/5), 2−4(ν+1)(C + 1)−4ν , we have
(2.26)
∑
k≥2
εk−10
∑
γ∈Γ(m,n;k,Λ),‖γ‖≤C
exp(2T ‖γ‖1/5) ≤
∑
k≥2
εk−10 exp(2TC
1/5)(2(C + 1))(k−1)ν ≤ ε 120 .
Proof. One has ∑
γ∈Γ(m,n;k,Zν)
exp(−α‖γ‖) ≤ (∑
r∈Zν
exp(−α|r|))k−1 < (2 ∑
r∈Z,r≥0
exp(−αr))(k−1)ν
= (2(1− exp(−α))−1)(k−1)ν < (8α−1)(k−1)ν ,∑
k≥2
εk−10 exp(kB)
∑
γ∈Γ(m,n;k,Λ,R)
exp(−α‖γ‖) ≤
∑
k≥2
εk−10 exp(kB)(8α
−1)(k−1)ν ≤ ε 120 .
(2.27)
This verifies (1). Part (2) follows from (1). 
Lemma 2.7. Let D ∈ GΛ,T,κ0 . Let 0 < ε0 ≤ min(2−24ν−4κ4ν0 , exp(−(8Tκ−10 )5), 2−10(ν+1)T−8ν). Then,
SD,T,κ0,ε0;Λ,R(m,n) ≤ min
[
3ε
1/2
0 exp(−
7
8
κ0|m− n|+ 2T (minµΛ(m), µΛ(n))1/5),
2ε
1/2
0 exp(−
1
4
κ0|m− n|+ 2D¯)
]
if m 6= n,
SD,T,κ0,ε0;Λ,R(m,m) ≤ min
[
exp(D(m)) + 3ε
1/2
0 exp(2TµΛ(m)
1/5), 2 exp(2D¯)
]
.
(2.28)
Proof. Let m 6= n. Using (2.23), one obtains
SD,T,κ0,;k,Λ,R(m,n) ≤ exp(−
7
8
κ0|m− n|+ k(4Tκ−10 )5)
∑
γ∈Γ(m,n;k,Λ,R)
exp(−1
8
κ0‖γ‖)
+ exp(−7
8
κ0|m− n|+ 2T (minµΛ(m), µΛ(n))1/5)×[ ∑
γ∈Γ(m,n;k,Λ,R)
exp(−1
8
κ0‖γ‖) +
∑
γ∈Γ(m,n;k,Λ,R),‖γ‖≤25(Tκ−10 )
3/2
exp(2T ‖γ‖1/5)].
(2.29)
Combining (2.29), (2.25), and (2.26), one obtains
SD,T,κ0,ε0;Λ,R(m,n) ≤ 3ε1/20 exp(−
7
8
κ0|m− n|+ 2T (minµΛ(m), µΛ(n))1/5).
The derivation of the other estimates is completely similar. 
Remark 2.8. In the last lemma we estimate the functions SD,T,κ0,ε0;Λ,R(m,n) only. Clearly,
SD,T,κ0,ε0;Λ(m,n) ≤ SD,T,κ0,ε0;Λ,R(m,n).
Later in this work we will need also the following estimates:
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Lemma 2.9. Let D ∈ GΛ,T,κ0 . Let 0 < ε0 ≤ min(2−24ν−4κ4ν0 , exp(−(8Tκ−10 )5), 2−10(ν+1)T−8ν). Let 0 ≤
a(m,n) ≤ 1, m,n ∈ Λ be arbitrary. Then, for any m0, n0 ∈ Λc, we have
GD,T,κ0,ε0;Λ,R(m0, n0) := ε0
∑
m,n∈Λ
a(m0,m) exp(−κ0|m0 −m|+ |m0 −m|1/5)SD,T,κ0,ε0;Λ,R(m,n)
exp(−κ0|n0 − n|+ |n0 − n|1/5)a(n, n0) < ε1/20 exp(−κ0|m0 − n0|/4),
QD,T,κ0,ε0;Λ,R(m0) := ε0GD,T,κ0,ε0;Λ,R(m0,m0) < ε
3/2
0 ,
(2.30)
D
(1)
D,T,κ0,ε0;Λ,R
(m0, n0) := ε0
∑
mi,ni∈Λ
a(m0,m1) exp(−κ0|m0 −m1|+ |m0 −m1|1/5)
SD,T,κ0,ε0;Λ,R(m1, n1) exp(−κ0|n1 −m2|+ |n1 −m2|1/5 + |m2 − n0|1/5)SD,T,κ0,ε0;Λ,R(m2, n2)
exp(−κ0|n0 − n2|+ |n0 − n2|1/5)a(n2, n0) < ε1/20 exp(−κ0|m0 − n0|/8),
(2.31)
D
(2)
D,T,κ0,ε0;Λ,R
(m0, n0) := ε0
∑
mi,ni∈Λ
a(m0,m1) exp(−κ0|m0 −m1|+ |m0 −m1|1/5)
SD,T,κ0,ε0;Λ,R(m1, n1) exp(−κ0|n1 −m2|+ |m2 − n1|1/5 + |m2 −m0|1/5)SD,T,κ0,ε0;Λ,R(m2, n2)
exp(−κ0|m3 − n2|+ |m3 − n2|1/5 + |m3 −m0|1/5)SD,T,κ0,ε0;Λ,R(m3, n3)
exp(−κ0|n3 −m4|+ |m4 − n3|1/5 + |m4 −m0|1/5)SD,T,κ0,ε0;Λ,R(m4, n4)
exp(−κ0|n0 − n4|+ |n0 − n4|1/5)a(n4, n0) < ε1/20 exp(−κ0|m0 − n0|/16).
(2.32)
Proof. Using (2.28) from Lemma 2.7 and (2.11) from Definition 2.2, one obtains
QD,T,κ0,ε0;Λ,R(m0) ≤ ε20
∑
m,n∈Λ,m 6=n
3ε
1/2
0 ×
exp(−1
4
κ0|m− n| − κ0|m0 −m| − κ0|m0 − n|+ T (minµΛ(m), µΛ(n))1/5
+|m− n|1/5 + |m0 −m|1/5 + |m0 − n|1/5) + ε20
∑
m∈Λ
exp(−2κ0|m0 −m|+ 2|m0 −m|1/5)
[exp(TµΛ(m)
1/5) + 3ε
1/2
0 exp(2TµΛ(m)
1/5)] ≤ ε20
∑
m,n∈Λ,m 6=n
3ε
1/2
0 ×
exp(−1
4
κ0|m− n| − κ0|m0 −m| − κ0|m0 − n|
+T (min(|m0 −m|, |m0 − n|)1/5 + |m− n|1/5 + |m0 −m|1/5 + |m0 − n|1/5)
+ε20
∑
m∈Λ
exp(−2κ0|m0 −m|+ 2|m0 −m|1/5)[exp(T |m0 −m|1/5) + 3ε1/20 exp(2T |m0 −m|1/5)].
(2.33)
Combining this estimate with (2.25), one obtains (2.30). The derivation of the rest of the estimates is
completely similar. 
Lemma 2.10. Assume that Λ = Λ1 ∪ Λ2, Λ1 ∩ Λ2 = ∅. Then, µΛ(m) ≥ µΛj (m) if m ∈ Λj. In particular,
let Dj ∈ GΛj ,T,κ0 , j = 1, 2. Set D(m) := Dj(m) if m ∈ Λj. Then, D ∈ GΛ,T,κ0 .
Proof. Let m ∈ Λj. It follows from the definition of the functions µΛ′ that µΛ(m) ≥ µΛj (m). The second
statement follows from the first one, just due to the definition of GΛ,T,κ0 . 
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Lemma 2.11. Assume that Λ = Λ1 ∪ Λ2, Λ1 ∩ Λ2 = ∅. Let Dj ∈ GΛj ,T,κ0 , j = 1, 2. Set D(m) := Dj(m) if
m ∈ Λj. Let m,n ∈ Λ1,
γ = γ1 ∪ γ2 · · · ∪ γ2t+1, σ = γ1 ∪ γ2 · · · ∪ γ2t
γ2i+1 = (n1,2i+1, . . . , nk2i+1,2i+1) ∈ ΓD1,T (n0,2i+1, nk2i+1,2i+1; Λ1,R), n1,1 = m,nk2t+1,2t+1 = n
γ2i = (n1,2i, . . . , nk2i,2i) ∈ ΓD2,T (n0,2i, nk2i,2i+1; Λ2,R), nkt = n.
(2.34)
Then,
(1) γ, σ ∈ ΓD,T,κ0(Λ,R).
(2) If γ1∪γ2 · · ·∪γ2t+1 = γ′1∪γ′2 · · ·∪γ′2t′+1, t, t′ ≥ 0, then t = t′, γj = γ′j. Similarly, if γ1∪γ2 · · ·∪γ2t =
γ′1 ∪ γ′2 · · · ∪ γ′2t′ , t, t′ ≥ 0, then t = t′, γj = γ′j.
Proof. (1) We verify the statement for γ. The verification for σ is completely similar. Re-denote γ as
γ = (n0, n1, . . . , nk). We need to verify conditions (2.12), (2.13) for any i < j such that min(D(ni), D(nj)) ≥
4Tκ−10 . Clearly these conditions hold if ni, . . . , nj are consecutive points in some γh. Assume that ni ∈ Λ1,
nj ∈ Λ2. Assume also that D(ni), D(nj) ≥ 4Tκ−10 . One has
D1(ni) ≤ TµΛ1(ni)1/5, D2(nj) ≤ TµΛ2(nj)1/5,
‖(ni, . . . , nj)‖ > |ni − nj | ≥ max(µΛ1(ni), µΛ2(nj)),
max(D(ni), D(nj)) ≤ T ‖(ni, . . . , nj)‖1/5.
(2.35)
So, conditions (2.12), (2.13) hold in this case. Assume now that ni ∈ Λ1, nh ∈ Λ2, nj ∈ Λ1, i < h < j.
Assume also that D(ni), D(nh), D(nj) ≥ 4Tκ−10 . Then, due to (2.35), one has D(ni) ≤ T ‖(ni, . . . , nh)‖1/5,
D(nj) ≤ T ‖(nh, . . . , nj)‖1/5. This of course implies conditions (2.12), (2.13) in this case. The verification
for the rest of the cases is completely similar. This finishes the first statement.
(2) The proof goes by induction in max(t, t′) = 0, 1, . . . . We will prove the statement regarding γ = γ′. The
proof for σ = σ′ is completely similar. If t, t′ = 0, then the statement is trivial. Assume that the statement
holds if max(t, t′) ≤ s− 1, where s ≥ 1. If t ≥ 1, then γ1 ∪ γ2 · · · ∪ γ2t+1 /∈ Γ(m,n; Λ1) since Λ1 ∩Λ2 = ∅. So,
one can assume t, t′ ≥ 1. Note that n1,2t+1, . . . , nk2t+1,2t+1 ∈ Λ1, n′1,2t′+1, . . . , n′k2t′+1,2t′+1 ∈ Λ1, nk2t,2t ∈ Λ2,
n′k2t′ ,2t′ ∈ Λ2. Since γ = γ′, one concludes that k2t+1 = k2t′+1 and ni,2t+1 = n′i,2t′+1 for all i. This implies
γ1 ∪ γ2 · · · ∪ γ2t = γ′1 ∪ γ′2 · · · ∪ γ′2t′ . Repeating this argument, one concludes that k2t = k2t′ and ni,2t = n′i,2t′
for all i. This implies γ1 ∪ γ2 · · · ∪ γ2t−1 = γ′1 ∪ γ′2 · · · ∪ γ′2t′−1. Due to the inductive assumption, one has
then t− 1 = t′ − 1, γj = γ′j , 1 ≤ j ≤ t− 1. This finishes the proof. 
Lemma 2.12. (1) Assume that Λ = Λ1 ∪ Λ2, Λ1 ∩ Λ2 = ∅. Let D1 ∈ GΛ1,T,κ0 . Let D2(x) ≥ 1, x ∈ Λ2 be
such that D2(x) ≤ TµΛ(x)1/5 for any x ∈ Λ2. Set D(m) := Dj(m) if m ∈ Λj, m ∈ Λj. Then, D ∈ GΛ,T,κ0 .
(2) Let m,n ∈ Λ2 and γi = (n1,i, . . . , nki,i) ∈ ΓD,T,κ0(Λ1,R), i = 1, 2, be arbitrary. Set γ′ = (m,n) if
m 6= n, γ′ = (m) if m = n, γ′1 = (m), γ′2 = n. Then, γ1∪γ′, γ′∪γ2, γ1∪γ′∪γ2, γ′1∪γ1∪γ′2 ∈ ΓD,T,κ0(Λ,R).
Proof. The first part is clear. For the second part, we cannot just refer to Lemma 2.11 since it may happen
that D2 /∈ GΛ2,T,κ0 . However, a part of the argument from the proof of Lemma 2.11 still works. We need to
verify conditions (2.12), (2.13) for any i < j. We will do this for γ := (n1, . . . , nk) := γ1∪γ′∪γ2 with m 6= n.
The verification for the rest of the cases is similar. If i < j ≤ k1 or k1 + 3 ≤ i < j ≤ k, then (2.12), (2.13)
hold since γi ∈ ΓD,T,κ0(Λ1,R). The argument from the proof of Lemma 2.11 still works in the following
cases: (a) i ≤ k1, k1 + 3 ≤ j ≤ k, (b) i ≤ k1, k1 + 1 ≤ j ≤ k1 + 2, (c) k1 + 1 ≤ i ≤ k1 + 2, k1 + 3 ≤ j ≤ k
since D1 ∈ GΛ1,T,κ0 . Let k1 + 1 ≤ i < j ≤ k1 + 2. Then i = k1 + 1, j = k1 + 2, that is, j = i+ 1. Obviously,
in this case (2.13) holds. 
Lemma 2.13. Let Λ = Λ1 ∪ Λ2, Λ1 ∩ Λ2 = ∅. Let Dj ∈ GΛj ,T,κ0 , j = 1, 2. Let
HΛ =
[
HΛ1 Γ1,2
Γ2,1 HΛ2
]
.
Γi,j := ΓΛi,Λj (k, ℓ) = H(k, ℓ), k ∈ Λi, ℓ ∈ Λj. Assume that the following conditions hold:
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(i)
ε0w(m,n) := ε0wΛ(m,n) := |HΛ(m,n)| ≤ ε0 exp(−κ0|m− n|), m 6= n,
0 < κ0 < 1, 0 < ε0 ≤ min(2−24ν−4κ4ν0 , exp(−(8Tκ−10 )5, 2−10(ν+1)T−8ν).
(ii) The matrix HΛj is invertible; moreover,
(2.36) |H−1Λj (m,n)| ≤ sDj ,T,κ0,ε0;Λj ,R(m,n).
Then, H˜2 := [HΛ2 − Γ2,1H−1Λ1 Γ1,2](m,n) is invertible, HΛ is invertible, and
|H−1Λ (m,n)| ≤
∑
k≥1
εk−10
∑
γ∈ΓD1,T,κ0(m,n;k,Λ1,R)
wD1,κ0(γ)
+
∑
q≥3
εq−10
∑
γ∈Γ
(1,2)
D,T,κ0
(m,n;q,Λ)
wD,κ0(γ) ≤ sD,T,κ0,ε0;k,Λ,R(m,n), m, n ∈ Λ1,
|H−1Λ (m,n)| = |H˜−12 (m,n)| ≤
∑
k≥1
εk−10
∑
γ∈ΓD,T,κ0(m,n;k,Λ2,R)
wD,κ0(γ)
+
∑
k≥3
εk−10
∑
γ∈Γ
(2,1)
D,T,κ0
(m,n;k,Λ,R)
wD,κ0(γ) ≤ sD,T,κ0,ε0;k,Λ,R(m,n), m, n ∈ Λ2,
|H−1Λ (m,n)|
≤
∑
k≥3
εk−10
∑
γ∈Γ
(p,q,odd)
D,T,κ0
(m,n;k,Λ,R)
wD,κ0(γ) ≤ sD,T,κ0,ε0;k,Λ,R(m,n), m ∈ Λp, n ∈ Λq, p 6= q,
(2.37)
where Γ
(p,q)
D,T,κ0
(m,n; k,Λ,R) =
⋃
t≥1 Γ
(p,q,t)
D,T,κ0
(m,n; k,Λ,R), Γ
(p,q,t)
D,T,κ0
(m,n; k,Λ,R) stands for
the set of all γ ∈ ΓD,T,κ0(m,n; k,Λ,R) such that γ = γ1 ∪ γ′1 · · · ∪ γt+1 with γj ∈
ΓDp,T,κ0(Λp,R), γ
′
i ∈ ΓDq,T,κ0(Λq), p 6= q, Γ(p,q,odd)D,T,κ0 (m,n; k,Λ,R) =
⋃
t≥1 Γ
(p,q,odd,t)
D,T,κ0
(m,n; k,Λ,R),
Γ
(p,q,odd,t)
D,T,κ0
(m,n; k,Λ,R) stands for the set of all γ ∈ ΓD,T,κ0(m,n; k,Λ,R) such that γ = γ1∪γ′1 · · ·∪γ′t
with γj ∈ ΓDp,T,κ0(Λp), γ′i ∈ ΓDq,T,κ0(Λq), p 6= q, and D(m) = Dj(m) if m ∈ Λj.
Proof. Let m,n ∈ Λ2. For any t ≥ 1, one has
|[H−1Λ2
(
Γ2,1H
−1
Λ1
Γ1,2H
−1
Λ2
)t
](m,n)| ≤
∑
ni∈Λ2;n′i∈Λ1,i=1,...,t
ε2t0 |H−1Λ2 (m,n1)| exp(−κ0|n1 − n′1|)|H−1Λ1 (n′1, n′2)| . . . |H−1Λ2 (nt, n)| ≤
∑
ni∈Λ2;n′i∈Λ1,i=1,...,t∑
ki,k′j≥1,j=1,...
ε
(
∑
j kj)+(
∑
i k
′
i)−1
0
∑
γ1∈ΓD2,T,κ0 (m,n1;k1,Λ2,R)
∑
γ′1∈ΓD1,T,κ0 (n2,n3;k
′
1,Λ1,R)
· · ·
∑
γt+1∈ΓD2,T,κ0(nt,n;kt+1,Λ2,R)
wD2,κ0(γ1) exp(−κ0|n1 − n2|)WD1,κ0(γ′1) . . . wD,κ0(γt+1)
=
∑
ni∈Λ2;n′i∈Λ1,i=1,...,t∑
ki,k′j≥1,j=1,...
ε
(
∑
j kj)+(
∑
i k
′
i)−1
0
∑
γ1∈ΓD2,T,κ0 (m,n1;k1,Λ2,R)
∑
γ′1∈ΓD1,T,κ0 (n2,n3;k
′
1,Λ1,R)
· · ·
∑
γt+1∈ΓD2,T,κ0(nt,n;kt+1,Λ2,R)
wD,κ0(γ1 ∪ γ′1 · · · ∪ γt+1).
(2.38)
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Combing (2.38) with Lemma 2.11, one obtains
(2.39) |[H−1Λ2
(
Γ2,1H
−1
Λ1
Γ1,2H
−1
Λ2
)t
](m,n)| ≤
∑
k≥1
εk−10
∑
γ∈Γ
(2,1,t)
D,T,κ0
(m,n;k,Λ,R)
wD,κ0(γ).
Due to Lemma 2.11, Γ
(2,1,t)
D,T,κ0
(m,n; k,Λ,R) ∩ Γ(2,1,t′)D,T,κ0(m,n; k′,Λ,R) = ∅, unless t = t′. Hence,
(2.40)
∑
t≥1
|[H−1Λ2
(
Γ2,1H
−1
Λ1
Γ1,2H
−1
Λ2
)t
](m,n)| ≤
∑
k≥1
εk−10
∑
γ∈Γ
(2,1)
D,T,κ0
(m,n;k,Λ,R)
wD,κ0(γ).
Note that Γ
(2,1)
D,T,κ0
(m,n; k,Λ,R) ∩ ΓD2,T,κ0(m,n; k,Λ2,R) = ∅. Thus,
H˜−12 := [(HΛ2 − Γ2,1H−1Λ1 Γ1,2)−1](m,n)| ≤ |[H−1Λ2 ](m,n)|+∑
t≥1
|[H−1Λ2
(
Γ2,1H
−1
Λ1
Γ1,2H
−1
Λ2
)t
](m,n)| ≤
∑
k≥1
εk−10
∑
γ∈ΓD2,T,κ0 (m,n;k,Λ2,R)
wD,κ0(γ)
+
∑
k≥1
εk−10
∑
γ∈Γ
(2,1)
D,T,κ0
(m,n;k,Λ,R)
wD,κ0(γ) ≤ sD,T,κ0,ε0;k,Λ,R(m,n).
(2.41)
Due to the Schur complement formula, HΛ is invertible and [H
−1
Λ ](m,n) = [H˜
−1
2 ](m,n)|. This finishes the
proof of the statement when m,n ∈ Λ2.
Let now m,n ∈ Λ1. Using the Schur complement formula and (2.39), one obtains
|H−1Λ (m,n)| = |[H−1Λ1,ε](m,n)|+ |[H−1Λ1,εΓ1,2H˜−12 Γ2,1H−1Λ1,ε](m,n)|
≤
∑
k≥1
εk−10
∑
γ∈ΓD1,T,κ0 (m,n;k,Λ1,R)
wD1,κ0(γ)
+
∑
k,ℓ,k˜≥1
εk+ℓ+k˜−10
∑
n1,n4∈Λ1;n2,n3∈Λ2
∑
γ∈ΓD1,T,κ0 (m,n1;k,Λ1,R)[ ∑
λ∈ΓD2,T,κ0 (n2,n3;ℓ,Λ2)
+
∑
t≥1
∑
λ∈Γ
(2,1,t)
D,T,κ0
(n2,n3;ℓ,Λ,R)
] ∑
γ˜∈ΓD1,T,κ0(n4,n;k,Λ1,R)
wD,κ0(γ)w(n1, n2)wD,κ0(λ)w(n3, n4)wD,κ0(γ˜).
(2.42)
Note that here
wD,κ0(γ)w(n1, n2)wD,κ0(λ)w(n3, n4)wD,κ0(γ˜) = wD,κ0(γ ∪ λ ∪ γ˜).
Let γ ∈ ΓD1,T,κ0(k,Λ1,R), γ˜ ∈ ΓD1,T,κ0(k˜,Λ1,R), λ ∈ Γ(2,1,t)D,T,κ0(ℓ,Λ,R). One has λ = λ1 ∪ λ′1 · · · ∪ λt+1 with
λj ∈ ΓD2,T,κ0(m,n; Λ2,R), λ′i ∈ ΓD1,T,κ0(Λ1,R). Therefore, γ ∪ λ ∪ γ˜ ∈ Γ(1,2,t+1)D,T,κ0 (m,n; k + ℓ + k˜,Λ,R).
Furthermore, let γ′ ∈ ΓD1,T,κ0(k′,Λ1,R), γ˜′ ∈ ΓD1,T,κ0(k˜′,Λ1,R), σ ∈ Γ(2,1,t
′)
D,T,κ0
(ℓ′,Λ,R), σ = σ1∪σ′1 · · ·∪σt′+1
with σj ∈ ΓD2,T,κ0(m,n; Λ2,R), σ′i ∈ ΓD1,T,κ0(Λ1,R). If γ ∪ λ ∪ γ˜ = γ′ ∪ σ ∪ γ˜′, then, due to Lemma 2.11,
t = t′, γ = γ′, γ˜ = γ˜′, λ1 = σ1, λ
′
1 = σ
′
1, . . . λt+1 = σt+1. If λ ∈ ΓD2,T,κ0(n2, n3; ℓ,Λ2,R), then γ ∪ λ ∪ γ˜ ∈
Γ
(1,2,1)
D,T,κ0
(m,n; k + ℓ+ k˜,Λ,R). Therefore,
|H−1Λ (m,n)| ≤
∑
k≥1
εk−10
∑
γ∈ΓD1,T,κ0 (m,n;k,Λ1,R)
wD1,κ0(γ) +
∑
t≥1
∑
q≥3
εq−1
∑
γ∈Γ
(1,2,t)
D,T,κ0
(m,n;q,Λ,R)
wD,κ0(γ)
=
∑
k≥1
εk−10
∑
γ∈ΓD1,T,κ0 (m,n;k,Λ1,R)
wD1,κ0(γ) +
∑
q≥3
εq−1
∑
γ∈Γ
(1,2)
D,T,κ0
(m,n;q,Λ,R)
wD,κ0(γ),
(2.43)
where Γ
(1,2)
D,T,κ0
(m,n; k,Λ,R) =
⋃
t≥1 Γ
(1,2,t)
D,T,κ0
(m,n; k,Λ,R). Note that Γ
(1,2)
D,T,κ0
(m,n; k,Λ,R) ∩
ΓD1,T,κ0(m,n; k,Λ1,R) = ∅. Thus,
(2.44) |H−1Λ (m,n)| ≤ sD,T,κ0,ε0;k,Λ,R(m,n).
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This finishes the proof of the statement when m,n ∈ Λ1. The proof for the cases m ∈ Λ1, n ∈ Λ2 and
m ∈ Λ2, n ∈ Λ1 is completely similar. 
Lemma 2.14. Let Λ ⊂ Zν . Assume that
ε0w(m,n) := ε0wΛ(m,n) := |HΛ(m,n)| ≤ ε0 exp(−κ0|m− n|), m 6= n,
0 < κ0 < 1, 0 < ε0 ≤ min(2−24ν−4κ4ν0 , exp(−25Tκ−10 ), 2−10(ν+1)T−8ν). Let Λ1 ∪ Λ2 = Λ, Λ1 ∩ Λ2 = ∅,
HΛ =
[
HΛ1 Γ1,2
Γ2,1 HΛ2
]
Assume that
(i) The matrix HΛ1 is invertible and there exists D1 ∈ GΛ1,T,κ0 such that
(2.45) |H−1Λ1 (m,n)| ≤ sD1,T,κ0,ε0;Λ1,R(m,n).
(ii) H˜2 := HΛ2 − Γ2,1H−1Λ1 Γ1,2 obeys | det H˜2|−1 ≤ exp(D0), where D0 ≤ T minx∈Λ2 µΛ(x)1/5.
Set D(x) = D1(x) if x ∈ Λ1, D(x) = D0 if x ∈ Λ2. Then, D ∈ GΛ,T,κ0 , HΛ is invertible and
(2.46) |H−1Λ (m,n)| ≤ sD,T,κ0,ε0;Λ,R(m,n).
Proof. Note that condition (i) implies in particular D ∈ GΛ,T,κ0 . Furthermore,
(2.47) |H˜2(m,n)| ≤ |H(m,n)|+
∑
m′,n′∈Λ1
|H(m,m′)|sD1,T,κ0,ε0;Λ1,R(m′, n′)|H(n′, n)|.
Let m′, n′ ∈ Λ1 and γ ∈ ΓD,T,κ0(Λ1,R) be arbitrary. Set γ′1 = (m) if γ′′ = (n). Then, due to Lemma 2.12,
γ′1 ∪ γ ∪ γ′2 ∈ ΓD,T,κ0(Λ1,R). Using Cramer’s rule, condition (i), and (2.47), one obtains
(2.48) |H˜−12 (m,n)| ≤ sD,T,κ0,ε0;Λ,R(m,n).
Similarly, let m,n ∈ Λ1. Using the Schur complement formula, Lemma 2.12, (2.36), and (2.47), one obtains
(2.49) |H−1Λ (m,n)| = |[H−1Λ1 ](m,n)|+ |[H−1Λ1 Γ1,2H˜−12 Γ2,1H−1Λ1 ](m,n)| ≤ sD,T,κ0,ε0;Λ,R(m,n).
The same estimate holds for m ∈ Λ1, n ∈ Λ2. 
Lemma 2.15. Assume that the following conditions hold:
ε0w(m,n) := |H(m,n)| ≤ ε0 exp(−κ0|m− n|), m, n ∈ Λ,m 6= n
min
m∈Λ
|H(m,m)| ≥ exp(−4Tκ−10 ),(2.50)
0 < ε0 ≤ min(2−24ν−4κ4ν0 , exp(−(8Tκ−10 )5), 2−10(ν+1)T−8ν). Then, HΛ is invertible and
(2.51)
∣∣H−1Λ (m,n)∣∣ ≤ sD,T,κ0,ε0;k,Λ(m,n).
Proof. Set D(m) = 4Tκ−10 , m ∈ Λ. Note that D ∈ GΛ,T,κ0 . Set also A(m,n) = H(m,m)δm,n, B(m,n) =
H(m,n) − A(m,n), m,n ∈ Λ. Then, A is invertible with |A−1(m,m)| ≤ exp(4Tκ−10 ) and A−1(m,n) = 0 if
m 6= n. Just as in (2.38)–(2.40), one obtains
(2.52)
∑
t≥1
|[A−1(BA−1)t](m,n)| ≤∑
k≥1
εk−10
∑
γ∈ΓD,T,κ0 (m,n;k,Λ)
wD,κ0(γ).
Hence,
(2.53)
∣∣H−1Λ (m,n)∣∣ ≤ |A−1(m,n)|+∑
t≥1
|[A−1(BA−1)t](m,n)| = sD,T,κ0,ε0;k,Λ(m,n).

Now it is very easy to derive the main result of this section which is the “general multi-scale analysis
scheme based on the Schur complement formula” mentioned in the section title.
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Proposition 2.16. Let (H(x, y))x,y∈Λ, Λ ⊂ Zν be a matrix, which obeys
ε0w(m,n) := |H(x, y)| ≤ ε0 exp(−κ0|x− y|)
for any x 6= y, 0 < ε0 ≤ min(2−24ν−4κ4ν0 , exp(−(8Tκ−10 )5), 2−10(ν+1)T−8ν). Let Λj, j ∈ J be subsets of Λ,
Λi ∩ Λj = ∅ if i 6= j. Let Dj ∈ GΛj ,T,κ0 . Assume that the following conditions hold:
(a) Each HΛj is invertible and
(2.54) |H−1Λj (m,n)| ≤ sDj ,T,κ0,ε0;k,Λj ,R(m,n), for any m,n ∈ Λj and any j.
(b) For each n /∈ ⋃j∈J Λj, |H(n, n)| ≥ exp(−4Tκ−10 ).
Then,
(2.55) |H−1Λ (m,n)| ≤ sD,T,κ0,ε0;k,Λ,R(m,n),
where D(m) = Dj(m) if m ∈ Λj for some j, and D(m) = 4Tκ−10 otherwise.
Proof. Note that D ∈ GΛ,T,κ0 . Set Λ0 := Λ \ ∪j∈JΛj . Due to Lemma 2.15,
(2.56) |H−1Λ0 (m,n)| ≤ sD,T,κ0,ε0;k,Λ0(m,n).
Applying repeatedly Lemma 2.13, one obtains the statement. 
Remark 2.17. In the last three lemmas and in Proposition 2.16 we analyze the cases based on the functions
sD,T,κ0,ε0;Λ,R(m,n) only. The analysis of the cases based on the functions sD,T,κ0,ε0;Λ(m,n) is completely
similar.
Lemma 2.18. Assume that (H(m,n))m,n∈Zν obeys
|H(m,n)| ≤ ε0 exp(−κ0|m− n|), m 6= n, m, n ∈ Zν .
Given Λ such that HΛ is invertible, set
(2.57) G(m0, n0,Λ) :=
∑
m,n∈Λ
H(m0,m)H
−1
Λ (m,n)H(n, n0), m0, n0 ∈ Zν .
Assume that Λj, Λ are such that all conditions of Lemma 2.13 hold. Assume also that R := dist({m0, n0},Λ2)
obeys max(maxx∈ΛD(x), 4Tκ
−1
0 ) ≤ κ0R/8. Then,
(2.58) |G(m0, n0,Λ)−G(m0, n0,Λ1)| ≤ 4|ε0|3/2 exp(−κ0
4
R).
Proof. We write
G(m0, n0,Λ) = [
∑
m,n∈Λ1
+
∑
m,n∈Λ2
+
∑
m∈Λ1,n∈Λ2
+
∑
m∈Λ2,n∈Λ1
]
H(m0,m)H
−1
Λ (m,n)H(n, n0) := Q1,1 +Q2,2 +Q1,2 +Q2,1.
(2.59)
Due to the Schur complement formula (2.3), one has for x, y ∈ Λ1,
(2.60) H−1Λ (x, y) = [H
−1
Λ1
](x, y) + [H−1Λ1 Γ1,2Hˆ
−1
2 Γ2,1H
−1
Λ1
](x, y),
where Hˆ2 := HΛ2 − Γ2,1H−1Λ1 Γ1,2. This implies
|G(m0, n0,Λ)−G(m0, n0,Λ1)| ≤
∑
m,n∈Λ1
H(m0,m)H(n, n0)×
[H−1Λ1 Γ1,2H˜
−1
2 Γ2,1H
−1
Λ1
](m,n)
∣∣+ |Q2,2|+ |Q1,2|+ |Q2,1| := |Q˜1,1|+ |Q2,2|+ |Q1,2|+ |Q2,1|.(2.61)
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Since all conditions of Lemma 2.13 hold, one can invoke (2.37). Using the estimate (2.37) combined with
the estimate (2.16), one obtains
|Q˜1,1| ≤ ε20
∑
m,n∈Λm0
exp(−κ0|m0 −m| − κ0|n− n0|)×
∑
q≥3
εq−10
∑
γ∈Γ
(1,2)
D,T,κ0
(m,n;q,Λ,R)
wD,κ0(γ) ≤ ε20
∑
m,n∈Λ1
exp(−κ0|m0 −m| − κ0|n− n0|)×
∑
q≥3
εq−10
∑
γ∈Γ
(1,2)
D,T,κ0
(m,n;q,Λ,R)
exp(−1
2
κ0‖γ‖+max(D¯(γ), 4Tκ−10 )),
(2.62)
where Γ
(p,q)
D,T,κ0
(m,n; k,Λ,R) =
⋃
t≥1 Γ
(p,q,t)
D,T,κ0
(m,n; k,Λ,R), Γ
(p,q,t)
D,T,κ0
(m,n; k,Λ,R) stands for the set of all
γ ∈ ΓD,T,κ0(m,n; k,Λ,R) such that γ = γ1 ∪ γ′1 · · · ∪ γt+1 with γj ∈ ΓD,T,κ0(Λp,R), γ′i ∈ ΓD,T,κ0(Λq,R),
p 6= q. Note that for any m,n and any γ ∈ Γ(1,2)D,T,κ0(m,n; q,Λ,R), we have |m0 − m| + ‖γ‖ + |n − n0| ≥
2 dist({m0, n0},Λ2) = 2R. Due to the assumptions of the lemma, max(D¯(γ), 4Tκ−10 )) ≤ κ0R/8. Combining
these estimates, one obtains
|Q˜1,1| ≤ |ε0|2
∑
q≥3
|ε0|q−1
∑
γ∈Γ(m0,n0;q+2,Λ,R), ‖γ‖≥2R
exp(−1
4
κ0‖γ‖)
≤ |ε0|2
∑
q≥3
|ε0|q−1 exp(−κ0
4
R)
∑
γ∈Γ(m0,n0;q+2,Λ,R)
exp(−1
8
κ0‖γ‖) ≤ |ε0|3/2 exp(−κ0
4
R).
(2.63)
The estimation of the rest of the terms in (2.61) is completely similar. 
Remark 2.19. We remark here that Lemma 2.18 applies to any m0, n0 ∈ Zν , regardless of whether Λ¯ = Zν
or Λ¯ 6= Zν in Remark 2.3, provided of course the conditions of the lemma hold. The same applies to
Lemma 2.21 below.
Lemma 2.20. (1) Let Hξ = (h(x, y; ξ))x,y∈Λ be a matrix-function, ξ ∈ U ⊂ Rd. Assume that H−1ξ exists
for all ξ. If Hξ is C
1-smooth, then H−1ξ is C
1-smooth, and
(2.64) ∂ξjH
−1
ξ = H
−1
ξ (∂ξjHξ)H
−1
ξ .
If Hξ is C
2-smooth, then H−1ξ is C
2-smooth, and
(2.65) ∂2ξi,ξjH
−1
ξ = H
−1
ξ (∂ξiHξ)H
−1
ξ (∂ξjHξ)H
−1
ξ +H
−1
ξ (∂
2
ξi,ξjHξ)H
−1
ξ +H
−1
ξ (∂ξjHξ)H
−1
ξ (∂ξiHξ)H
−1
ξ .
(2) Assume that for any ξ and any x, y ∈ Λ, we have
(2.66) |H−1ξ (x, y)| ≤ sD(·;Λ),T,κ0,ε0;Λ,R(x, y), x, y ∈ Λ,
where D ∈ GΛ,T,κ0 . Assume that h(m,n; ξ) are C2-smooth and for m 6= n obey |∂αh(m,n; ξ)| ≤
B exp(−κ0|m− n|) for |α| ≤ 2, where B > 0 is a constant. Furthermore, assume that there is m0 ∈ Λ such
that |∂αh(m,m; ξ)| ≤ B′ exp(κ0|m−m0|1/5) for any m ∈ Λ, 0 < |α| ≤ 2, where B′ > 0 is a constant. Finally,
assume that |h(m,m; ξ)| ≤ B′′ for any m ∈ Λ, where B′′ > 0 is a constant. Set B0 = max(1, B,B′, B′′).
Then, for any |β| ≤ 2, and any n ∈ Λ, we have
(2.67) |∂βH−1ξ (m,n)| ≤ (3B0)|β| exp(|β|κ0|m−m0|1/5)D|β|D(·),T,κ0,ε0;Λ(m,n), x, y ∈ Λ;
compare (2.30) in Lemma 2.9.
Proof. (1) To verify (2.64), assume for convenience d = 1, ξ ∈ (ξ1, ξ2). Let ξ0 ∈ (ξ1, ξ2). For sufficiently
small |ξ − ξ0|, one has ‖Hξ − Hξ0‖ < M(ξ0)|ξ − ξ0|, where M(ξ0) = 1 + ‖∂ξHξ|ξ=ξ0‖. In particular,
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‖Hξ −Hξ0‖‖H−1ξ0 ‖ < 1/2 for sufficiently small |ξ − ξ0|. Hence,
H−1ξ −H−1ξ0 =
∑
t≥1
H−1ξ0 [(Hξ0 −Hξ)H−1ξ0 ]t
= H−1ξ0 (Hξ0 −Hξ)H−1ξ0 +R(ξ, ξ0),
‖R(ξ, ξ0)‖ ≤
∑
t≥2
‖H−1ξ0 ‖t+1‖Hξ −Hξ0‖t
≤ ‖H−1ξ0 ‖3‖Hξ −Hξ0‖2
∑
t≥0
2−t ≤ C(ξ0)(ξ − ξ0)2,
(2.68)
where C(ξ0) =M(ξ0)
2‖H−1ξ0 ‖3. This implies (2.64). The derivation of the rest of the identities is similar.
(2) This part follows from part (1) combined with Lemma 2.9. 
Lemma 2.21. Let Hξ = (h(x, y; ξ))x,y∈Zν , ξ ∈ U ⊂ Rd be as in part (2) of Lemma 2.20. Given Λ′ ⊂ Λ, set
HΛ′ = HΛ′,E,ξ = (E − h(m,n; ξ))m,n∈Λ′ . Provided H−1Λ exists, set
(2.69) G(m0, n0,Λ;E, ξ) :=
∑
m,n∈Λ
h(m0,m; ξ)H
−1
Λ (m,n)h(n, n0; ξ), m0, n0 ∈ Zν .
Assume that Λ = Λ1 ∪ Λ2, Λ1 ∩ Λ2 = ∅, and for any E ∈ (E′, E′′), ξ, HΛ, HΛj obey all conditions of
Lemma 2.13. Assume also that R := dist({m0, n0},Λ2) obeys max(maxx∈ΛD(x), 4Tκ−10 ) ≤ κ0R/8. Finally,
assume that (E′, E′′) ⊂ (−B0, B0). Then, for any multi-index |β| ≤ 2, we have
(2.70) |∂βG(m0, n0,Λ;E, ξ)− ∂βG(m0, n0,Λ1;E, ξ)| ≤ 780B20ε3/20 exp(−
κ0
4
R).
Proof. We use the notation from the proof of Lemma 2.18 with E, ξ being suppressed. Using the notation
from (2.61), one obtains
(2.71) |∂β(G(m0, n0,Λ)−G(m0, n0,Λ1))| ≤ |∂βQ˜1,1|+ |∂βQ2,2|+ |∂βQ1,2|+ |∂βQ2,1|.
Using (2.67) from part (2) of Lemma 2.20, one obtains
|∂βH−1Λ (m,n)|, |∂βH˜−12 (m,n)| ≤ (3B0)|β|D|β|D(·),T,κ0,ε0;Λ(m,n),
|∂β(H−1Λ Γ1,2H˜−12 Γ2,1H−1Λ1 (m,n))| ≤ (195B0)|β|D|β|D(·),T,κ0,ε0;Λ(m,n).(2.72)
Now, using (2.72) just like in (2.62), (2.63), one obtains |∂βQ˜1,1| ≤ 195B0ε3/20 exp(−κ04 R). The estimation
of the rest of the terms in (2.71) is similar. 
3. Eigenvalues and Eigenvectors of Matrices with Inessential Resonances of Arbitrary
Order
Let Λ be a non-empty subset of Zν . Let v(n), n ∈ Λ, h0(m,n), m,n ∈ Λ, m 6= n be some complex
functions. Consider HΛ,ε =
(
h(m,n; ε)
)
m,n∈Λ
, where ε ∈ C,
h(n, n; ε) = v(n), n ∈ Λ,(3.1)
h(m,n; ε) = εh0(m,n), m, n ∈ Λ, m 6= n.
Assume that the following conditions are valid,
v(n) = v(n),(3.2)
h0(m,n) = h0(n,m),(3.3)
|h0(m,n)| ≤ B1 exp(−κ0|m− n|) , m, n ∈ Λ, m 6= n,(3.4)
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where 0 < B1 < ∞, κ0 > 0 are constants,
∣∣(z1, z2, . . . , zν)∣∣ = ∑j |zj |, zj ∈ C. For convenience we always
assume that 0 < B1 ≤ 1, 0 < κ0 ≤ 1/2.
Take an arbitrary m0 ∈ Λ. For ε = 0, the matrix HΛ,ε has an eigenvalue E0 = v(m0), and ϕ0(n) = δm0,n,
n ∈ Λ is the corresponding eigenvector. Assume that
(3.5) inf {|v(n)− v(m0)| : n ∈ Λ, n 6= m0} ≥ δ0 > 0.
In this case, elementary perturbation theory yields the following:
There exist ε0 > 0 and analytic functions E(ε), ϕ(n, ε) defined in the disc D(0, ε0) = {ε ∈ C : |ε| < ε0},
n ∈ Λ such that ∑
n∈Λ
|ϕ(n, ε)|2 = 1 , for ε ∈ (−ε0, ε0),(3.6)
Hεϕ(n, ε) = E(ε)ϕ(n, ε),(3.7)
E(0) = E0 , ϕ(n, 0) = ϕ0(n).(3.8)
Let HΛ,ε =
(
h(m,n; ε)
)
m,n∈Λ
be defined as in (3.1) In this section we will analyze some cases where the
basic non-resonance condition (3.5) does not hold for the matrix HΛ,ε, but it does hold for some smaller
matrices HΛ′,ε, Λ
′ ⊂ Λ. More specifically, we will assume that there is some structure of such smaller
matrices. This idea leads to an inductive definition of classes of matrices N(s
′)
(
m′0,Λ
′; δ0
)
, which we introduce
here.
The idea of analytic continuation in the parameter ε is absolutely crucial in the further development of the
method. This development addresses the so-called cases of pairs of resonances. In this section we establish
all estimates related to the analytic dependence on the parameter ε needed later in the applications. On the
other hand, the analytic dependence itself helps to avoid certain ambiguities in the very definitions in this
section. Let us first recall Rellich’s theorem on the analytic dependence of the eigenvalues of self-adjoint
matrices:
• Let Aε = (am,n(ε))1≤m,n≤N be an analytic matrix function defined in a neighborhood of the interval
ε1 < ε < ε2. Assume that for ε ∈ (ε1, ε2), the matrix Aε is self-adjoint. Then, there exist real analytic
functions En(ε), ε ∈ (ε1, ε2), such that for each ε, specAε = {En(ε) : 1 ≤ n ≤ N}. In particular,
assume that for some ε(0), the matrix has a simple eigenvalue E(0). Then, there is unique En0(ε) such that
En0(ε
(0)) = E(0).
Definition 3.1. Assume that HΛ,ε obeys (3.1)–(3.5),
(3.9) |ε| < ε0, ε0 := ε0(δ0, κ0) := (ε¯0)3, ε¯0 := min(2−24ν−4κ4ν0 , δ2
9
0 , 2
−10(ν+1)(4κ0 log δ
−1
0 )
−8ν).
For these values of ε, we say that HΛ,ε belongs to the class N
(1)
(
m0,Λ; δ0
)
.
Let 0 < β0 < 1 be a constant. We assume that log δ
−1
0 > 2
32β−10 log κ
−1
0 . Introduce the following
quantities:
(3.10) R(1) :=
(
δ0
)−4β0
, R(u) :=
(
δ
(u−1)
0
)−β0
, u = 2, 3, . . . , δ
(u)
0 = exp
(−(logR(u))2), u = 1, 2, . . . .
Assume that the classes N(s
′)
(
m′0,Λ
′; δ0
)
are already defined for s′ = 1, . . . , s− 1, where s ≥ 2.
Assume that HΛ,ε obeys (3.1)–(3.4). Let m0 ∈ Zν . Assume that there exist subsets M(s′)(Λ) ⊂ Λ,
s′ = 1, . . . , s − 1, some of which may be empty, and a collection of subsets Λ(s′)(m) ⊂ Λ, m ∈ M(s′), such
that the following conditions hold:
(a) m0 ∈M(s−1)(Λ), m ∈ Λ(s′)(m) for any m ∈M(s′)(Λ), s′ ≤ s− 1.
(b) M(s
′)(Λ) ∩M(s′′)(Λ) = ∅ for any s′ < s′′. For any (m′, s′) 6= (m′′, s′′), we have
Λ(s
′)(m′) ∩ Λ(s′′)(m′′) = ∅.
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(c) For any s′ = 1, . . . , s − 1 and any m ∈ M(s′)(Λ), the matrix HΛ(s′)(m),ε belongs to
N(s
′)
(
m,Λ(s
′)(m); δ0
)
. Note that, in particular, this means that for the set Λ(s
′)(m), a system of
subsets M(s
′)(Λ(s
′)(m)) ⊂ Λ(s′)(m), s′′ = 1, . . . , s′, and Λ(s′′)(m) ⊂ Λ(s′)(m), m ∈M(s′)(Λ(s′)(m)) is
defined so that all the conditions stated above and below are valid for HΛ(s′)(m),ε in the role of HΛ,ε,
s′ in the role of s, and m in the role of m0.
(d) (
m′ +B(R(s
′))
) ⊂ Λ(s′)(m′), for any m′ ∈M(s′)(Λ), s′ < s.
(
m0 +B(R
(s))
) ⊂ Λ.
(e) For any n ∈ Λ \ {m0}, we have v(n) 6= v(m0). So, E(s)(m0,Λ; 0) := v(m0) is a simple eigenvalue of
HΛ,0. Let E
(s)
(
m0,Λ; ε
)
, ε ∈ R, be the real analytic function such that E(s)(m0,Λ; ε) ∈ specHΛ,ε
for any ε, E(s)
(
m0,Λ; 0
)
= v(m0). Similarly, for any m ∈ M(s′)(Λ), and n ∈ Λ(s′)(m) \ {m},
we have v(n) 6= v(m). So, E(s′)(m,Λ(s′)(m); 0) := v(m) is a simple eigenvalue of HΛ(s′)(m),0.
Let E(s
′)
(
m,Λ(s
′)(m); ε
)
, ε ∈ R, be the real analytic function such that E(s′)(m,Λ(s′)(m); ε) ∈
specHΛ(s′)(m),ε for any ε, E
(s′)
(
m,Λ(s
′)(m); 0
)
= v(m). Set
εs = ε0 −
∑
1≤s′≤s
δ
(s′)
0 , s ≥ 1.
If s = 1, we will show in Proposition 3.3 that E(1)
(
m0,Λ; ε
)
can be extended analytically in the disk
|ε| < ε0. For s = 2, it is required by the current definition that for all complex ε, |ε| < ε0, we have
(3.11) 3δ
(1)
0 ≤
∣∣E(1)(m,Λ(1)(m); ε)− E(1)(m0,Λ(1)(m0); ε)∣∣ ≤ δ(0)0 := δ0/8.
We show in Proposition 3.3 that in this case, E(2)
(
m0,Λ; ε
)
can be extended analytically in the disk
|ε| < ε2. Using induction we prove in Proposition 3.3 that this is true for all s. For s ≥ 3, we require
that for all ε ∈ C with |ε| < εs−2, we have
3δ
(s−1)
0 ≤
∣∣E(s−1)(m,Λ(s−1)(m); ε)− E(s−1)(m0,Λ(s−1)(m0); ε)∣∣ < δ(s−2)0 , for m 6= m0,
δ
(s′)
0
2
≤ ∣∣E(s′)(m,Λ(s′)(m); ε)− E(s−1)(m0,Λ(s−1)(m0); ε)∣∣ < δ(s′−1)0 , for s′ = 1, . . . , s− 2.(3.12)
(f) For s = 1, we have |v(n)−v(m0)| ≥ δ0/4 for everym 6= m0. For s ≥ 2, we have |v(n)−v(m0)| ≥ (δ0)4
for every n ∈ Λ \ (⋃1≤s′≤s−1⋃m∈M(s′) Λ(s′)(m)).
In this case we say that HΛ,ε belongs to the class N
(s)
(
m0,Λ; δ0
)
. We call m0 the principal point. We set
s(m0) = s. We call m0 the principal point. We call Λ
(s−1)(m0) the (s− 1)-set for m0.
Remark 3.2. Note that in particular
κ0(R
(s))1/16 > log(δ
(s)
0 )
−1, δ(s) < (δ(s−1))8, δ
(1)
0 < ε0/2.
Proposition 3.3. Let E(s
′)(m,Λ(s
′)(m); ε) be the same as in Definition 3.1, m ∈ M(s′), s′ = 1, . . . , s− 1.
The following statements hold:
(1) Define inductively the functions D(·; Λ(s′)(m)), 1 ≤ s′ ≤ s − 1, m ∈ M(s′), D(·; Λ) by setting
for s = 1, D(x; Λ) = 4 log δ−10 for x ∈ Λ \ {m0}, D(m0; Λ) := 4 log(δ(1))−1; and by setting for
s ≥ 2, D(x; Λ) = D(x; Λ(s′)(m)) if x ∈ Λ(s′)(m) for some s′ ≤ s − 1 and some m ∈ M(s′) \ {m0},
D(x; Λ) = D(x; Λ(s−1)(m0)) if x ∈ Λ(s−1)(m0)\{m0}, D(m0; Λ) = 2 log(δ(s)0 )−1, D(x; Λ) = 4 log δ−10
if x ∈ Λ \ (⋃1≤s′≤s⋃m∈M(s′) Λ(s′)(m)). Then, D(·; Λ(s′)(m)) ∈ GΛ(s′)(m),T,κ0 , 1 ≤ s′ ≤ s − 1,
m ∈ M(s′), D(·; Λ) ∈ GΛ,T,κ0 , T = 4κ0 log δ−10 , maxx 6=m0 D(x; Λ) ≤ 4 log(δ(s−1)0 )−1. We will denote
by D(·; Λ \ {m0}) the restriction of D(·; Λ) to Λ \ {m0}.
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(2) For s = 1, the matrix (E − HΛ\{m0},ε) is invertible for any |ε| < ε¯0, |E − v(m0)| < δ0/4. For
s ≥ 2, |ε| < εs−2, and
∣∣E − E(s−1)(m0,Λ(s−1)(m0); ε)∣∣ < 2δ(s−1)0 , the matrices (E − HΛ(s′)(m),ε),
s′ ≤ s − 1, m ∈ M(s′), m 6= m0 and the matrices (E − HΛ(s−1)(m0)\{m0},ε), (E − HΛ\{m0},ε) are
invertible. Moreover,
|[(E −HΛ(s′)(m),ε)−1](x, y)| ≤ sD(·;Λ(s′)(m)),T,κ0,|ε|;Λ(s′)(m)(x, y),
|[(E −HΛ(s−1)(m0)\{m0},ε)−1](x, y)| ≤ sD(·;Λ(s−1)(m0)\{m0}),T,κ0,|ε|;Λ(s−1)(m0)\{m0}(x, y),
|[(E −HΛ\{m0},ε)−1](x, y)| ≤ sD(·;Λ\{m0}),T,κ0,|ε|;Λ\{m0}(x, y).
(3.13)
(3) Set Λm0 := Λ \ {m0}. The functions
K(s)(m,n,Λm0 ; ε, E) = (E −HΛm0 ,ε)−1(m,n), m, n ∈ Λm0 ,
Q(s)(m0,Λ; ε, E) =
∑
m′,n′∈Λm0
h(m0,m
′; ε)K(s)(m′, n′; Λm0 ; ε, E)h(n
′,m0; ε),
F (s)(m0, n,Λm0; ε, E) =
∑
m∈Λm0
K(s)(n,m,Λm0 ; ε, E)h(m,m0; ε), n ∈ Λm0
(3.14)
are well-defined and analytic in the following domain,
|ε| < ε¯0, |E − v(m0)| < δ0/4, in case s = 1,
|ε| < εs−2 := ε0 −
∑
1≤s′≤s−2
δ
(s′)
0 ,
∣∣E − E(s−1)(m0,Λ(s−1)(m0); ε)∣∣ < 2δ(s−1)0 , s ≥ 2.(3.15)
The following estimates hold,∣∣Q(s)(m0,Λ; ε, E)−Q(s−1)(m0,Λ(s−1)(m0); ε, E)∣∣ ≤ 4|ε|3/2 exp(−κ0R(s−1)) ≤ |ε|(δ(s−1)0 )6
for |ε| < εs−2,
∣∣E − E(s−1)(m0,Λ(s−1)(m0); ε)∣∣ < 2δ(s−1)0 , s ≥ 2,∣∣∂εQ(1)(m0,Λ; ε, E)∣∣ ≤ |ε|1/2, ∣∣∂αEQ(1)(m0,Λ; ε, E)∣∣ ≤ |ε|
for α ≤ 2 and any |ε| < ε0, |E − v(m0)| < δ0/8 ,∣∣∂εQ(s)(m0,Λ; ε, E)∣∣ ≤ |ε|1/2, ∣∣∂αEQ(s)(m0,Λ; ε, E)∣∣ ≤ |ε|
for α ≤ 2 and any |ε| < εs−1,
∣∣E − E(s−1)(m0,Λ(s−1)(m0); ε)∣∣ < 3δ(s−1)0 /2 ,
(3.16)
∣∣F (s)(m0, n,Λ; ε, E)∣∣ ≤ 4|ε|1/2 exp(−7κ0
8
|n−m0|
)
,∣∣F (s)(m0, n,Λ; ε, E)− F (s−1)(m0, n,Λ(s−1)(m0); ε, E)∣∣ ≤ |ε|1/2 exp(−κ0R(s−1)) ,
|ε| < εs−2,
∣∣E − E(s−1)(m0,Λ(s−1)(m0); ε)∣∣ < 2δ(s−1)0 , s ≥ 2,∣∣F (1)(m0, n,Λ; ε, E)∣∣ ≤ 4|ε|1/2 exp(−7κ0
8
|n−m0|
)
,∣∣∂εF (1)(m0, n,Λ; ε, E)∣∣ ≤ ε¯−1/20 , ∣∣∂αEF (1)(m0, n,Λ; ε, E)∣∣ ≤ |ε|1/2
for α ≤ 2 and any |ε| < ε0, |E − v(m0)| < δ0/8 ,∣∣∂εF (s)(m0, n,Λ; ε, E)∣∣ ≤ ε¯−1/20 , ∣∣∂αEF (s)(m0, n,Λ; ε, E)∣∣ ≤ |ε|1/2
for α ≤ 2 and any |ε| < εs−1,
∣∣E − E(s−1)(m0,Λ(s−1)(m0); ε)∣∣ < 3δ(s−1)0 /2.
(3.17)
(4) For s = 1 and |ε| < ε0, the equation
(3.18) E = v(m0) +Q
(s)(m0,Λ; ε, E)
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has a unique solution E = E(1)(m0,Λ; ε) in the disk
∣∣E − v(m0)∣∣ < δ0/8. For s ≥ 2 and
|ε| < εs−1, the equation (3.18) has a unique solution E = E(s)(m0,Λ; ε) in the disk
∣∣E −
E(s−1)(m0,Λ
(s−1)(m0); ε
)∣∣ < 3δ(s−1)0 /2. This solution is a simple zero of det(E − HΛ,ε). Fur-
thermore, det(E−HΛ,ε) has no other zeros in the disk |E−E(s−1)(m,Λ(s−1)(m); ε)| < 2δ(s−1)0 . The
function E(s)(m0,Λ; ε) is analytic in the disk |ε| < εs−1 and obeys∣∣E(s)(m0,Λ; ε)− E(s−1)(m0,Λ(s−1)(m0); ε)∣∣ < |ε|(δ(s−1)0 )5,∣∣E(s)(m0,Λ; ε)− v(m0)|∣∣ < |ε|.(3.19)
Finally,
(3.20)
∣∣v(m0) +Q(s)(m0,Λ; ε, E)− E(s)(m0,Λ; ε)∣∣ ≤ |ε|∣∣E − E(s)(m0,Λ; ε)∣∣.
(5) For s = 1, |ε| < ε0, and (δ(1)0 )4 <
∣∣E − E(1)(m0,Λ; ε)∣∣ < δ0/16, the matrix (E −HΛ,ε) is invertible.
For s ≥ 2, |ε| < εs−1, and (δ(s)0 )4 <
∣∣E − E(s)(m0,Λ; ε)∣∣ < 2δ(s−1)0 , the matrix (E − HΛ,ε) is
invertible. Moreover,
|[(E −HΛ,ε)−1](x, y)| ≤ SD(·;Λ),T,κ0,|ε|;k,Λ(x, y).
(6) The vector ϕ(s)(Λ; ε) := (ϕ(s)(n,Λ; ε))n∈Λ, given by ϕ
(s)(m0,Λ; ε) = 1 and ϕ
(s)(n,Λ; ε) =
−F (s)(m0, n,Λ; ε, E(s)(m0,Λ; ε)) for n 6= m0, obeys
(3.21) HΛ,εϕ
(s)(Λ; ε) = E(s)(m0,Λ; ε)ϕ
(s)(Λ; ε),
|ϕ(s)(n,Λ; ε)| ≤ 4|ε|1/2 exp
(
−7κ0
8
|n−m0|
)
, n 6= m0,
ϕ(s)(m0,Λ; ε) = 1.
(3.22)
Furthermore, let P (m0,Λ; ε) be the Riesz projector onto the one-dimensional subspace Cϕ(s)(Λ; ε)
(see (3.58)), and let δm0 := (δm0,x)x∈Λ. Then, ‖P (m0,Λ; ε)δm0‖ ≥ 2/3. Finally,
(3.23) |ϕ(s)(n,Λ; ε)− ϕ(s−1)(n,Λ(s−1)(m0); ε) ≤ 2|ε|(δ(s−1)0 )5, n ∈ Λ(s−1)(m0).
Proof. The proof of (1)–(5) goes simultaneously by induction over s, starting with s = 1.
We will prove now (1)–(5) in the case s = 1. Let E ∈ C be such that
(3.24) |E − v(m0)| ≤ δ0/4.
Set
(3.25) HΛm0 = E −HΛm0 ,ε.
Clearly, D(·; Λm0) ∈ GΛm0 ,T,κ0 . Set D(x; Λ) = D(x; Λm0) := 2 log δ−10 if x ∈ Λm0 , and D(m0; Λ) =
2 log(δ
(1)
0 )
−1. Due to condition (d) in Definition 3.1, one has µΛ(m0) ≥ R(1). So,
D(m0; Λ) = 2 log(δ
(1)
0 )
−1 = 2 log exp
(
(logR(1))2
)
= (logR(1))2 < (R(1))1/5 < µΛ(m0)
1/5.
Hence, D(·; Λ) ∈ GΛ,T,κ0 . This finishes the proof of (1) in case s = 1.
One has |HΛm0 (n, n)| ≥ δ0/4 for each n ∈ Λm0 . Due to Lemma 2.15, we have for |ε| ≤ ε¯0,
|H−1Λm0 (m,n)| ≤ sD(·;Λm0 ),T,κ0,|ε|;Λm0 (m,n).
Due to (2.30) from Lemma 2.9, one has |Q(1)(m0,Λ; ε, E)| < |ε|3/2. It follows from Cramer’s rule that
K(1)(m,n,Λm0 ; ε, E) is analytic wherever it is defined. Thus, K
(1)(m,n,Λm0 ; ε, E), Q
(1)(m0,Λ; ε, E) are
analytic in the domain
(3.26) |ε| < ε¯0, |E − v(m0)| < δ0/4.
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Using Cauchy estimates for analytic functions, one obtains
(3.27) |∂εQ(1)(m0,Λ; ε, E)| < 1
2
ε¯−10 |ε|3/2 < |ε|1/2,
provided
(3.28) |ε| < ε0, |E − v(m0| < δ0/8.
The verification of the rest of (3.16) and (3.17) with s = 1 is completely similar. This finishes the proof of
(2) and (3) in the case s = 1.
Let |E − v(m0)| < δ0/4. Due to the Schur complement formula, HΛ := E −HΛ,ε is invertible if and only
if
(3.29) H˜2 = E − v(m0)−
∑
m,n∈Λm0
(−εh(m0,m))K(1)(m,n,Λm0 ; ε, E)(−εh(n,m0)) 6= 0.
Moreover,
(3.30) H−1Λ =
[
H
−1
Λm0
+H−1Λm0
Γ1,2H˜
−1
2 Γ2,1H
−1
Λm0
−H−1Λm0Γ1,2H˜
−1
2
−H˜−12 Γ2,1H−1Λm0 H˜
−1
2
]
.
In other words, if |E − v(m0)| < δ0/4, then E ∈ specHΛ,ε if and only if it obeys
(3.31) E = v(m0) +Q
(1)(m0,Λ; ε, E).
To solve the equation (3.31), we invoke part (2) of Lemma 4.4 with
φ0(z) ≡ 0, z0 = 0, σ0 = ε¯0,
f(z, w) = Q(1)(m0,Λ; z, v(m0) + w),
∣∣w − φ0(z)∣∣ < δ0/4, ρ0 = δ0/4.(3.32)
Note that
(3.33) f(z, w) = w if and only if E = v(m0) + w obeys equation (3.31).
One has
(3.34) |f(z, w)− φ0(z)| = |Q(1)(m0,Λ; z, v(m0) + w)| < |ε|3/2 for any |w − φ0(z)
∣∣ < δ0/4.
Using Cauchy inequalities for the derivatives, one obtains
(3.35) |∂wf(z, w)| < (δ0/8)−1|ε|3/2 < 1/2 for any |w − φ0(z)
∣∣ < δ0/8.
As in part (2) of Lemma 4.4, set
M0 = sup
z
|φ0(z)|+ ρ0 + sup
z,w
|f(z, w)|,
M1 = max(1,M0), ε1 =
σ20ρ
2
0
1010M31 (1 + log(max(100,M1)))
2
.
We have M0 < 1, M1 = 1. This implies ε1 > ε¯
3
0 = ε0 > |ε|3/2. On the other hand, |f(z, φ0(z)) −
φ0(z)| < |ε|3/2. Thus, conditions (α), (β) from the part (2) of Lemma 4.4 both hold. Therefore the equation
f(z, w) = w has a unique solution w = w(z). Set E(1)(m0,Λ; z) := v(m0)+w(z). The function E
(1)(m0,Λ; z)
is defined and analytic for |z − z0| < ε0. Moreover,
v(m0) +Q
(1)(m0,Λ; z, E
(1)(m0,Λ; z)) = E
(1)(m0,Λ; z),
|E(1)(m0,Λ; z)− v(m0)| < |ε|3/2 < |ε|(δ(00 )6.
(3.36)
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Clearly, E(1)(m0,Λ; ε) is a zero of det(E −HΛ,ε), and at ε = 0 it obeys E(1)(m0,Λ(1)(m0); 0) = v(m0).
Furthermore, det(E −HΛ,ε) has no other zeros in the disk |E − v(m0)| < 3δ(0)0 /2. Note that
|E − v(m0)−Q(1)(m0,Λ; ε, E)| = |w − f(ε, w)| = |[w − f(ε, w)]− [w0 − f(ε, w0)]|
≥ min ∂w[w − f(ε, w)]|w − w0| ≥ 1
2
|w − w0| = 1
2
|E − E(1)(m0,Λ; ε))|
w0 = E
(1)(m0,Λ; ε)− v(m0), w = E − v(m0).
(3.37)
Combining (3.30) with (3.37), one concludes that ‖(E −HΛ,ε)−1‖ ≤ CHΛ,ε |E − E(1)(m0,Λ; ε))|−1. Hence,
| det(E−HΛ,ε)|−1 ≤ CHΛ,ε |E−E(1)(m0,Λ; ε))|−1. Therefore, E(1)(m0,Λ; ε) is a simple zero of det(E−HΛ,ε).
To verify (3.20) note that∣∣v(m0) +Q(1)(m0,Λ; ε, E)− E(1)(m0,Λ; ε)∣∣ = ∣∣Q(1)(m0,Λ; ε, E)−Q(1)(m0,Λ; ε, E(1)(m0,Λ; ε))∣∣
≤ [sup |∂EQ(1)(m0,Λ; ε, E)|]|E − E(1)
(
m0,Λ; ε
)|.(3.38)
Recall that |∂EQ(1)(m0,Λ; ε, E)| < |ε| if |E − v(m0)| < δ0/8. This proves (4) in case s = 1.
Let (δ
(1)
0 )
4 ≤ |E − E(1)(m0,Λ; ε)| ≤ δ0/16. To verify (5), we apply Lemma 2.14 with Λ2 := {m0},
Λ1 := Λm0 . One has
|v(m0)− E| < |v(m0)− E(1)(m0,Λ; ε)|+ |E − E(1)(m0,Λ; ε)| ≤ ε0 + δ0/16 < δ0/8.
Therefore, the matrix HΛm0 is invertible and
(3.39) |H−1Λm0 (m,n)| ≤ sD1,T,κ0,|ε|;Λm0 (m,n).
Furthermore, using (3.20), one obtains
|H˜2| := |H(m0,m0)− Γ2,1H−1Λm0Γ1,2| = |E − v(m0)−Q
(1)(m0,Λ; ε, E)|
≥ |E − E(1)(m0,Λ; ε)| − |v(m0) +Q(1)(m0,Λ; ε, E)− E(1)(m0,Λ; ε)|
≥ |E − E(1)(m0,Λ; ε)| − |ε||E − E(1)(m0,Λ; ε)| > 1
2
|E − E(1)(m0,Λ; ε)| > (δ(1)0 )4/2,
|H˜2|−1 ≤ 2 exp(D(m0; Λ)).
(3.40)
Thus, all conditions of Lemma 2.14 hold. So, HΛ is invertible and
(3.41) |H−1Λ (m,n)| ≤ sD,T,κ0,ε0;Λ(m,n).
This proves (5) in case s = 1.
Assume now that s ≥ 2 and statements (1)–(5) hold for any matrix of class N(s′)(m,Λ(s′)(m); δ0) with
1 ≤ s′ ≤ s− 1.
Note first of all the following. Let ε, E ∈ C be such that |ε| < εs−2 and |E(s−1)(m0,Λ(s−1)(m0); ε)−E| <
2δ(s−1). Assume that s ≥ 3. Let m ∈ M(s−1) be arbitrary, m 6= m0. Then, using (3.12) from condition (e)
in Definition 3.1, one obtains
|E(s−1)(m,Λ(s−1)(m); ε)− E| < δ(s−2)0 + 2δ(s−1)0 < 2δ(s−2)0 ,
|E(s−1)(m,Λ(s−1)(m); ε)− E| > 3δ(s−1)0 − 2δ(s−1)0 = δ(s−1)0 > (δ(s−1)0 )2.
(3.42)
Similarly, let 1 ≤ s′ ≤ s− 2, m ∈M(s′) be arbitrary. Then, using (3.12) from condition (e) in Definition 3.1,
one obtains
|E(s′)(m,Λ(s′)(m); ε)− E| < δ(s′−1)0 + 2δ(s−1) < 3δ(s
′−1)
0 /2,
|E(s′)(m,Λ(s′)(m); ε)− E| > δ(s′)0 /2− 2δ(s−1) > δ(s
′)
0 /4 > (δ
(s′)
0 )
2.
(3.43)
This means that the inductive assumption applies to HΛ(s′)(m),ε in the role of HΛ,ε and to the value E, so
that (1)–(5) hold. In particular, each HΛ(s′),ε(m),ε := E −HΛ(s′),ε(m),ε m 6= m0 is invertible. Furthermore,
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obviously, the inductive assumptions apply to HΛ(s−1)(m0),ε in the role of HΛ,ε and to the value E, so that
(1)–(4) hold. In particular, HΛ(s−1)(m0)\{m0},ε := E −HΛ(s−1)(m0)\{m0},ε is invertible. Moreover,
|H−1
Λ(s′)(m),ε
(x, y)| ≤ sD(·;Λ(s′)(m)),T,κ0,|ε|;Λm0 (x, y),
|H−1
Λ(s−1)(m0)\{m0},ε
(x, y)| ≤ sD(·;Λ(s−1)(m0)\{m0}),T,κ0,|ε|;Λ(s−1)(m0)\{m0}(x, y).
(3.44)
For s = 2, one arrives at the same conclusions using (3.11) instead of (3.12). Due to (3.19),∣∣E(s−1)(m0,Λ(s−1)(m0); ε) − v(m0)∣∣ < |ε| < δ0/64. Recall also that |v(n) − v(m0)| ≥ δ0/16 for
any n ∈ Λ \ (⋃1≤s′≤s⋃m∈M(s′) Λ(s′)(m)). This implies |E − v(n)| ≥ δ0/32 > δ20 for any n ∈
Λ \ (⋃1≤s′≤s⋃m∈M(s′) Λ(s′)(m)) since |E(s−1)(m0,Λ(s−1)(m0); ε) − E| < 2δ(s−1) < δ0/64. Let again
Λm0 = Λ \ {m0}, D(x; Λm0) = D(x; Λ(s
′)(m)) if x ∈ Λ(s′)(m) for some s′ ≤ s − 1 and some m ∈ M(s′),
m 6= m0 or if x ∈ Λ(s−1)(m0)\{m0}, D(x; Λm0) = 4 log δ−10 ; otherwise just as in part (1) of the current propo-
sition. Due to the inductive assumptions, D(·; Λ(s′)(m)) ∈ GΛ(s′)(m),T,κ0 , 1 ≤ s′ ≤ s−1, m ∈M(s′), m 6= m0,
and also D(·; Λ(s−1)(m0) \ {m0}) ∈ GΛ(s−1)(m0)\{m0},T,κ0 . Due to Lemma 2.10, D(·; Λm0) ∈ GΛm0 ,T,κ0 . Due
to condition (d) in Definition 3.1, one has µΛ(m0) ≥ R(s). So,
D(m0; Λ) = 4 log(δ
(s)
0 )
−1 = 4 log exp
(
(logR(s))2
)
= 4(logR(s))2 < (R(s))1/5 < µΛ(m0)
1/5.
Hence, D(·; Λ) ∈ GΛ,T,κ0 . Due to the inductive assumption, maxx 6=mD(x; Λ(s
′)(m)) ≤ log 4(δ(s′−1)0 )−1 for
any s′ and any m ∈ M(s′). Due to the definition, D(m; Λ(s′)(m)) = log 4(δ(s′−1)0 )−1 if m ∈ M(s′). Thus,
maxx 6=m0 D(x; Λ
(s′)(m)) ≤ log 4(δ(s−1)0 )−1. This finishes the proof of (1),(2).
Due to Proposition 2.16, HΛm0 ,ε = E −HΛm0 ,ε is invertible and
(3.45) |H−1Λm0 ,ε(x, y)| ≤ sD(·;Λm0 ),T,κ0,ε0;Λm0 (x, y).
Just like in the case s = 1 one concludes that
|Q(s)(m0,Λ; ε, E)| ≤ |ε|3/2,
where Q(s)(m0,Λ; ε, E) := ε
2
∑
m,n∈Λm0
h(m0,m)K
(s)(m,n,Λm0 ; ε, E)h(n,m0),
K(s)(x, y,Λm0 ; ε, E) := H
−1
Λm0
(x, y).
(3.46)
The functions K(s)(m,n,Λm0 ; ε, E), Q
(s)(m0,Λ; ε, E) are analytic in the domain
(3.47) |ε| < εs−2, |E(s−1)(m0,Λ(s−1)(m0); ε)− E| < 2δ(s−1).
To verify the first estimate in (3.16), we write
Q(s)(m0,Λ; ε, E) := ε
2[
∑
m,n∈Λ1
+
∑
m,n∈Λ2
+
∑
m∈Λ1,n∈Λ2
+
∑
m∈Λ2,n∈Λ1
]
h(m0,m)H
−1
Λm0
(m,n)h(n,m0) := Q1,1 +Q2,2 +Q1,2 +Q2,1,
(3.48)
where Λ1 := Λ
(s−1)(m0)\{m0}, Λ2 := Λm0 \Λ1 = Λ\Λ(s−1)(m0). We invoke the Schur complement formula
(2.3) with these Λ1, Λ2,
H
−1
Λm0
=
[
H
−1
1 +H
−1
1 Γ1,2H˜
−1
2 Γ2,1H
−1
1 −H−11 Γ1,2H˜−12
−H˜−12 Γ2,1H−11 H˜−12
]
.
For x, y ∈ Λ1, one has
(3.49) H−1Λm0
(x, y) = [H−1
Λ(s−1)(m0)\{m0},ε
](x, y) + [H−1
Λ(s−1)(m0)\{m0},ε
Γ1,2Hˆ
−1
2 Γ2,1H
−1
Λ(s−1)(m0)\{m0},ε
](x, y),
ON THE INVERSE SPECTRAL PROBLEM FOR THE QUASI-PERIODIC SCHRO¨DINGER EQUATION 27
where Hˆ2 := HΛ\Λ(s−1)(m0),ε − Γ2,1H−1Λ(s−1)(m0)\{m0},εΓ1,2. This implies
|Q(s)(m0,Λ; ε, E)−Q(s−1)(m0,Λ(s−1)(m0); ε, E)| ≤ ε2
∑
m,n∈Λ1
exp(−κ0|m0 −m| − κ0|n−m0|)×
|[H−1
Λ(s−1)(m0)\{m0},ε
Γ1,2H˜
−1
2 Γ2,1H
−1
Λ(s−1)(m0)\{m0},ε
](m,n)|+ |Q2,2|+ |Q1,2|+ |Q2,1|
:= R1,1 + |Q2,2|+ |Q1,2|+ |Q2,1|.
(3.50)
Once again, since all conditions of Lemma 2.14 hold, one can invoke (2.37).
Using the estimate (2.37), combined with the estimate (2.16), one obtains
R1,1 ≤ |ε|2
∑
m,n∈Λ1
exp(−κ0|m0 −m| − κ0|n−m0|)×∑
q≥3
|ε|q−1
∑
γ∈Γ
(1,2)
D,T,κ0
(m,n;q,Λ)
WD,κ0(γ) ≤ |ε|2
∑
m,n∈Λ1
exp(−κ0|m0 −m| − κ0|n−m0|)×
∑
q≥3
|ε|q−1
∑
γ∈Γ
(1,2)
D,T,κ0
(m,n;q,Λm0)
exp
(
−15
16
κ0‖γ‖+max(D¯(γ), 4Tκ−10 )
)
,
(3.51)
where Γ
(p,q)
D,T,κ0
(m,n; k,Λ) =
⋃
t≥1 Γ
(p,q,t)
D,T,κ0
(m,n; k,Λ), Γ
(p,q,t)
D,T,κ0
(m,n; k,Λ) stands for the set of all γ ∈
ΓD,T,κ0(m,n; k,Λ) such that γ = γ1 ∪ γ′1 · · · ∪ γt+1 with γj ∈ ΓDp,T,κ0(Λp), γ′i ∈ ΓDq,T,κ0(Λq), p 6= q.
Note that for any m,n and any γ ∈ Γ(1,2)D,T,κ0(m,n; q,Λm0), we have
D¯(γ) ≤ max
x 6=m0
D(x) ≤ log 4(δ(s−1)0 )−1 =
(
R(s−1)
)1/4
+ 2 log 2,
|m0 −m|+ ‖γ‖+ |n−m0| ≥ 2µΛ(s−1)(m0)(m0) ≥ 2R(s−1)
(the second estimate here is due to condition (d) in Definition 3.1). Combining these estimates with (3.51),
one obtains
R1,1 ≤ |ε|2
∑
q≥3
|ε|q−1
∑
γ∈Γ(m0,m0;q+2,Λ), ‖γ‖≥2R(s−1)
exp
(
−15
16
κ0‖γ‖
)
≤ |ε|2
∑
q≥3
|ε|q−1 exp
(
−κ0R(s−1)
) ∑
γ∈Γ(m0,m0;q+2,Λ)
exp
(
−1
4
κ0‖γ‖
)
≤ |ε|3/2 exp
(
−κ0R(s−1)
)
< |ε|(δ(s−1)0 )6
(3.52)
(here we used (2.25) from Lemma 2.6 and |ε| ≤ ε0). The estimation of the rest of the terms in (3.50) is
completely similar. So, the first estimate in (3.16) holds. The second estimate in (3.16) follows from the first
one combined with the inductive assumption and Cauchy estimates for analytic functions. This finishes the
verification of (3).
Let us turn to part (4). Suppose |E(s−1)(m0,Λ(s−1)(m0); ε)−E| < 2δ(s−1). Due to the Schur complement
formula, HΛ := E −HΛ is invertible if and only if
(3.53) H˜2 = E − v(m0)−
∑
m,n∈Λm0
(−εh(m0,m))K(s)(m,n,Λm0 ; ε, E)(−εh(n,m0)) 6= 0.
In this case,
(3.54) H−1Λ =
[
H
−1
Λm0
+H−1Λm0
Γ1,2H˜
−1
2 Γ2,1H
−1
Λm0
−H−1Λm0Γ1,2H˜
−1
2
−H˜−12 Γ2,1H−1Λm0 H˜
−1
2
]
.
In other words, if |E(s−1)(m0,Λ(s−1)(m0); ε)− E| < δ(s−1), then E ∈ specHΛ,ε if and only if it obeys
(3.55) E = v(m0) +Q
(s)(m0,Λ; ε, E).
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To solve the equation (3.55), we again invoke part (2) of Lemma 4.4. We set
φ0(z) := E
(s−1)(m0,Λ
(s−1)(m0); ε)− v(m0), z := ε, z0 := 0, w := E − v(m0), σ0 := εs−1,
f(z, w) = Q(s)(m0,Λ; ε, w + v(m0)),
∣∣w − φ0(z)∣∣ < 2δ(s−1), ρ0 = δ(s−1).(3.56)
Note that due to equation (3.18) with (s− 1) in the role of s and the first estimate in (3.16), one has
|f(z, φ0(z))− φ0(z)|
= |v(m0) +Q(s)(m0,Λ; z, E(s−1)(m0,Λ(s−1)(m0); z))− E(s−1)(m0,Λ(s−1)(m0); z)|
= |v(m0) +Q(s)(m0,Λ; z, E(s−1)(m0,Λ(s−1)(m0); z))
− [|v(m0) +Q(s−1)(m0,Λ(s−1)(m0); z, E(s−1)(m0,Λ(s−1)(m0); z))]|
< |ε|(δ(s−1)0 )6.
As in part (2) of Lemma 4.4, set
M0 = sup
z
|φ0(z)|+ ρ0 + sup
z,w
|f(z, w)|,
M1 = max(1,M0), ε1 =
σ20ρ
2
0
1010M31 (1 + log(max(100,M1)))
2
.
One has M0 < ε0 + ρ0 + ε0 < 1. This implies ε1 >
δ
(s−1)
0 )
5
1012 > (δ
(s−1)
0 )
6. Due to part (2) of Lemma 4.4,
the equation f(z, w) = w has a unique solution, which we denote by w = E(s)(m0,Λ; z) − v(m0). The
function E(s)(m0,Λ; z) is defined and analytic for |z− z0| < σ0− ε1, and it obeys equation (3.55). Note that
σ0 − ε1 > εs. Due to part (2) of Lemma 4.4, one has
|E(s)(m0,Λ; z)−E(s−1)(m0,Λ(s−1)(m0); z)| < 103(1+log(max(100,M1)))2|f(z, φ0(z))−φ0(z)| < |ε|(δ(s−1)0 )5.
This validates (3.19). Next,∣∣v(m0) +Q(s)(m0,Λ; ε, E)− E(s)(m0,Λ; ε)∣∣ = ∣∣Q(s)(m0,Λ; ε, E)−Q(s)(m0,Λ; ε, E(s)(m0,Λ; ε))∣∣
≤ [sup |∂EQ(s)(m0,Λ; ε, E)|]|E − E(s)
(
n(0),Λ(s); ε
)| < |ε||E − E(s)(n(0),Λ(s); ε)|,(3.57)
which validates (3.20).
The validation of part (5) goes just the same way as for s = 1. Thus, (1)–(5) hold for any s.
We will now verify (6). Since E = E(s)(m0,Λ; ε) is a simple zero of det(E −HΛ,ε), the operator
(3.58) P (m0,Λ; ε) := Res(E −HΛ,ε)−1|E=E(s)(m0,Λ;ε)
is a one-dimensional projector on the eigenspace corresponding to E(s)(m0,Λ; ε), which is called Riesz pro-
jector. Due to (3.54), one has
(E −HΛ,ε)−1(n,m0) = −H−1Λm0 ,εΓ1,2H˜
−1
2
= −
∑
m∈Λm0
H
−1
Λm0 ,ε
(n,m)h(m,m0; ε)(E − v(m0)−Q(s)(m0,Λ; ε, E))−1
= −F (s)(m0, n,Λm0 ; ε, E)(E − v(m0)−Q(s)(m0,Λ; ε, E))−1, n 6= m0,
(E −HΛ,ε)−1(m0,m0) = (E − v(m0)−Q(s)(m0,Λ; ε, E))−1.
(3.59)
Hence,
(3.60) P (m0,Λ; ε)δm0,· = Res[(E − v(m0)−Q(s)(m0,Λ; ε, E))−1ϕ(s)(Λ; ε, E)]|E=E(s)(m0,Λ;ε),
where ϕ(s)(Λ; ε, E) := (ϕ(s)(n,Λ; ε, E))n∈Λ, ϕ
(s)(m0,Λ; ε, E) = 1, ϕ
(s)(n,Λ; ε, E) = −F (s)(m0, n,Λ; ε, E),
n 6= m0. Recall that (E − v(m0)−Q(s)(m0,Λ; ε, E))−1 has a simple pole at E = E(s)(m0,Λ; ε). Therefore,
(3.61) P (m0,Λ; ε)δm0,· = Res[(E − v(m0)−Q(s)(m0,Λ; ε, E))−1]|E=E(s)(m0,Λ;ε)ϕ(s)(Λ; ε),
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where ϕ(s)(Λ; ε) is defined as in part (6). Since Res[(E − v(m0) − Q(s)(m0,Λ; ε, E))−1]|E=E(s)(m0,Λ;ε) 6= 0,
P (m0,Λ; ε)δm0,· 6= 0. Hence, P (m0,Λ; ε)δm0,· is an eigenvector of HΛ,ε corresponding to E(s)(m0,Λ; ε).
Therefore, ϕ(s)(Λ; ε) is an eigenvector of HΛ,ε corresponding to E
(s)(m0,Λ; ε). The estimate in (3.22) follows
from (3.17). The identity in (3.22) is just the definition of ϕ(s)(m0,Λ; ε). To verify ‖P (m0,Λ; ε)δm0‖ ≥ 2/3,
note that |∂E(E − v(m0)−Q(s)(m0,Λ; ε, E))| ≤ 3/2. Hence,
|Res[(E − v(m0)−Q(s)(m0,Λ; ε, E))−1]|E=E(s)(m0,Λ;ε)|
= |∂E(E − v(m0)−Q(s)(m0,Λ; ε, E))|E=E(s)(m0,Λ;ε)|−1 > 2/3.
(3.62)
This implies the desired estimate. Finally, using (3.17) and (3.19), one obtains
|ϕ(s)(n,Λ; ε)− ϕ(s−1)(n,Λ(s−1)(m0); ε)| ≤ sup
E
∣∣F (s)(m0, n,Λ; ε, E)− F (s−1)(m0, n,Λ(s−1)(m0); ε, E)∣∣
+2 sup
E,s′
∣∣∂EF (s′)∣∣∣∣E(s)(m0,Λ; ε)− E(s−1)(m0,Λ(s−1)(m0); ε)∣∣
≤ |ε|1/2 exp(−κ0R(s−1)) + |ε|(δ(s−1)0 )5 ≤ 2|ε|(δ(s−1)0 )5
(3.63)
for any n ∈ Λ(s−1)(m0), as claimed in (3.23). 
Using the notation of (3.1)–(3.4), assume that the functions h(m,n, ε), m,n ∈ Λ depend also on some
parameter k ∈ (k1, k2), that is, h(m,n; ε) = h(m,n; ε, k). Let
(3.64) HΛ,ε,k :=
(
h(m,n; ε, k)
)
m,n∈Λ
.
Assume that HΛ,ε,k belongs to the class N
(s)
(
m0,Λ; δ0
)
. Denote by K(s)(m,n,Λm0 ; ε, k, E),
Q(s)(m0,Λ; ε, k, E), E
(s)(m0,Λ; ε, k) the functions introduced in Proposition 3.3 with HΛ,ε,k in the role
of HΛ,ε. Later in this work we will need estimates for the partial derivatives of these functions with respect
to the parameter k.
Lemma 3.4. (1) Let Hk = (h(x, y; k))x,y∈Λ be a matrix-function, k ∈ (k1, k2). Let E ∈ C \⋃
k∈(k1,k2)
specHk, so that (E−Hk)−1 is well defined for k ∈ (k1, k2). If Hk is C1-smooth, then (E−Hk)−1
is a C1-smooth function of E, k
∂k(E −Hk)−1 = (E −Hk)−1∂kHk(E −Hk)−1,
∂E(E −Hk)−1 = −(E −Hk)−2.
(3.65)
If Hk is C
2-smooth, then (E −Hk)−1 is a C2-smooth function of E, k and
∂2k(E −Hk)−1 = 2(E −Hk)−1∂kHk(E −Hk)−1∂kHk(E −Hk)−1 + (E −Hk)−1∂2k,kHk(E −Hk)−1,
∂2E,k(E −Hk)−1 = (E −Hk)−1∂kHk(E −Hk)−2 + (E −Hk)−2∂kHk(E −Hk)−1,
∂2E(E −Hk)−1 = 2(E −Hk)−2.
(3.66)
(2) Let HΛ,ε,k be as in (3.64). Assume that for any E ∈ (E′, E′′), we have
(3.67) |(E −HΛ,ε,k)−1(x, y)| ≤ SD(·;Λ),T,κ0,|ε|;Λ(x, y), x, y ∈ Λ,
where D ∈ GΛ,T,κ0 . Assume also that h(m,n; ε, k) are C2-smooth functions that for m 6= n obey
|∂αh(m,n; ε, k)| ≤ B0 exp(−κ0|m − n|) for |α| ≤ 2. Furthermore, assume that there is m0 ∈ Λ such that
|∂αh(m,m; ε, k)| ≤ B0 exp(κ0|m−m0|1/5) for any m ∈ Λ, 0 < |α| ≤ 2. Then, for any multi-index |β| ≤ 2,
we have
(3.68) |∂β(E −HΛ,ε,k)−1(m,n)| ≤ (3B0)|β| exp(|β|κ0|m−m0|1/5)D|β|D(·),T,κ0,|ε|;Λ(m,n), m, n ∈ Λ;
see Lemma 2.20.
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Proof. (1) Let k0 ∈ (k1, k2) be arbitrary. For sufficiently small |k−k0|, one has ‖Hk−Hk0‖ < M(k0)|k−k0|,
where M(k0) = 1 + ‖∂kHk|k=k0‖. In particular, ‖Hk − Hk0‖‖(E − Hk0)−1‖ < 1/2 for sufficiently small
|k − k0|. Hence,
(E −Hk)−1 − (E −Hk0)−1 =
∑
t≥1
(E −Hk0)−1[(Hk0 −Hk)(E −Hk0)−1]t
= (E −Hk0)−1(Hk0 −Hk)(E −Hk0)−1 +R(k, k0),
‖R(k, k0)‖ ≤
∑
t≥2
‖(E −Hk0)−1‖t+1‖Hk −Hk0‖t
≤ ‖(E −Hk0)−1‖3‖Hk −Hk0‖2
∑
t≥0
2−t ≤ C(k0)(k − k0)2,
(3.69)
where C(k0) = 2M(k0)
2‖(E−Hk0)−1‖3. This implies the first identity in (3.65). The derivation of the other
identities is similar.
(2) This part follows from part (1) combined with Lemma 2.20 and with the definitions in (2.30) of
Lemma 2.9. 
Lemma 3.5. Assume that HΛ,ε,k ∈ N(s)
(
m0,Λ; δ0
)
. Then,
(1) If h(m,n; ε, k) are Ct-smooth functions of k, then K(s)(m,n,Λm0 ; ε, k, E), Q
(s)(m0,Λ; ε, k, E),
E(s)(m0,Λ; ε, k) are C
t-smooth functions of all variables involved.
(2) Assume that h(m,n; ε, k) obeys conditions in part (2) of Lemma 3.4. Then, for α = 1, 2, we have
(3.70) |∂αkQ(s)(m0,Λ; ε, k, E)| ≤ (3B0)α|ε|DαD(·;Λ\{m0,m0}),T,κ0,|ε|;Λ\{m0}(m0) < (3B0)α|ε|3/2,
(3.71) |∂αkE(s)(m0,Λ; ε, k)− ∂αk v(m0, k)| < (3B0)α|ε|3/2.
Proof. It follows from Lemma 3.4 that K(s)(m,n,Λm0 ; ε, k, E) is a C
t-smooth functions of all variables
involved. Therefore, Q(s)(m0,Λ; ε, k, E) is C
t-smooth. Due to the implicit function theorem, E(s)(m0,Λ; ε, k)
is Ct-smooth.
Using (3.65) from Lemma 3.4, (3.13) from Proposition 3.3, and (2.30) from Lemma 2.9, one obtains
|∂kQ(s)(m0,Λ; ε, k, E)| =
∣∣∣∂k ∑
m′,n′∈Λm0
h(m0,m1; ε, k)(E −HΛm0 ,ε,k)−1(m1, n1)h(n1, n2; ε, k)
∣∣∣
≤ 3B0D(1)D(·;Λ\{m0}),T,κ0,|ε|;Λ\{m0}(m0) < 3B0|ε|3/2.
(3.72)
This verifies (3.70) for α = 1. The verification for α = 2 is completely similar.
Differentiating equation (3.18), one obtains
[∂kE
(s)(m0,Λ; ε, k)− ∂kv(m0, k)]
(
1− ∂EQ(s)(m0,Λ; ε, k, E)|E=E(s)(m0,Λ;ε,k)
)
= ∂EQ
(s)(m0,Λ; ε, k, E)|E=E(s)(m0,Λ;ε,k)∂kv(m0, k).
(3.73)
Combining (3.73) with (3.70), and taking into account the estimate for |∂EQ(s)(m0,Λ; ε, k, E)| from (3.16),
one obtains the estimate (3.71) for α = 1. The derivation for α = 2 is completely similar. 
Let HΛj ,ε, j = 1, 2, be two matrices belonging to the class N
(s)(m0,Λj , δ0) with the same principal point
m0. Let v(n, j) be the diagonal entries of HΛj ,ε. We assume that v(n, 1) = v(n, 2) for n ∈ Λ1 ∩ Λ2. Let
E(s)
(
Λj ; ε
)
be the eigenvalue defined by Proposition 3.3 with HΛj ,ε in the role of HΛ,ε, j = 1, 2. One has
the following:
Corollary 3.6.
(3.74)
∣∣E(s)(m0,Λ1; ε)− E(s)(m0,Λ2; ε)∣∣ < |ε|(δ(s)0 )5.
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Proof. Note first of all that m0 + B(R
(s)) ⊂ Λ2 ∩ Λ1. Let ϕ(s)(Λ1; ε) be the vector defined in part (6)
of Proposition 3.3 with HΛ1,ε in the role of HΛ,ε. Set ϕ˜
(s)(Λ2; ε)(n) = ϕ
(s)(Λ1; ε)(n) if n ∈ Λ2 ∩ Λ1, and
ϕ˜(s)(Λ2; ε)(n) = 0 otherwise. Since m0 +B(R
(s)) ⊂ Λ2 ∩ Λ1, one obtains using (3.22) from Proposition 3.3,
‖(E(s)(Λ1; ε)−HΛ2,ε)ϕ˜(s)(Λ2; ε)‖ ≤ exp(−κ08 R(s)). This, along with (3.22) again for normalization purposes,
implies
(3.75) dist(E(s)(m0,Λ1; ε), specHΛ2,ε) ≤ exp
(
−κ0
16
R(s)
)
.
Recall that due to Definition 3.1 and (3.19) from Proposition 3.3, there exists Λ
(s−1)
j such that HΛ(s−1)j ,ε
∈
N(s−1)(m0,Λ
(s−1)
j , δ0), and
(3.76)
∣∣E(s)(m0,Λj; ε)− E(s−1)(m0,Λ(s−1)j ; ε)∣∣ < |ε|(δ(s−1)0 )5, j = 1, 2.
Using induction and combining (3.75) with part (4) of Proposition 3.3 and with (3.76), one obtains the
statement. 
4. Implicit Functions Defined by Continued-Fraction-Functions
In this section and later in this paper we use the following notation:
D
(
z(0), R(0)
)
, z(0) =
(
z
(0)
1 , z
(0)
2 , . . . , z
(0)
k
)
, z
(0)
j ∈ C1, j = 1, 2, . . . , k(4.1)
R(0) =
(
R
(0)
1 , R
(0)
2 , . . . , R
(0)
k
)
, R
(0)
j > 0(4.2)
for the polydisk
∏
1≤j≤k
D
(
z
(0)
j , R
(0)
j
) ⊂ Ck, where D(ζ, r) = {z ∈ C1 : |z − ζ| < r}, ζ ∈ C1, r > 0;
(4.3) S(α, β; ρ) =
{
z ∈ C1 : Re z ∈ (α, β), | Im z| < ρ} ,
α < β; ρ > 0;
L(g, ρ1, ρ0) =
{
(z, w) ∈ C2 : z ∈ S(α, β; ρ1), |w − g(ℜz)| < ρ0
}
,(4.4)
LR
(
g, ρ0
)
= L(g, ρ1, ρ0) ∩ (R× R),(4.5)
where g(x) is a real function defined on the interval (α, β) (LR
(
g, ρ0
)
obviously does not depend on ρ1);
L(g,D, ρ) =
{
(z, w) ∈ C2 : z ∈ D, |w − g(z)| < ρ} ,(4.6)
where g(z) is a complex function defined on the domain D.
We start with the following quantitative version of the implicit function theorem for complex analytic
functions.
Lemma 4.1. Let F (z, w) be an analytic function defined in the polydisk P(z0, w0; r0, r0) := D(z0, r0) ×
D(w0, r0). Assume that the following conditions hold: (a) F (z0, w0) = 0, (b) τ :=
∣∣∂wF|(z0,w0) ∣∣ > 0. Set
r = τ2r30/(16M0), r
′ = τr20/(2M0), where M0 := supP(z0,w0;r0,r0) |F (z, w)|. Then, for any |z − z0| < r, there
exists a unique w = φ(z), |φ(z) − w0| < r′ such that F (z, φ(z)) = 0. Moreover, φ(z) is analytic in the disk
D(z0, r) = {z : |z − z0| < r}.
Proof. Due to Cauchy estimates for the derivatives, one has |∂2wwF | ≤ 8M0r−20 for any (z, w) ∈ D(z0, r0)×
D(w0, r0/2). This implies
|F (z0, w)| = |F (z0, w)− F (z0, w0)|
≥ ∣∣∂wF|(z0,w0) ∣∣|w − w0| − 12
(
sup
|w−w0|≤r0/2
|∂2wwF |
)
|w − w0|2
≥ τ |w − w0|/2
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for any |w − w0| ≤ τr20/2M0. This implies, in particular, that w0 is the only root of F (z0, ·) in the disk
|w −w0| ≤ τr20/2M0. Once again, due to Cauchy estimates for the derivatives, one has |∂zF | ≤ 2M0r−10 for
any (z, w) ∈ D(z0, r0/2)×D(w0, r0). Hence, for any |z − z0| < r and any |w − w0| = τr20/(2M0), one has
|F (z, w)− F (z0, w)| ≤
(
sup
|z−z0|<r0/2,|w−w0|≤r0
|∂zF |
)
|z − z0|
≤ 2M0rr−10
= τ2r20/8
= τ |w − w0|/4 ≤ |F (z0, w)|/2 < |F (z0, w)|.
Due to Rouche´’s Theorem, the function F (z, ·) has exactly one root in the disk |w−w0| ≤ τr20/2M0 for any
|z − z0| < r. Denote this root by φ(z). By the residue theorem with r′ = τr20/2M0, one has
1
2πi
∮
|w−w0|=r′
w
Fw(z, w)
F (z, w)
dw = φ(z)
and the analyticity of φ(z) follows. 
We proceed with the derivation of a somewhat stronger version of this statement, where condition (a) is
being replaced by (a′) |F (z0, w0)| ≤ ǫ with sufficiently small ǫ. For that we need the following version of the
Harnack inequality.
Lemma 4.2. Let f(x) be analytic in D(z0, r0) and non-vanishing in D(z0, r1) with 0 < r1 ≤ r0. Assume
that
K := sup
{|f(z)| : z ∈ D(z0, r0)} <∞.
Assume also that
(4.7) |f(z0)| ≥ K−1.
Then,
|f(ζ)| ≤ exp(4)|f(z)|
for any z, ζ ∈ D(z0, r2), r2 = (1 + log(max(100,K)))−2r1.
Proof. Assume first that K ≥ 100. The function u(z) := logK − log |f(z)| is harmonic and non-negative in
D(z0, r0). Applying Harnack’s inequality to it in D(z0, r1) yields
[1− 2(1 + logK)−2](logK − log |f(z0)|) ≤ logK − log |f(z)|
≤ [1 + 3(1 + logK)−2](logK − log |f(z0)|)
for any z ∈ D(z0, r2). Hence, using (4.7) and K ≥ 100, this implies that
−2− log |f(z0)| ≤ − log |f(z)| ≤ 2− log |f(z0)|
for any z ∈ D(z0, r2), and the lemma follows.
Assume now that K < 100. Set f˜(z) = λf(z) and λ = 100/K, so that
K˜ := sup
{|f˜(z)| : z ∈ D(z0, r0)} = 100.
Then, |f˜(z0)| ≥ 100/K2 ≥ 1/100 = 1/K˜. Thus, f˜(z) obeys the condition of the lemma with K˜ = 100. By
what we saw above, this implies
|f˜(ζ)| ≤ exp(4)|f˜(z)|
for any z, ζ ∈ D(z0, r2), r2 = (1+ log 100)−2r1. Replacing here f˜(·) by λf(·), one obtains the statement. 
Corollary 4.3. Let F (w) be an analytic function defined in the disk D(w0, r0). Assume that τ0 := |∂wF|w0
∣∣ >
0. Assume also that M0 := supD(z0,r0) |F (w)| <∞.
(1) If |F (w0)| < r0τ0/(200(1 + log(max(100,M0)))2), then there exists w′0 ∈ D(w0, 2r1) with r1 =
100(1 + log(max(100,M0)))
2τ−10 |F (w0)| such that F (w′0) = 0.
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(2) If |F (w0)| < (min(1, r0))2(min(1, τ0))2/(200max(1,M0)(1 + log(max(100,M0))))2, then F (w) 6= 0
for any w ∈ D(w0, r′0) \ {w′0} with r′0 = min(1, τ0)(min(1, r0))2/(8max(1,M0)). Moreover, w′0 is a
simple zero of F .
Proof. (1) Set r2 = r1(1 + log(max(100,M0)))
−2. One has r1 < r0/2, r2 < r1/8. Set M
′
0 =
max|w−w0|=r1 |F (w)|, M ′′0 = max|w−w0|=r2 |F (w)|. Due to the Cauchy inequality, one has M ′′0 ≥ r2τ0.
So, |F (w1)| ≥ r2τ0 for some |w1 − w0| = r2. Set λ0 = (r2τ0M ′0)−1/2, g(w) := λ0F (w). Then,
M˜0 := sup
w∈D(w0,r1)
|g(w)| = λ0M ′0,
|g(w1)| ≥ λ0r2τ0 = 1/(λ0M ′0) = 1/M˜0.
Note that,
|g(w1)||g(w0)|−1 = |F (w1)||F (w0)|−1 ≥ r2τ0|F (w0)|−1 = 100 > exp(4).
Due to Lemma 4.2, g(w) must vanish at some point w′0 ∈ D(w1, r1). Clearly, w′0 ∈ D(w0, 2r1).
(2) Assume now that |F (w0)| < min(1, r0)2min(1, τ0)2(200max(1,M0)(1+log(max(100,M0))))−2. Then,
r′0 < r0/2. Using Cauchy inequalities, one gets for any w ∈ D(w0, r′0),
|∂wF | ≥ |∂wF |w=w0 | − sup
D(z0,r0/2)
|∂2w,wF ||w − w0| ≥ τ0 − 4r−20 M0r′0 ≥ τ0/2
and
|∂2w,wF | ≤ 4r−20 M0.
Let |w′ − w0| < r′0. One has
|F (w′)| = |F (w′)− F (w′0)|
≥ |∂wF |w=w′0 ||w′ − w′0| −
1
2
sup
D(w0,r′0)
∣∣∂2w,wF ∣∣ |w′ − w′0|2
≥ τ0|w′ − w′0|/2−
M0
r20
|w′ − w′0|2
≥ |w′ − w′0|
(
τ0
2
− M0
r20
r′0
)
> 0,
provided that w′ 6= w′0. Moreover, this calculation shows that w′0 is a simple zero of F . 
Lemma 4.4. (1) Let F (z, w) be an analytic function defined in the poly-disk D(z0, w0; p0, r0) := {z ∈
C : |z − z0| < p0} × {w ∈ C : |w − w0| < r0}. Assume that the following conditions hold:
(a) τ0 :=
∣∣∂wF|(z0,w0) ∣∣ > 0,
(b)
|F (z0, w0)| ≤ ǫ1 := τ
2
1 (min(1, r0))
2
108M21 (1 + log(max(100,M0)))
2
,
τ1 = min(1, τ0), M1 = max(1,M0), where M0 := supP(z0,w0,p0,r0) |F (z, w)|. Set r =
ǫ1(min(1, p0, r0))
2/M1. Then, for any |z − z0| < r, there exists a unique φ(z) = w, |w − w0| <
r1 := 400(1 + log(max(100,M0)))
2(τ1)
−1ǫ1, such that F (z, w) = 0. For z = z0, we have
|φ(z0) − w0| < 400(1 + log(max(100,M0)))2(τ1)−1|F (z0, w0)|. Finally, φ(z) is analytic in the disk
D(z0, r).
(2) Let φ0(z) be an analytic function defined in the disk D(z0, σ0), 0 < σ0 ≤ 1, and let f(z, w) be an
analytic function defined in the domain L(φ0,D(z0, σ0), ρ0), 0 < ρ0 < 1. Assume that the following
conditions hold,
(α) supz,w |∂wf | ≤ 1/2,
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(β)
|f(z, φ0(z))− φ0(z)| < ǫ1 := σ
2
0ρ
2
0
1010M31 (1 + log(max(100,M1)))
2
for any z ∈ D(z0, ε0), where ε0 ≤ σ0 − ρ0, M1 := max(1,M0), M0 := supz |φ0(z)| + ρ0 +
supz,w |f(z, w)|.
Then, for any |z − z0| < ε0, there exists w = φ(z),
|φ(z)− φ0(z)| < 103(1 + log(max(100,M1)))2|f(z, φ0(z))− φ0(z)|,
such that f(z, φ(z)) = φ(z). Furthermore, φ(z) is analytic in the disk D(z0, ε0 − ε1). Finally,
w 6= f(z, w) if |z − z0| < ε0, |w − φ0(z)| < ρ0 and w 6= φ(z).
Proof. Let |z − z0| < r. Due to Cauchy inequalities, |∂zF | ≤M1/p0, |∂2z,wF | ≤M1/p0r0. This implies
(4.8) |F (z, w0)| ≤ ǫ1 +M1|z − z0|/p0 < 2ǫ1, |∂wF |z,w0 | > τ0 −M1|z − z0|/p0r0 > τ1/2.
Therefore, Corollary 4.3 may be applied and it follows that there exists w ∈ D(w0, 2r˜) with r˜ = 100(1 +
log(max(100,M0)))
2(τ1/2)
−1|F (z, w0)| < r1/2 such that F (z, w) = 0. Moreover, F (z, w′) 6= 0 for any
w′ ∈ D(w0, r′0) \ {w}, where r′0 = (τ1/2)min(1, r0)2/(8M1) > r1. Set φ(z) = w. To finish part (1) we have
to show that φ is analytic. By the residue theorem,
1
2πi
∮
|w−w0|=r1
w
Fw(z, w)
F (z, w)
dw = φ(z),
and analyticity follows.
To prove part (2), set F (z, w) := w − f(z, w). Then, |∂wF | ≥ 1/2 for any (z, w). Further-
more, supz,w |F (z, w)| ≤ supz |φ0(z)| + ρ0 + supz,w |f(z, w)| ≤ M1. Let z′0 ∈ D(z0, ε0) be arbitrary,
w′0 := φ0(z
′
0). For z ∈ D(z′0, ρ0/2), one has |∂zφ0| ≤ 2ρ−10 M0, due to Cauchy estimates. Hence,
|w−φ0(z)| < |w−w′0|+|φ0(z)−φ0(z′0)| < σ0, provided that |w−w′0| < σ0/2 =: r′0, |z−z′0| < σ0ρ0/4M1 =: p′0.
So, the function F (z, w) is well-defined and analytic in the poly-disk P(z′0, w
′
0, p
′
0, r
′
0). Due to condition (β),
one has |F (z′0, w′0)| < ǫ1, where τ1 = min(τ, 1) ≥ 1/2. Due to part (1) of the lemma, applied to the function
F (z, w) in the poly-disk D(z′0, w
′
0; p
′
0, r
′
0), for any |z−z′0| < r with some r > 0, there exists a unique w = φ(z)
such that φ(z) = f(z, φ(z)) and |φ(z) − w′0| < 103(1 + log(max(100,M1)))2|f(z, φ0(z))− φ0(z)|. Moreover,
φ(z) is analytic in the disk D(z′0, r). Assume that w1 = f(z, w1) for some |z − z0| < ε0, |w1 − φ0(z)| < ρ0.
Then
|w1 − φ(z)| =
∣∣∣ ∫ w1
φ(z)
∂wf(z, w) dw
∣∣∣ ≤ (sup |∂wf(z, w)|)|w1 − φ(z)| ≤ 1
2
|w1 − φ(z)|.
Hence, w1 = φ(z). This finishes part (2). 
Let a1(x, u), a2(x, u), b(x, u), g(x) be real functions such that:
(i) g(x) is a C2-function on some interval (−α0, α0).
(ii) a1(x, u), a2(x, u), b
2(x, u) are C2-functions in the domain LR
(
g, ρ0
)
, ρ0 < 1.
(iii) a1(x, u) > a2(x, u) for any (x, u); b(0, u) = 0 for any u ∈
(
g(0)− ρ0, g(0) + ρ0
)
.
(iv)
∣∣ai(x, u)− g(x)∣∣ < ρ0/4, for any (x, u), i = 1, 2; |b(x, u)| < ρ0/4 for any x, u.
(v) |∂u ai| < 1/2 for any (x, u), i = 1, 2; |∂u b2| < |b|/4 for any (x, u).
Consider the following equation
(4.9) χ(x, u) :=
(
u− a1(x, u)
)(
u− a2(x, u)
)− b(x, u)2 = 0.
Lemma 4.5. For any x ∈ (−α0, α0), the equation (4.9) has exactly two solutions, ζ+(x) and ζ−(x). The
functions ζ+(x), ζ−(x) are continuously differentiable on (−α0, α0) and obey
(4.10) max(a1
(
x, ζ+(x)
)
, a2
(
x, ζ+(x)
)
+ |b(x, ζ+(x))|) ≤ ζ+(x) ≤ a1
(
x, ζ+(x)
)
+ |b(x, ζ+(x))|,
(4.11) a2
(
x, ζ−(x)
) − |b(x, ζ−(x))| ≤ ζ−(x) ≤ min(a2(x, ζ−(x)), a1(x, ζ+(x))− |b(x, ζ+(x))|),
(4.12) g(x)− ρ0/2 ≤ ζ±(x) ≤ g(x) + ρ0/2.
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Proof. Consider the following equations,
u = (1/2)
[
a1(x, u) + a2(x, u) +
(
(a1(x, u)− a2(x, u))2 + 4b2(x, u)
)1/2]
,(4.13)
u = (1/2)
[
a1(x, u) + a2(x, u)−
(
(a1(x, u)− a2(x, u))2 + 4b2(x, u)
)1/2]
.(4.14)
Note that χ(x, u) = 0 if and only if (4.13) or (4.14) holds. Denote by ϕ+(x, u) (resp., ϕ−(x, u)) the expression
on the right-hand side of (4.13) (resp., (4.14)) and by r(x, u) the square root in (4.13) (and (4.14)). Note
the following relations,
max
{(
a1(x, u)− a2(x, u)
)
, 2|b(x, u)|
}
≤ r(x, u) ≤ (a1(x, u)− a2(x, u) + 2|b(x, u)|),(4.15)
max
{
a1(x, u), (1/2)
[
a1(x, u) + a2(x, u) + 2|b(x, u)|
]} ≤ ϕ+(x, u) ≤ a1(x, u) + |b(x, u)|,(4.16)
a2(x, u)− |b(x, u)| ≤ ϕ−(x, u) ≤ min
{
a2(x, u), (1/2)
[
(a1(x, u) + a2(x, u))− 2|b(x, u)|
]}
.(4.17)
Assume that χ(x0, u0) = 0 for some (x0, u0) ∈ L
(
g, ρ0
)
. Then, either u0 = ϕ+(x0, u0) or u0 = ϕ−(x0, u0).
Assume u0 = ϕ+(x0, u0). Then, due to (4.16) and conditions (i)–(v), we obtain
∂uχ
∣∣∣
(x0,u0)
=
{
(1− ∂ua1)(u − a2) + (1− ∂ua2)(u− a1)− ∂ub2
}∣∣∣
(x0,u0)
≥ (1− 1/2)(ϕ+ − a2)+ (1− 1/2)(ϕ+ − a1)− |b|/4∣∣∣
(x0,u0)
≥ (1/4)((a1 − a2) + |b|)∣∣∣
(x0,u0)
> 0.
(4.18)
Thus χ(x, u) satisfies all conditions of the implicit function theorem in some neighborhood of (x0, u0).
Consider the equation
(4.19) u = a1(0, u),
u ∈ (g(0) − ρ0, g(0) + ρ0). Due to condition (iv), a1(0, u) ∈ I0 = [g(0) − ρ0/4, g(0) + ρ0/4] for any
u ∈ (g(0) − ρ0, g(0) + ρ0). Hence, u → a1(0, u) maps I0 into itself. Since |∂ua1| < 1/2, this map is
contracting. Therefore, the equation (4.19) has a unique solution in I0, which we denote by ζ+(0). Clearly,
u0 = ζ+(0) satisfies u0 = ϕ+(0, u0). Due to (4.18), for any x in some neighborhood of x0 = 0, the equation
(4.9) has a unique solution ζ+(x) belonging to some small neighborhood of u0. Clearly, ζ+(x) = ϕ+(x, ζ+(x)).
Assume that χ(x1, u1) = 0 for some (x1, u1) ∈ LR
(
g, (−α0, α0), ρ0
)
. Then, due to (4.16) and (4.17),
(4.20) a2(x1, u1)− |b(x1, u1)| ≤ u1 ≤ a1(x1, u1) + |b(x1, u1)|.
Combining (4.20) with condition (iv), we obtain
(4.21) g(x1)− ρ0/2 ≤ u1 ≤ g(x1) + ρ0/2.
It follows from (4.21) and the above arguments that, given (x¯, u¯) ∈ LR
(
g, (−α0, α0), ρ0
)
such that u¯ =
ϕ+(x¯, u¯), there exists a unique C
1-function ζ+(x) defined on (−α0, α0) such that χ(x, ζ+(x)) = 0, ζ+(x) =
ϕ+(x, ζ+(x)), ζ+(x¯) = u¯. In a similar way we define ζ−(x), x ∈ (−α0, α0). Let u1 = ζ+(0) and u2 = ζ−(0).
Then, ui = ai(0, ui), i = 1, 2. Since u → a1(0, u) is a contraction, |u1 − u2| > |a1(0, u1) − a1(0, u2)| =
|u1−a1(0, u2)|. Due to (iii), a1(0, u2) > a2(0, u2) = u2. Therefore, u2 ≥ u1 is impossible. So, ζ+(0) > ζ−(0).
Since ζ+(0) 6= ζ−(0), ζ+(x) 6= ζ−(x) for any x ∈ (−α0, α0). Hence, ζ+(x) > ζ−(x) for any x ∈ (−α0, α0).
The estimates (4.10), (4.11) follow from (4.16) and (4.17). The estimate (4.12) follows from (4.10),
(4.11). 
Remark 4.6. For our applications of Lemma 4.5 we need to generalize its statement for some cases when
the crucial conditions |∂uai| < 1/2 in (v), due to which we can apply the implicit function theorem, fail. In
Definition 4.9 below we introduce inductively the classes of functions for which we need the statement. We
need also to accommodate the case when the functions depend on some parameter θ.
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Before we proceed with the definition of the cases mentioned in the previous remark we need the following
lemma which solves the inequality |χ(x, u)| < ǫ rather than the equation χ(x, u) = 0 from Lemma 4.5.
Lemma 4.7. Let a1 > a2 and b be reals. Let u be a solution of the quadratic inequality
(4.22) |(u− a1)(u − a2)− b2| < (a1 − a2)2/4.
Let λ = λ(u) := (a1 − a2)−2[(u− a1)(u− a2)− b2], γ = γ(u) := (
√
1 + 4λ− 1)/2. Either
(4.23) u ≥ max{a1 − |γ|(a1 − a2), (1/2)[a1 + a2 + 2|b|]} ≥ a2 + (1/2)(a1 − a2)+ |b|,
or
(4.24) u ≤ min{a2 + |γ|(a1 − a2), (1/2)[(a1 + a2)− 2|b|]} ≤ a1 − (1/2)(a1 − a2)− |b|.
In any event, a2 − |γ|(a1 − a2)− |b| ≤ u ≤ a1 + |γ|(a1 − a2) + |b|.
Proof. One has
(4.25) u2 − (a1 + a2)u+ a1a2 − b2 − λ(a1 − a2)2 = 0.
Therefore, u obeys one of the following equations
u = ϕ+(u, λ) := (1/2)
[
a1 + a2 +
(
(a1 − a2)2(1 + 4λ) + 4b2
)1/2]
,(4.26)
u = ϕ−(u, λ) := (1/2)
[
a1 + a2 −
(
(a1 − a2)2(1 + 4λ) + 4b2
)1/2]
.(4.27)
Note that (4.22) implies, in particular, that 1 + 4λ > 0. One has
max
{
a1 + γ(a1 − a2), (1/2)
[
a1 + a2 + 2|b|
]} ≤ ϕ+ ≤ a1 + γ(a1 − a2) + |b|,(4.28)
a2 − γ(a1 − a2)− |b| ≤ ϕ− ≤ min
{
a2 − γ(a1 − a2), (1/2)
[
(a1 + a2)− 2|b|
]}
,(4.29)
and the statement follows. 
Remark 4.8. In the definition below we refer to the cases in the last lemma as the +-case and the −-case,
respectively.
Definition 4.9. (1) Let g0(x) be a C
2-function on (−α0, α0). Let 0 < λ ≤ 1. Let a1(x, u, θ), a2(x, u, θ),
b2(x, u, θ) be C2-functions which obey the conditions (i)–(iii) before Lemma 4.5, ρ0 < 1/32 for each fixed
θ ∈ Θ. Assume in addition that |u−ai|, b2, |∂α1,α2u,θ ai|, |∂α1,α2u,θ b2| < λ/64 for any x, u, θ and any |(α1, α2)| ≤ 2.
Set
f(x, u, θ, 1) = u− a1 − b
2
u− a2 , f(x, u, θ, 2) = u− a2 −
b2
u− a1 , (x, u) ∈ LR
(
g, ρ0
)
,
F
(1)
g(1),r(1),λ
(a1, a2, b
2) = {f(·, j) : j = 1, 2}, g(1) := g0, r(1) := ρ0,
µ(f(·,1)) = (u− a2), µ(f(·,2)) = (u − a1), χ(f(·,i)) = µ(f(·,i))f(·, i)
τ (f(·,i))(x, u, θ) := a1(x, u, θ)− a2(x, u, θ), i = 1, 2.
(4.30)
Here, f(·, 1) is defined if u − a2(x, u, θ) 6= 0, and f(·, 2) if u − a1(x, u, θ) 6= 0. Set F(1)g(1),r(1),λ =⋃
a1,a2,b2
F
(1)
g(1),r(1),λ
(a1, a2, b
2). With some abuse of notation we will write f ∈ F(1)
g(1),r(1),λ
(f1, f2, b
2) for
f ∈ F(1)
g(1),r(1),λ
(a1, a2, b
2) with fi := u − ai, i = 1, 2. Note here that we do not need g to be dependent
on θ. Furthermore, our “main” variables are x, u, and we view θ as a parameter. Below we will sometimes
drop θ from the notation. Requirements on θ-dependent quantities are then implicitly assumed to hold for all
θ.
(2) Let g0(x), g1(x) be C
2-functions on (−α0, α0) and 0 < ρ1 < ρ0. Assume that LR
(
g0, ρ0
) ⊃ LR(g1, ρ1).
Assume also that g0(0) = g1(0). Set g
(2) = (g0, g1), r
(2) = (ρ0, ρ1). Let fi ∈ F(1)g(1),r(1),λ(ai,1, ai,2, b2i ),
i = 1, 2. Let b(·, θ) be C2-smooth in LR
(
g0, ρ0
)
. Assume that the following conditions hold: (a) χ(f1) <
ON THE INVERSE SPECTRAL PROBLEM FOR THE QUASI-PERIODIC SCHRO¨DINGER EQUATION 37
χ(f2) for all (x, u) ∈ LR
(
g1, ρ1
)
, (b) |fi| < (minj λτ (fj ))10 for all (x, u) ∈ LR
(
g1, ρ1
)
, (c) the inequality
|(u − ai,1)(u − ai,2) − b2i | < (ai,1 − ai,2)2/4, which holds for all x, u due to condition (b), is either in
the +-case for all (x, u) ∈ LR
(
g1, ρ1
)
, i = 1, 2, or in the −-case for all (x, u) ∈ LR
(
g1, ρ1
)
, i = 1, 2;
furthermore, fi = (u − ai,1)− b2i (u − ai,2)−1 in the + case, respectively, fi = (u − ai,2) − b2i (u − ai,1)−1 for
all (x, u) ∈ LR
(
g1, ρ1
)
, i = 1, 2, in the −-case, (d) |b| < (minj λτ (fj))10, |∂ub2|, |∂θb2| < (minj λτ (fj))10|b|,
|∂2ub2|, |∂2θb2| < (minj λτ (fj ))10 for any (x, u) ∈ LR
(
g1, ρ1
)
and any θ, (e) fi(0, u) = u− g1(0), b(0, u) = 0 for
any u, i = 1, 2. Set
f(x, u, θ, 1) = f1 − b
2
f2
, f(x, u, θ, 2) = f2 − b
2
f1
,
F
(2)
g(2),r(2),λ
(f1, f2, b
2) = {f(·, j) : j = 1, 2},
µ(f(·,1)) = µ(f1)µ(f2)f2, µ
(f(·,2)) = µ(f2)µ(f1)f1, χ
(f(·,i)) = µ(f(·,i))f(·, i),
τ (f(·,i))(x, u, θ) := χ(f2) − χ(f1), i = 1, 2.
(4.31)
Let f ∈ F(2)
g(2),r(2),λ
(f1, f2, b
2). We say that f ∈ F(2,±)
g(2),r(2),λ
(f1, f2, b
2), according to the dichotomy in
(c). Set F
(2,±)
g(2),r(2),λ
=
⋃
f1,f2,b2
F
(2,±)
g(2),r(2),λ
(f1, f2, b
2), F
(2)
g(2),r(2),λ
= F
(2,+)
g(2),r(2),λ
∪ F(2,−)
g(2),r(2),λ
, σ(f) = ±1 if
f ∈ F(2,±)
g(2),r(2),λ
(f1, f2, b
2). We introduce also the following sequence σˆ(f) := (σ(f)), consisting just of one
term.
(3) We define the classes of functions F
(ℓ)
g(ℓ),λ
inductively. Assume that F
(t)
g(t)
are already defined for t =
1, . . . , ℓ − 1, where ℓ ≥ 3. Let gt(x) be a C2-function on (−α0, α0), 0 < ρt+1 < ρt < 1, t = 0, . . . , ℓ − 1.
Assume that LR
(
gℓ−2, ρℓ−2
) ⊃ LR(gℓ−1, ρℓ−1). Set g(t) = (g0, . . . , gt−1), r(t) = (ρ0, . . . , ρt−1). Let fi ∈
F
(ℓ−1)
g(ℓ−1),r(ℓ−1),λ
(fi,1, fi,2, b
2
i ), i = 1, 2. Assume that the following conditions hold: (a) χ
(f1) < χ(f2), for all
(x, u) ∈ LR
(
gℓ−1, ρℓ−1
)
, (b) |fi| < (minj λτ (fj ))10 for all (x, u) ∈ LR
(
gℓ−1, ρℓ−1
)
, (c) with χ(fi,j) := u− ai,j ,
the inequality |(u − ai,1)(u − ai,2) − µ(fi)b2i | < (ai,1 − ai,2)2/4, which holds for all x, u due to condition
(b), see the verification in (4.36), is either in the +-case for all (x, u) ∈ LR
(
gℓ−1, ρℓ−1
)
, i = 1, 2, or
in the −-case for all (x, u) ∈ LR
(
gℓ−1, ρℓ−1
)
, i = 1, 2; furthermore, fi = fi,1 − b2i f−1i,2 in the + case,
respectively, fi = fi,2−b2ia−1i,1 for all (x, u) ∈ LR
(
gℓ−1, ρℓ−1
)
, i = 1, 2, in the −-case. (d) |b| < (λminj τ (fj))10,
|∂ub2|, |∂θb2| < (λminj τ (fj))10|b|, |∂2ub2|, |∂2θb2| < (λminj τ (fj))10, (e) σˆ(f1) = σˆ(f2). Here τ (f), σ(f) and
σˆ(f) ) are defined inductively see part (4) below. Set
f(x, u, θ, 1) = f1 − b
2
f2
, f(x, u, θ, 2) = f2 − b
2
f1
,
F
(ℓ)
g(ℓ),r(ℓ),λ
(f1, f2, b
2) = {f(·, j) : j = 1, 2}.
(4.32)
We say that f ∈ F(ℓ,±)
g(ℓ),r(ℓ),λ
(f1, f2, b
2), according to the dichotomy in (c). Set F
(ℓ,±)
g(ℓ),r(ℓ),λ
=⋃
f1,f2,b2
F
(ℓ,±)
g(ℓ),r(ℓ),λ
(f1, f2, b
2), F
(ℓ)
g(ℓ),r(ℓ),λ
(f1, f2, b
2) = F
(ℓ,+)
g(ℓ),r(ℓ),λ
(f1, f2, b
2) ∪ F(ℓ,−)
g(ℓ),λ
(f1, f2, b
2), F
(ℓ)
g(ℓ),r(ℓ),λ
=
F
(ℓ,+)
g(ℓ),r(ℓ),λ
∪ F(ℓ,−)
g(ℓ),r(ℓ),λ
.
(4) Let f ∈ F(1)
g(1)
(a1, a2, b
2). With fi := u − ai, we introduce for convenience χ(fi) := fi, µ(fi) := 1,
τ (fi) := 1, σ(fi) := 1, i = 1, 2.
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Let f ∈ F(ℓ,±)
g(ℓ),r(ℓ),λ
(f1, f2, b
2). Set
µ(f) =
{
µ(f1)µ(f2)f2 if f = f1 − b2f2 ,
µ(f1)µ(f2)f1 if f = f2 − b2f1 ,
χ(f) = µ(f)f,
τ (f) = (χ(f2) − χ(f1))τ (f1)τ (f2),
σ(f) = ±σ(f1) = ±σ(f2) according to f ∈ F(ℓ,±)g(ℓ),r(ℓ),λ(f1, f2, b2).
(4.33)
The sequence σˆ(f) is defined just by attaching σ(f) to σˆ(fi) from the left, that is, σˆ(f) = (σ(f), σˆ(fi)). Due
to condition (e) in the definition in part (3), the result does not depend on i = 1, 2.
Remark 4.10. (1) The parameter λ is introduced in the definitions above only for the sake of stability under
small perturbations which we establish in Lemma 4.16 at the very end of this section. Clearly, F
(ℓ,±)
g(ℓ),λ
⊂ F(ℓ,±)
g(ℓ),1
.
Everywhere in this section, with the exception of Lemma 4.16, we always assume λ = 1 and we suppress λ
from the notation.
We remark here also that the quantities 0 < ρt, t = 0, . . . , ℓ − 1 do not enter any inequalities in Defini-
tion 4.9. Let 0 < ρt,1 ≤ ρt, t = 0, . . . , ℓ−1 be such that LR
(
gℓ−2, ρℓ−2,1
) ⊃ LR(gℓ−1, ρℓ−1,1). If f ∈ F(ℓ,±)g(ℓ),r(ℓ),λ,
then also f ∈ F(ℓ,±)
g(ℓ),r(ℓ,1),λ
, where r(t,1) = (ρ0,1, . . . , ρt−1,1). We suppress r
(ℓ) from the notation, everywhere
except Lemma 4.13. We will use it later on, starting from Section 6.
(2) Let f ∈ F(ℓ)
g(ℓ)
(f1, f2, b
2). We remark here that Definition 4.9 implies in particular that fi is a C
2-smooth
function in LR
(
gℓ−1, ρℓ−1
)×Θ.
(3) Once again, note we do not need gi to be dependent on θ and, to simplify notations, we suppress θ
wherever it does not cause ambiguity.
Lemma 4.11. Suppose f ∈ F(ℓ)
g(ℓ)
(f1, f2, b
2). Then, the following statements hold:
(1) maxj |fj |, |τ (f)|, |µ(f)|, |χ(f)| < 2−22ℓ for all (x, u) ∈ LR
(
gℓ−1, ρℓ−1
)
. Furthermore, |χ(fi)| <
(minj |τ (fj )|)10 for all (x, u, θ) ∈ LR
(
gℓ−1, ρℓ−1
)×Θ.
(2) The functions µ(f), χ(f) are C2-smooth, |∂αµ(f)|, |∂αχ(f)| < 2−22(ℓ−1)+3, |α| ≤ 2.
(3) Let ℓ ≥ 2. Either fi ∈ F(ℓ−1,+)g(ℓ−1) (fi,1, fi,2, b2i ), i = 1, 2, or fi ∈ F
(ℓ−1,−)
g(ℓ−1)
(fi,1, fi,2, b
2
i ), i = 1, 2. In the
first case, χ(fi,1) > −(minj τ (fj))8(χ(fi,2) − χ(fi,1)), χ(fi,2) ≥ (1/2)(χ(fi,2) − χ(fi,1)) + (
∏
j µ
(fi,j))1/2|bi| for
all (x, u) ∈ LR
(
gℓ−1, ρℓ−1
)
, i = 1, 2. In the second case, χ(fi,2) < (minj τ
(fj))8(χ(fi,2) − χ(fi,1)), χ(fi,1) ≤
−(1/2)(χ(fi,2) − χ(fi,1))− (∏j µ(fi,j))1/2|bi| for all (x, u) ∈ LR(gℓ−1, ρℓ−1), i = 1, 2.
(4) Let ℓ ≥ 2 and fi ∈ F(ℓ−1)g(ℓ−1)(fi,1, fi,2, b2i ). Then σ(fi,j) = σ(fi′,j′), for any i, j, i′, j′.
(5) σ(fi)∂uχ
(fi) > (τ (fi))2 , i = 1, 2.
(6) Assume χ(f)(x0, u0) = 0. Then, sgn f1(x0, u0)∂uχ
(f)|x0,u0 > (τ (f))2|x0,u0 .
(7) ∂2uχ
(f) > (1/2)(mini τ
(fi))4 for all (x, u) ∈ LR
(
gℓ−1, ρℓ−1
)
.
(8) Let f ∈ F(1)(a1, a2, b2). Assume that the following condition (k(0)) holds:
(k(0)) ∂θa1 > k
(0), ∂θa2 < −k(0), |fi| < (k(0))2/8, |∂2θb2| < (k(0))2/8, where k(0) > 0 is a constant.
Then, ∂2θχ
(f) < −(k(0))2. Furthermore, assume in addition that χ(f)(x, u, θ) = χ(f)(x, u,−θ), θ ∈ Θ =
(−θ0, 0) ∪ (0, θ0). Then,
(4.34) ∂θχ
(f) < −(k(0))2θ if θ > 0, ∂θχ(f) > −(k(0))2θ if θ < 0.
(9) Let ℓ ≥ 2. Assume that |∂θχ(fi)| > (τ (fi))4, i = 1, 2, and sgn(∂θχ(f1)) = − sgn(∂θχ(f2)). Then,
∂2θχ
(f) ≤ −(minj τ (fj ))8. Furthermore, assume in addition that χ(f)(x, u, θ) = χ(f)(x, u,−θ), θ ∈ Θ =
(−θ0, 0) ∪ (0, θ0). Then,
(4.35) ∂θχ
(f) < −(min
j
τ (fj))8θ if θ > 0, ∂θχ
(f) > −(min
j
τ (fj))8θ if θ < 0.
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Proof. (1) Let us first consider the case ℓ = 1 and assume f ∈ F(1)
g(1)
(a1, a2, b
2). It follows from Definition 4.9
that |fi| = |u − ai| < 1/16 = 2−22 , |τ (f)|, |µ(f)|, |χ(f)| ≤ 2−22 for any (x, u) ∈ LR
(
g0, ρ0
)
. Recall that
by convention χ(fi) := fi, τ
(fi) := 1. Therefore, |χ(fi)| < (minj |τ (fj)|)10 obviously holds. Using the
notation from Definition 4.9, assume now that ℓ ≥ 2 and f ∈ F(ℓ)
g(ℓ)
(f1, f2, b
2), fi ∈ F(ℓ−1)g(ℓ−1) , i = 1, 2.
Then, |fi|, |b| < (minj τ (fj))10, τ (f) ≤ 2(maxj |fj |)(maxj τ (fj))2, |µ(f)| ≤ (maxj |fj |)(maxj |µ(fj)|)2, |χ(f)| ≤
(maxj |χ(fj)|)2 + |b|2(maxj |µ(fj)|)2, |χ(fi)| = |fi||µ(fi)| ≤ (minj τ (fj))10|µ(fi)|. Using induction one obtains
the claim.
(2) For ℓ = 1, the statement follows from (4.30) and the conditions |∂αai|, |∂αb2| < 1/64 for any x, u and
any 1 ≤ α ≤ 2 in Definition 4.9. Using induction over ℓ = 1, . . . and (4.33), one proves the claim for any ℓ.
(3) Due to Definition 4.9, σˆ(f1) = σˆ(f2). Due to the definition of the sequences σˆ(·) this implies that
either fi ∈ F(ℓ−1,+)g(ℓ−1) (fi,1, fi,2, b2i ), i = 1, 2, or fi ∈ F
(ℓ−1,−)
g(ℓ−1)
(fi,1, fi,2, b
2
i ), i = 1, 2. Assume ℓ ≥ 2, fi ∈
F
(ℓ−1,+)
g(ℓ−1)
(fi,1, fi,2, b
2
i ), i = 1, 2. Recall that due to condition (b) |fi| < (minj τ (fj))10 < (χ(fi,2)−χ(fi,1))2/4 for
all (x, u) ∈ LR
(
gℓ−1, ρℓ−1
)
, i = 1, 2. As in Definition 4.9 set ai,j = u− χ(fi,j). Since |µ(fi,1)||µ(fi,2)||fi,2| < 1,
one has
(ai,1 − ai,2)2/4 = (χ(fi,2) − χ(fi,1))2/4 > |µ(fi,1)||µ(fi,2)||fi,2|(χ(fi,2) − χ(fi,1))2/4 >
|µ(fi,1)||µ(fi,2)||fi,2||fi| = |χ(fi,1)χ(fi,2) −
∏
j
µ(fi,j)b2i | = |(u− ai,1)(u − ai,2)−
∏
j
µ(fi,j)b2i |(4.36)
Due to Definition 4.9 we are in the +-case in Lemma 4.7. So, (4.23) applies. In particular, (4.23) implies
χ(fi,1) = u − ai,1 ≥ −|γ|(ai,1 − ai,2) = −|γ|(χ(fi,2) − χ(fi,1)), χ(fi,2) = u − ai,2 ≥ (1/2)(ai,1 − ai,2) +
(
∏
j µ
(fi,j))1/2|bi| = (1/2)(χ(fi,2) − χ(fi,1)) + (
∏
j µ
(fi,j))1/2|bi| for all (x, u) ∈ LR
(
gℓ, ρℓ
)
, i = 1, 2. Here,
γ = (
√
1 + 4λ − 1)/2, λ = (ai,1 − ai,2)−2[(u − ai,1)(u − ai,2) −
∏
j µ
(fi,j)b2i ]. One has due to conditions (b)
and (d) in Definition 4.9 |λ| < (ai,1 − ai,2)−2(minj τ (fj))10/2 < (minj τ (fj))8/2, |γ| < 2|λ| < (minj τ (fj))8.
This finishes the proof of the claim in the first case in (3). The verification for the second case is completely
similar. The verification in case ℓ = 1 is also completely similar and we omit it.
(4) Due to Definition 4.9 σˆ(f1) = σˆ(f2). That implies the statement in part (4).
(5) The proof goes by induction over ℓ = 1 . . . . Let f ∈ F(1)(a1, a2, b2), f = (u−a1)−b2(u−a2)−1. Then,
by convention, fi := u − ai, χ(fi) := fi, µ(fi) := 1, τ (fi) := 1, σ(fi) = 1, i = 1, 2. Hence, σ(fi)∂uχ(fi) =
1 − ∂uai > 1/2 = (τ (fi))2/2, as claimed. Assume that the statement holds for any h ∈ F(t)g(t) , 1 ≤ t ≤ ℓ − 1,
ℓ ≥ 2. Assume, for instance, f ∈ F(ℓ)
g(ℓ)
(f1, f2, b
2), fi ∈ F(ℓ−1,−)g(ℓ−1) (fi,1, fi,2, b2i ), i = 1, 2. Due to the inductive
assumption, σ(fi,j)∂uχ
(fi,j) > (τ(fi,j))
2, i, j = 1, 2. Due to to (4), σ(fi,j) = σ(fi′,j′) for any i, j, i
′, j′. Due
to part (3), one has χ(fi,1) ≤ −(1/2)(χ(fi,2) −χ(fi,1)), χ(fi,2) < (minj τ (fj))8(χ(fi,2)−χ(fi,1)) < (minj τ (fj))8,
i = 1, 2. Due to part (1), |µ(fi,j)|, |µ(fi,j)| < 2−22(ℓ−2) , due to part (2), |∂αµ(fi,j)|, |∂αχ(fi,j)| < 2−22(ℓ−3) .
Finally, due to Definition 4.9, one has |bi| < (minj τ (fi,j ))10, |∂ub2i | < (minj τ (fi,j))10|bi|. Using all these
estimates, one obtains
σ(fi)∂uχ
(fi) = σ(fi)∂u[χ
(fi,1)χ(fi,2) − µ(fi,1)µ(fi,2)b2i ] =
= [σ(fi,1)(∂uχ
(fi,1))][−χ(fi,2)] + [σ(fi,2)(∂uχ(fi,2))][−χ(fi,1)]
−[(∂uµ(fi,1))µ(fi,2)b2i + (∂uµ(fi,2))µ(fi,1)b2i + (∂ub2i )µ(fi,1)µ(fi,2)]
≥ −[σ(fi,1)(∂uχ(fi,1))](min
j
τ (fj))8 + [σ(fi,1)∂uχ
(fi,2)](χ(fi,2) − χ(fi,1))/2
−[|∂uµ(fi,1)||µ(fi,2)|b2i + |∂uµ(fi,2)||µ(fi,1)|b2i + |∂ub2i ||µ(fi,1)||µ(fi,2)|]
≥ −2−22(ℓ−2)(min
j
τ (fj))8 + (χ(fi,2) − χ(fi,1))(τ (fi,2))2/2
−2−2ℓ(min
j
τ (fi,j))6 > (χ(fi,2) − χ(fi,1))(τ (fi,2))2/4 > (χ(fi,2) − χ(fi,1))2(τ (fi,1))2(τ (fi,2))2 = (τ (fi))2.
(4.37)
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This finishes the proof in case fi ∈ F(ℓ−1,−)g(ℓ−1) . The case fi ∈ F
(ℓ−1,+)
g(ℓ−1)
is completely similar.
(6) Assume χ(f)(x0, u0) = 0. Set ai := u0 − χ(fi)(x0, u0), i = 1, 2, b := (
∏
i χ
(fi))1/2b(x0, u0). Recall that
χ =
∏
i µ
(fi)fi − b2
∏
i µ
(fi). Due to part (4),
∏
i µ
(fi) 6= 0. Hence one has (u0 − a1)(u0 − a2) − |b|2 = 0.
One can apply Lemma 4.7. Assume for instance u0 − a1(x0, u0) ≥ 0. Then (4.23) applies. Note that here
λ = 0, γ = 0. So, χ(f1)(x0, u0) > 0, χ
(f2)(x0, u0) > [(1/2)(χ
(f2)(x0, u0) − χ(f1) + (
∏
i χ
(fi))1/2|b|]|x0,u0 .
From this point, the derivation of the estimate in (7) goes exactly the same way as in (4.37). The case
u0 − a1(x0, u0) ≤ 0 is completely similar.
(7) Consider the case ℓ ≥ 2. Due to part (5), |∂uχ(fi)| > (τ (fi))2, sgn(∂uχ(f1)) = sgn(∂uχ(f2)). Due to
part (1), |χ(fi)| < (minj |τ (fj)|)10. Due to part (2), |∂αµ(f)|, |∂αχ(f)| < 2−22(ℓ−1)+3, |α| ≤ 2. Finally, due to
Definition 4.9, one has |∂αu b2| < (minj τ (fj))10. Using these estimates, one obtains
∂2uχ
(f) ≥ |∂uχ(f1)||∂uχ(f2)| −
{|∂2uχ(f1)||χ(f2)|+ |∂2uχ(f2)||χ(f1)|+ |∂2u[µ(f1)µ(f2)b2]|}
≥
∏
i
(τ (fi))2 − 2 · 2−22(ℓ−2)+3(min
j
|τ (fj)|)10 − 6 · 2−22(ℓ−2)+3 · 2−22(ℓ−2)+3 · (min
j
|τ (fj)|)10
≥ (1/2)(min
j
τ (fj))4.
(4.38)
The estimation for ℓ = 1 is similar.
(8) Let f ∈ F(1)(a1, a2, b2), f = (u − a1) − b2(u − a2)−1. By convention, fi := u − ai, χ(f) := f1f2 − b2.
Due to part (2), |∂2θf1| < 1. Due to condition (k(0)), ∂θf1 = −∂θa1 < −k(0), ∂θf2 = −∂θa2 > k(0), and
moreover, |fi| < (k(0))2/8, |∂2θb2| < (k(0))2/8. One has
(4.39) ∂2θχ
(f) ≤ −2(k(0))2 + |∂2θf1||f2|+ |∂2θf2||f1|+ |∂2θb2| < −(k(0))2,
as claimed. Assume now in addition that χ(f)(x, u, θ) = χ(f)(x, u,−θ). This implies ∂θχ(f)|x,u,0 = 0, and
∂θχ
(f) < −(k(0))2θ if θ > 0, ∂θχ(f) > −(k(0))2θ if θ < 0.
(9) The estimation is similar to the one in (8). Recall that we assume here ℓ ≥ 2. Due to part (1),
|χ(fi)| < (minj |τ (fj)|)10. Due to part (2), |∂αµ(f)|, |∂αχ(f)| < 2−22(ℓ−1)+3, |α| ≤ 2. Due to Definition 4.9,
|∂αθ b2| < (minj τ (fj))10. Using these estimates and the assumption sgn(∂θχ(f1)) = − sgn(∂θχ(f2)), one obtains
∂2θχ
(f) ≤ −2|∂θχ(f1)||∂θχ(f2)|+
{|∂2θχ(f1)||χ(f2)|+ |∂2θχ(f2)||χ(f1)|+ |∂2θ [µ(f1)µ(f2)b2]|}
≤ −2
∏
i
(τ (fi))4 + 2 · 2−22(ℓ−2)+3(min
j
|τ (fj)|)6 + 6 · 2−22(ℓ−2)+3 · 2−22(ℓ−2)+3 · (min
j
|τ (fj)|)6
≤ −(min
i
τ (fi))8.
(4.40)
The second statement in (10) follows from the first one just like in (8). 
We need the following elementary calculus statements.
Lemma 4.12. Let f(u) be a C2-function, u ∈ (t0 − ρ0, t0 + ρ0). Assume that σ0 = inf f ′′ > 0.
(0) The function f has at most two zeros.
(1) Assume that sgn(f ′(v1)) sgn(f
′(v2)) ≥ 0 for some v1 < v2. Then,
(v2 − v1)2 ≤ 2σ−10 |f(v1)− f(v2)|.
(2) Let |v0 − t0| < ρ02 . Assume −σ0ρ02 < f ′(v0) < 0. Then there exists v0 < u0 ≤ v0 + σ−10 |f ′(v0)| such
that f ′(u0) = 0. Similarly, if
σ0ρ0
2 > f
′(v0) > 0, then there exists v0 > u0 ≥ v0 − σ−10 |f ′(v0)| such that
f ′(u0) = 0.
(3) Let |v0 − t0| < ρ02 , 0 < ρ ≤ ρ0. Assume −σ
2
1ρ
2
256 < f(v0) ≤ 0, f ′(v0) < 0, σ1 := min(σ0, 1). Then there
exists t0−ρ0 < v0− ρ8 < v ≤ v0 such that f(v) = 0. Similarly, assume −σ
2
1ρ
2
256 < f(v0) ≤ 0, f ′(v0) > 0. Then
there exists v0 ≤ v < v0 + ρ8 < t0 + ρ0 such that f(v) = 0.
Assume in addition that sup |f ′| ≤ 1.
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(4) Let |v0 − t0| < ρ02 , 0 < ρ ≤ ρ0. Assume −σ
2
1ρ
2
256 < f(v0) ≤ 0, −σ
2
1ρ
2
256 < f
′(v0) < 0. Then there exist
t0 − ρ0 < v0 − ρ8 < v1 ≤ v0 < v2 < v0 + ρ4 < t0 + ρ0 such that f(vj) = 0 j = 1, 2. Similarly, assume that
−σ21ρ2256 < f(v0) ≤ 0, σ
2
1ρ
2
256 > f
′(v0) > 0. Then there exist t0 − ρ0 < v0 − ρ4 < v1 < v0 ≤ v2 < v0 + ρ8 < t0 + ρ0
such that f(vj) = 0, j = 1, 2.
(5) If f has two zeros v1 < v2, |vi − v0| < ρ02 , then −f ′(v1), f ′(v2) > σ
2
1(v2−v1)
2
256 .
Proof. (0) Follows from Rolle’s Theorem.
(1) Assume f ′(vi) ≥ 0, i = 1, 2. Then,
f(v2)− f(v1) =
∫ v2
v1
f ′(v) dv =
∫ v2
v1
[ ∫ v
v1
f ′′(x) dx + f ′(v1)
]
dv
≥ σ0
∫ v2
v1
∫ v
v1
dx dv = σ0(v2 − v1)2/2.
Assume f ′(vi) ≤ 0, i = 1, 2. Then,
f(v2)− f(v1) =
∫ v2
v1
f ′(v) dv =
∫ v2
v1
[
−
∫ v2
v
f ′′(x) dx + f ′(v2)
]
dv
≤ −σ0
∫ v2
v1
∫ v
v1
dx dv = −σ0(v2 − v1)2/2.
(2) Let us verify the first statement. One has f ′(u) ≥ f ′(v0)+σ0(u−v0) > 0 if v0+σ−10 |f ′(v0)| < u < t0+ρ0.
Hence there exists v0 < u0 ≤ v0+σ−10 |f ′(v0)| such that f ′(u0) = 0. The verification of the second statement
is completely similar.
(3) Let us verify the first statement. Since f ′(v0) < 0, integrating like in part (1), one obtains f(u) ≥
f(v0) + σ0(u− v0)2/2 for t0 − ρ0 < u < v0. So, f(v0 − ρ/8) > 0. Hence, there exists v0 − ρ/8 < v ≤ v0 such
that f(v) = 0. The verification of the second statement is completely similar.
(4) Let us verify the first statement. Using the notation from part (2), one has −σ1ρ2/128 < f(v0) −
σ−10 |f ′(v0)| < f(v0) − (u0 − v0) ≤ f(u0) < 0, since sup |f ′| ≤ 1. Note also that u0 ≤ v0 + σ−10 |f ′(v0)| ≤
v0 + σ1ρ
2/256 < t0 + 33ρ0/64. Like in part (1), one obtains f(u) > f(u0) + σ0(u− u0)2/2 > 0 if u0 + ρ/8 <
u < t0 + ρ0. Hence, there exists u0 < v2 < u0 + ρ0/8 < t0 + ρ0 such that f(v2) = 0. The existence of v1 is
due to part (3). The verification of the second statement is completely similar.
(5) Since f ′′ > 0, one has f ′(v1) < 0, f
′(v2) > 0. Set ρ := v2 − v1. Then, ρ < ρ0. It follows from part (4)
that −f ′(v1), f ′(v2) > σ
2
1ρ
2
256 , since otherwise f would have at least three zeros. 
Lemma 4.13. Let f ∈ F(ℓ)
g(ℓ),r(ℓ)
.
(1) For any x ∈ (−α0, α0), the equation χ(f) = 0 has at most two solutions ζ−(x) ≤ ζ+(x).
(2) Let ℓ ≥ 2. Assume that the following conditions hold: (a) ζ+(0) and ζ−(0) exist, χ(f1)(0, ζ+(0)) = 0,
χ(f2)(0, ζ−(0) = 0, (b) |χ(f1)(x, gℓ−1(x))|, |χ(f2)(x, gℓ−1(x))| < (τ0)6ρℓ−1 for all x, (c) |b| < (τ0)6ρℓ−1 for all
x, u, where τ0 := infx,u(mini τ
(fi)). Then, ζ+(x) and ζ−(x) exist for all x ∈ (−α0, α0). The functions ζ+(x),
ζ−(x) are C
2-smooth on (−α0, α0) and obey the estimates (4.10), (4.11), where ai = u − fi, and also the
following estimates:
(4.41) |ζ±(x)− gℓ−1(x)| < ρℓ−1/2,
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∂uχ
(f)|x,ζ−(x) < −(τ (f)|x,ζ−(x))2 < 0, ∂uχ(f)|x,ζ+(x) > (τ (f)|x,ζ+(x))2 > 0,
ζ+(x) − ζ−(x) > 1
8
[−∂uχ(f)|x,ζ−(x) + ∂uχ(f)|x,ζ+(x)],
−∂uχ(f)|x,ζ−(x), ∂uχ(f)|x,ζ+(x) ≥
σ21(ζ+(x)− ζ−(x))2
256
,
|χ(f)(x, u)| ≥ min(σ1
2
(u− ζ−(x))2, σ1
2
(u− ζ+(x))2
)
,
(4.42)
where σ1 := (1/8)(infx,u(mini τ
(fi)))4.
Proof. Due to part (7) of Lemma 4.11, ∂2uχ
(f) > 0 everywhere. Therefore, for any x ∈ (−α0, α0), the
equation χ(f) = 0 has at most two solutions ζ+(x) and ζ−(x). Assume ζ+(0) and ζ−(0) exist. Due to part
(6) in Lemma 4.11, |∂uχ(f)||x0,u0 > 0, provided χ(f)(x0, u0) = 0. Therefore, ζ+(x) and ζ−(x) can be defined
via continuation and the standard implicit function theorem as long as the point (x, ζ±(x)) does not leave
the domain LR
(
gℓ−1, ρℓ−1
)
. Let us verify that as long as ζ+(x) and ζ−(x) are defined, (4.41) holds. Recall
that χ(f) = χ(f1)χ(f2)−µ(f1)µ(f2)b2. Since |µ(fi)| < 1, one has |χ(f1)(x, ζ±(x))||χ(f2)(x, ζ±(x))| < (τ0)12ρ2ℓ−1,
due to (c) in the current lemma. Hence, min(|χ(f1)(x, ζ±(x))|, |χ(f2)(x, ζ±(x))|) < (τ0)6ρℓ−1. Recall that due
to part (5) of Lemma 4.11, one has |∂uχ(fi)| > (τ (fi))2. Combining this with condition (b) in the current
lemma, one concludes that (4.41) holds. Note that (4.41) says in particular that the point (x, ζ±(x)) does
not leave the domain LR
(
gℓ−1, ρℓ−1
)
ever. Hence ζ+(x) and ζ−(x) exist for all x ∈ (−α0, α0). Due to the
standard implicit function theorem, the functions ζ+(x), ζ−(x) are C
2-smooth. Recall that due to part (7) in
Lemma 4.11, one has ∂2uχ
(f) > 0. Therefore, ∂uχ
(f)|x,ζ−(x) ≤ 0, ∂uχ(f)|x,ζ+(x) ≥ 0. On the other hand, due
to part (6) in Lemma 4.11, one has |∂uχ(f)||x,ζ±(x) > (τ (f))2|x,ζ±(x). Thus, ∂uχ(f)|x,ζ−(x) < −(τ (f))2|x,ζ−(x),
∂uχ
(f)|x,ζ+(x) > (τ (f))2|x,ζ+(x), that is, the first line in (4.42) holds. Due to part (2) in Lemma 4.11,
|∂2uχ(f)| < 8 for any ℓ. Therefore the second line in (4.42) holds. Recall that due to part (7) in Lemma 4.11,
∂2uχ
(f) > σ1 everywhere. Therefore the third line in (4.42) holds due to part (4) of Lemma 4.12. Finally, the
last line in (4.42) is due to part (1) of Lemma 4.12.
Recall that ζ±(x) obeys the equation (u− a1)(u − a2)− b2 = 0 with ai = u− χ(fi), i = 1, 2. Let
ϕ+(x, u) := (1/2)
[
a1 + a2 +
(
(a1 − a2)2 + 4b2
)1/2]
,
ϕ−(x, u) := (1/2)
[
a1 + a2 −
(
(a1 − a2)2 + 4b2
)1/2]
be as in the proof of Lemma 4.5. Due to condition (a) in the current lemma, one concludes that ζ+(0) =
a1(0, ζ+(0)) = ϕ+(0, ζ+(0)), ζ−(0) = a2(0, ζ−(0)) = ϕ−(0, ζ−(0)). Note that due to part (2) in Lemma 4.11
the functions ϕ±(x, ζ+(x)) are continuous. Since ϕ+(x, u) > ϕ−(x, u), by continuity, ζ±(x) = ϕ±(x, ζ+(x))
for all x. Now just as in the proof of Lemma 4.5, one verifies that ζ+(x), ζ−(x) obey the estimates (4.10),
(4.11). 
For our applications, we will also need a certain generalization of the last lemma in the case when condition
(c) fails, that is, |b| ≮ (τ0)6ρℓ−1. This happens when ρℓ−1 is too small. The specific situation is as follows. Let
gt,±(x) be C
2-functions on (−α0, α0), 0 < ρt+1 < ρt < 1, t = 0, . . . , ℓ− 1. Assume that gt,−(x) < gt,+(x) for
every x. Assume that LR
(
gℓ′,±, ρℓ′
) ⊃ LR(gℓ′+1,±, ρℓ′+1), ℓ′ = 0, 1, . . . . Set g(t)± = (g0,±, . . . , gt−1,±). Using
these notations assume that f ∈ F(ℓ)
g
(ℓ)
−
(f1, f2, b) and also f ∈ F(ℓ)
g
(ℓ)
+
(f1, f2, b). This means in particular that if
(x, u) ∈ LR
(
gℓ−1,−, ρℓ−1
)∩LR(gℓ−1,+, ρℓ−1), then f(x, u), f1, f2, b, and also the rest of the functions involved
in the definition are the same no matter which way one defines them. We use the notation χ(f)(x, u) for the
corresponding function. Note that it is well-defined and smooth in LR
(
gℓ−1,−, ρℓ−1
) ∪ LR(gℓ−1,+, ρℓ−1).
Assume that the following conditions hold: (α) |χ(f)(x, gℓ−1,±(x))| < σ
13
1 ρ
8
283 , with σ1 :=
(1/8)(infx,u(mini τ
(fi)))4, 0 < ρ ≤ ρℓ−1, (β)
∏
i χ
(fi)|0,gℓ−1,±(0) = 0, (γ) gℓ−1,+(x) − gℓ−1,−(x) + σ
6
1ρ
4
239 ≥
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min
(
1
8 [|∂uχ(f)|x,gℓ−1,+(x)|+|∂uχ(f)|x,gℓ−1,−(x)|], ρℓ−1
)
, (δ)
σ21ρ
2
128 +min(−∂uχ(f)|x,gℓ−1,−(x), ∂uχ(f)|x,gℓ−1,+(x)) ≥
min
(σ21(gℓ−1,+(x)−gℓ−1,−(x))2
256 ,
σ21ρ
2
64
)
.
Lemma 4.14. For any x ∈ (−α0, α0), the equation χ(f)(x, u) = 0 has exactly two solutions ζ−(x) < ζ−(x).
The functions ζ+(x), ζ−(x) are C
2-smooth on (−α0, α0), obey the estimates (4.10), (4.11), where ai = u−fi,
and also the following estimates,
(4.43) |ζ±(x)− gℓ−1,±(x)| < σ
2
1ρ
2
212
,
(4.44) ∂uχ
(f)|x,ζ−(x) ≤ −(τ (f))2(x, ζ−(x)) < 0, ∂uχ(f)|x,ζ+(x) ≥ (τ (f))2(x, ζ+(x)) > 0,
(4.45) ζ+(x)− ζ−(x) ≥ min
(1
8
[−∂uχ(f)|x,ζ−(x) + ∂uχ(f)|x,ζ+(x)], ρℓ−1
)
,
(4.46) − ∂uχ(f)|x,ζ−(x), ∂uχ(f)|x,ζ+(x) ≥ min
(σ21(ζ+(x) − ζ−(x))2
256
,
σ21ρ
2
128
)
,
(4.47) |χ(f)(x, u)| ≥ min(σ1
2
(u− ζ−(x))2, σ1
2
(u− ζ+(x))2), if min(|u − ζ−(x)|, |u − ζ+(x)|) < σ
2
1ρ
2
211
.
Proof. Note that χ(f)(0, gℓ−1,±(0)) =
∏
i χ
(fi)|0,gℓ−1,±(0) = 0. So, ζ±(0) exist. Like in the proof of
Lemma 4.13, ζ±(x) can be defined via continuation, starting at x = 0, and the standard implicit func-
tion theorem, as long as the point (x, ζ±(x)) does not leave the domain LR
(
gℓ−1,−, ρℓ−1
)∪LR(gℓ−1,+, ρℓ−1).
Due to condition (β), (4.43) holds for |x| sufficiently small.
Assume that ζ+(x) and ζ−(x) are defined and obey (4.43) for all x ∈ [0, x0). The standard implicit
function theorem arguments apply to show that ζ±(x) are well defined for x ∈ [0, x1) with x1−x0 > 0 being
small. We claim that in fact (4.43), (4.44) hold for any x ∈ [0, x1). Let x ∈ [0, x1) be arbitrary. Note first
of all that since ζ−(0) < ζ+(0), the implicit function theorem arguments imply that ζ−(x) < ζ+(x) for any
x ∈ [0, x1). Assume first gℓ−1,+(x) − gℓ−1,−(x) < 2ρℓ−1. Then, χ(f)(x, ·) is a C2-smooth function defined
in (gℓ−1,−(x) − ρℓ−1, gℓ−1,+(x) + ρℓ−1). Due to part (7) of Lemma 4.11, ∂2uχ(f) > σ1 everywhere. Since
χ(f)(x, ζ±(x)) = 0, ζ−(x) < ζ+(x), one concludes that ∂uχ
(f)|x,ζ−(x) < 0, ∂uχ(f)|x,ζ+(x) > 0. Combined
with part (6) of Lemma 4.11, this implies (4.44). Furthermore, χ(f)(x, ·) has exactly two zeros. Due to part
(1) of Lemma 4.12, one concludes that min+,− |ζ±(x) − gℓ−1,−(x)| <
(
2σ−11 |χ(f)(x, gℓ−1,−(x))|
)1/2
<
σ61ρ
4
241 .
Similarly, min+,− |ζ±(x) − gℓ−1,−(x)| < σ
6
1ρ
4
241 . Assume first max+,− |ζ−(x) − gℓ−1,±(x)| < σ
6
1ρ
4
240 . Then,
gℓ−1,+(x) − gℓ−1,−(x) < σ
6
1ρ
4
239 . Due to condition (γ), one obtains
σ61ρ
4
238 > gℓ−1,+(x) − gℓ−1,−(x) + σ
6
1ρ
4
239 ≥
2−3[|∂uχ(f)||x,gℓ−1,+(x) + |∂uχ(f)||x,gℓ−1,−(x)]. In particular, σ
6
1ρ
4
235 > |∂uχ(f)||x,gℓ−1,+(x). Since |∂2uχ(f)| < 8,
one concludes |∂uχ(f)||x,ζ−(x) < σ
6
1ρ
4
234 . Due to part (4) of Lemma 4.12, one concludes that ζ+(x) − ζ−(x) <
σ21ρ
2
213 . Since max+,− |ζ−(x) − gℓ−1,±(x)| < σ
6
1ρ
4
240 , (4.43) follows. Similarly, (4.43) follows if max+,− |ζ+(x) −
gℓ−1,±(x)| < σ
6
1ρ
4
240 . Assume now max+,− |ζ−(x)− gℓ−1,±(x)| ≥ σ
6
1ρ
4
240 and max+,− |ζ+(x)− gℓ−1,±(x)| ≥ σ
6
1ρ
4
240 .
Since ζ−(x) < ζ+(x), gℓ−1,−(x) < gℓ−1,+(x), min+,− |ζ±(x)−gℓ−1,+(x)| < σ
6
1ρ
4
241 , min+,− |ζ±(x)−gℓ−1,−(x)| <
σ61ρ
4
241 , one concludes that |ζ±(x) − gℓ−1,±(x)| < σ
6
1ρ
4
241 . In particular, (4.43) holds. This finishes the proof of
the claim in case gℓ−1,+(x) − gℓ−1,−(x) < 2ρℓ−1.
Assume now gℓ−1,+(x) − gℓ−1,−(x) ≥ 2ρℓ−1. In this case, due to condition (δ),
min(−∂uχ(f)|x,gℓ−1,−(x), ∂uχ(f)|x,gℓ−1,+(x)) ≥ σ
2
1ρ
2
128 . Recall that |ζ±(x) − gℓ−1,±(x)| < σ
2
1ρ
2
212 and |∂2uχ(f)| < 8.
This implies in particular −∂uχ(f)|x,ζ−(x), ∂uχ(f)|x,ζ+(x) > σ
2
1ρ
2
256 . Combined with part (6) of Lemma 4.11,
this implies (4.44). Since gℓ−1,+(x) − gℓ−1,−(x) ≥ 2ρℓ−1, it follows from part (1) of Lemma 4.12 that
|ζ±(x) − gℓ−1,±(x)| < σ
6
1ρ
4
241 . Thus, (4.43) holds. This finishes the verification of the claim.
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It follows from the claim that ζ+(x) and ζ−(x) can be defined for all x. These functions are C
2-smooth
and obey (4.43), (4.44). Let us verify (4.45). Assume first gℓ−1,+(x)− gℓ−1,−(x) < 2ρℓ−1. Then, χ(f)(x, ·) is
a C2-smooth function defined in (gℓ−1,−(x) − ρℓ−1, gℓ−1,+(x) + ρℓ−1). Therefore, (4.45) follows from (4.44)
since |∂2uχ(f)| < 8. The estimate (4.46) follows from part (5) of Lemma 4.12. The estimate (4.47) follows from
part (1) of Lemma 4.12, and in fact, in this case it holds for any u. Assume gℓ−1,+(x)− gℓ−1,−(x) ≥ 2ρℓ−1.
In this case, (4.45) follows from (4.43). Above we verified that −∂uχ(f)|x,ζ−(x), ∂uχ(f)|x,ζ+(x) > σ
2
1ρ
2
256 . Note
also that
σ21(ζ+(x)−ζ−(x))
2
256 >
σ21
128 . This verifies (4.46) for this case. Assume |u − ζ−(x)| < σ
2
1ρ
2
211 . Then,
∂uχ
(f)|x,u < −σ
2
1ρ
2
256 < 0. So, part (1) in Lemma 4.12 applies and (4.47) follows. The case |u− ζ+(x)|) < σ
2
1ρ
2
256
is similar. 
Lemma 4.15. Let ζ± be as in Lemma 4.13 or as in Lemma 4.14. If ℓ = 1, assume that (4.34) from (9) of
Lemma 4.11 holds. If ℓ ≥ 2, assume that (4.35) from (10) of Lemma 4.11 holds. Then,
∂θζ+ > (k
(0))2θ, ∂θζ− < −(k(0))2θ if ℓ = 1, θ > 0,
∂θζ+ > (min
j
τ (fj))8θ, ∂θζ− < −(min
j
τ (fj))8θ if ℓ ≥ 2, θ > 0.(4.48)
Proof. Take an arbitrary x0 and let θ > 0. Set u0 = ζ+(x0, θ). Due to part (7) of Lemma 4.11 one has
∂uχ
(f)|x0,u0 > (τ (f))2|x0,u0 > 0. On the other hand, due to part (2) of Lemma 4.11, one has |∂αχ(f)| < 1
for all x, u, θ. Consider for instance the case ℓ ≥ 2 and θ > 0. Then the assumption is that for θ > 0,
(4.49) ∂θχ
(f) < −(min
j
τ (fj))8θ.
Hence,
(4.50) ∂θζ+ = − ∂θχ
∂uχ
> (min
j
τ (fj))8θ,
as claimed. The proof for the rest of the cases is similar. 
Lemma 4.16. Using the notation from Definition 4.9, assume f ∈ F(ℓ)
g(ℓ),λ
(f1, f2, b
2). Let ri, h
2 be C2-
functions of (x, u) ∈ LR
(
gℓ−1, ρℓ−1
)
. Let f˜i = fi + ri, b˜
2 = b2 + h2. Assume that the following conditions
hold for (x, u) ∈ LR
(
gℓ−1, ρℓ−1
)
: (i) f˜1 < f˜2, (ii) |∂αu ri|, |∂αuh2| ≤ minj(δλτ (fj ))6, 0 ≤ α ≤ 2, i = 1, 2,
with some δ < (1 − λ)/4λ, (iii) h2(0, u) = 0. Set f˜ = f˜1 − b˜2/f˜2. Then, f˜ ∈ F(ℓ)g(ℓ),(1+4δ)λ(f˜1, f˜2, b˜2),
τ (f˜j) > (1− δ)τ (fj).
Proof. The proof goes by induction in ℓ = 2, . . . . Assume for instance f ∈ F(2,+)
g(2),λ
(f1, f2, b
2) and u−ai,2 > 0,
i = 1, 2. One has in this case f˜i = fi+ ri = (u−ai,1)+ ri− b2i (u−ai,2)−1 = (u− a˜i,1)− b2i (u− a˜i,2)−1, a˜i,1 :=
ai,1 − ri, a˜i,2 = ai,2, τ (f˜j) ≥ τ (fj ) − |rj | > (1 − δ)τ (fj), |f˜i| ≤ |fi| + |ri| < minj(λτ (fj ))6 +minj(δλτ (fj ))6 <
minj((1 + δ)λτ
(fj ))6 ≤ minj((1 + 4δ)λτ (f˜j))6. The verification of the rest of the conditions (b)–(d) in
part (2) of Definition 4.9 is similar. Condition (a) is due to condition (i) in the current lemma. Let
f ∈ F(ℓ)
g(ℓ),λ
(f1, f2, b
2), ℓ ≥ 3, fi ∈ F(ℓ−1)g(ℓ−1),λ(fi,1, fi,2, b2i ). Assume for instance fi,2 > 0, fi = fi,1 − b2i f−1i,2 ,
i = 1, 2. Then, f˜i = f˜i,1 − b2i f˜−1i,2 , f˜i,1 = fi,1 + ri, f˜i,2 = fi,2. Since τ (fj) < mini,k τ (fi,k), one can verify
all conditions in part (3) of Definition 4.9 just like above. Induction is needed just to make sure that
f˜i ∈ F(ℓ−1)g(ℓ−1),(1+4δ)λ(f˜i,1, f˜i,2, b2i ). 
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5. Matrices with Ordered Pairs of Resonances
Let us now return to the setting of Section 3. Let Λ be a subset of Zν . Let v(n), n ∈ Λ, h0(m,n),
m,n ∈ Λ, m 6= n be some complex functions. Consider HΛ,ε =
(
h(m,n; ε)
)
m,n∈Λ
, where ε ∈ C,
h(n, n; ε) = v(n) , n ∈ Λ,(5.1)
h(m,n; ε) = εh0(m,n) , m, n ∈ Λ, m 6= n.
Assume that the following conditions are valid,
v(n) = v(n),(5.2)
h0(m,n) = h0(n,m),(5.3)
|h0(m,n)| ≤ B1 exp(−κ0|m− n|), m, n ∈ Λ, m 6= n,(5.4)
where 0 < B1 ≤ 1, 0 < κ0 ≤ 1/2.
Definition 5.1. Assume that HΛ,ε obeys (5.1)–(5.4). Assume also that there exist m
+
0 ,m
−
0 ∈ Λ, m−0 6= m+0
such that |v(m+0 )− v(m−0 )| < δ30 and |v(n)− v(m+0 )| ≥ δ0 for any n ∈ Λ \ {m+0 ,m−0 }. Assume also that
(5.5)
(
m±0 +B(R
(1))
) ⊂ Λ.
We say in this case that HΛ,ε ∈ ÔPR(1)
(
m+0 ,m
−
0 ,Λ; δ0
)
.
Let s ≥ 2. Let m+0 ,m−0 ∈ Λ, m+0 6= m−0 . Assume that there exist subsets M(s
′) ⊂ Λ, s′ = 1, . . . , s − 1,
some of which may be empty, and a collection of subsets Λ(s
′)(m) ⊂ Λ, m ∈M(s′), defined only for those s′
for which M(s
′) 6= ∅. Assume that m+0 ,m−0 ∈M(s−1). Assume that all conditions in Definition 3.1 hold with
m0 := m
+
0 and with the following exception. The estimate (3.12) holds for any m 6= m−0 , and moreover,
(5.6) 12(δ
(s−1)
0 )
1/8 ≤ ∣∣E(s−1)(m,Λ(s−1)(m); ε)− E(s−1)(m+0 ,Λ(s−1)(m+0 ); ε)∣∣ ≤ δ(s−2)0 .
For m = m−0 , we have
(5.7)
∣∣E(s−1)(m−0 ,Λ(s−1)(m−0 ); ε)− E(s−1)(m+0 ,Λ(s−1)(m+0 ); ε)∣∣ ≤ (δ(s−1)0 )1/8.
Assume also that
(5.8)
(
m±0 +B(R
(s))
) ⊂ Λ.
In this case, we say that HΛ,ε belongs to the class ÔPR(s)
(
m+0 ,m
−
0 ,Λ; δ0
)
. We set s(m±0 ) = s. We call
m+0 ,m
−
0 the principal points. We call Λ
(s−1)(m±0 ) the (s− 1)-set for m±0 .
Remark 5.2. (1) We remark here that if HΛ,ε ∈ ÔPR(s)
(
m+0 ,m
−
0 ,Λ; δ0
)
, then some of the statements in
Proposition 3.3 still hold for obvious reasons, the lower estimate in (3.12) for m = m−0 does not affect these
statements. In Proposition 5.3 below, these statements are made explicit.
(2) Note that the classes ÔPR(s)
(
m+0 ,m
−
0 ,Λ; δ0
)
and N(s)
(
m0,Λ; δ0
)
may intersect since (5.7) does not
exclude such a possibility, that is, it is possible that one has
(5.9) 3δ
(s−1)
0 ≤
∣∣E(s−1)(m−0 ,Λ(s−1)(m−0 ); ε)− E(s−1)(m+0 ,Λ(s−1)(m+0 ); ε)∣∣ ≤ (δ(s−1)0 )1/8.
In fact, in Section 8 we will have examples for which this happens.
Proposition 5.3. Let HΛ,ε ∈ ÔPR(s)
(
m+0 ,m
−
0 ,Λ; δ0
)
. For any m ∈ M(s′) and n ∈ Λ(s′)(m) \ {m}, we
have v(n) 6= v(m), s′ = 1, . . . , s− 1. So, E(s′)(m,Λ(s′)(m); 0) := v(m) is a simple eigenvalue of HΛ(s′)(m),0.
Let E(s
′)
(
m,Λ(s
′)(m); ε
)
be the analytic function such that E(s
′)
(
m,Λ(s
′)(m); ε
) ∈ specHΛ(s′)(m),ε for any ε,
E(s
′)
(
m,Λ(s
′)(m); 0
)
= v(m).
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(1) Define inductively the functions D(·; Λ(s′)(m)), 1 ≤ s′ ≤ s− 1, m ∈M(s′), D(·; Λ), by setting:
for s = 1, D(x; Λ) = 4 log δ−10 , x ∈ Λ \ {m±0 }, D(m±0 ; Λ) := 4 log(δ(1))−1,
for s > 1, D(x; Λ) = D(x; Λ(s
′)(m)) if x ∈ Λ(s′)(m) for some s′ ≤ s − 1 and some m ∈
M(s′) \ {m±0 }, or if x ∈ Λ(s−1)(m±0 ) \ {m±0 }, D(m±0 ; Λ) = 4 log(δ(s)0 )−1, D(x; Λ) = 4 log δ−10 if
x ∈ Λ \ (⋃1≤s′≤s−1⋃m∈M(s′)Λ(s′)(m)).
Then, D(·; Λ(s′)(m)) ∈ GΛ(s′)(m),T,κ0 , 1 ≤ s′ ≤ s − 1, m ∈ M(s′), D(·; Λ) ∈ GΛ,T,κ0 , T =
4κ0 log δ
−1
0 , maxx/∈{m+0 ,m
−
0 }
D(x) ≤ 4 log(δ(s−1)0 )−1.
(2) If s = 1, the matrix (E −HΛ\{m+0 ,m−0 },ε) is invertible for any complex |ε| < ε0, |E − v(m
+
0 )| < δ0/4.
Let s ≥ 2. For any complex |ε| < εs−2,
∣∣E − E(s−1)(m+0 ,Λ(s−1)(m+0 ); ε)∣∣ < 10(δ(s−1)0 )1/8, each
matrix (E − HΛ(s′)(m),ε), s′ ≤ s − 1, m ∈ M(s
′), m /∈ {m+0 ,m−0 } is invertible. The matrices
(E−HΛ(s−1)(m±0 )\{m±0 },ε) and the matrix (E−HΛ\{m+0 ,m−0 },ε) are invertible. Here, E
(0)(m′,Λ′; 0) :=
v(m′) for any Λ′ and any m′ ∈ Λ′. Moreover,
|[(E −HΛ(s′)(m),ε)−1](x, y)| ≤ sD(·;Λ(s′)(m)),T,κ0,|ε|;Λ(s′)(m)(x, y),
|[(E −HΛ(s−1)(m±0 )\{m±0 },ε)
−1](x, y)| ≤ sD(·;Λ(s−1)(m±0 )\{m±0 }),T,κ0,|ε|;Λ(s−1)(m±0 )\{m±0 }(x, y),
|[(E −HΛ\{m+0 ,m−0 },ε)
−1](x, y)| ≤ sD(·;Λ\{m+0 ,m−0 }),T,κ0,|ε|;Λ\{m+0 ,m−0 }(x, y).
(5.10)
Lemma 5.4. Using the notation from Proposition 5.3, the following statements hold.
(1) The functions
K(s)(m,n,Λ; ε, E) = (E −HΛ
m
+
0
,m
−
0
)−1(m,n), m, n ∈ Λm+0 ,m−0 := Λ \ {m
+
0 ,m
−
0 },
Q(s)(m±0 ,Λ; ε, E) =
∑
m′,n′∈Λ
m
+
0
,m
−
0
h(m±0 ,m
′; ε)K(s)(m′, n′; Λ; ε, E)h(n′,m±0 ; ε),
G(s)(m±0 ,m
∓
0 ,Λ; ε, E) = h(m
±
0 ,m
∓
0 ; ε) +
∑
m′,n′∈Λ
m
+
0
,m
−
0
h(m±0 ,m
′; ε)K(s)(m′, n′; Λ; ε, E)h(n′,m∓0 ; ε)
(5.11)
are well-defined and analytic in the following domain,
|ε| < ε¯0, |E − v(m0)| < δ0/4, in case s = 1,
|ε| < εs−1 := ε0 −
∑
1≤s′≤s−1
δ
(s′)
0 ,
∣∣E − E(s−1)(m+0 ,Λ(s−1)(m+0 ); ε)∣∣ < 10(δ(s−1)0 )1/8, s ≥ 2,
ε0 := ε¯
3
0, ε¯0 := min(2
−24ν−4κ4ν0 , δ
29
0 , 2
−10(ν+1)((4κ0 log δ
−1
0 )
−8ν)).
(5.12)
The following estimates hold with 0 ≤ α ≤ 2:∣∣∂αE [Q(s)(m±0 ,Λ; ε, E)−Q(s−1)(m±0 ,Λ(s−1)(m±0 ); ε, E)]∣∣ ≤ 4|ε|3/2 exp(−κ04 R(s−1)) ≤ |ε|(δ(s−1)0 )12,∣∣∂αEQ(s)(m±0 ,Λ; ε, E)∣∣ ≤ |ε|,∣∣∂αEG(s)(m±0 ,m∓0 ,Λ; ε, E)∣∣ ≤ 4|ε|3/2 exp(−κ04 |m+0 −m−0 |) ≤ 4|ε|3/2 exp(−κ04 R(s−1)) ≤ |ε|(δ(s−1)0 )12
(5.13)
For ε, E ∈ R, the following identities hold:
K(s)(m,n,Λ; ε, E) = K(s)(n,m,Λ; ε, E),
Q(s)(m±0 ,Λ; ε, E) = Q
(s)(m±0 ,Λ; ε, E), G
(s)(m+0 ,m
−
0 ,Λ; ε, E) = G
(s)(m−0 ,m
+
0 Λ; ε, E).
(5.14)
ON THE INVERSE SPECTRAL PROBLEM FOR THE QUASI-PERIODIC SCHRO¨DINGER EQUATION 47
(2) Let |E − E(s−1)(m+0 ,Λ(s−1)(m0); ε)| < 4δ(s−1). Set HΛ := E − HΛ,ε. Let H˜2 be as in the Schur
complement formula with Λ1 := Λm+0 ,m
−
0
, Λ2 := Λ \ Λ1. Then,
det H˜2 = χ(ε, E) :=
(
E − v(m+0 )−Q(s)(m+0 ,Λ; ε, E)
) · (E − v(m−0 )−Q(s)(m−0 ,Λ; ε, E))
−G(s)(m+0 ,m−0 ,Λ; ε, E)G(s)(m−0 ,m+0 ,Λ; ε, E).
(5.15)
In particular, E ∈ specHΛ,ε if and only if E obeys
(5.16) χ(ε, E) = 0.
Proof. The proof of all statements in (1) is completely similar to the proof of (3) in Proposition 3.3. The
first identity in (5.14) is due to the fact that E −HΛ
m
+
0 ,m
−
0
is self-adjoint if ε, E are real. Furthermore, one
has
Q(s)(m±0 ,Λ; ε, E) =
∑
m′,n′∈Λ
m
±
0
,m
−
0
h(m±0 ,m
′; ε)K(s)(m′, n′; Λ; ε, E)h(n′,m±0 ; ε)
=
∑
m′,n′∈Λ
m
±
0
,m
−
0
h(m±0 ,m
′; ε) K(s)(m′, n′; Λ; ε, E) h(n′,m±0 ; ε)
=
∑
m′,n′∈Λ
m
±
0 ,m
−
0
h(m±0 , n
′; ε)K(s)(n′,m′; Λ; ε, E)h(m′,m±0 ; ε) = Q
(s)(m±0 ,Λ; ε, E).
(5.17)
This verifies the second identity in (5.14). The verification of the third identity in (5.14) is similar.
Due to the Schur complement formula with Λ1 = Λm+0 ,m
−
0
, Λ2 = Λ \ Λ1, HΛ = E −HΛ,ε is invertible if
and only if
(5.18) H˜2 :=
[
E − v(m+0 )−Q(s)(m+0 ,Λ; ε, E)
) −G(s)(m+0 ,m−0 ,Λ; ε, E)
−G(s)(m−0 ,m+0 ,Λ; ε, E) E − v(m−0 )−Q(s)(m−0 ,Λ; ε, E)
]
is invertible. Note that det H˜2 = χ(ε, E). In particular, E ∈ specHΛ,ε if and only if it obeys (5.16). 
Definition 5.5. Using the notation of Lemma 5.4, assume that for every ε ∈ (−εs−1, εs−1) and every
|E − E(s−1)(m+0 ,Λ(s−1)(m+0 ); ε)| < 10(δ(s−1)0 )1/8, we have
(5.19) v(m+0 ) +Q
(s)(m+0 ,Λ; ε, E) ≥ v(m−0 ) +Q(s)(m−0 ,Λ; ε, E) + τ (0),
where τ (0) > 0. Then we say that HΛ,ε ∈ OPR(s)
(
m+0 ,m
−
0 ,Λ; δ0, τ
(0)
)
. We always assume here for conve-
nience that τ (0) ≤ (δ(s−1)0 )3.
Proposition 5.6. Assume HΛ,ε ∈ OPR(s)
(
m+0 ,m
−
0 ,Λ; δ0, τ
(0)
)
.
(1) For ε ∈ (−εs−1, εs−1), |E − E(s−1)(m+0 ,Λ(s−1)(m+0 ); ε)| < 8(δ(s−1)0 )1/8, the equation
χ(ε, E) :=
(
E − v(m+0 )−Q(s)(m+0 ,Λ; ε, E)
) · (E − v(m−0 )−Q(s)(m−0 ,Λ; ε, E))
− ∣∣G(s)(m+0 ,m−0 ,Λ; ε, E)∣∣2 = 0(5.20)
has exactly two solutions E = E(s,±)(m+0 ,Λ; ε), obeying E
(s,−)(m+0 ,Λ; ε) < E
(s,+)(m+0 ,Λ; ε),
(5.21) |E(s,±)(m+0 ,Λ; ε)− E(s−1)(m+0 ,Λ(s−1)(m+0 ); ε)| < 4|ε|(δ(s−1)0 )1/8.
The functions E(s,±)(m+0 ,Λ; ε) are C
2-smooth on the interval (−εs−1, εs−1).
48 DAVID DAMANIK AND MICHAEL GOLDSTEIN
(2) The following estimates hold:
|∂αEχ| ≤ 8, for α ≤ 2, ∂2Eχ > 1/8,
∂Eχ|ε,E(s,−)(m+0 ,Λ;ε) < −(τ
(0))2, ∂Eχ|ε,E(s,+)(m+0 ,Λ;ε) > (τ
(0))2,
E(s,+)(m+0 ,Λ; ε)− E(s,−)(m+0 ,Λ; ε) >
1
8
[−∂Eχ|ε,E(s,−)(m+0 ,Λ;ε) + ∂Eχ|ε,E(s,+)(m+0 ,Λ;ε)],
−∂Eχ|ε,E(s,−)(m+0 ,Λ;ε), ∂Eχ|ε,E(s,+)(m+0 ,Λ;ε) >
1
214
(
E(s,+)(m+0 ,Λ; ε)− E(s,−)(m+0 ,Λ; ε)
)2
,
|χ(ε, E)| ≥ 1
8
min
(
(E − E(s,−)(m+0 ,Λ; ε))2, (E − E(s,+)(m+0 ,Λ; ε))2
)
,
[a1(ε, E) + |b(ε, E)|]|E=E(s,+)(m+0 ,Λ;ε) ≥ E
(s,+)(m+0 ,Λ; ε)
≥ max(a1(ε, E), a2(ε, E) + |b(ε, E)|)|E=E(s,+)(m+0 ,Λ;ε),
[a2(ε, E)− |b(ε, E)|]|E=E(s,−)(m+0 ,Λ;ε) ≤ E
(s,−)(m+0 ,Λ; ε)
≤ min(a2(ε, E), a1(ε, E)− |b(ε, E)|)|E=E(s,−)(m+0 ,Λ;ε).
(5.22)
where
a1(ε, E) = v(m
+
0 ) +Q
(s)(m+0 ,Λ; ε, E), a2(ε, E) = v(m
−
0 ) +Q
(s)(m−0 ,Λ; ε, E),
b(ε, E) = |b1(ε, E)|, b1(ε, E) = G(s)(m+0 ,m−0 ,Λ; ε, E).
(3) We have
specHΛ,ε ∩ {E : |E − E(s−1)(m+0 ,Λ(s−1)(m+0 ); ε)| < 8(δ(s−1)0 )1/4}
= {E(s,+)(m+0 ,Λ; ε), E(s,−)(m+0 ,Λ; ε)},
E(s,±)(m+0 ,Λ; 0) = v(m
±
0 ).
(5.23)
(4) Using the notation from part (1) of Proposition 5.3, for any
(5.24) E(s,−)
(
m+0 ,Λ; ε
)− (δ(s−1)0 )1/8 < E < E(s,+)(m+0 ,Λ; ε)+ (δ(s−1)0 )1/8,
the matrix (E −HΛ\{m+0 ,m−0 },ε) is invertible and
(5.25) |[(E −HΛ\{m+0 ,m−0 },ε)
−1](x, y)| ≤ sD(·;Λ\{m+0 ,m−0 }),T,κ0,|ε|;Λ\{m+0 ,m−0 }(x, y).
If
(5.26) (δ
(s)
0 )
4 < min
±
|E − E(s,±)(n+0 ,Λ; ε)| < 6(δ(s−1)0 )1/8,
then the matrix (E −HΛ,ε) is invertible. Moreover,
(5.27) |[(E −HΛ,ε)−1](x, y)| ≤ sD(·;Λ),T,κ0,|ε|;k,Λ,R(x, y).
Proof. To prove (1), we apply Lemma 4.13. Consider the case s ≥ 2. Set
fi = E − ai, f = f1 − b
2
f2
, g0(ε) = E
(s−1)(m+0 ,Λ
(s−1)(m+0 ); ε), ρ0 = 10(δ
(s−1)
0 )
1/8,
f˜1(ε, E) = E − v(m+0 )−Q(s−1)(m+0 ,Λ(s−1)(m+0 ); ε, E),
f˜2(ε, E) = E − v(m−0 )−Q(s−1)(m−0 ,Λ(s−1)(m−0 ); ε, E).
We apply Lemma 4.13 to χ(f) = (E − a1)(E − a2) − b2. We also verify that f ∈ F(1)g(1)(f1, f2, b2). Let
us verify conditions (i)–(iii) before Lemma 4.5. The functions aj, b are analytic in the complex domain
|ε| < εs−1,
∣∣E − E(s−1)(m+0 ,Λ(s−1)(m+0 ); ε)∣∣ < 10(δ(s−1)0 )1/8, due to Lemma 5.4. So, conditions (i) and (ii)
hold. Due to the second identity in (5.14), aj assumes real values if ε, E are real. Due to Definition 5.5,
we have a1(ε, E) − a2(ε, E) ≥ τ (0) for any ε ∈ (−εs−1, εs−1) and any E ∈ (E(s−1)(m+0 ,Λ(s−1)(m+0 ); ε) −
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10(δ
(s−1)
0 )
1/8, E(s−1)(m+0 ,Λ
(s−1)(m+0 ); ε) + 10(δ
(s−1)
0 )
1/8). One has also G(s)(m±0 ,m
∓
0 ,Λ; 0, E) = 0. Thus,
both requirements in condition (iii) hold. Due to (5.13), |∂αEai| ≤ |ε| < 1/64, i = 1, 2, α = 1, 2, |∂αb2| <
4|ε|3/2 exp(−κ04 R(s−1)) < 1/64, α ≤ 2. Furthermore,
|∂αE [fi − f˜i]| ≤ max
+,−
∣∣∂αE [Q(s)(m±0 ,Λ; ε, E)−Q(s−1)(m±0 ,Λ(s−1)(m±0 ); ε, E)]∣∣ ≤ 4|ε|3/2 exp(−κ04 R(s−1)), α ≤ 2,
f˜1(ε, E
(s−1)(m+0 ,Λ
(s−1)(m+0 ); ε) = 0, f˜2(ε, E
(s−1)(m−0 ,Λ
(s−1)(m−0 ); ε) = 0,
E(s−1)(m+0 ,Λ
(s−1)(m+0 ); ε)− (δ(s−1)0 )1/8 ≤ E(s−1)(m−0 ,Λ(s−1)(m−0 ); ε) < E(s−1)(m+0 ,Λ(s−1)(m+0 ); ε).
(5.28)
Here we used (5.13). Since |∂E f˜i| < 1, (5.28) implies in particular
(5.29) |E − ai| = |fi| < |E − E(s−1)(m+0 ,Λ(s−1)(m+0 ); ε)| < ρ0 < 1/64.
Moreover, all conditions in Definition 4.9 hold, and hence f ∈ F(1)
g(1)
(f1, f2, b
2), χ = χ(f). Lemma 4.13 implies
parts (1), (2) of the current proposition.
The first identity in (5.23) follows from part (2) of Lemma 5.4. The second identity in (5.23) follows from
the first one since v(m+0 ), v(m
−
0 ) are the only eigenvalues of HΛ,0 which belong to the interval in the first
line, and v(m+0 )) > v(m
−
0 ). This finishes part (3).
We will now verify (4). The estimate (5.25) is due to (3.13). For E in the domain (5.26), we invoke
Lemma 2.14 with Λ2 = {m+0 ,m−0 }. We need to verify conditions (i), (ii) in Lemma 2.14. Condition (i) holds
due to (5.25). Let H˜2 := HΛ2 − Γ2,1H−1Λ1 Γ1,2. Recall that det H˜2 = χ(ε, E), due to part (2) of Lemma 5.4.
Due to (5.22), one obtains
D0 := log | det H˜2|−1 = log |χ(ε, E)|−1 ≤ 1
4
log(δ(s−1))−1 + 3 log 2 < D(m±0 ; Λ);
see the notation from part (1) of Proposition 5.3. Furthermore, due to condition (5.8), µΛ(m
±
0 ) ≥ R(s). Due
to Remark 3.2, one obtains D0 < [min(µΛ(m
+
0 ), µΛ(m
−
0 ))]
1/5. Thus, condition (ii) in Lemma 2.14 holds.
Due to Lemma 2.14, (5.27) holds. This finishes the case s ≥ 2. The verification in case s = 1 is completely
similar. 
Remark 5.7. Here we want to comment on a stronger version of the estimate (5.21) in the statement of the
last proposition. Namely, in some of our applications we will consider cases where some additional conditions
hold. Namely, the sets Λ(s−1)(m±0 ) will obey
(5.30) Λ(s−1)(m±0 ) ⊃ m±0 +B(R)
with R > R(s−1). Furthermore,
(5.31)
∣∣E(s−1)(m−0 ,Λ(s−1)(m−0 ); ε)− E(s−1)(m+0 ,Λ(s−1)(m+0 ); ε)∣∣ ≤ exp(−R),
compare with (5.7). In this case, a revision of the proof of (5.21) shows that the following stronger estimate
holds,
(5.32) |E(s,±)(m+0 ,Λ; ε)− E(s−1)(m+0 ,Λ(s−1)(m+0 ); ε)| < 2|ε| exp(−
κ0
2
R).
Definition 5.8. Let HΛ,ε be as in (5.1)–(5.4). Let s > 0, q > 0 be integers. Assume that the
classes of matrices OPR(s,s
′)
(
m˜+0 , m˜
−
0 , Λ˜; δ0, τ0
)
are defined for s ≤ s′ ≤ s + q − 1, starting with
OPR(s,s)
(
m˜+0 , m˜
−
0 , Λ˜; δ0, τ0
)
:= OPR(s)
(
m˜+0 , m˜
−
0 , Λ˜; δ0, τ0
)
being as in Definition 5.5. Let m+0 , m
−
0 ∈ Λ. As-
sume that there are subsetsM(s
′,+) =
{
m+j : j ∈ J (s
′)
}
, M(s
′,−) =
{
m−j : j ∈ J (s
′)
}
, Λ(s
′)(m+j ) = Λ
(s′)(m−j ),
j ∈ J (s′), with s ≤ s′ ≤ s+ q − 1, and also subsets M(s′), Λ(s′)(m), m ∈M(s′), 1 ≤ s′ ≤ s+ q − 1 such that
the following conditions are valid:
(i) m±0 ∈M(s+q−1,±), ( so, by convention, 0 ∈ J (s+q−1) ), m ∈ Λ(s
′)(m) ⊂ Λ for any m.
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(ii)
M(s
′)(Λ) ∩M(s′′)(Λ) = ∅, for any possible superscript indices s′ 6= s′′,
Λ(s
′)(m′) ∩ Λ(s′′)(m′′) = ∅, unless s′ = s′′, and m′ = m′′ or m′ = m±j , m′′ = m∓j .
(iii) For τ (0) > 0 and any m+j ∈ M(s
′,+), s′ ≥ s, HΛ(s′)(m+j ),ε ∈ OPR
(s,s′)
(
m+j ,m
−
j ,Λ
(s′)(m+j ); δ0, τ
(0)
)
.
For any m ∈M(s′), HΛ(s′)(m),ε ∈ N(s
′)(m,Λ(s
′)(m), δ0).
(iv) Let δ
(s′)
0 , R
(s′) be as in Definition 3.1. Then,(
m′ +B(R(s
′))
) ⊂ Λ(s′)(m′), for any m′, s′,(
m±j +B(R
(s′))
) ⊂ Λ(s′)(m+j ), for any j, s ≤ s′ < s+ q,(
m±0 +B(R
(s+q))
) ⊂ Λ.
(v) Given m+j ∈ M(s
′,+), let E(s
′,±)
(
m+j ,Λ
(s′)(m+j ); ε
)
, Q(s
′)
(
m±j ,Λ
(s′)(m+j ); ε, E
)
, etc. be the func-
tions defined for the matrix HΛ(s′)(m+j ),ε
. ( Here, E(s,±)
(
m+j ,Λ
(s)(m+j ); ε
)
are just as in Proposi-
tion 5.6. Below in Proposition 5.9 we will give the construction of these functions for s′ > s, which
justifies the use of these functions in our inductive definition. ) Similarly, given m ∈ M(s′), let
E(s
′)
(
m,Λ(s
′)(m); ε
)
be the functions defined for the matrix HΛ(s′)(m),ε ∈ N(s
′)(m,Λ(s
′)(m), δ0). For
each m+j ∈M(s
′,+), m+j /∈ {m+0 ,m−0 }, s ≤ s′ < s+ q, any ε ∈ (−εs−1, εs−1), we have
3δ
(s+q−1)
0 ≤ |E(s+q−1,±)
(
m+j ,Λ
(s+q−1)(m+j ); ε
)− E(s+q−1,±)(m+0 ,Λ(s+q−1)(m+0 ); ε)| ≤ δ(s+q−2)0 ,(5.33)
3δ
(s+q−1)
0 ≤ |E(s+q−1,∓)
(
m+j ,Λ
(s+q−1)(m+j ); ε
)− E(s+q−1,±)(m+0 ,Λ(s+q−1)(m+0 ); ε)|,(5.34)
δ
(s′)
0
2
≤ |E(s′,±)(m+j ,Λ(s′)(m+j ); ε)− E(s+q−1,±)(m+0 ,Λ(s+q−1)(m+0 ); ε)| ≤ δ(s′−1)0 , for s ≤ s′ < s+ q − 1,
(5.35)
δ
(s′)
0
2
≤ |E(s′,∓)(m+j ,Λ(s′)(m+j ); ε)− E(s+q−1,±)(m+0 ,Λ(s+q−1)(m+0 ); ε)|, for s ≤ s′ < s+ q − 1.(5.36)
Furthermore, for any m ∈M(s′), 1 ≤ s′ ≤ s+ q − 1 and any ε ∈ (−εs−1, εs−1), we have
δ(s
′)
2
≤ |E(s′)(m,Λ(s′)(m); ε)− E(s+q−1,+)(m+0 ,Λ(s+q−1)(m+0 ); ε)| ≤ δ(s′−1)0 .
(vi) |v(n) − v(m+0 )| ≥ 2δ40 for any n ∈ Λ \
([⋃
1≤s′≤s+q−1
⋃
m∈M(s′) Λ
(s′)(m)
] ∪[⋃
s≤s′≤s+q−1
⋃
j∈J(s′) Λ
(s′)(m+j )
])
.
(vii) In Proposition 5.9 we will show inductively that the functions
K(s+q)(m,n,Λ; ε, E) = (E −HΛ
m
+
0
,m
−
0
)−1(m,n), m, n ∈ Λm+0 ,m−0 := Λ \ {m
+
0 ,m
−
0 },
Q(s+q)(m±0 ,Λ; ε, E) =
∑
m′,n′∈Λ
m
±
0
,m
−
0
h(m±0 ,m
′; ε)K(s+q)(m′, n′; Λ; ε, E)h(n′,m±0 ; ε)
(5.37)
are well-defined for any ε ∈ (−εs−1, εs−1) and any
E ∈
⋃
±
(E(s+q−1,±)
(
m+0 ,Λ
(s+q−1)(m+0 ); ε)− 2δ(s+q−1)0 , E(s+q−1,±)
(
m+0 ,Λ
(s+q−1)(m+0 ); ε) + 2δ
(s+q−1)
0 ).
We require that for these ε, E and with τ (0) from (iii), we have
(5.38) v(m+0 ) +Q
(s+q)(m+0 ,Λ, E) ≥ v(m−0 ) +Q(s+q)(m−0 ,Λ; ε, E) + τ (0).
Then we say that HΛ,ε ∈ OPR(s,s+q)
(
m+0 ,m
−
0 ,Λ; δ0, τ
(0)
)
. We set s(m±0 ) = s+ q. We call m
+
0 , m
−
0 the
principal points. We call Λ(s+q−1)(m±0 ) the (s+ q − 1)-set for m±0 .
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Proposition 5.9. For each q and any HΛ,ε ∈ OPR(s,s+q)
(
m+0 ,m
−
0 ,Λ; δ0, τ
(0)
)
, one can define the functions
E(s+q,±)(m+0 ,Λ; ε
)
so that the following conditions hold.
(0) E(s+q,±)
(
m+0 ,Λ; ε
)
are C2-smooth in ε ∈ (−εs−1, εs−1).
(1) Let D(·; Λ(s′)(m)), 1 ≤ s′ ≤ s+ q− 1, m ∈M(s′) be defined as in Proposition 3.3. Define inductively
the functions D(·; Λ(s′)(m+j )), s ≤ s′ ≤ s + q − 1, j ∈ J(s′), and the function D(·; Λ) as follows.
For s′ = s, let D(·; Λ(s′)(m+j )) be just D(·; Λ) from Proposition 5.3 with Λ(s
′)(m+j ) in the role of
Λ and m+j in the role of m
+
0 . Similarly, for s
′ > s, let D(·; Λ(s′)(m+j )) be just D(·; Λ) from the
current proposition with Λ(s
′)(m+j ) in the role of Λ and m
+
j in the role of m
+
0 . Set D(x; Λ) =
D(x; Λ(s
′)(m)) if x ∈ Λ(s′)(m) for some s′ ≤ s − 1, or if x ∈ Λ(s′)(m), m = m+j , j ∈ J (s
′),
s′ ≥ s, m+j /∈ {m+0 ,m−0 }. Set D(x; Λ) = 4 log δ−10 if x ∈ Λ \
([⋃
1≤s′≤s+q−1
⋃
m∈M(s′) Λ
(s′)(m)
] ∪[⋃
s≤s′≤s+q−1
⋃
j∈J(s′) Λ
(s′)(m+j )
])
. Finally, set D(m±0 ; Λ) = D0 := 4 log(δ
(s+q)
0 )
−1.
Then, D(·; Λ) ∈ GΛ,T,κ0 , T = 4κ0 log δ−10 , and
max
x/∈{m+0 ,m
−
0 }
D(x) ≤ 4 log(δ(s+q−1)0 )−1, max
x∈Λ
D(x) ≤ 4 log(δ(s+q)0 )−1.
(2) Let q ≥ 1, L(s+q−1,±) := LR
(
E(s+q−1,±)
(
m+0 ,Λ
(s+q−1)(m+0 ); ε
)
, 2δ
(s+q−1)
0
)
. For any (ε, E) ∈
L(s+q−1,+) ∪ L(s+q−1,−), the matrix (E −HΛ\{m+0 ,m−0 },ε) is invertible. Moreover,
(5.39) |[(E −HΛ\{m+0 ,m−0 },ε)
−1](x, y)| ≤ sD(·;Λ\{m+0 ,m−0 }),T,κ0,|ε|;Λ\{m+0 ,m−0 },R(x, y).
(3) The functions
K(s+q)(m,n,Λ; ε, E) = (E −HΛ
m
+
0 ,m
−
0
)−1(m,n), m, n ∈ Λm+0 ,m−0 := Λ \ {m
+
0 ,m
−
0 },
Q(s+q)(m±0 ,Λ; ε, E) =
∑
m′,n′∈Λ
m
±
0 ,m
−
0
h(m±0 ,m
′; ε)K(s+q)(m′, n′; Λ; ε, E)h(n′,m±0 ; ε),
G(s+q)(m±0 ,m
∓
0 ,Λ; ε, E) = h(m
±
0 ,m
∓
0 , ε) +
∑
m′,n′∈Λ
m
+
0
,m
−
0
h(m±0 ,m
′; ε)K(s+q)(m′, n′; Λ; ε, E)h(n′,m∓0 ; ε)
(5.40)
are well-defined and C2-smooth in L(s+q−1,+) ∪ L(s+q−1,−). These functions obey the following
estimates for (ε, E) ∈ L(s+q−1,+) ∪ L(s+q−1,−) and 0 ≤ α ≤ 2: 2 |ε|3/2 and some more regarding G∣∣∂αEQ(s+q)(m±0 ,Λ; ε, E)− ∂αEQ(s+q−1)(m±0 ,Λ(s+q−1)(m+0 ); ε, E)∣∣
≤ 4|ε|3/2 exp(−κ0R(s+q−1)) ≤ |ε|(δ(s+q−1)0 )12,∣∣∂αEG(s+q)(m±0 ,m∓0 ,Λ; ε, E)− ∂αEG(s+q−1)(m±0 ,m∓0 ,Λ(s+q−1)(m+0 ); ε, E)∣∣
≤ 4|ε|3/2 exp(−κ0R(s+q−1)) ≤ |ε|(δ(s+q−1)0 )12,∣∣∂αEQ(s+q)(m±0 ,Λ; ε, E)∣∣ ≤ |ε|, |E − v(m±0 )−Q(s+q)(m±0 ,Λ; ε, E)| < |ε|∣∣∂αEG(s+q)(m±0 ,m∓0 ,Λ; ε, E)∣∣ ≤ 8|ε|3/2 exp(−7κ08 |m+0 −m−0 |) ≤ |ε|(δ(s−1)0 )12.
(5.41)
The following identities hold:
(5.42) Q(s+q)(m±0 ,Λ; ε, E) = Q
(s+q)(m±0 ,Λ; ε, E), G
(s+q)(m+0 ,m
−
0 ,Λ; ε, E) = G
(s+q)(m−0 ,m
+
0 Λ; ε, E).
(4) Let (ε, E) ∈ L(s+q−1,+) ∪ L(s+q−1,−). Then, E ∈ specHΛ,ε if and only if E obeys
χ(ε, E) :=
(
E − v(m+0 )−Q(s+q)(m+0 ,Λ; ε, E)
) · (E − v(m−0 )−Q(s+q)(m−0 ,Λ; ε, E))
−G(s+q)(m+0 ,m−0 ,Λ; ε, E)G(s+q)(m−0 ,m+0 ,Λ; ε, E) = 0.
(5.43)
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(5) For ε ∈ (−εs−1, εs−1), the equation
(5.44) χ(ε, E) = 0
has exactly two solutions E = E(s+q,±)(m+0 ,Λ; ε), obeying E
(s+q,−)(m+0 ,Λ; ε) < E
(s+q,+)(m+0 ,Λ; ε)
and
(5.45) |E(s+q,±)(m+0 ,Λ; ε)− E(s+q−1,±)(m±0 ,Λ(s+q−1)(m+0 ); ε)| < |ε|(δ(s+q−1)0 )3.
The functions E(s+q,±)(m+0 ,Λ; ε) are C
2-smooth on the interval (−εs−1, εs−1). The following esti-
mates hold:
|∂αEχ| ≤ 8, for α ≤ 2, ∂2Eχ > 1/8,
∂Eχ|ε,E(s+q,−)(m+0 ,Λ;ε) < −(τ
(0))2, ∂Eχ|ε,E(s+q,+)(m+0 ,Λ;ε) > (τ
(0))2,
E(s+q,+)(m+0 ,Λ; ε)− E(s+q,−)(m+0 ,Λ; ε)
> min
(1
8
[−∂Eχ|ε,E(s,−)(m+0 ,Λ;ε) + ∂Eχ|ε,E(s,+)(m+0 ,Λ;ε)], 2δ
(s+q−1)
0
)
,
−∂Eχ|ε,E(s+q,−)(m+0 ,Λ;ε), ∂Eχ|ε,E(s+q,+)(m+0 ,Λ;ε)
> min
( 1
214
(
E(s+q,+)(m+0 ,Λ; ε)− E(s+q,−)(m+0 ,Λ; ε)
)2
,
(δ
(s+q−1)
0 )
2
211
)
,
|χ(ε, E)| ≥ 1
16
min
+,−
(E − E(s,±)(m+0 ,Λ; ε))2 if min+,− |E − E
(s+q,±)(m+0 ,Λ; ε)| <
(δ
(s+q−1)
0 )
2
212
,
E(s+q,+)(m+0 ,Λ; ε)− v(m−0 )−Q(s+q)(m−0 ,Λ; ε, E(s+q,+)(m+0 ,Λ; ε))
≥ max(τ (0)/2, |G(s+q)(m+0 ,m−0 ,Λ; ε, E(s+q,+)(m+0 ,Λ; ε)|)
E(s+q,−)(m+0 ,Λ; ε)− v(m+0 )−Q(s+q)(m+0 ,Λ; ε, E(s+q,−)(m+0 ,Λ; ε))
≤ −max(τ (0)/2, |G(s+q)(m+0 ,m−0 ,Λ; ε, E(s+q,−)(m+0 ,Λ; ε)|),
[a1(ε, E) + |b(ε, E)|]|E=E(s+q,+)(m+0 ,Λ;ε) ≥ E
(s+q,+)(m+0 ,Λ; ε)
≥ max(a1(ε, E), a2(ε, E) + |b(ε, E)|)|E=E(s+q,+)(m+0 ,Λ;ε),
[a2(ε, E)− |b(ε, E)|]|E=E(s+q,+)(m+0 ,Λ;ε) ≤ E
(s+q,−)(m+0 ,Λ; ε)
≤ min(a2(ε, E), a1(ε, E)− |b(ε, E)|)|E=E(s+q,−)(m+0 ,Λ;ε).
(5.46)
where
a1(ε, E) = v(m
+
0 ) +Q
(s+q)(m+0 ,Λ; ε, E), a2(ε, E) = v(m
−
0 ) +Q
(s+q)(m−0 ,Λ; ε, E),
b(ε, E) = |b1(ε, E)|, b1(ε, E) = G(s+q)(m+0 ,m−0 ,Λ; ε, E).
(6)
specHΛ,ε ∩ {E : min
±
|E − E(s+q−1,±)(m+0 ,Λ(s−1)(m+0 ); ε)| < 8(δ(s+q−1)0 )1/4}
= {E(s+q,+)(m+0 ,Λ; ε), E(s+q,−)(m+0 ,Λ; ε)},
E(s+q,±)(m+0 ,Λ; 0) = v(m
±
0 ).
(5.47)
Let
(5.48) (δ
(s+q)
0 )
4 < min
±
|E − E(s+q−1,±)(m+0 ,Λ(s+q−1)(m+0 ); ε)| < (δ(s+q−1)0 )1/2, E ∈ R.
Then the matrix (E −HΛ,ε) is invertible. Moreover, with D(x; Λ) as in part (1),
(5.49) |[(E −HΛ,ε)−1](x, y)| ≤ SD(·;Λ),T,κ0,|ε|;k,Λ,R(x, y).
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(7) Set
β± =
G(s+q)(m∓0 ,m
±
0 ,Λ; ε, E
(s+q,±)(m+0 ,Λ; ε))
E(s+q,±)(m+0 ,Λ; ε)− v(m∓0 )−Q(s+q)(m∓0 ,Λ; ε, E(s+q,±)(m+0 ,Λ; ε))
,
ϕ(s+q,±)(n,Λ; ε) = −
∑
x∈Λ\{m+0 ,m
−
0 }
(E(s+q,±)(m+0 ,Λ; ε)−HΛ\{m+0 ,m−0 })
−1(n, x)×
[h(x,m±0 ; ε) + h(x,m
∓
0 ; ε)β
±], n /∈ {m+0 ,m−0 },
ϕ(s+q,±)(m±0 ,Λ; ε) = 1, ϕ
(s+q,±)(m∓0 ,Λ; ε) = β
±.
(5.50)
Then the vector ϕ(s+q,±)(Λ; ε) := (ϕ(s+q,±)(n,Λ; ε))n∈Λ is well-defined and obeys HΛ,εϕ
(s+q,±)(Λ; ε) =
E(s+q,±)(m+0 ,Λ; ε)ϕ
(s+q,±)(Λ; ε),
(5.51) |ϕ(s+q,±)(n,Λ; ε)| ≤ |ε|1/3
[
exp
(
− 7κ0
8
|n−m+0 |) + exp(−
7κ0
8
|n−m−0 |
)]
, n /∈ {m+0 ,m−0 },
|ϕ(s+q,±)(m∓0 ,Λ; ε)| ≤ 1.
Proof. The proof of all statements goes simultaneously by induction over q = 0, 1, . . . . For q = 0, all
statements except (7) are due to Proposition 5.3, Lemma 5.4, and Proposition 5.6. We discuss (7) for q ≥ 1;
the derivation for q = 0 is completely similar. Let q ≥ 1. Assume that the statements hold for any q′ ≤ q− 1
in the role of q. The derivation of (1)–(4) is completely similar to the derivation of these properties in
Proposition 5.3, Lemma 5.4, and Proposition 5.6. We discuss the proof of these statements very briefly. A
very important difference in (5) is that this time we invoke Lemma 4.14 instead of Lemma 4.5.
Note first of all the following. Let (ε, E) ∈ L(s+q−1,+). Let j ∈ J (s+q−1) \ {0} be arbitrary. Then, using
conditions (5.33), (5.34) in Definition 5.8, one obtains
|E(s+q−1,+)(m+j ,Λ(s+q−1)(m); ε)− E| ≤ |E(s+q−1,+)(m+j ,Λ(s+q−1)(m); ε)− E(s+q−1,+)(m+0 ,Λ(s+q−1)(m+0 ); ε)|
+|E(s+q−1,+)(m+0 ,Λ(s+q−1)(m+0 ); ε)− E| < δ(s+q−2) + 2δ(s+q−1) < 3δ(s+q−2)/2,
|E(s+q−1,+)(m+j ,Λ(s+q−1)(m+j ); ε)− E| ≥ |E(s+q−1,+)(m+j ,Λ(s+q−1)(m+j ); ε)− E(s+q−1,+)(m+0 ,Λ(s+q−1)(m+0 ); ε)|
−|E(s+q−1,+)(m+0 ,Λ(s+q−1)(m+0 ); ε)− E| ≥ 3δ(s+q−1) − 2δ(s+q−1) > (δ(s+q−1))4,
|E(s+q−1,−)(m+j ,Λ(s+q−1)(m+j ); ε)− E| ≥ |E(s+q−1,−)(m+j ,Λ(s+q−1)(m+j ); ε)− E(s+q−1,+)(m+0 ,Λ(s+q−1)(m+j ); ε)|
−|E(s+q−1,+)(m+0 ,Λ(s+q−1)(m+j ); ε)− E| ≥ 3δ(s+q−1) − 2δ(s+q−1) > (δ(s+q−1))4.
(5.52)
Let s ≤ s′ ≤ s + q − 2, j ∈ J (s′) be arbitrary. Then, using conditions (5.35), (5.36) in Definition 5.8, one
obtains
|E(s′,+)(m+j ,Λ(s
′)(m); ε)− E| ≤ |E(s′,+)(m+j ,Λ(s
′)(m); ε)− E(s+q−1,+)(m+0 ,Λ(s+q−1)(m+0 ); ε)|
+|E(s+q−1,+)(m+0 ,Λ(s+q−1)(m+0 ); ε)− E| ≤ δ(s
′−1) + 2δ(s+q−1) < 3δ(s
′−1)/2,
|E(s′,+)(m+j ,Λ(s
′)(m); ε)− E| ≥ |E(s′,+)(m+j ,Λ(s
′)(m); ε)− E(s+q−1,+)(m+0 ,Λ(s+q−1)(m+0 ); ε)|
−|E(s+q−1,+)(m+0 ,Λ(s+q−1)(m+0 ); ε)− E| ≥
δ(s
′)
2
− 2δ(s+q−1) > (δ(s′))4,
|E(s′,−)(m+j ,Λ(s
′)(m); ε)− E| ≥ |E(s′,−)(m+j ,Λ(s
′)(m); ε)− E(s+q−1,+)(m+0 ,Λ(s+q−1)(m+0 ); ε)|
−|E(s+q−1,+)(m+0 ,Λ(s+q−1)(m+0 ); ε)− E| ≥
δ(s
′)
2
− 2δ(s+q−1) > (δ(s′))4.
(5.53)
Similar estimates hold if (ε, E) ∈ L(s+q−1,−). For this reason, the inductive assumption applies to
HΛ(s′)(m+j ),ε
in the role of HΛ,ε and to (ε, E) so that (1)–(6) of the current proposition hold for HΛ(s′)(m+j ),ε
.
In particular, for any (ε, E) ∈ L(s+q−1,+) ∪ L(s+q−1,−), each matrix (E − HΛ(s′)(m),ε) is invertible for any
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s ≤ s′ ≤ s+ q − 2 and any m, m /∈ {m+0 ,m−0 }. The matrix (E −HΛ(s+q−1)(m+0 )\{m+0 ,m−0 },ε) is also invertible.
Furthermore,
|[(E −HΛ(s′)(m),ε)−1](x, y)| ≤ SD(·;Λ(s′)(m)),T,κ0,|ε|;Λ(s′)(m),R(x, y),
|[(E −HΛ(s+q−1)(m+0 )\{m+0 ,m−0 },ε)
−1](x, y)|
≤ sD(·;Λ(s+q−1)(m+0 )\{m+0 ,m−0 }),T,κ0,|ε|;Λ(s+q−1)(m+0 )\{m+0 ,m−0 },R(x, y).
(5.54)
Similar estimates can be shown for s′ < s and for s′ = s+ q − 1.
Recall also that |v(n)− v(m+0 )| ≥ 2δ40 for any
n ∈ Λ \ ([ ⋃
1≤s′≤s+q−1
⋃
m∈M(s′)
Λ(s
′)(m)
] ∪ [ ⋃
s≤s′≤s+q−1
⋃
j∈J(s′)
Λ(s
′)(m+j )
])
,
due to condition (vi) in Definition 5.8. This implies |E − v(n)| ≥ δ40 for any such n.
Taking into account condition (iv) in Definition 5.8 and Remark 3.2, one obtains D(m±0 ) ≤ TµΛ(m±0 )1/3.
Just as in the proof of Proposition 5.6, one concludes that D(·; Λ) ∈ GΛ,T,κ0 . Furthermore, due to Proposi-
tion 2.16, HΛ
m
+
0 ,m
−
0
:= E −HΛ
m
+
0 ,m
−
0
,ε is invertible. Moreover,
(5.55) |H−1Λ
m
+
0
,m
−
0
(x, y)| ≤ sD(·;Λ
m
+
0 ,m
−
0
),T,κ0,|ε|;Λ
m
+
0 ,m
−
0
,R(x, y).
Thus, in particular, parts (1), (2) of the current proposition hold.
The estimates in (5.41) are due to Lemma 2.21. This finishes the verification of (1)–(4).
As we have mentioned, to verify (5) we invoke Lemma 4.14. For (ε, E) ∈ L(s+q−1,+) ∪ L(s+q−1,±), set
a1(ε, E) = v(m
+
0 ) +Q
(s+q)(m+0 ,Λ; ε, E), a2(ε, E) = v(m
−
0 ) +Q
(s+q)(m−0 ,Λ; ε, E),
b1(ε, E) = G
(s+q)(m+0 ,m
−
0 ,Λ; ε, E), b(ε, E) = |b1(ε, E)|,
fi = E − ai, f = f1 − b2f−12 ,
g0,±(ε) = E
(s+q−1,±)(m+0 ,Λ
(s+q−1)(m0+); ε), ρ0 = 2δ
(s+q−1)
0 ,
f˜1 = E − v(m+0 )−Q(s+q−1)(m+0 ,Λ(s+q−1)(m+0 ); ε, E),
f˜2 = E − v(m−0 )−Q(s+q−1)(m−0 ,Λ(s+q−1)(m+0 ); ε, E),
b˜2 = |G(s+q−1)(m+0 ,m−0 ,Λ(s+q−1)(m+0 ); ε, E)|2, χ1(ε, E) = f˜1f˜2 − b˜2.
(5.56)
Due to (5.41), one has |∂Eaj |, |∂2Eaj |, |b1|, |∂Eb1|, |∂2Eb1|, |E − aj| < 1/64. So, f ∈ F(1)g(1)− (f1, f2, b), and also
f ∈ F(1)
g
(1)
+
(f1, f2, b), as required in Lemma 4.14. Note that χ = χ
(f). Let us verify conditions (α)–(δ) needed
for an application of Lemma 4.14. We set ρ := ρ0. Using (5.41), one obtains |∂αEχ(ε, E) − ∂αEχ1(ε, E)| ≤
4|ε|(δ(s+q−1)0 )12, α ≤ 2. Recall that χ1(ε, E(s+q−1,±)(m±0 ,Λ(s+q−1)(m+0 ); ε)) = 0, and (5.46) applies to
χ1 in the role of χ and q − 1 in the role of q. This implies conditions (α), (γ), and (δ) with σ1 :=
(1/8)(infx,u(mini τ
(fi)))4 = 1/8. Note that χ1(0, E) = χ(0, E). This implies condition (β). Part (5) follows
straight from Lemma 4.14 (the last two lines in (5.46) are due to (4.10), (4.11), respectively).
(6) The proof of this part goes word for word as the proof of part (3) of Proposition 5.6.
(7) Let 0 < |E − E(s,±)(m+0 ,Λ; ε)| < (δ(s+q−1)0 )1/2. We invoke the Schur complement formula (2.2) with
HΛ = E −HΛ,ε, Λ2 := {m+0 ,m−0 }, Λ1 := Λ \ Λ2. Provided χ(ε, E) 6= 0, one has (see (5.18))
HΛ =
[
HΛ1 Γ1,2
Γ2,1 HΛ2
]
,
(5.57) H˜−12 =
1
χ(ε, E)
[
(E − v(m−0 )−Q(s+q)(m−0 ,Λ; ε, E)) −G(s+q)(m+0 ,m−0 ,Λ; ε, E)
−G(s+q)(m−0 ,m+0 ,Λ; ε, E) (E − v(m+0 )−Q(s+q)(m+0 ,Λ; ε, E))
]
,
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(E −HΛ,ε)−1(n,m±0 ) = −[H−11 Γ1,2H˜−12 ](n,m±0 ) = −
1
χ(ε, E)
∑
x∈Λ\{m+0 ,m
−
0 }
(E −HΛ\{m+0 ,m−0 },ε)
−1(n, x)[h(x,m±0 ; ε)(E − v(m∓0 )−Q(s+q)(m∓0 ,Λ; ε, E))+
h(x,m∓0 ; ε)G
(s+q)(m∓0 ,m
±
0 ,Λ; ε, E)], n /∈ {m+0 ,m−0 }
(E −HΛ,ε)−1(m±0 ,m±0 ) = H˜−12 (m±0 ,m±0 ) =
1
χ(ε, E)
(E − v(m∓0 )−Q(s+q)(m∓0 ,Λ; ε, E)),
(E −HΛ,ε)−1(m±0 ,m∓0 ) = H˜−12 (m±0 ,m∓0 ) =
1
χ(ε, E)
G(s+q)(m+0 ,m
−
0 ,Λ; ε, E).
(5.58)
Note also that due to part (7) of Lemma 4.11, ∂Eχ|E(s+q,±)(m+0 ,Λ;ε) 6= 0. Set
(5.59) α± :=
E(s+q,±)(m+0 ,Λ; ε)− v(m∓0 )−Q(s+q)(m∓0 ,Λ; ε, E(s+q,±)(m+0 ,Λ; ε))
∂Eχ|E(s+q,±)(m+0 ,Λ;ε)
.
It follows from (5.46) that α± 6= 0, |β±| ≤ 1. One has
Res[(E −HΛ,ε)−1(n,m±0 )]|E=E(s+q,±)(m+0 ,Λ;ε) = −α
±
∑
x∈Λ\{m+0 ,m
−
0 }
(E(s+q,±)(m+0 ,Λ; ε)−HΛ\{m+0 ,m−0 },ε)
−1(n, x)[h(x,m±0 ; ε) + h(x,m
∓
0 ; ε)β
±], n ∈ Λ \ {m+0 ,m−0 },
Res[(E −HΛ,ε)−1(m±0 ,m±0 )]|E=E(s+q,±)(m+0 ,Λ;ε) = α
±,
Res[(E −HΛ,ε)−1(m±0 ,m∓0 )]|E=E(s+q,±)(m+0 ,Λ;ε) = α
±β±,
Res[(E −HΛ,ε)−1δm±0 ]|E=E(s+q,±)(m+0 ,Λ;ε) = α
±ϕ(s+q)(·,Λ; ε).
(5.60)
This implies HΛ,εϕ
(s+q,±)(Λ; ε) = E(s+q,±)(m+0 ,Λ; ε)ϕ
(s+q,±)(Λ; ε). Combining (5.50) with (5.39) and with
the estimate (2.28) from Lemma 2.7, one obtains (5.51). 
Using the notation from Proposition 5.9, assume that the functions h(m,n, ε), m,n ∈ Λ
depend also on some parameter k ∈ (k1, k2), that is, h(m,n; ε) = h(m,n; ε, k). Assume
that HΛ,ε,k :=
(
h(m,n; ε, k)
)
m,n∈Λ
∈ OPR(s,s+q)(m+0 ,m−0 ,Λ; δ0, τ (0)). Let Q(s+q)(m±0 ,Λ; ε, k, E),
G(s+q)(m±0 ,m
∓
0 ,Λ; ε, k, E), E
(s+q,±)(m+0 ,Λ; ε, k) be the functions introduced in Proposition 5.9 with HΛ,ε,k
in the role of HΛ,ε.
Lemma 5.10. (1) If h(m,n; ε, k) are Ct-smooth functions of k, then Q(s+q)(m±0 ,Λ; ε, k, E),
G(s+q)(m±0 ,m
∓
0 ,Λ; ε, k, E), and E
(s+q,±)(m+0 ,Λ; ε, k) are C
t-smooth functions of all variables involved.
(2) Assume also that h(m,n; ε, k) are C2-smooth functions and for m 6= n obey |∂αh(m,n; ε, k)| ≤
B0 exp(−κ0|m − n|) for |α| ≤ 2. Furthermore, assume that |∂αh(m,m; ε, k)| ≤ B0 exp(κ0|m − m+0 |1/5)
for any m ∈ Λ, 0 < |α| ≤ 2. Then, for |α| ≤ 2, we have
|∂α(E −HΛ\{m+0 ,m−0 },k)
−1](x, y)| ≤ (3B0)αDαD(·;Λ\{m±0 ,m−∓}),T,κ0,|ε|;Λ\{m+0 ,m−0 }(x, y),
|∂αQ(s+q)(m±0 ,Λ; ε, k, E)| ≤ (3B0)α|ε|DαD(·;Λ\{m+0 ,m−0 }),T,κ0,|ε|;Λ\{m+0 ,m−0 }(m
±
0 ,m
±
0 ) < (3B0)
α|ε|3/2,
|∂αG(s+q)(m±0 ,m∓0 ,Λ; ε, k, E)| ≤ (3B0)αDαD(·;Λ\{m±0 ,m−∓}),T,κ0,|ε|;Λ\{m+0 ,m−0 }(m
±
0 ,m
∓
0 )
< (3B0)
α|ε|1/2 exp(−κ0|m+0 −m−0 /16|),
(5.61)
(5.62) |∂αE(s+q,±)(m+0 ,Λ; ε, k, E)− ∂αv(m0, k)| < (3B0)α|ε|3/2.
Here, Dα
D(·;Λ\{x,y}),T,κ0,|ε|;Λ\{m
+
0 ,m
−
0 }
(m±0 ,m
∓
0 ) is defined as in Lemma 2.9.
The proof of this statement is completely similar to the proof of Lemma 3.5 and we skip it.
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6. Self-Adjoint Matrices with a Graded System of Ordered Pairs of Resonances
This section is to large extent an “upgrade” of Section 5. We explain only the new ingredients. We skip
the rest of the proofs because up to the new notation, they go almost word for word as the proofs of the
corresponding statements in Section 5. Lemma 6.4 explains how the main transition to the “upgraded” case
goes. After that, ultimately the main difference is that we use Lemma 4.13 instead of Lemma 4.5, and in
Lemma 4.14, we have this time ℓ > 1.
Definition 6.1. Let s > 0, q > 0 be integers and let τ (0) > (δ
(s+q−1)
0 )
1/4. Using the notation from
Definition 5.8, assume that conditions (i)–(iv) and (vi) of Definition 5.8 hold. Assume also that there exists
m+j0 ∈M(s+q−1,+) such that
(δ
(s+q−1)
0 )
1/2 ≤ |E(s+q−1,±)(m+j ,Λ(s+q−1)(m+j ); ε)− E(s+q−1,±)(m+0 ,Λ(s+q−1)(m+0 ); ε)| ≤ δ(s+q−2)0 , j 6= j0,
(6.1)
(δ
(s+q−1)
0 )
1/2 ≤ |E(s+q−1,−)(m+j ,Λ(s+q−1)(m); ε)− E(s+q−1,±)(m+0 ,Λ(s+q−1)(m+0 ); ε)|, j 6= j0,(6.2)
|E(s+q−1,±)(m+j0 ,Λ(s+q−1)(m+j0); ε)− E(s+q−1,±)(m+0 ,Λ(s+q−1)(m+0 ); ε)| ≤ (δ(s+q−1)0 )5/8.(6.3)
Assume that the rest of condition (v) of Definition 5.8 holds.
Due to Proposition 6.5 below, the functions
K(s+q,±)(m,n,Λ; ε, E) = (E −HΛ
m
±
0 ,m
±
j0
)−1(m,n), m, n ∈ Λm±0 ,m±j0 := Λ \ {m
±
0 ,m
±
j0
},
Q(s+q,±)(m,Λ; ε, E) =
∑
m′,n′∈Λ
m
±
0
,m
±
j0
h(m,m′; ε)K(s+q,±)(m′, n′; Λ; ε, E)h(n′,m; ε), m ∈ {m+0 ,m+j0}(6.4)
are well-defined for any ε ∈ (−εs+q−2, εs+q−2) and any
E ∈ E±(ε) := (E(s+q−1,±)(m+0 ,Λ(s+q−1)(m+0 ); ε)− 2δ(s+q−1)0 , E(s+q−1,±)(m+0 ,Λ(s+q−1)(m+0 ); ε) + 2δ(s+q−1)0 ).
We require that for all ε, we have
v(m+0 ) +Q
(s+q)(m+0 ,Λ, E) ≥ v(m+j0) +Q(s+q)(m+j0 ,Λ; ε, E) + τ (1), E ∈ E+(ε),(6.5)
or, alternatively,
v(m−0 ) +Q
(s+q)(m−0 ,Λ, E) ≥ v(m−j0 ) +Q(s+q)(m−j0 ,Λ; ε, E) + τ (1), E ∈ E−(ε),(6.6)
where τ (1) > 0. We introduce the following notation:
(6.7)
m(1) := m := ((m+0 ,m
−
0 ), (m
+
j0
,m−j0)), s
(0) := s , s(1) = s+q, s(1) := s := (s(0), s(1)), τ = (τ (0), τ (1)).
With some abuse of notation, we set
m+ := m+0 , m
− := m+j0 if (6.5) holds,
or alternatively
m+ := m−0 , m
− := m−j0 if (6.6) holds.
(6.8)
We say that HΛ,ε ∈ GSR[s]
(
m,m+,m−,Λ; δ0, τ
)
. We set s(m±) = s(1). We call m+,m− the principal
points. We call Λ(s
(1)−1)(m±) the (s(1) − 1)-set for m±.
Remark 6.2. We introduce the cases (6.5) and (6.6) to address all possible cases for our applications
in Section 10. In fact, in Section 10 these cases exclude each other. This property is inessential for the
development in the current section. For this reason, we do not include it in the definitions, and we consider
these two cases as two alternatives.
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Remark 6.3. In the next statement we will use for the first time part (5) of Definition 2.2
with Λ¯ 6= Zν , see Remark 2.3. Here and later in this work, GΛ′,T,κ0 := GΛ′,Zν ,T,κ0 . Recall also that
GΛ,Λ¯,T,κ0 ⊂ GΛ,Λ¯1,T,κ0 if Λ¯1 ⊂ Λ¯.
Lemma 6.4. (1) Let HΛ′,ε ∈ OPR(s,s+q′)
(
m+0 ,m
−
0 ,Λ
′; δ0, τ
(0)
)
. Assume that (δ
(s+q′)
0 )
1/4 < τ (0). Let
HΛ′ := E −HΛ′,ε, Λ1 = Λ′ \ {m+0 ,m−0 }, Λ2 = {m∓0 }, Hj := HΛj , Γi,j(k, ℓ) := ΓΛi,Λj (k, ℓ) := H(k, ℓ), k ∈
Λi, ℓ ∈ Λj. For |E − E(s+q′,±)(m+0 ,Λ′; ε)| < (δ(s+q
′)
0 )
1/4/8, the quantity H˜±2 = H˜
±
2 (m
∓
0 ,m
∓
0 ) = [H2 −
Γ2,1H
−1
1 Γ1,2](m
∓
0 ,m
∓
0 ) is well defined, H˜
±
2 = E − v(m∓0 )−Q(s+q
′)(m∓0 ,Λ
′; ε, E), and
(6.9) ± H˜±2 (m∓0 ,m∓0 ) ≥ (δ(s+q
′)
0 )
1/4/4.
Furthermore, set D(x; Λ′ \ {m±0 }) = D(x; Λ′), x ∈ Λ′ \ {m+0 ,m−0 }, where D(x; Λ′ \ {m+0 ,m−0 }) is defined as
in Proposition 5.9 with Λ′ in the role of Λ, D(m∓0 ; Λ
′ \ {m±0 }) = 4 log(δ(s+q
′−1)
0 )
−1. Then, D(·; Λ′ \ {m±0 }) ∈
GΛ′\{m±0 },Zν\{m
±
0 },T,κ0
. The matrix E −HΛ′\{m±0 } is invertible and
(6.10) |[(E −HΛ′\{m±0 },ε)
−1](x, y)| ≤ sD(·;Λ\{m±0 }),T,κ0,|ε|;Λ′\{m±0 },R(x, y).
(2) Set
(6.11) Qˆ(s+q
′)(m±0 ,Λ
′; ε, E) =
∑
m,n∈Λ′\m±0
h(m±0 ,m; ε)(E −HΛ′\{m±0 },ε)
−1(m,n)h(n,m±0 ; ε).
Then,
(6.12) Qˆ(s+q
′)(m±0 ,Λ
′; ε, E) = Q(s+q
′)(m±0 ,Λ
′; ε, E) +
|G(s+q′)(m±0 ,m∓0 ,Λ′; ε, E)|2
E − v(m∓0 )−Q(s+q′)(m∓0 ,Λ′; ε, E)
.
(3) Using the notation from part (2), set g0(ε, E) = g0,±(ε, E) = E
(s+q′−1,±)(m+0 ,Λ
′; ε), ρ0 = 2δ
(s+q′−1)
0 ,
f±(ε, E) = E − v(m±0 )−Q(s+q
′)(m±0 ,Λ
′; ε, E), b2(ε, E) = |G(s+q′)(m±0 ,m∓0 ,Λ′; ε, E)|2,
f(ε, E) = f+(ε, E)− b
2(ε, E)
f−(ε, E)
.
(6.13)
Then, f ∈ F(1)
g(1),1/2
(f+, f−, b
2), τ (f) ≥ τ0; see Definition 4.9.
Proof. (1) Let |E − E(s+q′,+)(m+0 ,Λ′; ε)| < (δ(s+q
′)
0 )
1/4/8. Due to part (2) of Proposition 5.9,
Q(s+q
′)(m−0 ,Λ
′; ε, E) is well-defined. One can see that H˜+2 = E − v(m−0 ) − Q(s+q
′)(m−0 ,Λ
′; ε, E). Due
to (5.46) from Proposition 5.9, one obtains
(6.14)
H˜+2 |E=E(s+q′,+)(m+0 ,Λ′;ε) = E
(s+q′,+)(m+0 ,Λ
′; ε)− v(m−0 )−Q(s+q
′)(m−0 ,Λ
′; ε, E(s+q
′,+)(m+0 ,Λ
′; ε)) ≥ τ (0)/2.
Combining (6.14) with the estimates (5.41) from Proposition 5.9 and taking into account that (δ
(s+q′)
0 )
1/4 <
τ (0), one obtains (6.9) for H˜+2 . The derivation for H˜
−
2 is completely similar. Furthermore, due to (5.39)
from Proposition 5.9, one has
(6.15) |[(E −HΛ′\{m+0 ,m−0 },ε)
−1](x, y)| ≤ sD(·;Λ\{m+0 ,m−0 }),T,κ0,|ε|;Λ′\{m+0 ,m−0 },R(x, y).
Due to Proposition 2.16, the estimate (6.10) follows from (6.9) combined with (6.15). The case |E −
E(s+q
′,−)(m+0 ,Λ
′; ε)| < (δ(s+q′)0 )1/4/8 is completely similar.
(2) One has
Qˆ(s+q
′)(m±0 ,Λ
′ \ {m±0 }; ε, E) = [
∑
m,n∈Λ1
+
∑
m,n∈Λ2
+
∑
m∈Λ1,n∈Λ2
+
∑
m∈Λ2,n∈Λ1
]
h(m±0 ,m; ε)(E −HΛ′\{m±0 },ε)
−1(m,n)h(n,m±0 ; ε) :=
∑
1≤j≤4
Sj.
(6.16)
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Using the Schur complement formula and the definition (5.40), one obtains
S1 =
∑
m,n∈Λ1
h(m±0 ,m; ε)[H
−1
1 +H
−1
1 Γ1,2H˜
−1
2 Γ2,1H
−1
1 ](m,n)h(n,m
±
0 ; ε),
= Q(s+q
′)(m±0 ,Λ
′; ε, E) + (H˜2(m
∓
0 ,m
∓
0 ))
−1|M1|2,
M1 =
∑
m,n∈Λ1
h(m±0 ,m; ε)H
−1
1 (m,n)h(n,m
∓
0 ; ε);
(6.17)
see Lemma 2.1. Similarly,
S2 = (H˜2(m
∓
0 ,m
∓
0 ))
−1|h(m∓0 ,m±0 ; ε)|2,
S3 = (H˜2(m
∓
0 ,m
∓
0 ))
−1M1h(m
∓
0 ,m
±
0 ; ε), S4 = (H˜2(m
∓
0 ,m
∓
0 ))
−1M1h(m
∓
0 ,m
±
0 ; ε).
(6.18)
Due to (6.17), (6.18), and the definition (5.40), one has
(6.19)
∑
1≤j≤4
Sj = Q
(s+q′)(m±0 ,Λ
′; ε, E) + (H˜2(m
∓
0 ,m
∓
0 ))
−1|G(s+q′)(m±0 ,m∓0 ,Λ′; ε, E)|2,
as claimed in (6.12).
(3) Due to (5.38) in Definition 5.8, one has f+ > f− for any ε, E. It follows from the estimates (5.41) in
Proposition 5.9 that f ∈ F(1)
g(1),1/2
(f+, f−, b
2). Furthermore, due to Definition 5.8, one has τ (f) ≥ τ0. 
Proposition 6.5. Using the notation from Definition 6.1, the following statements hold.
(1) Let D(·; Λ(m)) be as in Proposition 5.9. Set D(x; Λ) = D(x; Λ\{m+,m−}) = D(x; Λ\m) = D(x; Λ(m))
if x ∈ Λ(m) \ m, D(x; Λ) = D(x; Λ \ {m+,m−}) = 4 log(δ(s+q−1)0 )−1 if x ∈ m \ {m+,m−}, and
D(x; Λ) = 4 log(δ
(s+q)
0 )
−1 if x ∈ {m+,m−}. Then, D(·; Λ \ m) ∈ GΛ\m,T,κ0 , D(·; Λ \ {m+,m−}) ∈
GΛ\{m+,m−},Zν\{m+,m−},T,κ0 , D(·; Λ) ∈ GΛ,T,κ0 .
(2) Set g1 = E
(s(1)−1,±)
(
m+,Λ(s
(1)−1)(m+); ε
)
if (6.5) or (6.6) holds, respectively. Set
(6.20) L(s
(1)−1) :=
{
(ε, E) : ε ∈ (−εs−1, εs−1), |E − g1(ε)| < (δ
(s(1)−1)
0 )
1/2
2
}
.
For any (ε, E) ∈ L(s(1)−1), the matrix (E −HΛ\{m+,m−},ε) is invertible and
(6.21) |[(E −HΛ\{m+,m−},ε)−1](x, y)| ≤ sD(·;Λ\{m+,m−}),T,κ0,|ε|;Λ\{m+,m−},R(x, y).
(3) Set
Q(s
(1))(m±,Λ; ε, E) =
∑
m,n∈Λ\{m+,m−}
h(m±,m; ε)(E −HΛ\{m+,m−})−1(m,n)h(n,m±; ε),
G(s
(1))(m±,m∓,Λ \ {m+,m−}; ε, E) = h(m±,m∓; ε)
+
∑
m,n∈Λ\{m+,m−}
h(m±,m; ε)(E −HΛ\{m+,m−})−1(m,n)h(n,m∓; ε).
(6.22)
Let Qˆ(s
(1)−1)
(
m±,Λ(s
(1)−1)(m±); ε, E
)
be defined as in Lemma 6.4 with Λ′ = Λ(s
(1)−1)(m±). Then, for α ≤ 2,∣∣∂αEQ(s(1))(m±,Λ; ε, E)− ∂αEQˆ(s(1)−1)(m±,Λ(s(1)−1)(m±); ε, E)∣∣
≤ 4|ε|3/2 exp
(
−κ0R(s(1)−1)
)
≤ |ε|(δ(s(1)−1)0 )12,∣∣∂αEG(s(1))(m+,m−,Λ; ε, E)∣∣ ≤ 4|ε|3/2 exp(−7κ08 |m+ −m−|
)
≤ 4|ε|3/2 exp
(
−κ0R(s(1)−1)
)
≤ |ε|(δ(s(1)−1)0 )12.
(6.23)
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Furthermore, set ρ0 = δ
(s(1)−2)
0 , ρ1 = (δ
(s(1)−1)
0 )
1/4/8, g0(ε, E) = g0,±(ε, E) = E
(s(1)−2,±)(m+,Λ(m+); ε),
g1(ε, E) = g1,±(ε, E) = E
(s(1)−1,±)(m+,Λ(m+); ε) if (6.5) or (6.6) holds, respectively, and
f1(ε, E) = E − v(m+)−Q(s
(1))(m+,Λ; ε, E), f2(ε, E) = E − v(m−)−Q(s
(1))(m−,Λ; ε, E),
b2(ε, E) = |G(s(1))(m±,m∓,Λ; ε, E)|2, f(ε, E) = f1(ε, E)− b
2(ε, E)
f2(ε, E)
.
(6.24)
Then, f ∈ F(2,±)
g(2),3/4
(f1, f2, b
2) if (6.5) or (6.6) holds, respectively, τ (fj) > τ (0)/2, τ (f) ≥ τ (1)(τ (0))2/4; see
Definition 4.9 .
(4) Let (ε, E) ∈ L(s(1)−1). Then, E ∈ specHΛ,ε if and only if E obeys
χ(ε, E) :=
(
E − v(m+)−Q(s(1))(m+,Λ; ε, E)) · (E − v(m−)−Q(s(1))(m−,Λ; ε, E))
− |G(s(1))(m+,m−,Λ; ε, E)|2 = 0.
(6.25)
(5) Let f be as in part (3) and let χ(f) be as in Definition 4.9. Then, χ(ε, E) = 0 if and only if χ(f) = 0.
For ε ∈ (−εs−1, εs−1), the equation
(6.26) χ(f)(ε, E) = 0
has exactly two solutions E(s
(1),+)(m+,Λ; ε) > E(s
(1),−)(m+,Λ; ε),
(6.27) |E(s(1),±)(m+,Λ; ε)− g1| < 4(δs
(1)−1
0 )
1/8.
The functions E(s
(1),±)(m+,Λ; ε) are smooth on the interval (−εs−1, εs−1). The following estimates hold:
|∂αEχ(f)| ≤ 8 for α ≤ 2, ∂2Eχ(f) > 1/8,
∂αEχ
(f)|
ε,E(s
(1),−)(m+,Λ;ε)
< −(τ (f))2, ∂αEχ(f)|ε,E(s(1),+)(m+,Λ;ε) > (τ (f))2,
E(s
(1),+)(m+,Λ; ε)− E(s(1),−)(m+,Λ; ε) > 1
8
[−∂αEχ(f)|ε,E(s(1),−)(m+,Λ;ε) + ∂αEχ(f)|ε,E(s(1),+)(m+,Λ;ε)],
−∂αEχ(f)|ε,E(s(1),−)(m+,Λ;ε), ∂αEχ(f)|ε,E(s(1),+)(m+,Λ;ε) >
1
214
(
E(s
(1),+)(m+,Λ; ε)− E(s(1),−)(m+,Λ; ε))2,
|χ(f)(ε, E)| ≥ 1
8
min
(
(E − E(s(1),−)(m+,Λ; ε))2, (E − E(s(1),+)(m+,Λ; ε))2),
[a1(ε, E) + |b(ε, E)|]|E=E(s(1),+)(m+,Λ;ε) ≥ E(s
(1),+)(m+,Λ; ε)
≥ max(a1(ε, E), a2(ε, E) + |b(ε, E)|)|E=E(s(1),+)(m+,Λ;ε),
[a2(ε, E)− |b(ε, E)|]|E=E(s(1),+)(m+,Λ;ε) ≤ E(s
(1),−)(m+,Λ; ε)
≤ min(a2(ε, E), a1(ε, E)− |b(ε, E)|)|E=E(s(1),−)(m+,Λ;ε).
(6.28)
where
a1(ε, E) = v(m
+) +Q(s
(1))(m+,Λ; ε, E), a2(ε, E) = v(m
−) +Q(s
(1))(m−,Λ; ε, E),
b(ε, E) = |b1(ε, E)|, b1(ε, E) = G(s
(1))(m+,m−,Λ; ε, E).
(6)
specHΛ,ε ∩ {E : |E − E(s(1)−1)(m+0 ,Λ(s
(1)−1)(m+0 ); ε)| < 8(δ(s
(1)−1)
0 )
1/4}
= {E(s(1),+)(m+0 ,Λ; ε), E(s
(1),−)(m+0 ,Λ; ε)},
E(s
(1),±)(m+0 ,Λ; 0) = v(m
±
0 ).
(6.29)
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Let
(6.30) (δ
(s(1))
0 )
4 < min
±
|E − E(s(1),±)(m+,Λ; ε)| < (δ(s(1)−1)0 )1/2, E ∈ R.
Then, the matrix (E −HΛ,ε) is invertible. Moreover,
(6.31) |[(E −HΛ,ε)−1](x, y)| ≤ sD(·;Λ),T,κ0,|ε|;k,Λ,R(x, y),
where D(x,Λ) is as in part (1).
Proof. (1) The verification of this part is the same as for part (1) of Proposition 5.9.
(2) Let (ε, E) ∈ L(s(1)−1). Assume that (6.5) holds. If (6.6) holds, the arguments are completely similar.
Let j ∈ J (s(1)+q−1) \ {0, j0} be arbitrary. Then, using conditions (6.1) and (6.2), one obtains
|E(s(1)−1,+)(m+j ,Λ(s
(1)−1)(m+j ); ε)− E| ≤ |E(s
(1)−1,+)(m+j ,Λ
(s(1)−1)(mj); ε)− E(s(1)−1,+)(m+0 ,Λ(s
(1)−1)(m+0 ); ε)|
+|E(s(1)−1,+)(m+0 ,Λ(s
(1)−1)(m+0 ); ε)− E| < δ(s
(1)−2)
0 + (δ
(s(1)−1)
0 )
1/2 < 2δ(s
(1)−2),
|E(s(1)−1,+)(m+j ,Λ(s
(1)−1)(m+j ); ε)− E| ≥ |E(s
(1)−1,+)(m+j ,Λ
(s(1)−1)(m+j ); ε)− E(s
(1)−1,+)(m+0 ,Λ
(s(1)−1)(m+0 ); ε)|
−|E(s(1)−1,+)(m+0 ,Λ(s
(1)−1)(m+0 ); ε)− E| > (δ(s
(1)−1)
0 )
1/2 − (δ(s(1)−1)0 )1/2/2 > (δ(s
(1)−1)
0 )
4,
|E(s(1)−1,−)(m+j ,Λ(s
(1)−1)(m+j ); ε)− E| ≥ |E(s
(1)−1,−)(m+j ,Λ
(s(1)−1)(m+j ); ε)− E(s
(1)−1,+)(m+0 ,Λ
(s(1)−1)(m+0 ); ε)|
−|E(s(1)−1,+)(m+0 ,Λ(s
(1)−1)(m+0 ); ε)− E| > (δ(s
(1)−1)
0 )
4.
(6.32)
Due to part (6) of Proposition 5.9 applied to H
Λ(s
(1)−1)(m+j ),ε
in the role of HΛ,ε, one has
(6.33) |[(E −HΛ(s′)(m),ε)−1](x, y)| ≤ SD(·;Λ(s′)(m)),T,κ0,|ε|;Λ(s′)(m),R(x, y)
for s′ = s + q − 1 and any m = m+j , j ∈ J (s+q−1) \ {0, j0}. Similarly, (6.33) holds for any s′ < s + q − 1.
Note that
|E − E(s(1)−1,+)(m+j0 ,Λ(s(1)−1)(m+j0 ); ε)| < |E − E(s(1)−1,+)(m+0 ,Λ(s(1)−1)(m+0 ); ε)|
+|E(s(1)−1,+)(m+0 ,Λ(s(1)−1)(m+0 ); ε)− E(s(1)−1,+)(m+j0 ,Λ(s(1)−1)(m+j0); ε)|
< (δ
(s(1)−1)
0 )
1/2 + (δ
(s(1)−1)
0 )
5/8 < (δ
(s(1)−1)
0 )
1/4/2.
(6.34)
Due to (6.10) from Lemma 6.4 applied to HΛ(s+q−1)(m±),ε in the role of HΛ′,ε, one has
(6.35) |[(E −H
Λ(s
(1)−1)(m±)\{m±}
)−1](x, y)| ≤ s
D(·;Λ(s
(1)−1)(m±)\{m±}),T,κ0,|ε|;Λ(s
(1)−1)(m±)\{m±},R
(x, y).
Recall that |v(n)−v(m+0 )| ≥ 2δ40 for any n ∈ Λ\
⋃
s′,mΛ
(s′)(m), due to condition (vi) in Definition 5.8. This
implies |E − v(n)| ≥ δ40 for any such n. Due to Proposition 2.16, (6.21) follows from (6.33) and (6.35).
(3) The estimates in (6.23) follow from Lemma 2.21. Let fj, f be as in (6.24). Assume for instance that
(6.5) holds. Due to part (3) of Lemma 6.4, one has fˆ± := E− v(m±)− Qˆ(s(1)−1)(m±,Λ(s(1)−1)(m±); ε, E) ∈
F
(1)
g±,1,r(±,1),1/2
, with g(±,1) := (g±0 ) :=
(
E(s
(1)−1,+)
(
m±,Λ(s
(1)−1)(m±); ε
))
, r(±,1) := (2ρ0), and with τ
(fˆ±) ≥
τ (0). Due to (6.3) in Definition 6.1, this implies fˆ± ∈ F(1)
g(1),r(1),1/2
with g(1) := (g0) = (g
+
0 ), r
(1) := (ρ0).
Due to (6.23), one has |∂α(f1 − fˆ+)|, |∂α(f2 − fˆ−)| < (δ(s
(1)−1)
0 )(min τ
(f˜±))6, 0 ≤ α ≤ 2. It follows from
Lemma 4.16 that fj ∈ F(1)g(1),r(1),3/4, τ (fj) > τ (0)/2. Due to (6.5), f2 − f1 > τ (1). Due to (6.23), one obtains
|b| < ((3/4)minj τ (fj))6, |∂ub2| < ((3/4)minj τ (fj))6|b|, |∂2ub2| < ((3/4)minj λτ (fj))6, since τ (fj) > τ (0)/2 >
(δ
(s(1)−1)
0 )
1/4. Thus, f ∈ F(2,±)
g(2),3/4
(f1, f2, b
2), τ (f) ≥ τ (1)(τ (0))2/4. The case when (6.6) holds is completely
similar. This finishes part (3).
(4) Follows from the Schur complement formula.
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(5) It follows from Definition 4.9 that χ(ε, E) = 0 if and only if χ(f) = 0. All statements follow from
Lemma 4.13.
(6) The proof is completely similar to the proof of parts (3) and (4) of Proposition 5.6. One can see
that the proof of this part has nothing to do with the fact that we use part (5) of the Definition 2.2 with
Λ¯ 6= Zν . 
Definition 6.6. Assume that the classes of matrices GSR[s,s
′]
(
m,m+,m−,Λ; δ0, τ
)
are defined for s(1) ≤
s′ ≤ s(1) + q(1) − 1, q(1) > 0, starting with GSR[s,s(1)](m,m+,m−,Λ; δ0, τ) := GSR[s](m,m+,m−,Λ; δ0, τ)
being as in Definition 6.1. Let m+1 , m
−
1 ∈ Λ. Assume there are subsets M(s
′,+) =
{
m+j : j ∈ J (s
′)
}
,
M(s
′,−) =
{
m−j : j ∈ J (s
′)
}
, Λ(s
′)(m+j ) = Λ
(s′)(m−j ), j ∈ J (s
′), with s ≤ s′ ≤ s(1)+ q(1)− 1, and also subsets
M(s
′), Λ(s
′)(m), m ∈M(s′), 1 ≤ s′ ≤ s+ q − 1 such that the following conditions are valid:
(i) m±1 ∈M(s
(1)+q(1)−1,±), (so, by convention, 1 ∈ J (s(1)+q(1)−1) ), m ∈ Λ(m) for any m.
(ii) For any m, HΛ(m),ε belongs to one of the classes we have introduced before with m being a principal
point, s(m) ≤ s(1) + q(1) − 1 ( for the notation s(m), see Definitions 3.1, 5.8, 6.1 ). Furthermore,
HΛ(m+1 ),ε
∈ GSR[s,s(1)+q(1)−1](m,m+1 ,m−1 ,Λ(m+1 ); δ0, τ).
(iii) For any m,m′, either Λ(m) ∩ Λ(m′) = ∅, or Λ(m) = Λ(m′), in which case m,m′ are the principal
points for HΛ(m),ε.
(iv) Let δ
(s′)
0 , R
(s′) be as in Definition 3.1. Then,
(
m + B(R(s
′))
) ⊂ Λ(s′)(m) for any Λ(s′)(m), and(
m±0 +B(R
(s(1)+q(1)))
) ⊂ Λ.
(v) Let E(s
(1),±)(m+,Λ; ε) be as in Proposition 6.5. Below in Proposition 6.7 we define inductively the
functions E(s
(1)+q˜,±)(m˜, Λ˜; ε). We require that for each m+j ∈ M(s
′,+), m+j /∈ {m+1 ,m−1 }, m ∈
M(s
′)(Λ), s ≤ s′ < s+ q, and any ε ∈ (−εs−1, εs−1), we have
3δ
(s(1)+q(1)−1)
0 ≤ |E(s
(1)+q(1)−1,±)
(
m+j ,Λ
(s(1)+q(1)−1)(m+j ); ε
)− E(s(1)+q(1)−1,±)(m+1 ,Λ(s(1)+q(1)−1)(m+1 ); ε)|
(6.36)
≤ δ(s(1)+q(1)−2)0 ,
3δ
(s(1)+q(1)−1)
0 ≤ |E(s
(1)+q(1)−1,∓)
(
m+j ,Λ
(s(1)+q(1)−1)(m+j ); ε
)− E(s(1)+q(1)−1,±)(m+1 ,Λ(s(1)+q(1)−1)(m+1 ); ε)|,
(6.37)
δ
(s′)
0
2
≤ |E(s′,±)(m+j ,Λ(s′)(m+j ); ε)− E(s+q−1,±)(m+1 ,Λ(s+q−1)(m+1 ); ε)| ≤ δ(s′−1)0(6.38)
for s ≤ s′ < s+ q − 1,
δ
(s′)
0
2
≤ |E(s′,∓)(m+j ,Λ(s′)(m+j ); ε)− E(s+q−1,±)(m+1 ,Λ(s+q−1)(m+0 ); ε)| for s ≤ s′ < s(1) + q(1) − 1,
(6.39)
δ
(s′)
0
2
≤ |E(s′)(m,Λ(s′)(m); ε)− E(s+q−1,+)(m+1 ,Λ(s+q−1)(m+1 ); ε)| ≤ δ(s′−1)0 , s′ ≤ s.(6.40)
(vi) |v(n)− v(m+1 )| ≥ 2δ40 for any n ∈ Λ \
⋃
s′,m Λ
(s′)(m).
(vii) Due to Proposition 6.7, the functions
(6.41) Q(s
(1)+q(1))(m±1 ,Λ; ε, E) =
∑
m′,n′∈Λ\{m+1 ,m
−
1 }
h(m±1 ,m
′; ε)(E −HΛ\{m+−1,m−1 })
−1(m′, n′)h(n′,m±1 ; ε)
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are well-defined for all ε ∈ (−εs−1, εs−1),
E ∈
⋃
±
(E(s
(1)+q(1)−1,±)
(
m+1 ,Λ
(s(1)+q(1)−1)(m+1 ); ε
)− 2δ(s(1)+q(1)−1)0 ,
E(s
(1)+q(1)−1,±)
(
m+1 ,Λ
(s(1)+q(1)−1)(m+1 ); ε
)
+ 2δ
(s(1)+q(1)−1)
0 ).
(6.42)
We require that for these (ε, E),
(6.43) v(m+ − 1) +Q(s(1)+q(1))(m+1 ,Λ, E) ≥ v(m−1 ) +Q(s
(1)+q(1))(m−1 ,Λ; ε, E) + τ
(1).
Then we say that HΛ,ε ∈ GSR[s,s(1)+q]
(
m,m+1 ,m
−
1 ,Λ; δ0, τ
(1)
)
. We call m+1 ,m
−
1 the principal points. We
set s(m±1 ) = s
(1) + q(1). We call Λ(s
(1)+q(1)−1)(m±1 ) the (s
(1) + q(1) − 1)-set for m±1 .
Proposition 6.7. Using the notation from Definition 6.6, the following statements hold:
(1) Define inductively D(x; Λ) := D(x; Λ \ {m+1 ,m−1 }) := D(x; Λ(m)) if x ∈ Λ(m) with m /∈ {m+1 ,m−1 },
and D(m±1 ; Λ) := 4 log(δ
(s(1)+q(1))
0 )
−1.
Then, D(·; Λ) ∈ GΛ,T,κ0 , D(·; Λ \ {m+1 ,m−1 }) ∈ GΛ\{m+1 ,m−1 },T,κ0 .
(2) Let L(s
(1)+q(1)−1,±) := LR
(
E(s
(1)+q(1)−1,±)
(
m+1 ,Λ
(s(1)+q(1)−1)(m+1 ); ε
)
, 2δ
(s(1)+q(1)−1)
0
)
. For any
(ε, E) ∈ L(s(1)+q(1)−1,±), we have
(6.44) |[(E −HΛ\{m+1 ,m−1 },ε)
−1](x, y)| ≤ sD(·;Λ),T,κ0,|ε|;Λ\{m+1 ,m−1 },R(x, y).
(3) The functions
Q(s
(1)+q(1))(m±1 ,Λ; ε, E) =
∑
m′,n′∈Λ\{m+1 ,m
−
1 }
h(m±1 ,m
′; ε)(E −HΛ\{m+1 ,m−1 })
−1(m,n)h(n′,m±1 ; ε),
G(s
(1)+q(1))(m±1 ,m
∓
1 ,Λ \ {m+1 ,m−1 }; ε, E) = h(m±1 ,m∓1 ; ε)
+
∑
m,n∈Λ\{m+1 ,m
−
1 }
h(m±1 ,m; ε)(E −HΛ\{m+1 ,m−1 })
−1(m,n)h(n,m∓1 ; ε)
(6.45)
are well-defined and C2-smooth in L(s
(1)+q(1)−1,+) ∪ L(s(1)+q(1)−1,−),∣∣∂αEQ(s(1)+q(1))(m±1 ,Λ; ε, E)− ∂αEQ(s(1)+q(1)−1)(m±1 ,Λ(s(1)+q(1)−1)(m+1 ); ε, E)∣∣
≤ 4|ε|3/2 exp
(
−κ0R(s(1)+q(1)−1)
)
≤ |ε|(δ(s(1)+q(1)−1)0 )12,∣∣∂αEG(s(1)+q(1))(m±1 ,m∓1 ,Λ; ε, E)− ∂αEG(s(1)+q(1)−1)(m±1 ,m∓1 ,Λ(s(1)+q(1)−1)(m+1 ); ε, E)∣∣
≤ 4|ε|3/2 exp
(
−κ0R(s
(1)+q(1)−1)
)
≤ |ε|(δ(s(1)+q(1)−1)0 )12,∣∣∂αEQ(s(1)+q(1))(m±1 ,Λ; ε, E)∣∣ ≤ |ε|, |E − v(m±1 )−Q(s(1)+q(1))(m±1 ,Λ; ε, E)| < |ε|,∣∣∂αEG(s(1)+q(1))(m±1 ,m∓1 ,Λ; ε, E)| ≤ 8|ε|1/2 exp(−7κ08 |m+1 −m−1 |
)
≤ |ε|(δ(s(1)−1)0 )12
(6.46)
with α ≤ 2. Furthermore, for q(1) > 0, set ρ0 = δ(s
(1)+q(1)−2)
0 , ρ1 = δ
(s(1)+q(1)−1)
0 , g0,±(ε, E) := g1,±(ε, E) :=
E(s
(1)+q(1)−1,±)(m+1 ,Λ(m
+
1 ); ε),
f1(q
(1); ε, E) = E − v(m+1 )−Q(s
(1)+q(1))(m+1 ,Λ; ε, E), f2(q
(1); ε, E) = E − v(m−1 )−Q(s
(1)+q(1))(m−1 ,Λ; ε, E),
b2(q(1); ε, E) = |G(s(1)+q(1))(m±1 ,m∓1 ,Λ; ε, E)|2, f(q(1); ε, E) = f1(q(1); ε, E)−
b2(q(1); ε, E)
f2(q(1); ε, E)
.
(6.47)
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Then ( see Definition 4.9) f(q(1); ·) ∈ F(2)
g(2),λ(s,q(1))
(f1(q
(1); ·), f2(q(1); ·), b2(q(1); ·)), τ (fj(q(1);·)) > τ (0)(1 −
ξ(s, q(1))), τ (f) ≥ τ (1)(τ (0))2(1− ξ(s, q(1)))2, with λ(s, q) = (1+8−(s+q))λ(s, q− 1), λ(s, 0) = 3/4, λ(s, q) < 1
for any s, q, 1− ξ(s, q) = (1− ξ(s, q − 1))(1− 8−(s+q)), ξ(s, 0) = 0, 1− ξ(s, q) > 1/2 for any s, q.
(4) Let (ε, E) ∈ L(s(1)+q(1)−1,+) ∪L(s(1)+q(1)−1,−). Then, E ∈ specHΛ,ε if and only if E obeys
χ(ε, E) :=
(
E − v(m+ − 1)−Q(s(1)+q(1))(m+1 ,Λ; ε, E)
) · (E − v(m−1 )−Q(s(1)+q(1))(m−1 ,Λ; ε, E))
−G(s(1)+q(1))(m+1 ,m−1 ,Λ; ε, E)G(s
(1)+q(1))(m−1 ,m
+
1 ,Λ; ε, E) = 0.
(6.48)
(5) For ε ∈ (−εs−1, εs−1), the equation
(6.49) χ(ε, E) = 0
has exactly two solutions E = E(s
(1)+q(1),±)(m+1 ,Λ; ε), E
(s(1)+q(1),−)(m+1 ,Λ; ε) < E
(s(1)+q(1),+)(m+1 ,Λ; ε),
(6.50) |E(s(1)+q(1),±)(m+1 ,Λ; ε)− E(s
(1)+q(1)−1,±)(m±1 ,Λ
(s(1)+q(1)−1)(m+1 ); ε)| < |ε|(δ(s
(1)+q(1)−1)
0 )
3,
[a1(ε, E) + |b(ε, E)|]|E=E(s(1)+q(1),+)(m+1 ,Λ;ε) ≥ E
(s(1)+q(1),+)(m+1 ,Λ; ε)
≥ max(a1(ε, E), a2(ε, E) + |b(ε, E)|)|E=E(s(1)+q(1),+)(m+1 ,Λ;ε),
[a2(ε, E)− |b(ε, E)|]|E=E(s(1)+q(1),+)(m+1 ,Λ;ε) ≤ E
(s(1)+q(1),−)(m+1 ,Λ; ε)
≤ min(a2(ε, E), a1(ε, E)− |b(ε, E)|)|E=E(s(1)+q(1),−)(m+1 ,Λ;ε),
(6.51)
where
a1(ε, E) = v(m
+
1 ) +Q
(s(1)+q(1))(m+1 ,Λ; ε, E), a2(ε, E) = v(m
−
1 ) +Q
(s(1)+q(1))(m−1 ,Λ; ε, E),
b(ε, E) = |b1(ε, E)|, b1(ε, E) = G(s(1)+q(1))(m+1 ,m−1 ,Λ; ε, E).
The functions E(s
(1)+q(1),±)(m+1 ,Λ; ε) are smooth on the interval (−εs−1, εs−1).
(6)
specHΛ,ε ∩ {E : min
±
|E − E(s(1)+q(1),±)(m+1 ,Λ(s
(1)+q(1)−1)(m+1 ); ε)| < 8(δ(s
(1)+q(1)−1)
1 )
1/4}
= {E(s(1)+q(1),+)(m+1 ,Λ; ε), E(s
(1)+q(1),−)(m+1 ,Λ; ε)}.
(6.52)
If
(6.53) (δ
(s(1)+q(1))
1 )
4 < min
±
|E − E(s(1)+q(1)−1,±)(m+0 ,Λ(s(1)+q(1)−1)(m+1 ); ε)| < 3δ(s(1)+q(1)−1)0 /2, E ∈ R,
then the matrix (E −HΛ,ε) is invertible. Moreover,
(6.54) |[(E −HΛ,ε)−1](x, y)| ≤ sD(·;Λ),T,κ0,|ε|;k,Λ,R(x, y),
where D(x; Λ) is as in part (1).
The proof of each statement in this proposition is completely similar to the proof of either a statement
from Proposition 5.9 or a statement from Proposition 6.5. We skip the proofs.
We need yet two more upgrades of the classes of matrices under consideration. We skip the proofs for
the first upgrade and most of the proofs for the second one since they are completely similar to the proof of
Proposition 5.9 and Proposition 6.5, respectively. Here is the first one:
Definition 6.8. Assume that the classes GSR[s
(h)]
(
m(h),m+,m−,Λ; δ0, t
(h)
)
,
GSR[s
(h),s(h)+q]
(
m(h),m+,m−,Λ; δ0, t
(h)
)
are defined for all h = 1, . . . , ℓ, ℓ ≥ 2, starting with
GSR[s
(1)]
(
m(1),m+,m−,Λ; δ0, t
(1)
)
, GSR[s
(1),s(1)+q]
(
m(1),m+,m−,Λ; δ0, t
(1)
)
being as in Definition 6.1
and Definition 6.6, respectively. Here, m(h) ⊂ Λ, |m(h)| = 2h+1, s(h) = (s(0), s(1), . . . , s(h)), s(k) ∈ N,
s(k) < s(k+1), t(h) = (τ (0), . . . , τ (h)), τ (k) > τ (k+1) > 0. Let HΛ,ε be as in (5.1)–(5.4) and let δ
(s′)
0 , R
(s′) be
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as in Definition 3.1. Let q be such that τ (ℓ) > (δ
(s(ℓ)+q−1)
0 )
1/4. Let m+,m− ∈ Λ. Assume that there are
subsets M ⊂ Λ, Λ(m) ⊂ Λ, m ∈M, such that the following conditions hold
(i) m± ∈M, m ∈ Λ(m) for any m.
(ii) For any m ∈ M, HΛ(m),ε belongs to one of the classes we have introduced before with s(m) ≤
s(ℓ) + q(ℓ) − 1 ( for the notation s(m), see Definitions 3.1, 5.8, 6.1, 6.6 ). Furthermore, HΛ(m±),ε ∈
GSR[s
(ℓ),s(ℓ)+q−1]
(
m(ℓ,±),Λ(m±); δ0, t
(ℓ)
)
with some m(ℓ,±) ⊂ Λ(m±), m± ∈ m(ℓ,±). Given m ∈ M
such that HΛ(m),ε ∈ GSR[s(ℓ
′),s(ℓ
′)
+ q′]
(
m(ℓ
′),Λ(m); δ0, t
(ℓ′)
)
, we set s(m) := s(ℓ
′) + q′, which is the
largest integer involved in the latter notation.
(iii) For any m,m′, either Λ(m) ∩ Λ(m′) = ∅, or Λ(m) = Λ(m′), in which case m,m′ are the principal
points for HΛ(m),ε. We use the notation m
′ = •m for the latter case. In the former case we say that
•m does not exist and {m, •m} = {m}. Finally, •m+ 6= m−, that is, Λ(m+) 6= Λ(m−).
(iv) Let m ∈ M. There exists a unique real-analytic function E(m,Λ(m); ε), ε ∈ (−εs−1, εs−1) such
that E(m,Λ(m); ε) is a simple eigenvalue of HΛ(m),ε and E(m,Λ(m); 0) = v(m). Furthermore, let
m ∈M \ {m+, •m+,m−, •m−} be arbitrary. The following estimates hold:
(δ
(s(ℓ)+q−1)
0 )
1/2 ≤ min
m′∈{m,•m}
|E(m+,Λ(m+); ε)− E(m′,Λ(m′); ε)| ≤ δ(s(ℓ)+q−2)0 if s(m) = s(ℓ) + q − 1,
(6.55)
|E(m−,Λ(m−); ε)− E(m+,Λ(m+); ε)| ≤ (δ(s(ℓ)+q−1)0 )5/8(6.56)
δ
(s(m))
0
2
≤ min
m′∈{m,•m}
|E(m+,Λ(m+); ε)− E(m′,Λ(m′); ε)| ≤ δ(s(m)−1)0 if s(m) < s(ℓ) + q − 1.
(v) (
m+B(R(s(m))
) ⊂ Λ(m).
(vi) |v(n)− v(m0)| ≥ 2δ40 for any n ∈ Λ \
⋃
m∈M Λ(m).
(vii) Due to the inductive argument from Proposition 6.9 below, for any ε ∈ (−εs−1, εs−1) and any
(6.57) E ∈ (E(m+,Λ(m+); ε)− (δ(s(ℓ)+q−1)0 )1/2, E(m+,Λ(m+); ε)+ (δ(s(ℓ)+q−1)0 )1/2),
the functions
(6.58) Q(m±,Λ; ε, E) =
∑
m′,n′∈Λ\{m+,m−}
h(m±,m′; ε)(E −HΛ\{m+,m−})−1(m′, n′)h(n′,m±; ε)
are well-defined. We require that for these ε, E and some τ (ℓ+1) > 0, we have
(6.59) v(m+) +Q(m+,Λ, E) ≥ v(m−) +Q(m−,Λ; ε, E) + τ (ℓ+1).
In this case we say that HΛ,ε ∈ GSR[s(ℓ+1)]
(
m(ℓ+1),Λ; δ0, t
(ℓ+1)
)
, m(ℓ+1) =
⋃
±m
(ℓ,±), s(ℓ+1) =
(s(1), . . . , s(ℓ+1)), s(ℓ+1) = s(ℓ) + q, t(ℓ+1) = (τ (0), . . . , τ (ℓ+1)). We call m(ℓ+1) the principal set for HΛ,ε and
m+,m− the principal points for HΛ,ε. We set s(m
±) = s(ℓ+1). We call Λ(s(m
±)−1)(m±) the (s(m±)− 1)-set
for m±.
Proposition 6.9. Using the notation from Definition 6.8, the following statements hold:
(1) Define inductively D(x; Λ) = D(x; Λ \ {m+,m−}) = D(x; Λ \ m(ℓ+1)) = D(x; Λ(m)) if x ∈
Λ(m) \ m(ℓ+1), D(x; Λ) = D(x; Λ \ {m+,m−}) = 4 log(δ(s(ℓ+1)−1)0 )−1 if x ∈ m(ℓ+1) \ {m+,m−}, and
D(x; Λ) = 4 log(δ
(s(ℓ+1))
0 )
−1 if x ∈ {m+,m−}. Then, D(·; Λ \m(ℓ+1)) ∈ GΛ\m(ℓ+1),T,κ0 , D(·; Λ \ {m+,m−}) ∈
GΛ\{m+,m−},Zν\{m+,m−},T,κ0 , D(·; Λ) ∈ GΛ,T,κ0 .
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(2) Set g1 = E
(
m+,Λ(s
(ℓ+1)−1)(m+); ε
)
and
(6.60) L(s
(ℓ+1)−1) :=
{
(ε, E) : ε ∈ (−εs(0)−1, εs(0)−1), |E − g1(ε)| <
(δ
(s(ℓ+1)−1)
0 )
1/2
2
}
.
For any (ε, E) ∈ L(s(ℓ+1)−1), the matrix (E −HΛ\{m+,m−},ε) is invertible. Moreover,
(6.61) |[(E −HΛ\{m+,m−},ε)−1](x, y)| ≤ sD(·;Λ\{m+,m−}),T,κ0,|ε|;Λ\{m+,m−},R(x, y).
(3) Set for (ε, E) ∈ L(s(ℓ+1)−1),
Q(s
(ℓ+1))(m±,Λ; ε, E) =
∑
m,n∈Λ\{m+,m−}
h(m±,m; ε)(E −HΛ\{m+,m−})−1(m,n)h(n,m±; ε),
G(s
(ℓ+1))(m±,m∓,Λ; ε, E) = h(m±,m∓; ε) +
∑
m,n∈Λ\{m+,m−}
h(m±,m; ε)(E −HΛ\{m+,m−})−1(m,n)h(n,m∓; ε),
Qˆ(m±,Λ(m±); ε, E) =
∑
m,n∈Λ(m±)\{m±}
h(m±,m; ε)(E −HΛ(m±)\{m±},ε)−1(m,n)h(n,m±; ε).
(6.62)
The functions in (6.62) are well-defined and C2-smooth. For α ≤ 2, we have
∣∣∂αEQ(s(ℓ+1))(m±,Λ; ε, E)− ∂αEQˆ(m±,Λ(m±); ε, E)∣∣ ≤ 4|ε|3/2 exp(−κ0R(s(ℓ+1)−1)) ≤ |ε|(δ(s(ℓ+1)−1)0 )12,∣∣∂αEG(s(ℓ+1))(m+,m−,Λ; ε, E)∣∣ ≤ 4|ε|3/2 exp(−7κ08 |m+ −m−|
)
≤ 4|ε|3/2 exp
(
−κ0R(s(ℓ+1)−1)
)
≤ |ε|(δ(s(ℓ+1)−1)0 )12.
(6.63)
Furthermore, set ρ0 = δ
(s(ℓ+1)−1), ρj = ρ0, gj = g0, j = 1, . . . , ℓ,
f1(ε, E) = E − v(m+)−Q(s(ℓ+1))(m+,Λ; ε, E), f2(ε, E) = E − v(m−)−Q(s(ℓ+1))(m−,Λ; ε, E),
b2(ε, E) = |G(s(ℓ+1))(m±,m∓,Λ; ε, E)|2, f(ε, E) = f1(ε, E)− b
2(ε, E)
f2(ε, E)
.
(6.64)
Then, f ∈ F(ℓ+1)
g(ℓ+1),1−4−ℓ
(f1, f2, b
2), τ (fj) > τ [ℓ]/2, τ (f) ≥ τ [ℓ+1], where τ [j+1] = τ (j+1)(τ [j])2/4, j ≥ 0,
τ [0] := τ (0); see Definition 4.9.
(4) Let (ε, E) ∈ L(s(ℓ+1)−1). Then, E ∈ specHΛ,ε if and only if E obeys
(6.65)
χ(ε, E) :=
(
E−v(m+)−Q(s(ℓ+1))(m+,Λ; ε, E))·(E−v(m−)−Q(s(ℓ+1))(m−,Λ; ε, E))−|G(s(ℓ+1))(m+,m−,Λ; ε, E)|2 = 0.
(5) Let f be as in part (3) and let χ(f) be as in Definition 4.9. Then, χ(ε, E) = 0 if and only if χ(f) = 0.
For ε ∈ (−εs−1, εs−1), the equation
(6.66) χ(f)(ε, E) = 0
has exactly two solutions E(m+,Λ; ε) > E(m−,Λ; ε), which obey
(6.67) |E(m±,Λ; ε)− E(m±,Λ(m±); ε)| < 4(δ(s(ℓ+1)−1)0 )1/8.
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The functions E(m±,Λ; ε) are C2-smooth on the interval (−εs(0)−1, εs(0)−1). The following estimates hold,
|∂αEχ(f)| ≤ 8 for α ≤ 2, ∂2Eχ(f) > 1/8,
∂αEχ
(f)|ε,E(m−,Λ;ε) < −(τ (f))2, ∂αEχ(f)|ε,E(m+,Λ;ε) > (τ (f))2,
E(m+,Λ; ε)− E(m−,Λ; ε) > 1
8
[−∂αEχ(f)|ε,E(m−,Λ;ε) + ∂αEχ(f)|ε,E(m+,Λ;ε)],
−∂αEχ(f)|ε,E(m−,Λ;ε), ∂αEχ(f)|ε,E(m+,Λ;ε) >
1
214
(
E(m+,Λ; ε)− E(m−,Λ; ε))2,
|χ(f)(ε, E)| ≥ 1
8
min
(
(E − E(m+,Λ; ε))2, (E − E(m−,Λ; ε))2),
(6.68)
[a1(ε, E) + |b(ε, E)|]|E=E(m+,Λ;ε) ≥ E(m+,Λ; ε)
≥ max(a1(ε, E), a2(ε, E) + |b(ε, E)|)|E=E(m+,Λ;ε),
[a2(ε, E)− |b(ε, E)|]|E=E(m+,Λ;ε) ≤ E(m−,Λ; ε)
≤ min(a2(ε, E), a1(ε, E)− |b(ε, E)|)|E=E(m−,Λ;ε),
(6.69)
where
a1(ε, E) = v(m
+) +Q(s
(ℓ+1))(m+,Λ; ε, E), a2(ε, E) = v(m
−) +Q(s
(ℓ+1))(m−,Λ; ε, E),
b(ε, E) = |b1(ε, E)|, b1(ε, E) = G(s
(ℓ+1))(m+,m−,Λ; ε, E).
(6)
specHΛ,ε ∩
{
|E − E(m+,Λ(m+); ε, E)| < (δ
(s(ℓ+1)−1)
0 )
1/2
2
}
= {E(m+,Λ; ε), E(m−,Λ; ε)},
E(m±,Λ; 0) = v(m±).
(6.70)
Furthermore, let
(6.71) (δ
(s(ℓ+1))
0 )
4 < min
±
|E − E(m±,Λ; ε)| < 2δ(s(ℓ+1)−1)0 , E ∈ R.
Then the matrix (E −HΛ,ε) is invertible. Moreover,
(6.72) |[(E −HΛ,ε)−1](x, y)| ≤ SD(·;Λ),T,κ0,|ε|;k,Λ,R(x, y).
Here is the second and last upgrade of the classes of matrices.
Definition 6.10. Let ℓ ∈ N be fixed. Assume that the classes
GSR[s
(ℓ+1),s(ℓ+1)+q′]
(
m(ℓ+1),m+,m−,Λ′; δ0, t
(ℓ+1)
)
are defined for all q′ = 0, . . . , q − 1, starting with
GSR[s
(ℓ+1),s(ℓ+1)]
(
m(ℓ+1),m+,m−,Λ′; δ0, t
(ℓ+1)
)
:= GSR[s
(ℓ+1)]
(
m(ℓ+1),m+,m−,Λ′; δ0, t
(ℓ+1)
)
being as in
Definition 6.8. Let Λ and m+,m− ∈ Λ be given.
Assume that there are subsets M ⊂ Λ, Λ(m) ⊂ Λ, m ∈M, such that the following conditions hold
(i) m± ∈M, m ∈ Λ(m) for any m, Λ(m+) = Λ(m−).
(ii) For any m ∈ M, HΛ(m),ε belongs to one of the classes we have introduced before with s(m) ≤
s(ℓ)+q(ℓ)−1 ( for the notation s(m), see Definitions 3.1, 5.8, 6.1, 6.6, 6.8 ). Furthermore, HΛ(m+),ε ∈
GSR[s
(ℓ+1),s(ℓ+1)+q−1]
(
m(ℓ+1),m+,m−,Λ(m+); δ0, t
(ℓ+1)
)
with some m(ℓ+1) ⊂ Λ(m+).
(iii) For any m,m′, either Λ(m) ∩ Λ(m′) = ∅, or Λ(m) = Λ(m′), in which case m,m′ are the principal
points for HΛ(m),ε. We use the notation m
′ = •m for the latter case. In particular, •m+ = m−. In
the former case we say that •m does not exist and {m, •m} = {m}.
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(iv) Let m ∈ M. There exists a unique real-analytic function E(m,Λ(m); ε), ε ∈ (−εs−1, εs−1) such
that E(m,Λ(m); ε) is a simple eigenvalue of HΛ(m),ε and E(m,Λ(m); 0) = v(m). Furthermore, let
m ∈M \ {m+,m−} be arbitrary. The following estimates hold:
3δ
(s(ℓ+1)+q−1)
0 ≤ min
m′′∈{m+,m−}
min
m′∈{m,•m}
|E(m′′,Λ(m′′); ε)− E(m′,Λ(m′); ε)| ≤
max
m′′∈{m+,m−}
min
m′∈{m,•m}
|E(m′′,Λ(m′′); ε)− E(m′,Λ(m′); ε)| ≤ δ(s(ℓ+1)+q−2)0 if s(m) = s(ℓ+1) + q − 1,
δ
(s(m))
0
2
≤ min
m′′∈{m+,m−}
min
m′∈{m,•m}
|E(m′′,Λ(m′′); ε)− E(m′,Λ(m′); ε)| ≤
max
m′′∈{m+,m−}
min
m′∈{m,•m}
|E(m′′,Λ(m′′); ε)− E(m′,Λ(m′); ε)| ≤ δ(s(m)−1)0 if s(m) < s(ℓ) + q − 1.
(v) (
m+B(R(s(m))
) ⊂ Λ(m) for any Λ(m),(
m± +B(R(s
(ℓ+1)+q)
) ⊂ Λ.
(vi) |v(n)− v(m0)| ≥ 2δ40 for any n ∈ Λ \
⋃
m∈M Λ(m).
(vii) Due to the inductive argument, for any ε ∈ (−εs(0)−1, εs(0)−1) and any
(6.73) E ∈
⋃
±
(E
(
m±,Λ(m+); ε
)− 2δ(s(ℓ+1)+q−1)0 , E(m±,Λ(m+); ε)+ 2δ(s(ℓ+1)+q−1)0 ),
the functions
(6.74) Q(s
(ℓ+1)+q)(m±,Λ; ε, E) =
∑
m′,n′∈Λ\{m+,m−}
h(m±,m′; ε)(E −HΛ\{m+,m−})−1(m′, n′)h(n′,m±; ε)
are well-defined. We require that
(6.75) v(m+) +Q(s
(ℓ+1)+q)(m+,Λ, E) ≥ v(m−) +Q(s(ℓ+1)+q)(m−,Λ; ε, E) + τ (ℓ+1).
In this case we say that HΛ,ε ∈ GSR[s(ℓ+1),s(ℓ+1)+q]
(
m(ℓ+1),m+,m−,Λ; δ0, t
(ℓ+1)
)
. We call m+,m− the
principal points. We set s(m±) = s(ℓ+1) + q. We call Λ(s(m
±)−1)(m±) the (s(m±)− 1)-set for m±.
Theorem 6.11. Let HΛ,ε ∈ GPR[s(ℓ+1),s(ℓ+1)+q]
(
m(ℓ+1),m+,m−,Λ; δ0, t
(ℓ+1)
)
. The following statements
hold:
(1) Define inductively D(x; Λ) = D(x; Λ \ {m+,m−}) = D(x; Λ \ m(ℓ+1)) = D(x; Λ(m)) if x ∈
Λ(m) \ m(ℓ+1), D(x; Λ) = D(x; Λ \ {m+,m−}) = 4 log(δ(s(ℓ+1)+q−1)0 )−1 if x ∈ m(ℓ+1) \ {m+,m−}, and
D(x; Λ) = 4 log(δ
(s(ℓ+1)+q)
0 )
−1 if x ∈ {m+,m−}. Then, D(·; Λ\m(ℓ+1)) ∈ GΛ\m(ℓ+1),T,κ0 , D(·; Λ\{m+,m−}) ∈
GΛ\{m+,m−},Zν\{m+,m−},T,κ0 , D(·; Λ) ∈ GΛ,T,κ0 .
(2) Let L(s
(ℓ+1)+q−1,±) := LR
(
E
(
m±,Λ(m+); ε
)
, 2δ
(s(ℓ+1)+q−1)
0
)
. For any (ε, E) ∈ L(s(ℓ+1)+q−1,±),
(6.76) |(E −HΛ\{m+,m−},ε)−1(x, y)| ≤ sD(·;Λ\{m+,m−}),T,κ0,|ε|;Λ\{m+,m−},R(x, y).
(3) The functions
Q(s
(ℓ+1)+q)(m±,Λ; ε, E) =∑
m,n∈Λ\{m+,m−}
h(m±,m; ε)(E −HΛ\{m+,m−})−1(m,n)h(n,m±; ε),
G(s
(ℓ+1)+q)(m±,m∓,Λ; ε, E) = h(m±,m∓; ε)+∑
m,n∈Λ\{m+,m−}
h(m±,m; ε)(E −HΛ\{m+,m−})−1(m,n)h(n,m∓; ε)
(6.77)
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are well-defined and and C2-smooth in the domain L(s
(ℓ+1)+q−1,+) ∪ L(s(ℓ+1)+q−1,−),∣∣∂αEQ(s(ℓ+1)+q)(m±,Λ; ε, E)− ∂αEQ(s(ℓ+1)+q−1)(m±,Λ(m+); ε, E)∣∣
≤ 4|ε|3/2 exp
(
−κ0R(s
(ℓ+1)+q−1)
)
≤ |ε|(δ(s(ℓ+1)+q−1)0 )12,∣∣∂αEG(s(ℓ+1)+q)(m±,m∓,Λ; ε, E)− ∂αEG(s(ℓ+1)+q−1)(m±,m∓,Λ(m+); ε, E)∣∣
≤ 4|ε|3/2 exp
(
−κ0R(s
(ℓ+1)+q−1)
)
≤ |ε|(δ(s(ℓ+1)+q−1)0 )12,∣∣∂αEQ(s(ℓ+1)+q)(m±,Λ; ε, E)∣∣ ≤ |ε|, |E − v(m±0 )−Q(s(ℓ+1)+q)(m±,Λ; ε, E)| < |ε|,
|∂αEG(s
(ℓ+1)+q)(m+,m−,Λ; ε, E)
∣∣ ≤ 8|ε|3/2 exp(−7κ0
8
|m+ −m−|
)
≤ |ε|3/2 exp
(
−κ0R(s(ℓ+1)−1)
)
≤ |ε|(δ(s(ℓ+1)−1)0 )12.
(6.78)
Furthermore, set ρ0 = δ
(s(ℓ+1)+q−1), ρj = ρ0, gj = g0, j = 1, . . . , ℓ,
f1(ε, E) = E − v(m+)−Q(s
(ℓ+1)+q)(m+,Λ; ε, E), f2(ε, E) = E − v(m−)−Q(s
(ℓ+1)+q)(m−,Λ; ε, E),
b2(ε, E) = |G(s(ℓ+1)+q)(m±,m∓,Λ; ε, E)|2, f(ε, E) = f1(ε, E)− b
2(ε, E)
f2(ε, E)
(6.79)
Then, f ∈ F(ℓ+1)
g(ℓ+1),1−4−ℓ
(f1, f2, b
2), τ (fj) > τ [ℓ]/4, τ (f) ≥ τ [ℓ+1]/4, where τ [ℓ+1] is the same as in Proposi-
tion 6.9.
(4) Let (ε, E) ∈ L(s(ℓ+1)+q−1,±). Then, E ∈ specHΛ,ε if and only if E obeys
χ(ε, E) :=
(
E − v(m+)−Q(s(ℓ+1)+q)(m+,Λ; ε, E)) · (E − v(m−)−Q(s(ℓ+1)+q)(m−,Λ; ε, E))
− |G(s(ℓ+1)+q)(m+,m−,Λ; ε, E)|2 = 0.
(6.80)
(5) Let f be as in part (3) and let χ(f) be as in Definition 4.9. Then, χ(ε, E) = 0 if and only if χ(f) = 0.
For ε ∈ (−εs(0)−1, εs(0)−1), the equation
(6.81) χ(f)(ε, E) = 0
has exactly two solutions E(m+,Λ; ε) > E(m−,Λ; ε), which obey
(6.82) |E(m±,Λ; ε)− E(m±,Λ(m+); ε)| < 4|ε|(δ(s(ℓ+1)+q−1)0 )1/8,
[a1(ε, E) + |b(ε, E)|]|E=E(m+,Λ;ε) ≥ E(m+,Λ; ε)
≥ max(a1(ε, E), a2(ε, E) + |b(ε, E)|)|E=E(m+,Λ;ε),
[a2(ε, E)− |b(ε, E)|]|E=E(m+,Λ;ε) ≤ E(m−,Λ; ε)
≤ min(a2(ε, E), a1(ε, E)− |b(ε, E)|)|E=E(m−,Λ;ε),
(6.83)
where
a1(ε, E) = v(m
+) +Q(s
(ℓ+1)+q)(m+,Λ; ε, E), a2(ε, E) = v(m
−) +Q(s
(ℓ+1)+q)(m−,Λ; ε, E),
b(ε, E) = |b1(ε, E)|, b1(ε, E) = G(s(ℓ+1)+q)(m+,m−,Λ; ε, E).
The functions E(m±,Λ; ε) are C2-smooth on the interval (−εs0−1, εs0−1) and obey the estimates (6.68).
(6)
specHΛ,ε ∩
{
|E − E(m+,Λ(m+); ε, E)| < (δ
(s(ℓ+1)+q−1)
0 )
1/2
2
}
= {E(m+,Λ; ε), E(m−,Λ; ε)},
E(m±,Λ; 0) = v(m±).
(6.84)
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Furthermore, assume
(6.85) (δ
(s(ℓ+1)+q)
0 )
4 < min
±
|E − E(m±,Λ; ε)| < 2δ(s(ℓ+1)+q−1)0 , E ∈ R.
Then the matrix (E −HΛ,ε) is invertible. Moreover,
(6.86) |[(E −HΛ,ε)−1](x, y)| ≤ sD(·;Λ),T,κ0,|ε|;k,Λ,R(x, y).
(7) Let ϕ(±)(Λ; ε) := ϕ(±)(·,Λ; ε) be the eigenvector corresponding to E(m±,Λ; ε) and normalized by
ϕ(±)(m±,Λ; ε) = 1. Then,
|ϕ(±)(n,Λ; ε)| ≤ |ε|1/2
∑
m∈m(ℓ)
exp
(
−7
8
κ0|n−m|
)
, n /∈ m(ℓ),
|ϕ(±)(m,Λ; ε)| ≤ 1 +
∑
0≤t<s(ℓ+1)+q
4−t for any m ∈ m(ℓ).
(6.87)
For any n ∈ Λ(m+), we have
(6.88) |ϕ(±)(n,Λ; ε)− ϕ(±)(n,Λ(m+); ε)| ≤ 2|ε|(δ(s(ℓ)+q−1)0 )5.
Proof. The proof of each of the statements (1)–(6) is completely similar to the proof of either a statement
from Proposition 5.9 or a statement from Proposition 6.5, and we omit them. Let us prove (7). We discuss
the cases ℓ ≤ 2. For ℓ > 2, the proof is completely similar. Let ℓ = 1. We follow for this case the
notation from Proposition 5.9. In particular m(1) = (m+0 ,m
−
0 ). Due to part (7) in Proposition 5.9, the
eigenvectors ϕ(s
(1),±)(Λ; ε), normalized by ϕ(s
(1),±)(m±0 ,Λ; ε) = 1, obey (6.87) with ℓ = 1, q = 0. Let
ϕ(s
(1)−1)(Λ(s
(1)−1)(m+0 ); ε) be the vector defined in part (6) of Proposition 3.3 with HΛ(s(1)−1)(m+),ε in the
role of HΛ,ε. Set ϕ˜(n) = ϕ
(s(1),+)(n,Λ; ε), n ∈ Λ(s(1)−1)(m+0 ). Recall that m+0 +B(R(s
(1)−1)) ⊂ Λ(s(1)−1)(m+0 )
and m−0 /∈ Λ(s
(1)−1)(m+0 ). Therefore, using (6.87), one obtains
(6.89) ‖(E(s(1),+)(Λ; ε)−H
Λ(s
(1)−1)(m+0 ),ε
)ϕ˜‖ ≤ exp
(
−κ0R(s
(1)−1)
)
.
It follows from part (4) of Proposition 3.3 that
(6.90)
specH
Λ(s
(1)−1)(m+0 )
∩{|E(s(1)−1)(m+0 ,Λ(s
(1)−1)(m+0 ); ε)−E| < δ(s
(1)−1)
0 } = {E(s
(1)−1)(m+0 ,Λ
(s(1)−1)(m+0 ); ε)}.
Clearly, ‖ϕ(s(1)−1)(·,Λ(s(1)−1)(m+0 ); ε)‖, ‖ϕ˜‖ ≥ 1. Combining (6.89), (6.90) with standard perturbation theory
arguments, one concludes that there exists ζ with |ζ| = 1 such that
(6.91) ‖ζ ϕ
(s(1)−1)(Λ(s
(1)−1)(m+0 ); ε)
‖ϕ(s(1)−1)(Λ(s(1)−1)(m+0 ); ε)‖
− ϕ˜‖ϕ˜‖‖ ≤ 2
exp(−κ0R(s(1)−1))
δ
(s(1)−1)
0
< exp
(
−κ0
2
R(s
(1)−1)
)
.
Note that ‖ϕ(s(1)−1)(·,Λ(s(1)−1)(m+0 ); ε)‖ ≤ 2. Since ϕ(s
(1)−1)(m+0 ,Λ
(s(1)−1)(m+0 ); ε) = 1, ϕ˜(m
+
0 ) = 1, one
concludes that ‖ϕ(s(1)−1)(Λ(s(1)−1)(m+0 ); ε)− ϕ˜‖ ≤ exp(−κ02 R(s
(1)−1)), as claimed. This finishes part (7) for
ℓ = 1, q = 0. The case ℓ = 1, q > 0 is similar.
Let ℓ = 2, q = 0. Using the notation from Definition 6.1, assume that (6.5) holds, m+ := m+0 , m
−
: = m
+
j0
.
Recall that m(2) = m = ((m+0 ,m
−
0 ), (m
+
j0
,m−j0)). Due to Proposition 6.5, (6.21) holds. As above, (6.87)
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follows from (6.21) and Lemma 2.7. As in the proof of part (7) of Proposition 5.9, one obtains
Res[(E −HΛ)−1(n,m±)]|E=E(s(1),±)(m+0 ,Λ;ε) = −α
±
∑
x∈Λ\{m+,m−}
(E(s
(1),±)(m+,Λ; ε)−HΛ\{m+,m−})−1(n, x)[h(x,m±; ε) + h(x,m∓; ε)β±], n ∈ Λ \ {m+,m−},
Res[(E −HΛ)−1(m±,m±)]|E=E(s(1),±)(m+,Λ;ε) = α±,
Res[(E −HΛ)−1(m±,m∓)]|E=E(s(1),±)(m+,Λ;ε) = α±ι±
(6.92)
with 0 < |α±| ≤ 1, |β±|, |ι±| ≤ 1. In particular,
HΛ,εϕ
(s(1),±)(Λ; ε) = E(s
(1),±)(m+,Λ; ε)ϕ(s
(1),±)(Λ; ε),
ϕ(s
(1),±)(Λ; ε)(m±) = 1, ϕ(s
(1),±)(Λ; ε)(m∓) = ι±,
ϕ(s
(1),±)(Λ; ε) := (α±)−1
(
Res[(E −HΛ)−1(n,m±)]|E=E(s(1),±)(m+0 ,Λ;ε)
)
n∈Λ
.
(6.93)
The rest of the arguments for part (7) is completely similar to case ℓ = 1. 
Remark 6.12. Assume HΛ,ε ∈ GSR[s(ℓ+1),s(ℓ+1)+q]
(
m(ℓ+1),m+,m−,Λ; δ0, t
(ℓ+1)
)
. Definitions 6.8 and 6.10
do not require any upper estimate for the quantity diam(m(ℓ+1)). This estimate is needed for an effective
application of the estimate (6.87) on |ϕ(±)(n,Λ; ε)| from Theorem 6.11. In applications we always assume
the following condition,
|m+ −m−| < R(s(ℓ+1)+1)/4,
m(ℓ+1) ⊂
⋃
+,−
(
m± +B(R(s
(ℓ+1)−1)/4)
)
.
(6.94)
Although the first line implies the second one, it is convenient to keep it this way for the sake of referring to
them. Recall that due to Definition 6.10,
(
m±+B(R(s
(ℓ+1)+q)
) ⊂ Λ. Therefore, (6.87) combined with (6.94)
yields
(6.95) |ϕ(±)(n,Λ; ε)| ≤ |ε|1/22ℓ+2 exp
(
−7
8
κ0R
(s(ℓ+1)+q)
)
, n ∈ Λ \
⋃
+,−
(
m± +B(R(s
(ℓ+1)+q)).
LetHΛj ,ε ∈ GSR[s
(ℓ+1),s(ℓ+1)+q]
(
m(ℓ+1),m+,m−,Λj ; δ0, t
(ℓ+1)
)
, j = 1, 2, with the same principal setm(ℓ+1)
and with the same principal points m+,m−. We denote by v(n, j) the diagonal entries of HΛj ,ε. We assume
that v(n, 1) = v(n, 2) for n ∈ Λ1 ∩ Λ2. Let E
(
m±,Λj; ε
)
be the eigenvalue defined in Theorem 6.11 with
HΛj ,ε in the role of HΛ,ε, j = 1, 2.
Corollary 6.13. Assume that condition (6.94) holds for Λ = Λj, j = 1, 2. Then,
(6.96)
∣∣E(m±,Λ1; ε)− E(m±,Λ2; ε)∣∣ < |ε|(δ(s(ℓ+1)+q)0 )5.
Proof. The proof is similar to the proof of Corollary 3.6. However, since the eigenvalues E
(
m±,Λj; ε
)
are
almost double degenerate, some additional arguments are required. Let ϕ(±)(Λj ; ε) be the vector defined in
part (7) of Theorem 6.11 with HΛj ,ε in the role of HΛ,ε. Set ϕ˜
±(Λ2; ε)(n) = ϕ
(±)(Λ1; ε)(n) if n ∈ Λ2 ∩ Λ1,
ϕ˜±(Λ2; ε)(n) = 0 otherwise. It follows from Remark 6.12 that
(6.97) ‖(E(m±,Λ1; ε)−HΛ2,ε)ϕ˜±‖ ≤ exp
(
−7κ0
8
R(s
(ℓ+1)+q)
)
.
Since ‖ϕ˜±‖ ≥ |ϕ˜±(m±)| = 1, one has
(6.98) dist(E
(
m±,Λ1; ε
)
, specHΛ2,ε) ≤ exp
(
−7κ0
8
R(s
(ℓ+1)+q)
)
.
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Since the principal set m(ℓ+1) is the same for both Λj, one can use induction, like in the proof of Corollary 3.6,
to verify that in fact
(6.99) dist(E
(
m±,Λ1; ε
)
, {E(m+,Λ2; ε), E(m−,Λ2; ε)}) ≤ exp(−7κ0
8
R(s
(ℓ+1)+q)
)
.
If E
(
m+,Λ2; ε
) − E(m−,Λ2; ε) < exp(−κ03 R(s(ℓ+1)+q)), then we are done. Assume E(m+,Λ2; ε) −
E
(
m−,Λ2; ε
) ≥ exp(−κ03 R(s(ℓ+1)+q)). Assume |E(m+,Λ1; ε) − E(m−,Λ2; ε)| < exp(− 7κ08 R(s(ℓ)+q)). Since
(ϕ(+)(Λ1; ε), ϕ
(−)(Λ1; ε)) = 0, it follows from Remark 6.12 that (ϕ˜
+(Λ2; ε), ϕ˜
−(Λ2; ε))| < exp(− 7κ08 R(s
(ℓ)+q)).
Since ‖ϕ˜+(Λ2; ε)‖ ≥ 1, combined with (6.97) this implies |(specHΛ2,ε) ∩ {|E − E
(
m−,Λ2; ε
)| <
exp(−κ02 R(s
(ℓ)+q))}| ≥ 2. However, E(m+,Λ2; ε) is the only eigenvalue of HΛ2,ε different from
E
(
m−,Λ2; ε
)
that may belong to {|E − E(m−,Λ2; ε)| < exp(−κ02 R(s(ℓ)+q))}. This contradicts the as-
sumption |E(m+Λ2; ε) − E(m−,Λ2; ε)| ≥ exp(−κ03 R(s(ℓ)+q)). Thus, |E(m±,Λ1; ε) − E(m−,Λ2; ε)| <
exp(− 7κ08 R(s
(ℓ)+q)) is impossible. Similarly, |E(m±,Λ1; ε) − E(m+,Λ2; ε)| < exp(− 7κ08 R(s(ℓ)+q)) is im-
possible. Since E
(
m+,Λj ; ε
)
> E
(
m−,Λj ; ε
)
, the statement follows from (6.99). 
Using the notation from Theorem 6.11, assume that the functions h(m,n, ε), m,n ∈ Λ, depend also on
some parameter k ∈ (k1, k2), that is, h(m,n; ε) = h(m,n; ε, k). Assume that HΛ,ε,k :=
(
h(m,n; ε, k)
)
m,n∈Λ
∈
GSR[s
(ℓ+1),s(ℓ+1)+q]
(
m(ℓ+1),m+,m−,Λ; δ0, t
(ℓ+1)
)
for all k. Let Q(s
(ℓ+1)+q)(m±,Λ; ε, k, E) etc. be the func-
tions introduced in Theorem 6.11 with HΛ,ε,k in the role of HΛ,ε.
Lemma 6.14. (1) If h(m,n; ε, k) are Ct-smooth functions of k, then Q(s
(ℓ+1)+q)(m±,Λ; ε, E) etc. are Ct-
smooth functions of all variables involved.
(2) Assume also that h(m,n; ε, k) are C2-smooth functions that for m 6= n obey |∂αh(m,n; ε, k)| ≤
B0 exp(−κ0|m − n|) for |α| ≤ 2. Furthermore, assume that |∂αh(m,m; ε, k)| ≤ B0 exp(κ0|m − m+|1/5)
for any m ∈ Λ, 0 < |α| ≤ 2. Then, for |α| ≤ 2, we have
|∂α(E −HΛ\{m+,m−},k)−1](x, y)| ≤ (3B0)αDαD(·;Λ\{m+,m−}),T,κ0,|ε|;Λ\{m+,m−}(x, y),
|∂αQ(s+q)(m±,Λ; ε, k, E)| ≤ (3B0)α|ε|DαD(·;Λ\{m+,m−}),T,κ0,|ε|;Λ\{m+,m−}(m±,m±) < (3B0)α|ε|3/2,
|∂αG(s+q)(m±,m∓,Λ; ε, k, E)| ≤ (3B0)αDαD(·;Λ\{m+,m−}),T,κ0,|ε|;Λ\{m+,m−}(m±,m∓)
< (3B0)
α|ε|1/2 exp(−κ0|m+ −m−/16|),
(6.100)
(6.101) |∂αE(m±,Λ; ε, k, E)− ∂αv(m±, k)| < (3B0)α|ε|3/2.
The proof of this statement is completely similar to the proof of Lemma 3.5 and we skip it.
7. Matrices with Inessential Resonances Associated with 1-Dimensional Quasi-Periodic
Schro¨dinger Equations
Let c(n), n ∈ Zν \ {0} obey
c(n) = c(−n) , n ∈ Zν ,
|c(n)| ≤ exp(−κ0|n|) , n ∈ Zν ,
(7.1)
where 0 < κ0 ≤ 1/2 is a constant.
Fix an arbitrary γ ≥ 1. Given γ − 1 ≤ |k| ≤ γ and ǫ > 0, set λ = 256γ and consider ε with |ε| = λ−1ǫ.
With
v(n; k) = λ−1(nω + k)2 , n ∈ Zν ,
h0(n,m) = λ
−1c(n−m),
h(n,m; ε, k) = v(n; k) if m = n,
h(n,m; ε, k) = ε h0(n,m) if m 6= n,
(7.2)
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consider Hε,k =
(
h(m,n; ε, k)
)
m,n∈Zν . This is consistent with the notation in (3.1)–(3.4) of Section 3 with
(7.3) B1 = λ
−1.
We denote by HΛ′;ε,k the submatrices
(
h(m,n; ε, k)
)
m,n∈Λ′
, Λ′ ⊂ Zν . We assume that the vector ω satisfies
the following Diophantine condition,
(7.4) |nω| ≥ a0|n|−b0 , n ∈ Zν \ {0},
with some 0 < a0 < 1, ν < b0 <∞. Just for the sake of normalization of some estimates in this section, we
assume that ‖ω‖ ≤ 1, so that |mω| ≤ |m| for any m ∈ Zν .
Let a0, b0 be as in (7.4). Set b1 = 32b0, β1 = b
−1
1 = (32b0)
−1. Fix an arbitrary R1 with logR1 ≥
max(log(100a−10 ), 2
34β−11 log κ
−1
0 ). Fix also k ∈ R. Set
(7.5)
R(1) = R1, δ
4
0 := δ
(0)
0 = (R
(1))−
1
β1 , δ
(u−1)
0 = exp
(−(logR(u−1))2), u = 2, . . . , R(u) := (δ(u−1)0 )−β1 .
Let us remark here that the definition (7.5) is consistent with (3.10). In particular, log δ−10 > 2
32β−11 log κ
−1
0 .
Another remark is that, due to the Diophantine condition, one has
(7.6) |mω| ≥ a0|m|−b0 ≥ a0(48R(u))−b0 > (R(u))−2b0 = (δ(u−1)0 )1/16 if 0 < |m| ≤ 48R(u).
Define
k±m = −
mω
2
± σ(m) with σ(m) = 32(δ(s−1)0 )1/6 if 12R(s−1) < |m| ≤ 12R(s) and σ(0) = 32(δ(0)0 )1/6,
k±m,s = k
±
m ± 64
∑
r≤s−1, (δ
(r)
0 )
1/2≤σ(m)
(δ
(r)
0 )
1/2, s ≥ 1, k±m,0 := k±m,
(7.7)
where R(0) := 0. Note the following identities,
k±−m = −k∓m, k±−m,s = −k∓m,s.
Lemma 7.1. (1) For |m| ≤ 12R(1), the intervals (k−m,2, k+m,2) are disjoint. We denote by Ij(s) the connected
components of R \⋃0<|m′|≤12R(s)(k−m′,s+1, k+m′,s+1).
(2) For s ≥ 2, each Ij(s) is a subinterval of some Ik(s− 1).
(3) For j 6= k, dist(Ij(s), Ik(s)) ≥ 64(δ(s−1)0 )1/6.
Proof. All statements follow readily from the definitions (7.7). 
Lemma 7.2. (1) Let m ∈ Zν , 0 < δ < 1/16 be arbitrary. If |v(m, k)−v(0, k)| < δ2, then min(|mω|, |2k+
mω|) ≤ 32δ if γ ≤ 4 and min(|mω|, |2k +mω|) ≤ 256δ2 if γ > 4.
(2) If min(|mω|, |2k +mω|) < δ < 1, then |v(m, k)− v(0, k)| ≤ δ.
Assume s ≥ 2 and k ∈ R \⋃0<|m′|≤12R(s)(k−m′,s, k+m′,s). Then,
(3) If min(|mω|, |2k+mω|) < 32(δ(s−1)0 )1/2, then k+mω ∈ R\
⋃
|m′|≤12R(s)(k
−
m′,s−1, k
+
m′,s−1). Moreover,
if in addition sgn(k + mω) = sgnk, then k, k + mω belong to the same connected component of
R \ ⋃|m′|≤12R(s)(k−m′,s−1, k+m′,s−1). In particular, if |v(m, k) − v(0, k)| < δ(s−1)0 , then k + mω ∈
R \⋃|m′|≤12R(s)(k−m′,s−1, k+m′,s−1).
(4) If 0 < |m1−m2| ≤ 12R(s), then maxj |v(mj , k1)−v(0, k1)| ≥ (δ(s−1)0 )1/2 for any |k1−k| < (δ(s−1)0 )1/2.
In particular, if 0 < |m2| ≤ 12R(s), then |v(m2, k1)− v(0, k1)| ≥ (δ(s−1)0 )1/2.
Proof. (1) One has |v(m, k) − v(0, k)| = λ−1|mω| · |2k +mω|. Hence min(λ−1/2|mω|, λ−1/2|2k +mω|) < δ.
So, if γ ≤ 4, λ ≤ 210 and the claim holds. Assume now γ > 4. Assume for instance λ−1/2|2k +mω| < δ.
In this case, |mω| > 2|k| − δλ1/2 > 2γ − 2 − γ1/2 > γ. Hence, |2k +mω| < λγ |v(m, k) − v(0, k)| < 256δ2. If
λ−1/2|mω| < δ, then |2k +mω| > 2|k| − δλ1/2 > 2γ − 2− γ1/2 > γ. As before it follows that |mω| < 256δ2.
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(2) Assume that |mω| < δ. Then, since λ > 4max(|k|, 1), one has
|v(m, k)− v(0, k)| ≤ λ−1(2|k|+ δ)δ < δ.
This verifies (2) in this case. The verification in the second possible case is similar.
(3) Assume that |mω| < 32(δ(s−1)0 )1/2, k ∈ R \
⋃
0<|m′|≤12R(s)(k
−
m′,s, k
+
m′,s). Recall that σ(m
′) ≥
32(δ
(s−1)
0 )
1/6 > 32(δ
(s−1)
0 )
1/2 if 0 < |m′| ≤ 12R(s). Hence,
k +mω ∈ R \
⋃
0<|m′|≤12R(s)
(k−m′,s + 32(δ
(s−1)
0 )
1/2, k+m′,s − 32(δ(s−1)0 )1/2) ⊂ R \
⋃
0<|m′|≤12R(s)
(k−m′,s−1, k
+
m′,s−1).
Assume that |(k + mω) − (−k)| ≤ 32(δ(s−1)0 )1/2. Since −
⋃
0<|m′|≤12R(s)(k
−
m′,s, k
+
m′,s) =⋃
0<|m′|≤12R(s)(k
−
m′,s, k
+
m′,s), one has −k ∈ R \
⋃
0<|m′|≤12R(s)(k
−
m′,s, k
+
m′,s). Therefore, k + mω ∈ R \⋃
0<|m′|≤12R(s)(k
−
m′,s−1, k
+
m′,s−1). Moreover, if sgn(k + mω) = sgnk, then k, k + mω belong to the same
connected component of R \ ⋃|m′|≤12R(s)(k−m′,s−1, k+m′,s−1). This finishes the proof of the first statement
in (3). The last statement in (3) follows from the first one with part (1) of the current lemma taken into
account.
(4) Recall that due to the Diophantine condition, |(m2 −m1)ω| ≥ a0(1 + |m2 −m1|)−b0 ≥ σ(m2 −m1).
Let k ∈ R \⋃0<|n|≤12R(s)(k−n,s, k+n,s). We prove (4) first for k1 = k. Assume that maxj |v(mj , k)− v(0, k)| <
9(δ
(s−1)
0 )
1/2. Then, due to part (1), one has min(|mjω|, |2k + mjω|) ≤ 32 · 3(δ(s−1)0 )1/4 < 128(δ(s−1)0 )1/4,
j = 1, 2. If |mjω| < 128(δ(s−1)0 )1/4, j = 1, 2, then 256(δ(s−1)0 )1/4 > |(m2−m1)ω| > σ(m2−m1). Due to (7.7),
this implies |m2−m1| > 12R(s), contrary to the assumption in (4). Similarly, if |2k+mjω| < 128(δ(s−1)0 )1/4,
j = 1, 2, then |m2−m1| > 12R(s). Assume now that, for instance, |m1ω| < 128(δ(s−1)0 )1/4 and |2k+m2ω| <
128(δ
(s−1)
0 )
1/4. Then, |2k+(m2−m1)ω| < 256(δ(s−1)0 )1/4 < σ((m2−m1)), since |m2−m1| ≤ 12R(s). Hence,
k ∈
(
−m
′ω
2
− 128(δ(s−1)0 )1/4,−
m′ω
2
+ 128(δ
(s−1)
0 )
1/4
)
⊂(
−m
′ω
2
− σ(m
′)
2
,−m
′ω
2
+
σ(m′)
2
)
⊂ (k−m′,s, k+m′,s)
with m′ = m2 − m1. Combined with the assumption k ∈ R \
⋃
0<|m′|≤12R(s)(k
−
m′,s, k
+
m′,s), this implies
|m′| > 12R(s). This contradicts |m2 −m1| ≤ 12R(s). Let now |k1 − k| < (δ(s−1)0 )1/2. It follows from the
above arguments that in any event |k+mjω| ≤ λ+1. In particular, λ−1(|k+mjω|+ |k1+mjω|) ≤ 5. Hence,
|v(mj , k1)− v(mj , k)| = λ−1|k − k1|(|k +mjω + k1 +mjω|) ≤ 5(δ(s−1)0 )1/2,
|v(0, k1)− v(0, k)| = λ−1|k − k1|(|k|+ |k1|) ≤ 3(δ(s−1)0 )1/2,
and the statement follows. 
Remark 7.3. (1) For any Λ ⊂ Zν , the matrix HΛ,ε,k obeys conditions (3.2)–(3.4) from Section 3. Due to
statement (1) of Lemma 7.2, HΛ,ε,k ∈ N(1)(n0,Λ, δ′0) with δ′0 = δ′0(Λ, n0, k) := λ−1[minm∈Λ\{n0}min(|(m −
n0)ω|, |2k + (m− n0)ω|)]2, provided k /∈ ω2Zν and ε is sufficiently small.
(2) For the rest of this work we use the notation γ, λ without reference to γ ≥ 1, γ − 1 ≤ |k| ≤ γ,
λ = 256γ. It is convenient for technical reasons not to assume here that γ is an integer.
We will repeatedly use the following basic properties of the matrices HΛ,ε,k.
Lemma 7.4. Let Λ ⊂ Zν , m ∈ Zν be arbitrary.
(1) Consider the map S : Λ→ m+Λ, S(n) = n+m, n ∈ Λ. Given ψ(·) ∈ CΛ, set S∗(ψ)(n′) = ψ(n′−m),
n′ ∈ (m + Λ). The map S∗ : ψ → S∗(ψ) is a unitary operator, which conjugates Hm+Λ,ε,k with
HΛ,ε,k+mω.
(2) Consider the map S : Λ → −Λ, S(n) = −n, n ∈ Λ. Given ψ(·) ∈ CΛ, set S∗(ψ)(n′) = ψ(−n′),
n′ ∈ −Λ. The map S∗ : ψ → S∗(ψ) is a unitary operator, which conjugates HΛ,ε,k with H−Λ,ε,−k.
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(3) Using the notation from (1) and (2), one has for any n0 ∈ Λ, k /∈ ω2Zν and sufficiently small ε,
Q(S(n0), S(Λ); ε, k, E) = Q(n0,Λ; ε, k +mω,E),
E(1)(S(n0), S(Λ); ε, k) = E
(1)(n0,Λ; ε, k +mω),
Q(S(n0), S(Λ); ε, k, E) = Q(n0,Λ; ε,−k,E),
E(1)(S(n0), S(Λ); ε, k) = E
(1)(n0,Λ; ε,−k).
(7.8)
Assume that HΛ,ε,k with some given subsets M
(s′) ⊂ Λ, s′ = 1, . . . , s−1, Λ(s′)(m) ⊂ Λ, m ∈M(s′) belongs
to N(s)(n(0),Λ, δ0) (resp., HΛ,ε ∈ GSR[s(ℓ+1)]
(
m(ℓ+1),Λ; δ0, t
(ℓ+1)
)
). Let m0 be arbitrary. Then,
(4) The matrix HΛ−m0,ε,k+m0ω with the subsets M
(s′) − m0 ⊂ Λ − m0, s′ = 1, . . . , s − 1, Λ(s′)(m −
m0) := Λ
(s′)(m) − m0 ⊂ Λ − m0, m ∈ M(s′) belongs to N(s)(n(0) − m0,Λ − m0, δ0) (resp.,
GSR[s
(ℓ+1)]
(
m(ℓ+1),Λ; δ0, t
(ℓ+1)
)
). Furthermore, let E(s)(n(0),Λ; ε, k) (resp., E(m±,Λ; ε, k)) be de-
fined as in Proposition 3.3 (resp., Theorem 6.11) with HΛ,ε,k in the role of HΛ,ε. Then,
E(s)(n(0),Λ; ε, k) = E(s)(n(0) −m0,Λ −m0; ε, k +m0ω) (resp., E(m+,Λ; ε, k) = E(m+ −m0,Λ −
m0; ε, k +m0ω)).
(5) The matrix H−Λ,ε,−k with the subsets −M(s′) ⊂ −Λ, s′ = 1, . . . , s−1, Λ(s′)(−m) := −Λ(s′)(m) ⊂ −Λ,
m ∈ M(s′) belongs to N(s)(−n(0),−Λ, δ0) (resp., HΛ,ε ∈ GSR[s(ℓ+1)]
(
m(ℓ+1),Λ; δ0, t
(ℓ+1)
)
). Further-
more, E(s)(n(0),Λ; ε, k) = E(s)(−n(0),−Λ; ε,−k) (resp., E(m±,Λ; ε, k) = E(−m±,−Λ; ε,−k)).
Proof. (1) Both statements follow from the definition of the matrices HΛ,ε,k.
(2) The statements follow from the definition of the matrices HΛ,ε,k and the symmetry v(n, k) =
v(−n,−k), n ∈ Zν , k ∈ R.
(3) For k /∈ ω2Zν , any Λ′, n′0 ∈ Λ′, and sufficiently small |ε|, HΛ′,ε,k ∈ N(1)(n′0,Λ′, δ′0) with δ′0 =
δ′0(Λ
′, n′0, k) := λ
−1[minm∈Λ′\{n0}min(|(m − n′0)ω|, |2k + (m − n′0)ω|)]2. In particular, all functions in (7.8)
are well-defined for sufficiently small |ε|. The identities in (7.8) follow from Proposition 3.3 and (1), (2) of
the present lemma.
(4)&(5) Assume that HΛ,ε,k with some given subsets M
(s′) ⊂ Λ, s′ = 1, . . . , s−1, Λ(s′)(m) ⊂ Λ, m ∈M(s′)
belongs to N(s)(n(0),Λ, δ0). Let m0 be arbitrary. We will verify that HΛ−m0,ε,k+m0ω ∈ N(s)(n(0) −m0,Λ−
m0, δ0). The proof goes by induction over s = 1, 2, . . . . Note first that v(n, k) = v(n − m0, k + m0ω)
for any k, n,m0. Furthermore, due to part (1), HΛ,ε,k and HΛ−m0,ε,k+m0ω are unitarily conjugate. In
particular, these matrices have the same eigenvalues. Secondly, recall that since HΛ,ε,k ∈ N(s)(n(0),Λ, δ0),
E(s)(n(0),Λ; k, ε) is the only eigenvalue of HΛ,ε,k which is analytic in ε and obeys E
(s)(n(0),Λ; k, 0) =
v(n(0), k). If HΛ−m0,ε,k+m0ω ∈ N(s)(n(0) −m0,Λ −m0, δ0), then E(s)(n(0) −m0,Λ −m0; k +m0ω, ε) is the
only eigenvalue of HΛ−m0,ε,k+m0ω that is analytic in ε and obeys E
(s)(n(0) − m0,Λ − m0; k + m0ω, 0) =
v(n(0) −m0, k +m0ω) = v(n(0), k). Since the matrices have the same eigenvalues, these two functions are
equal. We use these remarks for an induction argument over s = 1, 2, . . . . If HΛ,ε,k ∈ N(1)(n(0),Λ, δ0),
then HΛ−m0,ε,k+mω ∈ N(1)(n(0) −m0,Λ −m0, δ0); see Definition 3.1. Assume that the statement holds for
s′ = 1, 2, . . . , s−1 in the role of s. Clearly, conditions (a), (b), (d), (f) of Definition 3.1 hold forHΛ−m0,ε,k+m0ω
since they hold for HΛ,ε,k. Condition (c) of Definition 3.1 holds due to the inductive assumption applied to
each HΛ(r),ε,k with r ≤ s− 1. Due to the previous remarks, we see that condition (e) of Definition 3.1 holds
for HΛ−m0,ε,k+m0ω since it holds for HΛ,ε,k. This finishes the proof of (4) in case HΛ,ε,k ∈ N(s)(n(0),Λ, δ0).
The proof of (5) in case HΛ,ε,k ∈ N(s)(n(0),Λ, δ0) is completely similar ( of course, one should again use the
fact that the matrices have the same eigenvalues and are self-adjoint ). The proof of both (4) and (5) in case
HΛ,ε ∈ GSR[s(ℓ+1)]
(
m(ℓ+1),Λ; δ0, t
(ℓ+1)
)
is completely similar. 
Given two sets Λ′,Λ′′ ⊂ Zν , we introduce the following relation:
(7.9) Λ′ ≬ Λ′′ if Λ′ ∩ Λ′′ 6= ∅ and Λ′ ∩ (Zν \ Λ′′) 6= ∅.
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Set
Λ
(1)
k (0) = B(2R
(1)), k ∈ R \
⋃
0<|m′|≤12R(1)
(k−m′,0, k
+
m′,0),
M
(1)
k,1 = {m : |v(m, k)− v(0, k)| ≤ δ0/16}, k ∈ R \
⋃
0<|m′|≤12R(2)
(k−m′,1, k
+
m′,1),
Λ
(1)
k (m) = m+ Λ
(1)
k+mω(0), m ∈M(1)k,1,
Λ
(2)
k (0) = B(3R
(2)) \
( ⋃
m′∈M
(1)
k,1
:Λ
(1)
k
(m′)≬B(3R(2)))
Λ
(1)
k (m
′)
)
,
M
(2)
k,2 = {m : |v(m, k)− v(0, k)| ≤ 3δ(1)0 /4}, k ∈ R \
⋃
0<|m′|≤12R(3)
(k−m′,2, k
+
m′,2),
Λ
(2)
k (m) = m+ Λ
(2)
k+mω(0), m ∈M(2)k,2, k ∈ R \
⋃
0<|m′|≤12R(3)
(k−m′,2, k
+
m′,2),
M
(s−1)
k,s−1 = {m : |v(m, k)− v(0, k)| ≤ 3δ(s−2)0 /4}, k ∈ R \
⋃
0<|m′|≤12R(s−1)
(k−m′,s−1, k
+
m′,s−1),
M
(s′)
k,s−1 = {m : |v(m, k)− v(0, k)| ≤ (3δ(s
′−1)
0 /4)−
∑
s′<s′′≤s−1
δ
(s′′−1)
0 ,
m /∈
⋃
s′<s′′≤s−1
⋃
m′′∈M
(s′′)
k,s−1
Λ
(s′′)
k (m
′′)}, 1 < s′ ≤ s− 2,
M
(1)
k,s−1 = {m : |v(m, k)− v(0, k)| ≤ (δ(0)0 /16)−
∑
1<s′′≤s−1
δ
(s′′−1)
0 ,
m /∈
⋃
1<s′′≤s−1
⋃
m′′∈M
(s′′)
k,s−1
Λ
(s′′)
k (m
′′)}, k ∈ R \
⋃
0<|m′|≤12R(s−1)
(k−m′,s−1, k
+
m′,s−1),
Λ
(s′)
k (m) = m+ Λ
(s′)
k+mω(0), m ∈M(s
′)
k,s−1, k ∈ R \
⋃
0<|m′|≤12R(s−1)
(k−m′,s−1, k
+
m′,s−1).
(7.10)
Λ
(s)
k (0) = B(3R
(s)) \
( ⋃
r=1,...,s−1
⋃
m′∈M
(r)
k,s−1:Λ
(r)
k (m
′)≬B(3R(s)))
Λ
(r)
k (m
′)
)
,
k ∈ R \
⋃
0<|m′|≤12R(s)
(k−m′,s−1, k
+
m′,s−1).
Remark 7.5. It follows from the definitions in (7.10) that
(a) 0 ∈M(s−1)k,s−1.
(b) M
(s′)
k,s−1 ∩M(s
′′)
k,s−1 = ∅ for any s′ < s′′ ≤ s− 1.
(c) Due to (7.10), for any r, we have B(2R(r)) ⊂ Λ(r)k (0) ⊂ B(3R(r)). In particular, Λ(s−1)k (0) ⊂ Λ(s)k (0).
Furthermore, we use the notation Λ
(s′)
k (m) and not Λ
(s′)
k,s−1(m). This is because if m ∈M(s
′)
k,s1
for some s1 < s,
the set m+ Λ
(s′)
k+mω(0) is still the same.
(d) If s′ < s− 1, m ∈M(s′)k,s−1, then
(3δ
(s′)
0 /4)−
∑
s′+1<s′′≤s−1
δ
(s′′−1)
0 < |v(m, k)− v(0, k)| ≤ (3δ(s
′−1)
0 /4)−
∑
s′<s′′≤s−1
δ
(s′′−1)
0 .
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Furthermore, it follows from the definition of the set M
(s−1)
k,s−1 and part (4) of Lemma 7.2 that for any m ∈
M
(s−1)
k,s−1 \ {0} with |m| ≤ 12R(s), we have
(δ
(s−1)
0 )
1/2 < |v(m, k)− v(0, k)| ≤ 3δ(s−2)0 /4.
Lemma 7.6. Let s ≥ 2 and k ∈ R \⋃0<|m′|≤12R(s−1)(k−m′,s−1, k+m′,s−1). Then,
(1) If mi ∈ M(s
′)
k,s−1, 1 ≤ s′ ≤ s − 1, i = 1, 2 and m1 6= m2, then |m1 − m2| > 12R(s
′),
dist(Λ
(s′)
k (m1),Λ
(s′)
k (m2)) > 6R
(s′).
(2) Assume that for some m1,m2 ∈ Zν , s1 < s2, we have
|v(mi, k)− v(0, k)| ≤ (3δ(si−1)0 /4)−
∑
si<s′′≤s−1
δ
(s′′−1)
0 , i = 1, 2.
Then,
(7.11) |v(m1 −m2, k +m2ω)− v(0, k +m2ω)| < 3δ(s1−1)0 /4−
∑
s1<s′′≤s2−1
δ
(s′′−1)
0 .
(3) Assume that for every 2 ≤ s′ ≤ s− 1, the following condition holds:
(Ss′) If k ∈ R \
⋃
0<|m′|≤12R(s′)(k
−
m′,s′−1, k
+
m′,s′−1), m1 ∈ M(s1)k,s′−1, s1 ≤ s′ − 1, |m1| < 12R(s
′),
then either Λ
(s1)
k (m1) ⊂ Λ(s
′)
k (0) or Λ
(s1)
k (m1) ∩ Λ(s
′)
k (0) = ∅.
Then, for every s ≥ 2, the following statement holds. Assume that for some s1 ≤ s − 1, |m1| <
12R(s), we have
|v(m1, k)− v(0, k)| ≤ (3δ(s1−1)0 /4)−
∑
s1<s′′≤s−1
δ
(s′′−1)
0 .
Then:
either (α) m1 ∈ Λ(s2)k (m2) for some s1 < s2 ≤ s− 1, m2 ∈M(s2)k,s−1,
or (β) m1 ∈ M(s1)k,s−1 and Λ(s1)k (m1)) ∩ Λ(s2)k (m2) = ∅ for any m2 ∈ M(s2)k,s−1 m2 6= m1 with
s1 ≤ s2 ≤ s− 1.
In case (α), one has m1 + Λ
(s1)
k+m1ω
(0) ⊂ Λ(s2)k (m2).
(4) The condition (Ss′) holds for each s
′ = 2, . . . , s.
Proof. (1) Since k ∈ R \⋃0<|m′|≤12R(s−1)(k−m′,s−1, k+m′,s−1) ⊂ R \⋃0<|m′|≤12R(s′)(k−m′,s′ , k+m′,s′), part (4) of
Lemma 7.2 applies. Therefore, |m1 −m2| > 12R(s′). It follows from the definition of the sets Λ(r)k (m) that
Λ
(r)
k (m) ⊂ (m+B(3R(r))) for any m, r. Thus the second statement in (1) also holds.
(2) We have
|v(m1 −m2, k +m2ω)− v(0, k +m2ω)| ≤ |v(m1, k)− v(0, k)|+ |v(0, k)− v(m2, k)|
< 3δ
(s1−1)
0 /4−
∑
s1<s′′≤s−1
δ
(s′′−1)
0 + 3δ
(s2−1)
0 /4−
∑
s2<s′′≤s−1
δ
(s′′−1)
0
< 3δ
(s1−1)
0 /4−
∑
s1<s′′≤s2−1
δ
(s′′−1)
0 ,
(7.12)
as claimed.
(3) The proof goes via induction over s = 2, 3, . . . . Note first of all that due to part (3) of Lemma 7.2,
k + m1ω ∈ R \
⋃
0<|m′|≤12R(s1)(k
−
m′,s1−1
, k+m′,s1−1), so Λ
(s1)
k+m1ω
(0) is well-defined in any event. Let s = 2.
The only possibility here is s1 = 1 and there is no room for case (α). Due to part (1) of the current lemma,
one has dist(Λ
(1)
k (m1),Λ
(1)
k (m2)) > 6R
(1) for any m2 ∈M(1)k,1, m2 6= m1. This proves part (3) for s = 2. It is
important to note here, for the sake of the proof of (4), that for s = 2, the proof of (3) does not require any
additional condition; in particular, the condition (S2) is not required. Let s > 2 be arbitrary. Assume that
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(3) holds for any s′ < s in the role of s. Assume that (α) fails. Then, m1 ∈M(s1)k,s−1, just due to the definition
(7.10). With part (1) of the current lemma taken into account, it suffices to consider |m1 −m2| < 12R(s2)
with s1 < s2 ≤ s− 1, m2 ∈M(s2)k,s−1. Note that
(7.13) m1 −m2 /∈ Λ(s2)k+m2ω(0).
Indeed, otherwise m1 ∈ (m2 + Λ(s2)k+m2ω(0)) = Λ
(s2)
k (m2), contrary to the assumption that (α) fails for m1.
Note also that due to part (3) in Lemma 7.2, k + m2ω ∈ R \
⋃
0<|m′|≤12R(s2)(k
−
m′,s2−1
, k+m′,s2−1). Since
|m1 −m2| < 12R(s2) and (7.11) holds, one can apply the inductive assumption for part (3) of the current
lemma to k +m2ω in the role of k, (m1 −m2) in the role of m1, and s2 in the role of s. So, either (α) or
(β) hold. Consider first case (α), that is, assume that m1 −m2 ∈ Λ(s
′)
k+m2ω
(m′) for some s1 < s
′ ≤ s2 − 1,
m′ ∈ M(s′)k+m2ω,s2−1. The inductive assumption for the very last statement in part (3) implies that in this
case one has
(7.14) (m1 −m2) + Λ(s1)k+m1ω(0) ⊂ Λ
(s′)
k+m2ω
(m′).
It follows from (7.13) that
(7.15) Λ
(s′)
k+m2ω
(m′) " Λ(s2)k+m2ω(0).
It follows from (7.15) and condition (Ss2) that
(7.16) Λ
(s′)
k+m2ω
(m′) ∩ Λ(s2)k+m2ω(0) = ∅.
Combining (7.14) with (7.16), one obtains
(7.17) (m1 + Λ
(s1)
k+m1ω
(0)) ∩ (m2 + Λ(s2)k+m2ω(0)) = ∅,
which is what is claimed for m1 in (β). This finishes the proof if (α) holds for m1 −m2. Assume now that
(β) holds for m1 −m2, that is,
(7.18) ((m1 −m2) + Λ(s1)k+m1ω(0)) ∩ Λ
(s′)
k+m2ω
(m′) = ∅
for any s1 ≤ s′ ≤ s2 − 1, m′ ∈ M(s
′)
k+m2ω,s2−1
. Since |m1 − m2| < 12R(s2) and (7.11) holds, one has
(m1 −m2) ∈M(s1)k+m2ω,s2−1. Since (7.13) holds, condition (Ss2) implies
(7.19) ((m1 −m2) + Λ(s1)k+m1ω(0)) ∩ Λ
(s2)
k+m2ω
(0) = ∅.
The relation (7.19) implies (7.17). This finishes the inductive verification of the dichotomy in (3). To finish
part (3), assume that (α) holds for m1. So, m1 ∈ m2 + Λ(s2)k+m2ω(0) for some s1 < s2 ≤ s− 1, m2 ∈M
(s2)
k,s−1.
Recall that (7.11) holds. Due to the inductive assumption, either (α) or (β) holds for (m1 −m2). Consider
first the case (β). Then, (m1 −m2) ∈M(s1)k+m2ω,s2−1. Since (m1 −m2) ∈ Λ
(s2)
k+m2ω
(0), due to condition (Ss2),
one has (m1 −m2) + Λ(s1)k+m1ω(0) ⊂ Λ
(s2)
k+m2ω
(0). This implies the second statement in part (3) in this case.
Consider now case (α), that is, m1 − m2 ∈ Λ(s
′)
k+m2ω
(m′) for some s1 < s
′ ≤ s2 − 1, m′ ∈ M(s
′)
k+m2ω,s2−1
.
Since (m1 −m2) ∈ Λ(s2)k+m2ω(0), due to condition (Ss2), one has Λ
(s′)
k+m2ω
(m′) ⊂ Λ(s2)k+m2ω(0). Furthermore,
|m1 −m2| < 12R(s′) < 12R(s2). Due to part (2) of the current lemma, (7.11) holds and one can apply the
inductive assumption for the second statement in part (3) of the current lemma with m1−m2 in the role of
m1, m
′ in the role of m2, and s2 in the role of s. Hence, (m1−m2)+Λ(s1)k+m1ω(0) ⊂ Λ
(s′)
k+m2ω
(0). This finishes
the inductive proof of (3).
(4) Once again the proof goes via induction over s = 2, 3, . . . . Let us verify (S2). The only possibility
here is s1 = 1 and m1 ∈ M(1)k,1. Assume Λ(1)k (m1) ∩ Λ(2)k (0) 6= ∅. Then, clearly, Λ(1)k (m1) ∩ B(3R(2)) 6= ∅.
78 DAVID DAMANIK AND MICHAEL GOLDSTEIN
Note that Λ
(1)
k (m1) ∩ (Zν \B(3R(2))) = ∅. Indeed, otherwise Λ(1)k (m1) ≬ B(3R(2))). Since
(7.20) Λ
(2)
k (0) = B(3R
(2)) \
( ⋃
m′∈M
(1)
k,1:Λ
(1)
k (m
′)≬B(3R(2)))
Λ
(1)
k (m
′)
)
,
that would imply Λ
(1)
k (m1) ∩ Λ(2)k (0) = ∅, contrary to the assumption. Let m′ be an arbitrary vector in the
union in (7.20). Since m1 is not included in the union in (7.20), m
′ 6= m1. Due to part (3) of the current
lemma, Λ
(1)
k (m
′) ∩ Λ(1)k (m1) = ∅. Combining this fact with Λ(1)k (m1) ∩ (Zν \ B(3R(2))) = ∅, one concludes
that Λ
(1)
k (m1) ⊂ Λ(2)k (0). This finishes the case s = 2. Assume that (Ss′) holds for any s′ ≤ s − 1. Let us
verify (Ss). Using the notation from (Ss), one can assume that (m1 + Λ
(s1)
k+m1ω
(0)) ∩ Λ(s)k (0) 6= ∅. Since we
assume that (Ss′) holds for any s
′ ≤ s− 1, we can apply part (3) to m1. Consider first the case (β). In this
case, m1 ∈M(s1)k,s−1, (m1 + Λ(s1)k+m1ω(0)) = Λ
(s1)
k (m1). Recall that
(7.21) Λ
(s)
k (0) = B(3R
(s)) \
( ⋃
r=1,...,s−1
⋃
m′∈M
(r)
k,s−1:Λ
(r)
k (m
′)≬B(3R(s)))
Λ
(r)
k (m
′)
)
.
Clearly, this implies Λ
(s1)
k (m1)∩B(3R(s)) 6= ∅. Note that Λ(s1)k (m1)∩ (Zν \B(3R(s))) = ∅. Indeed, otherwise
Λ
(s1)
k (m1) ≬ B(3R
(s))). This would imply Λ
(s1)
k (m1)∩Λ(s)k (0) = ∅, contrary to the assumption. Let m′ be an
arbitrary vector in the union in (7.21). Since m1 is not included in the union in (7.21), m
′ 6= m1. Due to part
(3) of the current lemma, Λ
(s′)
k (m
′)∩Λ(s1)k (m1) = ∅. Combining this fact with Λ(s1)k (m1)∩(Zν \B(3R(s))) = ∅,
one concludes that Λ
(s1)
k (m1) ⊂ Λ(s)k (0). Consider now the case (α). Using the notation from case (α), one
has m1 + Λ
(s1)
k+m1ω
(0) ⊂ Λ(s2)k (m2). Note that for m2, case (β) takes place. Clearly Λ(s2)k (m2) ∩ Λ(s)k (0) 6= ∅.
Hence, Λ
(s2)
k (m2) ⊂ Λ(s)k (0) and we are done. 
Remark 7.7. (1) We remark here that in the proof of part (3) in Lemma 7.6, we did not use the definition
of the set Λ
(s)
k (0) from (7.10). We did use the definition of the sets Λ
(s′)
k (m
′), s′ ≤ s−1 from (7.10), part (1)
of Lemma 7.6 and condition (Ss−1) only. We will invoke this fact in Remark 7.20. We use the latter in
Sections 8 and 9.
(2) For technical reasons related to small values of |k|, we need to introduce for those k some auxiliary
sets Λ
(s)
k,sym(m) ⊂ Λ(s)k (m), which give a very good “approximation” of Λ(s)k (m) and at the same time obey
−Λ(s)k,sym(m) = Λ(s)k,sym(m); see Lemma 7.18.
Lemma 7.8. For any k ∈ R, r, s, we have M(r)−k = −M(r)k , Λ(s)−k(−m) = −Λ(s)k (m).
Proof. One has v(−m,−k) = v(m, k) for any m, k. This implies the first statement, M(r)−k = −M(r)k . Using
this, one can easily verify the second statement using induction in s. 
To proceed with the definition of Λ
(s)
k,sym(m), we need some combinatorics.
Definition 7.9. Let s > 0 be an arbitrary integer. Let A = (a1, . . . , an) be an arbitrary word over the
alphabet {1, 2, . . . , s}. We say that the word A is correct if it has no sub-word A˜ = (aj , . . . , ak) with j < k,
aj = ak, and maxj<i<k ai < aj. Otherwise, the word is called incorrect. By convention, each one letter word
A = (a1) is correct. We denote by A(s) the collection of all words over the alphabet {1, 2, . . . , s} and by
Ac(s) the collection of all correct words in A(s). We also say that the word A = (a1, . . . , an) has length n.
Lemma 7.10. If A = (a1, . . . , an) ∈ Ac(s), then n ≤ 2s − 1.
Proof. The proof goes by induction on s. For s = 1, the only correct word is A = (1). Assume that the
statement holds for the alphabet {1, . . . , s− 1}. If aj < s for every j, then A ∈ Ac(s− 1) and the statement
holds due to the inductive assumption. Assume that aj = s for some j. Then, ak < s for every k 6= j since
otherwise A /∈ Ac(s). Let A1 = (a1, . . . , aj−1), A2 = (aj+1, . . . , an). Then, clearly, A1, A2 ∈ Ac(s− 1). Due
to the inductive assumption j − 1 ≤ 2s−1 − 1, n− j ≤ 2s−1 − 1. Hence, n ≤ 2s − 1. 
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Lemma 7.11. Suppose A = (a1, . . . , an) /∈ Ac(s). Let A˜ = (aj , . . . , ak) be a minimal length incorrect
sub-word of A. Then, aj = ak, ai < aj for any j < i < k and k − j ≤ 2aj − 1.
Proof. Obviously, a minimal length incorrect sub-word A˜ = (aj , . . . , ak) /∈ Ac(s) exists. Due to the min-
imality, the words A1 = (aj+1, . . . , ak) and A2 = (aj , . . . , ak−1) are correct. On the other hand, A˜ has a
sub-word (aj+ℓ, . . . , ak−m) such that aj+ℓ = ak−m, ai < aj+ℓ for any j + ℓ < i < k −m. Since both A1 and
A2 are correct, ℓ = 0 and m = 0. So, aj = ak, ai < aj for any j < i < k. In particular, A1 ∈ Ac(aj). Due to
Lemma 7.10, k − j ≤ 2aj − 1. 
Definition 7.12. (1) Consider arbitrary subsets Λ′,Λ′′ ⊂ Zν . Assume that Λ′ ∩Λ′′ 6= ∅, Λ′ * Λ′′, Λ′′ * Λ′.
In this case, we say that Λ′ and Λ′′ are chained. A sequence Λ(ℓ), ℓ = 1, . . . , n with n ≥ 2 is called a chain
if Λ(ℓ) and Λ(ℓ+1) are chained for every ℓ = 1, . . . , n− 1.
(2) Let L be a system of sets Λ ⊂ Zν . Let t(Λ) be a function Λ ∈ L with values in N. We
say that (L, t) is a proper subtraction system if the following conditions hold: (i) For any a ∈ N,
Ra := minΛ′,Λ′′∈L:t(Λ′)=a, t(Λ′′)=a, Λ′ 6=Λ′′ dist(Λ
′,Λ′′) > 0, (ii) Let Λ ∈ L be arbitrary, a = t(Λ) + 1. There
exist subsets Ξj ⊂ Λ, j = 1, . . . such that diam(Ξj) < 2−aRa, Λ = ∪jΞj, and if for some for some Λ′ ∈ L,
Λ ∩ Λ′ 6= ∅, then Ξj ∩ Λ′ 6= ∅ for any j.
(3) Let (L, t) be a proper subtraction system. Given an arbitrary set Λ0,0,⊂ Zν , we set
(7.22) Λ0,ℓ = Λ0,ℓ−1 \
( ⋃
Λ∈L:Λ*Λ0,ℓ−1
Λ
)
.
Lemma 7.13. Let (L, t) be a proper subtraction system.
(1) Let Λ,Λ′ ∈ L, Λ ∩ Λ′ 6= ∅. Let a = t(Λ) + 1. For any x ∈ Λ, we have dist(x,Λ′) < 2−aRa.
(2) Let a ∈ N and let Λ(ℓ), ℓ = 1, . . . , n be a chain, Λ(ℓ) ∈ L, t(Λ(ℓ)) < a, ℓ = 1, . . . , n. Then,
dist(Λ(1),Λ(n)) < (n− 1)2−aRa.
Proof. (1) Let Ξj ⊂ Λ, j = 1, . . . be as in (ii) of part (2) of Definition 7.12. Since Λ ∩ Λ′ 6= ∅, one has
Ξj ∩ Λ′ 6= ∅ for any j. Given x ∈ Λ, there exists j such that x ∈ Ξj . Since diam(Ξj) < 2−aRa, the claim
follows.
(2) The proof goes by induction in n = 2, . . . . For n = 2, the claim is clear since Λ(1) ∩ Λ(2) 6= ∅.
Let n > 2. Assume the claim holds for any chain with n − 1 sets. Clearly, Λ(ℓ), ℓ = 1, . . . , n − 1 is a
chain. Hence, dist(Λ(1),Λ(n−1)) < (n − 2)2−aRa. Therefore there exist x ∈ Λ(1), y ∈ Λ(n−1) such that
|x − y| < (n − 2)2−aRa. By part (1) of the current lemma, dist(y,Λ(n)) < 2−aRa. Hence, dist(x,Λ(n)) ≤
|x− y|+ dist(y,Λ(n)) < (n− 1)2−aRa. 
Lemma 7.14. Let Λ0,ℓ be as in (7.22). Let
Nℓ =
{
Λ ∈ L : Λ ∩ Λ0,ℓ−1 6= ∅, Λ ∩
(
Zν \ Λ0,ℓ−1
) 6= ∅}.
(1) Assume that Λ0,ℓ 6= Λ0,ℓ−1, ℓ = 1, . . . , ℓ1. Let Λ ∈ Nℓ1 . There exists a chain Λ(ℓ), ℓ = 0, . . . , ℓ1 such
that Λ(0) = Λ0,0, Λ
(ℓ1) = Λ, Λ(ℓ) ∈ Nℓ, ℓ = 1, . . . , ℓ1, and in particular, Λ(ℓ) 6= Λ(ℓ′) if ℓ < ℓ′.
(2) Assume that s = supΛ∈L t(Λ) <∞. There exists ℓ0 < 2s such that Λ0,ℓ = Λ0,ℓ0, for any ℓ ≥ ℓ0.
(3) Let ℓ0 be such such that Λ0,ℓ0+1 = Λ0,ℓ0 . Then, for any Λ ∈ L, we have either Λ ⊂ Λ0,ℓ0 or
Λ ⊂
(
Zν \ Λ0,ℓ0
)
.
Proof. (1) The proof of the first statement goes by induction over ℓ1 = 1, 2, . . .. Assume that Λ0,1 6= Λ0,0.
Then, N1 6= ∅. Just by the definition, Λ ∈ N1 if and only if Λ is chained with Λ0,0. Assume that the
statement holds for any ℓ′ = 1, 2, . . . , ℓ1 − 1 in the role of ℓ1. Assume that Λ ∈ Nℓ1 . One has the following
cases.
(α): Λ ∩ (Zν \ Λ0,ℓ1−2)6= ∅. Since Λ ∈ Nℓ1 , one has Λ ∩ Λ0,ℓ1−1 6= ∅, Λ ∩ Λ0,ℓ1−2 6= ∅. Together with the
assumption of the case, this implies Λ ∈ Nℓ1−1, which in turn implies Λ ∩ Λ0,ℓ1−1 = ∅, which contradicts
Λ ∈ Nℓ1 . Thus, this case is impossible.
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(β): Λ∩ (⋃Λ′∈Nℓ1−1 Λ′ \Λ0,ℓ−2)6= ∅. In this case, there exists Λ′ ∈ Nℓ1−1 such that Λ∩Λ′ 6= ∅. Note that
Λ ⊂ Λ′ is impossible, since in this case one would have Λ ∩ Λ0,ℓ1−1 = ∅, contrary to the assumption that
Λ ∈ Nℓ1 . Assume that Λ′ ⊂ Λ. Since Λ ∈ Nℓ1−1, this would imply Λ∩Λ0,ℓ1−2 6= ∅ and Λ∩
(
Zν \Λ0,ℓ1−2
) 6= ∅.
This means Λ ∈ Nℓ1−1. This is again impossible, since in this case one would have Λ ∩ Λ0,ℓ1−1 = ∅. Thus,
Λ is chained with Λ′. Applying the inductive assumption to Λ′, one obtains the statement for Λ. Assume
Λ(ℓ) = Λ(ℓ
′), ℓ < ℓ′. Then Λ(ℓ) ∈ Nℓ and at the same time Λ(ℓ) ∈ Nℓ′ . This is inconsistent with the definition
of the sets Λ0,ℓ−1 and Nℓ.
(2) Assume that Λ0,ℓ 6= Λ0,ℓ−1, ℓ = 1, . . . , ℓ1 for some ℓ1 ≥ 2s. Due to part (1) of the current lemma, there
exists a chain Λ(ℓ), ℓ = 0, . . . , ℓ1 such that Λ
(ℓ) ∈ Nℓ, ℓ = 1, . . . , ℓ1. Consider the word A = (a1, . . . , aℓ1),
aj = t(Λ
(j)) over the alphabet {1, . . . , s}. Since ℓ1 ≥ 2s, due to Lemma 7.10, A /∈ Ac(s). Due to Lemma 7.11,
A has a sub-word A˜ = (aj , . . . , ak) such that aj = ak, ai < aj for any j < i < k and k−j ≤ 2aj−1. Due to part
(2) of Lemma 7.13, there exist x ∈ Λ(j+1), y ∈ Λ(k−1) with |x−y| < (k−j−2)2−ajRaj . Since Λ(j)∩Λ(j+1) 6= ∅,
due to part (1) of Lemma 7.13 one has dist(x,Λ(j)) < 2−ajRaj . Similarly, dist(y,Λ
(k)) < 2−ajRaj . Hence
dist(Λ(j),Λ(k)) < (k−j)2−ajRaj < Raj . On the other hand, due to part (1) of the current lemma, Λ(j) 6= Λ(k).
Since t(Λ(j)) = t(Λ(k)) = aj , this contradicts the definition of the quantities Ra. Thus, there exists ℓ0 < 2
s
such that Λ0,ℓ0 = Λ0,ℓ0+1. It follows from the definition (7.22) that Λ0,ℓ = Λ0,ℓ0 , for any ℓ ≥ ℓ0.
(3) This follows from the definition (7.22). 
Set S(n) = −n, n ∈ Zν .
Lemma 7.15. Let s ≥ 2 and k ∈ R \⋃0<|m′|≤12R(s−1)(k−m′,s−1, k+m′,s−1). Assume |k| < δ(s−2)0 .
(1) If |v(m, k)− v(0, k)| < δ, with δ(s−2)0 /2 ≤ δ < 1/64, then |v(S(m), k)− v(0, k)| < 4δ/3.
(2) Let s′ < s, mj ∈ M(s
′)
k,s−1, j = 1, 2, and assume that S(m1) 6= m2. Then,
dist(S(Λ
(s′)
k (m1)),Λ
(s′)
k (m2)) > 6R
(s′).
Proof. (1) Note first of all that γ = 1, λ = 256. Since |v(m, k)−v(0, k)| < δ, it follows from (1) in Lemma 7.2
that min(|mω|, |2k +mω|) ≤ 32δ1/2. In particular, |mω| ≤ 32δ1/2 + 2|k| < 32δ1/2 + 2δ. One has
|v(S(m), k) − v(0, k)| = |v(−m, k)− v(0, k)| = λ−1|mω||2k −mω| ≤ λ−1|mω|(|2k +mω|+ 4|k|)
= |v(m, k)− v(0, k)|+ 4λ−1|mω||k| < δ + 1
64
(32δ1/2 + 2δ)(2δ) < 4δ/3.
(7.23)
(2) One has |v(mj , k) − v(0, k)| < 3δ(s
′−1)
0 /4, j = 1, 2. Note that 3δ
(s′−1)
0 /4 ≥ δ(s−2)0 /2, since we assume
s′ < s. Due to part (1), one also obtains |v(S(m1), k) − v(0, k)| < δ(s
′−1)
0 . Due to part (4) of Lemma 7.2,
one has |S(m1)−m2| > 12R(s′), since S(m1) 6= m2. This implies dist(S(Λ(s
′)
k (m1)),Λ
(s′)
k (m2)) > 6R
(s′). 
Definition 7.16. Assume s ≥ 2, |k| < δ(s−2)0 . It follows from (7.6) and (7.7) that k ∈ R \⋃
0<|m′|≤12R(s−1)(k
−
m′,s−1, k
+
m′,s−1). Let L
′ be the collection of all sets Λ(m) := Λ
(s′)
k (m) ∪ S(Λ(s
′)
k (m)),
1 ≤ s′ ≤ s− 1, m ∈ M(s′)k,s−1. We say that Λ(m1) ∽ Λ(m2) if s1 = s2, and either m1 = m2 or S(m1) = m2.
Clearly, this is an equivalence relation on L′. Let M be the set of equivalence classes. Clearly, each class has
at most two elements in it. For each m ∈ M, set Λ(m) = ⋃Λ(m1)∈m Λ(m1). Set L = {Λ(m) : m ∈ M}. Let
Λ(m) ∈ L, Λ(s′)(m) ∪ S(Λ(s′)(m)) ∈ m. Set t(Λ(m)) = s′. This defines an N-valued function on L. Set also
pm = {m, S(m)}. Clearly, the set pm depends only on m.
Lemma 7.17. Using the notation from Definition 7.16, the following statements hold.
(1) For any Λ(mj) ∈ L, j = 1, 2, such that t(Λ(m1)) = t(Λ(m2)), m1 6= m2, we have dist(Λ(m1),Λ(m2)) ≥
6R(t(Λ(m1))).
(2) For any m, we have
(7.24)
⋃
m∈pm
(
(m+B(2R(t(Λ(m)))))
) ⊂ Λ(m) ⊂ ⋃
m∈pm
(
(m+B(3R(t(Λ(m)))))
)
.
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Furthermore, Λ(m) = Ξ(m) ∪ S(Ξ(m)), where diam(Ξ(m)) ≤ 6R(t(Λ(m))).
(3) If m1 6= m2, then Λ(m1) 6= Λ(m2).
(4) The pair (L, t) is a proper subtraction system.
(5) For any m, we have Λ(m) = S(Λ(m)).
Proof. (1) Let Λ(s
′)(mj) ∪ S(Λ(s′)(mj)) ∈ mj, j = 1, 2. Since m1 6= m2, pm1 ∩ pm2 = ∅. Therefore,
dist(Λ(s
′)(m1),Λ
(s′)(m2)) > 6R
(s′), dist(S(Λ(s
′)(m1)), S(Λ
(s′)(m2))) > 6R
(s′). Furthermore, due to part (2)
of Lemma 7.15, dist(S(Λ(s
′)(m1)),Λ
(s′)(m2)) > 6R
(s′), dist(S(Λ(s
′)(m2)),Λ
(s′)(m1)) > 6R
(s′). This implies
the statement in (1).
(2) Let Λ(s
′)(m′) ∪ S(Λ(s′)(m′)) ∈ m. One has
(7.25)
(
m′ +B(2R(t(Λ(m))))
) ⊂ Λ(s′)(m′) ⊂ (m′ +B(3R(t(Λ(m))))).
Furthermore, {m′, S(m′)} = pm. This implies the first statement in (2). The second statement in (2) follows
from Definition 7.16.
(3) Let m1 6= m2. If t(Λ(m1)) = t(Λ(m2)), then (3) follows from (1). If t(Λ(m1)) 6= t(Λ(m2)), then (3)
follows from (2).
(4) Assume that t(Λ′) = t(Λ′′), Λ′ 6= Λ′′. It follows from (3) and (1) that dist(Λ′,Λ′′) ≥ R(t(Λ′)). So, (i)
from part (2) of Definition 7.12 holds with Ra ≥ R(a). Let Λ(m) be arbitrary, and set a = t(Λ(m)) + 1. Due
to part (2), one has Λ(m) = Ξ(m) ∪ S(Ξ(m)) with diam(Ξ(m)) ≤ 6R(t(Λ(m))) = 6R(a−1) < 2−aR(a) ≤ 2−aRa.
Furthermore, let Λ(m′) be arbitrary. Assume Λ(m) ∩ Λ(m′) 6= ∅. Once again, due to part (2), one has
Λ(m′) = Ξ(m′) ∪ S(Ξ(m′)). This implies Ξ(m) ∩ Λ(m′) 6= ∅ and S(Ξ(m)) ∩ Λ(m′) 6= ∅. Hence, (ii) from part
(2) of Definition 7.12 holds as well. This finishes the proof of (4).
(5) This follows readily from the definition of the sets Λ(m). 
Assume |k| < δ(s−2)0 . For ℓ = 1, 2, . . ., set
(7.26) B(s, 0) := B(3R(s)), B(s, ℓ) = B(s, ℓ − 1) \
( ⋃
m∈M:Λ(m)≬B(s,ℓ−1)
Λ(m)
)
.
Lemma 7.18. (1) There exists ℓ0 < 2
s such that B(s, ℓ) = B(s, ℓ + 1) for any ℓ ≥ ℓ0.
(2) For any Λ ∈ L, we have either Λ ⊂ B(s, ℓ0) or Λ ⊂
(
Zν \B(s, ℓ0)
)
.
(3) Set Λ
(s)
k,sym(0) = B(s, ℓ0). Then, for any Λ
(s′)
k (m), we have either Λ
(s′)
k (m) ∩ Λ(s)k,sym(0) = ∅ or
Λ
(s′)
k (m) ⊂ Λ(s)k,sym(0).
(4) S(B(s, ℓ)) = B(s, ℓ) for any ℓ. In particular, S(Λ
(s)
k,sym(0)) = Λ
(s)
k,sym(0).
(5) For any ℓ ≥ 1, we have
(7.27) {n ∈ B(s, ℓ− 1)) : dist(n,Zν \B(s, ℓ − 1)) ≥ 6R(s−1)} ⊂ B(s, ℓ) ⊂B(s, ℓ − 1)).
In particular, B(2R(s)) ⊂ Λ(s)k,sym(0) ⊂ B(3R(s)).
(6) Λ
(s)
k,sym(0) ⊂ Λ(s)k (0).
Proof. Parts (1), (2) follow from Lemma 7.14.
Let Λ
(s′)
k (m) be such that Λ
(s′)
k (m) ∩B(s, ℓ0) 6= ∅. Let m be the equivalence class containing Λ(s
′)
k (m) ∪
S(Λ
(s′)
k (m)). Then, just by definition, Λ
(s′)
k (m) ⊂ Λ(m). In particular, Λ(m) ∩B(s, ℓ0) 6= ∅. This implies
Λ(m) ⊂ B(s, ℓ0). Therefore, Λ(s
′)
k (m) ⊂B(s, ℓ0). This finishes the proof of (3).
To verify (4) note that S(B(s, 0)) = B(s, 0). Combining this with part (5) of Lemma 7.17, one obtains
T (B(s, ℓ)) = B(s, ℓ) for any ℓ, as claimed.
Consider an arbitrary Λ(m). It follows from (7.24) and Definition 7.16 that there exists m such that
Λ(m) ⊂ ((m+B(6R(t(Λ(m)))))) ∪ S((m+B(6R(t(Λ(m))))).
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Assume that Λ(m) ≬ B(s, ℓ− 1). Due to part (4) of the current lemma, S(B(s, ℓ− 1)) = B(s, ℓ− 1). Hence,
{n ∈ B(s, ℓ − 1)) : dist(n,Zν \B(s, ℓ− 1)) ≥ 6R(s−1)} ⊂ B(s, ℓ− 1) \ Λ(m).
This implies (7.27). The second statement in (5) follows from (7.27) since ℓ0 < 2
s.
Statement (6) follows from the definition of the sets Λ
(s)
k,sym(0), Λ
(s)
k (0). 
Proposition 7.19. Let s ≥ 1 and k ∈ R \⋃0<|m|≤12R(s)(k−m,s−1, k+m,s−1), δ0 := (δ(0)0 )1/2. Let ε0, εs be as
in Definition 3.1. For ε ∈ (−εs, εs), the following statements hold.
(1) For s = 1 and any 0 < |m| ≤ 12R(1), |k1 − k| < δ(1) := 2δ(0)0 , we have |v(m, k1)− v(0, k1)| ≥ δ0. If
s ≥ 2, 0 < |m| ≤ 12R(s), m /∈ ⋃1≤r≤s−1⋃m′∈M(r)
k,s−1
Λ
(r)
k (m
′), then |v(m, k)− v(0, k)| ≥ δ40.
(2) The matrix H
Λ
(s)
k (0),ε,k
belongs to N(s)(0,Λ
(s)
k (0), δ0). If s ≥ 2 and |k| < δ(s−2)0 , then the matrix
H
Λ
(s)
k,sym(0),ε,k
belongs to N(s)(0,Λ
(s)
k,sym(0), δ0). We introduce an additional notation Λ
(s)
k,a(0), which
means Λ
(s)
k (0) if |k| ≥ δ(s−2)0 , and either of Λ(s)k (0), Λ(s)k,sym(0) if |k| < δ(s−2)0 . For s ≥ 2, the
subsets from Definition 3.1 are as follows: M
(r)
k (Λ
(s)
k,a(0)) := M
(r)
k,s−1 ∩ Λ(s)k,a(0), Λ(r)k (m′), m′ ∈
M
(r)
k,s−1(Λ
(s)
k,a(0)), r = 1, . . . , s− 1.
(3) Assume that k ∈ R \ ⋃|m|≤12R(s)(k−m,s, k+m,s). Then for any m ∈ M(s)k,s, the matrix HΛ(s)k,a(m),ε,k
with the subsets m+M
(r)
k+mω(Λ
(s)
k+mω,a(0)), Λ
(r)
k (m
′) := m′ + Λ
(r)
k+m′ω(0), r = 1, . . . , s− 1 belongs to
N(s)(m,Λ
(s)
k,a(m), δ
(0)
0 ).
(4) For |k − k1| < δ(1), the matrix HΛ(1)k (0),ε,k1 belongs to the class N
(1)(0,Λ
(1)
k (0), δ0). For s ≥ 2,
k1 ∈ (k− δ(s), k+ δ(s)) with δ(s) := 2δ(s−2)0 , the matrix HΛ(s)k,a(0),ε,k1 with the subsets M
(r)
k (Λ
(s)
k,a(0)),
Λ
(r)
k (m
′), m′ ∈ M(r)k (Λ(s)k,a(0)), r = 1, . . . , s − 1 belongs to the class N(s)(0,Λ(s)k,a(0), δ0). Let
Q(s)(0,Λ
(s)
k,a(0); ε, k1, E), E
(s)(0,Λ
(s)
k,a(0); ε, k1) be defined as in Proposition 3.3 with HΛ(s)k,a(0),ε,k1
in
the role of HΛ,ε. The following estimates hold for s = 1, |k1−k| < δ(0)0 /4 or s ≥ 2, |k1−k| < δ(s)/8:
(7.28) |∂αk1E(s)(0,Λ
(s)
k,a(0); ε, k1)− ∂αk1v(0, k1)| < |ε|17/16, α ≤ 2.
(sgn k1)∂
α
k1E
(1)(0,Λ
(1)
k,a(0); ε, k1) ≥
7|k1|
4λ
, 0 < α ≤ 2
(sgn k1)∂
αk1E
(s)(0,Λ
(s)
k,a(0); ε, k1) ≥
7|k1|
4λ
−
∑
s′≥1:|k|>δ
(s′)
0 /2
|ε|(δ(s′)0 )5, s ≥ 2, 0 < α ≤ 2,
(7.29)
(7.30) |E(s)(0,Λ(s)k,a(0); ε, k1)− E(s)(0,Λ(s)k,a(0); ε, k)| < 3|k − k1|.
Furthermore, if k2 ∈ (k−δ(s), k+δ(s)) and k2 ∈ R\
⋃
|m|≤12R(s)(k
−
m,s−1, k
+
m,s−1), so that the current
proposition applies to k2, then
(7.31) |E(s)(0,Λ(s)k,a(0); ε, k1)− E(s)(0,Λ(s)k2,a(0); ε, k1)| ≤ 3|ε|(δ
(s−1)
0 )
5.
(5) Let k1 ∈ (k − δ(s), k + δ(s)). Let Q(s′)(0,Λ(s
′)
k (0); ε, k1, E), E
(s′)(0,Λ
(s′)
k (0); ε, k1) be defined as in
Proposition 3.3 with H
Λ
(s′)
k (0),ε,k1
in the role of HΛ,ε. Then, for |α| ≤ 2,
(7.32) |∂αk1E(s)(0,Λ(s)k (0); ε, k1)− ∂αk1E(s−1)(0,Λ(s−1)k (0); ε, k1)| ≤ |ε|(δ(s−1)0 )5.
Here, E(0)(m′,Λ′; k′, ε) := v(m′, k′), as usual.
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(6) Let 0 < k < k′ ≤ γ, k, k′ ∈ R \ ⋃|m|≤12R(s)(k−m,s, k+m,s). Define k ∼s k′ if k, k′ are in the same
connected component of R \⋃0<|m|≤12R(s)(k−m,s, k+m,s), k ≁s k′ otherwise.
Then,
E(s)(0,Λ
(s)
k′ (0); ε, k
′)− E(s)(0,Λ(s)k (0); ε, k) ≤
9k′
4λ
(k′ − k) + 3|ε|(δ(s)0 )5
for any 0 < k < k′ ≤ γ if s = 1, and for k′ − k < δ(s−2)0 if s ≥ 2,
E(s)(0,Λ
(s)
k′ (0); ε, k
′)− E(s)(0,Λ(s)k (0); ε, k)
≥

7
8λ((k
′)2 − k2)− 3|ε|(δ(0)0 )4 if s = 1,
7
8λ((k
′)2 − k2)− 3|ε|(δ(s)0 )4 if s ≥ 2 and k ∼s k′,
7
8λ((k
′)2 − k2)− 8|ε|∑
s′≤s−1:min(k′−k,k)>δ
(s′)
0
(δ
(s′)
0 )
4 if s ≥ 2 and k ≁s k′.
(7.33)
(7)
E(s)(0,Λ
(s)
k (0); ε, k) = E
(s)(0,Λ
(s)
−k(0); ε,−k),
E(1)(0,Λ
(1)
k (0); ε, k1) = E
(1)(0,Λ
(1)
k (0); ε,−k1) if |k|, |k1| < δ(0)0 ,
E(s)(0,Λ
(s)
k,sym(0); ε, k1) = E
(s)(0,Λ
(s)
k,sym(0); ε,−k1) if s ≥ 2, |k|, |k1| < δ(s−2)0 /2.
(7.34)
Proof. In the proofs below we verify the statements for H
Λ
(s)
k (0),ε,k
. The verification for H
Λ
(s)
k,sym(0),ε,k
is
completely similar. Let k ∈ R \⋃|m|≤12R(1)(k−m,0, k+m,0) and suppose |k1 − k| < δ(1). Consider m satisfying
0 < |m| ≤ 12R(1). It follows from part (4) of Lemma 7.2 that |v(m, k1) − v(0, k1)| ≥ (δ(0)0 )1/2 = δ0. This
verifies the first statement in (1); see Definition 3.1. The second statement in (1) follows immediately from
the definition of the sets M
(r)
k,s−1.
The proof of parts (2)–(7) goes by induction in s = 1, 2, . . . . Let s = 1 and let k ∈ R \⋃
|m|≤12R(1)(k
−
m,0, k
+
m,0). First of all, part (5) is due to (3.71) from Lemma 3.5, part (7) is due to part
(5) of Lemma 7.4 and Lemma 7.8. It follows from part (1) that for |k1 − k| < δ(1), the matrix HΛ(1)k (0),ε,k1
belongs to the class N(1)(0,Λ
(1)
k (0), δ0). This gives the base of the induction for part (2) and for the first
statement in part (4). The second statement in part (4) is due to (3.71) from Lemma 3.5. Taking into
account that ∂αk h(m,n; k, ε) = 0 if m 6= n, and
|∂αk h(m,m; k, ε)| = 2λ−1|k +mω| < 8 exp(|m|1/5),
so that B0 = 8 in the notation of the lemma, one obtains the estimate (7.28). Assume |k| ≤ δ(0)0 /2. Note that
Λ
(1)
k (0) = −Λ(1)k (0). Due to parts (4) and (7) of the current proposition, the function E(1)(0,Λ(1)k (0); ε, k1)
is well defined, C2-smooth, obeys E(1)(0,Λ
(1)
k (0); ε, k1) = E
(1)(0,Λ
(1)
k (0); ε,−k1) for |k1| < δ(0)0 and
∂2k1E
(1)(0,Λ
(1)
k (0); ε, k1) > 7/4λ with λ = 256. This implies (7.29). Assume 1 ≥ k > δ(0)0 . Note that
λ = 256 in this case. Since E(1)(0,Λ
(1)
k (0); ε, k1) = E
(1)(0,Λ
(1)
k1
(0); ε, k1), one obtains using (7.28),
∂k1E
(1)(0,Λ
(s)
k (0); ε, k1) ≥ ∂k1v(0, k1)− |ε|17/16
= (2/λ)k1 − |ε|17/16 > 7k1
4λ
> (δ0)
2
(7.35)
for |k1 − k| < δ(0)0 /4 in case k > 0. A similar estimate holds for k ≥ 1 and for k < 0. So, (7.29)
holds in any event. The estimate (7.30) follows from (7.28). The estimate (7.31) is trivial for s = 1 since
Λ
(1)
k,sym(0) = Λ
(1)
k (0) = Λ
(1)
k2
(0). This finishes part (4) for s = 1.
Assume that k ∈ R\⋃|m|≤12R(2)(k−m,2, k+m,2). Then, due to Lemma 7.2, k+mω ∈ R\⋃|m|≤12R(2)(k−m,1, k+m,1)
for any m ∈ M(2)k,2. Therefore, due to part (2) of the current lemma with s = 1 and part (4) of Lemma 7.4,
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the matrix H
Λ
(1)
k (m),ε,k
belongs to the class N(1)(m,Λ
(1)
k (m), δ0). This is the base of the induction for part
(3).
We will now verify (6). The upper estimate follows from (7.28). Let us verify the lower estimate. Let
[k′j , k
′′
j ] be the connected components of the set R\
⋃
0<|m|≤12R(1)(k
−
m,2, k
+
m,2), enumerated so that k
′′
j < k
′
j+1.
Assume k′i ≤ k < k′ ≤ k′′i for some i. Assume also that k′ − k > δ(0)0 . Set θt = k + tδ(0)0 , t = 0, . . . , t′ − 1,
where t′ = [(δ
(0)
0 )
−1(k′ − k)]− 1, θt′ = k′. Combining (7.29) with (7.31), one obtains
(7.36) E(1)(0,Λ
(1)
θr
(0); ε, θr)− E(1)(0,Λ(1)θr−1(0); ε, θr−1) ≥
7
8λ
(θ2r − θ2r−1)− 3|ε|(δ(0)0 )5.
Adding up (7.36) over r = 1, . . . , t′, one obtains
(7.37) E(1)(0,Λ
(1)
k′ ; ε, k
′)− E(1)(0,Λ(1)k (0); ε, k) ≥
7
8λ
((k′)2 − k2)− 3t′|ε|(δ(0)0 )5.
Recall that in (6) we assume k′ ≤ γ. So, t′ ≤ (δ(0)0 )−1. Hence, (7.37) implies in particular the lower
estimate in (7.33). The argument for the case k′− k ≤ δ(0)0 is completely similar. Consider now an arbitrary
k + γ ≥ k′ > k. Recall that k′j+1 − k′′j ≥ min|m|<12R(1) σ(m) > 4ε1/20 . Let [k′j , k′′j ] be arbitrary such that
k′′j ≥ k. It follows from the definitions in (7.7) that (−δ(0)0 , δ(0)0 ) ⊂ [k′ℓ, k′′ℓ ] for some ℓ. Since k belongs to one
of the [k′m, k
′′
m], one concludes that k
′′
j ≥ δ(0)0 > ε1/20 . Due to part (5), one has
(7.38) E(1)(0,Λ
(1)
k′j+1
(0); ε, k′j+1)−E(1)(0,Λ(1)k′′j (0); ε, k
′′
j ) ≥ [v(0, k′j+1)−v(0, k′′j )]−2|ε| >
7
8λ
((k′j+1)
2−(k′′j )2).
Combining the estimates (7.38) with the estimates (7.37), and taking into account k−k′ ≤ 1, one concludes
that
(7.39) E(1)(0,Λ
(1)
k′ (0); ε, k
′)− E(1)(0,Λ(1)k (0); ε, k) ≥
7k
8λ
(k′2 − k2)− 12|ε|(δ(0)0 )4.
So, the lower estimate in (7.33) holds in any event.
This finishes the case s = 1.
Let s ≥ 2 be arbitrary. Once again, part (5) is due to (3.19) from Proposition 3.3 and part (7) is due
to part (5) of Lemma 7.4. Assume that statements (2)–(4) hold for any s′ = 1, . . . , s − 1 in the role of s.
We will now verify that H
Λ
(s)
k (0),ε,k
∈ N(s)(0,Λ(s)k (0), δ0). Condition (a) of Definition 3.1 holds. Due to the
definition, one has M
(r)
k ∩M(s)k = ∅ if r < s. Due to Lemma 7.6, the second part in (b) of Definition 3.1
holds. To verify condition (c) of Definition 3.1, note that k ∈ R \ ⋃0<|m′|≤12R(s)(k−m′,s−1, k+m′,s−1) ⊂ R \⋃
0<|m′|≤12R(s′)(k
−
m′,s′ , k
+
m′,s′) for any s
′ ≤ s − 1. In particular, due to the inductive assumption, part (3)
of the current proposition applies with s′ in the role of s. This implies condition (c) of Definition 3.1 for
s′ = s − 1. Let s′ < s − 1, m ∈ M(s′)k (Λ(s)k (0)). Then, |v(m, k) − v(0, k)| < δ(s
′−1)
0 . Part (3) of Lemma 7.2
applies. So, k+mω ∈ R \⋃0<|m′|≤12R(s′)(k−m′,s′−1, k+m′,s′−1). Therefore, the inductive assumptions apply to
k+mω in the role of k and s′ in the role of s. In particular, H
Λ
(s′)
k+mω
(0),ε,k+mω
∈ N(s′)(0,Λ(s′)k+mω(0), δ0). Due
to part (4) of Lemma 7.4, this implies condition (c) of Definition 3.1 for s′.
Recall that m′ +B(2R(r)) ⊂ Λ(r)(m′) for any m′ and r. Therefore, condition (d) in Definition 3.1 holds.
Condition (f) in Definition 3.1 follows readily from the definition of the sets M
(r)
k .
We will now verify condition (e) in Definition 3.1. Let s′ ≤ s − 1 be arbitrary. Using the inductive
assumption, and combining the estimate of part (5) with s′′ = s′, . . . , s− 1 in the role of s, one obtains
(7.40) |E(s−1)(0,Λ(s−1)k (0); ε, k)− E(s
′)(0,Λ
(s′)
k (0); ε, k)| ≤ 2|ε|(δ(s
′)
0 )
5.
Let m ∈M(s′)k be arbitrary. Due to part (4) of Lemma 7.4, one has
(7.41) E(s
′)(m,Λ
(s′)
k (m); ε, k) = E
(s′)(0,Λ
(s′)
k+mω(0); ε, k +mω).
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Let us verify first the lower estimate in condition (e) in Definition 3.1. Consider the case s′ < s− 1. Recall
that due to (d) in Remark 7.5,
(7.42) 11δ
(s′)
0 /16 < (3δ
(s′)
0 /4)−
∑
s′+1<s′′≤s−1
δ
(s′′−1)
0 < |v(m, k)− v(0, k)| ≤ (3δ(s
′−1)
0 /4)−
∑
s′<s′′≤s−1
δ
(s′′−1)
0 .
Note that k +mω ∈ R \ ⋃0<|m′|≤12R(s′)(k−m′,s′ , k+m′,s′), due to Lemma 7.2. Note also that |k +mω|, |k| ∈
R \ ⋃0<|m′|≤12R(s′)(k−m′,s′ , k+m′,s′). By Lemma 7.1, |k|, |k + mω| belong to the same connected com-
ponent of R \ ⋃|m′|≤12R(s)(k−m′,s−1, k+m′,s−1). Using the inductive assumption for parts (6), (7) of the
current proposition, (7.42) and the fact that k, k + mω belong to the same connected component of
R \⋃|m′|≤12R(s)(k−m′,s−1, k+m′,s−1), one obtains
|E(s′)(0,Λ(s′)k+mω(0); ε, k +mω)− E(s
′)(0,Λ
(s′)
k (0); ε, k)| ≥
7
8λ
|(k +mω)2 − k2| − 12|ε|(δ(s′)0 )4
=
7
8
|v(m, k)− v(0, k)| − 12|ε|(δ(s′)0 )4 ≥
77
128
δ
(s′)
0 − 12|ε|(δ(s
′)
0 )
4.
(7.43)
Combining (7.40) with (7.41) and (7.43), one obtains
|E(s−1)(0,Λ(s−1)k (0); ε, k)− E(s
′)(m,Λ
(s′)
k (m); ε, k)|
≥ 77
128
δ
(s′)
0 − 12|ε|(δ(s
′)
0 )
4 − 2|ε|(δ(s′)0 )5 >
δ
(s′)
0
2
.
(7.44)
This verifies the lower estimate in condition (e) in Definition 3.1 for s′ < s− 1. The derivation of the upper
estimate is completely similar and we omit it. This finishes the verification of condition (e) in Definition 3.1
for s′ < s − 1. The verification in case s′ = s − 1 is completely similar. So, we have H
Λ
(s)
k (0),ε,k
∈
N(s)(0,Λ
(s)
k (0), δ0), that is, part (2) of the proposition holds.
The verification of part (3) is completely similar to the one in case s′ = 1.
We will now verify the first statement in (4), that is, for k1 ∈ (k − δ(s), k + δ(s)), the matrix HΛ(s)k (0),ε,k1
with the subsets M
(r)
k (Λ
(s)
k (0)), Λ
(r)
k (m
′), m′ ∈ M(r)k (Λ(s)k (0)), r = 1, . . . , s − 1 obeys conditions (a)–(f) of
Definition 3.1. Conditions (a), (b), (d) hold for obvious reasons. Let s′ < s−1, m ∈M(s′)k (Λ(s)k (0)). Then, as
we explained above, k+mω ∈ R\⋃0<|m′|≤12R(s′)(k−m′,s′−1, k+m′,s′−1), and the inductive assumptions apply to
k+mω in the role of k and s′ in the role of s. Since |(k1+mω)−(k+mω)| < δ(s) < δ(s′), HΛ(s′)k+mω(0),ε,k1+mω ∈
N(s
′)(0,Λ
(s′)
k+mω(0), δ0). Due to part (4) of Lemma 7.4, HΛ(s
′)
k (m),ε,k1
∈ N(s′)(m,Λ(s′)k (m), δ0), that is, condi-
tion (c) of Definition 3.1 holds. The verification of condition (e) is completely similar to the one we did for
H
Λ
(s)
k (0),ε,k
. Thus the first statement in part (4) holds.
The estimate (7.28) is due to (3.71) from Lemma 3.5. Let us verify (7.29). Assume |k| ≤
δ
(s−2)
0 /2. Recall that Λ
(s)
k,sym(0) = −Λ(s)k,sym(0). Due to parts (4) and (7) of the current proposi-
tion, the function E(s)(0,Λ
(s)
k,sym(0); ε, k1) is well defined, C
2-smooth, obeys E(s)(0,Λ
(s)
k,sym(0); ε, k1) =
E(s)(0,Λ
(1)
k,sym(0); ε,−k1) for |k1| < δ(s−2)0 and ∂2k1E(s)(0,Λ
(s)
k,sym(0); ε, k1) > 7/4. This implies (7.29) for
|k| < δ(s−2)0 /2. For |k| > δ(s−2)0 /2, (7.29) follows from the inductive assumption regarding (7.29) with s− 1
in the role of s combined with part (5).
The estimate (7.30) follows from (7.28). The estimate (7.31) is due to Corollary 3.6. This finishes the
proof of part (4).
Let us verify part (6). The upper estimate follows from (7.28) and (7.31). Let us verify the lower estimate.
Let [k′j , k
′′
j ] be the the connected components of the set R \
⋃
|m|≤12R(s)(k
−
m,s+1, k
+
m,s+1), enumerated so that
k′′j < k
′
j+1. If k, k
′ ∈ [k′j , k′′j ] for some j, then the proof goes just as for s = 1 with use of (7.29). So, assume
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k ∈ [k′ℓ, k′′ℓ ], k′ ∈ [k′m, k′′m], ℓ < m. Note first of all that
E(s)(0,Λ
(s)
k′′ℓ
(0); ε, k′′ℓ )− E(s)(0,Λ(s)k (0); ε, k) ≥
7
8λ
((k′′ℓ )
2 − k2)− 12|ε|(δ(s)0 )4,
E(s)(0,Λ
(s)
k′ (0); ε, k
′)− E(s)(0,Λ(s)k′m(0); ε, k
′
m) ≥
7
8λ
((k′)2 − (k′m)2)− 12|ε|(δ(s)0 )4.
(7.45)
Using part (5) and the inductive assumption for part (6) with (s− 1) in the role of s, one obtains
E(s)(0,Λ
(s)
k′m
(0); ε, k′m)− E(s)(0,Λ(s)k′′ℓ (0); ε, k
′′
ℓ )
≥ [E(s−1)(0,Λ(s−1)k′m (0); ε, k
′
m)− E(s−1)(0,Λ(s−1)k′′ℓ (0); ε, k
′′
ℓ )]− 2|ε|(δ(s−1)0 )5
≥ 7
8λ
((k′m)
2 − (k′′ℓ )2)− 26|ε|
∑
s′≤s−1:k′m−k
′′
ℓ >δ
(s′)
0
(δ
(s′)
0 )
4 − 2|ε|(δ(s−1)0 )5.
(7.46)
Combining (7.45) with (7.46), one obtains the lower estimate in part (6). 
Remark 7.20. (0) Using the notation from the last proposition, let Λ
(s,1)
k (0) be such that for any Λ
(s′)
k (m)
with s′ < s, we have either Λ
(s′)
k (m) ⊂ Λ(s,1)k (0) or Λ(s
′)
k (m) ∩ Λ(s,1)k (0) = ∅. Assume also that B(R(s)) ⊂
Λ
(s,1)
k (0). Then, Proposition 7.19 applies with Λ
(s,1)
k (0) in the role of Λ
(s)
k (0). In particular, HΛ(s,1)k (m),ε,k
∈
N(s)(m,Λ
(s,1)
k (m), δ
(0)
0 ).
(1) Here we want to remark again that the condition |k| > (δ(0)0 )1/2 has not been used anywhere except for
part (6) of the last proposition.
(2) Let 12R(s−1) < |m(0)| ≤ 12R(s) be arbitrary. Assume that k ∈ R \⋃
0<|m|≤12R(s), m 6=m(0)(k
−
m,s−1, k
+
m,s−1). Then, obviously, Proposition 7.19 applies with s − 1 in the
role of s. Furthermore, let M
(s′)
k,s−1, Λ
(s′)
k (m) be defined as in (7.10). Due to part (2) of Remark 7.7, part (3)
of Lemma 7.6 applies. Therefore, conditions (a)–(d) in Definition 3.1 hold. The derivation of (7.43), (7.44)
for s′ ≤ s− 1, m 6= m(0) goes the same way as in the proof of Proposition 7.19. Assume that m(0) ∈M(s−1)k,s−1.
Then, for |k1 − k| < 2δ(s−2)0 , we have
(7.47) |E(s−1)(m(0),Λ(s−1)k (m(0)); ε, k1)− E(s−1)(0,Λ(s−1)k (0); ε, k1)| ≤ 3||k1 +m(0)ω| − |k1||+ (δ(s−1)0 )5
and
(7.48)
|E(s−1)(m(0),Λ(s−1)k (m(0)); ε, k1)− E(s−1)(0,Λ(s−1)k (0); ε, k1)| ≥
7
8λ
|(k1 +m(0)ω)2 − k21 | − 12|ε|(δ(s−1)0 )4.
(3) Note that Proposition 7.21 applies to k = 0. For the proof of Theorem A in Section 11, we also need
to consider the matrices (HΛ′,ε,0 − E) with −ε1/20 < E < 0; see (3.9) in Definition 3.1. The analysis of
these matrices goes almost word for word as the one for the matrices in Proposition 7.19. Moreover, the
same subsets Λ
(s)
0 (0) can be employed. In Proposition 7.21 we just state the result needed for the proof of
Theorem A. We omit the proof the proposition.
Proposition 7.21. . Let −ε1/2 < E < 0 be arbitrary. For each s = 1, 2, . . . , the matrix (H
Λ
(s)
0 (0),ε,k
− E)
belongs to N(s)(0,Λ
(s)
0 (0), δ0).
8. Matrices with an Ordered Pair of Resonances Associated with 1–Dimensional
Quasi-Periodic Schro¨dinger Equations
Definition 8.1. Let s ≥ 1, q ≥ 0 n0 ∈ Zν , 0 < |n0| ≤ 12R(1) if s = 1, and 12R(s−1) < |n0| ≤ 12R(s) if
s ≥ 2. Assume that
(8.1) (kn0 − 2σ(n0), kn0, + 2σ(n0)) ⊂ R \
⋃
0<|m′|≤12R(s), m′ 6=n0
(k−m′,s−1, k
+
m′,s−1)
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with kn0 = −n0ω/2 and σ(n0) as defined in (7.7). We set R(s,s)(ω, n0) := (kn0 − 2σ(n0), kn0, + 2σ(n0)).
Remark 8.2. (1) The intersection of R(s,s)(ω, n0) and R \
⋃
0<|m′|≤12R(s)(k
−
m′,s−1, k
+
m′,s−1) is a non-empty
set K
(s)
n0 := (kn0 − 2σ(n0), kn0, + 2σ(n0)) \ (k−n0,s−1, k+n0,s−1). In particular, Proposition 7.19 applies to
k ∈ K(s)n0 . For technical reasons, we need to verify that in fact Proposition 7.19 applies on a slightly bigger
set; see part (3) of Lemma 8.4 below.
(2) If k ∈ R(s,s)(ω, n0), then −k ∈ R(s,s)(ω,−n0).
(3) Since |n0| ≤ 12R(s), one has due to (7.6), |kn0 | > 12 (δ
(s−1)
0 )
1/16.
Lemma 8.3. Let k ∈ R(s,s)(ω, n0), 0 < |m| ≤ 12R(s), m 6= n0. Then, ||k +mω| − |k|| > (δ(s−1)0 )1/16/2.
Proof. Assume kn0 > 0, k +mω ≤ 0. Then,
(8.2) ||k +mω| − |k|| = |2k +mω| ≥ |(m− n0)ω| − 2|k − kn0 | ≥ (δ(s−1)0 )1/16 − 4σ(n0) > (δ(s−1)0 )1/16/2.
The verification for the rest of the cases is similar. 
Lemma 8.4. Let k ∈ R(s,s)(ω, n0). Then,
(0) n0 ∈M(s−1)k,s−1.
(1) The subsets in (7.10) are well-defined. For |k′ − k| < 2δ(s−2)0 , each matrix HΛ(r)k (m),ε,k′ , r ≤ s − 1
belongs to the class N(r)(m,Λ
(r)
k (m), δ
(0)
0 ).
(2) Let m+0 = 0, m
−
0 = n0. For |k′ − k| < (δ(s−1)0 )1/6, the matrices HΛ(s′)k (m),ε,k′ obey all conditions
stated in Definition 5.1 ( except for the fact that the set Λ is not defined ).
(3) Assume that |k − kn0 | > (δ(s−1))7/8. Let Λ(s)k (0) be as in (7.10). Then, HΛ(s)k (0),ε,k ∈
N(s)
(
0,Λ
(s)
k (0); δ0
)
.
Proof. Clearly, k ∈ R \⋃0<|m′|≤12R(s−1)(k−m′,s−1, k+m′,s−1). One has
|n0ω| < 2|k|+ 1,
|v(n0, k)− v(0, k)| = 2λ−1|n0ω| · |k − kn0 | < 4λ−1(2|k|+ 1)σ(n0) < 256(δ(s−1)0 )1/6 < 3δ(s−2)0 /4,
(8.3)
which means n0 ∈M(s−1)k,s−1, due to the definitions in (7.10).
Part (1) is due to part (2) of Remark 7.20 after Proposition 7.19.
To prove (2), note that all conditions except (5.6) and (5.7) are due to part (2) of Remark 7.20. Further-
more, due to part (2) of Remark 7.20, one has for any m ∈M(s−1)k,s−1,
(8.4) |E(s−1)(m,Λ(s−1)k (m); ε, k′)− E(s−1)(0,Λ(s−1)k (0); ε, k′)| ≥
7
8λ
|(k′ +mω)2 − (k′)2| − 12|ε|(δ(s−1)0 )4.
Take here m 6= 0, n0. Then, combining (8.4) with with Lemma 8.3, one obtains condition (5.6). Once again,
due to part (2) of Remark 7.20, one has
|E(s−1)(n0,Λ(s−1)k (n0); ε, k′)− E(s−1)(0,Λ(s−1)k (0); ε, k′)|
≤ 3||k′ + n0ω| − |k′||+ (δ(s−1)0 )5 ≤ 6σ(n0) + 6|k′ − kn0 |+ (δ(s−1)0 )5 < (δ(s−1)0 )1/8,
(8.5)
as required in condition (5.7).
Assume that |k − kn0 | > (δ(s−1))7/8. To prove part (3), we need to verify the lower estimate in the first
line in condition (3.12) in Definition 3.1 only. Assume for instance, |k| ≤ 1. In this case, λ = 256. Recall
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that due to (7.6), |n0ω| > (δ(s−1)0 )1/16. Due to part (2) of Remark 7.20, one has
|E(s−1)(n0,Λ(s−1)k (n0); ε, k)− E(s−1)(0,Λ(s−1)k (0); ε, k)| ≥
7
8× 256 |(k + n0ω)
2 − k2| − (δ(s−1)0 )5 > 3δ(s−1)0
=
7
8× 2562|n0ω||k − kn0 | − (δ
(s−1)
0 )
5 > 3δ
(s−1)
0 ,
(8.6)
as required. The case |k| ≥ 1 is completely similar. 
Remark 8.5. From this point to the end of Proposition 8.11, we always assume that k ∈ R(s,s)(ω, n0); and
moreover,
(8.7) |k − kn0 | ≤ (δ(s−1))3/4.
On the set (δ(s−1))7/8 < |k − kn0 | ≤ (δ(s−1))3/4, we will be able to apply both Proposition 7.19 and Proposi-
tion 8.11.
Let T be the reflection map T (n) = −n + n0. For s > 1, due to Lemma 8.4, the subsets in (7.10) are
well-defined, and each matrix H
Λ
(r)
k (m),ε,k
, r ≤ s − 1 belongs to the class N(r)(m,Λ(r)k (m), δ(0)0 ). Assume
that n0 ∈ Λ(s)k (0). Then, HΛ(s)k (0),ε,k ∈ ÔPR
(s)
(
0, n0,Λ
(s)
k (0); δ0
)
. We will now re-define the set Λ
(s)
k (0)
so that H
Λ
(s)
k (0),ε,k
∈ OPR(s)(0, n0,Λ(s)k (0); δ0, τ (0)). To this end we will define the set Λ(s)k (0) so that
T (Λ
(s)
k (0)) = Λ
(s)
k (0), where T (n) = −n + n0. Provided that k 6= kn0 , this symmetry will imply condition
(5.19) in Definition 5.5 with some τ (0) = τ (0)(k) > 0. For s = 1, set
(8.8) Λ
(1)
k (0) = B(3R
(1)) ∪ T (B(3R(1))).
For s > 1, the “new” set Λ
(s)
k (0) will be a “relatively small perturbation” of the set
B(n0, s) := B(3R
(s)) ∪ T (B(3R(s))).
Lemma 8.6. (1) If |v(m, k)−v(0, k)| < δ, with (δ(s−1)0 )1/2/4 ≤ δ ≤ 1/256, then |v(T (m), k)−v(0, k)| < 4δ/3.
(2) Let s ≥ 2, 1 ≤ s′ ≤ s − 1, mj ∈ M(s
′)
k,s−1, j = 1, 2, and assume that T (m1) 6= m2. Then,
dist(T (Λ(s
′)(m1)),Λ
(s′)(m2)) > 6R
(s′).
Proof. (1) Since k ∈ R(s,s)(ω, n0), one has |n0ω| < 2|k|+ 1. Since |v(m, k)− v(0, k)| < δ, it follows from (1)
in Lemma 7.2 that |mω| < 2|k|+ 1. One has
|v(T (m), k)− v(0, k)| ≤ |v(T (m), k)− v(m, k)|+ |v(m, k)− v(0, k)|
≤ λ−1(|n0ω|+ 2|mω|)|2k + n0ω|+ δ < 8λ−1(|k|+ 1)(δ(s−1))3/4 + δ < 4δ/3.
(8.9)
(2) One has |v(mj , k)− v(0, k)| < 3δ(s′−1)/4 < (δ(s′−1))1/2/4, j = 1, 2. Due to part (1), one also obtains
|v(T (m1), k)− v(0, k)| < (δ(s′−1))1/2. Due to part (4) of Lemma 7.2, one has |T (m1)−m2| > 12R(s′), since
T (m1) 6= m2. This implies dist(T (Λ(s′)(m1)),Λ(s′)(m2)) > 6R(s′). 
Definition 8.7. Let L′ be the collection of all sets Λ(m) := Λ(s
′)(m) ∪ T (Λ(s′)(m)), 1 ≤ s′ ≤ s − 1,
m ∈ M(s′)k,s−1. We say that Λ(m1) ≈ Λ(m2) if s1 = s2, and either m1 = m2 or T (m1) = m2. Clearly,
this is an equivalence relation on L′. Let M be the set of equivalence classes. Clearly, each class has at
most two elements in it. For each m ∈ M, set Λ(m) = ⋃Λ(m1)∈m Λ(m1). Set L = {Λ(m) : m ∈ M}. Let
Λ(m) ∈ L, Λ(s′)(m) ∪ T (Λ(s′)(m)) ∈ m. Set t(Λ(m)) = s′. This defines an N-valued function on L. Set also
pm = {m,T (m)}. Clearly, the set pm depends only on m.
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Lemma 8.8. Using the notation from Definition 8.7, the following statements hold.
(1) For any Λ(mj) ∈ L, j = 1, 2, such that t(Λ(m1)) = t(Λ(m2)), m1 6= m2, we have dist(Λ(m1),Λ(m2)) ≥
R(t(Λ(m1))).
(2) For any m, we have
(8.10)
⋃
m∈pm
(
(m+B(2R(t(Λ(m)))))
) ⊂ Λ(m) ⊂ ⋃
m∈pm
(
(m+B(3R(t(Λ(m)))))
)
.
Furthermore, Λ(m) = Ξ(m) ∪ T (Ξ(m)), where diam(Ξ(m)) ≤ 6R(t(Λ(m))).
(3) If m1 6= m2, then Λ(m1) 6= Λ(m2).
(4) The pair (L, t) is a proper subtraction system; see Definition 7.12.
(5) For any m, we have Λ(m) = T (Λ(m)).
Proof. (1) Let Λ(s
′)(mj) ∪ T (Λ(s′)(mj)) ∈ mj, j = 1, 2. Since m1 6= m2, pm1 ∩ pm2 = ∅. Therefore,
dist(Λ(s
′)(m1),Λ
(s′)(m2)) > 6R
(s′), dist(T (Λ(s
′)(m1)), T (Λ
(s′)(m2))) > 6R
(s′). Furthermore, due to part (2)
of Lemma 8.6, dist(T (Λ(s
′)(m1)),Λ
(s′)(m2)) > 6R
(s′), dist(T (Λ(s
′)(m2)),Λ
(s′)(m1)) > 6R
(s′). This implies
the statement in (1).
(2) Let Λ(s
′)(m′) ∪ T (Λ(s′)(m′)) ∈ m. One has
(8.11)
(
m′ +B(2R(t(Λ(m))))
) ⊂ Λ(s′)(m′) ⊂ (m′ +B(3R(t(Λ(m))))).
Furthermore, {m′, T (m′)} = pm. This implies the first statement in (2). The second statement in (2) follows
from Definition 8.7.
(3) Let m1 6= m2. If t(Λ(m1)) = t(Λ(m2)), then (3) follows from (1). If t(Λ(m1)) 6= t(Λ(m2)), then (3)
follows from (2).
Now we will verify (4). Assume that t(Λ′) = t(Λ′′), Λ′ 6= Λ′′. It follows from (3) and (1) that dist(Λ′,Λ′′) ≥
R(t(Λ
′)). So, (i) from part (2) of Definition 7.12 holds with Ra ≥ R(a). Let Λ(m) be arbitrary, a = t(Λ(m)+1.
Due to part (2), one has Λ(m) = Ξ(m) ∪ T (Ξ(m)) with diam(Ξ(m)) ≤ 6R(t(Λ(m))) = 6R(a−1) < 2−aR(a) ≤
2−aRa. Furthermore, let Λ(m
′) be arbitrary. Assume Λ(m) ∩ Λ(m′) 6= ∅. Once again, due to part (2), one
has Λ(m) = Ξ(m′) ∪ T (Ξ(m′)). This implies Ξ(m) ∩ Λ(m′) 6= ∅ and T (Ξ(m)) ∩ Λ(m′) 6= ∅. Hence, (ii) from
part (2) of the Definition 7.12 holds as well. This finishes (4).
Part (5) follows from the definition of the sets Λ(m). 
Set
B(n0, s) := B(3R
(s)) ∪ T (B(3R(s))),
B(n0, s, ℓ) = B(n0, s, ℓ− 1) \
( ⋃
m∈M:Λ(m)≬B(n0,s,ℓ−1)
Λ(m)
)
(8.12)
for ℓ = 1, 2, . . ..
Lemma 8.9. (1) There exists ℓ0 < 2
s such that B(n0, s, ℓ) = B(n0, s, ℓ+ 1) for any ℓ ≥ ℓ0.
(2) For any Λ ∈ L, we have either Λ ⊂ B(n0, s, ℓ0) or Λ ⊂
(
Zν \B(n0, s, ℓ0)
)
.
(3) Set Λ
(s,1)
k (0) = B(n0, s, ℓ0). Then, for any Λ
(s′)(m), we have either Λ(s
′)(m) ∩ Λ(s,1)k (0) = ∅ or
Λ(s
′)(m) ⊂ Λ(s,1)k (0).
(4) T (B(n0, s, ℓ)) = B(n0, s, ℓ) for any ℓ. In particular, T (Λ
(s,1)
k (0)) = Λ
(s,1)
k (0).
(5) For any ℓ ≥ 1, we have
(8.13) {n ∈ B(n0, s, ℓ− 1)) : dist(n,Zν \B(n0, s, ℓ− 1)) ≥ 6R(s−1)} ⊂B(n0, s, ℓ) ⊂B(n0, s, ℓ− 1)).
In particular, B(2R(s)) ∪ (n0 +B(2R(s))) ⊂ Λ(s,1)k (0) ⊂ B(3R(s)) ∪ (n0 +B(3R(s))).
Proof. Parts (1), (2) follow from Lemma 7.14.
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Let Λ(s
′)(m) be such that Λ(s
′)(m)∩B(n0, s, ℓ0) 6= ∅. Let m be the equivalence class containing Λ(s′)(m)∪
T (Λ(s
′)(m)). Then, just by definition, Λ(s
′)(m) ⊂ Λ(m). In particular, Λ(m)∩B(n0, s, ℓ0) 6= ∅. This implies
Λ(m) ⊂ B(n0, s, ℓ0). Therefore, Λ(s′)(m) ⊂B(n0, s, ℓ0). This finishes the proof of (3).
To verify (4) note that T (B(n0, s, 0)) = B(n0, s, 0). Combining this with part (5) of Lemma 8.8, one
obtains T (B(n0, s, ℓ)) = B(n0, s, ℓ) for any ℓ, as claimed.
It follows from (8.10) that diam(Λ(m)) ≤ 6R(s−1) for any m. Combining this with (8.12), one obtains
(8.13). The second statement in (5) follows from (8.13) since ℓ0 < 2
s. 
Remark 8.10. (1) If k ∈ R(s,s)(ω, n0), then −k ∈ R(s,s)(ω,−n0), | − k− k−n0 | = |k− kn0 |, and Λ(s,1)−k (0) =
−Λ(s,1)k (0).
(2) Let (δ(s−1))7/8 < |k − kn0 | ≤ (δ(s−1))3/4. Due to part (3) in Lemma 8.4, the subset Λ(s)k is well-
defined by (7.10); moreover, H
Λ
(s)
k (0),ε,k
∈ N(s)(0,Λ(s)k (0); δ0). The notation Λ(s,1)k (0) is introduced to avoid
ambiguity.
Proposition 8.11. Assume that k ∈ R(s,s)(ω, n0), |k − kn0 | ≤ (δ(s−1))3/4.
Assume kn0 > 0. Let ε0, εs be as in Definition 3.1. Let ε ∈ (−εs, εs).
(1) If s = 1, then for any 0 < |m| ≤ 12R(1), m 6= n0, and any |k1 − k| < δ(1) := |ε|(δ(0)0 )5, we have
|v(m, k1) − v(0, k1)| ≥ δ0. If s ≥ 2, 0 < |m| ≤ 12R(s), m /∈
⋃
1≤r≤s−1
⋃
m′∈M
(r)
k,s−1
Λ
(r)
k (m
′), then
|v(m, k)− v(0, k)| ≥ δ0/2.
(2) For any kn0 < k
′ ≤ kn0 + (δ(s−1))3/4, we have HΛ(s,1)k (0),ε,k′ ∈ OPR
(s)
(
0, n0,Λ
(s,1)
k (0); δ0, τ
(0)
)
,
τ (0) = [min(2ε
3/4
0 , kn0/256)]|k′− kn0 |. For any kn0 − (δ(s−1))3/4 ≤ k′ < kn0 , we have HΛ(s,1)k (0),ε,k′ ∈
OPR(s)
(
n0, 0,Λ
(s,1)
k (0); δ0, τ
(0)
)
.
(3) For kn0 < k
′ ≤ kn0 + (δ(s−1))3/4, we denote by E(s,±)(0,Λ(s,1)k (0); ε, k′) the functions defined in
Proposition 5.6 with H
Λ
(s,1)
k (0),ε,k
′ in the role of HΛ,ε. Similarly, for kn0 − (δ(s−1))3/4 ≤ k′ < kn0 ,
we denote by E(s,±)(n0,Λ
(s,1)
k (0); ε, k
′) the functions defined in Proposition 5.6. Then, with k(0) :=
min(ε
3/4
0 , kn0/512), one has
∂θE
(s,+)(0,Λ
(s,1)
k (0); ε, kn0 + θ) > (k
(0))2θ, θ > 0,
∂θE
(s,−)(0,Λ
(s,1)
k (0); ε, kn0 + θ) < −(k(0))2θ, θ > 0,
(8.14)
(8.15) E(s,±)(0,Λ
(s,1)
k (0); ε, kn0 + θ) = E
(s,±)(n0,Λ
(s,1)
k (0); ε, kn0 − θ), θ > 0,
(8.16) |∂θE(s,±)(0,Λ(s,1)k (0); ε, kn0 + θ)| ≤ 2,
(8.17) |E(s,±)(0,Λ(s,1)k (0); ε, k1)− E(s,±)(0,Λ(s,1)k1 (0); ε, k1)| < |ε|(δ
(s)
0 )
5, 0 < |k1 − kn0 | < |ε|(δ(s−1))3/4
(8.18) E(s,+)(0,Λ
(s,1)
k (0); ε, k
′)− E(s,−)(0,Λ(s,1)k (0); ε, k′) > (k(0)|k′ − kn0 |)2/2.
(4)
(8.19) |E(s,±)(0,Λ(s,1)k (0); ε, k′)− E(s−1)(0,Λ(s−1)k (0); ε, k′)| ≤ 4|ε|(δ(s−1)0 )1/8.
Here, E(0)(m′,Λ′; ε, k′) := v(m′, k′), as usual. In particular,
(8.20) |E(s,+)(0,Λ(s,1)k (0); ε, k)− E(s,+)(0,Λ(s,1)k′ (0); ε, k′)| ≤ 9|ε|(δ(s−1)0 )1/8.
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(5) Let k ∈ R\⋃|m|≤12R(s), m 6=n0(k−m,s, k+m,s), (δ(s−1))7/8 < |k−kn0 | ≤ (δ(s−1))3/4. Then, HΛ(s,1)k (0),ε,k ∈
N(s)
(
0,Λ
(s,1)
k (0); δ0
)
. Furthermore,
E(s)(0,Λ
(s,1)
k (0); ε, k) =
{
E(s,+)(0,Λ
(s,1)
k (0); ε, k) if (δ
(s−1))7/8 < k − kn0 ≤ (δ(s−1))3/4,
E(s,−)(0,Λ
(s,1)
k (0); ε, k) if (δ
(s−1))7/8 < kn0 − k ≤ (δ(s−1))3/4.
(6) For any kn0 < k
′ ≤ kn0 + (δ(s−1))3/4, we have HΛ(s,1)k (0),ε,k′ ∈ OPR
(s)
(
0, n0,Λ
(s,1)
k (0); δ0, τ
(0)
)
. For
any kn0 − (δ(s−1))3/4 ≤ k′ < kn0 , we have HΛ(s,1)k (0),ε,k′ ∈ OPR
(s)
(
n0, 0,Λ
(s)
k (0); δ0, τ
(0)
)
. Further-
more,
E(s,±)(0,Λ
(s,1)
k (0); ε, k
′) = E(s,±)(0,Λ
(s,1)
k (0); ε,−k′).
Proof. The verification of part (1) goes the same way as in Proposition 7.19.
It follows from (2) in Lemma 8.4 that H
Λ
(s,1)
k (0),ε,k
′ ∈ ÔPR(s)
(
0, n0,Λ
(s,1)
k (0); δ0
)
. Now we will verify
(5.19) in Definition 5.5. As we mentioned before, the symmetry T (Λ
(s,1)
k (0)) = Λ
(s,1)
k (0) plays a crucial role
for that matter. Set for convenience Λ = Λ
(s,1)
k (0), m
+
0 = 0, m
−
0 = n0, Λm+0 ,m
−
0
= Λ
(s,1)
k (0) \ {0, n0}. As in
(5.11), consider the functions
K(s)(m,n,Λ; ε, kn0 + θ, E) = (E −HΛ
m
+
0
,m
−
0
,ε,kn0+θ
)−1(m,n), m, n ∈ Λm+0 ,m−0 ,
Q(s)(m±0 ,Λ; ε, kn0 + θ, E)
=
∑
m′,n′∈Λ
m
+
0
,m
−
0
h(m±0 ,m
′; ε, kn0 + θ)K
(s)(m′, n′; Λ; ε, kn0 + θ, E)h(n
′,m±0 ; ε, kn0 + θ),
G(s)(m±0 ,m
∓
0 ,Λ; ε, kn0 + θ, E) = h(m
±
0 ,m
∓
0 ; ε, kn0 + θ)
+
∑
m′,n′∈Λ
m
+
0 ,m
−
0
h(m±0 ,m
′; ε, kn0 + θ)K
(s)(m′, n′; Λ; ε, kn0 + θ, E)h(n
′,m∓0 ; ε, kn0 + θ)
(8.21)
with |θ| < (δ(s−1)0 )3/4,
|ε| < ε0, |E − v(m+0 )| < δ0/4, in case s = 1,
|ε| < εs−2 := ε0 −
∑
1≤s′≤s−2
δ
(s′)
0 ,
∣∣E − E(s−1)(m+0 ,Λ(s−1)k (m+0 ); ε, kn0 + θ)∣∣ < ρ0 := 2δ(s−1)0 , s ≥ 2.
(8.22)
One can estimate ∂θQ
(s)(m±0 ,Λ; ε, kn0 + θ, E), ∂
2
θ,θQ
(s)(m±0 ,Λ; ε, kn0 + θ, E) using Lemma 3.5. Like in the
proof of Proposition 7.19, taking into account that
∂θh(m,n; ε, kn0 + θ) = 0, if m 6= n,
|∂θh(m,m; ε, kn0 + θ)| = 2λ−1|kn0 + θ +mω| < 8 exp(|m|1/5),
∂2θh(m,m; ε, kn0 + θ) = 2λ
−1,
(8.23)
one obtains for α ≤ 2,
|∂αθ Q(s)(m±0 ,Λ; ε, kn0 + θ, E)| < |ε|4/3 = (ǫλ−1)4/3,
|∂αθ Q(s)(m±0 ,Λ; ε, kn0 + θ, E)− ∂αθ Q(s−1)(m±0 ,Λ(m±0 ); ε, kn0 + θ, E)| < |ε|(δ(s−1)0 )5,
|∂αθ G(s)(m±0 ,m∓0 ,Λ; ε, kn0 + θ, E) < |ε|4/3 exp
(
− κ0
4
|n0|
)
= (ǫλ−1)4/3 exp
(
− κ0
4
|n0|
)
.
(8.24)
Now we invoke the symmetry T (Λ) = Λ. Note that T (m±0 ) = m
∓
0 . In particular, T (Λm+0 ,m
−
0
) = Λm+0 ,m
−
0
.
Note also that h(m,n; ε, k) = εc(n−m) for m 6= n, that is, it does not depend on k. Finally, note that for
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k′ = kn0 + θ, we have −(k′ + n0ω) = (kn0 − (k′ − kn0)) = kn0 − θ. Using Lemma 7.4, one obtains
K(s)(m,n,Λ; ε, kn0 + θ, E) = K
(s)(T (m), T (n),Λ; ε, kn0 − θ, E), m, n ∈ Λm+0 ,m−0 ,
Q(s)(m±0 ,Λ; ε, kn0 + θ, E) = Q
(s)(m∓0 ,Λ; ε, kn0 − θ, E),
G(s)(m±0 ,m
∓
0 ,Λ; ε, kn0 + θ, E) = G
(s)(m∓0 ,m
±
0 ,Λ; ε, kn0 − θ, E).
(8.25)
Note also that v(m−0 , kn0 + θ) = v(m
+
0 , kn0 − θ).
Assume first kn0 > 1. Note that kn0 ≤ γ = λ/256 ≤ kn0 + 1 ≤ 2kn0 . For −(δ(s−1))3/4 < θ < (δ(s−1))3/4,
we have
1/64 > 2λ−1kn0 + 2(δ
(s−1))3/4 + ε
4/3
0 > ∂θ(v(m
+
0 , kn0 + θ) +Q
(s)(m+0 ,Λ; ε, kn0 + θ, E))
> 2λ−1kn0 − 2(δ(s−1))3/4 − ε4/30 > 1/512− 2(δ(s−1))3/4 − ε4/30 > 1/1024.
(8.26)
So, for (δ(s−1))3/4 > θ > 0, we have
(8.27) v(m+0 , kn0 + θ) +Q
(s)(m+0 ,Λ; ε, kn0 + θ, E)− v(m−0 , kn0 + θ)−Q(s)(m−0 ,Λ; ε, kn0 + θ, E) > θ/512.
Taking here θ = k′ − kn0 , one concludes that condition (5.19) in Definition 5.5 holds with HΛ(s,1)k (0),ε,k′ in
the role of HΛ,ε. Thus, HΛ(s,1)k (0),ε,k′
∈ OPR(s)(0, n0,Λ(s)k (0); δ0, τ (0)) if kn0 < k′ ≤ kn0 + (δ(s−1))3/4. If
kn0 − (δ(s−1))3/4 ≤ k′ < kn0 , one just has to switch the roles of 0 and n0.
Assume now 1 ≥ kn0 > 256(2(δ(s−1))3/4 + ε4/30 ). Note that in this case, λ = 256. Like above, one
concludes that
1/128 > ∂θ(v(m
+
0 , kn0 + θ) +Q
(s)(m+0 ,Λ; ε, kn0 + θ, E)) > 2λ
−1kn0 − 2(δ(s−1))3/4 − ε4/30 ≥ 2ε4/30 , |θ| < δ(s−1))3/4,
v(m+0 , kn0 + θ) +Q
(s)(m+0 ,Λ; ε, kn0 + θ, E)− v(m−0 , kn0 + θ)−Q(s)(m−0 ,Λ; ε, kn0 + θ, E)
> 2ε
3/4
0 θ, 0 < θ < δ
(s−1))3/4.
(8.28)
Finally, assume 0 < kn0 ≤ 256(2(δ(s−1)0 )3/4 + ε3/40 ). Once again, λ = 256. Find r such that (δ(r)0 )1/2 <
kn0 ≤ (δ(r−1)0 )1/2. Note first of all that in this case ( see Remark 8.2 ),
(8.29) |n0| > 12R(r), s > r, kn0 > (δ(s−1)0 )1/4.
Let for instance k > kn0 , so that m
+
0 = 0. Recall that due to parts (2) and (4) of Proposition 7.19, the
function Q(r)(0,Λ
(r)
k ; ε, kn0 + θ, E) is well defined for 0 < kn0 ≤ δ(r−1)0 /2, |θ| < δ(r−1)0 . Furthermore, due to
(8.24), one has
(8.30) ∂2θ (v(0, kn0 + θ) +Q
(r)(0,Λ
(r)
k ; ε, kn0 + θ, E)) > 2λ
−1 − (ǫλ−1)4/3 > 1/256.
Recall also that v(0, k′) + Q(r)(0,Λ
(r)
k ; ε, k
′, E) = v(0,−k′) + Q(r)(0,Λ(r)k ; ε,−k′, E). For kn0 + θ > 0, this
implies
(8.31) ∂θ(v(0, kn0 + θ) +Q
(r)(0,Λ
(r)
k ; ε, kn0 + θ, E)) > (kn0 + θ)/256.
Now, we invoke the second estimate in (8.24), applied to Q(r1)(0,Λ
(r1)
k ; ε, kn0 + θ, E)), with r1 in the role of
s, running r1 = r + 1, . . . , s. This yields
(8.32) |∂θQ(r)(0,Λ(r)k ; ε, kn0 + θ, E))− ∂θQ(s)(0,Λ(s)k ; ε, kn0 + θ, E)| < 2|ε|(δ(r)0 )5 < (kn0 + θ)/512.
Combining (8.31) with (8.32), one obtains
∂θ(v(0, kn0 + θ) +Q
(s)(0,Λ
(s)
k ; ε, kn0 + θ, E)) > kn0/512, |θ| < (δ(s−1))3/4,
v(m+0 , kn0 + θ) +Q
(s)(m+0 ,Λ; ε, θ, E)− v(m−0 , kn0 + θ)−Q(s)(m−0 ,Λ; ε, θ, E)
> kn0θ/256, 0 < θ < (δ
(s−1))3/4.
(8.33)
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This finishes the proof of part (2).
To prove part (3), recall that due to Proposition 5.6, E(s,±)(0,Λ
(s,1)
k (0); ε, k
′), k′ = kn0 + θ, θ > 0, are the
solutions of the equation
χ(ε, θ, E) :=
(
E − v(m+0 , kn0 + θ)−Q(s)(m+0 ,Λ; ε, kn0 + θ, E)
) · (E − v(m−0 , kn0 + θ)−Q(s)(m−0 ,Λ; ε, kn0 + θ, E))
− ∣∣G(s)(m+0 ,m−0 ,Λ; ε, kn0 + θ, E)∣∣2 = 0.
(8.34)
To proceed with the verification of (8.14)–(8.19), note first of all that part (4), which is (8.19), is due to
(5.21) from Proposition 5.6 combined with the fact that H
Λ
(s,1)
k (0),ε,k
′ ∈ OPR(s)
(
0, n0,Λ
(s,1)
k (0); δ0, τ
(0)
)
.
To verify (8.14), we invoke Lemma 4.15 with ℓ = 1, a1 = v(m
+
0 , kn0 + θ) + Q
(s)(m+0 ,Λ; ε, kn0 + θ, E),
a2 = v(m
+
0 , kn0 −θ)+Q(s)(m+0 ,Λ; ε, kn0−θ, E), b = G(s)(m+0 ,m−0 ,Λ; ε, kn0+θ, E), θ < (δ(s−1))3/4. For that
we first invoke part (9) of Lemma 4.11. Let us verify the validity of the needed conditions. First of all we need
the conditions |E − ai|, b2, |∂α1,α2E,θ ai|, |∂α1,α2E,θ b2| < 1/64 from Definition 4.9. The condition |E − ai| < 1/64 is
due to Proposition 5.6. The rest is due to (8.24) ( note that |∂αθ v(m+0 , kn0 + θ)| < 1/256 ). Now we turn to
the conditions of (9) in Lemma 4.11. Due to (8.26), (8.28), (8.33), one has ∂θa1 < −min(ε3/40 , kn0/512) =
−k(0). Due to (8.24), |∂αθ |b|2| < exp(−κ04 |n0|) < exp(−κ04 R(s−1)) < (δ
(s−1)
0 )
2, α ≤ 2. Combining this
with |kn0 | > (δ(s−1)0 )1/2, one concludes that |∂2θb2| < (k(0))2/8. Recall also that a2(ε, E, θ) = a1(ε, E,−θ),
|b(ε, E, θ) = |b(ε, E,−θ)|. In particular, χ(ε, E, θ) = χ(ε, E,−θ). Thus, all conditions needed for (9) in
Lemma 4.11 hold. Hence, (4.34) from (9) of Lemma 4.11 holds. Now (8.14) follows from Lemma 4.15.
The identity (8.15) is due to the symmetry (8.25). The estimate (8.18) follows from (8.14).
To verify (8.16) we invoke the following Feynman formula, well-known in the general perturbation theory
of Hermitian matrices. Let H(θ) = (H(m,n; θ)m,n∈Λ, |Λ| <∞ be a real analytic Hermitian matrix-function
of θ ∈ (θ1, θ2). Let Em(θ), ψm(n; θ), m,n ∈ Λ, be a real analytic parametrization of the eigenvalues and
normalized eigenvectors of H(θ), respectively. Due to Rellich’s Theorem, such a parametrization always
exists. Then,
(8.35) ∂θEm =
∑
n∈Λ
|ψm(n; θ)|2∂θH(n, n; θ).
Thus,
(8.36) ∂θE
(s,±)(0,Λ
(s,1)
k (0); ε, kn0 + θ) = ‖ϕ(s,±)‖−2
∑
n∈Λ
|ϕ(s,±)(n; ε, θ)|2∂θv(n, kn0 + θ),
where ϕ(s,±)(n; ε, θ) stands for the eigenvector corresponding to E(s,±)(0,Λ
(s,1)
k (0); ε, kn0 + θ). Due to (5.51)
from part (7) of Proposition 5.9, one has ‖ϕ(s,±)‖ ≥ 1 and
(8.37) |ϕ(s,±)(n; ε, θ)| ≤ |ε|1/3[exp(−7κ0
8
|n− 0|) + exp(−7κ0
8
|n− n0|)], n /∈ {0, n0}.
Note that |∂θv(n, kn0 + θ)| = 2λ−1|kn0 + θ + nω| = 2λ−1| − kn0 + θ + (n− n0)ω| ≤ 1 + |n− n0|. Similarly,
|∂θv(n, kn0 + θ)| ≤ 1 + |n|. Combining (8.36) and (8.37) with these estimates and taking into account that
|ε| < ε0, one obtains (8.16).
The estimate (8.17) follows from Corollary 6.13.
Assume (δ(s−1))7/8 < |k − kn0 | ≤ (δ(s−1))3/4. The proof of HΛ(s,1)k (0),ε,k ∈ N
(s)
(
0,Λ
(s,1)
k (0); δ0
)
goes the
same way as the proof of part (3) of Lemma 8.4; see also part (0) of Remark 7.20. To finish (5), consider for
instance the case kn0 + (δ
(s−1))7/8 < k ≤ kn0 + (δ(s−1))3/4. Recall that due to (5.23) from Proposition 5.6,
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one has
specH
Λ
(s,1)
k (0),ε,k
∩ {|E − E(s−1)(0,Λ(s−1)k (0); ε, k)| < 8(δ(s−1)0 )1/4}
= {E(s,+)(0,Λ(s,1)k (0); ε, k), E(s,−)(0,Λ(s,1)k (0); ε, k)},
E(s,+)(0,Λ
(s,1)
k (0); 0, k) = v(0, k), , E
(s,−)(0,Λ
(s,1)
k (0); 0, k) = v(n0, k).
(8.38)
On the other hand, E(s)(0,Λ
(s,1)
k (0); ε, k) is the only eigenvalue of HΛ(s,1)k (0),ε,k
, which is an analytic function
of ε and obeys E(s)(0,Λ
(s,1)
k (0); 0, k) = v(0, k). Hence E
(s,+)(0,Λ
(s,1)
k (0); ε, k) = E
(s)(0,Λ
(s,1)
k (0); ε, k). This
finishes the proof of (5) in this case. The proof for the second possible case is completely similar.
The arguments for part (6) are completely similar to the arguments for part (7) of Proposition 7.19 and
we skip them. 
Remark 8.12. Assume that k = kn0 . Assume for instance kn0 > 0. Proposition 8.11 says that for
any kn0 < k
′ ≤ kn0 + (δ(s−1))3/4, we have HΛ(s,1)k (0),ε,k′ ∈ OPR
(s)
(
0, n0,Λ
(s,1)
k (0); δ0, τ
(0)
)
, and for any
kn0 − (δ(s−1))3/4 ≤ k′ < kn0 , we have HΛ(s,1)k (0),ε,k′ ∈ OPR
(s)
(
n0, 0,Λ
(s,1)
k (0); δ0, τ
(0)
)
. It does not say
anything about k′ = kn0 . The only reason for that is that the expression on the left-hand side of (8.27)
vanishes for θ = 0. In fact, due to the symmetry (8.25), one has
(8.39) v(m+0 , kn0) +Q
(s)(m+0 ,Λ; ε, kn0 , E) = v(m
−
0 , kn0) +Q
(s)(m−0 ,Λ; ε, kn0 , E).
In Proposition 8.13 we analyze the case k′ = kn0 via the limit k
′ → kn0 with k′ 6= kn0 .
Proposition 8.13. Let ε ∈ (−εs, εs).
(1) The limits
(8.40) E(s,±)(0,Λ
(s)
kn0
(0); ε, kn0) := lim
k1→kn0
E(s,±)(0,Λ
(s)
kn0
(0); ε, k1)
exist. Moreover,
specH
Λ
(s)
kn0
(0),ε,kn0
∩ {E : |E − E(s−1)(0,Λ(s−1)kn0 (0); ε, kn0)| < 8(δ
(s−1)
0 )
1/4}
= {E(s,+)(0,Λ(s)kn0 (0); ε, kn0), E
(s,−)(0,Λ
(s)
kn0
(0); ε, kn0)}.
(8.41)
Finally, E(s,+)(0,Λ
(s)
k′ (0); ε, kn0) ≥ E(s,−)(0,Λ(s)kn0 (0); ε, kn0).
(2) E = E(s,±)(0,Λ
(s)
kn0
(0); ε, kn0) obeys the following equation,
(8.42) E − v(0, kn0)−Q(s)(0,Λ(s)kn0 (0); ε, E)∓
∣∣G(s)(0, n0,Λ(s)kn0 (0); ε, E)∣∣ = 0,
where
Q(s)(0,Λ
(s)
kn0
(0); ε, E) := Q(s)(m+0 ,Λ; ε, kn0 , E),
G(s)(0, n0,Λ
(s)
kn0
(0); ε, E) := G(s)(m+0 ,m
−
0 ,Λ; ε, kn0 , E);
(8.43)
see (8.21).
Proof. We will consider the case s ≥ 2. For s = 1, the argument is completely similar. Let, for instance,
0 < kn0 < k
′ ≤ kn0 + (δ(s−1))3/4. By Proposition 8.11, HΛ(s)kn0 (0),ε,k′
∈ OPR(s)(0, n0,Λ(s)kn0 (0); δ0, τ (0)). Due
to part (3) of Proposition 5.6, one has
specH
Λ
(s)
kn0
(0),ε,k′
∩ {E : |E − E(s−1)(0,Λ(s−1)kn0 (0); ε, k
′)| < 8(δ(s−1)0 )1/4}
= {E(s,+)(0,Λ(s)kn0 (0); ε, k
′), E(s,−)(0,Λ
(s)
kn0
(0); ε, k′)}.
(8.44)
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Due to Remark 7.20, E(s−1)(0,Λ
(s−1)
kn0
(0); ε, k′) is a C2-smooth function of k′, |k′ − kn0 | < 2δ(s−2)0 .
Clearly, H
Λ
(s)
kn0
(0),ε,k′
is a C2-smooth matrix-function of k′. Finally, recall that E(s,+)(0,Λ
(s)
kn0
; ε, k′) >
E(s,−)(0,Λ
(s)
kn0
(0); ε, k′). Combining all that, one concludes that part (1) is valid ( of course, only conti-
nuity of the functions involved matters here ).
To prove part (2), recall that E(s,±)(0,Λ
(s)
kn0
(0); ε, k′) are the only two solutions of the equation (8.34)
with k′ = kn0 + θ. Recall also that the functions Q
(s)(m±0 ,Λ; ε, kn0 + θ, E), G
(s)(m±0 ,m
∓
0 ,Λ; ε, kn0 + θ, E)
defined in (8.21) are C2-smooth in the domain |θ| < (δ(s−1)0 )3/4,
∣∣E −E(s−1)(m+0 ,Λ(s−1)k (m+0 ); ε, kn0 + θ)∣∣ <
2δ
(s−1)
0 . Taking also into account (8.39), one concludes that E = E
(s,±)(0,Λ
(s)
kn0
(0); ε, kn0) obeys the following
equation,
(8.45) (E − v(0, kn0)−Q(s)(0,Λ(s)kn0 (0); ε, E))
2 − ∣∣G(s)(0, n0,Λ(s)kn0 (0); ε, E)∣∣2 = 0.
Recall now that due to part (2) of Proposition 5.6, one has with k′ = kn0 + θ,
E(s,±)(0,Λ
(s)
kn0
(0); ε, k′) ≥ v(n0, kn0) +Q(s)(n0,Λ(s)kn0 (0); ε, θ, E
(s,±)(0,Λ
(s)
kn0
(0); ε, k′))
+|G(s)(0, n0,Λ(s)kn0 (0); ε, E
(s,±)(0,Λ
(s)
kn0
(0); ε, k′))
∣∣.(8.46)
Combining (8.45) with (8.46), one concludes that E = E(s,+)(0,Λ
(s)
kn0
(0); ε, kn0) obeys (8.42). The argument
for E = E(s,−)(0,Λ
(s)
kn0
(0); ε, kn0) is similar. 
Remark 8.14. For |k − kn0 | → 0, we need a stronger version of the estimate (8.20) in Proposition 8.11.
For that we invoke Remark 5.7 from Section 5.
Corollary 8.15. Using the notation from Proposition 8.11, the following estimate holds,
(8.47) |E(s,+)(0,Λ(s,1)kn0 (0); ε, k1)− E
(s,−)(0,Λ
(s,1)
kn0
(0); ε, k1)| ≤ 2|ε| exp(−κ0
2
|n0|),
provided |k1 − kn0 | is small enough. In particular, using the notation from Proposition 8.13, one has
(8.48) |E(s,+)(0,Λ(s,1)kn0 (0); ε, kn0)− E
(s,−)(0,Λ
(s,1)
kn0
(0); ε, kn0)| ≤ 2|ε| exp(−
κ0
2
|n0|).
Proof. We consider the case s ≥ 2. The case s = 1 is completely similar. Using the subsets Λ(s′)kn0 (m) with s
′ <
s− 1, one can define a subset Λ′(0) so that the following conditions hold: (i) HΛ′(0),ε,k ∈ N(s−1)
(
0,Λ′(0); δ0
)
if |k − kn0 | < (δ(s−1))3/4, (ii) Λ′(0) = −Λ′(0), (iii) Λ′(0) ⊃ B(R), where |n0|/8 < R < |n0|/4. Set
Λ′(n0) = n0 + Λ
′(0). Then, HΛ′(n0),ε,k ∈ N(s−1)
(
n0,Λ
′(n0); δ0
)
if |k − kn0 | < (δ(s−1))3/4. Furthermore, let
E(s−1)(0,Λ′(0); ε, k), E(s−1)(n0,Λ
′(n0); ε, k) be the corresponding eigenvalues. Due to Lemma 7.4, one has
E(s−1)(0,Λ′(0); ε, kn0 + θ) = E
(s−1)(n0,Λ
′(n0); ε, kn0 − θ). In particular,
(8.49)
∣∣E(s−1)(0,Λ′(0); ε, kn0 + θ)− E(s−1)(n0,Λ′(n0); ε, kn0 + θ)∣∣ ≤ exp(−R),
provided θ > 0 is small enough. Thus both conditions mentioned in Remark 5.7 hold. This implies the
claim. 
9. Matrices with Ordered Pairs of Resonances Associated with 1–Dimensional
Quasi-Periodic Schro¨dinger Equations: General Case
Let us start with the following
Lemma 9.1. Assume that q ≥ 1 and k ∈ R \⋃0<|m′|≤12R(s+q−1), m′ 6=n0(k−m′,s+q−1, k+m′,s+q−1). Then,
(0) |k| > (δ(s−1)0 )1/16/4.
(1) Let δ < δ
(s−1)
0 . If |v(m, k) − v(0, k)| < δ, then either (a) |mω| < 212δ15/16, |2k +mω| > δ1/16/4,
|(k + mω) − kn0 | < 212δ15/16 + |k − kn0 |, or (b) |2k + mω| < 212δ15/16, |mω| > δ1/16/4, |(k + (m −
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n0)ω) − kn0 | < 212δ15/16 + 3|k − kn0 |. In both cases, ||k +mω| − |kn0 || < 212δ15/16 + 3|k − kn0 |. Finally,
n0 6= ±2m.
(1)′ Suppose |v(m, k)− v(0, k)| < δ < δ(s−1)0 . In case (a), we have
|v(m+ n0, k)− v(0, k)| ≤ 26δ15/16 + |k − kn0 |,
|(m+ n0)ω| > (δ(s−1)0 )1/16/2, |v(m− n0, k)− v(0, k)| > (δ(s−1)0 )1/16/256,
(9.1)
and we have case (b) for m+ n0. In case (b), we have
|v(m− n0, k)− v(0, k)| ≤ 26δ15/16 + |k − kn0 |,
|(2k + (m− n0)ω| > (δ(s−1)0 )1/16/2, |v(m+ n0, k)− v(0, k)| > (δ(0)0 )1/16/256,
(9.2)
and we have case (a) for m− n0.
(2) Assume |v(m, k) − v(0, k)| < δ(s′−1)0 , 1 ≤ s′ ≤ s − 1. Then, k + mω ∈ R \⋃
0<|m′|≤12R(s−1) (k
−
m′,s′ , k
+
m′,s′).
(3) Assume |v(m, k)− v(0, k)| < δ(s′−1)0 , s ≤ s′ ≤ s+ q − 1. Then, in case (a), one has |(k +mω)− k| <
4(δ
(s′−1)
0 )
15/16, k + mω ∈ R \ ⋃0<|m′|≤12R(s′), m′ 6=n0(k−m′,s′−1, k+m′,s′−1). In case (b), one has |(k + mω) −
(−k)| < 4(δ(s′−1)0 )15/16, k +mω ∈ R \
⋃
0<|m′|≤12R(s′), m′ 6=−n0
(k−m′,s′−1, k
+
m′,s′−1).
(4) If 1 ≤ s′ ≤ s − 1, 0 < |m1 −m2| ≤ 12R(s′), then max |v(mi, k) − v(0, k)| ≥ (δ(s
′−1)
0 )
1/2. If s ≤ s′ ≤
s+q−1, |v(mi, k)−v(0, k)| < (δ(s
′−1)
0 )
1/2, i = 1, 2 and 0 < |m1−m2| ≤ 12R(s′), then m1−m2 ∈ {n0,−n0}.
Furthermore, if we have case (a) for m1, then we have case (b) for m2.
(4)′ Assume |k−kn0 | < 2σ(n0). Then, k ∈ R\
⋃
0<|m′|≤36R(s), m′ 6=n0
(k−m′,s+q−1, k
+
m′,s+q−1). Furthermore,
if |v(mi, k)− v(0, k)| < (δ(s−1)0 )1/2, i = 1, 2 and 0 < |m1 −m2| ≤ 36R(s), then m1 −m2 ∈ {n0,−n0}.
(5) Assume |k − kn0 | > (δ(s−1))7/8. If |v(mi, k) − v(0, k)| < δ(s
′−1)
0 , s ≤ s′ ≤ s + q − 1, i = 1, 2, and
m1 6= m2, then |m1 −m2| > 12R(s′).
Proof. (0) Recall that due to (7.6), we have |kn0 | > (δ(s−1))1/16/2. This implies (0).
(1) Assume |v(m, k) − v(0, k)| < δ < δ(s−1)0 . Due to part (1) of Lemma 7.2, one has min(|mω|, |2k +
mω|) ≤ 32δ1/2 if γ ≤ 4, min(|mω|, |2k + mω|) ≤ 256δ if γ ≥ 4. Consider first the case γ ≤ 4. Then
λ ≤ 1024. Assume |mω| ≤ 32δ1/2. Then, using (0), one obtains |2k +mω| > 2|k| − |mω| > (δ(s−1)0 )1/16/4,
|mω| = λ|v(m, k) − v(0, k)||2k + mω|−1 < 212δ(δ(0)0 )−1/16 = 212δ15/16, as claimed in (1). Furthermore,
|(k+mω)− kn0 | < 212δ15/16 + |k− kn0 |. This establishes all inequalities in case (a). The estimation in case
(b) is completely similar. Note that (a) and (b) obviously exclude each other. Finally, assume n0 = ±2m.
Due to (7.6), one has |n0ω| > (δ(s−1)0 )1/16 > δ1/2. Therefore, we cannot have case (a). So, we must
have case (b). Then, |4k + ιn0ω)| < δ1/2 for some ι ∈ {−1, 1}. Recall that |2k + n0ω| < 64(δ(s−1)0 )1/6.
Hence, |n0ω| < δ1/2 + 64(δ(s−1)0 )1/6 < 65(δ(s−1)0 )1/6. This contradiction with (7.6) proves that n0 = ±2m is
impossible. Consider now the case γ ≥ 4. Assume |mω| < 256δ. Then, |2k+mω| > 2|k| − |mω| > 3k/2 > λ,
|mω| = λ|v(m, k)−v(0, k)||2k+mω|−1 < δ. Furthermore, |(k+mω)−kn0 | < δ+|k−kn0 |. This establishes all
inequalities in case (a). The estimation in case (b) is completely similar. The proof of the rest is completely
similar to the case γ ≤ 4.
(1)′ Recall first of all that λ−1|kn0 | ≤ 1/256, λ−1|kn0 | > 1/512 if |kn0 | ≥ 1, λ = 256 in case |kn0 | < 1. In
case (a), one has
|v(m+ n0, k)− v(0, k)| = 2λ−1|mω + n0ω||k + (mω/2)− kn0 | ≤ (26δ15/16 + |k − kn0 |),
|v(m− n0, k)− v(0, k)| = 2λ−1|mω − n0ω||k + (mω/2)− kn0 + 2kn0 |
≥ 2λ−1((δ(s−1)0 )1/16 − 212δ15/16)(2|kn0 | − 212δ15/16 − |k − kn0 |) > (δ(s−1)0 )1/16/256,
as claimed in (9.1). Furthermore, |(m+n0)ω| ≥ |n0ω|− |mω| > (δ(s−1))1/16− δ1/2 > (δ(s−1))1/16/2. Clearly,
we have case (b) for m+ n0. The verification of (9.1) in case (b) goes in a similar way.
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(2) Note that k ∈ R \⋃0<|m′|≤12R(s−1)(k−m′,s−1, k+m′,s−1) since n0 > 12R(s−1). Therefore, this part follows
from part (3) in Lemma 7.2 .
(3) Assume |v(m, k) − v(0, k)| < δ(s′−1)0 , s ≤ s′ ≤ s + q − 1. In case (a), one has |(k + mω) − k| =
|mω| < 4(δ(s′−1)0 )15/16. This implies, in particular, k +mω ∈ R \
⋃
0<|m′|≤12R(s′), m′ 6=n0
(k−m′,s′−1, k
+
m′,s′−1);
see the definition (7.7). In case (b), one has |(k + mω) − (−k)| = |2k + mω| < 4(δ(s′−1)0 )15/16. Note
that −k ∈ R \ ⋃0<|m′|≤12R(s+q), m′ 6=−n0(k−m′,s′−1, k+m′,s′−1). This implies, in particular, k + mω ∈ R \⋃
0<|m′|≤12R(s′), m′ 6=−n0
(k−m′,s′−1, k
+
m′,s′−1). This finishes part (3).
(4) The proof of the first statement in (4) goes the same way as the proof of part (4) in Lemma 7.2 since
k ∈ R \⋃0<|m′|≤12R(s−1)(k−m′,s′−1, k+m′,s′−1). To prove the second statement, assume, for instance, that we
have case (a) for m1 and case (b) for m2. In this case,
k ∈
(
−m
′ω
2
− (δ(s′−1)0 )1/4,−
m′ω
2
+ (δ
(s′−1)
0 )
1/4
)
⊂(
−m
′ω
2
− σ(m
′)
2
,−m
′ω
2
+
σ(m′)
2
)
⊂ (k−m′,s′−1, k+m′,s′−1),
(9.3)
where m′ = m2 −m1. Assume |m′| ≤ 12R(s′). Then the only possibility is m′ = n0, that is, m2 −m1 = n0.
The proof for the rest of the cases is similar.
(4)′ Since |k − kn0 | < 2σ(n0), the first statement in (4)′ follows from (7.7) combined with (7.6). ( If
q > 1, then R(s+q−1) > 48R(s) and therefore k ∈ R \ ⋃0<|m′|≤48R(s), m′ 6=n0(k−m′,s+q−1, k+m′,s+q−1) without
any additional condition for k. ) Applying the same arguments as in part (4), one obtains the second
statement in (4)′.
(5) Assume |k−kn0 | > (δ(s−1))7/8, |v(mi, k)−v(0, k)| < (δ(s
′−1)
0 ), s ≤ s′ ≤ s+q−1, i = 1, 2 and m1 6= m2.
Assume first that s < s′ ≤ s+ q−1. To prove the statement in this case we again repeat the arguments from
the proof of part (4) in Lemma 7.2. Note that in this case, (δ
(s′−1)
0 )
1/2 < (δ(s−1))7/8. So, the only possibility
is |m1 −m2| > 12R(s′). This proves the statement for s′ > s. Consider now the case s′ = s. If we have case
(a) for both m1,m2, then 2
13(δ
(s−1)
0 )
15/16 > |(m2 −m1)ω|. Due to (7.6), this implies |m2 −m1| > 48R(s).
Similarly, if we have case (b) for both m1,m2, then |m2 −m1| > 48R(s). Assume now, for instance, that we
have case (a) for m1 and case (b) for m2. Then, |m1ω| < 212(δ(s−1)0 )15/16, |2k +m2ω| < 212(δ(s−1)0 )15/16.
Assume also that |m2 −m1| ≤ 12R(s). Then m2 = m1 + n0, as before. But this implies
|2k +m2ω| = |2k +m1ω + n0ω| ≥ 2|k − kn0 | − |m1ω| > 2(δ(s−1)0 )7/8 − 212(δ(s−1)0 )15/16 > (δ(s−1)0 )7/8.
This contradiction implies |m2 −m1| > 12R(s), as claimed. 
Remark 9.2. In this section and later in this work, when we refer to the cases (a) and (b), we mean cases
(a) and (b) of Lemma 9.1.
In this section we use the same notation as in Section 8. We always assume that k ∈ R(s,s)(ω, n0). In
particular,
(9.4) |k − kn0 | ≤ 2σ(n0) = 64(δ(s−1))1/6.
Definition 9.3. For q ≥ 0, let R(s,s+q)(ω, n0) be the set of k ∈ R \⋃
0<|m′|≤12R(s+q), m 6=n0
(k−m′,s+q−1, k
+
m′,s+q−1), 0 < |k−kn0 | ≤ 2σ(n0). For 1 ≤ r ≤ s−1, k′ ∈ R(s,s)(ω, n0), let
Λ
(r)
k′ (0) be the sets from Proposition 7.19 ( see also (7.10) for the definitions ). For 0 < |k′−kn0 | ≤ (δ(s−1)0 )3/4,
let Λ
(s,1)
k′ (0) be the set from Proposition 8.11.
Let q ≥ 2. Assume that the sets Λ(s′,1)k′ (0) are already defined for all s ≤ s′ ≤ s+ q − 1, provided
(9.5) 0 < |k′ − kn0 | < (δ(s−1)0 )3/4 − 4
∑
s−1≤t≤s′−1
(δ
(t)
0 )
15/16
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and k′ ∈ R(s,s′)(ω, n0). Assume also that the sets Λ(s
′)
k′ (0) are already defined for all 1 ≤ s′ ≤ s + q − 1,
provided
(9.6) (δ
(s−1)
0 )
7/8 + 4
∑
s−1≤t≤s′
(δ
(t)
0 )
15/16 < |k′ − kn0 | < 2σ(n0)
and k′ ∈ R(s,s′)(ω, n0). Assume the same for −n0 in the role of n0. Assume also that Λ(s
′)
k′ (0) ⊂ Λ(s
′′)
k′ (0) if
s′ < s′′ ≤ s+ q − 1, and Λ(s′,1)k′ (0) ⊂ Λ(s
′′,1)
k′ (0) if s ≤ s′ < s′′ ≤ s+ q − 1.
(A) Assume that for k′ = k, we have (9.5) with s′ = s + q and k′ ∈ R(s,s+q−1)(ω, n0). Assume also that
k /∈ ω2Zν , so that |k +mω| 6= |kn0 | > 0, provided n0 /∈ {2m,−2m}.
(1) Let m be such that |v(m, k) − v(0, k)| < 3δ(s+q−2)0 /4, |m| < 12R(s+q). Assume also that v(m, k) >
v(0, kn0) if v(0, k) > v(0, kn0) (resp., assume that v(m, k) < v(0, kn0) if v(0, k) < v(0, kn0)). Then we say
that m ∈M(s+q−1,+)k,s+q−1 (resp., m ∈M(s+q−1,−)k,s+q−1 ). Combining (9.5) with (1), (3) from Lemma 9.1 and with the
fact that |k+mω| 6= |kn0 | > 0, unless n0 /∈ {2m,−2m}, one concludes that Λ(s+q−1,1)k+mω (0) is well-defined. We
set Λ
(s+q−1)
k (m) = m+ Λ
(s+q−1,1)
k+mω (0).
(2) Given s ≤ s′ ≤ s+q−2, assume that for any s′ < s′′ ≤ s+q−1, the sets M(s′′,+)k,s+q−1, Λ(s
′′)
k,s+q−1(m
′′) are
already defined. Let m be such that |v(m, k)−v(0, k)| ≤ (3δ(s′−1)0 /4)−
∑
s′<s′′≤s+q−1 δ
(s′′−1)
0 , |m| < 12R(s+q).
Assume also that m /∈ ⋃s′<s′′≤s+q−1⋃m′′∈M(s′′,+)k,s+q−1 Λ(s′′)k (m′′). Then we say that m ∈M(s′,+)k,s+q−1 if v(m, k) >
v(0, kn0), v(0, k) > v(0, kn0), respectively, m ∈ M(s
′,−)
k,s+q−1 if v(m, k) < v(0, kn0), v(0, k) < v(0, kn0). We set
Λ
(s′)
k (m) = m+ Λ
(s′,1)
k+mω(0). As in (1) above, Λ
(s′,1)
k+mω(0) is well-defined.
(3) Given s′ < s, assume that for any s′ < s′′ ≤ s+ q − 1, the sets M(s′′)k,s+q−1, Λ(s
′′)
k,s+q−1(m
′′) are already
defined. Let m be such that |v(m, k) − v(0, k)| ≤ (3δ(s′−1)0 /4) −
∑
s′<s′′≤s+q−1 δ
(s′′−1)
0 , |m| < 12R(s+q).
Assume also that m /∈ ⋃s′<s′′≤s+q−1⋃m′′∈M(s′′)k,s+q−1 Λ(s′′)k (m′′). Then we say that m ∈ M(s′)k,s+q−1 and we set
Λ
(s′)
k (m) = m+ Λ
(s′)
k+mω(0).
(4) For s ≤ s′ ≤ s+ q − 1, we enumerate the points of M(s′,±)k,s+q−1 as m±j , j ∈ J (s
′). Set
m−j =
{
m+j + n0 if v(0, k) > v(0, kn0), sgn(k +m
+
j ω) = − sgn(n0ω),
m+j − n0 if v(0, k) > v(0, kn0), sgn(k +m+j ω) = sgn(n0ω),
m+j =
{
m−j + n0 if v(0, k) < v(0, kn0), sgn(k +m
−
j ω) = − sgn(n0ω),
m−j − n0 if v(0, k) < v(0, kn0), sgn(k +m−j ω) = sgn(n0ω),
Λ
(s′)
k (m
−
j ) = Λ
(s′)
k (m
+
j ), M
(s′,1)
k,s+q−1 := M
(s′,+)
k,s+q−1 ∪M(s
′,−)
k,s+q−1.
(9.7)
(B) Let k be as in (9.6) with s′ = s+ q − 1. Then we define M(s′)k,s+q−1, Λ(s
′)
k (m
′′) just as in (7.10).
Remark 9.4. (1) In the last definition and for the rest of this work, we do not use the notation Λ
(s+q−1,1)
k (m)
for any m except m = 0. This simplifies the statements in what follows. For m = 0, we use the notation
Λ
(s+q−1,i)
k (m), which includes both possibilities. We use also the notation M
(s′,i)
k,s+q−1, which includes all
possibilities. None of that will produce ambiguity since in the proofs, we always specify the cases the notation
applies to.
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(2) If r ≤ s − 1, then B(2R(r)) ⊂ Λ(r)k (0) ⊂ B(3R(r)). This property holds due to (7.10). For r = s, we
have
B(2R(r)) ∪ (n0 + B(2R(r))) ⊂ Λ(r,1)k (0) ⊂ B(3R(r)) ∪ (n0 +B(3R(r))) if sgn(k) = − sgn(n0ω),
B(2R(r)) ∪ (−n0 +B(2R(r))) ⊂ Λ(r,1)k (0) ⊂ B(3R(r)) ∪ (−n0 +B(3R(r))) if sgn(k) = sgn(n0ω),
B(2R(r)) ⊂ Λ(r)k (0) ⊂ B(3R(r)) if part (B) in Definition 9.3 applies.
(9.8)
For r = s, the first two relations in (9.8), addressing the case |k − kn0 | ≤ (δ(s−1))3/4, are due to part (5)
of Lemma 8.9. The third one, addressing the case |k − kn0 | > (δ(s−1))7/8, is due to part (c) of Remark 7.5.
For r > s, we will establish (9.8) inductively in the corresponding domains of k. Note that (9.8) implies in
particular Λ
(r,i)
k (0) ⊂ Λ(r
′,i)
k (0), Λ
(r)
k (0) ⊂ Λ(r
′)
k (0) for any s ≤ r < r′.
(3) M
(s1,+)
k,s+q−1 ∩M(s2,+)k,s+q−1 = ∅, M(s1)k,s+q−1 ∩M(s2+)k,s+q−1 = ∅, M(s1)k,s+q−1 ∩M(s2)k,s+q−1 = ∅ if v(0, k) > v(0, kn0),
s1 < s2. Respectively, M
(s1,−)
k,s+q−1 ∩M(s2,−)k,s+q−1 = ∅, M(s1)k,s+q−1 ∩M(s2−)k,s+q−1 = ∅, M(s1)k,s+q−1 ∩M(s2)k,s+q−1 = ∅ if
v(0, k) < v(0, kn0), s1 < s2.
(4) 0 ∈ M(s+q−1,+)k,s+q−1 if v(0, k) > v(0, kn0); 0 ∈ M(s+q−1,−)k,s+q−1 if v(0, k) < v(0, kn0). For notational conve-
nience, we assume that 0 ∈ J (s+q−1).
(5) Let s ≤ s′, v(m, k) > v(0, kn0), v(0, k) > v(0, kn0), m ∈ M(s
′,+)
k,s+q−1, or v(m, k) < v(0, kn0), v(0, k) <
v(0, kn0), m ∈M(s
′,−)
k,s+q−1, or let s
′ < s, m ∈M(s′)k,s+q−1. Then,
(9.9) (3δ
(s′)
0 /4)−
∑
s′+1<s′′≤s+q−1
δ
(s′′−1)
0 < |v(m, k)− v(0, k)| ≤ (3δ(s
′−1)
0 /4)−
∑
s′<s′′≤s+q−1
δ
(s′′−1)
0 .
(6) For any |n| < 5R(s+q) such that n /∈ (⋃1≤s′≤s+q⋃m∈M(s′,i)k,s+q−1 Λ(s′)k (m)), we have |v(n, k)− v(0, k)| ≥
(δ0)
4.
Remark 9.5. In Lemma 9.1 and Definition 9.3 we assume that k belongs to the com-
plement of
⋃
0<|m′|≤12R(s+q−1), m′ 6=n0
(k−m′,s+q−1, k
+
m′,s+q−1) instead of the complement of⋃
0<|m′|≤12R(s+q), m′ 6=n0
(k−m′,s+q−1, k
+
m′,s+q−1) because of the further development in Section 10. The
latter condition is needed only in Proposition 9.16.
Lemma 9.6. Assume that (9.8) holds for all r ≥ s.
(1) m ∈ Λ(s′)k (m) for any s′ and any m ∈M(s
′)
k,s+q−1.
(2) Let k be as in (9.5) with s′ = s + q. Then M
(s1)
k,s+q−1 ∩M(s2)k,s+q−1 = ∅ for any 1 ≤ s1 < s2 < s,
M
(s1)
k,s+q−1 ∩M(s2,1)k,s+q−1 = ∅ for any 1 ≤ s1 < s ≤ s2, M(s1,1)k,s+q−1 ∩M(s2,1)k,s+q−1 = ∅ for any s ≤ s1 < s2.
Proof. (1). The statement follows from (9.8) and the definition (9.7).
(2) The statement follows from the conditionm /∈ ⋃s′<s′′≤s+q−1⋃m′′∈M(s′′)
k,s+q−1
Λ
(s′′)
k (m
′′) in Definition 9.3
and part (1) of the current lemma. 
Lemma 9.7. Assume that (9.8) holds for all r ≥ s.
(1) Assume that for some m1, we have
(9.10) |v(m1, k)− v(0, k)| ≤ (3δ(s
′−1)
0 /4)−
∑
s′<s′′≤s+q−1
δ
(s′′−1)
0 .
Let m2 ∈M(s
′)
k,s+q−1. Then, either m1 ∈ Λ(s
′)
k (m2)) ∩M(s
′)
k,s(1)−1
or
(9.11) |m1 −m2| ≥
{
36R(s) if s′ = s and Λ
(s′)
k (m2) is defined as in (A) of Definition 9.3,
12R(s
′) otherwise.
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(1)′ For any s′ and any m1, m2, either Λ
(s′)
k,s+q−1(m1) = Λ
(s′)
k,s+q−1(m2), or
dist(Λ
(s′)
k,s+q−1(m1),Λ
(s′)
k,s+q−1(m2)) > 5R
(s′).
(2) Assume that for some 1 ≤ s1 < s2 ≤ s+ q − 1, m1,m2, we have
(9.12) |v(mi, k)− v(0, k)| ≤ (3δ(si−1)0 /4)−
∑
si<s′′≤s+q−1
δ
(s′′−1)
0 , i = 1, 2.
Then,
(9.13) |v(m1 −m2, k +m2ω)− v(0, k +m2ω)| < 3δ(s1−1)0 /4−
∑
s1<s′′≤s2−1
δ
(s′′−1)
0 .
(3) Assume that for any s ≤ s′ ≤ s+ q − 1, the following condition holds:
(Ss′) Let k ∈ R \
⋃
0<|m′|≤12R(s′−1), m′ 6=n0
(k−m′,s′−1, k
+
m′,s′−1), m1 ∈M(s1)k,s′−1, s1 ≤ s′ − 1 , |m1| < 12R(s
′).
Then, either Λ
(s1)
k (m1) ⊂ Λ(s
′)
k (0) or Λ
(s1)
k (m1) ∩ Λ(s
′)
k (0) = ∅.
Then, the following statement holds.
Assume that for some s ≤ s1 ≤ s+ q − 1, |m1| < 5R(s+q), we have
(9.14) |v(m1, k)− v(0, k)| ≤ (3δ(s1−1)0 /4)−
∑
s1<s′′≤s+q−1
δ
(s′′−1)
0 .
If
(9.15) 0 < |k − kn0 | < (δ(s−1)0 )3/4 −
∑
s−1≤t≤s+q−1
(δ
(t)
0 )
15/16,
then assume also that v(m1, k) > v(0, kn0) if v(0, k) > v(0, kn0), and respectively, v(m1, k) < v(0, kn0) if
v(0, k) < v(0, kn0). Then,
either (α) m1 ∈ Λ(s2)k (m2) for some s1 < s2 ≤ s+ q − 1, m2 ∈M(s2)k,s+q−1,
or (β) m1 ∈M(s1)k,s+q−1 and Λ(s1)k (m1))∩Λ(s2)k (m2) = ∅ for any m2 ∈M(s2)k,s−1 m2 6= m1 with s1 ≤ s2 ≤ s−1.
Proof. (1) Assume s′ ≥ s. Consider the case when (9.15) holds, so that part (A) in Definition 9.3 applies.
Assume for instance v(0, k) > v(0, kn0). Due to Definition 9.3, one can assume that Λ
(s′)
k (m2) = m2 +
Λ
(s′,1)
k+m2ω
(0), with |k + m2ω| > |n0ω|/2, |v(m2, k) − v(0, k)|) ≤ 3δ(s
′−1)
0 /4. Due to part (4) of Lemma 9.1,
either |m1−m2| > C(s′)R(s′), orm1−m2 ∈ {0, n0,−n0}, where C(s′) = 36 if s′ = s and C(s′) = 12 otherwise.
Assume m1 −m2 ∈ {0, n0,−n0}. If m1 = m2, then we are done. Assume m1 −m2 ∈ {n0,−n0}. Note that
due to part (1) in Lemma 9.1, one has ||k +m1ω| − |kn0 || < 212(δ(s
′−1)
0 )
15/16 + 3|k − kn0 | < (δ(s
′−1)
0 )
1/2.
Consider the case sgn(k+m2ω) = − sgn(n0ω). Note that in this case, |k+m2ω−n0ω| > |n0ω|. This implies
m1 6= m2 − n0, that is, m1 = m2 + n0. Due to (9.7), (9.8), m2 + n0ω ∈ Λ(s
′)
k (m2) ∩M(s
′,1)
k,s+q−1. The proof in
case when (9.15) holds and sgn(k+m2ω) = sgn(n0ω) is similar. This finishes the case when part (A) applies
and s′ ≥ s. The verification for the rest of the cases follows straight from parts (4), (5) of Lemma 9.1.
(1)′ This part follows from part (1) of the current lemma combined with (9.8) and (9.7).
(2) The proof goes word for word as the proof of (2) in Lemma 7.6.
(3) With part (1) of the current lemma in mind, the proof goes word for word as the proof of (3) in
Lemma 7.6. 
Lemma 9.8. Let 0 < |k − kn0 | < (δ(s+q−1)0 )1/16.
(1) If |v(m, k)− v(0, k)| < δ with δ ≥ (δ(s−1)0 )1/32, then |v(T (m), k)− v(0, k)| < 4δ/3.
Assume also that (9.8) holds for all s ≤ r ≤ s+ q − 1.
(2) Let s′ < s, mj ∈ M(s
′)
k,s+q−1, j = 1, 2. Then, either T (m1) = m2 or dist(T (Λ
(s′)
k (m1)),Λ
(s′)
k (m2)) >
6R(s
′). Let s ≤ s′, mj ∈ M(s
′)
k,s+q−1, j = 1, 2. Then, either T (Λ
(s′)
k (m1)) ∩ Λ(s
′)
k (m2) 6= ∅ or
dist(T (Λ
(s′)
k (m1)),Λ
(s′)
k (m2)) > 5R
(s′). In the former case, (Λ
(s′)
k (m1) ∩M(s
′)
k,s+q−1) = Λ
(s′)
k (m2) ∩M(s
′)
k,s+q−1.
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Proof. (1) The proof of this part is completely similar to the proof of part (1) of Lemma 8.6.
(2) It follows from (1) of the current lemma that |v(T (m1), k)− v(0, k)|) ≤ δ(s
′−1)
0 . Applying part (1) of
Lemma 9.7 to T (m1) and m2, one obtains the statement. 
Definition 9.9. Assume 0 < |k − kn0 | < (δ(s+q−1)0 )1/16. Using the notation from Definition 9.3, assume
that for any s ≤ s′ ≤ s + q − 1, condition (Ss′) holds. Let L′ be the collection of all sets Λ(m) :=
Λ
(s′)
k (m) ∪ T (Λ(s
′)
k (m)), 1 ≤ s′ ≤ s + q − 1, m ∈ M(s
′)
k,s+q−1. We say that Λ(m1) ≈ Λ(m2) if s1 = s2,
and Λ(m1) ∩ Λ(m2) 6= ∅. It follows from part (3) of Lemma 9.7 and part (2) of Lemma 9.8 that this is
indeed an equivalence relation on L′. Let M be the set of equivalence classes. It follows from part (2) of
Lemma 9.8 that each class has at most two elements in it. For each m ∈ M, set Λ(m) = ⋃Λ(m1)∈m Λ(m1).
Set L = {Λ(m) : m ∈M}. Let Λ(m) ∈ L, Λ(s′)k (m+j ) ∪ T (Λ(s
′)
k (m
+
j )) ∈ m. Set t(Λ(m)) = s′. This defines an
N-valued function on L. Set also pm =
⋃
Λ
(s′)
k (m))∈m
Λ
(s′)
k (m)) ∩M(s
′)
k,s(1)−1
.
In the next lemma we use Definition 7.12 from Section 7.
Lemma 9.10. Using the notation from Definition 9.9, assume in addition that condition (9.8) holds. Then,
(1) For any Λ(mj) ∈ L, j = 1, 2, such that t(Λ(m1)) = t(Λ(m2)), m1 6= m2, we have dist(Λ(m1),Λ(m2)) >
R(t(Λ(m1))).
(2) For any m,
(9.16)
⋃
m∈pm
(
(m+B(2R(t(Λ(m)))))
) ⊂ Λ(m) ⊂ ⋃
m∈pm
(
(m+B(3R(t(Λ(m)))))
)
.
(3) If m1 6= m2, then Λ(m1) 6= Λ(m2).
(4) The pair (L, t) is a proper subtraction system.
(5) For any m, Λ(m) = T (Λ(m)).
Proof. Note first of all that part (2) is just condition (9.8), which we assume in this lemma. The proof of
parts (1), (3), (4), (5) goes word for word as the proof of the parts (1), (3), (4), (5) of Lemma 8.8. The only
detail that has to be mentioned regarding (3) is that T (n0) = 0 and T (B(R)) = n0 −B(R) = n0+B(R) for
any R. 
Using the notation from Definition 9.9, assume in addition that condition (9.8) holds. For ℓ = 1, 2, . . .,
set
B(n0, s+ q) := B(3R
(s+q)) ∪ (n0 +B(3R(s+q))),
B(n0, s+ q, ℓ) := B(n0, s+ q, ℓ− 1) \
( ⋃
m∈M:Λ(m)≬B(n0,s+q,ℓ−1)
Λ(m)
)
.(9.17)
Lemma 9.11. Using the notation from the definition (9.17), the following statements hold.
(1) There exists ℓ0 < 2
s+q such that B(n0, s+ q, ℓ) = B(n0, s+ q, ℓ+ 1) for any ℓ ≥ ℓ0.
(2) For any Λ ∈ L, either Λ ⊂ B(n0, s+ q, ℓ0) or Λ ⊂
(
Zν \B(n0, s+ q, ℓ0)
)
.
(3) Set Λ
(s+q)
k (0) = B(n0, s+ q, ℓ0). Then for any Λ
(s′)(m), either Λ(s
′)(m)∩Λ(s+q)k (0) = ∅ or Λ(s
′)(m) ⊂
Λ
(s+q)
k (0).
(4) T (B(n0, s+ q, ℓ)) = B(n0, s+ q, ℓ) for any ℓ. In particular, T (Λ
(s+q)
k (0)) = Λ
(s+q)
k (0).
(5) For any ℓ ≥ 1,
(9.18)
{n ∈ B(n0, s+ q, ℓ− 1)) : dist(n,Zν \B(n0, s, ℓ− 1)) ≥ 3R(s+q−1)} ⊂ B(n0, s+ q, ℓ) ⊂ B(n0, s+ q, ℓ− 1)).
Proof. The proof of parts (1)–(5) goes word for word as the corresponding proof of parts (1)–(5) of Lemma 8.9.

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Lemma 9.12. Assume k ∈ R(s,s+q−1)(ω, n0), q ≥ 1. Assume also that 0 < |k − kn0 | < (δ(s+q−1)0 )1/16.
(1) Definition 9.3 and definition (9.17) inductively define the sets Λ
(s′)
k (0) for s
′ = s, . . . , s + q, so that
condition (Ss′) holds for any s ≤ s′ ≤ s+ q − 1 and condition (9.8) holds.
(2) Λ
(s1)
k (m1) ∩ Λ(s2)k (m2) = ∅ for any mi ∈M(si)k,s+q−1, i = 1, 2, unless s1 = s2, Λ(s1)k (m1) = Λ(s2)k (m2).
Proof. (1) For q = 1, the condition (Ss) holds due to part (3) in Lemma 8.9. Therefore, part (3) of
Lemma 9.7 applies with q = 1. Furthermore, Definition 9.9 applies and Lemma 9.10 applies. This defines
Λ
(s+1)
k (0) via (9.17), and Lemma 9.11 applies. Due to part (3) in Lemma 9.11, the condition (Ss+1) holds.
These arguments define Λ
(s+q′)
k (0)), q
′ = 1, . . . , q. So, part (1) of the current lemma holds.
(2) Since condition (Ss′) holds for s
′ ≥ s, part (2) follows from part (3) of Lemma 9.7. 
Definition 9.13. Using the notation from Definition 9.3, assume that (δ
(s+q′)
0 )
1/16 ≤ |k − kn0 | <
(δ
(s+q′−1)
0 )
1/16 for some q′ ≤ q. Define Λ(s′)k (0) for s ≤ s′ ≤ s + q′ via Lemma 9.11. If q′ < q, define
Λ
(s′)
k (m) for s+ q
′ < s′ ≤ s+ q − 1, and Λ(s′)k (0) for s+ q′ < s′ ≤ s+ q, inductively as in (7.10), that is, by
setting
Λ
(s′)
k (0) = B(3R
(s′)) \
( ⋃
r≤s′−1
⋃
m′∈M
(r)
k,s′−1
:Λ
(r)
k (m
′)≬B(3R(s′)))
Λ
(r)
k (m
′)
)
,
Λ
(s′)
k (m) = m+ Λ
(s′)
k+mω(0).
(9.19)
Lemma 9.14. Assume k ∈ R(s,s+q−1)(ω, n0), q ≥ 1. Assume also that 0 < |k − kn0 | < 2σ(n0).
(1) Definition 9.3, Lemma 9.11 and Definition 9.13 inductively define the sets Λ
(s′)
k (0) for s
′ = s, . . . , s+q
so that condition (Ss′) holds for any s ≤ s′ ≤ s+ q − 1. If |k − kn0 | < (δ(r)0 )1/16, (9.8) holds. If |k − kn0 | ≥
(δ
(r)
0 )
1/16, then
(9.20) B(2R(r)) ⊂ Λ(r)k (0) ⊂ B(3R(r)).
(2) Λ
(s1)
k (m1)) ∩ Λ(s2)k (m2) = ∅ for any mi ∈M(si)k,s+q−1, i = 1, 2, unless s1 = s2, Λ(s1)k (m1) = Λ(s2)k (m2).
Proof. To prove both statements, we only need to verify condition (Ss′). Due to Lemma 9.12, this condition
holds if |k − kn0 | < (δ(s
′−1)
0 )
1/16. Assume (δ
(s+q1)
0 )
1/16 ≤ |k − kn0 | < (δ(s+q1−1)0 )1/16 for some q1 < q.
The verification goes by induction, starting with s′ = s + q1. Assume that condition (Ss′) holds for any
s+q1 ≤ s′ ≤ q−1. Then, part (3) of Lemma 9.7 applies. Since Λ(s+q)k (0) is defined via (9.19), the verification
of condition (Ss+q) goes the same way as in the proof of part (4) of Lemma 7.6. 
Remark 9.15. In Lemma 9.14, we assume that k ∈ R \ ⋃0<|m′|≤12R(s+q−1), m′ 6=n0(k−m′,s+q−1, k+m′,s+q−1),
instead of k ∈ R \⋃0<|m′|≤12R(s+q), m′ 6=n0(k−m′,s+q−1, k+m′,s+q−1).
Proposition 9.16. (I) Set
(9.21) I(s, q) := {k′ : |k′ − kn0 | < (δ(s−1)0 )3/4 −
∑
s−1≤t≤s+q
(δ
(t)
0 )
31/32}.
Assume that k ∈ R(s,s+q)(ω, n0) ∩ I(s, q). Let ε0, εs be as in Definition 3.1. Let ε ∈ (−εs, εs).
(1) If |k| > |kn0 |, then for any k′ ∈ I(s, q) with |k′| > |kn0 |, |k′ − k| < δ(s+q−1)0 , one has
H
Λ
(s+q)
k (0),ε,k
′ ∈ OPR(s,s+q)
(
0, n0,Λ
(s+q)
k (0); δ0, τ
(0)
)
, τ (0) = τ (0)(k′) = |kn0 |||k′| − |kn0 ||.
If |k| < |kn0 |, then for any k′ ∈ I(s, q) with |k′| < |kn0 |, |k′ − k| < δ(s+q−1)0 , one has
H
Λ
(s+q)
k (0),ε,k
′ ∈ OPR(s,s+q)
(
n0, 0,Λ
(s+q)
k (0); δ0, τ
(0)
)
.
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(2) Let E(s+q,±)(Λ
(s+q)
k (0); ε, k
′) be the functions defined in Proposition 5.9 with H
Λ
(s+q)
k (0),ε,k
′ in
the role of HΛ,ε. Assume that kn0 > 0. Then, with k
(0) := min(ε
3/4
0 , kn0/512), one has
∂θE
(s+q,+)(0,Λ
(s+q,1)
k (0); ε, kn0 + θ) > (k
(0))2θ, θ > 0,
∂θE
(s+q,−)(0,Λ
(s+q,1)
k (0); ε, kn0 + θ) < −(k(0))2θ, θ > 0,
(9.22)
(9.23) E(s+q,±)(0,Λ
(s+q,1)
k (0); ε, kn0 + θ) = E
(s+q,±)(n0,Λ
(s+q,1)
k (0); ε, kn0 − θ), θ > 0,
(9.24) |∂θE(s+q,±)(0,Λ(s+q)k (0); ε, kn0 + θ)| ≤ 2,
(9.25) |E(s+q,±)(0,Λ(s+q)k (0); ε, k1)− E(s+q,±)(0,Λ(s+q−1)k1 (0); ε, k1)| ≤ |ε|(δ
(s+q)
0 )
5.
If 0 < |k − kn0 | < (δ(s+q−1)0 )1/16/2,
(9.26) E(s+q,±)(0,Λ
(s+q)
k (0); ε, kn0 + θ) = E
(s+q,±)(n0,Λ
(s+q)
k (0); ε, kn0 − θ), 0 < θ < (δ(s+q−1)0 )1/16/2.
(II) Assume that k ∈ R(s,s+q)(ω, n0) and
(9.27) (δ
(s−1)
0 )
7/8 +
∑
s−1≤t≤s+q−1
(δ
(t)
0 )
31/32 < |k − kn0 | < 2σ(n0).
Then, H
Λ
(s+q,1)
k (0),ε,k
∈ N(s+q)(0,Λ(s+q,1)k (0); δ0). Furthermore,
E(s+q)(0,Λ
(s+q,1)
k (0); ε, k) =
{
E(s+q,+)(0,Λ
(s+q,1)
k (0); ε, k) if k > kn0 ,
E(s+q,−)(0,Λ
(s+q,1)
k (0); ε, k) if k < kn0 .
Proof. The proof of (I) is completely similar to the proof of Proposition 8.11 and we omit it. The proof of
(II) is completely similar to the proof of Proposition 7.19 and we omit it as well. 
We also need the following version of Proposition 8.13.
Proposition 9.17. Let ε ∈ (−εs, εs).
(1) The limits
(9.28) E(s+q,±)(0,Λ
(s+q)
kn0
(0); ε, kn0) := lim
k1→kn0
E(s+q,±)(0,Λ
(s+q)
kn0
(0); ε, k1)
exist. Furthermore,
specH
Λ
(s+q)
kn0
(0),ε,kn0
∩ {E : min
±
|E − E(s+q−1,±)(0,Λ(s+q−1)kn0 (0); ε, kn0)| < 8(δ
(s+q−1)
0 )
1/4}
= {E(s,+)(0,Λ(s+q)kn0 (0); ε, kn0), E
(s+q,−)(0,Λ
(s+q)
kn0
(0); ε, kn0)},
(9.29)
(9.30) |E(s+q,±)(0,Λ(s+q)kn0 (0); ε, kn0)− E
(s+q−1,±)(0,Λ
(s+q)
kn0
(0); ε, kn0)| ≤ |ε|δ(s+q−1)0 ,
E(s+q,+)(0,Λ
(s+q)
kn0
(0)(0); ε, kn0) ≥ E(s+q,−)(0,Λ(s+q)kn0 (0); ε, kn0).
(1)′ Let min± |E−E(s+q−1,±)
(
0,Λ
(s+q−1)
kn0
(0); ε, kn0
)| < 2δ(s+q−1)0 . The matrix (E−HΛ(s+q)
kn0
(0)\{0,n0},ε,kn0
)
is invertible. Moreover,
|[(E −H
Λ
(s+q)
kn0
(0)\{0,n0},ε,kn0
)−1](m,n)|
≤
{
3|ε|1/2 exp(− 78κ0|m− n|+ 8κ0 log δ−10 (min(µ(s+q,0)(m), µ(s+q,0)(n))1/5) if m 6= n,
2 exp(8κ0 log δ
−1
0 (µ
(s+q,0)(m))1/5) if m = n,
(9.31)
µ(s+q,0)(m) := dist(m,Zν \ [Λ(s+q)kn0 (0) \ {0, n0}]).
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(2) E = E(s+q,±)(0,Λ
(s+q)
kn0
(0); ε, kn0) obeys the following equation,
(9.32) E − v(0, kn0)−Q(s+q)(0,Λ(s+q)kn0 (0); ε, E)∓
∣∣G(s+q)(0, n0,Λ(s+q)kn0 (0); ε, E)∣∣ = 0,
where
Q(s+q)(0,Λ
(s+q)
kn0
(0); ε, E)
=
∑
m′,n′∈Λ
(s+q)
kn0
(0)\{0,n0}
h(m±0 ,m
′; ε, kn0)[(E −HΛ(s+q)kn0 (0)\{0,n0},ε,kn0
)−1](m′, n′)h(n′,m±0 ; ε, kn0),
G(s+q)(0, n0,Λ
(s+q)
kn0
(0); ε, E) = h(m±0 ,m
∓
0 ; ε, kn0)
+
∑
m′,n′∈Λ
(s+q)
kn0
(0)\{0,n0}
h(m±0 ,m
′; ε, kn0)[(E −HΛ(s+q)kn0 (0)\{0,n0},ε,kn0
)−1](m′, n′)h(n′,m∓0 ; ε, kn0).
(9.33)
Proof. The proof of (1) goes just like the proof of (1) in Proposition 8.13. Let us verify (1)′. Let, for instance,
kn0 > 0. Due to part (I) of Proposition 9.16, one has HΛ(s+q)kn0 (0),ε,k
′ ∈ OPR(s,s+q)
(
0, n0,Λ
(s+q)
kn0
(0); δ0, τ
(0)
)
for any 0 < k′ − kn0 < δ(s+q−1)0 . Due to part (2) of Proposition 5.9,
(9.34) |[(E −H
Λ
(s+q)
kn0
(0)\{0,n0},ε,k′
)−1](m,n)| ≤ s
D(·;Λ
(s+q)
kn0
(0)\{0,n0}),T,κ0,|ε|;Λ
(s+q)
kn0
(0)\{0,n0},R
(m,n);
see (5.39). It follows from Lemma 2.7 that
s
D(·;Λ
(s+q)
kn0
(0)\{0,n0}),T,κ0,|ε|;Λ
(s+q)
kn0
(0)\{0,n0},R
(m,n) ≤{
3|ε|1/2 exp(− 78κ0|m− n|+ 8κ0 log δ−10 (min(µ(s+q,0)(m), µ(s+q,0)(n))1/5) if m 6= n,
2 exp(8κ0 log δ
−1
0 (µ
(s+q,0)(m))1/5) if m = n.
(9.35)
Taking k′ → kn0 in (9.34), one obtains (9.31). This verifies (1)′. The verification of (2) goes just like the one
for (2) in Proposition 8.13. 
10. Matrices with a Graded System of Ordered Pairs of Resonances Associated with
1–Dimensional Quasi-Periodic Schro¨dinger Equations
Definition 10.1. Using the notation from Proposition 9.16, let q ≥ 2, n1 ∈ Zν , 12R(s+q−1) < |n1| ≤
12R(s+q) be such that
(kn1 − 2σ(n1), kn1 + 2σ(n1)) ∩ (kn0 − 2σ(n0), kn0 + σ(n0)) 6= ∅,
(kn1 − 2σ(n1), kn1 + 2σ(n1)) ⊆ R \
⋃
R(s)≤|m′|≤12R(s+q), m′ /∈{n0,n1}
(k−m′,s+q−1, k
+
m′,s+q−1).
(10.1)
Set s(0) := s, s(1) := s + q, s(1) = (s(0), s(1)). Let R(s
(1),s(1))(ω, n1) be the non-empty set in the first line of
(10.1).
Lemma 10.2. Let k ∈ R(s(1),s(1))(ω, n1).
(1) The subsets M
(s′)
k,s(1)−1
, Λ
(s′)
k (m), s
′ ≤ s(1) − 1 from Definition 9.3 are well-defined. Furthermore,
H
Λ
(s′)
k (m),ε,k
∈ N(s′)(m,Λ(r)k (m), δ(0)0 ) , s′ ≤ s(0) − 1. If
(10.2) |kn1 − kn0 | < (δ(s
(0)−1)
0 )
3/4 − 4
∑
s(0)−1≤t≤s(1)−2
(δ
(t)
0 )
15/16 − 2σ(n1),
then H
Λ
(s′)
k (m
+
j ),ε,k
∈ OPR(s′)(m+j ,m−j ,Λ(r)k (m+j ), δ(0)0 , τ (0)), τ (0) = δ(0)0 |k − kn0 | for any s(0) ≤ s′ ≤ s(1) − 1
and any m+j .
(2) |k − kn0 | > (δ(s
(1)−1)
0 )
1/15, τ (0) > (δ
(s(1)−1)
0 )
1/14.
ON THE INVERSE SPECTRAL PROBLEM FOR THE QUASI-PERIODIC SCHRO¨DINGER EQUATION 105
(3) Assume (10.2) holds. Then conditions (i)–(iv) and (vi) from Definition 5.8 hold. Furthermore, n1 ∈
M
(s(1)−1)
k,s(1)−1
, that is, n1 ∈ {m+j0 ,m−j0} for some j0 ∈ J (s
(1)−1). Conditions (6.1)–(6.3) from Definition 6.1 hold.
Finally, assume that |k− kn1 | > (δ(s
(1)−1)
0 )
7/8. Let Λ
(s(1))
k (0) be as in Definition 9.13. Then, HΛ(s
(1))
k (0),ε,k
∈
OPR(s
(1))(0, n0,Λ
(s+q)
k (0), δ
(0)
0 , τ
(0)), just as in Proposition 9.16.
Proof. (1) Clearly, k ∈ R \ ⋃
0<|m′|≤12R(s
(1)−1), m′ 6=m(0)
(k−
m′,s(1)−1
, k+
m′,s(1)−1
). So, part Proposition 9.16
applies to q − 1 in the role of q. This implies all statements in (1).
(2) Using (7.6) and (7.7), one obtains |k − kn0 | > |kn1 − kn0 | − 2(δ(s
(1)−1)
0 )
1/6 > (δ
(s(1)−1)
0 )
1/15, τ (0) =
δ
(0)
0 |k − kn0 | > (δ(s
(1)−1)
0 )
1/14 since 0 < |n1 − n0| < 13R(s(1)); see (7.6).
(3) Assume (10.2) holds. Conditions (i)–(iv) and (vi) from Definition 5.8 hold due to Lemma 9.12 and
Remarks 9.4 and 9.15. One has |k−kn0 | ≤ |kn1−kn0 |+|k−kn1 | < (δ(s
(1)−1)
0 )
3/4, ||k+m0,1ω|−|kn0 || ≤ ||kn1 |−
|kn0 ||+ ||k| − |kn1 || < (δ(s
(1)−1)
0 )
3/4. Hence, |v(n0, k)− v(0, k)| < 2(δ(s
(1)−1)
0 )
3/42(|kn0 + 1|) < 3(δ(s
(1)−2)
0 )/4.
Similarly, |v(n1 + n0, k) − v(0, k)| < 3(δ(s
(1)−2)
0 )/4 if it is case (a) for m1 and |v(n1 − n0, k) − v(0, k)| <
3(δ
(s(1)−2)
0 )/4 if it is case (b). This implies n1 ∈M(s
(1)−1)
k,s(1)−1
. Letm ∈M(s(1)−1)
k,s(1)−1
, Λ
(s(1)−1)
k (m) = m+Λ
(s(1)−1)
k+mω (0).
Assume for instance that it is case (a). Recall that |m| < 12R(s+q) and in particular |mω| > (δ(s(1)−1)0 )1/16;
see (7.6). Using (9.22) and (9.25) with q − 1 in the role of q, one obtains
|E(s(1)−1,+)(m,Λ(s(1)−1)k (m); ε, k)− E(s
(1)−1,+)(0,Λ
(s(1)−1)
k (0); ε, k)|
= |E(s(1)−1,+)(0,Λ(s(1)−1)k+mω (0); ε, k +mω)− E(s
(1)−1,+)(0,Λ
(s(1)−1)
k (0); ε, k)|
≥ |E(s(1)−1,+)(0,Λ(s(1)−1)k+mω (0); ε, k +mω)− E(s
(1)−1,+)(0,Λ
(s(1)−1)
k+mω (0); ε, k)|
−|E(s(1)−1,+)(0,Λ(s(1)−1)k+mω (0); ε, k)− E(s
(1)−1,+)(0,Λ
(s(1)−1)
k (0); ε, k)|
≥ δ(0)0 (|k +mω| − |k||)2 − (δ(s
(1)−1)
0 )
5 = δ
(0)
0 (|mω|)2 − (δ(s
(1)−1)
0 )
5 > (δ
(s(1)−1)
0 )
1/7 > δ
(s(1)−1)
0 .
(10.3)
This implies (6.1). The verification in case (b) is similar. The verification of (6.2), (6.3) is similar. Finally,
assume that |k − kn1 | > (δ(s
(1)−1)
0 )
7/8. Then an estimation like (10.3) works for m = n1. This implies
H
Λ
(s(1))
k (0),ε,k
∈ OPR(s(1))(0, n0,Λ(s+q)k (0), δ(0)0 , τ (0)), just as in Proposition 9.16. 
Set
(10.4) T1(n) = n1 − n, n ∈ Zν .
Lemma 10.3. Assume |k − kn1 | < (δ(s
(1)−1)
0 )
3/4.
(1) If |v(m, k)− v(0, k)| < δ with δ ≥ (δ(s(1)−1)0 )1/2/4, then |v(T1(m), k)− v(0, k)| < 4δ/3.
(2) Let mj ∈ M(s
′)
k,s(1)−1
, j = 1, 2. Then either T1(Λ
(s′)(m1)) ∩ Λ(s′)(m2) 6= ∅ or
dist(T1(Λ
(s′)(m1)),Λ
(s′)(m2)) > 5R
(s′). In the former case, T1
(
Λ(s
′)(m1) ∩ M(s
′)
k,s(1)−1
)
= Λ(s
′)(m2)) ∩
M
(s′)
k,s(1)−1
.
Proof. (1) The proof of this part is completely similar to the proof of part (1) of Lemma 8.6.
(2) It follows from (1) of the current lemma that |v(T1(m1), k)− v(0, k)|) ≤ δ(s
′−1)
0 . Applying part (1) of
Lemma 9.7 to T1(m1) and m2, one obtains the statement. 
Definition 10.4. Assume that
0 < |k − kn0 | < (δ(s−1)0 )3/4 −
∑
s−1≤t≤s+q−1
(δ
(t)
0 )
31/32,
|k − kn1 | < (δ(s
(1)−1)
0 )
3/4.
(10.5)
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Let L′ be the collection of all sets Λ(m) := Λ(s
′)(m) ∪ T1(Λ(s′)(m)), 1 ≤ s′ ≤ s+ q − 1, m ∈M(s
′)
k,s+q−1. We
say that Λ(m1) ≈ Λ(m2) if s1 = s2 and Λ(m1)∩Λ(m2) 6= ∅. It follows from part (3) of Lemma 9.7 and part
(2) of Lemma 10.3 that this is indeed an equivalence relation on L′. Let M be the set of equivalence classes.
It follows from this definition and part (2) of Lemma 10.3 that each class has at most two elements in it.
For each m ∈M, set Λ(m) = ⋃Λ(m1)∈m Λ(m1). Set L = {Λ(m) : m ∈M}. Let Λ(m) ∈ L, Λ(s′)(m) ∈ m. Set
t(Λ(m)) = s′. This defines an N-valued function on L. Set also pm =
⋃
Λ
(s′)
k
(m))∈m
Λ
(s′)
k (m) ∩M(s
′)
k,s(1)−1
.
Lemma 10.5. (1) For any Λ(mj) ∈ L, j = 1, 2, such that t(Λ(m1)) = t(Λ(m2)), m1 6= m2, we have
dist(Λ(m1),Λ(m2)) > R
(t(Λ(m1))).
(2) For any m, we have
(10.6)
⋃
m∈pm
(
(m+B(2R(t(Λ(m)))) ⊂ Λ(m) ⊂
⋃
m∈pm
(
(m+B(3R(t(Λ(m)))).
(3) The pair (L, t) is a proper subtraction system.
(4) For any m, we have Λ(m) = T1(Λ(m)).
Proof. The proof is completely similar to the proof of Lemma 9.10. 
Set
B(n1) := B(3R
(s(1))) ∪ (n1 +B(3R(s
(1)))),
B(n1, ℓ) = B(n1, ℓ− 1) \
( ⋃
m∈M:Λ(m)≬B(n1,ℓ−1)
Λ(m)
)
,
(10.7)
ℓ = 1, 2, . . ..
Lemma 10.6. (1) There exists ℓ0 < 2
s(1) such that B(n1, ℓ) = B(n1, ℓ− 1) for any ℓ ≥ ℓ0.
(2) For any Λ ∈ L, we have either Λ ⊂ B(n1, ℓ0) or Λ ⊂
(
Zν \B(n1, ℓ0)
)
.
(3) Set Λ
(s(1))
k (0) = B(n1, ℓ0). Then, for any Λ
(s′)(m), we have either Λ(s
′)(m) ∩ Λ(s(1))k (0) = ∅ or
Λ(s
′)(m) ⊂ Λ(s(1))k (0).
(4) T1(B(n1, ℓ)) = B(n1, ℓ) for any ℓ. In particular, T1(Λ
(s(1))
k (0)) = Λ
(s(1))
k (0).
(5) For any ℓ ≥ 1, we have
(10.8) {n ∈ B(n1, ℓ− 1)) : dist(n,Zν \B(n1, ℓ− 1)) ≥ 3R(s
(1)−1)} ⊂ B(n1, ℓ) ⊂ B(n1, ℓ− 1)).
Proof. The proof of parts (1)–(5) goes word for word as the proof of parts (1)–(5) of Lemma 8.9. 
Proposition 10.7. (I) Let k be as in (10.5). Set m(1) := {0, n0, n1, n1 − n0}, s(1) = (s(0), s(1)). If
|k| > |kn1 |, then HΛ(s(1))k (0),ε,k ∈ GSR
(s(1))
(
m(1), 0, n1,Λ
(s(1))
k (0); δ0, t
(1)
)
, t(1) = (τ (0), τ (1)), τ (r) = τ (r)(k) =
|knr |||k| − |knr ||. If |k| < |kn1 |, then HΛ(s(1))k (0),ε,k′ ∈ GSR
(s(1))
(
m(1), n1, 0,Λ
(s(1))
k (0); δ0, t
(1)
)
.
(II) Let k ∈ R \ [⋃R(s)≤|m′|≤12R(s+q), m′ /∈{n0,n1}(k−m′,s+q−1, k+m′,s+q−1) ∪ {kn0 , kn1}. One can define
Λ
(s(1))
k (0) so that HΛ(s
(1))
k (0),ε,k
belongs to one of the classes introduced in Sections 3, 5, 6 with 0 being either
the principal point or one of the two principal points.
(III) Let k be as in part (II). There exists a unique real-analytic function E(0,Λ
(s(1))
k (0); ε, k) of ε ∈
(−εs−1, εs−1) such that E(0,Λ(s
(1))
k (0); ε, k) is a simple eigenvalue of HΛ(s
(1))
k (0),ε,k
and E(0,Λ
(s(1))
k (0); ε, k) =
v(0, k). Moreover,
(10.9) E(0,Λ
(s(1))
k (0); ε, k) = E(0,Λ
(s(1))
−k (0); ε,−k),
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(k(0))2(k − k1)2 − 3|ε|(δ(s
(1))
0 )
4 − 10|ε|
∑
s′≥sδ
(s′)
0 <min(k−k1,k1)
(δ
(s′)
0 )
4 < E(0,Λ
(s(1))
k (0); ε, k)− E(0,Λ(s
(1))
k1
(0); ε, k1)
<
2k
λ
(k − k1) +
∑
k1<knℓ<k
2|ε|(δ(s(ℓ)−1)0 )1/8 + 2|ε|(δ(s
(1))
0 )
5, 0 < k1 < k, γ − 1 ≤ k1 ≤ γ.
(10.10)
where k(0) := min(ε
3/4
0 , kn0/512) and γ is the same as in the Definition (7.2).
Proof. The proof of (I) is completely similar to the proof of Proposition 8.11 and we omit it. The proof
of (II) is completely similar to the proof of Proposition 7.19 and we omit it as well. The existence of
E(0,Λ
(s(1))
k (0); ε, k), its analyticity and uniqueness follows from part (II). The proof of (10.10) (III) is a
simple combination of the (8.14) from Proposition 8.11 and (7.33) from Proposition 7.19. 
Definition 10.8. Set
In = (kn − (δ(s)0 )3/4, kn + (δ(s)0 )3/4) if 12R(s−1) < |n| ≤ 12R(s),
R(k) = {n ∈ Zν \ {0} : k ∈ In}, G = {k : |R(k)| <∞}.
(10.11)
Let k ∈ G be such that |R(k)| > 0. We enumerate the points of R(k) as n(ℓ)(k), ℓ = 0, . . . , ℓ(k), 1 + ℓ(k) =
|R(k)|, so that |n(ℓ)(k)| < |n(ℓ+1)(k)|; see Lemma 10.9 below. Let s(ℓ)(k) be defined so that 12R(s(ℓ)(k)−1) <
n(ℓ)(k) ≤ 12R(s(ℓ)(k)), ℓ = 0, . . . , ℓ(k). Set
Tm(n) = m− n, m, n ∈ Zν ,
m(0)(k) = {0, n(0)(k)}, m(ℓ)(k) = m(ℓ−1)(k) ∪ Tn(ℓ)(k)(m(ℓ−1)(k)), ℓ = 1, . . . , ℓ(k).
(10.12)
Lemma 10.9. Assume m1 ∈ R(k). Let 12R(s1−1) < |m1| ≤ 12R(s1). Then,
(1) |m1ω| > (δ(s1−1))1/16, |k| > (δ(s1−1))1/16/2.
(2) sgn(k) = − sgn(m1ω).
(3) If m2 ∈ R(k), m1 6= m2, then |m1| 6= |m2|. If |m1| < |m2|, then, in fact, |m2| > R(s1+1)/2.
Proof. Part (1) follows from (7.6). Part (2) follows from (1), see (10.11). To prove (3), one can assume that
|m2| ≥ |m1|. Since |2k+miω| < 2(δ(si)0 )3/4, i = 1, 2 and |m2| ≥ |m1|, one has |m1ω −m2ω| < 4(δ(s1)0 )3/4. It
follows from (7.6) that |m1 −m2| > R(s1+1). This implies (3). 
Lemma 10.10. Let n(0) ∈ Zν \{0}. Then, (1) n(0) ∈ R(kn(0)), (2) |n(0)| = maxm∈R(k
n(0)
) |m|. In particular,
kn(0) ∈ G, s(ℓ(kn(0) ))(kn(0)) = s(n(0)), where 12R(s(n
(0))−1) < |m1| ≤ 12R(s(n(0))).
Proof. Statement (1) is obvious. Assumem ∈ R(kn(0)), m 6= n(0), |m| > |n(0)|. Then |(m−n(0))ω| = 2|kn(0)−
km| < (δ(s)0 )3/4, where 12R(s−1) < |m| ≤ 12R(s). This contradicts (7.6) since |m − n(0)| ≤ 2|m| < 24R(s).
This proves the first statement in (2). The other statements in (2) follow from this one. 
In the next theorem we finalize the results on matrices associated with quasi-periodic Schro¨dinger equa-
tions. We skip the proofs since they are completely similar to those we have done before.
Theorem D. (I) Let k ∈ G \ ω2 (Zν \ {0}) be such that |R(k)| > 0. Let m(ℓ)(k), s(ℓ)(k),
ℓ(k) be as in Definition 10.8. Given q ≥ 0, there exists Λ(s(ℓ(k))(k)+q)k (0) ⊂ Zν such
that H
Λ
(s(ℓ(k))(k)+q)
k (0),ε,k
∈ GSR[s(ℓ(k))(k),s(ℓ)(k)+q](m(ℓ(k))(k),m+(k),m−(k),Λ(s(ℓ)(k)+q)k (0); δ0, t(ℓ(k))(k)),
t(ℓ)(k) = (τ (0)(k), . . . , τ (ℓ)(k)), τ (r)(k) = |knr |||k| − |knr ||, m+(k) = 0, m−(k) = n(ℓ(k))(k) if |k| > |kn(ℓ)(k)|,
m−(k) = 0, m+(k) = n(ℓ(k))(k) if |k| < |kn(ℓ)(k)|.
(II) For each k ∈ G and each s, there exists Λ(s)k (0) such that HΛ(s)k (0),ε,k ∈ N
(s+q)
(
0,Λ
(s)
k (0); δ0
)
if
R(k) = ∅, H
Λ
(s)
k (0),ε,k
∈ GSR[s(ℓ(k))(k),s+q](m(ℓ(k))(k),m+(k),m−(k),Λ(s(ℓ)(k)+q)k (0); δ0, t(ℓ(k))(k)) if R(k) 6= ∅
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and s = s(ℓ)(k)+ q. Moreover, Λ
(s−1)
k (0) serves the role of the (s− 1)-subset in the corresponding definition,
see the definitions in Sections 3, 5, 6. Let −ε1/20 < E < 0 be arbitrary. For each s = 1, 2, . . . , the matrix
(H
Λ
(s)
0 (0),ε,k
− E) belongs to N(s)(0,Λ(s)0 (0), δ0), see Proposition 7.21.
(III) Let k ∈ G. There exists a unique real-analytic function E(0,Λ(s)k (0); ε, k) of ε ∈ (−ε0/2, ε0/2) such
that E(0,Λ
(s)
k (0); ε, k) is a simple eigenvalue of HΛ(s)k (0),ε,k
and E(0,Λ
(s)
k (0); ε, k) = v(0, k). Moreover, the
following conditions hold:
(10.13) |E(0,Λ(s)k (0); ε, k)− v(0, k)| < ε1/2,
(10.14) E(0,Λ
(s)
k (0); ε, k) = E(0,Λ
(s)
−k(0); ε,−k),
(k(0))2(k − k1)2 − 3|ε|(δ(s)0 )4 − 10|ε|
∑
δ
(s′)
0 <min(k−k1,k1)
(δ
(s′)
0 )
4 < E(0,Λ
(s)
k (0); ε, k)− E(0,Λ(s)k1 (0); ε, k1)
<
2k
λ
(k − k1) +
∑
k1<kn<k, s(n)≤s
2|ε|(δ(s(n)−1)0 )1/8 + 2|ε|(δ(s)0 )5, 0 < k1 < k, γ − 1 ≤ k1 ≤ γ.
(10.15)
where s(n) is defined via 12R(s(n)−1) < |n| ≤ 12R(s(n)), k(0) := min(ε3/40 , kn(0)/512) and γ is the same as in
the Definition (7.2).
(IV ) Let n(0) ∈ Zν \ {0} and s ≥ s(ℓ(kn(0) )). Assume, for instance, kn(0) > 0.
(1) The limits
(10.16) E±(0,Λ
(s)
k
n(0)
(0); ε, kn(0)) := lim
k1→kn(0)±0
E(0,Λ
(s)
k
n(0)
(0); ε, k1)
exist,
(10.17) 0 ≤ E+(0,Λ(s)k
n(0)
(0); ε, kn(0))− E−(0,Λ(s)k
n(0)
(0); ε, kn(0)) ≤ 2|ε| exp
(
− κ0
2
|n(0)|
)
Furthermore,
specH
Λ
(s)
k
n(0)
(0),ε,k
n(0)
∩ {E : min
±
|E − E±(0,Λ(s−1)k
n(0)
(0); ε, kn(0))| < 8(δ(s−1)0 )1/4}
= {E+(0,Λ(s)k
n(0)
(0); ε, kn(0)), E
−(0,Λ
(s)
k
n(0)
(0); ε, kn(0))}.
(10.18)
(10.19) |E±(0,Λ(s)k
n(0)
(0); ε, kn(0))− E±(0,Λ(s−1)k
n(0)
(0); ε, kn(0))| ≤ |ε|δ(s−1)0 ,
E+(0,Λ
(s)
k
n(0)
(0); ε, kn(0)) ≥ E−(0,Λ(s)k
n(0)
(0); ε, kn(0)).
(2) Provided min± |E − E±
(
0,Λ
(s)
k
n(0)
(0); ε, kn(0)
)| < 2δ(s−1)0 , the matrix (E −HΛ(s)
k
n(0)
(0)\{0,n(0)},ε,k
n(0)
) is
invertible. Moreover,
|[(E −H
Λ
(s)
k
n(0)
(0)\{0,n(0)},ε,k
n(0)
)−1](m,n)|
≤
{
|ε|1/2 exp(− 3132κ0|m− n|+ 8κ0 log δ−10 (min(µ(s)(m), µ(s+q)(n))1/5) if m 6= n and |m− n| > 2|n(0)|,
2 exp(8κ0 log δ
−1
0 (µ
(s)(m))1/5) if m = n,
(10.20)
µ(s)(m) := dist(m,Zν \ Λ(s)k
n(0)
(0)). Finally, if
E ∈ (E−(0,Λ(s)k
n(0)
(0); ε, kn(0)
)
+ δ, E+
(
0,Λ
(s)
k
n(0)
(0); ε, kn(0)
)− δ),
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δ > 0, then
|[(E −H
Λ
(s)
k
n(0)
(0),ε,k
n(0)
)−1](m,n)| ≤
{
exp(− 12κ0|m− n|) if |m− n| > 8max(|n(0)|, log δ−1),
δ−1 for any m,n.
(10.21)
(3) E = E±(0,Λ
(s)
k
n(0)
(0); ε, kn(0)) obeys the following equation
(10.22) E − v(0, kn(0))−Q(s)(0,Λ(s)k
n(0)
(0); ε, E)∓ ∣∣G(s)(0, n(0),Λ(s)k
n(0)
(0); ε, E)
∣∣ = 0,
where
Q(s)(0,Λ
(s)
k
n(0)
(0); ε, E)
=
∑
m′,n′∈Λ
(s)
k
n(0)
(0)\{0,n(0)}
h(0,m′; ε, kn(0))[(E −HΛ(s)
k
n(0)
(0)\{0,n(0)},ε,k
n(0)
)−1](m′, n′)h(n′, 0; ε, kn0),
G(s)(0, n(0),Λ
(s)
k
n(0)
(0); ε, E) = h(0, n(0); ε, kn(0))
+
∑
m′,n′∈Λ
(s)
k
n(0)
(0)\{0,n(0)}
h(0,m′; ε, kn(0))[(E −HΛ(s)k
n(0)
(0)\{0,n(0)},ε,k
n(0)
)−1](m′, n′)h(n′, n(0); ε, kn(0)).
(10.23)
(V ) If
E ∈ (E(0,Λ(s)0 (0); ε, 0)− ε1/20 /2, E(0,Λ(s)0 (0); ε, 0)− δ),
0 < δ < ε
1/2
0 /2, then
(10.24) |[(E −H
Λ
(s)
0 (0),ε,0
)−1](m,n)| ≤
{
exp(− 12κ0|m− n|) if |m− n| > 8max(|n(0)|, log δ−1),
δ−1 for any m,n,
see Proposition 7.21.
11. Proof of the Main Theorems
Consider the Schro¨dinger operator
(11.1)
[
Hy
]
(x) := −y′′(x) + V (x)y(x), x ∈ R1,
where V (x) is a quasi-periodic function,
V (x) =
∑
n∈Zν\{0}
c(n)e2πinωx , x ∈ R1,(11.2)
ω = (ω1, ω2, . . . , ων) ∈ Rν , ν ≥ 2,(11.3)
with
c(n) = c(−n), n ∈ Zν \ {0},
|c(n)| ≤ ε exp(−κ0|n|), n ∈ Zν \ {0},
(11.4)
where ε, κ0 > 0.
We denote by f̂(k) the Fourier transform of a function f(x),
(11.5) f̂(k) :=
∫
R
e−2πikxf(x) dx,
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x, k ∈ R. Let S(R) be the space of Schwartz functions f(x), x ∈ R. Let g(k) be a measurable function that,
for any a > 0, decays faster than |k|−a as |k| → ∞. Let ψ = gˇ be its inverse Fourier transform. Then ψ
belongs to the domain of H and the following identity holds:
(11.6) Ĥψ(k) = (2π)2k2ψ̂(k) +
∑
m∈Zν\{0}
c(−m)ψ̂(k +mω).
In particular, this identity holds for any f ∈ S(R). Set Hk =
(
h(m,n; k)
)
m,n∈Zν , where
h(n,m; k) = (2π)2(nω + k)2, if m = n,
h(n,m; k) = c(n−m), if m 6= n,(11.7)
Clearly, for each k, the matrix Hk defines a self-adjoint operator in ℓ
2(Zν). Due to (11.7), one has for any
m,n, ℓ ∈ Zν ,
(11.8) Hk+ℓω(m,n) = Hk(m+ ℓ, n+ ℓ).
Let k > 0 be arbitrary. If k ≥ 3/4, pick an arbitrary γ ≥ 1 such that γ − 1/4 ≤ |k| ≤ γ − 1/2. If
0 < k < 3/4, set γ = 1. For k < 0, we pick the same γ as for |k|. Define H˜k =
(
h˜(m,n; k)
)
m,n∈Zν similarly
to (7.2) from Section 7, that is, set λ = 256γ and
v(n; k) = λ−1(nω + k)2 , n ∈ Zν ,
h˜(n,m; k) = v(n; k) if m = n,
h˜(n,m; k) = λ−1(2π)−2c(n−m), if m 6= n.
(11.9)
Define also H˜ǫ,k =
(
h˜(m,n; ǫ, k)
)
m,n∈Zν with h˜(n, n; ǫ, k) = h˜(n, n; k), h˜(n,m; ǫ, k) = ǫh˜(n,m; k), if m 6= n.
Proof of Theorem C. Using the notation from Theorem D, let k ∈ G \ ω2Zν . Note first of all that due to
(7.5), the set G in Theorem C obeys G ⊂ G. This is because the intervals In in Definition 10.8 are smaller
than the intervals Jn; see (1.10), (7.5), (7.6). By Theorem D, there exists ε0 = ε0(κ0, ω) such that if |ǫ| < 2
and |ε| := λ−1ǫ < ε0, then for each s, there exists Λ(s)k (0) such that H˜Λ(s)k (0),ǫ,k belongs to one of the classes
introduced in Sections 3, 5, 6 with 0 being either the principal point or one of the two principal points.
Moreover, Λ
(s−1)
k (0) serves the role of the (s− 1)-subset in the corresponding definition in Sections 3, 5, 6.
Assume for instance H˜
Λ
(s)
k (0),ǫ,k
∈ GSR[s(ℓ(k))(k),s](m(ℓ(k))(k),m+(k),m−(k),Λ(s(ℓ(k))(k)+q)k (0); δ0, t(ℓ(k))(k)),
with s = s(ℓ(k))(k) + q, q = 1, . . . , m+(k) = 0; see the notation in Theorem D. Let E˜(0,Λ
(s)
k (0); ǫ, k) be
the eigenvalue from part (III) of Theorem D. Set E˜(0,Λ
(s)
k (0); k) = E˜(0,Λ
(s)
k (0); 1, k). Now we invoke
Theorem 6.11 from Section 6. Recall that due to part (5) of Theorem 6.11, one has
(11.10) |E˜(0,Λ(s)k (0); k)− E˜(0,Λ(s−1)k (0); k)| < 4ε(δ(s−1)0 )1/8.
Therefore the limit
(11.11) E˜(k) = lim
s→∞
E˜(0,Λ
(s)
k (0); k)
exists. Furthermore, using the notation of part (7) of Theorem 6.11, denote by ϕ(+)(Λ
(s)
k ; k) := ϕ
(+)(·,Λ(s)k ; k)
the eigenvector corresponding to E˜(0,Λ
(s)
k (0); k) and normalized by ϕ
(+)(0,Λ
(s)
k ; k)) = 1. Due to part (7) of
Theorem 6.11, one has
|ϕ(+)(n,Λ(s)k ; k)| ≤ |ε|1/2
∑
m∈m(ℓ(k))(k)
exp
(
− 7
8
κ0|n−m|
)
, n /∈ m(ℓ(k))(k),
|ϕ(+)(m,Λ(s)k ; k)| ≤ 1 +
∑
0≤t<s
4−t for any m ∈ m(ℓ(k))(k),
(11.12)
(11.13) |ϕ(+)(n,Λ(s)k ; k)− ϕ(+)(n,Λ(s−1)k ; k)| ≤ 2|ε|(δ(s−1)0 )5.
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It follows from (11.12) and (11.13) that for each n ∈ Zν , the limit
(11.14) ϕ(n; k) = lim
s→∞
ϕ(+)(n,Λ
(s)
k ; k)
exists and obeys ϕ(0; k) = 1,
|ϕ(n; k)| ≤ ε1/2
∑
m∈m(ℓ)
exp
(
− 7
8
κ0|n−m|
)
, n /∈ m(ℓ(k))(k),
|ϕ(m; k)| ≤ 2 for any m ∈ m(ℓ(k))(k).
(11.15)
It follows also from (11.12) and (11.13) that
(11.16) H˜kϕ(k) = E˜(k)ϕ(k).
Note that Hk = λ(2π)
2H˜k. This implies
(11.17) Hkϕ(k) = E(k)ϕ(k).
with E(k) = λ(2π)2E˜(k). This finishes the proof of part (1) of Theorem C.
(2) It follows from (10.14) and (10.15) in Theorem D that
(11.18) E(k) = E(−k),
(k(0))2(k − k1)2 − 10|ε|
∑
δ
(s′)
0 <min(k−k1,k)
(δ
(s′)
0 )
4 < E(k)− E(k1)
<
2k
λ
(k − k1) + 2|ε|
∑
k1<kn<k
(δ
(s(n)−1)
0 )
1/8, 0 < k1 < k, γ − 1 ≤ k1 ≤ γ.
(11.19)
where s(n) is defined via 12R(s(n)−1) < |n| ≤ 12R(s(n)), k(0) := min(ε3/40 , kn(0)/512), and γ is the same as
in the definition (7.2). Note that the quantity δ(n) in (1.25) of Theorem C obeys δ(n) > 2(δ
(s(n)−1)
0 )
1/8. It
follows from the first inequality in (11.19) that
(11.20) E(k)− E(k1) > (k
(0))2(k − k1)2
2
.
Thus, (1.25) in Theorem C follows from (11.19). Finally, due to Lemma 7.4, one has ϕ(±)(n,Λ
(s)
−k;−k) =
ϕ(±)(−n,Λ(s)k ; k). This implies ϕ(n;−k) = ϕ(−n; k), as claimed. This finishes the proof of part (2).
(3) We apply Theorem D. Let n(0) ∈ Zν \ {0} and s > s(ℓ(kn(0) )). Assume for instance that kn(0) > 0.
Using (10.15), one has for 0 < θ < δ
(s−1)
0 ,
(11.21) |E±(0,Λ(s)k
n(0)
(0); kn(0))− E(0,Λ(s)k
n(0)
(0); kn(0) ± θ)| < 2(|kn(0) |+ 1)θ + 2|ε|(δ(s)0 )5,
since the sum on the right-hand side of (10.15) is over the empty set. Due to (10.19),
(11.22) |E±(0,Λ(s)k
n(0)
(0); kn(0))− E±(0,Λ(s−1)k
n(0)
(0); kn(0))| ≤ εδ(s−1)0 .
Therefore the limit
(11.23) E±(kn(0)) = lim
s→∞
E±(0,Λ
(s)
k
n(0)
(0); kn(0))
exists,
(11.24) |E±(kn(0))− E±(0,Λ(s−1)k
n(0)
(0); kn(0))| ≤ 2εδ(s−1)0 .
Due to (10.15), one obtains also
(11.25) |E±(kn(0))− E(kn(0) ± θ)| ≤ 2(kn0 + 1)θ +
∑
n:kn is between kn(0) and kn(0) ± θ
2ε(δ
(s(n)−1)
0 )
1/8.
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Assume now that E+(0; kn(0)) > E
−(0; kn(0)) > 0. Let E
+(0; kn(0)) > E > E
−(0; kn(0)) > 0. Let
s > s(ℓ(kn(0) )) be large enough so that σ(E) := min(E+(0; kn(0)) − E,E − E−(0; kn(0)) > δ(s)0 . Then,
due to (11.24), one has E+(0,Λ
(s)
k
n(0)
(0); kn(0)) − E,E − E−(0,Λ(s)k
n(0)
(0); kn(0)) > σ(E) − ρs, where ρs →
0 as s → ∞. Due to (10.18) in Theorem D, the matrix (E − H
Λ
(s)
k
n(0)
(0),ε,k
n(0)
) is invertible, moreover
‖(E−H
Λ
(s)
k
n(0)
(0),ε,k
n(0)
)−1‖ ≤ 2σ(E)−1, provided σ(E)/2 > ρs. Since B(0, R(s)) ⊂ Λ(s)k
n(0)
(0) and R(s) → +∞
with s→ +∞, one has
‖[(E −H
Λ
(s)
k
n(0)
(0),ε,k
n(0)
)− (E −Hε,k
n(0)
)]f‖ → 0
for any f supported on a finite subset of Zν . Due to part (1) of Lemma 11.1, (E −Hε,k
n(0)
) is invertible.
Due to part (3) of Lemma 11.1, (E −Hε,k) is invertible for any k as claimed in part (3) of Theorem C. 
Lemma 11.1. (1) Let A, As, s = 1, . . . be self-adjoint operators acting in the Hilbert space L, Ls respectively,
L ⊃ Ls. Let DA, DAs be the domains of the operators A and As, respectively. Assume that (a) each As
is invertible, and moreover B := sups ‖A−1s ‖ < ∞, (b) there exists a dense set D ⊂ DA such that for any
f ∈ D, there exists sf such that f ∈ DAs for s ≥ sf and ‖(A−As)f‖ → 0 as s→∞. Then A is invertible,
and ‖A−1‖ ≤ B.
(2) Using the notations of (1), assume in addition that the following conditions hold: (c) the set D
contains an orthonormal basis {gn}n∈N of the space L, (d) sups |〈A−1s gm, gn〉| ≤ ρ(m,n) with S2 :=
supm
∑
n ρ(m,n)
2 <∞. Then |〈A−1gm, gn〉| ≤ ρ(m,n) for any m,n.
(3) Assume that for some k0, E ∈ R the operator (E−Hk0) is invertible. Then (E−Hk) is invertible for
every k.
Proof. (1) One has ‖Asf‖ ≥ B−1‖f‖ for any f ∈ DAs . This implies ‖Af‖ ≥ B−1‖f‖ for any f ∈ D. Since
D ⊂ DA is dense, the statement follows.
(2) Recall that the set {x = (xn) ∈ ℓ2(N) : |xn| ≤ ǫ(n)} is ‖ · ‖-compact, provided
∑
n ǫ(n)
2 < ∞. With
m being fixed, consider the sequence A−1s gm, s = 1, 2, . . .. Therefore, it follows from the condition (d) in
(2) that this sequence has a ‖ · ‖-convergent subsequence. Using a standard diagonalization argument, one
concludes that there exists a subsequence sj such that hm := limj→∞ A
−1
sj gm exists in the ‖ · ‖-sense for
every m. Let m,n, ε > 0 be arbitrary. Find j0 such that ‖hm−A−1sj0 gm‖ < ε and ‖Agn−Asj0 gn‖ < ε. Then
one has
|〈Ahm, gn〉 − 〈gm, gn〉| = |〈hm, Agn〉 − 〈gm, gn〉| ≤ |〈A−1sj0 gm, Asj0 gn〉 − 〈gm, gn〉|
+‖hm −A−1sj0 gm‖‖Agn‖+ ‖A
−1
sj0
gm‖‖Agn −Asj0 gn‖ ≤ ε‖Agn‖+ Sε.
(11.26)
Hence, Ahm = gm, that is, hm = A
−1gm. Due to condition (d) one has
(11.27) |〈A−1gm, gn〉| = |〈hm, gn〉| = | lim
j→∞
〈A−1sj gm, gn〉| ≤ ρ(m,n),
as claimed.
(3) Recall that
(11.28) Hk0+ℓω(m,n) = Hk0(m+ ℓ, n+ ℓ)
for any ℓ. Given t ∈ Zν and f(·) ∈ ℓ2(Zν), set Utf(n) := f(n − t), n ∈ Zν . Clearly, Ut is a unitary
operator. Furthermore, Ut(a(m,n))m,n∈ZνU
−1
t = (a(m + t, n + t))m,n∈Zν for any self-adjoint operator A =
(a(m,n))m,n∈Zν whose domain contains the standard basis vectors en, n ∈ Zν . Combining this with (11.28)
one concludes thatHk0+ℓω is unitarily conjugated toHk0 . In particular, ‖(E−Hk0+ℓω)−1 = ‖(E−Hk0)−1‖ for
any ℓ. Given k, there exists a sequence ℓs such that (k0+ℓs)ω → k. Then ‖[(E−Hk0+ℓsω)−(E−Hk)]f‖ → 0
for any f supported on a finite subset of Zν . Therefore the statement follows from part (1). 
To prove Theorem A we need the following lemma.
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Lemma 11.2. (1) Assume that for some E ∈ R, there exist γ(E) > 0, B(E) < ∞ such that for any k,
x, y ∈ Zν , we have
(11.29) |(E −Hk)−1(x, y)| ≤ B(E) exp(−γ(E)|x− y|).
Then, (E −H) is invertible.
(2) Let n(0) ∈ Zν \ {0}. Assume, for instance, kn(0) > 0. Let
E±(kn(0)) = lim
k→k
n(0)
±0, k∈G\K(ω)
E(k), for km > 0,
as in Theorem A. Assume E−(kn(0)) < E
±(kn(0)). Let E ∈ (E−(kn(0)) + δ, E+(kn(0)) − δ), δ > 0 arbitrary.
Then, for every k, we have
(11.30) |[(E −Hk)−1](m,n)| ≤
{
exp(− 12κ0|m− n|) if |m− n| > 8max(|n(0)|, log δ−1),
δ−1 for any m,n.
(3) For every E ∈ (E(0)− ε1/20 /2, E(0)) and every k, we have
(11.31) |[(E −Hk)−1](m,n)| ≤
{
exp(− 12κ0|m− n|) if |m− n| > 8max(|n(0)|, log δ−1),
δ−1 for any m,n.
Proof. (1) For any k, we have ∑
x∈Zν
|(E −Hk)(m,x)||(E −Hk)−1(x, n)|
. (k +mω)2B(E) exp(−γ(E)|m− n|) + 4νε0B(E)(γ1(E))−ν exp(−γ1(E)|m − n|), m 6= n,∑
x∈Zν
|(E −Hk)(m,x)||(E −Hk)−1(x,m)|
. (k +mω)2B(E) + 4νB(E)(γ1(E))
−ν exp(−γ1(E)|m− n|),∑
x∈Zν
(E −Hk)(m,x)(E −Hk)−1(x, n) = δm,n,
(11.32)
where δm,n is the Kronecker symbol, γ1(E) =
1
2 min(κ0, γ(E)). In particular, for any k and for any bounded
ψ : Zν → C, we have
(11.33)
∑
x∈Zν
(E −Hk)(m,x)(E −Hk)−1(x, n)ψ(n) = ψ(m), m ∈ Zν ,
and the series converges absolutely.
Let f ∈ S(R1) be arbitrary. Set
(11.34) g(k) =
∑
n∈Zν
(E −Hk)−1(0, n)f̂(k + nω).
Note that due to the identity (11.8), one has for any k and any m,n, ℓ ∈ Zν ,
(11.35) (E −Hk+ℓω)−1(m,n) = (E −Hk)−1(m+ ℓ, n+ ℓ).
Using (11.35), one obtains for any k and any m ∈ Zν ,
g(k +mω) =
∑
n∈Zν
(E −Hk+mω)−1(0, n)f̂(k +mω + nω)
=
∑
n∈Zν
(E −Hk)−1(m,n+m)f̂(k +mω + nω) =
∑
n∈Zν
(E −Hk)−1(m,n)f̂(k + nω).
(11.36)
Combining this with (11.33), one obtains for any k,
(11.37)
∑
m∈Zν
(E −Hk)(0,m)g(k +mω) = f̂(k).
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It follows from the definition (11.34) that for any h ∈ L2(R), one has
(11.38)
∣∣∣ ∫
R
g(k)h(k) dk
∣∣∣ . 2νB(E)(γ(E))−ν‖f̂‖2‖h‖2.
Hence, ‖g‖2 . 2νB(E)(γ(E))−ν‖f̂‖2. In particular, there exists the inverse Fourier transform ψ := gˇ ∈
L2(R), ‖ψ‖2 = ‖g‖2 ≤ M(E)‖f‖2, where M(E) is a constant. Furthermore, since f̂ ∈ S(R), one obtains
using condition (11.29), lim|k|→∞ |k|a|g(k)| = 0 for any a > 0. Therefore, (11.6) holds. Combining (11.6)
with (11.37), one obtains
(11.39) ̂[(E −H)ψ](k) = f̂(k).
So,
(11.40) (E −H)ψ = f, ‖ψ‖2 ≤M(E)‖f‖2.
Since f ∈ S(R) is arbitrary, (E −H) is invertible.
(2) Let
E ∈ (E−(0,Λ(s)k
n(0)
(0); ε, kn(0)
)
+ δ, E+
(
0,Λ
(s)
k
n(0)
(0); ε, kn(0)
)− δ),
δ > 0. Then due to (10.21) from part (IV ) of Theorem D, one has
(11.41) |[(E −H
Λ
(s)
k
n(0)
(0),ε,k
n(0)
)−1](m,n)| ≤
{
exp(− 12κ0|m− n|) if |m− n| > 8max(|n(0)|, log δ−1),
δ−1 for any m,n.
Since ‖(E −H
Λ
(s)
k
n(0)
(0),ε,k
n(0)
)f − (E −Hk
n(0)
)f‖ → 0 as s → ∞, for any f supported on a finite subset of
Zν , part (2) of Lemma 11.1 applies. Thus,
(11.42) |[(E −Hk
n(0)
)−1](m,n)| ≤
{
exp(− 12κ0|m− n|) if |m− n| > 8max(|n(0)|, log δ−1),
δ−1 for any m,n.
Let Utf(n) := f(n− t), n ∈ Zν be the unitary operator defined in the proof of Lemma 11.1. Then, as we saw
in the proof of Lemma 11.2, Ut(E−Hk)U−1t = (E−Hk+tω). This implies Ut(E−Hk)−1U−1t = (E−Hk+tω)−1.
Hence,
|(E −Hk
n(0)
+tω)(m,n)| = |(E −Hk
n(0)
)−1(m+ t, n+ t)|
≤
{
exp(− 12κ0|m− n|) if |m− n| > 8max(|n(0)|, log δ−1),
δ−1 for any m,n.
(11.43)
Given k, there exists a sequence ℓs such that (kn(0) + ℓs)ω → k. Then ‖[(E −Hk(0)n +ℓsω)− (E −Hk)]f‖ → 0
for any f supported on a finite subset of Zν . Therefore the statement follows from part (2) of Lemma 11.1.
(3) The proof is completely similar to the proof of (2) with part (V ) of Theorem D being invoked. 
Proof of Theorem A. Given k ∈ R and ϕ(n) : Zν → C such that |ϕ(n)| ≤ Cϕ|n|−ν−1, where Cϕ is a constant,
set
(11.44) yϕ,k(x) =
∑
n∈Zν
ϕ(n)e
(
(nω + k)x
)
.
The function yϕ,k(x) satisfies equation (1.7) if and only if
(11.45) (2π)2(nω + k)2ϕ(n) +
∑
m∈Zν\{0}
c(n−m)ϕ(m) = Eϕ(n)
for any n ∈ Zν . Let E(k) and (ϕ(n; k))n∈Zν be as in Theorem C. Then,
ψ(k, x) =
∑
n∈Zν
ϕ(n; k)e((nω + k)x)
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obeys equation (1.7) with E = E(k), that is,
(11.46) Hψ ≡ −ψ′′(k, x) + V (x)ψ(k, x) = E(k)ψ(k, x).
Due to (1) and (2) from Theorem C, conditions (a)–(c) in Theorem A hold. Due to part (2) of Lemma 11.2,
one has
specH ∩ (E−(km), E+(km)) = ∅ if E−(km) < E+(km).
Due to part (2) in Lemma 11.2 one has
specH ∩ (E(0)− ε1/20 /2, E(0)) = ∅.
It is well-known that
specH ⊂ [0,∞) + {εV (x) : x ∈ R}.
It is easy to see that |V (x)| ≤ (4κ−10 )ν . Hence, |ε||V (x)| < ε1/20 /4 for any x and any |ε| < ε0, see the
definition of ε0 in (3.9) from Definition 3.1. Thus, one concludes that
specH ⊂ [E(0),∞) \
⋃
m∈Zν\{0}:E−(km)<E+(km)
(E−(km), E
+(km)).
Recall the following well-known general fact in the spectral theory of Sturm-Liouville equations. If for
some E ∈ R, there exists a bounded smooth function which obeys equation (1.7), that is,
(11.47) − y′′ + V (x)y(x) = Ey(x),
then E ∈ specH . For any k ∈ G \K(ω), the function ψ(k, x) is bounded. Hence, E(k) ∈ specH . It follows
from (11.19) that E(k) is continuous at each point k ∈ G \K(ω). It follows also from (11.19) that E(k) is
monotone for k ∈ G \K(ω), k > 0. Recall also that E(−k) = E(k). Finally, due to (10.13), E(k)→∞ when
k →∞. One concludes that
{E(k) : k ∈ G \K(ω)} = [E(0),∞) \
⋃
m∈Zν\{0}:E−(km)<E+(km)
(E−(km), E
+(km)).
Hence,
specH ⊃ [E,∞) \
⋃
m∈Zν\{0}:E−(km)<E+(,km)
(E−(km), E
+(km)).
This finishes the proof of Theorem A. 
Proof of part (1) of Theorem B. Let n(0) ∈ Zν \ {0} be arbitrary. We assume that kn(0) = −n
(0)ω
2 > 0. The
case kn(0) = −n
(0)ω
2 < 0 is similar. Due to (10.17) of part (4) of Theorem D, one has
(11.48) 0 ≤ E+(0,Λ; kn(0))− E−(0,Λ; kn(0)) ≤ 2ε exp
(
− κ0
2
|n(0)|
)
,
where Λ = Λ
(s)
k
n(0)
(0), s = s(ℓ(kn(0) ))(kn(0)), ℓ = ℓ(kn(0)). It follows now from (11.11) that
(11.49) 0 ≤ E+(kn(0))− E−(kn(0)) ≤ 2ε exp
(
− κ0
2
|n(0)|
)
,
as claimed in part (1) of Theorem B. 
To prove part (2) of Theorem B, it is convenient to establish a few lemmas first.
Lemma 11.3. Using the notation from the proof of part (1) of Theorem B, for any n(0), the Fourier
coefficient c(n(0)) obeys the following estimate,
|c(n(0))| ≤ ε−10 exp(κ0|n(0)|)(E+(Λ; kn(0))− E−(Λ; kn(0)))
+
∑
m′,n′∈Λ\{0,n(0)}
|c(m′)|sD(·;Λ\{0,n(0)}),T,κ0,ε;Λ\{0,n(0)},R(m′, n′)|c(n′ − n(0))|.(11.50)
Here, as usual, T = 4κ0 log δ
−1
0 .
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Proof. We use equation (10.22) from part (IV ) of Theorem D,
(11.51) [E − v(0, kn(0))−Q(s)(0,Λ; ε, kn(0) , E)∓
∣∣G(s)(0, n(0),Λ; ε, kn(0) , E)∣∣]|E=E±(Λ;ε,k
n(0)
= 0,
where
Q(s)(0,Λ; kn(0) + θ, E)
=
∑
m′,n′∈Λ\{0,n(0)}
h(0,m′; kn(0) + θ)[(E −HΛ\{0,n(0)},k
n(0)
+θ)
−1](m′, n′)h(n′, 0; kn0 + θ),
G(s)(0, n(0),Λ; kn(0) + θ, E) = h(0, n
(0); kn(0) + θ)
+
∑
m′,n′∈Λ\{0,n(0)}
h(0,m′; kn(0) + θ)[(E −HΛ\{0,n(0)},k
n(0)
+θ)
−1](m′, n′)h(n′, n(0); kn(0) + θ),
(11.52)
0 ≤ θ ≤ (δ(s)0 )3/4; see the notation in the proof of part (1) above. Set
a1 = v(0, kn(0) + θ) +Q
(s)(0,Λ; kn(0) + θ, E),
a2 = v(0, kn(0) − θ) +Q(s)(0,Λ; kn(0) − θ, E),
b = G(s)(0, n0,Λ; kn(0) + θ, E),
(11.53)
fi := E − ai, i = 1, 2, f = f1 − |b|2f−12 . Due to Proposition 6.9, f ∈ F(ℓ)g(ℓ−1),1(f1, f2, b2), provided θ > 0.
Now we invoke Lemma 4.11. Due to part (2) of that lemma, the functions µ(fj), χ(fj) are C2-smooth,
|∂αµ(fj)|, |∂αχ(fj)| ≤ 1, |α| ≤ 2. It follows from (11.51) that
(11.54) [f1(kn(0) , E)− |b(E)|]|E=E+(Λ;k
n(0)
) − [f1(kn(0) , E) + |b(kn(0) , E)|]|E=E−(Λ;k
n(0)
) = 0.
Hence,
(11.55) |b(kn(0) , E)||E=E+(Λ;k
n(0)
) ≤ |f1(kn(0) , E)|E=E+(Λ;k
n(0)
) − f1(kn(0) , E)|E=E−(Λ;k
n(0)
)|.
Recall that χ(fj) = µ(fj)fj. One has
|µ(f1)f1(kn(0) , E)|E=E+(Λ;k
n(0)
) − µ(f1)f1(kn(0) , E)|E=E−(Λ;k
n(0)
)| ≤ E+(Λ; kn(0))− E−(Λ; kn(0)),
|µ(f1)f1(kn(0) , E)|E=E+(Λ;k
n(0)
) − µ(f1)|E=E+(Λ;k
n(0)
)f1(kn(0) , E)|E=E−(Λ;k
n(0)
)|
≤ E+(Λ; kn(0))− E−(Λ; kn(0)) + |µ(f1)|E=E+(Λ;k
n(0)
) − µ(f1)|E=E−(Λ;k
n(0)
)| sup |f1(kn(0) , E)|
≤ 2(E+(Λ; kn(0))− E−(Λ; kn(0))).
(11.56)
Recall also that due to part (4) in Lemma 4.11, one has |µ(fi)| ≥ 2−2ℓ−1+1τ (fi). Let n(ℓ′)(kn(0)), ℓ′ =
0, . . . , ℓ = ℓ(kn(0)) be as in Definition 10.8. Here n
(ℓ)(kn(0)) = n
(0), see Definition 10.8 and Lemma 10.10.
By Theorem D, τ (f1) = τ (ℓ)(kn(0)) = |kn(ℓ−1) |||kn(0) | − |kn(ℓ−1) ||. This implies |µ(fi)| > ε0 exp(−κ0|n(0)|).
Therefore,
(11.57) |b(kn(0) , E)||E=E+(Λ;k
n(0)
) ≤ ε−10 exp(κ0|n(0)|)(E+(Λ; kn(0))− E−(Λ; kn(0))).
Recall that
(11.58) b(kn(0) , E) = c(n
(0)) +
∑
m′,n′∈Λ\{0,n(0)}
c(m′)[(E −HΛ\{0,n(0)},k
n(0)
)−1](m′, n′)c(n′ − n(0))
and also that
(11.59) |[(E −HΛ\{0,n(0)},k
n(0)
)−1](m,n)| ≤ sD(·;Λ\{0,n(0)}),T,κ0,ε;Λ\{0,n(0)},R(m,n).
Therefore, (11.50) follows from (11.57). 
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It is convenient to introduce the following notation: Λ′(n(0)) = Λ \ {0, n(0)}, Λ(n(0)) = Zν \ {0, n(0)},
(11.60) s(n(0);m′, n′) =
{
sD(·;Λ(n(0))),T,κ0,ε;Λ(n(0)),R(m
′, n′), if m′, n′ ∈ Λ′(n(0)),
0, if m′ ∈ Λ(n(0)) \ Λ′(n(0)), or n′ ∈ Λ(n(0)) \ Λ′(n(0)), or both.
We re-write (11.50) in the following form,
|c(n(0))| ≤ ε−10 exp(κ0|n(0)|)(E+(Λ; kn(0))− E−(Λ; kn(0)))
+
∑
m′,n′∈Λ(n(0))
|c(m′)|s(n(0);m′, n′)|c(n′ − n(0))|.(11.61)
In the next lemma we recall the main properties of the sum s(n(0);m′, n′) from Section 2, stated in a form
convenient for our goals.
Lemma 11.4. Let s(n(0);m′, n′) be as in (11.60).
(1)
s(n(0);m,n) ≤
∑
γ∈Γ
n(0)
(m,n)
wn(0)(γ),
wn(0)(γ) =
[∏
w(nj , nj+1)
]
exp
( ∑
1≤j≤k
Dn(0)(nj)
)
.
(11.62)
Here w(m,n) := |c(n − m)|, Γn(0)(m,n) stands for a set of trajectories γ = (n1, . . . , nk), k := k(γ) ≥ 1,
nj ∈ Λ(n(0)), n1 = m, nk = n, nj+1 6= nj, Dn(0)(x) > 0, x ∈ Zν \ {0, n(0)}. Moreover, the following
conditions hold:
(i) Dn(0)(x) ≤ Tµn(0)(x)1/5 for any x such that Dn(0)(x) ≥ 4Tκ−10 , where µn(0)(x) = min(|x|, |x − n(0)|),
T = 4κ0 log δ
−1
0 ,
(ii)
min(Dn(0)(ni), Dn(0)(nj)) ≤ T ‖(ni, . . . , nj)‖1/5
for any i < j such that min(Dn(0)(ni), Dn(0)(nj)) ≥ 4Tκ−10 , unless j = i+ 1.
(11.63)
Moreover,
if min(Dn(0)(ni), Dn(0)(ni+1)) > T |(ni − ni+1)|1/5, for some i, then ,
min(Dn(0)(nj′ ), Dn(0)(ni)) ≤ T ‖(nj′ , . . . , ni)‖1/5, min(Dn(0)(ni), Dn(0)(nj′′ )) ≤ T ‖(ni, . . . , nj′′)‖1/5,
min(Dn(0)(nj′ ), Dn(0)(ni+1)) ≤ T ‖(nj′ , . . . , ni+1)‖1/5, min(Dn(0)(ni+1), Dn(0)(nj′′ )) ≤ T ‖(ni+1, . . . , nj′′)‖1/5,
for any j′ < i < i+ 1 < j′′.
(11.64)
(2) Assume that for all n ∈ Zν , we have |c(n)| ≤ ε˜ exp(−κ˜|n|) with ε˜ ≤ ε0, κ˜ ≥ κ0. Let γ = (n1, . . . , nk) ∈
Γn(0) :=
⋃
m,n Γn(0)(m,n). Set M = 4Tκ
−1
0 , D¯(γ) = maxj D(nj), tD(γ) :=
log D¯(γ)
logM , ϑt =
∑
0<s≤t 2
−5s.
Then,
(11.65) wn(0)(γ) ≤
{
ε˜k(γ)−1 exp(−κ˜‖γ‖+ k(γ)M5) if tD(γ) ≤ 5,
ε˜k(γ)−1 exp(−κ˜(1− ϑtD(γ)+1)‖γ‖+ 2D¯(γ)) if tD(γ) > 5.
Furthermore, D¯(γ) ≤ 2T [min(|n1|, |n(0) − nk|)1/5 + ‖γ‖1/5].
In the next lemma we establish an estimate similar to (11.65) under a slightly weaker condition on |c(n)|,
and also an estimate for the sum of such terms.
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Lemma 11.5. Let ε˜ ≤ ε0, κ˜ ≥ 2κ0, R1 ≥ 230(κ−10 T )2. Set Rt = 5Rt−1/4, ρt−1 = 2−10t−2, t = 2, . . . ,
σt =
∑
1≤ℓ≤t ρℓ. Assume
(11.66) |c(p)| ≤
{
ε˜ exp(−κ˜|p|) if 0 < |p| ≤ R2,
ε˜ exp(− 1516 (1− σ3t)κ˜|p|) if Rt−1 < |p| ≤ Rt, 3 ≤ t ≤ t0.
For t ≥ 1, let Γ(t)
n(0)
be the set of trajectories γ = (n1, . . . , nk) ∈ Γn(0) with ‖γ‖ ≤ 2Rt and maxj |nj+1−nj| ≤
Rt+1. Then, for any γ ∈ Γ(t)n(0) with t ≤ t0 − 1, we have
(11.67) wn(0)(γ) ≤ ε˜k(γ)−1 exp
(
− 15
16
(1 − σ3t+4)κ˜‖γ‖+ 2D¯(γ) + k(γ)M
)
.
Furthermore,
(11.68) ∑
γ∈Γ
n(0)
(m,n):k(γ)≥2,‖γ‖≤Rt0
wn(0)(γ) ≤ exp(−2T (min(|m|, |n(0) − n|)1/5) exp
(
− 15
16
(1 − σ3t0+2)κ˜|n−m|
)
.
Proof. The proof of (11.67) goes by induction in t = 1, 2, . . . . Let γ = (n1, . . . , nk) ∈ Γ(1)n(0) . Then, in
particular, maxj |nj+1 − nj| ≤ R2. Due to (11.66), one has w(nj , nj+1) ≤ ε˜ exp(−κ˜|nj − nj+1|). Hence
(11.65) applies. Note that 1− ϑtD(γ)+1 > 15/16. This implies (11.67) for t = 1 in both cases in (11.65).
Let Γ
(t)
n(0),0
be the set of trajectories γ = (n1, . . . , nk) ∈ Γ(t)n(0) with maxj |nj+1 − nj | ≤ Rt, Γ
(t)
n(0),1
=
Γ
(t)
n(0)
\ Γ(t)
n(0),0
.
Let γ = (n1, . . . , nk) ∈ Γ(t)n(0),1. Then there exists j0 such that |nj0+1−nj0 | > Rt. Note that |nj+1−nj| < Rt
for any j 6= j0, since ‖γ‖ ≤ 2Rt. Let γ1 = (n1, . . . , nj0), γ2 = (nj0+1, . . . , nk). Note that ‖γ1‖+ ‖γ2‖ < Rt <
2Rt−1 since ‖γ‖ ≤ 2Rt and |nj0+1 − nj0 | > Rt. Therefore γ1, γ2 ∈ Γ(t−1)n(0) . Hence, the inductive assumption
applies,
wn(0)(γi) ≤ ε˜k(γi)−1ε exp
(
− 15
16
(1− σ3t+1)κ˜‖γi‖+ 2D¯(γi) + k(γi)M
)
, i = 1, 2,
wn(0)(γ) = wn(0)(γ1)|c(nj0+1 − nj0)|wn(0)(γ2)
≤ ε˜k(γ)−1 exp
(
− 15
16
(1− σ3t+1)κ˜(‖γ1‖+ ‖γ2‖)− 15
16
(1− σ3t+3)κ˜|nj0+1 − nj0 |+ 2D¯(γ1) + 2D¯(γ2) + k(γ)M
)
.
(11.69)
Let D(nji) = D¯(γi), i = 1, 2. We have the following cases:
(a) Assume j1 < j0. In this case due to (11.63), one has
(11.70) 2min(D¯(γ1), D¯(γ2)) ≤ 2T ‖γ‖1/5 < ρ3t+4
4
κ˜(‖γ1‖+ ‖γ2‖+ |nj0+1 − nj0 |)
since ‖γ‖ > Rt ≥ 230(κ−10 T )2(5/4)t−1, t ≥ 2. Combining (11.69) with (11.70), one obtains (11.67).
(b) Assume j0 + 1 < j2. Similarly to case (a), one verifies (11.67).
(c) Assume j1 = j0, j0+1 = j2. Let γ
′
1 = (n1, . . . , nj0−1), γ
′
2 = (nj0+2, . . . , nk). Once again, applying the
inductive assumption, one obtains
wn(0)(γ
′
i) ≤ ε˜k(γi)−1 exp
(
− 15
16
(1 − σ3t+1)κ˜‖γ′i‖+ 2D¯(γ′i) + k(γi)M
)
, i = 1, 2,
wn(0)(γ) = wn(0)(γ
′
1) exp(Dn(0)(nj0 ))|c(nj0+1 − nj0)| exp(Dn(0)(nj0+1))wn(0) (γ′2)
≤ ε˜k(γ)−1 exp
(
− 15
16
(1− σ3t+1)κ˜(‖γ1‖+ ‖γ2‖)− 15
16
(1− σ3t+3)κ˜|nj0+1 − nj0 |
)
×
exp(2D¯(γ1) + 2D¯(γ2) +Dn(0)(nj0) +Dn(0)(nj0+1) + k(γ)M).
(11.71)
One has 2Dn(0)(γ
′
1) = 2min(Dn(0)(γ
′
1), Dn(0)(nj0)) < 2T ‖γ‖1/5 < ρ3t+4κ˜(‖γ1‖ + ‖γ2‖ + |nj0+1 − nj0 |)/4.
Similarly, 2Dn(0)(γ
′
2) < ρ3t+4κ˜(‖γ1‖+ ‖γ2‖+ |nj0+1 − nj0 |)/4. Therefore, (11.67) follows from (11.71).
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Thus, (11.67) holds for γ ∈ Γ(t)
n(0),1
in any event. Let γ = (n1, . . . , nk) ∈ Γ(t)n(0),0. Assume ‖(n1, . . . , nk)‖ ≤
2Rt−1. Recall that maxj |nj+1 − nj | ≤ Rt since γ = (n1, . . . , nk) ∈ Γ(t)n(0),0. Hence, in this case the inductive
assumption applies and even a stronger estimate than (11.67) holds. Assume ‖(n1, . . . , nk)‖ > 2Rt−1. Then
there exists j0 such that ‖(n1, . . . , nj0)‖ ≤ 2Rt−1, ‖(n1, . . . , nj0+1)‖ > 2Rt−1. Let γ1 = (n1, . . . , nj0),
γ2 = (nj0+1, . . . , nk). Note that ‖γ2‖ = ‖γ‖ − ‖(n1, . . . , nj0+1)‖ < 2Rt − 2Rt−1 < 2Rt−1 since Rt < 2Rt−1.
Therefore γ1, γ2 ∈ Γ(t−1)n(0) . Hence, the inductive assumption applies,
wn(0)(γi) ≤ ε˜k(γi)−1 exp
(
− 15
16
(1− σ3t+1)κ˜‖γi‖+ 2D¯(γi) + k(γi)M
)
, i = 1, 2,
wn(0)(γ) = wn(0)(γ1)|c(nj0+1 − nj0)|wn(0)(γ2)
≤ ε˜k(γ)−1 exp
(
− 15
16
(1− σ3t+1)κ˜(‖γ1‖+ ‖γ2‖)− 15
16
(1− σ3t+3)κ˜|nj0+1 − nj0 |+ 2D¯(γ1) + 2D¯(γ2) + k(γ)M
)
.
(11.72)
Let D(nji) = D¯(γi), i = 1, 2. We have the following cases:
(α) Assume j1 < j0. In this case, due to (11.63), one has
(11.73) 2min(D¯(γ1), D¯(γ2)) ≤ 2T ‖γ‖1/5 < ρ3t+4
4
κ˜(‖γ1‖+ ‖γ2‖+ |nj0+1 − nj0 |).
Combining (11.72) with (11.73), one obtains (11.67).
(β) Assume j0 + 1 < j2. Similarly to case (α), one verifies (11.67).
(γ) Assume j1 = j0, j0 + 1 = j2. Let γ
′
1 = (n1, . . . , nj0−1), γ
′
2 = (nj0+2, . . . , nk). Once again, applying
the inductive assumption, one obtains
wn(0)(γ
′
i) ≤ ε˜k(γ
′
i)−1 exp
(
− 15
16
(1 − σ3t+1)κ˜‖γ′i‖+ 2D¯(γ′i) + k(γ′i)M
)
, i = 1, 2,
wn(0)(γ) = wn(0)(γ
′
1)|c(nj0−1 − nj0)| exp(Dn(0)(nj0 ))|c(nj0+1 − nj0)| exp(Dn(0)(nj0+1))
|c(nj0+2 − nj0+1)|wn(0)(γ′2) ≤ ε˜k(γ)−1 exp(−
15
16
(1− σ3t+1)κ˜(‖γ′1‖+ ‖γ′2‖))
× exp(−15
16
(1 − σ3t+3)κ˜(|nj0 − nj0−1|+ |nj0+1 − nj0 |+ |nj0+2 − nj0+1|))×
exp(2D¯(γ′1) + 2D¯(γ
′
2) +Dn(0)(nj0) +Dn(0)(nj0+1) + k(γ)M).
(11.74)
One has 2D¯n(0)(γ
′
1) = 2min(D¯n(0)(γ
′
1), Dn(0)(nj0)) < 2T ‖γ‖1/5 < ρ3t+4κ˜(‖γ′1‖ + ‖γ′2‖ + |nj0+2 − nj0−1|)/4.
Similarly, 2D¯n(0)(γ
′
2) < ρ3t+4κ˜(‖γ1‖+ ‖γ2‖+ |nj0+1 − nj0 |)/4. Therefore, (11.67) follows from (11.74).
Thus (11.67) holds in any event. Recall that D¯(γ) ≤ 2T [(min(|m|, |n(0)−n|)1/5+‖γ‖1/5], γ ∈ Γn(0)(m,n);
see Lemma 11.4. Set w′
n(0)
(γ) = exp(−2T (min(|m|, |n(0) − n|)1/5)wn(0)(γ). Note that 2T ‖γ‖1/5 <
ρ3t+5κ˜‖γ‖/4 if ‖γ‖ ≥ Rt. Recall also the elementary estimate of Lemma 2.6: for any α, k > 0,
(11.75)
∑
γ∈Γ(m,n;k,Zν)
exp(−α‖γ‖) < (8α−1)(k−1)ν .
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Set Γ
(t)
n(0)
(m,n) = Γn(0)(m,n) ∩ Γ(t)n(0) . Note that if γ ∈ Γn(0) and ‖γ‖ ≤ Rt+1, then γ ∈ Γ
(t)
n(0)
and (11.67)
applies. Finally, ‖γ‖ ≥ |n−m| for any γ ∈ Γn(0)(m,n). Taking all that into account, one obtains∑
γ∈Γ
n(0)
(m,n):k(γ)≥2,‖γ‖≤Rt0
w′n(0)(γ) ≤
∑
t≤t0−1
∑
γ∈Γ
n(0)
(m,n),k(γ)≥2,Rt≤‖γ‖≤Rt+1
w′n(0)(γ)
≤ eM
∑
t≤t0−1
∑
γ∈Γ
n(0)
(m,n),k(γ)≥2,Rt≤‖γ‖≤Rt+1
(eM ε˜)k(γ)−1 exp(−15
16
(1 − σ3t+4)κ˜‖γ‖+ ρ3t+5κ˜‖γ‖/4)
≤ eM
∑
k≥1
(eM ε˜)k−1 exp(−15
16
(1− σ3t0+2)κ˜|n−m|)
∑
k(γ)=k
exp(−ρ3t0+2κ˜‖γ‖/4)
≤ eM exp(−15
16
(1 − σ3t0+2)κ˜|n−m|)
∑
k≥1
(eM ε˜)k−1(8α−1)(k−1)ν ≤ exp(−15
16
(1 − σ3t0+2)κ˜|n−m|).
(11.76)
Here, in the last step, α = ρ3t+5κ˜/4, and we have used ε˜ < ε0. 
Proof of part (2) of Theorem B. Set R1 = 2
30(κ−10 T )
2, Rt = 5Rt−1/4, ρt−1 = 2
−10t−2, t = 2, . . . , σt =∑
1≤ℓ≤t ρℓ as in Lemma 11.5. Set also ε
(0)
0 := exp(−2R2). One can see that ε(0)0 < ε40. Assume that
(11.77) E+(Λ; kn(0))− E−(Λ; kn(0)) ≤ ε(0) exp(−κ(0)|n(0)|), for all n(0) ∈ Zν \ {0},
where ε(0) < ε
(0)
0 , κ
(0) > 4κ0. We re-write (11.61) in the following form,
(11.78) |c(n(0))| ≤ (ε(0))3/4 exp(−3κ(0)|n(0)|/4) +
∑
m′,n′∈Λ(n(0))
|c(m′)|s(n(0);m′, n′)|c(n′ − n(0))|.
Assume that with some (ε(0))1/2 < εˆ ≤ ε(0)0 and κ0 ≤ κˆ ≤ κ(0)/2, we have |c(p)| ≤ εˆ exp(−κˆ|p|) for |p| > 0.
Set ε˜ = εˆ/2, κ˜ = 7κˆ/6. We claim that in this case, in fact,
(11.79) |c(p)| ≤
{
ε˜ exp(−κ˜|p|) if 0 < |p| ≤ R2,
ε˜ exp(− 1516 (1− σ3t)κ˜|p|) if Rt−1 < |p| ≤ Rt, t ≥ 3.
It is important to note here that 1516 (1 − σ3t)κ˜ > (1516 )2 76 κˆ := Lκˆ, with L > 1. This allows one to iterate the
argument and Theorem B follows.
The verification of the claim goes by induction in t, starting with the first line in (11.79), and then with
the help of Lemma 11.5. The idea is to run n(0) in (11.78) and to combine the inequalities which we have for
different n(0). To this end it is convenient to replace n(0) in the notation. To verify the first line in (11.79),
we invoke (11.68) from Lemma 11.5 with εˆ in the role of ε˜ and κˆ in the role of κ˜. Note that condition (11.66)
of Lemma 11.5 holds for any t for trivial reasons. So,
∑
m,n∈Λp
|c(m)|s(p;m,n)|c(p− n)|
≤ εˆ2
∑
m,n∈Λp
exp(−κˆ|m|) exp
(
− 15
16
(1− σ3t0+2)κˆ|n−m|+ 2T (min(|m|, |n− p|))1/5
)
exp(−κˆ|p− n|).
(11.80)
Using the elementary estimates of Lemma 2.6, one obtains from (11.80) that
(11.81)
∑
m,n∈Λp
|c(m)|s(p;m,n)|c(p− n)| ≤ εˆ3/2/4 ≤ ε˜(ε(0)0 )1/2/2 < (ε˜/2) exp(−R2).
It follows from (11.78) combined with (11.81) that for any |p| > 0, we have
(11.82) |c(p)| < (ε(0))3/4 exp(−3κ(0)|p|/4) + (ε˜/2) exp(−R2) < ε˜ exp(−κ˜R2).
This verifies the first line in (11.66).
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Assume now that for some ℓ ≥ 2, (11.66) holds for any 0 < |p| ≤ Rt and any t ≤ ℓ. Let |q| > Rℓ
be arbitrary. For t ≥ 1, let Γ(t)q be the set of trajectories γ = (n1, . . . , nk) ∈ Γq with ‖γ‖ ≤ 2Rt and
maxj |nj+1 − nj | ≤ Rt+1. Let Γ(t)q (m,n) = Γ(t)q ∩ Γq(m,n). We have∑
m,n∈Λq
|c(m)|s(q;m,n)|c(q − n)| ≤
∑
m,n
|c(m)||c(q − n)|
∑
γ∈Γq(m,n)
wq(γ)
≤ Σ1 +Σ2 +Σ3 :=
∑
m,n:|m|,|n−q|≤Rℓ
|c(m)||c(q − n)|
∑
γ∈Γ
(ℓ−1)
q (m,n)
wq(γ)
∑
m,n
|c(m)||c(q − n)|
∑
γ∈Γq(m,n), ‖γ‖>2Rℓ−1
wq(γ) + Σ3.
(11.83)
Here the sum Σ3 is over the cases when ‖γ‖ ≤ 2Rℓ−1 and either max(|m|, |q − n|) > Rℓ or γ = (n1, . . . , nk)
obeys maxj |nj+1 − nj | > Rℓ, or both.
Using (11.68) from Lemma 11.5 with ℓ in the role of t0 and the inductive assumption, one obtains
Σ1 ≤ ε˜2
∑
m,n
exp
(
− 15
16
(1− σ3ℓ)κ˜|m|
)
exp
(
− 15
16
(1− σ3ℓ+2)κ˜|m− n|+ 2T (min(|m|, |q − n|))1/5
)
×
exp
(
− 15
16
(1− σ3ℓ)κ˜|q − n|
)
.
(11.84)
Note that 2T (min(|m|, |q − n|))1/5) < 14ρ3ℓ+3(|m|+ |m− n|+ |q− n|) since |q| > Rℓ. Estimating the sum in
(11.84), one obtains ( see Lemma 2.6 )
(11.85) Σ1 ≤ ε˜3/2 exp
(
− 15
16
(1− σ3ℓ+2 − 1
4
ρ3ℓ+3)κ˜|q|
)
.
To estimate the sum Σ2, we use Lemma 11.5 with εˆ in the role of ε˜ and κˆ in the role of κ˜:
Σ2 ≤
∑
m,n
|c(m)||c(q − n)|
∑
t≥ℓ−1
∑
γ∈Γq(m,n),k(γ)≥2,Rt≤‖γ‖≤Rt+1
wq(γ) ≤
∑
m,n
|c(m)||c(q − n)|×
exp(2T (min(|m|, |q − n|))1/5)eM [ ∑
γ∈Γq(m,n),k(γ)≥2,2Rℓ−1≤‖γ‖≤Rℓ
+
∑
t≥ℓ
∑
γ∈Γq(m,n),k(γ)≥2,Rt≤‖γ‖≤Rt+1
]
(eM εˆ)k(γ)−1 exp
(
− 15
16
(1 − σ3t+4)κˆ‖γ‖+ 2T ‖γ‖1/5
)
≤ εˆ2
∑
m,n
exp(−κˆ(|m|+ |q − n|) + 2T (min(|m|, |q − n|))1/5)×
exp
(
− 15
16
(1− σ3ℓ+2)κˆ× (2Rℓ−1)
)
≤ εˆ3/2 exp
(
− 15
16
(1− σ3ℓ+2 − 1
4
ρ3ℓ+3)κˆ× (2Rℓ−1)
)
< εˆ3/2 exp
(
− 15
16
(1− σ3ℓ+2 − 1
4
ρ3ℓ+3)κ˜Rℓ+1
)
.
(11.86)
Let us now estimate Σ3. Given r, s ∈ Λq with |s − r| > Rℓ, denote by Γq;r,s the set of trajectories
γ = (n1, . . . , nk) ∈ Γ¯q with ‖γ‖ ≤ 2Rℓ−1 and such that
(11.87) γ = γ′ ∪ γ′′,
where r is the endpoint of γ′ and s is the starting point of γ′′. Note that since ‖γ‖ ≤ 2Rℓ−1, one has
|nj+1−nj | ≤ Rℓ for all j with one exception when nj+1 = s, nj = r. In particular, the inductive assumption
applies to γ′, γ′′. Denote by Σ′3 the part of sum Σ3 with γ ∈ Γq;r,s and with |m|, |q − n| ≤ Rℓ. Then just as
in the above derivations, one obtains
(11.88) Σ′3 ≤ ε˜3/2
∑
|r−s|>Rℓ
exp
(
− 15
16
(1− σ3ℓ+2)κ˜|r|
)
|c(r − s)| exp
(
− 15
16
(1 − σ3ℓ+2)κ˜|q − s|
)
.
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The estimation of the rest of the sum Σ3 is similar. One has
Σ3 ≤ ε˜3/2
∑
|r−s|>Rℓ
exp
(
− 15
16
(1− σ3ℓ+2)κ˜|r|
)
|c(r − s)| exp
(
− 15
16
(1− σ3ℓ+2)κ˜|q − s|
)
+2ε˜3/2
∑
|r|>Rℓ
|c(r)| exp
(
− 15
16
(1− σ3ℓ+2)κ˜|q − r|
)
≤ ε˜3/2
∑
Rℓ<|r−s|≤Rℓ+1
exp
(
− 15
16
(1− σ3ℓ+2)κ˜|r|
)
|c(r − s)| exp
(
− 15
16
(1− σ3ℓ+2)κ˜|q − s|
)
+2ε˜3/2
∑
Rℓ<|r|≤Rℓ+1
|c(r)| exp
(
− 15
16
(1− σ3ℓ+2)κ˜|q − r|
)
εˆ3/2 exp
(
− 15
16
(1− σ3ℓ+2 − 1
4
ρ3ℓ+3)κ˜Rℓ+1
)
.
(11.89)
Now we invoke (11.78). For |q| > Rℓ, one obtains
|c(q)| ≤ (ε(0))3/4 exp(−κ(0)|q|/2) +
∑
1≤i≤3
Σi ≤ (ε(0))3/4 exp(−κ˜|q|)
+ε˜3/2 exp
(
− 15
16
(1− σ3ℓ+2 − 1
4
ρ3ℓ+3)κ˜|q|
)
+ 2εˆ3/2 exp
(
− 15
16
(1− σ3ℓ+2 − 1
4
ρ3ℓ+3)κ˜Rℓ+1
)
+ε˜3/2
∑
Rℓ<|r−s|≤Rℓ+1
exp
(
− 15
16
(1 − σ3ℓ+2)κ˜|r|
)
|c(r − s)| exp
(
− 15
16
(1− σ3ℓ+2)κ˜|q − s|
)
+2ε˜3/2
∑
Rℓ<|r|≤Rℓ+1
|c(r)| exp
(
− 15
16
(1 − σ3ℓ+2)κ˜|q − r|
)
.
(11.90)
Here we have replaced κ(0)/2 by κ˜ < κ(0)/2. Now we consider Rℓ < |q| ≤ Rℓ+1. We replace Rℓ+1
in the exponent by a smaller quantity |q| and we obtain a self-contained system of inequalities for |c(q)|
with Rℓ < |q| ≤ Rℓ+1. This allows us to iterate (11.90). It is convenient to replace the multiple sums via
summation over trajectories γ = (n0, . . . , nk) ∈ Γ(0, q). Set
ε′ = ε˜1/4, κ′ =
15
16
(1− σ3ℓ+2 − 1
4
ρ3ℓ+3)κ˜, w
′(m,n) = ε′ exp(−κ′|m− n|),
w′((n0, . . . , nk) =
∏
w′(nj , nj+1).
(11.91)
Iterating (11.90) N times, one obtains
|c(q)| ≤ ε˜3/2(
∑
0≤k≤N
4kε′k) exp
(
− 15
16
(1− σ3ℓ+2 − 1
4
ρ3ℓ+3)κ˜Rℓ+1
)
+ε˜
∑
1≤k≥3N
4kε′k
∑
γ∈Γ(0,q):k(γ)=k
w′(γ) + 4Nε′N .
(11.92)
Taking here N large enough and evaluating the sums over γ as before, one obtains (11.66). 
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