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Povzetek
Naslov: Časovno pogojen priporočilni sistem za oglaševanje
Avtor: Jan Šušteršič
V zadnjih dveh desetletjih se je zaradi velike porasti uporabe interneta zelo
razširilo spletno oglaševanje, kjer je eden izmed največkrat uporabljenih po-
kazateljev uspešnosti stopnja interakcije oglasov, ki je odvisna od številnih
dejavnikov. V diplomski nalogi se osredotočamo na napovedovanje stopnje
interakcije z oglasi z uporabo priporočilnih sistemov, ki temeljijo na matrični
faktorizaciji. Pri tem poskušamo napovedi osnovne matrične faktorizacije iz-
bolǰsati z upoštevanjem časovnih podatkov o uri in datumu, iz katerih lahko
razberemo starost zapisa in kontekst, v katerem je bil ta zabeležen. Zgrajen
časovno pogojeni priporočilni sistem primerjamo s statičnimi modeli in ana-
liziramo stopnjo izbolǰsanja. Rezultati so pokazali, da z uporabo podatkov o
starosti zapisov na dani množici podatkov konsistentno izbolǰsamo napovedi,
medtem ko uporaba kontekstnih podatkov pripelje do slabših rezultatov in
zahteva nadaljnje raziskave.




Title: Time aware recommender system for advertising
Author: Jan Šušteršič
Due to the vast increase in the usage of internet in the past two decades
there has been a major increase in the popularity of online advertising where
one of the most widely used success indicators is ad interaction rate which
depends upon multiple factors. The thesis focuses on predicting ad inter-
action rate with the use of recommender systems that are based on matrix
factorization. We try to improve the basic matrix factorization by incorpo-
rating time data such as age and context into our recommendations. We
then compare the time-aware recommender system with its more basic coun-
terpart and analyse performance improvements. Results show that the use
of information such as age can consistently improve recommendations on our
dataset. Context information however, produces worse results and requires
further research.




Dandanes je oglaševanje prisotno vsepovsod okoli nas tako preko tradicional-
nih kot tudi digitalnih medijev. Glavni cilj oglaševanja je povečati dobičkonos-
nost podjetij in organizacij z uporabo učinkovitega promoviranja produktov
in storitev. Ta je posledica številnih manǰsih nalog oglaševanja, ki skupaj
pripomorejo k njegovi izpolnitvi:
1. vǐsanje prepoznavnosti blagovne znamke,
2. širjenje vrednot blagovne znamke,
3. predstavitev novih izdelkov,
4. pridobivanje novih strank,
5. omogočiti podjetju prodor na nov trg.
Trenutno je ena izmed najpopularneǰsih oblik oglaševanja spletno oglaševa-
nje. Gre za podvrsto digitalnega oglaševanja, ki omogoča učinkovito ciljanje
končnih uporabnikov, za katere je oglas najbolj zanimiv. V tem poglavju
predstavimo kratek uvod v spletno oglaševanje in priporočilne sisteme, ki
vplivajo na to, kateri oglasi se prikažejo na kateri spletni strani. V 2. po-
glavju podrobno obravnavamo priporočilne sisteme in čas ter predstavimo
nekaj do sedaj uporabljenih pristopov integracije časovne komponente v pri-
poročilne sisteme. V 3. poglavju obravnavamo zbirko podatkov, ki jih bomo
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uporabljali za testiranje matrične faktorizacije in potencialnih izbolǰsav, ki so
podrobneje predstavljeni v 4. poglavju. V 5. poglavju obravnavamo dobljene
rezultate in jih interpretiramo, nato pa v zaključku povzamemo še končne
ugotovitve.
1.1 Spletno oglaševanje
Spletni oglasi so v zadnjih dveh desetletjih povzročili pravo revolucijo na po-
dročju oglaševanja. Gre za podvrsto digitalnega oglaševanja, ki za delovanje
potrebuje povezavo z internetom. Podjetjem omogoča, da svoje produkte
in storitve oglašujejo na številnih napravah znotraj spletnih brskalnikov ali
drugih aplikacij. Ta način oglaševanja v primerjavi s tradicionalnimi mediji,
kot so televizija, radio in tisk z nižjo ceno prinaša številne prednosti:
1. Ciljno oglaševanje: Spletno oglaševanje omogoča ciljanje končnih
uporabnikov po spolu, starosti, interesih itd. S tem se poveča stopnja
interakcije z oglasi in posledično učinkovitost oglaševanja.
2. Široko občinstvo: S pomočjo spletnih oglasov lahko podjetja brez
nerazumnih stroškov dosežejo globalno občinstvo na povsem različnih
geografskih lokacijah.
3. Hitrost izdelave: Oglaševalsko kampanjo s spletnimi oglasi lahko
začnemo kadarkoli, saj je čas izdelave oglasov s pomočjo sodobnih oro-
dij zanemarljiv.
4. Stroškovna učinkovitost: V primerjavi s tradicionalnimi oglasi, kjer
podjetja navadno oglaševalskim agencijam v naprej plačajo ceno celotne
kampanije, lahko stroške spletnih oglasov pogojimo z učinkovitostjo
(številom prikazov, klikov ali akcij).
5. Izmerljivost uspešnosti: Spletno oglaševanje omogoča spremljanje
uspešnosti kampanje preko raznih analitičnih orodij kot je npr. Google
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Analytics. Iz njih lahko razberemo, komu je bil oglas prikazan, koliko
klikov je generiral, koliko sredstev so porabili zanj itd.
To so samo nekatere od številnih prednosti spletnega oglaševanja, ki
so vplivale na to, da se dandanes večina podjetij raje odloča za to vrsto
oglaševanja. Kot vsaka stvar pa ima spletno oglaševanje tudi nekatere po-
manjkljivosti. Med njimi velja izpostaviti:
1. Slepota na oglase: Ljudje oglase videvajo vsepovsod, zato ti le redko
vzbudijo njihovo pozornost. Poleg tega pa so danes v uporabi številni
preprečevalniki oglasov, ki poskrbijo, da oglasi uporabnikom sploh niso
prikazani.
2. Prenasičenost oglaševalcev: Ker se vse več podjetij odloča za sple-
tno oglaševanje, je posledično vse težje pridobiti pozornost uporabni-
kov.
3. Težavno ciljanje nekaterih skupin: Kljub temu, da dandanes ve-
lika večina ljudi v predvsem razvitem svetu redno uporablja internet,
še vedno obstaja populacija, med katerimi so predvsem stareǰsi, ki se
večinoma zanašajo na tradicionalne medije.
1.2 Priporočilni sistemi in vpliv časa
Dandanes večina spletnih strani kot so npr. Youtube, Amazon, Facebook
itd. vsebuje neke vrste priporočilnih sistemov, s katerimi želijo izbolǰsati upo-
rabnǐsko izkušnjo tako, da uporabnikom prikazujejo zanje najrelevantneǰse
vsebine. Podobno idejo lahko uporabimo tudi na področju oglaševanja, kjer
s priporočilnimi sistemi skušamo napovedati, kateri oglasi bodo najuspešneǰsi
na katerih spletnih straneh. Velja pa omeniti, da zanimanje uporabnikov ni
statično in se v realnosti skozi čas pogosto spreminja, zato je priporočila ve-
likokrat težko generirati zgolj na podlagi preteklih podatkov. Ker je zbiranje
časovnih podatkov navadno zelo preprosto in ne zahteva dodatnega napora,
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bi bilo te smiselno uporabiti v priporočilnih sistemih in jih s tem izbolǰsati.
Problematiko priporočilnih sistemov in spreminjanja interesov skozi čas je do
sedaj obravnavalo že kar nekaj raziskovalcev, a se pristopi k integraciji med
njimi precej razlikujejo. Nekateri izmed pristopov k osnovni matrični fak-
torizaciji dodajo še tretjo kontekstualno dimenzijo, ki predstavlja čas, drugi
podatke obdelajo še preden te uporabijo v algoritmu napovedovanja, spet
drugi pa časovno komponento vključijo, ko je postopek matrične faktoriza-
cije že zaključen. Izkaže se, da pristop, ki deluje za nek problem ni nujno
primeren za drug problem. Nekaj izmed najuspešneǰsih pristopov je opisanih
v članku [20].
Poglavje 2
Priporočilni sistemi in čas
Priporočilni sistemi so sistemi, s katerimi navadno skušamo napovedati pre-
ference velikega števila objektov za množico uporabnikov. Tem nato pri-
poročimo majhno podmnožico, ki vsebuje zanje najrelevantneǰse objekte.
Potreba po priporočilnih sistemih se pojavi zaradi prevelike izbire, s katero
so dandanes soočeni uporabniki. Posledično jih najdemo praktično vsepo-
vsod. Eden najbolj nazornih primerov so npr. priporočilni sistemi v spletnih
trgovinah, ki skušajo povečati število prodanih artiklov tako, da uporabni-
kom izmed vseh izdelkov, ki so na voljo, predlagajo tiste, ki naj bi bili zanje
najbolj zanimivi. Primer takšnega priporočilnega sistema je npr. priporočilni
sistem v spletni trgovini Amazon, ki je prikazan na sliki 2.1. Ta uporabniku
predlaga nekatere izmed nedavno ogledanih izdelkov in izbrana priporočila,
ki jih proizvede na podlagi preteklih nakupov in iskanj.
Priporočilne sisteme najdemo tudi na družabnih omrežjih kot je npr. Lin-
kedin, kjer uporabnikom predlagajo sklepanje prijateljstva z ljudmi, za katere
priporočilni sistem sklepa, da jih poznamo. Prav tako pa jih lahko uporabimo
na področju spletnega oglaševanja, kjer želimo uporabnikom spleta prikazati
zanje zanimive oglase in s tem povečati število interakcij. V tem poglavju in
nasploh v celotni diplomski nalogi se z vprašanjem “Kateri oglasi bodo imeli
največjo stopnjo interakcije na kateri spletni strani?” ne bomo ukvarjali.
Poskusili pa bomo izbolǰsati točnost napovedi, in sicer z uporabo podatkov o
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Slika 2.1: Priporočilni sistem v spletni trgovini Amazon
času. Vlogo klasičnega “uporabnika” bo prevzela spletna stran, ki pravzaprav
predstavlja množico uporabnikov, ki imajo najverjetneje podobne preference
in bodo zanje zanimivi isti oglasi.
Obstaja več vrst priporočilnih sistemov, ki se razlikujejo glede na tip
informacij, ki jih uporabljajo pri generiranju priporočila. Med temi Burke
v članku Hybrid Web Recommender Systems [7] razloči med štirimi najbolj
razširjenimi:
1. Skupinsko filtriranje je vrsta priporočanja, kjer na podlagi prete-
klega vedenja ali ocen, ki so jih podali uporabniki napovedujemo, ka-
teri objekti bi bili potencialno zanimivi za nekega uporabnika. Ideja
skupinskega filtriranja temelji na tem, da lahko na podlagi preteklih
interakcij med uporabniki in objekti najdemo podobne uporabnike oz.
objekte in napovedi izračunamo glede na te relacije.
2. Vsebinsko priporočanje je tip priporočanja, ki uporabnikom pri-
poroča objekte glede na njegove preference. Vsi objekti so predsta-
vljeni z množico atributov oz. značilk, uporabniki pa z uporabnǐskim
profilom, ki opisujejo njihove preference. Če iz uporabnǐskega profila
razberemo, da uporabnik rad gleda akcijske filme, mu torej priporočimo
tiste filme, katerih značilke določajo, da gre za akcijski film.
3. Demografsko priporočanje je vrsta priporočanja, kjer uporabnike
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kategoriziramo na podlagi uporabnǐskega profila in generiramo pri-
poročila glede na kategorijo, v katero so uvrščeni. Prednost te vrste
priporočanja je, da ne potrebujemo nobenih preteklih podatkov o ve-
denju uporabnika, moramo pa dobro poznati različne demografske sku-
pine.
4. Priporočanje na podlagi znanja je vrsta priporočanja, kjer napo-
vedi ne generiramo na podlagi preteklega vedenja in ocen uporabnika,
temveč te generiramo na podlagi poizvedb, ki jih je naredil uporabnik.
Priporočilni sistem prepozna uporabnikove potrebe in mu predlaga pri-
poročila, ki najverjetneje rešijo ta problem.
V diplomski nalogi bomo uporabili skupinsko filtriranje, saj je ta pri-
stop najbolj razširjen med priporočilnimi sistemi, ki uporabljajo kontekstne
podatke, med katere spada tudi čas.
2.1 Skupinsko filtriranje
Pristope k implementaciji skupinskega filtriranja lahko razdelimo v 2 kate-
goriji. Prva spominsko orientirana (angl. “memory based”) implementacija
generira priporočila neposredno iz vektorjev, v katerih so zapisane pretekle
ocene oz. dejavnosti uporabnikov, ne da bi predhodno zgradili model. Pri-
mer spominsko orientiranega pristopa je npr. skupinsko filtriranje na podlagi
podobnosti. Prednost takšnih pristopov je lahka implementacija in razumlji-
vost, a pri veliki količini podatkov čas napovedi postane prevelik. Zaradi
nerazširljivosti “memory based” pristopa se pogosto poslužujemo modelno
orientirane (angl. “model based”) implementacije, kjer z uporabo strojnega
učenja iz učne množice podatkov zgradimo model, ki zajame skrite infor-
macije o preferencah med uporabniki in objekti, s katerim nato generiramo
priporočila. Primer modelno orientiranega pristopa je matrična faktorizacija,
ki jo uporabimo za potrebe diplomske naloge. Namesto skupinskega filtrira-
nja na podlagi podobnosti jo izberemo zaradi skalabilnosti in ker v splošnem
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daje bolǰse rezultate. Ker pa se raziskovalci časovnih priporočilnih sistemov
v praksi poslužujejo tudi skupinskega filtriranja na podlagi podobnosti, v
nadaljevanju predstavimo oba.
2.1.1 Skupinsko filtriranje na podlagi podobnosti
Skupinsko filtriranje na podlagi podobnosti spada med “memory based” pri-
stope in je ena od osnovneǰsih in najpogosteje uporabljenih tehnik imple-
mentacije priporočilnih sistemov. Metoda zahteva poznavanje uporabniko-
vih preteklih ocen oz. interakcij z objekti, preko katerih nato generiramo
priporočilo tako, da za vse še neocenjene objekte izračunamo oceno prefe-
rence in uporabniku priporočimo objekt z najvǐsjo preferenco. Računanja
preference se lahko lotimo na več načinov glede na najbolj podobne uporab-
nike oz. objekte. Ideja priporočanja glede na najbolj podobne uporabnike je,
da za danega uporabnika poǐsčemo njemu najbolj sorodne uporabnike glede
na podobnost ocen, ki so jih podali, in priporočimo objekte, ki so jim bili
všeč. Pri priporočanju glede na najbolj podobne objekte je ideja podobna.
Poǐsčemo objekte, ki so podobni tistim, ki so bili všeč uporabniku in mu jih
priporočimo. Oba pristopa podrobneje predstavimo v naslednjih podpoglav-
jih.
2.1.1.1 Mere podobnosti
Preden podrobneje predstavimo načine delovanja skupinskega filtriranja na
podlagi podobnosti, najprej opǐsemo nekatere največkrat uporabljene mere
za računanja podobnosti:
1. Evklidska razdalja je najbolj osnovna izmed vseh mer razdalj in
predstavlja dolžino poti, ki povezuje dve točki v N -dimenzionalnem
prostoru. Naj x in y predstavljata vektorja v N dimenzionalnem pro-







2. Kosinusna podobnost je mera podobnosti, ki izmeri kot med vek-
torjema x in y. Uporablja se v primerih, kjer je pomembna smer in
ne velikost vektorja. Naj x in y predstavljata vektorja v N dimenzio-
nalnem prostoru. Kosinusna podobnost je enaka količniku skalarnega
produkta in produkta velikosti vektorjev x in y. Formula za iračun




Primer praktične uporabe kosinusne podobnosti je npr. merjenje po-
dobnosti med dokumenti glede na število pojavitev besed ali n-terk,
kjer se pogosto zgodi, da je eden od dokumentov občutno večji od dru-
gega.
3. Pearsonov korelacijski koeficient je mera, ki zavzame vrednosti
med -1 in 1, kjer -1 pomeni popolno neujemanje in 1 popolno ujema-
nje. Naj x in y predstavljata vektorja v N dimenzionalnem prostoru,
xi in yi pa njuni i-ti komponenti. Z x̄ in ȳ označimo povprečni vre-
dnosti komponent vektorjev x in y. Pearsonov korelacijski koeficient
izračunamo po naslednji formuli:
sim(x, y) =
∑N




Pearsonov korelacijski koeficient pogosto uporabljamo namesto kosinu-
sne podobnosti. Razlog za to najlažje pojasnimo na primeru uporab-
nikov in filmov. Kosinusna podobnost namreč ne upošteva dejstva, da
lahko uporabniki enake preference izražajo z različnimi ocenami. Prvi
uporabnik npr. oceni film, ki mu je zelo všeč, z oceno 10, medtem ko
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drugi uporabnik enako preferenco izrazi z oceno 8. Ricci [19] zago-
varja, da Pearsonov korelacijski koeficient te pomanjkljivosti nima, saj
z uporabo povprečnih vrednosti normaliziramo omenjen pojav.
4. Podobnost po Jaccardu je mera podobnosti, ki jo je v priporočilnih
sistemih smiselno uporabiti, ko imamo opravka z oznakami, kot so npr.
všečki objav na socialnih omrežjih, ki ne predstavljajo ocene, temveč
le označujejo, da uporabnika nekaj zanima. X in Y naj v tem primeru
označujeta množico oznak. Podobnost po Jaccardu je enaka količniku
preseka in unije množic X in Y . Izračunamo jo po formuli:
sim(X, Y ) =
‖X ∩ Y ‖
‖X ∪ Y ‖
Pri merah podobnosti moramo upoštevati, katera vrednost odraža večjo
podobnost. Pri evklidski razdalji večja vrednost predstavlja manǰse ujema-
nje, medtem ko pri kosinusni podobnosti, Pearsonovem korelacijskem ko-
eficientu in podobnosti po Jaccardu, večja vrednost odraža večjo stopnjo
ujemanja.
2.1.1.2 Priporočanje glede na najbolj podobne uporabnike
Priporočanje glede na najbolj podobne uporabnike predvideva, da bodo upo-
rabnikom, ki so do sedaj podobno ocenjevali objekte, tudi v prihodnosti
všeč isti objekti. Poteka v dveh korakih. Sprva moramo določiti stopnjo
podobnosti uporabnika, za katerega napovedujemo preference, z vsemi osta-
limi uporabniki. Podobnost med uporabniki izračunamo z uporabo naju-
strezneǰse formule za mero podobnosti. V drugem koraku se lotimo samega
priporočanja. Naj u predstavlja uporabnika, i objekt, rui oceno uporabnika
u za objekt i in o množico parov uporabnikov u in i, za katere obstaja ocena




Izračunamo ga tako, da utežimo ocene vseh uporabnikov u′ za objekt i glede
na njihovo podobnost s končnim uporabnikom, za katerega napovedujemo




u′:u′ 6=u∧(u′,i)∈o sim(u, u
′) ∗ ru′i∑
u′:u′ 6=u∧(u′,i)∈o sim(u, u
′)
2.1.1.3 Priporočanje glede na najbolj podobne objekte
Priporočanju glede na najbolj podobne objekte deluje zelo podobno kot pri-
poročanje glede na najbolj podobne uporabnike, le da se opremo na idejo, da
imajo uporabniki radi objekte, ki so podobni tistim, ki so jih v preteklosti do-
bro ocenili. Postopek prav tako poteka v dveh korakih, kjer v prvem koraku
izračunamo podobnost med ciljnim objektom in objektom, ki jih je ocenil
uporabnik, v drugem koraku pa se lotimo napovedovanja. Naj u predstavlja
uporabnika, i objekt, rui oceno uporabnika u za objekt i in o množico parov
uporabnikov u in i, za katere obstaja ocena rui. Ponovno računamo približek
ocene rui, ki ga označimo z r
′
ui, le da ga v tem primeru izračunamo tako, da
v nasprotju z napovedovanjem glede na podobne uporabnike, tokrat utežimo
ocene uporabnika u za objekt i′ s podobnostjo med i in i′. Pri tem pa mora
veljati, da i 6= i′. Formula za končno priporočilo je torej enaka:
r′ui =
∑
i′:i′ 6=i∧(u,i′)∈o sim(i, i
′) ∗ rui′∑
i′:i′ 6=i∧(u,i′)∈o sim(i, i
′)
2.1.2 Matrična faktorizacija
Matrična faktorizacija spada med “model based” pristope in v splošnem daje
bolǰse rezultate kot skupinsko filtriranje na podlagi podobnosti. Ker bomo
metodo v nadaljevanju uporabili za napovedovanje stopnje interakcije ogla-
sov, jo opǐsemo na primeru spletnih strani in oglasov. Učne podatke pred-
stavimo z matriko RN×M , kjer N predstavlja število spletnih strani in M
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število oglasov. Gre za redko matriko, ki vsebuje velik delež praznih celic oz.
nedefiniranih vrednosti, vsaka definirana vrednost pa predstavlja stopnjo in-
terakcije med pari spletnih strani in oglasov. Tu velja omeniti, da pri dejanski
implementaciji matrične faktorizacije matrike R ponavadi ne predstavimo z
matriko, saj bi bila ta zaradi velikega števila praznih vrednosti preprosto pre-
velika. Posledično se zato raje odločamo za rabo slovarjev. Naj i predstavlja
spletno stran, j oglas in rij dejansko, r̂ij pa napovedano stopnjo interakcije
oglasa j na spletni strani i. Dejansko stopnjo interakcije za spletno stran i
in oglas j predhodno izračunamo po postopku predstavljenem v 3. poglavju.
Preden se lotimo samega napovedovanja, moramo zgraditi model. Matriko
R poskusimo predstaviti z matrikama PN×K in QK×M , kjer K predstavlja
število latentnih dimenzij. Želimo, da je produkt matrik P in Q čim bolǰsi
približek matrike R oz. elementov, ki so v njej definirani. Napoved sto-
pnje interakcije za oglas j na spletni strani i pa bomo nato lahko izračunali
tako, da zmnožimo i-to vrstico matrike P in j-ti stolpec matrike Q. Enačba
napovedi je torej naslednja:
r̂ij = pik ∗ qkj
Pri gradnji modela matriki P in Q sprva inicializiramo z naključnimi
majhnimi vrednostmi, nato pa za vsak znan rij izračunamo napoved r̂ij. Raz-
lika med dejansko in napovedano vrednostjo stopnje interakcije predstavlja
napako eij. To po metodi gradientnega sestopa iterativno zmanǰsujemo. Ker
je napaka lahko večja ali manǰsa od napovedane vrednosti, jo kvadriramo.
Formula za izračun kvadrata napake je torej naslednja:




Zgoraj predstavljeno idejo matrične faktorizacije lahko za bolǰse rezultate
nadgradimo še z nekaterimi izbolǰsavami:
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• Pristranskost: Včasih se zgodi, da imajo nekatere izmed spletnih
strani večjo stopnjo interakcije pri vseh oglasih, kar je lahko posle-
dica tega, da so oglasi na strani zelo dobro vidni in posledično gene-
rirajo večje število klikov. Da pri napovedih zajamemo tudi ta efekt,
v enačbo vključimo člene pristranskosti tako, kot so ti predstavljeni v
članku Collaborative filtering with temporal dynamics [14]. Prvi člen
b predstavlja povprečno vrednost stopnje interakcije vseh oglasov, bsi
predstavlja pristranskost interakcije oglasov na spletni strani i, boj pa
pristranskost interakcije oglasa j na vseh spletnih straneh. Enačba za
izračun napake z dodanimi členi pristranskosti je sedaj naslednja:
e2ij = (rij − (b+ bsi + boj +
K∑
k=1
pik ∗ qkj))2 (2.1)
• Regularizacija: Ker želimo zgraditi splošen model, v funkcijo napake
dodamo regularizacijski člen, s čimer se izognemo prevelikemu prilaga-
janju modela učnim podatkom. Zaradi lažjega odvajanja definiramo















Stopnja regularizacija β je nastavljena na vrednost 0,01.
Sedaj, ko imamo dokončno definirani spremenljivki e in e′, lahko zapǐsemo
enačbe za izračun gradienta, ki ga potrebujemo za posodabljanje členov.
Tega dobimo tako, da enačbo e′2ij odvajamo posebej po spremenljivkah pik,
qkj, bsi in boj. Dobimo naslednje odvode:
∂e2ij
∂pik
= −eij ∗ qkj
∂e2ij
∂qkj








S pomočjo enačb za izračun gradienta sedaj zapǐsemo enačbe za posoda-
bljanje členov, ki so naslednje:
pik ← pik + α ∗ eijqkj
qkj ← qkj + α ∗ eijpik
bsi ← bsi + α ∗ eij
boj ← boj + α ∗ eij
Stopnja učenja α določa hitrost približevanja minimumu in je nastavljena
na vrednost 0,1.
2.2 Priporočilni sistemi in uporaba časovnih
podatkov
V tem poglavju podrobneje pogledamo, kako vpeljati časovne podatke v pri-
poročilne sisteme in z njimi izbolǰsati napovedi. Čas je kontekstna informa-
cija, med katere spadajo še lokacijski, vremenski, demografski itd. podatki.
Pred vsemi temi podatki, pa imajo časovni podatki nekaj ključnih predno-
sti. Večina podjetij časovne podatke beleži tudi, če teh sploh ne uporablja,
zato jim raba teh podatkov v primeru razvoja priporočilnega sistema ne
predstavlja nobenih dodatnih stroškov. Poleg tega so časovni podatki pre-
prosti za beleženje in od uporabnika ne zahtevajo dodatnega napora, kot je
dodeljevanje pravic oz. deljenje informacij. Hkrati pa je časovne podatke
smiselno uporabiti, ker že obstajajo priporočilni sistemi, ki so z uporabo
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tovrstnih podatkov pokazali viden napredek v primerjavi z ekvivalenti, ki
jih ne. Trenutno eden najbolj uspešnih priporočilnih sistemov, ki izrablja
časovne podatke je za Netflixovo tekmovanje leta 2009 razvil Yehuda Koren
z ekipo. Uspelo jim je izbolǰsati dotedanje rezultate na Netflixovi podat-
kovni množici in tako zasesti prvo mesto. Implementirana rešitev je okvirno
predstavljena v članku Collaborative filtering with temporal dynamics [14]
in trenutno velja za “state of the art” na področju časovnih priporočilnih
sistemov. S časovnimi priporočilnimi sistemi lahko obravnavamo več tipov
vedenja uporabnikov, ki jih razdelimo v 2 glavni skupini:
1. Vpogled v spreminjanje preferenc uporabnika: Preference upo-
rabnikov se skozi dalǰse časovno obdobje spreminjajo, zato stari podatki
niso nujno relevantni, ko napovedujemo uporabnikove preference za pri-
hodnost. Kot primer lahko vzamemo otroka, ki skozi dalǰse obdobje re-
dno uporablja Youtube. Sprva ga zanimajo avtomobilske igrače, skozi
odraščanje pa začne pozornost preusmerjati k pravim avtomobilom.
Posledično videovsebine, ki prikazujejo igrače, zanj niso več zanimive.
V tem primeru torej na čas gledamo kot na zvezno spremenljivko.
2. Odkrivanje periodičnih navad uporabnika: Preference uporabni-
kov se spreminjajo tudi periodično. Če leto razdelimo na hladne in
tople mesece velja, da hladnim mesecem sledijo topli, tem pa ponovni
hladni itd. Prikaz peroidičnega spreminjanja interesov uporabnikov
lahko opǐsemo na oglasih. Pozimi uporabnikom prikazujemo oglase za
zimsko športno opremo, medtem ko med toplimi meseci ta zanje ni za-
nimiva, zato jim prikazujemo oglase za letno športno opremo. V tem
primeru na čas gledamo kot na kontekst, kjer podatke razdelimo v 2
ali več podmnožic.
Ko želimo v priporočilnih sistemih zajeti spreminjanje preferenc ali peri-
odičnih navad uporabnika lahko to, kot je zapisano v članku Context-aware
recommender systems [4], storimo z enim od naslednjih pristopov:
1. Predhodno filtriranje je pristop k implementaciji kontekstualnih pri-
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poročilnih sistemov, kjer podatke filtriramo preden izračunamo napo-
vedano preferenco. Filtriranje v tem primeru navadno označuje upo-
rabo podmnožice najbolj nedavnih podatkov ali podatkov, ki ustrezajo
določenemu kontekstu.
2. Kontekstno modeliranje: je pristop k implementaciji kontekstual-
nih priporočilnih sistemov, kjer kontekstualne podatke uporabimo med
samim računanjem napovedi. V tem primeru to navadno pomeni spre-
minjanje formule, s katero dobimo končno napoved.
3. Naknadno filtriranje: je pristop k implementaciji kontekstualnih pri-
poročilnih sistemov, kjer s kontekstualnimi podatki preferenco prilago-
dimo po izhodu iz napovednega modela.
Kadar se odločimo za predhodno ali naknadno filtriranje, lahko upora-
bimo obstoječe napovedne modele, kot so skupinsko priporočanje na podlagi
podobnosti ali matrična faktorizacija, ne da bi jih kakorkoli spreminjali. Pri
kontekstualnem modeliranju pa smo primorani posegati v samo delovanje
napovednega modela.
2.3 Primeri uporabe časovnih podatkov v do-
tedanjih implementacijah priporočilnih sis-
temov
V zadnjih dveh desetletjih so raziskovalci z uporabo časovnih podatkov na
vrsto različnih načinov poskušali izbolǰsati priporočilne sisteme. V tem po-
glavju predstavimo nekatere že implementirane različice časovnih priporočilnih
sistemov, kjer se osredotočimo predvsem na implementacije, s katerimi je raz-
iskovalcem uspelo izbolǰsati točnost napovedi.
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2.3.1 Drseče okno
Gre za enega od osnovneǰsih pristopov implementacije časovnih priporočilnih
sistemov, ki se uporablja predvsem takrat, ko imamo opravka s podatkov-
nimi tokovi. Pri generiranju priporočil upoštevamo le zapise, ki so znotraj
določenih okvirjev. Mejo lahko določimo tako, da preprosto upoštevamo le
zadnjih N zapisov v podatkovni množici, druga možnost pa je, da uporabimo
podatke, ki so znotraj določenega časovnega intervala. Ideja te implemen-
tacije je, da podatki po določenem času preprosto niso več uporabni, saj ne
zastopajo več aktualnih uporabnikovih preferenc in posledično predstavljajo
šum, zato jih preprosto zavržemo in raje uporabimo noveǰse podatke.
2.3.2 Časovno pozabljanje
Priporočilni sistemi, ki uporabljajo časovno pozabljanje, poskušajo rešiti
enak problem kot priporočilni sistemi, ki uporabljajo drseče okno. Ker se
uporabnikove preference skozi čas spreminjajo, skušajo to upoštevati pri pri-
poročanju, le da to storijo v bolj blagi obliki. Namesto da stareǰsih podatkov
preprosto ne upoštevajo, v tem primeru le zmanǰsajo njihov vpliv na končno
napoved. Pomembnost zapisov v podatkovni množici torej določimo s funk-
cijo, ki na vhod sprejme starost zapisa, s čimer dosežemo, da so najstareǰsi
podatki najmanj, najnoveǰsi pa najbolj pomembni. Časovno pozabljanje je
do sedaj obravnavalo že več raziskovalcev, a so prǐsli do nekonsistentnih rezul-
tatov. Dingu in Liju [11] je z uporabo eksponentnega časovnega pozabljanje
uspelo izbolǰsati napovedi, medtem, ko je Koren [14] poročal o poslabšanju
rezultatov.
2.3.3 Napovedovanje na podlagi konteksta
Priporočilne sisteme, ki si pri generiranju napovedi pomagajo s kontekstom,
največkrat implementiramo z uporabo predhodnega filtriranja ali kontekstnega
modeliranja. Kadar se odločimo za prvo možnost, podatke navadno ločimo na
več particij, kjer vsaka vsebuje le podatke, ki so relevantni v določenem kon-
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tekstu, nato pa za vsako podmnožico podatkov generiramo svoj napovedni
model. Sledeč pristop sta Baltrunas in Amatriain [5] uporabila pri napove-
dovanju uporabnikovih preferenc za poslušanje glasbe. Napovedi sta uspela
izbolǰsati, a sta pozvala k nadaljnjim raziskavam, saj sta največje izbolǰsanje
dobila z po njunem mnenju brezpomensko delitvijo podatkov na sode in lihe
ure. Izbolǰsanje je z uporabo drugega pristopa dosegel tudi Karatzoglou [13],
ki je namesto matrične faktorizacije uporabil tenzorsko faktorizacijo. Gre za
N -dimenzionalno razširitev matrične faktorizacije, ki ohranja njene številne
prednosti in hkrati omogoča, da pri napovedih zajamemo podatke o kon-
tekstu. Prednost takšnega pristopa je možnost uporabe vseh razpoložljivih
podatkov, saj teh ni potrebno deliti na več particij, kar povzroča izgubo
informacij. Poleg tega pa omogoča preprosto dodajanje novih dimenzij kon-
tekstnih podatkov brez večjega poslabšanja računske zahtevnosti.
2.3.4 Napovedovanje z uporabo časovno pogojene pri-
stranskosti
Gre za pristop, s katerim je Koren [14] uspel izbolǰsati dotedanje rezultate na
Netflixovi filmski podatkovni zbirki. Koren zagovarja, da z uporabo drsečega
okna ali pozabljanja izgubimo preveč skritih signalov v podatkih in kot alter-
nativo predlaga časovno pogojitev členov pristranskosti iz enačbe (2.1). Pri-
stop je zanimiv, ker namesto obravnavanja globalnega spreminjanja interesov
raje obravnava spremembe vedenja vsakega uporabnika posebej. Ker imamo
za posamezne uporabnike navadno na voljo le omejeno količino podatkov,
posledično obdržimo tudi stare zapise. S členom pristranskosti uporabnikov
Koren zajame kratko trajajoče efekte, ki povzročijo odstopanje od njihovega
tipičnega vedenja, s pristranskostjo filmov pa dolgoročne spremembe popu-
larnosti filmov, saj te niso pod vplivom vsakodnevnih nihanj.
Poglavje 3
Podatki
V tem poglavju so predstavljeni podatki, s katerimi naučimo in testiramo
napovedni model. Opǐsemo njihove lastnosti, posebnosti in obdelavo, s katero
podatke preoblikujemo v obliko, primerno za vhod v napovedni model.
3.1 Predstavitev podatkov
V diplomski nalogi za učenje napovednih modelov in testiranje le teh upo-
rabimo podatke, ki jih je priskrbelo podjetje Celtra. Gre za realne podatke,
pridobljene od človeških uporabnikov, z oglasi prikazanimi na raznovrstnih
spletnih straneh. V diplomski nalogi se osredotočimo predvsem na vpliv
časa na izbolǰsanje napovedi. Ker bi raznolika množica oglasov različnih vrst
lahko vplivala na rezultate, v učno množico vključimo le tiste, ki ustrezajo
naslednjim kriterijem:
• Oglasi so lahko prikazani na različnih napravah, ki lahko vplivajo na
stopnjo interakcije. V izogib temu v nabor podatkov vključimo le po-
datke o oglasih, prikazanih na mobilnih telefonih (mobilni telefon, ta-
blica, itd.).
• Na mobilnih napravah obstaja več vrst oglasov, med katerimi so npr.
oglasne pasice, interaktivni oglasi, video oglasi, nagradni oglasi itd.
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Tudi te zaradi različne vidljivosti zagotovo vplivajo na stopnjo interak-
cije, zato se omejimo le na t.i. oglasne pasice (angl. banner), ki so bile
prikazane v spletnih brskalnikih.
• Oglasi so lahko prikazani na različnih geografskih področjih, kar po-
sledično ponovno vpliva na stopnjo interakcije nekaterih oglasov. Oglas
za smučarsko opremo je v Avstraliji popolnoma nesmiseln, medtem ko
je v Evropskih državah povsem primeren. Posledično se omejimo le na
oglase, ki so bili prikazani v ZDA.
Dobljeni nabor podatkov skupaj vsebuje 2.969.456 zapisov o stopnjah in-
terakcije oglasov na posameznih spletnih straneh, zbranih med 1. 3. 2016 in
30. 6. 2019. Ker Celtra beleži tudi podatke o testnih oglasih, ki pravzaprav
predstavljajo šum v podatkih, izvedemo filtriranje, s katerim takšne oglase
izločimo. Testne oglase definiramo kot oglase, ki imajo skupno skozi celotno
obdobje, ki ga zajema podatkovni nabor, manj kot 10.000 prikazov. Po filtri-
ranju nam v učnem naboru ostane 2.965.082 zapisov, med katerimi je 5.804
različnih spletnih strani in 2.702 oglasov. Prve tri zapise prikazuje tabela 3.1.
UTC datum UTC ura zamik
časovnega
pasu






9. 9. 2016 14 +5 6927 2813 1542 10
28. 7. 2018 19 +4 7261 2812 1542 2
31. 7. 2018 6 +4 7276 2812 1542 1
Tabela 3.1: Posnetek zapisov iz podatkovnega nabora
3.2 Obdelava podatkov
Preden podatke kot vhod posredujemo napovednemu modelu, jih moramo
ustrezno obdelati. Za večino parov (spletna stran, oglas) v podatkovnem
naboru namreč obstaja več zapisov, ki se razlikujejo glede na datum in uro.
Ker priporočilni sistem za vsak par zahteva le eno končno vrednost, moramo
zapise za vsak par (spletna stran, oglas) združiti. Združevanje za učno in
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testno množico poteka ločeno in v osnovi deluje enako ne glede na to, katero
metodo integracije časovne komponente uporabimo, in poteka v treh korakih:
1. Odkrivanje parov: Sprehodimo se skozi celotno učno oz. testno
množico in poǐsčemo vse unikatne pare (spletna stran, oglas).
2. Seštevanje števila prikazov in interakcij: Za vsak par (spletna stran,
oglas) seštejemo število prikazov in število interakcij. Prikaz združevanja
števila prikazov je prikazan na sliki 3.1, kjer vidimo, da postopek za
učno in testno množico poteka ločeno. Na datum se v tem primeru
ne oziramo, saj slika prikazuje način združevanja brez uporabe časovne
komponente.
3. Računanje stopnje interakcije: Za vsak par (spletna stran, oglas)




Pomembno je, da stopnjo interakcije izračunamo šele na koncu, ko smo
že sešteli število prikazov in interakcij za vsak par (spletna stran, oglas). S
tem se izognemo problemu, kjer bi en zapis z relativno majhnim številom
prikazov lahko igral zelo pomembno vlogo pri končni stopnji interakcije ne-
kega para. Kadar želimo upoštevati še časovne podatke, je postopek nekoliko
kompleksneǰsi. Podrobnosti pa so predstavljene v 4. poglavju.
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Slika 3.1: Prikaz združevanja števila prikazov za pare spletnih strani in ogla-




V tem poglavju poskusimo izbolǰsati točnost napovedi matrične faktoriza-
cije, ki je predstavljena v razdelku 2.1.2 tako, da implemetiramo dva različna
pristopa uporabe časovnih informacij v priporočilnih sistemih. Oba spadata
med predfiltrirne pristope, saj podatke obdelamo še preden jih kot vhod
posredujemo napovednemu modelu. Prvi pristop obravnava čas kot kon-
tekst. Implementiramo dve različici takšnega priporočilnega sistema, kjer s
prvim podatke filtriramo tako, da jih razdelimo v dve ali več particij in za
vsako particijo zgradimo svoj napovedni model, z drugim pa iz profila sple-
tne strani zgradimo več mikroprofilov za vsakega od kontekstov in te nato
vključimo v en skupen napovedni model. Drug pristop k uporabi časovnih
podatkov se osredotoči na problem zastarelosti in je kombinacija drsečega
okna in pozabljanja. Preizkusimo, kako različne velikosti časovnih oken in
funkcije pozabljanja vplivajo na točnost napovedi.
4.1 Napovedovanje na podlagi konteksta
Prvi implementirani način napovedovanja, ki uporablja časovne podatke, je
napovedovanje na podlagi konteksta, pri katerem profil spletne strani raz-
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delimo na večje število mikroprofilov, kjer vsak predstavlja spletno stran v
določenem časovnem kontekstu. Pri implementaciji tega načina napovedo-
vanja se zgledujemo po članku Towards Time-Dependant Recommendation
based on Implicit Feedback [5], kjer avtorja z delitvijo na mikroprofile po-
skušata ugotoviti, katera glasba najbolj ustreza uporabniku v danem kontek-
stu. Eden najpomembneǰsih dejavnikov pri takšni vrsti napovedovanja je
torej določitev smiselnih kontekstov in njihova natančna definicija. Če kot
kontekst izberemo npr. tople in hladne mesece, kjer topli meseci predstavljajo
vse podatke, zabeležene med majem in septembrom, ter nato napovemo stop-
njo interakcije, dobimo določen rezultat, v kolikor pa spremenimo definicijo
toplih mesecev in mednje vključimo še april, se s tem spremeni tudi naša na-
poved. Kontekste sprva definiramo ročno, in sicer tako, da predstavljajo čim
bolj smiselne delitve. Opisano napovedovanje na podlagi konteksta lahko
implementiramo na dva načina. Pri prvem, standardnem načinu podatke
razdelimo na več particij in za vsako particijo zgradimo svoj napovedni mo-
del, pri drugem pa želimo ohraniti skrite povezave v podatkih in posledično
za vsako spletno stran zgradimo več profilov glede na kontekst, v katerega
spadajo. V nadaljevanju podrobneje predstavimo oba načina.
4.1.1 Ročno določanje kontekstov
V tem podpoglavju predstavimo ročno določene kontekste, ki so naslednji:
1. topli (maj - oktober) in hladni meseci (ostalo): S tem kontek-
stom poskušamo obravnavati efekte, kot so manǰsa stopnja interakcije
vseh oglasov med toplimi meseci. Ljudje pozimi zaradi manj prijaznih
vremenskih razmer več časa preživijo doma, kjer si čas kraǰsajo z raz-
novrstnimi spletnimi vsebinami, kar povzroči večje število klikov na
oglase v tem obdobju. Ta učinek vidimo na sliki 4.1, iz katere lahko
razberemo, da je povprečna stopnja interakcije med mesecom septem-
brom in marcem nekoliko vǐsja od ostalih mesecev. Poleg tega pa ome-
njen kontekst zajame tudi relevantnost nekaterih oglasov v različnih
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časovnih obdobjih. Oglasi za smučarsko opremo se v poletnih mesecih
ne zdijo smiselni, zato pričakujemo, da v tem času generirajo manǰse
število klikov kot v zimskih mesecih. Nasprotno pa velja za nekatere
druge produkte, kot so npr. sončna očala. Da bo delitev razdelila po-
datkovno množico na dve enaki podmnožici, v prvo vključimo podatke
zbrane med majem in oktobrom, v drugo pa podatke zbrane v ostalih
mesecih.
Slika 4.1: Povprečna stopnja interakcije oglasov za posamezni mesec
2. delovni dnevi (ponedeljek - petek) in vikend (sobota - nedelja):
Stopnja interakcije za posamezne oglase se lahko razlikuje tudi med
dnevi v tednu. V splošnem razlike med povprečnimi stopnjami inte-
rakcije vseh oglasov med vikendi in delovnimi dnevi niso velike, a tukaj
igra večjo vlogo področje oglaševanja. Oglasi, ki ponujajo npr. pro-
gramsko opremo v obliki storitve namenjeno podjetjem, imajo verjetno
več interakcij med delovnimi dnevi, saj se ljudje med vikendi nekoliko
distancirajo od službe. Po drugi strani pa oglasi za storitve namenjene
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posamezniku, kot so npr. Netflix, ki uporabnikom nudijo videovsebine,
med vikendi najverjetneje ustvarijo več prometa, saj imajo ljudje ta-
krat več prostega časa. Obstajajo pa tudi izjeme. Za finančne storitve,
kot so npr. spletne banke, za katere je znano, da med vikendi ne obra-
tujejo (storitev deluje, a so transakcije sprovedene šele v ponedeljek),
pa lahko ponovno pričakujemo manǰso stopnjo interakcije.
3. dopoldne (00:00 - 11:59) in popoldne (12:00 - 23:59): Pričakujemo
lahko tudi, da pri spletnem oglaševanju ob različnih delih dneva veljajo
različne zakonitosti. Optimalen čas prikaza oglasa je pogojen s ciljno
skupino. Za povprečnega zaposlenega človeka je to verjetno zjutraj, ko
prvič uporabi telefon ali računalnik, medtem ko je za študente, ki imajo
celoten bioritem zamaknjen za nekaj ur, to verjetno enkrat popoldne
ali zvečer. Prav tako so v čas dneva vključeni še dodatni dejavniki,
kot so čas kosila itd., med katerimi prav tako veljajo drugačne zako-
nitosti. Zaradi preprostosti dan razdelimo na dva dela, kjer v prvo
skupino uvrstimo zapise, zabeležene med 00:00 in 11:59, v drugo pa
zapise, zabeležene med od 12:00 in 23:59.
4.1.2 Programsko določeni konteksti
Poleg ročno določenih kontekstov želimo uporabiti tudi morebitne skrite kon-
tekste, ki na prvi pogled niso očitni. Iskanja skritih kontekstov se lotimo tako,
da z uporabo linearne regresije zgradimo model za napovedovanje stopnje
interakcije oglasov, ki kot vhod sprejme podatke o uri, dnevu v tednu in
mesecu. Zatem z metodo SHAP (SHapley Additive exPlanations) [23] pri-
dobimo vpogled v delovanje samega modela in izvemo, kako in v kolikšni
meri posamezne spremenljivke vplivajo na napovedano stopnjo interakcije.
Na podlagi teh informacij lahko nato razberemo morebitne skrite kontekste,




Na voljo imamo podatke, ki za trojico (oglas, spletna stran, datum)
vsebujejo število prikazov in število interakcij. Podatka o oglasu in spletni
strani zavržemo, saj ju pri regresiji ne bomo potrebovali, število prikazov in
število interakcij pa pretvorimo v stopnjo interakcije. Nato iz datuma raz-
beremo podatke za uro, dan v tednu in mesec, ki so primerni za določanje
konteksta. Gre za t.i. periodične podatke, pri katerih za zadnjo vrednostjo
ponovno nastopi prva vrednost (za nedeljo nastopi ponedeljek). Ker napove-
dni model sam od sebe tega ne ve, moramo podatke predstaviti v drugačni
obliki, kjer bo ta lastnost upoštevana. Problem rešimo tako, da za vsako
vrednost izračunamo njeno trigonometrično (sin in cos) vrednost. Za bolǰse
razumevanje si pomagamo s sliko 4.2 in spodnjim opisom postopka za dni v
tednu:
1. Iz datuma razberemo, za kateri dan v tednu gre, in vsakega predstavimo
s številom od 0 do 6, kjer je 0 ponedeljek in 6 nedelja.
2. Števila, ki označujejo dni v tednu, pretvorimo v stopinje po naslednji
formuli:
stopinje = dan · 360
7
3. Ko imamo izračunane stopinje, izračunamo še vrednosti sin(stopinje)
in cos(stopinje), ki jih uporabimo kot vhodni podatek v napovedni
model. Te so za primer dni v tednu prikazane Na sliki 4.2.
4.1.2.2 Napovedni model
Za napovedovanje stopnje interakcije zgradimo regresijski model. Ti se upo-
rabljajo, kadar želimo modelirati povezave med eno odvisno in več neodvisnih
spremenljivk. Najosnovneǰsi regresijski model je linearna regresija. Ta po-
gojuje, da je relacija med odvisno in neodvisnimi spremenljivkami linearna,
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Slika 4.2: Predstavitev dni v tednu s kotnimi funkcijami
in v primeru poznavanja vrednosti neodvisnih spremenljivk omogoča napo-
vedovanje odvisne spremenljivke. Kot primer vzemimo preprost primer dveh
spremenljivk, kjer je ena odvisna od druge. Graf na sliki 4.3 prikazuje vredno-
sti neodvisne spremenljivke na osi x in vrednosti odvisne spremenljivke na osi
y. Rezultat linearne regresije pa je premica y = ax+b, ki je obarvana z rdečo
barvo in se najbolje prilega vsem točkam na sliki. V primeru več neodvisnih
spremenljivk model definiramo z enačbo y = a0 + a1x1 + a2x2 + ... + anxn.
Naloga linearne regresije je torej poiskati optimalne vrednosti parametrov
a0, a1, ..., an. To ponavadi storimo z metodo gradientnega spusta, lahko pa
uporabimo tudi druge pristope.
Za potrebe diplomske naloge uporabimo linearno regresijo, kjer so neod-
visne spremenljivke trigonometrične vrednosti mesecev, dni v tednu in ur.
Odvisna spremenljivka pa je stopnja interakcije oglasov. Pri gradnji na-
povednega modela smo poleg linearne regresije preizkusili tudi polinomsko
regresijo, a ta ni privedla k opaznemu izbolǰsanju napovedi, hkrati pa ima
dve večji slabosti. To sta večja raba spomina in težja integracija s Pythonovo
knjižnico SHAP. Posledično se odločimo za uporabo linearne regresije.
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Slika 4.3: Primer linearne regresije z eno neodvisno spremenljivko
4.1.2.3 Metoda SHAP
Pri razlagi napovedi prej opisanega linearnega modela si pomagamo z me-
todo SHAP (SHapley Additive exPlanations) [23], ki temelji na teoriji iger.
Kot je prikazano na sliki 4.4, nam metoda SHAP omogoča, da iz nejasnega
modela, baziranega na strojnem učenju, pridobimo vpogled v njegovo delova-
nje. Ta pri razlagi napovedi najprej določi osnovno vrednost, ki je na primeru
iz slike enaka 0,1. Zatem pa vsakemu vhodnemu parametru dodeli stopnjo
pomembnosti za napoved in določi, kako je ta vplival nanjo. Postopek po-
novi za vse napovedi, kar nam omogoči vpogled v to, kako in v kolikšni meri
vsaka spremenljivka vpliva na izhod napovednega modela. Iz tega lahko ugo-
tovimo, v katerih primerih določeni atributi na napoved vplivajo pozitivno
oz. negativno.
4.1.2.4 Določanje kontekstov
Preden lahko določimo kontekste, moramo najprej obdelati podatke in z
njimi zgraditi linerni napovedni model. Nato z metodo SHAP dobimo vpo-
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Slika 4.4: Prikaz namena metode SHAP
gled v njegovo delovanje, kar nam omogoča delitev učne množice na več
kontekstov. Določanje kontekstov opǐsemo na primeru dni v tednu. Če se
npr. izkaže, da je vsota vrednosti SHAP trigonometričnih funkcij (sin in cos),
ki predstavljata torek, zelo visoka, to pomeni, da torek pozitivno vpliva na
napovedano stopnjo interakcije in ga posledično uvrstimo v skupino s pozi-
tivnim vplivom. Če bi bila vsota SHAP vrednosti trigonometričnih funkcij
negativna, bi dan uvrstili v skupino z negativnim vplivom na končno napo-
ved. Ko vse dni uvrstimo v ustrezno skupino, so konteksti določeni. Zatem
se lotimo napovedovanja na podlagi konteksta, kjer z uporabo prej določenih
kontekstov ustrezno filtriramo podatke in z njimi zgradimo model, ki temelji
na matrični faktorizaciji.
4.1.3 Napovedovanje na podlagi konteksta z uporabo
particij
Pri tem načinu napovedovanja na podlagi konteksta podatke filtriramo tako,
da jih razdelimo v dve ali več particij glede na kontekst, kot je to prikazano
na sliki 4.5. Nato pa za vsako particijo zgradimo svoj napovedni model. Pri
napovedovanju stopnje interakcije za zapise v testni množici nato preverimo,
v kateri kontekst bi uvrstili zapis in nato uporabimo ustrezen napovedni
model. Glavna razlika v primerjavi z napovedovanjem brez uporabe particij
pa je ta, da v tem primeru napovedujemo samo s podatki, ki so relevantni
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v našem kontekstu, a posledično izgubimo nekatere relacije med podatki, ki
jih uvrstimo v prvi kontekst, in podatki, ki jih uvrstimo v drugi kontekst.
Slika 4.5: Napovedovanje na podlagi konteksta z uporabo particij
4.1.4 Napovedovanje na podlagi konteksta brez upo-
rabe particij
Kot je prikazano na sliki 4.6, pri napovedovanju na podlagi konteksta ne
uporabljamo particij, iz profila spletne strani naredimo več mikroprofilov
za vsakega od kontekstov in te nato vključimo v en skupen napovedni mo-
del. Če si za kontekst izberemo npr. delovni dan in vikend, bo torej vsak
par (spletna stran, oglas) v matriki predstavljen z dvema vrsticama, kjer
bo ena zajemala podatke zbrane med delovnimi dnevi, druga pa med vi-
kendi. Ključno je torej, da pri generiranju priporočil vseskozi uporabljamo
vse podatke, ki so nam na voljo. S tem ohranimo nekatere skrite povezave v
podatkih, a posledično pri napovedovanju uporabljamo tudi podatke, ki za
naš kontekst morda niso relevantni in lahko napoved poslabšajo.
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Slika 4.6: Napovedovanje na podlagi konteksta brez uporabe particij
4.2 Napovedovanje z uporabo drsečega okna
in pozabljanja
Napovedovanje z uporabo drsečega okna in pozabljanja prav tako spada v
predfiltrirne metode, saj podatke obdelamo, še preden so ti kot vhod poslani
v napovedni model. Sprva iz množice podatkov odstranimo vse zapise, ki niso
znotraj časovnih meja, ki jih določa drseče okno. Ostane nam podmnožica
podatkov, ki je precej manǰsa od celotne zbirke podatkov in navadno vsebuje
le podatke, zbrane v obsegu nekaj mesecev. Ko je ta faza filtriranja končana,
se lotimo časovnega uteževanja. Želimo, da stareǰsi podatki pri napovedova-
nju igrajo manǰso vlogo. Kakšno težo bo imel posamezen zapis, pa določimo
s funkcijo uteži pri procesu združevanja. Naj s predstavlja spletno stran, o
oglas, iso število interakcij oglasa o na spletni strani s, pso število prikazov
oglasa o na spletni strani s, tso čas beleženja interakcije in tson čas najbolj
nedavnega beleženja interakcije oglasa o na spletni strani s. Namesto da upo-










i=1 isoi ∗ f(tsoi)∑n
i=1 psoi ∗ f(tsoi)
Funkcija izračuna stopnjo interakcije za par (s, o) sorazmerno glede na
vrednosti časovne funkcije uteži f(t), ki jo lahko implementiramo na po-
ljuben način. V diplomski nalogi implementiramo linearno in eksponentno
uteževalno funkcijo, ki sta predstavljeni v naslednjih podpoglavjih.
4.2.1 Linearna uteževalna funkcija
Linearna funkcija uteži sprva izračuna razliko v urah med časom beleženja
najnedavneǰsega zapisa tson in obravnavanega zapisa tso. Nato od velikosti
učnega intervala v urah odštejemo prej dobljeno razliko in vse skupaj po-
množimo s koeficientom k. Če u predstavlja velikost učne množice v urah,
je formula za izračun linearne uteževalne funkcije:
utez = k(u− (tson − tso))
4.2.2 Eksponentna uteževalna funkcija
Pri eksponentni funkciji uteži v nasprotju z linearno funkcijo uteži izračunamo
razliko v dnevih med tson in tso, saj bi z razliko v urah stareǰsi zapisi hitro
postali povsem nerelevantni. Nato dobljeno razliko zmnožimo s k, ki predsta-
vlja koeficient, s katerim uravnavamo hitrost padanja uteži glede na starost
zapisa. V naslednjem koraku e potenciramo z izračunanim produktom in
dobimo vrednost, ki je vǐsja za zapise, ki so stareǰsi. Ker želimo, da je nji-
hova utež manǰsa, vse skupaj potenciramo z -1 in dobimo končno vrednost.







V preǰsnjem poglavju smo predstavili nekaj metod, s katerimi poskusimo iz-
bolǰsati točnost napovedi matrične faktorizacije, v tem poglavju pa pozornost
posvetimo postopkom evalvacije, s katerimi bomo preizkusili implementirane
izbolǰsave. Imamo dve skupini metod, kjer prva poskuša izbolǰsati napovedi
z uporabo konteksta, druga pa s časovnim pozabljanjem.
5.1 Ocenjevanje učenja
Za ocenjevanje uspešnosti učenja bomo uporabili relativno srednje kvadra-
tno napako napako (RRMSE). RRMSE je napaka, ki se uporablja, kadar
nas zanima, kako dobra je napoved stopnje interakcije v primerjavi s slabim
napovednim modelom. Kot slab napovedni model vzamemo model, ki vsakič
napove povprečno stopnjo interakcije vseh oglasov, ne glede na kateri strani
so bili prikazani. Če ri predstavlja dejansko stopnjo, r
′
i napovedano in ā










5.2 Pristop testiranja s prečnim preverjanjem
Pri prečnem preverjanju vrstni red podatkov ni pomemben, te pred samim
testiranjem celo premešamo. Zaradi tega je ta način preverjanja primeren
takrat, ko opazujemo vpliv konteksta (npr. vikend/delovni dan) in ni po-
membno, ali je podatek iz leta 2016 ali 2019. Prav tako se testiranje v
celoti izvaja na vseh podatkih hkrati. Te najprej naključno razdelimo v K
podmnožic (v diplomskem delu uporabimo K = 10) enakih velikosti. Nato
pa v K interakcijah za vsako podmnožico napovedujemo pričakovane stopnje
interakcij z oglasi, tako da zgradimo napovedni model iz vseh preostalih pod-
množic in izračunamo napako interakcije. Primer delitve na učno in testno
množico, kjer je K = 4, je prikazan na sliki 5.1. Ko so znane napake vseh
interakcij, izračunamo povprečno napako, ki predstavlja končni rezultat.
Slika 5.1: Prečno preverjanje (K = 4)
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Psevdokoda za celoten postopek torej izgleda tako:
Algoritem 1: Prečno preverjanje
premešamo podatke;
razdelimo podatke na K podmnožic;
for za vsako podmnožico do
zgradi napovedni model iz preostalih K − 1 podmnožic;
z modelom napovej stopnje interakcij trenutne podmnožice;
izračunaj napako napovedi;
end
izračunaj povprečno napako vseh podmnožic;
5.3 Pristop z zaporedno napovedno evalva-
cijo
Zaporedna napovedna (angl. predictive sequential) evalvacija je vrsta evalva-
cije, ki je predpogojena s tem, da so podatki časovno urejeni. Učna množica
vsebuje vse zapise iz časovnega intervala A (npr. 1 leto), testna množica pa
vse zapise iz časovnega intervala B (npr. 1 mesec), pri čemer velja, da se
interval B nahaja neposredno za intervalom A. Iz učne množice zgradimo
model in napovedujemo pričakovane stopnje interakcije za podatke iz testne
množice. Ko so napovedi znane, izračunamo napako za dana intervala, in kot
je prikazano na 5.2, nato oba zamaknemo za izbrano časovno obdobje (npr.
1 teden) in postopek ponavljamo, dokler ne zmanjka podatkov. Ko zmanjka
podatkov, izračunamo uravnoteženo napako vseh časovnih rezin, glede na
število zapisov v testni množici. Pristop z zaporedno napovedno evalvacijo
dobro deluje v kombinaciji z metodo drsečega okna, kjer učna množica vse-
buje podatke, ki jih določa drseče okno, velikost testne množice pa je lahko
poljubna.
V zadnji interakciji testiranja se pogosto zgodi, da ni več dovolj podat-
kov, da bi v celoti zajeli želeno velikost testne množice. Ta npr. zajema le
38 Jan Šušteršič
podatke dveh namesto sedmih dni, kar mnogokrat povzroči veliko odstopa-
nje od povprečne napake. To sicer ne predstavlja problema, če sta učna in
testna množica vedno enakih velikosti. Kadar pa želimo primerjati rezultate
različno velikih učnih in testnih množic, kjer se zgodi, da sta testna intervala
v zadnji interakciji različnih velikosti, lahko to posledično povsem spremeni
rezultate, zato napako zadnje interakcije testiranja zavržemo. Iz vseh doblje-
nih napak nato izračunamo povprečno napako za intervala danih velikosti,
ki predstavlja končni rezultat.
Slika 5.2: Kronološko testiranje
Poglavje 6
Rezultati
Sedaj, ko smo opisali metode za izbolǰsanje napovedi in evalvacijo, se lahko
posvetimo samim rezultatom in njihovi interpretaciji.
6.1 Rezultati napovedovanja z uporabo drsečega
okna in pozabljanja
Najprej predstavimo rezultate napovedovanja z uporabo drsečega okna in po-
zabljanja, katerega delovanje smo opisali v 3. poglavju. Pri tovrstni uporabi
časovnih podatkov se odločimo za uporabo zaporedne napovedne evalvacije,
predstavljene v poglavju 5.3, saj je urejenost podatkov po datumu ključnega
pomena. Testiranje izvedemo na učnih množicah različnih velikosti vse od 1
pa do 29 mesecev. Velikost premika nastavimo na 1 mesec, velikost testne
množice pa na 1 teden. Koeficient linearne funkcije pozabljanja je ves čas
testiranja enak 1, koeficient eksponentne funkcije pa je nekoliko manǰsi. Na-
stavimo ga na 0.1, saj je sledeča funkcija precej bolj občutljiva. Rezultate
pozabljanja z linearno in eksponentno funkcijo za nekaj ključnih mesecev
prikazuje tabela 6.1, vsi rezultati pa so vidni na sliki 6.1. Za primerjavo








1 mesec 0.632217 0.632200 0.632025
2 meseca 0.632413 0.628437 0.627832
3 meseci 0.634609 0.630509 0.627613
6 mesecev 0.658037 0.653849 0.649931
12 mesecev 0.691000 0.673696 0.668545
24 mesecev 0.645005 0.609246 0.606939
29 mesecev 0.631657 0.586586 0.580426
Tabela 6.1: Napovedovanje z uporabo drsečega okna in pozabljanja, ovre-
dnoteno s kronološkim preverjanjem
Slika 6.1: Rezultati časovnega pozabljanja
Kot je razvidno v tabeli in na grafu, izbolǰsanje z uporabo pozabljanja
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dosežemo že pri najmanǰsi velikosti učne množice, z večanjem pa se razlika
vseskozi konstantno povečuje. Najbolǰse rezultate dobimo z uporabo ekspo-
nentne funkcije, a je razlika z linearno funkcijo pozabljanja zelo majhna. Za-
nimivo je dejstvo, da se napaka dolgoročno z večanjem velikosti učne množice
manǰsa. Smiselno bi bilo, da se ta pri določeni velikosti, zaradi zastarelosti
stareǰsih podatkov, ki pravzaprav proizvajajo šum, začne večati, a se to ne
zgodi, kar je najverjetneje posledica omejitve obsega podatkovne zbirke. Pri
učni množici velikosti 29 mesecev izvedemo le 11 premikov drsečega okna, kar
je zelo malo v primerjavi z učno množico velikosti 1 meseca, kjer je le-teh 39.
Nadaljnje večanje učne množice bi torej pomenilo še dodatno zmanǰsevanje
že tako majhnega števila premikov, kar poslednično ni več smiselno.
6.2 Napovedovanje z uporabo konteksta
V tem poglavju predstavimo še rezultate napovedovanja z uporabo konteksta.
Najprej obravnavamo rezultate programskega določanja kontekstov predsta-
vljenega v poglavju 4.1.2, nato pa odkrite kontekste skupaj z ročno določenimi
preizkusimo z napovedovanjem na podlagi konteksta.
6.2.1 Rezultati programskega določanja kontekstov
V tem razdelku predstavimo končne rezultate programskega določanja kon-
tekstov in jih interpretiramo. Opǐsemo, kateri atributi najbolj vplivajo na
napovedano stopnjo interakcije ter katere kontekste lahko razberemo iz re-
zultatov.
6.2.1.1 Pomembnost atributov
Slika 6.2 prikazuje povprečne absolutne SHAP vrednosti posameznih atribu-
tov, ki nam povedo, v kolikšni meri te vplivajo na končno napoved. Vǐsja
kot je povprečna absolutna SHAP vrednost, večji vpliv ima atribut na na-
povedano stopnjo interakcije. Izkaže se, da mesec najbolj vpliva na stopnjo
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interakcije, temu sledi ura, najmanj pomemben podatek pa je dan v tednu.
Iz grafa lahko prav tako razberemo, da je pri vseh parih atributov (kotne
funkcije) eden od dvojice precej pomembneǰsi od drugega (mesec cos npr.
ima SHAP vrednost približno 0.0015, medtem ko ima mesec sin SHAP vre-
dnost le okoli 0.0007), zato bomo pri določanju kontekstov večjo težo namenili
vplivneǰsemu atributu.
Slika 6.2: SHAP vrednosti atributov
6.2.1.2 Vpliv atributov na končno napoved
Sedaj, ko vemo, kateri atributi so najpomembneǰsi, nas zanima še vpliv le
teh na končno napoved. Tega lahko razberemo iz grafa, ki je prikazan na
sliki 6.3. Graf vsebuje SHAP vrednosti vseh atributov vsakega primera iz
učne množice. Barva točk predstavlja njihovo vrednost glede na povprečje
posameznega atributa, kjer rdeča pomeni visoko, modra pa nizko vrednost.
Vrednost SHAP primera pa nam pove, ali ta vǐsa ali niža vrednost napove-
dane stopnje interakcije. Iz grafa razberemo naslednje ugotovitve:
1. Visoka vrednost spremenljivke mesec cos vǐsa vrednost napovedane
stopnje interakcije.
2. Visoka vrednost spremenljivke mesec sin vǐsa vrednost napovedane
stopnje interakcije.
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3. Visoka vrednost spremenljivke ura sin niža vrednost napovedane sto-
pnje interakcije.
4. Visoka vrednost spremenljivke dan v tednu cos niža vrednost napove-
dane stopnje interakcije.
5. Visoka vrednost spremenljivke ura cos niža vrednost napovedane sto-
pnje interakcije.
6. Vrednost spremenljivke dan v tednu sin ima zanemarljiv vpliv na na-
povedano stopnjo interakcije.
Slika 6.3: Vpliv atributov na stopnjo interakcije
6.2.1.3 Določanje kontekstov: meseci
Vsak mesec je predstavljen s parom mesec cos in mesec sin. Velja, da po-
zitivne vrednosti SHAP pozitivno in negativne vrednosti SHAP negativno
vplivajo na napovedano stopnjo interakcije. Pri delitvi mesecev na kontekste
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tako v prvo skupino uvrstimo mesece, za katere velja, da je vsota vrednosti
SHAP parametrov mesec cos in mesec sin pozitivna, v drugo pa mesece,
kjer je vsota negativna. Pri tem si pomagamo z grafoma na sliki 6.4, ki pri-
kazujeta vrednosti SHAP kotnih funkcij (sin in cos), s katerima predstavimo
mesece. Razberemo naslednji dve skupini:
1. Pozitiven vpliv: januar, februar, marec, april, november in december
2. Negativen vpliv: maj, junij, julij, avgust, september in oktober
Slika 6.4: SHAP vrednosti za mesec sin in mesec cos
Izkaže se, da je najdena delitev povsem enaka ročno določeni delitvi na
hladne in tople mesece.
6.2.1.4 Določanje kontekstov: ure
Pri urah se iskanja kontekstov lotimo na enak način kot pri mesecih. Ure,
kjer je vsota parametrov SHAP pozitivna uvrstimo v eno, ure, kjer pa je
vsota parametrov SHAP negativna, pa v drugo skupino. Zopet si poma-
gamo z grafoma na sliki 6.5, ki prikazujeta vrednosti SHAP kotnih funkcij,
ki predstavljajo ure. Dobimo naslednje skupine:
1. Pozitiven vpliv: 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21 in 22
2. Negativen vpliv: 00, 01, 02, 03, 04, 05, 06, 07, 08, 09, 10 in 23
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Slika 6.5: SHAP vrednosti za ura sin in ura cos
Dobljeni skupini sta v tem primeru zelo podobni tistim, ki jih dobimo z
ročno definirano delitvijo glede na ure v dnevu. Prva skupina pri ročni delitvi
vsebuje ure med 0 in 11, druga pa med 12 in 23 in je od programske delitve
pravzaprav le zamaknjena za eno uro.
6.2.1.5 Določanje kontekstov: dnevi v tednu
V nasprotju z urami in meseci je pri dnevih v tednu situacija nekoliko drugačna.
Izkaže se, da je SHAP vrednost spremenljivke dan v tednu sin približno
enaka nič, kar pomeni, da je spremenljivka nerelevantna in ima minimalen
vpliv na končno napoved. Posledično se osredotočimo le na dan v tednu cos.
Za lažjo določitev skupin si ponovno pomagamo z grafom 6.6, ki prika-
zuje, kako določene vrednosti te spremenljivke vplivajo na stopnjo interak-
cije. Razberemo vrednosti, ki pozitivno oz. negativno vplivajo na rezultat in
določimo naslednje skupine:
1. Pozitiven vpliv: ponedeljek, torek in nedelja
2. Negativen vpliv: sreda, četrtek, petek in sobota
Tokrat se prvič zgodi, da je programska delitev dovolj drugačna od ročno
določene, kar posledično pomeni, da lahko pričakujemo večjo izbolǰsanje ali
poslabšanje.
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Slika 6.6: Shap vrednosti za dan v tednu cos
6.2.2 Rezultati napovedovanja z uporabo konteksta
Sedaj predstavimo še rezultate napovedovanja z uporabo konteksta, kjer upo-
rabimo predhodno ročno in programsko določene kontekste. Odločimo se
za uporabo prečnega preverjanja, saj ni pomembno, kako stari so podatki,
temveč le v kateri kontekst spadajo. Metodi preverimo tako z ročno kot
programsko določenimi konteksti. Rezultati ročno določenih kontekstov so











0.638678 0.702053 0.661477 0.721685
brez particij 0.638678 0.638447 0.610578 0.604624
Tabela 6.2: Napovedovanje na podlagi konteksta, ovrednoteno s prečnim
preverjanjem in ročno določenimi konteksti
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brez ure dnevi meseci
z uporabo
particij
0.638678 0.703836 0.661477 0.721685
brez particij 0.638678 0.641508 0.633945 0.604624
Tabela 6.3: Napovedovanje na podlagi konteksta, ovrednoteno s prečnim
preverjanjem in programsko določenimi konteksti
Izkaže se, da brez uporabe particij prav v vsakem primeru ne glede
na izbran kontekst, dobimo bolǰse rezultate kot z uporabo particij, s kate-
rimi napovedi pravzaprav celo poslabšamo. Pri obravnavi kontekstov bomo
upoštevali le rezultate napovedovanja na podlagi konteksta brez uporabe par-
ticij, saj samo s to metodo izbolǰsamo rezultate. Delitev glede na ure tako pri
ročno kot pri programsko določenih kontekstih poslabša napovedi. Izbolǰsanje
pa dobimo pri delitvi po dnevih in mesecih. Z ročno delitvijo na tople in hla-
dne mesece, ki je pravzaprav enaka programski delitvi na mesece, dobimo
10% manǰso napako. Te sledi 7% izbolǰsanje, ki ga dobimo z delitvijo na de-
lovne dni in vikende. Najmanǰso izbolǰsavo pa dobimo s programsko delitvijo
po dnevih. Če torej primerjamo še ročno določene kontekste s programsko
določenimi opazimo, da z ročno določeni konteksti v splošnem dobimo bolǰse
rezultate. Razlike v primeru ur in mesecev so sicer majhne, v kolikor pa
primerjamo ročno in programsko delitev po dnevih opazimo, da programska
delitev daje vidno slabše rezultate. Sedaj se postavimo še v realno situacijo,
kjer želimo z uporabo delitve na kontekste napovedovati stopnjo interakcije
oglasov v prihodnosti. Ta efekt lahko simuliramo s kronološkim preverja-
njem, zato napovedovanje na podlagi konteksta testiramo še s to evalvacijsko
metodo. Pri tem uporabimo le ročno določene kontekste, saj so se te delitve
pri prečnem preverjanju izkazale za bolj učinkovite. Velikost testne množice
ponovno nastavimo na 1 teden, premik pa na 1 mesec. Rezultati napovedo-
vanja na podlagi konteksta z uporabo več particij so predstavljeni v tabeli









1 mesec 0.632217 0.635331 0.660124 /
2 meseca 0.632413 0.645114 0.653839 /
6 mesecev 0.658037 0.670489 0.675984 /
12 mesecev 0.691000 0.707165 0.705501 0.731787
24 mesecev 0.645005 0.680990 0.653921 0.739713









1 mesec 0.632217 0.643417 0.644701 /
2 meseca 0.632413 0.643077 0.639812 /
6 mesecev 0.658037 0.671726 0.663562 /
12 mesecev 0.691000 0.702186 0.696938 0.765973
24 mesecev 0.645005 0.668170 0.648287 0.708548
Tabela 6.5: Rezultati napovedovanja na podlagi konteksta brez uporabe par-
ticij
Tudi v tem primeru se izkaže, da napovedovanje na podlagi konteksta brez
uporabe particij daje bolj točne napovedi, a so rezultati kljub temu slabši
od napovedovanja brez upoštevanja kontekstov, kar nasprotuje zaključkom,
pridobljenim s prečnim preverjanjem. Najbolj je očitna razlika pri uporabi
hladnih in toplih mesecev, kjer s prečnim preverjanjem dobimo najbolǰse re-
zultate, pri kronološkem preverjanju pa najslabše. Posledično iz dobljenih
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rezultatov težko zaključimo, ali uporaba kontekstov izbolǰsa ali poslabša de-
lovanje priporočilnih sistemov. Za takšne zaključke, bi bilo metode potrebno




V diplomski nalogi sprva predstavimo spletno oglaševanje, nato pa se po-
svetimo nekaterim najpogosteje uporabljenim modelom za priporočanje, ki
temeljijo na skupinskem filtriranju, in do sedaj uporabljenih pristopov k iz-
bolǰsanju točnosti napovedi z uporabo časovnih podatkov. Ker so si bili
rezultati le teh do sedaj velikokrat nasprotujoči, si izberemo priporočanje na
podlagi konteksta in drseče okno s pozabljanjem ter metodologiji preizkusimo
na podatkovni zbirki, ki jo je priskrbelo podjetje Celtra. Pri implementaciji
priporočanja na podlagi kontekstov smo se osredotočili na iskanje smisel-
nih kontekstov, ki smo jih določili tako programsko kot tudi ročno. Bolǰse
rezultate smo dobili z uporabo slednjih. Pri evalvaciji napovedovanja na
podlagi konteksta smo s prečnim preverjanjem pri dveh kontekstih zabeležili
izbolǰsanje, medtem ko smo pri kronološkem preverjanju prav vsakič dobili
slabše rezultate. Posledično težko zaključimo, ali je sledeča implementacija
uspešna. Pri uporabi kombinacije drsečega okna in pozabljanja nam uspe
izbolǰsati rezultate tako z uporabo eksponentne kot linearne funkcije, kar je
še posebej opazno pri večjih velikostih učnih množic, kjer stareǰsi podatki
predstavljajo vse večji šum. Pokažemo torej, da so časovni podatki vsekakor
uporabni in z njimi lahko izbolǰsamo napovedi obstoječih priporočilnih sis-
temov, hkrati pa so zaradi neraziskanosti še deloma vprašljivi, saj trenutno
ne obstaja noben standardiziran način, ki bi vsakokrat pripeljal do vidnih
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izbolǰsav. Posledično nekateri pristopi, ki se na nekaterih zbirkah podatkov
izkažejo za zelo uspešne, morda ne bodo delovali na drugih.
7.1 Nadaljnje delo
V prihodnje bi lahko implementirane metode preizkusili še na drugih podat-
kovnih zbirkah in s tem dobili širšo predstavo o njihovi uspešnosti. Delovanje
priporočanja na podlagi kontekstov bi lahko izbolǰsali tako, da bi pri napo-
vedih upoštevali dejstvo, da se konteksti lahko prekrivajo in tako priporočilo
generirali na podlagi več kontekstov hkrati. Prav tako pa bi se lahko lotili
preizkušanja drugih pristopov pri implementaciji časovnih izbolǰsav. Med
drugim bi lahko preizkusili uporabo tenzorske faktorizacije, kjer bi v tretji
dimenziji hranili kontekstne podatke ali pa bi pozornost namenili časovno
pogojenim členom pristranskosti, s katerimi je Koren [14] prǐsel do večjih
izbolǰsav. Vsekakor je prostora za nadaljnje raziskave še dovolj.
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