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ABSTRACT 
The case of exact first-order saturated designs with N = 1 mod4 observations [N # 
2s(s + 1) + 1, s = 1,2, . . .] is considered. Conditions are found for the A-optimality 
of such designs, when the first r rows of the corresponding design matrix have a known 
structure. By modifying the method of Sathe and Shenoy (1989) for the case N = 1 mod 4, 
the structure of the information matrix of the A-optimal design is found. Then, by exhaustive 
search, it is proved that the known D-optimal saturated design for N = 9 (Ehlich, 1964) is 
also A-optimal. 
1. INTRODUCTION 
Let d be a two-level fractional factorial saturated design of resolution III with 
N observations. Let xii = fl, i, j = 1, 2, . . , N, denote the level of factor i at 
observation j. Then the expected value of the response Yj, under the assumption 
that the errors are normally distributed with zero mean and constant variance, is 
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given by 
N 
Eq = cxvAi, j-l,2 ,,.,, N, (1.1) 
i=l 
where Ai is the main effect of factor i. 
If Rd = (x0) and I& = Rd. Rz denote respectively the design and information 
matrices, it is known (Cheng, 1980), that the design d satisfying 
kfd = (N - l)Z,v +JN (1.2) 
for N = 1 mod 4, where IN denotes the identity matrix of order N and JN the N x N 
matrix with all entries equal to 1, is optimal w.r.t. any generalized type-l criteria. 
We mention here that the minimization of the generalized variance of the BLUES 
of the main effects, i.e. the minimization of the determinant of A47 i (D-optimality 
criterion), and the minimization of the sum of the variances of the BLUES, i.e. the 
minimization of the trace of MT1 (A-optimality criterion), are included in these 
generalized type-l criteria. 
A necessary and sufficient condition for the existence of an N x N array & 
satisfying (1.2) is that 2N - 1 must be the square of an integer (Ehlich, 1964), i.e. 
N=2s(s+l)+l, s= 1,2, . . . . (1.3) 
For N = 5, 13, 25, 41, 61 such arrays have been constructed by Ehlich (1964), 
Raghavarao (1959), and Trung (1982, 1984). For N not satisfying (1.3), however, 
we have to work in every case and for every criterion separately. Until now, the 
only known results are referred to the D-optimality criterion (Ehlich and Zeller, 
1962; Moyssiadis and Kounias, 1982; Chadjipantelis, Kounias, and Moyssiadis, 
1987) and for N = 9, 17, 21. 
In Section 2, we solve an optimization problem w.r.t. the A-optimality criterion. 
In Section 3 we modify a theorem of Sathe and Shenoy concerning the structure 
of A-optimal designs under consideration. Then by combining the above we 
can construct algorithms for finding the saturated A-optimal designs for N = 
9, 17, 21, . . . . The case N = 9 is discussed in Section 4. The development of the 
algorithm for N > 17 needs special methods and will appear in a separate paper. 
2. AN OPTIMIZATION PROBLEM 
Let 
(2.1) 
be a positive definite (p.d.) matrix of order n, where D, is a given square matrix of 
order r, 1 5 r 5 n, andA = (au), C = (cd) arematrices withaii = N 2 n, lavl 2 
A-OFTIMIZATION OF SATURATED DESIGNS 161 
1, lcvl 2 1, i #j. 0 ur aim is to find lower bounds for the trace of the inverse of 
MAD,). 
In what follows, Xi(R) denotes the eigenvalues of an n x n square matrix R in 
descending order, i.e. 
Al(R) L X2(R) > . . . L X,(R), 
and Pi(R) the corresponding eigenvectors. We can always suppose that Pi(R) 
constitute an orthonormal system of eigenvectors. Furthermore, by Xi and Pi we 
denote the eigenvalues and the corresponding eigenvectors of the given matrix D,. 
We will prove the following theorems. 
THEOREM 2.1. If 
where 7r is an r x 1 vector with -yTTrfied, then the following relations hold: 
(2.2) 
(2.3) 
where 
PROOF. Since 
TrM,:,(D,) = TrDjY’ + ’ +r,TD’2rr 
N - y:D+, (2.5) 
and for every s 
(2.4) 
12 A,” (y,TPi)’ 
i=l 
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we have 
r,TD,“r, 2 +Y,/% s= 1, 2, 
which proves the inequality in (2.2). For the inequality (2.3) we also need the 
known expression 
The equations in (2.2) and (2.3) are obtained easily from the definition of 
%. ??
THEOREM 2.2, ZfM,+,(D,), Gr+l (D,), are deJined as in Theorem 2.1, then 
the eigenvalues of M,+l (Or) are 
where X1, AZ, X3, . . . , A, are the eigenvalues of D,, x1 = X1 (Gr+l (D,)), and 
x+1 = x1 + N - &I - N)2 + 475, 2 (2.6) 
(We cannot specify the position of xr+l among the other eigenvalues.) 
The orthonormal set of eigenvectors of Gr+l (Or) are Fi, i = 1,2, . . . , r + 1, 
where 
@I = al [:;I, ~i=[:], i=2,3 ,..., r,and Fr+,=a2[z’], 
with 
Zi = 
N - X1 + (-l)‘-‘&XI - N)* + 47,T7, 
2I65z 
, i=l,2. 
PROOF. By observing that 
Xl tz1 r,Tr, = J- i 1, 4- y,T-/, + NZI = %z, 
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and 
wefind,thatforeveryi= 1, 2, . . . . r+ 
163 
r $-y, + Nz2 = xr+lz2r 
1, 
li&,l(D,) . i$ = xii-$, 
which proves the first assertion. The orthonormality of the eigenvectors follows 
easily, by the fact that zizz = - 1. ??
THEOREM 2.3. For the largest eigenvalues of IV,+, (Or) and kr+l (Or) one 
has 
A1 (M,+I (Dr)) I AI &+I (or)). 
PROOF. From the characteristic equation of M,+i (Or), 
IM,+l(D,) - AZ,+1 1 = ID, - %I . [N - A - r:Pr - X-‘Y,] 
and by the Sturmian separation theorem, we have 
A* = Xi(W+i(D,)) 2 X1. 
(2.7) 
0, (2.8) 
If X* = Xi, then (2.7) is obviously obtained from (2.6). So we can assume 
X* > Xi, which means that X* is different from any eigenvalue of D,; hence 
ID, - X*Z,l # 0. Then 
N - A* - $(D, - X*Z,)-‘7, = 0. (2.9) 
Since D, = Cr==, &PiPT, the relation (2.9) gives 
r r 
A* = N - c(Xi - X*)-‘y;PjPTr,. 5 N - c(A, - A*)-‘y,TPiP’r,. 
i=l i=l 
The orthonormality of the eigenvectors Pi leads to the inequality 
(A* - X,)2 - (N - x,)(x* - xl> - $7, 5 0, 
PU w 
'N “” ‘I+.l=u ‘ . N = (‘a)94 
N 
l-‘L . . . I+‘L ‘L Aa 
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where 
x = gdM~“-dw, m-1) = M&W, (2.13a) 
!j = &!(Xl(~j-l(Dr)), ?j-l), j=r+l, . . ..N. (2.13b) 
with 
gi(X, 7) = f [x + N + (-l)‘-‘d/(X - N)2 + 4yTy] , i= 1,2. 
PROOF. (By induction.) 
For n = r + 1 the theorem is valid. In fact (2.10) is reduced to (2.7), (2.11) is 
obvious, and (2.12) is easily obtained by using Theorem 2.2 and the relation (2.3). 
So we have only to prove that the theorem is valid for n + 1, under the assumption 
that for n is valid. 
To prove the relation (2.10) it is enough to show that 
+ [X&“(W) - N] 2 + 4r,Tr, 1 , (2.14) 
under the assumption Xi(M,,(D,)) < Xi(@@,)). 
By replacing D, by M,(D,) in Theorem 2.3 and following the same technique, 
the above relation (2.14) is proved. So (2.10) holds. 
Furthermore the relation (2.3) becomes 
Then the inequality 
Ik+d&)l I lk@r)I . 
and the induction assumption prove (2.11). 
which is equivalent to 
N _ $+, > 0. 
XI (W@r)) 
(2.15) 
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By using again the induction assumption and the relations (2. lo), (2.11) we 
have 
&+kL+e, 
i=2 xi j=r+l 4 
where 
Q= l 1 + r,Tr”lX:(M”(o,)) 
x,&+,(&>) + N - r,Tr,/MMDM) 
Finally, we can easily see that 
1 
Q= ' - 
Mk+,(D,)) + XI+, ’ 
where the denominators are as defined in (2.13), so the proof of (2.12) is 
complete. ??
The above theorem mea? that for any &formation matrix M,,(D,), we can 
construct an A-better matrix M,,(D,) [i.e. Tr ML1 (Or) 5 Tr ii!; 1 (Or)] such that 
TrM,,(D,) = Tr&(D,) = Tr D, + (n - r)N, 
n-1 
TrM@r) = Tr@(D,) = Tr DF + (n - r)N2 + 2 c T.Ty,Y. 
We will try now to minimize Tr%;‘(D,). We need for this the following 
theorem proved by Cheng (1978). 
THEOREM 2.5. Let f(x) be a continuous function in the interval (0, A), 
with f’ < 0, f” > 0 and f “’ < 0, while at zero either f (x) is continuous or 
lim X_o+ f(x) = +co. Then the numbers x1, x2, . . . , x, minimizing the quantity 
Cy=‘=, f (xi), under the constraints 
(i)Xi 2 OVi= 1, 2, . . . . n, 
(ii) Cy=‘=, xi = A, 
(iii) Cy=, x’ = B’, where B 5 B’ 5 A’, and A, B are positive constants with 
A2 2 B 2 A2/n, are 
Xi = k b-P/z], i=l,2 ,..., n-l, 
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with 
p= &A” 
/- n’ ??
Letusdenotexi = Xr+i, i = 1, 2, . . ., n - r; and x,,_r+i = xi = At (%,@,)). 
Then the relation (2.12) becomes 
So the problem of minimizing the trace of $;‘(D,) is reduced to the problem of 
minimizing the sum C l/Xi. It is easy to show that the Xi’s satisfy the following 
conditions: 
Xi 2 0 Vi = 1, 2, . . . , n, 
n--r+1 n--r+1 
c Xi = UT c xf = b, 
i=l i=2 
where 
a=Xl +(n-r)N, 
b = XT + (n - r)(N2 + 2v), 
1 
n-l 
v=- 
n-r c 0,. .*=r 
(2.16) 
For these numbers a and 6, which are obviously positive, we can prove the 
following lemma. 
LEMMA 2.2. The numbers a, b dejined by (2.16) satisfy the inequality 
a2>bL 
a2 
n-rtl’ 
(2.17) 
PROOF. The right inequality in (2.17) is obvious from the definitions. The 
left one is equivalent to 
2~ 5 N. [2X1 + (n - r - l)N]. (2.18) 
To prove this, we first observe that (2.13b) gives 
168 C. MOYSSIADIS ET AL. 
for &_I > 0. By substituting this inequality in the relation (2.13a), we find 
By applying the last one for j = r + 1, . . . , n and because 
2v = 2 2 -’ A 
n-r, Tj-IYj-1 < j=r+1 
2 f: X,(kj-,(D,)) 
j=r+l 
we find the relation (2.19). W 
Hence all the assumptions of Theorem 2.5 are satisfied, so the sum c l/Xi is 
minimized for 
i= 1,2, . . . . n-r, 
1 
&l-r+1 = 
n-r+1 [ 
a+P,J(n-r+I)(n-r)] 
with 
By substituting these values into the sum, we find its mi_nimum value and conse- 
quently the minimum value of the trace of the matrix M;‘(D,), which is equal 
to 
minTriii;l(D,)=i:l+(n-r~_-qr+l)+ n-r+1 
i=2 xi a+@-r)q’ (2.20) 
where 
a = Xr +(n - r)N, q = (N - X,)2 + 2(n - r + l)v, 
(2.21) 
Combining the above with Theorem 2.4, we can prove the following basic 
proposition. This proposition gives a criterion for comparing information matrices 
with respect of A-optimality. 
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THEOREM 2.6. Let M* be a known N x N m&-ix with TrM*-’ = w, 
Dr 7, Yr+l . . . TN-1 
N 
MN(&) = N C =
. . [ 1 c”; A 
_ (sym) 
be dejined as in Theorem 2.4, and au, co, dg denote the elements of matrices 
A, C, D, respectively. Let also use the following notation: 
s = kYc;+ ~i~N-“J (2.22) 
i=l j=l - _ 
Qi = 
(N - r - 1)~ + (-l)‘-’ J(N - r - 1)2z2 + 4wl(N - r)nxz 
2wl (N - r) 1 
i= 1, 2, (2.23) 
and 
z = wInA-(N-r+ l), nx = (N - r)N+XI, WI = W - C62(1/xJ (2 24) 
N-r+1 ’ ’ 
Then: 
(i) Ifwl > 0, z < 0, then M* is A-better than every MN(D,). 
(ii) Ifwl > 0, z > 0, then M* is A-better than MN(D,) when 
N - r s2 2(N-r+l) [Q: - (X, - N)2] . 
(iii) Ifwl < 0, z < 0, then M* is A-better than MN(D,) when 
(2.25) 
(2.26) 
(iv) Ifwl < 0, z > 0, then M* may be or may not be A-better than MN(D,). 
PROOF. We construct first the matrix kN(D,) according to Theorem 2.4. If 
it happens that minTrk;‘(D,) > w, then it is obvious that the matrix M* will 
be A-better than MN(D~). Hence the above inequality, by the aid of (2.20), is 
equivalent to 
f(q) = WI (N - r)q2 - z(N - r - 1 )q - nxz 2 0, (2.27) 
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where q is the positive real number defined by (2.21). In case (i) of the theorem, 
the inequality (2.27) holds for every positive q. In case (ii) the inequality holds 
when q 2 Ql , where Qi is the largest root off(q) in this case. Then it also holds 
that q* 2 Qf, and by (2.21) this is equivalent to 
v > Q: - (A, - Nj2 
- 2(N-r+l) ’ 
which finally gives (2.25). In case (iii) the inequality holds for q < Qz, which by 
the same technic gives (2.26). Finally, in case (iv) the inequality never holds. w 
3. THE STRUCTURE OF THE INFORMATION MATRIX OF AN A- 
OPTIMAL DESIGN 
Let M,(D,.) be the information matrix of a 2” resolution III design with N (n 5 
N) observations, for which the first r rows of its II x N design matrix Rd = 
(RT RJ_,.)T satisfy the relation R, . RT = D,, i.e. r 7 
Mn(D,) = 
C 
[ 1 
c”; A 7 l<r<n<N, (3.1) 
where all the diagonal elements of D, and A are equal to N, and all the other 
elements are congruent to 1 mod 4. Let C,(D,) denote the class of all these matrices, 
and M,*(D,) the one with the minimum trace of its inverse, i.e. the information 
matrix corresponding to the A-best design in the class. 
Let us also denote by d* the minimum of the expression 
for all r x 1 vectors 7r in the class 
Gr = {g:gT = (~1, g2, . . , gl), lgil < N, and gi E 1 mod4, 
i= 1, 2, . . . . r} 
Then we can prove the following. 
THEOREM 3.1. Zf N = 1 mod 4 and d* < l/(N - l), then 
(3.2) 
(3.3) 
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where 
A* = (N - l)IN_, + JN_r, c* = (u*,u*,u* ,...) u*p 
and the vector U* minimizes the trace of the inverse of the matrix: 
D, u u ‘.. u 
uT N 1 ... 1 
uT 1 N ... 1 
. . . . . . . . . . . . . . 
uT 1 1 ... N 
(3.4) 
over all u in the class G,. 
PROOF. For the proof of this theorem we first need to prove the following 
recurrent inequality: 
TrM*-l(D ) < TrM,*-‘(Dr) + 1 
n+1 r (N-l) ’ 
n = r, . . . , N. (3.5) 
This inequality can be proved by induction. For n = r it follows obviously from 
(2.5). The proof that, if it is valid for n - 1, it is also valid for n, is analogous to the 
one given by Sathe and Shenoy (1989, Theorem 2.1). A relation analogous to (3.5) 
having N - 3 instead of N - 1, where N z 3 mod 4, is proved there. So by replacing 
1 with 3 and modifying analogously all the following steps of the above theorem 
by Sathe and Shenoy, we can prove the inequality (3.5). By modifying in the same 
way the lemmas of the above-mentioned paper, and using the inequality (3.5), we 
complete the proof of our theorem, which can be considered as an extension of 
Theorem 2.2 of Sathe and Shenoy. ??
The above theorem means that in order to find the information matrix of the 
A-optimal design in the class CN(D,), there is no need to search among all matrices 
having the structure (3. l), but only among those having the structure (3.4) and for 
which 
S = (N - r)(uTu + N - r - l), 
where S is as in (2.22). So, following the proof of Theorem 2.6, we have: 
THEOREM 3.2. Z~MN(D,) is a member of the class CN(D,) with d* < l/(N - 
I), N z 1 mod 4 and M* is a given matrix with TrM*-’ = w, then M* is A-better 
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than MN(D,) if 
Wl > 0, 2 i 0, 
Wl > 0, 2 > 0, 
and “TU > A Q: - CA1 - N)2 
-2 N-r+1 
-(N-r+l), 1 (3.6) 
and "TU < 1 Q," - (AI - N2 
-2 N-r+1 
-(N-rfl), 1 (3.7) 
where ~1, z, Ql , and Q2 are de$ned in (2.23) and (2.24) and u is any r x 1 vector 
in G,. 
4. THECASEN=9 
In this section we will prove that the matrix 
R* = 
+++++++++ 
++-+-t-+++ 
++--+++-- 
-- -+-t+++- 
-+-+++--+ 
-+---++++ 
++-+-+-+- 
+---++-++ 
+--+-++-+, 
for which 
M*=R*.RT= i aAT , 
[ 1 
(4.1) 
(4.2) 
where crT = [5, 1, 1, 1, 1, 1, 1, l] and A = 81s + Js, is the design matrix of 
the A-optimal saturated deisgn for N = 9 observations. Here + stands for +l 
and - for - 1. This design has been proved to be D-optimal by Ehlich in 1964. 
The only thing we have to prove is that for every other design in the class under 
consideration, the corresponding information matrix M satisfies the relation 
TrM-’ 2 TrM*-’ = 1.147959184 = w. (4.3) 
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We shall check the above relation using Theorem 3.2, for r = 1, 2, . . ., for 
every possible D, satisfying d’ 5 1 /(N - l), and for every A4 having the structure 
(3.4). We have the following cases: 
(i)r= 1. Here D1 = [9] and 
d*(D,) = min 
1 +y2DF2 41 1 1 
Y 9 -y2D,’ =360%=-. N-l 
Then Theorem 3.2 gives that Ms(Dr) cannot be A-optimal of uru > 9.4; hence 
u* = 1 or -3. So there are only two candidates which can be A-better than M*, 
i.e. the matrices 
9 bT 
%(DI) = 819+& and M;(Q) = b A , 
[ 1 
with b = -3.18 and A = 81s +Js, where 18 is the 8 x 1 vector of 1’s. The first of 
these matrices cannot be obtained as an information matrix, for its determinant is 
not the square of an integer (2” x 17). The second one has the trace of its inverse 
equal to 1.222, i.e. greater than that of M*. 
(ii) r = 2. In this case we have 
D2= 1 ; > 
[ 1 with a E (-7, 5, -3, 1). 
If a = -7, i.e. if 
9 -7 
D2 = _7 9 , 
[ 1 
it holds d* = 0.188 > f, so Theorem 3.2 is not valid. But in this case, we have 
from a majorization theorem (Marshall and Olkin, 1979, p. 225), 
C 
TrMF’(D2) = Tr $ A 
[ 1 -1 > TrD;’ + TrA-’ 
> Tr D;l + Tr (817 + &)-l = 1.379 > w, 
which means that none of the elements of the A-optimal information matrix is 
equal to -7. For the other values of a, we have d* < i, and from Theorem 3.2 
we find all the vectors u* which lead to candidate A-optimal information matrices 
having the form (3.4). If 
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then 
u* = 1 [I 1 ’ 
which leads to the matrix (4.2). If 
9 -3 
Dz= _3 9 i 1 1 
then 
or 
with TrM;‘(Dz) = 1.222 > w, 
u* = 1 [I 1 
with TrMT’(D2) = 1.1096 < w, but with detMg(D;?) not a square of an integer. 
If ’ 
then 
or 
u* = -3 
[ 1 1 ’ with TrMc’(D2) = 1.28 > w, 
u* = 1 [I 1 ’ 
which leads to be matrix 819 + 39. 
(iii) T = 3. The possibilities for the matrix 03 are the following: 
9 a bl 
03 = a 9 b2 , 
[ 1 bl b2 9 
where 
([i]v[-$[i]; [In]+!]. 
[I], [_i]> [z], [-rl). 
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Using again Theorem 3.2, we find that six of the previous matrices Ds, could not 
be part of the A-optimal design, while for the other three we find 
9 5 1 
D3= [ 5 9 1 
1 1 9 
which again leads to the matrix (4.2); 
D3= [I4 -3 -%1; 
with TrM;‘(Ds) = 1.16 > w; 
u+ = 
U* 
[ 
1 
1 
1 
1 
= [I 1 3 1 
D3=[-f -f a], U*=[-;], 
with TrM;‘(Ds) = 1.28, 1.58 for the first two cases, while the third case has 
already been seen for r = 2. 
(iv) r = 4. Continuing the same technic, we find that the possibilities for the 
matrix 04 are 
9 a 1 1 
Dza911 
4 
[ 1 119b’ llb9 
where 
[;I E { [:I) [-:I 7 [::I}. 
For all these cases Theorem 3.2 guarantees that the corresponding matrices &(D4), 
having the form (3.4) for all possibe vectors u*, could not be A-better than M*. 
Hence we have proved our assertion that R* given in (4.1) is the A-optimal 
saturated design for N = 9 observations. 
We note here that the above method can also be applied for larger values of 
N, but this is a very difficult computational problem, since the time for machine 
calculations increases with N and r. So there is need for developing a suitable 
exhaustive algorithm for N 2 17. This algorithm for the case N = 17, and the 
results, will be published in a separate paper. 
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