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Abstract
We consider a general hyperbolic-parabolic model of chemotaxis in the multidimensional case.
For this system we show the global existence of smooth solutions to the Cauchy problem and we
determine their asymptotic behavior. Since this model does not enter in the classical framework
of dissipative problems, we analyze it combining the features of the hyperbolic and the parabolic
parts and using detailed decay estimates of the Green function.
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1 Introduction
Chemotaxis, the movement of cells in response to a chemical substance, is decisive in many biological
processes and determines how cells arrange and organize themselves. For example, the formation of
cells aggregations (amoebae, bacteria, etc) occurs during the response of the species populations to the
change in the environment of the chemical concentrations. In multicellular organisms instead, chemo-
taxis of cell populations plays a crucial role throughout the life cycle: during embryonic development
it is involved in organizing cell positioning, e.g. during gastrulation and patterning of the nervous
system; in the adult life, it directs immune cell migration to sites of inflammation and fibroblasts into
wounded regions to initiate healing. These same mechanisms are used during cancer growth, allowing
tumor cells to invade the surrounding environment or stimulating new blood vessel growth [15].
The movement of bacteria under the effect of chemotaxis has been a widely studied topic in Math-
ematics in the last decades, and numerous models have been proposed. Moreover it is possible to
describe this biological phenomenon at different scales. For example, by considering the population
density as a whole, it is possible to obtain macroscopic models of partial differential equations. One
of the most celebrated model of this class is the one proposed by Patlak in 1953 [16] and subsequently
by Keller and Segel in 1970 [13].
In the Patlak-Keller-Segel (PKS) system, the evolution of density of bacteria is described by a parabolic
equation, and the density of chemoattractant is generally driven by a parabolic or an elliptic equa-
tion. The behavior of this reaction-advection-diffusion system is now quite well-known: in the one-
dimensional case, the solution is always global in time. In several space dimensions, in the parabolic
elliptic case, if initial data are small enough in some norms, the solution will be global in time and
rapidly decaying in time; while on the opposite, it will explode in finite time at least for some large
initial data.
The simplicity, the analytical tractability, and the capacity to replicate some of the key behaviors of
chemotactic populations are the main reasons of the success of this model of chemotaxis. In particular,
the ability to display auto-aggregation, has led to its prominence as a mechanism for self-organization
of biological systems.
Moreover, there exists a lot of variations of PKS model to describe biological processes in which
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chemotaxis is involved. They differ in the functional forms of the three main mechanisms involved:
the sensing of the chemoattactant, which has an effect on the oriented movement of the species, the
production of the chemoattractant by a mobile species or an external source, and the degradation of
the chemoattractant by a mobile species or an external effect.
However, the approach of PKS model is not always sufficiently precise to describe the biological
phenomena [5]. As a matter of fact, the diffusion can lead to fast dissipation or explosive behaviors
and prevents us to observe intermediate organized structures. Moreover it is not able to reproduce
the “run and tumble” behavior, the movement along straight lines, the sudden stop and the change of
direction, typical of bacteria like E.Coli.
The main reason is that this approach describe processes on a long time scale, while for short time
range one gets better a description from models with finite characteristic speed.
Kinetic transport equations describe quite well the movement of a single organism. For example the
“run and tumble” can be described by the velocity-jump process [8, 19].
At an intermediate scale between diffusion and kinetic models we can find hyperbolic models. This
class of models can be derived as a fluid limit of transport equations but with a different scaling,
namely the hydrodynamic scaling t→ ǫt, x→ ǫx [2].
Starting from a transport equation for the chemosensitive movements, in [7] Hillen shows a kinetic
derivation of hyperbolic models by the moment closure method, thus obtaining the Cattaneo model for
chemosensitive movement. Using the first two moments he obtains the following hyperbolic-parabolic
model: 

∂tu+∇ · v = 0,
∂tv + γ
2∇u = −v + h(φ,∇φ)g(u),
∂tφ = ∆φ+ au− bφ.
(1)
where x ∈ Rn, t ≥ 0, u is the population density, v are the fluxes, φ is the concentration of chemical
species, and the source terms g, h are smooth functions.
We start our analytical study by considering the semilinear hyperbolic-parabolic system

∂tu+∇ · v = 0,
∂tv + γ
2∇u = −b(φ,∇φ)v + h(φ,∇φ)g(u),
∂tφ = ∆φ+ f(u, φ),
(2)
which generalize the one proposed by Dolak and Hillen in [4]. The parameter γ is the characteristic
speed of propagation of the cells and the source terms b, h, g, and f are smooth functions.
The coupling of hyperbolic and parabolic equations has been widely studied by Kawashima and
Shizuta [11, 12, 17]. Under the smallness assumption on the initial data and the dissipation condition
on the linearized system, they were able to prove global (in time) existence and asymptotic stability
of smooth solutions to the initial value problem for a general class of symmetric hyperbolic-parabolic
systems.
System (1) does not enter in this framework. As a matter of fact, due to the presence of the source
term au, the dissipative condition fails.
With reference to the one dimensional case, a first result of local and global existence for weak solutions,
under the assumption of turning rate’s boundness, was proved in [10]. Subsequently Guarguaglini et al.
in [6] have proved more general results for this model under weaker hypotheses, by showing a general
result of global stability of zero constant states for the Cauchy problem and of general constant state
for the Neumann problem. These results have been obtained using the linearized operators, and the
accurate analysis of their nonlinear perturbations.
In order to obtain our global existence result for the multidimensional case we follow this approach.
The basic idea is to consider the hyperbolic and parabolic equation “separately”, and to take advantage
of their respective properties.
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Thanks to the Green function of the heat equation Γp, and the Duhamel’s formula, we know that, the
solution to the parabolic equation is:
φ(x, t) = (e−btΓp(t) ∗ φ0)(x) +
∫ t
0
e−b(t−s)Γp(t− s) ∗ (au(s))ds.
On the other hand for the damped wave equation,

∂tu+∇ · v = 0,
∂tv + γ
2∇u = −v,
(3)
we have, by the theory of dissipative systems [18], that the presence of the dissipative term −v enforces
a faster decay of the solution. This implies that we can write the solution of the hyperbolic part of
system (1), as
w(x, t) = (Γh(t) ∗ w0)(x) +
∫ t
0
Γh(t− s) ∗H(φ,∇φ,w)(s)ds,
where w = (u, v), H(φ,∇φ,w) = [0, h(φ,∇φ)g(u)]t and Γh is the Green function of the damped wave
equation (3).
Our strategy has been to use the decomposition of the Green function of dissipative hyperbolic systems
done by Bianchini at al. [1] and its precise decay rates.
Indeed in [1] the authors proposed a detailed description of the multidimensional Green function for
a class of partially dissipative systems. They analyzed the behavior of the Green function for the
linearized problem, decomposing it into two main terms. The first term is the diffusive one, and
consists of heat kernel, while the faster term consists of the hyperbolic part. Moreover they gave a
more precise description of the behavior of the diffusive part, which is decomposed into four blocks,
which decay with different decay rates. They showed that solutions have canonical projections on two
different components: the conservative part and the dissipative part. The first one, which formally
corresponds to the conservative part of the equations, decays in time like the heat kernel, since it
corresponds to the diffusive part of the Green function. On the other side, the dissipative part is
strongly influenced by the dissipation and decays at a rate t−
1
2 faster than the conservative one.
By these refined estimates we were able to prove global existence of smooth solutions for small initial
data, and to determine at the same time their asymptotic behavior.
We are able to show decay rates of the L∞-norm of solution of order O(t−
n
2 ), faster than the one
obtained in [6] which was O(t−
n
4 ).
Moreover we show the global existence, and we determinate the asymptotic behavior of solutions, also
for perturbation of non-zero constant stationary states in the case of simpler source terms. In order
to prove this result, we need to adapt the decay estimates of the Green function to compensate the
lack of polynomial decay of linear term in the hyperbolic equations.
The parabolic and hyperbolic models of chemotaxis are expected to have the same behavior for long
time. We investigate this aspect analytically and we show that the difference between the solution
of PKS model and the hyperbolic one decays with a rate of O(t−
n
2 ) in L2, so t−
n
4 faster than the
decay of solutions themselves if n ≤ 3, otherwise we get a decay t−
1
2 faster than the decay of solutions.
The article is organized as follows: in the first section, we review some properties of partially dissipative
hyperbolic systems, we recall the results obtained by Bianchini et al. in [1] about the asymptotic
behavior of their smooth solutions, and the local existence in time for smooth solutions to system (2)
to the Cauchy problem. Subsequently, in Section 3, we are able to prove the global existence result
thanks to the refined decay estimates of the Green Kernel of hyperbolic equations.
In Section 4 we study the case of perturbation of non-zero constant stationary state. For large time
hyperbolic and parabolic model are expected to have the same behavior. Then, in the last section,
we examine the difference between solutions to the hyperbolic-parabolic system (2) and to the related
PKS model, showing that this difference decays with a faster rate.
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2 Background
2.1 Partially Dissipative Hyperbolic Systems
In this first section we recall some properties of hyperbolic dissipative systems.
Let us focus our attention on the following multidimensional system of balance laws

∂tu+∇ · v = 0,
∂tv + γ
2∇u = −βv,
(4)
where u : Rn × R+ → R+, v = (v1, v2, . . . , vn) : R
n × R+ → Rn, with initial conditions
u(x, 0) = u0(x), v(x, 0) = v0(x).
We can observe that since (4) is equivalent to damped wave equation, the behavior of the solutions
to the Cauchy problem for this system is quite well known [11]. Moreover system (4) belongs to the
class of dissipative hyperbolic systems.
It is possible to rewrite system (4) in a compact form as
∂tw +
n∑
j=1
Aj∂xjw = g(w), (5)
where w = (u, v) ∈ Ω ⊆ R× Rn, and
Aj =
(
0 ej
γ2etj 0
)
,
with (Aj)11 ∈ R
1×1, (Aj)12 ∈ Rn×1, (Aj)21 ∈ R1×n, and (Aj)22 ∈ Rn×n and ej is the canonical j−th
vector of Rn. Here we denote the source term by
g(w) =
(
0
q(w)
)
=
(
0
−βv
)
, with q(w) ∈ Rn.
The initial condition reads
w(x, 0) = w0(x). (6)
By the introduction of new variables W = (W1,W2), with
W1 = u, W2 =
v
γ2
,
and a symmetric positive definite matrix A0, defined as
A0 =
(
I 0
0 γ2I
)
, (7)
it is possible to symmetrize system (5). Selecting W as new variable, our system reads
A0(W )∂tW +
n∑
j=1
A¯j∂xjW = G(Φ(W )).
where
A¯j := AjA0(W ) =
(
0 γ2ej
γ2etj 0
)
,
and G(W ) = g(Φ(W )) = (0, Q(W ))t. Let us notice that, for every j = 1, . . . , n, the matrix A¯j is
symmetric.
In order to continue the analysis of smooth solutions for dissipative hyperbolic system let us introduce
the condition of Shizuta and Kawashima (SK) [17] for hyperbolic systems.
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Definition 2.1. System (5) verifies condition (SK), if every eigenvector of
n∑
j=1
Ajξj is not in the null
space of Dg(0) for every ξ ∈ Rn+1\{0}.
We can observe that system (5) verifies the Kawashima condition since, given an equilibrium state
(
u
0
)
∈ Rn+1,
then the generic vector (
X
0
)
∈ Rn+1,
is eigenvector of
n∑
j=1
Ajξj , if and only if X = 0.
With reference to the existence of smooth solutions to system (5), we recall the following result, which
is a special case of the results in [1].
Theorem 2.2. Let us consider the Cauchy problem (5)-(6). Let s ≥ 0. For every w0 ∈ H
s(Rn),
there is a unique global solution w to (5)-(6) which verifies
w ∈ C0([0,∞);Hs(Rn)) ∩C1([0,∞);Hs−1(Rn)),
and such that,
sup
0≤t<+∞
‖w(t)‖2Hs +
∫ +∞
0
‖v(τ)‖2Hsdτ ≤ C‖w0‖
2
Hs ,
where C is a positive constant.
The refined estimates of the Green Kernel of system (5) proposed by Bianchini et al. [1], holds for
linearized dissipative system in the Conservative-Dissipative form. Then, we rewrite system (5) in
this particular form, which will be useful in our study.
Let us consider a linear system with constant coefficients
wt +
n∑
j=1
Ajwxj = Bw, (8)
where w = (w1, w2) ∈ R× R
n.
Definition 2.3. System (8) is in Conservative-Dissipative form (C-D form) if it is symmetric, i.e.
Atj = Aj for all j = 1, . . . , n, and there exists a negative definite matrix D ∈ R
n×n, such that
B =
(
0 0
0 D
)
.
In this case w1 is called the conservative variable, while w2 is the dissipative one.
Under suitable assumptions every symmetrizable dissipative system can be rewritten in the C-D form.
Let us observe that system (5) can be easily written in the Conservative-Dissipative form by a change
of variable.
Set
M =
(
I 0
0 γ−1
)
,
and define the matrices of the C-D form
A˜j =
(
0 γej
γetj 0
)
, B˜ =
(
0 0
0 −βI
)
.
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Setting (
w˜1
w˜2
)
=M
(
u
v
)
=
(
u
v
γ
)
and reporting in (4), we obtain the conservative-dissipative form for this system


∂tw˜1 + γ∇ · w˜2 = 0,
∂tw˜2 + γ∇w˜1 = −βw˜2.
We will consider by now the Conservative-Dissipative form of system (4) written as:


∂tu+ γ∇ · v = 0,
∂tv + γ∇u = −βv.
(9)
2.1.1 The Multidimensional Green Function
We present now the results on the study of the Green Kernel Γh(x, t) of multidimensional dissipative
hyperbolic systems done by Bianchini et al. in [1]. In their work the authors analyzed the behavior
of the Green function for linearized problems, which has been decomposed into two main terms. The
first term, the diffusive one, consists of heat kernels, while the faster term consists of the hyperbolic
part.
In general, the form of the Green function is not explicit, but it is possible to deal with its Fourier
transform. The separation of the Green kernel into various parts is done at the level of a solution
operator Γ(t) acting on L1 ∩ L2(Rn,Rn+1).
They proved the following theorem, [1]:
Theorem 2.4. Consider the linear PDE in the conservative-dissipative form
∂tw +
n∑
j=1
Aj∂xjw = Bw,
where Aj, B satisfy the assumption (SK), and let Q0 = R0L0, Q− = I − Q0 = R−L− be the
eigenprojectors on the null space and the negative definite part of B with L0 = R
T
0 = [In1 0] and
L− = RT− = [0 In2 ].
Then, for any function w0 ∈ L
1 ∩ L2(Rn,Rn+1) the solution of the linear dissipative system can be
decomposed as
w(t) = Γh(t) ∗w0 = K(t)w0 +K(t)w0,
where for any multi index β and for every p ∈ [2,+∞], the following estimates hold.
K(t) estimates:
‖L0D
βK(t)w0‖Lp ≤ C(|β|)min{1, t
−n
2
(1− 1
p
)− |β|
2 }‖L0w0‖L1
+ C(|β|)min{1, t−
n
2
(1− 1
p
)− 1
2
− |β|
2 }‖L−w0‖L1,
‖L−DβK(t)w0‖Lp ≤ C(|β|)min{1, t−
n
2
(1− 1
p
)− 1
2
− |β|
2 }‖L0w0‖L1
+ C(|β|)min{1, t−
n
2
(1− 1
p
)−1− |β|
2 }‖L−w0‖L1.
K(t) estimates:
‖DβK(t)w0‖L2 ≤ Ce
−ct‖Dβw0‖L2 .
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2.2 Local Existence of Smooth Solutions
Since our aim is to prove the global existence of smooth solutions with small initial data to the
complete hyperbolic-parabolic system (2), a sharp results of local existence of solutions in essential
for our proof. Let us consider a more general semilinear hyperbolic-parabolic system

∂tu+ γ∇ · v = F1(u, v, φ,∇φ),
∂tv + γ∇u = F2(u, v, φ,∇φ),
∂tφ = ∆φ+ F3(u, v, φ,∇φ),
(10)
where u, φ : Rn × R+ → R+, v = (v1, v2, . . . , vn) : R
n × R+ → Rn, F1, F3 : R
n × R+ → R and
F2 : (F
1
2 , . . . , F
n
2 ) : R
n × R+ → Rn, with Fi(0) = 0. We complement the system with the initial
conditions
u(x, 0) = u0(x), v(x, 0) = v0(x), φ(x, 0) = φ0(x), (11)
and with the regularity assumptions
u0, v0 ∈ H
s(Rn), φ0 ∈ H
s+1(Rn). (12)
With reference to the local existence of smooth solutions to system (10), we recall the following result:
Theorem 2.5. There exists t∗ > 0, only depending on initial data, such that, under the assumptions
that, for i = 1, 2, 3, Fi are locally Lipschitz maps, problem (10)-(11)-(12), has a unique local solution
w = (u, v) ∈ C([0, t∗), Hs(Rn)), φ ∈ C([0, t∗), Hs+1(Rn)).
This theorem can be proved with a standard fixed point method [3], and it is a special case of Theorem
2.9 in [11].
3 The Cauchy Problem
At the beginning of this section we recall some results which will be useful to establish the existence
of global solutions to the more specific problem

∂tu+ γ∇ · v = 0,
∂tv + γ∇u = −b(φ,∇φ)v + h(φ,∇φ)g(u),
∂tφ = ∆φ+ f(u, φ),
(13)
with the initial conditions
u(x, 0) = u0(x), v(x, 0) = v0(x), φ(x, 0) = φ0(x), (14)
and the regularity assumptions
u0, v0 ∈ H
s(Rn) ∩ L1(Rn), φ0 ∈ H
s+1(Rn). (15)
In order to prove our results we make some assumptions on the functions b, f, g, h on the right hand
side in system (13).
(Hb): b ∈ C
s+1(Rn+1) and
b(z, w) = β + b¯(z, w),
where β > 0, and for all fixed K > 0
|b¯(z, w)| ≤ Bk(|z|+ |w|) for all z, w ∈ [−K,K],
where Bk is a suitable constant depending on K.
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(Hh): h ∈ C
s+1(Rn+1) and h(0, 0) = 0. In particular for all fixed K > 0 with
|h(z, w)| ≤ Hk(|z|+ |w|) for all z, w ∈ [−K,K],
where Hk is a suitable constant depending on K.
(Hg): g ∈ C
s+1(R) and g(0) = 0. For all fixed K > 0 with
|g(z)| ≤ Gk|z| for all z ∈ [−K,K],
where Gk is a suitable constant depending on K.
Let us notice that under the assumptions (Hh, Hg) this general sensitivity function, h(φ,∇φ)g(u),
covers different possible relations between species and chemical substance present in chemotaxis models
as reported in [9].
(Hf): f ∈ C
s+1(R2) and
f(z, w) = az − bw + f¯(z, w),
where a, b > 0, and for all fixed K > 0,
|f¯(z, w)| ≤ Fk(|z|
2 + |w|2) for all z, w ∈ [−K,K],
where Fk is a suitable constant depending on K.
By these assumptions, we are led to consider the system

∂tu+ γ∇ · v = 0,
∂tv + γ∇u = −βv − b¯(φ,∇φ)v + h(φ,∇φ)g(u),
∂tφ = ∆φ+ au− bφ+ f¯(u, φ).
(16)
It is possible to rewrite the above system as

∂tw +
n∑
j=1
Aj∂xjw = Bw + B¯(φ,∇φ)w +H(φ,∇φ,w),
∂tφ = ∆φ+ au− bφ+ f¯(u, φ),
(17)
where
Aj =
(
0 γej
γetj 0
)
, B =
(
0 0
0 −β
)
,
and
B¯(φ,∇φ) =
(
0
−b¯(φ,∇φ)
)
, H(φ,∇φ,w) =
(
0
h(φ,∇φ)g(w)
)
.
Thanks to the regularity of source terms, the local Lipschitz condition yields. Then we can apply
Theorem 2.5 and deduce the local existence of solution to (16).
Before proceeding in our study of global existence of solutions we recall some well-known inequalities
in the Sobolev spaces [20].
Proposition 3.1. Let u, v ∈ Hs(Rn) ∩ L∞(Rn), s > 0, |β| ≤ s, then
‖Dβ(uv)‖L2 ≤ c(‖u‖L∞‖D
βv‖L2 + ‖v‖L∞‖D
βu‖L2).
If u, v ∈ Hs+|β|(Rn),
‖Dβ(uv)‖Hs ≤ c(‖u‖L∞‖D
βv‖Hs + ‖v‖L∞‖D
βu‖Hs),
if β = 0, then
‖uv‖L2 ≤ ‖u‖L2‖v‖L∞ .
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Proposition 3.2. Let F be smooth and assume F (0) = 0. Then, for u ∈ Hs(Rn) ∩ L∞(Rn)
‖F (u)‖Hs ≤ Cs(‖u‖L∞)(1 + ‖u‖Hs).
Proposition 3.3. Let u ∈ Hs(Rn) ∩ L∞(Rn) (s ≥ 1) such that there exists γ0 > 0 that for (x, t) ∈
Rn × [0,+∞),
|u(x, t)| ≤ γ0.
Then for every smooth function h
‖Dβh(u)‖L2 ≤ Cβ‖h
′‖C|β|−1(|u|≤γ0)‖u‖
|β|−1
L∞ ‖D
βu‖L2,
with β 6= 0, |β| ≤ s.
3.1 Continuation Principle
Now we are going to prove the existence of global solutions to problem (16)-(14)-(15) using the
following Continuation Principle.
Proposition 3.4. Let T < +∞ be the maximal time of existence for a local solution (w, φ) to system
(16)-(14)-(15). Then
lim sup
t→T−
‖w(t)‖Hs + ‖φ(t)‖Hs+1 = +∞.
Proof. Let (w, φ) be a given local smooth solution on a maximal time interval (0, Tmax).
Let T > Tmax and assume there exists an a priori bound
R := sup
(0,T )
max {‖φ‖Hs+1 , ‖w‖Hs} .
Let tR > 0 be the maximal time of existence of solutions to the Cauchy problem, with ‖w0‖Hs ,
‖φ0‖Hs+1 ≤ R. Then, there exists t¯ ∈
(
T − tR2 , T
)
such that, we can consider the functions w(x, t¯) ∈
Hs(Rn) and φ(x, t¯) ∈ Hs+1(Rn) as initial data for a new Cauchy problem, with maximal time of
existence T = t¯+ tR > Tmax, and we find a contradiction.
From the previous result, it is enough to estabilish an a priori Hs, Hs+1 bound to give the global
existence. Beside we can notice that to prove the global existence result, it is enough to prove the
boundness of L∞-norm of functions (w, φ), as showed by the following Lemma.
Lemma 3.5. Let (w, φ) ∈ C([0, t), (Hs(Rn)) × C([0, t), Hs+1(Rn)) a solution of (16) for 0 ≤ t ≤ T ,
where ‖w(t)‖L∞ , ‖φ(t)‖W 1,∞ ≤ K, then there will exist a constant Ck such that,
‖w(t)‖Hs + ‖φ(t)‖Hs+1 ≤ c(‖w0‖Hs + ‖φ0‖Hs+1)e
Ck(t), 0 ≤ t ≤ T.
Proof. Let ‖w(t)‖L∞ , ‖φ(t)‖W 1,∞ ≤ K, then we want to prove that H
s norms of these functions are
bounded.
Thanks to the Duhamel’s formula we can write the solution of the hyperbolic part as
w(x, t) = (Γh(t) ∗ w0)(x) +
∫ t
0
Γh(t− s) ∗ (B¯(φ,∇φ)(s)w(s) +H(φ,∇φ,w)(s))ds,
where Γh is the Green function of system (9). Then
‖w(t)‖Hs ≤ C‖w0‖Hs +
∫ t
0
C‖B¯(φ,∇φ)(s)w(s)‖Hs + ‖H(φ,∇φ,w)(s)‖Hsds,
by Proposition 3.1 we deduce
‖w(t)‖Hs ≤C‖w0‖Hs + C
∫ t
0
(‖b¯(φ,∇φ)(s)‖L∞‖w(s)‖Hs + ‖w(s)‖L∞‖b¯(φ,∇φ)(s)‖Hsds
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+C
∫ t
0
‖h(φ,∇φ)(s)‖L∞‖g(w)‖Hs + ‖h(φ,∇φ)(s)‖Hs‖g(w)‖L∞ds.
Let us observe that, by assumptions (Hb),(Hf ),(Hg),(Hh) and Proposition 3.3, we have
‖g(w)‖Hs ≤ CGk‖w‖L2 + Cg¯′‖w‖
s−1
L∞ ‖w‖Hs .
‖h(φ,∇φ)‖Hs ≤ C[Hk(‖φ‖L2 + ‖∇φ‖L2) + Ch¯′K
s−1‖φ‖Hs+1 ].
‖b¯(φ,∇φ)‖Hs ≤ C[Bk(‖φ‖L2 + ‖∇φ‖L2) + Cb¯′K
s−1‖φ‖Hs+1 ].
‖f¯(u, φ)‖Hs ≤ C[Fk(‖u‖L2‖u‖L∞ + ‖φ‖L2‖φ‖L∞) + Cf¯ ′K
s−1(‖φ‖Hs + ‖u‖Hs)].
By previous inequalities we get
‖w(t)‖Hs ≤c(‖w0‖Hs +
∫ t
0
(Bk +HkGk)(‖φ(s)‖L∞ + ‖∇φ(s)‖L∞)‖w(s)‖Hsds
+
∫ t
0
(Bk +HkGk)‖w(s)‖L∞(‖φ(s)‖L2 + ‖∇φ(s)‖L2)ds
+
∫ t
0
‖w(s)‖L∞(Cb¯′ + Ch¯′)K
s−1(‖φ‖Hs + ‖∇φ‖Hs)ds.
The last relation can be written as:
‖w(t)‖Hs ≤ C
(
‖w0‖Hs +
∫ t
0
Mk(‖φ‖Hs+1 + ‖w(s)‖Hs)ds
)
, (18)
where the constant Mk depends on K and Cb′ , Ch′ .
Let us consider now the solution of the parabolic equation, that thanks to Duhamel’s formula we can
write as
φ(x, t) = (e−btΓp(t) ∗ φ0)(x) +
∫ t
0
e−b(t−s)Γp(t− s) ∗ (au(s) + f¯(u, φ)(s))ds.
Then, we can estimate the Hs+1-norm of φ as follows
‖φ(t)‖Hs+1 ≤ C‖φ0‖Hs+1 +
∫ t
0
a‖w(s)‖Hs + (1 + (t− s)
− 1
2 )‖f¯(u, φ)(s)‖Hsds
≤ C‖φ0‖Hs+1 +Dk
∫ t
0
(1 + (t− s)−
1
2 ) (‖w(s)‖Hs + ‖φ(s)‖Hs+1) ds,
where the constant Dk depends on K and Cf ′ . If we sum the last inequality and (18) we obtain
‖w(t)‖Hs + ‖φ(t)‖Hs+1 ≤ C(‖φ0‖Hs+1 + ‖w0‖Hs)
+
∫ t
0
(1 + (t− s)−
1
2 )(Dk +Mk)(‖w(s)‖Hs + ‖φ(s)‖Hs+1)ds.
Applying Gronwall’s Lemma we easily deduce
‖w(t)‖Hs + ‖φ(t)‖Hs+1 ≤ c˜(‖w0‖Hs + ‖φ0‖Hs+1)e
(Dk+Mk)(t+
√
t). (19)
3.2 Global Existence and Asymptotic Behavior of Smooth Solutions
In this section our aim is to prove the boundness of solutions to system (16) for every time t. Once
that this result will be obtained, we could easily prove the global existence of solutions by Lemma
3.5 and Continuation Principle 3.4. The estimates are built up on sharp decay estimates, obtained
by Theorem 2.4 for the Green function of the hyperbolic operator and the known decay of the heat
kernel.
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Let us observe that by this approach, we get simultaneously the boundness of norm of solutions and
also their decay rates. Given δ > 0, let us define for a given function g the functionals
M δg (t) = sup
(0,t)
(max{1, sδ}‖g(s)‖L2),
N δg (t) = sup
(0,t)
(max{1, sδ}‖g(s)‖L∞).
Moreover let us denote by Dsx any space derivative D
α
x , such that |α| = s.
Before starting our proof, let us recall an useful lemma [1]:
Lemma 3.6. For any γ, δ ≥ 0, t ≥ 2
ν := min {γ, δ, γ + δ − 1} ,
it holds
∫ t
0
min
{
1, (t− s)−γ
}
min
{
1, s−δ
}
ds ≤ C ·


min {1, t−ν} , γ, δ 6= 1,
min {1, t−ν(1 + ln t)} , γ ≤ 1, δ = 1 or γ = 1, δ ≤ 1,
min
{
1, t−1
}
, γ > 1, δ = 1 or γ = 1, δ > 1,
∫ t
0
min
{
1, s−δ
}
ds ≤ C ·


1, δ > 1,
ln t, δ = 1,
t1−δ, 0 ≤ δ < 1,∫ t
0
e−c(t−s)min
{
1, s−δ
}
ds ≤ Cmin
{
1, s−δ
}
, γ ≥ 0.
3.2.1 Decay Estimates for the Chemoattractant
We can collect the estimate referred to the function φ in the following proposition.
Proposition 3.7. Let (u, v, φ) be the solution of system (16)-(14)-(15), under the assumptions (Hb),
(Hf ), (Hg), (Hh). Let K,T > 0 such that for t ∈ (0, T ), ‖u(t)‖L∞, ‖φ(t)‖W 1,∞ ≤ K. Then for
t ∈ (0, T ),
N
n
2
D1xφ
(t) ≤ C
(
‖Dxφ0‖L∞ + (1 + FkK)N
n
2
u (t) + FkKN
n
2
φ (t)
)
,
M δ˜
Ds+1x φ
(t) ≤ C
(
‖Ds+1x φ0‖L2 + (1 + Ck)M
δ˜
Dsxu
(t) + CkM
δ˜
Dsxφ
(t)
)
,
where δ˜ = min
{
n
4 +
1
2 +
s
2 ,
n
2
}
, and the constant Ck depends on K and C
′
f . Moreover, if K is
sufficiently small, then we have
N
n
2
φ (t) ≤ C
(
‖φ0‖L∞ + (1 + FkK)N
n
2
u (t)
)
,
M
n
4
φ (t) ≤ C
(
‖φ0‖L2 + (1 + FkK)M
n
4
u (t)
)
,
M δ˜Dsxφ
(t) ≤ C
(
‖Dsxφ0‖L2 + (1 + Ck)M
δ˜
Dsxu
(t)
)
.
Proof. FixK > 0 large enough and let T > 1. Take a solution to system (16) such that ‖u‖L∞(Rn×(0,T )),
‖φ‖W 1,∞(Rn×(0,T )) ≤ K2 , this is possible provided that the initial data are suitably small. Thanks to
the Duhamel’s formula it is possible to write the function φ as
φ(x, t) = (e−btΓp(t) ∗ φ0)(x) +
∫ t
0
e−b(t−s)Γp(t− s) ∗ (αu(s) + f¯(u, φ)(s))ds. (20)
Now we proceed in estimating the function in the different norms. Let us start with the L∞-norm
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L∞-estimate for φ
By the previous equations, we have
‖φ(t)‖L∞ ≤ e
−bt‖Γp(t) ∗ φ0‖L∞ +
∫ t
0
e−b(t−s)‖Γp(t− s) ∗ (αu(s) + f¯(u, φ)(s))‖L∞ds
≤ Ce−bt‖φ0‖L∞ +
∫ t
0
Ce−b(t−s)((α +KFk)‖u(s)‖L∞ +KFk‖φ(s)‖L∞)ds.
Let us multiply by min{1, s−
n
2 }max{1, s
n
2 } = 1, which yields,
‖φ(t)‖L∞ ≤ C
(
e−bt‖φ0‖L∞ + (1 +KFk)N
n
2
u (t)
∫ t
0
e−b(t−s)min{1, s−
n
2 }ds
+ KFkN
n
2
φ (t)
∫ t
0
e−b(t−s)min{1, s−
n
2 }ds
)
.
Thanks to Lemma 3.6, we easily deduce
‖φ(t)‖L∞ ≤ C
(
e−bt‖φ0‖L∞ + (1 + FkL)min{1, t−
n
2 }N
n
2
u (t) + FkLmin{1, t
−n
2 }N
n
2
φ (t)
)
. (21)
L∞-estimate for D1xφ
Proceeding in a similar way, we get
‖D1xφ(t)‖L∞ ≤ ‖D
1
x(e
−btΓp(t) ∗ φ0)‖L∞ +
∫ t
0
‖D1x(e
−b(t−s)Γp(t− s) ∗ (αu(s) + f¯(u, φ)(s))‖L∞ds
≤ Ce−bt‖D1xφ0‖L∞ +
∫ t
0
Ce−b(t−s)(t− s)−
1
2 ((α +KFk)‖u(s)‖L∞ +KFk‖φ(s)‖L∞)ds
≤ C
[
e−bt‖D1xφ0‖L∞ + (1 +KFk)N
n
2
u (t)
∫ t
0
e−b(t−s)(t− s)−
1
2 min{1, s−
n
2 }ds
+ KFkN
n
2
φ (t)
∫ t
0
e−b(t−s)(t− s)−
1
2 min{1, s−
n
2 }ds
]
.
Thus the estimates of the L∞-norm of the first derivative is given by
‖D1xφ(t)‖L∞ ≤ C
(
e−bt‖D1xφ0‖L∞ + (1 +KFk)N
n
2
u (t)min{1, |t− 1|
−n
2 }+KFkN
n
2
φ (t)min{1, |t− 1|
−n
2 }
)
.
(22)
From the last inequality and (21) follows that the functionals N
n
2
φ and N
n
2
D1xφ
, can be estimated as
N
n
2
φ (t) ≤ C
(
‖φ0‖L∞ + (1 + FkK)N
n
2
u (t) + FkKN
n
2
φ (t)
)
.
N
n
2
D1xφ
(t) ≤ C
(
‖Dxφ0‖L∞ + (1 + FkK)N
n
2
u (t) + FkKN
n
2
φ (t)
)
. (23)
Moreover, if K is sufficiently small, then we have:
N
n
2
φ (t) ≤ C
(
‖φ0‖L∞ + (1 + FkK)N
n
2
u (t)
)
. (24)
L2-estimate for φ
We estimate now the function φ and its derivatives in the L2-norm. Let us start from the L2
estimate for φ.
By the Duhamel’s formula (20), follows
‖φ(t)‖L2 ≤ ‖e
−btΓp(t) ∗ φ0‖L2 +
∫ t
0
‖e−b(t−s)Γp(t− s) ∗ (αu(s) + f¯(u, φ)(s))‖L2ds
≤ C(e−bt‖φ0‖L2 +
∫ t
0
e−b(t−s)(‖u(s)‖L2 + FkK(‖u(s)‖L2 + ‖φ(s)‖L2))ds
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≤ C(e−bt‖φ0‖L2 + (1 + FkK)M
n
4
u (t)
∫ t
0
e−b(t−s)min{1, s−
n
4 }ds
+ FkKM
n
4
φ (t)
∫ t
0
e−b(t−s)min{1, s−
n
4 }ds).
Proceeding as done before, by Lemma 3.6 we obtain
‖φ(t)‖L2 ≤ C
(
e−bt‖φ0‖L2 + (1 + FkK)M
n
4
u (t)min{1, t
−n
4 }+ FkKM
n
4
φ (t)min{1, t
−n
4 }
)
.(25)
Then, for the related functional, the following estimate yields
M
n
4
φ (t) ≤ C
(
‖φ0‖L2 + (1 + FkK)M
n
4
u (t) + FkKM
n
4
φ (t)
)
.
Also in this case, if K is sufficiently small, then
M
n
4
φ (t) ≤ C
(
‖φ0‖L2 + (1 + FkK)M
n
4
u (t)
)
. (26)
L2-estimate for Dsxφ
Let us proceed estimating the L2−norm of the s-derivative the function φ. By the Duhamel’s
formula, we obtain in a similar way
‖Dsxφ(t)‖L2 ≤ e
−bt‖DsxΓ
p(t) ∗ φ0‖L2 +
∫ t
0
e−b(t−s)‖DsxΓ
p(t− s) ∗ (αu(s) + f¯(u, φ)(s))‖L2ds
≤ Ce−bt‖Dsxφ0‖L2 +
∫ t
0
Ce−b(t−s)(‖Dsxu(s)‖L2 + Cf¯ ′K
s−1(‖Dsxφ(s)‖L2 + ‖D
s
xu(s)‖L2)).
Using Lemma 3.6 we deduce:
‖Dsxφ(t)‖L2 ≤ C
(
e−bt‖Dsxφ0‖L2 + (1 + 2Cf ′K
s−1)M δ˜Dsxu(t)min{1, t
−δ˜}
+ 2Cf ′K
s−1M δ˜Dsxφ(t)min{1, t
−δ˜}
)
,
where δ˜ = min
{
n
4 +
1
2 +
s
2 ,
n
2
}
. Then, for the related functional we have
M δ˜Dsxφ(t) ≤ C
(
‖Dsxφ0‖L2 + (1 + Ck)M
δ˜
Dsxu
(t) + CkM
δ˜
Dsxφ
(t)
)
and, if K is sufficiently small, then
M δ˜Dsxφ(t) ≤ C
(
‖Dsxφ0‖L2 + (1 + Ck)M
δ˜
Dsxu
(t)
)
. (27)
L2-estimate for Ds+1x φ
Finally we estimate the L2-norm of the s+ 1-derivative of φ. As done before
‖Ds+1x φ(t)‖L2 ≤ e
−bt‖Ds+1x Γ
p(t) ∗ φ0‖L2 +
∫ t
0
e−b(t−s)‖Ds+1x Γ
p(t− s) ∗ (αu(s) + f¯(u, φ)(s))‖L2ds
≤ Ce−bt‖Ds+1x φ0‖L2 +
∫ t
0
Ce−b(t−s)‖D1xΓ
p(t− s)‖L1‖D
s
x(αu(s) + f¯(u, φ)(s))‖L2ds
≤ Ce−bt‖Ds+1x φ0‖L2 +
∫ t
0
Ce−b(t−s)(t− s)−
1
2 ‖Dsxu(s)‖L2
+
∫ t
0
2CCf ′K
s−1e−b(t−s)(t− s)−
1
2 (‖Dsxφ(s)‖L2 + ‖D
s
xu(s)‖L2)ds.
Thanks to Lemma 3.6 we deduce,
‖Ds+1x φ(t)‖L2 ≤ C
(
e−bt‖Ds+1x φ0‖L2 + (1 +K)M
δ˜
Dsxu
(t)min{1, |t− 1|−
n
4 } (28)
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+ KM δ˜Dsxφ(t)min{1, |t− 1|
−δ˜}
)
,
where δ˜ = min
{
n
4 +
1
2 +
s
2 ,
n
2
}
. Then, for the functional we get
M δ˜
Ds+1x φ
(t) ≤ C
(
‖Ds+1x φ0‖L2 + (1 + Ck)M
δ˜
Dsxu
(t) + CkM
δ˜
Dsxφ
(t)
)
. (29)
3.2.2 Decay Estimates for the Conservative and Dissipative Variables
Now we can prove the existence of global solutions to system (16) for suitably small initial data.
Theorem 3.8. Under the assumptions (Hb), (Hf ),(Hg), and (Hh) there exists an ǫ0 > 0 such that,
if
‖u0‖Hs , ‖u0‖L1 , ‖v0‖Hs , ‖v0‖L1 , ‖φ0‖Hs+1 , ‖φ0‖W 1,∞ ≤ ǫ0,
then there exists a unique global solution to the Cauchy problem (16)-(14):
u ∈ C([0,∞), Hs(Rn)), v ∈ C([0,∞), Hs(Rn)), φ ∈ C([0,∞), Hs+1(Rn)), for s ≥
[n
2
]
+ 1.
Moreover for the solution (u, v, φ) the following decay rates are satisfied
‖u(t)‖L∞ ∼ t
−n
2 , ‖u(t)‖L2 ∼ t
−n
4 , ‖Dkxu(t)‖L2 ∼ t
−δk , for k = 0, . . . , s;
‖v(t)‖L∞ ∼ t
−n
2 , ‖v(t)‖L2 ∼ t
−ν0 , ‖Dkxv(t)‖L2 ∼ t
−νk , for k = 0, . . . , s;
‖φ(t)‖L∞ ∼ t
−n
2 , ‖D1xφ(t)‖L∞ ∼ t
−n
2 , ,
‖φ(t)‖L2 ∼ t
−n
4 , ‖Dk+1x φ(t)‖L2 ∼ t
−δk , for k = 0, . . . , s;
where δk = min
{
n
4 +
1
2 +
1
2
[
k+1
2
]
, n4 + δr
}
, with r =
[
k
2
]
, ν0 = min
{
n
2 ,
n
4 +
1
2
}
, and
νk = min
{
n
4 + 1 +
1
2
[
k+1
2
]
, n4 + δr
}
, with r =
[
k
2
]
.
Remark 3.9. We have defined the decay rates of the s-order derivative as
δs = min
{
n
4
+
1
2
+
1
2
[
s+ 1
2
]
,
n
4
+ δr
}
, for s ≥ 1, (30)
where r =
[
s
2
]
. Here we write the explicit form for the lower orders.
Set δ0 =
n
4 . Let be s = 1, then, by the relation (30), we have δ1 = min
{
n
4 + 1,
n
2
}
.
If s = 2, then δ2 = min
{
n
4 + 1,
n
4 + δ1
}
. When s = 3, we get δ3 = min
{
n
4 +
3
2 ,
n
4 + δ1
}
and so on.
Proof. In order to prove our global existence result, we need to estimate the Hs and L∞-norm of the
solution (u, v) to system (9).
By the Duhamel’s formula that solution w to system (16) can be written as
w(x, t) = (Γh(t) ∗ w0)(x) +
∫ t
0
Γh(t− s) ∗ (B¯(φ,∇φ)(s)w(s) +H(φ,∇φ,w)(s))ds. (31)
where the function Γh(·) is the Green function of the dissipative hyperbolic system (4).
Thus for the first component of w, the conservative variable u, we have:
u(x, t) = (Γh1 (t) ∗ w0)(x) +
∫ t
0
Γh1 (t− s) ∗ (B¯(φ,∇φ)w(s) +H(φ,∇φ,w)(s))ds, (32)
where Γh1 is the first row of the (n+ 1)× (n+ 1) Kernel Γ
h.
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Regarding the generic dissipative component vj , for j = 1, . . . , n, we have
vj(x, t) = (Γ
h
j+1(t) ∗ w0)(x) +
∫ t
0
Γhj+1(t− s) ∗ (B¯(φ(s),∇φ(s))w +H(φ,∇φ,w)(s))ds, (33)
where Γhj+1 is the (j + 1)-th row of Γ
h.
We take into account the expression of Γh and its decay rates, presented in Section 2.1.1, in order to
obtain decay estimates of the conservative and dissipative variables.
L2-estimate for u
We will start our analysis by the L2 estimate for the function u. By equation (32) follows
‖u(t)‖L2 ≤ ‖Γ
h
1 (t) ∗ w0‖L2 +
∫ t
0
‖Γh1(t− s) ∗ (B¯(φ(s),∇φ(s))w +H(φ,∇φ,w))‖L2ds. (34)
In Section 2.1.1 we observed that, it is possible to decompose the Green Kernel, then
‖Γh1 (t) ∗w0‖L2 ≤ ‖K1,1(t)u0‖L2 +
n∑
i=1
‖K1,i+1(t)v
i
0‖L2 + ‖K1,1(t)u0‖L2 +
n∑
i=1
‖K1,i+1(t)v
i
0‖L2.
By Theorem 2.4 we deduce
‖K1,1(t)u0‖L2 ≤ Ce
−ct‖u0‖L2 ‖K1,1(t)u0‖L2 ≤ Cmin{1, t−
n
4 }‖u0‖L1 ,
‖K1,i+1(t)v
i
0‖L2 ≤ Ce
−ct‖vi0‖L2 , ‖K1,i+1(t)v
i
0‖L2 ≤ Cmin{1, t
−n
4
− 1
2 }‖vi0‖L1 .
Moreover we can decompose the integral term in (34) as∫ t
0
‖Γh1 (t− s) ∗ (B¯(φ,∇φ)(s)w(s) +H(φ,∇φ,w)(s))‖L2ds
≤
∫ t
0
‖K1(t− s)(B¯(φ,∇φ)(s)w(s) +H(φ,∇φ,w)(s))‖L2ds
+
∫ t
0
‖K1(t− s)(B¯(φ,∇φ)(s)w(s) +H(φ,∇φ,w)(s))‖L2ds.
Let us start estimating the first integral.∫ t
0
‖K1(t− s)(B¯(φ,∇φ)(s)w(s) +H(φ,∇φ,w)(s))‖L2
≤
∫ t
0
Ce−c(t−s)(‖B¯(φ,∇φ)(s)w(s)‖L2 + ‖H(φ,∇φ,w)‖L2)ds
≤
∫ t
0
Ce−c(t−s)(Bk(‖∇φ(s)‖L∞ + ‖φ(s)‖L∞)‖v(s)‖L2 +HkGk(‖∇φ(s)‖L∞ + ‖φ(s)‖L∞)‖u(s)‖L2ds.
Proceeding as done for the estimates of the function φ, we arrive at∫ t
0
‖K1(t− s)(B¯(φ,∇φ)(s)w(s) +H(φ,∇φ,w)(s))‖L2
≤CBk(N
n
2
D1xφ
(t)Mν0v (t) +N
n
2
φ (t)M
ν0
v (t))
∫ t
0
e−c(t−s)min{1, s−(
n
2
+ν0)}ds
+CHkGk(M
n
4
u (t)N
n
2
φ (t) +M
n
4
u (t)N
n
2
D1xφ
(t))
∫ t
0
e−c(t−s)min{1, s−
3
4
n}ds,
where ν0 = min
{
n
4 +
1
2 ,
n
2
}
. Then thanks to Lemma 3.6 we deduce
∫ t
0
‖K1(t− s)(B¯(φ,∇φ)(s)w(s) +H(φ,∇φ,w)(s))‖L2 ≤
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+CBkmin{1, t
−(n
2
+ν0)}(N
n
2
D1xφ
(t)Mν0v (t) +N
n
2
φ (t)M
ν0
v (t))
+CHkGkmin{1, t
− 3
4
n}(M
n
4
u (t)N
n
2
φ (t) +M
n
4
u (t)N
n
2
D1xφ
(t)).
To complete our estimate we need to study the contribution of the hyperbolic Green function diffusive
part. ∫ t
0
‖K1(t− s)(B¯(φ,∇φ)(s)w(s) +H(φ,∇φ,w)(s))‖L2ds
≤
∫ t
0
Cmin{1, (t− s)−
n
4
− 1
2 }(‖b¯(φ,∇φ)(s)v(s)‖L1 + ‖h(φ,∇φ)g(u)(s)‖L1)ds
≤
∫ t
0
Cmin{1, (t− s)−
n
4
− 1
2 }(Bk‖φ(s)‖L2‖v(s)‖L2 +Bk‖∇φ(s)‖L2‖v(s)‖L2ds
+
∫ t
0
Cmin{1, (t− s)−
n
4
− 1
2 }(HkGk‖φ(s)‖L2‖u(s)‖L2 +HKGk‖∇φ(s)‖L2‖u(s)‖L2)ds.
Introducing the functionals M δ, we arrive at∫ t
0
‖K1(t− s)(B¯(φ,∇φ)(s)w(s) +H(φ,∇φ,w)(s))‖L2ds
≤BK(M
n
4
φ (t)M
ν0
v (t) +M
n
4
D1xφ
(t)Mν0v (t))
∫ t
0
min{1, (t− s)−
n
4
− 1
2 }min{1, s−(
n
4
+ν0)}ds
+HkGk(M
n
4
φ (t)M
n
4
u (t) +M
n
4
D1xφ
(t)M
n
4
u (t))
∫ t
0
min{1, (t− s)−
n
4
− 1
2 }min{1, s−
n
2 }ds,
and by Lemma 3.6 we deduce∫ t
0
‖K1(t− s)(B¯(φ,∇φ)w(s) +H(φ,∇φ,w)(s))‖L2
≤min{1, t−ν0}(BKM
n
4
φ (t)M
ν0
v (t) +BKM
n
4
D1xφ
(t)Mν0v (t)) (35)
+min{1, t−θ}(HkGkM
n
4
u (t)M
n
4
φ (t) +HkGkM
n
4
u (t)M
n
4
D1xφ
(t)).
where θ = 14 if n = 1 otherwise θ =
n
4 +
1
2 .
Then we obtain the L2-norm of the function u summing the previous inequalities.
‖u(t)‖L2 ≤ C
[
e−ct(‖u0‖L2 +
n∑
i=1
‖vi0‖L2) + min{1, t
−n
4 }‖u0‖L1 +min{1, t
−n
4
− 1
2 }
n∑
i=1
‖vi0‖L1
]
+ Ck
[
min{1, t−(
n
2
+ν0)}(N
n
2
D1xφ
(t)Mν0v (t) +N
n
2
φ (t)M
ν0
v (t))
+ min{1, t−
3
4
n}(M
n
4
u (t)N
n
2
φ (t) +M
n
4
u (t)N
n
2
D1xφ
(t)) (36)
+ min{1, t−ν0}(M
n
4
φ (t)M
ν0
v (t) +M
n
4
D1xφ
(t)Mν0v (t))
+ min{1, t−θ}(M
n
4
u (t)M
n
4
φ (t) +M
n
4
u (t)M
n
4
D1xφ
(t))
]
,
where the constant Ck depends on K.
L2-estimate for Dsxu
The next step is the estimate of s-order derivative of function u. From the Duhamel’s formula, it
follows that
‖Dsxu(t)‖L2 ≤ ‖D
s
xΓ
h
1 (t) ∗ w0‖L2 +
∫ t
0
‖DsxΓ
h
1 (t− s) ∗ (B¯(φ,∇φ)(s)w(s) +H(φ,∇φ,w)(s))‖L2ds.
(37)
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Decomposing the Green Kernel, the first term in the previous inequality can be estimated as
‖DsxK1,1(t)u0‖L2 ≤ Ce
−ct‖Dsxu0‖L2 , ‖D
s
xK1,1(t)u0‖L2 ≤ Cmin{1, t
−n
4
− s
2 }‖u0‖L1 ,
‖DsxK1,i+1(t)v
i
0‖L2 ≤ Ce
−ct‖Dsxv
i
0‖L2 , ‖D
s
xK1,i+1(t)v
i
0‖L2 ≤ Cmin{1, t
−n
4
− 1
2
− s
2 }‖vi0‖L1 .
Moreover we can decompose the integral term in (37) as∫ t
0
‖DsxΓ
h
1 (t− s) ∗ (B¯(φ,∇φ)w(s) +H(φ,∇φ,w)(s))‖L2ds
≤
∫ t
0
‖DsxK1(t− s)(B¯(φ,∇φ)w(s) +H(φ,∇φ,w)(s))‖L2ds
+
∫ t
0
‖DsxK1(t− s)(B¯(φ,∇φ)w(s) +H(φ,∇φ,w))‖L2ds.
Let us start estimating the first integral.∫ t
0
‖DsxK1(t− s)(B¯(φ,∇φ)w(s) +H(φ,∇φ,w)(s))‖L2
≤
∫ t
0
Ce−c(t−s)‖DsxB¯(φ,∇φ)w(s)‖L2 + ‖D
s
xH(φ,∇φ,w)(s)‖L2ds
≤
∫ t
0
Ce−c(t−s)(‖Dsxb¯(φ,∇φ)‖L2‖v(s)‖L∞ + ‖b¯(φ,∇φ)‖L2‖D
s
xv(s)‖L∞)ds
+
∫ t
0
Ce−c(t−s)(‖Dsxh(φ,∇φ)‖L2‖g(u)(s)‖L∞ + ‖b¯(φ,∇φ)‖L∞)‖D
s
xg(u)(s)‖L∞)ds
≤
∫ t
0
e−c(t−s)2Cb′Ks−1(‖Ds+1x φ(s)‖L2 + ‖D
s
xφ(s)‖L2)‖v(s)‖L∞ds
+
∫ t
0
e−c(t−s)Bk(‖∇φ(s)‖L∞ + ‖φ(s)‖L∞)‖Dsxv(s)‖L2ds
+
∫ t
0
e−c(t−s)2Ch′Ks−1Gk(‖Ds+1x φ(s)‖L2 + ‖D
s
xφ(s)‖L2)‖u(s)‖L∞ds
+
∫ t
0
e−c(t−s)HkGk(‖∇φ(s)‖L∞ + ‖φ(s)‖L∞)‖Dsxu(s)‖L2ds.
Then, by Lemma 3.6 we get∫ t
0
‖DsxK1(t− s)(B¯(φ,∇φ)w(s) +H(φ,∇φ,w)(s))‖L2
≤2Cb′K
s−1min{1, t−(δ˜+
n
2
)}(M δ˜Dsxφ(t)N
n
2
v (t) +M
δ˜
Ds+1x φ
(t)N
n
2
v (t))
+Bkmin{1, t
−(n
2
+ν˜)}(N
n
2
D1xφ
(t)M ν˜Dsxv(t) +N
n
2
φ (t)M
ν˜
Dsxv
(t))
+GkCh′K
s−2min{1, t−(δ˜+
n
2
)}(M δ˜Dsxφ(t)N
n
2
u (t) +M
δ˜
Dsxφ
(t)N
n
2
u (t))
+HkGkmin{1, t
−(δ˜+n
2
)}(M δ˜Dsxu(t)N
n
2
φ (t) +M
δ˜
Dsxu
(t)N
n
2
D1xφ
(t)),
where δ˜ = min{n4 +
1
2 +
s
2 ,
n
2 } and ν˜ = min{
n
4 + 1 +
s
2 ,
n
2 }.
In order to complete our estimate, we need to study the contribution of the hyperbolic Green function
diffusive part. Proceeding as before∫ t
0
‖DsxK1(t− s)(B¯(φ,∇φ)(s)w(s) +H(φ,∇φ,w)(s))‖L2ds
≤
∫ t
0
Cmin{1, (t− s)−
n
4
− 1
2
− s
2 }‖B¯(φ,∇φ)(s)v(s)‖L1 + ‖h(φ,∇φ)g(u)(s)‖L1ds
≤
∫ t
0
Cmin{1, (t− s)−
n
4
− 1
2
− s
2 }BK(‖φ(s)‖L2‖v(s)‖L2 + ‖∇φ(s)‖L2‖v(s)‖L2)ds
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+
∫ t
0
Cmin{1, (t− s)−
n
4
− 1
2
− s
2 }GkHk(‖φ(s)‖L2‖u(s)‖L2 + ‖∇φ(s)‖L2‖u(s)‖L2)ds.
Moreover∫ t
0
‖DsxK1(t− s)(B¯(φ,∇φ)(s)w(s) +H(φ,∇φ,w)(s))‖L2ds
≤CBK(M
n
4
φ (t)M
ν0
v (t) +M
n
4
D1xφ
(t)Mν0v (t))
∫ t
0
min{1, (t− s)−
n
4
− 1
2
− s
2 }min{1, s−(
n
4
+ν0)}ds
+CHkGk(M
n
4
φ (t)M
n
4
u (t) +M
n
4
D1xφ
M
n
4
u (t))
∫ t
0
min{1, (t− s)−
n
4
− 1
2
− s
2 }min{1, s−
n
2 }ds.
Then, by Lemma 3.6 we get∫ t
0
‖D1xK1(t− s)(B¯(φ(s),∇φ(s))w +H(φ,∇φ,w)(s))‖L2
≤Ckmin{1, t
−δ˜}
(
M
n
4
φ (t)M
ν0
v (t) +M
n
4
D1xφ
(t)Mν0v (t) +M
n
4
D1xφ
(t)M
n
4
u (t) +M
n
4
φ (t)M
n
4
u (t)
)
,
where δ˜ = min
{
n
4 +
1
2 +
s
2 ,
n
2
}
, and ν˜ = min
{
n
4 + 1 +
s
2 ,
n
2
}
.
Finally the L2- norm of the s-derivative of function u, can be estimated as follows:
‖Dsxu(t)‖L2 ≤ C
[
e−ct(‖Dsxu0‖L2 +
n∑
i=1
‖Dsxv
i
0‖L2) + min{1, t
−n
4
− 1
2
− s
2 }
n∑
i=1
‖vi0‖L1
+ min{1, t−
n
4
− s
2 }‖u0‖L1
]
+ Ck
[
min{1, t−(δ˜+
n
2
)}(M δ˜Dsxφ(t)N
n
2
v (t) +M
δ˜
Ds+1x φ
(t)N
n
2
v (t))
+ min{1, t−(ν˜+
n
2
)}(N
n
2
D1xφ
(t)M ν˜Dsxv(t) +N
n
2
φ (t)M
ν˜
Dsxv
(t)) (38)
+ min{1, t−(δ˜+
n
2
)}(M δ˜Dsxφ(t)N
n
2
u (t) +M
δ˜
Dsxφ
(t)N
n
2
u (t)) +M
δ˜
Dsxu
(t)N
n
2
φ (t) +M
δ˜
Dsxu
(t)N
n
2
D1xφ
(t)
+ min{1, t−δ˜}(M
n
4
φ (t)M
ν0
v (t) +M
n
4
D1xφ
(t)Mν0v (t) +M
n
4
D1xφ
(t)M
n
4
u (t) +M
n
4
φ (t)M
n
4
u (t))
]
.
L∞- estimate for u
Let us focus now on the L∞-norm of the function u.
‖u(t)‖L∞ ≤ ‖Γ
h
1 (t) ∗ w0‖L∞ +
∫ t
0
‖Γh1(t− s) ∗ (B¯(φ,∇φ)(s)w(s) +H(φ,∇φ,w)(s))‖L∞ds. (39)
By the decomposition of the Green Kernel, we can estimate the first term in the previous inequality
as
‖K11(t)u0‖L∞ ≤ ‖K1,1(t)u0‖Hs ≤ Ce
−ct‖u0‖Hs , ‖K1,1(t)u0‖L∞ ≤ Cmin{1, t−
n
2 }‖u0‖L1,
‖K1,i+1(t)v
i
0‖L2 ≤ Ce
−ct‖vi0‖Hs , ‖K1,i+1(t)v
i
0‖L2 ≤ Cmin{1, t
−n
2
− 1
2 }‖vi0‖L1 .
Let us decompose the integral term.∫ t
0
‖Γh1(t− s) ∗ (B¯(φ,∇φ)(s)w(s) +H(φ,∇φ,w)(s))‖L∞ds
≤
∫ t
0
‖K1(t− s)(B¯(φ,∇φ)(s)w(s) +H(φ,∇φ,w)(s))‖L∞ds
+
∫ t
0
‖K1(t− s)(B¯(φ,∇φ)(s)w(s) +H(φ,∇φ,w)(s))‖L∞ds.
We can estimate the first integral as∫ t
0
‖K1(t− s)(B¯(φ,∇φ)(s)w(s) +H(φ,∇φ,w)(s))‖L∞
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≤C
∫ t
0
‖K1(t− s)(B¯(φ,∇φ)(s)w(s) +H(φ,∇φ,w)(s))‖L2ds
+C
∫ t
0
∑
|α|=s
‖DsxK1(t− s)(B¯(φ,∇φ)(s)w(s) +H(φ,∇φ,w)(s))‖L2ds.
Then, thanks to the L2-estimate calculated previously, we easily obtain∫ t
0
‖K1(t− s)(B¯(φ,∇φ)(s)w(s) +H(φ,∇φ,w)(s))‖L∞
≤CBkmin{1, t
−(n
2
+ν0)}(N
n
2
D1xφ
(t)Mν0v (t) +N
n
2
φ (t)M
ν0
v (t))
+CHkGkmin{1, t
− 3
4
n}(M
n
4
u (t)N
n
2
φ (t) +M
n
4
u (t)N
n
2
D1xφ
(t))
+2Cb′K
s−1min{1, t−(δ˜+
n
2
)}(M δ˜Dsxφ(t)N
n
2
v (t) +M
δ˜
Ds+1x φ
(t)N
n
2
v (t))
+Bkmin{1, t
−(n
2
+ν˜)}(N
n
2
D1xφ
(t)M ν˜Dsxv(t) +N
n
2
φ (t)M
ν˜
Dsxv
(t))
+GkCh′K
s−2min{1, t−(δ˜+
n
2
)}(M δ˜Dsxφ(t)N
n
2
u (t) +M
δ˜
Dsxφ
(t)N
n
2
u (t))
+HkGkmin{1, t
−(δ˜+n
2
)}(M δ˜Dsxu(t)N
n
2
φ (t) +M
δ˜
Dsxu
(t)N
n
2
D1xφ
(t)).
In order to complete our study on the L∞- norm of function u, we estimate the contribution of the
hyperbolic Green function diffusive part.∫ t
0
‖K1(t− s)(B¯(φ,∇φ)(s)w(s) +H(φ,∇φ,w)(s)(s))‖L∞ds
≤
∫ t
0
min{1, (t− s)−
n
2
− 1
2 }‖B¯(φ,∇φ)(s)v(s)‖L1 + ‖h¯(φ,∇φ)g(u)(s)‖L1ds
≤
∫ t
0
min{1, (t− s)−
n
2
− 1
2 }Bk(‖φ(s)‖L2‖v(s)‖L2 + ‖∇φ(s)‖L2‖v(s)‖L2)ds
+
∫ t
0
min{1, (t− s)−
n
2
− 1
2 }HkGk(‖φ(s)‖L2‖u(s)‖L2 + ‖∇φ(s)‖L2‖u(s)‖L2)ds
≤BK(M
n
4
φ (t)M
ν0
v (t) +M
n
4
D1xφ
(t)Mν0v (t))
∫ t
0
min{1, (t− s)−
n
2
− 1
2 }min{1, s−(
n
4
+ν0)}ds
+HkGk(M
n
4
φ (t)M
n
4
u (t) +M
n
4
D1xφ
(t)M
n
4
u (t))
∫ t
0
min{1, (t− s)−
n
2
− 1
2 }min{1, s−
n
2 }ds.
Thanks to Lemma 3.6 we deduce∫ t
0
‖K1(t− s)(B¯(φ,∇φ)w(s) +H(φ,∇φ,w)(s))‖L∞
≤Ckmin{1, t
−n
2 }
(
M
n
4
φ (t)M
ν0
v (t) +M
n
4
D1xφ
(t)Mν0v (t) +M
n
4
φ (t)M
n
4
u (t) +M
n
4
D1xφ
(t)M
n
4
u (t)
)
.
We can collect the previous estimates in the following inequality
‖u(t)‖L∞ ≤ C
[
e−ct(‖u0‖Hs +
n∑
i=1
‖vi0‖Hs) + min{1, t
−n
2 }‖u0‖L1 +min{1, t
−n
2
− 1
2 }
n∑
i=1
‖vi0‖L1
]
+ Ck
[
min{1, t−(
n
2
+ν0)}(N
n
2
D1xφ
(t)Mν0v (t) +N
n
2
φ (t)M
ν0
v (t))
+ min{1, t−
3
4
n}(M
n
4
u (t)N
n
2
φ (t) +M
n
4
u (t)N
n
2
D1xφ
(t))
+ min{1, t−(δ˜+
n
2
)}(M δ˜Dsxφ(t)N
n
2
v (t) +M
δ˜
Ds+1x φ
(t)N
n
2
v (t)) (40)
+ min{1, t−(
n
2
+ν˜)}(N
n
2
D1xφ
(t)M ν˜Dsxv(t) +N
n
2
φ (t)M
ν˜
Dsxv
(t))
+ min{1, t−(δ˜+
n
2
)}(M δ˜Dsxφ(t)N
n
2
u (t) +M
δ˜
Dsxφ
(t)N
n
2
u (t)) +M
δ˜
Dsxu
(t)N
n
2
φ (t) +M
δ˜
Dsxu
(t)N
n
2
D1xφ
(t))
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+ min{1, t−
n
2 }(M
n
4
φ (t)M
ν0
v (t) +M
n
4
D1xφ
(t)Mν0v (t)) +M
n
4
φ (t)M
n
4
u (t) +M
n
4
D1xφ
(t)M
n
4
u (t))
]
,
where the constant Ck depends on K.
In order to complete our proof we need to estimate, by the same technique, the dissipative variable v.
L2-estimate for v
Let us start with the L2-norm of a generic component vj , with j = 1, . . . , n.
By the Duhamel’s formula (33) we get
‖vj(t)‖L2 ≤ ‖Γ
h
j+1(t) ∗ w0‖L2 +
∫ t
0
‖Γhj+1(t− s) ∗ (B¯(φ,∇φ)(s)w(s) +H(φ,∇φ,w)(s))‖L2ds.
(41)
Then by the decomposition of the Green kernel and by Theorem 2.4 we get the following estimates
‖Kj+1,1(t)u0‖L2 ≤ Ce
−ct‖u0‖L2, ‖Kj+1,1(t)u0‖L2 ≤ Cmin{1, t−
n
4
− 1
2 }‖u0‖L1,
‖Kj+1,i+1(t)v
i
0‖L2 ≤ Ce
−ct‖vi0‖L2, ‖Kj+1,i+1(t)v
i
0‖L2 ≤ Cmin{1, t
−n
4
−1}‖vi0‖L1 .
We pass now to estimate the second term in (41). Decomposing the integral term, we get∫ t
0
‖Γhj+1(t− s)(B¯(φ,∇φ)(s)w(s) +H(φ,∇φ,w)(s))‖L2ds
≤
∫ t
0
‖Kj+1(t− s)(B¯(φ,∇φ)(s)w(s) +H(φ,∇φ, s)(s))‖L2ds
+
∫ t
0
‖Kj+1(t− s)(B¯(φ(s),∇φ(s))w(s) +H(φ,∇φ, u)(s))‖L2ds.
Let us focus on the first integral on the right-hand side. We can notice that, since the singular part
of the Green Kernel has the same decay rate for both conservative and dissipative variable, we can
estimate this term, as done previously in the estimate of function u. Then,∫ t
0
‖Ki+1(t− s)(B¯(φ,∇φ)w +H(φ,∇φ,w)(s))‖L2ds
≤CBkmin{1, t
−(n
2
+ν0)}
(
N
n
2
D1xφ
(t)Mν0v (t) +N
n
2
φ (t)M
ν0
v (t)
)
+CHkGkmin{1, t
−(n
4
+n
2
)}
(
M
n
4
u (t)N
n
2
φ (t) +M
n
4
u (t)N
n
2
D1xφ
(t)
)
,
where ν0 = min
{
n
4 +
1
2 ,
n
2
}
. On the other hand, when estimating the dissipative term of Green Kernel
diffusive part, we get a faster decay, with respect to the conservative variable u. The dissipative part,
being strongly influenced by the dissipation, decays at the rate t−
1
2 faster of the conservative one.
Proceeding as done before,∫ t
0
‖Kj+1(t− s)(B¯(φ,∇φ)(s)w(s) +H(φ,∇φ,w)(s))‖L2ds
≤
∫ t
0
Cmin{1, (t− s)−
n
4
−1}‖(B¯(φ,∇φ)(s)w(s) +H(φ,∇φ,w)(s))‖L1ds
≤
∫ t
0
Cmin{1, (t− s)−
n
4
−1}Bk(‖φ(s)‖L2‖v(s)‖L2 + ‖∇φ(s)‖L2‖v(s)‖L2)ds
+
∫ t
0
Cmin{1, (t− s)−
n
4
−1}HkGk(‖φ(s)‖L2‖u(s)‖L2 + ‖∇φ(s)‖L2‖u(s)‖L2)ds
≤BK(M
n
4
φ (t)M
ν0
v (t) +M
n
4
D1xφ
(t)Mν0v (t))
∫ t
0
Cmin{1, (t− s)−
n
4
−1}min{1, s−(
n
4
+ν0)}ds
+HkGk(M
n
4
φ (t)M
n
4
u (t) +M
n
4
D1xφ
(t)M
n
4
u (t))
∫ t
0
Cmin{1, (t− s)−
n
4
−1}min{1, s−
n
2 }ds.
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Thanks to Lemma 3.6 we deduce∫ t
0
‖Kj+1(t− s)(B¯(φ,∇φ)(s)w(s) +H(φ,∇φ,w)(s))‖L2
≤min{1, t−ν0}Ck(M
n
4
φ (t)M
ν0
v (t) +M
n
4
D1xφ
(t)Mν0v (t) +M
n
4
φ (t)M
n
4
u (t) +M
n
4
D1xφ
(t)M
n
4
u (t)).
where ν0 = min
{
n
2 ,
n
4 + 1
}
. Then, summing the previous inequalities we obtain the L2-norm of the
function v.
‖vj(t)‖L2 ≤ C
[
e−ct(‖u0‖L2 +
∑
i
‖vi0‖L2) + min{1, t
−n
4
− 1
2 }‖u0‖L1 +min{1, t
−n
4
−1}
∑
i
‖vi0‖L1
]
+ Ck
[
min{1, t−(
n
2
+ν0)}(N
n
2
D1xφ
(t)Mν0v (t) +N
n
2
φ (t)M
ν0
v (t)) (42)
+ min{1, t−
3
4
n}(M
n
4
u (t)N
n
2
φ (t) +M
n
4
u (t)N
n
2
D1xφ
(t))
+ min{1, t−ν0}(M
n
4
φ (t)M
ν0
v (t) +M
n
4
D1xφ
(t)Mν0v (t) +M
n
4
φ (t)M
n
4
u (t) +M
n
4
D1xφ
(t)M
n
4
u (t))
]
.
In order to complete our study we need to estimate the L2- norm of the s-derivative of function v and
its L∞- norm.
L2-estimate for Dsxv
Regarding the s-order estimate for vj , we have
‖Dsxvj(t)‖L2 ≤ C
[
e−ct(‖Dsxu0‖L2 +
n∑
i=1
‖Dsxv
i
0‖L2 +min{1, t
−n
4
− 1
2
− s
2 }‖u0‖L1
+ min{1, t−
n
4
−1− s
2 }
n∑
i=1
‖vi0‖L1)
]
+ Ck
[
min{1, t−(δ˜+
n
2
)}(M δ˜Dsxφ(t)N
n
2
v (t) +M
δ˜
Ds+1x φ
(t)N
n
2
v (t))
+ min{1, t−(
n
2
+ν˜)}(N
n
2
D1xφ
(t)M ν˜Dsxv(t) +N
n
2
φ (t)M
ν˜
Dsxv
(t)) (43)
+ min{1, t−(δ˜+
n
2
)}(M δ˜Dsxφ(t)N
n
2
u (t) +M
δ˜
Dsxφ
(t)N
n
2
u (t) +M
δ˜
Dsxu
(t)N
n
2
φ (t) +M
δ˜
Dsxu
(t)N
n
2
D1xφ
(t)
+ min{1, t−ν˜}(M
n
4
φ (t)M
ν0
v (t) +M
n
4
D1xφ
(t)Mν0v (t) +M
n
4
φ (t)M
ν0
v (t) +M
n
4
D1xφ
(t)Mν0v (t)
]
.
Let us recall that ν˜ = min
{
n
4 + 1 +
s
2 ,
n
2
}
.
L∞-estimate for v
On the other hand, for the L∞- norm of function vj , we get the following estimates
‖vj(t)‖L∞ ≤ C
[
e−ct(‖u0‖Hs +
n∑
i=1
‖vi0‖Hs) + min{1, t
−n
2
− 1
2 }‖u0‖L1 +min{1, t
−n
2
−1}
n∑
i=1
‖vn0 ‖L1
]
+ Ck
[
min{1, t−(
n
2
+ν0)}(N
n
2
D1xφ
(t)Mν0v (t) +N
n
2
φ (t)M
ν0
v (t))
+ min{1, t−
3
4
n}(M
n
4
u (t)N
n
2
φ (t) +M
n
4
u (t)N
n
2
D1xφ
(t))
+ min{1, t−(δ˜+
n
2
)}(M δ˜Dsxφ(t)N
n
2
v (t) +M
δ˜
Ds+1x φ
(t)N
n
2
v (t)) (44)
+ min{1, t−(
n
2
+ν˜)}(N
n
2
D1xφ
(t)M ν˜Dsxv(t) +N
n
2
φ (t)M
ν˜
Dsxv
(t))
+ min{1, t−(δ˜+
n
2
)}(M δ˜Dsxφ(t)N
n
2
u (t) +M
δ˜
Dsxφ
(t)N
n
2
u (t) +M
δ˜
Dsxu
(t)N
n
2
φ (t) +M
δ˜
Dsxu
(t)N
n
2
D1xφ
(t))
+ min{1, t−
n
2 }(M
n
4
φ (t)M
ν0
v (t) +M
n
4
D1xφ
(t)Mν0v (t)) +M
n
4
φ (t)M
n
4
u (t) +M
n
4
D1xφ
(t)M
n
4
u (t)) ] .
Once that, decay rates of variable have been determinated by inequalities (36), (38), (40), (42), (43),
(44), we apply Proposition 3.7 to get the following estimates for the functionals related to the solution
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(u, v). For t > ǫ > 0,
M
n
4
u (t) ≤ C1
[
E0 +D0 +D0
(
M
n
4
u (t) +N
n
2
u (t) +Mν0v (t) +N
n
2
v (t)
)
+ (N
n
2
u (t))2
+ M
n
4
u (t)N
n
2
v (t) +N
n
2
u (t)M
n
4
u (t) + (M
n
4
u (t))2 +M
n
4
u (t)Mν0v (t)
]
,
where ν0 = min
{
n
2 ,
n
4 +
1
2
}
.
M δ˜Dsxu
(t) ≤ C2
[
E0 +D0 +D0
(
M
n
4
u (t) +N
n
2
u (t) +M δ˜Dsxu(t) +M
ν0
v (t) +N
n
2
v (t) +M ν˜Dsxv(t)
)
+ N
n
2
u (t)M ν˜Dsxv(t) + (M
n
4
u (t))2 +M δ˜Dsxu(t)N
n
2
v (t) + N
n
2
u (t)M δ˜Dsxu(t) +M
n
4
u (t)Mν0v + (M
δ˜
Dsxu
(t))2
]
,
where δ˜ = min{n4 +
1
2 +
s
2 ,
n
2 }, and ν˜ = min{
n
4 + 1 +
s
2 ,
n
2 }.
N
n
2
u (t) ≤ C3
[
E0 +D0 +D0
(
M
n
4
u (t) +N
n
2
u (t) +M δ˜Dsxu(t) +M
ν0
v (t) +N
n
2
v (t) +M ν˜Dsxv(t)
)
+ M
n
4
u (t)N
n
2
v (t) +N
n
2
u (t)Mν0v (t) +N
n
2
u (t)M
n
4
u (t) + (M
n
4
u (t))2 +M δ˜Dsxu(t)N
n
2
v (t)
+ N
n
2
u (t)M δ˜Dsxu(t) +M
n
4
u (t)Mν0v (t) +M
ν˜
Dsxv
(t)N
n
2
u (t) + (M ν˜Dsxu(t))
2 +M
n
2
Dsxu
(t)N
n
2
u (t)
]
.
Mν0v (t) ≤ C4
[
E0 +D0 +D0 (M
n
4
u (t) +N
n
2
u (t) +Mν0v (t) +N
n
2
v (t)
)
(N
n
2
u (t))2
+ M
n
4
u (t)N
n
2
v (t) +N
n
2
u (t)M
n
4
u (t) + (M
n
4
u (t))2 +M
n
4
u (t)Mν0v (t)
]
.
M ν˜Dsxv
(t) ≤ C5
[
E0 +D0 +D0
(
M
n
4
u (t) +N
n
2
u (t) +M δ˜Dsxu(t) +M
ν0
v (t) +N
n
2
v (t) +M ν˜Dsxv(t)
)
+ N
n
2
u (t)M ν˜Dsxv(t) + (M
n
4
u (t))2 +M δ˜Dsxu(t)N
n
2
v (t) + N
n
2
u (t)M δ˜Dsxu(t) +M
n
4
u (t)Mν0v + (M
δ˜
Dsxu
(t))2
]
.
N
n
2
v (t) ≤ C6
[
E0 +D0 +D0
(
M
n
4
u (t) +N
n
2
u (t) +M δ˜Dsxu(t) +M
ν0
v (t) +N
n
2
v (t) +M ν˜Dsxv(t)
)
+ M
n
4
u (t)N
n
2
v (t) +N
n
2
u (t)Mν0v (t) +N
n
2
u (t)M
n
4
u (t) + (M
n
4
u (t))2 +M δ˜Dsxu(t)N
n
2
v (t)
+ N
n
2
u (t)M δ˜Dsxu(t) +M
n
4
u (t)Mν0v (t) +M
ν˜
Dsxv
(t)N
n
2
u (t) + (M ν˜Dsxu(t))
2 +M
n
2
Dsxu
(t)N
n
2
u (t) + (N
n
2
u (t))2
]
.
whereD0 = ‖φ0‖Hs+1 , E0 = max{‖u0‖Hs , ‖u0‖L1, ‖v0‖Hs , ‖v0‖L1} and the constantCi = Ci(Fk,K,Cb′ , Ch′).
Let us define
P (t) := M
n
4
u (t) +N
n
2
u (t) +M
δ˜
Dsxu
(t) +Mν0v (t) +N
n
2
v (t) +M
ν˜
Dsxv
(t).
We can notice that all the previous estimates are linear combinations of sums of type: A0F
δ
w(t)+
F δw(t)F
δ1
w1 (t) where F
δ
w, F
δ1
w1 are terms of P (t). Then it is possible to estimate each of them with
A0P (t) + P (t)
2. It follows that if initial data are small, we have
CkP (t)
2 − (1− Ck0)P (t) + C0 ≥ 0, (45)
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where Ck is a positive constant depending on K, Ck0 is a positive constant depending on K and
on data, and C0 also is a positive constant depending on data. For suitably small initial data, this
inequality implies that M
n
4
u (t), N
n
2
u (t), M δ˜Dsxu(t), M
ν0
v (t), N
n
2
v (t), M ν˜Dsxv(t) remain bounded, as far as
‖u, v‖L∞ ≤ K and ‖φ‖W 1,∞ ≤ K. When t > 1 this implies that ‖w(t)‖L∞ does not increase with t.
Thanks to Proposition 3.7 the same is true for N
n
2
φ and N
n
2
D1xφ
.
Since we have obtained that ‖φ(t)‖W 1,∞ is bounded, from Lemma 3.5 and the continuation principle
we have the global existence of smooth solutions to system (2).
3.2.3 Optimal Decay Rates
In order to complete our proof, we need to improve the decay rates of Dsxu, D
s
xv, D
s
xφ in the L
2 norm.
By the previous estimates, we got that, independently from the derivative order s, the decays rates of
these function are equal to δ˜ = min
{
n
4 +
1
2 +
s
2 ,
n
2
}
, for u, φ and equal to ν˜ = min
{
n
4 + 1 +
s
2 ,
n
2
}
for
v. This implies that, for small n, even if the derivative order is high, we get always the decay t−
n
2 .
Looking at inequality (38) we notice that these decays come from the estimates related to Green Kernel
diffusive part. Then, we need to adopt a different strategy to estimate these terms and overcome the
difficulty, i.e. split the derivatives on both terms. We show this procedure by induction on a simple
source term φu.
• Let s = 1. Since in this case we cannot split the order of derivative, we proceed as done before
keeping the derivative on the Green Kernel. Then,∫ t
0
‖D1xK12(t− s)(u(s)φ(s))‖L2ds ≤
∫ t
0
Cmin{1, (t− s)−
n
4
−1}‖φ)(s)u(s)‖L1ds
≤
∫ t
0
Cmin{1, (t− s)−
n
4
−1}‖φ(s)‖L2‖u(s)‖L2ds
≤CM
n
4
φ (t)M
n
4
u (t)
∫ t
0
min{1, (t− s)−
n
4
−1}min{1, s−
n
2 }ds
≤min{1, t−δ1}CM
n
4
φ (t)M
n
4
u (t),
where δ1 = min
{
n
4 + 1,
n
2
}
.
• Let us consider the second order derivative, i.e. s = 2. Now we split the derivative both on the
Green Kernel and the source term, proceeding as follows,∫ t
0
‖D2xK12(t− s)(φ(s)u(s)‖L2ds =
∫ t
0
‖D1xK12(t− s)D
1
x(φ(s)u(s))‖L2ds
≤
∫ t
0
Cmin{1, (t− s)−
n
4
−1}‖D1xφ(s)u(s)‖L1ds
≤
∫ t
0
Cmin{1, (t− s)−
n
4
−1}(‖D1xφ‖L2‖u(s)‖L2 + ‖φ(s)‖L2‖D
1
xu(s)‖L2)
+C(M δ1D1xφ
M
n
4
u (t) +M
n
4
φ M
δ
D1xu
(t))
∫ t
0
min{1, (t− s)−
n
4
−1}min{1, s−
n
4
−δ1}ds
≤min{1, t−δ2}C(M
n
4
φ (t)M
δ1
D1xu
(t) +M δ1D1xφ
(t)M
n
4
u (t)),
where δ2 = min
{
n
4 + 1,
n
4 + δ1
}
.
• Finally, we iterate the procedure for a generic s, splitting the derivatives as follows. We left[
s+1
2
]
derivatives on the Green Kernel, and the remaining ones
[
s
2
]
, on the source terms. By
this way we get∫ t
0
‖DsxK12(t− s)(φ(s)u(s))‖L2 ≤
∫ t
0
‖D
[ s+12 ]
x K12(t− s)D
[ s2 ]
x (φ(s)u(s))‖L2ds
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≤min{1, t−δs}C(M
n
4
φ (t)M
δr
Drxu
(t) +M δrDrxφ(t)M
n
4
u (t)),
where δs = min
{
n
4 +
1
2 +
1
2
[
s+1
2
]
, n4 + δr
}
, with r =
[
s
2
]
.
Thus, through this simple procedure, we are able to obtain faster decays rates for the s derivative
of the functions u, v and φ. More precisely for the s−derivative of function v, since the Green
Kernel has a faster decay, we get the rate νs = min
{
n
4 + 1 +
1
2
[
s+1
2
]
, n4 + δr
}
.
4 The Cauchy Problem : Perturbations of Non-Zero Constant
Stationary States
The aim of this section is to investigate the behavior of non-zero small constant states. For the sake
of simplicity we will consider the system with simpler source terms,

∂tu˜+∇ · v˜ = 0,
∂tv˜ +∇u˜ = −v˜ + u˜∇φ˜,
∂tφ˜ = ∆φ˜+ au˜− bφ˜,
where (u˜, v˜, φ˜) = (u¯ + u, v, φ¯ + φ), (u¯, 0, φ¯) is a stationary solution with φ¯ = ab u¯, and (u, v, φ) is a
perturbation. Therefore we can rewrite the previous system as follows

∂tu+∇ · v = 0,
∂tv +∇u = −v + (u+ u¯)∇φ,
∂tφ = ∆φ+ au− bφ.
(46)
This system is supplemented by the initial conditions
u0, v0 ∈ H
s(Rn) ∩ L1(Rn), φ0 ∈ H
s+1(Rn) ∩ L1(Rn). (47)
In order to prove the global existence result and the decay of solutions to (46) we will proceed along
the lines of the previous sections. Then starting from a local solution to (46), which is guaranteed by
Theorem 2.5, we will get estimates and decay rates of the Hs and L∞ norm. Then by the continuation
principle 3.4 we will obtain our existence result.
To get the decay of solutions we need to adapt the technique used in the above proof of stability
for the zero constant state, to treat the linear term u¯∇φ, which does not present enough polynomial
decay.
Let us consider a local solution to system (46). Taking into account the expressions for the Green
function, we are going to estimates the norm of solutions. Even if these new estimates are not optimal,
they are in suitable spaces.
Theorem 4.1. Consider the linear PDE in the conservative-dissipative form
∂tw +
n∑
j=1
Aj∂xjw = Bw,
where Aj, B satisfy the assumption (SK), and let Q0 = R0L0, Q− = I − Q0 = R−L− be the
eigenprojectors on the null space and the negative definite part of B with L0 = R
T
0 = [In1 0] and
L− = RT− = [0 In2 ].
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Then, for any function w0 ∈ L
1 ∩ L2(Rn,Rn+1) the solution of the linear dissipative system can be
decomposed as
w(t) = Γh(t) ∗w0 = K(t)w0 +K(t)w0,
where for any multi index β, the following estimates hold :
∥∥L0DβK(t)w0∥∥L2 ≤ Cmin{1, t−(n8+ β2 )}‖L0w0‖ 12L2‖L0w0‖ 12L∞
+ Cmin{1, t−(
n
8
+ β
2
+ 1
2
)}‖L−w0‖
1
2
L2‖L−w0‖
1
2
L∞∥∥L−DβK(t)w0∥∥L2 ≤ Cmin{1, t−(n8+ β2+ 12 )}‖L0w0‖ 12L2‖L0w0‖ 12L∞
+ Cmin{1, t−(
n
8
+ β
2
+1)}‖L−w0‖
1
2
L2‖L−w0‖
1
2
L∞∥∥L0DβK(t)w0∥∥L∞ ≤ Cmin{1, t−(n4+ β2 )}‖L0w0‖L2 + Cmin{1, t−(n4+ β2+ 12 )}‖L−w0‖L2∥∥L−DβK(t)w0∥∥L∞ ≤ Cmin{1, t−(n4+ β2+ 12 )}‖L0w0‖L2 + Cmin{1, t−(n4+ β2+1)}‖L−w0‖L2.
Proof. As shown in [1] by introducing the Fourier transform there exist two constants c, C > 0 such
that it is possible to estimate the decomposition of the Green function as:∣∣∣L0K̂(t)w0∣∣∣ ≤ Ce−c|ξ|2t (|L0wˆ0|+ |ξ||L−wˆ0|)∣∣∣L−K̂(t)w0∣∣∣ ≤ Ce−c|ξ|2t (|ξ||L0wˆ0|+ |ξ|2|L−wˆ0|) .
where the projectors L0 and L− are given by L0 = [In1 0] and L− = [0 In2 ]. Using these inequalities
we obtain
∥∥L0DβK(t)w0∥∥2L2 ≤ C
∫ ∞
0
∫
Sn−1
e−c|ξ|
2t(|L0wˆ0|
2 + |ξ|2|L−wˆ0|2)|ξ|2β |ξ|n−1dςd|ξ|
≤ C
(∫ ∞
0
∫
Sn−1
e−2c|ξ|
2t|ξ|(n−1)|ξ|4βdςd|ξ|
) 1
2
(∫ ∞
0
∫
Sn−1
|L0wˆ0|
4|ξ|(n−1)dςd|ξ|
) 1
2
+C
(∫ ∞
0
∫
Sn−1
e−2c|ξ|
2t|ξ|4|ξ|(n−1)|ξ|4βdςd|ξ|
) 1
2
(∫ ∞
0
∫
Sn−1
|L−wˆ0|4|ξ|(n−1)dςd|ξ|
) 1
2
≤ Cmin{1, t−(
n
4
+β)}‖L0w0‖
2
L4 + Cmin{1, t
−(n
4
+β+1)}‖L−w0‖2L4 ,
and
∥∥L−DβK(t)w0∥∥2L2 ≤ C
∫ ∞
0
∫
Sn−1
e−c|ξ|
2t(|ξ|2|L0wˆ0|
2 + |ξ|4|L−wˆ0|2)|ξ|2β |ξ|n−1dςd|ξ|
≤ C
(∫ ∞
0
∫
Sn−1
e−2c|ξ|
2t|ξ|4|ξ|(n−1)|ξ|4βdςd|ξ|
) 1
2
(∫ ∞
0
∫
Sn−1
|L0wˆ0|
4|ξ|(n−1)dςd|ξ|
) 1
2
+C
(∫ ∞
0
∫
Sn−1
e−2c|ξ|
2t|ξ|8|ξ|(n−1)|ξ|4βdςd|ξ|
) 1
2
(∫ ∞
0
∫
Sn−1
|L−wˆ0|4|ξ|(n−1)dςd|ξ|
) 1
2
≤ Cmin{1, t−(
n
4
+β+1)}‖L0w0‖
2
L4 + Cmin{1, t
−(n
4
+β+2)}‖L−w0‖2L4,
We have that:∥∥L0DβK(t)w0∥∥L2 ≤ Cmin{1, t−(n8+ β2 )}‖L0w0‖L4 + Cmin{1, t−(n8 +β2+ 12 )}‖L−w0‖L4∥∥L−DβK(t)w0∥∥L2 ≤ Cmin{1, t−(n8+ β2+ 12 )}‖L0w0‖L4 + Cmin{1, t−(n8 +β2+1)}‖L−w0‖L4. (48)
and by the interpolation of Lebesgue functions we get:∥∥L0DβK(t)w0∥∥L2 ≤ Cmin{1, t−(n8 + β2 )}‖L0w0‖ 12L2‖L0w0‖ 12L∞ + Cmin{1, t−(n8+ β2+ 12 )}‖L−w0‖ 12L2‖L−w0‖ 12L∞∥∥L−DβK(t)w0∥∥L2 ≤ Cmin{1, t−(n8 + β2+ 12 )}‖L0w0‖ 12L2‖L0w0‖ 12L∞ + Cmin{1, t−(n8+ β2+1)}‖L−w0‖ 12L2‖L−w0‖ 12L∞ .
(49)
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We can estimate also the decay in L∞. We have that :
∥∥L0DβK(t)w0∥∥L∞ ≤ C
∫ ∞
0
∫
Sn−1
e−c|ξ|
2t(|L0wˆ0|+ |ξ||L−wˆ0|)|ξ|β |ξ|n−1dςd|ξ|
≤ C
(∫ ∞
0
∫
Sn−1
e−2c|ξ|
2t|ξ|(n−1)|ξ|2βdςdξ
) 1
2
(∫ ∞
0
∫
Sn−1
|L0wˆ0|
2|ξ|(n−1)dςdξ
) 1
2
+C
(∫ ∞
0
∫
Sn−1
e−2c|ξ|
2t|ξ|2|ξ|(n−1)|ξ|2βdςdξ
) 1
2
(∫ ∞
0
∫
Sn−1
|L−wˆ0|2|ξ|(n−1)dςdξ
) 1
2
≤ Cmin{1, t−(
n
4
+ β
2
)}‖L0w0‖L2 + Cmin{1, t
−(n
4
+ β
2
+ 1
2
)}‖L−w0‖L2 ,
and
∥∥L−DβK(t)w0∥∥L∞ ≤ C
∫ ∞
0
∫
Sn−1
e−c|ξ|
2t(|ξ||L0wˆ0|+ |ξ|
2|L−wˆ0|)|ξ|β |ξ|n−1dςd|ξ|
≤ C
(∫ ∞
0
∫
Sn−1
e−2c|ξ|
2t|ξ|2|ξ|(n−1)|ξ|2βdςdξ
) 1
2
(∫ ∞
0
∫
Sn−1
|L0wˆ0|
2|ξ|(n−1)dςdξ
) 1
2
+C
(∫ ∞
0
∫
Sn−1
e−2c|ξ|
2t|ξ|4|ξ|(n−1)|ξ|2βdςdξ
) 1
2
(∫ ∞
0
∫
Sn−1
|L−wˆ0|2|ξ|(n−1)dςdξ
) 1
2
≤ Cmin{1, t−(
n
4
+ β
2
+ 1
2
)}‖L0w0‖L2 + Cmin{1, t
−(n
4
+ β
2
+1)}‖L−w0‖L2.
Then if β is a multi index, we have also the “K(t) estimates” in L∞:∥∥L0DβK(t)w0∥∥L∞ ≤ Cmin{1, t−(n4+ β2 )}‖L0w0‖L2 + Cmin{1, t−(n4 + β2+ 12 )}‖L−w0‖L2∥∥L−DβK(t)w0∥∥L∞ ≤ Cmin{1, t−(n4+ β2+ 12 )}‖L0w0‖L2 + Cmin{1, t−(n4 + β2+1)}‖L−w0‖L2 . (50)
4.1 Global Existence and Asymptotic Behavior of Smooth Solutions
Existence of global solutions to system (46) is given by the following theorem.
Theorem 4.2. There exists an ǫ0 > 0 such that, if
‖u0‖Hs , ‖u0‖L1, ‖v0‖Hs , ‖v0‖L1, ‖φ0‖Hs+1 , ‖φ0‖L1, u¯ ≤ ǫ0,
then there exists a unique global solution to the Cauchy problem (46)-(47)
u ∈ C([0,∞);Hs(Rn)), v ∈ C([0,∞);Hs(Rn)), φ ∈ C([0,∞);Hs+1(Rn)), for s ≥
[n
2
]
+ 1. (51)
Moreover, for the solution (u, v, φ) the following decay rates are satisfied
‖u(t)‖L∞ ∼ t
−δ, ‖u(t)‖Hs ∼ t−δ,
‖v(t)‖L∞ ∼ t
−δ, ‖v(t)‖Hs ∼ t−δ,
‖φ(t)‖L∞ ∼ t
−δ, ‖D1xφ(t)‖L∞ ∼ t
−δ,
‖φ(t)‖Hs+1 ∼ t
−δ, ‖φ(t)‖Hs ∼ t−δ.
(52)
where δ = min
{
n
4 ,
n
8 + 1
}
.
Proof. Let us notice that for the solution to the linear parabolic equation the estimates of the previous
case still hold. We can collect the estimate referred to the function φ in the following proposition.
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Proposition 4.3. Let (u, v, φ) be the solution of system (46)-(47). Then for t ∈ (0, T ),
N δD1xφ
(t) ≤ C
(
‖Dxφ0‖L∞ +N
δ
u(t)
)
,
M δ
Ds+1x φ
(t) ≤ C
(
‖Ds+1x φ0‖L2 +M
δ
Dsxu
(t)
)
,
N δφ(t) ≤ C
(
‖φ0‖L∞ +N
δ
u(t)
)
,
M δφ(t) ≤ C
(
‖φ0‖L2 +M
δ
u(t)
)
,
M δDsxφ
(t) ≤ C
(
‖Dsxφ0‖L2 +M
δ
Dsxu
(t)
)
.
where δ = min
{
n
4 ,
n
8 + 1
}
.
4.1.1 Decay Estimates for the Conservative and Dissipative Variables
As before we proceed by estimating the norm of the conservative and dissipative variables of the
hyperbolic part, starting from the function u.
L2-estimate for u
By the Duhamel’s formula we can write this solution as
u(x, t) = (Γh1 (t) ∗ w0)(x) +
∫ t
0
Γh1 (t− s) ∗ [0, (u+ u¯)∇φ(s)]ds, (53)
where Γh1 is the first row of the (n+ 1)× (n+ 1) matrix Γ
h.
Then
‖u(t)‖L2 ≤ ‖Γ
h
1(t) ∗ w0‖L2 +
∫ t
0
‖Γh1 (t− s) ∗ [0, (u+ u¯)∇φ(s)]‖L2ds, (54)
The first term can be estimated as in the previous section, while the integral term can be decomposed
as ∫ t
0
‖Γh1(t− s) ∗ [0, (u(s) + u¯)∇φ(s)]‖L2ds ≤
∫ t
0
‖K1(t− s)[0, (u(s) + u¯)∇φ(s)]‖L2ds
+
∫ t
0
‖K1(t− s)[0, (u(s) + u¯)∇φ(s)]‖L2ds.
Let us start with the first integral of the previous inequality.∫ t
0
‖K1(t− s)([0, (u(s) + u¯)∇φ(s)])‖L2 ≤
∫ t
0
ce−c(t−s)‖(u(s) + u¯)∇φ(s)]‖L2ds
≤
∫ t
0
ce−c(t−s)(‖∇φ(s)‖L2‖u(s)‖L∞ + u¯‖∇φ(s)‖L2ds,
then ∫ t
0
‖K1(t− s)([0, (u+ u¯)∇φ(s)])‖L2 ≤ CM
δ
D1xφ
(t)N δu(t)
∫ t
0
e−c(t−s)min{1, s−2δ}ds
+ Cu¯M δD1xφ(t)
∫ t
0
e−c(t−s)min{1, s−δ}ds,
where δ = min
{
n
4 ,
n
8 + 1
}
.
By Lemma 3.6 we deduce that∫ t
0
‖K1(t− s)([0, (u(s) + u¯)∇φ(s)])ds‖L2 ≤ C
[
min{1, t−2δ}M δD1xφ(t)N
δ
u(t) + min{1, t
−δ}u¯M δD1xφ(t)
]
.
(55)
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To complete our estimate we need to study the dissipative part. Due to the presence of the linear
term u¯D1xφ, we do not have enough polynomial decay. In order to overcome this difficulty we apply
the derivative of the linear term to the Green function, getting a faster decay.
Thanks to this modification, we are able to estimate this term as follows using Theorem 4.1:
∫ t
0
‖K1(t− s)([0, (u(s) + u¯)∇φ(s)])‖L2ds ≤
∫ t
0
n∑
i=1
‖K1,i+1(t− s)((u(s) + u¯)∂xiφ(s))‖L2ds
≤
∫ t
0
n∑
i=1
‖K1,i+1(t− s)(u∂xiφ(s))‖L2ds+
∫ t
0
n∑
i=1
‖D1xiK1,i+1(t− s)(u¯φ(s))‖L2ds
≤C
∫ t
0
min{1, (t− s)−
n
4
− 1
2 }‖∇φ(s)‖L2‖u(s)‖L2ds+ C
∫ t
0
min{1, (t− s)−
n
8
−1}u¯‖φ(s)‖
1
2
L2‖φ(s)‖
1
2
L∞ds.
Then we obtain the estimate∫ t
0
‖K1(t− s)([0, (u+ u¯)∇φ(s)])‖L2ds ≤ CM
δ
D1xφ
(t)M δu(t)
∫ t
0
min{1, (t− s)−
n
4
− 1
2 }min{1, s−2δ}ds
+ Cu¯(M δφ(t))
1
2 (N δφ(t))
1
2
∫ t
0
min{1, (t− s)−
n
8
−1}min{1, s−δ}ds
≤ C
(
min{1, t−ν}M δD1xφ(t)M
δ
u(t) + u¯min{1, t
−δ}(M δφ(t))
1
2 (N δφ(t))
1
2
)
.
where ν = 14 if n = 1, otherwise ν = min{
n
4 +
1
2 , 2δ}. Summing the last inequality and (55) we obtain
‖u(t)‖L2 ≤ C
(
e−ct(‖u0‖L2 +
n∑
i=1
‖vi0‖L2 +min{1, t
−n
4 }‖u0‖L1 +min{1, t
−n
4
− 1
2 }
n∑
i=1
‖vi0‖L1
+ min{1, t−2δ}(M δD1xφ(t)N
δ
u(t) + min{1, t
−δ}u¯(M δφ(t))
+ min{1, t−ν}M δD1xφ(t)M
δ
u(t) + u¯min{1, t
−δ}(M δφ(t))
1
2 (N δφ(t))
1
2
)
, (56)
where δ = min
{
n
4 ,
n
8 + 1
}
.
L2- estimate for Dsxu
In a similar way it is possible obtain the s-order estimate for the conservative variable. From the
Duhamel’s formula we know that
‖Dsxu(t)‖L2 ≤ ‖D
s
xΓ
h
1 (t) ∗w0‖L2 +
∫ t
0
‖DsxΓ
h
1 (t− s) ∗ ([0, (u(s) + u¯)∇φ(s)])‖L2ds. (57)
Let us focus now on the integral term that we can decompose as∫ t
0
‖DsxΓ
h
1(t− s) ∗ ([0, (u+ u¯)∇φ(s)])‖L2ds ≤
∫ t
0
‖DsxK1(t− s)([0, (u(s) + u¯)∇φ(s)])‖L2ds
+
∫ t
0
‖DsxK1(t− s)([0, (u(s) + u¯)∇φ(s)])‖L2ds.
We estimate the first integral as∫ t
0
‖DsxK1(t− s)([0, (u(s) + u¯)∇φ(s)])‖L2 ≤
∫ t
0
Ce−c(t−s)‖Dsx[(u(s) + u¯)∇φ(s)]‖L2
≤
∫ t
0
Ce−c(t−s)(u¯‖Ds+1x φ(s)‖L2 + ‖u(s)‖L∞‖D
s+1
x φ(s)‖L2 + ‖∇φ(s)‖L∞‖D
s
xu(s)‖L2)ds.
Thanks to Lemma 3.6 we deduce that:∫ t
0
‖DsxK1(t− s)([0, (u+ u¯)∇φ(s)])‖L2 ≤ Cu¯min{1, t
−δ}M δ
Ds+1x φ
(t)
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+ Cmin{1, t−2δ}(N δu(t)M
δ
Ds+1x φ
(t) +N δD1xφ(t)M
δ
Dsxu
(t)).
To complete our estimate, we need to study the dissipative part,∫ t
0
‖DsxK1(t− s)([0, (u+ u¯)∇φ(s)])‖L2ds ≤
∫ t
0
n∑
i=1
‖DsxK1,i+1(t− s)([0, (u+ u¯)∂xiφ(s)])‖L2ds
≤
∫ t
0
n∑
i=1
‖DsxK1,i+1(t− s)u(s)∂xiφ(s)‖L2ds+
∫ t
0
n∑
i=1
‖Ds+1x K1,i+1(t− s)u¯φ(s)‖L2ds.
We proceed as done before and by Lemma 3.6 we obtain∫ t
0
‖DsxK1(t− s)([0, (u(s) + u¯)∇φ(s)])‖L2 ≤C
[
min{1, t−κs}(M δD1xφ(t)M
δ
u(t) +M
δ
u(t)M
δ
D1xφ
(t))
+ u¯min{1, t−δ}(M δφ(t))
1
2 (N δφ(t))
1
2
]
.
where κs = min
{
n
4 +
1
2 +
s
2 , 2δ
}
and δ = min
{
n
4 ,
n
8 + 1
}
.
Then we can write the estimate in the L2-norm of the s−derivative of the conservative variable u as
‖Dsxu(t)‖L2 ≤ C
[
e−ct(‖Dsxu0‖L2 + ‖D
s
xv0‖L2 +min{1, t
−n
4
− s
2 }‖u0‖L1 +min{1, t
−n
4
− 1
2
− s
2 }‖v0‖L1))
+ u¯min{1, t−δ}(M δ
Ds+1x φ
(t) + min{1, t−2δ}(N δu(t)M
δ
Ds+1x φ
(t) +N δD1xφ(t)M
δ
Dsxu
(t))
+ min{1, t−κs}(M δD1xφ(t)M
δ
u(t) +M
δ
u(t)M
δ
D1xφ
(t)) + u¯t−δ(M δφ(t))
1
2 (N δφ(t))
1
2
]
.
L∞-estimate for u
Finally with the same approach, we estimate the L∞-norm of the function u. By the Duhamel’s
formula we know that
‖u(t)‖L∞ ≤ ‖Γ
h
1(t) ∗ w0‖L∞ +
∫ t
0
‖Γh1 (t− s) ∗ ([0, (u(s) + u¯)∇φ(s)])‖L∞ds. (58)
We can decompose the integral term as,∫ t
0
‖Γh1 (t− s) ∗ ([0, (u(s) + u¯)∇φ(s)])‖L∞ds ≤
∫ t
0
n∑
i=1
‖K1,i+1(t− s)((u + u¯)∂xiφ(s))‖L∞ds
+
∫ t
0
n∑
i=1
‖K1,i+1(t− s)((u(s) + u¯)∂xiφ(s))‖L∞ds.
Let us estimate the first term in the previous inequality,∫ t
0
n∑
i=1
‖K1,i+1(t− s)((u(s) + u¯)∂xiφ(s))‖L∞ds ≤
∫ t
0
n∑
i=1
C‖K1,i+1(t− s)((u + u¯)∂xiφ(s))‖L2ds
+C
∫ t
0
∑
|α|=s
‖Dsx
n∑
i=1
K1,i+1(t− s)((u + u¯)∂xiφ(s))‖L2ds.
Then, by the estimates of the function u and its derivatives in the L2-norm, we have∫ t
0
n∑
i=1
‖K1,i+1(t− s)((u + u¯)∂xiφ(s))‖L∞ds
≤C
(
min{1, t−2δ}(M δD1xφ(t)N
δ
u(t) + min{1, t
−δ}u¯M δD1xφ(t)
+ u¯min{1, t−δ}(M δ
Ds+1x φ
(t) + min{1, t−2δ}(N δu(t)M
δ
Ds+1x φ
(t) +N δD1xφ(t)M
δ
Dsxu
(t))
)
.
As the final step we need to estimate the dissipative part:∫ t
0
‖K1(t− s)([0, (u+ u¯)∇φ(s)])‖L∞ds ≤
∫ t
0
Cmin{1, (t− s)−
n
2
− 1
2 }‖∇φ(s)‖L2‖u(s)‖L2ds
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+
∫ t
0
Cmin{1, (t− s)−
n
4
−1}u¯‖φ(s)‖L2ds
≤C
[
min{1, t−2δ}M δD1xφ(t)M
δ
u(t) + u¯t
−δM δφ
]
.
Thus we can estimate the L∞-norm of the function u as follows.
‖u(t)‖L∞ ≤ C
[
e−ct(‖u0‖Hs +
n∑
i=1
‖vi0‖Hs) + min{1, t
−n
2 }‖u0‖L1 +min{1, t
−n
2
− 1
2 }
n∑
i=1
‖vi0‖L1
+ min{1, t−2δ}(M δD1xφ(t)N
δ
u(t) + min{1, t
−δ}u¯M δD1xφ(t)
+ u¯min{1, t−δ}M δ
Ds+1x φ
(t) + min{1, t−2δ}(N δu(t)M
δ
Ds+1x φ
(t) +N δD1xφ(t)M
δ
Dsxu
(t))
+ min{1, t−2δ}M δD1xφ(t)M
δ
u(t) + u¯t
−δM δφ
]
. (59)
Next paragraphs are devoted to the estimates of the L2 and L∞-norms of the function v.
L2-estimate for v
By the Duhamel’s formula we can write the generic component vj , with j = 1, . . . , n, as
vj(x, t) = (Γ
h
j+1(t) ∗ w0)(x) +
∫ t
0
Γhj+1(t− s) ∗ ([0, (u(s) + u¯)∇φ(s)])ds,
then
‖vj(t)‖L2 ≤ ‖Γ
h
j+1(t) ∗ w0‖L2 +
∫ t
0
‖Γhj+1(t− s) ∗ ([0, (u+ u¯)∇φ(s)])‖L2ds. (60)
By the decomposition of the Green kernel and thanks to Theorem 2.4 we deduce
‖Kj+1,1(t)u0‖L2 ≤ Ce
−ct‖u0‖L2, ‖Kj+1,1(t)u0‖L2 ≤ Cmin{1, t−
n
4
− 1
2 }‖u0‖L1,
‖Kj+1,i+1(t)v
i
0‖L2 ≤ Ce
−ct‖vi0‖L2, ‖Kj+1,i+1(t)v
i
0‖L2 ≤ Cmin{1, t
−n
4
−1}‖vi0‖L1 for i = 1, . . . , n.
(61)
As done before we can decompose the integral term in (60) as∫ t
0
‖Γhj+1(t− s) ∗ ([0, (u(s) + u¯)∇φ(s)])‖L2ds ≤
∫ t
0
‖Kj+1(t− s)([0, (u+ u¯)∇φ(s)])‖L2ds
+
∫ t
0
‖Kj+1(t− s)([0, (u+ u¯)∇φ(s)])‖L2ds.
Let us start estimating the first integral∫ t
0
‖Kj+1(t− s)([0, (u(s) + u¯)∇φ(s)])‖L2ds ≤
∫ t
0
Ce−c(t−s)‖(u(s) + u¯)∇φ(s)‖L2ds
≤
∫ t
0
Ce−c(t−s)(‖∇φ(s)‖L2‖u(s)‖L∞ + u¯‖∇φ(s)‖L2ds
+ CM δD1xφ(t)N
δ
u(t)
∫ t
0
e−c(t−s)min{1, s−2δ}ds
+ Cu¯M δD1xφ(t)
∫ t
0
e−c(t−s)min{1, s−δ}ds.
Thanks to Lemma 3.6 we obtain:∫ t
0
‖Kj+1(t−s)([0, (u+ u¯)∇φ(s)])‖L2 ≤ Cmin{1, t
−2δ}(M δD1xφ(t)N
δ
u(t)+ u¯min{1, t
−δ}M δD1xφ(t). (62)
In order to complete our estimate we need to study the dissipative part, then∫ t
0
‖Kj+1(t− s)([0, (u(s) + u¯)∇φ(s)])‖L2ds ≤
∫ t
0
Cmin{1, (t− s)−
n
4
−1}‖∇φ(s)‖L2‖u(s)‖L2ds
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+
∫ t
0
Cmin{1, (t− s)−
n
8
−1}u¯‖φ(s)‖
1
2
L2‖φ(s)‖
1
2
L∞ds
≤C(min{1, t−ν}M δD1xφ(t)M
δ
u(t) + u¯min{1, t
−δ}(M δφ(t))
1
2 (N δφ(t))
1
2 .
where ν = min
{
n
4 + 1, 2δ
}
. Finally if we sum the last inequality and (61), (62) we get the L2-norm
of the function v
‖v(t)‖L2 ≤ C
[
e−ct(‖u0‖L2 +
n∑
i=1
‖vi0‖L2) + min{1, t
−n
4
− 1
2 }‖u0‖L1 +min{1, t
−n
4
−1}
n∑
i=1
‖vi0‖L1
+ min{1, t−2δ}(M δD1xφ(t)N
δ
u(t) + min{1, t
−δ}u¯M δD1xφ(t) + min{1, t
−νM δD1xφ(t)M
δ
u(t)
+ u¯min{1, t−δ}(M δφ(t))
1
2 (N δφ(t))
1
2
]
. (63)
L2-estimate for Dsxv
Proceeding along the lines of the conservative variable estimates, we get the estimate of the
s−derivative of v in L2,
‖Dsxvj(t)‖L2 ≤ C
[
e−ct(‖Dsxu0‖L2 +
n∑
i=1
‖Dsxv
i
0‖L2 +min{1, t
−n
4
− 1
2
− s
2 }‖u0‖L1
+ min{1, t−
n
4
−1− s
2 }
n∑
i=1
‖vi0‖L1) + u¯min{1, t
−δ}(M δ
Ds+1x φ
(t)
+ min{1, t−2δ}(N δu(t)M
δ
Ds+1x φ
(t) +N δD1xφ(t)M
δ
Dsxu
(t)) (64)
+ min{1, t−νs}(M δD1xφ(t)M
n
4
u (t) +M
δ
u(t)M
δ
D1xφ
(t))
+ u¯t−δ(M δφ(t))
1
2 (N δφ(t))
1
2
]
,
where νs = min
{
n
4 + 1 +
s
2 , 2δ
}
.
L∞ estimates for v
In a similar way we obtain the estimate of the L∞ norm of vj ,
‖vj(t)‖L∞ ≤ C
[
e−ct(‖u0‖Hs +
n∑
i=1
‖vi0‖Hs) + min{1, t
−n
2
− 1
2 }‖u0‖L1 +min{1, t
−n
2
−1}
n∑
i=1
‖vn0 ‖L1
+ min{1, t−2δ}M δD1xφ(t)N
δ
u(t) + u¯min{1, t
−δ}M δD1xφ(t) + min{1, t
−2δ}M δD1xφ(t)M
δ
u(t)
+ u¯min{1, t−δ}M δφ(t)
]
. (65)
4.1.2 Decay rates of variables
Thanks to Proposition (3.7) and inequalities in (56), (58), (59), (63), (64), (65), we obtain, for t > ǫ > 0
the following estimates for functionals:
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M δu(t) ≤ Cu¯(E0 +D0) + C1
[
u¯D0
(
(M δu(t))
1
2 + (N δu(t))
1
2
)
+ u¯D0
(
M δu(t) +N
δ
u(t)
)
+ (N δu(t))
2
+ N δu(t)M
δ
u(t) + (M
δ
u(t))
2
]
M δDsxu
(t) ≤ Cu¯(E0 +D0) + C2
[
u¯D0
(
(M δu(t))
1
2 + (N δu(t))
1
2
)
+ u¯D0
(
M δu(t) +N
δ
u(t) +M
δ
Dsxu
(t)
)
+ (M δu(t))
2
+ N δu(t)M
δ
Dsxu
(t) + (M δDsxu(t))
2
]
.
N δu(t) ≤ Cu¯(E0 +D0) + C3
[
u¯D0
(
M δu(t) +N
δ
u(t) +M
δ
Dsxu
(t)
)
+N δu(t)M
δ
u(t) + (M
δ
u(t))
2
+ N δu(t)M
δ
Dsxu
(t) + (M δDsxu(t))
2 +M δDsxu(t)N
δ
u(t) + (N
δ
u(t))
2
]
.
M δv (t) ≤ Cu¯(E0 +D0) + C4
[
u¯D0
(
(M δu(t))
1
2 + (N δu(t))
1
2
)
+ u¯D0
(
M δu(t) +N
δ
u(t)
)
+ (N δu(t))
2
+ N δu(t)M
δ
u(t) + (M
δ
u(t))
2
]
.
M δDsxv
(t) ≤ Cu¯(E0 +D0) + C5
[
u¯D0
(
(M δu(t))
1
2 + (N δu(t))
1
2
)
+ u¯D0
(
M δu(t) +N
δ
u(t) +M
δ
Dsxu
(t)
)
+ (M δu(t))
2
+ N δu(t)M
δ
Dsxu
(t) + (M δDsxu(t))
2
]
.
N δv (t) ≤ Cu¯(E0 +D0) + C6
[
u¯D0
(
M δu(t) +N
δ
u(t) +M
δ
Dsxu
(t)
)
+N δu(t)M
δ
u(t) + (M
δ
u(t))
2
+ N δu(t)M
δ
Dsxu
(t) + (M δDsxu(t))
2 +M δDsxu(t)N
δ
u(t) + (N
δ
u(t))
2
]
.
Moreover D0 = max{‖φ0‖Hs+1 , ‖φ0‖L1} E0 = max{‖w0‖Hs , ‖w0‖L1}, while the constant Ci =
Ci(Fk,K,Cb′ , Ch′) for i = 1, . . . , 6.
Let us proceed as in the previous section setting
P (t) := M δu(t) +N
δ
u(t) +M
δ
Dsxu
(t) +M δv (t) +N
δ
v (t) +M
δ
Dsxv
(t).
It follows that, if initial data and the constant state are small, we have
CP (t)2 − (1− Ck0)P (t) + C1P (t)
1
2 + C0 ≥ 0, (66)
where C0, C1 and Ck0 are positive constants depending on initial data and constant state and C is a
positive constant depending on estimates of Green function. For suitably small data, this inequality
implies that M δu(t), N
δ
u(t), M
δ
Dsxu
(t), M δv (t), N
δ
v (t), M
δ
Dsxv
(t) remain bounded. On the other hand,
when t > 1, this implies that L∞-norm of solution (u, v) does not increase with t. Thanks to the
Proposition 3.7 the same holds for N δφ and N
δ
D1xφ
. Then by Lemma 3.5 and the continuation principle
we get the global existence of solution.
5 Comparison with the Patlak-Keller-Segel Model
Hyperbolic and parabolic models are expected to have the same behavior for large times. In this
section we investigate this aspect by studying the comparison with the analogous Patlak-Keller-Segel
(PKS) model. For the sake of simplicity we consider a simplified version of system (2), namely
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

∂tu+∇ · v = 0,
∂tv +∇u = −βv + h(φ,∇φ)g(u),
∂tφ = ∆φ+ f(u, φ).
(67)
Thus, assuming b(φ,∇φ) ≡ β and formally disregarding the term ∂tv in the second equation of (67),
we get v = 1β (h(φ,∇φ)g(u) −∇u), then the system reduces to the PKS parabolic system:

β∂tu˜−∆u˜ +∇ · (h(φ˜,∇φ˜), g(u˜)) = 0,
∂tφ˜ = ∆φ˜+ f(u˜, φ˜),
where the functions f, g, h satisfy the assumptions (Hg), (Hf ), (Hh). Then we are led to consider the
system


β∂tu˜−∆u˜+∇ · (h(φ˜,∇φ˜)g(u˜)) = 0,
∂tφ˜ = ∆φ˜+ au˜− bφ˜+ f¯(u˜, φ˜),
(68)
with initial condition
u˜(x, 0) = u˜0(x), φ˜(x, 0) = φ˜0(x). (69)
It is known that, for small initial data the solution of the above problem decay in time in L2-norm in
the same way as the solutions to problem (67) [14].
Let us recall that it is possible to give a more precise expansion of the diffusive part K(x, t) of the
Green Kernel of the dissipative hyperbolic system. As a matter of fact, in [1] it is shown that in the
linearized isentropic Euler equations with damping for a generic n, K(x, t) can be decomposed as:
K(x, t) =
[
Γp (∇Γp)T
∇Γp ∇2Γp
]
+R1(x, t), (70)
where Γp is the heat kernel for ut = ∆u, and the rest term R1(x, t) satisfies the bound
R1(x, t) =
e−c|x|
2/t
(1 + t)
n
2
+ 1
2
[
O(1) O(1)(1 + t)−
1
2
O(1)(1 + t)−
1
2 O(1)(1 + t)−1
]
.
Our aim is to show that, under the assumption of small initial data, if
u0(x) = u˜0(x), φ0(x) = φ˜0(x), (71)
then ‖u(t) − u˜(t)‖L2 , and ‖φ(t) − φ˜(t)‖L2 , for large t, approach zero faster than ‖u(t)‖L2, ‖u˜(t)‖L2 ,
‖φ(t)‖L2 and ‖φ˜(t)‖L2 .
Theorem 5.1. Let (u, v, φ) and (u˜, φ˜) be the global solutions respectively to system (67) and (68)
under the assumptions (Hf ), (Hg), (Hh) and (71). Then there exist ǫ0, L > 0 such that, if
‖u0‖Hs , ‖u0‖L1, ‖v0‖Hs , ‖v0‖L1, ‖φ0‖Hs+1 , ‖φ0‖W 1,∞ ≤ ǫ0
then, for all t > 0,
sup
(0,t)
{
max{1, sδ}‖u(s)− u˜(s)‖L2
}
≤ L, sup
(0,t)
{
max{1, sδ}‖φ(s)− φ˜(s)‖L2
}
≤ L,
where δ = min{n4 +
1
2 ,
n
2 }.
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Proof. Let K > 0 such that ‖u, v, φ,∇φ, u˜, v˜, φ˜,∇φ˜‖L∞(Rn×(0,∞)) ≤ K. The difference between u and
u˜ can be expressed as follows
|u− u˜| ≤ |(Γh11(t)− Γ
1
β (t)) ∗ u0|+
∣∣∣∣∣
n∑
i=1
Γh1,i+1(t) ∗ v
i
0
∣∣∣∣∣
+
∣∣∣∣
∫ t
0
Γh1 (t− s) ∗ (B¯(φ,∇φ)v(s) +H(φ,∇φ, u)(s))ds
−
1
β
∫ t
0
∇Γ
1
β (t− s) ∗ (H(φ˜,∇φ˜, u˜))ds
∣∣∣∣ .
By equation (70), we have
|u− u˜| ≤ |(K11(t) +R11(t))u0|+
∣∣∣∣∣
n∑
i=1
Γh1,i+1(t) ∗ v
i
0
∣∣∣∣∣
+
∣∣∣∣ 1β
∫ t
0
∇Γ
1
β (t− s) ∗ (H(φ,∇φ, u)−H(φ˜,∇φ˜, u˜))ds
∣∣∣∣
+
∣∣∣∣
∫ t
0
(K1(t− s) +R1(t− s))H(φ,∇φ, u)ds
∣∣∣∣
+
∣∣∣∣
∫ t
0
Γh1 (t− s) ∗ B¯(φ,∇φ)v(s)ds
∣∣∣∣ .
Proceeding as in the proof of Theorem 3.8, we are able to estimate ‖u− u˜‖L2 for large t:
‖u(t)− u˜(t)‖L2 ≤ ‖(K11(t) +R11(t))u0‖L2 + ‖
n∑
i=1
Γh1,i+1(t) ∗ v
i
0‖L2
+
1
β
∫ t
0
‖∇Γ
1
β (t− s) ∗ (H(φ,∇φ, u)(s) −H(φ˜,∇φ˜, u˜)(s))‖L2ds
+
∫ t
0
‖(K1(t− s) +R1(t− s))H(φ,∇φ, u)(s)‖L2ds (72)
+
∫ t
0
‖Γh1 (t− s) ∗ B¯(φ,∇φ)v(s)‖L2ds.
(73)
For the first two terms on the right hand side we have,
‖(K11(t) +R11(t))u0‖L2 ≤ e
−ct‖u0‖L2 + t−(
n
4
+ 1
2
)‖u0‖L1
‖
n∑
i=1
Γh1,i+1(t) ∗ v
i
0‖L2 ≤ e
−ct
n∑
i=1
‖vi0‖L2 +min{1, t
−(n
4
+ 1
2
)}
n∑
i=1
‖vi0‖L1 .
Let us now estimate the first integral as
1
β
∫ t
0
‖∇Γ
1
β (t− s) ∗ (H(φ,∇φ, u)(s) −H(φ˜,∇φ˜, u˜)(s))‖L2ds
≤
1
β
∫ t
0
Cmin{1, (t− s)
−(n
4
+ 1
2
)
}‖h(φ,∇φ)(s)g(u)(s)− h(φ˜,∇φ˜)(s)g(u˜)(s)‖L1ds
≤CHkGk(M
n
4
D1xφ
(t) +M
n
4
φ (t))M
δ
u−u˜
1
β
∫ t
0
min{1, (t− s)
−(n
4
+ 1
2
)
}min{1, s−
n
4
−δ)}ds
+CHkGkM
n
4
u˜ (t)M
δ
φ−φ˜
1
β
∫ t
0
min{1, (t− s)
−(n
4
+ 1
2
)
}min{1, s−
n
4
−δ)}ds
+CHkGkM
n
4
u˜ (t)M
δ
D1xφ−D1xφ˜
1
β
∫ t
0
min{1, (t− s)
−(n
4
+ 1
2
)
}min{1, s−
n
4
−δ)}ds,
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where δ = min{n4 +
1
2 ,
n
2 }.
Then, thanks to Lemma 3.6 we deduce
1
β
∫ t
0
‖∇Γ
1
β (t− s) ∗ (H(φ,∇φ, u)(s) −H(φ˜,∇φ˜, u˜)(s))‖L2ds
≤C1(min{1, t
−θ1}(HkGk(M
n
4
φ (t) +M
n
4
D1xφ
(t))M δu−u˜ +M
n
4
u˜ (t)M
δ
φ−φ˜ +M
n
4
u˜ (t)M
δ
D1xφ−D1xφ˜
).
where θ1 = min
{
n
4 +
1
2 ,
n
4 + δ,
n
2 + δ −
1
2
}
.
We estimate now the fourth term in (72) as,
∫ t
0
‖(K1(t− s) +R1(t− s))H(φ,∇φ, u)(s)‖L2ds
≤
∫ t
0
Ce−c(t−s)‖h(φ,∇φ)g(u)‖L2 + Cmin{1, (t− s)
−(n
4
+1)}‖h(φ,∇φ)g(u)(s)‖L1ds.
On the other hand the first term can be estimated as∫ t
0
Ce−c(t−s)‖h(φ,∇φ)g(u)‖L2ds ≤
∫ t
0
Ce−c(t−s)HkGk(‖φ(s)‖L2‖u(s)‖L∞ + ‖∇φ(s)‖L2‖u(s)‖L∞)ds
≤ Cmin{1, t−
3
4
n}(GkHkM
n
4
D1xφ
(t)N
n
2
u (t) +M
n
4
φ (t)N
n
2
u (t)).
While the second term is estimate by∫ t
0
Cmin{1, (t− s)−(
n
4
+1)}‖h(φ,∇φ)(s)g(u)(s)‖L1ds
≤
∫ t
0
Cmin{1, (t− s)−(
n
4
+1)}GkHk(‖φ(s)‖L2 + ‖∇φ(s)‖L2)‖u(s)‖L2)ds
≤C2min{1, t
−θ2}HkGk(M
n
4
u (t)M
n
4
φ (t) +M
n
4
u (t)M
n
4
D1xφ
(t)),
where θ2 = min{
n
4 +1,
n
2 }. In order to complete our estimate, we need to study the fifth integral term
in (72), then proceeding as done before,
∫ t
0
‖Γh1 (t− s) ∗ B¯(φ,∇φ)w(s)‖L2ds ≤ Bkmin{1, t
−(n
4
+n
2
)}(M
n
4
φ (t)N
n
2
v (t) +M
n
4
D1xφ
(t)N
n
2
v (t))
+ Bkmin{1, t
−θ3}BK(M
n
4
φ (t)M
ν0
v (t) +M
n
4
D1xφ
(t)Mν0v (t)),
where θ3 = min{
n
4 +
1
2 ,
n
2 }.
If we sum all the previous estimates, we get the following estimate for the difference of function u and
function u˜ in the L2-norm.
‖u(t)− u˜(t)‖L2 ≤ C
[
e−ct‖u0‖L2 + t−(
n
4
+ 1
2
)‖u0‖L1 + e
−ct
n∑
i=1
‖vi0‖L2 +min{1, t
−(n
4
+ 1
2
)}
n∑
i=1
‖vi0‖L1
]
+ Ck
[
min{1, t−θ1}((M
n
4
φ (t) +M
n
4
D1xφ
(t))M δu−u˜(t) +M
n
4
u˜ (t)(M
δ
φ−φ˜(t) +M
δ
D1xφ−D1xφ˜
(t))
+ min{1, t−
3
4
n}(M
n
4
φ (t)N
n
2
u (t) +M
n
4
D1xφ
(t)N
n
2
u (t))
+ min{1, t−θ2}(M
n
4
u M
n
4
φ +M
n
4
u M
n
4
D1xφ
) + min{1, t−θ3}(M
n
4
φ M
ν0
v (t) +M
n
4
D1xφ
Mν0v (t)) ,
where δ = min{n4+
1
2 ,
n
2 }, θ1 = min{
n
4+
1
2 ,
n
4+δ,
n
2−
1
2+δ}, θ2 = min{
n
4+1,
n
2 }, and θ3 = min{
n
4+
1
2 ,
n
2 }.
Let us now focus on the function φ. Arguing as in Proposition 3.7, it is easy to show that the difference
of the second variables is given by
‖φ(t)− φ˜(t)‖L2 ≤
∫ t
0
‖e−b(t−s)Γp(t− s) ∗ (au(s)− au˜(s) + f¯(u, φ)(s)− f¯(u˜, φ˜)(s))‖L2ds
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≤
∫ t
0
e−b(t−s)Ck(‖u(s)− u˜(s)‖L2 + ‖φ(s)− φ˜(s)‖L2)ds
≤ Ck(M
δ
u−u˜(t) +M
δ
φ−φ˜(t))
∫ t
0
e−b(t−s)min{1, s−δ}ds
≤ Ckmin{1, t
−δ}(M δu−u˜(t) +M
δ
φ−φ˜(t)).
Then, for small initial data we have
M δ
φ−φ˜(t) ≤ CkM
δ
u−u˜(t), (74)
where Ck is a constant depending on K. Proceeding in a similar way we get also
M δ
D1xφ−D1xφ˜
≤ C2KM
δ
u−u˜. (75)
Then by using the known decays of the L2 and L∞-norms of u, u˜, φ, φ˜, ∇φ,∇φ˜, from inequalities in
(74) and (75) we obtain
M δu−u˜(t) ≤ C0
(
‖u0‖L2 +
n∑
i=1
‖vi0‖L2 + ‖u0‖L1 +
∑
i
‖vi0‖L1
)
+ C1k
[
M δu−u˜(t)(M
n
4
φ (t) +M
n
4
D1xφ
(t) +M
n
4
u˜ (t))
]
+ C2k
[
M
n
4
φ (t)N
n
2
φ˜
(t) +M
n
4
u (t)N
n
2
u (t)
+ M
n
4
u (t)N
n
2
u (t) +M
n
4
φ (t)N
n
2
u (t) +M
n
4
D1xφ
(t)N
n
2
u (t) +M
n
4
φ (t)M
n
4
u (t)
+ M
n
4
D1xφ
(t)M
n
4
u (t) +M
n
4
φ (t)M
ν0
v (t) +M
n
4
D1xφ
(t)Mν0v (t)
]
,
where C1k and C2k are positive constant depending on K.
Now for small M
n
4
φ (t), M
n
4
D1xφ
(t) and M
n
4
u˜ (t), or K, i.e. for small initial data, we have a global bound
for M δu−u˜(t), with δ = min{
n
4 +
1
2 ,
n
2 }, and of course for the functional M
δ
φ−φ˜(t).
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