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Kunci sukses dari navigasi sebuah mobile robot bergantung pada 
pembangkitan trajektori atau perencanaan jalur. Perencanaan jalur berbasis metode 
optimasi heuristik dikembangkan untuk menyederhanakan permasalaahan 
perencanaan jalur menjadi permasalahan optimasi. Salah satu metode optimasi 
heuristik yang sering digunakan dalam perencanaan jalur adalah Particle Swarm 
Optimization (PSO) karena kesederhanaan pada algoritmanya, mudah 
diimplementasikan dan memiliki sedikit parameter untuk diatur. Akan tetapi pada 
permasalahan perencanaan jalur yang kompleks dengan lingkungan dinamis, 
algoritma dasar PSO tidak dapat menjamin menemukan solusi optimal (local 
optimum) dikarenakan konvergensi prematur yang menyebabkan terjadi tumbukan 
dengan halangan dan jalur yang lebih panjang.  
Pada penelitian ini setelah perilaku pencarian PSO dianalisa, PSO adaptif 
dikembangkan dengan menggunakan fungsi Gaussian dalam pengaturan nilai 
parameter pada PSO untuk mempercepat konvergensi dan reinisialisai partikel 
dilakukan untuk mencegah terjadinya konvergensi prematur.  
Simulasi dan perbandingan dengan algoritma Adaptif Inertia (AIW) PSO 
dan standard PSO menunjukan algoritma yang diusulkan dapat menemukan solusi 
optimal lebih cepat dengan konvergensi kurang dari 150 iterasi pada halangan statis 
dan 200 iterasi pada halangan bergerak. Selain itu algoritma yang diusulkan 
memiliki 3% panjang lintasan yang lebih pendek, 10% lebih smooth dan lebih 
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The success key in mobile robot navigation depends on trajectory 
generation or path planning. Path planning based on heuristic optimization method 
is developed to simplify the path planning issues into optimization problems. One 
of the heuristic optimization methods used in path planning is the Particle Swarm 
Optimization (PSO) that is often used because of its simplicity, easy to implement 
and has few parameters to set. However, in the case of complex path planning with 
dynamic environments, the PSO basic algorithm can not guarantee finding the 
optimum solution (local optimum) due to premature convergence that causes 
collisions, with longer obstacles and paths. 
 In the proposed method, the Gaussian parameter updating rule use to 
speed up the convergence by maintaining exploration and exploitation of the 
particle. Then, particle re-initialization is proposed after analyzing the behavior of 
PSO algorithm to prevent premature convergence.  
Simulation result shows in benchmark test with Adaptive Inertia (AIW) 
PSO and standard PSO that proposed PSO algorithm can find optimal solution 
faster than the other algorithm which can convergence in less than 150 iteration in 
static obstacle and 200 iteration in dynamic obstacle. Proposed PSO algorithm with 
particle re-initialization can guarantee to find optimal solution with resulting path 
3% more shortest, 10% more smooth and guaranteed to collision free path. 
 
Key words: Particle Swarm Optimization; Mobile Robot; Path Planning; Multi-
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1.1 Latar Belakang 
Penelitian mengenai Mobile robot telah banyak dilakukan karena 
aplikasinya sangat luas pada berbagai bidang seperti pada bidang maritim, 
penanggulangan bencana, industri manufaktur, dan transportasi. Pada aplikasi 
tersebut robot dituntut agar dapat bernavigasi secara autonomous, sehingga dapat 
mengurangi peranan manusia dalam melaksanakan pekerjaan tersebut.  
Salah satu tantangan agar robot dapat bernavigasi secara autonomus adalah 
mendapatkan jalur yang cepat, efisien dan aman untuk mencapai tujuan. Hal 
tersebut adalah permasalahan utama pada path planning atau perencanaan jalur. 
Pada saat ini penelitian mengenai perencanaan jalur terbagi menjadi dua bagian 
utama yaitu metode klasik dan metode berbasis metaheuristik. Metode metode 
klasik seperti Cell Decomposition [1], Potential Field [2], and Visibility Graph [3] 
telah di usulkan pada waktu yang sangat lampau. Metode klasik memiliki 
kekurangan seperti komputasi yang sangat lama dan rumit [1] 
Tidak dapat diragukan bahwa permasalahan path planning dapat dilihat 
sebagai permasalahan optimasi multi-tujuan dengan fungsi tujuan seperti, panjang 
path, waktu tempuh, energi dan dengan batasan menjauh dari halangan. Salah satu 
alternatif metode penyelesaian optimasi adalah dengan menggunakan metode 
heuristic yang berbasis artificial intelligent seperti, Particle Swarm Optimization 
(PSO), Algoritma Genetika (GA), dan Ant Colony Optimization (ACO). Pada 
permasalahan path planning statis, metode metode tersebut terbukti dapat 
menghasilkan jalur yang efektif dan efisien dibandingkan metode klasik. [2] 
Terinspirasi dari kejadian yang ada di alam, PSO pertamakali diusulkan 
pada tahun 1995 dan telah digunakan untuk menyelesaikan berbagai macam 
permasalahan optimisasi. Penelitian mengenai implementasi menggunakan PSO 
diantaranya, implementasi PSO untuk menghindari halangan pada permainan sepak 
bola robot [4], implementasi PSO untuk menghindari halangan pada home service 
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manipulator robot[5], dan hibridisasi dengan menggunakan metode heuristik lain 
telah dilakukan oleh [6]. 
Kunci sukses perencanaan jalur yang berbasi metode heuristik adalah 
berdasarkan permodelan permasalahan perencanaan jalur dengan lingkunganya dan 
performa algoritma optimisasi. Pada penelitian penelitian yang telah disebutkan 
diatas perencanaan jalur telah diformulasikan menjadi fungsi tujuan tunggal yang 
pada umumnya adalah fungsi panjang jalur. Bagaimanapun juga, formulasi yang 
hanya menggunakan panjang lintasan saja tidak menjamin bahwa jalur yang dibuat 
aman dan smooth. Pada penelitian ini permasalahan perencanaan jalur 
diformulasikan menggunakan tiga buah fungsi tujuan yakni, panjang lintasan, 
tingkat resiko tumbukan, dan kriteria smooth.  
Pada umumnya alasan utama dalam penggunaa PSO pada perencanaan 
jalur adalah karena kesederhanaan, mudah diimplementasikan dan memiliki sedikit 
parameter untuk diatur[4] [5]. Bagaimanapun juga, disamping kelebihan tersebut 
PSO juga memiliki kekurangan yaitu dapat terjebak dalam lokal minimum atau 
konvergensi prematur pada implementasi perencanaan jalur pada lingkungan yang 
komplek yang merupakan permasalahan optimisasi multi modal yang memiliki 
banyak kemungkinan jalur untuk dilalui dan pada lingkungan yang memiliki 
halangan yang dinamis [4].   
Analisa konvergensi PSO secara teoritis telah di lakukan oleh Van den 
Bergh [7]. PSO dianalisa dalam asusmsi bahwa proses pencarian dilakukan secara 
deterministik dan dilakukan pada satu buah partikel. Pada analisa tersebut PSO 
akan konvergen ketika syarat pengaturan parameter terpenuhi. Akan tetapi 
pembahsan lebih lanjut mengenai penangan konvergensi prematur belum 
dilakukan. 
Pencegahan konvergensi prematur telah dilakukan dengan berbagai cara, 
salah satunya adalah pengaturan parameter inersia. Pada PSO salah satu parameter 
yang berperan penting adalah inersia. Nilai parameter inersia yang besar 
menghasilkan pencarian global (eksplorasi) dan sebaliknya jika nilai inersia kecil 
akan menghasilkan pencarian lokal(eksploitasi). Ketika pengaturan parameter 
inersia yang tidak sesuai menyebabkan konvergensi prematur atau konvergensi 
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yang lambat. Hal tersebut terjadi karena tidak adanya keseimbangan antara 
pencarian global dan lokal [8] 
Seiring perkembanganya modifikasi algoritma PSO telah dilakukan 
dengan memberikan algoritma perubahan parameter inersia secara dinamis untuk 
menyeimbangkan antara pencarian global maupun lokal. Algoritma inersia adaptif 
menjadi alternatif baru dalam PSO, setiap iterasinya proses pencarian termonitoring 
dan inersia berubah berdasarkan parameter umpanbalik. PSO inersia adaptif 
(AIWPSO) menggunakan percentage of success sebagai parameter umpan balik 
dan kemudian fungsi linier digunakan untuk pembobotan parameter inersia. 
Perubahan inersia secara adaptif tersebut membuat konvergensi menjadi lebih cepat 
dibandingkan dengan inersia konstan, linear decreasing, linear increasing. Akan 
tetapi konvergensi premature dalam permasalahan optimasi kompleks tetap sulit 
dihindari dengan metode ini. [8] 
Selain parameter inersia, parameter lain dalam PSO yang perlu diatur 
adalah koefisien akselerasi. Parameter ini berfungsi untuk mengatur laju 
pembelajaran antara komponen kognitif dan sosial pada PSO. Selain diatur secara 
konstan penelitian mengenai pengaturan parameter ini adalah dirubah berdasarkan 
waktu iterasi atau time varying acceleration coefficient. Pengujian menunjukan 
dengan menggunakan metode pengaturan tersebut menghasilkan hasil optimasi 
yang lebih baik dibandingkan dengan PSO yang menggunakan pengaturan 
parameter inersia menggunakan linear decreasing. Hasil yang baik tersebut dicapai 
pada permasalahan permasalahan multi modal [9]. 
Oleh karena itu berdasarkan permasalahan diatas, maka pada penelitian ini 
permasalahan perencanan jalur mobile robot diformulasikan dengan menggunakan 
3 buah fungsi tujuan agar representasi jalur lebih aman dari halangan dan lebih 
smooth. Pengembangan PSO adaptif dilakukan untuk mengatasi permasalahan 
konvergensi. Parameter inersia dan koeffisien akselerasi di atur menggunakan 
fungsi Gaussian untuk mempercepat konvergensi. Kemudian reinisalisasi partikel 
dilakukan untuk mengetahui apakah solusi yang dihasilkan adalah hasil yang global 
optimum. Selain itu untuk mempermudah permasalahan optimisasi dengan adanya 
halangan dinamis prediksi trrajektori halangan dilakukan agar perencanaan jalur 
dinamis dapat didekati dengan perencanaan jalur yang statis. 
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1.2 Rumusan Masalah 
Rumusan masalah dari penelitian ini adalah sebagai berikut 
1. Bagaimana memformulasikan permasalahan perencanaan jalur dalam fungsi 
tujuan optimasi yang mepertimbangkan panjang jalur, tingkat keaman 
terhadap tumbukan dan kriteria smooth 
2. Bagaimana merancang suatu algoritma PSO yang dapat mempercepat 
konvergensi dan mengatasi permasalahan lokal minimum agar dihasilkan 




Adapun tujuan penelitian ini adalah sebagai berikut : 
1. Merancang model permasalahan optimasi perencanaan jalur yang 
mepertimbangkan panjang jalur, tingkat keaman terhadap tumbukan dan 
kriteria smooth pada jalur 
2.  Menghasilkan algoritma PSO yang dapat menangani permasalahan lokal 
optimum dan konvergensi premature pada implementasi perencanaan jalur 
mobile robot sehingga dihasilkan jalur yang terpendek, aman dari tumbukan 
dan smooth..  
 
1.4 Batasan Masalah 
Pada penelitian ini terdapat batasan masalah, yaitu: 
1. Analisa PSO dilakukan secara deterministic 
2. Kecepatan dan percepatan halangan konstan 
3. Path yang dihasilkan tidak memperhatikan orientasi dan sistem dinamika 
robot. 
4. Lingkuan robot diketahui secara tepat  
 
1.5 Kontribusi 
Kontribusi dari penelitian ini adalah menghasilkan algoritma PSO yang 
dapat menangani permasalahan lokal optimum dan dapat mempercepat konvergensi 
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1.6 Metodologi Penelitian 
Adapun metodologi yang digunakan dalam penelitian guna tercapainya 
tujuan penelitian adalah sebagai berikut: 
1.6.1 Studi Literatur 
Untuk menunjang pengerjaan penelitian ini adapun hal hal yang 
mendukung adalah konsep PSO, relasi rekursif homogen dan non homogen, dan 
optimasi multi tujuan.  
1.6.2 Pemodelan Permasalan Perencanaan Jalur Mobile Robot 
Pemodelan dilakukan dengan terlebih dahulu melakukan transformasi 
posisi dan lingkungan robot dalam koordinat lokal robot dan memformulasikanya 
menjadi tiga buah fungsi tujuan yaitu panjang lintasan, tingkat resiko tumbukan dan 
kriteria smooth.  
1.6.3 Analisa dan Perancangan Sistem 
Pada perancangan sistem terlebih dahulu PSO dianalisa dengan asusmsi 
proses pencarian adalah deterministik.  Setelah itu dirancang algoritma PSO adaptif 
untuk mencegah terjadinya konvergensi premature dan konvergensi lambat. 
Kemudian merancang algoritma path planning menggunakan PSO adaptif. 
1.6.4 Simulasi dan Analisa Performa Algoritma 
Performa algoritma PSO dan permodelan permaslahan perencanaan jalur 
disimulasikan kemudian dibandingkan dengan PSO standart dan Adaptive Inertia 
(AIW) PSO pada beberapa skenario lingkungan robot. 
1.6.5 Penarikan Kesimpulan 
Kesimpulan diambil berdasarkan data pengujian dari perbandingan 
metode yang diusulkan dengan PSO standart dan AIW PSO dengan 3 kriteria yaitu 
jarak minimum yang dicapai dan jarak rata-rata yang dicapai, tingkat keamanan 






















2.1 Kajian Penelitian Terkait 
2.1.1  Obstacle-avoidance Path Planning for Soccer Robots Using Particle 
Swarm Optimization 
Penelitian ini menyajikan implementasi PSO dalam permasalahan 
perencanaan jalur dinamis yang mempertimbangkan bentuk dari halangan. Semua 
bentuk halangan direpresentasikan memiliki bentuk lingkaran. Pada mulanya 
semua posisi halangan ditransformasikan pada koordinat lokal seperti Gambar 2.1 
 
Gambar 2.1 Model Representasi Jalur dengan Transofrmasi Koordinat Lokal [4] 
Koordinat lokal dibentuk berdasarkan titik start 𝑆 dan target 𝐺 robot. 
Kemudian garis lurus antara 𝑆𝐺 dijadikan sebagai sumbu 𝑋′ dan garis tegak lurus 
terhadap 𝑆𝐺 dijadikan sebagai sumbu 𝑌′. Pada garis 𝑆𝐺 kemudian dibagi menjadi 
beberapa segmen dimana setiap segmen dibagi secara tetap. Penggunaan metode 
seperti ini dimaksudkan untuk membuat variabel keputusan optimisasi hanya 
bergantung pada sumbu 𝑌′. 
Melalui transformasi tersebut, pada penelitian ini kemudian membuat dua 
buah fungsi tujuan. Fungsi yang pertama adalah fungsi panjang jalur yang terbentuk 
melalui titik titik yang terbentuk dalam koordinat lokal dengan titik 𝑋′ adalah 
konstan. Fungsi panjang jalur dijabarkan dalam persamaan berikut 
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Fungsi yang kedua merepresentasikan fungsi untuk menghindari halangan 
yang di jabarkan dalam persamaan (2.2) 
𝑓2 = {
1 𝐿𝑚𝑖𝑛 ≥ 𝑅𝑘(𝑘 = 1,2,3, … , 𝑛)
0 𝑒𝑙𝑠𝑒
 (2.2) 
dimana 𝑅𝑘 adalah jari-jari halangan pada halangan ke-𝑘 dan 𝐿𝑚𝑖𝑛 adalah 
jarak terdekat antara titik 𝑝𝑗 dengan halangan ke-𝑘 yang dijabarkan dalam 
persamaan (2.3) 
𝐿𝑚𝑖𝑛 = min (√(𝑥𝑝𝑗








Kemudian PSO digunakan untuk meminimumkan fungsi tujuan 
keseluruhan yang dijabarkan dalam persamaan (2.4) 
𝑓 = 𝑓1×𝑓2 (2.4) 
Dari 50 kali pengujian didapatkan 2 kali terjebak dalam lokal minimum 
yang mengakibatkan robot gsgsl menghindari halangan. Jika diperhatikan pada 
fungsi menghindari halangan pada persamaan (2.2) jika jarak antara halangan 
dengan titik jalur 𝑝𝑗 kurang dari jarak aman atau jari jari 𝑅𝑘 fungsi diberi bobot 0. 
Hal tersebut membuat algoritma memutuskan bahwa jalur yang bertumbukan 
dengan halangan dianggap paling minimum Karena diberi bobot 0. 
 
2.1.2 A Convergence Proof for The Particle Swarm Optimization 
Penelitian ini menyajikan Analisa konvergensi PSO secara analitis. 
Analisa dilakukan dengan mengasumsikan bahwa pergerakan partikel adalah 
deterministik dan dianalisa pada satu buah partikel saja. Telah kita ketahui 
sebelumnya bahwa PSO memiliki mekanisme perubahan kecepatan dan posisi 
partikel yang dijabarkan pada persamaan (2.5) dan (2.6) 
𝑉(𝑡 + 1) = 𝑤𝑉(𝑡) + 𝑐1𝑟1(𝑃 − 𝑥(𝑡)) + 𝑐2𝑟2(𝐺 − 𝑥(𝑡)) (2.5) 
𝑥(𝑡 + 1) = 𝑥(𝑡) + 𝑉(𝑡 + 1) (2.6) 
Substitusi persamaan (2.5) ke persamaan (2.6) akan menghasilkan  
 𝑥(𝑡 + 1) = (1 − 𝜑1 − 𝜑2)𝑥(𝑡) + 𝑤𝑉(𝑡) + 𝜑1𝑃 + 𝜑2𝐺 (2.7) 
kemudian dari persamaan (2.6) didapatkan bahwa 
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𝑉(𝑡) = 𝑥(𝑡) − 𝑥(𝑡 − 1) (2.8) 
Substitusi persamaan (2.8) ke dalam persamaan (2.7), menghasilkan 
persamaan relasi rekurensi homogen 
𝑥(𝑡 + 1) = (1 + 𝑤 − 𝜑1 − 𝜑2)𝑥(𝑡) + 𝑤𝑥(𝑡 − 1) + 𝜑1𝑃 + 𝜑2𝐺 (2.9) 
yang memiliki persamaan karakteristik 
(1 − 𝜆)(𝜔 − (1 + 𝜔 − ∅1 − ∅2)𝜆 + 𝜆
2) = 0 (2.10) 
diengan nilai eigen dari persamaan tersebut adalah 
𝜆1 = 1 (2.11) 
𝜆2,3 =
(1 + 𝜔 − ∅1 − ∅2) ± 𝛾
2
 (2.12) 
dimana   
𝛾 = √(1 + 𝜔 − ∅1 − ∅2)2 + 4𝜔 (2.13) 
Setelah didapatkan nilai eigen, bentuk solusi persamaan relasi rekursif 




𝑡  (2.14) 
 dengan 𝜆1 = 1 maka 
𝑥𝑡 = 𝐾1 + 𝐾2𝜆2
𝑡 + 𝐾3𝜆3
𝑡  (2.15) 
Dari persamaan (2.15) didapatkan bahwa PSO akan konvergen jika dan 
hanya jika  
 max(‖𝜆2‖, ‖𝜆3‖) < 1 (2.16) 
Ketika syarat tersebut terpenuhi maka  
lim
𝑡→∞
𝑥𝑡 = 𝐾1 + 𝐾2 lim
𝑡→∞
𝜆2
















 ( 2.18 ) 
ketika kondisi inisial 𝑥(0) dan 𝑥(1) diketahui. 
Pada penelitian ini syarat pada persamaan (2.16) dipenuhi jika dan hanya jika  
0 < 𝑤 ≤ 1 (2.19) 
0 < 𝑐1 + 𝑐2 ≤ 4 (2.20) 
Syarat tersebut adalah syarat pengaturan parameter PSO agar konvergen 
untuk mendapatkan solusi dari permasalahan optimisasi yang dapat ditunjukan pada 
Gambar 2.2 
 
2.1.3 A Novel Particle Swarm Optimization Algorithm with Adaptive 
Inertia Weight 
Parameter inertia pertamakali diperkenalkan oleh Shi dan Eberhart [10] 
untuk mengatur konvergensi PSO akibat kecepatan partikel pada itersai 
sebelumnya. Berawal dari itu banyak peneliti yang mengusulkan beberapa metode 
untuk mengatur parameter tersebut agar diperoleh hasil optimisasi yang effisien dan 
effektif. Pada penelitian ini dilakukan peninjauan ulang dari beberapa pengaturan 
parameter inertia diantaranya 
2.1.3.1 Random  






2.1.3.2 Time-Variying  




(𝑤𝑚𝑎𝑥 − 𝑤𝑚𝑖𝑛) + 𝑤𝑚𝑖𝑛 (2.22) 





(𝑤𝑚𝑎𝑥 − 𝑤𝑚𝑖𝑛) + 𝑤𝑚𝑖𝑛 (2.23) 
Dimana 
𝑖𝑡𝑒𝑟𝑚𝑎𝑥 : jumlah itersai maksimum 
𝑖𝑡𝑒𝑟  : nilai iterasi saat ini 
𝑤𝑚𝑎𝑥  : nilai inersia maksimum yang diinginkan  
𝑤𝑚𝑖𝑛  : nilai inersia minimum yang diinginkan  
𝑛  : derajat nonlinearitas yang diinginkan 
2.1.3.3 Adaptive Inertia 
Selain random dan time varying, metode lain yang digunakan dalam 
pengaturan parameter inersia dalah metode adaptive. Metode yang pertama adalah 
metode yang perubahan parameter inersia bergantung pada perubahan 2 buah factor 
yang diberi nama speed factor dan aggregation factor, dimana perubahan inersia 
dilakukan dengan persamaan 











 adalah aggregation factor. 
Metode adaptasi yang kedua adalah menggunakan rasio perbandingan 
antara global position dan rata rata personal best position. 






  Selain melakukan review terhadap beberapa metode diatas pada 
penelitian ini mengusulkan metode adaptasi parameter inersia berdasarkan 
parameter umpan balik percentage of success atau presentasi dari kesuksesan 
disetiap iterasi. Metode tersebut diusulkan karena metode adaptasi sebelumnya 
menggunakan parameter umpan balik yang tidak sesuai dengan kondisi yang terjadi 
pada proses pencarian PSO.  Parameter umpan balik percentage of success 









1 𝑓(𝑋(𝑡)) < 𝑓(𝑃(𝑡 − 1))
0 𝑓(𝑋(𝑡)) ≥ 𝑓(𝑃(𝑡 − 1))
 (2.29) 
Kemudian parameter inersia diperbaharui dengan menggunakan fungsi 
linier berikut 
𝑤 = (𝑤𝑚𝑎𝑥 − 𝑤𝑚𝑖𝑛)𝑃𝑆(𝑡) + 𝑤𝑚𝑖𝑛 (2.30) 
 Dari beberapa kali pengujian dengan menggunakan fungsi uji optimisasi 
maka didapatkan bahwa dengan menggunkana parameter tersebut membuat 
konvergensi lebih cepat dibanding dengan metode pengaturan inersia yang lainya 
seperti yang ditunjukan pada Gambar 2.3. Meskipun lebih cepat konvergensinya 
namun kemungkinan konvergensi premature tetap saja bisa terjadi seperti yang 




Gambar 2.3 Perbandingan nilai fungsi tujuan dari berbagai metode pengaturan 
parameter inersia [11] 
 
2.1.4 Self-Hierarcical Particle Swarm Optimizer with Time-Varying 
Acceleration Coefficients  
Selain konstan, awal mula penelitian mengenai pengaturan koefisien 
akselerasi pada PSO adalah parameter tersebut diberikan secara time varying yang 
terinspirasi dari pengaturan parameter inersia secara linear decreasing. Kedua 
parameter akselerasi di atur menggunakan persamaan berikut 
𝑐1 = (𝑐1𝑚𝑎𝑥 − 𝑐1𝑚𝑖𝑛)
𝑖𝑡𝑒𝑟
𝑖𝑡𝑒𝑟𝑚𝑎𝑥
+ 𝑐1𝑚𝑖𝑛  
𝑐2 = (𝑐2𝑚𝑖𝑛 − 𝑐2𝑚𝑎𝑥)
𝑖𝑡𝑒𝑟
𝑖𝑡𝑒𝑟𝑚𝑎𝑥
+ 𝑐2𝑚𝑎𝑥  
(2.31) 
 Alasan menggunakan mekanisme tersebut adalah untuk menyeimbangkan 
antara social komponen dan kognitif komponen. Pada awal iterasi nilai 𝑐1 lebih 
besar dari 𝑐2 agar partikel tersebar berdasarkan kemampuan kognitifnya dan pada 
akhir iterasi 𝑐2 lebih besar dari 𝑐1 agar terjadi konvergensi yang lebih cepat pada 
komponen sosialnya. Percobaan secara empiris dengan menggunakan 5 fungsi uji 
optimisasi menunjukan bahwa metode yang diusulkan memiliki hasil yang lebih 
baik dibandingkan dengan metode pengaturan pearameter inersia secara linear 




Tabel 2.1 Rata rata nilai dan standar deviasi dari nilai optimal pada 50 kali trial 










10 1000 0.01 0.01 0.01 
20 2000 0.01 0.01 0.01 










































































2.2 Dasar Teori 
2.2.1 Standard Particle Swarm Optimization (SPSO) 
Particle Swarm Optimization (PSO) adalah teknik optimasi berbasis 
populasi yang dikembangkan oleh James Kennedy dan Russ Eberhart pada tahun 
1995. Teknik ini terinspirasi oleh tingkah laku sosial pada kawanan burung yang 
terbang berduyun-duyun (bird flocking) atau gerombolan ikan yang berenang 
berkelompok (fish schooling). Kawanan burung bangau, dalam jumlah sangat 
banyak, bisa terbang membentuk formasi tertentu tanpa bertabrakan satu sama lain. 
Gerombolan ikan yang berjumlah ribuan bisa bergerak sangat cepat tanpa tabrakan 
meskipun jarak antar ikan begitu dekat. Burung maupun ikan memiliki kecerdasan 
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yang luar biasa sehingga bisa menjaga jarak tetap stabil dengan mengatur kecepatan 
terbang atau berenangnya.  
PSO dimulai dengan suatu populasi yang terdiri dari sejumlah individu 
(yang menyatakan solusi) yang dibangkitkan secara acak dan selanjutnya 
melakukan pencarian solusi optimum melalui perbaikan individu untuk sejumlah 
generasi tertentu. Pada PSO, posisi dan kecepatan terbang partikel di–update pada 
setiap iterasi sehingga pertikel tersebut bisa menghasilkan solusi baru yang lebih 
baik. 
Pada PSO, solusi-solusi (partikel) yang potensial, “terbang” di dalam 
ruang masalah mengikuti partikel-partikel yang optimum saat ini (current optimum 
particles). Dengan konsep ini, PSO lebih mudah diimplementasikan dan parameter 
yang harus disetel hanya sedikit. PSO telah berhasil diaplikasikan pada banyak 
area: optimasi fungsi, pelatihan artificial neural network (ANN), fuzzy system 
control, dan area-area lainnya di mana GA dapat diaplikasikan. 
A. Konsep Dasar  
PSO dimulai dengan sekumpulan partikel (solusi) yang dibangkitkan 
secara acak. Setiap partikel kemudian dievaluasi kualitasnya menggunakan fungsi 
fitness. Selanjutnya. Partikel-partikel akan terbang mengikuti partikel yang 
optimum. Pada setiap generasi, setiap partikel di–update mengikuti dua nilai 
“terbaik”. Yang pertama adalah fitness terbaik yang dicapai oleh satu partikel saat 
ini. Nilai fitness ini dilambangkan dengan Pbest dan disimpan di memory. 
Sedangkan nilai “terbaik” yang ke dua  adalah fitness terbaik yang dicapai oleh 
semua partikel dalam topology ketetanggaan. Indeks Gbest digunakan untuk 
menunjuk partikel dengan fitness terbaik tersebut.  
Jika kita menggunakan topology ketetanggaan yang berupa ring topology, 
maka cara ini disebut sebagai PSO versi global. Tetapi, jika topologi 
ketetanggaannya berupa star topology maka cara ini di sebut PSO versi lokal.  
Setelah menemukan dua nilai ”terbaik”, suatu partikel i pada posisi Xi meng-update 
vektor velocity dan kemudian meng-update posisinya menggunakan persamaan: 
𝑣𝑖𝑑 =  𝜔𝑖𝑑 ∗ 𝑣𝑖𝑑 + 𝑐1 ∗ 𝑟 ∗ (𝑃𝑖𝑑 − 𝑥𝑖𝑑) + 𝑐2 ∗ 𝑟 ∗ (𝐺𝑑 − 𝑥𝑖𝑑)  ( 2.32 ) 




𝜔 =inersia pada partikel ke-i (konstan) 
i =  partikel ke – i; 
d =  dimensi ke – d; 
𝑐1= laju belajar (learning rates) untuk komponen cognition (kecerdasan individu) 
;  
𝑐2= laju belajar untuk komponen social  (hubungan sosial antarindividu); 
P= vektor nilai fitness terbaik yang dihasilkan sejauh ini; 
g=indeks dari partikel dengan fitness terbaik di dalam topologi ketetanggaan  
r= bilangan acak (random) dalam interval [0,1]. 
Velocity partikel pada setiap dimensi dibatasi pada statu velocity 
maksimum Vmax. Jika percepatan akan mengakibatkan velocity pada suatu dimensi 
melebihi Vmax, maka velocity pada dimensi tersebut dianggap sama dengan Vmax. 
Nilai batas Vmax ditentukan oleh user. 
B. Parameter 
PSO memiliki dua komponen penting: representasi solusi dan fungsi 
fitness. Setiap partikel yang merepresentasikan satu solusi dapat berupa bilangan 




partikel i bisa berupa Xi = <x1,x2,x3> .Sedangkan fungsi fitness-nya adalah f (x) itu 
sendiri. Setelah mendefinisikan ke dua komponen tersebut, maka kita bisa 
menggunakan algoritma PSO di atas untuk mencari nilai maksimum dari fungsi 
tersebut, Pencarian dilakukan secara iteratif sampai sejumlah iterasi tertentu atau 
tingkat kesalahan tertentu, yang diinginkan user, sudah dicapai. PSO memiliki 
beberapa parameter untuk diatur-atur (disetel), yaitu : 
1. Jumlah partikel. Biasanya antara 20 sampai 40. Tetapi, untuk sebagian 
besar masalah, 10 partikel sudah cukup besar untuk mendapatkan hasil yang 
bagus. Untuk masalah khusus yang sangat sulit, kita bisa saja menggunakan 
100 partikel atau lebih. Pada, Carlisle menyatakan bahwa partikel tidak 
terlalu berpengaruh terhadap solusi optimum yang dihasilkan PSO, tetapi 
berpengaruh terhadap kecepatan proses. Jumlah partikel yang terlalu kecil 
bisa terjebak pada optimum lokal meskipun waktu prosesnya sangat cepat. 
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Sebaliknya, jumlah partikel yang besar jarang terjebak pada optimum lokal 
tetapi waktu prosesnya lebih lama. Carlisle menyarankan jumlah partikel 
sekitar 30, cukup kecil untuk efisiensi waktu dan sudah cukup besar untuk 
menghasilkan solusi yang baik (mendekati optimum global). 
2. Dimensi partikel. Hal ini bergantung pada masalah yang akan dioptimasi. 
3. Rentang nilai dari partikel. Hal ini juga bergantung pada masalah yang 
akan dioptimasi. 
4. Vmax. Variabel ini menentukan perubahan maksimum yang bisa dilakukan 
oleh suatu partikel dalam satu iterasi. Biasanya Vmax diset sama dengan 
rentang nilai partikel. Misalkan, suatu partikel i yang berada pada posisi Xi 
= <x1,x2,x3> dengan x1 berada dalam rentang [-10,10], x2 dalam rentang [-
5,5],  dan x3 dalam rentang [-3,3]. Untuk partikel tersebut, kita  bisa 
menggunakan Vmax untuk x1 sebesar 20 (didapat dari 10- (-10), Vmax 
untuk x2 sebesar 10, dan Vmax x3 sebesar 6, Carlisle menemukan bahwa 
untuk permasalahan dengan batasan [Xmin, Xmax], ketika partikel mencapai 
X max maka ubah velocitynya menjadi 0. 
5. Synchronous atau asynchronous update. Pada Synchronous update, semua 
partikel digerakkan secara paralel kemudian partikel terbaik di dalam 
topologi ketetanggaan dipilih dan iterasi berikutnya dijalakan. Sedangkan 
pada asynchronous update, partikel terbaik di dalam topologi ketetanggaan 
dipilih lebih dulu, kemudian partikel terbaik tersebut diperhitungkan untuk 
menggerakkan semua partikel lainnya. Carlisle menemukan bahwa 
asynchronous update lebih efisien dibandingkan Synchronous update. 
 
2.2.2 Relasi Rekrusif Linier 
Relasi Rekursif adalah sebuah fungsi deret (𝑎𝑛) yang mana nilai nilai 𝑎𝑛 
bergantung pada nilai yang sebelumnya (𝑎𝑛−1, 𝑎𝑛−2, … , 𝑎1, 𝑎0). Berdasarkan 
bentuk fungsinya relasi rekursif dibedakan menjadi bentuk liner dan non linier serta 
dalam bentuk homogen dan non homogen. Relasi rekursif biasanya digunakan 
dalam menyelesaikan masalah counting. 
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A. Relasi Rekursif Linier Homogen 
Relasi rekurensi jenis ini merupakan relasi rekurensi yang 
mengekspresikan suku - suku barisan sebagai kombinasi linier suku-suku 
sebelumnya. Sebuah persamaan relasi rekursif linier dengan derajat 𝑘 serta 
memiliki koefisien konstan dinyatakan dalam bentuk persamaan sebagai berikut: 
𝑎𝑛 = 𝑐1𝑎𝑛−1 + 𝑐2𝑎𝑛−2 + ⋯ + 𝑐𝑘𝑎𝑛−𝑘 (2.34) 
Bentuk tersebut linier jika tidak ada perkalian atau perpangkatan dari 𝑎𝑗. 
Kemudian yang dimaksud koeffisien konstan adalah ketika 𝑐1, 𝑐2, … , 𝑐𝑘 tidak 
bergantung pada 𝑛. Sedangkan degree atau orde k terjadi jika 𝑎𝑛 diekspresikan 
dalam 𝑘 suku sebelumnya.  
• Solusi Relasi Rekursif Linier Homogen 
Bentuk dasar penyelesaian dari sebuah persamaan relasi rekursif  linier 
adalah   𝑎𝑛 = 𝑟
𝑛, dimana 𝑟 adalah sebuah konstatnta. Penyelesaian 𝑟𝑛 menjadi 
solusi  relasi rekursif persamaan (2.34)  jika dan hanya jika  
𝑟𝑛 = 𝑐1𝑟
𝑛−1 + 𝑐2𝑟
𝑛−2 + ⋯ + 𝑐𝑘𝑟
𝑛−𝑘 ( ) (2.35) 




𝑘−2 − ⋯ − 𝑐𝑘−1𝑟 − 𝑐𝑘 = 0 (2.36) 
Persamaan tersebut adalah persamaan karakteristik dari sebuah relasi 
rekursif linier homogen. Penyelesaian dari persamaan karakteristik tersebut disebut 
akar akar karakteristik yang merupakan solusi eksplisit dari sebuah relasi rekursif 
linier homogen. 
B. Relasi Rekursif Linier Non-Homogen  
Bentuk umum dari relasi rekursif non-homogen adalah sebagai berikut: 
𝑎𝑛 = 𝑎𝑛 = 𝑐1𝑎𝑛−1 + 𝑐2𝑎𝑛−2 + ⋯ + 𝑐𝑘𝑎𝑛−𝑘 + 𝐹(𝑛) (2.37) 
Bentuk umum tersebut bersifat non-homogen jika dan hanya jika 𝐹(𝑛) 
adalah fungsi yang tidak sama dengan nol yang nilanya bergantung pada 𝑛. Relasi 
rekurensi  
𝑎𝑛 = 𝑎𝑛 = 𝑐1𝑎𝑛−1 + 𝑐2𝑎𝑛−2 + ⋯ + 𝑐𝑘𝑎𝑛−𝑘 (2.38) 




• Solusi Relasi Rekursif Linier Non-Homogen  
Bentuk umum solusi dari relasi rekursif linier non-homogen terdiri dari 
dua bagian yaitu solusi homogen dan solusi khusus. Solusi homogeny diperoleh 
dari persamaan relasi yang berasosiasi dengan rekursif linier homogen. Sedangkan 
































Bab ini membahas tahapan-tahapan yang dilakukan dalam proses 
perancangan sistem. Proses perancangan yang dilakukan meliputi proses 
perancangan algoritma PSO adaptif dan pemodelan permasalahan perencanaan 
jalur mobile robot. 
3.1 Pemodelan Perencanaan Jalur Mobile Robot  
3.1.1 Representasi Jalur Dalam Lingkungan Robot 
Pada bab ini pembahasan tentang bagaimana memodelkan jalur dalam 
lingkungan robot serta merumuskan fungsi tujuan optimasi. pada permodelan jalur 
dalam lingkungan robot metode dari [4] diadopsi karena sederhana. Semua obstacle 
direpresentasikan dalam bentuk lingkaran untuk memudahkan dalam formulasi 
fungsi tujuan. Selain itu semua posisi dan titik titik jalur ditransormasikan dalam 
koordinat local untuk memperkecil jumlah variable keputusan. 
Pada koordinat global 𝑂-𝑋𝑌, 𝑆dan 𝑇 merepresentasikan posisi start robot 
dan target robot. Garis 𝑆𝑇 direpresentasikan sebagai 𝑋′ axis untuk membuat 
koordinat lokal 𝑆-𝑋′𝑌′, kemudian garis tersebut dibagi menjadi 𝑛 + 1 segmen. Pada 
setiap segmen dibuat garis bayangan yang tegak lurus sejumlah 𝑛 sehingga kita 
dapatkan satu set garis parallel (𝑙1, 𝑙2, … , 𝑙𝑛) seperti yang ditunjukan oleh Gambar 
3.1. Dengan memberikan titik titik acak pada garis vertikal (𝑙1, 𝑙2, … , 𝑙𝑛), kita dapat 
membentuk jalur robot secara keseluruhan (𝑝𝑙1, 𝑝𝑙2, … , 𝑝𝑙𝑛). Kemudian untuk 
mentransormasikan posisi pada koordinat global 𝑂-𝑋𝑌 dalam koordinat lokal 𝑆-





cos 𝜃 − sin 𝜃








(𝑥𝑠, 𝑦𝑠) : posisi start 𝑆 dalam koordinat global. 
(𝑥′, 𝑦′) : posisi titik (𝑥, 𝑦) dalam koordinat lokal 
𝜃 : adalah sudut antara 𝑋-axis dan garis 𝑆𝑇 
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Melalui transmormasi tersebut permasalahan perencanaan jalur mobile 
robot menjadi permasalahan optimasi, dimana variable yang dioptimasi adlah 
sebagai berikut 
𝑃𝐿 = (𝑆, 𝑝𝑙1, 𝑝𝑙2, … , 𝑝𝑙𝑛, 𝑇) (3.2) 
dimana setiap titik 𝑝𝑙𝑛 tidak tertutupi oleh halangan, dan setiap garis 
diantara pasang titik ( 𝑆- 𝑝𝑙1,𝑝𝑙1- 𝑝𝑙2,…,𝑝𝑙𝑚−1- 𝑝𝑙𝑚, 𝑝𝑙𝑚- 𝑇) dapat memenuhi 
batasan tidak bertumbukan dengan halangan.  
 
Gambar 3.1. Representasi path dalam lingkungan robot 
 
3.1.2 Fungsi Tujuan 
Permasalahan utama pada permasalahan perencanaan jalur mobile robot 
adalah bagaimana membangkitkan jalur yang terbebas dari tumbukan. Pada tesis 
ini, terdapat tiga fungsi tujuan yang digunakan untuk merepresentasikan 
permasalahan tersebut, fungsi tujuan tersebut antara lain, panjang jalur, tingkat 
resiko tumbukan, dan tingkat smooth pada jalur. 
3.1.2.1 Panjang Jalur 
Fungsi tujuan yang pertama adalah panjang jalur, pada sub bab 
sebelumnya sudah dijelaskan bagaimana mereperesentasikan jalur dalam 
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lingkukngan robot. Jalur robot dibentuk melalui titik titik (𝑆, 𝑝𝑙1, 𝑝𝑙2, … , 𝑝𝑙𝑛, 𝑇), 
sehingga panjang jalur 𝑃𝐿 didapatkan melalui persamaan 




dimana 𝑑(𝑝𝑙𝑗 , 𝑝𝑙𝑗+1) merepresentasikan panjang antara 𝑝𝑙𝑗 dan 𝑝𝑙𝑗+1.  











Pada koordinat lokal, garis 𝑆𝑇 telah dibagi menjadi 𝑛 + 1 segmen, sehingg 
panjang jalur dari setiap titik pada persamaan (3.4) dapat dihitung melalui 
persamaan 












 dari persamaan (3.5) panjang jalur 𝑃𝐿 keseluruhan dapat dihitung dengan 
persamaan  














dimana 𝑑(𝑝𝑙0, 𝑝𝑙𝑛+1) adalah panjang antara start dan target. 
 
3.1.2.2 Tingkat Resiko Tumbukan 
Fungsi tujuan selanjutnya adalah tingkat resiko tumbukan dengan 
halangan. Pada fungsi tujuan ini tingkat resiko tumbukan direpresentasikan dengan 
jarak setiap titik jalur dengan titik pusat halangan seperti yang ditunjukan oleh 
Gambar 3.2.  pada gambar tersebut (𝑝𝑙1, 𝑝𝑙2, … , 𝑝𝑙𝑖) merupakan titik titik jalu dan 
𝑝𝑜𝑘 adalah titik pusat halangan ke-𝑘. 
 
Gambar 3.2 Representasi jarak halangan dengan titik jalur 
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Kemudian fungsi tingkat resiko tumbukan dengan halangan 
direpersentasikan dalam persamaan (3.7).  
𝐽𝑟𝑖𝑠𝑘 = ∑ ∑ (
𝑠𝑖𝑔𝑛(𝑟 − 𝑑𝑗𝑘) + 1
2











𝑟 : adalah jarak aman antara jalur dengan halangan 
𝑑𝑖𝑘 : adalah jarak antar titik jalur ke-𝑖 dengan halangan ke-𝑘 
𝛼 : adalah bobot nilai konstan yang lebih besar dari 0. 
Pada fungsi tujuan tersebut, ketika jarak 𝑑𝑖𝑘 bertumbukan dengan 
halangan akan diberikan bobot besar sesuai dengan jaraknya dengan titik pusat 
halangan. Selanjutnya semakin jauh dengan jarak aman 𝑟 juga akan diberikan bobot 
yang besar, sehingga dari fungsi tujuan tersebut diharapkan jalur tetap berada di 
jarak aman. 
 
3.1.2.3 Kriteria smooth jalur  
Selain dua fungsi tujuan yang telah dijabarkan pada tesis ini ditambahkan 
satu fungsi tujuan yaitu kriteria 𝑠𝑚𝑜𝑜𝑡ℎ pada jalur. Fungsi kriteria 𝑠𝑚𝑜𝑜𝑡ℎ 
diberikan dengan tujuan agar jalur yang terbentuk tidak memiliki sudut sdut 
lengkung yang tajam atau sudut lengkung yang kurang dari 900. Oleh karena itu, 
kriteria 𝑠𝑚𝑜𝑜𝑡ℎ didapatkan melalui sudut sudut yang dibentuk oleh masing masing 
garis pada titik titik jalur, seperti yang ditunjukan pada Gambar 3.3. 
 
Gambar 3.3 representasi jalur dan sudut ditiap titik jalur 
Kriteria smooth direpresentasikan dalam persamaan  
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𝛽𝑗 : sudut antara titik jalur (𝑝𝑙𝑖−1, 𝑝𝑙𝑖, 𝑝𝑙𝑖+1) 
𝜗 : sudut yang diinginkan  
Pada pemodelan fungsi tujuan didapatkan bahwa permasalahan 
perencanaan jalur mobile robot merupakan permaslahan multi tujuan. Untuk 
mempermudah dalam proses optimasi maka fungsi tujuan pada persamaan 
(3.6),(3.7), dan (3.8) dibuat dalam bentuk penjumlahan berbobot berikut 
𝐽 = 𝛾1𝐽𝑑𝑖𝑠 + 𝛾2𝐽𝑟𝑖𝑠𝑘 + 𝛾3𝐽𝑠𝑚𝑜𝑜𝑡ℎ (3.9) 
dimana 𝛾1,2,3 adalah konstanta yang memiliki nilai antara [0,1]. 
 
3.2 Perancangan Algoritma Adaptive Parameter PSO 
Pada sub bab ini akan dibahas tentang perancangan algoritma adaptif 
Gaussian PSO. Melalui Analisa konvergensi PSO didapatkan bagaimana mengatur 
parameter parameter yang ada dalam PSO. 
3.2.1 Analisa Prilaku Kecepatan PSO 
Pada sub bab ini Analisa konvergensi dilakukan untuk mengetahui 
karakteristik PSO. Analisa konvergensi dilakukan dengan menganalisa kecepatan 
partikel dengan asumsi bahwa pergerakan partikel adalah deterministik dan dalam 
waktu diskrit seperti yang dilakukan oleh [7]. Substitusi persamaan posisi pada 
persamaan ( 2.33 ) kedalam persamaan kecepatan ( 2.32 ) didapatkan persaman 
relasi rekurensi non-homogen (Lampiran 1) 
𝑉𝑖(𝑡 + 1) = (1 + 𝑤 − 𝜑1 − 𝜑2)𝑉𝑖(𝑡) − 𝑤𝑉𝑖(𝑡 − 1) (3.10) 
dimana 𝜑1 = 𝑐1𝑟1  dan 𝜑2 = 𝑐2𝑟2. Dari persamaan (3.10) kita dapat membentuk 











persamaan karakteristik dari sistem tersebut adalah sebagai berikut  
𝜆1,2 =
(1 + 𝑤 − 𝜑1 − 𝜑2) ± 𝛾
2
  (3.12) 
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diamana 𝛾 = √(1 + 𝑤 − 𝜑1 − 𝜑2)2 − 4𝑤 . Dari persamaan (3.12), solusi dari 
persamaan relasi rekursif non-homogen (3.10) adalah 
𝑣𝑖(𝑡) = 𝑃1𝜆1
𝑡 + 𝑃2𝜆2
𝑡 . (3.13) 
Pada persamaan (3.13), trajektori partikel akan konvergen jika dan hanya 




𝑣𝑖(𝑡) = 0 (3.14) 
Dari hasil tersebut dapat disimpulkan bahwa ketika syarat konvergensi 
terpenuhi PSO akan konvergen dengan kecepatan partikel menuju ke nol. 
Konvergensi premature terjadi ketika partikel konvergen dan kecepatan partikel 
mendekati nol, namun solusi global belum diketemukan.  
 
3.2.2 Re-inisialisasi Partikel  
Pada subab sebelumnya kita telah menganalisa kecepatan partikel dari 
PSO. Berdasarkan persamaan (3.14), kecepatan partikel akan menuju ke nol saat 
partikel konvergen meskipun solusi global belum diketemukan. Untuk mencegah 
terjadinya kondisi tersebut, reinisialisasi partikel dilakukan ketika rata rata 
kecepatan dari semua partikel mendekati nol.  
 
Proses reinisialisai tersbut dapat dijabarkan melalui pernyataan berikut 
𝑥𝑖𝑑(𝑡) = {




 𝐺𝑑(𝑡) : indeks posisi partikel terbaik dalam swarm 
𝑟3, 𝑟4 :  random number dengan distribusi normal [0,1] 
𝑟 : adalah radius penebaran partikel  
Melalui reinisialisasi partikel diharapkan algoritma dapat keluar dari lokal 




3.2.3 Parameter Inersia 
Fungsi utama dari parameter inersia adalah untuk menjaga keseimbangan 
antara eksplorasi dan eksploitasi. Nilai inertia yang relatif besar akan cenderung 
membuat pola pencarian lebih eksploratif dan sebaliknya. Salah satu teknik untuk 
mencegah terjadinya konvergensi premature adalah dengan mengatur parameter 
inersia secara adaptif sesuai dengan dinamika yang terjadi pada saat pencarian. 
Pada tesis ini parameter umpan balik Percentage of Successful (𝑃𝑆) pada persaman  
(2.28) di adopsi karena parameter tersebut menggambarkan apa yang terjadi pada 
proses pencarian pada algoritma PSO. 
 
Gambar 3.4 Bobot arameter inersia dengan menggunakan fungsi gausssian 
Kemudian, parameter inersia diadaptasi dengan menggunakan fungsi 
Gaussian berikut  








)) 𝑃𝑆 (3.16) 
Dengan menggunakan persamaan (3.16), nilai inersia akan terdistribusi 
seperti yang ditunjukan oleh Gambar 3.4. Pemberian bobot dengan distribusi 
tersebut bertujuan agar pola pencarian lebih ekspolratif. 
 
3.2.4 Koeffisien Akselerasi (𝑪𝟏 & 𝑪𝟐) 
Terdapat tiga component dalam persamaan kecepatan PSO yaitu, 
komponen kecepatan waktu yang lalu, komponen kognitif (𝑃 − 𝑥(𝑡)) dan 
komponen sosial (𝐺 − 𝑥(𝑡)). Koeffisien akselerasi 𝐶1 dan 𝐶2 berfungsi mengatur 
keseimbangan antara komponen kognitif dan komponen social. Jika nilai 𝐶1 lebih 
























besar dibandingkan dengan 𝐶2 atau komponen kognitif lebih besar dibanding 
dengan komponen social maka partikel akan mengeksplorasi dalam ruang 
pencarian. Sebaliknya, jika nilai 𝐶2 lebih besar dibandingkan dengan 𝐶1 atau 
komponen sosial lebih besar dibanding dengan komponen kognitif maka akan 
mempercepat konvergensi. Berdasarkan pernyataan tersebut maka untuk 
menyeimbangkannya mekanisme pemberian kedua bobot tersbut menggunakan 
fungsi Gaussian berikut ini 
 
Gambar 3.5 (a) nilai 𝐶1 pada setiap iterasi (b) nilai 𝐶2 pada setiap iterasi 





) + 𝑐1𝑚𝑖𝑛 





) + 𝑐2𝑚𝑖𝑛  
(3.17) 
 Dimana : 
𝑡 : waktu iterasi 
𝑡𝑚𝑎𝑥 : waktu iterasi maksimal  
0 ≤  𝑐1𝑚𝑖𝑛 , 𝑐2𝑚𝑖𝑛 ≤  𝑐1𝑚𝑎𝑥 , 𝑐2𝑚𝑎𝑥 ≤ 2  
 
3.3 Implementasi Algoritma PSO Pada Perencanaan Jalur Mobile Robot 
3.3.1 Representasi Partikel 
Pada sub bab 3.1.1, telah dijabarkan bagaimana merepresentasikan jalur 
𝑃𝐿 dalam lingkungan robot dengan titik titik (𝑝𝑙1, 𝑝𝑙2, … , 𝑝𝑙𝑚). Pada titik titik 
tersebut, sejak garis bayangan (𝑙1, 𝑙2, … , 𝑙𝑛) diberikan untuk membagi sumbu 𝑋′ 
dalam koordinat lokal dalam beberapa segmen secara konstan, maka titik titik jalur 
(𝑝𝑙1, 𝑝𝑙2, … , 𝑝𝑙𝑚) hanya bergantung pada titik titik pada garis (𝑙1, 𝑙2, … , 𝑙𝑛) pada 
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sumbu 𝑌′ koordinat lokal. Sehingga untuk mendapatkan jalur yang optimal, 
variabel keputusan (𝑦′𝑝𝑙1, 𝑦′𝑝𝑙2, … , 𝑦′𝑝𝑙𝑚) dijadikan sebagai partikel. 
𝑥𝑑 = (𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑑) = (𝑦′𝑝𝑙1, 𝑦′𝑝𝑙2, … , 𝑦′𝑝𝑙𝑚) (3.18) 
Setelah semua posisi di transformasikan dalam koordinat lokal dan 
variabel keputusan bergantung pada sumbu 𝑌′, untuk membuat pencarian effektif 
dan efisien ruang pencarian partikel dibatasi oleh batas atas dan batas bawah. 
Dimana batas atas adalah posisi halangan tertinggi pada sumbu 𝑌′ dan batas bawah 
adalah posisi halangan terendah halangan pada sumbu 𝑌′. 
𝑋𝑚𝑖𝑛 ≤ 𝑋𝑖𝑑 ≤ 𝑋𝑚𝑎𝑥  (3.19) 
dimana 






, … , 𝑦𝑜
′
𝑘







, … , 𝑦𝑜
′
𝑘























Gambar 3.6 Batasan ruang pencarian  
 
3.3.2 Pemilihan Personal best position (𝑷𝒊𝒅) dan Global best position (𝑮𝒅) 
Personal best position (𝑃𝑖𝑑) adalah indeks dari posisi partikel yang 
menghasilkan nilai fungsi tujuan terbaik dan Global best position (𝐺𝑑) adalah 
indeks dari swarm partikel yang menghasilkan nilai fungsi tujuan terbaik. Sejak 
permasalahan perencanaan jalur diformulasikan menjadi persoalaan minimisasi 
fungsi tujuan persamaan (3.9), sehingga Personal best position (𝑃𝑖𝑑) dan global best 
position (𝐺𝑑) di perbaharui dengan memilih partikel yang mendominasi atau yang 
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menghasilkan nilai fungsi tujuan yang kecil. Mekanisme pembaharuan personal 
best position (𝑃𝑖𝑑) dan global best position (𝐺𝑑) tersebut dideskripsikan menjadi 
𝑃𝑖𝑑(𝑡) = {
𝑋𝑖𝑑(𝑡) 𝐽(𝑋𝑖𝑑(𝑡)) < 𝐽(𝑃𝑖𝑑(𝑡 − 1))
𝑃𝑖𝑑(𝑡 − 1) 𝐽(𝑋𝑖𝑑(𝑡)) ≥ 𝐽(𝑃𝑖𝑑(𝑡 − 1))
 (3.20) 
dan global best position (𝐺𝑑) didapatkan dari 
𝐺𝑑(𝑡) = min (𝐽(𝑃1(𝑡)), 𝐽(𝑃2(𝑡)), … , 𝐽(𝑃𝑑(𝑡))) (3.21) 
Secara keselruhan algoritma PSO dijabarkan dalam pseudocode pada Gambar 3.7. 
Start 
Transformasi posisi dalam koordinat global ke dalam koordinat  S-X’Y’; 
Membuat n segment (𝑙1, 𝑙2, … , 𝑙𝑛) pada X’-axis; 
For i=1 hingga n 
Inisialisasi partikel sebagai titik y’pada (𝑙1, 𝑙2, … , 𝑙𝑛) ; 
𝑃𝑖 = 𝑥𝑖 ; 
End 
While (kondisi iterasi belum terpenuhi) 
  SC=0; 
   For i=1 hingga n partikel 
     For d=1 hingga d dimens 
      Hitung kecepatan partikel dengan persamaan (2.22); 
      Hitung posisi partikel dengan persamaan (2.23); 
      Evaluasi partikel dengan menggunakan fungsi tujuan persamaan (3.9); 
      End  
   End  
 Perbaharui 𝑃𝑖𝑑 and 𝐺𝑑 menggunakan persamaan (3.20) dan (3.21); 
 Perbaharui Parameter inersia menggunakan persamaan (3.16); 
 Perbaharui Parameter akselerasi menggunakan persamaan (3.17); 






, … , 𝑦′
𝑛
) = 𝐺𝑑 ; 
End  
 
Gambar 3.7 Pseudocode dari algoritma PSO yang diusulkan  
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3.4 Prediksi Trajektori Halangan Dalam Perencanaan Jalur Dinamis 
Adanya halangan yang bergerak menyebabkan persoalan perencanaan 
jalur menjadi persoalan optimisasi dinamis. Perencanaan jalur dengan pendekatan 
optimasi dinamis memiliki tingkat kesulitan yang lebih tinggi karena menuntut 
algoritma optimasi memiliki kemampuan adaptasi terhadap perubahan kondisi 
ruang pencarian. Oleh karena itu dalam tesis ini dilakukan prediksi halangan agar 
dapat menghitung potensi terjadinya tumbukan antara halangan yang bergerak dan 
robot pada jalur yang telah direncanakan.  
3.4.1.1 Model Halangan 
Sistem visi ataupun sensor dari robot mendapatkan informasi posisi robot 
setiap waktu sampling. Karena informasi mengenai halangan yang didapatkan 
hanya posisi sedangkan dinamika halangan tidak bias diketahui secara akurat maka 
pergerakan halangan didekati dengan persamaan polynomial dengan orde 2, seperti 
pada persamaan  
𝑥(𝑡) = 𝑎0 + 𝑎1𝑡 + 𝑎2𝑡
2 
𝑦(𝑡) = 𝑏0 + 𝑏1𝑡 + 𝑏2𝑡
2 
(3.22) 
dimana  𝑎0,1,2 dan 𝑏0,1,2 adalah parameter yang dicari dari tiga kali sampling data 
pengukuran posisi.  
𝑦𝑜(𝑡) = 𝑎0 + 𝑎1𝑡 + 𝑎2𝑡
2 
𝑦𝑜(𝑡 − 𝑡𝑠) = 𝑎0 + 𝑎1(𝑡 − 𝑡𝑠) + 𝑎2(𝑡 − 𝑡𝑠)
2 
𝑦𝑜(𝑡 − 2𝑡𝑠) = 𝑎0 + 𝑎1(𝑡 − 2𝑡𝑠) + 𝑎2(𝑡 − 2𝑡𝑠)
2 
(3.23) 







1 (𝑡 − 𝑡𝑠) (𝑡 − 𝑡𝑠)2








1 (𝑡 − 𝑡𝑠) (𝑡 − 𝑡𝑠)2
1 (𝑡 − 2𝑡𝑠)2 (𝑡 − 2𝑡𝑠)2
] = 𝑇(𝑡, (𝑡 − 𝑡𝑠), (𝑡 − 2𝑡𝑠)) adalah bukan 
matrik singular maka parameter 𝑎0,1,2 dan 𝑏0,1,2 dicari dengan persamaan (3.25) 
𝐴 = 𝑇−1(𝑡, (𝑡 − 𝑡𝑠), (𝑡 − 2𝑡𝑠))𝑌(𝑡, (𝑡 − 𝑡𝑠), (𝑡 − 2𝑡𝑠))  





3.5 Perencanan Jalur Ulang  
Setelah trejektori diprediksi selanjutnya adalah melakukan perencanaan 
jalur ulang ketika trayektori dari halangan berpotensi terjadi tumbukan terhadap 
mobile robot. Untuk mengetahui apakah trajektori halangan bertumbukan atau tidak 
dilakukan dengan bebrapa langkah berikut: 
1. Sampling 3 posisi terakhir dari halangan sehingga didapatkan parameter 
(𝑎0, 𝑎1𝑎2)(𝑏0, 𝑏1, 𝑏2). 
2. Prediksi trayektori halangan dari t hingga 𝑡 + 6𝑡𝑠 dengan persamaan (3.22).  
3. Periksa ke 6 posisi dari prediksi halangan tersebut apakah kurang dari radius 
aman terhadap jalur yang dibentuk. 
4. Jika kurang dari radius aman maka periksa apakah waktu yang dibutuhkan 
mobile robot terhadap titik tersebut sama dengan 6𝑡𝑠 jika iya lakukan 


















HASIL DAN PEMBAHASAN 
 
4.1 Pengaturan Bobot Fungsi Tujuan 
Pada persamaan (3.9), fungsi panjang lintasan, tingkat resiko tumbukan 
dan fungsi kriteria smooth dijadikan satu fungsi tujuan dengan pembobot. Karena 
tujuan utama dari perencanaan jalur adalah mencari jalur terpendek dan 
menghindari halangan, sehingga kedua fungsi tersebut diberi bobot penuh yaitu 1. 
Selanjutnya fungsi keriteria smooth bertujuan agar jalur yang dibentuk lurus dan 
sedikit berbelok yang merupakan bukan tujuan utama dari perencanan jalur. 
Berdasarkan alasan tersebut bobot 𝛾3 ditala untuk mendapatka representasi jalur 
yang sedikit berbelok dan tanpa bertumbukan. Penalaan bobot dilakukan pada 
halangan statis dilakukan dengan memberikan bobot 0 hingga 1 dengan skala 0.1. 
Pada Gambar 4.1 (a) menunjukan reperesentasi jalur tanpa menggunakan fungsi 
keriteria smooth atau bobot bernilai 0 dan gambar (b) saat diberi bobot 1. Hasil 
terbaik diperoleh ketika bobot bernilai 0.2 dengan panjang jalur dan resiko 
tumbukan terkecil yaitu 37.824 m 0.0122 yang ditunjukan pada gambar Gambar 
4.2. 
 
Gambar 4.1 Perbandingan Reperesentasi Jalur dengan bobot 𝛾3 0 dan 1 










Gambar 4.2 Reperesentasi Jalur dengan bobot 𝛾3 = 0.2 
4.2 Perencanan Jalur Pada Halangan Statis 
Pengujian pertama kali dilakukan pada skenario lingkungan yang statis 
dengan jumlah halangan 8 buah halangan berbentuk lingkaran. Pengujian ini 
dilakukan dengan membandingkan algoritma PSO yang diusulkan dengan Adaptive 
Inertia (AIW) PSO dan Standard PSO untuk mengetahui performa algoritma PSO 
yang diusulkan. Agar pengujian seimbang dilakukan dengan parameter yang sama 
seperti yang ditunjukan Tabel 4.1. 
Tabel 4.1 Parameter Parameter Pada Pengujian Statis 
No Parameter PSO yang diusulkan AIW-PSO SPSO 
1 Jumlah Partikel 25 25 25 
2 Dimensi Jalur  25 25 25 
3 Waktu Iterasi 300 300 300 
4 𝑤𝑚𝑎𝑥 1 1 0.85(konstan) 
5 𝑤𝑚𝑖𝑛 0.1 0.1 0.85(konstan) 
6 𝑐1𝑚𝑎𝑥 2 2(konstan) 2(konstan) 
7 𝑐1𝑚𝑖𝑛 0.2 2(konstan) 2(konstan) 
8 𝑐2𝑚𝑎𝑥  2 2(konstan) 2(konstan) 
9 𝑐2𝑚𝑖𝑛 1 2(konstan) 2(konstan) 
10 𝛾 10−3 - - 
 
Pada pengujian ini robot start pada posisi (0,0) dan target berada pada 








Halangan 1 2 3.5 
Halangan 2 9.5 5.5 
Halangan 3 15 9.5 
Halangan 4 19 20 
Halangan 5 21 13 
Halangan 6 25 3 
Halangan 7 25 20 
Halangan 8 6 15 
 
Pada pengujian perbandingan dengan algoritma PSO lain, hasil statistic 
dengan 20 kali pengujian menujukan bahwa algoritma yang diusulkan 
menghasilkan panjang jalur rata rata 37.913 m dan rata rata error sudut adalah 
85.8310 dengan sudut yang diinginkan adalah 1800 pada setiap titik jalur. Hasil 
tersbut menunjukan bahwa jalur yang dihasilkan dari algoritma PSO yang 
diusulkan 3% lebih pendek.  
 
Gambar 4.3 Representasi jalur yang dihasilkan oleh algoritma PSO yang 
diusulkan 

























Gambar 4.4 Representasi jalur yang dihasilkan oleh algoritma AIW-PSO  
 
Gambar 4.5 Representasi jalur yang dihasilkan oleh algoritma SPSO  
Pada Tabel 4.3 menunjukan bahwa PSO yang diusulkan juga memiliki 
nilai tingkat resiko tumbukan rata rata yang lebih kecil dari yang lainya yaitu 0.229 
meskipun pada jalur yang terburuk pun tetap menghasilkan jalur dengan tingkat 
resiko tumbukan terkecil yaitu 0.880 seperti yang ditunjukan oleh Gambar 4.3, 
representasi jalur aman dari halangan dan smooth. 
Pada pengujian dengan halangan statis kecepatan konvergensi dari 
algoritma yang diusulkan lebih cepat dibandingkan dengan algoritma lain, seperti 
yang ditunjukan Gambar 4.6 solusi optimal diperoleh kurang dari 150 iterasi. Pada 
iterasi awal, konfergensi pertama kali terjadi pada 100 iterasi pertama dan 














































kemudian reinisialisasi partikel pada iterasi selanjutnya mengakibatkan solusi 
optimal ditemukan disekitar konvergensi pertama tersebut.   
Proses reinisialisasi pertikel dapat terlihat pada Gambar 4.6, pada 100 
iterasi pertama terjadi konvergensi pertama kemudian algoritma melakukan 
reinisialisasi partikel yang menghasilkan solusi baru yang dapat meminimumkan 
fungsi tujuan. Reinisialisali selanjutnya tidak menyebabkan algoritma mendapatkan 
solusi baru lagi sehingga solusi dari reinisalisasi yang pertama merupakan solusi 
yang optimal. 
 
Gambar 4.6 Perbandingan Nilai Fungsi Tujuan Persamaan (3.9) Setiap Iterasi  
 
Gambar 4.7 Kecepatan partikel PSO pada setiap Iterasi 
 
 





























Tabel 4.3 Hasil statistik dari 20 kali pengujian pada halangan statis 
Kriteria Jumlah PSO Usulan AIW-PSO S-PSO 
Panjang Jalur (m) 
Min 37.643 37.610 37.622 
Max 38.691 42.020 47.499 
Mean 37.913 38.3465 39.991 
Tingkat Resiko 
Tumbukan 
Min 0 0 0 
Max 0.880 2.076 6.829 
Mean 0.229 0.536 0.509 
Kriteria Smooth (error 
sudut dalam derajat) 
Min 74.408 67.192 73.912 
Max 114.056 156.049 194.618 
Mean 85.831 84.975 109.5744 
Nilai Fungsi Tujuan 
Min 52.588 51.122 52.689 
Max 61.514 75.285 86.473 
Mean 55.309 55.878 62.415 
Standar Deviasi Jalur Jumlah 0.121 0.196 0.357 
Kecepatan Konvergensi Mean 152.105 168.421 186.842 
Tumbukan Jumlah 0 0 0 
 
4.3 Perencanan Jalur Pada Halangan Dinamis 
Pengujian pada halangan dinamis dilakukan dengan membuat dua 
skenario lingkungan. Skenario lingkungan yang pertama terdiri dari 8 buah 
halangan berbentuk lingkaran dimana 1 halangan bergerak, Sedangkan pada 
skenario yang kedua terdapat 2 halangan yang bergerak untuk memotong jalur yang 
dilalui oleh mobile robot. 
 
4.3.1 Pengujian dengan 1 halangan bergerak 
Pada pengujian ini dilakukan dengan posisi halangan yang menyerupai 
pada skenario pengujian lingkungan halangan statis, dengan parameter halangan 
ditunjukan pada Tabel 4.4. 
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Tabel 4.4 Parameter halangan pada pengujian 1 halangan bergerak 
Halangan 
Posisi Inisial Kecepatan Percepatan 
𝑋 𝑌 𝑉𝑥 𝑉𝑦 𝑎𝑥 𝑎𝑦 
Halangan 1 2 3.5 0 0 0 0 
Halangan 2 9.5 5.5 0 0 0 0 
Halangan 3 15 9.5 0 0 0 0 
Halangan 4 19 20 0 0 0 0 
Halangan 5 21 13 0 0 0 0 
Halangan 6 25 3 0 0 0 0 
Halangan 7 25 20 0 0 0 0 
Halangan 8 6 15 0.5 -0.8 0.1 -0.1 
  
Pada pengujian ini untuk membentuk jalur awal robot parameter PSO yang 
digunakan sama dengan pada pengujian parameter statis. Selanjutnya untuk 
parameter replanning menggunakan parameter sperti yang ditunjukan Tabel 4.5. 
Gambar 4.8 merupakan jalur awal yang dibentuk oleh algoritma PSO yang 
diusulkan yang sama seperti hasil pengujian pada halangan statis. Kemudian pada 
detik ke 0.6, setelah mendapatkan data dari 3 kali sampling posisi algoritma 
perdiksi mengetahui trayektori yang dilalui halangan. Setelah prediksi mengetahui 
bahwa pada koordinat (11,8.4) akan terjadi tumbukan, pada detik ke 3 algoritma 
memperbaharui jalur awal yang dihasilkan.  Melalui jalur baru tersebut robot dapat 
menghindari halangan yang bergerak sperti yang ditunjukan pada Gambar 4.11, 
yang merupakan pergerakan robot dan halangan dari detik ke 4.2 hingga 7.6. 
Tabel 4.5 Parameter PSO yang Diusulkan Untuk Perencanaan Jalur Ulang 
No Parameter PSO yang diusulkan 
1 Jumlah Partikel 20 
2 Dimensi Jalur  25 
3 Waktu Iterasi 50 
4 𝑤𝑚𝑎𝑥 1 
5 𝑤𝑚𝑖𝑛 0.1 
6 𝑐1𝑚𝑎𝑥 2 
7 𝑐1𝑚𝑖𝑛 0.2 
8 𝑐2𝑚𝑎𝑥  2 
9 𝑐2𝑚𝑖𝑛 1 




Gambar 4.8 Hasil Jalur Awal yang Dihasilkan (t=0) 
 
Gambar 4.9 Hasil Prediksi Trayektori dari Halangan pada 𝑡 = 0.6𝑠  
 
Gambar 4.10 Hasil Perencanaan Ulang Jalur Menggunakan PSO pada 𝑡 = 3𝑠  





























































Gambar 4.11 Pergerakan Mobile Robot dan Halangan saat 𝑡 = 4.2𝑠 hingga 7.6𝑠  
Tabel 4.6 Hasil statistik dari 20 kali pengujian pada 1 halangan bergerak 
Kriteria Jumlah PSO Usulan AIW-PSO S-PSO 
Panjang Jalur (m) 
Min 38.897 39.139 39.201 
Max 40.867 52.074 53.714 
Mean 39.704 41.061 41.496 
Tingkat Resiko Tumbukan 
Min 0 0.126 0 
Max 2.3044 7.026 11.713 
Mean 0.683 1.624 3.560 
Kriteria Smooth (error 
sudut dalam derajat) 
Min 87.051 93.284 128.608 
Max 145.236 217.720 232.825 
Mean 109.639 132.010 164.727 
Nilai Fungsi Tujuan 
Min 56.311 58.451 68.623 
Max 68.986 95.976 97.560 
Mean 62.316 69.087 78.002 
Standar Deviasi Jalur Jumlah 0.228 0.467 0.478 
Kecepatan Konvergensi Mean 59.73684 74.21053 78.15789 
Tumbukan Jumlah 0 1 1 
 
Pada Tabel 4.6, menunjukan bahwa PSO yang diusulkan menghasilkan 
jalur yang lebih optimal disbanding dengan algoritma PSO yang lainya. Pada 20 
kali pengujian menunjukan bahwa PSO yang diusulkan menghasilkan jalur yang 
lebih pendek 3.3% dibanding dengan algoritma PSO lain dengan panjang rata rata 
39.704 m dan memiliki jalur 80% lebih aman dengan tingkat resiko tumbukan rata 
rata hanya 0.683.  Pada hasil pengujian tersebut, AIW-PSO dan S-PSO mengalami 
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tumbukan sebanyak masing masing 1 kali. Gambar 4.12 menunjukan representasi 
jalur dari kedua algoritma tersebut. Kedua algoritma tersebut menghasilkan jalur 
yang lokal minimum setelah melewati halangan bergerak.   
 
Gambar 4.12  Reperesentasi jalur algoritma AIW-PSO yang mengalami tumbukan 
 
4.3.2 Pengujian dengan 2 halangan bergerak 
Pengujian selanjutnya dilakukan dengan scenario lingkungan yang 
memiliki 2 halangan bergerak yang masing masing halangan akan memotong jalur 
pergerakan dari mobile robot. Pada pengujian ini kecepatan dan percepatan tetap 
konstan seperti yang ditunjukan pada Tabel 4.7. 
Tabel 4.7 Parameter halangan pada pengujian 2 halangan bergerak 
Halangan 
Posisi Inisial  Kecepatan(m/s) Percepatan (𝑚/𝑠2) 
𝑋 𝑌 𝑉𝑥 𝑉𝑦 𝑎𝑥  𝑎𝑦 
Halangan 1 2 3.5 0 0 0 0 
Halangan 2 9.5 5.5 0 0 0 0 
Halangan 3 15 9.5 0 0 0 0 
Halangan 4 19 20 0 0 0 0 
Halangan 5 21 13 0 0 0 0 
Halangan 6 25 3 0 0 0 0 
Halangan 7 25 20 -0.4 0.1 -0.3 -0.1 





Pada detik ke 0.8 setelah algoritma prediksi mengetahui bahwa trajektori 
halangan pertama berpotensi terjadi tumbukan, kemudian melakukan replanning 
jalur seperti yang ditunjukan Gambar 4.13. Jalur yang terbentuk setelah melakukan 
replanning yang pertama ternyata tidak menjamin terbebas dari tumbukan dari 
pergerakan halangan kedua, sehingga dilakukan perbaikan jalur yang kedua seperti 
yang ditunjukan Gambar 4.14.  Adanya dua halangan yang bergerak membuat 
representasi jalur memiliki tikungan tajam yang kurang baik pada pergerakan 
mobile robot. 
 
Gambar 4.13 Representasi jalur saat replanning yang pertama pada detik ke 2  
 
Gambar 4.14 Representasi jalur saat replanning yang kedua pada detik ke 3.2  















































Gambar 4.15 Pergerakan mobile robot dan halangan dari detik ke 0.2-6 
Pada 20 kali pengujian PSO yang diusulkan menghasilkan jalur yang 5% 
lebih pendek dan lebih aman dengan tidak pernah terjadi tumbukan. Sama seperti 
sebelumnya standard PSO dan AIW-PSO mengalami tumbukan masing masing 1 
kali karena terperangkap dalam nilai minimum lokal seperti yang ditunjukan pada 
Gambar 4.16.  Algoritma AIW-PSO mengalami minimum lokal setelah melewati 
halangan bergerak sehinggga bertumbukan dengan halangan statis. 
 







Tabel 4.8 Hasil statistic dari 20 kali pengujian pada 2 halangan dinamis 
Kriteria Jumlah PSO Usulan AIW-PSO S-PSO 
Panjang Jalur 
Min 42.659 42.347 42.716 
Max 47.243 54.279 51.027 
Mean 44.040 46.399 45.325 
Tingkat Resiko Tumbukan 
Min 0 0.039 2.020 
Max 17.600 30.711 30.648 
Mean 4.923 8.471 12.211 
Kriteria Smooth (error sudut 
dalam derajat) 
Min 102.745 150.441 160.161 
Max 163.453 254.834 312.099 
Mean 129.794 199.775 215.868 
Nilai Fungsi Tujuan 
Min 64.256 78.676 81.527 
Max 92.217 114.013 136.764 
Mean 75.461 94.825 100.709 
Standar Deviasi Jalur Jumlah 0.410 0.513 0.587 
Kecepatan Konvergensi Mean 62.631 77.105 86.316 
Tumbukan Jumlah 0 1 1 
 
Gambar 4.17 menunjukan perbandingan konvergensi pada percobaan ke 
13 dan ke 15. Pada gambar (a) menunjukan pada iterasi ke 30 terjadi konvergensi 
pertamakali yang mengakibatkan reinisialisasi partikel yang menghasilkan solusi 
baru yang optimal. Selain itu pada Tabel 4.8 menunjukan bahwa reinisialisasi 
partikel menjamin tidak terjadi konvergensi prematur, karena dapat keluar dari 
lokal minimum. Pengaturan parameter secara adaptif dapat mempercepat 
konvergensi 20 iterasi lebih cepat dibanding parameter konstan pada PSO standard.  
 
Gambar 4.17 (a) Perbandingan kecepatan konvergensi pada pengujian ke 13 
























Pada penelitian ini setelah permasalahan perencanaan jalur diformulasikan 
dengan menggunakan tiga buah fungsi tujuan yaitu panjang jalur, tingkat resiko 
tumbukan, dan keriteria smooth, algoritma PSO adaptif diaplikasikan dan 
dikembangkan dengan menambahkan fungsi distribusi gausian untuk mempercepat 
konvergensi pencarian solusi. Selain itu dari analisa kecepatan partikel PSO, 
ditambahkan reiniialisasi partikel untuk mencegah konvergensi prematur karena 
terperangkap dalam minimum lokal. Hasil simulasi dan perbandingan dengan 
metode AIW-PSO dan standard PSO menunjukan bahwa algoritma PSO yang 
diusulkan dapat mempercepat konvergensi kurang dari 150 iterasi pada halangan 
statis dan pada halangan dinamis konvergensi rata rata terjadi pada 200 iterasi. 
Kemudian dengan reiinisialisasi partikel dapat menghasilkan solusi global yang 




Untuk mengembangkan penelitian ini analisa dilakukan secara stokastik 
untuk mengetahui perilaku PSO lebih mendalam. Selain itu variable keputusan 
ditambahkan dengan variable kecepatan robot agar mendapatkan hasil yang opimal 
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  LAMPIRAN  
Persamaan kecepatan dan posisi PSO: 
𝑉(𝑡 + 1) = 𝑤𝑉(𝑡) + 𝑐1𝑟1(𝑃 − 𝑥(𝑡)) + 𝑐2𝑟2(𝐺 − 𝑥(𝑡)) 
(0.1) 
𝑥(𝑡 + 1) = 𝑥(𝑡) + 𝑉(𝑡 + 1) (0.2) 
dari persamaan (0.2) didapatkan  
𝑥(𝑡) = 𝑥(𝑡 − 1) + 𝑉(𝑡) (0.3) 
Substitusikan persamaan (0.3) ke persamaan (0.1) didapatkan 
𝑉(𝑡 + 1) = 𝑤𝑉(𝑡) + ∅1[𝑃 − 𝑥(𝑡 − 1) − 𝑉(𝑡)]
+ ∅2[𝐺 − 𝑥(𝑡 − 1) − 𝑉(𝑡)]  
(0.4) 
persamaan (0.4), dapat ditulis kembali 
𝑉(𝑡 + 1) = (𝑤 − ∅1 − ∅2)𝑉(𝑡) + (∅1𝑃 + ∅2𝐺) − (∅1 + ∅2)𝑥(𝑡 − 1) 
(0.5) 
kemudian dari persamaan  (0.1) ketika 𝑉(𝑡) didapatkan  
𝑥(𝑡 − 1) =




substitusikan persamaan (0.6) ke persamaan (0.5) didapatkan  





























Data Pengujian PSO yang Diusulkan Pada Halangan Statis   
 PSO yang diusulkan     AIW-PSO 
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 PSO yang diusulkan     AIW-PSO 






























































































































































































































































































Representasi Path Pada 1 Halangan Dinamis
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 PSO Standard 
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 PSO yang diusulkan     AIW-PSO 
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Program PSO Adaptif dengan Re-inisialisasi Partikel 
function [titik_path] =PSO_Gauss(input,t,dim,start,finish) 
 persistent inp it maxit minftot  N c1 upbnd lwbnd c2 brs w_max  i 
j min_row y_max y_min idk Dsg y_path 
 persistent Gbest Pbest f v w x fbest Ps d  Xmin Xmax Vmin Vmax 
changerow succes_count max_row minf x_path kecep L e Ang P_length 
P_danger P_sudut maxww 
%*****************************************************************
******* 
%                      Inisialisasi 
%*****************************************************************
******* 
   inp=input; maxit=300; 
   N=30;  
   if t==0  
   y_max=mean(input(2,3:length(input))); 
   y_min=-y_max; 
   upbnd = y_max.*(ones(1,dim));  lwbnd = y_min.*(ones(1,dim)); 
   
x=rand(N,dim).*(repmat((upbnd),N,1))+rand(N,dim).*(repmat((lwbnd),
N,1)); 
   minftot=[];   
   P_length=[]; 
   P_danger=[]; 
   P_sudut=[]; 
   kecep=[]; 
   maxww=[]; 
   V_max=y_max; 
   v =rand(N,dim); %kecepatan awal 
   Vmax=y_max.*ones(1,dim);  Vmin=y_min.*ones(1,dim); 
   Xmax=(y_max+3).*ones(1,dim);  Xmin=(y_min-3).*ones(1,dim); 
   w_max=1;    w_min=0; 
   [brs,~]=size(x); 
   f = zeros(N,1); 
   end 
   for i=1:brs 
           
[f(i),~,~,~]=cost_function(inp,x(i,:),dim,start,finish); 
       end 
   it=1; 
   Pbest=x; 
   fbest=f; 
   [~,idk]=min(f); 
   Gbest=x(idk,:); 
   w=w_max;  
%*****************************************************************
******* 








 for j=1:brs 
     for d=1:dim 
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       v(j,d)=w.*v(j,d)+(c1*rand())*(Pbest(j,d)-
x(j,d))+(c2*rand())*(Gbest(:,d)-x(j,d)); 
     end 
       max_row=v(j,:) > Vmax; 
       v(j,:)=v(j,:).*(1-max_row)+max_row.*Vmax; 
       min_row=v(j,:) < Vmin; 
       v(j,:)=v(j,:).*(1-min_row)+min_row.*Vmin; 
       x(j,:)=x(j,:)+v(j,:);   
       max_row=x(j,:) > Xmax; 
       x(j,:)=x(j,:).*(1-max_row)+max_row.*Xmax; 
       min_row=x(j,:) < Xmin; 
       x(j,:)=x(j,:).*(1-max_row)+max_row.*Xmax;        
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