In this paper, we propose a nonlinear dynamics-based framework for modeling and analyzing computer systems. Working with this framework, we use a custom measurement infrastructure and delay-coordinate embedding to study the dynamics of these complex nonlinear systems. We find strong indications, from multiple corroborating methods, of low-dimensional dynamics in the performance of a simple program running on a popular Intel processor-including the first experimental evidence of chaotic dynamics in real computer hardware. We also find that the dynamics change completely when we run the same program on a different Intel processor, or when that program is changed slightly. This not only validates our framework; it also raises important issues about computer analysis and design. These engineered systems have grown so complex as to defy the analysis tools that are typically used by their designers: tools that assume linearity and stochasticity, and essentially ignore dynamics. The ideas and methods developed by the nonlinear dynamics community are, we claim, a much better way to study, understand, and design modern computer systems.
I. INTRODUCTION
Modern computers are complex nonlinear dynamical systems. Microprocessor registers, memory contents and even temperature of different regions of the chip are state variables of these systems. The logic hardwired into a microprocessor, combined with the software executing on that hardware, defines the system's dynamics. Under the influence of these dynamics, the computer's state moves on a trajectory through its high-dimensional state space as the clock cycles progress and the program executes. We call this the performance dynamics of a computer system to distinguish it from the program dynamics: the sequence of steps that the code follows. While the program dynamics are generally simple and easy to understand, the performance dynamics of a program running on a modern computer can be complex and even chaotic. The implications of this are not only interesting, but actually quite important-both from a dynamics standpoint and for the purposes of computer simulation and design. interact in complex and nonlinear ways, and almost any measurement of their state can perturb their behavior. As a result, the performance dynamics of computer systems can look random-thus giving rise and credence to the idea that a computer's performance evolution comes about from a stochastic process. As readers of this journal are well aware, however, looking random and being random can be two different things if one is using the wrong analysis tools. The dynamics of a computer is dictated by the deterministic physical laws of its parts: wires, semiconductors, and so on. Neither this hardware nor the code that runs on it is stochastic, and so it seems logical to take a dynamical systems approach to the analysis of their coupled behavior.
Following this reasoning, we treat the task of understanding a computer's behavior as equivalent to analyzing the system's state-space dynamics. This is not only a useful way to describe and understand these systems; it also lets us compare two such systems, which is essential to the task of modeling and validating their behavior. We formulate a general model for computer dynamics, in the form of an iterated map. Validating this model is not an easy task; as is the case in many laboratory experiments, it is impossible to measure all of the state variables of a running computer and difficult to avoid perturbing those that can be measured. We use a custom measurement infrastructure to solve this problem and gather time-series data reflecting the performance of a running computer. We employ delay-coordinate embedding on these data to reconstruct the dynamics of various computer programs running on two different physical machines. We analyze the different influences on the dynamics, demonstrating that both hardware and software play complicated, nonlinear roles in the systems' behavior, and we provide the first experimental evidence of low-dimensional chaotic dynamics in real computer hardware. We show that the dynamics of a computer undergoes an ongoing series of bifurcations as the execution moves through different parts of the code. It is important to note that not all of this dynamical complexity and richness manifests itself unless one studies a real computer, not just a simulator that mimics its behavior-the common approach in previous work on this topic in both the computer architecture and dynamical systems literatures.
The work described in this paper is not only an interesting application of nonlinear dynamics techniques to a new area. It represents a completely new angle of attack on some of that area's most pressing problems. Currently, for instance, the simulators that are employed by computer architects are validated only using end-to-end metrics like the execution time of a program. The results presented here make it clear that aggregate metrics are inadequate and the details of the dynamics matter: two computer systems should be treated as similar if and only if their dynamical invariants match up. Our results further suggest that bifurcation analysis can be useful in identifying different behavioral regimes in a computer program, and that dynamical invariants can be useful in analyzing the behavior in each regime. In the broader picture, our results suggest that one cannot understand the behavior of a computer by understanding how the hardware and software subsystems function and then composing their dynamics. Instead, one must treat the system as a network of complex, nonlinear, interacting parts and analyze the resulting dynamics as a whole.
This paper is organized as follows: Section II introduces and motivates a dynamical-systems model of computer performance. Section V uses this framework as a basis for investigating the dynamics of a simple program running on an Intel Core2 machine. Section IV repeats the same experiments and analyses using an Intel Pentium 4, demonstrating the effects of hardware on the performance dynamics of the coupled hardware/software system. Section III investigates the dynamics of another simple program, then combines that program with the program of Sections V and IV and analyzes the composed dynamics. Section VI closes with a discussion of the implications of this work for both nonlinear dynamics and computer architecture.
II. A DYNAMICAL SYSTEMS VIEW OF COMPUTER SYSTEMS
Computer software is traditionally written in a high level language-C, for instance-and then compiled down into a form that a specific type of computer can execute. Computers are grouped into equivalence classes according to the instruction sets that they use, known as Instruction Set Architectures (ISAs). The most popular of these ISAs, known as x86, is used by the Intel Pentium 4 and Intel Core2, among others. An ISA is an abstract specification of what each instruction does; the actual implementation is up to particular hardware manufacturer. Two different manufacturers, AMD and Intel, implement x86 microprocessors, for instance. Microprocessors from both companies can interpret and run any x86 program, but the way in which they do so is drastically different, since each company has different ideas about how to make the implementation as efficient as possible. Thus, the dynamics of a computer system depends both on the ISA and on the implementation. Indeed, as shown later in this paper, the same software can produce chaotic behavior on one microprocessor and periodic behavior on another, even if they both follow the x86 specification. The following sections describe how to use dynamical systems ideas to understand the interactions that produce this behavior. The dynamical differences between computers begin with the state space. An ISA operates on abstract variables, moving data around between them and performing operations upon them. It specifies the low-level byte organization of the data-32 bytes, in the case of most x86 instructions. This limits addressable memory in any x86 machine to 2 32 locations, or 4 Gigabytes 2 . We treat this addressable space-a 4GB-long vector of bytes m-as the state space of the ISA dynamics. But this is only part of the story. As mentioned above, different microprocessor implementations instantiate these 32-byte data in different ways: using different configurations of transistors on the chip, for instance, and different strategies for their organization and use. These design choices not only affect the dynamics, but actually introduce extra state variables into the system. Some of these are commonplace in physics problems: temperature, for instance, can affect how fast a computer runs. Other implementation-related influences upon the dynamics are far more complicated. Modern computers attempt to anticipate what data a program will need next, for instance, and "push" it to faster memory. The computer will act differently, then, if a variable in m is in one memory location than another-not in terms of the program dynamics, from the standpoint of the ISA, but in terms of performance. Though one cannot know or measure all of these effects, they play critical roles in the dynamics; we include them in the framework presented here by adding a vector of unknown implementation variables u to the state space of the system.
The following sections describe the specification and implementation dynamics in more detail, filling in some details about both m and u.
B. Computer Dynamics, Part II: Specification
In the abstract world of a specification like x86, a computer program is a sequence of instructions that affect m in different ways. That is, the state evolves under the influence of a deterministic update rule (the program's instructions) in discrete time (one instruction per time step). From a dynamical systems perspective, this is an iterated map or cellular automaton:
where F code is the deterministic update rule and m i is the state of the ISA variables at time i. It is well known among dynamicists that iterated maps like this can exhibit complex and interesting dynamics. Authors of computer programs are also well aware of their sensitivity to small changes (e.g., bugs), but they generally try to steer clear of the "interesting" dynamics by writing highly structured, periodic code-loops, subroutines, and so on. The design strategies that produce these dynamics have greatly improved computer performance, but at a significant expense: computer architects can no longer completely understand their creations. Recently, for example, some design changes that were expected to be improvements proved not to work well (e.g., the "trace cache" or hyper-threading on the Pentium 4, both of which can unexpectedly degraded the chip's performance [1] ). The models and mathematics that are used in this field were unable to predict this effect, or even analyze it post facto, suggesting that they are not up to the challenge of analyzing modern computers. Dynamical systems, however, offers a useful model for this situation-a deterministic, nonlinear, iterated map-together with powerful analytical tools for understanding the associated dynamics.
As a model of computer dynamics, equation (1) is only part of the picture. The full dynamics are a complicated function of both the code and the microprocessor on which it is running, acting upon the state vector x = { m, u} introduced in Section II A:
where F code is the program dynamics described in the previous section and F impl models the dynamical effects of the implementation processes that are described in this section. This model of computer dynamics provides a complete description of how a particular program executes on a particular microprocessor, bringing out the roles that each plays in the process.
Of course, we cannot know (let alone measure) all of the variables that make up x, nor can we know or deduce F impl . The dimension of the system is potentially enormous: the ISA state vector m alone has on the order of 4 × 10 9 elements, and the physical state space u could be even larger. Even so, this is a useful framework. The dynamics of the computers studied in this paper appears to occupy a low-dimensional subspace of x. Given the formulation of equation (2) 
D. Measuring Computer Dynamics
There are three challenges in tracking the performance of a computer: state-space size, measurement perturbation, and observability. Simply dumping the main memory of a 1GB machine running at 2.4 gigahertz once every 100,000 cycles, for instance, would produce a terabyte of data every 40 milliseconds. Producing this data would dominate the computer's dynamics; processing it would overwhelm any analysis tool. And since one must use the computer's own facilities to measure its internal state, any measurement can easily change the dynamics that one wants to examine. And many of a computer's internal variables are simply inaccessible.
The practice in computer performance analysis is to measure a limited number of internal variables using the hardware performance monitoring facility (HPM) that is embedded in almost all modern microprocessor chips. This facility typically contains two to eight ded-icated registers, each of which can count instances of a different user-programmed event.
Using these registers, one can capture the total number of instructions executed per cycle (IPC), for instance, or the total number of references to the data cache. These are the most widely used metrics in the computer performance analysis literature. IPC is a good way to study the performance of modern microprocessors, most of which can execute more than one instruction per clock cycle. Cache-access data is an effective way to study the dynamical role of program's memory use, which is a key bottleneck in computer performance.
The HPM facility maintains a running count of events. To capture that information and save it for later use, we wrote a monitoring tool that periodically stops a running program, reads the current values in the HPMs, and stores them to disk. Because the HPM registers are in hardware, the counting of events does not perturb the running program. Storing these counters in memory, though, or on disk, can affect these shared structures and thus introduce noise into our measures. To avoid this insofar as possible, we sample the HPMs infrequently and check the effect of the sampling frequency on the dynamics. To further reduce noise, our tool only monitors hardware events when the target program is running, and not when the operating system (or the monitoring tool itself) have control of the microprocessor. We follow best practices from the computer performance analysis community when measuring the system: we only use local disks and limit the number of other processes that are running on the machine.
Given measurements of a single state variable, obtained in this fashion, one can use delay-coordinate embedding to reconstruct the internal dynamics of the system. The Takens Of course, the number of instructions executed or memory accesses made during a given clock cycle are most likely not state variables of a microprocessor, but rather complex nonlinear functions of multiple state variables of that system. Even so, we believe it is appropriate to use either IPC or memory accesses (specifically, unsuccessful accesses to the fastest level of the memory, the cache) for delay-coordinate embedding, for two reasons. First, we repeated all of our analysis with both of these measures and found almost identical values for every dynamical invariant. Second, our dynamical invariant results corroborate each other nicely. Detailed results appear in the later sections of this paper. Because neither the data nor the numerical tools for calculating these invariants is perfect, these kinds of multiple corroborating measures are critical to establishing confidence in the methods-and in the results.
Time is an interesting issue in a system like a computer, where both discrete (digital) and continuous (analog) dynamics are in play. The time scale for the discrete-time dynamics is imposed by the internal clock on the chip. Designers intentionally choose the clock cycle to be larger than the time scales of the continuous dynamics in order to ensure that the discrete-time dynamics dominates the behavior of the system. This assumption, which holds in the normal operating regimes with which this paper is concerned, is implicit in equa- will be needed next and fetch it into the memory cache. As a result, this code causes a large number of cache misses, which slows it down.
A. Methods
We compiled this loop on an Intel Core2 processor with the gcc compiler, version 4.1, optimization level "-O2." To explore its dynamics, we ran it repeatedly and sampled the state of the microprocessor every 100,000 instructions. To record each sample, our sampling tool stopped the program's execution, took over control of the microprocessor, and recorded two pieces of information: the total number of clock cycles (CYCLES) that were required to run those 100,000 instructions, and the number of cycles (CACHE) in that interval during which the L2 data cache experienced a miss, forcing the processor to fetch data from main memory. These measures were then stored on disk for later processing and the sampling tool handed back control of the microprocessor to the col_major program.
A complicating factor in all of the experiments reported here is that the measurement infrastructure is part of the environment that it is measuring. To check whether that is an issue-that is, whether the measurement process is affecting system dynamics-we varied the sampling rate and observed the effects on the program's behavior. In terms of overall runtime, the impact is minimal; as shown in Figure 1(a) , the col_major program runs only 0.03% faster when the sampling period is doubled from 100,000 to 200,000 cycles.
(Interestingly enough, this behavior appears to follow a scaling law. Scaling laws turn up in a variety of situations, from earthquakes [3] to star formation [4] ; it is unclear what the underlying mechanism is in this case, but we are in the process of developing new measurement techniques that will let us find out.) Changing the sampling rate did not affect the power spectrum of the data, as shown in Figure 1 (b), which is stronger evidence that the sampling process is not changing the dynamics. To ensure that we are not sampling too seldom-an obvious concern here, since all of these intervals are extremely long in comparison to the execution time of the col_major loop-we verified that the autocorrelation of the time-series data reflected significant correlation between successive samples. Taken together, this set of tests indicates that the measurement methods used here are indeed producing an accurate picture of the dynamics.
B. Dynamics
The time-series data for the col_major program's cache behavior (CACHE) is shown in Figure 2 (a). This plot covers the first 100 samples (100 × 100, 000 instructions) of the program's evolution on this microprocessor, capturing the number of cycles in each sampling period during which a cache miss occurred. Note that even though the program evolution is highly periodic-a simple nested loop-the performance dynamics, as sampled by the CACHE metric, are not completely periodic, but rather irregular in nature. The CYCLES measure (not shown) is likewise irregular.
We used delay-coordinate embedding to reconstruct the state-space dynamics from the time-series data in Figure 2 (a). We followed standard procedures to choose appropriate embedding parameters: the first minimum of the mutual information curve [5] as an estimate of the delay τ and the false-nearest neighbors technique [6] , with a threshold of 0.1%, to estimate the embedding dimension m. The resulting values, obtained using TISEAN's mutual and false_nearest tools [7] , were τ = 1 (i.e., 100,000 instructions) and m = 12, respectively. Figure 2 (b) shows a two-dimensional projection of the reconstructed dynamics.
This geometry is robust, remaining unchanged over multiple runs of various lengths from different initial conditions
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. The islands of points are not a strobing artifact; they persist if the run length and/or sampling interval are changed. Taken together, these facts suggest that the performance dynamics of col_major has an attractor-one with interesting, low-dimensional geometry.
To explore this conjecture, we calculated four standard invariants from the embedded data, beginning with the correlation exponent v. This exponent, a measure of the local structure of the dynamics, has been shown to be a lower bound on attractor dimension [8] .
To calculate it, we used TISEAN's d2 tool, which computes the correlation sum C(m, Since the dynamics have a clear pattern but are not periodic, the obvious next question is whether this system is chaotic. To explore this, we calculated the largest Lyapunov exponent λ 1 , a measure of the sensitivity of the dynamics to perturbations, using the algorithm of Rosenstein et al. [9] . and its slope is λ 1 = 0.08 ± 0.002 × 100, 000 instructions. As a check on this result, we also calculated the correlation entropy (h 2 ), which is known to be an upper bound on the sum of the positive λ i of a system [7] . From these curves, we calculated h 2 = 0.15 ± 0.005, which is consistent with our estimate of λ 1 = 0.08. Though neither λ 1 estimate is large, this system does indeed appear to be sensitively dependent on initial conditions-i.e., the runtime of the program will be different each time it is invoked.
C. Discussion
Nonlinear time-series analysis of the dynamics of any experimental process should of course be done with care, thought, and a close eye on the conditions of the underlying mathematics of the analyses. All of the associated calculations are highly sensitive to noise, data quantity, and the parameters of the methods (e.g., ), and their results require expert human interpretation. To truly trust the results of any of these methods, one must vary the algorithm parameters, seek corroboration with different methods, and consider whether the data are adequate for the conclusions that one draws.
In our results, the various dimension values corroborate quite nicely, beginning with the topological dimension of the state space. The original theorems require that embedding dimension m ≥ 2d, where d is the dimension of the underlying dynamics, but tighter bounds have since been established (e.g., m ≥ 2D A , the box-counting dimension [10] ). The falsenearest neighbor method produced an estimate of m = 12 for the data of Figure 2 (a), but that value is of course sensitive to the cutoff threshold used in the method. The geometry of the curves in Figure 3 also provides some useful feedback about embedding dimension, via the "asymptotic invariant" approach: the m value at which they stop changing is another measure of the dimension of the reconstructed state space. By that measure, Figure 3 ) by two orders of magnitude. When we increased the run length, we observed negligible effects upon the results presented above, which also indicates that our data length is adequate.
This cohort of fairly consistent numbers is a strong indication of low-dimensional dynamics-both the topological dimension of the reconstructed state space (∼ 12 − 15) and the part of that space that is occupied by the trajectory (∼ 0.8). This is somewhat surprising in a system as complex as a microprocessor. Modern hardware is composed of many tightly coupled subsystems, however; the execution unit of the microprocessor proceeds only when it receives data from the local cache, for instance. While the number of transistors in the system is extremely large, this coupling-as in other dynamical systems-reduces the effective dimensionality of the system (cf., millions of planetesimals coalescing into a single rigid body). We conjecture that the coupling of subsystems in a computer is responsible for the low-dimensional dynamics observed here.
IV. THE IMPACT OF ARCHITECTURE UPON DYNAMICS
A key hypothesis behind the framework for computer dynamics that we propose here is reflected in the F impl in equation (2): that different implementations of the same microprocessor may have different dynamics, even if both implementations adhere to the same ISA specification. To test this hypothesis, we ran a series of experiments involving the same code as in the previous section, but on an Intel Pentium 4 instead of an Intel Core2 microprocessor. These two processors not only share the same ISA, but the same manufacturer; nonetheless, the dynamics are very different.
A. Methods
We compiled the col_major loop shown in Section IV on a Pentium 4 with the gcc compiler, version 4.1 at optimization level "-O2" in order to match the methods of the prior section, then measured the cache-miss behavior (CACHE) every 100,000 instructions. As in the prior section, we also captured machine-cycle data (IPC), and we used the same runtime, frequency-spectrum & correlation methods to verify that the observed behavior was not a function of the sampling frequency.
B. Dynamics
The time-series data for the CACHE metric of col_major on the Pentium 4 is shown in Figure 4 (a). A close visual comparison of this plot and Figure 2 (a) makes it clear that F impl matters: the dynamics on the Pentium 4 are periodic, rather than chaotic, even though the two processors-both of which are x86 machines-are running the same code. Moreover, the Pentium 4 col_major dynamics are not robust: roughly 70% of the time, the performance evolution of the program is periodic, as in Figure 4(a) ; the other 30% of the time, the system dynamics look like noise (or extremely high-dimensional dynamics). This variability speaks to the sensitivity of the system to hidden parameters. In an effort to isolate which ones, we repeated the experiment multiple times, rebooting the computer between runs. The fact that the dynamics were so variable despite this procedure-which should, according to hardware design principles, reset the system to the same internal state-indicates that there is a bifurcation parameter somewhere in the (proprietary) implementation logic that is not adhering to that design principle. One likely suspect in this case is the "trace cache" mentioned on page 7: a structure that the chip's designers believed would streamline the execution process, but that actually injected some apparent non-determinism into the performance dynamics. The power of the dynamical-systems approach taken in this paper is not only a useful corroboration of the anecdotal reports about this behavior in the computer performance literature, but may provide a way to isolate and understand its causes.
The rest of this section describes the periodic behavior that dominates to be "close" when in reality they are not-while too large a value produces too few points to make out any pattern. Recurrence plots bring out the dynamical differences very clearly here. Figure 5 is clearly very different.
C. Discussion
These results make it clear that the dynamics of a program's evolution depend both upon the code that is running ( F code ) and the hardware upon which it is run ( F impl ). The same piece of code causes periodic cache-miss behavior on one Intel microprocessor and aperiodicprobably chaotic-behavior on another. Note that the τ and m values for the Pentium 4 embedding are identical to those for the Core2 embedding, suggesting that the topological dimension of the two systems' state spaces are similar, even though the dynamics of their trajectories is different. This point is particularly interesting in view of the enormity of the potential state space and the differences that we have noted about these two processors. The similarity in our estimates of the state-space dimension is likely because the dynamics are dominated by the memory subsystem of the microprocessor. The difference in the geometry of the trajectories is not clear to us at this point.
The dynamical disparity between machines has important implications for the microprocessor community. Many of the design optimizations used by processor architects rest upon simple assumptions about software and broad generalizations about its interactions with the hardware. The results presented in this Section suggest that these simplifications are not always valid, and they explain why they can lead to counter-intuitive results (viz., the trace cache's detrimental effects upon performance). The fact that all of this dynamical richness can be exposed by a program as simple as col_major is quite compelling, but real computer programs are far more complex and their dynamics could be dominated by different effects. The following section explores these issues.
V. SUPERPOSITION DYNAMICS OF COMPUTER PROGRAMS
The simple loop used in the previous sections is what the architecture community calls a "micro-kernel:" a simple piece of code whose dynamics should be easy to understand. Microkernels feature prominently in the standard approaches to performance analysis, which break
programs down into pieces, analyze each piece, and then compose the results. In a linear world, this kind of reductionist analysis can be useful, but superposition does not necessarily work in nonlinear dynamical systems like computers.
To explore this issue, and to take a step towards dynamical analysis of more-complex programs, we performed an experiment that combined the loop used in Sections III and IV and another simple loop that accesses the processor's memory in a different pattern.
We ran this experiment on the microprocessor used in Section IV: an Intel Core2.
The code involved two simple loops: the col_major loop on page 10 and another matrix- row-major. Because this access pattern works much better with the design of the computer memory, this loop runs an order of magnitude faster than the column-major loop in the previous sections.
We first evaluated the stand-alone dynamics of this loop, then constructed a program that alternated between both loops, running each one 20,000 times and then repeating. We compiled all of this code using the same compiler and options as in both previous examples.
As before, we measured cycle and cache behavior every 100,000 instructions and checked the correlations and frequency spectra at higher and lower sampling rates to ensure that the sampling methodology was not affecting the data. To study the dynamics of this hardware/software system and compare it to the previous experiments, we again calculated a few standard invariants, beginning with the correlation exponent. Figure 7 In both calculations, we again varied the embedding dimension from 6 ≤ m ≤ 25 as a check on both the associated result and the quality of the embedding. As in the col_major dynamics on this same processor, these two dimension estimates are consistent with the v ≤ D 2 bound of [8] . The row_major dynamics has a slightly higher dimension, though: ∼ 1.1, compared to col_major's ∼ 0.8, reflecting the volume of state space occupied by the attractor. As before, we calculated the largest Lyapunov exponent, λ 1 , from the slope of the scaling region in Figure 7 These two numbers are, as in our previous Core2 experiments, consistent with the bounds proposed in [7] . Both are positive, suggesting that the performance of row_major, like that of col_major, is sensitively dependent on initial conditions, but the values (∼ 0.05) are really too low to draw any firm conclusions about chaos.
These features and measures-robust, non-periodic dynamics with a positive Lyapunov exponent and fractal state-space structure-suggest that the performance dynamics of row_major running on a Core2 microprocessor is-like those of col_major on that same processor-chaotic. The attractor geometry is different, as is visible even in the twodimensional projections of Figures 6(b) and 2(b) (e.g., the "islands" in the former). This is reflected in the v and D 2 results, which are somewhat higher for row_major. All of this makes good sense from a computer-performance standpoint, as well. The col_major code is "memory bound," in the terminology of the field, so its dynamics are completely dominated by that one subsystem of the computer. row_major is not memory bound, which means that other subsystems also play important roles in its dynamics. Thus, a more-complex attractor and a higher estimate for its dimension appeals to our intuition as computer architects, further demonstrating the effectiveness of the dynamical systems approach and the framework of equation (2) for problems in this field.
Real-world computer programs, of course, are far more complex than the simple loops studied here, and so it is unclear whether these results will be useful in practice. Our final experiment addressed this question, exploring the composition dynamics of the two loops by running them in an interleaved fashion (20,000 iterations each). Figure 8 (a) shows a segment of the corresponding memory-access time series. The alternating nature of the time series reflects the different memory-use patterns of the two loops: as described above, col_major uses the computer's memory much less efficiently, causing more cache misses, while row_major's average miss rate is much lower.
The standard procedures for calculating the embedding parameters do not work on this data. The dynamical time scales are dominated by when we switch between row_major and col_major, rather than by the dynamics of the either piece of code (or their combination).
As a consequence, the first minimum of the mutual information curve (τ ) is at almost half the length of the time series. Any embedding with this kind of τ value is suspect because of the Smith/Tsonis limits described on page 16, so one cannot reliably calculate dynamical invariants from it. We could of course generate a longer time series: say, several thousand iterations of the row_major/col_major sequence rather than the five shown in Figure 8 and that appears to be exactly what happens. This is evident in a correlation plot of the data, as shown in Figure 8(b) . Here, we plot the CACHE(t) metric from Figure 8 (a) against CACHE(t+τ ) for τ = 1-the same τ as in the other embeddings in this paper-for the entire (800,000 samples) data set. Note that this is not a faithful reconstruction, nor does it bear any topological similarity to the true dynamics; it is presented here simply for visual comparison. Despite its formal limitations, the geometry of this plot is interesting. The small triangle at the top right, which corresponds to the part of the trace where col_major is running, is identical to Figure 2 Analysts think about computer programs as divided into phases-linear sequences of code with no branch points-but they have no good way to find those phases automatically. Our results suggest that a bifurcation analysis could be useful in doing so, though it would of course be limited by the transient/attractor issues mentioned two paragraphs previously.
Another important application for dynamical systems techniques in computer analysis & design is verification. Validation of a simulator, for instance, is critical to its utility, but computer architects usually do not consider the time-varying behavior of a machine and simulator, respectively, when "validating" their simulators. Instead they rely on aggregate metrics, such as the total number of cache misses over the entire program run, as a means of validation [15] . Our preliminary experiments [16] show that programs run very differently on simulators than on real hardware. (The experiments in [14] involved a simulator, incidentally, not real computer hardware.) Given the framework of equation (2) , this is easy to understand: the simulator is not replicating F impl -not surprising, given how delicate the results presented here suggest that task to be. Dynamical systems techniques could arm architects with powerful tools to make effective comparisons of simulators and of real computers.
VI. CONCLUSION
In this paper, we have proposed a nonlinear dynamics-based framework for modeling and analyzing computer systems. This framework lets us use standard methods from the dynamics literature to understand the behavior of these engineered systems. Using a custom measurement infrastructure and delay-coordinate embedding, we found strong indications, from multiple corroborating methods, of low-dimensional chaotic dynamics in the performance of a simple program running on a popular Intel processor. The nature of the dynamics changed completely when the same program was run on a different Intel processor, even though its design adhered to the same specification, affirming the role of F impl in the dynamics. Changing the program also changed the dynamics, verifying the presence of F code in the model of equation (2) . When the two programs were interleaved in time, the dynamics alternated accordingly, leading us to a view of a computer as a dynamical system system under the influence of a periodic series of externally forced bifurcations.
While these results validate the general form of equation (2), what we would really like to do, of course, is reverse engineer the actual form of the dynamics: that is, the functions F code and F impl and the way in which they compose. Deducing the system derivative from a time series is one of the hard, open problems in nonlinear system identification, and nonlinear dynamics only offers a partial solution (viz., a reconstruction that has the same topology as the true dynamics). Even though this partial solution does not help us deduce the precise form of the underlying dynamics or the nature of its state variables, it is still quite useful.
Not only does it facilitate understanding of the nature of the dynamics and the interacting roles of hardware and software, as described in the previous paragraph. The results in this paper also make it very clear that computers are complex nonlinear systems, which defies the traditional analysis techniques used in that field. All of this raises fundamental questions about the match between different computers, both real and simulated. Computer architects use simple, linear and aggregate measures to "validate" a simulator against a real machine, for instance, and then rely on that simulator to predict how new design features would affect the behavior of that real machine. In view of the complex nonlinear interactions that give rise to the dynamics that we report in this paper, that approach is clearly flawed. The ideas and methods developed by the nonlinear dynamics community are, in our opinion, a much better way to study, understand, and design modern computer systems. 2 Since these 32-byte variables are used as addresses. 3 We also tried it the other way and got identical results for the invariants, though the geometry of the attractor was of course different. 4 Each program run affects the contents of the state variables x, leaving a "footprint" in the computer's memory structures. 5 At small , noise affects the associated calculations; for large , the finite size of the embedded trajectory destroys the scaling. 6 The behavior that appears in the other 30% of the runs obviously defies analysis by the tools of lowdimensional dynamics. 
