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Abstract—This paper investigates the problem of dim fre-
quency line detection and recovery in the so-called lofargram.
Theoretically, time integration long enough can always enhance
the detection characteristic. But this does not hold for irregularly
fluctuating lines. Deep learning has been shown to perform
very well for sophisticated visual inference tasks. With the
composition of multiple processing layers, very complex high level
representation that amplify the important aspects of input while
suppresses irrelevant variations can be learned. Hence we propose
a new DeepLofargram, composed of deep convolutional neural
network and its visualization counterpart. Plugging into specif-
ically designed multi-task loss, an end-to-end training jointly
learns to detect and recover the spatial location of potential lines.
Leveraging on this deep architecture, the performance boundary
is −24dB on average, and −26dB for some. This is far beyond
the perception of human visual and significantly improves the
state-of-the-art.
Index Terms—deep learning, lofargram, frequency line detec-
tion.
I. INTRODUCTION
DETECTING the presence of quiet man-made targets inpassive sonar systems remains one of the most chal-
lenging and important problems in marine surveillance [1]. In
general, due to the rotating pieces of a motor, acoustic wave
with a certain tone is emitted, and a frequency versus time
image called lofargram (low frequency analysis and recording)
is constructed to help to detect such emission, usually in the
form of a frequency line [2].
This problem can be traced back to the mid 1940s by Koenig
et al. [3], and has attracted great interest from a variety of
backgrounds, ranging from image processing [4]–[6], neural
networks [7], statistical modelling [8]–[11], etc. Nevertheless
the low signal-to-noise ratio (SNR) in remote and quiet sensing
applications compound with the variability of the frequency
line caused by the nature of the observed target is still of great
challenge [6], [12]. Specifically, for dim but vertical straight
lines, time integration long enough can always enhance the
detection characteristic. But this does not hold for irregularly
fluctuating frequency line [12]. Sophisticated image processing
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and neural network based methods can handle complex visual
patterns, but become unreliable in low SNRs [13]. The idea of
statistical models is to model the fluctuation of the potential
line using statistical priori and then conduct a probabilistic
integration over the spectral power [10], [11]. For a more
comprehensive review please refer to [14]. The reported state-
of-the-art methods are contour energy minimisation [6] for
low line shape variation, and Hidden Markov Models [11] for
fluctuating line shape variation.
Recently, deep convolutional neural networks (ConvNet)
have led to a series of breakthroughs for image classifica-
tion [15]–[18]. There is broad consensus that the success of
deep ConvNet results from its deep representation power, by
which the raw input are transformed to abstract high level
features that amplifies the important aspects while suppresses
irrelevant variations [19]. Encouraged by this success, various
methods, such as deconvolutional network [20], data gradi-
ent [21] and guided backpropagation [22], are developed to
analyze the aspects of visual appearance captured inside a
deep model. This further advances the progress of structured
prediction of the image [23].
To draw a parallel, the main challenge of visual inference
tasks in computer vision is to reveal the “semantic con-
sistency” from diverse visual appearances. While the main
challenge in lofargram can be deemed as resolving the “spatial
coherency” of potential frequency line from overwhelming
ambient noise. Hence we argue that the use of high level
abstract deep ConvNet architecture, as semantic deep repre-
sentation in computer vision, may offer another promising
venue to empower a lofargram to tackle visually invisible and
irregularly fluctuating frequency lines.
In this letter, we propose a “DeepLofargram” framework,
by which we first leverage on the power of deep ConvNet
for image classification, and conduct a binary hypothesis
testing on noise dominating lofargram; then inspired by the
idea of deep network visualization, spatial support pixels for
the positive hypothesis captured by the deep ConvNet are
coarsely output as a frequency line saliency map. Plugging
specifically designed multi-task loss an end-to-end training
can be effectively conducted. We validate our approach on
representative simulation datasets, where qualitative results,
ablations, and intuitive examples demonstrate our method’s
ability to detect and recovery fluctuating dim frequency lines.
II. SYSTEM ARCHITECTURE AND TRAINING
Fig. 1 illustrates the DeepLofargram architecture. A
DeepLofargram network is composed of two modules - fre-
quency line detection and frequency line recovery networks.
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Fig. 1: Framework of DeepLofargram.
The detection network corresponds to several convolutional
layers to extract high level deep features, followed by 3 fully
connected layers to conduct a binary hypothesis testing,
H0 : noise only
H1 : frequency line present + noise
(1)
Whereas the recovery network is its visualisation counterpart
that numerically generates an image with the specific spatial
support of the frequency line captured by the H1 hypothesis
of the deep ConvNet.
We employ AlexNet [15] and VggNet [16] for frequency
line detection with its last 1000-way classification layer (for
the 1000 categories respectively) replaced with a 2-way clas-
sification layer (for H0 and H1 respectively). Starting with the
raw lofargrams, it composes 5 convolutional layers altogether
with non-linear rectification and pooling operations performed
between them, and 3 fully connected layers that outputs
softmax probability estimates over the 2 hypothesis. When H1
hypothesis is declared by the detection network, the follow-
up recovery network is activated. Our recovery network is a
mirror version of the detection network and generates an image
that maximises the H1 score, which is expected to be the
dim frequency line captured by the deep network. Contrary
to detection module that maps a lofargram to 2 detection
scores through feedforwarding, recovery module computes
the frequency line saliency map using the derivative of H1
hypothesis score with respect to the lofargram. More details
are described in the following subsections.
A. Frequency Line Saliency Map
Given a lofargram I ∈ [0, 255]T×K , where T and K repre-
sent the number of time slots and frequency bins respectively,
and a detection network with the 2 output scores s0 and s1
for hyperthesis H0 and H1 respectively, we can expect that
the frequency line reside in the part of the lofargram that
most activates the s1 score. This is referred to as frequency
line saliency map S ∈ [0, 1]T×K , and can be achieved by
computing the derivative of s1 with respect to the lofargram
I to indicate pixels that most affect the class score [21].
Hence we invert the data flow of the detection network, going
from score activation layer down to the lofargram through
the gradient back-propagation of RELU rectification, fully
connected, max-pooling and convolutional layers.
Specifically, for the RELU rectification layer Xn+1 =
max(Xn, 0), the sub-gradient takes the form [21] ∂s1∂Xn =
∂s1
∂Xn+1
· 1(Xn > 0). While in deconvolutional network [20]
RELU layer reconstruction is equivalent to ∂s1∂Xn =
∂s1
∂Xn+1
·
1(Xn+1 > 0). Combining these two together, a guided version
of [21] is proposed by [22]: ∂s1∂Xn =
∂s1
∂Xn+1
· 1(Xn > 0) ·
1(Xn+1 > 0). For the fully connected layer Xn+1 = WTXn,
the gradient is computed as ∂s1∂Xn =
∂s1
∂Xn+1
· W , where
W is the weight matrix of this layer. For the max-pooling
layer Xn+1(p) = maxq∈Ω(p)Xn(q), where the element p
of the output feature map is computed by pooling over the
corresponding spatial neighbourhood Ω(p) of the input. The
sub-gradient is computed as ∂s1∂Xn(s) =
∂s1
∂Xn+1(p)
· 1(s =
argmaxq∈Ω(p)Xn(q)), where 1 is the element-wise indicator
function. Finally, consider the convolutional layer Xn+1 =
Xn ∗ Kn, the gradient is computed as ∂s1∂Xn = ∂s1∂Xn+1 ∗ K̂n,
where Kn and K̂n are the convolution kernel and its flipped
version, respectively.
B. Loss Function
A DeepLofargram network has two output layers associated
with the detection and recovery modules respectively. The
first outputs a discrete probability distribution (per lofargram),
p = (p0, p1), over the 2 hypothesis H0 and H1. As usual, p
is computed by a softmax over the 2 output scores sh of a
fully connected layer: ph = exp shexp s0+exp s1 . The second outputs
the probability map P ∈ [0, 1]T×K over the lofargram that
indicating where the frequency line is for H1 hypothesis.
Each training lofargram is labeled with a ground-truth
hypothesis h ∈ {0, 1} and a ground-truth frequency line map
F ∈ {0, 1}T×K . By convention the H0 hypothesis is labeled
h = 0 and the H1 hypothesis is labeled h = 1. We use a
multi-task loss L on each labeled lofargram to jointly train
for detection and frequency line recovery:
L(p, h, P, F ) = Ldet(p, h) + 1(h = 1)Lrec(P, F ) (2)
in which Ldet(p, h) = − log ph is log loss for true hypothesis
h. The second task loss Lrec(P, F ) is defined over a ground-
truth frequency line map F and a predicted frequency line map
P , again for H1. 1(h = 1) is an indicator function evaluating
to 1 when h = 1 and 0 otherwise. For H0 there is no notion
of a ground-truth frequency line and hence Lrec is ignored.
Given a training lofargram, Lrec(P, F ) is computed over
Pt,k and Ft,k for each t = 0, . . . , T −1 and k = 0, . . . ,K−1.
Typically, the distribution of frequency/non-frequency pixels
is heavily biased: 90% of the ground truth is non-frequency.
To balance the loss between frequency/non frequency classes,
we adopt the class-balanced cross-entropy loss function [],
Lres(P, F ) = −β
∑
t,k∈F+
logPt,k−(1−β)
∑
t,k∈F−
log(1−Pt,k)
(3)
where β = |F−|/|F | and 1 − β = |F+|/|F |. |F+| and |F−|
denote the frequency and non-frequency ground truth label
sets, respectively. P is computed using sigmoid function on the
aforementioned frequency line saliency map S, that is Pt,k =
1
1+e−St,k
, t = 0, . . . , T − 1, k = 0, . . . ,K − 1.
C. Training Phase
The training was conducted by optimising the above loss
function using mini-batch gradient descent with Adam. The
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batch size was set to 128. The training procedure was regu-
larised by weight decay and dropout for the first two fully-
connected layers as [15], [16]. Here the L2 penalty multiplier
was set to 10−3 and the dropout ratio was set to 0.5. Training
deep network with low SNR lofargrams is difficult to converge.
Hence we pre-trained our network with relatively high SNR
lofargrams (−20dB and −23dB) using the learning rate of
10−3. Then we decreased the learning rate to 10−4 and trained
our network with low SNR lofargrams (−24dB, −25dB and
−26dB). Both of the above training procedures are terminated
after 100K iterations (55 epochs).
III. EXPERIMENTS
This section first introduces utilized synthesized datasets
and evaluation criteria. Then a number of ablation experiments
analyzing the important aspects of our approach are performed.
Comparisons with the state-of-the-art are reported last.
A. Dataset
To examine the capability of detecting irregularly fluctuating
frequency lines in low SNRs, we adopt the synthesizing model
proposed by Paris [11]:
st = at sin(2pift + φt) + t, t = 0, . . . , T − 1 (4)
where the observation st is assumed to be a sinusoid corrupted
by an additive zero-mean Gaussian white noise t ∼ N (0, σ2t ),
and the time behavior of instantaneous frequencies {ft, t ∈
{0, . . . , T − 1}} is modeled as a random walk. For fair
comparison, a benchmark dataset composed of 1000 noise-
only lofargrams, and 1000 lofargrams in specified SNR is
synthesized. We split the dataset into 90% training and 10%
testing for all the experiments. Specifically, we first generating
1000 instances of Gaussian noises and 1000 instances of
sinusoids with random walk frequencies by Monte-Carlo sim-
ulation with the same setting as [11]. Then Gaussian noises are
transformed into the frequency domain to form H0 lofargrams.
Gaussian noises added to assigned sinusoids with SNR defined
in time domain SNR ∆= 10 log10
(
a2k
2σ2k
)
are transformed to
form H1 lofargrams. As shown in Fig. 2a, when below −20dB,
potential frequency lines are totally beyond the perception of
human visual system, and this is the case of our focus.
B. Evaluation Metrics
We use 2 standard metrics: ROC curve and line location
accuracy [6] to evaluate the performance of detection and the
accuracy of recovered frequency line respectively. Given the
continuous output scores s1s over the test dataset, decisions
on H1 hypothesis are made based on a threshold. Then the
probability of detection (PD) and false alarm rate (FAR) are
computed as PD= TPTP+FN and FAR=
FP
FP+TN , where TP ,
FN , FP and TN denotes the number of True Positives, False
Negatives, False Positives and True Negatives. Changing the
threshold continuously yields the ROC curve.
To further evaluate the quality of recovered frequency line,
the line location accuracy (LLA) metric is used: LLA =
1
max(|P |,|F |)
∑
(l,m)∈P
1
1+λmin(i,j)∈F (‖[l,m]−[i,j]‖2) , where P
H0 lofargram H1:  -5dB
H1:  -15dB H1:  -22dB
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Fig. 2: (a)Lofargram examples: noise only H0 lofargram and
H1 lofargrams under different SNRs. (b)-(f) ROC curves for
data augmentation: using vertical and horizontal reflections
and translation with 4 random 224 × 224 patches from the
500× 256 lofargrams in different SNRs.
and F denote the predicted frequency line map and the ground
truth. | · | accumulates the nonzero entries in a map and
‖[l,m]−[i, j]‖ is the Euclidean distance between the recovered
and actual line pixels. We set λ = 1 as in [6].
C. Ablation Analysis
1) Data Augmentation: Deep neural networks based tasks
should be improved with training data augmentation. We first
generate vertical and horizontal reflections for each of the
training lofargram. This increases the size of our training
set by a factor of 8. Then we further augment the training
set by translation that is extracting 4 random 224 × 224
patches from the 500 × 256 lofargrams, and resulting in
an augmented dataset 32 times larger than the original one.
Fig. 2b-2f show the precision-recall curves using AlexNet, and
data augmentation consistently improves the performances in
varied SNRs.
2) ConvNet Depth: To examine the effect of increasing con-
volutional network depth, we also replace Alexnet (8 layers)
with VggNetX [16] as the backbone of our DeepLofargram,
where X ∈ {8, 11, 16, 19} represents the number of layers
of VggNet. Fig. 3 compares the precision-recall curves and
line location accuracies. Convolutional network with different
depth show comparable performances in dim frequency line
detection and recovery.
3) Visualization Technologies: With the same backbones,
we run two visualization technologies, backpropagation
(BP) [21] and guided backpropagation [22], to explore the
best output. The line location accuracies of each methods
in varied SNR has been shown in Fig. 4a-4e. Guided BP
with deeper network leads slightly better LLA than BP. These
improvements become more obvious in higher SNR.
D. Comparison with the State-of-the-Art
We compare our method with the reported state-of-the-
art: contour energy minimisation (CEM) [6] and HMM-based
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Fig. 3: ConvNet depths: (a)-(e) ROC curves and (f) line
location accuracies in different SNRs.
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Fig. 4: Comparison of LLA for (a)-(e) visualization technolo-
gies (guided backpropagation versus backpropagation) and (f)
the state-of-the-art methods in different SNRs.
method [11]. Nevertheless the focus of these two methods
is on frequency line recovery, and we just examine their
LLA performances in the same protocol as above. As shown
in Fig. 4f, our DeepLofargram outperforms both methods
by a large margin. Specifically, for HMM the LLAs are
no more than 0.1, and for CEM the LLAs are constant on
the level around 0.14. Intuitive examples can be found in
Fig. 6, showing that HMM-based scheme is completely lost
in such low SNRs, and what CEM recovered are just the
prior input of the base-frequency. DeepLofargram achieves a
highly impressive performances, i.e., 0.28 ∼ 0.45 on average.
Intuitive comparisons of recovered examples of Fig. 2a are
shown in Fig. 5. Satisfactory results can be achieved by
DeepLofargram even in the SNR as low as −26dB for some.
IV. CONCLUSION
In this letter we have developed an end-to-end frame-
work, DeepLofargram, to simultaneously detect and recover
the fluctuating dim frequency lines submerged in noise. Ex-
periments demonstrate that the performance boundary for
(a) Alex-22 (b) Alex-23 (c) Alex-24 (d) Alex-25 (e) Alex-26
(f) Vgg8-22 (g) Vgg8-23 (h) Vgg8-24 (i) Vgg8-25 (j) Vgg8-26
(k) Vgg11-22 (l) Vgg11-23 (m) Vgg11-24 (n) Vgg11-25 (o) Vgg11-26
(p) Vgg16-22 (q) Vgg16-23 (r) Vgg16-24 (s) Vgg16-25 (t) Vgg16-26
(u) Vgg19-22 (v) Vgg19-23 (w) Vgg19-24 (x) Vgg19-25 (y) Vgg19-26
Fig. 5: Intuitive comparison of recovered examples for
DeepLofargram with different architectures in different SNRs.
(a) HMM-22 (b) HMM-23 (c) HMM-24 (d) HMM-25 (e) HMM-26
(f) CEM-22 (g) CEM-23 (h) CEM-24 (i) CEM-25 (j) CEM-26
Fig. 6: Intuitive comparison of recovered examples for the two
state-of-the-art methods in different SNRs.
DeepLofargram is nearly −24dB on average, and −26dB for
some. This is far beyond the perception of human visual and
significantly improves the state-of-the-art performances. Since
DeepLofargram leverages on the deep architecture, it can po-
tentially benefit from the abundant emerging new deep neural
network techniques and frameworks. Another direction for
future research involves engaging DeepLofargram to complex
and challenging real-world scenarios such as multiple lines in
different SNRs and ocean ambient noise.
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 5
REFERENCES
[1] H. Hayes, H. Saxton, J. Munson, D. Bradley, and E. Franchi, “A history
of the acoustics division of the naval research laboratory: The first eight
decades 1923-2008,” Naval Research Laboratory, N/A, August 2013.
[2] D. M. Maskell, “The navy’s best-kept secret: Is iuss becoming a lost
art?” Joint Military Operations Department Navy War College, 686
Cushing Road Newport, RI 02841-1207, April, April 2001.
[3] W. Koenig, H. Dunn, and L. Lacy, “The sound spectrograph,” The
Journal of the Acoustical Society of America, vol. 18, no. 1, pp. 19–49,
1946.
[4] J. S. Abel, H. J. Lee, and A. P. Lowell, “An image processing approach
to frequency tracking,” in IEEE International Conference on Acoustics,
Speech, and Signal Processing, vol. 2. IEEE, 1992, pp. 561–564.
[5] J.-C. Di Martino and S. Tabbone, “An approach to detect lofar lines,”
Pattern Recognition Letters, vol. 17, no. 1, pp. 37–46, 1996.
[6] T. A.Lampert and S. E.M.O’Keefe, “On the detection of tracks in
spectrogram images,” Pattern Recognition, vol. 46, no. 5, pp. 1396–
1408, May 2013.
[7] G. D. Kendall, T. J. Hall, and T. J. Newton, “An investigation of
the generalisation performance of neural networks applied to lofargram
classification,” Neural Computing & Applications, vol. 1, no. 2, pp. 147–
159, 1993.
[8] D. Rife and R. Boorstyn, “Single tone parameter estimation from
discrete-time observations,” IEEE Transactions on information theory,
vol. 20, no. 5, pp. 591–598, 1974.
[9] L. Scharf and H. Elliott, “Aspects of dynamic programming in signal
and image processing,” IEEE transactions on automatic control, vol. 26,
no. 5, pp. 1018–1029, 1981.
[10] S. Paris and C. Jauffret, “A new tracker for multiple frequency line,”
in IEEE Aerospace Conference Proceedings, vol. 4. IEEE, 2001, pp.
1771–1782.
[11] ——, “Frequency line tracking using hmm-based schemes [passive
sonar],” IEEE Transactions on Aerospace and Electronic Systems,
vol. 39, no. 2, pp. 439–449, 2003.
[12] Q. Li, M. Li, and X. Yang, “The detection of single frequency component
of underwater radiated noise of target: theoretical analysis,” ACTA
ACUSTICA, vol. 33, no. 3, pp. 193–196, May 2008.
[13] T. A. Lampert and S. E. OKeefe, “A detailed investigation into low-level
feature detection in spectrogram images,” Pattern Recognition, vol. 44,
no. 9, pp. 2076–2092, 2011.
[14] ——, “A survey of spectrogram track detection algorithms,” Applied
acoustics, vol. 71, no. 2, pp. 87–100, 2010.
[15] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “Imagenet classification
with deep convolutional neural networks,” in Advances in neural infor-
mation processing systems, 2012, pp. 1097–1105.
[16] K. Simonyan and A. Zisserman, “Very deep convolutional networks for
large-scale image recognition.” in ICLR, Y. Bengio and Y. LeCun, Eds.,
2015.
[17] X. Yang, C. Deng, F. Zheng, J. Yan, and W. Liu, “Deep spectral
clustering using dual autoencoder network,” in IEEE Conference on
Computer Vision and Pattern Recognition, CVPR 2019, Long Beach,
CA, USA, June 16-20, 2019, 2019, pp. 4066–4075.
[18] R. Xu, C. Li, J. Yan, C. Deng, and X. Liu, “Graph convolutional network
hashing for cross-modal retrieval,” in Proceedings of the Twenty-Eighth
International Joint Conference on Artificial Intelligence, IJCAI 2019,
Macao, China, August 10-16, 2019, 2019, pp. 982–988.
[19] Y. LeCun, Y. Bengio, and G. Hinton, “Deep learning,” Nature, vol. 521,
pp. 436–444, May 2015.
[20] M. D. Zeiler and R. Fergus, “Visualizing and understanding convolu-
tional networks,” in Computer Vision – ECCV 2014, D. Fleet, T. Pajdla,
B. Schiele, and T. Tuytelaars, Eds. Cham: Springer International
Publishing, 2014, pp. 818–833.
[21] K. Simonyan, A. Vedaldi, and A. Zisserman, “Deep inside convolutional
networks: Visualising image classification models and saliency maps,”
in ICLR, 2014.
[22] J. Springenberg, A. Dosovitskiy, T. Brox, and M. Riedmiller, “Striving
for simplicity: The all convolutional net,” in ICLR (workshop track),
2015.
[23] J. Long, E. Shelhamer, and T. Darrell, “Fully convolutional networks for
semantic segmentation,” in IEEE Conference on Computer Vision and
Pattern Recognition (CVPR), June 2015.
