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Flocking estimates for the Cucker-Smale model with
time lag and hierarchical leadership
Cristina Pignotti∗ Irene Reche Vallejo†
Abstract
We analyze the Cucker-Smale model under hierarchical leadership in presence of a time
delay. By using a Lyapunov functional approach and some induction arguments we will prove
convergence to consensus for every positive delay τ. We also prove a flocking estimate in the
case of a free-will leader. These results seem to point out the advantage of a hierarchical
structure in order to contrast time delay effects that frequently appear in real situations.
1 Introduction
In recent years the study of collective behavior of autonomous agents has attracted an increasing
interest in several scientific disciplines, e.g. ecology, biology, social sciences, economics, robotics
(see [2, 3, 7, 8, 13, 15, 30, 38, 41, 42, 47, 48]). The Cucker-Smale model has been proposed and
studied in [19, 20] as a model for flocking, namely for phenomena where autonomous agents reach
a consensus based on limited environmental information. Let us consider N ∈ N agents and let
(xi(t), vi(t)) ∈ IR
2d, i = 1, . . . , N, be their phase-space coordinates. As usual xi(t) denotes the
position of the ith agent and vi(t) the velocity. The finite-dimensional Cucker-Smale model is,
for t > 0,
x˙i(t) = vi(t),
v˙i(t) =
N∑
j=1
aij(t)(vj(t)− vi(t)), i = 1, . . . , N,
(1.1)
where the communication rates aij(t) are of the form
aij(t) = ψ(|xi(t)− xj(t)|) , (1.2)
for a suitable positive non-increasing potential function ψ : [0,+∞)→ (0,+∞) .
We define the diameters in space and velocity,
X(t) := max
i,j
|xi(t)− xj(t)| and V (t) := max
i,j
|vi(t)− vj(t)| . (1.3)
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Definition 1.1. We say that a solution of (1.1) converges to consensus (or flocking) if
sup
t>0
X(t) < +∞ and lim
t→+∞
V (t) = 0 . (1.4)
The potential initially considered by Cucker and Smale in [19, 20] is ψ(s) = H
(σ+s2)β
with
H,σ > 0 and β > 0. They proved that there is unconditional convergence to flocking whenever
β < 1/2. If β > 1/2, they obtained convergence to flocking under appropriate assumptions on
the values of the initial variances on positions and speeds. Actually, unconditional flocking has
been proved also in the case β = 12 (see e.g. [26]).
The extension of the flocking result to the case of non symmetric communication rates
has been proposed by Motsch and Tadmor [39]. Several other variants and generalization have
been proposed including more general potentials, cone-vision constraints, leadership (see e.g.
[15, 17, 27, 37, 40, 46, 50, 52]), stochastic terms ([18, 23, 25]), pedestrian crowds (see [16, 31]),
infinite-dimensional kinetic models (see [1, 4, 9, 12, 22, 28, 49]), topological models ([5, 29]),
control models (see [6, 10, 11, 43, 51]).
In this paper we consider the so called Cucker-Smale system with hierarchical leadership
introduced by Shen [46]. In Shen’s model the agents are ordered in a specific way, depending on
which other agents they are leaders of or led by. Indeed, it may happen in real situations, e.g.
in animals groups, that some agents are more influential than the others. It is also natural to
assume that information from other agents is received after a certain time delay or that every
agent needs a time to elaborate it.
Then, here, we are interested in the asymptotic analysis of the Cucker-Smale model with
hierarchical leadership in presence of time delay effects. In particular, we assume that the agent
i, at time t, changes its velocity taking into account the information from any other agent j at
a previous time t− τ, i.e. aij(t− τ)vj(t− τ), for a fixed positive time delay τ. This is of course
a simplified model. Indeed, we have to mention that, physically, the time delay for transmission
should depend on the distance between the agents. On the other hand, our analysis also holds,
without substantial modifications, if the time delay is a bounded positive function τ(t) of the
time variable t (cfr. [44]).
For other extensions of Shen’s results we refer to [21, 32, 35, 34, 33].
Before introducing our model we recall some definitions from [46].
Definition 1.2. The leader set L(i) of an agent i in a flock {1, 2, . . . , N} is the subgroup of
agents that directly influence agent i, i.e. L(i) = {j | aij > 0}.
The Cucker-Smale system considered by Shen is, for all i = 1, . . . , N and t > 0,
dxi
dt
= vi,
dvi
dt
=
∑
j∈L(i)
aij(t)(vj − vi).
(1.5)
Definition 1.3. A flock {1, . . . , N} is an HL-flock, namely a flock under hierarchical leader-
ship, if the agents can be ordered in such a way that:
1. if aij 6= 0 then j < i, and
2. for all i > 1, L(i) 6= ∅.
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Then, if {1, . . . , N} is an HL-flock, j ≥ i implies aij = 0. Instead, if j < i, it results aij > 0
if agent j is in the leader set, L(i), of agent i, otherwise it is aij = 0. In particular, L(1) = ∅,
namely the agent 1 is the ultimate leader.
In [46], the interaction potential was defined as in the original work by Cucker and Smale,
with σ = 1, namely
aij(t) = ψ(|xi − xj |) =
H
(1 + |xi − xj|2)β
, j ∈ L(i), (1.6)
with H and β positive constants, and convergence to consensus was proved when β < 12 . The
flocking result has then been extended to the case β = 12 (see [45]).
We consider here a variant of Shen’s model including a positive time delay τ, namely our
system is the following
dxi
dt
(t) = vi(t),
dvi
dt
(t) =
∑
j∈L(i)
aij(t− τ)(vj(t− τ)− vi(t)),
(1.7)
for all i = 1, . . . , N and t > 0, where
aij(t) = ψ(|xi(t)− xj(t)|), j ∈ L(i), (1.8)
for some nonnegative, non-increasing, continuous interaction function ψ.
As usual, since we deal with a delay model, the initial data are given for s ∈ [−τ, 0],
xi(s) = x
0
i (s),
vi(s) = v
0
i (s),
(1.9)
for some continuous functions x0i and v
0
i , i = 1, . . . , N.
We will prove a flocking result when ψ has divergent tail, namely if
∫ +∞
a
ψ(s)ds = +∞ , for
some a > 0. Then, on the one hand, in the undelayed case, i.e. τ = 0, we extend the result of
Shen by considering a general potential of divergent tail. On the other hand, we prove flocking
results in presence of time delay. Note that we do not require any smallness conditions on the
size of the time delay. In particular, the model with hierarchical leadership seems more robust,
if compared with the standard Cucker-Smale model, against time delay effects. Indeed, delayed
versions of the standard Cucker-Smale model have been recently considered (see [36, 23, 14, 44])
and flocking results have been proved but only for particular potentials ([36, 14] ) or under
appropriate structural assumptions ([23, 44]). This fact suggests that the presence of leaders is
more efficient in contrasting the time delay effects which naturally appear in dynamics describing
the motion of group of birds, animals or other agents.
The paper is organized as follows. In section 2 we give some preliminary properties of system
(1.7), in particular we prove the positivity property for solutions to the scalar model associated
and, using this, the boundedness property for the velocities of solutions to (1.7). In section 3 we
prove our main theorem, namely the flocking result for the system (1.7). Finally, in section 4 we
consider the model under hierarchical leadership and a free–will leader and we prove convergence
to consensus under some growth assumption on the acceleration of the free–will leader.
3
2 Preliminary results
Here, some general properties of the Cucker-Smale model (1.7) are established, which will be
useful to prove the main result regarding the emergence of flocking behaviour.
We will need to define the m-th level leaders sets.
Definition 2.1. For each agent i = 1, . . . , N, we define
1. the m-th level leaders set of i, as
L0(i) = {i}, L1(i) = L(i), Lm(i) =
⋃
j∈Lm−1(i)
L(j), m ∈ N;
2. the set of all leaders of i, direct or indirect, as
[L](i) = L0(i) ∪ L1(i) ∪ . . .
In particular, by definition of an HL-flock, [L](1) = L0(1) = {1}.
Proposition 2.2. Let (xi, vi), i = 1, . . . , N, be a solution of the Cucker–Smale system under
hierarchical leadership (1.7). Let us consider the following system of ordinary scalar differential
equations
dηi
dt
(t) =
∑
j∈L(i)
aij(t− τ)(ηj(t− τ)− ηi(t)), i = 1, . . . , N, t > 0,
ηi(s) = η
0
i (s), s ∈ [−τ, 0],
(2.1)
where η0i (·), i = 1, . . . , N, are continuous functions and aij(t), for i = 1, . . . , N and j ∈ L(i),
are defined as in (1.8). If η0i (s) > 0 for all i = 1, . . . , N , and all s ∈ [−τ, 0], then ηi(t) > 0 for
all i and t > 0.
Proof. Note that in system (2.1), if an agent j is in [L](i), then ηj is not influenced by agents
outside of [L](i). It is sufficient, then, to prove the statement for the system (2.1) restricted to
agents in [L](i), for each i = 1, . . . , N .
We will proceed by induction. Consider the first agent, agent 1. By definition of an HL-flock,
L(1) = ∅, which implies that
dη1
dt
= 0 ⇒ η1(t) = η1(0) = η
0
1(0) > 0, ∀ t > 0. (2.2)
The equation for agent 2 will be, using (2.2),
dη2
dt
= a21(t− τ)(η1(t− τ)− η2(t)) = a21(t− τ)(η1(0) − η2(t)).
Proceeding for contradiction, assume there exists some t¯ > 0 such that η2(t¯) < 0, and let
us denote
t∗ = inf{t > 0 | η2(s) < 0 for s ∈ (t, t¯) }.
Then, by definition of t∗, η2(t
∗) = 0 and η2(s) < 0 for s ∈ (t
∗, t¯). Using (2.2),
dη2
dt
(s) = a21(s− τ)(η1(0)− η2(s)) > 0, s ∈ [t
∗, t¯),
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which contradicts the fact that η2(t) < 0 for t ∈ (t
∗, t¯) and η2(t
∗) = 0. Hence, η2(t) > 0 for
all t ≥ 0.
Now, as the induction hypothesis, assume that ηi(t) > 0 for all t > 0 and for all i ∈
{1, . . . , k − 1}.
The equation for agent k will be
dηk
dt
=
∑
j∈L(k)
akj(t− τ)(ηj(t− τ)− ηk(t)).
By contradiction, assume there exists t¯ > 0 such that ηk(t¯) < 0 and let
t∗ = inf{t > 0 | ηk(s) < 0 for s ∈ (t, t¯) }.
Then, ηk(t
∗) = 0 and ηk(s) < 0 for s ∈ (t
∗, t¯). We can use the induction hypothesis on the
agents j ∈ L(k) ⊆ {1, . . . , k − 1}, so
dηk
dt
(s) =
∑
j∈L(k)
akj(s− τ)(ηj(s− τ)− ηk(s)) > 0, s ∈ [t
∗, t¯) ,
which gives a contradiction.
Therefore, we have proved that ηi(t) > 0 for all i ∈ {1, . . . , N}.
Proposition 2.3. Let Ω be a convex and compact domain in IRd and let (xi, vi), i = 1, . . . , N,
be a solution of system (1.7). If vi(s) ∈ Ω for all i = 1, . . . , N and s ∈ [−τ, 0], then vi(t) ∈ Ω for
all i = 1, . . . , N and t > 0. In particular, taking Ω = BD0(0) with
D0 = max
16i6N
max
s∈[−τ,0]
|vi(s)|,
then |vi(t)| 6 D0 for all t > 0 and i = 1, . . . , N .
Proof. Let ν ∈ Sn−1 be a unit vector and let a ∈ IRd be a given vector. Define ηi = ν · (vi − a).
We now claim that if ηi(s) > 0 for all i and s ∈ [−τ, 0] then ηi(t) > 0 for all i and t > 0. Using
(1.7),
dηi
dt
(t) = ν ·
dvi
dt
(t)
= ν ·
( ∑
j∈L(i)
aij(t− τ)(vj(t− τ)− vi(t))
)
= ν ·
( ∑
j∈L(i)
aij(t− τ)[(vj(t− τ)− a)− (vi(t)− a)]
)
=
∑
j∈L(i)
aij(t− τ)(ηj(t− τ)− ηi(t)).
Now we can use Proposition 2.2 and we see that, indeed, the claim is true. Then the result
follows arguing as in the undelayed case (see Th. 4.2 of [46]).
5
3 The flocking result
Using the above propositions, we are ready to prove our main result, namely the existence of
flocking solutions in a flock under hierarchical leadership satisfying the Cucker-Smale system
with delay (1.7). To do this, we combine arguments used to deal with the undelayed models in
both standard CS-system [26] and CS-system with hierarchical leadership [46]. New ingredients
are needed in order to take into account the delay term.
Theorem 3.1. Let (xi, vi), i = 1, . . . , N, be a solution of the Cucker-Smale system under hier-
archical leadership with delay (1.7) with initial conditions (1.9). Assume
∫ ∞
a
ψ(s) ds = +∞, (3.1)
for some a > 0. Then,
V (t) = O(e−Bt), (3.2)
with a constant B > 0 depending only on the initial configuration and the parameters of the
system.
Proof. We will use induction on the number of agents in the flock.
Consider first a flock of 2 agents 1, 2. Since, by definition of an HL-flock, L(2) 6= ∅, we
must have L(2) = {1}, i.e. a21 > 0. Again by definition of an HL-flock, a12 = 0. Then,
dv1
dt
= 0 ⇒ v1(t) = v1(0), ∀ t > 0,
and
dv2
dt
= a21(t− τ)(v1(t− τ)− v2(t)) = a21(t− τ)(v1(0) − v2(t)), t ≥ τ. (3.3)
We now denote
x2(t) = x2(t)− x1(t) and v
2(t) = v2(t)− v1(t). (3.4)
Then, from (3.3), we have
dv2
dt
=
dv2
dt
−
dv1
dt
= −a21(t− τ)v
2(t), t ≥ τ, (3.5)
and thus
1
2
d|v2|2
dt
= −a21(t− τ)|v
2|2 ,
which gives
d|v2|
dt
6 −ψ (|x2(t− τ)− x1(t− τ)|) |v
2(t)| , t ≥ τ . (3.6)
Therefore, from (3.6), we deduce that |v2(t)| is decreasing in time and so
|v2(t)| 6 |v2(τ)| , t ≥ τ . (3.7)
Note also that the equation for the position is
dx2(t)
dt
= v2(t)
which easily gives
6
∣∣∣∣d|x
2(t)|
dt
∣∣∣∣ 6 |v2(t)| , t > 0 . (3.8)
Now, observe that
x1(t− τ)− x2(t− τ) = x1(t)− x2(t) +
∫ t−τ
t
(x1 − x2)
′(s) ds
= x1(t)− x2(t)−
∫ t−τ
t
v2(s) ds,
which, along with (3.7), implies that
|x1(t− τ)− x2(t− τ)| 6 |x1(t)− x2(t)|+ |v
2(τ)|τ = |x2(t)|+ |v2(τ)|τ , t ≥ 2τ , (3.9)
with x2(t), v2(t) defined in (3.4). Using this inequality in (3.5) along with the fact that a21(t) =
ψ(|x2(t)|) with ψ decreasing, we obtain
d|v2(t)|
dt
6 −ψ(|x2(t)|+ |v2(τ)|τ) |v2(t)| , t ≥ 2τ . (3.10)
Consider now the Lyapunov functionals (cfr. [26])
L2±(t) = |v
2(t)| ± Φ(|x2(t)|+ |v2(τ)|τ), (3.11)
where the function Φ is such that Φ′(r) = ψ(r), r ∈ (0,+∞). From (3.10), we obtain
dL2±
dt
=
d|v2(t)|
dt
± ψ(|x2(t)|+ |v2(τ)|τ)
d|x2(t)|
dt
6 −ψ(|x2(t)|+ |v2(τ)|τ)|v2(t)| ± ψ(|x2(t)|+ |v2(τ)|τ)
d|x2(t)|
dt
= ψ(|x2(t)|+ |v2(τ)|τ)
(
±
d|x2(t)|
dt
− |v2(t)|
)
6 0 , t ≥ 2τ ,
(3.12)
where we have used (3.8). Hence, L2±(t) 6 L
2
±(τ), so
|v2(t)| ± Φ(|x2(t)|+ |v2(τ)|τ) 6 |v2(τ)| ± Φ(|x2(τ)|+ |v2(τ)|τ),
or
|v2(t)| − |v2(τ)| 6 ±Φ(|x2(τ)| + |v2(τ)|τ)∓ Φ(|x2(t)|+ |v2(τ)|τ) . (3.13)
From (3.13) we then deduce,
|v2(t)| − |v2(τ)| 6 −
∣∣∣∣∣
∫ |x2(t)|+τ |v2(τ)|
|x2(τ)|+τ |v2(τ)|
ψ(s) ds
∣∣∣∣∣ .
In particular,
|v2(τ)| >
∣∣∣∣∣
∫ |x2(t)|+τ |v2(τ)|
|x2(τ)|+τ |v2(τ)|
ψ(s) ds
∣∣∣∣∣ . (3.14)
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Since we have assumed that ψ satisfies (3.1), then there must exist some x2M > 0 such that
|v2(τ)| =
∫ x2
M
|x2(τ)|+τ |v2(τ)|
ψ(s) ds (3.15)
which, along with (3.14), implies
|x2(t)|+ τ |v2(τ)| 6 x2M , t ≥ 2τ , (3.16)
since ψ is a nonnegative function. Now, using (3.10) along with the fact that ψ is non-increasing,
we have
d|v2(t)|
dt
6 −ψ(x2M )|v
2(t)|, t ≥ 2τ ,
and the Gronwall inequality gives us
|v2(t)| 6 e−ψ(x
2
M
)(t−τ)|v2(τ)|, t ≥ 2τ . (3.17)
Now, for the flock of two agents 1, 2 we have, since v1(t) is constant for t ≥ 2τ,
|v1(t)− v2(t)| = |v1(t− τ)− v2(t)| = O(e
−ψ(x2
M
)t). (3.18)
We have also,
|v2(t− τ)− v1(t)| 6 |v2(t− τ)− v2(t)|+ |v2(t)− v1(t)| . (3.19)
Observe that,
|v2(t− τ)− v2(t)| =
∣∣∣∣
∫ t
t−τ
v2
′(s) ds
∣∣∣∣ =
∣∣∣∣
∫ t
t−τ
a21(s− τ)(v1(s− τ)− v2(s)) ds
∣∣∣∣
6 c
∫ t
t−τ
e−ψ(x
2
M )s ds 6 cτe−ψ(x
2
M )(t−τ) = cτeψ(x
2
M )τe−ψ(x
2
M )t = O(e−ψ(x
2
M )t),
(3.20)
so we have
|v2(t− τ)− v1(t)| = O(e
−ψ(x2M )t). (3.21)
Then, the 2-flock 1,2 satisfies the estimates (3.19), (3.20) and (3.21). Moreover, of course,
|v1(t− τ)− v1(t)| = O(e
−ψ(x2
M
)t), being v1(t) constant for t ≥ 2τ .
We assume now, by induction, that analogous exponential estimates are satisfied for a
flock of l − 1 agents 1, . . . , l − 1 with l > 2, i.e. there exists some constant b > 0 such that
∀ i, j = 1, . . . , l − 1,
|vi(t)− vj(t)| = O(e
−bt), (3.22)
|vi(t− τ)− vj(t)| = O(e
−bt). (3.23)
Then, we want to prove the same kind of estimates also for a flock with l > 2 agents
{1, . . . , l}. This will prove our theorem.
Define the average position and velocity of the leaders of agent l,
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xˆl =
1
dl
∑
i∈L(l)
xi(t) and vˆl =
1
dl
∑
i∈L(l)
vi(t), dl = #L(l), (3.24)
where #A denotes the cardinality of a set A. Also, define
xl(t) = xl(t)− xˆl(t) and v
l(t) = vl(t)− vˆl(t). (3.25)
Then,
dvl
dt
=
dvl
dt
−
dvˆl
dt
=
∑
j∈L(l)
alj(t− τ)(vj(t− τ)− vl(t))−
dvˆl
dt
. (3.26)
By adding and subtracting
∑
alj(t− τ)vˆl in (3.26) we get
dvl
dt
=
∑
j∈L(l)
alj(t− τ)(vˆl(t)− vl(t)) +
∑
j∈L(l)
alj(t− τ)(vj(t− τ)− vˆl(t)) −
dvˆl
dt
. (3.27)
Using the induction hypothesis (3.23), since L(i),L(l) ⊆ {1, . . . , l − 1},
dvˆl
dt
=
1
dl
∑
i∈L(l)
dvi
dt
=
1
dl
∑
i∈L(l)
∑
j∈L(i)
aij(t− τ)(vj(t− τ)− vi(t)) = O(e
−bt). (3.28)
Using once again the induction hypothesis (3.23),
∑
j∈L(l)
alj(t− τ)(vj(t− τ)− vˆl(t)) =
1
dl
∑
j∈L(l)
alj(t− τ)
∑
i∈L(l)
(vj(t− τ)− vi(t)) = O(e
−bt). (3.29)
Now, (3.27) becomes
dvl
dt
= −
∑
j∈L(l)
alj(t− τ)v
l(t) +O(e−bt), t ≥ τ . (3.30)
with
alj(t− τ) = ψ(|xl(t− τ)− xj(t− τ)|).
Observe that for every j ∈ L(l) it results
|xl(t− τ)− xj(t− τ)| ≤ |xl(t− τ)− xˆl(t− τ)|+ |xj(t− τ)− xˆl(t− τ)|
6 |xl(t− τ)|+Ml,
(3.31)
for some Ml > 0, due to the induction hypotheses. Therefore, since ψ is non-increasing,
ψ(|xl(t− τ)− xj(t− τ)|) > ψ
(
(|xl(t− τ)|+Ml)
)
,
which, along with (3.30), implies
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d|vl|
dt
6 −dlψ
(
|xl(t− τ)|+Ml
)
|vl(t)|+ ce−bt, t ≥ τ . (3.32)
Define
D0 = 2 max
16i6l
max
s∈[−τ,0]
vi(s).
From Proposition 2.3, |vi(t)| 6 D0/2 for all i and for all t > 0, which implies
|vl(t)| 6
1
dl
∑
j∈L(l)
|vj(t)− vl(t)| 6
1
dl
∑
j∈L(l)
D0 = D0.
Then,
|xl(t− τ)| 6 |xl(t)|+ τD0, t ≥ τ , (3.33)
which, in (3.32), yields
d|vl|
dt
6 −dlψ
(
|xl(t)|+ τD0 +Ml
)
|vl(t)|+ ce−bt. (3.34)
Now consider the Lyapunov functionals
Ll±(t) = |v
l(t)| ± dlΦ
(
|xl(t)|+ τD0 +Ml
)
, (3.35)
where as before Φ is a function such that Φ′(r) = ψ(r), r ∈ (0,+∞). Then, denoting M˜ =
τD0 +Ml,
dLl±
dt
=
d|vl|
dt
± dlψ
(
|xl(t)|+ M˜
) d|xl|
dt
6 −dlψ
(
|xl(t)|+ M˜
)
|vl(t)|+ ce−bt ± dlψ
(
|xl(t)|+ M˜
) d|xl|
dt
= dlψ
(
|xl(t)|+ M˜
)(
±
d|xl|
dt
− |vl(t)|
)
+ ce−bt 6 ce−bt, t ≥ τ ,
(3.36)
since, from dx
l
dt
= vl, we have
∣∣∣d|xl|dt
∣∣∣ 6 |vl(t)|.
Thus, integrating (3.36) in [τ, t], we deduce
Ll±(t)− L
l
±(τ) 6 c
∫ t
τ
e−bs ds =
c
b
(e−bτ − e−bt) 6
c
b
,
which implies
|vl(t)| − |vl(τ)| 6 ±dl
(
Φ
(
|xl(τ)|+ M˜
)
− Φ
(
|xl(t)|+ M˜
))
+
c
b
,
namely
|vl(t)| − |vl(τ)| 6 −dl
∣∣∣∣∣
∫ |xl(t)|+M˜
|xl(τ)|+M˜
ψ(s) ds
∣∣∣∣∣+
c
b
. (3.37)
In particular, from (3.37), we have
|vl(τ)|+
c
b
> dl
∣∣∣∣∣
∫ |xl(t)|+M˜
|xl(τ)|+M˜
ψ(s) ds
∣∣∣∣∣ . (3.38)
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Since
∫ +∞
a
ψ(s) ds = +∞, this implies the existence of a constant xlM > 0 such that
|vl(τ)|+
c
b
= dl
∫ xl
M
|xl(τ)|+M˜
ψ(s) ds,
which, along with (3.38), gives
|xl(t)|+ M˜ 6 xlM , ∀ t ≥ τ ,
since ψ is a nonnegative function.
Using this in (3.34), we have
d|vl|
dt
6 −dlψ(x
l
M )|v
l(t)|+ ce−bt,
and therefore, from the Gronwall inequality we obtain,
|vl(t)| ≤ Ce−B
lt , (3.39)
for suitable positive constants C,Bl.
Then, from (3.39) and the induction hypothesis (3.22), for every j ∈ L(l), we have
|vl(t)− vj(t)| ≤ |vl(t)− vˆl(t)|+ |vˆl(t)− vj(t)| = O(e
−Bt). (3.40)
Now, to complete the induction argument, the only thing left to prove is that, for all t > 0 and
i, j ∈ {1, . . . , l},
|vi(t− τ)− vj(t)| = O(e
−Bt), (3.41)
for a suitable positive constant B.
If i, j ∈ {1, . . . , l− 1}, then (3.41) is true by (3.23). Consider the case i ∈ {1, . . . , l− 1} and
j = l. Then,
|vi(t− τ)− vl(t)| 6 |vi(t− τ)− vi(t)|+ |vi(t)− vl(t)| = O(e
−Bt),
by (3.23) and (3.40), for suitable B.
Consider now the case where i = j = l. Then, using the previous case we see that
|vl(t− τ)− vl(t)| =
∣∣∣∣
∫ t
t−τ
vl
′(s) ds
∣∣∣∣ =
∣∣∣∣∣∣
∫ t
t−τ
∑
k∈L(l)
alj(s− τ) (vk(s− τ)− vl(s)) ds
∣∣∣∣∣∣
6 c¯
∫ t
t−τ
e−Bs ds = c¯τe−B(t−τ) = c¯τeBτ e−Bt = O(e−Bt).
(3.42)
Also for the last case, where j ∈ {1, . . . , l − 1} and i = l, using (3.42) we have
|vl(t− τ)− vj(t)| 6 |vl(t− τ)− vl(t)|+ |vl(t)− vj(t)| = O(e
−Bt),
by the previous case and (3.40). With this, we can say that (3.41) is satisfied for all i, j ∈
{1, . . . , l} and the theorem is proved.
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Remark 3.2. Note that the estimate on the diameter in velocity V (t) implies
sup
t>0
X(t) < +∞ ,
therefore Theorem 3.1 ensures convergence to consensus in the sense of Definition 1.4 .
4 Flocking under a free-will leader
Here we analyze the case in which the ultimate leader agent of the HL-flock may have a free-will
acceleration, instead of moving with constant velocity as in the previous section. This reflects
natural situations in which the flock is approached, for instance, by a predator and then the
leader takes off first or it changes the velocity in order to avoid any danger.
The model describing such a situation is
dx1
dt
(t) = v1(t),
dv1
dt
(t) = f(t),
(4.1)
where f : [0,+∞)→ IRd is a continuous integrable function, that is,
‖f‖1 =
∫ +∞
0
|f(t)| dt < +∞ , (4.2)
for the motion of the free-will leader, and the Cucker-Smale model under hierarchical leadership
for the other agents, namely
dxi
dt
(t) = vi(t),
dvi
dt
(t) =
∑
j∈L(i)
aij(t− τ)(vj(t− τ)− vi(t)),
(4.3)
for all i ∈ {2, . . . , N}. As usual, in order to solve the delay problem we need to assign the initial
data on the time interval [−τ, 0], i.e.
xi(s) = x
0
i (s),
vi(s) = v
0
i (s),
(4.4)
for some continuous functions x0i and v
0
i , for i = 1, . . . , N.
Definition 4.1. We define the depth Γ of the HL-flock {1, . . . , N} as the maximum number of
information passages needed to reach every agent starting from the free–will leader, i.e.
Γ = max { #[L](i) : i = 1, . . . , N }.
Our theorem below extends and generalizes the flocking result proved by Shen for the
undelayed case (see Th. 5.1 of [46]).
Theorem 4.2. Let (xi, vi), i = 1, . . . , N, be a solution of the Cucker-Smale system under hi-
erarchical leadership with delay (4.1)–(4.3) with initial conditions (4.4). Assume that (3.1) is
satisfied and that the acceleration of the free-will leader satisfies
|f(t)| = O((1 + t)−µ), (4.5)
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for some µ > Γ− 1 , where Γ is the depth of the flock. Then, the flocking estimate
V (t) = O((1 + t)−(µ−Γ+1)), (4.6)
holds true.
Remark 4.3. In the statement of Theorem 4.2, the condition µ > Γ−1 depends on the depth of
the flock. This is natural because it corresponds to require less free will for the leader of a deep
flock, in order to have consensus. Indeed, it may happen that the ultimate leader leads some
agents only through a large number of intermediate agents, namely several information passages.
So, the constraint on the decaying exponent of the leader’s acceleration has to be appropriate
for the size of the cloud in order to have the formation of a coherent flock.
Proof of Theorem 4.2. We argue by induction. First of all, look at the first agent, namely the
free-will leader. From (4.1) we deduce
v1(t) = v1(0) +
∫ t
0
f(s) ds ,
and so, being f integrable,
|v1(t)| ≤ |v1(0)| + ‖f‖1 = C1 , ∀ t ≥ 0 . (4.7)
Now, look at the 2-flock. As before, let us denote
v2(t) = v2(t)− v1(t) and x
2(t) = x2(t)− x1(t), t ≥ 0 .
From (4.1) and (4.3)
dv2
dt
=
dv2
dt
−
dv1
dt
= a21(t− τ)(v1(t− τ)− v2(t))− f(t)
= a21(t− τ)(v1(t)− v2(t))− a21(t− τ)
∫ t
t−τ
v′1(s) ds − f(t)
= −a21(t− τ)v
2(t)− a21(t− τ)
∫ t
t−τ
f(s) ds− f(t) .
(4.8)
Now, from (4.5), it is immediate to see that
∣∣∣∣ max
s∈[0,+∞)
ψ(s)
∫ t
t−τ
f(s) ds
∣∣∣∣+ |f(t)| ≤ C(1 + t)−µ , t > 0 , (4.9)
for a suitable positive constant C . Therefore, from (4.8) we deduce
d|v2|
dt
≤ −a21(t− τ)|v
2(t)|+ C(1 + t)−µ ≤ C(1 + t)−µ , (4.10)
from which follows
|v2(t)| ≤ |v2(0)| + C
∫ +∞
0
(1 + t)−µ dt ≤ C2, ∀ t ≥ 0 , (4.11)
for some constant C2 > 0. Since
x2(t− τ) = x2(t) +
∫ t−τ
t
v2(s) ds ,
13
from (4.11) we can then deduce
|x2(t− τ)| ≤ |x2(t)|+ τC2 . (4.12)
From (4.12) and the first inequality in (4.10), recalling that ψ is non-increasing, we obtain
d|v2|
dt
≤ −ψ(|x2(t)|+ τC2)|v
2(t)|+ C(1 + t)−µ . (4.13)
Now, in order to find a bound for |x2(t)|, we introduce the functionals
F2±(t) = |v
2(t)| ± Φ(|x2(t)|+ τC2), (4.14)
where the function Φ is such that Φ′(r) = ψ(r), r ∈ (0,+∞). From (4.13), we obtain
dF2±
dt
=
d|v2(t)|
dt
± ψ(|x2(t)|+ τC2)
d|x2(t)|
dt
6 −ψ(|x2(t)|+ τC2)|v
2(t)| ± ψ(|x2(t)|+ τC2)
d|x2(t)|
dt
+ C(1 + t)−µ
= ψ(|x2(t)|+ τC2)
(
±
d|x2(t)|
dt
− |v2(t)|
)
+C(1 + t)−µ
6 C(1 + t)−µ , t ≥ 0 ,
(4.15)
where we have used (3.8). Hence,
F2±(t) 6 F
2
±(0) + C
∫ +∞
0
(1 + t)−µ dt = F2±(0) +K,
so
|v2(t)| ± Φ(|x2(t)|+ τC2) 6 |v
2(0)| ± Φ(|x2(0)|+ τC2) +K,
or, equivalently,
|v2(t)| − |v2(0)| 6 ±Φ(|x2(0)|+ τC2)∓ Φ(|x
2(t)|+ τC2) +K . (4.16)
From (4.16) we then deduce,
|v2(t)| − |v2(0)| 6 −
∣∣∣∣∣
∫ |x2(t)|+τC2
|x2(0)|+τC2
ψ(s) ds
∣∣∣∣∣+K .
In particular,
|v2(0)|+K >
∣∣∣∣∣
∫ |x2(t)|+τ |v2(τ)|
|x2(τ)|+τ |v2(τ)|
ψ(s) ds
∣∣∣∣∣ . (4.17)
Since we have assumed that ψ is positive and satisfies (3.1), then there must exist some
x2R > 0 such that
|x2(t)|+ τC2 6 x
2
R, t ≥ 0 . (4.18)
Now, using (4.13) along with the fact that ψ is non-increasing, we have
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d|v2(t)|
dt
6 −ψ(x2R)|v
2(t)|+ C(1 + t)−µ, t ≥ 0 ,
and so, for every T > 0, the Gronwall’s lemma implies
|v2(T )| ≤ e−ψ(x
2
R
)T
2 |v2(T/2)| +
∫ T
T
2
e−ψ(x
2
R
)(T−t) C
(1 + t)µ
dt
≤ e−ψ(x
2
R
)T
2 C2 +O((1 + T )
−(µ−1)) .
(4.19)
Thus,
|v2(t)− v1(t)| = O((1 + t)
−(µ−1)) . (4.20)
Note also that
|v1(t− τ)− v1(t)| ≤
∫ +∞
t−τ
|f(t)| dt = O((1 + t)−(µ−1)) , (4.21)
and
|v2(t− τ)− v2(t)| ≤ |v2(t− τ)− v1(t− τ)|
+|v1(t− τ)− v1(t)|+ |v1(t)− v2(t)| = O((1 + t)
−(µ−1)) .
(4.22)
Therefore, (4.20)–(4.22) imply
|vi(t− τ)− vj(t)| = O((1 + t)
−(µ−1)), for i, j ∈ {1, 2} . (4.23)
Now, as induction hypothesis, assume that for a flock of l − 1 agents {1, . . . , l − 1} with
2 < l ≤ N , we have
|vi(t)− vj(t)| = O((1 + t)
−(µ−l+2)), (4.24)
|vi(t− τ)− vj(t)| = O((1 + t)
−(µ−l+2)) , (4.25)
for all i, j ∈ {1, . . . , l − 1}.
Then, we want to prove the same kind of estimates for a l flock with l agents. This will
prove our theorem.
As before, we use the average position and velocity of the leaders of agent l, introduced in
(3.24) and let xl, vl as in (3.25). Then, as before we can write
dvl
dt
=
∑
j∈L(l)
alj(t− τ)(vˆl(t)− vl(t)) +
∑
j∈L(l)
alj(t− τ)(vj(t− τ)− vˆl(t)) −
dvˆl
dt
. (4.26)
Using the induction hypothesis (4.25), since L(i),L(l) ⊆ {1, . . . , l − 1},
dvˆl
dt
=
1
dl
∑
i∈L(l)
dvi
dt
= χ1∈L(l)
1
dl
f(t) +
1
dl
∑
i∈L(l)\{1}
dvi
dt
= O((1 + t)−(µ−l+2)). (4.27)
Using again the induction hypotheses (4.25),
∑
j∈L(l)
alj(t− τ)(vj(t− τ)− vˆl(t))
=
1
dl
∑
j∈L(l)
alj(t− τ)
∑
i∈L(l)
(vj(t− τ)− vi(t)) = O((1 + t)
−(µ−l+2)).
(4.28)
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Therefore, (4.26) becomes
dvl
dt
= −
∑
j∈L(l)
alj(t− τ)v
l(t) +O((1 + t)−(µ−l+2)), t ≥ 0 . (4.29)
with
alj(t− τ) = ψ(|xi(t− τ)− xl(t− τ)|).
Then, arguing as in the proof of Theorem 3.1, we arrive at
d|vl|
dt
6 −dlψ
(
|xl(t− τ)|+Rl
)
|vl(t)|+O((1 + t)−(µ−l+2)), t ≥ 0 , (4.30)
for a suitable positive constant Rl .
Note that (4.30) implies
d|vl|
dt
6 C(1 + t)−(µ−l+2), (4.31)
for a suitable constant C. Then, from (4.31) we deduce
|vl(t)| ≤ |vl(0)|+ C
∫ +∞
0
(1 + t)−(µ−l+2) dt ≤ Cl, (4.32)
where we used that, since µ > N − 1 and l ≤ N, the integral is convergent.
Then,
|xl(t− τ)| 6 |xl(t)|+
∫ t
t−τ
|vl(s)| ds ≤ |xl(t)|+ Clτ , t ≥ 0 , (4.33)
which, used in (4.30), yields
d|vl|
dt
6 −dlψ
(
|xl(t)|+Rl + Clτ
)
|vl(t)|+ C(1 + t)−(µ−l+2). (4.34)
Now consider the functionals
F l±(t) = |v
l(t)| ± dlΦ
(
|xl(t)|+Rl + τCl
)
, (4.35)
with, as before, Φ primitive function of ψ . Using (4.34) we then obtain
dF l±
dt
≤ C(1 + t)−(µ−l+2) . (4.36)
Since the function in the right–hand side of (4.36) is integrable, we can prove that there exists
a positive constant xlR such that
|xl(t)|+Rl + τCl ≤ x
l
R, t ≥ 0 .
We can thus restate (4.34) as
d|vl|
dt
6 −dlψ
(
xlR
)
|vl(t)|+ C(1 + t)−(µ−l+2). (4.37)
Now we can apply the Gronwall’s lemma as for the 2−flock case obtaining
|vl(t)| = O((1 + t)−(µ−l+1)) . (4.38)
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Then, from (4.38) and the induction hypothesis (4.24), for every j ∈ L(l), we have
|vl(t)− vj(t)| ≤ |vl(t)− vˆl(t)|+ |vˆl(t)− vj(t)| = O((1 + t)
−(µ−l+1)). (4.39)
Now, to complete the induction argument, we only have to prove that, for all i, j ∈ {1, . . . , l},
|vi(t− τ)− vj(t)| = O((1 + t)
−(µ−l+1)). (4.40)
If i, j ∈ {1, . . . , l− 1}, then (4.40) is true by (4.25). Consider the case i ∈ {1, . . . , l− 1} and
j = l. Then,
|vi(t− τ)− vl(t)| 6 |vi(t− τ)− vi(t)|+ |vi(t)− vl(t)| = O((1 + t)
−(µ−l+1)),
by (4.25) and (4.39).
Consider now i = j = l. Then, using the previous case we see that
|vl(t− τ)− vl(t)| =
∣∣∣∣
∫ t
t−τ
vl
′(s) ds
∣∣∣∣ =
∣∣∣∣∣∣
∫ t
t−τ
∑
k∈L(l)
alk(s − τ) (vk(s− τ)− vl(s)) ds
∣∣∣∣∣∣
6 C
∫ t
t−τ
(1 + s)−(µ−l+1) ds ≤ Cτ(1 + t− τ)−(µ−l+1) = O((1 + t)−(µ−l+1)) .
(4.41)
Also for the last case, where j ∈ {1, . . . , l − 1} and i = l, using (4.41) we have
|vl(t− τ)− vj(t)| 6 |vl(t− τ)− vl(t)|+ |vl(t)− vj(t)| = O((1 + t)
−(µ−l+1)),
where we have used (4.39). With this, we can conclude that (4.40) is satisfied for all i, j ∈
{1, . . . , l} and the theorem is proved.
Remark 4.4. The flocking result for the Cucker-Smale model under hierarchical leadership
and with a free-will leader has been first obtained by Shen [46], under the same assumption
(4.5) on the acceleration of the ultimate leader. We extend her result by including delay effects.
Moreover, we deal with a more general potential of interaction ψ with respect to [46] where,
indeed, the author deals with the potential of the former papers of Cucker and Smale ([19, 20]),
ψ(s) = H
(1+s2)β
, under the assumption β < 12 .
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