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1. Introduction
LetΩ be a boundeddomain inRN , N = 1, 2, 3,with a smooth boundary ∂Ω . Letω be an open subset ofΩ with associated
characteristic function χω . Consider the following controlled linear Fitzhugh–Nagumo equation
ut −1u+ v + α(x)u = χωg in (0, T )×Ω,
vt + γ v − σu = 0 in (0, T )×Ω,
u(t, x) = 0 on (0, T )× ∂Ω,
u(0, x) = u0(x), v(0, x) = 0 inΩ,
(1.1)
where u is the electrical potential across the axonal membrane, v is a recovery variable, and g is the medicine actuator (the
control variable). For more details, see [1] and the references therein. Further u0(x) ∈ C0(Ω) = {y ∈ C(Ω) : y = 0 on ∂Ω}
is a given function, σ > 0 and γ ≥ 0 are constants, α ∈ C(Ω) and g is taken from the set of control functions:
U ≡ {g : (0,+∞)×Ω → Rmeasurable : |g(t, x)| ≤ M for almost (t, x) ∈ (0,+∞)×Ω},
whereM is a positive constant.
Solving the second equation of (1.1) in terms of uwe get
v = σ
 t
0
e−γ (t−s)u(s) ds,
and hence (1.1) can be equivalently expressed as the following integro-differential equation:
ut −1u+ σ
 t
0
e−γ (t−s)u(s) ds+ α(x)u = χωg in (0, T )×Ω,
u(t, x) = 0 on (0, T )× ∂Ω,
u(0, x) = u0(x) inΩ.
(1.2)
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For each g ∈ U and T > 0, Eq. (1.2) has a unique solution, denoted by u ≡ u(t, x; u0, g), in C([0, T ]; C0(Ω)); see
Lemma 2.3. In what follows, we shall omit the variables t and x for functions in (t, x) andwe omit the variable x for functions
in x, if there is no risk of causing confusion.
The following time optimal control problem is the focus of this paper:
inf{T : |u(T , x; u0, g)| ≤ 1, x ∈ Ω, g ∈ U}. (P)
Without loss of generality we assume that u0(·) does not satisfy |u0(x)| ≤ 1, ∀ x ∈ Ω . We call
T ∗ ≡ inf{T : |u(T , x; u0, g)| ≤ 1, x ∈ Ω, g ∈ U}
the optimal (minimal) time for (P) and g∗ ∈ U the associated time-optimal control with corresponding state u(t, x; u0, g∗),
satisfying |u(T ∗, x; u0, g∗)| ≤ 1, ∀ x ∈ Ω . We call a control g ∈ U an admissible control for (P) if there exists a T > 0 such
that |u(T , x; u0, g)| ≤ 1, ∀ x ∈ Ω .
Throughout this paper, for T > 0 fixed, wewrite QT andΣT for the product sets (0, T )×Ω and (0, T )×∂Ω respectively.
The Lebesgue measure of a set D in Rd(d ≥ 1) is denoted by |D|Rd . For every integer k ≥ 0, every p, r ≥ 1,W k,p(Ω),
W 1,p0 (Ω), L
r(0, T ;W 1,p0 (Ω)), C(Q T ) and C0(Ω) stand for the usual Sobolev’s spaces, endowed with the usual norms.
The main result of this paper is the following result which gives in maximum principle in (1.4).
Theorem 1.1. Assume that T ∗ is the minimal time and let g∗ be an optimal control for problem (P). Then there exist ψ ∈
L
6
5

0, T ∗;W 1,
6
5
0 (Ω)

and ζ0 ∈ (C0(Ω))∗ with ζ0 ≠ 0 satisfying
ψt +1ψ − σ
 T∗
t
e−γ (s−t)ψ(s) ds− α(x)ψ = 0 in QT∗ ,
ψ(t, x) = 0 onΣT∗ ,
ψ(T ∗, ·) = −ζ0 inΩ
(1.3)
and
χω(x)ψ(t, x) · g∗(t, x) = M|χω(x)ψ(t, x)| a.e. in QT∗ , (1.4)
where (C0(Ω))∗ is the dual space of C0(Ω).
Let us refer the selected results on Pontryagin’smaximumprinciple for time optimal control problems, governed by linear
and semilinear parabolic differential equations. In [2,3], the controls are constrained by distributed constraints in space. But
certainly, pointwise constraints in space and time are practically relevant. In [4,5], Pontryagin’s maximum principle was
considered for time optimal control problems governed by semilinear parabolic equations with pointwise constraints in
space and time. However, to the best of our knowledge, Pontryagin’s maximum principle for time optimal control problems,
governed by integro-differential equations with pointwise control constraint, has not been studied so far.
Based on Theorem 1.1, we obtain the bang–bang property of the optimal controls for problem (P) as follows.
Corollary 1.2. Let T ∗ be the minimal time with an associated optimal control g∗ for problem (P). If ζ0 in Theorem 1.1 satisfies
ζ0 ∈

L1(Ω), for N = 1,
L2(Ω), for N = 2, 3
and
ζ0(x) ≠ 0 a.e. inΩ, (1.5)
then
|g∗(t, x)| = M for almost all (t, x) ∈ (0, T ∗)× ω.
The bang–bang property of the optimal controls is one of themain interests for time optimal control problems. For linear
evolution equations this property with spatial integral constraints on the controls, pointwise in time, was first established
in [6]. Since then many results on the bang–bang property of optimal controls for time optimal control problems, governed
by linear and semilinear parabolic differential equations, were obtained (see e.g. [2,3,7]). In these papers, the controls are
constrained by distributed spatial constraints. In [8], the ‘‘bang–bang’’ property of time optimal controls was proved for the
boundary control problem for the heat equation, with pointwise control constraint and arbitrary reachable target set. Here
assumptions on the bounds to which the controls were subjected were utilized. In [9], the bang–bang property of optimal
controls was established for time optimal control problems governed by linear parabolic equations, with pointwise control
constraints. The target set was a point in the state space and the control acted globally onto the equation. To the best of
our knowledge, the bang–bang property for time optimal controls, acting locally onto parabolic and integro-differential
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equations with pointwise control constraints, has not been studied so far. From [10], it is clear that there is an essential
difference between the cases in which the control acts locally as opposed to globally onto the equations.
We point out that the bang–bang property of the optimal controls for the heat equation can be derived by the similar
arguments as used in this paper. For this case, we do not need additional assumptions on ζ0 as Corollary 1.2. We believe that
this result is also new for the heat equation.
The rest of this paper is organized as follows. In Section 2, we provide existence results and a-priori estimates in the form
that is required to obtain Pontryagin’s maximum principle for problem (P). In Section 3, we give the proofs of Theorem 1.1
and Corollary 1.2.
2. Preliminaries
In this section, we present technical lemmas that will be essential for the proof of the maximum principle. First we
introduce some notation. For p ≥ 1, the set {y ∈ Lp(QT ) : yt , yxi , yxixj ∈ Lp(QT ), 1 ≤ i, j ≤ N} endowed with the norm
∥y∥W2,1p (QT ) = ∥y∥Lp(QT ) + ∥yt∥Lp(QT ) +
N
i=1
∥yxi∥Lp(QT ) +
N
i,j=1
∥yxixj∥Lp(QT )
is denoted by W 2,1p (QT ). For Banach spaces X and Y , we write X
∗, ⟨·, ·⟩X∗,X and X × Y for the dual space of X , the duality
pairing between X∗ and X , and the product space endowed with the norm ∥(·, ·)∥X×Y = ∥ · ∥X + ∥ · ∥Y , respectively.
The following lemma is taken from [11] (see Proposition 3.4 and Lemma 3.6 of Chapter 4 in [11]).
Lemma 2.1. Let X be a Banach space and let S1 be finite codimensional in X.
(i) Let S2 ⊂ X. Then, for any a ∈ R \ {0} and b ∈ R, the set
aS1 − bS2 ≡ {as1 − bs2|s1 ∈ S1, s2 ∈ S2}
is finite codimensional in X.
(ii) Let {fn}n≥1 ⊂ X∗ with
∥fn∥X∗ ≥ δ > 0, fn → f weakly star in X∗,
and
⟨fn, s⟩X∗,X ≥ −εn, ∀ s ∈ S1, n ≥ 1,
where δ is a constant and εn → 0. Then f ≠ 0.
Nowwe establish well-posedness of (1.2) in space of continuous functions. For this purpose, we introduce the operators
A : D(A) ⊂ C0(Ω)× C0(Ω)→ C0(Ω)× C0(Ω) and B : C0(Ω)× C0(Ω)→ C0(Ω)× C0(Ω)
as follows:
A(y, z) = (1y, 0), ∀ (y, z) ∈ D(A) = D(∆)× C0(Ω),
where D(∆) = {y ∈ C0(Ω) : 1y ∈ C0(Ω)},
B(y, z) = (−αy− z, σy− γ z), ∀ (y, z) ∈ C0(Ω)× C0(Ω).
Then we have the following lemma.
Lemma 2.2. A+ B is the infinitesimal generator of an analytic semigroup, denoted by T (t), on C0(Ω)× C0(Ω).
Proof. Since ∆ is the infinitesimal generator of an analytic semigroup, denoted by Tˆ (t), on C0(Ω) (see e.g. Theorem 3.7 of
Chapter 7 in [12]), we get
Tˆ (t) is differentiable for t > 0,
and hence there exists a positive constant C such that (see e.g. Theorem 6.13 of Chapter 2 in [12])
∥1Tˆ (t)y∥C0(Ω) ≤ Ct−1∥y∥C0(Ω), ∀ t > 0, y ∈ C0(Ω). (2.1)
For each t ≥ 0, we define the operator T˜ (t) from C0(Ω)× C0(Ω) to C0(Ω)× C0(Ω) by:
T˜ (t)(y, z) = (Tˆ (t)y, z), ∀ y, z ∈ C0(Ω).
It is obvious that T˜ (t) is a C0 semigroup with infinitesimal generator A, and it is differentiable for t > 0. Moreover, by (2.1),
we have
∥AT˜ (t)(y, z)∥C0(Ω)×C0(Ω) ≤ Ct−1∥(y, z)∥C0(Ω)×C0(Ω), ∀ t > 0, (y, z) ∈ C0(Ω)× C0(Ω),
which, combined with Theorem 5.2 of Chapter 2 in [12], shows that T˜ (t) is an analytic semigroup on C0(Ω) × C0(Ω). The
result now follows since B is a bounded linear operator from C0(Ω)× C0(Ω) to itself. 
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The following lemma addresses the existence of a solution and its regularity.
Lemma 2.3. Let y0 ∈ C0(Ω) and g ∈ L6(QT ) be fixed. Then the equation
yt −1y+ σ
 t
0
e−γ (t−s)y(s) ds+ α(x)y = g in QT ,
y(t, x) = 0 onΣT ,
y(0, x) = y0(x) inΩ
has a unique solution y ∈ C([0, T ]; C0(Ω)).
Proof. The existence and uniqueness of a solution in L2(0, T ;H10 (Ω)) ∩ C([0, T ], L2(Ω)) can be argued by standard
techniques [13]. It suffices to show that the solution y ∈ C([0, T ]; C0(Ω)). For this purpose, let y1 ∈ L2(0, T ;H10 (Ω)) and
y2 ∈ C([0, T ];H10 (Ω)) be the solutions to the following equations:
(y1)t = 1y1 − σ
 t
0
e−γ (t−s)y1(s) ds− α(x)y1 in QT ,
y1(t, x) = 0 onΣT ,
y1(0, x) = y0(x) inΩ
(2.2)
and 
(y2)t = 1y2 − σ
 t
0
e−γ (t−s)y2(s) ds− α(x)y2 + g in QT ,
y2(t, x) = 0 onΣT ,
y2(0, x) = 0 inΩ.
(2.3)
It is obvious that
y = y1 + y2 in QT . (2.4)
Eq. (2.2) can be expressed as
(y1)t = 1y1 − z1 − α(x)y1 in QT ,
(z1)t = −γ z1 + σy1 in QT ,
y1(t, x) = 0 onΣT ,
y1(0, x) = y0(x), z1(0, x) = 0 inΩ,
and hence from Lemma 2.2, it follows that
(y1, z1) = T (·)(y0(·), 0) ∈ C([0, T ]; C0(Ω))× C([0, T ]; C0(Ω)). (2.5)
Moreover, since y2 ∈ C([0, T ];H10 (Ω)), it can be checked that
−σ
 t
0
e−γ (t−s)y2(s) ds− αy2 + g ∈ L6(QT ),
which, combinedwith (2.3) and Lp-theory for parabolic equation (see e.g. Theorem1.14 of Chapter 1 in [14]), establishes that
y2 ∈ W 2,16 (QT ). SinceW 2,16 (QT ) embeds continuously into C(Q T ) (see e.g. Theorem 1.4.1 in [15]) and y2 ∈ C([0, T ];H10 (Ω)),
we infer that
y2 ∈ C([0, T ]; C0(Ω)).
This together with (2.4) and (2.5) completes the proof. 
Next we setU(QT ) = {g|QT : g ∈ U} and define the distance function d onU(QT ) by
d(g, g˜) = |{(t, x) ∈ QT : g(t, x) ≠ g˜(t, x)}|RN+1 , for g, g˜ ∈ U(QT ).
By standard argument similar to that of Proposition 3.10, Chapter 4, in [11], we have that (U(QT ), d) is a complete metric
space. The following lemma gives an approximation result for solutions u to (1.2) with respect to spike perturbations of the
control g .
Lemma 2.4. Let ρ ∈ (0, 1) be a fixed constant. For every g1, g2 inU(QT ), there exists a measurable subset Eρ ⊂ QT such that
|Eρ |RN+1 = ρ|QT |RN+1 . Moreover, if we set
gρ(t, x) =

g1(t, x), (t, x) ∈ QT \ Eρ,
g2(t, x), (t, x) ∈ Eρ,
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then ρ−1(uρ − u1)− zC(Q T ) → 0 as ρ → 0,
where uρ and u1 are the solutions to (1.2) corresponding to gρ and g1 respectively, and z is the solution to
zt −1z + σ
 t
0
e−γ (t−s)z(s) ds+ α(x)z = χω(g2 − g1) in QT ,
z(t, x) = 0 onΣT ,
z(0, x) = 0 inΩ.
(2.6)
Proof. By arguments similar to those for Lemma 4.2 in [16], there exists a sequence of measurable subsets {Enρ}∞n=1 in QT ,
such that
|Enρ |RN+1 = ρ|QT |RN+1 and ρ−1χ [Enρ] → 1 weakly star in L∞(QT ) as n →∞,
where χ [Enρ] is the characteristic function of the set Enρ . For the sake of completeness the proof is given in Lemma A.1 of the
Appendix. We may conclude that
ρ−1χωχ [Enρ](g2 − g1)→ χω(g2 − g1) weakly star in L∞(QT ). (2.7)
We set znρ = ρ−1(unρ − u1),
gnρ(t, x) =

g1(t, x), (t, x) ∈ QT \ Enρ,
g2(t, x), (t, x) ∈ Enρ,
and define by unρ(t, x) the solution of (1.2) corresponding to g
n
ρ . It is easy to check that
(znρ)t −1znρ = −σ
 t
0
e−γ (t−s)znρ(s) ds− α(x)znρ + ρ−1χωχ [Enρ](g2 − g1) in QT ,
znρ(t, x) = 0 onΣT ,
znρ(0, x) = 0 inΩ.
(2.8)
From (2.8) it follows that
∥znρ∥C([0,T ];H10 (Ω)) ≤ Cρ
−1 χωχ [Enρ](g2 − g1)L2(QT ) . (2.9)
Here and throughout this proof C denotes several positive constants independent of n. By (2.9), we obtainρ−1χωχ [Enρ](g2 − g1)− σ  t
0
e−γ (t−s)znρ(s) ds− αznρ

L6(QT )
≤ C ρ−1χωχ [Enρ](g2 − g1)L6(QT ) ,
which, combined with (2.8) and Lp-theory for parabolic equations (see e.g. Theorem 1.14 of Chapter 1 in [14]) and (2.7),
shows that
∥znρ∥W2,16 (QT ) ≤ C
ρ−1χωχ [Enρ](g2 − g1)− σ  t
0
e−γ (t−s)znρ(s) ds− αznρ

L6(QT )
≤ C ρ−1χωχ [Enρ](g2 − g1)L6(QT ) ≤ C . (2.10)
This, together with the fact that W 2,16 (QT ) embeds compactly in C(Q T ) (see e.g. Theorem 1.4.1 in [15]), implies that there
exist a subsequence denoted by {nk(ρ)}k≥1, and a function z ∈ W 2,16 (QT ), such that as k →∞,
znk(ρ)ρ → z weakly inW 2,16 (QT ) and strongly in C(Q T ). (2.11)
Passing to the limit k → ∞ in (2.8) and by (2.7) with n = nk(ρ), we see that z is the solution to Eq. (2.6). Moreover, by
(2.11) we obtain that there exists a positive integer nk0(ρ) satisfyingρ−1 unk0 (ρ)ρ − u1− z
C(Q T )
=
znk0 (ρ)ρ − z
C(Q T )
≤ ρ.
Finally, we set Eρ = Enk0 (ρ)ρ and uρ = unk0 (ρ)ρ . This completes the proof. 
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The following lemma is concerned with an energy estimate, which will be used later.
Lemma 2.5. Let f ∈ L6(QT ) and ξ⃗ = (ξ1, . . . , ξN) with ξi ∈ L6(QT ), 1 ≤ i ≤ N. Then the solution to
yt −1y+ σ
 t
0
e−γ (t−s)y(s) ds+ α(x)y = f − div ξ⃗ in QT ,
y(t, x) = 0 onΣT ,
y(0, x) = 0 inΩ
(2.12)
satisfies
∥y∥C(Q T ) ≤ C

∥f ∥L6(QT ) +
N
i=1
∥ξi∥L6(QT )

, (2.13)
for a constant C independent of f and ξ⃗ .
Proof. By a density argument, it suffices to show that (2.13) holds for the case ξi ∈ C∞0 (QT ), 1 ≤ i ≤ N . Let yˆ and y˜ denote
the solution to (2.12) with ξ⃗ = 0⃗, respectively with f = 0. Then we have y = yˆ+ y˜.
Step 1: ξ⃗ = 0⃗. In this case, by the same arguments that were used to obtain (2.10) and continuous embedding ofW 2,16 (QT )
into C(Q T )we have that
∥yˆ∥C(Q T ) ≤ C∥yˆ∥W2,16 (QT ) ≤ C∥f ∥L6(QT ). (2.14)
Here and throughout the proof C denotes a generic constant independent of f and ξ⃗ .
Step 2: f = 0. We consider
yt −1y = −div ξ⃗ − σ
 t
0
e−γ (t−s)y(s) ds in QT ,
y(t, x) = 0 onΣT ,
y(0, x) = 0. inΩ.
(2.15)
Multiplying both sides of the first equation by y, we obtain after integration on (0, t)
∥y(t, ·)∥2L2(Ω) +
 t
0
∥∇y∥2L2(Ω) ds ≤ C
 t
0
∥ξ⃗∥2L2(Ω) ds+ C
 t
0
∥y∥2L2(Ω) ds, ∀ t ∈ [0, T ],
which, combined with Gronwall’s inequality implies that
∥y∥2C([0,T ];L2(Ω)) +
 T
0
∥∇y∥2L2(Ω) dt ≤ C
 T
0
∥ξ⃗∥2L2(Ω) dt. (2.16)
Next, for any t ∈ [0, T ], we consider the equation−1u(t) = −σ
 t
0
e−γ (t−s)y(s) ds inΩ,
u(t) = 0 on ∂Ω.
(2.17)
From (2.17) and (2.16) it follows that
∥u(t, ·)∥2
H2(Ω)∩H10 (Ω)
≤ C
σ  t
0
e−γ (t−s)y(s) ds
2
L2(Ω)
≤ C
 t
0
∥y∥2L2(Ω) ds ≤ C
 T
0
∥ξ⃗∥2L2(Ω) dt, ∀ t ∈ [0, T ]. (2.18)
By (2.17) we can rewrite (2.15) as:yt −1y = −div(ξ⃗ +∇u) in QT ,y(t, x) = 0 onΣT ,y(0, x) = 0 inΩ.
For any ϕ ∈ C∞0 (Ω)we denote by z ∈ C(Q T ) the solution tozt −1z = 0 in QT ,
z(t, x) = 0 onΣT ,
z(0, x) = ϕ inΩ.
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From these two equations we obtain
Ω
ϕ(x)y(t, x) dx =
 t
0
∂
∂τ

Ω
z(t − τ , x)y(τ , x) dx

dτ
=
 t
0

Ω

−∂z
∂t
(t − τ , x)y(τ , x)+ z(t − τ , x) ∂y
∂τ
(τ , x)

dx dτ
= −
 t
0

Ω
z(t − τ , x) · div(ξ⃗ +∇u)(τ , x) dx dτ
=
 t
0

Ω
∇z(t − τ , x) · (ξ⃗ +∇u)(τ , x) dx dτ , ∀ t ∈ [0, T ]. (2.19)
Next we shall prove that
∥y∥C(Q T ) ≤ C∥ξ⃗∥L6(QT ). (2.20)
For this purpose we define two operators A1 : D(A1) ⊂ L1(Ω)→ L1(Ω) and A 6
5
: D(A 6
5
) ⊂ L 65 (Ω)→ L 65 (Ω) as follows:
A1y = 1y for y ∈ D(A1), D(A1) =

y ∈ W 1,10 (Ω), 1y ∈ L1(Ω)

,
where1y is understood in the sense of distributions, and
A 6
5
y = 1y for y ∈ D

A 6
5

, D

A 6
5

= W 2, 65 (Ω) ∩W 1,
6
5
0 (Ω).
Then A1 and A 6
5
are the infinitesimal generators of analytic semigroups on L1(Ω) and L
6
5 (Ω) respectively (see e.g. Theorems
3.10 and 3.5 of Chapter 7 in [12]). Let S1(t) be the analytic semigroup generated by A1. By Theorem 4.3 of Chapter 8 and
Theorem 6.13 of Chapter 2 in [12] we have
∥z(t, ·)∥
W1,
6
5 (Ω)
≤ C
−A 65  815 z(t, ·)

L
6
5 (Ω)
= C
(−A1) 815 S1(t)ϕ
L
6
5 (Ω)
= C
(−A1) 815 S1  t2

S1

t
2

ϕ

L
6
5 (Ω)
= C
S1  t2

(−A1) 815 S1

t
2

ϕ

L
6
5 (Ω)
. (2.21)
Moreover, by the proof of Lemma 1 in [17] (for the sake of completeness we provide this as Lemma A.2 in the Appendix),
we obtainS1  t2

(−A1) 815 S1

t
2

ϕ

L
6
5 (Ω)
≤ t− N12
(−A1) 815 S1  t2

ϕ

L1(Ω)
,
which, together with (2.21) and Theorem 6.13 of Chapter 2 in [12] leads to
∥z(t, ·)∥
W1,
6
5 (Ω)
≤ Ct− N12
(−A1) 815 S1  t2

ϕ

L1(Ω)
≤ Ct− 815− N12 ∥ϕ∥L1(Ω).
The latter inequality combined with (2.19) implies
Ω
ϕ(x)y(t, x) dx
 ≤  t
0
∥∇z(t − τ , ·)∥
L
6
5 (Ω)
∥ξ⃗ +∇u∥L6(Ω) dτ
≤ C
 t
0
(t − τ)− 815− N12 ∥ϕ∥L1(Ω)∥ξ⃗ +∇u∥L6(Ω) dτ
≤ C∥ϕ∥L1(Ω)
 t
0
∥ξ⃗ +∇u∥6L6(Ω) dτ
 1
6
 t
0
(t − τ) 65

− 815− N12

dτ
 5
6
≤ C∥ϕ∥L1(Ω)∥ξ⃗ +∇u∥L6(QT )
 t1− 65  815+ N12 
1− 65
 8
15 + N12


5
6
≤ C∥ϕ∥L1(Ω)∥ξ⃗ +∇u∥L6(QT ), ∀ t ∈ [0, T ]. (2.22)
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Hence, by (2.22) and (2.18), we have
Ω
ϕ(x)y(t, x) dx
 ≤ C∥ϕ∥L1(Ω)∥ξ⃗∥L6(QT ), ∀ t ∈ [0, T ],
which implies that
∥y(t, ·)∥L∞(Ω) ≤ C∥ξ⃗∥L6(QT ), ∀ t ∈ [0, T ].
Recalling the fact that y ∈ C(Q T ), this estimate implies (2.20).
Finally, it follows from (2.12) and (2.15) that y˜− y satisfies
(y˜− y)t −∆(y˜− y)+ σ
 t
0
e−γ (t−s)(y˜− y) ds+ α(x)(y˜− y) = −α(x)y in QT ,
(y˜− y)(t, x) = 0 onΣT ,
(y˜− y)(0, x) = 0 inΩ.
By the estimate of Step 1 and (2.20) we conclude that
∥y˜∥C(Q T ) ≤ ∥y˜− y∥C(Q T ) + ∥y∥C(Q T ) ≤ C∥αy∥L6(QT ) + ∥y∥C(Q T ) ≤ C∥ξ⃗∥L6(QT ),
which together with (2.14) completes the proof. 
In the rest of this section, we shall consider the following adjoint equation
pt +1p− σ
 T
t
e−γ (s−t)p(s) ds− α(x)p = 0 in QT ,
p(t, x) = 0 onΣT ,
p(T , ·) = ζ , inΩ,
(2.23)
where ζ ∈ (C0(Ω))∗.
Definition 2.6. A function p ∈ L 65 (QT ) is called a weak solution of (2.23) if
QT
p · f dx dt = ⟨ζ , y(T , ·)⟩(C0(Ω))∗,C0(Ω), ∀ f ∈ L6(QT ),
where y is the solution to
yt −1y+ σ
 t
0
e−γ (t−s)y(s) ds+ α(x)y = f in QT ,
y(t, x) = 0 onΣT ,
y(0, x) = 0 inΩ.
(2.24)
Lemma 2.7. Eq. (2.23) has a unique weak solution p. Moreover, p ∈ L 65

0, T ;W 1,
6
5
0 (Ω)

.
Proof. We choose a sequence {ln}n≥1 ⊂ C∞0 (Ω) satisfying
∥ln∥L1(Ω) ≤ C∥ζ∥(C0(Ω))∗ and

Ω
lnϕ dx → ⟨ζ , ϕ⟩(C0(Ω))∗,C0(Ω), ∀ ϕ ∈ C0(Ω). (2.25)
Here and throughout the proof of this lemma, C denotes a generic positive constant independent of n. For n = 1, . . . , let pn
be the solution to
−(pn)t −1pn + σ
 T
t
e−γ (s−t)pn(s) ds+ α(x)pn = 0 in QT ,
pn(t, x) = 0 onΣT ,
pn(T , x) = ln(x) inΩ.
(2.26)
To obtain a bound for {pn} let θ⃗ = (f , ξ⃗ ) ∈ L6(QT )× (L6(QT ))N be arbitrary and denote by yθ⃗ the solution to
(yθ⃗ )t −1yθ⃗ + σ
 t
0
e−γ (t−s)yθ⃗ (s) ds+ α(x)yθ⃗ = f − div ξ⃗ in QT ,
yθ⃗ (t, x) = 0 onΣT ,
yθ⃗ (0, x) = 0 inΩ.
(2.27)
122 K. Kunisch, L. Wang / J. Math. Anal. Appl. 395 (2012) 114–130
By (2.27) and (2.26), we have
QT

f · pn +
N
i=1
ξi(pn)xi

dx dt =

Ω
yθ⃗ (T , x) · pn(T , x) dx =

Ω
yθ⃗ (T , x) · ln(x) dx,
which, together with (2.27), Lemma 2.5 and (2.25), implies that

QT

f · pn +
N
i=1
ξi(pn)xi

dx dt
 ≤ ∥ln∥L1(Ω)∥yθ⃗ (T , ·)∥L∞(Ω)
≤ C∥ζ∥(C0(Ω))∗

∥f ∥L6(QT ) +
N
i=1
∥ξi∥L6(QT )

.
Hence, {pn}n≥1 is bounded in L 65

0, T ;W 1,
6
5
0 (Ω)

. Thus there exist a subsequence of {pn}∞n=1, still denoted by the same
notation, and a function p ∈ L 65

0, T ;W 1,
6
5
0 (Ω)

such that
pn → p weakly in L 65

0, T ;W 1,
6
5
0 (Ω)

. (2.28)
Next we claim that
p is a weak solution to (2.23).
For this purpose, let f ∈ L6(QT ) and denote by y the solution to (2.24). Then by (2.24) and (2.26), we get
QT
pnf dx dt =

Ω
ln(x)y(T , x) dx. (2.29)
Passing to the limit for n →∞ in (2.29) we conclude by (2.28), Lemma 2.3 and (2.25) that p is a weak solution of (2.23).
Finally, we prove uniqueness. Suppose that p1 and p2 are weak solutions to Eq. (2.23). Then p1 − p2 ∈ L 65 (QT ) and
QT
(p1 − p2)f dx dt = 0, ∀ f ∈ L6(QT ), (2.30)
which implies that p1 − p2 = 0 a.e. in QT and completes the proof. 
3. Pontryagin’s maximum principle
We first give the proof of Theorem 1.1.
Proof. The proof is split into five steps.
Step 1. Introduction of a penalty functional Jε : (U(QT ); d)→ [0,+∞).
Let T > T ∗ be arbitrary and set S = {s ∈ C0(Ω) : ∥s∥C0(Ω) ≤ 1}. For any ε with 0 < ε < T ∗, we define the functional
Jε : (U(QT ); d)→ [0,+∞) by:
Jε(g) = dS(u(T ∗ − ε, ·; u0, g)), for g ∈ U(QT ), (3.1)
where
dS(u(T ∗ − ε, ·; u0, g)) ≡ inf
s∈S ∥u(T
∗ − ε, ·; u0, g)− s∥C0(Ω).
By Lemma 2.5, we have
|Jε(g)− Jε(g˜)| ≤ ∥u(T ∗ − ε, ·; u0, g)− u(T ∗ − ε, ·; u0, g˜)∥C0(Ω)
≤ ∥u(·, ·; u0, g)− u(·, ·; u0, g˜)∥C(Q T ) ≤ C∥g − g˜∥L6(QT ). (3.2)
Here and throughout this proof, C denotes a generic constant independent of ε. From (3.2), we can easily check that Jε is
continuous on (U(QT ); d). Moreover, it is obvious that Jε(g) > 0 for each g ∈ U(QT ). Abbreviating u∗(t, x) = u(t, x; u0, g∗),
we have that
Jε(g∗) = dS(u∗(T ∗ − ε, ·)) ≡ δ(ε) ≤ ∥u∗(T ∗ − ε, ·)− u∗(T ∗, ·)∥C0(Ω) → 0 as ε→ 0.
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Step 2. Application of Ekeland’s variational principle
By Ekeland’s variational principle, see e.g. Corollary 2.2 of Chapter 4 in [11], we see that there exists a gε ∈ U(QT ) such
that
d(gε, g∗) ≤ [δ(ε)] 12 (3.3)
and
− [δ(ε)] 12 d(gε, g) ≤ Jε(g)− Jε(gε), ∀ g ∈ U(QT ). (3.4)
Step 3. Derivation of the necessary conditions for (gε, uε), where uε(t, x) ≡ u(t, x; u0, gε).
Let g ∈ U(QT ) be arbitrary. Then by Lemma 2.4 there exists for each ρ ∈ (0, 1) a measurable set Eρ ⊂ QT such that
|Eρ |RN+1 = ρ|QT |RN+1 , and the function
gερ(t, x) ≡

gε(t, x), (t, x) ∈ QT \ Eρ,
g(t, x), (t, x) ∈ Eρ (3.5)
satisfies gερ ∈ U(QT ). Moreover, the solution uερ(t, x) ≡ u(t, x; u0, gερ) satisfies:ρ−1(uερ − uε)− zεC(Q T ) → 0 as ρ → 0, (3.6)
where zε is the unique solution to
(zε)t −1zε + σ
 t
0
e−γ (t−s)zε(s) ds+ α(x)zε = χω(g − gε) in QT ,
zε(t, x) = 0 onΣT ,
zε(0, x) = 0 inΩ.
(3.7)
From (3.4) and (3.5) it follows that
−[δ(ε)] 12 ρ|QT |RN+1 = −[δ(ε)]
1
2 d(gε, gερ) ≤ Jε(gερ)− Jε(gε),
which, together with (3.1) and (3.6), implies
− [δ(ε)] 12 |QT |RN+1 ≤
Jε(gερ)− Jε(gε)
ρ
= dS(u
ε
ρ(T
∗ − ε, ·))− dS(uε(T ∗ − ε, ·))
ρ
→ ⟨ζε, zε(T ∗ − ε, ·)⟩(C0(Ω))∗,C0(Ω) as ρ → 0+, (3.8)
see e.g. Proposition 3.11 of Chapter 4 in [11]. Here ζε ∈ ∂dS(uε(T ∗ − ε, ·)), which denotes the subdifferential of dS(·) at
uε(T ∗ − ε, ·). Since T ∗ is the minimal time for problem (P), we have uε(T ∗ − ε, ·) ∉ S and hence
∥ζε∥(C0(Ω))∗ = 1, for each ε > 0, (3.9)
see e.g. Proposition 3.11 of Chapter 4 in [11].
Step 4. Passing to the limit for ε→ 0 in (3.7) and (3.8).
By (3.3) and using gε, g∗ ∈ U(QT ), one can easily show that
gε → g∗ strongly in L6(QT ) as ε→ 0. (3.10)
Making use of (1.2) satisfied by (uε, gε) and (u∗, g∗), we obtain from Lemma 2.5 that
∥uε − u∗∥C(Q T ) ≤ C∥gε − g∗∥L6(QT ) → 0 as ε→ 0. (3.11)
By (3.10), (3.7) and similar arguments as in (3.11), we see that
∥zε − z∥C(Q T ) ≤ C∥gε − g∗∥L6(QT ) → 0 as ε→ 0, (3.12)
where z is the unique solution to
zt −1z + σ
 t
0
e−γ (t−s)z(s) ds+ α(x)z = χω(g − g∗) in QT ,
z(t, x) = 0 onΣT ,
z(0, x) = 0 inΩ.
(3.13)
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Moreover, by (3.8) and (3.9), we get that
⟨ζε, z(T ∗, ·)⟩(C0(Ω))∗,C0(Ω) = ⟨ζε, z(T ∗, ·)− zε(T ∗ − ε, ·)⟩(C0(Ω))∗,C0(Ω) + ⟨ζε, zε(T ∗ − ε, ·)⟩(C0(Ω))∗,C0(Ω)
≥ −∥zε(T ∗ − ε, ·)− z(T ∗, ·)∥C0(Ω) − [δ(ε)]
1
2 |QT |RN+1 . (3.14)
Applying (3.9) again, we can assume, without loss of generality, that
ζε → ζ0 weakly star in (C0(Ω))∗, (3.15)
for some ζ0 ∈ (C0(Ω))∗. It follows easily from (3.14), (3.15) and (3.12) that
⟨ζ0, z(T ∗, ·)⟩(C0(Ω))∗,C0(Ω) ≥ 0. (3.16)
Step 5. The proof of (1.3) and (1.4).
We first claim that
ζ0 ≠ 0. (3.17)
Indeed, by (3.9) and making use of the definition of the subdifferential ∂dS , we obtain
⟨ζε, u∗(T ∗, ·)− w⟩(C0(Ω))∗,C0(Ω) = ⟨ζε, u∗(T ∗, ·)− uε(T ∗ − ε, ·)⟩(C0(Ω))∗,C0(Ω)
+⟨ζε, uε(T ∗ − ε, ·)− w⟩(C0(Ω))∗,C0(Ω)
≥ −∥u∗(T ∗, ·)− uε(T ∗ − ε, ·)∥C0(Ω) + dS(uε(T ∗ − ε, ·))
≥ −∥u∗(T ∗, ·)− uε(T ∗ − ε, ·)∥C0(Ω),
which combined with (3.11) implies that
⟨ζε, u∗(T ∗, ·)− w⟩(C0(Ω))∗,C0(Ω) ≥ −∥u∗(T ∗, ·)− uε(T ∗ − ε, ·)∥C0(Ω) → 0, ∀w ∈ S, as ε→ 0.
Utilizing this relation, together with Lemma 2.1, (3.9), (3.15) and the fact that S is finite codimensional in C0(Ω), (3.17)
follows.
Letψ ∈ L 65

0, T ∗;W 1,
6
5
0 (Ω)

be the unique weak solution to (1.3). By the proof of Lemma 2.7, we infer that there exist
two sequences {ln}∞n=1 ⊂ C∞0 (Ω) and {pn}∞n=1 satisfying
Ω
ln(x) · ϕ(x) dx → ⟨ζ0, ϕ⟩(C0(Ω))∗,C0(Ω) ∀ ϕ ∈ C0(Ω), (3.18)
pn → ψ weakly in L 65

0, T ∗;W 1,
6
5
0 (Ω)

(3.19)
and 
(pn)t +1pn − σ
 T∗
t
e−γ (s−t)pn(s) ds− α(x)pn = 0 in QT∗ ,
pn(t, x) = 0 onΣT∗ ,
pn(T ∗, x) = −ln(x) inΩ.
(3.20)
From (3.13) and (3.20) it follows that
⟨−ln(·), z(T ∗, ·)⟩L2(Ω),L2(Ω) = ⟨pn(T ∗, ·), z(T ∗, ·)⟩L2(Ω),L2(Ω) =

QT∗
χω(g − g∗)pn dx dt.
Passing to the limit for n →∞ in the last equality, we obtain by (3.18), (3.19) and (3.16) that
QT∗
χω(g − g∗)ψ dx dt ≤ 0, ∀ g ∈ U(QT ),
from which we conclude
QT∗
χω(g − g∗)ψ dx dt ≤ 0, ∀ g ∈ Uad, (3.21)
where
Uad ≡ {g : QT∗ → (−∞,+∞)measurable; |g(t, x)| ≤ M for almost (t, x) ∈ QT∗}.
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Finally, we denote
F(t, x) = χω(x)(M − g∗(t, x))ψ(t, x), ∀ (t, x) ∈ QT∗ , (3.22)
which satisfies F ∈ L1(QT∗). Therefore, there exists a measurable set D ⊂ QT∗ with |D|RN+1 = |QT∗ |RN+1 , such that any point
in D is a Lebesgue point of F , i.e.,
lim
r→0+
|B((t˜, x˜), r)|−1RN+1

B((t˜,x˜),r)
|F(t, x)− F(t˜, x˜)| dx dt = 0, ∀ (t˜, x˜) ∈ D, (3.23)
where B((t˜, x˜), r) denotes the closed ball with center at (t˜, x˜) and radius r in RN+1. Now for any fixed (t˜, x˜) ∈ D, and for any
sufficiently small positive constant r , we define
gr(t, x) =

g∗(t, x), if (t, x) ∈ B((t˜, x˜), r)c ∩ QT∗ ,
M, if (t, x) ∈ B((t˜, x˜), r) ∩ QT∗ . (3.24)
Here B((t˜, x˜), r)c denotes the complement to B((t˜, x˜), r). From (3.24) and (3.21) it follows that
B((t˜,x˜),r)∩QT∗
χω(x)(M − g∗(t, x))ψ(t, x) dx dt ≤ 0, ∀ r > 0. (3.25)
Dividing (3.25) by |B((t˜, x˜), r)|RN+1 we obtain by (3.22) and (3.23)
M · χω(x)ψ(t, x) ≤ g∗(t, x) · χω(x)ψ(t, x), ∀ (t, x) ∈ D.
This inequality together with D ⊂ QT∗ and |D|RN+1 = |QT∗ |RN+1 implies that
M · χω(x)ψ(t, x) ≤ g∗(t, x) · χω(x)ψ(t, x), a.e. (t, x) ∈ QT∗ . (3.26)
Similarly, we obtain
−M · χω(x)ψ(t, x) ≤ g∗(t, x) · χω(x)ψ(t, x), a.e. (t, x) ∈ QT∗ . (3.27)
Moreover, since
max
|a|≤M
(χω(x)ψ(t, x) · a) = max
a∈{M,−M}
(χω(x)ψ(t, x) · a),
we deduce the desired result from (3.26) and (3.27)
χω(x)ψ(t, x) · g∗(t, x) = max|a|≤M(χω(x)ψ(t, x) · a) = M|χω(x)ψ(t, x)|. 
We turn to the proof of Corollary 1.2.
Proof. Let
ψ˜(t, x) = ψ(T ∗ − t, x), ϕ˜(t, x) = σ
 t
0
e−γ (t−s)ψ˜(s, x) ds, (t, x) ∈ QT∗ .
Then we have
ψ˜t = 1ψ˜ − ϕ˜ − α(x)ψ˜ in QT∗ ,
ϕ˜t = −γ ϕ˜ + σψ˜ in QT∗ ,
ψ˜(t, x) = 0 onΣT∗ ,
ψ˜(0, x) = −ζ0(x), ϕ˜(0, x) = 0 inΩ.
(3.28)
We shall carry out the proof in three steps.
Step 1. There exists a sequence {tn}∞n=1 ⊂ (0, T ∗) with tn ↓ 0 such that
ψ˜(tn, x)→ ψ˜(0, x) for a.e. x ∈ Ω, (3.29)
and
t → ψ˜(t, x) is analytic on (0, T ∗), ∀ x ∈ Ω. (3.30)
This will be achieved for the cases N = 1 and N = 2, 3 separately.
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Case 1: N = 1.
We define two operators A˜1 : D(A˜1) ⊂ L1(Ω)× L1(Ω)→ L1(Ω)× L1(Ω) and B˜1 : L1(Ω)× L1(Ω)→ L1(Ω)× L1(Ω) as
follows:
A˜1(y, z) = (1y, 0), ∀ (y, z) ∈ D(A˜1) = D(∆)× L1(Ω),
where D(∆) =

y ∈ W 1,10 (Ω) : 1y ∈ L1(Ω)

,1y is understood in the sense of distribution, and
B˜1(y, z) = (−αy− z, σy− γ z), ∀ (y, z) ∈ L1(Ω)× L1(Ω).
Let S1(t), t ≥ 0 be the analytic semigroup, generated by∆, on L1(Ω) (see e.g. Theorem 3.10 of Chapter 7 in [12]). For t ≥ 0,
we define Sˆ1(t) : L1(Ω)× L1(Ω)→ L1(Ω)× L1(Ω) by:
Sˆ1(t)(y, z) = (S1(t)y, z), ∀ (y, z) ∈ L1(Ω).
It is easy to check that Sˆ1(t) is a C0-semigroup with infinitesimal generator A˜1. Furthermore, since B˜1 is a linear bounded
operator, A˜1+ B˜1 is the infinitesimal generator of a C0-semigroup on L1(Ω)× L1(Ω), denoted by S˜1(t). This, combined with
(3.28) implies that
(ψ˜, ϕ˜) = S˜1(·)(−ζ0, 0) ∈ C([0, T ∗]; L1(Ω))× C([0, T ∗]; L1(Ω)),
from which (3.29) follows.
Next we turn to the proof of (3.30). By Theorem 1.1, we have ψ˜ ∈ L 65

0, T ∗;W 1,
6
5
0 (Ω)

, and hence ϕ˜ ∈
C

[0, T ∗];W 1,
6
5
0 (Ω)

. Since W
1, 65
0 (Ω) ⊂ C0(Ω) for N = 1 these facts imply that for each t0 > 0 there exists t1 ∈ (0, t0),
such that
ψ˜(t1, ·) ∈ C0(Ω) and ϕ˜ ∈ C([0, T ∗]; C0(Ω)). (3.31)
We set ψ1(t, x) = ψ˜(t + t1, x) and ϕ1(t, x) = ϕ˜(t + t1, x), (t, x) ∈ QT∗−t1 . Then by (3.28) and (3.31), we have
(ψ1)t = 1ψ1 − ϕ1 − α(x)ψ1 in QT∗−t1 ,
(ϕ1)t = −γ ϕ1 + σψ1 in QT∗−t1 ,
ψ1(t, x) = 0 onΣT∗−t1 ,
ψ1(0, x) = ψ˜(t1, x), ϕ1(0, x) = ϕ˜(t1, x) inΩ.
(3.32)
By Lemma 2.2 and (3.31) we deduce that for any (ξ1, ξ2) ∈ (C0(Ω))∗ × (C0(Ω))∗ the function
t → ⟨(ξ1, ξ2), T (t)(ψ˜(t1, ·), ϕ˜(t1, ·))⟩(C0(Ω))∗×(C0(Ω))∗,C0(Ω)×C0(Ω) is analytic on (0,∞). (3.33)
For any x0 ∈ Ω , we define (ξ˜1, ξ˜2) ∈ (C0(Ω))∗ × (C0(Ω))∗ by
⟨(ξ˜1, ξ˜2), (y, z)⟩(C0(Ω))∗×(C0(Ω))∗,C0(Ω)×C0(Ω) = (y(x0), z(x0)), ∀ (y, z) ∈ C0(Ω)× C0(Ω),
which, combined with (3.33), implies that
t → (T (t)(ψ˜(t1, ·), ϕ˜(t1, ·)))(x0) is analytic on (0,∞).
This together with (3.32) and the fact that ψ1(t, x) = ψ˜(t + t1, x), (t, x) ∈ QT∗−t1 , implies that
t → ψ˜(t, x0) is analytic on (t1, T ∗),
and hence (3.30) follows.
Case 2: N = 2, 3.
By the same arguments as in Case 1 we find that ψ˜ ∈ C([0, T ∗]; L2(Ω)), which implies (3.29) and
f , −σ
 t
0
e−γ (t−s)ψ˜(s) ds− αψ˜ ∈ L2(QT∗). (3.34)
We can easily check that
ψ˜ = ψ˜1 + ψ˜2, (3.35)
where ψ˜1 and ψ˜2 are the solutions to(ψ˜1)t −1ψ˜1 = 0 in QT
∗ ,
ψ˜1(t, x) = 0 onΣT∗ ,
ψ˜1(0, x) = −ζ0(x) inΩ
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and (ψ˜2)t −1ψ˜2 = f in QT
∗ ,
ψ˜2(t, x) = 0 onΣT∗ ,
ψ˜2(0, x) = 0 inΩ,
(3.36)
respectively. Since ∆ is the infinitesimal generator of an analytic semigroup on L2(Ω) with domain D(∆) = W 2,2(Ω) ∩
W 1,20 (Ω), we obtain by Theorem 4.3 of Chapter 8 and Theorem 6.13 of Chapter 2 in [12] that for N = 2,ψ˜1(t, ·)
W1,30 (Ω)
≤ C
(−∆) 56 ψ˜1(t, ·)
L2(Ω)
≤ Ct− 56 ∥ − ζ0∥L2(Ω) ≤ Ct−
5
6 , ∀ t > 0, (3.37)
and for N = 3,ψ˜1(t, ·)
W
1, 258
0 (Ω)
≤ C
(−∆) 179200 ψ˜1(t, ·)
L2(Ω)
≤ Ct− 179200 ∥ − ζ0∥L2(Ω) ≤ Ct−
179
200 , ∀ t > 0. (3.38)
Here C denotes a generic constant independent of t . From (3.37), (3.38) and Sobolev’s embedding theorem it follows that
ψ˜1 ∈

L
10
9

0, T ∗;W 1,30 (Ω)

⊂ L 109 0, T ∗; C0(Ω) , for N = 2,
L
10
9

0, T ∗;W 1,
25
8
0 (Ω)

⊂ L 109 0, T ∗; C0(Ω) , for N = 3. (3.39)
Moreover, by (3.34), (3.36) and Sobolev’s embedding theorem, we have
ψ˜2 ∈ L2(0, T ∗;W 2,2(Ω) ∩W 1,20 (Ω)) ⊂ L2(0, T ∗; C0(Ω)).
This together with (3.39) and (3.35) implies that ψ˜ ∈ L 109 (0, T ∗; C0(Ω)). Hence (3.31) follows. The proof of (3.30) can now
be completed by the same arguments as in Case 1.
Step 2: There exists a measurable set Ωˆ ⊂ Ω with |Ωˆ|RN = |Ω|RN , such that
|{t ∈ (0, T ∗) : ψ˜(t, x) = 0}|R > 0 H⇒ ψ˜(0, x) = 0, ∀ x ∈ Ωˆ. (3.40)
Indeed, by (3.29), we have that there exists a measurable set, denoted by Ωˆ , such that Ωˆ ⊂ Ω, |Ωˆ|RN = |Ω|RN and
ψ˜(tn, x)→ ψ˜(0, x), ∀ x ∈ Ωˆ. (3.41)
For each x ∈ Ωˆ , if |{t ∈ (0, T ∗) : ψ˜(t, x) = 0}|R > 0, we obtain by (3.30) that ψ˜(t, x) = 0 for t ∈ (0, T ∗). Thus ψ˜(tn, x) = 0.
Then by (3.41), we complete the proof of (3.40).
Step 3:
|{(t, x) ∈ QT∗ : ψ˜(t, x) = 0}|RN+1 ≤ T ∗|{x ∈ Ω : ψ˜(0, x) = 0}|RN . (3.42)
To verify this claim we set Ω˜ = {x ∈ Ωˆ : ψ˜(0, x) ≠ 0}. By (3.40) we get for x ∈ Ω˜ that |{t ∈ (0, T ∗) : ψ˜(t, x) = 0}|R = 0.
Hence there exists a set Ex ⊂ (0, T ∗)with |Ex|R = T ∗ such that
ψ˜(t, x) ≠ 0, ∀ t ∈ Ex. (3.43)
By Fubini’s Theorem, we have
|{(t, x) ∈ (0, T ∗)× Ωˆ : ψ˜(t, x) ≠ 0}|RN+1 =

Ωˆ
|Sx|R dx, where Sx = {t ∈ (0, T ∗) : ψ˜(t, x) ≠ 0}. (3.44)
From (3.43) it follows that Ex ⊂ Sx, ∀ x ∈ Ω˜. Hence |Sx|R = T ∗,∀ x ∈ Ω˜ . This combined with (3.44) shows that
|{(t, x) ∈ (0, T ∗)× Ωˆ : ψ˜(t, x) ≠ 0}|RN+1 ≥

Ω˜
|Sx|R dx = T ∗|Ω˜|RN = T ∗|{x ∈ Ωˆ : ψ˜(0, x) ≠ 0}|RN .
Hence we have
|{(t, x) ∈ (0, T ∗)× Ωˆ : ψ˜(t, x) = 0}|RN+1 = T ∗|Ωˆ|RN − |{(t, x) ∈ (0, T ∗)× Ωˆ : ψ˜(t, x) ≠ 0}|RN+1
≤ T ∗|Ωˆ|RN − T ∗|{x ∈ Ωˆ : ψ˜(0, x) ≠ 0}|RN
≤ T ∗|{x ∈ Ωˆ : ψ˜(0, x) = 0}|RN ,
which, together with the fact that Ωˆ ⊂ Ω and |Ωˆ|RN = |Ω|RN , implies (3.42).
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By (3.42) and (1.5), we get |{(t, x) ∈ QT∗ : ψ˜(t, x) = 0}|RN+1 = 0, i.e., ψ˜(t, x) ≠ 0 a.e. in QT∗ . Noticing that
ψ(t, x) = ψ˜(T ∗ − t, x) in QT∗ , we infer ψ(t, x) ≠ 0 a.e. in QT∗ . This together with (1.4) completes the proof of the
corollary. 
Remark 3.1. For the controlled heat equationut −1u = χωg in QT ,
u(t, x) = 0 onΣT ,
u(0, x) = u0(x) inΩ,
where Ω is a bounded domain in RN ,N ≥ 1, with a sufficiently smooth boundary ∂Ω , consider the time optimal control
problemwith the same pointwise control constraint as problem (P). Then the bang–bang property for time optimal controls
without assumptions on ξ0 as in Corollary 1.2 can be obtained. Indeed, in this case, from the proof of Theorem 1.1,
Pontryagin’s maximum principle is obtained in the form: there exist ψ ∈ L10, T ∗;W 1,10 (Ω) and ξ0 ∈ (C0(Ω))∗ with
ξ0 ≠ 0 satisfying
ψt +1ψ = 0 in QT∗ ,
ψ(t, x) = 0 onΣT∗ ,
ψ(T ∗, ·) = −ξ0 inΩ
and
χω(x)ψ(t, x) · g∗(t, x) = M|χω(x)ψ(t, x)| a.e. in QT∗ . (3.45)
By Theorem 4.7.12 in [9], the smoothing effect of the heat equation and the fact that ξ0 ≠ 0, we infer that
ψ(t, x) ≠ 0 a.e. (t, x) ∈ QT∗ .
This together with (3.45) implies that
|g∗(t, x)| = M a.e. in (0, T ∗)× ω.
This result can be extended to the case where the Laplacian is replaced by
Lu(x) =
N
i,j=1
(aij(x)uxi(x))xj +
N
i=1
bi(x)uxi(x)+ c(x)u(x),
where aij(x) = aji(x) and−L is uniformly elliptic. 
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Appendix
Lemma A.1. For every ρ ∈ (0, 1), there exists a sequence of measurable subsets {Enρ}n≥1 in QT such that
|Enρ |RN+1 = ρ|QT |RN+1 (A.1)
and
ρ−1χ [Enρ] → 1 weakly star in L∞(QT ) as n →∞, (A.2)
where χ [Enρ] is the characteristic function of Enρ .
Proof. Let {ϕm}∞m=1 be a dense set in L1(QT ). For each n ≥ 1, we set
fn = (1, ϕ1, . . . , ϕn) ∈

L1(QT )
n+1
.
By Lyapunov’s convexity theorem, we obtain that there exists a measurable subset Enρ ⊂ QT satisfying
Enρ
fn dx dt = ρ

QT
fn dx dt.
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Thus, for every n ≥ 1, Enρ satisfies (A.1) and
Enρ
ϕm dx dt = ρ

QT
ϕm dx dt, (A.3)
for everym ∈ {1, . . . , n}. Now, for any fixed ϕ in L1(QT ), we have
QT

ρ−1χ [Enρ] − 1

ϕ dx dt
 ≤ 
QT

ρ−1χ [Enρ] − 1

(ϕ − ϕm) dx dt
+ 
QT

ρ−1χ [Enρ] − 1

ϕm dx dt

≤ ρ−1 + 1 ∥ϕ − ϕm∥L1(QT ) + 
QT

ρ−1χ [Enρ] − 1

ϕm dx dt
 . (A.4)
Since {ϕm}∞m=1 is dense in L1(QT ), there exists for arbitrary ε > 0 a positive integerm0(ε) such that
∥ϕ − ϕm0(ε)∥L1(QT ) ≤

ρ−1 + 1−1 ε. (A.5)
Moreover, by (A.3) we have for every n ≥ m0(ε)
QT

ρ−1χ [Enρ] − 1

ϕm0(ε) dx dt = 0,
from which, together with (A.4) and (A.5), we obtain
QT

ρ−1χ [Enρ] − 1

ϕ dx dt → 0 as n →∞,
which implies (A.2). 
Lemma A.2. Let y0(·) ∈ C0(Ω). Then the solution to the equationyt −1y = 0 in QT ,
y = 0 onΣT ,
y(0, x) = y0(x) inΩ
satisfies
∥y(t, ·)∥
L
6
5 (Ω)
≤ t− N12 ∥y0(·)∥L1(Ω), ∀ t ∈ (0, T ).
Proof. We define
z(0, x) =
|y0(x)|, x ∈ Ω,
0, x ∈ RN \Ω, (A.6)
and let z(t, x) satisfy the heat equation zt −1z = 0 for x ∈ RN , t > 0. Then
z(t, x) =

RN
(4π t)−
N
2 e−
|x−y|2
4t z(0, y) dy
and by comparison argument, we have
|y(t, x)| ≤ z(t, x), ∀ (t, x) ∈ QT . (A.7)
After some simple calculations, we obtain
∥z(t, ·)∥
L
6
5 (RN )
≤ (4π t)− N2 ∥z(0, ·)∥L1(RN )∥e−
|·|2
4t ∥
L
6
5 (RN )
(A.8)
and 
RN
e−
|x|2
4t · 65 dx =

5t
3
 N
2

RN
e−
|x|2
2 dx = (2π) N2

5t
3
 N
2
. (A.9)
From (A.8) and (A.9) it follows that
∥z(t, ·)∥
L
6
5 (RN )
≤

10
3
π
 5
12N
(4π)−
N
2 t−
N
12 ∥z(0, ·)∥L1(RN ) ≤ t−
N
12 ∥z(0, ·)∥L1(RN ).
Together with (A.6) and (A.7) this completes the proof. 
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