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Abstract
In this paper we are interested in examples of locally compact quantum groups (M,Δ) such that both
von Neumann algebras, M and the dual Mˆ , are factors. There is a lot of known examples such that (M,Mˆ)
are respectively of type (I∞, I∞) but there is no example with factors of other types. We construct new
examples of type (I∞, II∞), (II∞, II∞) and (IIIλ, IIIλ) for each λ ∈ [0,1]. We also show that there is no
such example with M or Mˆ a finite factor.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
A locally compact (l.c.) quantum group, in the von Neumann algebra setting (see [6,7]), is a
pair (M,Δ), where M is a von Neumann algebra and Δ is a comultiplication on M , with left
and right invariant weights. In a canonical way, every l.c. group is a commutative l.c. quantum
group and every von Neumann group algebra of a l.c. group is a cocommutative l.c. quantum
group. Conversely, every commutative or cocommutative l.c. quantum group is obtained in this
way. Our aim is to obtain new examples of l.c. quantum groups which are as far as possible from
groups so we will be interested in the “least commutative and cocommutative” examples. The
formulation of the problem is the following. Given a pair of factors of a certain type (x1, x2),
is it possible to find a l.c. quantum group (M,Δ) such that M is a type x1 factor and the dual
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P. Fima / Journal of Functional Analysis 244 (2007) 78–94 79algebra Mˆ is a type x2 factor (in the sense of Murray–von Neumann’s and Connes’ classification
of factors)? There exists a lot of examples for the case (I∞, I∞). In particular, Baaj, Skandalis
and Vaes showed in [2] that for any matched pair of conjugated l.c. groups the bicrossed product
is a type (I∞, I∞) l.c. quantum group.
We start with a negative result showing that, if (M,Δ) is a l.c. quantum group and M is a finite
factor, then Mˆ is not a factor. On a positive side, our tool to construct examples of l.c. quantum
groups is the bicrossed product of l.c. groups (see [10]). One can show that, if an action of a l.c.
group on a von Neumann algebra is free on its center, then the type of the cocycle crossed product
does not depend a lot on the cocycle. This is why we only consider trivial cocycles. We construct
for any λ ∈ [0,1] a l.c. quantum group (M,Δ) such that M and Mˆ are type IIIλ factors. Similarly
we obtain examples of type (I∞, II∞) and (II∞, II∞). All of them are ITPFI factors, a kind of
infinite tensor product of the p-adic version of the Baaj–Skandalis–Vaes’ example (see [2,10]).
This paper is organized as follows. In Section 2 we introduce some notations and recall some
elementary facts about l.c. quantum groups, bicrossed product construction, infinite tensor prod-
uct and ITPFI factors. In Section 3 we prove that a l.c. quantum group (M,Δ) with M a finite
factor is compact. In Section 4 we describe our examples using p-adic numbers.
2. Preliminaries
2.1. Locally compact quantum groups
In this paper we suppose that all von Neumann algebras have separable predual and l.c. groups
are second countable. We denote by ⊗ the tensor product of Hilbert spaces or von Neumann alge-
bras. We refer to [8] for the theory of normal semifinite faithful (n.s.f.) weights on von Neumann
algebras. If ϕ is a n.s.f. weight on M , we use the standard notations
M+ϕ =
{
x ∈ M+ | ϕ(x) < ∞}, Nϕ = {x ∈ M | x∗x ∈M+ϕ }, Mϕ =N ∗ϕNϕ.
We use l.c. quantum groups in the von Neumann algebraic setting (see [7]). A pair (M,Δ) is
called a l.c. quantum group when
• M is a von Neumann algebra and Δ :M → M ⊗M is a normal and unital *-homomorphism
satisfying the coassociativity condition
(Δ⊗ ι)Δ = (ι⊗Δ)Δ,
where ι is the identity map.
• There exist n.s.f. weights ϕ and ψ on M such that:
– ϕ is left invariant in the sense that
ϕ
(
(ω ⊗ ι)Δ(x))= ϕ(x)ω(1), ∀x ∈M+ϕ , ∀ω ∈ M+∗ ,
– ψ is right invariant in the sense that
ψ
(
(ι⊗ω)Δ(x))= ψ(x)ω(1), ∀x ∈M+ψ, ∀ω ∈ M+∗ .
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the same holds for right invariant weights.
Let (M,Δ) be a l.c. quantum group. Then M∗ is a Banach algebra under the convolution
product ω1 ∗ω2 = (ω1 ⊗ω2)Δ.
Fix a left invariant n.s.f. weight ϕ on (M,Δ) and represent M on the G.N.S. space of ϕ such
that (H, ι,Λ) is a G.N.S. construction for ϕ. Then we can define a unitary W on H ⊗H by
W ∗
(
Λ(a)⊗Λ(b))= (Λ⊗Λ)(Δ(b)(a ⊗ 1)) for all a, b ∈Nϕ,
where Λ ⊗ Λ is the canonical G.N.S. map for the tensor product weight ϕ ⊗ ϕ. W is called the
fundamental unitary of (M,Δ). The comultiplication can be given in terms of W by the formula
Δ(x) = W ∗(1 ⊗ x)W for all x ∈ M . Also the von Neumann algebra M can be written in terms
of W as follows:
M = {(ι⊗ω)(W) | ω ∈ B(H)∗}−σ -strong∗ ,
where {X}−σ -strong∗ denotes the σ -strong* closure of X.
In the sequel we denote by λ(ω) the operator (ω ⊗ ι)(W).
It is possible to define a new von Neumann algebra
Mˆ = {λ(ω) | ω ∈ B(H)∗}−σ -strong∗ .
The map λ from M∗ to Mˆ is an injective Banach algebra homomorphism. We can define a
comultiplication on Mˆ by Δˆ(x) = ΣW(x ⊗ 1)W ∗Σ for x ∈ Mˆ , where Σ is the flip map on
H ⊗ H . Also, one can construct left and right invariant weights on Mˆ for Δˆ. We obtain in this
way a new l.c. quantum group (Mˆ, Δˆ) called the dual of (M,Δ). From [6] we know that the
bidual quantum group ( ˆˆM, ˆˆΔ) is isomorphic to (M,Δ).
If G is an ordinary l.c. group then M = L∞(G) with the comultiplication ΔG(f )(s, t) =
f (st) and left and right invariant weights obtained by left and right Haar measures is a commu-
tative l.c. quantum group. Every commutative l.c. quantum group is obtained in this way. Now,
take Mˆ = L(G) the group von Neumann algebra and ΔˆG(λg) = λg ⊗ λg where (λg) is the left
regular representation of G. One can show that the Plancherel weight on Mˆ is left invariant. Also,
it is easy to obtain a right invariant weight on Mˆ so (L(G), ΔˆG) is a l.c. quantum group, this is
the dual of (L∞(G),ΔG). It is obvious that σΔˆG = ΔˆG, where σ is the flip map on M ⊗M . We
say that (L(G), ΔˆG) is cocommutative. One can show that every cocommutative l.c. quantum
group is obtained in this way.
A l.c. quantum group is called compact if its left invariant weight is finite. It is easy to see that
(M,Δ) is compact if and only if there exists ε ∈ Mˆ∗ such that (ι ⊗ ε)(W) = 1. This ε is unique
and is called the counit of (Mˆ, Δˆ). Indeed, if (M,Δ) is compact we can suppose that ϕ(1) = 1
then λ(ϕ) is a one-dimensional central projection in Mˆ . Let e be the unique norm one vector
generating the image of λ(ϕ) then ε(x) = 〈xe, e〉 is the counit of (Mˆ, Δˆ). Conversely, if there
exists such an ε, then the C∗-algebra generated by the operators (ι ⊗ ω)(W) for ω ∈ B(H)∗ is
unital; it follows from general theory that (M,Δ) is compact.
P. Fima / Journal of Functional Analysis 244 (2007) 78–94 812.2. Bicrossed product
Let G1 and G2 be two closed subgroups of a l.c. group G such that G1 ∩ G2 = {e} and
μ(G − G1G2) = 0, where e is the identity element of G and μ is a Haar measure on G. We say
that the pair (G1,G2) is matched. We will now describe the bicrossed product construction of
l.c. group (see [10]). Let (G1,G2) be a matched pair of l.c. groups and g ∈ G1, s ∈ G2, then we
can write nearly everywhere
gs = αg(s)βs(g).
We obtain two measurable maps defined nearly everywhere:
α :G1 ×G2 → G2: (g, s) → αg(s),
β :G2 ×G1 → G1: (s, g) → βs(g).
Now we define two normal unital *-homomorphisms
α :L∞(G2) → L∞(G1 ×G2): (αf )(g, s) = f
(
αg(s)
)
,
β :L∞(G1) → L∞(G2 ×G1): (βf )(s, g) = f
(
βs(g)
)
,
and we have
(ι⊗ α)α = (ΔG1 ⊗ ι)α and (ι⊗ β)β = (ΔG2 ⊗ ι)β.
Hence α will be an action of G1 on the von Neumann algebra L∞(G2) and β an action of G2 on
the von Neumann algebra L∞(G1). So we can define the crossed product von Neumann algebra
M = G1  L∞(G2) and a faithful *-homomorphism Δ :M → M ⊗M
Δ(x) = W ∗(1L2(G1×G2) ⊗ x)W for x ∈ M,
where W is a unitary in L2(G1 ×G2 ×G1 ×G2) defined by
(Wξ)(g, s, h, t) = ξ(βαg(s)−1t (h)g, s, h,αg(s)−1t).
Then one can prove that Δ is a comultiplication on M and the dual weight of the left invariant
integral on L∞(G2) is left invariant for Δ. In this way we obtain a l.c. quantum group (M,Δ)
with dual (Mˆ, Δˆ) such that
Mˆ = L∞(G1)  G2, Δˆ(x) = ΣW(x ⊗ 1L2(G1×G2))W ∗Σ for x ∈ Mˆ.
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For each n ∈ N, let Mn be a von Neumann algebra acting on an Hilbert space Hn and ξn a norm
one vector in Hn. The infinite tensor product of Mn relatively to ξn is the von Neumann algebra
generated by the operators x1 ⊗ · · · ⊗ xk ⊗ 1 ⊗ · · · for k ∈ N and xi ∈ Mi in the infinite tensor
product of Hilbert spaces Hn relatively to the norm one vectors ξn. We denote this von Neumann
algebra by
⊗
(Mn,Hn, ξn).
If each Mn is a factor then
⊗
(Mn,Hn, ξn) is a factor (see [1]).
The following lemma is certainly well known but we could not find a proof in the literature.
Lemma 1. Let pn = 0 be a projection in a von Neumann algebra Mn and ωn a normal faithful
state on Mn with G.N.S. space Hn such that ωn = ωξn . Put M =
⊗
(Mn,ωn). The decreasing
sequence of projections
p1 ⊗ · · · ⊗ pn ⊗ 1 · · ·
converges to a projection p ∈ M and we have
p = 0 ⇔
∑
n
∥∥(1 − pn)ξn∥∥2 < ∞.
If p = 0
pMp 
⊗
(pnMnpn,ωηn), where ηn :=
pnξn
‖pnξn‖ .
Proof. p = 0 if and only if (⊗ωn)(p) > 0. This is equivalent to
∑
n
∥∥(1 − pn)ξn∥∥2 < ∞.
The isomorphism is a simple identification. 
Example 2. For each n ∈ N, let Mn be a von Neumann algebra, ϕn a n.s.f. weight on Mn and qn ∈
Mn a projector with ϕn(qn) = 1. We can take Hn the Hilbert space of the G.N.S. construction
for ϕn and ξn = Λϕn(qn). We introduce the notation
M =
⊗
(Mn,ϕn, qn) :=
⊗
(Mn,Hn, ξn).
Observe that there is a natural projector q ∈ M defined by the infinite tensor product of the qn.
When ϕn = ωn is a normal faithful state on Mn and qn = 1, we use the standard notation⊗
(Mn,ωn) :=
⊗
(Mn,ωn,1).
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vector state associated to ξn. Then ωξn is faithful on qnMnqn and
qMq 
⊗
(qnMnqn,ωξn).
Proof. Let Jn be the usual antiunitary operator associated with ϕn and J =⊗Jn, q =⊗qn.
We have ‖xξn‖2 = ϕn(qnx∗xqn), thus the faithfulness of ϕn on Mn implies that ωξn is faithful on
qnMnqn. Note that the close linear subspace of qnHn generated by qnMnqnξn is JnqnJnqnHn.
Thus, the G.N.S. space of ω :=⊗ωξn on N :=⊗(qnMnqn,ωξn) is canonically isomorphic to
qJqJH , and the image of qMq by the restriction homomorphism to the invariant subspace
qJqJH is N . This homomorphism is in fact an isomorphism because the closure of M ′qJqJH
is qH . 
Remark 4. One can show that if qn ∈ Mϕnn , there exists a canonical n.s.f. weight ϕ on M such
that σϕt =
⊗
n σ
ϕn
t and ϕq =
⊗
n ϕnqn. This is the noncommutative analogue of the restricted
direct product of measurable spaces with non-necessarily finite measures.
2.4. Restricted direct product action
In the sequel, all group actions on von Neumann algebras are supposed to be pointwise σ -
weakly continuous. Let Gn be a sequence of l.c. groups and μn a left Haar measure on Gn.
We suppose that for all n there is a compact open subgroup Kn of Gn such that μn(Kn) = 1.
Recall that the restricted direct product
∏′
(Gn,Kn) is defined as the set of (xn) ∈∏Gn such
that xn ∈ Kn for n large enough (see [3] for details). Let Mn be a sequence of von Neumann
algebras with actions αn :Gn → Aut(Mn). Let ϕn be a n.s.f. weight on Mn and qn a projection
in the centralizer of ϕn with ϕn(qn) = 1 and such that for all n, for all gn ∈ Gn, there exists
cn(gn) > 0 such that ϕn ◦ αn = cn(gn)ϕn, cn|Kn = 1 and for all gn ∈ Kn one has αngn(qn) = qn.
With this data one can construct an action of the restricted direct product
∏′
(Gn,Kn) on the
infinite tensor product M =⊗(Mn,ϕn, qn). We fix a G.N.S. construction (Hn, ι,Λn) for ϕn and
we put H =⊗(Hn,Λn(qn)).
Proposition 5. There exists a unique action α :G → Aut(M), called the restricted direct product
of αn, such that for all g = (gn) ∈ G and xn ∈ Mn
αg(x1 ⊗ · · · ⊗ xn ⊗ 1 · · ·) = α1g1(x1)⊗ · · · ⊗ αngn(xn)⊗ 1 ⊗ · · · .
Proof. The uniqueness part is obvious. To show the existence, we first compute a unitary imple-
mentation of the actions αn. It is easy to see that, for gn ∈ Gn, the operator
Un(gn) :Λn(x) → cn(gn)1/2Λn
(
αngn(x)
)
for x ∈Nϕn,
can be extended to a unitary operator on Hn, still denoted by Un(gn), and such that
αngn(x) = Un(gn)xUn(gn)∗ for all x ∈ Mn.
The hypothesis implies that for all n and for all gn ∈ Kn, one has
Un(gn)Λn(qn) = Λn(qn).
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this way we obtain a group homomorphism g → Ug from G to the unitary group of H . Because
we have UgMU∗g = M this allows us to construct a group homomorphism α :G → Aut(M)
defined by
αg(x) = UgxU∗g for x ∈ M.
This is obvious that α is pointwise σ -weakly continuous and verifies the equation. 
Let us identify the crossed product of G by M with an infinite tensor product of the crossed
products of Gn by Mn. We denote by πn the inclusion of Mn into Gn  Mn and π the inclusion
of M into G  M . We denote by ϕ˜n the dual weight of ϕn and by 1A the characteristic function
of a mesurable set A.
Proposition 6. Let en = πn(qn)(λ(1Kn) ⊗ 1), where λ(1Kn) is the convolution operator by 1Kn .
Then en is a projection in Gn  Mn. Moreover, one has ϕ˜n(en) = 1, en ∈ (Gn  Mn)ϕ˜n and
G  M 
⊗
(Gn  Mn, ϕ˜n, en).
Proof. Since πn(qn) and λ(1Kn) are projections, if πn(qn) and λ(1Kn) ⊗ 1 commute then en is
a projection. Take ξ ∈ L2(Gn,Hn), then
((
λ(1Kn)⊗ 1
)
πn(qn)ξ
)
(g)
=
∫
Gn
1Kn(t)α
n
g−1t (qn)ξ
(
t−1g
)
dμn(t)
= αn
g−1(qn)
∫
Gn
1Kn(t)ξ
(
t−1g
)
dμn(t), because ∀t ∈ Kn, αnt (qn) = qn
= (πn(qn)(λ(1Kn)⊗ 1)ξ)(g).
Thus en is a projection. Now, using Kn ⊂ Ker(δGn) and cn|Kn = 1, we have
σ
ϕ˜n
t
(
λ(1Kn)⊗ 1
)= λ(1Kn)⊗ 1.
This implies that
σ
ϕ˜n
t (en) = πn
(
σ
ϕn
t (qn)
)
σ
ϕ˜n
t
(
λ(1Kn)⊗ 1
)= en.
Next, using definition of the dual weight, we have ϕ˜n(en) = ϕn(qn)1Kn(1) = 1. Recall that, using
the classical explicit G.N.S. construction (L2(Gn,Hn), ι, Λ˜n) for the dual weight, one has (see
[9])
Λ˜n(en) = 1Kn ⊗Λn(qn).
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U :
⊗(
L2(Gn,Hn), ξn
)→ L2(G,H)
on a dense subset by
U(F1 ⊗ · · · ⊗ Fn ⊗ ξ¯n)(g) =
n⊗
i=1
Fi(gi)⊗
( ∞⊗
i=n+1
1Ki (gi)Λi(qi)
)
,
where Fi ∈ L2(Gi,Hi), g = (gn) ∈ G and ξ¯n = ⊗∞i=n+1 ξi . Then U is an isometry with
dense range. Thus we obtain a unitary operator, again denoted by U , such that, if g =
(g1, . . . , gn,1, . . .),
U
(
(λg1 ⊗ 1)⊗ · · · ⊗ (λgn ⊗ 1)⊗ 1 ⊗ · · ·
)
U∗ = λg ⊗ 1,
U
(
π1(x1)⊗ · · · ⊗ πn(xn)⊗ 1 ⊗ · · ·
)
U∗ = π(x1 ⊗ · · · ⊗ xn ⊗ 1 ⊗ · · ·).
It follows that
U
(⊗
(Gn  Mn, ϕ˜n, en)
)
U∗ = G  M. 
2.5. ITPFI factors and Boca–Zaharescu factors
In [1], Araki and Woods define ITPFI factors as infinite tensor product of type I factors
⊗
(Mn,Hn, ξn),
where Mn is a type I factor acting on Hn and ξn is a norm one vector in Hn. All these factors are
hyperfinite.
If M is a type I factor acting on H , we can write H = H1 ⊗ H2 such that M = B(H1) ⊗ 1.
Now, let Ω ∈ H be a norm one vector and consider the normal state on B(H1)
ω(x) = 〈(x ⊗ 1)Ω,Ω 〉.
Hence, there exists a density matrix ρΩ ∈ B(H1) such that ω(x) = Tr(ρΩx). It is easy to see
that the ordered list (with multiplicity) of the non-zero eigenvalues of the operator ρΩ does not
depend on the decomposition of H in H1 ⊗ H2. This list is denoted by Sp(Ω | M). The type
of the ITPFI factor
⊗
(Mn,Hn, ξn) only depends on the list Sp(ξn | Mn). In Section 4 we will
use the fact that if each Mn is a type Inν factor, with 2 nν ∞, and Sp(ξn | Mn) = {λni , i =
1,2, . . . , nν} then, if λn1  δ for some δ > 0 and for all n, M is a type III factor if and only if
∑
n,i
λni inf
{∣∣∣∣λn1λni − 1
∣∣∣∣
2
,C
}
= ∞,
for some positive C.
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Zaharescu studied the following ITPFI factor:
Mβ,S :=
⊗
p∈S
(B(l2(N)),ωp,β),
where ωp(x) :=∑n p−nβ(1−p−β)〈xen, en〉 and (en) is the canonical basis of l2(N). We denote
by NS the factor M1,S . In [4], Boca and Zaharescu show that:
(1) For any λ ∈ [0,1] and β ∈ ]0,1], there is a subset S of P such that Mβ,S is a type IIIλ factor.
(2) For any β ∈ ]0,1], any countable subgroup K of R and any countable subset Σ of R − K ,
there exists a subset S of P such that T (Mβ,S) contains K and does not intersect Σ , where
T (M) denotes the Connes’ T invariant of the von Neumann algebra M (see [5]).
Remark 7. Boca and Zaharescu showed in [4] that Mβ,S is an ITPFI2 (infinite tensor product of
type I2 factors) for all β ∈ ]1/2,1]. In fact it is possible to show that for all β ∈ ]0,1], Mβ,S is
an ITPFIm with β > 1/m. Indeed, for such m and β put
qp(en) =
{
en if 0 nm− 1,
0 otherwise.
Then because of
∑
p∈S
∑
nm
(
1 − p−β)p−nβ = ∑
p∈S
p−mβ < ∞,
for all β > 1/m, we can apply Lemma 1 to obtain a projection p = 0 such that p(Mβ,S)p is
an ITPFIm. Moreover, it is easy to see that p is purely infinite, thus Mβ,S is ITPFIm.
3. The case of a finite factor
In this section we show that if (M,Δ) is a l.c. quantum group such that M is a finite factor,
then (M,Δ) is compact. Hence, Mˆ , being an infinite direct sum of full matrix algebras, is not
a factor.
Theorem 8. Let (M,Δ) be a l.c. quantum group with M a finite factor. Then (M,Δ) is compact
and the Haar state on M is the unique tracial state on M .
Proof. Let τ be the unique tracial state on M . The representation of M in B(H) is standard
thus there exists a norm one vector ξ ∈ H such that τ(x) = 〈xξ, ξ 〉 moreover, (Mξ, ι, η) is a
G.N.S. construction for τ , where η(x) = xξ . Define p = λ(τ), p is a non-trivial element in Mˆ .
By unicity of τ one has τ ∗ τ = τ thus p2 = p and there exists a norm one vector e ∈ H such
that pe = e. Since we have (τ ⊗ωe)(W) = 1, it follows that Wξ ⊗ e = ξ ⊗ e and, for all x ∈ M ,
ωξ,xξ
(
(ι⊗ωe)(W)
)= 〈Wξ ⊗ e, xξ ⊗ e〉 = ωξ,xξ (1).
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the G.N.S. representation of τ is standard, one has
ω
(
(ι⊗ωe)(W)
)= ω(1) for all ω ∈ M∗.
Taking into account preliminaries, we conclude that (M,Δ) is compact and ε = ωe is the counit
of (Mˆ, Δˆ). Moreover, λ(ϕ) = λ(τ) because p is the one-dimensional projection on Ce and e is
in the image of λ(ϕ), thus ϕ = τ . 
4. Examples
Let P be the set of all prime numbers. In the sequel, if p is a prime number, we denote by Qp
the field of rational p-adic numbers and Zp the ring of p-adic integers. Let S be an infinite subset
of P andAS the restricted direct product of Qp relatively to the compact open subgroups Zp for
p ∈ S (see [3])
AS =
∏′
p∈S
(Qp,Zp).
Then AS is a second countable l.c. ring. The group of invertible elements of AS is
A∗S =
∏′
p∈S
(
Q∗p,Z∗p
)
.
Now, denote by GS the (ax + b)-group of AS
GS =A∗S AS ,
and define the following subgroups:
G1S =
{
(a,0) ∈ GS
}
, G2S =
{(
(ap), (bp)
) ∈ G, ap + bpp = 1 ∀p ∈ S}.
We can rewrite G2S as
G2S =
{(
(ap),
(
1 − ap
p
))
, ap = 0 ∀p ∈ S and ap ∈ 1 + pZp for p large enough
}
.
G1S is the subgroup of GS which fixes 0. G
2
S is, formally, the subgroup of GS which fixes
(1/p)p∈S . We denote by μ+p the additive Haar measure on Qp such that μ+p (Zp) = 1 and
by μ×p the multiplicative Haar measure on Q∗p such that μ×p (Z∗p) = 1. Let μ+ be the prod-
uct measure of μ+p , this is an additive Haar measure on AS . Let μ× be the product mea-
sure of μ×p , this is a Haar measure on A∗S . On GS , the right Haar measure which is equal
to 1 on
∏
p∈S Z∗p × Zp is dμ×(x)dμ+(y) and the left Haar measure which is equal to 1 on∏
p∈S Z∗p × Zp is δ(x)dμ×(x)dμ+(y), where
δ(x) =
∏ 1
|xp|p
, x = (xp) ∈A∗S .p∈S
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Lemma 9. The groups G1S , G
2
S are matched. Moreover, the bicrossed product of G1S by G2S is
not regular: it is semi-regular in the sense of [2].
Proof. It is clear that G1S and G
2
S are closed subgroups of GS and
G1S ∩G2S = {1}.
So we must prove that GS −G1SG2S is closed and its Haar measure is zero. From
G2SG
1
S =
{(
(apbp),
(
1 − ap
p
))
, b = (bp)p∈S ∈A∗S , ap = 0 ∀p ∈ S
and ap ∈ 1 + pZp for p large enough
}
,
we conclude that
G2SG
1
S =
{
(a, b) ∈ GS , bp = 1
p
, ∀p ∈ S with b = (bp)p∈S
}
.
It follows that G2SG
1
S is open and
GS −G2SG1S =
{
(a, b) ∈ GS , ∃p ∈ S, bp = 1
p
with b = (bp)p∈S
}
has Haar measure equal to zero. 
Denote by (MS ,ΔS) the bicrossed product of G1S and G
2
S . Under the canonical identification
of G1S with A∗S and G2S with KS , where KS is the restricted direct product
KS =
∏′
p∈S
(
Q∗p,1 + pZp
)
,
the group actions α of G1S on the measurable space G
2
S and β of G
2
S on the measurable space
G1S can be easily calculated: take s = (sp) ∈ KS and g = (gp) ∈ A∗S such that for all p ∈ S ,
gp(sp − 1)+ 1 = 0 and, for p large enough, gp(sp − 1)+ 1 ∈ 1 + pZp . Then
αg(s) =
(
gp(sp − 1)+ 1
)
, βs(g) =
(
gpsp
gp(sp − 1)+ 1
)
. (1)
We also denote by α and β the corresponding actions of G1S on L
∞(G2S) and of G
2
S on L
∞(G1S).
We define on G1S the Haar measure μ1 obtained, through the identification with A∗S , from
the Haar measure μ× on A∗S . Also, we define on G2S the Haar measure μ2 corresponding to
the product of the measures μp on Q∗p , where μp is the Haar measure on Q∗p such that μp(1 +
pZp) = 1. Taking into account Eq. (1), we see that α is a restricted direct product action for p ∈ S
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a restricted direct product action of βp :Q∗p → Aut(L∞(Q∗p)), obtained from the action
β
p
sp (gp) =
gpsp
gp(sp − 1)+ 1 .
We introduce the notation νp for the Haar measure on Qp such that νp(Z∗p) = 1. We have
μp = (p − 1)μ×p , νp =
(
1 − p−1)−1μ+p and dμ+p (x) = (1 − p−1)|x|p dμ×p (x).
The main result of this section is the following theorem which implies the description of the
types of the factors MS and MˆS .
Theorem 10. For any infinite subset S of P we have the following isomorphisms:
MS  NS and MˆS  MS ⊗R,
where NS is the Boca–Zaharescu factor and R is the hyperfinite II1 factor.
Proof. Let πp be the canonical inclusion of L∞(Qp) in Q∗p  L∞(Qp). We first prove the
following lemma.
Lemma 11. Let μ be a Haar measure on Q∗p and ν a Haar measure on Qp . Let K ⊂ Z∗p be a
subgroup of finite index with μ(K) = 1 and L a compact open subset of Zp such that KL = L
and ν(L) = 1. Define
e(K,L) = (λ(1K)⊗ 1)πp(1L) and ξ(K,L) = 1K×L.
Then e(K,L) is a projection in Q∗p  L∞(Qp) and(
e(K,L)
(
Q∗p  L∞(Qp)
)
e(K,L),ωξ(K,L)
) (B(l2(N)),ω),
where ω is the faithful normal state on B(l2(N)) with eigenvalue list given by
μ+p (K)
μ+p (L)
p−n with multiplicity
∣∣L∩ pnZ∗p/K∣∣, n ∈ N.
Proof. The fact that e(K,L) is a projection has been proved in Proposition 6. We define the
following unitary:
U :L2
(
Q∗p × Qp,μ× ν
)→ L2(Q∗p × Q∗p,μ×μ),
(Uξ)(x, y) =
(
μ+p (K)
μ+p (L)
|y|p
)1/2
ξ
(
xy−1, y
)
.
Then
Uλg ⊗ 1U∗ = λg ⊗ 1 and Uπp(F )U∗ = F ⊗ 1,
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UQ∗p  L∞(Qp)U∗ = B
(
L2
(
Q∗p,μ
))⊗ 1.
Next, we have
(
e(K,L)ξ
)
(x, y) = 1L(xy)
∫
Q∗p
1K(t)ξ
(
t−1x, y
)
dμ(t).
Thus, after a simple computation, we obtain
Ue(K,L)U∗ = f (K,L) ⊗ 1, where(
f (K,L)ξ
)
(x) = 1L(x)
∫
Q∗p
1K(t)ξ
(
t−1x
)
dμ(t).
Observe that the image of f (K,L) is the set of functions ξ ∈ L2(Q∗p,μ) such that the support
of ξ is in L− {0} and ξ is invariant under translations of K . Writing
L− {0} =
⋃
n∈N
L∩ pnZ∗p,
we see that every function ξ in the image of f (K,L) is of the form
ξ =
∑
n∈N
∑
[y]∈L∩pnZ∗p/K
ξ(y)1[y].
Thus we have
f (K,L)L2
(
Q∗p,μ
)= Span〈1[y], n ∈ N, [y] ∈ L∩ pnZ∗p/K〉,
where Span〈X〉 means the closed vector space generated by X. Because μ([y]) = μ(K) = 1, the
set of vectors 1[y] for [y] ∈ L∩pnZ∗p/K and n 0 is an orthonormal basis of f (K,L)L2(Q∗p,μ).
Thus, there is a unitary W between f (K,L)L2(Q∗p,μ) and l2(N) such that
(W ⊗ 1)Ue(K,L)(Q∗p  L∞(Qp))e(K,L)U∗(W ∗ ⊗ 1) = B(l2(N))⊗ 1,
and, using the computation
Uξ(K,L) =
∑
n
∑
[y]∈L∩pnZ∗p/K
λ
1/2
n,[y]1[y] ⊗ 1[y],
where λn,[y] = (μ+p (K))/(μ+p (L))p−n, we conclude the proof. 
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plicity one and, for (K,L,μ, ν) = (1 +pZp,Z∗p − 1,μp, νp), the following list: (p− 1)−1 with
multiplicity p − 2 and (p − 1)−1p−n with multiplicity p − 1 for n 1.
The next ingredient of the proof is the following lemma.
Lemma 13. For any infinite subset S ⊂P we have:
(1) MS 
⊗
p∈S(Q∗p  L∞(Qp),L2(Q∗p × Qp,μ×p ×μ+p ), ξ(Z∗p,Zp)),
(2) MˆS 
⊗
p∈S(Q∗p  L∞(Qp),L2(Q∗p × Qp,μp × νp), ξ(1 + pZp,Z∗p − 1)).
Proof. To obtain the first isomorphism, recall that
G1S  L
∞(G2S) G1S  L∞(GS/G1S),
and, since G1S =A∗S × {0}, it is easy to see that
G1S  L
∞(G2S)A∗S  L∞(AS).
Next, using Proposition 6, we obtain immediately the first isomorphism. For the second isomor-
phism, we first use Proposition 6 and the discussion preceding the lemma to obtain
MˆS 
⊗
p∈S
(
Q∗p βp  L∞
(
Q∗p
)
,L2
(
Q∗p × Q∗p,μp ×μ×p
)
,1(1+pZp)×Z∗p
)
.
Now define
V :L2
(
Q∗p × Q∗p,μp ×μ×p
)→ L2(Q∗p × Qp,μp × νp),
(V ξ)(g, s) = ξ(g−1, (s + 1)−1)|s + 1|1/2p .
V is unitary and
V
(
Q∗p βp  L∞
(
Q∗p
))
V ∗ = Q∗p  L∞(Qp),
where the action for the crossed product on the right is the translation. Finally, the computation
V 1(1+pZp)×Z∗p = 1(1+pZp)×(Z∗p−1)
concludes the proof. 
We can now prove the theorem. Using Lemmas 11 and 13, the remark between these
two lemmas and Proposition 3 we obtain, using the notation e1 =⊗p∈S e(Z∗p,Zp) and e2 =⊗
p∈S e(1 + pZp,Z∗p − 1),
e1MSe1  NS and e2MˆSe2 
⊗(B(l2(N)),ψp),
p∈S
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(p − 1)−1p−n with multiplicity
{
p − 2 if n = 0,
p − 1 if n 1.
Next, because MS , MˆS , e1 and e2 are purely infinite and e1 and e2 have central support equal
to 1 we have that e1MSe1  MS and e2MˆSe2  MˆS . Thus, to conclude the proof, it is sufficient
to prove that
⊗
p∈S
(B(l2(N)),ψp) NS ⊗R.
Using Lemma 1 and
∑
p∈S
∑
n1
(p − 1)−1p−n =
∑
p∈S
(p − 1)−2 < ∞
we can remove one copy of p−1,p−2, . . . without changing the isomorphism class of the ITPFI
factor (the projection obtained in Lemma 1 is clearly purely infinite). Hence we obtain
⊗
p∈S
(B(l2(N)),ψp)⊗
p∈S
(B(l2(N))⊗Mp−2(C),ωp ⊗ τp),
where τp is the normalized trace of the matrix algebra Mp−2(C). The theorem follows. 
Corollary 14. For any infinite subset S ⊂P , we have:
(1) ∑p∈S 1p < +∞ ⇔ μ+(AS −A∗S) = 0 ⇔ (MS ,ΔS) is of type (I∞, II∞).
(2) ∑p∈S 1p = +∞ ⇔ μ+(A∗S) = 0 ⇔ (MS ,ΔS) is of type (III, III).
Moreover, we have:
• For any λ ∈ [0,1] there exists a subset S ⊂P such that (MS ,ΔS) is of type (IIIλ, IIIλ).
• For any countable subgroup K of R and any countable subset Σ of R − K , there exists a
subset S of P such that T (MS) contains K and does not intersect Σ .
Proof. We have μ+(
∏
p∈S Z∗p) = 0 ⇔ μ+(A∗S) = 0. Then, since
μ+
(∏
p∈S
Z∗p
)
=
∏
p∈S
μ+p
(
Z∗p
)= ∏
p∈S
(
1 − 1
p
)
,
we have
∑ 1
p
= +∞ ⇔ μ+(A∗S)= 0. (2)
p∈S
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∑
p∈S
1
p
< +∞ ⇒ μ+(AS −A∗S)= 0.
Then (2) implies that the last implication is, in fact, an equivalence. Note that for any l.c. ring A,
such that A−A∗ has additive Haar measure zero, the translation action of A∗ on A is free and
ergodic, and the corresponding crossed product is a type I∞ factor, the proof of (1) follows.
Now, suppose that
∑
p∈S p−1 = ∞ then
∑
p∈S,i0
p−i
(
1 − p−1) inf{∣∣pi − 1∣∣2,1}= ∑
p∈S,i1
p−i
(
1 − p−1)= ∑
p∈S
1
p
= +∞.
This implies, taking into account preliminaries about ITPFI factors, that MS and MˆS are type III
factors. The last results follow from [4]. 
There is a minor modification of the previous example. Take
GS =KS AS
and define the following subgroups:
G1S =KS × {0} and G2S =
{(
ap,
1 − ap
p
)
, (ap) ∈KS
}
.
Then it is easy to see that (G1S ,G
2
S) is a matched pair. A direct computation gives, for
(ap), (bp) ∈KS ,
α(ap,0)
(
bp,
1 − bp
p
)
=
(
ap(bp − 1)+ 1, ap(1 − bp)
p
)
and
β
(bp,
1−bp
p
)
(ap,0) =
(
apbp
ap(bp − 1)+ 1 ,0
)
.
We can construct the bicrossed product l.c. quantum group (LS ,ΔS) having the following prop-
erty.
Proposition 15. For any infinite subset S of P , the l.c. quantum group (LS ,ΔS) is self-dual and
LS  NS ⊗R.
Proof. Define the isomorphism u :G1S → G2S by
u(ap,0) =
(
a−1p ,
1 − a−1p )
.p
94 P. Fima / Journal of Functional Analysis 244 (2007) 78–94One can verify that
u
(
β
(bp,
1−bp
p
)
(ap,0)
)
= α
u−1(bp,
1−bp
p
)
(
u(ap,0)
)
.
Hence, interchanging α and β , we get an isomorphic matched pair and so an isomorphic l.c.
quantum group. To obtain the isomorphism, recall that G1S  L
∞(G2S)  G1S  L∞(GS/G1S),
and because G1S =KS ×{0}, it is easy to see that G1S L∞(G2S) KS L∞(AS). Next, using
Proposition 6 we obtain
LS 
⊗
p∈S
(
Q∗p  L∞(Qp),L2
(
Q∗p × Qp,μp ×μ+p
)
, ξ(1 + pZp,Zp)
)
.
This implies, using Lemma 11 with (K,L,μ, ν) = (1 + pZp,Zp,μp,μ+p ) and Proposition 3,
the following isomorphism
LS 
⊗
p∈S
(B(l2(N))⊗Mp−1(C),ωp ⊗ τp),
where τp is the normalized trace of the matrix algebra Mp−1(C). 
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