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Abstract (English)
In 2000, Hausmann and Güntürkün (2000a,b) published a target article in the Journal of Neuropsychology / Zeitschrift für Neuropsychologie on the influences of sex hormones on functional cerebral asymmetries (FCAs). They presented a neuroendocrinological model (Hausmann & Güntürkün, 2000c ) that could potentially explain how sex hormones modulate FCAs. The model proposed that high levels of progesterone reduce the synaptic efficiency of cortico-cortical transmission, leading to a reduction of FCAs. However, empirical data testing their hypothesis directly were missing. Using different approaches, we have now gathered behavioural, electrophysiological and neuroimaging data partly supporting the original idea, but also pointing towards estradiol modulating FCAs. The current review will give an update on this fascinating topic and briefly explores clinical applications.
Abstract (deutsch)
Vor fast 20 Jahren veröffentlichten Hausmann und Güntürkün (2000a,b) einen Übersichtsartikel in der Zeitschrift für Neuropsychologie zu den Einflüssen von Sexualhormonen auf funktionelle cerebrale Asymmetrien (FCAs). Die Autoren präsentierten ein neuroendokrinologisches Modell (Hausmann & Güntürkün, 2000c) 
Background
Sex is one of the most frequently investigated factors with respect to individual differences in functional brain organisation, and in functional cerebral asymmetries (FCAs) in particular (Hausmann & Bayer, 2010) . Sex differences in FCAs have been reported in tasks related to language (Hausmann et al., 1998; Shaywitz et al., 1995) , spatial ability (Chiarello et al., 1989; Corballis & Sidey, 1993; Hausmann & Güntürkün, 2000) , and face recognition (Borod et al., 1983 , Rizzolatti & Buchtel, 1977 . While contradictions exist (e.g. Ashton & McFarland, 1991; Sommer et al, 2004) , these studies suggest that women show reduced FCAs (i.e., increased bilaterality), relative to men. Several reviews and meta-analyses have been conducted in an attempt to quantify the size of sex differences in FCAs across a range of lateralised cognitive processes (e.g., Hiscock et al., 1994; 1995; Vogel et al., 2003; Voyer, 1995) . Taken together, these meta-analyses conclude that small but reliable sex differences in FCAs exist at the population level, with males yielding larger asymmetries than women do. Given the small effect sizes reported by these meta-analyses, it follows that only studies with large sample sizes will yield consistent and significant sex differences in FCAs. Hirnstein et al. (2013) supported this notion in a study using behavioural data compiled from 1782 participants (885 females). The data were acquired using a behavioural measure of language lateralisation (i.e., the Bergen dichotic listening task, Hugdahl et al., 2009 ). The results showed that sex differences in the degree of language lateralisation were dependent on age, and the effect of sex was largest during adolescence (Cohen's d = 0.31).
A large body of evidence suggested that the distinct hormonal profiles of men and women are key to the generation and maintenance of such sex differences in FCAs and cognition. However, sex hormone levels are not stable in women. Instead, they fluctuate both across the lifespan (e.g., menopause) and across shorter time intervals (e.g., the menstrual cycle). As such, menstrual cycle related hormone fluctuations might at least to some extent underpin the larger degree of inter-and intra-individual variation in women.
Sex hormonal effects on the brain
There are three main groups of gonadal steroid hormones: estrogens, progestins, and androgens. The human principle derivatives are estradiol, progesterone, and testosterone, respectively. Sex steroids can cross the blood-brain barrier, despite being synthesised primarily by the gonads (e.g. testes, ovaries) and adrenal glands (Rupprecht, 2003) . However, there is increasing evidence that sex hormones can be synthesised locally in specific brain regions (e.g. hippocampus, prefrontal cortex; Luine, 2014; Rupprecht, 2003) .
Organising and activating effects of sex hormones
Sex hormonal effects on the brain are broadly categorised as either organising or activating effects. Organising effects result from interactions between hormones and genes, and occur primarily during early ontogenesis and puberty. These effects result in permanent sex differences in brain structure. Activating effects are the result of hormonal fluctuations that occur throughout life and, in contrast to organising effects, are transient and reflect dynamic changes in functional brain organisation (for a review, see Cohen-Bendahan et al., 2005) .
Organising effects are maximal during certain sensitive periods. The precise sensitive periods for organising effects are not known, however, it is generally accepted that gestation weeks 8-24 are a key period during ontogenesis, although increasing evidence suggests additional sensitive periods exist (Cohen-Bendahan et al., 2005) . Activating effects refer to the transient effects of fluctuations in sex hormone levels on brain activity, functional brain organisation, and cognitive function (Luine, 2014) . To investigate the activating effects of sex hormones (i.e., estradiol and progesterone), a large number of studies have taken advantage of the endogenous fluctuations in hormone levels that occur in young women during the menstrual cycle (Wisniewski, 1998) .
The menstrual cycle is a recurring reproductive cycle, characterised by hormonal fluctuations and physiological changes in the ovaries and uterus. Each cycle begins with menstruation, and lasts approximately 28 days. The cycle can be divided into several phases, each characterised by a different hormonal profile. Throughout the menstrual phase (cycle days 1-5), circulating levels of estradiol and progesterone are low. At cycle day 6, estradiol begins to increase, reaching a peak just prior to ovulation; progesterone levels remain low throughout this phase (the follicular phase, cycle days 6-12). Ovulation typically occurs around cycle day 14, following the secretion of luteinising hormone. At this point, estradiol levels drop slightly. Following ovulation, the cells surrounding the egg undergo luteinisation. During this phase, estradiol and progesterone are secreted by the luteinised cells and estradiol levels reach a second, smaller peak while progesterone levels reach their maximum (luteal phase, cycle day 22). Estradiol and progesterone levels both fall rapidly (premenstrual phase, cycle days 24 -28) before a new cycle begins. See Hausmann & Bayer (2010) for more details.
Sex hormones and lateralisation

Organising effects of sex hormones on lateralisation
Several clinical studies suggest that estrogen can influence FCAs during early development (Hines & Shipley, 1984) . In a behavioural study, Hines and Shipley (1984) examined language lateralisation in women exposed to diethylstilbesterol (DES) during gestation. Diethylstilbesterol is a synthetic estrogen, administered to pregnant women to lower risk of miscarriage. These authors showed that language lateralisation was significantly increased in the offspring of DES-exposed women, compared to their unexposed sisters.
Although contradictions exist (e.g. Smith & Hines, 2000) , this finding suggests that high levels of prenatal estradiol may play a defeminising role in male development (Hausmann & Bayer, 2010) .
Lateralisation across the menstrual cycle
Since 2000, a large body of evidence has developed, using a range of behavioural, electrophysiological, and neuroimaging techniques, demonstrating that lateralisation fluctuates across the menstrual cycle (Alexander et al., 2002; Bayer & Hausmann, 2011; Cowell et al., 2011; Hausmann, 2005; Hausmann & Güntürkün, 2000a, b, c; Hausmann et al., 2013; Hjelmervik et al., 2012; Hodgetts et al., 2015; Wadnerkar et al., 2008; Weis et al., 2008; , but also see Dietrich et al., 1999; Kranczioch et al., 2016) . However, the literature is inconsistent with respect to the direction of the laterality change and, subsequently, the mechanisms underlying the effects.
Several studies using lateralised tasks such as verbal dichotic listening (Cowell et al., 2011; Wadnerkar et al., 2008; Hampson, 1990a; Hampson, 1990b; Hjelmervik et al., 2012; Sanders & Wenmoth, 1998 , Weekes & Zaidel, 1996 and spatial bisection (McCourt et al., 1997) have shown that lateralisation increases during high-hormone phases as compared to low-hormone phases. However, other studies have demonstrated reductions in FCAs in highhormone phases, relative to low-hormone phases using similar tasks, including verbal dichotic listening (Alexander et al., 2002; Altemus et al., 1989; Hodgetts et al., 2015; Mead & Hampson, 1996) ; music dichotic listening (Sanders & Wenmoth, 1998) ; line bisection (Hausmann, 2005; Hausmann et al., 2002) , lexical decision (Hausmann & Güntürkün, 2000; Hausmann et al., 2002) , figural comparison (Weis et al., 2011; Hausmann & Güntürkün, 2000) , word matching (Weis et al., 2008) , and face perception (Hausmann & Güntürkün, 2000; Hausmann et al., 2002) .
Critically, a number of potential mechanisms underlying cycle effects on FCAs have been proposed. One suggestion is that sex hormones selectively influence activity of a specific hemisphere, although there is debate regarding which one. For example, using a visual-half field paradigm, Bibawi et al. (1995) presented normally cycling women with images of chairs, presented in pairs (one to the left and one to the right visual field). Participants were then required to identify which chairs had been presented from a 12-item array. Results showed that during the high-hormone luteal phase, women correctly identified more chairs presented to the right visual field than the left, indicative of a left hemispheric advantage. However, there was no hemispheric advantage during the low-hormone menstrual phase.
Subsequently, the authors concluded that sex hormones selectively activate the left hemisphere. Using two dichotic listening paradigms (language and music, lateralised to the left and right hemispheres, respectively), Sanders and Wenmoth (1998) demonstrated greater language lateralisation during the luteal phase compared to the menstrual phase, but a greater FCA for music processing during the menstrual phase. Thus, these authors concluded that right hemispheric activity was selectively suppressed during high-hormone cycle phases.
Critically, several studies (e.g. Wadnerkar et al., 2008; Sanders & Wenmoth, 1998; Weekes & Zaidel, 1996; Bibawi et al., 1995; McCourt et al., 1997) did not objectively verify participants' reported cycle phase by directly measuring hormone levels. Such measures are critical for menstrual cycle research, as evidence suggests that a significant proportion of menstrual cycles in young women aged 20-24 years (approx. 40%, Metcalf & Mackenzie, 1980 ) are non-ovulatory. Thus, these women may not experience the expected fluctuations of estradiol and/or progesterone. Indeed, many studies that did include hormone measures report a high rate of post-hoc participant exclusion on account of their hormone levels not falling into the expected ranges for each cycle phase (e.g., up to 46% participants were excluded in Gordon et al., 1986) . As such, if some participants were tested just before or after the expected peaks in estradiol and progesterone levels, there would be greater variability in the degree of FCAs across participants.
In the early study by Hausmann and Güntürkün (2000) investigating FCAs across the menstrual cycle, direct hormone measurements were included. In this study, normally cycling women completed left-hemispheric (word matching) and right-hemispheric (figure matching, face discrimination) tasks, during both the low-hormone menstrual phase and the highprogesterone luteal phase. Cycle phase was verified by salivary hormone assays. In addition, a sample of men and a sample of post-menopausal women were tested at corresponding time intervals. The authors identified an interaction between cycle phase and FCAs in all tasks, indicative of a general reduction in FCAs during the high-progesterone luteal phase. In contrast, FCAs were stable across time in post-menopausal women and men. A second study replicated these findings with the same tasks (Hausmann et al., 2002) . In this study, normally cycling women were tested 15 times at three-day intervals. This allowed for a longitudinal analysis of the relationship between sex hormones and FCAs for longer than one menstrual cycle, as well as a cross-sectional analysis. For the figure-matching task, both analyses indicated a significant relationship between progesterone and reduced FCAS, resulting from an enhanced performance of the sub-dominant left hemisphere.
As these studies demonstrated FCAs for both left-and right-hemispheric tasks were reduced when levels of progesterone were high, it was suggested that sex hormones were not selectively influencing the activity of a particular hemisphere. Instead, Hausmann and Güntürkün (2000c) proposed that sex hormones affect FCAs by modulating interhemispheric interaction, a physiological process that affects both hemispheres. This mechanism is based on the assumption that the lateralisation of a cognitive process, to either hemisphere, arises due to inhibition of the non-dominant hemisphere by the dominant hemisphere (i.e. interhemispheric inhibition) via the corpus callosum (Chiarello & Maxfield, 1996; Cook, 1984) .
Specifically, Hausmann and Güntürkün (2000) argued that although cortico-cortical transmission is primarily excitatory, interhemispheric inhibition occurs because the lasting effect of callosal activity is inhibition of the contralateral hemisphere (Innocenti, 1980) . This inhibition occurs because the majority of callosal projections terminate on pyramidal neurons, which subsequently activate GABAergic interneurons (Toyama & Matsunami, 1976) .
Moreover, it has been shown that callosal projections may also terminate directly on GABAergic interneurons (Conti & Manzoni, 1994) . Both of these mechanisms would result in widespread inhibition of homotopic regions of the non-dominant hemisphere by the dominant hemisphere (Kawaguchi, 1992) .
In the hypothesis of progesterone-mediated hemispheric decoupling, Hausmann and Güntürkün (2000c) proposed that high levels of progesterone during the luteal phase leads to a reduction of interhemispheric inhibition. This leads, in turn, to a functional decoupling of the two hemispheres and a reduction in lateralisation. Specifically, it was proposed that progesterone and metabolites, such as allopregnanolone, can reduce interhemispheric inhibition by suppressing the excitatory neural response to glutamate and increasing the inhibitory neural response to GABA (Hausmann & Güntürkün, 2000; Hausmann et al., 2002; Hausmann & Bayer, 2010) . This view was supported by a number of physiological studies, demonstrating that progesterone suppresses the excitatory response of neurons to glutamate, while also increasing the inhibitory response of neurons to GABA (Smith et al., 1987a (Smith et al., , 1987b . Further studies have shown that similar effects are obtained with combined estradiol and progesterone administration (Smith et al., 1987b) . Thus, it was proposed that high levels of progesterone in the luteal phase might lead to a transient reduction in interhemispheric inhibition, and in turn, a reduction in lateralisation (Hausmann & Güntürkün, 2000; Hausmann et al., 2002) . Although the cortico-cortical transmission is mainly excitatory, the main and longer lasting effect in the contralateral hemisphere appears to be inhibitory, probably because most excitatory (glutamatergic) callosal fibers terminate on pyramidal neurons which then activate inhibitory (GABAergic) interneurons. These activated inhibitory interneurons could then induce a widespread inhibition in homotopic regions of the contralateral hemisphere. According to Hausmann and Güntürkün (2000; Hausmann et al., 2002) , progesterone reduces cortico-cortical transmission during the midluteal phase by suppressing the excitatory responses of neurons to glutamate and by enhancing their inhibitory responses to GABA. The combined effect would result in the functional hemispheric decoupling, and thus to a temporal reduction in functional asymmetry (right figure). Adopted from Hausmann and Bayer (2010) and reprinted with permission from MIT Press.
A similar mechanism aiming to explain cycle-related effects of sex hormones to FCAs was previously proposed by Bianki and Filippova (1996, 2000) , who were the first to investigate the link between changes in FCAs in motor activity in the open field and stages of the estrous cycle in rats. Based on their findings, however, Bianki and Filippova (1996, 2000) suggested that higher levels of estrogen levels in the proestrus phase, during which ovarian follicles in rats mature, increased interhemispheric inhibition from the left hemisphere to the right hemisphere. This interhemispheric inhibition was significantly reduced in this study when estrogen levels dropped.
In line with Bianki and Filippova (1996, 2000) , Weis et al. (2008) also reported evidence for the notion that estradiol levels can influence inter-hemispheric inhibition and FCAs. In this study, normally cycling women underwent functional magnetic resonance imaging (fMRI) while completing a word-matching task, identical to that used by Hausmann and Güntürkün (2000c) . All women were tested during both the low-hormone menstrual phase and the highestradiol follicular phase. A control group of males was tested at corresponding time intervals.
Functional connectivity was assessed using psychophysical interaction analysis (PPI) to determine the inhibitory influence of the dominant left hemisphere on the non-dominant right hemisphere. Behaviourally, a significant left-hemispheric advantage was found in the menstrual phase, which was reduced in the follicular phase. In addition, PPI analysis revealed that the inhibitory influence of the left hemisphere over the right hemisphere fluctuated according to estradiol levels. Specifically, high levels of estradiol during the follicular phase were associated with reduced interhemispheric inhibition, and in turn, reduced FCAs. In contrast, no change in FCAs or interhemispheric inhibition was found in the male controls.
Moreover, no significant difference was found when activity in left inferior frontal gyrus (a region critically involved in the word-matching task) was directly compared between the menstrual and follicular phases.
In contrast to Hausmann and Güntürkün (2000) who found that high progesterone levels (in combination with high estradiol levels) can reduce interhemispheric inhibition, Weis et al. (2008) showed that it was estradiol alone, not progesterone, which was associated with a reduction in interhemispheric inhibition. This finding is in line with other studies investigating the sex hormonal modulation of interhemispheric processes. For example, Hausmann et al. (2006) employed transcranial magnetic stimulation (TMS) to investigate the effect of sex hormones on transcallosal transfer. In this study, TMS was applied to the primary motor cortex to elicit suppression of tonic voluntary muscle activity in both the contralateral and ipsilateral side. The ipsilateral suppression (the ipsilateral silent period) is thought to be cortically mediated via excitatory transcallosal fibers that terminate on inhibitory interneurons (Hausmann et al., 2006) . Therefore, the ipsilateral silent period can be used as an indirect measure of the connectivity between homotopic regions of the left and right motor cortices. Hausmann et al. (2006) showed that the ipsilateral silent period fluctuates across the menstrual cycle, with the largest suppression/inhibition during the luteal phase (high levels of estradiol and progesterone) compared to the follicular phase (high levels of estradiol only). Hausmann et al. (2013) reported additional evidence in support of this view.
In this study, electroencephalography (EEG) was used to directly measure interhemispheric connectivity by using visual-evoked potentials to estimate interhemispheric transfer time (IHTT). The results showed that IHTT from right-to-left was longer during the luteal phase as compared to the menstrual phase. Additional analyses revealed that this effect was related to high levels of estradiol, as opposed to progesterone, suggested the different interhemispheric processes are modulated by different sex hormones (Hausmann et al., 2013) .
In recent years, research into sex hormonal effects in the brain has expanded to investigate other aspects of functional connectivity, such as intrahemispheric connectivity (Weis et al., 2011) . For example, using a figure-matching task, Weis et al. (2011) investigated whether reductions in FCA for this task were similar to those seen for the verbal task (Weis et al., 2008) . Behaviourally, women demonstrated reduced FCAs during the luteal phase. In addition, fMRI data revealed cycle-phase related changes in functional connectivity within the task dominant hemisphere. Specifically, activation of right-hemispheric networks was reduced during the luteal phase, as compared to both the menstrual and the follicular phase.
In addition, PPI analysis revealed cycle-related changes in functional connectivity, such that stronger functional connectivity between a right temporal seed region (fusiform gyrus) and heterotopic regions of the left hemisphere (e.g. precuneus, postcentral gyrus, inferior parietal lobule) was found during the luteal phase. Consequently, the authors suggest that sex hormones modulate not only interhemispheric inhibition between homotopic areas (Weis et al., 2008) but can also influence intrahemispheric integration, and interhemispheric connectivity between heterotopic brain regions (Weis et al., 2011) . For a recent review on the potential neuroendocrine mechanisms underlying the effects of estradiol and progesterone on FCAs, see Hausmann (2017) .
Top-down versus bottom-up effects
Several previous studies (Cowell et al., 2011; Hampson, 1990a Hampson, ,1990b Sanders & Wenmoth, 1998; Wadnerkar et al., 2008) suggested that left hemispheric language dominance was increased during cycle phases associated with high levels of estradiol. However, this was not a consistent finding, with other studies suggesting that high levels of estradiol led to a reduction in FCAs (Alexander et al., 2002; Altemus et al., 1989; Mead & Hampson, 1996; Sanders & Wenmoth, 1998) . Still further research showed that estradiol influenced language lateralisation, in particular when a high level of cognitive (top-down) control was required (Hjelmervik et al., 2012) . Hjelmervik et al. (2012) investigated hormonal effects on the top-down processes related to language lateralisation using a forced-attention dichotic listening paradigm. This task is a robust tool used to provide a behavioural measure of language lateralisation. It involves the simultaneous presentation of two different auditory stimuli, separately to the left and right ear. Participants are required to report which one of the stimuli they heard the most clearly. Typically, in healthy right-handed adults, this task reveals a bias favouring the right ear, indicative of left-hemispheric language lateralisation. However, the so-called rightear advantage (REA) can be modulated by instructing participants to selectively attend to and report from either the left or the right ear specifically. In contrast to the non-forced condition, the forced-left condition requires a high level of cognitive control, as participants must override their bias towards the dominant right ear. In this study, normally cycling women completed the dichotic listening task three times across the cycle. A cycle-related effect was found only in the forced-left condition. In this condition, women demonstrated a greater leftear advantage during the high-estradiol follicular phase, as compared to both the menstrual and luteal phases. The authors interpreted this finding as evidence of an active role of estradiol on cognitive control, and not on language lateralisation per se (Hjelmervik et al., 2012) .
A recent study (Hodgetts et al., 2015) aimed to disentangle the effects of estradiol on topdown/bottom-up aspects of FCAs. It was predicted that if gonadal steroid hormones primarily affected the bottom-up processes related to language lateralisation (e.g. inter-hemispheric inhibition), estradiol and/or progesterone would reduce the dichotic listening bias across all attention conditions. However, if high levels of gonadal hormones selectively affect top-down cognitive control, estradiol-related changes were expected only in the forced-left dichotic listening condition (Hjelmervik et al., 2012) .
This study showed that language lateralisation was reduced when estradiol and progesterone levels were high, across all attention conditions. This suggests that the effect of sex hormones on cognitive control is marginal, and that the neuromodulatory properties of sex hormones on FCAs are due primarily to their influence over bottom-up processes. Given that the same effect was present for both right ear and left ear advantages, it is unlikely that the general reduction in language lateralisation is due to sex hormones selectively affecting one hemisphere. Instead, it was argued that this effect was due to the effect of sex hormones over interhemispheric inhibition. In line with this hypothesis, it was argued that the reduced REA in the non-forced and forced-right condition in participants with a relatively high level of estradiol might be due to reduced inhibition of the subdominant right hemisphere by the dominant left hemisphere. This would facilitate right hemisphere processing of stimuli presented to the left ear. Moreover, during the forced-left condition, it was argued that the top-down control process, required to successfully divert attention away from the dominant right ear in favour of the left ear, results in a shift of activation from the left hemisphere to the right hemisphere. As such, if estradiol is exacting a neuromodulatory effect on interhemispheric inhibition, the reduced LEA in the forced-left condition may be due to a reduction of inhibition from the right hemisphere over the left hemisphere. This would lead to an increase in left-hemispheric processing of stimuli presented to the right ear, and a reduction in the LEA.
Given that interhemispheric inhibition is a universal physiological process that underpins lateralisation, it follows that high estradiol levels should also reduce biases for tasks lateralised to the right hemisphere. Therefore, a follow-up study ) was designed to investigate this notion, using two differently lateralised dichotic listening tasks.
In this study, a linguistic and an emotional prosody dichotic listening task were used, designed to assess left and right hemispheric FCAs, respectively. For this study, it was hypothesised that if estradiol influenced the bottom-up processes of lateralisation (i.e., interhemispheric inhibition), reduced dichotic listening biases should be found in both tasks, regardless of the attention condition, when estradiol levels are high. In contrast, if estradiol influenced cognitive control, increased biases should be found in the forced-left and forced-right conditions of the linguistic and emotional dichotic listening tasks, respectively. However, no modulatory effect of sex hormones on language lateralisation was found. Moreover, in the emotional prosody task, high estradiol levels were marginally associated with a reduction in FCAs in the forced-right condition, suggesting that estradiol had a small effect on the topdown aspect of FCAs in this task.
Critically, in this study, the degree of lateralisation yielded in both tasks was considerably larger than those in either Hodgetts et al. (2015) or Hjelmervik et al. (2012) . It was argued that this was due to a strong, stimulus-driven (bottom-up) effect, which resulted in the task being less cognitively demanding. As such, it was suggested that the stimulus-driven effect was so strong that any sex hormonal effects on FCAs were masked. It was also noted that the only dichotic listening condition to show any estradiol-related trends was the cognitive control (forced-right) condition of the emotional task. Moreover, this condition yielded the smallest bias and the lowest target detection rate of all the forced-attention conditions. Thus, it was argued that these dichotic listening tasks associated with high target detection rates and large laterality biases, are less susceptible to the modulatory effects of sex hormones which may be due to particularly strong stimulus-driven effects masking any sex hormonerelated effect on FCAs.
These studies, in conjunction with Hjelmervik et al. (2012) suggest that estradiol (and potentially progesterone) are, in principle, capable of modulating both top-down and bottomup processes related to FCAs. Specifically, while these studies suggest that sex hormones do possess neuromodulatory properties that can influence FCAs, these effects may be reduced when task demands are low.
Sex hormones and resting state connectivity
In light of evidence showing that sex hormones can affect task-related functional connectivity, recent research has begun to investigate sex hormonal effects on functional connectivity in the brain at rest. In the absence of a specific cognitive task, the brain exhibits a pattern of low-frequency oscillations in the BOLD signal (approx. 0.01-0.1Hz, Damoiseaux et al., 2006) . Biswal et al. (1995) were the first to demonstrate the resting state fMRI (rs-fMRI) approach, revealing temporally correlated time courses of low frequency oscillations within the sensory motor cortex. Subsequent research using rs-fMRI has identified a number of networks that are spatially comparable to task-related activations (Damoiseaux et al., 2006) , such as executive function (Laird et al., 2011; Seeley et al., 2007) , language (Laird et al., 2011; Tie et al., 2014) and memory (Laird et al., 2011; Vincent et al., 2006) resting state networks.
Given that functional connectivity is susceptible to endogenous hormone fluctuations across the menstrual cycle (Weis et al., 2008; Weis et al., 2011) , sex hormones may also be capable of influencing resting state connectivity. This is a critical issue, as it would suggest that sex hormone effects on task performance and functional brain organisation may not be due to an effect on task-related brain activity, but reflective of their effect on task-independent intrinsic connectivity.
Five recent studies have investigated the effect of cycle-related hormone fluctuations on resting state network connectivity but with inconsistent results (Arélin et al., 2015; De Bondt et al., 2015; Hjelmervik et al., 2014; Weis et al., 2017; Petersen et al., 2014) . Using a betweensubjects design, Petersen et al. (2014) phase, compared to the follicular and luteal phases. In contrast, DMN connectivity was stable in men. In the auditory network, no effect of cycle phase/session was found, and no interaction between cycle phase/session and sex was found. In contrast, Hjelmervik et al. The finding of a menstrual cycle effect on DMN connectivity (e.g. Petersen et al., 2014; Weis et al., 2017 ) presents a number of implications, for both task-based and rs-fMRI.
Specifically, this study suggests that DMN connectivity is not stable in women, and is confounded by sex hormonal fluctuations across the menstrual cycle. However, this cannot be generalised to other cognitive networks. This finding also has implications for behavioural studies. Critically, this finding suggests that the effect of gonadal steroid hormones on behaviours underpinned by regions of DMN, such as the medial PFC, orbitofrontal cortex and cingulate cortex, might at least to some extent depend on resting-state connectivity, as opposed to task-related activity.
Estrogen and the prefrontal cortex
As mentioned earlier, there is empirical evidence suggesting that estradiol is capable of modulating both top-down and bottom-up processes related to FCAs. In line with this assumption, a number of physiological studies, in both humans and non-human primates, have shown that estrogen receptors are present in the PFC. For example, Wang et al. (2010) demonstrated that estrogen receptor alpha (ERα) was present in excitatory synapses of the dorsolateral PFC of female rhesus monkeys. In a human post-mortem study, Bixo et al. (1995) demonstrated that the concentration of estradiol in frontal cortex is higher compared to other cortical regions, such as temporal cortex and cingulate cortex.
Estrogen and cognitive control processes
As mentioned earlier in this review, using the dichotic listening paradigm, Hjelmervik et al. (2012) demonstrated that cognitive control improved during the high-estradiol follicular phase, and that this was directly associated with an increase in estradiol levels compared to the menstrual phase. This finding was in line with a number of menstrual cycle studies which have similarly demonstrated the enhancing influence of estrogen on cognitive control (Colzato et al., 2012; Hampson, 1990a Hampson, , 1990b Hampson & Morley, 2013; Hjelmervik et al., 2012; Rosenberg & Park, 2002) . Rosenberg and Park (2002) demonstrated that verbal working memory ability fluctuated across the menstrual cycle, with participants' best performance occurring during high estradiol phases. However, this study did not include any direct hormone measurements (see also Craig et al., 2007) . Hampson and Morley (2013) investigated estradiol effects on working memory by comparing performance between groups of women with naturally differing levels of estradiol. In this study, women were classified as high/low in estradiol via a post-hoc median split based on saliva assays. It was found that women with relatively high levels of estradiol committed significantly fewer errors in a spatial working memory task. Similarly, Colzato et al. (2012) demonstrated that inhibitory control varies across the menstrual cycle, with women in the high-estradiol follicular phase exhibiting better inhibitory control relative to the menstrual and the luteal phases (but see Colzato et al., 2010) .
Due to the link between aging, the menopause, and cognitive decline (Henderson, 2008) , the majority of evidence suggesting that estradiol can improve executive functioning has been conducted in post-menopausal women receiving hormone therapy. Indeed, it has been suggested that it is particularly frontally mediated functions that show decline following menopause (Fuh et al., 2006; Thilers et al., 2010) . Following a systematic review, Maki and Sundermann (2009) concluded that estradiol therapy has beneficial effects on several cognitive control processes, including working memory (Duff & Hampson, 2000) , problem solving (Erickson et al., 2007) and source memory (Wegesin & Stern, 2007) .
In addition to these behavioural studies, evidence for an enhancing effect of estrogen therapy on PFC functioning and cognitive control processes has been found in neuroimaging studies. Joffe et al. (2006) conducted a randomised, double-blind, placebo-controlled fMRI study of estradiol effects on prefrontal cognitive functioning in 52 peri-/post-menopausal women using a battery of executive function tasks. Behaviourally, the enhancing effect of estradiol was restricted to an improvement in response inhibition only. However, the fMRI data revealed increased activation in several frontal cortical regions associated with cognitive control, including inferior frontal gyrus, dorsolateral PFC and posterior parietal regions.
Subsequently, the authors conclude that estradiol therapy increases the "functional capacity" of the PFC, via the recruitment of additional frontal regions, leading to improvements in executive functioning.
Critically, the enhancing effect of estradiol on executive functions is inconsistent (Colzato & Hommel, 2014) . For example, a high level of estradiol during the follicular phase has been associated with impaired response inhibition in a stop-signal reaction time task, as compared to both the luteal and the menstrual phases (Colzato et al., 2010) . This is in direct contrast to the enhancing effect of estradiol on response inhibition demonstrated by Colzato et al. (2012) . Additional studies have linked high levels of estradiol to detriments in working memory (Gasbarri et al., 2008) and increased susceptibility to interference in the Stroop task (Hatta & Nagaya, 2009 ). Moreover, a recent study reported no effect of cycle-related estradiol fluctuations on a range of tasks requiring cognitive control, including working memory and verbal learning (Mihalj et al., 2014) .
In light of these inconsistencies, it has recently been suggested that the effect of estradiol on cognition is dependent on individual differences in baseline dopaminergic function (Colzato & Hommel, 2014) . Dopaminergic effects on cognition tasks follow an "inverted-U" function, such that performance improves with medium dopamine levels, and deteriorates with high/low levels. Given that estradiol is associated with increased dopamine turnover rates, Colzato and Hommel (2014) speculated that participants with low baseline dopamine levels, and thus poor cognitive performance, might benefit from high levels of estradiol and concurrent increases in dopamine. In contrast, those with high baseline dopamine levels, and good cognitive performance, would experience detrimental effects with high estradiol levels, as dopamine increases beyond an optimal point. A study by Jacobs and D'Esposito (2011) supports this notion. In this study, the authors demonstrated an interactive effect of baseline dopamine levels (indexed by variation associated with the catechol-Omethyltransferase Val 158 Met genotype) and menstrual cycle phase on a working memory task. Specifically, women with low baseline dopamine exhibited poor working memory during the menstrual phase (low estradiol), but improved during the follicular phase (high estradiol).
In contrast, participants with high baseline dopamine demonstrated the opposite pattern, good performance when estradiol was low, and impairments when estradiol was high. Taken together, these findings suggest that while estradiol can have an enhancing effect on executive functioning and cognitive control abilities, this effect is subject to individual differences in neurophysiology.
Clinical implications
The findings also in this research area also have some tentative clinical implications as well, particularly for the notion that estradiol acts as an antipsychotic in schizophrenia (Häfner, 2005; Riecher-Rössler et al., 1994; Kulkarni et al., 2013; for a review: Riecher-Rössler & Kulkarni, 2010) . As schizophrenia and psychosis have consistently been associated with extensive deficits in executive function (Aas et al., 2014; Gold, 2004; Johnson-Selfridge & Zalewski, 2001; Roiser et al., 2013; Weisbrod et al., 2000) , it is possible that estradiol could be beneficial to the cognitive symptoms of the illness. Interestingly, a recent study suggested that newly diagnosed patients with schizophrenia yielded higher levels of progesterone, compared to healthy controls (Bicikova et al., 2013) . However, it is not clear yet whether progesterone alone can also modulate schizophrenic symptomatology, or if this is due to an interactive effect with estradiol (Ko et al., 2006) .
In a similar manner, the present literature on sex hormonal effects on the brain and cognition also has some tentative implications for the notion of stratified medicine, which features highly in, for example, the current National Health Service (NHS) strategy in the United Kingdom or in the prevention and health care system in Germany. This notion has evolved from earlier conceptualisations of personalised or tailored treatment programmes, referred to as gender-specific medicine (Legato, 2017) or sex-sensitive psychiatry (e.g. -Rössler & Rohde, 2001) . Both concepts refer to the practice of medical care in such a way that the planning, delivery, and method of treatment have been tailored to take sex differences into account. For example, with reference to schizophrenia and psychosis, this might involve the tailoring of medication regimens to account for changes in symptom severity across the menstrual cycle. Indeed, a number of early clinical studies that have demonstrated greater improvement in psychotic symptoms in patients given an adjunctive estradiol treatment (e.g. Kulkarni et al., 1996; Riecher-Rössler & Kulkarni, 2010) .
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However, given that a number of studies not yielding an "enhancing" effect of estradiol on cognition, it could be argued that adjunctive hormonal therapies may not be suitable for all patients. As such, the additional of such therapies may require a "trial and error" approach to treatment planning. This would involve altering medication regimens until the best combination is found for that particular patient. Such an approach has the obvious benefit of leading to a successful outcome for that particular patient. However, this approach could prove costly, both economically (time spent by clinicians working with individual cases, cost of multiple medications being administered in the short term) and personally for the patient.
Critically, hormone therapies are characterised by a range of side effects, and it is currently not clear how they might interact with standard antipsychotic treatments. As such, there is a high need for further clinical research in order to fully determine how such treatments might be implemented.
Schizophrenia has also been consistently associated with atypical FCAs (Løberg et al., 1999; Løberg et al., 2004; Oertel et al., 2010; Oertel-Knochel & Linden, 2011) . Given that sex hormones are capable of influencing a number of processes related to FCAs, a possible question for future research concerns the relationship between the modulation of FCAs by gonadal hormones in atypically lateralised patients. Schizophrenia is also characterised aberrant functional connectivity in the DMN (Broyd et al., 2009; Buckner, Andrews-Hanna, & Schacter, 2008; Garrity et al., 2007; Whitfield-Gabrieli et al., 2008) . As such, the findings of a menstrual cycle effect on the DMN (Petersen et al., 2014; Weis et al., 2017) raises questions regarding how this network is affected by sex hormones in patients, and the potential behavioural consequences of this.
7. Conclusions and future directions.
In conclusion, despite growth in the number of studies in the area since 2000, several ongoing debates concerning the mechanisms by which gonadal steroid hormones can affect brain lateralisation and cognition remain. At present, it may be argued that are three potential mechanisms by which hormones influence FCAs: (1) sex hormones affect one hemisphere exclusively, (2) sex hormones affect the activity of either hemisphere, or (3) sex hormones affect the processes related to interhemispheric interaction. Indeed, it is unlikely that only one mechanism can fully account for the range of hormonal effects reported throughout the literature (Hausmann, 2017) . For example, recent studies from our group suggest that estradiol effects on FCAs are task-dependent, and that tasks which yield a large degree of asymmetry due to low task demands might be less likely to demonstrate sex hormonal effects (Hodgetts et al., 2015; . Taken together, these findings suggest that differences in the degree of asymmetry produced by an individual task might account for some of the inconsistencies in the literature regarding the effect of sex hormones on FCAs. Similarly, the results across a number of behavioural studies, from our group and others, have important implications for our understanding of estradiol-related effects on executive function and cognitive control. Perhaps most importantly, they suggest that the notion of estradiol enhancing cognitive control (Colzato et al., 2012; Hampson, 1990a Hampson, , 1990b Hampson & Morley, 2013; Hjelmervik et al., 2012; Rosenberg & Park, 2002 Hiscock, M., Israelian, M., Inch, R., Jacek, C., & Hiscockkalil, C. (1995) . Is there a sex difference
