We present a new time-varying model for palaeomagnetic axial dipole moment (PADM) for the past 2 Myr and compare it with earlier virtual axial dipole moment (VADM) reconstructions which have been based on stacking and averaging scaled relative palaeointensity records. The PADM is derived from both absolute and relative palaeointensity data and constructed using a new penalized maximum likelihood (PML) approach to recover a cubic B-spline representation of axial-dipole field variations on million year timescales. The PML method is explicitly intended to reduce bias in estimating the true axial dipole moment that arises in average VADM reconstructions. We apply the PML method to a set of 96 032 published data (1800 palaeointensities from igneous rocks, 3300 archaeointensities and 86 relative palaeointensity time-series of variable lengths and resolutions). Two models are discussed: PADM2Mp is a trial model based on a subset of the nine longest available sedimentary records; PADM2M uses a comprehensive data set (76 records, 81 446 data; 10 records were eliminated) and is our preferred model. PADM2M has a lower mean than existing VADM reconstructions but shows similarities in long-period variability. Some differences in timing, amplitude and resolution of certain features can be attributed to variations in age assignments. Others result from our more comprehensive data set and a reduction in bias attributable to PML modelling. PADM2M has an average axial dipole moment over 0-2 Ma of 5.3 × 10 22 Am 2 with a standard deviation of 1.5 × 10 22 Am 2 . The Brunhes chron average (6.2 × 10 22 Am 2 ) is higher than for earlier epochs of Matuyama (4.8 × 10 22 Am 2 ), as seen in some previous studies. The power spectrum for our model agrees with previous estimates of the global palaeomagnetic power spectrum for frequencies up to about 10 2 Myr −1 . We see no distinctive evidence in the power spectrum for orbital forcing of geodynamo behaviour.
INTRODUCTION
Earth's history can be investigated by looking at the palaeomagnetic record. Dynamic processes in the core drive the continuously changing geomagnetic field, which is recorded on Earth's surface by newly forming igneous rocks and sediments. On centennial and millennial timescales, time-varying spherical harmonic models of Earth's magnetic field derived from historical, archaeomagnetic and/or palaeomagnetic data (Jackson et al. 2000; Korte & Constable 2005; Korte et al. 2009 ) have yielded insights into dynamo processes (e.g. Amit & Olson 2006; Dumberry & Finlay 2007; Wardinski & Korte 2008) .
On million year timescales, time-varying reconstructions of palaeomagnetic field behaviour are limited by the quantity and quality of available data. As a starting point, the field is often approximated by a dipole, or more specifically a field resulting from a geocentric axial dipole (GAD) source. The GAD approximation is sometimes made under the assumption that it provides an accurate representation of the time-averaged field structure. Numerous studies have shown that this is not exactly the case (Wilson 1970; Johnson & McFadden 2007; Johnson et al. 2008 ), but it remains a useful starting point for understanding field changes on long timescales. The axial-dipole alone represents the largest geographic and temporal variations in the geomagnetic field, and (depending on the available data) may be the only structure recoverable through the data uncertainties. The spatial structure has large geographic variability but is static, so time variations under the GAD model are restricted to changes in the strength of the palaeomagnetic axialdipole moment (PADM), the terminology we will use for strength of the axial dipole. When palaeointensity data are considered under the GAD model they are usually converted into virtual axial dipole C ⃝ 2011 The Authors 1070 L. B. Ziegler et al. moment (VADM) data-the VADM is the equivalent moment associated with a dipole source aligned with Earth's rotation axis that is needed to produce the palaeointensity datum at the latitude of the specific observation. This transformation removes the geographic variations in palaeointensity that would be expected for an axialdipole source. The goal of this work is to use VADM data to find optimal estimates for the PADM.
Under the GAD approximation, a number of time-varying palaeomagnetic field strength reconstructions have been made both from globally distributed data (Valet et al. 2005; Channell et al. 2009) and regional data sets (Laj et al. 2000; Stoner et al. 2002) . These efforts involve stacking and averaging relative palaeointensity (RPI) time-series derived from sediments and sometimes calibrating the resulting stack to absolute VADM variations through comparison with absolute palaeointensity (API) derived from igneous rocks.
These VADM models are somewhat limited in temporal resolution, and are clearly limited by the fixed geographic structure, but nevertheless provide useful information for testing the feasibility of particular dynamo regimes. Investigations to date have included characterizing the timescales associated with field reversals and excursions (Valet et al. 2005) , observations of possible asymmetry in the field decay and growth processes associated with reversals (commonly referred to as 'sawtooth' palaeointensity signals), for example, Valet & Meynadier (1993) , McFadden & Merrill (1997) and Valet et al. (2005) , deriving the power spectrum associated with field intensities including corner frequencies and falloff (Constable & Johnson 2005; Driscoll & Olson 2009 ), among other things. VADM models are also used as magnetostratigraphic tools (e.g. Stoner et al. 1998; Brachfeld et al. 2003) with global intensity variations providing much higher resolution than the geomagnetic reversal record, but these applications are not the focus of this study.
In this paper, we first describe the available VADM data (Section 2), then motivate, develop and apply a new approach for recovering PADM variation on million year timescales (Section 3). We show that a simple average of VADM data leads to a biased estimate of the PADM (Appendix A), illustrating that the noise distribution associated with VADM data is non-Gaussian and asymmetric. We introduce a simple but flexible parametric model for the noise that can take account of variability among the various data records. We develop a penalized maximum likelihood (PML) inversion procedure to recover estimates of PADM that are less biased and apply it to construct a regularized, cubic B-spline model of time-varying PADM over the last 2 Myr (Section 3, Appendix B). The resulting PADM2M model is made from a combination of globally distributed API data and RPI records from sediment cores. As part of the modelling procedure we solve for scaling factors needed to calibrate the RPI records to VADM. Our results are presented in Section 4, where we describe a preliminary model PADM2Mp constructed from nine records, each spanning more than 1.5 Myr and including the Brunhes/Matuyama polarity reversal, and our preferred model PADM2M derived from a much larger and more heterogeneous set of currently available RPI time-series.
VADM DATA FOR GLOBAL M O D E L L I N G
For the construction of time-varying palaeomagnetic field models, we would ideally use many tightly dated, globally distributed records of intensity variation. In practice, the data available consist of spot recordings (from igneous rocks and archaeological artefacts) of absolute field intensity values and time-series (from sediments) of relative field intensity variations. The spot recordings are dated using a range of techniques with correspondingly diverse uncertainties. Although this statement is true of sedimentary data as well, the sequential nature of magnetic measurements taken at regular spacings through a core mean that at least the temporal order is certain. The time-series generated from long cores provide information on field strength variations for up to millions of years but cannot constrain the absolute field strength, while the spot recordings adequately constrain field strength but on their own are too sparse to give a picture of field variations on million year timescales. Our modelling uses both absolute palaeointensities (API) and RPI timeseries to develop a composite picture of field intensity variations over the last 2 Myr.
All data used in this study are drawn from previously published work. We take advantage of freely available, public domain databases in our efforts to build comprehensive data sets suitable for analysis (described below). The exact data compilation used in this study is archived in the EarthRef Digital Archive (http://earthref.org/erda/1138) along with the PADM2M model (http://earthref.org/erda/1139).
API data
API data are derived from iron-bearing igneous rocks and archaeological artefacts which were once hot enough to become magnetized in response to the Earth's magnetic field present at their formation. As these materials cool through the blocking temperature spectrum of the relevant magnetic minerals, the remanent magnetism is frozen in. The theory of thermal remanence acquisition is well understood for simple systems involving single domain magnetite and forms the basis for the pioneering Thellier & Thellier (1959) laboratory technique to recover the ancient magnetic field strength which produced the magnetization of a given sample. There are now many variants on the original method and new methods, that are intended to reduce measurement error, sample alteration and incorporate internal consistency checks on assumptions inherent to the method. In addition, various strategies are sometimes employed for making cooling rate or anisotropy corrections (see Tauxe & Yamazaki (2007) for a more comprehensive discussion of modern palaeointensity laboratory techniques). Lack of uniformity in laboratory procedures and natural variations in source materials lead to a broad range of contributions to uncertainties in the resulting palaeointensity data.
We are interested in using as many data as possible and do not restrict our data set to any particular minimum uncertainty level, quality criteria, laboratory procedure or source material. In a detailed analysis of a diverse palaeointensity data set, Ziegler et al. (2008) found that field strength statistics derived from the set of all available records and subsets which excluded less reliable data (based on a few specific criteria) were not significantly different. They concluded that although the use of less reliable data is not the preferred strategy, it does not significantly bias results. This further supports the strategy of using all available palaeointensity data in our models. Ziegler et al. (2008) did note a statistical difference between data derived from archaeological and igneous sources. Here, we use both material types, but treat them as two distinct data sets.
The most recent Geomagia50.v2 database ) compiles API data from archaeological and igneous sources with ages less than 50 kyr. We use all data in this database except for some submarine basaltic glass data which have poorer age constraints than the rest of the database. In total, we take 4236 data from Geographic distribution of data used in this study. Small circles are for API data (brown for archaeomagnetic data, black for igneous data). Triangles represent sediment cores, where red, blue, yellow and green correspond to P0, Long, Young and Reversal records, respectively (see text).
from archaeological or unspecified materials). For data older than 50 kyr, we look to the PINT palaeointensity database, PINT08 (Biggin et al. 2009 ). This database contains thousands of data covering all ages older than 50 kyr, but we only use the 868 data with ages greater than 50 kyr and less than 2 Myr. We have incorporated improved ages (Singer et al. 2008) for 16 data. Finally, we have added 30 data from Lawrence et al. (2009) , giving us a total of 898 data with nominal ages of 50 kyr-2 Myr.
The geographic and temporal distributions of the API data are given in Figs 1 and 2, respectively. Data are mainly concentrated at northern mid-latitudes, although there are some available in the southern hemisphere. Archaeomagnetic data are generally less than 10 kyr in age and are particularly dense in Europe. Hawaii is also noteworthy as a source of volcanic palaeointensity records. The age distribution of API data is very non-uniform, with a disproportionate number of archaeomagnetic contributions and young volcanics (0-10 ka). Age uncertainties are also highly variable and often poorly documented. However if we take the age information at face value, there are data distributed throughout the past 2 Myr (see Fig. 2 ).
RPI data
Marine sediments also carry remanent magnetism. However, as opposed to the thermal remanence acquisition process involved in magnetizing API source materials, sediments acquire a detrital remanent magnetization (DRM). As already-magnetized detrital grains settle through the water column, they can freely rotate to align with the ambient geomagnetic field. A sample's magnetization depends primarily on the field strength, the amount and type of magnetic material present and environmental factors such as the sedimentary matrix; after normalizing for variations in the amount of magnetic material present in the core, the normalized magnetization is supposed to be linearly related to field strength. For already published data it is generally impractical to account for the influence of changing environmental factors (e.g. nature of the sediment matrix, magnetic grain size) on the core's magnetization. Any such factors present will just be incorporated into our noise model. Beyond this, theory needed to recover absolute palaeofield intensities from materials which have a DRM is an area of active research. In addition, some sedimentary environments and/or high field strength can sometimes lead to departures from the linear relationship between normalized magnetism and field strength. A more thorough discussion of sediment RPIs and DRM can be found in Tauxe & Yamazaki (2007) and Valet (2003) . Although limited by the absence of theory to recover absolute field intensity, sediments have the advantage of being continuously deposited: sequential measurements down a sediment core give an ordered time-series of relative intensity variations. The individual cores reflect a variety of source material compositions, sedimentation rates (and hence, signal resolution and smoothing), normalization proxies and laboratory procedures.
Recent efforts by the palaeomagnetic community have produced a large, geographically diverse set of RPI time-series. Numerous lacustrine records have been used in Holocene geomagnetic models ), but we omit almost all these records from our collection because we already have good coverage from archaeomagnetic data with generally better age constraints. We primarily use marine cores which provide longer, but typically lower resolution, time-series.
We use all the RPI records from the SEDPI06 collection of sediment cores assembled by Tauxe & Yamazaki (2007) whose timescales are independent of correlations based on RPI information and for which we were able to acquire the data. One significant advantage of using the SEDPI06 compilation is that all data have been adjusted to conform to a common geomagnetic polarity time scale (GPTS) with reversal ages tied to CK9 5 (Cande & Kent 1995) . This leads to some minor variations from the age models originally published with the data, but provides us with an internally consistent data set. Summary information for all 86 cores is given in Table 1 , where for illustrative purposes and to guide our modelling, we have categorized the data into four sets corresponding to the colour and letter codes in Figs 1 and 3. The groups are as follows: nine P0 records, 34 Long Records (LR), 35 Young Records (YR) and eight records focused on the Brunhes/Matuyama Reversal (BM). P0 data all span more than 1.5 of the last 2 Myr and include the BM reversal. LR generally span several 100 kyr, but may begin at any age. YR are shorter records that do not extend past 250 ka in age. BM records are very short time-series developed for studying the BM reversal. In total, the records range from 19 kyr to 2 Myr in length providing variable coverage of the 0-2 Ma interval. Sedimentation rates range from 0.3 to 35 cm kyr −1 , which provides some idea of the variability in temporal resolution. The geographic distribution of cores is shown by the colour-coded triangles in Fig. 1 . As with API data, the northern hemisphere data are more numerous, but there is a reasonable number of cores from the southern hemisphere. Fig. 3 gives a sense of the actual temporal coverage for the 0-2 Ma interval, plotting the age ranges spanned by each core (with each bar representing one core) along with a plot of the number of cores as a function of age.
The P0 time-series form the basis of our preliminary model PADM2Mp and are illustrated in Fig. 4 , where the differences among the nine records make it clear that the data reflect more than a simple time-varying axial dipole. The challenge is to extract the PADM, which we first attempt with the P0 data alone and then with the entire set of 86 records. The results are described in Section 4, but first we motivate and describe the PML modelling algorithm.
A PML METHOD
In this section, we provide a brief rationale and description of the PML method that is the backbone of our modelling strategy for recovering the PADM. We refer those interested in the details of the algorithm to Appendix B.
From the previous section we abstract the concept of having two distinct kinds of data and a total of K distinct data series. Each series consists of distinct elements d k,i , with subscript k, i referring to the ith point in the kth data set, where each set is either an RPI time-series from a specific location, or a collection of globally distributed API data. Our goal is to recover a time varying description of the PADM, here designated ν(t) and to outline a specific strategy to accomplish that. There are four aspects to this: (1) choosing a parametrization for ν(t); (2) using a misfit measure that accommodates the asymmetric noise distribution that is a perennial characteristic of VADM data; (3) recognizing that we want a model whose resulting temporal resolution and complexity is explicitly controlled by the inversion process rather than by the number of model parameters allowed and (4) including an implicit calibration of the RPI data.
The PML strategy that results is basically a merger of a maximum likelihood (ML) type estimation for parameters in non-Gaussian noise (Constable 1988 ) and a quadratic regularized inversion that penalizes roughness to provide a smoothly varying model as a function of time (Constable & Parker 1988; Parker 1994 ) with modifications to suit the specific noise distributions found in the 0-2 Ma VADM data and to accommodate the joint use of absolute and relative intensity data. Thouveny et al. (1994) ; 16, Thouveny et al. (2004); 17, Yamazaki (1999) ; 18, Tric et al. (1992) ; 19, Lehman et al. (1996); 20, Dinares-Turell et al. (2002) ; 21, Kent & Opdyke (1977) ; 22, Laj et al. (1996) ; 23, Schneider (1993); 24, Schneider & Mello (1996) ; 25, Guyodo & Valet (2006); 26, Schneider et al. (1992) ; 27, Sato et al. (1998) ; 28, Kok & Tauxe (1999) ; 29, Yamazaki & Ioka (1995) ; 30, Sato & Kobayashi (1989) ; 31, Carcaillet et al. (2003) ; 32, Tauxe & Shackleton (1994) ; 33, Tauxe & Wu (1990); 34, Valet et al. (1994); 35, Stoner et al. (2003) ; 36, Guyodo et al. (2001) ; 37, Kissel et al. (1999); 38, Laj et al. (2000) ; 39, Oda et al. (2002); 40, Peck et al. (1996) ; 41, Roberts et al. (1997); 42, Okada (1995); 43, Stoner et al. (2000) ; 44, Weeks et al. (1995); 45, Schwartz et al. (1996); 46, Haag (2000) ; 47, Stott et al. (2002); 48, Yamazaki & Ioka (1994); 49, Meynadier et al. (1992) ; 50, Stoner et al. (2002); 51, Channell et al. (2000) ; 52, Hartl & Tauxe (1996); 53, Clement & Kent (1986); 54, Valet et al. (1989); 55, Clement & Kent (1991) and 56, Kent & Schneider (1995) .
Cubic B-spline parametrization
Following a strategy widely used for time-varying spherical harmonic models of the geomagnetic field (Bloxham & Jackson 1992; Jackson et al. 2000; Korte et al. 2009 ) we write the time-varying PADM, ν(t), as a linear combination of p cubic B-splines,
where c j (t) are cubic B-spline basis functions evaluated at time t and β j are the corresponding coefficients. We describe our observations (d k,i ) at time t k,i as the sum of the model plus a noise term (ϵ k,i ), incorporating the scaling of RPI records as follows,
where ζ k , k = 1, . . . , K provides the scaling factor needed to calibrate the kth RPI data series into pseudo-absolute VADMs. In the case of API data ζ k = 1 if the data are expressed as VADMs.
Non-Gaussian noise
When designing or choosing a modelling method, we first need to consider the noise distribution of the data, the statistics of the ϵ k,i . In the case of palaeointensity data, the distribution function associated with data noise is unknown-although often implicitly assumed to be Gaussian or at least symmetric. The noise associated with VADM data arises from multiple sources including: natural variations inherent to the data materials, uncertainties associated with lab measurements and contributions associated with local non-axial-dipole field features that are carried along in translating palaeointensities into VADMs. None of these noise sources can be assumed Gaussian, not least because the scalar palaeointensities themselves are bounded below at zero, and the noise may reflect this asymmetry. In Appendix A, we show that the C expected distribution is non-Gaussian and this introduces bias to estimates of PADM derived by the standard strategies of stacking and averaging multiple RPI records. This bias is in part a consequence of using the scalar intensities only instead of the complete vectors when studying the magnetic field and is consistent with the conclusion of Love & Constable (2003) who found that an arithmetic mean of intensity data does not correspond to the intensity of the mean field vector.
As an illustration of asymmetry in VADM data that can lead to bias in PADM estimates, consider the 2005 magnetic field as represented by the International Geomagnetic Reference Field (IGRF 2005) [http://www.ngdc.noaa.gov/IAGA/vmod/igrf.html, Maus et al. (2005) ]. We manufactured a data set of field magnitudes at globally distributed locations and then convert these into VADMs. If the noise were Gaussian, the true axial dipole moment would be best estimated by taking the mean of the data. However, the resulting distribution shown in Fig. 5(a) is non-Gaussian and quite asymmetric. In this case, a simple average of the data produces a mean field strength estimate of 8.1 × 10 22 Am 2 , while the true axial dipole moment is 7.6 × 10 22 Am 2 . A better estimate of the axial dipole moment would be the mode of the distribution (∼7.8 × 10 22 Am 2 ). While this particular distribution is strongly influenced by the spatial structure of the non-axial-dipole field of IGRF 2005, the skew seen here is a feature also seen in data sets which span long & McElhinny (1982) . The distributions associated with the data in Fig. 4 are also long-tailed on the positive side (see Fig. 5b ). Our modelling procedure (described below), estimates the noise distributions of palaeointensity data empirically using the residual distributions after model fitting. Residual distributions of the data in Fig. 4 for the final PADM2M model are plotted in Fig. 5 (c) along with a representative normal distribution. They clearly depart from a normal distribution.
The asymmetry also means that the usual least squares measure of misfit is inappropriate when modelling these data. Alternatively, ML methods will generally give asymptotically unbiased, efficient parameter estimates (Rice 1995) and can be a better alternative to parameter estimation when noise is known to be nonGaussian (or when one wants to avoid making this assumption). We therefore develop a maximum likelihood approach to our PADM modelling.
ML methods
As mentioned above, we parametrize the time-varying PADM with cubic B-splines and build on ML fitting methods developed by Constable (1988) . There, an ML-type method is used to find a best fitting set of model parameters, where these parameters are coefficients β j , j = 1, . . . , p for a set of basis functions (in our case, cubic B-splines). When the noise distribution is known the solution to the non-linear ML problem is reframed in the form of an iteratively reweighted least-squares problem, which is solved using one of a number of readily available computational tools [see Press et al. (1986) ]. Constable (1988) proposed that when the probability density function (pdf) for the noise is not known a priori, it can be estimated iteratively from the residuals to a best fitting model provided there are sufficient data. In the original formulation, the determination of the pdf was completely empirical and non-parametric (as in Fig. 5a , for example), but here we adopt a simple parametric model for the pdf of the noise. We use the best fitting asymmetric power distribution (APD) pdf (Komunjer 2007 ) which has two shape parameters, a location parameter, and a scaling parameter to describe the distribution of the residuals. Fig. 6 illustrates the broad range of potential APD pdf shapes; a mathematical definition is provided in Appendix B. Both the previous non-parametric estimation and the new APD pdf estimation have the flexibility to take on a variety of shapes to fit the unknown noise distribution. However, estimating the pdf of the noise parametrically streamlines the whole fitting routine significantly. The broad range of available APD shapes allows us to accommodate different noise distributions for each of the K time-series.
Once the pdf is estimated it is straightforward to recast the ML optimization criteria in the form of an iteratively reweighted least squares problem and find parameter estimates which maximize the probability of getting the data observed. The method is elaborated in Appendix B, but briefly we note that to find a spline model for a single data series of length n k with noise pdf f k (x) we would use the following strategy.
The function to be maximized in this case, the likelihood function, L k (β), is the joint pdf, F k , of the sample errors, which is in turn the product of the pdfs evaluated at the ML estimate of the parameters β. If the residuals are independent, identically distributed (i.i.d.) As is generally done, in practice we minimize the negative log likelihood (l k (β)), so that the product becomes a sum making the problem more tractable
where ρ k (ϵ) = −ln[ f k (ϵ,β)] and is termed the loss function. For the K data sets, minimizing with respect to the model parametersβ and reframing as an iterative weighted least squares problem yields the set of equations ∂l ∂β
The weights used in the qth iteration involve residuals from the previous (q − 1)th model iteration and factors derived from the noise pdf parameters estimated from those residuals [here labelled C q−1 k and D q−1 k , but explicitly defined in Appendix B, eqs (B20)-(B22)]. In the case written above, a distinct noise pdf is calculated for each of the k data series (giving k distinct values of C and D). However, we can also group data sets together under the same noise distribution if that is appropriate. For ease of notation we refrain from writing that out explicitly, but note here that we often group very short RPI data with others from similar geographic regions to provide enough data points for a more robust estimate of the pdfs. The weights also incorporate a normalization factor (N q−1 k ) used to account for the size of the kth data set, so that each data set (regardless of size) contributes equal weight over any specific time interval in the minimization.
Penalizing the ML method
We have not yet dealt with the question of how to choose p, the number of B-spline parameters. We follow the strategy outlined as item (3) at the beginning of Section 3, recognizing that we want a model whose resulting temporal resolution and complexity is explicitly controlled by the inversion process rather than by the number of model parameters allowed. Framed this way, we choose p to be large, then combine the ML method outlined above with the regularized weighted least squares cubic B-spline model fitting routine developed in Constable & Parker (1988) , which penalizes the model roughness, R(β), for the PADM, ν(t). R(β) is specified in terms of the integrated squared second derivative of the resulting model
A trade-off parameter, , controls the balance between minimizing roughness and minimizing the loss function ρ k defined in the C PADM2M revised previous subsection. This adds in the penalty part of the PML algorithm. The resulting objective functional to be minimized over β and is
The approach advocated by Constable & Parker (1988) for penalized splines and by Constable et al. (1987) for analogous non-linear problems to solve for generally supposes that the likelihood function corresponds to that expected for normally distributed uncertainties and an associated expected value for the rms misfit which is χ 2 distributed. A side constraint is imposed with
with T chosen so that for misfit normalized by uncertainty the expected value of the misfit corresponds to that for the χ 2 distribution when the data uncertainties are independently and identically Gaussian distributed. Here we have a more complex likelihood function associated with the APD pdfs and knowledge of the relative uncertainty of the various data contributions may be derived empirically during the fitting procedure. A more robust approach to determining a suitable value for is on the basis of recovering an appropriate frequency resolution for the model. This is not an arbitrary choice but draws on relevant literature which investigated the reliability of RPI records, especially given their age uncertainties, to choose an appropriate target resolution for our model. A visual inspection of the frequency spectrum of the model is used to settle on a value of and corresponding value of T which gives the target resolution.
The complete algorithm
The flowchart in Fig. 7 shows the complete iterative PML algorithm. First, we fit a low-resolution penalized spline model to the sparse API data using a two-norm or regular least squares misfit measure (PLS spline in Fig. 7 ). We use this to predict a PADM value at every time point where we have RPI data, then estimate the scale (ζ k ) needed to transform each RPI series into pseudo-absolute VADMs.
From there, we solve the PML equations above, where the 0th iteration is a Least Squares fit to find an initial set of residuals from which pdf parameters and new PML weights can be estimated. We then iteratively find residuals, noise pdfs, weights and updated models until the model stops changing significantly (in practice, we iterate five times at which point the model norm changes less than 1 per cent). Note that each updated PML model is regularized and the trade-off parameter needed for a target misfit is also estimated through an iterative process as in Constable & Parker (1988) . At that point we have the option of recomputing the scale values using the updated PML model and rerunning the PML fitting routine with the updated scale values. Rescaling once or twice is often useful since the initial scales are calculated from a low resolution model, which may not provide an adequate initial estimate for the true VADM. We note that there is no guarantee of convergence in the scaling procedure, but in practice this has not been a problem.
RESULTS
We apply the PML algorithm to the API data and to two compilations of RPI data and generate two distinct models, PADM2Mp and PADM2M, which are compared before we turn to a more general discussion. In both cases, we treat API data from igneous and archaeological sources as data sets with distinct noise distributions because Ziegler et al. (2008) found that these data types were statistically different and have differing temporal distributions and resolutions.
For each model we specify up front the density of spline knot points, the target misfit and the maximum number of iterations for (i) scale value estimation (ii) noise distribution estimation and (iii) trade-off parameter estimation. The appropriate number of iterations involved in estimating the trade-off parameter and noise distributions is straightforward (we iterate five times in each case). We rescale twice for reasons discussed in Section 3.5. Both models are made using 2000 knot points (1 per kyr), providing a sufficient number of parameters to ensure that the temporal resolution is controlled by the regularization. The regularization needed is specified by the target misfit, T, and is less obvious. We turn to the frequency domain to address this issue. McMillan et al. (2002) showed that due to age uncertainties in sediments, intensity variations on timescales less than 10 kyr are difficult to resolve from this data source. We therefore choose the amount of regularization (through ) in each case which suppresses energy at timescales of 5-10 kyr (frequencies less than 100-200 Myr −1 ), and judge from the power spectrum of the resulting model that this is criterion is met. Since the value of in eq. (10) needed to meet this criterion is not known a priori, we look at a range of models incorporating differing levels of smoothing and their power spectra (not shown here) to choose the most appropriate regularization parameter.
The first model discussed, PADM2Mp, is a preliminary model using only nine of the available RPI time-series (Section 4.1). The second, PADM2M, is our preferred model from a more complete set of RPI records (Section 4.2). Both are plotted in Fig. 8 and discussed later.
PADM2Mp
PADM2Mp is a preliminary time-varying, 0-2 Ma PADM model created using the P0 subset of nine globally distributed RPI data sets (see Table 1 ), together with the PINT08 and Geomagia50 API data sets. These RPI records, already shown in Fig. 4 , each span more than 1.5 Myr, and have significant amounts of data both before and after the BM reversal. They provide a good starting point for using the PML algorithm on a real data set, characterizing uncertainties in the model and comparing features of the Brunhes and Matuyama chrons (Section 5). PADM2Mp is shown in red in Fig. 8 and shows the expected lows at field reversals and excursions and estimates the current field strength to within 1 per cent [ν(0) = 7.55 ± 0.09 × 10 22 Am 2 , where the true value is 7.6 × 10 22 Am 2 ]. Uncertainties have been estimated using a delete-1 jacknife procedure, where we recreate a model nine times leaving out one of the nine RPI records each time. The PADM2Mp uncertainties plotted in Fig. 8 are the minimum and maximum value of the suite of jacknife models at any given time. Uncertainties quoted are ±2σ of the values instead of the minimum and maximum. The uncertainties illustrate both the consistency of the data sets and that PADM2Mp is not predominantly controlled by any one data set. The areas of highest variability are in sections of the model older than 1.5 Myr.
We evaluate the effectiveness of our modelling by calculating the variance reduction for each data set individually and find that values for the RPI series range from 21 to 42 per cent and the PINT08 and Geomagia50 API data sets have variance reductions of 34 and 30 per cent, respectively. Variance reduction is limited by poor age controls for some data and by high resolution signal recorded in data but inaccessible in million year field modelling.
PADM2Mp successfully shows the viability of PML modelling. We turn now to a model using all available information.
PADM2M
We created a model using our PML routine, the PINT08 and Geomagia50 API data and 86 RPI records from the compilation discussed in Section 2. After obtaining an initial model using this data set, we found that 10 RPI series have negative variance reduction (i.e. there is more variance in the residuals after a fit than in the raw data), indicating that these data series are incompatible with the model. These RPI records, discussed further in Section 5, are marked with an asterisk in Table 1 and are eliminated from our preferred model.
The remaining 76 RPI records and API data are used to produce PADM2M (Palaeomagnetic Axial Dipole Moment for 0-2 Ma). The model provides a reasonable fit to the data, with variance reductions of 31 and 24 per cent for PINT08 and Geomagia50 data sets, respectively, and variance reductions ranging from −4 to 62 per cent for the RPI data sets, with a median of 22 per cent. Three more RPI records have a slightly negative variance reduction after the fit to 76 records, but we refrained from iterating the process of trimming data and refitting. Variance reduction for all RPI data are listed in Table 1 for reference. For the 10 records eliminated from the final model, the variance reduction listed in parenthesis is in relation to the 86 record model. The range of agreement between the model and individual RPI data sets reflects RPI quality, but also differences in temporal resolution between the model and each time-series. Uncertainties are found in the same manner as described for PADM2Mp.
PADM2M reproduces the current field to within 1 per cent [ν(0) = 7.55 ± 0.05 × 10
22 Am 2 ] and shows intensity lows at reversals and excursions (Fig. 8) . While incorporating a much larger data set, PADM2M generally agrees with the preliminary model made from only nine LR at most time periods. The most notable difference occurs between approximately 600 and 700 ka, where an intensity peak seen in PADM2Mp is muted in PADM2M. The larger global compilation of 23 records used in PADM2M should give a more reliable result than the subset of nine used in PADM2Mp. In the youngest part of the models (<100 ka), where PADM2M adds many tens of RPI series, there are also some moderate differences between the preliminary model and PADM2M.
DISCUSSION

Comparison to VADM models
In Fig. 9 , we compare PADM2M with two published VADM models, Sint-2000 (Valet et al. 2005) and PISO-1500 (Channell et al. 2009 ). PISO-1500 is a scaled stack of 13 RPI records. Sint-2000 is a composite of a 33 RPI series stack (0-800 ka) and a 10 RPI series stack (800-2000 ka). PISO-1500 has a notably different variance and resolution from Sint-2000 and PADM2M (Fig. 9) because it is constructed from RPI records of higher sedimentation rates. All models show lows at reversals and excursions and share similar long-period behaviour, but with a few differences.
In comparison to Sint-2000, and particularly in the Brunhes chron, PADM2M tends to peak at lower amplitudes. This is in part because our PML method addresses and, unlike the VADM stacks, accounts for bias in VADM data. From 600 to 700 ka, where PADM2M and PADM2Mp disagree most, both Sint-2000 and PISO-1500 show the more pronounced peak in field strength seen in PADM2Mp. For this time period, PADM2M incorporates more than twice as many RPI records as the Sint-2000 and PISO-1500 stacks (23, 10 and 6 RPI records used, respectively). For this particular feature, the amplitude difference is due both to our PML method and to PADM2M's incorporation of a larger global data set.
In the older part of the models (>1.3 Ma) the timing of some features differ among Sint-2000, PISO-1500 and PADM2M. We note that PADM2M uses published age models for most RPI data, except for some minor age recalibrations to use consistent ages for reversal boundaries (see Section 2). Sint-2000 correlates some intensity minima before stacking (Valet et al. 2005) and PISO-1500 uses the Match protocol of Lisiecki & Lisiecki (2002) to correlate intensity and oxygen isotope information before stacking. The timing differences reflect these methodology differences. We prefer to avoid geomagnetic tuning, so that our age scale is independent of RPI data.
Finally, because the other models are made from RPI data only (which weakly constrain the most recent field behaviour because tops of cores are often missing or damaged in the coring process) and PADM2M incorporates well-dated recent API data, PADM2M is better suited to recover estimates of the current field strength. PISO-1500 does not model 0-5 ka field strength; Sint-2000 does not model 0-1 ka and has a low VADM of 4.8 × 10
22 Am 2 for t = 1 ka, but has more reasonable field values starting at 2 ka. field strength of 5.3 × 10 22 Am 2 for the last 2 Ma and a standard deviation of 1.5 × 10 22 Am 2 . There is a difference in mean between the Brunhes and older portion of both the PADM2M and PADM2Mp of 1.4 × 10 22 Am 2 (see Table 2 ). For PADM2M (evaluated every 1 ka), the average Brunhes model and average upper and lower model bounds are 6.2, 5.9 and 6.5 × 10 22 Am 2 ; for the 0.78-2 Ma Matuyama segment, these numbers are 4.8, 4.5 and 5.4 × 10 22 Am 2 . The non-overlapping bounds show that the means of the Brunhes and Matuyama chrons are distinctly different. PADM2Mp shows similar non-overlapping bounds. This result is consistent with the conclusions of Valet et al. (2005) for Sint-2000, but with a smaller difference in mean PADM for the two chrons (1.4 versus 2.3 × 10 22 Am 2 ). For PISO-1500 the difference in chron means is 0.7 × 10 22 Am 2 , and is considered statistically insignificant. For perspective, Table 2 also lists means over these time ranges for the preliminary PLS low resolution model fit, the first step of our PML algorithm. This preliminary estimate is made only from API data and does not include the ML estimation, hence the overall higher mean values. Yet the PLS spline also shows a substantial difference in chron means (of 1.9 × 10 22 Am 2 ). The difference in means seen in PADM2M and Sint-2000 is not confined to the RPI data sets. This is important because it rules out possible VRM contamination of RPI records as a source of differences in the Brunhes and Matuyama chron means.
Statistical analysis of PADM2M
The lowest value of PADM2M is 1. occurs at 2 ka; the highest value outside the last few thousand years is slightly lower at 9.3 × 10 22 Am 2 and occurs at 0.657 Ma. Many of the highest values of 0-2 Ma API derived VADMs in the PINT08 database are from 2 to 3 ka as well, indicating that the intensity peak of 2-3 ka may be the high point of the last 2 Myr. Some individual archaeointensities also show a very high field at this age (see e.g. Ben-Yosef et al. (2009) ). However, the first few thousand years of our model are constrained primarily by API data, which can capture the true high frequency variation of the field in this time interval better than the inherently smoothed RPI records that constrain most of the model. This limitation of low sedimentation rate RPI data makes it unlikely that they can fully recover the true magnitude of older peaks. Fig. 10 compares the distribution of the PADM2M model with the API distribution from Ziegler et al. (2008) for 0-1 Ma. As expected, the model distribution shows a smaller variance, because high frequency field variations are averaged out by the sedimentary processes and lost in model fitting. In the case of PADM2M, resolution is on the order of 10 kyr. The model pdf shows a variation of the slightly bimodal distribution seen in the API distribution, supporting the conclusions in Ziegler et al. (2008) that this feature is likely an accurate representation of the true distribution and temporal variations of 0-1 Ma intensities rather than an artefact generated by subsets of poor quality data.
Power spectrum
We calculate the power spectrum of PADM2M, both to look for any signals associated with orbital frequencies and to compare it with the palaeomagnetic power spectrum Constable & Johnson (2005) constructed from several separate field models and sediment records. The PADM2M spectrum is calculated using the same multi-taper spectral estimation techniques described in Constable & Johnson (2005) .
Plotting the PADM2M spectrum along with the palaeomagnetic power spectrum (Fig. 11) , we see that the PADM2M spectrum lies on top of portions corresponding to moderate resolution sediment records. At frequencies higher than 10 2 Myr −1 , the slope of the spectrum is proportional to f −8 which reflects the power spectrum associated with the effective filter of the smoothing spline regularization (Constable & Parker 1991) and is not characteristic of the data. As mentioned in Section 4, we have intentionally chosen an amount of regularization which filters out these high frequencies, considering them unreliably estimated by the currently available data. We calculate and plot the power spectra of Sint-2000 and PISO-1500 for comparison. Sint-2000 has a power spectrum similar to PADM2M, whereas PISO-1500 has additional energy at higher frequencies because it is constructed from higher resolution, geomagnetically tuned sediment records and agrees with the portion of the palaeomagnetic power spectrum constructed from high resolution sediment records. Some authors have seen a correlation between orbital cycles (i.e. eccentricity, obliquity and precession) and RPI records (e.g. Channell et al. 1998; Channell & Kleiven 2000; Yamazaki & Kanamatsu 2007) . The PADM2M spectrum has no peaks in power at orbital cycle frequencies (e.g. periods of 23, 41 or 100 kyr), or at any others. Therefore, our model, in agreement with other VADM models like PISO-1500 (Channell et al. 2009 ), shows no obvious connection between orbital cycles and geomagnetic field behaviour.
Anomalous data
In Section 4, we found that some records strongly disagreed with the PADM2M model. From visual assessment, most of these anomalous records seemed similar to the model, except that the ages of peaks and lows would often be offset from those of the model. This indicates that misfit has more to do with timing errors than errors in palaeointensity measurements. Some rock magnetic information from sediments in regions producing the anomalous RPI data suggest the data are possibly affected by reduction diagenesis and record a lag between the age of the sediments and the age of remanent magnetization acquisition (e.g. Stoner et al. 2003; Rowan et al. 2009 ). Because our ML method attributes the noise to intensity uncertainties, and explicitly uses the pdf associated with the noise/residuals in the estimation procedure, it was inappropriate to use these data with this method. However, efforts to incorporate timing uncertainties into future methods might allow for the use of these records.
Six of the rejected RPI series are categorized as LR and four are YR (see Table 2 ). Of the six LR, four are from the southern hemisphere-whereas eight of the total 34 LR are southern hemisphere. This disproportionate misfit of southern hemisphere records may indicate that there are real regional differences in palaeointensity signals, in addition to or instead of only timing errors. An investigation of this is beyond the scope of this paper, but suggests that it might be useful to make separate regional models using our PML method and compare the results.
CONCLUSIONS
We have developed a method for efficiently generating PADM models from a joint set of API data and many RPI time-series. The use of PML fitting criteria minimizes the influence of outliers and avoids bias in the fit due to the asymmetric noise associated with palaeomagnetic data. We generate PADM2M, a time-varying, 2 Myr model with 5-10 kyr resolution, and confirm that it often agrees both with the data and with other recent axial dipole moment models, with some notable differences discussed in Section 5.
We find that the Brunhes chron shows a mean about 20 per cent higher than that for the Matuyama, but note that our model does not cover the entire Matuyama chron. This result was seen in C PADM2M revised our PADM2M model, in a nine record version (PADM2Mp) made from only very long RPI records, which have significant amounts of data both before and after the reversal, and in an interim model based only on API data so we are confident the observation is not a result of our scaling or modelling procedures. Field strength models alone cannot resolve whether this reflects any difference in geodynamo processes during the two chrons or whether it is simply an observation of non-stationarity of the field over 2 Myr intervals.
The power spectrum of PADM2M shows no extra power at orbital frequencies, indicating that the field strength has no strong correlation with orbital forcing. A comparison with the palaeomagnetic power spectrum of Constable & Johnson (2005) shows that as expected, some high frequency energy is lost through the process of finding a best fitting model to a highly variable set of data.
Our modelling efforts were able to incorporate both API data and RPI data sets with a range of lengths, sedimentation rates (and therefore, resolutions) and global locations. We examined quantitatively how well each data set fit with a resulting model and found a subset of records which fit poorly. Although we eliminated these records from our final model, we do not conclude that they are simply 'bad' data or unusable. Rather, this result points to the need to address timing uncertainties and more complicated geographic structure in future palaeomagnetic field models.
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where C are cubic B-spline matrices, W are weight matrices and A and S are data vectors of absolute and relative palaeointensities, respectively. β is the vector of model parameters: the coefficients for the B-splines.
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