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Abstract. We consider the linear Primitive Equations of the ocean in
the three dimensional space, with horizontal periodic and vertical Dirichlet
boundary conditions. Thanks to Fourier transforms we are able to calculate
explicitly the pressure term. We then state existence, unicity and regularity
results for the linear time-depending Primitive Equations, with low-regularity
right-hand side.
1 Introduction and main results
We establish regularity results for the linear Primitive Equations (PE) of the
ocean in the three dimensional space. For the nonlinear PE, the first work
of Lions, Temam and Wang [4] and the further paper by Temam and Ziane
[7] proved global existence of weak solutions and local existence and unicity
of strong solutions. The regularity of the linear Stokes-type problem related
to the PE has been studied by Ziane [8], Hu, Temam and Ziane [3] and
Temam and Ziane [7]. For diverse boundary conditions, the authors prove
the regularity of weak solutions, when the right-hand side stays in L2.
Our work is motivated by the following remark: many problems involving the
PE of the ocean (such as numerical ocean modelling, assimilation of surface
data or more theoretically controllability of the PE) need the calculation, or
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at least the estimation, of the pressure term. But in the previous studies
of the PE, the regularity of the pressure is not explicitly investigated. Thus
the aim of this paper is to calculate explicitly the most singular part of the
pressure term in order to obtain more precise regularity results, in particular
with less regular right-hand side. The analogous of this question for the full
Stokes problem has been addressed by Fabre and Lebeau [1].
The paper is organized as follows: in the rest of this section our main results
are stated, in section 2 we present some preliminaries, in section 3 we prove
theorem 1, some further remarks and results are provided in section 4.
1.1 The Primitive Equations of the ocean
The Primitive Equations of the ocean are at the base of general ocean circu-
lation models, intensively used by oceanographers. The linear equations we




∂tu− ν∆u− α v + ∂xp = f1 in Ω × (0, T )
∂tv − ν∆v + αu+ ∂yp = f2
∂zp− β θ = 0
∂tθ − ν∆θ + γ w = f3




′, t) + ∂yv(x, y, z
′, t) dz′
(1)
with the following initial conditions:





u, v, w, θ, p are periodic in x, y
u = 0, v = 0, θ = 0 on T2 × {z = 0, z = a} × (0, T )
∫ a
z=0
∂xu+ ∂yv dz = 0 on T
2 × (0, T )
(3)
where
– Ω is a horizontally periodic and vertically bounded ocean basin: Ω =
T
2 × (0, a), with T2 = (R/2πZ)2 the bidimensional torus;
– U = (u, v) is the horizontal velocity of the fluid, w its vertical velocity;
– θ is the temperature around a vertical temperature profile θ = θ̃− θb −
z θb−θa
a
, with θ̃ the real temperature, θa and θb top and bottom boundary
conditions for θ̃;
– p is the pressure;
– F = (f1, f2, f3) is a given forcing term;
2
– α is the constant Coriolis parameter;
– ν is the kinematic viscosity and the temperature diffusion parameter;
– β is a physical constant, depending on the gravity constant;
– γ is a constant.
Remark 1 1. We have assumed, without loss of generality, that the salin-
ity does not appear in the state equation, so that it is a passive tracer
(see [7] for the full equations).
2. In order to lighten notations, we have assumed that the kinematic hor-
izontal and vertical viscosity and the diffusion parameter in the tem-
perature equations are equal, we thus have similar results with different
values of these parameters.
3. We choose to use Dirichlet boundary conditions because these are re-
alistic physical conditions; moreover this enables us to consider low
regularity forcings F .
We will also use the stationary linear model Sλ for spectral study, with λ ∈ C:




λu− ν∆u− α v + ∂xp = f1 in Ω
λv − ν∆v + αu+ ∂yp = f2
∂zp− β θ = 0
λθ − ν∆θ + γ w = f3




′) + ∂yv(x, y, z
′) dz′
(4)




u, v, w, θ, p are periodic in x, y
u = 0, v = 0, θ = 0 on T2 × {z = 0, z = a}
∫ a
z=0
∂xu+ ∂yv dz = 0 on T
2
(5)
1.2 Some functional spaces
Let us now introduce some functional spaces
Definition 1 Forall s ∈ R
Hs(Ω) =
{
f(x, y, z) =
∑
k∈N∗,ζ∈Z2 fk,ζ ek(z) eζ(x, y), (x, y, z) ∈ Ω,∑
k∈N∗,ζ∈Z2(1 + νk














ei(ξx+ηy) ∀(x, y) ∈ T2
(7)
forall k ∈ N∗ and ζ = (ξ, η) ∈ Z2.




(1 + νk2 + ν|ζ|2)s|fk,ζ |2 (8)




(1 + νk2 + ν|ζ|2)sfk,ζ gk,ζ . (9)





< s < 1
2
⇒ Hs(Ω) = Hs(Ω)
1
2
< s < 5
2
⇒ Hs(Ω) = {f ∈ Hs(Ω), f |z=0 = f |z=a = 0}
(10)
We define also the following classical spaces (see [2], [6] or [3]):
Definition 2 Let
E1 = {U = (u, v) ∈ C∞(Ω)2, u, v periodic in x, y,
u = 0, v = 0 on T2 × {z = 0, z = a}∫ a
0
∂xu(x, y, z
′) + ∂yv(x, y, z
′) dz′ = 0,∀(x, y) ∈ T2}
E2 = {θ ∈ C∞(Ω), θ periodic in x, y,
θ = 0 on T2 × {z = 0, z = a}}
(11)
Then H1 (respectively H2) is defined to be the closure of E1 in L2(Ω)2 (resp.
L2(Ω)), and V1 (resp. V2) is the closure of E1 (resp. E2) in H1(Ω)2 (resp.
H1(Ω)), and finally H = H1 ×H2, V = V1 × V2.
Inner products on H and V are:
(X,X ′)H = (u, u








(uu′ + vv′ + β
γ
θθ′) dx dy dz
(X,X ′)V = (u, u
′)H1
0












(∇u.∇u′ + ∇v.∇v′ + β
γ




Our main result states as follows:




[, σ 6= −1
2
.
Let F (t) = (f1, f2, f3) ∈ (L2(R;Hσ)3) with Support (F ) ⊂ {t ≥ 0}.
There exists a unique
X(t) = (u, v, θ) ∈ (L2(R;Hσ+2)3), Support (X) ⊂ {t ≥ 0} (13)
and there exists a unique (up to a distribution depending only on t) pressure
p(t) ∈ D′(R × Ω), Support (p) ⊂ {t ≥ 0} (14)




∂tu− ν∆u− αv + ∂xp = f1
∂tv − ν∆v + αu+ ∂yp = f2
∂zp− βθ = 0
∂tθ − ν∆θ + γw = f3
with w(z) = −
∫ z
0
(∂xu+ ∂yv) and w(a) = 0
(15)
Moreover
‖X‖(L2(R;Hσ+2))3 ≤ C ‖F‖(L2(R;Hσ))3 (16)
and the temperature θ verifies
∂tθ ∈ L2(R;Hσ) and ‖∂tθ‖L2(R;Hσ) ≤ C ‖F‖(L2(R;Hσ))3 (17)
The pressure p verifies
p(t, x, y, z) = c(t) + q(t, x, y) + β
∫ z
0
θ(t, x, y, z′) dz′ (18)
with
c(t) ∈ D′(R), Support (c) ⊂ {t ≥ 0} (19)
and





q(t, x, y) ∈ L2(R;Hσ+1(T2)) and ‖q‖L2(R;Hσ+1(T2)) ≤ C ‖F‖(L2(R;Hσ))3
(20)





q(t, x, y) = q1(t, x, y) + q2(t, x, y)
q2(t, x, y) ∈ L2(R;Hσ+1(T2)) and ‖q2‖L2(R;Hσ+1(T2)) ≤ C ‖F‖(L2(R;Hσ))3
q1(t, x, y) ∈ Hσ/2+1/4(R;H1(T2)) and ‖q1‖Hσ/2+1/4(R;H1(T2)) ≤ C ‖F‖(L2(R;Hσ))3
(21)
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Remark 2 1. The regularity exponent σ.
- With a forcing term F ∈ (L2(R;Hσ)3), we cannot have more than
X ∈ (L2(R;Hσ+2)3). Thus the boundary condition X|z=0,z=a = 0 is
well defined only if σ + 2 > 1
2
, i.e. σ > −3
2
.
- σ = −1
2
is a critical exponent for the regularity of the pressure, whose
description is more technical.
- Considering only σ < 1
2
enables us to use the spaces Hσ and to do
explicit calculations.
2. An explicit formula for q1.




[, we will prove a more precise result than
(21), namely
q(t, x, y) = q1(t, x, y)+ q2(t, x, y), q2(t, x, y) ∈ L2(R;Hσ+1(T2)) (22)
where q1 is explicit as a function of F (see remark 4.1 and formula
(174)).
3. Formula (18).
In formula (18) for p, q is the value of p at z = 0. We can replace q
either by p(t, x, y, z0), for any z0 ∈ [0, a], or by
∫ a
0
p(t, x, y, z) dz, the
results remain the same.
4. Maximal estimates.
For σ > −1
2
, we have ∂xp, ∂yp ∈ L2(R;Hσ), so that the pressure gra-
dient term can be seen as a forcing term and we have the following
maximal estimates
‖X‖(L2(R;Hσ+2))3 + ‖∂tX‖(L2(R;Hσ))3 ≤ C ‖F‖(L2(R;Hσ))3 (23)




[, the maximal estimate is wrong (see remark
4.3).
We prove also the following corollary for the Cauchy problem with σ = −1:
Corollary 1 Let ϕ(t) ∈ C∞c (]0, T [), F (t) = (f1, f2, f3) ∈ (L2(0, T ;H−1))3,
X0 ∈ H. Let (X, p) be the unique solution of equation (15) with
X = (u, v, θ) ∈ L2(0, T ;V) ∩ C([0, T ];H), X(t = 0) = X0
p ∈ D′(0, T ;L2(Ω)) (24)
Then ϕp is rewritten as
ϕp(t, x, y, z) = c(t)+q(t, x, y)+β
∫ z
0
θ(t, x, y, z′) dz′, with c(t) ∈ D′(R) (25)
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with q(t) ∈ H−1/4(0, T ;H1(T2)) and we have





(∂t − ν∆)−1[ϕ∂xf1 + ϕ∂yf2] dz
]
∈ L2(0, T ;L2(T2))
(26)
where ∆2 is the horizontal Laplacian operator, defined by ∆2ψ = ∂xxψ+∂yyψ.
Remark 3 The preceding Cauchy problem can easily be addressed thanks to
classical variational methods, but it gives less precise results regarding the
pressure, see lemma 5 and remark 5.
2 Preliminary results
2.1 The Primitive Equations operator
Multiplying equation (4) by γu′, γv′, γw′, βθ′ (with X ′ = (u′, v′, θ′) ∈ V) and
integrating by parts (using boundary conditions (3)), we obtain formally:
Sλ(X) = F
m
λ(X,X ′)H + ν(X,X
′)V + βB(X,X
′) + αC(X,X ′) = (F,X ′)H, ∀X ′ ∈ V
(27)
where B and C are given by:
B(X,X ′) = −(θ, w′)L2(Ω) + (w, θ′)L2(Ω)























(−vu+ uv) = 2iℑ(
∫
Ω
uv) ∈ iR (29)
We define then A(X,X ′) = (X,X ′)V . The operator P = νA + βB + αC,
called Primitive Equations operator, maps V to V ′, and for all (X,X ′) ∈ V
we have
〈P (X), X ′〉V ′,V = ν(X,X ′)V + βB(X,X ′) + αC(X,X ′)
〈(λ+ P )(X), X ′〉V ′,V = λ(X,X ′)H + ν(X,X ′)V + βB(X,X ′) + αC(X,X ′)
(30)
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Remark 4 Operator A corresponds to the uncoupled Stokes-type equation
obtained from (4) with α = β = γ = 0, B corresponds to the coupling (via
the parameters β and γ) between the vertical velocity w and the temperature
θ and C is the Coriolis operator.
We have:
Lemma 2 The mapping
Φ : (X,X ′) 7→ 〈P (X), X ′〉V ′,V
is continuous on V2. More precisely








Proof. Let X = (u, v, θ) and X ′ = (u′, v′, θ′) be in V . We have clearly:
〈A(X), X ′〉V ′,V = (X,X ′)V ≤ ‖X‖V‖X ′‖V
|B(X,X ′)| ≤ ‖θ‖L2(Ω)‖w′‖L2(Ω) + ‖w‖L2(Ω)‖θ′‖L2(Ω)
|C(X,X ′)| ≤ ‖v‖L2(Ω)‖u′‖L2(Ω) + ‖u‖L2(Ω)‖v′‖L2(Ω)
(32)






‖u‖L2(Ω) ≤ ‖X‖H ≤
a
π



















A straightforward calculation gives the desired conclusion.
✷
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2.2 Qualitative spectral study
Definition 3 We call eigenvalue of −P : V → V ′ a complex number λ so
that λ+ P is not injective. We denote VP the set of the eigenvalues of −P :
VP = {λ ∈ C, ∃X ∈ V , X 6= 0, 〈λX + P (X), X ′〉V ′,V = 0∀X ′ ∈ V} (36)
Lemma 3 We have the following inclusion:
VP ⊂
{
λ ∈ C,ℜ(λ) ≤ −νπ
2
a2








Proof. If λ is an eigenvalue of −P , then there exists X ∈ V, X 6= 0 such
that
λ(X,X ′)H + ν(X,X
′)V + βB(X,X
′) + αC(X,X ′) = 0,∀X ′ ∈ V (38)
Using (29) and (38) with X ′ = X, we have









Thanks to (34) ‖X‖2H ≤ a
2
π2

















≤ 2β‖w‖L2(Ω)‖θ‖L2(Ω)/‖X‖2H + 2α‖u‖L2(Ω)‖v‖L2(Ω)/‖X‖2H








From (40) and (41) we get that (37) holds true.
✷
2.3 First existence and unicity results
Let us finish this section by stating two lemmas, whose proofs are based on
very classical use of the variational method, as in [4] or in [7].
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Lemma 4 If λ ∈ C \ VP and Y = (y1, y2, y3) ∈ (H−1(Ω))3 then there exists
a unique X = (u, v, θ) ∈ V and there exists a pressure p(x, y, z) ∈ L2(Ω),




λu− ν∆u− αv + ∂xp = y1 in Ω
λv − ν∆v + αu+ ∂yp = y2
∂zp− βθ = 0
λθ − ν∆θ + γw = y3




′) + ∂yv(x, y, z
′) dz′
(42)
Lemma 5 Let T > 0, X0 ∈ H and F = (f1, f2, f3) ∈ L2(0, T, (H−1(Ω))3).
Then there exists a unique
X = (u, v, θ) ∈ L2(0, T ;V) ∩ C([0, T ];H) (43)
and there exists a pressure
p ∈ D′(0, T ;L2(Ω)) (44)
unique (up to a time distribution), such that the following equation holds true




∂tu− ν∆u− αv + ∂xp = f1
∂tv − ν∆v + αu+ ∂yp = f2
∂zp− βθ = 0
∂tθ − ν∆θ + γw = f3








(u, v, θ)|t=0 = X0 (46)
Remark 5 The derivative dX
dt
is in H−1(0, T, (H10 (Ω))
3) and equation (45)
tells us in particular:
∇p ∈ L2(0, T, (H−1(Ω))3) +H−1(0, T, (H10 (Ω))3) (47)
3 Proof of theorem 1
The proof is organized as follows. In section 3.1 we take the Fourier-Laplace
transform of the equation, first in the horizontal coordinates, then in the
vertical one and finally in time. Spectral parameters are then introduced,
λ = iτ and ω = λ + νζ2, where τ is the Laplace parameter and ζ the
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horizontal Fourier variable. In section 3.2 we introduce the function Mσ(λ, ζ)
and we prove preliminary estimates for this function. In section 3.3 we study
the uncoupled system, ie (69) ie with α = β = γ = 0. This is the core
of the proof. We will use the function Mσ in order to establish in theorem
2 optimal estimates for the uncoupled system depending on the values and
asymptotics of the parameters and the vertical Fourier variable. In section
3.4 we use the results of section 3.3 to establish estimates for the coupled
system. We conclude the proof in section 3.5.
3.1 First reductions
Estimation (17) for temperature is straightforward: if (16) holds, then w ∈
L2(R;Hσ) and
‖w‖L2(R;Hσ) ≤ C ‖F‖L2(R;Hσ) (48)
then the temperature satisfies
∂tθ − ν∆θ = f3 − γw (49)
and (17)follows easily. Thus it is sufficient to prove existence, unicity, (18),
(16), (20) and (21).
Fourier transform in space. For f ∈ D′(R × Ω), we write





Equation (15) is equivalent to the following equations, with parameter ζ =




∂tuζ − ν∂zzuζ + νζ2uζ − αvζ + iξpζ = f1,ζ
∂tvζ − ν∂zzvζ + νζ2vζ + αuζ + iηpζ = f2,ζ
∂zpζ − βθζ = 0
∂tθζ − ν∂zzθζ + νζ2θζ + γwζ = f3,ζ
with wζ(t, z) = −
∫ z
0
(iξuζ + iηvζ), wζ(a) = 0, Xζ |z=0,z=a = 0
(51)
The equation above gives






ζ = 0 : c0(t) = p0(t, 0) ; q0(t) = 0
ζ 6= 0 : cζ(t) = 0 ; qζ(t) = pζ(t, 0) (53)
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The spaces Hsζ . We define now the following space of functions of z ∈
(0, a). For f(z) =
∑




(1 + νk2 + νζ2)s|fk|2 (54)
and we denote by Hsζ the Hilbert space associated with this latter norm.




< s < 1
2
⇒ Hsζ = Hs(0, a)
1
2
< s < 5
2
⇒ Hsζ = {f(z) ∈ Hs(0, a), f |z=0 = f |z=a = 0}
(55)
And for f(t, x, y, z) =
∑






So that (16), (20) and (21) are equivalent to the following estimates, with C
independent of ζ:
‖Xζ‖(L2(R;Hσ+2ζ ))3 ≤ C ‖Fζ‖(L2(R;Hσζ ))3 (57)
and also for qζ = q1,ζ + q2,ζ :
−1
2
< σ < 1
2
: ‖qζ‖L2(R+;Hσ+1ζ ) ≤ C‖Fζ‖L2(R+;Hσζ )
−3
2
< σ < −1
2
: ‖q1,ζ‖Hσ/2+1/4(R+;H1ζ ) + ‖q2,ζ‖L2(R+;Hσ+1ζ ) ≤ C‖Fζ‖L2(R+;Hσζ )
(58)
Case ζ = 0.




∂tu0 − ν∂zzu0 − αv0 = f1,0
∂tv0 − ν∂zzv0 + αu0 = f2,0
∂tθ0 − ν∂zzθ0 = f3,0





with X0|z=0,z=a = 0
(59)
So that classical results on the heat equation give:
‖X0‖(L2(R;Hσ+2
0
))3 ≤ C ‖F0‖(L2(R;Hσ0 ))3
‖∂tX0‖(L2(R;Hσ
0





Moreover q0(t) = 0 and estimates (20) and (21) are immediate.
In the sequel, we assume that ζ 6= 0.
For the pressure p we have then





so that existence and unicity for u, v and θ give those of p (up to the constant
c(t)) and(18).
Fourier-Laplace transform in time. For f(t, z) ∈ L2(R;Hσζ ) with sup-




e−itτ f(t, z) dt (62)
It is clear that f̂ is holomorphic in {τ ∈ C,ℑ(τ) < 0} and satisfies
∫ +∞
−∞




From (51), for a given ζ 6= 0, for uζ , vζ ∈ L2(R;Hσζ ) we have




ζ ) = {q, ∃q̃ ∈ L2(R+;Hσ+2ζ ), q = ∂tq̃}. Thus the Fourier-
Laplace transform of pζ is well-defined.
Introduction of the parameters. Let S be the subset of C defined by:




with δ1 > 0 small enough that S ∩ VP = ∅ (which is possible from lemma 3)
and







For ζ2 ∈ Z2 \ 0 and λ ∈ S, we set
λ = iτ, ω2 = λ+ νζ2 (67)
so that
λ ∈ S







λ+ δ3 6= 0
νζ2 − δ3 > 0
(68)
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Keeping the same notations for functions and their Fourier-Laplace trans-
form, we obtain that (51) is equivalent to the following equations, with pa-




(ω2 − ν∂zz)uζ − αvζ + iξpζ = f1,ζ
(ω2 − ν∂zz)vζ + αuζ + iηpζ = f2,ζ
∂zpζ − βθζ = 0
(ω2 − ν∂zz)θζ + γwζ = f3,ζ




and wζ(a) = 0, Xζ |z=0,z=a = 0
(69)
For ζ and λ given Z2 \ 0 and S, (69) is a differential system as a func-
tion of z ∈ (0, a) with data Fζ ∈ Hσ(0, a) and unknown Xζ ∈ Hσ(0, a),
Xζ |z=0,a = 0. Therefore, unicity is clear. Indeed, the third equation of (69)
gives pζ ∈ Hσ+3(0, a), so that if F = 0 we obtain uζ , vζ ∈ Hσ+5(0, a), thus
w ∈ Hσ+6(0, a), then θ ∈ Hσ+8(0, a). In particular we have Xζ ∈ H10 (0, a),
and the spectral result S ∩ VP = ∅ gives X̂ζ = 0 for all (λ, ζ) ∈ Z2 \ 0 × S.
Then X = 0 and p = 0 up to a function of time.
It remains to prove existence and estimates for the solutions of (69), which
will give (57) and (58) thanks to (63).
3.2 Preliminary results for the parameters
We set
〈ζ〉 = 1 + |ζ|, 〈ω〉2 = |λ| + 〈ζ〉2 (70)
The following lemma will be useful:
Lemma 7 There exists a constant C such that, for all λ ∈ S, ζ ∈ Z2 \ 0 and
k ∈ N∗:





| ≥ C (〈ω〉2 + k2). (72)
This lemma is easily obtained from the straightforward following lemma:
Lemma 8 Let C1 and C2 be two closed cones of R
n. We assume the distance
between C1 and C2 to be non-zero, ie there exists a constant d > 0 such that
∀x ∈ C1,∀y ∈ C2, ‖x‖ = ‖y‖ = 1 ⇒ ‖x− y‖ ≥ d (73)
Then there exists a constant C > 0 such that
∀x ∈ C1,∀y ∈ C2, ‖x− y‖ ≥ C (‖x‖ + ‖y‖) (74)
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k2(k4 + 〈ω〉4)(k2 + 〈ζ〉2)σ
)1/2
(75)
which is well-defined for σ > −5
2
.
We shall use the following notation
A(λ, ζ) ∼ B(λ, ζ) ⇔
{
∃C1, C2 > 0, ∀(λ, ζ) ∈ S × Z2\0,
C1B(λ, ζ) ≤ A(λ, ζ) ≤ C2B(λ, ζ)
(76)




[, σ 6= −1
2















































































Then there are two cases:
⋆ Case σ > −1
2
, with σ < 0: then 〈ω〉
−2σ






〈ω〉4 ⇒ I3 ≤ CI1 (80)
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If σ > −1
2
, with σ > 0, then 〈ω〉−2σ ≤ 〈ζ〉−2σ thus I3 ≤ CI1.
Moreover, if σ > −1
2





≤ C〈ζ〉−2σ−1 ⇒ I2 ≤ CI1 (81)
It follows that (77) holds true for σ > −1
2
.







≤ C〈ω〉−2σ−1 ⇒ I2 ≤ CI3 (82)




⇔ −2σκ = −2σ − 1 (83)




[, then κ ∈]0, 4
5
[. We have again two cases:
∗ If (〈ζ〉, 〈ω〉) ∈ {〈ζ〉 ≤ 〈ω〉κ}, then
〈ζ〉−2σ ≤ 〈ω〉−2σκ = 〈ω〉−2σ−1 ⇒ I1 ≤ C I3 (84)
∗ If (〈ζ〉, 〈ω〉) ∈ {〈ζ〉 ≥ 〈ω〉κ}, then
〈ζ〉−2σ ≥ 〈ω〉−2σκ = 〈ω〉−2σ−1 ⇒ I3 ≤ C I1 (85)










〈ω〉2MσM−σ ∼ 〈ω〉−2 (86)





〈ω〉2MσM−σ ≤ 〈ω〉−1 (87)
and
〈ω〉2MσM−σ−2 ≤ C ✶〈ζ〉≥〈ω〉κ + 〈ω〉−1✶〈ζ〉≤〈ω〉κ (88)
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[, (86) is immediately obtained from lemma 9. If












∼ 〈ω〉−2✶〈ζ〉≥〈ω〉κ + 〈ζ〉σ〈ω〉−σ−5/2✶〈ζ〉≤〈ω〉κ
≤ 〈ω〉−2✶〈ζ〉≥〈ω〉κ + 〈ω〉−σ−5/2✶〈ζ〉≤〈ω〉κ
≤ 〈ω〉−1
(89)
because 〈ζ〉σ < 1 as σ < 0 and 〈ω〉−σ−5/2 < 〈ω〉−1 as −σ − 5/2 < −1.
Finally we have
〈ω〉2MσM−σ−2 ∼ 〈ω〉2(〈ζ〉−σ〈ω〉−2✶〈ζ〉≥〈ω〉κ + 〈ω〉−σ−5/2✶〈ζ〉≤〈ω〉κ)
(〈ζ〉σ+2〈ω〉−2✶〈ζ〉≥〈ω〉κ + 〈ω〉σ−1/2✶〈ζ〉≤〈ω〉κ)
∼ 〈ζ〉2〈ω〉−2✶〈ζ〉≥〈ω〉κ + 〈ω〉−1✶〈ζ〉≤〈ω〉κ
≤ C ✶〈ζ〉≥〈ω〉κ + 〈ω〉−1✶〈ζ〉≤〈ω〉κ
(90)
✷
3.3 The uncoupled system
Having disposed of these preliminary steps, we can now study the uncoupled




(ω2 − ν∂zz)uζ + iξpζ = f1,ζ
(ω2 − ν∂zz)vζ + iηpζ = f2,ζ
∂zpζ = 0




(ξuζ + ηvζ) = 0 and Xζ |z=0,z=a = 0
(91)
Notations. We denote for short:
• pζ,0 = pζ(z = 0);
• ‖.‖σ,ζ stands for ‖.‖Hσζ , ‖.‖(Hσζ )2 and ‖.‖(Hσζ )3 ;
• (Hσ+2ζ )2div stands for {(u, v) ∈ (Hσ+2ζ )2,
∫ a
0
ξu+ ηv = 0}.
The next theorem is the core of the proof:
17




× C ×Hσ+2ζ → (Hσζ )3
L0 : (u, v, p0, θ) 7→


(ω2 − ν∂zz)u+ iξp0












is continuous and bijective. Moreover Y = (u, v) splits in Y1 + Y2 and the
following estimates hold:
(a) |ζp0| ≤ C〈ω〉2Mσ‖F‖σ,ζ
(b) M−σ−2[M−σ]
−1‖Y1‖σ,ζ + ‖Y1‖σ+2,ζ ≤ C〈ω〉2MσM−σ−2‖F‖σ,ζ
(c) 〈ω〉2‖Y2‖σ,ζ + ‖Y2‖σ+2,ζ ≤ C‖F‖σ,ζ
(d) 〈ω〉2‖θ‖σ,ζ + ‖θ‖σ+2,ζ ≤ C‖f3‖σ,ζ
(93)
with (f1, f2) = F .
Before proving this theorem, we state an elementary but useful remark:
Remark 6 The eigenvalues of the operator ω2 − ν∂zz are eigenvalues of P .
Moreover, for all λ /∈ VP , the operator ω2 − ν∂zz is continuous and bijective
from Hσ+2ζ to H
σ
ζ , for all σ ∈] − 32 , 12 [.
Proof of theorem2. Continuity is easy, as is injectivity (because S∩VP =
∅).
We first examine the θ part. Surjectivity is clear. Then θ satisfies a heat
equation for which we can write a maximal estimate, which is exactly (93,d):
indeed let f ∈ Hσζ , with f =
∑
k∈N fkek(z). Let g be the solution of (ω
2 −
ν∂zz)g = f with homogeneous Dirichlet boundary conditions. Then g ∈




[, and g(0) = g(a) = 0, hence g ∈ Hσ+2ζ according
to lemma 6. Thus g =
∑




)gk = fk (94)
















(1 + νζ2 + νk2)σ
|fk|2









(1 + νζ2 + νk2)σ|fk|2







(1 + νζ2 + νk2)σ|fk|2
〈ζ〉4 + k4




With f = f3,ζ ∈ Hσζ and θζ = g we get (93,d).
We know examine L0 restricted to (u, v, p0) ∈ (Hσ+2ζ )2div × C. To establish
surjectivity, we first evaluate (explicitly) the constant p0, we then invert the
operator (ω2 − ν∂zz) (which is possible according to remark 6). Thus it is
sufficient to evaluate p0 and prove estimates (93).
With (92) we obtain:
u = (ω2 − ν∂zz)−1[f1 − iξp0], v = (ω2 − ν∂zz)−1[f1 − iηp0] (97)
then we evaluate p0 thanks to
∫ a
0
iξu+ iηv = 0:
∫ a
0




(ω2 − ν∂zz)−1[(ξ2 + η2)p0] dz = −
∫ a
0




(ω2 − ν∂zz)−1[1] dz = −
∫ a
0
(ω2 − ν∂zz)−1[iξf1 + iηf2] dz
(98)
We will prove further the following lemma:
Lemma 10 There exist constants C1 and C2, independent of ω
2 = λ + νζ,





(λ− ν∆)−1(1) dz ≤ C2〈ω〉2 (99)







(ω2 − ν∂zz)−1[iξf1 + iηf2] dz (100)
Let us now estimate
∫ a
0
(ω2 − ν∂zz)−1[iξf1 + iηf2] dz. Let f =
∑
k fkek ∈ Hσζ .













k (〈ω〉2 + k2)
≤ C‖f‖σ,ζ
[ ∑ (1 + νk2 + ν|ζ|2)−σ





Using (99), (100) and (101) we obtain:
ζ2 |p0| ≤ C 〈ω〉2Mσ(λ, ζ) |ζ| ‖F‖σ,ζ (102)
and (93,a) and surjectivity follows.
To establish (93,b,c) we use (97):















Like θζ , Y2 satisfies the maximal estimate of the heat equation, namely:
〈ω〉2‖Y2‖σ,ζ + ‖Y2‖σ+2,ζ ≤ C‖F‖σ,ζ (105)
We now turn to Y1:
‖Y1‖σ+2,ζ = |ζ| |p0| ‖(ω2 − ν∂zz)−1[1]‖σ+2,ζ (106)






for k odd and ak = 0 otherwise, and we obtain:








(M−σ−2 is well-defined for σ ∈] − 32 , 12 [)
Likewise we get:
‖(ω2 − ν∂zz)−1[1]‖σ,ζ ≤ CM−σ(λ, ζ) (108)
(M−σ is well-defined for σ ∈] − 32 , 12 [)
which completes the proof.
✷
Proof of lemma 10. Straightforward calculation gives:
∫ a
0















where ω is the square root of ω2 with positive real part. Let us define
N (χ) = 1 + 21 − cosh(χ)
χ sinh(χ)
(110)
with χ = ωa√
ν
. We have ω2 = λ+ νζ, thus according to (65), (66) and (68) ω
and χ stays in B with
B = {µ1 + iµ2, with (µ1, µ2) ∈ R+ × R and |µ2| ≤ (1 + δ5)µ1} \ δ4B1 (111)
where δ4 and δ5 are small and B1 is the open unity disk.
The singularities of N are zeros of sinh, so that N is holomorphic in B.




N (χ) = 1 (112)
Hence there exist constants C1 and C2, independent of ω, such that for all
χ ∈ B
C1




1 + |χ|2 (113)
Estimate (99) easily follows from (113) and lemma 7.
✷
3.4 The coupled system
We now turn to the case α, β, γ 6= 0 and system (69). Let us define the
corresponding perturbation operator L1:
(Hσ+2ζ )
2
div × C ×Hσ+2ζ → (Hσζ )3


















such that L = L0 + L1, where L0 is given by (92), corresponds to system
(69). We have the




× C ×Hσ+2ζ → (Hσζ )3
L : (u, v, p0, θ) 7→ (L0 + L1)(u, v, p0, θ) = F
(115)
21
is continuous and bijective. Moreover Y = (u, v) splits in Y1 + Y2 and the
following estimates hold true:
(a) |ζp0| ≤ C〈ω〉2Mσ‖F‖σ,ζ
(b) M−σ−2[M−σ]
−1‖Y1‖σ,ζ + ‖Y1‖σ+2,ζ ≤ C〈ω〉2MσM−σ−2‖F‖σ,ζ
(c) 〈ω〉2‖Y2‖σ,ζ + ‖Y2‖σ+2,ζ ≤ C‖F‖σ,ζ
(d) 〈ω〉2‖θ‖σ,ζ + ‖θ‖σ+2,ζ ≤ C‖F‖σ,ζ
(116)
Proof. Let (λ, ζ) ∈ S × Z2\0. To prove that L is an isomorphism, we
first state that the image of L1 is included in a compact subspace of (Hσζ )3.












(iξu+ iηv) ∈ Hσ+3(0, a)
(117)
and (Hσ+2(0, a))2 ×Hσ+3(0, a) is a compact subspace of (Hσζ )3. From Fred-
holm theory, L = L0 +L1 is an isomorphism if and only if its kernel is trivial.




(ω2 − ν∂zz)u = αv − iξp
(ω2 − ν∂zz)v = −αu− iηp
∂zp− βθ = 0
(ω2 − ν∂zz)θ = −γw




and w(a) = 0, X|z=0,z=a = 0
(118)
Thus u, v and θ are smooth and 0 /∈ VP gives (u, v, θ) = 0 and then p0 = 0.
Let us turn now to estimates (116). We write
L(u, v, p0, θ) = F ⇔ L0(u, v, p0, θ) = F − L1(u, v, p0, θ) (119)
and we use theorem 2. We get:
(a) |ζp0| ≤ C〈ω〉2Mσ
[







‖Y1‖σ,ζ + ‖Y1‖σ+2,ζ ≤ C〈ω〉2MσM−σ−2
[





(c) 〈ω〉2‖Y2‖σ,ζ + ‖Y2‖σ+2,ζ ≤ C
[













We will prove further the following lemma:
22




[, s 6= −1
2




ϕ(z′) dz′ stays in Hsζ .





‖φ‖s,ζ ≤ C‖ϕ‖s,ζ (121)
where the constant C is independent of ζ and ω.



























[. Lemma 11 gives:
(a) |ζp0| ≤ C〈ω〉2Mσ
[




‖Y1‖σ,ζ + ‖Y1‖σ+2,ζ ≤ C〈ω〉2MσM−σ−2
[
‖F‖σ,ζ + ‖Y ‖σ,ζ + |ζ|‖θ‖σ,ζ
]
(c) 〈ω〉2‖Y2‖σ,ζ + ‖Y2‖σ+2,ζ ≤ C
[
‖F‖σ,ζ + ‖Y ‖σ,ζ + |ζ|‖θ‖σ,ζ
]
(d) 〈ω〉2‖θ‖σ,ζ + ‖θ‖σ+2,ζ ≤ C
[
‖F‖σ,ζ + |ζ|‖Y ‖σ,ζ
]
(124)
Let us absorb the perturbative terms of the right-hand side. When 〈ω〉 is
bounded, estimates (116) are true because L is an isomorphism. We shall






‖F‖σ,ζ + ‖Y1‖σ,ζ + |ζ|‖θ‖σ,ζ
]
(125)
so that (124) becomes:
(a) |ζp0| ≤ C〈ω〉2Mσ
[




‖Y1‖σ,ζ + ‖Y1‖σ+2,ζ ≤ C〈ω〉2MσM−σ−2
[
‖F‖σ,ζ + ‖Y1‖σ,ζ + |ζ|‖θ‖σ,ζ
]
(c) 〈ω〉2‖Y2‖σ,ζ + ‖Y2‖σ+2,ζ ≤ C
[
‖F‖σ,ζ + ‖Y1‖σ,ζ + |ζ|‖θ‖σ,ζ
]
(d) 〈ω〉2‖θ‖σ,ζ + ‖θ‖σ+2,ζ ≤ C
[






According to corollary 2, 〈ω〉2MσM−σ ∼ 〈ω〉−2, therefore we can absorb






so that (126, a, c) gives:
































[. Estimates (120) and lemma 11
with C1 for Y1 and C2 for θ and Y2 give:
(a) |ζp0| ≤ C〈ω〉2Mσ
[
‖F‖σ,ζ + ‖Y1‖σ,ζ + ‖Y2‖σ,ζ + |ζ|C2Iθ
]
(b) I1 ≤ C〈ω〉2MσM−σ−2
[
‖F‖σ,ζ + ‖Y1‖σ,ζ + ‖Y2‖σ,ζ + |ζ|C2Iθ
]
(c) I2 ≤ C
[
‖F‖σ,ζ + ‖Y1‖σ,ζ + ‖Y2‖σ,ζ + |ζ|C2Iθ
]
(d) Iθ ≤ C
[
‖F‖σ,ζ + |ζ|C2I2 + |ζ|C1I1
]
(130)
where we have denoted
Iθ = 〈ω〉2‖θ‖σ,ζ + ‖θ‖σ+2,ζ











‖F‖σ,ζ + ‖Y1‖σ,ζ + |ζ|C2Iθ
]
(132)
so that we obtain, thanks to (123, i) in (d):
(a) |ζp0| ≤ C〈ω〉2Mσ
[
‖F‖σ,ζ + ‖Y1‖σ,ζ + |ζ|C2 Iθ
]
(b) I1 ≤ C〈ω〉2MσM−σ−2
[
‖F‖σ,ζ + ‖Y1‖σ,ζ + |ζ|C2 Iθ
]
(c) I2 ≤ C
[
‖F‖σ,ζ + ‖Y1‖σ,ζ + |ζ|C2 Iθ
]
(d) Iθ ≤ C
[




From corollary 2 we have 〈ω〉2MσM−σ ≤ 〈ω〉−1 for σ ∈]− 32 ,−12 [, thus we can
absorb Y1 in (133, b) to obtain:
‖Y1‖σ,ζ ≤ C〈ω〉2MσM−σ
[




(a) |ζp0| ≤ C〈ω〉2Mσ
[
‖F‖σ,ζ + |ζ|C2 Iθ
]
(b) I1 ≤ C〈ω〉2MσM−σ−2
[
‖F‖σ,ζ + |ζ|C2 Iθ
]
(c) I2 ≤ C
[
‖F‖σ,ζ + |ζ|C2 Iθ
]
(135)
Let us now examine (d). Using lemma 11 and corollary 2 we get:
(d) Iθ ≤ C
[













1 + |ζ|C1 〈ω〉2MσM−σ−2
] [




1 + |ζ|C1 ✶〈ζ〉≥〈ω〉κ + C1 ✶〈ζ〉≤〈ω〉κ
] [




‖F‖σ,ζ + |ζ|C2 Iθ
]
(136)
According to corollary 2, |ζ|C2 tends to 0 as 〈ω〉 goes to infinity, we thus
absorb Iθ in (d) then in (a, b, c) to conclude.
✷
Proof of lemma 11. Let s < 1
2




















































































(k + l)(|k − l| + 1)
]
(138)


































When l is much smaller or much larger than k, [ 1
k
+ k
(k+l)(|k−l|+1) ] is of the
same order as 1
k
; when l and k are of the same order, [ 1
k
+ k
(k+l)(|k−l|+1) ] is of
the same order as 1. Therefore we get:
















































∼ ζ2s + ζ2s−1 ∼ ζ2s
(141)
































2 + ζ2)s(g2ω,ζ + (1 + l
2 + 〈ζ〉2)2)|ϕl|2
∼ ∑l(1 + l2 + ζ2)s((gω,ζ + 〈ζ〉2)2 + l4)|ϕl|2
(144)
where gω,ζ can be either 〈ω〉2 or M−s−2M−s .


































l2(1 + l2 + ζ2)s((gω,ζ + 〈ζ〉2)2 + l4)
≤ C 1
k2

















































ζ−2s + (gω,ζ + 〈ζ〉2)−s−1/2
(gω,ζ + 〈ζ〉2)2
(148)
We have also: ∑
k






















(1 + k2 + ζ2)s
1

























C2(ω, ζ) = (〈ω〉2 + 〈ζ〉2)−1 + 〈ζ〉s(〈ω〉2 + 〈ζ〉2)−s/2−5/4
C1(ω, ζ) = (
M−s−2
M−s




We have easily, considering separately the cases s ≥ −1 and s ≤ −1:
|ζ|C2 ∼ |ζ| (〈ω〉2 + 〈ζ〉2)−1 + 〈ζ〉s+1(〈ω〉2 + 〈ζ〉2)−s/2−5/4
≤ C〈ω〉−1 + 〈ζ〉s+1〈ω〉−s−5/2
≤ C〈ω〉−1
(153)
which gives in particular (123, i).
Let us now turn to C1, and set
κ =












∼ (〈ζ〉s+2〈ω〉−2✶〈ζ〉≥〈ω〉κ + 〈ω〉s−1/2✶〈ζ〉≤〈ω〉κ)〈ζ〉−s〈ω〉2
∼ 〈ζ〉2✶〈ζ〉≥〈ω〉κ + 〈ζ〉−s〈ω〉s+3/2✶〈ζ〉≤〈ω〉κ
(155)
Thanks to (152), we get:
〈ζ〉C1✶〈ζ〉≥〈ω〉κ ∼ (〈ζ〉−2 + 〈ζ〉−5/2) 〈ζ〉✶〈ζ〉≥〈ω〉κ (156)
which gives (123, ii), as κ > 0. Then
C1✶〈ζ〉≤〈ω〉κ ∼ (〈ζ〉−s〈ω〉s+3/2 + 〈ζ〉2)−1 + 〈ζ〉s(〈ζ〉−s〈ω〉s+3/2 + 〈ζ〉2)−s/2−5/4
≤ (〈ω〉s+3/2 + 〈ζ〉2)−1 + 〈ζ〉s(〈ζ〉−s〈ω〉s+3/2 + 〈ζ〉−s)−s/2−5/4
≤ (〈ω〉s+3/2 + 〈ζ〉2)−1 + 〈ζ〉s2/2+9s/4(〈ω〉s+3/2 + 1)−s/2−5/4
(157)
with 〈ζ〉−s > 1 and 〈ζ〉2 > 〈ζ〉−s. Finally we notice that
s+ 3
2















3.5 End of the proof
We are now in a position to complete the proof, thanks to estimates (116) of
thm 3.




According to corollary 2, 〈ω〉2MσM−σ−2 ≤ C, therefore
‖Y ‖σ+2,ζ ≤ C‖F‖σ,ζ (160)
Inverting the Fourier-Laplace transform, one gets
Y ∈ L2(R+;Hσ+2ζ )
‖Y ‖L2(R+;Hσ+2ζ ) ≤ C‖F‖L2(R+;Hσζ )
(161)
hence (57) follows, for u and v.
The same argument applies to θ:
θ ∈ L2(R+;Hσ+2ζ )
‖θ‖L2(R+;Hσ+2ζ ) ≤ C‖F‖L2(R+;Hσζ )
(162)
and (57) is established for θ, so that (16) and (17) are proven.




[, one has Mσ ∼ 〈ζ〉
−σ
〈ω〉2 and with (116,a) one obtains
〈ζ〉σ+1|p0| ≤ C‖F‖σ,ζ (163)













[, we split p0 = q in q1 + q2 as follows:
q1 = p0 ✶〈ζ〉≤〈ω〉κ , q2 = p0 ✶〈ζ〉≥〈ω〉κ (165)
Similarly, lemma 9 gives for q2:






For q1, lemma 9 gives:









〈ζ〉 ≤ 〈ω〉κ = (|τ | + 〈ζ〉2)1/2 ⇒ 〈ζ〉 ≤ |τ |1/2 (170)





4 Remarks and further results
4.1 An explicit formula for the pressure












(ω2 − ν∂zz)−1[iξf1 + iηf2] dz (172)
where N is defined by formula (110). For the coupled system, (119) enables
us to write


















According to theorem 3, the terms involving u and θ are smooth enough that
the singular term of the pressure is given by











(ω2 − ν∂zz)−1[iξf1 + iηf2] dz
(174)
with N defined by (110).
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4.2 Proof of corollary 1
Under the assumptions of corollary 1, ϕX satisfies equation (15) with right-
hand side ϕF + ϕ′(t)X in (L2(0, T ;H−1))3 and with support in t > 0. The-
orem 1 gives (25). Thanks to the previous remark, we know that q splits
in q1 + q2, with q1 less smooth than q2, and we have explicitly (in Fourier
variables)













(indeed, the contribution of ϕ′(t)X is smooth, because C ∈ L2(0, T ;V))
Thus the following equivalence holds:









(∂t − ν∆)−1[ϕ∂xf1 + ϕ∂yf2] dz
]
∈ L2(0, T ;L2(T2))
(176)
✷
4.3 A counter-example to maximal estimates
In this paragraph, we construct a counter-example to the maximal estimate
(23) for σ < −1/2. It is sufficient to find F ∈ (L2(R,Hσ))3 such that the
gradient of the associated p0 is not in L
2 in time, as each other term of the
equations (15)(except ∂tX) are in L
2 in time.




[ and let α be such that α ∈]σ+ 1
2
, 0[. Let g(t) ∈ L2(R) with
support in t > 0. Let f ∈ Hσ, independent of time, be defined by





If ζ = (1, 0) then fζ,k = k
−α and if ζ 6= (1, 0) then fζ,k = 0.
Now let F ∈ (L2(R,Hσ))3 with support in t > 0 defined by F = (fg, 0, 0)
and let p be the pressure, solution of (15) with right hand side F . We write
p = q1 + p1 where ∇p1 is as smooth as F is, and q1 is explicitly given by
formula (174) (omitting the high frequency cut-off):











(ω2 − ν∂zz)−1[iξf(ξ, η, z)g(τ)] dz (178)
Therefore q1(t, x, y) = q1(t) e
ix and the Fourier transform of q1(t) is
q1(τ) = g(τ)m(τ)









(ω2 − ν∂zz)−1[f(1,0)(z)] dz
(179)
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k ((1 + νk
2π2
a2





k ((1 + νk
2π2
a2
)2 + τ 2)
(181)
We have, as α+ 3 > 1:





k ((1 + νk
2π2
a2









k ((1 + νk
2π2
a2





k ((1 + νk
2π2
a2





x(x4 + τ 2)
∼ |τ |−α/2
(182)
Moreover we know that N−1 → 1 as |τ | → +∞, thus we have, if |τ | is large
enough
|m(τ)| ≥ C|τ |−α/2 (183)
So finally, for |τ | large enough
|q1(τ)| ≥ C |g(τ)| |τ |−α/2 (184)
Choose now g ∈ L2(R), with support in t > 0, such that g /∈ Hs(R) for all
s > 0. Then |g(τ)| |τ |−α/2 is not in L2(τ ∈ R) (because −α > 0), and the
pressure q1(t)e
ix is not L2 in time and neither is its gradient.
32
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de Stokes. Comm. Partial Differential Equations, 27(3-4):437–475, 2002.
[2] V. Girault and P.-A. Raviart. Finite element approximation of the Navier-
Stokes equations, volume 749 of Lecture Notes in Mathematics. Springer-
Verlag, Berlin, 1979.
[3] C. Hu, R. Temam, and M. Ziane. Regularity results for linear elliptic
problems related to the primitive equations. Chinese Ann. Math. Ser. B,
23(2):277–292, 2002. Dedicated to the memory of Jacques-Louis Lions.
[4] J.-L. Lions, R. Temam, and S. H. Wang. New formulations of the prim-
itive equations of atmosphere and applications. Nonlinearity, 5(2):237–
288, 1992.
[5] M. Nodet. Mathematical modelling and assimilation of Lagrangian data
for oceanography. PhD thesis, Université de Nice, 2005.
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