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We prove the so-called Tn conjecture: for every real-monic
polynomial p(x) of degree n  2 there exists an n by nmatrix with
sign pattern
Tn =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
− + 0 · · · 0
− 0 . . . ...
0
. . .
. . .
. . . 0
.
.
.
. . . 0 +
0 · · · 0 − +
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
whosecharacteristicpolynomial isp(x). Theproof converts theprob-
lem of determining the nonsingularity of a certain Jacobi matrix to
the problem of proving the non-existence of a nonzeromatrix B that
commuteswith anilpotentmatrixwith signpattern Tn andhas zeros
in positions (1, 1), and (j + 1, j) for j = 2, . . . , n − 1.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
A sign pattern S = [sjk] is a matrix with entries from the set {+, 0,−}. The qualitative class, Q(S),
of S consists of all matrices A = [ajk] with the same dimensions as S such that ajk > 0 if sjk = +,
ajk < 0 if sjk = −, and ajk = 0 if sjk = 0.
An n by n sign pattern S is a spectrally arbitrary pattern (or a SAP for short) provided for each real,
monic polynomial p(x) of degree n there exists a matrix A ∈ Q(S) whose characteristic polynomial
∗ Corresponding author.
E-mail addresses: cgarnett@uwyo.edu (C. Garnett), bshader@uwyo.edu (B.L. Shader).
0024-3795/$ - see front matter © 2011 Elsevier Inc. All rights reserved.
http://dx.doi.org/10.1016/j.laa.2011.06.051
4452 C. Garnett, B.L. Shader / Linear Algebra and its Applications 436 (2012) 4451–4458
equals p(x). SAPs were introduced in [4], and there are several recent papers on the subject (see the
survey [3] and references therein).
The n by n sign pattern
Tn =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
− + 0 · · · 0
− 0 . . . ...
0
. . .
. . .
. . . 0
...
. . . 0 +
0 · · · 0 − +
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
which has − in positions (1, 1) and (j + 1, j) (j = 1, . . . , n − 1), + in positions (n, n) and (j, j + 1)
(j = 1, 2, . . . , n − 1), and 0s elsewhere was studied in [4], where it was shown that Tn is a SAP for
n  7. This result was later extended to n  16 in [5], where it is conjectured that Tn is a SAP for all
n  2. This paper proves the validity of the conjecture.
The nilpotent-Jacobian method (or NJ-method for short) is a useful way for proving that a sign
pattern is spectrally arbitrary, and is the method used in [4,5] to establish that Tn is a SAP for small
n. The NJ-method is described as follows. Let A = [ajk] be an n by n nilpotent matrix, and let V ={(j1, k1), . . . , (jn, kn)} be positions of n selected nonzero entries of A. Consider the matrix Z obtained
from A by replacing its (j, k)-entry by the indeterminate y for  = 1, 2, . . . , n. Let cZ = det(xI−Z)
be the characteristic polynomial of Z. Then there exist polynomials q1, . . . , qn in the y’s such that
cZ = xn + q1xn−1 + q2xn−2 + · · · + qn. Set J to be the Jacobi matrix of the polynomials q1, . . . , qn
with respect to y1, . . . , yn; that is, the (j, k)-entry of J is
∂qj
∂yk
. The nilpotent-Jacobi method asserts that
if A is a nilpotent matrix and J|Z=A is nonsingular, then the sign pattern of A is a SAP.
Recently, it is shown in [1] that for n  2 the n by nmatrix
An =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−f1 f1
−f2 0 f2
. . .
. . .
. . .
−fk−1 0 fk−1
−fk 0 fk
−fk+1 0 fk+1
. . .
. . .
. . .
−fn−1 0 fn−1
−fn fn
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where
fk = .5 csc
(
(2k − 1)π
2n
)
is a nilpotent matrix in Q(Tn) for n  2. This was accomplished by relating the vectors e1, Ae1,
A2e1, . . . , A
n−1e1 to Chebyshev polynomials, showing these vectors are linearly independent and that
Ane1 = 0, where e1 is the n by 1 vector with a 1 in position 1 and 0s elsewhere.
In this paper we show that there is a suitable choice of n positions of An (n  2) corresponding
to nonzero entries for which the NJ-method yields a nonsingular Jacobi matrix and hence Tn is a
SAP. Our proof relies on an interpretation of the entries of the Jacobi matrix as certain entries of
the adjugate of xI − An, showing that the non-vanishing of the Jacobian (i.e. the determinant of the
Jacobi matrix) corresponds to the non-existence of a matrix B in the centralizer of An that satisfies
b12 = b23 = · · · = bn,n−1 = 0 and b11 = 0, and then proving the non-existence of such a matrix.
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2. Preliminary results
In this sectionwe provide a new, useful method for establishing nonsingularity of the Jacobi matrix
in the NJ-method.
There are two challenges in the use of the NJ-method. The first is the problem of finding a nilpotent
matrix with the prescribed sign pattern. The second is showing that a corresponding Jacobi matrix is
nonsingular. To date the second has been accomplished by showing that the determinant of a given
Jacobi matrix is nonzero. In small cases this can be done numerically (see [5]). We introduce a new
technique that avoids the computation of a determinant, by transforming the problem into a problem
about the centralizer of the nilpotent matrix.
It is well known, and easy to prove that the coefficients of the characteristic polynomial of an n by
n matrix are polynomials in the entries of the matrix. We now relate the partial derivatives of such
polynomials to the classical adjugate. Let Y = [yjk] be an n by n matrix of distinct indeterminates,
and let A = [ajk] be an n by n matrix of real numbers. For a matrix M and indices j and k, we denote
the matrix obtained from M by deleting row j and column k by M(j, k), and the (j, k)-entry of M by
Mjk . Let adj(xI − Y) be the classical adjugate of xI − Y , that is, adj(xI − Y) is the n by nmatrix whose
(j, k)-entry is
(−1)j+k det[xI − Y](k, j).
Note that adj(xI − Y) evaluated at Y = A equals adj(xI − A).
Now let cY = det(xI− Y) be the characteristic polynomial of Y . Wemay view cY as a polynomial in
xwhose coefficients are polynomials in the variables yjk . Thus, there exist polynomials p1, p2, . . . , pn
in the variables yjk such that
cY = xn + p1xn−1 + · · · + pnx0.
For a given  and pair (j, k), we wish to compute ∂p
∂yjk
. We note that when all variables except yjk are
kept fixed, the multilinearity of the determinant implies that cY is a linear function of yjk , and hence
∂p1
∂yjk
xn−1 + ∂p2
∂yjk
xn−2 + · · · + ∂pn
∂yjk
= −adj(xI − Y)kj. (1)
By evaluating at Y = A, we have
∂cY
∂yjk Y=A
= −adj(xI − A)kj. (2)
Thus, we have the following, which is also recently proven in [2].
Lemma 1. Let Y = [yjk] be an n by nmatrix of distinct indeterminates, A = [ajk] be an n by n real matrix,
and cY = det(xI − Y) = xn + p1xn−1 + · · · + pn, where p1, . . . , pn are polynomials in the yjks. Then
− ∂p
∂yjk Y=A
= the coefficient of xn− in adj(xI − A)kj.
We now specialize to the case that A is nilpotent.
Corollary 2. Let Y = [yjk] be an n by n matrix of distinct indeterminates, A = [ajk] be an n by n nilpotent
matrix, and
cY = det(xI − Y) = xn + p1xn−1 + · · · + pn,
where p1, . . . , pn are polynomials in the yjks. Then
∂p
∂yjk Y=A
= −A−1kj .
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Proof. Since A is nilpotent, the characteristic polynomial of A is cA(x) = xn, xI − A is invertible, and
(over the field of rational functions in x)
1
det(xI − A)adj(xI − A) = (xI − A)
−1 = 1
x
(I − 1
x
A)−1
= 1
x
(
I + 1
x
A + 1
x2
A2 + · · · + 1
xn−1
An−1
)
.
Since det(xI − A) = xn, simplification yields
adj(xI − A) = xn−1I + xn−2A + · · · + x0An−1.
Thus the coefficient of xn− in adj(xI − A)kj is equal to A−1kj , and the result follows from Lemma 1. 
As in the set-up for theNJ-method, letA = [ajk]be annbynnilpotentmatrix, letV = {(j1, k1), . . . ,
(jn, kn)} be positions of n selected nonzero entries of A, Z be obtained from A by replacing its (j, k)-
entry by the indeterminate y for  = 1, 2, . . . , n and cZ = det(xI − Z) = xn + q1xn−1 + q2xn−2 +· · · + qn be the characteristic polynomial of Z. Then each qk can be obtained from pk by specifying the
indeterminates in Y corresponding to constant entries in Z , and replacing yjm,km by ym for each m. It
now follows from Corollary 2 that
∂q
∂ym Z=A
= −A−1kmjm
for m = 1, 2, . . . , n. One way to check that J|Z=A is nonsingular is to verify that the determinant of
J|Z=A is nonzero. Another way, which uses the above results, is the following.
Theorem 3. Let A, Z, J|Z=A be as described above. Then J|Z=A is singular if and only if there exists a nonzero
polynomial p(x) of degree at most n − 1 such that p(A) has 0s in the (k1, j1), . . . , (kn, jn) positions.
Proof. By Corollary 2, the (k1, j1), . . . , (kn, jn)-entries of A
−1 are the values of ∂p
∂yj1,k1
,
∂p
∂yj2,k2
,
∂p
∂yj3,k3
,
. . . , ∂p
∂yjn,kn
evaluated at Z = A.
Thus, J|Z=A is singular if and only if there exist real numbers c0, . . . , cn−1, not all zero, such that
c0 + c1A + · · · + cn−1An−1 has zeros in positions (ks, js) for s = 1, 2 . . . , n, or equivalently if and
only if there is a nonzero polynomial p(x) of degree at most n − 1 such that p(A) has 0s in positions
(k1, j1), (k2, j2), . . . , (kn, jn). 
Note that if the nilpotentmatrix A has rank n−1 (as is the casewhen A ∈ Q(Tn)), then a polynomial
of degree at most n − 1 in A results in O if and only if the polynomial is the zero polynomial. Hence if
A has rank n− 1, then we can replace the only if condition in Theorem 3 by the condition that there is
a nonzero matrix in the centralizer of A and has 0 in positions (k1, j1), (k2, j2), . . . , (kn, jn). Also note
that if the rank, r, of A is less then n, then Ar is a polynomial in A of degree less than nwith each entry
0, and hence J|Z=A is singular.
3. Matrices that commute with a nilpotent matrix inQ(Tn)
In this sectionweestablish somepreliminary results about the types ofmatrices that commutewith
a nilpotent matrix in Q(Tn). We begin with a result about matrices that commute with a tridiagonal
matrix. A tridiagonal matrix is irreducible if all of its super- and sub-diagonal entries are nonzero.
Lemma 4. Let A be an n by n irreducible, tridiagonal matrix and let B be an n by nmatrix in the centralizer
of A and whose first row is all 0s. Then B = O.
Proof. We use induction on r to prove that row r of B is all 0s. The statement is clear for r = 1.
Proceeding by induction, we assume r > 1, and rows 1 through r − 1 of B are all zeros. Clearly row
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r − 1 of BA is all zeros. Row r − 1 of AB is a linear combination of rows r − 2, r − 1 and r of B. By
induction, rows r − 2 and r − 1 of B are all zeros. Thus row r − 1 of AB equals ar−1,r · (row r of B). The
irreducibility of A implies that ar−1,r = 0, and we conclude that row r of B is zero. 
The next lemma shows that Q(Tn) has a nilpotent matrix of a special form.
Lemma 5. For n  2, there exists a nilpotent matrix A ∈ Q(Tn) such that ann = −a11, aj,j+1 = −aj+1,j
and aj,j+1 = an−j,n+1−j (j = 1, . . . , n − 1).
Proof. Consider the matrix A obtained from An (defined towards the end of Section 1) by replacing
its (j, j + 1) and (j + 1, j) entries by
√
fjfj+1 and −
√
fjfj+1, respectively, for j = 1, 2, . . . , n − 1. As
the (j, j + 1) entry occurs as a factor in a term in det(xI − T), where T is an irreducible tridiagonal
matrix, if and only if the (j+1, j)-entry occurs, it is easy to verify An and A have the same characteristic
polynomial. Thus A is nilpotent. Since csc(x) = csc(π − x) it is also easy to verify that the entries of
A satisfy the claimed equalities. 
Lemma 6. Let A be a nilpotent matrix in Q(Tn) satisfying the conditions in Lemma 5, and let B = [bjk]
be a matrix in the centralizer of A with b11 = 0 and b21 = b32 = · · · = bn,n−1 = 0. Then bnn = 0 and
bjk = (−1)j−kbkj for all j and k.
Proof. Let D = diag(i, i2, i3, . . . , in), where i is a square root of −1. Evidently, (DAD−1)k+1,k =
iak+1,k = −iak,k+1 = (DAD−1)k,k+1 and henceDAD−1 is symmetric. SinceDAD−1 is nilpotent of rank
n− 1 and B commutes with A, DBD−1 is a polynomial in DAD−1. Hence DBD−1 is symmetric. It follows
that for j = k, bjk = (−1)j−kbkj . In particular, b12 = b23 = · · · = bn−1,n = 0.
Using the zero–nonzero patterns of A and B, we see that for j < n the (j, j)-entry of AB is 0, and
(AB)nn = annbnn. Since B is a polynomial in A, AB is a linear combination of A, A2, . . . , An−1. Because
A is nilpotent, it follows that 0 = tr(AB) = annbnn. As ann = 0, we conclude that bnn = 0. 
4. Proof of the Tn conjecture
We now use the previously established results to prove the Tn conjecture.
Lemma 7. Let A be a nilpotent matrix in Q(Tn) satisfying the conditions of A in Lemma 5 with n  2,
and let B = [bjk] be a matrix in the centralizer of A with b11 = bnn = 0 and bj+1,j = 0 = bj,j+1
(j = 1, 2, . . . , n − 1) and bjk = (−1)k−jbkj for all j and k. Then B = O.
Proof. Viewing the entries b22, . . . , bn−1,n−1, bjk (1  j and j+ 2  k  n) as variables, the identity
AB − BA = O gives rise to a system of linear equations. There is one equation Ejk for each j and k
with 1  j < k  n; namely Ejk is the homogeneous equation obtained by equating the jk entries of
AB − BA and O.
Note that for 1  j and j + 2  k  n, and 1   and  + 2  n the coefficient of bjk in Em is 0
unless
(a) j = , and k = m − 1, in which case the coefficient is −am−1,m;
(b) j =  and k = m = n, in which case the coefficient is a − ann = a + a11 ∈ {2a11, a11};
(c) j =  and k = m + 1, in which case the coefficient is −am+1,m = am,m+1;
(d) k = m and j =  − 1, in which case the coefficient is a,−1 = −a−1,;
(e) k = m and j =  + 1, in which case the coefficient is a,+1; or
(f) k = m and j = 1, in which case the coefficient is in {a11, 2a11}.
It can now be verified that whenever (j, k) and (,m) satisfy 1  j, j + 2  k  n, 1   and
 + 2  m  n, the coefficient of bjk in Em is the opposite of the coefficient of bm in Ejk . Also note
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that the coefficient of bjj in Ek is 0 unless j = k and  = k + 1, or j =  and  = k + 1, and that in
these cases the coefficient is −ak,k+1 and ak,k+1 respectively.
If we place the variables in the order
b22, b33, . . . , bn−1,n−1,
b13, b24, . . . , bn−2,n,
b14, . . . , bn−3,n,
...
b1,n−1, b2n,
b1n
and the equations in the order
E12, E23, . . . , En−1,n,
E13, . . . , En−2,n,
...
E1n,
then it can be seen (by using the observations in the previous paragraph) that the coefficient matrix
of the system of linear equations has the form
M =
⎡
⎣ X Y
O D + S
⎤
⎦ , (3)
where X is an (n − 1) by (n − 2) matrix, S is a skew-symmetric matrix, and D is a diagonal ma-
trix whose nonzero diagonals are a11 in the diagonal positions intersecting the rows indexed by
E12, E13, . . . E1,n−1, E2n, E3n, . . . , En−1,n, and a 2a11 in the diagonal position that intersects the row
indexed by E1n. Also X has the form⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a12 0 0
−a23 a23 0
0 −a34 a34 0
...
...
. . .
. . .
. . .
0 0 an−3,n−2 0
0 0 −an−2,n−1 an−2,n−1
0 0 0 −an−1,n
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Note that solutions to Mz = 0 correspond to Bs with AB − BA = O. Suppose that Mz = 0. Then
(D+ S)w = 0, wherew is the tail end of z. It follows that 0 = wT (D+ S)w = wTDw, since S is skew-
symmetric. As the only nonzero diagonal entries of D are a11 and 2a11, and we know the locations
of such entries, we conclude that z has 0s in positions corresponding to the variables b13, . . . , b1n,
b2n, . . . , bn−2,n. Thus, if AB − BA = 0, we have the first row (and last column) of B all 0s. By Lemma
4, this implies that B = O. 
Corollary 8. Tn is a spectrally arbitrary pattern for all n  2.
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Proof. By Lemma 5 , there is a nilpotent matrix A in Tn satisfying ann = −a11, aj+1,j = −aj,j+1, and
aj,j+1 = an−j,n+1−j (j = 1, 2, . . . , n − 1). We show that Tn is a SAP, by applying the NJ-method to Tn
using the nilpotent realization A and variable set V = {(1, 1), (1, 2), (2, 3), (3, 4), . . . , (n − 1, n)}.
By Theorems 3, and Lemma 7, the corresponding Jacobi matrix (when evaluated at A) is nonsingular.
Hence the NJ-method is applicable, and Tn is a SAP. 
We conclude this paper by illustrating the above argument with a concrete example, namely the
case n = 6, whose computations have been carried out using Maple. The matrix A6 is diagonally
similar to
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a11 a12 0 0 0 0
−a12 0 a23 0 0 0
0 −a23 0 a34 0 0
0 0 −a34 0 a45 0
0 0 0 −a45 0 a56
0 0 0 0 −a56 −a11
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Let B be a matrix which commutes with A and has 0s in positions (1, 1), (1, 2), …, (1, 6). Then by
Lemma 6, B has the form
B =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 b13 b14 b15 b16
0 b22 0 b24 b25 b26
b13 0 b33 0 b35 b36
−b14 b24 0 b44 0 b46
b15 −b25 b35 0 b55 0
−b16 b26 −b36 b46 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The matrix AB − BA is⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
a12b22
+a23b13
a11b13
+a34b14
a11b14+a12b24
−a34b13+a45b15
a11b15+a12b25
−a45b14+a56b16
2a11b16
+a12b26−a56b15
a12b22
+a23b13
0
−a12b13+a23b33
−a23b22+a34b24
−a12b14
+a45b25
−a12b15+a23b35
−a45b24+a56b26
−a12b16+a23b36
−a56b25+a11b26
−a34b14
−a11b13
−a12b13+a23b33
−a23b22+a34b24
0
−a23b24+a34b44
−a34b33+a45b35
−a23b25
+a56b36
−a23b26+a34b46
−a56b35+a11b36
a11b14+a12b24
−a34b13+a45b15
−a45b25
+a12b14
−a23b24+a34b44
−a34b33+a45b35
0
−a34b35+a45b55
−a45b44+a56b46
−a34b36
+a11b46
a45b14−a56b16
−a11b15−a12b25
−a12b15+a23b35
−a45b24+a56b26
−a56b36
+a23b25
−a34b35+a45b55
−a45b44+a56b46
0
−a45b46
−a56b55
2a11b16
+a12b26−a56b15
a56b25−a11b26
+a12b16−a23b36
−a23b26+a34b46
−a56b35+a11b36
−a11b46
+a34b36
−a45b46
−a56b55
0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Thus, for example, equation E25 is −a12b15 + a23b35 − a45b24 + a56b26 = 0 and equation E35 is−a23b25 + a56b36 = 0. We see that the coefficients of b25 in E35 and b35 in E25 are opposite.
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The coefficientmatrix of this systemofhomogeneous equations (augmentedby the rowandcolumn
indices) is⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
b22 b33 b44 b55 b13 b24 b35 b46 b14 b25 b36 b15 b26 b16
E12 a12 0 0 0 a23 0 0 0 0 0 0 0 0 0
E23 −a23 a23 0 0 −a12 a34 0 0 0 0 0 0 0 0
E34 0 −a34 a34 0 0 −a23 a45 0 0 0 0 0 0 0
E45 0 0 −a45 a45 0 0 −a34 a56 0 0 0 0 0 0
E56 0 0 0 −a56 0 0 0 −a45 0 0 0 0 0 0
E13 0 0 0 0 a11 0 0 0 a34 0 0 0 0 0
E24 0 0 0 0 0 0 0 0 −a12 a45 0 0 0 0
E35 0 0 0 0 0 0 0 0 0 −a23 a56 0 0 0
E46 0 0 0 0 0 0 0 a11 0 0 −a34 0 0 0
E14 0 0 0 0 −a34 a12 0 0 a11 0 0 a45 0 0
E25 0 0 0 0 0 −a45 a23 0 0 0 −a12 a56 0
E36 0 0 0 0 0 0 −a56 a34 0 0 a11 0 −a23 0
E15 0 0 0 0 0 0 0 0 −a45 a12 0 a11 0 a56
E26 0 0 0 0 0 0 0 0 0 −a56 a23 0 a11 −a12
E16 0 0 0 0 0 0 0 0 0 0 9 −a56 a12 2a11
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
As claimed, the coefficient matrix M has the form in (3), where the S is skew-symmetric. Thus, if
Mz = 0 then b13 = b14 = b15 = b16 = 0 and b26 = b36 = b46 = 0. Hence, B must have all zeros in
its first row. By Lemma 4, B = O. Hence, by Corollary 1, the Jacobi matrix associated with A and the
entries in positions V = {(1, 1), (1, 2), (2, 3), . . . , (5, 6)} is invertible. Hence (by the NJ method), T6
is a spectrally arbitrary sign pattern.
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