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Abstract This paper develops a design method for the interconnections of
a network of Andronov-Hopf oscillators such that the system exhibits a de-
sired strange attractor. Because of the structure of the oscillators, the desired
behavior can be achieved via weak linear coupling, which destabilizes the os-
cillators’ phase difference. First, a set of sufficient conditions are established
that result in phase destabilization, and thus instability, of a desired periodic
solution. Then, an additional condition is determined to ensure that all har-
monic periodic orbits will be unstable. Finally, additional numerical properties
are assessed, where tuning of a small parameter can result in chaos.
Keywords Strange attractors · Chaos · Anti-control · Andronov-Hopf
oscillators
1 Introduction
Evidence of strange attractors and chaos are prevalent in various biological
systems, particularly in neural dynamics and cardiac rhythm. Chaotic regimes
have been observed in the nervous system [1] and neural assemblies, and are
known to promote adaptability and flexibility [2]. Strange attractors have also
been found to be related to neuromuscular control of locomotion [3,4] and
the ability to rapidly switch between various gaits available in the attractor
[5]. Furthermore, various evidence suggests that the dynamics of brain waves
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are best described by strange nonchaotic attractors [6], which have fractal
structures but are not sensitive to initial conditions.
Due to the observed benefits and potential applications, the problem of
“anti-control”, or forced generation of chaotic behavior, has received signifi-
cant interest. However, little work has focused on the design of chaotic attrac-
tors with specified (unstable) limit cycles in the attractor, where chaos could
potentially be exploited to stabilize the desired orbits through small control
[7]. Moreover, most of the research has solely focused on discrete-time sys-
tems. In particular, Chen-Lai developed an algorithm for chaotification using
linear state-feedback and mod-operations [8,9]. However, their methods can-
not be modified or applied to continuous-time systems. Various schemes have
been studied in the literature for the anti-control of continuous-time systems,
including applying suitable control inputs to force the system to match a pre-
designed chaotic system [10,11]. Other works generate chaos via time-delayed
feedback, but require simulation results and parameter tuning [12–15]. Most
recently, [16] provided semi-analytical guidelines for designing a chaotic sys-
tem. However, their method requires nonlinear control, and does not apply to
systems where the necessary nonlinearity is embedded in the plant. Moreover,
the final chaotic motion is not on a designed strange attractor. Thus, it re-
mains open how to design a continuous-time system such that it possesses a
strange attractor with desired limit cycles embedded in the attractor.
In this paper, we address this open problem and consider the case where
the plant is a set of coupled oscillators. Due to their ability to capture complex
dynamic behavior with a fairly simple structure, Andronov-Hopf oscillators are
widely used to model networks of neurons in biological systems [17,18]. To this
end, we choose a set of linearly coupled two-dimensional Andronov-Hopf oscil-
lators, and find conditions on the interconnections that result in the existence
of a strange attractor, with a desired limit cycle embedded in the attractor.
First, we determine sufficient conditions to ensure the phase instability of a de-
sired limit cycle, with a designable instability magnitude and direction. Then,
we consider a special case of “pseudo-antisymmetric” weak coupling and de-
termine sufficient conditions to guarantee that all harmonic periodic orbits are
unstable. Finally, using numerical evidence, we consider several additional con-
ditions that increase disorder and contribute to the transition from a strange
nonchaotic attractor to a chaotic attractor. Preliminary results of this research
were presented in [19].
The contents of this paper are organized as follows. In Section 2, we briefly
review some mathematical definitions for various types of attractors and their
essential quantitative tools. Section 3 is devoted to the description of the
Andronov-Hopf oscillator model and the control objective. In Section 4, suf-
ficient conditions for the instability of a designated orbit are found, followed
by the development of additional specifications to ensure instability of all
harmonic orbits in Section 5. Two numerical examples are then presented in
Section 6 to demonstrate the effectiveness of the method. Finally, Section 7
concludes the main findings.
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2 Preliminary definitions
Consider an autonomous nonlinear system
x˙= f(x), (1)
where x(t) ∈Rn. If the solution of the n-dimensional system approaches a set
of states or points in phase space after transients die out, then that set is
called an attractor. Classical types of attractors include stable equilibrium
points, limit cycles, and quasi-periodic orbits. In the phase space, or the space
whose coordinates are the state variables, these motions are associated with
a fixed point, a closed curve, and a surface, respectively. It is also possible for
an attractor in the phase space to be a fractal set: a set of points with a
non-integer fractal dimension less than n. In that case, the attractor would be
classified as strange. Hence, a strange attractor is an attractor with dimen-
sion d < n, where d is a non-integer [20]. In order to calculate the dimension
of an attractor in an n-dimensional state space, we consider the Hausdorff
dimension and the following definition.
Definition 1 [21] Consider a set in an m-dimensional Euclidean space cov-
ered by m-dimensional cubes of edge length i. Let
ld = lim
→0
inf
∑
i
di , subject to i ≤ ,
where the infimum is taken over all feasible coverings. The Hausdorff dimen-
sion of the set is defined as the critical positive value of d, such that lc = 0 if
c > d and lc =∞ if c < d.
It is reasonable to assume that all trajectories with initial conditions in
the basin of an attractor will have the same maximum Lyapunov expo-
nent, which measures the exponential attraction or separation rate of an in-
finitesimally perturbed trajectory [21]. In this paper, we consider the following
definition.
Definition 2 Suppose x¯(t) is a trajectory of the system (1). The maximum
Lyapunov exponent, which measures the exponential attraction or separation
in time of adjacent trajectories to x¯(t), is defined as follows. Let Φ(t)∈ Rn×n
be the fundamental matrix for the system linearized about x¯(t), given by
Φ˙(t) =A(t)Φ(t), Φ(0) = I, A(t) := ∂f(x¯)
∂x
. (2)
Define the maximum singular value of the fundamental matrix, σ(t) = σ¯(Φ(t)).
Then, the maximum Lyapunov exponent of x¯(t) is defined as [22]
λ := lim
t→∞
1
t
lnσ(t).
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An attractor is classified as chaotic when there exists a bounded solution
x¯(t), with the initial condition on the basin of the attractor, such that λ > 0.
This condition is valid for numerical analysis due to inaccuracies in numerical
simulations, which prevent a trajectory from settling on an unstable limit
cycle, even with exact initial conditions on the limit cycle. Hence, if one such
solution x¯(t) is numerically found, then the corresponding attractor is chaotic.
When x¯(t) is a known (or desired in the case of design) analytical solution of
the system, λ > 0 is only a sufficient condition for x¯(t) being unstable. For
instance, an exponentially unstable periodic solution x¯(t) has λ > 0, but its
orbit is not an attractor and hence we do not classify it as chaotic. One may
be tempted to conclude existence of a chaotic attractor by instability of a
periodic orbit and boundedness of every nearby trajectories. However, this is
clearly false because there may be a different stable limit cycle or equilibrium
point nearby for the trajectory to settle to, in which case, λ is non-positive.
This will be explored further in Section 4.
3 Problem formulation
Consider a network of n coupled two-dimensional Andronov-Hopf oscilla-
tors, given by
x˙=
[E(x) −I
I E(x)
]
x+u(x), (3)
x=
[
q
p
]
,
E(x) := diag(a1, . . . ,an),
ai := 1− (q2i +p2i ),
where x ∈R2n, and the coupling enters through the control input u(x) ∈R2n.
Without a coupling term, the system has the general periodic solution x(t) =
ξ(t) with
ξ(t) =
[
Cη1˚
Sη1˚
]
, η := t˚1+ϕ, 1˚ := col(1, ...,1), (4)
where ϕ ∈ Rn are arbitrary, and
Cz := cos(diag(z)), Sz := sin(diag(z)),
for an arbitrary vector z. Because the plant can be separated into a skew-
symmetric section and a nonlinear section, coming from the E(x) term, ξ(t)
is amplitude and period locked at 1˚ and 2pi seconds, respectively. However,
the phase ϕ ∈ Rn remains arbitrary and a function of the initial conditions.
Sinusoidal orbits with different amplitudes and frequencies can be considered,
but these values are normalized here without loss of generality.
Our objective is to design the feedback control law u(x) such that the
system contains a strange attractor, with an unstable limit cycle embedded in
the attractor. We assume that the target limit cycle, denoted by ξˆ(t), is given
by (4) with a specific phase ϕ= ϕˆ ∈ Rn. Hypothetically, the controller would
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add weak coupling between the oscillators, such that the amplitudes remain
bounded in the neighborhood of 1˚, while the phase dynamics destabilize so
that the trajectory never settles at a stable harmonic limit cycle. It is well
understood that fractal dynamics is only feasible in a nonlinear system. Since
the plant, without controller input u(x) is already nonlinear, it is possible to
generate a strange attractor and achieve our goal using a linear controller,
given by
u= εHx. (5)
With the form in (5), the controller represents the linear coupling between the
oscillators. In order to maintain the stability of the oscillators’ amplitudes, we
only consider weak coupling, where the order of the coupling is denoted by a
sufficiently small ε > 0.
Without coupling (ε = 0), condition E(x) = 0 defines an invariant set as
a group of n circular orbits on the (qi,pi) planes. With the weak coupling,
smallness of |ε| ensures existence of an invariant set in the neighborhood of
the original invariant set.
Lemma 1 Consider system (3) with (5). For each scalar δ ∈ (0,1/2), there
exists ε¯ > 0 such that the set
Sδ := { x ∈ R2n : 1− δ ≤ q2i +p2i ≤ 1 + δ, x= col(q,p), i ∈ In },
In := {1,2, . . . ,n} (6)
is invariant whenever |ε|< ε¯. Moreover, the invariant set Sδ is locally attrac-
tive in the sense that, given any nonzero initial state, not in Sδ, but in the
neighborhood of Sδ, the trajectory x(t) eventually enters Sδ.
Proof See Appendix.
A chaotic attractor may be embedded in the invariant set Sδ if we ensure
that there is no stable equilibrium nor periodic orbit in it. In the next sec-
tion, we will develop a sufficiency condition on the weak coupling εH that
analytically guarantees the instability of a particular periodic orbit ξˆ(t) that
resides in Sδ. We will then formulate additional specifications to ensure the
instability of all harmonic orbits in Section 5, and present numerical examples
in Section 6.
4 Conditions for orbital instability
In the study of system stability, Lyapunov exponents are generally used to
quantify a system’s sensitivity to initial conditions via numerical simulations.
In this paper, however, we will use the definition of the maximum Lyapunov
exponent to analytically design the instability of a desired solution of the
system.
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4.1 General condition for positive Lyapunov exponent
Although the maximum Lyapunov exponent is a practical and effective tool
in the numerical analysis of chaotic systems, it is difficult for use in analytical
analysis. Thus, we consider an exponentially weighted fundamental matrix
given by
Ψ(t) := e−µtΦ(t), Ψ˙(t) = (A(t)−µI)Ψ(t), Ψ(0) = I, (7)
for some constant µ ∈R. Note that with Ψ , the maximum Lyapunov exponent
is given by
λ= µ+ lim
t→∞
1
t
ln ||Ψ(t)||.
We now see that
λ < µ ⇒ lim
t→∞ ||Ψ(t)|| → 0,
λ > µ ⇒ lim
t→∞ ||Ψ(t)|| →∞.
Thus, a lower bound, useful for the coupling design, can now be derived from
the following characterization of the maximum Lyapunov exponent:
λ= supµ subject to lim
t→∞ ||Ψ(t)|| →∞. (8)
Using this lower bound, as well as matrix norm and trace properties, we can
formulate a sufficiency condition for the positivity of the maximum Lyapunov
exponent. First, we prove a preliminary result in Lemma 2. To state the re-
sult, let P be the set of bounded, continuously differentiable, matrix-valued
functions P (t) such that P (t) = P (t)T ≥ 0 and P (t) is nonzero for all t≥ 0.
Lemma 2 Let ρ(t)≥ 0 be a scalar function such that tr(Φ(t)TP (t)Φ(t))≥ ρ(t)
for some P ∈ P. Consider the maximum Lyapunov exponent λ characterized
in (8), and define µ˜ as
µ˜ := supµ such that lim
t→∞e
−2µtρ(t)→∞,
Then, it always holds that λ ≥ µ˜. Thus, µ˜ > 0 is a sufficient condition for
λ > 0.
Proof See Appendix.
Using this Lemma, we can now determine a sufficient condition that ensures
the positivity of the maximum Lyapunov exponent of a given trajectory x¯(t).
Lemma 3 Consider a nonlinear system x˙ = f(x) and an arbitrary solution
x¯(t) defined for t ≥ 0, where the linearized system about x¯(t) is given by (2).
Suppose there exist a P ∈ P, a scalar-valued function α(t) ∈ R, and scalars
t1 ≥ 0 and  > 0, such that the following conditions are satisfied for all t≥ t1:
A(t)TP (t) +P (t)A(t)+P˙ (t)≥ α(t)P (t),
∫ t
t1
α(t)dt≥ (t− t1).
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Then it is guaranteed that λ≥ /2, where λ is the maximum Lyapunov exponent
of x¯(t).
Proof We are going to prove this using the lower bound in Lemma 2 above.
Using the dynamics,
d
dt
tr
(
Φ(t)TP (t)Φ(t)
)
= tr
(
Φ(t)T(A(t)TP (t) +P (t)A(t)+P˙ (t))Φ(t)
)
,
≥ α(t) tr
(
Φ(t)TP (t)Φ(t)
)
holds for all t ≥ 0. Then, using a lower bound version of the Gronwall’s in-
equality,
tr
(
Φ(t)TP (t)Φ(t)
)
≥ e
∫ t
0 α(t)dt tr
(
P (0)
)
=: ρ(t).
Now, for µ˜ := /2 and an arbitrary δ > 0, we have
e−2(µ˜−δ)tρ(t)≥ e(−+2δ)te(t−t1)e
∫ t1
0 α(t)dt tr
(
P (0)
)
= e2δte−t1ρ(t1),
where the right hand side of the inequality goes to infinity as t→∞, and
hence so does the left hand side. Therefore, from Lemma 2, we conclude that
λ≥ /2.
In the Lemma above, /2 represents the lower bound of the magnitude of
instability as measured by the maximum Lyapunov exponent for the trajectory
x¯. Furthermore, P (t) contains information on the direction of the instability.
We will now use this condition to design a controller u(x) of the form in (5)
to ensure that the target limit cycle ξˆ(t) of system (3) given by (4) with a
specific phase ϕ= ϕˆ is unstable.
4.2 Coupling condition for instability of a desired orbit
In order to use the condition in Lemma 3, we first consider the system
description in terms of the amplitude-phase (r,θ) coordinates, i.e., (19) in
the appendix, and linearize the dynamics about the solution (r,θ) = (˚1, ηˆ),
corresponding to the target periodic orbit ξˆ(t). Define
ρ := r− 1˚, ϑ := θ− ηˆ, ηˆ := 1˚t+ ϕˆ.
Linearizing the system around the solution (˚1, ηˆ), we obtain
w˙ =A(t)w, w :=
[
ρ
ϑ
]
, (9)
where
A(t) :=
[−2I 0
0 0
]
+εΩT
t˚1HˆΩt˚1, Hˆ :=Ω
T
ϕˆHΩϕˆ, Ωz(t) :=
[
Cz −Sz
Sz Cz
]
.
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Since the choice of (r,θ) = (˚1, ηˆ) is a solution of system (3) when u(x) = 0, the
coupling has to vanish on the target orbit for (˚1, ηˆ) to remain a solution of the
coupled system for all time t. In that case, Hˆ has to satisfy the following:
Hˆ1˚1 = 0, Hˆ1˚2 = 0, (10)
where 1˚1 := col(0, 1˚) and 1˚2 := col(˚1,0). For an orbit with different amplitudes
and oscillation frequency, similar but slightly more complicated conditions can
be derived for εH to force the orbit to be a solution of the system.
Using Lemma 3, we can now formulate simple sufficient conditions that
ensure the instability of the limit cycle. This is summarized in the following
theorem.
Theorem 1 Consider system (3) with u(x) in (5), where H :=ΩϕˆHˆΩTϕˆ and
ε> 0. Suppose, for some nonzero vector v ∈Cn and a scalar a∈C with positive
real part, the following conditions are satisfied:
Hˆ1˚1 = 0,
Hˆ1˚2 = 0,
HˆT11v = av,
HˆT22v = av,
HˆT12v = 0,
HˆT21v = 0,
Hˆ =
[
Hˆ11 Hˆ12
Hˆ21 Hˆ22
]
. (11)
Then, the limit cycle ξˆ(t) described by (4) with ϕ = ϕˆ is an unstable solution
of the closed-loop system.
Proof Following the preceding development, we will show that (r,θ) = (˚1, ηˆ) is
an unstable solution of the transformed system (19). The first two conditions
are the same as those in (10), which ensure that the signal x= ξˆ is a solution
of the system. Define v := col(0,v), and set P = vv∗. Then, it can be shown
that
A(t)TP +PA(t)≥ 2ε<(a)P.
According to Lemma 3, the above is a sufficient condition for λ ≥ ε<(a) > 0.
Therefore, the prescribed limit cycle will be an unstable solution of the system.
The conditions in Theorem 1 show that there exists a direction col(ρ,ϑ) =
col(0,v) in which a nearby solution diverges exponentially away from the target
orbit, with the rate of divergence bounded below by the real part of εa. While
satisfying the conditions in Theorem 1 ensures the instability of the desired
limit cycle, it does not guarantee that the limit cycle will be embedded in a
strange attractor, and that the system will be chaotic. It is likely that the
states will merely reach a different stable limit cycle. Thus, further conditions
are needed to guarantee the instability of any other periodic orbit that is a
solution of the system for a given coupling εH.
4.3 Coupling condition for instability of all harmonic orbits
Thus far, we have determined sufficient conditions that guaranteed the
instability of a desired orbit with designable magnitude and direction of in-
stability. We now need to find additional conditions on the interconnections
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between the oscillators that will generate a strange attractor. This is a very
difficult problem, particularly since the trajectories in Sδ are very sensitive to
the smallest variations in coupling. As a necessary condition, we guarantee
that the trajectory will not reach a different stable harmonic orbit. It turns
out that a particular “pseudo-antisymmetric” form of the coupling matrix εH
can greatly simplify analytical study of the system. However, numerical analy-
ses indicate that this form usually lacks the disorderliness that leads to chaos,
and breaking the structure is suitable for generating chaotic behavior. We now
look at these results.
Consider the case where the coupling matrix H can be expressed as HP
with the following structure:
HP =
[
H11 −H12
H12 H11
]
. (12)
We refer to matrices of this structure as pseudo-antisymmetric, which arise
when representing a complex matrix by a real matrix of doubled dimensions,
i.e. HP ∈ R2n×2n above is a representation of H11 + jH12 ∈ Cn×n. In this
special case, linearizing about any general sinusoidal solution (r,θ) = (γ,ωt+
ϕ), for (γ,ω,ϕ)∈Rn×Rn×Rn, will result in (9) with a time-invariant Jacobian
matrix A, given by
A= T−1AT, A :=
([
I−3Γ 2 −I+W
I−W I−Γ 2
]
+εΩTϕHΩϕ
)
, (13)
where
T := diag(I,Γ ), Γ := diag(γ), W := diag(ω).
Since A is time invariant and is related to A through a similarity transform,
the stability of the limit cycle is equivalent to A having one eigenvalue at the
origin, and the rest in the open left half plane.
Lemma 4 Consider system (3) with u(x) given by (5). Then, all possible
sinusoidal solutions x= ξ, with constant frequencies, phases, and amplitudes,
are of the form
ξ(t) =
[
Cθγ
Sθγ
]
, θ := ωt+ϕ. (14)
Proof Suppose a solution is given of the form x(t) = col(q(t),p(t)), where q(t)
and p(t) are arbitrary sinusoidal functions with frequency ω. Define the vector
xˆi := col(qiei,piei), where ei is the ith column of the n dimensional identity
matrix. Then, multiplying (3) by xˆTi from the left gives
1
2
d
dt
(p2i + q2i ) = p2i + q2i − (p2i + q2i )2 + xˆTiHx.
If (q2i + p2i ) is not equal to a constant, but is a sinusoidal function with fre-
quency 2ω, then the right hand side will have a harmonic term with frequency
4ω coming from the (p2i + q2i )2 term. However, this term cannot cancel any
term from the left side, resulting in an inconsistency.
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Lemma 5 Consider system (3) with u(x) given by (5) and H having the form
in (12). Then for sufficiently small |ε|, the closed-loop system has infinitely
many harmonic solutions of the form (14), all of them have amplitudes γ
close to 1˚ or 0, and those in the neighborhood of γ = 1˚ can be parametrized as
x= ξ with (14) and
γ = 1˚+ (ε/2)H¯111˚+O(ε2),
ω = 1˚+εH¯211˚+O(ε2),
[
H¯11 H¯12
H¯21 H¯22
]
:=ΩTϕHΩϕ, (15)
where ϕ ∈ Rn is arbitrary.
Proof See Appendix.
Theorem 2 Consider the linear system w˙=Aw with A in (13), where ε∈R,
ϕ∈Rn, and H ∈R2n×2n are given, and γ,ω ∈Rn are specified in (15). Suppose
H has the structure in (12) and
tr(H)> 2xTHx x :=
[
cosϕ
sinϕ
]
∈ R2n. (16)
Then A has at least one eigenvalue with a positive real part when |ε| is suffi-
ciently small.
Proof First note that, if we neglect the O(ε2) terms, A can be represented by
A=
[
A11 εA12
−εA21 εA22
]
:=
[−2I 0
0 0
]
+ε
[
H¯11−3H˜1 H¯12 + H˜2
H¯21− H˜2 H¯22− H˜1
]
,
H˜1 := diag(H¯111˚),
H˜2 := diag(H¯211˚).
When ε= 0, matrix A has n eigenvalues at −2 and the other n eigenvalues at
the origin. By continuity, the eigenvalues remain in the neighborhood of −2
and 0 for small |ε|. Let an eigenvalue near 0 be denoted as λε. Then, using the
determinant formula,
det(λεI−A) = det(λεI−A11)det(λεI−εA22 +ε2A21(λεI−A11)−1A12) = 0,
which shows that λε/ε approaches an eigenvalue of A22 as |ε| approaches zero.
Thus, for small enough ε, the eigenvalues of A can be approximated by the
eigenvalues of A11 and εA22. Then, tr(A22)> 0 is a sufficient condition for A
having an eigenvalue in the right half plane. Using simple trace properties and
the structure of H, it can be verified that
tr(A22) = tr
(
H(I/2−xxT)
)
,
and thus tr(A22)> 0 is equivalent to (16).
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5 Controller design for generating a strange attractor
5.1 Pseudo-antisymmetric coupling design
We now use the technical tools developed in the previous sections to design
the coupling matrix H to embed an attractor in the state space. The idea is to
make Sδ in Lemma 1 an attractor by weak coupling (i.e. small ε > 0), embed
a particular unstable limit cycle, ξˆ(t) described by (4) with ϕ = ϕˆ, in the at-
tractor by choosing the structure of coupling H as in Theorem 1, and ensure
that none of the possible harmonic limit cycles is stable by requiring (16) in
Theorem 2 for all ϕ ∈Rn. It turns out, however, that the trace condition (16)
is too conservative to capture instability of all possible harmonic solutions.
In particular, if H has been chosen to satisfy the properties in Theorem 1,
then xˆ := col(cos ϕˆ,sin ϕˆ) corresponding to the unstable solution ξˆ(t) is often
found not to satisfy the sufficient (conservative) condition in (16). Therefore,
we enforce the instability condition (16) for all ϕ except for those in the neigh-
borhood of ϕˆ, with the expectation that stable harmonic solutions do not exist
in the neighborhood of ξˆ due to its instability.
We will now summarize the conditions on εH that guarantee the the prop-
erties described above in the following theorem.
Theorem 3 Consider system (3) with u(x) given by (5), where the coupling
matrix H has the structure in (12) and satisfies the conditions in Theorem 1
for some ϕˆ. Suppose general multipliers τi(x) ∈R and %(x)≥ 0 exist such that
the following condition is satisfied:
tr(H)−2xTHx>
n∑
i=1
τi(x)(1−xTQix) +%(x)(‖x− xˆ‖2− h¯2), ∀ x ∈ R2n,
(17)
where xˆ := col(cos ϕˆ,sin ϕˆ), Qi := diag(eieTi ,eieTi), ei ∈ Rn is the ith column of
the n×n identity matrix, and h¯ ∈ R is a given positive number. Then, for a
small enough ε, the set Sδ in (6) with δ ∈ (0,1/2) is invariant and attractive,
and no trajectory of system (3), starting from the basin of attraction, will con-
verge to a stable sinusoidal solution of the form in (14) with phase ϕ satisfying
‖x− xˆ‖ > h¯. Moreover, ξˆ(t) described by (4) with ϕ = ϕˆ is an unstable limit
cycle embedded in Sδ..
Proof According to Theorem 1, the limit cycle ξˆ(t) is already known to be an
unstable solution of the system. Other possible sinusoidal solutions of the form
in (14) are stable only if all the eigenvalues of A are in the closed left half plane.
Based on Theorem 2, for small enough ε, satisfying (16) is a sufficient condition
that A will have an eigenvalue in the right half plane for any sinusoidal solution
that resides in Sδ. This condition is enforced for all such solutions with the
phase ϕ satisfying ‖x− xˆ‖ > h¯, where x is defined in (16), by the following
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statement:
tr(H)> 2xTHx ∀ x ∈ R2n such that xTQix= 1,
‖x− xˆ‖2 > h¯2, i ∈ In,
Finally, the S-procedure [23] is used to convert the above to one sufficient
condition using multipliers τi and % that possibly depend on x.
We can now use the specifications in Theorem 3 to find a coupling matrix
εH that guarantees the instability of a desired limit cycle with a designable
instability magnitude and direction specified by a and v in Theorem 1, as well
as the nonexistence of any other stable sinusoidal solution with ‖x− xˆ‖> h¯ in
the attractive invariant set Sδ. It is possible that a stable harmonic solution
satisfying ‖x− xˆ‖ ≤ h¯ exists, but the chance would be thin if h¯ > 0 is chosen
to be small, due to instability of ξˆ. We may then expect that every solution
attracted into Sδ has to wander around. A remaining possibility is convergence
to a non-sinusoidal periodic orbit. We will examine the effectiveness of the
condition in Theorem 3 through a numerical study later.
The design problem is reduced to the search forH, τi(xˆ), and %(x) satisfying
(11) and (17), where the specifications are given by (a,v, ϕˆ)∈C×Cn×Rn and
h¯ ∈ R. The conditions in (11) are linear and easy to solve numerically. With
τi(x) and %(x) parametrized as polynomial functions, the overall feasibility
problem, with constraints (11) and (17), can be formulated with SOSTOOLS,
a free MATLAB toolbox for formatting sum of squares optimization problems.
The problem was then solved using SeDuMi, a program that solves optimiza-
tions over linear, quadratic, and semidefinite constraints. For the examples
given in Section 6, %(x) was a constant, and τi(x) was set to ti + xTTix for
ti ∈ R and diagonal Ti ∈ R2n×2n as free parameters.
5.2 Pseudo-antisymmetry breaking and additional conditions for chaos
generation
In the previous sections we determined specifications on the coupling εH
such that (almost) no stable sinusoidal orbit was a solution of the system
within Sδ. However, these conditions are not sufficient for chaos generation,
as they do not eliminate the existence of strange nonchaotic attractors. In
particular, when H has the pseudo-antisymmetric form of HP , it could cre-
ate undesired order amongst the oscillators. Based on considerable numerical
examples, we speculate that pseudo-antisymmetry breaking is significant for
increased disorder.
To maintain the specifications in Theorem 3 that have been satisfied, we
break the structure through a small perturbation by choosing the following
form for the coupling matrix H:
H =Ωϕˆ
[
Hˆ11 (−1 +e)Hˆ12
(1 +e)Hˆ12 Hˆ11
]
ΩTϕˆ, (18)
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where e is a small scalar, and the conditions in (11) and (17) have been sat-
isfied for e = 0. It is clear that for any value of e, the specifications in (11)
still hold and the target oscillation ξ(t) in (4) with ϕ = ϕˆ remains to be an
unstable solution of the perturbed system. On the other hand, this is not
necessarily true for the other condition (17). In fact, most of the harmonic
oscillations characterized in (15) will no longer be solutions and may become
distorted (non-sinusoidal) periodic orbits after the perturbation. However, we
make the following conjecture: Consider system (3) with u(x) given by (5) and
H given by (18). Suppose the coupling εH with e = 0 satisfies the conditions
in Theorem 3. Then for sufficiently small |e|, all possible periodic solutions of
system (3) will remain unstable. The argument behind this conjecture is as
follows. Assume that each sinusoidal solution (γ,ωt+ϕ) in (15) remains to be
a periodic solution of the perturbed system with a slight orbital deformation
O(e). Linearizing the oscillator model, with the above H in (18), about such
periodic solution results in a Jacobian matrix equal to the summation of A in
(13) plus a time-varying O(e) term. We reason that for small enough e, the
Jacobian matrix will remain close to the time-invariant component and the
linearized system will remain unstable.
Although the variation of the coupling matrix with a nonzero e can increase
disorder, it is still not a sufficient condition for the existence of a chaotic strange
attractor. Unfortunately, determining an analytical sufficiency condition for
chaos generation, without the need for numerical simulations and tuning, is
extremely difficult. It is especially challenging when the controller is linear and
does not contain particular nonlinearities, such as nonlinear delay feedback
or sawtooth functions. Hence, we progress this study by finding additional
properties that are generally satisfied in chaotic numerical examples, and can
be formulated as analytical conditions on the controller.
Chaotic systems generally have positive and negative Lyapunov exponents.
While the positive Lyapunov exponent indicates sensitivity to initial condi-
tions, the negative exponent indicates that the trajectory returns to a previous
vicinity, resulting in a stable strange attractor. In our system, we expect that
with weak coupling, all n amplitude states of a generalcoffee hard candy trajec-
tory will remain stable and lead to n negative Lyapunov exponents. However,
we want one Lyapunov exponent, corresponding to the oscillators’ phases,
to be positive, one to be zero, and for all others to be negative. Numerical
evidence indicates that this is more achievable when the trajectories in the
strange attractor continuously approach and leave the vicinity of the desired
unstable orbit ξˆ(t). Thus, we hypothesize that the time-invariant Jacobian A
matrix, linearized about ξˆ(t) in (9) with pseudo-antisymmetric H, should have
only one eigenvalue in the right half plane, one at the origin, and all others
on the open left half plane. Based on the proof of Theorem 2, n eigenvalues of
A associated with the amplitude ρ are close to −2, and the other n eigenval-
ues associated with the phase ϑ are approximately equal to the eigenvalues of
εHˆ11. As a result, Hˆ11 should have only one positive eigenvalue. This can be
converted to a restriction on the trace of the coupling matrix H. Furthermore,
numerical case studies have indicated that it is easier to generate chaos when
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the trace of Hˆ12 has a larger absolute value. These properties can be included
as additional linear conditions to be satisfied in the search for H.
6 Numerical examples
Example 1:
In this example, we consider a set of three coupled Andronov-Hopf oscilla-
tors, with their dynamics described by (3). We first find a numerical coupling
matrix εH, with the pseudo-antisymmetric form in (12), that satisfies the con-
ditions in Theorem 3, as well as the additional conditions from Section 5.2, for
the following specifications:
ϕˆ= col(0,pi/2,pi), εa= 0.1, v = col(1,−2,1), h¯2 = 0.005.
Using the form in (18), the following possible interconnection matrix εH is
found:
εH := εΩϕˆHˆΩTϕˆ,
where
εHˆ11 =
−0.2060 0.1706 0.0353−0.1706 0.2000 −0.0294
−0.0353 0.0294 0.0060
 , εHˆ12 =
−0.1475 0.0000 0.14750.0000 −0.0000 −0.0000
0.1475 −0.0000 −0.1475
 .
The associated eigenvalues are given by
eig(εHˆ11) = (0.1,0,−0.1),
eig(εH) = (0.1,0.1,0,0,−0.1000±0.2950j) for e = 0,
eig(A) = (0.1,0,−0.1445,−1.9000,−2.0555,−2.0000)
where A is the system matrix in (9) for the linearization around (r,θ) = (˚1, 1˚t+
ϕˆ). Note that because of the structure of H, all its eigenvalues are either
repeated or complex conjugates. Furthermore, there is only one pair of positive
eigenvalues. One eigenvalue of the pair corresponds to the desired a value, while
the other becomes a negative eigenvalue of the Jacobian A matrix due to the
−2I term. This also occurs with the other pairs of eigenvalues, such that A
will contain one positive eigenvalue, one zero eigenvalue, and all others in the
open left half plane.
Figure 1 shows the results of the system simulation for e= 0, with the initial
conditions close to the desired unstable orbit. As expected, the trajectory never
settles at a stable harmonic limit cycle. This is shown in Figure 1a, which is the
phase portrait of the q states, with the red orbit indicating (r,θ) = (˚1, 1˚t+ ϕˆ).
A Poincaré map of the q phase portrait is seen in Figure 1b, with the Poincaré
section shown in green in Figure 1a. The Poincaré map consists of highly
organized points in tight parallel lines that almost form a closed curve. Based
on numerical computation, the map has a non-integer Hausdorff dimension
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Fig. 2: Simulation results for e =−2
d≈ 1.3. Due to the map’s appearance and fractal dimension, this signifies that
the attractor is indeed strange [24]. In order to determine whether the strange
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attractor is chaotic, we look at the maximum Lyapunov exponent, or the limit
of the plot in Figure 1c. Since the maximum Lyapunov exponent is approaching
0.003, indicating a rather slow exponential divergence, the strange attractor is
indeed chaotic. Figures 1d and 1e show the phase portraits of ρ and ϑ, where
ρ := r− 1˚, and ϑ := θ− (˚1t+ ϕˆ). As expected, ρ is bounded and remains close
to 0, while ϑ is unbounded and diverging away from the initial point close to
the origin.
Figure 2 shows the simulation results when symmetry is broken by setting
e=−2. The symmetry breaking increases the disorder such that the trajectory
becomes more chaotic and sensitive to initial conditions. In this case, the max-
imum Lyapunov exponent, the limit of the plot in Figure 2c, is approximately
0.08. The Poincaré map shown in Fig. 2b no longer makes a closed-curve, and
the complexity in the phase portrait of ρ in Fig. 2d is substantially increased.
Here, the value of e has been chosen large in comparison with 1, making H
significantly deviate from the pseudo-antisymmetric structure. In this case, the
analytical result in Theorem 3 does not apply, but simulations with various
values of the scalar parameter e have revealed a variety of attractors. Thus, the
additional freedom in the parameter e appears beneficial for creating chaotic
attractors.
Example 2:
In this example, we begin with four Andronov-Hopf oscillator that are
initially coupled with a coupling matrix εHo to have a stable limit cycle
(r,θ) = (˚1, 1˚t) on which the oscillators are synchronized (i.e., ϕˆ= 0). We then
design a new coupling matrix, εHf , following the same steps as the previous
example, in order to destabilize the synchronized limit cycle and achieve chaos.
This example illustrates a scenario where pathological synchronized neural ac-
tivities are broken and healthy chaotic activities are recovered. For illustrative
purposes, we make each Andronov-Hopf oscillator represent a neuron, and in-
troduce output variables vi(t), representing the neuronal membrane potentials,
as follows:
vi(t) :=
m∑
k=1
<
[
ck
(
zi(t)
|zi(t)|
)k]
, zi := xi+ jxi+3, i= 1, . . . ,4,
where ck ∈ C are the Fourier coefficients of the action potential generated by
the Hodgkin-Huxley neuron model [25] (i.e., the sum of ckejkωt is the Fourier
series of the unbiased action potential), and m = 50 is the number of terms.
(The time unit here is arbitrary and not adjusted to reflect the time scale of
neural activities.)
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Our initial coupling matrix εHo, with a stable limit cycle at (r,θ) = (˚1, 1˚t),
is given by
εHo := ε ·diag(Hˆo11, Hˆo11), εHˆo11 =

−0.0151 0.0060 0.0045 0.0045
0.0060 −0.0151 0.0045 0.0045
0.0118 0.0118 −0.0385 0.0148
0.0118 0.0118 0.0148 −0.0385
 .
We then find a new coupling matrix εHf , with the pseudo-antisymmetric form
in (12), that satisfies the conditions in Theorem 3, as well as the additional
conditions from Section 5.2, for the following specifications:
εa= 0.05, v = col(1,0,−2,1), h¯2 = 0.005.
Using the form in (18), with e = 3 and ϕˆ= 0, the following possible intercon-
nection matrix εHf is found:
εHf := ε
[
Hˆf11 2Hˆ
f
12
4Hˆf12 Hˆ
f
11
]
,
εHˆf11 =

−0.0110 −0.0071 0.0264 −0.0083
0.0071 −0.0289 0.0096 0.0121
−0.0264 −0.0096 0.0904 −0.0544
0.0082 −0.0121 0.0544 −0.0505
 ,
εHˆf12 =

−0.0560 0.0370 −0.0123 0.0314
0.0370 −0.0391 0.0130 −0.0109
−0.0123 0.0130 −0.0043 0.0036
0.0314 −0.0109 0.0036 −0.0241
 .
Figure 3 shows results of the system simulation when the coupling matrix
is switched from εHo to εHf at t = 300 s. Initially, the trajectory settles at the
stable harmonic limit cycle on which the action potentials vi(t) synchronize
(Figure 3a, top), and the maximum Lyapunov exponent, or the limit of the
plot in Figure 3b, approaches zero. When the coupling matrix is changed to
εHf , the limit cycle is destabilized and the trajectory becomes chaotic. This
is seen by looking at the maximum Lyapunov exponent, or the limit of the
plot in Figure 3c, which jumps from zero and reaches above 0.006, indicating
an exponential divergence. The spiking activities (Figure 3a, bottom) show a
chaotic behavior where the trajectory occasionally returns to, and goes away
from, the neighborhood of the synchronized state.
7 Conclusion
In this paper, we considered a set of two dimensional Andronov-Hopf oscil-
lators, where the internal structure, without coupling, stabilizes the oscillators’
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Fig. 3: Simulation results showing transition from a stable limit cycle to chaos
frequency and amplitude. We then set out to design weak, linear interconnec-
tions between the oscillators such that the system dynamics would characterize
a strange attractor, with a desired unstable orbit embedded in the attractor.
The first main contributions of this paper was developing simple eigen-
value/eigenvector conditions on the coupling matrix that forced a desired har-
monic orbit to be an unstable solution of the system with a specified mag-
nitude and direction of instability. The second main contribution was deter-
mining a specific pseudo-antisymmetric structure for the coupling matrix that
greatly simplified system analysis. Specifically, with the particular pseudo-
antisymmetric coupling, linearizing the system about all simple harmonic so-
lutions resulted in a time-invariant Jacobian matrix. Using this property and
the S-procedure, we developed a condition that ensured no harmonic orbit
would be a stable solution of the system. Finally, using numerical analyses
of chaotic systems, we determined several additional factors that we hypoth-
esize can assist in stabilizing a strange attractor and increasing disorder and
sensitivity to initial conditions.
Our numerical examples demonstrated that satisfying the conditions can
lead to a system which generates the desired behavior; however, differentiating
between a chaotic and nonchaotic strange attractor may require parameter
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tuning. Although the work of this study did not conclude with a completed
sufficiency condition that solved the objective, we believe our results have set
the groundwork for such a solution.
Appendix
Proof of Lemma 1:
Proof Consider the following coordinate transformation (q,p)↔ (r,θ), defined
by
q = Cθr, p= Sθr.
With the new state variables (r,θ), system (3) with coupling (5) can be ex-
pressed as [
r˙
Rθ˙
]
=
[
I−R2
I
]
r+ε
[
Cθ Sθ
−Sθ Cθ
]
H
[
Cθ
Sθ
]
r, (19)
where R := diag(r). Let x(t), t ≥ 0, be an arbitrary trajectory starting at a
point in Sδ. Suppose x(t) hits the boundary of Sδ at t = t1 ≥ 0 for the first
time. Then there exists a subset of In, denoted by Ihit, such that rk(t1)2 = 1+δ
or rk(t1)2 = 1− δ for k ∈ Ihit, while |ri(t1)2 − 1| < δ for i ∈ In\Ihit. When
rk(t1)2 = 1 + δ, using (19), the derivative of rk(t)2/2 at t= t1 is given by
d
dt
(
r2k
2
)
= rk r˙k = (1− r2k)r2k+εrkαTr =−δ(1 + δ) +εrkαTr,
for some vector α ∈ Rn dependent on H and θ(t1). Since |rkαTr| is bounded
by a number that depends only on H and δ, the second term can be made
smaller in magnitude than the first term by a choice of ε. Thus the derivative
is negative, and r2k decreases from 1 + δ. By a similar argument, we see that
the value of r2k increases when rk(t1)2 = 1− δ. Hence, x cannot go across the
boundary of Sδ, proving the invariance.
To show that Sδ is locally attractive, suppose x(t) is outside, but not too
far from, the boundary of Sδ. That is, there exist ρ ∈ R and a subset of In,
denoted by Iout, such that δ≤ |rk(t)2−1|<ρ< 1/2 for k ∈ Iout. The derivative
of rk(t)2/2 is then bounded by
(d/dt)(r2k/2)≤−δ(1 + δ) +εrkαTr if 1 + δ ≤ rk(t)2 < 1 +ρ,
(d/dt)(r2k/2)≥ δ(1− δ) +εrkαTr if 1−ρ < rk(t)2 ≤ 1− δ.
Following a similar argument as before, for a small enough choice of ε, the
bound on the derivative is sign definite until rk(t) hits the boundary of Sδ to
take value 1 + δ or 1− δ. Thus, x will enter Sδ.
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Proof of Lemma 2:
Proof First note from (8) that
λ= supµ such that lim
t→∞e
−2µt||Φ(t)||2→∞.
Based on matrix norm properties, the following inequalities hold:
||Φ(t)||2 ≥ 12n ||Φ(t)||
2
F ≥
1
2n‖P (t)‖ tr(Φ(t)
TP (t)Φ(t))≥ ς2nρ(t),
where ‖ · ‖F is the Frobenius norm, and ς is a constant defined such that
||P (t)||< 1/ς for all t≥ 0. Let µ˜δ , µ˜− δ for sufficiently small δ > 0. Then
lim
t→∞e
−2µ˜δt||Φ(t)||2 ≥ lim
t→∞
ς
2ne
−2µ˜δtρ(t)→∞.
Since µ˜δ can make the left hand side go to infinity, we conclude that λ≥ µ˜.
Proof of Lemma 5:
Proof By Lemma 4, all possible harmonic solutions have the form (14). Sub-
stituting ξ(t) into (3) gives
(M(ω,γ) +εH)ξ(t) = 0, M(ω,γ) :=
[
I−Γ 2 −I+W
I−W I−Γ 2
]
whereW and Γ denote diagonal matrices of ω and γ, respectively. Noting that∫ 2pi/ω
0
ξ(t)ξ(t)Tdt= 12ΩϕV V
TΩTϕ, V :=
[
γ 0
0 γ
]
,
we see that ξ(t) is a solution of the dynamical system if and only if
(M(ω,γ) +εH)ΩϕV = 0.
This equation is further equivalent to
(Γ 2− I)γ = εH¯11γ = εH¯22γ, (W− I)γ = εH¯21γ =−εH¯12γ,
where we noted thatM(ω,γ) and Ωϕ commute. The structure of H in (12) im-
plies H¯11 = H¯22 and H¯12 =−H¯21, and hence the second and fourth equalities
are satisfied. The first equality is expressed as
η(ε,γ) := (Γ 2− I)γ−εH¯11γ = 0.
Clearly, γi satisfying this condition for a small |ε| has to be close to 1, −1, or 0.
All the harmonic solutions near |γ|= 1˚ can be captured by those near γ= 1˚ due
to the freedom in ϕ. By the implicit function theorem, η(ε,γ) = 0 is solvable for
γ when |ε| is sufficiently small since η(0, 1˚) = 0 and ∂η/∂γ(0, 1˚) = 2I hold. In
particular, the solution in the neighborhood of γ= 1˚ is expressed as γ= g(ε) for
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a continuously differentiable function g such that g(0) = 1˚, and the derivative
is given by
∂g
∂ε
(0) =−
(
∂η
∂γ
(0, 1˚)
)−1
∂η
∂ε
(0, 1˚) = 12H¯111˚.
The formula for γ now follows as the Taylor series and that for ω is then
obtained by solving the third equality.
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