The e ect of secondary radiative processes on the energy deposition patterns in x-ray deep lithography (the rst step in the LiGA processes) is investigated via computer simulations. Fluorescence photon and photo and Auger electron production in the mask membrane, absorber, resist and substrate are simulated via classical trajectory, Monte Carlo techniques. Comparisons of the simulated dose distribution with and without secondary radiative processes show that these processes lead to signi cant delocalization of the deposited energy, which in turn degrades the developed structure. In addition, an upper limit on the energy spreading e ect of higher order processes is determined. From the here presented calculations, it is clear that the main limiting factor in obtaining a more precise prediction of microstructure shapes, is an understanding of the chemical processes in the development step of the LiGA processes.
Introduction
The LiGA process (an acronym from the German names for the important steps in the process: Lithographie, Galvanoformung, Abformung) has become a standard technique for producing three dimensional microscopic structures of high aspect ratio, i.e., structures with diameters on the order of microns (10 ?6 m) and heights ranging from tens of microns to a few millimeters 1]. Taller less fragile structures are necessary to enhance industrial applicability. They are especially important for the construction of robust, high torque, micro gears 2] and exible, microscopic, chip couplers 3] .
Although the full LiGA process is complex, the quality of structures produced by it is mainly determined by the irradiation and development stages. In the rst stage, x-ray radiation is used to selectively deposit energy in a polymer resist. In the second stage, the resist is placed in a solvent which dissolves those parts of the resist fastest where the energy deposition was greatest. Problems arise in the rst stage due to natural limitations on the precision with which the energy deposition can be controlled. In the second stage, the solvent imposes another set of natural limitations, which, especially for taller structures, further decreases the attainable precision.
A range of studies, both experimental 4] and theoretical 5, 6, 7, 8, 9 ] have been undertaken to address energy deposition issues surrounding x-ray lithography techniques. On the experimental side, Pantenburg and Mohr 4] claim degradation in the form of rounded edges occurs for tall microstructures and is on the order of 2-10 microns. We have veri ed their results experimentally. The degradation occurs at both the top and bottom of the microstructures, the latter can lead to structural failure at later stages of the LiGA process. The theoretical studies, i.e., the computer simulations, performed to date have mostly examined structures less than 500 microns and found no evidence for micron scale degradation, although the production of photoelectrons has been shown by all researchers to induce degradation on the order of a few hundred nanometers.
Most researchers contend that the origin of small scale degradation e ects lies in secondary radiation coming from the mask membrane and absorber, for rounding at the top of the resist, and from the substrate, for rounding at the bottom of the resist. Indeed, the latter e ect has been seen in several computer simulations 7, 8, 9] . Experiments have also veri ed the former effect 4]. However, to date there have been no computer simulations of the tall microstructures for which the micron scale rounding has been experimentally observed.
In this paper we undertake a thorough investigation of the problems introduced by secondary radiation in the x-ray lithography stage of the LiGA process. In particular, we study the e ects of secondary radiation on tall structures. Our purpose is to ascertain to what extent the edge rounding is an intrinsic problem, limited by the physics of the deposition process and to what extent the problem is might be due to ine ciencies of the development process. The present research is based upon classical trajectory Monte Carlo simulations of the emission, absorption and scattering of secondary radiation. The following section describes the method in more detail. Section three discusses the accuracy expected in our calculations. Section four describes the results of several simulations. The paper concludes with a discussion of the approximations used in our simulational model and how these approximations might have a ected the results.
Simulational Model
The experimental setup for x-ray deep lithography is depicted in g. 1. Synchrotron radiation produced by electrons passing through a bending magnet in an electron storage ring, passes through a collimator, a vacuum window and strikes the mask. The mask membrane material has a low atomic number so as to be nearly transparent to the x-rays. Attached to the back side of the membrane is an absorber etched to a speci ed geometrical pattern. The absorber material normally has a high atomic number so as to be as opaque to x-rays as possible. After passing the mask, the x-rays continue onto the resist, and those that pass the resist nally strike the substrate.
Our simulational model accounts for each of the individual stages in the irradiation processes. First, the correct synchrotron radiation spectrum is generated, then the spectrum is modi ed by the collimator and by the vacuum window. X-rays which are absorbed in the mask membrane, absorber, resist or substrate generate inner-shell ionized atoms and photoelectrons. These atoms are allowed to partially relax by emitting either a uorescence photon or an Auger electron. In the present simulations we neglect cascading e ects, i.e., we neglect the production of photoelectrons resulting from the absorption of a uorescence photon and the ionization of atoms due to the inelastic scattering of a photo or Auger electron, since the tertiary electrons have a range of a few Angstr ms.
Primary Photons
First consider the synchrotron radiation spectrum. (1) where e is the electron charge, h is Planck's constant, r is the radius of the storage ring and is the emission angle of the photon with respect to the beam plane. = E=m e c 2 is the ratio of the electron energy to the electron rest mass energy. c (= 4 r=3 3 ) is the characteristic wavelength and = (1 + 2 2 ) 3=2 c =2 . The K are the modi ed Bessel functions. Eq. 1 neglects the width and divergence of the electron beam, which is an acceptable approximation for the light sources we intend to model. Due to the collimator, only photons emitted within a relatively small solid angle actually reach the mask. As the low energy photons are more divergent than those at higher energies, this has the additional e ect of reducing the number of low energy photons which reach the window. Furthermore, in the present work we ignore the divergence of the x-ray beam, which should be negligible given the electron beam energy and the proximity to the source point, and we ignore the photon polarization. Hence, we can integrate over the solid angle de ned by the collimator, :
The angle is assumed to be centered in the beam plane, since the experiments are always arranged so that this is true. The presence of the vacuum window modi es the above spectrum. Assuming that the absorption can be modeled by a simple exponential process, then the probability density, p( ; ; W) for a photon of wavelength to pass through a window of thickness, W, is given by: p( ; ; W) = ( )e ? ( )W N( ; ) R 1 0 N(x; ) dx (3) where, ( ) is the linear absorption coe cient. Values of ( ) can be calculated from the atomic scattering factors which have been tabulated by Henke, Gullikson, and Davis 11] for all the elements in the range 30 eV to 30,000 eV. For the purpose of the simulations, the probability of a photon with wavelength falling onto the mask is given by: P( ; ; W) = Z 0 p(x; ; W) dx (4) Using a generalization of Marsaglia's RWT (Rectangle-Wedge-Tail) method 12], this photon spectrum can be e ciently generated. Once a primary photon is generated using eq. 4, its absorption position in the mask is randomly determined by assuming an exponential distribution:
, where m is the linear photoabsorption coe cient for the material composing the mask membrane. If this z value is greater than the thickness of the membrane, then the photon is repositioned at the membrane-absorber interface and another z value is generated using the linear absorption coe cient for the absorber. This process is repeated until the photon is absorbed in one of the layers shown in g. 1, or until it passes out of the apparatus. Once a primary photon is absorbed, a photoelectron is generated at the position where the absorption took place.
Photoelectrons
Our treatment of the electrons is similar to that rst proposed by Murata 7] . The cross-section s for photoabsorption by a given shell can be extracted from the total photoabsorption cross-section, t , as described in 7], which in turn can be calculated from the atomic scattering factors 11]. The probability of emitting a photoelectron from a given shell s, then is simply: P(s) = s = t .
Once the shell s, is chosen, then the photoelectron energy E pe is xed by the energy of the primary photon: E pe = hc ? E b (s); (5) where E b (s) is the electron binding energy for shell s.
Photoelectrons are not emitted uniformly, but rather preferentially in the direction perpendicular to the direction of the incoming photon 13]. For the non-relativistic energies encountered in these simulations we can write the probability density for photoelectron emission into a given polar angle, #, as 13]:
p(#) = 1 2 ? 8 (3 cos 2 # ? 1) (6) where is the asymmetry parameter. The azimuthal angle of the emitted photoelectron, , is distributed uniformly over all values.
In general, is a function of the photon energy, the state from which the electron is emitted and the complete electronic con guration, however, for spherically symmetric s-state emissions, the maximum allowed asymmetry, = 2, is a good approximation for the rst few levels 13]. For the other states, generally tends to zero with increasing energy, hence we simply set = 0. Our results are not expected to depend on the details of 's energy dependence, because, at least in the resist, the cross-section for photoabsorption at wavelength c by an s-state electron is much larger than that for p-state electrons.
After emission, the electron's trajectory is a straight line, randomly punctuated by scattering events: 1) the distance, l, to the next collision is generated assuming an exponential distribution, 2) the electron is moved a distance l in the direction it was emitted, 3) the electron's energy is decremented in proportion to the distance l, and 4) a new direction for the electron is generated based upon screened Rutherford scattering.
The mean free path between collisions, , is determined by the total cross section for scattering o a screened Coulombic potential, T , and the atomic number density of the material, n a : = 1= T n a , where: (11) As mentioned above, the electrons are assumed to scatter o a screened Coulombic potential, hence, the Rutherford probability density, p r ( ) for scattering into a polar angle, , is:
The azimuthal angle, , is assumed to be uniformly distributed.
For the electrons, the energy deposition is determined by the energy loss, i.e., the energy is assumed to be deposited at the electron's spatial position. The electrons are then tracked until their energy decreases below a value at which they would have a mean range of 10 nm. At that point the electron's remaining energy is assumed to be deposited. With this technique, we can achieve a spatial resolution of the energy deposition on the order of ten nanometers.
Fluorescence Photons
After a photoelectron has been emitted, the probability of generating a uorescence photon is examined. Fluorescence photons are emitted based upon tabulated values of the uorescence yield for the given atom and shell 15].
The energy of the uorescence photon is chosen from a table of experimentally determined uorescence lines with the probability of a given line being chosen proportional to the experimentally determined strength of the line. (In gold, for example, we include over 70 uorescence lines.)
Fluorescence photons are assumed to be emitted uniformly over all solid angles. They travel in a straight line using the same algorithm as was used for the primary photons. Their energy is assumed to be deposited at the spatial coordinate where they are absorbed. In the present simulations, cascading e ects, i.e., the release of further photoelectrons by the uorescence photon, are neglected for the reasons given above.
Auger Electrons
If a uorescence photon is not emitted, then an Auger electron is emitted. For the Auger electron energy we use tabulated values of transition probabilities determined by ab initio calculations 16]. The Auger electrons, like the uorescence photons, are taken to be emitted uniformly over all solid angles. Once emitted, they are treated identically to the photoelectrons.
Residual Energy
After accounting for the primary and secondary radiative processes, there is still a residual excitation which is equal to the primary photon energy minus the sum of the energy carried away by the photoelectron and the uorescence photon or the Auger electron. This residual energy will eventually be radiated away as the atom relaxes to its ground state. In our simulations, we assume this energy to be localized at the site where the primary photon was absorbed.
PMMA Modeling
The resist is taken to be polymethyl methacrylate (PMMA), a polymer with the chemical formula: (C 5 H 8 O 2 ) n . Due to the nature of polymers, we can assume that the carbon, hydrogen and oxygen atoms are distributed randomly throughout the volume of the resist. This limits the resolution of the simulations to volumes large enough to contain su cient numbers of atoms so that the position of the individual atoms inside the volume can be neglected. Hence, the resolution of the present simulations has an intrinsic limit on the order of O(10) A.
For the purpose of determining the linear photoabsorption coe cient of PMMA, PMMA , mass weighting is used:
where, W i is the weight fraction of the i-th element, N A , is Avogadro's number, A i is the atomic weight of the i-th element, % is the density of PMMA, and i is the atomic photoabsorption coe cient.
Development Process
The next step of the LiGA process, following the irradiation is the development stage. During the irradiation stage, the energy deposited in a PMMA resist should not be greater than 20 kJ/cm 3 , otherwise bubble-formation at the resist surface leads to severe damage in the structures. On the other hand, the speed of the development processes decreases with a drop in deposited energy. In practical terms, it is desired to achieve a dose of at least 4 kJ/cm 3 . Hence, the development stage puts the following constraint on the irradiation process: the deposited energy density at the resist-substrate interface should be not much less than 4 kJ/cm 3 while the deposited energy density at the free surface may not exceed 20 kJ/cm 3 .
3 Results
System Parameters
As mentioned above, we simulate the experimental set-up shown in g. 1.
The absorber geometry is a simple hole. The end product of the LiGA process will then be a cylindrical cavity with an inside diameter equal to the diameter of the hole, and a height equal to the height of the resist. Given the cylindrical symmetry of the expected structure, cylindrical coordinates can be used. For purposes of determining the energy deposition distribution, the resist is subdivided into many small tori. If the radius of the irradiated area is R I , and the height of the resist is H R , then each torus will have cross section: R I =n H R =n z , where n is the number of subdivisions in the radial direction and n z is the number of subdivisions in the longitudinal direction. The obtainable resolution is obviously dependent upon the values of n and n z . (For a detailed discussion of the error estimate, see the appendix.) Each parameter set required about 30 cpu hours on a 64 node, NEC Cenju-3 parallel computer. (The 64 node version of the Cenju-3 has a peak performance of 3.2 G ops.)
The relevant parameters governing the simulations are presented in table 1. The synchrotron parameters for sets I and II represent those of the DCI light source in Paris, while the parameters of sets III and IV represent those of the ELSA light source in Bonn. The thickness of the mask membrane and absorber are taken from typical experimental values 4, 8, 9] .
The height of the resist represents the largest structure which can be produced with the given window and mask thickness. Larger structures require pre ltering of the x-ray beam in order to satisfy the constraints discussed in section 2.7. Note that a pre-absorber has been used in parameter set IV. Pre-absorbers are placed between the vacuum window and the mask.
DCI Parameters
As a rst step, the distribution of primary photons passing through the membrane and absorber is determined. This is shown in g. 2. The radius is measured in micrometers from the center of the hole. The gure has two interesting features: 1) The peak in the number of photons passing through the Be membrane and Au absorber lies at 1:2 10 4 eV, while the peak in the number of photons passing only through the Be membrane lies at 5:3 10 3 eV.
2) The peak number of photons passing through mask membrane and absorber is about 1/50 of the peak number of photons passing through the membrane alone. However, the number of photons falls o from the peak value more gradually in the hole region than in the shadow region, hence accounting for the spectral di erence, we nd that the energy ux through the membrane+absorber is: 2:1 10 9 eV/( m) 2 , while that through the membrane alone is: 2:5 10 11 eV/( m) 2 , giving a ux ratio, , of 1=100. Previous researchers 7, 8, 9] have taken = 0. As will be discussed below, the value of plays a potentially important role when considering the chemical processes in the development step.
Next we determine the energy deposition distribution using only the primary photons. Fig. 3 shows the results for parameter set I. After 2:5 10 8 photons, the energy density is on the order of one J/cm 3 , hence, the number of photons needs to be increased by a factor of O(10 4 ) in order to reach the limits discussed in section 2.7. This is much more than can be simulated with current computers. However, since the deposition process is linear, only the relative di erences in energy density are important and these can be accurately determined with the number of photons simulated here. (See the appendix for a discussion of the error estimate.)
The longitudinal coordinate in g. 3 is measured in micrometers from the resist-substrate interface. Note how the energy density falls o very sharply at the absorber edge. Also note how the curvature of the density surface increases rapidly near the resist's free surface. As mentioned above, 750 m is the tallest structure which can be produced given the bounds discussed in section 2.7. In order to produce taller structures within these bounds, the curvature has to be reduced. This can be done by increasing the thickness of the mask or by adding additional lters between the beam and the mask. Fig. 4 shows the energy deposition results for parameter set I from all sources (i.e., photoelectrons, Auger electrons, uorescence photons and the residual from the primary photon). In comparison to g. 3 there are several interesting features: 1) The energy distribution is smeared out, i.e., there is no sharp drop at the absorber edge. This is due to the lateral motion of the electrons. 2) There is a sharp ridge at the resist-substrate interface. This ridge is due to backscattered radiation produced in the substrate. Photoelectrons make up the largest contribution to the backward scattered radiation emerging from the substrate. 3) There is a drop in the deposited energy at the resist free surface resulting from backscattered radiation which escapes the resist. Note that we have a resolution of 1 micron in the height. Hence, these last two phenomena are seen to be con ned to the rst few microns.
Of particular interest, are the energy density contours which would indicate the possible developed pro le lines. Fig. 5 depicts the contours for energy density 1/10th and 1/20th the maximum energy density. A typical experimental rule-of-thumb is to assume that the resist will be dissolved by the solvent during the development stage wherever the energy density exceeds 1.5 kJ/cm 3 4, 8] . Hence, the nal developed pro le will most likely lie between these two contours. As can be seen, the contours slope gradually inward from top to bottom, until they near the substrate interface. The insert shows how the counters then turn back outward. With the aforementioned experimental rule-of-thumb, the pattern degradation is seen to be on the order of 500 nanometers.
Of the radiation emitted by the substrate, most of the energy is carried away by photoelectrons. These electrons in turn deposit most of their energy within the rst micron of the resist, giving rise to the ridge seen in g. 4.
As discussed in section 2.2, the photoelectrons are emitted mainly in the direction perpendicular to that of the incoming photon, i.e., parallel to the resist-substrate interface. It is only via the mechanism of elastic scattering, that the electrons reach the resist. Since the scattering angle at a given energy increases with the atomic number, Z, (see eq. 12), it might be expect that this e ect can be reduced by using a substrate material of lower atomic number. Fig. 6 shows the results for parameter set II which uses a carbon glass substrate. Note that the ridge at the resist-substrate interface has now disappeared. These results agree with the experimental results of Pantenburg and Mohr 4] and Schmidt et al. 8] wherein they found that during the development stage the resist adhered better to a carbon glass substrate than a titanium substrate. Here we see that this is a result of energy deposition caused by photoelectrons released in the substrate.
ELSA Parameters
Parameter set III represents the conditions at the ELSA light source in Bonn which has di erent spectral characteristics compared to the DCI source in Paris. Additionally, the details of the experimental setup are slightly different at the two sites: The vacuum window is slightly smaller and the experimentalist tend to use titanium 4] rather than beryllium 8, 9] for the mask membrane. Fig. 7 depicts the distribution of primary photons passing through the membrane and absorber. In this case the value is 1=200, which is about half the value found for the DCI case. The lower value implies a lower background energy ux underneath the absorber.
The contour lines resulting from parameter set III are shown in g. 8. Here it can be seen that both contours have moved closer to the edge of the hole, with the contour for 1/20th moving the farthest. In order to determine whether the movement of the contours is a result of the smaller value or the smaller height of the resist, another simulation was made with a much taller resist.
Parameter set IV includes a very tall microstructure (1000 m). The resulting contour lines are shown in g. 9. Here we see that the contours have moved further back from the edge of the hole and that there is a very evident slant as one approaches the hole. This slant, with an angle on the order of 500 microradians, might cause stability problems for tall, thin structures. For this parameter set 1=150, which is midway between the values found in parameter sets I and III.
From the results depicted in gures 5, 8 and 9, we can conclude that contours are moving away from the absorber edge as the height of the resist increases. This implies that rounding at the edges should be greater for taller structures than for small structures. Nevertheless, the rounding which we nd here is still on the submicron scale, hence it is not directly related to the rounding on the order of microns which is seen in the experiments.
Discussion and Summary
We have demonstrated how small scale degradation arises in microstructures fabricated via the LiGA process. Parameter sets I and II demonstrated that the lateral degradation in a medium size microstructure is in the submicron range. Furthermore, they show that one can eliminate the damage at the resist-substrate boundary by using a substrate of small atomic number. Parameter sets III and IV shown that the di erence in the resulting lateral damage between tall and short microstructures, though readily visible, is in the submicron range.
At present we nd no evidence for micron scale degradation of the developed patterns as suggested by the experiments. Pantenburg and Mohr 4] suggested that secondary electrons or photons could be responsible for this degradation, however, our present simulations have ruled these sources out. Now, an analysis of our computational model shows that we have neglected the following points:
1. divergence of the x-ray beam 2. di raction of the x-ray beam 3. elastic and inelastic photon scattering 4. cascading 5. photon polarization in the x-ray beam 6. electron-electron scattering Divergence and di raction were investigated by Heinrich et al. 5] and Feiertag 9] , both of whom concluded that these processes would contribute only to the rst hundred nanometers of the resist under the absorber, however, their contribution would be much less than that contributed by the secondary electrons. Hence, these factors can be safely neglected.
Elastic and inelastic photon scattering is unimportant for low energy photons, but for energies above 10 keV, the cross-section for scattering approaches the same order of magnitude as the cross-section for absorption. Nevertheless, the high energy scattering is mainly in the forward direction, hence this is expected to have little impact on the lateral distribution of the energy deposition.
Cascading will tend to smear the energy deposition pattern, but this smearing will occur on sub-micron scales and is within the error of the present simulations. Item 5 would tend to favor a di erent angular emission distribution for the photoelectrons, however, we have not found the results to be sensitive to this distribution.
Electron-electron scattering occurs when free electrons scattered o valence shell electrons. This is important when the energy of the free electron is much less than the binding energy of the inner shell electrons. For our simulations this is only true for gold. In the resist, the free electrons typically have an energy much greater than that of the K shell electrons. Since Mott scattering tends to send the particles into larger angles, its not clear what e ect this would have on the electrons produced in the gold, however, since most of these electrons are re-absorbed by the gold anyway, Mott scattering is not expected to play a signi cant role in the outcome of our simulations.
Finally, we can also rule out the importance of higher order radiative contributions by determining the ratio of the energy deposited by the primary photon minus the energy carried away by the secondary processes to the total deposited energy. This is depicted in g. 10 for parameter set II. As can be seen, this ratio is generally on the order of 0.1%. (The apparent increase towards the edge of the simulation region is due to the nite area of irradiation.)
In summary, none of the factors we have neglected appear to be signicant. The largest remaining uncertainty lies in our treatment of the development stage. We have simply taken the experimental rule-of-thumb that the resist will dissolve in the solvent if the deposited energy exceeds 1.5 kJ/cm 3 . Although Feiertag et al. 9] claim to nd good agreement between theoretically predicted development patterns and those produced experimentally when using this rule-of-thumb, it is in general much too simple. In reality, a tall microstructure will be in contact with the solvent for several hours, so that towards the end of this time material with as little as 200 J/cm 3 may begin to dissolve 4]. Given = 1=100 and a maximum deposited dosage of 20 kJ/cm 3 in that part of the resist not under the Au absorber, then its easy to see that under the absorber depositions of 200 J/cm 3 are possible. Hence, the only way to get a more accurate prediction of the developed patterns is to simulate the solvent processes. For smaller microstructures, the dissolution process has been simulated using the so-called string-model 19] and the di usion model 20]. In the future we intend to test both of these models against experimentally developed patterns, to determine which model, in combination with the present simulations, can best describe the development processes in tall microstructures.
Despite the disagreement with experiments on large scale degradation in tall structures, we believe that the simulations have reached such a stage that can serve as a cheap testing ground which can complement di cult and expensive experimental work. Once the development stage is su ciently understood, it should be possible to construct simulation software for it as well. Then a combination of that software with the present software for simulating the energy deposition, could be used to yield very precise predictions of the developed patterns.
A Comment On the Accuracy
The accuracy of the present simulations is limited by statistical, systematic and numerical errors. In the above algorithm there is no discretization error, hence, the overall numerical error is expected to consist mainly of roundo errors. These can be controlled by performing all function evaluations, in particular the evaluation of the Bessel functions in eq.1, to full machine precision and by performing the entire calculation in double precision. Since Monte Carlo simulations put heavy demands on random number generators, we use the generators RANMAR 17] and ZRAN 18] for generating real and integer random numbers respectively. These generators satisfy all known test for random number generators and have periods of 2 144 and 2 125 respectively.
By their nature, systematic errors are di cult to identify. Some of the possible sources of systematic error were examined in detail in the last section.
Statistical errors are one of the biggest obstacles to overcome when performing Monte Carlo simulations. Although a complete analysis of the statistical errors is outside the scope of this paper, we can make a simple estimate of what the most likely error will be.
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