We discuss the quantum hypothesis testing problem with asymptotically semi-commutative states as the null and alternative hypotheses. Using this discussion, we derive quantum analogues of Chernoff's lemma, Hoeffding theorem and Han-Kobayashi's lemma, respectively.
Introduction
Recently, there has been a rise in the necessity for studies about the quantum hypothesis testing problem, related to the corresponding advance in the measuring technologies in quantum optics. This fundamental research subject in the quantum hypothesis testing problem was initiated by Helstrom [1] in the 1970s with a non-asymptotic study. Its asymptotic aspect has been studied by Hiai-Petz [2] , Ogawa-Nagaoka [3] and Nagaoka-Hayashi [4] . The quantum version of Stein's Lemma has been proved by joining the results of Hiai-Petz [2] and Ogawa-Nagaoka [3] . On the other hand, In the classical hypothesis testing, Han [5, 6] studied the asymptotic aspect of a wide class of general sources as null and alternative hypotheses from the information-spectrum point of view. Nagaoka-Hayashi [4] discussed the quantum hypothesis testing with general quantum states as null and alternative hypotheses from a quantum analogous viewpoint of the information-spectrum.
In this paper, we consider the quantum hypothesis testing with asymptotically semi-commutative states defined in §1.2 as null and alternative hypotheses from another quantum analogous viewpoint of the information-spectrum. Applying this discussion to the quantum i.i.d. case, we obtain quantum analogues of Chernoff's lemma [7] , Hoeffding theorem [8] and Han-Kobayashi's lemma [9] , respectively.
In quantum mechanics, states are described by density operators on a Hilbert space H which represents a physical system in interest. (We denotes the set of density operators on H by S(H).) A quantum measurement is described by a Positive Operator Valued Measure (POVM) M = {M i } i∈I which is a partition of the unit into positive semi-definite operators. If a POVM M = {M i } i∈I satisfies M 2 i = M i for any index i, it is called a Projection Valued Measure (PVM), which plays an important role in this paper. When the quantum measurement corresponding to a POVM M is performed to the system in a state ρ, the data obey the probability distribution P M ρ (i) := Tr M i ρ. Now, we discuss a quantum hypothesis testing problem; The null hypothesis is ρ, and the alternative hypothesis is σ. In this setting, any testing is written by a 2-valued POVM {T ρ , T σ }, where T ρ + T σ = I . Let T = T ρ , then we have T σ = I −T . Thus, any testing is written by a positive semi-definite operator T . The operator T can be regarded as a quantum analogue of the acceptance region. Define α(T ) := 1 − Tr ρT, β(T ) := Tr σT, where α(T ), β(T ) are called the first kind of error probability and the second kind of error probability, respectively.
We discuss a general asymptotic setting as described below. Given two arbitrary general quantum states ρ = {ρ n } ∞ n=1 and σ = {σ n } ∞ n=1 on the same Hilbert space {H n } ∞ n=1 , we may define the general hypothesis testing problem with ρ = {ρ n } ∞ n=1 as the null hypothesis and σ = {σ n } ∞ n=1 as the alternative hypothesis. In this setting, we select a sequence of testings T = {T n }, where T n is a positive semi-definite operator on H n . We discuss asymptotic behaviors of the first kind of error probability α n (T n ) := Tr ρ n T n and the second kind of error probability β n (T n ) := 1 − Tr σ n T n when ρ and σ are asymptotically semi-commutative states. In §1.1, we summarize the results in the classical setting, which is discussed by Han [5, 6] and NagaokaHayashi [4] . In §1.2, we summarize the new results in the preceding setting. In §1.3, they are applied to the quantum i.i.d. case.
Hypothesis testing in the classical setting
Given two arbitrary general probability distributions p = {p n } ∞ n=1 and q = {q n } ∞ n=1 on the same probability space {Ω n }, we may define the general hypothesis testing problem with p = {p n } ∞ n=1
as the null hypothesis and q = {q n } ∞ n=1 as the alternative hypothesis. In this setting, our decision is written by the acceptance region
where α n (A n ), β n (A n ) are called the first kind of error probability and the second kind of error probability, respectively. We define the following quantities;
The quantity B(ǫ| p q) presents the maximum exponential component (exponent) of the second kind of error probability under the constraint that the first kind of error probability is less than ǫ. The quantity B e (r| p q) presents that under the another constraint that the exponent of the first kind of error probability is bigger than r. The quantity B * e (r| p q) presents the minimum exponent of the second kind of correct probability 1 − β n (A n ) under the same constraint as the above. The following equations (1), (2) and (4) were proved by Han [5, 6] . The equation (3) was proved by Nagaoka-Hayashi [4] .
where [x] + = max(x, 0) and we have put B * e (r| p q) = 0 (r − 0). The establish of the equation (4) needs the some assumptions. But, that of the equation (3) needs no assumption. If the probability distributions p n and q n are the i.i.d. distributions p n and q n , respectively, the we can prove the following equations.
B e (r| p q) = max −1≤s≤0
B * e (r| p q) = max
where the relative Rényi entropy
. The equation (5), (6) and (7) are called Stein's lemma, Hoeffding theorem [8] and Han-Kobayashi's lemma [9] . In the originals of Hoeffding theorem and Han-Kobayashi's lemma, the quantities B e (r| p q) and B * e (r| p q) are given by a different form than the right hand of (6) and (7), respectively. It is proved by Blahut [10] and Ogawa-Nagaoka [3] that they agree with the quantities given by the originals, respectively. The equation (6) implies Chernoff's lemma [7] ;
The right hand of (8) is called Chernoff's bound and denoted by C(p q).
Asymptotically semi-commutative case
We define quantum analogues of the preceding quantities B(ǫ| p q), B e (r| p q) and B * e (r| p q);
When ρ n and σ n are commutative with one another, the quantities B(ǫ| ρ σ), B e (r| ρ σ) and B * e (r| ρ σ) agree with B(ǫ| p q), B e (r| p q) and B * e (r| p q), respectively. We make some definitions for the description of new results.
For
, we write the maximum of the rank of E i by w(E). A selfadjoint operator X is called commutative with a PVM E = {E i } i∈I on H if E i X = XE i for any index i. A PVM F = {F j } j∈J is called commutative with a PVM E if E i F j = F j E i for any indexes i ∈ I, j ∈ J. For any trace class selfadjoint operators X, Y and any state ρ, we denote the spectral decomposition by
Theorem 2 If ρ = {ρ n } and σ = {σ n } are asymptotically semi-commutative by a sequence of PVMs E = {E n }, then we have
It will be proved in §4.
Defining respective two quantum analogues of ζ (R| p q) and the right hand of (3) as
we have the following theorem.
Theorem 3
In the same assumption as Theorem 2, we have
In these theorems it is remarkable that the sequence of PVM attaining B(ǫ| ρ σ), B e (r| ρ σ) and B * e (r| ρ σ) is depends on the alternative hypothesis σ, but is independent of the null hypothesis ρ and the constants ǫ and r.
Quantum i.i.d. case
In this section we assume that H n = H ⊗n , ρ n = ρ ⊗n , σ n = σ ⊗n , and the Hilbert space H is finite-dimensional. It is immediate from the discussion in §3 in Hayashi [11] that ρ n and σ n are asymptotically semi-commutative. Since
where the quantum relative Rényi entropy
Therefore, the variables 
B * e (r| ρ σ) = max
In the following, we denote the right hand of (17) by C(ρ σ).
Related to the equation (16), Ogawa-Nagaoka [3] proved the inequality
which is a weaker result than the equation (16) . We will discuss in the following order. In §2 we make some definitions for the later discussions. Theorem 1, Theorem 2 and Theorem 3 are prove in §3, 4 and 5, respectively. Now, we prove Theorem 4 from the equations (13) and (14) . Proof of Theorem 4 For simplicity, we abbreviate B e (r| ρ σ), B * e (r| ρ σ), η(R| ρ σ) and ζ(R| ρ σ) to B e (r), B * e (r), η(R) and ζ(R), respectively. The function s → −I −s (σ ρ) is strictly convex and continuous. (For the strictly convexity, see Ogawa-Nagaoka [3] .) Since
the equation (13) guarantees
Therefore, the function
is continuous, strictly convex, and strictly monotone decreasing. We can define its inverse function on [0, D(σ ρ)], and denote it by η −1 . The strictly convexity and (19) imply that
, there uniquely exists a real number s * (R) such that −1 ≤ s * (R) ≤ 0 and that
If r > D(σ ρ), then we have
where the third relation follows from (20) . Since B e (r) ≥ 0, we see B e (r) = 0. We obtain (15) in the case of r > D(σ ρ). Therefore, we can assume that 0 < r ≤ D(σ ρ). From the property of η, we can show
, then the equation (21) guarantees
, where we substitute t for s+1. Thus, the function
Consequently, (22) implies
for −1 ≤ s ≤ 0, where the last inequality follows from (13) . The equation (23) implies η −1 (r) = B e (r) − r. From (24), we have
The equality holds when s = s * (η −1 (r)). Therefore, we obtain B e (r) = max
where, we substitute t for −(1 + s).
Next, we will prove (16) . From the property of s
is strictly monotone increasing and continuous. Therefore, the function s → ζ(R(s)) + R(s) is strictly monotone increasing and continuous. Denoting its inverse function by r → s * (r), we have
for s ≥ 0, where the inequality follows from (14) . Since (25) implies R(s * (r)) = r − B * e (r), the inequality (26) guarantees
The equalities hold when s = s * (r). We obtain (16) . Finally, we will prove (17) . We can calculate as
Since the function r → B e (r) is continuous and monotone decreasing, sup r min{B e (r), r} equals r * such that B e (r * ) = r * . From (23), r * = r * + η −1 (r) holds. Therefore, we have r * = η(0). The equation (17) is immediate. 2
New notations
We make some definitions and study these properties for the later discussion. For PVMs E(= {E i } i∈I ), F (= {F j } j∈J ), the notation E ≤ F means that for any index i ∈ I there exists a subset (F/E) i of the index set J such that E i = j∈(F/E) i F j . For a state ρ, we denote E(ρ) by the spectral decomposition of ρ which can be regarded as a PVM. The map E E with respect to a PVM E is defined as:
which is an affine map from the set of states to itself. Note that the state E E (ρ) is commutative with a PVM E. If a PVM F = {F j } is commutative with a PVM E = {E i }, then we can define the PVM F × E = {F j E i }, which satisfies that F × E ≥ E and F × E ≥ F . For a trace class selfadjoint operator X, a real-valued function f and a real number a, the projections {f (X) > a} and {f (X) ≥ a} are defined as
where X = i x i E(X) i is the spectral decomposition of X. In the similar way, the projections {b ≥ F (x) > a} and {f (X) = a} are defined. Under the these notation, we have
where f, g are real-valued function. For any trace class selfadjoint operators X, Y , the equation
holds. If Y is commutative with ρ or X, then
holds. However, the equation (31) in general, does not hold unless Y is commutative with ρ or X. If a state ρ is commutative with a trace class selfadjoint operator Z and if trace class selfadjoint operators X and Y are commutative with one another, then we can define a probability distribution P X,Y,Z ρ with respect to variables X, Y , Z by
Denoting the expectation in P , respectively, we have the following lemma.
Lemma 5 The relations
hold. If a PVM E is commutative with X, Y, Z and ρ, then
where
holds. If σ is commutative with ρ and the equations E M (ρ) = ρ, E M (σ) = σ and w(M) = 1 hold, then we have
3 Proof of Theorem 1
The equation (1) implies that
If ρ and σ are commutative with a PVM E, the first kind and the second kind of error probability of any test T agree with those of the test E E (T ), respectively. In the classical hypothesis testing with P
as the null hypothesis and P
M (T ) σ
as the alternative hypothesis, there exists a acceptance region whose the first kind and the second kind of error probability agree with those of the testing T in the quantum hypothesis testing with ρ and σ. When a sequence of testings T = {T n } satisfies that lim sup n→∞ α n (T n ) ≤ ǫ, then we see that
we obtain Theorem 1. Defining
. We prepare two lemmata for a proof of (41).
Lemma 6
If states ρ n and σ ′ n , and a PVM M n are commutative with a PVM E n and the
for any real number δ > 0, R. From (38) and (39), substituting E M n (σ n ) for σ ′ n in (42), we have
Therefore, we obtain
Lemma 7 If a PVM M n and a state σ n are commutative with a PVM E n and the quantity log w(E n ) n goes to 0 as n → ∞, then the inequality
holds, where δ is any real positive number. Thus, we obtain
Now, we prove (41) from these two lemmata. Assume that a PVM M n is commutative with a PVM E n and that w(
The equations (43) in Lemma 6 and the inequality (45) in Lemma 7 imply that
From (46) and (47), we obtain (41).
Proof of Lemma6
First, we prepare two lemmata for a proof of lemma 6.
Lemma 8 Assume that states ρ, σ ′ and a PVM M are commutative with a PVM E. If the conditions that E M (σ ′ ) = σ ′ and that w(M) = 1 are satisfied, then the inequalities
hold for any real number s.
Proof Let a i := Tr[E i ρE i ], ρ i := E i ρE i /a i . A state σ ′ is commutative with E M (ρ) and E M (ρ i ). Since the probability distribution P σ ′ ,E M (ρ),ρ ρ can be defined, we have the following
where the equation (49) follows from (37). Suppose that s ≥ 0, we see
From (35) and (33), we have
where the last equation follows from (53). Using (34) and (33), we have
where the last equation follows from (54). From the equations (50), (51) and (52) we can prove this lemma in the case s ≥ 0. Similarly we can prove the case s < 0. 2 The following lemma can be easily shown.
Lemma 9
If the rank of state ρ is k, then the inequalities
hold, where s is any nonnegative real number.
Lemma 10 If a sequence of real-valued random variables {X n } satisfies that
for any real number s, the equation
holds for any real number δ > 0.
Proof Since Markov's inequality implies that
The inequality 
for any real number s. It follows from Lemma 10 that
For any random variables X, Y on a probability space Ω and any real numbers δ > 0, R the relation {ω|X(ω) ≤ R − δ} \ {ω|Y (ω) − X(ω) ≥ δ} ⊂ {ω|Y (ω) ≤ R} holds. Therefore, we have p{ω|X(ω) ≤ R − δ} − p{ω|Y (ω) − X(ω) ≥ δ} ≤ p{ω|Y (ω) ≤ R} for a probability measure p on Ω. Similarly, we can prove that p{ω|X(ω) ≤ R−δ}+p{ω|X(ω)−Y (ω) ≥ δ} ≥ p{ω|Y (ω) ≤ R}. Therefore, the inequalities
hold. Taking the limit in (58), we obtain (42) from (35), (34) and (57). 
Proof of Lemma 7
First, we will prove some lemmata to prove Lemma 7.
If a PVM E is commutative with a state σ and a PVM M, the inequalities
hold.
Proof If a unit eigenvector φ of M i σM i belongs to Im{E M (σ) < a} ∩ Im M i , then we can show the inequality φ|{σ ≥ b}|φ ≤ c i ′ +j . We have l ≤ dim H. Therefore, the relations
We obtain the inequality(59). The inequality (60) follows from the inequality (59). Since any bounded operator A satisfies that A * A = A = A * , the equations
hold. Then, we obtain the inequality (61). 2
Lemma 12
If trace class selfadjoint operators X, Y and real-valued functions f, g, c satisfy that
for any positive semi-definite trace class selfadjoint operator ρ ′ and any real numbers a and b, then the inequality
holds for any state ρ and any real numbers a, b.
Proof Let ρ = i s i E(ρ) i be the spectral decomposition of ρ. The inequality (29) guarantees
From (62), we have
Therefore, we obtain the inequality (63). 2
Lemma 13 Any projections P, P ′ and a positive semi-definite trace class selfadjoint operator ρ ′ satisfy that
Proof Since any bounded operator A satisfies that A * A = A = A * , the relations
where the last inequality follows from the operator inequality P P ′ P ≤ P 2 = P . The relations (65) and (66) imply the inequality (64).
2
Lemma 14
If a PVM E is commutative with a PVM M and a state σ, then the inequalities
hold for any positive semi-definite trace class selfadjoint operator ρ ′ , any state ρ and any real numbers δ > 0, R.
It follows from (61) in Lemma 11 that ( I −P )P ′ ( I −P ) ≤ w(E)e −δ . Applying Lemma 13, we have (67). The inequality (68) follows from the application of (67) 
The inequality (44) follows from the definitions K(R| ρ σ) andK M (R| ρ σ), and the equation lim n→∞ w(E n )e −nδ = 0. 2
Proof of Theorem 2
From the same reason as the proof Theorem 1, it is sufficient for the equations
to prove the equations
In the following, we will prove (70) and the equation
We prepare Lemma 15, Lemma 16 and the following definition for the proof of (70). Definẽ
then the equationη 
for any real number δ > 0, R.
Let δ be any positive real number. There exists a real number R such that η(R| ρ σ) < r. 
hold. Therefore, we obtain
This guarantees
From (77) and (79), we have
The equation (70) follows from the inequalities (78) and (80). Therefore, we obtain (69). Next, we will prove (71) from (69). We denote {x ∈ R|x ≥ 0} by R + . A function f from R + to R + is called a strictly boundary function if it is monotone increasing and satisfies that lim x→x−0 f (x) = f (x 0 ). For a strictly boundary function f , there uniquely exists a strictly boundary function g such that
Then the strictly boundary function g is called the inverse function of f . The function r → B e (r| ρ σ) is the inverse function of the strictly boundary function r → B e (r| σ ρ). Also, the function r → B e (r| σ ρ) is the inverse function of the strictly boundary function r → B e (r| ρ σ).
Since it is proved from (69) that B e (r| σ ρ) = B 
Proof of Lemma 16
The inequalityη
Therefore, it is sufficient for (75) to prove
Let N be any positive integer, and define C N as C N :=η M (R| ρ σ)/N.
Lemma 17
If states ρ, σ and a PVM M are commutative with a PVM E, then the inequality
holds for any real numbers C > 0, R 2 , where the real numbers f 1 , . . . , f N +1 are defined as
The inequality (83) in Lemma 17 implies
Taking the limit as n → ∞, we have
Taking the limit as N → ∞ and substituting R ′ for R + C N j, we can see
Therefore, we obtain the inequality (75). Proof of Lemma 17 Let M be a PVM and ρ ′ , σ ′ be positive semi-definite trace class selfadjoint operators. If a unit vector φ ∈ Im{− log(σ ′ ) ≤ R 2 } satisfies that {σ ′ ≥ e −R 2 }φ = φ and if an integer j satisfies that 2 ≤ j ≤ N, then we have
where the last inequality follows from the inequality (59). Similarly, we get
Define
We see φ j = 1 and φ = N +1 j=1 b j φ j . Therefore, the inequality
holds. Defining f 1,j as
we have
where Schwarz inequality guarantees (88) and the relations (84)- (87) 
Suppose that operators ρ ′ , σ ′ and a PVM M are commutative with a PVM E = {E k }.
The equation f 3,j = k f 2,k,j holds. We can see
=w(E)
where (91) follows from substitution of ρ (90) and (92) does from Schwarz inequality.
Write the spectral decomposition of state ρ by ρ = k s k E(ρ) k . Define f 4,k,j as
The equation (28) infers
Therefore, we have
where (96) follows from (93), (97) does from Schwarz inequality, and (98) does from (94). From (95) and (98), we obtain (83). 2
Proof of Theorem 3
Because of the same reason in §3, it suffices Theorem 3 to show the equations
We prepare Lemma 18, Lemma 19 and the definitioñ
for a proof of (99). Note thatζ M ′ (R| ρ σ) = ζ(R| ρ σ). In the same way as the proof of Lemma 15, we obtain Lemma 18.
Lemma 18
If states ρ n , σ n , and a PVM M n are commutative with a PVM E n , and the relations E M (ρ n ) = ρ n , w(M n ) = 1, log w(E n ) n → 0 hold, then the inequalities
hold for any real number R and any positive real number δ. Substituting M E ρ for M in (73), from (38) and (39) we have
Lemma 18 implies
Lemma 19 If states ρ and σ are commutative with a PVM E, then the inequality
holds for any real number c > 0 and a selfadjoint operator T such that 0 ≤ T ≤ I .
The inequality (103) implies
Assume that lim inf n→∞
We have the inequality
The inequality
holds. From the inequality (102) and the inequality
we obtain (12).
Proof of Lemma 19
Denoting the spectral decompositions of σ and ρ by σ = i σ i E(σ) i and ρ = j ρ j E(ρ) j , we see
where we define the set D as D := {(i, j)|σ i ≥ cρ i }, and the operator
From these definitions and Lemma 20, we have
where the last inequality follows from Lemma 20. Therefore, we have
we obtain (101). 2
Lemma 20
If a PVM M and a state ρ are commutative with a PVM E, then we have
Proof It is enough to prove that kE M (ρ) ≥ ρ in the assumption that dim H = k. Therefore, it is sufficient to show that E M (|φ φ|)k ≥ |φ φ| for any pure state |φ φ|. We have
for any ψ ∈ H, where the last inequality follows from the application of the vectors a = {1}
to Schwarz inequality. Now, we immediately prove (104). 2
Further study
In the quantum i.i.d. case, we can consider another problem that we select a POVM for the testing under the following constraint. Let us define the quantum hypothesis testing problem with ρ ⊗nm as the null hypothesis and σ ⊗nm as the alternative hypothesis on the Hilbert space H ⊗nm which can be regarded as (H ⊗m ) ⊗n . Assume that we can choose any POVM M m on the Hilbert space H ⊗m and perform the measurement corresponding to the same POVM M m to the system corresponding to H ⊗m , n times. Therefore, we can decide "Accept" or "Reject" from n data. Now, we discuss the asymptotic behavior when the number m is fixed and the number n goes to the infinite. We call such a testing a m-th semi-classical testing. Stein's lemma (5) guarantees that
equals the maximum exponent of the second kind of error probability under the constrain that the first kind of error probability is less than ǫ, where
equals the maximum exponent of the sum of the first kind and the second kind of error probability, where
. First, we discuss the former maximum exponent. For simplicity, we assume that m = 1. The monotonicity of the quantum relative entropy implies
for any POVM M, where the equality holds for some M if and only if ρσ = σρ. (See Petz [12] , Proposition 1.16 in Ohya-Petz [13] and Fujiwara-Nagaoka [14] .) Since the equation
From Hiai-Petz Theorem [2] , there exists a sequence {M m } of PVMs such that
We can constitute such a sequence {M m } which is independent of the choice of ρ. (See Hayashi [11] .) Therefore, if the number m is enough large and if M m is suitably selected, then the m-th semi-classical testing is approximately optimal in the setting discussed in §1.3 under the constant constraint for the first kind of error probability.
Next, we discuss the later maximum exponent. The equation (17) guarantees
We consider whether the equality as for the inequality (107) is attained in the asymptotic setting similarly to (106).
Lemma 21
If states ρ and σ are unitary equivalent with one another and strictly positive definite and are not commutative with one another, then we have
where d(ρ σ) denotes the y-coordinate of the intersection (except the origin) of the line y = −2 log Tr √ ρ √ σ x and the curve y = − log Tr ρ 1−x σ x . It implies that the equality as for the inequality (107) does not attained in the asymptotic setting.
The inequality (108) implies that as for the later maximum exponent there exists a gap between the limit (as m → ∞) of the m-th semi-classical testing and the setting discussed in §1.3. But, when both of ρ and σ are pure states, the equation C Mρ (ρ σ) = C(ρ σ) holds, where M ρ denotes the PVM { I −ρ, ρ}.
It is an open problem whether the left hand of (108) agrees with d(ρ σ) under the assumption in Lemma 21. Also, it is an interesting problem to calculate the the limits (as m → ∞) of the bounds like (15) , (16) and (17) in the m-th semi-classical testing. It is not well-known whether the optimal POVM in the m-th semi-classical testing depends on the constraint exponent r.
Proof of Lemma 21
It is known that the inequality
s holds for 0 ≤ s ≤ 1. This is a consequence of the interpolation theory of Uhlmann [17] and follows also from the monotonicity of Petz's quasi entropies [15, 16] ; see Remark 1 of Ogawa and Nagaoka [3] or Example 2.6 of Ogawa [18] . Since ρ > 0, σ > 0, the function s → − log Tr ρ 1−s σ s is strictly concave. (See Ogawa-Nagaoka [3] .) The map s → − log
also, is concave. It is well-known that
For a proof, see Uhlmann [19] ,Jozsa [20] and Fuchs [21] . The equation − log Tr(ρ ⊗m ) 1−s (σ ⊗m ) s = −m log Tr ρ 1−s σ s holds. Since Lemma 22 and these fact guarantee that
we obtain (108).
Lemma 22 Assume that a function f : [0, 1] → R + is continuous and strictly concave and satisfies that f ( ). We have
where d denotes the y-coordinate of the intersection (except the origin) of the line y = 2cx and the curve y = f (x).
Conclusion
We treat asymptotically semi-commutative states as null and alternative hypotheses by the classical information spectrum method studied by Han [5, 6] . Since the notation P X,Y ρ played an important role in the main theorems, it seems to be useful for another problem of quantum information theory. In the direct part of the main theorems, it is essential that the probability distribution P
σn,E M n (ρn) ρn approaches P σn,ρn ρn very fast. In the converse part, we need respective techniques for the respective theorems. Lemma 16 plays an important role in the converse part in Theorem 2. It is proved by a quantum analogous technique of "information spectrum slicing" used by Han [5, 6] . The converse in Theorem 3 follows from Lemma 19, which can be regarded as a different quantum analogue of Neyman-Pearson Lemma than Helstrom [1] derived.
