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Abstract. New approach in stability theory for a class of retarded non-
linear functional differential equations is discussed. The problem of sta-
bility of the zero solution is considered under assumption that the system
of interest has a trivial linearization, i.e. it is essentially nonlinear. Suffi-
cient conditions for uniform asymptotic stability and instability are given
by auxiliary functionals of Lyapunov-Krasovskii type. The method is also
applicable to linear systems with a small parameter in standard form.
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1 Introduction
The paper is devoted to the problem of stability of the zero solution of nonlinear
system of functional differential equations (FDE) of retarded type
ẋ = F (t, xt). (1.ana)
There is no need to elaborate on the role that Lyapunov-Krasovskii functionals
play in the analysis of asymptotic properties of solutions of FDE. In particular,
a suitable functional may ensure the uniform asymptotic stability of a trivial
solution of (1.ana). Due to classical results [1], [2]. suitable here may mean uni-
formly positive definite on state space Ch = C([−h, 0]),Rn), which strictly and
uniformly decreases along nontrivial solutions. There is the celebrated converse
theorem on Lyapunov-Krasovskii functional [2]. But to find actually such func-
tionals in concrete examples is not an easy problem. In this paper we establish
new sufficient conditions on stability for a class of FDE in terms of functionals
which satisfy less strong restrictions. We suggest a new approach in context of
generalized Lyapunov’s direct method [3] – [6]. Unlike the well-known theorems
on stability for FDE [1], [2] suitable functionals satisfy main restrictions only in
This is the preliminary version of the paper.
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some cone AhR ⊂ Ch not in the whole space Ch, moreover, they are nonmonotone
along nontrivial solutions of (1.ana). It gives a possibility to use a simple procedure
to construct suitable functionals.
The paper is organized as follows. In the second section we give the statement
of the problem, some definitions and mathematical facts. Theorems on uniform
asymptotic stability and instability are stated and proved in sections 3 and 4,
respectively. In the last section we consider two examples. The first one is an
example of nonlinear scalar equation with deviating argument which has unstable
zero solution for all values of the constant delay h ∈ [a, b] but, from the other
hand, it is shown that there exist a time-varying delay h0(t) with the same range
of values, h0(t) ∈ [a, b] for all t, such that this equation with delay h0(t) already
have uniformly asymptotically stable trivial solution.
We also study the parametric resonance in linear equation with small param-
eter of Mathieu type. It is shown that the delay being introduced may damp the
demultiplicative parametric resonances and make the equation either unstable
or asymptotically stable.
2 Preliminaries
Consider a system of nonlinear functional differential equations with finite delay
written as
ẋ(t) = F (t, xt), (2.ana)
where F : GhH → Rn, GhH = R+×ΩhH , R+ = [0,∞), ΩhH = {ϕ ∈ Ch : ‖ϕ‖ < H}
is the open H – ball in the Banach space Ch = C([−h, 0],Rn) of continuous
functions ϕ : [−h, 0] → Rn with the supremum norm ‖ϕ‖ = max{|ϕ(s)|: −h ≤
s ≤ 0}, | · | is a norm in Rn. For a given function x(t) we denote by xt the
element in Ch defined by xt(s) = x(t + s), −h ≤ s ≤ 0. In the context of FDE
the element xt is called the state at time t.
Denote by UI(R+) a set of all functions L : R+ → R+ which are integrable
on any finite segment [t0, t0 +∆] ⊂ R+ and for any ∆ > 0 there exists a constant
L∆ > 0 such that
t0+∆∫
t0
L(t) dt ≤ L∆ for any t0 ∈ R+. (3.ana)
We assume that there are exist functions L,M0 ∈ UI(R+) and a constant
d0 > 1 such that for any t ∈ R+ and ϕ, ψ ∈ ΩhH
|F (t, ϕ)− F (t, ψ)| ≤ L(t)‖ϕ− ψ‖, (4.ana)
|F (t, ϕ)| ≤M0(t)‖ϕ‖d0 (5.ana)
for any t ∈ R+ and ϕ, ψ ∈ ΩhH .
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A solution of (2.ana) through (t0, ϕ) ∈ R+ × ΩhH will be denoted by x(t0, ϕ) :
R+ → Rn, t 7→ x(t; t0, ϕ), so that xt0(t0, ϕ) = ϕ. It is known that x(t0, ϕ)
satisfies the integral equation
x(t; t0, ϕ) = ϕ(0) +
t∫
t0
F (τ, xτ ) dτ, xt0 = ϕ, t ≥ t0. (6.ana)
Using this representation and Gronwall’s lemma it is easy to get the following
results [7].
Lemma 1. Let t0 ∈ R+ and ϕ ∈ ΩhH be given and the functional F satisfies
Lipschitz inequality (4.ana). Then until x(t0 +∆; t0, ϕ) ∈ Ωhh the following inequality
holds
‖xt0+∆(t0, ϕ)‖ ≤ ‖ϕ‖ exp(L∆), (7.ana)
where L∆ is a constant from the estimate (3.ana).
Note that the right-hand part of inequality (7.ana) does not depend on t0.
Lemma 2. Let t0 ∈ R+ and ϕ ∈ ΩhH be given and the functional F satisfies
inequalities (4.ana) and (5.ana) then
|x(t0 +∆; t0, ϕ)− ϕ(0)| ≤ ‖ϕ‖d0E∆, (8.ana)
where E∆ = M0∆ exp(d0L∆), M
0
∆ and L∆ are the constants from the estimates
of the type (3.ana) for functions M0(t) and L(t) respectively.
Lemma 3. Let x : [t0− h,∞)→ Rn be a continuous function and there exist a
constant R > 1 such that |x(t)| ≤ ‖xt‖/R ≡ (1/R) max{|x(t+ s)| : −h ≤ s ≤ 0}
for all t ≥ t0.
Then lim
t→∞
|x(t)| = 0, and
|x(t)| ≤ ‖xt0‖/RN+1 for t ≥ t0 +Nh,N = 0, 1, 2, . . . .
In this paper we use the known definition of stability.
Definition 4. The zero solution x = 0 of the system (2.ana) is said to be
stable if for each σ ≥ 0, α > 0 there is β = β(α, σ) > 0 such that ϕ ∈ Ωhβ
implies that xt(σ, ϕ) ∈ Ωhα for any t ≥ σ;
uniformly stable if it is stable and β is independent of σ;
asymptotically stable, if it is stable and for each σ ≥ 0 there is β0 = β0(σ) > 0
such that ϕ ∈ Ωhβ0 implies xt(t;σ, ϕ)→ 0 as t→∞;
uniformly asymptotically stable if it is uniformly stable and if there is a β0 > 0
and for each η > 0 there exists t0(η) > 0 such that for any σ ≥ 0 xσ = ϕ ∈ Ωhβ0
implies xt(σ, ϕ) ∈ Ωhη for t ≥ σ + t0(η).
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For given h0 > h and R ≥ 1 consider the set
Ah0R = {ϕ ∈ Ch0 : ‖ϕ‖ ≤ R|ϕ(0)|}.
It is easy to see that




for R1 < R2,
the boundary ∂Ah0R of the set A
h0
R is defined as
∂Ah0R = {ϕ ∈ Ch0 : ‖ϕ‖ = R|ϕ(0)|},
Ah01 ≡ ∂Ah01 and Ah01 ⊂ Ah0R for any R > 1,
Ah0R is a nonconvex cone in Ch0 .
The cone Ah0R plays a crucial role in our approach. The fact is that the norm
‖xt(σ, ϕ)‖ may increase if and only if xt(σ, ϕ) ∈ Ah01 and |x(t;σ, ϕ)| tends to zero
when xt(σ, ϕ) 6∈ Ah0R for some R > 1. Therefore in the context of the stability
problem it is enough to investigate a behavior of the state xt(σ, ϕ) only in the
cone Ah0R not in the whole neighborhood Ω
h0
H .
3 Sufficient conditions on asymptotic stability
In this section we present sufficient conditions for uniform asymptotic stability
of the zero solution of the system (2.ana) in terms of Lyapunov’s functionals v(t, ϕ)
which can be nonmonotone along the solutions. It means that the derivative
v̇|(2.ana) (σ, ϕ) of the functional v along the solution of (2.ana) can change the sign. This
derivative is defined as
v̇|(2.ana) (σ, ϕ) = lim∆t→+0
v(σ +∆t, xσ+∆t(σ, ϕ)) − v(σ, ϕ)
∆t
.
If v is differentiable v̇|(2.ana) (σ, ϕ) is obtained using the chain rule.
We start with the following technical lemma.
Lemma 5. Let h0 ≥ h and R > 1 be given. Assume that for some τ0 ≥ 0 and
ψ0 ∈ Ah0R ∩ Ωh0η a solution x(τ0, ψ0) of the system (2.ana) is defined for τ0 ≤ t ≤






, E0 = M02h0 exp(d0L2h0). (9.ana)
Then xt(τ0, ψ0) ∈ Ah0R for τ0 + h0 ≤ t ≤ τ0 + 2h0.
If, in addition, ‖xt(τ0, ψ0)‖ < ηR for all t ≥ τ0 + h0, then xt(τ0, ψ0) ∈ Ah0R
for all t ≥ τ0 + h0.
Proof. According to Lemma 2 the solution x(τ0, ψ0) satisfies the inequality
|x(t; τ0, ψ0)− x(τ0)| ≤ ‖xτ0‖d0E0 (10.ana)
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for any t ∈ [τ0, τ0 +2h0], here xτ0 = ψ0, x(τ0) = ψ0(0). Using (10.ana), we obtain the
following upper and lower estimates for the norm |x(t; τ0, ψ0)| on the segment
[τ0, τ0 + 2h0]:
|x(t; τ0, ψ0)| ≤ |x(t; τ0, ψ0)− x(τ0) + x(τ0)| ≤ |x(τ0)|+ ‖xτ0‖d0E0
≤ |x(τ0)|(1 +Rd0 |xτ0 |d0−1E0), (11.ana)
|x(t; τ0, ψ0)| ≥ |x(τ0)| − ‖xτ0‖d0E0 ≥ |x(τ0)|(1 −Rd0 |xτ0 |d0−1E0). (12.ana)
Hence for t ∈ [τ0 + h0, τ0 + 2h0] we have
‖xt‖
|x(t)| ≤
max{|x(t+ s), t− h0 ≤ s ≤ t}












It means, that ‖xt‖ < R|x(t)|, i.e. xt ∈ Ah0R , for t ∈ [τ0 + h0, τ0 + 2h0].
If ‖xt(τ0, ψ0)‖ < ηR for all t ≥ τ0 + h0, then |x(τ0 + kh0;σ, ψ0)| < ηR for
any k = 1, 2, . . . . The constant E0 does not depend on xτ0 , consequently, the
estimates (11.ana)–(13.ana) hold for τ0 + kh0 ≤ t ≤ τ0 + (k + 1)h0, k = 1, 2, . . . . It
means that xt ∈ Ah0R for any t ≥ τ0. Lemma is proved.
Let K denotes the Hahn class, i.e. the set of all continuous strictly increasing
functions a : R+ → R+ such that a(0) = 0.
Theorem 6. Suppose that for some h0 ≥ h and R > 1 the following assump-
tions hold:
1) there exist functionals v, Φ : Gh0H → R and functions a, b ∈ K such that
a) v̇|(2.ana) (t, ϕ) ≤ Φ(t, ϕ),
b) v(t, ϕ) ≤ b(‖ϕ‖) for (t, ϕ) ∈ Gh0H ,
c) v(t, ϕ) ≥ a(‖ϕ‖) for t ≥ 0 and ϕ ∈ Ah0R ∩Ω
h0
H ;
2) there exist constants d > 1,m > 0 and a function M ∈ UI(R+) such that
|Φ(t, ϕ)| ≤M(t)‖ϕ‖d0 for (t, ϕ) ∈ Gh0H ,
|Φ(t, ϕ) − Φ(t, ψ)| ≤M(t)rd−1‖ϕ− ψ‖
for ∀t ≥ 0 and ϕ, ψ ∈ Ωh0r , 0 < r < H;
3) there exist constants T > 0, β > 0 and δ > 0 such that for any t0 ≥ 0,
x0 ∈ Bβ and ∆t ≥ T
I(∆t, t0, x0) =
t0+∆t∫
t0
Φ(t, x0) dt ≤ −2δ|x0|d∆t.
Then the zero solution of (1) is uniformly asymptotically stable.
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Proof. First of all we will show that xt(t0, xt0) ∈ Ah0R for all t ≥ 0 if xt0 ∈ A
h0
R at
some moment t0 and ‖xt0‖ is small enough. Then we prove that the zero solution
of the system (2.ana) is uniformly stable and ‖xt‖ → 0 as t→∞. Uniformity of the
asymptotic stability is guaranteed by the properties of the functional v in the
cone Ah0R .
Let us fix an arbitrary small ε ∈ (0, ηR), where ηR is defined as in Lemma 5
by given h0 ≥ h and R > 1. Put ε1 = ε/2. Denote by
{v < γ}τ = {ϕ ∈ Ωh0H : v(τ, ϕ) < γ}
a cut for t = τ of the region
{v < γ} = {(t, ϕ) ∈ Gh0H : v(t, ϕ) < γ}.
Due to the positive definiteness of the functional v in the region R+×(Ωh0H ∩A
h0
R )
there exists a constant γ > 0 such that for all t ≥ 0
{v < γ}t ∩ Ah0R ⊂ Ωh0ε1 .
It is enough to take γ = a(ε1). Choose a value η0 > 0 such that
η0 < η0(1 + ηd0−10 Eh0) < b
−1(γ), (14.ana)
where Eh0 = M0h0 exp[Lh0(d0 + 1)]. Note that (14.ana) implies that η0 < ηR.
Let σ ≥ 0 and ψ ∈ Ωh0η0 be given. Inequality (14.ana) implies that v(σ, ψ) < γ. If
ψ /∈ Ah0R , then ‖xt(σ, ψ)‖ will decrease while xt /∈ A
h0
R . The rate of decreasing
is given by Lemma 3. Suppose that xτ0 ∈ Ah0R for some τ0 ≥ σ. According to
the choice of η0 (see the inequality (14.ana)) v(t, xt) < γ for t ∈ [τ0, τ0 + h0]. Due to
Lemma 5 xτ0+h0 ∈ Ah0R , hence,
a(‖xτ0+h0‖) ≤ v(τ0 + h0, xτ0+h0) < γ = a(ε1),
therefore ‖xτ0+h0‖ < ε1 < ηR and xt ∈ A
h0
R at least for t ∈ [τ0 + h0, τ0 + 3h0].
xt(σ, ψ) will be in Ah0R while ‖xt‖ < ηR. Remember that ‖xt‖ may increase only
if xt ∈ Ah01 ⊂ Ah0R . According to the choice of γ we see that ‖xt‖ ≤ ηR/2 till
v(t, xt) ≤ γ. Suppose that v(t0, xt0) = γ for some t0 ≥ τ0 +h0 the point xt leaves
the domain {v < γ}. Note that xt0 ∈ Ah0R , i.e. ‖xt0‖ ≤ R|x(t0)|. According to
condition 2a) of the theorem
v̇|(2.ana) (t, xt) ≤ Φ(t, xt).
Thus
v(t, xt(σ, ψ)) − v(t0, xt0(σ, ψ)) ≤
∫ t
t0
Φ(τ, xτ ) dτ. (15.ana)
Define a function z : R → Rn such that z(t) = x(t;σ, ψ) for t0 − h0 ≤ t ≤ t0
and z(t) = x(t0) for t ≥ t0 Adding and subtracting
∫ t
t0
Φ(τ, zτ ) dτ , we get
t∫
t0
Φ(τ, xτ ) dτ =
t∫
t0
Φ(τ, zτ ) dτ +
t∫
t0
[Φ(τ, xτ )− Φ(τ, zτ )] dτ. (16.ana)
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According to Lemma 2
‖xτ − zτ‖ ≤M1‖xt0‖d0,
for τ ∈ [t0, t0 + T1], where the constant T1 ≥ T will be selected below, the




[Φ(τ, xτ )− Φ(τ, zτ )] dτ ≤ C0T1‖xt0‖d+d0−1. (17.ana)
The estimate (17.ana) is uniform with respect to t0 ≥ 0 and xt0 ∈ Ωh0H , i.e. the
constant C0 > 0 depends only on T1.




Φ(τ, zτ ) dτ =
t0+h0∫
t0
Φ(τ, zτ ) dτ +
t∫
t0
Φ(τ, yτ ) dτ −
t0+h0∫
t0
Φ(τ, x(t0)) dτ, (18.ana)




Φ(τ, zτ ) dτ
∣∣∣∣∣∣ ≤ h0Mh0‖xt0‖d exp(dLh0), (19.ana)∣∣∣∣∣∣
t0+h0∫
t0
Φ(τ, yτ ) dτ
∣∣∣∣∣∣ ≤ h0Mh0 |x(t0)|d exp(dLh0). (20.ana)
Choose T1 ≥ T such that
Mh0(R
d + 1)h0 exp(dLh0)/T1 ≤ δ/2, (21.ana)
where δ is a constant from condition 3) of the theorem. Using condition 3) and
taking into account that ‖xt0‖ < R|x(t0)|, from (18.ana)–(21.ana) we get
t0+T1∫
t0
Φ(τ, zτ ) dτ =
t0+T1∫
t0
Φ(τ, x(t0)) dτ −
t0+h0∫
t0
Φ(τ, x(t0)) dτ +
t0+h0∫
t0













Φ(τ, zτ ) dτ
∣∣∣∣∣∣


















Suppose that ε is small enough to be true the following inequality
C0R
d+d0−1(ε/2)d0−1 ≤ δ/2. (23.ana)
Then from (15.ana)–(17.ana) and (22.ana) we have
v(t0 + T1, xt0+T1) ≤ v(t0, xt0) +
t∫
t0
Φ(τ, zτ ) dτ +
t∫
t0









≤ v(t0, xt0)− δ|x(t0)|dT1 < v(t0, xt0).
It gives us the main inequality
v(t0 + T1, xt0+T1) ≤ v(t0, xt0)− δ|x(t0)|dT1. (24.ana)
We emphasize that the estimate (24.ana) is uniform with respect to t0 ≥ 0 and
xt0 ∈ Ah0R ∩ Ωh0ε1 . Inequality (24.ana) means that the state xt has returned into the
domain {v < γ}t, moreover, we can choose ε > 0 so small that xt does not leave
the ball Ωh0ε . Indeed, according to Lemma 2 for t ∈ [t0, t0 + T1]
|x(t; t0, xt0)− x(t0)| ≤ ‖xt0‖d0MT1 exp(d0LT1) ≤ |xt0 |d0Rd0MT1 exp(d0LT1),
therefore
|x(t; t0, xt0)| ≤ |x(t0)|+ |x(t)− x(t0)| ≤ ε,
if ε is small enough to ensure
(ε/2)d0Rd0MT1 exp(d0LT1) ≤ ε/2.
According to Lemma 5 xt ∈ Ah0R for t ∈ [t0, t0 + T1]. It has been shown that
at the moment t1 = t0 + T1 xt1 belongs to the domain {v < γ}t1 ⊂ Ωh0ε1 . If the
point xt will leave the domain {v < γ}t again at some moment t′0 > t1 then it
will return back in finite time less than T1 because all estimates we employed
above to obtain the main inequality are uniform with respect to t ≥ t0 and
xt0 ∈ Ah0R ∩ Ωh0ε1 . Consequently, we have proved that xt ∈ A
h0
R ∩ Ωh0ε1 for all
t ≥ t0.
Since ε is arbitrary small and η0 does not depend on initial moment σ, the
uniform stability of the zero solution of the system (2.ana) is proved.
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To prove the asymptotic stability we note that in virtue of the uniformity
of all estimates derived above with respect to t ≥ t0 and xt0 ∈ Ah0R ∩ Ωh0ε1 (24.ana)
yields
0 < v(tk + T1, xtk+T1) ≤ v(t0, xt0)− δT1(|x(t0)|d + |x(t1)|d + . . .+ |x(tk)|d),
(25.ana)
where tk = t0 + kT1, for any integer k ≥ 1. By condition 1c) of the theorem
v(t0, xt0) ≥ a(‖xt0‖) > 0, and (25.ana) means that |x(tk)| → 0 as k → ∞, therefore
‖xtk‖ → 0 as k →∞, because ‖xtk‖ < R|x(tk)|.
Uniformity of the asymptotic stability follows from Lemma 3 if xt /∈ Ah0R and
from conditions 1b) and 1c) if xt ∈ Ah0R . The theorem is proved.
4 Sufficient conditions for instability
Theorem 7. Suppose that for some h0 ≥ h, β > 0, σ > 0 and R > 1 there exist
functionals v, Φ : [σ,∞) ×Ωh0β → R such that the following conditions satisfied:
1) v̇|(1) (t, ϕ) ≥ Φ(t, ϕ) for (t, ϕ) ∈ [σ,∞)×Ω
h0
β ;
2) for each t ≥ σ and η, 0 < η < β, there exists ϕ ∈ Ah0R ∩ Ωh0η such that
v(t, ϕ) > 0;




4) the functional Φ satisfies condition 2) of Theorem 6 for (t, ϕ) ∈ [σ,∞)×Ωh0β
and 0 < r < β;
5) there exist constants T > 0 and δ > 0 such that for any t0 ≥ σ, x0 ∈ Bβ
and ∆t ≥ T
I(∆t, t0, x0) ≥ 2δ|x0|d∆t.
Then the zero solution of the system (1.ana) is unstable.
Proof. By way of contradiction, assume that the zero solution of (2.ana) is stable.
By the conditions of the theorem choose a small enough value ε < min{β, ηR}
and a constant T1 ≥ h0 such that the inequalities (21.ana) and (23.ana) hold. According
to our assumption there exists η0 > 0 such that for any initial function ψ0 ∈ Ωh0η0
xt(σ, ψ0) ∈ Ωh0ε for all t ≥ σ. Let us fix arbitrary small η ∈ (0, ε) and choose
ψ0 ∈ Ah0R ∩ Ωh0η such that α = v(σ, ψ0) > 0. Lemma 5 implies that xt(σ, ψ0) ∈
Ah0R for all t ≥ σ+h0. It means that xt ∈ A
h0
R ∩Ωh0ε for t ≥ σ+h0. By condition
3) of the theorem the functional v is bounded along the given solution x(σ, ψ0)
of the system (2.ana).
Denote tk = σ + kT1, k = 0, 1, . . . . Since ψ0 ∈ Ah0R , then ‖ψ0‖ < R|ψ0(0)|.
According to condition 1)
v(t, xt(σ, ψ)) − v(t0, xt0(σ, ψ)) ≥
∫ t
t0
Φ(τ, xτ ) dτ.
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By the same way as in the proof of Theorem 6 we obtain the main inequality
v(t0 + T1, xt0+T1) ≥ v(t0, xt0)− δT1|x(t0)|d. (26.ana)
This inequality is valid for all (t0, xt0) ∈ [σ,∞)× (Ah0R ∩Ωh0ε ).
Denote tk = σ + kT1, k = 0, 1, . . . . Since ‖xt(σ, ψ0)‖ < ε for all t ≥ σ, we
obtain from (26.ana) that for any integer k = 0, 1, 2, . . .
v(tk + T1, xtk+T1(σ, ψ0)) ≥ v(σ, ψ0) + δT1(|x(t0)|d + |x(t1)|d + . . .+ |x(tk)|d).
(27.ana)
Note that for any integer k |x(tk)| > (1/R)‖xtk‖ ≥ (1/R)b−1(v(tk, xtk)) >
(1/R)b−1(α) > 0. Hence the right-hand side of (27.ana) tends to +∞ as k → +∞. It
contradicts the boundedness of the functional v in the region [σ,∞)×(Ah0R ∩Ωh0ε ).
The theorem is proved.
5 Remarks
Remark 8. Theorems 6 and 7 are valid also for the systems in the standard form
of the type
ẋ = µL(t, xt), (28.ana)
where µ is a positive small parameter, L is linear in xt and |L(t, ϕ)| ≤M(t)‖ϕ‖
for any t ≥ 0 and ϕ ∈ ΩhH with some function M ∈ UI(R+).
Remark 9. Condition 3) of Theorem 6 (respectively, condition 5) of Theorem 7)
will be fulfilled if there exists the average






Φ(t, x0) dt (29.ana)
and a constant δ0 > 0 such that for all t0 ≥ 0 {Φ}(t0, x0) ≤ 2δ0|x0|d (respectively,
{Φ}(t0, x0) ≥ 2δ0|x0|d).
6 Examples
By simple examples we present an algorithm for construction of functionals which
satisfy all conditions of new theorems on stability given in the previous sections.
Example 10. Consider a nonlinear equation with a time-varying delay
ẋ = b(t)x3(ρ(t)), (30.ana)
where ρ is a differentiable function, t − h ≤ ρ(t) ≤ t for all t > 0 and some
positive constant h > 0. Suppose that the function b has a zero average {b(t)}
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and a bounded antiderivative B,B′(t) = b(t), on t ∈ [0,∞). To construct an
appropriate functional v we take a positive definite function v0(x) = x2/2. Then
v̇0|(30.ana) = b(t)x(t)x
3(ρ(t)) = Φ0(t, x(t), x(ρ(t))).
Following to Remark 8, we have to evaluate the average {Φ0}(t0, x0) along the
constant solution x0 of the trivial system. The average {Φ0(t, x0, x0)} ≡ 0, since
{b(t)} = 0. Consider a functional
v(t, xt) = v0(x(t)) + u(t, x(t), x(ρ(t))),
where the function u(t, p, q) is a bounded solution of the equation
∂u/∂t = −Φ0(t, p, q) = −b(t)pq3.
Putting u(t, p, q) = −B(t)pq3, we obtain a functional
v = v0 + u = x(t)2/2−B(t)x(t)x3(ρ(t)). (31.ana)
Calculating a full derivative of this functional in virtue of the system (30.ana), we
get
v̇|(30.ana) = Φ1(t, x(t), x(ρ(t)), x(ρ(ρ(t))))
= −B(t)[b(t)x6(ρ(t)) + 3x(t)x2(ρ(t))x3(ρ(ρ(t)))b(ρ(t))ρ′(t)].
A sign of the average {Φ1(t, x0, x0, x0)} is defined by a sign of the average
δ0 − {B(t)(b(t) + 3ρ′(t)b(ρ(t)))}. (32.ana)
According to Theorems 6 and 7 the zero solution of the system (30.ana) is uniformly
asymptotically stable if δ0 < 0 and it is unstable if δ0 > 0.
Let b(t) = cos t, ρ(t) = t−β+α sinωt, where α, β and ω are some constants.
Then B(t) = sin t, ρ′(t) = 1 +αω cosωt. Substituting given functions to (30.ana), we
obtain the equation
ẋ = cos tx3(t− h(t)), (33.ana)
where h(t) = β − α sinωt. The index of stability (32.ana) ow has the form
δ0 = −{sin t(1 + αω cosωt) cos(t− β + α sinωt)}, (34.ana)
since the average {sin t cos t} = 0. If α = 0 the system (33.ana) takes the form
ẋ = cos tx3(t− β) (35.ana)
with the constant delay β. In this case (34.ana) gives δ0 = − sinβ. Thus the zero
solution of the equation (35.ana) is unstable for any β ∈ (π, 2π), since sin β < 0 and
all conditions of Theorem 7 are fulfilled.
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It is interesting that it is possible to choose the values of the parameters α,
β and ω such that the zero solution of the equation (33.ana) with time-varying delay
becomes already uniformly asymptotically stable although
h(t) = β − α sinωt ∈ (π, 2π),
i.e. for every t the value of the delay h(t) lies in the domain of instability of the
trivial solution of the same equation but with a constant delay (35.ana). Indeed, put
β = 1.5π, α = 1.55 < π/2 and ω = 2. Then (34.ana) gives δ0 = −0.04033 < 0 and
all conditions of Theorem 6 on asymptotic stability are fulfilled, but sinh(t) < 0
for all t ∈ (−∞,∞) because h(t) = 1.5π − 1.55 cos2t ∈ [3.16, 6.27] ⊂ (π, 2π)
This phenomenon of changing of the type of stability after replacing of the
constant parameter by the continuous function with the same range of values is
well-known for ordinary differential equations. It have been first demonstrated
for linear equation with deviating argument by A. D. Myshkis [8].
Example 11. [9] Consider the linear equation of Mathieu type with time delay
ẍ+ ω2[x(t) − µ(2 cos νt)x(t − h)] = 0, (36.ana)
where µ is small parameter. This equation turns into the well-known Mathieu
equation at h = 0:
ẍ+ ω2[x(t)− µ(2 cos νt)x(t)] = 0. (37.ana)
There are infinite sequence of the so-called regions of dynamical instability for
the Mathieu equation (37.ana) at the critical values ν = 2ω/m,m = 1, 2, 3, . . . . This
phenomenon is called parametric resonance. By Theorems 6 and 7 we show that
the main resonance ν = 2ω also appears in the equation (36.ana) for any delay h. At
ν 6= 2ω the type of stability depends greatly from h. The delay being introduced
may damp the demultiplicative parametric resonances and make the equation
either unstable or asymptotically stable.
Introducing complex conjugate variables ζ and ζ̄
ζ exp(iωt) = x− i ẋ
ω
, ζ̄ exp(−iωt) = x+ i ẋ
ω
, (38.ana)
and using more short notations for the variables with deviating argument:
ζh = ζ(t− h), ζ2h = ζ(t− 2h), . . . ,
we reduce (36.ana) to the linear system in standard form
ζ̇ = µZ(t, ζh, ζ̄h), ˙̄ζ = µZ̄(t, ζh, ζ̄h), (39.ana)
where
Z(t, ζh, ζ̄h) = −0, 5iω[ζhe−iωh(eiνt + e−iνt) + ζ̄heiωh(e−i(2ω+ν)t + e−i(2ω−ν)t)].
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To construct a suitable functional we start with the positive definite function
v0(ζ, ζ̄) = ζζ̄. Differentiating it in virtue of (39.ana), we obtain






= µRe[(−iω)(ζ̄ζhe−iωh(eiνt + e−iνt)
+ ζ̄ ζ̄heiωh(e−i(2ω+ν)t + e−i(2ω−ν)t)]. (40.ana)
It is obvious that average (29.ana) {Φ0} = {Φ0(t, ζ0, ζ̄0)} = 0, if ν 6= 2ω.
Let ν = 2ω, then
{Φ0} = Re[(−iω)ζ̄20eiωh] = iω(ζ20e−iωh − ζ̄20eiωh)
Denoting
w(ζ, ζ̄) = i(ζ2e−iωh − ζ̄2eiωh),
we have that






= 2µRe[ω(ζζhe−i2ωh(ei2ωt + e−i2ωt) + ζζ̄h(e−i4ωt + 1))].
The average {Ψ(t, ζ0, ζ̄0)} = 2ω|ζ0|2 is positive definite and for small enough |µ|
all conditions of Theorem 7 on instability are fulfilled, moreover, {Ψ} does not
depend on h.
Suppose now that ν 6= 2ω, then {Φ0} ≡ 0. Following to the theory of the
generalized Lyapunov functions [5] we have to construct the so-called perturbed
functional
V1 = v0 + µv1, (41.ana)
where a perturbation v1 of the functional (function) v0 is calculated by a bounded


























we can take the functional v1 in the form














































(e−i2νt − ei2νt)/ν − 4ω

















+ ζ̄ζ2he−i2ωh(e−i2νte−iνh − e−iνh + eiνh − e−i2νteiνh)/ν
+ ζ̄ ζ̄2h(1/ν)(e−i2ωtei(2ω+ν)h + e−i(2ω−2ν)tei(2ω−ν)h
− e−i(2ω+2ν)tei(2ω+ν)h − e−i2ωtei(2ω−ν)h)
− ζζ2he−i2ωh
(
(e−iνhei(2ω+2ν)t + ei2ωteiνh)/(2ω + ν)




(ei(2ω+ν)h + ei2νtei(2ω−ν)h)/(2ω + ν)
+ (ei(2ω+ν)hei2νt + ei(2ω−ν)h)/(2ω − ν)
)]
.
Here we use a notation: Zh = Z(t−h, ζ2h, ζ̄2h). Consequently, the average of the


















Since the functional (41.ana) is positively defined in the cone AR ⊂ Ch. R > 1,
for small enough µ, the equation (36.ana) is uniformly asymptotically stable for
σν(ωh) < 0 and it is unstable for σν(ωh) > 0.
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