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ABSTRACT
Design and Evaluation of a Force Platform-Type Instrument to
Measure Rate Change in Mass and Centroid of an Ablating Body
by
Travis P. Trottier
University of New Hampshire, May, 2016
This study pertains to the design and evaluation of a force-platform type instrument
comprised of three strain gauge load cells, intended to measure the rate of change in
mass and centroid position of an object undergoing rapid ablation by heated flow of air.
The strain gauges are affixed to a steel frame, oriented in a triangle beneath a 25 × 20
cm rectangular platform, into which is machined a 9 × 9 regular grid for the purpose
of static calibration. An algorithm derived from first principles is used to convert the
distribution of the applied load amongst the strain gauges into a measurement of the
location of the centroid of the applied load. The fundamental concepts of image correction
are applied to generate a set of continuous functions (referred to as ‘mapping functions’)
that remove inherent bias error in centroid measurements, resulting in an average reduction
in RMS error of 96% for a stationary load. The bias error, while repeatable for a constant
load, varies with load, thus each mapping function is unique. Loads moving along a
25 cm straight track exhibited an average linearity error of 0.08%, however the bias is
shown to increase after correction in some locations, likely due to the spatial variability of
repeatability in position measurements.
Frequency response of the measurement system was observed by applying a pulse at
fixed frequencies by means of a rotating camshaft affixed to the frame of the balance, and
powered by a DC motor. Motor speed is regulated via speed controller, and measured
ix
with a rotary encoder. The dominant frequency in the energy spectrum matched well
with the applied frequency measured by the encoder, with an RMS error of only 0.15
Hz. The frequency response reveals that the sensor system is acceptable for low frequency
measurements, making it appropriate for ablation measurement, as ablation is expected
to be a low frequency phenomenon in the intended experiment.
Two experiments were conducted to evaluate the performance of the instrument under
real test conditions. The first employed a heat gun to induce melting and flow of a block of
wax placed upon the balance, but resulted in significant creep, even with foam insulation
between the wax and the surface of the balance. The final experiment emulated a shift in
centroid by measuring load distribution of a box filled with sand while sand was removed
with a vacuum. The results qualitatively matched the expected centroid trajectory, but






The objective of this research is to design and evaluate the performance characteristics
of a force platform type instrument intended to measure the rate change of an ablative
material’s mass and center of mass, subject to a heated, turbulent airflow. The instru-
ment must be capable of resolving small changes in overall mass and center of mass, both
spatially and temporally, since the ablative airflow is expected to induce sublimation and
transport - as well as vaporization and removal - of the material surface. The weighing
platform must be of sufficient surface area so as to spatially resolve the characteristic
length scales associated with turbulent airflow, and allow the simultaneous use of Particle
Imaging Velocimetry (PIV) to measure the flow and evolution of the object’s surface topog-
raphy. Owing to the application of strain gauge load cells, which exhibit well-documented
temperature sensitivity, the instrument must also be insulated from the heated air flow.
1.2 Motivation
The motivation for this research is to aid in the validation of a computational model
by providing a direct and precise record of the amount of mass transported along and
removed from the surface of a material, subject to an ablative airflow. Ablation is a
subset of erosion, characterized by the removal of material from the surface of an object
by vaporization, chipping, or other erosive processes (Plummer, 2009). Ablation occurs in
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varying degrees in a wide variety of settings, from the immense temperatures encountered
by spacecraft thermal protection systems during atmospheric re-entry, to the creeping
edges of melting glaciers during warm seasons. The current computational models used to
predict the effects of ablation are extremely complex, owing to the coupled nature of the
in situ fluid dynamics and heat transfer, as well as the ever-changing boundary conditions
required for an eroding wall. Due to the complexity of the problem, validation of these
computational models calls for detailed and precise experimental measurements.
Many different studies have attempted to quantify the loss of mass during ablation,
such as Ablation and Erosion Measurements in an Electrothermal Plasma Gun (Dale and
Bourham, 1999), where an object’s mass is measured before and after ablation, and
Measurement of Aft Dome Insulation Erosion on Space Shuttle Reusable Rocket Motor
(McWhorter and Ewing, 2004), which describes a process where thermocouples are placed
at increasing depths in an eroding insulation layer, and a record of thermal spikes is used
as a qualitative approximation of the depth of erosion. However, if these experiments are
to be useful in validating a computational model based on a complex dynamical process,
the data from the experiments should be dynamic, direct and precise. In the first exper-
iment, data only records mass before and after ablation, and is therefore not dynamic.
In the second experiment, erosion depth is approximated by recording when the highest
temperatures penetrate through a given depth of insulation, and is therefore neither direct
or precise. By measuring an ablating object’s mass and center of mass at a high sampling
rate, it is the goal of this research to obtain data which meet the criteria of being direct,
dynamic, precise.
1.3 Erosion
Erosion comprises the detachment, entrainment, transport, and deposition of soil and
other materials by means of water, wind, or ice. Erosion is a process that occurs on
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a range of time scales from moments to millennia, qualifying it as a major problem in
almost any system, environmental or otherwise (Toy et al., 2002). Examples of erosion are
ubiquitous; water and ice carve mountains and valleys, sedimentation diverts rivers, and
prevailing winds sandblast stone. The Dust Bowl (shown in Figures 1.1(a) and 1.1(b)) is
a severe case of anthropogenic erosion that left nearly 500,000 Americans homeless in the
1930’s (Gregory, 2007).
(a) Dust storm approaching Spearman, Texas (US
National Oceanic and Atmospheric Administra-
tion, 1935)
(b) Buried machinery in the wake of a dust storm
in Dallas, SD (USDA, 1999)
Figure 1-1: Poor farming practices coupled with drought conditions resulted in dust storms
which effected 109 acres of land.
1.3.1 Wind Erosion
Sediment exposed to wind may experience three types of movement: creep, saltation and
suspension. First, large grains may roll, or "creep" across the ground. When conditions
are right, the lift and drag forces exerted by the fluid may be sufficient to temporarily
suspend the particle. Under these circumstances, the sediment is said to undergo saltation.
Saltation may cause suspension, as saltate particles crash back down into the sediment
layer. Suspended particles are small enough for the lift force imparted by the fluid to
balance the particle’s weight, resulting in the downstream advection of fine grains. In air,
saltation causes significant suspension of particles on the order of 70 microns or smaller,
3






Figure 1-2: Illustration of wind erosion terminology.
Wind Erosion may be described as a complex interaction between the erodibility of
the soil, the roughness of the land, the climate of the area, the length of the field of study,
and the amount of vegetation present in the interrogation area (Woodruff and Siddoway,
1965). Thus, an erosion rate, E, expressed in tons of soil per acre per year is given by,
E = f(l′, K ′, C ′, L′, V ) (1.1)
where l′ is the soil erodibility index, K ′ is the soil ridge roughness factor, C ′ is the climactic
factor, L′ the field length, and V is the equivalent quantity of vegetative cover. For real-
world modelling, the various coefficients are approximated from experimental data.
One of the main characteristics of wind erosion is the possibility of solid particle en-
trainment, and the cascading effect the presence of solid particles has on the rate of erosion.
Erosion caused by a flowing fluid with entrained particles is also an industrial problem,
specifically in oil and gas pipelines, where unforeseen pipe ruptures have historically lead
to environmental disasters and loss of life. Pipelines experience varying flow conditions
and fluid consistency, which was shown in Eq. (1.1) to effect the rate of wind erosion, but
the different control volume under study in pipe flow (i.e. internal flow versus the external
flow of air over land) necessitates a unique predictive model.
Chen et al. (2004) hypothesized that like wind erosion, solid particles entrained by fluid
4
Figure 1-3: Illustration of experimental setup used by Chen et al. (2004).
flow through a pipe have a significant effect on the erosion rate of the pipe wall. Numeri-
cal modelling began by evaluating two different particle behavior models: the Forder, and
the Stochastic Particle Rebound models. The Stochastic rebound model was ultimately
selected because it predicted known erosion patterns, where the Forder model did not.
The flow field is evaluated with the Reynolds Differential Stress turbulence model and
the QUICK (third order) differencing scheme. Erosion is accounted for by applying an
empirical formula to the number of wall-particle collisions and recording particle trajec-
tories predicted by the Stoachastic rebound model. To validate the model, researchers
conducted an experiment where a fixed quantity of sand was injected into a flow of air
over a fixed time through the cross-section of a pipe fitting. Total mass and thickness loss
were recorded at three different flow speeds for three different pipe fittings.
Common farming practices can exacerbate wind erosion by repeatedly influencing erodi-
bility index and vegetative cover of the soil. A paper by Lal in 1994 found that 30% of
the world’s irrigated land is moderately to severely eroded. A further 30% of the world’s
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population suffers from some form of malnourishment (WHO, 2000). Constant mitigation
via human effort is necessary to prevent further degradation in the planet’s viable farmland
in the coming decades, as such damage would severely limit the farmer’s ability to feed an
already malnourished population.
Figure 1-4: Approximately 50mm of material removed from cropland during the winter of
1995-1996. (E.L. Skidmore, USDA, Manhattan, KS. photo spring of 1996).
1.3.2 Water and Ice Erosion
Erosion by water and ice is generally modelled using the Exner equation to apply conser-
vation of mass between sediment in a bed or channel and sediment being transported, and
the time-averaged Navier-Stokes equation (or RANS) to apply conservation of momen-











is the change in sediment bed height with time, o is the packing density, and
∂qi
∂xi
is the divergence of the sediment flux. In practice, the packing density exhibits spatial
variability, especially for mountainous terrain.
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The time-averaged Navier-Stokes equation for a stationary, incompressible Newtonian



















where ρ is the density, the velocity u, is separated into mean (u) and fluctuating (u′)
components, p is the mean pressure, and x represents the set of spatial coordinates. The
non-linear term u′iu′j, referred to as the Reynolds stress, requires additional constraints to
arrive at a well-posed model for turbulence simulations.
To further refine the model, two major assumptions are made about the behavior of
the fluid surface. First, the the distance over which the eroding water acts is assumed to
be much greater than its depth, which begins the ’shallow water approximation’, and leads
to the Saint Venant Equations (Randall, 2006). The second assumption is enabled by the
first, and enforces the condition that the horizontal velocity does not vary in the vertical
direction. Further constraints on the horizontal pressure gradient arise from the shallow
water approximation, and what began as the RANS equation is finally integrated over the















where η is the total fluid column height, the 2D vector u describes the stream and spanwise
velocity of the shallow water, the 2D vector x represents the spatial dimension, t is time,
and g is the acceleration of gravity, (Dawson and Mirabito, 2008). Viscous forces are
neglected in this model to prevent the equations from becoming invalid in regions where
the shallow water approximation does not traditionally apply.
Validating a water erosion model can be challenging, especially when attempting to
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apply a model to vast, varied terrain. This is because of a general lack of data, and large
variations in existing data, which occurs even when the methods and weather conditions are
thought to be the same from test to test (Nearing et al., 1999). One method of measuring
the erosion rate of a field during a storm is to construct a “field plot”, an example of which
can be seen in Figure 1-5.
Figure 1-5: Example erosion field plot (SageSTEP, photo summer of 2006).
A field plot collects soil run-off during storms, which can be related to the overall mass
transfer during erosion. The plots are intended to be a representative sample of the erosion
rate of the rest of the field, but the process is tedious, requiring expert timing and place-
ment to acquire accurate, repeatable data. Acknowledging the difficulty in determining the
validity of an experiment when all peer experiments exhibit large variance, Nearing et al.
(1999) collected thousands of samples from replicated field plot pairs to decide: is there
an acceptable level of variance between experiments? It was discovered that coefficients of
variance differed by about 14% for large soil loss measurements (>10 kg/m2), and small
soil loss measurements (<0.01 kg/m2) could expect coefficients of variance which differed
by up to 150%. The end result of their research was to suggest that it may not be possible
to accurately measure small changes in erosion across a large field, and that field plot
experiments should focus on the greater picture.
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Ever since the introduction of satellites with optical and radar instruments, scientists
have been able to acquire topographical data over tracts of land. Advancements in tech-
nology since 1972 have improved the spatial resolution from on the order of 100 m down
to less than 1 m. Vrieling (2006) suggests that one of the greatest benefits of satellite
imagery is that some regions have been under observation at regular intervals for a very
long time, so allowing a look into the general behaviour of a large-scale erosive process.
Satellite imagery has been most useful for identifying large eroded areas, rather than in-
dividual erosion features. Regardless, the measurement of topographical change is not a
direct measurement of erosion, and the lack of accurate erosion rate data prevents satellite
measurements from completely replacing data acquisition in the field. (Vrieling, 2006).
Perhaps one of the most familiar cases of water erosion is the Grand Canyon in Ari-
zona, USA, carved by the Colorado River. Recent publications estimate that the erosive
processes began about 17 million years ago (Polyak et al., 2008). However, this process
did not occur uniformly either spatially, or temporally. Results from U-Pb dating suggest
that the eastern and western parts of the canyon experienced vastly different erosion rates,
with the more accelerated erosion of the eastern side occurring more than 10 million years
after the western side.
Figure 1-6: Colorado River through the Grand Canyon. (Adrille, photo June of 2007).
To reiterate the idea that the spatio-temporal rates of erosion are different for every
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case, we look to glacial erosion. Glacial erosion, having its origins at the end of the last
ice age, carved the mountains and valleys as we know them today. A recent publication
in Science posited that Glacial erosion can erode at a rate up to 6 times faster than rivers
(Shuster et al., 2005). The data implied that the rate of erosion varied over time scales on
the order of millions of years, and was not evenly distributed across the areas of interest.
1.3.3 Rapid Ablation
The type of erosion under study in this research is called rapid ablation. Ablation occurs
when the eroded material undergoes a phase change, usually sublimation or vaporization.
It is a coupled processes between heat transfer, erosion, and fluid dynamics, making it
especially difficult to model and control. A direct numerical simulation of ablation of ice
by a turbulent, internally heated flow of water was developed by Dubief et al. (2009) to
study the coupled phenomena. In this study, the physics of the fluid flow are defined by
conservation of mass and conservation of momentum,
∇ · u = 0, (1.5)
∂u
∂t
+ (u · ∇u) = −1
ρ
∇p+ ν∇2u+ fP + fibm, (1.6)
respectively, where u is the velocity vector field, t is time, ρ is density, p is pressure, ν is
kinematic viscosity, fP is the constant streamwise pressure gradient, and fibm imposes the
presence of walls in the flow field described by an immersed boundary method (Iaccarino
and Verzicco, 2003). The temperature of the fluid θ, with thermal conductivity κ, and
internal heat source Q(t), is given as
∂θ
∂t
+ u · ∇θ = κ∇2θ + Q(t) (1.7)
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The heat source is defined such that the simulation exhibits the properties of a flowing
fluid increasing in temperature over time. The level set method drawn out by Gibou et al.
(2003) is used in conjunction with the Stefan condition to derive an expression for the
motion of the eroding wall. The Stefan condition relates the normal heat flux from the
fluid to the wall, to the rate of change of height (or velocity) of the eroding wall. A piece-
wise equation establishes whether or not the height of the surface is changing, depending





(∇T · ns)ns if θ ≥ θm
0 if θ < θm.
(1.8)
The Stefan number St is the ratio of sensible heat transferred to the surface (CpΘ) to the
latent heat of melting (L), and ∇T ·ns represents the temperature gradient normal to the
surface. The negative sign ensures that the solid surface is decreasing in height,use the
other terms will always be positive under the simulated parameters. The above Stefan
condition only accounts for material being completely removed from the surface, rather
than melting and flowing with the fluid.
Ablation is observed in glacial fields, during atmospheric re-entry, within rocket nozzles,
and under a variety of other circumstances. Rapid ablation happens so quickly that in situ
mitigation becomes impossible. This is especially the case during atmospheric re-entry;
the space shuttle Columbia experienced a catastrophic failure during re-entry due to heat
shielding which was damaged during take-off (Cabbage and Harwood, 2009).
The mass transport of an erosive process is notoriously difficult to quantify with high
spatio-temporal resolution, because by nature it does not occur uniformly. Environmental
erosion in particular poses problems with measuring the rate of mass transport without
interfering with the mechanisms responsible for the erosion. Erosive processes which occur
very quickly, such as rapid ablation, pose yet another problem, as they do not permit
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repair while the process occurs. In the case of rapid ablation, the eroded (or ablated)
layer is often designed to be sacrificial, existing only to protect the material beneath. The
generally high cost of materials able to withstand the high temperatures associated with
ablation, only to be sacrificially lost, causes processes like atmospheric re-entry and some
uses of electrical arc heating to be wasteful and expensive.
Sharakhovsky et al. (1997) describe the experimental validation of a model used to
predict the ablation rate of copper cathodes in electrical arc heaters. Electrical arc heaters,
or plasmatrons, are devices which use an electrical arc to heat or ionize a gas. A high
current density electrical arc (102A/cm2 along the arc, and upwards of 107A/cm2 near the
electrodes) between a copper cathode and a metal cylinder which acts as an anode (see
Figure 1-7).
Cathode Anode
Figure 1-7: Linear plasmatron (Hirsh, 1978)
Gas injected through a needle valve at the cathode end can quickly rise temperatures
between 5 and 50 kK, and if desired, can be brought to a state of complete ionization.
The process requires no moving parts, is very electrically efficient, and offers a high level
of control, but the lifespan of the plasmatron depends almost entirely upon the copper
cathode, which is the only component in close contact with the high temperature, flowing
fluid. (Hirsh, 1978). In their paper, Sharakhovsky et al. (1997) experimentally determined
the optimum erosion regime for a range of conditions, taking into account rates of cathode
erosion, fluid temperature and flow rate, allowing that type of plasmatron to be used most
efficiently under all circumstances. The lesson taken from this research is that with the
knowledge that material will definitely be lost to ablation, prolonging the lifespan of the
12
ablating object outweighs the desire to quickly reach a given state.
13
Chapter 2
Design of a Force Platform
2.1 General Requirements and Considerations
Three components responsible for data quality were identified during the design phase.
These components are: the weighing platform, upon which the object of study will be
placed, the measurement system, comprised of transducers which will measure the resultant
forces exerted upon the weighing platform by the object, and the data acquisition (DAQ)
system, which will read, convert and store the analog signal from the transducer at a






Figure 2-1: Illustration of the primary components of the instrument.
transducer) to anchor the transducers to the ground, but the particular design of the frame
is not considered to significantly affect data quality. The heated airflow is expected to be
a major interfering input to the measurement system, and will require specific attention
during the design and eventual use of the instrument. As shown in Figure 2-2, the surface






Figure 2-2: Interfering inputs to measurement system.
First, the pressure inside the tunnel will be lower than the stagnant air outside of the
tunnel; the net affect being an imbalance of forces on the weighing platform. Second, the
high temperature within the tunnel will drive a flow of heat from the flow, to weighing
platform, and ultimately to the affixed transducers. Thankfully, the wind tunnel to be
used for this experiment is designed such that the pressure gradient in the flow direction is
zero, so any impact the pressure difference has on weight measurements should be easily
accounted for. The heat transferred from the air, on the other hand, must be dealt with
either by insulating the platform, or by applying a chilled panel to the surface to maintain
a constant temperature. This is because, as was found during preliminary experiments,
heat passes through the platform to the force transducers more quickly than one would
expect. A constant floor temperature condition is prescribed by the DNS simulations by
Dubief et al. (2009), but the design of such a panel is beyond the scope of this discussion.
2.2 The Weighing Platform
An object placed in a fluid flow is exposed to scales of motion which vary from bulk
particle motions larger than the object, all the way down to the smallest of eddies, defined
by properties such as surface roughness and fluid viscosity. One length scale in particular,
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called the viscous wall unit, y+, is an important measurement when gauging the size of





where y is the distance away from the wall, uτ is the friction velocity, and ν is the dynamic






where τw is the shear stress at the wall, and ρ is the density of the fluid. Figure 2.3(a)
depicts the characteristic streaks associated with turbulence. The average separation dis-
tance between turbulent streaks is reported as 100 y+, which is a consistent feature of
streaks near a wall (Brereton and Hwang, 1994). The separation distance of the turbulent
(a) Contours of Skin Friction in the DNS of a
turbulent channel flow, 1500X500 y+. Cen-




(b) Cross-Section of turbulent streaks induc-
ing ablation. Flow direction: into the page.
Figure 2-3: Turbulent streaks’ presence in fluid flow and role in ablation.
structures is a pertinent design consideration because it is expected these structures will
carve into the surface of the ablative material as illustrated in Figure 2.3(b), producing a
pattern similar to that in Figures 2.4(a) and 2.4(b). Therefore, it is important that the
surface area of the weighing platform be large enough to accommodate numerous turbu-
lent streaks, since these patterns will interplay and evolve as the surface of the material
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ablates. In the wind tunnel designated for this experiment, y+ has been measured to be
about 4 × 10−5, at a wind speed of 10 m/s. Owing to the fact that this is a very small
quantity, the dimensions of the weighing platform were scaled to the dimensions of the test
section of the wind tunnel. The width and length are therefore 25× 20 cm, or 6300× 5000
y+, providing ample space for the flow patterns to affect the ablative material and a large
visual platform for cameras to capture the evolution of the surface topography.
(a) Snow ablation at Donaue Pass, CA, by
Rick Delong.
(b) DNS of ablation by Y. Dubief.
Figure 2-4: Real-world and DNS comparison of ablation effects on material surface.
2.3 Measurement System Design
2.3.1 Transducers
This research necessitates a device (or devices) capable of measuring changes in the weight
of an object, as well as the position of its centroid on a 2-D plane. A load cell is the implied
choice for measuring force; all that remains is to pick from a wide variety of configurations.
Load cells vary in substance, size, and shape pending the circumstances of use. The most





Figure 2-5: Wheatstone Bridge used in strain gauge load cells.
a small strain in the material accounts for a measurable change in resistance in one of the
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where d is a differential element of R, the resistivity of the wire,  is the strain, and
S is the gauge factor of the wire. Any load applied to the strain gauge will impose a
small strain on the wire, and therefore induce a measurable change in electrical resistance,
which – after calibration – can be expressed in terms of the applied load. The relationship
between applied force is linear, which can be convenient for quantifying measurement
error and hysteresis. Another type of load cell relies on a change in capacitance between
two plates, which are pressed together as a load is applied. This relationship is non-
linear, but possesses other benefits such as adjustable sensitivity and an insensitivity to
electrical noise (Harish, 2013). Unfortunately, capacitive load cells are recommended for
short readings under normal atmospheric conditions (Harish, 2013), and are unsuitable for
this application. Other types of load cells include: piezoelectric, hydraulic, and pneumatic,
though none of these are appropriate for this application either, so we return to the common
strain gauge load cell. But a single load cell cannot locate the centroid of an object. The
centroid can be located via the method of triangulation, which requires a network of at
least three strain gauges to measure the distribution of the object’s mass, and thus its
centroid, in two dimensions. This is done by setting the strain gauges in a triangular
pattern beneath the weighing platform. Each strain gauge reads a fraction of the total
mass, and knowing the separation distance of the strain gauges, a formula for the location
of the center of mass with respect to the transducer positions can be derived from first
principles. The centroid triangulation algorithm will be discussed in detail in Section 2.3.2.
To select an appropriate set of strain gauges for the task, we must consider whether
the forces will always be tensile or compressive (or a mix), the desired resolution and
accuracy of the transducers, and the total weight each strain gauge is expected to support.
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If a network of three strain gauges is to be used with a rectangular weighing platform,
a weight centered over some regions of the weighing platform will produce tensile forces
on one or more of the strain gauges. Figure 2-6 indicates the importance of selecting
a strain gauge capable of measuring both tensile and compressive loads for a triangular
configuration. Another important consideration is that the platform/load cell assembly
will be subject to bolted joint preloading, which provides passively structural damping to
dynamic loads (Xu, 2013).
Forces on Load Cells 
in a Triangular Configuration
Compressive Tensile Centroid
Figure 2-6: Location of centroid produces compressive forces on top and bottom left load
cells, and tensile forces on the bottom right.
If we assume that the object under study is a block of paraffin wax (ρ = 900kg/m3)
5 cm thick with a 25× 20 cm footprint that covers the weighing platform, the total mass
of the object is 2.25 kg. If the weighing platform itself is 1 cm of mild steel (a thickness
which assures an avoidance of any load-induced deformation, which would interfere with
any overhead surface topography measurements), this adds a further 4 kg to be distributed
amongst the load cells. In the initial development phase, it would be prudent to choose a
load cell such that any one element in the array is able withstand the maximum expected
load. This ensures a lot of flexibility when designing and evaluating calibration procedures.
The cantilever beam type load cell usually offers higher accuracy (in terms of mil-
ligrams) and lower maximum capacity than other load cell types. This is important be-
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cause we expect an ablating body to have subtle changes in mass distribution, and center
of mass, on order of milligrams per second (Dubief et al., 2009), so the design must be
able to accurately measure changes on that scale. A short list of cantilever beam load cells
and their properties is shown below in Table 2.1. If accuracy is expressed as a milligram
Table 2.1: List of properties of viable load cells from selected vendor.
Capacity (kg) Accuracy (% FS) Operating Temp. Range
10 ±0.015 -20◦C to 40◦C
5 ±0.02 -20◦C to 40◦C
3 ±0.02 -10◦C to 50◦C
value, it becomes clear that a lower capacity load cell can measure with a small loads with
a higher degree of precision than a higher capacity load cell. In other words, if the 5 kg
capacity load cell tabulated in Table 2.1 is used to measure a 1 kg mass twice, the load cell
will return two values within the envelope 1±0.001, whereas the 3 kg capacity measuring
the same load will return values within 1±0.0006 (Vishay, 2015).
2.3.2 Method of Centroid Position Measurement
Measurement of the position of the centroid of a mass M is achieved by applying first
principles to a two dimensional surface of length L and width W , with three pinned
supports, as seen in Figure 2-7. The vertical reaction forces (F1−3) represent the load
measured by each of the transducers. Since the load is applied in the direction normal
to the plane surface only, the reaction forces are taken to be oriented only in the normal




Fi = Mg, (2.4)
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that is, the sum of the vertical reaction forces equals the weight of the applied load.














Figure 2-7: Formulation of centroid position measurement algorithm.
ΣMO,x = F3 · L−Mg · b = 0, (2.5a)
ΣMO,y = Mg · a− F2 ·W − F3 · W
2
= 0, (2.5b)
where a and b are the (x,y) coordinates of the centroid of the mass M . Formulae for












Owing to the fact that the centroid position (a,b) is a function of the transducer read-
ings, error in the transducer readings influences the precision of the centroid measurements.
Furthermore, a number of other interfering inputs related to the force platform assembly
results in error in the accuracy of the centroid position measurements. Fortunately, if a
static centroid position measurement is repeatable, the error may be classified as bias, and
mitigated via static calibration.
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2.4 Data Acquisition System
A Data Acquisition (DAQ) System is a device or series of devices which includes a trans-
ducer, which produces an analog electrical signal, an analog to Digital Converter (ADC)
which polls the transducer at a prescribed frequency and converts the reading to a digital
signal at a certain resolution, and finally there is software that polls the ADC and stores
the data. The resolution of an ADC, measured in bits, defines the smallest change in input
which causes a measurable change in output with respect to the conversion process. The
signal level of the transducer and the number of bits of ADC resolution may be used to
determine the resolution in terms of percentage of full scale range of the transducer; a
quantity which helps to determine the quality of the integrated transducer-DAQ system.
The full scale voltage of the transducer (VT ) is given by,
VT = ρVin, (2.7)
where ρ is the sensitivity of the transducer in mV/V, and Vin is the excitation voltage
applied to the transducer. The resolution, R, in kilograms is calculated by,
R =
VD
VT · 2n−1 · C, (2.8)
where VD is the full scale input to the ADC, in mV, m is the bit-count associated with
the ADC, and C is the capacity of the load cell in kilograms. For the equipment used in
this research, each transducer possesses a sensitivity of 2 mV/V with a 10 V excitation,
and passes through a 16-bit ADC with a 15 mV input, thus the resolution is 228 mg, or
0.004% full scale. An ADC with these characteristics is sufficient for the purpose of this
research.
22
2.5 The Final Design
After considering all of the requirements so far described, as well as suggestions for the
design of electronic weighing systems from Vishay (2011) and Harish (2013), the final
design need not deviate much from a basic electronic weighing system. The transducers
(a) Final assembly. (b) Exploded view of assembly.
Figure 2-8: 3-D model of the final design. DAQ not shown.
are a network of three cantilever-type strain gauge load cells of 5 kg capacity. A technical
report by OMEGA (2012) suggests using three, rather than four or more load cells for an
instrument such as this, because of the added difficulty of levelling each of the load cells
with respect to the others. The load cells are mounted on modified L-brackets, so that
the cantilever end is free-hanging. The L-brackets are bolted to a frame composed of 1”
square section steel. For reference, the foremost section of the assembly in Figure 2-8 is
considered to be the front of the force platform. The load cells in the front left and right
are named Load Cell 1 and Load Cell 2. These load cells are 25 cm apart. The third
load cell, called Load Cell 3, is located halfway between Load Cells 1 and 2, and 20 cm
towards the back of the assembly. Each load cell requires two spacers of 1 cm thickness
to ensure the load cells can deflect unhindered by the weighing platform (Harish, 2013).
The top plate weighs 0.75 kg, and must be bolted to the load cells if the entire area of
the weighing platform is intended for use. Four legs are located in the four corners of
the frame, and the legs are adjustable so the weighing platform can be made level on any
surface. Finally, data acquisition is accomplished by three separate 16-bit analog to digital
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converters, which interface with a computer via USB. The process of data collection and





Any and all measurements made with a transducer contain or produce some form of error.
In a lab setting, error is divided into two broad categories: random and systematic. The
combination of random and systematic error is attributed to the overall uncertainty in
a measurement made by an instrument. Uncertainty may be mitigated and quantified
through the application of various types of calibrations, namely static and dynamic cal-
ibrations. A calibration procedure is unique to an instrument, and is often carried out
before, during, and after an experiment to ensure the quality of a measurement.
Static measurements made by the ablation force balance are susceptible to uncertainty
attributed to hysteresis, non-linearity, and repeatability. Because of the nature of vibra-
tions in a cantilever beam described by Vaziri et al. (2013), load cells of this type are
expected to see a degree of ringing at certain frequencies, consistent with the response of
an under-damped, second order mechanical system, when responding to a changing load.
The system may also be over-damped, because the cantilever beams are not simply sup-
ported with respect to the platform, as necessitated by the design (Section 2.3.1). The
ablation force balance is capable of static and dynamic measurement of two different phe-
nomena: mass and center of mass. Therefore, the uncertainty of the ablation force balance
must be quantified through static and dynamic calibration, the procedures of which are
described in the following sections.
An important and inclusive measure of error is called the process capability coefficient,
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where USL and LSL are prescribed Upper and Lower limits (defined by a number of
standard deviations from the mean, or some other desired accuracy goal), σ is the standard
deviation of the measurement, and x is the average of the measurement. Figure 3-1








Cp < 1, Cpk < 1
Cp = 1, Cpk = 1
Cp > 1, Cpk = 1
Figure 3-1: Graphic depicting relation between process capability coefficients cp and cpk
3.2 Analysis of DAQ and Measurement Systems
The data acquisition system includes each of the three transducers, their accompanying
ADC, and the software used to record the data. The load cells have a capacity of 5 kg and a
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sensitivity of 2 mv/V, and the ADC offers 16 bit resolution and a maximum sampling rate
of about 33 Hz with a 0-15 mV span. Data is collected and stored with LabVIEW. The full
scale resolution (RFSR) of a single load cell and ADC pair is calculated by Equations (2.7)-
(2.8) to be 0.004%. With three 5 kg capacity load cells supporting the weighing platform,
the maximum allowable load (at full-scale) is 15 kg, so at best, each load cell should be
capable of resolving 0.004% of 15 kg, or 228 mg. Position measurements are derived from
mass measurements, so to determine the resolution with respect to position one must ask,
what is the smallest change in position that will equate to a change of 225 mg in the mass
measurements of one of the load cells? To do this, we will run a simple thought experiment
with Equation (2.6), assuming that 1) the total weight Mg does not change, 2) the three
load cell measurements (F1, F2, F3) must sum to Mg, and 3) the smallest reliable change
in mass for any one measurement is 228 mg. With these three rules in mind, the simplest
case dictates that all load cell measurements are initially equal. After the weight is moved
an amount equal to its resolution with respect to position, if F1 stays the same, and F2
increases by 228 mg, then F3 must decrease by 228 mg. At this stage in the equations, we
discover thatMg must be specified to arrive at a meaningful answer, and so the conclusion
is drawn that the resolution with respect to position is dependent upon the weight under
study. The functional relationship between the resolution and the applied load is shown
in Figure 3-2.
To explore this concept, imagine a mass only three times larger than the mass resolution
resting in the center of the weighing platform. At this moment, each load cell will return a
value of approximately 228 mg. Since this value also happens to be the smallest graduation,
the only way to definitely observe a change in position is if one of the force measurements
takes a step up in graduation, one force measurement remains the same, and the final takes
a step down consequently, to conserve mass. Physically, this translates to the test weight
moving several centimetres from the center of the platform, to a position much closer to
one of the load cells. If this experiment is repeated with a much larger mass of 1 kg, the
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Applied Load (kg)















Resolution vs Applied Load
Figure 3-2: Functional relationship between resolution and applied load.
same minuscule change on one of the load cells translates to a shift in center of mass of
only 0.11 mm. Of course, in a real ablation experiment, the object under study would be
susceptible to a loss of mass due to vaporization and sublimation, complicating matters
further.
In practice, the resolution is more than twice as large, measuring about 590 mg. Some of
the obvious differences lie in the fact that this value is measured using the fully assembled
balance, whereas the theoretical value is derived from the capabilities of the load cells
individually. Since the load cells must actually deflect to register measurement, any flexing
of the assembly components would reduce the resolution by damping the input, especially
with very small loads. Finally, the static nature of a resolution test implies the presence
of static friction between any assembly components that may be in contact, making the
balance especially less sensitive to very small loads. The actual resolution is compared to
the theoretical resolution below in Figure 3-3. The graph indicates that the balance cannot
precisely capture the motion of the centroid of a very small mass, though the resolution
exceeds the precision of the balance (in most locations) once it drops below 0.5 mm, which
holds for applied loads less than 0.5 kg. Thankfully, the expected applied load of a full
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Resolution vs Applied Load
Theoretical
Experimental
Figure 3-3: Comparison between theoretical and actual resolution with respect to position.
ablation test is several times larger than this threshold.
3.3 Relevance of Camera Calibration Procedures
It is universally accepted that all measurements inherently contain systemic error and
random error. Random error is as the name suggests, unpredictable and consequently
unavoidable, so it is best described with statistics. In comparison, systemic error is of-
ten not random, and at best, a constant offset (or bias) between a measured and true
value. Through calibration, systemic error can be removed from a measurement, greatly
improving the quality of data.
In this research, the most conceptually difficult form of bias error to correct is the
error in a centroid position measurement. The nearest analog to a centroid position mea-
surement made with the instrument under study is a normal position measurement made
with a camera. The rounded nature of the camera’s lens has a tendency to apply the
same roundedness to a set of points captured by the camera. Knowing this, a camera
used for experiments will have a calibration procedure which involves capturing an im-
age of a precisely machined grid, quantifying the distortions in the image caused by the
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lens, and applying corrections to subsequent images based on the now known distortions.
Corrections are made by creating a set of "Mapping Functions" which take the form,
U = F (x, y), (3.3a)
V = G(x, y). (3.3b)
Functions F and G take force platform measurements from the erroneous (x, y) space and
project them onto the corrected (U, V ) space. The mapping functions are found through
a least-squares method, in effect by finding the coefficients to functions F and G which
minimize the difference between (U, V ) and (F (x, y), G(x, y)). The purpose of a mapping
function of this variety is not to hide imperfections in the data, but to remove the effects
of a constant, measurable, and therefore predictable offset between the data and the real
image.
With the right experiments, force platform can be calibrated in the same way. Suppose
that the surface of the force platform has a grid of precisely measured, equally spaced points
(see Figure 3.4(a)). A point load can then be placed upon any one of these points, and the
force platform’s transducers will measure the load distribution on the weighing platform,
and the centroid position algorithm converts information to (x, y) coordinates. Ideally, the
measured position of a weight placed upon a grid point would match the known, precisely
machined position of the grid point, but it will not due to the various forms of error
discussed so far. An example of location measurements compared to the regular grid is
shown in Figure 3.4(b).
Symmetric distortions, like those made by a camera lens (see Figure 3-5), can be easily
mapped or inverse-mapped, i.e. imposed or corrected, using a few object points and a
cleverly selected mapping function. In comparison with the force platform, it cannot
be assumed that the distortions in the regular grid will be symmetric (this is verified
later in Section 3.5), though it must be assumed that the distortion to be continuous in
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(a) Grid comprised of equally spaced points.
x
y
(b) Example of known grid points with force
platform measurments (in red).





Figure 3-5: Examples of symmetric image distortion.
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space. It would be mathematically incorrect to apply a continuous mapping function to a
discontinuous distortion surface, for the map would only fix data located at the calibration
points, and not necessarily anywhere between.
With no real indication of how the distortion surface will behave, it is best to calibrate
with as many points as possible. When using many points for a static calibration, it may
become necessary to increase the order of the rational polynomial in the mapping function.
Further problems arise when one considers that the shape of the distortion may depend
on the applied load. In that case, the mapping functions would only be valid at or near a
given mass.
Since location measurements made with the force platform are repeatable, it is con-
venient to think of the force platform as a camera, and the set of location measurements
as a "snapshot" of the regular grid. Taking this a step further, any errors are analogous
to distortions in a photograph caused by the lens. Error ~ in terms of the force platform
is expressed as the difference in x and y coordinates for a given Image-Object point pair
((x, y), (U, V )),
x = U − x, (3.4a)
y = V − y. (3.4b)






Often, the physical characteristics of a lens are known, so distortions may be corrected
through clever use of projections. The projections are often implicit, and so the number
of data points required to solve the resulting least squares problem is proportional to the
order and structure of the polynomial fit. The type of projection used can depend either
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on the type of distortion being corrected, or more simply upon whichever produces the
result the fastest, and with the least amount of error. Two primary types of projections
are explained in the following sections.
3.3.1 Polynomial Projection
A polynomial projection is accomplished by solving for the coefficients ai, and bi, of the
2-D, nth degree polynomial of the form (Weinhaus, 2013),




i + ..., (3.6a)




i + ..., (3.6b)
where the shared index i indicates the ’Grid Point Number’. Once solved, we are left with
two continuous functions U and V, which take a force platform position measurement
(x, y) and maps it to the corresponding point on the regular grid. To solve this system of
equations, we first notice that we can write the above as A~x = ~b, where A is a matrix, ~x is
the vector of unknown coefficients, and ~b is the (U, V ) grid point positions, and write the
following matrix equation,




















































The matrix of unknown coefficients can be determined using the damped least-squares
(DLS) method. Polynomial projections are a fast and effective fitting tool, but the degree
of the polynomial influences the overall shape of the projection. For example, the edges
of a second degree polynomial projection will have a slight parabolic shape, which is not
an accurate representation of the regular grid pattern we seek to measure.
3.3.2 Perspective Projection
The purpose of a perspective projection is to preserve the straightness of lines when an
image is mapped back into real space. This type of projection is typically used to display
3-D object on a 2-D screen. The mapping function is defined in two dimensions using the
rational polynomials (Weinhaus, 2013),
Ui(xi, yi) =
a0 + a1xi + a2yi
1 + c1xi + c2yi
(3.8a)
Vi(xi, yi) =
b0 + b1xi + b2yi
1 + c1xi + c2yi
. (3.8b)
The polynomials may be linearised by multiplying each equation by the common denom-
inator, and a linear system follows by subtracting all but the solitary Ui or Vi on the left
hand side, yielding
Ui = a0 + a1xi + a2yi − Ui(c1xi + c2yi) (3.9a)
Vi = b0 + b1xi + b2yi − Vi(c1xi + c2yi). (3.9b)
It is important to notice that the mapping functions are defined intrinsically, and coupled
by their shared denominator, so the two systems must be solved simultaneously. The
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matrix equation with three data points is written as,

1 x1 y1 0 0 0 −U1x1 −U1y1
1 x2 y3 0 0 0 −U2x2 −U2y2
1 x3 y3 0 0 0 −U3x3 −U3y3
0 0 0 1 x1 y1 −V1x1 −V1y1
0 0 0 1 x2 y2 −V2x2 −V2y2























Once the coefficients are known, the continuous functions defined by Equations (3.8a)-
(3.8b) can be used to map any measurement in image space back to object space.
3.4 Static Calibration: Mass Measurements
The ablation force balance, consisting of a network of three load cells, may be calibrated
(with respect to mass) according to the procedure outlined in the United States Bureau
of Reclamation report: Procedure for Calibrating Force Transducers (USBR, 1989). An
increasing load is applied to the weighing platform of the balance using weights with
ANSI/ASTM Class 7 tolerances. The same process is then executed with a decreasing
load. The load varies from 0 to 20 lbs, in increments of 2.5 lbs. The force measured by
the balance is recorded and plotted against the known applied load, and the calibration
curve in Figure 3-6 is created.
The hysteresis, expressed as the largest difference in the increasing and decreasing
35
Applied load [kg]




















y(x) = 1.007 x - 0.005
Figure 3-6: Static calibration with respect to mass, including linear best fit line.
loading curves, is only 0.004% of full scale, or 600 mg. This is larger than the reported
hysteresis for a single load cell, but it is reasonable to expect that the force plate assembly
will have different error statistics than one load cell. A linear regression of the data results
in a slope of 1.007 kg/kg, resulting in a linearity error of 0.098% of full scale.
Repeatability and process capability are measured by taking five repeat measurements
of a 4 oz weight at nine evenly distributed locations on the weighing platform, and calcu-
lated according to a report issued by Nordson ASYMTEK (2013), and reported in Table
3.1. The standard deviation between successive measurements of the same weight is 87
mg, which implies that 99.7% of repeat measurements will fall within a ±261 mg (3σ)
envelope. This is confirmed by the two process coefficients of 1, both calculated for an
envelope of 3σ. From these results, it may be said that mass measurements made by the
force platform are accurate, precise, and repeatable according to the design parameters.
Summing the error in quadrature yields a total error of 14.7 g, or 0.098% Full Scale.
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Table 3.1: Force platform average error quantification for load measurements.




3.5 Static Calibration: Position Measurements
A static calibration with respect to position mandates that a weight be placed at a set
of precisely known locations over and over again. This is accomplished by machining a
specialized test platform consisting of an evenly spaced 9×9 grid of milled divots, separated
by 1.25 cm in the x direction and 1 cm in the y direction. The divots are 3 mm OD, so
that the available ASTM weights fit snugly in, or balance upon the divots, upside-down.
With the help of some markings on the weight and the balance itself, a technician can
be reasonably sure that the center of mass of the weight is located near the center of the
the divot. The divots are labelled in a (row,column) numbering scheme beginning in the
upper left, as shown in Figure 3-7. The divots ultimately serve as object points in an
image correcting procedure similar to what is described in Correction of Geometric Lens
Distortion Through Image Warping (Lucchese and Mitra, 2003).
The quantity of divots is directly related to statements made in Section 3.3.2; errors
in position measurement are suspected to be non-uniform (but repeatable) in space, so a
greater number of reference points will allow a more accurate correction. Another thing to
consider is that the test platform may be more sensitive (or accurate) in certain areas as
opposed to others. This possibility is examined by performing a repeatability test at nine
different divots. The repeatability test is as follows: an 8 oz weight is placed on a divot,
measurements from the three load cells are recorded for about 5 seconds (150 readings),
the weight is removed, and the previous three steps are repeated four times for a total
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Figure 3-7: Platform for position calibration with reference row and column numbers.
of five repeat measurements of the same weight at the same location. The nine sample
points begins with (1,1), skips three columns to (1,5), skips another three columns to (1,9).
Then, three rows are skipped to reach (5,1) and the process is repeated until a 3×3 grid of
nine points are sampled. Load measurements are converted using the algorithm detailed
in Section 2.3.2, and statistics are calculated for X and Y directions separately. Good
performance is characterized by σ < 1 mm and cpk > 1, based on the ±2.5 mm limits.
Figure 3-8 highlights the best performing locations with green/solid boxes, and worst with
red/dashed boxes.
Table 3.2: Force platform average error quantification for position measurements at nine
evenly distributed points.
X Direction Y Direction
σ (mm) Cpk σ (mm) Cpk
min. 0.16 0.08 0.37 0.08
max. 7.5 4.13 7.5 1.79
mean 1.8 1.78 2.3 0.83
median 0.53 1.26 0.76 0.87



















Figure 3-8: Illustration of spatial variation of measurement statistics and quality.
listed in Table 3.2. By comparing the tabulated average with Figure 3-8, it can be inferred
that the average quantity is generally not a good representation of the quality over the
whole surface of the balance, therefore it may be wise to favour the use of bottom and
center portions of the scale over the top left. It also appears that the regions directly over
the load cells are not necessarily the most accurate.
The error in the location measurements for a set of points can be decomposed into
horizontal and vertical components using,
Ex = Ox − Ix, (3.11a)
Ey = Oy − Iy, (3.11b)
where Ox and Oy are each a matrix of object point x coordinates and y coordinates (in
mm) relative to the bottom left corner of the balance, and Ix and Iy are measured x and
y coordinates at matching points. If Ox and Ix happened to be equal, a surface plot
of Ex would be a 2-D plane in x and y, passing through z=0, and Ix could be called a
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perfect image of the object Ox. Since there is bound to be some error, Ex will instead
represent a deformation in the image Ix. A surface plot of Ex for 81 points is shown in
Figure 3-9. Load cells are located roughly below divots (1,5), (9,1), and (9,9). At divot
(1,5) (top middle), the surface has an abrupt change in height, believed to be caused by
the fact that the platform is supported by, and affixed to, the load cell beneath. This
evidence is compounded with the fact that the global maximum and minimum error each
occur at supports beneath divots (9,1) and (9,9). Unlike the abrupt dip at (1,5) the
maximum and minimum at (9,1) and (9,9) seem to mandate more continuous behaviour
of the deformation Ex.
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Figure 3-9: Average error in x direction measured at each divot for many trials.
It is possible that many of these effects could be avoided by using a fourth load cell,
one in each corner of the rectangular platform. As stated in Section 2.3.1 the use of three
load cells beneath a rectangular platform means that some areas will produce tensile forces
on one or more of the load cells. This means that the top plate must be affixed to the
transducers via bolted joint. Further, even small imperfections in the placement of each
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transducer and the location of the fixtures would imply that some parts of the system
would experience greater tension than other parts of the system, potentially affecting the
mechanical response of the assembly, as demonstrated by Xu (2013).
3.5.1 Full Scale Static Calibration
Consider the following: the unloaded weighing platform, having a mass of 0.75 kg, deflects
each of the cantilever load cells by a fixed amount, and this deflection is taken as a reference.
An applied load at any location results in a deviation from that reference. As with any
cantilever beam, a large load will cause a greater deflection than a small one applied at
the same position. The instrument in this research is intended to accurately measure the
position of an applied load, regardless of size or position, so it is necessary to calibrate at
a range of loads. To reflect this concept, the applied loading will henceforth be referred
to as a percentage of the weight of the weighing platform (%P) in context of position
measurements.
To begin a full static calibration, a known weight is placed at grid point (1,1), and the
load cells record the distribution of that weight for a set amount of time. The weight is
moved to the next column, and the procedure continues until the loading distribution at
all 81 points has been recorded. Using the algorithm described in Section 3.3, the loading
distribution data is converted into (x,y) coordinates, and plotted against the known (x,y)
coordinates of the divots, as seen in Figure 3-10. Consider the ‘shape’ of the distortion im-
posed upon the measurement by the force platform: it has been established that distortion
is more or less repeatable for a given mass, but is the shape of this distortion homogeneous
over a range of measurements? Figure 3-11 shows that the distortion in both the X and
Y directions for a range of loads is not constant, though the shape of the distortion is
recognizable from trial to trial. As mentioned before, the overall shape of the distortion
surfaces seem to be dictated by the location of the three load cells below grid points (1,5),
41
X-Direction (m)




















Figure 3-10: Raw static calibration data.
(9,1), and (9,9). Furthermore, Table 3.3 shows that the `2-norms are reasonably close, but
it is thought that the questionable repeatability of some points contributed to some of the
larger differences in the distortion surfaces. From these results it is reasonable to conclude
that a mapping function constructed for a one weight should not be used to correct dis-
tortions measured at another, e.g. a mapping function made from the distortion surface of
an 30%P weight should only be used for weights at or near 30%P, because the distortion
surface is not homogeneous over large differences in applied load.
The coming section centers around the application of image correction. A final way
to prepare for this process is to consider whether the distortion surface can be accurately
described by a low-order polynomial, or if it will require a higher-order polynomial. One
way to estimate this is to count the number of times the gradient of the surface changes
directions. It would seem that a simple quadratic may suffice in some directions, which
would mean fewer samples may be required for calibration, and considerably shorten the
duration of the procedure.
42
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Figure 3-11: Comparison of the shape of the distortion surface for a range of applied loads.
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3.5.2 Application of Image Correction
A high order (O > 5) polynomial mapping function using the maximum number of grid
points always resulted in the most accurate bias correction function for a given applied
load. Mapping functions are designated first by the ratio of applied load and platform
weight as a percentage, then by the number of points used to measure the bias; thus a
7%P 81-point mapping function was generated using bias measured at a weight of 2 oz (7%
of the platform weight) at all 81 points on the weighing platform. The one disadvantage
of using 81 calibration points is that data collection for a single point requires at least 40
seconds for file creation and data collection. This is done at least three times to establish
repeatability for a total of about two minutes per point, and a grand total of at least 2.7
hours for an 81-point calibration. Any hope of shortening the procedure lies in attempting












































(b) Position measurement with bias corrected.
Figure 3-12: Effect of bias correction on position measurements using ninth order polyno-
mial projection.
the effectiveness of a high-order image correction function. The function is smooth, so
bias error is removed not only at the tested grid points, but between grid points, as well.
Error analysis for a 9th order mapping function is highlighted in Table 3.3, where the
average error between measured and actual centroid locations of corrected data is shown
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to improve by 96% from uncorrected data in both directions. Loads are expressed as a
percentage of the 26.3 oz weight of the calibration platform.
Table 3.3: `2-norms for corrected and uncorrected position measurements using all 81
points and an 9th order mapping function.
Uncorrected Corrected
Load (%P) ‖X‖2 (mm) ‖Y ‖2 (mm) ‖X‖2 (mm) ‖Y ‖2 (mm)
7 64.0 88.9 2.2 2.1
15 60.2 73.9 2.1 1.9
30 84.2 52.7 2.3 2.0
60 73.6 53.9 2.7 2.3
90 69.3 62.3 2.1 1.6
120 69.6 70.8 3.7 3.4
It was discovered after many experiments that while the mapping functions derived
at 7%P and 15%P the bias error in the object points with relative accuracy, they do not
reliably correct spaces between the object points, because the centroid measurements are
significantly less repeatable at these weights. The 30%P function is the smallest load
capable of producing a viable mapping function, for reasons attributed to friction and
mechanical damping.
Using Fewer Points
In an attempt to shorten the lengthy calibration procedure, many different object point
patterns were tested and compared on the basis of their `2-norms. The patterns were
selected using a combination regular and semi-regular spacing (a brute force method),
and by examining the distortion surfaces to select grid points concentrated about areas
of the greatest curvature. Next, the order of the polynomial mapping function is selected
according either to the number of grid points, or by whichever order produces the least
error. The grid points used for the two best performing patterns are shown in Figure
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3-13. A second order polynomial solved using the Triangles pattern, the `2-norms in the










(a) Points used for ‘Triangles’ pat-
tern.










(b) Points used for 15-Point pattern.
Figure 3-13: Alternative grid point patterns used for bias correction.
X and Y directions are 6.1 mm and 6.0 mm, respectively. The 15-Point pattern resulted
in slightly smaller `2-norms, measuring 4.4 mm and 4.1 mm in X and Y. At a glance,
Figures 3.14(a) and 3.14(b) appear very similar; differences only become obvious when
comparing on a point-by-point basis. Both maps perform reasonably well; apart from
rows 1-4, rows 5-8 appear quite accurate. Ultimately, all of the tested alternative patterns
did not perform as well as the order 9 polynomial used in conjunction with all 81 points,
but this was expected. If reducing time for a calibration is of primary concern, the 15-point
pattern would produce a decent result, especially considering that in a full-scale ablation
experiment, the centroid of the ablating object will likely remain on or near the center of
the platform for the duration of the experiment, and thus remain within the most accurate














































(b) Bias corrected using order 4 Polynomial
with 15-Point pattern.
Figure 3-14: Bias removal using fewer points - points must be carefully selected.
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Chapter 4
Static and Dynamic Measurements
4.1 Static Object Centroid Position Measurement
It has been established that the balance can measure the position of the centroid of an
approximate point load with relative precision and accuracy. The next set of experiments
seeks to discover whether the balance can accurately measure the location of a distributed
load. To accomplish this task, three different sample shapes with easily calculable centroids
are fabricated from 2 cm thick acrylic panelling. Assuming the acrylic is uniform in
composition, the area centroid coordinatesX,Y are derived from the principle of geometric
decomposition outlined in Beer et al. (2012). The centroid of a composite shape of area AT ,











Drawings of the three shapes and their calculated centroids are shown in Figure 4-1. One
by one, each of the test shapes are placed in the bottom left-hand corner of the balance.
This location coincides with the origin of the first quadrant of the Cartesian plane defining
the balance platform. The centroid of each object as measured by first principles and by
the balance are compared in Table 4.1. Balance measurements are corrected with a 9th
order polynomial based on an 81-point calibration done with an 30%P load. Section 3.5.2
explained that this is the smallest weight capable of making a smooth distortion surface,
which is necessary for a viable solution to the polynomial. As expected, the mapping























Figure 4-1: Shapes made from 2cm thick acrylic panel, used for centroid position mea-
surements.
Table 4.1: RMS Error for uncorrected and corrected centroid position measurements.
Uncorrected Corrected
Shape Load (%P) Error (mm) Error (mm)
Triangle 14 3.2 3.1
Rectangle 25 4.8 1.7
Steps 29 6.3 0.25
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centroid of the steps object to within 0.25 mm of its expected location, despite that Steps
initially had the largest error. The mapping function also paired well with the Rectangle
object, in spite of the difference in mass. Bias correction of the centroid position of
the Triangle was insignificant, although the uncorrected position measurement is fairly
accurate to begin with.
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X-Direction (m)








































(b) Rectangle with hole.
X-Direction (m)



















(c) Centroid of steps.
Figure 4-2: All objects are placed in the orientation shown in Figure 4-1 flush with the
bottom left-hand corner of the platform.
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4.2 Measurement of Centroid Trajectory
Centroid trajectory measurement tests are accomplished by rolling a large ball bearing
weighing 8.16 oz down a straight track resting upon the balance at some known orientation.
Bias error is removed using a 9th order polynomial, generated from a full 81-point static
calibration. The static calibration is carried out using the same ball bearing, to ensure
that the bias removed by the mapping function matches the bias inherent in the data.
Data is collected at the maximum possible rate of 30 Hz. The data must be averaged
over every 5 points (minimum), or the resulting trajectory will be jagged, as in Figure 4-3.
The result is different for a horizontal line than for a diagonal line, but the affect appears
















































(b) Diagonal track without time-averaging.
Figure 4-3: Centroid trajectory without time-averaging.
Straight lines map reasonably well upon the surface, after time averaging and bias cor-
rection. Placing the track horizontally resulted in the straightest trajectories, particularly
in row 9, where the trajectory deviated from a straight line by only ±0.3% of it’s total 25
cm length on average. Rows 1 and 5 also performed well in regards to matching a straight

































































































(d) Track centered bottom right divot to top left.
Figure 4-4: Ball bearing rolling along straight track atop platform.
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best fit straight line trajectory may be easily compared to the known trajectory. The
equations for horizontal lines along rows 1, 5, and 9 are yr1 = 0.18 m, yr5 = 0.1 m, and
yr9 = 0.02 m. A perfectly horizontal line has no slope, but the best fit lines are expected
to have some finite, but ideally minimal slope. The fit line of the trajectory along row 1
has a slope of −0.019 m/m, and a y-intercept of 0.18 m, matching the position of the track
almost exactly, if a little crooked. Along row 5, the fit line has a slope of 0.002 m/m, and
a y-intercept of 0.11 m, deviating from the true position of the track by 0.010 m. Despite
the good linearity observed along row 9, there remains a significant deviation from the
track’s true position by 0.017 m, an increase from a 0.005 m deviation before application
of bias correction. This problem may be caused by the track’s location directly above the
two front load cells. With added weight in this position, the local distortion surface could
be altered enough to make the mapping function invalid in that region.
4.3 Frequency Response
An ideal measurement system behaves as a lossless conduit between the initial, contin-
uous signal under study, and the discrete signal finally recorded for analysis. In reality,
a transducer requires time to respond to a signal, such that if the analog input changes
faster than the response time of the transducer, the signal will not be captured accurately.
The second factor which affects the quality of a digital reproduction of an analog signal
is the rate at which the signal is sampled. Once again, if the analog signal under study
changes sufficiently faster than the sampling frequency, the signal cannot be accurately
reconstructed. An analytical lower limit on the sampling rate at which a signal can be
accurately measured is described by the Nyquist-Shannon sampling theorem, which pre-
scribes a sampling frequency fN to be twice as fast as the highest frequency contained in
the signal, or
fN = 2fs, (4.2)
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In terms of the measurement system under study, the maximum sampling frequency is
about 30 Hz, therefore frequencies higher than 15 Hz will be filtered out, and be super-
imposed upon the lower frequencies (Figliola and Beasley, 2006). Of course, this is a best
case for reconstructing the time response of a system to a long, sinusoidal input, barring
any statement on the bandwidth of the signal. If the signal is irregular and operating
in the 15 Hz range, a sampling frequency of 30 Hz may not be sufficient to measure the
system’s response to such an input (Wescott, 2015).
The Fourier Transform is an indispensable tool in the analysis of periodic signals. A
signal f(t) so transformed is decomposed into its constituent frequencies, becoming F (s)






where s represents the frequency spectrum (− inf < s < inf), and i indicates a complex
function for the result F (s). In computing, the continuous integral is replaced by a discrete
summation to create the Discrete Fourier Transform (DFT). Often in signal processing,
and in this research, the Fourier Transform is symmetric about zero, so only the positive,
real component of the transform F (s) is used to display the frequency content of a signal,
so |F (s)| is doubled to account for the loss of the negative half of the spectrum. An
example of a DFT using data from this research is shown in Figure 4-5, which clearly
shows a peak near the input frequency of 0.99 Hz.
One way to characterize the behaviour or a measurement system subject to a range of
frequencies is to apply an impulse to the system and measure the response. An impulse









and contains all frequencies at equal energy, making this function ideal for quantifying the
frequency response function (Irish, 2006). The measured system response may be written
55
Frequency (Hz)













Energy Spectrum: 0.99 Hz Input
Dominant:
0.966 Hz
Figure 4-5: Sample FFT at 0.99 Hz input.
as the convolution of the input u(t), the output y(t), and the system transfer function
G(t),
y(t) = u(t) ∗G(t). (4.5)
In the frequency domain, the convolution product becomes equivalent to multiplication,





A typical transfer function is shown in Figure 4-6. The y-axis shows how the amplitude
of the output is modified at a given frequency. A value of 1 implies that the output
Y (s), is unchanged by the input U(s), at the given frequency. The amplitude ratio of the
overdamped system has a gradual decay leading up to the natural frequency fN . Beyond
the natural frequency, the system becomes less sensitive to the input and is attenuated at







Overdamped 2nd Order System
Figure 4-6: Example transfer function for overdamped second order system.
4.3.1 Frequency Response: Experiment
The outline for a frequency response experiment is illustrated in Figure 4-7. A shaft is
affixed to the frame of the force plate assembly, and powered by a DC motor. On the
shaft sits an egg-shaped cam, so that when the shaft rotates at a constant speed, the head
of the cam periodically pushes down on the weighing platform, which in turn deforms the
load cells, modeled in Figure 4-7 as three overdamped 2nd order mechanical systems.
Egg-Shaped Cam
Figure 4-7: Movement of cam results in periodic, vertical translation of the platform and
load cells.
A more detailed illustration of the dynamic loading apparatus is shown in Figure 4-
8. Two pillow-block bearings are affixed directly to the steel frame of the balance such
that a steel rod will pass through both bearings. A separate frame is then constructed
to hold the DC motor in place and level with the rod. A rotary encoder is attached to
the back end of the DC motor, providing a measurement of motor angular displacement.
The brushless DC motor requires a speed controller to run at a fixed RPM. The speed
controller is powered with a fixed potential from a DC power supply, and uses Pulse Width
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Modulation (PWM) to output the desired signal to the motor. Finally an egg-shaped cam
is machined such that its rotation upon the rod over the platform will result in periodic











Figure 4-8: Illustration of the dynamic calibration apparatus.
experiment does not possess the sophistication to measure system phase lag. Note that
the transfer revealed in this experiment will only apply to an input located in the center of
the platform, such that all of the load cells are deformed equally. The system will behave
differently for loads centered elsewhere.
The DC motor used for the experiment can provide a continuous torque is 90 oz-in,
and peaks at 450 oz-in (Ele, 2015). Motor speed is controlled with a Pololu 18v12 speed
controller, which assigns speed according to a user-selected duty cycle, given as % PWM.
A motor calibration experiment is run at speeds ranging from 6 to 20 % PWM or about
1 to 7.23 Hz. Motor shaft angular displacement is measured by a 100 Pulse/Rev gray
code encoder, and a linear fit is applied to the encoder data to estimate the average motor
speed. Next, the average motor speed is plotted against the duty cycle to produce the
calibration curve shown in Figure 4-9. Below 1 Hz, the motor was unable provide the
torque to overcome the initial stiction between the cam and the plate.
4.3.2 Frequency Response: Analysis
The output of the balance for each experiment is converted to the frequency spectrum
using a Fourier transform and plotted against frequency. From these plots, the highest
peak is noted and compared to the input frequency. A linear relationship is shown between
58
% PWM













Speed Control of DC Motor
slope = 0.442 Hz / %PWM
Figure 4-9: Linear relationship between the duty cycle and the resulting motor RPM.
input and output frequencies in Figure 4-10. Figure 4.11(a) shows fifteen peaks from the
Applied Pulse Frequency [Hz]





















Measured vs. Applied Frequency
Data
Linear Fit
y = 1.026 * x - 0.004
Figure 4-10: Comparison between input and output pulse frequencies with linear fit.
output of the balance (the sum of the three load cells), and how they vary in shape. From
these peaks, an average peak shape is calculated and shown in Figure 4.11(b).
The energy spectrum of the sum of the load cell measurements with 1.43 Hz input is
shown in Figure 4-12, and reveals the dominant and harmonic frequencies which combine
to create the peaks shown in the previous plots. In the case of the 1.43 Hz input, the















Fifteen Pulses at 1.4 Hz
(a) 15 pulses measured from 1.4 Hz input and
average pulse.
Time (-)













1.4 Hz Normalized Mean Pulse
(b) Averaged response to 1.4 Hz Pulse with stan-
dard deviation.
Figure 4-11: Variability of input signal reflected in measurements.
Frequency (Hz)













Energy Spectrum: 1.43 Hz Input
Dominant:
1.482
Figure 4-12: Energy spectrum for 1.43 Hz input.
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The input is modeled as a square wave, with frequency and amplitude taken from the
motor speed measured by the encoder, and the average amplitude of the output at the
first three input frequencies. Some of the data for these calculations is shown below in
Table 4.2.
Table 4.2: Peak statistics for each input frequency, as measured by the encoder.








The magnitude Bode plot in Figure 4-13 shows a gradual decay in amplitude ratio
of 1.6 dB/dec, with no apparent natural frequency in the tested range. Assuming that
the system is both 2nd order and overdamped, this can be interpreted in two different
ways. First, it could be that the data was collected near the natural frequency. A typical
overdamped 2nd order system exhibits a gradual decay approaching the natural frequency,
and a more pronounced decay rate beyond the natural frequency. Otherwise, the natural
frequency may be much higher than the input range. In this case, the amplitude ratio
should be constant until the input approaches the natural frequency, and the slight decay
of 1.6 dB/dec may be explained from the error bands.
4.4 Preliminary Erosion Experiments
This section describes two preliminary experiments on the road to a final wind tunnel















Figure 4-13: Bode plot of system transfer function over measured range.
a heat gun. The second experiment measures the centroid of a sand box as sand is removed
with a vacuum. Both experiments reveal complications that must be addressed before the
balance can be used in the final experiment.
4.4.1 Heat Gun Ablation
A series of experiments were developed using a heat gun as a source of a heated jet of air,
and 4 oz blocks of paraffin wax as an ablative material. An illustration of the experimental
set-up is shown in Figure 4-14. The jet is positioned so that the top surface of the wax




Figure 4-14: Heat gun experiment set-up.
not measured, but were sufficient to begin melting and induce a flow of wax within 10
seconds of exposure to the surface. Rectangular and round outlet attachments were used
at different angles to induce differences in the way the block melted, and direct the general
trajectory of the centroid. In some trials, the block was enclosed on four sides to prevent
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the wax from spilling down the sides, and encourage any melted wax to flow downstream
with the jet. The final shape of the wax after such an experiment is seen in Figure 4.15(a).
First principles indicate that the centroid of a rectangular cuboid lies at the geometric
(a) Planar jet flowing right to left, paral-
lel to wax surface.
(b) Round jet flowing right to left, 50
deg. relative to surface.
Figure 4-15: Ablation of a wax block by heated jets at different angles.
center of the cuboid, lying within the X-Y plane, as in Figure 4-16. If some of the mass
on one side of the cuboid were to shift to the other side of the cuboid, the centroid will
follow the shift in mass. The balance has already demonstrated the ability to discern
measurements of this type in Section 4.1 with the ‘Steps’ object, the centroid of which







Figure 4-16: Expected macroscopic shift in centroid (marked by the X) for parallel planar
jet experiments. Y-axis into page.
to induce a flow of mass in a particular direction, and in spite of visual confirmation of
successfully accomplishing this task, the centroid measurements do not behave as expected.
Across more than a dozen tests, the centroid measurements defy both the expectation
stated above. In an attempt to check these results, the blocks of wax were cut down the
geometric center, and each half was weighed, to see if there might be some truth in the
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centroid measurements. However, the difference in weight of each half was supported by
visual observations, i.e. the half which was observed to lose mass was lighter than the side















































(b) Planar jet flowing north to south, parallel to
surface.
Figure 4-17: Attempts to impose a preferred direction of centroid trajectory of melting
body.
that the load cells are being affected by a rise in ambient temperature driven by the heated
flow. As heat enters the load cell, the strain-gauge will expand slightly, which can have a
severe impact on the output in the form of thermal creep. This is somewhat unexpected,
as the load cells are not directly exposed to the heated flow. However upon inspection,
the measurement platform was quite hot to the touch, suggesting that conduction of heat
from the platform to the load cells may be responsible for the creep.
Despite the use of foam insulation to separate the heated airflow from the load cells,
the individual load measurements, and consequently the position measurements, exhibit
significant creep. To demonstrate this, a 4 oz weight made of brass is placed near the
center of the platform and exposed to the heated jet for about 4 minutes. Figure 4.18(a)
shows the effects of heat on the individual sensor readings. An interesting result is that
the average of the total load measured by all three load cells is unchanging over the course
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of the trial. A linear fit of the total produces a slope of -4×10−5 oz/s, indicating effectively
zero change in this value over the course of the test. But creep affects each of the load
cells individually in a much more significant way, which is echoed in the trajectory of
the centroid in Figure 4.18(b). Even though the object is stationary, the changes in the
individual load cell measurements suggest that it is.
Time (s)







































(b) False movement induced by thermal creep.
Figure 4-18: Bronze weight exposed to heated jet, false movement caused by thermal creep.
4.4.2 Sandbox Erosion
Ablation has proven a difficult phenomenon to measure, in part due to the intractable
effect that a rise in ambient temperature has on the measurement system. Fortunately,
there exists another way to obtain a dynamic measurement of the mass of an object and
position of its centroid. Consider an open-top box with a footprint the same dimensions
of the measurement platform. The box is filled with fine sand 3 cm deep, and placed
upon the measurement platform, and the balance begins collecting data. Next, a vacuum
is used to remove sand from one area of the box. This should result in a net change
in centroid position towards the opposite corner. The sand collected by the vacuum can
then be extracted, weighed, and this measurement compared to the weight observed by the
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balance. The extracted weight should equal the difference in starting and ending weight, as
recorded by the balance. Figure 4-19 shows a photograph of the experimental apparatus.
Figure 4-19: Sandbox prior to testing.
The rough trajectory of the centroid of the sandbox can be approximated using the
Method of Composite Parts. Initially, the geometry of the sandbox is a rectangle of
constant depth. To represent the final state of a test, a known shape is super-imposed upon
the rectangle, and that area moment of inertia is subtracted from that of the rectangle.





Figure 4-20: Example of analytically guessing the direction of a centroid.
macroscopic removal of material will have a greater affect on the trajectory of the centroid.
If sand is removed from the quarter-circle area shown in Figure 4-20, the centroid of the
66
sandbox will translate away from the voided area, in both X and Y directions. The centroid
trajectories derived from this analysis agree with real measurements made with the balance
shown in the following images. In figure 4.21(b), sand was removed from a quarter-circle






















(b) Centroid moves towards north-east.
Figure 4-21: Sand removal focused in south-west corner of box.
area centered roughly about the south-west corner of the measurement platform. In this
situation, the centroid of the sand box is expected to move towards the opposite corner
of the platform. Prior to removing any sand, the force platform measured a total weight
of 8.36 lb, and the centroid to be at X-Y coordinates (11.5 cm, 9.42 cm). After sand was
removed, the total weight was 5.83 lb, and the centroid was located at (13.1 cm, 10.6 cm).
This accounts for a total weight of 2.53 lb removed. When the sand inside the vacuum was
extracted it was found to weigh 2.4 lbs. The difference in weight is attributed to static
electricity, which attracted a very thin layer of sand to the walls of the vacuum. If this is to
be believed, the difference in weight measured from start to finish should always exceed the
weight of sand extracted from the vacuum. Next, sand was removed from a quarter-circle
area centered about the south-east corner of the measurement platform. Figure 4.22(b)
shows the path of the centroid, and a photograph of the sandbox upon completion of
the trial. Initially, the force platform registered a total weight of 8.28 lb, and a centroid
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(b) Centroid moves towards north-west.
Figure 4-22: Sand removal focused in south-east corner of box.
position at (11.7 cm, 9.35cm). The weight at the end of the trial was 6.32 lb, and the
centroid was found to be at (10.6 cm, 10.0 cm). The total mass removed was then 1.97
lb from start to end, and 1.96 lb was removed from the vacuum. In the third test, the
vacuum began in the northern section of the box and moved south, ending somewhere
near the centre. The centroid is expected not to move appreciably in the X-direction, as
sand is removed about evenly from either side of the North-South centreline of the starting
centroid. This is confirmed by the data, where the movement of the centroid in X is less
than a millimetre, and the movement in Y is 3.5 mm south. The total amount of sand




A force platform-type instrument intended to measure the time rate change of mass and
centre of mass of an object was designed and evaluated. The force platform is comprised of
three cantilever-type strain gauge load cells in a triangular orientation beneath a rectan-
gular weighing platform. The average total error in static mass measurements across the
entire weighing platform of the instrument is only 0.069% full scale, or 10.47 g. In contrast,
the ADC resolution is 1/45 of the total error with respect to mass, measuring 228 mg or
0.004% full scale for each load cell. It was discovered that the transducer measurements
exhibit significant differences in total error, specifically in repeatability, when a weight is
placed in some locations as compared to others, indicating that some areas on the edges
of the weighing platform are unreliable. However, this caveat was not considered to be
prohibitive to the general use of the instrument.
A triangulation algorithm was derived from first principles to relate the three separate
strain gauge measurements to the location of the centroid of a calibration weight upon the
weighing platform. As a consequence of being a derived quantity, centroid measurements
show the same spatial variability in repeatability observed in mass measurements. The
spatially averaged process coefficients for centroid measurements in the X direction is 1.33,
based upon ±1.5 mm limits. Therefore, on average, repeat measurements of a single test
mass at a given location will yield a centroid X position entirely within ±1.5 mm of the
mean measurement. For Y measurements, the process coefficient approaches 1 at a limit
of ±2.5 mm.
Although measurements of centroid position of a stationary object are repeatable, the
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RMS error in position measurements at 81 regularly-spaced points was 68.6 mm across all
tested weights. Luckily, this error constituted a measurement bias, and thus was able to
be removed by employing principles of image correction. Different approaches to image
correction yielded a number of continuous ‘mapping functions’, but the best was a 9th order
polynomial which reduced average RMS error by 96%. Centroid position measurements
for three known distributed loads had an average RMS error of 1.6 mm, down from 4.8
mm before correction.
Further study of the shape of the distortions demonstrated that error reduction up to
91% is possible with as few as 18 well-chosen points and a 2nd order polynomial. Unfor-
tunately, the bias error in position measurements was not repeatable for different applied
loads, so a unique mapping function was required to maximize the error reduction at each
applied load. It is not known how much error is introduced in general when using a map-
ping function that does not match the applied load, but error reduction dropped to 84%
when using a function derived from a 30%P, 81-point calibration for measurements of an
15%P weight. More research is needed to understand how the shape of the distortion
changes with loading.
Centroid position measurements for an 8 oz steel ball rolling along a straight, 25 cm
track exhibited average linearity error less than 0.8%, but necessitated time-averaging of
every 5 points, effectively reducing the sampling frequency. The amount of error appeared
greater when the ball was moving vertically (relative to weighing platform coordinates)
than when motion was purely horizontal. In cases where the ball rolled directly over a
load cell, such as row 9, the mapping function actually increased error by up to 240%,
although this scenario is unlikely during normal use.
Experiments were conducted to observe the response of the measurement system to a
pulse input ranging in frequency from 1 to 5.7 Hz. The dominant frequency in the energy
spectrum of the output matched well with the pulse frequency measured via encoder,
exhibiting a linear relationship and an RMS error of 0.15 Hz. The magnitude Bode plot
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indicated a slight decay of 1.6 dB/decade in the region from 1 to 5.7 Hz, with a net gain
around 0 dB. This is sufficient to measure the low frequency phenomenon of ablation.
Two different proof of concept experiments revealed the future challenges in practical
use of the instrument. In the first test, a heat gun supplied conditions to melt and induce
the flow of a wax block placed upon the balance. Even with the use of insulation, heat
transferred through the weighing platform resulted in significant creep, rendering any
predictions about the change in mass unusable. Even a small amount of creep has the
potential to strongly influence position measurements, as these measurements rely on small
changes in the distribution of the applied load. This experiment demonstrated the need
to thermally isolate the measurement platform, perhaps by employing a temperature-
controlled plate between the platform and the object under study. The final test used a
box filled with sand to show the qualitative ability of the instrument to measure changes
in mass and centroid position as sand was removed from the box with a vacuum. The
actual distribution of the mass proved difficult to measure, but the centroid was observed
to move in the direction indicated by the model.
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