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Abstract
Let G be a graph without isolated vertices, α(G) and τ(G) be the stability number
and the covering number of G, respectively.
The paper is divided in two parts: In the first part we study the minimum
number of edges that a k-connected graph can have as a function of α(G) and
τ(G). In particular, we obtain the following lower bound:
q(G) ≥ α(G)− c(G) + Γ(α(G), τ(G)),
where q(G) is the number of edges of G, c(G) is the number of connected compo-
nents of G and
Γ(α(G), τ(G)) = (α(G) − s)
(
r
2
)
+ s
(
r + 1
2
)
,
where α(G) + τ(G) = rα(G) + s with 0 ≤ s < α(G).
This is a solution to an open question posed by Ore in his book [11, pag.
216], which indeed is a variant for connected graphs of a celebrated theorem of
Tura´n [12].
In the second part of this paper, we study the relations between α(G), τ(G)
and δ(G) = α(G) − σv(G), where the σv-cover number of a graph, denoted by
σv(G), is the maximum natural number m, such that every vertex of G belongs
to a maximal independent set with at least m vertices. The main theorem of this
part states that
α(G) ≤ τ(G)[1 + δ(G)].
In the last section, we discuss some conjectures related to this theorem.
1 Introduction
Given a graph G = (V (G), E(G)), a subset M ⊆ V (G) is a stable set if no two vertices
in M are adjacent. We say that M is a maximal stable set if it is maximal with respect
to inclusion. The stability number of G is given by
α(G) = max{|M | |M ⊂ V (G) is a stable set in G}.
Also, C ⊆ V (G) is a vertex cover for a graph G if every edge of G is incident with at
least one vertex in C. Moreover, the vertex cover C is called a minimal vertex cover if
there is no proper subset of C which is a vertex cover. It is convenient to regard the
empty set as a minimal vertex cover for a graph with all its vertices isolated.
1The authors where partially supported by CONACyT grant 49835 and SNI.
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The vertex covering number of G, denoted by τ(G), is the number of vertices in a
minimum vertex cover in G, that is, the size of any smallest vertex cover in G. Note
that a set of vertices in G is a maximal stable set if and only if its complement is a
minimal vertex cover for G, thus α(G) + τ(G) = |V (G)|.
This paper has two main parts. In the first part we solve a problem posed by Ore
in his book [pag. 216, research prob. 1][11], whose statement is:
Determine the connected graphs satisfying α(G) < k (3 ≤ k ≤ |V (G)|) and having
a minimal number of edges.
This question was completely solved by Tura´n [12] (see also [11, pages 214–216])
when the word connected is removed. In the connected case, we completely solve the
question by giving a tight lower bound on the number of edges of a graph of a given order
and with given stability number (Theorem 2.2 for connected graphs). This result was
independently proved by J. Christophe et al in [3]. We include the full classification of
all optimal graphs (those achieving the bound). A preliminary version of theorems 2.2
and 3.1 and lemma 2.6 appear by first time in [5] and [6]. The corresponding result
for 2-connected graphs together with a full classification of the optimal graphs is also
included (Theorem 2.9). The classification of the connected and 2-connected optimal
graphs was obtained independently in [2].
In the second part of the paper, we prove the inequality α(G) ≤ τ(G)(1 + δ(G))
where δ(G) = α(G) − σv(G) and σv(G) is the largest m, such that every vertex of G
belongs to an independent set of sizem. As a corollary we obtain α(G)−|αcore| ≤ τ(G)−
|τcore|, where the αcore and the τcore are defined as the intersection of all maximum-size
stable sets and the intersection of all minimum-size vertex coverings, respectively.
The origin of our interest in the study of these relations comes from monomial
algebras. More precisely, the stability number α(G) of a graph G, is equal to the
dimension of the Stanley-Reisner ring associated to the graph G; and the covering
number τ(G) of G is equal to the height of the ideal associated to the graph G. Finally,
σv(G) is an upper bound to the depth of this ring.
From the algebraic point of view, an important class of rings is given by those
rings R such that their dimension is equal to their depth. The rings in this class are
called Cohen-Macaulay rings. A graph is Cohen-Macaulay if the Stanley-Reisner ring
associated to it, is Cohen-Macaulay. If a graph G is Cohen-Macaulay, then δ(G) = 0
([14, Proposition 6.1.21]). Note that this is a necessary, but not a sufficient condition.
The family of graphs with δ(G) ≥ 1 corresponds to the Stanley-Reisner rings that have
a large depth. Moreover, the dimension minus the depth is bounded below by δ(G),
and hence δ(G) is a measure of how far these rings are from being Cohen-Macaulay.
The outline of the article is as follows: We begin with Section 2, where we solve the
low connectivity (one and two connected) versions of Tura´n’s theorem as thoroughly
explained above. In this section we give a lower bound for the number of edges of a
graph as a function of its stability and covering numbers (Theorem 2.2) together with
a characterization of q-minimal (Lemma 2.6) and {q, 2}-minimal (2-connected) graphs
(Theorem 2.9).
In section 3 we study some relations between the stability and covering numbers
of a graph. Specifically we prove the main result (Theorem 3.1) of this section, which
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is an inequality that gives an upper bound for the stability number of a graph with
respect to the covering number and δ(G) = α(G) − σv(G). This result generalizes
an inequality given in [4] which was only valid for B-graphs. Then we introduce the
αcore and the τcore of a graph and relate them by an inequality with the stability and
covering numbers of the graph. Finally, we give a series of conjectures that relate
several invariants of graphs for B-graph and hypergraphs.
In this article, all graphs are supposed to be finite and simple (i.e., without loops
and multiple edges). Let G = (V,E) be a graph with |V | = n vertices and |E| = q
edges. Given a subset U ⊂ V , the neighbour set of U , denoted by N(U), is defined as
N(U) = {v ∈ V | v is adjacent to some vertex in U}.
A subset W of V is called a clique if any two vertices in W are adjacent. We call
W maximal if it is maximal with respect to inclusion. The clique number of a graph G
is given by
ω(G) = max{|W | |W ⊂ V (G) is a clique in G}.
The complement of a graph G, denoted by G, is the graph with the same vertex set
as G, and edges all pairs of distinct vertices that are nonadjacent in G. Clearly, W is
a clique of G if and only if W is a stable set of G, and thus ω(G) = α(G).
A subgraphH is called an induced subgraph of G, denoted by G[V (H)], ifH contains
all the edges {vi, vj} ∈ E(G) with vi, vj ∈ V (H).
A non-empty graph G is called connected if any two of its vertices are linked by a
path in G. A graph G is called k-connected (for k ∈ N) if |V (G)| > k and G \ X is
connected for every set X ⊆ V (G) with |X| < k.
2 Low connectivity versions of Tura´n’s theorem
In this section, we study the minimal number of edges in k-connected graphs. Theo-
rem 2.2 establishes a lower bound for the number of edges of a graph G as a function
of α(G), τ(G) and its number of connected components, c(G). As a byproduct of the
proof of Theorem 2.2, we find a bound for 2-connected graphs and determine the graphs
for which these bounds are sharp.
A Tura´n graph, denoted by T (a, t), is a graph of order a+t consisting of the disjoint
union of a−s cliques of order r = ⌊a+t
a
⌋ and s cliques of order r+1, where a+t = ra+s
with 0 ≤ s < a.
For a graph G = (V,E), we denote by q(G) the cardinality of its edge set E(G).
We say that a k-connected graph G is {q, k}-minimal, if there is no graph G′ such that
(i) G′ is k-connected,
(ii) α(G′) = α(G),
(iii) τ(G′) = τ(G), and
(iv) q(G′) < q(G).
We say that an edge e of a graph G is an α-critical edge if α(G− e) = α(G) + 1. A
vertex v of a graph G is a τ -critical vertex if τ(G− v) = τ(G)− 1. A connected graph
G is called α-critical (τ -critical) if all its edges (vertices) are α-critical (τ -critical). In
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Chapter 12 of the book of Lovasz and Plummer [10] some of the basic properties of
α-critical graphs can be found. For instance, Corollary 12.1.8 in [10] says that every
α-critical graph is 2-connected. Also, by Lemma 12.1.2 in [10], if G is an α-critical
graph without isolated vertices, then α(G) = α(G − v) for all v ∈ V (G). Using the
previous observation and the fact that α(G) + τ(G) = |V (G)| we can conclude that if
G is an α-critical graph, then G is a τ -critical graph.
For simplicity a {q, 1}-minimal graph will be called a q-minimal graph. Hence, if
G is q-minimal, then either α(G) < α(G − e) or c(G) < c(G − e) for all the edges e
of G (note that α(G) < α(G − e) if and only if τ(G) > τ(G − e)). That is, an edge
of a q-minimal graph is either α-critical or a bridge. Therefore the blocks (a maximal
connected subgraph without a cutvertex) of a q-minimal graph are α-critical graphs.
In order to bound the number of edges of a graph we introduce the following nu-
merical function. For any natural numbers a and t, let
Γ(a, t) = (a− s)
(
r
2
)
+ s
(
r + 1
2
)
,
where a+ t = ra+ s with 0 ≤ s < a. In other words, r = 1 + ⌊ t
a
⌋
and s = t+ a
⌊
t
a
⌋
.
Lemma 2.1 Let a and t be natural numbers, then
(i) Γ(a, t) = min
{∑a
i=1
(
zi
2
)
: z1 + · · ·+ za = a+ t and zi ≥ 0 for all 1 ≤ i ≤ a
}
.
(ii) Γ(a− 1, t)− Γ(a, t) ≥ 12 (
⌊
t
a
⌋2 − ⌊ t
a
⌋
) =
(⌊
t
a
⌋
+ 1
2
)
≥ 0 for all a ≥ 2 and t ≥ 1.
Moreover, Γ(a − 1, t) − Γ(a, t) =
(⌊
t
a
⌋
+ 1
2
)
if and only if 1 +
⌊
t
a
⌋ ≥ t
a−1 and(⌊
t
a
⌋
+ 1
2
)
= 0 if and only if 0 ≤ t < a.
(iii) Γ(a, t)− Γ(a, t− 1) = 1 + ⌊ t−1
a
⌋
=
⌈
t
a
⌉
for all a ≥ 1 and t ≥ 2.
(iv)
∑k
i=1 Γ(ai, ti) ≥ Γ(
∑k
i=1 ai,
∑k
i=1 ti) for all ai ≥ 1 and ti ≥ 1.
Furthermore, if a1, a2 ≥ 2, then
Γ(a1, t1) + Γ(a2, t2) = Γ(a1 + a2, t1 + t2)
if and only if either
⌊
t1
a1
⌋
=
⌊
t2
a2
⌋
,
⌊
t1
a1
⌋
−
⌊
t2
a2
⌋
= 1 and t1 = r1a1 or
⌊
t2
a2
⌋
−
⌊
t1
a1
⌋
=
1 and t2 = r2a2.
(v)
⌈
2(a−1+Γ(a,t))
a+t
⌉
= 1 +
⌊
t
a
⌋
+ L, where −1 ≤ L ≤ 1.
Moreover, L = −1 if and only if a = 1.
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Proof. (i) For a = 1 the result is trivial. For a ≥ 2 we use the next observation: Let
n,m ≥ 1 be natural numbers with n > m+ 1, then(
n
2
)
+
(
m
2
)
>
(
n− 1
2
)
+
(
m+ 1
2
)
.
Let a ≥ 2 and t ≥ 1 be fixed natural numbers, (z1, . . . , za) ∈ Na such that
∑a
i=1 zi =
a+ t and let L(z1, . . . , za) =
∑a
i=1
(
zi
2
)
. Now, if
{z1, . . . , za} 6= {r, . . . , r︸ ︷︷ ︸
a−s
, r + 1, . . . , r + 1︸ ︷︷ ︸
s
}
where a + t = ra + s with 0 ≤ s < a, then there exist zi1 and zi2 with zi1 > zi2 + 1.
Applying the previous observation we obtain that
L(z1, . . . za) > L(z1, . . . , zi1 − 1, . . . , zi2 + 1, . . . , za) ≥ Γ(a, t),
and therefore we obtain the result.
(ii) Let a+ t = ar + s with 0 ≤ s < a, then
a+ t− 1 = (a− 1)(r + l) + s′
where r + s− 1 = (a− 1)l + s′ with l ≥ 0 and 0 ≤ s′ < a− 1.
After some algebraic manipulations we obtain that
2(Γ(a − 1, t)− Γ(a, t)) = (r2 − r) + (l2 − l)(a− 1) + 2ls′.
Therefore Γ(a− 1, t) − Γ(a, t) ≥ 12(
⌊
t
a
⌋2
+
⌊
t
a
⌋
) =
(⌊
t
a
⌋
+ 1
2
)
≥ 0, since r, l, s′ ≥ 0 and
u2 − u ≥ 0 for all u ≥ 0. Moreover, Γ(a− 1, t)− Γ(a, t) =
(⌊
t
a
⌋
+ 1
2
)
if and only if
(l, s′) =
{
(0, s′)
(1, 0)
These two possibilities imply that r + s < a and r + s = a, respectively. Finally, it
is clear that
(⌊
t
a
⌋
+ 1
2
)
= 0 if and only if 0 ≤ t < a.
(iii) Let a+ t− 1 = ar + s with 0 ≤ s < a, then
a+ t =
{
ar + (s+ 1) if 0 ≤ s < a− 1,
a(r + 1) if s = a− 1.
Hence
Γ(a, t)− Γ(a, t− 1) =


(a− s− 1)
(
r
2
)
+ (s+ 1)
(
r + 1
2
)
− (a− s)
(
r
2
)
− s
(
r + 1
2
)
a
(
r + 1
2
)
−
(
r
2
)
− (a− 1)
(
r + 1
2
)
=
(
r + 1
2
)
−
(
r
2
)
= r =
⌊
a+t−1
a
⌋
.
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(iv) Let a = a1 + a2 and t = t1 + t2, then by (i)
Γ(a, t) = min
{∑a
i=1
(
zi
2
)
:
∑a
j=1 zj = a+ t and zj ≥ 0 for all 1 ≤ j ≤ a
}
≤ (a1 − s1)
(
r1
2
)
+ s1
(
r1 + 1
2
)
+ (a2 − s2)
(
r2
2
)
+ s2
(
r2 + 1
2
)
= Γ(a1, t1) + Γ(a2, t2),
where ai + ti = riai + si with 0 ≤ si < ai for all i = 1, 2.
In order to have the equality in the previous inequality we need that either r1 = r2,
r1 = r2 + 1 and s1 = 0 or r2 = r1 + 1 and s2 = 0.
(v) Let a+ t = ar + s with r ≥ 1 and 0 ≤ s < a. Thus
⌈
2(a−1+Γ(a,t))
a+t
⌉
=


2

a−1+(a−s)

r
2

+s

r + 1
2




a+t


=
⌈
2(a−1)+r(ar+s)−r(a−s)
ar+s
⌉
= r +
⌈
2(a−1)−r(a−s)
ar+s
⌉
= 1 +
⌊
t
a
⌋
+
⌈
2(a−1)−r(a−s)
ar+s
⌉
= 1 +
⌊
t
a
⌋
+ L.
Since a, r ≥ 1 and 0 ≤ s < a, then −1 ≤ L ≤ 1 because
2 < (a+ s)(2 + r)⇔ −2(ar + s) < r(s− a) + 2(a− 1)⇔ −1 ≤ L, and
2a+ rs ≤ 2ar + s+ 2⇔ 2(a − 1)− r(a− s) ≤ ar + s⇔ L ≤ 1.
Moreover,
L = −1⇔ 2(a− 1)− r(a− s) ≤ −(ar + s)⇔ 2a+ s(r + 1) ≤ 2⇔ a = 1 and s = 0.
✷
Theorem 2.2 ([5, Theorem 3.3]) Let G be a graph, then
q(G) ≥ α(G) − c(G) + Γ(α(G), τ(G)).
Proof. We will use induction on τ(G). The stars K1,n (α(K1,n) = n−1) are the unique
connected graphs with τ(G) = 1. Since
q(K1,n) = n− 1 = (n− 1)− 1 + 1 = α(K1,n)− c(K1,n) + Γ(n− 1, 1),
then the result clearly follows. Moreover, the stars K1,n are q-minimal graphs.
So we can assume that the result is true for τ(G) ≤ k and k > 1. Let G be a
q-minimal graph with τ(G) = k+1. Now, we will use induction on α(G). If α(G) = 1,
then G is a complete graph Kn (τ(Kn) = n− 1). Since,
q(Kn) =
(
n
2
)
= 1− 1 +
(
n
2
)
= α(Kn)− c(Kn) + Γ(1, n − 1),
it follows that all the complete graphs satisfy the result.
Hence we can assume that α(G) ≥ 2. Furthermore, by Lemma 2.1(iv), q(G) =∑s
i=1 q(Gi), α(G) =
∑s
i=1 α(Gi) and τ(G) =
∑s
i=1 τ(Gi) where G1, . . . , Gs are the
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connected components of G. Then by the induction hypothesis we can assume that G
is a connected graph.
Let e be an edge of G and consider the graph G′ = G− e. We have two possibilities
τ(G′) =
{
τ(G)
τ(G)− 1
That is, an edge of G is either a bridge or critical.
Case 1 First, assume that G has no bridges, that is, G is an α-critical graph.
Claim 2.3 Let v be a vertex of G of maximum degree, then
deg(v′) ≥ 1 +
⌊
τ(G)− 1
α(G)
⌋
.
Proof. Since any α-critical graph is τ -critical, then τ(G−v) = τ(G)−1 and α(G−v) =
α(G). Moreover, since the α-critical graphs are 2-connected, then G− v is connected.
Now, by the induction hypothesis we have that
q(G− v) ≥ α(G) − 1 + Γ(α(G), τ(G) − 1).
Using the formula ∑
vi∈V (G−v)
deg(vi) = 2q(G − v)
and Lemma 2.1(v), we conclude that there must exist a vertex v′ ∈ V (G− v) with
deg(v′) ≥
⌈
2q(G− v)
|V (G− v)|
⌉
≥
⌈
2(α(G) − 1 + Γ(α(G), τ(G) − 1))
n− 1
⌉
(v)
≥ 1 +
⌊
τ(G)− 1
α(G)
⌋
+ L. (1)
Now, since L ≥ 0 (α(G) ≥ 2), then by Lemma 2.1(iii)
q(G) = q(G− v) + deg(v) ≥ α(G) − 1 + Γ(α(G), τ(G) − 1) + deg(v′)
(1)
≥ α(G) − 1 + Γ(α(G), τ(G) − 1) + 1 +
⌊
τ(G)− 1
α(G)
⌋
(iii)
= α(G) − 1 + Γ(α(G), τ(G)). (2)
So, if the graph G has an edge that is a bridge, then c(G′) = c(G) + 1 = 2. Let
denote by G1 and G2 the connected components of G− e. Now, we need to considerer
another two cases:
Case 2 Assume that τ(G1) > 0 or τ(G2) > 0, then τ(G1) ≤ k, τ(G2) ≤ k, and by the
induction hypothesis
q(G1) ≥ α(G1)− 1 + Γ(α(G1), τ(G1)) and q(G2) ≥ α(G2)− 1 + Γ(α(G2), τ(G2)).
Using the above formulas, the fact that α(G) = α(G1) + α(G2) and τ(G) = τ(G1) +
τ(G2), and Lemma 2.1(iv), we get
q(G) = q(G1) + q(G2) + 1
≥ α(G1)− 1 + α(G2)− 1 + Γ(α(G1), τ(G1)) + Γ(α(G2), τ(G2)) + 1
= α(G) − 1 + Γ(α(G1), τ(G1)) + Γ(α(G2), τ(G2))
(iv)
≥ α(G) − 1 + Γ(α(G), τ(G)).
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Case 3 Assume that there does not exist a bridge satisfying the above conditions: for
all the bridges of G we have that τ(G1) = 0 or τ(G2) = 0. That is, each bridge connects
an isolated vertex with the rest of G. In this case, we must have that G is equal to
an α-critical graph G1 with a vertex of G1 being the center of a star K1,l. Moreover,
τ(G) = τ(G1) and α(G) = l + α(G1) because G1 is vertex-critical and therefore each
vertex belongs to a minimum vertex cover. Now using Case 1 and Lemma 2.1(ii), we
obtain,
q(G) = l + q(G1) ≥ l + α(G1)− 1 + Γ(α(G1), τ(G1))
= α(G) − 1 + Γ(α(G1), τ(G))
(ii)
≥ α(G) − 1 + Γ(α(G), τ(G)). ✷
The k-connexion of a graph A k-connexion of a graph G is a k-connected graph G′
on the same vertex set as G, with the minimum possible number of edges, and such that
G is a subgraph of G′. The graph G is called the subjacent graph of the k-connexion
graph G′ and the edges of G′ that are not edges of G are called the connexion edges.
Clearly a 1-connexion graph G′ of a disconnected graph G can be obtained by
adding c(G)− 1 edges, where c(G) is the number of connected components of G. This
definition is equivalent to the one given in [2] of a tree-linking of a graph. In fact,
2-connexions as defined here, are equivalent to cycle-linkings as defined in [2].
Example 2.4 In order to illustrate the concept of 1-connexion consider the following
graphs:
=⇒G1 G2G G3 G4 G1 G2G′ G3 G4
e1
e2 e3
G′ is the 1-connexion of G, the edges e1, e2, e3 are the 1-connexion edges of G
′, and
G1, G2, G4 are the leaves of G
′.
A leaf of a 1-connexion G′ of a graph G is a connected component Gi of G with the
property that there exists a unique vertex v of Gi, such that all connexion edges with
one end in Gi are incident to v. If G is a connected graph, then we say that G is a leaf
of G′. Note that a 1-connexion G′ of a graph G has at least one leaf.
Polygon transformed Tura´n graph A graph G with covering number τ(G) = t
and stability number α(G) = a is said to be a polygon transformed Tura´n graph or PTT
graph if either G is isomorphic to T (a, t), or a ≤ t < 2a and G can be obtained from
T (a, t) by the following construction:
Let k2 and k3 be the number of copies of K2 and K3 in T (a, t) respectively. Let k
be a positive integer with k ≤ min{k2, k3} and for all 1 ≤ i ≤ k take positive integers
ji such that j1 + · · · + jk ≤ k2. Finally, for all i = 1, . . . , k replace one copy of K3 and
ji copies of K2 by a cycle C2ji+3.
In this way a PTT graph is the disjoint union of complete graphs and possibly odd
cycles.
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Example 2.5 In order to illustrate the previous concept consider the following graphs:
=⇒
T (4, 6)
G1
G2
in the left side it can be seen the Tura´n graph T (4, 6) and in the right side there are two
of the three possible polygon transformed graph of T (4, 6). Note that G1 and G2 are
obtained when we take 1 = k < min{k2, k3} = 2, and j1 = 1 and j1 = 2 respectively.
Lemma 2.6 A graph G is q-minimal if and only if G is a 1-connexion of a polygon
transformed Tura´n graph.
Proof. (⇐) Let H be a PTT graph with H1, . . . ,Ha connected components and let
L be a 1-connexion of H. Since Kr and C2s+1 are q-minimal, α(L) =
∑a
i=1 α(Hi),
α(C2s+1) = s, q(L) = a− 1 +
∑a
i=1 q(Hi), then L is q-minimal.
(⇒) We use double induction on the stability and covering numbers of the graph.
For α(G) = 1, G must be a complete graph and the result is clear.
Let G be a q-minimal graph with α(G) ≥ 2. We can assume that G is an α-critical
graph, since if G is not α-critical, then using the arguments used in cases 2 and 3 (in the
proof of Theorem 2.2) and the induction hypothesis, the result follows readily. Since
connexion edges of a 1-connexion of a disconnected PTT graph are not α-critical edges
(α(L) =
∑k
i=1 α(Hi), where L is a 1-connexion of a disconnected PTT graph H with
connected components H1, . . . ,Hk), then the result follows if we prove that G is either
an odd cycle or a complete graph.
Claim 2.7 If v is a vertex of G of maximal degree, then G− v is q-minimal.
Proof. Assume that G− v is not q-minimal. Then, by Claim 2.3 and Lemma 2.1,
q(G) = q(G− v) + deg(v)
(v)
≥ α(G) + Γ(α(G), τ(G) − 1) +
⌊
α(G) + τ(G) − 1
α(G)
⌋
(iii)
= α(G) + Γ(α(G), τ(G)); (3)
which is a contradiction to the q-minimality of G. ✷
Now, since G − v is q-minimal, then by the induction hypothesis G − v is a 1-
connexion of a PTT graph. Moreover, since G is α-critical, then G \ N [v] (where
N [v] = N(v)∪ {v}) is a maximal induced subgraph of G with α(G \N [v]) = α(G)− 1.
Therefore, we need to determine the maximal induced subgraphs L′ of a 1-connexion
of a PTT graph L with α(L′) = α(L)− 1.
Claim 2.8 Let H be a PTT graph with H1, . . . ,Ha connected components and L be a
1-connexion of H. If L′ is a maximal induced subgraph of L with α(L′) = α(L) − 1,
then
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(i) L′ is induced by the set of vertices V (L) \ V (Hi), for some Hi with α(Hi) = 1, or
(ii) L′ is induced by the set of vertices in V (L) \ {v1, v2, v3}, where {v1, v2, v3} are
vertices of an odd cycle Hj such that Hj \ {v1, v2, v3} is a disjoint union of paths
with an even number of vertices, or
(iii) L′ satisfies the following conditions: (1 ) V (Hi) ∩ V (L′) 6= ∅ for all Hi, (2 ) if Hi
is an odd cycle, then V (Hi) ⊂ V (L′), (3 ) if Hi is a complete graph such that
V (Hi) 6⊂ V (L′), then for all v ∈ V (Hi)∩V (L′) there exists at least one connexion
edge ev of L incident to v.
Proof. If V (L′) ∩ V (Hi) = ∅ for some 1 ≤ i ≤ a with α(Hi) = 1, then L′ =
L[V (L) \ V (Hi)], since V (L′) ⊆ V (L) \ V (Hi) and α(L[V (L) \ V (Hi)]) = α(L) − 1.
L′ L
H1 H2 H3
Therefore we can assume that V (Hi)∩V (L′) 6= ∅ for all Hi with α(Hi) = 1. Now, let
assume that V (Hj) 6⊂ V (L′) for some Hj = C2m+1. Since all the proper induced graphs
of a cycle are paths Pn with α(Pn) = ⌈n2 ⌉, then α(Hj \C) = α(Hj)−1 = m−1 for some
C ⊂ V (Hj) if and only if Hj[V (Hj)\C] is a disjoint union of three paths Pm1 , Pm2 , Pm3
for some even numbers m1,m2,m3 ≥ 0 such that m1 +m2 +m3 = 2(m− 1). Since L′
is a maximal induced subgraph of L with α(L′) = α(L) − 1, then V (Hj) 6⊂ V (L′) for
only one Hj = C2m+1; therefore L
′ is given by (ii).
L′ L
H1 H2
In order to finish, we can assume that V (L′) ∩ V (Hi) 6= ∅ for all 1 ≤ i ≤ a and
V (Hj) ⊂ V (L′) for all Hj with α(Hj) ≥ 2. Clearly, if v ∈ V (Hi) ∩ V (L′) such that
v is not incident to any connexion edge of L, then V (Hi) ⊂ V (L′) because α(L′) =
α(L[V (L′) ∪ V (Hi)]).
L′
L
H1 H2 H3 H4
✷
Take L = G \ v and L′ = G \ N [v]. If G \ N [v] satisfies (i), then G must be a
complete graph. If G \ N [v] satisfies (ii), then G must be an odd subdivision of the
complete graph K4 and it fails in one edge in order to be a q-minimal graph.
Finally, assume that G \N [v] satisfies (iii). Let Hi0 be a connected component of
H such that Hi0 is a complete graph and V (Hi0) 6⊂ V (G \N [v]). Take P = V (Hi0) ∩
V (G\N [v]) and Q = V (Hi0)\P . Since G−v is q-minimal, then for all u ∈ P , the graph
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(G− v)\u is disconnected. For all u ∈ P , let Gu be the disjoint union of the connected
components C1, . . . , Cs (Ci is a 1-connexion of some PTT graph) of (G − v) \ u with
V (Cj)∩ V (Hi0) = ∅. Note that, Gu is an induced subgraph of G− v and its connected
components are joined to u by some connexion edges.
Let C be a connected component of Gu and S be a leaf of C not joined to u by
a connexion edge. Since G is a 2-connected graph, then v must be incident with at
least one vertex of S. If Gu is either a complete graph or an odd cycle, then v must
be incident with at least one vertex of Gu not incident with a connexion edge of G− v.
Moreover, if vs is the unique vertex of a leaf S of C such that all the connexion edges
with one end in S are incident to vs, then by Claim 2.8 (iii), v must be incident with
all the vertices of S \ vs. Since v is incident with all the vertices of Q, then
deg(v) ≥ |Q|+
∑
u∈P
∑
Hj∈L(Gu)
(|Hj | − 1)
(∗)
≥ |Hi0 |, (4)
where L(Gu) is either the set of leaves of Gu not joined to u or if Gu is a 2-connected
graph, then L(Gu) is {Gu}. Furthermore, (∗) is an equality if and only if Gu is con-
nected, all the leaves of Gu are isomorphic to K2, and if Gu has at most two leaves.
r s
Gr
GsHi0
S1
S2P
Q
G− v
Using the first inequality in the equation (4), it is not difficult to prove that
deg(v) ≥ s+ (k − s)(k − 1) ≥ 2k − 2, where k =
⌊ |V (G− v)|
α(G)
⌋
≤ |V (Hi0)|. (5)
On the other hand, since G and G− v are q-minimal graphs, then deg(v) = q(G)−
q(G− v) = Γ(α(G), τ(G)) − Γ(α(G), τ(G) − 1) =
⌊
|V (G−v)|
α(G)
⌋
=
⌈
|V (G)|
α(G)
⌉
− 1 ≤ k.
Therefore, k = 2, Hi0 = K2, deg(v) = 2,
⌈
|V (G−v)|
α(G)
⌉
≤ 3, |P | = 1, and Gu has only
two leaves, that is, G is an odd cycle. ✷
2.1 The 2-connected case
Theorem 2.9 Let G be a 2-connected graph with τ(G) ≥ 2, then
q(G) ≥


2α(G) if τ(G) ≤ α(G),
α(G) − 1 + Γ(α(G), τ(G)) if α(G) = 1 or τ(G) − α(G) = 1,
α(G) + Γ(α(G), τ(G)) otherwise.
Furthermore, G is a {q, 2}-minimal with τ(G) ≥ α(G) if and only if one of the following
conditions is satisfied:
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(i) G is an even cycle,
(ii) G is the complete graph with at least three vertices,
(iii) G is an odd cycle,
(iv) G is a 2-connexion of a polygon transformed Tura´n graph,
(v) G is an odd subdivision of the complete graph K4,
(vi) G is isomorphic to the following graph:
H
Proof. Let H be a 2-connected graph and G be a {q, 2}-minimal graph. We will divide
the proof in three cases:
Case 1 (τ(G) = α(G) > 1). Let H with τ(H) = α(H) > 1, then deg(v) ≥ 2 for all
v ∈ V (H). Therefore
q(H) =
∑
v∈V (H) deg(v)
2
≥ |V (H)| = 2α(H).
Since the even cycle C2a is a 2-connected graph with α(C2a) = τ(C2a), then 2α(G) ≤
q(G) ≤ 2α(G) and deg(v) = 2 for all v ∈ V (G). Furthermore, since a graph H with all
its vertices of degree two is a disjoint union of cycles, then G is a {q, 2}-minimal graph
with α(G) = τ(G) if and only if G is an even cycle.
Case 2 (τ(G) < α(G) and α(G) > 1). Since deg(v) ≥ 2 for all v ∈ V (H)
(H is 2-connected), then q(H) ≥ 2α(H). Let s(Ka,t) be an odd subdivision of the
complete bipartite graph Ka,t. Since s(Ka,t) is a 2-connected graph with α(s(Ka,t)) =
τ(s(Ka,t))+(a−t) and q(Ka,t) = 2α(Ka,t), then q(G) = 2α(G) for all the {q, 2}-minimal
graphs G with τ(G) < α(G) > 1.
This finishes the proof of the lower bound for the number of edges whenever τ(G) ≤
α(G) and α(G) > 1 and the characterization of the {q, 2}-minimal graphs (case (i))
whenever α(G) = τ(G) and α(G) > 1.
Case 3 (α(G) = 1 or τ(G) ≥ α(G) + 1). We use double induction on the stability
and covering numbers of the graph.
If α(G) = 1, then G is a complete graph and clearly G is a {q, 2}-minimal graph.
If τ(H) − α(H) = 1, then by Lemma 2.6, q(H) ≥ α(H) − 1 + Γ(α(H), τ(H)) and H
is a q-minimal graph with τ(H) − α(H) = 1 if and only if H is an odd cycle. Since
the odd cycles are 2-connected, then q(H) ≥ α(H) − 1 + Γ(α(H), τ(H)) whenever
τ(H) = α(H) + 1 and G is {q, 2}-minimal with τ(G) = α(G) + 1 if and only if G is an
odd cycle.
By Lemma 2.6 we have that q(H) ≥ α(H) − 1 + Γ(α(H), τ(H)) whenever H is a
connected graph with τ(H) > α(H) + 1 > 2. On the other hand, it is not difficult
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to see that if H is a graph as in (iv), (v) or (vi), then H is a 2-connected graph
with q(H) = α(H) + Γ(α(H), τ(H)). Furthermore, since all that q-minimal graphs
with τ(H) > α(H) + 1 > 2 are not 2-connected, then q(H) ≥ α(H) + Γ(α(H), τ(H))
whenever H is a 2-connected graph with τ(H) > α(H) + 1 > 2.
Therefore, to finish the proof we only need to show that G is a {q, 2}-minimal graph
with τ(G) ≥ α(G) + 2 if and only if G is as in (iv), (v) or (vi). In order to do so, we
follow the same sequence of arguments as in the proof of Lemma 2.6.
Let e ∈ E(G), if e is not an α-critical edge of G, then G \ e is a q-minimal graph
and G is 2-connexion of a PTT graph. Therefore we can assume that G is an α-critical
graph.
Claim 2.10 If v is a vertex of G of maximal degree, then either G − v is q-minimal
or {q, 2}-minimal.
Proof. If G \ v is neither q-minimal nor {q, 2}-minimal, then q(G \ v) ≥ α(G) +
Γ(α(G), τ(G) − 1) + 1. Therefore, the result follows using the same arguments that in
Claim 2.7. ✷
Since G− v is either a q-minimal or a {q, 2}-minimal graph, then by the induction
hypothesis
q(G− v) =
{
α(G− v)− 1 + Γ(α(G − v), τ(G − v)) if G is q-minimal,
α(G− v) + Γ(α(G − v), τ(G − v)) if G is {q, 2}-minimal.
Since deg(v) = q(G) − q(G − v) and Γ(α(G), τ(G)) − Γ(α(G), τ(G) − 1) =
⌊
|V (G)|−1
α(G)
⌋
(Lemma 2.1 (iii)), then
deg(v) =


⌊
|V (G)|−1
α(G)
⌋
+ 1 if G is q-minimal,
⌊
|V (G)|−1
α(G)
⌋
if G is {q, 2}-minimal.
(6)
Claim 2.11 Let H be a PTT graph with H1, . . . ,Ha connected components and let L
be a 2-connexion of H. If L′ is a maximal induced subgraph of L with α(L′) = α(L)−1,
then L′ is given as in (i), (ii), and (iii) in Claim 2.8.
Proof. Let e be a connexion edge of L. Since L is a {q, 2}-minimal graph, then L \ e
is a 1-connexion of H. Hence, applying Claim 2.8 to L \ e we get the result. ✷
Now, we will consider the cases when G− v is either q-minimal or {q, 2}-minimal:
Case (G − v is q-minimal). Take L = G \ v and L′ = G \ N [v]. If G \ N [v] is as
in Claim 2.8 (i), then G must be a complete graph. If G \N [v] is as in Claim 2.8 (ii),
then G must be an odd subdivision of the complete graph K4.
Now, assume that G \N [v] is as in Claim 2.8 (iii). Using equations (4) and (6), we
get that k + 1 = deg(v) ≥ 2k − 2, where k = ⌊ |V (G)|−1
α(G) ⌋, that is, k ≤ 3. If k = 2, then
G is either an odd cycle or an odd subdivision of K4 and if k = 3, then G is H.
Case (G − v is {q, 2}-minimal). Take L = G \ v and L′ = G \ N [v]. If L′ is as
in Claim 2.11 (i), then G is a 2-connexion of a PTT graph, but it is not an α-critical
graph. If G \N [v] is as in Claim 2.8 (ii), then G is an odd subdivision of K4.
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Now, assume that G \ N [v] is as in Claim 2.11 (iii). Using equations (4) and (6),
we get that k = deg(v) ≥ 2k − 2, where k = ⌊ |V (G)|−1
α(G) ⌋, that is, k ≤ 2. If k = 2, then
G is an odd cycle.
Finally, G − v is not an odd subdivision of K4 because deg(v) (6)= 2 and if O is an
odd subdivision of K4, then α(O \ {a, b}) = α(O) for all a, b ∈ V (O). If G − v is H,
then α(H) = 2, ω(H) = 3, and deg(v) (6)= 3 ≥ |V (G)| − ω(H) = 4; a contradiction. ✷
Remark 2.12 After this paper was firstly submitted in 2006, the authors realized that
Theorem 2.2 was also obtained independently in [3].
Remark 2.13 It can be proved that for any fixed δ−(G) = α(G)− τ(G) = k > 0 there
exist a finite number of “basic” graphs such that if G is {q, 2}-minimal graph with
δ−(G) = k, then G is an odd subdivision of some of this basic graphs. For instance,
if G is a {q, 2}-minimal graph with δ−(G) = 1, then G is an odd subdivision of the
complete bipartite graph K2,3.
3 Some bounds for the stability and covering number of
a graph
The following results are in the spirit of [4], where the authors were motivated in bound-
ing invariants for edge rings. In this paper, we concentrate mainly on the combinatorial
aspects of these bounds.
The theorem below gives an idea of the class of graphs that are Cohen-Macaulay and
of those graphs that are far from being Cohen-Macaulay. We thank N. Alon (private
communication) for some useful suggestions for making the proof of this result simpler
and more readable.
Theorem 3.1 Let G be a graph without isolated vertices, then
α(G) ≤ τ(G)[1 + δ(G)].
Proof. First, let fix a minimal vertex cover C with τ(G) vertices. Label the vertices
of C from 1 to τ(G). For each i ∈ C, let Ti be a maximal stable set containing i, with
|Ti| ≥ σv(G). Let k be the minimal natural number such that
C ⊆
k⋃
i=1
Ti.
Clearly 0 < k ≤ τ(G). Let M = V (G) \ C and take Ci = C ∩ Ti and Mi = M ∩ Ti
for all i = 1, . . . , τ(G). Since M is a maximal stable set and G does not have isolated
vertices, then for each vertex v ∈M there is an edge e = {v, v′} with v′ ∈ C. That is,
M =
k⋃
i=1
(M ∩N(Ci)). (7)
14
Since Si = V (G) \ Ti = (C \ Ci) ∪ (M \Mi) is a minimal vertex cover with |Si| ≤
n− σv(G) for all i = 1, . . . , k, then
|C \ Ci|+ |M \Mi| = |(C \ Ci) ∪ (M \Mi)| = |Si| ≤ n− σv(G).
Hence, as M ∩N(Ci) =M \Mi, then
|M ∩N(Ci)| = |M \Mi| ≤ n− σv(G)− |C \ Ci|
= |C|+ |M | − σv(G)− |C \ Ci|
= |Ci|+ α(G) − σv(G) = |Ci|+ δ(G).
(8)
Taking
Ai = Ci \ (
i−1⋃
j=1
Cj) and Bi = (M ∩N(Ci)) \ (
i−1⋃
j=1
M ∩N(Cj)),
we have that
|Ci \ Ai| ≤ |M ∩N(Ci \Ai)|. (9)
Indeed, if |Ci \Ai| > |M ∩N(Ci \Ai)|, then C \ (Ci \Ai)∪ (M ∩N(Ci \Ai)) would
be a vertex cover of cardinality |C \ (Ci \Ai)|+ |M ∩N(C \Ai)| < |C|; a contradiction.
To finish the proof, we use the inequalities (8) and (9) to conclude that
|Bi| = |M ∩N(Ci)| − |(M ∩N(Ci)) ∩ (
⋃i−1
j=1(M ∩N(Cj)))|
= |M ∩N(Ci)| − |M ∩N(Ci) ∩N(
⋃i−1
j=1Cj))|
(8)
≤ |Ci|+ δ(G) − |M ∩N(Ci ∩
⋃i−1
j=1Cj))|
(9)
≤ |Ci|+ δ(G) − |Ci \ Ai| = |Ai|+ δ(G).
(10)
Therefore
α(G) = |M | (7)= |⋃ki=1(M ∩N(Ci))| =∑ki=1 |Bi| (10)≤ ∑ki=1(|Ai|+ δ(G))
=
∑k
i=1 |Ai|+
∑k
i=1 δ(G) ≤ |C|+ τ(G)δ(G) = τ(G)[1 + δ(G)]
(11)
✷
When δ(G) > 0 it is not difficult to characterize the graphs G such that α(G) =
τ(G)[1 + δ(G)]. Let τ and δ be positive numbers and let H−(τ, δ) and H+(τ, δ) be the
graphs
Kτ
H+(τ, δ)
K1,δ+1
v1
v2vτ
v3
vτ−1
v4vτ−2
v31
v3
δ+1
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on the vertex set V (H−(τ, δ)) = V (H+(τ, δ)) = V0 ∪ V1 ∪ · · · ∪ Vτ where V0 =
{v1, v2, . . . , vτ}, Vi = {vi1, . . . , viδ+1} for all i = 1, . . . , τ and edge sets
E(H−(τ, δ)) = (
τ⋃
i=1
{{vi, vij} | 1 ≤ j ≤ δ + 1})
and
E(H+(τ, δ)) = E(H−(τ, δ)) ∪ {{vi, vj} | 1 ≤ i 6= j ≤ τ}.
A set of edges in a graph G is called independent or a matching if no two of them
have a vertex in common. A pairing by an independent set of edges of all the vertices
of a graph G is called a perfect matching.
Corollary 3.2 Let G be a graph without isolated vertices.
(i) If δ(G) > 0, then α(G) = τ(G)[1 + δ(G)] if and only if
E(H−(τ, δ)) ⊆ E(G) ⊆ E(H+(τ, δ)),
where τ = τ(G) and δ = δ(G).
(ii) If δ(G) = 0 and α(G) = τ(G), then G has a perfect matching.
Proof. We use the same notation as in the proof of Theorem 3.1.
(i) Since δ(G) > 0 and α(G) = τ(G)[1 + δ(G)], then using equation (11) we can
conclude that k = τ(G).
Following the proof of Theorem 3.1, we have that |C ∩M ′| ≤ 1 for all M ′ maximal
stable set. Moreover, for all u ∈ C there exists a M ′ maximal stable set with C ∩M ′ =
{u}. Thus, the equation (8) reduces to |M ∩N(u)| ≤ 1+δ(G) for all u ∈ C, whereM =
V (G)\C. On the other hand, sinceM = ∪u∈C(M ∩N(u)) and α(G) = τ(G)[1+ δ(G)],
then |M ∩ N(u)| = 1 + δ(G) for all u ∈ C and (M ∩ N(v)) ∩ (M ∩ N(u)) = ∅ for all
u 6= v ∈ C. Furthermore, since M is a stable set, then E(H−(τ(G), δ(G))) ⊆ E(G) ⊆
E(H+(τ(G), δ(G))).
Finally, note that if E(H−(τ, δ)) ⊆ E(G) ⊆ E(H+(τ, δ)) for some τ > 0 and δ > 0,
then clearly α(G) = τ(G)[1 + δ(G)].
(ii) Following the proof of Theorem 3.1 we have that (ii) reduces to prove that for
all i = 1, . . . , k the induced subgraph Gi = G[Ai ∪ Bi] has a perfect matching, that is,
ν(Gi) = |Ai| = |Bi| for all i = 1, . . . , k.
Since Gi is a bipartite graph (Ai and Bi are stable sets of G), then by Konig’s
theorem ν(Gi) = τ(Gi). Hence, we only need to prove that |Ai| = |Bi| and τ(Gi) = |Ai|
for all i = 1, . . . , k.
Firstly, since C = ⊔ki=1Ai and M = ⊔ki=1Bi, then
∑k
i=1 |Ai| = τ(G) = α(G) =∑k
i=1 |Bi|. On the other hand, since δ(G) = 0, then the equation (10) reduces to
|Ai| ≤ |Bi| and therefore |Ai| = |Bi| for all i = 1, . . . , k.
Finally, we will prove that τ(Gi) = |Ai| for all i = 1, . . . , k. Since Ai is a vertex
cover of Gi, then τ(Gi) ≤ |Ai|. Furthermore, if τ(Gi) < |Ai|, then there exist a stable
set N of Gi with |N | > |Ai|. SinceM ∩N(∪ij=1Cj) = ∪ij=1(M ∩N(Ci)) = ∪ij=1M \Mj ,
then N ∪ (Ti \Ai) = (N ∩Ai)∪Mi∪ (Ci \Ai)∪ (N ∩Bi) ⊂ Ti∪ (N ∩Bi) is a stable set of
(N(Ci \Ai)∩Bi = ∅) of G with |Ti|− |Ai|+ |N | > |Ti| = α(G) vertices; a contradiction.
✷
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3.1 B-graphs
A graph is called a B-graph if every vertex belongs to a maximum stable set (that is,
to a stable set of largest size). This concept was introduced by Berge in [1].
The σv-cover number of a graph, denoted by σv(G), is the maximum natural number
m, such that every vertex of G belongs to a maximal independent set with at least m
vertices. Clearly, G is a B-graph if and only if α(G) = σv(G) if and only if δ(G) = 0,
where δ(G) = α(G) − σv(G).
Now, we define two invariants that measure when a graph is a B-graph or a τ -critical
graph. Let
αcore(G) =
stable set⋂
|Mi|=α(G)
Mi and τcore(G) =
vertex cover⋂
|Ci|=τ(G)
Ci,
be the intersection of all the maximum stable sets and of all the minimum vertex covers
of G, respectively. Also, let Bα∩τ = V (G) \ (αcore(G) ∪ τcore(G)).
Example 3.3 To illustrate the concepts of αcore(G), τcore(G) and Bα∩τ consider the
following graph:
v1
v2 v3
v4
v5v6
v7
v8
since α(G) = 4, τ(G) = 4 and {v2, v5, v7, v8}, {v2, v6, v7, v8}, {v3, v5, v7, v8}, {v3, v6, v7, v8}
are the maximum stable sets of G, then
• αcore(G) = {v7, v8},
• τcore(G) = {v1, v4}, and
• Bα∩τ = {v2, v3, v5, v6}.
Since M is a maximum stable set of G if and only if C = V (G) \M is a minimum
vertex cover of G, then G is a B-graph if and only if V (G) =
⋃stable set
|Mi|=α(G)
Mi if and
only if τcore(G) =
⋂vertex cover
|Ci|=τ(G)
Ci = ∅. Similarly, since a graph is τ -critical if and only
if τ(G − v) < τ(G) for all v ∈ V (G) if and only if there exists a maximum stable set
Mv of G such that v /∈ Mv for all v ∈ v(G), then G is a τ -critical graph if and only if
αcore(G) = ∅.
Proposition 3.4 Let G be a graph, then
V (G) = αcore(G) ⊔ τcore(G) ⊔Bα∩τ ,
furthermore
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(i) G[αcore(G)] is a trivial graph,
(ii) N(αcore(G)) ⊆ τcore(G),
(iii) G[Bα∩τ ] is both a τ -critical graph as well as a B-graph without isolated vertices,
and
(iv) α(G) − |αcore(G)| ≤ τ(G)− |τcore(G)|
Proof. Firstly, is clear that αcore(G)∩ τcore(G) = ∅. Also, by the definition of Bα∩τ it
is clear that αcore(G) ∩Bα∩τ = ∅ and τcore(G) ∩Bα∩τ = ∅.
(i) Since αcore(G) is the intersection of stable sets, then αcore(G) is a stable set and
therefore G[αcore(G)] is a trivial graph.
(ii) Since τcore(G) = V (G) \
⋃stable set
|Mi|=α(G)
Mi and αcore(G) ⊂ V (G) \ τcore(G), then
αcore(G) is the set of isolated vertices of G[V (G) \ τcore(G)]. Therefore N(αcore(G)) ⊆
τcore(G).
(iii) Since α(G[Bα∩τ ]) = α(G) − |αcore(G)|, τ(G[Bα∩τ ]) = τ(G) − |τcore(G)| and
Bα∩τ = V (G) \ (αcore(G) ∪ τcore(G)), then αcore(Bα∩τ ) = ∅ and τcore(Bα∩τ ) = ∅.
Therefore G[Bα∩τ ] is a τ -critical graph and a B-graph without isolated vertices.
(iv) Since G[Bα∩τ ] is a B-graph, then δ(G[Bα∩τ ]) = 0. Therefore, applying Theo-
rem 3.1 to G[Bα∩τ ],
α(G)− |αcore(G)| = α(G[Bα∩τ ]) ≤ τ(G[Bα∩τ ]) = τ(G)− |τcore(G)|. ✷
Remark 3.5 If v is an isolated vertex, then v ∈ αcore(G), and if deg(v) > τ(G), then
v does not belong to any stable set with α(G) vertices and therefore v ∈ τcore(G). Note
that in general the induced graph G[Bα∩τ ] is not necessarily connected.
Corollary 3.6 ([1, Proposition 7]) If G is a B-graph without isolated vertices, then G
is a τ -critical graph.
Proof. Since G is a B-graph, then τcore(G) = ∅. Thus, by Proposition 3.4 (ii),
N(αcore(G)) = τcore(G) = ∅. Moreover, sinceG has no isolated vertices, then αcore(G) =
∅. Therefore G is a τ -critical graph. ✷
Remark 3.7 The bound of Proposition 3.4 (iv) improves the bound given in [9, The-
orem 2.11] for the number of vertices in αcore(G).
Their result states that if G is a graph of order n and
α(G) >
n+ k −min{1, |N(αcore(G))|}
2
, for some k ≥ 1,
then |αcore(G)| ≥ k + 1. Moreover, if n + k − min{1, |N(αcore(G))|} is even, then
|αcore(G)| ≥ k + 2.
Our result states that if G is a graph of order n and α(G) ≥ n+k′2 for some k′ ≥ 0,
then
|αcore(G)|
(iv)
≥ α(G) − τ(G) + |τcore(G)| = 2α(G) − n+ |τcore(G)| ≥ k′ + |τcore(G)|.
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In order to compare both bounds we can write their bound in the following equiv-
alent way: If G is a graph of order n, |N(αcore(G))| = 0 (|N(αcore(G))| ≥ 1) and
α(G) ≥


n+(k+1)
2 (
n+(k+1)
2 ) if n+ k is odd,
n+(k+2)
2 (
n+k
2 ) if n+ k is even.
for some k ≥ 1, then
|αcore(G)| ≥
{
k + 1 (k + 2) if n+ k is odd,
k + 2 (k + 1) if n+ k is even.
Since |N(αcore(G))| ≤ |τcore(G)| (Proposition 3.4 (ii)), then our bound improves
their bound. Furthermore, the bounds are equivalent if and only if |N(αcore(G))| =
|τcore(G)| = 0, 1.
3.1.1 Conjectures
In this section we present a conjecture that generalizes the result obtained from The-
orem 3.1 when G is a B-graph. Before stating the conjecture we will introduce a new
graph invariant.
Definition 3.8 The ωe-clique covering number of G, denoted by ωe(G), is the greatest
natural number m so that every edge in G belongs to a clique of size at least m.
Example 3.9 In order to illustrate the previous concept consider the following graph:
G
v1 v2
v3v4
v5
v6
v7 v8
v10
v9
For this graph we have that:
• ω(G) = α(G) = 4 because {v1, v2, v3, v4} is a clique of G,
• ωe(G) = 2 because the edge {v5, v6} is not in any induced K3 of G,
• α(G) = ωe(G) = 4 because {v1, v6, v8, v9}, {v2, v6, v7, v9} {v3, v5, v7, v10} and
{v4, v5, v8, v10} are stable sets of G, and
• σv(G) = 3 because {vi−1, vi, v10−2i} for i = 1, 2, 3 and {v1, v2, v5}, {v1, v4, v7},
{v3, v4, v9} are cliques of G.
The ωe-clique covering and the σv-cover numbers of G satisfy the following two
identities:
ωe(G) ≤ σv(G) ≤ ω(G) and ωe(G) ≤ σv(G) ≤ α(G).
19
Conjecture 3.10 Let G be a B-graph (σv(G) = α(G)) without isolated vertices, then
ωe(G)σv(G) ≤ |V (G)|.
Furthermore, for all maximum stable sets M , there exist disjoint sets
Aj ⊂ V (G) for all j = 1, . . . , |M |,
such that
(i) |M ∩Aj | = 1 for all j = 1, . . . , |M |,
(ii) G[Aj ] is a clique of order ωe(G) for all i = 1, . . . , |M |.
Remark 3.11 If G is a graph without isolated vertices, then ωe(G) ≥ 2. Thus, if
Conjecture 3.10 holds, then 2α(G) ≤ |V (G)| when G is a B-graph without isolated
vertices. On the other hand, Theorem 3.1 implies that if G is a B-graph without
isolated vertices, then α(G) ≤ τ(G). Since τ(G) = |V (G)|−α(G), then Conjecture 3.10
implies the bound given in Theorem 3.1 when G is a B-graph.
Remark 3.12 A weaker version of Conjecture 3.10 is given in [7] and [8]. In these
papers the authors prove that, if G is a graph with n vertices such that every vertex
belongs to a clique of cardinality q + 1 and a stable set of cardinality p + 1, then
|V (G)| ≥ p+ q +√4pq. Using our terminology, this bound can be writen as
σv(G) + σv(G)− 2 + 2
√
(σv(G) − 1)(σv(G)− 1) ≤ |V (G)|.
Since σv(G)+σv(G)−2+2
√
(σv(G)− 1)(σv(G)− 1) ≤ max{4(σv(G)−1), 4(σv(G)−1)},
then in comparison with our bound, this bound is a bad lower bound for the number
of vertices of a B-graph G.
Remark 3.13 If we do not assume that G is a B-graph, then Conjecture 3.10 is false.
To see this fact, consider the following graph:
v1
v2
v3
v4
v5 v6
v7v8
For this graph we have,
• α(G) = 4 because {v5, v6, v7, v8} is a stable set,
• σv(G) = 3 because {v1, v6, v7}, {v2, v7, v8}, {v3, v5, v8}, and {v4, v5, v6} are stable
sets,
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• ωe(G) = 3 because all the edges are in an induced K3,
• ω(G) = 4, σe(G) = 3 and ωv(G) = 3 because G ∼= G, and
• G is not a B-graph because σv(G) = 3 6= 4 = α(G).
However,
ωe(G)σv(G) = (3)(3) = 9 > 8 = n.
Hypergraphs A hypergraph H is a pair H = (V, E) where V is a set of elements,
called vertices, and E is a set of non-empty subsets of V called hyperedges. We say
that a hypergraph H = (V, E) is a r-uniform hypergraph if |E| = r for all E ∈ E . A
vertex v ∈ V of a hypergraph H = (V, E) is called isolated if v /∈ E for all E ∈ E .
A subset M of vertices of H is called a stable set if no two vertices in M belong to
a hyperedge of H. We say that M is a maximal stable set if it is maximal with respect
to inclusion. The stability number of a hypergraph H is given by
α(H) = max{|M | |M ⊂ V (H) is a stable set in H}.
The σv-cover number of a hypergraphH, denoted by σv(H), is the maximum natural
number m such that every vertex of H belongs to a maximal independent set of H with
at least m vertices.
The next conjecture was stated in [13, Conjecture 3.2.12].
Conjecture 3.14 Let H = (V, E) be a r-uniform hypergraph without isolated vertices.
If σv(H) = α(H), then
rσv(H) ≤ |V |.
The last conjecture follows from Conjecture 3.10 by the following argument: Let H
be a hypergraph and consider the graph G(H) defined on the same vertex set of H and
for which v1, v2 ∈ G(H) are adjacent if and only if they are adjacent in H.
Clearly G(H) has the same stability number as H. Also, observe that G(H) and
H have the same σv-cover number. Moreover, if H is a r-uniform hypergraph, then
r ≤ ωe(G(H)). Applying Conjecture 3.10 to the graph G(H), we have that,
rσv(H) ≤ ωe(G(H))σv(G(H)) ≤ |V |.
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