Information-theoretic interpretation of quantum formalism by Feldmann, Michel
ar
X
iv
:1
31
2.
75
51
v3
  [
cs
.IT
]  
22
 N
ov
 20
15
Information-theoretic interpretation
of quantum formalism
Michel Feldmann
∗
Abstract
We present an information-theoretic interpretation of quantum formalism based on a
Bayesian framework and free of any additional axiom or principle. Quantum information is
merely construed as a technique of statistical estimation for analyzing a logical system sub-
ject to classical constraints, regardless of the specific variables used. The problem is initially
formulated in a standard Boolean algebra involving a particular set of working variables.
Statistical estimation is to express the truth table in terms of likelihood probability instead
of the variables themselves. The constraints are thus converted into a Bayesian prior. This
method leads to solving a linear programming problem in a real-valued probability space.
The complete set of alternative Boolean variables is introduced afterwards by transcribing
the probability space into a Hilbert space, thanks to Gleason’s theorem. This allows to
completely recover standard quantum information and provides an information-theoretic
rationale to its technical rules. The model offers a natural answer to the major puzzles
that base quantum mechanics: Why is the theory linear? Why is the theory probabilistic?
Where does the Hilbert space come from? Also, most of the paradoxes, such as entangle-
ment, contextuality, nonsignaling correlation, measurement problem, etc., find a quite trivial
explanation, while the concept of information conveyed by a wave vector is clarified. We
conclude that quantum information, although dramatically expanding the scope of classical
information, is not different from the information itself and is therefore a universal tool of
reasoning.
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1 Introduction
Basically, data are stored in a definite register, but in 1948 C. E. Shannon [1] construed
a sequence of symbols as a stochastic process, giving rise to information theory. He thus
rejoined the core concepts of thermodynamics, revealed by the pioneering work of Lèo Szilard
on Maxwell’s demon dating back to 1929 [2, 3], opening a new horizon sometimes viewed as
the ultimate explanatory principle in physics [4, 5]. Nowadays, classical information theory
focuses essentially on uncertain discrete variables. In 1957, E. T. Jaynes incorporated the
Shannon’s concept of entropy in the Bayesian inference theory [6]. Later, contemplating
quantum mechanical formalism, Jaynes noted in 1989 that quantum formalism is strongly
reminiscent of the Bayesian model [7]. More explicitly, C. M. Caves, C. A. Fuchs, and
R. Schack [8] proposed in 2002 in a seminal paper to understand quantum probability
within a Bayesian framework. Fuchs coined afterwards the term “QBism” [9] for “Quantum
Bayesianism” to describe this view, especially acknowledged by N. David Mermin [10].
Independently, in a pair of papers [11, 12], we have demonstrated that the crucial princi-
ple to benefit from the efficiency of Bayesian theory in conventional computation is to regard
calculation as a statistical estimation [13] of the involved variables. Technically, this means
taking probabilities for the very unknowns of the problem instead of the variables themselves
and next equating the calculation to an optimization process.
1.1 Motivation
In this paper, we aim to confront quantum information with “Bayesian computation”, i.e.,
computation employing statistical estimation. In quantum information, data are natively
probabilistic and encoded as density operators in a Hilbert space H while quantum channels
correspond to trace-preserving completely positive linear maps [14]. The basis vectors of
the Hilbert space are labelled by the discrete states of a classical register.
Unlike calculation that consider a unique set of variables and is thus purely static, quan-
tum information describes a multiplicity of viewpoints and therefore can directly address
the evolution of the system. To take account of this context, we propose to represent the
essence of quantum information by a pair of ingredients: (1) a register, to store and compute
the relevant input data, and (2) a communication channel to expose other viewpoints on
the system.
To this end, we propose to regard any classical register as a random Boolean algebra in
the framework of Bayesian inference theory. As a result, the discrete set of classical states
is replaced by a continuous ensemble of classical unknown probabilities within an initial
chart. This is a first departure from classical information, which already results in a radical
change in perspective: States are identified through statistical estimation, which in fact,
corresponds to regard the quantum “Born interpretation” [15] as a “Born method ” relevant
as well in the classical realm. In Ref. [11, 12], we have shown that alone, such a change is
surprisingly effective in “Bayesian computation”.
At this stage, the framework only addresses static problems, but nothing precludes tak-
ing into account an evolving system by a communication channel, acting on the unknown
probabilities of the random Boolean algebra. In fact, this second novelty turns out to be a
major breakthrough in the description of the classical information itself, transforming the
very status of the register, from a simple data tank to an information manifold1. This
means that the calculation is not confined to a fixed set of variables, but considers all possi-
ble sets. To implement a communication channel, it is technically convenient to work on a
suitable vector space, namely, the complex span of the discrete classical states: We recover
the conventional Hilbert space H and the features of quantum information.
1This is a neologism that has nothing to do with the so-called “statistical manifold” [16].
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1.2 Summary
Consider the problem of analyzing a particular classical system composed of N dichotomic
variables X1, X2, . . . , XN , constituting a classical register. Assume that the available infor-
mation is specified by a list of logical constraints, so that we must solve the logical problem
to apprehend the system. A direct computation would require discrete algorithms defined,
e.g., on the relevant Boolean algebra of the classical states, Ω = {0, 1}N . This may be a
fairly complex task even perhaps intractable.
Quite amazingly, it turns out that all logical constraints can be expressed as a linear
programming problem (LP) on a convenient real-valued vector space P , provided that the
d = 2N classical states ω ∈ Ω are not computed by a discrete algorithm but analyzed
through a technique of statistical estimation. This is a far reaching result which has two
consequences.
First, the set of discrete classical states ω ∈ Ω is replaced by an ensemble of continuous
probabilities P(ω), so that the Boolean functions on the register become the random events
of a Kolmogorov space. This is quite similar to the Born interpretation of quantum physics,
except that here, this is only an optional method of computation. The crucial advantage
is that any discrete algorithm is replaced by the powerful technique of linear optimization.
We call this technique the Born method.
Second, the initial viewpoint, named initial chart, as described by the set of probabilities,
discloses explicitly only a partial picture of the system, as specified by the full set of input
constraints. This is due to the fact that some observations over the register are not directly
recoverable with the initial variables. Technically, the Shannon entropy of the sample set,
H = H(Ω) =
∑
ω∈Ω−P(ω) log2 P(ω), named chart entropy, turns out to be superior to the
genuine entropy contained in the input data, or equivalently, the chart information (or the
chart negentropy in Brillouin’s formulation) defined as I = N − H is less than expected.
This could be seen as a drawback. However, the other viewpoints are not lost. Quite the
reverse, they can be recovered by a familiar tool, namely, the standard formalism of quantum
information.
Indeed, it is possible to transcribe the full LP system into a Hilbert space so that the
logical constraints are depicted by a quantum state, i.e., a positive self-adjoint density matrix
ρ of trace 1 and rank r ≤ 2N . Then, it happens that all the hidden viewpoints on the system
become accessible. They correspond to different bases in the Hilbert space and accordingly
to different variable sets. In other word, while the entire system is unique, it can be described
by different variable sets matching different viewpoints. Technically, we consider a particular
sample set Ω for each viewpoint, exhibiting a particular chart entropy H. The number of
independent viewpoints with no information-overlap is 2N + 1. They can be depicted by
a set of 2N + 1 mutually unbiased bases (MUB) [17, 18] whose total chart information is
trivially less or equal to the capacity of the register, i.e. N bits. For instance, for just
two such complementary bases with corresponding sample sets Ω and Ω′ and negentropies
I and I′ respectively, we have I + I′ ≤ N , i.e., H + H′ ≥ N . This is a special case of the
Maassen-Uffink entropic inequalities [19], expressing the Heisenberg uncertainty principle
for discrete variables.
At last, the initial specification of the system by logical constraints, or equivalently by a
Bayesian prior, is not complete in general. In other words, the system accepts an ensemble
of solutions. Technically, the solutions of the LP system are located onto a convex compact
polytope within the vector space P . For simplicity, it is convenient to build a Carathéodory’s
representation of this polytope, i.e., a simplex with r vertices and choose freely a particular
working point on the simplex: This procedure defines precisely a quantum state.
Our framework follows these different steps. We construct an initial LP system from
the input data, regarded as Bayesian priors. The full prior can be conveniently reduced
to a “quantum state”, i.e., a simplex and a working distribution. The initial chart is next
transcribed into a Hilbert space, thanks to a famous theorem by Gleason [20, 21]. Finally,
all other charts, disclosing all hidden viewpoints are computed from the initial chart by a
unitary quantum channel.
Conversely, suppose we start from a standard quantum information problem, formulated
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in a Hilbert space H with a particular basis, say µ, and a current quantum density matrix ρ
of rank r. Except for some singular bases, such a typical chart can be reverse-transcribed as
a probability problem in a particular sample set Ω and a particular working distribution P(ω)
depending on the basis, depicting a particular viewpoint or “context”. The other viewpoints
are similarly obtained from other bases of the Hilbert space. The Shannon entropyH = H(Ω)
of each viewpoint is the chart entropy. The working distribution can be regarded as the
mean value of an auxiliary probability distribution over a simplex composed of r vertices,
constituting an auxiliary sample set, say Σµ. We name this auxiliary distribution contextual
distribution: This corresponds to a mixed state in quantum information. The Shannon
entropy of the working point within the simplex, Sµ = H(Σµ), is called the simplicial
entropy or contextual entropy.
Among the bases of the Hilbert space, some are of particular interest, namely the bases
say λ that diagonalize the quantum state, because they concentrate the totality of the in-
formation on a single chart. We call such charts canonical or proper, with respect to the
density operator. When reverse transcribed as a LP problem, the proper chart depicts a
quite classical probability system, namely, draw at random with probability pk a determin-
istic classical states ωk among the set Σλ of r distinct deterministic classical states. The
contextual entropy Sλ = H(Σλ) of the proper chart accounts for the totality of the informa-
tion and represents therefore the actual entropy of the system. It is also equal to the proper
chart entropy H(Ω), the von Neumann entropy S(ρ) of the quantum state and is in fact the
minimum of the various contextual entropies Sµ of all other charts µ, so that Sλ = minSµ.
Conversely, starting from the proper chart that monopolizes the totality of the informa-
tion, we can construct 2N mutually unbiased bases which are thus devoid of chart informa-
tion. Such blind spots correspond to the singular cases where the reverse transcription is
not possible, as a division by zero is irrelevant in elementary arithmetic.
Technically, each regular basis in the Hilbert space, or equivalently each nonsingular chart
corresponds to a particular LP system, i.e. a classical probability problem on a particular
sample set. The overall problem is thus divided into as many sub-questions. The atlas of
all charts depicts the full probability problem. We call this atlas an information manifold.
1.3 Overview
In Sec. (2) we describe the basics of the model and define the concept of “Bayesian algebra”
in a static system. This is the key point to apply the “Born method” to classical registers. It
happens that the natural formulation is a linear programming (LP) problem, introduced in
Sec. (3). This leads to identify the “static” quantum states with feasible LP problems. The
basic framework is then a real-valued probability space, convenient to describe the current
viewpoint on the register and to compute various observable expectations. But according
to Gleason theorem, an alternative structure is possible, namely, a Hilbert space. The
transcription is detailed in Sec. (4): this opens a new landscape where different viewpoints
over the register become accessible via quantum channels, to begin with a survey of static
problems. General systems, describing all the possible viewpoints are considered in Sec.
(5). Observables defined on distinct viewpoints are generally incompatible and technically
do not commute. This is particularly the case of complementary charts, which lead to the
Heisenberg uncertainty relations. The model is next illustrated by some examples in Sec.
(6). Several speculative points are finally discussed in Sec. (7). Ultimately, after referring
to the earlier approaches, we conclude in Sec. (8) on the universal nature of quantum
information.
2 Background
2.1 Classical register
A classical register is a finite set X capable of storing classical information. We will only deal
with binary units (see Sec. 7.3 below), and thus a register will be made of a finite number
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of sub-registers, Xi, each capable of storing one classical bit.
When applied to specific systems, the number of sub-registers is not defined directly
by the input variables, as a number of output and auxiliary variables can be necessary to
formulate the problem. Finally, let N be the actual number of variables. The number of
classical states is thus 2N .
2.2 Boolean algebra
We identify the classical register with a binary Boolean algebra, still denoted by X, with
N classical variables Xi, for i ∈ J1, NK. We adopt the gauge “1” for “valid” and “0” for
“invalid”. Then, we may potentially assign a value 0 or 1 to each variable. We name
complete assignment, x, a full assignment to the N variables and partial assignment an
assignment to less than N variables. We note Xi the negation of Xi, and call literal a
variable or its negation. Given two Boolean formulas (or decision functions) f1 and f2, it
is convenient to note (f1; f2) (with a semicolon) the conjunction f1 ∧ f2 and (f1, f2) (with a
comma) the disjunction f1∨f2. We name partial requirement a partial register of literals, that
is a conjunction of literals, e.g., (Xi;Xj ;Xk) and complete requirement (or classical state),
ω, a conjunction of N literals, e.g., ω = (X1;X2; . . . ;XN ), which is satisfiable by a complete
assignment xω, e.g., xω = (1; 0; . . . ; 1). Clearly, there are 2
N different complete assignments
and therefore 2N complete requirements. Let Ω
(def)
= {ω} denote the set of classical states.
On the other hand, with up to N variables, it is possible to construct 22
N
differ-
ent Boolean formulas, described, e.g., as full disjunctive normal forms, i.e., reunion of
complete requirements. Thus, any decision function f can be described as a disjunctions
(ω1, ω2, . . . , ωℓ) of ℓ ≤ 2N classical states ωi. The tautology I is defined as the reunion of
all 2N states.
Observable. Observables Q are real functions of the classical states on the register,
defined as
Q : Ω→ R : ω 7→ Q(ω) = qω.
We will note the array (qω) by q. Specifically, we will consider the indicator function F (ω)
of a Boolean formula f = (ω1, ω2, . . . , ωℓ), defined as F (ω) = 1 if ω ∈ {ω1, ω2, . . . , ωℓ} and 0
otherwise. We will often write F (ω) = fω and note the array (fω) by f.
2.3 Bayesian algebra
In general, the variables are not defined directly, but specified by a set of constraints. We
regard these constraints as a Bayesian prior, that is an ensemble of definite conditions, say
(Λ), e.g, a set of Boolean formulas compelled to be valid or invalid. Now, we propose to
treat any decision function as a random event and to account for the constraints by a set
of equations between the probabilities of the relevant requirements (partial or complete), as
explained below in Sec. (3). For this, we use the Bayesian theory of inferences [6]. We will
name Bayesian algebra such a mathematical object composed of a classical Boolean algebra
endowed with a Bayesian probability structure.
Given by hypothesis that the prior (Λ) must be satisfied, the probability of any event
will be conditional on (Λ). For instance, in the conventional binary addition of two integers
U and V [12], the prior (Λ) is the statement that the two integers U and V sum to a third
integer S.
Kolmogorov probability space. The basic sample set is the ensemble Ω = {ω}
of all 2N complete requirements, labelled by the 2N complete assignments xω . Since the
cardinality of Ω is finite, the power set P(Ω), of cardinality 22
N
, is a sigma-algebra T ,
identical to the ensemble of all decision functions. Next, we have to define a probability
measure P on T conditional on (Λ). Finally, the Kolmogorov probability space associated
with the prior (Λ) is (Ω, T ,P).
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In general there is a number of probability distributions P compatible with a prior (Λ).
Notation. Throughout this paper, we will specifically name unknowns the conditional
probability of complete or partial requirements, not to be confused with variables or decision
functions subject to randomness. Except when mentioned otherwise, we will use a shorthand
to describe the unknowns, namely P(i) for P(Xi = 1|Λ), P(−i) for P(Xi = 0|Λ), P(i;−j) for
P(Xi = 1;Xj = 0|Λ), etc. (for i, j · · · ∈ J1, NK). Similarly, we will use P(ω) for P(ω = 1|Λ).
We will often call partial probability an unknown like P(i;−j) with less than N literals and
complete probability an unknown P(ω) with N literals. An unknown labelled k without
further detail will be denoted by pk, e.g., we may have pk = P(i;−j). An array of unknowns
will be denoted by p = (pk).
For clarity, we use most of the time the term “classical” in its usual acception, as opposed
to “quantum”, although this term remains vague at this stage. By exception, we will propose
in Sec. (7.5) a precise definition widely different.
Static issue. Up to Sec. (4), we ignore communication channels and only consider static
issues. This means that we are given a classical register and investigate what we can infer
from the known assumptions. All parameters, either input data in the prior (Λ) or entries of
observable (qω), rely to a single chart of the register (using the terminology of geometrical
manifolds). We will consider later general systems and transition maps between successive
charts: Eventually, the grouping of all charts within a global atlas, the “information man-
ifold”, will be identified with the complex Hilbert space of quantum information. We will
often refer to the static issue as a static chart. “Charts” and “information manifolds” will be
defined more precisely in Sec. (4.4).
Universal equations. R. T. Cox [22] showed that the probability laws are just the
expression of the rules of Aristotelian logic to cases where the assumptions are uncertain.
These are the following relations, which are thus universal:
P(±i;±j;±k; . . . ) ≥ 0 (1)
1 = P(i) + P(−i) (2)
P(i) = P(i; j) + P(i;−j) (3)
P(i; j) = P(i; j; k) + P(i; j;−k) (4)
etc., where i, j, k, . . . are signed integers and |i|, |j|, |k|, · · · ∈ J1, NK are distinct. It is easy
to establish that we have
(
N
1
)
= N distinct equations like Eq. (2), 4
(
N
2
)
distinct equations
like Eq. (3), 12
(
N
3
)
distinct equations like Eq. (4), etc. Note that accounting for Eqs. (2, 3,
4, etc.), Eq. (1) implies that
P(±i;±j;±k; . . . ) ≤ 1 (5)
and
P(i) = 0⇒ P(i; j) = 0⇒ P(i; j; k) = 0 etc . . . (6)
. . .P(i; j; k) = 1⇒ P(i; j) = 1⇒ P(i) = 1. (7)
3 Static systems
We start with the prior information, (Λ). Basically, when the problem is well posed, the
conditions are unambiguous and the prior is deterministic. The statistical estimation of the
variables at issue is to decide how the prior knowledge affects the conditional probabilities pi
of the relevant requirements. Technically, the prior is incorporated by assigning a probability
of 1 to events compelled to be valid and a probability 0 to events compelled to be invalid.
It turns out that any logical constraint in (Λ) is naturally encoded as a linear specific
equation [11]. For instance, a partial requirement (Xi;Xj ;Xk), compelled to be valid or
invalid in the Boolean algebra, is trivially encoded as P(i;−j; k) = 1 or 0 respectively.
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A decision function defined as a disjunction of classical states f = (ω1, ω2, . . . , ωℓ) and
compelled to be valid or invalid in the Boolean algebra, is encoded as
∑
i P(ωi) = 0 or
1, because the classical states, ωi, are disjoint, etc. Finally, we can also consider linear
combinations of decision functions.
Subsequently, the full prior, comprising both the specific equations and the relevant
universal constraints, Eqs. (2, 3, 4, etc.), is formulated as a linear programming (LP)
problem in stack variables [23] within a convenient real space in the form,
Ap = b
subject to p ≥ 0 (8)
where p = (pi) is a real positive unknown vector, A = (aj,i) a real matrix and b = (bj) a
real vector, while p ≥ 0 stands for ∀i, pi ≥ 0. Therefore, we complete the computation by
solving this LP problem.
A feasible solution is a numerical vector of unknowns, p, that satisfies the prior (Λ), that
is Eq. (8), and therefore defines a probability distribution P on the sigma-algebra T .
If the problem was well-posed and admits a solution, the system provides a deterministic
solution. If the problem was inconsistent, the system is unfeasible. It remains the case of
LP problems that do not accept deterministic solutions but are nevertheless feasible. This
circumstance is in no way exceptional: This is the case not only of quantum information
but also arithmetic! In short, this means technically that the solution is not in the static
chart itself. We will discuss this paradox in more detail in Sec. (7.6).
The number of unknowns pi, say n, is based on the particular formulation, that is the
partial and complete probabilities explicitly involved. In Bayesian computation, it is crucial
to have a minimum set of unknowns and indeed, n can be polynomial in N for problems
of NP-complexity class, primarily because the potential solutions are deterministic. On the
contrary, for a theoretical discussion, and also to take into account evolving systems, it is
necessary to take the full set of complete probabilities as unknowns, even if the number
n = 2N is exponential in N . We will adopt this choice from Sec. (3.1).
In general, the rank of the matrix A is less than n and thus, there is a continuous set of
solutions. This arises when for some reason the Bayesian prior (Λ) is not specific enough.
For example, in quantum mechanics, a set of data may be out of control of the experimental
setup. Thus, the particular probability distribution to be used depends on the context. In
other words, the “Born method” basically leads to context-dependent systems. Given that
contextuality has also other causes in general systems (Sec. 4, below), we will refer to this
property as the static contextuality.
A particular solution is chosen by a selection rule. In the Bayesian conception, this se-
lection rule has to be clarified beforehand. In linear programming, the particular solution
is usually selected by maximizing an objective function. Specifically, in Bayesian compu-
tation [11, 12], we use optimization to select the deterministic distributions when possible.
By default, we process on an equal footing all feasible solutions, meaning that we choose
the most likely distribution p = g. By Jaynes theory [6], this distribution g is obtained by
maximizing the entropy of the classical states.
In quantum information, it turns out that the selection rule is also an added feature
depending on the context, consisting of an auxiliary probability distribution on the set
of feasible solutions. We will name contextual distribution this auxiliary distribution. By
default, we use a uniform auxiliary distribution, corresponding to the most likely solution
g. This issue will be discussed in Sec. (7.7). Eventually, this defines the quantum states.
3.1 Real probability space P
We now assume that the unknowns p = (pω) are specifically the 2
N complete probabilities
of the classical states, i.e., pω = P(ω = 1|Λ) with ω ∈ Ω. This can easily be achieved by
eliminating the partial probabilities using Eqs. (3, 4, . . . ). Then p ∈ Span(ω|ω ∈ Ω) = RΩ.
We will denote by P this real-valued vector space RΩ and P∗ its dual space, both of dimension
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d = n = 2N . As long as static issues are concerned, no metrics is required. We will
indifferently refer to this space as the real probability space or the LP space.
Notation. When there is no risk of confusion, we will use the same symbols ω, ω′, ωi, . . .
to designate either the classical states in Ω or the different labels in P and P∗.
- We note ω˜ ∈ P , with ω ∈ Ω, the basis vectors in P , i.e., ω˜ = (pω′) with pω′ = δω′ω. A
basis vector describes a deterministic probability distribution. The full basis is denoted by
Ω˜
(def)
= {ω˜}.
- A covector in the dual space P∗ is denoted q = (qω) with ω ∈ Ω. A covector defines
an observable on the register, Q(ω) = qω.
- A dual form is denoted 〈qp〉, where q ∈ P∗ and p ∈ P .
- We will note ω˜∗ the canonical basis covectors in P∗ defined by 〈ω˜∗ω˜′〉 = δωω′ .
- An observable defined by a covector q = (qω) with qω ≥ 0 (∀ω ∈ Ω) is called non-
negative.
- A decision function f defines an observable F (ω), that is a non-negative dual forms
whose associated covector f = (fω) is the indicator function of f in Ω. In particular, a basis
covector ω˜∗ defines a decision function and thus an observable F (ω′) = 〈ω˜∗ω˜′〉 that we will
also denote ω˜∗ for simplicity.
Expectation. The value 〈Q〉 of a dual form 〈qp〉 with respect to the probability distri-
bution P(ω) = pω, is trivially the expectation value E[Q] of the observable Q(ω) = qω.
E[Q] = 〈Q〉 =
∑
ω∈Ω
Q(ω) P(ω) =
∑
ω∈Ω
qωpω = 〈qp〉
Tautological simplex WI . Irrespective of the particular prior (Λ), consider the fol-
lowing LP system in P , ∑
ω∈Ω
pω = 1
subject to pω ≥ 0
Any solution p = (pω) of this system describes a potential probability distribution P on Ω.
The d classical deterministic states ω ∈ Ω label both the basis vector ω˜ ∈ P and the extreme
points of a convex polytope,WI , of dimension d−1 with d vertices, that is a (d−1)-simplex,
known as “probability simplex” or “Choquet simplex” in convex geometry. We will call this
polytope, WI , the tautological simplex of N variables.
WI = conv(ω˜ | ω ∈ Ω) ⊂ Span(ω | ω ∈ Ω) = P = RΩ
Proposition 1. The entries pω represent both the d components of p in P and the d barycen-
tric coordinates of the point p in the tautological simplex WI .
Proof. Since
∑
ω pω = 1, the two formulations mean p =
∑
ω pω ω˜. ✷
Since WI is a simplex, the barycentric coordinates are uniquely defined. The set of
its extreme points Ω˜ = {ω˜} forms its Choquet boundary and describes the deterministic
distributions.
Specific polytope VΛ. Consider now the particular LP system, Eq. (8) associated with
the prior (Λ). Let m > 0 denote the number of rows in Eq. (8). We will assume that the
non-independent rows have been eliminated and thus m is also the rank of the system and A
is a m× d matrix. Suppose that the system is feasible. Then, the solutions of the particular
LP system Eq. (8) are located on a compact convex polytope VΛ within an affine subspace
PΛ of dimension d − m in P and VΛ = PΛ ∩ WI . We have also VΛ ⊂ Wd−m+1, where
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Wd−m+1 = Span(p | p ∈ PΛ) is a particular (d −m + 1)-dimensional subspace of P . The
polytope is characterized by the set of its extreme points, vk = (vkω),
VΛ = conv(vk) = PΛ ∩WI = Wd−m+1 ∩WI .
We have
∑
ω∈Ω vkω = 1 and, from LP theory, each vertex, vk, has at least d − m zero
components in the basis Ω˜. The maximum number of vertices is
(
d
m
)
and in general, the
actual number, K, may be very large for large d. When m = d, there is a single solution and
the specific polytope is reduced to an isolated point, i.e., K = 1. When K = d−m+ 1 the
polytope VΛ is a simplex. Theses cases are particularly simple and deserve a special name.
Definition 1 (Simplicial system). A simplicial system is a LP problem whose specific poly-
tope is either an isolated point or a simplex.
For genuine simplex, this property will only relate to a particular chart in general systems.
Simplicial representation of the specific polytope. Except for simplicial sys-
tems, it is not very easy to describe the polytope VΛ by its K extreme points. Instead, we
will define a simplicial representations of VΛ in the subspace Wd−m+1 with respect to an
arbitrary distribution w0 ∈ VΛ.
Indeed, from Carathéodory’s theorem, it is possible to construct an ancillary simplex
W0 ⊆ VΛ containing the point w0, composed of d−m+ 1 vertices vk of VΛ. Let wi denote
these selected vertices with i ∈ J1, d−m+1K. The vectors wi are independent and span the
subspace Wd−m+1. We have,
W0 (def)= conv(wi | i ∈ J1, d−m+ 1K).
Definition 2 (Simplicial representation). The simplicial representation of the LP system
with respect to a particular solution w0 is a Carathéodory’s simplexW0 spanning the subspace
Wd−m+1 ⊆ P such that w0 ∈ W0. The vertices wi = (wi,ω) with i ∈ J1, d −m+ 1K are the
simplicial vertices. The normalized barycentric coordinates within the simplex W0 are the
simplicial coordinates.
By construction w0 ∈ W0. Let µi denote the simplicial coordinates of w0. We have
w0 =
d−m+1∑
i=1
µiwi where µi ≥ 0 and
d−m+1∑
i=1
µi = 1.
This simplex W0 still allows to recover all details of the polytope. We have Wd−m+1 =
Span(wi) and the complete polytope is VΛ = Wd−m+1 ∩WI .
The simplicial representation will be utilized to describe quantum states.
Decision functions. Consider a non-negative covector, f ∈ P∗, whose components fω
are only 0 or 1 and let (ω1, ω2, . . . , ωℓ) denote the labels of its ℓ non-zero components fωi .
The associated dual form is the indicator F of a Boolean formula f = (ω1, ω2, . . . , ωℓ), where
(ω1, ω2, . . . , ωℓ) is now a disjunction of ℓ classical states in Ω. We have
〈fp〉 =
∑
ω∈Ω
fωpω =
ℓ∑
i=1
fωipωi =
ℓ∑
i=1
pωi
Specifically, the indicator of the tautology, I, is a dual form, that we will denote by I = (Iω),
whose d components Iω are equal to 1.
Proposition 2. Any basic subspace corresponds to a decision function, in the sense that
the intersection of the polytope VΛ with a basic subspace of P is defined by the cancellation
of the expectation of a decision function.
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Proof. Let p be located on the polytope VΛ and thus pω ≥ 0, ∀ω ∈ Ω. Let f =
(ω1, ω2, . . . , ωℓ) be a decision function, that is a disjunctions of ℓ classical states ωi, F
its indicator function and f = (fω) the corresponding covector. In addition, assume that
〈F 〉 = 〈fp〉 = 0, i.e., pωi = 0, ∀i ∈ J1, ℓK. Since pωi = 0 describes a basic subspace of P of
dimension d− 1, the equation
p ∈ VΛ, 〈F 〉 = 0
depicts the intersection of a basic subspace of P of dimension d− ℓ with the polytope VΛ of
dimension d−m. ✷
Theorem 1 (Bayesian formulation). A Bayesian prior, (Λ), is equivalent to the ascription
of m−1 independent observable expectations 〈Aj〉, with j ∈ J1,m−1K, so that the LP system,
Eq. (8), can be expressed as
(Λ) : Given m− 1 observables Aj assign P subject to 〈Aj〉 = bj . (9)
In addition, it is possible to assume that Aj are zero mean observables, that is bj = 0.
Proof. By construction, each row, labelled j in Eq. (8) can be regarded as a constraint
on the expectation of an observable Aj(ω) = aj,ω since
∑
ω aj,ωpω = bj means 〈Aj〉 = bj.
Without loss in generality, assume that one row is the normalization constraint that is the
tautology. We reserve the index j = 0 to this normalization equation, namely, A0 = I, a0,ω =
1 and b0 = 1. Now, Eq. (8) can be reformulated as follows: Assign a probability distribution
P on Ω, given that the expectation of m independent observables Aj, (j ∈ J0,m − 1K) are
subject to 〈Aj〉 = bj . Given that the normalization is implicit in probability theory, Eq. (8)
can be expressed as Eq. (9). We can assume that bj = 0 for j > 0 because otherwise, we
can replace Aj by Aj − bjI. The converse is obvious. ✷
When bj = 0 for j > 0, the linear system 〈Aj〉 = 0 with j ∈ J1,m−1K depicts the subspace
Wd−m+1. By construction, the expectations 〈Aj〉 are simultaneously defined in the static
system.
Uniform contextual distribution. When feasible, the system, Eq. (9), is a perfectly
standard Bayesian problem [6]. Suppose that there is no additional constraint, which we call
the “uniform context”. Therefore, there is an optimum solution p = g = (gω), namely, the
most likely distribution, determined by the maximum entropy principle [24]. Since we will
encountered a number of different entropies, let us define specifically the entropy H involved
as the “current entropy”.
Definition 3 (Current entropy). The current entropy H is the Shannon entropy of the
sample set Ω with respect to a probability distribution p ∈ WI ⊂ P as,
H(Ω)
(def)
= H(p)
(def)
=
∑
ω∈Ω
−pω log pω. (10)
We will note indifferently the entropy H(Ω) or H(p).
The current entropy is just a parameter to compute the uncertainty of the chart. We will
single out the current entropy as the “chart entropy” for the so-called “working distribution”
(Definition 5 below). We will give later a more substantial interpretation, namely that the
chart entropy depicts the gain of information provided by a complete measurement in the
chart (Proposition 19 below). In convex analysis [13, 25], the computation of the maximum
entropy distribution can be formulated as an ordinary convex program, namely, minimize
the convex (and even differentiable) objective function, −H(p) over the polytope VΛ.
An alternative formulation is to minimize −H(p) defined on the simplex WI instead of
VΛ but subject to m convex affine constraints, namely, 〈Aj〉 − bj = 0, (j ∈ J0,m− 1K). For
a differentiable objective function, the standard approach is to introduce a first Lagrange
multiplier, (α0− 1), associated with the universal constraint 〈A0〉 = 1, and m− 1 additional
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Lagrange multipliers, αj , j ∈ J1,m− 1K associated with the specific constraints 〈Aj〉 = bj,
to finally construct a Lagrangian L as,
L (α, p) = (α0 − 1)(〈A0〉 − 1) +
m−1∑
j=1
αj(〈Aj〉 − bj)−H(p), (11)
where〈Aj〉 is a shorthand of
∑
ω aj,ωpω and α stands for the array (α0, α1, . . . , αm−1). The
maximum of H(p) corresponds to the minimum of L (α, p) for a distribution p = g and a
set of particular values of the Lagrange multipliers α. Following the standard method for
differentiable objective functions, differentiate L (α, p) with respect to p, to obtain the max-
imum entropy, Sg = H(g), corresponding to the most likely distribution p = g. Technically,
it is convenient to construct a partition function, Z(α1, . . . , αm−1) as,
Z(α1, . . . , αm−1)
(def)
=
∑
ω∈Ω
e−{
∑m−1
j=1 αjaj,ω}. (12)
We obtain the following parametric system based on the Lagrange multipliers αi, for i ∈
J0,m− 1K,
Multiplier α0 α0 = logZ (13)
Multipliers αj (j > 0) − ∂ logZ
∂αj
= bj (14)
Maximum entropy : Sg =
m−1∑
i=0
αibi (15)
Solution : p = g ∀ω ∈ Ω gω = e−{
∑m−1
i=0 αiai,ω} (16)
The multipliers αj are implicitly defined by the system Eq. (14) for j > 0. The most likely
probability distribution is given by Eq. (16). It is possible to assume that bj = 0 for j > 0.
Then the maximum entropy is Sg = logZ.
The maximum entropy principle is a generalization of the Laplace’s principle of indiffer-
ence (also known as “principle of insufficient reason”). More precisely, the point g is actually
the center of mass of the polytope VΛ with respect to a contextual probability distribution,
namely, a uniform density of dimension d−m in the affine subspace PΛ. In particular, from
Choquet theory [26], in simplicial systems the center of mass g is,
g =
1
d−m+ 1
d−m+1∑
k=1
vk.
Definition 4 (Center of mass, g). We call center of mass, g = (gω), the most likely proba-
bility distribution of the system Eq. (9),
P(ω = 1|Λg) (def)= gω,
where g is given by Eq. (16). The maximum current entropy is Sg = H(g), Eq. (15).
We have noted P(ω = 1|Λg) the probability P(ω = 1|Λ), singled out by the maximum
entropy principle.
Beyond this default context, it is possible to assign particular contexts: This defines
precisely the quantum states.
3.2 Quantum states
We define the quantum state at the outset, but as we go along, we will check that this
characterization, Definition (6), corresponds to the usual concept, to finally derive Theorem
(4) below.
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It turns out that a quantum state is equivalent to the pair of a LP system and a statistical
selection rule among the feasible solutions, through a contextual probability distribution on
the specific polytope VΛ. In fact, only the mean point wΛ ∈ VΛ is specified and not the detail
of the contextual distribution, but actually, we will see that the contextual distribution is
implicitly assumed to be an affine function on the polytope. We will name this mean point
the working distribution.
Definition 5 (Working distribution). The working distribution with respect to a contextual
probability distribution on the specific polytope is the mean point wΛ ∈ VΛ.
The working distribution wΛ describes the current probability distribution of the quan-
tum state. In general, wΛ is different from the center of mass of the polytope but of course
it is possible to specify wΛ = g corresponding to the default context.
The quantum state cannot be limited to wΛ and the full LP system is required, because
otherwise this would arbitrarily introduce biased information.
Definition 6 (Quantum state). A quantum state is the pair of a LP system and a statistical
selection rule over the set of feasible solutions, defined by a contextual probability distribution
on the specific polytope, VΛ, and characterized by a working distribution wΛ ∈ VΛ.
When the contextual distribution is uniform on the affine subspace PΛ of VΛ, the working
distribution is the center of mass of VΛ, i.e., wΛ = g, while in general, wΛ 6= g.
It is convenient to give a spacial name to the current entropy of wΛ .
Definition 7 (Chart entropy). The chart entropy H(Ω) or H(wΛ) of a quantum state is the
Shannon entropy of its working distribution wΛ.
Sw = H(Ω) = H(wΛ)
(def)
=
∑
ω∈Ω
−wΛ,ω logwΛ,ω . (17)
We aim to describe the contextual probability distribution by a discrete set of barycentric
coefficients within some simplex. This requires that the contextual distribution is an affine
function on PΛ. Then, we can always represent the contextual probability distribution by a
discrete set of simplicial coefficients Σµ = {µi} by use of the Choquet theory [26].
Simplicial representation of a quantum state. The natural representation of a
quantum state is the Carathéodory’s representation of the polytope with respect to the
working distribution wΛ, i.e., a particular simplex WΛ ⊆ VΛ with wΛ ∈ WΛ.
Let wi denote the vertices of the simplex WΛ and Σµ = {µi} the set of simplicial
coordinates of wΛ. We have
wΛ =
d−m+1∑
i=1
µiwi where µi ≥ 0 and
d−m+1∑
i=1
µi = 1
Therefore, wΛ is the center of mass of {wi} weighted by {µi}, i.e., from Choquet theorem,
either the expectation value of the discrete probability distribution Σµ on the extreme points
of the simplex WΛ or the mean point of an equivalent affine contextual distribution on VΛ.
Definition 8 (Simplicial representation of a quantum state). The simplicial representation
of a quantum state is the pair (Σµ,WΛ) of a contextual probability distribution {µi} in Σµ
and the Carathéodory’s simplex WΛ. The working distribution is the mean point wΛ =∑d−m+1
i=1 µiwi.
We will describe a quantum state indifferently by the pair (Σµ,WΛ) or (wΛ,WΛ).
Let us define the entropy of Σµ with respect to the contextual distribution.
Definition 9 (Simplicial entropy or contextual entropy Sµ in WΛ). The simplicial entropy
of a quantum state (Σµ,WΛ) is the Shannon entropy of the contextual distribution
Sµ
(def)
= H(Σµ) =
d−m+1∑
i=1
−µi logµi. (18)
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We will use indifferently the terms simplicial entropy or contextual entropy.
We have Sµ ≤ log(d−m+1). For instance, we have Sµ ≤ log d ifm = 1 and Sµ = 0 ifm =
d. Among the LP problems of rank m, the maximum simplicial entropy Sµ = log(d−m+1)
is attained when wΛ is the center of mass of WΛ. An isolated point corresponds to m = d
and Sµ = 0.
The simplicial entropy is closely related to the von Neumann entropy of quantum in-
formation. It turns out that the von Neumann entropy is the lower bound of all simplicial
entropies over all charts, defined in general systems, Sec.(5). This will lead to a more
substantial interpretation of the von Neumann entropy in terms of information theory in
Theorem (6).
We encountered two forms of entropy, the chart entropy H(Ω) in the sample set and the
simplicial entropy H(Σµ) in the simplex. The two forms of entropy obviously differ in the
static chart, for instance the simplicial entropy of a state pure state (defined just below) is
zero, which is not the case in general for the chart entropy. However, they will merge in the
so-called “canonical chart” (Proposition 16 below). At last, they are both bounded by the
capacity of the register, i.e., N bits.
Observable. Let us now turn to the computation of the expectation of an observable
with respect to a quantum state (wΛ,WΛ), i.e., the expectation value with respect to the
joined probability distribution in (Σµ,Ω) composed of both the mixed distribution {µi} and
the LP solutions of VΛ. Since the two probabilities are independent the global expectation is
the expectation with respect to the working distribution. For simplicity, we take this result
as a definition.
Definition 10 (Quantum expectation 〈Q〉). The quantum expectation of an observable
Q(ω) = qω is the expectation 〈Q〉 = 〈qwΛ〉 with respect to the working distribution wΛ.
The quantum expectation coincides with the default most likely value when the working
distribution wΛ coincides with the center of mass g.
Pure states. When the polytope VΛ is reduced to an isolated point we have a pure state.
This means that the rank of the system, Eq. (8/9) is equal to the dimension of the space,
m = d. There is a single feasible solution, wΛ = (wΛ,ω) ∈ VΛ =WΛ ⊂ WI trivially identical
to the working distribution and therefore a single probability distribution P,
P(ω = 1|Λµ) (def)= wΛω
The simplicial entropy is zero and the expectation of any observable Q(ω) = qω reads
trivially 〈Q〉 = 〈qwΛ〉
The definition of a pure state must be extended to the case where the polytope is not
reduced to an isolated point, but the contextual distribution Σµ is deterministic, because
the working distribution is then a definite vertex of the polytope and the simplicial entropy
is also zero. In the two cases, the working distribution is then an extreme point of the
polytope. This can be used as a definition.
Definition 11 (Pure and mixed quantum states). A quantum state is pure when the working
distribution is an extreme point of the specific polytope. Otherwise, the state is mixed.
Mixed states. This implies that the rank m > 0 is less than d. The prior does not
uniquely define the solution of the system and therefore the working probability wΛ is
defined by the contextual distribution Σµ. Let µi be the simplicial coordinates of wΛ inWΛ.
We have,
P(ω = 1|Λµ) (def)= wΛ,ω =
d−m+1∑
i=1
µiwi,ω with
d−m+1∑
i=1
µi = 1 (19)
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As a result, for any observable Q(ω) = qω, we have
〈Q〉 = 〈qwΛ〉 =
d−m+1∑
i=1
µi〈qwi〉 =
∑
ω∈Ω
d−m+1∑
i=1
µiqωwi,ω (20)
This equation is also valid for pure states, with m = d, µ1 = 1 and w1 = wΛ.
3.3 Measurement
Let us compute the probability of an event or the expectation of an observable.
Measurement of a decision function. Let f = (ω1, ω2, . . . , ωℓ) be a decision func-
tion, that is a disjunctions of ℓ classical states ωi. Since complete requirements are disjoint,
the probability of f with respect to the probability distribution wΛ is the sum of the proba-
bilities of its complete requirements ωi,
P(f = 1|Λµ) =
ℓ∑
i=1
wΛ,ωi .
Let F be the indicator of the decision function and f = (fω) denote its associated covector.
We have then from Eqs. (19,20),
P(f = 1|Λµ) = 〈fwΛ〉 = 〈F 〉 =
d−m+1∑
i=1
∑
ω∈Ω
µifωwi,ω . (21)
Expectation of an observable. Let q = (qω) be a covector, corresponding to an
observable Q. We have seen, Eq. (20), that
〈Q〉 = 〈qwΛ〉 =
d−m+1∑
i=1
∑
ω∈Ω
µiqωwi,ω .
Standard measurement. Let Γ = {γ} denote a finite set. Define an ensemble of mu-
tually disjoint decision functions {fγ , γ ∈ Γ} such that the reunion of all fγ is the tautology.
Equivalently, let {fγ = (fγ,ω), γ ∈ Γ} be the indicators Fγ of fγ in P∗, such that
∑
γ fγ,ω = 1
for all ω ∈ Ω, i.e., ∑γ Fγ = I.
A standard measurement is defined as
γ ∈ Γ 7→ p(γ) = P(fγ = 1|Λµ) = 〈fγwΛ〉 = 〈Fγ〉.
From Proposition 2, this is equivalent to a particular projective measurement in quantum
information.
General measurement. Let Γ = {γ} denote a finite set. Define an abstract resolution
of the tautology, that is a set of non-negative forms in P∗,{qγ = (qγ,ω)} (with γ ∈ Γ), such
that
∑
γ qγ,ω = 1 for all ω ∈ Ω, i.e.,
∑
γ qγ = I. Since qγ,ω is not necessarily 0 or 1, qγ is
not necessarily associated with a decision function, but corresponds to a positive observable
Qγ and
∑
γ Qγ = I. A general measurement is defined by
γ ∈ Γ 7→ p(γ) = 〈qγwΛ〉 = 〈Qγ〉.
This is similar to a particular positive-operator valued measure (POVM) in quantum infor-
mation, when the involved observables commute.
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3.4 Pair of registers
The combination of two registers brings together most of the peculiarities of quantum infor-
mation. This will be briefly discussed in Sec. (7.5). Here, we simply derive the consequences
of the “Born method”.
Consider a classical register Xc composed of two distinct registers Xa and Xb. Let (Λc)
denote the global prior. Let Na, Nb and Nc = Na + Nb be the numbers of variables in
Xa, Xb and Xc respectively. Let Pa, Pb and Pc denote the probability spaces corresponding
to Xa, Xb and Xc of dimension da = 2
Na , db = 2
Nb and dc = 2
Nc respectively. We have
Pa⊗Pb = Pc, Na+Nb = Nc and da×db = dc. Any classical state ωc ∈ Ωc = (Ωa,Ωb) in the
Cartesian product Ωc of Ωa and Ωb is the conjunction of two partial classical states ωa ∈ Ωa
and ωb ∈ Ωb belonging respectively to the two sub-registers, i.e., ωc = (ωa;ωb), where e.g.,
ωa is both a complete requirement in Xa and a partial requirement in Xc.
When quantum states are involved, most of the following results concern the working
distribution. In general, the Carathéodory’s simplex does not intervene as such.
Entanglement of a single distribution. Consider a single probability distribution,
e.g., the working distribution of a quantum state. A solution, Pc = wc, of the full LP
problem is separable with respect to the partition (Xa, Xb) if wc is the product wc = wa×wb
of two probability distributions, Pa and Pb belonging to Pa and Pb respectively, where
wc = (Pc(ωc)), wa = (Pa(ωa)) and wb = (Pb(ωb)).
Definition 12 (Separability, entanglement). A probability distribution, Pc(ωa;ωb) on a
global register, Xc = (Xa,Xb), is separable with respect to a partition into the two distinct
sub-registers Xa and Xb, if
Pc(ωa;ωb) = Pa(ωa)× Pb(ωb),
with
∑
ωa∈Ωa
Pa(ωa) =
∑
ωb∈Ωb
Pb(ωb) =
∑
ωc∈Ωc
Pc(ωc) = 1.
(22)
Otherwise, the distribution is entangled.
When Pc is separable, Pa and Pb are the marginal probability of Pc in Ωa and Ωb respec-
tively.
For instance, consider a pair of distinct classical registers, each subject to particular con-
straints leading to two distinct LP problems. If we decide to regard the pair of independent
registers as a unique register, the system is clearly separable.
On the other hand, even if the system is not separable as a whole, it may arise that
some solutions are separable. In particular, any deterministic distribution, Pc = ω˜c is
separable [11]: Entanglement is impossible in the deterministic realm.
However, in general a standard solution of the global LP system, Pc(ωc) = P(ωa;ωb) is
not separable, i.e., is entangled. The marginal distributions in Ωa and Ωb respectively read,
Pa(ωa)
(def)
=
∑
ωb∈Ωb
Pc(ωa;ωb) ; Pb(ωb)
(def)
=
∑
ωa∈Ωa
Pc(ωa;ωb)
where
∑
ωa∈Ωa
Pa(ωa) =
∑
ωb∈Ωb
Pb(ωb) =
∑
ωc∈Ωc
Pc(ωc) = 1
(23)
It is easy to construct a particular separable probability distribution P′c on Ωc as the product
of the two marginal distributions, namely,
P
′
c(ωa;ωb)
(def)
= Pa(ωa)× Pb(ωb).
The amount of entanglement of Pc can be characterized by the relative entropy S(Pc||P′c)
between the actual distribution Pc in the sample set Ωc and the separable distribution P
′
c,
as (in bits)
S(Pc || P′c) =
∑
ωc∈Ωc
Pc(ωc) log2
Pc(ωc)
P′c(ωc)
≥ 0. (24)
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We have S(Pc||P′c) ≥ 0 because a relative entropy is always non-negative. In addition,
S(Pc||P′c) is the minimum value over all possible relative entropies S(Pc||P′′c ) for all separable
distributions P′′c (ωa;ωb) = P
′′
a(ωa)× P′′b (ωb), since we have from Eqs. (23, 24) [27],
S(Pc || Pa × Pb)− S(Pc || P′′a × P′′b ) = −S(Pa || P′′a)− S(Pb || P′′b ) ≤ 0.
Therefore, the probability Pc is separable with respect to the partition (Xa, Xb) if and only
if S(Pc||P′c) = 0.
Proposition 3. A global solution governing a pair of distinct classical registers subject to
a global prior is generally entangled with respect to the pair of registers. The amount of
entanglement is characterized by the relative entropy between the global distribution and the
product of the marginal distributions, Eq. (24).
Equivalently, from conventional information theory, the relative entropy S(Pc||P′c) can
be expressed in terms of mutual information H(Ωa; Ωb) and of conditional entropy H(Ωa|Ωb)
of the two sub-registers, with respect to the global probability Pc in the sample set Ωc as,
S(Pc || P′c) = H(Ωa; Ωb) = H(Ωa)− H(Ωa|Ωb) = H(Ωb)−H(Ωb|Ωa)
= H(Ωa) + H(Ωb)−H(Ωa,Ωb)
(25)
Notation. Without loss of generality, we have noted H(.) both the information mea-
sure [28] of complete sample sets and of subsets (while usually, only the information mea-
sure of complete sample sets is called “entropy” and specifically noted H(.)). We adopt this
choice because the alternative symbol I(.) for “information measure” could be confusing in
the present context where we use “information” as synonymous of “negentropy”. Otherwise,
we employ the convention of information theory [28]. For instance, H(Ωa,Ωb) = H(Ωc) (with
a comma) denotes the chart entropy of Ωc in the Cartesian product set (Ωa,Ωb) with respect
to the current distribution Pc(ωc) while H(Ωa; Ωb) (with a semi-column) denotes the mutual
information, usually noted I(Ωa : Ωb) in quantum information, and finally H(Ωa|Ωb) is the
conditional entropy. We reserve the symbol S(.) either to the relative entropy S(Pc || P′c)
or (below) to compute entropy in a Hilbert space.
Specifically, Proposition (3) holds for quantum states and then Pc(ωc) = wc,ωc is the
working distribution, irrespective of the simplex Wc.
Entanglement is a direct consequence of the “Born method” even in the classical realm.
This is also a general feature of quantum information.
Partial LP system. Consider a global register Xc composed of two distinct registers
Xa and Xb and a given global distribution wc ∈ Pc. There is a number of LP systems that
can describe the first sub-register Xa in isolation. We aim to construct the distinctive LP
system that governs Xa, consistently with all global observable expectations over wc ∈ Pc.
This means that we regard any partial observable as a global observable and next compute
this global observable in the full register Xc.
More precisely, we identify any partial observable Qa defined by a partial covector qa =
(qa,ωa) in the dual space P∗a with the global observable Qc = QaIb in Pc, where Ib is the
tautological function of the sub-register Xb, defined by Ib(ωb) = 1. We have,
Qc(ωc) = qc,ωc = Qc(ωa;ωb)
(def)
= Qa(ωa)Ib(ωb) = qa,ωa (26)
For consistency, define the expectation of Qa in Pa as the expectation of Qc in Pc with
respect to wc. Then, from Eqs. (20, 26), we have,
〈Qa〉a (def)= 〈Qc〉c =
∑
ωc∈Ωc
qc,ωcwc,ωc =
∑
ωa∈Ωa
qa,ωa
∑
ωb∈Ωb
wc,(ωa;ωb)
(def)
= 〈qawa〉a (27)
where ωc = (ωa;ωb) and qc,ωc = Qc(ωc), while 〈qawa〉a denotes a dual form in Pa. This
defines a probability distribution wa = (wa,ωa) ∈ Pa. From Eqs. (23) and (27), wa is the
marginal of wc in Pa.
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Define a set of db barycentric coordinates, νωb , where ωb ∈ Ωb, as the marginal of wc in
Pb, i.e.,
∀ωb ∈ Ωb : νωb = Pb(ωb) =
∑
ωa∈Ωa
wc,(ωa;ωb) = Pc(ωb) ≥ 0 (28)
By construction, the db coefficients νωb sum to 1. Let ka denote the number of coordinates
νωb 6= 0. For these coordinates, we can compute da coefficients wc,(ωa;ωb)/νωb . Define a
number ka of da-dimensional vectors, vωb = (vωb,ωa) ∈ Pa as,
∀ωb such that νωb > 0 : vωb =
∑
ωa∈Ωa
vωb,ωa ω˜a with vωb,ωa =
wc,(ωa;ωb)
νωb
=
Pc(ωa;ωb)
Pc(ωb)
(29)
where ω˜a are the basis vectors in Pa. By definition, vωb,ωa is the conditional probability
Pc(ωa|ωb) (where ωi stands for ωi = 1), i.e., vωb,ωa = Pc(ωa|ωb). By construction, each
vector vωb is a probability distribution in Pa, i.e., vωb is a point of the partial tautological
simplexWIa ⊂ Pa. Let ra be the rank of the set of ka vectors {vωb} in Pa and let Wra ⊆ Pa
denote the linear span of {vωb} in Pa. Finally define a convex polytope Va as,
Va = Wra ∩WIa (30)
so that wa =
∑
ωb∈Ωb
νωbvωb ∈ Va (31)
Now, Va is the specific polytope of a partial LP system in Pa. Define ma = da − ra + 1.
It is possible to explicit the linear system by a set of ma equations. For instance, we can
select the tautology Ia in Pa, i.e., 〈Ia〉a = 1 and ma − 1 independent linear combinations
of the equations 〈vωb〉a = 1, 〈Ia〉a = 1, say e.g., 〈Aaj〉a = 0 for j ∈ J1,ma − 1K. Now, by
construction, wa is a feasible solution of the following Bayesian system (Λa) in Pa
(Λa) : Given ma − 1 observables Aaj , assign Pa subject to 〈Aaj〉 = 0. (32)
Proposition 4. Given a global probability distribution, wc = Pc(ωa;ωb) ∈ Pc, the marginal
wa ∈ Pa is a solution of the LP system (Λa) Eq. (32). The rank ma = da − ra + 1 of
the partial LP system in the sub-register Xa is defined by the rank ra of the set of vectors
vωb = Pc(ωa|ωb), Eq. (29).
Quantum state. This result applies to the special case where wc is the working distribu-
tion of a global quantum state (wc,Wc) in Pc.
Theorem 2 (Partial LP system). A register Xc, composed of a pair of sub-registers Xa and
Xb, subject to a global quantum state described by a working distribution Pc = wc determines
a partial LP system in each sub-register, consistent with the computation of the full observable
expectations. The working distributions, wa and wb in the sub-registers are the marginals of
the global working distribution. The rank ma = da − ra + 1 of the partial LP system in the
sub-register Xa is defined by the rank ra of the set of vectors vωb = Pc(ωa|ωb), Eq. (29).
Note that only the working distribution wc is involved, the simplexWc does not intervene
as such. By contrast, the partial LP system in Pa of the distribution wc in Pc, depicts the
marginal of wc as a “quantum state”, e.g. using the simplicial representation, by (wa,Wa),
and not simply by the marginal itself wa.
Even if the full quantum state (wc,Wc) is pure, the partial sub-system is generally mixed.
In other words, the simplicial entropy of the sub-system is greater than the entropy of the
full system and therefore the simplicial entropy is not extensive. Again, this property is a
direct consequence of the “Born method”.
Eventually, this process is equivalent to the partial trace in quantum formalism: Starting
from a quantum state and a set of observables acting in Xc, we have derived the reduced
state and the partial observables in Xa.
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Local consistency and non-signaling correlations. It is well-known that partial
trace in standard quantum information leads to non-signaling correlations between the par-
tial subspaces. We have an equivalent conclusion in a real probability space. This only relies
on the very definition of partial systems.
Consider two correlated sub-registers Xa, Xb and the partial sample sets Ωa, Ωb. The
joint distribution Pc(ωc) is defined in the Cartesian product set Ωc = (Ωa,Ωb). By definition,
a local observer has only access to the variables of one sub-system and can only take into
account the corresponding marginal probabilities. In other words, each sub-system endowed
with its marginal probability distribution is self-consistent. By construction the marginal
probability in one sub-system does not depend on any partial assignments in the other sub-
system. The variables involved in the system comprise all input, output and ancillary data.
Therefore, despite a global correlation, a local measurement in a subsystem is unable to
provide information on the other subsystem. This can be formulated as follows.
Proposition 5. The correlations between two partial sub-systems subject to a global Bayesian
prior are non-signaling.
The property is less trivial when some input variables are implicit. Then, for clarity, the
actual sample set can be completed and the implicit variables considered as genuine variables
as opposed to only parameters (see e.g., Example 6.2.3 below). We proved specifically this
result in the context of the EPR paradox [29]. The term of “non-signaling correlations” was
coined by Barrett et al [30] after a proposal by Popescu and Rohrlich to regard “nonlocality”
as an axiom of quantum physics [31]. Here, this characteristic is a simple consequence of
the definition of a partial sub-system.
Eventually, this is also an important feature of the partial trace in quantum information.
“Purification” of (wa,Wa) into Pc. We have seen that computing a partial LP system
is equivalent to calculating the partial trace in quantum formalism. This suggests to consider
the equivalent of a purification of the quantum state (wa,Wa) in Pa, into a pure state wc
in Pc.
Consider a LP system of rank ma in Pa and a particular feasible solution wa. Let
(wa,Wa) be the simplicial representation of the LP system with ra = da −ma + 1 extreme
points, wi. Let µi denote the simplicial coordinates of wa. Suppose that db ≥ ra. It is
possible to construct a “purification” of (wa,Wa) in Pc as follows. Start from
wa =
ra∑
i=1
µiwi ∈ Wa ⊂ Pa. (33)
Construct an arbitrary set of ra independent vectors vi in the tautological simplex WIb in
Pb, i.e., vi ∈ WIb ⊂ Pb for i ∈ J1, raK. Construct a probability distribution wc = (wc,ωc) =
(wc,(ωa;ωb)) ∈ Pc = Pa ⊗ Pb as
wc =
ra∑
i=1
µiwi ⊗ vi i.e. wc,(ωa;ωb) =
ra∑
i=1
µiwi,ωavi,ωb
We have clearly,
∑
ωc∈Ωc
wc,ωc =
∑
ωa∈Ωa
∑
ωb∈Ωb
wc,(ωa;ωb) =
ra∑
i=1
µi
∑
ωa∈Ωa
wi,ωa
∑
ωb∈Ωb
vi,ωb = 1
so that wc is indeed a probability distribution in Pc and from Eq. (33)
∑
ωb∈Ωb
wc,(ωa;ωb) =
ra∑
i=1
µiwi,ωa
∑
ωb∈Ωb
vi,ωb =
ra∑
i=1
µiwi,ωa = wa,ωa
so that wa ∈ Pa is effectively the marginal of wc ∈ Pc. The “purification” is completed. Let
us formulate this result for the simplicial representation of a quantum state, (Wa, wa).
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Proposition 6 (“Purification”). A quantum state (Wa, wa) in a probability space Pa can be
considered as the partial system a pure state wc in a probability space Pc = Pa ⊗ Pb.
Depending upon the particular set of distributions {vi} in Pb there is a number of possible
solutions. We will regard later a particular “purification” as a gauge selection. For simplicity,
it is possible to select vi specifically among the basis vectors in Pb. Label ωb ∈ J1, dbK the
basis vectors ω˜b in Pb. Consider the set of ra basis vectors ω˜b ∈ Pb for ωb ∈ J1, raK. For ease
of exposition, rename ωb the dummy subscript i in Eq. (33). Rewrite wa =
∑ra
ωb=1
µωbwωb
and set vωb = ω˜b ∈ Pb for ωb ∈ J1, raK. Construct the specific probability distribution
wc = (wc,(ωa;ωb)) ∈ Pc = Pa ⊗ Pb as
wc =
ra∑
ωb=1
µωbwωb ⊗ ω˜b then wc,(ωa;ωb) =
{
µωbwωb,ωa if ωb ∈ J1, raK
0 otherwise.
(34)
Partial systems and “purifications” in real probability spaces are completely equivalent
to partial traces and purifications in Hilbert spaces. This will be used to secure consistency
in the transcription of LP problems into Hilbert spaces.
4 Transcription into a Hilbert space
The LP system was constructed in a real-valued probability space as the embodiment of a
logical problem formulated in a technique of statistical estimation, what we have called the
“Born method”. Such a probability space is the natural framework to describe a lattice of
random events.
Now, our goal is to review every possible formulations of the same logical problem,
but using other Boolean variables, what we call other viewpoints or other contexts of the
system. With discrete algorithms, this would be a tremendous task. When using the “Born
method”, this turns out to be possible purely mechanically. The prerequisite is however
to encode the initial lattice into a Hilbert space, which is quite attainable based on the
Gleason theorem [20]: Indeed, quantum channels [14], allow to consistently assign probability
distributions depicting every viewpoints on the register while complying with the initial
constraints. Although communication channels are widely used, this treatment of a classical
set of Boolean variables is unknown in standard information theory. Actually, it is the major
breakthrough of quantum formalism. This will be discussed in Sec. (7.3).
The ability to choose at will a particular context means that a general system is by
construction context-dependent. To distinguish from the static contextuality occuring in
a single chart (Sec. 3, above), we will refer to this property as the general contextuality:
General contextuality corresponds to the choice of a particular Boolean variable set, while
static contextuality is the choice of a specific solution among the feasible solutions.
In this section, we describe the transcription of the static LP problem defined in a
real-valued probability space into a complex-valued Hilbert space while preserving at this
stage the initial set of Boolean variables. The transcription is performed with respect to a
particular quantum state, i.e., preserves also the choice of a specific solution, the working
distribution. There are different ways to proceed that can be considered as gauge variants.
4.1 Transcription of quantum states
In this section, we use the subscript “a” instead of Λ for ease of exposition. We will resume
our current notations in Sec. (4.3) below.
Consider a static system as depicted in the previous section. Define a Hilbert space Ha
as the complex span of the sample set Ωa with a standard Hermitian metrics.
Ha = Span(ωa | ωa ∈ Ωa).
We note |ωa〉 for ωa ∈ Ωa the da basic vectors in Ha. Except when mentioned otherwise, all
linear operators M ∈ L(Ha) map Ha to Ha. We note M† the adjoint of a linear operator M
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with respect to the Hermitian metrics. Informally, the transcription scheme is the following:
LP prior Λa → quantum state {wa,Wa} in Pa → density operator ρa in Ha
where Wa ⊂ Pa is a simplex with ra vertices wi ∈ Wa and wa a working distribution in
a real-valued probability space Pa. Let Σµ = {µi} be a set of simplicial coefficients and
{wa,Wa} the simplicial representation of a quantum state as depicted by Eq. (33),
wa =
ra∑
i=1
µiwi ∈ Wa ⊂ Pa ; µi ∈ Σµ
4.1.1 Transcription of a pure state
When ra = 1, the simplex is reduced to a single distribution wa in a real space Pa of
dimension da, the distribution is transcribed from Gleason’s theorem as a projection operator
|a〉〈a| acting in Ha where |a〉 is a unit vector.
wa is transcribed as ρa = |a〉〈a| with |aωa |2 = wa,ωa (35)
The phases of the entries aωa are arbitrary and defined up to an overall constant. A particular
unit vector |a〉 corresponds to a gauge selection governed by a subgroup Uφ of the group of
the diagonal unitary operators acting in Ha. In general, it is convenient to select the real
non negative solution |a〉 = |e〉 where eωa =
√
wa,ωa and we will refer to this choice as the
“natural gauge”. Conversely, irrespective of the gauge, the reverse transcription is trivial.
4.1.2 Transcription of a mixed state
To ensure consistency we proceed in three steps. (1) “Purify” the real quantum state
{wa,Wa} of rank ra defined in the real probability space Pa into a pure state wc living
in an auxiliary space Pc = Pa ⊗ Pb, as described in Sec. (3.4). (2) Transcribe the pure
state wc into a projection operator |c〉〈c| defined in a Hilbert space Hc = Ha ⊗ Hb. (3)
Compute the partial trace over Hb of the projection operator |c〉〈c| to obtain the relevant
density operator ρa in Ha.
Step (1) has been defined in Sec. (3.4). Just consider a real probability space Pb of
dimension db ≥ ra. There is a number of solutions governed by a gauge group Ur, namely,
the permutation group of the sets of ra independent vectors in the tautological simplex of
the space Pb. A natural solution is to select the ensemble of the ra first basis vectors in Pb,
as described by Eq. (34),
wc =
ra∑
ωb=1
µωbwωb ⊗ ω˜b then wc,(ωa;ωb) =
{
µωbwωb,ωa if ωb ∈ J1, raK
0 otherwise.
Step (2) has been constructed just above. It depends on the subgroup Uφ of diagonal
unitary operators acting in Hc = Ha ⊗Hb, so that we have
c(ωa;ωb) =
{√
µωbwωb,ωa exp iθωb,ωa if ωb ∈ J1, raK
0 otherwise.
(36)
where the phases θωb,ωa , for ωb ∈ J1, raK and ωa ∈ Ωa, are arbitrary. Thus, the combination
of the two steps is defined up to a gauge group U = Uφ ◦ Ur.
Step (3) is a standard operation in quantum information with a unique solution. For
instance, selecting the natural gauge in step (1), we have from Eq. (36),
ρa = Trb(|c〉〈c|) =
ra∑
j=1
µj |aj〉〈aj | where aj,ωa =
√
wj,ωa exp iθj,ωa (37)
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where the entry phases of the unit vectors |aj〉 are arbitrary gauge parameters. The vectors
|aj〉 are not orthogonal in general but we can easily obtained an orthonormal set of vectors
|ej〉 by a standard diagonalization of ρa as,
ρa =
ra∑
j=1
λj |ej〉〈ej |
The computation of the eigenvalues λj from the simplicial coefficients µj is then straight-
forward. Define the spectrum as
spec(ρa) = Σλ = {λj}.
On the other hand, retrieving the simplicial coefficients µj or the ra vertices wj is not that
trivial: This will be detailed in Sec. (5.2).
Transcription gauges. The transcription is clearly not unique. Starting from a static
description of the register in a real space, a particular transcription into a Hilbert space can
be regarded as a gauge selection governed by a gauge group, namely, the group U generated
by Uφ ◦ Ur in steps (1) and (2).
For mixed states, the gauge is characterized by the vector |c〉 in Hc. Since |c〉 is always
a unit vector, U is isomorphic to a subgroup of the unitary operator group acting in Hc.
For pure states, Hc = Ha and Ur is reduced to the identity. Then, the gauge group U is
yet a subgroup of the group of unitary operators acting in Hc.
It is always possible to select a real vector |c〉 and therefore real vectors |ei〉 ∈ Ha, i.e., a
real gauge. For the sake of simplicity we will in general use this real gauge. However, when
considering reverse transcription it may be more convenient to regard a complex quantum
state as formulated within a complex gauge.
Proposition 7. A transcription gauge is defined by a particular unitary operateur G ∈ U =
Uφ ◦ Ur. The gauge group U is isomorphic to a subgroup of the unitary group acting in the
Hilbert space Hc = Ha⊗Hb. There is at least one real gauge leading to a real density matrix.
Density operator versus chart distribution. We obtain the final result:
Proposition 8 (Density operator ρa). The quantum state {wa,Wa} in Pa is transcribed
in Ha as a density operator ρa, depending on the transcription gauge. Starting from the
simplicial representation,
wa =
ra∑
i=1
µi wi ; Wa = conv(wi) ; µi ∈ Σµ
the transcribed density operator is
ρa
(def)
=
ra∑
i=1
µi |ai〉〈ai| =
ra∑
i=1
λi|ei〉〈ei| with λi ∈ Σλ = spec(ρa) (38)
where |ei〉 are a set of ra = da −ma + 1 orthonormal vectors. In the real gauge, we have
ai,ωa =
√
wi,ωa .
Working distribution versus density operator. Irrespective of the gauge, it is
straightforward to recover the working distribution wa from the density operator ρa.
Proposition 9. The working distribution wa = (wa,ωa) in Pa is the diagonal probability
distribution of the density operator ρa and can be recovered as
∀ωa ∈ Ωa : wa,ωa = 〈ωa|ρa|ωa〉 (39)
Proof. From ρa =
∑
i µi |ai〉〈ai| we have
〈ωa|ρa|ωa〉 = 〈ωa|
ra∑
i=1
(µi |ai〉〈ai|)|ωa〉 =
ra∑
i=1
µi |〈ωa|ai〉|2 =
ra∑
i=1
µiwi,ωa = wa,ωa ✷.
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Simplicial entropy versus von Neumann entropy. The simplicial entropy is
closely related to the von Neumann entropy.
Theorem 3. The von Neumann entropy S(ρa) of the quantum state, ρa, is
S(ρa) = H(Σλ) =
ra∑
i=1
−λi log λi = Sλ.
Proof. This is a standard result of quantum information. Since λi are the eigenvalues of
the density operator ρa, we have Sλ = −Trρa log ρa. ✷
Proposition 10 (Jaynes’ inequality). The von Neumann entropy S(ρa) = H(Σλ) is bounded
above by the simplicial entropy Sµ = H(Σµ).
H(Σλ) ≤ H(Σµ) (40)
Proof. In another wording, the inequality is due to Jaynes (Ref. [32], Appendix A). The
proof works as follows. Basically, in Eq. (38), we have
√
µi|ai〉 =
∑ra
j=1 Uij
√
λj |ej〉 where
(Uij) is some ra × ra unitary matrix. From this and the orthogonality of |ej〉, it follows
that µi =
∑ra
j=1 uijλj where uij = |Uij |2 with
∑
i uij =
∑
j uij = 1. Given the well-known
inequality x log x ≥ x− 1 based on convexity, we obtain,
ra∑
i=1
−µi logµi ≥
ra∑
i=1
−λi logλi or Sµ = H(Σµ) ≥ H(Σλ) = Sλ.
In addition, we will see that the inequality is saturated in the so-called canonical chart
(Prop. 17 below). ✷.
Chart entropy from the density operator. The chart entropy is defined as
H(Ωa) = H(wa) =
∑
ωa∈Ωa
−wa,ωa log2(wa,ωa)
Proposition 11. The chart entropy of a quantum state ρa = (ρij) is the entropy of the
diagonal probability distribution ρii.
H(Ωa) =
∑
ωa∈Ωa
−〈ωa|ρa|ωa〉 log2〈ωa|ρa|ωa〉 (41)
Proof. Obvious from Eq. (39). ✷
4.2 Transcription of observables
Consider a probability space Pa and the Hilbert space Ha. The covectors of the dual space
P∗a are transcribed into Ha so as to ensure the consistency of the dual forms.
Let wa ∈ Wa denote the working distribution of a quantum state. Consider an arbitrary
observable Qa(ωa) = qωa and let qa = (qa,ωa) ∈ P∗a .
Proposition 12 (Transcription of observables). Irrespective of the gauge, a covector qa in
P∗a is transcribed into a diagonal operator acting in Ha:
q = (qa,ω) ∈ P∗a is transcribed as Qa = Diag(qa,ωa). (42)
Proof. Define a diagonal operator acting in Ha as Qa = Diag(qa,ωa). Computing the
trace, we have identically from Eq. (38) in the natural gauge,
〈Qa〉a = 〈qawa〉 =
r∑
i=1
µi〈qwi〉 =
r∑
i=1
µiTr(Qa|ai〉〈ai|) = Tr(Qaρa)
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For pure state, the transcription is clearly independent of the gauge because the phase
does not affect the diagonal terms.
For mixed state, consider some “purification” of the quantum state in the real space Pc.
This define an observable Qc(ωc) = Qa(ωa)Ib(ωb), Eq. (26) with 〈Qa〉a = 〈Qc〉c. Thus we
have Qc = Qa ⊗ 1db , where Qc and 1db are diagonal, irrespective of the gauge. Formally we
have Qa = Trb(Qc). This requires that Qa is diagonal in any gauge. Since Qa = Diag(qa,ωa)
in the natural gauge, we can finally always represent a covector qa in P∗a by the same
diagonal operator Qa = Diag(qa,ωa) acting in Ha. ✷
4.3 Born rule
Let us resume our usual notation, i.e., leave the subscript “a” or replace “a” by “Λ” where
appropriate. A quantum state {wΛ,WΛ} is transcribed as a density operator ρΛ depending
on the gauge. An observable Q is transcribed as a diagonal operator Q independent of the
gauge. Then, irrespective of the gauge, the dual forms, 〈qwΛ〉 with q ∈ P∗ are transcribed
as 〈qwΛ〉 = Tr(QρΛ). The expectation of an observable Q(ω) = qω with respect to the
probability distribution P(ω) = wΛ,ω ∈ WΛ is then,
〈Q〉 = 〈qwΛ〉 = Tr(QρΛ) (43)
Proposition 13. In the transcription of a static system into a Hilbert space the expectation
value of an observable is computed by the Born rule.
From Eq. (42) all observables are transcribed as Hermitian operators. From Definition
(10) the Born rule Eq. (43) is obvious.
More generally, a resolution of the tautology described by a set Γ of non-negative forms,
qγ ∈ P∗, γ ∈ Γ, is translated as a commutative POVM {Qγ} acting in H and
p(γ) = Tr(ρQγ),
so that general commutative measurements can be performed. When the observable Qγ is
the indicator of a decision function, this is a direct application of the Gleason theorem.
We will show later (Theorem 9) that beyond the static systems, the Born rule holds as
well in general systems, i.e., for observables depicted by arbitrary Hermitian operators Q,
not necessarily diagonal. Let us name “proper chart” the static chart where the Hermitian
operator is diagonal.
Definition 13 (Proper chart of an observable). The proper chart of an observable Q in a
Hilbert space H is a chart where the Hermitian operator Q is diagonal.
When the observable is an orthogonal projection operator onto a subspace Hℓ ⊆ H of
the Hilbert space, this definition applies to this subspace.
Definition 14 (Proper chart of a subspace). A proper chart of a subspace Hℓ ⊆ H in a
Hilbert space H is a basis in which the subspace is spanned by basis vectors.
4.4 Charts and information manifolds
Until now we have used the concepts of “chart” and “information manifold” intuitively. At
this stage, it is useful to precisely formalize our terminology.
The current model is an extension of the standard information theory, which allows the
use of arbitrary sets of Boolean variables and expresses the constraints by a technique of
statistical estimation.
The problem is initially formulated with a particular set of variables as a Bayesian prior
in a particular probability space. To implement other encodings, an ensemble of interde-
pendent probability spaces is required. This ensemble is an information manifold while
each particular probability space is an information chart. It turns out that the information
manifold corresponds identically to the standard model of quantum information.
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Definition 15 (Information manifold). An information manifold is the formal represen-
tation of a logical problem defined by statistical estimation of decision functions subject to
constraints. The implementation with a particular set of Boolean variables defines a chart,
i.e., a viewpoint on a specific register. The manifold can be depicted either by the complete
set of charts or equivalently by a density operator acting in a Hilbert space. The rank r of
the information manifold is the rank of the density operator.
Definition 16 (Information chart). A chart is the description of a particular viewpoint on
an information manifold.
- In the Hilbert space CΩ each individual chart corresponds to a particular basis. The
sample set Ω is the index ensemble of the basic vectors. The probability distribution is
depicted by the matrix corresponding to the density operator.
- Equivalently, each individual chart can be depicted by a real-valued space P of dimension
d as a LP system conditional on a Bayesian prior (Λ). The chart in P is characterized either
by the LP system and a selection rule or by a “quantum state”, i.e., a simplicial representation
of the LP system (wΛ,WΛ). The rank m = d − r + 1 of the chart is the rank of the LP
system. The working distribution provided by the selection rule, wΛ, is the mean value of a
contextual distribution. The chart is pure if wΛ is an extreme point of the specific polytope
of the LP system, otherwise the chart is mixed.
In Sec. (4.1), we have seen that any static chart in P can be transcribed into an equivalent
chart in H using a particular transcription gauge. In Sec. (5.2), we will show that conversely
any nonsingular chart in H can be converted in a static chart in P independent of the gauge.
5 General systems
While a chart employs a particular set of Boolean variables, an information manifold allows
to review all possible sets of variables. Basically, the logical system remains the same but
all observable viewpoints can now be explored. For instance, in potential applications, these
different viewpoints could happen either in time, space, orientation, or in another way, e.g.,
a discrete Fourier transform.
It turns out that the full quantum information theory ends up in the present model. The
only difference is that we now have a consistent interpretation in a strictly classical system.
5.1 Quantum channels
In standard quantum information, quantum channels represent operations that transform
the states of one register into states of another register [14]. Here, we will use quantum
channels to explore a unique Hilbert space H. The various charts represent the same logical
problem formulated with different sets of Boolean variables. A channel Φ transforms a state
ρ in the initial basis into a new state ρ′ in a second basis. Technically, Φ must be trace-
preserving so that any probability remains a probability, and completely positive to allow
consistent concatenation of registers.
Kraus representation. We characterize a quantum channel, Φ, by the so-called “Kraus
representation”. Let ρ =
∑
i λi|ei〉〈ei| be a density operator of rank r. Let Γ = {γ} denote
a finite set and Mγ a set of linear operators in H such that M†γMγ is a resolution of the
identity for γ ∈ Γ. We have,
ρ′
(def)
= Φ(ρ) =
∑
γ∈Γ
MγρM
†
γ =
r∑
i=1
∑
γ∈Γ
λiMγ |ei〉〈ei|M†γ
with
∑
γ∈Γ
M†γMγ = 1d
(44)
The operators Mγ are the “Kraus operators”. When |Γ| = 1, Mγ is unitary and Φ is unitary
as well. In the present model, unitary channels provide different viewpoints corresponding
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basically to the same logical hypotheses. In particular, the von Neumann entropy is constant.
General channels describe strictly evolving hypotheses. They are usually irreversible, leading
to an increase in von Neumann entropy [33]. We mention general channels but actually we
will specifically focus on reversible mappings throughout this paper.
Symmetry group. A unitary channel consisting of a gauge operator has no effect on the
register: Both the Boolean variables and the probability space remain unaffected. Therefore,
the transformation in the Hilbert space represents a symmetry of the system, as discussed in
Sec.(7.8) and the gauge group U acting in H can be considered as a symmetry subgroup. In-
cidentally, the bit reversal group of the Boolean algebra can as well be viewed as a symmetry
subgroup with respect to the logical prior.
Probability induced by a channel. By reverse transcription a chart means a prob-
ability distribution P over the classical states ω ∈ Ω of a set of Boolean variables. This
distribution will be computed in the following section. Assume that the density operator ρ
is mapped to a new state ρ′ by a unitary quantum channel Φ. In the new basis, the reverse
transcription of ρ′ defines a new probability distribution P′(ω′) over a new equivalent set of
Boolean variables.
5.2 Reverse transcription into a static system
Except for some charts that will be referred to as singular, any density matrix ρΛ in the
Hilbert spaceH can be regarded as the transcription of a static system with a relevant gauge.
The chart corresponds to a particular basis in H. The index set Ω of the basis vectors is
the sample set the conventional probability distribution while the working distribution wΛ
is the enabled probability distribution of ρΛ in the chart.
5.2.1 Reverse transcription of a pure chart
A pure chart is always nonsingular. Let ρΛ = |e〉〈e| denote a pure density matrix in H.
From Eq. (35), the working distribution is wΛ = |e|2 ∈ P , i.e., wΛ,ω = |eω|2. The vector wΛ
is trivially the solution of the linear system p = |e|2 of rank m = d
pω = |eω|2 (∀ω ∈ Ω)
subject to pω ≥0
(45)
Alternatively, the system can be formulated as
Assign P subject to 〈ω˜∗〉 = |eω|2 (∀ω ∈ Ω)
where ω˜∗ is the indicator function corresponding to the classical state ω.
5.2.2 Reverse transcription of a general chart
Start from the density operator
ρΛ =
r∑
i=1
λi|ei〉〈ei|
where the r vectors |ei〉 form an orthonormal array in H. Let P denote the real probability
space associated with H and WI the tautological simplex in P . Construct the vectors
vi = 〈ei|ei〉 = (vi,ω) ∈ P as vi,ω = |ei,ω|2 and wΛ ∈ P as wΛ =
∑
i λivi. In regular systems,
the rank of the set {vi} is r.
Definition 17 (Regular chart). A rank r chart is regular (or nonsingular) when the r
extreme orthonormal vectors |ei〉 in the Hilbert space are reverse transcribed as a system
vi = 〈ei|ei〉 of rank r in the probability space. Otherwise, the chart is singular.
26
In singular charts, the rank of {vi} is less than r and may even be reduced to 1. This oc-
curs specifically when the chart contains no information, while the density matrix is different
from a scalar matrix. For instance this happens when the current chart is complementary
of the canonical chart (see Sec (5.4.5 below) because in this case all information is con-
centrated in the canonical chart and then the current chart is devoid of any information.
Indeed, reverse transcription would be similar to divide by zero and is thus impossible.
Assume that the chart is nonsingular. Construct the r-dimensional subspace Wr ⊆ P as
Wr = Spani(vi) and define the polytope
VΛ = Wr ∩WI
We have wΛ ∈ VΛ. Construct the simplicial representation WΛ = convi(wi) of VΛ with
respect to wΛ. Finally we obtain
wΛ =
r∑
i=1
µiwi
When we are not interested by the simplex itself, we have seen that this working distribution
wΛ is directly displayed by the diagonal of the density operator ρΛ (Eq. 39).
The LP system of rank m = d− r+1 can be specified by the pair of the linear system of
rank d−r describing the subspaceWr of dimension r and the LP system of rank 1 describing
the tautological simplex WI .
Theorem 4 (Quantum state). A quantum state, as defined in Definition(6), can be repre-
sented either by a density operator ρΛ in a Hilbert space H or by a working distribution wΛ
within a simplex WΛ in a real probability space P. The density operator is defined up to a
gauge selection.
5.2.3 Reverse transcription of an observable
We are given an observable Q, i.e., an Hermitian operator acting in a Hilbert space. We aim
to interpret this observable in a classical probability space. This is only possible in the proper
chart of the observable, i.e., when the observable is diagonal. To ensure the consistency of
the dual forms, Q is converted into a covector q = (qωi) in P such that qωi is the eigenvalue
of Q belonging to eigenvector |i〉 in H.
〈Q〉 = Tr(QρΛ) = 〈qwΛ〉.
By construction, this definition does not depend on the gauge.
Theorem 5. Any Hermitian operator Q acting in a Hilbert space H can be considered as an
observable defined in the real-valued probability space P obtained by reverse transcription of
a proper chart of Q. The covector components qω in the dual space P∗ are the eigenvalues
of the Hermitian operator Q.
Reverse transcription in the proper chart singles out a particular sample set Ω. The
observable Q acting in a Hilbert space H is a function Q : Ω→ R.
Proposition 14. An observable Q acting in a Hilbert space H depicts a function Q : Ω→ R
whose domain is the sample set Ω of its proper chart.
Let |ei〉 with i ∈ J1, dK denote the proper basis of the observable Q. From Proposition
(11) the proper chart entropy (characterizing only the proper basis) is
H(Ω) =
d∑
k=1
−〈ei|ρΛ|ei〉 log2〈ei|ρΛ|ei〉
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5.3 Canonical description
The density operator ρΛ describes a probability distribution in a Hilbert space H. This
space can be generated by a tensor product of N two-dimensional complex-valued subspaces,
namely Spanj(|Xj〉, |Xj〉). On the other hand, the simplicial representation (wΛ,WΛ) de-
scribes the same probability distribution in a real LP space P , also generated by a tensor
product of N two-dimensional real-valued subspaces, namely Spanj(Xj ,Xj).
It is possible to diagonalize the density matrix ρΛ in H by means of a unitary channel.
The diagonal charts will be called “proper” or “canonical” in the Hilbert space although in
fact the canonical basis is not unique in general.
Definition 18 (Canonical chart or proper chart). A canonical chart is a chart whose density
operator is diagonal.
After reordering the basis vectors if necessary, the density operator reads
ρΛ = Diag(λ1, . . . , λr, 0, . . . , 0).
Then
ρΛ =
r∑
i=1
λi |i〉〈i|,
where |i〉 denote the d basis vectors in H and ∑i λi = 1. If we regard the set Σλ = {λi} as
an ensemble of d coefficients with λi = 0 for i > r, then Σλ is the spectrum of ρΛ.
Now, the “canonical distribution” (Ω,Σλ) is a conventional probability problem in the
sample set Ω, regarded as the Cartesian product of N two-element subsets, namely, {Xi,Xi}.
Definition 19 (Canonical distribution, canonical sample set). The canonical distribution
is a conventional joint distribution in the Cartesian product
Ω
(def)
= ΠNj=1{Xj ,Xj} = {ωi}, defined by P(ωi) = λi ∈ Σλ, i ∈ J1, dK.
The sample set Ω is the canonical sample set.
5.3.1 Canonical LP problem
The reverse transcription of a diagonal chart is straightforward. The system is simplicial
(Definition 1) and the working distribution is
wΛ = (wΛ,ωi) =
r∑
i=1
λi ω˜i i.e. wΛ,ωi = λi.
The extreme points wi of the simplex WΛ are r basis vectors wi = ω˜i, i.e., represent r
deterministic distributions. Let ω˜i′ denote the d−r other basis vectors and ω˜∗i′ the indicator
function corresponding to the classical state ωi′ . The LP problem can be formulated as
(Λ) : Given d− r classical states ωi′ assign P subject to 〈ω˜∗i′〉 = 0. (46)
The contextual distribution is trivially Σµ
(def)
= Σλ = {λi}. As a result, the canonical chart
is always regular.
Proposition 15. The canonical chart of any quantum state is nonsingular.
5.3.2 Fundamental theorem
A canonical chart depicts a very conventional probability problem, composed of d determin-
istic outcomes mutually exclusive, namely ωi ∈ Ω with i ∈ J1, dK, and a standard probability
distribution, Σλ = {λi}, on the sample set Ω. Only r ≤ d probability masses λi are non-zero.
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Theorem 6 (Fundamental theorem). Any density operator ρΛ of rank r and spectrum
Σλ = {λi} in a Hilbert space H is the image by a unitary channel of a conventional probability
problem consisting in drawing one object among d deterministic classical states ωi ∈ Ω
subject to the contextual distribution Σλ with r non-zero masses.
In fact, much of this result is known since von Neumann [34]: The only difference lies in
the interpretation. Now, the manifold effectively represents a quite standard logical system.
In the canonical chart, the problem is strictly classical and depicts a conventional memory
space with a capacity of N bits. Accordingly, the information N − S(ρΛ) effectively stored
in the memory is characterized by a genuine Shannon entropy which is simply the von
Neumann entropy S(ρΛ) of the density operator. The other charts still depict the same
logical system but in other viewpoints that match particular observations, namely those
described by diagonal Hermitian operators.
Theorem 7 (Information stored in the manifold). An information manifold depicts a mem-
ory space of N bits. The information N −S(ρΛ) stored in the system is characterized by the
von Neumann entropy S(ρΛ) of the density operator.
In standard quantum information, the amount of information stored is a system is not
that clear and even puzzling as quantum information is generally believed to be essentially
different of Shannon information (see e.g., Ref. [35]). In the present model, there is no basic
difference. For instance a pure state represents an information of exactly N bits, meaning
that a wave vector in an infinite dimensional Hilbert space would depict an infinite amount
of information.
5.3.3 Information expressions
In the canonical chart, three probability distributions are identical: (1) the working distribu-
tion wΛ in the sample set Ω, (2) the simplicial distribution µi of the contextual distribution
in Σµ and (3) the distribution λi in the spectrum Σλ of the density operator ρΛ.
Entropy. Let us recall the definition of the entropy of these different distributions in
general.
Definition 20 (Forms of entropy).
- The entropy of the working distribution wΛ in a particular chart is the chart entropy
Sw = H(Ω).
- The entropy of the contextual distribution in a particular chart is the simplicial entropy
Sµ = H(Σµ).
- The entropy of the information manifold is the von Neumann entropy Sλ = S(ρΛ) =
H(Σλ).
The von Neumann entropy S(ρΛ) is invariant by a unitary channel and can be regarded
as the global “manifold entropy” while the chart entropy Sw and the simplicial entropy Sµ are
chart-dependent by definition. In the canonical chart, the three distributions are identical
and therefore the entropies are identical as well.
Proposition 16. In the canonical chart, we have
Sλ = Sµ = Sw.
Incidentally, this proves that the Jaynes inequality (Sλ ≤ Sµ, Proposition 10) is saturated
in the canonical chart. In other words,
Proposition 17. The von Neumann entropy is the lower bound of the simplicial entropy
over all possible charts.
Sλ = min
charts
(Sµ).
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The upper bound of the simplicial entropy is trivially log r when the working distribution
coincides with the center of mass of the Carathéodory’s simplex.
At last, it will be convenient to define also the overall information, or von Neumann
negentropy, as I(ρΛ) = N − S(ρΛ).
Definition 21 (von Neumann negentropy). The von Neumann information, or von Neu-
mann negentropy of a density operator ρΛ acting in a d-dimensional Hilbert space is I(ρΛ] =
N − S(ρΛ), where d = 2N and S(ρΛ) = −Tr(ρΛ log2 ρΛ).
Other expressions. Now, any probability expression in conventional information the-
ory, whether function or inequality, is ipso facto valid in the very conventional canonical
distribution (Ω,Σλ). Therefore in the canonical chart the same expression is valid by for-
mally replacing the eigenvalues λi by the operator ρΛ in the Hilbert space, on the model of
S(ρΛ) = H(Ω) with implicitly P(ωi) = λi ∈ Σλ and ωi ∈ Ω.
Proposition 18. Any valid probability expression in the canonical sample set Ω with the
probability distribution P(ωi) = λi is also valid in any chart by replacing λi by ρΛ and then
formally H by S and Ω by ρ.
In particular, since the canonical distribution is actually a joint distribution, this applies
to any entropy measure in a pair of register, e.g. for conditional or partial entropy. We will
give examples in Sec. (5.6).
5.4 Measurement and uncertainty
Let H denote a Hilbert space. In a general chart, consider a density operator ρ, i.e., a
positive Hermitian operator of unit trace acting inH and a set of observables, i.e., Hermitian
operators Q acting in H.
5.4.1 Born rule
We need first to verify that the Born rule, valid in static charts, is also valid in full generality
in the information manifold.
Theorem 8 (Born rule). In a Hilbert space the Born rule applies in full generality regardless
of the density matrix ρ and whatever the observable Q,
〈Q〉 = Tr(ρQ). (47)
Proof. Any observable is described by a Hermitian operator. First, diagonalize the
Hermitian operator, i.e., map the initial chart to a proper chart of the observable. Assume
that this chart is nonsingular. By reverse transcription, it is possible to regard the proper
chart as a static chart. By Proposition (13), the Born rule holds in the static chart and
therefore in the current chart as well because the computation of a tensor does not depend
on the basis. Now, if the proper chart is singular, the probability distribution is not defined
in this chart. Since Eq. (47) is continuous in both the density matrix and the basis change,
we keep this expression by continuity in the singular case. ✷
5.4.2 General measurement
Again, we still need to verify that the POVMs, valid for commutative diagonal observables,
are also valid in full generality in the information manifold. Actually this is a direct con-
sequence of Theorem (8). Let ρ denote an arbitrary density operator in a d-dimensional
Hilbert space H. Let Γ be a finite set. Consider a resolution of the tautology in H described
by a set of positive Hermitian operators {Qγ}γ∈Γ, not necessarily commutative nor diagonal
in the current chart, such that
Qγ ≥ 0;
∑
γ∈Γ
Qγ = 1d
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From the Born rule, Theorem (8), define
p(γ) = Tr(ρQγ). By linearity, we have :
∑
γ∈Γ
p(γ) = 1.
As a result, general positive-operator valued measurements (POVM) can be performed ex-
actly like in conventional quantum information theory.
Theorem 9 (General measurement). General POVMs can be performed regardless of the
density matrix and whatever the positive observables.
For commutative observables the measurement estimates the probability of mutually ex-
clusive outcomes collected from a unique viewpoint on the register. By contrast, for non
commutative observables Qγ , the measurement is interpreted as inter-chart or “transverse”.
Indeed, from Proposition (14) each p(γ) only makes sense in the proper chart of Qγ , and
therefore, the measurement is used to estimate the probability of outcomes collected from
different viewpoints on the register, and thus incompatible in general. There is no contra-
diction because incompatible outcomes are ipso facto mutually exclusive. Far from being
exceptional, such measurements collected from incompatible viewpoints are routinely per-
formed in classical physics (see Sec. 7.5).
Instead of Qγ , it is possible to introduce the so-called “measurement operators” Mγ acting
in H such that Qγ = M†γMγ [36]. Then
∑
γ M
†
γMγ = 1d and p(γ) = Tr(MγρM
†
γ).
In standard quantum information, following a general measurement, the state still can
be viewed as a quantum state defined by a residual density operator ρ′ composed of an array
of individual density operators ργ (when p(γ) 6= 0) defined from the measurement operators
as,
ρ 7→ ρ′ =
∑
γ∈Γ
MγρM
†
γ =
∑
γ∈Γ
p(γ)× ργ where ργ =
MγρM
†
γ
p(γ)
(48)
In the present model, we can take this concept as a definition, as discussed in Sec. (7.6).
5.4.3 POVM entropy
From Theorem (7), an information manifold in a state ρ contains N−S(ρ) information bits.
This raises the question of how to extract this information. Actually, a POVM {Qγ}γ∈Γ
extracts a fraction of this information depicted by the probability distribution p = (p(γ))γ∈Γ.
Consider first a completely random state, ρ0 = (1/d)× 1d corresponding to an absence
of information. Define qγ = Tr(Qγ). Then the distribution p0 = (p0(γ))γ∈Γ is
p0(γ) = Tr(ρ0Qγ) =
qγ
d
In the current state ρ, the information gain I(ρ||Γ) provided by the POVM probability
distribution p = (p(γ))γ∈Γ is measured with respect to the state ρ0 of no information as the
relative entropy H(p||p0).
Definition 22 (POVM information gain). The information I(ρ||Γ) is the maximum infor-
mation that can be extracted by a POVM (Γ) : {Qγ}γ∈Γ as
I(ρ||Γ) (def)= H(p||p0) =
∑
γ∈Γ
p(γ) log2
p(γ)
p0(γ)
= N +
∑
γ∈Γ
p(γ) log2
p(γ)
qγ
(49)
This information gain I(ρ||Γ) is trivially less than the capacity N of the register and
even of the total information N − S(ρ) currently stored in the manifold. This conception
is not conventional. In standard quantum information theory, this bound, called Holevo
bound [14] is regarded as paradoxical and provided from the so-called “Holevo χ-quantity”
defined in the context of quantum channels (Eq. 48) as
χ(Γ)
(def)
= S(ρ′)−
∑
γ∈Γ
p(γ)× S(ργ) = S(
∑
γ∈Γ
p(γ)× ργ)−
∑
γ∈Γ
p(γ)× S(ργ) (50)
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It is convenient to define the POVM entropy as H(Γ) = N − I(ρ||Γ). From Eq. (49) we
have
H(Γ) =
∑
γ∈Γ
−p(γ) log2
p(γ)
qγ
≥ S(ρ) ≥ 0 (51)
Definition 23 (POVM entropy). The POVM entropy H(Γ), Eq. (51), is the entropy N −
I(ρ||Γ) of the maximum information I(ρ||Γ) that can be extracted by a POVM.
In particular, assume that the POVM corresponds to a von Neumann measurement in a
particular chart of sample set Ω = {ω}. Let |ω〉 be the basis in this chart. Then, Γ = Ω and
Qω = |ω〉〈ω| so that qω = 1. As a result, the POVM entropy H(Ω) is just the chart entropy.
Proposition 19 (Chart entropy). The chart entropy H(Ω) represents the entropy of the
maximum information N − H(Ω) that can be extracted by a von Neumann measurement in
the chart.
In standard quantum information, a POVM is called “information complete” when the
operators Qγ , γ ∈ Γ span the complete space L(H). Indeed, such a measurement provides
|Γ| ≥ d2 − 1 coefficients p(γ) that allow the unique reconstruction of the density operator
ρ and then the statistical probability distribution. This does not necessarily mean that the
POVM entropy is equal to S(ρ) because this information is encoded in a particular way
which can cause a bias not taken into account in Eq. (49) and then a loss of information
(or an increase of entropy). When there is no bias, the POVM can be called “centered” on
the density operator.
In general, a particular measurement is not information complete and therefore the deter-
mination of the density operator requires independent measurements in additional POVMs.
5.4.4 Independent POVMs
Suppose that a POVM {Qγ}γ∈Γ, that we will refer to as (Γ), is information-incomplete and
consider the possibility to complete this measurement.
The set of density operators D = {ρ} ⊂ L(H) is a convex ensemble located in an affine
subspace of dimension d2 − 1. Following Ref. [18], it is helpful to consider rather the set of
traceless Hermitian operators, {e} defined as
e = ρ− 1
d
1d
because this ensemble is located in a linear vector space E ⊂ L(H) still of dimension d2− 1.
This mapping D→ E can be extended to all operators of a POVM as follows. Consider the
POVM (Γ), {Qγ}γ∈Γ and define
qγ = Tr(Qγ) > 0 ; Eγ =
1
qγ
Qγ ∈ D ; eγ = Eγ − 1
d
1d ∈ E (52)
The POVM is then characterized by∑
γ∈Γ
qγ = d ;
∑
γ∈Γ
qγEγ = 1d ;
∑
γ∈Γ
qγeγ = 0 (53)
At last, define a Hermitian inner product in E as
〈e1 · e2〉 (def)= Tr(e†1 e2). (54)
Let Q < 1d be an additional Hermitian positive operator. Let q = Tr(Q) > 0, EQ =
(1/q)Q ∈ D and eQ = EQ − (1/d)1d ∈ E . It turns out that Q is independent of the POVM
if and only if eQ is orthogonal to every eγ . Indeed, assume that eQ is orthogonal to the
subspace Span{eγ}γ∈Γ ⊆ E . We compute easily from Eqs. (52-54)
∀γ ∈ Γ : 〈eQ · eγ〉 = 0 ⇐⇒ 1
qqλ
Tr(QQγ)− 1
d
= 0
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We have then
∀γ ∈ Γ Tr(QQγ) = Tr(Q)Tr(Qγ)
d
(55)
Conversely, if Eq. (55) holds, then eQ is orthogonal to every eγ .
To check the independence of the additional operator Q, construct a second POVM with
two operators, {Q,1d−Q}. Assume that the system “lives” in the first POVM set, meaning
that ρ = ρΓ ∈ Span(Qγ)γ∈Γ. Then, from linearity, Eq. (55) and Tr(ρΓ) = 1, the second
measurement yields
p(Q) = Tr(ρΓQ) =
Tr(Q)Tr(ρΓ)
d
=
Tr(Q)
d
= Tr(
1d
d
× Q) ; p(1d − Q)) = 1− p(Q)
exhibiting the effective density operator ρvoid = 1d/d of a completely random system. There-
fore p(Q) is totally independent of the density matrix ρΓ ∈ Span(Qγ)γ∈Γ. Similarly, if the
system lives in the second POVM set, ρ = ρQ ∈ Span(Q,1d − Q) then the first POV-
measurement yields
p(Qγ) = Tr(ρQQγ) = Tr(
1d
d
× Qγ)
and again the coefficients p(Qγ) are totally independent of the density matrix ρQ We will
refer to the two POVMs as mutually “independent”. More generally, consider two distinct
POVMs, {Qγ1}γ1∈Γ1 and {Qγ2}γ2∈Γ2 .
Definition 24 (Independent POVMs). Two distinct POVMs, {Qγ1}γ1∈Γ1 and {Qγ2}γ2∈Γ2
are mutually independent if the measurement with one POVM when the system “lives” in
the other POVM is identical to a measurement in a completely random state ρvoid = 1d/d.
(For brevity, we say that a system defined by a density operator ρ ∈ L(H) “lives” in
a POVM {Qγ}γ∈Γ when ρ ∈ Span{Qγ}γ∈Γ.) A similar concept of “unbiased POVM” was
previously defined by Kalev and Gour [37].
Proposition 20 (Independent POVMs). Two distinct POVMs, {Qγ1}γ1∈Γ1 and {Qγ2}γ2∈Γ2
are mutually independent if and only if
∀γ1 ∈ Γ1, ∀γ2 ∈ Γ2 : Tr(Qγ1Qγ2) =
Tr(Qγ1)Tr(Qγ2)
d
(56)
Poof. Obvious from Eq. (55) because then each eγi is orthogonal to every eγ3−i (i = 1, 2).
✷
Now, given that the two POVMs are independent, the information gains provided by the
two measurements do not overlap. As a result the sum of the two information gains is still
bounded by the total information, N − S(ρ), stored in the system.
Proposition 21 (POVM entropic inequality). Let Γ1 : {Qγ1}γ1∈Γ1 and Γ2 : {Qγ2}γ2∈Γ2 be
two independent POVMs acting in a system in the state ρ. Then
H(Γ1) +H(Γ2) ≥ N + S(ρ) ≥ N (57)
Proof. Proceed to the transformations e = ρ−1d/d, qγi = Tr(Qγi), Eγi = (1/qγi)Qγi ∈ D
and eγi = Eγi − (1/dγi)1d ∈ E , where i ∈ J1, 2K and γi ∈ Γi. Let Ei = Spanγi∈Γi(eγi). The
space E splits into three mutually orthogonal subspaces, E = E1 ⊕ E2 ⊕ E0. As a result,
we have a unique decomposition e = e1 + e2 + e0. Define ρi = ei + 1d/d. Then, still for
i ∈ J1, 2K and ∀γi ∈ Γi we obtain successively by a straightforward computation
〈e · eγi〉 = 〈(e0 + e1 + e2) · eγi〉 = 〈ei · eγi〉
Tr
[(
ρ− 1d
d
)(Qγi
qγi
− 1d
d
)]
= Tr
[(
ρi − 1d
d
)(Qγi
qγi
− 1d
d
)]
Tr(ρQγi) = Tr(ρiQγi).
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so that p(γi) = Tr(ρQγi) depends only on ρi. Therefore, the two information gains I1 =
I(ρ||Γ1) and I2 = I(ρ||Γ2) are independent and the total information extracted by the two
POVMs is the sum of the two information gains. This sum is trivially bounded by the
capacityN of the register, and even by the actual information stored in the registerN−S(ρ),
i.e., I1 + I2 ≤ N − S(ρ) ≤ N . In terms of entropy, H(Γi) = N − Ii, we obtain Eq. (57). ✷
The POVM inequality, Eq. (57), is not conventional but the concept of “unbiased POVM”
was previously defined by Kalev and Gour [37]. In standard quantum information, the
inequality is rather expressed for von Neumann measurements. Independent POVMs are
then particularized by independent von Neumann measurements in the so called “mutually
unbiased bases”.
5.4.5 Mutually unbiased bases (MUB)
Mutually unbiased bases, first introduced by J. Swinger in 1960 [17] are extensively used in
standard quantum information [18]. Let us first define precisely a pair of mutually unbiased
bases Ω1 and Ω2 in the present model. Each basis Ωi, of basic vectors |ωi〉, (ωi ∈ Ωi), (i ∈
J1, 2K), defines a von Neumann measurement i.e., a particular POVM, namely {|ωi〉〈ωi|}ωi∈Ωi
Definition 25 (Mutually unbiased bases (MUB) or mutually unbiased charts). A pair of
bases are mutually unbiased when they determine two independent von Neumann measure-
ments.
Let us recover the standard definition by the following proposition:
Proposition 22 (MUB). In a d-dimensional Hilbert space, two distinct orthonormal charts
of index set Ω1 and Ω2 and of basic vectors |ω1〉, (ω1 ∈ Ω1) and |ω2〉, (ω2 ∈ Ω2) are mutually
unbiased if and only if
∀ω1 ∈ Ω1, ∀ω2 ∈ Ω2 : |〈ω1|ω2〉|2 = 1
d
. (58)
Proof. From Eq. (56) two von Neumann measurements are independent if and only if
Eq. (58) holds. ✷
Consider a pair of mutually unbiased bases, defining two independent von Neumann mea-
surements. Then, Eq. (57) holds, with Ωi standing for Γi, as
H(Ω1) +H(Ω2) ≥ N + S(ρ) ≥ N (59)
We recover the well known entropic relations of standard quantum information theory that
will be considered more generally in Sec. (5.5) below. The first bound, N+S(ρ), corresponds
to a special case of the Frank-Lieb’s inequality [38] and the second bound, N , to the less
tight Massen-Uffink’s inequality [19].
Beyond a single pair of bases, starting from an initial basis, it is possible to construct the
set of all bases mutually unbiased, i.e., containing independent information. Indeed, it turns
out that there are always d additional bases, i.e., a cluster of d+1 distinct MUBs, Ωi, when
the dimension d of the Hilbert space is a power of a prime integer and then specifically when
d = 2N [39]. This set is both maximum and information-complete, meaning that there is
no additional unbiased basis and that the full ensemble of d(d+1) projectors |ωi〉〈ωi|, while
not linearly independent, spans the space L(H). This allows the unique reconstruction of an
arbitrary positive operator in D [18]. Indeed, due to normalization, each basis provides d−1
independent probability p(γi) and the whole d+ 1 bases provide (d+ 1)× (d− 1) = d2 − 1
parameters.
By iterating, the inequality Eq. (59) can be generalized to K distinct MUBs, meaning
that a maximum of N −S(ρ) bits of information and no more can be distributed among the
K charts, i.e.,
∑
Ik ≤ N − S(ρ), or in terms of chart entropies
K∑
k=1
H(Ωk) ≥ (K − 1)N + S(ρ),
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where Ωk are the sample sets of the K ≤ d+ 1 different MUBs. At last, for K = d+ 1 we
have
d+1∑
k=1
H(Ωk) ≥ dN + S(ρ), (60)
One might expect that the inequality Eq. (60) be saturated. However, this is not the case in
general because the probability distributions in the cluster are encoded in a particular way
which causes a bias not taken into account even in Eq. (49), i.e., an excess of entropy, say
∆H. Actually, the bound dN +S(ρ) is attained when one of the d+1 charts is canonical, i.e.
when the density operator ρ is diagonal in this chart. Then this specific entropy is equal to
S(ρ) and the d others chart are completely devoid of information with an entropy of N bits.
Such a cluster can be called “centered” on the state ρ. Reversing the logic, we can assess
the lack of centering of a general cluster from the excess of entropy ∆H in Eq. (60).
5.4.6 Effects
Consider just one non-negative observable Q ≤ 1. Irrespective of the chart, such an operator,
also called “effect” [21] has a specific probability, namely its expectation. In particular, we
can recover some standard instances of the Born rule.
Proposition 23 (Probability of an effect). The specific probability of a bounded positive
observable Q ≤ 1 is its expectation.
p(Q) = Tr(ρQ).
In particular, the probability of a rank 1 projection operator, Q = |u〉〈u| is p(u) = 〈u|ρ|u〉. If
the density operator depicts a pure state ρ = |v〉〈v|, the conditional probability of |u〉 given
|u〉 is p(u|v) = |〈u|v〉|2.
Proof. Include Q into any POVM, e.g. {Q,1− Q}. ✷
It is also possible to define a probability distribution inside the effect in its proper chart
(where the observable is diagonal) when this chart is nonsingular. Let Q = Diag(qω). Let
P be the real-valued probability space of this chart and q = (qω) ∈ P∗ the corresponding
covector. Let wΛ ∈ P be the working distribution. The pair of the working distribution wΛ
and the observable Q induces a probability distribution hω in the proper chart as
hω
(def)
=
qωwΛ,ω
〈qwΛ〉 . (61)
In particular, when Q is an orthogonal projection operator, the observable Q in P is a
Boolean function and the probability distribution hω is just the restriction of the working
distribution wΛ,ω to the support of this decision function.
Definition 26 (Induced probability distribution inside an effect). In the proper chart of
a bounded positive observable when nonsingular, the density operator ρ induces by reverse-
transcription a probability distribution inside the effect given by Eq. (61).
As a result, it is possible to define a specific entropy of an effect.
Definition 27 (Induced entropy of an effect). The induced entropy of an effect is the entropy
of its induced probability distribution H(h).
Finally, an effect describes an autonomous object with a specific probability, a specific
entropy and an internal probability distribution.
We will defined later a “chart entropy” in the proper chart of general observables, distinct
of this “induced entropy” (Definition 28 below).
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5.5 Set of observables
A set of commutative observables defined by Hermitian operators acting in the Hilbert space
admits a common proper chart. Therefore, any question on these observables once formu-
lated in this common chart is reduced by reverse transcription to a conventional probability
problem, so that no further development is required.
Let us address the general case of non commutative observables. The following results
are completely standard.
5.5.1 Entropic inequalities in non commutative observables
When two non-commutative observables Q1 and Q2 in a Hilbert space H are both concerned,
there is no common proper chart and therefore, no relevant viewpoint on the register. As
a result, the questions about their expectation become transverse, i.e., involve two distinct
viewpoints generally incommensurable. Define
∆ =
1
i
[Q1Q2] = −i(Q1Q2 − Q2Q1)
∆ is a Hermitian operator acting in H. Let H ⊆ H denote the support of ∆. The larger the
dimension of H , the greater the incommensurability.
This happens specifically in conventional quantum mechanics for canonically conjugate
observables, linked by a Fourier transform in infinite dimensional Hilbert spaces. By con-
struction, the two observables describe two aspects of the same information while being
maximally incompatible. This incompatibility is estimated with respect to a pure quantum
state by a formulation of the Heisenberg uncertainty principle due to E. H. Kennard [40]
and generalized by H. P. Robertson [41] to any pair of observables as,
σ1σ2 ≥ 1
2
|〈∆〉|
where σ1 and σ2 are the standard deviations defined by σ
2
i = 〈Q2i 〉 − 〈Qi〉2 (i ∈ {1, 2}).
For the canonically conjugate pairs, ∆ = 1 and |〈∆〉| = 1, which requires a strictly infinite
dimensional space.
In the present model the Hilbert space is finite dimensional. The Robertson’s inequality
is insufficient but entropic inequalities are appropriate with the same meaning. We have
already computed the entropic relations in the case of independent POVMs in Secs. (5.4.4,
5.4.5) above. Now we address again this question but for non necessarily independent
measurements.
The entropic inequalities were defined by I. Bialynicki-Birula et al [42] and computed by
H. Maassen and J. B. M. Uffink [19] with respect to a pure quantum state. The Maassen-
Uffink bound was extended to general quantum states and significantly improved in 2011 by
R. Frank and E. Lieb [38]. These relations concern the proper charts of a set of observablse
and specifically their entropy.
Let us define the “chart entropy of an observable”. This entropy characterizes only
the proper basis in contrast with the induced entropy (Definition 27). All non-degenerate
commutative observables have the same chart entropy.
Definition 28 (Chart entropy of an observable). The chart entropy of an observable is the
chart entropy H(Ω) of its proper chart.
Let Ω1 and Ω2 respectively denote the proper charts of a pair of non-commutative ob-
servables Q1 and Q2. We need to define the so called chart-overlap, δ, between two charts.
For generality, define this chart-overlap as a special case of a “POVM-overlap” between two
POVMs.
Definition 29 (POVM-overlap). The overlap δ of two distinct POVMs, {Qγ1}γ∈Γ1 and
{Qγ2}γ∈Γ2 is the square-root of the maximum absolute value of Tr(Qγ1Qγ2)
δ = max
γ1∈Γ1,γ2∈Γ2
|Tr(Qγ1Qγ2)|1/2 (62)
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From the Cauchy-Schwarz inequality, δ ≤ 1.
Definition 30 (Chart-overlap). The overlap δ of two distinct charts Ω1 and Ω2 is the
POVM-overlap of the two von Neumann measurements in the charts.
Let |ω1〉 and |ω2〉 denote the basis vectors in Ω1 and Ω2 respectively. Then, the two POVMs
are {|ω1〉〈ω1|}ω1∈Ω1 and {|ω2〉〈ω2|}ω1∈Ω2 respectively and therefore
δ = max
ω1,ω2
|〈ω1|ω2〉| for ω1 ∈ Ω1, ω2 ∈ Ω2
Let H(Ω1) and H(Ω2) denote the chart entropies of Q1 and Q2 respectively and δ their
overlap. The Maassen-Uffink entropic inequality [19] reads
H(Ω1) +H(Ω2) ≥ log(1/δ2). (63)
A more precise bound taking into account the von Neumann entropy S(ρ) was established
by R. Frank and E. Lieb [38] as
H(Ω1) +H(Ω2) ≥ log(1/δ2) + S(ρ). (64)
The two inequalities Eqs. (63) and (64) are identical for deterministic states (S(ρ) = 0).
For mutually unbiased bases, we have already seen that δ = 1/
√
d and log2(1/δ
2) = N bits
(Sec. 5.4.5). At last for completely random state, S(ρ) = N bits.
5.5.2 Complementary observables
In a Hilbert space of infinite dimension, the Fourier transform provides a complementary
viewpoints to a given observable. In a Hilbert space of finite dimension, the discrete Fourier
transform and more generally “complex Hadamard matrices” [43] conveniently rescaled, say
U, play the same role. They transform the initial basis into a new basis, so that the two
charts are “mutually unbiased” (MUB).
Proposition 24.
Let U be the unitary operator mapping an initial basis |ω1〉 onto a second basis |ω2〉 in a
d-dimensional Hilbert space. The two bases are mutually unbiased if the norm |Uω1ω2 |2 of
the d2 entries expressed in the initial chart is constant. The transition operator U is then a
rescaled complex Hadamard matrix and |Uω1ω2 |2 = 1/d.
Consider a particular non-degenerate observable and its proper chart. Define a new chart
by a complex Hadamard matrix so that the two bases are mutually unbiased. Then the new
observable in complementary of the initial observable.
Definition 31 (Complementary observables). A pair of non-degenerate observables is com-
plementary when the two proper charts are mutually unbiased.
With some mathematical precautions, the limit when N →∞ leads to the complemen-
tary pairs of quantum observables like position and momentum in Hilbert space of infinite
dimension. In fact, such a pair of complementary observables describes a continuous degree
of freedom. Interestingly there is no additional mutually unbiased base beyond each pair in
infinite dimension [44].
5.6 Pair of registers
In this section, we shortly review the results of Sec. (3.4) but in the full Hilbert space.
Actually, we recover identically the standard quantum information theory. The difference lies
in the interpretation in a classical realm that clarifies some points like conditional entropy,
“entanglement entropy” or the so-called “quantum discord”.
Consider two Hilbert spaces, Ha and Hb, and let Hc = Ha ⊗Hb. In addition, consider
a global density operator ρc of rank rc acting in Hc. Define the partial traces, ρa = Trb(ρc)
acting in Ha and ρb = Tra(ρc) acting in Hb.
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Reverse transcription. The reverse transcription of the system is composed of three
probability spaces, Pa, Pb and Pc = Pa⊗Pb. Let (wc,Wc) denote the quantum state in Pc.
Now, the results of Sec. (3.4) hold. Construct the two partial systems derived from the
working distribution wc in Pc, namely, (wa,Wa) and (wb,Wb). Let Pa = wa and Pb = wb
denote the marginal probability distributions, in Pa and Pb respectively. By construction,
(wa,Wa) and (wb,Wb) are consistently transcribed in Ha and Hb respectively as ρa and ρb.
Entanglement entropy. Usually, the entanglement of a pure state ρc with respect to
the factorization Hc = Ha ⊗Hb is identified with the von Neumann entropy S′2(ρ) of either
of the two reduced states ρa or ρb in Ha and Hb respectively.
S′2(ρc)
(def)
= S(ρa) = S(ρb)
However, this definition is irrelevant for a mixed state ρc because it does not grasp the
correlation between the two factor spaces [27]. An alternative formulation was proposed by
V. Vedral et al [45] as the minimum of the relative entropy of the state ρc with respect to
all disentangled states, σc as
S2(ρc)
(def)
= min
σc∈Da⊗Db
S(ρc||σc)
where Da = {σa} and Db = {σb} are the sets of density operators acting in Ha or Hb
respectively. From Sec. (3.4), the minimum is attained for σa = ρa and σb = ρb. Finally,
we adopt the following definition
S2(ρc)
(def)
= S(ρc||ρa ⊗ ρb) (65)
Consider the canonical chart Ωc of ρc. Let Ωa and Ωb denote the reduced charts of of ρc
in Ha and Hb respectively.
Proposition 25. The entanglement entropy, Eq. (65), of a bipartite quantum state is the
mutual information of the corresponding canonical distributions.
S2(ρc) = H(Ωa; Ωb) = H(Ωa)−H(Ωa|Ωb) = H(Ωb)−H(Ωb|Ωa)
= H(Ωa) +H(Ωb)−H(Ωa,Ωb)
(66)
Proof. The global quantum state ρc and the two partial states ρa and ρb are simultane-
ously diagonal in a common canonical chart. Then, from Proposition (18), the computation
similar to Eq. (24) is performed in a conventional probability distribution as in Eq. (25). ✷
Conditional entropy. Consider the entropy S(ρa|ρb) of the state ρa in Ha conditional
on the state ρb in Hb. In conventional quantum information, this expression is considered
problematic [46]. In the present model, it makes sense by switching to the canonical chart of
ρc, as stated by Proposition (18) in Sec. (5.3.3). In this chart, ρc is diagonal in Hc, and so
are the partial traces ρa and ρb in Ha and in Hb respectively. By reverse transcription, let
Ωa, Ωb and the Cartesian product Ωc = (Ωa,Ωb) denote the sample sets respectively. From
Proposition (18) we have the formal correspondence
H(Ωa);H(Ωb);H(Ωc) =⇒ S(ρa) = H(Ωa);S(ρb) = H(Ωb);S(ρc) = H(Ωc)
H(Ωa|Ωb) = H(Ωc)−H(Ωa) =⇒ S(ρa|ρb) = S(ρc)− S(ρb)
where H(.) only refers to the canonical chart while S(.) is valid irrespective of the chart.
Therefore, in the present model, S(ρa|ρb) is a well-defined function.
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Quantum discord. Quantum discord [47–49] aims to characterize the degree of “quan-
tumness” of a given density operator ρc with respect to a pair of sub-registers. The problem
arises because in the usual formulation [49], the computation of S(ρa|ρb) is defined by a
prior POVM measurement in Hb followed by a subsequent measurement in Ha. As a result,
the conditional entropy S(ρa|POVMb) depends on the particular POVM used in Hb. To
recover the conventional quantum discord D(Ha|Hb) in the present model, we can use the
following definition,
D(Ha|Hb) (def)= max
POVMb
[S(ρa|POVMb)− S(ρa|ρb)]
The minimum of |S(ρa|POVMb) − S(ρa|ρb)| is trivially zero when the POVM in Hb corre-
sponds to the von Neumann measurement in the canonical chart. The maximum is attained
when the POVM corresponds to the von Neumann measurement in any mutually unbiased
basis (MUBb) of the canonical basis in Hb. Then the chart is singular in Hb and the mea-
surement is tautological. Therefore, the POVMb carries no information into Ha so that
S(ρa|POVMb) = S(ρa) and finally D(Ha|Hb) = S(ρa)− S(ρa|ρb) = S(ρa; ρb) is the mutual
information between ρa and ρb.
6 Examples
To illustrate the present theory, we propose to review some examples. We begin with a
system with only one bit. Indeed, the model describes both a classical bit, that is a state
of rank 2, and a genuine qubit of rank 1. Next, a 2-bit system allows the description of the
singlet and the triplet states. In passing, we turn briefly to the problem of the EPR pair
and the non-signaling property. Finally, we propose to demystify some paradoxes of the
non-local PR-box in the framework of the present theory.
6.1 One-bit system
6.1.1 Mixed one-bit system
Consider a register of just one bit X1 without any other constraint. The Bayesian prior (Λ)
is simply
(Λ)
(def)
= {N = 1}.
Static description. The sample set Ω = {ω1, ω2} comprises two classical states, ω1 =
X1 and ω2 = X1. The real LP space is P (def)= Span(ω1, ω2) of dimension d = 21 = 2. Define
p1 = P(−1) (def)= P(X1 = 0|Λ) and p2 = P(1) (def)= P(X1 = 1|Λ). The LP system Eq. (8) of
rank m = 1 is composed of the relevant universal equations, Eqs. (2, 3, 4, etc.), limited here
to the sole normalization equation,
p1 + p2 = 1
subject to p ≥ 0 (67)
The Bayesian formulation Eq. (9) is reduced to its simplest expression.
(Λ) : Assign P
Let ω˜1 = (1, 0) and ω˜2 = (0, 1) denote the deterministic solutions.
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This LP system accepts not only the two classical deter-
ministic distributions ω˜1 and ω˜2 but also a continuous
set of solutions. Each solution is a particular proba-
bility distribution P on the sample set Ω. The feasible
solutions are located on a specific polytope VΛ, that is
the line segment [ω˜1, ω˜2] identical to the tautological
simplex of one variable WI . The vertices are w1 = ω˜1
and w2 = ω˜2. Therefore, the system is simplicial (Def-
inition 1) and VΛ =WΛ =WI = conv(ω˜1, ω˜2).
Quantum state. We have a mixed quantum state of rank r = d−m+1 = 2. By default,
the working distribution wΛ is the center of mass of the polytope VΛ, i.e., g = (1/2)(ω˜1+ω˜2).
More generally, to complete the quantum state, define a contextual distribution
Σµ = {µ1, µ2} where µ1, µ2 ≥ 0 and µ1 + µ2 = 1.
The probability distribution {µ1, µ2} represents also the simplicial coefficients of the working
distribution wΛ = µ1ω˜1 + µ2ω˜2 ∈ WΛ. If µ1 = 0 or 1 we have a conventional deterministic
bit. Otherwise, we have a random bit, still conventional. In short, the quantum state is
described by (wΛ,WΛ)
Observable. Consider an observable Q(ω) = qω. The quantum expectation is defined
as,
〈Q〉 = 〈qp〉|p=wΛ = 〈qwΛ〉 = µ1qω1 + µ2qω2
For instance, consider the particular observable SZ(ω) = sω defined as
SZ(ω1) = 1 ; SZ(ω2) = −1 i.e. s = (1,−1)
We have
〈SZ〉 = 〈swΛ〉 = µ1 − µ2
Transcription in H. The Hilbert space H is the complex span of (ω1, ω2). Let (|1〉, |2〉)
denote the basis vectors. The quantum state is transcribed as a density operator in the
natural gauge as ρΛ = µ1|1〉〈1|+ µ2|2〉〈2|, or
ρΛ = µ1
[
1 0
0 0
]
+ µ2
[
0 0
0 1
]
=
[
µ1 0
0 µ2
]
It turns out that the operator is diagonal and thus the chart is canonical. Therefore, the
transcription is independent of the gauge. The simplicial distribution Σµ = {µ1, µ2} is
identical to the spectrum of ρΛ, Σλ = {λ1, λ2}. The Shannon entropy, the simplicial entropy
as well as the von Neumann entropy are S = −µ1 logµ1 − µ2 logµ2.
Irrespective of the gauge, an observable Q is transcribed as the following diagonal oper-
ator
Q =
[
qω1 0
0 qω2
]
In particular, the observable SZ is transcribed as
SZ = σ3 =
[
1 0
0 −1
]
where σ3 is the real Pauli matrix.
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Purification. From Sec.(3.4), it is possible to regard the 1-bit mixed state as the partial
subsystem of a pure 2-bit quantum state. Define a second 1-bit LP space Pb and let Pc =
P ⊗ Pb. From Eq. (34), construct the 2-bit working distribution wc = (wc,(ωi;ωb)) ∈ Pc
as wc,11 = µ1;wc,12 = 0;wc,21 = 0;wc,22 = µ2. Then wΛ in P is the marginal of wc in Pc.
Similarly, ρΛ can be purified in a 2-bit Hilbert space as a projection operator |c〉〈c| where
|c〉 is defined up to a phase factor as
|c〉 = √µ1eiφ|11〉+
√
µ2e
−iφ|22〉
and where the gauge phase φ is arbitrary. Finally ρΛ = Trb(|c〉〈c|).
6.1.2 Qubit, pure 1-bit state
We define a qubit as a pure state in a 1-bit LP system. Define a covector aθ in P∗ depending
on a setting θ associated with an observable, Aθ. Without loss in generality for feasible LP
problems, we can choose the following formulation of aθ
aθ = (aθ,ω1, aθ,ω2) = (sin
2 θ/2,− cos2 θ/2).
The qubit is the unique solution of the Bayesian problem Eq. (9)
(θ) : Assign P subject to 〈Aθ〉 = 0
The rank of the LP system is m = d = 2 and the solution is wθ = (cos
2 θ/2, sin2 θ/2). The
quantum state (wθ,Wθ) is thus characterized by the isolated vertex wθ and Wθ = {wθ}.
Observable. Consider an observable Q(ω) = qω. The quantum expectation is defined
as,
〈Q〉 = 〈qwθ〉 = qω1wθ,1 + qω2wθ,2 = qω1 cos2 θ/2 + qω2 sin2 θ/2
Specifically, the expectation of the observable SZ is 〈SZ〉 = cos2 θ/2− sin2 θ/2 = cos θ.
Transcription in H. The Hilbert space is still the complex span of (ω1, ω2). Without
loss in generality, define a gauge labelled φ as (eiφ/2, e−iφ/2). In other words, the transcrip-
tion group is U(1). With this gauge, the quantum state is transcribed as the rank 1 density
operator ρθ,φ = |a〉〈a| with the support eigenvector |a〉 = eiφ/2 cos θ/2·|1〉+e−iφ/2 sin θ/2·|2〉
as
ρθ,φ =
1
2
[
1 + cos θ e−iφ sin θ
eiφ sin θ 1− cos θ
]
Mutually unbiased bases. Consider the three following mutually unbiased basis (MUB)
as the column vectors of the three matrices
U1 =
[
1 0
0 1
]
; U2 =
1√
2
[
1 1
1 −1
]
; U3 =
1√
2
[
1 1
i −i
]
,
where the identity matrix U1 depicts the initial basis and U2, U3 are two rescaled complex
Hadamard matrices [43]. In the three bases Ui, the support eigenvectors are |ai〉 = U−1i |a〉
respectively and read with the natural gauge (φ = 0) for simplicity
|a1〉 =
[
cos θ/2
sin θ/2
]
; |a2〉 = 1√
2
[
cos θ/2 + sin θ/2
cos θ/2− sin θ/2
]
; |a3〉 = 1√
2
[
cos θ/2− i sin θ/2
cos θ/2 + i sin θ/2
]
By reverse transcription, the working distributions wi read (naturally irrespective of the
gauge)
w1 =
1
2
(1 + cos θ, 1− cos θ); w2 = 1
2
(1 + sin θ, 1− sin θ); w3 = 1
2
(1, 1)
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The chart entropies are respectively
H1 = −1 + cos θ
2
log
1 + cos θ
2
− 1− cos θ
2
log
1− cos θ
2
H2 = −1 + sin θ
2
log
1 + sin θ
2
− 1− sin θ
2
log
1− sin θ
2
H3 = 1 bit
At last, as a pure state the von Neumann entropy S(ρθ,φ) = 0 is zero and we have in
accordance with Eq. (60) (where N = 1 and d = 2N = 2)
H1 +H2 +H3 ≥ 2
For instance, for θ = π/4, we have H1 + H2 + H3 = 2.125 bits. In other words, the excess
entropy of the MUB cluster is ∆H = 0.125 bit. By contrast, if θ = 0, the first chart is
canonical. Then H1 = 0, H2 = H3 = 1 bit and therefore ∆H = 0. The cluster is centered.
Canonical chart. The canonical chart is obtained from the initial basis by diagonal-
ization with a unitary operator, U. It is convenient to use the Bloch’s representation in
a real-valued three dimensional space R3 with the Euclidean metrics. Define the standard
Pauli matrices,
σ1 =
[
0 1
1 0
]
; σ2 =
[
0 −i
i 0
]
; σ3 =
[
1 0
0 −1
]
Let σφ =
∑3
i=1 uiσi, where u = (ui) = (− sinφ, cosφ, 0) is a unit vector in R3. Then the
unitary operator U is
U = eiσφθ/2 = cos θ/2× 12 + sin θ/2× σφ.
Finally, let ρZ denote the canonical density operator,
ρZ = U ρθ,φ U
† =
[
1 0
0 0
]
The gauge group describes an axial symmetry around the axis Z in the Bloch representation.
6.2 Two-bit system
6.2.1 Tautology
Consider a system of two bits X1 and X2 without any other constraint describing the tauto-
logical LP problem. The prior is simply
(Λ)
(def)
= {N = 2}.
There are 8 unknowns, namely P(±1), P(±2) P(±1;±2). In order to describe a proba-
bility distributions, these unknowns are subject to the relevant universal equations, Eqs. (2,
3, 4, etc.). Here, we have
P(1) + P(−1) = 1 (68)
P(2) + P(−2) = 1 (69)
P(±1) = P(±1; 2) + P(±1;−2) (70)
P(±2) = P(1;±2) + P(−1;±2) (71)
subject to P(±1) ≥ 0;P(±2) ≥ 0;P(±1;±2) ≥ 0. (72)
Eqs. (68, 69) provide normalization while Eqs. (70, 71) ensure the overall consistency.
It is easy to eliminate the unknowns P(1),P(−1), P(2),P(−2) involving only one literal.
The sample set Ω = {ωi| i ∈ J1, 4K} comprises four classical states, ω1 = (X1X2), ω2 =
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(X1X2), ω3 = (X1X2) and ω4 = (X1X2). Let P (def)= Span(ωi | i ∈ J1, 4K) denote the real-
valued probability space of dimension d = 22 = 4 and let pi = P(ωi). In P , the LP system,
Eq. (8) reads
p1 + p2 + p3 + p4 = 1
subject to p ≥ 0. (73)
In P , there is a continuous set of feasible distributions located on the tautological simplex
of two variables. From LP theory [23], there are trivially 4 deterministic extreme points,
namely, ω˜i with pi = 1 (for i = 1, 2, 3, 4). They characterize separable states [11], that is
P(±1;±2) = P(±1)×P(±2). In other words, each vertex completely singles out a determin-
istic distribution on the sample set Ω.
Other solutions, depending on 3 independent parameters, are non-deterministic. These
solutions can be pinpointed by additional prior constraints.
6.2.2 Singlet state
Consider a 2-bit system subject to the logical constraint,
X1 = X2,
and an additional condition of symmetry, namely in terms of probability, that (X1 = 1) and
(X2 = 1) are equally likely. This is translated into the following specific constraints
P(1; 2) = P(−1;−2) = 0 ; P(1) = P(2) (74)
The LP problem comprises the previous universal equations, Eq. (68-71) together with the
specific constraints Eq. (74). Let us eliminate P(±1), P(±2) using Eqs. (70, 71). Define the
usual basis Ω˜ in P . Now the LP system, Eq. (8) reads
p1 + p2 + p3 + p4 = 1
p1 = 0
p4 = 0
p3 + p4 = p1 + p2
subject to p ≥ 0.
(75)
The unique solution is
p2 = p3 =
1
2
; p1 = p4 = 0
Therefore, the solution can be considered a pure quantum state with the working distribution
wΛ = (0, 1/2, 1/2, 0).
The transcription in a Hilbert space is straightforward. Let H denote the 2-bit Hilbert
space spanned by the orthonormal basis |12〉, |12〉, |12〉, |12〉. Given that two entries of wΛ
are zero, we have only one significant gauge phase, say φ. Then, the pure state in H is
ρ = |e〉〈e| where |e〉 = 1√
2
(|12〉 − eiφ|12〉)
We recover the conventional singlet state in quantum mechanics. Incidentally, a gauge
operator acting in H can be interpreted as a rotation in the Bloch representation of the
qubits so that the singlet state is isotropic in this Bloch space.
The singlet state has been defined in both P and H. Therefore, it can perfectly be
emulated in the classical realm. A possible implementation is proposed in Ref. [27].
6.2.3 Triplet state
Let us relax the constraints on the singlet state X1 = X2, as just the average 〈X1〉 = 〈X2〉.
This is immediately translated as
P(1) = P(−2). (76)
The LP problem comprises the previous universal equations, Eq. (68-71) together with the
specific constraint Eq. (76).
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LP system in P. Let us eliminate P(±1), P(±2) using Eqs. (70, 71). We obtain the
LP system in P , Eq. (8), as
p1 + p2 + p3 + p4 = 1
p1 − p4 = 0
subject to p ≥ 0.
Equivalently, the LP system is specified by the expectation of the observables A(ω) defined
by the covector a = (1, 0, 0,−1). The Bayesian formulation is
(Λ) : Assign P subject to 〈A〉 = 0
The rank of the LP system is m = 2.
Polytope VΛ. The polytope has 3 vertices, say w1, w2 and w3. To allow easy viewing, it
is possible to eliminate p1 = P(−1;−2). We obtain the equivalent LP system in a 3-D real
space,
P(−1; 2) + P(1;−2) + 2× P(1; 2) = 1
subject to P(−1; 2) ≥ 0 ; P(1;−2) ≥ 0 ; P(1; 2) ≥ 0.
0
•
•
1
1
1 -
0.5 w′3
P(1, 2)
P(−1, 2)
w′2
P(1,−2)
w′1
This new polytope has still three vertices, w′1, w
′
2
and w′3, and a continuous set of solutions. The fea-
sible solutions are located in a triangle of the real 3-
D space Span[(X1;X2), (X1;X2), (X1;X2)]. Two extreme
solutions are deterministic, i.e, (X1;X2) and (X1;X2).
Alternatives are non deterministic in this chart.
In P , the extreme points, wi are respectively w1 = (0, 1, 0, 0), w2 = (0, 0, 1, 0) and w3 =
(1/2, 0, 0, 1/2). By default, the working distribution is the point of maximum chart entropy,
i.e., the center of mass of the polytope g = (1/6, 1/3, 1/3, 1/6).
Now, we can define freely a particular contextual distribution on the polytope, as
Σµ = {µ1, µ2, µ3, } where µ1, µ2, µ3,≥ 0 and µ1 + µ2 + µ3 = 1,
The working distribution is
wΛ =
3∑
i=1
µiwi = (µ3/2, µ1, µ2, µ3/2)
EPR pair. It is possible to single out a particular solution by a setting θ as
µ1 = µ2 = (1/2) cos
2 θ/2 ; µ3 = sin
2 θ/2
Local settings. We can regard θ as a global setting and put θ = θ1 − θ2, where θ1 and θ2
are considered local settings associated with the sub-registers X1 and X2 respectively. The
entries of the working distribution wΛ read,
wΛ,1 = (1/4)(1− cos(θ1 − θ2)
wΛ,2 = (1/4)(1 + cos(θ1 − θ2)
wΛ,3 = (1/4)(1 + cos(θ1 − θ2)
wΛ,4 = (1/4)(1− cos(θ1 − θ2)
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This is exactly the joint probability distributions corresponding to an EPR pair of spins.
For instance if θ1 = θ2, the spins are opposed.
Contextual measurement. In standard quantum mechanics, it is accepted that the sys-
tem depicts a random process. This identification is implicit in all experiments checking
the violation of Bell’s inequality. In the present model, this means identifying statistical
estimation with a conventional probability problem. However, since the system is context-
dependent, a mere random drawing is inconsistent and the trial requires a stage of classical
communication [27, 29]. Precisely, the trial must be unique and then has to be deported in
a common site, e.g., at the boundary of the two regions, say Alice and Bob regions.
A consistent process can be the following: Alice and Bob have the opportunity to select
freely the setting they want, θ1 and θ2 respectively. Whenever they want, they independently
send their choice to the common trial site by classical communication:
Alice Trial Bob
θ1
λ
θ2
λ
Let φ be the first received setting, either θ1 or
θ2. Then, a single outcome λ is drawn at ran-
dom on the segment [0, 2π] with the so-called
“gauge probability distribution” [27] p(λ) =
(1/4)| cos(λ − φ)|. This outcome is transmit-
ted to Alice and Bob separately, immediately
after receiving their particular choice, θ1 or θ2.
The same outcome λ is used subsequently by both Alice and Bob to compute their own
variable X1 = (1/2)[1 + sgn cos(θ1 − λ)] for Alice and X2 = (1/2)[1 − sgn cos(θ2 − λ)] for
Bob. It can be shown [27, 29] that the resulting joint probability is precisely the working
distribution wΛ. Therefore, the Bell-CHSH inequality is instantaneously violated, as soon
as the last selection θ1 or θ2 is complete.
With regard to the present model, θi can be specified by a number of bits, i.e., by a
number of sub-registers belonging to Alice (resp. Bob) region. Then (X1, θ1) and (X2, θ2)
form a pair of correlated regions as described in Sec. (3.4). As a result, the correlation
between Alice and Bob regions is non-signaling, which is the core of the EPR paradox. The
paradox vanishes when one realizes that each party only perceives the marginal probability
in her/his own region.
A similar situation is encountered with the PR-Box, just below.
6.3 PR-Box
Nonlocal boxes were proposed by Khalfi and Tsirelson [50] and later by Popescu and Rohrlich
(PR) [31] to address the question of quantum correlations. The PR-box is a particular device
which exceeds the Tsirelson’s bound [51] of the Bell-CHSH inequality, which is forbidden in
quantum bipartite systems. Therefore, the PR-box is usually regarded as “super-quantum”.
Tsirelson identified this bound, 2
√
2, as a special value derived for two regions from the
Grothendieck inequality defined in general topological tensor product spaces [52, 53], while
leaving open the case of multipartite systems. Actually, the violation of Tsirelson’s bound is
only ruled out for bipartite quantum states. Indeed, it has been shown that arbitrarily large
violations of the inequality are already possible for tripartite systems [54]. Now, we shall
see that the Tsirelson’s inequality is not a quantum limitation of the PR-box either, because
the device is basically quadripartite. This is moreover a simple but non trivial illustration
of the effectiveness of the present theory.
6.3.1 Description
Consider a Boolean algebra of four binary variables X1, X2, X3 and X4. The definition of the
PR-Box is the following
P(X1;X2|X3;X4) =
{
1
2 if X1 ⊕ X2 = X3 ∧ X4
0 otherwise
(77)
where X1,X2 are a pair of output variables and X3,X4 are the input data. The symbol ⊕
stands for exclusive-or (XOR). Eq. (77) can be expanded as
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X1,X2\X3,X4 00 01 10 11
00 1/2 1/2 1/2 0
01 0 0 0 1/2
10 0 0 0 1/2
11 1/2 1/2 1/2 0
From the chain rule, we have
P(X1;X2;X3;X4) = P(X1;X2|X3;X4)× P(X3;X4).
Construct the classical states ωk as a conjunction of 4 variables or their negations, ωk =
(Y1;Y2;Y3;Y4) where Yi ∈ {Xi,Xi} and k = 8x1 + 4x2 + 2x3 + x4 + 1 with Yi = Xi for
xi = 0 and Yi = Xi for xi = 1. Then, there are 16 classical states ωk for k ∈ J1, 16K. Finally
let pk denote P(ωk).
Since the conditional probabilities P(X1;X2|X3;X4) are definite, we obtain a linear sys-
tem. From Eq. (77), we have p4 = p5 = p6 = p7 = p9 = p10 = p11 = p16 = 0 and
p1 = p13 = 0.5× P(−3;−4)
p2 = p14 = 0.5× P(−3; 4)
p3 = p15 = 0.5× P(3;−4)
p8 = p12 = 0.5× P(3; 4)
(78)
Taking the normalization into account, namely,
P(−3;−4) + P(−3; 4) + P(3;−4) + P(3; 4) = 1,
we can eliminate all unknowns except p1, p2, p3, p8 to obtain a reduced LP system,
p1 + p2 + p3 + p8 =
1
2
subject to pi ≥ 0.
(79)
As a LP problem of 4 variables and rank 1, the solutions are located on a convex polytope
which turns out to be a simplex with 4 vertices. Going back to the real-valued probability
space, P = Span(ωk|k ∈ J1, 16K), the dimension of the LP system is d = 16 and therefore
the rank is m = 13. The solutions are still located on a simplex Wbox of r = d−m+ 1 = 4
vertices, wi = (wi,j). From Eq. (79), the entries of wi are
vertex wi,1 = wi,13 wi,2 = wi,14 wi,3 = wi,15 wi,8 = wi,12
w1 0.5 0 0 0
w2 0 0.5 0 0
w3 0 0 0.5 0
w4 0 0 0 0.5
Non mentioned entries are zero. A particular working distribution requires the definition
of a specific context, e.g., an assignment of the input data X3 and X4. As an illustration,
we will describe successively the default context and the CHSH systems with deterministic
inputs.
6.3.2 Uniform box
Define a uniform box as a box with the default distribution, i.e., a quantum state (gbox,Wbox)
where gbox is both the center of mass of the simplex and the working distribution. The 4
simplicial coordinates µi are all equal to 1/4 for i = 1, 2, 3, 4. The 8 non-zero entries of
gbox,j are equal to 1/8 for j = 1, 2, 3, 8, 12, 13, 14, 15. It is convenient to reorder the basis
vectors in P as (ω˜1, ω˜13, ω˜2, ω˜14, ω˜3, ω˜15, ω˜8, ω˜12), (ω˜4, ω˜5, ω˜6, ω˜7, ω˜9, ω˜10, ω˜11, ω˜16), we
have,
gbox =
1
8
(1, 1, 1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0) (80)
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The variables X3 and X4 are non-deterministic. Consider, e.g., the decision function X4 =
(ω2, ω4, ω6, ω8, ω10, ω12, ω14, ω16). The covector x4 corresponding to the indicator function
of X4 in the reordered dual basis is
x4 = (0, 0, 1, 1, 0, 0, 1, 1, 1, 0, 1, 0, 0, 0, 1, 0, 1)
Therefore, from Eq. (80), we compute,
〈X4〉 = 〈x4 gbox〉 = 0.5
Similarly, 〈X3〉 = 0.5.
Let us transcribe the quantum state (gbox,Wbox) into a Hilbert space H with the natural
gauge. Define |ui〉 = |
√
wi〉. By simple inspection, we have 〈ui|uj〉 = δij . The quantum
state is transcribed in H as the following density operator of dimension 16 and of rank 4,
ρbox =
4∑
i=1
λi|
√
wi〉〈
√
wi| =
[
J O
O O
]
where O is the zero matrix of dimension 8 and
J =
1
8


J O O O
O J O O
O O J O
O O O J

 with J =
[
1 1
1 1
]
and O =
[
0 0
0 0
]
6.3.3 AB-box
The Tsirelson bound is computed for deterministic inputs. Let A,B ∈ {0, 1}. Define the
“AB-box” as the contextual PR-box with X3 = A and X4 = B. Now, we can consider four
AB-box, i.e., 4 distinct working distributions. From Eqs. (78, 79), it turns out that these
working distributions wAB in the context (AB), are the extreme points wi of the simplex
Wbox, specifically,
wAB = wi where i = 1, 2, 3, 4 for (AB) = (00), (01), (10), (11) respectively
corresponding to four pure states. Therefore, the AB-boxes can be defined in P and then
perfectly emulated in the classical realm. A possible implementation is proposed in Ref. [27],
using a stage of classical communication.
Let us construct explicitly the four pure states in the 16-dimensional Hilbert space H
already defined. Let
|ψAB〉 = |
√
wAB〉
denote four wave vectors ofH, where√wi is the array (
√
wi,1,
√
wi,2, . . . ,
√
wi,16). By simple
inspection, the four vectors |ψAB〉 are orthonormal in H. They can be generated from e.g.
|ψ00〉 by unitary operators UAB, in fact permutation operators, as
|ψAB〉 = UAB|ψ00〉
By construction each vector |ψAB〉 is the wave vector of a PR-box in the context (AB). Let
ρAB denote the density operators acting in H. We have
ρAB = |ψAB〉〈ψAB | = UAB |ψ00〉〈ψ00|U−1AB = UABρ00U−1AB
Irrespective of the context (AB), define a particular observable S as a diagonal Hermitian
operator acting in H, namely,
S = Diag(1, 1, 1, 1, 1, 1,−1,−1,−1,−1,−1,−1,−1,−1, 1, 1) (81)
where the entries are given in the reordered basis in H, namely, |1〉, |13〉, |2〉, |14〉, |3〉, |15〉,
|8〉, |12〉, |4〉, |5〉, |6〉, |7〉, |9〉, |10〉, |11〉, |16〉 so that the 8 last diagonal entries of ρAB are
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zero. The eigenvalues sj of S are ±1. They are the corresponding components of a covector
s in the probability space P . It is straightforward to compute the expectation of S with
respect to wAB in P as,
〈S〉AB = 〈swAB〉 =
{
−1 if A = B = 1
+1 otherwise
(82)
where 〈.〉AB stands for the expectation value with respect to the working distribution in the
deterministic context (AB).
Let C,D ∈ {0, 1}. Irrespective of the current context (AB), define 4 new observables,
i.e., 4 Hermitian operators derived from S as
SCD = U
−1
CD S UCD.
From Eq. (82) we have
〈S〉AB = Tr(ρABS) = Tr(UABρ00U−1ABS) = Tr(ρ00SAB) = 〈SAB〉00 =
{
−1 if A = B = 1
+1 otherwise
(83)
6.3.4 Bell-CHSH observable
For A,B ∈ {0, 1}, define a new observable as
CHSH = SAB + SA′B + SAB′ − SA′B′ ,
where A′ = 1 − A and B′ = 1 − B. From Eq. (83), in any particular context, e.g. for
definiteness in the pure state ψ00, compute the expectation,
〈CHSH〉 (def)= 〈CHSH〉00 = 〈SAB + SA′B + SAB′ − SA′B′〉00
= 〈SAB〉00 + 〈SA′B〉00 + 〈SAB′〉00 − 〈SA′B′〉00
= 〈S〉AB + 〈S〉A′B + 〈S〉AB′ − 〈S〉A′B′
Then, still from Eq. (83), we obtain,
|〈CHSH〉| = 4
This result might seem surprising because the expectation 〈CHSH〉 exceeds both the
classical and the quantum bounds whereas the device is achievable in the purely classical
realm. Indeed, the assumption of “local hidden variables” leads to Bell-CHSH inequality,
|〈CHSH〉| ≤ 2. The assumption of a pure bipartite quantum state leads to Tsirelson in-
equality, |〈CHSH〉| ≤ 2√2. In addition, assuming non-locality, Wim van Dam [55] has
proved that the AB-boxes solve the problem of “communication complexity” [56, 57], mean-
ing that all distributed computations can be performed with a trivial amount of classical
communication, i.e., with one bit.
Actually, none of the three assumptions is met. The Bell inequality can be violated
because the box is context-dependent. The Tsirelson inequality can be violated because the
quantum state is quadripartite. The result by van Dam is bypassed because the classical
implementation of any context-dependent system requires an implicit stage of communica-
tion [27].
7 Discussion
In this section, we briefly discuss some of the issues encountered in the paper and consider
the possible implications of the theory. Beyond, we venture some speculations.
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7.1 The “Born method”, a technique of statistical estimation
The first fresh ingredient implemented in this article is the use of probability to compute
Boolean expressions. This method that we have called “Born method” is a variant of a
technique already employed in statistical estimation [13]. It is the use of the maximum
likelihood estimate of a parameter when one takes into account a prior knowledge. This
changes a discrete set of logical states into an ensemble of real numbers. In return, the
meaning of the probability is somehow particular. This will be discussed in Sec. (7.6)
below.
As a matter of fact, based especially on the works by J. M. Keynes [58] and R. T. Cox [22],
probability theory is an extension of the Aristotelian logic to cases where the variables are not
wholly definite. Logical rules are thoroughly retained but they are posited with real-valued
numbers instead of logical symbols. Technically, the crucial advantage is the unique ability of
real numbers to perform optimization, which dramatically boosts the computational power.
It happens that any Boolean formula can be expressed as a set of linear equations,
which explains at the outset why quantum mechanics is linear. This fundamental property
is mysterious in the conventional conception and regarded as an axiom. It leads in particular
to the so-called “no-cloning theorem” which is actually a direct consequence of the “Born
method”.
This technique has nothing to do with physics and actually we only used the physical as
example of application. Therefore, we have only described a mathematical model, namely,
the computation of Boolean expressions by means of statistical estimation of the variables.
7.2 Bayesian versus Frequentist
As explained by Jaynes [6], Cox theorem [22] is also a pillar of the “Bayesian” theory of
inference as opposed to the “orthodox” theory where probability is viewed as a “Frequency”.
We adopt Jaynes’s terminology: a Bayesian probability is something that one assigns in order
to represent a state of knowledge while a “Frequency” is a factual property. The present
model is based on Bayesian probability, while in fact, the situation is more balanced.
In the definition of the quantum states, the LP system is clearly a technique to assign
a “Bayesian” probability. On the contrary, the contextual distribution used to single out
one solution on the specific polytope is given as a “frequency”. We do not see there is a
real contradiction because the contextual distribution may well be defined as the result of a
previous Bayesian evaluation.
Also, ascribing a value to the expectation of an observable is considered a Bayesian prior.
But if the observable is the indicator of a classical states, this corresponds to ascribing a
“frequency”.
However, the difference between “Bayesian” and “Frequentist” is more critical when con-
sidering non-local boxes. Indeed, Bayesian theory starts from a definite prior and next
computes a set of consistent probabilities based on this prior. In contrast, non-local boxes
ascribe at the outset different working distributions in one or several charts: this is therefore
a purely “Frequentist” approach, and so there is no a priori guarantee that the system is
consistent.
7.3 Register and information manifold
We started with a “classical register” but a non-traditional interpretation of the register is
the second novelty of this article. In fact, we are not especially interested in the variables
themselves, but by a logical problem defined in principle intrinsically. In addition, we aim
to draw from the data a number of consequences, namely the “observables”.
By necessity, the logical problem is initially encoded with a particular set of variables
within a register, but this necessity masks the other ways to represent the same input
information. Indeed, data could be represented as well by a completely different set of
variables, e.g. a Fourier transform of the initial variables. It turns out that the choice of
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variables is far from being indifferent because the observables are expressed specifically with
respect to a particular set of variables.
As a result, a unique representation would only disclose explicitly a partial view on
the complete system, as defined by the full ensemble of input constraints, so that some
observables on the complete register would not be expressible in the initial representation
(or chart). This property is comparable to the different aspects of an entire landscape
obtained by different angles of shooting in photography. Nevertheless, it happens that these
hidden aspects can be recovered in totality but in other charts.
Indeed, quantum information can precisely scan these different representations by means
of reversible channels. As a result, the register is treated as an “information manifold” that
can be read in a number of different perspectives. For instance, a complete description of
these perspectives without duplication is provided by 2N + 1 mutually unbiased charts in
a register of N bits and actually the total information stored in the register is distributed
between these charts. This is the essence of the uncertainty relations.
On the other hand, the original information can encode the variables in an arbitrary
alphabet. While much of the paper is valid for any alphabet, we use specifically binary units
for simplicity, because both data in the register and logical outcomes in the Boolean algebra
can be treated on the same footing. Ideally, the model should treat information intrinsically,
regardless of the alphabet but, to our knowledge, such a theory is missing.
In short, we regard a register as an “information manifold” by analogy with the geomet-
rical manifolds. To implement this new concept, we use a Hilbert space as a mathematical
tool whose decisive advantage lies in the ability to change mechanically the set of active
variables via unitary operators. We use quantum channels for switching between different
charts in order to observe different features of the overall information. Technically, a LP
probability space is suitable to describe an “information chart” and a Hilbert space to depict
an “information manifold”. Non-reversible channels and antiunitary transformations open
up other issues, outside the main scope of this paper.
Eventually, Secs. (7.1) and (7.3) suggest that quantum information should be defined as
a technique of “statistical estimation of logical variables” within an “information manifold”.
This tool is certainly a novelty in conventional information processing.
7.4 Quantum information in a nutshell
At this point, let us expose an informal description of quantum information in a purely
classical realm as an extension of classical information theory and independently of quan-
tum mechanics. In short, the model is how to treat an intrinsically logical problem, i.e,
independently of a specific set of logical variables.
Sketch. Quantum information is a mathematical framework for analyzing a logical sys-
tem subject to constraints. By complying with these constraints, the system is found in
a logical state. This corresponds to a certain amount of classical information that can be
retrieved especially by real-valued functions of the logical state called “observables”. Basi-
cally, the logical system is considered as intrinsic. But although intrinsic, the problem is
necessarily formulated initially in a specific set of Boolean variables, even if that set remains
optional. The constraints are expressed by a technique of statistical estimation which allows
an easy change of variables: This means that the unknowns are not the Boolean variables
themselves but the conditional probability that these variables are true, given the ensemble
of constraints.
Starting from an initial set of Boolean variables, it is possible to consistently change
the variables at will, constituting some kind of factor analysis. This flexibility is especially
necessary because a particular observable can only be defined with respect to a specific set
of variables. Thus, the complete ensemble of variable is required to take into account all
potential observables. At last, the full information contained in the system can be retrieved
by considering the complete ensemble of variable sets.
It turns out that this goal is completely met by encoding the space of conditional prob-
abilities into a complex-valued mathematical object, namely, a Hilbert space. Any set of
variables corresponds to a particular basis in the Hilbert space and depicts a particular
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“chart” of the system while the whole system is an “information manifold”. The entire
constraints are expressed by a matrix, called “density operator” and the observables are
represented by Hermitian operators.
The most significant chart corresponds to the basis where the density operator is diago-
nal. In this chart, and if the problem admits a unique solution, this solution is deterministic
and corresponds to a basis vector of the Hilbert space. Otherwise, potential solutions are
still deterministic and correspond to a subset of the basic vectors, while the working solu-
tion is a weighted combination of these potential solutions, defining a probability problem
entirely conventional.
It is necessary anyway to consider other charts, because they correspond to practical
situations and allow to consider all observables defined on particular sets of variables. In
these charts, the behavior of the system exhibits the typical of features of the “quantum
world”, such as entanglement, contextuality, nonsignaling correlations etc., resulting from
the mere mathematical rules in the Hilbert space. In particular, since the full information
contained in the hypotheses is distributed among the different charts, the observable out-
comes collected from several charts combine to provide this information. This gives rise
to the so-called uncertainty relations, which are best formulated as entropic inequalities,
expressing that the total information is limited by the information contained in the input
constraints. ✷
7.5 Quantum versus classical
Even though it is not traditional, the above understanding of a classical logical problem is
fully compatible with quantum mechanics. Commenting the “Born interpretation”, this was
posited in 1954 by Max Born himself [15] in the context of the wave-particle duality: “Every
object that we perceive appears in innumerable aspects. The concept of the object is the
invariant of all these aspects.” Now, the “Born method” applied to “information manifolds”
raises this view to the status of an unexpected yet universal principle, valid even for a single
bit of information. For example, the selection of an axis to characterize a spin, i.e. a one-
bit register, is the choice of an optional viewpoint to depict one binary alternative. In our
formulation, the Born “invariant” is the Bayesian prior, the particular “aspect” is the chart
and the “perception” is the probability distribution. In the “orthodox” quantum theory, the
probability distribution is rather regarded as a factual characteristic of the object.
In stark contrast, the classical approach of physics is to assume that the different view-
points exist independently, by coarse identification of a probabilistic scheme to a determin-
istic description. But strictly speaking, this identification is unfounded. For example, we
cannot select three separate components of a simple alternative. More generally, in the
deterministic realm, general contextuality is simply inconceivable, that is, technically, non
commutative observables are impossible. The classical approximation is justified by the fact
that non-commutativity in physics depends on a dimensional parameter, the Planck con-
stant, which is negligible with the practical units of daily life. Therefore, the present theory
suggests that the classical domain should be defined as the approximation in which the charts
are considered independent. In this regard, in odds with the common wisdom, the concepts
of static contextuality, violation of Bell inequality, entanglement, non-signaling correlation
or non-extensive entropy, although arising from the “Born method”, are definitely specified
in a single chart and therefore have nothing to do with the distinction between quantum
and classical [27, 59]. Finally, this supports the idea that there is no classical world, but
only different models of the world at different levels of approximation [60, 61].
7.6 Probability and measurement
The variables within a register are described by probability distributions. However, statis-
tical estimation involves a clear shift from the usual practice of probability: Probability is
not intended to predict the outcome of an event but to assess the likeliness of an assump-
tion. In this context the meaning of a non-deterministic probability is completely different.
Arguably, this is the essence of the so-called measurement problem in quantum information.
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To give a caricatural example, in the Bayesian factorization of a prime number, the non-
deterministic probability of a nontrivial factor means that that a deterministic factor does
not exist and has nothing to do with the plausibility to draw a true factor at random.
Actually, in the present model, the absence of deterministic solution only means that the
solution is not in the scope of the current chart. In fact, when it is possible to switch to
the relevant chart, there is always deterministic solutions (Theorem 6 above). Therefore in
general systems, the absence of deterministic solution means that the current chart is poorly
suited to problem. Arguably, this is not very different in quantum physics. For instance,
the deterministic solutions of a quantum system are not necessarily the position and the
momentum of the internal components in the current chart but the quantum numbers in
another chart. However, in static systems, for example, the Bayesian computation, the
particular set of input variables is compulsory and the lack of deterministic solution means
that this set is not suitable for the problem, and thus that there is no valid solution, just as
complex-valued solutions are simply irrelevant in an everyday mathematical problem, which
does not call for a more subtle interpretation.
On the other hand, quantum measurement, i.e., the use of probability to draw an out-
come at random, is certainly not prohibited but it is an additional feature with a new
signification, which must be justified outside the technique of statistical estimation. For
instance, in quantum mechanics, measurement must be independently justified by physical
considerations: Measurement of a general POVM, Eq. (48), calls for a relevant interpreta-
tion. As indicated in Sec. (6.2.3), measurement of contextual systems presumes necessarily
a licit process [27], which therefore excludes a rash random trial, which would lead to in-
consistencies like the violation of Bell’s inequalities. Finally, the random draw of a factor of
a prime number has simply no meaning in Bayesian computation.
7.7 Contextuality and free will
We adopt the following definition: A system is context-dependent when the working prob-
ability distribution depends on an exogenous choice. Therefore, this exogenous choice can
be regarded as the expression of the free will of the observer. We encountered two different
forms of contextuality. First, in static systems, the exogenous choice is made in a single
chart in order to select one particular solution on the specific polytope. This is achieved
by a contextual probability distribution, still leaving some uncertainty described by the
simplicial entropy in the chart and the von Neumann entropy in the information manifold.
Second, in general systems, the other exogenous choice is to select a particular chart, i.e., a
particular choice of logical variables, interpreted as a particular point of view on the system.
This corresponds to the free choice of a basis in the Hilbert space.
In bipartite systems, the Bell-CHSH inequality is a witness of contextuality whether
static or general, while the Tsirelson bound is just a property of the factorization of the
Hilbert space.
7.8 Symmetry and gauge invariance
In the present theory, the density operator in the Hilbert space is defined up to a gauge
transcription group and therefore, the unitary transformations of this group are interpreted
as “symmetries”. The underlying register is point-wise invariant although one would expect
that symmetries correspond to actual transformations of the register and not only of the
Hilbert space. This is similar to gauge invariance in quantum field theory. In contrast, this
conception is not traditional in classical physics [62]. Therefore, the relevance of gauge the-
ories in physics is noteworthy. More generally, this result suggests that any exact symmetry
in physics could be explained by a multivalued description of a basically non symmetrical
object.
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7.9 An informational model of physics and beyond
Physics is the science of observation based on reasoning [63]. The present information model
only deals with logical concepts and therefore can only describe a bare landscape of the world
exempt from ontological or “ontic” ingredient. As a matter of fact, these are perhaps not so
essential, especially since genuine ontological elements are arguably unimaginable and thus
unfalsifiable, while candidates, whether fire, aether, circles, points, vectors or branes are
highly problematic. Bypassing ontology, the present model hints at a number of conjectures
widely unexpected.
Let us submit a speculative essay on these conjectures within a purely information-
theoretic model.
Essay: Any observation of the universe is recorded in a register, e.g., located in the
brain of the observer. Next, the world is reconstructed from this abstract representation
and perceived as the “information manifold” of the register. A snapshot is represented by a
chart. Since reasoning only accept two states, true and false, the bit reversal gauge group
of the Boolean algebra is a primary symmetry of the universe which could be identified
with the CPT symmetry. Similarly, the transcription gauge group of the elementary bit
depicts the symmetry of space. Technically, different orientations mean different charts. As
highlighted by R. Feynman [64], the symmetry of space is actually that of the spinor SU(2)
and not of the rotation group SO(3) as illustrated by the Möbius strip or the topological
insulators [65]. This suggests that the real 3-D space of the non-relativistic world could
be the Bloch representation of the 2-D Hilbert qubit space, thereby supporting an old and
puzzling conjecture [66].
More generally, the transcription gauge group is interpreted as the symmetry of the
world. The deep insight by Steven Weinberg [64], namely, “specifying the symmetry group
of Nature may be all we need to say about the physical world”, is fully consistent with this
view. Therefore, the standard model of elementary particles could be founded on information
theory. Owing to the mathematical equivalence between potential and probability [67], even
the conventional fields generated by gauge invariance could be based on the theory.
On the other hand, classical physics describes the universe at a given time as a collec-
tion of charts, considered approximately independent. Canonical coordinates in Hamilton
physics correspond to conjugate charts. Finally, the classical phase space is a comprehensive
atlas of conjugate charts regarded as approximately independent and expressed in differ-
ent units of measurement, appropriate to the world of every day. Therefore, most of the
residual correlation between charts is captured by the so-called “dimensional analysis”. By
contrast, the full correlations are taken into account in quantum physics and the same atlas
is conveniently described by a unique Hilbert space, via the iconic Planck constant to re-
store commensurability. Retrospectively, the tiny value of this constant in the usual units
legitimates the classical approximation in every day physics.
In cosmology, the universe, as perceived by an observer, could be depicted by a global
information manifold subject to a unique mixed state, as opposed to a pure state, because the
entire observable universe cannot be exactly captured. The proper time of the observer could
be defined by a monotonic function of the von Neumann entropy of this state. Evolution is
then described by a fundamental quantum channel semi-group basically irreversible. Then,
the arrow of time as well as the “tendency to disorder” over time become tautological. As a
result, reversible channels should describe either quasi-static or virtual transformations. In
contrast, the flow of time corresponds to a leak of information across the horizons, whether
cosmic or black hole horizons, bringing new arguments to the famous black hole information
paradox [68].
In addition to the separation between classical and quantum systems, a second dividing
line may be drawn with respect to the Planck scale. This could correspond to an approx-
imation to deal with the huge number of bits. In mathematics, a well-known bypass is
to introduce continuous systems, for instance, to replace a discrete series by a continu-
ous integral. Here, we replace the Hilbert space with tremendous but finite dimension by
an infinite dimensional space, irrespective of the actual Planck scale. In this conception,
“classical physics”, including general relativity, is then a collection of continuous and inde-
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pendent charts. “Traditional quantum physics” corresponds to continuous and correlated
charts. “Trans-Planckian physics”, which comprises quantum gravity, could paradoxically
correspond to the present model of a finite dimensional Hilbert space. The comprehensive
pairs of canonical observables maximally incompatible in continuous physics is then an ap-
proximation of a set of mutually unbiased observables. Finally, this would only provide
three levels of approximation, because discrete independent charts are not considered in
physics. In this respect, elementary particles in the standard model or simple components
like “spins”, are already described in the trans-Planckian model. ✷
Beyond physics, this approach is likely to be powerful in all area of reasoning. The first
application concerns Bayesian computation. It provides an explanation for the speedup
of quantum computing on the conventional calculation based on the “Born method” and
the unique ability of real numbers to perform optimization, leading to the conclusion that
P=NP [11]. Therefore, the results obtained with quantum computers, e.g. for integer
factoring [69], can also be achieved by perfectly classical computers [12].
More unexpected for quantum physicists, though suspected by David Bohm and Basil Hi-
ley [70], soft sciences already benefit from this approach. Applications have been described,
e.g., in cognition and decision making [71–73], psychology [74, 75], social science [76] or
grammatical language [77].
Finally, many other areas could be involved in order to deal with subtle entanglements,
specifically in computational chemistry, bioinformatics, phylogenetics, machine translation,
artificial intelligence, data mining, or even economics, based on the principle that “money is
memory” [78].
8 Conclusion
Our goal was to propose an interpretation of quantum information. Although this is a
longstanding issue, whose origins can be traced back to von Neumann [34], the foundations
of quantum formalism have remained elusive, raising questioning and discomfort [79]. The
probabilistic “Born interpretation” aroused the Einstein’s famous sentence, “I, at any rate,
am convinced that He does not throw dice” [80]. Later, in a celebrated lecture [81], R.
Feynman gave his equally famous verdict, “I think I can safely say that nobody understands
quantum mechanics”. Let us finally mention Jaynes’ opinion: “A standard of logic that
would be considered a psychiatric disorder in other fields, is the accepted norm in quantum
theory” [7].
To address this discomfort, countless approaches have been devised. Some authors tried
to circumvent the conventional logic. Some attempted to reinterpret the experimental re-
sults. Finally, some simply denied that there is a problem. In a tasty paper, updated in
2002 [82], Christopher Fuchs enumerated with humor a number of “religions”: “The Bohmi-
ans [83], the Consistent Historians [84], the Transactionalists [85], the Spontaneous Col-
lapseans [86], the Einselectionists [87], the Contextual Objectivists [88], the outright Ev-
erettics [89, 90], and many more beyond that”. Recent “chapels” try to derive quantum
logic from ad hoc information-theoretic extra principles assumed “reasonable” or praise cir-
cuit frameworks claimed “operational” [91–95]. Eventually, an appealing way is to compare
quantum states with Bayesian states of knowledge [96–99].
In the present paper, we support the information-theoretic interpretation of quantum
formalism based on Bayesian inference theory. We take for granted the standard Aristotelian
logic and pose no new postulate. Instead, we start from conventional information theory.
We regard the input data as logical constraints and introduce two fresh ingredients. (1)
We replace the deterministic description by a statistical evaluation of the variables. (2) As
input information is thus displayed only in part, we retrieve other aspects by a scanning
technique requiring a Hilbert space.
When applied to a logical problem, this method leads to build probability “charts” de-
scribing the different aspects of an underlying register. The atlas of all potential charts
represents an “information manifold”. A single chart is depicted by a real probability space,
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while the comprehensive atlas constitutes a Hilbert space. Reversible quantum channels
describe mappings from one chart to another. Observables are real-valued functions charac-
terizing a particular aspect. The Born rule is a straightforward transcriptions in the Hilbert
space of the expectation values in the register. Observables within a single chart are simul-
taneously compatible and commute in the Hilbert space. Transverse observables involving
incompatible aspects do not commute. The most emblematic example in physics is the pairs
of conjugate charts, depicting two complementary aspects, that give rise to the Heisenberg
uncertainty relations, appraising their degree of incompatibility.
Although using quantum terminology when possible, we have only dealt with classical
information in a classical register. As a result, we obtain the full apparatus of quantum
information. This means that quantum information as such is nothing but information itself
and therefore devoid of any physical content.
Concerning quantum mechanics, this is the first time a model logically deduces the
main features of its founding, almost always regarded as postulates that look so enigmatic:
Why is the theory linear? Why is the theory probabilistic? Where does the Hilbert space
come from? Also, most of the paradoxes, such as entanglement, contextuality, nonsignaling
correlation, measurement problem, no-cloning theorem etc., find a quite trivial explanation.
At last the controversial concept of Shannon information conveyed by a wave vector, or
stored in the system is clarified.
Beyond physics, quantum information appears as a multipurpose technique for analyzing
a system of logical constraints, in line with classical information. Whereas Boolean algebra
and classical information are the universal tools of logic, we propose that Bayesian algebra
and quantum information are the universal tools of reasoning. This is perhaps the most
exciting conclusion of this article.
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