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VANISHING IDEALS OF AFFINE SETS PARAMETERIZED BY ODD
CYCLES
M. EDUARDO URIBE-PACZKA, ELISEO SARMIENTO, AND CARLOS RENTERI´A MA´RQUEZ
Abstract. Let K be a finite field. Let X∗ be a subset of the affine space Kn, which is
parameterized by odd cycles. In this paper we give an explicit Gro¨bner basis for the vanishing
ideal, I(X∗), of X∗. We give an explicit formula for the regularity of I(X∗) and finally if X∗ is
parameterized by an odd cycle of length k, we show that the Hilbert function of the vanishing
ideal of X∗ can be written as linear combination of Hilbert functions of degenerate torus.
1. Introduction
We introduce some basic notions from coding theory. Let K = Fq be the finite field with
q elements. We consider the n-dimensional vector space Fnq whose elements are n-tuples a =
(a1, . . . , an) with ai ∈ Fq.
A linear code C over the alphabet Fq is a linear subspace of F
n
q . The elements of C are called
codewords. We call n the length of the code C and dimFq C the dimension of the code C as an Fq-
vector space. The weight of an element a = (a1, . . . , an) ∈ F
n
q is defined as w(a) = |{i | ai 6= 0}|.
The minimum distance δ(C) of a code C 6= 0 is given by:
δ(C) = min{w(a) | 0 6= a ∈ C}.
Recall that the projective space of dimension s − 1 over K, denoted by Ps−1K , is the quotient
space
(Ks \ {0})/ ∼
where two points α, β in Ks \ {0} are equivalent if α = λβ for some λ ∈ K. We denote the
equivalence class of α by [α]. Let S = K[t1, . . . , ts] = ⊕
∞
d=0Sd be a polynomial ring over the field
K with the standard grading. Let Y be a subset of Ps−1K , where P
s−1
K is a projective space over
the field K. Fix a degree d ≥ 1. Let P1, . . . , Pm be a set of representatives for the points of Y
with m = |Y|. For each i there is fi ∈ Sd such that fi(Pi) 6= 0. Let Pi = [(a1, . . . , as)], there is
at least one j in {1, . . . , s} such that aj 6= 0. Setting fi(t1, . . . , ts) = t
d
j one has that fi ∈ Sd and
fi(Pi) 6= 0. The evaluation map, denoted by evd, is defined as:
(1.1) evd : Sd = K[t1, . . . , ts]d → K
|Y|, f 7→
(
f(P1)
f1(P1)
, . . . ,
f(Pm)
fm(Pm)
)
.
The map evd is well-defined, i.e., it is independent of the set of representatives that we choose
for the points of Y. The map evd defines a linear map of K-vector spaces. The image of Sd
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under evd, denoted by CY(d), is called a projective Reed-Muller-type code of degree d over Y
[5, 10]. It is also called an evaluation code associated to Y.
Let Y be a subset of Ks, and let Y be the projective closure of Y . As Y is finite, its projective
closure is:
Y = {[(1, α)] |α ∈ Y } ⊂ PsK.
Let P1, . . . , Pm be the points of Y , and let S≤d be the K-vector space of all polynomials of S
of degree at most d. The evaluation map
(1.2) evad : S≤d −→ K
|Y |, f 7→ (f(P1), . . . , f(Pm)) ,
defines a linear map of K-vector spaces. The image of evad, denoted by CY (d), defines a linear
code. We call CY (d) the affine Reed-Muller-type code of degree d on Y .
Let yv1 , . . . , yvs be a finite set of monomials. As usual if vi = (vi1, . . . , vin) ∈ N
n, then we set
yvi = yvi11 · · · y
vin
n , i = 1, . . . , s,
where y1, . . . , yn are the indeterminates of a ring of polynomials with coefficients in K. Consider
the following set parameterized by these monomials
X∗ := {(xv111 · · · x
v1n
n , . . . , x
vs1
1 · · · x
vsn
n ) ∈ K
s|xi ∈ K
∗ for all i}
where K∗ = K \ {0}. Following [15] we call X∗ an affine algebraic toric set parameterized by
yv1 , . . . , yvs . The setX∗ is a multiplicative group under componentwise multiplication. Following
[15] we call CX∗(d) a parameterized affine code of degree d. Parameterized affine codes are special
types of affine Reed-Muller codes in the sense of [21, p. 37]. If s = n = 1 and v1 = 1, then
X∗ = F∗q and we obtain the classical Reed-Solomon code of degree d [20, p. 42]. Some families
of evaluation codes have been studied extensively, including several variations of Reed-Muller
codes [4, 5, 9, 11, 10, 18].
The dimension and length of CX∗(d) are given by dimK CX∗(d) and |X
∗| respectively. The
dimension and length are two of the basic parameters of a linear code, the third basic parameter
is the minimum distance. The minimum distance of CX∗(d) will be denoted by δd. The basic
parameters of CX∗(d) are related by the Singleton bound for the minimum distance
δd ≤ |X
∗| − dimK CX∗(d) + 1.
The parameters of evaluation codes over finite fields have been computed in a number of cases.
If X∗ is the image of the affine space Ks under the map Ks → Ps, x 7→ [(1, x)], the parameters
of CX∗(d) are described in [4, Theorem 2.6.2].
In this article we focus on linear codes parameterized by the edges of a graph G (see Definition
2.4) which has m components and each component is an odd cycle; all our work is based on
the affine space. In [16], the authors work with codes parameterized by even cycles over the
projective space, they find an explicit description for a set of generators of the vanishing ideal
(see Definition 1.1) associated to an even cycle. In the same article, we can also find the length
of the code associated to a graph G with m connected components (see [16, Theorem 3.2]). In
[12], the authors work with codes parameterized by odd cycles over the projective space and
they prove that parameterized sets by odd cycles over the projective space are projective torus.
Therefore, if we work with codes parameterized by odd cycles over the projective space, we get
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parameterized codes over projective torus, and these codes are very well known. There is not
any paper that works with parameterized codes by odd cycles over the affine space, in contrast
with [12], we are going to see that if 2 | q − 1 then affine sets parameterized by odd cycles are
not affine torus.
The contents of this paper are as follows. In Section 2 we introduce the preliminaries and
explain the connection between the codes and graphs. In Section 3 we provide an explicit de-
scription of a set of generators from the vanishing ideal of an affine set parameterized by a graph
G with m connected components, where each component is an odd cycle (see Theorem 3.11).
The set parameterized by the edges of a graph G will be denoted by X∗G (see Definition 2.4) .
Definition 1.1. (i) Let X ⊆ Ks. We set:
I(X) = {f ∈ S | f(x1, . . . , xs) = 0 ∀x = (x1, . . . , xs) ∈ X}.
(ii) Let X ⊆ Ps−1K . We set:
I(X) = 〈{f ∈ S | f is homogeneous and f(x) = 0 ∀x ∈ X}〉
Clearly I(X) is an ideal, we will call to I(X) (resp. I(X) ) the vanishing ideal of X (resp. X).
For a set X∗ parameterized by monomials, the main algebraic fact about I(X∗) that we use
is a remarkable result of [15] showing that I(X∗) is a binomial ideal. In Section 4 we give an
explicit formula for the regularity of I(X∗G), where G is graph with m connected components and
each component is an odd cycle. Finally, in Section 5, if G is an odd cycle of length k, we prove
that the Hilbert function of I(X∗G) can be written as a linear combination of Hilbert functions
of degenerate torus.
For all unexplained terminology and additional information we refer to [7] (for the theory of
binomial ideals), [2, 19] (for the theory of polynomial ideals and Hilbert functions).
2. Preliminaries: Codes Associated to a Graphs
We will use the notation and definitions used in the introduction. In this section, we introduce
the connection between graphs and codes and we present the basic theory of Hilbert functions
that we will use later.
Theorem 2.1. (Combinatorial Nullstellensatz [1, Theorem 1.2]) Let R = K[y1, . . . , yn] be a
polynomial ring over a field K, let f ∈ R, and let a = (a1, . . . , an) ∈ N
n. Suppose that the
coefficient of ya in f is non zero and deg(f) = a1 + · · · + an. If S1, . . . , Sn are subsets of K,
with |Si| > ai for all i, then there are s1 ∈ S1, . . . , sn ∈ Sn such that f(s1, . . . , sn) 6= 0.
Let X∗ ⊆ Ks−1 be an affine algebraic toric set parameterized by yv1 , . . . , yvs−1 . The kernel of
the evaluation map evd, defined in Eq. (1.2), is I(X
∗)≤d; in other words I(X
∗)≤d is the set of
all the polynomials of degree less or equal to d that are in I(X∗), thus there is an isomorphism
of K-vector spaces:
S≤d/I(X
∗)≤d ≃ CX∗(d).
The affine Hilbert function of I(X∗) is given by:
HX∗(d) = dimK S≤d/I(X
∗)≤d = dimK CX∗(d).
Let X ⊆ Ps−1K be the projective closure of X
∗ and let CX(d) be a projective Reed-Muller code
of degree d. It is shown that the codes CX(d) and CX∗(d) have the same basic parameters (see
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[15, Theorem 2.4]). The kernel of the evaluation map evd, defined in Eq. (1.1), is precisely I(X)d
the degree d piece of I(X). Hence there is an isomorphism of K-vector spaces
Sd/I(X)d ≃ CX(d).
Two of the basic parameters of CX(d) can be expressed using Hilbert functions of standard
graded algebras [19], as we now explain. Recall that the Hilbert function of I(X) is given by
HX(d) := dimK (S/I(X))d = dimK Sd/I(X)d = dimK CX(d).
The unique polynomial hX(t) =
∑k−1
i=0 cit
i ∈ Z[t] of degree k − 1 = dim(S/I(X)) − 1 such that
hX(d) = HX(d) for d ≫ 0 is called the Hilbert polynomial of I(X). The integer ck−1(k − 1)!,
denoted by deg(S/I(X)), is called the degree or multiplicity of S/I(X). In our situation hX(t) is a
non-zero constant because S/I(X) has dimension 1. Furthermore hX(d) = |X| for d ≥ |X|−1, see
[13, Lecture 13]. This means that |X| equals the degree of S/I(X). Thus HX(d) and deg(S/I(X))
equal the dimension and the length of CX(d) respectively. There are algebraic methods, based
on elimination theory and Gro¨bner bases, to compute the dimension and the length of CX(d)
[17].
Definition 2.2. The regularity index of S/I(X), denoted by reg(S/I(X)), is the least integer
p ≥ 0 such that hX(d) = HX(d) for d ≥ p.
As S/I(X) is a 1-dimensional Cohen-Macaulay graded algebra [8], the regularity index of
S/I(X) is the Castelnuovo-Mumford regularity of S/I(X) [6]. By Hilbert-Serre Theorem, the
Hilbert series of S/I(X) can be uniquely written as FX(t) =
f(t)
1−t , where f is a polinomial of
degree equal to the regularity of S/I(X). From the exact sequence:
0→ (S/I(X))[−1]
ts→ S/I(X)→ S/(ts, I(X))→ 0,
we deduce F (S/(ts, I(X)), t) = f(t), where F (S/(ts, I(X)), t) is the Hilbert series of S/(ts, I(X)).
Let > be a monomial order on S and let 〈0〉 6= I ⊆ S be an ideal. If f is a non-zero polynomial
in S, we can write:
f = λ1t
α1 + · · ·+ λrtαr ,
with λi ∈ K
∗ for all i and tα1 > · · · > tαr . The leading monomial tα1 of f is denoted by LM(f)
and the leading term λ1LM(f) of f is denoted by LT (f). We denote by LT (I) the set of leading
terms of elements of I. The ideal of leading terms of I is the monomial ideal of S given by:
〈LT (I)〉.
Definition 2.3. Let 〈0〉 6= I ⊆ S be and ideal. A monomial ta is called a standard monomial
of S/I, with respect to >, if ta is not the leading monomial of any polynomial in I, that is,
ta /∈ 〈LT (I)〉. A polynomial f is called standard if f 6= 0 and f is k-linear combination of
standard monomials.
The set of standard monomials, denoted by ∆>(I), is called the footprint of S/I. The image of
∆>(I), under the canonical map S −→ S/I, is a basis of S/I as a K-vector space. In particular
If X∗ ⊆ Ks−1 is an affine algebraic toric set parameterized by yv1 , . . . , yvs−1 , then HX∗(d) is the
number of standard monomials of degree less or equal to d.
The affine algebraic toric set parameterized by y1, . . . , ys will be denoted by T
s. We call T s
an affine torus;
T s = {(x1, . . . , xs) | xi ∈ K
∗}.
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It is known that I(T s) =
〈
{tq−1i − 1}
s
i=1
〉
. Let X∗ ⊆ Ks be an affine algebraic toric set
parameterized by yv1 , . . . , yvs . By [15] we know that I(X∗) is generated by binomials ta− tb ∈ S
where a, b ∈ Ns. In addition there are a few observations to be made.
• Since X∗ ⊆ T s, then I(T s) ⊆ I(X∗), hence {tq−1i − 1}
s
i=1 ⊆ I(X
∗).
• Let f = ta − tb be a nonzero binomial of S. If gcd(ta, tb) 6= 1, then we can factor the
greatest common divisor tc from both ta and tb to obtain f = tc(ta
′
− tb
′
), for some
a′, b′ ∈ Ns. Since tc never is zero on T s, for any c ∈ Ns, we deduce that f ∈ I(X∗) if and
only if ta
′
− tb
′
∈ I(X∗). Accordingly, when looking for binomials generators of I(X∗)
we may restrict ourselves to those binomials ta− tb such that ta and tb have no common
divisors.
• Given a = (a1, . . . , as) ∈ N
s, we set |a| = a1 + · · ·+ as and supp(a) = {i | ai 6= 0}. Then
clearly, ta and tb have no common divisors if and only if supp(a) ∩ supp(b) = ∅.
Let G be a simple graph with vertex set VG = {v1, . . . , vn} and edge set EG = {e1, . . . , es}.
For and edge ei = {vj , vk}, where vj, vk ∈ VG , let νi = ej + ek ∈ N
n, where, for 1 ≤ j ≤ n, ej is
the j−th element of the canonical basis of Qn.
Definition 2.4. The affine algebraic toric set associated to G is the affine toric set parameterized
by the n−tuples ν1, . . . , νs ∈ N
n, obtained from the edges of G. If X∗G is the affine parameterized
toric set associated to G we call its associated linear code CX∗
G
(d) the parameterized affine code
associated to G and we refer to the vanishing ideal of X∗G as the vanishing ideal over G.
If x = (x1, . . . , xn) ∈ (K
∗)n and ei = {vj , vk} is an edge of G, we set x
ei = xej+ek = xjxk, so
that the structural map θ : (K∗)n → X∗G is given by x→ (x
e1 , . . . , xes). If G is a graph with m
connected components, of which ǫ are non-bipartite, the length of CX∗
G
(d) has been determined.
Theorem 2.5. Let G be a graph with m connected components, of which ǫ are non-bipartite.
Suppose that G has n vertices. Then:
o(X∗G) =


(q − 1)n−m+ǫ if 2 ∤ q − 1
(q − 1)n−m+ǫ
2ǫ
if 2 | q − 1
Proof. It follows from [16, Lemma 3.1]. 
Corollary 2.6. Let G be a graph with m connected components. Suppose that each component
is a k-cycle and k is odd. Then:
o(X∗G) =


(q − 1)km if 2 ∤ q − 1
(q − 1)km
2m
if 2 | q − 1
3. Vanishing Ideals of Odd Cycles
In this Section we give an explicit description of the vanishing ideal associated to a graph G
with m connected components and each component is an odd cycle.
We continue to use the notation and definitions used in the introduction. Let G be a graph
with m connected components, suppose that each component is a k-cycle with k = 2γ + 1. Let
Ck1 = x1 · · · xkx1, C
k
2 = xk+1 · · · x2kxk+1, . . ., C
k
m−1 = x(m−2)k+1 · · · x(m−1)kx(m−2)k+1, C
k
m =
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x(m−1)k+1 · · · xmkx(m−1)k+1 be the m components of G. If 2 ∤ q − 1, then o(X
∗
G) = (q − 1)
km,
therefore X∗G is an affine torus. Suppose that 2 | q − 1. Let:
F1 = {A ⊆ {1, . . . , k} | |A| = γ},
F2 = {A ⊆ {k + 1, . . . , 2k} | |A| = γ},
...
Fm = {A ⊆ {(m− 1)k + 1, . . . ,mk} | |A| = γ}.
Let Ai = {t
q−1
2
α1 · · · t
q−1
2
αγ − t
q−1
2
w1 · · · t
q−1
2
wγ+1 | {α1, . . . , αγ} ∈ Fi and {w1, . . . , wγ+1} = {(i − 1)k +
1, . . . , ik} − {α1, . . . , αγ}}. Note that Ai ⊆ K[t(i−1)k+1, . . . , tik].
Lemma 3.1. For each i ∈ {1, . . . ,m} we have that Ai ⊆ I(X
∗
G).
Proof. Let i ∈ {1, . . . ,m} and f ∈ Ai. Let f = t
q−1
2
α1 · · · t
q−1
2
αγ − t
q−1
2
w1 · · · t
q−1
2
wγ+1 where {α1, . . . , αγ} ∈
Fi and {w1, . . . , wγ+1} = {(i− 1)k + 1, . . . , ik} − {α1, . . . , αγ}.
Let g = t
q−1
2
(i−1)k+1 · · · t
q−1
2
(i−1)k+γ − t
q−1
2
(i−1)k+γ+1 · · · t
q−1
2
ik . For each j ∈ {1, . . . , γ}, let:
Gj(t(i−1)k+1, . . . , tik) =
{
1 if αj = (i− 1)k + j
t
q−1
2
αj t
q−1
2
(i−1)k+j if αj 6= (i− 1)k + j
Let h = fG1 · · ·Gγ . Let w = (x(i−1)k+1x(i−1)k+2, . . . , xik−1xik, xikx(i−1)k+1) where xi ∈ K
∗.
Then we obtain:
h(w) = f(w)η = g(w),
where η ∈ K∗. Therefore:
g(w) = (x(i−1)k+1x(i−1)k+2)
q−1
2 (x(i−1)k+2x(i−1)k+3)
q−1
2 · · · (x(i−1)k+γx(i−1)k+γ+1)
q−1
2 −
(x(i−1)k+γ+1x(i−1)k+γ+2)
q−1
2 · · · (xikx(i−1)k+1)
q−1
2 .
Note that g(w) = x
q−1
2
(i−1)k+1x
q−1
2
(i−1)k+γ+1 − x
q−1
2
(i−1)k+γ+1x
q−1
2
(i−1)k+1, then g(w) = 0. It follows that
f(w) = 0, therefore f ∈ I(X∗G). 
Proposition 3.2. Let f = ta − tb be a binomial in K[t1, . . . , tkm] with supp(a) ∩ supp(b) = ∅.
Then f = g + f ′ where g ∈ I(T km) and f ′ = ta
′
− tb
′
is a binomial such that none of its two
terms is divisible by any tq−1i for all i and supp(a
′) ∩ supp(b′) = ∅.
Proof. If ta and tb are not divisible by any tq−1i for all i, we can take g = 0 and f = f
′. Then
we can write f as:
f = m1t
a1
α1
· · · tanαn −m2t
b1
w1
· · · tbrwr ,
where ta = m1t
a1
α1
· · · tanαn and t
b = m2t
b1
w1
· · · tbrwr . m1 and m2 are monomials such that none of
them is divisible by any tq−1i for all i. m1 is not divisible by any tαi and ai ≥ q− 1 for all i. m2
is not divisible by any twj and bj ≥ q − 1 for all j.
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By the division algorithm we can write ai = (q − 1)qi + ri where 0 ≤ ri < q − 1 for all i =
1, . . . , n. Note that qi > 0 for all i. Then m1t
a1
α1
· · · tanαn = t
r1
α1
m1(t
(q−1)(q1−1)
α1 t
a2
α2
· · · tanαn)(t
q−1
α1 − 1)
+tr1α1m1(t
(q−1)(q1−1)
α1 · · · t
an
αn). Let m
′
1 = m1t
a1
α1
· · · tanαn , then:
m′1 =

 q1∑
j=1
t(q−1)(q1−j)α1

 tr1α1m1 (ta2α2 · · · tanαn) (tq−1α1 − 1) + tr1α1m1 (ta2α2 · · · tanαn).
If we do the previous analysis with the term tr1α1m1(t
a2
α2
· · · tanαn) and we continue, we get:
m′1 = g1 + (t
r1
α1
tr2α2 · · · t
rn
αn)m1,
where g1 ∈ I(T
km). Let m′2 = m2t
b1
w1
· · · tbrwr . By the division algorithm we can write bj =
(q − 1)q′j + b
′
j where 0 ≤ b
′
j < q − 1 for all j = 1, . . . , r. Note that q
′
j > 0 for all j. If we do with
m′2 the same procedure that we did with m
′
1, we get:
m′2 = g2 + (t
b′
1
w1t
b′
2
w2 · · · t
b′r
wr)m2,
where g2 ∈ I(T
km). Then f = g1 − g2 + (t
r1
α1
tr2α2 · · · t
rn
αn)m1 − (t
b′1
w1t
b′2
w2 · · · t
b′r
wr)m2. Let g = g1 − g2
and f ′ = (tr1α1t
r2
α2
· · · trnαn)m1 − (t
b′1
w1t
b′2
w2 · · · t
b′r
wr)m2. 
Remark 3.3. As a consequence of the last proposition we get f ∈ I(X∗G) if and only if f
′ ∈
I(X∗G).
Proposition 3.4. Let i ∈ {1, . . . ,m}. Let f = ta − tb ∈ K[t(i−1)k+1, . . . , tik] with supp(a) ∩
supp(b) = ∅. Suppose that:
• All the coordinates of a and b are equal to q−12 .
• a and b have no empty support.
• supp(a) ∪ supp(b) = {(i − 1)k + 1, . . . , ik}.
Then we obtain:
f ∈
〈{
tq−1i − 1
}km
i=1
⋃( m⋃
i=1
Ai
)〉
.
Proof. Let J =
〈{
tq−1i − 1
}km
i=1
⋃( m⋃
i=1
Ai
)〉
. We can write f as:
f = t
q−1
2
a1 · · · t
q−1
2
an − t
q−1
2
b1
· · · t
q−1
2
br
,
where ta = t
q−1
2
a1 · · · t
q−1
2
an and t
b = t
q−1
2
b1
· · · t
q−1
2
br
. By hypothesis we have that supp(a) ∪ supp(b) =
{(i − 1)k + 1, . . . , ik}, therefore n + r = k. Suppose that r > γ. Let r = γ + β. On the other
hand we have:
−t
q−1
2
bγ+1
· · · t
q−1
2
bγ+β
[t
q−1
2
b1
· · · t
q−1
2
bγ
− (t
q−1
2
bγ+1
· · · t
q−1
2
bγ+β
)ta] = −tb + ta(tq−1bγ+1 · · · t
q−1
bγ+β
),
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note that β + n = γ + 1, therefore t
q−1
2
b1
· · · t
q−1
2
bγ
− (t
q−1
2
bγ+1
· · · t
q−1
2
bγ+β
)ta ∈ J . We can write m′ =
ta(tq−1bγ+1 · · · t
q−1
bγ+β
) as m′ = ta(tq−1bγ+2 · · · t
q−1
bγ+β
)[tq−1bγ+1 − 1] + t
a(tq−1bγ+2 · · · t
q−1
bγ+β
). If we do the same with
the term ta(tq−1bγ+2 · · · t
q−1
bγ+β
) and we continue, we get:
m′ = g + ta,
where g ∈ I(T km). Then −t
q−1
2
bγ+1
· · · t
q−1
2
bγ+β
[t
q−1
2
b1
· · · t
q−1
2
bγ
−(t
q−1
2
bγ+1
· · · t
q−1
2
bγ+β
)ta] = −tb+g+ta, therefore
f = −t
q−1
2
bγ+1
· · · t
q−1
2
bγ+β
[t
q−1
2
b1
· · · t
q−1
2
bγ
− (t
q−1
2
bγ+1
· · · t
q−1
2
bγ+β
)ta] − g. It follows that f ∈ J . If r ≤ γ, it is
easy to see that n > γ, then we use the same proof as above. 
Lemma 3.5. Let f ∈ I(X∗G), then f(a
2
1, . . . , a
2
km) = 0 for all a = (a1, . . . , akm) ∈ (F
∗
q)
km.
Proof. Let i ∈ {0, 1, . . . ,m− 1} and a¯ = (a2ik+1, a
2
ik+2, . . . , a
2
k(i+1)). Let αj = a
2
ik+j for j =
1, . . . , k. Let:
xik+2 = α1x
−1
ik+1,
xik+3 = α2α
−1
1 xik+1,
xik+4 = α3α
−1
2 α1x
−1
ik+1,
...
xik+k = αk−1α
−1
k−2 · · ·α1xik+1,
where xik+1 = aik+ka
−1
ik+k−1 · · · aik+1. It is easy to see that a¯ = (xik+1xik+2 , xik+2xik+3,
. . . , xik+k−1xik+k , xik+kxik+1). It follows that (a
2
1, . . . , a
2
km) ∈ X
∗
G , then f(a
2
1, . . . , a
2
km) = 0. 
Lemma 3.6. Let i ∈ {1, . . . ,m} and f = ta − tb ∈ I(X∗
Ck
i
) \ {0} with supp(a) ∩ supp(b) = ∅.
Suppose that deg(f)ti < q−1 for all i and ∅ 6= supp(a) ( {(i−1)k+1, . . . , ik}. Then supp(b) 6= ∅.
Proof. Suppose that supp(b) = ∅. Then we get that f = ta − 1. Let n = |supp(a)|. We can
write f as:
f(tα1 , . . . , tαn) = t
a1
α1
· · · tanαn − 1,
where ta = ta1α1 · · · t
an
αn . First we will prove that ai =
q−1
2 for all i. Let β ∈ F
∗
q. By the last lemma
we get that f(β2, 1, . . . , 1) = (β2)a1 − 1 = 0. Let h(tα1) = t
a1
α1
− 1, Let S = {α2 | α ∈ F∗q}. It is
easy to see that |S| = q−12 , then h vanishes on S. Now we are going to examine the following
cases:
• Suppose that a1 <
q−1
2 . By Combinatorial Nullstellensatz we get that h = 0 and this is
a contradiction because a1 > 0.
• Suppose that a1 >
q−1
2 . Let a1 =
q−1
2 + i1 where 0 < i1 <
q−1
2 . Let h
′(tα1) = t
i1
α1
− 1, it
is clear that h′ = h over S, then h′ vanishes on S, by Combinatorial Nullstellensatz we
get that h′ = 0 and this is a contradiction.
Therefore the only possible case is when a1 =
q−1
2 . In this way we can prove that ai =
q−1
2
for all i. Let α ∈ F∗q \ S. Now we are going to examine the following cases:
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1) Suppose that (i−1)k+1 ∈ supp(a). If (i−1)k+2 /∈ supp(a), then (α,α, 1, . . . , 1) ∈ X∗
Cki
,
therefore f(α,α, 1, . . . , 1) = (α)
q−1
2 − 1 = 0 and this is a contradiction because α /∈ S.
Suppose that (i−1)k+2 ∈ supp(a), if (i−1)k+3 /∈ supp(a), then (1, α, α, 1, . . . , 1) ∈ X∗
Cki
,
thus f(1, α, α, 1, . . . , 1) = (α)
q−1
2 − 1 = 0, and this is a contradiction. If we continue,
we get that (i − 1)k + 1, . . . , ik − 1 ∈ supp(a), then ik /∈ supp(a) because supp(a) (
{(i− 1)k+1, . . . , ik}, then (1, . . . , 1, α, α) ∈ X∗
Cki
, and f(1, . . . , 1, α, α) = (α)
q−1
2 − 1 = 0
which is a contradiction.
2) Suppose that (i−1)k+1 /∈ supp(a). If (i−1)k+2 ∈ supp(a), then (α,α, 1, . . . , 1) ∈ X∗
Ck
i
,
then f(α,α, 1, . . . , 1) = (α)
q−1
2 − 1 = 0 and this is a contradiction because α /∈ S. If we
continue as in case 1), we get a contradiction.
It follows that supp(b) 6= ∅. 
Remark 3.7. Let i ∈ {1, . . . ,m} and f = ta − tb ∈ I(X∗
Cki
) \ {0} with supp(a) ∩ supp(b) = ∅.
Suppose that deg(f)ti < q − 1 for all i. If supp(a) = {(i − 1)k + 1, . . . , ik}, then supp(b) = ∅.
If we follow the proof of the last lemma, we can prove that all the coordinates of a are equal to
q−1
2 . Therefore:
f = t
q−1
2
(i−1)k+1 · · · t
q−1
2
ik − 1.
Let h = t
q−1
2
(i−1)k+1 · · · t
q−1
2
ik and h
′ = t
q−1
2
(i−1)k+1 · · · t
q−1
2
(1−1)k+γ − t
q−1
2
(i−1)k+γ+1 · · · t
q−1
2
ik . h
′ belongs to
J =
〈{
tq−1i − 1
}km
i=1
⋃( m⋃
i=1
Ai
)〉
. On the other hand we have:
t
q−1
2
(i−1)k+γ+1 · · · t
q−1
2
ik h
′ = h− tq−1(i−1)k+γ+1 · · · t
q−1
ik .
Note that tq−1(i−1)k+γ+1 · · · t
q−1
ik = t
q−1
(i−1)k+γ+2 · · · t
q−1
ik (t
q−1
(i−1)k+γ+1 − 1) + t
q−1
(i−1)k+γ+2 · · · t
q−1
ik . If
we do the same with the term tq−1(i−1)k+γ+2 · · · t
q−1
ik and we continue, we obtain:
tq−1(i−1)k+γ+1 · · · t
q−1
ik = g + 1,
where g ∈ I(T km). Therefore t
q−1
2
(i−1)k+γ+1 · · · t
q−1
2
ik h
′ = h−(g+1) = f−g, then f = t
q−1
2
(i−1)k+γ+1 · · ·
t
q−1
2
ik h
′ + g. It follows that f ∈ J .
Proposition 3.8. Let i ∈ {1, . . . ,m} and f = ta−tb ∈ I(X∗
Cki
) \ {0} with supp(a)∩supp(b) = ∅.
Suppose that deg(f)ti < q − 1 for all i and ∅ 6= supp(a) ( {(i − 1)k + 1, . . . , ik}. Then all the
coordinates of a and b are equal to q−12 .
Proof. By hypothesis we have that supp(a) 6= ∅, let n = |supp(a)|. As supp(a) ( {(i − 1)k +
1, . . . , ik}, then supp(b) 6= ∅, let r = |supp(b)|. We can write f as:
f(tα1 , . . . , tαn , tw1 , . . . , twr) = t
a1
α1
· · · tanαn − t
b1
w1
· · · tbrwr ,
where ta = ta1α1 · · · t
an
αn
and tb = tb1w1 · · · t
br
αr
. Let (β, µ) ∈ (F∗q)
2. By Lemma 3.5 we get that
f(β2, 1, . . . , 1, µ2, 1, . . . , 1) = (β2)a1 − (µ2)w1 = 0. Let h(tα1 , tw1) = t
a1
α1
− tb1w1 , Let S = {α
2 | α ∈
10 M. EDUARDO URIBE-PACZKA, ELISEO SARMIENTO, AND CARLOS RENTERI´A MA´RQUEZ
F∗q}. It is easy to see that |S| =
q−1
2 , then h vanishes on S
2. Now we are going to examine the
following cases:
• Suppose that a1, b1 <
q−1
2 . By Combinatorial Nullstellensatz we get that h = 0 and this
is a contradiction because a1, b1 > 0.
• Suppose that b1 <
q−1
2 and a1 >
q−1
2 . Let a1 =
q−1
2 + i1 where 0 < i1 <
q−1
2 . Let
h′(tα1 , tw1) = t
i1
α1
− tb1w1 , it is clear that h
′ = h over S2, then h′ vanishes on S2, by
Combinatorial Nullstellensatz we get that h′ = 0 and this is a contradiction. It is very
similar the case a1 <
q−1
2 and b1 >
q−1
2 .
• Suppose that a1, b1 >
q−1
2 . Let a1 =
q−1
2 + i1 and b1 =
q−1
2 + i2 where 0 < i1, i2 <
q−1
2 .
Let h′(tα1 , tw1) = t
i1
α1
− ti2w1 , it is clear that h
′ = h over S2, then h′ vanishes on S2, by
Combinatorial Nullstellensatz we get that h′ = 0 and this is a contradiction.
• Suppose that b1 <
q−1
2 and a1 =
q−1
2 . Then h(tα1 , tw1) = t
q−1
2
α1 −t
b1
w1
. Let h′(tw1) = 1−t
b1
w1
,
it is clear that h′ = h over S2, then h′ vanishes on S, by Combinatorial Nullstellensatz
we get that h′ = 0 and this is a contradiction because b1 > 0. It is very similar the case
0 < a1 <
q−1
2 and b1 =
q−1
2 .
As a result, the only possible case is when b1 = a1 =
q−1
2 . In this way we can prove that
ai =
q−1
2 for all i and bj =
q−1
2 for all j. 
Proposition 3.9. Let i ∈ {1, . . . ,m} and f = ta−tb ∈ I(X∗
Cki
) \ {0} with supp(a)∩supp(b) = ∅.
Suppose that deg(f)ti < q − 1 for all i. Then supp(a) ∪ supp(b) = {(i− 1)k + 1, . . . , ik}.
Proof. As f is a nonzero polynomial then supp(a) 6= ∅ or supp(b) 6= ∅, Suppose that supp(a) 6= ∅.
If supp(a) = {(i − 1)k + 1, . . . , ik}, then supp(b) = ∅, it is clear that supp(a) ∪ supp(b) = {(i −
1)k + 1, . . . , ik}. Suppose that supp(a) ( {(i− 1)k + 1, . . . , ik}, then we know that supp(b) 6= ∅
and all the coordinates of a and b are equal to q−12 . Suppose that H = supp(a) ∪ supp(b) (
{(i − 1)k + 1, . . . , ik}. Let S = {β2 | β ∈ K∗} and α ∈ K∗ \ S. Now we are going to examine
the following cases:
1) Suppose that (i− 1)k+1 ∈ H. If (i− 1)k+2 /∈ H, then (α,α, 1, . . . , 1) ∈ X∗
Cki
, therefore
f(α,α, 1, . . . , 1) = 0. Then we show (α)
q−1
2 = 1 and this is a contradiction because α /∈ S.
Suppose that (i−1)k+2 ∈ H, if (i−1)k+3 /∈ H, then (1, α, α, 1, . . . , 1) ∈ X∗
Cki
, therefore
f(1, α, α, 1, . . . , 1) = 0, then we find (α)
q−1
2 = 1 and this is a contradiction. If we continue
we get that (i− 1)k+1, . . . , ik− 1 ∈ H, then ik /∈ H because H ( {(i− 1)k+1, . . . , ik},
then (1, . . . , 1, α, α) ∈ X∗
Cki
, and f(1, . . . , 1, α, α) = 0 which is a contradiction.
2) Suppose that (i − 1)k + 1 /∈ H. If (i − 1)k + 2 ∈ H, then (α,α, 1, . . . , 1) ∈ X∗
Cki
, hence
f(α,α, 1, . . . , 1) = 0, then we obtain (α)
q−1
2 = 1 and this is a contradiction because
α /∈ S. If we continue as in case 1), we get a contradiction.
Then H = {(i−1)k+1, . . . , ik}. The proof is very similar if we suppose that supp(b) 6= ∅. 
Theorem 3.10. Let G be a graph with m connected components, suppose that each component
is a k-cycle with k = 2γ + 1. The vanishing ideal of X∗G is given by:
I(X∗G) =
〈{
tq−1i − 1
}km
i=1
⋃( m⋃
i=1
Ai
)〉
.
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Proof. Let J =
〈{
tq−1i − 1
}km
i=1
⋃( m⋃
i=1
Ai
)〉
. By Lemma 3.1 we get that J ⊆ I(X∗G). Now we
will prove the other inclusion. We know that I(X∗G) is generated by binomials, let f = t
a − tb ∈
I(X∗G) be a binomial; we can suppose that supp(a) ∩ supp(b) = ∅. By Proposition 3.2 we can
write f as:
f = g + f ′,
where g ∈ I(T km) and f ′ = ta
′
− tb
′
is a binomial such that none of its terms is divisible by any
tq−1i for all i and supp(a
′) ∩ supp(b′) = ∅. Therefore f ∈ J if and only if f ′ ∈ J . We are going
to prove that f ′ ∈ J . Let:
f ′ = ta
′
1 · · · ta
′
m − tb
′
1 · · · tb
′
m ,
where ta
′
= ta
′
1 · · · ta
′
m and tb
′
= tb
′
1 · · · tb
′
m . ta
′
i and tb
′
i are monomials in K[t(i−1)k+1, . . . , tik] for
all i = 1, . . . ,m. Let i ∈ {(i− 1)k + 1, . . . , ik}. We can write f ′ as:
f ′ = (ta
′
i − tb
′
i)ta
′
1 · · · ta
′
i−1ta
′
i+1 · · · ta
′
m + tb
′
i [ta
′
1 · · · ta
′
i−1ta
′
i+1 · · · ta
′
m − tb
′
1 · · · tb
′
i−1tb
′
i+1 · · · tb
′
m ].
As f ∈ I(X∗G), it follows that f
′ ∈ I(X∗G). Let (x(i−1)k+1, . . . , xik) ∈ (F
∗
q)
k, then x =
(1, . . . , 1, x(i−1)k+1x(i−1)k+2, x(i−1)k+2x(i−1)k+3, . . . , xik−1xik, xikx(i−1)k+1, 1, . . . , 1) ∈ X
∗
G . Let
fi = t
a′i − tb
′
i . As f ′ vanishes on x we get that fi vanishes on (x(i−1)k+1x(i−1)k+2, x(i−1)k+2
x(i−1)k+3, . . . , xik−1xik, xikx(i−1)k+1), then fi ∈ I(X
∗
Cki
). It is clear that supp(a′i) ∩ supp(b
′
i) = ∅.
Suppose that fi is a nonzero polynomial and supp(a
′
i) 6= ∅. If supp(a
′
i) = {(i−1)k+1, . . . , ik},
then supp(b′i) = ∅. From Remark 3.7 we deduce fi ∈ J . If supp(a
′
i) ( {(i− 1)k + 1, . . . , ik}, we
know that supp(b′i) 6= ∅ and all the coordinates of a
′
i and b
′
i are equal to
q−1
2 . From Proposition 3.9
we get that supp(a′i) ∪ supp(b
′
i) = {(i − 1)k + 1, . . . , ik} and by Proposition 3.4 we find fi ∈ J .
In any case we obtain fi ∈ J .
On the other hand we have that:
f ′ = (ta
′
1 − tb
′
1)ta
′
2 · · · ta
′
m + tb
′
1 [ta
′
2 · · · ta
′
m − tb
′
2 · · · tb
′
m].
If we do the same procedure with the binomial ta
′
2 · · · ta
′
m − tb
′
2 · · · tb
′
m , we prove ta
′
2 · · · ta
′
m −
tb
′
2 · · · tb
′
m = (ta
′
2 − tb
′
2)ta
′
3 · · · ta
′
m + tb
′
2 [ta
′
3 · · · ta
′
m − tb
′
3 · · · tb
′
m ], therefore:
f ′ = f1t
a′
2 · · · ta
′
m + f2t
b′
1ta
′
3 · · · ta
′
m + tb
′
1tb
′
2 [ta
′
3 · · · ta
′
m − tb
′
3 · · · tb
′
m ].
If we proceed like before with the binomial ta
′
3 · · · ta
′
m − tb
′
3 · · · tb
′
m and we continue, we get:
f ′ =
m∑
j=1
fjhj ,
where hj ∈ K[t1, . . . , tkm] for all j. As fj ∈ J for all j we show f
′ ∈ J . 
Let Gi be a graph with mi connected components and each component is a ki-cycle, where
1 ≤ i ≤ r. Suppose that ki = 2γi + 1 and C
ki
i1 = x
i
1 · · · x
i
ki
xi1, C
ki
i2 = x
i
ki+1
· · · xi2kix
i
ki+1
, . . . ,
Ckiimi = x
i
(mi−1)ki+1
· · · ximikix
i
(mi−1)ki+1
are all the components of Gi. Let G =
⋃r
i=1 Gi. In this
case we will work with the polynomial ring K[t11, . . . , t
1
k1m1
, . . . , tr1, . . . , t
r
krmr
].
12 M. EDUARDO URIBE-PACZKA, ELISEO SARMIENTO, AND CARLOS RENTERI´A MA´RQUEZ
For each 1 ≤ i ≤ r, let:
F i1 = {A ⊆ {1, . . . , ki} | |A| = γi},
F i2 = {A ⊆ {ki + 1, . . . , 2ki} | |A| = γi},
...
F imi = {A ⊆ {(mi − 1)ki + 1, . . . ,miki} | |A| = γi}.
Let Aij = {(t
i
α1
)
q−1
2 · · · (tiαγi
)
q−1
2 − (tiw1)
q−1
2 · · · (tiwγi+1
)
q−1
2 | {α1, . . . , αγi} ∈ F
i
j and {w1, . . . ,
wγi+1} = {(j − 1)ki + 1, . . . , jki} − {α1, . . . , αγi}}. Note that
⋃mi
j=1A
i
j ⊆ K[t
i
1, . . . , t
i
kimi
]. The
following theorem is a generalization of Theorem 3.10.
Theorem 3.11. Let G =
⋃r
i=1 Gi. Then the vanishing ideal of X
∗
G is given by:
I(X∗G) =
〈
r⋃
i=1
{(tij)
q−1 − 1}kimij=1
⋃ r⋃
i=1
mi⋃
j=1
Aij

〉.
Proof. Let J =
〈
r⋃
i=1
{(tij)
q−1 − 1}kimij=1
⋃ r⋃
i=1
mi⋃
j=1
Aij

〉. The proof is similar to the proof of
Theorem 3.10. It follows from Lemma 3.1 that J ⊆ I(X∗G). Now we will prove the other inclusion.
We know that I(X∗G) is generated by binomials, let:
f = ta1 · · · tar − tb1 · · · tbr ∈ I(X∗G),
where tai and tbi are monomials in K[ti1, . . . , t
i
kimi
] for all i. Note that we can write f as:
f = (tai − tbi)ta1 · · · tai−1tai+1 · · · tar + tbi [ta1 · · · tai−1tai+1 − tb1 · · · tbi−1tbi+1 · · · tbr ].
Let fi = t
ai − tbi . As f ∈ I(X∗G), it follows that fi ∈ I(X
∗
Gi
), from Theorem 3.10 we deduce
fi ∈ J . It is easy to see that we can write f as:
f =
r∑
i=1
fihi,
where hi ∈ K[t
1
1, . . . , t
1
k1m1
, . . . , tr1, . . . , t
r
krmr
] for all i, therefore f ∈ J . 
4. The Regularity Of The Vanishing Ideal Of Odd Cycles
We continue with the notation and definitions used in the introduction and in the prelimi-
naries. Let Gi be a graph with mi connected components, suppose that each component is a
ki-cycle with ki = 2γi + 1 and 1 ≤ i ≤ r. The following proposition is easy to prove.
Proposition 4.1. Let G =
⋃r
i=1 Gi. Using the same notation of Theorem 3.11, let:
G =
r⋃
i=1
{(tij)
q−1 − 1}kimij=1
⋃ r⋃
i=1
mi⋃
j=1
Aij

.
Then G is a Gro¨bner basis for I(X∗G) with respect to grlex order.
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Theorem 4.2. Let G be a graph with m connected components and each component is a k-cycle.
Suppose that k = 2γ + 1 and let S = K[t1, . . . , tkm], then:
reg(S/I(X∗G)) = m(k + γ)
(
q − 1
2
)
− km.
Proof. Let Y∗G be the projective closure of X
∗
G . We know that for each d ≥ 1 the codes CX∗G (d)
and CY∗
G
(d) have the same basic parameters (see [15, Theorem 2.4]). From Proposition 4.1 we
know that:
G =
{
tq−1i − 1
}km
i=1
⋃( m⋃
i=1
Ai
)
,
is a Gro¨bner basis for I(X∗G). On the other hand we know that I(Y
∗
G) = I(X
∗
G)
h, where I(X∗G)
h is
the homogenization of I(X∗G). We are going to homogenize with respect to the variable u, since
G is a Gro¨bner basis for I(X∗G) with respect to the grlex order, it follows that G
h is a Gro¨bner
basis for I(X∗G)
h ⊆ S[u], where S[u] = K[t1, . . . , tkm, u], regarding the order:
tδua >h t
βub ⇔ tδ >grlex t
β or tδ = tβ and a > b,
where tδ and tβ are monomials in S. Denote by R the graded ring S[u]/I(X∗G)
h. Consider
u ∈ S[u], let u = I(X∗G)
h + u. u is regular on R, then we have the following exact sequence of
graded S[u]-modules:
0→ R[−1]
u
→ R→ R/ 〈u〉 → 0,
where R[−1] is the graded S[u]-module obtained by a shift in the graduation, in other words
R[−1]i = Ri−1. Since S[u]/I(X
∗
G)
h is a 1-dimensional ring, the regularity of S[u]/I(X∗G)
h is the
least integer r for which HY∗
G
(d) is equal to some constant for all d ≥ r. From the last exact
sequence we have HY∗
G
(d)−HY∗
G
(d− 1) = dimK(R/ 〈u〉)d. For d ≥ 1, we define:
hd := dimK(R/ 〈u〉)d = HY∗
G
(d)−HY∗
G
(d− 1).
First we will prove that reg(S[u]/I(X∗G)
h) ≤ m(k + γ)
(
q − 1
2
)
− km. Let α = m(k +
γ)
(
q − 1
2
)
− km. If we show that hd = 0 for d ≥ α + 1, then HY∗
G
(d − 1) = HY∗
G
(d) for
d−1 ≥ α, and our result follows. Let d ≥ α+1. To show that hd = 0 for d ≥ α+1, it is enough
to prove that if g ∈ S[u]d is a monomial, then:
(4.1) 〈u〉+ (I(X∗G)
h + g) = 〈u〉+ (I(X∗G)
h).
Let g = ta1 · · · tamua0 ∈ S[u]d, where t
ai is a monomial in K[t(i−1)k+1, . . . , tik] for i = 1, . . . ,m.
If a0 > 0, it is clear that 4.1 follows, therefore we will suppose that a0 = 0. For i ∈ {1, . . . ,m},
let gi = t
a1 · · · tai−1tai+1 · · · tam .
Let i ∈ {1, . . . ,m}, suppose that there is w ∈ {(i− 1)k + 1, . . . , ik} such that tq−1w | tai , then
tai = tq−1w tc, where tc is a monomial in K[t(i−1)k+1, . . . , tik]. Therefore we can write g as:
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g = ta1 · · · tai−1tq−1w tctai+1 · · · tam = git
c[tq−1w − uq−1] + uq−1git
c,
it is clear that 4.1 follows, then we will suppose that all the coordinates of each ai are less or
equal than q − 2. Now we will suppose that for each i ∈ {1, . . . ,m}, the monomial tai is not
divisible by any LT (f), for all f ∈ Ahi . Then we can write t
ai as:
tai = (tai1wi1 · · · t
aiγ+1
wiγ+1)t
aiγ+2
wiγ+2 · · · t
aik
wik
,
where 0 ≤ aij ≤
q−1
2 − 1 for all (i, j) ∈ {1, . . . ,m} × {1, . . . , γ + 1} and |{wi1, . . . , wik}| = k. On
the other hand we have that:
deg(g) =
m∑
i=1
γ+1∑
j=1
aij +
m∑
i=1
k∑
j=γ+2
aij,
it follows that deg(g) ≤ m(γ + 1)( q−12 − 1) +mγ(q − 2), therefore:
α+ 1 = m(k + γ)
(
q − 1
2
)
− km+ 1 ≤ m(γ + 1)
(
q − 1
2
− 1
)
+mγ(q − 2),
we deduce that:
mk
(
q − 1
2
)
− km+ 1 ≤ m
(
q − 1
2
)
−m(γ + 1) +mγ(q − 2),
m
(
q − 1
2
)
(k − 1) + 1 ≤ m[k − (γ + 1)] +mγ(q − 2),
mγ(q − 1) + 1 ≤ mγ +mγ(q − 2),
mγ(q − 1) + 1 ≤ mγ(q − 1),
1 ≤ 0,
this is a contradiction, therefore there is i ∈ {1, . . . ,m} such that tai is divisible by LT (f) for
some f = t
q−1
2
α1 · · · t
q−1
2
αγ u
q−1
2 − t
q−1
2
w1 · · · t
q−1
2
wγ+1 ∈ A
h
i . Then t
ai = (t
q−1
2
w1 · · · t
q−1
2
wγ+1)t
c, where tc is a
monomial in K[t(i−1)k+1, . . . , tik] and all the coordinates of c are between 0 and q − 2. We can
write g as:
g = −git
cf + git
c(t
q−1
2
α1 · · · t
q−1
2
αγ u
q−1
2 ),
then we show 4.1 follows, thus we have proved that reg(S[u]/I(X∗G)
h) ≤ α.
Now we will show that α ≤ reg(S[u]/I(X∗G)
h). If we show that hd > 0 for d = α, then
HY∗
G
(d−1) < HY∗
G
(d), for d = α, and our result follows. It suffices to find a monomialM ∈ S[u]d
such that:
(4.2) 〈u〉+ (I(X∗G)
h +M) 6= 〈u〉+ (I(X∗G)
h).
For i ∈ {1, . . . ,m}, let Mi = t
q−2
(i−1)k+1 · · · t
q−2
(i−1)k+γt
q−1
2
−1
(i−1)k+γ+1 · · · t
q−1
2
−1
ik . Note that deg(Mi) =
(k + γ)( q−12 ) − k and Mi is not divisible by any LT (f) for all f ∈ G
h
i , where Gi = {t
q−1
j −
1}ik
j=(i−1)k+1 ∪Ai. Let:
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M =
m∏
i=1
Mi.
It is clear that M ∈ S[u]d. Suppose that:
〈u〉+ (I(X∗G)
h +M) = 〈u〉+ (I(X∗G)
h),
then we get that I(X∗G)
h +M ∈ 〈u〉, therefore I(X∗G)
h +M = I(X∗G)
h + g˜u, where g˜ ∈ S[u], thus
we deduce that M − g˜u ∈ I(X∗G)
h, then we can write M as:
M = g′ + g˜u,
where g′ ∈ I(X∗G)
h, making u = 0 in the previous equation we obtain:
M ∈
〈
{LT (f) | f ∈ Gh}
〉
,
it follows that M is divisible by LT (f) for some f ∈ Gh, and this is a contradiction, thus 4.2
follows. 
Theorem 4.3. Let Gi be a graph with mi connected components, suppose that each component
is a ki-cycle with ki = 2γi + 1 and 1 ≤ i ≤ l. We will work with the polynomial ring S˜ =
K[t11, . . . , t
1
k1m1
, . . . , tl1, . . . , t
l
klml
]. Let G =
⋃l
i=1 Gi, then:
reg(S˜/I(X∗G)) =
l∑
i=1
mi(ki + γi)
(
q − 1
2
)
− kimi.
Proof. We will proceed by induction on l. If l = 1 there is nothing else to do. We are going
to suppose that our result follows for l = r and we will prove the formula for l = r + 1. Let
G′ =
⋃r
i=1 Gi and Y
′ be the projective closure of X∗G′ . Let S
′ = K[t11, . . . , t
1
k1m1
, . . . , tr1, . . . , t
r
krmr
],
in the projective space we will work with the ring S′[u]. We know that the the Hilbert series of
S′[u]/I(Y′) is given by:
FY′(t) =
f(t)
1− t
,
where deg(f) = reg(S′[u]/I(Y′)) and F (S′[u]/(u, I(Y′)), t) = f(t). Let Y′′ be the projective
closure of X∗Gr+1 and S
′′ = K[tr+11 , . . . , t
r+1
kr+1mr+1
]. We know that the Hilbert series of S′′[u]/
I(Y′′) is given by:
FY′′(t) =
g(t)
1− t
,
where deg(g) = reg(S′′[u]/I(Y′′)) and F (S′′[u]/(u, I(Y′′)), t) = g(t). According to [22, Proposi-
tion 2.2.20, p.42], we have an isomorphism:
S′[u]/(u, I(Y′))⊗K S
′′[u]/(u, I(Y′′)) ∼= S[u]/(u, I(Y)),
where S = K[t11, . . . , t
1
k1m1
, . . . , tr+11 , . . . , t
r+1
kr+1mr+1
] and Y is the projective closure of X∗G with
G =
⋃r+1
i=1 Gi. On the other hand we have that F (S
′[u]/(u, I(Y′)) ⊗K S
′′[u]/(u, I(Y′′)), t) =
F (S[u]/(u, I(Y)), t), thus:
F (S[u]/(u, I(Y)), t) = F (S′[u]/(u, I(Y′)), t)F (S′′[u]/(u, I(Y′′)), t),
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(see [22, p.102] ) therefore F (S[u]/(u, I(Y)), t) = f(f)g(t), it follows that reg(S[u]/I(Y)) =
reg(S′[u]/I(Y′)) + reg(S′′[u]/I(Y′′)). If we apply inductive hypothesis, our result follows. 
5. Dimension Of Parameterized affine Codes by Odd Cycles
Let G be a k-cycle and S = K[t1, . . . , tk], suppose that k = 2γ+1. Let F = {A ⊆ {1, . . . , k} |
|A| = γ} and d ≥ 1. For H = {h1, . . . , hγ} ∈ F , let:
AH(d) = {t
ah1
h1
· · · t
ahγ
hγ
t
aw1
w1 · · · t
awγ+1
wγ+1 | {w1, . . . , wγ+1} = {1, . . . , k} −H, ahi < q − 1 for all i,
awj <
q−1
2 for all j and
∑γ
i=1 ahi +
∑γ+1
j=1 awj ≤ d}.
Let r = |F | =
(
k
γ
)
and F = {H1, . . . ,Hr}. The Hilbert function of I(X
∗
G) can be obtained
from the following result.
Theorem 5.1. Let G be a k-cycle and S = K[t1, . . . , tk], suppose that k = 2γ + 1. Using the
above notation, we have that:
HX∗
G
(d) =
∣∣∣∣∣
r⋃
i=1
AHi(d)
∣∣∣∣∣.
Proof. Let A = {t
q−1
2
w1 · · · t
q−1
2
wγ+1−t
q−1
2
α1 · · · t
q−1
2
αγ | {α1, . . . , αγ} ∈ F and {w1, . . . , wγ+1} = {1, . . . , k}\
{α1, . . . , αγ}}. We know that the vanishing ideal of X
∗
G is given by:
I(X∗G) =
〈
{tq−1i − 1}
k
i=1 ∪A
〉
.
Let G = {tq−1i − 1}
k
i=1 ∪ A, by Proposition 4.1, G is a Gro¨bner basis for I(X
∗
G) with respect
to grlex order. Let d ≥ 1, we know that HX∗
G
(d) is the number of standard monomials of degree
less or equal to d. Let:
∆I(X∗
G
)(d) = {m ∈ ∆>grlex(I(X
∗
G)) | deg(m) ≤ d},
we are going to prove that:
∆I(X∗
G
)(d) =
r⋃
i=1
AHi(d).
Let m ∈ ∆I(X∗
G
)(d), then m ∈ ∆>grlex(I(X
∗
G)) and deg(m) ≤ d. As m ∈ ∆>grlex(I(X
∗
G)), it
follows that m /∈
〈
LT (I(X∗G))
〉
. On the other hand G is a Gro¨bner basis, then m is not divisible
by any leader monomial of any element of G. Therefore, there is H = {α1, . . . , αγ} ∈ F such
that:
m = t
aα1
α1 · · · t
aαγ
αγ t
aw1
w1 · · · t
awγ+1
wγ+1 ,
where {w1, . . . , wγ+1} = {1, . . . , k} \H, aαi < q − 1 for all i and awj <
q−1
2 for all j. It follows
that m ∈ AH(d), thus:
∆I(X∗
G
)(d) ⊆
r⋃
i=1
AHi(d).
The other inclusion is clear. 
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For d ≥ 1 we define the following sets:
Aγ(d) = {t
a1
1 · · · t
aγ
γ t
aγ+1
γ+1 · · · t
ak
k | 0 ≤ ai < q − 1 for all i = 1, . . . , γ, 0 ≤ aj <
q−1
2 for all
j = γ + 1, . . . , k and
∑k
i=1 ai ≤ d},
Aγ−1(d) = {t
a1
1 · · · t
aγ−1
γ−1 t
aγ
γ · · · t
ak
k | 0 ≤ ai < q − 1 for all i = 1, . . . , γ − 1, 0 ≤ aj <
q−1
2 for all
j = γ, . . . , k and
∑k
i=1 ai ≤ d},
...
A1(d) = {t
a1
1 t
a2
2 · · · t
ak
k | 0 ≤ a1 < q − 1, 0 ≤ aj <
q−1
2 for all j = 2, . . . , k and
∑k
i=1 ai ≤ d},
A0(d) = {t
a1
1 · · · t
ak
k | 0 ≤ ai <
q−1
2 for all i = 1, . . . , k and
∑k
i=1 ai ≤ d}.
Remark 5.2. Let 1 ≤ l ≤ r and 1 ≤ i1 < · · · < il ≤ r. It is easy to see that:∣∣∣AHi1 (d) ∩ · · · ∩AHil (d)
∣∣∣ ∈ {|Aγ(d)| , . . . , |A1(d)| , |A0(d)|}.
Therefore if we use Theorem 5.1, we can write HX∗
G
(d) as:
HX∗
G
(d) = β0 |A0(d)|+ β1 |A1(d)|+ · · · + βγ |Aγ(d)|,
where β0, . . . , βγ are integers independent of d and q.
Proposition 5.3. Let 0 < i ≤ γ and S = K[t1, . . . , tk]. Let X
∗
i = {(x1, . . . , xi, x
2
i+1, . . . , x
2
k) |
xj ∈ K
∗ for all j} and X∗0 = {(x
2
1, . . . , x
2
k) | xi ∈ K
∗ for all i}. Then:
(i) HX∗i (d) = |Ai(d)|.
(ii) HX∗
0
(d) = |A0(d)|.
Proof. We are going to prove (i). First, we are going to prove that:
I(X∗i ) =
〈
tq−11 − 1, . . . , t
q−1
i − 1, t
q−1
2
i+1 − 1, . . . , t
q−1
2
k − 1
〉
.
Let >grlex be the grlex order on S and let f ∈ I(X
∗
i ). By the division algorithm (see [3,
Theorem 3,p. 64]) we can write f as:
f =
i∑
j=1
hj(t
q−1
j − 1) +
k∑
j=i+1
hj(t
q−1
2
j − 1) +G(t1, . . . , tk),
where hj ∈ S for all j and none term of G is divisible by any t
q−1
1 , . . . , t
q−1
i , t
q−1
2
i+1 , . . . , t
q−1
2
k . By
Combinatorial-Nullstellensatz, taking Sj = K
∗ for all j = 1, . . . , i and Sj = {a
2 | a ∈ K∗} for
all j = i+ 1, . . . , k, we obtain G = 0. Therefore:
I(X∗i ) ⊆
〈
tq−11 − 1, . . . , t
q−1
i − 1, t
q−1
2
i+1 − 1, . . . , t
q−1
2
k − 1
〉
.
The other inclusion is clear. Let G = {tq−11 − 1, . . . , t
q−1
i − 1, t
q−1
2
i+1 − 1, . . . , t
q−1
2
k − 1}, by [3,
Theorem 6,p. 85], it follows that G is a Gro¨bner basis for I(X∗i ) with respect to grlex order.
For d ≥ 1 we know that HX∗i (d) is the number of standard monomials of degree less or equal to
d, thus (i) follows. The proof of (ii) is similar. 
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The sets X∗0 , . . . ,X
∗
γ in Proposition 5.3 are degenerate torus (see [14, Section 4]). From
Remark 5.2 and Proposition 5.3 we get that the Hilbert function of I(X∗G) can be written as:
HX∗
G
(d) = β0HX∗
0
(d) + · · ·+ βγHX∗γ (d),
where β0, . . . , βγ are integers independent of d and q. In other words, we can write HX∗
G
(d) as
linear combination of Hilbert functions of degenerate torus. For each i ∈ {0, . . . , γ} we can find
an explicit formula for HX∗i (d) in [14, Section 4]; therefore if we want to find an explicit formula
for HX∗
G
(d), we just need to find the values of β0, . . . , βγ .
Example 5.4. Let K = F5 and S = K[t1, t2, t3, t4, t5]. Let:
X∗G = {(x1x2, x2x3, x3x4, x4x5, x5x1) | xi ∈ F
∗
5}.
Let X∗0 ,X
∗
1 ,X
∗
2 be the sets defined in Proposition 5.3. Using Macaulay 2.0, we obtain:
d HX∗
2
(d) HX∗
1
(d) HX∗
0
(d) HX∗
G
(d)
1 6 6 6 6
2 18 17 16 21
9 128 64 32 512
Note that reg(S/I(X∗G)) = 9. Then we have the following system of equations:
6 = 6β2 + 6β1 + 6β0
21 = 18β2 + 17β1 + 16β0
512 = 128β2 + 64β1 + 32β0
Resolving the previous system, we obtain β2 = 10, β1 = −15 and β0 = 6. Using Macaulay
2.0 we can verify that for d ≥ 1 it follows the following equality:
HX∗
G
(d) = 10HX∗
2
(d) − 15HX∗
1
(d) + 6HX∗
0
(d).
If we change the field K, then the last equality will remain true.
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