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Abstract
This paper proposes a novel Non-Local Attention Op-
timized Deep Image Compression (NLAIC) framework,
which is built on top of the popular variational auto-
encoder (VAE) structure. Our NLAIC framework embeds
non-local operations in the encoders and decoders for both
image and latent feature probability information (known as
hyperprior) to capture both local and global correlations,
and apply attention mechanism to generate masks that are
used to weigh the features for the image and hyperprior,
which implicitly adapt bit allocation for different features
based on their importance. Furthermore, both hyperpri-
ors and spatial-channel neighbors of the latent features are
used to improve entropy coding. The proposed model out-
performs the existing methods on Kodak dataset, including
learned (e.g., Balle2019 [18], Balle2018 [5]) and conven-
tional (e.g., BPG, JPEG2000, JPEG) image compression
methods, for both PSNR and MS-SSIM distortion metrics.
1. Introduction
Most recently proposed machine learning based image
compression algorithms [5, 20, 17] leverage the autoen-
coder structure, which transforms raw pixels into compress-
ible latent features via stacked convolutional neural net-
works (CNNs). These latent features are entropy coded
subsequently by exploiting the statistical redundancy. Re-
cent prior works have revealed that compression efficiency
can be improved when exploring the conditional proba-
bilities via the contexts of spatial neighbors and hyperpri-
ors [17, 11, 5]. Typically, rate-distortion optimization [21]
is fulfilled by minimizing Lagrangian cost J = R + λD,
when performing the end-to-end training. Here, R is re-
ferred to as entropy rate, and D is the distortion measured
by either mean squared error (MSE) or multiscale structural
similarity (MS-SSIM) [25].
However, existing methods still present several limita-
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Figure 1: Proposed NLAIC framework using a variational
autoencoder structure with embedded non-local attention
optimization in the main and hyperprior encoders and de-
coders.
tions. For example, most of the operations, such as stacked
convolutions, are performed locally with limited receptive
field, even with pyramidal decomposition. Furthermore,
latent features are treated with equal importance in either
spatial or channel dimension in most works, without con-
sidering the diverse visual sensitivities to various contents
(such as texture and edge). Thus, attempts have been made
in [11, 17] to exploit importance maps on top of latent fea-
ture vectors for adaptive bit allocation. But these methods
require the extra explicit signaling overhead to carry the im-
portance maps.
In this paper, we introduce non-local operation blocks
proposed in [24] into the variational autoencoder (VAE)
structure to capture both local and global correlations
among pixels, and generate the attention masks which
help to yield more compact distributions of latent fea-
tures and hyperpriors.Different from those existing methods
in [11, 17], we use non-local processing to generate atten-
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tion masks at different layers (not only for quantized fea-
tures), to allocate the bits intelligently through the end-to-
end training. We also improve the context modeling of the
entropy engine for better latent feature compression, by us-
ing a masked 3D CNN (i.e., 5×5×5) on the latent features
to generate the conditional statistics of the latent features.
Two different model implementations are provided, one
is the “NLAIC joint” , which uses both hyperpriors and
spatial-channel neighbors in the latent features for con-
text modeling, and the other is the “NLAIC baseline” with
contexts only from hyperpriors. Our joint model outper-
forms all existing learned and traditional image compres-
sion methods, in terms of the rate distortion efficiency for
the distortion measured by both MS-SSIM and PSNR.
To further verify the efficiency of our framework, we
also conduct ablation studies to discuss model variants such
as removing non-local operations and attention mechanisms
layer by layer, as well as the visual comparison. These ad-
ditional experiments provide further evidence of the supe-
rior performance of our proposed NLAIC framework over a
broad dataset.
The main contributions of this paper are highlighted as
follows:
• We are the first to introduce non-local operations
into compression framework to capture both local and
global correlations among the pixels in the original im-
age and feature maps.
• We apply attention mechanism together with afore-
mentioned non-local operations to generate implicit
importance masks to guide the adaptive processing of
latent features. These masks essentially allocate more
bits to more important features that are critical for re-
ducing the image distortion.
• We employ a one-layer masked 3D CNN to exploit the
spatial and cross channel correlations in the latent fea-
tures, the output of which is then concatenated with
hyperpriors to estimate the conditional statistics of the
latent features, enabling more efficient entropy coding.
2. Related Work
Non-local Operations. Most traditional filters (such
as Gaussian and mean) process the data locally, by us-
ing a weighted average of spatially neighboring pixels. It
usually produces over-smoothed reconstructions. Classi-
cal non-local methods for image restoration problems (e.g.,
low-rank modeling [9], joint sparsity [16] and non-local
means [7]) have shown their superior efficiency for qual-
ity improvement by exploiting non-local correlations. Re-
cently, non-local operations haven been included into the
deep neural networks (DNN) for video classification [24],
image restoration (e.g., denoising, artifacts removal and
super-resolution) [13, 27], etc, with significant performance
improvement reported. It is also worth to point out that non-
local operations have been applied in other scenarios, such
as intra block copy in screen content extension of the High-
Efficiency Video Coding (HEVC) [26].
Self Attention. Self-attention mechanism is widely
used in deep learning based natural language processing
(NLP) [15, 8, 23]. It can be described as a mapping strat-
egy which queries a set of key-value pairs to an output. For
example, Vaswani et. al [23] have proposed multi-headed
attention methods which are extensively used for machine
translation. For those low-level vision tasks [27, 11, 17],
self-attention mechanism makes generated features with
spatial adaptive activation and enables adaptive informa-
tion allocation with the emphasis on more challenging areas
(i.e., rich textures, saliency, etc).
In image compression, quantized attention masks are
commonly used for adaptive bit allocation, e.g., Li et.
al [11] uses 3 layers of local convolutions and Mentzer
et. al [17] selects one of the quantized features. Unfor-
tunately, these methods require the extra explicit signaling
overhead. Our model adopts attention mechanism that is
close to [11, 17] but applies multiple layers of non-local as
well as convolutional operations to automatically generate
attention masks from the input image. The attention masks
are applied to the temporary latent features directly to gen-
erate the final latent features to be coded. Thus, there is no
need to use extra bits to code the masks.
Image Compression Architectures. DNN based im-
age compression generally relies on well-known autoen-
coders. Its back propagation scheme requires all the steps
differentiable in an end-to-end manner. Several methods
(e.g., adding uniform noise [4], replacing the direct deriva-
tive with the derivative of the expectation [22] and soft-
to-hard quantization [3]) are developed to approximate the
non-differentiable quantization process. On the other hand,
entropy rate modeling of quantized latent features is an-
other critical issue for learned image compression. Pixel-
CNNs [19] and VAE are commonly used for entropy esti-
mation following the Bayesian generative rules. Recently,
conditional probability estimates based on autoregressive
neighbors of the latent feature maps and hyperpriors jointly
has shown significant improvement in entropy coding.
3. Non-Local Attention Implementation
3.1. General Framework
Fig. 1 illustrates our NLAIC framework. It is built on
a variational autoencoder structure [5], with non-local at-
tention modules (NLAM) as basic units in both main and
hyperprior encoder-decoder pairs (i.e., EM , DM , Eh and
Dh). EM with quantization Q are used to generate latent
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Table 1: Detailed Parameter Settings in NLAIC as shown in Fig. 1: “Conv” denotes a convolution layer with kernel size
and number of output channels. “s” is the stride (e.g.,s2 means a down/up-sampling with stride 2). NLAM represents the
non-local attention modules. “×3” means cascading 3 residual blocks (ResBlock).
Main Encoder Main Decoder Hyperprior Encoder Hyperprior Decoder Conditional Context Model
Conv: 5×5×192 s2 NLAM ResBlock(×3): 3×3×192 NLAM Masked: 5×5×5×24 s1
ResBlock(×3): 3×3×192 Deconv: 5×5×192 s2 Conv: 5×5×192 s2 Deconv: 5×5×192 s2 Conv: 1×1×1×48 s1
Conv: 5×5×192 s2 ResBlock(×3): 3×3×192 ResBlock(×3): 3×3×192 ResBlock(×3): 3×3×192 ReLU
NLAM Deconv: 5×5×192 s2 Conv: 5×5×192 s2 Deconv: 5×5×192 s2 Conv: 1×1×1×96 s1
Conv: 5×5×192 s2 NLAM NLAM ResBlock(×3): 3×3×192 ReLU
ResBlock(×3): 3×3×192 Deconv: 5×5×192 s2 Conv: 5×5×384 s1 Conv: 1×1×1×2 s1
Conv: 5×5×192 s2 ResBlock(×3): 3×3×192
NLAM Conv: 5×5×3 s2
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Figure 2: (a) Non-local module (NLM).H×W×C denotes the size of fearure maps with heightH , widthW and channelC.
⊕ is the add operation and⊗ is the matrix multiplication. (b) Non-local attention module (NLAM). The main branch consists
of 3 residual blocks.The mask branch combines non-local modules with residual blocks for attention mask generation. The
details of residual blocks are shown in the dash frame.
quantized features and ED decodes the features into the re-
constructed image. Eh and Dh generate much smaller side
information as hyperpriors. The hyperpriors as well as au-
toregressive neighbors of the latent features are then pro-
cessed through the conditional context model P to generate
the conditional probability estimates for entropy coding of
the latent quantized features.
Table 1 details the network structures and associated
parameters of five different components in the proposed
NLAIC framework. The NLAM module is shown in
Fig. 2(b), and explained in Sections 3.2 and 3.3.
3.2. Non-local Module
Our NLAM adopts the non-local network proposed in
[24] as a basic block, as shown in Fig. 2. As shown in
Fig. 2(a), the non-local module (NLM) computes the output
at pixel i, Yi, using a weighted average of the transformed
feature values at pixel j, Xj , as below:
Yi =
1
C(X)
∑
∀j
f(Xi, Xj)g(Xj), (1)
where i is the location index of output vector Y and j rep-
resents the index that enumerates all accessible positions
of input X . X and Y share the same size. The function
f(·) computes the correlations betweenXi andXj , and g(·)
computes the representation of the input at the position j.
C(X) is a normalizing factor to generate the final response
which is set as C(X) =
∑
∀j f(Xi, Xj). Note that a va-
riety of function forms of f(·) have been already discussed
in [24]. Thus in this work, we directly use the embedded
Gaussian function for f(·), i.e.,
f(Xi, Xj) = e
θ(XTi )φ(Xj). (2)
Here, θ(Xi) =WθXi and φ(Xj) =WφXj , where Wθ and
Wφ denote the cross-channel transform using 1×1 convolu-
tion in our framework. The weights f(Xi, Xj) are further
modified by a softmax operation. The operation defined in
Eq. (1) can be written in matrix form [24] as:
Y = softmax(XTWTθ WφX)g(X). (3)
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In addition, residual connection can be applied for better
convergence as suggested in [24], as shown in Fig. 2(a), i.e.,
Zi =WzYi +Xi, (4)
where Wz is also a linear 1×1 convolution across all chan-
nels, and Zi is the final output vector.
3.3. Non-local Attention Module
Importance map has been adopted in [11, 17] to adap-
tively allocate information to quantized latent features. For
instance, we can give more bits to textured area but less bits
to elsewhere, resulting in better visual quality at the simi-
lar bit rate. Such adaptive allocation can be implemented
by using an explicit mask, which must be specified with ad-
ditional bits. As aforementioned, existing mask generation
methods in [11, 17] are too simple to handle areas with more
complex content characteristics.
Inspired by [27], we propose to use a cascade of a non-
local module and regular convolutional layers to generate
the attention masks, as shown in Fig. 2(b). The NLAM
consists of two branches. The main branch uses conven-
tional stacked networks to generate features and the mask
branch applies the NLM with three residual blocks [10],
one 1×1 convolution and sigmoid activation to produce a
joint spatial-channel attention mask M , i.e.,
M = sigmoid(FNLM(X)), (5)
where M denotes the attention mask and X is the input
features. FNLM(·) represents the operations of using NLM
with subsequent three residual blocks and 1×1 convolution
which are shown in Fig. 2(b). This attention mask M , hav-
ing its element 0 < Mk < 1,Mk ∈ R, is element-wise
multiplied with feature maps from the main branch to per-
form adaptive processing. Finally a residual connection is
added for faster convergence.
We avoid any batch normalization (BN) layers and only
use one ReLU in our residual blocks, justified through our
experimental observations.
Note that in existing learned image compression meth-
ods, particularly for those with superior performance [4,
5, 18, 14], GDN activation has proven its better efficiency
compared with ReLU, tanh, sigmoid, leakyReLU, etc. This
may be due to the fact that GDN captures the global infor-
mation across all feature channels at the same pixel loca-
tion. However, we just use the simple ReLU function, and
rely on our proposed NLAM to capture both the local and
global correlations. We also find through experiments that
inserting two pairs of two layers of NLAM for the main
encoder-decoder, and one layer of NLAM in the hyperprior
encoder-decoder, provides the best performance. As will
be shown in subsequent Section 4, our NLAIC has demon-
strated the state-of-the-art coding efficiency.
3.4. Entropy Rate Modeling
Previous sections present our novel NLAM scheme to
transform the input pixels into more compact latent features.
This section details the entropy rate modeling part that is
critical for the overall rate-distortion efficiency.
3.4.1 Context Modeling Using Hyperpriors
Similar as [5], a non-parametric, fully factorized density
model is used for hyperpriors zˆ, which is described as:
pzˆ|ψ(zˆ|ψ) =
∏
i
(pzi|ψ(i)(ψ
(i)) ∗ U(−1
2
,
1
2
))(zˆi), (6)
where ψ(i) represents the parameters of each univariate dis-
tribution pzˆ|ψ(i) .
For quantized latent features yˆ, each element yˆi can be
modeled as a conditional Gaussian distribution as:
pyˆ|zˆ(yˆ|zˆ) =
∏
i
(N (µi, σi2) ∗ U(−1
2
,
1
2
))(yˆi), (7)
where its µi and σi are predicted using the distribution of zˆ.
We evaluate the bits of yˆ and zˆ using:
Ryˆ = −
∑
i
log2(pyˆi|zˆi(yˆi|zˆi)), (8)
Rzˆ = −
∑
i
log2(pzˆi|ψ(i)(zˆi|ψ(i))). (9)
Usually, we take zˆ as side information for estimating µi and
σi and zˆ only occupies a very small fraction of bits, shown
in Fig. 3.
Figure 3: Illustration of percentage of zˆ in the entire bit-
stream. For the case that model is optimized using MSE
loss, zˆ occupies less percentage for joint model than the
baseline; But the outcome is reversed for the case that model
is tuned with MS-SSIM loss. The percentage of zˆ for MSE
loss optimized method is noticeably higher than the sce-
nario using MS-SSIM loss.
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(a) (b)
Figure 4: Illustration of the rate-distortion performance on Kodak. (a) distortion is measured by MS-SSIM (dB). Here we
use −10 log10(1− d) to represent raw MS-SSIM (d) in dB scale. (b) PSNR is used for distortion measurement.
3.4.2 Context Modeling Using Neighbors
PixelCNNs and PixelRNNs [19] have been proposed for
effective modeling of probabilistic distribution of images
using local neighbors in an autoregressive way. It is fur-
ther extended for adaptive context modeling in compres-
sion framework with noticeable improvement. For exam-
ple, Minnen et al. [18] have proposed to extract autoregres-
sive information by a 2D 5×5 masked convolution, which is
combined with hyperpriors using stacked 1×1 convolution,
for probability estimation. It is the first deep-learning based
method with better PSNR compared with the BPG444 at the
same bit rate.
In our NLAIC, we use a one-layer 5×5×5 3D masked
convolution to exploit the spatial and cross-channel cor-
relation. For simplicity, a 3×3×3 example is shown in
Fig. 5. Traditional 2D PixelCNNs need to search for a well
structured channel order to exploit the conditional proba-
bility efficiently. Instead, our proposed 3D masked convo-
3x3x3 masked kernel
Current pixel
Figure 5: In 3×3×3 masked convolution, the current pixel
(in purple) is predicted by the processed pixels (in yellow,
green and blue) in a 3D space. The unprocessed pixels (in
white) and the current pixel are masked with zeros.
lutions implicitly exploit correlation among adjacent chan-
nels. Compared to 2D masked CNN used in [18], our 3D
CNN approach significantly reduces the network parame-
ters for the conditional context modeling. Leveraging the
additional contexts from neighbors via an autoregressive
fashion, we can obtain a better conditional Gaussian dis-
tribution to model the entropy as:
pyˆ(yˆi|yˆ1, ...,yˆi−1, zˆ) =∏
i
(N (µi, σi2) ∗ U(−1
2
,
1
2
))(yˆi), (10)
where yˆ1, yˆ2, ..., yˆi−1 denote the causal (and possibly re-
constructed) pixels prior to current pixel yˆi.
4. Experiments
4.1. Training
We use COCO [12] and CLIC [2] datasets to train
our NLAIC framework. We randomly crop images
into 192×192×3 patches for subsequent learning. Rate-
distortion optimization (RDO) is applied to do end-to-end
training at various bit rate, i.e.,
L = λ·d(xˆ, x) +Ry +Rz. (11)
d(·) is a distortion measurement between reconstructed im-
age xˆ and the original image x. Both negative MS-SSIM
and MSE are used in our work as distortion loss for evalua-
tion, which are marked as “MS-SSIM opt.” and “MSE opt.”,
respectively. Ry and Rz represent the estimated bit rates
of latent features and hyperpriors, respectively. Note that
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Figure 6: Coding efficiency comparison using JPEG as an-
chor. It shows our NLAIC achieves the best BD-Rate gains
among all popular algorithms.
all components of our NLAIC are trained together. We set
learning rates (LR) for EM , DM , Eh, Dh and P at 3×10−5
in the beginning. But for P, its LR is clipped to 10−5 after
30 epochs. Batch size is set to 16 and the entire model is
trained on 4-GPUs in parallel.
To understand the contribution of the context modeling
using spatial-channel neighbors, we offer two different im-
plementations: one is “NLAIC baseline” that only uses the
hyperpriors to estimate the means and variances of the la-
tent features (see Eq. (7)), while the other is “NLAIC joint”
that uses both hyperpriors and previously coded pixels in
the latent feature maps (see Eq. (10)). In this work, we first
train the “NLAIC baseline” models. To train the “NLAIC
joint” model, one way is fixing the main and hyperprior en-
coders and decoders in the baseline model, and updating
only the conditional context model P. Compared with the
“NLAIC baseline”, such transfer learning based “NLAIC
joint” provides 3% bit rate reduction at the same distortion.
Alternatively, we could use the baseline models as the start
point, and refine all the modules in the “NLAIC joint” sys-
tem. In this way, “NLAIC joint” offers more than 9% bit
rate reduction over the “NLAIC baseline” at the same qual-
ity. Thus, we choose the latter one for better performance.
4.2. Performance Efficiency
We evaluate our NLAIC models by comparing the rate-
distortion performance averaged on publicly available Ko-
dak dataset. Fig. 4 shows the performance when distortion
is measured by MS-SSIM and PSNR, respectively, that are
widely used in image and video compression tasks. Here,
PSNR represents the pixel-level distortion while MS-SSIM
describes the structural similarity. MS-SSIM is reported
Figure 7: Ablation studies on NLAM where we gradually
remove the NLAM components and re-train the model
to offer higher correlation with human perceptual incep-
tion, particularly at low bit rate [25]. As we can see, our
NLAIC provides the state-of-the-art performance with no-
ticeable performance margin compared with the existing
leading methods, such as Balle´2019 [18] and Balle´2018 [5].
Specifically, as shown in Fig. 4(a) using MS-SSIM for
both loss and final distortion measurement, “NLAIC base-
line” outperforms the existing methods while the “NLAIC
joint” presents even larger performance margin. For the
case that uses MSE as loss and PSNR as distortion mea-
surement, “NLAIC joint” still offers the best performance,
as illustrated in Fig. 4(b). “NLAIC baseline” is slightly
worse than the model in [18] that uses contexts from both
hyperpriors and neighbors jointly as our “NLAIC joint”, but
better than the work [5] that only uses the hyperpriors to
do contexts modeling for a fair comparison. Fig. 6 com-
pares the average BD-Rate reductions by various methods
over the legacy JPEG encoder. Our “NLAIC joint” model
shows 64.39% and 12.26% BD-Rate [6] reduction against
JPEG420 and BPG444, respectively.
4.3. Ablation Studies
We further analyze our NLAIC in following aspects:
Impacts of NLAM: To further discuss the efficiency of
newly introduced NLAM, we remove the mask branch in
the NLAM pairs gradually, and retrain our framework for
performance evaluation. For this study, we use the base-
line context modeling in all cases, and use the MSE as the
loss function and PSNR as the final distortion measurement,
shown in Fig. 7. For illustrative understanding, we also pro-
vide two anchors, i.e., “Balle´2018” [5] and “NLAIC joint”
respectively. However, to see the degradation caused by
gradually removing the mask branch in NLAMs, one should
compare with the NLAIC baseline curve.
Removing the mask branches of the first NLAM pair in
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Figure 8: Prediction error with different model at similar bit
rate. Column-wisely, it depicts the latent features, the pre-
dicted mean, predicted scale, normalized prediction error
( i.e., feature−meanscale ) and the distribution of the normalized
prediction error from left to right plots. Each row represents
a different model (e.g., various combinations of NLAM
components, and contexts prediction). These figures show
that with NLAM and joint contexts from hyperprior and au-
toregressive neighbors, the latent features capture more in-
formation (indicated by a layer dynamic range), which leads
to a large scale (standard deviation of features), and the final
normalized feature prediction error has the most compact
distribution, which leads to the lowest bit rate.
the main encoder-decoders (referred to as “remove first”)
yields a PSNR drop of about 0.1dB compared to “NLAIC
baseline” at the same bit rate. PSNR drop is further enlarged
noticeably when removing all NLAM pairs’ mask branches
in main encoder-decoders (a.k.a., “remove main”). It gives
the worst performance when further disabling the NLAM
pair’s mask branches in hyperprior encoder-decoders, re-
sulting in the traditional variational autoencoder without
non-local characteristics explorations (i.e., “remove all”).
Impacts of Joint Contexts Modeling: We further com-
pare conditional context modeling efficiency of the model
variants in Fig. 8. As we can see, with embedded NLAM
and joint contexts modeling, our “NLAIC joint” could pro-
vide more powerful latent features, and more compact nor-
malized feature prediction error, both contributing to its
leading coding efficiency.
Hyperpriors zˆ : Hyperpriors zˆ has noticeable contribu-
tion to the overall compression performance [18, 5]. Its per-
centage decreases as the overall bit rate increases, shown in
Fig. 3. The percentage of zˆ for MSE loss optimized model
is higher than the case using MS-SSIM loss optimization.
Another interesting observation is that zˆ exhibits contradic-
tive distributions of joint and baseline models, for respective
MSE and MS-SSIM loss based schemes. More explorations
is highly desired in this aspect to understand the bit alloca-
tion of hyperpriors in our future study.
4.4. Visual Comparison
We also evaluate our method on BSD500 [1] dataset,
which is widely used in image restoration problems. Fig. 9
shows the results of different image codecs at the similar bit
rate. Our NLAIC provides the best subjective quality with
relative smaller bit rate1.
Considering that MS-SSIM loss optimized results
demonstrate much smaller PSNR at high bit rate in
Fig. 4(a), we also show our model comparison optimized
for respective PSNR and MS-SSIM loss at high bit rate
scenario. We find it that MS-SSIM loss optimized results
exhibit worse details compared with PSNR loss optimized
models at high bit rate, as shown in Fig. 10. This may be
due to the fact that pixel distortion becomes more significant
at high bit rate, but structural similarity puts more weights
at a fair low bit rate. It will be interesting to explore a better
metric to cover the advantages of PSNR at high bit rate and
MS-SSIM at low bit rate for an overall optimal efficiency.
5. Conclusion
In this paper, we proposed a non-local attention op-
timized deep image compression (NLAIC) method and
achieve the state-of-the-art performance. Specifically, we
have introduced the non-local operation to capture both lo-
cal and global correlation for more compact latent feature
representations. Together with the attention mechanism, we
can enable the adaptive processing of latent features by allo-
cating more bits to important area using the attention maps
generated by non-local operations. Joint contexts from au-
toregressive spatial-channel neighbors and hyperpriors are
leveraged to improve the entropy coding efficiency.
Our NLAIC outperforms the existing image compression
methods, including well known BPG, JPEG2000, JPEG as
well as the most recent learning based schemes [18, 5, 20],
in terms of both MS-SSIM and PSNR evaluation at the same
bit rate.
For future study, we can make our context model deeper
to improve image compression performance. Parallelization
1In practice, some bit rate points cannot be reached for BPG and JPEG.
Thus we choose the closest one to match our NLAIC bit rate.
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(a) JPEG:0.3014bpp 
 PSNR:21.23  MS-SSIM:0.8504
(b) BPG:0.3464bpp 
PSNR:24.84 MS-SSIM:0.9270
  (c) NLAIC MSE opt.:0.2929bpp
 PSNR:24.71 MS-SSIM:0.9277
(d) NLAIC MS-SSIM opt.:0.3087bpp
PSNR:23.57 MS-SSIM:0.9551
(a) JPEG:0.2127bpp 
 PSNR:25.17 MS-SSIM:0.8629
(b) BPG:0.1142bpp
 PSNR:31.97 MS-SSIM:0.9581
   (c)  NLAIC MSE opt.:0.1276bpp
 PSNR:34.63 MS-SSIM:0.9738
(d) NLAIC MS-SSIM opt.:0.1074bpp 
PSNR:32.54 MS-SSIM:0.9759
(e) Original
(e) Original
Figure 9: Visual comparison among JPEG420, BPG444, NLAIC joint MSE opt., MS-SSIM opt. and the original image from
left to right. Our method achieves the best visual quality containing more texture without blocky nor blurring artifacts.
(a) MS-SSIM opt:0.8743bpp
PSNR:31.49 MS-SSIM:0.9956
(d) MS-SSIM opt:0.6056bpp
PSNR:28.84 MS-SSIM:0.9879
(c) Original
(e) MSE opt:0.6045bpp
PSNR:30.43 MS-SSIM:0.9815
(f) Original
(b) MSE opt:0.8798bpp
PSNR:35.12 MS-SSIM:0.9935
       
Figure 10: Illustrative reconstruction samples of respective PSNR and MS-SSIM loss optimized compression
and acceleration are important to deploy the model for ac- tual usage in practice, particularly for mobile platforms. In
8
addition, it is also meaningful to extend our framework for
end-to-end video compression framework with more priors
acquired from spatial and temporal information.
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