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Abstract
We demonstrate a method for localizing where two smooths differ using a true discovery
proportion (TDP) based interpretation. The methodology avoids the otherwise ad hoc means
of doing so, which performs more standard hypothesis tests on smooths of subsetted data.
TDP estimates are 1-α confidence bounded simultaneously, assuring the proportion of actual
difference in the region with a TDP estimate is at least that with high confidence regardless of
the number or location of regions estimated. Our procedure is based in closed-testing [Hommel,
1986] and recent results of Goeman and Solari [2011] and Goeman et al. [2019]. We develop
expressions for the covariance of quadratic forms because of the multiple regression framework
in which we use these authors’ foundation, which are shown to be non-negative in many settings.
The procedure is well-powered because of a given result on the off-diagonal decay structure of
the covariance matrix of penalized B-splines of degree 2 or less. We demonstrate achievement
of actual TDP and type 1 error rates in simulation and analyze a data set of walking gate of
cerebral palsy patients.
1 Introduction
Methods to model non-linear curves have manifold applications in statistics. Many regression
modelling problems necessitate more flexible assumptions than linearity, and approximating non-
linearities with spline bases is common [Wahba, 1990, Hastie and Tibshirani, 1990, Eilers and
Marx, 1996, Reiss and Ogden, 2009]. The variety of modelling techniques with splines and means
of testing hypotheses on them has increased to where the analyst now has a wide variety of methods
to perform desired analyses.
Hypothesis testing on splines is an area that has benefited from recent development. Since the
study of Crainiceanu et al. [2005] into exact testing for linearity on a single smooth, there has been
fruitful work on testing different hypotheses of splines, such as their linearity or whether a collection
of smooths are in fact different from one another. Permutation, bayesian, and frequentist-based
approaches and interpretations have all been proposed [Crainiceanu and Ruppert, 2004, Fitzmaurice
et al., 2007, Wood, 2013, Nychka, 1988].
While hypothesis testing methodology on entire smooths is in a mature state, a relevant yet much
less developed goal is identifying specific regions where two or more curves differ. Oftentimes in
analyses identifying regions of difference and making statistical statements on them is important for
inference, for example when trying to localize where walking gait differs for cerebral palsy patients
before and after surgical intervention, an application we describe later [Røislien et al., 2009].
Broadly, our procedure relies on performing hypothesis tests on overlapping collections of under-
lying, estimated spline coefficients, which correspond to certain regions of two compared smooths.
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Deciding which regions differ becomes a problem of rejecting groups of hypotheses.
However, difficulties remain because of the way underlying basis functions can influence the
entire smooth, high degree of correlation of estimated parameters, and shrinkage of otherwise overly
flexible basis functions. Other challenges with multiple testing arise if the analyst wants to perform
many exploratory analyses, such as testing the equivalence of two smooths in several different
regions, while still controlling type 1 error.
We address these challenges by proposing use of regularized B-spline bases, or p-splines, and
then a testing procedure described in Hommel [1988] that allows for circular testing – that is, results
of hypothesis tests can motivate new ones without inflating type 1 error rates. The procedure also
uses recent developments in Goeman and Solari [2011] and Goeman et al. [2019], though must
adapt these results to a multiple regression setting for which there does not seem precedent in
the literature. In doing so we develop a method for localizing differences in two smooths. The
method yields a true discovery proportion (TDP) based interpretation, which is a statement on the
percentage of some region where true differences between two smooths exist. These statement are
made with 1-α confidence for designated α that estimates of true rejections (or discoveries) are at
least their estimated value simultaneously on arbitrary collections of hypotheses. The simultaneity
of the confidence bound allows one to examine many regions of two smooths.
In Section 2, we describe the procedure, its basis in closed-testing, and argue that the positive
regression dependence on subsets (PRDS) condition necessary for Simes inequality holds. We do so
by introducing results on the covariance of quadratic forms and the decay structure of covariance
terms for parameters when using penalized B-splines in Section 2.3. In Section 3, we vary the
degree and amount of differences between two compared smooths and prescribed α levels and show
the effect of this variation on actual TDP and type 1 error rates. In Section 3.4, we apply the
procedure to a pre- and post-intervention study of walking gait in children with cerebral palsy to
infer on how gait differences align with regions of clinical relevance. We conclude with Section 4
where we discuss extensions to arbitrary spline bases, more than two smooths, and small sample
sizes.
2 Methods
2.1 Background
When we model some outcome yi in the exponential family with a smooth function of some covariate
zi, conditioning on a vector xi to be treated as a fixed effect, we often do so with the following
representation
g(ui) =
p∑
j=1
xi,jβj +
m∑
k=1
bk fk(zi)
for i = 1, . . . , N , where ui = E(yi|xi, zi) for expectation E(·), covariate vector consisting of xi
and zi, spline basis functions fk(·), and link function g(·) [Wahba, 1990]. Call the associated log-
likelihood for n samples `(b,β, φ|y), where φ is a dispersion parameter. Different basis functions
can be chosen and oftentimes result in similar fitted values as many basis sets tend to span a
wide and similar space of smooth functions. Reasons one basis set might be chosen rather than
another may relate to numerical stability of subsequent fitting algorithms, implied structures of
penalization matrices (that for P-splines is sparse, for example), or familiarity of the analyst with
and interpretability of the basis [Wood, 2008, Eilers and Marx, 1996]. Cubic splines for example have
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a relatively straightforward interpretation of truncated polynomials augmented by linear, squared,
and cubic terms [Wood, 2017]. They additionally have the attractive theoretical property of being
the “smoothest” spline basis [Wahba, 1983]. B-splines described by De Boor et al. [1978], while
consisting of different basis functions, can be shown to span a similar space of smooth functions to
cubic splines by projecting one set onto the other. A useful feature of the B-spline bases is that
the region on which any one basis function is non-zero is compact and generally small relative to
the support of the respective covariate if one chooses a sufficient number of knots [Ruppert, 2002].
Fitted values at any zi are therefore a function of only d parameters scaling the B-spline basis
set for d the degree of the bases and will be chosen as 2 or 3 in most applications. This stands
in contrast to other spline bases where several basis functions may influence every fitted value or
certain fitted values may be a function of all or most basis functions. In some cases, such as thin
plate regression splines, bases may be less interpretable or scalable by sample size or number of
knots [Wood, 2006]. Interpretability and scalability are two features of the B-spline basis set we
leverage in our methodology.
Generally shrinkage methods are necessary to constrain the oftentimes high-dimension b =
(b1, b2, . . . , bm)
T parameter where xT is the transpose of vector x [Craven and Wahba, 1979, Golub
et al., 1979, Wood et al., 2016]. In this case one augments the objective function ` to be
`(b,β, φ|y) + bTSb
for some penalization matrix S. Penalizing the integral of the second derivative of
∑m
k=1 bk fk is
synonymous with calculating the i, j element of S as∫
Z
∂2fifj
∂zi∂zj
dz,
where Z is the support of covariate z. Alternatively in the case of P-splines, penalized B-splines,
a common penalty matrix is second order differences in adjacent bk’s. The difference matrix D is
then (m− 2)×m, with 3 non-zero elements, 1, -2, 1 along each row and aligned with the diagonal.
We construct S = DTD.
2.2 Testing differences of knot-defined intervals between strata
Suppose we have two sets of outcomes and covariates comprising our data, {y l, Xl, z l}, Xl a matrix
of covariates and z l a vector, for l ∈ 1, 2 and i ∈ {1, 2, . . . , nl} for respective sample sizes n1 and
n2. Suppose we want to estimate a smooth for each l,
hl(z) =
m∑
k=1
bk,l fk(z)
on a common set of knots, κ = (κ1, κ2, . . . , κm+2(d−1)) (because of boundary conditions 2d of those
knots fall in equal number to either side of the covariate’s support), where m is the dimension of
the B-spline basis.
Assume for exposition that y l, the vector of outcomes yi,l for all i, is Gaussian conditional on
(Xl, z l). Then the penalized least squares estimators for (β l, bl) align with the maximum likelihood
estimators and for each stratum l ∈ {1, 2} we have
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(βˆ l, bˆl)
T = arg min
β l,bl
nl∑
i=1
(
yi,j −
p∑
j=1
xi,j,lβj,l − hl(zi,l)
)2
+ λl bl
TS bl (1)
where S is not indexed by l because κ is invariant to stratum and θˆ denotes the maximum likelihood
estimator of θ. One can estimate each bl for fixed λl using the normal equations and then solving
to give [
βˆ l
bˆl
]
= C−1l
[
XTl y l
ZTl y l
]
where
Cl =
[
XTl Xl X
T
l Zl
ZTl Xl Z
T
l Zl + λlS
]
and where Xl is the nl×p fixed effects design matrix for stratum l and Zl is the nl×m spline basis
expansion for vector z l with entry fk(zi,l) at the i, k element. Additionally define ∆b = (b1 − b2)
and the ∆bk’s as its composing elements.
For an m-dimensional bl there are mT = m−d intervals along the covariate’s support defined by
the knots κ. Then the region defined Rk = (κk+d, κk+d+1) for 1 ≤ k ≤ mT is entirely determined
by the d + 1 scalars bk,l, bk+1,l . . . , bk+d,l for the l
th stratum. It is straightforward to construct a
hypothesis test of the equivalence of these two regions by using a normal approximation to the
bk,l’s and adequate estimates of their covariance matrices. When the sample size is small and
y l is conditional Gaussian, one can use Hotelling’s T
2 for these tests [Hotelling, 1931], otherwise
approximation with a χ2 test is adequate as simulations show.
To estimate the covariance of the bl’s, we consider the objective function of equation (1). For
fixed and known λl, one can take a Bayesian or frequentist perspective on the covariance of bl or bˆl,
respectively [Wood, 2006, Marra and Wood, 2012, Nychka, 1988, Wahba, 1983]. Under the Bayesian
framework, one can consider the generalized inverse of rank-deficient λlS as a prior covariance on
bl so that
bl ∼MVN(0, λl S−)
where S− is the Moore-Penrose generalized inverse considering that S is m×m and of rank m− 2
by construction. Such an approach ignores the variability of choosing λl, but doing so is of less
influence for the estimated covariance and one can use a correction if desired [Wood et al., 2016].
Conceptualized this way and following Wahba [1983] and Nychka [1988], the posterior covariance
of bl under the Bayesian framework when Xl contains no covariates is
Vl = φ̂ (Z
T
l Zl + λl S)
−1 (2)
where in the case of the Gaussian model φ is the variance parameter. We can consider this case
without Xl in part because Zl spans the intercept which is left unpenalized by construction of S.
When Xl is nonempty, Vl is the inverse of the Schur complement of the upper p×p block of Cl. This
choice of covariance will tend to be conservative compared to that from the frequentist perspective,
which is additionally multiplied by ZTl Zl(Z
T
l Zl + λl S)
−1, a term with determinant less than 1.
With estimates of bˆl for both l, we can perform d + 1 degree of freedom tests against a χ
2
d+1
null distribution. We do so along a sliding window of sets of covariates, testing (bk,l, . . . , bk+d,l)
T ,
l ∈ 1, 2, k = k∗ and then subsequently for k = k∗ + 1. We use an estimate of the covariance of
each (bk,l, . . . , bk+d,l)
T , which is [Vl]k,d, the submatrix along the diagonal of Vl, starting at row and
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column index k and ending at k + d. Because bˆ1 and bˆ2 are fit on different strata of data, they are
independent and the covariance of their difference is [V1]k,d + [V2]k,d.
The hypothesis test of the equivalence of the region of each smooth characterized by (bk,1, . . . , bk+d,1)
T
and (bk,2, . . . , bk+d,2)
T , respectively, depends on the element-wise equivalence of these two subvec-
tors. The test statistic for this hypothesis is
Tk = (ˆb1 − bˆ2)Tk,d ([V1]k,d + [V2]k,d)−1 (ˆb1 − bˆ2)k,d, (3)
where (v)k,d for vector v is the elements of that vector with indices k, . . . , k+d. Tk is a quadratic form
which we revisit later. Call its associated p-value pk, obtained against the χ
2
d+1 null distribution.
There are mT such test statistics and p-values, one for each hypothesis of region-wise equivalence
of the two strata.
Formulation of the test statistic makes clear that ([V1]k,d + [V2]k,d) must be inverted for each
k ∈ {1, . . . ,mT }. Since adjacent submatrices overlap by all but one index, it is intuitive that
one can reuse information in one inversion to simplify the next. The manageable computational
burden of the inversion of a sequence of modestly sized adjacent matrices decreases by performing an
appropriate rank 1 deletion and addition to generate each subsequent inverse, see the Supplementary
Material for detail [Lange, 2010]. Doing so puts computation on the order ofO(2mT (d+1)
2+(d+1)3)
rather than O(mT (d+1)
3), which is a meaningful reduction for even small d when mT is large as in
our setting. After performing these tests there is one test statistic Tk for each knot-defined region
Rk and corresponding p-value pk.
2.3 Simes inequality and PRDS
Simes [1986] showed that for uniformly distributed p-values which are either independent or fall
into a large family of dependence structures, then using
p(i) ≤ iα/n for at least one i ∈ {1, . . . , n} (4)
as a rejection region has type 1 error bounded by α, where p(i) is the i
th order statistic. The
inequality forms the basis for Simes test, which rejects when (4) holds. Simes additionally showed
that α is achieved when the pi are independent. Benjamini and Yekutieli [2001] showed that their
positive regression dependence on subsets (PRDS) condition is sufficient for the inequality to hold.
A set of p-values {p1, . . . , pn} is PRDS if
P (p\i  t\i|pi = ti)
is non-decreasing in ti for any t\i ∈ Rn−1 and all i, where some vector s\i is understood as
(s1, . . . , si−1, si+1, . . . , sn) and  is taken element-wise (cf. Lehmann [1966]).
There are specific cases in which PRDS is proven to hold and include multivariate normal test
statistics whose inverse covariance matrix are an M-matrix [Karlin et al., 1981]. A non-singular
covariance matrix is M if all entries are non-negative, and all off-diagonal entries of the inverse are
non-positive. The condition covers the case of bivarite normal, positively correlated test statistics for
example. Toeplitz matrices must satisfy a specific decay of off-diagonal entries for their inverses to be
M, which will not generally hold for the multidiagonal type Toeplitz structure under consideration
because of the sharp decline to 0 at some off-diagonal entry. Nevertheless, inequality (4) is believed
to hold in most practical cases of positive correlation [Finner et al., 2017, Sarkar, 1998].
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In contrast to other settings in which the PRDS condition is necessary, such as GWAS or medical
image analysis [Rosenblatt et al., 2018], for splines we estimate all coefficients in a single model.
This renders many of the underlying bˆk,l’s negatively correlated because of positive correlation in
the information matrix due to overlapping B-spline basis functions. This stands in contrast to image
analysis where test statistics are often calculated from many univariate regressions. The covariance
matrix of these test statistics are then the correlation of the design matrix itself. That design
matrix will tend to be correlated, and so careful checking of the PRDS condition is less necessary.
More care must be taken in showing this condition in our setting, which is additionally complicated
by the quadratic form structure of test statistics. Adjacent test statistics also share elements of
their covariance matrices because they are taken from a sliding window along the diagonal of the
covariance matrix of basis coefficients.
We argue this condition holds and α attained by demonstrating that p-values are practically
independent for all but relatively proximal ones with respect to the region being tested. This can
be shown using an analytic inverse of multidiagonal Toeplitz matrices with small modification to
the corner elements, which is the form of the sum of the information and penalization matrices
when the covariate is uniformly distributed.
The inverse of the sum of these matrices is proportional to the covariance of test statistics,
and off-diagonal elements are shown to have log-linear decay, and in practice their covariances
approach 0 quickly in out case. Small deviations from the Toeplitz structure can be addressed
with approximations such as (A + εQ)−1 ≈ A−1 − εA−1QA−1 for small ε, which suggests results
hold under such deviations. The information matrix is multidiagonal regardless of the covariate’s
distribution with all entries 0 except the first d off the diagonal for splines of degree d. That is,
second degree splines result in a pentadiagonal matrix, where a total of 5 diagonals along the matrix
are non-zero, centered at the main diagonal. B-spline expansions have this structure because the
support of a single basis function tends to be small relative to the covariate’s support whenever
even a moderate number of knots is used, and these functions only share a portion of their own
support in common with a small number of adjacent basis functions [Eilers and Marx, 1996].
We show log-linear decay in the covariance of proximal bk,l’s for up to second degree splines
by giving an analytic result for the penalized covariance matrix given in equation (2). We do
so by showing a factorization of (2) into two tridiagonal matrices, which we invert and analyze
the products’ result. If the splines are first degree, the given tridiagonal inverse suffices for the
result. Dow [2003] gives results of linear difference equations necessary to generalize to higher
order splines, though numerical exploration suggests the decay holds regardless of degree provided
the information matrix is generated from a B-spline basis expansion, but is not generally true of
multidiagonal (Toeplitz) matrices. The simulations shown, for example, are generated using third
degree B-splines and exhibit behavior consistent with that of second degree ones. All proofs for the
following are confined to the Supplementary Material.
Lemma 1. Consider the pentadiagonal toeplitz matrix with modified corner elements
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P =

− ζ1 θ λ 0 0 · · · · · · 0
θ  θ λ 0 0 · · · 0
λ θ  θ λ 0 · · · 0
0 λ θ  θ λ · · · 0
...
...
. . .
. . .
. . .
. . .
...
...
0 · · · 0 0 λ θ  θ
0 · · · · · · 0 0 λ θ − ζ2

Then provided θ2−4λ(−2λ) > 0, there exists a factorization of P into two real tridiagonal toeplitz
matrices, Z1 and Z2 with diagonal elements (λ, pi1, λ) and (1, pi2/λ, 1), respectively, where pi1, pi2 are
roots of the polynomial in s, s2 − λs+ λ(− 2λ), and where we then have ζ1, ζ2 = λ.
Though the penalization and information matrices both satisfy conditions of Lemma 1, their
sum may not depending on the penalty parameter because of negative elements in the penalization
matrix. One must assume the information matrix dominates the penalty, which will hold asymp-
totically and in most practical settings including our data analysis. Since our proposal is most
appropriate with many knots, a moderate to large sample size is encouraged from different aspects
of the methodology. If the condition were ever to not hold on the sum of these matrices, one could
simply reduce the penalization parameter and thereby reduce bias if slightly increase variance in
parameter estimation.
Theorem 2. Elements of P−1 exhibit log-linear decay in absolute value along its off-diagonal at
rate mini{ψi} for ψi = arcosh(pii/(2λ)) > 0 if pi2i > 4λ2 for i = 1, 2, where pii and λ are elements
from the tridiagonal toeplitz factorization of P .
Assuming a uniform-distributed covariate, the covariance matrix varies with the shrinkage pa-
rameter scaling the penalization matrix. If one assumes the information dominates the penalization
matrix, there may be little variability in the covariance matrix and therefore mini psii across analy-
ses. In practice one may therefore assert that generally the covariance matrix approaches 0 quickly
for off-diagonal elements as with our analysis (Section 3.4), and that this will tend to hold for
any implementation of the methodology using first, second, or third degree B-splines under some
shrinkage. Most test statistics will be practically independent and therefore α from Equation (4)
achieved, maximizing power.
For the theorem to be directly applicable in the case of second degree B-splines, one must remove
the two outermost knots and likewise slightly translate the remaining outermost so that the corner
element structure from Theorem 2 holds. The hypothesis tests for the two outermost intervals from
R are then a function of one fewer basis functions in each case. Assuming increasing sample size
and number of knots so that interval lengths decrease [Li and Ruppert, 2008], this should not affect
convergence near boundaries of the covariate’s support. In practice, removal of the outermost knot
does not seem necessary as the covariance decay structure still holds.
Theorem 3. Consider x, y of dimension dx, dy, which jointly follow (x,y)
T ∼ N(0,Σ) with
Σ =
[
Σxx Σxy
Σyx Σyy
]
with Σxx dx × dx and matrices A and B assumed symmetric without loss of generality. Then if
U =
(
uij
)
= (Jdy ⊗A) ◦ Σ(∗)xy ◦ (B ⊗ Jdx)
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Cov(x′Ax,y ′By) =
∑
i
∑
j
uij
where Σ
(∗)
xy = vec(Σxy) vec(Σxy)
T , the outer product of the column major vectorization of Σxy, Jz
is a square matrix of 1’s of dimension z× z, ⊗ denotes kronecker product and ◦ denotes Hadamard
product.
The applicable case for our setting is with positive semidefinite covariance matrices as assumed in
this Corollary, which gives the desired positive correlation.
Corollary 3.1. If A and B are positive semi-definite, then the covariance can be written
Cov(x′Ax,y ′By) = 2 · ||A 12 Σxy B 12 ||2F
where || · ||F denotes the Frobenius norm.
The positive correlation of proximal test statistics and approached independence of distal ones
is confirmed in simulation. Because our methodology assumes a pre-determined basis expansion
and the PRDS condition must only hold under the null hypothesis, there is a relatively small space
of cases to consider. If there is concern that PRDS does not hold, one can use modifications of
Simes test, though at a loss of power [Yekutieli, 2008, Goeman and Solari, 2011, Hommel, 1983].
Since simulation does not demonstrate inflation in simultaneous error rates (Table 1) and nominal
TDP proportions are achieved with increasing effect size (Figures 6 and 9), and conservative for
increasing number of non-zero ∆bk’s (Figure 5 and Table 2), we do not explore these lower power
alternatives. All figures and tables are described in greater detail in Section 3.3 below.
2.4 Confidence bounded true discovery proportion estimation
We briefly describe the procedure of lower bounding the true discovery proportion simultaneously
with 1 − α confidence. First consider a result of Hommel [1986] describing the closed testing
procedure. Consider hypotheses H1, . . . ,Hn for some n. Define an intersection hypothesis HI =
∩i∈IHi, where I ⊂ {1, . . . , n}, including singleton sets. Suppose for each HI there exists a “local”
test of size α. Then if the local test rejects HJ for every I ⊂ J , HI is rejected by the closed-testing
procedure which gives weak control of the family wise error rate at level α for all intersection
hypotheses simultaneously. Define
X = {I : HI is rejected by the closed testing procedure}
In general identifying elements of X would require enumeration of the 2n power set of intersection
hypotheses making computation difficult for even small n. However, shortcuts have been proposed
for different local tests. Hommel [1988] provided a procedure to identify elementary hypotheses
belonging to X for Simes local tests. Goeman and Solari [2011] and Goeman et al. [2019] generalized
the result to arbitrary intersection hypotheses, first showing that for some intersection hypothesis
HR,
φα(R) = #R−max{#S : S ⊂ R,S /∈ X},
where #(·) is the cardinality of its argument, is a simultaneous 1 − α lower confidence bound for
the number of elementary hypotheses under the alternative, or true discoveries, within set R. They
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provided a shortcut for calculating φα(R) for Simes local tests with
φα(R) = max
1≤u≤#R
1− u−#{i ∈ R : hα pi ≤ uα}
where
hα = max
{
0 ≤ i ≤ n : {p(n−i+1), p(n−i+2), . . . , p(n)} is not rejected by Simes test
}
We leverage the result for our application.
3 Results
3.1 Simulated data generation
We generated two smooth curves with a controlled degree of difference by first drawing 120 bk
coefficients from N(0, σ2b ). We then sampled 15, 30, or 60 indices, depending on the simulation,
from {1, 2, . . . , 120} and without replacement, call the set K. We sampled indices so that they
would tend to “clump” around one another; i.e., adjacent indices were more likely to be chosen
together.
Specifically, integers were generated progressively from {1, 2, . . . , 120} so that indices adjacent to
already-chosen ones were ν times more likely to be chosen, with ν = 6. We generated this clumping
pattern to be consistent with patterns of differences between two smooths in reality – gaps between
two smooths tend to be longer than the support of a single basis function (depending on the knots
and basis set used). Since our testing procedure involves simultaneous testing of adjacent bk’s, it is
also fitting to have a higher proportion of tests on adjacent differences than would be if clumping
were not present.
For the indices in set K, we drew a corresponding number of non-zero ∆bk’s from N(0, σ
2
∆).
We then translated these ∆bk’s in the direction of their sign by value M∆. We did so to assure
that all of the non-zero ∆bk’s were of size at least M∆ in absolute value. Generating the ∆bk’s this
way allowed for random variation in the differences, while encouraging some uniformity in their
magnitude via this minimum size M∆, whose influence on our methodology we could study.
After generating the 15, 30, or 60 non-zero ∆bk’s, we added them to the corresponding bk’s
whose k ∈ K. Call this complete set of 120 coefficients {b(A)k } (i.e., all indices k, regardless of
membership in K). Call the complete set of original bk’s, unaltered by the ∆bk’s, {b(U)k }. So
b
(A)
k − b(U)k = 0 for k /∈ K, and bk,A − bk,U = ∆bk for k ∈ K. This difference bk,A − bk,U then is the
analogue of the ∆bk notation above, and we will use ∆bk going forward to refer to this difference
in the simulations specifically. The union of the support of the basis functions for which ∆bk 6= 0
is what we refer to below as the “truly different region.”
3.2 Inference procedure
We performed three kinds of simulations for continuous and binary outcomes, the first emulating
real-world curves that an analyst might want to model and used to create Figures 2, 3, 4, and S1.
The second kind varied degrees of differences between the two smooths and were used to create
Figures 5, 6, 7, 8, and 9, all of which were based on 1000-1200 simulations depending on the
case. Lastly, we performed simulations examining α (Table 1) and empirical TDP (Table 2) for the
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continuous outcome and S1 for the binary outcome. For these, we used 1000 simulations in every
case, with the exception of Tables 1a and 2a, which were based on 2000 simulations.
For the first group of continuous simulations, we set σ2b = 0.1, σ
2
∆ = 0.6, set α = 0.15, and
M∆ = 0.93. Recall that α refers to the expected proportion of estimated TDPs that exceed actual.
Noise for generating the outcome, σ2, was set to 0.8. There were 4000 points generated in each
stratum from the underlying model coefficients. These were distributed approximately uniformly
over the domain of [0, 10]. The setup was the same for the binary outcome, with the exception of
using no noise parameter, having M∆ = 3.4, and then drawing from a Bernoulli distribution with
an exp(·)/(1 + exp(·)) transformation of the linear predictor.
For the simulations where we varied the magnitude of smooth curve differences (∆bk, the x-axis
of Figures 5–9), we kept parameters the same, with the exception of increasing slightly α = 0.2.
We also decreased σ2∆ = 0.05 so that the magnitude of non-zero ∆bk’s would be dominated by M∆,
ensuring greater uniformity in them. This helped us isolate effects on TDP to the M∆ parameter.
We varied M∆ between 0 and 2.5 uniformly over the 1000 simulation iterations for the continuous
outcome case. Simulations for binary data are underpowered as compared to continuous and M∆
varied between 0 and 9 in that case. The x-axis label of Figures 5–8 refers to the magnitude of the
non-zero ∆bk parameters.
For simulations examining type 1 error, we varied α between the three of 0.1, 0.2, and 0.3, kept
σ2∆ = 0.05 again, and set M∆ = 2.4, a value at which previous simulations showed convergence
of estimated TDP to the actual TDP. Empirical type 1 error was calculated by the proportion of
estimated TDP’s not achieving the actual TDP (ie, a region with estimated TDP of 0.7 which is in
fact 0.63 is an error).
For all continuous outcome simulations, we executed our investigation on a grid of all combina-
tions of TDP thresholds of 0.5, 0.7, and 0.9, and number of non-zero ∆bk’s of 15, 30, and 60. With
TDP threshold we mean finding the largest region of the smooth such that the TDP estimated on
the region is that value. For the binary outcome, we used TDP thresholds of 0.5, 0.7, and 0.9, and
20 non-zero ∆bk’s.
We calculated different aspects of TDP estimation in each simulation. For Figures 5, 6, and
9, we divided the area of the truly different region (defined by the set of indices K and support
of corresponding basis functions) intersecting the region with 0.5, 0.7, or 0.9 estimated TDP by
the total area of that TDP region. This proportion should align with the estimated TDP. Second,
we estimated the TDP in the region we generated as truly different (Figure 7). For this figure,
we estimate TDP specifically in the region generated as truly different. By contrast, figure 8 is
calculated by finding the largest TDP region with an estimate of 0.5, 0.7, or 0.9, then seeing how
those regions relate to the truly different region by examining their intersections. Those intersections
divided by the size of the truly different region is depicted in the figure.
Because binary outcome simulations showed slightly inflated type 1 error (Table S1), we lastly
generated Tables S2 and S3. Table S2 shows empirical TDP for different α values and nominal
TDPs. Table S3 shows the empirical TDP at which the desired α is achieved – that is, if the
estimated TDP were the value shown in the table, then α would be controlled at its own nominal
level.
3.3 Simulation results
Results of simulations are shown in Figures 2–9 and Tables 1–2. Additional figures and tables
focusing on binary outcome simulations are in the Supplementary Material, including empirical
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error rates and TDP estimates. We include four types of Figures: (1) simulated smooths and their
true regions of difference alongside annotation at different TDP thresholds using our methodology,
Figures 2–4, (2) empirical TDP’s approaching their estimated level (intersection of highlighted
TDP regions of Figures 2–4 and truth, divided by size of TDP regions), Figures 5, 6, and 9, (3)
estimated TDP of the region simulated as truly different, Figure 7, and (4) proportion of the truly
different region covered by TDP region (intersection of highlighted TDP regions of Figures 2–4 and
truth, divided by size of truth), Figure 8, a–c. These latter three kinds of figures are generated and
shown as a function of varying effect size of underlying basis coefficient ∆bk’s and total number
of truly null hypotheses. Figures of type (2) are shown for both linear (Figures 2 and 3) and
binary (Figures 4 and S1) cases. Lastly, we show empirical type 1 error rates (Table 1) as well as
empirical TDP results (Table 2), both for varying nominal α, estimated TDP, and number of truly
null hypotheses (size of the region generated as different).
Figures 2–4 reveal our methodology performed as intended. The two smooths in each figure
depicted with thick lines those estimated from the simulated data, while the dotted lines of the
respective colors in each figure are basis functions scaled by the underlying simulated coefficients.
The highlighted region along the smooths is the 0.9 TDP region with an α = 0.2 and corresponds to
that depicted with rectangles at the bottom of the figure. The bottom of the figure also shows the
0.7 and 0.5 TDP regions in different shades of blue, and those regions of the two smooths which were
simulated as truly different due to use of distinct scaling coefficients of basis functions, depicted
with black. Since the simulated smooths are those estimated from the data, visual inspection of
their differences may not align identically with the truly different region annotation, though there
is a correspondence between the truly different region and where the smooths more diverge in their
estimates. Visual inspection of TDP regions of 0.5, 0.7, and 0.9, show them overlapping the truly
different region in approximately the proportion of the estimated proportion, explored in precise
way in Figures 6 and 9.
Interpretation of Figure 4 is similar to Figure 2 and 3, except based on binary data so that
the estimated smooths depict the linear predictor. The 1 and 0 outcomes are mapped to 1 and
−1, respectively, in the figure, and in colors correspondent with the smooths to give a sense of
the relative quantity of these data points in the two modelled strata and their influence on the
estimated smooth linear predictor. Figure S1 in the Supplementary Material can be understood in
the same way.
Figures 5, 6, and 9 show what proportion of the 0.5, 0.7, and 0.9 TDP regions cover the
truly different region under increasing effect size differences (∆bk) in the truly different region of
simulations and size of that region, ranging from 15 of 120 non-zero (Figure 5a.) ∆bk’s to 60 of 120
(Figure 5c.). The loess fit lines in the figures were based on 1000 simulations. One sees that for all
effect sizes and proportions of non-zero ∆bk’s, the actual TDP falls above or on its estimated value
(estimated TDP value shown as dotted lines of the corresponding green, red, and black colors). It
therefore serves as a good or conservative estimate of the true differences in the region it makes a
statement on. The simulations reveal a tendency for lower estimated TDP’s with a greater number
of non-zero ∆bk’s to be more conservative. The lowest estimated TDP of 0.5 seems to be modestly
conservative in Figure 5b with an average actual TDP of 0.55. When there are 60 non-zero ∆bk’s
in (Figure 5c) for example, or only 50% of underlying coefficient differences generated under the
null hypothesis, the only estimated TDP to achieve its actual value is 0.9, with that of both 0.5
and 0.7 having an actual TDP of slightly under 0.8, well above their estimated levels.
Figure 7 shows the estimated TDP in the region simulated as truly different for the continuous
outcome. There is a clear relationship between effect size of the ∆bk’s and estimated TDP, with
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greater numbers of non-zero ∆bk’s estimated with higher TDP. The lines for 60, 30, and 15 non-zero
∆bk’s all approach 1, with the line for 60 dominating the other two. The intercept in the figure is
0, not α, because the error rate is understood as the percentage of the time estimated TDP exceeds
actual. Figure 8 shows the proportion of the truly different region labelled as such at different TDP
estimate thresholds for increasing ∆bk. Since lower TDP thresholds correspond to larger regions
with that TDP estimate, the curve for a TDP of 0.5 is larger than that of 0.7, which is larger than
the curve for 0.9. Curves for all TDP levels tend to be lower or right-shifted for smaller numbers
of ∆bk’s
Table 1a shows type 1 error maintained at estimated TDPs of 0.5, 0.7, and 0.9, and desired α
of 0.1 and 0.3. Error is inflated slightly when using a desired α = 0.2 to approximately 0.25 for
all TDPs investigated. The simulation was performed twice on 1000 simulations to confirm the
inflation and, while modest, its source is not clear. For a greater number of non-zero ∆bk’s shown
in Tables 1b and 1c, we observe a tendency toward type 1 error significantly below nominal values
for smaller TDPs such as 0.5, and the effect of increasing TDP on inflated type 1 error exacerbated
by a larger number of non-zero ∆bk’s – in Table 1c, TDP estimates at 0.5 are conservative with
type 1 error significantly below the nominal level, while significant above for TDP of 0.9, and still
above that of Table 1b’s type 1 errors for TDP estimates of 0.9. Table 1b shows conservative TDP
estimation for 0.5 at all α’s investigated, and slightly inflated type 1 errors for estimated TDPs
of 0.7 and 0.9 at all α’s. Table 2 is consistent with Figure 5c, and shows conservative average
estimated TDPs, especially for levels 0.5 and 0.7.
Figure 9 depicts results from the binary outcome with 20 non-zero ∆bk’s and shows actual TDP
first starting above and then approaching the estimated level for increasing effect size differences,
though at higher values than observed for the continuous outcome. TDP estimates of 0.9 and
0.7 in particular seem to fall above their actual level slightly, also reflected in the inflated type 1
errors shown in Table S1 and slightly lower than nominal expectations in Table S2. Error rates in
particular are inflated by a factor of about 2 for all estimated TDPs and α’s examined, evident in
Table S1. However TDP levels achieving the nominal error rate never deviate more than 7% below
the estimated TDP (see Table S3).
3.4 Data analysis
We analyzed a study of walking gait in 31 pre- and post-surgical intervention children with unilateral
spastic cerebral palsy who underwent surgery to improve body center of mass support and stability
during stride. The data consisted of approximately 35,500 vertical ground reaction force (GRF,
measured in Newtons/kg) by percent stance phase data points, where 100% corresponded to a
completed stride. There were approximately 600 GRF measurements per patient’s stride both pre-
and post-intervention which gave opportunity to model smooths with a large number of knots and
assess on a fine grain where patients’ strides differed before and after intervention. Clinicians were
particularly interested in changes in the 15-35% and 65-85% intervals of stance phase, where peaks
in vertical GRF tend to occur, highlighted in gray in Figure 1. Unintervened walking gait in patients
tends to have higher and lower GRF than normal in the 15-35% and 65-85% intervals, respectively.
Within-person correlation was controlled for using constrained random effect smooths, each with
6 knots. We used 150 identically placed knots for the pre- and post-intervention population average
smooths. Examination of the untransformed correlated matrix showed a similar log-linear decay in
covariance structure to that observed without within-patient correlation adjustment.
The analysis revealed that the 0.9 TDP region covered most of the two primary % stance phase
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intervals of interest. This was still more true of the 70% TDP region, which covered most of
the first 15-35% interval, all of the 65-85% interval, and much of the region between them. The
interpretation of the result is that the proportion of true difference in the 0.9 and 0.7 TDP regions is
at least 0.9 and 0.7, respectively, with simultaneous α = 0.2. The results are almost identical using
an α = 0.05 (results not shown). The researchers can be confident that the surgical intervention
affects most of the two intervals of patients’ stance phases, creating more even peaks in the vertical
GRF as is intended.
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Figure 1: Population average pre- and post-surgery ground reaction force, plotted against
% stance phase for a single barefoot stride. Highlighted annotation on the curves is the
90% TDP difference region with simultaneous confidence using an α = 0.2, and aligns
with the block annotation of the same color shown at the bottom of the figure. Annotation
at the bottom of the figure also shows 70% and 50% TDP confidence regions of difference
in the two curves, colored according to that shown in the legend.
4 Discussion and Extensions
We have described a procedure to make false discovery proportion statements on regions where two
smooths differ. We use a closed testing procedure and leverage recent results on TDP confidence
statements for Simes’ local tests so that the method has low computational cost. The procedure
gives simultaneous weak control of the family wise error rate, and nominal error rates are con-
firmed in simulation. The simultaneous error bounds allow the analyst to posthoc test additional
hypotheses based on preliminary p-values and TDP estimates and avoid inflating error rates.
The procedure relies on a multidiagonal structure in the information matrix of the spline basis
expansion which is achievable with B-spline bases. We have advocated a Bayesian framework in
which to understand the test statistics of coefficients arising from the penalized model coefficients.
We argued why it is likely that the PRDS condition is satisfied in our setting to guarantee the
validity of Simes inequality. We also showed why Simes test is not overly conservative for the
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quadratic form test statistics because the correlation of any two quickly approaches zero as they
become distant relative to one another on the tested smooths.
There are several extensions of this work that render it applicable in other settings. The method-
ology is valid for any generalized linear model, and we provided simulations for binary data demon-
strating its applicability in that setting. The procedure remains unmodified for the different model
families apart from use of the appropriate distribution and link function. Though one can expect
slightly lower power in moving away from the linear model case, application to model settings other
than linear is still likely of great practical use.
One can also extend the procedure to testing differences in more than two smooths. The
extension is straightforward since each smooth is estimated separately regardless of how many and
so extension only necessitates modifying the hypothesis test comparing groups of relevant basis
coefficients. One could apply multivariate analysis of variance methods such as Wilk’s lambda to
the sequence of vectors of coefficients and subsequently perform TDP estimation [Mardia et al.,
1979]. Application to small samples on only two smooths is also feasible with closed-form formulas
for the penalization parameter used for variance calculation and then application of Hotelling’s T2
[Wand, 1999, Hotelling, 1931].
Since some basis expansions span relatively similar spaces, it is possible to fit data with one
basis,then project onto b-splines for application of the methodology. One makes appropriate trans-
formations of the estimated parameters and variance matrix as a function of the cross product of
the generalized inverse of the used basis expansion with the B-spline expansion.
Since our procedure only provides weak control of the FWER, its behavior when a large propor-
tion of hypotheses are not generated under the null hypothesis is less predictable. This was evident
in Figure 5c and Table 1c, where approximately half of the tested hypotheses are generated under
the null and TDP estimates of 0.5 and 0.7 are conservative. Because of the relationship between
TDP and false discovery rates, one could hypothetically modify the current approach with the mix-
ture approaches to FDR control of Langaas et al. [2005] and Efron [2007]. If one can approximate
proportions of null and alternative hypotheses a priori, it is likely possible to improve power and
achieve nominal TDPs in these diverse simulation scenarios.
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Figure 2: Two simulated curves on a domain of (0,4.5) with highlighted difference regions along the smooths in dark blue.
The highlighted dark blue region corresponds to the 0.9 TDP annotation of the same color shown at the bottom of the figure.
There is analogous ‘bar’ annotation for estimated TDP’s of 0.7 and 0.5 in different shades of blue. The black region at the
most bottom shows the intervals where the 2 curves are generated from different basis functions. The many dotted line curves
in red and orange show the underlying basis functions scaled according to the true basis coefficients. The estimates of their
superimpositions – the estimated smooth – are the thicker, solid red and orange curves. We see that the TDP region annotation
of 0.5, 0.7, and 0.9, are accurate estimates of TDP as compared to the truth, also confirmed in Figure 6. This figure corresponds
to a minimum effect size delta of 0.94 in the difference regions.
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Figure 3: Two simulated curves on a domain of (0,10) with highlighted difference regions along the smooths in dark blue.
The highlighted dark blue region corresponds to the 0.9 TDP annotation of the same color shown at the bottom of the figure.
There is analogous ‘bar’ annotation for estimated TDP’s of 0.7 and 0.5 in different shades of blue. The black region at the
most bottom shows the intervals where the 2 curves are generated from different basis functions. The many dotted line curves
in red and orange show the underlying basis functions scaled according to the true basis coefficients. The estimates of their
superimpositions – the estimated smooth – are the thicker, solid red and orange curves. We see that the TDP region annotation
of 0.5, 0.7, and 0.9, are accurate estimates of TDP as compared to the truth, also confirmed in Figure 6. This figure corresponds
to a minimum effect size delta of 0.93 in the difference regions.
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Figure 4: Two simulated curves for a binary outcome on a domain of (0,4.5) with highlighted difference regions along the
smooths in dark blue. The data are fit using logistic regression and the smooths shown correspond to the estimated linear
predictors. The points plotted along 1 and -1 of the y-axis are the modelled 1’s and 0’s, respectively, colored according to
the corresponding smooth, and drawn on the graph in a random order so that their shade of color communicates the relative
quantity of each. The highlighted dark blue region corresponds to the 0.9 TDP annotation of the same color shown at the
bottom of the figure. There is analogous ‘bar’ annotation for estimated TDP’s of 0.7 and 0.5 in different shades of blue. The
black region at the most bottom shows the intervals where the 2 curves are generated from different basis functions. The many
dotted line curves in red and orange show the underlying basis functions scaled according to the true basis coefficients. The
estimates of their superimpositions – the estimated linear predictor smooths – are the thicker, solid red and orange curves. We
see that the TDP region annotation of 0.5, 0.7, and 0.9, are relatively accurate estimates of TDP as compared to the truth,
also confirmed in Figure 9. This figure corresponds to a minimum effect size delta of 3.46 in the difference regions.
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(a) 15 of 120 non-zero ∆bk’s
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(b) 30 of 120 non-zero ∆bk’s
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(c) 60 of 120 non-zero ∆bk’s
Figure 5: Empirical calculation of TDP for regions using thresholds of 0.5, 0.7, and 0.9, shown in green, red, and black,
respectively. Lines are loess smooths calculated from approximately 1000 simulations over the different TDP thresholds. Each
single underlying data point was calculated as a function of the overlap of the TDP annotation bars versus truth, see also
Figures 2, 3, and 4 as examples.
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Figure 6: Larger version of Figure 5a to demonstrate actual TDP achieving that estimated.
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Figure 7: Empirical TDP calculated over a range of effect sizes for regions that are truly
different with an α of 0.2. Those truly different region are composed of 15, 30, or 60
non-zero ∆bk’s, many of which are contiguous, among a background of 105, 90, or 60 zero
∆bk’s, respectively, totalling 120 b’s. The lines are smooth curves fit over the underlying
calculated TDP’s.
19
0.0 0.5 1.0 1.5 2.0 2.5
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Effect size of underlying basis coefficients
Pr
op
or
tio
n 
of
 tr
u
ly 
di
ffe
re
n
t r
eg
io
n 
co
nt
ai
ne
d 
by
 re
jec
ted
 re
gio
n
TDP
0.5
0.7
0.9
(a) 15 of 120 non-zero ∆bk’s
0.0 0.5 1.0 1.5 2.0 2.5
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Effect size of underlying basis coefficients
Pr
op
or
tio
n 
of
 tr
u
ly 
di
ffe
re
n
t r
eg
io
n 
co
nt
ai
ne
d 
by
 re
jec
ted
 re
gio
n
TDP
0.5
0.7
0.9
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Figure 8: Proportion of the truly different region labelled as such at different TDP estimate thresholds for increasing ∆bk.
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Figure 9: Average TDP over a range of minimum effect size differences M∆ for 20 non-zero
∆bk’s, at thresholds of 0.5, 0.7, and 0.9 and using an α = 0.2.
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Table 1: Type 1 error rates calculated for different α levels and TDP thresholds. Errors occur when the nominal TDP exceeds
actual TDP. Different subtables correspond to a varying number of non-zero ∆bk’s.
a) 15 of 120 non-zero ∆bk’s. Error rates calcu-
lated on 2000 simulations over the different TDP
thresholds.
TDP=0.5 TDP=0.7 TDP=0.9
alpha=0.1 0.105 0.105 0.105
alpha=0.2 0.249 0.251 0.248
alpha=0.3 0.291 0.293 0.293
b) 30 of 120 non-zero ∆bk’s. Error rates calcu-
lated on 1000 simulations over the different TDP
thresholds.
TDP=0.5 TDP=0.7 TDP=0.9
alpha=0.1 0.021 0.150 0.153
alpha=0.2 0.042 0.243 0.246
alpha=0.3 0.054 0.330 0.336
c) 60 of 120 non-zero ∆bk’s. Error rates calculated on
1000 simulations over the different TDP thresholds.
TDP=0.5 TDP=0.7 TDP=0.9
alpha=0.1 0.000 0.006 0.165
alpha=0.2 0.000 0.015 0.288
alpha=0.3 0.000 0.018 0.414
Table 2: Empirical TDP’s for varying α levels and TDP thresholds. Different subtables correspond to a varying number of
non-zero ∆bk’s.
a) 15 of 120 non-zero ∆bk’s. Proportions calcu-
lated on 2000 simulations over the different TDP
thresholds.
TDP=0.5 TDP=0.7 TDP=0.9
alpha=0.1 0.505 0.705 0.908
alpha=0.2 0.500 0.699 0.901
alpha=0.3 0.499 0.696 0.898
b) 30 of 120 non-zero ∆bk’s. Proportions calcu-
lated on 1000 simulations over the different TDP
thresholds.
TDP=0.5 TDP=0.7 TDP=0.9
alpha=0.1 0.553 0.702 0.904
alpha=0.2 0.553 0.699 0.900
alpha=0.3 0.559 0.696 0.896
c) 60 of 120 non-zero ∆bk’s. Proportions calculated
on 1000 simulations over the different TDP thresh-
olds.
TDP=0.5 TDP=0.7 TDP=0.9
alpha=0.1 0.781 0.782 0.902
alpha=0.2 0.787 0.787 0.900
alpha=0.3 0.783 0.783 0.896
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Supplementary Material: Simultaneous confidence bounded TDP on
smooths
David Swanson
S1 Inverse multidiagonal toeplitz matrices
We leverage an analytic result on the inverse of Toeplitz matrices to argue that the PRDS condition
holds. To do so, we show that the covariance of distant (along the support of the smooth) quadratic
form test statistics goes to zero quickly, and that of proximal quadratic forms is positive. We then
rely on conventional thinking that for broad families of especially unimodal distributions, positive
correlation is sufficient for PRDS. (Also, that the primary examples of positive correlation that are
not PRDS are those of non-unimodal distributions.)
We assume that the design points modelled with a smooth are distributed uniformly over the
covariate’s support and aligned with uniformly distributed knots so that the information matrix IT
is Toeplitz. One can alternatively assume that, regardless of alignment with knots, design points are
uniformly distributed and sufficiently dense so that deviations from Toeplitz structures are bounded
by an arbitrary  > 0 uniformly for each element in the matrix. One can also assume that if at the
boundary, values deviate slightly from a Toeplitz structure, one can modify the placement of knots
or shape of basis functions so that the structure is achieved.
Proof of Lemma 1. Following Wang et al. [2015] and Montaner and Alfaro [1995], then it is
apparent that 2λ is a root of the polynomial f1(s) = s
3 − s2 + (θ2 − 4λ2)s+ (2θ2λ− 4λ2), giving
ζ1 + ζ2 = 2λ. Again following Wang et al. [2015], Montaner and Alfaro [1995], the roots of f2(s) =
s2 − 2λs+ λ2 then give ζ1, ζ2 which are found to be λ. Let the roots of f3(s) = s2 − λs+ λ(− 2λ)
be pi1 and pi2, to be used in the factorization. Then pi1, pi2 are θ/2±
√
θ2 − 4λ(− 2λ)/2, which are
real for θ2−4λ(−2λ) ≥ 0. So Z1, Z2 are of the same dimension as P and tridiagonal toeplitz, with
elements in order along the diagonal (λ, pi1, λ) and (1, pi2/λ, 1) for each matrix respectively.
Proof of Theorem 2. There exist 2 unique, real roots of the polynomial f(s) = λs2 + piis + λ,
i = 1, 2, provided pi2i > 4λ
2. We can therefore simplify Dow [2003] to elements of Z−1i defined with
z
(i)
kl = z
(i)
lk =
(−1)l−k sinh(ψik) · sinh(ψi(n+ 1− l))
sinhψi · sinh(ψi(n+ 1))
for k ≤ l, ψi = arcosh(pii/(2λ)) > 0 by assumption for positive pii and λ. It is the case that
Z−11 = 1/λ ·
(
z
(1)
kl
)
and Z−12 =
(
z
(2)
kl
)
. Because sinhx/ expx → 1/2 quickly for increasing x and
expx > 2 sinhx for x > 0 , we can well-approximate and upper bound in absolute value with
z
(i)
lk ≈ (−1l−k · K) exp(ψi(k − l)) for indices k getting large and l getting small and a constant
K =
(
exp(ψi(n+1))
)
/
(
4 sinhψi ·sinh(ψi(n+1))
)
. As the dimension of P gets large, the proportion
of elements converging to this quantity goes to 1. Now consider element r, t of P−1 = Z−12 Z
−1
1 with
r ≤ t because P−1 is symmetric, which is calculated
mT+d−1∑
i=1
z
(2)
ri z
(1)
it ≈ (−1t−r ·K)
mT+d−1∑
i=1
exp (−ψ2|i− r| − ψ1|t− i|) (2)
Assuming without loss of generality that ψ2 ≤ ψ1 the sum can be partitioned into three finite series
by considering collections of those terms whose sum of indices increase, decrease, or are constant
1
(for which one considers ψ2 < ψ1 and ψ2 = ψ1 separately), which can be shown to be respectively
Γ = exp (−(t− r)ψ2)exp (−|ψ1 + ψ2|)− exp (−r |ψ1 + ψ2|)
1− exp (−|ψ1 + ψ2|)
Λ = exp (−(t− r)ψ1)exp (−|ψ1 + ψ2|)− exp (−(n− t+ 1)|ψ1 + ψ2|))
1− exp (−|ψ1 + ψ2|)
∆ 6= = exp (−(t− r)ψ2)1− exp (−(t− r + 1)|ψ1 − ψ2|)
1− exp (−|ψ1 − ψ2|)
∆= = exp (−(t− r)ψ2) (t− r + 1)
where ∆ 6= is the relevant term for the case where ψ2 < ψ1 and ∆= otherwise. For r increasing
and t decreasing, which occur simultaneously for increasing dimension of P , the sum scaled by the
appropriate sign then converges to
−1t−r(Γ + ∆∗ + Λ)→ (P−1)r,t
for ∆∗ as ∆= or ∆6= according to the case. For increasing (t − r), the two terms Γ and ∆ 6= or
single term ∆= dominate the sum for ψ2 < ψ1 or ψ2 = ψ1, respectively. In the former case it is
evident that because the fractions in Γ and ∆ 6= converge to constants, a 1 unit increase in t or
decrease in r scales the sum by exp (−ψ2). For ψ2 = ψ1, the ∆= term associated with a 1 unit
movement away from the diagonal vertically or horizontally likewise converges to a proportional
change of exp (−ψ2). Lastly because equation 2 is an upper bound in absolute value, the rate of
decay mini ψi is at least preserved in the elements of symmetric P
−1 for indices r small and t large,
r ≤ t.
S2 Correlation of quadratic forms
Proof of Theorem 3. We focus on the quartic expectations arising from Cov(x′Ax,y ′By). By
Janssen and Stoica [1988] and Bar and Dittrich [1971] we know E[
∏η
i=1 κiXi] = (
∏η
i=1 κi) ·∑
E∈E
∏
{i,j}∈E ρij , for E the set of partitions of pairs of {1, . . . , η}, ρij = E[XiXj ], and constants
κ1, . . . , κη. E is of size η!/
(
(η/2)! 2η/2
)
. The expectation of the quartic terms of Cov(x′Ax,y ′By)
is E[(
∑
i
∑
j aij · xixj)(
∑
k
∑
l bkl · ykyl)] where A = (aij) and B = (bkl), and i, j ∈ {1, . . . , dx},
k, l ∈ {1, . . . , dy}. Calculating the expectation aijbkl · E[xixjykyl] using the corresponding pair-
partition of {i, j, k, l} consists of taking one term which is a product of an element from Σxx and
an element from Σyy, that is aijbkl · ρxijρykl (for 1-indexed elements, ρx·· and ρy··, of Σxx and Σyy),
and two terms aijbkl · ρxyik ρxyjl and aijbkl · ρxyil ρxyjk arising from products of elements both in Σxy
(for elements ρxy·· of the 1-indexed matrix Σxy, of dimension dx × dy). Define with O the set of
terms that can be written aijbkl · ρxijρykl, of size d2xd2y, and define T the set of terms that can be
written aijbkl · ρxyil ρxyjk , of size 2 · (dxdy)2. One can generate the set of terms in T by taking the
outer product of column major vec(Σxy), which is vec(Σxy)vec(Σxy)
T =
(
ρikρjl
)
and of dimension
(dx · dy) × (dx · dy), and scaling each element by aij · bkl. We can express these terms compactly
with (Jdy ⊗A) ◦
(
vec(Σxy) vec(Σxy)
T
) ◦ (B ⊗ Jdx).
Consider now terms of O. We know E[x′Ax] = E[∑i∑j aij · xixj ] = ∑i∑j aijρxij and likewise
E[y ′By] =
∑
k
∑
l bklρ
y
kl, because x,y have mean 0. But O consists exactly of terms in the product
(
∑
i
∑
j aijρ
x
ij)(
∑
k
∑
l bklρ
y
kl). So the sum of the terms in O is E[x′Ax]E[y ′By].
2
We therefore can write the expectation of the quartic terms of Cov(x′Ax,y ′By),
E[x′Axy ′By] =
∑
f
∑
g
ufg + E[x
′Ax]E[y ′By]
for (ufg) = (Jdy ⊗A) ◦
(
vec(Σxy) vec(Σxy)
T
) ◦ (B ⊗ Jdx)
But Cov(x′Ax,y ′By) = E[x′Axy ′By] − E[x′Ax]E[y ′By], and so Cov(x′Ax,y ′By) reduces to∑
f
∑
g ufg.
Proof of Corollary 3.1. ForA,B positive semi-definite, then Cov(xTAx,y ′By) = Cov(x∗Tx∗, y∗Ty∗)
where (x∗, y∗)T ∼ N(0,Σ∗) with
Σ∗ =
[
A1/2ΣxxA
1/2 A1/2ΣxyB
1/2
B1/2ΣyxA
1/2 B1/2ΣyyB
1/2
]
=
[
(σxij) (σ
xy
ik )
(σyxki ) (σ
y
kl)
]
where A1/2ΣxxA
1/2 = (σxij) is dx × dx and B1/2ΣyyB1/2 = (σykl) is dy × dy. So consider
Cov(
∑
i x
∗2
i ,
∑
k y
∗2
k ), where i ∈ {1, . . . , dx}, k ∈ {1, . . . , dy}. We know E[x∗2i y∗2k ] = σxii σykk +
(σxyik )
2+(σxyik )
2. There are dx·dy such expectations, the sum of which can be written
∑
i
∑
k σ
x
ii σ
y
kk+
(σxyik )
2 + (σxyik )
2. It is evident that
∑
i
∑
k σ
x
ii σ
y
kk = (
∑
i σ
x
ii)(
∑
k σ
y
kk) = E[
∑
i x
∗2
i ]E[
∑
k y
∗2
k ], and∑
i
∑
k(σ
xy
ik )
2 + (σxyik )
2 = 2 ||A1/2ΣxyB1/2||2F . Then
Cov(x′Ax,y ′By) = E[x∗Tx∗y∗Ty∗]− E[x∗Tx∗]E[y∗Ty∗]
= ||A1/2ΣxyB1/2||2F + E[x∗Tx∗]E[y∗Ty∗]− E[x∗Tx∗]E[y∗Ty∗]
= ||A1/2ΣxyB1/2||2F
S3 Improved compute cost of overlapping matrix inverses
We save computational time inverting adjacent submatrices with blockwise matrix inversion. Con-
sider a full-rank, n × n symmetric positive matrix M , each of whose m × m submatrices sitting
along the diagonal of M we must invert, where m < n. We must invert a total of n−m+ 1 m×m
matrices. Adjacent submatrices have all common elements with the exception of a row and column
deletion and addition. Consider submatrix S, consisting of row and column indices of M which
are both i to i + m − 1. Assume we have S−1 and want to invert S∗, the submatrix immediately
adjacent to S consisting of row and column indices i+ 1 to i+m. Define Sc as the submatrix of S
and S∗ common to both, that is, the submatrix defined by row and column indices of M i + 1 to
i+m− 1, and define b and b∗ column vectors of length m− 1 and d and d∗ scalars. Then using an
expression for blockwise matrix inverses we have
S−1 =
[
d bt
b Sc
]−1
=
[
(d− btS−1c b)−1 −(d− btS−1c b)−1btS−1c
−S−1c b(d− btS−1c b)−1 S−1c + S−1c b(d− btS−1c b)−1btS−1c
]
For a cached value of S−1c , one can therefore subtract S
−1
c b(d−btS−1c b)−1btS−1c and add S−1c b∗(d∗−
b∗tS−1c b
∗)−1b∗tS−1c to obtain the upper left m−1 elements of S∗−1. Then similarly and by symmetry
3
construct the rightmost column vector and bottommost row with (−(d∗−b∗tS−1c b∗)−1b∗tS−1c , (d∗−
b∗tS−1c b
∗)−1)t, giving
[
S−1c + S
−1
c b
∗(d∗ − b∗tS−1c b∗)−1b∗tS−1c −S−1c b∗(d∗ − b∗tS−1c b∗)−1
−(d∗ − b∗tS−1c b∗)−1b∗tS−1c (d∗ − b∗tS−1c b∗)−1
]
=
[
Sc b
∗
b∗t d∗
]−1
= S∗−1
S4 Binary data
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Figure S1: Two simulated curves for a binary outcome on a domain of (0,4.5) with
highlighted difference regions along the smooths in dark blue. The data are fit using
logistic regression and the smooths shown correspond to the estimated linear predictors.
The points plotted along 1 and -1 of the y-axis are the modelled 1’s and 0’s, respectively,
colored according to the corresponding smooth, and drawn on the graph in a random order
so that their shade of color communicates the relative quantity of each. The highlighted
dark blue region corresponds to the 0.9 TDP annotation of the same color shown at
the bottom of the figure. There is analogous ‘bar’ annotation for estimated TDP’s of
0.7 and 0.5 in different shades of blue. The black region at the most bottom shows
the intervals where the 2 curves are generated from different basis functions. The many
dotted line curves in red and orange show the underlying basis functions scaled according
to the true basis coefficients. The estimates of their superimpositions – the estimated
linear predictor smooths – are the thicker, solid red and orange curves. We see that the
TDP region annotation of 0.5, 0.7, and 0.9, are relatively accurate estimates of TDP as
compared to the truth, also confirmed in Figure 9. This figure corresponds to a minimum
effect size delta of 3.38 in the difference regions.
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Table S1: Empirical type 1 error rates for different TDP thresholds and nominal error levels for
binary data. All type 1 errors are inflated for the binary data.
TDP=0.5 TDP=0.7 TDP=0.9
α = 0.1 0.199 0.220 0.247
α = 0.2 0.430 0.477 0.513
α = 0.3 0.577 0.616 0.624
Table S2: Average true discovery proportion for different TDP thresholds and type 1 error rates
for binary data. The calculated expected values are close to the prescribed threshold.
TDP=0.5 TDP=0.7 TDP=0.9
alpha=0.1 0.522 0.726 0.920
alpha=0.2 0.491 0.677 0.870
alpha=0.3 0.491 0.677 0.870
Table S3: The empirical true discovery proportion threshold at which the designated type 1 error
rate is achieved for binary data.
TDP=0.5 TDP=0.7 TDP=0.9
Emp 0.1 quantile 0.478 0.667 0.854
Emp 0.2 quantile 0.478 0.659 0.851
Emp 0.3 quantile 0.477 0.659 0.852
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