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Z razvojem pametnih naprav in tehnologije na področju fotopletizmografije se
je pojavila možnost spremljanja človeških fizioloških kazalnikov v vsakem tre-
nutku. Fotopletizmograf je signal (v nadaljevanju PPG signal), ki ga zajamemo
s fotoplezitmografijo in nam, med drugim, omogoča ocenjevanje krvnega pritiska,
nasičenosti krvi s kisikom, frekvence srčnega utripa in ocenjevanje parametrov
srčne variabilnosti (v nadaljevanju HRV). Zaradi občutljivosti fotopletizmografije
in HRV parametrov na motnje iz okolice smo v nalogi želeli preveriti veljavnost
HRV parametrov izračunanih iz PPG signala (v nadaljevanju PRV). Med pre-
gledom literature smo izbrali 3 metode za identifikacijo sistoličnih vrhov (čase
sistoličnih vrhov uporabljamo za računanje HRV parametrov) ter 4 metode za
predprocesiranje signalov. Preko simulacij smo izbrali 3 najbolǰse kombinacije
metod predprocesiranja signala in metod za iskanje sistoličnih vrhov ter te me-
tode uporabili tudi na realnih podatkih. Na realnih podatkih smo uspešno ocenili
povprečno frekvenco srčnega utripa pri ostalih PRV parametrih pa so bila odsto-
panja od pravih vrednosti prevelika.
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With the development of smart phones and photoplethysmography sensors, hu-
man health can be monitored continuously. A photoplethysmograph is a signal
(referred to as PPG signal) acquired with photoplethysmography and can be used
to evaluate blood pressure, blood oxygen saturation, heart rate and heart rate
variability parameters (referred to as HRV). Because photoplethysmography and
HRV parameters are sensitive to noise from the surroundings and can easily be
corrupted, we decided to check the validity of HRV parameters calculated from
PPG signal (referred to as PRV). Four methods for signal preprocessing and three
methods for systolic peak identification were chosen from the literature. Through
simulations the best three combinations of signal preprocessing methods and peak
identifying methods were chosen and applied to real life data. The main conclu-
sion presented in our work is that we successfully evaluated heart rate from PPG
signal, while other PRV parameters were not valid compared to true values of
HRV parameters.
Key words: PPG, HRV, methods for signal preprocessing, methods for identi-
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5.1 Povprečne vrednosti parametrov in koeficient skladnostne korela-
cije za kombinacije Butterworth-Neurokit, Chebyshev-Neurokit in




Tema magistrskega dela je primerjava metod predprocesiranja signala ter metod
za iskanje sistoličnih vrhov (lokalnih maksimumov) fotopletizmograma (v nada-
ljevanju PPG). Z razvojem pametnih naprav se je pojavila možnost spremljanja
človeških fizioloških kazalnikov v vsakem trenutku, eden izmed načinov spremlja-
nja fiziološkega stanja je preko analize PPG signala. Veliko naprav na tržǐsču
naj bi zagotavljalo natančno ter točno spremljanje posameznikovega trenutnega
zdravstvenega stanja preko zaznavanja srčnega utripa ter parametrov variabil-
nosti srčnega utripa (ang. heart rate variability, v nadaljevanju HRV) z analizo
PPG signala [9]. Zaradi občutljivosti fotopletizmografa (naprava za zajem PPG
signala) in HRV parametrov na šume in gibalne artefakte (ang. motion artefact)
smo v nalogi želeli preveriti vpliv motenj na identifikacijo lokalnih maksimumov
PPG signala. S pojmom šum zajemamo vse nezaželene motnje signala. Doda-
tno smo v nalogi preverjali tudi ustreznost HRV parametrov izračunanih iz PPG
signala (vrhove smo identificirali z metodo, ki je v prvem delu dosegla najbolǰse
rezultate). Skladnost smo preverjali tako, da smo HRV parametre izračunane
iz PPG signala primerjali z referenčnimi HRV parametri, izračunanimi iz EKG
signala. Za potrebe programiranja smo uporabili odprtokodni programski jezik
Python, različico 3.7.9 ter integrirano razvojno okolje (ang. integrated develop-
ment environment) Spyder.
1.1 Problem
Naloga zajema pregled literature na temo predprocesiranja signalov ter identifici-
ranja sistoličnih vrhov PPG signala, implementacijo izbranih metod v program-
1
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ski jezik Python, problem generiranja signala ter primerjavo HRV parametrov
izračunanih iz PPG signala (v nadaljevanju PRV) oziroma elektrokardiograma (v
nadaljevanju EKG). Kot smo omenili že v poglavju 1, je na trgu veliko naprav, ki
naj bi zagotavljale natančne in točne meritve srčnega utripa ter drugih fizioloških
parametrov vezanih na PPG tekom celotnega dne, ne glede na aktivnost, ki jo iz-
vaja posameznik. Na podlagi teh meritev lahko spremljamo naše splošno zdravje
in počutje, ravni stresa, ki jih doživljamo, kakovost spanca ter še mnogo drugih
informacij, ki jih je moč pridobiti iz PPG-ja. Analiza PPG-ja lahko pripomore
k bolǰsemu razumevanju posameznikovega zdravja oziroma počutja, vendar se je
ob tem potrebno zavedati omejitev, ki jih ima fotopletizmografija.
V nalogi smo preko simulacij preverjali vpliv šuma (posnemamo šum, ki je
prisoten ob zajemu PPG signala) na identifikacijo sistoličnih vrhov PPG signala,
pri izbranih metodah. Najbolǰse kombinacije metod, ki smo jih izbrali glede na
rezultate simulacij, smo uporabili v drugem delu analize. V drugem delu analize
smo uporabili prave EKG in PG signale, ki so dostopni na [10]. Na pravem PPG
signalu smo z metodami identificirali sistolične vrhove ter izračunali PRV para-
metre, ki smo jih primerjali z referenčnimi HRV parametri, izračunanimi iz EKG
signala. Dobljene rezultate smo primerjali z Bland-Altmanovim grafikonom in s
skladnostno korelacijo (ang. concordance correlation). S skladnostno korelacijo
oziroma Linovim koeficientom skladnostne korelacije povzemamo odmik razlik





y + (µx − µy)2
, (1.1)
kjer µx in µy predstavljata povprečji obeh metod (v našem primeru PRV
in HRV parametrov), σ2x in σ
2
y predstavljata varianci metod, ρ pa predstavlja
Pearsonov koeficient korelacije med metodama.
Ob pregledu literature na temo primerjave PRV in HRV parametrov smo ugo-
tovili, da ima večina člankov, ki preverja skladnost PPG-ja za izračun HRV pa-
rametrov pomanjkljivo opisane metode preverjanja skladnosti oziroma skladnost
preverjajo z metodami, ki ne odražajo dejanske skladnosti. Tako Kornowski in
drugi [12] kot mero skladnosti uporabljajo Pearsonov koeficient korelacije. Kot
mero skladnosti so Pearsonov koeficient uporabljali tudi Vogel in drugi [13], Ol-
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son in drugi [14], Janković in Stojanović [15], Pinheiro in drugi [16], Lin in drugi
[17] ter Yang in drugi [18]. Pearsonov koeficient korelacije ne odraža skladno-
sti metode v primerjavi z referenčno metodo, kajti s Pearsonovim korelacijskim
koeficientom povzemamo linearno odvisnost, ki pa se ne spremeni v primeru li-
nearne transformacije podatkov. Tak primer se nam lahko zgodi, ko metoda
konstantno napačno ocenjuje prave vrednosti. V literaturi zasledimo tudi upo-
rabo t-testa za preverjanje skladnosti metode. Tudi ta metoda ni primerna za
ocenjevanje skladnosti, kajti s t-testom primerjamo ali se povprečji dveh meritev
(v našem primeru povprečji PRV in HRV parametrov) razlikujeta. V tem pri-
meru je zaželeno, da rezultat ni statistično značilen, torej, da ničelne domneve
ne zavrnemo, vendar pa s tem več kot očitno ne preverjamo skladnosti. Če si
predstavljamo scenarij, ko PRV precenjuje manǰse vrednosti in podcenjuje večje
vrednosti v primerjavi s HRV-jem, bi lahko kljub temu prǐsli do zaključkov, da je
metoda skladna, kar pa seveda ni. Naprej v literaturi zasledimo navajanje absolu-
tne in relativne razlike med primerjanimi metodami ter uporabo Mann Whitney
U testa in Spearmanovega koeficienta korelacije. V noveǰsih člankih je moč za-
slediti tudi skladnostno korelacijo in Bland-Altmanove grafikone ter pridružene
meje ujemanja (ang. limits of agreement). Pri povzemanju rezultatov predho-
dnih študij se je potrebno zavedati, da se študije med seboj močno razlikujejo v
lokaciji zajema PPG signala, metodah identifikacije sistoličnih vrhov, frekvencah
vzorčenja (Merri in drugi tako navajajo, da ima frekvenca vzorčenja vpliv na
izračunane HRV parametre [19]), merilnih pogojih, itd.
Pri branju predstavljenih rezultatov preteklih študij na temo skladnosti PRV
glede na HRV se je potrebno zavedati pomanjkljivosti preteklih študij, ki smo jih
izpostavili v preǰsnjem odstavku. Lin in drugi [17] so za identifikacijo sistoličnega
vrha uporabili prvi odvod PPG signala. Natančneje so maksimum prvega odvoda
identificirali s kombinacijo Wavelet in amplitudnih metod, ki pa v članku niso
podrobneje opisane. Skladnost so preverjali s Pearsonovim koeficientom korela-
cije. Njihovi glavni zaključki so, da je bila korelacija med parametri frekvenčne
domene visoka, ki pa se je, pričakovano, zniževala z dodajanjem gibalnih stimu-
lusov merjencev. Jeyhani in drugi [20] so sistolični vrh PPG signala identificirali
s svojo metodo, ki ni podrobno opisana, R vrhove EKG signala pa so identifi-
cirali s Pan-Tompkinsovim algoritmom [21]. R vrh EKG signala je najvǐsji vrh
QRS kompleksa, ki predstavlja depolarizacijo levega in desnega ventrikla [22].
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Pred analizo so ročno pregledali vse identificirane vrhove ter tako zagotovili, da
primerjava PRV-HRV ni bila odvisna od metode zaznave vrhov. V članku, za
parametre RMSSD, SD1 in SD2, navajajo relativne razlike (med PRV in HRV)
manǰse od 6 %, za parameter pNN50 pa je relativna razlika znašala približno
30 %. Pinheiro in drugi [16] so v študiji preverjali skladnosti PRV-ja v primeru
mirovanja (ležeči položaj), zmerne aktivnosti oziroma v primeru pridruženih kar-
diovaskularnih bolezni, kot so hipertenzija, akutni infarkt ter koronarna bolezen.
PRV parametre so primerjali z referenčnimi HRV parametri za vsak scenarij pose-
bej in sicer s Spearmanovim koeficientom korelacije, Wilcoxonovim testom vsote
rangov oziroma z normalizirano korenjeno srednjo kvadratno napako (ang. nor-
malised root mean square error). Podobno kot [20] so zaključili, da parameter
pNN50 ni ustrezen nadomestek v primeru PRV. Parametri iz časovne domene
so imeli visoko korelacijo v vseh treh scenarijih (mirovanje, vadba, pridružene
kardiovaskularne bolezni), medtem ko so parametri iz frekvenčne domene dosegli
visoko korelacijo zgolj v primeru zdravih oseb v mirovanju. Gil in drugi [23] so s
Pearsonovim koeficientom korelacije ter absolutno razliko primerjali HRV in PRV
parametre pri zdravih osebah ter med gibanjem. Avtorji pri vseh primerjanih pa-
rametrih navajajo visoko korelacijo ter nizke absolutne napake ter zaključijo, da
je PRV primeren nadomestek za HRV. Tako v članku izpostavijo rezultate NN in-
tervalov, s korelacijo 1 in absolutno napako 0,00038 s, parametri SDNN, RMSSD
in LF/HF pa imajo korelacijo 0,996 - 0,998. Quintero in drugi [5] so PRV in
HRV primerjali s skladnostno korelacijo in Bland-Altmanovim grafikonom. V
študiji so preverjali skladnost PRV-ja v primeru dveh različnih metod zaznava-
nja začetka srčnega utripa. PPG signal ne odraža neposrednega srčnega utripa,
zato so v literaturi prisotne različne tehnike za identifikacijo sistoličnega vrha ozi-
roma ekvivalenta R vrhu, ki je prisoten v EKG signalu. Tako so primerjali PRV
parametre, ki so bili izračunani na podlagi maksimuma drugega odvoda PPG si-
gnala oziroma glede na točko dotikalǐsča tangente (slika 2.4). V članku navajajo,
da PRV precenjuje LF in HF parametra ter podcenjuje LF/HF. Najbolǰse mere
skladnosti ima metoda z ocenjevanjem PRV-ja na podlagi dotikalǐsča tangente,
ki ima koeficient skladnostne korelacije 0,99 za LF, 0,98 za HF in 0,9 za LF/HF
parametre. Ostali dve metodi sta imeli koeficiente skladnostne korelacije vǐsje od
0,9 za parametre LF in HF, za parameter LF/HF pa 0,39 za metodo z diastolično
točko oziroma 0,83 za metodo z maksimumom drugega odvoda. Quintero in drugi
zaključijo, da so PRV parametri izračunani z metodo iskanja dotikalǐsča tangente
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skladni z, referenčnimi, HRV parametri.
1.2 Fotopletizmografija
Fotopletizmografija je optična merilna tehnika s katero neinvazivno zaznavamo
spremembe volumna krvi v podkožju. Najbolj pogosta mesta za zajem foto-
pletizmograma so konice prstov, ušesna mečica, čelo, zapestje oziroma mesta,
ki imajo tanek epidermij. Fotopletizmograf je sestavljen iz svetlobnega vira
(največkrat svetleča dioda, ang. light-emitting diode) ter fotodiode. Fotodioda
je lahko pozicionirana nasproti svetleče diode ter zaznava svetlobo, ki pronica
skozi osvetljeno tkivo (transmisivna fotopletizmografija, ang. transmission pho-
toplethysmography) oziroma se lahko nahaja ob svetleči diodi in zaznava odbito
svetlobo (reflektivna fotopletizmografija, ang. reflective photoplethysmography,
slika 1.1). Povečanje krvnega volumna povzroči zmanǰsano intenziteto odbite
svetlobe, in obratno, zmanǰsan krvni volumen poveča intenziteto odbite svetlobe.
Fotopletizmografi se razlikujejo tudi glede na valovno dolžino svetlobe s katero
osvetljujejo tkivo. Najbolj pogosto se uporabljata rdeča (660 nm) in infrardeča
(940 nm) svetleča dioda [24, 25].
Slika 1.1: Transmisivna in reflektivna fotopletizmografija
Vir: Povzeto po [1]
Fotopletizmogram (slika 1.2) je signal, ki ga dobimo s fotopletizmografijo. Se-
stavljen je iz dveh komponent (slika 1.3), iz pulzirajoče komponente (ang. pulsa-
tile component/alternating current, v nadaljevanju AC) in iz statične komponente
(ang. static component/direct current, v nadaljevanju DC). AC komponenta pred-
stavlja spremembe v perfuziji tkiva (spremembe v volumnu krvi oziroma prekr-
vavljenosti tkiva), ki sovpadajo s srčnimi utripi. DC komponenta ima veliko nižje
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frekvence sprememb amplitude ter predstavlja osnovo signala (ang. signal base-
line). DC komponenta odraža frekvenco dihanja, aktivnost simpatičnega živčevja
in termoregulacijo [26]. Kot je razvidno iz slike 1.2 je perioda PPG signala sesta-
vljena iz sistole (faza krčenja) in diastole (faza raztezanja) srca.
1.2 Fotopletizmografija 7
Primeri uporabe fotopletizmografije [24]:
 merjenje frekvence srčnega utripa,
 merjenje frekvence dihanja,
 ocena viskoznosti krvnih žil,
 ocena venske funkcije,
 ocena venskega refluksa,
 spremljanje občutljivosti na temperaturo,
 merjenje krvnega pritiska,
 ocena minutnega volumna srca.
Slika 1.2: Fotopletizmogram
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Slika 1.3: Sestava fotopletizmograma
Vir: Povzeto po [2]
Kakovost PPG signala je odvisna od lokacije zajema PPG-ja ter lastnosti
kože posameznika, kot so: struktura kože (debelina, vlažnost), saturacija krvi s
kisikom, volumen krvi in temperatura kože ter motnje v delovanju srčno-žilnega
sistema (prezgodnje krčenje prekatov). Poleg naštetih dejavnikov, na Kakovost
PPG signala vplivajo tudi zunanji dejavniki, ki lahko povzročajo šume in artefakte
v zajetem PPG signalu, ter zmanǰsujejo kakovost signala. Zunanji dejavniki, ki
vplivajo na kakovost PPG signala so: interferenca elektronskih naprav v okolju,
v katerem izvajamo meritev, temperatura okolja, premikanje fotopletizmograma
in gibalni artefakti [24].
V nalogi smo se osredotočili na identifikacijo sistoličnih vrhov PPG signala. Raz-
daljo med dvema zaporednima sistoličnima vrhovoma imenujemo P-P interval
PPt = Pt − Pt−1 , (1.2)
kjer Pt predstavlja čas, v katerem je bil zaznan vrh. P-P interval ima močno
korelacijo z R-R intervalom, ki ga pridobimo iz EKG signala [24]. Frekvenco
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kjer Rt predstavlja čas zaznanega srčnega utripa od začetka merjenja (v sekun-
dah) v času t, Rt−1 pa predstavlja čas od začetka merjenja za predhodni zaznani
srčni utrip (v času t− 1).
1.3 HRV
Frekvenca srčnega utripa je definirana kot število udarcev na minuto. Srčna
variabilnost (HRV) predstavlja spremembe v dolžini časovnih intervalov med za-
porednimi srčnimi utripi. HRV odraža nevrokardiološko funkcijo in je generiran
preko interakcij med možgani in srčno mǐsico ter dinamičnimi nelinearnimi pro-
cesi avtonomnega živčevja. HRV odraža lastnosti soodvisnih regulatornih siste-
mov, katerih odzivi so posledica fizioloških in okoljskih dražljajev. Preko HRV-
ja med drugim lahko spremljamo regulacijo avtonomnega ravnovesja (aktivnost
simpatičnega in parasimpatičnega živčevja), krvni pritisk in srčni ter vaskularni
tonus [27]. Zdrava srčna mǐsica nima konstantnega ritma, temveč so oscilacije
srčnega ritma kompleksne in nelinearne. Variabilnost nelinearnih sistemov za-
gotavlja zmožnost hitrega odziva na dražljaje iz okolja. Zdravi biološki sistemi
vsebujejo določeno stopnjo srčne variabilnosti, ki se med posamezniki razlikuje,
povǐsane oziroma znižane stopnje variabilnosti pa so lahko posledica patoloških
stanj. Povǐsana srčna variabilnost je, predvsem pri stareǰsih, povezana z vǐsjo
stopnjo umrljivosti [28]. Nominalne vrednosti srčne variabilnosti se povezujejo
z zdravimi posamezniki, natančneje z učinkovito regulacijsko kapaciteto sistema,
dobro sposobnostjo prilagajanja sistema ter odpornostjo. Vǐsje vrednosti para-
simpatične srčne variabilnosti (ang. vagally-meditated HRV ) v mirovanju nega-




Srčno variabilnost ločimo glede na čas trajanja na: 24 urne, kratko trajajoče
(ang. short-term 5 min) in zelo kratko trajajoče (ang. ultra-short-term, < 5
min) meritve ter glede na uporabljene metrike, na časovno, frekvenčno oziroma
nelinearno domeno. 24 urne meritve primarno zajemajo procese s počasneǰsimi
nihanji, kot je na primer cirkadiani ritem (tj. lastnost procesov v živih organizmih,
ki se ciklično spreminjajo v odvisnosti od dnevno-nočnega cikla pogojev v okolju)
in odziv kardiovaskularnega sistema na večji nabor okoljskih dražljajev [27].
1.3.1.1 Časovna domena HRV-ja
HRV metrike, ki spadajo v časovno domeno, izražajo variabilnost v dolžini
časovnih intervalov med zaporednimi srčnimi utripi [27]. V nadaljevanju bomo
opisali samo izbrane HRV spremenljivke iz časovne domene.
SDNN Standardni odklon trajanja časovnih intervalov med zaporednimi
srčnimi utripi je izražen v milisekundah in odraža aktivnost simpatičnega kot
tudi parasimpatičnega živčevja, označujemo pa ga s kratico SDRR. Poleg SDRR
se v stroki uporablja standardni odklon normalnih časovnih intervalov (v nadalje-
vanju SDNN), ki pri 24 urnih meritvah velja za zlati standard pri oceni tveganja
za nastanek srčno-žilnih bolezni [27]. SDNN predstavlja časovne intervale z od-
stranjenimi morebitnimi anomalijami.
pNN50 Metrika pNN50 predstavlja delež zaporednih normalnih časovnih in-
tervalov, ki se med seboj razlikujejo za več kot 50 ms. pNN50 močno korelira z
aktivnostjo parasimpatičnega živčevja [27].
RMSSD Korenjeno kvadrirano povprečje zaporednih razlik (ang. root mean
square of successive differences) med normalnimi intervali je primarna časovna
metrika za oceno sprememb parasimpatične srčne variabilnosti. Nižje vrednosti
RMSSD so povezane z vǐsjimi rezultati testa, ki ocenjuje tveganje za nenadno
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smrt pri pacientih z epilepsijo [30].
1.3.1.2 Frekvenčna domena HRV-ja
HRV metrike, ki jih uvrščamo v frekvenčno domeno, računamo s spektralno ana-
lizo in z njimi ocenjujemo porazdelitev absolutne oziroma relativne moči signala
v štirih frekvenčnih pasovih. Tako moč signala ocenjujemo v ultra nizko fre-
kvenčnem pasu (v nadaljevanju ULF), zelo nizko frekvenčnem pasu (v nadaljeva-
nju VLF), nizko frekvenčnem pasu (LF) in visoko frekvenčnem pasu (HF) [27].
ULF pas V ULF pas zajemamo frekvence, ki so nižje od 0,003 Hz, za natančno
oceno pa potrebujemo 24 urne meritve. Točni mehanizmi, ki generirajo ULF,
niso znani, nizka frekvenca ULF pasu pa implicira, da za tem parametrom stojijo
zelo počasni biološki procesi, kot so cirkadiani ritem, telesna temperatura jedra
in metabolični procesi [27].
VLF pas VLF pas zajema frekvence med 0,003 in 0,04 Hz, za natančno oceno
pa potrebujemo vsaj 5 minutne meritve. Avtonomni živčni sistem vpliva na ritem,
simpatično živčevje pa na amplitudo in frekvenco oscilacij VLF pasu. Nizka moč
VLF pasu korelira z aritmično smrtjo in posttravmatsko stresno motnjo [27].
LF pas LF pas zajema frekvence med 0,04 in 0,15 Hz, za natančno oceno
pa potrebujemo vsaj 2 minutne meritve. LF pas primarno odraža aktivnost
baroreceptorjev. Moč LF pasu je generirana tako preko simpatičnega kot preko
parasimpatičnega živčevja oziroma preko reguliranja krvnega pritiska [27].
HF pas HF pas zajema frekvence med 0,15 in 0,4 Hz, za natančno oceno pa
potrebujemo vsaj 1 minutne meritve. HF pas odraža aktivnost parasimpatičnega
živčevja. HF pas imenujemo tudi respiratorni pas, kajti zajema variabilnost
srčnega utripa, kot posledico dihanja. HF pas močno korelira s parametroma
pNN50 in RMSSD. Nizka moč HF pasu korelira s stresom ter tesnobo [27].
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LF/HF razmerje Za natančno oceno razmerja med močjo v LF in HF pasu po-
trebujemo 24 urne meritve. Glavna ideja za LF/HF parametrom je, da na LF pas
primarno vpliva simpatično živčevje, na HF pa parasimpatično. Visoke vrednosti
LF/HF parametra kažejo na prevlado simpatičnega živčevja, kot je recimo pri
odzivu boj ali beg, nizke vrednosti pa nakazujejo na prevlado parasimpatičnega
živčevja [27].
1.3.1.3 Nelinearna domena HRV-ja
Z nelinearnimi HRV metrikami povzemamo dinamiko srčnega utripa, ki je posle-
dica kompleksnih interakcij med simpatičnim in parasimpatičnim živčevjem [31].
Podrobneǰsa razlaga parametrov nelinearne domene HRV-ja presega zanimanje
naloge, kajti primerjavo PRV in HRV parametrov bomo omejili na časovno in
frekvenčno domeno.
2 Metode
2.1 Predprocesiranje PPG signala
V tem poglavju bomo predstavili kratek pregled najbolj pogostih metod, ki se
pojavljajo v literaturi na temo predprocesiranja PPG signala, dodatno pa bomo
podrobneje opisali izbrane metode za predprocesiranje signalov, ki smo jih upo-
rabili v simulacijah.
Filtriranje oziroma predprocesiranje signala je postopek spremembe signala z
določenim namenom. V večini primerov filtracijo signala izvajamo z namenom
odstranjevanja nezaželenih komponent oziroma, na kratko, šuma. Filtre lahko
kategoriziramo [32]:
 linearni oziroma nelinearni,
 stacionarni oziroma nestacionarni,
 fiksni (časovno neodvisni) oziroma adaptivni (časovno odvisni),
 aktivni oziroma pasivni,
 statistični oziroma deterministični.
V literaturi na temo predprocesiranja PPG signalov večinoma zasledimo neli-
nearne, nestacionarne, adaptivne filtre. Linearne metode so enostavne za imple-
mentacijo, vendar niso učinkovite pri odstranjevanju šuma v primerih, ko signal
vsebuje ostre robove, kratkotrajne impulze ali pa je signal nestacionaren (kar
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večina realnih signalov je) [4]. V literaturi se pogosto pojavljajo tudi tako imeno-
vani pasovni filtri (ang. bandpass filters), s katerimi odstranimo frekvence izven
določenih mej. Za predprocesiranje PPG signalov je to smiselno, kajti gibalni
artefakti imajo pogosto visoke frekvence (precej vǐsje od srčnega utripa, ki ima v
mirovanju frekvenco približno 1 Hz), tako imenovani osnovni šum (ang. baseline
wander) pa ima frekvence precej nižje od srčnega utripa. Med pasovne filtre spa-
data tudi Butterworth in Chebyshev filtra. Butterworth filter je tip filtra, ki ima
položen frekvenčni odziv v prehodu iz prepustnega pasu v neprepustni pas, kot je
razvidno iz slike 2.1. V primerjavi s Chebyshev filtrom tipa II ima Butterworth
filter bolj položen naklon na prehodu filtra (slika 2.1).
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Slika 2.1: Primerjava frekvenčnega odziva glede na tip filtra
Vir: Povzeto po [3]
Na sliki 2.1 so prikazani frekvenčni odzivi filtrov Butterworth, Chebyshev I in
II ter eliptičnega filtra. X-os prikazuje frekvenco (Hz), y-os pa slabljenje signala
(dB). Vidimo, da se filtri razlikujejo glede na hitrost padanja slabljenja signala
ob prehodu frekvenčnega pasu (v tem primeru 0,5 Hz).
Razširjena metoda za odstranjevanje šuma iz PPG signala je metoda em-
pirične dekomopzicije modusa (ang. empirical mode decomposition, v nadaljeva-
nju EMD). Z EMD metodo razstavimo signal na več intrinzičnih funkcij (ang.
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intrinsic mode function, v nadaljevanju IMF). IMF je funkcija, ki ima med so-
sednjima prečkanjema ničle (signal spremeni predznak) samo en ekstrem ter ima
povprečje enako 0. Naj bo signal X(t), ki ima povprečje zgornje in spodnje meje
m1. Zgornjo in spodnjo mejo signala določimo tako, da poǐsčemo kubični zlepek,
ki se najbolje prilega vsem lokalnim maksimumom oziroma minimumom. Za
dosego tega moramo arbitrarno izbrati lokacijski parameter, s katerim določimo
okno znotraj katerega ǐsčemo lokalne maksimume oziroma minimume. Postopek
običajno ponovimo večkrat. Primer dekomopzicije signala je podan na sliki 2.2.
EMD metoda temelji na sekvenčni ekstrakciji energije signala, ki je povezana
z različnimi časovnimi skalami (od visokofrekvenčnih do nizkofrekvenčnih) [33].
Problem EMD metode je, da je zelo odvisna od lokacijskega parametra ter števila
IMF funkcij. Boudraa in Cexus sta v študiji preverjala metodo izpeljano iz EMD
metode za predprocesiranje PPG signala ter jo primerjala z metodami wavelet
filtriranja in filtriranja z mediano oziroma povprečjem. Metode sta avtorja pri-
merjala s srednjo kvadratno napako (ang. mean squared error, v nadaljevanju
MSE) glede na originalni (zašumljen) signal. Najbolǰse rezultate je dosegla pre-
dlagana metoda, sledili pa sta metodi filtriranja z mediano oziroma povprečjem
[4].
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Slika 2.2: Dekompozicija signala na 5 IMF funkcij
Vir: Povzeto po [4].
Slika 2.2 prikazuje dekompozicijo signala na IMF funkcije. V prvi vrstici je
prikazan osnovni signal, vrstice z oznako imf predstavljajo IMF funkcije, katerih
frekvenca pada s pomikanjem navzdol po vrsticah, v zadnji vrstici pa so prikazani
ostanki signala, ki jih nismo zajeli v IMF funkcije.
Liang in drugi [34] so v pregledni študiji iskali najbolj optimalen filter za
kratke (2,1 s) trajajoče PPG signale. Osredotočili so se na filtre z drsečo sredino
(ang. moving average), filtriranje z mediano ter na Chebyshev in Butterworth
filtra. Pri omenjenih filtrih so spreminjali red filtra, z večanjem reda filtra se
veča tudi naklon prehoda na pasu filtra (podobno kot na sliki 2.1). V študiji so
avtorji kot najbolj primeren filter za kratke PPG signale izbrali Chebyshev filter
tipa II in četrtega reda. Filter je uspešno odstranil visoko in nizko frekvenčne
šume. Zaradi občutljivosti PPG signala na motnje iz okolja je predprocesiranje
kompleksen korak, zato je v literaturi moč zaznati filtracijo z več koraki. Tako
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so Awodeyi in drugi [35] z dvostopenjskim filtriranjem z mediano poskušali od-
straniti šume iz PPG signala. V obeh fazah so signal filtrirali z različnimi filtri z
mediano ter najbolǰsi rezultat uporabili v nadaljnji analizi. V študiji so predlagani
postopek predprocesiranja primerjali s filtri, ki so implementirani v programski
jezik Matlab, v članku pa niso podrobneje opisani. Avtorji zaključijo, da je pre-
dlagani postopek filtracije bolǰsa izbira za filtriranje PPG signala, kot običajni
enostopenjski filtri. Grisan in drugi [36] navajajo, da gibalni artefakti vplivajo
tudi na dinamiko PPG signala, zato so PPG signal normalizirali. Najprej so na
dolžini okna velikost FcN , kjer Fc predstavlja frekvenco vzorčenja, N pa arbi-
trarno določen parameter (v študiji so izbrali N = 8), ocenili lokalno povprečje




). Iz normaliziranega PPG signala so nato z
drsečo sredino ocenili nizko frekvenčni trend, ga odstranili, ter nov signal obdelali
še z Butterworth filtrom sedmega reda.
2.1.1 Dvostopenjsko predprocesiranje signala z mediano
Predprocesiranje z mediano je nelinearna, digitalna metoda, ki se jo uporablja
za odstranjevanje šuma v signalih in slikah. Ideja je, da vsako točko signala
nadomestimo z mediano točk iz okolice.
y(t) = median{y(t), y(t+ k), k ∈ N}, (2.1)
kjer je k parameter, ki predstavlja velikost množice sosednjih točk. Na ta način iz
signala odstranimo šum ter signal zgladimo (odstranimo osamelce), ne odstranimo
pa osnovnega šuma. Opazimo, da z večanjem vrednosti parametra k vedno bolj
gladimo signal. Glajenje signala z uporabo mediane oziroma drseče sredine se v
literaturi na temo predprocesiranja signalov pojavlja pogosto [4], [34]. Awodeyi
in drugi [35] so predlagali dvostopenjsko metodo z uporabo mediane. V nalogi
smo povzeli idejo ter jo združili z EMD metodo. Kot opisano že v poglavju 2.1 z
EMD metodo signal razdelimo na več IMF funkcij, pri katerih nižje IMF funkcije
zajemajo vǐsje frekvence, in obratno (slika 2.2). Ker je v PPG signalu prisoten
tudi osnovni šum oziroma trend signala, lahko trend z vǐsjimi IMF funkcijami
ocenimo, odštejemo od prvotnega signala ter iz signala odstranimo osnovni šum.
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ydetrend(t) = y(t)− IMFj(t), (2.2)
kjer y(t) predstavlja prvotni PPG signal, ydetrend(t) pa predstavlja novi PPG
signal z odstranjenim osnovnim šumom. Empirično smo preko generiranih si-
gnalov določili IMF funkcije, ki vsebujejo največ osnovnega šuma, hkrati pa ne
vsebujejo frekvenc, ki bi lahko vsebovale sistolične vrhove. Na novem PPG si-
gnalu smo nato uporabili metodo predprocesiranja z mediano ter zgladili signal.
V nalogi smo za filtriranje signala z mediano uporabili funkcijo medfilt iz pro-
gramske knjižnice scipy.signals. Funkcija medfilt ima samo en parameter
kernel size, ki predstavlja velikost okna (podana v številu vzorcev). Za pa-
rameter kernel size smo izbrali vrednost 9. Za EMD metodo smo uporabili
funkcijo emd iz programske knjižnice PyEMD [37] s privzetimi vrednostmi parame-
trov.
2.1.2 Chebyshev filter tipa II
Chebyshev filter uvrščamo med filtre z neskončnim impulznim odzivom (ang. in-
finite impulse response, v nadaljevanju IRR). Chebyshev filtri se uporabljajo za
ločevanje frekvenc. IRR filtri se običajno uporabljajo v primerih, ko pri dušenju
ni velike potrebe po linearni fazi [38]. Chebyshev filtri tipa I dovoljujejo nihanje
v prepustnem pasu, Chebyshev filtri tipa II (ki jih imenujemo tudi inverzni Che-
byshev filtri) pa dovoljujejo nihanja v neprepustnem pasu (slika 2.1). Chebyshev
filter se od drugih IRR filtrov razlikuje po strmem prehodu iz neprepustnega v
prepustni pas. V nalogi smo uporabili inverzni Chebyshev filter četrtega reda,
kot so to storili Liang in drugi [34], [39]. V nalogi smo uporabili funkcijo cheby2
iz knjižnice scipy.signal [40]. Funkciji cheby2 smo nastavili parametre enako
kot v [34].
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 N (red filtra): 7,
 rs (minimalna nasičenost signala v neprepustnem pasu, podana v decibe-
lih): 40,
 Wn (robni frekvenci filtra, podani v Hz): [0,01, 0,2]; dejanski robni frekvenci
sta [0,5, 10],
 btype (definiramo tip filtra): bandpass (pasovni filter).
2.1.3 Hammingovo okno
Hammingovo okno spada v družino filtrov s končnim impulznim odzivom (ang.
finite impulse response, v nadaljevanju FIR). Oknenje (ang. windowing) je pro-
ces pri katerem pomnožimo vrednosti znotraj okna z vnaprej določeno funkcijo.
Običajno so okenske funkcije simetrične ter se približujejo 0 s približevanjem ro-
bovom okna [41]. V nalogi smo uporabili Hammingovo okno [42], ki je prikazano
na sliki 2.3:
w(n) = 0, 54− 0, 46cos(2π ∗ n
N
), (2.3)
kjer n = 0, 1, 2, ..., N − 1, N je parameter dolžine okna, w pa je vrednost okna.
V nalogi smo za Hammingovo okno uporabili funkcijo firwin iz programske
knjižnice scipy.signal [40]. Funkcija firwin sprejme parametre (zraven so
dopisane še vrednosti parametrov, ki smo jih povzeli iz [42]):
 numtaps (dolžina okna, podana v številu vzorcev): 21,
 cutoff (robna frekvenca filtra): 0,024,
 window (definiramo tip okna): hamming.
Parameter cutoff so Wei in drugi [42] določili kot 2∗f
Fc
, kjer f predstavlja dejan-
sko robno frekvenco (kot optimalno navajajo vrednost 6 Hz), Fc pa predstavlja
frekvenco vzorčenja. V našem primeru, ob robni frekvenci 6 Hz in frekvenci
vzorčenja 500 Hz, smo parameter cutoff določili na 0,024.
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Slika 2.3: Primer Hammingovega okna
2.1.4 Butterworth filter
Butterworth filter, tako kot Chebyshev filter spada v družino IRR filtrov. Od
Chebyshev filtra tipa II se razlikuje po tem, da nima nihanja v neprepustnem
pasu, prav tako ima bolj položen prehod iz neprepustnega v prepustni pas. But-
terworth filter ima tudi bolj linearno fazo pri dušenju signala. Z večanjem reda
Butterworth filtra povečujemo strmino prehoda iz neprepustnega v prepustni pas
[43]. Butterworth filter 8 reda so uporabili Grisan in drugi [36].
Grisan in drugi [36] so pred predprocesiranjem PPG signala z Butterworth
filtrom signal normalizirali (postopek je opisan v poglavju 2.1) in iz signala od-
stranili osnovni šum. Osnovni šum so odstranili tako, da so PPG signal filtri-
rali s filtrom drseče sredine, z oknom dolžine FcL, kjer Fc predstavlja frekvenco
vzorčenja, L pa arbitrarno določeno vrednost (v nalogi smo, enako kot Grisan in
drugi, izbrali vrednost L = 2). S procesiranjem PPG signala z drsečo sredino so
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ocenili osnovni šum, ki so ga nato odšteli od originalnega PPG signala.
PPGdetrend(t) = PPGnorm(t)− PPGtrend(t), (2.4)
kjer PPGnorm(t) predstavlja normaliziran PPG signal, PPGtrend(t) pa pred-
stavlja osnovni šum, ocenjen z drsečim povprečjem.
V nalogi smo za filter z drsečim povprečjem uporabili funkcijo
uniform filter1d iz programske knjižnice scipy.ndimage.filters. Funkcija
uniform filter1d ima parameter size oziroma FcL, ki smo ga postavili na 1000
(Fc = 500, L = 2).
Za Butterworth filter smo uporabili funkcijo butter iz programske knjižnice
scipy.signal z naslednjimi vrednostmi parametrov:
 N (red filtra): 8,
 Wn (robna frekvenca filtra, podana v Hz): 0,36; dejanska robna frekvenca je
18,
 btype (definiramo tip filtra): lowpass (pasovni filter).
2.2 Iskanje lokalnih maksimumov PPG signala
V tem poglavju bomo predstavili kratek pregled literature na temo iskanja lokal-
nih maksimumov bioloških signalov, predvsem na PPG signalu, kajti za natančno
določanje vrhov moramo upoštevati tudi lastnosti preučevanega signala. V fazo
iskanja lokalnih maksimumov PPG signala spada tudi preverjanje ustreznosti
zaznanih vrhov (največkrat preko frekvence srčnega utripa) glede na fiziološke
parametre. V primeru, da bi identificirali dva sistolična vrhova v razmaku 0,1
s, bi to pomenilo, da je frekvenca srčnega utripa na tem intervalu znašala 600
utripov/minuto, kar pa seveda fiziološko ni mogoče. V nalogi smo pri metodah
SSF in HeartPy empirično določili optimalne velikosti okna, glede na uporabljeni
tip filtra. Metoda Neurokit nima nobenega dodatnega parametra, ki bi ga lahko
spreminjali.
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Za iskanje lokalnih maksimumov se pogosto poslužujemo prvega oziroma dru-
gega odvoda signala, vendar ima PPG signal znotraj ene periode več lokalnih
maksimumov (nas zanima samo sistolični vrh), kar lahko predstavlja težavo pri
uporabi odvodov PPG signala. V literaturi je bolj pogosta uporaba drugega
odvoda PPG signala, ker predstavlja pospešek krvi [44], poleg tega pa odraža
arterijsko togost ter prisotnost arterioskleroze [44]. Večina noveǰse literature po-
leg PPG signala zajema tudi signal pospeškometra, ki odraža gibanje merjenca
[9]. Pri tem pristopu se pojavi težava neznanega odnosa med gibalnimi arte-
fakti ter šumom prisotnim na signalu, ki je posledica, tako gibalnih artefaktov v
smislu fiziološkega odziva, kot mehanskega premikanja senzorja na površini kože.
Bhowmik in drugi [45] so predlagali algoritem, v katerem so signal najprej raz-
delili na 4 s odseke. Na dobljenih odsekih so, z odštevanjem minimuma odseka
ter kvadriranjem vrednosti, povečali izraženost vrhov. Znotraj vsakega odseka so
predpostavljali konstantno varianco signala ter tako lažje identificirali sistolični
vrh PPG signala. Pearsonov korelacijski koeficient med R-R intervali doblje-
nimi iz PPG signala ter R-R intervali iz referenčne naprave za merjenje frekvence
srčnega utripa je znašal 0,96, na Bland-Altmanovem grafikonu ni bilo opaznih raz-
lik med R-R intervali. Slabost predlagane metode je, da je potrebna nastavitev
štirih parametrov, kar oteži avtomatizacijo identificiranja vrhov med različnimi
meritvami. Grisan in drugi [36] so predlagali metodo, ki temelji na nadzorovanem
učenju. Med aktivnostjo so istočasno zajemali EKG ter PPG signal, kjer je EKG
signal služil kot referenčni signal za izračun frekvence srčnega utripa. Na EKG si-
gnalu so s Pan-Tompkinsovim [21] algoritmom identificirali R vrhove, na podlagi
zaznanih vrhov EKG signala so PPG signal razdelili na segmente, ki so vsebovali
sistolični vrh oziroma na segmente brez sistoličnega vrha ter na teh segmentih
tvorili 282 spremenljivk, s katerimi so povzeli karakteristike signala. Njihov cilj
je bila klasifikacija posameznih segmentov v segmente, ki vsebujejo sistolični vrh
oziroma v segmente, ki ga ne. Za ta namen so uporabili in med seboj primer-
jali linearno ter kvadratno diskriminantno analizo, metodo najbližjih sosedov ter
klasifikator slučajnih gozdov (ang. Random Forest). Med primerjanimi meto-
dami je najbolǰse rezultate (najmanǰso napako) dosegla metoda slučajnih gozdov.
Za računanje HRV parametrov ta metoda ni dovolj točna pri določanju točnega
časa sistoličnega vrha. Quintero in drugi [5] v članku primerjajo PRV parametre
izračunane iz treh različnih metod za identifikacijo začetka sistoličnih vrhov (slika
2.4). Prve metode ne bomo obravnavali, kajti potrebuje referenčni EKG signal.
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Druga metoda zazna naraščanje (začetek pulznega vala) PPG signala preko ma-
ksimuma drugega odvoda. Pri tretji metodi najprej poǐsčemo maksimum prvega
odvoda signala. V tej točki narǐsemo prvo tangento, drugo tangento pa določimo
kot minimum intervala med zaznanim sistoličnim vrhom ter začetkom pulznega
vala. Presečǐsče tangent izberemo kot točko začetka srčnega utripa. Quintero in
drugi navajajo, da je metoda presečǐsča tangent dosegla najbolǰse rezultate [5].
Slika 2.4: Prikaz treh definicij začetka pulznega vala
Vir: Povzeto po [5].
2.2.1 SSF metoda
SSF metodo so prvi opisali Zong in drugi [46], dodatno pa je opisana tudi v [47]
in [6]. S SSF (slope sum function) metodo najprej izrazimo območja naraščanja





⎧⎨⎩δyk : δyk > 00 : δyk ≤ 0 , (2.5)
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kjer w predstavlja dolžino okna, δyk = yk−yk−1, yk pa predstavlja predprocesiran
signal. Zong in drugi [46] navajajo, da za maksimizacijo SSF izberemo vrednost
w, ki je približno enaka trajanju naraščanja analiziranega signala do sistoličnega
vrha znotraj periode. V primeru naraščanja signala znotraj periode 120 ms in
frekvenci vzorčenja 500 Hz bi torej izbrali w = 60. Začetek naraščanja SSF se
ujema z začetkom naraščanja analiziranega signala, kot je to prikazano na sliki
2.5. Glavna ideja SSF metode je poenostavitev signala za lažjo identifikacijo
sistoličnih vrhov. Za identifikacijo vrhov najprej postavimo začetni prag, kot 50
% maksimalne amplitude v prvih treh sekundah. V članku [6] so začetni prag
določili kot 70 % maksimalne amplitude, vendar smo v našem primeru dobili
bolǰse rezultate s 50 % maksimalne amplitude. Prag se iterativno spreminja
glede na amplitudo zaznanih vrhov. In sicer kot 70 % povprečne amplitude vseh
zaznanih vrhov.
Vrednosti parametra w pri različnih tipih filtrov:
 Mediana filter + EMD: w = 120,
 Hammingovo okno: w = 120,
 Chebyshev filter tipa II: w = 120,
 Butterworth filter: w = 30.
Ker metode predprocesiranja signala spremenijo originalni signal smo za vsako
metodo empirično poiskali optimalne vrednosti parametra w. Opazimo, da vre-
dnost parametra w pri metodi Butterworth odstopa. Iz tega lahko sklepamo,
da Butterworth metoda spremeni signal do te mere, da bistveno skraǰsa trajanje
naraščanja signala do sistoličnega vrha.
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Slika 2.5: Primerjava PPG in SSF signala
Vir: Povzeto po [6].
Na sliki 2.5 sta prikazana PPG signal in signal transformiran s SSF metodo.
Slika prikazuje tudi začetek (pulse onset in vrh pulznega vala (pulse peak).
2.2.2 HeartPy metoda
HeartPy metoda je implementirana v programski knjižnici HeartPy, v funkciji
process [48], [49]. Metoda kandidate za sistolične vrhove določi z adaptivnim
pragom. Drseča sredina je izračunana z velikostjo okna w (v sekundah) na obeh
straneh časovne točke. Velikost okna je torej x(t)−w, x(t)+w, kjer x(t) predsta-
vlja čas točke od začetka merjenja. Območja zanimanja definiramo kot območje
med dvema točkama, kjer je amplituda signala večja od drseče sredine, kot je
razvidno iz slike 2.6, I-II. Maksimum območja zanimanja označimo kot kandidata
za sistolični vrh (slika 2.6, I). V fazi identifikacije kandidatov za sistolične vrhove
se prag spreminja, tako, da je standardni odklon zaporednih R-R intervalov čim
manǰsi, dodatno pa metoda preverja, če je frekvenca srčnega utripa s trenutnim
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kandidatom znotraj definiranih mej (na primer med 30 in 180 utripov/minuto).
Če se dolžina R-R intervala za več kot 30 % razlikuje od povprečne dolžine R-R
intervala na celotni meritvi, kandidata zavrnemo (slika 2.7).
Vrednosti parametra w pri različnih tipih filtrov:
 Mediana filter + EMD: w = 0, 75,
 Hammingovo okno: w = 0, 75,
 Chebyshev filter tipa II: w = 0, 3,
 Butterworth filter: w = 0, 8.
Ker metode predprocesiranja signala spremenijo originalni signal smo za vsako
metodo empirično poiskali optimalne vrednosti parametra w. Za razliko od SSF
metoda, tukaj parameter w predstavlja okno drseče sredine.
Slika 2.6: Območja zanimanja definirana z metodo HeartPy
Vir: Povzeto po [7].
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Slika 2.7: Postopek sprejetja ali zavrnitve kandidata za sistolični vrh z metodo
HeartPy
Vir: Povzeto po [7].
2.2.3 Neurokit
Metoda Neurokit je implementirana v programski knjižnici neurokit2, v funk-
ciji find peaks [50]. Implementirano metodo so predlagali Elgendi in drugi [8].
Avtorji so iz signala najprej odstranili negativne vrednosti, in sicer tako, da so
negativnim vrednostim določili vrednosti 0 (imenujmo ne-negativen signal Z(t)).
Z(t) so nato kvadrirali ter s tem poudarili razlike med sistoličnim vrhom ter
morebitnimi šumi v signalu (y(t) = Z(t)2). V naslednjem koraku so generirali
območja zanimanja glede na drseči povprečji sistol (območje sistoličnega vrha)
in srčnih utripov (slika 2.8). Drseče povprečje sistole izraža območje sistoličnega




(y(t− (W1 − 1)/2) + ...+ y(t) + ...+ y(t+ (W1 − 1)/2)), (2.6)
kjer W1 predstavlja velikost okna, ki so jo v [8], kot optimalno določili na
111 ms, y(t) pa predstavlja vrednost signala v času t. Drugo drseče povprečje
izraža območje utripa (tako ga v [44] poimenujejo), predstavljal pa naj bi celotno




(y(t− (W2 − 1)/2) + ...+ y(t) + ...+ y(t+ (W2 − 1)/2)), (2.7)
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kjer W2 predstavlja velikost okna, ki so jo v [8], kot optimalno določili na
667 ms. Z metodo za MAvrh v vsaki časovni točki t preverimo, če je večja od
pred nastavljenega praga ter s tem definiramo morebitna območja zanimanja. V
naslednji fazi za vsako območje zanimanja preverimo, če je trajanje sistoličnega
vala, večje ali enako W1, in če je, ga klasificiramo kot območje zanimanja, ki
vsebuje sistolični vrh (območja, ki so označena s sivo črto na sliki 2.8). V vseh
sprejetih območjih zanimanja poǐsčemo maksimume, ter te maksimume vzamemo
kot sistolične vrhove.
Slika 2.8: Območja zanimanja ter drseči povprečji
Vir: Povzeto po [8].
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3 Simulacije
V tem poglavju bomo predstavili izvedbo simulacij za primerjavo metod za pred-
procesiranje signalov ter identifikacijo sistoličnih vrhov PPG signala. V simulaci-
jah smo preverjali uspešnost vseh možnih kombinacij metod za predprocesiranje
signala in identifikacijo sistoličnih vrhov. Uspešnost metod smo preverjali v treh
različnih scenarijih, glede na kakovost generiranega PPG signala (poglavje 3.2).
V nalogi smo izbrali 4 metode za predprocesiranje signala, 3 metode za identifika-
cijo sistoličnih vrhov, ter 3 scenarije kakovosti signala, torej smo dobili 36 možnih
kombinacij. V nalogi smo naredili 10000 ponovitev simulacije.
3.1 Ocenjevanje uspešnosti metod
Uspešnost metod smo ocenjevali tako, da smo za vsako kombinacijo (36 kom-
binacij) izračunali povprečno frekvenco srčnega utripa (v nadaljevanju HR) ter
HRV parametra SDNN in RMSSD. Za vsak parameter smo izračunali kvadrat
razlike med parametrom ocenjenim z metodo ter pravo vrednostjo parametra ter






(Yi − Yî)2, (3.1)
kjer n predstavlja število ponovitev simulacij, Yi predstavlja pravo vrednost
parametra (HR, SDNN ali RMSSD), Yî pa predstavlja ocenjeno vrednost para-
metra.
HRV parametre smo izračunali s funkcijama get time domain features in
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get frequency domain features iz programske knjižnice hrvanalysis [51].
3.2 Generiranje PPG signala
Za osnovo smo uporabili signal, generiran s funkcijo ppg simulate iz programske
knjižnice neurokit [50]. Ker nas je zanimala uspešnost metod smo v generiran
signal na dva načina vnesli šum. Najprej smo signalu prǐsteli sinusni val, ter tako
dodali osnovni šum, nato pa smo signalu prǐsteli še slučajni šum s pričakovano
vrednostjo 0, varianco pa smo spreminjali glede na kakovost signala (lep signal,
povprečen signal, grd signal).
3.2.1 Lep signal
V primeru lepega signala nismo v osnovni generiran signal dodajali nobenega
šuma. Primer lepega signala je prikazan na sliki 3.1. Osnovni signal gene-
riramo tako, da, glede na določen čas trajanja signala in frekvenco srčnega
utripa določimo točke za začetke naraščanja signala, sistolične vrhove, diastolične
prevoje in diastolične vrhove. Izbrane točke nato, glede na izbrano frekvenco
vzorčenja, interpoliramo s polinomsko interpolacijo.
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Slika 3.1: Primer lepega signala
3.2.2 Povprečen signal
Za generiranje povprečnega signala smo osnovnemu signalu prǐsteli sinusni val s
frekvenco 0,10 Hz za osnovni šum, kot slučajni šum pa smo generiranemu signalu





kjer y predstavlja vektor generiranih vrednosti signala. Primer povprečnega si-
gnala je prikazan na sliki 3.2.
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Slika 3.2: Primer povprečnega signala
3.2.3 Grd signal
Za generiranje grdega signala smo osnovnemu signalu prǐsteli sinusni val s fre-
kvenco 0,25 Hz za osnovni šum, kot slučajni šum pa smo generiranemu signalu





kjer y predstavlja vektor generiranih vrednosti signala. Primer grdega signala je
prikazan na sliki 3.3.
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Slika 3.3: Primer grdega signala
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Slika 3.4: Primerjava uporabljenih kakovosti PPG signala
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Na sliki 3.4 so prikazane PPG periode uporabljenih signalov. Opazimo, da je
lep signal lepo zglajen in ima samo en izrazit vrh, ki predstavlja sistolični vrh,




V tem poglavju so predstavljeni rezultati simulacij. Kot smo navedli že v po-
glavju 3.1 smo uspešnost kombinacij metod za predprocesiranje PPG signala in
metod za iskanje lokalnih maksimumov ocenjevali na treh različnih kakovostih
signalov, preko parametrov HR, RMSSD in SDNN. Največji poudarek smo dali
parametru HR, kajti za uspešno ocenjevanje HRV parametrov je nujna natančna
identifikacija sistoličnih vrhov, kar pa se neposredno odraža v parametru HR.
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Slika 4.1: Primerjava metod za iskanje lokalnih maksimumov signala glede na tip
filtra in kakovost signala za HR parameter
Na sliki 4.1 je, na logaritemski skali, prikazana MSE za parameter HR glede
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na tip filtra (vrstice grafa) in kakovost signala. Metoda Heartpy je zaznala vr-
hove signala samo pri filtru Hamming, pri ostalih filtrih ni zaznala nobenih vrhov,
zato so za Heartpy metodo prikazani rezultati samo pri Hamming filtru. Za me-
todo SSF lahko vidimo, da konstantno, ne glede na tip filtra oziroma kakovost
signala, identificira preveč vrhov, torej lahko zaključimo, da metoda SSF ni pri-
merna za identifikacijo sistoličnih vrhov. Metoda Neurokit ima v večini primerov
najnižje vrednosti MSE za parameter HR. Za filtra Chebyshev in Hamming se
MSE pričakovano vǐsa s slabšanjem kakovosti signala za obe metodi, v primeru
Butterworth oziroma mediana filtriranja signala pa opazimo, da je MSE kon-
stantna oziroma se pri grdemu signalu celo zniža. Pri Butterworth in mediana
filtriranju smo odstranjevali osnovni šum z drsečo sredino oziroma z EMD me-
todo tako, da smo od PPG signala odšteli ocenjeni osnovni šum. V primeru
Butterworth filtriranja in drseče sredine smo za velikost okna drseče sredine iz-
brali vrednost, ki jo navajajo Grisan in drugi [36], vendar pa so v članku uporabili
zelo zašumljen (grd) PPG signal in izbolǰsanje MSE pri grdem signalu pripisu-
jemo temu. V primeru mediana filtriranja in EMD metode smo od PPG signala
odšteli IMF funkcije, ki so najbolje ocenjevale osnovni šum (poglavje 2.1.1), ker
pa smo osnovni šum povprečnega signala generirali s sinusnim valom z nizko fre-
kvenco 0,10 Hz EMD metoda ni uspešno ocenila osnovnega šuma. Pri filtrih
Chebyshev in Hamming , ki smo jih povzeli po [34] in [42], nismo ločeno odstra-
njevali osnovnega šuma, kar lahko opazimo tudi glede na bistveno poslabšanje
MSE pri slabšanju kakovosti signala. Glede na rezultate simulacij bi za HR pa-
rameter izbrali metodo Neurokit v kombinaciji z Butterworth filtrom, ki preko
vseh kakovosti signala zagotavlja bolj konstantne rezultate kot mediana filter.
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Slika 4.2: Primerjava metod glede na tip filtra in kakovost signala za RMSSD
parameter
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Slika 4.3: Primerjava metod za iskanje lokalnih maksimumov signala glede na tip
filtra in kakovost signala za SDNN parameter
Iz slik 4.2 in 4.3 vidimo, da so rezultati primerljivi s sliko 4.1, kar je
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pričakovano saj HRV parametre izračunamo iz časov zaznanih sistoličnih vrhov.
Razlika s sliko 4.1 je, da pri metodi Neurokit MSE narašča s slabšanjem kakovosti
signala tudi pri Butterworth in mediana filtriranju.
5 Praktični primer
Podatke za praktični primer smo povzeli iz BIDMC podatkovne zbirke (ang.
BIDMC PPG and Respiration Dataset) [10], ki je del Physionet MIMIC II Wave-
form podatkovne zbirke [52]. Podatki, ki so zbrani v podatkovni zbirki BIDMC so
bili zajeti na bolnih pacientih, v bolnǐsnici Beth Israel Deaconess Medical Centre
v Bostonu, zvezna država Massachusetts, ZDA. BIDMC zbirka vsebuje 53 8-
minutnih, neodvisnih meritev, ki vsebujejo spol in starost pacientov ter istočasno
zajete PPG in EKG signale, vzorčene s frekvenco 125 Hz.
Vse podatke smo ročno pregledali ter od prvotnih 53 meritev za nadaljnjo
analizo izbrali 22 meritev, pri katerih v EKG signalu ni bilo opaznih večjih motenj.
Na izbranih EKG signalih smo ročno označili vse R vrhove (v kontekstu EKG
signalov R vrh predstavlja ekvivalent sistoličnemu vrhu PPG signala). Označene
R vrhove je naknadno pregledal še strokovnjak s področja medicine.
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Slika 5.1: Primer EKG in PPG signala iz BIDMC podatkovne zbirke
Na sliki 5.1 sta prikazana odrezka signalov iz BIDMC podatkovne zbirke [10].
Za izbranih 22 EKG signalov smo pripadajoče PPG signale obdelali s kom-
binacijami Butterworth-Neurokit, Chebyshev-Neurokit in Median-Neurokit. Za
oba signala smo izračunali HRV metrike ter z Bland-Altmanovim grafikonom [53]
in skladnostno korelacijo [54] preverjali skladnost PRV in HRV parametrov.
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5.1 Rezultati
Na Bland-Altmanovih grafikonih so prikazane razlike med frekvenco srčnega
utripa (slike 5.2, 5.8, 5.13) in HRV parametri RMSSD (slike 5.4, 5.9, 5.14),
SDNN (slike 5.5, 5.10, 5.15) in LF/HF (slike 5.7, 5.12, 5.17), izračunanimi na
EKG signalu (referenčni signal) ter na istočasno zajetemu PPG signalu.
5.1.1 Butterworth-Neurokit
Slika 5.2: Bland-Altmanov grafikon za frekvenco srčnega utripa pri kombinaciji
Butterworth-Neurokit
Na sliki 5.2 opazimo, da s kombinacijo Butterworth-Neurokit podcenjujemo de-
jansko frekvenco srčnega utripa, kajti povprečna razlika v ocenjenih srčnih fre-
kvencah znaša 1,42 utripa/minuto. Vidimo, da smo s PPG signalom v dveh
primerih bistveno podcenili dejansko frekvenco srčnega utripa. Koeficient skla-
dnostne korelacije med pravo in ocenjeno frekvenco srčnega utripa je 0,96 (95
48 Praktični primer
% IZ: 0,90, 0,98). EKG in PPG signala, na katerih je bila razlika v ocenjenih
frekvencah srčnega utripa največja (15,18 utripa/minuto) smo podrobneje pre-
gledali (slika 5.3). Prvi signal prikazuje EKG signal z označenimi R vrhovi (rdeče
pike), drugi signal pa PPG signal z označenimi vrhovi, ki smo jih identificirali
z izbrano metodo. Iz slike vidimo, da na PPG signalu nismo uspešno identifi-
cirali sistoličnih vrhov, torej je posledično prisotna velika razlika v primerjanih
parametrih.
Slika 5.3: Primer neuspešne identifikacije sistoličnih vrhov na PPG signalu
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Slika 5.4: Bland-Altmanov grafikon za parameter RMSSD pri kombinaciji
Butterworth-Neurokit
Iz slike 5.4 opazimo, da so razlike med referenčnim in ocenjenim RMSSD
parametrom velike. RMSSD ocenjen iz PPG signala, s kombinacijo Butterworth-
Neurokit, v povprečju precenjuje pravo vrednost, opazimo pa tudi veliko variabil-
nost v razlikah. Koeficient skladnostne korelacije med pravo in ocenjeno frekvenco
srčnega utripa je 0,42 (95 % IZ: 0,14, 0,64), povprečna razlika pa znaša -69,86 ms,
torej z RMSSD ocenjenim iz PPG signala, s kombinacijo Butterworth-Neurokit,
precenjujemo prave vrednosti RMSSD.
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Slika 5.5: Bland-Altmanov grafikon za parameter SDNN pri kombinaciji
Butterworth-Neurokit
Iz slike 5.5 vidimo, da je variabilnost razlik med referenčnim in ocenjenim
SDNN parametrom pri nizkih vrednostih velika. V povprečju z ocenjenim SDNN
iz PPG signala s kombinacijo Butterworth-Neurokit precenjujemo prave vrednosti
za 53,39 ms. Koeficient skladnostne korelacije je 0,35 (95 % IZ: 0,07, 0,58).
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Slika 5.6: Bland-Altmanov grafikon za parameter pNN50 pri kombinaciji
Butterworth-Neurokit
Iz slike 5.6 vidimo, da se majhna množica razlik giblje okoli 0, pri ostalih pa
so prisotna kar preceǰsnja odstopanja. V povprečju s kombinacijo Butterworth-
Neurokit na PPG signalu parameter pNN50 precenjujemo za 9,2. Koeficient
skladnostne korelacije je 0,63 (95 % IZ: 0,35, 0,81).
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Slika 5.7: Bland-Altmanov grafikon za parameter LF/HF pri kombinaciji
Butterworth-Neurokit
Iz slike 5.7 je razvidno, da so razlike med referenčnim in ocenjenim LF/HF
parametrom velike in naraščajo z večanjem vrednosti parametra. S kombinacijo
Butterworth-Neurokit na PPG signalu v povprečju precenjujemo LF/HF para-
meter za 0,44 (parameter LF/HF nima enote). Glede na to, da se normalne
vrednosti LF/HF parametra gibljejo med 0 in 2 [55] je taka razlika velika. Koe-
ficient skladnostne korelacije znaša 0,33 (95 % IZ: -0,04, 0,62).
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5.1.2 Chebyshev-Neurokit
Slika 5.8: Bland-Altmanov grafikon za frekvenco srčnega utripa pri kombinaciji
Chebyshev-Neurokit
Na sliki 5.8 opazimo, da s kombinacijo Chebyshev-Neurokit dobro ocenimo pov-
prečno frekvenco srčnega utripa, kajti povprečna razlika v ocenjenih srčnih fre-
kvencah znaša 0,17 utripa/minuto. Vidimo, da smo s PPG signalom v dveh
primerih bistveno podcenili dejansko frekvenco srčnega utripa, v enem primeru
pa smo precenili dejanske vrednosti. Koeficient skladnostne korelacije med pravo
in ocenjeno frekvenco srčnega utripa je 0,93 (95 % IZ: 0,85, 0,97). Meritev, pri
kateri je razlika v ocenjenih frekvencah srčnega utripa največja (11,72 utripa/mi-
nuto) je enaka kot pri kombinaciji Butterworth-Neurokit in je prikazana na sliki
5.3.
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Slika 5.9: Bland-Altmanov grafikon za parameter RMSSD pri kombinaciji
Chebyshev-Neurokit
Iz slike 5.9 opazimo, da so razlike med referenčnim in ocenjenim RMSSD
parametrom velike. RMSSD ocenjen iz PPG signala, s kombinacijo Chebyshev-
Neurokit, v povprečju precenjuje pravo vrednost za 36,84 ms, opazimo pa tudi
veliko variabilnost v razlikah. Koeficient skladnostne korelacije med pravo in
ocenjeno frekvenco srčnega utripa je 0,44 (95 % IZ: 0,08, 0,69).
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Slika 5.10: Bland-Altmanov grafikon za parameter SDNN pri kombinacij
Chebyshev-Neurokit
Iz slike 5.10 vidimo, da je variabilnost razlik med referenčnim in ocenje-
nim SDNN parametrom velika, vendar manǰsa kot pri kombinaciji Butterworth-
Neurokit. V povprečju z ocenjenim SDNN iz PPG signala s kombinacijo
Chebyshev-Neurokit precenjujemo prave vrednosti za 32,35 ms. Koeficient skla-
dnostne korelacije je 0,39 (95 % IZ: 0,05, 0,65).
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Slika 5.11: Bland-Altmanov grafikon za parameter pNN50 pri kombinaciji
Chebyshev-Neurokit
Iz slike 5.11 vidimo, da se majhna množica razlik giblje okoli 0, pri ostalih pa
so prisotna kar preceǰsnja odstopanja (podobno kot na sliki 5.6). V povprečju
s kombinacijo Chebyshev-Neurokit na PPG signalu parameter pNN50 precenju-
jemo za 3,02. Koeficient skladnostne korelacije je 0,91 (95 % IZ: 0,81, 0,96).
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Slika 5.12: Bland-Altmanov grafikon za parameter LF/HF pri kombinaciji
Chebyshev-Neurokit
Iz slike 5.12 je razvidno, da razlike med referenčnim in ocenjenim LF/HF
parametrom niso velike, vendar imamo par točk, ki bistveno odstopajo. S kom-
binacijo Chebyshev-Neurokit na PPG signalu v povprečju precenjujemo LF/HF
parameter za 0,05 (parameter LF/HF nima enote). Koeficient skladnostne kore-
lacije znaša 0,20 (95 % IZ: -0,23, 0,56).
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5.1.3 Median-Neurokit
Slika 5.13: Bland-Altmanov grafikon za frekvenco srčnega utripa pri kombinaciji
Median-Neurokit
Na sliki 5.13 opazimo, da s kombinacijo Median-Neurokit podcenjujemo dejansko
frekvenco srčnega utripa, kajti povprečna razlika v ocenjenih srčnih frekvencah
znaša 1,84 utripa/minuto. Vidimo, da smo s PPG signalom v dveh primerih
bistveno podcenili dejansko frekvenco srčnega utripa. Koeficient skladnostne ko-
relacije med pravo in ocenjeno frekvenco srčnega utripa je 0,94 (95 % IZ: 0,87,
0,98). EKG in PPG signala, na katerih je bila razlika v ocenjenih frekvencah
srčnega utripa največja (16,52 utripa/minuto) je enaka pri vseh kombinacijah in
je prikazana na sliki 5.3.
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Slika 5.14: Bland-Altmanov grafikon za parameter RMSSD pri kombinaciji
Median-Neurokit
Iz slike 5.14 opazimo, da so razlike med referenčnim in ocenjenim RMSSD
parametrom velike. RMSSD ocenjen iz PPG signala, s kombinacijo Median-
Neurokit, v povprečju precenjuje pravo vrednost za 151,38 ms, opazimo pa tudi
veliko variabilnost v razlikah. Koeficient skladnostne korelacije med pravo in
ocenjeno frekvenco srčnega utripa je 0,14 (95 % IZ: -0,04, 0,31).
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Slika 5.15: Bland-Altmanov grafikon za parameter SDNN in kombinacijo Median-
Neurokit
Iz slike 5.15 vidimo, da je variabilnost razlik med referenčnim in ocenjenim
SDNN parametrom največja izmed vseh kombinacij. V povprečju z ocenjenim
SDNN iz PPG signala s kombinacijo Median-Neurokit precenjujemo prave vre-
dnosti za 105,52 ms. Koeficient skladnostne korelacije je 0,13 (95 % IZ: -0,06,
0,30).
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Slika 5.16: Bland-Altmanov grafikon za parameter pNN50 in kombinacijo
Median-Neurokit
Iz slike 5.16 vidimo, da se majhna množica razlik giblje okoli 0 (podobno
kot na slikah 5.6 in 5.11), vendar je razpršenost večja. V povprečju s kombina-
cijo Median-Neurokit na PPG signalu parameter pNN50 precenjujemo za 7,93.
Koeficient skladnostne korelacije je 0,69 (95 % IZ: 0,43, 0,85).
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Slika 5.17: Bland-Altmanov grafikon za parameter LF/HF in kombinacijo
Median-Neurokit
Iz slike 5.17 je razvidno, da so razlike med referenčnim in ocenjenim LF/HF
parametrom primerljive s kombinacijo Butterworth-Neurokit (slika 5.7). S kombi-
nacijo Median-Neurokit na PPG signalu v povprečju precenjujemo LF/HF para-
meter za 0,27 (parameter LF/HF nima enote). Koeficient skladnostne korelacije
znaša 0,30 (95 % IZ: -0,11, 0,63).
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Na tabeli 5.1 so prikazane povprečene referenčne in ocenjene vrednosti pa-
rametrov ter koeficienti skladnostne korelacije med referenčnimi in ocenjenimi
vrednostmi. Vidimo, da imajo vse kombinacije visoke koeficiente skladnostne
korelacije pri povprečni frekvenci srčnega utripa, najvǐsjo skladnostno korelacijo
ima kombinacija Butterworth-Neurokit. Pri ostalih parametrih je ujemanje pre-
cej nižje, z izjemo kombinacije Chebyshev-Neurokit in parametra pNN50, kjer
je koeficient skladnostne korelacije 0,92. Kot najbolj primerno kombinacijo bi
izbrali Butterworth-Neurokit kombinacijo, ki pa je primerna zgolj za ocenjevanje
frekvence srčnega utripa. Za ocenjevanje vrednosti parametra pNN50 bi izbrali
kombinacijo Chebyshev-Neurokit.
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Tabela 5.1: Povprečne vrednosti parametrov in koeficient skladnostne korelacije
za kombinacije Butterworth-Neurokit, Chebyshev-Neurokit in Median-Neurokit.
Butterworth-Neurokit:
Parameter Referenčna vrednost Ocenjena vrednost
Koeficient
skladostne korelacije
HR 88,23 utrip/min 86,81 utrip/min 0,96
RMSSD 66,71 ms 136,57 ms 0,35
SDNN 49,97 ms 103,36 ms 0,42
pnn50 9,21 18,41 0,63
LF/HF 1,08 1,52 0,33
Chebyshev-Neurokit:
Parameter Referenčna vrednost Ocenjena vrednost
Koeficient
skladostne korelacije
HR 88,23 utrip/min 88,06 utrip/min 0,93
RMSSD 66,71 ms 103,56 ms 0,44
SDNN 49,97 ms 82,32 ms 0,39
pnn50 9,21 12,23 0,92
LF/HF 1,08 1,13 0,20
Median-Neurokit:
Parameter Referenčna vrednost Ocenjena vrednost
Koeficient
skladostne korelacije
HR 88,23 utrip/min 86,39 utrip/min 0,94
RMSSD 66,71 ms 218,10 ms 0,14
SDNN 49,97 ms 155,50 ms 0,13
pnn50 9,21 17,14 0,69
LF/HF 1,08 1,35 0,30
6 Zaključek
V prvem delu naloge smo se osredotočili na izbiro najbolǰsih kombinacij metod za
iskanje lokalnih maksimumov in metod za predprocesiranje signala. Kot najbolj
primerne so se izkazale kombinacije Butterworth-Neurokit, Chebyshev-Neurokit
in Median-Neurokit. SSF metoda je pri vseh kombinacijah z metodami predpro-
cesiranja nepravilno identificirala preveč lokalnih maksimumov (lažno pozitivni),
kar se odraža v precenjevanju frekvence srčnega utripa in parametrov RMSSD in
SDNN. Metoda Heartpy je zaznala sistolične vrhove generiranega signala samo v
kombinaciji s Hamming metodo, kjer je v primeru lepega signala dosegla bolǰse
rezultate kot Neurokit metoda, vendar pa je MSE hitro naraščala s slabšanjem ka-
kovosti signala in posledično presegla MSE Neurokit metode (slika 4.1). V drugem
delu naloge smo ocenjevali uspešnost izbranih kombinacij na realnih podatkih, ki
so bili zajeti v kliničnem okolju, na bolnih pacientih [10]. Večina literature na
temo primerjave PRV-HRV parametrov za mere skladnosti uporablja Pearsonov
koeficient korelacije, parni t-test in Bland-Altmanov grafikon [16], [56], [57], ki pa,
z izjemo Bland-Altmanovega grafikona, niso ustrezne za preverjanje skladnosti.
Pinheiro in drugi navajajo nizke vrednosti normalizirane srednje kvadratne na-
pake za parameter SDNN ter nizko skladnost za parameter pNN50 in parameter
LF/HF [16]. Bolanos in drugi [58] so zaključili, da je PRV ustrezen nadomestek za
HRV pri zdravih osebah v mirovanju, vendar je njihova študija vsebovala samo 2
merjenca (meritev je trajala 5 minut). Yang in drugi so z linearno regresijo prever-
jali skladnost PRV parametrov v kontroliranih pogojih (PPG signal so zajemali
iz ušesne mečice), pri zdravih osebah in navajajo visoke korelacije med preverja-
nimi parametri (RMSSD, SDNN, pNN50) [18]. Kot omenjeno že v poglavju 1.1 je
pri interpretaciji rezultatov študij na temo skladnosti PRV parametrov potrebna
previdnost, kajti študije se razlikujejo v eksperimentalnih pogojih, ki pa lahko
bistveno vplivajo na rezultate. Zaključki naloge so, da lahko s kombinacijami
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Butterworth-Neurokit, Chebyshev-Neurokit in Median-Neurokit na PPG signalu
uspešno ocenjujemo frekvenco srčnega utripa, kombinacija Chebyshev-Neurokit
je primerna tudi za ocenjevanje parametra pNN50, ostali PRV parametri pa ne
morejo ustrezno nadomestiti HRV parametrov. Bistvo HRV parametrov je pov-
zemanje variabilnosti zaporednih R-R, torej je za natančno oceno potrebna na-
tančna identifikacija časa srčnega utripa oziroma sistoličnih vrhov PPG signala.
PPG signal je, tako fiziološko, kot mehansko (dejanska meritev) občutljiv na mo-
tnje iz okolice, ki lahko bistveno vplivajo na kakovost meritve in posledično na
PRV parametre, torej lahko pričakujemo večja odstopanja od dejanskih vredno-
sti. Pri pregledu literature smo zasledili precej člankov, ki so imeli površno opi-
sane metode in algoritme oziroma so uporabljali napačne metode za preverjanje
veljavnosti PRV parametrov. Kot slabost naloge bi izpostavili enostavnost im-
plementiranih metod za identifikacijo sistoličnih vrhov, ki ne upoštevajo signalov
pospeškometra oziroma giroskopa, ki lahko bistveno pomagata pri odstranjevanju
šumov iz okolja in posledično pri bolj točni identifikaciji sistoličnih vrhov.
Literatura
[1] T. Tamura, Y. Maeda, M. Sekine in M. Yoshida, “Wearable photoplethysmo-
graphic sensors—past and present,” Electronics, vol. 3, no. 2, str. 282–302,
2014.
[2] M. Smith, “Signal processing and calibration improve
blood measurements.” Dosegljivo: https://www.edn.com/
signal-processing-and-calibration-improve-blood-measurements/.
[Dostopano: 27. 1. 2021].
[3] P. Podder, M. Mehedi Hasan, M. Rafiqul Islam in M. Sayeed, “Design and
implementation of butterworth, chebyshev-i and elliptic filter for speech
signal analysis,” International Journal of Computer Applications, vol. 98,
str. 12–18, Jul 2014.
[4] A.-O. Boudraa in J.-C. Cexus, “Emd-based signal filtering,” IEEE T. In-
strumentation and Measurement, vol. 56, str. 2196–2202, 12 2007.
[5] H. Posada-Quintero, D. Delisle Rodriguez, M. Cuadra-Sanz in R. Prieto,
“Evaluation of pulse rate variability obtained by the pulse onsets of the
photoplethysmographic signal,” Physiological measurement, vol. 34, str. 179–
187, 01 2013.
[6] D. Jang, U. Farooq, S. Park in M. Hahn, “A robust method for pulse peak
determination in a digital volume pulse waveform with a wandering base-
line,” IEEE Transactions on Biomedical Circuits and Systems, vol. 8, no. 5,
str. 729–737, 2014.
[7] P. van Gent, H. Farah, N. Nes in B. Arem, “Analysing noisy driver physiology
real-time using off-the-shelf sensors: Heart rate analysis software from the
67
68 Literatura
taking the fast lane project,” Journal of Open Research Software, vol. 7, 10
2019.
[8] M. Elgendi, I. Norton, M. Brearley, D. Abbott in D. Schuurmans, “Systolic
peak detection in acceleration photoplethysmograms measured from emer-
gency responders in tropical conditions,” PloS one, vol. 8, str. e76585, 10
2013.
[9] Z. Zhang, Z. Pi in B. Liu, “Troika: A general framework for heart rate
monitoring using wrist-type photoplethysmographic signals during intensive
physical exercise,” IEEE Transactions on Biomedical Engineering, vol. 62,
no. 2, str. 522–531, 2015.
[10] M. A. F. Pimentel, A. E. W. Johnson, P. H. Charlton, D. Birrenkott, P. J.
Watkinson, L. Tarassenko in D. A. Clifton, “Toward a robust estimation of
respiratory rate from pulse oximeters,” IEEE Transactions on Biomedical
Engineering, vol. 64, no. 8, str. 1914–1923, 2017.
[11] L. I.-K. Lin, “A concordance correlation coefficient to evaluate reproducibi-
lity,” Biometrics, vol. 45, no. 1, str. 255–268, 1989.
[12] D. R. Kornowski, S. Zlochiver, L. Botzer, R. Tirosh, S. Abboud in S. Misan,
“Validation of vital signs recorded via a new telecare system,” Journal of
Telemedicine and Telecare, vol. 9, no. 6, str. 328–333, 2003. PMID: 14680516.
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Dodatek
Priloga I: Slovarček uporabljene terminologije
angleški pojem slovenski pojem
photoplethysmography fotopletizmografija (PPG)
heart rate variability variabilnost srčnega utripa (HRV)
signal baseline wander osnovni šum signala
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