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Resumen
A pesar de que podríamos ubicar el procesamiento del lenguaje natural 
entre la lingüística aplicada y la inteligencia artificial, el papel que ha des-
empeñado la lingüística teórica a lo largo de la historia de esta disciplina 
ha sido generalmente poco notorio. uno de los objetivos de este artículo 
es desgranar las causas de esta malograda simbiosis entre las investi-
gaciones de lingüistas e informáticos, donde los enfoques probabilísticos 
han ido gradualmente relegando los modelos lingüísticos a un segundo 
plano, en el mejor de los casos. A pesar de este desalentador panorama, 
FunGramKB, una base de conocimiento particularmente útil para siste-
mas que requieran la comprensión del lenguaje, sirve para ilustrar cómo 
actualmente la lingüística teórica y la ciencia cognitiva pueden contribuir 
al desarrollo de un proyecto de ingeniería del conocimiento.
Palabras clave: ingeniería lingüística; procesamiento del lenguaje natural; 
lingüística computacional; FunGramKB.
Abstract
Although natural language processing can be deemed as a discipline bet-
ween applied linguistics and artificial intelligence, theoretical linguistics 
has played a remarkably minor role in this field of research. One of the 
goals of this paper is to portray the reasons of the failed symbiosis between 
linguists’ research and that of computer scientists, where probabilistic 
approaches haven been steadily overshadowing linguistic models. In spite 
of this discouraging scenario, FunGramKB, a knowledge base particularly 
designed for natural language understanding systems, serves to illustrate 
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Anytime a linguist leaves the group the recognition rate goes up.
Frederick Jelinek (cf. Jurafsky y martin, 2009: 83)
1. Introducción
el procesamiento del lenguaje natural (Pln) es un campo 
del conocimiento al que han contribuido a su desarrollo disci-
plinas como la lingüística, la informática, la ciencia cognitiva y 
la ingeniería electrónica, esta última más estrechamente rela-
cionada con las tecnologías del habla. A lo largo de la historia 
del Pln los dos enfoques principales de investigación adoptados 
han sido los paradigmas simbólico y estadístico1:
(i) el enfoque simbólico se caracteriza por la construcción de 
sistemas que almacenan explícitamente los hechos lingüís-
ticos (p.ej. fonológicos/fonéticos, morfológicos, sintácticos, 
semánticos, pragmáticos o discursivos) a través de esque-
mas de representación del conocimiento, desarrollados 
principalmente de forma manual.
(ii) el enfoque estadístico se caracteriza por la construcción 
de sistemas que no almacenan explícitamente el conoci-
miento lingüístico o del mundo, sino que aplican técnicas 
matemáticas sobre extensos córpora informatizados con el 
fin de inferir dicho conocimiento.
las tecnologías del lenguaje se apoyan en modelos formales 
del conocimiento de la lengua (p.ej. máquinas de estado2, siste-
mas de reglas, lógica, o modelos probabilísticos, entre los más 
importantes), pero el tiempo ha demostrado que no siempre un 
1 otro enfoque de investigación en Pln es el conexionista, en forma de redes 
neuronales. léase christiansen y chater (1999) para una exposición deta-
llada de la influencia de este enfoque sobre el tratamiento computacional 
del lenguaje.
2 Éste es el caso de los autómatas y transductores de estados finitos, utilizados 
principalmente para los análisis morfológico y sintáctico y el procesamiento 
del habla.
how a language-aware and cognitively-plausible approach to human-like 
processing can contribute to the development of enhanced knowledge-
engineering projects.
Keywords: language engineering; natural language processing; compu-
tational linguistics; FunGramKB.
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sistema del Pln conlleva la adopción de una teoría lingüística, ni 
siquiera en los sistemas de procesamiento simbólico. De hecho, 
existen programas del Pln que funcionan perfectamente sin 
necesidad de estar basados en alguna teoría lingüística, pero se 
trata en realidad de programas engañosamente inteligentes. Por 
el contrario, las aplicaciones informáticas robustas requieren 
una base teórica que pueda servir de fundamento al comporta-
miento deseado (Halvorsen, 1988). Tras presentar las diversas 
etiquetas terminológicas que surgen con la convergencia de la 
informática y la lingüística, el apartado 3 realiza un breve reco-
rrido por la historia del Pln, donde nos centraremos en el papel 
que ha desempeñado la lingüística teórica en esta disciplina.
2. Un caos terminológico
el tratamiento computacional del lenguaje, escrito u oral, ha 
experimentado tal evolución a lo largo de sus 70 años de historia 
que ha dado lugar a etiquetas como lingüística computacional, 
Pln, tecnologías lingüísticas, ingeniería lingüística, industrias de 
la lengua o lingüística informática. en este apartado explicamos 
por qué la lingüística informática y la ingeniería lingüística son 
campos de investigación propios de la lingüística y la informá-
tica respectivamente, mientras que términos como lingüística 
computacional, Pln y tecnologías lingüísticas suelen referirse a 
una misma área de conocimiento aunque enfatizando aspectos 
diferentes dependiendo del punto de vista de la disciplina que 
la estudie.
en un sentido estricto, cualquier actividad que implique 
un análisis o generación de la lengua utilizando el ordenador 
puede considerarse como lingüística computacional. Debido a la 
finalidad práctica de las investigaciones, los lingüistas prefieren 
hablar de la lingüística computacional como un área de conoci-
miento dentro de la lingüística aplicada. en cambio, debido a la 
posibilidad de desarrollar sistemas de computación que simu-
len algún aspecto de la capacidad lingüística del ser humano, 
los informáticos consideran la lingüística computacional como 
una rama de la inteligencia artificial, al igual que los sistemas 
expertos o la robótica, en cuyo caso prefieren hablar de Pln. 
Por tanto, mientras la lingüística computacional se centra más 
en la modelización del conocimiento lingüístico para posibilitar 
la construcción de sistemas computacionales que analicen y/o 
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generen textos en lenguaje natural, el Pln hace un mayor énfa-
sis en la búsqueda de soluciones a los problemas que plantea 
la lingüística computacional, pero en el marco de aplicaciones 
concretas: p.ej. recuperación y extracción de información, resú-
menes automáticos, traducción mecánica, etc. (martí Antonín, 
2003). Finalmente, se prefiere el término tecnología del lenguaje 
cuando describimos cómo esas aplicaciones del Pln mejoran la 
comunicación en la sociedad de la información por encima de 
las barreras que impone la distancia, el uso de lenguas distintas 
o el modo en que tiene lugar la comunicación (martí Antonín y 
llisterri, 2001).
un tipo de investigación marcadamente diferente se en-
cuentra en la lingüística informática, la cual está orientada hacia 
el desarrollo de programas de apoyo en los estudios realizados 
en los diversos campos de la filología (martí Antonín, 2003). la 
principal finalidad de este tipo de programas es la extracción de 
datos estadísticos, concordancias, colocaciones, etc., a partir de 
los córpora textuales. Por ejemplo, obtener información estadís-
tica sobre la aparición de determinadas unidades lingüísticas 
resulta útil tanto en la descripción de la lengua como en la se-
lección del vocabulario y las construcciones más usuales para 
la elaboración de programas de enseñanza de lenguas (moure 
y llisterri, 1996).
un área muy diferente donde convergen lingüística e in-
formática la encontramos en la ingeniería lingüística, también 
conocida como industrias de la lengua. estos términos referencian 
un campo de investigación todavía en desarrollo que sirve para 
describir aquellos productos comerciales en los que se aplican 
técnicas propias del Pln. Por tanto, este tipo de disciplina se 
caracteriza por estar estrechamente vinculado al mundo empre-
sarial, el cual desarrolla y comercializa una serie de productos 
dirigidos a unos usuarios finales no especializados que poseen 
unas necesidades específicas (moure y llisterri, 1996).
en este artículo nos centramos en los aspectos teórico-prác-
ticos de las investigaciones sobre el tratamiento computacional 
del lenguaje, por lo cual hemos optado por aglutinar el Pln y la 
lingüística computacional bajo la etiqueta del primero, ya que 
ambos representan en realidad los dos lados de una misma 
moneda3.
3 no obstante, las tecnologías del habla no son consideradas en este estudio.
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3. La lingüística teórica y el PLN
3.1. Los años 40 y 50
la investigación en Pln se remonta a los años 40, siendo 
la traducción automática una de sus primeras aplicaciones. en 
1949, el interés por la traducción automática despertó gracias 
a un famoso memorándum del matemático Warren Weaver, en 
el cual se propone la aplicación de las técnicas del descifra-
miento criptográfico, los métodos estadísticos y la teoría de la 
información (shannon, 1948) para la traducción automática 
de textos con el fin de “solucionar los problemas mundiales de 
traducción”. en realidad, esta idea no era tan original como 
parecía, ya que una de las tareas habituales de un ordenador 
ha sido siempre la traducción del código escrito en un lenguaje 
informático de alto nivel al lenguaje máquina, el cual se limita 
a una secuencia de ceros y unos.
A principios de los años 50 existieron numerosos grupos 
de investigación sobre traducción automática, pero todos los 
trabajos se caracterizaban por una gran ingenuidad en la 
manera de abordar el tema. concebían la lengua como un código 
y pensaban que lo único que tenían que hacer era descifrar 
ese código de una lengua fuente a una lengua destino, dando 
como resultado la construcción de los sistemas de traducción 
directa. en otras palabras, se partía de la idea de que las di-
ferencias entre lenguas se basaban en sus vocabularios y en 
el orden de las palabras dentro de la oración. evidentemente, 
estos sistemas de traducción no se fundamentaban en ninguna 
teoría lingüística, sino dependían más bien de diccionarios muy 
bien desarrollados además de un analizador morfológico que 
permitía presentar traducciones gramaticalmente aceptables. 
las traducciones resultantes estaban tan plagadas de errores, 
muchos de ellos provocados por la ambigüedad léxica, que re-
querían una profunda postedición del texto de salida.
3.2. Los años 60
A partir de esta década, empieza a consolidarse el enfoque 
simbólico en las investigaciones del Pln, gracias a la contribución 
de dos fenómenos centrales, como apuntan Jurafsky y martin 
(2009): el nacimiento de la inteligencia Artificial y la Gramática 
Generativo-Transformacional.
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3.2.1. El nacimiento de la Inteligencia Artificial
uno de los hitos en las investigaciones en Pln en la década 
de los 60 fue el nacimiento de la inteligencia artificial, la cual 
tuvo lugar en un seminario de dos meses organizado por John 
mccarthy y celebrado en el verano de 1956 en el Dartmouth 
college en Hanover, new Hampshire. las discusiones intelectuales 
que se mantuvieron en este seminario, en el que participaron 
los investigadores pioneros en inteligencia automática –tales 
como marvin minsky, nathaniel Rochester y claude shannon, 
entre otros muchos–, sirvieron para colocar los pilares de la 
nueva disciplina de la Inteligencia Artificial. uno de los aspec-
tos del problema de la inteligencia artificial que se trató fue la 
posibilidad de que un ordenador pudiera ser programado para 
utilizar una lengua, en concreto el inglés. especulaban con la 
idea de que la mayor parte del pensamiento humano consistía 
en la manipulación de palabras según un conjunto de reglas 
de razonamiento. Por tanto, y debido a la marcada formación 
matemática de los organizadores, el centro de interés de estas 
actividades radicó principalmente en el desarrollo de sistemas 
basados en el razonamiento lógico.
con respecto a la comprensión automática del lenguaje, uno 
de los sistemas de diálogo más representativos en la década de 
los 60 fue elizA (Weizenbaum, 1966), el cual simulaba ser un 
psicoterapeuta que mantenía una conversación con el usuario. 
el algoritmo que simulaba la inteligencia de elizA consistía 
básicamente en leer una oración de entrada, buscar la presencia 
de un patrón a modo de plantilla predefinida (i.e. constantes y 
variables), el cual se activaba a través de una palabra clave, y 
finalmente transformar la entrada en una respuesta. Por tanto, 
la base de conocimiento consistía en un conjunto de reglas de 
transformación4, cada una de las cuales describía (a) una serie 
de posibles patrones y (b) un conjunto de posibles respuestas 
asociadas. con el fin de que las respuestas de elizA parecieran 
lo más naturales posibles, el sistema elegía una respuesta al azar 
de las respuestas asociadas al patrón, incorporando igualmente 
expresiones utilizadas en el propio texto de entrada. en esta 
década, los sistemas comprendían las preguntas sólo en el caso de 
que tuviera lugar una coincidencia de patrones y las respuestas 
4 como reconoce el propio Weizenbaum (1966), el término transformación se 
utiliza en un sentido genérico, desprovisto de toda connotación chomskiana.
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estuvieran explícitamente almacenadas de antemano en la base 
de conocimiento. Por tanto, estos sistemas no se fundamentaban 
en ningún modelo semántico. Por ejemplo, en el caso de elizA, 
si un usuario introducía la oración “i am BlAH”, ésta podía ser 
transformada a la respuesta “How long have you been BlAH”, 
independientemente del significado de BlAH. sólo se trataba 
de crear la ilusión de que la máquina podía interactuar con el 
hombre. Al igual que otros muchos programas de diálogo de esta 
década, elizA no realizaba prácticamente ningún análisis de 
las estructuras lingüísticas presentes en las entradas textuales, 
ya que la complejidad del lenguaje natural se trataba por medio 
del reconocimiento de patrones. en ese tipo de aplicaciones los 
avances investigadores se centraban en mejorar la inferencia de 
información en lugar de proporcionar un tratamiento adecuado 
al procesamiento lingüístico (Ramsay, 2004).
3.2.2. La Gramática Generativo-Transformacional
De forma paralela a los trabajos en inteligencia Artificial, 
los investigadores en Pln intentaron desarrollar gramáticas 
oracionales y analizadores con el fin de resolver los problemas 
de ambigüedad sintáctica y semántica que presentaban los 
procesamientos de la década anterior. en esta búsqueda de una 
caracterización explícita del lenguaje pensaron que las teorías 
lingüísticas del momento podían aportarles las respuestas que 
necesitaban, principalmente en torno a la representación sintác-
tica. Fue, por ello, que la Gramática Generativo-Transformacional 
entró en escena.
en 1957, chomsky publicó Syntactic Structures, presentando 
a la comunidad lingüística un modelo generativo del lenguaje 
al que posteriormente el propio autor realizó diversas modifi-
caciones con la publicación de Aspects of the Theory of Syntax 
(1965), dando lugar a lo que se conoció como la teoría estándar 
de la Gramática Generativo-Transformacional. en este modelo 
gramatical, donde la semántica y la fonología se relegan a meros 
componentes interpretativos, la parte central es la sintaxis, la 
cual permite describir los aspectos regulares del lenguaje. en 
realidad, la Gramática Generativo-Transformacional no se ideó 
pensando en el Pln. De hecho, los lingüistas generativistas 
nunca concibieron el Pln como un escenario donde probar su 
teoría lingüística, ya que pensaban que las realizaciones lin-
güísticas estaban íntimamente conectadas con las intuiciones 
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de los hablantes en lugar de con los procesos computacionales 
(Wilks, 2005). no obstante, provocó el interés inicial de muchos 
investigadores en Pln porque era un modelo formal del lenguaje 
que teóricamente facilitaba su implementación computacional.
3.3. Los años 70
3.3.1. La reacción al paradigma generativo estándar
la influencia del paradigma lingüístico dominante de los 
años 60 disminuyó notablemente en la década de los 70, ya que 
se demostró que la Gramática Generativo-Transformacional 
era inadecuada para el Pln: la teoría mostró tanto interés en 
el procesamiento sintáctico que no prestaba atención alguna 
al tratamiento semántico. la estructura profunda era una es-
tructura sintáctica que, sólo después de ser generada, recibía 
una interpretación semántica. los modelos generativistas de 
esta década intentaron integrar la semántica en la teoría sin-
táctica, lo cual terminó germinando con las teorías lexicistas en 
los años 80. chomsky (1970) y Jackendoff (1972) propusieron 
una “semántica interpretativa” dentro del seno de lo que se 
conoció como Teoría Estándar Ampliada, mientras Gruber y 
Fillmore llevaron a cabo las primeras iniciativas de una teoría 
de la semántica generativa.
Por otra parte, y como reacción a las teorías generativistas, 
surgieron diversos modelos de orientación funcionalista5. según 
este paradigma, la lengua se concibe como un objeto funcional, 
i.e. como un instrumento de comunicación. una de las primeras 
teorías lingüísticas funcionales que se expandió al campo del 
Pln fue la Gramática sistémica Funcional, la cual, a pesar de 
ser formulada inicialmente en la década de los 60 (Halliday, 
1961, 1967), se empezó a desarrollar significativamente sólo 
en los años 706.
5 léase Butler (2003a, 2003b) y Gonzálvez-García y Butler (2006) para una 
descripción detallada de los fundamentos metodológicos de los modelos 
asociados al paradigma funcional.
6 la teoría de Halliday no es sólo un modelo funcional del lenguaje, el cual 
permite explicar por qué elegimos determinados rasgos lingüísticos cuando 
utilizamos la lengua, sino también una teoría social del lenguaje, donde el 
contexto situacional establece una estrecha relación entre la lengua y el 
mundo extralingüístico.
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3.3.2. La comprensión del lenguaje en Inteligencia 
  Artificial
la inteligencia Artificial de los años 70 se orientó princi-
palmente hacia el desarrollo de sistemas de comprensión del 
lenguaje natural. la escuela de Yale, i.e. Roger schank y sus 
colaboradores (schank, 1972, 1975; schank y Abelson, 1977), 
lideró las investigaciones en este campo, incorporando la teoría 
del guión como base para un modelo dinámico de la memoria7. 
este modelo de comprensión del lenguaje, el cual resultó ser 
una importante influencia en la semántica y la representación 
del conocimiento, se basó en el formalismo de la Dependencia 
conceptual (schank, 1972), i.e. grafos que permiten representar 
conceptualmente un texto de entrada a partir de la descompo-
sición semántica de los verbos –usando la Gramática de casos 
de Fillmore (1968) centrada en torno a una serie de acciones 
primitivas– y la inferencia de la información basada en estos 
primitivos. la teoría de la Dependencia conceptual puede con-
cebirse como una combinación entre las redes semánticas y los 
marcos. en esta década se desarrollaron diversos programas 
informáticos con el propósito de demostrar que esta teoría de 
la memoria dinámica podía replicar el proceso de comprensión 
en el ser humano, p.ej. mARGie (schank y otros, 1973), sAm 
(cullingford, 1978) o PAm (Wilensky, 1978).
los sistemas resultantes de las investigaciones de la escuela 
de Yale no hicieron uso de un nivel sintáctico intermedio en el 
procesamiento lingüístico8. en cambio, sHRDlu (Winograd, 
1972) –un sistema de comprensión automática del inglés que 
podía manipular bloques de juguete sobre una mesa a partir 
de unas órdenes, además de poder ser interrogado sobre el 
escenario resultante– incorporó la teoría funcional de Halliday. 
este sistema utilizaba información semántica y del contexto 
para comprender el discurso, ya que se basaba en la idea de 
que no es posible construir un sistema informático razonable-
mente inteligente a menos que pueda comprender el tema sobre 
7 no obstante, sus teorías sobre la comprensión del lenguaje natural se 
desarrollaron más profundamente en la siguiente década (schank y Riesbeck, 
1981; schank, 1982a, 1982b, 1986).
8 en el modelo de la Dependencia conceptual, el objetivo del procesamiento 
es obtener una representación semántica del aducto, como demuestra el 
English Language Interpreter (Riesbeck, 1975; Riesbeck y schank, 1978), 
utilizando la sintaxis sólo cuando el procesamiento semántico lo requiere.
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el cual está trabajando, lo cual implicaba proporcionarle un 
modelo detallado del conocimiento que requería9. no obstante, 
otras interfaces de diálogo persona-máquina en esta década 
no requirieron un complejo formalismo de representación del 
significado con el fin de simular la interacción comunicativa. 
Éste es el caso de PARRY (colby, 1973), un sistema que permitía 
simular las respuestas de un paciente paranoico que sufría la 
psicosis de que lo estaba persiguiendo la mafia. Aunque inspirado 
en el trabajo de elizA, PARRY no repetía las palabras de sus 
entrevistadores, sino que contribuía a la conversación de forma 
fluida además de reaccionar tal y como lo haría un paranoico.
A pesar de que sHRDlu y PARRY coincidían en ser siste-
mas basados en el diálogo, las diferentes concepciones de sus 
autores sirven para representar dos enfoques muy diferentes 
de entender el Pln. el primero empleaba un análisis lingüístico 
basado en un modelo teórico gramatical incorporando igualmente 
conocimiento del mundo sobre el cual se aplicaba un razona-
miento basado en la lógica. en cambio, el segundo apostaba 
por el simple reconocimiento de patrones en la superficie de la 
entrada textual y un módulo de interpretación-acción cuyas 
reglas de producción permitían recrear el modelo de paranoia.
3.4. Los años 80
el debate entre la semántica interpretativa y la semántica 
generativa durante la década de los 70 contribuyó a reconsiderar el 
papel del lexicón en el procesamiento del lenguaje, convirtiéndose 
este lexicón en foco de interés de la lingüística de esta década. 
Por ejemplo, la Teoría de la Rección y el ligamiento (chomsky, 
1981) se distancia principalmente de la teoría estándar de la 
Gramática Generativo-Transformacional con respecto a la auto-
nomía que se le concedía al componente sintáctico. la sintaxis 
empezó a ponerse en relación con el léxico, de tal forma que las 
propiedades léxicas podían contribuir a determinar la forma sin-
táctica de una oración. Además, el componente transformacional 
9 Dentro del marco de la lingüística computacional, la Gramática sistémica 
Funcional ha tenido un especial impacto desde los años 80 en los sistemas 
de generación lingüística, p.ej. PenmAn (mann, 1983), y especialmente en 
los años 90, p.ej. Genesys (Fawcett y Tucker, 1990), TecHDoc (Rösner y 
stede, 1994), Gist (not y stock, 1994), WAG-KRl (o’Donnell, 1994), DRAFTeR 
(Paris y Vander linden, 1996) y KPml (Bateman, 1997).
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se redujo al principio de traslado de constituyentes de un lugar 
a otro de la oración con el fin de reordenarlos.
el paradigma simbólico se caracterizó durante esta década 
por la aparición de teorías lexicistas, p.ej. la Gramática léxico-
Funcional (Kaplan y Bresnan, 1982), la Gramática de estructura 
sintagmática Generalizada (Gazdar y otros, 1985) o la Gramática 
de estructura sintagmática nuclear (Pollard y sag, 1987), las 
cuales reducían el papel de la gramática en aras de dotar de 
mayor importancia al léxico. la mayoría de estos modelos lexi-
cistas se fundamentaba en el supuesto de que la estructura 
argumental de un verbo está directamente determinada por 
sus propiedades léxicas. en otras palabras, la entrada léxica 
de un verbo determina su comportamiento sintáctico10. estas 
teorías lexicistas, aunque todavía pertenecían al paradigma 
generativo, rechazaban todo tipo de transformaciones, por lo 
cual en el proceso de análisis no se distinguía entre estructura 
profunda y estructura superficial. evidentemente, la ausencia 
de reglas transformacionales se compensó con un modelo léxico 
más rico, i.e. estructuras léxicas más complejas. Desde el punto 
de vista formal, a todas estas teorías lexicistas, junto a otras 
como la Gramática de unificación Funcional (Kay, 1985)11 o la 
Gramática categorial de unificación (uszkoreit, 1986; Karttunen, 
1989), también se les conocieron como gramáticas basadas en 
la restricción o gramáticas de unificación, donde la estructura 
sintáctica de las lenguas se representa mediante gramáticas sin-
tagmáticas independientes del contexto aumentadas con el uso 
de rasgos sobre los que se aplican las operaciones de subsunción 
y unificación12. en realidad, las gramáticas de unificación están 
10 De hecho, la tendencia actual en la lingüística es identificar los diversos 
argumentos que configuran la estructura argumental del verbo a partir de 
la semántica del evento (cf. levin y Rappaport Hovav, 2005). en este sentido, 
Vendler (1967) fue uno de los primeros que propuso una clasificación de los 
eventos, basándose en una serie de propiedades aspectuales, o Aktionsart. 
la tipología de Vendler ha servido como fundamento sobre el cual otros 
investigadores han desarrollado sus teorías lingüísticas, como es el caso de 
la Gramática del Papel y la Referencia (Van Valin y laPolla, 1997; Van Valin, 
2005).
11 la Gramática de unificación Funcional se inspiró en la Gramática sistémica 
Funcional de Halliday. A pesar de que sus formalismos rotacionales son 
bastante diferentes, ambos comparten muchos supuestos sobre el lenguaje 
y la gramática (cf. Kasper, 1987).
12 estos rasgos suelen representarse a través de matrices atributo-valor, aunque 
una representación alternativa son los grafos acíclicos dirigidos, i.e. máquinas 
de estados finitos.
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muy extendidas actualmente en aquellos proyectos de ingeniería 
lingüística cuya información se almacena en forma de rasgos, 
ya que combinan “la flexibilidad de las redes semánticas con el 
poder expresivo y la capacidad de inferencia de la programación 
lógica” (moreno ortiz, 2000).
Finalmente, esta década también fue testigo del auge de 
los modelos probabilísticos, principalmente en las tecnologías 
del habla, el etiquetado gramatical, el análisis sintáctico y la 
semántica. mientras los enfoques simbólicos fueron utilizados 
para tratar los problemas más significativos del Pln, los en-
foques estadísticos servían como complemento a los enfoques 
simbólicos.
3.5. Los años 90
en esta década tuvo lugar un fuerte resurgimiento de las 
tendencias empiristas, no sólo con respecto al análisis de datos 
lingüísticos sino principalmente en la aplicación de métodos 
estadísticos al Pln. el paradigma estadístico fue convirtiéndo-
se progresivamente en el estándar de numerosos campos del 
Pln. Por ejemplo, Brown y otros (1990) fueron los primeros 
que aplicaron a la traducción automática métodos estadísticos 
utilizados en el reconocimiento automático del habla. el pro-
blema que empezó a atribuirse al paradigma simbólico fue su 
incapacidad de proporcionar de forma flexible un tratamiento 
adecuado a (i) un input defectuoso (p.ej. una oración elíptica o 
agramatical) o (ii) una realización lingüística nueva. los siste-
mas basados en técnicas estadísticas pueden ser más robustos 
en ambas situaciones, siempre y cuando se les entrene con un 
repositorio de datos suficientemente pertinente. Por ejemplo, el 
procesamiento sintáctico puede ser realizado a través de técnicas 
de aprendizaje automático que tomen un corpus anotado para 
el entrenamiento del sistema y que a partir de dicho corpus 
puedan ser inferidas las construcciones lingüísticas sin nece-
sidad de escribir muchas reglas gramaticales. el racionalismo 
de los métodos basados en la codificación manual de reglas dejó 
paso a métodos probabilísticos y de aprendizaje automático. Pero 
¿qué ocurrió en esta década que provocó que numerosas líneas 
de investigación sobre el Pln empezaran a basar sus trabajos 
en los modelos estocásticos? las causas de este cambio en la 
tendencia investigadora suelen atribuirse a los siguientes tres 
fenómenos (liddy, 2001):
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(i) la disponibilidad de extensos córpora textuales que pueden ser 
procesados por el ordenador,
(ii) los avances en hardware, con ordenadores dotados de más me-
moria, mayor velocidad de procesamiento y mayor capacidad de 
almacenamiento, y
(iii) la llegada de internet, lo cual favorece no sólo la diseminación 
del conocimiento especializado sino también la accesibilidad de 
los recursos lingüísticos.
estos tres factores cambiaron drásticamente el panorama 
del Pln. Hasta los años 90, se crearon principalmente prototipos 
de laboratorio más o menos sofisticados, donde los sistemas se 
basaban en complejos modelos formales teóricos. A partir de los 
años 90, en cambio, los trabajos en Pln se enfocaron hacia la 
ingeniería lingüística. Por ejemplo, la idea de producir un aná-
lisis sintáctico completo y profundo de un texto de entrada fue 
perdiendo interés, debido a la necesidad inmediata de obtener 
soluciones realistas. en el caso de la clasificación documental, 
por ejemplo, la identificación de palabras clave sólo precisaba 
el análisis de grandes cantidades de texto que permitieran al 
ordenador aprender conocimiento de forma automática me-
diante técnicas de inferencia. Por tanto, un análisis sintáctico 
más superficial era suficiente, el cual delimitara las oraciones 
en sintagmas carentes de estructura interna.
no obstante, el predominio de los enfoques probabilísticos 
en esta década no implicó un abandono completo de los siste-
mas simbólicos, sino más bien un cambio en las prioridades 
investigadoras. la influencia del enfoque lexicista de los años 
80 fue incrementándose durante esta década, dejando en el 
componente sintáctico unas pocas reglas generales. De acuerdo 
con Hanks (2003), trabajos como Framenet (Fillmore y Atkins, 
1992, 1994) y el lexicón Generativo (Pustejovsky, 1991, 1995) 
representaron las investigaciones más destacadas en lexicografía 
computacional.
Además, la década de los 90 fue testigo de la aparición de 
un nuevo tipo de recurso lingüístico en el ámbito del Pln: las 
ontologías. De hecho, la ontología es actualmente uno de los 
componentes centrales en una base de conocimiento para el Pln. 
en el campo de la informática, la ontología se define como un 
inventario del tipo de cosas que existen en un dominio desde la 
perspectiva de una persona que habla sobre ese dominio (sowa, 
2000). Por tanto, las ontologías tienen como objetivo presentar 
el conocimiento compartido por una comunidad acerca de un 
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dominio. con este fin, diseñar una ontología implica determinar 
el conjunto de categorías semánticas que refleje adecuadamente 
la organización conceptual del dominio sobre el que el sistema 
debe trabajar, optimizando la cantidad y calidad de la informa-
ción almacenada (lenci, 2001). las principales razones para 
utilizar una ontología en un sistema del Pln siguen siendo las 
siguientes (Bateman, 1991; nirenburg y otros, 1996):
(i) almacenar el conocimiento del mundo y permitir que los lexicones 
de diferentes lenguas compartan ese mismo conocimiento,
(ii) realizar inferencias sobre el conocimiento del mundo a partir de 
los significados de las unidades léxicas, y
(iii) proporcionar una base para la construcción de una interlingua, la 
cual se utilice para la representación del significado de un texto 
de entrada o salida
Desde principios de esta década, los sistemas basados en 
el conocimiento cobraron cada vez mayor fuerza, especialmente 
en el campo de la traducción automática (Farwell y Wilks, 1991; 
mitamura y otros, 1991; nirenburg y otros, 1992; onyshkevych 
y nirenburg, 1995; Palmer y Wu, 1995). en estos casos, como 
explicaron onyshkevych y nirenburg (1992), la comprensión se 
modela por medio de la representación del análisis del texto de 
entrada a través de un lenguaje formal, cuyos átomos se inter-
pretan en términos de una ontología. Por tanto, las unidades 
léxicas y sintácticas del texto de entrada se hacen correspon-
der con los elementos del lenguaje formal de representación. 
el lexicón no sólo contiene información sobre las propiedades 
morfológicas y sintácticas de las palabras, sino también con-
tiene proyecciones sobre la ontología con el fin de describir el 
significado léxico. Por tanto, el panorama de la semántica léxica 
estuvo marcado por dos tendencias investigadoras dentro de la 
lingüística computacional (nirenburg y levin, 1992):
(i) la semántica léxica orientada a la sintaxis, la cual buscaba des-
cribir las propiedades semánticas de las palabras a partir de las 
cuales podía predecirse su comportamiento sintáctico, como ha 
ocurrido en la mayoría de las teorías lexicistas, y
(ii) la semántica léxica orientada a la ontología, donde el significado 
del texto se infería a partir de un modelo del mundo, u ontología, 
que se construía independientemente de la lengua, pero que se 
ponía en correspondencia con el lexicón.
Actualmente, los sistemas del Pln basados en el conoci-
miento suelen adoptar uno solo de estos dos enfoques, aunque 
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estos autores recomendaron que ambos enfoques coexistieran 
en un mismo sistema computacional, ya que sólo uno no sería 
suficientemente efectivo. más concretamente, sugirieron que 
el modelo de semántica léxica orientada a la ontología sirviera 
para vincular el modelo de semántica léxica orientada a la sin-
taxis de una lengua determinada con una representación del 
significado textual independiente de la lengua.
3.6. El PLN en el siglo XXI
Desde los años 90 hasta la actualidad, los enfoques es-
tadísticos han dominado las investigaciones en Pln, todo ello 
propiciado por la disponibilidad de numerosos recursos com-
putacionales que permiten tratar los fenómenos lingüísticos en 
un contexto real. los córpora son ahora la fuente canónica de 
datos lingüísticos más importante con la que los sistemas del 
Pln pueden trabajar, pero su explotación es tal que “se pretende 
conseguir la mayor efectividad posible incluso a expensas de 
una clara fundamentación lingüística teórica” (moure y llisterri, 
1996). De hecho, la mayoría de las ponencias en congresos 
internacionales sobre Pln tratan sobre soluciones de ingenie-
ría a problemas prácticos, pero casi nadie se enfrenta a temas 
fundamentales en lingüística desde el marco del Pln, p.ej. la 
representación semántica del significado construccional. en de-
finitiva, las investigaciones actuales en ingeniería lingüística no 
se fundamentan en la lingüística, sino en la estadística y la teoría 
de las probabilidades13, incluso a costa de obtener soluciones 
sucias (Ferrari, 2004), i.e. soluciones menos plausibles desde 
el punto de vista teórico. como advierte Wintner (2009), esta 
situación no deja de resultar bastante paradójica, especialmente 
si lo comparamos con lo que ocurre en otras áreas de la inge-
niería aplicada: p.ej. la ingeniería química exige conocimientos 
en química y los ingenieros biomédicos deben estudiar biología 
y medicina. ¿cuáles son las razones por las cuales la ingeniería 
lingüística parece no necesitar a la lingüística teórica? ¿Por qué 
los ingenieros informáticos no recurren a las investigaciones de 
los lingüistas a la hora de diseñar un sistema del Pln? Wintner 
(2009) presentó muy brevemente los posibles tres factores que 
13 Por ejemplo, los actuales traductores de Google no se fundamentan en 
ninguna teoría lingüística, sino se basan en el análisis estadístico de los 
textos, por lo cual carecen de componentes gramaticales y lexicones.
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han propiciado esta situación, los cuales ampliamos con más 
detalle en los próximos párrafos.
en primer lugar, se suele argumentar que los sistemas 
fundamentados en teorías lingüísticas no satisfacen las nece-
sidades del mundo real. Ya desde la década de los 90, una de 
las objeciones de la ingeniería lingüística hacia la lingüística 
computacional es que se había producido mucho trabajo teórico, 
pero ninguna aplicación práctica. según Ferrari (2004), existen 
dos razones principales por las cuales la lingüística teórica poco 
tiene que ver con la realidad lingüística:
(i) los modelos lingüísticos se centran en el estudio de la compe-
tencia lingüística, mientras que los ingenieros lingüísticos tratan 
los fenómenos de la actuación.
(ii) los modelos lingüísticos no pueden modelar todo el conocimiento 
lingüístico, de ahí que cubran un número reducido de fenómenos.
sin embargo, a estas dos posibles causas de la supuesta 
inutilidad de la lingüística teórica podemos esgrimir diversos 
contraargumentos. con respecto a la cuestión (i), no es cierto 
que todas las teorías gramaticales centren su interés en la com-
petencia lingüística. Éste es el caso de los modelos funcionales 
del lenguaje, los cuales conciben la lengua como un objeto 
funcional, i.e. como un instrumento de comunicación, siendo 
de especial relevancia aquellas que centran su interés en las 
funciones pragmáticas del lenguaje (cf. Halliday, 1973; Dik, 
1989; Van Valin y laPolla, 1997; Van Valin, 2005; Hengeveld y 
mackenzie, 2008). con respecto a la cuestión (ii), la ausencia de 
una determinada palabra en el lexicón o de una determinada 
construcción gramatical en la gramática, puede seguir permitiendo 
un procesamiento adecuado si utilizamos métodos estadísticos 
o técnicas de aprendizaje automático sobre córpora con el fin de 
adquirir automáticamente el conocimiento lingüístico del que 
carece nuestro sistema. Por tanto, los enfoques simbólico y es-
tadístico pueden coexistir perfectamente con el fin de construir 
un sistema más robusto, i.e. suplir las carencias de un modelo 
con las ventajas del otro.
en segundo lugar, el Pln es un campo de investigación de 
naturaleza aplicada, por lo cual sus objetivos se orientan en 
definitiva hacia la construcción de aplicaciones informáticas. 
Por ello, las instituciones, los organismos y las empresas que 
financian los proyectos quieren obtener resultados a muy corto 
plazo, generalmente no superior a dos años, lo cual no deja 
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lugar a la investigación básica a largo plazo, como suele ser el 
caso de la lingüística teórica.
en tercer lugar, las teorías lingüísticas se han vuelto tan 
“oscuras, barrocas y egocéntricas” (Wintner, 2009) que resultan 
muy poco atractivas para los informáticos. Por una parte, oscuras 
y barrocas porque los lingüistas no terminan de formalizarlas, 
y sólo lo formalizable puede ser programable. De hecho, existe 
muy poco interés por parte de la lingüística teórica de producir 
gramáticas que puedan ser procesadas, quizás por la propia 
naturaleza de la lingüística teórica, ya que “los investigadores 
dedicados a empresas teóricas sospechan de la excesiva soli-
citud al rendimiento práctico […] de las tecnologías; mientras 
que quienes se afanan en esta cara de la realidad critican toda 
la aproximación teórica por su desvinculación de los problemas 
inmediatos” (moure y llisterri, 1996). en general, los lingüistas 
no se preocupan mucho, o incluso se muestran reticentes, de 
que sus consistentes modelos teóricos puedan tener aplicabi-
lidad alguna en los sistemas del Pln. como consecuencia de 
todo ello, los informáticos han quedado tan frustrados con la 
lingüística teórica que han terminado por abandonarla, o incluso 
por despreciarla14.
¿Qué debemos hacer cuando la tendencia investigadora no 
facilita la incorporación de nuestras propias investigaciones, a 
sabiendas que nuestras aportaciones podrían mejorar la calidad 
de los sistemas? en esta situación, la postura del lingüista debe 
ser la de ayudar a transferir sus investigaciones en lingüística 
teórica, o en cualquier otra disciplina lingüística, al entorno de 
un modelo computacional, considerando igualmente que los 
métodos probabilísticos pueden ayudar incluso a mejorar las 
propias investigaciones lingüísticas. evidentemente, no todas las 
teorías lingüísticas facilitan su implementación computacional, 
pero la causa de este divorcio entre el Pln y la lingüística no de-
bemos buscarla tanto en el hecho de que no todos los resultados 
conseguidos por la lingüística teórica puedan resultar útiles en 
el Pln, sino más bien en la falta de formalización que caracteriza 
a muchos estudios lingüísticos. A pesar de que no siempre los 
objetivos de la lingüística teórica puedan ser compatibles con los 
del Pln, nos oponemos diametralmente a la postura propuesta 
por Gazdar (1987) de que la lingüística computacional debe 
14 Véase la cita inicial en este artículo.
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apoyarse en una lingüística computacional teórica en lugar de 
en la lingüística teórica. nuestra postura, en cambio, defiende 
la reutilización del conocimiento lingüístico teórico, hasta donde 
sea posible, al igual que los recursos léxicos (p.ej. diccionarios 
o córpora) han sido reutilizados en numerosas ocasiones para 
el Pln. sin duda alguna, esta estrategia requiere la implicación 
activa de los propios lingüistas en la adaptación de sus investi-
gaciones al nuevo escenario de la ingeniería lingüística, donde 
su papel de implicación puede ser pleno o periférico, tal y como 
describimos en el siguiente apartado.
4.  El papel del lingüista en el procesamiento del 
lenguaje natural
los investigadores en Pln pueden pertenecer a comuni-
dades científicas con culturas muy diferentes: la lingüística y 
la informática. la integración de informáticos y lingüistas en 
un equipo del Pln implica un cierto “cambio de perspectiva” 
(llisterri, 2003). no se trata de que el lingüista se haga informá-
tico o el informático se vuelva un lingüista, sino más bien que 
sean capaces de compartir sus conocimientos expertos en un 
entorno multidisciplinar. Por tanto, el lingüista tiene que saber 
presentar sus problemas y soluciones de modo que el informático 
las entienda y pueda así darles un tratamiento adecuado, lo cual 
requerirá dotar al lingüista de la información esencial sobre los 
sistemas informáticos y proveer al informático de conocimiento 
básico sobre lingüística descriptiva. este escenario implicaría, 
por tanto, la integración plena de lingüistas e informáticos en 
un proyecto del Pln. no obstante, estas dos comunidades de 
investigadores no sólo difieren en su conocimiento especializado, 
sino también en la forma en que perciben a la otra comunidad, 
lo cual suele malograr finalmente la colaboración investigado-
ra. en particular, como apunta sparck Jones (1996), mientras 
muchos lingüistas no confían en la tecnología, los informáticos 
suelen interesarse muy poco por el trabajo de los lingüistas. la 
investigación en un proyecto del Pln requiere adquirir conoci-
mientos de ambas culturas, pero si el cambio de perspectiva no 
se produce, p.ej. porque los lingüistas carezcan de suficiente 
formación técnica, entonces suelen ser los lingüistas los que 
terminen integrándose de manera periférica en el proyecto.
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4.1. La integración periférica del lingüista
calificamos de integración periférica en el Pln cuando 
tiene lugar una realidad investigadora en la que el lingüista no 
se implica ni en el diseño ni en el desarrollo del proyecto, con 
la única posibilidad de acabar siendo “proveedores de datos o 
revisores de la información obtenida por procedimientos auto-
máticos” (llisterri, 2003). Generalmente, por falta de formación 
técnica, el trabajo del lingüista se limita a la construcción de 
los recursos lingüísticos necesarios para la ingeniería lingüís-
tica moderna: gramáticas, lexicones, córpora y ontologías. en 
estos casos, los lingüistas suelen tener áreas de trabajo bien 
delimitadas dentro del proyecto del Pln:
(i) la búsqueda de regularidades gramaticales que puedan ser ex-
presadas por medio de reglas conlleva la descripción formalizada 
de la estructura morfológica, sintáctica y/o semántica de una 
lengua, cuyo conocimiento pueda ser utilizado tanto en el análisis 
como en la generación de textos.
(ii) la construcción de lexicones computacionales –monolingües, 
bilingües o multilingües– implica la formalización y la estructu-
ración del conocimiento morfológico, sintáctico y/o semántico de 
las unidades léxicas.
(iii) la anotación de córpora informatizados desempeña un papel 
fundamental en las investigaciones del Pln (p.ej. la resolución 
de ambigüedades, la extracción terminológica, etc), ya que tanto 
los sistemas probabilísticos como el aprendizaje automático de 
conocimiento lingüístico requieren grandes cantidades de datos15.
(iv) en la construcción de ontologías, los lingüistas pueden explotar 
sus destrezas de organización terminológica y representación 
semántica dentro de un modelo de conocimiento más abstracto.
la construcción manual de estos recursos lingüísticos, los 
cuales requieren a veces tanto profundidad como cobertura, 
constituye en ocasiones un cuello de botella para los sistemas 
del Pln. Por esta razón, siempre ha resultado una idea muy 
atractiva, al menos para los informáticos, poder automatizar las 
tareas (i)-(iv) y así prescindir del laborioso trabajo del lingüista 
con el fin de acelerar la evolución de la ingeniería lingüística. no 
obstante, los ingenieros lingüistas no pueden prescindir de los 
15 un tipo de corpus de especial importancia para el análisis sintáctico son los 
treebanks, en los cuales cada oración está anotada sintácticamente con un 
análisis arbóreo.
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lingüistas, aunque sea sólo para validar los resultados obtenidos 
por un procedimiento automático de adquisición de conocimien-
to, en el caso de que se quieran desarrollar sistemas provistos 
de fuentes de conocimiento de mayor calidad con el propósito 
de ir más allá de la resolución de pequeños problemas ad hoc.
4.2. La integración plena del lingüista
la participación periférica de los lingüistas en un proyecto 
del Pln implica que éstos posean no sólo capacidad de abs-
tracción, razonamiento lógico y organización y estructuración 
de los datos, sino además capacidad para el trabajo en equipo 
(martí Antonín y llisterri, 2001). en cambio, una integración 
plena en un equipo del Pln exige, por parte del lingüista, una 
formación técnica más intensiva que durará varios años16. 
en otras palabras, aquel lingüista que desee desempeñar un 
papel central en el diseño del modelo de un sistema del Pln, 
convendría que adquiriera conocimientos informáticos básicos 
(p.ej. lenguajes de programación, gestión de bases de datos e 
ingeniería del software), además de una formación más espe-
cífica en métodos estadísticos utilizados en el Pln. Aunque 
este tipo de participación implique que sea conveniente que 
los lingüistas adquieran un cierto conocimiento especializado 
sobre ingeniería del software, no estamos sugiriendo en ningún 
momento que se dediquen a programar el propio sistema, ya 
que podrían correr el riesgo de reinventar la rueda: una cues-
tión es conocer los fundamentos básicos de la programación 
informática (p.ej. variables, operadores, estructuras de control, 
etc.) y otra cuestión muy diferente es ser un experto en algorit-
mia. Por tanto, los lingüistas deben limitarse a la producción 
de investigación avanzada y no a la producción de aplicaciones 
informáticas. como ilustra Ferrari (2004), aunque los puentes y 
edificios permanecen de pie gracias a algunos principios físicos, 
no son realmente los físicos quienes intervienen finalmente en 
los proyectos de ingeniería.
igualmente, los informáticos que participen en proyectos del 
Pln deben poseer una sólida formación en lingüística descriptiva 
(moore, 2009), e incluso tener la posibilidad de estar directamente 
implicados en proyectos de investigación lingüística, ya que su 
16 en españa, estos conocimientos especializados sólo se adquieren en cursos 
de postgrado.
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formación computacional puede aportar una visión diferente 
(Wintner, 2009). en esta ocasión, sugerimos, por tanto, que los 
informáticos sean capaces de comprender los principales modelos 
en lingüística teórica, ya que existen actualmente algunas líneas 
de investigación dentro de la lingüística teórica de las cuales la 
ingeniería lingüística podría beneficiarse. Por ejemplo, Bender 
(2009) sugiere que las investigaciones sobre tipología lingüís-
tica pueden representar una fuente rica de conocimiento para 
ser incorporado en sistemas del Pln. Desgraciadamente, como 
confiesa moore (2009), muchos informáticos se especializan en 
lingüística computacional sin poseer suficientes conocimientos 
sobre la estructuración interna de las lenguas.
en conclusión, la colaboración entre lingüistas e informá-
ticos es necesaria si deseamos construir un sistema robusto del 
Pln, donde los lingüistas pueden limitarse a proporcionar el 
conocimiento lingüístico necesario (i.e. integración periférica), 
o bien involucrarse en el lado más creativo del proyecto (i.e. in-
tegración plena). Aunque atraídos por las diversas aplicaciones 
de las tecnologías del lenguaje, muchos lingüistas se muestran 
con frecuencia reacios a adquirir conocimiento técnico, alegando 
incluso que no se sienten preparados para ello. Ésta es una de las 
razones por las cuales los propios lingüistas rehúyen a integrarse 
de forma plena en un proyecto del Pln. en el siguiente apartado 
presentamos un proyecto de ingeniería del conocimiento que ha 
facilitado dicha integración, donde las teorías funcionales del 
lenguaje pueden ser incorporadas a los sistemas del Pln con 
el fin de desarrollar aplicaciones más inteligentes.
5. FunGramKB
FunGramKB17 es una base de conocimiento léxico-con-
ceptual multipropósito diseñada principalmente para su uso 
en sistemas del Pln, y más concretamente, para aplicaciones 
que requieran la comprensión del lenguaje. Por una parte, esta 
base de conocimiento es multipropósito en el sentido de que 
es tanto multifuncional como multilingüe. en otras palabras, 
FunGramKB ha sido diseñada con el fin de ser potencialmen-
te reutilizada en diversas tareas del Pln (p.ej. recuperación y 
17 www.fungramkb.com
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extracción de información, traducción automática, sistemas 
basados en el diálogo, etc) y con diversas lenguas18. Por otra 
parte, FunGramKB comprende tres niveles principales de cono-
cimiento, cada uno de los cuales está constituido por diversos 
módulos independientes aunque claramente interrelacionados19: 
nivel léxico:
(i) el lexicón almacena la información morfosintáctica de las uni-
dades léxicas.
(ii) el morficón asiste al analizador y al generador en el tratamiento 
de los casos de morfología flexiva.
nivel gramatical:
(iii) el Gramaticón almacena los esquemas construccionales y su 
representación semántica.
nivel conceptual:
(iv) la ontología se presenta como una jerarquía is-A de unidades 
conceptuales, las cuales contienen el conocimiento del sentido 
común en forma de postulados de significado.
(v) el cognicón almacena el conocimiento procedimental por medio 
de guiones, los cuales permiten describir, por ejemplo, cómo se 
hace una tortilla o cómo se realiza una compra online.
(vi) el onomasticón almacena el conocimiento enciclopédico sobre 
instancias de entidades y eventos, tales como cervantes o el 11-m.
como explicamos en el resto de apartados de esta sección, 
esta base de conocimiento propicia la construcción de sistemas 
del Pln fundamentados tanto en la ciencia cognitiva como en 
la lingüística teórica.
5.1. FunGramKB y la ciencia cognitiva
el modelo de esquema originado en la psicología cognitiva, 
e implementado posteriormente en inteligencia artificial, es fun-
damental para la representación del conocimiento conceptual 
18 Actualmente, FunGramKB ha sido modelada para poder trabajar con siete 
lenguas: alemán, búlgaro, catalán, español, francés, inglés e italiano.
19 Para una información más detallada sobre el conocimiento almacenado en 
FunGramKB, léanse Periñán Pascual y Arcas Túnez (2004, 2007, 2008, 2010a, 
2010b), Periñán Pascual y mairal usón (2010), y Jiménez Briones y luzondo 
oyón (2011) acerca del nivel conceptual, y mairal usón y Periñán Pascual 
(2009) con respecto al nivel léxico. el nivel gramatical está actualmente en 
desarrollo.
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en FunGramKB. según este enfoque, un esquema es una repre-
sentación mental de una entidad o un evento, la cual consiste 
generalmente en un conjunto de expectativas que se van desa-
rrollando a medida que los recuerdos se nutren de experiencias 
similares. Típicamente los esquemas contienen conocimiento 
generalizado a partir de las experiencias pasadas, facilitando así 
la inferencia de información a partir de nuestra percepción del 
mundo. las experiencias futuras se interpretan de acuerdo con 
los patrones construidos a partir de las experiencias pasadas, 
lo cual alivia la sobrecarga cognitiva.
los esquemas conceptuales de FunGramKB desempeñan 
un papel primordial en la inferencia de conocimiento durante el 
proceso de comprensión del lenguaje. en nuestra base de cono-
cimiento, los esquemas conceptuales se clasifican atendiendo a 
dos parámetros: (i) prototipicidad y (ii) temporalidad. De un lado, 
los esquemas conceptuales almacenan conocimiento prototípico 
(i.e. protoestructuras), o bien pueden servir para describir una 
instancia de una entidad o un evento (i.e. bioestructuras). Por 
ejemplo, la descripción del significado de la unidad léxica “pe-
lícula” implica describir la protoestructura del concepto al que 
va asignada; en cambio, si deseamos proporcionar información 
sobre la película “Todo sobre mi madre” necesitamos hacerlo a 
través de una bioestructura. igualmente, podemos presentar el 
conocimiento atemporalmente (i.e. microestructuras), o inserto 
en un paradigma temporal (i.e. macroestructuras). Por ejemplo, 
la descripción de la biografía de Pedro Almodóvar requiere una 
macroestructura, mientras que una microestructura es sufi-
ciente para describir la profesión de director cinematográfico. 
cuando combinamos estos dos parámetros, obtenemos nuestro 
inventario de esquemas conceptuales: proto-microestructuras 
(o postulados de significado), proto-macroestructuras (o guio-
nes), bio-microestructuras (o retratos) y bio-macroestructuras 
(o historias). 
con respecto a la dimensión de la prototipicidad, y gracias 
a estos esquemas conceptuales, FunGramKB permite descri-
bir diversos tipos de conocimiento, los cuales ilustramos a 
continuación:
• conocimiento del sentido común, el cual almacena las creencias 
precientíficas sobre las cuales se construyen las actividades cog-
nitivas cotidianas, p.ej.:
(1) When you forbid someone to do something, you tell them that 
they are not allowed to do it.
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 +(e1: +sAY_00 (x1: +HumAn_00)Theme (x4: (e2: obl n +Do_00 
(x3: +HumAn_00)Theme (x2)Referent))Referent (x3)Goal)
• conocimiento especializado, el cual contiene las creencias acep-
tadas por una comunidad experta sobre dominios académicos, 
científicos o técnicos, p.ej.:
(2) A circumfix is an affix made up of two parts which surround a 
stem.
 +(e1: +Be_00 (x1: $ciRcumFiX_00)Theme (x2: +AFFiX_00)Referent)
 +((e2: +comPRise_00 (x1)Theme (x3: 2 +PART_00)Referent)(e3: 
+suRRounD_00 (x3)Theme (x4: +sTem_00)location))
• conocimiento cultural, el cual consiste en información factual 
sobre nuestro modelo del mundo en el pasado, presente o futuro, 
p.ej.:
(3) Paris is the capital of France.
 *(e1: +Be_00 (x1: %PARis_00)Theme (x2: $cAPiTAl_00)Referent)
 +(e2: +Be_02 (x1)Theme (x3: %FRAnce_00)location)
• conocimiento personal, cuyas creencias sólo son completamente 
verdaderas desde el punto de vista de la persona que las tiene, 
p.ej.:
(4) my wife Julia can prepare avocado and shrimp cocktails.
 *(e1: +Be_00 (x1: %JuliA_00)Theme (x2: +WiFe_00)Referent)
 *((e2: pos +cReATe_00 (x1)Theme (x3: $cocKTAil_00)Referent)(e3: 
+comPRise_00 (x3)Theme (x4: $AVocADo_00 & $sHRimP_00)
Referent))
observamos que en FunGramKB los diferentes tipos de 
conocimiento están formalizados a través del mismo lenguaje de 
interfaz, i.e. coRel (conceptual Representation language)20.
Por otra parte, con respecto a la dimensión de la tempora-
lidad, FunGramKB organiza su conocimiento de acuerdo con la 
distinción de Barsalou (1985, 1991) entre categorías taxonómi-
cas y categorías derivadas de objetivos. mientras las categorías 
taxonómicas van provistas de representaciones independientes 
del contexto organizadas jerárquicamente a través de un modelo 
ontológico, las categorías derivadas de objetivos se conceptualizan 
a través de representaciones que tienen en cuenta la situación 
de fondo. en este sentido, FunGramKB implementa el enfoque 
de la conceptualización situada (Barsalou, 2002) a través de las 
20 léase Periñán Pascual y mairal usón (2010) para una descripción detallada 
del lenguaje de notación de coRel.
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categorías derivadas de objetivos, las cuales adoptan la forma 
de guiones e historias. A continuación presentamos cuatro 
macroestructuras que también sirven para ilustrar los tipos de 
conocimiento descritos anteriormente:
(5) After washing your face, spread the foam over your beard and 
shave it off.
 *(e1: +WAsH_00 (x1)Theme (x2: +FAce_00)Referent)
 *(e2: +coVeR_00 (x1)Agent (x3: $FoAm_00)Theme (x4)origin (x5: 
+BeARD_00)Goal)
 *(e3: $sHAVe_00 (x1)Theme (x5)Referent)
(6) once you have selected the hard disk you want to defragment, 
click the “Analyze” button and a progress bar will appear.
 *(e1: +cHoose_00 (x1)Theme (x2: $HARD_DisK_00)Referent (f1: 
(e2: $DeFRAGmenT_00 (x1)Theme (x2)Referent))Purpose)
 *(e3: +PusH_00 (x1)Agent (x3: %AnAlYze_BuTTon_00)Theme 
(x4)location (x5)origin (x6)Goal)
 *(e4: $APPeAR_00 (x7: $PRoGRess_BAR_00)Theme)
(7) The German army invaded Poland on september 1, 1939.
 +(e1: past $inVADe_00 (x1)Agent (x2: %WeHRmAcHT_00)Theme 
(x3)location (x4: %GeRmAnY_00)origin (x5: %PolAnD_00)Goal 
(f1: 1 +DAY & $sePTemBeR_00 & 1939 +YeAR_00)Time)
(8) John and linda worked in spain in 1994.
 +(e1: past +WoRK_01 (x1: %JoHn_00 & %linDA_00)Theme (f1: 
%sPAin_00)location (f2: 1994 +YeAR_00)Time)
en definitiva, la conceptualización en FunGramKB está en 
consonancia con la teoría de lakoff (1987) sobre los modelos 
cognitivos idealizados (mci) proposicionales, i.e. aquellas 
configuraciones conceptuales que no están basadas en los me-
canismos imaginativos tales como la metáfora y la metonimia. 
De hecho, las diversas estructuras en las que los mci pueden 
tener lugar están presentes en FunGramKB, donde nuestra 
base de conocimiento marca la diferencia en su capacidad de 
integrar plenamente los diversos tipos de esquemas.
5.2. FunGramKB y la lingüística teórica
uno de los objetivos de FunGramKB consiste en que el 
Pln vuelva a beneficiarse de las investigaciones en lingüística 
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teórica21, más concretamente, de la teoría funcional de la 
Gramática del Papel y la Referencia (RRG) (Van Valin y laPolla, 
1997; Van Valin, 2005) y el modelo léxico construccional (mlc) 
(Ruiz de mendoza y mairal usón, 2008; mairal usón y Ruiz de 
mendoza, 2009).
la RRG, una de las teorías funcionales más relevantes del 
panorama lingüístico actual, es un modelo gramatical de carácter 
monoestrático, donde los componentes sintáctico y semántico 
se vinculan directamente en virtud de un algoritmo de enlace 
bidireccional, adoptando además un enfoque comunicativo-
cognitivo del lenguaje. la RRG ha repercutido notablemente 
en el diseño del modelo léxico de FunGramKB, ya que, como 
apuntamos a continuación, determinadas características de 
esta teoría gramatical resultan bastante atractivas para el Pln:
(i) se trata de un modelo funcional del lenguaje, donde las 
estructuras morfosintácticas y las reglas gramaticales deben 
ser explicadas en relación con sus funciones semánticas y 
comunicativas.
(ii) el algoritmo de enlace es bidireccional, lo cual implica que 
sirve tanto para el análisis como para la producción de 
expresiones lingüísticas.
(iii) su adecuación tipológica permite introducir distinciones 
universales como parte del aparato lingüístico.
(iv) el principal componente para la descripción lingüística es 
el lexicón, donde los predicados se almacenan como des-
composiciones semánticas en forma de estructuras lógicas.
en realidad, los rasgos (i-iii) son esenciales para cualquier 
modelo computacional del lenguaje. en primer lugar, un enfoque 
funcional del lenguaje nos permite capturar las generalizaciones 
sintáctico-semánticas que son fundamentales para explicar la 
motivación semántica de los fenómenos gramaticales. en segundo 
lugar, la adecuación psicológica es particularmente relevante para 
aquellos modelos cuya finalidad es la comprensión del lenguaje. 
en tercer lugar, la adecuación tipológica debe ser un requisito 
21 en realidad, como apunta Grishman (1986), la lingüística computacional se 
presenta además como un terreno idóneo para la verificación de las teorías 
lingüísticas. Así, por ejemplo, Periñán Pascual y mairal usón (2012) han 
podido extender el modelo teórico de la RRG con el fin de proporcionar, 
dentro del marco ontológico, una solución más elegante a la representación 
de la semántica léxica en un entorno multilingüe.
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en los modelos multilingües. Por otra parte, la característica (iv) 
refleja la idea comúnmente aceptada de que la entrada léxica 
debe contener una rica descomposición semántica que vaya 
más allá de aquellos aspectos gramaticalmente relevantes; no 
obstante, mientras la RRG es un ejemplo de teoría lexicista, 
FunGramKB adopta un enfoque conceptualista.
como consecuencia de este giro conceptualista, la estruc-
tura lógica de la RRG ha sido mejorada, dando como resultado 
un nuevo formalismo denominado estructura lógica conceptual 
(Periñán Pascual y mairal usón, 2009). Por ejemplo, a partir 
de la oración (9), la estructura lógica (10) es reemplazada por 
la estructura lógica conceptual (11), donde la diferencia radica 
en la sustitución de los predicados por unidades ontológicas 
acompañadas de los papeles temáticos que permiten el vínculo 
con los postulados de significado.
(9) John ate the bread.
(10) <iF Dec <Tns PAsT <do’ (John, [eat’ (John, bread)]) & inGR con-
sumed’ (bread)>>>
(11) <iF Dec <Tns PAsT <do (%JoHn_00-Agent [+eAT_00 (%JoHn_00-Agent, 
+BReAD_00-Theme)]) & inGR +eAT_00 (+BReAD_00-Theme)>>>
la principal ventaja de la estructura lógica conceptual reside 
en el hecho de que se trata de una representación independiente 
de la lengua, ya que no está configurada por unidades léxicas 
sino por conceptos ontológicos. Gracias a este nuevo enfoque 
interlingüístico, somos capaces de minimizar la redundancia de 
información al mismo tiempo que maximizamos la informatividad.
en realidad, con el propósito de facilitar el procesamiento 
computacional, una estructura lógica conceptual de una reali-
zación activa como (11) se simplificaría a (12), cuyo formalismo 
es más tratable por la máquina22:
(12) <iF Dec <Tns PAsT <AKT AcA [+eAT_00 (%JoHn_00-Agent, 
+BReAD_00-Theme)]>>>
Desde nuestro enfoque, la utilidad de una estructura lógica 
convencional implica conocer el Aktionsart subyacente, y no 
su esqueleto pseudosemántico, el cual se ve ahora enriquecido 
por los diversos tipos de esquemas conceptuales en coRel. 
22 en realidad, AcA representaría todo el armazón formal de una realización 
activa (en inglés, active accomplishment).
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Por ejemplo, la estructura lógica conceptual (12) corresponde al 
esquema conceptual (13), el cual puede expandirse al esquema 
(14) gracias al postulado de significado del evento +eAT_00:
(13) +(e1: past +eAT_00 (x1: %JoHn_00)Agent (x2: +BReAD_00)Theme 
(x3)location (x4)origin (x5)Goal)
(14) *(e1: past +inGesT_00 (x1: %JoHn_00)Agent (x2: +BReAD_00)
Theme (x3)location (x4)origin (x5: +sTomAcH_00)Goal (f1: 
+mouTH_00)means (f2)instrument (f3: (e2: +cHeW_00 (x1)Theme 
(x2)Referent))manner)
en otras palabras, a partir del aducto (9) podemos infe-
rir que “John ingirió el pan, masticándolo con la boca y con 
ayuda de algún instrumento, terminando el pan finalmente en 
el estómago”.
otra de las teorías lingüísticas de las cuales FunGramKB 
se ha beneficiado es el mlc, el cual proporciona a la Gramática 
del Papel y la Referencia un tratamiento más adecuado sobre 
la construcción del significado, yendo más allá de la gramática 
nuclear e incorporando dimensiones del significado de larga 
tradición en la pragmática y el análisis del discurso. más con-
cretamente, el mlc reconoce cuatro niveles construccionales 
(i.e. argumental, implicativo, ilocutivo y discursivo) que dan 
forma a los cuatro constructicones del Gramaticón. Por ejemplo, 
la oración (15) necesita la información sobre la construcción 
resultativa almacenada en el constructicón de nivel 1, o argu-
mental, con el fin de obtener la estructura lógica conceptual 
(16) y el esquema conceptual en coRel (17).
(15) The water froze solid.
(16) <iF Dec <Tns PAsT <l1c Resu <AKT Acc [+FReeze_00 (+WATeR_00-
Referent) (+soliD_00-Attribute)]>>>
(17) +(e1: past +FReeze_00 (x1)Theme (x2: +WATeR_00)Referent (f1: 
(e2: +Become_00 (x2)Theme (x3: +soliD_00)Attribute))Result)
en definitiva, las dos interlinguas de FunGramKB se com-
plementan, pero desempeñando papeles diferentes en los marcos 
de la lingüística y de la inteligencia artificial: las estructuras 
lógicas conceptuales se construyen en los niveles léxico y gra-
matical durante la fase de procesamiento del aducto, mientras 
que los esquemas conceptuales en coRel se construyen en el 
nivel conceptual durante el proceso de comprensión automática 
del lenguaje. es decir, la utilidad de la estructura lógica con-
ceptual se limita al tratamiento de los fenómenos gramaticales 
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que tienen lugar durante los procesos de análisis o generación 
lingüísticos. en el caso de que el sistema deba aplicar alguna 
tarea de razonamiento sobre el texto de entrada, es preciso que 
la estructura lógica conceptual se traduzca automáticamente a 
un esquema conceptual en coRel. De esta forma, la estructura 
lógica conceptual puede ser enriquecida con el conocimiento de 
los diversos tipos de esquemas conceptuales almacenados en 
FunGramKB. Por tanto, FunGramKB integra perfectamente un 
modelo de lingüística teórica con un enfoque simbólico propio 
de la inteligencia Artificial.
6.  Conclusiones
A lo largo de su historia, el Pln se ha ido construyendo 
a partir de la combinación de diversos componentes: modelos 
lingüísticos, representación del conocimiento y razonamiento 
lógico, métodos estadísticos y recursos lingüísticos. no obs-
tante, como indica Wilks (2005), los vínculos entre el Pln y la 
lingüística no han sido ni tan numerosos ni tan productivos 
como podríamos imaginar. De hecho, sólo el trabajo de unos 
pocos lingüistas, p.ej. chomsky, Halliday y Fillmore, ha influido 
notablemente en el desarrollo de este campo de investigación, el 
cual favorece actualmente la adopción de enfoques estadísticos 
en detrimento de cualquier teoría lingüística. en este panorama, 
FunGramKB irrumpe como una base de conocimiento léxico, 
construccional y conceptual desarrollada a partir de un modelo 
plausible tanto lingüística como cognitivamente, cuyo propósito 
es contribuir a la implementación de sistemas computaciona-
les que simulen el razonamiento humano. uno de los axiomas 
metodológicos más importantes en esta base de conocimiento 
es la nítida separación entre los niveles lingüístico y cognitivo, 
una distinción que motiva la presencia de dos metalenguajes 
que sirven como pilares básicos de un puente que conecta la 
lingüística y la inteligencia artificial: la estructura lógica concep-
tual y el esquema conceptual en coRel. Gracias a este nuevo 
respaldo a la lingüística teórica, los lingüistas pueden seguir 
desempeñando el papel incuestionable que les corresponde en 
un proyecto del Pln.
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