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Introduction
Let Uqsl2 be the quantum group corresponding to the Lie algebra sl2, and
let Mλ be the Verma module over the Uqsl2 with the highest weight λ. It fol-
lows from the results of [V1] that one can identify the weight space M [µ] =
(Mλ1 ⊗ . . . ⊗Mλn)[µ], µ =
∑
λi − 2l with a suitable homology space of the con-
figuration space Xn,l = {x ∈ C
l|xi 6= xj , xi 6= 0, xi 6= zk, k = 1, . . . , n} with coef-
ficients in a certain one-dimensional local system. This result plays a crucial role
in the construction of quantum group symmetries in conformal field theory, since
this homology space naturally appears in the integral formulas for the solutions of
Knizhnik-Zamolodchikov equations (see [SV1, SV2]).
On the other hand, for any simple Lie algebra g, Lusztig has defined a remarkable
basis in a tensor product of irreducible finite-dimensional representations of Uqg,
which he called “the canonical basis”(see [L, Chapter 27]). This basis is defined by
two conditions:
(1) Ψ(b) = b, where Ψ is a certain antilinear involution involving the R-matrix.
(2) The canonical basis is related with the usual basis, given by the tensor
product of Poincare-Birkhoff-Witt bases, by a matrix, all off-diagonal entries of
which belong to q−1Z[q−1].
This basis generalizes the canonical basis in one irreducible finite-dimensional
module over Uqg, also introduced by Lusztig, and has a number of remarkable
properties (see [L]).
Note that the canonical basis in a tensor product is non-trivial even for Uqsl2,
since the definition of Ψ involves the quantum R-matrix. For this reason, the first
condition is usually much more difficult to verify than the second one.
The goal of this paper is to combine these two results and give a geometric
construction of the canonical basis in terms of the homologies of local systems
(for technical reasons, we are constructing the basis dual to the canonical basis
rather than the canonical basis itself). In this paper, we only consider g = sl2 and
assume that q is not a root of unity. In this case we are able to give an explicit
construction of the dual canonical basis in every weight subspace of a tensor product
of irreducible finite-dimensional Uqsl2-modules (see Theorem 4.3). This answer is
especially simple if all the highest weights are large enough compared to the level
l = (
∑
λi − µ)/2 of the considered weight subspace. In this case, the basis dual to
the canonical basis is given (up to some simple factor) by the bounded connected
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components in the complement to certain hyperplanes in Rl (Corollary 4.7). Our
construction is quite parallel to the algebraic constructions in [FK].
Notice that in [V2] a geometric construction of the crystal base in the space of
singular vectors of M [µ] is given in terms of the same local system and critical
points of the associated multivalued holomorphic function. It would be interesting
to establish a direct connection between these two constructions.
Generalization of the results of this paper to arbitrary simple Lie algebras is more
complicated; for example, even for sl3 the natural generalization of the approach
in [FK] fails to produce the canonical basis (see [KK]). We plan to address these
questions in forthcoming papers.
1. Uqsl2: notations
Let the quantum group Uqsl2 be the Hopf algebra over the field C(q
± 12 ) with
generators e, f, q±h and commutation relations
(1.1)
qhe = q2eqh,
qhf = q−2fqh,
[e, f ] =
qh − q−h
q − q−1
.
The comultiplication and antipode are given by
(1.2)
∆e = e⊗ qh/2 + q−h/2 ⊗ e,
∆f = f ⊗ qh/2 + q−h/2 ⊗ f,
∆qh = qh ⊗ qh,
Se = −qe, Sf = −q−1f, Sqh = q−h.
This coincides with the definition in [V1, 4.1] if we make the following substitu-
tions: q 7→ q
1
2 , e 7→ e/
√
q
1
2 − q−
1
2 , f 7→ f/
√
q
1
2 − q−
1
2 .
We will also use another generators of the same algebra, namely:
(1.3) E = qh/2e, F = fq−h/2.
They satisfy the same commutation relations (1.1) as e, f , and the comultiplication
is given by
(1.4)
∆E = E ⊗ qh + 1⊗ E,
∆F = F ⊗ 1 + q−h ⊗ F.
Also, it is useful to note that
(1.5)
Em = qm(m+1)/2emqmh/2,
Fm = qm(m−1)/2fmq−mh/2.
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The universal R-matrix for Uqsl2 is given by
(1.6)
R = CΘ, C = qh⊗h/2,
Θ =
∑
k≥0
q−k(k+1)/2
(q − q−1)k
[k]!
qkh/2ek ⊗ q−kh/2fk
=
∑
k≥0
qk(k−1)/2
(q − q−1)k
[k]!
Ek ⊗ F k.
Here, as usual, [n] = q
n−q−n
q−q−1 , and [n]! = [1][2] . . . [n].
For every pair V,W of finite-dimensional representations, the R-matrix gives rise
to the commutativity isomorphism Rˇ = PR : V ⊗W → W ⊗ V , where P is the
permutation: P (v ⊗ w) = w ⊗ v.
We shall only consider Uqsl2-modules with weight decomposition: V =
⊕
λ∈C V [λ],
and qh|V [λ] = q
λ Id (for a non-integer λ, this requires an appropriate extension of
the field of scalars).
We denote by Mλ the Verma module with highest weight λ. For λ ∈ Z+ this
module has a finite-dimensional quotient:
Vλ =Mλ/(f
λ+1vλ).
Then Vλ is an irreducible finite-dimensional module of dimension λ+1, and every
irreducible finite-dimensional module with weight decomposition is isomorphic to
one of Vλ.
Finally, define an algebra anti-automorphism τ : Uqsl2 → Uqsl2 by
(1.7) τ(e) = f, τ(f) = e, τ(qh) = qh, τ(ab) = τ(b)τ(a).
Then τ is a coalgebra automorphism: (τ ⊗ τ)∆(x) = ∆(τ(x)), and τ(R) = R21.
From now on, we will also denote by τ the map τ⊗ . . .⊗τ : (Uqsl2)
⊗n → (Uqsl2)
⊗n.
For every module M let the contragredient module M c be the restricted dual to
M with the action of Uqsl2 given by
(1.8) 〈gv∗, v〉 = 〈v∗, τ(g)v〉, v ∈M, v∗ ∈M c, g ∈ Uqsl2.
Note that we have a canonical isomorphism (M1 ⊗M2)
c ≃M c1 ⊗M
c
2 and that for
λ ∈ Z+, V
c
λ ≃ Vλ. Also, for every λ we have a canonical morphism Mλ →M
c
λ, and
the image of this morphism is exactly the irreducible highest-weight module Lλ; in
particular, for λ ∈ Z+, the image is Vλ. Thus, we have an embedding
(1.9) Vλ ⊂M
c
λ.
Combining this embedding with the canonical pairing Mλ ⊗M
c
λ → C(q
± 12 ), we
get a non-singular bilinear form on Vλ, which is usually called the contragredient
(or Shapovalov) form.
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All the theory above can be as well developed when q is a complex number rather
than a formal variable, provided that q is not a root of unity. We will use the same
notations in this case.
Remark 1.1. Our notations differ slightly from those of Lusztig. They are related
as follows:
Ours Lusztig’s
q v
E F
F E
qh K−1
Θ Θ¯
(in the last line, is the bar involution, see (3.1)).
2. Homology of local systems
Fix the following data:
– a positive integer n
– a collection of weights λ1, . . . , λn ∈ C
– points z1, . . . , zn ∈ R, 0 < z1 < · · · < zn
– an integer l ∈ Z+
– a number κ ∈ R \Q
We denote λ = λ1 + · · ·+ λn and
q = epii/κ.
Note that the number q defined by the formula above is not a root of unity.
Let C ⊂ Cl = {(x1, . . . , xl)} be the configuration of hyperplanes defined by the
equations
(2.1)
xi = xj , i, j = 1 . . . l,
xi = zk, i = 1, . . . , l, k = 1, . . . , n,
xi = 0, i = 1, . . . , l.
Let Y = Cl \ C, and let S be the one-dimensional complex local system over
Y such that its flat sections are s(x) = const(univalent branch of ψ(x)), where
const ∈ C and
(2.2) ψ =
∏
i<j
(xi − xj)
2/κ
∏
i,p
(xi − zp)
−λp/κ
∏
p<q
(zp − zq)
λpλq/2κ.
Let Σl be the symmetric group acting on C
l by permutation of coordinates; this
action preserves C and S. We will be interested in the relative homology group
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Hl(C
l; C;S) with coefficients in S. We have a natural action of Σl on this homology
space. Let us for brevity denote by Hl the antisymmetric part of the homology:
(2.3) Hl = H
−Σl
l (C
l; C;S).
Sometimes we will also write Hl(0, z1, . . . , zn; 0, λ1, . . . , λn) to emphasize the de-
pendence on zi, λi (the first zero is to remind of the point 0 also used in the defini-
tion; it will be needed later when we define slightly more general type of homolo-
gies). In fact, the space Hl(0, z; 0,λ) is defined for any z ∈ Xn = {(z1, . . . , zn) ∈
Cn|zi 6= zj , zi 6= 0}, and Hl(0, z; 0,λ) form a vector bundle over Xn. Moreover, this
bundle has a natural flat connection (Gauss-Manin connection, see [V1]). However,
unless otherwise noted, we will only use z such that 0 < z1 < · · · < zn.
We will frequently use pictures to represent cycles in Hl(C
l; C;S). For example,
we will represent the cycle z1 ≤ x1 ≤ x3 ≤ x2 ≤ z2 by the picture
z2
x1
z 1
x3 x2
We will choose a section s of the local system over such a cycle as follows. For
each pair of indices i, j define
Br((xi − xj)
α) =
{
eαLog(xi−xj), Re(xi) > Re(xj),
eαLog(xj−xi), Re(xi) < Re(xj),
where Log(x) is the main branch of the logarithm defined for Re x > 0 by the
condition Log x ∈ R+ for x > 0. This definition is chosen so that for xi, xj ∈
R+, α ∈ R, Br(xi − xj)
α ∈ R+. Similarly, define
Br(ψ) =
∏
Br(xi − xj)
2/κ
∏
Br(xi − zk)
−λk/κ
∏
Br(zi − zj)
λiλj/2κ.
One easily sees that if a region D ⊂ Cl is such that xi− xj /∈ iR, xi− zk /∈ iR on
D, then Br(ψ) is a section of the local system S on D. In particular, if we have a
simplex c ⊂ Cl such that the order of Re xi, Re zi is fixed on c then Br(ψ) defines
a section of S over c. In [V1], this section is called “the positive branch of ψ”.
We will also use more elaborate l-dimensional cycles, such as the one used in
formula (2.6) below. It will be convenient to give the following definition; it may
seem complicated but is in fact quite natural.
Definition 2.1. Assume that we have fixed the data n, z,λ, l, κ as at the beginning
of this section. Let us additionally assume that Re zi 6= Re zj , Re zi 6= 0. A
“combinatorial cycle” C is a figure in C consisting of a finite number of intervals of
smooth curves (“arcs”) such that:
- these arcs do not intersect
- each arc can intersect a vertical line at most at one point
- the endpoints of each arc are either some of the specified points zi or 0, and
the endpoints of the same arc can not coincide
- on each arc, there are some marked points so that the total number of the
marked points on all arcs is equal to l
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- these marked points are labeled by x1, . . . , xl
For every combinatorial cycle C as above, we define the corresponding relative
cycle in Hl(C
l, C;Z) by the following rule. Consider the space Rl with the coordi-
nates x1, . . . , xl and the standard orientation. Let ∆C be the subset in R
l given by
the following conditions:
- 0 ≤ xi ≤ 1
- if the points xi and xj are marked on the same arc of C, and xi is to the left
of xj then xi ≤ xj for all points in ∆C .
Obviously, ∆C is a direct product of simplices.
Now, let us number all the arcs of C in an arbitrary way and let γk : [0, 1]→ C
be a parameterization of the k-th arc such that Re γ(t) is a strictly increasing
function. Define the map γ : ∆C → C
l by
γ(x1, . . . , xl) = (γk1(x1), . . . , γkl(xl)),
where ki is the index of the arc on which the point xi is marked. This defines an
l-dimensional chain in Cl, which we will also denote by C. Informally, this chain
can be described by saying that the points xi run along the corresponding arcs
preserving the order.
Define a section s of the local system S over C by the rule
s(x) = q
∑
aiBr(ψ(x)),
where x is such a point that all xi are close to the right end of the corresponding
arc, and the order of Re xi is chosen as in the following picture:
ik
z i
1i,
mi,
m
and ai = −
∑
1≤a<b≤ki
mi,ami,bb
Lemma 2.2. Let C be a combinatorial cycle. Then the pair (C, s) defines an ele-
ment of the relative homology space Hl(C
l, C;S), which only depends on the homo-
topy type of the arcs and the order of the points placed on these arcs. These cycles
are flat sections of the bundle Hl(C
l, C;S) over Xn with respect to the Gauss-Manin
connection.
The reason for calling these cycles “combinatorial” is that they are defined by
a finite collection of data. Later we will show that such cycles span the whole
homology space Hl (see Theorem 2.3).
Note that the action of a permutation σ ∈ Σl on the combinatorial cycles is given
by permuting the indices of the points xi and multiplying by (−1)
|σ| (the sign comes
from the change of orientation). Since we are only interested in the antisymmetric
part of the homology, from now on we won’t put the labels xi on the points. Instead,
we will just indicate the number of points on each arc, assuming summation over
all l! possible labelings, which automatically gives an anti-symmetric cycle.
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Let Mλ be a Verma module over Uqsl2 with q = e
pii/κ and let vλ be a highest
weight vector. Vectors F (m)vλ =
Fmvλ
[m]!
, m = 0, 1, . . . form a basis in Mλ. De-
note by (F (m)vλ)
∗ the dual basis in M cλ. More generally, for any n-tuple m =
(m1, . . . , mn) ∈ Z
n
+ denote
(2.4) F (m) = F (m1)vλ1 ⊗ . . .⊗ F
(mn)vλn ∈Mλ1 ⊗ . . .⊗Mλn .
These monomials form a basis in Mλ1 ⊗ . . .⊗Mλn . Let
(2.5) (F (m))∗ = (F (m1)vλ1)
∗ ⊗ . . .⊗ (F (mn)vλn)
∗
be the dual basis in M cλ1 ⊗ . . .⊗M
c
λn
. It is easy to see that (F (m))∗ ∈M cλ1 ⊗ . . .⊗
M cλn [
∑
λi − 2
∑
mi] (recall that for any Uqsl2-module V we denote by V [µ] the
subspace of vectors of weight µ in V ).
Theorem 2.3. Assume that zi ∈ R, 0 < z1 < z2 · · · < zn. Define the map ϕz :
M cλ1 ⊗ . . .⊗M
c
λn
[λ− 2l]→ Hl by
(2.6)
(F (m))∗ 7→ [m1]! . . . [mn]! m nz 2
zm 1 z 1 n0
where l =
∑
mi.
Then:
(1) Map (2.6) is an isomorphism.
(2) For any i = 1, . . . , n− 1, we have the following commutative diagram:
M cλ1 ⊗ . . .⊗M
c
λn
[λ− 2l]
ϕz
−−−−→ Hl(0, z; 0,λ)yRˇi
yTi
M cλ1 ⊗ . . .⊗M
c
λi+1
⊗M cλi ⊗ . . .⊗M
c
λn
[λ− 2l]
ϕsi(z)−−−−→ Hl(0, si(z), 0, si(λ))
where si(z) = (z1, . . . , zi+1, zi, . . . , zn), si(λ) = (λ1, . . . , λi+1, λi, . . . , λn)
and Ti is the monodromy along the path shown on Figure 1.
z iz z z1 i+1 n
Figure 1
Proof. This theorem follows from the results of [V1]. For the sake of completeness,
we quote here the statement in the most convenient for us form. Let z0 < · · · <
zn ∈ R, and let C(z0, . . . , zn) be a configuration of hyperplanes in C
l, given by the
equations xi = xj , xi = zk, k = 0 . . . n. Let us also fix real numbers λ0, . . . , λn
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(“weights”) and let S be the one-dimensional local system on Cl \ C(z0, . . . , zn) de-
fined as in (2.2), but with the indices p, q running from 0 to n rather than from 1 to
n. Denote by Hl(z0, . . . , zn;λ0, . . . , λn) = H
−Σl
l (C
l, C(z0, . . . , zn),S) the antisym-
metric part of the relative homology space. Obviously, if we let z0 = 0, λ0 = 0 then
this space coincides with previously defined Hl = Hl(0, z1, . . . , zn; 0, λ1, . . . , λn).
Recall that a vector v in a Uqsl2-module V is called singular if ev = 0. We
denote by V sing the subspace of singular vectors in [V1]. Then the following result
is a corollary of Theorem 5.11.13 in [V1] (see also Figure 5.17).
Theorem 2.4 ([V1]). Let z0, . . . , zn ∈ R, z0 < · · · < zn. There exists an isomor-
phism
(2.7) ϕ :
(
M cλ0 ⊗ . . .⊗M
c
λn
)sing
[
n∑
0
λi − 2l] ≃ Hl(z0, . . . , zn;λ0, . . . , λn)
such that
(1) Let Cm1,...,mn ∈ Hl(z0, . . . , zn;λ0, . . . , λn) be the cycle in the right-hand side
of (2.6) (with 0 replaced by z0). Then
ϕ−1(Cm1,...,mn) = v
∗
λ0
⊗ (F (m1)vλ1)
∗ ⊗ . . .⊗ (F (mn)vλn)
∗ + . . . ,
where dots stand for a combination of monomials of the form (F (m0)vλ0)
∗⊗
. . .⊗ (F (mn)vλn)
∗ with m0 > 0.
(2) For any i = 0, . . . , n− 1, we have a commutative diagram similar to that in
Theorem 2.3 part (2).
Remark. In [V1], the basis fm = fm1vλ1 ⊗ . . . ⊗ f
mnvλn is used instead of F
(m).
In these notations, formula (2.6) takes the form
(fm1vλ1)
∗⊗. . .⊗(fmnvλn)
∗ 7→ qa(m)
m nz 2
zm 1 z 1 n0
where
a(m) =
n∑
i=1
mi(mi − 1− λi)
2
.
(compare with [V1, 5.2.22])
In order to get our Theorem 2.3 from Theorem 2.4, we also need the following
lemma.
Lemma 2.5. Let V be an arbitrary highest weight module over Uqsl2, and let M
c
λ0
be the contragredient Verma module with the highest weight λ0. Then: for every
homogeneous vector v ∈ V [µ] there exists a unique vector v˜ ∈ (M cλ0⊗V )
sing[λ0+µ]
such that
v˜ = v∗λ0 ⊗ v + . . . ,
where dots stand for a combination of vectors of the form (F (m)vλ0)
∗ ⊗ v′ with
m > 0.
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This gives us an isomorphism
(2.8)
V [µ] ≃ (M cλ0 ⊗ V )
sing[λ0 + µ]
v 7→ v˜
Proof of the Lemma. Follows from the following identities:
(M cλ0 ⊗ V )
sing[λ0 + µ] =HomUqb(Cλ0+µ,M
c
λ0
⊗ V ) = HomUqb((M
c
λ0
)∗ ⊗ Cλ0+µ, V )
=HomUqb((M
c
−µ)
∗, V ) = V [µ],
where Uqb is the subalgebra in Uqsl2 generated by q
h and e and Cλ0+µ is the one-
dimensional module over Uqb with the action given by e = 0, q
h = qλ0+µ. The last
identity follows from the fact that (M c−µ)
∗ is nothing but the lowest weight Verma
module with lowest weight µ and thus is free over Uqn
+. 
Now we can easily prove our Theorem 2.3. Indeed, letting in Theorem 2.4 λ0 =
0, z0 = 0, we get an isomorphism Hl ≃ (M
c
0 ⊗M
c
λ1
⊗ . . .⊗M cλn)
sing[λ− 2l]. On the
other hand, by Lemma 2.5 this is isomorphic toM cλ1⊗ . . .⊗M
c
λn
[λ−2l]. Combining
these isomorphisms, we get an isomorphism Hl ≃M
c
λ1
⊗ . . .⊗M cλn [λ−2l]. It is easy
to see that this isomorphism is given by formula (2.6), and satisfies the required
properties. 
We will also need a modification of this theorem. As before, let z0, . . . , zn ∈
R, z0 < · · · < zn, and let λ0 = 0. Then we have an embedding of the unions of
hyperplanes: C(z1, . . . , zn) ⊂ C(z0, z1, . . . , zn), which induces a map of homologies
i : Hl(z1, . . . , zn;λ1, . . . , λn)→ Hl(z0, . . . , zn; 0, λ1, . . . , λn).
Theorem 2.6. Denote for brevity M c = M cλ1 ⊗ . . . ⊗M
c
λn
. Then the following
diagram is commutative:
(2.9)
(M c)sing[λ− 2l]
ϕ
−−−−→ Hl(z1, . . . , zn;λ1, . . . , λn)y i
y
M c[λ− 2l] ≃ (M c0 ⊗M
c)sing[λ− 2l]
ϕ
−−−−→ Hl(z0, . . . , zn; 0, λ1, . . . , λn)
where the first vertical line is the natural embedding (M c)sing[λ− 2l] ⊂M c[λ− 2l].
This theorem immediately implies the following corollaries, proof of which is
trivial:
Corollary 2.7. 1. The map i : Hl(z1, . . . , zn;λ1, . . . , λn)→ Hl(z0, . . . , zn; 0, λ1, . . . , λn)
is an embedding.
2. Let z0 = 0, and let C ∈ Hl be a combinatorial cycle such that 0 is not an
endpoint of any of the arcs. Then the corresponding vector ϕ−1(C) ∈ (M cλ1 ⊗ . . .⊗
M cλn)[λ− 2l] is singular.
Proof of Theorem 2.6. First, note that the composition of maps (M c)sing[λ−2l] →֒
M c[λ − 2l] → (M c0 ⊗M
c)sing[λ − 2l], where the last arrow is the isomorphism of
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Lemma 2.5, is given by v 7→ v∗0 ⊗ v, which immediately follows from the definition.
Similarly, the embeddingM c[λ−2l] →֒ (M c⊗M c0 )
sing[λ−2l] is given by v 7→ v⊗v∗0 .
Next, let z1 < · · · < zn < z0 (note this change of order!). Denote for brevity z =
(z1, . . . , zn),λ = (λ1, . . . , λn). Then we have the following commutative diagram:
(2.10)
(M c)sing[λ− 2l]
ϕ
−−−−→ Hl(z;λ)y
y
M c[λ− 2l] ≃ (M c ⊗M c0)
sing[λ− 2l]
ϕ
−−−−→ Hl(z, z0;λ, 0)
Indeed, for cycles C ∈ Hl(z,λ) of the form shown below, (2.10) immediately
follows from the definition of ϕ in Theorem 2.4. On the other hand, these cycles
span the homology space Hl(z,λ), which follows from Theorem 2.4.
z 1 z 2
z n
Now we need to change the order of the points. Denote by Rˇ the intertwining
operator PRMc0 ,Mc : M
c
0 ⊗M
c → Mc ⊗M
c
0 . It can be written as a product of R-
matrices, each interchanging M c0 with one of the factors M
c
λi
. By Theorem 2.4(2),
we have the following commutative diagram:
(2.11)
(M c ⊗M c0)
sing[λ− 2l]
ϕ
−−−−→ Hl(z, z0;λ0)yRˇ−1 T−1
y
(M c0 ⊗M
c)sing[λ− 2l]
ϕ
−−−−→ Hl(z0, z; 0,λ)
where the operator T : Hl(z0, z; 0,λ)→ Hl(z, z0;λ1,λ, 0) is the monodromy along
the path shown on Figure 2.
z 1 z2 z nz 0
Figure 2
Combining (2.10) and (2.11), we get a commutative diagram as in the statement
of the theorem. It remains to check that composition of the maps (M c)sing ⊂
(M c ⊗ M c0)
sing Rˇ
−1
−−→ (M c0 ⊗ M
c)sing coincides with the embedding (M c)sing ⊂
(M co ⊗M
c)sing in (2.9). This follows from Rˇ(v∗0 ⊗ v) = v ⊗ v
∗
0 , which is immediate
from the definition of R. Similarly, the composition of the maps
Hl(z;λ)→ Hl(z, z0;λ, 0)
T−1
−−→ Hl(z0, z; 0,λ)
is equal to the map of homology spaces in (2.9): it suffices to check this for a
combinatorial cycle in Hl(z;λ) in which case it is obvious. 
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3. Complex conjugation and canonical basis
As before, we assume that we have fixed data n, l, κ,λ = (λ1, . . . , λn), z =
(z1, . . . , zn) as in the beginning of Section 2. from now on, we assume in addi-
tion that λi ∈ R. Note also that since we assumed κ ∈ R, we have q¯ = q
−1. From
now on, we will note need the dependence of the homology space on the points zi,
so we will just write Hl for the homology space defined by (2.3). We will identify
Hl with the weight subspace M
c
λ1
⊗ . . . ⊗M cλn [λ − 2l] using the isomorphism of
Theorem 2.3.
Let : Uqsl2 → Uqsl2 be the antilinear algebra automorphism defined by
(3.1) F = F, E = E, qh = q−h
Define the associated antilinear involution on the Verma module Mλ by xvλ =
x¯vλ, x ∈ Uqsl2. More generally, if M1,M2 are highest weight modules then define
an antilinear involution ψ :M1 ⊗M2 →M1 ⊗M2 by
(3.2) ψ(v ⊗ v′) = Θ(v¯ ⊗ v′),
where Θ is defined by (1.6). One can check that ψ2 = 1.
Theorem 3.1 (Lusztig). Let V, V ′ be irreducible finite-dimensional Uqsl2-modules
with the highest-weight vectors vλ, vµ respectively. Let bi = F
(i)vλ, b
′
i = F
(i)vµ be
the bases in V, V ′. Then there exists a unique basis bij = bi♦b
′
j in V ⊗V
′ such that:
(1) bi♦b
′
j = bi ⊗ b
′
j +
∑
k 6=0 akbi−k ⊗ b
′
j+k, and ak ∈ q
−1Z[q−1]
(2) ψ(bi♦b
′
j) = bi♦b
′
j.
Moreover, the coefficients ak in (1) are non-zero only for k > 0.
The basis introduced above is called the canonical basis and has many remarkable
properties, which can be found in [L].
We will also need the dual basis. Let M be a highest-weight module, and M c
the corresponding contragredient module. Define the involution onM c by 〈v∗, v〉 =
〈v∗, v¯〉. As before, let b∗k = (F
(k)vλ)
∗ be the basis in M c dual to the basis bk =
F (k)vλ in M . Since for λ ∈ Z+ we have an embedding Vλ ⊂ M
c
λ, the elements
b∗k, 0 ≤ k ≤ λ also give a basis in Vλ, dual to the basis bk with respect to the
contragredient form.
Theorem 3.2. Let V, V ′ be irreducible finite-dimensional Uqsl2-modules. Denote
by (bi♦b
′
j)
∗ the basis in V ⊗ V ′ dual to the canonical basis in V ⊗ V ′. Then this
basis has the following properties, which uniquely determine it:
(1)
(3.3) (bi♦b
′
j)
∗ = b∗i ⊗ b
′
j
∗
+
∑
k>0
αkb
∗
i+k ⊗ b
′
j−k
∗
, αk ∈ q
−1Z[q−1]
(2) ψc((bi♦b
′
j)
∗) = (bi♦b
′
j)
∗, where
(3.4) ψc(v∗ ⊗ (v′)∗) = τ(Θ)(v∗ ⊗ (v′)∗).
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Here Θ, C are defined by (1.6).
Proof. The theorem immediately follows from the definitions. 
From now on, we will call the basis, dual to the canonical basis, “the dual
canonical basis”. There are explicit formulas for the canonical basis and the dual
canonical basis – see [FK].
More generally, one can define the canonical basis (and therefore, the dual canon-
ical basis) in a tensor product of any number of irreducible finite-dimensional repre-
sentations. This construction is also due to Lusztig; we will use it in a more explicit
form, taken from [FK].
Let V1, . . . , Vn be irreducible finite-dimensional representations. For every i =
1, . . . , n− 1 let Rˇi : V1 ⊗ . . .⊗ Vn → V1 ⊗ . . .⊗ Vi+1 ⊗ Vi⊗ . . .⊗ Vn be the operator
Rˇ = PR acting on Vi⊗Vi+1. Let σ0 be the longest element in the symmetric group
Σn: σ0 : (1 . . . n) 7→ (n . . .1), and let σ0 = si1 . . . sil be its reduced expression.
Define
(3.5) Rˇ(n) = Rˇi1 . . . Rˇil : V1 ⊗ . . .⊗ Vn → Vn ⊗ . . .⊗ V1.
Proposition 3.3.
(1) Rˇ(n) does not depend on the choice of the reduced expression for σ0.
(2) Rˇ(n) = σ0R
(n), where R(n) is defined inductively by R(2) = R,
R(n) = (1⊗R(n−1)) · (1⊗∆n−2)(R) = (R(n−1) ⊗ 1) · (∆n−2 ⊗ 1)(R)
and σ0 : V1 ⊗ . . .⊗ Vn → Vn ⊗ . . .⊗ V1 is the permutation.
(3) Let
C(n) =(1⊗ C(n−1)) · (1⊗∆n−2)(C) = (C(n−1) ⊗ 1) · (∆n−2 ⊗ 1)(C) = q
1
2
∑
i<j hi⊗hj ,
Θ(n) =(1⊗Θ(n−1)) · (1⊗∆n−2)(Θ) = (Θ(n−1) ⊗ 1) · (∆n−2 ⊗ 1)(Θ)
Then R(n) = C(n)Θ(n).
(4)
τ(Θ(n)) = Rˇ(n)(C(n))−1σ0.
Proof. (1) follows from the Yang-Baxter equation; (2) and (3) are proved in [FK,
1.2]. To prove (4), note that the obvious identities τ(R) = R21, τ(C) = C and the
fact that τ is a coalgebra automorphism imply τ(R(n)) = σ0(R
(n)) = σ0 · R
(n) ·
σ0, τ(C
(n)) = C(n), after which we can use R(n) = C(n)Θ(n). 
Now we define the dual canonical basis in a tensor product of n representations:
Proposition 3.4 (see [FK]). Let V1, . . . , Vn be irreducible finite dimensional rep-
resentations, and let (F (m))∗ be the dual monomial basis (2.5) in V1 ⊗ . . . ⊗ Vn.
Then there exists a unique basis bm in V1 ⊗ . . .⊗ Vn such that
(1)
bm = (F
(m))∗ +
∑
k 6=m
ak(F
(k))∗, ak ∈ q
−1Z[q−1].
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(2) ψc(bm) = bm, where
(3.6) ψc(v1 ⊗ . . .⊗ vn) = τ(Θ
(n))(v1 ⊗ . . .⊗ vn).
This basis is called the dual canonical basis.
Remark. Similar to the case n = 2, Lusztig defines a canonical basis in a tensor
product of n modules (see [L, Chapter 27]). One can easily prove that the basis
defined in Proposition 3.4 is dual to the canonical basis of Lusztig. However, it is
not needed for our purposes.
The main goal of our paper is to describe the dual canonical basis in terms of
the homology space Hl defined by (2.3).
Lemma-Definition 3.5. Define an antilinear map Ck(C
l, C, ;S) → Ck(C
l, C;S)
as follows: if ∆ is a singular simplex, s a section of the local system S over ∆,
then let (∆, s) 7→ (∆¯, s(z¯)), where a bar denotes the standard complex conjugation
in Cl. Then this map of complexes induces an antilinear involution on Hl which
will be denoted by .
The first main result of this paper is the following theorem:
Theorem 3.6. Under the assumptions of the previous Lemma, the isomorphism
M cλ1 ⊗ . . . ⊗M
c
λn
[λ − 2l] ≃ Hl constructed in Theorem 2.3 identifies the complex
conjugation in Hl with the involution ψ
c defined by (3.6)
Proof. It suffices to check it on the basis elements (F (m))∗, where it is proved by
direct calculation using Theorem 2.3 and the identity τ(Θ(n)) = Rˇ(n)(C(n))−1σ0
(see Proposition 3.3(4)). 
Remark 3.7. In fact, an obvious analog of Theorem 3.6 holds for any simple Lie
algebra g.
4. Explicit construction of the dual canonical basis.
In this section we give a geometric construction of the canonical basis in a tensor
product of irreducible representations. This construction is a geometric counterpart
of the algebraic construction in [FK].
Let λ1, . . . , λn ∈ Z+. Denote for brevity
(4.1) M =Mλ1 ⊗ . . .⊗Mλn , V = Vλ1 ⊗ . . .⊗ Vλn .
Then we have an embedding
(4.2) V ⊂M c.
We give a geometric construction of the dual canonical basis in the weight sub-
space V [λ− 2l] ⊂M c[λ− 2l] ≃ Hl. Let λi ∈ Z+ be such that
∑
λi ≥ l. Let Bl be
the set of all combinatorial cycles (see Lemma-definition 2.1) in the space Hl such
that:
14 FRENKEL, KIRILLOV AND VARCHENKO
(4.3)
(1) On each arc, there is exactly one point x placed.
(2) All the arcs are in the upper half plane.
(3) For each i, zi serves as an endpoint for at most λi arcs.
(4) If for some i, zi serves as an endpoint for less than λi arcs
then there are no arcs passing over zi.
An example of a cycle b ∈ Bl is given on Figure 3; here n = 6, l = 7 and
λ1 = 3, λ2 = 2, λ3 ≥ 4, λ4 = λ5 = 1, λ6 ≥ 1.
z 10 z2 z3 z4 z5 z6
Figure 3. An example of a cycle b ∈ Bl.
Proposition 4.2. For every b ∈ Bl define a(b) = (a1, . . . , an) ∈ Z
n
+ by the rule
ai = (number of arcs connecting zi with all zj , j < i). Then b 7→ a(b) is a bijection
between Bl and the set
(4.4) Pλ(l) = {a ∈ Z
n
+|ai ≤ λi,
∑
ai = l}
Proof. This proposition is of purely combinatorial nature, and can be proved by
induction on l using the following easily verified fact: if we remove from b ∈ Bl the
extreme right arc then we get a cycle from Bl−1. Conversely, given a cycle b ∈ Bl
and an index i, 1 ≤ i = len there exists at most one way to add an arc to b so that
the right end of this arc is zi, and so that the resulting cycle lies in Bl+1. 
This proposition allows us to index the elements of Bl by m ∈ Pλ(l) ⊂ Z
n
+: we
will write b = bm if b is an element of Bl such that a(b) =m.
Theorem 4.3. The elements bm ∈ Bl,m ∈ Pλ(l) form the dual canonical basis in
V [λ− 2l] ⊂M c[λ− 2l] ≃ Hl.
Note that in the combinatorial construction of the dual canonical basis in [FK],
the basis is also parameterized by the pictures of the form (4.3). However, the
interpretation of these pictures is different there.
The remaining part of this section and the two subsequent sections are devoted
to the proof of this theorem. The proof consists of several steps.
Proposition 4.4. Every b ∈ Bl lies in V .
Proof. Consider the following finite collection of infinite l-dimensional chains C in
Y :
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Ck1,...,kn =
0 z z1 n
where there are k1 loops around z1, k2 loops around z2, and so on, with
∑
ki = l.
Fix a section of the local system S∗ over each chain. Then each such a chain C
defines a linear functional on Hl by the rule f 7→ 〈f, C〉, where 〈, 〉 is the intersection
pairing. One easily sees that this functional is well-defined.
Due to Theorem 2.3, one can choose some sections over Ck1,...,kn so that the
chains Ck1,...,kn will form a basis dual to the monomial basis (2.5) in M
c. Thus,
v∗ ∈ V ⊂ M c if and only if 〈v∗, Ck1,,...,kn〉 = 0 for every (k1, . . . , kn) such that
ki > λi for some i.
It follows from (4.3) that every b ∈ Bl satisfies this condition and thus, b ∈ V . 
The crucial step in proving Theorem 4.3 is proving the next two propositions.
Proposition 4.5. For every b = bm ∈ B,
bm = (F
(m))∗ +
∑
k>m
ck(F
(k))∗,
where (F (m))∗ is the monomial basis (2.5), ck ∈ q
−1Z[q−1] and < is the lexico-
graphic order on Zn+.
Remark. In fact, it follows from b ∈ V that the sum above can only contain mono-
mials (F (k))∗ for k such that ki ≤ λi,
∑
ki = l.
Proposition 4.6. Every b ∈ Bl is real, i.e. b = b.
The proofs of Propositions 4.5, 4.6 will be given in Sections 5 and 6.
Now we can easily prove Theorem 4.3. Propositions 4.4, 4.5 imply that elements
of B lie in V and are linearly independent. On the other hand, it is obvious from
Proposition 4.2 that the number of elements in Bl is equal to the dimension of
V [λ− 2l]. Therefore, Bl is a basis in V [λ− 2l]. Propositions 4.5 and 4.6 show that
this basis satisfies the definition of the dual canonical basis. 
This theorem has many corollaries.
Corollary 4.7. Assume that λi ≥ l for all i. Then the dual canonical basis is
given by
(4.5)
bm = [m1]! . . . [mn]!
m 1
z 2
m 2
z 10
m n
z
n
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Proof. Immediately follows from Theorem 4.3 and the following lemma, which is
easily proved by induction:
Lemma 4.8.
m arcs
= [m]! m

Note that the cycles on the right-hand side of (4.5) are exactly the anti-symmetric
combinations of the bounded connected components of Rl \ CR. It has been known
for a long time that the connected components form a basis in the relative homol-
ogy space HL(C
l, C;S) for any local system S (see ([A], [S] and references therein).
Therefore, the theorem above shows that the anti-symmetrization of this basis for
the local system described above has a natural interpretation in terms of represen-
tation theory of Uqsl2: up to the factor [m1]! . . . [mn]!, it is nothing else but the
dual canonical basis in Vλ1 ⊗ . . .⊗ Vλn under the assumptions that λi ≥ l for all i.
Another important special case is the dual canonical basis in the subspace of
singular vectors. Let us recall that a vector v ∈ V is called singular (v ∈ V sing) if
ev = 0. It follows from the general result of Lusztig ([L, 27.2.5]) that there exists
some subset Bsing ⊂ B of the dual canonical basis which is a basis in the subspace
V sing. The following theorem describes this basis explicitly.
Theorem 4.9. Let Bsing be the subset of all cycles b ∈ Bl satisfying the following
additional condition:
(4.6) There are no arcs ending at 0.
Then Bsing is a basis in the subspace V sing ⊂ V .
Proof. By Corollary 2.7, we see that every b ∈ Bsing is a singular vector. Using
Lemma 2.5 and simple combinatorial arguments, similar to those used in the proof
of Proposition 4.2, it is easy to show that the dimension of V sing is equal to the
number of elements in Bsing. 
In particular, if λ1 + · · ·+ λn− 2l = 0 then Theorem 4.9 describes a basis in the
space (V [0])sing, which coincides with the space of invariants in V . Note that in
this case condition (4.6) is equivalent to the following condition:
(4.7) Each point zi is an endpoint for exactly λi arcs.
Note that if we complete the real line by adding the point∞ so that the real line
becomes a circle and the upper half-plane becomes a disk then the cycles b ∈ Binv
correspond to all the ways to join n points on a circle by non-intersecting arcs with
multiplicities so that the total number of arcs ending at zi is equal to λi. Again, this
parameterization of the basis in the subspace of invariants is completely parallel to
the combinatorial construction in [FK]. Both the geometric construction presented
here and the combinatorial construction in [FK] make the cyclic symmetry of the
dual canonical basis in the space of invariants (see [L, 28.2.9]) obvious.
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5. Proofs: the case of 2-dimensional modules.
In this section we give the proofs of Propositions 4.5, 4.6 in the special case
where all λi = 1, so that all Vλi are two-dimensional. Later we will show how to
reduce the general case to this special one.
Throughout this section, we assume λi = 1 for all i. In this case, conditions
(4.3) imply that for every cycle b ∈ Bl and every i, the point zi is an endpoint of
at most one arc. Here is a typical example of a cycle b ∈ Bl:
(5.1) 0
Lemma 5.1. In the notations of Section 2, let n = 2. Then the cycle shown below
represents the zero class in the anti-symmetrized homology space Hl.
C =
γ
z
z
2
1
Proof. Note first that it is indeed a cycle, since the monodromy around γ is equal
to 1. Deforming this cycle so that γ approaches the interval [z1, z2], we get that
C = const(1+q−2−1−q−2)
z
z1
2
= 0

Corollary 5.2. Let A ∈ Hl be any combinatorial cycle satisfying conditions (4.3,
4.6 ). Then
(5.2)
A A=
Repeated application of this corollary yields the following result:
Proposition 5.3. Every cycle b ∈ Bl satisfies b¯ = b.
This is nothing but Proposition 4.6 in our special case.
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Lemma 5.4. Let A be any combinatorial cycle satisfying conditions (4.3, 4.6), and
let B,C be any combinatorial cycles contained in the corresponding regions (dotted
lines on the figure). Then
(5.3)
0
B A C
=
0
B
− q−1
0
B
Proof. Obvious, since the “total weight” of the cycle A is equal to zero (that is,
monodromy around the cycle encompassing A is trivial). 
Using this proposition, we can prove by induction the following corollary.
Corollary 5.5. Let b ∈ Bl. Then we have the following identity in Hl ≃M
c[λ−2l]:
b = (F (a(b)))∗ +
∑
k>a(b)
ck(F
(k))∗,
where ck ∈ q
−1Z[q−1], < is the lexicographic order on Zn and a(b) ∈ Zn+ is defined
by ai = 0 if zi is the left endpoint of some arc, and ai = 1 otherwise.
This is exactly Proposition 4.5 in our special case, which concludes the proof of
Theorem 4.3 for the case λi = 1.
6. Proof: the general case
In this section we will prove Propositions 4.5, 4.6 (and thus, Theorem 4.3) for
arbitrary λi ∈ Z+. We reduce the general situation to the case λi = 1, which has
been proved already. Our reduction is parallel to the approach in [FK].
Recall the setup of Section 3 and the anti-symmetrized homology space Hl.
Let us choose points 0 < z˜1 < · · · < z˜λ, λ =
∑
λi, and consider the configuration
of hyperplanes C˜ ⊂ Cl defined as in (2.1) with zi replaced by z˜p, 1 ≤ p ≤ λ and n
replaced by λ. Let S˜ be the local system on Cl \C˜ defined by (2.2) with the changes
as above and with λ˜p = 1. Denote by H˜l the corresponding anti-symmetrized
homology space.
Theorem 6.1. There exists a map iλ : H˜l → Hl such that
(1) It preserves the complex conjugation (see Lemma-Definition 3.5)
(2) Let π : {1, . . . , λ} → {1, . . . , n} be defined by π(i) = 1 if 1 ≤ i ≤ λ1, π(i) = 2
if λ1 + 1 ≤ i ≤ λ1 + λ2, and so on. Let C˜ ∈ H˜l be any combinatorial cycle
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lying in the upper half-plane. Then: iλ(C˜) = 0 if C˜ contains a curve
connecting z˜i with z˜j such that π(i) = π(j). Otherwise, C = iλ(C˜) is also a
combinatorial cycle lying in the upper half-plane and defined as follows: to
each curve in C˜ connecting z˜i with z˜j there corresponds a unique curve in
C connecting zpi(i) with zpi(j), and with the same number of points x marked
on it.
Example. Let n = 2, λ1 = λ2 = 2. Then
z 1
~
z
~
z
~
z
~0
2 3 4
iλ−→
0 z
Proof. Let us choose closed non-intersecting disks D1, . . . , Dn in C such that Di
encloses the points z˜k with π(k) = i (see Figure 3). Choose a continuous map
φ : C→ C such that
(1) φ(Di) = zi, φ(0) = 0
(2) φ gives a diffeomorphism C \ {D1, . . . , Dn} ≃ C \ {z1, . . . , zn}.
(3) φ(z¯) = φ(z)
     
     
     
     
     





     
     
     
     
     





~
1
1D
z z
~
z
~
z
~0
2 3 4
D2
Figure 3.
It is easy to see that such a map exists. Let φl = φ × · · · × φ : Cl → Cl. Then
φ(C˜) = C, and thus φ induces a map of complexes of relative chains Ck(C
l, C˜) →
Ck(C
l, C).
To extend it to chains with coefficients in local systems, we need one more
observation. Denote U = {x ∈ Cl|xi 6= xj , xi /∈ Dk, xi 6= 0}. The following lemma
can be easily obtained by comparing monodromies:
Lemma. The following local systems on U are isomorphic:
(6.1) S˜|U ≃ ((φ
l)∗S)|U
Let us fix an isomorphism in (6.1) by the condition that it identifies Br(ψ˜) with
Br(ψ) for 0≪ Re x1 ≪ · · · ≪ Re xl.
Now we can extend the map of relative chains to the relative chains with co-
efficients in local systems: if ∆˜ is a simplex in Cl and s˜ is a section of S˜ over
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∆ ∩ (Cl \ C˜) then let φ(∆˜, s˜) = (∆, s), where ∆ = φ(∆˜) and s is the image of s˜
under the morphism Γ(∆˜ ∩ Cl \ C˜, S˜) → Γ(∆˜ ∩ U, S˜) ≃ Γ(∆ ∩ (Cl \ C),S). One
easily verifies that this map is indeed a morphism of complexes and commutes with
the action of the symmetric group Σl; thus, it gives rise to a map of homologies
iλ : H˜l → Hl. It is easy to verify that so defined iλ satisfies all the conditions
of the theorem. (This uses the special choice of sections of the local system over
combinatorial cycles, made in Definition 2.1.) 
Remark 6.2. It can be shown that if we rewrite the map iλ using the identification
Hl ≃M
c[λ−2l] (see Theorem 2.3), then it coincides with the dual to the canonical
embedding
Mλ1 ⊗ . . .⊗Mλn →M
⊗λ1
1 ⊗M
⊗λ2
1 ⊗ . . .⊗M
⊗λn
1
Corollary 6.3. Propositions 4.5, 4.6 hold for arbitrary λi ∈ Z+.
Proof. Using the map iλ constructed in the previous theorem we see that every
b ∈ B can be written as iλ(b˜) for some b˜ ∈ B˜l. Since iλ commutes with the
complex conjugation, b¯ = b follows from b˜ = b˜, which was proved in the previous
section. Similarly, the triangularity condition follows from similar statement for b˜
(Corollary 5.5) and Lemma 4.8 allowing one to rewrite the monomial basis (F (m))∗
in terms of the arcs with only one marked point.

Therefore, we have proved Theorem 4.3, which gives us a construction of the
dual canonical basis in Vλ1 ⊗ . . .⊗ Vλn for arbitrary highest weights λi.
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