. Summary of the nano-manufacturing techniques, adapted from Imboden et al. 1 with some modification and addition of the data of our developed method of surface nanostructuring throughput. The black dot-dashed line stands for Tennant's law. 1 The red ellipse corresponds to the processing method developed in the present work. The length scale of the achievable LIPSS periods is determined by the variations of the laser angle of incidence on the surface. 
S2 Effect of laser wavelength for obtaining HR-LIPSS
As seen in it can be possible to write highly regular LIPSS on Au surfaces by using laser wavelengths 600 nm.
As discussed in the manuscript, the irradiation spot size of several micrometers can facilitate HR-LIPSS formation. The period of the LIPSS is linked to the used wavelength, see Fig. S2(a) , where the SPP period that determines the LIPSS period is given for the normal incidence of the laser beam on Au surface. As demonstrated in previous studies, the period can be varied by increasing the angle of laser incidence. 2, 3 Similar calculations performed for Ti predict that highly regular structures can be obtained in a wide range of laser wavelengths, plausibly from UV to ∼2 µm (see Fig. S3 ). In the case of Ti, note that the period prediction shown in Fig. S3(a) does not account for the presence of any oxide layer on the surface, which can strongly affect the obtained result. 4, 5 The proposed prediction model can be applied to a wide range of materials, 6 allowing the control over HR-LIPSS production.
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Figure S3. Period (a) and mean free path (b) of SPPs as a function of laser wavelength for Ti. The model predicts high regularity of LIPSS on Ti surfaces even at wavelengths toward mid-IR spectral range. Figure S4 . Set of SEM images of Al (effective pulse number N = 2.08, average fluence F = 1.08 J/cm 2 ), Cu (N = 2.08, F = 1.77 J/cm 2 ) and Au (N = 2.08, F = 4.80 J/cm 2 ) exhibiting a low regularity of LIPSS at laser wavelengths of 1030 nm. For each material, the laser beam scanning direction ( v) is indicated relative to the laser polarization ( E ).
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Figure S5. Scheme of principle to obtain HR-LIPSS on large surface area at high speed.
S3 Non-regular LIPSS on Au, Al and Cu
Several types of metals have been irradiated using the protocol described in Materials and Methods of the manuscript. Figure S4 shows LIPSS of low regularity obtained on Al, Cu and Au surfaces (under the same irradiation conditions as on surfaces of Mo, Ti and stainless steel where HR-LIPSS were produced).
These results suggest that the LIPSS regularity depends on the irradiated material properties. Periodicities of the LIPSS for these materials were also comparable to the laser wavelength, as given in Table 1 of the manuscript. Note that the angle between beam scanning direction and laser light polarization does not noticeably affect the LIPSS regularity on surfaces of these materials. For these three metals, the SPP model, based on the mean free path L SPP of surface plasmon polaritons, has predicted that DLOA must be large (see Fig. 2 of the manuscript), in agreement with observations. to induce meting/ablation (II). According to our findings, to write highly regular LIPSS, a small spot size with specific overlapping between irradiation spots in scanline and between scanlines is the main requirement (III). I, II, and III together present the way to produce highly regular LIPSS on large area at high production speed, providing that material optical properties enable high regularity of structures, see the manuscript ( Fig. 3 and associated text) .
S4 Scheme of principle of HR-LIPSS writing

S5 Modeling of the change in the optical properties
In this Section we present the details of the modeling of the dynamic variations of metal optical properties induced by the action of ultrashort laser pulses. The results of the modeling are used in the main manuscript for discussing the laser-induced variations of the SPP decay length.
Upon irradiation by high-intensity laser pulses, the optical properties of metals can experience swift variations induced by rapid heating of free electrons to a high temperature, T e . Therefore, to adequately describe the absorbed laser energy and heating dynamics, the dynamic change of the optical properties has to be calculated together with the balance of laser energy released in the target. The latter is modeled by the two-temperature model 7, 8 (TTM) in two dimensions (2D) (along the surface, x, and toward the bulk, z; the surface of the material is located in z = 0). The electron subsystem absorbs the laser energy and transfers it to the lattice subsystem (with a temperature T l ) through electron-phonon collisions, modeled by the coupling factor γ:
In the modeling, the thermal conductivity and the heat capacity of the electron subsystem were considered as linear functions of the electron temperature, 9 κ e = κ e,0 T e /T l and C e = A e T e respectively, while the electron-phonon coupling factor γ and the heat capacity of the lattice C l were assumed constant. For titanium, 2, 10, 11 γ = 1.85
and C l = 2.35 × 10 6 J/(m 3 · K) and for molybdenum 9 ,
Note that the lattice heat conductivity is negligible at the timescale of interest. The laser source term S depends on the reflection and absorption coefficients,
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R(x,t) and α abs (x, z,t) = 4π Im ε(x, z,t) /λ respectively:
The intensity of the laser beam I 0 incident on the smooth sample surface follows basic Gaussian temporal and spatial profiles corresponding to the experimental conditions: pulse duration of τ = 213 fs (full width at half maximum) and the beam waist w 0 = σ /2 = 5.2 µm.
The optical properties are determined by the dielectric permittivity ε, expressed by
where ω is the laser frequency, ν eff = min (ν e ; ν c ) is the effective collision frequency, 12 ν e is the electron collision frequency and ν c the critical collision frequency based on the interatomic distance and the electron velocity ν c = (4πn 0 /3) 1/3 v 2 F + k B T e /m e (n 0 is the atomic density and v F is the Fermi velocity). The electron collision frequency is considered as the sum of the electron-electron and of the electron-ion collisions: ν e = ν ee + ν ei = AT 2 e + BT l . The first coefficient A can be estimated from the expression for the electron-electron collision frequency 13 by assuming that the electrons are thermalized to the Fermi distribution so that E − E F ≈ k B T e . To fit the optical properties to the literature data at room temperature, T 0 , within the Drude model (Eq. (2)), the plasma frequency is calculated as
) and one obtains for titanium A = 2.2 × 10 6 K −2 · s −1 . The coefficient B can be deduced from this latter value and from the collision frequency at room temperature
, based on the optical properties of metal at thermodynamic equilibrium: B = ν opt eff /T 0 − AT 0 . From the optical properties of titanium at room temperature 14 (see Table 1) , we obtain B = 3.2 × 10 13 K −1 · s −1 . For molybdenum, similar formalism yields A = 2.6 × 10 6 K −2 · s −1 and B = 9.8 × 10 12 K −1 · s −1 . The Table 1 summarizes the parameters of the simulations presented in the main manuscript for Mo and Ti.
The numerical code used for solving the combined problem of the energy balance and the optical properties has been developed using a finite differences method 15 . Equations (1) and (2) the transverse size L was twice the experimental Gaussian radius (σ /2) to limit the truncation inaccuracy in the laser pulse energy to less than 1% while keeping the computing resources reasonable. The initial temperatures are set to T e = T l = T 0 = 300 K and the initial optical properties to those of the corresponding temperature (see Table 1 ).
S6 Sensitivity of LIPSS period to variations of optical properties
The periodicity of LIPSS is determined by the spatial period of the modulated electromagnetic field Λ SPP at the material interface originated from the interference of the incident laser light with the excited SPPs fields. 19 As discussed in the manuscript, the period can be affected not only by the change of the angle of incidence of the laser beam but also by swift heating of the electron subsystem and associated change of optical properties. As a result, the period of the light absorption can transiently be changing, thus influencing the final LIPSS inscribed on the surface.
When it is not possible to perform advanced numerical simulation of the transient refractive index of material during the irradiation, we propose in this section a simplified model based on the uncertainty of the dielectric permittivity ε to calculate on how much the transient periodic pattern of light absorption can be modified during the laser pulse. As an example, for the laser wavelengths of 1030 nm and 800 nm, specific groups of metals should exhibit only small Λ SPP changes of the period during the irradiation (see
Figs. S6 and S7 respectively). For 800 nm wavelength, the periods of SPPs excited on Na, Li, Ta, and, to some extent, on Nb are expected, according to our predictions, to be very sensitive to the change of dielectric permittivity upon swift heating of free electrons as discussed in the manuscript. On the contrary,
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Figure S6. Predicted LIPSS periods Λ SPP (a) and their possible uncertainty δ Λ SPP due to dynamic changes of material optical properties in the course of laser irradiation (b). Λ SPP and δ Λ SPP are given in nm as a function of the real and imaginary parts of the dielectric permittivity ε at the interface with air / vacuum. In these estimating calculations, the fluctuations of the dielectric permittivity were assumed to be equal to |δ ε| = 5. The data are presented for λ = 1030 nm. We recall that the spatial period Λ SPP of the electromagnetic field on the metallic surfaces originated from the interference of the incident laser light with the excited SPP fields can be calculated from the complex-valued SPP wavenumber β via 6, 20-22
ℜe (β ) .
For a general case of an interface between two media with dielectric functions ε 1 and ε 2 , one can write
where
Here symbols prime ( ) and double prime ( ) refer to the real and imaginary parts of the dielectric functions.
The LIPSS period uncertainty can be calculated as follows. Assuming irradiation by monochromatic laser light λ (δ λ /λ 1), the uncertainty of Λ SPP ± δ Λ SPP , is limited to
where the total differential of Eq. (3) gives the maximum error of
Note that the real and imaginary parts of the dielectric function can fluctuate non-monotonously during the laser irradiation. 12 Figures S6(b) and S7(b) present the calculated uncertainties δ Λ SPP for metals irradiated Table 2 . Theoretical analysis of the effect of thin film thickness. Two models were compared: SPP model accounting for the thickness of the metal (named Multilayer model), and a single SPP model, assuming a semi-infinite bulk. Results clearly show that the metal films are optically thick.
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in air (ε 1 = 1) at two wavelengths, 1030 and 800 nm respectively. It is demonstrated that the "transient"
LIPSS period (or, strictly speaking, laser light absorption period 19 ) can strongly vary for materials which exhibit a transient dielectric permittivity close to 0+0i (indicated by flower-like white region). Close to this particular point, temporal fluctuations of light absorption periodicity must be dramatic, leading, most probably, to a complete loss of LIPSS regularity. Out of this region, δ Λ SPP was found close to 10 nm for all metals of our study, assuming that uncertainty of ε is limited to δ ε = 5. We mention that, in the cases of laser-irradiated semiconductor and dielectric materials, the transient excitation of electrons leads to a strong decrease of real part toward negative values and to an increase of the imaginary part by several units. 3, 23 Note that this simplified model can overestimate the LIPSS period uncertainty δ Λ SPP . The more advanced physical model presented in the manuscript, which accounts for the transient change of the dielectric function ε(t) upon laser irradiation, should yield in better predictions for both LIPSS periodicity and period uncertainties.
S7 Optical model of metallic films
A film of metal deposited on a substrate can occur to be non-fully optically thick. In particular, when considering excitation of surface plasmon polaritons (SPP), their properties can be affected by the interference between the exponential tails at the two sides of the film. Table 2 demonstrates that the prepared films of Ti and Mo samples (see Materials and Methods) can be considered as optically thick. For this purpose, two theoretical models were compared: (i) a classical SPP model 6, 21 (ii) and a multilayer SPP model. 21, 24 In the context of LIPSS, these models were applied in the case of femtosecond-laser-excited silicon immersed in water, to explain the reduction of the LIPSS period when thin films are irradiated. 25 Here we apply this model to the case of metallic films deposited on a quartz substrate to check the effect of film thickness on the SPP properties such as SPP period Λ, and SPP decay length L SPP . At the irradiation
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wavelength (1030 nm), both models give the same SPP optical properties, proving that the 300-nm-thick
Mo and Ti samples can be considered as optically thick.
S8 Estimations of heat accumulation under the LIPSS formation on Ti and
Mo films
Here on the example of titanium, we show that, between two successive pulses, the laser energy absorbed during a pulse diffuses from the irradiation spot in the irradiation regimes exploited in this manuscript.
First, one can estimate the maximum lattice temperature at the surface. Considering that electronphonon themalization occurs at ∼10 ps after the laser pulse action and using data on the electron heat conductivity reported by Lin et al. 11 , the thickness of the laser-affected layer can be evaluated by the end of electron-phonon equilibration. Similar estimations for titanium films irradiated by femtosecond laser pulses with the necessary parameters are reported by Goodfriend et al. 26 By applying this formalism to our conditions for titanium as an example, it can be shown that, by 10 ps after the laser pulse, the electron heat diffusivity transfers the heat to only 20-30 nm toward the film depth while the maximum temperature of the surface can reach or even exceed 10000 K. Thus, in our irradiation regimes, the LIPSS production is indeed performed in the regime of strong ablation of a thin external layer of titanium of the order of several tens of nanometers.
A substantial part of the heat is removed from the sample with the ablation products. We can assume that almost all molten material is ejected from the surface due to the phase explosion and the mechanical stresses already on the picosecond time scale. 27 The residual heat is then diffusing across the film and radially from the center of the irradiation spot. Propagation distance of the heat front between the pulses can be evaluated as ∆x ∼ √ χt where χ is the temperature diffusivity. For the interpulse time of t ∼ 1.6 µs, we obtain for titanium the distance of ∼4 µm, close to the radius of the irradiation spot. Taking into account the cylindrical geometry of heat transfer in the metallic film, it is clear that the heat, after equalization across the film, is spread radially to much larger volume than that initially affected by the laser beam. Also, partially the heat is transferred into the low-heat-conducting dielectric substrate. Although a more exact dynamics of heat transfer can be clarified by numerical simulation, it can be concluded that, for only 2-4 subsequent pulses, heat accumulation cannot play an important role in our irradiation regimes.
Also, it can be stated that the optical properties of the irradiated material (dielectric function) have to restore to ∼ 1µs after the pulse action, hence, to the next laser pulse. However, arising wavelength-scaled surface roughness due to generated LIPSS can influence the surface absorptivity.
Similar estimations can be done for molybdenum films though the estimation presented above gives the data typical for metals. It should be noted that the heat accumulation effect has to be an important element for the regimes of oxidation with thousands or even millions pulses coupling to the same spot on the surface, especially taking into account a reduced heat transfer in oxidized metals. 28 Table 3 . Measurements of the surface roughness for each processed materials. S a and S z denote the arithmetic average height and the maximum height respectively. Table 3 presents the results of AFM measurements of the surface roughness of all metal samples laser-processed in this study. As it is seen, the regularity is not directly connected with this surface parameter. Materials from two groups with high and poor regularity can have a similar roughness, compare
S9 Effect of surface roughness
Ti and Au as well as steel and Cu. Interesting is that the metal with smallest roughness, Mo, requires a higher overlapping for imprinting the highly-regular LIPSS (72.8% against 51.9% for Ti and steel), the aspect calling for further studies.
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