per point. The algorithm has the added advantage of working in place, meaning that no additional memory storage is required beyond that of the initial data. This paper is a result of application of many of the original ideas described in Daripa [3] .
Introduction
The solutions of many elliptic partial differential equations represent in terms of singular integrals in the complex plane in the interior of the unit disk, as the nonhomogeneous Cauchy-Riemann equations, the Beltrami equation, the Poisson equation, etc. Then solving these equations requires computing the values of the singular integrals. There are two main difficulties in the straightforward computation of these integrals using quadrature rules. Firstly, straightforward computation of each of these integrals requires an operation count of the order   N grid points which is computationally very intensive for large N. Secondly, this method also gives poor accuracy due to the presence of the singularities in the integrand. Daripa and Co-workers ( [3] [4] [5] [6] [7] [8] [9] ) presented fast algorithms to solve the singular integrals that arise in such solutions. By these algorithms evaluation of singular integrals has been optimized, giving an asymptotic
N points. Moreover, these algorithms have the added advantages of working in place, meaning that no additional memory storage is required beyond that of the initial data.
In this paper we follow his method to present an algorithm to solve an elliptic partial differential equation 
Where f is a complex valued function on B.
[10] The Bitsadze equation arises in many areas including structural mechanics, electrostatics, magneto statics, power electromagnetic, conductive media, heat transfer and diffusion ( [11] [12] [13] ). In [1, 2] , Begehr introduced some boundary value problems for Bitsadze equation under some solvability conditions and presented their solutions as results for applying the Dirichlet and Neumann boundary value problems all those solutions have singular integrals in their context. For that, we will consider one of these problems to apply our numerical method for evaluating the singular integrals.
Problem (1.1):
a r e 
Mathematical Foundation of the Algorithms
In this section, we develop the theory needed to construct an efficient algorithm for evaluation the singular integrals (1.4). The following theorem is crucial for later development of the algorithm. 
Then it follows from (1.4) and ( 
After some algebraic manipulation it follows from Equations (3.7) and (3.8) that 
; 0 , 
Conclusions
We presented a fast algorithm to solve the Bitsadze equation in the unit disk under special boundary conditions in the complex plane, by constructed the fast algorithm to evaluate the singular integral transform (1.4). The method divides the interior of the unit disk B    : 1 z z  into a collection of annular regions. The integrals and the function f (z) are expanded in terms of Fourier series with radius dependent Fourier coefficients. The good performance of the algorithm is due to the use of scaling one-dimensional integral in the radial direction to produce the value of the singular integral over the entire domain. Specifically, scaling factors are used to define exact recursive relations which evaluate the radius dependent Fourier coefficients of the singular integral (1.4). The inverse Fourier transform are applied on each circle to obtain the value of the singular integrals on all circles.
