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RÉSUMÉ
Les récentes recherches en robotique ont étendu l’utilisation des robots au-delà des en-
vironnements industriels traditionnels. Les robots humanoïdes sont bien adaptés pour
effectuer des tâches accomplies par l’homme, en raison de leurs formes et leurs capacités
de mouvements «humaines». En général, les robots humanoïdes ont un torse, une tête,
deux bras et deux jambes. Ils ont été développés pour effectuer des tâches humaines telles
que l’assistance personnelle, où ils devraient être en mesure d’aider les personnes âgées ou
malades, ou effectuer des missions dangereuses, etc. C’est pourquoi les chercheurs ont be-
soin d’extraire des connaissances sur le mouvement humain grâce à l’observation continue
du comportement humain. Ceci aidera les robots à être capables d’effectuer et d’accomplir
des tâches en interagissant avec un humain. Le mouvement humain peut être analysé grâce
à des systèmes de capture de mouvement, par exemple le système Vicon.
L’objectif principal du projet de recherche est de développer des algorithmes afin qu’un
robot soit capable d’interagir avec un partenaire humain en temps réel. Dans le présent
travail, nous proposons et validons un algorithme probabiliste complet pour la prédic-
tion du mouvement humain, nous montrerons que le modèle d’inférence peut anticiper
vigoureusement les actions de l’être humain. Notre approche est basée sur un algorithme
intégrant les paramètres des GMMs (Gaussian Mixture Models) dans un filtre de Kalman.
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CHAPITRE 1
INTRODUCTION
Un des objectifs à long terme en robotique, en particulier la robotique humanoïde, est que
les robots travaillent et deviennent utiles dans les environnements humains [11]. Des re-
cherches récentes ont étendu l’utilisation des robots au-delà des environnements industriels
traditionnels et de la recherche universitaire, pour les utiliser dans des environnements hu-
mains tels qu’à la maison ou dans les bureaux, pour prendre soin de l’homme, travailler
en coopération, nettoyer. etc [22]. De plus, les robots de soins infirmiers sont également
en cours de déploiement comme réponse à la question du vieillissement [3].
Avec les recherches poussant les robots à devenir une partie de notre vie de tous les jours,
les robots devront être en mesure d’interagir physiquement avec les humains. L’interaction
physique peut se produire par contact direct, par exemple dans les soins des personnes
âgées, ou à travers un objet qui est manipulé conjointement [28]. La création des robots
humanoïdes n’est pas limitée juste à la ressemblance avec le corps humain. La question
importante est de savoir comment un robot humanoïde peut coopérer avec les humains
[34].
Un robot intelligent nécessite des interactions naturelles avec les humains. L’interpréta-
tion visuelle des gestes peut être utile dans la réalisation d’une interaction homme-robot
naturelle [25]. Avant de pouvoir définir comment les robots humanoïdes vont pouvoir in-
teragir avec des humains, il est nécessaire d’analyser les caractéristiques temporelles et
cinématiques de la locomotion humaine. Le mouvement humain est une riche source d’in-
formations, et son analyse touche des recherches de nombreuses disciplines scientifiques
tels que la biomécanique, les sciences du sport, la physiologie et même la robotique.
Plusieurs recherches en robotique sont fait pour rendre la vie des personnes âgées et
des handicapées plus à l’aise en les aidant dans leurs activités quotidiennes, ce qui leur
permettra de vivre de façon plus autonome et d’améliorer leur qualité de vie en général.
Parmi tous les types de robots, les robots humanoïdes ont la capacité de gérer des tâches
et de marcher, comme les êtres humains. Pour s’assurer que le robot humanoïde pourra
bien coopérer avec l’homme afin d’accomplir une tâche, le robot doit se déplacer d’une
manière similaire à celle de son maître. La technique proposée peut être utilisée pour le
transport d’objets et d’autres tâches impliquant l’interaction physique homme-robot.
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L’objectif de ce mémoire est d’analyser le comportement du haut du corps humain, lors
d’un transport d’objet effectué par deux sujets, grâce aux mesures cinématiques et de
remplacer ensuite l’un des deux sujets par un robot, qui va interagir avec l’homme et
l’aider à transporter cet objet. Le robot va devoir prédire le sens dans lequel l’homme va
partir pour pouvoir planifier sa propre trajectoire en avance et le suivre. Et ceci en s’aidant
des marqueurs placés sur l’homme et du système de capture de mouvement. En d’autres
termes, le robot va « prédire le futur », il va planifier et créer des trajectoires probabilistes,
et les mettra à jour en fonction des observations des marqueurs placés sur l’homme et ceci
pour anticiper la tâche effectuée en collaboration.
Nous introduisons un moteur d’inférence d’intention combinant les GMMs (modèles de
mélange gaussien) et un filtre de Kalman. Ce moteur va extraire les caractéristiques si-
gnificatives d’une tâche à partir d’une séries d’entrée d’observations de plusieurs démons-
trations, afin d’optimiser les interactions homme-robot basées sur des observations de
collaboration homme-homme. Le robot sera capable de reproduire ces mouvements dans
des contextes différents tout en prévoyant la trajectoire future de l’homme à l’aide de
l’algorithme d’inférence d’intention.
Le mémoire est organisé comme suit : le chapitre 2 illustre les différents systèmes de capture
de mouvement. Le chapitre 3 présente les méthodes d’apprentissage et de prédiction de
mouvement. La méthode de mappage utilisée dans le projet ainsi que les résultats sont
présentés dans le chapitre 4. Finalement, le chapitre 5 conclut le mémoire et dessine les
lignes de futures pistes de recherche.
CHAPITRE 2
SYSTÈMES DE CAPTURE DEMOUVEMENT
2.1 État de l’art
La capture de mouvement est utilisée dans une variété d’applications, elle a amélioré
l’étude et l’analyse du mouvement humain qui est devenue un domaine de recherche im-
portant avec des applications dans le sport, le diagnostic médical, la biomécanique, la
science de réadaptation, l’animation et également l’interaction homme-robot, profitant de
la similitude de la structure du corps et la capacité de mouvement entre les robots huma-
noïdes et les humains, etc [21]. Elle est principalement utilisée pour sa capacité à capturer
et modéliser le mouvement en trois dimensions.
Le mouvement du corps humain contient des subtilités qui doivent être analysées. La cap-
ture de mouvement est une technique permettant d’enregistrer les positions et les rotations
d’objets ou des humains, pour en contrôler une contrepartie virtuelle sur ordinateur. On
distingue quatre grands types de technologies pour la capture de mouvement : optique,
mécanique, magnétique et gyroscopique [23].
2.1.1 Capture de mouvement optique
La capture de mouvement optique, ces dernières années, est devenue un outil de plus en
plus utile dans la science du mouvement humain, fournissant généralement des informa-
tions précieuses sur l’animation des humains [2]. C’est une technologie qui enregistre les
mouvements humains et reconstitue les angles des articulations, les positions centrales des
articulations, les vitesses et les accélérations avec une grande précision au fil du temps
[19].
2.1.2 Capture de mouvement mécanique
La capture mécanique fonctionne grâce à un exosquelette construit autour de l’élément
à capter, et dont chaque articulation est couplée à un codeur angulaire. La valeur de
rotation du codeur est enregistrée par un calculateur. En connaissant la position relative
de chaque codeur, un logiciel est capable de reconstituer le mouvement complexe d’un
squelette constitué en général de plusieurs articulations [41].
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2.1.3 Capture de mouvement magnétique
La capture magnétique consiste en la création d’un champ électromagnétique en un point
réel, ayant comme coordonnées (0,0,0) en x, y et z dans sa représentation virtuelle, et
que l’on nomme « antenne », ainsi que sur l’introduction de « capteurs » dans ce champ
électromagnétique. Ces capteurs sont en fait des bobines de fils électriques perturbant le
champ magnétique, et dont le calcul des différences de potentiel avec l’antenne traduit à
la fois leurs positions et leurs orientations [4].
2.1.4 Capture de mouvement gyroscopique
La capture par centrales inertielles fonctionne grâce à une combinaison d’accéléromètres
et des capteurs de vitesse angulaire (gyroscopes) qui peuvent capturer la cinématique 2D
d’un segment de corps. Des paramètres significatifs du mouvement du corps, tels que la
nature du mouvement (assis, debout, couché, marche, etc.) et ses caractéristiques spatio-
temporelles (vitesse, déplacement, rotation angulaire, cadence et durée) peuvent être éva-
luées [2]. On intègre à partir de l’accélération pour trouver la position.
2.2 Vicon
2.2.1 Matériels
La capture de mouvement utilisée dans notre projet est la capture de mouvement optique
basée sur des caméras infrarouges placées à des positions fixes dans l’environnement et
des marqueurs réfléchissants qui eux sont placés sur le sujet à capturer. Ces marqueurs
serviront à définir le mouvement.
Dans notre projet, nous allons utiliser le système Vicon disponible au 3IT. Vicon est parmi
les systèmes optiques de capture de mouvement [1], ses sorties sont les positions 3D, et les
étiquettes des marqueurs placés sur les points de référence visuels sur différentes parties du
corps humain, les marqueurs sont des sphères de 1 à 3 cm de diamètre, recouvertes de ruban
réfléchissant qui réfléchit de manière optimale la lumière émise. Les marqueurs utilisés sont
des marqueurs passifs (le marqueur ne peut contribuer de façon active à la détection de sa
position), ils sont sans fil et par conséquent moins restrictifs et encombrants, contrairement
aux marqueurs actifs (le marqueur actif lui-même a un dispositif interne permettant de
faciliter la détection de sa position) [29].
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Le système permet de personnaliser des modèles pour se concentrer sur des aspects spéci-
fiques d’un mouvement (par exemple, plusieurs marqueurs peuvent être placés sur le bas
du corps pour examiner la marche, tandis que d’autres marqueurs peuvent être placés sur
la main pour examiner une certaine tâche).
Le système Vicon se compose de plusieurs caméras et est conçu pour suivre et reconstituer
ces marqueurs dans l’espace 3D. Toute l’activité de capture de mouvement a lieu dans le
volume de capture. Il s’agit de la zone visible par les caméras de capture de mouvement.
Le mouvement sera suivi par le système en faisant rebondir la lumière sur les marqueurs
réfléchissants placés sur le corps d’un sujet. Chaque caméra Vicon est un appareil photo
numérique standard, entouré par un anneau de LED. La lumière infrarouge émise de la
LED, est invisible à l’œil humain. Cette lumière rebondit sur les marqueurs, et est captée
par les caméras de Vicon. Les marqueurs utilisent un matériel spécial appelé un ruban
rétroréfléchissant, qui reflètent de retour beaucoup plus de lumière que la plupart des
surfaces. Quand un marqueur est vu par l’une des caméras, il apparaîtra dans la vue de
la caméra comme une série de pixels très lumineuse par rapport à l’arrière-plan. C’est
ainsi que le système distingue les marqueurs de tous les autres organismes réfléchissants :
les marqueurs apparaissent plus clairs. Durant la capture, les coordonnées cartésiennes de
tous les marqueurs dans la vue de chaque caméra sont stockées dans une base de données.
Le système Vicon relie ensuite les positions correctes de chaque marqueur pour former des
trajectoires continues, qui représentent les trajets que chaque marqueur a effectué tout au
long de la capture, et donc comment l’objet s’est déplacé au cours du temps. Chacune des
caméras Vicon renvoi une image 2D à la MX Ultranet HD à chaque fraction de la seconde.
Basé sur la géométrie de la pièce, et la position des caméras qui s’y trouvent, la boîte
Ultranet utilise la trigonométrie pour estimer la position des marqueurs dans l’espace à
trois dimensions. Ainsi, pour qu’un marqueur soit localisé, il doit être visible au moins par
deux caméras Vicon.
Les coordonnées 3D reconstruites sont envoyées à partir de la boîte Ultranet au PC. Le
logiciel utilisé par Vicon pour visualiser ces données, pour effectuer la capture de mouve-
ment, etc., est appelé Vicon Nexus. Par conséquent, pour obtenir des signaux continus,
l’interpolation est utilisée pour remplir les lacunes [18].
La figure 2.1 illustre le système de capture de mouvement utilisé.
Et la figure 2.2 illustre la salle d’enregistrement dédiée à la capture de mouvement, équipée
de caméras infrarouges.
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Figure 2.1 Une configuration de capture de mouvement typique [26].
Figure 2.2 La salle de capture de mouvement au 3IT.
2.2.2 Avantages et inconvénients de la méthode utilisée
Avantages
- La liberté de mouvement à cause des marqueurs légers et petits ;
- Les images obtenues sont très faciles à segmenter, rendant ce système très précis ;
- La lumière principalement utilisée est infrarouge, c’est-à-dire qu’elle est invisible
pour l’utilisateur.
Inconvénients
- Des réflexions parasites peuvent avoir lieu sur des objets réfléchissants, faisant ap-
paraître des points parasites ;
- Tous les marqueurs apparaissant blancs sur l’image finale, une identification immé-
diate n’est pas possible, et ceci peut causer l’échange de marqueurs lors de la phase
de traitement d’image ;
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- Le soleil étant une source lumineuse importante, y compris d’infrarouge, ces systèmes
sont difficilement exploitables à l’extérieur ou près d’une fenêtre [13] ;
- Les pertes de données dans les trajectoires (non détection des marqueurs pendant
l’enregistrement).
2.3 Expérimentation
2.3.1 Création d’un modèle Vicon
Le logiciel Vicon Nexus propose de définir des modèles associés aux marqueurs placés sur
le sujet. Une première acquisition statique est effectuée suivie d’un post traitement qui
permet d’identifier les marqueurs et de créer ainsi des segments supposés rigides associés
au déplacement d’au moins deux marqueurs. Des liaisons cinématiques sont définies entre
les différents segments. Ainsi lors des acquisitions, grâce au modèle de référence, le système
d’analyse reconnaît en temps réel les différents marqueurs et leurs segments associés.
Nexus utilise deux modèles de capture de mouvement : un modèle Vicon (.vst) et une
squelette Vicon (.vsk).
Un modèle est une représentation générique des marqueurs placés sur le type d’objet à
capturer (par exemple, la partie supérieure du corps). La partie supérieure du corps des
sujets aura généralement une forme similaire, et une taille proportionnellement différente.
Cependant, comme tous les gens sont uniques, chaque partie supérieure sera légèrement
différente, et les marqueurs seront espacées de façon légèrement différente. Ainsi, le fichier
.vst « partie supérieure » est redimensionné pour chaque individu, pour produire un fichier
individuel .vsk. Un fichier .vst est créé une seule fois, tandis qu’un .vsk est créé pour chaque
sujet donné [26].
Ce qui serait optimal c’est d’avoir un nombre minimal de marqueurs à utiliser. D’après les
premières expériences faites, avec plusieurs marqueurs placés sur la partie supérieure du
corps, deux marqueurs sur la tête, deux sur les épaules, un sur le manubrium, deux sur les
coudes et deux sur les poignets, nous avons décidé que le modèle sera composé de juste
trois marqueurs : un marqueur sur l’épaule gauche, un autre au niveau du manubrium
(partie supérieure du sternum) et le dernier sur l’épaule droite, car ces marqueurs sont
suffisants pour décrire parfaitement le mouvement. La figure 2.4 illustre le modèle de la
partie supérieure du corps à créer.
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Figure 2.3 Le modèle de la partie supérieure du corps utilisée.
Après avoir placé les marqueurs sur le sujet, Nexus doit capturer quelques images du
modèle. Pour cela, on effectue un enregistrement de quelques secondes du sujet debout
immobile. Ensuite Nexus produit une reconstruction 3D de l’ensemble de l’essai.
Le point final serait d’étiqueter les composants du modèle, et de lier les marqueurs avec
des segments tout en spécifiant le type d’articulation que partagent deux segments. L’éti-
quetage des marqueurs permet au système de suivre et d’identifier de façon unique chaque
marqueur. Cette étape permettra donc la labellisation automatique du sujet (nomination
de chacun des marqueurs) lors des expérimentations.
Figure 2.4 Les 3 marqueurs placés sur le sujet VS. Les 3 marqueurs capturés
sur Vicon Nexus.
Le modèle est maintenant complet et valide la prochaine étape sera la capture du mouve-
ment.
2.3.2 Capture du mouvement
Dans ce mémoire, nous nous concentrons sur le scénario d’interaction dans lequel l’homme
déplace une table et où le robot doit anticiper le sens dans lequel l’homme va partir pour
pouvoir le suivre.
Pour cela, dans la deuxième phase, deux sujets avaient pour tâche de transporter un objet
en se déplaçant d’un point de départ A vers un point d’arrivéeB. L’expérience était simple :
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les 2 volontaires devaient marcher vers une destination, le master décidait la trajectoire,
et le slave devait le suivre.
Cinq sujets ont participé à cette étude. La cinématique des segments corporels a été
enregistrée à l’aide de marqueurs réfléchissants placés sur le corps de chaque sujet, avec
le système d’analyse du mouvement 3D Vicon doté de 12 caméras infrarouges, à une
fréquence d’échantillonnage de 100 Hz.
Plusieurs modèles de trajectoires étaient possibles (sinusoïdale, droite, circulaire, etc.)
pour réaliser la tâche dans un espace de 10 mètres de longueur et 4 mètres de largeur.
Pour chaque type de trajectoire, les sujets réalisaient au moins 10 essais à petits pas. La
durée de chaque essai était d’environ 15 secondes. Un total de 3 marqueurs réfléchissants
ont été fixés sur le corps de chaque sujet, situés sur leur partie supérieure (épaule gauche,
manubrium et épaule droit). Le système de capture de mouvement trace les trajectoires
cartésiennes des [x, y, z] en temps réel. Les caméras placées autour de la salle ont des diodes
infra-rouge émettrices. Chaque marqueur reflète la lumière infra-rouge, qui est captée par
les caméras. À tout moment, un marqueur doit être dans le champs de vision d’au moins
deux caméras. Dans le laboratoire du 3IT, 12 caméras constituent le système Vicon, 8
caméras de 2000 mégapixels et 4 caméras de 4000 mégapixels.
Figure 2.5 Le champ de capture de mouvement des caméras.
Ce qui serait optimal c’est d’avoir un nombre minimal de marqueurs à utiliser, et ceci pour
simplifier la taille des données à traiter et se méfier des problèmes d’échange de marqueurs
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lors de la capture. . . Comme mentionné plus haut, 3 marqueurs ont été choisi pour définir
le modèle de la trajectoire de l’homme.
Les axes sont orientés positivement vers le haut pour l’axe vertical (Y ), vers l’avant pour
l’axe (X) et vers la droite pour l’axe (Z). La position des caméras est optimisée de façon
à ce que deux caméras voient toujours les marqueurs placés sur le sujet.
Figure 2.6 La capture de 2 sujets effectuant un mouvement.
La localisation et l’identification de chaque marqueur se fait à l’aide du logiciel Nexus après
avoir enregistré le mouvement. Parfois, un marqueur est perdu pendant le traitement du
signal, pour cela il est possible de reconstruire le mouvement et de remplir le gap à l’aide
de ce logiciel.
2.3.3 Reconstruction du mouvement et remplissage des lacunes
Une fois la capture effectuée, nous nous retrouvons avec une séquence d’images contenant
les marqueurs. Dans une session de capture idéale, les essais capturés seront reconstruits
parfaitement, sans lacunes ou marqueurs manquants. En réalité, la disparition des mar-
queurs dépend de plusieurs facteurs tels que le nombre et l’emplacement des caméras, la
vitesse de mouvement du sujet, etc. Il est préférable d’optimiser le volume de capture avant
l’enregistrement, au lieu de passer des heures à reconstruire le mouvement pour récupérer
les données.
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La première étape est de spécifier chaque marqueur (labelling), ensuite d’examiner l’en-
semble de l’essai à l’oeil, et d’identifier mentalement les différents problèmes.
La seconde étape consiste à interpoler les données manquantes dans les fichiers informa-
tiques des données brutes. Ces « trous » correspondent à des pertes d’information pendant
l’enregistrement. Durant le mouvement, il y a des instants où les caméras ne peuvent pas
voir certains marqueurs. Certains marqueurs peuvent être cachés ce qui correspond à
une absence d’information sur les positions tridimensionnelles. Cette situation se produit
lorsque le passage d’un obstacle ou d’un membre masque momentanément un ou plusieurs
marqueurs du champ de vision des caméras (occlusions de marqueurs).
Diverses méthodes sont disponibles en vue de combler ces pertes de données. La taille de
la lacune dépendra de l’algorithme de remplissage utilisé, et à quoi le résultat ressemblera.
Il existe cependant deux approches générales :
1. Les petites lacunes devraient être remplies avec l’algorithme Spline Fill ;
2. Les grandes lacunes devraient être remplies avec l’algorithme Pattern Fill.
Figure 2.7 Remplissage des la-
cunes avec l’algorithme Spline
Fill.
Figure 2.8 Remplissage des la-
cunes avec l’algorithme Pattern
Fill.
La méthode de remplissage de spline est une méthode automatique, qui extrapole essen-
tiellement la trajectoire manquante en se basant sur la dernière trajectoire connue. Cette
méthode approche la courbe par morceaux (localement) en utilisant des polynômes d’ordre
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trois. Les avantages sont d’éviter les oscillations induites par des degrés de polynôme trop
élevés et de garder une continuité dans le signal à interpoler. Cette méthode est la plus
simple, mais elle est insuffisante au-delà d’un seuil élevé d’échantillons manquants (elle est
généralement utilisée quand le gap est de l’ordre de ≤ 60 images). Plus le gap est grand,
plus l’algorithme de remplissage donnera un résultat erratique.
L’algorithme de remplissage de modèle est utilisé dans le cas où l’algorithme de spline
échoue. Cette fonction consiste à copier la trajectoire d’un marqueur présent pour rebou-
cher le trou du marqueur qui disparait. Ceci est possible si la trajectoire du marqueur qui
disparait est proportionnelle à la trajectoire du marqueur copié. Nexus génère alors une
trajectoire basée sur le marqueur sélectionné.
Pour conclure, la qualité des données capturées dépend de trois choses : les caméras, la
vitesse du sujet et l’occlusion des marqueurs. Le facteur le plus important pour obtenir
des données propres est les caméras de capture de mouvement. la quantité des caméras
et leur emplacement détermine la qualité des données. Parce que le marqueur doit être
visible par au moins deux ou trois caméras pour qu’il soit visualisé correctement. Pour
minimiser l’occlusion des marqueurs, si nous sommes dans le cas de la capture du corps, il
faut demander aux sujets de porter des vêtements bien ajustés, tout en évitant les bijoux
ou les objets brillants, et il est préférable de placer les marqueurs sur la peau au lieu des
vêtements [26].
2.3.4 Sortie des données de marqueurs
Après avoir terminé la session de capture, et avoir rempli les lacunes dans les données,
l’étape finale consiste à récupérer les données pour les visualiser dans un programme
externe. Les données des marqueurs sont alors exportées dans un format importable dans
un logiciel de traitement. Dans le cadre de cette étude, les traitements des données ont
été réalisés avec le logiciel de calcul numérique Matlab.
La sortie est un fichier «.trc» contenant l’ensemble des marqueurs et leurs positions selon
x, y et z à chaque instant du mouvement.
CHAPITRE 3
INFÉRENCE DE L’INTENTION HUMAINE
ET PRÉDICTION DE LA TRAJECTOIRE
Dans le cadre de l’assistance robotique pour effectuer une tâche avec l’homme, une prédic-
tion précise et fiable de la trajectoire de l’homme est nécessaire. Il est donc important de
comprendre l’intention de l’homme pour pouvoir fournir une tâche d’assistance appropriée.
La reconnaissance de l’intention est un sujet important dans la coopération homme-robot
qui peut être abordé en utilisant méthodes basées sur des modèles probabilistes [34].
Dans cette contribution, une nouvelle approche pour la prédiction de la trajectoire est
proposée qui est capable de prédire la trajectoire de l’homme quelques secondes à l’avance.
Pour ce faire, des séquences de mouvements précédemment observées sont utilisées pour
déduire une distribution de probabilité en tant que modèle de mouvement. En utilisant
cette distribution, une trajectoire peut être prédite en calculant la probabilité pour le
mouvement futur, conditionnée sur le mouvement en cours observé.
Le but est que le robot soit capable de planifier sa propre trajectoire quelques secondes à
l’avance, en créant des trajectoires probabilistes pour chaque intervalle de temps, et puis
les mettre à jour en fonction des observations du mouvement de l’homme.
Il existe plusieurs méthodes et techniques permettant la prédiction de la trajectoire hu-
maine, nous allons citer quelques unes et développer les approches utilisées dans le projet.
La première étape consiste à généraliser la trajectoire du partenaire humain, et puis à
partir de cette trajectoire prédire les « k » pas de temps dans le futur.
3.1 Méthodes de codage de mouvements
Le DMP (Primitive de mouvement dynamique) repose sur un système dynamique non
linéaire forcé par un terme de forçage paramétrique, pour suivre une trajectoire désirée ou
générer des mouvements discrets et rythmiques.
Pour s’engager dans des activités coopératives avec des partenaires humains, les robots
doivent posséder des aptitudes et des compétences de base interactives. Toutefois, la pro-
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grammation de ces compétences interactives est une tâche difficile, car chaque partenaire
d’interaction peut avoir un timing différent ou une autre façon d’exécuter des mouvements.
Pour cela dans [5] ils proposent d’acquérir des compétences d’interaction en observant com-
ment deux êtres humains s’engagent dans une tâche similaire. À cette fin, une nouvelle
représentation appelée « Primitives d’Interaction » est introduite. Les primitives d’inter-
action sont basées sur des DMP tout en maintenant une distribution sur les paramètres
de DMP. Avec cette distribution, les corrélations des activités de coopération peuvent être
apprises ce qui permettra de déduire le comportement du partenaire et de participer à
la coopération. L’idée générale consiste à coder une trajectoire enregistrée en tant que
systèmes dynamiques qui peuvent être utilisés pour générer les différentes variations du
mouvement d’origine. Par conséquent, le robot peut généraliser un mouvement démontré
à de nouvelles situations qui peuvent survenir.
De même dans [31] et dans [30], la technique des DMP est utilisée pour apprendre les
mouvements par démonstration. La méthode propose de baser le mouvement du robot sur
un système linéaire de second ordre et d’apprendre un terme de forçage non-linéaire qui
impulse le système pour suivre la trajectoire démontrée.
Mais le point faible de ces méthodes est qu’elles demandent l’initialisation de plusieurs
paramètres tels que la position de départ, la position de but, la fonction de forçage, etc.
HMM (modèle de Markov caché) a été l’une des méthodes la plus largement utilisée dans le
domaine de programmation par démonstration des robots pour la modélisation et l’analyse
des mouvements humains, en raison de sa robustesse aux variations spatio-temporelles de
données séquentielles. Dans [12], une méthode pour modéliser les mouvements humains à
partir des observations en utilisant une représentation du modèle de Markov caché (HMM)
a été développée. Ils ont proposé une approche pour répondre à deux problèmes critiques
dans la modélisation de mouvements : la classification de l’action-intention humaine, et
l’apprentissage des compétences humaines.
De plus, les systèmes de capture de mouvement optiques sont largement utilisés pour
acquérir les mouvements des êtres humains pour l’apprentissage de l’imitation humanoïde.
Cependant, les systèmes de capture de mouvement optiques ont une zone restreinte pour
effectuer les mouvements. Dans [24], ils impliquent la modélisation statistique pour extraire
l’essentiel d’une tâche donnée à partir d’une série d’observations où les HMM sont utilisés
pour apprendre, reconnaître et reproduire les mouvements du corps entier en observant
un humain par une caméra monoculaire.
3.1. MÉTHODES DE CODAGE DE MOUVEMENTS 15
De même, une méthode pour l’apprentissage et la reproduction des trajectoires complexes
pour la programmation du robot par démonstration a été développée dans [36]. L’encodage
des trajectoires de formations est effectuée avec le modèle de Markov caché (HMM), et la
génération d’une trajectoire généralisée est obtenue en utilisant le concept de points clés.
L’avantage de l’utilisation des HMMs est sa base mathématique solide qui permet de bien
comprendre son fonctionnement, par contre son inconvénient majeur est le choix de la
typologie des modèles tel que le nombre d’états, et la dégradation des performances si
l’apprentissage n’est pas suffisant.
Dans [16] un moteur d’inférence d’intention bayésien basé sur les GMA (gaussian mixture
autoregression) est utilisé, il estime l’intention de l’opérateur pour choisir l’action appro-
priée afin d’accomplir la tâche souhaitée. Il déduit le type et les paramètres d’une tâche
à l’aide des signaux d’entrées brutes. En utilisant cette méthode on apprend des modèles
pour estimer et prédire les trajectoires.
Enfin, dans [10] une programmation par démonstration est présentée pour extraire les ca-
ractéristiques pertinentes d’une tâche donnée et pour adresser le problème de généralisation
des connaissances acquises à des différents contextes. Une estimation de la probabilité fon-
dée sur la pertinence est suggérée, en projetant tout d’abord les données de mouvement sur
un espace latent générique en utilisant l’Analyse de Composantes Principales (PCA). Les
signaux résultants sont ensuite codés en utilisant un mélange de distributions Gaussien/-
Bernoulli (GMM/BMM). Cela fournit une mesure de la corrélation spatio-temporelle entre
les différentes modalités recueillies par le robot qui peuvent être utilisées pour déterminer
une mesure de la performance de l’imitation. Les trajectoires sont ensuite généralisées en
utilisant la régression de mélange gaussien (GMR).
Dans ce projet, nous allons utiliser le modèle de mélange gaussien (GMM), qui appartient
à la même famille des GMA et GMR.
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3.2 Méthodes de prédiction de la trajectoire
D’anciens travaux ont utilisé les modèles de Markov cachés (HMM) pour inférer l’intention
en classifiant les actions humaines pour chaque mouvement. Mais le résultat de cette
méthode est limité à un nombre fini de tâches [43], tandis que notre système permet
d’estimer des modèles de formes libres.
Dans le cadre de l’assistance du conducteur dans la conduite, une prédiction de la trajec-
toire du véhicule est bénéfique. Dans cette contribution, une approche pour la prédiction de
la trajectoire est proposée dans [40], capable de prédire la trajectoire du véhicule quelques
secondes à l’avance. L’avantage de la modélisation probabiliste est que le résultat n’est
pas seulement une prédiction, mais plutôt un ensemble de distribution sur les trajectoires
futures.
Dans [17], la prédiction du mouvement humain d’un système robotique est effectuée en
l’interprétant comme une série temporelle. Ils ont comparé plusieurs algorithmes pour
la prédiction de séries temporelles telles que la modélisation locale, la modélisation de
classes pondérées, Echo State Networks (ESN) et les modèles autorégressifs (AR). Une
évaluation des trajectoires de l’homme a montré que Echo State Networks surpasse les
autres algorithmes. Nous allons présenter chacun de ces algorithmes :
a) Les réseaux d’état d’écho (Echo State Networks)
Pour la prédiction de séries temporelles, les Echo State Networks sont souvent uti-
lisés. Ils ont des caractéristiques spécifiques qui diffèrent des réseaux de neurones
"standards" : la couche cachée est constituée de neurones reliés au hasard. Lorsque
la connectivité est faible, cette couche fournit des trajectoires de sortie indépen-
dantes. Pour cette raison, la couche cachée est aussi appelée "réservoir". En outre,
il existe des neurones qui sont reliés à des boucles dans le réservoir, de sorte que
les états passés "écho" sont dans le réservoir. C’est la raison pour laquelle seule la
valeur réelle de la série temporelle est nécessaire en tant qu’entrée.
Tous les cas sont formés en utilisant les mêmes données d’entrée. Pendant le pro-
cessus de formation, la sortie de chaque réseau est comparée avec les valeurs corres-
pondantes de la trajectoire de formation. Le réseau montrant les meilleurs résultats
de prédiction pour les données de formation encore inconnues est alors sélectionné
pour d’autres applications.
b) Modèles autorégressifs
Le deuxième type des algorithmes d’analyse de séries temporelles présenté sont les
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modèles autorégressifs (AR). Ces modèles supposent une relation linéaire dans la
série temporelle qui signifie que toute valeur de la série temporelle peut être déter-
minée en utilisant une combinaison linéaire de p valeurs précédentes. Les coefficients
de la combinaison linéaire - les coefficients de AR - doivent être calculés pour prédire
les valeurs futures. Plusieurs algorithmes existent pour déterminer ces coefficients,
par exemple Wiener Filter [39], Durbin-Levinson [35] et Yule-Walker [35].
c) Espace d’intégration
Pour l’application des approches dans les sections d) et e) suivantes, une intégration
dans un espace de dimension supérieure est nécessaire. Cette intégration peut être
considérée comme une sorte de l’approche de glissement de fenêtre bien connue. Une
fenêtre d’observation de taille T.D est mise sur la trajectoire (Fig. 3.1). Chaque
T -ème intervalle de temps de cette fenêtre est utilisé pour générer cette intégration
régulière. Ainsi, la série temporelle est transformée en un espace de dimension D
- l’espace d’intégration. Pour chaque intégration, it = (st, st−T , st−2T , ..., st−(D−1)T ))T
appartient une sortie ot, qui se tient pour le successeur st+1 de la fenêtre sélectionnée.
Les deux paramètres introduits T et D n’ont pas besoin d’être défini à la main.
Les analyses de séries temporelles proposent des techniques pour déterminer auto-
matiquement ces paramètres. Des algorithmes génétiques peuvent être utilisés pour
trouver la meilleure dimension d’intégration.
Figure 3.1 La trajectoire observée (en vert) est à prédire (en rouge) pour
un maximum de 500 pas de temps (environ 8.3 sec. à 60 Hz). Ce résultat est
obtenu en exploitant uniquement les caractéristiques de la dernière trajectoire en
utilisant une fenêtre (jaune) de D points à distance égale espacés d’un intervalle
T .
d) Modélisation locale
La modélisation locale est basée sur l’intégration régulière précitée. L’idée principale
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est une simple recherche du plus proche voisin dans l’espace d’intégration du dernier
point de la série temporelle in−1.
Dans le cas général, un polynôme est estimé pour la prédiction décrivant la relation
entre l’intégration ii et la sortie oi. Les plus proches voisins sont utilisés pour décider
les coefficients du polynôme appliquant une régression linéaire. En pratique, le degré
polynomial g est généralement faible. Souvent, il suffit d’utiliser g = 0 (modèle de
la moyenne locale) ou g = 1 (modèle linéaire local), pour laquelle la prédiction doit
être calculée. Après la détermination des coefficients, la prédiction est calculée en
utilisant la même interpolation polynomiale. Surtout avec des degrés de polynôme
élevés, l’algorithme est extrêmement sensible au choix de ces paramètres.
e) Modélisation de classes pondérées
La modélisation de classes pondérées, fonctionne également dans l’espace d’inté-
gration. Le point de vue ne réside pas sur des points d’intégration simples comme
dans la modélisation locale. Maintenant l’espace d’intégration est classifié et recou-
vert par des gaussiennes. Un algorithme de maximisation de l’espérance (algorithme
EM) peut être utilisé pour optimiser la majorité des paramètres de l’algorithme.
Seulement le nombre de classes et la fonction de classification restent à être choisi
manuellement. Tous les autres paramètres sont initialisés de manière aléatoire et
adaptés en utilisant l’optimisation. Étant donné que le temps de calcul dépend for-
tement du nombre de groupes, les valeurs de ces paramètres ne devraient pas être
trop élevés pour une application en ligne.
Dans [14] une approche basée sur le modèle de force social (SFM) et la prédiction de
l’intention BHMIP est introduite pour la prédiction de l’intention humaine. Ils suggèrent
d’estimer les paramètres d’interaction décrites dans le SFM pour chaque cible afin d’amé-
liorer les performances de la prédiction.
En utilisant des critères géométriques et heuristiques, les auteurs dans [15] ont proposé
une méthode basée sur la géométrie pour la prédiction du mouvement humain qui utilise
l’intention du mouvement humain en termes d’objectifs.
Dans [6], les auteurs ont proposé une méthode de prédiction dans laquelle ils analysent
une collection des trajectoires des gens dans des environnements intérieurs. Ils classifient
ces trajectoires de mouvement, en utilisant l’algorithme de maximisation de l’espérance
(EM), et une fois qu’ils apprennent ces trajectoires primitives, ils classifient les trajectoires
de mouvement humains.
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Pour une prédiction de séries temporelles, dans [33] la solution est basée sur l’application
séquentielle du lisseur de Kalman. Le lisseur de Kalman appartient à la classe des méthodes
linéaires, parce que le modèle de filtrage est linéaire et les distributions sont gaussiennes.
Cette méthode semble simple et facile à implémenter.
Nous allons donc utiliser un filtre de Kalman dans ce projet, tout en rajoutant les para-
mètres d’une tâche généralisée pour pouvoir prédire la trajectoire probabiliste du robot.
3.3 Entraînement d’un GMM
3.3.1 Qu’est ce qu’un GMM?
Le mélange des gaussiennes est un outil largement utilisé dans l’ingénierie informatique.
Les modèles de mélanges gaussiennes (usuellement abrégés par l’acronyme anglais GMM
pour Gaussian Mixture Model) sont fréquemment utilisés dans la classification automa-
tique, ou encore dans la modélisation des données numériques (en les modélisant comme
une somme de plusieurs gaussiennes) [8].
Un modèle de mélange gaussien est une fonction de densité de probabilité paramétrique
représentée comme une somme pondérée des densités de composantes gaussiennes. Elle
sert usuellement à estimer paramétriquement la distribution de variables aléatoires en les
modélisant comme une somme de plusieurs gaussiennes (appelées noyaux). Il s’agit alors de
déterminer la variance, la moyenne et l’amplitude de chaque gaussienne. Ces paramètres
sont optimisés selon un critère de maximum de vraisemblance pour approcher le plus
possible la distribution recherchée. Cette procédure se fait le plus souvent itérativement
via l’algorithme de maximisation de l’espérance (EM) à partir des données de formation.
Pour résumer, le concept des modèles de mélanges gaussiennes (GMM) est utilisé dans
la construction de la probabilité de chaque signal et l’algorithme de maximisation de
l’espérance (EM) est employé pour trouver les paramètres des GMM. L’algorithme EM
garantit l’estimation de l’ensemble des paramètres optimaux du GMM pour chaque signal,
et donc la précision de la modélisation serait considérablement améliorée.
Partie théorique
Un modèle de mélange de gaussiennes est une somme pondérée de M composantes de
densités gaussiennes telle que donné par l’équation
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où x est un vecteur de données de valeurs continues de dimension D (c’est-à-dire des me-
sures ou des caractéristiques), wi, i = 1, . . . ,M, sont les poids de mélanges, et g(x|µi,Σi), i =
1, ..,M , sont les densités des composantes gaussiennes.
Chaque densité gaussienne est appelée une composante du mélange et possède sa propre









Les poids du mélange satisfont la contrainte
M∑
i=1
wi = 1. (3.3)
Le modèle de mélange gaussien complet est paramétré par les vecteurs "moyennes", les ma-
trices de "covariance" et les "poids" du mélange de toutes les densités des composantes. Ces
paramètres sont représentés collectivement par la notation, λ = (wi, µi,Σi), i = 1, ..,M .
Figure 3.2 Mélange de 4 gaussiennes ayant
chacune sa propre moyenne et sa propre co-
variance.
Le choix de la configuration du modèle
(nombre de composantes, les matrices de
covariance diagonales ou complètes, etc)
est souvent déterminé par la quantité de
données disponibles pour estimer les para-
mètres du GMM.
Le GMM utilise un ensemble discret de
fonctions gaussiennes, chacune avec sa
propre moyenne et sa propre matrice de co-
variance, pour permettre une meilleure ca-
pacité de modélisation.
Estimation des paramètres
Étant donné des vecteurs de formation et une configuration GMM, nous voulons estimer les
paramètres du GMM, λ, qui dans un certain sens correspondent au mieux à la distribution
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des vecteurs caractéristiques de formation. La méthode la plus populaire et la mieux
établie est l’algorithme de maximisation de l’espérance (EM). L’objectif est de trouver les
paramètres du modèle qui maximisent la probabilité du GMM compte tenu des données
de formation.
L’idée de base de l’algorithme EM est d’alterner entre les deux mises à jour suivantes :
l’étape E et l’étape de M. En commençant par un modèle initial (des valeurs initiales pour
les moyennes, les covariances, et les poids), estimer un nouveau modèle λ¯, de telle sorte
que p(X|λ¯) ≥ p(X|λ). Le nouveau modèle devient alors le modèle initial pour l’itération
suivante et le processus est répété jusqu’à ce qu’un seuil de convergence soit atteint [32].
L’étape E calcule l’espérance de la vraisemblance évaluée en utilisant les estimations ac-
tuelles des paramètres, suivie par l’étape M qui ré-estime les paramètres qui maximisent
la vraisemblance prévue trouvée à l’étape E [40].
Chaque mise à jour des paramètres résultant d’une étape de E suivie d’une étape M est
garantie pour augmenter la fonction logarithmique de vraisemblance. Dans la pratique,
l’algorithme est réputé avoir convergé quand le changement dans la fonction logarithmique
de vraisemblance devient inférieure à un certain seuil.
L’algorithme EM nécessite beaucoup plus d’itérations pour atteindre la convergence par
rapport à l’algorithme k-moyennes, et chaque cycle nécessite beaucoup plus de calcul. Il est
donc courant d’exécuter l’algorithme K-moyennes pour trouver une initialisation adaptée
pour le modèle de mélange gaussien qui est ensuite adaptée en utilisant EM.
Code de l’algorithme EM
Étant donné un modèle de mélange gaussien, le processus de EM est utilisé pour raffiner
de manière itérative les paramètres du modèle [9]. Le but est de maximiser la fonction
de vraisemblance en ce qui concerne les paramètres (les moyennes, les covariances des
composantes et les poids).
1. Initialiser les moyennes, les covariances et les poids, et évaluer la valeur initiale de
la vraisemblance,
2. Étape E : évaluer les probabilités postérieures en utilisant les valeurs actuelles des
paramètres,
3. Étape M : Ré-estimer les paramètres en utilisant les probabilités postérieures ac-
tuelles,
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4. Évaluer la vraisemblance et vérifier la convergence soit des paramètres ou de la
probabilité. Si le critère de convergence n’est pas satisfait, retourner à l’étape 2 [7].
Synthèse
Pour récapituler, le GMM sert à estimer la distribution de variables en les modélisant
comme une somme de plusieurs gaussiennes. Il s’agit donc de déterminer la covariance, la
moyenne et le poids de chaque gaussienne. On chercher ensuite à optimiser les paramètres
selon un critère de maximisation de vraisemblance pour approcher le plus possible à la
distribution recherchée, le plus souvent via l’algorithme EM (maximisation de l’espérance).
3.3.2 Méthode utilisée
Nous avons un ensemble de données d’observations {x1, ..., xn} correspondant aux diffé-
rents essais pour chaque mouvement, et nous tenons à modéliser ces données. Dans notre
projet, la méthode de mélange de gaussiennes a été employée afin de modéliser l’ensemble
des signaux de formation pour chaque mouvement.
Le programme charge un ensemble de données 3D et le nombre de composantes, forme un
modèle de mélange gaussien (GMM). Chaque point de donnée a 3 dimensions, constitué
d’une valeur temporelle et deux valeurs spatiales (plan cartésien 2D).
Le nombre de composantes (ou d’états) est calculé à l’aide du VBGM (Variational Baye-
sian Inference for Gaussian Mixture Model). Le VBGM peut automatiquement déterminer
le nombre optimal de composantes k dans le mélange. Le fait d’avoir un grand nombre de
gaussiennes a pour effet de réduire la pertinence de l’information de la covariance dans la
modélisation du mouvement. En augmentant le nombre de gaussiennes, chaque covariance
fournira des informations étroites et inutilisables à la place des caractéristiques de voisi-
nage importantes, les synergies et les formes de mouvement [9].
Exemple de code
load data ;
l a b e l = vbgm( data , 1 0 ) ;
L’ensemble de données est de 7 gaussiennes. On définit un certain nombre (disons 10) qui
est plus grand que le nombre intrinsèque de composantes. L’algorithme trouvera automa-
tiquement le bon k (= 7).
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Formation des GMM par l’algorithme EM, initialisé par le classificateur K-moyennes
Deux étapes ont été employées pour effectuer cette procédure :
1. La première étape consiste à initialiser les paramètres du GMM (moyennes, cova-
riances et poids) à l’aide du classificateur K-moyennes. Le classificateur K-moyennes
divise les points des données en K partitions, ou classes. Et ceci en calculant la
distance d’un point à la moyenne des points de sa classe,
2. Ensuite, ces paramètres sont mis à jour en utilisant l’algorithme itératif EM décrit
plus haut.
Remarque : Le K-moyennes est utilisé pour l’initialisation, pour accélérer la convergence
et trouver un "meilleur" optimum local, car comme mentionné plus haut, l’algorithme EM
nécessite beaucoup plus d’itérations pour atteindre la convergence par rapport à l’algo-
rithme K-moyennes, et chaque cycle nécessite beaucoup plus de calcul.
Cette partie nous renvoie les paramètres (moyennes, covariances et poids) de chaque état
ou composante de GMM.
Dans la partie suivante, sachant les paramètres des GMM, nous allons chercher à prédire
les k prochains points à partir de l’observation des points antérieurs, en utilisant le filtre
de Kalman qui répondra au problème posé.
3.4 Filtre de Kalman
3.4.1 Filtre de Kalman
Cette partie décrit le filtre de Kalman, qui est une méthode couramment utilisée pour
estimer les valeurs des variables d’état d’un système dynamique.
En 1960 et 1961, Rudolf Emil Kalman a publié ses papiers sur un filtre prédictif récursif
qui est basé sur l’utilisation des techniques d’espace d’état et des algorithmes récursifs et
avec celui-ci, il a révolutionné le domaine de l’estimation. Depuis ce temps, le filtre de
Kalman a été l’objet de recherches et d’applications approfondies [20].
Le filtre de Kalman est un outil mathématique puissant et particulièrement utile dans
le monde de l’embarqué. Il permet en effet d’estimer l’état d’un système, en fonction de
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Figure 3.3 Ensemble de 4 essais, chaque composante de GMM (en vert) ayant
sa propre moyenne, covariance et poids.
son état précédent, des commandes appliquées et de mesures bruitées [6]. Ces estimations
d’états peuvent être utiles à des fins de surveillance ou de contrôle...
Ce filtre est utilisé dans une large gamme de domaines technologiques (radar, vision élec-
tronique, communication, etc.). C’est un thème majeur de l’automatique et du traitement
du signal. Un exemple d’utilisation peut être la mise à disposition, en continu, d’infor-
mations telles que la position ou la vitesse d’un objet à partir d’une série d’observations
relative à sa position, incluant éventuellement des erreurs de mesures. Le filtrage de Kal-
man est aussi de plus en plus utilisé en dehors du domaine du traitement du signal, par
exemple en météorologie et en océanographie, pour l’assimilation de données dans un
modèle numérique, en finance ou en navigation [42].
Le filtre fait les estimations et donne la solution optimale selon le critère de l’erreur qua-
dratique moyenne minimale (MMSE). Par conséquent, aucune autre méthode ne pourra
produire une meilleure estimation que le filtre de Kalman dans le cas où les hypothèses
sont respectées [37].
La version prédicteur-correcteur du filtre de Kalman en temps discret sera décrite et
utilisée dans le projet. Cette version semble être la version la plus communément utilisée.
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Une condition nécessaire pour que le filtre de Kalman fonctionne correctement, est que le
système pour lequel les états sont à estimer, soit observable [3].
Les composants de base du filtre de Kalman sont le vecteur d’état, le modèle dynamique
et le modèle d’observation. Le vecteur d’état contient les variables d’intérêt. Il décrit l’état
du système dynamique et représente ses degrés de liberté. Les variables du vecteur d’état
ne peuvent pas être mesurées directement, mais peuvent être déduites à partir des valeurs
qui sont mesurables. Les éléments du vecteur d’état peuvent être la position, la vitesse, les
angles d’orientation etc. Le vecteur d’état a 2 valeurs à la fois, qui sont la valeur à priori,
la valeur prédite avant la mise à jour, et la valeur a posteriori, qui est la valeur corrigée
après la mise à jour.
Dans notre projet, l’état du filtre sera représenté par 2 variables :
xˆk|k : l’estimation de l’état à l’instant k ;
Pk|k : La matrice de covariance de l’erreur (une mesure de la précision de l’état estimé).
Le filtre de Kalman comporte deux étapes principales. La première est une étape de
prédiction, la seconde est une étape de correction (ou de mise à jour).
Dans la première étape l’état est prédit avec le modèle dynamique, l’état estimé de l’ins-
tant précédent est utilisé pour produire une estimation de l’état courant.
Prédiction
xˆk|k−1 = Fkxˆk−1|k−1 +Bkuk−1 (état prédit)
Pk|k−1 = FkPk−1|k−1FkT +Qk (estimation prédite de la covariance)
avec
Fk : matrice qui relie l’état précédent k-1 à l’état actuel k,
uk : entrée de commande,
Bk : matrice qui relie l’entrée de commande u à l’état x,
Pk|k−1 : matrice d’estimation a priori de la covariance de l’erreur,
Qk : matrice de covariance du bruit de process.
Dans la seconde étape elle est corrigée avec le modèle d’observation. L’état estimé et
les mesures sont pondérées et combinées pour calculer l’état corrigé. Les observations
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de l’instant courant sont utilisées pour corriger l’état prédit dans le but d’obtenir une
estimation plus précise, de sorte que la covariance d’erreur de l’estimateur soit minimisée.
Dans ce sens, il s’agit d’un estimateur optimal.
Correction
y˜k = zk −Hkxˆk|k−1 (innovation)
Sk = (HkPk|k−1HkT ) +Rk (covariance de l’innovation)
Kk = Pk|k−1HkTS−1k (gain de Kalman optimal)
xˆk|k = xˆk|k−1 +Kky˜k (état mis à jour)
Pk|k = (I −KkHk)Pk|k−1 (covariance mise à jour)
avec
zk : observation ou mesure du process à l’instant k,
Hk : matrice qui relie l’état xk à la mesure zk,
Pk|k : matrice d’estimation a posteriori de la covariance de l’erreur,
Rk : matrice de covariance du bruit de mesure,
I : matrice identité aux dimensions adéquates.
Cette procédure est répétée pour chaque pas de temps, avec l’état du pas de temps précé-
dent comme valeur initiale. C’est pourquoi le filtre de Kalman est appelé un filtre récursif.
Pour estimer l’état courant, seules l’estimation de l’état précédent et les mesures actuelles
sont nécessaires. L’historique des observations et des estimations n’est ainsi pas requis[20].
Figure 3.4 Le circuit du filtre de Kalman.
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Les équations de prédiction projettent l’estimation actuelle de l’état vers l’avant dans le
temps. Les équations de correction ajustent l’estimation projetée par une mesure réelle
(observation) à ce moment [38].
3.4.2 Méthode utilisée
Pendant la collaboration entre un homme et un robot, la capacité du robot à détecter la
position de l’homme n’est pas suffisante, le fait de prédire son emplacement futur est fon-
damental afin d’accomplir la tâche avec réussite. Des estimations des paramètres humains,
comme l’intention ou le comportement, améliorent clairement la précision de la prédiction
[14]. Pour ce faire, un filtre de Kalman est utilisé pour prédire la position de l’homme.
Comme mentionné plus haut, l’algorithme du filtre de Kalman comprend deux étapes,
l’étape de prédiction et l’étape de correction (aussi connu comme l’étape de mise à jour).
La première étape utilise les états précédents pour prédire l’état actuel. La seconde étape
utilise la mesure actuelle, telle que la position de l’homme, pour corriger l’état.
Habituellement, il est nécessaire d’affiner le filtre de Kalman quand il est connecté au
système réel. L’auto-covariance de la perturbation (bruit) du processus Q et/ou l’auto-
covariance de mesure du bruit R sont couramment utilisés pour le réglage. Cependant,
puisque R est relativement facile à calculer à partir d’une série de temps des mesures, on
ne considère que l’ajustement de Q.
Comment peut-on observer un bon comportement du filtre de Kalman ? C’est lorsque
les estimations semblent avoir des valeurs raisonnables qu’on juge de notre connaissance
physique sur le processus physique. En outre, les données des estimations ne doivent pas
être trop bruyants ! Dans les systèmes réels c’est surtout le bruit des mesures qui introduit
du bruit dans les estimations.
Pour ce faire, notre méthode consiste à utiliser les paramètres de GMM expliqués dans
la section précédente pour les intégrer dans le filtre de Kalman afin de faire une bonne
prédiction.
Après avoir initialisé toutes les matrices, la première étape consiste à calculer pour chaque
point de la trajectoire la proportion d’appartenance (alfa) à chaque gaussienne.
La prédiction est calculée pour l’état x et la covariance P , en mettant à jour la matrice
de covariance du bruit du processus Q en fonction des matrices de covariances des GMM
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Input:
nbStates le nombre de composantes des gaussiennes ;
Σ ensemble de covariances de chaque gaussienne ;
x et P état et covariance initialisés ;
F matrice reliant deux états consécutifs ;
Output:
xpred état prédit ;
Ppred estimation prédite de la covariance ;
mise à jour de Q ;
xpred ← F × x ;
Ppred ← F × P × F ′ +Q ;
return [xpred, Ppred]
Algorithm 1: Prédiction.
et du degré d’appartenance à chaque composante de GMM (la distance de chaque point
vers le centre de chaque GMM).
Input:
xpred état prédit ;
Ppred covariance prédite ;
z observation ;
H matrice reliant l’état et l’observation ;
R matrice de covariance du bruit de mesure ;
Output:
xnew état mis à jour ;
Pnew covariance mise à jour ;
µ← z −H × xpred ;
S ← R +H × Ppred ×H ′ ;
B ← H × Ppred′ ;
K ← (S/B)′ ;
xnew ← xpred +K × µ ;
Pnew ← (I −K ×H)Ppred ;
return [xnew, Pnew]
Algorithm 2: Correction.
Dans les figures suivantes, la trajectoire du sujet est présentée en bleu, sa prédiction à
l’aide du filtre de Kalman en rouge et les k prédictions dans le futur pour chaque point de
la trajectoire en vert.
3.4. FILTRE DE KALMAN 29
Input:
nbStates le nombre de composantes des gaussiennes ;
Σ ensemble de covariances de chaque gaussienne ;
Q matrice de covariance du bruit de process ;
F matrice reliant deux états consécutifs ;
Output:
Xnew Ensemble des états prédits ;
Initialiser xnew et Pnew ;
for i← 1 to Longueur de la trajectoire do
[xpred, Ppred]← prediction(xnew, Pnew, nbStates,Σ, Q, F ) ;
[xnew, Pnew]← correction(xpred, Ppred, z,H,R) ;
Xnew(:, i)← xnew ;
end
return Xnew
Algorithm 3: Processus complet.
Nous remarquons d’après les figures suivantes, que pour chaque point, le robot prédit une
série de points dans le futur (prédictions en vert), et puis met à jour ces prédictions après
l’observation de la nouvelle donnée.
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Dans cette dernière partie, nous allons utiliser la trajectoire et les prédictions du mouve-
ment du maître (l’homme) (calculées dans la partie précédente), pour pouvoir planifier en
avance la trajectoire de l’esclave (le robot) à l’aide d’un mappage créé avec le N4SID.
Le N4SID (Numerical algorithms for Subspace State Space System IDentification) est une
méthode d’identification d’un système de sous-espace, il sert donc à estimer le système
d’état.
Dans un premier temps, deux personnes (un maître et un esclave) ont été enregistré effec-
tuant un mouvement collaboratif. Grâce à ces données, le N4SID a été utilisé pour nous
renvoyer l’état initial estimé et un modèle d’espace-état d’ordre 2 composé de matrices
décrivant le système
 x˙(t)=Ax(t) +Bu(t) +Ke(t)y(t)= Cx(t) +Du(t) + e(t)
A, B, C, et D sont des matrices d’espace-état. K est la matrice de perturbation. u(t) est
l’entrée, y(t) est la sortie x(t) est le vecteur d’états d’ordre n et e(t) est la perturbation
[27] .
Ensuite, les prédictions qui ont été calculées pour la trajectoire du maître sont utilisées
comme entrée dans le N4SID pour nous renvoyer la trajectoire de l’esclave avec k prédic-
tions dans le temps. En d’autres termes, connaissant la trajectoire et les prédictions du
maître, un mappage a été fait grâce au N4SID pour avoir le mouvement et les prédictions
de l’esclave. Ces données seront très utiles, car pour chaque intervalle de temps, une tra-
jectoire probabiliste est nécessaire pour que le robot puisse planifier en avance sa propre
trajectoire. La trajectoire du robot sera mise à jour à chaque instant t en fonction des
observations des données de l’homme et des prédictions.
Les résultats sont présentées sur les figures 4.1 et 4.2 suivantes.
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Figure 4.1 Le mappage de la trajectoire complète.
Figure 4.2 Un zoom sur une zone de la trajectoire après le mappage.
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Figure 4.3 Le processus utilisé pour déduire la trajectoire et les prédictions de
l’esclave.
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CHAPITRE 5
CONCLUSION
Le robot est en train de prendre une place très importante au sein de la société. Ce
mémoire a présenté une nouvelle approche d’estimation et de prédiction de la trajectoire
de l’homme pour un certain nombre de pas dans une tâche coopérative avec un robot.
L’approche est basée sur le modèle de mélange gaussiennes et le filtre de Kalman pour
calculer les paramètres de mouvement d’une tâche quelconque. Les paramètres des GMMs
ont été calculés à partir des données de formation de plusieurs essais d’une même tâche.
Cette méthode a montré des performances élevées tout en étant simple dans sa mise en
œuvre avec de faibles temps de calcul (la simulation dure quelques secondes). L’algorithme
est évalué sur de nombreuses trajectoires d’essai. Il est capable de prédire la trajectoire
avec une prédiction de 1 seconde.
Les futures études seront nécessaires pour envisager d’autres variables telles que l’accéléra-
tion et la vitesse pour plus de précision et de robustesse. Nous sommes de même intéressés
à étendre notre travail pour gérer plusieurs tâches de forme libre qui sont contextualisées
à l’environnement du robot, et de pouvoir planifier la trajectoire du robot en réalité en
utilisant cette méthode. Il est donc nécessaire de trouver de nouvelles méthodes facilitant
les interactions homme-robot.
Cette recherche a été soutenue par le CRSNG (Conseil de recherches en sciences naturelles
et en génie du Canada).
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