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Abstract
A major challenge in many modern superresolution fluorescence microscopy techniques
at the nanoscale lies in the correct alignment of long sequences of sparse but spatially and
temporally highly resolved images. This is caused by the temporal drift of the protein struc-
ture, e.g. due to temporal thermal inhomogeneity of the object of interest or its supporting
area during the observation process. We develop a simple semiparametric model for drift
correction in SMS microscopy. Then we propose an M-estimator for the drift and show its
asymptotic normality. This is used to correct the final image and it is shown that this purely
statistical method is competitive with state of the art calibration techniques which require
to incorporate fiducial markers into the specimen. Moreover, a simple bootstrap algorithm
allows to quantify the precision of the drift estimate and its effect on the final image esti-
mation. We argue that purely statistical drift correction is even more robust than fiducial
tracking rendering the latter superfluous in many applications. The practicability of our
method is demonstrated by a simulation study and by an SMS application. This serves as a
prototype for many other typical imaging techniques where sparse observations with highly
temporal resolution are blurred by motion of the object to be reconstructed.
Key words and phrases: drift estimation, image registration, semiparametrics, M-estimation,
nanoscale fluorescence microscopy, super resolution microscopy, asymptotic normality, sparsity,
registration
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1 Introduction
Optical fluorescence imaging is an important tool in the life sciences for studying biological
molecules at subcellular level. Until 20 years ago the Abbe´ diffraction barrier stood for more
than hundred years as a physical limitation of spatial resolution for any kind of light microscopy.
This amounts to a resolution level of about 250 nm (approx. half the wave length of visible light)
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in lateral and 500 nm in axial direction. The diffraction barrier is attributable to the fact that two
features that are closer than the resolution level cannot be distinguished in a light micrograph
because they merge into one another. Meanwhile, this barrier has been overcome by imaging
features that are within such a diffraction limited area not simultaneously but consecutively by
changing their ability to generate contrast in time [35]. In the case of fluorescence microscopy,
this means changing the fluorophore’s ability to send out a fluorescence photon or to change
the properties of the emitted fluorescence photon, e.g. its color. This switching has been
implemented by several techniques [33, 6, 52, 37] which has initiated a revolution in cell imaging.
Nowadays, biological molecules can even be viewed “at work” at a resolution level down to 10
– 20 nm which gives entirely new insights into the signalling and transport processes within
cells (see e.g. [61, 5, 42, 40], to mention a few). State of the art nanoscale microscopy can
be roughly divided into two distinct categories: In the targeted mode (ensemble based), the
fluorophores (markers) are switched at a known (precisely defined) coordinate, whereas in the
stochastic mode, the fluorophores are switched at random (initially unknown) locations. The
first includes techniques such as stimulated emission depletion (STED) [36, 43, 54], saturated
patterned excitation microscopy (SPEM) [32] or saturated structured illumination microscopy
(SSIM) [29], and reversible saturable optical fluorescence transitions (RESOLFT) [38, 33]. Due
to the direct targeting the acquisition time of these techniques is usually relatively short and
the sample drift is not a major source of blurring.
In contrast, in its stochastic switching (or single marker switching, SMS) mode, fluorescence
microscopy is performed by illuminating the whole sample but with a low switching light inten-
sity, assuring that with high probability only a few (random) markers are in their fluorescent
state at any time. These techniques are being developed rapidly during the last years and they
include stochastic optical reconstruction microscopy (STORM) [52, 39], photoactivated localiza-
tion microscopy (PALM) [6], fluorescence photoactivation localization microscopy (FPALM) [37],
and PALM with independently running acquisition (PALMIRA) [26, 19] and [34] for a survey.
Given the fact that in SMS microscopy a sufficient number of marker molecules has to be
imaged in order to generate a representative view of the sample, SMS experiments provide a
huge number (e.g. in the range of several tens of thousands) of highly time resolved images
(frames), each of which contains very little but sparse information. In this setting, methods
have recently been developed which make explicit use of this sparseness for image reconstruction,
e.g. using a sparsity enforcing penalty or prior, see [4, 15, 39, 65, 50, 30]. The unknown marker
positions are usually determined by calculating the centroid of their observed diffraction patterns
which renders more sophisticated deconvolution methods unnecessary. Obviously, this physically
enforces spatial sparseness and the localization accuracy can be
√
N times better than the initial
resolution of the microscope, where N is the average number of detected photons within the
individual diffraction patterns [57]. The markers localized within each frame are then registered
in highly time and space resolved position histograms (see Figure 1), the overlay of which
represents the final SMS-image.
A major motivation for this paper is, however, that the measurement process in SMS mi-
croscopy typically takes several minutes. Hence, the image is blurred if the object drifts over
significant distances during this time. This drift may be caused by temperature variations (ther-
mal drift) during the measurement process and external systematic movements of the optical
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device (mechanical drift). As can be seen in Figure 2 (left upper display) this drift is the major
source of blurring. The issue of correcting for the, per se unknown, motion of the object in
the sparse position histograms is well known and it is therefore current practice to incorporate
fiducial markers (e.g. bright fluorescent microspheres) into the sample in order to register sub-
sequent frames. This is technically demanding and expensive. Often the fiducials also outshine
relevant parts of the image, hence it would be an important achievement to develop methods
which allow to estimate the drift of the sample without incorporation of fiducials into the sample.
A first attempt has been made in [25], who suggested a heuristic correlation method to align
subsequent frames properly (see [17] for a recent survey on this issue). In this paper we will
treat this problem in a statistically rigorous way. We argue that a parametric model for the drift
function is often appropriate and we suggest an M-estimator for it. See the right hand side of
Figure 2 for the image of the recordings of a β-tubulin network (network I) within a mammalian
cell, which was obtained after drift correction with our M-estimator, to be developed in section
2. We will show the asymptotic normality of this estimator as the acquisition time increases,
and we argue that this is the “right asymptotics” in SMS microscopy due to relatively long
acquisition times which inherently come along with this technique. From this asymptotics we
obtain simple bootstrap confidence bands for the drift function and finally improved estimates
of the image together with a measure to access the statistical uncertainty of the aligned images.
We stress that our asymptotics is substantially different to that underlying many other image
alignment and registration methods where at each time step data from the full image is observed
and hence asymptotics concerns the number of pixels tending to infinity.
Finally, our method is compared in real world applications from SMS microscopy with cali-
bration using a fiducial marker. We show that our method is at least as competitive revealing
the incorporation of fiducials as not necessary in the analysis and processing of SMS images.
Figure 1: Superimposed position histograms derived from the first (left) and last (right) 20 frames
of an SMS experiment. The sample (network I) is a fixed Vero-cell Abberior Cage 552-labelled
β-tubulin network. The superimposed position histograms of all 40,000 frames of the experiment
and a reconstruction derived from them are shown in Figure 2.
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A simple drift model for SMS microscopy. The data acquisition process in SMS mi-
croscopy is a two step process (on-switching of marker molecules and subsequent read-out of
their fluorescent signal) and we refer for details to [6, 25, 35, 37]. However, as the data repre-
sents single photon counts recorded with an array of photodetectors, a spatial (thinned) Poisson
process (possibly corrupted by some background noise) with unknown intensity follows from
the independence assumption of photon emittance of different markers. The unknown intensity
λ of the Poisson process is linked to the unknown marker density f , say, by a convolution K
which is determined by the optical system, λ = K ∗ f . In ensemble based microscopy the focal
spot is scanned through the sample. This requires an additional deconvolution step which can
be helpful to obtain improved resolution (see [59, 56, 48, 13, 2, 64, 23, 8] for several Poisson
deconvolution methods). In contrast, in SMS microscopy as considered in this paper, the center
of each spot already serves as a very accurate location estimate of the marker molecule because
of the enforced sparsity (see [3]). Therefore, we adopt current practice, and a sophisticated
deconvolution step is not required.
As you may draw from Figure 2, indeed the major source of blurring in SMS microscopy
comes from sample drift, rather than from optical blurring as the technique is designed to be
physically sparse.
Figure 2: Left column: SMS acquisition of the Abberior Cage 552-labelled β-tubulin network I
in a fixed Vero-cell. Top left: drift blurred position histogram. Top right: reconstructed position
histogram under a linear-quadratic drift model. Bottom left: detailed view inside the white box
above. Bottom right: reconstructed detail after drift correction.
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The second simplification is motivated from the fact, that since the number of photon counts
in SMS experiments is usually quite high we restrict to use a (heteroscedastic) Gaussian model as
an approximation to the Poisson model for large intensity f in the following. We nevertheless did
some simulations for a Poisson model warranting that approximation appropriate (see Section
3). Hence, an approximate model for the above SMS scenario is thus given by (possibly after
an offset correction)
Zj,t = f
(
xj,t − δt
)
+ σ˜j,tj,t, j,t
i.i.d.∼ N (0, 1), (1)
with noise levels σ˜j,t > 0. Here, for each time point t ∈ T′ :=
{
0, 1T ′ ,
2
T ′ , . . . ,
T ′−1
T ′
}
(T ′ > 0 is the
total number of frames) one observes Zj,t at (relatively few) locations xj,t which are assumed
to be randomly selected from an equidistant grid of size n = N2 of equally spaced pixels in the
unit square [0, 1]2 (the image domain), j ∈ Jt ⊆ {1, . . . , n}, nt := #Jt. The underlying unknown
true marker intensity f which is assumed to be square integrable is shifted by an unknown drift
function δt and has to be estimated together with δt. The variances σ˜
2
j,t model spatial and
temporal inhomogeneities and are unknown, in general. In particular, in a pure Poisson model
they would equal the signal f itself. As elaborated before, in the low energy stochastic switching
scenario we assume that only very few (i.e. nt is small) and sufficiently distant pixel locations
are selected by the switch-on process. In consequence, the errors j,t (t ∈ T′, j ∈ Jt) can be
assumed to be independently distributed for different time points t1, t2 ∈ T′, t1 6= t2, even if
the affiliated pixel locations xj,t1 , xj,t2 are identical. Actually, in model (1) f(xj,t − δt) has to
be rescaled with the relative amount of total intensity at time t, i.e. multiplied by nt/
∑
s∈T ns,
because the intensity of the images scales with nt. This will be suppressed in the following,
however, as any estimate of f(xj,t) can be rescaled with this (observable) number. We will see
(Assumption 2.12) that our method does not require any assumption on Jt or nt (besides of
nt ≥ 1, which is always true for SMS microscopy as the sampling rate is never chosen below).
Therefore, our results and conditions will be stated for fixed and arbitrary values nt. Note
that for SMS microscopy nt and Jt are strictly speaking random and their exact distributions
will depend on the fluorophore characteristics. Then, however, Assumption 2.12 and our main
Theorems 2.13, 2.14 hold analogously for this situation, e.g. when the convergence in (11) is now
a.s., which can be derived from the strong law of large numbers for non-identically distributed
random variables.
In contrast to the usual asymptotics in imaging, where the pixel number n tends to infinity
as the discretization level increases, we have to consider here the novel scenario where the total
pixel number is fixed while the number of time frames T ′ tends to infinity. In SMS nanoscopy, T ′
typically ranges from 10,000 to 40,000, corresponding to a time resolution of several milliseconds.
The Fourier drift model. For the unknown image and its drift we propose a Fourier type
cutoff-estimator. Therefore, in the following it is convenient to rewrite (1) in terms of the
spectral observations, i.e. the discrete two-dimensional Fourier transform at every time point
t ∈ T
Y tk :=
1
nt
∑
j∈Jt
Zj,te
−2pii〈k,xj,t〉 = f δt,tk +W
t
k, k ∈ Z2 (2)
5
with suitable independent complex normal variables W tk and f
δt,t
k the Fourier coefficients of
f δt(x) = f(x− δt). This allows to exploit the two-dimensional shift property
f δt,tk =
1
nt
∑
j∈Jt
e−2pii〈k,xj,t〉f(xj,t − δt) = e−2pii〈k,δt〉f tk, f tk :=
1
nt
∑
j∈Jt
f(zj,t)e
−2pii〈k,zj,t〉, (3)
with zj,t ≡ xj,t − δt mod [0, 1]2.
A common proceeding in SMS microscopy (and in other imaging techniques) is binning (i.e.
adding up) subsequent frames. As the total acquisition time is rather long (T ′ ≥ 10,000), it is
then reasonable to assume that we observe a big enough part of the image so that the averages
over T ′ of the Fourier coefficients f tk are good approximations to the fk =
∫
[0,1]2 f(x)e
−2pii〈k,x〉dx.
This leads typically to T ∈ {20, . . . , 2000} binned frames, depending on the bin width driven
by the particular application. In our data application (see Figure 2 and Section 4), we used
T = 2000. Therefore, in the following, we consider binned frames only. Note that binning leaves
model (1) qualitatively unchanged. In the following, we write T and T instead of T ′ and T′,
respectively, and we will denote the binned values again with Zj,t in (1) and so on.
Assuming this, the model (2) simplifies to the following model underlying all of the theoretical
considerations of this paper. Because the nt are fixed and observable, we rewrite σj,t = σ˜j,t/
√
nt.
Definition 1.1. For a [0, 1]2-periodic image f the Fourier drift model of SMS microscopy is
given by
Y tk = e
−2pii〈k,δt〉fk + W tk, k ∈ Z2, t ∈ T (4)
with independent complex normals
W tk =
1√
nt
∑
j∈Jt
e−2pii〈k,xj,t〉σj,tj,t, σj,t > 0 (5)
where we assume that j,t
i.i.d.∼ N (0, 1). Then, the real and imaginary parts of W tk are inde-
pendently normally distributed with zero mean and W tk is independent of W
t′
k′ unless t = t
′ and
k = k′.
Relation to the literature. The asymptotics considered in section 2 requires rather involved
computations and notably, they are different from various approaches and asymptotics in the
literature. Note that nt in model (1) is typically small in our setting (as it is the core in SMS
microscopy) and does not tend to infinity. Hence, our approach is different from time dynamic
imaging [22, 41, 49, 16, 1, 21, 12, 60, 44] where in each time step a (rather) complete sample of
the entire image has to be recorded. This is in strict contrast to SMS microscopy which provides
only a few markers in each time frame. Therefore, this situation is also different from [24] as well
as from [9] although we borrow the idea of a Procrustes type estimator based on minimizing a
suitable contrast functional, cf. [28]. While the two afore mentioned recent references consider
a finite number of images perturbed by Gaussian noise, each of which comes with an individual
unknown similarity transform constant over time (more specifically, translated to our setup,
[24] consider one-dimensional images each subject to a one-dimensional translation whereas [9]
consider two-dimensional images each subject to a two-dimensional similarity transformation),
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they show that the transformations of interest can be consistently estimated with asymptotic
normality when the number of pixel observations n tends to infinity corresponding to an in-
creasing signal-to-noise ratio for each image. Motivated by SMS microscopy, in our work, we
have to swap the asymptotics as the time T goes to infinity and, while not considering the full
similarity group, we additionally allow for a time dependent drift. Since we consider drifts only,
in contrast to [9], our method readily extends to higher dimensions, e.g. to three-dimensional
images given by voxel locations.
We note that the shift property of the Fourier transform which has motivated our approach
is crucial in many related methods based on FFT [51, 9].
At this point we conclude the methodological part of the introduction by noting that our
work goes far beyond SMS microscopy and can be potentially used for other purposes, such as
noisy object or particle tracking, when only small parts of the object are registered at each time
step as it is the case for heavily undersampled magnetic resonance imaging [44]. Extensions
to nonparametric drifts are possible and will be the topic of subsequent research. Finally, in a
sense our work is complementary to the issue of testing in fluorescence microscopy whether a
protein structure has significantly changed in time as in [10].
This paper is organized as follows. In Section 2 we present our main theoretical results.
In particular, in Section 2.1 we provide for the main assumptions on the model, propose an
estimator for the parameter of the drift model in Section 2.2 and derive consistency and asymp-
totic normality in Section 2.3 under mild assumptions. In Section 3 we illustrate the proposed
method in a simulation study. Finally, we apply our method to SMS nanoscopy data in Section
4 and give a detailed discussion of the results including bootstrapping of confidence regions in
Section 5. Most of the proofs are deferred to the Appendix.
Software. An accompanying software package R ImageDrift can be found at
www.stochastik.math.uni-goettingen.de/R ImageDrift.
2 Drift Estimation in a Sequence of Sparse Images: Theory
2.1 Basic Assumptions for the Fourier Drift Model
In view of the Fourier methods employed we identify the two-dimensional image domain [0, 1]2 ⊂
R2 with the complex unit square D := {z ∈ C : 0 ≤ Re(z), Im(z) ≤ 1} ⊂ C. For a point x ∈ R2
we have the real coordinates (x)1, (x)2 and identify
(
(x)1, (x)2
)
with z = (x)1 + i(x)2.
For a complex vector z ∈ Ck, Re(z) and Im(z) ∈ Rk denote the corresponding real and
imaginary parts and |z| denotes the absolute value of z or equivalently the Euclidean norm of
R2k. For k = (k1, k2) ∈ Z2 we set |k| := max(|k1|, |k2|).
For a point x ∈ Rd, d ∈ N, ‖x‖ denotes the Euclidean norm whereas ‖f‖2 denotes the usual
norm of f ∈ L2(D).
Assumption 2.1. For the drift function δt : [0, 1]→ D, t 7→ δt we assume a parametric model
δt = δ
ϑ
t , ϑ ∈ Θ
7
with Θ ⊆ Rd being a compact subset. Compactness is assumed for technical reasons. We
mention that this can be relaxed with some additional effort. The parameter ϑ0 ∈ Θ of the true
shift t 7→ δϑ0t is unknown. In order to avoid boundary effects, we assume that f is supported
on a compact subset D ⊂ (0, 1)2 and that ∪ϑ∈Θ,t∈[0,1]suppf(· − δϑt ) ⊂ D. Moreover, in order to
apply the estimation method below based on Fourier transforms, we assume that f is extended
1-periodically into the two spatial directions. Also, we assume that f has no period length strictly
smaller than 1.
Example 2.2. Clearly, the choice of the parametric drift model is crucial for the model (4). As
a prime example we consider the linear drift model:
δϑt = δ
(α,β)
t = αt+ β
with ϑ = (α, β) ∈ Θ ⊂ R2×R2. This can easily be extended to a polynomial drift model of degree
d:
δϑt = δ
(α1,...,αd,β)
t = β + α1t+ · · ·+ αdtd
with ϑ = (α1, . . . , αd, β) ∈ R2d+2. In the SMS data presented in Section 4 the linear, quadratic
and cubic models (d ∈ {1, 2, 3}) will be applied.
It is easy to see that the drift models as defined above are not identifiable per se, since the
intercept β can either be made explicit or absorbed into the function f . Because at the initial
time t = 0 we do not expect any drift we may assume δ0(ϑ) ≡ 0. For the drift models proposed
this results in the standard restriction β = 0. In general, we require the identifiability of ϑ from
the parametrized drift δϑt , i.e. δ
ϑ
t = δ
ϑ0
t for all t implies ϑ = ϑ0. Moreover, recall that we exclude
that f be periodic with period length < 1, for otherwise δt were only well defined modulo the
period length.
2.2 A Fourier Based M-Estimator
Recall the Fourier drift model (4) with independent complex Gaussian noise W tk as in (5). Note
that
1
T
∑
t∈T
e2pii〈k,δϑt 〉Y tk = fk +
1
T
∑
t∈T
e2pii〈k,δϑt 〉W tk
converges a.s. to fk for T → ∞, since the last term on the r.h.s. is the mean of independent
centered Gaussian random variables which, under mild assumptions, vanishes asymptotically
due to Kolmogorov’s law of large numbers (see e.g. [55, Theorem 2.3.10]). Motivated by this
observation (cf. [24] for the case of a fixed T and n = nt →∞) we define the empirical contrast
functional
MT (ϑ) :=
1
T
∑
|k|<ξT
∑
t∈T
∣∣∣∣∣e2pii〈k,δϑt 〉 Y tk − 1T ∑
t′∈T
e2pii〈k,δϑt′〉 Y t′k
∣∣∣∣∣
2
. (6)
The threshold condition |k| < ξT with ξT > 0 suitably chosen will ensure convergence of the
right hand side of (6). Our first result provides for a suitable choice of ξT . We note that more
subtly than thresholding, one could follow [24] who sum over all Z2 and use suitable spectral
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weight functions ωT (k, t). Introducing the abbreviation
hk(δ
ϑ
t ) := e
2pii〈k,δϑt 〉
rewrite
MT (ϑ) =
∑
|k|<ξT
 1
T
∑
t∈T
∣∣∣hk(δϑt )Y tk ∣∣∣2 −
∣∣∣∣∣ 1T ∑
t′∈T
hk(δ
ϑ
t′)Y
t′
k
∣∣∣∣∣
2
 = M0T + M˜T (ϑ)
with
M0T :=
∑
|k|<ξT
1
T
∑
t
∣∣Y tk ∣∣2 , M˜T (ϑ) := − ∑
|k|<ξT
∣∣∣∣∣ 1T ∑
t
hk(δ
ϑ
t )Y
t
k
∣∣∣∣∣
2
, (7)
where M0T does not depend on ϑ. Similarly, we have the population contrast functional
M(ϑ) :=
∑
k∈Z2
∫ 1
0
∣∣∣∣hk(δϑt − δϑ0t ) fk − ∫ 1
0
hk(δ
ϑ
t′ − δϑ0t′ ) fkdt′
∣∣∣∣2 dt
=
∑
k∈Z2
|fk|2
(
1−
∣∣∣∣∫ 1
0
hk(δ
ϑ
t − δϑ0t ) dt
∣∣∣∣2
)
= M0 + M˜(ϑ)
with
M0 :=
∑
k∈Z2
|fk|2 , M˜(ϑ) := −
∑
k∈Z2
|fk|2
∣∣∣∣∫ 1
0
hk(δ
ϑ
t − δϑ0t ) dt
∣∣∣∣2 (8)
where M0 is a constant in ϑ. Note that while the population contrast involves the unknown true
image f and true parameter ϑ0, the empirical contrast only involves the data and the model.
This gives rise to the following estimator.
Definition 2.3. For given T > 0 and choice of ξT > 0 define an estimator for the parameter of
the drift function by
ϑˆT ∈ arg min
ϑ∈Θ
MT (ϑ)
and the corresponding estimator for the image f as
fˆT (x) :=
∑
|k|<ξT
1
T
∑
t∈T
hk(δ
ϑˆT
t )Y
t
k e
2pii〈k,x〉 .
Obviously, the proposed estimator is closely related to the concept of M-estimators. To
derive the asymptotics below, we will equivalently maximize −M˜T (ϑ) as well as −M˜(ϑ) since
their difference is constant in ϑ.
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2.3 Main Results
Recall the definition of a Sobolev space of order ρ > 0, e.g. [20, p.245].
Hρ([0, 1]2) :=
f ∈ L1([0, 1]2) : ∑
k∈Z2
(1 + |k|2)ρ|fk|2 <∞
 .
Additionally to Assumptions 2.1 on image and drift we require the following assumptions
for consistency of the estimator ϑˆT .
The following assumption that there be combinations of indices which are relatively coprime
with non-vanishing Fourier coefficients allows to deduce uniqueness of the minimizer in (8).
Assumption 2.4. Let f ∈ H1([0, 1]2) and suppose there exist some k1, k2, k′1, k′2, k′′1 , k′′2 , k′′′1 , k′′′2 ∈
Z such that k1k′2 − k2k′1 as well as k′′1k′′′2 − k′′2k′′′1 are non-zero, have no common divisors and
|fk| 6= 0 for all k ∈ {(k1, k2), (k′1, k′2), (k′′1 , k′′2), (k′′′1 , k′′′2 )}.
Remarks 2.5.
1. We need the property f ∈ H1([0, 1]2) for the asymptotic normality of the estimator ϑˆT . For
the consistency of ϑˆT it is sufficient to have f ∈ H1/2([0, 1]2), if we additionally assume
supk∈Z2 |fk| |k| <∞.
2. Every f ∈ H1([0, 1]2) satisfies supk∈Z2 |fk| |k| <∞ since
∞ >
∑
k∈Z2
|fk|2 (1 + |k|2) ≥ sup
k∈Z2
|fk|2 |k|2 =
(
sup
k∈Z2
|fk| |k|
)2
.
Assumption 2.6. The map
Θ→ L1([0, 1], [0, 1]2), ϑ 7→ δϑt =
(
(δϑt )1, (δ
ϑ
t )2
)
is injective and continuous w.r.t. the norm |δϑt | =
∣∣(δϑt )1∣∣+∣∣(δϑt )2∣∣. Moreover for each ϑ the drift
δϑt as a function in t is continuous at t = 0 and of bounded total variation in both components
with bound TV
(
(δϑt )1
)
+TV
(
(δϑt )2
)
< C for some constant C > 0 uniformly in ϑ, where TV (h)
denotes the total variation norm of a real valued function h : [0, 1]→ R.
Assumption 2.7. There is a constant σmax ∈ (0,∞) s.t. σj,t ≤ σmax for all t ∈ T, j ∈ Jt.
Assumption 2.8. The drift function δt is locally a uniformly Lipschitz function, i.e. for ϑ in
a neighborhood of ϑ0 there is a constant L > 0, such that
sup
t∈[0,1]
|δϑt − δϑ0t | ≤ L‖ϑ− ϑ0‖.
Theorem 2.9. Suppose that Assumptions 2.1, 2.4, 2.6 and 2.7 hold. If we choose ξT such that
ξT
T→∞−→ ∞ and ξT = o(
√
T ) then the drift estimator ϑˆT from Definition 2.3 is consistent, i.e.
ϑˆT
T→∞−→ ϑ0 a.s. (9)
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If additionally Assumption 2.8 holds, then also∥∥∥fˆT − f∥∥∥
2
T→∞−→ 0 in probability, and if ξT = o(T 1/4) then
∥∥∥fˆT − f∥∥∥
2
T→∞−→ 0 a.s. (10)
The proof of this theorem is deferred to the Appendix.
Remark 2.10. (Choice of ξT ). The finite sample behaviour of our estimator depends on the
choice of ξT , which should be large enough to capture all important features of the image f ,
but not too large in order to filter out the noise. Theorem 2.9 suggests o(
√
ξT ). We found
numerically that thresholds in a relatively large range performed equally well. Therefore, we used
for simplicity ξT =
√
T in all our simulations (section 3) and obtained always good results. We
mention that comparable results were obtained for ξT ’s, ξT = c
√
T where c ∈ [0.2, 1] (simulations
not displayed) rendering the estimation process as quite robust w.r.t. to this parameter as long
as it is not chosen too small. In the ananlysis of SMS data (section 4), we have chosen ξT =
100 = 1/2
√
T ′.
In the following we show under twice differentiability of the drift asymptotic normality of
our estimator.
Assumption 2.11. Let f ∈ H1([0, 1]2) and assume that there exists a neighborhood U ⊂ Θ ⊂ Rd
of ϑ0 and some R > 0 such that ϑ 7→ δϑt is twice differentiable in U for all t ∈ [0, 1] such that
for r = 1, 2 ∥∥gradϑ((δϑt )r)∥∥, ∥∥Hessϑ((δϑt )r)∥∥ < R
and the second partial derivatives are continuous at ϑ0. Also assume that both components of
every partial derivative t 7→ ∂ϑjδϑt (1 ≤ j ≤ d), ϑ = (ϑ1, . . . , ϑd) are of bounded total variation
on [0, 1] at ϑ = ϑ0 (cf. Assumption 2.6).
Assumption 2.12. For all k ∈ Z2 define
(τ¯Tk )
2 :=
1
T
∑
t∈T
1
nt
∑
j∈Jt
σ2j,t cos(−2pi〈k, xj,t − δϑ0t 〉)2,
(ω¯Tk )
2 :=
1
T
∑
t∈T
1
nt
∑
j∈Jt
σ2j,t sin(−2pi〈k, xj,t − δϑ0t 〉)2.
We have (τ¯Tk )
2, (ω¯Tk )
2 > 0 and there are σ2A,k, σ
2
B,k > 0 such that
(τ¯Tk )
2 → σ2A,k, (ω¯Tk )2 → σ2B,k uniformly in k as T →∞. (11)
If Assumption 2.11 is satisfied the following matrices are well defined. Here gradϑ〈k, δϑ0t 〉
denotes the gradient evaluated at ϑ0 and grad
′
ϑ〈k, δϑ0t 〉 denotes its transpose.
Σ :=
∑
k∈Z2
|fk|2qk, Σ˜ :=
∑
k∈Z2
(
σ2A,k Re(fk)
2 + σ2B,k Im(fk)
2
)
qk,
where
qk :=
∫ 1
0
gradϑ〈k, δϑ0t 〉 grad′ϑ〈k, δϑ0t 〉 dt−
∫∫
[0,1]2
gradϑ〈k, δϑ0t 〉 grad′ϑ〈k, δϑ0t′ 〉 dt dt′.
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Note, that Σ˜ is positive definite iff Σ is, because
(
σ2A,k Re(fk)
2 + σ2B,k Im(fk)
2
) 6= 0 iff |fk|2 6= 0.
Theorem 2.13. Under Assumptions 2.11 and 2.12 with the notation from (7) as T, ξT → ∞
with ξT = o(T
1/4), we have that
(i)
√
T gradϑMT (ϑ0) tends asymptotically to a d-variate normally distributed random vector
with zero mean and covariance matrix 16pi2Σ˜.
(ii) HessM˜T (ϑ0)→ 8pi2Σ a.s.
The proof of this theorem is deferred to the Appendix.
Theorem 2.14. Under Assumptions 2.4, 2.6, 2.11 and 2.12 if ϑˆT→ϑ0 a.s. and ξT /T 1/4 → 0,
then
Σ
√
T (ϑˆT − ϑ0) D→ N
(
0,
1
4pi2
Σ˜
)
as T →∞
in distribution. In particular, if Σ is of full rank then
√
T (ϑˆT − ϑ0) D→ N
(
0,
1
4pi2
Σ−1Σ˜Σ−1
)
as T →∞. (12)
Proof. Under Assumption 2.11, standard expansion arguments from M-estimation can be used
as follows. Since MT (ϑ) is twice continuously differentiable for ϑ near ϑ0 and ϑˆT converges a.s.
to ϑ0, we have that
0 = gradϑMT (ϑˆT )
= gradϑMT (ϑ0) + HessϑMT (ϑ0)(ϑˆT − ϑ0) +
(
HessϑMT (ϑˆ
∗)− HessϑMT (ϑ0)
)
(ϑˆT − ϑ0)
where ϑˆ∗ lies between ϑ0 and ϑˆT . The continuity of the second derivatives gives that ϑˆT − ϑ0
and gradϑMT (ϑ0) are of the same asymptotic order since HessϑMT (ϑ0) → 8pi2Σ a.s. holds by
(ii) of Theorem 2.13. Hence
8pi2Σ(ϑˆT − ϑ0) = − gradϑMT (ϑ0) + oP (‖ϑˆT − ϑ0‖)
which in conjunction with (i) of Theorem 2.13, yields both asymptotic assertions.
Example 2.15 (Linear drift). For linear drift δϑt = ϑt, we have gradϑ〈k, δϑt 〉 = kt. Thus,
Σ =
1
12
∑
k∈Z2
|fk|2
(
k21 k1k2
k1k2 k
2
2
)
, det(Σ) =
1
144
∑
k,l∈Z2
|fk|2|fl|2(k21l22 − k1k2l1l2).
If det(Σ) 6= 0, i.e. Σ > 0 (which is the case iff f is not constant in any direction; see Lemma
7.2 in the Appendix), we can calculate Σ−1 and get (12) with
Σ−1 =
1
12 det(Σ)
∑
k∈Z2
|fk|2
(
k22 −k1k2
−k1k2 k21
)
,
Σ˜ =
1
12
∑
k∈Z2
(
σ2A,k Re(fk)
2 + σ2B,k Im(fk)
2
)( k21 k1k2
k1k2 k
2
2
)
.
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Remarks 2.16.
1. Although the estimate ϑˆT does not rely on knowledge of the local variances σ
2
j,t, they oc-
cur in the limiting variance of Theorem 2.13. To estimate the variance σ2 in case of
constant σ2j,t ≡ σ2 in (1) one can use simple difference based estimates (see [47] and the
references given there). Note that in the Poisson model underlying (1) an approximately
constant variance can be achieved by employing a variance stabilizing transformation, e.g.√
Zj,t + 1/4 (see e.g. [23, page 378] for a careful description). In the case of nonconstant
σ2j,t, sufficiently smooth and bounded away from zero, an estimator of these quantities can
be obtained in general from a nonparametric variance estimator (see [11] and the references
given therein). However, note that for the limiting variances σ2A,k, σ
2
B,k simpler estimators
can be employed, based on proper spatial differences along similar lines as in [18].
2. In particular, ϑˆT−ϑ0 has the parametric rate T−1/2 if ξT is chosen to be fixed, although the
nuisance parameter f (see Assumption 2.4) is infinite dimensional. This can be interpreted
in the sense that a finite number of Fourier coefficients are sufficient for detection of the
drift parameter, which reduces the problem to finite dimensions, a well known phenomenon
from semiparametric estimation [53, 7, 58]. It is a challenging problem to derive the
semiparametric efficient estimator for δt in model 1 and its asymptotic distribution. One
reason for the Fourier based approach adopted here is that a time shift simply results in
a multiplication in the Fourier domain (see (3)) which simplifies the statistical analysis.
However, we expect that our estimator will not be semiparametrically efficient, although
the
√
T rate of convergence appears to be optimal.
3 Simulations
To investigate the finite sample properties of the proposed method we conduct a simulation
study1 with images of size n = N2 pixels with N = 256. We opt for T ∈ {20, 50, 100} in order to
reduce computational time, as our implementation requires several minutes to compute ϑˆT on
a 256× 256 image for T = 1000, say. In order to make this simulations comparable to the data
in section 4 we choose drift parameters θ0 such that the total drift (i.e. the pixel shift between
the first an the last image) has comparable scale to the ones observed in our SMS data.
We consider the model (1) with four different drift types: linear, quadratic, and cubic drift,
as well as a piecewise linear drift with a jump at unknown time. Note that the drift with
jump violates the Lipschitz property in Assumption 2.8. To ensure that the multiplication
in the Fourier domain corresponds to an integer valued shift of pixels in the image domain
we consider rounded versions of the drift function δ˜t(ϑ)1 = bNδt(ϑ)1 + 0.5c/N and δ˜t(ϑ)2 =
bNδt(ϑ)2 + 0.5c/N .
We use the test image displayed in Figure 3, with image intensity f ranging from zero to
one (the average image intensity is about 0.045), and apply three error models.
We aim to apply our method to SMS microscopy and therefore, following the model (1),
introduce a randomness of the selected pixel locations at each time point, such that every
pixel of the original image contributes information exactly once. For every pixel location xj =
1An R-package providing the software for the simulations as well as the application to SMS data is available
at www.stochastik.math.uni-goettingen.de/R ImageDrift.
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Figure 3: Test image f with grey scale values (rescaled to the unit interval), represented by
colours ranging from black (0) over red and yellow to white (1).
(
(xj)1, (xj)2), j ∈ {1, . . . , N2}, we randomly select a time point tj via the uniform distribution
on T = {0, 1/T, . . . , (T −1)/T} (such that the tj are independent). Then we observe the (noisy)
value f(xj) at time t and location xj + δ˜t(ϑ0) if and only if t = tj , otherwise we observe nothing
(i.e. the value 0) at that time and pixel location. Note that T is defined in such a way that the
whole time interval is always [0, 1], i.e. if T = 100, the time between two subsequent frames is
exactly half as long as if T were only 50.
First, a Gaussian error model (see (1))
Zj,t := Z
(
(xj)1 + δ˜t(ϑ0)1, (xj)2 + δ˜t(ϑ0)2
)
:=
f(xj) + σj,t if t = tj ,0 if t 6= tj
with σ > 0 and i.i.d. standard normal random variables j,t.
Secondly, in order to illustrate robustness of our estimation method against outliers, we
assume that the j,t are i.i.d. t-distributed with 2 degrees of freedom.
Finally, we simulate a Poisson error model, where the Zj,t are mutually independent and
(given that t = tj) Poisson distributed with intensity f(xj). As mentioned in Remark 2.16.1,
we use a variance stabilizing transformation
√
Zj,t + 1/4. We minimize the discretized version
of the contrast functional (6) and use fast Fourier transform (FFT) which can be performed
in O(N2 · 2 log(N)) steps. The unique minimizer (cf. Step I of the proof of Theorem 2.9
which is detailed in the Appendix) is evaluated by a standard Nelder-Mead-type algorithm
as implemented in the statistical software R. We specify the parameters as follows: σ = 0.1
(Gaussian and t2-distributed errors), ξT =
√
T . As start value for the minimization algorithm
we choose 0 ∈ Rd, where d is the dimension of the drift parameter ϑ0.
Polynomial drift models have been described in Example 2.2. In the linear drift model we
have δt(ϑ) = ϑt. For the x1-direction we choose ϑ1 = 50/256, in x2-direction ϑ2 = 30/256,
i.e. the image is shifted by 50 pixels in x1-direction and by 30 pixels in x2-direction over the
14
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Figure 4: The first row shows the superimposed images of sequences of T = 20 noisy images
subject to cubic drift (from left to right: Gaussian noise, Student-t2 noise, Poisson model). The
true drift curve of a single pixel is shown as a white curve segment on top of which we plot
the estimated drift in blue. The true and the estimated parameters are reported in Table 1.
Third row: The same with T = 50 noisy shifted images. The second and fourth rows show the
correspondingly reconstructed images.
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Figure 5: The first row shows the superimposed images of sequences of T = 20 noisy images
subject to a piecewise linear drift with jump (from left to right: Gaussian noise, Student-t2 noise,
Poisson model). The true drift curve of a single pixel is shown as a white curve segment on top
of which we plot the estimated drift in blue. The true and the estimated parameters are reported
in Table 1. Third row: The same with T = 50 noisy shifted images. The second and fourth rows
show the correspondingly reconstructed images.
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time interval [0, 1] which, for T = 20, translates to velocities of 2.5 and 1.5 pixels per frame,
respectively, and so on.
In the quadratic drift model we set δt(ϑ) = (ϑ11, ϑ21)
′t+ (ϑ12, ϑ22)′t2. For the x1-direction
we choose (ϑ11, ϑ12) = (50/256, 10/256), in x2-direction (ϑ21, ϑ22) = (0, 20/256).
Similarly we employ the cubic drift model δt(ϑ) = (ϑ11, ϑ21)t+(ϑ12, ϑ22)t
2+(ϑ13, ϑ23)t
3. For
the x1-direction we choose (ϑ11, ϑ12, ϑ13) = (50/256, 0, 10/256), in x2-direction (ϑ21, ϑ22, ϑ23) =
(0, 10/256, 50/256).
The results of one estimate are reported in Table 1, the averages of 100 simulations in Table
2. As recorded in Table 3, with increasing degree of the polynomials, the mean squared error
increases. Still for the cubic drift model, visual inspection of the estimated images in Figure 4
exhibits good reconstruction quality.
To evaluate our drift correction we use a version of the motion blur measure m2 proposed in
[63] which is based on the work of [14]. It is defined as
m2 := log
(
J(ϕmax)
J(ϕmin)
)
. (13)
Here, J(ϕ) :=
∑N2
j=1
(
∆I
(
(xj)1, (xj)2
)
ϕ
)2
is the average squared directional derivative of an
image I in direction
(
cos(ϕ), sin(ϕ)
)′
, ϕ ∈ [0, 2pi), ϕmin is the motion direction, and ϕmax is
the direction perpendicular to ϕmin. Note, that J(ϕ) = 0 iff I is constant in direction ϕ. An
advantage of m2 is that it does not depend on the scale of the image. In [14], ϕmin is selected
as a minimizer of the functional J . The idea is that the image is blurred in the direction of
the motion and thus the image intensity f changes little in this direction (on average), while it
varies much more in the perpendicular direction. The minimizer is obtained as follows:
Rewrite J(ϕ) =
(
cos(ϕ), sin(ϕ)
)
D
(
cos(ϕ), sin(ϕ)
)′
, where
D =
(
d11 d12
d12 d22
)
, drs :=
N2∑
j=1
∂I
∂(x)r
(
(xj)1, (xj)2
) · ∂I
∂(x)s
(
(xs)j , (xj)2
)
.
Then, J(ϕ) = d11 +d12 sin(2ϕ)+(d22−d11)
(
sin(ϕ)
)2
. We get the minimum value of J by setting
dJ(ϕ)/dϕ = d12 cos(2ϕ) + (d22 − d11) sin(2ϕ) = 0, which yields ϕ = ϕm + (rpi)/2, r ∈ Z, with
ϕm = arctan
(
2d12/(d11 − d22)
)
/2. The motion direction is then determined by
ϕmin :=
ϕm if J(ϕm) ≤ J(ϕm + pi/2),ϕm + pi/2 if J(ϕm) > J(ϕm + pi/2).
The J(ϕmax) also keeps the blur measure value low in the case of an image that is (almost)
constant over wide areas (where the directional derivative is small in any direction). Since we
already know the true drift δt(ϑ), we choose the average drift direction
∫ 1
0 ∂δt(ϑ)/∂t dt = δ1(ϑ)
as the motion direction (after normalization). Hence, in our context (where I is either fˆT or the
superimposed image, see Table 4) we get the motion blur measure
m˜2 := log
(∑N2
j=1
〈
gradxI
(
(xj)1, (xj)2
)
,Rotpi/2δ1(ϑ)/||δ1(ϑ)||2
〉2∑N2
j=1
〈
gradxI
(
(xj)1, (xj)2
)
, δ1(ϑ)/||δ1(ϑ)||2
〉2
)
, (14)
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where || · ||2 is the Euclidean norm and
Rotpi/2 :=
(
cos(pi/2) − sin(pi/2)
sin(pi/2) cos(pi/2)
)
is the rotation through pi/2. We calculated an approximation of gradxI as follows (see e.g. [27]).
Let I be a pixel image of size M × N . For every pixel location (i, j), i ∈ {1, . . . ,M},
j ∈ {1, . . . , N}, the gradient of I is defined as ∇I(i, j) := (Gx(i, j), Gy(i, j))′ with
Gx(i, j) :=
1∑
i′,j′=−1
Sx(i
′+2, j′+2)I(i+i′, j+j′), Gy(i, j) :=
1∑
i′,j′=−1
Sy(i
′+2, j′+2)I(i+i′, j+j′),
where we extend the image periodically, i.e. I(0, j) := I(M, j), I(M + 1, j) := I(1, j), I(i, 0) :=
I(i,N), and I(i,N + 1) := I(i, 1) and so on. Here, Sx and Sy are the Sobel masks
Sx :=
1
8
 −1 0 1−2 0 2
−1 0 1
 , Sy := 1
8
 −1 −2 −10 0 0
1 2 1
 .
Often, especially if I is noisy, it is beneficial to smooth the image first, e.g. with a Gauss kernel
K :=
1
16
 1 2 12 4 2
1 2 1
 .
This means that we replace every I(i, j) with the weighted average
I¯(i, j) :=
1∑
i′,j′=−1
K(i′ + 2, j′ + 2)I(i+ i′, j + j′)
of the 3×3 pixel area centred on it. Because our images are very noisy, we repeat that procedure
once more.
The motion blur values of the superimposed images and the corresponding estimated images
are reported in Table 4. The estimated image (i.e. with drift correction) is always less blurry
than the superimposed image.
Drift model with jump. Finally, in order to analyse the robustness of our method, e.g.
when a smooth drift abruptly jumps due to an external shock, we consider a piecewise linear
drift model with a jump at an unknown time.
δt(ϑ) =
(ϑ11, ϑ21)′t if t ≤ t0(ϑ12, ϑ22)′(t− t0) + (ϑ13, ϑ23)′ if t > t0
with ϑ0 = (ϑ11, ϑ12, ϑ13, ϑ21, ϑ22, ϑ23, t0) ∈ Θ ⊂ R7, i.e. the drift function jumps to the point
(ϑ13, ϑ23)
′ at the unknown time point t0. As mentioned before, this type of drift does not meet
our assumptions, e.g. the Lipschitz property in Assumption 2.8 is not fulfilled as one can easily
20
see by perturbing the parameter t0.
For the simulation, we choose (ϑ11, ϑ21) = (80/256, 80/256), (ϑ12, ϑ22) = (80/256, 40/256),
(ϑ13, ϑ23) = (40/256, 60/256), and t0 = 0.5. We estimate ϑ0 and t0 by the estimator with the
smallest contrast value. Once again, we use the Gaussian noise, the t-distributed noise with
2 degrees of freedom, and the Poisson model. The overlaid shifted images as well as their
reconstructions are visualized in Figure 5. In the ultimate column of Table 1 the estimation
results are summarized.
Note that the average drift direction used to determine the motion blur (14) in the case of
a drift function with jump is (before normalization) t0δt0(ϑ) + (1 − t0)
(
δ1(ϑ) − limt↘t0 δt(ϑ)
)
instead of just δ1(ϑ). The resulting blur values are reported in Table 4.
Computational time. For polynomial drift, simulating a sample and computing the estimates
required between 2 and 7 seconds on an Intel Core i7-4800MQ with 2.7 GHz. For the drift with
jump, we considered jump times tˆ0 on the grid {2/100, . . . , 98/100} and, given tˆ0, minimized
the contrast functional w.r.t. ϑ to find the estimator for (ϑ0, t0) with overall minimal contrast.
This leads to higher computational times between about 21 seconds (Gaussian noise, T = 20)
and 3 minutes (Poisson model, T = 100).
Our simulations show that the proposed estimation method works well and significantly
reduces blurring. This has been demonstrated for a polynomial drift even if we observe just a
small part of the shifted image at every time point. It also behaves robust to non-normality. We
have obtained good results for reconstruction with t2-distributed noise and in a Poisson model.
Finally, we studied the case of a piecewise linear drift with a jump at an unknown time point,
i.e. a discontinuous drift. Although Assumption 2.8 is not satisfied in this case, we found that
even in this setting our estimator performs quite well.
4 SMS Nanoscopy Data
We demonstrate how the estimation method proposed in Section 2.2 can be used to process SMS
nanoscopy data. In particular, we address suitable choices for the drift model δt(ϑ) as well as
computational issues.
We used a standard SMS-setup for this study (modified from [25]) which was equipped with a
home-built stable sample holder ensuring that the sample drift is well below the expected average
localization accuracy. The excitation and switching light beams were provided by continuous
wave lasers running at 532 nm (HB-Laser, Germany) and 371 nm (Cube 375-16C, Coherent
Inc, USA). The excitation power density in the sample plane was 5 kW/cm2. If necessary the
power density of the switching light was ramped up from 0 to a few 10 W/cm2. The objective
was a NA 1.2 60x water immersion lens (UPLSAPO 60XW, Olympus Deutschland GmbH,
Germany) and the camera was an EMCCD camera (Ixon X3 897, Andor Technology, Northern
Ireland). The microtubule network (β-tubulin) of fixed Vero-cells was immuno-labelled with the
caged fluorescent dye Abberior Cage 552 (Abberior GmbH, Germany) according to standard
protocols. The fiducial markers (FluoSpheres, Invitrogen, USA) were incorporated into the
sample by spincoating a polyvinyl alcohol-fluosphere solution. For image acquisition a series
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of T ′ = 40, 000 frames was taken with a frame exposure time of 15 ms, resulting in a total
image acquisition time of about 10 minutes. During this time an experimental drift was applied
by moving the sample with respect to the objective lens with two linear positioners (SLC-17,
SmarAct GmbH, Germany) in steps of 1 nm in a controlled manner.
The lateral positions of the fluorescent markers were then calculated from the single frames
by a mask-fitting of the respective Airy spot [57]. These locations were tabulated together with
the respective time of detection t′ ∈ {1, . . . , T ′}.
We analyse two data sets (networks I and II) from Abberior Cage 552-labeled β-tubulin
networks in fixed vero-cells. The position histogram of the first data set is shown in Figure 2.
It contains 1,077,909 positions recorded in 40,000 frames, which are distributed over an area
of about (9.5 µm)2. The second dataset (see Figure 7) contains 5,373,442 positions recorded
in 40,000 frames, of which 80,629 positions were assigned to two fiducial markers. As nearby
fluorosphores cannot be discerned from the fiducials, this number slightly deviates from one
registered position per frame per fiducial. The data of this set are distributed over an area of
about 51 µm × 24 µm. The positions of the fiducials were used to compare the quality of our
method to the current state of the art of drift correction.
To analyse the data with our method we create T = 2000 position histograms of n = N2 =
2562 bins of the first data set and T = 2000 position histograms of n = N2 = 5122 bins of the
second data set, i.e. in both cases, we look at T = 2000 position histograms which are composed
of the data points of T ′/T = 20 frames each (cf. Figure 1). Note that, in particular, we made
the positions histograms of the second dataset quadratic, compressing them in the x1-direction.
Our empirical analysis shows that the estimates are not strongly influenced by the choices of T
and N , however too small values circumvent the registration of small movements and for large
values computational problems arise in terms of speed. This is in accordance with our previous
simulation results.
As exemplarily demonstrated in Figure 6 for the second data set shown in Figure 7, the
number of recorded markers n′t′ varies as the experiment continues, possibly temporarily fol-
lowing a truncated exponential distribution. Since switched on markers bleach after emitting
light, one has to increase the switching laser intensity occasionally to get a roughly constant
number of observations per frame. This is why the n′t′ in Figure 6 increase drastically every now
and then. The variation of the number of recorded positions implies that the uncertainty in the
position histograms varies over time. Our method can easily account for this fact by maximizing
a weighted version of M˜T (ϑ),
M˜wT (ϑ) =
bξT /2c∑
k1=−bξT /2c
bξT /2c∑
k2=−bξT /2c
∣∣∣∣∣
T−1∑
t=0
ωt Yˆ
t
k1,k2e
2pii(δ˜t(ϑ)1k1/N+δ˜t(ϑ)2k2/N)
∣∣∣∣∣
2
(15)
with weights ωt = nt/
∑
t nt for t ∈ {1, . . . , T} and ξT = 0.2N .
Note that experiments have been performed such that a fiducial marker has been included
into the sample, i.e. a persistent fluorescence source, which enables us to track the drift easily,
for testing purposes. We stress that this is currently state of the art technology to align SMS
images over time (see the Introduction). In order to investigate the validity of our method, we
delete the data originating from the fiducial markers from the observed sample and use it for
verification only. The visual inspection of the fiducial indicates a slight overall upward drift by
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Figure 6: Number of data points (registered markers) n′t′ per frame (network II)
15 pixels i.e. about 715 nm (cf. Figure 7).
As reported in Tables 5 and 6, to both datasets we apply four different drift models and
choose the one with the smallest motion blur m2 (cf. (13)) to work with. The time required for
the computation of ϑˆT depends on the considered drift type and may last up to several minutes
(on a Core AMD Opteron with 2.6 GHz), depending on the bin width. If computational time is
a major issue, we recommend for practical purposes to split the image in several domains and
perform the drift estimation separately. The final estimator can be obtained by averaging.
Since we do not know the true drift function (as was the case in the simulation study), we
determine the motion direction via minimization of J (see Section 3 for details). In particular in
Table 6 we report the m2-value for the correction via fiducial tracking, too. We track the fiducial
marker by estimating its location at time t ∈ {1, . . . , T} with the average of its data in the t-th
position histogram. The result indicates that our estimation method is at least competitive
with tracking of the fiducial movement provided the motion is not severely misspecified (like
linear/linear in Table 6). The reconstructions of the image for fiducial tracking and linear-
quadratic drift are compared with one another in Figure 8.
drift models x1-dir. x2-dir. contrast motion blur
x1-dir. x2-dir. ϑˆT ;13 ϑˆT ;12 ϑˆT ;11 ϑˆT ;23 ϑˆT ;22 ϑˆT ;21 MT m2
linear linear - - -0.044 - - 0.044 6.4679e-3 0.714
linear quadratic - - -0.047 - 0.059 0.002 6.4598e-3 0.582
quadratic quadratic - -0.006 -0.041 - 0.063 -0.001 6.4594e-3 0.589
cubic cubic -0.002 -0.002 -0.043 0.051 0.003 0.015 6.4607e-3 0.593
superimposed image 6.4876e-3 0.830
Table 5: Estimation results for the β-tubulin network I shown in Figure 2 for several drift models.
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Figure 7: Drift blurred position histogram of network II with n = 5122 bins (left) and close up on
the area with the fiducial with a third order polynomial fit of its motion in blue and the estimated
linear-quadratic drift curve in cyan (right).
drift models x1-dir. x2-dir. contrast motion blur
x1-dir. x2-dir. ϑˆT ;13 ϑˆT ;12 ϑˆT ;11 ϑˆT ;23 ϑˆT ;22 ϑˆT ;21 MT m2
linear linear - - -0.009 - - 0.014 8.7699e-3 0.546
linear quadratic - - -0.009 - 0.022 -0.002 8.7443e-3 0.343
quadratic quadratic - 0.001 -0.01 - 0.022 -0.002 8.7442e-3 0.344
cubic cubic 0.002 -0.004 -0.008 0.025 -0.005 0.005 8.7464e-3 0.368
fiducial tracking 8.9203e-3 0.351
superimposed image 8.8649e-3 0.897
Table 6: Estimation results for the β-tubulin network II with fiducial markers, cf. Figure 7, for
several drift models. The displayed motion blur values are for the respective images with fiducial
markers removed.
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Figure 8: Drift blurred network II (top left), by fiducial marker tracking corrected image (top
center) and with the assumption of a linear-quadratic drift estimated image (top right), as well
as detailed views inside the white boxes (bottom row)
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5 Bootstrap confidence bands
Figure 9: Fiducial marker data in x1- and x2-direction with fitted third order polynomials (blue),
estimated drift functions (cyan) and confidence bands (dashed). The movement axes are labelled
in pixels, i.e. the fiducial data extends over an area of about 423 nm× 738 nm. Because we use
the entire image, the confidence band is much sharper than the (few) fiducial marker data.
Given the estimators ϑˆT and fˆT from Definition 2.3 and thus an estimator δ
ϑˆT
t for the
drift function δϑ0t , we can construct bootstrap confidence bands for the component functions
δϑ0t,i , i ∈ {1, 2} using the method described in [31] which we found particularly useful in our
context. Here, we give a short summary of that method with our application to drift functions
in mind. For notational simplicity following (1), we index the spatial location by a single index
j ∈ {1, . . . , n}.
Note that this method assumes homoscedasticity (i.e. σ2j,t ≡ σ2 > 0) and we use it for
simplicity’s sake. To account for heteroscedasticity, one could make use of a wild bootstrap
procedure (see, e.g. [62, 45, 46]).
First, we consider the standardized difference ∆t := (δ
ϑˆT
t − δϑ0t )/σˆ, where σˆ is the empirical
standard deviation of the residuals
rj,t := Zj,t − fˆT (xj + δϑˆTt ), 1 ≤ j ≤ n, 0 ≤ t ≤ T (16)
and thus an estimator for the standard deviation of the errors j,t = Zj,t − f(xj + δt(ϑ0)).
Obviously, constructing a confidence band for δt is equivalent to constructing one for ∆t. Next
we choose the shape of the confidence band in terms of two functions g+, g− : [0, 1]→ [0,∞) such
that δϑˆTt + σˆu+g+(t) and δ
ϑˆT
t − σˆu−g−(t) represent the upper and lower border, respectively, of
the confidence band for δϑ0t , with appropriate positive numbers u+, u−. For a confidence level
α ∈ (0, 1) we minimize u+ + u− under the constraint
P
(
δϑ0t ∈ [δϑˆTt + σˆu+g+(t), δϑˆTt − σˆu−g−(t)] for all t ∈ [0, 1]
) ≥ 1− α,
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Figure 10: Bootstrap confidence bands for the drift functions in x1-direction (dashed red) and x2-
direction (blue) with the respective estimated drift functions subtracted (cf. Figure 9). Because
the distribution of the residuals has a high skewness of about 35 and because we chose confidence
bands with minimized vertical width, the one in x2-direction is highly non-symmetric.
Figure 11: Average of the bootstrap replicates fˆ
(b1)
T , . . . , fˆ
(bm)
T of the estimated image fˆT corre-
sponding to the m = d(1 − α)Be drift curves (t 7→ δϑˆ
(bj)
T
t )
m
j=1 nearest to the estimator t 7→ δϑˆTt
with respect to the supremum norm distance.
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or, equivalently under
P
(
∆t ∈ [−u+g+(t), u−g−(t)] for all t ∈ [0, 1]
) ≥ 1− α .
Since the distribution of ∆t is unknown we approximate it by bootstrapping B times from the
residuals (16). For every b ∈ {1, . . . , B} and every 1 ≤ j ≤ n, 0 ≤ t ≤ T draw (b)j,t independently
with replacement from the set of all residuals {rj′,t′ : 1 ≤ j′ ≤ n, 0 ≤ t′ ≤ T}. Thus obtain
Z
(b)
j,t := fˆT (xj − δ
ϑˆ
(b)
T
t ) + 
(b)
j,t .
Applying our estimation method to the Z
(b)
j,t we obtain bootstrap replicates ϑˆ
(b)
T and thus repli-
cates fˆ
(b)
T , 1 ≤ b ≤ B. This in turn leads to bootstrap replicates
r
(b)
j,t := Z
(b)
j,t − fˆ (b)T (xj + δ
ϑˆ
(b)
T
t ) ,
σˆ(b) :=
√√√√√ 1
nT
∑
j,t
r(b)j,t − 1nT ∑
j′,t′
r
(b)
j′,t′
2 ,
∆
(b)
t := (δ
ϑˆ
(b)
T
t − δϑˆTT )/σˆ(b)
which allow for minimization of u+ + u− such that
#
{
b ∈ {1, . . . , B} | ∆(b)t ∈ [−u+g+(t), u−g−(t)] for all t ∈ [0, 1]
} ≥ (1− α)B.
Because we assume the drift to be zero at time t = 0, we can employ a confidence band which
has width zero at t = 0. Since, in our application, we look at polynomial drift functions only,
and since on [0, 1] the linear part dominates the others in the sense that t ≥ tp for all p > 1 and
t ∈ [0, 1], we will choose g+(t) = g−(t) = t.
The thus obtained confidence bands for the above data set of Figure 8, B = 200 and α = 0.05
are shown in Figure 9, together with the data of the fiducial marker for comparison. For a better
view of the very narrow confidence bands see Figure 10, where we subtracted the respective
estimated drift functions.
To further visualize the confidence statement we take a look at the average of (most of)
the bootstrap replicats fˆ
(b)
T of the estimator fˆT . For that we choose the 0.95-proportion of
the bootstrap replicates δ
ϑˆ
(b)
T
t , b ∈ {1, . . . , B}, with the smallest supremum norm distances
supt∈[0,1] |δϑˆ
(b)
T
t − δϑˆTt | to the original drift function estimator δϑˆTt . We denote the corresponding
indices with b1, . . . , bm, where m = b(1 − α)Bc. The convex hull of the corresponding drift
curves resembles a two-dimensional bootstrap confidence band. Figure 11 shows the average
of the images fˆ
(b1)
T , . . . , fˆ
(bm)
T which thus “contains” the true image with a probability of about
0.95. Remarkably, due to the small diameter of the confidence band (about three hundredths
of the physical resolution of the data), this image is almost identical with the original estimator
shown in Figure 8.
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6 Discussion and Outlook
We proposed a method for drift estimation and correction in sparse dynamic imaging and de-
rived its asymptotic distributional properties. On the one hand, sparse acquisition is beneficial
for improved spatial resolution and an important feature of any SMS microscopy. On the other
hand, we have seen that this provides a significant burden as it is well known that the specimens
drift over time due to thermal inhomogeneity inside the sample and external systematic move-
ments of the optical device. This raises a particular challenge for image registration as sparse
acquisition and time drift provide a conflicting situation. Currently, this is solved by technically
incorporating a bright fiducial marker into the specimen and registering its track (drift). We
claim that this can be completely discarded in many applications and it is sufficient to apply the
proposed statistical method to estimate the drift and finally to obtain the image from simply
correcting the data by this drift. The proposed method has been investigated in simulations and
in real world examples from SMS microscopy and for some examples even shown to outperform
fiducial tracking. In general, reconstructions are quite satisfying. In particular, the results show
a certain degree of stability w.r.t. parameter choices, e.g. the threshold ξT . Consistency and
asymptotic normality of the proposed estimator has been established which allows to qualify the
statistical error of the drift estimate and the final image. To this end, simple bootstrap methods
can be used.
It remains to further work to investigate higher order properties of the proposed estimator
as well as properties of nonparametric estimators, for example if δt is estimated by a spline.
We believe that also semiparametric kernel based methods could be adapted to this problem as
in single-index-modelling. Also an alteration of our method could be beneficial if one switches
from the regression to a density viewpoint by looking at the Fourier transforms of the observed
positions directly. Note that the proposed method can in principle be applied to higher dimen-
sions, in particular three dimensional measurements. However, computationally this appears to
be much more demanding.
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7 Appendix
Recall the notations defined in Subsection 2.2.
7.1 Proof of Theorem 2.9
Plan of Proof. We start with a proof of (9), which follows a standard three step argument in
M-estimation (e.g. [58] and [24]), although the details are quite elaborate. First we show the
uniqueness of the population contrast minimizer ϑ0. In a second step we establish the continuity
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of ϑ→ M˜(ϑ). Thirdly, we verify that M˜T (ϑ)→ M˜(ϑ) a.s. uniformly over ϑ ∈ Θ as T, ξT →∞,
ξT = o(
√
T ). In consequence, [58, Theorem 5.7] (yielding weak consistency) can be adapted to
obtain strong consistency. For convenience, here is the corresponding argument:
Since ϑˆT is defined as a minimizer of M˜T (hence M˜T (ϑˆT ) ≤ M˜T (ϑ0)) and M˜T (ϑ0)→ M˜(ϑ0)
a.s., we have a.s. that
lim sup
T→∞
(
M˜T (ϑˆT )− M˜(ϑ0)
)
= lim sup
T→∞
(
M˜T (ϑˆT )− M˜T (ϑ0)
)
+ lim
T→∞
(
M˜T (ϑ0)− M˜(ϑ0)
) ≤ 0.
It follows that
lim sup
T→∞
M˜(ϑˆT )− M˜(ϑ0) ≤ lim sup
T→∞
(
M˜(ϑˆT )− M˜T (ϑˆT )
)
≤ lim sup
T→∞
sup
ϑ∈Θ
∣∣∣M˜(ϑ)− M˜T (ϑ)∣∣∣ = 0 a.s. (17)
Because of the uniqueness of the minimizer ϑ0, the continuity of M˜ and the compactness of Θ,
we have that for every  > 0 there is η > 0 such that M˜(ϑ) > M˜(ϑ0) + η for all ϑ ∈ Θ with
‖ϑ− ϑ0‖ ≥ . Hence
P
(
lim sup
T→∞
{‖ϑˆT − ϑ0‖ ≥ }) ≤ P( lim sup
T→∞
{
M˜(ϑˆT ) > M˜(ϑ0) + η
})
≤ P
{
lim sup
T→∞
M˜(ϑˆT ) ≥ M˜(ϑ0) + η
}
= 0 ,
where the last equality follows from (17).
Step I: uniqueness of the contrast minimizer ϑ0. First note that M˜(ϑ) ≥ −
∑
k∈Z2 |fk|2
for all ϑ with equality for ϑ = ϑ0. If this minimum is attained for some ϑ then for each k with
|fk|2 > 0 ∣∣∣∣∫ 1
0
hk(δ
ϑ
t − δϑ0t ) dt
∣∣∣∣2 = 1
since | ∫ 10 hk dt| ≤ ∫ 10 |hk| dt = 1. This implies that hk(δϑt − δϑ0t ) = 1, i.e.
2pi
〈
k, δϑt − δϑ0t
〉
≡ 0 mod 2pi
By Assumption 2.4 this holds for k ∈ {(k1, k2), (k′1, k′2)} with k1k′2 − k2k′1 6= 0. Hence, we
can treat each dimension separately and obtain δϑt ≡ δϑ0t mod 2pi a.e. Since this holds also
for k ∈ {(k′′1 , k′′2), (k′′′1 , k′′′2 )} with k′′1k′′′2 − k′′2k′′′1 6= 0, due to the part of the Assumption on
non-common divisors we obtain δϑt = δ
ϑ0
t a.e. and hence ϑ = ϑ0.
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Step II: continuity of M˜ . For ϑ, ϑ′ ∈ Θ we have that
|M˜(ϑ)− M˜(ϑ′)| ≤
∑
k∈Z2
|fk|2
∣∣∣∣∣
∣∣∣∣∫ 1
0
hk(δ
ϑ
t − δϑ0t ) dt
∣∣∣∣2 − ∣∣∣∣∫ 1
0
hk(δ
ϑ′
t − δϑ0t ) dt
∣∣∣∣2
∣∣∣∣∣
≤ 2
∑
k∈Z2
|fk|2
∣∣∣∣∫ 1
0
(
e
2pii
〈
k,δϑt −δϑ0t
〉
− e2pii
〈
k,δϑ
′
t −δϑ0t
〉)
dt
∣∣∣∣
≤ 2
∑
k∈Z2
|fk|2
∫ 1
0
∣∣∣∣1− e2pii〈k,δϑ′t −δϑt 〉∣∣∣∣ dt
≤ 4pi
∑
k∈Z2
|k||fk|2
∫ 1
0
∥∥∥δϑt − δϑ′t ∥∥∥ dt ,
where we use
|a|2 − |b|2 ≤ 2|a− b| (18)
for a, b ∈ C with |a|, |b| < 1 in the second inequality and |1 − eix|2 = 2 − 2 cosx ≤ x2 in the
fourth one. By Assumptions 2.4, 2.6, this implies the continuity of M˜(ϑ).
Step III: M˜T → M˜ uniformly in ϑ a.s. Recall from model (4) that
Y tk = hk(−δϑ0t )fk +W tk
with the true and unknown parameter ϑ0 ∈ Θ. Hence with (7) we have that
M˜T (ϑ) = −
∑
|k|<ξT
∣∣∣∣∣ 1T ∑
t∈T
(
hk(δ
ϑ
t − δϑ0t )fk + hk(δϑt )W tk
)∣∣∣∣∣
2
= AT (ϑ)−BT (ϑ)− CT (ϑ)
with
AT (ϑ) := −
∑
|k|<ξT
∣∣∣∣∣ 1T ∑
t∈T
hk(δ
ϑ
t − δϑ0t )fk
∣∣∣∣∣
2
,
BT (ϑ) :=
∑
|k|<ξT
2 Re
(( 1
T
∑
t∈T
hk(δ
ϑ
t − δϑ0t )fk
)( 1
T
∑
t′∈T
hk(−δϑt′)W t′k
))
,
CT (ϑ) :=
∑
|k|<ξT
∣∣∣∣∣ 1T ∑
t∈T
hk(δ
ϑ
t )W
t
k
∣∣∣∣∣
2
.
To derive the desired uniform convergence we will show for the deterministic part that
AT → M˜ uniformly in ϑ while the random parts BT and CT converge to zero uniformly a.s.
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Considering
|AT (ϑ)− M˜(ϑ)| ≤
∑
|k|<ξT
|fk|2
∣∣∣∣∣∣
∣∣∣∣∣ 1T ∑
t∈T
hk(δ
ϑ
t − δϑ0t )
∣∣∣∣∣
2
−
∣∣∣∣∫ 1
0
hk(δ
ϑ
t − δϑ0t ) dt
∣∣∣∣2
∣∣∣∣∣∣
+
∑
|k|≥ξT
|fk|2
∣∣∣∣∫ 1
0
hk(δ
ϑ
t − δϑ0t ) dt
∣∣∣∣2 ,
and applying (18) again to the first sum while noting that the second is bounded by
∑
|k|≥ξT |fk|2 =
o(1) (ξT →∞ by hypothesis and
∑
k |fk|2 <∞ by Assumption 2.4) gives
|AT (ϑ)− M˜(ϑ)| ≤
∑
|k|<ξT
2|fk|2
∣∣∣∣∣ 1T ∑
t∈T
hk(δ
ϑ
t − δϑ0t )−
∫ 1
0
hk(δ
ϑ
t − δϑ0t ) dt
∣∣∣∣∣+ o(1).
Since the total variation of t 7→ hk(δϑt − δϑ0t ) is bounded by a constant times |k| uniformly in ϑ
(Assumption 2.6), we have for some constant C that∣∣∣∣∣ 1T ∑
t∈T
hk(δ
ϑ
t − δϑ0t )−
∫ 1
0
hk(δ
ϑ
t − δϑ0t ) dt
∣∣∣∣∣ < |k|CT .
In consequence of
∑
k |k||fk|2 <∞ (Assumption 2.4) this implies that
|AT (ϑ)− M˜(ϑ)| = O(1/T ) ,
uniformly in ϑ as desired. Next, we show
sup
ϑ∈Θ
CT (ϑ) = sup
ϑ∈Θ
∑
|k|<ξT
∣∣∣∣∣ 1T ∑
t∈T
hk(δ
ϑ
t )W
t
k
∣∣∣∣∣
2
= o
(
ξ2T
T
)
a.s. (19)
Since hk(δ
ϑ
t ) acts as a rotation, hk(δ
ϑ
t )W
t
k =: U
t
k + iV
t
k (t ∈ T, |k| < ξT ) are again indepen-
dently complex normally distributed; in particular, every U tk = Re(hk(δ
ϑ
t )W
t
k) is independent of
V tk = Im(hk(δ
ϑ
t )W
t
k). Let
U¯k,T =
1√
T
∑
t∈T
U tk, V¯k,T =
1√
T
∑
t∈T
V tk .
Because of E(4j,t) = 3 and Assumption 2.7 we have
Var(U¯2k,T ) ≤ E(U¯4k,T )
=
3
T 2
∑
t∈T
1
n2t
∑
j∈Jt
σ4j,t cos(−2pi〈k, xj,t − δϑt 〉)4
+
3
T 2
∑
t6=t′
1
ntnt′
∑
j∈Jt
∑
j′∈Jt′
σ2j,tσ
2
j′,t′ cos(−2pi〈k, xj,t − δϑt 〉)2 cos(−2pi〈k, xj′,t′ − δϑt′〉)2
≤ 3σ4max
(
1
T 2
∑
t∈T
1
nt
+ 1
)
≤ 6σ4max,
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and similarly Var(V¯ 2k,T ) ≤ 6σ4max. Again by Assumption 2.7,
E(U¯2k,T + V¯
2
k,T ) =
1
T
∑
t∈T
1
nt
∑
j∈Jt
σ2j,t
(
cos(−2pi〈k, xj,t − δϑt 〉)2 + sin(−2pi〈k, xj,t − δϑt 〉)2
)
=
1
T
∑
t∈T
1
nt
∑
j∈Jt
σ2j,t ≤ σ2max.
In consequence, Kolmogorov’s strong law (see e.g. [55, Theorem 2.3.10]) yields that∣∣∣∣∣∣ 1# {|k| < ξT }
∑
|k|<ξT
∣∣∣∣∣ 1√T ∑
t∈T
hk(δ
ϑ
t )W
t
k
∣∣∣∣∣
2
− 1
T
∑
t∈T
1
nt
∑
j∈Jt
σ2j,t
∣∣∣∣∣∣
=
∣∣∣∣∣∣ 1# {|k| < ξT }
∑
|k|<ξT
(U¯2k,T + V¯
2
k,T )−
1
T
∑
t∈T
1
nt
∑
j∈Jt
σ2j,t
∣∣∣∣∣∣
→ 0 a.s., T →∞.
Since # {|k| < ξT } = O(ξ2T ) this yields (19). Finally,
sup
ϑ
|BT (ϑ)|2 = o(1) a.s.
follows at once from |AT (ϑ)| ≤
∑
k |fk|2 by definition, (19) and the observation that |BT (ϑ)|2 ≤
2|AT (ϑ)| |CT (ϑ)|. This concludes the proof of Step III.
The proof of (10). Observe that, using the Plancherel equality, we have
∥∥∥fˆT − f∥∥∥2
2
=
∑
|k|<ξT
∣∣∣∣∣ 1T ∑
t∈T
hk(δ
ϑˆT
t )Y
t
k − fk
∣∣∣∣∣
2
+
∑
|k|≥ξT
|fk|2
=
∑
|k|<ξT
∣∣∣∣∣ 1T ∑
t∈T
(
hk(δ
ϑˆT
t − δϑ0t )fk + hk(δϑˆTt )W tk
)− fk
∣∣∣∣∣
2
+ o(1)
=
∑
|k|<ξT
|fk|2 1
T 2
∑
t,t′∈T
(
hk(δ
ϑˆT
t − δϑ0t )− 1
)(
hk(−δϑˆTt′ + δϑ0t′ )− 1
)
+
∑
|k|<ξT
∣∣∣∣∣ 1T ∑
t∈T
hk(δ
ϑˆT
t )W
t
k
∣∣∣∣∣
2
+ 2
∑
|k|<ξT
1
T 2
∑
t,t′∈T
(
hk(δ
ϑˆT
t − δϑ0t )− 1
)
fkhk(−δϑˆTt′ )W t
′
k + o(1)
≤ 4piL‖ϑˆT − ϑ0‖
∑
|k|<ξT
(
|fk|2 |k|+ |fk| |k| 1√
T
|GTk |
)
+ o(1) a.s. (20)
with GTk defined below, by (19), since |hk(δϑˆTt − δϑ0t )− 1| ≤ 2 as well as (recalling the argument
following display (18))∣∣∣hk(δϑˆTt − δϑ0t )− 1∣∣∣ ≤ 2pi|k|‖δϑˆTt − δϑ0t ‖ ≤ 2piL|k|‖ϑˆT − ϑ0‖
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with the constant L > 0 from Assumption 2.8 and the following argument. Setting
GTk :=
1√
T
∑
t′∈T
hk(−δϑˆTt′ )W t
′
k ,
we obtain complex normal deviates independent in k with the property
1
T 2
∑
t,t′∈T
(
hk(δ
ϑˆT
t − δϑ0t )− 1
)
fkhk(−δϑˆTt′ )W t
′
k =
fk√
T
(
1
T
∑
t∈T
(
hk(δ
ϑˆT
t − δϑ0t )− 1
))
GTk .
Now (20) yields indeed ‖fˆT − f‖22 → 0 a.s. if ξ2T /
√
T → 0 since ‖ϑˆT − ϑ0‖ → 0 a.s. as
shown in the proof of the first part of Theorem 2.9, supk∈Z |fk| |k| < ∞ by Remark 2.5 and∑
|k|<ξT |fk|2 |k| < ∞ by Assumption 2.4. The same argument that led to (19) shows that the
variance of
1√
T
∑
|k|<ξT
|fk| |k| |GTk |
is of order o(1) in case of ξT /
√
T → 0, which gives convergence of ‖fˆT − f‖2 → 0 in probability,
completing the proof.
7.2 Proof of (i) of Theorem 2.13
With the d-dimensional real vector aϑk,t := 2pigradϑ〈k, δϑt 〉 verify that
gradϑ
(∑
t∈T
hk(δ
ϑ
t )Y
t
k
∑
t′∈T
hk(δ
ϑ
t′)Y
t′
k
)
= 2 Re
∑
t,t′∈T
gradϑ
(
hk(δ
ϑ
t )Y
t
k
)
hk(δ
ϑ
t′)Y
t′
k

= −2 Im
∑
t,t′∈T
aϑk,thk(δ
ϑ
t )Y
t
k hk(δ
ϑ
t′)Y
t′
k
 . (21)
Moreover, with the true parameter ϑ0 ∈ Θ and arbitray ϑ ∈ Θ recall from (2) that
hk(δ
ϑ
t )Y
t
k = hk(δ
ϑ
t − δϑ0t )fk + hk(δϑt )W tk .
At ϑ = ϑ0 the right hand side is just fk + hk(δ
ϑ0
t )W
t
k. In consequence we have for M˜T from (7)
that
gradϑM˜T (ϑ0) =
∑
|k|≤ξT
HTk (22)
where atk = a
ϑ0
k,t, fk = ek + igk, hk(δ
ϑ0
t )W
t
k = τ
t
kA
t
k + iω
t
kB
t
k with standard deviations
τ tk :=
√
1
nt
∑
j∈Jt
σ2j,t cos(−2pi〈k, xj,t − δϑ0t 〉)2,
ωtk :=
√
1
nt
∑
j∈Jt
σ2j,t sin(−2pi〈k, xj,t − δϑ0t 〉)2,
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and
HTk :=
2
T 2
Im
∑
t,t′∈T
atk
(
|fk|2 + fkhk(δϑ0t′ )W t
′
k + hk(δ
ϑ0
t )W
t
kfk + hk(δ
ϑ0
t )W
t
k hk(δ
ϑ0
t′ )W
t′
k
)
=
2
T 2
∑
t,t′∈T
atk
(
gkτ
t′
k A
t′
k − ekωt
′
kB
t′
k + ekω
t
kB
t
k − gkτ tkAtk + τ t
′
k ω
t
kA
t′
kB
t
k − τ tkωt
′
kA
t
kB
t′
k
)
.
Note that Atk, B
t
k ∼ N (0, 1) (k ∈ Z2, t ∈ T) are all mutually independent, and for k = (0, 0) we
have ωt(0,0) ≡ 0.
To determine the limit distribution of
√
TgradϑMT (ϑ) we look at its projections
√
T 〈x, gradϑMT (ϑ)〉
with arbitrary but fixed 0 6= x = (x1, . . . , xd) ∈ Rd. To this end denote by HTk (j) and atk(j) the
j-th component of HTk and a
t
k, respectively, j ∈ {1, . . . , d}, and set
GTk :=
d∑
j=1
xjH
T
k (j), a
t
k :=
d∑
j=1
xja
t
k(j) . (23)
Introducing the independent normal vectors Ak := (τ
t
kA
t
k/τ¯
T
k )t∈T, Bk := (ω
t
kB
t
k/ω¯
T
k )t∈T with (cf.
Assumption 2.12)
τ¯Tk =
√
1
T
∑
s∈T
(τ sk)
2 > 0, ω¯Tk =
√
1
T
∑
s∈T
(ωsk)
2 > 0,
each with independent components as well as the unit vector e := (1)t∈T/
√
T and the vector
ak = (a
t
k)t∈T and denoting the transpose of ak by a
′
k etc., we obtain
GTk =
2τ¯Tk ω¯
T
k
T 3/2
(
a′kBkA
′
ke− e′BkA′kak
)
+
2
T
(
τ¯Tk gka
′
kee
′Ak − ω¯Tk eka′kee′Bk + ω¯Tk eka′kBk − τ¯Tk gka′kAk
)
.
To tackle the first term introduce a unit vector bk orthogonal to e such that ak = αke + βkbk,
αk, βk ∈ R and define a matrix U = Uk ∈ SO(T ) having e and bk as the first two columns. Then,
with the independent normal vectors A˜k = U
′Ak, B˜k = U ′Bk with independent components,
each with zero mean,
a′kBkA
′
ke− e′BkA′kak = A′k(ea′k − ake′)Bk
= A′kUU
′(ea′k − ake′)UU ′Bk
= A′kU(e, bk, ∗)′
(
e(αke+ βkbk)
′ − (αke+ βkbk)e′
)
(e, bk, ∗)U ′Bk
= A˜′k
(
(1, 0, . . . , 0)′(αk, βk, 0, . . . , 0)− (αk, βk, 0, . . . , 0)′(1, 0, . . . , 0)
)
B˜k
= A˜′k βk

0 1 0 · · · 0
−1 0 0 · · · 0
0 0 0 · · · 0
...
...
...
. . .
...
0 0 0 · · · 0

B˜k .
In consequence, with the first components A˜
(1)
k , B˜
(1)
k and second components A˜
(2)
k , B˜
(2)
k of A˜k
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and B˜k,
GTk =
2τ¯Tk ω¯
T
k βk
T 3/2
(
A˜
(1)
k B˜
(2)
k − A˜(2)k B˜(1)k
)
+
2
T
(
τ¯Tk gkαkA˜
(1)
k − ω¯Tk ekαkB˜(1)k + ω¯Tk ek(αkB˜(1)k + βkB˜(2)k )− τ¯Tk gk(αkA˜(1)k + βkA˜(2)k )
)
.
At this point we note that
β2k = ‖ak − αke‖2 =
∑
t∈T
(
atk −
1
T
∑
t′∈T
at
′
k
)2
=
∑
t∈T
(atk)
2 − 1
T
(∑
t∈T
atk
)2
(24)
whence βk = O(|k|
√
T ) from the definition of atk and Assumption 2.11. Furthermore, by As-
sumption 2.12, τ¯Tk → σA,k and ω¯Tk → σB,k uniformly in k as T →∞. Hence, the variance of the
first term of GTk scales with |k|2/T 2, thus
(GT )1 :=
∑
|k|≤ξT
2τ¯Tk ω¯
T
k βk
T 3/2
(
B˜
(1)
k A˜
(2)
k − B˜(2)k A˜(1)k
)
= Op

√√√√ ∑
|k|<ξT
|k|2
T 2
 = Op(ξ2T /T ) (25)
i.e. with the hypothesis ξ4T /T → 0, we obtain
√
T (GT )1 → 0 in probability. (26)
Let us further note at this point for future use in case of ξT → ∞ with ξ4T /T → 0 due to
βk ≤ C|k|
√
T with a suitable constant C > 0, we have also that
|(GT )1| ≤ ξ2T
1
ξ2T
∑
|k|<ξT
2τ¯Tk ω¯
T
k CξT
T
∣∣∣B˜(1)k A˜(2)k − B˜(2)k A˜(1)k ∣∣∣ → 0 a.s. (27)
The second term of GTk reduces to
2
T
(
ω¯Tk ekβkB˜
(2)
k − τ¯Tk gkβkA˜(2)k
)
which is normally distributed with zero mean and variance
4
T 2
β2k
(
(τ¯Tk gk)
2 + (ω¯Tk ek)
2
)
=
16pi2
(
(τ¯Tk gk)
2 + (ω¯Tk ek)
2
)
T 2
∑
t∈T
〈
k,
d∑
j=1
xj∂ϑjδ
ϑ
t
〉2
− 1
T
∑
t∈T
〈
k,
d∑
j=1
xj∂ϑjδ
ϑ
t )
〉2 ,
for ϑ = ϑ0 cf. (24). Since the normal random deviates in
(GT )2 :=
∑
|k|<ξT
2
T
(
ω¯Tk ekβkB˜
(2)
k − τ¯Tk gkβkA˜(2)k
)
are independent in k, we have that
√
T (GT )2 is normally distributed with zero mean and
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variance converging to
16pi2
∑
k∈Z2
(
(σA,kgk)
2 + (σB,kek)
2
) [∫ 1
0
〈
k, (gradϑδ
ϑ0
t )
′x
〉2
dt−
〈
k,
∫ 1
0
(gradϑδ
ϑ0
t )
′x dt
〉2]
=: σ2x <∞ (28)
if f ∈ H1([0, 1]). Recalling the notation of (22), (23) and ∑|k|<ξT GTk = (GT )1 + (GT )2 =
〈x, gradϑMT (ϑ)〉 as well as collecting the results of (26) and (28) we have thus shown that for
any 0 6= x ∈ Rd √
T 〈x, gradϑMT (ϑ)〉 → N (0, σ2x)
whenever T, ξT → ∞ with ξT of rate o(T 1/4). Since this holds true for every x, the joint
distribution of
√
TgradϑMT (ϑ) at ϑ = ϑ0 is asymptotically multivariate normal with covariance
matrix as asserted in Theorem 2.13.
In view of use below we note here that we obtain with suitable constants C,C ′ > 0 (C ′ due
to Remark 2.5), σmax from Assumption 2.7 and independent standard normal Ck (k ∈ Z) that
|(GT )2| =
∣∣∣∣∣∣ 2T
∑
|k|<ξT
βk
√
(τ¯Tk gk)
2 + (ω¯Tk ek)
2Ck
∣∣∣∣∣∣ ≤ 2σmaxC√T
∑
|k|<ξT
|fk||k||Ck|
≤ 2σmaxCC
′ξ2T√
T
1
ξ2T
∑
|k|<ξT
|Ck| → 0 a.s. if ξT →∞ and ξ4T /T = O(1). (29)
Remark 7.1. As shown above, asymptotic normality of the second part
√
T (GT )2 of
√
T gradϑM˜T (ϑ0)
holds regardless of the rate of ξT . If we relax ξ
4
T /T → 0 to C1T 1/4 ≤ ξT ≤ C2T 1/4 with suitable
constants C1, C2 > 0, the first part
√
T (GT )1 will no longer converge to zero but will be tight, cf.
(25). Since then also ϑˆ→ ϑ0 by Theorem 2.9, although the (GT )1 and (GT )2 will be dependent
for this rate of ξT , we expect that asymptotic normality still holds. The corresponding covariance
matrix, however, will have a more complicated structure than being a multiple of Σ˜.
7.3 Proof of (ii) of Theorem 2.13
Here we build on the proof of (i) of Theorem 2.13 within the preceding section and use the
notation there. In addition let bϑk,t := 2piHessϑ〈k, δϑt 〉. Then we obtain at once from (21)
Hessϑ
(∑
t∈T
hk(δ
ϑ
t )Y
t
k
∑
t′∈T
hk(δ
ϑ
t′)Y
t′
k
)
= DTk + F
T
k
with
DTk := −2 Im
∑
t,t′∈T
bϑk,thk(δ
ϑ
t )Y
t
k hk(δ
ϑ
t′)Y
t′
k

F Tk := −2 Re
∑
t,t′∈T
aϑk,t(a
ϑ
k,t − aϑk,t′)′hk(δϑt )Y tk hk(δϑt′)Y t
′
k
 .
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In particular, in consequence of (7)
HessϑM˜T (ϑ) = − 1
T 2
∑
|k|<ξT
(DTk + F
T
k ) . (30)
Note that E(DTk ) = 0. Setting ϑ = ϑ0 observe that the argument of the previous section (using
the matrices bϑk,t instead of the vectors a
ϑ
k,t) that led to (27) and (29) gives at once
1
T 2
∑
|k|<ξT
DTk → 0 a.s. if T, ξT →∞ and ξ4T /T → 0 . (31)
Likewise, the same follows for the random part of F Tk . More precisely for ϑ = ϑ0:
F Tk = −2
∑
t,t′∈T
aϑ0k,t(a
ϑ0
k,t − aϑ0k,t′)′
Re
(
|fk|2 + fkhk(δϑ0t′ )W t
′
k + hk(δ
ϑ0
t )W
t
kfk + hk(δ
ϑ0
t )W
t
k hk(δ
ϑ0
t′ )W
t′
k
)
= −2
∑
t,t′∈T
|fk|2aϑ0k,t(aϑ0k,t − aϑ0k,t′)′ + F˜ Tk
with
F˜ Tk :
= −2
∑
t,t′∈T
aϑ0k,t(a
ϑ0
k,t − aϑ0k,t′)′Re
(
fkhk(δ
ϑ0
t′ )W
t′
k + hk(δ
ϑ0
t )W
t
kfk + hk(δ
ϑ0
t )W
t
k hk(δ
ϑ0
t′ )W
t′
k
)
yields
E(F˜ Tk ) = 0 and
1
T 2
∑
|k|<ξT
F˜ Tk → 0 a.s. if T, ξT →∞ and ξ4T /T →∞ . (32)
Since we have the deterministic limit∑
|k|<ξT
2
T 2
∑
t,t′∈T
|fk|2aϑ0k,t(aϑ0k,t − aϑ0k,t′)′ → 2
∑
k∈Z2
|fk|2
∫∫
[0,1]2
aϑ0k,t(a
ϑ0
k,t − aϑ0k,t′)′ dtdt′
as T, ξT → ∞ due to Assumption 2.11 on bounded total variation of first ϑ-derivatives, in
conjunction with (30), (31) and (32) the definition of aϑ0k,t yields the assertion (ii) of Theorem
2.13.
7.4 Ad Example 2.15
Lemma 7.2. In the situation of Example 2.15, det(Σ) = 0 iff there is x ∈ R2 \ {0} s.t.
f(y + rx) = f(y) for all y ∈ R2, r ∈ R, (33)
where f is [0, 1]2-periodic.
38
Proof. Since for x ∈ R2 \ {0} we have
x′Σx =
1
12
∑
k∈Z2
|fk|2〈k, x〉2 ≥ 0,
the matrix Σ is positive semidefinite. Hence, det(Σ) = 0 iff there is an x ∈ R2\{0} s.t. x′Σx = 0.
This is the case iff
|fk|2 6= 0 implies 〈k, x〉2 = 0 for all k ∈ Z2. (34)
If this implication holds, we have for all y ∈ R2 and r ∈ R that
f(y + rx) =
∑
k∈Z2
fke
2pii〈k,y+rx〉 =
∑
k∈Z2
fke
2pii〈k,y〉e2piir〈k,x〉 =
∑
k∈Z2
fke
2pii〈k,y〉 = f(y),
i.e. (33). If, on the other hand, (33) holds, then the two functions f and f rx( · ) := f( · +rx) are
identical. Subsequently, their respective Fourier coefficients fk and f
rx
k = e
2piir〈k,x〉fk are also
the same, i.e. (34) holds.
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