In this paper we nd a characterization for when a multivariable trigonometric polynomial can be written as a sum of squares. In addition, the truncated moment problem is addressed. A numerical algorithm for nding a sum of squares representation is presented as well. In the one-variable case, the algorithm nds a spectral factorization. The latter may also be used to nd inner-outer factorizations.
Introduction
The classical Riesz where p(z) is a polynomial that has no zeroes in the disk D = fz 2 C : jzj < 1g. A proof of this result based on the fundamental theorem of algebra may be found in 35 23] ). In addition, we use the spectral factorization algorithm to nd inner-outer factorizations.
The multivariable analog of the observation made in 17] allows for a characterization when a trigonometric polynomial of two or more variables may be written as a sum of squares. Based on this observation we present a simple algorithm for determining whether a matrix-valued trigonometric polynomial on the d-torus may be written as a sum of squares. It has been known since 12] and 32] that nonnegativity of the trigonometric polynomial does not assure the existence of a representation as a sum of squares, and thus the above algorithm provides at least a numerical solution to this problem. In addition, we discuss the representation problem for trigonometric polynomials that are positive on an arc of the torus.
As was shown in 32] the question of sum of squares representations and the positive truncated moment problem are related by duality. Using this duality we shall characterize when the truncated moment problem with nite data has a solution.
The factorization, sum of squares and moment problem have numerous applications. We mention here Darlington synthesis in electrical network theory ( 15] The paper is organized as follows. In Section 2 we give necessary and su cient conditions for a multivariable trigonometric polynomial to be written as a sum of squares. Moreover, we remind the reader how in the one-variable result the spectral factorization may be singled out. Subsequently, algorithms for nding spectral factorizations and sums of squares representations are outlined and numerical results are presented. In Section 3 we give a characterization for the existence of a solution to the positive truncated moment problem. For the case when + = f0; 1; : : : ; ng Zthe above observation was made in 17]. Note that when dimH = n < 1, that is, when Q(z) is scalar or matrix valued, Theorem 2.1 yields that Q(z) may be written as Q(z) = P l k=1 P k (z) P k (z) with P k (z) 2 C n 1 and l = rankF. Thus we obtain the following corollary. For a pseudopolynomial p(z) = P p k z k we denote by supp(p) its Fourier support fk 2 Z d : p k 6 = 0g. Corollary 2.2 Let Q(z) be a n n matrix valued trigonometric polynomial on T In case Q(z) = P k2 +? + Q k z k has coe cients Q k that are real matrices, then P k ; k = 1; : : : ; l, may also be chosen to have real vector coe cients.
Proof. Follows directly from the proof of Theorem 2.1. 2
In the classical case, d = 1 and + = f0; 1; 2; : : : ; mg, the quantity in (2.5) is bounded above by rank(Q 0 ). Though this may be proven using the matrix-valued Riesz-Fejer factorization theorem we will next prove it using the basic notion of the Schur complement. Proposition 2.3 Let Q k ; k 2 f?m; ; mg be given n n complex matrices, and consider the compact set
If F is non-empty then it contains an element of rank less than or equal to a rankQ 0 . One may nd such a member of F + by maximizing traceF 00 (or by maximizing traceF ii , for some i 2 f0; : : : ; mg). Proof. Assume F 6 = ;. Since f(F) = traceF 00 is a continuous function on the compact set F + , a maximizer F = (F ij ) m i;j=0 for f exists. We claim that rankF 00 = rankF.
Suppose not, i.e., rankF > rankF 00 . Then the Schur complement S of F 00 in F (for a de nition see, e.g. we get thatF 0. Thus it follows easily thatF 2 F. Since Let Q k ; k 2 f?m; ; mg be given n n complex matrices, and de ne F + as in Proposition 2.3.
Step 1. Use one of the existing semide nite programming packages ( 37] , 1], possibly with interface 18]), to see whether F + 6 = ;. If so, go to step 2; If not, no factorization exist.
Step 2. Use semide nite programming to nd F := argmax F2F+ traceF 00 .
Step 3. Write F as
which can be done by performing a Cholesky factorization. The spectral factor is now given by P(z) = P n i=0 P i z i .
We implemented this using 1], which was very simple. To cite one experiment, let Clearly, the algorithm is as good, as simple and as accessible as the semi-de nite package that one uses. We do observe, though, that in at least some cases simpler algorithms are available. E.g., in the case when n = 1 and one has a strictly positive trigonometric polynomial, the spectral factorization problem is equivalent to nding a positive de nite solution X to the matrix equation X + A X ?1 A = Q, where Q > 0 (see, e.g., 20]). The simple Schur complement based algorithm discussed in 2], 20] and 19] to solve this problem is very elementary and seems to work very well. In such case, using a semide nite programming package is clearly overkill.
As is well-known (see, e.g., 21]), as soon as one can determine spectral factorizations one may nd inner-outer factorizations. Recall that for a rational matrix function A(z) on the torus, the factorization A(z) = and by putting F i (z) = A(z)F o (z) ?1 , we nd an inner-outer factorization.
We now address the multivariable case.
Algorithm 2. Finding sums of squares representation Let + S Z d and Q k 2 C n n ; k 2 + ? + be given, and de ne F as in Theorem 2.1. Let P denote the cone of positive semide nite matrices (of size nj + j).
Step 1. Use one of the existing semide nite programming packages ( 37] , 1], possibly with interface 18]), to see whether F \ P 6 = ;. If so, go to step 2; If not, no sum of squares representation exists.
Step 2. Choose F 2 F \ P, and write F as F = col(P k ) k2 + row(P k ) k2 + ; so that P k has rankF rows (one may use a Cholesky factorization for this, and discard zero rows and columns). Then Q(z) = rankF X =1 P (`) (z) P (`) (z); row(P (`) (z)) rankF =1 := In nding this solution we have computed F = argmax F2F\P traceF 00 , and used it for the sum of squares representation. It is an open question, however, how to characterize in the several variable case the sum of squares representation that leads to this maximal traceF 00 . To provide one more example, we let f(z; w) = j1+zj 2 +j1+wj 2 , jzj = jwj = 1, and + = f0; 1g f0; 1g. Maximizing traceF 00 the algorithm nds the sum of squares representation f(z; w) = j1:4151 + 0:7067z + 0:7067wj 2 + j0:7067z ? 0:7067wj 2 :
There are also other representations that one may nd using semide nite programming. For instance, it is shown in 29] that a trigonometric polynomial q(z) of degree m that is nonnegative on the arc fe it : t 2 ? ; ]g (0 < ) may be written in the form q(z) = jp(z)j 2 + (z + 1=z ? 2 cos( ))jr(z)j 2 ; z 2 T; (2.6) where p(z) and r(z) are polynomials of degree m and m?1, respectively. In fact, in 29] the more general case of a union of several arcs is treated. Using the theory developed in this section we may now propose an algorithm for nding a representation (2.6). In 29] a basic construction using the fundamental theorem of algebra and trigonometric identities is described. Step 1. Use one of the existing semide nite programming packages ( 37] Step 2. Use semide nite programming to nd rank 1 positive semide niteÃ and B so that the diagonal sums of A andÃ coincide and the diagonal sums of B andB coincide (use Proposition 2.3).
Step 3 It should be observed that in our implementation we only considered the real case, as the semide nite programming package we used only deals with real symmetric matrices. It is not hard, though, to convert the complex case to the real case when one uses the 
