Inequalities relating the communalities to the multiple-correlation coefficients are derived. They are stronger than the well-known inequalities which have played an important role in factor analysis for the pa~t thirty years. Necessary and sufficient conditions for equality are obtained.
Introduction
Let ~; = [¢,] denote the correlation matrix of x = [xl x2 ." x~]'. We shall su~-pose that 2: is nonsingular and therefore positive definite. (If, to the contrary, ~ is of rank r (< p) then there are only r linearly independent variables x~ , x2, ... , x. , say, and the others are redundant.)
Next let (1) is that
where y = [yl y~ "'" y~]' has covariance matrix r and is uncorrelated with z = [zl z2 --. z~]' which has covariance matrix A, so that z¢ is uncorrelated with zi , 1 < i _~ j < p. The variable y~ is called the common-factor component of x~ and var(y~) --1 --~ is the communality of x¢ while z~ is the specific factor of x~ and var(z~) = ~ is the uniqueness of x¢ .
Let p~ denote the multiple-correlation coefficient of x,. with the remaining p --1 variables. Then PSYCHOMETRIKA because F is nonsingular. Roff [3] pointed out and Dwyer [1] proved that
In this paper we derive a set of stronger inequalities than (3).
The Inequalities
where rn is the covariance matrix of xl = [x~ xa "'" x~]' and define
Thus ~x = [~2 f~3 "'" f~]' is the vector of regression coefficients of x~ on x~ . Now
The second term on the right of (4) is ~ + f~12~222 + fl~a~a2 2 + ... + f~22 and, since F is positive semi-definite, the first term is nonnegative. Applying the same argument to 1 --p==, ... , 1 -p~, we have the following set of p inequalities
where/3, is the coefficient of x; in the regression of x~ on the remaining p --1 variables.
Conditions for Equality
Suppose that We see from (8) that there is equality in any member of (5) if and only if there is equality in the corresponding member of (3).
Conditions for p --m Equalities
In this section we shall obtain necessary and sufficient conditions for equality in the last p --m inequalities of (5) (and therefore of (3)). Guttman [2] obtained sufficient conditions for equality in the last p -m inequalities of (3) (and therefore of (5) •, p. Thus the communality i -~ may be characterised as the squared multiple-correlation coefficient of x~ with an infinite set of "relevant" variables. This property, and the fact that in very special situations it is possible for 1 --~ to equal p~ for some values of i, led Guttman to call p~ the "best possible" systematic estimate of 1 --~ in the practical case of a finite number of variables. While it is usually realized that the use of these estimates is strictly illegitimate in the sense that they lead to a r which is nonnegative definite and therefore cannot be a covarianee matrix, the extent to which they are illegitimate may now be better judged from the amount by which they contradict the p inequalities (5).
In this paper we have only been concerned with helping to demarcate the region of legitimate communalities and not with any criteria which propose a particular point in this region as the communality solution. We hope to treat this aspect in a later paper.
