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Measures of  t h e  computat ional  work and computational de lay  required 
by machines t o  conpute func t ions  a r e  give"n. Exchange i n e q u a l i t i e s  arc 
developed f o r  random acces s ,  t ape  and drum machines t o  show t h a t  product 
i n e q u a l i t i e s  between s t o r a g e  and t ime,  number of drum t r a c k s  and t ime ,  
number of b i t s  i n  an  address  and t i n e ,  e t c . ,  must be s a t i s f i e d  to c o n p ~ t e  
f i n i t e  func t ions  on bounded machines. C r i t e r s a  f o r  t h e  design and u s e  
of gene ra l  purpose computers a r e  developed and a p p l i c a t i o n s  of t h e  ex- 
change i n e q u a l i t i e s  a r e  made t o  t h e  language recognr t lon  problem, 
1. In t roduc t ion  
It is a fact, a s  Minsky n o t e s  [I], t h a t  very l i t t l e  is known about "poss- 
i b l e  exchanges between t ime and memory, t r a d e o f f s  between t ime and p r o g r m  
complexity," and o t h e r  important  pa rane te r s  of  computation. FIhile exckiarige 
r e l a t i o n s  a r e  n o t  t h e  only form i n  which b a s i c  information about coxputa t iona l  
processes  could be expressed,  t hey  could be  one important  r e p r e s e n t a t i o n  af 
such information,  I n  f a c t ,  Minsky has s a i d  t h a t  "the r ecogn i t i on  o f  exckanges 
is  o f t e n  t h e  conception o f  a s c i e n c e ,  i f  quan t i fy ing  them is i ts  b i r t h "  f l l ,  
I n  t h i s  s e t t i n g ,  t h i s  paper  con t r ibu te s  t o  t h e  concept ion and quari t i f iearion of 
computer sc ience  by developing many exchrmge i n e q u a l i t i e s  involv ing  s t o r a g e ,  
t ime and o t h e r  important  parameters  o f  c o ~ p u t a t i o n .  
I n  t h i s  paper  we examine t h e  computation o f  f i n i t e  func t ions  Cf~mct ions  
whose domain is f i n i t e )  on f i n i t e  machines. I n  Sec t ion  2 ,  two machine mode l s  
a r e  examined, s e q u e n t i a l  machines which a r e  assumed t o  execute a fixed. n s m b e ~  
o f  cyc les  and autonomous machines, which r e c e i v e  no e x t e r n a l  i n p u t s  dur ing  a 
computation and which execute a number of  cyc les  dependent on t h e i r  i n i t i a l  
s t a t e s .  We shox t h a t  f o r  every autonomous machine t h e r e  e x i s t s  a s e q u e n t i a l  
machine which computes t h e  same func t ion .  
Two cozplexi ty  measures a r e  def ined  i n  Sec t ion  3 f o r  f i n i t e  funci;ions,  
These a r e  combinational c o ~ p l e x i t y  and time complexity and \.re assume Phaa furc-  
t i o n s  a r e  computed by "strraigh-t-line" a i g o r i t h n s ,  t h a t  i s ,  algori thcls  : i i ~ i .  co 
loops and l i m i t e d  branching.  B7o s e t s  of b a s i c  i n e q u a l i t i e s  are deveiopza 
. . 
re la t i .ng  t h e  co;?5ina";;onai conple:<Fr;~- and t i - e  ccrr.plexity of  s e q ~ e n ~ i a l  ;.;lcnrrzs 
and t h e  number of cyc l e s  which they  execute t o  t h e  coiiibinational cor;ysiexi" ;-i;,,~L. 
t ime complexity o f  t h e  func t ions  which they  conpute. These i n e q u a l i t i e s  provide 
a n a t u r a l  d e f i n i t i o n  o f  conputaatonal  ~ r o r k  cii-12. conputa t iona l  delay and t h c  
i n e q u a l i t i e s  a r e  i n t e r p r e t e d  a s  r e q u i r i n g  t h z t  a minimum m o u n t  o f  work be doce 
and a minimum delay be experienced by machines which compute funct ions  o f  given 
complexity. The time r a t e  a t  which computational'work is done by a na.chine is 
defined a s  its computing power and t h i s  measure f i n d s  app l i ca t ion  i n  later 
sec t ions .  Computational work has been previously introduced i n  t h e  s tudy of 
decoding f o r  e r r o r  co r rec t ing  codes [2,31 and t i n e  complexity has been used i n  
connection with s t u d i e s  o f  t h e  time requi red  t o  mul t ip ly  and add [4,51, 
The p roper t i e s  of t h e  two complexity measures a r e  surveyed i n  Section 4, 
Included i n  t h i s  survey a r e  t e s t s  which can be appl ied  t o  funct ions  which whec 
s a t i s f i e d  provide lower bounds on t h e i r  conplexity.  Analyt ica l  methods :\-hleh 
prove useful  i n  l a t e r  sec t ions  a r e  a l s o  developed here.  
Computational e f f i c i ency  is  discussed b r i e f l y  i n  Section 5 i n  tercs of t b e  
coinpbtational work and computational delay measures. It is  sh0i.m t h a t  slnple 
funct ions  can be  coinputed e f f i c i e n t l y  by many d i f f e r e n t  sequen t i a l  machiiles 
and t h a t  most Boolean funct ions  a r e  cozputable with modest e f f i c i ency  on xznqr 
machines a l so .  
I n  Section 5 ,  t i g h t  bounds a r e  developed on t h e  combinational compLexity 
and time complexity of  random access ,  t a p e  and drum ( o r  d i s k )  s to rage  u n i t s ,  
These bounds are used i n  Section 6 together  with t h e  i n e q u a l i t i e s  of Section 2 
t o  provide exchange i n e q u a l i t i e s  f o r  genera l  purpose computers using s t o ~ a g e  
o f  these  th ree  types .  It is  shown, f o r  exzmple, t h a t  the  computation of ccm- 
plex  funct ions  on random access o r  tape  zachines r equ i res  t h a t  the  produc t  of 
---- - - 
t h e  s to rage  capacity and execution time o f  these  machines be l a r g e .  The sLa- 
logous r e s u l t  f o r  d r ~ n  a c h i ~ e s  s k o ~ s  tha-i ?-te prodilct of  t h e  n u ~ 3 e r  ~f - 7 - - ' - -  -  - - a \ w  
and execution t i n e  b-, l a r g e ,  which i s  a much wealter inequa l i ty .  Ineqzlaltties 
a r e  a l s o  developed f o r  on and o f f - l i n e  mui t i tape  machines. Among o t h e r  eaings 
these  i n e q u a l i t i e s  shcw t h a t  the  execution t i n e  reydirec! .to ccrnpute e a?un!a=tici~ 
of combinational complexity C must grow l i n e a r l y  with C on drum rachPn$s, 
a t  l e a s t  as f a s t  as 6 on tape  machines and it can a l s o  be shown t:hat l"u;~c- 
t i o n s  can be computed i n  time'independent of  t h e i r  complexities on randon- 
access machines. These r e s u l t s  suggest  a h ierarchy o f  s to rage  u n i t s ,  
On t h e  b a s i s  of  computing power two r u l e s  of thumb a r e  g i v e n . f o r  the use 
and a c q u i s i t i o n  of  s to rage  u n i t s .  We a l s o  ca r ry  ou t  a ca lcu la t ion  of  t h e  con- 
put ing  powers of s to rage  devices i n  a  t y p i c a l  computing system t o  argue t h a t  
bulk a u x i l i a r y  s to rage  can mate r i a l ly  .increase. the  execution t i n e  of prograrrs t \a t  
a r e  forced t o  i n t e r a c t  heav i ly  with it. 
Section 8 uses the  language recogni t ion  problem as one i l lus t ' na t%c ,  caf 
the  appl ica t ion  of computational work and t h e  i n e q u a l i t i e s  derived i n  ear l lsr  
sec t ions .  Bounds a r e  derived on the  wonk required  t o  recognize lang~:ages l a ,  
t h e  thornsky hierarchy and a language is  given t o  suggest  t h a t  t h e  Cho~sky 
hierarchy and a hierarchy based on t h e  work requi red  t o  recognize Languages 26 
not  coincide.  
F i n a l l y ,  i n  Section 9 i n e q u a l i t i e s  which are developed i n  Section 2 src 
used t o  bound t h e  complexity of  t h e  most complex function which can be ccr:?u"cd 
by a quantum-nechsnical computer wi th  energy E i n  t seconds.. This r e s u l t  i s  
used t o  show t h a t  these  computers cannot compute n o s t  Boolean function o f  160 
o r  more va r i ab les  i n  one hour with a k i lowat t  of  power. 
2. Computation on F i n i t e  Machines 
I n  t h i s  s e c t i o n ,  w e  i n t roduce  two models f o r  computing machines and w e  define 
t h e  f i n i t e  func t ions  which they  compute. The first model i s  c a l l e d  a  sequentiz? 
machine and it executes  a f i x e d  number o f  c y c l e s ,  The second model i s  c a l l e d  an 
autonomous machine and it execu te s  a number o f  cyc l e s  which depends on its initial 
state. These models have been chosen because they  a r e  r e p r e s e n t a t i v e  if t h e  wrys  
i n  which computing machines a r e  used today.  The automonous machine xodels s-cored 
programmed computers which a c t  upon programs and d a t a .  
D e f i n i t i o n  1 A (!.loore) s e q u e n t i a l  n a c h i z  is a s e x t u p l e  S = < S )  I g  5 X 0 ;  T 4 
where- S ,  I and 0 are t h e  f i n i t e  s tate se t ,  i npu t  a lphabe t  and o u t ~ u " c  a lph&b~" t  
--..--*-:3 
o f  t h e  machine, r e spec t ive ly ,  6 :  S x I -+ S is t h e  s t a t e  t r a n s i t i o n  furiction an6 
--- 
A :  S + 0 is  t h e  ou tpu t  func t ion .  The machine produces T ou tpu t s  i n c l u d i n o  t. 
t h a t  determined by i ts  i n i t i a l  s t a t e  and it is s a i d  t h a t  S executes  T cycles. 
- 
Let  be  t h e  n- fo ld  c a r t e s i a n  product  o f  I and l e t  (yl ,  y 2 ,  - - 9  yn E T ~ ,  SES, 
( n ) .  Then, t h e  ex t ens ions  6'"): S x 1" 4 S ,  A . S x  + 0 o f  6  and I. a-. 
de f ined  by 6  = 6 ,  A )  = and fop  n = 2 ,  3 --- 
Def in i t i on  2 An gutonornous rriachine is a quintuple A = < A ,  6 ,  A ,  P, 3 3 iiS.c-grc 
A and 0 a r e  t h e  f i n i t e  s t a t e  s e t  and o u t ~ u t  alph&e?, r c s p e c f i v e l y  6: s -> h 
- - - _ I  3 
i s  t h e  s t a t e  t r a n s i t i o n  func t ion ,  A :  A -> 0 is  t h e  o u t ~ u t  func t ion  aad 
c_- P 
P: A -+ [0,1) i s  t h e  p r i n t  f i inc t ion .  T5e s t a t e  s e t  hzs 2istinguis5cd sre:es 
-
pcA c a l l e d  p r i n t  s t a t e s  and P is t h e  c h a r a c t e r i s t i c  func t ion  of a s e t  
F o f  p r i n t  s t a t e s ,  i . e .  f o r  a E A 
The ex tens ions  6'") : A -r A ,  1'"): A + 0 ,  n  = 1, 2 ,  3--- , o f  t h e  func t ions  
6  and h  a r e  def ined  by 6  = 6 ,  1 )  = and 
f o r  ~ E A .  The func t ion  fA: A -r 0 is then  de f ined  f o r  acA by 
where n 5 1 is t h e  s m a l l e s t  i n t e g e r  such t h a t  6(" ) (a )  E F . If no such i n t e g e r  
e x i s t s ,  t hen  f (a) i s  undefined. Then, it is s a i d  t h a t  A computes t h e  3ar:ial A 
func t ion  
f~ ' 
For t e c h n i c a l  r ea sons ,  w e  want t o  l i n i t  our  a t t e n t i o n  t o  s e q u e n t i a l  rnaehines* 
The fo l lowing  lemma is important  because it demonstrates t h a t  every autoncnous 
machine which even tua l ly  p r i n t s  can be rep laced  by a  s e q u e n t i a l  machine, The procf  
is  c o n s t r u c t i v e  and it e x h i b i t s  a  s i n p l e  machine which when adjo ined  t o  the autonc- 
mous machine c r e a t e s  a  s e q u e n t i a l  machine. We show l a t e r  t h a t  t h i s  simple nachine, 
adds i n  a  minor way t o  t h e  coxplexi ty  of t h e  autonomous nachine ,  
Lenma I Let  A = < A ,  6 ,  A,  P ,  0 > be an autononous machine id-iich cor:puz;?s 
fA and which reaches  a  p r i n t  s t a t e  when s t a r t e d  i n  any s t a t e .  Then, t b s r e  
e x i s t s  an i n t e g e r  TA and a  s e q u e n t i a l  machine SA = < S A ,  -, 66A3 XA) 3 ;  '1 A 
such t h a t  fA is computed by S~ * 
Proof Let  SA = A x { O , 1 1  x O and l e t  ( a ,  b y  z )  E S A If A is  started i n  
s t a t e  a: SA is s t a r t e d  i n  s t a t e  ( a 1 ,  0, h ( a t  ) )  i f  ~ ( a l  = 0 and i n  s t a t e  
( a ' ,  I ,  A(al )I, o therwise .  Then, we de f ine  ~ 3 ~ :  SA + SA and XA: SA + 0 
where 
1 b  = 1, o r  P ( a )  = 1 
0 otherwise  
z b  = 1 o r b  = 0, ~ ( 3 )  = 0 
X(a) b  = 0, P ( a )  = 1 
The first component o f  ( a , b , z )  r eco rds  t h e  p r e s e n t  s t a t e  o f  A . The second 
component assumes value 1 when A e n t e r s  a p r i n t  s t a t e  and t h e  t h i r d  compo- 
nent  r e t a i n s  t h e  output  of A a t  t h a t  t ime.  Once b ' =  1, t h e  ( b ,  z )  pair .  re- 
mains unchanged t h e r e a f t e r ,  Since A executes  a t  most . TA c y c l e s ,  the machine 
SA w i l l  produce a s  i t s  TA 2 output  t h e  value of fA . Thus, 
A:) ( a , b , z )  = f A ( a )  f o r  n  = TA and a i l  a i n  A . 
Q.E,D. 
I n  t h e  proof  above t h e  second and t h i r d  components o f  t h e  s t a t e  vector ( a , ~ . ~ )  
r ep re sen t  a machine which has been ad jo ined  t o  A t o  form SA . Sines ec2z-l~ 
autonomous machine can be rep laced  by a s e q z e n t i a l  machine, we assuxe in aJ- 
d i scuss ions  below, t h a t  a l l    la chines are sequential machines whjch e x c e ~ t e  Eixez 
numbers o f  cyc l e s  un le s s  e x p l i c i t l y  s t a t e d  othemrise.  
Consider next  t h e  in t e rconnec t ion  of a  s e t  o f  s e q u e n t i a l  machines 
is1, S2, --, SL.} each o f  which has a  clock and makes one s t a t e  t r a n s i t i o n  e v e q  
clock cyc le .  Let t h e  clock cyc le  l eng ths  o f  t h e  machines be T r -- 1v2) ' Ts,9 
r e s p e c t i v e l y ,  and assume t h a t  each l eng th  is a mul t ip l e  of  some l eng th  T 0 " 
Since t h e  clock cyc le  l eng ths  may be d i f f e r e n t ,  it i s  important  t o  know w h e ~  a
machine makes a s t a t e  t r a n s i t i o n .  We assume t h a t  a s t a t e  t r a n s i t i o n  i n  a machine 
occurs  ins tan taneous ly  a t  t h e  end o f  i ts  clock cyc le  and t h a t  t h e  t r a n s i t i o n  is 
determined by t h e  s t a t e  o f  t h e  machine dur ing  t h a t  cyc le  and by t h e  value of t h e  
i n p u t  t o  t h e  machine j u s t  preceding t h e  end o f  t h e  cyc le .  The l a s t  ass~n?tian i s  
important because s i g n a l s  on inpu t  l i n e s  o f  a  machine i n  an in te rconnected  se t  
o f  machines may change during one o f  i ts  cyc les .  Note t h a t  a  change i n  a  -izjci:?ne 
output  occurs  only a t  t h e  end o f  a  cyc le  and i f  a machine coinpletes t h e  number 
of cyc l e s  it executes ,  then  i t s  s t a t e  and output  remain cons tan t  t h e r e a f t e r ,  
A sequent iax  machine may have s e v e r a l  i n p u t  l i n e s  and s e v e r a l  ou tput  Eiaes. 
The i n p u t  and output  a lphabets  r ep re sen t  s e t s  o f  p o s s i b l e  con f igu ra t ions  of 
s i g n a l s  on these  l i n e s .  
An in te rconnect ion  r u l e  a f o r  machines S  , S2,  --- , SL i s  a  p a r t i t i o n  
1 
of  t h e  s e t  o f  i npu t  and output  l i n e s  of t h e s e  machines i n t o  d i s j o i n t  classes 
s u b j e c t  t o  t h e  r e s t r i c t i o n  t h a t  no two ou tpu t s  a r e  i n  t h e  same c l a s s ,  Classes  
which conta in  no output  l i n e s  a r e  c a l l e d  e x t e r n a l  i n ~ u t s  and t h e  r e ~ a i r i i x g  cLesres 
- --- 
a r e  c a l l e d  i n t e r n a l  i npu t s .  
We assume t h a t  each o f  t h e  machines Sly --, SL begins  t o  execute s i - ~ ~ ~ l -  
taneous ly  and t h a t  they  execute T 1, -- TL c y c l e s ,  resp i -c t ivn ly .  ' I t en  ? .rhe 
i n t e r connec t ion  r u l e  and t h e  t iming informat ion  determine which o - ~ t p u t s  and 
e x t e r n a l  i npu t s  i n  time a r e  used by any given machine t o  m a k e  s t a t e  transitions, 
When t h i s  information is a v a i l a b l e ,  t h e  func t ions  conputed by Sly -- SL c:an 
be composed t o  form t h e  func t ions  computed by t h e  c o l l e c t i o n  of  machines, We 
do n o t  e x p l i c i t l y  s t a t e  t h e  func t ions  computed he re  because t h e  n o t a t i o n  r e -  
qu i r ed  t o  do s o  would obscure t h e  r e s u l t .  
3 .  Measures o f  Funct iona l  Complexity 
In  t h i s  s e c t i o n ,  we d e f i n e  " s t r a i g h t - l i n e "  o r  Q-algorithms and we show t h e  
equivalence of t h e  graph of  such a lgor i thms and combinat ional  machines, We a l so  
def ine  two measures o f  f u n c t i o n a l  complexity,  combinat ional  complexity and t inle 
complexity,  and we e s t a b l i s h  two i n e q u a l i t i e s  involv ing  them. These i n e q u a l i t i e s  
w i l l  be used r epea t ed ly  t o  d e r i v e  many of  t h e  n a j o r  conclusiorls of  1:hi.s :33er, 
n .  
2 B e f i n i t i o n  3 Let  R be a  f i n i t e  s e t  o f  p r i m i t i v e  ope ra t ions  h a  E R ,  h . :  C + C 
1 .l 
where C is some f i n i t e  s e t .  Let r = Z U (X1, X2, --, X N j  be t h e  d a t a  s e t  
where each X, is a v a r i a b l e  over  C . Then, a K-step Q-algorithm w i t h  data 
1 
s e t  r is a Y-tuple B = (B1, B2 , -- , .By) where a t  t h e  k th  s t e p  Bk E T  or  Bk - 
-
f o r  some and 
- 
a s s o c i a t e  wi th  it t h e  f u n c t i o n  Bk which is e i t h e r  a  cons tan t  or a func t ion  
which i d e n t i f i e s  a v a r i a b l e  X i * I f  Bk = (hi; kl ,  --, k we associate t h e  n. 
1 
- - 
r e c u r s i v e l y  def ined  func t ion  Bk = h(B , --- , Bk . The 
" kl ": 
- - - -  
a-algori thm B is  s a i d  t o  compute t h e  func t ions  Bn , Bm , --R where 
1 2  m 9 
-- 
'ml' Bm ,2 ' Bm a r e  any of  t h e  non-data s t e p s  of  6 . A s e t  R i s  saf3 
9 
t o  be complete i f  every f m c t i o n  f :  zn -+ C can be r e a l i z e d  by scne C-al.gc~i'~P-l.-i 
(For  example, t h e  s e t  Q c o n s i s t i n g  of  t h e  2-input A N D ,  2-input OR and the NCT 
func t ions  i s  complete f o r  Soolean f ~ n c . t i o m . 1  We assume t h a t  $2 i s  ccmp2~:ra 
To each Q - a l g o ~ i t h m  we a s s o c i a t e  a  d i r a c t e d ,  a c y c l i c  graph as i n l i e a t e 6  
below. 
Def in i t i on  4 The graph G o f  a K-step R-algorithm B i s  a s e t  aF nodes xhich 
a r e  i n  a  1-1 correspondence wi th  s t e p s  of  6 and a  s e t  of l abe l ed  directed edgcs 
between nodes. If Bk€I ' ,  t h e  corresponding node o f  G h a s  no edges d i r e c t e d  
i n t o  it and is c a l l e d  a source  node. I f  Bk = (hi; k l ,  --, kn ) , t h e  node 
i 
corresponding t o  it has 
ni edges d i r e c t e d  i n t o  it from nodes corresponding t o  
- - B k l y  7 Bk . Furthermore, t h e s e  edges are l abe l ed  t o  r e t a i n  t h e  order 
n 2 
o f  t h e  s t e p s  a s  arg6ments of  hi . A node which has no edges d i r e c t e d  from it is 
c a l l e d  a t e r m i n a l  node. 
I n  t h i s  pape r ,  we l i m i t  o u r  a t t e n t i o n  t o  R-algorithms where E = L p  = 10~11 . 
n i Therefore,  t h e  p r i m i t i v e s  : C2 + X 2  a r e  Boolean func t ions  and t h e  graph of  hi 
an R-algorithm is  commonly knovir, as a combinational machLne o r  a swi tch inp  cPrc:itj". 
----- ---- 
There w i l l  be very  l i t t l e  l o s s  o f  g e n e r a l i t y  due t o  t h i s  r e s t r i c t i o n  and most 
r e s u l t s  de r ived  w i l l  hold f o r  R-algorithms over  a r b i t r a r y  b u t  f i n i t e  sets Z , 
%e now s t a t e  two measures o f  f u n c t i o n a l  complexity.  
D e f i n i t i o n  5 The corrbinat ional  complexity of  t h e  s e t  of Boolean func t ions  
{fly f2, --- , f r }  wi th  r e s p e c t  t o  t h e  s e t  o f  p r i m i t i v e s  R ,  Cn(fl, f2: - - fp) 9 
is  t h e  s m a l l e s t  number o f  non-source nodes i n  any graph o f  an R-algorithm which 
computes t h e s e  func t ions .  
Def in i t i on  6 The l eng th  o f  an R-algorithm is t h e  number o f  edges on the  Longest 
d i r e c t e d  pa th  o f  i t s  graph. The time complexity - of  t h e  s e t  o f  Boolean f u n c t i o ~ s  
{fly f 2 ,  --- , f 1 with  r e s p e c t  t o  t h e  s e t  o f  p r i m i t i v e s  2 , D n ( f l ,  f p ,  ---- J= ' 
P 1 A 6 1  3 
i s  t h e  l eng th  of  an 9.-algorithm of  s h o r t e s t  l e n g t h  rdnich computes these E ~ n c t l s r ~ s ,  
Combinational complexity should be i n t e r p r e t e d  a s  t h e  n u d e r  of  l o g i c a l  03- 
e r a t i o n s  r equ i r ed  t o  compute a s e t  o f  func t ions .  Since every l o g i c  e l e n c z t  intro- 
duces sove de lay  i n t o  a c i r c u i t ,  t i n e  cor.phexity should be inte,npreteP as t 5 e  tir? 
requ i r ed  t o  compute a s e t  o f  func t ions .  
The func t ions  computed by R-algorithms wi th  R a s e t  o f  Boolean p-:-nitives 
a r e  Boolean. However, t h e  func t ions  compu-ted by s e q u e n t i a l  machines are n a r  Bookz-;.,, 
i n  gene ra l .  Thus, i f  t h e  complexity o f  t h e s e  f u n c t i o n s  is  t o  be measuxd ,  w e  
must c r e a t e  r e p r e s e n t a t i o n s  f o r  them i n  terrns o f  Boolean func t ions .  Po do t h i s  
m 
we first de f ine  an  encoding-of  a s e t  B , h:  B +- L2 t o  be a 1-1 map of B into Z; 
f o r  some m . If f :  Blx--xE + B1x--xB1 is  a non-binary func t ion  and if 
P I  9 (bl. 
--- , b ) eB1 X--xB (b;, --, b t )  EB' x--xB1 , t hen  we d e f i n e  P P' 9 1 4 
where f (b l ,  b2 -- Y bp) = (b;, b;, --, b ' ) and hi i s  t h e  encoding of B. 
9 I 
and h '  i s  t h e  encoding o f  B 1  . j j 
The d e f i n i t i o n  of  t h e  coirhinat ional  complexity of  t h e  func t ions  5" - - 9 f r? 
is  now extended t o  non-binary f u n c t i o n s  and is c a l l e d  E Cn (f,, --, fr) . This  
i s  def ined  a s  t h e  minimum over  al-1 encodings of  C (ff: -- ff i)  . The d e f i n i f  ion Q l '  r 
of t ime complexity is a l s o  extended t o  non-binary func t ions  and is c a l l e d  
E DQ(fl, --, f r )  . Unless confusion is  l i k e l y  t o  a r i s e ,  we s h a l l  use Cn f o r  
E C, an6 D* f o r  D~ . 2 
We a r e  now prepared t o  s t a t e  t h e  major r e s u l t s  o f  t h i s  s e c t i o n .  
Theorem 1 Let  Se = <Se, I&. 6L, h e ,  O e ;  T > f o r  1 5  2 6 L and l e t  S hive  R R 
cyc le  l eng th  T 2 . '  Let  t h e  machines S1, S2 , - -  , SL be in te rconnected  a c c o ~ - l i  n- 
t o  r u l e  and l e t  t h i s  c o l l e c t i o n  of  machines compute t h e  func t ions  fl, f p ,  ---, 
f . Let  Ee be a s e t  o f  encodings f o r  t h e  domains and ranges  o f  St: S x I -h S t  
r ,t R 
and Xi:  S i +  0  s u b j e c t  t o  the r e s t r i c t i o n  t h a t  t h e  sane encoding i s  u s e d  f o r  R 
each occurence of  S R .  Let Cn(se ,  h e  j E be t h e  con5ii ia t ional  corllerity 31 2 
6& and X with  t h e  encodings E R 9 , -  Then, 
cn(f1, - - 9  f r )  min Z Cn(6e, X a ;  Eel Te 
El---EL R = l  
where t h e  minimum is over  t h e  encodings wi th  t h e  r e s t r i c t i o n  t h a t  a l l  machine 
i n p u t s  i n  t h e  same s e t  o f  e x t e r n a l  o r  i n t e r n a l  i n p u t s  be ass igned  t h e  s a m  
encodings. 
P r o d  Given an R-algorithm which computes %' hQ with  encodings Ee 9 
an Q-algorithm can be cons t ruc t ed  which computes a l l  o f  t h e  func t ions  compute2 
by S2 . This  is done by c o n s t r u c t i n g  T copies  o f  t h e  Q-algorith;. f o ~  
R 
X ) and connect ing t h e  s t a t e  ou tput  o f  one copy t o  t h e  s t a t e  input of  e ,  e  
another  s o  t h a t  a chain is formed. This a lgor i thm has  combinationa2 corr- 
~ l e x i t ~  equa l  t o  CQ(6&, 1%; Ee)Te . 
The in t e rconnec t ion  r u l e  and t iming  information determine which external 
and i n t e r n a l  i n p u t s  i n  t ime a r e  used by t h e  va r ious  machines t o  make s t a t e  
t r a n s i t i o n s .  We cons t ruc t  R-algorithms a s  i n d i c a t e d  above f o r  each s f  t h e s e  
machines and then  form connect ions a s  i n d i c a t e d  by t h e  in t e rconnec t ion  r u l e  
and t h e  -t-2ming information.  These connect ions do n o t  c r e a t e  any loops  and 
an R-algorithm has  been c r e a t e d  which computes t h e  func t ions  computed by the 
c o l l e c t i o n  o f  machines. Note t h a t  i n  making connect ions ,  it is assumed t h a t  
encodings of i n p u t s  and ou tpu t s  which a r e  connected a r e  i d e n t i c a l .  
The theorem fo l lows  by choosing encodings which minimize t h e  bounds on 
combinat ional  con~plexi ty  . Q,E,D, 
Given a corriiina-tional nachir~e which r e a l i z e ;  t h e  t r a n s i t i o n  znd _ ~ - < t ? a b  
func t ion  of  a s e q u e n t i a l  machine S, we could r e a l i z e  S a s  shorn i n  Fi?, 1 
by connect ing t h e  combinat ional  machine t o  a bank o f  b ina ry  memory cells. Then.  
a combinatiorial machine equ iva l en t  t o  S can be cons t ruc t ed  a s  shm-n  in Fig* 2 
by s t r e c h i n g  S. It is o f t e n  h e l p f u l  t o  t h ink  of machines i n  t h e s e  te rns .  
Cora l l a ry  Under t h e  cond i t i ons  o f  Theorem 1, l e t  C (S ) be t h e  minimlnrn  
n n, 
over  a l l  encodings Ee o f  CQ(6%, h Q  ; Ee) . Then, 
- 
Cn(fl, --, fr) 5 C ( S  ) i- min fi a L Cn(bQ, hL; Ei!)TL 
0 En, RfR Rfo 
where t h e  minimum is  over  a l l  encodings E2, i! # go , with  t h e  r e s t r l c t i a r ~  
t h a t  encodings o f  t h e  e x t e r n a l  and i n t e r n a l  i n p u t s  t o  machines S,, R P ' 2  
0 
be c o n s i s t e n t  with t h e  encodings which minimize C (6 , A t  ; EL 1. 
0 0 
Proof The i n e q u a l i t y  is v a l i d  because t h e  encodings t o  t h e  R-algor-ithn con- 
s t r u c t e d  a3ove f o r  SR can be h e l d  f i x e d  and t h e  o t h e r  encodings chosen t o  
minimize t h e  bound. Q.E.D. 
Theorem 2 Under t h e  cond i t i ons  of Theorem 1, l e t  D (6 h e ;  E 1 be the t i r r t  a R, R 
complexity o f  6e, A e  w i th  encodings E 1 1 '  Let 
RJS, --, ST = min max Dfi(6,, A,; E n )  
where t h e  minimum i s  over  a l l  encodings wi th  t h e  r e s t r i c t i o n  t h a t  each machine 
i npu t  i n  t h e  same s e t  of e x t e r n a l  o r  i n t e r n a l  i n p u t s  be ass igned  t h e  sane en- 
coding. Then, 
- - DQ(fl, f 2 ,  f r l  2 2RQ(S1, --- , S 1 imax TL r e ]  L L 
Proof The bound a p p l i e s  t o  the Q-algarithm which was cons t ruc ted  i n  the  
proof o f  Theorem 1, 
Consider t h e  longes t  pa th  P through t h e  gra?h of t h i s  a lgoz i thn  2nd 
suppose it passes  consecut ive ly  through t h a  graphs a s s o c i a t e d  with rnachii-,es 
S --- a; Se,3 , s R~ S~ Let t h e  p a t h  pas s  through t h e  graph a s soc i a t ed  with j 
a t  an  i n p u t  given t o  SL j u s t  p r i o r  t o  i t s  m t h  s t a t e  t r a n s i t i o n  and a t  
j R j 
an output  produced by S fol lowing i t s  n t h  t r a n s i t i o n , l  5 j 5 N, Then, 9. j R j 
I s m R  s n  < T9. - 1 and n, T~ < m T because i f  t h i s  secocd 
j j j j j 'j+l ejil 
condi t ion  is no t  s a t i s f i e d ,  t h e  m t h  t r a n s i t i o n  of  
2 cannot depend 
' j + l  j il 
on t h e  n t h  output  of  R j j 
I n  t h e  graph which has been cons t ruc ted  f o r  S, , t h e  s e c t i o n  of the p<?-th j 
P pass ing  through it has l eng th  (nR - m + 1 )  Dn(6Q , A Q  ; E x ,  1 . But R 
, j j j j .I 
n < m  R *jfl . Thus, t h e  l eng th  o f  P , namely, D , is bounded by j T ' j i l  ,i 
where we have chosen t o  d e f i n e  m T = n  T . Since n 
L ~ + l  , ~ + l  ,N ,N 
it fo l lows  t h a t  
N-1 
D < c max D n ( S ~ ¶ % ; E e )  1 [ z T e  + T  r I 
I ~ E < L  -r j=1 j R~~ P. 
N-9. 
But i f  t h i s  chain of: W machines is t o  e x i s t ,  it must be t h a t  < T -I)T C *  - j= i  j Rl'a i l . *  l\i 
Using t h i s  i n e q u a l i t y  and n i n i n i z i n g  over the encodings El, -- , E- we have 
L 
t h e  r e s u l t  of t h e  theorem. C , E , L ) ,  
These tkio theorems suggest- t h e  follo:.ring d e f i n i t i o n s  which w e  s h a l l  use 
i n  i n t e r p r e t i n g  t h e s e  r e s u l t s .  
Def in i t i on  7 A s e q u e n t i a l  machine S  = <S, I ,  6 ,  A ,  0; T> wi th  cyc l e  l eng th  
s: 
T is s a i d  t o  do computat ional  work W = Cn (SIT a n d  t o  in t roduce  a  c a m o ~ t a t i o n a l  
- 
* s: 
delay  A = Dn(S)T where Dp ( S )  i s  t h e  minimum o f  Dn(6, A ;  E) over  ail 
-9- 
encodings E  . Also, t h e  computing power P (S) is  de f ined  a s  P,,tS, = c,~s)/T . 
n 
The computat ional  work W and computat ional  de lay  A of  a c o l l e c t i o o  S1, S p ,  -- 
"L 
with cyc l e  l eng ths  T -- 1 ' , T~ and in t e rconnec t ion  r u l e  a a r e  given by t h e  
upper bounds i n  Theorems 1 and 2 ) r e spec t ive ly .  
Computational work W is i n t e r p r e t e d  a s  t h e  equ iva l en t  number of l o g i c a l  
ope ra t ions  performed by s e q u e n t i a l  machines and i s  an analog o f  mech a-ll.~<--  " n = l  :+rork 
Theorem 1 s t a t e s  t h a t  a  s e t  of func t ions  can only be computed by a  s e t  of 
machines which do a t  l e a s t  a s  much computat ional  work as t h e  conb ina t i cna l  can- 
p l e x i t y  of  t h e s e  func t ions .  Thus, complex func t ions  must be computed by many 
machines (L l a r g e )  o r  by a  few machines each of  which does a  l a r g e  amount of work,  
This  i n  t u r n  means t h a t  t h e s e  machines execute many c y c l e s ,  have many equ iva l en t  
l o g i c  elements o r  both.  
A machine which has cyc l e  l eng th  r and executes  T cyc l e s  runs  f o r  a 
W t ime TT . Thus, it does work a t  t h e  r a t e  of  P = - T T and by analogy wi th  
mechanical power, we c a l l  P computing power, 
Logic elements  in t roduce  de lay  i n  c i r c u i t s ,  s o  we i n t e r p r e t  computational 
de l ay  A a s  t h e  equ iva l en t  de lay  in t roduced  by s e q u e n t i a l  machines. Then, 
Theorem 2 s t a t e s  t h a t  a  s e t  o f  funct iom can only be computed by a s e t  o f v a a c h i ~ e s  
i f  t h e  machines i n t roduce  a  computat ional  de lay  which is a t  l e a s t  a s  lzrge as 
t h e  time coxplexi ty  of t h e s e  func t ions .  T5us ,  t o  cospute cocplex functisz; 
some machines must in t roduce  a  l a ~ g e  de lay  o r  run f o r  a  long time. 
We f i n i s h  t h i s  s e c t i o n  wi th  a  theorem which demonstrates t h a t  an i n e q u a l j t y  
l i k e  t h a t  of  Theorem 1 holds  f o r  autonomous machines. 
Theorem 3 Let A = <A,  6 ,  A ,  P ,  O> be an autonomous machine which computes 
fA and which p r i n t s  when s t a r t e d  i n  any state. kt C (6 ,  A ,  P ; E )  be the n 
combinational complexity o f  6 ,  A and P with r e spec t  t o  t h e  encodings E 
which encode t h e  range of  P with t h e  i d e n t i t y  map and which encode 0 and A 
n m 
with t h e  1-1 encodings h: Q -+ X2 and g: A -+ Z2  . Let cn(A) he  t h e  
minimum of C ( 6 ,  A ,  P; E) over a l l  encodings E and l e t  n be t h e  integer 52 0 
n 
0 i n  t h e  minimizing encoding h : 0 -+ C 2  . Then, i f  il conta ins  the 2-input 
0 
AND element, t h e  2-input OR element and t h e  NOT element, we have 
where TA i s  t h e  maximum number of cycles  executed by A when it f i r s t  prints, 
3 :  
Let D ( A )  be t h e  minimum over encodings E of D (6 ,  A ,  P ; E) which i s  t h e  
sit n 
time complexity o f  6,  A ,  P sub jec t  t o  t h e  encodings E . Then, 
Proof We use t h e  machine SA const ructed  i n  the  proof of  Lemma 1. L e e  z 0 
m 
0 
and l e t  ho(z)  = (xl, -- x ) . Let go: A -> L be t h e  minimizing encoding 
n 
0 
2 
g , l e t  a E A and l e t  go(a)  = (yl, --, ym ) . Then, w e  represent  &A' of 
2': f i  8. 0 
SA and P of A by 6A, X~ and P~ given by 
where 
b t  = b + P(a1 
1 I t I I  t I 
and i f  h O ( z t )  = (x.  1, x 2 3  -- , xn ) and ho(A(al) = (xl, -- xn 1 
0 0 
then 
- 
Here . denotes AND, + denotes OR and denotes NOT. The graph of t h e  
a-algorithm t h a t  has been constructed which r e a l i z e d  6A, AA has 5 n + 
0 
22 J: t 
C ( A )  non-source nodes, so  CD(SA) 5 5 no R + CR(A) and t h e  first i n e q u a l i t y  
92 J. 
fol lows.  For t h e  second, cons t ruct  t h e  funct ions  6:, AA and P using t he  
encodings which min'imize D,(6, A ,  P; E) . Then, t h e  length  of  t h e  R--algorirhm 
* 
r e a l i z i n g  6A, 
1 
AA is a t  most DQ(A) + 3 ( t h e  length  o f  t h e  graph generat ing x,) 
7 
and t h e  second i n e q u a l i t y  fol lows.  Q,E,D, 
We have demonstrated t h a t  t h e  funct ion  computed by an autonomous machine 
A which p r i n t s  when s t a r t e d  i n  zny s t a t e  can a l s o  be computed by a sequential 
machine and t h a t  i n e q u a l i t i e s  l i k e  those i n  Theorems 1 and 2 can be e s t a b l i s h e d ,  
5 .f. 
The new i n e q u a l i t i e s  have C ( A )  and D''(A) increased by terms which are g e n c ~ a l i y  R n 
small .  The number of cycles  TA involved i s  the  maximum number of  cycles  A 
executes before first p r in t ing .  Hereaf ter ,  we model a l l  machines by sequen t i a l  
machines taking i n t o  account t h e  r e s u l t s  of Lemma 1 and Theorem 3 ,  
4. Bounds on Complexity 
A b r i e f  survey of imporbant r e s u l t s  concerning combinational complexi"ty 
and time complexity is given i n  t h i s  s e c t i o n .  We begin by s t a t i n g  t w o  t e s t s  
which can be appl ied  t o  b inary  func t ions  t o  der ive  lower bounds on t h e i r  con- 
b i n a t i o n a l  and time complexity. 
A Boolean funct ion  f :  2; -+ Z 2  i s  dependent on va r i ab le  x. if t i e r r  
1 
e x i s t  values f o r  X ----- x - - 1 ' i 1  i + l 3  n 1-1) , x such t h a t  f(x ----- 1 ' 9 x* 
1, Xi+l' - 3  Xn) # f(xl ,  - 3  Xi-1, 0, Xi+l, --, Xn). 
L e ~ n a  2 Let f : Z  -+ Z 2  be dependent an each of i t s  va r i ab les .  mar, 
if rxl is the  l e a s t  in t ege r  no smal ler  than x , 
where r i s  t h e  fan- in  o r  maximum number of  v a r i a b l e s  o f  p r i m i t i v e s  of R . 
The proof  of  t h e  first e q u a l i t y  is s t r a igh t fo rward  and fo l lows  from an 
accounting of t h e  number of edges i n t o  and ou t  -of nodes i n  t h e  d i r e c t e d  g-apk of 
an R-algorithm computing f . The second i n e q u a l i t y  has  been e s t a b l i s h e d  by 
Winograd [4 ]  f o r  c i r c u i t s  which may have loops ,  s o  it a p p l i e s  t o  e o d i ~ a t i a n a l  
c i r c u i t s  a s  we have def ined  them, s i n c e  they  do n o t  have loops.  
No t e s t  on Boolean func t ions  is known which when s a t i s f i e d  provides  a lowel* 
bound on coin3inational complexity which grows f a s t e r  than  l i n e a r l y  i n  the nambe~ 
of  v a r i a b l e s  on which t h e  func t ion  depends.. This  is t r u e  d e s p i t e  e h  fact.:: 
t h a t  combinat ional  complexity has been a c t i v e l y  s t u d i e d  f o r  w e l l  over  twenty 
years .  S i m i l a r l y ,  no t e s t  is known which improves on t h e  bound t o  t i n e  coup lex i ty  
by more. than a cons t an t  m u l t i p l i c a t i v e  f a c t o r .  However, it can be sho>riz 
with t h e  a i d  o f  Specke r f s  theorem [ 6 1  t h a t  a  func t ion  which v i o l a t e s  the 
cond i t i ons  of  t h i s  theorem has a  t ime complexity which is  l a r g e r  than  rlogpnl 
Now we s t a t e  two r e s u l t s  which a r e  u se fu l  i n  bounding t h e  coniplcxkty ( t i n ~ e  
o r  combinat ional)  o f  t h e  most complex func t ion  i n  a c l a s s .  .They are n o t  substi- 
t u t e s  f o r  t e s t s  on func t ions  which provide bounds bu t  i n  t h e  absence of strongw 
t e s t s  they  do provide some i n f o ~ n a t i o n  of va lue .  
Theorem 4 Consider a  c l a s s  of  N binary f u n c t i o i . ~  f: zrn +- C: ali fla 
- 2 
E ,  0 < E < 1 . Let R be a  s e t  of Eoolean primitives of  fan-in r and l e t  
t h e  size of fi be I Q ]  . Then the  fraction F of t hese  f u n z t i o . : ~  , , 7 i . t ~  
combinational complexity excee j ing  
is bounded below by F a 1 - N-€ 
Proof C o n s i d e ~  t h e  graph of  an Q-algorithm which has  c non-source nodes 
m n 
and which conputes f :  Z 2  +- Z 2 "  Source nodes can have any one of  t h e  
fo l lowing  m+2 l a b e l s :  0 ,  1, xl, x2 ,  --, xm . We a t t a c h  d i s t i n c t  l a b e l s  t o  
t h e  c non-source nodes and no te  t h a t  t h e s e  have a t  most r c  edges direceed 
i n t o  them. An edge d i r e c t e d  i n t o  a node can o r i g i n a t e  on a t  most one of  
c + m + 1 d i f f e r e n t l y  l abe l ed  nodes, s i n c e  loops  a r e  n o t  permi t ted  i n  t h e  graph, 
Therefore,  t h e r e  a r e  a t  most ( c  + m f l ) r c  d i s t i n c t  graphs. 
m Since a graph is t o  compute f: P p  -k T; , n nodes must be identified 
Th 
as output  nodes. Since t h e r e  a r e  a t  n o s t  c ways t o  choose t h e s e  nodes,  a t  
most ( c  + m + P) rc  i n m func t ions  f :  C -+ Zn can be computed by R-tlgorithrs 2 2 
with  c non-data s t e p s .  The number of  such func t ions  which can be computed 
wi th  a t  most C non-data s t e p s  is bounded above by (C  + m -? 1 )  (re t n .r 11 
Using t h e  v-alue of  C given above it i s  easy  t o  show t h a t  t h e  number of 
func t ions  f : z +- Z computable i n  t h a t  many s t e p s  is bounded above by 
N1-€ 
. Therefore,  t h e  f r a c t i o n  with combinational complexity l e s s  than  o r  equal 
t o  C is  bounded above by N-E . The conclusion fo l lows  d i r e c t l y .  Q .E ,D, 
This  theorem and i t s  proof p a r a l l e l  and extend r e s u l t s  by Shannon f o r  
con tac t  networks [?I.  
Theorem 5 Consider a c l a s s  of  N Boolean func t ions  f :  Z + Z 2  and fix 
E ,  0 < E < 1 . Let  f2 be a s e t  o f  Eoolean p r i m i t i v e s  of  fan-in r and = 
log2[ 1 0  1 1 ' r 1 2  . Then, t h e  fraction F of  t h e s e  functions with ~ i i e  csr- 
p l e x i t y  exceeding 
( l - & ) l o g  N 
D = log, 2 [ a ?  -I
is bounded below by F 2 1 - N - E m  
Proof (~ol lowin: :  C5 3 ,  Sec t ion  7 ) The minii-iu:~ i eng th  graph of an R-al ~ox?iehi; :  whi ck 
computes a Boolean func t ion  can be chosen t o  be a t r e e .  There a r e  a t  most 
I r R ExP 1 1 (m + 2)  such f r e e s  of  l e n g t h  R s i n c e  t h e r e  a r e  a t  most 
e 
- -'non-source nodes and a t  most re edges which can be d i r e c t e d  from s o ~ r c e  
r-1 
nodes l abe l ed  0, 1, xl, x2,  -- , xm . Summing on 9. , we s e e  t h a t  t h e r e  a r e  
.. 
L 
r 
no more than  ( L  + 1) [exp (m + 2 )  graphs of l eng th  l e s s  
rn 
t han  o r  equa l  t o  L and a t  most t h i s  many Boolean f u n c t i o n s  f :  C2 + C can 2 
be r e a l i z e d  by them. The r e s u l t  fo l lows  by bounding t h e  number o f  graphs by 
L 
2(m + 2 ) l r  and equa t ing  t h e  bound wi th  *I-€ Q,E,C, 
Theorem 4 is  now app l i ed  t o  t h r e e  c l a s s e s  of func t ions  f :  1; -* in , the 2 
b ina ry  symmetric f u n c t i o n s ,  t h e  b ina ry  l i n e a r  func t ions  and t h e  c l a s s  of ail 
such. b ina ry  func t ions .  T k r e  a r e  2(m ' 'In symmetric f u n c t i o n s ,  2'" hinear 
func t ions  (with a d d i t i o n  and m u l t i p l i c a t i o n  modulo 2 )  and 2n2'1' b ina ry  functions. 
Therefore ,  f o r  m and n  s u f f i c i e n t l y  l a r g e ,  most b i n a r y  symmetric f u n e ~ i o n s  
have .r 1-E (m+l)n (1-E (m+l) % log2[ ( m + l  l n l  I , most b inary  
l i n e a r  f u n c t i o n s  have approximately t h e  same bounds and most b inary  func t ions  
w 1-E n 2m ,v have CQ(f)  3 7 2" and ~ , ( f )  3 logr[(l-E) - l o g  n I .  2  2 
Cont ras t ing  with t h e s e  r e s u l t s  it can be shown C83 t h a t  every b ina ry  
s , m e t r i c  f u n c t i o n  can be r e a l i z e d  wi th  combinat ional  complexity no l a rger  t h a n  
nm(3rn + 2  ) /2  and t ime complexity bounded above by 2n + rlog2i;] whsn i? is 
t h e  s e t  of 2-variable  Boolean func t ions .  For t h e  same s e t  , t h e  l i n e a r  
func t ions  can be r e a l i z e d  wi th  Cn(f )  $ n(2m-1) and ~ ~ ( f )  5 rlop22.nl . Again 
f o r  t h i s  s e t  R , Lu~anov  [ 91  has sho-m t h a t  all of t h e  b i n a q  func t i o -As  c z ~  
21j1 be r e a l i z e d  with Cn(f )  6 (li-E) , 0 4 E ,' 1 , f o r  m 3 M ( E )  where "(E) -+ 
as E -t 0 . Also, a d i s j u n c t i v e  normal form r e a l i z a t i o n  of  b ina ry  functions 
has  D,(f) ,c n  t r l o g 2 d  . 
A few comments a r e  i n  o r d e r  concerning t h e  s e n s i t i v i t y  of  t h e  t w o  c o ~ ? l e r ! t y  
measures t o  the  set $2 of  p r imi t ives .  A s  Muller [ l o ]  has observed, =placement 
of a complete s e t  of i'2 by a complete s e t  R b a n  be done by replac ing each 
element of $2 be some f ixed  number of elements from i2' and vice  versa, Thus, 
C (f) and C n , ( f )  can d i f f e r  only by same constant  f a c t o r .  The same is zlso n 
t r u e  f o r  time complexity f o r  s i m i l a r  reasons. 
5. Eff ic iency 
The two measures of computational work W and computational delay 
A and t h e  i n e q u a l i t i e s  o f  Theorems l and 2 provide two measures of efficiency, 
Work e f f i c i ency ,  
cW , is defined a s  t h e  r a t i o  of t h e  combinational complexity 
of a s e t  of  funct ions  t o  be  computed t o  t h e  computational work performed by a 
s e t  of machines t o  compute these  funct ions .  Delay e f f i c i encv ,  cA , is  
defined a s  t h e  r a t i o  of time complexity t o  computational delay.  
There a r e  many simple funct ions  which a r e  computed e f f i c i e n t l y  by mary 
machines. For example t h e  minterm (Boolean) funct ions  f (y l l  y2,. . .v,) 
C C 1 2  C n 
= Y 1  2 ' --- ' Yn , where c ~ { 0 , 1 )  , = y , t h e  INVERSE of y , i 
1 n- l y = y and denotes AND,  can be r e a l i z e d  with work e f f i c i ency  --- $ E  5 1  4n W 
when. $2 cons i s t s  of 2-input elements by a machine t h a t  executes T cycles 
1 C T s n . The t r a n s i t i o n  and output  funct ion  o f  t h i s  machine a r e  shown 
r e a l i z e d  i n  ~ i ~ u r e  3 which has  an & - i npu t  AND funct ion  ( r e a l i z e d  ~ 5 t h  
R - 1 2-fnFut ANDt$,  a 2-input AND funct ion ,  R 2-input EXCLUSIVE ORBs f o r  
a t o t a l  of 2R l o g i c  elements and many binary  c e l l s  o f f e r i n g  u n i t  de lay ,  
The va r i ab les  yl, --- Yn and c o e f f i c i e n t s  cl, --- c a r e  grouped i:ito n 
s e t s  of  s i z e  & , t h e  machine executes T = rn/R] cycles and does work 
W = 2%. b/21 c 4n . The minterin func t ions ,  however, can be shown t o  have com- 
b ina t iona l  complexity equal  t o  n-1 using Lenna 2. The same machine has 
computational delay of  A = ( r10a2 + 2)T and i f  1 :: T I K , K a ccni:int, 
1 
-then f o r  l a r g e  n , 2K i cA i 1 s i n c e  D n ( f )  = Pog2  nl from Lemma L an? 
a const ruct ion  argument, 
I t  can a l s o  be shom-~ t h a t  most Boolean funct ions  of n va r iab les  can 
2 be computed with a work e f f i c i ency  bounded helow by E~ 3 l / n  over a i z r g e  
range of cycles by const ruct ing  a ~ a c h i n e  xhich r e a l i z e s  the minter7 OF ~14s- 
junct ive  normal form decomposition of t h e  func t ion ,  While t h i s  bound can 
undoubtedly be  improved, it does i l l u s t r a t e  t h a t  complex funct ions  can be 
r e a l i z e d  by s e q u e n t i a l  machines with a work e f f i c i ency  t h a t  i s  not  too  smal l ,  
Work and delay e f f i c i ency  may prove u s e f u l  i n  measuring t h e  performznce 
of algori thms and machines. A t  t h i s  p o i n t ,  however, computational e f f i c i ency  
is  a r e l a t i v e l y  undeveloped concept. 
6. The Com~lexi tv  of Storage Devices 
Storage devices which a r e  capable of  s e l e c t i v e  r e c a l l  have t h e  power t o  
compute, a s  we show i n  t h i s  s e c t i o n .  We examine b inary  random access ,  "ilpe an? 
;ces . drum ( o r  d i s k )  s to rage  dev' 
A random-access s to rage  device is a sequen t i a l  machine S = 
r a < 
Ira, .6ra, A r a ,  Ora; T r a  > where Tra i s  a r b i t r a r y ,  S r a i s  t h e  s e t  OF 
M-tuples of s to red  words (Ul, W2, -- b 16) W j  &(z2 )  r I r a  is t h e  s e t  of 
t r i p l e s  of read-write command, addresses and input  words ( r ,  a ,  No]$ r ~ { O ~ l l  
b 
a ~(1, 2 ,  -, M I ,  W * E ( Z * ) ~  and 0 i s  t h e  s e t  of output words v c(E2)  . Also 
r a  
t 1 1 
dra@P, a ,  Wo , W1 , -- , W H )  = (W1, --, W y )  where W = W i f  a#j and 17' = 61 i f  a-j j j j 0%. 
and Sra(O, a ,  W o ,  --- , W,) = (Wo, --, WN) . AndA ( r ,  a ,  W W --9 W b I l  = v 
i'I r a  0 '  l3 
where v = W, . This is  c a l l e d  a random access device because any s tored word can be 
accessed i n  any cycle.  
- A - t ape  s to rage  device is  a sequen t i a l  machine St - < St,  I t ,  6t, \, Ot; Tt > 
where Tt is a r b i t r a q r ,  St i s  t h e  s e t  of (M+-1)-tuoles of  s t o r e d  words and 
b head pos i t ion  p ,  (N1, W2, -- , w ,  1 ,  where 8. €(I2) and p ~ i 1 , 2 ,  -,") , 
1 
It i s  t h e  s e t  of t r i p l e s  of read-write  conxaad, head pos i t ion  i n c r e c z n t  a2d 
b input  word ( r ,  0 ,  W where rriO,ll p ~ i - l , o , l )  and F l o ~ ( z  1 0 is t 3 e  s e i  of p a t r s  
0 2 9  t 
(v.p' 1. b of output words v&(L21 and head p s i f  ions  p '  ~ { 1 , 2  ,-?.I} .~ I sG 
psp s 1 
p+p 3 M 
p+p otherwise 
and W! = W i f  j # p 1  , W t  = W i f  j = p 1  and 6tI0,p,  W o ,  --- j > WM1 := I j Q 
( w ~ ,  --, WM) . And I t ( p  , W o y W L ,  --- ,WE1 ,p )  = (v ,p l  ) where v  = W , Thus. t h e  P  
tape  u n i t  reads ,  increments by -1, 0 o r  1 and w r i t e s  a  word and t h e  new head pos i t ion .  
A - drum s to rage  device is a sequen t i a l  machine Sd = < Sd, X d s  Od; T d  > 
where Td is  a r b i t r a r y ,  Sd is t h e  s e t  of (bM+l)-tuples o f  s t o r e d  b i t s  (word 
organized) and head pos i t ion  p,  (wll, Wl23  -- 1 wlb, W217 -- W2b3 -- - - 
"MI 9 
Wm, p) , where W j i  E E2 and p  ~ { 1 , 2 ,  -- , PI} It is  t h e  s e t  of 
t r i p l e s  of  w r i t e  command r , input  b i t  B and head address h ,  ( r ,B ,h)  where 
r, B and h  ~ { 1 , 2 ,  -- , b) and O t  is t h e  s e t  of p a i r s  ( 8 ' , g ' )  of 
output  b i t s  6 E Cg and head pos i t ions  p  1 2 ,  -- M . Also, 
6d(r~B~hywlly  -- .W%.$ = (kfil, --- , W& ,p ' ) where W j i  - v j + l , i ~  I I j s M-1, 
1 6 i g b  and W = B  i f  r = O  and h  o r  Whi= M i  'li ' otherwise,  and 
p t  = pfl i f  p  i M - 1  and p t  = 1 i f  p  = M . And Ad(ryB,h,Wll, -- J, 2 ~ )  
= p where B t  = - W l h  i f  r = 1 and B '  = 0 if  r = 0 . Thus, a  drum 
has b . t r a c k s  and r o t a t e s  i n  one d i r e c t i o n .  A head is  s e l e c t e d ,  and a bit is 
read from and i n t o  t h e  t r a c k  pos i t ion  under t h i s  head. The drum a l s o  has a 
counter which records t h e    resent pos i t ion  of  t h e  read-write heads. 
The random access u n i t  is  a reasonably accura te  model of  core s to rape  u n i t s ,  
The t a p e  and drum devices a r e  abs t rac t ions  of r e a l  t ape  and'drum u n i t s  s ince  the 
l a t t e r  usual ly  access d a t a  i n  blocks an6 thev a l s o  e x h i b i t  l a ~ g e  de l sys  
before  r e a c t i n g  t o  a  command. Access i n  blocks is  poss ib le  by t h e  aclZiti.011 of 
an a u x i l i a r y  machine which uses block addresses and t h e  pos i t ion  of  read-write  
heads t o  d i r e c t  reading and hir i t ing from t h e  s to rage  u n i t s .  Disk u n i t s  a?? l r L r  
u n i t s  a r e  s i m i l a r  i n  operat ion and c h a r a c t e r i s t i c s  and t h e  drum s"czi3ge device 
is an adequate model f o r  d isk  u n i t s .  
Theorem 6 Let C"(S ), c"(S 1, Ci(Sd) and D"(S ) ,  Dk(S 1, D"(S be the R r a  R t  R r a  R t  R d  
combinational complexity and time complexity of t h e  t r a n s i t i o n  and output 
funct ions  of t h e  random access ,  t a p e  and drum s to rage  devices,  r e spec t ive ly ,  
Let  R be t h e  s e t  of  Boolean funct ions  with fan-in o f  r = 2 . Then, i f  
b 3 4,  M 3 17 and b is a power of  2 
where S = Mb is t h e  s to rage  capaci ty  of  each device. 
The proof o f  t h i s  theorem is given i n  t h e  Appendix. I t  is inpop-tanr: to 
note  t h a t  t h e  lower bounds on combinational complexity f o r  each device 
agree wi th in  a small  m u l t i p l i c a t i v e  f a c t o r  of the  upper bounds. The bounds on 
t i m e  complexity a r e  t i g h t e r  yet,Asymptotically they a r e  equal.  
I t  is important t o  note  t h a t  t h e  bounds on complexi-ty f o r  t ape  and ranlorn 
access s to rage  u n i t s  have t h e  same dependence on s to rage  capacity and nurber  
o f  words. This would suggest  t h a t  they are i n  some sense  equivalent  devfees.  
Clear ly ,  they  a r e  not  equivalent  f o r  most problem solving,  and i n  f a c t ,  a 
random access s to rage  device could be used i n  such a way t h a t  it s imula tes  a. 
t ape  device bu t  t h e  r eve r se  is  no t  t rue .  We p o s t u l a t e  t h a t  t h e  two stoyage 
devices a r e  equivalent  f o r  some app l i ca t ions  of  a sequen t i a l  na tu re  and t h a t  t h i s  
accounts f o r  t h e  same dependence on device parameters.- 
7. Computation on General P u r ~ o s e  Machines 
---- 
I n  t h i s  s e c t i o n ,  we i l l u s t r a t e  t h e  use  of  Theorems 1, 2 and 3 by applyfng 
them t o  genera l  purpose computers i n  which t h e  p r i n c i c a l  s to rage  medium is a 
random access ,  t ape  o r  drum device.  F7e show t h a t  product r e l a t ionsh ips  on 
s to rage ,  t ime, n u d e r  of drum heads and o the r  paran~zters  , d e p e n d i r ~  sn t h e  
s to rage  medium, must hold i f  funct ions  o f  given complexity a r e  t o  be computed, 
In  p a r t i c u l a r ,  we de r ive  such r e l a t i o n s h i p s  f o r  mul t i tape  Turing Machines. 
We a l s o  i n d i c a t e  t h a t  sequen t i a l  s torage  mediums a r e  inherent ly  l e s s  e f f i c i e n t  
than random access devices and i n d i c a t e  t h e  s i z e  of  t h i s  ine f f i c i ency .  
F ina l ly ,  s e v e r a l  r u l e s  of thumb a r e  given f o r  t h e  use  o f  s to rage  devices based 
upon t h e  s i z e  of t h e i r  computing powers, 
Consider a  simple model f o r  a  genera l  purpose computer cons i s t ing  of a 
s torage  device and a  second machine which a c t s  a s  a  c e n t r a l  processcr .  Assume 
t h a t  inputs  and outputs  t o  t h e  p a i r  pass through t h e  second machine so t h a t  t h e  
p a i r  forms an autonomous sequen t i a l  machine with i ts  ac t ion  determined by i t s  
i n i t i a l  s t a t e .  Assume a l s o  t h a t  they both have t h e  same cycle  length  an2 execute 
equal numbers of  cycles while car ry ing out  a  computation, With t h i s  definition 
of  a  general  purpose computer we have t h e  following 
Theorem 7 Consider t h r e e  genera l  purpose computers with random access ,  tap? and 
- 
drum s to rage  devices. Let them execute a t  most T ra, Tt and Td cycles ,  to 
compute t h e  f i n i t e  funct ions  f r a '  f t  and fd , r e spec t ive ly ,  and assume t h a t  
t h e  random access and tape  u n i t s  have M words of  b  b i t s  each, and t h a t  t h e  
drum u n i t  has bd t r acks .  Let b  and bd be  powers of 2 and l e t  Q conrain 
t h e  2-input Boolean pr imi t ives .  Then, t o  compute fr,, f t  and fd the fo l lov -  
ing  i n e q u a l i t i e s  must be s a t i s f i e d  when b 2 4 and M 2 17: 
C,(fra) 6 (Kra+7S+4!I)T r a  
Cn(ft) "Kt+-7S+5X)Ti 
CQ(fd) $ (Kd18hd)Td 
The second s e t  of i n e q u a l i t i e s  holcls f o r  large M and bd . Here K P a A K ? :  and. 
Kd a r e  constants  of t h e  machines and S = Fib i s  t h e  s to rage  capacity of t h e  
random access and t a p e  s to rage  devices.  
The proof is a d i r e c t  consequence of  Theorems'l ,  2 ,  3 and 6 and " c b e  fact  
t h a t  t h e  c e n t r a l  processor i n  each genera l  purpose computer is f i x e d ,  
The i n t e r p r e t a t i o n  of t h e s e  i n e q u a l i t i e s  i s  s t ra ight forward .  If complex 
functions a r e  t o  be  computed on random access o r  t ape  machines which use a 
l a r g e  amount of s to rage ,  then a storage-time product inequa l i ty  must be sa t i s f i e2  
as we l l  a s  a  product inequa l i ty  involving time and t h e  logarithm of  the n u ~ h e r  
of  s t o r e d  words. Experience teaches t h a t  some form of exchange r e l a t i o n  m12s"c 
e x i s t  between s to rage  and time on genera l  purpose machinesand these  inequsli-cies 
support  t h a t  experience. I t  is somewhat s u r p r i s i n g  t h a t  t h e  i n e q u a l i t i e s  for 
t h e  drum ( o r  d i s k )  machine do not  involve t o t a l  stoFage capaci-tj bu t  only t h e  
number o f  t r acks .  This suggests  t h a t  many more cycles  a r e  requi red  on drum 
machines t o  compute funct ions  than would be requi red  on t ape  o r  random access  
machines with t h e  same s to rage  capaci ty .  I n  f a c t ,  i f  t h e  number of  tracks on 
t h e  drum is f i x e d ,  t h e  n u d e r  of cycles  requi red  by a drum machine must grov 
l i n e a r l y  with combinational complexity, and a s  we know from Sect ion  4 t h i s  can 
be near ly  exponential  i n  t h e  number o f  va r i ab les  on which t h e  funct ions  depend, 
The t ape  machine described above is  a f i n i t e  vers ion  of a machine known as 
a 1-tape, on-l ine Turing machine. We now look a t  f i n i t e  vers ions  of  mul t i tape  
Turing machines which a r e  both on-line and o f f - l ine .  An o f f - l i n e  taoe  nazhlne 
-------- 
has a f i n i t e  c o n t r o l  through which a t  l e a s t  two t a ~ e  u n i t s  comzunicate~ Cne oS 
t hese  t ape  u n i t s ,  ca l l ed  t h e  inpu t  t ape ,  has an inpu t  s t r i n g  w r i t t e n  an it and 
it is used a s  a  read only memory. An on-l ine tape  machine has a t  lesst czc 
--- 
working t a p e  and no input  t ape .  F;e assune t h a t  both types of  ta9e  m a c h - i j n ~ ~ r o i l u c  
outputs  through t h e i r  c o n t r o l s ,  t h a t  they a c t  a s  autonomous machines and t h a t  
t h e i r  con t ro l s  and tapes  have equal  length  cycles and execute equal  ;~usl"je~>i... el" 
cycles .  
Theorem 8 Let TM1 be an on-line t ape  machine which computes fl and which 
has M b -b i t  words equally divided among m t apes .  Let TM2 be an o f f - l i n e  
t a p e  machine which computes f 2  , which has M b-b i t  words equally divided 
among m working tapes  and which has an input  t ape  with n  b -b i t  words, 
If TM1 and TN2 execute a maximum of T and T2 cycles  t o  compute f i  
1 .  .L 
and f , r e spec t ive ly  then t h e r e  e x i s t s  cons tants  2  K1 and K2 such t h a t  t h e  
fol lowing i n e q u a l i t i e s  must be  s a t i s f i e d :  
where S = Mb and Q conta ins  t h e  Boolean p r imi t ives  of fan-in 2. The second - 
s e t  of  i n e q u a l i t i e s  apply f o r  l a r g e  M/m and n  . I n  add i t ion ,  i f  the t ape  
heads a r e  s e t  a t  prechosen pos i t ions  a t  t h e ' s t a r t  of  every computation, then t h e  
following s e t  of i n e q u a l i t i e s  must be s a t i s f i e d  i f  fl and f 2  a r e  t o  be 
computed : 
Proof The first two s e t s  of i n e q u a l i t i e s  follow d i r e c t l y  from Theorem 1, 2 ,  
3 and 6 and t h e  f a c t  t h a t  t h e  cont ro ls  =e f i n i t e .  The l a s t  two ineq~alities 
a r e  a  consequence o f  t h e  f a c t  t h a t  the  tape  heads always assume a s e t o f  Fz7e- 
chosen pos i t ions  before  each cor>puiration. Let i;' and be t h e  s-:all& 1 
number of words with which " and f 2  can be computed by the  machines Txf 
-1 *'I- 
and TM 2 -  Then, each working t ape  of  these  machines has 141/m and P2/n 
words, r e spec t ive ly ,  and t h e  t ape  heads cannot reach a l l  of  these  wo:?ds fron 
t h e i r  s t a r t i n g  pos i t ions  i f  T1 < (Mlh-1)/2 , T2 < (bI2/m-1)/2 . Taking t h e  
converse of  these  i n e q u a l i t i e s ,  t h e  r e s u l t  fol lows by invoking t h e  first t w o  
i n e q u a l i t i e s .  Q.E ,D,  
If t h e  functions fl and f 2  a r e  complex and i f  t h e  word s i z e  and nuher ;  
of  working tapes of t h e  machines TM1 and TM2 a r e  f i x e d ,  then Tl and T 2 
must grow a t  l e a s t  propor t ional ly  with b w  and , r e spec t ive ly .  
We note  from Theorem 7 t h a t  i f  fg is  computed by a  drun nachine with f ixed  
word s i z e ,  then the  number of cycles executed by it grows propor t ional ly  w i t h  
Cn(fg) . Also, with " table  look-up" any funct ion  can be comauted on a r a r d o ~  
access machine i n  a  t i n e  independent of i t s  complexity and dependent only on the 
number of binary va r i ab les  required t o  r ep resen t  i t s  domain and range,  Thus,  
it would appear t h a t  a hierarchy of  s to rage  devices e x i s t s  with t h e  ordering 
determined by t h e  manner i n  which words can be  accessed. I t  would al.so appear 
t h a t  Turing machines a r e  poor models f o r  genera l  purpose computers s ince  t h e  
sequen t i a l  nature i n  which they must search  t h e i r  tapes  may s e r i o u s l y  degrade 
performance over t h a t  ava i l ab le  on random access machines. 
I n  t h e  study of  t h e  computation of  r ecurs ive  funct ions  on Turing machines, 
time and tape  complexity measures ( t h e  number o f  cycles and t ape  squares aecesse?) 
me usua l ly  considered. If these  r ecurs ive  funct ions  a r e  t runcated  s o  t h a t  they 
a r e  functions on s t r i n g s  of length n  o r  l e s s ,  then Theorem 8 provides new 
r e l a t ionsh ips  between time and "cape complexity whose combined r a t e  of p e ~ r t h  nay 
now be s tudied  a s  a  function of n  . 
To i l l u s t r a t e  t h e  accuracy of  Theorems 7 and 8 ,  consider  t h e  "FetcT. f u ~ e t i c n ' ~  
b 
f 2 , - -  E 2  g i v e n b y  f(j; F , ,  A v2,--- , WM) = Pl . This f u n c t i n ~  j 
f e t ches  one of  M words and i ts  complexi.ty depends on values assumed by 
Bl---, WM . For example, i f  each word h ~ s  t h e  s3rne value ,  then Cn( f) - D2(f) = C . 
Since t h e r e  a r e  b! such funct ions ,  we can, however, using Theoreiiis !J and 5, 
show t h a t  f o r  l a r g e  M and f ixed  E, O < E < 1 , most f e t c h  func.tisns have 
l- E Mlog2b CQ(f) 2 
r l og  (Mlog2bj Dn(f) b logr[l  t -- 2 a 
where a is a  cons tant  defined i n  Theorem 5 and r is t h e  fan- in  of R , 
The i n e q u a l i t i e s  of Theorem 7 show t h a t  f o r  l a r g e  M a t  l e a s t  one cycle 
is required  on random access o r  t ape  machines t o  compute most f e t c h  f u i ~ e t i a n s  
b u t  t h a t  a  number of  cycles growing nea r ly  l i n e a r l y  with M i s  requi red  on 
drum machines. Linear growth f o r  t h e  tape  machines i s  implied by t h e  ~ r c e i f  of 
Theorem 8 when t h e  s t a r t i n g  pos i t ions  of  t h e  heads a r e  p r e s e t .  However, a 
f e t c h  funct ion  can always be  computed i n  one cycle on a random access xachzne 
us ing t a b l e  look-up. On a  t ape  machine, a f e t c h  funct ion  can be compu*ted En 
one cycle  i f  t h e  words a r e  accessed i n  sequence while a  f e t c h  funct ions  can be 
computed i n  a  number of  cycles l i n e a r  i n  M on a  drum machine o r  a t ape  m a c h i ~ e  
with f ixed  s t a r t i n g  pos i t ions  f o r  heads. Thus, t h e  bounds appear to1 be 
c a l i b r a t e d .  
We t u r n  now t o  t h e  computing power of s to rage  devices and develop several  
' 'rules o f  thumb" f o r  t h e i r  use i n  genera l  purpose computers. Computing power 
PQ(S) was defined i n  Def in i t ion  7 a s  t h e  r a t i o  o f  t h e  combinational complexity 
o f  a sequen t i a l  machine S t o  i ts  cycle  length ,  PQ(S) = C$(S)/r . The 
s ign i f i cance  of  computing power is t h a t  it is t h e  r a t e  a t  which c o m p u t a t i o ~ ~ a l  
work is done by a  machine. Thus, i f  two. machines awe given equal lengths  of  
time t o  compute a  func t ion ,  then t h e  machine with t h e  l a r g e r  computing ~:."i?.r 
w i l l  com?ute t h e  funct ion  more quickly i f  t h e  inequa l i ty  of Theoren i is sarisfici! 
with near  equa l i ty .  These observations suggest  s e v e r a l  r u l e s  of  thu1n.b fop the 
use  of genera l  purpose machines with s e v e r a l  tyrpes of nain  and auxj-liar)? s " ~ ~ F ? ; E ,  
Rules o f  Thumb 
1. To prevent  one s to rage  u n i t  from assunling most o f  t h e  (computational) 
work load,  choose u n i t s  s o  t h a t  they a l l  have about t h e  same computing power, 
2. Assign t a s k s  t o  machines on t h e  b a s i s  of t h e  s i z e  o f  t h e i r  computing 
powers. 
I n  t h e  absence of  o the r  information,  ccmputing power may be a u s e f u l  basis 
on which t o  organize a computer and i ts opera t ing  system. 
Now consider a t y p i c a l  genera l  purpose computer which has a s  main memory 
6 - 
a core (random access)  u n i t  having s to rage  capaci ty  of S = Q.l x 10 n i t s  fn 
words of 32 b i t s  each and cycle  time T = seconds. Let it have a drum 
C 
5 
with bdr = 200 t r a c k s ,  each with a c a ~ a c i t y  of  1.6 x 10 b i t s  and a rotztic;r.- 
a 1  speed of  3600 rpm. The b i t s  a r e  arranged s e r i a l l y  on i ts  t r a c k  s o  i t s  cycle 
time o r  t h e  time t o  read  one b i t  is  T lo-' s e c .  Let it a l s o  have a d i s k  d r  
Li (drum) u n i t  with 16 d i s k s ,  each with 4000 t r a c k s  and each containing 5 , 8  x 10 
b i t s  organized s e r i a l l y  and a r o t a t i o n a l  speed of  3600 rpm. This u n i t  has the  
- 7 
equivalent  of  bd = 6.4 x l o 4  t r acks  and cycle a length  o f  rd 2.9 x 1C a 
Using t h e  upper bounds of Theorem 6 we have f o r  t h e  computing power a f  the 
core PC , t h e  drum Pdr and t h e  d i sk  Pd t h e  fol lowing 
Since t h e  com~ut ing  power o f  t h e  drum and d i sk  a r e  a t  l e a s t  an order  of m a p i t u 2 e  
smaller  than t h a t  of core,  it should be expected t h a t  t h e  channel connecting 
d i sk  and drum t o  core and the  central.  processor should a c t  as a botSl.snsc"ccr 
the  machine. This c o r r e l a t e s  with experience. 
8. Language Recognition 
I n  t h i s  s e c t i o n  we i l l u s t r a t e  t h e  use of  computational work and inequalities 
developed i n  t h i s  paper by means of a b r i e f  examination of  t h e  work required t o  
recognize languages. Language recogni t ion  is one funct ion  performed By most 
compilers o r  t r a n s l a t o r s  and i f  it were t o  r e q u i r e  a l a r g e  amount of work it 
could make compiling and t r a n s l a t i n g  c o s t l y .  
A language L is  a s e t  o f  s t r i n g s  over some alphabet ,  say 
Ea = {O, 1, 2 ,  --, a-1) , a an in tege r .  The Chomsky hierarchy is we l l  known and 
knowledge o f  t h i s  hierarchy is eresumed here.  Flith each language L over T: a 
we assoc ia te  an i n f i n i t e  s e t  o f  funct ions  { 1 n = 1, 2 3 ,  ---I defined as 
follows: Let x be a s t r i n g  over 
'a 
and l e t  Rg(x) donote t h e  length  of x a 
Given n and a language L , we def ine  I ~ g ( x )  s n, xeL)  
i 
where bfE, and b denotes t h e  concatenation o f  b with i t s e l f  i times. 
" : ( E ~ u { ~ I ) ~  + i 0 , l )  is defined by then,  fL  
The funct ion  f: has been defined a s  a funct ion  of n ,variables s o  that 
Lemma 1 can be used t o  lower bound i t s  combinational complexity. I n  fact, w e  xotr 
show t h a t  i f  L contains a s t r i n g  x of  length Rg(x) = k , 2 s k d n-l , 
n 
then f L  depends on a t  l e a s t  n-2 va r i ab les .  C l e ~ z l y  f: has value I on 
*n-k 
and 0 on xb30b n-k-j-1 1 d j d n-k-1 s o  it depends on t h e  Last a-2-1 
var iab les  o f  f;] . Also, i f  w e  w r i t e  x = W cW where !Lg(c) = 1 and 1 2  
n-k !Lg(R2) 2 1 , then f has value 1 on 'ti cli-b and 0 on W BW b"-" 1 2  si*lc,e 1 I 
WlbW2 L L . Thus, it a l s o  depends on i ts  first k-1 v s r i a b l e s  o r  i.s dependent- 
on a t  l e a s t  n-2 va r i ab les .  We conclude t h a t  
Lemma 3 If x E L , 2 i !Lg(x) i n-1 then  ~ ~ ( f ; ] )  2 r q  where r 5s t h e  
r-1 
fan-in o f  $2 . 
Proof Lemma 2 would apply i f  t h e  func t ion  f: were b inary .  I t  i s  n o t ,  s o  
some 1-1 encoding h : h ~ { b }  + ( z p l M  is assumed. Then, t h e  encoded ve r s ion  
a 
n 
of fL  c l e a r l y  depends on a t  l e a s t  one component o f  a t  l e a s t  n-2 encoded 
v a r i a b l e s  and t h e  i n e a u a l i t y  fo l lows  d i r e c t l y  from t h e  a p p l i c a t i o n  o f  
Lemma 2. 
We examine t h e  work r e q u i r e d  t o  recognize  t h e  r e g u l a r ,  LR(k) and ccntext- 
f r e e  languages. C o n t e x t - f ~ e e  languages a r e  exac-tly t h o s e  recognized b:; off-line, 
push-down machines and LR(k) languages a r e  t hose  recognized by d e t e r m i n i s t i c ,  
o f f - l i n e ,  push-dowr, machines E l l ] .  
Theorem 9 Let  L be a r e g u l a r  language. Then, t h e r e  e x i s t s  a cons t an t  A sueh 
n t h a t  fL can be computed wi th  a computational work bounded by 
If I is  LR(k) , then  t h e r e  is a cons tan t  B such t h a t  fz  can be computed 
wi th  a work bounded by 
2 W S B n  
I f  L is  a context - f ree  language, then  t h e r e  e x i s t s  a cons t an t  K sueh t h a t  
$ can be  computed with a w o ~ k  bounded by 
5 M f  K n  
Proof The r e g u l a r  languages can be  recognized by f i n i t e  automata i n  r e a l  t h e ,  
Thus, t h e  first bound fo l lows .  Knu-thqs a lgor i thm f o r  "ce r ecogn i t i on  of  '?',ek) 
languages E l l ]  u ses  an o f f - l i n e  t a p e  machine and uses  a nurber  of cyc l e s  ~ i ~ d  
t a p e  squares  which a r e  l i n e a r  i n  n , t h e  l eng th  o f  an i n p u t  s t x ~ i n g .  ThTs 
algori thm need only be modified t o  t e s t  f o r  b 7 s  m e  t h e  end o f  a string ( f - t  
can do t h i s  i n  l i n e a r  t ime by r ead ing  from r i g h t  t o  l e f t  f i ~ s t t ) ,  Then using 
Theorem 8 ,  t h e  second bound fol lows.  The t h i r d  bound follows i n  a s i m i l a r  
fashion from Theorem 8 and t h e  exis tence  o f  t h e  Younger algori thm [123 which 
recognizes an a r b i t r a r y  context - f ree  language i n  time propor t ional  t o  n3 and 
2 
with a number o f  t ape  squares propor t ional  t o  n . Q,E,D, 
We use  t h e  fol lowing theorem t o  show t h a t  t h e r e  a r e  languages such t h s t  
t h e  cons tants  i n  Theorem 9 must be a r b i t r a r i l y  l a r g e .  
Theorem 10 Let L* be a subse t  of (z2)" . Let fLg : (X2)n + E 2  be t h e  
c h a r a c t e r i s t i c  funct ion  of t h e  s e t  L* . Then, f o r  0 < E < 1 , a -fTaction 
n 
F 2 1-2'E2 of  t h e  s e t s  L9: have 
f o r  n 2 I R ~  'Ir ('-') where r is t h e  fan-in of  t h e  s e t  of p r imi t ives  R . 
r 
This theorem follows from t h e  d i r e c t  app l i ca t ion  of  Theorem 4 and the fac t  
t h a t  t h e r e  a r e  22n subsets  of  ( E 2 1 n  . Given any language L over X2 the 
associa ted  s e t  Ln conta ins  a subset  LL of L: . Therefore, cQ(f? 2 "Cn(fLa) 
f o r  t h i s  s e t  L* . Also, t h e  context - f ree ,  L R ( ~ )  and r e g u l a r  languages can 
include any f i n i t e  s e t .  Therefore,  they can include one o f  t h e  most complex 
sets f o r  any given n . Since t h e  most complex s e t  Lf: has CQ(fL,) whici. 
grows near ly  exponential ly i n  n , t h e  constants  of Theorem 9 can be 
a r b i t r a r i l y  l a rge .  
The bounds o f  Theorem 9 may suggest  t o  t h e  r eader  t h a t  t h e r e  is  a 1-1 
correspondence between t h e  Chomsky hierarchy and a h ierarchy established on t h e  
b a s i s  of computational work. To d i s p e l  such a no t ion ,  consider t h e  language 
E2  3 ti . L = ( b . 1  b c 2 b c 3 b c --- 
- - - - - 
i b  c i = 1, 2 3 - 1  where i is r h e  
d y a d i c r e p r e s e n t a t i o n  o f  i n t e g e r  i , b f c, b ,  ~ $ 1 ~  and $ i s  the lelg-ch of 
k p lus  1. L is context -sens i t ive  because it can be recognized by a  tin:?^ 
- 
bounded automaton b u t  not  context-free s i n c e  it is not  closed under ap l l i c a t i o?  
of t h e  "pumping lemma" f o r  context-free languages. The funct ion  f;] can be 
computed with a computational work bounded by 
W s A n R o g  n 2 
f o r  some constant  A s i n c e  as we show, t h e  s e t  Ln can be  recognized a 'tape 
machine which executes n cycles and uses no more than !Zog2n binary "cape 
squares.  The t a p e  machine s t o r e s  - 1 on i ts  t ape ,  a s c e r t a i n s  t h a t  t h e  first 
symbol is b , compares t h e  d i g i t s  u n t i l  t h e  next  occurance of  b with t h e  
d i g i t s  o f  1 s t o r e d  on its t a p e  (moving t h e  t ape  head from l e f t  t o  r i g h t ] ,  usss  
- 
t h e  !Ll occurences of  c t o  add 1 t o  - 1 t o  form 2 (moving t h e  tape  he86 
- 
from r i g h t  t o  l e f t  using "carry r i p p l e  through" a d d i t i o n ) ,  comparing the se t  of 
d i g i t s  u n t i l  t h e  next  occurence of b with 2 , e tc . .  If any of  these  teses 
- 
f a i l ,  t h e  input  s t r i n g  is r e j e c t e d .  The n u d e r  of  b inary  tape  squares required 
t o  process a s t r i n g  of length  n c e r t a i n l y  cannot exceed Rog2n . Then t h e  
inequa l i ty  fol lows from Theorem 8. Note t h a t  t h i s  language i s  processed in real 
t i m e .  Also note  t h a t  t h e  l i n e a r  lower bound o f  Lemma 3 app l i e s .  Thus, t h e  
bound on computational work is  t i g h t  f o r  n such t h a t  Rog2n is  small, tha-c i s ,  
3 f o r  n i n  t h e  range 1 t o  10  , say. 
9. A Quantum-Mechanical Bound on Complexity 
I n  t h i s  s e c t i o n  we d e r i v e  a bound on t h e  maximum complexity of any function 
t h a t  can be  computed i n  t seconds with E u n i t s  of energy under t h e  assumptinc 
t h a t  t h e  speed of  operat ion of computers i s  s o  l a r g e  t h a t  t h e  quantum-mechaxiczl 
l i m i t  i s  approached and t h a t  t h e  computers must be r e a l i z e d  with binary l o g i c  
elements and binary menoqr c e l l s .  This assumption irnpl-ies t h a t  t h e  inequality 
of Theorem 1 app l i e s  t o  t h e  a c t u a l  machine, 
The l o g i c  elements have s e v e r a l  i npu t s  afid tre view t h e  a c t i o n  o h a n  eeleaent 
a s  t h a t  o f  determining t h e  s t a t e  of each of i t s  inpu t s  by measuring energy levels 
and computing and r e g i s t e r i n g  an output s t a t e .  We assume (as  is  t r u e  f o r  s o l i d s )  
t h a t  t o  d iscr iminate  between two energy l e v e l s  with separa t ion  AE r equ i res  t h e  
expenditure of AE u n i t s  of energy, Then, t h e  maximum number of  l o g i c  elements 
X which can be used if no more than E u n i t s  of  energy a r e  t o  be expended 
s a t i s f i e s  
X g E/AE 
where AE is t h e  minimum separa t ionof  energy l e v e l s  i n  t h e  computer, 
Each l o g i c  element has a  switching time A t  which cannot be l e s s  than the  
time t o  measure t h e  s t a t e s  o f  i t s  inputs .  Then, t h e  number of  cycles xhich a 
machine can complete i n  t seconds, T s a t i s f i e s  
Also, AE and A t  are r e l a t e d  by t h e  Heisenberg uncer ta in ty  r e l a t i o n  as follows: 
AEAt 2 h/2n 
where h is Planckts  constant .  That is ,  a r e l i a b l e  measurement of  an ene-gy 
d i f ference  AE r equ i res  a t  l e a s t  A t  seconds where A t  s a t i s f i e s  t h i s  equat icn ,  
Then, f o r  a  funct ion  f t o  be computable i n  t seconds with E joules by 
a s i n g l e  machine with X l o g i c  elements i n  T cycles  r equ i res  t h a t  
where B i s  t h e  s e t  of l o g i c  e lexents  used f o r  t h e  r e a l i z a t i o n  of the  "quantum- 
mechanical computers." I t  is doubtfu l  whether t h i s  l i m i t  w i l l  ever be a p p r a a c h ~ d ,  
never the less ,  it i s  i n s t r u c t i v e  t o  observe t h e  following: 
Theorem 7 Subject  t o  t h e  condit ions given above, most Boolean funct ions  
f: Z; -+ b with p = 160 o r  more cannot be computed i n  one hour with one kilowat: 2 
of power ( 1  joule = 1 watx-second). 
This r e s u l t  follows a s  a consequence o f  Theorem 4. 
While it is d i f f i c u l t  t o  be l i eve  t h a t  one would want t o  compute t h e  most 
complex Boolean functions of p v a r i a b l e s ,  it is i n t e r e s t i n g  t h a t  with 
p = 160 they cannot be computed with a very s i z a b l e  amount o f  power i n  a 
considerable length  of  time. 
10 .  Conclusions 
I n  t h i s  paper, w e  have examined t h e  computation o f  f i n i t e  funct ions  by 
sequen t i a l  machines and have developed two measures of  complexity, compul;atieanal, 
work and computational delay. I n e q u a l i t i e s  have been es tab l i shed  showing that 
a minimum amount of work and delay is requ i red  t o  compute a s e t  of  flanctians a d  
t hese  minimums are t h e  combinational complexity and time complexity, r e spec t ive ly ,  
of  t h i s  s e t  of  funct ions .  These i n e q u a l i t i e s  suggest  two measures of cor;zpu"c- 
t i o n a l  e f f i c i e n c y  which may prove u s e f u l  i n  es t imat ing  t h e  performance of corn- 
pu te r  programs and machines. 
The i n e q u a l i t i e s  involving work and delay have been appl ied  t o  genera l  
purpose computers with random access u n i t s ,  tape  u n i t s  o r  drum u n i t s  as p r i n c i -  
pa l ' s to rage  t o  show (approximately) t h a t  f o r  tape  and random access units t h a r  
t h e  product o f  time and s to rage  capaci ty  must s a t i s f y  a lower bound determined 
by t h e  complexity of t h e  funct ions  being computed. . A  s i m i l a r  but  weaker inequa- 
l i t y  holds f o r  drum machines. One conclusion d r a m  from these  r e s u l t s  is  that 
t h e  l i m i t e d  a c c e s s i b i l i t y  of s t o r e d  words on t ape  requ i res  t h a t  t h e  nmibcr sf 
cycles executed t o  compute funct ions  with complexity C on t ape  machines must 
grow a t  l e a s t  as f a s t  as 6. On drui machines t h e  n u d e r  must grow l i n e a r l y  
with C while on random access machines funct ions  can be computed with a 
number of  cycles  which is independent o f  t h e i r  complexities.  This suggests 
c l e a r  h ie rmchy  on s to rage  u n i t s  which corresponds t o  t h e  h ierarchy est&>l.ished 
on t h e  b a s i s  of  t h e  a b i l i t y  of  one device t o  mimick t h e  behavior of ano*.er 
device . 
Tie computing power of a nachine has  been defined and used t o  suggest r u l e s  
of thumb f o r  t h e  use and a c q u i s i t i o n  of s to rage  devices. 
As an app l i ca t ion  of t h e  measures and methods of ana lys i s  introduced L3 
t h i s  paper w e  have examined t h e  work requ i red  t o  recognize s t r i n g s  of length  
n o r  l e s s  from regu la r ,  LR(k) and context  f r e e  languages. Bounds a r e  given 
on t h e  work requi red  t o  recognize such languages, a l l  of  which a r e  a lgebra ic  
i n  n,  A context -sens i t ive  language is given t o  suggest  t h a t  t h e  Chomsky 
h ierarchy and a h ierarchy based on computational work do not  coincide.  
F ina l ly ,  a bound i s  given on the  cornbinatibnal complexity of  t h e  most 
complex funct ion  which can be computed by a quantum mechanical computep in one 
hour with a k i lowat t  of power. 
The r e s u l t s  of t h i s  paper may suggest  new ways of t r e a t i n g  t h e  computa- 
t i o n a l  problems of g r e a t e s t  i n t e r e s t ,  namely, t h e  computation of7f i r r iPe  func t ions  
on f i n i t e  machines. 
Appendix 
Proof of  Theorem 6 
The ob jec t  is t o  bound C q S )  and D:(S) f o r  t h e  t h r e e  machines. He  R 
begin with lower bounds. 
A binary encoding is given t o  addresses,  head p o s i t i o n s  and incremen* with 
a* t h e  encoding of a ,  pf: t h e  encoding of p, h:': t h e  encoding of' h and 
p* t h e  encoding o f  p . Then, t h e  binary rep resen ta t ions  f o r  t h e  output  
* 
functions a r e  X f i  (r,a* , wo, wl, --, WN) = Wa ' q ( r ,  P". W o 3  W19 -- 3 W p , p  p* 1 r a  
= (SIP, p , X f i  ( r ,  6, hi:, W l l u  - - Wfb 9 p:) = ( B ' ,  pf:') . For the  random 
access device,  we form a new function which i s  t h e  l o g i c a l  OR of  t h e  b d i g i t s  
of Ua . This function i s  e a s i l y  shown t o  depend on a l l  of  t h e  W varii.Sles 
i n  W1, W2, --, WM and from Lemma 1 its combinational complexity i s  at least 
a s  l a r g e  a s  a-1 . But b-1 2-variable OR funct ions  a r e  s u f f i c i e n e  t o  
form t h e  new function from A" s o  t h e  bound on Pra follows. The lowe- bourd 
ra 
on Pt follows an i d e n t i c a l  argument applied t o  Xfi  modified by suppressing t 
p 5  (which cannot increase  i ts  complexity). The lower bound on Pd follows 
from Lemma 1 by observing t h a t  B r  depends on t h e  va r i ab les  Wll, W12, --,-WD . 
The lower bounds on Ara, At  and Ad follow a l s o  from Lersma 1 by 
observing t h a t  each component o f  !la and W (which i d e n t i f y  Boolean funct ions)  
P 
depend on a t  l e a s t  M va r i ab les  and 6 '  depends on a t  l e a s t  b v a ~ i a b l e s ,  
To develop upper bounds, we need a combinational machine which given a 
binary encoding of a word address a5  , an increment value p* , o r  of a head 
address hf: produces a 1 output on a line correspond?nz t o  t h a t  a d d r e s s  and a 
0 outp&t on a l l  othen l i n e s .  Let t h i s  machine accept  one of  a t  most 2" bir.a.-y 
n-tuple addresses a25 and l e t  it produce a 1 on its ath - l i n e  and 0 cn 
o the r  l i n e s  where a: is t h e  binary encoding of a . C a l l  t h i s  machine 
Then, i f  t h e  output  on t he  l i n e  of 
A(n) and i f  t h e  b inary  encoding of j is j* = c , -- c then 
INVERSE of  X , and XI denotes X . Then & . ( a )  i s  equal  t o  a rninterm and 
1 
t h e  t i m e  complexity of  A(n) is c l e a r l y  bounded above by raog2nT . . Also A(n) 
can be  produced from A(n-1) with t h e  add i t ion  of  2" elements s i n c e  each 
c c c c e 
n- l  n 
minterm I n - l  Xn-l Xn of A(n) can be produced fiom a minterm X1 --- n-l 
of A(n-1) by t h e  add i t ion  of one element. Thus, t h e  combinational compPexiQ 
of ~ ( n )  is bounded above by 2(2n-1) . 
Consider t h e  random access s to rage  device with transttion funct ion  
6 (r,a,l!o, Ill, --- , WM) = (W;, 3, --- r a  , Wi) and output  funct ion  
A,$??. a, w0, ttl --- , 1 )  = v a Each word i s  a b-tuple s o  l e t  W j i  be t h e  ith 
- 
component of t h e  j t h  word. Then, we have W! . = W..  * ( a j ( a ) + F )  + w ~ : '  L (a)' r 
M 
3 1  3 1  1'" 
1-1 
l Z i C b ,  1 6 j C M ,  and v = C P,.(a) *W.. , l C i C b ,  where i j=1 -J M 11 
+ denotes OR and C denotes t h e  OR of M terms. Then, from these  equations j =1 
and t h e  d e f i n i t i o n  o f  A(n), CZ(SFa) i 5s + (M + M-l)b + $(2"-1)  here 
2n-l n 6 M i 2 . From t h i s  i t ,  fol lows t h a t  C;(sra) < 7s + 4M . Also, 
- 
D$(Sra) z max( 3 + r&og2n 1 , 1 + r & o g 2 ~ 1  + r20g2d ) where n < Eog 221 . 2 
It follows t h a t  Dg(Sra) I r 2 0 g 2 ~ l  t [%og2P.0g22?4] + 3 
Consider next t h e  t a p e  s to rage  device with t r a n s i t i o n  funct ion  
6L(r>~,wo,  wl, - -  wM, p) = ( ~ i ,  --- , 7 ,  p and output  func t ion  
At!'?. iio, W1, -- W M Y  p)  = (v, p '  ) . Represent t h e  head pos i t ions  w i t h  binzx-y 
M-tuples pfi = (ql, q.2, ---, q13? where q j (p)  = 1, j=p and q . ( p )  = O , 
1 
otherwise. Let p = q q - -  q r ep resen t  p by a b ina ry  ?a i r  znd 
consider t h e  funct ion  sci = (sl, s2. s 3 ?  r e a l i z e d  by A(2) where s = L if i 
j = 2 + p ,  = 0 , otherwise. (C (s") 6 ~ ~ ( s " )  1 , s i n c e  s* i s  n 
M i l 
r e a l i z e d  by A(2)).  Then, we have ui = j f l  q j (p )  * W j i  , l c i s b ,  
1 
91; = qM (s2 + s3) + 9EI-1 ' '3 and W!. 11- = W . .  3 1  *(q+ F)+ Woi 
'j *r, 4. .;r i 5 B, 
1 s  j s M . Therefore, C*(S ) i 6 + (M + M-l)b + 5(M-2) + 8 + 5% $ 7 S  + 5M , sa t 
if b 2 4 . Also, it follows t h a t  Dg(St) i max(1 + r t o g 2 ~ 1  , 6 ,  6 )  s r e o g 2 ~ l  t 1 
s i n c e  r20g2?q 2 5 . 
Fina l ly ,  consider t h e  drum s torage  device with t r a n s i t i o n  funct ion 
S d ( ~ 9  8, h ,  Wll) --- w,, p)  = (wi19 --- W& p ' )  and output  funct ion 
hd(r ,  6 ,  h ,  Wll, --- a ¶  p = 6 p a Represent t h e  s t a t e  of  t h e  counter by 
an M-tuple pc: = (ql, q2, ---, qM) (and p l &  = q q - -  q where 
I 1 i f  j = p and qj = CI otherwise.  Then, we have q! = q 2 s j i IE , 7 
and q f  = qM s o  t h e  counter has zero combinational complexity. Let h" be a 
binary r20g2bl-tuple and l e t  it be used as input  t o  ~ ( n )  , n 5 r ~ 0 ~ ~ 2 6 - 1  = 
Let Ei(h) , 1 r i r b , be t h e  outputs .  Then, - W j i  - wj+l*i  , 1 $ j g PI-1 3 
l ~ i r b ,  *ii = B *  r * t i (h )  + Wli a (P t i ( h ) )  , 1 r i r b and 
b 
8 = (.: Wli * t i ( h ) )  * " r  . Then, it follows t h a t  Cg(Sd) d 4b t 2b + 2b = 8b 1-1 
and D3(Sd) $ max(3 + raop2nl , 2 + rkog231. + rtog2nl where n 5 reogp24 
so D$(s~) raog2b'] + rtog2tog22b1 + 2 . Q,E,D, 
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