We study the problem of discrete geometric packing. Here, given weighted regions (say in the plane) and points (with capacities), one has to pick a maximum weight subset of the regions such that no point is covered more than its capacity. We provide a general framework and an algorithm for approximating the optimal solution for packing in hypergraphs arising out of such geometric settings.
INTRODUCTION

Motivation and examples.
Consider the problem of obnoxious facility location [25, 4] ; that is, you have to place several facilities, but these facilities are undesired (i.e., obnoxious). Facilities of this type include nuclear reactors, wind farms, airports, power plants, factories, prisons, etc. Facilities can also be semidesirable -a customer might want to have supermarkets close to their home, but they do not want to have too many of them close by as they increase traffic, noise, etc. One natural way to model this geometrically is to associate each obnoxious facility with its region of undesirability. We also have customers (modeled as points), and each customer has a threshold of how many obnoxious facilities it is willing to accept covering it. Different customers may have different thresholds, for example because more affluent people have stronger political power and it is harder to place obnoxious facilities near their homes.
Naturally, if you allow only a single region to cover each customer, then this is a classical packing problem, and much work has been done on packing disks/balls [24] . However, there are many cases where allowing limited interaction between the packed regions is allowed (after all, these facilities are required for modern existence). As a concrete example of this type of problem, consider the placement of radio stations/cellphone towers. While airports allow only very limited levels of interference 1 , higher levels of such interference is acceptable in residential neighborhoods. However, at a certain point there is going to be resistance to placing more wireless towers in residential areas, as these towers are viewed as causing cancer (this fear might be baseless, but it does not change the political reality of the difficulty of placing such towers). On the other hand, there is little resistance to placing such towers along highways in sparsely populated areas.
In this paper, we are interested in the modeling of such problems and in the computation of an efficient approximation to the optimal solution of such problems.
Modeling.
As hinted by the above, perhaps the most natural way to model this problem is as a generalization of the well known independent set problem.
Independent set.
is a fundamental discrete optimization problem. Unfortunately, it is not only computationally hard, but it is even hard to approximate to within a factor of n 1−ε , for any constant ε [20] (under the assumption that NP = P). Surprisingly, the problem is considerably easier in some geometric settings. For example, there is a PTAS 2 [6, 15] for the following problem: Given a set of unit disks in the plane, find a maximum cardinality subset of the disks whose interiors are disjoint. Furthermore, a simple local search algorithm yields the desired approximation: For any ε > 0, the local search algorithm that tries to swap subsets of size O(1/ε 2 ) yields a (1 − ε)-approximation in n O(1/ε 2 ) time [7, 8] .
The discrete independent set problem.
In this paper, we consider packing problems in geometric settings that are natural extensions of the geometric independent set problem described above. As a starting point, motivated by practical applications, we consider the discrete version of the geometric independent set problem in which, in addition to a set of weighted regions, we are given a set of points, and the goal is to select a maximum weight subset of the regions so that each point is contained in at most one of the selected regions. We refer to this problem as the discrete independent set problem. Chan and Har-Peled [8] studied this discrete variant and proved that one can get a good approximation if the union complexity of the regions is small.
Note that the discrete independent set problem captures the continuous version of the independent set problem, since we can place a point in each face of the induced arrangement of the given regions. In fact, the discrete version is considerably harder (in some cases) than the continuous variant. The difficulty lies in that several regions forming a valid solution to an instance of a discrete independent set problem may contain a common point that is not part of the set of points given as input; the figure on the right shows an example in which the middle point, marked as a square, is covered twice by the given valid solution.
To illustrate the difference in difficulty, consider the case when the input consists of a set S of segments (in general position) with their endpoints on a circle, such that for every pair of segments, its members intersect. Clearly, in the continuous version, the maximum independent set of segments is a single segment. However, in this case, the discrete version captures the graph independent set problem. More precisely, we can encode any instance of independent set (i.e., a graph G = (V, E)) as an instance of this problem as follows. Every vertex v ∈ V is mapped to a segment sv of S, and every edge uv ∈ E, is mapped to the point su ∩ sv (which is added to a set of points P). Clearly, an independent set of segments of S (in relation to the point set P) corresponds to an independent set in G. That is, the geometric discrete version is sometimes as hard as the graph independent set problem. For example, the 2 Polynomial time approximation scheme.
figure on the right depicts the resulting instance encoding independent set for K3,3.
The packing problem.
In this paper, we are interested in the natural extension of the discrete independent set problem to the case where every point has a capacity and might be covered several times (but not exceeding its capacity). The resulting problem has a flavor of a packing problem, and is defined formally as follows.
Problem 1.1 (PackRegions.) Given a set D of regions and a set P of points such that each region r has a weight w(r) and each point p has a capacity #(p), find a maximum weight subset X ⊆ D of the regions such that, for each point p, the number of regions in X that contain p is at most its capacity #(p).
We emphasize that different points might have different capacities, which makes the problem considerably more challenging to solve than the unit capacities case (i.e., the discrete independent set problem). We also consider the following dual problem in which the points have weights and the regions have capacities. Problem 1.2 (PackPoints.) Given a set D of regions and a set P of points such that each region r has a capacity #(r) and each point p has a weight w(p), find a maximum weight subset X ⊆ P of the points such that each region r contains at most #(r) points of X.
Hypergraph framework. These two problems can be stated in a unified way in the language of hypergraphs 3 . Given an instance of PackRegions, we construct a hypergraph as follows: Each weighted region is a vertex, and all the regions containing a given point of capacity k become a hyperedge (consisting of these regions) of capacity k. A similar reduction works for PackPoints, where the given weighted points are the vertices, and each region of capacity k becomes a hyperedge of capacity k consisting of all of the points contained in this region. Therefore the previous two problems are special cases of the following problem. Problem 1.3 (HGraphPacking.) Given a hypergraph G = (V, E) with a weight function w(·) on the vertices and a capacity function #(·) on the hyperedges, find a maximum weight subset X ⊆ V, such that ∀f ∈ E we have |X ∩ f | ≤ #(f ).
We will be interested primarily in hypergraphs with certain hereditary properties. A hypergraph property is hereditary if the sub-hypergraph induced by any subset of the vertices has the property; an example of a hereditary property of hypergraphs is having bounded VC dimension. Roughly, we are interested in hypergraphs having the bounded growth property : For any induced sub-hypergraph on t vertices the number of its hyperedges that contain exactly k vertices is near linear in t and its dependency on k is bounded by 2 O(k) , see Definition 2.1. Such hypergraphs arise naturally when considering points and "nice" regions in the plane.
Our results.
• Main result. Our main result is an algorithm that provides a good approximation for HGraphPacking as a function of the growth of the hypergraph, see Theorem 3.10. Our result can be viewed as an extension of the work of Chan and Har-Peled [8] to these considerably more general and intricate settings. For simplicity, we focus on linear weight functions; in the full version of the paper [14] we show that our main result extends to the case in which the weight function is a non-negative submodular function.
• Regions with low union complexity. In Section 4, we apply our main result to regions that have low union complexity, and we get the following results: (A) If the union complexity of n regions is O(nu(n)) then we get an O u(n) 1/ν -approximation for PackRegions, where ν is the minimum capacity of any point in the given instance. (That is, the problem becomes easier as the minimum capacity increases.) For the case where all the capacities are one, this is the discrete independent set problem, and our algorithm specializes to the algorithm of Chan and Har-Peled [8] , which gives an O(u(n))-approximation. PackRegions. • Bi-criteria approximation. Our main result also implies a bi-criteria approximation algorithm. That is, we can improve the quality of the solution, at the cost of potentially violating low capacity regions. Formally, if the input instance G = (V, E) of HGraphPacking has at most F k (t) = 2 O(k) F (t) edges of size k when restricted to any subset of t vertices, then for any integer φ ≥ 1, our algorithm yields an O (F (n)/n) 1/φ , φ -approximation to the given instance G of HGraphPacking. Specifically, the value of the generated solution X is at least Ω opt/(F (n)/n) 1/φ , where opt is the value of the optimal solution, and for every hyperedge f ∈ E, we have |f ∩ X| ≤ max(φ, #(f )).
As an example, for any set of n regions in the plane such that the boundaries of any pair of them intersect O(1) times, the above implies that one can get an O n 1/φ , φapproximation for PackRegions.
• Axis-parallel boxes. The union complexity of axis-parallel rectangles can be as high as quadratic, and therefore we cannot immediately apply our main result to get a good approximation. Instead, we decompose the union of axisparallel rectangles into regions of low union complexity, and this decomposition together with our main result gives us an O(log n) approximation for instances of PackRegions in which the regions are axis-parallel rectangles in the plane (see the full version of the paper [14] ). A more involved analysis also applies to the three dimensional case, where we get an O(log 3 n) approximation for
PackRegions for axis parallel boxes (see the full version of the paper [14] ).
• Dual problem. We show in Section 4.2 that, by standard lifting techniques, we can apply our result for PackRegions, where the regions are disks, to the dual problem of PackPointsInDisks. However, for other regions, the dual problem PackPoints seems to be more challenging. Specifically, this is true for the case of axis-parallel rectangles. For this case, we first provide a constant factor approximation for skyline instances of the problem; a skyline instance is a set of rectangles that lie on the xaxis. Interestingly, if the set of rectangles is defined in relation to a set of points (and each rectangle contains only a few points), then one can define a near-linear (in the number of points) sized set of rectangles such that each original rectangle is the union of two new rectangles.
Combining this with the skyline result and a sparsifying technique, we get an (O(log n), 2)-approximation; that is, every rectangle b contains at most max(2, #(b)) points of the solution constructed, and the total weight of the solution is Ω(opt/ log n) (see the full version of the paper [14] ). (Note that, by applying our general framework directly to this setting, we only get an O n 1/φ , φ -approximation, for any integer φ > 0.)
• Packing points into fat triangles. We provide a polylog bicriteria approximation for the problem of packing points into fat triangles. This requires proving that one can compute, for a given point set, a small number of canonical subsets such that the point set covered by any fat-triangle (if the set is sufficiently small) is the union of a constant number of these canonical subsets. Proving this requires non-trivial modifications of the result of Aronov et al. [3] .
In addition, we show that a measure defined over a fat triangle can be covered by a few fat triangles, each one of them containing only a constant fraction of the original measure. We believe these two results are of independent interest. Plugging this into the machinery previously developed for axis parallel rectangles yields the new approximation algorithm. See the full version of the paper [14] for details.
• PTAS for disks and planes. We adapt the techniques of Mustafa and Ray [22] in order to get a PTAS for instances consisting of unweighted disks and unit-capacity points: we lift the problem to 3d, we construct an approximate conflict graph (as done by Mustafa and Ray), and we use a local search algorithm. This result also implies a PTAS for PackPoints for unweighted points and uniform capacity halfspaces in IR 3 . See the full version of the paper [14] for the details.
• Hardness. We show some hardness results for our problems. In particular, we show that PackPoints for fat triangles in the plane is as hard as independent set in general graphs (see Lemma 5.2) . We also show that Pack-Regions is APX-hard (and thus there is no PTAS) for similarly sized fat triangles in the plane (thus "matching" the result of Corollary 4.3).
Main technical contribution.
In addition to the results mentioned above, our work further develops and extends the techniques for rounding linear programming relaxations for geometric packing problems.
Our algorithms use the randomized rounding with alteration technique to round a fractional solution rising out of a natural LP relaxation; this technique has been used in much more general settings [23] . The rounding uses the fractional solution to construct a random sample of the regions. The sampled regions might not form a feasible solution and therefore we need to pick a feasible subset of the sample. This step typically involves selecting an ordering in which to consider the sampled regions and greedily picking a feasible subset based on the ordering [7, 9, 26] . The main technical difficulty lies in finding the ordering of the regions. The main idea behind previous approaches is to build a conflict graph and argue that there exists a vertex of low degree; this vertex gives us a region that is a good candidate for the last region in the ordering, and we can recursively consider the remaining regions. We use a similar approach to construct an ordering, but the conflicts that are relevant in our settings are more complicated. For example, in the geometric independent set problem, a conflict is a pair of regions that overlap. However, in our setting, a conflict involves a larger number of regions and therefore we need to consider a conflict hypergraph. We show that there exists a vertex of low degree in this hypergraph and therefore we are able to extend some of the previous approaches to this more general setting. Unsurprisingly, this extension involves an analysis that is considerably more involved.
Previous work.
The work that is closest to ours is the paper of Chan and Har-Peled [7] which addresses an easier special case of the problems we consider. Fox and Pach [17] presented an n ε approximation for independent set for segments in the plane. The usage of LP relaxations for approximating such problems is becoming more popular. In particular, Chalermsook and Chuzhoy [5] use a natural LP relaxation to get an O(log log n)-approximation for independent set of axis parallel rectangles in the plane. The geometric set cover problem and the more general problem, the geometric set multi-cover problem, have approximation algorithms that use ε-nets to round the natural LP relaxation; see [9] and references therein. Chan and Har-Peled [7] used local search to get a PTAS for independent set of pseudo-disks. Independently, Mustafa and Ray [22] used similar ideas to get a PTAS for hitting set of pseudo-disks in the plane. There is not much work on the hardness of optimization problems in the geometric settings we are interested in. [10] shows that the problem of independent set of axis-parallel boxes in three dimensions is APX-hard (the problem is known to be NP-Hard in the plane). See also [18, 19] and references therein for some recent hardness results. Naturally, in nongeometric settings, there is a vast literature on the problems and techniques we use, see [27] . As we already mentioned, our algorithms use the randomized rounding with alteration technique to round a fractional solution. This technique was used in [23] to find an approximate solution to packing integer programs (PIPs) of the form {max wx : Ax ≤ b, x ∈ Z n + }, where A is a matrix whose entries are either 0 or 1. The approximation guarantee given in [23] is O(n 1/B ), where B = mini bi.
Organization.
In Section 2 we define the problem and the associated LP relaxation, and describe some basic tools used throughout the paper. In Section 3 we present the approximation algorithm for the hypergraph case. In Section 4 we present various applications of our main result. In Section 5 we present some hardness results. Due to space limitations, some sections of the paper are contained only in the full version of the paper [14] . In particular, in [14] we extend our main result to the case in which the weight function is a submodular function. We also present algorithms for the case of packing rectangles and packing points into both rectanlges and fat triangles. Also we present a PTAS for some restricted cases. We conclude in Section 6.
PRELIMINARIES
For a maximization problem, an algorithm provides an α-approximation if it outputs a solution of value at least opt/α, where opt is the value of the optimal solution. An (α, β)-approximation algorithm for HGraphPacking is an algorithm that returns a (potentially infeasible) solution of value at least opt/α such that each hyperedge f contains at most max(#(f ), β) vertices of the solution.
LP Relaxation and the Rounding Scheme
We consider the following natural LP relaxation for the HGraphPacking problem. For each vertex v, we have a variable xv with the interpretation that xv is 1 if v is selected, and 0 otherwise. For each hyperedge f , we have a constraint that enforces that the number of vertices of f that are selected is at most the capacity of f .
The energy of a subset X ⊆ V is E(X) = v∈X xv. In the following, E denotes the energy of the LP solution; that is E = E(V) = v∈V xv. Note that the energy is at most the number of vertices of the hypergraph. Also, we assume that E ≥ 1 (which is always true since all the capacities are at least one). The minimum capacity of a packing instance is a useful measure of how hard the instance is; formally, the minimum capacity of a given instance G is
Let G = (V, E) be a hypergraph, and let X ⊆ V be a subset of its vertices. The sub-hypergraph of G induced by that is, F k (t) is the maximum number of hyperedges of size k + 1 of a sub-hypergraph of G that is induced by a subset of at most t vertices. We say that G has the bounded growth property if the following conditions are satisfied:
(A) There exists a non-decreasing function γ(· ) such that F k (t) ≤ 2 O(k) tγ(t) for any k and t. (B) There exists a constant c such that F k (xt) ≤ cF k (t) for any t, k and x such that 1 ≤ x ≤ 2.
This notion of bounded growth is a hereditary property of the hypergraph, and it is somewhat similar to the bounds on the size of set systems with bounded VC dimension. Hypergraphs with bounded growth arise naturally in geometric settings.
Running Example 2.2 To keep the presentation accessible, we interpret this algorithm for instances of PackRegions in which the regions are disks. Specifically, we are given a weighted set of disks D and set of points P with capacities. The hypergraph has a vertex for each disk in D and a hyperedge for each point p ∈ P; the hyperedge fp consists of the vertices corresponding to all disks of D that contain p.
In this case, the mysterious quantity F k (t) (see Definition 2.1) is bounded by the number of faces in an arrangement of t disks that have depth exactly k+1. Since the union complexity of t disks is linear, a standard application of the Clarkson technique implies that F k (t) = O(kt). Thus in this case we have γ(t) = O(1).
APPROXIMATE PACKING FOR HYPER-GRAPHS
In this section, we present the algorithm for computing a packing for a given hypergraph G = (V, E). We assume that |E| is polynomial in |V| and that G has the bounded growth property introduced in Definition 2.1 (properties which both hold for hypergraphs arising out of natural geometric settings). Let x be an optimal solution to the Hypergraph-LP relaxation described in Section 2.1.
The algorithm
We round the fractional solution to an integral solution using a standard randomized rounding with alteration approach. The first step is to choose an appropriate ordering of the vertices. We will see later how to choose a good ordering; for now, we assume that we are given the ordering. The rounding then proceeds in two phases, the selection phase and the alteration phase. In the selection phase, we pick a random sample C of the vertices by selecting each vertex v independently at random with probability xv/∆, where ∆ is a parameter that we will determine later. In the alteration phase, we pick a subset of C as follows: We consider the sampled vertices in the order chosen and we add the current vertex to our solution if the resulting solution remains feasible. We say that a vertex is selected if it is present in the sample, and we say that it is accepted if it is present in the solution. The main insight is that we can take advantage of the bounded growth property of the hypergraph to show that there is an ordering such that each vertex is accepted with constant probability, provided that it is selected. This will immediately imply that the algorithm achieves an O(∆)-approximation.
The main challenge is to prove that a good ordering for the alteration phase exists, that is an ordering such that we accept each selected vertex with constant probability. We now proceed to give such a proof. This proof will suggest a natural O(n C+O(1) ) time brute force algorithm to actually compute this good ordering, where C is the maximum capacity of an edge in the given instance. In Section 3.3 we show how one can improve the dependence on C and make the running time polynomial in the input size.
Constructing a good ordering
Before we describe how to construct a good ordering of the vertices, it is useful to understand what will force a vertex to be rejected in the alteration phase. With this goal in mind, consider an ordering of the vertices. Let C be a sample of the vertices in V such that each vertex v is in C independently at random with probability xv/∆. Let v be a vertex in C. When we consider v in the alteration phase, we will reject v if and only if there exists a hyperedge f of capacity #(f ) such that f contains v and we have already accepted #(f ) vertices of f . The event that we already accepted #(f ) vertices of f is difficult to analyze. However, as we will see, we can settle for a more conservative analysis that upper bounds the probability that v is rejected, given that all of the vertices in C that appear before v in the ordering are accepted. (In the alteration phase, it is possible that not all vertices in C that appear before v will be accepted, but this can only help us.) Since we are only interested in the event that C contains k + 1 vertices -the vertex v and k other vertices that appear before v in the ordering -that are contained in a hyperedge of capacity k, only the set of vertices that appear before v in the sample matter, and not the actual ordering of the vertices. With this observation in mind, we define a k-conflict to be a set of k +1 vertices that are contained in a hyperedge of capacity k. In the following, H k denotes the set of all k-conflicts, and H = ∪ k H k denotes the set of all conflicts. We are interested in the probability of the event that all of the vertices of a k-conflict, h, are present in the sample, and we refer to this probability as the ∆-potential of the conflict, ρ∆(h). For the analysis it will also be useful to define the unscaled version of this quantity that is the probability that all the vertices of a conflict are present given that we sampled each vertex with probability xv instead of xv/∆. We refer to this quantity as simply the potential of the conflict, ρ(h). Formally, we have
Another quantity of interest is the expected number of conflicts in which a vertex v participates, given that v is in the sample. We refer to this quantity as the ∆-resistance of a vertex v in a set of vertices X ⊆ V, and we use η∆(v, X) to denote it:
The ordering.
Note that, if the ∆-resistance of v with respect to the set X of vertices that come before it in the ordering is small, the probability of rejecting v is also small. This suggests that the vertex with least resistance (with respect to V) should be the last vertex in the ordering. This gives us the following algorithm for constructing an ordering: We compute the vertex of least resistance and put it last in our ordering (i.e., it is vn). We then recursively consider the remaining vertices and we compute an ordering for them.
In the following, we assume for simplicity that the resulting ordering is v1, . . . , vn.
Note that computing the resistance of a vertex by brute force takes O n C+O(1) time, where C is the maximum capacity of a hyperedge, and therefore this algorithm is not efficient. We give a polynomial time algorithm for constructing the ordering in Section 3.3.
Analysis
Our main insight is that, if the hypergraph satisfies the bounded growth property defined in Definition 2.1, then for any set X ⊆ V there exists a vertex v ∈ X such that η∆(v, X) ≤ 1/4. We prove this below in Section 3.2.2 (see Lemma 3.8) . This proof requires that we set ∆ = αγ(E) 1/ν , where α is some sufficiently large constant. As such, in the remainder of this section we assume ∆ = αγ(E) 1/ν .
We now show that given η∆(v, X) ≤ 1/4, proving the quality of approximation of the algorithm is straightforward. Proof : Let Xi = v1, . . . , vi . Note that, if we selected vi, we rejected vi in the alteration phase only if vi participates in a conflict with some of the vertices in {v1, . . . , vi−1} ∩ C. Let Zi be the number of conflicts of Xi that contain vi and are realized in C, i.e., h ⊆ C. In the following, we show that the probability that Zi is non-zero is at most 1/4, which implies the lemma.
Consider a k-conflict h = {vj 1 , . . . , vj k , vi}, where each vertex of h is in Xi and h contains vi. The probability that all of the vertices of h are selected, given that vi is selected,
where the last inequality follows from Lemma 3.8 and the fact that vi is the vertex of minimum resistance in Xi. Thus
Therefore, if vi is selected, it is accepted with probability at least 3/4.
Corollary 3.2
The total expected weight of the set of vertices output by the algorithm is Ω opt/γ(E) 1/ν , where opt is the weight of the optimal solution, and ν is the minimum capacity of the given instance.
Proof : By Lemma 3.1, for each vertex v ∈ V, we have
Pr
where ∆ = O γ(E) 1/ν . By linearity of expectation, we have that the expected weight of the generated solution is at least
as v xvwv is the value of the fractional LP solution, which is bigger than (or equal to) the weight of the optimal solution.
On the expected number of realized conflicts
To analyze the algorithm we need to understand how conflicts might form during its execution, and show that the damage of such conflicts to the generated solution is limited. To this end, for a subset X ⊆ V, consider the quantity
(The reader may recall that this is the function from Definition 2.1 of bounded growth, which is a hereditary property.) This is the maximum number of k-conflicts that can be realized by a subset of t vertices from X. The quantity of interest in the following is h∈H k ρ(h), as it is the expected number of conflicts that would be realized if we sampled according to the LP solution. Our goal is to prove that h∈H k ρ(h) is bounded by a function of F k (E(X)) (i.e. a function of the maximum number of k-conflicts that can be realized by a subset of X whose size is the energy of the LP).
With this goal in mind, we let R be a random sample of X such that each vertex v ∈ X is in R independently at random with probability xv/2. We stress that R is a random sample that we use for the purposes of defining a quantity M (i.e., the expected number of conflicts realized in R), and it should not be confused with the random sample C that is used by the algorithm. In the following, we bound M from above in Lemma 3.3 and from below in Lemma 3.4. Putting these two bounds together imply the desired bound on h∈H k ρ(h).
A conflict h ∈ H is realized in R if there is a hyperedge f ∈ E such that h = f ∩ R and |h| = #(f ) + 1.
The following is similar in spirit to the Clarkson technique (a similar but simpler argument was used by Chan and Har-Peled [8] ). (E(X) )), where R is a random sample of X such that each vertex v ∈ X is in R independently at random with probability xv/2.
Proof : Each k-conflict h that is realized corresponds to a hyperedge f with capacity k such that h = f ∩ R. Additionally, two realized conflicts that are distinct correspond to different hyperedges. Therefore the number of k-conflicts that are realized in R is at most the number of hyperedges f such that the capacity of f is k and |f ∩R| = k +1. It follows from the definition of F k (·) that the number of k-conflicts is at most F k (|R|). Therefore it suffices to upper bound the expected value of F k (|R|).
Note that E[|R|] = E(X)/2. We have
since G has the bounded growth property (see Definition 2.1), and by the Chernoff inequality (we use here implicitly that E(X) ≥ 1).
Lemma 3.4
For each k-conflict h, the probability that h is realized in R is at least ρ(h) /2(2e) k . Therefore the expected number of k-conflicts realized in R is M = Ω h∈H k ,h⊆X ρ(h) /(2e) k .
Proof : Let f ∈ E be a hyperedge with capacity k that generated the conflict h. Since x is a feasible solution for the LP, we have that v∈f −h xv ≤ v∈f xv ≤ #(f ) = k. Clearly, the conflict h is realized if we pick all the vertices of h, and none of the vertices of f − h, and the probability of that event is
In the first line we used the inequality 1 − xv/2 ≥ exp(−xv), which holds since xv ≤ 1.
Putting the above two lemmas together, we get the following.
Lemma 3.5 For any non-negative integer k we have
Running Example 3.6 In our running example, we have that the expected number of k-conflicts that are being realized by a random sample (sampling more or less according to the LP values) is h∈H k ρ(h) = O (2e) k kE . This is a hefty quantity, but the key observation is that if we sample according to the LP values scaled down by a large enough constant, then the probability of such a conflict to be realized drops exponentially with k. In particular, for a sufficiently large constant, the expected number of realized k-conflicts in such a sample is going to be ≤ E/ 10 · 2 k . Intuitively, this implies that such conflicts can only cause the algorithm to drop very few vertices during the rounding stage, thus guaranteeing a good solution.
Resistance is futile, if you pick the right vertex
In the following, we consider a subset X of the vertices and we show that there exists a vertex v ∈ X whose ∆resistance η∆(v, X) is at most 1/4. Recall that H k is the set of all k-conflicts involving vertices in V. We can rewrite the ∆-resistance of v in X as
As shown in Lemma 3.5, we can relate the total potential of the conflicts of H k that are contained in X to the maximum number of k-conflicts contained in a set of at most E(X) vertices, where E(X) = v∈X xv.
Recall that the hypergraph has the bounded growth property (see Definition 2.1) and this property is hereditary. Therefore the function F k (·) in the lemma above has the two properties described in Definition 2.1 and we get the following corollary.
We can now use Corollary 3.7 to complete the proof of Lemma 3.8 as follows.
Lemma 3.8 Suppose that the hypergraph G satisfies the bounded growth property (see Definition 2.1). Let ∆ = α γ(E) 1/ν , where α > 0 is a sufficiently large constant and ν is the minimum capacity of the given instance (see Eq. (1)). Then, for any set X ⊆ V, there exists a vertex v ∈ X such that η∆(v, X) ≤ 1/4.
Proof : Let T = v∈X xvη∆(v, X). The quantity T /E(X) is the weighted average of the resistances of the vertices in X, where the weight of a vertex v is xv/E(X). Therefore it suffices to show that T ≤ E(X)/4, since the minimum resistance is at most the weighted average. We have
by Corollary 3.7, where β is some constant. Since ∆ = αγ(E) 1/ν , we have
In the second to last inequality, we have used the fact that γ(· ) is non-decreasing. The last inequality follows if we pick α to be a sufficiently large constant. Therefore T ≤ E(X)/4, and the lemma follows.
Improving the running time
In Section 3, we described an algorithm that constructs an ordering of the vertices by repeatedly finding the vertex of least resistance with respect to the set of remaining vertices. Computing the resistance of a vertex by brute force takes O(n C+O(1) ) time, where C is the maximum capacity of an edge in E. However, for our analysis to go through, we only need to find a vertex that is safe with respect to the set of remaining vertices; informally, a vertex v is safe if the probability that it participates in a conflict with a random sample of the remaining vertices is smaller than some constant (that is strictly smaller than one), where each remaining vertex u is included in the sample with probability xu/∆. In this section we show that there is a sampling algorithm that finds a safe vertex with high probability and its running time is polynomial in the maximum capacity C. Lemma 3.9 Computing a good ordering of the vertices can be done in polynomial time. Namely, the algorithm of Section 3 can be implemented in polynomial time.
Proof : To get the same quality of approximation we do not need to take the vertex of least resistance in each round (of computing the ordering), but merely a vertex that is "safe." More precisely, let X be the current set of vertices, let v be a vertex of this set, and let R be a random sample of X in which each vertex u is included with probability xu/∆ (also we force v to be in R). We say that v is violated in R if v is contained in a hyperedge f such that the number of vertices of f that are in R is larger than its capacity #(f ). Let µ(v, X) denote the probability that v is violated in R. Note that µ(v, X) is a (conservative) upper bound on the probability that v is rejected by our rounding algorithm if we started with an ordering in which X \ {v} is the set of all vertices that come before v. Therefore, in order for our rounding to succeed, in each round we only need to find a vertex v for which the probability µ(v, X) is low, where X is the set of all vertices that still need to be ordered at the beginning of the round. (We remark that it follows from the argument of Lemma 3.8 that, for any set X, there is a vertex v for which µ(v, X) ≤ 1/4.)
Now we are ready to describe how to construct an ordering for our algorithm. Let X be the set of vertices that still need to be ordered. As we will see shortly, for each vertex v ∈ X, we can compute an estimate µ(v, X) of the probability µ(v, X). We pick the vertex v with minimum estimated probability µ(v, X), we make v the last vertex (in the ordering of X) and we recursively order X \ {v}.
We can compute the estimates µ(v, X) in polynomial time as follows. Fix a vertex v. Let ψ be a sufficiently large polynomial in n. We pick ψ independent random samples of X (again, forcing v to be in each of these samples); in each random sample, each vertex u is included with probability xu/∆. We set µ(v, X) to be the fraction of the samples in which the vertex v is violated. Using a standard argument based on the Chernoff inequality, we can show that our estimates are very close with high probability, and therefore our rounding algorithm achieves the required approximation with high probability as well; we omit the easy but tedious details.
The result
Theorem 3.10 Let G = (V, E) be a hypergraph with a weight function w(·) on the vertices and a capacity function #(·) on the edges, such that |E| is polynomial in |V| and G satisfies the bounded growth property (see Definition 2.1). Then we can compute in polynomial time a subset X ⊆ V of vertices such that no hyperedge f contains more than its capacity #(f ) vertices of X, and such that in expectation, the total weight of the output set is Ω opt/γ(E) 1/ν , where opt is the weight of the optimal solution, E is the energy of the LP, ν is the minimum capacity of the given instance, and γ(·) is the growth function of Definition 2.1.
Consider an integer constant φ > 0, and observe that one can always relax the capacity constraints of a given instance of HGraphPacking by replacing all capacities smaller than φ by φ. Theorem 3.10 thus implies the following. 
APPLICATIONS
Using our main result (Theorem 3.10), we get several approximation algorithms for the packing problems mentioned in the introduction. We present some of these results here.
Packing regions with low union complexity
Let D be a set of n weighted regions in the plane, and let the maximum union complexity of m ≤ n objects of D be U(m) = mu(m). We assume that (i) U(n) /n = u(n) is a non-decreasing function, and (ii) there exists a constant c, such that U(xr) ≤ c U(r), for any r and 1 ≤ x ≤ 2. We are also given a set of points P, where each point p ∈ P is assigned a positive integer #(p) which is the capacity of p.
We are interested in solving PackRegions (Problem 1.1) for D and P. Consider the hypergraph G obtained by creating a vertex for each region and a hyperedge for each subset of regions containing a given point of P. Here, F k (t) is bounded by the number of faces in the arrangement of t regions of depth exactly k+1. The number of such faces can be bounded by the union complexity by a standard application of the Clarkson technique [11, 12] . Plugging this bound into Theorem 3.10 yields the following result.
Theorem 4.2 Let D be a set of m weighted regions in the plane such that the union complexity of any t of them is U(t) = tu(t). Let P be a set of n points in the plane, where there is a capacity #(p) associated with each point p ∈ P. There is a polynomial time algorithm that computes a subset O ⊆ D of regions such that no point p ∈ P is contained in more than #(p) regions of O. Furthermore, in expectation, the total weight of the output set is Ω opt/u(E) 1/ν , where opt is the weight of the optimal solution, E is the energy of the LP solution and ν is the minimum capacity of the given instance.
Alternatively, for any integer constant φ, one can get a O u(E) 1/φ , φ -approximation to the optimal solution for the given instance.
The following results follow from the theorem above. (B) PackRaysInPlanes: Given a weighted set of vertical rays R and a set of planes H with capacities in IR 3 , find a maximum weight subset O of R so that, for each plane h, the number of rays of O that intersect h is at most #(h).
Packing halfspaces, rays and disks
(C) PackPointsInDisks: Given a set D of disks with capacities and a weighted set P of points, find a maximum weight subset O of the points so that each disk r ∈ D contains at most #(r) points of O.
Since the union complexity of halfspaces in three dimensions is linear, Theorem 3.10 (along with the 3d analogue of Lemma 4.1) implies the following. Corollary 4.5 One can compute, in polynomial time, a constant factor approximation to the optimal solution of the PackHalfspaces problem.
Standard point/plane duality implies that the same result holds for the dual problem. Namely, a point (a, b, c) gets mapped to the plane z = ax + by − c and a plane z = ax + by + c gets mapped to the point (a, b, −c). Also, a point lies below a given plane if and only if the dual point of the plane lies below the dual plane of the point. As such, the dual of an instance of PackHalfspaces is an instance of PackRaysInPlanes (and vice versa).
Thus, Corollary 4.5 implies the following.
Corollary 4.6 One can compute, in polynomial time, a constant factor approximation to the optimal solution of the PackRaysInPlanes problem.
Observe that an instance of PackPointsInDisks can be lifted into an instance of PackRaysInPlanes, by the standard lifting f (x, y) = (x, y, x 2 + y 2 ), which maps points and disks in the plane to halfspaces and points in three dimensions [13] .
Corollary 4.7 One can compute, in polynomial time, a constant factor approximation to the optimal solution to the PackPointsInDisks problem.
HARDNESS OF APPROXIMATION
Packing same size fat triangles into points
Here we show that PackRegions (Problem 1.2) does not have a PTAS, even if the regions have unit weight and their union complexity is linear. We show that the problem is APX-hard using a reduction from the maximum bounded 3-dimensional matching problem. Since maximum bounded 3-dimensional matching is APX-complete [21] , this will imply the claim (unless P = NP). See the full version of the paper [14] for the proof.
Packing points into fat triangles
Lemma 5.2 There is an approximation-preserving reduction from the Independent Set problem in general graphs to the PackPoints problem. In particular, for instances of the problem PackPoints in which the regions are fat triangles with unit capacities and the points are unweighted, no approximation better than Ω(n 1−ε ) is possible in polynomial time, for any constant ε > 0, unless P = NP.
Proof : Consider an instance of the Independent Set problem, namely a graph G = (V, E). Let n = |V |. Place n distinct points on the unit circle (arbitrarily) and map every vertex of V to a unique point of the resulting set of points P. For every edge uv ∈ E, consider the segment pupv, where pu and pv are the points corresponding to u and v in P. We construct a fat triangle containing pupv by connecting pu, pv, and a third vertex in the interior of the unit disk; this can always be done so as to achieve roughly 2-fatness. We add this triangle to our set of regions D, and assign it capacity one.
Clearly, solving the resulting instance (P, D) of Pack-Points is equivalent to solving the Independent Set problem for G. The claim now follows from the hardness results known for the Independent Set problem [20] .
CONCLUSIONS
In this paper, we presented a general framework for approximating geometric packing problems with non-uniform constraints. We then applied this framework in a systematic fashion to get improved algorithms for specific instances of this problem, many of which required additional non-trivial ideas. There are several special cases of this problem for which we currently do not know any useful approximation; for example, the special case of packing axis-parallel boxes into points, in which the boxes are in four dimensions is still wide open. Making some progress on these special cases is an interesting direction for future work.
