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Abstract
Software Defined Networking (SDN) is an emerging technology that allows computer
networks to be more efficiently managed and controlled by providing a high level
of abstraction and network programmability. Having powerful abstractions and pro-
grammability via a centralised network controller provides new potential improve-
ments to computer networks, such as easier network management, faster innovation
and reduced cost.
SDN has been successfully applied in wide area and data centre networks, and has
achieved a significant improvement in network performance and efficiency. However,
using SDN to control network traffic in end-host devices has not been investigated
thoroughly. The research presented in this thesis aims to address this gap and inves-
tigates the potential benefits of SDN for end-hosts. This thesis explores the feasibility
of applying the SDN methodology to control network traffic on multi-homed end de-
vices. The objective was to create a control mechanism by changing the network stack
on the client in a way that is transparent to the application layer, the network infras-
tructure, and other hosts on the network. In contrast to other solutions such as MPTCP,
which require a protocol stack upgrade on all the participating nodes, the approach
presented in this thesis allows quick and easy client-side-only deployment.
This thesis presents an architecture for embedding SDN components, i.e. the SDN
controller and switch, on multi-homed devices, and its use for traffic control. The
simultaneous use of multiple network interfaces was explored and utilised for the im-
plementation and evaluation of various load balancing algorithms.
In order to do effective load balancing, it is important to know the state of the various
host interfaces and related links, in particular the link capacity. To enable this, the
thesis also presents an approach to monitor and measure link capacity, which is tightly
integrated with the SDN traffic control architecture. For this purpose, the method of
Variable Packet size (VPS) probing was adapted to work in the SDN context on end-
hosts.
The approach of SDN-based traffic control and load balancing was extensively evalu-
ated for two specific use cases, web traffic and Voice over IP (VoIP), considering differ-
i
ent transport layer protocols. Our experimental evaluation has shown the feasibility
of the proposed method, and has demonstrated its potential for improving the Quality
of Experience (QoE) for end-users. The experiments have shown that our SDN-based
approach can even outperform MPTCP, even though MPTCP has the advantage of
controlling both end points of the communication.
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CHAPTER 1
Introduction
1.1 Motivation
The growth in the Internet usage has played a prominent role in many life sectors. As
a result of that, the constant connectivity to the Internet has become essential. Decent
computing devices, like PCs, tablets, and smartphones, are equipped with multiple
network interfaces, such as Smartphones with WiFi and xG1 network interfaces, mak-
ing them capable of connecting to various network types. Yet, due to vendor and/or
Operating System (OS) limitations, only one network interface can typically be used
at a time [5]. Further to that, the Internet connection speed of these devices is still far
from the user’s expectation, due to many factors, including network coverage, inter-
ference or low Internet bandwidth. Users try to manually switch between WiFi and
LTE wireless links to enhance the connectivity speed.
Many solutions have been proposed and implemented to improve the connectivity
speed of the computing devices [6][7][8][9]. A great deal of research has focused on the
adaptation of the network infrastructure to enhance the connectivity [8][10][11]. This
includes changing the functionality of radio base stations or wireless Access Points
(APs) or any other communication nodes between the core network and the end-user
devices [11]. Some of these intermediate devices have the ability to control different
13G/4G or the prospect 5G
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radio frequencies making them capable of controlling both WiFi and xG networks.
However, only one network link is utilised in these multi-homed end-hosts at a time.
Another solution is to implement specific protocols to improve network connectivity
on multi-interface devices. These protocols need to be applied on the client and on
the server sides. Multipath TCP (MPTCP) and Stream Control Transmission Protocol
(SCTP) are examples of such protocols that are commonly used for this purpose. How-
ever, the majority of deployed Internet servers do not support these protocols, making
the widespread use of these protocols unrealistic [12].
These solutions have tried to improve the Internet connectivity via either controlling
the traffic in the network infrastructure or both ends of the connection. While the for-
mer approach utilises one network interface in multi-homed devices, the latter may
utilise multiple network interfaces if the server supports a multi-path protocol, such as
MPTCP. These approaches require a high level of complexity in the network infrastruc-
ture and/or on the other side of the end-to-end path, in order to increase the network
performance and throughput.
Software Defined Networking (SDN) is an emerging approach for configuring and
managing computer networks. SDN has brought many benefits to computer network-
ing, for instance, facilitating network management and control via programmability of
the network through a unified API, reducing the cost of proprietary network equip-
ment, and facilitating innovation and agility in networks.
The core concept of SDN is the separation of network control and data planes. The
control plane represents the intelligence of the network and it determines how data is
forwarded, the data plane implements the actual data forwarding of data packets. This
separation gives better (centralised) control over the network, makes it more manage-
able, and can achieve better performance [2][13].
SDN is of great interest to both academia and industry [2][13][14], and it has been suc-
cessfully deployed in a range of network scenarios. Good examples of such deploy-
ments are Hedera [15] and B4 [16], Google projects for Data Centres (DC) and Wide
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Area Networks (WAN), respectively.
The research presented in this thesis focuses on improving the network performance,
throughput and Quality of Experience (QoE) in multi-homed end-hosts, using SDN-
based traffic control. The proposed approach is deployable regardless of the OS/-
platform of the computing device. Furthermore, the mechanism is transparent to the
network infrastructure as well as to other hosts on the network, in contrast to other
approaches such as MPTCP.
We have designed an architecture and implemented a corresponding prototype sys-
tem, that achieves this goal, by embedding SDN components inside the end-host. This
prototype was used to experimentally evaluate the proposed concept, in a range of
scenarios and application use cases, e.g. Web browsing and VoIP. The results demon-
strate the feasibility of the proposed approach, and demonstrate a significant potential
improvement in network performance and QoE, even compared to MPTCP.
1.2 Research Contributions
This section briefly describes the main contributions of the thesis for improving the
network connectivity in multi-homed devices.
1.2.1 Embedding SDN in multi-homed devices
As a first contribution, the thesis explores and proposes an architecture for SDN-based
traffic control in multi-homed end-hosts, which can be a computer, smartphone, a net-
worked embedded device or a thing. We considered two types of network traffic con-
trol functionality in our research: efficiently balancing the user traffic across the avail-
able interfaces, and selecting the most suitable link for the establishment of VoIP calls.
While designing our mechanism, we attempted to meet the following objectives:
3
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1. Be efficient, and not introduce a significant amount of overhead on the host.
2. Be transparent to both the applications as well as the rest of the network. Neither
the applications nor the protocol stack of any other nodes in the network should
have to be modified.
3. Be agnostic of the transport protocol, and in particular support TCP, UDP and
QUIC.
4. Avoid packet reordering, and the associated detrimental impact on TCP perfor-
mance.
5. Work with any OpenFlow compliant software switch and controller, from version
1.3 onwards.
This contribution has been published in [17].
1.2.2 Estimating the link capacity in SDN-based End-hosts
In order to achieve efficient network traffic distribution (e.g. efficient load balancing
or selecting the most suitable network interface), the corresponding capacities of the
available last-hop network links need to be known. A new method for estimating
the link capacity in the context of SDN-based traffic control on end-hosts is another
contribution of this thesis. The proposed method is implemented solely on SDN, and
does not require any additional software or functionality from the host. It it is generic
and works for any type of network link. The method is based on the idea of Variable
Size Packet probing, and the key contribution of the thesis is the adaptation of that
method to the context of end-host based SDN.
This contribution has been published in [18].
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1.2.3 Controlling HTTP flows in Multi-homed End-hosts using
OpenFlow
As another contribution of this thesis, we investigated the potential of flow-based load
balancing on multi-homed devices in a realistic setting. We specifically focused on
HTTP traffic as a use case, in particular Web and video traffic, due to their predomi-
nance. The thesis presents an analysis of flow statistics of Web traffic, which provides
information about the potential of flow-based load balancing. In our experimental
analysis, a number of load balancing algorithms have been explored, in a number of
network and link scenarios.
Further to web traffic, the control of video traffic has also been explored as a part of this
contribution, in particular Dynamic Adaptive Streaming over HTTP (DASH) traffic
over the QUIC protocol. The results show the feasibility and potential performance
gains of flow-based load balancing on end-host using SDN and OpenFlow.
This contribution has been published in [19] and [20].
1.2.4 Controlling VoIP traffic in Multi-homed End-hosts using Open-
Flow
Voice over IP (VoIP) applications (e.g. e.g Skype, and Viber) are commonly used in
end-hosts. Generally, the network traffic generated by those applications can be di-
vided into control traffic that utilises signalling protocols, such as Session Initiation
Protocol (SIP), and data traffic that is delivered via certain protocols, such as Real-time
Transport Protocol (RTP). While the control traffic consists of short message flows, the
data traffic is usually considered as a single UDP flow carrying the whole VoIP call
data. Once the flow is allocated, the whole call session will be forwarded via the cho-
sen link. This limits the possibility of doing flow-based load balancing, as was the case
of HTTP traffic, where the download of even a single web site resulted in a significant
number of flows. Therefor, instead of considering load balancing for VoIP, we con-
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sider the problem of optimal link or interface selection at call establishment time. In
this thesis, we present a model-based approach for optimal link and interface selection
for VoIP calls, and our experiment results show a significant potential improvement in
Quality of Experience compared to the current state-of-the-art solutions.
The VoIP traffic use case contribution has been published in [21].
1.3 Methodology
The methodology used in this thesis is mostly experimental. We proposed an SDN-
based traffic control mechanism that allows the end-host to apply various traffic distri-
bution approaches in a transparent and seamless way. We explored the simultaneous
use of multiple network interfaces to improve the network connection and through-
put. We designed and implemented load balancing algorithms that are resilient to
work with different link capacity scenarios and with different network traffic types
(e.g. web browsing and video) and protocols (such as, TCP and UDP). We also used a
model-based approach to select the best link among the others for allocating a certain
traffic, for instance VoIP traffic, to improve the QoE. These approaches were evalu-
ated and compared with the performance of the existing baseline uses and protocols.
For example, our proposed approaches are compared with the use of single network
interface and with MPTCP in the case of using load balancing. To carry out such eval-
uations and comparison we designed and implemented a prototype that emulates the
control of network traffic in multi-homed devices using the SDN paradigm.
In addition, we explored a variety of performance metrics in order to evaluate the pro-
posed approach. These metrics include computing the achieved network throughput,
Cumulative Density Function (CDF) of the transmitted traffic and Page Load Time
(PLT). We also used an adapted version of Mean Opinion Score (MOS) as a QoE metric
in the link selection process and evaluation.
To develop our experimental prototype various software tools and emulation test beds
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were used. The remainder of this section describes the key tools and test beds lever-
aged to carry out our research.
The test bed used in our prototype implementation is GNS3 [22], a network software
emulator. GNS3 emulates the network connectivity via utilising hypervisor technology
tools to connect different nodes and devices, such as routers, switches and end-hosts.
In our experiments, we used Oracle VM VirtualBox [23] with Linux Operating System
(OS) to implement different network topologies. All the VM nodes have Linux OS
(kernel 3.19.0.25-generic) except for the client node (our modified end-host) that has
Xbuntu OS (kernel 3.13.0.24-generic) downloaded from [24], because it is a special VM
image with many SDN tools.
On the client side, we embedded SDN components, represented by a controller and a
switch. Ryu [25] was utilised as the SDN controller due to a couple of reasons. Firstly,
it is a lightweight controller and does not require many related libraries and packages
for complex network functionalities as is the case with other SDN controllers such as
ONOS [26]. Secondly, it supports recent versions of the OpenFlow protocol [3], a proto-
col that is used as a southbound interface to communicate between the SDN controller
and forwarding elements. In our implementation, OpenFlow version 1.3 is used as the
southbound interface. Regarding the SDN switch, two types of software switches were
used. One of them is an OpenFlow compatible switch that works in Linux user space,
called ofdatapath [27]. However, it has limited applications and usage due to its rela-
tively poor performance. The other SDN software switch we used and which operates
in the Luinux kernel space is Open vSwitch (OVS) [28]. It is supported and distributed
with the Linux kernel (since version 2.6.32 onwards). In our implementation, we used
OVS version 2.4.
Emulating the network parameters, e.g. bandwidth, is essential to evaluate the perfor-
mance of the network with the proposed system, and the bandwidth of the available
links on the multi-homed need to be dynamically controlled to enable the emulation
of realistic link conditions. Two main tools were used to achieve this, Ethtool [29] and
TC [30].
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To evaluate the proposed system, it is necessary to generate network traffic on the
multi-interface end-hosts. Iperf v3 [31] is one of the tools used to generate network
traffic and measure the performance. We also employed the Apache benchmark tool
ab [32] for Web traffic generation and measurement. In our experiments, we used
wbox [33] as the web server.
To automate web application behaviour and measurement, we further used the Sele-
nium API [34], which is as a python package for the Chromium browser [35].
The programming language used in our research is Python 2.7 [36]. It has been
leveraged to implement different load balancing algorithms and building related SDN
northbound applications.
Table 1.1 summarises the most important tools used for the implementation and eval-
uation of the proposed architecture and mechanisms for this thesis.
Table 1.1: software tools utilised for implementation and experiments
Software Function Version
GNS3 [22] Network Emulator 1.3.10
Oracle VM VirtualBox [23] Network Virtualization Software 5.0.4r102546
Linux Xbuntu Operating System 3.13.0.24
Ryu [25] SDN Controller platform 3.19
Ofdatapath [27] Software SDN Switch (User Space) 1.0
Open vSwitch [28] Software SDN Switch (Kernel Space) 2.4
OpenFlow [3] SDN Southbound Interface 1.3
TC [30] Network Traffic Control 3.12.0-2
Ethtool [29] Network Driver Control 3.13
ab [32] Apache Benchmark Network Measurement 2.3
Iperf [31] Link Capacity Measurement 3.0.7
Wbox [33] Test Web Server 5
Python [36] Programming Language 2.7
Selenium API [34] Automating Web Application (Python Package) 3.0.2
Chromium [35] Web Browser 59.0.3071.109
8
CHAPTER 1: INTRODUCTION
1.4 Thesis Structure
The structure of the remainder of this thesis is as follows:
• Chapter 2 provides background for a variety of concepts, technologies and protocols
used in the thesis, including SDN, OpenFlow, and MPTCP. Furthermore, the web-
driver API used for web performance evaluation is also described in this chapter.
• Chapter 3 presents and discusses relevant related work.
• Chapter 4 explains the design and implementation of the architecture and system
for SDN-based control of network traffic on multi-homed end-devices.
• Chapter 5 presents and discusses our proposed SDN-based method for estimating
last-hop link capacity on end-hosts.
• Chapter 6 evaluates the proposed system for the HTTP traffic use case.
• Chapter 7 evaluates the proposed system for the VoIP traffic use case.
• Chapter 8 concludes the thesis and discusses potential directions for future work.
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Background
This chapter presents the key background, concepts and protocols that are form the
basis for the the research presented in this thesis. In particular, the chapter gives a
brief overview of SDN, OpenFlow, and MPTCP.
2.1 Software Defined Networking
Software Defined Networking (SDN) is an emerging approach to manage and control
network traffic [37][38][2]. Dissimilar to traditional IP networks, SDN, as illustrated in
Figure 2.1 [1], separates the control plane, which provides control of the data forward-
ing, from the data plane, which is the actual data forwarding.
SDN has brought many potentials in network management and control leading to suc-
cessful adoption in academia and in industry [2][13][14]. The network programma-
bility and management become easier when SDN is utilised [2], in particular when a
unified network protocol can be used to program the forwarding elements. This facil-
ity can also empower innovation, including implementation of new services that meet
network market needs. Furthermore, a variety of network functionalities can be im-
plemented on the SDN forwarding elements, like traffic engineering, routing, security
applications, and load balancing. Consequently, the cost of having a dedicated hard-
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Figure 2.1: Separation between control and data planes [1]
ware/software tool for each network functionality is reduced.
The SDN switches are programmed via a unified network protocol (such as, OpenFlow
[39], OpFlex [40], or P4 [41]). In some cases a high level API (e.g. Frenetic [42], Pyretic
[43], or Maple [44]) is used as the so-called northbound interface.
Figure 2.2 shows the SDN architecture [2] which consists of three layers communicat-
ing via clearly defined interfaces.
The bottom layer (Infrastructure layer) consists of a set of connected forwarding ele-
ments, i.e. SDN switches. They can be either hardware (such as, PICA-8 [45], Zodiac
[46]) or software switches (such as, OVS [28]). The SDN Switches represent the data
plane and provide basic packet forwarding functionality, such as forwarding a packet
via specific switch port or dropping it. In this research, we extend this traditional view
by adding end hosts to this layer.
The middle layer is the Control layer that consists of a logically centralised SDN con-
troller which implements the functionality of Network Operating System (NOS) [47].
The NOS deals with and hides the distributed nature of the physical network, and
provides an abstract view of the network graph to higher layer services running over
the Application layer of the SDN architecture [48]. The SDN controller configures
SDN switches by installing forwarding rules via Packet_in messages which will be
explained later. The controller can also modify and delete the installed rules on the
switches in reactive mode during their operation.
At the top of the SDN architecture is the Application layer. In this layer, various net-
work functionalities can be implemented, such as routing, traffic engineering, security,
11
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Figure 2.2: SDN Architecture [2]
and load balancing.
Two communication interfaces are utilised to connect the SDN layers. While the
communication between the top layers (Application with Control layers) is done via
the northbound interface, the Control and Infrastructure layers are communicating via
the southbound interface. Regarding the top layers communication, there is no stan-
dard northbound interface so far, and different SDN controllers use different APIs
[49][50][51]. However, the OpenFlow protocol [39] is considered the predominant
southbound interface among other existing protocols, e.g. OpFlex, SNMP, BGP, and
PCEP [40][52].
2.2 OpenFlow Protocol
OpenFlow(OF) is the most widely used southbound interface, which allows SDN con-
trollers to control the behaviour of forwarding elements, i.e. SDN switches [39]. Open-
Flow represents a Southbound interface between the Control and Infrastructure layers.
The purpose of OpenFlow is to achieve a granular network traffic control and improve
network efficiency [53]. The protocol OpenFlow specification has evolved from version
1.0 to 1.5 [54] at the time of writing the thesis. OF v1.3 is used for our implementation
and experiments, since it is considered the most mature implemented version, and
supported by all the tools and systems that were required for our research.
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Figure 2.3: The Components of an OpenFlow Switch [3]
The main components of OpenFlow switches are illustrated in Figure 2.3 [3]. The
switch consists of a secure channel that provides communication between the switch
and SDN controller via the OpenFlow protocol. The switch can utilise specific data
structures, such as Flow Tables or Group Table, to conduct packet lookups and forward-
ing.
Establishing the connection between an SDN controller and OF enabled switch is done
via the OpenFlow protocol channel. The channel uses the controller’s IP address and a
TCP port specifying the connection for a particular switch. This connection is secured
via utilising the Transport Layer Security (TLS) session protocol.
There is a possibility to have one-to many or many-to one connection types among
the SDN components. In other words, the controller can connect with multiple OF
switches through different OpenFlow channels. It is also feasible that the OF switch
can connect with multiple controllers using different OF protocol channels to maintain
a good level of reliability when a certain controller connection fails.
Once the connection is established, the controller and the OF enabled switch exchange
13
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Match Fields Priority Counters Instructions Timeouts Cookie
Figure 2.4: Components of an OpenFlow forwarding rule [3]
the OFPT_HELLO messages. Those messages are used to negotiate the OpenFlow pro-
tocol version to be used by the SDN connection sides. Then, the SDN controller hand-
shakes the OF switch asking about its configuration information used to graph the
network topology in an abstracted way. The information includes datapath (switch)
identification, maximum packet to be buffered, switch ports and their MAC addresses,
as well as the supported switch capabilities (e.g. port and flow statistics). The con-
troller sends the OFPT_FEATURES_REQUEST message to the switch requesting those
configuration parameters and the switch replies with the OFPT_FEATURES_REPLY
message.
The SDN controller can instruct switch(es) how packets are being forwarded. The
OpenFlow protocol allows the controller to install, modify, or delete so-called forward-
ing rules or flow entries, which are fine-grained elements used in Flow Tables switch
components.
Figure 2.4 shows the portions of a forwarding rule in a Flow Table of an OpenFlow
switch [3] which are described as follows.
• The Match Fields are used as a filter for packets forwarded in the switch. These
fields encompass the ingress switch port and some packet header fields, for instance,
the 5-tuple packet header fields (source and destination IP and MAC addresses and
the protocol type). In case the matching processing pipeline involves more than one
Flow Table, the Match Fields will contain also metadata information related to the
former Flow Table(s). The number of Match Fields has grown due to the evolution
in the OpenFlow specifications. The standard version of the OF protocol (v1.0) has
Fixed Match Fields (12 fields), but the number of fields has risen by more than 40
fields for the latest OF versions [55].
• The Priority field represents the precedence of the forwarding rule in the Flow Table.
The switch uses this field along with the Match Fields to match against the incoming
14
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Match Fields Group TypeGroup Id ntifier Counters Action Buckets
Figure 2.5: Components of a Group Entry in the Group Table [3]
packet, and the rule that has the highest priority will be executed.
• The Counters provide statistics related to packets and bytes handled by each flow
entry.
• The Instructions1 are executed when an incoming packet matches the Match Fields
of a flow entry. The instructions are categorised to Optional and Required. While the
former set may not be supported by an OpenFlow switch, like Meter, Apply-Actions,
Clear-Actions and Write-Metadata instructions, the latter set has to be supported, such
as Write-Actions and Goto-Table instructions. The instruction set should run maxi-
mum one instruction of each type. The Apply-Actions instruction is used to apply
an action set which is a group of actions associated with processing and matching
packets in the processing pipeline. One of the most common actions is output that
allows the switch to forward a packet via specific switch port or via CONTROLLER
port to sent the packet to the controller. Another action is set_field that is used to
rewrite the packet header fields that can be used to achieve some network function-
alities, like Network Address Translation (NAT).
• The Timeouts field indicates the idle time or the maximum allowed time for the
flow entry to be active in a Flow Table before it is eliminated by the switch.
• The Cookie represents data added by the controller that may be used to filter some
flow entry operations, like flow statistics, flow modification or deletion.
As previously mentioned, the OpenFlow protocol can utilise the Group Table struc-
ture in the packet matching and forwarding process. In fact, applying the group table
comes after the packet is matched to execute a certain set of actions, a so-called bucket.
Group Tables provide a mechanism for achieving a variety of network functionalities,
including fast failover, traffic broadcasting, or load balancing.
Figure 2.5 shows the main components of a group entry in the group table explained
1The Instructions, or so-called Instruction set, can be applied with OF v1.1 onwards. Earlier versions
uses Action set directly
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as follows [3].
• The Group Identifier determines the group entry installed on the OpenFlow switch.
• The Group Type determines the purpose of the group entry, for instance, all to mul-
ticast or broadcast the packet, indirect to change the destination, fast failover to select
another destination in case of having a failure in the current switch port. There is
also the select group type that is used to alternate the execution of buckets.
• The Counters provide statistics about the packets processed by the group entry, e.g.
a number of packets and bytes handled by the group entry, as well as how long that
group entry is lasting.
• The Action Buckets represent sets of actions executed when the packet is being
matched.
As already explained, the OpenFlow switch supports the match-action paradigm on the
arriving packets. If a packet is matched with an installed flow or group entry, that
entry will be executed. Otherwise, table-miss will happen. The default action of table-
miss in the earlier versions of the OpenFlow protocol, is to encapsulate and send the
unmatched packet to the controller via the OpenFlow Packet_In message for further
processing. However, OpenFlow v1.3 onwards supports other actions of the table-
miss rule, including dropping the packet or directing it to another Flow table. This is
achieved via installing a table-miss flow entry in the switch which is a rule with wildcard
matching fields having the lowest priority that can match any unmatched packet in the
switch.
Once the packet arrives to the SDN controller, a specific action will be applied. The con-
troller can directly send the packet out of a switch port using the OpenFlow Packet_out
message. Another option is to install a forwarding rule on switches via OpenFlow
Flow-Mod messages instructing the switch what the action should be carried out on
this packet and the others related to the same flow.
As mentioned previously, some statistics and counters related to flow entries can be
accumulated and they are important with traffic engineering applications. To probe
this information, the OpenFlow protocol supports the following messages.
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The Port Stats is one of these messages. The controller sends the PortStatsRequest mes-
sage requesting the statistics from the switch ports. The switch replies with the Port-
StatsReply message carrying a set of statistics related to each active port in that switch,
such as the sent and received packets and bytes as well as the dropped, error and col-
lided packets.
Another type of messages is called Flow Stats that is used for collecting statistics of the
active flow entries in the switch. The controller requests these stats via sending the
FlowStatsRequest message, and then the switch sends back those statistics via the Flow-
StatsReply message. The message contains information related to each installed rule,
for instance table_id, priority, time_out, number of bytes/packets, the active duration
of the flow, and the match/action fields.
2.3 MultiPath TCP
Traditionally, TCP/IP connections are single path connections. However, in general,
multiple paths can exist between communicating network entities. Applying these
multiple paths in TCP is seen as a transport layer technology that makes use of concur-
rent paths to enhance the end user’s communication performance and enable better
network efficiency [56]. The MPTCP protocol aims to address this issue. By mak-
ing opportunistic use of multiple network paths between two end-hosts, MPTCP can
achieve better improved throughput in multi-homed devices. A critical requirement of
MPTCP is that both communication end points need to support the protocol. From our
observations, only a very small number of web servers support MPTCP, which results
in a very limited deployment. Since MPTCP represents a relevant technology that we
consider as a baseline for comparison, we provide a brief technical overview in the
following.
A single multi-path (MPTCP) connection is basically a thin layer that operates between
the application and TCP layers and thus provides features for the creation, manage-
ment, and termination of TCP sub flows. The use of MPTCP enables improved net-
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work resource utilisation as well as better user experience due to high throughput.
Figure 2.6 shows the design of the MPTCP protocol. The initial step in the MPTCP
session is to initiate a sub flow connection. The initiation of the sub flow is similar to
the TCP connection establishment with the SYN, SYN-ACK, and ACK messages ex-
changed, followed by data connection messages, corresponding to each respective sub
flow setup [57][9]. Then a new option called MP_CAPABLE is added during the initial
synchronisation (handshake) phase to identify that both ends support multipath con-
nections. Once the handshake phase is successfully done, the MP_CAPABLE option
exchanges data fields between the connection sides that are essential for establishing
MPTCP connections, such as authentication keys and flags. Note that, the connection
performance falls back to normal TCP if any of the two ends do not support MPTCP.
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It is possible to modify an active MPTCP session via adding or removing sub flows.
To add a new sub flow, new fields like ADD_ADDR and ADDR_ID are added. The
ADD_ADDR notifies the receiver that the corresponding IP address is available to add
for a new sub flow connection. Similarly, to remove a sub flow, the REMOVE_ADDR
command is used by the sender, pointing a specific sub flow ID (using ADDR_ID) to
be removed from the active MPTCP session. Once the availability of new connections
is conveyed a new sub flow connection can be added using the same TCP three-way
connection set up procedure with the MP_JOIN option informing the receiver about
the new sub flow. Also data sequence numbers and sub flow sequence numbers are
used to track the number of segments sent along the overall MPTCP session and within
each sub flow connection, respectively.
Once an MPTCP connection gets established, the MPTCP layer implements a scheduler
that is responsible for splitting its traffic across multiple sub flow connections. MPTCP
can be configured with one of the following schedulers [58]. The default allocates the
network traffic to low RTT sub flows and when they are saturated, it starts allocating
to sub flows with higher RTT. Another scheduler is called round robin that distributes
the traffic evenly among sub flows. Furthermore, the MPTCP protocol can transmit
the traffic across all the available sub flows concurrently to achieve low latency and
guaranteed transmission via using a redundant scheduler.
As in TCP, MPTCP can be configured to handle traffic congestion using different con-
gestion control algorithms [58]. Examples of such algorithms are Linked Increase Al-
gorithm (LIA), Opportunistic Linked Increase Algorithm (OLIA), Delay-based Conges-
tion Control for MPTCP wVegas, and Balanced Linked Adaptation Congestion Control
Algorithm (BALIA).
To close an MPTCP session, the sender uses the DATA_FIN option for notifying that all
data has been sent/acknowledged and the signal is to close the connection. To achieve
backward compatibility, the normal FIN/ACK signal are exchanged for each sub flow
level connection in MPTCP as shown in connection termination phase in Figure 2.6.
Finally, to terminate an ongoing session immediately, an MPTCP level closure com-
mand is included, called MP_FASTCLOSE. This command tells the peer entity that the
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connection needs to be immediately closed and no data will be accepted anymore [57].
Note that any of the two ends can send this command to the other that includes the
valid key of the other end, which they initially agree upon during the connection es-
tablishment. Once the other end receives the MP_FASTCLOSE command it can send
either TCP RST on the same sub flow and other sub flows and close all sub flows or it
can send the MP_FASTCLOSE to close the whole connection. If the first end receives
MP_FASTCLOSE it will immediately close the whole connection along with the other
host whereas if it receives TCP_RST on all sub flows it will close all of them and tear
down the whole connection.
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Literature Review
A few approaches have been proposed and implemented for controlling network traf-
fic in multi-homed devices. The approaches may either impose changing the network
entities (e.g. the connection sides and/or the network infrastructure) or not utilise the
available network links to enhance network performance on multi-homed devices.
This chapter provides an overview of the key approaches for controlling network traf-
fic on multi-homed devices. The research is categorised based on where this control
is located in the SDN architecture, and the relevant works are discussed in the three
following sections.
3.1 Traffic Control in the Network Infrastructure
This section describes controlling the network traffic of multi-homed devices through
making changes in the network infrastructure. In this approach, the network control
relies on achieving data offloading between directly connected links, e.g. WiFi and
cellular data links, to the end-hosts.
The data offload process, or so-called vertical handover, can be provided in heteroge-
neous networks in which different Radio Access Technologies (RAT), e.g. WiFi and
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Figure 3.1: Het-SCBS
cellular transmitters, are available for data delivery. Authors in [8] proposed a frame-
work to offload network traffic between WiFi and cellular networks, as shown in Figure
3.1. The process is accomplished via utilising Small Cell Base Stations (SCBSs) that are
spread over the sectors related to a macro cell. Each SCBS applies so-called cross-system
learning that learns about various sub-bands related to the available network band, e.g.
WiFi or cellular. Then the offload is done based on different Quality of Service (QoS)
requirements. For example, the delay-permissive traffic is steered towards WiFi RAT,
while the strict-delay applications are allocated to 3G/LTE RAT.
The approach enhances QoS via gaining better throughput in multi-homed devices
and achieving handover with low energy consumption. However, it is claimed that
this approach introduces high system complexity and overhead [10]. What is more,
although the system utilises both RATs for simultaneous use, and both networks are
active in the multi-interface end-host, only one link of the end device is utilised at a
time. In our research, the goal is to leverage the available network interfaces and paths
without requiring any changes in the network infrastructure.
Alcatel-Lucent suggested a framework to combine LTE with WiFi bands via so-called
LTE Wi-Fi Aggregation (LWA) [11]. Since the WiFi networks are considered distance lim-
ited and suffer packet collisions, their approach focuses on redirecting the transmitted
traffic of the WiFi network interface to LTE interface to enhance the network perfor-
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Figure 3.2: Tight Integration for WiFi and LTE networks (left downlink mode- Right up-
link mode)
mance. The integration is proposed via several distinct architectures. These architec-
tures are imposing changes on the network infrastructure to provide the functionality
of traffic control on the end-hosts.
One of the LWA architectures, called Tight Integration, distributes the traffic across LTE
and WiFi networks, as shown in Figure 3.2. Two modes of offloading are explained in
the figure. While the left side represents the implementation of downlink offloading
of the LTE link to the WiFi link, the right represents uplink offloading of the WiFi
link traffic towards LTE. The traffic offloading is done via network controlling units
called Control Units (CU). These units are embedded in multi-homed devices as well as
in the network infrastructure. Although the Tight Integration approach controls LTE
and WiFi links, it does not utilise them simultaneously. What is more, the approach
requires adaptation in both the client kernel stack and the network infrastructure to
achieve traffic distribution.
Another LWA architecture for controlling network traffic across multiple network in-
terfaces is called Hybrid Integration. The architecture, shown in Figure 3.3, proposes
that the available network interfaces are active and are assigned different IP addresses.
Client applications can be bound to one or more interfaces. In case of applications as-
sociated with WiFi, the uplink traffic is tunnelled through LTE to the WiFi AP while
the downlink traffic is offloaded via the WiFi link only, as is illustrated as App1 in the
figure. The networks can also remain independent via transmitting client traffic ap-
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Figure 3.3: Hybrid Integration for WiFi and LTE networks
plications via the LTE network, as illustrated with App2. Although this approach im-
proves the WiFi performance in terms of capacity and the range of coverage, it requires
adaptation in the network infrastructure and the end-host to achieve this integration.
A significant commercial project that utilises the available network interfaces on hand-
sets is called "Project Fi" and was carried out by Google [59]. Project Fi modifies the
client side as well as the service provider side to accomplish such multi-interface traf-
fic control. This service works with certain Google proprietary handsets operated with
certain US service providers, including Sprint and T-Mobile. Similar to the previous
projects, Project Fi is still utilising one network connection on the mobile device for the
connectivity.
To conclude, controlling the network traffic over the network infrastructure imposes a
great deal of complexity not only on the network infrastructure but also on the multi-
interface end-hosts. Dissimilar to the aforementioned studies, our research moves the
network intelligence to the end-hosts, allowing fine-grained control on network traffic
in a transparent way to the network infrastructure. What is more, our proposed solu-
tion simultaneously utilises the available network interfaces to improve the network
performance.
24
CHAPTER 3: LITERATURE REVIEW
3.2 Traffic Control on the communication end-points in
Traditional IP Networks
Controlling network traffic in traditional IP networks is can be achieved at the commu-
nication end-points, i.e. the client and the server side. This control is done either at the
transport layer or at the application layer of the network stack, as is explained below.
The Multipath TCP approach (MPTCP) [6] is an approach to achieve network traffic
load balancing at the transport layer. As described in the previous chapter, MPTCP
distributes the traffic on a packet-by-packet basis across multiple network interfaces
and end-to-end paths. A layer is added in this protocol between the transport and the
application layers to initiate subflows for the available network interfaces. The proto-
col requires deployment on both connection peers, such as the client and the server;
and without this deployment, the transmission will fall back to the use of a single
interface only. The use of MPTCP is limited because not many servers, in particu-
lar web servers, support MPTCP. Another drawback is that MTCP does not support
UDP traffic, making the use of this protocol limited. What is more, it has been shown
that MPTCP suffers from limited performance due to unequal congestion distribution
among the paths [60]. Further to that, since the traffic forwarding is done on a per-
packet basis, MPTCP can suffer from performance problems due to packet re-ordering
[61], similar to TCP.
The research presented in this thesis differs from MPTCP in some key points. First of
all, the control can be deployed as a client-side-only solution, without any need for
support or changes to the network infrastructure or server protocol stack. Secondly,
our proposed system can control a wide range of transport layer protocols, including
TCP, UDP and QUIC on multi-homed devices, as will be explained further in the fol-
lowing chapters. Furthermore, our proposed system controls the traffic at the level of
granularity of network flows, which avoids the problem of packet re-ordering.
Another transport layer traffic control approach is called Stream Control Transmission
Protocol (SCTP) [7]. SCTP is a transport layer protocol which supports multi-homing
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Figure 3.4: Loose Integration for WiFi and LTE networks (left downlink mode- Right up-
link mode)
devices with end-to-end paths. Similarly to MPTCP, SCTP requires support from both
connection peers. The protocol is message oriented, which means that the user data
is encapsulated as messages over packets. Those messages are transferred across a
path which was determined as a primary link. The other available links are redundant
which can be used whenever a problem occurs with the primary link. Like MPTCP,
SCTP has limited deployment support. What is more, the protocol demonstrates that
the use of multiple networks with SCTP is mostly for handling delivery failure not for
utilising the aggregate resources of the available links simultaneously.
Alcatel-Lucent proposed an integration architecture which is implemented on the con-
nection sides as shown in Figure 3.4 [11]. The architecture, called Loose Integration,
imposes an adaptation on the connection sides. This integration employs MPTCP on
the client and the server. However, MPTCP is adapted on the client side based on the
interface use. In other words, MPTCP is used for offloading the downlink traffic from
the LTE to WiFi links (shown in the left side of the figure), while the uplink offload
is done from the WiFi to LTE links (stated in the right side of the figure). A number
of important limitations can be noticed with this approach. Firstly, it works only with
TCP/IP traffic, since MPTCP supports only TCP. Secondly, as previously mentioned,
MPTCP requires support from both ends, i.e. the client and server side of connection.
In addition to these limitations, MPTCP with Loose Integration has been adapted to
use only a single link per connection direction, and hence cannot fully and optimally
utilise the available network resources.
26
CHAPTER 3: LITERATURE REVIEW
The works described so far in this section reflect the feasibility of controlling network
traffic across multiple network interfaces at the transport layer. However, network
traffic can also be controlled at the application layer.
Authors in [62] propose a Wait and Migrate approach to control short network flows
on multi-homed devices. They consider that the devices are simultaneously connected
to multiple networks, yet only one active link is being utilised to migrate the network
flows, e.g. either via WiFi or via 3G/4G. Once the decision has been made to change
the current link, the system waits a certain time for completing the transmitted flows;
then the upcoming flows will be allocated to the new link. Their approach considers
controlling application traffic protocols carried over the TCP protocol. The proposed
research in this thesis, however, can handle multiple transport layer protocols, e.g.
TCP, UDP and QUIC. Furthermore, our proposed approach simultaneously leverages
the available network interfaces for load balancing and demonstrates the capability to
control short as well as long lived flows.
Multi-Interface Connectivity (MIC) is another approach for controlling and distribut-
ing network traffic in multi-homed devices. The approach modifies Android devices to
enable a multi-interface connection [63]. The research considers adaptation to the ap-
plication layer on the client side. Their implementation is confined solely to the HTTP
protocol with a single page download as a use case. MIC concurrently uses multiple
network interfaces. However, the system is limited to certain application traffic types.
IFROUTE is a framework that simultaneously uses the available networks on end-
hosts [64]. Similar to the approaches proposed in [62] and [63], the adaptation of the
traffic control is made in the application layer on the client side only. What is more,
the granularity of controlling the network traffic is per application. IFROUTE allows
users to assign a network interface to some application traffic. Consequently, the gran-
ularity of distributing network traffic is on a per application basis, which may lead to
sub-optimal use of the available network resources, e.g. bandwidth. In contrast, our
proposed approach distributes traffic across network interfaces at the smaller level of
granularity of flows.
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Authors in [65] proposed the ATOM system to map user traffic between LTE and WiFi
networks. They suggested having two HTTP proxies located in the client and LTE op-
erator sides to achieve seamless flow allocation between the networks. In contrary to
ATOM, our research utilises the available network interfaces and provides a transpar-
ent implementation with regard to the network infrastructure.
Multiple-interface Deficit-Round-Robin (miDRR) is a scheduler proposed in [66] for
distributing network traffic in heterogeneous networks. The scheduler is embedded
on the client side and utilises the available network interfaces for balancing the appli-
cation traffic. To balance the network traffic, the user chooses the network interface and
the throughput rate, called Interface Preference and rate Preference. While the first pref-
erence shows which interface is preferred by an application, the second indicates how
much bandwidth is required from the available network interfaces. If a client has two
network interfaces, the required bandwidth per an application can be the bandwidth
of one interface as well as a proportion of the second interface bandwidth. Implement-
ing the scheduler and accomplishing the traffic distribution requires creating a HTTP
proxy and other adaptations in the kernel stack of the client. The approach, however,
is limited to HTTP application traffic, in particular to HTTP 1.1. The approach also
distributes the traffic at the level of granularity of a packet-by-packet basis, which re-
sults in packet re-ordering and related problems. Compared to this, our approach is
transparent to applications, agnostic to under-layer transport protocols and distributes
the traffic at the level of flow basis granularity.
The Eden system presented in [67] allows end-hosts to implement a wide range of
application-aware networking functions, including path-based load balancing. The
paper balances the traffic on a packet-by-packet basis. The authors do not address
load balancing of traffic across multiple host interfaces. Another key contrast to our
work is that the Eden system is neither transparent to applications nor to the network
infrastructure, and hence cannot as easily be deployed.
Another technology that allows using multiple network interfaces on end-hosts is Ap-
ple's Wi-Fi Assist [68]. This currently deployed technology switches to the cellular
connection when a only a poor WiFi connection is available. This approach essentially
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does a vertical handover between the two networks, and does not allow to efficiently
utilise both networks simultaneously and dynamically load balance traffic. This is in
contrast to the approach presented in this thesis.
To sum up, although the highlighted studies considered to different extents the control
of network traffic on multi-homed end-hosts, the existing approaches have a number
of shortcomings, as discussed above. None of the existing solutions are transparent to
the applications and network infrastructure, and can be deployed as a client-side-only
solution, and can simultaneously utilise the bandwidth of multiple available network
interfaces on the end-host. Most of the discussed approaches are also limited in terms
of the supported transport layer protocols.
3.3 Traffic Control via Software Defined Networking
Since the aim of this thesis is to control network traffic in multi-homed devices using
SDN due to its promising features, this section highlights the key works of controlling
the traffic using this paradigm. SDN has been used to control and load balance traffic at
the server side and at the client side. While the former is basically focusing on reducing
the connection latency and optimal server utilisation, the second is focusing on better
utilisation of available networks as well as achieving different network functionalities
on the client side.
For traffic control on the server side, several approaches have been implemented. Plug-
n-Serve is one of the methods that use the OpenFlow protocol to balance the network
traffic in an environment with a variable number of computing resources [69]. The
authors developed an optimisation algorithm called LOad-Balancing over UnStructured
networks (LOBUS) to distribute the traffic over the available resources, such as servers
or switches. Web traffic was considered as a use case for balancing traffic load in data
centres. The aim of this research is to minimise the response time to the sent HTTP
requests. While the system achieves load balancing across multiple network interfaces,
the focus is on server-side load balancing, and is not applicable to control traffic on the
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Figure 3.5: Traffic distribution in DC using wildcard rules
client side, i.e. the end host.
Another example of SDN-based load balancing is presented in [70]. The authors used
OpenFlow wildcard along with microflow rules to achieve better scalability in data cen-
tres. Figure 3.5 shows the architectural design of how load balancing is achieved. A
client sends a request for requesting data from a data centre by connecting to a Gateway
Switch, which in turn forwards the request to a Load Balancer Switch, which is connected
to multiple Replicas of data. Based on proactively installed wildcard rules on the load
balancer, a replica is chosen for that client. While the wildcard rules are used to deter-
mine the replica based on the source IP address of the client, the microflows are used
to achieve the related network functionalities, such as rewriting the destination IP ad-
dress of the incoming clients’ packets to the assigned replica. This approach cannot be
used in the SDN based end-hosts, since the wild card matching based on IP addresses
is not possible in the end-host.
In [9], the authors present a multipathing and load balancing solution based on Open-
Flow. The proposed method uses OpenFlow only for the network infrastructure and
not for the end-hosts. Furthermore, end-hosts (client and server) need to use Multipath
TCP (MPTCP) as the transport protocol to make use of the load balancing feature.
A few works explored basic traffic control on the end-host using SDN.
Mobile Extension of SDN (meSDN) applies SDN to slice the network infrastructure to
implement a WAN virtualization service on Android devices [71]. The meSDN ar-
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chitecture supports client-network interaction to provide important services like QoS.
This can be done by having two controllers, namely a global controller in the ISP and
a local controller at the end-device. OpenFlow is used to manage the traffic in this
framework. This research uses only the WiFi interface for the data and control plane.
Consequently, it cannot utilise multiple available wireless interfaces to maximise net-
work performance and the quality of user experience.
Authors in [72] proposed a network architecture with the SDN paradigm used in mo-
bile devices. The architecture presumes either fully embedding the SDN components
in mobile devices, or partially via having the SDN controller outside the mobile de-
vices. The design is limited to some basic use cases, in particular to secure enterprise
video calls. Furthermore, the work does not consider how to simultaneously utilise
the available networks on the multi-interface end-host.
A further work considered the control of network traffic in end-hosts using the hybrid
control SDN paradigm [73]. This research presumes that SDN is suitable for the mo-
bile environment via combining the global network view of SDN with the power of
distributed routing protocols. In this design the OpenFlow switch is the only SDN el-
ement embedded in the end-host, while the controller is located externally. The basic
idea is to manage the traffic of control and data planes over the WiFi interface only.
The Traffic Steering Architecture is another approach that brings SDN to the end-host
[74]. The idea is to optimise network performance and QoS. This is achieved via having
a centralised SDN controller in the network infrastructure that commands the Open-
Flow switch on the connection sides to route the traffic to the most suitable network.
In contrast to the approach presented in this thesis, this approach requires changes to
the network infrastructure as well as the protocol stack on both the client and server
side.
One of the key approaches in this context was discussed in [5]. The paper explains
implementing the system in Android and uses an OpenFlow switch on both connec-
tion peers for controlling the network traffic. The authors considered scenarios such
as interface aggregation, interface selection and handover. However, they did not con-
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sider optimal load balancing and traffic distribution which is taken into account in our
work. Furthermore, the traffic control mechanism requires support from both connec-
tion sides, making the traffic control not transparent to the server side.
In summary, while there have been a number of works that considered SDN for load
balancing network traffic, none of them are transparent to the network infrastructure,
application and server side, while being able to simultaneously using multiple avail-
able network interfaces on the end-host, which is possible in the approach presented
in this thesis.
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End-host Flow-based Load Balancing
4.1 Introduction
Software Defined Networking (SDN) is a relatively new paradigm for controlling and
managing computer networks. The key idea, in contrast to traditional IP networks,
is the decoupling of the control plane, which determines how packets are forwarded,
from the data plane, which does the actual forwarding. In SDN, a logically centralised
(software) controller or Network Operating System (NOS), provides an abstraction of the
distributed nature of the forwarding elements (switches, routers) to higher layer net-
working applications, such as routing, traffic engineering etc.
Figure 4.1 shows the traditional SDN architecture [2]. The bottom layer (infrastructure
layer) consists of a set of connected forwarding elements, i.e. SDN switches, which
represent the data plane and provide basic packet forwarding functionality. In this
chapter, we extend this traditional view by adding end hosts to this layer.
The middle layer is the control layer consists of a centralised SDN controller which im-
plements the functionality of a Network Operating System (NOS) [47]. The NOS deals
with and hides the distributed nature of the physical network, and provides the ab-
straction of a network graph to higher layer services, which reside at the application
layer of the SDN architecture [48]. The SDN controller configures SDN switches by in-
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Figure 4.1: SDN Architecture
stalling forwarding rules via the so called southbound interface. The predominant stan-
dard for this is OpenFlow [39, 3], which we will discuss in more detail in Section 4.2.
At the top of the SDN architecture is the application layer, where network applications
and services, such as traffic engineering, routing, load balancing, etc. are implemented.
The research on SDN has so far mostly focused on the management of network infras-
tructure devices, i.e. forwarding elements, and has been highly successful in practical
deployments, in particular in data centres and WANs [15, 16].
In contrast to the existing body of research, in this chapter we are exploring the idea of
pushing SDN onto the end-host, which can be a normal computer, smartphone or any
networked embedded device or thing.
For this, we consider the use case of network load balancing. We assume an end host
with multiple network interfaces, e.g. a smartphone with 4G and Wifi, and consider the
problem of efficiently balancing the user traffic across the available interfaces. When
designing the mechanism, we attempted to meet the following goals, i.e. the mecha-
nism should:
1. be efficient, and not introduce a significant amount of overhead on the host.
2. be transparent to both the applications as well as the rest of the network. Neither
the applications nor the protocol stack of any other nodes in the network should
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have to be modified.
3. avoid packet reordering, and the associated detrimental impact on TCP perfor-
mance.
4. work with any OpenFlow compliant software switch and controller, from version
1.3 onwards.
As we will discuss, the load balancing mechanisms presented in this chapter achieve
all of these goals.
4.2 Background - OpenFlow
OpenFlow [3] is currently the dominant southbound interface protocol for SDN, which
allows controllers to configure the forwarding behaviour of switches. It provides the
interface between the infrastructure layer and the control layer, as shown in Figure 4.1.
The protocol also allows switches to notify the controller about special events, e.g. the
receipt of a packet that does not match any installed rules.
OpenFlow allows a controller to install rules (flow table entries) in SDN switches via
Flow-Mod messages. The installed rules give fine grained control over how packets
are being forwarded in the network. OpenFlow rules support a basic match-action
paradigm. Each packet arriving at a switch is matched against the installed rules and
their corresponding match fields, and the action or action list of the matching rule is
executed. The supported match fields include packet header fields, such as IP source
and destination address, MAC source and destination address, VLAN tags, etc.
One of the main actions supported by an OpenFlow switch, output, allows forwarding
packets via one or more switch ports. OpenFlow also supports a number of set-field
actions which allow the rewriting of packet headers by the switch. For example, this
allows rewriting of IP and MAC addresses to implement address translation. We will
make use of this feature in our load balancing mechanisms presented in Section 4.5.
A switch can also send a received packet to the controller encapsulated in a Packet-In
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message.
4.3 Related Works
SDN and OpenFlow have been used for load balancing in previous works, however,
mostly for server-side and network infrastructure load balancing. The Plug-n-Serve
system presented in [69] is an example of this. It balances web traffic (HTTP request)
across a number of web servers and network paths, with the aim of minimising re-
sponse time.
Another example of OpenFlow-based server load balancing was presented in [70]. The
paper addresses the problem of scalability in a data centre context, and uses wildcard
flow rules to achieve this. The load balancing decisions are made based on source IP
addresses, which is not applicable in our scenario of client-side load balancing.
The Eden system presented in [67] allows end-hosts to implement a wide range of
application-aware networking functions, including path-based load balancing. How-
ever, the paper does not address load balancing of traffic across multiple host inter-
faces. Another key contrast to our work is that the Eden system is not transparent to
applications or the network infrastructure, and hence cannot as easily be deployed.
In [9], the authors present a multipathing and load balancing solution based on Open-
Flow. The proposed method uses OpenFlow only for the network infrastructure and
not for the end-host. Furthermore, end-hosts (client and server) need to use Multipath
TCP (MPTCP) as the transport protocol to make use of the load balancing feature.
The authors of [5] present an approach that allows the use of multiple network inter-
faces on end-hosts. Their system is implemented in Android and uses an OpenFlow
switch for controlling the network traffic. The paper discusses network handover, in-
terface aggregation and dynamic interface selection. Most of the proposed mechanisms
require both ends of the connection to support the special network protocol and stack,
which is in contrast to our work. Furthermore, while discussing various aspects of
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using of multiple host interfaces, [5] does not address the specific problem of load
balancing.
4.4 Proposed System and Mechanism
The basic architecture of our proposed host-based network load balancing mechanism
using OpenFlow is shown in Figure 4.2. In this scenario, the host has only two inter-
faces, but our approach generalises to any number of interfaces.
The key component that facilitates the load balancing on the host is the OpenFlow
switch with its ability to control the flow of network packets. The switch is configured
to control the host’s external network interfaces, in this case eth0 and eth1. In order to
provide the required level of indirection to switch traffic between these interfaces in
a way that is transparent to the application, we also configured a pair of (connected)
virtual network interfaces (veth0 and veth1). Interface veth0 is attached to the switch
and veth1 is configured as an internal gateway via which all application traffic is sent.
This is achieved via the configuration of a corresponding default route in the kernel’s
routing table.
With this setup, the switch can implement traffic load balancing by choosing the exter-
nal interface via which packets are sent, in this case either eth0 or eth1, depending on
the match-action rules installed on the switch by the controller.1
1In our current system, the controller is co-located on the host. However, this is not a requirement,
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Due to the fact that we have detached the application from directly communicating
via an external facing interface, we need to address a couple of issues, i.e. address
translation and ARP handling. Address translation is required, since packets leaving
the host need to have the correct IP source address as well as MAC source and des-
tination address, depending on which interface was chosen as the egress interface by
the load balancer. This needs to be implemented for packets in both the forward and
reverse direction. OpenFlow provides a packet header rewriting mechanism, which al-
lows the implementation of address translation for both IP and MAC addresses. This
is achieved in OpenFlow by adding a corresponding set-field action prior to the output
action.
The other issue we need to address is ARP handling. In a traditional system, when a
host tries to send an IP packet to a particular destination, it would look up the address
of the next hop node and the corresponding interface in the routing table. Then, it
would issue an ARP request in order to establish the MAC address that belongs to the
next hop IP address. Traditionally, the ARP request is broadcast on the local network,
and the node with the specified IP address answers with an ARP reply message that
contains its MAC address. Due to our introduced level of indirection in the commu-
nication, this does not work in our scenario. We therefore implement a Proxy ARP
mechanism, in which the switch intercepts any ARP requests from the host and sends
them to the controller. The controller then instructs the switch to send an ARP reply
message with the required MAC address.
4.5 Load Balancing Approaches
Since a key requirement of our load balancing approach is the avoidance of packet
reordering within a TCP session, we need to guarantee that all packets belonging to
the same TCP session are sent via the same host network interface. To achieve this, we
perform load balancing at the level of granularity of TCP connections.2 We consider
and in future work we will explore the idea of delegating control to a remote controller.
2While our discussions in the chapter is focused on TCP traffic, the same basic load balancing ap-
proach can be applied to UDP traffic.
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two basic approaches of SDN-based load balancing on the end host, to which we refer
to as the controller-based and switch-based approach. These methods are discussed in the
following.
4.5.1 Controller Based Load Balancing - Round Robin
In this approach, load balancing decisions for each individual TCP session are made
by the controller. For this, the first packet of every new TCP connection (SYN packet)
initiated by a host application is sent to the SDN controller via a Packet-In message,
when it reaches the OpenFlow switch. Algorithm 2 shows the processing of packets
received from the switch at the controller. The controller checks if the packet is indeed
a TCP SYN packet, and then assigns an interface i to the new flow, from the available
N interfaces.
This decision could be based on a number of factors, such as the level of congestion,
delay characteristics, etc. In our case, we implement a simple Round Robin (RR) mech-
anism (line 4). Once the interface index i for the new flow is chosen, the controller
initiates an OpenFlow rule R, with 3 match fields (lines 6-8) and 4 actions (lines 9-12).
The rule will match on TCP/IP packets and the specific source port of the received
packet (line 8). In our scenario, the TCP source port will uniquely identify all TCP
packets belonging to this session. The setField actions in lines 9-11 provide the required
address translation, as discussed earlier. The output action in line 12 will instruct the
switch to forward the packet via the chosen interface i. Finally, line 13 installs the rule
R on the switch.
At this point, all packets belonging to this TCP session are sent via the chosen host in-
terface by the switch, without any further involvement of the controller. In the follow-
ing section, we explore an alternative load balancing mechanism that is switch-based,
with only minimal involvement of the controller.
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Algorithm 1 Controller-based RR Load Balancing
1: f lowCounter ← 0
2: for each Packet-In Event with pkt do
3: if pkt. f lag.SYN == 1 and pkt. f lag.ACK == 0 then
4: i← f lowCounter mod (N)
5: f lowCounter ← f lowCounter + 1
6: R.match[0]← eth_type == IP
7: R.match[1]← ip_proto == TCP
8: R.match[2]← tcp_src_port == pkt.tcp.src_port
9: R.action[0]← setField(ipv4_src = IP_addr[i])
10: R.action[1]← setField(eth_src = MAC_addr[i])
11: R.action[2]← setField(eth_dst = GW_MAC[i])
12: R.action[3]← output(i)
13: sendFlowModMessage(R)
14: end if
15: end for
4.5.2 Switch Based Load Balancing
An OpenFlow switch provides a very limited set of primitives, and we can not run
arbitrary code as we can do on the controller. Therefore, we need a different approach
if we want to do load balancing at the switch, with only minimal involvement of the
controller.
Since version 1.3, OpenFlow supports the concept of groups and group tables, which pro-
vide abstractions for sets of ports and a level of indirection that allows implementation
of features such as multicasting, fast failover, etc. Each group consists of a set of buck-
ets, and each of those buckets contains a set of actions which includes the switch port
(host interface) via which the packet is to be forwarded. For each packet arriving at a
group, one or more buckets are selected and the corresponding actions are performed.
OpenFlow supports a number of different group types, All for multicast or flooding,
Indirect to implement simple indirection, Fast Failover, which simply selects the first
live port, and Select, which is the one we are going to use. In the Select group type,
only a single bucket and corresponding action set is chosen and executed. Possible
selection algorithms implemented by OpenFlow switches include Round Robin and
hash based selection. Unfortunately, we cannot use the Round Robin selection method
for our load balancing method, since the selection is done on a per-packet basis, rather
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than per TCP session. This would cause packets belonging to the same TCP session to
be spread across different host interfaces, resulting most likely in packet reordering.
In the hash-based selection method, the switch computes a hash function over a tuple
of packet information, e.g. the typical address and protocol 5-tuple, and the choice
of bucket is based on the value of the hash. For example, in a scenario where we only
have two interfaces (and buckets), the least significant bit of the hash value can be used
for the selection. The hash based selection guarantees that all packets belonging to the
same TCP session are forwarded via the same interface.
However, there is an important difference between the two methods. The hash-based
selection implemented at the switch is (pseudo) random and can achieve equal load
sharing, however, it cannot implement Round Robin load balancing. The other key
difference between the two approaches is that in the switch-based load balancing, the
controller is only involved in the initial one-off installation of the group and flow table.
After that, the per TCP session traffic load balancing is handled independently by the
switch.
4.6 Evaluation
4.6.1 Implementation and Experimental Setup
We have implemented a prototype of our host-based traffic load balancing mechanism
using OpenFlow. We used Linux (Xubuntu) with kernel version 3.13.0-24 as the op-
erating system for the end-host. The Ryu [25] open-source SDN framework forms the
basis for our controller and our load balancing controller component was implemented
in Python. We evaluated two different OpenFlow software switches for our prototype
implementation, Open vSwitch (OVS) and ofdatapath. OVS is an open source virtual
(software) SDN switch supporting the OpenFlow protocol, and is widely supported
and used. OVS is supported and distributed with the Linux kernel (since version
2.6.32). In our implementation, we used OVS version 2.4. Ofdatapath is a user-space
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OpenFlow 1.3 compatible switch, based on the Stanford OpenFlow 1.0 reference switch
implementation [27].
We further used the GNS3 [22] tool to emulate our network topology. GNS3 allows the
creation of virtual network nodes (hosts, routers, etc.) running a full operating system
and network stack, connected via virtual links. The Linux traffic control tool tc was
used to emulate different link capacities. For our experiments, we considered HTTP
traffic, and we utilised the apache benchmark tool ab [32] for the generation of HTTP
GET requests, and wbox [33] was used as the web server. Finally, all our experiments
were run on a single Dell PC with a Windows 7 host system, a Core i7 3.6GHz CPU
and 16GB of RAM.
4.6.2 OpenFlow Switch Baseline Performance
As mentioned above, we considered two OpenFlow software switches for our host-
based load balancing mechanism, OVS and ofdatapath. In an initial experiment, we
wanted to measure and compare the efficiency of the two versions, and also provide a
comparison to a legacy networking stack without any SDN processing, as the baseline.
For this experiment, we used the basic scenario shown in Figure 4.3, with a host that
has a single interface connected to a server via a gateway and another IP router. No
capacity limit was imposed on the virtual links.
We considered OVS and ofdatapath as the OpenFlow switch in the configuration
shown in Figure 4.2. However, in this case there is no load balancing and we only
use a single host interface, i.e. traffic is simply bridged between veth0 and eth0 via
the installation of a corresponding rule in the switch. As a reference, we also consid-
ered the No SDN case, in which the host has a traditional network stack configuration,
without any SDN processing.
Figure 4.4 shows the maximum achievable throughput between the host and the server
for these 3 cases. It is obvious that OVS outperforms ofdatapath by a significant factor.
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This is not surprising since ofdatapath is a user space implementation while OVS is a
kernel implementation of an OpenFlow switch. We further observe that OVS incurs a
minor performance penalty compared to the No SDN case. This is largely due to the
fact that we introduced an extra level of indirection with the virtual interface pair veth0
and veth1, and the extra processing that this requires. Due to the poor performance of
ofdatapath, we decided to only consider OVS for our remaining experiments.
4.6.3 Uniform Link Capacity
For the next experiment, we considered the scenario shown in Figure 4.5, with a host
equipped with two network interfaces (eth0 and eth1), each connected to a correspond-
ing gateway (GW1 and GW2), both of which are connected to another router, which is
in turn connected to a web server. We configure both host interfaces to have a uniform
capacity of 10 Mbps.3
At the host, we generate 100 HTTP GET request for a file located on the server, and we
measure the time for the completion of the 100 downloads.
3All other interfaces and links do not have a capacity limit.
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Each HTTP request results in the establishment of a new TCP connection, which we
can spread across the two available interfaces using our SDN-based load balancing
methods.
Figure 4.6 shows the measured time for the 100 file downloads for various file sizes,
ranging from 1kB to 100kB. The figure shows 3 graphs. The single interface graph serves
as a baseline, and shows the download time if only a single host interface is used.
As expected, the time is (roughly) linear with the file size. For a file size of 100 kB, the
download time when using a single interface is 8.4 s. The corresponding time for our
controller-based load balancing (Round Robin) is 4.2 s, i.e half of the single interface
case. This means our controller-based load balancing approach optimally utilises the
aggregate link capacity of the two interfaces.
However, we notice that our switch-based load balancing approach does not perform
as well, and achieves a speedup of significantly less than a factor of 2. This is due
to the fact that we used the ab traffic generation tool with a concurrency level C = 2,
which means only two threads or processes are used to generate the requests, without
pipelining. This works fine for a Round Robin mechanism, where the interface choice
alternates between the two available options. In contrast, the switch-based mechanism
relies on a hash function and the interface choice is therefore pseudorandom, and it can
happen that the same interface is chosen a number of times in a row. With a concur-
rency level of 2, this results in one request having to queue while the second interface
is idle.
We investigated the impact of the choice of concurrency level on the achieveable load
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Figure 4.7: Varying Concurrency Levels
balancing speedup. Figure 4.7 shows the results of our experiment, where we mea-
sured the download time for a range of concurrency levels, for a fixed file size of
100kB. It is clear that for the Round Robin load balancer, the maximum efficiency gain
is reached for C = 2 already. The hash-based load balancer converges towards the
optimal gain with an increasing value of C. The Round Robin load balancer therefore
has an advantage in scenarios with a small number of parallel requests. In order to
exclude this factor in our comparison, we choose a value of C = 20 for our following
experiments.
We performed further experiments with a higher number N of host interfaces, i.e. with
N = 3, 4 and 5 interfaces. We used a fixed file size of 100kB for these experiments
and 100 HTTP request, as previously. Figure 4.8 summarises the results, and shows
the download time for both the controller-based and the switch-based load balancing
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approaches for N = 1, 2, 3, 4, 5. We also included a graph that represents the ideal load
balancer as a reference, where the download time decreases with 1/N.
We can observe that the controller-based load balancer achieves very close to optimal
efficiency, with only a maximum difference of 0.5% from the ideal case. The switch-
based approach also performs very well, but with a slightly increased gap to the op-
timal performance, with a maximum difference to the ideal load balancer of around
6%.
4.6.4 Non-Uniform Link Capacity
We now consider the same scenario as shown in Figure 4.5, but this time with non-
uniform link capacities, i.e. eth0 has 10 Mbps and eth1 has 20 Mbps capacity. Both
our controller-based (Round Robin) and switch-based (Group Tables with hash-based
selection) load balancing mechanism perform equal load sharing, where each interface
is assigned the same amount of traffic. This is obviously not ideal in a case with non-
uniform link capacities.
We therefore also implemented versions of our load balancing methods that can deal
with this scenario. We have modified our controller-based mechanism and have im-
plemented a Weighted Round Robin (WRR) load balancing mechanism, which assigns
traffic (TCP sessions) to interfaces in proportion to the capacity of the corresponding
link. Similarly, in the case of the switch-based mechanism, we use a weighting mech-
anism in the hash-based selection of buckets in OpenFlow Group Tables, supported in
OpenFlow 1.3.
Figure 4.9 shows results of our download time measurement for a 100 HTTP requests.
As before, we use file sizes ranging from 1kB to 100kB, and we see that the results
are linear (trend) in the file size. As a reference, we also included the download time
for the case of a single interface with 10 Mbps capacity. The aggregate capacity of
both interfaces is 30 Mbps, and we would expect an ideal load balancer to achieve a
download time reduction by a factor of 3.
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As mentioned previously, the download time for 100 kB files via the single 10 Mbps
interface is 8.4 s. The ideal download time for an aggregate capacity of both interfaces
is a third of that, i.e. 2.8 s. We can see that the controller-based load balancer with
a download time of 2.82 s comes very close to the optimum. The switch-based load
balancer, using a weighted hash based approach, achieves a slightly higher time of
2.99 s, but still less than 7% from the optimal value.
We also observe a slightly higer variability of switch-based approach compared to the
controller-based version. We attribute that to the pseudorandom interface selection
(via a hash function) of the switch-based approach, compared to the deterministic se-
lection of the Weighted Round Robin approach in the controller-based method.
In summary, we can conclude that both SDN-based load balancing approaches across
host network interfaces perform very well, in particular the controller-based approach,
which achieves near-optimal performance in all the scenarios we considered in our
experiments.
4.7 Conclusions
In this chapter, we have explored and demonstrated the feasibility of efficient end-host
network traffic load balancing using SDN and OpenFlow. In contrast to related works,
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our mechanism is completely transparent to the applications, the network infrastruc-
ture as well as other network hosts, and can be deployed by simply installing and
configuring an OpenFlow switch (OVS is part of Linux) and a (lightweight) SDN con-
troller on an end-host, which can include a wide range of devices used in the context
of ubiquitous communications.
The presented load balancing mechanisms achieve near-optimal performance in the
scenarios we considered, and meet all of the goals stated in Section 4.1. We are cur-
rently exploring extensions to the load balancing approaches, which can handle highly
dynamic and heterogeneous scenarios, with varying link capacities and a wider range
of network traffic types. We are also working on implementing the system on Android.
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Link Capacity Estimation
5.1 Introduction
We believe that using the SDN paradigm on end-hosts can improve the traffic control
to achieve various network functionalities, which are not easily achieved otherwise.
For example, SDN can be used to optimally balance network traffic in an end-host
equipped with multiple network interfaces, such as smartphone with 4G and Wifi
interfaces. In order to achieve efficient load balancing among different network in-
terfaces and links, the corresponding link capacity needs to be known. Estimating the
link capacity in the context of doing SDN-based traffic control on end-hosts is the focus
of this chapter.
The link capacity estimation approach should satisfy a number of key requirements.
Firstly, it should not require the collaboration of any other node, i.e. it should be an
end-host-only solution and should be completely transparent to the rest of the net-
work. Secondly, the approach should measure the capacity of the last hop link, rather
than the end-to-end path. Thirdly, the link capacity estimation method should be
generic, and work for any type of link, e.g. 4G, Wifi, etc. Finally, the method should be
able to be implemented entirely as a SDN application on the controller, and should not
require any other special software or functionality on the end-host.
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After surveying the various link capacity estimation techniques in the literature, we
have found Variable Packet Size Probing (VPS) to be the most promising approach,
since it is able to satisfy the above mentioned criteria. Consequently, this chapter dis-
cusses the adaptation of VPS for last-hop link capacity estimation on end-hosts via
SDN.
The rest of the chapter is organised as follows. Section 5.2 gives an overview of link
capacity and available bandwidth measurement approaches in legacy networks and
SDN. Section 5.3 explains our proposed SDN-based traffic control system for end-
hosts, and provides the context for the link capacity estimation approach presented
in this chapter. Section 5.4 presents our adaptation of VPS to measure link capacity
via SDN on end-hosts. Section 5.5 describes our experimental setup and methodology,
as well as the results of our experimental evaluations. Finally, Section 5.6 provides
conclusions and outlines future work.
5.2 Related Works
There exists a wide range of techniques to measure the available bandwidth and link
capacity [75], [76]. In this section, we are going to discuss the most relevant meth-
ods in terms of measuring the available bandwidth and link capacity in traditional IP
networks and in SDN as well.
The approaches used in traditional networks are: Self-Loading Periodic Streams
(SLoPS), Trains of Packet Pairs (TOPP), Packet pair/train dispersion (PPTD) probing,
and Variable Packet Size (VPS) probing.
SLoPS is a measurement methodology used for estimating end-to-end available band-
width [77]. In this method, the source sends a stream of equal-sized packets (typically
around 100) at a given rate, and the one-way delay variations of probe packets are
monitored. If the sending rate R is higher than the available bandwidth A, packets
will experience extra queueing delay at the congested link. On the other hand, if the
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sending rate R is less than the available bandwidth A, the one-way delay will not in-
cur additional queueing delays and consequently will not increase. The estimation
of A can be done through varying R and measuring the resulting end-to-end packet
delay.
Another method to estimate end-to-end available bandwidth is TOPP [78] which has
some similarities with SLoPS. The main distinctions are related to the statistical pro-
cessing of the measured parameters.
The above mentioned techniques, however, require controlling both side of the mea-
sured path or link to find the available bandwidth. As stated earlier, we are after a
method that only requires changes to the end-host, and does not require any special
functionality from other nodes. Hence, neither SLoPs nor TOPP are a suitable solution.
For link capacity estimation, there are also a number of well-known techniques. One
of them is (PPTD) probing, or simply packet pair probing. In this method, the source
node transmits pairs of equal-sized packets back-to-back to the receiver. The respective
arrival time of the packets is measured in order to compute the packet dispersion time
(additional delay). If we assume there is only a single link, the packet time dispersion
∆ is only affected by the transmission delay (or serialisation delay), and is calculated
by ∆T = L/C, where L is the packet size and C the link capacity. Consequently, if we
can measure ∆ at the receiver, we can estimate the link capacity via C = L/∆T.
In order to measure the dispersion of an end-to-end path ∆R, the maximum dispersion
of all the links, i.e. the dispersion caused by bottleneck link, is considered as a ∆R.
Therefore the end-to-end path capacity CP, which is the capacity of the bottleneck link,
is computed as CP = L/∆R.
In this approach, it is assumed that the link does not carry any other traffic, which is
not practical or realistic. In reality, probe packets can be interleaved with cross traffic
packets, and thereby causing an overestimation of the time dispersion. To mitigate
the effect of cross traffic, a number of papers suggest to use multiple packet pairs and
various types of statistical filtering.
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An extension of packet pair probing is Packet train probing, where instead of a packet
pair, a larger number of probe packets (i.e. a packet train) are sent back-to-back. In-
creasing the train length can decrease the impact of the cross traffic and consequently
can increase the estimation [79].
Similar to the above discussed available bandwidth measurement techniques, packet
pair and packet train probing require having control over both ends of the communi-
cation path or link, due to the required time dispersion measurement at the receiver.
Hence, these approaches are not suitable for our purpose.
Another link capacity estimation method is called Variable Packet Size Probing (VPS)
[80, 81]. In this technique, the Round Trip Time (RTT) from the source to each hop on
the path is measured as a function of the probing packet size. The RTT measured by
sending and receiving the probing packets to each hop is affected by several types of
delay. Serialisation/transmission delay is the time required to put a packet ’on the wire’,
propagation delay is the time that a bit of a packet takes to propagate across a link, and
queuing delay is, as the name says, the queuing delay experienced by packets in the
various buffers/queues in the network path.
If we assume a packet of size L (bits) and a link with transmission rate C (bits/sec), the
transmission delay is:
∆T =
L
C
(5.2.1)
Hence, we are able to compute the link capacity C as follows:
C =
L
∆T
(5.2.2)
If we assume that there is no queuing delay, and that we can ignore the propagation
delay, which is reasonable for short paths/links, we can approximate ∆T via half the
value of the RTT, since RTT includes the transmission delay in both the forward and
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reverse direction.
C =
L
RTT
2
(5.2.3)
The challenge here is obviously to measure the RTT via packets that do not experience
any queuing delay. In VPS multiple probing packets with a range of packet sizes are
sent across the path/link. The assumption is that at least one of the packet ensemble
for each size experiences no or minimal queuing delay. Linear regression is then used
to estimate the link capacity, using the ensemble RTT minimal for each packet size.
VPS, unlike the above mentioned methods, requires control over just one end of the
link, i.e. the one that sends the probe packets and measures the RTT. Since we can
use ping (ICMP echo request and reply messages) for this, no special functionality is
required from the other end of the link. VPS therefore meets our requirement in this
aspect.
With regards to measuring link capacity in the context of SDN, the packet pair/train
probing method has been adopted for a wireless link capacity estimation in [82]. The
research adapts the traditional approach to the specific context and requirements of
an SDN environment. However, the approach measures links in the network core,
i.e. between SDN switches, and hence assumes both ends of the link are under our
control, and perform specific measurement tasks. As mentioned before, in our context
we do not assume control over any networking node, except the end-host, and hence
we cannot use this approach.
Having reviewed the existing bandwidth or capacity estimation approaches, both in
traditional networks as well as SDN, we conclude that there is no solution for our
problem of SDN-based link capacity estimation on the end-host, without requiring
any support from the network infrastructure.
Among the reviewed methods, VPS is the most promising. We, therefore, use it for our
adaptation in SDN-based link capacity estimation on end-hosts.
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5.3 SDN-based Traffic Control on End-hosts
The motivation for the work presented in this chapter is our proposed SDN-based
traffic control approach for end-host, presented in Chapter 4. This section provides a
brief summary of the relevant architecture and provides the context for this chapter’s
key contribution of SDN and end-host based link capacity estimation.
Our proposed end-host based SDN architecture is illustrated in Figure 5.1. The key
idea of this architecture is to accomplish efficient dynamic traffic load balancing across
multiple available network interfaces and links.
To achieve optimal load balancing, it is critical to know the link capacity for the differ-
ent network interfaces1.
As can be seen from Figure 5.1, the physical network interfaces (eth0, eth1) are bound to
an OpenFlow switch in order to be controlled via the SDN controller2. In order to pro-
vide a level of indirection and to shield the application from the complexity of chang-
ing network interfaces, applications are bound to a virtual network interface (veth1),
1Here we make the assumption that the last hop link on mobile devices, such as smart phones, typi-
cally represents the bottleneck link.
2In our initial design, the SDN controller resides on the host, but in future work we will explore the
idea of a remote controller. The advantage of our design is that this will not affect the load balancing or
link capacity estimation mechanism.
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which is connected to the OpenFlow switch (OVS) via its pair veth0. We change the
kernel routing table to force all application traffic to go via the virtual interface veth1.
In order to perform the switching of network interfaces transparently to the applica-
tions, we need to perform Network Address Translation at the switch, and we also
need to handle ARP.
In Chapter 4, we implemented a simple but very efficient load balancing approach.
For this, we assumed knowledge of the capacity of the various links. This information
is provided by the Link Monitoring module shown in Figure 5.1. In this chapter, we
present a solution that can provide this functionality.
5.4 Variable Packet Size (VPS) Probing on End-hosts via
SDN
As previously stated, the VPS probing approach is the most promising method for link
capacity estimation for our proposed system. This section discusses our adaptation of
the traditional VPS approach to the context of end-host based SDN.
Traditionally, ICMP echo request packets are sent by end-host applications such as
ping. In our system, we do not want to rely on any such applications, and we want
to implement the mechanism by only using SDN functionality, i.e. the data plane ab-
straction provided by OpenFlow.
For this, we have built a Link Capacity Component, as shown in Figure 5.2. This com-
ponent is implemented as a network application running on the SDN controller. We
used the Ryu controller for our implementation. The component consists of four sub-
components, i.e. Probing Packet Creator, Probing Packet Sender, Probing Packet Re-
ceiver, and Capacity Estimator.
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Figure 5.2: Link Capacity Measurement Component
Probing Packet Creator This sub-component, is responsible for crafting the probing
packets by initialising in the relevant packet header fields, as shown in Algorithm 2.
For example, for the Ethernet frame (lines 3-5), the protocol type of the next layer is
filled with 0x0800 representing IPv4, the destination hardware address is the directly
connected gateway address, and the source hardware address is the physical interface
address of the SDN based end-host. Regarding the IP protocol layer (lines 6-8), the
ICMP protocol has been determined as a protocol type proto=1, while the IP addresses
have been initialised with the SDN client and the gateway as the source and destination
IP addresses, respectively. The ICMP header (lines 9-12) is set to the echo request type
ICMP.type=8, and the id and seq ICMP header fields are set to the packet size and the
sequence number of the probing packet, which will be used for matching replies with
the corresponding requests in the Capacity Estimator sub-component. The packet pay-
load, PKT_DATA, is generated and added to the probing packet. Finally, the packet
headers and payload are serialised as a byte array (line 13).
Probing Packet Sender After crafting the ICMP probing packets, they are sent via
the corresponding network interface by the Probing Packet Sender sub-component,
as explained in Algorithm 3. The Algorithm shows the sending of a fixed number of
probing packets Prob_Pkt_nbr for each size Pkt_Sizej. The packet size ranges from 64
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Algorithm 2 Create a probing packet
1: CreatePkt(Pkt_size, i)
2: Pkt= Ethernet Packet
3: Pkt.Ethr.eth_type← 0x0800
4: .dst← GW_HWaddr
5: .src← Client_HWaddr
6: Pkt.IPv4.proto ← 1
7: .src← Client_IPaddr
8: .dst← GW_IPaddr
9: Pkt.ICMP.type← 8
10: .id← Pkt_size
11: .seq← i
12: .data← PKT_DATA
13: Pkt.serialize()
14: return Pkt
bytes to 1500 bytes, to avoid fragmentation. The CreatePkt() function is called (line 4)
with the packet size and the sequence of the packet i as parameters. After a probing
packet is created, the controller sends it to the switch via an OpenFlow Packet_Out
message (line 9).
The controller also determines the output action and the port via which the packet will
be sent, as well as other relevant packet fields (lines 5-7).
Finally, the ICMP packet sending time (line 10) is recorded to be used later in the Ca-
pacity Estimator sub-component for calculating the RTT. Finally, in order to spread out
the packets to increase the probability that at least one packet will not incur any sig-
nificant queuing delay, the probing packets are sent with a time gap between them, as
shown in line 11.
After sending the ICMP echo request packet to the destination, an ICMP echo reply
packet will be sent in return. The OpenFlow switch in the end-host receives the in-
coming packet via the corresponding interface, and is sent as an OpenFlow Packet_In
message to the controller, due to a corresponding pre-installed match-action rule.
Probing Packet Receiver Once the controller receives the ICMP echo reply packet
encapsulated in a Packet_In message, the Probing Packet Receiver sub-component will
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Algorithm 3 Sending probing packets
1: i, j← 1
2: for i 6 Prob_Pkt_nbr do
3: for j 6 nbr_Pkt_Size do
4: Prb_Pkt← Create_Pkt(Pkt_Sizej, i)
5: actions← output(out)
6: in_port← OFPP_CONTROLLER
7: data← Prb_Pkt
8: out_Pkt← OFPPacketOut(in_port, actions, data)
9: SendPacket_OutMessage(out_Pkt)
10: Send_Time← time.time()
11: time.sleep()
12: end for
13: end for
do the following:
1. Check if the packet is an ICMP Echo Reply packet and has been received from the
correct port.
2. Match the received reply with the corresponding probing packet that has been sent
by Probing Packet Sender sub-component. This matching is done based upon the
id and seq in the ICMP packet header. This is important since there is likely to be
other ICMP echo request/reply traffic in the network, that was not initiated by our
link capacity estimation component.
3. Record the receive time of the probe packet.
4. Compute the RTT value as follows:
RTTPkti,j = Recv_TimePkti,j − Snd_TimePkti,j (5.4.1)
Here, i,j represent the sequence number of the packet and its size respectively.
5. Record the RTT values for each individual probing packet, to be used later in the
Capacity Estimator sub-component.
Capacity Estimator The last sub-component uses the recorded RTT values to calcu-
late an estimate for the link capacity.
Firs, the minimum RTT value RTTx for the set of n packets of each size is established,
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as shown in Equation 5.4.2.
RTTx = Min(RTTi)i=1,...,n (5.4.2)
Then, linear regression is applied on the set of minimum RTT values, as shown in
Equation 5.4.3.
y = βx + α (5.4.3)
Here,
1. x is the packet size in bytes
2. y is the RTT required to send and receive the packet x
3. β is the slope of the regression
4. α is the y intercept, which represents the fixed packet delay that is independent of
the packet size L.
Finally, the link capacity is computed based on the slope β of the linear regression, as
shown in Equation 5.4.4.
C = 2 ∗ ( 1
β
) (5.4.4)
The factor 2 stems from the fact that the RTT contains twice the transmission delay, in
forward and reverse direction.
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Table 5.1: Software used in Implementation and Experiments
Software Function Version
Open vSwitch [83] Virtual SDN Switch 2.4
OpenFlow[3] SDN Southbound Interface 1.3
Ryu [25] SDN Controller Platform 3.19
Linux (Ubuntu) Host Operating System 14.04
Iperf3 [31] Link capacity measurement 3.0.7
Python Programming Language 2.7
TC [30] Network Traffic control 3.12.0-2
Ethtool [29] Network Driver control 3.13
Wireshark [84] Network Protocol analyser 1.10.6
5.5 Experimental Evaluation
5.5.1 Experimental Setup and Tools
The tools used for our prototype implementation and experimental evaluation are
summarised in Table 5.1.
5.5.2 Experiment Scenarios
For our initial experiment, we use the simple topology shown in Figure 5.3. The end-
host is a Linux PC with the speed of the Ethernet interface set to 10 Mbps, connected
to another Linux PC which acts as the gateway (GW) for the corresponding network.
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In our experiment, we chose the following 5 packet sizes for the VPS probing: 64, 128,
256, 512, and 1024 bytes. For each packet size, 20 probing packets were sent with a
delay of 100ms, and as explained in Algorithm 3.
We performed the capacity estimation experiment both with and without background
traffic on the link, and we discuss the two cases below.
No Background Traffic
We have applied the linear regression on the gathered minimum RTT values, as shown
in Figure 5.4. The x-axis represents the packet sizes in bytes, while the y-axis represents
the measured RTT values.
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It is possible to compute the link capacity from a single min RTT value of a single
packet size using Equation 5.2.3. The resulting capacity values for the different packet
sizes are shown in Figure 5.5. As we can see from the figure, the estimated values
range from 1 Mbps to a maximum of just over 6 Mbps, which is still very far from
the actual value of 10 Mbps. The result of this high degree of inaccuracy is due to the
additional delay introduced in our RTT measurement, due to the forwarding of ICMP
packets between the switch and the controller. The inflated RTT values result in an
underestimation of the link capacity.
However, if we apply the linear regression on the RTT values, as per Equation 5.4.4 and
as shown in Figure 5.4, the estimated link capacity is 9.35 Mbps, which is much closer
to the nominal value of 10 Mbps. The reason for this is that the addition of a constant
delay has no impact on the slope of the regression, which is used for the calculation
of the link capacity. As long as the additional delay caused by the SDN controller is
mostly constant, which we observed in our experiments, it has no or very minimal
impact on the accuracy of the link capacity estimation.
This is further illustrated in Figure 5.6, which shows the min RTT values for the dif-
ferent packet sizes, measured directly at the interface (eth0), and measured at the Con-
troller. We can see that there is a constant delay added for the measurement at the
controller, but we also see that it has no impact of the slope of the regression, and
hence the estimation is accurate.
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Figure 5.7: Capacity estimation with different offered load
With Background Traffic
In this section, we investigate the accuracy of our link capacity estimation mechanism
with various levels of background traffic. This is important, since it is a realistic and
practical assumption. In our experiments, we use the Iperf3 tool to generate back-
ground traffic on our link. We vary the offered load from 0 Mbps up to 15 Mbps, in
which case the link is completely saturated. All the other experiment parameters the
identical to the previous scenario where we had no background traffic.
Figure 5.7 shows the estimated capacity based on SDN-VPS probing, as well as the
reported Iperf3 throughput of the background traffic. The x-axis represents the of-
fered load in Mbps, while the y-axis represents the throughput in Mbps that has been
achieved (Background Traffic) or the link capacity that was estimated (Capacity (VPS)).
We see that the estimation has a good degree of accuracy as long as the link is not satu-
rated. When the background traffic approaches 10 Mbps, we can see a drastic reduction
in the estimated link capacity, and hence an increased inaccuracy. What happens here
is that due to the link saturation, the send queue in the network interface builds up,
resulting in probe packets experiencing increasing queuing delay. The increased RTT
values then result in an underestimation of the link capacity, as explained earlier.
To illustrate what is happening here, we plotted the send backlog queue size in terms
of the number of queued packets, for 1 Mbps background traffic (Figure 5.8), as well
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as for 10 Mbps background traffic (Figure 5.9).
We can see that while we have spikes for 1 Mbps of background traffic, the queue al-
ways recovers and empties out completely. In contrast, if we have 10 Mbps background
traffic, we see a continuous increase in the queue size, which explains the increased
queuing delay, and hence the deteriorating link capacity estimation accuracy.
To address this problem, we installed a priority (PRIO) queuing discipline using the
Linux tc tool, giving probe packets the highest priority. As a result, probing packets
are forwarded via the highest priority queue, while the background traffic is sent via
the normal priority queue.
To test the enhanced method, we saturate the link with background traffic with an
offered load of 10 Mbps, while running our link capacity estimation mechanism (SDN-
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VPS). Figure 5.10 shows the queue backlog for probe packets (ICMP), background traf-
fic (TCP), and any other traffic (Unset).
We can see that the high priority queue (ICMP_Q) never builds up, while the TCP_Q
experiences significant backlog. Figure 5.11 shows the link capacity estimation vs. the
offered load of background traffic, corresponding to Figure 5.7. The key difference here
is that the estimated link capacity only drops relatively minimally, compared to the
case without priority queue. As a result, the adapted link capacity mechanism SDN-
VPS is made robust against high levels of background traffic. The resulting accuracy is
adequate to form the basis to make traffic forwarding and load balancing decisions, as
was our stated goal.
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5.6 Conclusions
In this chapter, link capacity estimation on SDN-based end-hosts has been explored.
Determining the capacity of the available links on end-hosts, e.g. wireless links on
smart phones, is important for optimal load balancing of traffic across them. The idea
of SDN-based traffic control on end hosts, for the optimal use of available network in-
terfaces, as discussed in Chapter 4, provides the motivation and context of the work
presented in this chapter. We have adapted the concept of Variable Size Packet probing
(VPS) to the context of SDN, and have added a number of improvements in order to
address its shortcomings in terms of estimation accuracy. With these improvements
in place, we have demonstrated the feasibility of this approach and have experimen-
tally evaluated its estimation accuracy, which is sufficient for the intended purpose. A
key benefit of the proposed approach is that it is network agnostic and works for any
network interface.
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Web Traffic Load Balancing (Use Case)
6.1 Introduction
Computing devices are increasingly equipped with multiple network interfaces, e.g.
LTE and WiFi in the case of smart-phones. Efficiently using multiple network interfaces
on such multi-homed hosts is a challenging problem. Approaches such as Multipath
TCP (MPTCP) [6] allow load balancing of traffic across multiple links and paths on
a per-packet granularity. The problem with MPTCP is that it requires both ends, i.e.
client and server, of the end-to-end path to support the protocol. Despite the many
years since the introduction of MPTCP, its deployment and use are minimal.1
In contrast, we consider a client-side only approach to load balancing across multiple
network interfaces, which does not require any special support from the server. In this
approach, load balancing at the level of granularity of packets is not possible, due to
the fact that TCP connections are bound to IP addresses and hence host interfaces.2
Instead, we consider a practical, flow-based load balancing approach, where the level
of granularity for distributing network traffic are network flows, e.g. TCP connections.
We discussed the basic idea of this approach and its preliminary implementation using
Software Defined Networking and OpenFlow in Chapter 4. Our initial evaluations in
1With a few notable exceptions, such as Apple’s Siri [85].
2We do not consider approaches such as Mobile IP [86], Host Identity Protocol (HIP) [87] or Site
Multihoming by IPv6 Intermediation (Shim6) [88] here, due to their limited adoption.
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Chapter 4 showed the potential and practicality of this approach. However, it was
limited in regards to the considered network traffic (download of identical, fixed size
files) as well as the considered network links with static link capacity.
In this chapter, we investigate the potential of flow-based load balancing on multi-
homed hosts in a realistic setting. We specifically focus on Web and video traffic, due
to their predominance and relevance for overall quality of user experience.
The potential of flow-based load balancing depends on the characteristics of the net-
work traffic, e.g. the number, size distribution, and level of concurrence of flows. In
the extreme case, we could have a web page that is downloaded via a single TCP con-
nection. In our approach, this flow would be allocated to a single interface, and there
would be no potential gain for load balancing and using the other available network
interface and corresponding path.
It is therefore important to understand the characteristic of Web traffic in regards to net-
work flows. We have performed extensive measurements and analysis of web traffic
HTTP(s)/TCP connections, based on the Alexa top 100 web pages [89]. Our analysis
shows that typical websites require a large number of flows (typically TCP connec-
tions), which shows there is a potential for flow-based load balancing to improve the
download performance and user experience.
We also investigated controlling the HTTP traffic in SDN-based multi-homed devices
over the QUIC protocol. The Quick UDP Internet Connection protocol ((QUIC)) is a
relatively new transport layer protocol specifically designed for web traffic [90]. Like
TCP, QUIC is also connection-oriented. QUIC carries about 7% of the global Internet
traffic and 30% of Google traffic [91], and is becoming increasingly relevant.
In addition to web traffic, this chapter also considers controlling the flow of video
traffic. Dynamic Adaptive Streaming over HTTP (DASH) [92] traffic running over the
QUIC protocol will be considered in our use case. Although DASH traffic is considered
as a single TCP or UDP flow and that flow is only allocated to a single network inter-
face, it is not as amenable to flow-based load balancing as is web traffic. However, we
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consider the scenario of having video streams as background traffic, and investigate
how this impacts on the efficiency of our SDN-based traffic load balancing approach
for web traffic in multi-homed devices.
Our experimental evaluation of flow-based load balancing are based on an implemen-
tation using OVS and the Ryu SDN controller. For our experiments, we consider the
realistic and practical scenario of a dual-home host, with both an LTE and a WiFi inter-
face. We performed extensive measurements where we established the simultaneous
and co-located link capacity of LTE and WiFi interfaces at our university campus. We
then used these realistic link capacity measurements for our experiments, using link
emulation.
Our results show that flow-based load balancing can significantly reduce the page load
time, for the realistic and practical traffic and link scenario that we considered. Some-
what surprisingly, it even outperforms MPTCP.3
The rest of this chapter is organised as follows. Section 6.2 gives a brief background
on the concept of SDN and OpenFlow, MPTCP and QUIC. Section 6.3 explains the
idea of flow-based load balancing as well as our implementation. In Section 6.4, we
present our analysis of web traffic and its potential for flow-based load balancing. Sec-
tions 6.5 and 6.6 present our experimental evaluation of flow-based load balancing, for
two different link capacity scenarios. Finally, Section 6.7 discusses related works, and
Section 6.8 concludes the chapter.
6.2 Background
6.2.1 MPTCP
Multi-Path TCP (MPTCP) is one of the current approaches for sending traffic across
multiple network interfaces and paths on multi-homed hosts [6]. We briefly explain
3Somewhat ironically for mptcp.org, the only website that we were able to find that supports MPTCP.
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Figure 6.1: MPTCP Protocol
MPTCP, since we will use it as a benchmark against our proposed approach. However,
this is a somewhat unfair comparison, since MPTCP requires support on both ends of
the communication path, which is a key reason for the very slow and minimal adop-
tion of MPTCP. In contrast, our proposal is a client-side only solution, which makes
deployment very easy.
MPTCP adds a layer between the Application and Transport layers in the TCP/IP pro-
tocol stack, as shown in Figure 6.1. It creates multiple TCP subflows that can be sent via
multiple different network paths. As mentioned, MPTCP requires support from both
connection sides (the client and the server). If the server does not support MPTCP, the
protocol will fall back to basic TCP.
To establish an MPTCP connection, a host uses the normal TCP handshaking pack-
ets represented by SYN, SYN/ACK, and ACK with an additional option. This
MP_CAPABLE option, allows checking if both ends support MPTCP, and if not, the
connection falls back to a normal TCP connection. In case MPTCP is supported by both
client and server, a 64-bit authentication key, is generated and exchanged. The keys are
required in the next stages for creating and authenticating TCP subflows. Once both
ends confirm supporting MPTCP, and authentication keys have been exchanged, a new
TCP subflow can be initiated. Each MPTCP subflow also uses the same TCP handshak-
ing packets with an MP_JOIN option. The option contains a number of flags and the
address ID of the corresponding host.
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Figure 6.2: HTTP2 over QUIC vs HTTP2 over TCP [4]
MPTCP allocates network traffic among multiple network interfaces at the level of
granularity of TCP segments. This is in contrast to our approach, where the level of
granularity is limited to flows. As a result, one would expect MPTCP to outperform
our flow-based approach. Based on our experiments, this is not the case. This can be
explained by limitations of MPTCP that have been identified in previous works [61].
6.2.2 QUIC Protocol
The QUIC protocol has been proposed by Google in order to overcome some of the
limitations of TCP, specifically when used in conjunction with HTTP traffic [91].
QUIC runs on top of UDP, making it easy to be deployed and updated. Figure 6.2
shows the architecture of HTTP2 over QUIC compared with HTTP2 over a TCP con-
nection [91][4].
The QUIC protocol not just supports multi-stream multiplexing for HTTP traffic, like
HTTP/2 over TCP, but also overcomes data delivery issue related with this type of
multistreaming. The HTTP/2 over TCP protocol multiplexes the data units related
to a certain server into multiple streams carried via one connection. Delivering those
streams is done in a sequential manner, and when loss happens, this stream will block
the others causing "head-of-line blocking". In contrast, the QUIC packets consist of mul-
71
CHAPTER 6: WEB TRAFFIC LOAD BALANCING (USE CASE)
Figure 6.3: Handshaking of HTTP2 over TCP and QUIC protocols
tiple frames. Each frame encompasses stream frames resulting from multiplexing data
units. If loss happens in a stream frame, the other frames will not be affected by that
loss. This type of concurrent delivery can mitigate the aforementioned problem with
TCP. QUIC also supports security, such as provided via TLS in HTTP. The simpler and
more efficient connection establishment of QUIC, in contrast to TCP/TLS, is shown in
Figure 6.3 [4].
We will consider the QUIC protocol in the experimental evaluation of our flow-based
load balancing approach.
6.3 Flow-based Load Balancing
In this section, we briefly discuss the architecture of our flow-based load balancing
system, and its implementation using OpenFlow. The overall idea is that for each new
flow (e.g. TCP or QUIC/UDP connection) initiated by the client, the SDN controller
will decide to which network interface it will be allocated to. Once a flow is allocated
to an interface, all the corresponding packets will be sent via that interface.4
4Changing interface mid-flow is very difficult, and requires approaches such as Mobile IP, Shim6,
HIP, etc. which we want to avoid for the sake of simplicity and ease of deployment.
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The architecture of our system is shown in Figure 6.4.5 The OpenFlow switch is bound
to the two physical network interfaces, eth0 and eth1. To provide it the ability to switch
network traffic across those interfaces in a way that is transparent to the application, we
need to add a layer of indirection. We do this by adding a virtual interface pair (veth0
and veth1). All application traffic is sent to veth1, via configuring the routing table.
The OpenFlow switch can then control the forwarding of traffic from the application
(entering the switch via veth0), via OpenFlow forwarding rules. In our implementation,
these rules are installed by the SDN controller, which runs locally on the host.
To enable the transparent switching across different interfaces, we need to perform
NAT, as well as ARP handling, discussed in more detail in Chapter 4.
In our implementation, we used Open vSwitch (OVS) version 2.4 [83] as our switch,
and Ruy[25] as our SDN controller.
6.3.1 Detecting and Controlling Flows
Web traffic can be transmitted over TCP or QUIC/UDP. This section discusses how
new flows are detected and allocated on a particular network interface.
5While we consider the scenario of two network interfaces, the approach works for any number of
interfaces.
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In the case of TCP, new flows are detected as follows. When the first packet of a new
flow (i.e. TCP SYN packet) arrives at the SDN switch, it will not match an existing
forwarding rule, and hence it is forwarded to the controller via a OpenFlow Packet-In
message. At this point, the controller can check that there is indeed the first packet of
a new TCP connection, i.e. that the SYN flag is set.6
At this point, the controller decides which interface to allocate this flow to, based on
the particular load balancing algorithm that is used, which will be discussed in the
following section. The same basic approach is used to detect new QUIC/UDP flows,
but with the additional filtering for UDP destination port 443, which is the port number
allocated for QUIC servers.
Once the decision of allocating the flow (TCP or QUIC) to the specific network interface
has been made, the controller installs a corresponding forwarding rule on the switch,
that sends all the packets belonging to this flow via the chosen interface, and performs
the corresponding address re-writing operations. The OpenFlow match fields consist
of the 5-tuple of IP source and destination address, source and destination port num-
ber, as well as type of transport layer protocol.
6.3.2 Load Balancing Algorithm
To allocate network flows across multiple network interfaces, we use a Weighted Round
Robin (WRR) load balancing algorithm, which allocates the number of flows to inter-
faces in proportion to their respective link capacity. To estimate the capacity of the dif-
ferent links in the context of SDN and OpenFlow, we utilise an active probing method-
ology that we have introduced in Chapter 5. Unfortunately, this allocation can only be
based on the number of flows, and does not consider the size of different flows. This is
due to the fact that the flow allocation decision needs to be made when the first packet
of a flow, e.g. a TCP SYN packet, is seen by the controller. Future work could poten-
tially consider flow size estimation, to further improve the efficiency of the algorithm.
6In OpenFlow version 1.3 which we used for our implementation, we cannot match on TCP flags,
so this check can only be done at the controller. From OpenFlow version 1.5, matching on TCP flags is
supported, and this can be done at the switch.
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However, as we will see, our flow based Weighted Round Robin algorithm considering
the number of flows performs very well, due the relatively large number of flows and
their reasonably well-behaved size distribution, as discussed in the following section.
6.4 Web Traffic Flow Analysis
Since our load balancing approach is limited to the granularity of flows, its potential
for performance improvement depends on the characteristics of the traffic in regards
to flow availability and distribution. As mentioned before, in the extreme case of an
application using a single large flow, flow-based load balancing cannot provide any
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benefit.
Since our focus is on web traffic, we performed an experimental analysis of typical
websites in regards to their flow characteristics. Our methodology and results are dis-
cussed in the following.
For our analysis, we considered the Top 100 Alexa websites [89]7. We downloaded the
content of each website (main page) via a Python script using the Selenium WebDriver
API [34], using HTTP/1.1. We disabled cookies as well as caching. All the traffic was
captured as a pcap file, and the Tshark tool [93] (version 1.12.1) was used to analyse the
data.
As a first result, Figure 6.5 shows the distribution of the number of flows for the 100
websites. We see a relatively long-tailed distribution, with a significant number of
websites using more than 30 flows.
Based on our analysis, news sites tend to have a particularly large number of flows.
Examples include msn.com, thegaurdian.com, sohu.com, and sina.com, with 151, 169, 207,
and 281 flows respectively. The average number of flows is around 42.
Overall, these results are encouraging for the potential of flow-based load balancing.
We also considered the size of the flows, and Figure 6.6 shows the distribution of flow
sizes in kilobytes, using a log scale on the y-axis. We can see that while the majority
of flows are a few hundred KB or less, there are a small number of outliers, with the
largest flow size close to 5MB.
7As of January 2017.
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In summary, the distribution of flow numbers and sizes per websites indicates that
flow-based load balancing has the potential to deliver a performance gain, i.e. achieve
a reduced page load time. We will further explore this via experiments in the following
sections.
6.5 Load Balancing Experiment - Static Link Capacity
To evaluate the potential of flow-based load balancing for the web browsing use case,
we initially perform an experiment using a scenario with a static link capacity.
Figure 6.7 shows the topology of our test-bed. The end-host is dual-homed and is
connected to two gateways, GW1 and GW2 that are connected to a physical gateway
(GW) which provides connectivity to the Internet, and provides access to the Alexa Top
100 websites. The nodes were implemented as virtual machines (with Ubuntu Linux
version 3.13.0-24 OS) and the whole topology was emulated using GNS3, a network
emulation software [22],
This will make sure that the last hop link presents the bottleneck in the end-to-end
path, and should allow our load balancing approach to perform well.
As a performance metric, we use the page load time (PLT) [94], i.e. the time from when
the first HTTP GET Request is sent, until the page is completely loaded. We again use
the Selenium Webdriver API, along with Chromium (v58.0.3029.110), to measure the
PLT for all the Alexa Top 100 websites.
The static link capacity scenario is evaluated with HTTP traffic over TCP and
QUIC/UDP.
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6.5.1 Web Traffic over TCP
In this experiment, we measure the page load time (PLT) for each of the Alexa Top
100 webpages 10 time, and take the average as our performance metric. We use the
weighted round robin (WRR) load balancing algorithm, as discussed above, to allocate
flows to the two interfaces considered in our experiment scenario. As a reference, we
also measure the PLT for the single-interface case as well.
Figure 6.8 shows the cumulative density function (CDF) of the PLT parameter for all
100 websites. The figure clearly shows the advantage of the flow-based load balanc-
ing method. For example, in the single interface case, 50% of all page downloads are
completed in under 12 seconds. In contrast, using both interfaces via flow-based load
balancing, 50% of all downloads are completed in under 7.5 seconds. Overall, using
both interfaces via flow-based load balancing achieves a reduction of the average page
load time by almost 37%. This is a respectable improvement, considering the theo-
retical maximum is a reduction of 50%, and that we are working with a very coarse
grained level of granularity, i.e. flows rather than packets.
We wanted to compare our flow-based load balancing approach with MPTCP, even
though this is a somewhat unfair comparison. We expect MPTCP to perform signifi-
cantly better, since it is able to perform load balancing on a packet-by-packet basis. On
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Figure 6.9: Mean PLT for Web Traffic over TCP
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the flip-side, it requires both ends of the communication path to be upgraded to sup-
port the mechanism. In contrast, our approach is a purely client-side approach, and
therefore easy to deploy.
Unfortunately, none of the Alexa Top 100 websites that we considered supported
MPTCP. The only website that we are able to find that supports MPTCP was, some-
what ironically, mptcp.org [58]. For this measurement, we used the Linux kernel im-
plementation of MPTCP (v.090), with the default parameter settings, as in [58].
Figure 6.9 shows the page load time of mptcp.org, for three different cases: single-
interface, MPTCP and flow-based weighted round robin load balancing (WRR). Com-
pared with the single-Interface case, MPTCP reduces the page load time by 37%. Sur-
prisingly, flow-based load balancing (WRR) clearly outperforms MPTCP and achieves
a PLT reduction of 51%. Our investigations showed that MPTCP achieves a very un-
even allocation of traffic across the two equal-capacity paths, with 1.3MB of traffic sent
across eth0 and only 130KB sent across eth1. Another potential reason for MTPCP’s
relatively poor performance is its limitations in dealing with small flows, as reported
in [95].
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6.5.2 Web Traffic over QUIC/UDP
As previously mentioned, QUIC is a protocol developed by Google, and is hence sup-
ported mostly by Google products (e.g. Chrome and Chromium browsers), as well as
Google services (Google search engine and YouTube servers). In order to run QUIC,
both communication end-points, i.e. the client and the server need to support the pro-
tocol. In our experiments, we activated QUIC by enabling the "–enable-quic" option
on the Chromium browser, using the Selenium API. The evaluation is done via two
scenarios, with only web (HTTP) traffic, and another one with simultaneous web and
video traffic.
Web Traffic Only
This scenario is about evaluating the control and load balancing of web traffic over
the QUIC protocol. Given the limited support of QUIC on web servers, we used the
YouTube main page. We loaded the page 10 times, and recorded the average page load
time (PLT). We compared the results of our weighted round robin (WRR) based load
balancing approach, with the scenario with a single interface only.
Figure 6.10 shows the results. We can see that our WRR-based algorithm decreases the
average page load time by around around 30% compared to the benchmark scenario
with a single interface only. While the benefits of our SDN-based load balancing ap-
proach are not quite as big as in the case of TCP, this experiment shows that it can still
achieve a significant improvement when using the QUIC/UDP protocol.
Simultaneous Web and Video Traffic
Recently, multi-homed devices have allowed users to utilise multiple applications si-
multaneously. For instance, gadgets with decent operating systems, such as Android,
offer a feature of having multi-window usage to their users. It is common to surf a web-
site via a window while streaming a video through another window. Therefore, we
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Figure 6.10: Mean PLT for Web Traffic over QUIC/UDP
(Static Link Capacity Scenario)
adopt that scenario to evaluate different application traffic types using our proposed
system. The traffic going to be evaluated is not only short-lived flows (such as webpage
traffic), but also long-lived flows (e.g. DASH video traffic).
In this scenario, we consider the simultaneous flow of web and video traffic. This is an
increasingly realistic and common scenario, with recent version of Android supporting
a multi-window feature, which allows users to watch a video in one browser window,
while browsing a range of web pages in another window. To consider this scenario
in our experiments, we used two Chromium browser windows. In the first one, we
loaded the landing pages of the Alexa Top 100 web sites, and measured the page load
time (PLT). In the other browser window, we continuously stream a short video loaded
from YouTube using the DASH (Dynamic Adaptive Streaming over HTTP) protocol,
running over QUIC. The Big Buck Bunny video used in the experiment is 3 minutes
long and encoded at a rate of 1 Mbps8.
Our analysis using Wireshark showed the video traffic is transmitted as a single
QUIC/UDP flow, as expected. This does not allow any load balancing of the video
traffic across multiple interfaces. Instead, we can consider the video stream as back-
ground traffic for the simultaneously occurring web flows. Our experiments aimed to
investigate the interaction between the two types of flows, and the overall performance
of our flow-based traffic control and load balancing approach. Since DASH uses adap-
8https://www.youtube.com/watch?v=o3-17GUAfNU
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(Static Link Capacity Scenario)
tive video encoding depending on the available bandwidth [96][97], we also monitor
the transmission rate of the video streams, by regularly polling the SDN switch via
OpenFlow Flow Stats messages. The measured video transmission rate, or through-
put, can be used as an indicator of the quality of the video, as viewed by the user.
Figure 6.11 shows the average page load time (PLT) for the Top 100 Alexa webpages
for our weighted round robin (WRR) based load balancing approach, as well as the
single interface scenario as a reference. We can see that even with the video traffic in
the background competing with the web traffic, our load balancing approach achieves
a reduction in PLT of around 22% compared to the case where we only use a single
interface.
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We also considered the throughput of video traffic streamed concurrently with load-
ing the webpages. Figure 6.12 shows the achieved throughput of video traffic, which
is an indicator of the video QoS experienced by the end user. The figure shows three
results, the video throughput achieved if we only use a single interface, the through-
put achieved when using our WRR based load balancing approach, and finally, the
Reference case where there is no web traffic, and video traffic has exclusive access to the
available link capacity.
As we can see in the figure, our load balancing approach also increases the bandwidth
available to the video from 0.45Mbps of the single interface case, to 0.65Mbps, result-
ing in a significantly improved video quality. As expected, it is less than 0.85 Mbps
achieved when the video flow has exclusive access to the link capacity.
In summary, we can see that our load balancing mechanism strikes a good balance
of handling competing web and video flows, and can achieve a significant reduction
in page load time for web traffic, while increasing the video quality, compared to the
single interface case.
6.6 Load Balancing Experiment - Dynamic Link Capacity
In the previous section, we evaluated the concept of flow-based load balancing using
a realistic traffic scenario of web-browsing. However, we considered the somewhat
unrealistic scenario of static link capacities, which we used as a baseline case. In this
experiment, we will consider a more realistic link bandwidth scenario. For this, we
aim to use traffic traces from real wireless networks (WiFi and 4G), and then use these
to emulate these realistic links in our experiment.
While we were able to find a number of published papers and corresponding traffic
traces for either WiFi or 3G/4G networks, such as in [98], we were not able to find any
data set which provides link bandwidth measurements for both WiFi and 3G/4G at the
same time and location. However, this is exactly what we need, if we want to evaluate
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the potential of load balancing traffic across these types of networks.
To address this gap, we performed our own measurements, and our approach and the
gathered data are discussed in the following section.
6.6.1 WiFi and 4G/LTE Bandwidth Measurement
We performed our bandwidth measurements on the St Lucia campus, of the Univer-
sity of Queensland (UQ). For this measurement, we walked across the campus, while
recording the link capacity of both the UQ WiFi network, as well as the Telstra 4G/LTE
network in 1 second intervals. The location of each measurement point was recorded
using GPS. Figure 6.13 shows the path that was taken for our measurement. The path
includes both indoor segments (starting inside building 78), as well as outdoor seg-
ments, giving a broad range of wireless link conditions. The duration of the measure-
ment experiment is 400 seconds.
The bandwidth measurements were performed using iperf (Iperf3 [31]), with an iperf
server running in our networking lab, located on campus. Given the high speed cam-
pus network, it is safe to assume that our bandwidth measurement corresponds to the
last-hop wireless link, since it is the path bottleneck.
For the experiment, we used two identical laptops (Dell Latitude E5470, Intel Core
i5-2.3GHz, 8GB RAM, Ubuntu Linux 14.04), carried by the experimenter in a back-
pack. One laptop was equipped with a USB-based 4G/LTE modem (MF823). For
the WiFi measurement, we used the laptop’s built-in WiFi interface (Intel AC8260,
802.11a/g/n/ac).
For the iperf server, we used a Dell PowerEdge R320, Intel Xeon 2.2GHz, 32GB RAM,
running the same version of Ubuntu Linux as on the laptops.
The measured bandwidth dataset is shown in Figure 6.14. We can see that for the first 2
minutes of the measurements, network throughput is highly dynamic, with WiFi hav-
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Figure 6.13: Bandwidth Measurement Path
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Figure 6.14: UQ-Measured BW
ing a higher capacity with up 160 Mbps, while LTE/4G has a capacity of well below
10 Mbps. This is as expected, since it corresponds to the indoor segment of the mea-
surement path. For the rest of the measurement, taken outdoors, we see that 4G/LTE
provides a relatively steady capacity of around 30 Mbps. In contrast, WiFi fluctuates
highly and with mostly a lower capacity, and with some sections that have no through-
put at all. We will use this data set for link emulation in our flow-based load balancing
experiments, discussed below.
6.6.2 Results
The testbed and scenario for this experiment is the same as discussed in Section 6.5 and
shown in Figure 6.7. The only difference is that, instead of using a static link capacity
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for the two links (eth0-GW0, eth1-GW1), we now emulate the dynamic capacities of
these links based on our measured data set (Figure 6.14). As before, we use the Linux
tc tool for link emulation. Every second, tc is called with the corresponding link em-
ulation parameter, i.e. bandwidth. In our scenario link eth0-GW0 corresponds to the
WiFi link, and link eth1-GW1 to the 4G/LTE link.
We again measure the page load time (PLT) for the Alexa top 100 websites.
In this experiment, we do this by continuously loading the same page for the entire
400s duration of the experiments, and we record the average PLT for the period.
We consider three scenarios, using WiFi only, using 4G/LTE only, and using flow-
based load balancing across both links. As in our initial experiment, we use a Weighted
Round Robin (WRR) approach to load balancing. The difference in the dynamic case
is that the weights are updated every second, based on the bandwidth data of the
different links.
Figure 6.15 shows the CDF graph of the average page load time across all the 100
websites. The figure shows the results for the load balancing case (WRR) as well as for
the two single-interface scenarios (LTE and WiFi). We can see that the load balancing
(WRR) approach provides a significant reduction in page load time compared to both
single interface cases. For WRR, 50% of downloads are completed in under 3.9s. The
corresponding numbers for WiFi and LTE are 6.3s and 4.8s respectively.
Figure 6.16 further shows the mean PLT values for the three cases. We see that for the
single-link case, LTE achieves an average of 6.7s, compared to 8.6s of WiFi. This is con-
sistent with Figure 6.14, which shows that LTE has a consistently high bandwidth most
of the time, compared to the more patchy performance of WiFi. Most importantly, we
see that flow-based load balancing using simple weighted round robin (WRR) achieves
a further reduction in PLT, with an average of 5.8s. This represents an almost 33% re-
duction compared to WiFi, and a more than 13% improvement over LTE.
In summary, we have demonstrated that flow-based load balancing using simple
weighted round robin has the potential to make efficient use of multiple network in-
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terfaces on end-hosts. Our experiments have shown this for the important use case of
web traffic.
6.7 Related Work
Probably the most well-known traditional approach to load balance traffic on multi-
home hosts is MPTCP [6]. The protocol distributes TCP traffic over multiple network
interfaces and end-to-end paths, and it can do this on a packet-by-packet basis. MPTCP
requires deployment at both the client and server end, since it is not compatible with
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legacy TCP. As a result, MPTCP has achieved only limited adoption and deployment
so far. Stream Control Transmission Protocol (SCTP) [7] is another transport layer pro-
tocol which supports multi-homing. Similar to MPTCP, SCTP requires support from
both the client server end, and hence has found only very limited use. The key bene-
fit of our flow-based load balancing approach is that it is a client-side only approach,
which can easily be deployed. As a trade off, the level of granularity is reduced (flow
vs. packet). Despite this, we demonstrated that our approach can outperform MPTCP
for the web traffic use case.
A number of researchers have proposed to use the SDN paradigm and OpenFlow load
balance network traffic. These works have mainly focused on load balancing in the
network infrastructure and the server side [70][69] which is in contrast to our approach.
The authors in [5] use OpenFlow to control the network traffic in multi-homed Android
hosts. The approach discusses different network functionalities, such as the network
hand-off, dynamic interface selection, and interface aggregation. However, the work
does not address the specific problem of load balancing. Another point of difference
is that the implementation of these functionalities requires support from both ends of
the network path.
Another technology that allows using multiple network interfaces on end-hosts is Ap-
ple’s Wi-Fi Assist [68], which switches to the cellular connection in case of a poor WiFi
connection. This approach essentially does a vertical hand-off between the two net-
works, and does not allow to dynamically load balance traffic and use both interfaces
simultaneously. This is in contrast to the approach discussed in this chapter.
6.8 Conclusions
In this chapter, we have explored the concept of flow-based load balancing of net-
work traffic across multiple interfaces on multi-homed hosts. The key benefit of this
approach, compared to alternative solutions such as MPTCP, is that it is a client-side-
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only solution. Our approach demonstrates the capability to efficiently control and load
balance HTTP flows over both TCP as well as QUIC/UDP. Our evaluation specifically
focuses on the important use cases of web traffic, as well as simultaneous web and
video traffic. Our analysis of the Alexa Top 100 websites in regards to their flow distri-
bution showed the potential for the concept of flow-based load balancing. We experi-
mentally evaluated the concept via our OpenFlow-based implementation, considering
static and realistic dynamic link capacity scenarios. Our results showed a significant
performance improvement in terms of reduction in page load time, as well as increased
throughput and quality of video traffic as well.
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7.1 Introduction
In Chapter 4, we have explored the concept of pushing SDN to the end-host, to allow
more fine-grained control over traffic flow on multi-homed devices, such as smart-
phones. We have explored this concept for the use case of web browsing in Chapter
6. We have demonstrated that the approach of SDN-based interface selection and load
balancing, is both viable and efficient, and can achieve significant performance bene-
fits, without the complexity and deployment problems of related approaches, such as
MPTCP.
In this chapter, we consider and explore our SDN-based end-host traffic control idea
for the specific use case of Voice over IP (VoIP). VoIP traffic can be divided into control
traffic, e.g. via the Session Initiation Protocol (SIP), and data traffic that is delivered via
RTP/UDP. Since our approach is a client-side-only solution, without the requirements
of a protocol change at the server, such as MPTCP, the level of granularity of controlling
network traffic is at the level of flows. In the context of the web browsing scenario
in Chapter 6, this meant that we were able to distributed traffic across interfaces in
’chuncks’ of TCP connections. Since the download of most web pages results in the
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establishment of a relatively large number of separate TCP connections, this allowed
us to achieve good degree of load balancing.
In the context of VoIP, we typically only deal with a single data flow per VoIP call,
and hence cannot make use of the load balancing and dynamic interface switching
capabilities of our SDN-based traffic control method, without having to re-establish
the call. However, what we can do instead, is to automatically choose the optimal
interface at call setup time, with the aim to maximise the Quality of Experience (QoE)
of the call for the user.
A considerable number of works have been conducted to enhance VoIP QoE, but none
of them considered optimal interface selection at the end-host using SDN, as is pro-
posed in this chapter. For our evaluation, we required a data set that provides key
parameters (delay and packet loss) for multiple interfaces at the same location and
time. Since no such data set is publicly available, to the best of our knowledge, we per-
formed extensive measurements on our university campus, to gather this data. This
represents another contribution of our chapter.
The rest of the chapter is organised as follows. Section 7.2 provides the background
on our SDN-based approach to control traffic on end-hosts. It further provides the
necessary details on VoIP QoS metrics which we rely upon later. Section 7.3 discusses
our proposed approach of controlling VoIP traffic in SDN-based end-hosts. Section
7.4 explains the evaluation methodology and how we collected the dataset for our
evaluation. Section 7.5 presents our evaluation results. Finally, section 7.6 gives an
overview of key related works, and section 7.7 concludes the chapter.
91
CHAPTER 7: ENHANCING QUALITY OF EXPERIENCE OF VOIP TRAFFIC (USE CASE)
7.2 Background
7.2.1 SDN-based Traffic Control Architecture
Our architecture used for controlling SDN-based traffic in end-hosts was presented in
Chapter 4. The proposed system was leveraged for controlling Web traffic as a use case
as demonstrated in Chapter 6. This chapter will use this architecture and approach for
controlling VoIP on end-hosts, for the purpose of optimising QoE.
Figure 7.1 shows the SDN-based end-host architecture. The SDN components, repre-
sented by a controller and an OpenFlow switch, are located inside the end-host. The
OpenFlow switch, OpenVSwitch (OVS) in our case, is bound to external network inter-
faces, eth0 and eth1. In order to transparently allocate application traffic to an external
interface, we had to add a layer of indirection. This is accomplished via adding a vir-
tual Ethernet interface pair, Veth0 and Veth1, to transfer the application traffic to the
OVS. In fact, Veth1 is bound to OVS, while Veth0 is the default gateway interface, to
which all traffic is forwarded to. This also requires a small change to the hosts routing
table. This allows us to place the SDN switch in the path of all network traffic, and
gives us the the ability to steer traffic via the available external interfaces, controlled
by the application program running on the SDN controller. For this to work, we also
need to handle ARP and NAT at the switch, as is discussed in Chapter 4.
What can also be achieved in the controller is gathering network statistics for the avail-
able last hop links.1 The link monitoring module in the controller gathers this infor-
mation via regular active probing, via sending ICMP Echo Request packets to the gate-
way, and we use Variable Size Packet probing (VPS) to estimate the link capacity. The
method which we use to estimate the link capacity in SDN has been presented in Chap-
ter 5.
1We assume that impairments of the VoIP quality is largely due to limitations of the last hop wireless
link on the client side.
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Figure 7.1: System Architecture
7.2.2 QoE Metrics for VoIP
Our overall goal is to select the optimal network interface via which new VoIP calls are
to be established, so that the user’s Quality of Experience (QoE) is maximised. For this,
we briefly discuss the relevant VoIP QoE metrics that we have used in this context.
A common method to evaluate the quality of experience of VoIP calls is via a subjec-
tive metric called Mean Opinion Score (MOS) [99]. This score is determined and rated
by listeners based on the perceived quality of a VoIP communication, after the call.
Table 7.1 indicates how the MOS scores relate to a specific perceived quality of speech.
The MOS score gives an indication of the degradation level in the received signal. As
shown in the table, the score ranges between 1, where the the speech quality is bad with
a very annoying level of degradation, to 5, with excellent speech quality, and with no
degradation in the received signal.
However, establishing subjective metrics such as MOS, requires an active involvement
of humans via a rating process which is time consuming, expensive, and often not
practical [100][101]. Another approach is to evaluate QoE using objective metrics, via
measured network QoS parameters, such as delay, packet loss, etc.
The E-model is a well-known example of such an objective metric, and has been devel-
oped by the International Telecommunication Union (ITU) [102]. This model is com-
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Table 7.1: MOS Score
Score Quality of the Speech Degradation Level
5 Excellent Audible
4 Good Audible but not annoying
3 Fair Slightly annoying
2 Poor Annoying
1 Bad Very annoying
monly used by the network service planners to make sure that end-users are satisfied
with the end-to-end transmission service. In our evaluation, we will use this model to
compute QoE metrics of VoIP traffic, based on measured network and link parameters.
For different source/destination, codec, and transmission impairment factors, the E-
model allows us to calculate the transmission rating factor (R), as stated below [102]
R = R0 − Is − Id − Ie + A (7.2.1)
In which, R0, denotes the Signal-to-Noise Ratio (SNR), Is is the simultaneous impair-
ment factor, Id is the delay impairment factor, Ie represents the equipment impairment
factor and A is the advantage factor.
Note that SNR includes a variety of noise sources at both the sender and receiver sides.
The simultaneous impairment factor includes all the impairments that occur simul-
taneously when the voice signal is being transmitted, such as overall loudness rate,
non-optimum sidetone, and quantising distortion factors.
The delay and equipment impairment factors are the most important parameters in
terms of affecting VoIP quality. Example delay impairments in this equation can be
talker and listener echoes, and one-trip delays. Instances of equipment impairment
include the selected audio codec, and the effect of the packet loss. Note that the VoIP
codecs are either standard (defined by the ITU) or non-standard. The standard codecs
can be further classified into narrow-band and wide-band.
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The advantage factor is a provisional value determined by transmission planners.
While it does not take the transmission impairments into account, it adjusts the rating
factor, R, based on the communication system used for transmission. The advantage
factor can range from zero, when a wirebound connection is used, to the maximum
value of 20, when the connection is via multi-hop satellite.
By applying the default values for R0, Is, and A factors, the Rating factor can be ex-
pressed as [103]
R = 94.2− Id − Ie (7.2.2)
where the delay impairment can be derived via [103]
Id = 0.024d + 0.11(d− 177.3)H(d− 177.3) (7.2.3)
in which:
d is the average one trip time delay.
H(x) is a step function with a conditional value
H(x) =

0, if x < 0
otherwise
1
The equipment impairment factor, Ie, is computed based on several codec specific pa-
rameters (rate, burstiness, packet size), as well as packet loss, as shown in below Equa-
tion [103]
Ie = γ1+ γ2 ln(1+ γ3pl) (7.2.4)
Where:
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γ1,γ2,γ3 are the fitting parameters for a specific audio codec,
pl is the packet loss ratio.
For our evaluation, we use the G.711 narrow-band codec. For this codec, the values for
γ1,γ2,γ3 parameters are 0, 30, and 15 respectively.
Once the R factor is computed, it is possible to map it to the corresponding MOS value
as [104]
MOS =

1, IF R < 0
1+ 0.035R + R(R− 60)(100− R)7.10−6,
IF 0 < R < 100
4.5, IF R > 100
(7.2.5)
We will use the MOS metric, or an adaptation of it more specifically, for the optimal
interface selection for VoIP calls, as explained in the following section.
7.3 SDN-based Interface Selection for VoIP
The key idea of this work is to enhance QoE of VoIP traffic in SDN-based end-hosts. In
Chapter 4 and Chapter 6, the available network interfaces, as shown in Figure 7.1, can
be simultaneously utilised for transmitting network traffic. In the case of web traffic,
that can be achieved by allocating different TCP connections (and HTTP sessions) to
different interfaces, thereby significantly reducing the load time of typical web sites.
This type of load balancing is not possible for a single VoIP call. Since we are only
controlling one end of the communication, i.e. the client side, we cannot send traffic
across multiple paths, as it is possible with multi-path protocols such as MPTCP.
What we do instead, is to select the best network interface at the time of call establish-
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ment, which is likely to result in the best overall QoE for the call. This is currently not
done, since on a device such as a smartphone, typically the WiFi or 4G/LTE device
is enabled for all traffic. Our approach allows a dynamic, per VoIP call selection of
network interfaces.
To form the basis of our interface selection decision, we adapt the MOS QoE metric
(shown in Equation 7.2.5), as discussed below.
7.3.1 Instantaneous Mean Opinion Score (InstMOS)
The MOS quality metric is used to measure the level of a user’s satisfaction with the
quality of a call, and it is established after the call has been terminated. Thus, we
cannot rely on this metric for making instantaneous or predictive decisions regarding
call quality.
We therefore define a new parameter called Instantaneous MOS or (InstMOS), which we
can compute at every point in time, for each network interface (or associated link) on
the end host. The InstMOS metric is then used to make the interface selection decision
for VoIP calls.
The InstMOS metric is computed over a time window of size ws seconds. A sliding
window approach is used for calculating successive InstMOS values (moving average).
In other words, instead of having a single MOS value, for the entire duration of a call,
we continuously compute the instantaneous MOS values, based on the current and
past link parameter values, as a basic predictor of VoIP call quality.
Before explaining how InstMOS is calculated, we first explain how the network pa-
rameters, e.g. delay and packet loss, that are used to compute InstMOS, are collected.
We use the link probing-based approach presented in Chapter 5 in order to estab-
lish link parameters such as bandwidth, delay and packet loss. In this SDN-based
approach, the controller crafts the required ICMP probing packets, and instructs the
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switch to send them out via the relevant interfaces. Based on the received ICMP reply
packets, the controller can then calculate the relevant link parameters. In our imple-
mentation, probing packets are sent out in 1 second intervals on each interface.
At each time i, the InstMOS value is calculated based on the value of the average one
way link delay di and the packet loss ratio pli; both calculated over a window of ws
past values. The average one-way delay to the next hop gateway at time i is calculated
as
di =
1
ws
i
∑
k=i−ws
RTTi
2
(7.3.1)
Where:
RTT indicates the round trip link delay to the gateway, established via ICMP probing.
Similarly, the packet loss ratio pli at time i, calculated as a moving average over a
windows ws, is calculated via:
pli =
|Li| ∗ 100
ws
(7.3.2)
Where:
Li is a counter of lost packets in a time window of ws leading to i, ie. [i− ws..i].
The lost packets are identified by the sequence identifier header field of ICMP packets.
If there is a gap in the sequence identifier of consecutively received packets, it is an
indication of a lost packet.
After calculating the instantaneous estimates for d and pl, the Instantaneous rating factor
(InstR) is computed based on adapting Equation 7.2.2 as follows:
InstRi = 94.2− Idi − Iei (7.3.3)
Finally, InstMOS is calculated via adapting Equation 7.2.5, resulting in the following:
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InstMOSi =
1, IF InstRi < 0
1+ 0.035InstRi + InstRi(InstRi − 60)
(100− InstRi)7.10−6, IF 0 < InstRi < 100
4.5, IF InstRi > 100
(7.3.4)
7.3.2 History aware Interface Selection Algorithm
While choosing the network interface for the VoIP data flows based on higher InstMOS
seems to enhance the quality of VoIP communication, compared to single interface
utilisation, it only takes into account the quality of link for a short period of time.
Nonetheless, the information relating to the previous InstMOS values which reflect
the history of link quality, can be stored in the device and used for a more informed
decision.
One such methodology is to use the average of the last N InstMOS values at each de-
cision time i to choose the interface. In this case, the interface with the highest average
of the last N InstMOS values will be selected, rather than the interface with the highest
current InstMOS value. This is stated as follows:
Mi =
1
wc
i
∑
k=i−wc
InstMOSk (7.3.5)
The InstMOSk is calculated via Equation 7.3.4 for the pre-defined window ws.
In addition, we also want to consider the variability of the link quality in our link selec-
tion process. Assuming two links with a similar average InstMOS value, we assume
that the link with a more stable InstMOS value, i.e. with less fluctuation, would re-
sult in a better overall call quality. For this, we define the standard deviation of the
InstMOS value at time i, over a window of wc seconds, as defined below:
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Si =
√√√√ 1
wc
i
∑
k=i−wc
(InstMOSk −Mi)2 (7.3.6)
Hence, we can define a new metric which combines the average link quality, expressed
via the mean of InstMOS values, with the degree of fluctuation of link quality, ex-
pressed via the standard deviation. To combine these two factors, we use a weighting
factor β, that can vary between 0 and 1. The β determines the relative emphasis of the
two factors in the link selection.
Our decision metric for selecting the best link for establishing a new VoIP call at time i
can be stated as follows:
Di = β× InstMOSi + (1− β)× 1Si (7.3.7)
In our proposed method, the link with the highest Di value will be selected for estab-
lishing the VoIP call. Since different values of β can result in different values of the
decision metric Di, finding the optimal value of β needs more investigation. For exam-
ple, choosing the link with β = 1 is equivalent to selecting the link solely based on the
maximum InstMOS (MAX_MOS) of the available links. The results of our analysis on
the effect of the choice of β are presented in Section 7.5.
Note that we have two time windows applied in the quality computation, ws and wc.
While the first window represents a period of time to gather network parameters (e.g.
delay and packet loss) required in calculating InstR and InstMOS, the latter, larger
window, is used to consider the variability of link quality in the link selection process.
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7.4 Experiments and Evaluation
In this section we describe how we evaluated the proposed interface selection algo-
rithms for VoIP traffic. Ideally, this could be done via a real test-bed, with a device that
has both a 4G and WiFi interface. The problem with this approach is lack of repeata-
bility of the experiments. If we want to fairly compare different interface selection al-
gorithms, we need to make sure that we have identical conditions in each experiment,
i.e. for each selection algorithm. Unfortunately, this is not the case in any realistic WiFi
and 4G networks, due to fluctuations in interference, available bandwidth etc. While
repeatability and full control over the network environment is provided in simulation,
it does not allow us to run real code for the SDN switch, controller, etc., thereby poten-
tially limiting the accuracy of the results.
As an alternative, we opted for a model-based evaluation, where we compute the qual-
ity of VoIP calls based on network and link parameters, via the models discussed ear-
lier in this chapter. For our evaluations, we assume the G.711 codec.
This allows us to fairly compare different interface selection algorithms, under iden-
tical network conditions. For this, we require a data set that contains link parameters
(packet loss, delay, bandwidth) for both WiFi and 4G, collected at the same time and
locations.
Since we were not able to find such a data set, we used a data set that we collected
ourselves, as discussed in the next section.
7.4.1 Measurement of Network Parameters
As mentioned, for the purpose of our evaluations, we needed a data set that includes
measured parameters of two different links of a single device collected simultaneously
and at the same time. However, we were not able to find such data set and decided to
create it via measurements performed on the campus of the University of Queensland,
as also partially explained in Chapter 6.
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Figure 7.2: Bandwidth Measurement Path at UQ
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Figure 7.3: UQ-Measured RTT
The experiment was carried out by the experimenter following a predetermined path
on foot across the university campus, as shown in Figure 7.2. The measurements
started indoors in building 78 for a period of time, then the experimenter moved out-
doors towards the entrance of building 50.
In this experiment, two laptops were used for measuring the network parameters of
WiFi and LTE links separately. While the bandwidth parameter was measured via
using the iperf tool [31], the delay and packet loss parameters were measured via ping
[105].
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Figure 7.3 depicts the measured RTT of WiFi and LTE links over the experiment time
of 400 seconds. We can see that up to the 100th second, in particular when the mea-
surement was conducted indoors in building 78, the RTT of the LTE link is high or
very high. This is due to the low signal strength of the LTE signal in that particular
building. In contrast, WiFi shows better performance indoors with an average RTT of
around 10ms in the first quarter of the experiment. However, the situation changes
when the measurement moves to the outdoor area, roughly after 100 seconds. Now,
LTE has a relatively low RTT of around 30ms, whereas WiFi shows higher RTT values,
due to lower signal strength and bad outdoor coverage.
Further insights can be gained by comparing the RTT measurements of Figure 7.3, with
the available bandwidth (or maximum achievable throughput) measurements shown
in Figure 7.4. As one would expect, there is a strong negative correlation between the
RTT values and the available bandwidth on a link.
To use the above discussed data set for the evaluation of link selection algorithms, we
use the Adapted E-Model (Instantaneous R-Factor InstR), as explained in Equation
7.3.3. Based on the data set, we compute InstR parameter over a window of size ws=5,
for every second. Based on the InstR metric, we then compute InstMOS via Equation
7.3.4.
Figure 7.5 shows the computed InstMOS values of WiFi and LTE links, for the exper-
iment interval of 400 seconds. For the first 100 seconds, the InstMOS quality of LTE
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fluctuated significantly and even experienced a considerable drop to reach the low-
est quality ( score of 1), when the network measurements were conducted indoors in
building 78. In contrast, the InstMOS values of the WiFi link was significantly better
during that period of time, with the exception of a short drop in quality at around
the 10 seconds. After the 100th second, this trend changed, when the measurements
were being conducted outdoors. Here, the LTE link quality level increased to about
4.5, while the WiFi call quality fluctuated between 1 to 4.5.
7.4.2 Quality of Decision (QoD)
In order to validate our contribution, we need to investigate how the interface selection
decisions impact on the quality of the VoIP calls. In other words, after calculating
the decision metric for each link, based on Equation 7.3.7, and selecting the link with
highest D value at time i, we compute the quality of the call over the selected link. We
use the term Quality of Decision (QoD) to express the resulting call quality, based on a
particular interface selection decision.
In order to quantify values of QoD achieved by the different interface selection algo-
rithms, we need to make a few assumptions about the calls. For our evaluations, we
assume the G.711 codec, as state earlier. We also assume a call duration of time length
tl = 60sec.
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We now can compute the call quality of the entire call, based on MOS (Equation 7.2.5),
computed at the end of the call.
We compute the MOS values for a static link selection of LTE-only as well as WiFi-
only, as a base line. We then also compute the corresponding MOS values achieved
if the links are chosen dynamically at call establishment time by our link selection
algorithms. The results are shown and discussed in the following section.
7.5 Results
In this section, we present the results of our QoD evaluation for various link selec-
tion algorithms. As mentioned in Section 7.3.2, the final decision metric includes the
parameter β, which determines the relative weights of the average InstMOS value ver-
sus its variation, i.e. standard deviation. We considered the following values of β, i.e.
β = 0.5, β = 0.7, and β = 1.
We used the data set explained in 7.4.1. As mentioned, we assume a call duration of
(tl = 60sec), and the window size ws (to compute InstMOS) and wc (to compute the
standard deviation) are both set to 5. The initial call start time is at 5 seconds.
Our dataset was divided into 6 periods, corresponding to 6 calls of 60 sec duration. At
the beginning of each call, the MAX_MOS based link selection algorithm was executed
to choose the best link for the call. As a comparison, we also consider the static options
of always using the LTE link, and always using the WiFi link.
Figure 7.6 shows the QoD values (calculated as the average InstMOS), for the 6 estab-
lished calls during the experiment. As we can see, the LTE Only choice results in a bad
call quality for the first 2 calls, which corresponds to the high RTT and low throughput
of LTE during that time. However, for the subsequent calls, the call quality for LTE
improves to a value close to 4.5, corresponding to the better link quality of LTE in the
outdoor section of the experiment. In contrast, the WiFi Only option performs well
for the first two calls, but performs quite poorly in the later calls, due to poor outdoor
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coverage and link quality.
Now let’s consider our dynamic link selection algorithms, for the 3 different value of
β, β = 0.5, β = 0.7, and β = 1. For β = 1, where only the InstMOS value is considered,
but not the variability of the link quality, the algorithm always picks the best interface,
except for the 3rd call, where it picks WiFi instead of LTE. This mistake is avoided by
the other two versions of the algorithms, with β = 0.5, β = 0.7, where some weight is
also put on the variability of the link quality, i.e. the standard deviation of InstMOS.
Both of the corresponding algorithms pick the optimal interface for all the calls in our
experiment, resulting in a MOS value that is consistently above 4. This shows the
benefit of not just considering the average InstMOS value, but to also consider the
variation in link quality in the link selection decision.
More generally, these results demonstrate the potential of our proposed approach of
dynamically choosing the optimal link/interface for the establishment of VoIP calls,
using our approach.
The quantitative benefits of this approach are summarised in Figure 7.7, which shows
the average QoD values, averaged over all the calls in our experiment. Statically choos-
ing WiFi results in an average QoD, or average of average InstMOS, of around 3 only,
while the LTE-only approach achieves a value of around 3.6.
In contrast, our dynamic link selection algorithm achieves 4, and 4.35, for β = 1, and
β = 0.7, β = 0.5 respectively. In summary, the dynamic link selection method achieves
a VoIP call quality that is 40% higher than WiFi-only, and 14% higher compared to an
LTE-only scenario.
7.6 Related Work
There are very few studies regarding controlling VoIP traffic using an SDN-based
methodology, such as proposed in this chapter.
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Authors in [106] propose an adaptive Mobile VoIP (mVoIP) service architecture that
is implemented using SDN. The architecture collects the QoE of the network paths,
employs adaptive VoIP codec selection based on the collected QoE and the QoS of
different VoIP codecs, and the optimal path for the suitable VoIP codec is then selected.
However, no conclusive evaluation results are presented. Also, compared to our work,
this proposal does not consider the case of multi-homed devices, which is a key focus
of our proposal.
Another contribution addressing VoIP traffic control using SDN is presented in [107].
The authors suggested to prioritise VoIP traffic with the highest delay when being
forwarded in SDN switches in the network backbone. To achieve this, five different
priority VoIP queues were created via utilising the QoS queue support in the OpenFlow
1.3 protocol. This work is focused on a network-based solution, which is in contrast to
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our proposal, which can be deployed on the end-host.
Controlling QoE can also be done in SDN-based home networks, as discussed in [108].
Network resources are sliced among the available devices or applications per device,
and some traffic can be prioritised over others. However, this work does not consider
the case of multi-homed end-devices, and the problem of optimally selecting interfaces
for network traffic.
None of these works consider an SDN-based approach to control the traffic on multi-
homed end-hosts, with the aim to achieve an improved Quality of Experience for end
users generally, and VoIP specifically.
7.7 Conclusions
In this chapter, we proposed a new, SDN-based approach to control the flow of net-
work traffic on multi-homed end-hosts, such as mobile devices with both WiFi and
LTE interfaces. In particular, we considered the use case of selecting the best inter-
face, in terms of QoE, for VoIP calls. In the realistic scenario that we considered, our
approach can achieve an improvement of QoE, in terms of MOS, of up to 40%, com-
pared to a static link selection, which is currently the state-of-the-art in most mobile
end-devices.
Our approach is very practical, and can easily be deployed, since it is a client-side-only
solution. This is in contrast to solutions such as MPTCP, which require upgrades to
both end-hosts in order to work, and hence have achieved limited deployment.
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Conclusion
This thesis explored the potential of applying the SDN paradigm for controlling net-
work traffic on multi-homed end-hosts. In particular, an architecture and approach
for flow-based load balancing traffic across multiple interfaces was presented. In con-
trast to related approaches, the method proposed in this thesis has the key benefit of
being highly practical and easily deployable, because it is transparent to applications,
the network infrastructure, and other end-hosts. It can be deployed simply as a soft-
ware upgrade on the client. Using standard SDN technology and interfaces such as
OpenFlow make the architecture agnostic to the operating system, and further facili-
tate deployment.
As a first and main contribution, the thesis presents the SDN-based architecture on
end hosts in order to allow transparent network traffic control, i.e. without requiring
changes in the network infrastructure or the server side. We embedded the SDN com-
ponents inside the multi-homed device and modified its network stack to control the
traffic in a transparent way to the applications. The system is able to control the appli-
cation traffic at the level of granularity of flows, which avoids the problem of packet
re-ordering. We evaluated this architecture via the network load balancing as a use
case. Our findings indicated that the proposed architecture significantly improves the
network performance.
Figuring out the capacity of the available last hop links on end-hosts is essential for
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implementing an efficient load balancing mechanism. In order to utilise the full poten-
tial of the proposed architecture, we developed a new method for monitoring network
link parameters and measuring the link capacity. The proposed method adapted the
variable packet size probing technique to the SDN environment. Our results showed
the feasibility and good accuracy of this approach, for the estimation of both WiFi and
4G links.
The thesis provides a detailed analysis of the potential of flow-based load balancing
on end-hosts, for the use case of Web traffic. Using realistic link scenarios. The eval-
uation considered both the TCP and QUIC protocols, and showed promising results,
and event outperformed MPTCP is some cases. This is surprising, since MPTCP has
the benefit of controlling both ends of the communication, and should therefore be
expected to perform much better.
The thesis further considered the use case of optimally choosing a network interface
and link for the establishment of VoIP calls. For this, a model-based decision algo-
rithm was presented and evaluated. The presented experimental evaluation showed a
significant potential for improving the QoE of end users.
In summary, the thesis has demonstrated the feasibility of employing SDN to control
network traffic on multi-homed end devices. Based on the considered practical use
cases, the proposed architecture noticeably improves the network performance com-
pared to the existing approaches. This has opened up the door to the future inves-
tigation of using SDN in the end-hosts. Future work could consider using the pro-
posed architecture to implement other traffic control solutions, which can consider
other parameters and goals. For example, one could consider the problem of minimis-
ing power consumption or minimising costs, or other utility functions. More broadly,
the the generic, flexible and programmable nature of the proposed architecture makes
it a promising platform to further explore a wide range of context-aware traffic control
on multi-homed end-hosts.
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