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Résumé : Dans cette thèse, nous nous intéressons à la 
gestion des flux de marchandises en zone urbaine aussi 
appelée logistique du dernier kilomètre, et associée à divers 
enjeux d’actualité : économique, environnemental, et 
sociétal. Quatre principaux acteurs sont concernés par ces 
enjeux : chargeurs, clients, transporteurs et collectivités, 
ayant chacun des priorités différentes (amélioration de la 
qualité de service, minimisation de la distance parcourue, 
réduction des émissions de gaz à effet de serre, …). Face à 
ces défis dans la ville, un levier d’action possible consiste à 
optimiser les tournées effectuées pour la livraison et/ou la 
collecte des marchandises. Trois types de flux urbains sont 
considérés : en provenance ou à destination de la ville, et 
intra-urbains. Pour les flux sortants et entrants dans la ville, 
les marchandises sont d’abord regroupées dans un entrepôt 
situé en périphérie urbaine. S’il existe plusieurs entrepôts, 
le problème de planification associé est de type Location 
Routing Problem (LRP). Nous en étudions une de ses 
variantes appelée Capacitated Location Routing Problem 
(CLRP). Dans cette dernière, en respectant la contrainte de 
capacité imposée sur les véhicules et les dépôts, la 
localisation des dépôts et la planification des tournées sont 
considérées en même temps. L’objectif est de minimiser le 
coût total qui est constitué du coût d’ouverture des dépôts, 
du coût d’utilisation des véhicules, et du coût de la distance 
parcourue. Pour tous les flux, nous cherchons également à 
résoudre un problème de tournées de type Pickup and 
Delivery Problem (PDP), dans lequel une flotte de véhicules 
effectue simultanément des opérations de collecte et de 
livraison. Nous nous sommes focalisés sur deux de ses 
variantes : la variante sélective où toutes les demandes ne 
sont pas toujours satisfaites, dans un contexte de demandes 
appairées et de sites contraints par des horaires d’ouverture 
et fermeture (Selective Pickup and Delivery Problem with 
Time Windows and Paired Demands, ou SPDPTWPD). La 
seconde variante étudiée est l’extension de la première en 
ajoutant la possibilité d’effectuer les transports en plusieurs 
étapes par l’introduction d’opérations d’échanges des 
marchandises entre véhicules en des sites de transfert 
(Selective Pickup and Delivery with Transfers ou SPDPT). 
Les objectifs considérés pour ces deux variantes de PDP 
sont de maximiser le profit et de minimiser la distance. 
Chaque problème étudié fait l’objet d’une description 
formelle, d’une modélisation mathématique sous forme de 
programme linéaire, puis d’une résolution par des méthodes 
exactes, heuristiques et/ou métaheuristiques. En particulier 
nous avons développé des algorithmes basés sur une 
métaheuristique appelée Particle Swarm Optimization, que 
nous avons hybridée avec de la recherche locale. Les 
approches sont validées sur des instances de différentes 
tailles issues de la littérature et/ou que nous avons générées. 
Les résultats sont analysés de façon critique pour mettre en 
évidence les avantages et inconvénients de chaque méthode. 
Dans cette thèse, nous nous intéressons à la gestion des flux 
de marchandises en zone urbaine aussi appelée logistique 
du dernier kilomètre, et associée à divers enjeux d’actualité 
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Pour les flux sortants et entrants dans la ville, les 
marchandises sont d’abord regroupées dans un entrepôt 
situé en périphérie urbaine. S’il existe plusieurs entrepôts, 
le problème de planification associé est de type Location 
Routing Problem (LRP). Nous en étudions une de ses 
variantes appelée Capacitated Location Routing Problem 
(CLRP). Dans cette dernière, en respectant la contrainte de 
capacité imposée sur les véhicules et les dépôts, la 
localisation des dépôts et la planification des tournées sont 
considérées en même temps. L’objectif est de minimiser le 
coût total qui est constitué du coût d’ouverture des dépôts, 
du coût d’utilisation des véhicules, et du coût de la distance 
parcourue. Pour tous les flux, nous cherchons également à 
résoudre un problème de tournées de type Pickup and 
Delivery Problem (PDP), dans lequel une flotte de véhicules 
effectue simultanément des opérations de collecte et de 
livraison. Nous nous sommes focalisés sur deux de ses 
variantes : la variante sélective où toutes les demandes ne 
sont pas toujours satisfaites, dans un contexte de demandes 
appairées et de sites contraints par des horaires d’ouverture 
et fermeture (Selective Pickup and Delivery Problem with 
Time Windows and Paired Demands, ou SPDPTWPD). La 
seconde variante étudiée est l’extension de la première en 
ajoutant la possibilité d’effectuer les transports en plusieurs 
étapes par l’introduction d’opérations d’échanges des 
marchandises entre véhicules en des sites de transfert 
(Selective Pickup and Delivery with Transfers ou SPDPT). 
Les objectifs considérés pour ces deux variantes de PDP 
sont de maximiser le profit et de minimiser la distance. 
Chaque problème étudié fait l’objet d’une description 
formelle, d’une modélisation mathématique sous forme de 
programme linéaire, puis d’une résolution par des méthodes 
exactes, heuristiques et/ou métaheuristiques. En particulier 
nous avons développé des algorithmes basés sur une 
métaheuristique appelée Particle Swarm Optimization, que 
nous avons hybridée avec de la recherche locale. Les 
approches sont validées sur des instances de différentes 
tailles issues de la littérature et/ou que nous avons générées. 
Les résultats sont analysés de façon critique pour mettre en 
évidence les avantages et inconvénients de chaque méthode. 
 
 
 
 
 
Title : Particle Swarm Optimization for urban logistics 
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Abstract: In this thesis, we are interested in the 
management of goods flows in urban areas, also called last 
mile logistics, and associated with various current issues: 
economic, environmental, and societal. Four main 
stakeholders are involved by these challenges: shippers, 
customers, carriers and local authorities, each with 
different priorities (improving service quality, minimizing 
the travelling distance, reducing greenhouse gas emissions, 
etc.). Faced with these challenges in the city, one possible 
action lever is to optimize the routes for the pickup and/or 
delivery of goods. Three types of urban flows are 
considered: from or to the city, and intra-urban. For 
outgoing and incoming flows into the city, the goods are 
first grouped in a warehouse located on the suburban area 
of the city. If there are several warehouses, the associated 
planning problem is the Location Routing Problem (LRP). 
We are studying one of its variants called the Capacitated 
Location Routing Problem (CLRP). In this problem, by 
respecting the capacity constraint on vehicles and depots, 
the location of depots and route planning are considered at 
the same time. The objective is to minimize the total cost, 
which consists of the cost of opening depots, the cost of 
using vehicles, and the cost of the travelling distance. For 
all flows, we are also looking to solve a Pickup and 
Delivery Problem (PDP), in which a fleet of vehicles 
simultaneously carries out pickup and delivery operations. 
We focus on two of its variants: the selective variant where 
not all requests are satisfied, in a context of paired demands 
and time windows on sites (Selective Pickup and Delivery 
Problem with Time Windows and Paired Demands, or 
SPDPTWPD). The second studied variant is the extension 
of the first one by adding the possibility of carrying out 
transport in several stages by introducing operations for the 
exchange of goods between vehicles at transfer sites 
(Selective Pickup and Delivery with Transfers or SPDPT). 
The considered objectives for these two variants of PDP 
are to maximize profit and to minimize distance. Each 
studied problem is formally described, mathematically 
modelled as a linear program and then solved by exact, 
heuristic and/or metaheuristic methods. In particular, we 
have developed algorithms based on a metaheuristic called 
Particle Swarm Optimization, which we have hybridized 
with local search operators. The approaches are validated 
on instances of different sizes from the literature and/or on 
instances that we have generated. The results are critically 
analyzed to highlight the advantages and drawbacks of 
each method. 
In this thesis, we are interested in the management of goods 
flows in urban areas, also called last mile logistics, and 
associated with various current issues: economic, 
environmental, and societal. Four main stakeholders are 
involved by these challenges: shippers, customers, carriers 
and local authorities, each with different priorities 
(improving service quality, minimizing the travelling 
distance, reducing greenhouse gas emissions, etc.). Faced 
with these challenges in the city, one possible action lever 
is to optimize the routes for the pickup and/or delivery of 
goods. Three types of urban flows are considered: from or 
to the city, and intra-urban. For outgoing and incoming 
flows into the city, the goods are first grouped in a 
warehouse located on the suburban area of the city. If there 
are several warehouses, the associated planning problem is 
the Location Routing Problem (LRP). We are studying one 
of its variants called the Capacitated Location Routing 
Problem (CLRP). In this problem, by respecting the 
capacity constraint on vehicles and depots, the location of 
depots and route planning are considered at the same time. 
The objective is to minimize the total cost, which consists 
of the cost of opening depots, the cost of using vehicles, 
and the cost of the travelling distance. For all flows, we are 
also looking to solve a Pickup and Delivery Problem 
(PDP), in which a fleet of vehicles simultaneously carries 
out pickup and delivery operations. We focus on two of its 
variants: the selective variant where not all requests are 
satisfied, in a context of paired demands and time windows 
on sites (Selective Pickup and Delivery Problem with Time 
Windows and Paired Demands, or SPDPTWPD). The 
second studied variant is the extension of the first one by 
adding the possibility of carrying out transport in several 
stages by introducing operations for the exchange of goods 
between vehicles at transfer sites (Selective Pickup and 
Delivery with Transfers or SPDPT). The considered 
objectives for these two variants of PDP are to maximize 
profit and to minimize distance. Each studied problem is 
formally described, mathematically modelled as a linear 
program and then solved by exact, heuristic and/or 
metaheuristic methods. In particular, we have developed 
algorithms based on a metaheuristic called Particle Swarm 
Optimization, which we have hybridized with local search 
operators. The approaches are validated on instances of 
different sizes from the literature and/or on instances that 
we have generated. The results are critically analyzed to 
highlight the advantages and drawbacks of each method. 
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Introduction générale
Les activités économiques jouent un rôle indispensable pour le progrès de la
société humaine. Les caractéristiques de base de ces activités sont la fabrication et
la consommation de marchandises. Avec la mondialisation des échanges, l’origine et
la destination des marchandises peuvent être très éloignées géographiquement. Par
ailleurs, avec le développement du e-commerce, la livraison à domicile s’est beaucoup
développée ces dernières années, impliquant de nombreux flux de marchandises en
zones urbaines. Le choix d’un mode efficace pour transporter les marchandises de
l’origine à la destination est donc devenu un sujet très important. Dans ce contexte,
le transport en zone urbaine attire de plus en plus l’attention des chercheurs puisqu’il
génère de nombreux problèmes et nuisances qui peuvent impacter le quotidien de
chaque citoyen. Les enjeux qui en découlent sont par exemple réduire les coûts de
transport, les émissions de gaz à effet de serre, la pollution sonore, ou encore la
congestion.
Les travaux rapportés dans cette thèse étudient environ deux problématiques
de planification représentatives du transport en zone urbaine. Pour la première, il
s’agit de livrer divers clients à partir d’un ensemble fini de dépôts de marchandises.
Des applications correspondantes peuvent être la collecte du lait ou la livraison
des journaux. Dans la littérature, le problème scientifique associé est le Location
Routing Problem (LRP), dans lequel le choix du dépôt et la planification des tournées
sont déterminés pour satisfaire la demande des clients en respectant les contraintes
imposées. Nos travaux s’intéressent en particulier à une variante capacitaire du LRP.
Dans la seconde problématique, chaque demande de transport est caractérisée par
un couple origine-destination qui lui est propre. Une application associée peut être le
transport (collecte et livraison) du courrier dans une même ville. Dans la littérature,
le problème scientifique associé s’appelle le Pickup and Delivery Problem (PDP).
Dans cette thèse, une variante de PDP est étudiée en considérant l’aspect sélectif qui
consiste à ne pas visiter tous les clients, ainsi que l’aspect collaboratif qui autorise
que les véhicules transfèrent les marchandises au niveau d’un point de transfert.
Pour ces différents cas, divers objectifs peuvent être envisagés, tels que minimiser la
distance parcourue, ou minimiser le nombre de véhicules utilisés.
Ce travail a été financé par le CSC (China Scholarship Concil : bourse du
gouvernement chinois) et soutenu par l’ANR (Agence Nationale de la Recherche)
dans le cadre du projet TCDU (Transport Collaboratif dans la Distribution Urbaine).
Ce projet ANR-14-CE22-0017, labellisé par le Pôle Véhicule du Futur, a été effectué
conjointement par quatre partenaires, les trois universités françaises de technologie
(UTT, UTBM, UTC) et la société Share And Move Solutions. Le rôle des universités
était de proposer des modèles et méthodes efficaces pour la planification collaborative
du transport en zone urbaine. Les méthodes élaborées ont été intégrées dans un
prototype de plateforme développé par la société.
Ce mémoire est divisé en quatre chapitres. Il définit tout d’abord quelques notions
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principales sur la logistique urbaine. Un état de l’art sur les problèmes scientifiques
liés à la planification des tournées est ensuite présenté, de même qu’une brève synthèse
sur les méthodes classiquement utilisées pour résoudre ces problèmes d’optimisation
combinatoire. Deux classes de problèmes sont particulièrement étudiées dans cette
thèse pour lesquelles nous proposons des algorithmes de résolution efficaces.
Chapitre 1
État de l’art
Ce chapitre introduit tout d’abord les notions utilisées dans le domaine de la
logistique urbaine, ainsi que les enjeux associés. Un panorama des flux logistiques
en ville nous amènent à nous intéresser aux problèmes de planification associés, en
particulier les problèmes de tournées pour lesquels nous présentons un historique
synthétique, en commençant par le Travelling Salesman Problem (TSP), puis le
Vehicle Routing Problem (VRP). Plusieurs de ces variantes faisant l’objet de nos
travaux sont ensuite introduites, il s’agit du Location Routing Problem (LRP) et du
Pickup and Delivery Problem (PDP). Les méthodes de résolution les plus connues
sont présentées, et plus particulièrement celles développées pour ces deux catégories de
problèmes. Le chapitre se termine par le plan de nos contributions dans les chapitres
suivants.
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1.1 La logistique urbaine
La chaîne logistique se définit comme un réseau d’installations qui regroupent
les processus d’approvisionnement en composants, de fabrication, et de distribution
des produits. Dans ce cadre, la logistique urbaine, appelée aussi la logistique du
dernier kilomètre, s’occupe de livrer des produits aux clients finaux. Ce processus
est souvent le plus coûteux dans la chaîne logistique. En effet, la circulation des
marchandises est difficile et complexe dans l’espace urbain où une grande partie
de la consommation est rassemblée. Cela nécessite un acheminement efficace des
produits pour répondre à différents enjeux :
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— économique : il s’agit d’optimiser le remplissage des camions afin d’utiliser le
moins de véhicules possible ;
— environnemental : le but est de diminuer l’émission de gaz à effet serre (CO2)
en minimisant la distance parcourue ;
— sociétal : on souhaite notamment limiter la congestion en planifiant des
tournées pour éviter les heures de pointe ; en particulier, il faut tenir compte
des problèmes d’accessibilité, en considérant les zones à accès restreint telles
que les hyper centres, ainsi que les horaires de livraison (livraison des magasins
la nuit ou tôt le matin).
L'organisation de la 
logistique urbaine
Étude des impacts des zones logistiques urbaines –11/04/08 6/25
La notion d’ELU
déroule
Figure 1.1 – Les Espaces Logistiques Urbains ( [REFFET et al. 2007])
Pour faciliter les livraisons et collectes des marchandises, des Espaces Logistiques
Urbains (ELUs) ont été créés (figure 1.1). Ce sont des interfaces, fixes ou mobiles,
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qui permettent de gérer les flux entrants et sortants de l’espace urbain. Ces espaces
constituent des points de groupage et/ou d’éclatement des marchandises entre
transporteurs.
VRP
VRP
PDP
Espace urbain
CDU
CDU
CDU
Tournée de livraison
Tournée de collecte
Figure 1.2 – Flux en logistique urbaine
La figure 1.2 illustre les flux existants en logistique urbaine. Les Centres de
Distribution Urbains (CDUs), définis dans la figure 1.1, et qui se trouvent souvent en
périphérie d’une ville, peuvent être vus comme des portes d’accès au milieu urbain.
Si nous considérons les déplacements inter-urbains, les flux des marchandises entrent
et sortent par ces portes. Compte tenu des distances parcourues en inter-urbain,
les transporteurs cherchent à maximiser le taux de remplissage de leurs véhicules
en essayant de transporter si possible des charges complètes. Dans la littérature, le
problème scientifique associé à l’organisation des tournées de ces véhicules est de
type Vehicle Routing Problem (VRP). En ville et avec le développement notamment
du e-commerce, la planification des tournées doit tenir compte du fait que les charges
sont beaucoup plus faibles. On parle alors de messagerie. Cela implique de nombreux
arrêts où le véhicule peut soit collecter, soit livrer des marchandises, sur des distances
courtes. Dans ce cas, les problèmes scientifiques associés sont plutôt de type Pickup
and Delivery Problem (PDP). La figure 1.3 détaille les trois types de flux identifiés
dans un contexte de type PDP. Des véhicules initialement vides partent d’un dépôt
urbain (CDU) et collectent les marchandises à livrer à d’autres villes (flux sortants
indiqués en vert dans la figure). Inversement, des véhicules, initialement chargés à
un CDU avec des marchandises venant de l’extérieur, vont livrer des clients situés
en ville (flux entrants indiqués en rouge). Les véhicules peuvent aussi satisfaire des
demandes de type collecte et livraison limitées intégralement au périmètre de la ville
(flux intra-urbain indiqués en bleu).
Dans une grande agglomération, où plusieurs entrepôts (CDUs) existent en
périphérie, un problème supplémentaire se pose : celui du choix du CDU qui ap-
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Espace urbain
Dépôt de véhicules
Flux intra-urbain
Collecte et/ou livraison
Flux sortant
CDU
Figure 1.3 – Types de flux dans un contexte de type PDP
provisionnera un client donné et/ou qui recevra la marchandise d’un fournisseur
donné. Ce problème d’affectation des dépôts aux demandes à satisfaire, qui s’ajoute
au problème de planification des tournées, est connu sous le terme Location Routing
Problem (LRP).
Par ailleurs, pour optimiser les déplacements en ville, tout en tenant compte de
l’environnement urbain et de l’accessibilité des véhicules en fonction de leur taille, il
est parfois plus intéressant, voire obligatoire, d’effectuer certaines livraisons/collectes
en plusieurs étapes. Dans ce cas, le problème traité est qualifié de multi-échelons
ou encore avec transferts. Cependant, dans la littérature, les deux termes sont
utilisés pour désigner deux concepts sensiblement différents. Dans le cas multi-
échelons, les tournées de chaque échelon (à chaque étape) s’effectuent par une flotte
de véhicules dédiée. Les infrastructures intermédiaires, qui lient les échelons, sont
appelées satellites. Par exemple dans le cas à 2 échelons, la première étape consiste
à livrer uniquement des satellites à partir des CDUs, tandis que le deuxième échelon
est composé de tournées livrant les clients directement à partir des satellites. Le
schéma peut être inversé en cas de collecte. Les tournées avec transferts sont étudiées
plus fréquemment dans le contexte de PDP (voir la figure 1.4). Elles visitent des
sites qui peuvent être indépendamment soit des points de transfert (équivalents aux
satellites), soit des fournisseurs, soit des clients. Ces deux modes de fonctionnement
induisent des coordinations, voire des synchronisations des véhicules aux points de
transfert/satellites.
Dans la thèse, nous nous sommes intéressés à différents problèmes identifiés
ci-dessus, qui sont des variantes de LRP, et de PDP avec transferts. Dans la suite,
nous introduisons les notions et principaux résultats disponibles sur ces sujets.
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Espace urbain
Dépôt de véhicules
Point de Transfert
CDU
Figure 1.4 – Tournées avec transfert dans un contexte de PDP
1.2 Planification de tournées
1.2.1 Vehicule Routing Problem (VRP)
Le Vehicle Routing Problem est une généralisation du problème de base connu
sous le nom Travelling Salesman Problem (TSP). Le TSP est un problème d’optimi-
sation qui détermine le plus court chemin passant une et une seule fois par chaque
ville et revenant à la ville de départ. La figure 1.5 représente un exemple de TSP
dans lequel un chemin optimal doit être trouvé, commençant par la ville 1 et visitant
toutes les villes. La figure 1.5 (a) montre une solution candidate d’un problème à
1 2
3
4
5
6
15 KM
10 KM
8 KM
15 KM
9 KM
5 KM
Total = 62 KM
(a) Une solution
1 2
3
4
5
6
9 KM
5 KM
Total = 48 KM
10 KM
8 KM
8 KM
8 KM
(b) Solution optimale
Figure 1.5 – Un exemple de TSP
6 villes avec une distance de 62 Km. La solution optimale de distance minimale
48 Km est illustrée par la figure 1.5 (b). Pour un problème de n villes, le nombre
de chemins candidats est (n− 1)!. Dans le tableau 1.1, on peut remarquer que le
nombre de solutions candidates atteint 5989× 1099 pour 71 villes, ce qui est déjà
supérieur au nombre d’atomes dans l’univers connu. Le TSP est NP-difficile, ce qui
signifie que le temps nécessaire pour trouver une solution optimale augmente de
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façon exponentielle en fonction de sa taille. [Dantzig et al. 1954] ont été les premiers
à modéliser ce problème.
Table 1.1 – Nombre de circuits candidats en fonction du nombre de villes
Nombre de villes 3 4 5 6 7 8 9 10 71
Nombre de circuits candidats 1 3 12 60 360 2520 20160 181440 5989× 1099
Le Vehicle Routing Problem est un problème dans lequel plusieurs véhicules
peuvent être utilisés pour visiter tous les clients. Ce problème est une généralisation
du TSP par le fait qu’il peut être réduit au TSP quand le nombre de véhicules
utilisés est limité à 1. Ce problème a été initialement introduit pour étudier la
livraison de pétrole [Dantzig & Ramser 1959]. La figure 1.6 représente un exemple de
VRP. Dans cette figure, 4 véhicules de couleurs différentes partent du même dépôt et
visitent leurs clients respectifs. A la fin de leurs tournées respectives, ils reviennent
Dépôt de véhicules
Véhicule
Client
Figure 1.6 – Un exemple de Vehicle Routing Problem
au dépôt. Depuis qu’il a été formulé, le VRP a toujours été un sujet très étudié
car il correspond à de nombreuses applications pratiques, par exemple la collecte
des déchets ( [Kim et al. 2006], [Franca et al. 2019]), ou encore la distribution de
produits agro-alimentaires ( [Semet & Taillard 1993], [Song et al. 2019], [Karagul
et al. 2019]). Ce problème attire aussi l’attention des entreprises. Dans la zone
européenne, le secteur du transport représente 10% du PIB. Par conséquent, toute
économie créée grâce à la résolution optimisée d’un VRP, même inférieure à 5%,
peut être significative [Hasle et al. 2007].
Nous présentons ici un modèle mathématique du CVRP, sous forme d’un pro-
gramme linéaire proposé par [Fisher & Jaikumar 1981] :
Données :
— 0 : dépôt ;
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— n : nombre de clients ;
— m : nombre de véhicules ;
— Q : capacité du véhicule dans une flotte de m véhicules identiques ;
— qi : une demande de produit non négative pour chaque client i ;
— cij : coût de transport entre les sites i et j.
Variables :
— xkij : 1, si le véhicule k visite le site i puis j ; 0, sinon.
— yki : 1, si le client i est affecté au véhicule k ; 0, sinon.
Formulation mathématique :
Minimiser
n∑
i=0
n∑
j=0
m∑
k=1
xkijcij (1.1)
sous les contraintes :
m∑
k=1
yki = 1 i = 1...n (1.2)
m∑
k=1
yk0 ≤ m (1.3)
n∑
0
qiy
k
i ≤ Q k = 1...m (1.4)
n∑
j=0
xkij =
n∑
j=0
xkij = yki i = 0...n; k = 1...m (1.5)
∑
i∈S
∑
j∈S
xkij ≤ |S| − 1 k = 1...m;S ∈ {1, ..., n}; |S| ≥ 2; (1.6)
yki ∈ {0, 1} i = 1...n; k = 1...m (1.7)
xkij ∈ {0, 1} i = 1...n; j = 1...n; k = 1...m (1.8)
La fonction objectif (1.1) a pour but de minimiser le coût de transport total. La
contrainte (1.2) assure que chaque client est affecté à un seul véhicule. La contrainte
(1.3) fixe le nombre maximal de véhicules qui peuvent être utilisés. Le respect de
la capacité de chaque véhicule est illustré dans la contrainte (1.4). La contrainte
(1.5) assure la conservation des flux entrants et sortants de chaque site pour chaque
véhicule. Les sous-tours sont éliminés par la contrainte (1.6). Les deux variables de
décision sont booléennes (1.7) et (1.8).
De nombreuses variantes du CVRP sont étudiées dans la littérature, notamment
le VRP with time windows (VRPTW) dans lequel une fenêtre temporelle de visite
est associée à chaque client [Dror 1994] et [Ticha et al. 2017]. Un véhicule ne peut
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arriver après la date correspondant à la borne supérieure de cette fenêtre. S’il arrive
avant la borne inférieure, il devra attendre l’ouverture du site.
Une autre variante connue du VRP est le Vehicle Routing Problem with Back-
hauls (VRPB). Ce problème a été initialement introduit par [Deif & Bodin 1984].
L’ensemble des sites y est divisé en deux sous-ensembles, celui des clients pour
lesquels une certaine quantité de marchandises est à livrer, et celui des fournisseurs
pour lesquels une quantité donnée de marchandises est à collecter. Dans ce problème,
toutes les livraisons doivent être effectuées avant toute collecte. Plusieurs études et
synthèses ont été proposées sur ce type de variante (voir la synthèse récente de [Koç
& Laporte 2018] pour la plus récente). En particulier, [Parragh et al. 2007] ont
identifié 4 classes de problèmes, illustrés par la première branche de la figure 1.7 :
— Vehicle Routing Problem with Clustered Backhauls (VRPCB) [Bortfeldt
et al. 2015], [Belloso et al. 2015] : un site ne peut être à la fois client et
fournisseur. Par ailleurs, toutes les livraisons doivent être faites avant les
collectes ;
— Vehicle Routing Problem with Mixed linehauls and Backhauls (VRPMB)
[Belmecheri et al. 2009], [Pinto et al. 2015] : la différence avec la première
classe est que les opérations de livraison et de collecte peuvent être mixées ;
— Vehicle Routing Problem with Simultaneous Delivery and Pickup (VRPSDP)
[Dethloff 2002], [Chen & Wu 2006] : ici un site peut être à la fois client et
fournisseur, mais il ne peut être visité qu’une seule fois, ce qui implique que
la livraison et la collecte sur ce site doivent être faites en même temps ;
— et VRP with Divisible Delivery and Pickup (VRPDDP) [Salhi & Nagy 1999],
[Nagy et al. 2013], [Gribkovskaia et al. 2001] : on relaxe la contrainte de
passage unique aux sites présente dans la troisième classe de problèmes.
General Pickup and Delivery 
Problems (GPDP)
Transport entre les sites et le dépôt
VRPCB VRPMB VRPDDP VRPSDP PDPT
SPDPT
Transport direct entre les fournisseurs et les clients
Demande non appairée Demande appairée
PDVRP PDP DARP
SPDPTWPD
Transport indirect entre les fournisseurs et les clients
Figure 1.7 – Les variantes du PDP
Lorsque le dépôt n’est pas obligatoirement soit le client, soit le fournisseur de
toute demande, le VRP devient un Pickup and Delivery Problem.
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1.2.2 Pickup and Delivery Problem (PDP)
Dans un Pickup and Delivery Problem (PDP), les marchandises sont collectées
chez leurs fournisseurs, et sont livrées chez leur clients. Le rôle (fournisseur ou client)
peut être joué par n’importe quel site dans une tournée. Ce problème peut être vu
comme une généralisation du VRP dans lequel les dépôts sont les fournisseurs et
les sites sont leurs clients. La figure 1.8 illustre un exemple de PDP. Dans cette
figure, deux tournées sont faites par deux véhicules qui respectivement livrent
les marchandises de leurs fournisseurs à leurs clients. Comme le PDP est une
généralisation du VRP et ce dernier étant un problème NP-difficile, le PDP est donc
un problème complexe.
Dépôt
Fournisseur
Client
Véhicule
Figure 1.8 – Un exemple du PDP
Le PDP a été initialement introduit sous le nom de GPDP (General Pickup and
Delivery Problem) [Savelsbergh & Sol 1995]. Il a été étudié intensivement pour la
raison que beaucoup d’applications réelles peuvent lui être associées : l’entretien des
plates-formes pétrolières et gazières offshore [Gribkovskaia et al. 2006], la conception
des routes de cargo [Brønmo et al. 2007], les services de transport pour les personnes
en situation de handicap ou les personnes âgées [Madsen et al. 1995], [Borndörfer
et al. 1999] et [Rekiek et al. 2006]. Pour plus d’informations, voir le livre [Toth &
Vigo 2014] et les articles de synthèse [Savelsbergh & Sol 1995], [Parragh et al. 2007]
et [Parragh et al. 2008]. Nous ne présentons pas ici le modèle mathématique du
PDP car sa forme basique est identique à celle du VRP (voir la sous-section 1.2.1).
Dans le cas de transports directs entre fournisseurs et clients, deux sous-catégories
peuvent être distinguées en fonction du type de demande :
— demande appairée : A une demande appairée, on associe un couple qui
contient un point d’origine (fournisseur) et un point de destination (client).
Autrement dit, les marchandises demandées par un client doivent strictement
être approvisionnées par un unique fournisseur couplé ;
— demande non appairée : Au contraire du premier cas, la demande d’un client
peut être approvisionnée par n’importe quel fournisseur (sous réserve qu’il
puisse fournir les produits requis).
Comme pour le VRPB, une classification des variantes du PDP a été réalisée
[Parragh et al. 2008] (voir deuxième branche de la figure 1.7), parmi lesquelles on
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distingue :
— Pickup and Delivery VRP (PDVRP) : dans ce cas, il n’y a pas appairage des
demandes [Shi et al. 2009], [Chen et al. 2014] et [Xu et al. 2017] ;
— classical Pickup and Delivery Problem (PDP) : cette classe des problèmes est
la plus étudiée ; elle tient compte des demandes appairées [Dumas et al. 1991],
[Ropke & Pisinger 2006], et [Ropke & Cordeau 2009] ;
— Dial-A-Ride Problem (DARP) : le transport des passagers est pris en compte,
comparé au PDP qui considère plutôt le transport des marchandises [Rahmani
et al. 2016], [Masmoudi et al. 2017] et [Masmoudi et al. 2018].
Les aspects sélectifs peuvent aussi être introduits pour le PDP comme pour le
VRP, dès lors que toutes les demandes ne peuvent pas être satisfaites dans un délai
fixé, compte tenu de la capacité limitée de l’ensemble des véhicules.
Cependant, toute demande n’est pas forcément livrée directement à un client
depuis son fournisseur. Dans ce cas, les marchandises sont transférées au moins
une fois d’un véhicule à un autre, éventuellement via un site intermédiaire avec un
stockage temporaire. Nous dirons que le transport pour cette demande est alors
réalisé de manière indirecte (voir troisième branche de la figure 1.7). Ce mode de
fonctionnement peut être intéressant, d’une part pour pallier des problèmes éventuels
de limitation de capacité des véhicules voire de contraintes de fenêtres temporelles et
d’accessibilité de zones urbaines, ou encore d’améliorer les performances de tournées
(par exemple en minimisant les distances parcourues par les véhicules).
1.2.3 Tournées avec transferts versus multi-échelons
Le terme transfert se rencontre souvent dans le contexte du PDP, et le problème
scientifique s’appelle le Pickup and Delivery Problem with Transfers (PDPT). Un
transfert est un site intermédiaire, qui pourrait être un entrepôt, un commerce,
un parking. Dans la littérature, le coût d’utilisation de ces sites de transfert n’est
souvent pas pris en compte. Les bénéfices apportés par l’introduction de transferts
s’accompagnent également d’une augmentation de la complexité du problème. Cette
complexité est liée aux contraintes supplémentaires induites, de type contraintes de
précédence, entre les dates de passage des véhicules qui s’échangent la marchandise
en ces points. L’article de synthèse [Drexl 2012] recense ces contraintes de précédence
dans des problèmes de tournées de véhicules. Une formulation formelle en MILP du
PDPT a été initialement proposée par [Cortés et al. 2010].
Le terme multi-échelons est plus fréquemment associé dans la littérature au
Capacited Vehicle Routing Problem. Souvent étudié dans sa variante à 2 éche-
lons pour des applications en ville (2EVRP) ( [Gonzalez-Feliu et al. 2008], [Liu
et al. 2018], [Cuda et al. 2015], [Soysal et al. 2015], [Crainic et al. 2019]), le problème
est une extension du CVRP qui considère que chaque demande, livrée à partir d’un
dépôt, doit transiter par un site intermédiaire appelé satellite, avant d’être livrée au
client. Cela permet entre autres de consolider les marchandises. Quelques études
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sont disponibles pour des cas à plus de 2 échelons ( [Zhao et al. 2008]).
Notons que les satellites correspondent aux points de transfert dans le PDPT. En
effet, nous pouvons remarquer une similarité entre ces deux problèmes. Dans le
PDPT, une opération de transfert peut être vue comme une procédure de livraison
à deux échelons. Si une demande est transférée N fois pendant sa livraison, cela
correspond à une livraison à N+1 échelons. Pour plus de détails, voir l’article [Drexl
& Schneider 2015].
1.2.4 Location Routing Problem (LRP)
Le Location Routing Problem considère un ensemble de clients approvisionnés
à partir de dépôts potentiels. Deux sous-problèmes sont à résoudre : le choix des
dépôts et la planification des tournées. Ces deux problèmes correspondent au Faci-
lity Location Problem (FLP) et au Vehicle Routing Problem (VRP). Une solution
sous-optimale du LRP peut être obtenue si ces deux sous-problèmes sont résolus
séquentiellement. La figure 1.9 représente un exemple de LRP, dans lequel respec-
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Figure 1.9 – Un exemple de Location Routing Problem
tivement 5 clients et 3 clients sont affectés à deux dépôts en jaune, tandis que
deux autres dépôts en rouge sont fermés. Après cette affectation, deux véhicules
sont utilisés pour effectuer la livraison dans le premier dépôt, et un autre pour le
deuxième.
Plusieurs applications réelles sont citées dans la littérature, telles que la dis-
tribution d’aliments et boissons [Watson-Gandy & Dohrn 1973], la localisation
d’une banque du sang [Or & Pierskalla 1979], la distribution des journaux [Jacob-
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sen & Madsen 1980], la collecte des déchets [Caballero et al. 2007], l’évacuation
médicale [Chan et al. 2001].
De nombreuses variantes du LRP sont étudiées dans la littérature, par exemple :
— LRP with uncapacitated vehicles : la capacité des véhicules n’est pas prise
en compte [Derbel et al. 2012] et [Jarboui et al. 2013] ;
— LRP with uncapacitated depots : la capacité des dépôts est illimitée [Alvim
& Taillard 2013] et [Aksen & Altinkemer 2008] ;
— Capacitated LRP : la capacité des véhicules et celle des dépôts sont prises
en compte [Barreto et al. 2007], [Akca et al. 2009], [Duhamel et al. 2010],
[Belenguer et al. 2011], et [Contardo et al. 2011] ;
— N-echelon LRP ( [Gonzalez-Feliu 2012]) : comme pour le NE-VRP, des infra-
structures intermédiaires appelées satellites sont introduites pour effectuer la
livraison en N étapes ou échelons. Le 2E-LRP est sans doute la variante la
plus étudiée et consiste notamment à sélectionner les dépôts et les satellites à
ouvrir parmi ceux disponibles, de sorte de minimiser la somme des coûts d’ex-
ploitation de ces sites, des coûts fixes des véhicules et des coûts de transport
( [Lin & Lei 2009] et [Nguyen et al. 2012a], [Nguyen et al. 2012b], [Darvish
et al. 2019]), [Drexl & Schneider 2015]) ;
— truck and trailer routing problem : les clients sont classés selon leur accessibi-
lité [Villegas et al. 2011] et [Tan et al. 2006] ;
— LRP with special or multiple objectives : des domaines d’applications ca-
ractérisés par des critères d’optimisation inhabituels sont étudiés [Caballero
et al. 2007] et [Rath & Gutjahr 2014] ;
— LRP with additional attributes on nodes and vehicles : des contraintes
additionnelles sont imposées sur les noeuds ou les véhicules. Par exemple, un
véhicule peut effectuer plusieurs tournées ou la durée de chaque tournée est
limitée [Lin & Kwok 2006] et [Berger et al. 2007] ;
— multi-period LRP : l’horizon de planification est découpé en plusieurs périodes,
par exemple des journées, et un ensemble de combinaisons possibles de
journées de livraison est associé à chaque client [Prodhon 2011] et [Albareda-
Sambola et al. 2012] ;
— Inventory LRP : trois décisions comprenant la localisation, l’acheminement,
et l’inventaire sont prises en compte simultanément [Liu & Lee 2003], [Liu &
Lin 2005] et [Guerrero et al. 2013] ;
— LRP with uncertain data : pour s’adapter aux situations où les demandes
des clients et les temps de parcours peuvent être incertains. Des variables
aléatoires sont alors associées à ces données dont la distribution probabiliste
sur les valeurs est connue [Albareda-Sambola et al. 2007] et [Ghaffari-Nasab
et al. 2013].
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1.3 Méthodes de résolution
Dans le domaine de la recherche opérationnelle, les chercheurs ont proposé de
nombreuses méthodes pour résoudre des problèmes d’optimisation combinatoire
dont font partie les problèmes de planification de tournées cités précédemment. Ces
méthodes sont généralement divisées en deux catégories :
— les méthodes exactes qui garantissent l’optimalité de la solution obtenue,
mais le temps de résolution augmente de manière exponentielle avec la taille
des instances ;
— les méthodes approchées qui permettent d’obtenir rapidement une solution
faisable, mais dont l’optimalité n’est pas garantie.
1.3.1 Méthodes exactes
Nous citons ici quelques méthodes exactes parmi les plus utilisées pour résoudre
les problèmes de planification de tournées :
— Branch and bound : elle consiste en une phase de séparation et une phase
d’évaluation. Dans la première phase, l’espace de recherche initial est divisé
en plusieurs sous-espaces. Ce principe de séparation est appliqué de façon
récursive à chacun des sous-espaces pour enfin construire un arbre de recherche.
Dans la deuxième phase, un noeud de l’arbre est évalué afin de déterminer s’il
contient des solutions intéressantes. Si ce noeud est labellisé comme inutile
(ne pouvant conduire à une feuille associée à une solution optimale), la phase
de séparation ne va pas lui être appliquée, et les branches issues de ce noeud
ne sont pas explorées [Laporte & Nobert 1983] et [Fischetti et al. 1994].
— Brand and cut : cette méthode résout d’abord la relaxation continue du
programme linéaire en nombres entiers à l’aide de l’algorithme du simplexe.
Si la solution trouvée contient une valeur réelle pour une variable à valeur
entière, le programme linéaire est modifié en ajoutant une contrainte qui est
violée par la valeur réelle mais satisfaite par toutes les valeurs entières. Au
cours de ce processus itératif, l’objectif est de fournir une solution diminuant
le nombre de variables entières à valeur réelle, et de trouver la solution
optimale à la fin [Bard et al. 2002] et [Letchford et al. 2007].
— Column generation (génération de colonnes) : cette méthode, basée sur la
décomposition de Dantzig-Wolfe [Dantzig & Wolfe 1960], peut résoudre
efficacement les problèmes d’optimisation linéaire de grande taille. En général,
un problème de ce type considère un (petit) sous-ensemble de variables, car
la plupart des variables sont souvent nulles. Au lieu de représenter toutes les
variables (colonnes) du programme linaire (problème maître), la méthode
commence par résoudre un sous-problème (problème réduit) contenant moins
de colonnes. Le mécanisme de cette méthode consiste à générer, lors des
itérations de l’algorithme, les variables qui permettent d’améliorer la solution
actuelle [Lavoie et al. 1988].
— Branch and price : c’est une méthode qui intègre l’algorithme du branch and
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bound avec une génération de colonne à chaque noeud de l’arbre [Dell’Amico
et al. 2006].
1.3.2 Méthodes approchées
Pour trouver un équilibre entre la qualité de la solution et le temps de résolution,
les chercheurs choisissent souvent des méthodes approchées dont les heuristiques
et méta-heuristiques sont deux sous-catégories. Les heuristiques sont des méthodes
proposées en fonction des problèmes étudiés. Les méta-heuristiques sont des stratégies
qui permettent d’explorer l’espace de recherche efficacement afin de déterminer des
solutions (presque) optimales . Les méta-heuristiques présentées ci-dessous peuvent
être classées en deux catégories : les méthodes à base de populations (par exemple
GA, PSO, ACO) et les méthodes à base de solutions uniques (telles que VNS, ALNS,
SA, TS), définies ci-après.
— Algorithme Génétique (Genetic Algorithm ou GA) : il a été introduit ini-
tialement par John Holland en 1960 sur la base du concept de la théorie
de l’évolution, puis développé par son étudiant David Goldberg en 1989.
Cette méthode a été inspirée par le processus de sélection naturelle que trois
opérateurs imitent : le croisement, la mutation et la sélection. L’algorithme
commence à partir d’une population initiale qui évolue à chaque itération. En
cours d’évolution, et à chaque itération de l’algorithme, les trois opérateurs
sont appliqués pour générer une nouvelle population (génération). Grâce
à sa capacité à générer de bonnes solutions rapidement, cette méthode a
été très souvent utilisée pour résoudre de nombreux problèmes de recherche
opérationnelle [Biesinger et al. 2018].
— Optimisation par Essaims Particulaires (Particle Swarm Optimization ou
PSO) : il se base sur l’observation d’un phénomène intéressant qui est l’ac-
tivité de recherche de nourriture par un groupe d’oiseaux en vol. Où que
soit la nourriture, le groupe d’oiseaux peut finalement la trouver sans en
avoir connaissance préalablement. Cela signifie qu’il existerait un mécanisme
dans la population permettant aux individus d’apprendre les uns des autres.
Inspiré par ce phénomène, un algorithme d’optimisation intelligent (PSO) a
été introduit tout d’abord par James Kennedy et Russell Eberhart en 1995.
La procédure de recherche de la nourriture par un vol d’oiseaux est simulée
par PSO pour essayer de trouver la solution optimale d’un problème d’opti-
misation, vue comme la position de la nourriture recherchée [Kennedy 1995].
— Optimisation par colonie de fourmis (Ant Colony Optimization or ACO) :
cette méthode a été proposée par Marco Dorigo en 1992 dans sa thèse afin de
trouver une route optimale dans un graphe. La méthode a été inspirée par
la façon dont les fourmis trouvent leur nourriture. Si une fourmi trouve de
la nourriture, elle laisse sur son chemin une trace de phéromones qui peut
guider les autres fourmis à atteindre le même endroit, elles-mêmes déposant
à leur tour de la phéromone sur le même chemin. L’algorithme proposé crée
des fourmis artificielles qui respectent un mécanisme similaire. L’avantage
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de cette méthode est qu’elle peut s’adapter au graphe dynamique [Dorigo &
Stützle 2019].
— Recherche à voisinage variable (Variable Neighborhood Search ou VNS) :
cette méthode améliore une solution actuelle en explorant ses voisinages.
Une solution initiale est d’abord générée puis améliorée par des opérateurs
prédéfinis pendant un certain nombre d’itérations. A chaque itération, ces
opérateurs sont appliqués sur la solution actuelle afin de générer une solution
voisine. Cette dernière est ensuite améliorée par la recherche locale. [Fleszar
et al. 2009].
— Recherche à voisinage large adaptatif (Adaptive Large Neighborhood Search
ou ALNS) : elle construit une nouvelle solution en commençant par détruire
la solution actuelle au moyen d’une heuristique, puis en appliquant une autre
heuristique pour réparer cette solution détruite. Ces deux types d’heuristique
sont choisies respectivement dans deux ensembles d’heuristiques. A chaque
itération, les deux heuristiques sont choisies selon leurs performances aux
itérations précédentes. Cette stratégie de sélection permet à l’algorithme de
s’adapter à différentes configurations de problèmes au fur et à mesure de la
résolution [Ribeiro & Laporte 2012].
— Recuit Simulé (Simulated Annealing ou SA) : c’est une méthode inspirée
d’un processus utilisé en métallurgie. Le principe de réchauffement puis de
refroidissement lent de la matière est interprété dans l’algorithme par un
paramètre appelé température qui évolue au cours des itérations. Partant
d’un état donné du système (solution initiale), en le modifiant, on obtient
un autre état (solution voisine). Soit celui-ci améliore le critère que l’on
cherche à optimiser, on dit alors qu’on a fait baisser l’énergie du système
(fonction objectif), soit celui-ci le dégrade. Si on accepte un état améliorant
le critère, on tend ainsi à chercher l’optimum dans le voisinage de l’état de
départ. L’acceptation d’un « mauvais » état permet alors d’explorer une plus
grande partie de l’espace des états et tend à éviter de s’enfermer trop vite
dans la recherche d’un optimum local. Avec cette méthode, la probabilité
d’accepter une mauvaise solution diminue lentement lors de l’exploration de
l’espace de recherche [Chiang & Russell 1996]. Les principaux inconvénients
du recuit simulé résident dans le choix des nombreux paramètres, tels que
la température initiale, la loi de décroissance de la température, les critères
d’arrêt ou la longueur des paliers de température.
— Recherche Taboue (Tabu Search ou TS) : c’est une méthode qui renforce
la recherche locale. L’idée centrale de cette méthode est d’éviter de revenir
sur une solution déjà visitée récemment. Par conséquent, une liste est gérée
pour garder ces solutions en mémoire et interdire de les sélectionner pendant
plusieurs itérations [Gendreau et al. 1994].
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1.4 Résolution du LRP
Avant les premiers travaux sur le LRP de [Watson-Gandy & Dohrn 1973], la
localisation des dépôts et le routage des véhicules étaient considérés comme deux
problèmes différents traités séparément. La première revue complète des travaux
sur le LRP a été présentée par [Nagy & Salhi 2007]. [Prodhon & Prins 2014] ont
complété cet état de l’art. Dans la même période, [Drexl & Schneider 2015] ont
publié une revue qui pourrait être vue comme une version complémentaire qui se
focalise plutôt sur les variantes du LRP.
Il existe peu de publications proposant des algorithmes exacts pour le LRP
puisque celui-ci est composé de deux sous-problèmes NP-difficiles. Parmi les premiers,
[Laporte & Nobert 1981] ont développé un algorithme de type branch and bound
pour un cas particulier dans lequel un seul dépôt est ouvert. [Belenguer et al. 2011]
ont élaboré un algorithme branch and cut basé sur un modèle linéaire en 0-1,
renforcé par des inégalités valides. Un modèle formulé comme un problème de
partitionnement a été proposé par [Akca et al. 2009] qui l’ont résolu par génération
de colonnes. [Baldacci et al. 2011] ont décomposé le LRP en un ensemble limité de
multi-depot vehicle routing problems, et ont élaboré des procédures basées sur la
programmation dynamique et des méthodes duales. Un algorithme branch and cut
and price a été testé par [Contardo et al. 2011].
En raison de la complexité du LRP, de nombreuses méthodes de recherche
approchées ont été proposées. [Prins et al. 2006a] ont développé un algorithme en
hybridant un algorithme génétique et des recherches locales. Une stratégie pour gérer
la population a été proposée pour sélectionner les enfants en fonction de leur distance
à la population. [Prins et al. 2006b] ont proposé une autre méthode en combinant un
algorithme glouton de type GRASP (Greedy randomized adaptive search procedure)
et une stratégie de Path Relinking (PR). Le GRASP est composé de trois étapes :
la première construit une solution initiale en fusionnant des tournées pas à pas ;
la deuxième améliore la solution obtenue auparavant en appliquant des recherches
locales ; enfin, afin de pallier les défauts causés par la sélection de dépôts en première
étape, un processus a été développé pour "apprendre" à identifier les dépôts les plus
prometteurs, en alternant entre le mode de diversification et d’intensification .
Une stratégie coopérative en deux phases a également été développée par [Prins
et al. 2007]. Dans la première phase, une solution faisable est d’abord construite
par une heuristique. Puis chaque tournée de la solution obtenue est fusionnée pour
donner un client géant. Le problème est donc devenu un Facility Location Problem
(FLP) qui va être résolu par la relaxation lagrangienne. Dans la deuxième phase, un
Multi-Depot Vehicle Routing Problem est résolu par recherche taboue.
[Duhamel et al. 2010] ont proposé une autre méthode en deux phases. Dans la
phase de construction, une solution initiale S est d’abord générée par un algorithme
glouton, et améliorée par recherche locale. Ensuite, cette solution est transformée
en une tournée géante T. Le couple (S, T) est donc pris comme un paramètre de
la deuxième phase mettant en oeuvre un algorithme de type Evolutionary Local
Search (ELS). A chaque itération, un nombre de solutions est généré en perturbant
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aléatoirement la tournée T. Le couple (S, T) est mis à jour dès qu’une meilleure
solution est trouvée. Une liste taboue est utilisée pour exclure les dépôts non
prometteurs.
[Vincent et al. 2010] ont élaboré une méthode de type Recuit Simulé. Cet
algorithme commence aussi avec une solution initiale obtenue par un algorithme
glouton. Une nouvelle solution est générée à chaque itération à partir de la solution
courante en appliquant des opérateurs. Une solution dégradée pourrait être acceptée
avec une certaine probabilité.
[Hemmelmayr et al. 2012] se sont attaqués au Two-Echelon Vehicle Routing
Problem (2E-VRP), en le résolvant par un ALNS. Les opérateurs intégrés dans
l’algorithme sont choisis en fonction de leur performance passée. Comme ce problème
peut être transformé en CLRP sous certaines conditions, ils ont donc testé leur
méthode sur des instances du CLRP. Le CLRP étudié par [Ting & Chen 2013] est
décomposé en deux sous-problèmes : FLP et multiple depot vehicle routing problem
(MDVRP) (voir aussi [Prins et al. 2007]). Basé sur un algorithme d’optimisation
par colonie de fourmis, ils ont proposé un algorithme hiérarchisé dans lequel deux
colonies de fourmis collaborent pour trouver la solution. La PSO a été aussi exploitée
pour résoudre le CLRP. [Marinakis & Marinaki 2008b] ont remplacé le principe du
mouvement de particules par la stratégie de Path Relinking. [Liu & Kachitvichya-
nukul 2015] ont appliqué la PSO classique en proposant un nouveau codage pour
passer d’un espace réel à un espace discret. Nous verrons ultérieurement que nous
nous sommes inspirés de leur codage pour proposer deux nouvelles façons de grouper
les sites.
1.5 Résolution du PDP
Nous concentrons ici notre état de l’art du PDP sur deux variantes qui nous
intéressent plus particulièrement : le PDP sélectif et le PDP avec transferts. Dans un
problème sélectif, il n’est pas nécessaire de satisfaire toutes les demandes. Cela peut
donner une bonne flexibilité à un décideur dans certaines situations. Par exemple, si
le nombre de véhicules est limité, le transporteur doit sélectionner les demandes à
honorer. Dans ce genre de problème, à chaque demande est souvent associé un profit
qui peut être interprété comme le gain financier du transport associé à la prestation.
Maximiser le profit est donc souvent considéré comme un objectif afin de choisir les
demandes les plus importantes.
Le Selective Pickup and Delivery Problem with Time Windows and Paired
Demands (SPDPTWPD) a été étudié par [Al Chami et al. 2016] qui ont proposé
une formulation de type MILP avec des variables à trois indices et avec un seul
objectif (maximiser le profit). Le modèle a été résolu au moyen du logiciel commercial
Cplex pour des instances de taille 20 à 100 sites. En espérant diminuer le temps de
résolution, les auteurs ont aussi ajouté des contraintes additionnelles pour renforcer
leur modèle.
Outre l’objectif de maximisation du profit, un deuxième objectif lié à la distance
20 Chapitre 1. État de l’art
a été considéré par [Al Chami et al. 2017a] afin de choisir la solution la plus écono-
mique (celle avec une distance minimale) dans l’ensemble des solutions optimisant
le profit. Pour résoudre ce problème bi-objectif, les auteurs ont utilisé une méthode
lexicographique dans laquelle un ordre d’exécution pour chaque objectif est prédéfini.
Dans leur cas, ils ont d’abord résolu un MILP par CPLEX en considérant un unique
objectif, celui de maximiser le profit. Ensuite, une contrainte additionnelle a été
ajoutée au modèle en fixant le profit total égal à la valeur optimale obtenue dans
la première étape. Enfin, le programme a été exécuté une deuxième fois avec un
autre objectif, celui de minimiser la distance. [Al Chami et al. 2017b] ont égale-
ment proposé un algorithme génétique hybride. Bien que leur méthode permette de
trouver des solutions de bonne qualité, le nombre de solutions non dominées reste
limité. [Al Chami et al. 2018] ont enfin développé une méthode approchée combinant
une recherche taboue et un recuit simulé qui fournit cette fois une seule solution
non dominée.
Le Pickup and Delivery Problem with Transfers (PDPT) est un problème qui
est peu étudié bien qu’il en existe un certain nombre d’applications [Drexl 2012]. La
notion de transfert donne la possibilité aux véhicules d’échanger des marchandises.
Une des difficultés est la contrainte de précédence qu’elle induit entre deux véhicules,
ce qui génère des couples de tournées dépendantes l’une de l’autre. Une formulation
mathématique du PDPT a été proposée par [Cortés et al. 2010]. Pour résoudre
le problème de précédence, les auteurs ont divisé un point de transfert en deux
parties virtuelles. Cependant, le temps de transfert des marchandises dans ce lieu
est considéré comme une valeur constante afin de simplifier le modèle. Une méthode
de type branch and cut a été développée, pour résoudre des instances à 6 demandes,
1 point de transfert, et 2 véhicules.
[Rais et al. 2014] ont formulé le même problème de façon différente. Une variable
binaire à 4 indices est utilisée pour tracer une demande lors de la modélisation,
en identifiant à chaque instant les demandes présentes dans chaque véhicule. Les
auteurs ont utilisé le logiciel commercial GUROBI (solveur de programmes linéaires)
pour résoudre des instances à 7 demandes, 1 point de transfert, et 2 véhicules.
Comme le temps de résolution augmente exponentiellement pour les instances de
grande taille, les méthodes approchées sont donc souvent utilisées par les chercheurs.
[Mitrović-Minić & Laporte 2006] ont proposé une heuristique à deux phases. Dans la
première phase, une solution initiale est construite en utilisant la méthode d’insertion
la moins coûteuse (cheapest insertion). Dans la deuxième phase, la meilleure solution
obtenue auparavant est encore améliorée en supprimant et re-insérant toutes les
demandes. La méthode a été testée sur des instances réelles d’une entreprise de
distribution du courrier dans la ville San Francisco.
Une méthode combinant GRASP et ALNS a été développée par [Qu & Bard 2012].
Le GRASP est utilisé pour générer une solution initiale, qui va être améliorée par
l’ALNS. Des tests ont été effectués sur des instances à 25 demandes, 1 point de
transfert, et 2 véhicules. Pour 88% des instances, cette méthode peut trouver une
solution proche de la solution optimale avec un écart inférieur à 1%.
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[Masson et al. 2013] ont aussi développé un algorithme basé sur l’ALNS. Plusieurs
opérateurs de destruction et réparation ont été proposés. Pour montrer l’intérêt
d’ajouter des transferts, ils ont réalisé une comparaison sur 10 instances réelles. Ces
instances sont liées au contexte de déplacement de personnes à mobilité réduite. Une
amélioration de 9% a pu être observée grâce à l’introduction de transferts selon les
résultats obtenus.
1.6 Conclusion
Ce chapitre présente d’abord la logistique urbaine et les principaux enjeux asso-
ciés. Il détaille en particulier une de ses composantes, les Espaces Logistiques Urbains
(ELUs). Dans ce contexte, nous avons analysé les flux principaux qui entrent, sortent
et circulent en zone urbaine. Cette analyse nous a conduits à identifier deux types
de problèmes scientifiques de tournées de véhicules, qui font l’objet de ce travail
de thèse : le Location Routing Problem (LRP) et le Pickup and Delivery Problem
(PDP), et pour lesquels nous avons réalisé un état de l’art synthétique.
Pour les flux entrant et sortant de la ville, et lorsqu’il existe plusieurs Centres de
Distribution Urbains, la problématique de l’affectation des flux à ces centres mène
à l’étude d’un Location Routing Problem (LRP). Dans le chapitre 2, nous nous
intéressons à une de ses variantes, le Capacitated Location Routing Problem (CLRP),
dans laquelle la capacité des véhicules et la capacité des dépôts sont simultanément
prises en compte. Pour résoudre ce problème NP-difficile, nous avons choisi une
méthode approchée qui combine une métaheuristique et une recherche locale.
Pour les flux urbains, il nous a semblé pertinent d’étudier un Pickup and De-
livery Problem (PDP). Parmi les variantes identifiées dans la littérature [Parragh
et al. 2007], nous nous sommes intéressés à deux variantes sélectives pour lesquelles
toutes les demandes ne sont pas obligatoirement satisfaites (voir parties encadrées
en rouge dans la figure 1.7). En effet, le nombre croissant et l’hétérogénéité spatiale
et temporelle des demandes (par exemple dans le e-commerce), ainsi que la capacité
limitée des flottes de véhicules, induisent une complexité supplémentaire qui peut
empêcher de satisfaire toutes les demandes dans une période fixée. Au chapitre 3,
nous proposons tout d’abord un algorithme basé sur la métaheuristique utilisée
au chapitre 2 pour résoudre la variante connue sous le nom Selective Pickup and
Delivery Problem with Time Windows and Paired Demands (SPDPTWPD), et
introduite par [Al Chami et al. 2016]. Au chapitre 4, et dans un deuxième temps,
pour améliorer les performances des solutions obtenues, nous étendons ce problème
à la prise en compte de l’existence d’infrastructures intermédiaires, les points de
transfert, où les marchandises peuvent être transférées d’un véhicule à un autre.
Nous introduisons donc une nouvelle variante appelée Selective Pickup and Delivery
Problem with Transfers (SPDPT). Pour ce problème, nous proposons une modélisa-
tion de type MILP, ainsi qu’une méthode approchée pour le résoudre.
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Le mémoire se termine sur un bilan global des problèmes étudiés et des résultats
obtenus, et ouvre quelques perspectives pour des travaux futurs.
Chapitre 2
Résolution du CLRP
Ce chapitre introduit le problème du Capacitated Location Routing Problem.
Nous présentons un modèle MILP de la littérature. Les benchmarks sont expliqués
par la suite. Nous proposons une méthode approchée pour le résoudre et montrons
l’efficacité de cette méthode dans la partie d’expérimentation.
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2.1 Introduction
Pour les flux entrants et sortants de l’espace urbain, les marchandises transitent
en général par un dépôt ou Espace Logistique Urbain (ELU). Dans ce cas, il
faut dans un premier temps sélectionner les dépôts par lesquels passeront ces
demandes, parmi une liste de candidats possibles. Cela correspond à un "Facility
Location Problem" (FLP). Pour chaque dépôt sélectionné ou ouvert, des tournées
sont ensuite déterminées de façon à optimiser la distance parcourue. Cependant, le
fait résoudre ces deux problèmes séquentiellement risque de générer des solutions
sous-optimales. Le "Location Routing Problem" (LRP) traite ces deux problèmes
en même temps. Ce problème a été étudié de nombreuse fois dans la littérature
avec notamment comme applications pratiques : la livraison des factures dans une
entreprise de télécommunication [Lin & Kwok 2006], la distribution de bois [Marinakis
& Marinaki 2008a]. Dans ce travail, nous nous intéressons à une variante, connue
sous le nom de "Capacitated Location Routing Problem"(CLRP), qui prend en
compte la capacité des dépôts et des véhicules.
Dans le CLRP, trois objectifs sont souvent considérés par les chercheurs :
• Le coût d’ouverture des dépôts : à chaque dépôt est associé un coût d’ouverture.
L’ensemble des dépôts choisis doit non seulement couvrir la demande totale,
mais aussi représenter le coût global d’ouverture le moins cher ;
• Le coût d’utilisation des véhicules : comme un coût fixe est associé à chaque
véhicule, l’objectif est ici de minimiser le nombre de véhicules employés ;
• Le coût de la distance parcourue : cet objectif consiste à trouver les meilleurs
chemins pour effectuer la livraison/collecte.
De plus, les contraintes suivantes doivent être respectées :
• Toutes les demandes doivent être satisfaites ;
• La capacité des dépôts et des véhicules ne doit pas être dépassée ;
• Les véhicules doivent commencer et terminer leurs tournées aux mêmes dépôts.
2.2 Formulation du CLRP
Une formulation formelle du CLRP a été proposée par [Prins et al. 2007] et
s’exprime de la façon suivante :
Données :
— m : nombre de dépôts ;
— I = {1...m} : ensemble des dépôts ;
— n : nombre de clients ;
— J = {1...n} : ensemble des clients ;
— V = I ∪ J ;
— cij : coût associé au déplacement entre le site i et le site j. Le coût est ici
égal à la distance euclidienne entre ces deux sites ;
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— Wi : capacité du dépôt i ∈ I ;
— Oi : coût d’ouverture du dépôt i ∈ I ;
— dj : quantité de marchandises demandée par le client j ∈ J ;
— K : ensemble des véhicules homogènes ;
— Q : capacité d’un véhicule ;
— F : coût fixe pour effectuer une tournée.
Variables :
— xkij : 1 si le véhicule k visite le site j immédiatement après i, 0 sinon ;
— yi : 1 si le dépôt i est ouvert, 0 sinon ;
— fij : 1 si le client j est affecté au dépôt i, 0 sinon.
Formulation mathématique :
min z =
∑
i∈I
Oiyi +
∑
i∈V
∑
j∈V
∑
k∈K
cijx
k
ij +
∑
k∈K
∑
i∈I
∑
j∈J
Fxkij (2.1)
sous les contraintes : ∑
k∈K
∑
i∈V
xkij = 1 ∀j ∈ J (2.2)
∑
j∈V
xkij −
∑
j∈V
xkji = 0 ∀k ∈ K,∀i ∈ V (2.3)
∑
i∈I
∑
j∈J
xkij ≤ 1 ∀k ∈ K (2.4)
∑
u∈J
xkiu +
∑
u∈V \{j}
xkuj ≤ 1 + fij ∀i ∈ I, ∀j ∈ J,∀k ∈ K (2.5)
∑
j∈J
djfij ≤Wiyi ∀i ∈ I (2.6)
∑
j∈J
∑
i∈V
djx
k
ij ≤ Q ∀k ∈ K (2.7)
∑
i∈S
∑
j∈S
xkij ≤ |S| − 1 ∀S ⊆ J, ∀k ∈ K (2.8)
La fonction objectif est de minimiser le coût total qui est constitué du coût
d’ouverture des dépôts, du coût des tournées effectuées et du coût d’utilisation des
véhicules. La contrainte (2.2) exprime qu’un client doit être visité une et une seule
fois par un seul véhicule. La contrainte (2.3) représente la continuité du flux. Les
contraintes (2.3) et (2.4) définissent ensemble qu’un véhicule doit commencer et
terminer sa tournée au même dépôt si ce véhicule est utilisé. La contrainte (2.5)
impose qu’un client soit affecté à un dépôt sous la condition qu’il y ait une tournée
les liant. Les contraintes de capacité sont définies par les inégalités (2.6) et (2.7). La
contrainte (2.8) sert à éliminer les sous-tours.
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2.3 Méthode approchée basée sur la PSO
2.3.1 Choix d’une méthode
D’une part, notre choix s’est porté sur une méthode de résolution approchée plutôt
qu’exacte car celle-ci échoue souvent à résoudre des problèmes de taille moyenne à
importante. Ceci dit, à défaut de solutions optimales, les méthodes exactes peuvent
être utiles en fournissant des bornes des objectifs choisis. D’autre part, parmi les
méthodes approchées, différents choix semblaient pertinents, que ce soit sur des
méthodes basées sur des solutions uniques ou des populations de solutions. Dans
ces travaux, nous avons opté pour la méthode Particle Swarm Optimization (PSO).
Bien que la PSO soit relativement peu utilisée pour les problèmes des tournées,
il a déjà été montré qu’elle est plus efficace que d’autres métaheuristiques (ACO,
GA) en termes de temps de résolution et/ou de qualité des solutions obtenues
( [Elbeltagi et al. 2005], [Hassan et al. 2005], et [Liao et al. 2007]). Nous souhaitions
donc entre autres évaluer l’intérêt de l’utilisation de cette méthode pour résoudre les
variantes de tournées que nous voulions étudier. Par ailleurs, dans les études citées
précédemment, les auteurs ont comparé la PSO avec des algorithmes évolutionnaires,
notamment les algorithmes génétiques, en comparant leurs performances sur des
problèmes tests. Ils en ont conclu que la PSO domine souvent les autres méthodes,
mais toutes les études ne donnent pas toujours ces mêmes conclusions. Aussi, même
si certaines de ces études montrent que l’algorithme génétique est plus performant
que la PSO [Kachitvichyanukul 2012], en général, elles établissent que la PSO est
une méthode plus facile à implémenter que l’algorithme génétique du fait qu’il n’y a
pas d’opérateur génétique (croisement et mutation) dans la PSO. Autrement dit, le
nombre de paramètres à régler est moins important dans la PSO.
2.3.2 Les principes des essaims particulaires (Particle Swarm Op-
timization)
La théorie sur laquelle se base cette méthode a été proposée par un sociobiologiste
[Wilson Edward 1975] : "In theory at least, individual members of the school can
profit from the discoveries and previous experience of all other members of the school
during the search for food. This advantage can become decisive, outweighing the
disadvantages of competition for food items, whenever the resource is unpedictably
distributed in patches".
Cette théorie implique que les individus apprennent des informations sur leur
environnement en se basant sur leurs propres découvertes et celles de la population
avoisinante. Par exemple, si on observe le comportement des oiseaux en vol cherchant
de la nourriture, un phénomène intéressant peut être observé : où que se situe la nour-
riture, les oiseaux parviendront finalement à la trouver sans avoir une connaissance
préalable de ce lieu. Cela signifie qu’il y aurait un mécanisme dans la population
forçant les individus à apprendre les uns des autres. S’inspirant de ce phénomène,
un algorithme intelligent, appelé optimisation par essaims particulaires (Particle
Swarm Optimization ou PSO), a été introduit initialement par James Kennedy et
2.3. Méthode approchée basée sur la PSO 27
Russell Eberhart en 1995 [Kennedy 1995]. Ainsi dans un problème d’optimisation,
la PSO gère un ensemble de particules dont les positions évoluent dans l’espace de
recherche en fonction de leurs propres perceptions et de celles des autres individus
de la population, pour converger vers un optimum.
A chaque particule i sont associées une position Xi et une vitesse Vi. A cette
position, une évaluation de la fonction objectif du problème d’optimisation est réalisée
et chaque particule mémorise dans pbesti la position associée à la meilleure solution
trouvée sur l’ensemble des itérations. De la même façon, la variable gbest stocke
la position associée à la meilleure solution trouvée par l’ensemble de la population
pendant toutes les itérations. Le déplacement de la particule entre deux positions
consécutives dans l’espace de recherche est défini par la vitesse.
𝑋𝑖(𝑡)
𝑔𝑏𝑒𝑠𝑡
𝑝𝑏𝑒𝑠𝑡𝑖
𝑋𝑖(𝑡 + 1)
𝜔𝑉𝑖(𝑡)
𝑋𝑖(𝑡): position de la particule 𝑖 à l’itération 𝑡
𝑋𝑖(𝑡 + 1): position de la particule 𝑖 à l’itération 𝑡 + 1
𝑉𝑖(𝑡): vitesse de la particule 𝑖 à l’itération 𝑡
𝑉𝑖(𝑡 + 1): vitesse de la particule 𝑖 à l’itération 𝑡+1
𝑝𝑏𝑒𝑠𝑡𝑒𝑖: sur la meilleure position personnelle de la 
particule 𝑖
𝑔𝑏𝑒𝑠𝑡: sur la meilleure position de la population
𝜔, 𝑐1, 𝑐2 , 𝑟1, 𝑟2: poids
Figure 2.1 – Mouvement d’une particule
La figure 2.1 illustre le mouvement d’une particule. A une itération t, la particule
i se trouve à la position Xi(t) avec une vitesse Vi(t). La position suivante Xi(t +
1) est la somme de la position actuelle Xi(t) et de la vitesse Vi(t + 1). Cette
dernière est déterminée par trois termes : wVi(t), c1r1(pbesti−Xi(t)), et c2r2(gbest−
Xi(t)). Le premier terme est associé à la vitesse de la particule i. Le deuxième
introduit la perception personnelle de cette particule. Le troisième prend en compte
la connaissance issue de la population. Ces deux derniers termes montrent la capacité
de la PSO à apprendre. De nombreux papiers de la littérature traitent des poids
associés aux termes précédents. En général, w est une valeur appartenant à l’intervalle
]0.4, 0.9[, c1 et c2 sont égaux à 2, r1 et r2 sont deux variables prises au hasard entre
]0, 1[. En résumé, le mécanisme de l’évolution des particules dans la PSO est défini
par les deux équations suivantes :
xi(t+ 1) = xi(t) + vi(t+ 1) (2.9)
vi(t+ 1) = w ∗ vi(t) + c1 ∗ r1(pbesti − xi(t)) + c2 ∗ r2(gbest− xi(t)) (2.10)
A chaque individu (une particule) dans PSO est associée une solution du problème
étudié. Il est alors nécessaire de proposer une manière pour coder et décoder ces
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solutions.
2.3.3 Codage
Pour proposer un codage correct et efficace, il faut bien connaître la structure
du problème considéré. Dans le CLRP, nous devons d’abord sélectionner des dépôts
parmi les candidats possibles. Ensuite, pour chaque dépôt ouvert, une affectation des
clients au dépôt et la détermination des tournées du dépôt sont réalisées. Autrement
dit, nous devons considérer ces différents aspects dans le codage. Nous allons utiliser
un exemple à 5 dépôts et 20 clients (figure 2.2) pour expliquer le codage que nous
proposons.
Dépôt D1 D2 D3 D4 D5
Capacité 140 140 140 140 140
Coût 10841 11961 6091 7570 7497
Client C1 C2 C3 C4 C5
Demande 17 18 13 19 12
Client C6 C7 C8 C9 C10
Demande 18 13 13 17 20
Client C11 C12 C13 C14 C15
Demande 16 18 15 11 18
Client C16 C17 C18 C19 C20
Demande 16 15 15 15 16
Véhicule Nombre Illimité Capacité 70 Coût 100
Figure 2.2 – Un exemple du CLRP
Dans la figure 2.2, le premier tableau donne les informations sur chacun des 5
dépôts de l’exemple : leur capacité et leur coût d’ouverture. Le deuxième fournit la
quantité de marchandises demandée par les 20 clients. Le dernier tableau présente
les informations relatives aux véhicules : leur nombre, leur capacité et leur coût
d’utilisation. La figure 2.3 présente notre proposition pour représenter une solution
du CLRP. Nous pouvons voir que la particule est divisée en deux parties : une pour
les dépôts et l’autre pour les clients. La taille d’une particule est de m+ n, où m
et n sont le nombre de dépôts et de clients respectivement. Pour l’exemple donné,
nous utilisons donc un codage de dimension 25 pour traiter les 5 dépôts et les 20
clients. La valeur de chaque dimension est initialement générée aléatoirement dans
l’intervalle [0, 1].
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D1 D2 D3 D4 D5 C1 C2 … C19 C20
0,9 0,1 0,5 0,7 0,3 0,2 0,7 … 0,1 0,5
m dépôts
n clients
Figure 2.3 – Codage d’une solution du CLRP par une particule
2.3.4 Décodage
Étant donnée une liste de valeurs comme celle présentée dans la figure 2.3, il nous
faut traduire cette liste en une solution compréhensible, c’est-à-dire une solution avec
les dépôts ouverts et l’ordre de visite des clients. Pour cela, nous devons résoudre
trois problèmes : 1) l’ouverture des dépôts ; 2) l’affectation des clients aux dépôts ;
3) la construction des tournées pour les dépôts ouverts.
Ouverture des dépôts :
En considérant la partie des dépôts de la figure 2.3, et en classant les valeurs
par ordre croissant, nous pouvons générer une liste de priorité concernant les dépôts
(figure 2.4). Selon les informations de la figure 2.2, la quantité totale demandée
2 5 3 4 1
Figure 2.4 – Liste de priorité pour les dépôts
par les 20 clients est 315. Il faut donc ouvrir trois dépôts (2, 5 et 3 dans l’ordre
de la liste) pour avoir une capacité totale, égale à 420, supérieure à la demande totale.
Affectation des clients aux dépôts :
Pour chaque dépôt ouvert, nous considérons le cercle dont le centre est le dépôt
et dont le rayon est égal à la moitié de la distance minimale entre deux dépôts
ouverts quelconques, ce qui implique qu’il n’y a pas de recouvrement entre les cercles.
La figure 2.5 montre un exemple dans lequel les dépôts (2,5,3) sont ouverts. Nous
affectons les clients situés dans les cercles aux dépôts associés et regroupons les
clients à l’extérieur de ces cercles dans un ensemble U (liste des clients non encore
affectés). Dans cette étape, nous vérifions la contrainte de capacité de ces dépôts.
Si la contrainte de capacité d’un dépôt n’est pas respectée, alors les clients les plus
éloignés du dépôt sont supprimés jusqu’à ce que la contrainte soit satisfaite. Les
clients supprimés sont ainsi ajoutés à l’ensemble U . Les informations sur l’état de
chaque dépôt ouvert sont présentées dans la figure 2.6. Pour affecter les clients de
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Figure 2.5 – Première phase d’affectation des clients aux dépôts ouverts
Dépôt Clients déjà affectés Capacité restante
2 20 13 5 3 18 4 1 12 15
5 10 16 104
3 11 6 8 93
Figure 2.6 – État des dépôts ouverts
l’ensemble U , nous proposons une méthode que nous appelons "construction de la
chaîne". Cette méthode consiste à grouper des clients dans une liste qui ressemble à
une chaîne, et d’affecter cette chaîne à un dépôt. Elle utilise une stratégie de plus
proche voisin, modulée par la capacité limitée des dépôts. La procédure appliquée
est détaillée dans l’algorithme ci-après :
Algorithme (Construction de la chaîne)
Notations :
U : the list of unassigned customers.
T : the table of depots, each one contains the assigned customers.
Input : U , T .
Output : T .
1. Set list A = ∅.
2. If U is empty, stop the algortihm
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3. Select the first element u from U and insert it into list A.
4. If A is empty, repeat from step 2.
5. Select a customer c from the tail of list A.
6. Generate a list P containing all the customers except those in list A, ordered by
ascending distance from c.
7. Set i = 1.
a. Set q = P [i].
b. If q is not assigned, add it into list A and repeat from step 5.
c. Obtain depot D for which q is assigned.
d. If the depot D cannot satisfy the customer c, set i = i+ 1.
i. if i has reached the end of list P , set T = ∅ and stop the algorithm.
ii. repeat from step 7.a.
e. Set T [D] = c, remove c from list A and U .
f. Repeat from step 4.
Construction des tournées :
Dans l’étape finale, nous avons développé une méthode gloutonne afin de
construire les tournées. D’abord, nous trions les valeurs de la deuxième partie
de la particule dans l’ordre croissant. Une liste L de priorité concernant les clients
est générée (figure 2.7). Pour chaque dépôt ouvert, une liste B est générée de façon
19 4 5 9 6 10 1 16 20 7
13 11 3 12 18 2 17 15 8 14
Figure 2.7 – Liste L de priorité concernant les clients
que les clients affectés à ce dépôt soient triés en respectant l’ordre donné par la liste
L. Cette liste B peut être considérée comme une tournée géante qui sera découpée
en une ou plusieurs tournées en tenant compte de la capacité des véhicules. Par
exemple pour le dépôt 2, la liste des clients affectés après la construction de la chaîne
est [20 13 5 3 18 4 1 12 7]. D’après la liste de priorité L définie par la figure 2.7,
nous pouvons générer la liste B suivante : [4 5 1 20 7 13 3 12 18]. Pour construire la
première tournée V , nous commençons en insérant le client 4. Les clients de la liste
B sont ensuite ajoutés dans la tournée V en respectant la capacité du véhicule. De
cette façon, trois tournées pour le dépôt 2 sont réalisées : [4 5 1 20], [7 13 3 12] et
[18]. Cette étape est décrite dans l’algorithme suivant :
Algorithme (Construction des tournées)
Notations :
L : a priority list of customers.
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T : a table containing for each depot the list of the assigned customers.
S : final solution containing routes.
Input : L, T .
Output : S.
1. Set table S = ∅.
2. Set i = 1.
a. Set depot = T [i].
b. Generate list B by removing all the customers not in depot from the list L.
c. Set j = 1 and create a new route V = ∅.
i. Set customer c = B[j].
ii. If V cannot satisfy customer c, add V into S, set V = ∅.
iii. Add customer c into route V .
iv. Set j = j + 1 and repeat from step.2.c.i until j reaches the size of list B.
3. Set i = i+ 1, repeat until i reaches the size of table T .
4. Stop the algorithm.
2.3.5 Recherche locale
La PSO est une méthode qui est initialement proposée pour résoudre les pro-
blèmes dans l’espace des réels, comme le montrent les deux équations (vitesse et
position) associées à l’évolution de chaque particule. Pour résoudre des problèmes
d’optimisation dont les valeurs peuvent être entières ou booléennes, nous devons pro-
poser des opérateurs, tel qu’arrondir, pour faire la transformation lors du décodage
d’une solution. Cependant, ces opérateurs pourraient faire perdre des informations
essentielles, ce qui pourrait dégrader les performances de la PSO. Pour cette raison,
nous avons décidé d’intégrer la recherche locale pour l’appliquer directement sur les
tournées. Pour cette recherche locale, nous avons choisi quatre opérateurs inspirés
de [Contardo et al. 2014], en considérant les différents composants du coût total du
problème : le coût d’ouverture des dépôts, le coût d’utilisation des véhicules, et le
coût de la distance parcourue.
Depot swap : Échanger un dépôt ouvert avec un autre fermé, et ré-affecter les
tournées du premier au deuxième dépôt (voir figure 2.8). Si le dépôt choisi n’est pas
suffisamment capacitaire, l’échange est rejeté. Cette procédure s’arrête dès que la
solution est améliorée.
Giant tour split :
Fusionner toutes les tournées appartenant au même dépôt en une tournée géante
(voir figure 2.9). Améliorer cette tournée en utilisant l’algorithme de 2-OPT afin de
minimiser la distance parcourue (voir figure 2.9). La tournée résultante est ensuite
découpée en tenant compte de la capacité des véhicules.
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Dépôt Dépôt Dépôt Dépôt
Echange le dépôt
Figure 2.8 – Échange de dépôts
Dépôt Dépôt Dépôt Dépôt
Fusionner 2-OPT Découper
Figure 2.9 – Fusion et découpe
2-OPT : Deux arcs de la même tournée sont échangés (voir figure 2.10). La procé-
dure s’arrête dès que la solution est améliorée.
Dépôt Dépôt
Figure 2.10 – 2-OPT
2-OPT* : Les deux arcs échangés appartiennent ici à deux tournées différentes, mais
ces dernières sont réalisées à partir du même dépôt (voir figure 2.11). La contrainte
de capacité concernant les véhicules doit être vérifiée chaque fois qu’un échange est
effectué.
Ces quatre opérateurs sont appliqués dans l’ordre : Depot swap -> Giant tour
split-> 2-OPT* -> 2OPT. Toutefois, si nous appliquons ces recherches locales
pour toutes les solutions, cela va consommer beaucoup de temps. Pour accélérer
l’algorithme, nous avons introduit une variable p qui indique la probabilité d’appliquer
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Dépôt Dépôt
Figure 2.11 – 2-OPT*
les recherches locales à une solution.
2.3.6 Particle Swarm Optimization Hybridée
Dans notre méthode, chaque particule est décodée pour obtenir une solution,
qui est ensuite améliorée par la recherche locale. Comme les autre algorithmes
d’évolution, la PSO classique fait évoluer la population, dans son cas en utilisant
les deux équations (2.9) et (2.10). Cependant, pour notre problème, nous avons
appliqué une version plus avancée que cette version basique. Connue sous le nom
SPSO2011, elle a été proposée par [Clerc 2012a]. Elle est décrite par les équations
suivantes :
xi(t+ 1) = x
′
i(t) + w ∗ vi(t) (2.11)
vi(t+ 1) = w ∗ vi(t) + x′i(t)− xi(t) (2.12)
Gi(t) = xi(t) + c
pbesti + lbesti− 2xi(t)
3 (2.13)
Dans la SPSO2011, une hypersphère Hi(t) est définie pour chaque particule i à
l’itération t. Le centre de cette hypersphère est calculé d’après l’équation 2.13 et
le rayon est égal à ||Gi(t)− xi(t)||. Un point x′i(t) de cette hypershpère est choisi
aléatoirement. Contrairement à la PSO classique, où chaque particule était en
liaison avec toutes les autres particules, dans SPSO2011 une nouvelle topologie
a été introduite. Une notion de voisinage a été définie dans [Clerc 2007], chaque
particule n’est plus en relation qu’avec le sous-ensemble de particules appartenant à
ce voisinage. Ce dernier est défini de façon aléatoire. Ainsi, lbesti correspond à la
même définition que gbesti dans la PSO classique, mais qui ne s’applique ici que sur
le voisinage de particule i. De plus, les paramètres c1 et c2 ont été remplacés par un
seul paramètre c.
Notre méthode hybridant la SPSO2011 et la recherche locale peut être décrite
par l’algorithme suivant :
2.4. Expérimentations et résultats 35
Algorithm (PSO hybridée)
Notations :
N : number of particles.
P : swarm of particles.
K : maximum number of iterations.
p : the probability to use the local search
Input : N, K.
Output : S.
1. Initialize the velocity Vi and position Xi for each particle i in the swarm P .
2. Initialize pbesti and lbesti for each particle i.
3. Set k = 1.
4. Set i = 1.
a. Set particle = P [i].
b. Decode particle into an initial solution S.
c. Improve S with local search with the probability p.
d. Update pbesti and lbesti in S.
e. i = i+ 1.
f. Repeat from step 4.a until i > N .
5. Set i = 1.
a. Update velocity and position of each particle.
b. i = i+ 1.
c. Repeat from step 5.a until N is reached.
6. Set k = k + 1 and repeat from step 4 until K is reached.
2.4 Expérimentations et résultats
Cette section présente d’abord les instances utilisées pour tester et valider
notre algorithme hybride. Ensuite, nous expliquons comment choisir les valeurs des
paramètres liés à notre méthode. Puis, nous justifions les différents composants de
celle-ci en la testant sur les instances considérées. Finalement, nous comparons notre
algorithme avec deux méthodes de la littérature : une basée aussi sur une méthode
de type PSO et l’autre basée sur une approche de type GRASP.
2.4.1 Instances
Le jeu d’instances que nous utilisons a été généré par [Prins et al. 2004], et
contient 30 instances. Elles sont nommées suivant le format "client-dépôt-distribution-
capacité", où le premier terme indique le nombre de clients qui appartient à
{20, 50, 100, 200}, le deuxième terme signifie le nombre de dépôts qui appartient
à {5, 10}, le troisième terme donne le nombre de groupes qui appartient à {1 =
distribution uniforme : les sites sont distribués aléatoirement, 2 = 2 groupes : les
sites sont découpés en deux groupes, 3= 3 groupes : les sites sont séparés en trois
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groupes}, et le dernier terme est la capacité des véhicules qui appartient à {a =
70, b = 150}. La flotte de véhicules considérée dans ces instances est homogène.
La quantité des demandes est générée aléatoirement dans l’intervalle [11, 20]. La
capacité des dépôts est limitée et varie en fonction du dépôt. Ces instances sont
disponibles sur le site http://prodhonc.free.fr/.
2.4.2 Environnement de test
La méthode a été programmée sous Matlab et lancée sur une machine avec
un processeur Intel Core i7-4810MQ, 2.80 GHz et une mémoire de 16 GB. Nous
rappelons qu’il y a trois paramètres dans notre méthode : w, c, p. Les deux premiers
sont associés à la PSO et le dernier représente la probabilité associée à la recherche
locale. Pour déterminer ces valeurs, nous avons réalisé un plan d’expérience ( [Goupy
& Creighton 2006]).
Dans le domaine scientifique, nous devons souvent comprendre comment réagit un
système en fonction des facteurs susceptibles de l’influencer. Car à une combinaison
des facteurs correspond une réponse du système, nous pouvons donc collecter ces
informations afin d’analyser les relations entre les facteurs et la réponse. La figure
2.12 montre un système dont deux facteurs A et B doivent être déterminés. Ils varient
Système
Facteur A
Facteur B
Réponse Y
Figure 2.12 – Réponse Y du système pour deux facteurs A et B
dans les intervalles
[
δ, δ
′] et [γ, γ′] respectivement. Puisque ces deux facteurs n’ont
pas le même domaine de variation, nous les remplaçons par des variables normalisées
codées dans un nouvel intervalle [−1,+1]. Le modèle choisi pour représenter le
système est le suivant :
y = a0 + a1 ∗A+ a2 ∗B + a12 ∗A ∗B (2.14)
où a0, a1, a12 sont les coefficients et A,B représentent les variables normalisées. Le
plan d’expérience est illustré dans le tableau nommé matrice d’expérience (figure
2.13). La première colonne identifie les essais, les suivantes indiquent les états des
variables exprimées en -1 ou +1. La dernière colonne donne la réponse pour chaque
essai. Les deux dernières lignes montrent la correspondance entre l’intervalle initial
et l’intervalle normalisé pour chacune des variables. Le nombre d’essais est égal à
2k, où k est le nombre de variables. A partir du modèle, nous pouvons écrire les 4
relations suivantes (2.15), en remplaçant les variables A et B par leurs états dans
chaque essai. 
a0 − a1 − a2 + a12 = Y1
a0 + a1 − a2 − a12 = Y2
a0 − a1 + a2 − a12 = Y3
a0 + a1 + a2 + a12 = Y4
(2.15)
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Numéro d’essai A B Réponse
1 -1 -1 Y1
2 1 -1 Y2
3 -1 1 Y3
4 1 1 Y4
Niveau -1 𝛿 𝛾
Niveau +1 𝛿′ 𝛾′
Figure 2.13 – Matrice d’expérience sur les variables A et B
Nous pouvons donc obtenir les valeurs des coefficients : a0 = (Y1+Y2+Y3+Y4)/4,
a1 = (−Y1+Y2−Y3+Y4)/4, a2 = (−Y1−Y2+Y3+Y4)/4, a3 = (Y1−Y2−Y3+Y4)/4.
Pour déterminer les paramètres les plus importants, nous devons comparer les valeurs
absolues des coefficients. Celui qui a la valeur la plus grande est le plus important
(à part a0).
Dans notre méthode, nous avons trois paramètres à déterminer : w, c, q. Dans
les essais, nous avons donc trois variables dont les intervalles de variation sont :
w ∈ [0.4, 0.9], c ∈ [1, 2], et q ∈ [0, 1]. Pour que notre méthode ait une performance
stable, nous avons donc choisi des instances représentatives pour effectuer le plan
d’expériences. Nous présentons ici les résultats par rapport à trois instances.
Numéro d’essai c w q Réponse
1 -1 -1 -1 55034,09
2 1 -1 -1 55034,09
3 -1 1 -1 55034,09
4 1 1 -1 55034,09
5 -1 -1 1 55264,22
6 1 -1 1 55039,57
7 -1 1 1 55034,09
8 1 1 1 55094,36
Niveau -1 1 0,4 0
Niveau +1 2 0,9 1
Figure 2.14 – Matrice d’expériences sur l’instance 20-5-1a
La figure 2.14 présente le plan d’expériences sur l’instance 20-5-1a, pour laquelle
nous obtenons le modèle suivant :
y = 55071.07− 20.5474c− 21.9172w + 36.98528q
+35.6154cw − 20.5474cq − 21.9172wq + 35.6154cwq (2.16)
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Nous pouvons remarquer que le coefficient du paramètre q est le plus élevé, et que
ceux de cw et cwq sont les suivants. Pareillement, les résultats du plan d’expériences
sur les deux autres instances (20-5-2a et 50-5-1a) sont représentés par les équations
(2.17) et (2.18).
y = 50563.54− 72.1393c− 96.5933w + 331.3517q
+122.27cw − 24.454cq − 29.3448wq + 74.5847cwq (2.17)
y = 94476.88 + 69.8360c+ 87.8582w + 657.8103q
+130.6609cw − 15.7694cq − 2.2527wq + 31.5388cwq (2.18)
Selon ces trois instances, les paramètres q et cw sont les plus importants. Nous
rappelons que l’objectif du CLRP est de minimiser le coût total qui correspond à y.
Autrement dit, nous devons trouver une façon de diminuer la valeur de y. Afin de
trouver la relation entre ces deux paramètres et la réponse y, nous avons analysé
ces trois fonctions. Quand cw diminue, y diminue aussi. Étant donné que c et w
appartiennent à [1, 2] et [0.4, 0.9], nous pouvons en déduire que cw varie entre 0.4
et 1.8. Selon les travaux de [Clerc 2012b], la PSO pourrait donner de meilleures
performances lorsque c = 0.5 + ln(2) et w = 1/(2 ∗ ln(2)), c’est-à-dire, cw = 0.85. En
considérant l’intervalle que nous avons calculé et ces travaux, nous avons donc choisi
la proposition issue de [Clerc 2012b]. D’autre part, y diminue lorsque q diminue.
Or en fait, q = 1 − p, où p est la probabilité définie précédemment, associée à la
recherche locale. Plus cette probabilité p augmente, plus petite est la valeur q, donc
plus la méthode a de chances d’appliquer la recherche locale à la solution obtenue par
PSO. Nous rappelons que q appartient à l’intervalle [0, 1]. Idéalement, nous devrions
fixer q = 0 (donc p = 1), mais cela va consommer beaucoup de temps. Afin de
trouver un compromis entre la qualité de solution et la durée d’exécution, nous avons
choisi q = p = 0.5. La taille de la population N et le nombre d’itérations K sont
fixés à 50 et 100 respectivement. Le tableau 2.1 résume les valeurs des paramètres.
Table 2.1 – Valeurs des paramètres liés à la méthode
w c1/c2 q N K
w = 1/(2 ∗ ln(2)) c = 0.5 + ln(2) 0.5 50 100
2.4.3 Justification des composantes de la méthode
Pour démontrer l’importance de chaque composante de notre algorithme, nous
avons développé et testé les trois versions suivantes :
• M1 : Elle est basée sur notre PSO, mais avec une modification dans le codage.
L’affectation des clients aux dépôts a été modifiée. Dans cette méthode, les
clients sont affectés au dépôt ouvert le plus proche en fonction de la capacité
restante de ce dernier.
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• M2 : Elle correspond strictement à la PSO décrite à la section précédente,
toujours sans recherche locale.
• M3 : C’est une extension de M2 avec les opérateurs de recherche locale
décrits précédemment. Cette méthode est désignée dans ces travaux sous le
nom Particle Swarm Optimization Hybridée, associée à l’algorithme (PSO
hybridée).
Table 2.2 – Résultats (coûts) pour les trois versions testées
Instance BKS
M1 M2 M3
coût coût gap coût gap gap(M2/M1) (M3/M2) (M3/BKS)
20-5-1a* 54793 55072.44 55034 -0.07% 55034.23 0.00% 0.44%
20-5-1b* 39104 45266.79 41751 -7.77% 40937.98 -1.95% 4.69%
20-5-2a* 48908 51216.46 50836 -0.74% 50164.94 -1.32% 2.57%
20-5-2b* 37542 42291.06 38580 -8.78% 37542 -2.69% 0.00%
50-5-1a 90111 95175.24 95393 0.23% 94095.84 -1.36% 4.42%
50-5-1b 63242 65556.66 65351 -0.31% 63216.7 -3.27% -0.04%
50-5-2a 88298 99697.27 91107 -8.62% 90549.6 -0.61% 2.55%
50-5-2b 67340 72800.33 70292 -3.45% 69832.05 -0.65% 3.70%
50-5-2BIS 84055 96764.12 86003 -11.12% 86013.48 0.01% 2.33%
50-5-2bBIS* 51822 60077.24 59474 -1.00% 55199.27 -7.19% 6.52%
50-5-3a 86203 93306.13 89969 -3.58% 89099.84 -0.97% 3.36%
50-5-3b 61830 68285.05 64224 -5.95% 63395.03 -1.29% 2.53%
100-5-1a 275993 300096.9 285182 -4.97% 283732.8 -0.51% 2.80%
100-5-1b 214392 226752.3 223922 -1.25% 219137.4 -2.14% 2.21%
100-5-2a 194598 197699.4 202409 2.38% 198657.7 -1.85% 2.09%
100-5-2b 157173 159655.6 164953 3.32% 161670.3 -1.99% 2.86%
100-5-3a 200246 209882.9 207115 -1.32% 206625.7 -0.24% 3.19%
100-5-3b 152586 158156.9 156499 -1.05% 156332.6 -0.11% 2.46%
100-10-1a 290429 336680.9 328424 -2.45% 322442.9 -1.82% 11.02%
100-10-1b 234641 283608.4 253787 -10.51% 253818.6 0.01% 8.17%
100-10-2a 244265 252627.2 251836 -0.31% 249397.9 -0.97% 2.10%
100-10-2b 203988 208842.9 212453 1.73% 208212.3 -2.00% 2.07%
100-10-3a 253344 266185.8 263319 -1.08% 248874.9 -5.49% -1.76%
100-10-3b 204597 213020.9 216378 1.58% 199979.6 -7.58% -2.26%
200-10-1a 479425 492949.5 494277 0.27% 490580.3 -0.75% 2.33%
200-10-1b 378773 384518.1 388997 1.16% 385401.6 -0.92% 1.75%
200-10-2a 450468 465755.6 465326 -0.09% 460406.5 -1.06% 2.21%
200-10-2b 374435 385821.9 382922 -0.75% 382335.1 -0.15% 2.11%
200-10-3a 472898 492341.3 490167 -0.44% 488025.9 -0.44% 3.20%
200-10-3b 364178 375914.7 370519 -1.44% 368775.8 -0.47% 1.26%
moyenne 6.99% 4.46% -2.21% -1.66% 2.70%
* : solution optimale par BKS, avec BKS : meilleure solution de la littérature
Ces trois versions ont été testées avec le jeu d’instances proposé par [Prins
et al. 2004], et les résultats obtenus pour l’objectif de coût sont fournis dans le
tableau 2.2.
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La première colonne rappelle le nom des instances, et la deuxième donne les
meilleures solutions trouvées dans la littérature, dont certaines sont optimales. Les
résultats des trois versions développées sont présentés dans les colonnes suivantes,
en terme de coût et d’écart (gap) par rapport à la version précédente (M2/M1 et
M3/M2) et pour la dernière version par rapport à la meilleure solution trouvée
dans la littérature. L’écart relatif est calculé en pourcentage en utilisant l’équation
suivante :
gap(A/B) = ((coûtA− coûtB)/coûtB) ∗ 100% (2.19)
Si la valeur du gap est négative, cela traduit une amélioration de A par rapport
à B. Nous pouvons ainsi évaluer que le gap moyen obtenu pour M1 est de 6.99%
par rapport à BKS. Cette valeur a été améliorée par la méthode M2 qui emploie
la technique de regroupement des sites que nous avons proposée (gap moyen de
4.46% par rapport à BKS, amélioration de M1 de 2.21%). A l’issue de l’intégration
de la recherche locale dans la version M3 de notre algorithme, nous constatons
une nouvelle amélioration de 1.66% par rapport à M2, ce qui ramène le gap de
notre algorithme à 2,70% par rapport à BKS. Par ailleurs, M3 obtient une meilleure
solution que BKS pour 3 des instances (50-5-1b, 100-10-3a et 100-10-3b).
Ces tests et comparaisons montrent l’intérêt de chaque composant présent dans la
méthode M3. Il faut noter que le temps de résolution n’a pas été pris en compte dans
cette comparaison puisque l’insertion au fur et à mesure de nouveaux composants
dans notre algorithme entraîne logiquement une augmentation de ce temps.
2.4.4 Comparaison avec des méthodes de la littérature
Nous avons également comparé la version complète (M3) de notre algorithme
avec deux méthodes efficaces de la littérature. La première, nommée GLNPSO, a été
proposée par [Liu & Kachitvichyanukul 2015]. Cette méthode est aussi de type PSO,
mais la mise à jour de la vitesse de chaque particule a été modifiée. La deuxième,
proposée par [Prins et al. 2006b], est une heuristique qui résout le problème avec un
GRASP, et améliore la solution avec un processus d’apprentissage et une stratégie
de path relinking.
Les résultats sont présentés dans les tableaux 2.3 et 2.4. Dans le premier tableau,
les performances en termes de coût et de temps de résolution sont fournies pour
chacune des méthodes. La dernière colonne présente l’écart, calculé de la même
façon que précédemment, entre notre approche M3 et les deux autres méthodes.
Dans le second tableau et pour chaque composante du coût, nous donnons deux
informations sous forme coût/n : le coût et le nombre d’entités associées n. Ici n peut
être soit le nombre de dépôts ouverts, soit le nombre de véhicules utilisés, suivant
les colonnes du tableau.
Le tableau 2.3 montre les meilleurs résultats obtenus pour 5 lancements avec ces
trois méthodes. La valeur en rouge semble être une erreur dans l’article [Liu &
Kachitvichyanukul 2015], car la solution annoncée (54146.44) est meilleure que la
solution optimale (54793) sur l’instance 20-5-1a. Comme le temps de résolution
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n’est pas donné pour GLNPSO, nous précisons donc l’intervalle estimé par les auteurs.
Table 2.3 – Comparaison du coût et du temps CPU avec deux méthodes de la
littérature
Instance BKS GLNPSO GRASP M3 gapcoût temps(s) coût temps(s) coût temps(s) (M3/GLNPSO) (M3/GRASP)
20-5-1a* 54793 54146.44 [1,5] 55021 0.2 55034.23 0.93 1.64% 0.02%
20-5-1b* 39104 44297.01 [1,5] 39104 0.2 40937.98 1.24 -7.58% 4.69%
20-5-2a* 48908 50370.35 [1,5] 48908 0.1 50164.94 11 -0.41% 2.57%
20-5-2b* 37542 41510.19 [1,5] 37542 0.2 37542 19.25 -9.56% 0.00%
50-5-1a 90111 92886.42 [17,21] 90632 1.8 94095.84 59.31 1.30% 3.82%
50-5-1b 63242 63507.62 [17,21] 64761 1.8 63216.7 86.46 -0.46% -2.38%
50-5-2a 88298 97781.21 [17,21] 88786 2.4 90549.6 278.13 -7.40% 1.99%
50-5-2b 67340 70814.75 [17,21] 68042 2.5 69832.05 70.06 -1.39% 2.63%
50-5-2BIS 84055 87165.04 [17,21] 84055 1.7 86013.48 64.05 -1.32% 2.33%
50-5-2bBIS* 51822 58833.52 [17,21] 52059 2.6 55199.27 340.36 -6.18% 6.03%
50-5-3a 86203 90978.65 [17,21] 87380 2.3 89099.84 407.02 -2.07% 1.97%
50-5-3b 61830 66541.45 [17,21] 61890 2 63395.03 523.44 -4.73% 2.43%
100-5-1a 275993 295699.9 [144,165] 279437 27.6 283732.8 337.95 -4.05% 1.54%
100-5-1b 214392 229849.7 [144,165] 216159 23.2 219137.4 382.52 -4.66% 1.38%
100-5-2a 194598 193667.1 [144,165] 199520 17.4 198657.7 370.67 2.58% -0.43%
100-5-2b 157173 156702.3 [144,165] 159550 22.4 161670.3 488.97 3.17% 1.33%
100-5-3a 200246 205881.3 [144,165] 203999 21.6 206625.7 357.24 0.36% 1.29%
100-5-3b 152586 154651.4 [144,165] 154596 20.3 156332.6 437.64 1.09% 1.12%
100-10-1a 290429 285276 [144,165] 323171 37.4 322442.9 45.25 13.03% -0.23%
100-10-1b 234641 232968.2 [144,165] 271477 29.5 253818.6 47.86 8.95% -6.50%
100-10-2a 244265 242956.7 [144,165] 254087 39.1 249397.9 178.85 2.65% -1.85%
100-10-2b 203988 204028.8 [144,165] 206555 29.8 208212.3 261.87 2.05% 0.80%
100-10-3a 253344 244986.3 [144,165] 270826 35.4 248874.9 171.58 1.59% -8.11%
100-10-3b 204597 200884.5 [144,165] 216173 39.8 199979.6 255.47 -0.45% -7.49%
200-10-1a 479425 500442.3 [1289,1360] 490820 517.5 490580.3 438.53 -1.97% -0.05%
200-10-1b 378773 387734.1 [1289,1360] 416753 379.1 385401.6 456.3 -0.60% -7.52%
200-10-2a 450468 473083.6 [1289,1360] 512679 554.3 460406.5 450.44 -2.68% -10.20%
200-10-2b 374435 386757.8 [1289,1360] 379980 367.4 382335.1 458.24 -1.14% 0.62%
200-10-3a 472898 479291.1 [1289,1360] 496694 424.8 488025.9 595.05 1.82% -1.75%
200-10-3b 364178 368876 [1289,1360] 389016 290.2 368775.8 603 -0.03% -5.20%
moyenne 3.43% 3.35% 2.70% -0.55% -0.50%
* : solution optimale par BKS, avec BKS : meilleure solution de la littérature
M3 versus (VS) GLNPSO :
L’analyse générale montre que M3 donne un gap moyen de 2.70% par rapport à
BKS, qui est inférieur au 3.43% donné par GLNPSO (dernière ligne du tableau 2.3).
De plus, M3 consomme en moyenne 273.28 secondes vis-à-vis des 332.06 secondes
pour GLNPSO. Notre algorithme M3 est plus efficace pour 19 instances sur 30 (63%
des instances). Pour les instances à 20 clients, la qualité des solutions trouvées par
M3 est toujours meilleure que GLNPSO, et une solution optimale a été obtenue
(instance 20-5-2b). Pour les instances à 50 clients, M3 est plus performante pour
7 instances sur 8, et une amélioration du meilleur résultat connu de la littérature
(BKS) a été apportée (instance 50-5-1b). D’après le tableau 2.4, notre méthode
utilise généralement les mêmes dépôts et un nombre de véhicules identiques qu’avec
GLNPSO. La différence entre les deux méthodes intervient dans la détermination
des tournées, où la distance totale parcourue est plus petite dans M3. Pour les
instances à 100 clients, GLNPSO donne les meilleures solutions pour 9 instances sur
12. Contrairement aux instances précédentes, les différences entre les deux méthodes
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sont dues essentiellement au choix des dépôts, dont le coût associé représente en
moyenne la moitié du coût total. Soit le nombre de dépôts est plus grand, soit les
dépôts ouverts ont un coût d’ouverture plus important. Pour les instances à 200
clients, notre méthode est toujours performante que GLNPSO, sauf pour l’instance
200-10-3a. Dans cette instance, GLNPSO a utilisé un véhicule de moins et trouvé
des tournées avec une distance totale plus petite. Par contre, il est difficile de
généraliser sur les avantages ou inconvénients des deux méthodes. En terme de
temps de résolution, GLNPSO est plus rapide pour les petites et moyennes instances.
Quant aux instances plus grandes, notre méthode consomme beaucoup moins de
temps que GLNPSO. Cela pourrait être expliqué par la procédure d’affectation des
clients aux dépôts, qui pour des instances de grande taille, permet de regrouper
plus rapidement les clients grâce aux cercles. Nous pouvons donc conclure que M3
domine GLNPSO en termes de qualité de solutions et de temps de résolution sur ce
jeu d’instances.
Table 2.4 – Composants du coût total
Instance
Depot Vehicle Distance
GLNPSO GRASP M3 GLNPSO GRASP M3 GLNPSO GRASP M3
coût/n coût/n coût/n coût/n coût/n coût/n coût coût coût
20-5-1a* 25549/3 25549/3 25549/3 5000/5 5000/5 5000/5 23597.44 24472 24485.23
20-5-1b* 15497/2 15497/2 15497/2 3000/3 3000/3 3000/3 25800.01 20607 22440.98
20-5-2a* 22769/3 24196/3 22769/3 5000/5 5000/5 5000/5 22601.35 19712 22395.94
20-5-2b* 13911/2 13911/2 13911/2 3000/3 3000/3 3000/3 24599.19 20631 20631
50-5-1a 15385/2 25442/3 15385/2 13000/13 12000/12 13000/13 64501.42 53190 65710.84
50-5-1b 15385/3 15385/2 15385/3 6000/6 6000/6 6000/6 42122.62 43376 41831.7
50-5-2a 29319/3 29319/3 32714/3 14000/14 12000/12 14000/14 54462.21 47467 43835.6
50-5-2b 29319/3 29319/3 29319/3 7000/7 6000/6 7000/7 34495.75 32723 33513.05
50-5-2BIS 19785/3 19785/3 19785/3 13000/13 12000/12 14000/14 54380.04 52270 52228.48
50-5-2bBIS* 17674/3 18763/3 19242/3 6000/6 6000/6 6000/6 35159.52 27296 29957.27
50-5-3a 18961/2 18961/2 18961/2 12000/12 12000/12 12000/12 60017.65 56419 58138.84
50-5-3b 18961/2 18961/2 18961/2 6000/6 6000/6 6000/6 41580.45 36929 38434.03
100-5-1a 132890/3 132890/3 132890/3 25000/25 24000/24 25000/25 137809.9 122547 125842.8
100-5-1b 132890/3 132890/3 132890/3 12000/12 12000/12 12000/12 84959.74 71269 74247.4
100-5-2a 102246/2 102246/2 102246/2 24000/24 24000/24 24000/24 67421.13 73274 72411.7
100-5-2b 102246/2 102246/2 102246/2 11000/11 11000/11 11000/11 43456.26 46304 48424.3
100-5-3a 88287/2 88287/2 88287/2 24000/24 25000/25 24000/24 93594.29 90712 94338.7
100-5-3b 88287/2 88287/2 88287/2 11000/11 11000/11 11000/11 55364.44 55309 57045.6
100-10-1a 162064/3 204071/4 203941/4 26000/26 26000/26 27000/27 97211.96 93100 91501.9
100-10-1b 149702/3 196308/4 204071/4 12000/12 12000/12 12000/12 71266.17 63169 37747.6
100-10-2a 143390/3 154400/3 145956/3 25000/25 25000/25 25000/25 74566.67 74687 78441.9
100-10-2b 143390/3 149586/3 145956/3 11000/11 11000/11 11000/11 49638.8 45969 51256.3
100-10-3a 136279/3 158791/3 149491/3 25000/25 25000/25 25000/25 83707.27 87035 74383.9
100-10-3b 136279/3 144699/3 139411/3 11000/11 11000/11 11000/11 53605.47 60474 49568.6
200-10-1a 259053/3 266151/3 253840/3 48000/48 48000/48 49000/49 193389.3 176669 187740.3
200-10-1b 229111/3 285784/3 253840/3 22000/22 22000/22 23000/23 136623.1 108969 108561.6
200-10-2a 280370/3 307214/3 280370/3 49000/49 49000/49 48000/48 143713.6 156465 132036.5
200-10-2b 280370/3 280370/3 280370/3 23000/23 23000/23 23000/23 83387.76 76610 78965.1
200-10-3a 272528/3 243199/3 272528/3 48000/48 46000/46 49000/49 158763.1 207495 166497.9
200-10-3b 234660/3 261594/3 234660/3 22000/22 22000/22 22000/22 112216 105422 112115.8
code couleur=rang des méthodes : noir=meilleure solution ; orange=rang 2 ; rouge= moins bonne solution
M3 VS GRASP :
En général, GRASP a un gap de 3.35% avec BKS, qui est plus grand que celui
de M3 (2,70%), et le temps de résolution est en moyenne de 96.48 secondes (tableau
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2.3). Le GRASP présente une performance stable pour les premières 18 instances,
les gaps étant inférieurs à 3% (tableau 2.4). Cependant, l’efficacité commence à
se dégrader pour les grandes instances. La différence entre les deux méthodes ne
se situe pas dans le choix des dépôts mais dans la détermination des tournées, où
le nombre de véhicules utilisés est inférieur et où la distance totale parcourue est
meilleure pour GRASP. Pour les instances de grande taille, M3 propose un meilleur
choix des dépôts. En terme de temps de résolution, GRASP est beaucoup plus rapide
que notre méthode pour les petites et moyennes instances. En conclusion, M3 peut
obtenir de meilleures solutions que GRASP, notamment sur les grandes instances en
des temps de résolution équivalents.
2.5 Conclusion
Dans ce chapitre, nous avons d’abord présenté le contexte dans lequel les clients
peuvent être servis par plusieurs Espaces Logistiques Urbains. Ensuite, nous avons
introduit le problème scientifique associé, appelé Capacitated Location Routing
Problem (CLRP). Un modèle sous forme de MILP a été présenté, donnant l’expression
mathématique de la fonction objectif et des contraintes. Comme il s’agit d’un
problème NP-difficile, nous l’avons abordé par une méthode approchée : les essaims
particulaires ou Particle Swarm Optimization (PSO). Dans ce premier chapitre de
contribution, nous avons ainsi confirmé que la PSO peut être utilisée avec succès
et efficacité pour résoudre un problème d’optimisation discret de type CLRP, avec
autant d’efficacité, que des méthodes plus communément utilisées dans la littérature
(comme le GRASP). Notre PSO se distingue d’autres méthodes de même type par
le codage/décodage des solutions et par son hybridation avec des opérateurs de
recherche locale qui en améliore les performances. Les tests effectués sur des instances
de la littérature et la comparaison avec des résultats existants tendent à montrer
que notre méthode fournit de meilleures solutions quand la taille des instances
augmente, ce qui nous semble encourageant. Dans les deux chapitres suivants, nous
avons appliqué une démarche scientifique équivalente pour aborder des variantes de
problèmes de tournées de type livraison et collecte.

Chapitre 3
Résolution d’un PDP sélectif
Ce chapitre étudie une variante complexe de PDP, le Selective Pickup and
Delivery Problem with Time Windows and Paired Demands (SPDPTWPD). Comme
pour la plupart des problèmes combinatoires, il est difficile d’obtenir la solution
optimale dans un temps raisonnable lors de l’augmentation de la taille des instances.
Une méthode approchée a été donc choisie dans ces travaux pour résoudre ce problème.
Comme le problème étudié comporte deux objectifs, nous introduisons les principes de
l’optimisation multi-objectifs, y compris la notion de dominance. Notre contribution
au problème consiste à proposer un algorithme hybridant des essaims particulaires
(PSO) et de la recherche locale. Pour la partie PSO, nous détaillons en particulier
les procédures de codage et décodage des solutions ainsi que les stratégies que nous
appliquons pour la sélection d’un leader dans une population. Pour la recherche locale,
nous proposons deux opérateurs en considérant les deux objectifs. Notre méthode est
validée suivant deux critères : la capacité d’évolution de la PSO et l’efficacité de la
recherche locale. Nous comparons nos résultats avec ceux d’un algorithme génétique
de la littérature développé pour ce même problème. Les résultats montrent que la
méthode est efficace et compétitive.
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3.1 Introduction
Le Pickup and Delivery Problem (PDP) étudie un problème dans lequel toutes
les demandes doivent être transportées de leur origine (fournisseur) à leur destination
(client) par les véhicules. Un des environnements où ce problème est souvent étudié
est la zone urbaine où la capacité des véhicules et les horaires de visite sont limités.
Dans ce cas on se trouve confronté à un Pickup and Delivery Problem with Time
Windows (PDPTW).
Au cours de nos travaux, nous avons étudié une variante sélective du PDPTW,
appelée le Selective Pickup and Delivery Problem with Time Windows and Paired
Demands (SPDPTWPD). Introduit par [Al Chami et al. 2016], ce problème sélectif
relâche la contrainte dans laquelle toutes les demandes doivent être satisfaites. De
plus, à toute demande appairée est associé un couple (fournisseur, client). Il s’agit
d’une généralisation du PDPTW, c’est donc un problème NP-difficile. La figure
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Figure 3.1 – Un exemple de SPDPTWPD
3.1 montre un exemple dans lequel il y a 4 demandes, chacune étant identifiée par
une couleur différente. Un premier véhicule part du dépôt et visite le fournisseur
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(S1) de la demande 1. Ensuite, le client (C1) de cette demande est visité puis le
véhicule retourne au dépôt. Un deuxième véhicule effectue une tournée, dépôt-S2-
S3-C2-C3-dépôt, pour satisfaire les demandes 2 et 3. Nous pouvons remarquer que
la demande 4 n’est satisfaite par aucun véhicule. Cet aspect sélectif introduit une
certaine flexibilité dans la prise de décision. Deux objectifs cohérents sont proposés
pour le problème traité :
— Maximiser le profit : les ressources étant disponibles en quantité limitée, les
transporteurs ne peuvent pas toujours honorer toutes les demandes sur un
horizon temporel donné. Ils associent à chaque demande un profit. Dans ce
cas, les transporteurs cherchent à satisfaire l’ensemble des demandes qui peut
apporter un profit total maximal. Notons que cet objectif n’est pas équivalent
à maximiser le nombre de demandes servies, excepté si toutes les demandes
ont le même profit.
— Minimiser la distance : il peut exister plusieurs solutions optimales pour le
premier objectif, donc ayant le même profit. Normalement, les transporteurs
veulent effectuer la livraison de façon la plus économique possible. Pour cet
aspect, un des objectifs connus est de considérer la distance parcourue. Le
deuxième objectif considéré est donc de minimiser la distance parcourue.
Les contraintes respectées sont :
— Un véhicule doit partir et retourner au même dépôt ;
— Les marchandises transportées simultanément ne doivent pas excéder la
capacité maximale du véhicule utilisé ;
— Chaque site est caractérisé par une fenêtre temporelle [e, l] à respecter. Si
un véhicule arrive plus tôt que e, il peut attendre jusqu’à l’ouverture du site.
Cependant, il ne doit jamais arriver plus tard que l ;
— Le fournisseur de chaque demande doit toujours être visité avant son client.
3.2 Modélisation mathématique
Cette section présente un modèle mathématique du SPDPTWPD sous forme de
MILP, proposé par ( [Al Chami et al. 2016]).
Données :
• C : Ensemble des clients,
• B : Ensemble des fournisseurs,
• V : Ensemble des véhicules disponibles,
• Nodes = B ∪ C : Ensemble des sites (clients et fournisseurs), aussi appelés
nœuds,
• N = 0 ∪ Nodes : Ensemble de tous les sites plus le dépôt avec l’identifiant 0,
• Customeri : Client du fournisseur i/i ∈ B,
• Supplieri : Fournisseur du client i/i ∈ C,
• dij : Distance du site i au site j/i,j ∈ N,
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• Pi : Profit associé au site i/i ∈ N,
• qi : Quantité demandée par le site i/i ∈ N
– Si qi <0 alors i est un client,
– Si qi >0 alors i est un fournisseur,
• [ei, li] : Fenêtre temporelle associée au site i/i ∈ N. Le site i peut être visité
par un véhicule à n’importe quel moment compris entre la borne inférieure ei
et la borne supérieure li,
• Si : Temps de service au site i/i ∈ N. Il correspond au temps de chargement
ou de déchargement d’un véhicule,
• Qk : Capacité maximale du véhicule k/k ∈ V,
• Speedk : Vitesse moyenne du véhicule k/k ∈ V,
• M : Un très grand nombre.
Variables :
• Dki : Date de départ du véhicule k du site i/k ∈ V et i ∈ N,
• Aki : Date de début de service du véhicule k au site i/k ∈ V et i ∈ N,
• Y ki : Quantité de marchandises dans le véhicule k après la visite du site i/k ∈
V et i ∈ N,
• Xkij=

1 Si le véhicule k visite directement le site j après le site i/k ∈ V et
i,j ∈ N
0 Sinon
Mixed Integer Linear Programming :
Maximiser F1 =
∑
i∈N
∑
j∈N
∑
k∈V
PiX
k
ij (3.1)
Minimiser F2 =
∑
i∈N
∑
j∈N
∑
k∈V
dijX
k
ij (3.2)
Sous les contraintes :
∑
i∈N
∑
k∈V
Xkij ≤ 1 ∀j ∈ Nodes (3.3)
∑
j∈N
∑
k∈V
Xkij ≤ 1 ∀i ∈ Nodes (3.4)
∑
i∈N
Xkiu −
∑
j∈N
Xkuj = 0 ∀k ∈ V ;∀u ∈ Nodes (3.5)
Nodes∑
i=1
Xk0i = 1 ∀k ∈ V (3.6)
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Nodes∑
j=1
Xkj0 = 1 ∀k ∈ V (3.7)
Y k0 =
∑
i∈C/Supplieri=0
(−qi
∑
j∈N/j 6=i
Xkji) ∀k ∈ V (3.8)
Y kj ≥ Y ki + qj −M(1−Xkij) ∀i, j ∈ N ;∀k ∈ V (3.9)
Y kj ≤ Y ki + qj +M(1−Xkij) ∀i, j ∈ N ;∀k ∈ V (3.10)
Qk ≥ Y ki ≥ 0 ∀i ∈ N ;∀k ∈ V (3.11)
Akj ≥ Dki +
dij
Speedk
−M(1−Xkij) ∀i, j ∈ N ; ∀k ∈ V (3.12)
Dki ≥ Aki + Si −M(1−Xkij) ∀i, j ∈ Nodes;∀k ∈ V (3.13)
Dki ≤ Aki + Si +M(1−Xkij) ∀i, j ∈ Nodes; ∀k ∈ V (3.14)
ei
∑
j∈N
Xkij ≤ Aki ≤ li
∑
j∈N
Xkij ∀i ∈ N ;∀k ∈ V (3.15)
Dk0 = 0 ∀k ∈ V (3.16)
Dkf ≤ Akc ∀f ∈ B;∀c ∈ C/Supplierc = f ;∀k ∈ V (3.17)
Les contraintes (3.3) et (3.4) assurent que chaque nœud peut être visité au
maximum une fois par un seul véhicule. La contrainte (3.5) garantit la continuité du
flux. Les contraintes (3.6) et (3.7) imposent qu’un véhicule quitte et retourne à un
même dépôt. Les contraintes (3.8), (3.9), (3.10) et (3.11) sont utilisées pour assurer
le non dépassement de la capacité des ressources de transport. Le respect des fenêtres
temporelles est défini par les contraintes (3.12), (3.13), (3.14), (3.15) et (3.16). La
contrainte (3.17) impose la précédence entre le fournisseur et le client d’une même
demande. Nous retrouvons la formulation des deux objectifs : Maximiser le profit
(3.1) et Minimiser la distance (3.2). Maximiser le profit donc considéré comme le
premier objectif pour satisfaire les demandes les plus importantes. Il pourrait exister
plusieurs solutions pour ce premier objectif, alors minimiser la distance peut être
considéré comme le deuxième objectif pour choisir une solution la plus économique
(de distance minimale).
3.3 Résolution par hybridation de méthodes approchées
Dans cette section, nous détaillons la méthode de résolution que nous avons
élaborée, basée sur un algorithme de type PSO, dont les principes, pour la version
mono-objectif, ont été présentés aux chapitres 1 et 2. Cependant nous étudions ici
une version multi-objectifs du problème, d’où la nécessité d’aborder au préalable
les concepts basiques sur l’optimisation multi-objectifs et les principales différences
d’un PSO multi-objectifs par rapport à sa version basique.
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3.3.1 Concepts basiques sur l’optimisation multi-objectifs
Étant donné un problème à résoudre :
minimize ~f(~x) :=
[
~f1(~x), ~f2(~x), ..., ~fk(~x)
]
(3.18)
Sous les contraintes :
gi(~x) ≤ 0 i = 1, 2, ...,m (3.19)
hi(~x) = 0 i = 1, 2, ..., p (3.20)
où ~x = [x1, x2, ..., xn]T est un vecteur des variables de décision (ou une solution).[
~f1... ~fk
]
sont les k fonctions objectifs à minimiser. [g1...gm] et [h1...hp] sont les
contraintes à respecter. Pour comparer deux solutions ~x, ~y du problème, la notion
de dominance (voir figure 3.2) est introduite par les définitions suivantes :
𝑓1
𝑓2
Solution dominée
Solution dominante
(a) Dominance dans l’espace bi-objectif
𝑓1
𝑓2
Solution dominée
Solution appartient
au Pareto Front
(b) Pareto Front
Figure 3.2 – Exemples de la dominance et du front de Pareto
Définition 1. Une solution ~x domine une autre solution ~y (symbolisé par ~x ≺ ~y) si
les deux conditions suivantes sont satisfaites :
— La solution ~x n’est pas plus mauvaise que la solution ~y sur toutes les fonctions
objectifs, ou ~fi(~x) ≤ ~fi(~y) pour tous les i = 1, 2, ..., k.
— La solution ~x est strictement meilleure que la solution ~y sur au moins une
fonction objectif, ou ∃ i ∈ {1, 2, ...,M} tel que ~fi(~x) < ~fi(~y)
Définition 2. Une solution est non-dominée s’il n’existe pas une autre solution qui
la domine.
Définition 3. Étant donné un ensemble F de solutions faisables du problème, la solu-
tion ~x est Pareto optimale si elle n’est pas dominée par une solution quelconque de F .
Définition 4. L’ensemble Pareto optimal P ∗ est défini par :
P ∗ = {~x ∈ F | ~x est Pareto optimale} (3.21)
Définition 5. Le front de Pareto PF ∗ est défini par :
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PF ∗ =
{
~f(~x) | ~x ∈ P ∗
}
(3.22)
3.3.2 Optimisation par essaims particulaires multi-objectifs
Les chercheurs ont proposé le Multi-Objective Particle Swarm Optimization
(MOPSO) pour adapter la PSO aux problèmes multi-objectifs. De nombreuses
variantes ont été déjà présentées au cours des années. [Reyes-Sierra et al. 2006] ont
publié une revue sur ce sujet. Pour notre problème, nous avons choisi la variante
proposée par [Coello et al. 2004]. Par rapport à la version mono-objectif présentée
au chapitre 2, les équations (2.9) et (2.10) sont remplacées par :
xi(t+ 1) = xi(t) + vi(t+ 1) (3.23)
vi(t+ 1) = w ∗ vi(t) + c1 ∗ r1(pbesti [h]− xi(t)) + c2 ∗ r2(gbest
[
h′
]− xi(t)) (3.24)
Nous pouvons remarquer que les seules différences avec (2.9) et (2.10) sont les termes
pbesti [h] et gbest [h′]. pbesti est une archive qui garde les solutions non-dominées
trouvées par la particule i au cours de l’évolution. gbest est une autre archive qui
stocke les solutions non-dominées de la population. h et h′ sont les indices de solution,
qui respectivement signifie le leader choisi de l’archive.
L’archive est un nouveau concept introduit dans MOPSO, pour laquelle il faut
considérer :
• la mise à jour : l’archive va se mettre à jour lorsqu’une nouvelle solution est
ajoutée. Quand un candidat veut entrer dans l’archive, quatre cas doivent être
distingués : 1) Si l’archive est vide, ce candidat est accepté ; 2) Si ce candidat
est dominé par les solutions stockées dans l’archive, il va être supprimé ; 3)
Si ce candidat domine certaines solutions de l’archive, celles-ci sont d’abord
supprimées avant qu’il entre ; 4) Si ce candidat n’est dominé par aucune
solution de l’archive, il va être accepté.
• la capacité : le nombre de solutions stockées par l’archive ne doit pas dépasser
sa capacité. Si celle-ci est violée, une stratégie est employée pour enlever des
solutions. Dans notre méthode, la capacité est considérée comme illimitée
puisque l’espace du problème étudié n’est pas très grand.
• la sélection : un leader doit être choisi pour représenter l’archive. Il existe de
nombreuses règles dans la littérature pour ce choix, parmi lesquels nous avons
utilisé la stratégie First-In-First-Out (FIFO), ainsi que la règle fitness-based
sharing [Goldberg et al. 1987].
3.3.3 Sélection d’un leader
Deux stratégies sont proposées dans ces travaux pour choisir un leader de l’archive.
Basé sur des tests préliminaires, nous avons décidé d’appliquer la règle FIFO pour
l’archive pbest et la méthode fitness-based sharing pour gbest.
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3.3.3.1 Règle heuristique First-In-First-Out
Dans FIFO, un leader est choisi en fonction de l’ordre d’entrée dans la file
d’attente. Si la file n’est pas mise à jour, la procédure de sélection va strictement
respecter le FIFO classique qui est présenté dans la figure 3.3(a). La solution 1
 
 
 
 
 
 
 
 
 
1 2 3 4 5 6 
3 4 5 6 1 2 
tête queue 
L’état après trois 
itérations 
(a) Pas de mise à jour
 
 
 
 
 
 
 
 
 
1 2 3 4 5 6 
3 4 5 6 7 1 
tête queue 
Après une itération, solution 2 
est supprimée et solution 7 est 
ajoutée. 
(b) Mise à jour
Figure 3.3 – Deux cas différents du FIFO
en rouge est initialement choisie comme leader à la première itération. Après trois
itérations, les solutions 1 et 2 sont ajoutées à la file puis la solution 3 est choisie.
Cependant la modification d’une solution peut perturber cette procédure puisque
de nouvelles solutions sont trouvées pour chaque itération. La figure 3.3(b) illustre
l’application de cette règle sur un exemple dans lequel la solution 7 en vert est
ajoutée à la fin de la file et la solution 2 dominée est enlevée. Ensuite le leader
précédent (solution 1) est ajouté à son tour à la fin de la file, et un nouvel leader
(solution 3 en rouge) est choisi pour l’itération suivante. En général, la modification
des solutions doit être faite avant la sélection du leader.
3.3.3.2 Méthode de fitness-based sharing
Cette méthode (illustrée par la figure 3.4) mesure la densité des différentes
régions de l’espace de recherche. Une solution, qui se trouve dans une région moins
peuplée, a une plus forte probabilité d’être choisie comme leader. Cette probabilité
est déterminée en utilisant les équations (3.25) à (3.28). La densité φ(distij) pour
chaque solution i de l’archive est calculée comme suit :
φ (distij) =
1−
(
distij
σsh
)α
, distij < σsh
0, Otherwise
(3.25)
Où j ∈ population, et population est l’ensemble des solutions de l’archive. α et σsh
sont les paramètres de partage (sharing). distij est la distance euclidienne entre les
solutions i et j, qui peut être calculée par la formule :
distij =
√
(s1i − s1j )2 + . . . (sni − snj )2 (3.26)
Où (s1i , . . . sni ) est un vecteur qui représente la solution i, et n le nombre d’objectifs.
Chaque solution i a une force (fitness), dont la valeur est obtenue par la formule
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d
en
sité
distance
fitn
ess
distance
Figure 3.4 – Illustration de la méthode fitness-based sharing
suivante :
Fitnessi =
1∑
j∈population φ(distij)
(3.27)
Étant donnée la fitness de chaque solution, nous pouvons déterminer la probabilité
suivante :
Probi =
Fitnessi∑
j∈population Fitnessj
(3.28)
Selon l’équation 3.28, une solution avec une grande fitness (se trouvant dans une
région moins dense) a donc bien une forte chance d’être choisie.
3.3.4 Représentation d’une solution
Comme pour toute métaheuristique, l’efficacité de la méthode de résolution
utilisée dépend en partie de la manière de représenter les solutions. La figure 3.5
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montre le codage que nous avons utilisé pour représenter une solution du problème
étudié dans une particule. Ce codage est une liste de dimension 3 ∗ r, où r est le
nombre de demandes.
 
 
1 1 2 2 … r r 1 … r 
L’ordre de visite L’affection aux véhicules 
 
Figure 3.5 – Codage d’une solution
Selon ce codage, une particule est divisée en deux parties. La première partie
permet de définir un ordre de visite des sites. Pour cela et dans un premier temps, à
chaque demande Di sont associés les deux dimensions (sites origine et destination de
la demande) en position 2 ∗ i− 1 et 2 ∗ i (2 ∗ r au total pour cette partie). Une valeur
associée à chaque dimension est générée aléatoirement dans l’intervalle [1, ..., 10]. La
figure 3.6 illustre la procédure de codage pour un exemple avec 5 demandes (D1...D5).
En classant les valeurs dans l’ordre croissant, nous obtenons une liste présentée dans
7.8 7.5 9.3 9 9.2 9.1 7.9 7.6 7.7 8.9 
D1 D1 D2 D2 D3 D3 D4 D4 D5 D5 
 
Figure 3.6 – Un exemple pour un problème à 5 demandes
la figure 3.7. Dans le problème étudié, chaque demande Di est effectivement associée
 
7.5 7.6 7.7 7.8 7.9 8.9 9 9.1 9.2 9.3 
D1 D4 D5 D1 D4 D5 D2 D3 D3 D2 
 
Figure 3.7 – Liste obtenue après tri par ordre croissant des valeurs
à une paire d’opérations (Si, Ci) (S pour Supplier : collecte des marchandises chez
le fournisseur ; C pour Customer : livraison de ces marchandises chez le client).
Dans la liste ordonnée, nous affectons l’opération Si à l’élément de la demande Di
qui apparaît en premier, et nous affectons l’opération Ci à la même demande pour
la valeur qui apparaît en second. Par conséquent, nous obtenons la liste A de visite
des sites clients et fournisseurs, comme illustré dans la figure 3.8.
La deuxième partie de la particule, en bleu dans la figure 3.5, est constituée de r
dimensions. Elle sert à affecter un véhicule pour réaliser chaque demande. r valeurs
sont donc générées aléatoirement dans l’intervalle [0, ..., NV [, où NV est le nombre
maximal de véhicules. La figure 3.9 montre le codage qui représente un exemple à
5 demandes et 2 véhicules. Les valeurs générées sont arrondies à l’entier supérieur
pour correspondre aux indices des véhicules affectés. Plus précisément, le résultat de
cette partie est une liste B dont le ième élément (qui est aussi en position 2 ∗ r + i
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S1 S4 S5 C1 C4 C5 S2 S3 C3 C2 
 
Figure 3.8 – La liste de visite A
dans la particule) est le numéro du véhicule affecté à la demande Di. La figure 3.10
montre le résultat final issu du codage de la figure 3.9.
0.6 1.2 1.8 0.4 1.1 
D1 D2 D3 D4 D5 
 
 
 Figure 3.9 – Exemple de codage pour 5 demandes et 2 véhicules
1 2 2 1 2 
D1 D2 D3 D4 D5 
 
Figure 3.10 – Liste B contenant l’affectation des véhicules
3.3.5 Décodage d’une particule : construction des tournées
En utilisant les informations obtenues auparavant, les tournées sont construites
selon l’algorithme ci-après. Cela constitue la phase de décodage des particules.
Pour une particule caractérisée par la liste A, précisant l’ordre de visite des
différents sites, et la liste B, précisant l’affectation des véhicules à chaque demande,
les tournées associées à chacun des véhicules sont construites de manière progressive
en respectant l’ordre de la liste A. A chaque étape de lecture de cette liste, si le
site lu correspond à un fournisseur d’une demande, le couple (fournisseur, client)
de cette demande est inséré dans la tournée du véhicule affecté à cette demande
suivant la liste B. L’insertion de ces deux sites se fait en respectant l’ordre défini
dans la liste A. L’ensemble des contraintes du problème est alors vérifié. En cas de
respect de ces dernières, on reprend la lecture de la liste A, sinon nous retirons le
couple de la tournée dans lequel il était inséré, et la demande associée est ajoutée à
l’ensemble des demandes non satisfaites, D.
Algorithme (Construction des tournées)
Notations :
A : the list defining the visiting sequence of each site.
B : the table containing vehicle assignment information for each demand.
D : set of non satisfied demands.
S : partial or full solution.
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Input : A, B.
Output : S, D.
1. Set S = ∅ et D = ∅.
2. Set i = 1.
a. Set site = A[i].
b. If site is a customer, set i = i+ 1 and repeat from step.2.a until the end of A
is reached.
c. Set supplier = site.
d. Obtain the related demand ID demand and customer ID customer for the
supplier.
e. Get the assigned vehicle for this demand from list B.
f. Insert the couple (supplier, customer) into the vehicle route of solution S
according to the order in list A.
g. If S is not feasible, remove the couple from S and insert demand into D.
h. Set i = i+ 1 and repeat from step.2.a until the end of A is reached.
3. Stop the algorithm.
3.3.6 Amélioration par recherche locale
La représentation proposée a deux principaux défauts : 1) lorsque le nombre de
véhicules NV est grand, il est possible que certains véhicules n’honorent que peu de
demandes, voir une seule, au cours de leur tournée. Autrement dit, l’utilisation d’un
grand nombre de véhicules peut induire une charge faible donc un coût important ;
2) par ailleurs, un risque existe que les solutions obtenues comportent de nombreuses
demandes non satisfaites, donc qu’elles aient un profit global faible. C’est le cas par
exemple si de nombreuses demandes sont affectées à un même véhicule qui n’a pas
suffisamment de capacité pour les servir toutes. Dans tous les cas, les demandes
non-satisfaites D ne sont pas insérées a posteriori à la solution, donc les résultats
obtenus peuvent générer des profits faibles. Pour pallier ces deux défauts, nous
proposons d’améliorer les solutions générées, dans une seconde phase de l’algorithme
basée sur des procédures de recherche locale, en utilisant deux opérateurs que nous
appelons LS1 et LS2.
3.3.6.1 Opérateur LS1
L’opérateur LS1 procède en deux étapes : 1) Étant donnée une solution, il essaie
de minimiser le nombre de véhicules utilisés, en supprimant des tournées et réinsérant
les demandes associées dans d’autres tournées existantes ; 2) Pour chaque tournée
modifiée par des insertions, la distance parcourue va être encore améliorée (voir
ci-après Algorithme "minimiser la distance"). Il faut noter que le profit total reste
toujours le même au cours de LS1. La procédure proposée est détaillée ci-après
(voir Algorithme LS1). Dans la solution S, on recherche la tournée la plus courte.
Cette tournée est supprimée de la solution, ainsi le nombre de véhicules utilisés
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décroît. Pour éviter de diminuer le profit de la solution initiale, il est indispensable
de réinsérer toutes les demandes desservies par cette tournée dans les autres tournées.
Si une demande ne peut être réinsérée dans S, on recherche alors une demande
de même profit dans l’ensemble D des demandes non satisfaites. On essaie alors
d’insérer dans S cette nouvelle demande. Si une demande ne peut être réintroduite,
le profit de la nouvelle solution serait alors plus petit que celui de la solution initiale.
La procédure s’arrête et garde la solution initiale. Si toutes les demandes ont été
réinsérées, alors la procédure recommence avec la nouvelle solution. S’il n’est plus
possible d’améliorer le nombre de véhicules, la solution trouvée entre dans la seconde
phase d’amélioration de la distance totale parcourue. Au final, la solution résultante
ne sera conservée que si elle améliore la distance de la solution initiale S.
Algorithme (LS1)
Notations :
D : the set of unsatisfied demands.
S : the complete solution.
MAX : the maximum number of iterations.
Input : S, D, et MAX.
Output : S et D.
1. Set count = 1, S′ = S and D′ = D.
2. If count > MAX, then go to step.8.
3. Find the route r having the shortest distance from S.
4. Insert all the demands in r into list l and delete r from S.
5. Set flag = true.
6. for each demand d in l, do
a. Insert d into S at the position where the distance is minimal, then record the
status of this operation in the variable flag.
b. if flag = false, do
I. select the demands having the same profit as d from D and insert them into
list l′.
II. Try each demand in l′ and insert it into S ; if a demand d′ is inserted
succesfully, then set flag = true, add d into D, remove d′ from D and break the
loop.
III. If flag = false, then go to step step 6.d.
c. repeat from step.6.
d. If flag = false, set S = S′ and D = D′, then go to step.8.
7. Set count = count+ 1 and repeat from step.2.
8. Call the operator "Minimiser la distance".
9. If Distance(S) > Distance(S′), set S = S′ and D = D′.
10. Stop the algorithm.
Pour minimiser la distance totale parcourue d’une solution, l’idée retenue dans
cet algorithme est de remplacer, autant que possible, chaque demande par une
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demande non satisfaite de même profit qui permet de minimiser la distance de la
tournée dans laquelle elle est insérée.
Algorithme (Minimiser la distance)
Notations :
D : the set of unsatisfied demands.
S : the complete solution.
Input : S et D.
Output : S et D.
1. For each route r in S, do
2. Set distance = Distance(r).
3. Insert all the demands in r into list l, set count = 0.
4. While count < l.length, do
a. Set demand d = list[count].
b. Construct a list l′ in which contains the demands of D having the same
profit as d.
c. If l′ is empty, then set count = count+ 1 and repeat from step.4.
d. Set flag = false.
e. For each demand d′ in l′, do
f. Backup r, D, l, exchange d and d′ in r, update D, l.
g. If the exchange is succesful, do
I. Set temp = Distance(r).
II. If temp < distance, set flag = true and distance = temp.
III. Else, roll back r, D, l.
h. If flag = true, then set count = 0 ; else, set count = count+ 1.
i. repeat from step.4.
5. repeat from step.1.
3.3.6.2 Opérateur LS2
Avec l’opérateur LS2, les demandes non-satisfaites sont re-insérées dans la solution
pour augmenter le profit total. Pour insérer ces demandes, il faut déterminer l’ordre
dans lequel elles seront insérées. Nous avons proposé une stratégie basée sur la
distance. D’abord, nous définissons la distance entre deux demandes d et d′ par
l’équation suivante :
Distance(d, d′) =
∥∥Pd − Pd′∥∥+ ∥∥Dd −Dd′∥∥ (3.29)
Où Pd et Dd sont le point de collecte (P) et le point de livraison (D) de la demande
d respectivement. Ensuite, la distance entre une demande d et une solution S est
définie comme suit :
Distance′(d, S) = Min
{
Distance(d, d′)|d′ ∈ S} (3.30)
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Enfin, nous calculons cette distance pour toutes les demandes non satisfaites, et les
classons dans un ordre croissant. La demande ayant la distance la plus petite a une
plus grande priorité d’être insérée. L’algorithme associé à LS2 est décrit ci-après
(Algorithme (LS2)).
Algorithme (LS2)
Notations :
D : the set of unsatisfied demands.
S : the complete solution.
Input : S et D.
Output : S et D.
1. Insert all the demands of S into list l.
2. For each demand d in D, do
3. Set distanced =∞.
4. For each demand d′ in l, do
a. Set temp = Distance(d, d′).
b. If temp < distanced, set distanced = temp.
c. Repeat from step.4.
5. Repeat from step.2.
6. Sort D in ascending order in terms of distance.
7. For each demand d in D, do
a. Insert d into S at the position where the distance is minimal.
b. If the insertion is succesful, remove d from D.
c. repeat from step.7.
8. stop the algorithm.
3.3.7 Particle Swarm Optimization Hybridée
La méthode que nous avons développée pour résoudre le SVRPTWPD multi-
objectifs combine la MOPSO et la recherche locale basée sur les opérateurs LS1 et
LS2 (voir la figure 3.11). Nous l’appelons HPSO (pour Hybrid PSO). Comme décrit
dans l’algorithme ci-après (Algorithm (HPSO)), nous utilisons deux fois la recherche
locale. Le but recherché est d’avoir le front de Pareto le plus complet possible. Le
fait d’utiliser l’opérateur LS1 rapproche nos solutions du front mais à profit constant.
Pour trouver de nouvelles solutions permettant d’élargir ce front, il est indispensable
de jouer sur le profit. C’est le rôle de LS2 avec l’insertion de demandes appartenant
à l’ensemble des demandes non satisfaites. Avec ces nouvelles insertions, la distance
totale parcourue augmente, d’où l’intérêt de faire intervenir LS1 dans un deuxième
temps pour rabattre ces solutions vers le front de Pareto.
Algorithm (HPSO)
Notations :
N : number of particles.
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P : swarm of particles.
I : maximum number of iterations.
Input : N, I.
Output : G.
1. Initialize the velocity and position of each particle in the swarm.
2. Initialize the external archives P and G, set iter = 0.
3. Set i = 1.
a. Set particle = P [i].
b. Decode particle into an initial solution S and set S′ = S.
c. Improve S with LS1.
d. Update personal and global best solution P , G with S.
e. Improve S′ with LS2, LS1 sequentially.
f. Update personal and global best solution P , G with S′.
g. i = i+ 1.
h. Repeat from step 3.a until i > N .
4. Select a global leader g from G.
5. Set i = 1.
a. Select personal best p from P .
b. Update velocity and position of each particle.
c. i = i+ 1.
d. Repeat from step 5.a.
6. Set iter = iter + 1.
7. Repeat from step 3 until iter > I is reached.
Initialiser la population
Décoder chaque particule
Générer la solution S 
et Faire une copie S’
Mettre à jour les archives
P et G avec S améliorée
Mettre à jour les archives
P et G avec S’ améliorée
Améliorer
S par LS1 
Améliorer S’ 
par LS2 et LS1  
Sélectionner la meilleure 
solution g de G
Sélectionner la meilleure 
solution p de P
Mettre à jour la vitesse et la 
position de chaque particule
Stop
Oui 
Non 
nbre maxi 
d’itérations
Loop
Loop
Figure 3.11 – Procédure générale de la méthode HPSO
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3.4 Expérimentation et résultats
Cette section introduit d’abord les instances qui ont fait l’objet de tests pour
évaluer notre méthode HPSO. Ensuite, les valeurs des paramètres de la méthode
sont fixées. Puis nous validons chaque composant de la méthode. Finalement, nous
comparons HPSO avec un algorithme génétique de la littérature.
3.4.1 Instances
[Al Chami et al. 2017a] ont généré 18 nouvelles instances pour le SPDPTWPD.
Celles-ci sont issues des instances de [Li & Lim 2003]. Ces nouvelles instances sont
divisées en trois classes de six instances chacune :
— R : tous les sites sont distribués aléatoirement (Random).
— C : tous les sites sont groupés géographiquement (Cluster).
— RC : les sites sont partiellement groupés et partiellement distribués aléatoire-
ment (Random and Cluster).
Pour chaque classe, [Al Chami et al. 2017a] ont créé des instances en faisant
varier le nombre de sites (20, 50 et 100). Le nombre de véhicules utilisés varie entre 1
et 13. Le format d’instance est SPDPTWPD-XYZ. X représente la distribution des
sites (R, C ou RC). Le nombre de sites est indiqué par Y. Z est associé au type de
profit (1 : le profit est identique pour toute demande, 2 : les profits sont différents).
[Al Chami et al. 2017a] ont résolu ces instances à l’optimalité au moyen d’une
méthode lexicographique qui définit une priorité entre les objectifs. Dans leur
cas, ils ont d’abord exécuté le modèle en maximisant uniquement le profit. Pour
la deuxième exécution, avec cette fois la distance à minimiser comme objectif,
les auteurs ont enrichi leur modèle avec une contrainte additionnelle fixant la
valeur du profit au profit optimal obtenu à l’étape 1. Cependant, cette méthode
génère une seule solution au lieu d’un front de Pareto qui contient toutes les
solutions non dominées. En particulier, la solution de distance minimale n’est pas
générée. Or dans les instances considérées, les profits ont tous une valeur entière.
Nous pouvons alors facilement énumérer tous les profits possibles entre 0 et profit
total (somme des profits de toutes les demandes), pour lesquelles on cherche la
solution de distance minimale avec le modèle, ce qui permet de créer point à
point le front de Pareto. Cependant, avec cette démarche, même en utilisant un
serveur puissant avec 128 processeurs et 264 Go mémoires, seules les instances
de 20 sites ont été résolues à l’optimalité. Pour les grandes instances, nous avons
donc limité le temps de résolution du MILP pour la recherche de la distance
minimale associée à chaque profit généré. Les résultats peuvent être trouvés sur le site
https://www.dropbox.com/s/ri1v9wffjrdahtr/pareto%20optimal.xlsx?dl=0.
3.4.2 Paramétrage
Le langage de programmation utilisé est Java, et la méthode est implémentée
et testée sur une machine avec un processeur Intel Core i7-4810MQ, 2.80 GHz
et une mémoire de 16 GB. Les trois paramètres associés avec PSO sont w, c1, c2.
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[Chakraborty et al. 2011] précisent les conditions de convergence pour MOPSO, sur
les différents paramètres :
w < 1, 0 < c1 + c22 < 2(1 + w) (3.31)
Les trois paramètres (w = 0.8, c1 = 1, c2 = 1) utilisés dans nos tests satisfont cette
condition (3.31). Le nombre de particules N est de 50, et le nombre d’itérations
I est de 100. Une meilleure solution pourrait être trouvée au détriment du temps
de résolution. Les paramètres (α et σsh) associés avec la méthode fitness-sharing
sont configurés avec les valeurs 1 et 377 (elles sont déterminées sur la base de tests
préliminaires). Le test est répété 10 fois sur chaque instance. Le Tableau 3.1 résume
toutes les valeurs.
Table 3.1 – Paramètres de test
W c1/c2 N I α σsh RUNS
0.8 1 50 100 1 377 10
3.4.3 Validation des recherches locales
Figure 3.12 – Evolution de la PSO et des recherches locales
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Comme notre méthode hybride PSO et recherches locales, il est nécessaire de
valider leur performance, et notamment l’impact respectif de ces méthodes dans
la performance de HPSO. La figure 3.12 illustre le type de résultats obtenus pour
l’instance SPDPTWPD-R201. Dans la figure, les points rouges constituent le Front
de Pareto de la population initiale, et le Front de Pareto en bleu est généré par
la PSO sans ajout d’autres méthodes. Ainsi la PSO a bien la capacité d’améliorer
progressivement les solutions initiales. Cependant, les résultats sont parfois encore
un peu éloignés du vrai Front de Pareto (en jaune dans la 3.12). L’insertion des
recherches locales dans la méthode HPSO autorise une amélioration supplémentaire
et génère des résultats qui sont quasiment identiques à ce dernier front (presque
alignés sur le jaune). Ces performances justifient l’intérêt des méthodes ajoutées. Ce
phénomène peut être observé pour toutes les instances.
3.4.4 Comparaison avec la littérature
Ici nous comparons notre méthode HPSO, d’une part avec les résultats obtenus
par une approche lexicographique avec la Programmation Linéaire (LP), d’autre
part avec un algorithme génétique hybridé (HGA) qui a été proposé par [Al Chami
et al. 2017b] pour le problème traité. Les instances testées sont cette fois séparées
en deux groupes. Dans le premier (7 instances), les "vrais" fronts de Pareto sont
obtenus par CPLEX. Dans le deuxième (16 instances), les fronts de Pareto obtenus
sont approximés à cause de la complexité des instances. Pour juger la performance
de chaque méthode, nous avons proposé trois critères : 1) l’écart relatif (gap) ; 2) le
nombre de solutions trouvées non-dominées ; 3) le temps de résolution. De manière
générale, l’écart entre les résultats trouvés par deux méthodes données M1 et M2
est calculé par l’équation suivante :
gap(M1/M2) = (
NbS1,S2∑
i=1
DistanceiS1 −DistanceiS2
DistanceiS2
∗ 100)/|NbS1,S2| (3.32)
où S1 et S2 sont les ensembles des solutions trouvées par méthode M1 et M2
respectivement. NbS1,S2 est l’ensemble des solutions, et est défini par :
NbS1,S2 = {x|x, y ∈ S1 ∪ S2 : ProfitxS1∪S2 = ProfityS1∪S2, x 6= y} (3.33)
DistanceiS est la distance de la solution i ∈ S.
Les résultats complets des 23 instances sont présentés en Annexe sous la forme
de tableaux représentant l’ensemble solution pour chacune des méthodes et de
schémas illustrant le positionnement relatif des fronts de Pareto associés à chacune
des méthodes. Ainsi, l’ensemble des solutions NbS1,S2 correspond aux lignes du
tableau pour lesquelles les colonnes associées à S1 et S2 sont remplies.
Les résultats du premier groupe sont donnés dans le tableau 3.2. Globalement,
le gap entre HPSO et HGA est en moyenne de 0.58% en faveur de HGA, ce qui est
faible, mais HPSO est en moyenne 6 fois plus rapide que HGA. De manière plus
détaillée, HPSO est plus performante que HGA sur deux instances, SPDPTWPD-
R202 et SPDPTWPD-RC202, avec une amélioration de 1.27% et 0.63%. Et pour les
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Table 3.2 – Résultats pour le premier groupe d’instances
Instance
gap Nombre de solutions Temps de
(%) non dominées résolution (s)
HPSO/HGA HPSO/LP* HPSO HGA LP* HPSO HGA LP*
SPDPTWPD-C201 2.13 1.58 12 10 18 3.06 17.00 >1h
SPDPTWPD-C202-1 0.43 0.91 26 7 29 2.27 13.12 >1h
SPDPTWPD-C202-2 0.43 2.91 32 8 43 3.94 15.47 >1h
SPDPTWPD-R201 0.07 0.85 16 9 19 1.17 12.45 >1h
SPDPTWPD-R202 -1.27 1.15 26 6 33 1.59 13.01 >1h
SPDPTWPD-RC201 1.64 2.66 16 9 17 1.33 12.39 >1h
SPDPTWPD-RC202 -0.63 0.45 19 6 24 1.54 12.82 >1h
Moyenne 0.58 1.50 21 8 26 2.12 13.75 >1h
autres, nous remarquons que le gap est très faible. D’autre part, le gap entre HPSO
et LP* est en moyenne de 1.50%. En terme de nombre de solutions trouvées, HPSO
est plus intéressante que HGA (21 solutions en moyenne pour HPSO contre 8 pour
HGA). De plus, elle est aussi proche de LP* qui a une valeur moyenne de 26. Pour
le dernier critère (temps de résolution), HPSO est la méthode la plus rapide, avec
une moyenne de 2.12 secondes, contre 13.75 secondes pour HGA, alors que LP a
besoin de plus d’une heure pour fournir la solution optimale.
Table 3.3 – Résultats pour le deuxième groupe d’instances
Instance
gap Nombre de solutions Temps de
(%) non dominées résolution (s)
HPSO/HGA HPSO/LP* HPSO HGA LP* HPSO HGA LP*
SPDPTWPD-C501 0.01 0.69 18 6 47 42.01 63.87 >5h
SPDPTWPD-C502-1 0.01 3.13 27 5 70 6.32 442.15 >5h
SPDPTWPD-C502-2 0.01 3.83 33 8 117 12.63 484.71 >5h
SPDPTWPD-R501 0.00 0.76 27 6 49 66.34 32.87 >5h
SPDPTWPD-R502 -2.98 3.40 78 6 120 20.00 22.13 >5h
SPDPTWPD-RC501 1.86 1.76 22 5 32 3.12 31.14 >5h
SPDPTWPD-RC502-4 0.00 0.38 46 5 71 1.00 27.48 >5h
SPDPTWPD-RC502-5 -1.13 1.11 55 6 92 1.14 29.01 >5h
SPDPTWPD-RC502-6 2.24 0.83 56 9 108 1.56 29.98 >5h
SPDPTWPD-C1001 0.01 0.79 17 6 64 50.02 310.79 >5h
SPDPTWPD-C1002 4.28 4.09 24 7 73 189.15 256.57 >5h
SPDPTWPD-R1001 4.47 4.62 26 5 44 20.01 152.95 >5h
SPDPTWPD-R1002 18.13 14.75 65 6 135 37.02 183.95 >5h
SPDPTWPD-RC1001 2.31 1.49 11 5 13 5.30 169.08 >5h
SPDPTWPD-RC1002-1 0.01 0.18 12 5 17 1.02 112.54 >5h
SPDPTWPD-RC1002-2 0.01 2.18 27 6 40 2.33 166.24 >5h
Moyenne 1.82 2.74 34 6 68 28.68 157.21 >5h
Le tableau 3.3 présente les résultats du deuxième groupe d’instances. Globalement,
nous observons un comportement de HPSO, par rapport à HGA, analogue aux
tests sur les instances du premier groupe : gap entre HPSO et HGA en moyenne
de 1.82%, et HPSO en moyenne 5 à 6 fois plus rapide que HGA. Pour les instances
SPDPTWPD-R502 et SPDPTWPD-RC502-5, HPSO améliore les résultats de HGA
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avec un gap de 2.98% et 1.13% respectivement. Pour l’instance SPDPTWPD-R1002,
HPSO est nettement moins performante que HGA. Cela s’explique en partie par
le fait que le calcul du gap s’effectue sur des solutions avec le même profit pour
ces deux méthodes. Pour cette instance, il n’existe que deux solutions communes,
ce qui n’est pas très représentatif. Pour 50% des instances (8 sur 16), le gap est
de quasiment 0%. Comparé à LP, un écart moyen de 2.74% a pu être atteint. Par
rapport au nombre de solutions trouvées, HPSO a trouvé 5 fois plus de solutions que
HGA, mais 2 fois moins de solutions que LP. L’avantage de HPSO est plus évident
en termes de temps de résolution. LP nécessite à peu près 5 heures pour calculer
des résultats approximés. Bien que HGA, avec une valeur moyenne de 157 secondes,
est beaucoup plus rapide que LP, HPSO a seulement besoin en moyenne de 28.68
secondes pour obtenir des solutions de bonne qualité.
Pour poursuivre la comparaison de HPSO et HGA et au vu des quelques bémols
relevés concernant les conclusions basées sur l’écart relatif (gap) calculé précédem-
ment, nous considérons également deux autres métriques de la littérature détaillées
dans ( [Okabe et al. 2003]), Generational Distance (notée GD) et ∆. Elles servent
respectivement à juger la proximité et la distribution des front de Pareto obtenus.
GD(S, P ) calcule la distance moyenne entre le front de Pareto associé à S et
celui construit à partir d’un ensemble référent P . Dans notre cas, nous utilisons les
fronts de Pareto donnés par LP comme référence. Cette métrique est calculée avec
les formules suivantes :
GD(S, P ) = (
∑|S|
i=1 d
q
i )1/q
|S| (3.34)
di = min
p∈P

√√√√ M∑
k=1
(fk(si)− fk(p))2
 (3.35)
La variable di indique la distance minimale entre la solution i et l’ensemble
référent P . M désigne le nombre d’objectifs et fk donne la valeur de l’objectif k. Le
paramètre q est fixé à 2 puisque nous considérons la distance Euclidienne. Plus la
valeur pour cette métrique est petite, meilleure est la proximité entre les fronts.
∆(S) mesure la distribution du front de Pareto S et se détermine par l’équation
(3.36).
∆(S) =
|S|−1∑
i=1
|di − d¯|
|S| − 1 (3.36)
Dans cette équation, |S| est la cardinalité (nombre de solutions) de l’ensemble S.
di a été définie ci-dessus et d¯ est une valeur moyenne de l’ensemble {di | i ∈ S}. Plus
la valeur pour cette métrique est petite, meilleure est la distribution des solutions
tout au long du front.
Comme le montrent les résultats du tableau 3.4, HPSO est meilleure dans 50%
des cas pour la première métrique et dans 80% des cas pour la seconde. Le deuxième
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résultat vient confirmer ce qu’il était possible de voir avec le nombre de solutions non
dominées et les courbes présentes en annexe. L’analyse des résultats de la première
métrique nous renvoie également au défaut entrevu avec l’écart relatif. En effet, avec
peu de valeurs (comme pour HGA), il est facile d’avoir une meilleure proximité.
Table 3.4 – Métriques GD et Delta
Instance GD DeltaHPSO/LP HGA/LP HPSO/LP HGA/LP
SPDPTWPD-C201 0.009009 0.002759 0.111578 0.085854
SPDPTWPD-C202-1 0.020605 0.01748 0.073132 0.130019
SPDPTWPD-C202-2 0.021231 0.010402 0.081322 0.110167
SPDPTWPD-C501 0.014493 0.003503 0.071907 0.101342
SPDPTWPD-C502-1 0.018289 0.010036 0.117303 0.13746
SPDPTWPD-C502-2 0.00392 0.006582 0.137697 0.096173
SPDPTWPD-C1001 0.02123 0.004453 0.079961 0.06792
SPDPTWPD-C1002 0.018009 0.014578 0.061744 0.056891
SPDPTWPD-R201 0.00559 0.000000 0.018776 0.093143
SPDPTWPD-R202 0.005154 0.021133 0.02583 0.095303
SPDPTWPD-R501 0.003705 0.004393 0.012101 0.050666
SPDPTWPD-R502 0.001706 0.006813 0.026844 0.118815
SPDPTWPD-R1001 0.005425 0.01467 0.021401 0.157547
SPDPTWPD-R1002 0.020609 0.00494 0.049238 0.091784
SPDPTWPD-RC201 0.008034 0.018813 0.039903 0.100634
SPDPTWPD-RC202 0.031869 0.00351 0.095391 0.097695
SPDPTWPD-RC501 0.010673 0.015118 0.036007 0.091888
SPDPTWPD-RC502-4 0.007815 0.027188 0.024626 0.149419
SPDPTWPD-RC502-5 0.00352 0.009084 0.022012 0.056978
SPDPTWPD-RC502-6 0.005266 0.002962 0.017312 0.029718
SPDPTWPD-RC1001 0.010904 0.017006 0.021948 0.03513
SPDPTWPD-RC1002-1 0.001481 0.022108 0.089801 0.19225
SPDPTWPD-RC1002-2 0.010192 4.69E-06 0.056252 0.047436
3.5 Conclusion
Le Selective Pickup and Delivery Problem with Time Windows and Paired
Demands (SPDPTWPD) a fait l’objet de ce chapitre. Nous avons d’abord présenté
cette variante peu étudiée en l’illustrant par un exemple simple afin d’en expliquer
les principales contraintes, et en en fournissant une formulation mathématique sous
forme de Mixed Integer Linear Programming (MILP). Pour la partie résolution de
ce problème à deux objectifs (maximisation du profit et minimisation de la distance),
une nouvelle métaheuristique hybridant PSO avec la recherche locale a été proposée,
en considérant l’exploration de l’espace de recherche par une version Multi-Objectifs
de la PSO (MOPSO) et l’exploitation par une recherche locale.
Des expérimentations nous ont permis de valider d’abord la capacité d’évolution de
la PSO et le fonctionnement des recherches locales. Puis nous avons comparé notre
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méthode avec deux autres algorithmes, une approche lexicographique associée au
modèle MILP et une approche génétique hybridée HGA, sur la base de plusieurs
métriques. Globalement, HPSO obtient des performances plutôt satisfaisantes, avec
l’avantage d’un meilleur temps de résolution, y compris par rapport à la méthode
approchée HGA.
L’analyse de la distribution des solutions que nous avons obtenues nous laissent
à penser que des améliorations peuvent être apportées à notre méthode, tant au
niveau de la PSO que de la recherche locale. Elles nous permettraient sans doute
d’obtenir de plus nombreuses solutions ayant un profit plus important. Toutefois, les
résultats des tests effectués nous semblent confirmer l’intérêt de l’utilisation de la
PSO pour la résolution de la variante complexe de PDP, le SPDPTWPD. Ils nous
ont également confortés dans l’idée de continuer avec cette métaheuristique pour
aborder une seconde variante de PDP, typique des milieux urbains : celle où des
points de transfert sont utilisés.

Chapitre 4
Extension au PDP sélectif avec
transferts
Dans le Pickup and Delivery Problem (PDP), toutes les demandes doivent être
transportées de leur point de collecte à leur point de livraison en respectant un en-
semble de contraintes. Malheureusement, il est parfois impossible de satisfaire toutes
les demandes en prenant en compte toutes les autres contraintes. Par conséquent,
l’aspect sélectif est introduit afin de relâcher la contrainte que toutes les demandes
soient satisfaites. Ce chapitre étudie une nouvelle variante, Selective Pickup and
Delivery Problem with Transfers (SPDPT), qui est une extension du problème étudié
au chapitre 3. Le transfert signifie que les demandes peuvent être échangées entre
deux véhicules, ce qui permet de générer plus de solutions. Pour décrire ce problème
de tournées, un programme linéaire en nombres entiers mixtes (Mixed Integer Linear
Programming ou MILP) est d’abord proposé, qui intègre deux objectifs : maximiser
le profit et minimiser la distance. Ce modèle est validé sur de nouvelles instances
générées à partir de benchmarks de la littérature. Une méta-heuristique est également
développée pour ce problème bi-objectif. Les résultats comparatifs obtenus attestent
de l’efficacité de notre méthode.
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4.1 Introduction
Comme nous l’avons déjà spécifié au chapitre 2, une des variantes les plus
étudiées du PDP est le Pickup and Delivery Problem with Time Windows and
Paired Demands (PDPTWPD). Une des extensions du PDPTWPD est de considérer
l’aspect sélectif du problème, qui relâche la contrainte dans laquelle toutes les
demandes sont impérativement satisfaites. Ce problème, introduit pour la première
fois par [Al Chami et al. 2016] sous le nom SPDPTWPD, a fait l’objet des travaux
décrits au chapitre 3. Une autre extension du PDPTWPD est d’introduire des lieux
de passage intermédiaires, appelés points de transfert, dans lesquels les marchandises
sont transférées d’un véhicule à un autre, afin d’optimiser les performances des
tournées ou de pallier des problèmes d’accessibilité et de législation en zone urbaine.
Ce problème est nommé le Pickup and Delivery Problem with Transfers (PDPT)
dans la littérature.
Dans ce chapitre, nous étudions une combinaison de ces deux variantes du
PDPTWPD, "sélective" et "avec transfert", qui donnent naissance à un nouveau
problème nommé Selective Pickup and Delivery Problem with Transfers (SPDPT).
Celui-ci peut être aussi vu comme une extension du SPDPTWPD résolu au chapitre
3. La figure 4.1 illustre les caractéristiques principales de cette variante. Dans cette
figure, il y a quatre demandes identifiées par des couleurs différentes, deux points
de transfert, identifiés par des étoiles bleues, et un dépôt de véhicules, associé au
rectangle jaune. Le véhicule V1, dont le trajet est représenté en pointillés, collecte
les demandes D1 et D2 chez leurs fournisseurs S1 et S2, et le véhicule V2, associé à
la tournée en traits continus de couleur bleue, collecte la demande D3 à S3. Pour
diminuer la distance parcourue, le véhicule V1 passe par le point de transfert T1 pour
décharger la demande D2 qui va être ensuite collectée par le véhicule V2 avant d’être
4.2. Modélisation 71
 
  
 
 
 
   
  
 
 
 
Dépôt 
(𝑆𝑖, 𝐶𝑖) : fournisseur et 
client de demande 𝐷𝑖  
𝑇𝑖 : point de transfert 𝑖 
𝑉𝑖 : véhicule 𝑖 
𝑪𝟒 
𝑺𝟒 
𝑪𝟑 
𝑻𝟏 
𝑻𝟐 
𝑪𝟏 
𝑪𝟐 𝑺𝟐 
𝑺𝟏 
𝑺𝟑 
𝑽𝟏 𝑽𝟐 
Figure 4.1 – Un exemple de SPDPT
achemminée jusqu’au client C2. Une contrainte de précédence est donc imposée
sur les dates de passage des deux véhicules V1 et V2 en ce point de transfert. Nous
pouvons remarquer que la demande D4 n’est satisfaite par aucun véhicule, soit
en raison de la capacité limitée des véhicules, soit à cause de l’incompatibilité des
fenêtres temporelles sur les différents points de passage.
4.2 Modélisation
Dans cette section, nous introduisons les caractéristiques de notre problème et
les spécificités liées à la gestion des points de transfert. Un modèle est élaboré sous
forme d’un MILP pour décrire le problème complet.
4.2.1 Caractéristiques du SPDPT
Les éléments :
— Demande : elle représente le besoin de transporter une certaine quantité
de marchandises. Nous prenons en compte la demande appairée qui couple
un fournisseur et un client. Pour effectuer le chargement ou déchargement
d’une demande, nous avons besoin d’un temps de service. Afin d’évaluer
l’importance de chaque demande, un profit y lui est aussi associé.
— Site : c’est un endroit géographique représenté par un jeu de cordonnées
(X,Y ). Il possède une heure d’ouverture et une heure de fermeture qui
définissent une fenêtre temporelle de visite autorisée. Un site peut jouer deux
rôles : fournisseur et/ou client. Dans notre cas, il pourrait jouer les deux en
même temps.
— Dépôt : c’est un site particulier où les véhicules sont garés. Dans une tournée,
le dépôt est toujours le site de départ et d’arrivée. Dans ces travaux, nous
considérons un seul dépôt dont la capacité est illimitée.
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— Point de transfert : c’est un site particulier où les demandes sont transférées
entre deux véhicules.
— Véhicule : il possède une capacité maximale qui doit être respectée à tout
moment de la tournée.
Les contraintes :
— La contrainte de fenêtre temporelle : La visite d’un site doit strictement
respecter l’intervalle de temps défini par la fenêtre de temps. Si un véhicule
arrive dans un site avant l’heure d’ouverture, il doit attendre jusqu’à ce que
ce site soit disponible. Cependant, un véhicule ne doit jamais arriver dans un
site après sa fermeture. Dans cette variante du PDP, nous considérons quatre
types de site : fournisseur, client, dépôt, et point de transfert. Ce dernier est
un nouveau type qui peut correspondre à un parking en réalité. Pour cela,
nous utilisons la même fenêtre temporelle que le dépôt.
— La contrainte de capacité : la capacité d’un véhicule doit toujours être
respectée à chaque étape de la tournée.
— La sélection des demandes à traiter : l’aspect sélectif permet de ne pas visiter
tous les sites. Comme on ne peut pas satisfaire toutes les demandes dans
certaines situations, il est nécessaire de bien choisir les demandes les plus
importantes. L’importance d’une demande dans cette variante est définie par
son profit.
— La contrainte de précédence : elle existe dès lors qu’une demande peut être
transférée entre deux véhicules à un point de transfert. De manière pli=us
large, la notion de précédence se rencontre dans deux cas : 1) si la demande
n’est pas transférée, le même véhicule doit visiter son fournisseur avant son
client ; 2) si la demande est transférée, le véhicule, qui la dépose à un point
de transfert, doit arriver avant le véhicule qui la collecte en ce même point.
Les objectifs :
— Maximiser le profit : comme il est parfois impossible de satisfaire toutes les
demandes, nous pouvons choisir celles qui sont les plus importantes. Le profit
est d’autant plus élevé que la demande est importante, nous le choisissons
donc comme premier objectif à maximiser.
— Minimiser la distance : la distance est représentative du coût de transport,
qu’il est important de minimiser. De plus, cet objectif permet de différencier
des solutions (tournées) différentes mais ayant le même profit. L’objectif
"minimiser la distance" est donc proposé afin de choisir la solution la plus
économique.
4.2.1.1 Point de transfert
Généralement, dans un PDP, trois types de noeuds sont considérés : dépôt,
fournisseur, et client. Le point de transfert est un nouveau type de noeud, spécial
car il joue deux rôles en même temps : fournisseur et client. Pour distinguer ces deux
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rôles, [Cortés et al. 2010] ont décomposé ce site en deux noeuds virtuels : l’un pour
s’occuper du déchargement des marchandises et l’autre pour leur (re)chargement.
En divisant l’opération de transfert en deux sous-opérations, le problème lié à
la contrainte de précédence peut donc être résolu. Il faut noter que le temps de
service (de chargement et de déchargement) est considéré comme une valeur constante
par [Cortés et al. 2010], mais il dépend du type et du nombre de demandes transférées
en réalité. Pour traiter ce problème, les demandes transférées doivent être identifiées
afin de calculer précisément le temps de service. Nous proposons donc une solution
divisant le point de transfert b en trois noeuds virtuels : p(b) qui est le noeud
de préparation où les marchandises sont déposées ; s(b) qui représente un noeud
intermédiaire : f(b), noeud associé au (re)chargement. La figure 4.2 montre l’évolution
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Figure 4.2 – Chargement et déchargement au point de transfert b
de l’état des demandes dans un véhicule qui passe par le point de transfert b. Le
véhicule visite les trois noeuds virtuels en respectant l’ordre : p(b)→ s(b)→ f(b). Le
véhicule 1 visite d’abord p(b) avec trois demandes : 1, 2, 3. Dans p(b), on peut voir
l’état des demandes dans ce véhicule avant l’opération de transfert. Nous pouvons
considérer p(b) comme un point de dépose. Ensuite, le véhicule passe par s(b) où
seules les demandes 1 et 2 restent dans le camion. La demande 3 a été déchargée
et peut donc être facilement identifiée en comparant l’état des demandes entre p(b)
et s(b). Par conséquent, le temps de déchargement induit est calculé en faisant la
somme des temps de service des demandes déchargées. Finalement, le véhicule visite
le dernier noeud f(b) où il charge une nouvelle demande. Les demandes présentes
désormais à son bord sont 1, 2 et 4. Pareillement, la nouvelle demande chargée (4)
peut être identifiée en faisant la comparaison de l’état des demandes entre s(b) et
f(b). Le temps de chargement résultant est déterminé en faisant la somme des temps
de service des demandes chargées identifiées en ce dernier noeud.
4.2.1.2 Formulation du SPDPT
Données :
• W : ensemble des dépôts, noté = {0} car un seul dépôt est considéré,
• R : ensemble des demandes,
• Supplier(r) : fournisseur de la demande r ∈ R,
• Customer(r) : client de la demande r ∈ R,
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• qr : quantité associée à la demande r ∈ R,
• Profit(r) : profit associé à la satisfaction de la demande r ∈ R,
• SDr : temps de déchargement de la demande r ∈ R,
• SCr : temps de chargement de la demande r ∈ R,
• Nodes : ensemble des noeuds associés aux demandes
Nodes = Supplier(r) ∪ Customer(r) : r ∈ R,
• T : ensemble des points de transfert,
• p(b) : noeud de dépose au point de transfert b ∈ T ,
• s(b) : noeud d’échange au point de transfert b ∈ T ,
• f(b) : noeud de reprise au point de transfert b ∈ T ,
• p(T ) : ensemble des noeuds de dépose aux points de transfert
p (T ) = { p (b) : b ∈ T},
• s(T ) : ensemble des noeuds d’échange aux points de transfert
s (T ) = { s (b) : b ∈ T},
• f(T ) : ensemble des noeuds de reprise aux points de transfert
f (T ) = { f (b) : b ∈ T},
• N : ensemble des noeuds N = W ∪ Nodes ∪ p(T ) ∪ s(T ) ∪ f(T ),
• E = {〈i, j〉 |i ∈W, j ∈ Nodes ∪ p(T )} ∪
{〈i, j〉 |i ∈ Nodes, j ∈W ∪Nodes ∪ p(T ), i 6= j} ∪
{〈p(b), s(b)〉 |b ∈ T} ∪ {〈s(b), f(b)〉 |b ∈ T} ∪
{〈i, j〉 |i ∈ f(T ), j ∈W ∪Nodes ∪ p(T )} / {〈f(b), p(b)〉 |b ∈ T},
• E′ = E/ {〈p(b), s(b)〉 |b ∈ T} ∪ {〈s(b), f(b)〉 |b ∈ T},
• dij : distance entre les noeuds i et j, où i, j ∈ N ,
• ei : date au plus tôt d’arrivée au noeud i ∈ W ∪ Nodes,
• li : date au plus tard d’arrivée au noeud i ∈ W ∪ Nodes,
• V : ensemble des véhicules disponibles,
• Qk : capacité du véhicule k ∈ V ,
• M : très grande valeur (représente +∞).
Variables :
• Xkij =

1, si le véhicule k, k ∈ V, voyage directement
du noeud i, i ∈ N, au noeud j, j ∈ N
0, sinon
• Zrki =

1, si la demande r, r ∈ R, est transportée par le véhicule k,
k ∈ V, lorsqu′il visite le noeud i, i ∈ N
0, sinon
• Aki : date de début du service du véhicule k, k ∈ V au noeud i ∈ N
• Dki : date de départ du véhicule k, k ∈ V du noeud i ∈ N
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Objectifs :
max
∑
r∈R
∑
k∈V
ZrkSupplier(r) ∗ Profit(r) (F1)
min
∑
ij∈E
∑
k∈V
dij ∗Xkij (F2)
La variable Xkij est utilisée afin de modéliser les tournées. Les contraintes suivantes
définissent ces tournées :∑
i:wi∈E
Xkwi ≤ 1 k ∈ V ;w ∈ W (4.1)
∑
j:jw∈E
Xkjw =
∑
i:wi∈E
Xkwi k ∈ V ;w ∈ W (4.2)
∑
i:iu∈E
Xkiu −
∑
j:uj∈E
Xkuj = 0 u ∈ Nodes; k ∈ V (4.3)
∑
i:ip(b)∈E
Xki p(b) = Xkp(b)s(b) b ∈ T ; k ∈ V (4.4)
Xkp(b)s(b) −Xks(b)f(b) = 0 b ∈ T ; k ∈ V (4.5)
∑
j:f(b)j∈E
Xkf(b) j = Xks(b)f(b) b ∈ T ; k ∈ V (4.6)
La contrainte (4.1) indique qu’il n’est pas obligatoire d’utiliser tous les véhicules
disponibles. La contrainte (4.2) garantit que tous les véhicules partent et retournent
au même dépôt. La continuité du flux aux noeuds (fournisseurs et clients) est définie
par la contrainte (4.3). Cependant la continuité du flux aux points de transfert est
donnée par les contraintes (4.4), (4.5), (4.6).
Puisque ce problème étudie comment satisfaire les demandes afin de collecter
et livrer les marchandises de leur origine à leur destination, nous utilisons une
variable Zrki pour tracer les demandes tout au long de leur transport. Les contraintes
suivantes définissent les opérations liées aux demandes :
Zrkw = 0 k ∈ V ; r ∈ R;w ∈ W (4.7)
Zrki −M ∗ (1−Xkij) ≤ Zrkj
k ∈ V ; r ∈ R; ij ∈ E′ : j 6= Supplier (r) & j 6= Customer (r) (4.8)
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Zrkj ≤ Zrki +M ∗ (1−Xkij)
k ∈ V ; r ∈ R; ij ∈ E′ : j 6= Supplier (r) & j 6= Customer (r) (4.9)
∑
i:ij∈E
Xk1ij ≤
∑
r∈R:Supplier(r)=j
Zrk1j
+
∑
r∈R:Customer(r)=j
Zrk1Supplier(r)
+
∑
r∈R:Customer(r)=j
∑
b∈T
Zrk1f(b)
j ∈ Nodes; k1 ∈ V (4.10)
ZrkCustomer(r) = 0 r ∈ R; k ∈ V (4.11)
∑
r∈R
Zrkj ≤ M ∗
∑
i:ij∈E
Xkij
k ∈ V ; j ∈ N \ W (4.12)
∑
k∈V
ZrkSupplier(r) ≤ 1 r ∈ R (4.13)
ZrkSupplier(r) ≤
∑
k1∈V
∑
i:iCustomer(r)∈E
Xk1i Customer(r) r ∈ R; k ∈ V (4.14)
Zrks(b) ≤ Zrkp(b) b ∈ T ; k ∈ V ; r ∈ R (4.15)
Zrkp(b) − Zrks(b) ≤
∑
k1∈V :k1 6=k
Zrk1f(b) b ∈ T ; k ∈ V ; r ∈ R (4.16)
Zrkf(b) ≥ Zrks(b) b ∈ T ; k ∈ V ; r ∈ R (4.17)
∑
k∈V
Zrkf(b) =
∑
k∈V
Zrkp(b) b ∈ T ; r ∈ R (4.18)
∑
k∈V
Zrkf(b) ≤ 1 b ∈ T ; r ∈ R (4.19)
∑
k∈V
Zrkp(b) ≤ 1 b ∈ T ; r ∈ R (4.20)
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∑
r∈R
Zrki ∗ qr ≤ Qk k ∈ V ; i ∈ N (4.21)
La contrainte (4.7) assure que chaque véhicule part initialement vide du dépôt. Les
contraintes (4.8) et (4.9) assurent la traçabilité d’une demande tout au long de son
parcours. La contrainte (4.10) signifie qu’un véhicule visite un site soit pour charger
une demande au départ de ce site, soit pour décharger une demande présente dans le
camion dont le site est la destination. Dans ce dernier cas, la demande a été chargée
dans le camion soit chez son fournisseur, soit à un point de transfert. La contrainte
(4.11) oblige chaque demande à être déchargée chez son client. La contrainte (4.12)
établit que si le site j n’est pas visité par un véhicule k, aucune demande ne peut
être présente dans ce véhicule à ce site. La contrainte (4.13) permet de ne pas rendre
obligatoire la satisfaction de toutes les demandes. La contrainte (4.14) montre que
les marchandises collectées chez leur fournisseur doivent être livrées à leur client.
Les contraintes (4.15), (4.16), (4.17), (4.18), (4.19), (4.20) définissent la traçabilité
des demandes aux points de transfert. La contrainte (4.21) vérifie le respect de la
capacité des véhicules.
La contrainte de fenêtre temporelle est considérée dans ce problème. Deux
variables (Aki et Dki ) enregistrent les dates de début de service et de départ des
véhicules sur les sites. Les équations suivantes permettent de calculer les valeurs de
ces deux variables :
Dkw = 0 w ∈ W ; k ∈ V (4.22)
Akj ≥ Dki + dij −M ∗ (1−Xkij) ij ∈ E; k ∈ V (4.23)
Dki ≥ Aki +
∑
r∈R:i=Supplier(r)
SCr ∗ Zrki
+
∑
r∈R:i=Customer(r)
SDr ∗ Zrkj −M ∗
(
1− xkji
)
i ∈ Nodes; ji ∈ E; k ∈ V (4.24)
Dki ≤ Aki +
∑
r∈R:i=Supplier(r)
SCr ∗ Zrki
+
∑
r∈R:i=Customer(r)
SDr ∗ Zrkj +M ∗
(
1− xkji
)
i ∈ Nodes; ji ∈ E; k ∈ V (4.25)
Dkp(b) = Akp(b) b ∈ T ; k ∈ V (4.26)
Dks(b) = Aks(b) +
∑
r∈R
SDr ∗ (Zrkp(b) − Zrks(b)) b ∈ T ; k ∈ V (4.27)
78 Chapitre 4. Extension au PDP sélectif avec transferts
Dkf(b) = Akf(b) +
∑
r∈R
SCr ∗ (Zrkf(b) − Zrks(b)) b ∈ T ; k ∈ V (4.28)
Aki ≤ li ∗
∑
j:ij∈E
xkij i ∈ W ∪ Nodes; k ∈ V (4.29)
Aki ≥ ei ∗
∑
j:ij∈E
xkij i ∈ W ∪ Nodes; k ∈ V (4.30)
Ak2f(b) ≥ Dk1s(b) −M ∗ (2− Zrk1p(b) − Zrk2f(b)) k1, k2 ∈ V ; b ∈ T ; r ∈ R (4.31)
La date de départ du dépôt pour tous les véhicules est illustrée par la contrainte
(4.22). La contrainte (4.23) précise que la durée entre le départ d’un site et la
date de début de service sur le site suivant dans la tournée doit au moins être
égale à la durée de transport entre ces deux sites. Dans notre cas, la vitesse des
véhicules est supposée égale à 1. Les contraintes (4.24), (4.25) établissent qu’après
son arrivée sur un site, différent des points de transfert, un véhicule ne peut partir
avant d’avoir réalisé les temps de service associés au chargement et déchargement
des demandes sur ce site. Les contraintes (4.26), (4.27), (4.28) définissent la date de
départ des points de transfert. Les contraintes (4.29), (4.30) obligent chaque véhicule
à respecter strictement les fenêtres temporelles des sites. La contrainte (4.31) assure
la précédence entre deux véhicules qui échangent de la marchandise à un point de
transfert.
En raison de la complexité du modèle ci-dessus, nous proposons donc une
hypothèse simplificatrice en imposant que chaque demande ne peut être transférée
plus d’une seule fois. Cette contrainte est illustrée par (4.32).∑
k∈V
∑
b∈T
(Zrkp(b) − Zrks(b)) ≤ 1 r ∈ R (4.32)
4.3 Validation du modèle
4.3.1 Premier jeu d’instances
Pour valider le modèle et montrer l’intérêt d’introduire des points de transfert,
nous avons tout d’abord comparé ce nouveau modèle et celui sans point de transfert,
pour de nouvelles instances que nous avons générées, dérivées de [Li & Lim 2003].
Comme [Masson et al. 2013] l’ont indiqué, les caractéristiques de ces instances ne
permettent pas de générer des résultats intéressants à l’issue de l’introduction de
points de transfert. Par conséquent, seules les coordonnées de ces instances sont
utilisées. Les autres données sont re-construites afin de générer un nouveau jeu
d’instances exploitables (nommé Dataset-SPDPT). Le format de ces instances est
présenté dans les tableaux 4.1 et 4.2.
Nous pouvons remarquer qu’à chaque demande sont associées les données sui-
vantes : fournisseur, client, profit à gagner, quantité, temps de service (déchargement
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Table 4.1 – Format de données pour une demande
Demande Fournisseur Client Profit Quantité Temps de chargement Temps de déchargement
1 2 1 20 36 10 10
Table 4.2 – Format de données (coordonnées et fenêtres temporelles) pour un site
Indice(Fournisseur/Client) X Y date d’arrivée au plus tôt date d’arrivée au plus tard
2 35 30 278.22 318.22
et chargement). Pour ces instances, les profits sont tous identiques, de valeur égale à
20. La quantité sur une demande est une valeur aléatoire inférieure à 0.9 ∗Q, où Q
est la capacité des véhicules. Nous considérons que tous les véhicules sont identiques.
Le temps de service est fixé à une valeur de 10 unités de temps. Quant aux sites, nous
leur associons à chacun des coordonnées (X, Y), une date d’arrivée au plus tôt et une
date d’arrivée au plus tard. Les fenêtres temporelles des demandes sont générées de
façon à ce qu’un véhicule puisse au moins avoir le temps de passer du fournisseur au
client. Deux groupes d’instances sont générées afin de tester les différents aspects de
notre modèle. Le premier contient 20 instances, et 5 instances sont générées pour le
deuxième groupe. Toutes les instances contiennent 2 véhicules avec une capacité de
100, 5 demandes, 1 dépôt, 1 point de transfert pour le premier groupe ou 2 points de
transfert pour le deuxième groupe. Ces instances sont disponibles sur le site : https:
//www.dropbox.com/sh/pmacwoumk9hta8v/AAArLNQWo5PXt-CiQLcx19KMa?dl=0.
4.3.2 Approche lexicographique
F1: Maximiser le profit
Sous les contraintes:
…
F2: Minimiser la distance
Sous les contraintes:
…
Contrainte nouvelle: 
profit total = 𝜃
Profit obtenu: 𝜃
Une solution optimale:
Profit = 𝜃
Distance = 𝜇
Distance obtenue: 𝜇
Figure 4.3 – Processus de la méthode lexicographique
Comme deux objectifs (F1 et F2) sont considérés dans notre modèle, une approche
lexicographique a d’abord été choisie. Cette méthode fait partie des différentes
approches possibles qui sont utilisées pour résoudre des problèmes d’optimisation
multi-objectifs. Un ordre prédéfini entre les deux objectifs doit être établi dans un
premier temps. Pour n objectifs, n problèmes mono-objectif sont résolus de manière
séquentielle, en intégrant à chaque étape i dans le modèle les valeurs trouvées pour les
i-1 objectifs optimisés dans les étapes précédentes (pour plus de détails, voir [Collette
& Siarry 2013]). Dans notre cas, (F1) est maximisé d’abord en utilisant notre MILP.
Puis (F2) est minimisé par une seconde exécution du MILP, en fixant (F1) avec
la valeur obtenue lors de la première résolution. La figure 4.3 décrit le processus
associé.
Nous choisissons cet ordre d’exécution pour deux raisons : (1) Si on commence
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par minimiser la distance, la méthode pourrait générer une solution dans laquelle
aucune demande n’est satisfaite ; (2) Dans notre cas, nous considérons les profits
comme les crédits qui sont liés directement à la qualité de notre service. Nous
avons donc choisi de maximiser le profit dans un premier temps afin d’améliorer la
satisfaction des clients.
4.3.3 Intérêt des transferts dans les problèmes sélectifs
Le MILP proposé a été résolu par Cplex 12.7 et lancé sur un processeur Intel
Core i7-4810MQ, 2.80 GHz, 16 Go de RAM. Les premiers tests sont réalisés sur les
instances du premier groupe et les résultats sont fournis dans le tableau 4.3.
Table 4.3 – Résultats sur les instances du premier groupe (un seul point de transfert)
Instance Profitmaximal
Modèle avec transferts Modèle sans transfert gap (%)
Profit DistT CPU(s) Profit DistT CPU(s) DistT/Dist ProfitT/Profit
SPDPT1 100 100 378.86 332.21 100 390.81 7.11 -3% 0%
SPDPT2 100 100 382.379 118.5 100 389.221 3.02 -2% 0%
SPDPT3 100 100 334.2 26.81 100 337.485 5.12 -1% 0%
SPDPT4 100 100 387.16 648.09 100 429.833 1.96 -10% 0%
SPDPT5 100 100 343.796 285.73 100 372.349 6.45 -8% 0%
SPDPT6 100 100 436.113 199.34 100 442.822 6.99 -2% 0%
SPDPT7 100 100 424.375 328.84 100 439.195 4.87 -3% 0%
SPDPT8 100 100 515.416 430.96 100 522.161 4.15 -1% 0%
SPDPT9 100 100 393.711 316.53 100 398.771 0.54 -1% 0%
SPDPT10 100 100 323.926 90.19 100 336.284 6.1 -4% 0%
SPDPT11 100 100 348.894 96.12 80 266,467 4.84 31% 25%
SPDPT12 100 100 481.234 15.38 80 320.114 3.44 50% 25%
SPDPT13 100 100 464.363 268.08 80 300.954 4.17 54% 25%
SPDPT14 100 60 296.503 93.41 40 174.867 3.22 70% 50%
SPDPT15 100 100 463.714 133.46 80 338.457 8.17 37% 25%
SPDPT16 100 80 338.792 424.42 60 218.629 6.33 55% 33%
SPDPT17 100 100 474.652 84.4 80 333.058 5.45 43% 25%
SPDPT18 100 100 429.544 135.24 80 258.526 5.12 66% 25%
SPDPT19 100 100 497.546 300.23 80 358.537 9.1 39% 25%
SPDPT20 100 100 402.97 234.25 80 281.027 4.36 43% 25%
Dans ce tableau, la colonne 1 indique le nom des instances. Pour chaque instance,
la valeur du profit maximal (somme des profits possibles à réaliser) est donnée dans la
colonne 2. Les résultats pour les modèles avec et sans point de transfert sont fournis
dans les colonnes 3 à 8. Les deux dernières colonnes donnent l’écart relatif pour
les deux objectifs. Comme le profit maximal est déjà atteint pour les 10 premières
instances, il est donc impossible d’améliorer encore le profit en introduisant des
transferts de demandes (d’où les écarts de 0% sur cet objectif). Mais l’introduction
d’un point de transfert permet de diminuer la distance totale parcourue de 1% à 10%.
Pour les 10 dernières instances, les profits obtenus sont améliorés de 25% à 50% grâce
au point de transfert. Nous pouvons aussi remarquer que ces améliorations se font
au prix d’une augmentation de la distance totale (de 31% à 70%). Ce phénomène
est logique puisque les véhicules doivent visiter un plus grand nombre de sites pour
réaliser ces profits supplémentaires. Toutes ces améliorations se font également au
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détriment du temps de résolution, dont l’augmentation est comprise entre une dizaine
de secondes et une dizaine de minutes, à cause de la complexité apportée par le
point de transfert.
L’intérêt d’utiliser les points de transfert peut être considéré suivant deux aspects.
Du point de vue économique, les coûts en général sont baissés en raison d’une
amélioration de la distance pour des solutions correspondant à un profit donné,
comme l’illustrent les résultats sur les 10 premières instances. De plus, l’insertion de
points de transfert permet de satisfaire un nombre plus important de demandes, si
on se réfère aux résultats sur les 10 autres instances. En effet, le fait de transférer de
la marchandise entre deux véhicules permet de respecter les fenêtres temporelles de
certains sites, ce qui n’était pas toujours possible avec une livraison directe par un
seul véhicule. Du point de vue de la flexibilité, plus de choix sont disponibles pour
les décideurs, car plus de solutions sont trouvées (solutions avec un meilleur profit).
Pour évaluer l’influence de la localisation des points de transfert, nous avons
effectué un autre test sur les instances du deuxième groupe. Dans ce groupe, 5
instances sont générées en ajoutant un second point de transfert localisé à une
position aléatoire sur l’instance SPDPT1 du premier groupe. Les résultats sont
Table 4.4 – Résultats sur les instances du deuxième groupe (2 points de transfert)
Instance Profitmaximal
Modèle avec transferts Modèle sans transfert gap (%)
Profit DistT CPU(s) Profit DistT CPU(s) DistT/Dist
SPDPT1-1 100 100 369.902 2400 100 390.81 7.11 -5%
SPDPT1-2 100 100 368.047 2340 100 390.81 7.11 -6%
SPDPT1-3 100 100 370.207 1920 100 390.81 7.11 -5%
SPDPT1-4 100 100 368.189 1320 100 390.81 7.11 -6%
SPDPT1-5 100 100 378.267 2760 100 390.81 7.11 -3%
fournis dans la tableau 4.4. Puisque ces instances sont toutes issues de la même
instance SPDPT1, les valeurs obtenues sans point de transfert sont donc identiques
à celles de la première ligne du tableau 4.3. Comme le profit du modèle sans point
de transfert est déjà maximal, il n’existe plus de marge d’amélioration du profit.
En terme de distance, nous constatons une amélioration de 3% à 6%, la position
des points de transfert pouvant largement impacter les résultats. Par contre, le
temps de résolution augmente nettement avec l’ajout d’un autre point de transfert.
A titre d’exemple, la dernière ligne du tableau 4.4 (SPDPT1-5) donne des résultats
analogues à l’amélioration constatée pour l’instance SPDPT1 (gain de 3% sur la
distance). Mais le temps de résolution a été quasiment multiplié par 10, car l’espace
de recherche a augmenté en conséquence avec le second point de transfert.
4.3.4 Impacts du profit et du temps de service
Dans le premier jeu d’instances (Dataset-SPDPT), chaque demande avait un
profit et un temps de service identiques. Nous nous intéressons maintenant à l’impact
de ces deux paramètres sur les résultats. A cet effet, nous avons donc généré deux
jeux d’instances supplémentaires (nommés respectivement Dataset-SPDPT-P et
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Dataset-SPDPT-S) en faisant varier les profits et les temps de service. Pour Dataset-
SPDPT-P, les profits par demande ont été générés aléatoirement dans l’intervalle
[1, 40] au lieu de les fixer à 20. Pour Dataset-SPDPT-S, nous avons fait varier les
temps de service dans l’intervalle [1, 20] au lieu de les fixer à 10. Nous avons ainsi
testé notre modèle sur ces deux jeux d’instances et comparé les résultats avec ceux
de Dataset-SPDPT, comme le montre le tableau 4.5.
Table 4.5 – Comparaison sur les trois jeux d’instances
Instance Dataset-SPDPT Dataset-SPDPT-P Dataset-SPDPT-Sprofit/n distance temps(s) profit/n distance temps(s) profit/n distance temps(s)
SPDPT1 100/5 378.86 332.21 86/5 378.86 217.76 100/5 378.86 300.24
SPDPT2 100/5 382.38 118.50 118/5 382.38 152.15 100/5 382.38 153.68
SPDPT3 100/5 334.20 26.81 117/5 334.20 46.69 100/5 334.20 46.11
SPDPT4 100/5 387.16 648.09 94/5 387.16 509.19 100/5 387.16 240.16
SPDPT5 100/5 343.80 285.73 94/5 343.80 170.04 100/5 343.80 216.12
SPDPT6 100/5 436.11 199.34 117/5 436.11 67.87 100/5 406.54 70.55
SPDPT7 100/5 424.38 328.84 125/5 424.38 110.60 100/5 424.38 134.57
SPDPT8 100/5 515.42 430.96 127/5 515.42 155.88 100/5 515.42 453.44
SPDPT9 100/5 393.71 316.53 48/5 393.71 278.03 100/5 396.63 248.94
SPDPT10 100/5 323.93 90.19 129/5 323.93 85.82 100/5 323.93 88.75
SPDPT11 100/5 348.89 96.12 83/5 348.89 68.72 100/5 348.89 42.45
SPDPT12 100/5 481.23 15.38 111/5 481.23 10.96 100/5 481.23 19.99
SPDPT13 100/5 464.36 268.08 99/5 464.36 199.85 100/5 464.36 169.63
SPDPT14 60/3 296.50 93.41 76/3 305.93 25.75 60/3 296.50 25.38
SPDPT15 100/5 463.71 133.46 63/5 463.71 80.72 100/5 463.71 123.35
SPDPT16 80/4 338.79 424.42 116/4 402.01 175.97 80/4 338.79 155.47
SPDPT17 100/5 474.65 84.40 52/5 474.65 21.70 100/5 474.65 11.78
SPDPT18 100/5 429.54 135.24 127/5 429.54 56.38 100/5 429.54 67.29
SPDPT19 100/5 497.55 300.23 97/5 497.55 198.40 100/5 497.55 157.93
SPDPT20 100/5 402.97 234.25 154/5 402.97 101.89 100/5 402.97 58.20
SPDPT1-1 100/5 369.90 2400.00 73/5 369.90 1101.07 100/5 369.90 1398.31
SPDPT1-2 100/5 368.05 2340.00 129/5 368.05 1822.33 100/5 368.05 1419.11
SPDPT1-3 100/5 370.21 1920.00 142/5 370.21 1912.80 100/5 370.21 1414.64
SPDPT1-4 100/5 368.19 1320.00 102/5 368.19 996.69 100/5 370.68 1623.58
SPDPT1-5 100/5 378.27 2760.00 89/5 378.27 2274.01 100/5 378.27 2082.78
Dans ce tableau, la première colonne donne le nom de chaque instance. Les
résultats pour chaque type d’instance sont présentés en trois sous-colonnes. La pre-
mière montre le profit maximal obtenu (profit) et le nombre de demandes satisfaites
associé (n). La deuxième présente la distance parcourue correspondante. Le temps
de résolution (en secondes) avec Cplex est indiqué dans la troisième. Les textes en
gras signifient que les solutions obtenues ont changé par rapport au Dataset-SPDPT.
Pour le jeu d’instances avec profits variables (Dataset-SPDPT-P), nous pouvons
conclure :
— dans le cas où toutes les demandes sont honorées (profit/n=100/5 dans la
colonne de Dataset-SPDPT dans 23 instances sur 25), la variation des profits
n’impacte pas les tournées finales. Cela peut être observé en comparant les
distances pour les deux types d’instance.
— dans le cas où les demandes ne sont pas toutes satisfaites (SPDPT14 et
SPDPT16), la variation des profits peut entraîner de profondes modifica-
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tions. En effet, la priorité dans l’approche lexicographique est donnée à la
maximisation du profit. Donc même si le nombre de demandes est identique,
ce ne sont pas forcément les mêmes demandes qui sont satisfaites, d’où une
distance différente.
— (3) en termes de temps de résolution, le Dataset-SPDPT-P est résolu plus
rapidement (environ 400s contre 600s en moyenne). Cela vient du fait que
rechercher la demande de profit le plus élevé est plus rapide dans un ensemble
de demandes à profits variables que dans un ensemble de demandes à profits
identiques. Dans le second cas, n’importe quelle demande est candidate. Ainsi,
le processus de recherche de la solution optimale en est accéléré.
Pour le jeu d’instances avec temps de service variables (Dataset-SPDPT-S), nous
pouvons conclure qu’un temps de service court ou long peut rendre la situation plus
ou moins flexible lors de la sélection de la demande suivante à honorer. Il est possible,
lorsque le temps de service s’allonge, qu’une demande devienne irréalisable à cause
de la fenêtre temporelle associée. Autrement dit, l’ordre de visite et le nombre des
demandes satisfaites seraient impactés. Cela pourrait expliquer le changement de la
distance sur les instances SPDPT6, SPDPT9 et SPDPT1-4.
4.4 Méthode approchée
Dans la continuité de notre démarche, la PSO a été à nouveau choisie pour
résoudre ce problème multi-objectifs. Dans la section 3.3.2, les principes de Multi-
Objective PSO (MOPSO) ont été déjà détaillés. De plus, les deux stratégies (FIFO
et Fitness-based sharing méthode) concernant le choix d’un leader ont été aussi
définies. Ici, nous proposons deux stratégies complémentaires :
— Stratégie aléatoire : un leader est choisi aléatoirement dans l’ensemble des
solutions non-dominées ;
— Stratégie liée aux objectifs : nous rappelons que les deux objectifs pris en
compte dans ce problème sont la maximisation du profit et la minimisation
de la distance. Étant donné un ensemble de solutions non-dominées, il est peu
probable de trouver une solution ayant un profit maximal en même temps
qu’une distance minimale. Par conséquent, nous proposons de choisir un
leader en considérant ces deux objectifs de façon alternative. Par exemple,
la solution avec un profit maximal est choisie à l’itération i. A l’itération
suivante, la solution avec une distance minimale est choisie.
4.4.1 Codage et décodage
Dans l’algorithme que nous avons élaboré, le codage d’une particule est une liste
de dimension 5*r, où r est le nombre de demandes. il est divisé en deux parties. Pour
chaque demande, la première partie définit l’affectation des véhicules aux opérations
de pickup et delivery et le point de transfert éventuel. La deuxième partie permet
de définir l’ordre de visite des sites. La figure 4.4 illustre notre procédure de codage
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et décodage pour un exemple à 5 demandes, 2 véhicules et 2 transferts.
1.8 1.6 0.2 0.4 0.3 1.9 0.2 0.1 1.7 1.9 1.8 0.3 0.2 1.8 1.7
Demande1 Demande2 Demande3 Demande4 Demande5
1 1 0 0 0 1 0 0 1 1 1 0 0 1 1
Demande1 Demande2 Demande3 Demande4 Demande5
Informations encodées
Informations décodées
Demand assignment phase
Demande Véhicules affectés Transférée? Point de transfert affecté
Demande1 Véhicule1 Non -
Demande2 Véhicule0 Non -
Demande3 Véhicule0 Non -
Demande4 Véhicule1 Non -
Demande5 Véhicule0; Véhicule1 Oui Transfert1
Décoder les informations sur les demandes
Arrondir
Générer le tableau des demandes T
7.8 7.5 9.3 9 9.2 9.1 7.9 7.6 7.7 8.9
Demande1 Demande2 Demande3 Demande4 Demande5
9.3 9.2 9.1 9 8.9 7.9 7.8 7.7 7.6 7.5
Demande2 Demand𝑒3 Demande3 Demand𝑒2 Demande5 Demand𝑒4 Demande1 Demand𝑒5 Demande4 Demande1
Fournisseur2 Fournisseur3 Client3 Client2 Fournisseur5 Fournisseur4 Fournisseur1 Client5 Client4 Client1
Informations encodées
Informations décodées
Décoder les informations sur les tournées
Trier les valeurs
Générer la liste des visites L
Figure 4.4 – La procédure de codage et décodage dans HPSO
Dans la première partie de cette figure, une demande est associée avec 3 dimen-
sions. Les deux premières dimensions (nommées V et V ′) contiennent les informations
liées aux véhicules, et les valeurs correspondantes appartiennent à l’intervalle [0, NV [,
où NV est le nombre de véhicules. La troisième dimension (nommé Tr) indique le
point de transfert utilisé, et la valeur correspondante appartient à l’intervalle [0, NT [,
où NT est le nombre de points de transfert. Dans la figure, les valeurs encodées sont
dans un premier temps arrondies à l’entier inférieur. Si ces dernières sont égales,
la demande associée n’est pas transférée. Dans le cas contraire, cette demande est
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transférée entre les deux véhicules indiqués par V et V ′, et le point de transfert est
donné par Tr. Dans l’exemple donné, les opérations de chargement/déchargement
des demandes 1, 2, 3 et 4 sont affectées au même véhicule, 0 ou 1. Alors que la
demande 5 est transférée du véhicule 0 au véhicule 1 dans le point de transfert 1.
Dans la deuxième partie de la figure 4.4, une demande est associée à 2 dimensions
(sites origine et destination de la demande), et les valeurs correspondantes appar-
tiennent à l’intervalle [0, 10]. Ces dimensions sont triées par valeurs dans l’ordre
décroissant. Dans cette liste triée, la première dimension d’une demande (resp. la
deuxième dimension) est remplacée par son fournisseur (resp. son client). L’ordre de
visite des sites ainsi obtenu, L, est utilisé lors de la construction des tournées. Les
points de transfert ne sont pas insérés dans cet ordre de crainte de générer beaucoup
de solutions infaisables, nécessitant des procédures de réparation qui peuvent être
gourmandes en temps.
Pour construire une solution entière, à partir du codage d’une particule, nous
construisons tout d’abord le tableau T , précisant les affectations des véhicules et du
point de transfert à chaque demande, et la liste L indiquant l’ordre de visite des
sites. Pour obtenir les tournées pour chaque véhicule, on lit au fur et à mesure la
liste L. A chaque fois que l’élément de la liste L nous renvoie le fournisseur d’une
demande, on insère ce dernier dans la tournée du véhicule affecté au pickup en
respectant l’ordre de visite L. On fait de même avec le client de cette demande
dans la tournée du véhicule affecté au delivery. Si cette demande est transférée, le
point de transfert est inséré dans les deux tournées à la première place possible.
L’ensemble des contraintes du problème est vérifié à chaque insertion. En cas de
violation d’une contrainte, la demande est retirée des tournées et sera non satisfaite.
Le fait de retirer les points de transfert des tournées à chaque étape de construction
et de les réinsérer au même endroit par la suite est un artifice pour simplifier la
procédure d’insertion. Ce processus est décrit par l’Algorithme (Decoding method).
Algorithm (Decoding method)
Notations :
r : Number of demands.
P : Particle which is represented by an array of real values and the total
dimension is 5*r.
T : Table containing the assignment information for each demand.
L : List defining the visiting sequence of each site.
S : A complete solution of the problem.
A : Set of assigned demands.
U : Set of unassigned demands.
Input : P
Output : S, U, and A.
1. Construct demand assignment table (T)
a. Build D = {1, 2, ..., r} and T = ∅.
b. Select d from set D and remove it.
c. Set v = P [(d− 1) ∗ 3 + 1], v′ = P [(d− 1) ∗ 3 + 2], t = P [(d− 1) ∗ 3 + 3].
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d. Round off v, v′ and t.
e. If v = v′, add tuple {d, v, v′, no,−1} into table T .
Else, add tuple {d, v, v′, yes, t} into table T .
f. Repeat from step 1.b until D = ∅.
2. Construct visiting sequence list (L)
a. Build D = {1, 2, ..., r} , L = ∅ and L′ = ∅.
b. Select d from set D and remove it
c. Create two tuples (d, value1) and (d, value2).
d. Set value1 = P [3 ∗ r + (d− 1) ∗ 2 + 1] and value2 = P [3 ∗ r + (d− 1) ∗ 2 + 2].
e. Add the two tuples into L′.
f. Repeat from step 2.b until D = ∅.
g. Sort L′ in descending order according to the values of tuples.
h. Set i = 1.
i. Read demand index from L′ and set c = L′[i][1].
ii. If c exists in L, add −c into L. //negative value means customer
Else, add c into L. //positive value means supplier
iii. i = i+ 1.
iv. Repeat from step 2.h.i until i = 2 ∗ r + 1.
3. Construct a complete solution (S)
a. Set U = {1, 2, ..., r} , A = ∅.
b. Set i = 1.
c. Set c = L[i].
d. i = i+ 1.
e. If c is negative, repeat from 3.c until i = 2 ∗ r + 1.
f. Set supplier = c, customer = −c, demand = c.
g. Set vehicle1 = T [demand][2], vehicle2 = T [demand][3], status = T [demand][4],
transfer = T [demand][5].
h. If status = no, do
i. Save a copy S′ = S.
ii. Insert supplier and customer into vehicle1 of solution S by respecting
the visiting sequence L.
iii. If S is not feasible, restore S from S′.
Else, remove demand from U and add it into A.
i. If status = yes, do
i. Save a copy S′ = S.
ii. Remove all the transfers in S.
iii. Insert supplier into vehicle1 of solution S by respecting L.
iv. Insert client into vehicle2 of solution S by respecting L.
v. Restore all the transfers in S.
vi. Insert transfer into vehicle1 and vehicle2 by testing all the possible
positions. When the feasibility is met for the first time, stop.
vii. If S is not feasible, restore S from S′.
Else, remove demand from U and add it into A.
j. Repeat from 3.c until i = 2 ∗ r + 1.
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4.4.2 HPSO et recherche locale
Dans notre stratégie de codage, il y a au moins trois défauts. Premièrement,
les véhicules risquent d’être peu chargés si le nombre de véhicules est important.
Deuxièmement, la probabilité de transférer une demande augmente avec le nombre
de véhicules. Finalement, les demandes non-satisfaites ne sont pas ré-insérées durant
la phase de construction des tournées. Les deux premiers défauts sont susceptibles
d’augmenter la distance parcourue et le dernier peut générer des solutions de profit
faible. Pour atténuer ces effets négatifs, nous avons proposé deux opérateurs LS3 et
LS4, assez similaires dans leur fonctionnement aux opérateurs LS1 et LS2 définis au
chapitre 3. La nuance réside dans la prise en compte des transferts.
Dans LS3, la solution initiale S est d’abord détruite et les demandes de cette
solution sont insérées dans une liste A. Au fur et à mesure de la lecture de A, chaque
demande est insérée dans la tournée courante de sorte que la distance soit minimisée.
Une nouvelle tournée est créée lorsqu’il n’est plus possible d’insérer une nouvelle
demande de A.
Algorithm (LS3 : minimize the distance)
Notations :
S : a complete solution of the problem.
A : set of assigned demands.
Nv : number of vehicles.
U : set of unassigned demands.
Input : S, A.
Output : Improved S.
1.Save a copy, set S′ = S.
2. Destroy solution S, set S = ∅.
3. If Nv 6= 0, create a new route V = ∅ and insert it into S, Nv = Nv − 1.
Else, S = S′, stop the algorithm.
4. If A is empty, do
a. If the distance is not improved, set S = S’.
b. Stop the algorithm.
5. Set Iterator = A.head.
6. Select d indicated by the iterator, iterator → next.
7. Insert d into V in the position where distance is minimal.
8. If S is feasible, remove d from A.
9. If iterator = A.end, repeat from step 3.
Else, repeat from step 6.
Dans LS4, une demande non affectée est choisie et insérée dans la solution initiale
de façon que la distance soit minimisée. Si cette demande ne peut être ajoutée dans
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une tournée existante, elle sera insérée dans une nouvelle tournée s’il reste au moins
un véhicule disponible.
Algorithm (LS4 : maximize the profit)
Notations :
S : a complete solution of the problem.
Nv : number of vehicles.
U : set of unassigned demands.
Input : S.
Output : Improved S.
1. Set j = 1
2. d = U [j]
3. Set i = 1.
4. If i > S.length, create an empty route V = ∅, insert d int V , and add V into S.
5. Set route V = S[i], insert d into V in the position where distance is minimal.
6. i = i+ 1.
7. If S is not feasible, remove d from V , repeat from step 3 until i > Nv.
8.u = u+ 1
9. repeat from step 2 until u > U.length.
En hybridant la PSO et la recherche locale (LS3 et LS4), nous proposons une
méthode hybridée (Hybrided Particle Swarm Optimization ou HPSO). Le processus
général est décrit par l’algorithme (HPSO) ci-après.
Algorithm (HPSO)
Notations :
N : number of particles.
P : swarm of particles.
I : maximum number of iterations.
Input : N, I.
Output : G.
1. Initialize the velocity and position of each particle in the swarm.
2. Initialize the external archives P and G.
3. Set i = 1.
a. Set particle = P [i].
b. Decode particle into an initial solution S and set S′ = S.
c. Improve S with LS3.
d. Update personal and global best solution P , G with S.
e. Improve S′ with LS4, LS3 sequentially.
f. Update personal and global best solution P , G with S′.
g. i = i+ 1.
h. Repeat from step 3.a until i > N .
4. Select a global leader g from G.
5. Set i = 1.
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a. Select personal best p from P .
b. Update velocity and position of each particle.
c. i = i+ 1.
d. Repeat from step 5.a. until i > N .
6. Repeat from step 3 until I is reached.
4.5 Évaluation de HPSO
Dans cette section, nous introduisons les instances testées et les métriques
utilisées pour évaluer la méthode. Nous expliquons notre démarche de choix des
paramètres, basé sur la réalisation de tests. Une fois ce paramétrage effectué, nous
pouvons exécuter notre algorithme HPSO, et comparer les solutions non dominées
obtenus avec le front de Pareto (référence) fourni par la méthode lexicographique
décrite précédemment et résolue avec CPlex. Notre méthode a été programmée en
Java et testée sur une machine avec un processeur Intel Core i7-4810MQ, 2.80 GHz,
16 Go de RAM.
4.5.1 Instances
Les tests sont réalisés sur deux jeux d’instances. Le premier, qui contient Dataset-
SPDPT, Dataset-SPDPT-P et Dataset-SPDPT-S, a été introduit à la section 4.3.
Le deuxième jeu d’instances est généré en ajoutant un point de transfert localisé au
centre de gravité des sites pour les instances proposées par [Al Chami et al. 2017a]
dédiées au SPDPTWPD (chapitre 3). Ces 23 instances sont générées de sorte
que la distribution des sites (R : randomly, C : clustered and RC : half-random-
half-clustered) et le nombre de sites (20,50,100) soient considérés. Cependant, la
complexité de notre variante ne permet pas de trouver ni une solution optimale,
ni même une solution faisable en temps raisonnable. En effet, plusieurs études
sur les problèmes de transfert ont mis en évidence la même difficulté ( [Cortés
et al. 2010], [Qu & Bard 2012], [Rais et al. 2014]). Nous rappelons que notre variante
est une généralisation du SPDPTWPD. Autrement dit, le front de Pareto pour ce
dernier peut être vu comme une référence pour notre problème.
4.5.2 Métriques
La méthode HPSO est développée pour résoudre un problème à deux objectifs.
Il génère pour chaque lancement un ensemble de solutions non dominées.
Sur le premier jeu d’instances, nous avons utilisé une approche lexicographique
pour obtenir une solution de profit maximal pour chaque instance testé. Si HPSO
est une méthode efficace, elle doit être capable de trouver aussi une telle solution.
Sous cette hypothèse, nous avons comparé HPSO avec la méthode lexicographique
pour ces instances. Trois métriques sont utilisées pour évaluer la performance.
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Gap(A/B) : écart relatif entre les distances de deux solutions de même profit,
respectivement trouvées par les méthodes A et B.
Gap(A/B) = A−B
B
∗ 100% (4.33)
Vitesse de convergence : valeur en lien avec les itérations. Nous supposons
que l’algorithme a convergé si une meilleure solution n’est pas trouvée au bout de
100 itérations consécutives. L’itération correspondante est donc enregistrée comme
la vitesse de convergence.
Temps de résolution : le temps consommé par la méthode.
Sur le deuxième jeu d’instances, nous avons comparé le front de Pareto des
solutions non dominées générées par HPSO avec celui de référence en traçant ces
deux courbes. De plus, nous avons aussi enregistré le temps de résolution pour
générer ces deux ensembles de solutions non dominées.
4.5.3 Paramétrage
Table 4.6 – Choix des c et w
Paramètres Gap(HPSO/LP) Vitesse de convergence
c w Moyenne Ecart type Moyenne Ecart type
1 0.4 0.51 0.82 150.28 35.02
1 0.5 0.75 1.82 149.06 36.41
1 0.6 0.47 0.57 147.94 30.13
1 0.7 0.40 0.36 150.17 27.69
1 0.8 0.36 0.00 141.22 27.91
1 0.9 0.36 0.00 150.53 25.09
2 0.4 0.36 0.00 146.37 29.94
2 0.5 0.36 0.03 146.16 29.08
2 0.6 0.37 0.15 147.55 26.58
2 0.7 0.36 0.01 144.98 30.45
2 0.8 0.36 0.03 144.74 26.98
2 0.9 0.36 0.00 145.26 32.29
Le paramétrage a été réalisé sur le premier jeu d’instances et les métriques
associées sont utilisées. Dans la PSO Multi-Objectifs, nous devons déterminer trois
paramètres : w, c1, c2. [Chakraborty et al. 2011] ont déjà donné la condition de
convergence de MOPSO (équation 3.31). Même si ce théorème nous donne une
limite lors du choix des paramètres, il reste encore un peu d’espace. Nous avons alors
décidé de tester plus des combinaisons afin de déterminer un meilleur paramétrage.
Dans la littérature, c1 et c2 sont souvent traités comme un seul paramètre c, ce qui
est aussi notre cas. Les tests sont exécutés 5 fois, la moyenne et l’écart type pour
chaque métrique sont reportés dans tableau 4.6.
Les valeurs choisies (w = 0.8, c1 = 1, c2 = 1) satisfont l’équation 3.31, et donnent
la meilleure performance. Le nombre de particules et d’itérations sont fixés à 50 et
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1000 respectivement. En fait, ces deux paramètres jouent un rôle similaire dans le
calcul du nombre d’évaluations de la fitness (I ∗N). En augmentant ce nombre, nous
pourrions obtenir une meilleure solution, mais au prix d’un temps de résolution très
long.
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Figure 4.5 – Gap (sigma=0,100,200,300,400,500)
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Figure 4.6 – Vitesse de convergence (sigma=0,100,200,300,400,500)
Dans la méthode fitness sharing que nous utilisons pour sélectionner le leader
de la population, le paramètre α est souvent fixé à 1 dans la littérature ( [Sacco
et al. 2004]). Pour le paramètre σsh, il ne doit être ni grand ni petit puisque cela
entraîne un risque de sélectionner le leader aléatoirement. Nous avons d’abord testé 6
combinaisons de ce paramètre en le fixant à 0, 100, 200, 300, 400, 500. Les métriques
Gap et Vitesse de convergence sont employées dans l’évaluation. Les tests sont lancés
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5 fois sur le premier jeu d’instances, les moyennes et les écarts type sont reportés
dans les figures 4.5 et 4.6.
Nous pouvons remarquer que le Gap présente une tendance stable à partir de
200, mais la vitesse de convergence atteint sa meilleure valeur quand σsh est égal à
400. Dans une étude plus détaillée pour affiner la valeur de σsh, nous avons choisi 400
comme valeur centrale et fait varier σsh de 350 à 450. Seule la vitesse de convergence
a été enregistrée car le Gap est déjà prouvé stable par les tests précédents. Selon la
figure 4.7, nous choisissons 377 comme valeur de σsh.
 
 
135
140
145
150
155
160
350 360 370 380 390 400 410 420 430 440 450
M
o
ye
n
Sigma
Vitesse de convergence
0
10
20
30
40
350 360 370 380 390 400 410 420 430 440 450
Ec
ar
t 
ty
p
e
Sigma
Vitesse de convergence
Figure 4.7 – Vitesse de convergence (sigma : 350->450)
4.6 Stratégies de choix d’un leader
Un test préliminaire a été réalisé pour évaluer l’impact des quatre stratégies
définies (section 4.4) sur les résultats finaux en termes de profit et de distance.
Mais nous n’avons pas constaté une grande différence puisque les résultats sont
quasiment identiques. Pour cette raison, nous avons fait un deuxième test dans
lequel la convergence a été étudiée. Dans ce test, le nombre d’itérations est limité à
1000. Si les solutions dans l’archive ne sont pas mises à jour pendant 100 itérations,
nous supposons que l’algorithme a convergé.
Nous rappelons que les quatre stratégies sont FIFO (M1), Fitness-based sharing
méthode (M2), Règle liée aux objectifs (M3), Règle aléatoire (M4). L’archive est
exploitée par pbest et gbest au cours de l’évolution de la population, le nombre de
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combinaisons de stratégies à tester est donc 42 = 16. Tous les tests sont lancés 5 fois
et les résultats concernant les valeurs moyennes et l’écart type sont illustrés dans
la figure 4.8. La meilleure performance est donnée par M1*M2 qui correspond à
la combinaison FIFO pour pbest et méthode de Fitness-based sharing pour gbest.
Cette combinaison est donc appliquée dans les tests suivants.
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Figure 4.8 – Impact des différentes stratégies sur la convergence
4.7 Validation des recherches locales
Afin de justifier les composants de HPSO, une comparaison a été faite entre
la population initiale, la population finale donnée par PSO sans l’intégration des
recherches locales (pure PSO), et HPSO. Nous avons aussi utilisé la même population
initiale pour pure PSO et HPSO pour un test rigoureux. Les résultats sont montrés
dans la figure 4.9. Nous pouvons voir que le nombre de solutions non dominées dans
la population initiale est très faible. Après plusieurs itérations d’évolution, le pure
PSO a intrinsèquement la capacité d’améliorer les solutions de la population initiale.
HPSO repousse encore la courbe orange vers le vrai Front de Pareto en jaune. Ce
phénomène a été observé sur toutes les instances que l’on a testées. Cela permet de
justifier l’intérêt des recherches locales proposées.
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Figure 4.9 – Fronts de Pareto pour les 4 méthodes considérées
4.8 Expérimentation
4.8.1 Résultats pour le premier jeu d’instances
Dans cette partie, nous avons testé HPSO sur le premier jeu d’instances qui
contient Dataset-SPDPT, Dataset-SPDPT-P et Dataset-SPDPT-S. Nous utilisons
les trois métriques définies précédemment pour évaluer ses performances : gap, vitesse
de convergence et temps de résolution (en secondes). Les résultats sont comparés
avec la méthode lexicographique (LP). Le tableau 4.7 présente une synthèse des
résultats sur les 25 instances de chaque Dataset. Les tests sont lancés 5 fois, la
meilleure performance (Meilleure), la pire performance (Pire) et la performance
moyenne (Moyenne) accompagnée de l’écart type (Std) sont donnés.
Table 4.7 – Résultats sur le premier jeu d’instances
Dataset Gap(HPSO/LP) Vitesse de convergence Temps(s)Meilleure Pire Moyenne/Ecart type Meilleure Pire Moyenne/Ecart type LP HPSO Gain
SPDPT 0.39% 0.52% 0.42% 0.22 115.96 182.96 149.38 28.19 612.09 3.72 -99.39%
SPDPT-P 0.39% 0.39% 0.39% 0 131.28 213.92 166.70 34.41 433.65 2.99 -99.31%
SPDPT-S 0.39% 0.50% 0.41% 0.19 117.92 186.04 146.42 28.21 448.72 3.46 -99.23%
Le gap sur ces trois benchmarks varie de 0.39% à 0.52%. Sur le Dataset-SPDPT-P
où le profit varie, HPSO donne la meilleure et la plus stable performance avec un
gap constant de 0.39% et un écart type de 0. Cependant, il faut plus d’itérations
pour converger sur ce benchmark (166.70 en moyen). Du fait du profit variable sur
les demandes, le nombre de combinaisons des demandes pour obtenir une solution
avec un profit donné est moins important que dans le cas où le profit est identique
pour toutes les demandes. Par conséquent, il est plus difficile pour HPSO de trouver
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une solution avec un profit fixé, ce qui peut expliquer que la méthode converge
moins rapidement que pour les autres benchmarks. Cependant, une fois trouvée
une solution correspondant au profit, il est très difficile de sortir de l’optimum
local. De ce fait, HPSO présente une performance plus stable (Ecart type =0). Pour
Dataset-SPDPT-S où le temps de service varie, HPSO a une performance similaire
comparée à Dataset-SPDPT, en termes de gap et de vitesse de convergence. Le
temps de service est lié à la contrainte de fenêtre temporelle. La variation du temps
de service pourrait impacter le nombre de solutions faisables. Nous observons donc
une légère tendance à l’amélioration du gap et du temps de résolution. En terme de
temps de résolution, HPSO consomme environ 3 secondes, mais LP a besoin de 7 à
10 minutes, le gain est alors de 99.39%.
4.8.2 Résultats pour le deuxième jeu d’instances
Comme HPSO est développée pour résoudre un problème bi-objectifs, il est
nécessaire d’évaluer le front de Pareto des solutions non dominées générées. Dans ce
but, des tests sont exécutés sur le deuxième jeu d’instances. Les figures 4.10 à 4.13
montrent les résultats pour 4 des 23 instances testées. Les points rouges représentent
les solutions obtenues par HPSO et les lignes noires sont les fronts de Pareto de
référence obtenus avec LP. Pour ces 23 instances, HPSO consomme en moyenne
133.60 secondes pour obtenir un front de Pareto, contre 16630.43 secondes pour LP.
La figure 4.10 montre les résultats pour l’instance SPDPTWPD-C202-2. Celle-ci
contient 13 demandes, 2 véhicules, 1 point de transfert et les sites sont groupés. Nous
pouvons observer que la qualité des solutions au milieu du front de Pareto n’est pas
aussi bonne que celle des solutions situées sur les deux cotés. Le fait qu’un grand
nombre de solutions faisables existent dans cette zone pourrait être une raison du
moins bon fonctionnement de la méthode dans cette région. Le temps de résolution
pour HPSO est 25.36 secondes contre 12900 secondes consommé par LP.
La figure 4.11 est associée à l’instance SPDPTWPD-RC202. Celle-ci a la même
taille que la première instance, mais les sites sont situés pour moitié de façon aléatoire
et pour moitié de façon groupée. Les solutions obtenues par HPSO sont quasiment
sur le front de Pareto référence. HPSO a consommé 13.05 secondes pour tracer ce
front alors que LP a besoin de 7200 secondes.
La figure 4.12 illustre nos résultats pour l’instance SPDPTWPD-R502. Celle-ci
contient 28 demandes, 10 véhicules, 1 point de transfert et les sites sont distribués
aléatoirement. HPSO donne des solutions de bonne qualité dans la zone où les profits
sont faibles. Cependant, ses performances concernant la qualité de solution et le
nombre de solutions trouvées se dégradent à partir du milieu du front de Pareto.
Pour cette instance, la résolution avec LP a nécessité 36000 secondes tandis que
l’exécution de HPSO prend seulement 126.13 secondes.
La figure 4.13 est représentative des résultats pour l’instance SPDPTWPD-
RC1002-1. Cette instance a 57 demandes, 1 véhicule, 1 point de transfert, et les sites
sont situés pour moitié de façon aléatoire et pour moitié de manière groupée. D’après
les résultats, il est possible de remarquer que le point de transfert n’est jamais
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utilisé pour cette instance. Par conséquent, les solutions obtenues correspondent
au problème sans point de transfert (SPDPTWPD). Selon la figure, le résultat est
plutôt bon en termes de qualité des solutions et de distribution des solutions trouvées
sur le front de Pareto. Sur cette instance, les temps de résolution de HPSO et LP
sont de 58.63 et 12000 secondes respectivement.
4.9 Conclusion
Ce chapitre présente une première étude d’une variante complexe de PDP,
le Selective Pickup and Delivery Problem with Transfers (SPDPT). Nous avons
d’abord proposé un modèle de type MILP pour cette nouvelle variante. Résolu sur
75 nouvelles instances, ce modèle a montré l’intérêt d’intégrer les points de transfert
dans le processus de livraison/collecte des marchandises. Toutefois ce modèle exact
est limité à la résolution d’instances de faible taille, ce qui justifie le développement
d’une méthode approchée, ce que nous avons fait en nous basant à nouveau sur
les algorithmes d’optimisation par essaims particulaires, que nous avons combiné
avec des opérateurs de recherche locale. L’algorithme hybride résultant (HPSO) a
été testé sur les 75 nouvelles instances générées, ainsi que sur des instances d’un
problème proche. Les résultats ont montré que notre méthode a la capacité de
générer de bonnes solutions en relativement peu de temps. Le manque de résultats
de la littérature pour cette variante rend plus difficile l’évaluation de la qualité de
notre algorithme que pour les autres variantes de problèmes de tournées étudiées
dans cette thèse, en tout cas pour des instances de grandes tailles. Néanmoins,
les méthodes hybrides développées semblent montrer une bonne stabilité et nous
paraissent donc prometteuses et compétitives par rapport à d’autres méthodes,
d’autant plus que nous avons identifié dans tous les cas des pistes d’amélioration de
nos algorithmes.
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Figure 4.10 – SPDPTWPD-C202-2
Figure 4.11 – SPDPTWPD-RC202
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Figure 4.12 – SPDPTWPD-R502
Figure 4.13 – SPDPTWPD-RC1002-1
Conclusion générale et
perspectives
Dans ce rapport, nous avons présenté le travail issu de trois ans de thèse . Il
fait partie du projet ANR TCDU, et a été financé par le CSC (China Scholarship
Council). Les contributions de cette thèse se situent à plusieurs niveaux.
Tout d’abord, nous avons été amenés à résoudre des problématiques de transport
de marchandises souvent rencontrées en zones urbaines, plus précisément trois
variantes complexes, de LRP ou PDP, dont certaines sont encore peu ou pas étudiées
à notre connaissance :
— le Capacitated Location Routing Problem (CLRP), pour lequel nous avons
résolu des instances complexes comprenant de 20 à 200 sites, de 5 à 10 dépôts,
avec plusieurs distributions géographiques des sites : groupée, aléatoire, mixte ;
— le Selective Pickup and Delivery Problem with Time Windows and Paired
Demandes (SPDPTWPD), avec la résolution d’instances comprenant jus-
qu’à 57 demandes et avec également la prise en compte de divers types de
distribution des sites ;
— le Selective Pickup and Delivery Problem with Transfers (SPDPT). C’est
une nouvelle variante puisque nous avons introduit les transferts dans les pro-
blèmes sélectifs. Nous avons montré l’intérêt de l’utilisation de ces transferts
au cours du processus de livraison des marchandises, en particulier par les
gains potentiels qu’il est possible de réaliser en termes de profit et de distance
totale parcourue.
Notre contribution a également consisté à proposer un modèle mathématique
de cette dernière variante sous forme d’un MILP, ainsi qu’à générer de nouvelles
instances dérivées de benchmarks de la littérature.
Toutes ces variantes ont été abordées dans une démarche d’élaboration d’algo-
rithmes approchés originaux basés sur une métaheuristique (PSO) hybridée avec
de la recherche locale. Les méthodes développées ont été comparées, soit avec une
approche lexicographique, soit avec un algorithme glouton, soit avec une autre
métaheuristique basée sur les algorithmes génétiques (GA). Les résultats des tests
effectués nous permettent de conclure que la PSO est une méthode efficace et com-
pétitive. Si nous comparons PSO avec GA (méthodes de la même famille), et pour
des résultats relativement comparables, nous pouvons déduire quelques avantages
de la PSO, du moins par rapport aux algorithmes génétiques :
— la PSO est une méthode assez facile à implémenter puisqu’elle n’a pas besoin
d’opérateurs de croisement et de mutation. Par conséquent, elle consomme
moins de temps de résolution lors de la procédure d’évolution ;
— la PSO comprend moins de paramètres à déterminer. Pendant les tests, nous
avons également remarqué que cette méthode n’est pas très sensible aux
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variations des valeurs des paramètres. Cela veut dire que notre paramétrage
pourrait éventuellement être adapté pour résoudre des problèmes proches.
Toutefois, même si la PSO seule peut donner une solution acceptable en temps
raisonnable, nous l’avons hybridée avec une recherche locale afin d’améliorer ses
performances. Notons que c’est aussi le cas pour l’algorithme génétique avec lequel
nous nous sommes comparés, car la complexité des problèmes traités nécessite
désormais le plus souvent une combinaison de méthodes approchées et/ou exactes
pour bénéficier des avantages de chacune d’elles. En ce qui concerne nos algorithmes
basés sur la PSO, cette hybridation se justifie par les observations suivantes :
— le codage en valeurs réelles nous permet de calculer la génération suivante en
utilisant uniquement les deux équations associées à la vitesse et à la position
d’une particule. Cependant, il en résulte la perte d’une partie des informations
lors de la transformation de l’espace réel vers l’espace discret ;
— la PSO est une méthode qui a la capacité de faire évoluer la population par
elle-même, sans ajout de la recherche locale. Toutefois, nous n’avons pas
exploité cette capacité à 100%. Pour atteindre ce but, il faut que la PSO
acquiert une bonne connaissance de l’espace de recherche. Alternativement,
nous avons choisi d’intégrer la recherche locale pour aider la population à
exploiter les régions voisines. En effet, dans notre codage, la PSO fait évoluer
la population dans l’espace continu en utilisant les fitness qui sont évaluées
sur la base d’une autre population (générée par le décodage) dans l’espace
discret. On pourrait en déduire que la PSO traite ces deux espaces de la
même façon, mais ce n’est pas le cas. Donc pour exploiter la pleine capacité
de cette méthode, la fonction de transformation (la procédure de décodage)
devrait être construite pour établir une bijection entre ces deux espaces. La
recherche locale peut donc être vue comme une façon de réparer ce défaut à
moindre coût.
Outre les pistes de travaux futurs déjà esquissées ci-dessus ou dans les divers
chapitres de ce manuscrit (approfondir l’analyse de sensibilité des paramètres de nos
algorithmes PSO, améliorer les performances de la PSO en creusant plus en direction
de cette capacité d’évolution et d’apprentissage que nous avons évoquée, améliorer
la recherche locale...), quelques perspectives supplémentaires à ces travaux peuvent
être envisagées. Par exemple, nous nous sommes focalisés dans nos recherches sur le
fonctionnement de la PSO, mais d’autres méthodes peuvent aussi être utilisées et
évaluées pour les problèmes traités.
Une autre piste intéressante est l’amélioration de notre modèle linéaire proposé
au chapitre 4 pour le SPDPT, afin de prendre en compte l’extension du problème
traité au cas multi-dépôts. Des données supplémentaires seraient nécessaires pour
exprimer l’affectation des véhicules aux dépôts, sans que cela impacte a priori les
équations déjà posées. Pour que notre algorithme HPSO intègre également cette ca-
ractéristique multi-dépôts, la modification la plus importante porterait certainement
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sur les opérateurs de recherche locale. Ceux-ci pourraient par exemple autoriser le
changement de dépôt d’origine des tournées, par modification de l’affectation de
certains véhicules. La procédure de codage et décodage n’intègre pas actuellement
directement la notion de dépôt de véhicules et pourrait donc ne pas être modifiée.
Mais nous pourrions aussi envisager une modification du format des particules pour
affecter ces dépôts aux demandes. Par extension, cela revient à intégrer un problème
de localisation. L’étude de l’optimisation de la localisation nous semble également
intéressante pour les points de transferts, en faisant ainsi le lien entre le CLRP et le
SPDPT résolus.
Enfin et par ailleurs, nous planifions de travailler sur les aspects liés à l’optimisation
robuste qui représente un enjeu important pour l’exploitation des solutions proposées
dans des applications réelles. La plupart des problèmes de tournées que nous avons
étudiés contiennent des contraintes associées à des fenêtres temporelles. Si nous
générons une solution et que la visite sur un site est retardée (pour cause d’un aléa
quelconque tel que des problèmes de congestion routière), nous ne pouvons plus
suivre les tournées proposées par cette solution qui ne correspondent plus à la réalité.
Il est donc important de garantir la robustesse des solutions générées.
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Annexe 
Résultats sur les 23 instances du SPDPTWPD : 
 
SPDPTWPD-C201 
LP HGA HPSO 
Profit Distance Profit Distance Profit Distance 
180 275.19 180 275.19 180 275.2 
170 272.59 170 272.59 - - 
160 201.53 160 201.53 - - 
150 198.92 150 199.07 150 224.4 
140 151.96 140 156.15 - - 
130 141.52 130 146.71 - - 
120 106.61 - - - - 
110 98.1 - - 110 104.01 
100 58.72 100 58.72 100 58.72 
90 56.11 - - 90 56.12 
80 52.54 - - 80 52.55 
70 50.6 70 50.6 70 50.6 
60 47.99 - - 60 47.99 
50 44.42 - - 50 44.42 
40 40.56 40 40.56 40 40.57 
30 39.36 - - 30 39.37 
20 33.36 20 33.36 20 33.37 
0 0 - - - - 
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SPDPTWPD-C202-1 
LP HGA HPSO 
Profit Distance Profit Distance Profit Distance 
144 167.998 144 167.99 - - 
142 147.739 - - - - 
136 146.195 - - - - 
134 135.607 - - - - 
132 104.454 132 106.06 - - 
127 103.421 - - - - 
126 103.266 - - - - 
124 101.759 124 102.27 - - 
122 98.3434 - - - - 
117 95.8847 - - - - 
107 94.2699 107 94.26 107 95.88 
97 92.9558 - - 97 92.96 
87 91.3409 - - 87 91.34 
85 90.7867 - - - - 
83 59.4222 83 59.42 83 59.42 
73 53.3119 - - 73 56.35 
63 49.1047 - - 63 52.14 
53 48.945 - - 53 48.94 
49 47.3375 - - 49 47.34 
45 47.1725 - - 45 47.17 
44 46.6215 44 46.62 44 46.62 
43 44.7157 - - - - 
33 44.1188 - - 33 44.12 
30 41.6376 - - 30 41.64 
29 40.6937 - - 29 40.69 
25 40.2215 25 40.22 25 40.22 
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19 39.3468 - - 19 39.35 
17 26.8036 - - - - 
0 0 - - - - 
 
 
SPDPTWPD-C202-2 
LP HGA HPSO 
Profit Distance Profit Distance Profit Distance 
217 212.947 217 212.94 - - 
213 210.299 - - - - 
207 161.181 - - 207 161.18 
200 155.307 - - - - 
197 155.071 - - - - 
190 149.197 190 149.19 - - 
180 144.989 - - - - 
170 143.375 - - 170 155.23 
166 143.222 - - - - 
162 143.057 - - - - 
161 142.506 - - - - 
160 140.6 - - - - 
152 139.981 - - - - 
150 138.986 - - - - 
149 131.257 - - - - 
144 130.225 - - - - 
143 130.069 - - - - 
139 125.147 - - - - 
134 122.688 - - 134 135.61 
132 104.454 132 106.06 - - 
0
20
40
60
80
100
120
140
160
180
0 20 40 60 80 100 120 140 160
D
is
ta
n
ce
Profit
SPDPTWPD-C202-1
LP
HGA
HPSO
119 
 
127 103.421 - - 127 134.59 
126 103.266 - - - - 
124 101.759 - - 124 101.76 
122 98.3434 - - 122 99.96 
117 95.8847 117 101.8 - - 
107 94.2699 107 94.26 107 95.88 
100 86.2258 - - - - 
90 80.1155 - - - - 
83 59.4222 83 59.42 83 59.42 
73 53.3119 - - 73 53.31 
63 49.1047 - - 63 49.1 
53 48.945 - - 53 48.94 
49 47.3375 - - 49 47.34 
45 47.1725 - - 45 47.17 
44 46.6215 44 46.62 44 46.62 
43 44.7157 - - 43 44.72 
33 44.1188 - - 33 44.12 
30 41.6376 - - - - 
29 40.6937 - - 29 40.69 
25 40.2215 25 40.22 25 40.22 
19 39.3468 - - - - 
17 26.8036 - - - - 
0 0 - - - - 
 
 
 
SPDPTWPD-C501 
LP HGA HPSO 
Profit Distance Profit Distance Profit Distance 
480 363.282 480 370.06 - - 
470 358.919 - - - - 
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460 356.75 460 360.13 - - 
450 351.259 - - - - 
440 345.398 - - - - 
430 339.847 - - - - 
420 333.994 - - - - 
410 329.631 - - - - 
400 266.055 - - 400 266.06 
390 261.692 - - - - 
380 259.523 380 259.52 - - 
370 254.032 - - - - 
360 248.171 - - - - 
350 242.62 - - - - 
340 236.767 - - - - 
330 232.404 - - - - 
320 170.17 - - 320 170.17 
310 165.807 - - - - 
300 164.645 - - - - 
290 161.532 - - - - 
280 157.683 - - - - 
270 156.422 - - - - 
260 152.012 260 152.01 - - 
250 147.649 - - - - 
240 144.815 - - 240 160.14 
230 140.452 - - 230 141.13 
220 111.446 - - 220 111.45 
210 107.083 - - - - 
200 106.671 - - 200 107.77 
190 102.808 - - 190 103.09 
180 102.061 - - 180 102.06 
170 97.698 170 97.69 170 97.7 
160 95.2835 - - 160 95.28 
150 93.4228 - - 150 93.42 
140 89.6121 - - 140 89.61 
130 85.2492 - - 130 85.25 
120 62.3998 - - 120 62.4 
100 49.0462 - - 100 49.05 
90 44.6833 - - 90 44.68 
80 44.2716 - - 80 44.27 
70 40.4082 - - 70 40.41 
60 39.9965 - - - - 
50 38.4169 50 38.41 - - 
40 36.1172 - - - - 
30 35.8114 - - - - 
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20 30 - - - - 
0 0 - - - - 
 
 
 
SPDPTWPD-C502-1 
LP HGA HPSO 
Profit Distance Profit Distance Profit Distance 
437 431.252 437 431.25 427 237.94 
436 386.084 - - - - 
431 382.73 - - - - 
428 362.662 - - - - 
427 237.938 - - - - 
417 237.275 - - - - 
416 194.893 - - 416 194.89 
406 194.23 - - - - 
404 190.337 - - - - 
401 184.107 - - - - 
391 183.444 - - - - 
389 179.551 389 183.11 - - 
381 177.468 - - - - 
371 176.805 - - - - 
369 172.912 - - - - 
361 172.372 - - - - 
359 171.563 - - - - 
354 170.93 - - - - 
349 168.822 - - - - 
347 167.275 - - - - 
339 164.328 - - - - 
329 162.894 - - - - 
0
50
100
150
200
250
300
350
400
0 100 200 300 400 500 600
D
is
ta
n
ce
Profit
SPDPTWPD-C501
LP
HGA
HPSO
122 
 
327 159.772 - - - - 
319 157.689 - - - - 
309 156.255 - - - - 
307 153.133 - - - - 
299 151.126 - - - - 
289 149.692 - - - - 
287 146.57 - - - - 
277 145.136 - - - - 
272 144.588 272 147.06 - - 
267 143.233 - - - - 
264 129.459 - - - - 
254 119.901 - - - - 
244 119.238 - - - - 
239 117.918 - - - - 
238 117.688 - - - - 
234 113.262 - - - - 
224 112.599 - - - - 
219 111.28 - - - - 
214 108.292 - - - - 
204 107.629 - - - - 
199 106.31 - - - - 
194 104.268 - - - - 
184 103.605 184 103.6 - - 
182 103.041 - - - - 
179 101.314 - - - - 
172 98.9906 - - - - 
167 98.634 - - - - 
166 97.9469 - - - - 
162 96.4779 - - - - 
152 92.4276 - - 152 101.97 
142 91.7647 - - - - 
138 84.0666 - - 138 95.78 
128 82.6327 - - - - 
123 82.0843 - - - - 
122 77.3594 - - 122 77.36 
113 66.21 - - - - 
103 62.9615 - - - - 
93 57.5597 - - 93 62.3 
83 56.8968 83 56.89 83 56.9 
78 50.3143 - - 78 50.31 
68 43.3421 - - 68 43.34 
45 42.868 - - 45 42.87 
40 36.6083 - - 40 36.61 
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35 36.3796 - - 35 36.38 
25 31.434 - - 25 34.99 
20 28.9807 - - 20 28.98 
10 20 - - - - 
0 0 - - - - 
 
 
SPDPTWPD-C502-2 
LP HGA HPSO 
Profit Distance Profit Distance Profit Distance 
656 525.8714 656 525.87 656 525.87 
646 520.537 - - - - 
641 515.0854 - - - - 
636 508.778 - - - - 
626 407.7373 - - - - 
616 306.7052 - - - - 
606 306.0423 - - - - 
604 302.1492 - - - - 
601 295.9192 - - - - 
591 295.256 591 299.13 - - 
589 291.363 - - - - 
581 289.281 - - - - 
574 286.891 - - - - 
569 284.725 - - - - 
568 282.741 - - - - 
567 282.054 - - - - 
557 281.391 - - - - 
556 278.185 - - - - 
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555 277.498 - - - - 
552 277.194 - - - - 
548 276.102 - - - - 
547 275.415 - - - - 
541 273.713 - - - - 
540 272.638 - - - - 
538 272.252 538 272.25 - - 
536 271.546 - - - - 
535 270.859 - - - - 
532 270.555 - - - - 
527 270.319 - - - - 
526 267.696 - - - - 
523 261.466 - - - - 
513 260.803 - - - - 
511 256.91 - - - - 
503 254.828 - - - - 
493 254.165 - - - - 
492 253.65 - - - - 
491 250.272 - - - - 
489 247.42 - - - - 
484 238.235 - - - - 
474 237.572 - - - - 
472 233.679 - - - - 
469 227.449 - - - - 
459 226.786 459 226.78 - - 
457 222.893 - - - - 
449 220.81 - - - - 
441 220.715 - - - - 
439 220.147 - - - - 
437 216.254 - - - - 
429 215.714 - - - - 
427 214.905 - - 427 237.94 
422 214.272 - - - - 
421 214.077 - - - - 
417 212.165 - - - - 
416 194.893 - - 416 194.89 
406 194.23 - - - - 
404 190.337 - - - - 
401 184.107 - - - - 
391 183.444 - - - - 
389 179.551 - - - - 
381 177.468 - - - - 
371 176.805 - - - - 
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369 172.912 - - - - 
361 172.372 - - - - 
359 171.563 - - - - 
354 170.93 - - - - 
349 168.822 - - - - 
347 167.275 - - - - 
339 164.328 - - - - 
329 162.894 - - - - 
327 159.772 327 163.18 - - 
319 157.689 - - - - 
309 156.255 - - - - 
307 153.133 - - - - 
299 151.126 - - - - 
289 149.692 - - - - 
287 146.57 - - - - 
277 145.136 - - - - 
272 144.588 - - - - 
267 143.233 - - - - 
264 129.459 - - - - 
254 119.901 - - - - 
244 119.238 - - - - 
239 117.918 - - - - 
238 117.688 - - - - 
234 113.262 - - - - 
224 112.599 - - - - 
219 111.28 - - - - 
214 108.292 214 110.9 - - 
204 107.629 - - - - 
199 106.31 - - 199 110.37 
194 104.268 - - - - 
184 103.605 - - 184 109.74 
182 103.041 - - - - 
179 101.314 - - - - 
172 98.9906 - - - - 
167 98.634 - - - - 
166 97.9469 - - - - 
162 96.4779 - - 162 98.4 
152 92.4276 - - - - 
142 91.7647 - - - - 
138 84.0666 138 87.62 - - 
128 82.6327 - - - - 
123 82.0843 - - - - 
122 77.3594 - - 122 77.36 
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113 66.21 - - - - 
103 62.9615 - - - - 
93 57.5597 - - 93 61.12 
83 56.8968 83 56.89 83 56.9 
78 50.3143 - - 78 50.31 
68 43.3421 - - 68 43.34 
45 42.868 - - - - 
40 36.6083 - - - - 
35 36.3796 - - 35 39.94 
25 31.434 - - 25 34.99 
20 28.9807 - - - - 
10 20 - - - - 
0 0 - - - - 
 
 
 
SPDPTWPD-C1001 
LP HGA HPSO 
Profit Distance Profit Distance Profit Distance 
690 437.0487 690 437.04 - - 
680 406.5865 - - - - 
670 404.0298 - - - - 
650 394.5632 - - - - 
630 383.863 - - - - 
600 310.7018 - - - - 
590 308.1451 - - - - 
580 305.0332 580 305.03 - - 
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570 302.4764 - - - - 
560 299.578 - - - - 
550 296.909 - - - - 
540 294.3523 - - - - 
530 291.1508 - - - - 
520 288.8971 - - - - 
510 275.8633 - - - - 
500 234.6323 - - 500 234.63 
490 232.0755 - - - - 
480 229.1771 - - - - 
470 226.5081 - - - - 
460 223.9514 - - - - 
450 221.0529 - - - - 
440 218.4962 - - - - 
430 216.6021 - - - - 
420 214.0454 420 214.04 - - 
410 211.5006 - - - - 
400 208.383 - - - - 
390 203.8287 - - - - 
380 175.0142 - - 380 175.01 
370 172.4574 - - - - 
360 169.559 - - 360 169.82 
350 167.0023 - - - - 
340 164.3696 - - - - 
330 161.7007 330 161.7 - - 
320 160.0067 - - - - 
310 156.2455 - - - - 
300 154.6306 - - - - 
290 151.7947 - - - - 
280 148.9799 - - - - 
270 144.2106 - - 270 151.47 
260 115.6111 - - 260 115.61 
250 113.0543 - - - - 
240 110.2067 240 110.2 240 110.21 
230 108.5919 - - - - 
220 104.7515 - - - - 
210 102.2975 - - 210 104.23 
200 100.3886 - - 200 100.39 
190 97.84674 - - 190 97.85 
180 96.11344 - - 180 96.11 
170 93.13289 - - 170 93.48 
160 89.84674 - - 160 91.52 
150 84.80747 - - 150 88.23 
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140 64.80747 - - 140 64.81 
130 62.25075 - - 130 62.25 
120 50.80359 - - 120 50.8 
110 49.18876 - - 110 49.19 
100 46.44068 100 46.44 - - 
90 44.82584 - - - - 
80 42.16553 - - - - 
60 37.83095 - - - - 
50 36.21612 - - - - 
40 33.83095 - - - - 
30 28.38516 - - - - 
10 20 - - - - 
0 0 - - - - 
 
 
 
 
SPDPTWPD-C1002 
LP HGA HPSO 
Profit Distance Profit Distance Profit Distance 
760 539.0473 - - - - 
730 491.6104 730 600.32 - - 
710 490.8793 - - - - 
700 475.0861 - - - - 
690 470.9073 - - - - 
680 453.4386 - - - - 
670 402.092 - - - - 
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660 400.4772 - - - - 
650 396.5068 - - - - 
640 395.3446 - - - - 
630 393.5949 630 388.48 - - 
620 387.3263 - - - - 
610 376.7344 - - - - 
600 350.6506 - - - - 
590 308.8824 - - - - 
580 307.2675 - - - - 
570 303.2137 - - - - 
560 300.7583 - - - - 
550 297.7585 - - - - 
540 295.0896 540 295.08 - - 
520 289.6344 - - - - 
510 288.3075 - - - - 
500 276.3401 - - 500 421.66 
490 235.3487 - - 490 235.35 
480 233.7339 - - - - 
470 229.8935 - - - - 
460 227.2246 - - - - 
450 225.5306 - - - - 
440 221.7694 - - 440 232.33 
430 220.1546 - - - - 
420 217.3186 420 217.31 - - 
410 214.7738 340 164.91 - - 
400 212.6048 210 101.84 400 215.15 
390 209.3186 100 48.33 390 204.7 
380 204.7432 - - 380 191.11 
370 174.9412 - - 370 174.94 
360 170.3737 - - 360 170.37 
350 168.7588 - - - - 
340 164.9185 - - - - 
330 162.2495 - - - - 
320 160.5556 - - - - 
310 156.7943 - - - - 
300 155.1795 - - - - 
290 152.3435 - - 290 157.04 
280 149.7987 - - 280 151.56 
270 148.9764 - - 270 130.87 
260 136.872 - - 260 130.7 
250 117.6714 - - 250 117.67 
240 109.9661 - - 240 109.97 
230 108.3513 - - - - 
130 
 
220 105.6032 - - 220 108.79 
210 101.842 - - 210 106.2 
200 100.2271 - - 200 101.83 
190 97.39118 - - 190 97.39 
180 95.77635 - - 180 97.38 
170 92.67733 - - 170 95.38 
160 89.39118 - - 160 93.01 
150 87.30183 - - 150 91.01 
140 84.00131 - - 140 88.76 
130 64.97508 - - 130 86.76 
120 52.69627 - - - - 
110 51.08144 - - - - 
100 48.33336 - - - - 
90 46.71853 - - - - 
80 44.08377 - - - - 
70 42.46893 - - - - 
60 39.47778 - - - - 
50 37.86295 - - - - 
40 35.47778 - - - - 
30 30.032 - - - - 
20 27.20294 - - - - 
10 22.09072 - - - - 
0 0 - - - - 
 
 
 
 
SPDPTWPD-R201 
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Profit Distance Profit Distance Profit Distance 
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190 398.25 190 398.25 190 400.39 
180 379.4 180 379.4 180 379.41 
170 327.66 170 327.66 170 327.66 
160 310.96 160 310.96 160 310.97 
150 259.21 150 259.21 150 259.22 
140 242.93 140 242.93 140 242.93 
130 217.77 - - 130 223.57 
120 201.49 - - 120 201.49 
110 181.35 - - 110 181.35 
100 158.45 100 158.45 100 158.45 
90 139.91 - - 90 139.91 
80 122.804 - - 80 122.8 
70 104.26 70 104.26 70 104.26 
60 92.16 - - 60 92.16 
50 73.71 - - 50 73.72 
40 56.51 - - 40 62.41 
30 47.41 - - - - 
20 30.54 20 30.54 - - 
0 0 - - - - 
 
 
 
SPDPTWPD-R202 
LP HGA HPSO 
Profit Distance Profit Distance Profit Distance 
213 378.959 213 384.24 213 379.34 
207 357.875 - - - - 
203 327.895 - - 203 336.25 
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197 322.129 - - 197 333.93 
193 295.573 190 326.57 193 295.57 
188 288.5 - - - - 
183 271.626 - - 183 291.3 
178 246.074 - - 178 263.05 
168 222.126 - - 168 228.14 
158 208.855 - - 158 222.7 
154 207.533 - - 154 207.53 
148 184.908 - - 148 184.91 
141 182.274 - - 141 182.27 
138 175.135 - - 138 175.13 
134 164.539 - - 134 164.54 
131 158.326 - - 131 158.33 
128 151.187 - - 128 151.19 
121 145.055 120 191.87 121 145.06 
118 141.975 - - 118 141.97 
111 121.108 - - 111 121.11 
101 111.895 - - 101 111.9 
91 106.603 - - 91 106.6 
87 104.896 81 129 87 104.9 
77 99.6033 - - 77 99.6 
69 85.2187 - - 69 85.22 
66 79.0059 - - 66 79.01 
63 71.8668 - - 63 71.87 
55 70.108 - - - - 
52 64.4126 - - 52 64.41 
46 41.7873 46 41.78 - - 
32 34.7881 - - - - 
14 26.3842 14 26.38 - - 
0 0 - - - - 
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SPDPTWPD-R501 
LP HGA HPSO 
Profit Distance Profit Distance Profit Distance 
490 1075.78 490 1076.57 - - 
480 1047.39 - - - - 
470 996.322 - - - - 
460 974.304 - - - - 
450 932.025 450 932.02 - - 
440 913.968 - - - - 
430 878.824 - - - - 
420 860.768 - - - - 
410 824.679 - - - - 
400 806.622 - - - - 
390 771.478 - - 390 802.01 
380 753.422 - - 380 774.19 
370 719.602 370 719.6 370 719.6 
360 699.495 - - 360 710.79 
350 668.533 - - 350 673.73 
340 646.294 - - 340 651.3 
330 619.93 - - 330 624.13 
320 594.418 - - 320 608.92 
310 568.292 - - 310 568.29 
300 558.771 - - 300 561.07 
290 519.049 - - 290 519.05 
280 509.365 - - 280 509.36 
270 483.239 - - 270 483.24 
260 461.928 260 461.92 260 461.93 
250 433.996 - - 250 434 
240 424.621 - - 240 424.62 
230 386.559 - - 230 386.56 
220 376.875 - - 220 376.87 
210 350.749 - - 210 350.75 
200 341.228 - - 200 341.23 
190 301.506 - - 190 301.51 
180 292.131 - - 180 292.13 
170 265.859 - - 170 269.16 
160 256.484 160 256.48 160 256.48 
150 228.105 - - 150 230.7 
140 221.329 - - 140 221.33 
130 192.458 - - 130 201.66 
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120 185.682 - - - - 
110 157.303 - - - - 
100 152.011 - - - - 
90 121.656 - - - - 
80 116.364 - - - - 
70 103.151 70 103.15 - - 
60 83.5846 - - - - 
50 71.4053 - - - - 
40 47.9376 - - - - 
30 47.419 - - - - 
20 29.4317 - - - - 
0 0 - - - - 
 
 
 
SPDPTWPD-R502 
LP HGA HPSO 
Profit Distance Profit Distance Profit Distance 
576 834.9252 576 834.92 576 834.93 
566 825.1585 - - - - 
564 780.5967 564 818.91 564 784.95 
554 770.4354 - - - - 
549 763.7724 - - 549 771.41 
544 741.7203 - - 544 741.72 
536 741.0175 - - 536 741.02 
534 731.5591 - - - - 
532 723.1101 - - 532 723.11 
529 711.9972 - - - - 
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519 701.8359 - - - - 
514 687.0617 - - 514 687.06 
512 684.2338 - - - - 
509 673.1209 - - 509 677.48 
502 668.1332 - - 502 668.13 
499 662.9596 - - - - 
497 654.5107 - - 497 658.87 
494 648.1853 - - 494 648.19 
487 643.5804 - - 487 643.58 
484 638.0241 - - - - 
482 629.2569 - - 482 629.26 
479 618.4622 - - 479 618.46 
477 615.6343 - - 477 615.63 
474 614.9182 - - - - 
469 608.301 - - 469 614.93 
467 599.5338 - - 467 599.53 
464 598.8176 - - - - 
462 590.6988 - - - - 
459 579.5859 - - 459 579.59 
451 578.883 - - 451 578.88 
449 569.4246 - - - - 
447 560.6574 - - 447 562.22 
444 559.9413 - - - - 
437 550.0454 - - 437 550.05 
434 549.78 - - - - 
429 539.7736 - - 429 544.13 
427 522.0993 - - - - 
424 521.3832 - - - - 
417 511.9381 - - - - 
414 511.2219 - - - - 
407 503.3163 - - - - 
405 491.9644 - - 405 493.53 
399 484.7966 - - 399 484.8 
395 481.8031 - - - - 
389 474.1846 - - - - 
385 473.1813 - - 385 476.19 
379 446.2386 380 500.03 - - 
371 445.5357 - - - - 
369 436.0773 - - - - 
361 435.3744 - - - - 
359 427.4555 - - - - 
353 417.141 - - - - 
350 416.4249 - - - - 
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347 409.9006 - - - - 
344 407.9921 - - - - 
343 406.9797 - - - - 
340 406.2636 - - 340 417.23 
337 399.7393 - - - - 
334 398.278 - - - - 
331 387.006 - - 331 387.01 
325 379.8383 - - - - 
322 372.2067 - - - - 
315 369.2263 - - - - 
314 361.33 - - - - 
306 359.0617 - - 306 377.92 
305 341.2802 - - 305 375.57 
297 340.5773 - - - - 
295 331.1189 - - - - 
287 330.4161 - - - - 
285 322.4972 - - - - 
277 321.7943 - - - - 
275 315.1399 - - - - 
274 312.9742 - - - - 
273 304.9422 - - - - 
270 303.0337 - - 270 316.05 
266 302.0975 - - - - 
263 294.7809 - - - - 
260 293.3196 260 321.86 - - 
253 286.159 - - - - 
250 284.318 - - 250 307.03 
248 267.248 - - - - 
240 256.372 - - 240 296.53 
232 254.103 - - 232 280.54 
230 252.383 - - 230 273.08 
228 251.269 - - - - 
222 243.942 - - 222 268.59 
220 240.393 - - - - 
216 230.91 - - - - 
208 220.034 - - - - 
200 217.765 - - - - 
197 215.857 - - - - 
196 214.931 - - - - 
195 211.215 - - - - 
190 205.877 - - - - 
188 204.055 - - - - 
182 195 - - - - 
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176 193.705 - - - - 
175 180.071 - - 175 202.7 
165 176.083 - - - - 
163 174.877 160 180.55 - - 
155 164.092 - - - - 
145 160.104 - - - - 
143 143.733 - - 143 190.54 
130 134.915 - - - - 
123 127.754 - - - - 
117 118.7 - - - - 
107 114.712 - - - - 
103 106.528 - - - - 
98 98.5768 - - - - 
85 91.6094 - - - - 
83 90.5488 - - - - 
75 90.2362 - - - - 
73 87.1769 - - - - 
72 73.5436 - - - - 
62 69.5549 - - - - 
58 61.3713 - - - - 
50 61.0586 50 61.05 - - 
45 45.1566 - - - - 
25 29.1776 - - - - 
0 0 - - - - 
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SPDPTWPD-R1001 
LP HGA HPSO 
Profit Distance Profit Distance Profit Distance 
470 567.8756 490 635.12 - - 
460 554.3157 460 599.3 - - 
430 491.9354 - - - - 
410 463.5843 - - - - 
400 448.1185 - - - - 
390 437.6584 - - 390 501.58 
380 425.8 - - - - 
370 411.8339 - - 370 494.64 
360 396.3682 - - 360 416.34 
350 386.1375 - - - - 
340 372.9151 - - - - 
330 362.4549 - - 330 389.59 
320 350.5965 320 353.22 320 368.4 
310 336.6305 - - 310 353.83 
300 321.1648 - - 300 335.05 
290 310.934 - - 290 330.35 
270 287.9505 - - 270 303.1 
260 276.0921 - - 260 288.42 
250 262.1261 - - 250 269.76 
240 246.6603 240 246.66 240 258.13 
230 236.4296 - - 230 242.66 
220 223.2957 - - 220 230.02 
210 216.6482 - - 210 220.24 
200 203.9577 - - 200 210.99 
190 188.492 - - 190 190.82 
180 175.3581 - - 180 175.36 
170 171.4993 - - 170 171.59 
160 156.1199 - - 160 156.12 
150 152.2611 - - 150 152.26 
140 140.4244 - - 140 140.42 
130 127.2905 - - 130 127.29 
120 114.7587 - - 120 114.76 
110 108.0523 110 108.05 - - 
100 95.52051 - - 100 112.77 
90 91.66176 - - - - 
80 79.82503 - - - - 
70 66.69112 - - - - 
60 60.59936 - - - - 
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50 47.45292 - - - - 
40 44.13276 - - - - 
30 38.56567 - - - - 
20 29.43175 - - - - 
10 18 - - - - 
0 0 - - - - 
 
 
 
 
 
SPDPTWPD-R1002 
LP HGA HPSO 
Profit Distance Profit Distance Profit Distance 
513 667.8388 514 679.44 - - 
509 604.7879 - - - - 
501 601.8791 - - - - 
500 589.4186 - - - - 
499 587.4372 - - - - 
498 583.0546 - - - - 
496 572.2011 - - - - 
495 549.1984 - - - - 
488 535.2727 490 582.54 - - 
486 533.8291 - - - - 
482 516.9874 - - - - 
475 503.0616 - - - - 
468 494.3851 - - - - 
467 493.3107 - - - - 
465 489.505 - - - - 
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462 482.3942 - - - - 
461 482.2634 - - - - 
460 480.5091 - - - - 
455 468.4684 - - - - 
454 464.4978 - - 454 487.53 
449 456.8038 - - - - 
448 456.3468 - - - - 
447 450.5721 - - - - 
444 447.1471 - - - - 
443 445.5971 - - 443 484.3 
442 439.6555 - - - - 
437 429.5239 - - 437 473.81 
435 425.7298 - - 435 470.61 
432 422.3048 - - 432 467.24 
431 420.7548 - - - - 
430 418.0358 - - 430 455.02 
428 416.5922 - - - - 
426 410.6232 - - - - 
425 404.6816 - - - - 
421 402.6665 - - - - 
419 402.2973 - - - - 
418 400.9478 - - - - 
416 391.9884 - - - - 
414 385.7808 - - 414 438.89 
407 377.455 - - - - 
404 374.9004 - - - - 
402 372.0361 - - - - 
400 365.8286 - - - - 
395 360.367 - - 395 406.48 
393 357.5027 - - - - 
390 354.9481 - - - - 
388 354.3404 - - 388 397.86 
386 352.865 - - - - 
384 351.8071 - - - - 
383 346.5542 - - - - 
382 345.5996 - - - - 
381 340.4147 - - - - 
375 337.2737 - - - - 
374 336.1604 - - - - 
372 327.6535 372 327.65 - - 
369 326.602 - - - - 
367 322.2346 - - 367 357.96 
365 321.627 - - - - 
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363 320.1857 - - - - 
360 318.3043 - - - - 
358 307.7013 - - - - 
349 304.5627 - - - - 
348 303.1157 - - 348 345.56 
346 298.3521 - - - - 
340 294.1211 - - 340 342.8 
336 288.3079 - - - - 
331 285.5502 - - - - 
330 285.1669 - - - - 
329 281.7543 - - - - 
328 281.0445 - - - - 
327 275.5467 - - - - 
324 274.4952 - - 324 309.88 
320 267.2209 - - - - 
317 264.6663 - - - - 
315 261.802 - - - - 
313 255.5945 - - - - 
308 250.1329 - - - - 
306 247.2686 - - 306 291.93 
303 244.714 - - - - 
301 244.1063 - - - - 
298 243.9493 - - - - 
296 242.6831 - - - - 
294 230.1806 - - - - 
284 225.5951 284 225.59 284 274.82 
281 225.3429 - - - - 
279 221.7555 - - - - 
278 221.144 - - - - 
276 216.6005 - - - - 
275 215.1141 - - - - 
266 212.0149 - - 266 236.91 
263 198.0261 - - - - 
261 195.1618 - - - - 
250 193.1884 - - - - 
249 178.0738 - - - - 
236 173.2361 - - - - 
234 169.6487 - - - - 
233 169.0372 - - 233 219.93 
229 167.6427 - - - - 
223 167.2403 - - - - 
221 164.376 - - - - 
220 164.1995 - - - - 
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219 163.0572 - - - - 
218 160.6121 - - - - 
214 159.2176 - - - - 
213 158.6061 - - - - 
211 154.0626 - - - - 
209 147.288 - - - - 
198 140.0205 - - - - 
196 132.6239 - - - - 
184 115.5359 - - - - 
171 110.6982 170 126.75 171 151.06 
169 107.1108 - - - - 
168 106.4993 - - - - 
157 105.5359 - - - - 
156 101.8381 - - - - 
155 101.6616 - - - - 
153 98.07423 - - - - 
144 84.75013 - - - - 
131 79.9124 - - - - 
128 75.71355 - - - - 
117 74.75013 - - - - 
115 70.87582 - - - - 
104 69.9124 - - - - 
101 62.61612 - - - - 
97 57.16961 90 66.16 - - 
85 53.57954 - - - - 
74 52.61612 - - - - 
71 51.29005 - - - - 
70 47.16961 - - - - 
67 40.7858 - - - - 
52 32.36068 - - - - 
40 30.7858 - - - - 
39 27.08801 - - - - 
27 10 - - - - 
0 0 - - - - 
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SPDPTWPD-RC201 
LP HG HPSO 
Profit Distance Profit Distance Profit Distance 
160 233.21 160 233.2 160 233.21 
150 224.221 150 225.37 150 225.38 
140 212.725 140 214.25 140 214.26 
130 203.737 130 207.04 130 212.39 
120 193.507 120 193.5 120 207.52 
110 189.761 110 190.02 110 199.25 
100 176.969 - - 100 188.02 
90 145.995 - - 90 173.22 
80 116.465 80 116.46 80 116.47 
70 107.478 - - 70 107.48 
60 96.2594 60 96.25 60 96.26 
50 92.5131 - - 50 92.51 
40 80.7098 40 80.7 40 80.71 
30 74.1075 - - 30 74.11 
20 71.657 - - 20 71.66 
10 29.5296 - - 10 29.53 
0 0 - - - - 
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SPDPTWPD-RC202 
LP HGA HPSO 
Profit Distance Profit Distance Profit Distance 
180 235.094 180 239.66 180 235.09 
176 231.431 - - - - 
170 227.866 - - 170 229.84 
166 220.661 - - - - 
160 216.535 - - - - 
156 202.862 156 203.22 - - 
146 199.115 - - - - 
142 198.787 - - - - 
137 193.08 - - - - 
136 189.61 - - - - 
127 180.449 - - 127 189.33 
117 119.228 - - 117 119.23 
107 115.482 107 115.48 107 115.48 
97 105.977 - - 97 105.98 
87 101.977 - - 87 101.98 
85 98.9357 85 98.93 85 98.94 
75 95.1893 - - 75 95.19 
65 85.8099 - - 65 85.81 
55 81.8815 - - 55 81.88 
45 81.3067 45 81.3 - - 
30 79.3082 - - 30 79.31 
20 73.852 - - 20 73.85 
10 32.249 10 32.24 - - 
0 0 - - - - 
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SPDPTWPD-RC501 
LP HGA HPSO 
Profit Distance Profit Distance Profit Distance 
320 481.37 320 481.37 - - 
310 475.692 - - - - 
300 441.978 - - 300 455.54 
290 436.3 - - 290 442.62 
280 421.494 280 421.49 - - 
270 415.817 - - 270 441.22 
260 403.952 - - 260 431.74 
250 398.274 - - 250 421.52 
240 348.129 - - 240 348.13 
230 342.451 - - 230 342.72 
220 325.235 - - 220 328.62 
210 319.557 - - 210 319.83 
200 305.029 - - - - 
190 300.896 - - - - 
180 287.486 - - 180 308.7 
170 282.877 170 282.87 170 293.37 
160 231.386 - - 160 231.39 
150 225.708 - - 150 225.71 
140 208.77 - - 140 208.77 
130 204.636 - - 130 204.64 
120 190.108 - - 120 191.23 
110 188.445 - - 110 188.45 
100 174.512 100 174.51 100 174.51 
90 167.956 - - 90 167.96 
80 114.921 - - 80 114.92 
70 110.788 - - 70 110.79 
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60 93.8489 - - 60 96.26 
40 80.6626 40 80.66 - - 
30 74.1075 - - - - 
20 70.8822 - - - - 
10 61.6117 - - - - 
0 0 - - - - 
 
 
 
SPDPTWPD-RC502-4 
LP HGA HPSO 
Profit Distance Profit Distance Profit Distance 
420 527.766 420 527.76 420 527.77 
417 520.4684 - - - - 
410 519.1731 - - 410 519.17 
407 511.8755 - - 407 511.88 
405 502.1254 - - - - 
402 484.469 - - 402 484.47 
392 475.0881 - - 392 475.88 
390 470.7204 - - - - 
387 470.3291 - - - - 
382 465.9937 - - 382 474.85 
380 462.1275 - - - - 
377 460.9482 - - 377 460.95 
375 456.5805 - - - - 
369 447.1821 - - - - 
362 446.1626 - - - - 
359 437.8012 - - 359 445.77 
357 433.4335 - - - - 
355 427.4329 - - 355 438.64 
347 424.8406 - - - - 
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345 418.0521 - - - - 
335 387.3738 - - 335 387.37 
325 378.781 - - 325 378.78 
320 373.2339 - - 320 373.23 
313 369.097 313 395.26 - - 
307 362.816 - - 307 362.82 
303 360.5041 - - - - 
302 350.0869 - - - - 
300 344.0863 - - 300 344.09 
292 341.4941 - - - - 
290 334.7055 - - 290 334.71 
288 330.3378 - - - - 
280 325.6111 - - 280 334.46 
274 325.529 274 353.2 - - 
272 319.528 - - 272 319.53 
268 316.429 - - - - 
262 310.148 - - 262 310.15 
260 305.78 - - - - 
252 301.053 - - - - 
242 297.691 - - - - 
240 288.554 - - 240 288.55 
238 278.108 - - 238 278.11 
233 246.991 - - 233 246.99 
218 239.92 - - - - 
213 237.369 - - 213 237.37 
211 228.714 - - - - 
205 222.433 - - 205 222.43 
191 219.092 - - - - 
190 215.362 - - - - 
185 214.791 - - 185 217.58 
183 204.156 - - 183 204.16 
175 203.067 - - - - 
168 201.075 - - 168 203.86 
165 200.881 165 200.88 165 200.88 
161 193.197 - - 161 193.2 
155 191.787 - - - - 
153 184.79 - - 153 184.79 
138 181.708 - - 138 181.71 
136 137.725 - - - - 
116 128.103 116 128.1 - - 
108 113.167 - - - - 
97 109.266 - - 97 109.27 
86 102.208 - - - - 
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82 102.195 - - - - 
78 93.8007 - - - - 
75 90.9894 - - - - 
60 87.9076 - - - - 
57 87.7143 - - - - 
47 78.6199 - - - - 
37 75.2577 - - - - 
15 63.2456 - - - - 
0 0 - - - - 
 
 
 
SPDPTWPD-RC502-5 
LP HGA HPSO 
Profit Distance Profit Distance Profit Distance 
500 686.696 500 689.51 500 686.7 
497 679.3984 - - 497 679.4 
495 660.9092 - - - - 
492 653.6116 - - - - 
490 642.5176 - - 490 678.1 
487 624.8611 - - 487 670.81 
484 617.5635 - - - - 
477 615.4803 - - 477 616.48 
475 611.1126 - - - - 
474 608.1827 - - 474 608.97 
472 599.2205 - - - - 
464 599.0883 - - 464 607.94 
462 589.8397 - - 462 593.48 
457 567.8156 - - 457 585.08 
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447 558.4347 - - - - 
442 553.6756 - - - - 
437 549.3403 - - - - 
432 544.2948 432 548.87 - - 
429 543.2577 - - 429 560.52 
427 540.7474 - - - - 
424 530.5286 - - 424 560.33 
420 527.766 - - 420 527.77 
417 520.4684 - - 417 520.47 
410 519.1731 - - 410 519.17 
407 511.8755 - - 407 511.88 
405 502.1254 - - - - 
402 484.469 - - 402 484.47 
392 475.0881 - - 392 475.88 
390 470.7204 - - - - 
387 470.3291 - - 387 470.33 
382 465.9937 - - - - 
380 462.1275 - - - - 
377 460.9482 - - - - 
375 456.5805 - - - - 
369 447.1821 - - - - 
362 446.1626 - - - - 
359 437.8012 - - 359 445.77 
357 433.4335 - - - - 
355 427.4329 - - 355 438.64 
347 424.8406 - - - - 
345 418.0521 345 422.63 - - 
335 387.3738 - - 335 387.37 
325 378.781 - - 325 378.78 
320 373.2339 - - 320 373.23 
313 369.097 - - - - 
307 362.816 - - 307 362.82 
303 360.5041 - - - - 
302 350.0869 - - - - 
300 344.0863 - - 300 344.09 
292 341.4941 - - - - 
290 334.7055 - - - - 
288 330.3378 - - - - 
280 325.6111 - - 280 334.46 
274 325.5291 - - - - 
272 319.5285 - - 272 319.53 
268 316.4286 - - - - 
262 310.1476 - - 262 310.15 
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260 305.7799 - - - - 
252 301.0532 - - - - 
242 297.691 - - - - 
240 288.5544 - - 240 288.55 
238 278.1076 238 283.35 238 278.11 
233 246.9912 - - 233 246.99 
218 239.9201 - - - - 
213 237.369 - - 213 237.37 
211 228.7143 - - - - 
205 222.4333 - - 205 222.43 
191 219.0921 - - - - 
190 215.3623 - - - - 
185 214.7905 - - 185 220.48 
183 204.1565 - - 183 216.64 
175 203.067 - - 175 203.07 
168 201.0747 - - - - 
165 200.8814 - - 165 200.88 
161 193.1974 116 128.1 161 193.2 
155 191.7869 - - - - 
153 184.7902 - - 153 184.79 
138 181.7084 - - - - 
136 137.7249 - - - - 
116 128.1027 - - - - 
108 113.1671 - - - - 
97 109.2663 - - - - 
86 102.208 - - - - 
82 102.1952 - - - - 
78 93.80075 - - - - 
75 90.98941 - - - - 
60 87.90765 - - - - 
57 87.71428 57 87.71 - - 
47 78.61986 - - - - 
37 75.25766 - - - - 
15 63.24555 - - - - 
0 0 - - - - 
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SPDPTWPD-RC502-6 
LP HGA HPSO 
Profit Distance Profit Distance Profit Distance 
562 758.0043 - - - - 
559 750.7067 - - - - 
557 739.6127 557 739.61 - - 
554 732.3151 - - - - 
547 730.2318 - - 547 731.02 
544 722.9342 - - - - 
542 708.2077 - - - - 
539 700.9101 - - - - 
532 698.8269 - - - - 
529 691.5293 - - 529 715.05 
524 686.7702 - - - - 
519 682.4348 - - 519 702.5 
514 677.3893 - - - - 
511 676.3523 - - - - 
509 670.9208 509 673.84 509 700.72 
506 663.6232 - - - - 
499 662.3279 - - - - 
496 654.2423 - - - - 
492 653.6116 - - 492 653.61 
491 653.397 - - - - 
490 642.5176 - - - - 
487 624.8611 - - - - 
484 617.5635 - - - - 
477 615.4803 - - 477 616.27 
475 611.1126 - - - - 
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474 608.1827 - - - - 
472 599.2205 - - 472 599.22 
464 599.0883 - - - - 
462 589.8397 - - 462 590.63 
457 567.8156 - - - - 
447 558.4347 447 558.43 447 570.43 
442 553.6756 - - - - 
437 549.3403 - - - - 
432 544.2948 - - - - 
429 543.2577 - - 429 554.47 
427 540.7474 - - - - 
424 530.5286 - - - - 
420 527.766 - - 420 527.77 
417 520.4684 - - 417 520.47 
410 519.1731 - - 410 519.17 
407 511.8755 - - 407 511.88 
405 502.1254 - - - - 
402 484.469 - - 402 484.47 
392 475.0881 - - 392 475.88 
390 470.7204 390 470.72 - - 
387 470.3291 - - 387 470.33 
382 465.9937 - - - - 
380 462.1275 - - - - 
377 460.9482 - - 377 460.95 
375 456.5805 - - - - 
369 447.1821 - - - - 
362 446.1626 - - - - 
359 437.8012 - - 359 445.77 
357 433.4335 - - - - 
355 427.4329 - - - - 
347 424.8406 - - - - 
345 418.0521 - - - - 
335 387.3738 - - 335 387.37 
325 378.781 - - 325 378.78 
320 373.2339 - - 320 373.23 
313 369.097 - - - - 
307 362.816 307 365.6 307 362.82 
303 360.5041 - - - - 
302 350.0869 - - - - 
300 344.0863 - - 300 344.09 
292 341.4941 - - - - 
290 334.7055 - - - - 
288 330.3378 - - - - 
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280 325.6111 - - 280 334.46 
274 325.5291 - - - - 
272 319.5285 - - 272 319.53 
268 316.4286 - - - - 
262 310.1476 - - - - 
260 305.7799 - - 260 312 
252 301.0532 252 301.05 252 311.89 
242 297.691 - - 242 302.5 
240 288.5544 - - 240 288.55 
238 278.1076 - - 238 278.11 
233 246.9912 - - 233 246.99 
218 239.9201 - - - - 
213 237.369 - - 213 241.74 
211 228.7143 - - - - 
205 222.4333 - - 205 222.43 
191 219.0921 - - - - 
190 215.3623 - - 190 219.05 
185 214.7905 - - - - 
183 204.1565 - - 183 204.16 
175 203.067 - - 175 203.07 
168 201.0747 - - - - 
165 200.8814 - - - - 
161 193.1974 161 193.19 - - 
155 191.7869 - - - - 
153 184.7902 - - - - 
138 181.7084 - - - - 
136 137.7249 - - - - 
116 128.1027 - - - - 
108 113.1671 - - - - 
97 109.2663 97 109.26 - - 
86 102.208 - - - - 
82 102.1952 - - - - 
78 93.80075 - - - - 
75 90.98941 - - - - 
60 87.90765 - - - - 
57 87.71428 - - - - 
47 78.61986 - - - - 
37 75.25766 - - - - 
15 63.24555 15 63.24 - - 
0 0 - - - - 
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SPDPTWPD-RC1001 
LP HGA HPSO 
Profit Distance Profit Distance Profit Distance 
120 140.3502 120 140.35 - - 
110 125.8293 - - 110 127.23 
100 105.047 100 105.04 100 114.72 
90 96.6098 - - 90 101.44 
80 91.15107 - - 80 92.16 
70 82.7139 70 82.71 70 82.71 
60 76.53773 - - 60 76.54 
50 59.20214 - - 50 59.2 
40 55.12696 40 55.12 40 55.13 
30 41.04711 - - 30 41.05 
20 32.88246 20 32.88 20 32.88 
10 24.08319 - - 10 24.08 
0 0 - - - - 
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SPDPTWPD-RC1002-1 
LP HGA HPSO 
Profit Distance Profit Distance Profit Distance 
138 125.6827 138 125.68 138 125.68 
128 114.1749 - - - - 
112 111.8437 - - - - 
111 110.8127 - - - - 
98 106.4039 - - 98 106.63 
96 99.17308 96 99.17 - - 
95 98.40385 - - 95 98.4 
87 95.67891 80 95.07 - - 
85 91.79158 - - 85 91.79 
66 84.61986 - - 66 86.08 
63 83.35796 - - 63 83.36 
53 74.49969 56 89.86 53 74.5 
52 70.48121 - - 52 70.48 
51 61.70195 - - 51 61.7 
30 39.75174 - - 30 39.75 
25 34.78289 25 34.78 25 34.78 
0 0 - - - - 
 
 
 
SPDPTWPD-RC1002-2 
LP HGA HPSO 
Profit Distance Profit Distance Profit Distance 
252 274.4962 252 274.49 252 274.5 
243 251.607 - - 243 256.94 
235 243.4723 - - 235 246.78 
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233 240.0992 - - - - 
225 231.9645 - - - - 
220 229.5728 - - - - 
219 227.7074 - - 219 228.7 
214 222.1762 214 222.17 - - 
212 221.4381 - - - - 
209 216.1996 - - - - 
201 211.6498 - - - - 
197 208.656 - - - - 
191 200.1824 - - - - 
190 196.1639 - - 190 209.37 
189 187.3846 - - - - 
180 184.6561 - - 180 205.53 
179 175.8768 179 175.87 - - 
168 165.4344 - - - - 
163 160.4656 - - - - 
158 153.9266 - - 158 190.74 
153 148.9578 - - - - 
138 125.6827 - - 138 125.68 
128 114.1749 - - - - 
112 111.8437 - - 112 111.84 
111 110.8127 111 110.81 111 110.81 
98 106.4039 - - - - 
96 99.17308 - - 96 99.17 
95 98.40385 - - 95 98.4 
87 95.67891 - - 87 95.68 
85 91.79158 - - 85 91.79 
66 84.61986 66 84.61 66 84.62 
63 83.35796 - - 63 83.36 
56 81.8403 - - 56 81.84 
55 74.53464 - - 55 74.53 
53 74.49969 - - 53 74.5 
52 70.48121 - - 52 70.48 
51 61.70195 - - 51 61.7 
30 39.75174 - - - - 
25 34.78289 25 34.78 - - 
0 0 - - - - 
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Re´sume´ :
Dans cette the`se, nous nous inte´ressons a` la gestion des flux de marchandises en zone urbaine aussi appele´e logistique du dernier
kilome`tre, et associe´e a` divers enjeux d’actualite´ : e´conomique, environnemental, et socie´tal. Quatre principaux acteurs sont concerne´s par
ces enjeux : chargeurs, clients, transporteurs et collectivite´s, ayant chacun des priorite´s diffe´rentes (ame´lioration de la qualite´ de service,
minimisation de la distance parcourue, re´duction des e´missions de gaz a` effet de serre, . . . ). Face a` ces de´fis dans la ville, un levier d’action
possible consiste a` optimiser les tourne´es effectue´es pour la livraison et/ou la collecte des marchandises. Trois types de flux urbains sont
conside´re´s : en provenance ou a` destination de la ville, et intra-urbains. Pour les flux sortants et entrants dans la ville, les marchandises
sont d’abord regroupe´es dans un entrepoˆt situe´ en pe´riphe´rie urbaine. S’il existe plusieurs entrepoˆts, le proble`me de planification associe´
est de type Location Routing Problem (LRP). Nous en e´tudions une de ses variantes appele´e Capacitated Location Routing Problem
(CLRP). Dans cette dernie`re, en respectant la contrainte de capacite´ impose´e sur les ve´hicules et les de´poˆts, la localisation des de´poˆts
et la planification des tourne´es sont conside´re´es en meˆme temps. L’objectif est de minimiser le couˆt total qui est constitue´ du couˆt
d’ouverture des de´poˆts, du couˆt d’utilisation des ve´hicules, et du couˆt de la distance parcourue. Pour tous les flux, nous cherchons
e´galement a` re´soudre un proble`me de tourne´es de type Pickup and Delivery Problem (PDP), dans lequel une flotte de ve´hicules effectue
simultane´ment des ope´rations de collecte et de livraison. Nous nous sommes focalise´s sur deux de ses variantes : la variante se´lective
ou` toutes les demandes ne sont pas toujours satisfaites, dans un contexte de demandes appaire´es et de sites contraints par des horaires
d’ouverture et fermeture (Selective Pickup and Delivery Problem with Time Windows and Paired Demands, ou SPDPTWPD). La seconde
variante e´tudie´e est l’extension de la premie`re en ajoutant la possibilite´ d’effectuer les transports en plusieurs e´tapes par l’introduction
d’ope´rations d’e´changes des marchandises entre ve´hicules en des sites de transfert (Selective Pickup and Delivery with Transfers ou
SPDPT). Les objectifs conside´re´s pour ces deux variantes de PDP sont de maximiser le profit et de minimiser la distance. Chaque
proble`me e´tudie´ fait l’objet d’une description formelle, d’une mode´lisation mathe´matique sous forme de programme line´aire, puis d’une
re´solution par des me´thodes exactes, heuristiques et/ou me´taheuristiques. En particulier nous avons de´veloppe´ des algorithmes base´s
sur une me´taheuristique appele´e Particle Swarm Optimization, que nous avons hybride´e avec de la recherche locale. Les approches sont
valide´es sur des instances de diffe´rentes tailles issues de la litte´rature et/ou que nous avons ge´ne´re´es. Les re´sultats sont analyse´s de
fac¸on critique pour mettre en e´vidence les avantages et inconve´nients de chaque me´thode.
Mots-cle´s : Optimisation, Essaims particulaires, Logistique urbaine, Localisation des de´poˆts, Tourne´es se´lectives de livraisons et
collectes, Tourne´es avec transfert
Abstract:
In this thesis, we are interested in the management of goods flows in urban areas, also called last mile logistics, and associated with
various current issues: economic, environmental, and societal. Four main stakeholders are involved by these challenges: shippers,
customers, carriers and local authorities, each with different priorities (improving service quality, minimizing the travelling distance, reducing
greenhouse gas emissions, etc.). Faced with these challenges in the city, one possible action lever is to optimize the routes for the pickup
and/or delivery of goods. Three types of urban flows are considered: from or to the city, and intra-urban. For outgoing and incoming flows
into the city, the goods are first grouped in a warehouse located on the suburban area of the city. If there are several warehouses, the
associated planning problem is the Location Routing Problem (LRP). We are studying one of its variants called the Capacitated Location
Routing Problem (CLRP). In this problem, by respecting the capacity constraint on vehicles and depots, the location of depots and route
planning are considered at the same time. The objective is to minimize the total cost, which consists of the cost of opening depots, the
cost of using vehicles, and the cost of the travelling distance. For all flows, we are also looking to solve a Pickup and Delivery Problem
(PDP), in which a fleet of vehicles simultaneously carries out pickup and delivery operations. We focus on two of its variants: the selective
variant where not all requests are satisfied, in a context of paired demands and time windows on sites (Selective Pickup and Delivery
Problem with Time Windows and Paired Demands, or SPDPTWPD). The second studied variant is the extension of the first one by
adding the possibility of carrying out transport in several stages by introducing operations for the exchange of goods between vehicles at
transfer sites (Selective Pickup and Delivery with Transfers or SPDPT). The considered objectives for these two variants of PDP are to
maximize profit and to minimize distance. Each studied problem is formally described, mathematically modelled as a linear program and
then solved by exact, heuristic and/or metaheuristic methods. In particular, we have developed algorithms based on a metaheuristic called
Particle Swarm Optimization, which we have hybridized with local search operators. The approaches are validated on instances of different
sizes from the literature and/or on instances that we have generated. The results are critically analyzed to highlight the advantages and
drawbacks of each method.
Keywords: Particle Swarm Optimization, Urban Logistics, Location Routing Problem, Selective Pick up and Delivery Problem, Rou-
ting with transfer
