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Abstract
Algebraic-geometrical n-orthogonal curvilinear coordinate systems in a flat space
are constructed. They are expressed in terms of the Riemann theta function of auxiliary
algebraic curves. The exact formulae for the potentials of algebraic geometrical Egoroff
metrics and the partition functions of the corresponding topological field theories are
obtained.
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1 Introduction
The problem of constructing of n-orthogonal curvilinear coordinate systems or flat diagonal
metrics
ds2 =
n∑
i=1
H2i (u)(du
i)2, u = (u1, . . . , un), (1.1)
for more than a century starting from the work of Dupin and Binet published in 1810 was
among the first rate problems of Differential Geometry. As a classification problem it was
mainly solved at the turn of this century. A milestone in a history of this problem was a
fundamental monograph by G. Darboux [1].
At the beginning of the 80-s it was found that this very classical and old problem has deep
connections and applications to the modern theory of integrable quasi-linear hydrodynamic
type systems in (1+1)-dimensions [2], [3], [4]. This theory was proposed by B. Dubrovin and
S. Novikov as the Hamiltonian theory for the averaging (Whitham) equations for periodic
solutions of integrable soliton equations in (1+1)-dimensions. Later it was noticed ([5]) that
the classification of Egoroff metrics, i.e. flat diagonal metrics such that
∂jH
2
i = ∂iH
2
j , ∂i =
∂
∂ui
, (1.2)
solves the classification problem of the massive topological field theories. Note that (1.2)
implies that there exists a function Φ(u), called a potential, such that
H2i (u) = ∂iΦ(u) (1.3)
It should be emphasized, that the ”classical” results are mainly that of the classification
nature. It was shown that locally a general solution of the Lame´ equations (1.4), (1.5)
∂kβij = βikβkj, i 6= j 6= k, (1.4)
∂iβij + ∂jβji +
∑
m6=i,j
βmiβmj = 0, i 6= j, (1.5)
for, so-called, rotation coefficients
βij =
∂iHj
Hi
, i 6= j, (1.6)
depends on n(n−1)/2 arbitrary functions of two variables. Equations (1.4), (1.5) are equiva-
lent to the vanishing conditions of all a’priory non-trivial components of the curvature tensor.
(Equations (1.4) imply that Rij,ik = 0 and (1.5) imply Rij,ij = 0.)
If a solution for (1.4), (1.5) is known, then the Lame´ coefficients Hi can be found from
the linear equations (1.6) that are compatible due to (1.4). They depend on n functions of
one variable that are the initial data
fi(u
i) = Hi(0, . . . , 0, u
i, 0, . . . , 0) (1.7)
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After that flat coordinates xk(u) can be found from a set of the linear equations
∂2ijx
k = Γiij∂ix
k + Γjji∂jx
k, (1.8)
∂2iix
k =
n∑
j=1
Γjii∂jx
k, (1.9)
where Γkij are the Christoffel coefficients of the metric (1.1):
Γiik =
∂kHi
Hi
, Γjii = −
Hi∂iHi
H2j
, i 6= j (1.10)
Note that the compatibility of (1.8) and (1.9) requires (1.4) and (1.5), as well.
Though this way one gets the complete description of n-th orthogonal systems, the list of
known exact examples was relatively short. A number of new examples were obtained from
the Whitham theory. In particular, in [6] it was shown that the moduli spaces of algebraic
curves with jets of local coordinates at punctures generate a wide class of flat diagonal
metrics.
Recently solutions of (1.4) and (1.5) have been constructed by V. Zakharov [7] with the
help of the ”dressing procedure” within the framework of the inverse problem method. The
equations (1.4) are equivalent to the compatibility conditions for the auxiliary linear system
∂iΨj = βijΨi, i 6= k (1.11)
Therefore, any known inverse method scheme may be relatively easily adopted for a construc-
tion of various classes of its exact solutions. That can be the dressing scheme or algebraic-
geometrical one, as well. The next step is to find the way to satisfy the constraints (1.5).
As it was shown in [8] the differential reduction proposed in [7] and solving this problem in
the case of dressing scheme becomes very natural in terms of the, so-called, ∂¯-problem.
The main goal of this paper is not merely to construct the finite-gap or algebraic geo-
metrical solutions to the Lame´ equations (1.4), (1.5) but to propose a scheme that solves
simultaneously the whole system (1.4)-(1.10), i.e. gives Lame´ coefficients Hi and flat coor-
dinates xi(u), as well.
At first sight it seems that our approach is completely different from that proposed in
[7] and [8]. We consider the basic multi-point Baker-Akhiezer functions ψ(u,Q) which are
defined by their analytical properties on auxiliary Riemann surface Γ, Q ∈ Γ, and directly
prove (without any use of differential equations !) that under certain constraints on the
corresponding set of algebraic-geometrical data the evaluations xk(u) = ψ(u,Qk) of ψ at a
set of punctures on Γ satisfy the equations∑
k,l
ηkl∂ix
k(u)∂jx
l(u) = 0, i 6= j, (1.12)
where ηkl is a constant matrix. Therefore, x
k(u) are flat coordinates for the diagonal metric
(1.1) with the coefficients
H2i (u) =
∑
k,l
ηkl∂ix
k(u)∂ix
l(u) (1.13)
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It turns out that up to constant factors the Lame´ coefficients Hi(u) are equal to the leading
terms of the expansion of the same function ψ at the punctures Pi on Γ where ψ has expo-
nential type singularities. We would like to mention that our constraints on the algebraic
geometrical data that lead to solutions of (1.12), (1.13) are the generalization of conditions
proposed in ([15]) for the description of the potential two-dimensional Schro¨dinger operators
(see [16], also).
In the third section we link our results to the approach of [7], [8] and show that ψ is a
generating function
∂iψ(u,Q) = hi(u)Ψ
0
i (u,Q), Hi = εihi(u), εi = const, (1.14)
for solutions of the system
∂iΨ
0
j = βjiΨ
0
i ,
∂jΨ
0
j = Ψ
1
j −
∑
m6=j
βmjΨ
0
m (1.15)
Note that the compatibility conditions of this extended auxiliary linear system are equivalent
to both the sets of the equations (1.4) and (1.5).
In the forth section of the paper we specify the algebraic geometrical data corresponding
to Egoroff metrics and obtain the exact formula in terms of Riemann theta functions for the
potentials Φ(u) of such metrics.
As it was mentioned above, the connection of the classification problem for Egoroff metrics
and the classification problem of the topological field theories was found in [5]. The last
problem for the theory with n primary fields φ1, . . . , φn may be formulated in terms of the
associativity equations for the partition function F (x1, . . . , xn) of the deformed theories [9],
[10]. These equations are the conditions that the commutative algebra with generators φk
and the structure constants defined by the third derivatives of F :
cklm(x) =
∂3F (x)
∂xk∂xl∂xm
, (1.16)
φkφl = c
m
kl(x) φm; c
m
kl = ckli η
im; ηkiη
im = δmk , (1.17)
is an associative algebra, i.e.
ckij(x)c
l
km(x) = c
k
jm(x)c
l
ik(x) (1.18)
In addition, it is required that there exist constants rm such that the constant metric η in
(1.17) is equal to
ηkl = r
mcklm(x) (1.19)
The conditions (1.18) are a set of over-determined non-linear equations for the function F .
It turns out that for any solution to the system (1.18), (1.19) in case when the algebra (1.17)
is semisimple there exists Egoroff metric such that the third derivatives of the partition
function can be written in the form
cklm =
n∑
i=1
H2i
∂ui
∂xk
∂ui
∂xl
∂ui
∂xm
, (1.20)
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where ui and xk are the corresponding n-th orthogonal curvilinear and flat coordinates.
Moreover, it turns out that for any set of rotation coefficients βij = βji satisfying (1.4),
(1.5) there exists n-parametric family of Egoroff metrics such that the functions defined by
(1.20) are the third derivatives of a certain function F . (Recall, that for the given rotation
coefficients there are infinitely many corresponding metrics.)
In the last section for each algebraic geometrical Egoroff metric we define a function F
and show that its third derivatives have the form (1.20) and satisfy (1.18), that are the
truncated set of the associativity conditions. We specify also the set of algebraic-geometrical
Egoroff metrics such that (1.19) is fulfilled, also, and obtain for the corresponding partition
functions F an exact formula in terms of the theta functions.
2 Bilinear relations for the Baker-Akhiezer functions
and flat diagonal metrics
To begin with let us present some necessary facts from the general algebraic-geometrical
scheme proposed by the author [11], [12]. The core-stone of this scheme is a notion of the
Baker-Akhiezer functions that are defined by their analytical properties on the auxiliary
Riemann surfaces.
Let Γ be a smooth genus g algebraic curve with fixed local coordinates wi(Q) in neigh-
borhoods of n punctures Pi, i = 1, . . . , n, on Γ, wi(Pi) = 0. Then for any set of l points
Rα, α = 1, . . . , l, and for any set of g+ l− 1 points γ1, . . . , γg+l−1 in a general position there
exists a unique function ψ(u,Q|D,R), u = (u1, . . . , un), Q ∈ Γ, such that:
10. ψ(u,Q|D,R) as a function of the variable Q ∈ Γ is meromorphic outside the punctures
Pj and at most has simple poles at the points γs (if all of them are distinct);
20. in the neighborhood of the puncture Pj the function ψ has the form:
ψ = eu
jw−1
j (
∞∑
s=0
ξjs(u)w
s
j), wj = wj(Q); (2.1)
30. ψ satisfies the conditions
ψ(u,Rα) = 1 (2.2)
Below we shall often denote the Baker-Akhiezer function by ψ(u,Q) without explicit indi-
cation on the defining divisors D = γ1 + · · ·+ γg+l−1 and R = R1 + · · ·+Rl.
The exact theta-functional formula for the Baker-Akhiezer functions in terms of the
Riemann theta-functions was proposed ([12]) as a generalization of the formula found in [13]
for the Bloch solutions of the finite-gap ordinary Schro¨dinger operators.
The Riemann theta-function corresponding to an algebraic genus g curve Γ is an entire
function of g complex variables z = (z1, . . . , zg) defined by the formula
θ(z1, . . . , zg) =
∑
m∈Zg
e2pii(m,z)+pii(Bm,m), (2.3)
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where the matrix B = Bij is a matrix of b-periods
Bij =
∮
bi
ωj (2.4)
of the normalized holomorphic differentials ωj(P )∮
aj
ωi = δij (2.5)
on Γ. Here ai, bi is a basis of cycles on Γ with canonical matrix of intersections ai · aj =
bi · bj = 0, ai · bj = δij .
The theta function has remarkable automorphy properties with respect to the lattice B
generated by the basic vectors ei ∈ C
g and by the vectors Bj ∈ C
g with coordinates Bij: for
any l ∈ Zg and z ∈ Cg
θ(z + l) = θ(z), θ(z +Bl) = exp[−ipi(Bl, l)− 2ipi(l, z)]θ(z) (2.6)
The torus J(Γ)
J(Γ) = Cg/B (2.7)
is called the Jacobian variety of the algebraic curve Γ.
The vector A(P ) with coordinates
Ak(Q) =
∫ Q
q0
ωk (2.8)
defines the, the so-called, Abel map.
According to the Riemann-Roch theorem for any divisors D = γ1 + · · · + γg+l−1 and
R = R1 + · · ·+Rl in the general position there exists a unique meromorphic function rα(Q)
such that the divisor of its poles coincides with D and such that
rα(Rβ) = δα,β (2.9)
This function may be written as follows (see [14]):
rα(Q) =
fα(Q)
fα(Rα)
; fα(Q) = θ(A(Q) + Zα)
∏
β 6=α θ(A(Q) + Fβ)∏l
m=1 θ(A(Q) + Sm)
, (2.10)
where
Fβ = −K − A(Rβ)−
g−1∑
s=1
A(γs), (2.11)
Sm = −K −A(γg−1+m)−
g−1∑
s=1
A(γs), (2.12)
Zα = Z0 − A(Rα), Z0 = −K −
g+l−1∑
s=1
A(γs) +
l∑
α=1
A(Rα). (2.13)
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and K is a vector of the Riemann constants.
Let dΩj be the unique meromorphic differential holomorphic on Γ outside the puncture
Pj, which has the form
dΩj = d(w
−1
j +O(wj)) (2.14)
near the puncture and is normalized by the conditions∮
ak
dΩj = 0 (2.15)
It defines a vector V (j) with coordinates
V
(j)
k =
1
2pii
∮
bk
dΩj (2.16)
Theorem 2.1 The Baker-Akhiezer function ψ(u,Q|D,R)) has the form:
ψ =
l∑
α=1
rα(Q)
θ(A(Q) +
∑n
i=1(u
iV (i)) + Zα)θ(Z0)
θ(A(Q) + Zα))θ(
∑n
i=1(u
iV (i)) + Z0)
exp
(
n∑
i=1
ui
∫ Q
Rα
dΩi
)
(2.17)
Admissible curves.
Now in order to get the algebraic-geometrical flat diagonal metrics and their flat coordinates
we are going to specify the algebraic-geometrical data defining the Baker-Akhiezer functions.
The corresponding algebraic curve Γ should be a curve with a holomorphic involution
σ : Γ→ Γ, (2.18)
with 2m ≥ n fixed points P1, . . . , Pn, Q1, . . . , Q2m−n, m ≤ n. The local coordinates wj(Q) in
the neighborhoods of P1, . . . , Pn should be odd
wj(Q) = −wj(σ(Q)). (2.19)
The factor curve Γ0 = Γ/σ is a smooth algebraic curve. The projection
pi : Γ 7−→ Γ0 = Γ/σ (2.20)
represents Γ as a two-sheet covering of Γ0 with 2m branching points Pj , Qs. In this realization
the involution σ is a permutation of the sheets. For Q ∈ Γ we denote the point σ(Q) by Qσ.
From the Riemann-Hurwitz formula it follows that
g = 2g0 − 1 +m, (2.21)
where g0 is genus of Γ0.
In other words to construct an admissible algebraic curve Γ one has to start with an
algebraic curve Γ0, take a meromorphic function E(P ), P ∈ Γ0, with 2m simple zeros or
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poles on it and take Γ as a Riemann surface of the function
√
E(P ). If w0j (P ) are local
coordinates on Γ0 at the points Pj then we choose wj =
√
w0j (P ) as the local coordinates on
Γ at the branching points Pj .
Admissible divisors.
Let us fix on Γ0 a set of n−m punctures Qˆ1, . . . , Qˆn−m. A pair of the divisors D and R on
Γ is called admissible if there exists a meromorphic differential dΩ0 on Γ0 such that:
a) dΩ0(P ), P ∈ Γ0 has m + l simple poles at the points Q1, . . . , Q2m−n, Qˆ1, . . . , Qˆn−m
and at the points Rˆα = pi(Rα);
b) the differential dΩ0 is equal to zero at the projections γˆs of the points of the divisor
D,
dΩ0(γˆs) = 0, γˆs = pi(γs) (2.22)
The differential dΩ0 can be considered an even (with respect to involution σ) meromorphic
differential on Γ where it has n+2l simple poles at the branching points Q1, . . . , Q2m−n and
at the preimages of its other poles on Γ0. Let us denote the preimages of the points Qˆk by
Q2m−n+1, . . . , Q2m:
pi(Q2m−n+i) = pi(Qn−i+1) = Qˆi, i = 1, . . . , n−m. (2.23)
The involution σ induces the involution σ(k) of the indices of the punctures Qk,
σ(Qk) = Qσ(k)):
σ(k) = k, k = 1, . . . , 2m− n; σ(k) = 2m− k + 1, k = 2m− n+ 1, . . . , n (2.24)
In terms of equivalence classes the admissible pairs of the divisors D and R can be described
as that satisfying the condition:
D +Dσ − R− Rσ = K +
n∑
j=1
(Qj − Pj). (2.25)
Example. Hyperelliptic curves.
The simplest example of the admissible curve is the hyperelliptic curve Γ defined by the
equation
λ2 =
∏2m−n
j=1 (E −Qj)
∏n−m
k=1 (E − Qˆk)
2∏n
i=1(E − Pi)
, m ≤ n (2.26)
Here Pi, Qj, Qˆk are complex numbers. A point γ on Γ is a complex number and a sign
of the square root from the right hand side of (2.26). The curve Γ has genus g = m − 1.
Any set of m+ l − 2 points γs, γs 6= γs′ and any set of l points are a admissible pair of the
divisors. The corresponding differential dΩ0 is equal to
dΩ0 =
∏m+l−2
s=1 (E − γs)∏2m−n
j=1 (E −Qj)
∏n−m
k=1 (E − Qˆk)
∏l
α=1(E − Rα)
dE (2.27)
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As we shall see in the last section of the paper the flat diagonal metrics corresponding to the
hyperelliptic curves are Egoroff metrics. Moreover, this set of data gives also the simplest
examples of algebraic-geometrical solutions to the associativity equations.
Important remark. In the following main body of the paper we assume for the simplicity
of the formulae, only, that the divisors R and the punctures Qj are in the general position
and do not intersect with each other. We return to the special case when they coincide at
the end of the last section.
Theorem 2.2 Let ψ(u,Q|D,R) be the Baker-Akhiezer function corresponding to an admis-
sible algebraic curve and an admissible pair of the divisors D and R. Then the functions
xj(u):
xj(u) = ψ(u,Qj), j = 1, . . . , n, (2.28)
satisfy the equations ∑
k,l
ηkl∂ix
k∂jx
l = ε2ih
2
i δij, (2.29)
where
hi = ξ
i
0(u) (2.30)
are the first coefficients of the expansions (2.1) of ψ at the punctures Pi; the constants ε
2
i
are defined by the expansion of dΩ0 at the punctures Pi
dΩ0 =
1
2
(ε2i +O(w
0
i ))dw
0
i = wi(ε
2
i +O(w
2
i ))dwi (2.31)
and at last the constants ηkl are equal to
ηkl = ηkδk,σ(l), ηk = resQkdΩ0, (2.32)
where σ(k) is the involution of indices defined in (2.24).
Proof. Let us consider the differential
dΩ
(1)
ij (u,Q) = ∂iψ(u,Q) ∂jψ(u, σ(Q))dΩ0(pi(Q)) (2.33)
From the definition of the admissible data, it follows that this differential for i 6= j is a
meromorphic differential with poles at the points Q1, . . . , Qn, only. Indeed, the poles of the
first two factors ∂iψi(u,Q) and ∂jψ(u, σ(Q) at the points γs and σ(γs) cancel with zeros of
dΩ0. At the punctures Pk the essential singularities of the same factors cancel each other.
The product of these factors has simple poles at the points Pi and Pj that cancel with zeros
of dΩ0 considered as a differential on Γ, (2.31). At last dΩ
(1) has no poles at the points Rα
and Rσα due to the condition (2.2). A sum of all the residues of a meromorphic differential
on a compact Riemann surface is equal to zero. Therefore,
n∑
k=1
resQkdΩ
(1)
ij = 0, i 6= j (2.34)
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The left hand side of this equality coincides with the left hand side of (2.29).
In the case i = j, the differential dΩ
(1)
ii has an additional pole at the point Pi with the
residue
resPidΩ
(1)
ii = −ε
2
ih
2
i (2.35)
That implies (2.29) for i = j and completes the proof of the theorem.
Corollary 2.1 Let {Γ, Pi, Qj, D,R} be a set of the admissible data. Then the formula
Hi(u) = εi
l∑
α=1
rα(Pi)
θ(A(Pi) +
∑n
i=1(u
iV (i)) + Zα)θ(Z0)
θ(A(Pi) + Zα)θ(
∑n
i=1(u
iV (i)) + Z0)
exp

 n∑
j=1
ωαiju
j

, (2.36)
where rα(Q) is the function defined by (2.10),
ωαij =
∫ Pi
Rα
dΩj , i 6= j, (2.37)
ωαii = lim
Q→Pi
(∫ Q
Rα
dΩi − w
−1
i (Q)
)
, (2.38)
defines the coefficients of the flat diagonal metric. The flat coordinates (not orthonormal)
corresponding to this metric are given by the formulae:
xk(u) =
l∑
α=1
rα(Qk) x
k
α(u), (2.39)
xkα(u) =
θ(A(Qk) +
∑n
i=1(u
iV (i)) + Zα)θ(Z0)
θ(A(Qk) + Zα)θ(
∑n
i=1(u
iV (i)) + Z0)
exp
(
n∑
i=1
ui
∫ Qk
Rα
dΩi
)
(2.40)
Important remark. Note that the theta-function and the vectors V (j) are defined by the
curve Γ0, the punctures {P1, . . . , Pn, Q1, . . . , Q2m−n} and the first jets of local coordinates
at Pj. A space of these parameters for given genus g0 of Γ0 is equal to 3g0 − 3 + 2m + n.
The vectors Zα are defined in (2.13), where the vector Z0 depends on the points Qˆk, k =
1, . . . , n−m and the divisors D, R also. It belongs to the affine space defined by the relation
(2.25). We would like to stress that in the formula (2.36) the last set of parameters enters
through εi and Z0, only. Therefore, for (n−m) > g0 formula (2.36) with an arbitrary vector
Z0 and with arbitrary constants εi defines the flat diagonal metric.
Reality conditions.
In a general case the above-constructed flat diagonal metrics Hi(u) and their flat coordi-
nates are complex meromorphic functions of the variables ui. Let us specify the algebraic
geometrical data such that the coefficients of the corresponding metrics are real functions of
the real variables ui.
Let Γ0 be a real algebraic curve, i.e. a curve with an antiholomorphic involution
τ0 : Γ0 7−→ Γ0 (2.41)
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and let the punctures {P1, . . . , Pn} and {Q1, . . . , Q2m−n} be fixed points of τ0. Then there
exists an antiholomorphic involution τ on Γ. We assume that the local coordinates wj at
the punctures Pj satisfy the condition
wj(τ(Q)) = wj(Q) (2.42)
Let us assume that the set of the points Qˆk and the divisors D, R are invariant with respect
to τ , also:
τ(Qj) = Qκ(j), τ(Rα) = Rκ1(α), τ(γs) = γκ2(s), (2.43)
where κi(.) are the corresponding permutations of indices. The conditions (2.43) imply that
the differentials dΩ0 corresponding to the admissible pair D, R satisfies the condition
τ ∗0 dΩ0 = dΩ0 (2.44)
Theorem 2.3 Let a set of the admissible data be real (i.e. satisfies the conditions (2.43)).
Then the Baker-Akhiezer function ψ(u,Q|D,R) satisfies the relation
ψ(u,Q|D,R) = ψ(u, τ(Q)|D,R) (2.45)
and the formula (2.36) defines a real flat diagonal metric.
The signature of the corresponding metrics depends on the involutions κ(j) and κ1(α). For
various choices of the initial data one may get the flat diagonal metrics in all the pseudo-
euclidain spaces Rp,q. In general, these metrics are singular at some values of the variables
ui. In order to get smooth metrics for all the values of u it is necessary to further specify
the initial data. The way to do that is relatively standard in the finite-gap theory and we
address this problem somewhere else.
3 Differential equations for the Baker-Akhiezer func-
tion
In this section we are going to clarify the meaning of our constraints in terms of differential
equations for the Baker-Akhiezer functions. First of all, we discuss the equations for an
arbitrary set of algebraic geometrical data.
The following statement is a simple generalization of the results [17] where in the case n =
2 it was shown that the corresponding Baker-Akhiezer function satisfies the two-dimensional
Schro´dinger type equation.
Lemma 3.1 Let ψ(u,Q|D,R) be the Baker-Akhiezer function. Then it satisfies the equa-
tion:
∂i∂jψ = c
i
ij∂iψ + c
j
ij∂jψ, i 6= j, (3.1)
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where
ciij(u) =
∂jhi
hi
, cjij(u) =
∂ihj
hj
(3.2)
and
hi(u) = ξ
i
0(u), (3.3)
are the first coefficients of the expansion (2.1).
The equations (3.1) have the form (1.8) that are the first set of the equations defining
flat coordinates for the diagonal metric with the coefficients Hi(u) = εihi(u), where εi are
constants. Now we are going to obtain the equations that in the case of admissible algebraic-
geometrical data provide the second set (1.9) of the equations for the flat coordinates.
Let {Γ, Pj , wj, γs, Rα} be a set of the data that defines the Baker-Akhiezer functions
ψ(u,Q|D,R). Let us fix a set of additional n points Q1, . . . , Qn. Then their exists a unique
function ψ1 = ψ1(u,Q|D,R) such that:
11. ψ1(u,Q), as a function of the variable Q ∈ Γ, is meromorphic outside the punctures
Pj, at most has simple poles at the points γs and equals to zero at the punctures Q1, . . . , Qn:
ψ1(u,Qk) = 0; (3.4)
21. in the neighborhood of the puncture Pj the function ψ
1 has the form:
ψ1 = w−1j e
ujw−1
j (
∞∑
s=0
ξj1,s(u)w
s
j), wj = wj(Q); (3.5)
31. at the points Rα the function ψ
1 equals 1,
ψ1(u,Rα|D,R) = 1 (3.6)
Lemma 3.2 Let ψ(u,Q|D,R) and ψ1(u,Q|D,R) be the Baker-Akhiezer functions corre-
sponding to an arbitrary set of the algebraic-geometric data. Then they satisfy the equations
∂2i ψ − c
1
i∂iψ
1 +
n∑
j=1
vij∂jψ = 0, (3.7)
where
c1i =
hi
h1i
, vii =
∂ih
1
i
h1i
− 2
∂ihi
hi
+
g1i
h1i
−
gi
hi
(3.8)
vij =
hi
hj
∂ih
1
j
h1i
, i 6= j, (3.9)
and the functions
hi = ξ
i
0, h
1
i = ξ
i
1,0, gi = ξ
i
1, g
1
i = ξ
i
1,1 (3.10)
are the first coefficients of the expansions (2.1) and (3.5).
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Again the proof is standard. Consider the function that is defined by the left hand side
of (3.7). The formulae (3.8) and (3.9) imply that this function satisfies all the defining
conditions of the function ψ and is regular at all the punctures Rα. Therefore, it is equal to
zero.
Now consider the case of the admissible algebraic-geometrical data. (In that case the set
of the punctures in the definition of ψ1 is the same set as in the definition of the admissible
curves and divisors, i.e. Q1, . . . , Q2m−n are the branching points and Q2m−n+1, . . . , Q2n are
the preimages of Qˆk.)
Theorem 3.1 Let ψ(u,Q|D,R) and ψ1(u,Q|D,R) be the Baker-Akhiezer functions corre-
sponding to an admissible set of algebraic-geometrical data. Then the equations (3.1) and
the equations
∂2i ψ = c
1
i∂iψ
1 +
n∑
j=1
Γjii∂jψ (3.11)
are fulfilled. Here Γjii are the Cristoffel’s coefficients (1.10) of the metric Hi(u) = εihi(u).
Proof. Let us consider the differential
dΩ
(2)
ij = ∂iψ
1(u,Q) ∂jψ(u,Q
σ)dΩ0(pi(Q)) (3.12)
This differential is holomorphic everywhere except for the points Pi and Pj. The residues at
these points are equal to,
resPidΩ
(2)
ij = ε
2
ih
1
i ∂jhi, resPjdΩ
(2)
ij = −ε
2
jhj∂ih
1
j . (3.13)
Therefore,
ε2ih
1
i∂jhi = ε
2
jhj∂ih
1
j . (3.14)
The last formula implies that the coefficients vij (3.9) are equal to Γ
j
ii for i 6= j.
The differential dΩ1ii has the only pole at the point Pi. Therefore, its residue at this point
is equal to zero,
resPidΩ
1
ii = h
1
i (gi + ∂ihi)− hi(g
1
i + ∂ih
1
i ) = 0. (3.15)
(3.15) implies that vii given by (3.8) are equal to Γ
i
ii.
Note once again, that at the points Qj (where ψ
1 is equal to zero) the equations (3.11)
coincide with (1.9).
Corollary 3.1 The functions Ψ0i (u,Q) and Ψ
1
i (u,Q)
Ψ0i (u,Q) =
1
hi(u)
∂iψ(u,Q), Ψ
1
i (u,Q) =
1
h1i (u)
∂iψ
1(u,Q). (3.16)
satisfy the equations (1.15), where βij(u) are the rotation coefficients (1.6) of the metric
Hi(u).
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The proof of the corollary follows from the direct substitution of (3.16) into (3.1) and (3.11).
Consider the analytical properties of Ψ0i (u,Q) and Ψ
1
i (u,Q) as functions on the algebraic
curve Γ. The defining analytical properties of the Baker-Akhiezer function imply that:
1∗. ΨNi (u,Q), N = 0, 1 is meromorphic outside the punctures Pj and at most has simple
poles at the points γ1, . . . , γg+l−1;
2∗. in the neighborhood of the puncture Pj the function Ψ
N
i has the form:
ΨNi = w
−N−1
j e
ujw
−1
j (δij +
∞∑
s=1
ζ ijs,N(u)w
s
j), wj = wj(Q); (3.17)
3∗. the functions ΨNi are equal to zero at the punctures Rα:
ΨNi (u,Rα) = 0; (3.18)
4∗. the functions Ψ1i are equal to zero at the punctures Qj :
Ψ1i (u,Qj) = 0 (3.19)
Lemma 3.3 Let Γ be a smooth genus g algebraic curve with 2n punctures Pj , Qj and with
fixed local coordinates wj(Q) in the neighborhoods of the punctures Pj. Then for any set
of (g + l − 1) point γs in a general position there exist the unique functions Ψ
0
i (u,Q) and
Ψ1i (u,Q) satisfying the above formulated conditions 1
∗-3∗.
For a given admissible curve Γ with punctures Pi, Qi and local coordinates wi the Baker-
Akhiezer functions and therefore, the coefficients Hi(u|D,R) of the corresponding diagonal
flat metric depend on the admissible pair of the divisors D and R. Two pairs of the divisors
D,R and D′, R′ are called equivalent if there exists a meromorphic function f(Q) on Γ such
the divisor (f)∞ of its pooles and the divisor (f)0 of its zeros are equal to
(f)∞ = D +R
′, (f)0 = D
′ +R (3.20)
In terms of the Abelian map D,R are equivalent to D′, R′ iff
g+l−1∑
s=1
A(γs)−
l∑
α=1
A(Rα) =
g+l′−1∑
s=1
A(γs)−
l′∑
α=1
A(R′α) (3.21)
Lemma 3.3 implies that the following statement is valid.
Corollary 3.2 The rotation coefficients βij(u|D,R) and βij(u, |D
′R′) corresponding to the
equivalent pairs of the divisors satisfy the relation
f(Pi)βij(u|D,R) = f(Pj)βij(u|D
′R′), (3.22)
where f(Q) is the function such that (3.20) are fulfilled.
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From the uniqueness of ΨNi and the definition of the equivalent pairs it follows that
f(Pi)Ψ
N
i (u,Q|D,R) = f(Q)Ψ
N
i (u,Q|D
′, R′) (3.23)
and, therefore, (3.22) are valid.
Let us express the rotation coefficients and the Lame´ coefficients in terms of the function
Ψ1i (u,Q|D,R), only.
Theorem 3.2 The rotation coefficients βij(u) of the algebraic-geometrical flat diagonal met-
ric with the coefficients Hi(u|D,R) corresponding to the Baker-Akhiezer function
ψ(u,Q|D,R) are equal to
βij = βij(u|D,R) = ζ
ji
1,1(u|D,R), (3.24)
where ζji1,1 are the first coefficients of the expansion (3.17) for the functions Ψ
1
i (u,Q|D,R).
The Lame´ coefficients Hi(u|D,R, r
′) are equal to
Hi(u|D,R) = −
∑
α
dαΨ
1
i (u,R
σ
α|D,R), (3.25)
where
dα = resRαdΩ0 (3.26)
Proof. The equations (1.15) imply that the functions Ψ1i satisfy the equation
∂iΨ
1
j = βijΨ
1
i , i 6= j (3.27)
The formula (3.24) is a result of the direct substitution of the expansion (3.17) into (3.27).
For the proof of (3.25) let us consider the differential
dΩ
(3)
i (u,Q) = Ψ
1
i (u,Q)ψ(u,Q
σ)dΩ0 (3.28)
This differential is meromorphic with the poles at the point Pi and the punctures R
σ
α. The
residue of dΩ
(3)
i at the point Pi is equal to
resPidΩ
(3)
i = Hi(u). (3.29)
The residues of this differential at the points Rσα are equal to the corresponding terms of the
sum in the right hand side of (3.25). The sum of all these residues is equal to zero. Theorem
is proved.
Important remark. Theorem 3.2 allows one to give another interpretation of our basic
construction. The rotation coefficients βij up to gauge transformation (3.22), depend on the
equivalence classes of the divisors D,R, only. The functions Ψ1i (u,Q|D,R) satisfy (3.27).
Therefore, any linear combination of the form (3.25) defines the coefficients of the flat di-
agonal metrics. Therefore, the formulae (2.40) may be considered as the solution for the
problem of the construction of the corresponding flat coordinates.
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4 Egoroff metrics and the partition functions of the
topological field theories
In this section we describe the algebraic geometrical data corresponding to Egoroff metric,
i.e. the metrics with symmetric rotation coefficients βij = βji.
Let E(P ) be a meromorphic function on a smooth genus g0 algebraic curve G0 with n
simple poles at points Pi having 2m − n simple zeros at points Q1, . . . , Q2m−n and n − m
double zeros at points Qˆ1, . . . , Qˆn−m. The Riemann surface Γ of the function
λ =
√
E(P ) (4.1)
is an admissible curve in the sense of our definition. The point Q ∈ G is a pair P and a
sign ± of the square root. The function λ = λ(Q) is an odd function with respect to the
involution of Γ. As a function on Γ it has simple poles at the points Pi and simple zeros at
the points Qj , j = 1, . . . , n. The function λ
−1 defines local coordinates
wj(Q) = λ
−1(Q) (4.2)
in the neighborhoods of the punctures Pi.
Example. Let Γ0 be a plane curve defined by the equation
L(y, E) = 0, (4.3)
where L is degree n polynomial in two variables. Let Γ0 has n smooth points Pj and n
smooth points Qj as preimages of E = ∞ and E = 0, respectively. Then the admissible
curve Γ is defined by the equation
L(y, λ2) = 0 (4.4)
Theorem 4.1 Let D,R be an admissible pair of the divisors on the Riemann surface Γ of
the function λ(Q). Then the rotation coefficients defined by D,R are symmetric
βij(u|D,R) = βji(u|D,R) (4.5)
The potential Φ(u|D,R) of the Egoroff metric Hi(u|D,R, r
′) is equal to
Φ =
n∑
α=1
λ(Rα) dα ψ(u,R
σ
α), (4.6)
where dα are residues of dΩ0 at Rα (3.26).
Proof. The equality (4.5) can be obtained by the consideration of the differential
λ(Q)Ψ0i (u,Q)Ψ
0
j(u, σ(Q))dΩ0 (4.7)
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that has poles at the points Pi and Pj , only. The residues at these points are equal to βji
and −βij , respectively.
We would like to mention the other way to prove (4.5), as well. Let Ψ0i and Ψ
1
i be the
Baker-Akhiezer functions defined by the conditions 1∗-4∗. Then
Ψ1i (u,Q) = λ(Q)Ψ
0
i (u,Q) (4.8)
Indeed, the function λΨ0i satisfies all the defining conditions for the function Ψ
1
i . Therefore,
(4.8) is a corollary of the uniqueness of the Baker-Akhiezer functions. From (4.8) and (1.15)
it follows that the functions Ψ0i satisfy the equations
∂iΨ
0
j = βjiΨ
0
i ,
∂jΨ
0
j = λΨ
1
j −
∑
m6=j
βmjΨ
0
m (4.9)
The compatibility conditions of this system are equations (1.4) and (1.5) together with the
symmetry condition (4.5). Note that (4.9) as the auxiliary linear system for the full set of
equations describing Egoroff metrics was proposed in [5].
For the proof of (4.6) let us consider the differential
dΩ
(4)
i = λ(Q)ψ(u,Q)∂iψ(u, σ(Q))dΩ0 (4.10)
This differential has poles at the points Pi and Rα with the residues
resPidΩ
(4)
i = −H
2
i , resRαdΩ
(3)
i = dα λ(Rα) ∂iψ(u,R
σ
α) (4.11)
The sum of these residues is equal to zero. Therefore, (4.6) is proved.
Corollary 4.1 The formula
Φ =
l∑
β=1
dβλ(Rβ)Φβ(u), (4.12)
where
Φβ =
l∑
α=1
rα(R
σ
β)
θ(A(Rσβ) +
∑n
i=1(u
iV (i)) + Zα)θ(Z0)
θ(A(Rσβ) + Zα)θ(
∑n
i=1(u
iV (i)) + Z0)
exp
(
n∑
i=1
ui
∫ σ(Rα)
Rα
dΩi
)
, (4.13)
defines the potentials of the algebraic-geometric Egoroff metrics.
5 Solutions to the associativity equations
The equivalence of the classification problem for the rotation coefficients of Egoroff metrics
and the classification problem for the massive topological fields found in [5] does not provide
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the exact expression for the partition functions of these models. Now for each of the above-
constructed algebraic-geometrical Egoroff metrics we are going to define a function F such
that its third derivatives have the form
cklm =
n∑
i=1
H2i
∂ui
∂xk
∂ui
∂xl
∂ui
∂xm
(5.1)
and the functions
cmkl =
n∑
i=1
∂ui
∂xk
∂ui
∂xl
∂xm
∂ui
(5.2)
define an associate algebra.
Theorem 5.1 Let ψ(u,Q|D,R) be the Baker-Akhiezer function defined on the Riemann
surface Γ of the function λ(Q) and corresponding to an admissible pair of the divisor D,R.
Then the function F (x) = F (u(x)) defined by the formula
F (u) =
1
2

 n∑
k,l=1
ηklx
k(u)yl(u)−
∑
α
dα
λ(Rα)
ψ(u,Rσα)

 , (5.3)
where ηkl is a constant matrix defined by (2.32), dα are equal to (3.26) and
xk(u) = ψ(u,Qk), y
k =
dψ
dλ
(u,Qk), (5.4)
satisfies the equation
∂3F (x)
∂xk∂xl∂xm
= cklm (5.5)
where cklm are defined by (5.1). The functions c
m
kl defined by (5.2) satisfy the associativity
equations (1.18).
Proof. Let us consider the functions
φk =
∂ψ
∂xk
, φkl =
∂2ψ
∂xk∂xl
(5.6)
At the puncture Pi they have the form
φk =
∂ui
∂xk
λeλu
i
(hi +O(λ
−1)), (5.7)
φkl =
∂ui
∂xk
∂ui
∂xk
λ2eλu
i
(hi +O(λ
−1)) (5.8)
Therefore,
cklm =
n∑
i=1
resPidΩk;lm, (5.9)
where
dΩk;lm = φk(u,Q)φlm(u,Q
σ)
dΩ0
λ(Q)
(5.10)
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By the definition of the flat coordinates xk we have
φk(u,Qm) = δkm, φkl(u,Qm) = 0 (5.11)
Therefore, the differential dΩk;lm outside the punctures Pi has the pole at Qk, only. Hence,
cklm = − resQkdΩk;lm = −resQkφlm(u, σ(Qk))
dΩ0
λ(Q)
(5.12)
= −
∂2
∂xl∂xm
(resQkψ(u, σ(Qk)))
dΩ0
λ(Q)
. (5.13)
At the puncture Qk the function ψ(u, σ(Q)) has the form
ψ(u, σ(Q)) = xσ(k) − yσ(k)λ+O(λ2) (5.14)
and
dΩ0 =
dλ
λ
(ηk + η
1
kλ+O(λ
2)) (5.15)
Therefore,
resQkψ(u, σ(Qk))
dΩ0
λ
= η1kx
σ(k) − ηky
σ(k) (5.16)
From the definition of F it follows that
2
∂
∂xk
F = ηky
σ(k) +
n∑
l
ηlx
l ∂y
σ(l)
∂xk
−
dα
λ(Rα)
∂ψ(u,Rα)
∂xk
(5.17)
Consider the differential
dΩ
(5)
k =
∂ψ(u,Q)
∂xk
ψ(u,Qσ)
dΩ0
λ(Q)
(5.18)
That meromorphic differential has poles at the punctures Ql and at the points R
σ
α, only. Its
residues at these points are equal to
resQldΩ
(5)
k = ηlx
σ(l) ∂y
l
∂xk
+ δl,σ(k)
(
η1kx
σ(k) − ηky
σ(k)
)
(5.19)
resRσαdΩ
(5)
k = −
dα
λ(Rα)
∂ψ(u,Rσα)
∂xk
(5.20)
Therefore,
n∑
l=1
ηlx
l ∂y
σ(l)
∂xk
−
∑
α
dα
λ(Rα)
∂ψ(u,Rα)
∂xk
= ηky
σ(k) − η1kx
σ(k) (5.21)
Finally,
∂
∂xk
F = ηky
σ(k) −
1
2
η1kx
σ(k) (5.22)
The last equality and equalities (5.13), (5.16) imply (5.5).
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Lemma 5.1 Let ψ(u,Q|D,R) be the Baker-Akhiezer function defined on the Riemann sur-
face Γ of the function λ(Q) and corresponding to an admissible pair of the divisors D,R.
Then it satisfies the equations
∂2
∂xk∂xl
ψ − λ
n∑
m=1
cmkl
∂
∂xm
ψm = 0 (5.23)
Proof. Consider the function ψ˜ defined by the left hand side of (5.23). Outside of the
punctures Pj it has poles at the points the divisor D, only, and is equal to zero at the points
Qj . From the definition of c
m
kl it follows that in the expansion of ψ˜ at the points Pi the
factor in front of the exponent has the form O(λ−1). Therefore, from the uniqueness of the
Baker-Akhiezer function it follows that ψ˜ = 0.
The associativity equations (1.18) for the functions cmkl are the compatibility conditions
for the system (5.23). Theorem is proved.
Remark. The equations (5.23) can be written in the vector form
∂
∂xk
Ψ˜l = λ
n∑
m=1
cmklΨ˜m, (5.24)
where
Ψ˜k =
∂ψ
∂xk
(5.25)
The system (5.24) with symmetric coefficients cmkl = c
m
lk was introduced in [5] as an auxiliary
linear system for the associativity equation (1.18).
Now we are going to consider the special case of our construction when the divisor R
coincides with the divisor Q of the punctures Qj . As it was mentioned in the remark before
the theorem 2.2 the assumption that R does not intersect with Qj we take for the simplicity
of the formulae, only.
In the case when R = Q of the admissible divisors D are defined as follows. The divisor
D = γ1 + · · ·+ γg+n−1 is called admissible if there exists a meromorphic diiferential dΩ0 on
Γ0 with poles of the order 2 at the points Q2m−n+1, . . . , Q2m and poles of the order 3 at the
double zeros of E(P ) and such that
dΩ0(pi(γs)) = 0 (5.26)
The differential dΩ0 considered as differential on Γ has the form
dΩ0 =
dλ
λ3(P )
(ηk +O(λ) (5.27)
at the punctures Qk, k = 1 . . . , n. In the special case under consideration, the flat coordinates
are defined not by the evaluation the Baker-Akhiezer function ψ at the punctures Qk (where
it equals 1 now) but by taking the next term in the expansions.
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Theorem 5.2 Let ψ(x,Q|D,Q) be the Baker-Akhiezer function defined by an admissible
divisor D on the Riemann surface of the function λ(Q). Then the function F (x) = F (u(x))
F (u) =
1
2
n∑
k=1
ηkx
k(u)yσ(k)(u), (5.28)
where
ηk = resQkλ
2dΩ0 (5.29)
and xk(u) and yk(u) are defined from the expansion
ψ = 1 + xk(u)λ+ yk(u)λ2 +O(λ3) (5.30)
is a solution of the associativity equations (1.16)-(1.19), i.e. it satisfies the equation (5.5),
where cklm are given by (5.1); the functions c
m
kl defined by (5.2) satisfy (1.18) and at last the
relation
n∑
m=1
cklm(u) = ηkl (5.31)
is fulfilled.
Proof. The proof that the functions xk are flat coordinates for the diagonal metric with
the Lame´ coefficients Hi = εihi(u), where hi(u) is the leading term in the expansion of the
corresponding Baker-Akhiezer function at the puncture Pi is just the same as in the general
case. The proof of all the other statements of the theorem but the last one is also almost
identical to the their proof in Theorem 5.1 The last statement of the theorem (5.32) follows
from:
Lemma 5.2 Let ψ be the Baker-Akhiezer function corresponding to the data specified by the
assumptions of Theorem 4.3. Then it satisfies the equation
n∑
s=1
∂
∂uk
ψ = λψ (5.32)
The left and the right hand sides of (5.32) are regular outside the punctures Pk and have the
same leading terms in their expansions at Pk. Therefore, they are identically equal to each
other.
The evaluation of (5.32) at Qm gives the equality
n∑
k=1
∂xm
∂us
= 1 (5.33)
Hence,
n∑
m=1
cklm(u) =
n∑
i=1
H2i
∂ui
∂xk
∂ui
∂xl
= ηkl (5.34)
Theorem is proved.
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The exact theta functional formula for the partition function F can be obtained by the
simple substitution of the corresponding expressions for the Baker-Akhiezer function. The
formulae for the functions xk(u) in (5.28) are slightly different from (2.39), (2.40). Namely,
xk(u) =
∂
∂A(Qk))
l∑
α=1
rm(A(Qk)) x
k
m(u), (5.35)
where
xkm(u) =
θ(A(Qk) +
∑n
i=1(u
iV (i)) + Zm)θ(Z0)
θ(A(Qk) + Zm)θ(
∑n
i=1(u
iV (i)) + Z0)
exp
(
n∑
i=1
ui
∫ Qk
Qm
dΩi
)
(5.36)
The formulae for yk(u) can be obtained by taking the derivatives of the formulae in the right
hand sides of (5.35) with respect to the variables A(Qk).
Example. Elliptic solutions
Let us consider the simplest elliptic curvilinear coordinates and solutions to the associativity
equations that correspond to n = l = 3, m = 2 in the example of Section 2.
Let us represent the elliptic curve Γ as a factor of the complex plane of a variable z with
respect to the lattice generated by periods 2ω, 2ω′, Im ω′/ω > 0. In that realization we
identify the punctures Pi with half periods ωi, i.e. with the points:
P1 = ω1 = ω, P2 = ω2ω
′, P3 = ω3 = −ω − ω
′ (5.37)
The punctures Qj are the points
Q1 = 0, Q2 = z0, Q3 = −z0 (5.38)
In the case g = 1 any sets γ1, . . . , γl and R1, . . . , Rl are the admissible divisors. The corre-
sponding differential dΩ0 has the form
dΩ0 = η0
σ(z − ω)σ(z − ω′)σ(z + ω + ω′)
σ(z)σ(z + z0)σ(z − z0)
l∏
s=1
σ(z − γs)σ(z + γs)
σ(z −Rs)σ(z +Rs)
dz, (5.39)
where σ(z) = σ(z|ω, ω′) is classical σ-Weierstrass function The residues of this differential
resz=0dΩ0 = η1, resz=±z0dΩ0 = η2 (5.40)
are the coefficients of the flat metric
ds2 = η1(dx
1)2 + η2(dx
2)(dx3) (5.41)
The Baker-Akhiezer function corresponding to γs and Rs has the form:
ψ(u, z) =
l∏
s=1
σ(z − Rs)
σ(z − γs)
[
l∑
α=1
rα
σ(z + U − Rα)
σ(z − Rα)σ(U)
exp(Ω(u, z)− Ω(u,Rα))
]
, (5.42)
where
U = u1 + u2 + u3, (5.43)
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Ω(u, z) = u1(ζ(z − ω) + η) + u2(ζ(z − ω′) + η′) + u3(ζ(z + ω + ω′)− η − η′), (5.44)
ζ(z) =
σ′(z)
σ(z)
, η = ζ(ω), η′ = ζ(ω′) (5.45)
and the constants rα are equal to
rα =
∏l
s=1 σ(Rα − γs)∏
s 6=α σ(Rα − Rs)
(5.46)
In the general case when Rα 6= Qj the evaluation of ψ at Qj gives an expression of the flat
coordinates through the curvilinear 3-orthogonal coordinates u1, u2, u3:
x1 = ψ(u, 0), x2 = ψ(u, z0), x
3 = ψ(u,−z0) (5.47)
The metric (5.41) in the coordinates ui is diagonal with the coefficients
H1(u) = ε1
n∑
α=1
rα
σ(U − Rα)
σ(ω − Rα)σ(U)
eUη (5.48)
H2(u) = ε2
n∑
α=1
rα
σ(ω′ + U − Rα)
σ(ω′ −Rα)σ(U)
eUη
′
(5.49)
H3(u) = ε3
n∑
α=1
rα
σ(ω + ω′ + U − Rα)
σ(ω + ω′ − Rα)σ(U)
e(−Uη−Uη
′). (5.50)
The constants εi are equal to:
ε21 = η0 F (ω)
σ(ω − ω′)σ(2ω + ω′)
σ(ω)σ(ω + z0)σ(ω − z0)
, (5.51)
ε22 = η0 F (ω
′)
σ(ω′ − ω)σ(2ω′ + ω)
σ(ω′)σ(ω′ + z0)σ(ω′ − z0)
, (5.52)
ε23 = −η0 F (ω + ω
′)
σ(2ω + ω′)σ(2ω′ + ω)
σ(ω + ω′)σ(ω + ω′ + z0)σ(ω + ω′ − z0)
, (5.53)
F (z) =
l∏
s=1
σ(z − γs)σ(z + γs)
σ(z −Rs)σ(z +Rs)
(5.54)
The elliptic solutions for the associativity equations correspond to the Baker-Akhiezer func-
tions given by the formula (5.42) with l = 3 and R1 = 0, R2 = z0, R3 = −z0. For the
simplicity of the formulae let us consider the special case corresponding to the basic elliptic
Baker-Akhiezer function
ψ(u, z) =
σ(z + s)
σ(z)σ(s)
eΩ(u,z) (5.55)
The coefficients of the expansions of ψ at the points z = 0, z0, −z0
ψ =
1
z
+ x1(u) + y1(u)z +O(z2), (5.56)
ψ = x2 + y2(u)(z − z0) +O((z − z0)
2), (5.57)
ψ = x3 + y3(u)(z + z0) +O((z + z0)
2) (5.58)
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define the solution
F = x1y1 −
1
2
(x2y3 + x3y2) (5.59)
to the associativity equations. From (5.55) it follows that
x1 = ζ(U)− ℘(ω)u1 − ℘(ω′)u2 − ℘(ω + ω′)u3, (5.60)
x2 =
σ(z0 + U)
σ(z0)σ(U)
expΩ(u, z0), (5.61)
x3 =
σ(U − z0)
σ(−z0)σ(U)
expΩ(u,−z0) (5.62)
and
y1 =
σ′′(U)
2σ(U)
− ζ(U)
3∑
i=1
(℘(ωi)u
i) +
1
2
(
3∑
i=1
(℘(ωi)u
i)
)2
, (5.63)
y2 = x2(u)
(
ζ(z0 + U)− ζ(z0)−
3∑
i=1
(℘(z0 − ωi)u
i
)
, (5.64)
y3 = x3(u)
(
ζ(−z0 + U) + ζ(z0)−
3∑
i=1
(℘(z0 − ωi)u
i
)
(5.65)
The function
F˜ = F −
1
2
(x1)2, (5.66)
has the same third derivatives as F . After substitution of the exact expression for xi and yi
into (5.59) we obtain the final formula for the simplest elliptic solution to the associativity
equations
F˜ = −
1
2
℘(U)−
1
2
(℘(U)− ℘(z0))
(
ζ(z0 − U)− ζ(z0 − U)−
3∑
i=1
(℘(z0 − ωi)u
i)
)
(5.67)
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