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Résumé : Cet article propose une méthode d’analyse de jeux de données du Web
publiés en RDF basée sur les dépendances de clefs. Ce type particulier de dépen-
dances fonctionnelles, largement étudié dans la théorie des bases de données, per-
met d’évaluer si un ensemble de propriétés constitue une clef pour l’ensemble de
données considéré. Si c’est le cas, il n’y aura alors pas deux instances possédant les
mêmes valeurs pour ces propriétés. Après avoir donné les définitions nécessaires,
nous proposons un algorithme de détection des clefs minimales sur un jeu de don-
nées RDF. Nous utilisons ensuite cet algorithme pour détecter les clefs de plusieurs
jeux de données publiées sur le Web et appliquons notre approche pour deux ap-
plications : (1) réduire le nombre de propriétés à comparer dans le but de détecter
des ressources identiques entre deux jeux de données, et (2) détecter des erreurs à
l’intérieur d’un jeu de données.
Mots-clés : web sémantique, web de données, interconnexion, ontologies, clefs,
dépendances fonctionnelles, nettoyage de données, RDF
1 Introduction
La notion de clef est fondamentale pour les bases de données relation-
nelles. Les clefs permettent d’identifier de manière unique chaque tuple
d’une relation. La propriété d’unicité des clefs est également exploitée afin
d’optimiser les accès aux données par la construction d’index. Générale-
ment, les clefs sont identifiées et choisies par le concepteur du schéma rela-
tionnel en tenant compte du passage aux différentes formes normales. Ce-
pendant, il existe des algorithmes permettant de détecter des dépendances
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fonctionnelles (et donc les clefs) à l’intérieur d’un jeu de données particu-
lier (Mannila & Raiha, 1994), (Huhtala et al., 1999).
Dans le cadre du Web sémantique, ce n’est que depuis la standardisation
de la version deux du langage d’ontologies du Web OWL 1 que la modéli-
sation de clefs est possible. Une clef dans OWL2 pour une classe donnée
est un ensemble de propriétés permettant d’identifier uniquement une ins-
tance de cette classe. Selon la sémantique d’OWL2 2, deux instances ayant
les mêmes valeurs pour les propriétés d’une clef seront considérées comme
identiques. L’utilisation de clefs demande donc de connaître à l’avance les
données qui seront représentées à l’aide de l’ontologie.
La publication décentralisée de jeux de données sur le Web rend difficile
pour le concepteur d’une ontologie de pouvoir à l’avance déterminer si un
ensemble de propriétés constituera une clef pour une classe donnée. Les
jeux de données réutilisent des ontologies diverses, et le concepteur d’une
ontologie a intérêt à ne pas imposer trop de contraintes à l’adoption de
l’ontologie afin de favoriser sa réutilisation (voir à ce sujet (Vatant et al.,
2011)).
Au niveau d’un jeu de données particulier, il sera possible en analysant
les propriétés qu’il contient de déterminer si une ou plusieurs clefs existent
pour une classe. Étant donné le caractère imparfait des données du Web,
il faudra tolérer que dans certains cas des instances aient les mêmes va-
leurs pour les propriétés de la clef. Nous parlerons dans ce cas de pseudo-
clefs. On pourra indiquer les clefs comme méta-données associées au jeu
de données, par exemple en étendant le vocabulaire VoID (Alexander et al.,
2009).
Nous proposons ici un algorithme de recherche de clefs minimales adapté
aux données RDF et démontrons l’utilité de la fouille de clefs à travers
deux applications importantes pour le web des données : la découverte de
liens entre jeux de données et la détection d’erreurs dans un jeu de données.
Nous commençons par définir formellement la notion de dépendance de
clef pour un jeu de données RDF puis nous proposons un algorithme per-
mettant de détecter ces dépendances (section 2). La détection des clefs peut
permettre plusieurs applications intéressantes (section 3). Nous en don-
nerons une permettant de réduire le nombre de comparaisons nécessaires
pour déterminer l’équivalence d’instances en provenance de deux jeux de
données. Nous verrons ensuite comment l’utilisation de pseudo-clefs peut
permettre de détecter la présence d’erreurs sous forme de redondances dans
1. http://www.w3.org/TR/owl-overview/
2. Voir la définition : http://www.w3.org/TR/owl2-semantics/#Keys
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un jeu de données.
2 Dépendances de clefs




Un graphe RDF G est un ensemble de triplets RDF t = 〈s, p, o〉 où :
– s, le sujet ou l’instance est une URI ou un noeud anonyme
– p, le prédicat ou la propriété est une URI
– o, l’objet, est une URI ou une valeur littérale ou un noeud anonyme
L’ensemble des sujets et l’ensemble des objets d’un graphe G sont notés
respectivement SG et OG.
Un prédicat p peut être vu comme une relation entre l’ensemble des
sujets et l’ensemble des objets ou comme une fonction (partielle) de l’en-
semble des sujets vers l’ensemble des parties de l’ensemble des objets.
Dans ce travail, nous considérons la seconde modélisation : p : SG → 2OG .
L’ensemble des images d’un sujet pour un prédicat donné est donc défini
de la manière suivante :
Définition 2
L’ensemble des objets images de s par p dans le graphe G
p(s) = {o|〈s, p, o〉 ∈ G}
Lorsque la fonction p est injective (inversement fonctionnelle) dans G,
alors le prédicat p est une clef pour G. Dans ce cas, les valeurs prises par p
permettent de discriminer les sujets de G qui font partie du domaine de ce
prédicat.
Il est intéressant de considérer également des clefs composées de plu-
sieurs prédicats tout comme cela est fait dans le modèle relationnel. En
effet, plus on prend en compte de prédicats simultanément, plus on aug-
mente les chances de discriminer les sujets.
La notion de clef dans un graphe RDF donné, peut être généralisée à un
ensemble de prédicats de la manière suivante :
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Définition 3
Un ensemble de prédicats P est une clef du graphe G, ssi pour tout s1, s2 ∈
SG, nous avons : si p(s1) = p(s2) pour tout p ∈ P , alors s1 = s2.
La clef P est minimale si il n’existe pas d’ensemble P ′ ⊂ P qui est
également une clef pour G.
La principale différence avec les clefs du modèle relationnel est qu’un
prédicat peut être mutlivalué, i.e. p(s) est un ensemble de valeurs.
Afin de vérifier concrètement si un ensemble de prédicats est une clef
d’un graphe donné, l’approche que nous utilisons consiste à construire puis
analyser la partition des sujets de G induite par un ensemble de prédicats
donné. Si cette partition ne contient que des singletons, alors cet ensemble
de prédicats est une clef dans G.
Nous définissons tout d’abord cette notion de partition à un prédicat
avant de la généraliser à un ensemble de prédicats.
Définition 4
La partition des sujets engendrée par un prédicat p est définie par :
π(p) = {p−1(p(s))|s ∈ dom(p)}
où dom(p) est le domaine de p :
dom(p) = {s|∃o 〈s, p, o〉 ∈ G}
et p−1(O) est l’inverse de la fonction p :
p−1(O) = {s ∈ G|p(s) = O}
Définition 5
La partition des sujets engendrée par un ensemble de prédicats P =
{p1, ..., pn} est définie par :
π(P ) = {x1 ∩ ... ∩ xn}(x1,...,xn)∈π(p1)×...×π(pn)
A partir de cette partition, nous pouvons dire que P est une clef pour le
graphe G si ∀x ∈ π(P ), on a |x| <= 1.
La complexité du calcul d’une telle partition est polynomiale en fonc-
tion du nombre de sujets, mais exponentielle en fonction du nombre de
prédicats dans P .
Un prédicat (ou plus généralement un ensemble de prédicats) n’est pas
nécessairement associé à l’ensemble des sujets du graphe. Il peut donc
exister des clefs qui ne concernent qu’un sous ensemble négligeable des
sujets et qui sont donc a priori peu intéressantes. Nous utilisons donc un
critère de support minimum d’un ensemble de prédicats.
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Définition 6
Un ensemble de prédicats P vérifie le critère de support minimum Ts si :
support(P ) = | ∩p∈P Dom(p)| > Ts
Nous sommes également intéressés par détecter des ensembles de prédi-
cats qui sont presque des clefs. C’est pourquoi nous introduisons la notion
de pseudo clef.
Définition 7
Un ensemble de prédicats P est une pseudo-clef du graphe G au seuil de
discriminabilité Tr, ssi




L’algorithme de découverte de clefs minimales dans un graphe RDF uti-
lise la même stratégie de recherche par niveau (en largeur) que l’algorithme
de découverte de dépendances fonctionnelles TANE (Huhtala et al., 1999).
Il teste tous les ensembles de prédicats de taille 1, puis de taille 2, etc. L’in-
térêt de suivre une telle approche est double. Cela permet non seulement
d’élaguer l’espace de recherche mais aussi de réduire le coût de calcul des
partitions.
L’élagage de l’espace de recherche fonctionne de la manière suivante :
lorsqu’un ensemble de prédicats est une clef, pseudo-clef, qu’il existe une
dépendance fonctionelle dans cet ensemble, ou que son support est trop
faible alors tous ses sur-ensembles seront ignorés. Cela permet également
d’assurer que seules des clefs minimales seront générées.
La réutilisation des partitions générées au niveaux précédents permet de
réduire significativement le coût de calcul des partitions aux niveaux sui-
vants. En effet, l’opération de calcul d’une partition π(P ) est exponentielle
en fonction de la taille de P . Par contre, cette opération peut être réalisée
de manière incrémentale à partir des partitions π(P ′) et π(P ′′) (tel que
P ′ ∪ P ′′ = P ) générées au niveau précédent :
π(P ′, P ′′) = {x′ ∩ x′′}
∀(x′,x′)′∈π(P ′)×π(P ′′)
L’algorithme 1 fonctionne de la manière suivante. Pour chaque ensemble
de prédicats c testé à l’itération précédente (candidates), il teste chaque
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nouvel ensemble formé de l’union de c et d’un des prédicats PG (n’appar-
tenant pas à c). Si ce nouvel ensemble est une clef ou pseudo clef alors il est
ajouté à l’ensemble des clefs. Si cet ensemble n’est pas une clef mais que
son support est supérieur à la valeur seuil et qu’il n’existe pas dépendance
fonctionelle sur cet ensemble, alors il est gardé pour les itérations suivantes
nextCandidates. Les itérations se poursuivent ainsi de suite jusqu’à ce
qu’il n’y ait plus d’ensemble de prédicats dans candidates.
Afin d’éviter toute génération de clefs non-minimales ou tout parcours
d’ensemble de prédicats ayant un support trop faible, l’algorithme utilise
un ensemble de "listes noires" (skipLists). Le principe est le suivant :
lorsque l’union d’un candidat c et d’un prédicat p a généré une clef, une
pseudo clef, si il existe une dépendance sur cet ensemble ou si cet ensembe
a un support inférieur au seuil fixé, alors le candidat c est ajouté à la liste
d’exclusion du prédicat p. A chaque génération d’un nouvel ensemble à
partir d’un candidat c′ et du prédicat p, on vérifie si c′ ne contient pas un
sous-ensemble exclu pour p.
L’algorithme 1 tel qu’il est décrit ne détecte pas les clefs d’une classe
donnée, mais analyse les clefs valides sur l’ensemble du graphe. Pour ob-
tenir les clefs propres à une classe, il suffit de l’exécuter sur le sous-graphe
ne contenant que les instances de la classe considérée : Gc = {〈s, p, o〉 ∈
G| < s, rdf : type, c >∈ G}.
3 Applications
3.1 Interconnexion de jeux de données
Dans le cadre du projet ANR Datalift 3(Scharffe, 2012 à paraître) nous
construisons une plateforme permettant de publier un jeu de données struc-
turées disponible dans un format "brut" (CVS, XML, base de données re-
lationnelle) sur le Web de données. Nous avons identifié les quatre étapes
suivantes, nécessaires pour arriver à un jeu de données répondant aux prin-
cipes de base des données liées : (1) La sélection d’un vocabulaire pour dé-
crire les données, (2) la conversion des données brutes en RDF en respec-
tant le vocabulaire sélectionné, (3) la publication des données sur un ser-
veur fournissant les services de négociation de contenu, de dé-référencement
des ressources et d’interrogation à l’aide du langage SPARQL, et finale-
ment (4) l’interconnexion des données publiées avec d’autres jeux de don-
nées déjà disponibles sur le web. Dans ce contexte, nous travaillons en par-
3. Projet Datalift ANR-10-CORD-009. http://datalift.org
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while |candidates| > 0 do
nextCandidates← ∅
for all c ∈ candidates do
firstIdx← max(predicates.indexOf(c[c.length− 1]), 0)
for i = firstIdx→ predicates.length do
if 6 ∃l s.t. l ∈ skipLists[predicates[i]] ∧ l ⊆ c then
P ← c ∪ predicates[i]
parts[P ]← π(parts[c], parts[predicates[i]])
if key(part[P ]) ∨ pseudo_key(part[P ], Tr) then
keys← ∪{P}
skipLists[predicates[i]]← ∪{c}
else if support(P ) < Ts or ∃a s.t. P − {a} → a then
skipLists[predicates[i]]← ∪{c}









ticulier à développer une méthode permettant de lier les données de façon
automatisée.
Le problème de l’interconnexion de données est le suivant : étant donné
deux jeux de données, comment déterminer quelles sont les instances équi-
valentes, c’est à dire quelles sont les instances qui représentent le même
objet du monde réel ? L’ensemble des problématiques liées à cette ques-
tion est présenté en détails dans (Ferrara et al., 2011).
Notre approche est basée sur le cadre général défini dans (Scharffe
& Euzenat, 2010). La première étape consiste à aligner les ontologies
utilisées par les deux jeux de données. Cela permet, dans une deuxième
étape, de sélectionner un ensemble de propriétés permettant de minimi-
ser le nombre de comparaisons nécessaires pour identifier les instances en
commun. Enfin, dans une troisième étape, il faut déterminer les mesures
de similarité à utiliser pour comparer chaque paire de propriétés. Ces trois
étapes serviront à paramétrer un outil qui réalisera la comparaison des ins-
tances. Plusieurs outils mettent en place ce processus, par exemple (Bizer
et al., 2009; Nikolov et al., 2008; Scharffe et al., 2009). Si la première
étape peut être en partie automatisée, les deux dernière nécessitent un tra-
vail manuel important.
Grâce à la découverte de clefs, nous proposons d’automatiser la deuxième
étape consistant à sélectionner un ensemble suffisant mais minimum de
propriétés à comparer. Le processus suivi consiste tout d’abord à calcu-
ler les clefs sur les deux jeux de données et puis à sélectionner celles qui
forment une clef qui est commune aux deux jeux de données. Nous consi-
dérons équivalentes deux clefs constituées exactement des mêmes proprié-
tés mais également celles dont les propriétés sont différentes mais reliées
par un alignement spécifiant leur équivalence. Prenons un exemple sur les
jeux de données Drugbank et Sider.
Drugbank 4 et Sider 5 sont deux bases de données proposant des infor-
mations détaillées sur les médicaments. Nous voulons interconnecter les
médicaments, décrits par les classes drugbank:drugs et sider:drugs.
Les jeux de données contiennent respectivement 4772 et 924 médicaments
dans leurs versions RDF 6 décrits par 108 et 10 propriétés respectivement.
Dans cet exemple, notre démarche consiste à détecter le plus petit en-
semble de propriétés nécessaires pour identifier les médicaments en com-
4. http://www.drugbank.ca/
5. http://sideeffects.embl.de/
6. Voir http://www4.wiwiss.fu-berlin.de/drugbank et http://
www4.wiwiss.fu-berlin.de/sider/
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TABLE 1 – Détection de clef pour la classe Drugbank :drugs.








TABLE 2 – Détection de clef pour la classe Sider :drugs.
mun dans les deux jeux de données. L’exécution de l’algorithme1 nous
retourne les clefs suivantes, tables 1 et 2, ordonnées par support décrois-
sant.
L’analyse des clef trouvées par l’algorithme nous montre deux choses.
D’une part la propriété rdfs:label est clef pour les deux jeux de
données. Cette propriété est donc un candidat potentiel pour réaliser
l’interconnexion. D’autre part, les propriétés drugbank:genericName et
sider:drugName sont également candidates du fait qu’elles sont des clefs
dans les deux jeux de données et qu’elle sont équivalentes par alignement.
Par ailleurs nous pouvons remarquer que la propriété foaf:page est
aussi clef dans les deux jeux de données. En effet, chaque médicament
possède une page web unique présentant des informations, et ce dans les
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TABLE 3 – Détection de clef pour la classe DBPedia :Person.
deux jeux de données. Par contre, cette propriété ne pourra pas être utilisée
pour l’interconnexion car les URL de ces pages ne sont pas comparables,
il sera donc impossible d’établir une similarité entre médicaments en com-
parant les valeurs de cette propriété.
Nous avons donc pu automatiser cette phase de sélection de la clef pour
l’interconnexion de jeux de données. L’exemple présenté ici est simple car
les clefs trouvées ne sont constituées que d’une seule propriété. Dans la
pratique, il se peut que de multiples clefs de taille variable soient retournées
par l’algorithme. Il faudra alors élaborer une stratégie de sélection de la
clef.
3.2 Détection d’erreurs
L’expérimentation de l’algorithme présenté dans cet article nous a amené
à considérer une application originale : la détection d’erreurs ou de défauts
dans un jeu de données. Si l’on dégrade la notion de clefs pour détec-
ter des pseudos-clefs, on voit alors apparaître des clefs qui sont valides
pour la plupart des instances mais ne sont pas des clefs pour un très petit
nombre de paires d’instances. Leur observation indique en fait la présence
de doublons ou d’erreurs dans le jeu de données. Nous avons appliqué
cette méthode sur les 242 classes du jeu de données DBPedia en utilisant
l’algorithme présenté dans cet article. Voici un exemple des pseudo-clefs
obtenues pour la classe dbpedia :Person calculées avec un support minimal
de 0.2 et un seuil de discriminabilité supérieur à 0.999. La table 3 montre
les clefs identifiées et leur support.
La première ligne cette table nous indique qu’il existe des personnes
nées le même jour et décédées le même jour, ce qui n’est pas impossible
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mais statistiquement rare. Une vérification peut être effectuée en transfor-
mant ces pseudos-clefs en requêtes SPARQL et en les exécutant sur le jeu
de données. La requête doit vérifier quelles sont les ressources ayant les
mêmes valeurs pour les propriétés constituant la clef pour la classe obser-
vée. On obtient donc la requête suivante pour la clef (dbpedia:birthPlace
, dbpedia:deathPlace) :









L’analyse manuelle de la réponse 7 nous montre que les 125 paires d’ins-
tances retournées par cette requête correspondent en fait à divers types
d’erreurs dans le jeu de données. L’erreur la plus fréquente advient lorsque
deux ressources existent pour décrire un même objet, par exemple
dbpedia:Louis_IX_of_France__Saint_Louis___1 et
dbpedia:Louis_IX_of_France
Un deuxième type d’erreur semble être du à un problème de conversion
des «Infoboxes» de Wikipedia lors de la génération de DBPedia. Ces er-
reurs mènent à des défauts de classification des ressources. Par exemple
dbpedia:Timeline_of_the_presidency_of_John_F._Kennedy est clas-
sifié comme une personne alors qu’il s’agit d’une chronologie. Finalement,
un troisième type d’erreur vient des pages Wikipedia elles-mêmes ou bien
de documents à partir desquels ces pages on été renseignées. 8
L’analyse systématique des résultats de cette expérimentation sur l’en-
semble des classes de DBPedia sort du cadre de cet article. Ces résultats
sont disponibles en ligne en RDF 9. Il serait aussi intéressant d’utiliser cette
méthode pour corriger d’autres jeux de données.
7. Requête posée sur http://dbpedia.org/sparql
8. Voir par exemple les pages http://dbpedia.org/resource/Merton_B.
_Myers et http://dbpedia.org/resource/William_J._Pattison et la
notice explicative à la fin des articles correspondant.
9. http://data.lirmm.fr/keys/dbpedia_mb_keys_01_99_s10.n3
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# de triples # classes # propriétés # d’instances # de clefs temps de calcul
DBPedia 13,8 M 250 1 100 1 668 503 9 367 179’48"
DrugBank 0,77 M 8 119 19 693 3 040 6’58"
DailyMed 0,16M 6 28 10 015 1 171 1’46"
Sider 0,19M 4 11 2 674 14 5"
TABLE 4 – Taille des jeux de données, nombre de clefs et pseudo-clefs
trouvées et temps de calcul.
3.3 Efficacité et passage à l’échelle de l’algorithme
L’algorithme de recherche de clefs et pseudo-clefs a été implémenté en
Java. Afin de pouvoir passer à l’échelle, de nombreux résultats intermé-
diaires de l’algorithme (les partitions) sont stockés sur disque. De plus,
les jeux de données ont été préalablement stockés en local sur disque et
indexés en utilisant la bliblothèque Jena TDB 10.
Nous avons exécuté l’algorithme sur un ordinateur quadri-coeurs In-
tel(R) Xeon(R) E5430 @ 2.66GHz avec 8GO de mémoire vive et deux
disques dur 15000 tours en RAID 0. La table 4 donne les temps (somme
des temps CPU + accès disque) pour le calcul de toutes les clefs et pseudo
clefs pour toute les classes prises successivement. L’algorithme a été para-
métré avec un seuil de support Ts = 0, 1 et avec un seuil de discriminabilité
Tr = 0, 99.
La table 4 montre que les temps de calcul dépendent fortement du
nombre de classes et de propriétés et qu’ils sont moins sensibles au nombre
d’instance du jeux de données. Cela est en adéquation avec la complexité
exponentielle en fonction du nombre de propriétés de l’algorithme. Même
si ces temps de calculs sont prohibitifs pour une utilisation interactive, ils
montrent qu’il est tout à fait possible de généraliser l’approche à de très
gros jeux de données.
4 Etat de l’art
Les dépendances fonctionnelles, dont les dépendances de clefs sont un
cas particulier, ont largement été étudiées dans le cadre des bases de don-
nées relationnelles. Plusieurs algorithmes efficaces ont été proposés pour la
détection de dépendances fonctionnelles. Nous pourrons citer l’algorithme
TANE (Huhtala et al., 1999) efficace lorsque le nombre de propriétés pou-
vant potentiellement faire partie d’une dépendance est élevé ou plus ré-
10. http://incubator.apache.org/jena/documentation/tdb/
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cemment FD_Mine (Yao & Hamilton, 2008) améliorant significativement
les performances de TANE à l’aide d’heuristiques d’élagage de l’arbre de
recherche.
Une méthode de détection d’erreurs dans les données a été proposée
dans (Yu et al., 2011). Cette méthode repose sur la détection de “dépen-
dance sémantique”. Ce type de dépendance est présenté comme une ex-
tension des dépendances fonctionelles prenant en compte la composition
de prédicats et le relâchement de l’égalité entre valeurs. Cependant, les
pseudo-clefs ne sont pas considérées car elles sont élaguées par l’algo-
rithme.
Une méthode pour détecter des clefs dans les jeux de données RDF est
proposée dans (Symeonidou et al., 2011). Le but de ce travail est le même
que celui que nous présentons section 3.1 : l’interconnexion de données.
Cette méthode repose sur la technique Gordian (Sismanis et al., 2006),
permettant de détecter des clefs par un parcours en pronfondeur d’abord.
L’article ne mentionne pas l’efficacité de la méthode par rapport au nombre
de triplets et de propriétés contenus dans le jeu de données.
Avec la même problématique de départ, l’interconnexion de données,
une méthode pour calculer la couverture d’une propriété et son pouvoir
discriminant est proposée dans (Song & Heflin, 2011). La couverture est
le ratio entre le nombre total d’instances pour une classe donnée et le
nombre d’instances de cette classe ayant cette propriété. Le pouvoir dis-
criminant est le ratio entre le nombre total d’instances ayant une propriété
et le nombre de valeurs distinctes pour cette propriété. Une propriété ayant
une couverture et un pouvoir discriminant égal à 1 est donc une clef.
5 Conclusion
Ce travail propose un algorithme de découverte de clefs et pseudo-clefs
adapté aux jeux de données RDF. L’algorithme est relativement efficace
même sur des grand jeux de données grâce à l’utilisation d’élagages basés
sur un support minimal des clefs et la non génération de redondances.
L’utilité de disposer d’un tels algorithme est démontrée au travers de
deux applications : l’interconnexion de jeux de données et la détection de
redondances.
Nos objectifs futurs sont de continuer sur la voie de l’interconnexion en
proposant une solution verticale et complète permettant de générer automa-
tiquement des configurations pour les outils de comparaison d’instances.
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