This study uses both traditional and newer verification methods to evaluate two 4-km 48 grid-spacing WRF model forecasts; a "cold start" forecast that uses the 12-km North American 49
or by traditional grid-point-by-grid-point techniques. 120
The HWT forecasting experiments have shown that subjective evaluations can provide 121 valuable information on the tools that forecasters find useful, but they are limited in defining 122 the specific error characteristics of numerical model forecasts that researchers strive to address. 123
Simple quantitative verification techniques (that compare a forecast of some quantity to an 124 analysis or observation of that quantity at specific points in space and time) have long been 125 used to objectively evaluate model forecasts. As higher resolution numerical models are now 126 used to predict highly discontinuous fields, like convection, there is an increasing need in the 127 research community to use newer verification techniques (Casati et al. 2008 ; Gilleland et al. 128
2009; Gilleland et al. 2010). Because traditional grid-point-by-grid-point verification metrics 129
effectively give much weight to the smallest scales allowed by the gridded model forecasts and 130 observations, small deviations (i.e., errors) in the model forecasts from the observations can 131 often cause misrepresentation of the useful model forecast skill (i.e., skill a forecaster would 132 deem useful and appropriate). Newer verification techniques that attempt to better characterize 133 model skill for discontinuous fields can be classified into one of four categories: neighborhood 134 (or fuzzy), scale separation (or decomposition), feature-based (or object-based), and field 135 deformation techniques (Gilleland et al. 2009 ). This study uses the first two types, which are 136 different ways of evaluating model skill through a filtering of the gridded fields. 137
Several traditional verification metrics and two filtering techniques (described in 138
Section 3) are used in this study to analyze the performance of CN and C0 in an individual and 139 a comparative sense. A goal of using these spatial-scale filtering methods is to determine if the 140 spatial verification metrics are more consistent with the SFE2009 and SFE2010 participants' 141 3DVAR-cloud analysis radar data assimilation technique (described in Section 2), as applied to 145 the CN forecasts. 146 147
Data Sets 148 a) CAPS CN and C0 forecasts 149
As mentioned earlier, the two WRF-ARW (Advanced Research WRF) model runs 150 examined in this study were part of the CAPS 4-km grid spacing Storm Scale Ensemble 151 WRF-ARW members, 5 WRF-NMM members, and 2 ARPS members. For SFE2009, the 156 0000-UTC WRF-ARW control members (i.e., CN and C0) were integrated to 30 hours on an 157 eastern near-CONUS size domain (Fig. 2a) . For SFE2010, CN and C0 were once again 158 integrated to 30 hours starting at 0000 UTC, but the domain increased to a full CONUS size 159 domain (Fig. 2b) . For both SFE2009 and SFE2010, the 1200-UTC CN and C0 members were 160 integrated to 18 hours on the Central Plains domain (Fig. 2a,b) . 161 CN assimilates radar radial velocity with a mass divergence constraint in the 3DVAR 162 procedure to derive the wind components for the initial conditions in combination with the 163 NAM background and additional surface and wind profiler data (Hu et al. 2006b ). In addition, 164 temperature and moisture fields through a moist-adiabatic scheme using three dimensional 166 radar reflectivity data as well as surface cloud base and satellite cloud top observations (Xue et 167 al. 2003; Hu et al. 2006a ). Except for the initial condition, all other model configurations (i.e., 168 boundary conditions from the NAM fields, Thompson cloud microphysics scheme, Goddard 169 short-wave radiation physics, RRTM long-wave radiation physics, Noah land-surface model, 170
and Mellor-Yamada-Janjic planetary boundary layer physics) are identical between CN and C0 171 (Xue et al. 2009; . 172
The 0000-and 1200-UTC model runs are examined separately. Combining both years 173 of data yielded a maximum 56 days of data for the 0000-UTC model runs and 77 days of data 174 for the 1200-UTC model runs (the 1200-UTC forecasts were run on weekends also). These 175 data sets are used to evaluate and compare the models' hourly SR and 1-h accumulated 176 precipitation (APCP) fields. 177 178
b) Verification data and domain 179
Composite reflectivity and quantitative precipitation estimates calculated on a 1-km 180 grid as part of the National Severe Storms Laboratory (NSSL) National 3-D Reflectivity 181
Mosaic system are used for the verifying observations (see Vasiloff et al. 2007 for more 182 details). Even though the 0000-UTC forecasts were performed on large CONUS-sized domains, 183 this study focuses on the Central Great Plains region that was the focus of the VORTEX2 field 184 experiment during the two spring seasons. Given that the wavelet scale-separation method used 185 in this study requires domains to be 2 n  2 n grid points in size (see Section 3c) and given the 4-186 km grid spacing of the model forecasts, a reasonably sized verification domain was chosen to 187 be made up of 256  256 grid points in the horizontal (n = 8) given the smaller size of the 188 1200-UTC domain. Because the model forecasts and verification fields were on different 189 native grids, prior to verification, the fields were interpolated to a 256  256 portion of the 190 AWIPS #240 grid (following Schwartz et al. 2009 ), which has a horizontal grid-spacing of 191
km. 192
Due to its small size relative to the model domains, the verification domain was 193 moveable 1 (Fig. 2) to follow areas where observed convection occurred. If no convection 194 occurred on a particular day, the domain was centered on Norman, OK. In addition, the 195 western edge of the domain always had a longitude of 105W, so the domain moved north and 196 south to follow active areas of convection over the Central U.S. contingency tables for each model/threshold combination were summed using MET to form 207 contingency tables for each forecast hour. From these summed contingency tables, four 208 traditional metrics were computed: frequency bias (FBIAS), probability of detection (POD), 209 probability of false detection (POFD), and Gilbert skill score (GSS) (otherwise known as the 210 Equitable Threat Score, or ETS). 95% confidence intervals (CI) were included for each metric 211 for each forecast hour to assess the uncertainty in the estimates following the resampling 212 procedure of Hamill (1999) . The CIs are assigned in a comparative sense -the uncertainty in 213 the difference in the metrics between the two model forecasts in question is assessed by 214 computing CIs on the metric differences at each forecast hour. If the CIs on the difference 215 estimates include the zero line for a particular forecast hour, the differences of the verification 216 metrics are said to be not significantly different, and vice versa. thresholds. The neighborhood method allows for a "hit" to be within a certain neighborhood 222 (radius) of the observation, which allows for forecasts that are "close enough" to be considered 223 skillful in the objective metrics (Ebert 2008 ). FSS ranges from 0 for a no skill to 1 for perfect 224 skill as given by: 225
226
where P fcst and P obs are the fractional forecast and observed SR (or APCP) areas in each 227 neighborhood that exceed the specified variable threshold and N is the number of 228 neighborhoods for each neighborhood size. (Note: larger neighborhood sizes lead to a smaller 229 number of neighborhoods, whereas smaller sizes will result in a larger N.) In an evaluation of 230 precipitation forecasts from convection-allowing models, Roberts and Lean (2008) forecasts, as in Casati (2010) , to also assess the bias associated with the various spatial scales 256 and thresholds. 257
The first step is to transform forecast and observation fields into binary fields based on 258 variable thresholds. The same variable thresholds used for the neighborhood method were also 259 used for this method. A 2-D Haar wavelet decomposition is then performed on the binary 260 difference images between the forecasts and observations (i.e., the binary difference images are 261 decomposed into scale components in this step; see Figure 3 for an example of a binary 262 difference field and its first five scale components). Next, a mean squared error (MSE) of the 263 scale components of the binary field difference is calculated for each threshold and scale 264 component. Because the sum of MSE from the individual scale components is equal to the 265 MSE of the binary difference field image, the errors of individual scales can be examined 266 separately (Casati et al. 2004) . 267
To generate a baseline skill, a random MSE term is defined using the equation 268
where FBIAS is the frequency bias and BR is the base rate (Casati 2010) . A skill score is 270 defined for each binary forecast and observation scale component, called the intensity scale 271 skill (ISS) score, and is given by: 272 The bias is then assessed by comparing the En2(F) and En2(O) values with each other for 295 every threshold and spatial scale by computing the energy (squared) relative difference (ERD): 296
. (5) 297 and negative ERD values indicate underforecasting (a low bias) (Casati 2010) . 299 300
Results 301 a) Traditional metrics 302
According to the GSS, the 0000-UTC CN scored better than C0 for all forecast hours at 303 the 20-dBZ threshold at the 5% significance level (Fig. 4a) . However, while significance exists 304 at the 5% level for all forecast hours, the lower bound of the 95% confidence interval is close 305 to zero beyond forecast hour (FH hereafter) 5, so no strong conclusions can be made at those 306 hours. Similar conclusions can be drawn from looking at the GSS derived from the APCP field 307 for the 1.0-mm threshold (Fig. 4c ). This similarity between the SR and APCP verification 308 scores of comparable thresholds was a common theme for all of the results found in this study, 309 so only the verification scores for the SR fields are shown hereafter to eliminate redundancy. 310
At the 40-dBZ threshold (Fig. 4b ), CN's GSS values remain above those of C0, but the 311 difference quickly decreases in the first 2 hours; the differences are barely significant at the 5% 312 level from FH 2-4 and lack significance beyond FH 4. This indicates a much more rapid drop 313 in relative skill between the two models for the higher threshold. In addition, the scores 314 themselves are not much better than what could be achieved at random with scores that drop 315 and remain below a GSS of 0.1 at the first forecast hour for CN. These results indicate that the 316 model is having a hard time accurately evolving, usually small-scale, high reflectivity cores 317 that are initialized from the radar reflectivity observations. Both inadequate resolution and less 318 than optimal analysis of the intense convection in the initial condition coupled with intrinsic 319 faster error growth at small scales can cause such a fast drop in skill score. 320 between CN and C0 are somewhat smaller than they are for the 0000-UTC runs -they become 322 statistically insignificant at the 95% confidence level around FH 4-5. The smaller differences 323 in scores between CN and C0 for the 1200-UTC runs may be related to the diurnal cycle of 324 convection. Convection is typically more abundant at 0000 UTC than at 1200 UTC, so CN has 325 an initial benefit of assimilating more radar data into the initial condition than is assimilated at 326 1200 UTC. Furthermore, the areal coverage of convection in the spring and summer tends to 327 peak after 0000 UTC in the Plains and tends to be much less in the 1200-1800 UTC period 328 (Wallace 1975; Easterling and Robinson 1985) . GSS (and other traditional scores) is dependent 329 on the base rate (i.e., higher base rate leads to larger GSS and lower base rate leads to smaller 330 GSS) (Stephenson et al. 2008) , so GSS will be larger for the forecasts with more observed 331 convection. For the remainder of the analysis, the results for the 1200-UTC runs are 332 qualitatively similar to those detailed for the 0000-UTC runs, so only the results for the 0000-333 UTC runs are shown for brevity. 334
The forecast hour at which the GSSs for CN and C0 converge drops from about FH 6-335 12 for the 20-dBZ threshold to about FH 2-3 for the 40-dBZ threshold for both the 0000-and 336 1200-UTC runs (Figs. 4b and 5b ). This convergence of GSS for the higher thresholds generally 337 agrees with the perceptions of the Spring Forecasting Experiment participants, who thought 338 CN and C0 were usually equally skillful between about FH 3 and FH 6 upon an hourly visual 339 inspection of the SR fields. A possible reason for this sentiment might have to do with color 340 psychology. For example, humans perceive some objects that are yellow and red (≥ 35-dBZ 341 objects) to be dangerous (i.e., stop signs and red lights), while objects that are green and blue 342 (< 35-dBZ objects) are perceived as not dangerous (Elliot and general point to be made is that the relative importance of CN and C0, as measured by the GSS, 357 is highly dependent on the chosen reflectivity (or precipitation) threshold. Therefore, the use of 358 a single metric like the GSS at any threshold can easily lead to a misrepresentation of model 359 performance for convection-allowing models (Doswell et al. 1990) . 360
Another problem with the GSS arises due to high frequency biases 3 . In Fig. 6a , the 361 frequency bias of the 0000-UTC initialized CN approaches a value of 2 by FH 2 and remains 362 above 1.5 for the rest of the forecast period. For rare events, many traditional grid-point-by-363 grid-point scores, such as the GSS, are maximized for frequency biases > 1 since these scores 364 are more sensitive to missed events than false alarms (Baldwin and Kain 2006) . In other words, 365 the 20-dBZ threshold. The differences in FBIAS between CN and C0 lead to higher POFD for 367 CN for several hours, particularly for the 20-dBZ threshold (Figs. 6 and 7) . The fact that CN 368 has a higher FBIAS (and higher POFD) than C0 for the first few hours is not surprising since 369 C0 is spinning up convection. However, the higher 20-dBZ FBIAS for CN persists through 370 about FH 8 for the 0000-UTC runs (Fig. 6a) , so the differences in FBIAS, and the effects 4 on 371 the GSS, appear to linger after C0 spins up convection. This relationship in FBIAS and POFD 372 between CN and C0 also is seen at the 40-dBZ threshold (Figs. 6b-7b 
b) Neighborhood method results 376
The previous section shows that a wide range of conclusions can be drawn about a 377 model's performance when using traditional grid-point-by-grid-point metrics computed from 2 378  2 contingency tables on explicit model forecasts of convection, depending on which 379 threshold and metric are used for evaluation. Although some scores may under penalize model 380 forecasts if model biases are not accounted for, the lack of overlay of forecasts and 381 observations at the grid scale for highly discontinuous fields can over penalize the forecasts 382 and misrepresent the skill and usefulness of the forecasts, which may be the case for the 40-383 dBZ threshold GSS scores shown earlier. For the neighborhood metrics that attempt to account 384 for forecasts that are "close enough", not surprisingly, CN exhibits positive skill for all 385 neighborhood sizes and reflectivity thresholds at the initial analysis time for the 0000-UTC 386 initialization time (Fig. 8a) . Again, this is because the hydrometeor fields are effectively 387
Forecasts at the 30-dBZ threshold lose skill up to the 20-km neighborhood (~4x) and the 391 forecasts at the 40-dBZ threshold lose skill up to the 60-km neighborhood (~12x) (Fig. 9a) .
for the first few forecast hours. Although the drop-off in skill for CN is rapid, CN still 398 outperforms C0 for all neighborhood and threshold combinations at FH 1 (Figs. 9c) . The 399 neighborhoods and reflectivity thresholds at which the alleviation of the spin-up problem is 400 skillful are limited to neighborhoods greater than 5-10 km for the lower reflectivity thresholds 401 (i.e., 20-30 dBZ) and neighborhoods greater than 20-40 km for the higher thresholds (i.e., 35-402 40 dBZ). Similarly, CN continues to outperform C0 at FH 2 and is, thus, not shown. 403
By FH 3, the 0000-UTC CN model runs continue to lose useful skill. The 0000-UTC 404 CN model runs have useful skill for neighborhoods greater than ~30 km at the 20-dBZ 405 threshold and for neighborhoods greater than ~140 km at the 40-dBZ threshold (Fig. 10a) . 406
Conversely, C0 gains useful skill for neighborhoods greater than ~150 km at the 20-dBZ 407 threshold and for neighborhoods greater than ~310-km at the 40-dBZ threshold (Fig. 10b) . CN 408 continues to have greater skill than C0 at FH 3 (Fig. 10c) , but the magnitude of the differences 409 are decreasing. 410
At FH 6, the 0000-UTC CN model runs maintain useful skill for neighborhoods greater 411 than ~90 km at the 20-dBZ threshold and for neighborhoods greater than ~140 km at the 40-412 dBZ threshold (Fig. 11a) , which is similar to the results at FH 3. Useful skill exists for 413 neighborhoods greater than ~150 km at the 20-dBZ threshold and for neighborhoods greater 414 than ~320 km at the 40-dBZ threshold for the 0000-UTC C0 model runs (Fig. 11b) . The 415 magnitude of the difference in skill between CN and C0 continues to decrease by FH 6, but are 416 deemed to be significant at most neighborhoods and thresholds (Fig. 11c) . At forecast hours 9 417 and 12, the results are similar to FH 6 and, thus, are not shown. 418
c) Scale separation method results 420
Although the neighborhood method effectively weights small distance errors less and 421 less as the size of the neighborhood increases, it does not define the contribution of specific 422 spatial scales to the error (nor to their biases). The scale separation method is able to isolate 423 these scales. Furthermore, the scale separation results give another perspective of where in the 424 reflectivity-spatial-scale parameter space the "useful skill" exists through the ISS. This 425 additional information of useful skill is revealing because the FSS useful used earlier may not be 426 the optimal measure of useful skill. 427
For the initial analysis time, CN exhibits positive skill (positive ISS values are 428 considered to define "useful skill" for the purpose of this study) for all spatial scales at 429 thresholds less than 25 dBZ and for spatial scales greater than ~10 km at the 40-dBZ threshold 430 (Fig. 12a 6 ), so even for the initial hour, CN struggles with analyzing the amplitude of the 431 higher reflectivity cores. This is likely due to a somewhat smoothed representation of 432 convection produced by the cloud analysis schemes. Even though CN is largely unbiased at the 433 initial time, it is initialized with too much coverage of higher reflectivities for large spatial 434 scales based on ERD values greater than 0.2 (Fig. 12b) . 435
At FH 1, CN has no skill for both spatial scales less than about 40 km and thresholds 436 greater than 25 dBZ (Fig. 13a) . Thus, individual thunderstorms are not forecasted skillfully 437 even after just 1 hour of integration. A source of error at these scales could be related to the 438 initialization procedure. Because the 3DVAR and cloud analysis are only performed at one 439 time, there likely is not a dynamical balance between the 3DVAR wind field analysis that uses 440 the radial winds in the Doppler radar data and the hydrometeor and in-cloud temperature and 441 moisture adjustments from the cloud analysis that uses the reflectivity data (Hu et al. 2006b ). 442
As a result, the storms that are inserted into the initial condition often undergo rapid adjustment, 443
and new storms form along the outflow from the initial storms, or along boundaries and 444 features that are either found in the initial condition, or are inserted into the initial condition by 445 the 3DVAR analysis. C0 has positive skill for spatial scales greater than ~160 km for the lower 446 reflectivity thresholds and for spatial scales greater than ~60 km for the higher reflectivity 447 thresholds (Fig. 13b) . The CN and C0 difference field reveals that CN performs better than C0 448 for all spatial scales and reflectivity thresholds at FH 1 (Fig. 13c) , because C0 is still spinning 449 up convection. Of significance is that CN overforecasts (high bias) for all spatial scales and 450 reflectivity thresholds except for the highest thresholds (Fig. 13d) indicating that CN is 451 generating too much convection in the first forecast hour. The spin-up of convection in C0 is 452 indicated by the negative ERD values for all spatial scales and reflectivity thresholds (Fig. 13e) . 453
At FH 3, CN has no skill for both reflectivity thresholds greater than 30 dBZ and spatial 454 scales less than ~80 km (Fig. 14a) . Interestingly, a "tongue" of negative skill exists between 455 the 40-km and 80-km spatial scales for lower reflectivity thresholds. Positive skill exists on 456 either side of this tongue. For C0, the tongue of negative skill exists between the spatial scales 457 of 25 km and 160 km (Fig. 14b) . This region of positive skill on the small spatial scales in the 458 plots is likely due to there being very few small-scale events with weak intensity, which causes 459 only small errors compared to the random forecast at these scales (Casati 2010) . 460
At FH 3, in the range of spatial scales from 40 km to 320 km, CN is noticeably better 461 than C0 at the lower reflectivity thresholds but not at 40 dBZ (Fig. 14c) . The skill for CN 462 appears to be better than for C0 at scales less than 40 km as well, but the significance is 463 doubtful to nonexistent. This implies that CN has noticeably better skill in the near-term 464 forecasting of precipitation than C0 down to 40-km spatial scales (~8∆x). However, there is 465 negative skill between the 40-km and 80-km spatial scales for CN, so CN's improvement over 466 C0 is only useful for spatial scales greater than ~80 km (~16∆x). Once again, CN overforecasts 467 for all spatial scales and for reflectivity thresholds less than 35 dBZ (Fig. 14d) . C0 continues to 468 underforecast for reflectivity thresholds greater than 30 dBZ, but for reflectivity thresholds less 469 than 30 dBZ, C0 has a small positive bias (Fig. 14e) as convection has spun up by this time. 470
At FH 6, the positive skill at the higher reflectivity thresholds seen at FH 3 remains the 471 same for CN, but the positive skill for the lower thresholds between 80 and 160 km is lost (i.e., 472 the region of negative skill shift toward smaller reflectivities and larger scales) (Fig. 15a) . The 473 scales and thresholds of positive skill for C0 changed little from FH 3 to FH 6, except for the 474 SFE2009 and SFE2010 participants, who tended to say CN and C0 were of nearly equal skill 478 by FH 3 to FH 6. This suggests that the human participants were focusing not only on the 479 higher reflectivity thresholds (see section 4a), but also on relatively small scales. In other 480 words, they may have been rating CN and C0 more so based on smaller-scale convection (e.g., 481 supercells), as opposed to larger-scale convective systems, which can have broad areas of high 482
reflectivity (> 35 dBZ). 483
However, an interesting result is that CN continues to show better skill than C0 for the 484 spatial scales between ~40 km and ~320 km. A possible reason why the spatial scales and 485 reflectivity thresholds at which CN has positive skill and C0 has significantly lesser or negative 486 skill is that the mesoscale convective systems and squall lines simulated by C0 tend to lag 487 behind the observed systems more so than for CN. A comparison of the SR and OR beginning 488 at 0000 UTC on 14 May 2009 illustrates this problem (Fig. 16 ). CN's simulated squall line 489 largely overlaps the observed squall line after 6 hours of integration, but C0's simulated squall 490 line lags behind. This is a characteristic that was noticed on several days by the SFE2009 491 participants and was most clearly seen for squall lines and larger convective systems at greater 492 than 30-dBZ thresholds. This shows that CN has difficulty retaining convective-scale skill 493 (scales < 40-80 km) through 3 to 6 hours, but the information on the larger scales appears to be 494 retained at and beyond 6 hours and is manifest as convective systems with a smaller lag with 495 observations compared to C0. With the initial data assimilation, CN has a better handle of the 496 current state of the atmosphere on the larger scales with respect to latent heating and 497 divergence. With that information, CN is able to maintain larger convective systems from the 498 start, while C0 has to take time to develop that same convective system. Also at FH 6, CN 499 continues to overforecast for thresholds less than 35 dBZ, but now underforecasts for 500 thresholds greater than 35 dBZ (Fig. 15d) . C0 slightly overforecasts for small spatial scales and 501 low reflectivity thresholds while underforecasting for thresholds greater than 35 dBZ, similar 502 to CN (Fig. 15f) , indicating that the spin-up process in C0 is nearly complete. Forecast hours 9 503 and 12 depict similar results to FH 6 and are thus not shown. 504 505
Summary and conclusions 506
During a period of several weeks in the springs of the past several years, researchers 507 and forecasters from across the country met in Norman, OK for the annual Hazardous Weather 508
Testbed (HWT) Spring Forecasting Experiment to evaluate model forecasts from experimental 509
storm-scale models. In 2009 and 2010, one of their tasks was to rate CN and C0 based on a 510 visual inspection of the simulated and observed reflectivity. Most of the time, the participants 511 noted that the skills of CN and C0 became roughly equivalent sometime between forecast 512 hours 3 and 6. However, some traditional verification metrics, like GSS at lower thresholds, do 513 not necessarily convey this message and can suggest that beneficial information from radar is 514 retained out to at least 12 hours. As such, a main goal of this study was to determine if newer 515 spatial verification techniques provide objective results that are qualitatively more similar to 516 SFE2009 and SFE2010 participants' subjective assessment of the model forecasts than the 517 traditional verification scores. Additionally, another important goal of this study was to 518 evaluate the benefit of the 3DVAR-cloud analysis radar data assimilation technique, which was 519 used in CN's forecasts. 520 and as part of an objective assessment of the performance of CN and C0, several traditional 522 verification metrics were computed for the CN and C0 forecasts of convection. It was found 523 that the assessment of the relative performance of CN versus C0 depends significantly on the 524 metric of choice and on the chosen threshold of reflectivity (or similarly, 1-h accumulated 525 precipitation). According to the GSS (ETS), CN significantly outperformed C0 out to forecast 526 hour 6 (with doubtful significance out to FH 12, which does not agree well with the assessment 527 from the Spring Forecasting Experiment participants) at the 20-dBZ threshold. However, at the 528 40-dBZ threshold, CN and C0's GSS scores converged after just a few hours of integration, 529 which agrees much better with the sentiment of the SFE participants. This is likely due to the 530 fact that the participants tended to focus on the higher reflectivities in the displays (the 531 reflectivities with yellows and reds) rather than the weaker reflectivities (blues and greens). 532 Also, CN's GSS scores at the 20-dBZ threshold were likely larger than C0's GSS due to CN's 533 high frequency bias, both in an absolute sense and relative to C0, for most thresholds. 534
In addition to the computation of traditional metrics, some new spatial verification 535 techniques were used: the FSS computed using the neighborhood method was used to assess 536 the neighborhood and variable threshold combinations that yield useful forecasting skill for 537 each forecast hour (Roberts and Lean 2008; Ebert 2008 ). Furthermore, the ISS computed from 538 the scale separation method was used to examine the error (MSE and bias) and skill on specific 539 spatial scales (Casati 2010 ). These filtering methods serve to give credit to forecasts that are 540 "close enough" -grid-point-by-grid-point metrics do not do so. 541
In general, both the FSS and the ISS show that CN lost most of its useful skill at 542 neighborhood widths and spatial scales smaller than about 40 km (8∆x), and performs worse 543 the higher is the threshold, after just a few hours of integration. As discussed in Section 4c, a 544 source of additional error at these widths and scales could be related to how there is likely not a 545 dynamical balance between the 3DVAR wind field analysis and the hydrometeor and in-cloud 546 temperature and moisture adjustments from the cloud analysis in the initialization procedure 547 potentially resulting in rapid adjustments of storm coverage patterns. Even with this potential 548 source of error, CN still performed better than C0, which has negative FSS for most 549 neighborhood and threshold combinations through FH 6. Although, it is acknowledged that the 550
Roberts and Lean "target skill" may not be optimal for the more convective precipitation 551 events examined in this study possibly due to being too stringent. 552
The scale separation method applied to the forecasts revealed many similar results 553 compared to the neighborhood method, but there were some differences. For all forecast hours, 554 a benefit of the 3DVAR analysis revealed clearly by the scale-separation method is seen in the 555 larger spatial scales. The significant difference in ISS between CN and C0 for the 40-320 km 556 spatial scales and the lack of any significant differences at smaller spatial scales beyond a few 557 hours shows that convective meso- and meso-β scales are contributing little to nothing to the 558 improvement in skill seen for CN versus C0. A possible reason as to why this is the case was 559 discussed in Section 4c: mesoscale convective systems in C0 tend to lag behind the observed 560 systems more so than for CN. This suggests that the information assimilated through the 561 3DVAR-cloud analysis system adds little to no skill at convective and smaller meso scales (< 562 40-80 km) starting at FH 1, but adds skill compared to a cold start at larger scales, even out to 563 FH 12. 564 A goal of this work was to find objective measures of model skill that match the 565 subjective impressions of experts that evaluated the models subjectively. It is found that the 566 than 40-80 km match the subjective impressions as well. Therefore, these metrics (for these 570 scales and thresholds) may be appropriate for use to provide an assessment consistent with 571 experts' impressions of convection-allowing model forecast skill. 572
Furthermore, the two spatial filtering methods gave a more comprehensive 573 characterization of the performance of the convection-allowing models than the traditional 574 verification methods. The neighborhood and scale separation methods revealed where "useful 575 skill" might exist for several forecast hours in the reflectivity-spatial-scale parameter space 576 that was not regularly apparent in the subjective evaluations or in the objective verification 577 using the traditional scores. It is hoped that these results encourage future use of these new 578 spatial verification metrics rather than the continued use of traditional verification metrics at 579 single thresholds to characterize the performance of high-resolution, convection-allowing 580 models. This is the first known study to appear in the refereed literature to use radar reflectivity 581 instead of accumulated precipitation as the verification field for aggregate statistics computed 582 over multiple seasons. It was found that both fields lead to similar results for all three 583 verification methods discussed, giving confidence in the use of hourly simulated and observed 584 reflectivity as a robust way to measure the performance of convection-allowing models. Finally, 585
it would be beneficial to use these spatial verification metrics on case studies of convection or, 586 perhaps, subsets of modes of convection (e.g. supercells versus disorganized multicells versus 587 
