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Abstract
Swift and accurate alignment of transmitter (Tx) and receiver (Rx) beams is a fundamental design
challenge to enable reliable outdoor millimeter-wave communications. In this paper, we propose a new
Optimized Two-Stage Search (OTSS) algorithm for Tx-Rx beam alignment via spatial scanning. In
contrast to one-shot exhaustive search, OTSS judiciously divides the training energy budget into two
stages. In the first stage, OTSS explores and trains all candidate beam pairs and then eliminates a set of
less favorable pairs learned from the received signal profile. In the second stage, OTSS takes an extra
measurement for each of the survived pairs and combines with the previous measurement to determine
the best one. For OTSS, we derive an upper bound on its misalignment probability, under a single-path
channel model with training codebooks having an ideal beam pattern. We also characterize the decay
rate function of the upper bound with respect to the training budget and further derive the optimal
design parameters of OTSS that maximize the decay rate. OTSS is proved to asymptotically outperform
state-of-the-art beam alignment algorithms, and is numerically shown to achieve better performance
with limited training budget and practically synthesized beams.
Index Terms
Beam alignment, beam training, exhaustive search, hierarchical search, optimized two-stage search,
large deviations techniques, millimeter-wave communications.
I. INTRODUCTION
Millimeter-wave (mmWave) communications has been recognized as one of the important
technologies in the evolving 5G New Radio (NR) [2]–[5]. Owing to the abundant spectrum
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2at mmWave bands (30-300 GHz), mmWave technology has great potential for enabling a
variety of data-hungry mobile applications, such as video streaming and vehicle-to-vehicle
communications [6]. However, the unfavorable characteristics of mmWave bands, manifesting
in severe path loss, sparse scattering and sensitivity to blockage, have posed great challenges in
realizing reliable mmWave communications in practice [7].
To combat the significant path loss, directional transmission via beamforming is necessary in
particular for outdoor long-range mmWave communications. Establishment of such transmission,
however, requires swift and accurate alignment of transmitter (Tx) and receiver (Rx) beams,
which is non-trivial to accomplish. In this paper, we focus on this fundamental beam-alignment
problem and advance existing studies by developing a new beam-alignment strategy.
Beam training via spatial scanning is a common approach for beam alignment in mmWave
communications and it has drawn considerable attention from both academia and industry [7]–
[20]. This approach involves a search through pre-defined beam codebooks that cover the
scanning space to determine the best beam that aligns with the dominant path for communication.
Depending on the application scenarios of mmWave communications, spatial scanning can be
performed at one side of the communication link, e.g., at Tx or Rx, to find the best trans-
mit/receive beam for data communication, or be performed at both sides of the communication
link to find the best transmit and receive beam pair. In what follows, we discuss spatial scanning
schemes by assuming that the search is two-sided. However, the algorithms and analysis will
also apply to the one-sided scenario as a special case. Exhaustive search and hierarchical search
are the two classic strategies of spatial scanning and they differ in both codebook construction
and search mechanism [7].
In exhaustive search, a training codebook is formed by narrow beams with large beamforming
gain. Tx and Rx sequentially train each of the beam-pairs in the codebook and find the best one
that maximizes a given performance metric (such as combined beamforming gain). On the other
hand, in hierarchical search, multi-level codebooks are formed and arranged in a hierarchial
manner by using fewer wider beams in the lower level and more narrower beams in the higher
level to cover the same scanning space [8]–[13]. In the spirit of bisection search, Tx and Rx
first train wide beam-pairs in a lower-level codebook and retain the best one, and then iteratively
refine the search using the next-level codebook within the beam subspace associated with the
survived beam-pair.
3Compared with exhaustive search, hierarchical search reduces the search space, examines
fewer beam-pairs and thus requires fewer measurements. However, this measurement reduction
does not necessarily imply the superiority of hierarchical search. In fact, if hierarchical search
were to be performed at the highest possible beam switching speed (hence with the minimum
time), the beam alignment performance would be very poor for low SNR users, owing to the
misalignment error propagation originating from wide beams with small beamforming gain in
an early stage [12]. To enhance its performance, a longer training time [12] to accumulate more
training energy is needed for each measurement to boost the effective SNR at receiver. With
longer training time, exhaustive search becomes feasible. Compared with hierarchical search,
exhaustive search examines more beam-pairs and thus takes more measurements; however, it
enjoys high beamforming gain from the narrow beams adopted and might require less training
energy per measurement to achieve a desired SNR at receiver. Therefore, it is unclear what
the relative performance of these two search strategies is, subjected to the same total amount of
training energy budget. In [12], we have characterized the asymptotic misalignment probability of
both strategies and proved that exhaustive search asymptotically outperforms hierarchical search
when the training budget grows large, under the single-path channel model and with ideal beam
codebooks.
In the meantime, the impact of practical beam codebook design on the performance of
hierarchical search has also been studied and different beam synthesis techniques have been
developed in [11], [13], [21], [22]. Variations of exhaustive search and hierarchical search have
also been studied in the presence of favorable beam-pointing side information [17] and in the
context of multi-user scenarios [23], respectively.
The focus of our paper is outdoor mmWave systems where the pre-beamforming SNR is
often much smaller than 0 dB. In this case, more training time is needed to ensure good beam
alignment accuracy and we consider training times that are sufficient to perform exhaustive
search. We propose a new search algorithm for beam alignment that uses the same training
codebook as that of exhaustive search. However, we compress the exhaustive search into a shorter
time period (using the same beamforming vectors), and hence use less energy for that search.
We then select a small set of promising beamforming directions, based on the initial search, and
use the remaining time and energy to re-explore those directions, the other directions having
been eliminated by the first stage. There is a particular payoff from this strategy in mmWave
4communications because the pre-beamforming SNR is low, and hence false positives can often
occur in the standard exhaustive search, and also in the standard hierarchical search (particularly
in the initial widebeam search). In our approach we are able to eliminate directions that have
a low return in the first stage, and then focus the residual energy in exploring the remaining
directions to eliminate the false positives. In the second stage, an extra measurement is taken and
is coherently combined with the previous measurement for each of the remaining beam pairs.
Among them, the algorithm recommends the one with the largest combined received energy
as the final decision. We use the term “Optimized Two-Stage Search (OTSS)” to denote the
algorithm.
Under a line-of-sight single-path channel model and with ideal beam patterns, we derive an
upper bound on the misalignment probability of OTSS as a function of key system parameters
and verify its tightness numerically. Using large deviations techniques, we also characterize the
decay rate function of the upper bound with respect to the total training energy budget, and
further derive the optimal number of less favorable beam pairs eliminated in the first stage (K∗)
and the optimal fraction of training budget allocated to the first stage (α∗) that maximize the
decay rate. Both K∗ and α∗ depend only on the number of candidate beam pairs in the model.
This analysis not only provides important guidance on the asymptotically optimal choice of
the key design parameters of OTSS, but also allows us to conclude that OTSS asymptotically
outperforms state-of-the-art baselines (including the classic hierarchical search and exhaustive
search), when the same training energy budget for all strategies grows large. The performance
advantage of OTSS is also verified numerically when the training budget is finite and when
practically synthesized beams are adopted.
Notation: Boldface uppercase and lowercase letters denote matrices and vectors, respectively,
e.g., A is a matrix and a is a vector. ‖a‖2 denotes the l2 norm of vector a. Notation (·)T denotes
the matrix transpose, while (·)† denotes the conjugate transpose. For a pair of integers (z1, z2)
where z1 ≤ z2, [z1 : z2] is used to denote the discrete interval {z1, z1 + 1, · · · , z2}. Finally,
CN (0, σ2) denotes a complex Gaussian distribution with zero mean and variance σ2.
II. BEAM ALIGNMENT PROBLEM AND PRELIMINARIES
We consider a point-to-point mmWave beam alignment problem, in which a Tx and a Rx
wish to align their transmit/reception beams along the dominant path in a mmWave channel.
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Fig. 1. An illustration of the beam alignment problem. Tx and Rx wish to determine the best beam pair from a pre-defined
Tx-Rx beam codebook that aligns with the dominant path in mmWave channel H (namely, that maximizes the effective channel
gain |f†l Hwl|2).
We assume reliable feedback links (via, say, low frequencies) are available for the coordination
of the beam search and that the Tx and the Rx are synchronized. We refer the readers to the
literature for mmWave synchronization techniques [24], [25].
In particular, beam training via spatial scanning is adopted as in [9], [12], see Fig. 1 for an
illustration. Specifically, let Ψ and Φ be the entire Angle of Departure (AoD) and Angle of
Arrival (AoA) scanning interval, respectively. Assume that Tx and Rx is equipped with NT and
NR antennas, respectively. Let CT = {w¯lT ∈ CNT×1, lT ∈ [1 : LT ]} be a set of LT unit-norm
beams at Tx that jointly cover the entire AoD and CR = {f¯lR ∈ CNR×1, lR ∈ [1 : LR]} be a set
of LR unit-norm beams at Rx that jointly cover the entire AoA. The Tx-Rx beam codebook C
is therefore given by the cartesian product of CT and CR as C = {(w, f) : w ∈ CT , f ∈ CR},
with N , LTLR beam pairs in total. For ease of exposition, we simply use (wl, fl) to denote
the lth beam pair in C, where l ∈ [1 : N ]. When constructing the Tx and Rx codebooks, we
assume that both the magnitude and the phase of each beamforming coefficient are adjustable.
Such codebooks can be realised when one variable gain amplifier (VGA) and one phase shifter
is equipped for each antenna, as proposed in [26], [27] (see Fig. 1 for an illustration), or be
realised when two phase shifters are provided for each antenna [28].
Consider a frequency-flat and block-fading channel model, where the channel remains
unchanged during the beam-alignment process. Let H ∈ CNR×NT be an arbitrary realization
of the mmWave channel between Tx and Rx. The goal of beam alignment is to determine the
best beam pair (wlopt , flopt) ∈ C that maximizes the effective channel gain after beamforming, i.e.,
lopt = arg max
l∈[1:N ]
|f †lHwl|2. (1)
However, since neither Tx nor Rx has knowledge of H, it is necessary to carry out proper beam
6training by letting Tx transmit pilot symbols and Rx measure the pilots using beam pairs in
C. The Rx then selects the best beam pair based on the channel output measurements. In this
work, we assume that there is a pre-defined total training time for spatial scanning and that
the transmission power of the pilots is constant. This implies that there is a pre-defined total
training energy budget Etot. It follows that a better beam alignment strategy will have a lower
misalignment probability when using the same training budget Etot.
A simple strategy of beam alignment is to train each of the N beam pairs in C once to
find the best beam pair. This is known as exhaustive search in the literature that requires N
measurements. Since all beam pairs look equally competitive without any prior knowledge of the
channel, exhaustive search naturally allocates the same amount of energy to each measurement.
Assuming that Etot can be divided with an arbitrarily small granularity 1, each measurement in
exhaustive search is allocated the same amount of energy at E = Etot/N .
Consider the l-th measurement with beam pair (wl, fl) in exhaustive search. The received
signal at Rx can be represented as:
yl = f
†
lHwls+ f
†
l Zl
= hls+ zl, l ∈ [1 : N ], (2)
where s is the pilot sequence of ns symbols that carries energy E, i.e., ‖s‖22 = E, while
hl , f †lHwl denotes the effective channel after Tx-Rx beamforming, Zl ∈ CNR×ns is the noise
matrix (before Rx beamforming) with i.i.d. components ∼ CN (0, σ2) and thus the elements of
zl are i.i.d. circular Gaussian ∼ CN (0, σ2), given that ‖fl‖22 = 1.
Upon obtaining yl, the Rx then produces the match filtered output as:
rl = s
†yl = Ehl + zl, l ∈ [1 : N ], (3)
where zl = s†zl ∼ CN (0, Eσ2). It can be seen that the SNR of the matched-filter output rl is
E|hl|2
σ2
= Etot|hl|
2
Nσ2
, which is proportional to the training energy allocated to each measurement.
Based on all the N measurements, exhaustive search then selects the beam pair that produces
1This assumption holds well when the total number of pilot symbols is much larger than N . Considering that the bandwidth
of mmWave tends to be large, even with a very short training time, the number of symbols can be very large. For instance,
consider that the total training time is 10 µs and the bandwidth is 100 MHz. This means that there are 1000 pilot symbols
during the training period. Note that this 10 µs corresponds to roughly 13.6% of the coherence time for a UE of relatively
low-mobility at 10 m/s and the carrier frequency is 73 GHz [12].
7the strongest match filter output:
lˆES = arg max
l∈[1:N ]
|rl| . (4)
If lˆES = lopt, successful alignment is attained, otherwise a misalignment is declared. It is clear
that if the measurements in (3) were noiseless, a correct decision from (4) would always
be guaranteed. However, only noisy measurements are obtained in practice and this renders
exhaustive search vulnerable to potential misalignment, as is the case with any other scheme.
In the next section, using the same training codebook of exhaustive search, we propose a new
beam search algorithm. We shall further analyze the performance of the proposed algorithm in
Section IV and prove that it can outperform exhaustive search by achieving lower misalignment
probability under the same training energy budget.
III. OPTIMIZED TWO-STAGE SEARCH ALGORITHM
The rationale for the Optimized Two-Stage Search (OTSS) is that exhaustive search is
vulnerable to false positives (i.e., beams that happen to have large match-filtered output due
to noise but are not aligned with the dominant path), especially at low SNR. Using narrow
beams does not necessarily help, as the narrower the beam, the less time is available for the
measurement, given an overall time constraint on the beam alignment. In OTSS, we compress
the exhaustive search into a shorter time period (using the same beamforming vectors), and
hence use less energy for that search. We then select a set of promising beamforming directions
that likely include the best direction plus the false positives, based on the initial search, and
use the remaining energy to re-explore those directions. OTSS eliminates directions that have
a low return in the first stage, and then focuses the residual energy in exploring the remaining
directions to eliminate the false positives in the second stage. Specifically, in the second stage, an
extra measurement is taken for each of the retained beam pairs and combined with the previous
measurement to determine the best pair.
We now formally present the OTSS algorithm. Specifically, the total training energy budget
Etot is split into two fractions (αEtot, (1−α)Etot), with αEtot and (1−α)Etot devoted to the first
stage and the second stage, respectively. The splitting factor α ∈ (0, 1] is to be optimized later.
In the first stage, each measurement is allocated the same amount of energy:
E(1) = αEtot/N, (5)
8where the superscript “(.)” indexes the stage. Considering the l-th measurement with beam pair
(wl, fl) and similar to (3), the matched filter output at Rx can be represented as:
r
(1)
l = E
(1)hl + z
(1)
l , l ∈ [1 : N ], (6)
where hl = f
†
lHwl as in (2) and the effective noise z
(1)
l ∼ CN (0, E(1)σ2) as in (3). The
magnitude of each matched filter output is further denoted by
T˜
(1)
l = |r(1)l |, l ∈ [1 : N ], (7)
Through this exploration, the algorithm then ranks all beam pairs according to {T˜ (1)1 , · · · , T˜ (1)N }
in an ascending order, identifies the K worst beam pairs that have the smallest value and
eliminates them from further consideration. Here, K ∈ [1 : N − 1] is a key algorithm parameter
to be optimized. Without loss of generality, let B(1)G be the set of indices of (N −K) retained
beam pairs by the end of this stage.
In the second stage, the algorithm evenly splits the remaining training energy among beam
pairs in B(1)G such that
E(2) = (1− α)Etot/(N −K), (8)
and takes an extra measurement for each pair. The matched filter output of the l-th beam pair
in the second stage can be represented as
r
(2)
l = E
(2)hl + z
(2)
l , l ∈ B(1)G , (9)
z
(2)
l ∼ CN (0, E(2)σ2). By coherently combining the new measurement r(2)l and its previous
measurement r(1)l , the algorithm constructs a set of combined outputs:
T˜
(2)
l =
∣∣∣r(1)l + r(2)l ∣∣∣ , l ∈ B(1)G . (10)
Finally, the beam pair with the strongest combined output is selected as the decision:
lˆOTSS = arg max
l∈B(1)G
T˜
(2)
l . (11)
The OTSS algorithm is summarized in Table I. It is clear that OTSS includes exhaustive search
as a special case when α = 1 and K = N − 1. Furthermore, by properly choosing parameters
α and K, it is expected that OTSS will outperform exhaustive search when the same training
energy Etot is used. In the next section, we will establish design guidelines on this by developing
fundamental performance limits for OTSS.
9TABLE I
OTSS ALGORITHM FOR BEAM ALIGNMENT
Input: C, beam codebook with N candidate beam pairs;
Etot, total energy budget; α, budget fraction for Stage 1;
K, the number of beam pairs discarded in Stage 1.
1) Stage 1:
1.1) For l ∈ [1 : N ]: train (wl, fl) to collect match-filtered measurement r(1)l at Rx
and compute energy T˜ (1)l as in (7).
1.2) Rank all beam pairs based on their energy statistics {T˜ (1)l },
discard the K worst beam pairs and form survival set B(1)G .
2) Stage 2:
2.1) For l ∈ B(1)G : retrain (wl, fl) to take extra measurement r(2)l
as in (9), and coherently combine (r(2)l , r
(1)
l ) to generate
combined statistic T˜ (2)l as in (10).
Output: lˆOTSS = arg maxl∈B(1)G T˜
(2)
l , as in (11).
In terms of feedback overhead, OTSS requires log2
(
N
K
)
bits to select the retained beams from
stage 1, and then log2(N −K) bits to select the best beam in stage 2. As it will become clear
later in the analysis, the asymptotically optimal (N − K) is on the order of √N . Using this
value, we obtain an upper bound of O(
√
N log2N) bits in the first stage, and O(log2N) bits
for the final stage. In contrast, exhaustive search requires log2N bits. Thus there is at most
an increase in feedback by a factor of
√
N compared to exhaustive search. With N = 128,
exhaustive search requires 7 bits of feedback, whereas OTSS requires 55 bits, which is about 8
times more feedback than required by exhaustive search. We remark that such feedback may be
obtained from a signalling channel at a lower (microwave) frequency and that it is required only
for beam alignment. In return, much improved beam alignment performance can be obtained,
as we demonstrate in our analytical and simulation results below. We finally note that while
OTSS requires a faster beam switching speed than exhaustive search, this faster beam switching
is well within the capabilities of the state-of-the-art chip designs, e.g., IBM has reported beam
switching speed of < 4 ns [29].
IV. PERFORMANCE ANALYSIS UNDER SINGLE-PATH CHANNEL MODEL AND WITH IDEAL
BEAM CODEBOOK
Similar to [9], [12], for tractability, we focus the analysis on a rank-one channel model that
captures well the dominant path in a LOS environment. More general models will be numerically
investigated in Section V, and it will be shown that the insights generated from the analysis here
continue to apply therein.
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Specifically, assume both Tx and Rx adopt a uniform linear array. The rank-one channel matrix
H is then represented as
H = γu(φ)v†(ψ), (12)
where |γ|2 is the path gain, while u(φ) ∈ CNR×1 and v(ψ) ∈ CNT×1 are the steering vectors
corresponding to AoA φ and AoD ψ that are defined as
u(φ) = [1, ej2pi
d
λ
sin(φ), · · · , ej2pi dλ (NR−1) sin(φ)]T , (13)
v(ψ) = [1, ej2pi
d
λ
sin(ψ), · · · , ej2pi dλ (NT−1) sin(ψ)]T , (14)
respectively, with λ being the wave-length and d being the antenna spacing. Under this model,
effective channel hl that accounts for Tx-Rx beams (wl, fl) as in (2) is specialized to
hl = γf
†
l u(φ)v
†(ψ)wl, (15)
and the corresponding channel gain is thus given by
gl , |hl|2 = |γf †l u(φ)v†(ψ)wl|2 (16)
= |γ|2Fl(φ)Wl(ψ), (17)
where we have defined Wl(ψ) , |v†(ψ)wl|2 as the Tx beamforming gain at AoD ψ and Fl(φ) ,
|f †l u(φ)|2 as the Rx beamforming gain at AoA φ.
In addition, as established in [12], [13], a desirable beam for beam training purpose should
have uniform gain in its intended coverage interval and zero leakage outside the interval. With this
ideal beam assumption and supposing that all Tx (Rx) beams have equal-size non-overlapping
coverage intervals that span the AoD range Ψ (resp. AoA Φ), the Tx (Rx) beamforming gain at
ψ ∈ Ψ (resp. φ ∈ Φ) is then quantified by:
Wl(ψ) =
 WT , 4pi|ΩT |/LT , if ψ ∈ Ψwl0, otherwise (18)
and Fl(φ) =
 FR , 4pi|ΩR|/LR , if φ ∈ Φfl0, otherwise , (19)
where Ψwl and Φfl denote the coverage interval of beam wl and fl, while ΩT and ΩR are the solid
angles spanned by the entire AoD range Ψ and AoA range Φ [30], respectively. For instance,
when Ψ = [0, 2pi] and LT = 16 beams, we have that |ΩT | = 4pi and each beam attains constant
11
gain WT = 16 within its coverage interval.
With these ideal beam codebooks and under the single-path model with arbitrary AoA φ and
AoD ψ given, gl of (17) is evaluated to
gl =
 |γ|2FRWT , if ψ ∈ Ψwl and φ ∈ Φfl .0, otherwise. (20)
Therefore, a perfect alignment through (1) simply chooses the unique beam pair with index lopt
that leads to non-zero gain.
For the OTSS algorithm proposed, a misalignment event occurs if lˆOTSS 6= lopt, and the
probability of misalignment is thus defined as pmiss = Pr{lˆOTSS 6= lopt}. Without loss of optimality
and for notational convenience, lopt = 1 is assumed. To further facilitate the analysis, we introduce
the following normalized statistics that relate to {T˜ (1)l } of (7) and {T˜ (2)l } of (10) as
T
(1)
l ,
(T˜
(1)
l )
2
σ2
2
E(1)
, ∀l ∈ [1 : N ], (21)
T
(2)
l ,
(T˜
(2)
l )
2
σ2
2
(E(1) + E(2))
, ∀l ∈ B(1)G , (22)
and define T (1)(K) as the Kth order statistic (i.e., the Kth smallest value) of {T (1)2 , · · · , T (1)N }. By
the law of total probability, pmiss can then be expanded as
pmiss = Pr{lˆOTSS 6= 1}
= Pr{1 /∈ B(1)G }+ Pr{lˆOTSS 6= 1 and 1 ∈ B(1)G } (23)
= Pr{T (1)1 < T (1)(K)}︸ ︷︷ ︸
p
(1)
miss
+ Pr{T (2)1 < max
l∈B(1)G \{1}
T
(2)
l , T
(1)
1 ≥ T (1)(K)}︸ ︷︷ ︸
p
(2)
miss
(24)
= p
(1)
miss + p
(2)
miss, (25)
where p(1)miss captures misalignment events that the first beam pair is eliminated in the first stage
of OTSS, while p(2)miss captures misalignment events that the first beam pair is not chosen at the
end of the second stage, though it survives in the first stage.
In what follows, we proceed to study properties of relevant statistics {T (1)l , l ∈ [1 : N ]} and
{T (2)l , l ∈ B(1)G } and develop bounds on pmiss, based on which optimized α and K are further
derived.
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A. Bounds on the Probability of Misalignment
Let χ2k(λ) denote a noncentral chi-squared distribution with degrees of freedom (DoFs) k and
noncentrality parameter λ. In the special case with λ = 0, χ2k(0) becomes a central chi-squared
distribution with DoFs k.
Lemma 1: For the OTSS proposed, under the single-path model and the ideal beam codebooks
as defined in (18) and (19) , we have T
(1)
1 ∼ χ22(λ(1)1 )
T
(1)
l ∼ χ22(0), l ∈ [2 : N ],
(26)
where λ(1)1 =
2|γ|2FRWTE(1)
σ2
, and all T (1)l ’s are independent.
Proof: Following (20), the match-filtered output r(1)l as in (6) is specialized to
r
(1)
l =
 γ
√
FRWTE
(1) + z
(1)
1 , l = 1
z
(1)
l , l ∈ [2 : N ],
(27)
where each zl ∼ CN (0, E(1)σ2). It is immediate to show that each T (1)l follows the distribution
as given by using its definition T (1)l =
|r(1)l |2
σ2
2
E(1)
. In addition, T (1)l ’s are mutually independent, since
each of the received signals is measured at different times under different beam pairs.
Let T (1)(k) be the kth order statistic (i.e., the kth smallest value) of {T (1)2 , · · · , T (1)N }. Using
Lemma 1, it is standard to establish the result as stated in the following corollary [31, p.5].
Corollary 1: The probability density function of T (1)(k) is
f
T
(1)
(k)
(x) =
(N − 1)!
2(k − 1)!(N − 1− k)! ×
(
1− exp(−x/2)
)(k−1)
exp
(
− N − k
2
x
)
,
x ≥ 0, k ∈ [1 : N − 1]. (28)
With this and Lemma 1, we are ready to compute p(1)miss.
Proposition 1: For the OTSS proposed, misalignment probability p(1)miss = Pr{T (1)1 < T (1)(K)} at
Stage 1 is quantified by
p
(1)
miss =
(N − 1)!
(K − 1)!(N − 1−K)! ×
K−1∑
n=0
(−1)n
(
K−1
n
)
(N −K + n)(N −K + n+ 1) exp
(
− λ
(1)
1 (N −K + n)
2(N −K + n+ 1)
)
(29)
where λ(1)1 =
2|γ|2FRWTE(1)
σ2
.
Proof: See Appendix A for detailed proof.
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Remark 1: With the expression derived, it is trivial to see that p(1)miss vanishes, when λ
(1)
1 →∞
(e.g., Etot →∞) on one extreme. On the other extreme with λ(1)1 → 0 (e.g., Etot → 0), we have
that p(1)miss approaches to
(N − 1)!
(K − 1)!(N −K − 1)!
K−1∑
n=0
(−1)n
(
K−1
n
)
(N −K + n)(N −K + n+ 1) (30)
=
(N − 1)!
(K − 1)!(N −K − 1)!
K−1∑
n=0
(−1)n
(
K−1
n
)
Γ(N −K + n)
Γ(N −K + 2 + n) (31)
=
(N − 1)!
(K − 1)!(N −K − 1)!B(K + 1, N −K) (32)
=
(N − 1)!
(K − 1)!(N −K − 1)!
K!(N −K − 1)!
N !
=
K
N
, (33)
where (32) follows from [32, Equation 0.160.2] with B(x, y) and Γ(z) being Beta and Gamma
function, respectively. This result coincides with the general intuition that if no measurements
were taken and K out of N beam pairs were randomly eliminated, the probability that the
optimal beam pair is eliminated is simply K/N .
As for Stage 2, deriving an exact characterization of p(2)miss is more challenging, since energy
statistic T (2)l for each of the survived beam pairs is coupled with its previous statistic at Stage 1
through coherent energy combining (10).
In particular, for each survived l ∈ B(1)G \{1}, its T (1)l must be one of
{T (1)(K+1), T (1)(K+2), · · · , T (1)(N−1)}, recalling T (1)(k) is the kth order statistic of {T (1)2 , · · · , T (1)N }.
Also noting that the extra measurement under each beam-pair l ∈ B(1)G \{1} at Stage 2 is simply
noise, we thus define a set of auxiliary variables as
T
′(2)
j =
∣∣∣√T (1)(K+j) σ22 E(1) + z(2)j ∣∣∣2
σ2
2
(E(1) + E(2))
, (34)
where z(2)j ∼ CN (0, E(2)σ2) for j ∈ [1 : N −K − 1]. It is clear that {T ′(2)j , j ∈ [1 : N−K−1]}
and {T (2)l , l ∈ B(1)G \{1}} are statistically equivalent.
We now propose an upper bound on p(2)miss as
p
(2)
miss = Pr{T (2)1 < max
l∈B(1)G \{1}
T
(2)
l , T
(1)
1 ≥ T (1)(K)}
≤ Pr{T (2)1 < max
l∈B(1)G \{1}
T
(2)
l } (35)
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= Pr{T (2)1 < max
j∈[1:N−K−1]
T
′(2)
j } (36)
≤
N−K−1∑
j=1
Pr{T (2)1 < T ′(2)j } (37)
, p¯(2)miss, (38)
where (37) follows from the union bound argument.
Lemma 2: Variable T (2)1 ∼ χ22(λ(2)1 ) with noncentrality parameter
λ
(2)
1 =
2|γ|2FRWT (E(1) + E(2))
σ2
, (39)
while conditioned T (1)(K+j) = x, we have that
E(1) + E(2)
E(2)
T
′(2)
j ∼ χ22
(E(1)
E(2)
x
)
, j ∈ [1 : N −K − 1]. (40)
Proof: The proof mainly follows by the construction of each variable and the definition of
noncentral chi-squared distribution, see Appendix B.
With this lemma, we are ready to compute p¯(2)miss.
Proposition 2: For the OTSS proposed, misalignment probability p(2)miss at Stage 2 is upper
bounded by p¯(2)miss, which can be computed as
p¯
(2)
miss =
N−K−1∑
j=1
∫ ∞
0
F(2,2)
( E(2)
E(1) + E(2)
∣∣∣λ(2)1 , E(1)E(2)x)fT (1)(K+j)(x)dx, (41)
where f
T
(1)
(K+j)
(x) is given by (28) and F(n1,n2)(z|η1, η2) is the cumulative distribution function
(CDF) of a doubly noncentral F -distribution F (n1, n2, η1, η2) with DoFs (n1, n2) and noncen-
trality parameters (η1, η2).
Proof: It suffices to show that each Pr{T (2)1 < T ′(2)j } in p¯(2)miss can be computed as
Pr{T (2)1 < T ′(2)j } = ET (1)
(K+j)
[
Pr{T (2)1 < T ′(2)j |T (1)(K+j)}
]
= E
T
(1)
(K+j)
[
Pr
{ T (2)1
E(1)+E(2)
E(2)
T
′(2)
j
<
E(2)
E(1) + E(2)
∣∣∣T (1)(K+j)}]
= E
T
(1)
(K+j)
[
F(2,2)
( E(2)
E(1) + E(2)
∣∣∣λ(2)1 , E(1)E(2)T (1)(K+j))], (42)
where (42) follows from Lemma 2 and the definition of doubly noncentral F -distribution.
We therefore establish an upper bound on pmiss of OTSS (denoted by p¯miss) as
p¯miss = p
(1)
miss + p¯
(2)
miss, (43)
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where p(1)miss is quantified by (29) in Proposition 1, and p¯
(2)
miss is quantified by (41) in Proposition 2.
Given N candidate beam pairs and the training energy budget Etot, we can thus optimize
OTSS parameters (K,α) such that p¯miss established is minimized, i.e.,
min
K,α
p¯miss (44)
subject to K ∈ [1 : N − 1], α ∈ (0, 1]. (45)
One naive strategy of finding the optimal solution (K¯∗, α¯∗) is to carry out a two-dimensional
search over the feasible region, e.g., over all possible K’s and discretized points in (0, 1].
However, this can be very computationally demanding especially when N is large. In addition,
the optimal solution is generally coupled with N , Etot and other system parameters (such as the
effective channel gain), which is not a desirable feature from a practical design point of view.
Given these considerations, we study the asymptotic behavior of the upper bound, with the aim
to establish a simpler yet useful guideline on the choice of these two parameters of OTSS.
B. Asymptotic Performance Analysis and Further Insights
We focus on understanding how the upper bound decays as the training energy budget goes
large, or equivalently the total number of training pilot symbols goes large.
Proposition 3: Misalignment probability p(1)miss satisfies a large deviation principle (LDP) with
decay rate
− lim
Etot→∞
1
Etot
log p
(1)
miss =
ξ
(1)
1
2
(
1 + 1
N−K
) , (46)
while p¯(2)miss satisfies a LDP with decay rate
− lim
Etot→∞
1
Etot
log p¯
(2)
miss =
ξ
(2)
1
4
, (47)
where ξ(1)1 =
2|γ|2FRWTα
σ2N
and ξ(2)1 =
2|γ|2FRWT
σ2
( α
N
+ 1−α
N−K ). Therefore, the decay rate of p¯miss is
given by
− lim
Etot→∞
1
Etot
log p¯miss = min
{
ξ
(1)
1
2
(
1 + 1
N−K
) , ξ(2)1
4
}
, Ip¯miss . (48)
Proof: See the proof in Appendix C.
With this result, we further derive the optimal (K∗, α∗) that maximize decay rate Ip¯miss .
Proposition 4: For the OTSS proposed, the parameters (K∗, α∗) that maximize decay rate
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Ip¯miss are given by
K∗ = N − round(
√
N), (49)
α∗ =
N(N −K∗ + 1)
K∗(N −K∗ + 1) + 2(N −K∗)2 , (50)
respectively, and the corresponding decay rate I∗p¯miss is
I∗p¯miss =
|γ|2FRWT
2σ2
(
N − K∗(N−K∗−1)
2(N−K∗)
) . (51)
Proof: See Appendix D.
Remark 2: Proposition 4 provides a neat guideline on the choice of OTSS parameters, since
the parameters (K∗, α∗) established here are only a function of N and do not depend on the
training budget and other system parameters. We shall show shortly by numerical results that
OTSS with (K∗, α∗) performs close to OTSS with (K¯∗, α¯∗) optimized under each budget Etot
given.
Remark 3: Proposition 4 also allows us to conclude that the proposed OTSS outperforms the
state-of-the-art beam search baselines under the single-path model considered.
Specifically, in [12], we have proved that exhaustive search asymptotically outperforms
hierarchical search2 in the sense that its misalignment probability has a larger decay rate (with
respect to the training energy budget) quantified by
IES =
1
N
2|γ|2FRWT
4σ2
=
|γ|2FRWT
2σ2N
. (52)
Comparing IES with I∗p¯miss of (51), it is immediate to see that I
∗
p¯miss
is larger. Therefore, OTSS
asymptotically outperforms exhaustive search and thus also hierarchical search.
C. Numerical Evaluation and Comparison
We now provide a numerical example to validate the insights generated from the analysis
above.
Specifically, OTSS and exhaustive search both employ the same single-level codebook, with
LT = 16 ideal Tx beams covering AoD range [0, 2pi] and LR = 8 ideal Rx beams covering AoA
2Here, hierarchical search includes both the conventional case with equal training energy allocated among beam pairs examined
across different stages and the optimized case with training energy allocated in a manner that equalizes the misalignment
probability at different stages, see Remark 1 of [12].
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Fig. 2. Performance comparison of different beam alignment algorithms under single-path channel model and with ideal
beam codebooks. To produce the figure, the parameters (K∗, α∗) = (117, 0.93), which are evaluated via (49) and (50)
with N = 128. The parameters (K¯∗, α¯∗) are budget-dependent and found by brute-force search to minimize p¯miss,
see (44)-(45). In particular, (K¯∗, α¯∗) = {(108, 0.79), (107, 0.81), (106, 0.83), (105, 0.85), (105, 0.86), (106, 0.88)} when
Etot|γ|2
σ2
= {9, 10, 11, 12, 13, 14} dB, respectively. Note that the training energy per measurement under the different schemes
are different. For instance, the training energy per measurement of exhaustive search is Etot/N , and therefore the effective
signal-to-noise ratio without beamforming at Rx Etot|γ|
2
Nσ2
is between [−12 : −7] dB for the total energy budget considered.
range [0, 2pi]. Therefore, the beamforming gains are WT = 16 and FR = 8. The total number of
candidate beam pairs is N = 128.
Hierarchical search instead employs 4-level Tx-beam codebooks, in which 2kT Tx beams are
used at level kT ∈ [1 : 4] to cover [0, 2pi] (see, e.g., [7], [12] for details on hierarchical codebook
arrangement) and the last level codebook is the same as that of OTSS for fair comparison.
Similarly, 3-level Rx-beam codebooks are used with 2kR Rx beams at level kR ∈ [1 : 3] and
the last level codebook the same as that of OTSS. Hierarchical search completes in four stages,
wherein two Tx-beams and two Rx-beams are scanned at each of the first three stages, while
two Tx-beams are scanned at the last stage, with the Rx-beam fixed at the best one determined
from the previous stage. Therefore, Tx beamforming gain W (k)T = 2
k at stage k ∈ [1 : 4], while
Rx beamforming gain F (k)R = 2
k at stage k ∈ [1 : 3] and is fixed at 8 for the last stage. The total
number of beam pairs examined by hierarchical search is NHS = 4 + 4 + 4 + 2 = 14.
Consider a single-path channel with path gain |γ|2 = 1 and vary the total training energy
budget Etot so that
Etot|γ|2
σ2
∈ [9 : 14] in dB unit. Since different search strategies examine
different numbers of beam pairs, the training energy per measurement in different strategies
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are not necessarily the same. Specifically, the training energy per measurement of exhaustive
search is Etot/N , and therefore the effective signal-to-noise ratio without beamforming at Rx
Etot|γ|2
Nσ2
is between [−12 : −7] dB for the total energy budget considered. The training energy
per measurement of hierarchical search is Etot/NHS, while the training energy per measurement
of OTSS is determined through (5) and (8) for Stage 1 and Stage 2, respectively, for the chosen
α and K parameters.
Fig. 2 compares the performance of different beam alignment algorithms in misalignment
probability. In particular, when producing the curve “OTSS: upper bound p¯miss(K¯∗, α¯∗)”, for
each energy budget, we search in the feasible region of K and α and find the pair (K¯∗, α¯∗) that
minimizes the upper bound. These associated (K¯∗, α¯∗) are then used to evaluate the misalignment
probability of OTSS for the given budget (denoted by pmiss(K¯∗, α¯∗)). The tightness of the
upper bound is clearly evident in particular when the energy budget is large. In addition,
the misalignment probability of OTSS under asymptotically-optimal (K∗, α∗) is also evaluated
(denoted by pmiss(K∗, α∗)). It can be seen that pmiss(K∗, α∗) performs close to pmiss(K¯∗, α¯∗) with
only marginal loss. This confirms the utility of the asymptotic analysis.
Furthermore, OTSS is shown to significantly outperform all baselines considered when they
use the same finite amount of training energy budget. This observation, along with the asymptotic
trend we have established, confirm the superiority of OTSS.
Between the baselines, exhaustive search outperforms hierarchical search with equal energy
allocation among beam pairs examined and also asymptotically dominates hierarchical search
with optimized energy allocation across different stages, as confirmed when Etot|γ|
2
σ2
increases to
14 dB in Fig. 2.
V. FURTHER NUMERICAL STUDIES UNDER PRACTICAL CONSIDERATIONS
In this section, we further evaluate the performance of OTSS under more general channel
models and with practically synthesized beams.
A. Multi-Path Channel Model and Synthesized Beams
Following [12], we evaluate the performance of OTSS under both line-of-sight (LOS) and
non-line-of-sight (NLOS) scenarios. In particular, in the LOS scenario, a Rician channel model
is adopted where the dominant component is associated with AoD ψ and AoA φ, both uniformly
19
Fig. 3. An illustration of 8 candidate beams at Rx synthesized by the state-of-the-art flat-beam design technique [36].
distributed in [0, 2pi], and the Rician K-factor (i.e., the ratio of the energy of the dominant path
to the sum of the energy of the scattering components) is set to 13.2 dB [33]. In the NLOS
scenario, the channel is modeled as the sum of M paths, each with different AoD ψm and AoA
φm, m = 1, · · · ,M . Each path is again assumed to be Rician, with K-factor set to 6 dB [34].
The number of paths is M = max{1, ζ}, where ζ is a Poisson random variable with mean 1.8
and the power fractions of the M paths are generated by the method in [35]. In addition, in both
LOS and NLOS scenarios, the average total path gain (summed over all path components) |γ¯|2
is assumed to be one in the simulation.
As for beam codebooks, we consider LT = 16 Tx beams and LR = 8 Rx beams for exhaustive
search and OTSS as in the study of Section IV-C. These beams are now practically synthesized
beams that might have attenuated gain in its passband and some leakage through its transition
band and side lobe. In particular, we use the state-of-the-art flat-beam design technique [36] to
synthesize the desired Tx and Rx beams, assuming that Tx and Rx is equipped with NT = 64
and NR = 32 antennas, respectively, and the antenna spacing is half of the wave length. Fig. 3
illustrates the Rx-beam patterns obtained for the simulation. Similarly, for hierarchical search,
the same codebook setup as described in Section IV-C is used but with synthesized flat beams
for each search level.
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Fig. 4. Misalignment probability of different schemes under
the LOS channel model and with practical imperfect beam
codebooks. Parameters (K∗, α∗) and budget-dependent pa-
rameters (K¯∗, α¯∗) are the same to the ones in Fig. 2.
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Fig. 5. Achievable spectrum efficiency of different
schemes under the LOS channel model and with practical
imperfect beam codebooks.
B. Simulation Results and Discussions
We first evaluate the performance of OTSS under the LOS channel model and practical
beam codebooks described. We also compare its performance with that of exhaustive search
and hierarchical search (with equal energy allocation). Fig. 4 plots the misalignment probability
of the different schemes averaged through 105 channel realizations. It can be seen that the relative
performance trend observed under rank-one channel and ideal beams, as presented in Fig. 2, still
remains in this more practical setup: OTSS with (K∗, α∗) outperforms hierarchical search and
exhaustive search, while OTSS with (K¯∗, α¯∗) leads to additional improvement in the regime of
small to moderate training energy budget.
The results in Fig. 4 also show that OTSS can achieve the same misalignment probability
target faster. As marked in Fig. 4, OTSS requires Etot|γ¯|
2
σ2
= NtotPT |γ¯|
2
σ2
= 10.4 dB to reach a
misalignment probability target of 0.15. This quantity is 12.3 dB for exhaustive search and 13.7
dB for hierarchical search. This means that to reach the same misalignment performance of 0.15,
OTSS requires Ntot which is 10.4-12.3 dB = -1.9 dB = 64.57% of that required by exhaustive
search, and 10.4-13.7 = -3.3 dB = 46.77% of that required by hierarchical search. In other words,
OTSS only requires 64.57% of the time required by exhaustive search and 46.77% of the time
required by hierarchical search to reach the same performance.
We next evaluate the spectrum efficiency for subsequent data transmission using the final Tx-
Rx beam pair determined under different alignment schemes when Etot|γ¯|
2
σ2
= 10 dB. Specifically,
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Fig. 6. Misalignment probability of different schemes un-
der the NLOS channel model and with practical imperfect
beam codebooks.
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Fig. 7. Achievable spectrum efficiency of different
schemes under the NLOS channel model and with practi-
cal imperfect beam codebooks.
under any channel realization H generated, let (wlˆ, flˆ) be the TX-RX beam pair selected by a
scheme under consideration. Then the corresponding spectrum efficiency R(H) is evaluated via
Shannon’s formula:
R(H) = log2
(
1 +
Pt
σ2
|f †
lˆ
Hwlˆ|2
)
, (53)
where Pt is the transmit power. The spectrum efficiency is further compared with that of the
“perfectly aligned” benchmark, in which the optimal beam pair (wlopt , flopt) that maximizes the
effective channel gain after beamforming is used (see (1)).
Fig. 5 plots the empirical cumulative distribution function (CDF) of R, i.e., Pr{R ≤ r}, with
an averaged pre-beamforming SNR at the Rx of Pt|γ¯|2/σ2 = −16 dB under different schemes.
Consistent with the misalignment probability comparison, OTSS also outperforms exhaustive
search and hierarchial search with respect to achievable spectrum efficiency. In particular, in terms
of average spectrum efficiency (R¯ , E[R]), exhaustive search achieves 1.4418 bps/Hz, while
OTSS with (K∗, α∗) achieves 1.642 bps/Hz, leading to about (1.642− 1.4418)/1.4418 = 13.9%
improvement over exhaustive search. In addition, considering r = 0.5 bps/Hz as the outage
threshold, exhaustive search leads to 26.4% outage probability, while OTSS only leads to 13.2%
outage probability.
We next compare the performance of different schemes under the NLOS channel model.
When evaluating OTSS, we also consider two design choices for the parameters (K,α):
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(i) asymptotically optimal (K∗, α∗) that was derived under the single-path model; (ii)
budget-dependent (K˜∗, α˜∗) that was found by brute-force search to minimize the average
misalignment probability for a given energy budget by numerical simulations. In particu-
lar, (K˜∗, α˜∗) = {(106, 0.72), (107, 0.73), (111, 0.82), (108, 0.72), (114, 0.80), (108, 0.71)} when
Etot|γ¯|2
σ2
= {9, 10, 11, 12, 13, 14} dB, respectively. Fig. 6 compares the misalignment probability
of the different schemes with Etot|γ¯|
2
σ2
∈ [9 : 14] dB, while Fig. 7 depicts the CDF of the
corresponding achievable spectrum efficiency for data transmission by using the final Tx-Rx
beam pair determined under different schemes, with training energy budget fixed at Etot|γ¯|
2
σ2
= 10
dB for beam alignment. It can be seen that the relative performance behavior of the schemes under
the NLOS scenario is similar to that under the LOS scenario. In particular, OTSS outperforms all
baselines in both misalignment probability and achievable spectrum efficiency. The parameters
(K∗, α∗), though being derived under the single-path model, remain as remarkably excellent
choices for OTSS under the realistic NLOS scenario simulated.
It is finally remarked that all beam-alignment schemes considered here suffer performance
loss, as compared to the case with perfect beam pattern in Section IV-C. One main source of
the performance degradation is due to the overlapped transition bands of two adjacent beams
(see Fig. 3). When either AoA or AoD realization falls into such an overlapped interval, it
becomes extremely difficult to make a correct decision based on noisy training measurements
of two comparably strong beams. In addition, the side lobes of these imperfect beams introduce
additional randomness into beam training measurements and affect the final performance. Given
any finite number of Tx or Rx antennas, it is impossible to synthesize perfect beams as desired
and hence these negative impacts are inevitable. Some potential remedies might include beam
training with dynamic beam codebooks, e.g., intelligently shifting beams or combining adjacent
beams as the search progresses, to ensure AoA or AoD realizations are always covered by the
main lobe of some beam. However, such designs are beyond the scope of the current work.
VI. CONCLUSIONS
In this paper, we have proposed a new Optimized Two-Stage Search (OTSS) algorithm for
mmWave beam alignment. In contrast to exhaustive search where the training energy budget is
equally allocated among all candidate beam pairs, the proposed OTSS first explores all beam
pairs with a fraction of the budget, identifies a subset of potentially good beam directions and
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then spends the remaining budget on these directions to determine the best one. Fundamental
analysis has been developed to establish the optimal choice for the design parameters of OTSS
under a single-path channel model with ideal beam codebooks. It has been further proved
that OTSS outperforms state-of-the-art algorithms (including hierarchical search and exhaustive
search) when the training energy budget goes large. OTSS has been numerically shown to achieve
better performance than hierarchical search and exhaustive search when the same limited training
energy/time is used under a more general channel model and practical beam codebooks. In other
words, OTSS achieves the same performance faster. As for future work, it is of great interest
to establish a new analytical model that captures the essence of imperfect beam patterns and to
develop new alignment algorithms with improved robustness to more practical channel models
and imperfect beam scenarios. In addition, for a fixed Tx/Rx antenna geometry, it is also of
importance to establish some design guidelines on the optimal choice of Tx/Rx beamwidth used
for beam alignment under a given system design target, e.g., maximizing the average achievable
spectrum efficiency, minimizing the outage probability, or achieving some tradeoff between these
performance metrics.
APPENDIX A
PROOF OF PROPOSITION 1
Misalignment probability p(1)miss can be represented as
p
(1)
miss = Pr{T (1)1 < T (1)(K)} (54)
=
∫ ∞
0
[
1−Q1
(√
λ
(1)
1 ,
√
x
)]
f
T
(1)
(K)
(x)dx (55)
=
(N − 1)!
2(K − 1)!(N − 1−K)!×∫ ∞
0
[
1− exp
(
−x
2
)]K−1
exp
(
−N −K
2
x
)[
1−Q1
(√
λ
(1)
1 ,
√
x
)]
dx (56)
=
(N − 1)!
2(K − 1)!(N − 1−K)! ×[∫ ∞
0
[
1− exp
(
−x
2
)]K−1
exp
(
−N −K
2
x
)
dx︸ ︷︷ ︸
(a)
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−
∫ ∞
0
[
1− exp
(
−x
2
)]K−1
exp
(
−N −K
2
x
)
Q1
(√
λ
(1)
1 ,
√
x
)
dx︸ ︷︷ ︸
(b)
]
, (57)
where (55) follows from Lemma 1 and the cumulative density function of a noncentral chi-
squared distribution (as a function of the Marcum Q-function) and (56) follows from Corollary 1.
Now note that
(a) =
∫ ∞
0
[
1− exp
(
−x
2
)]K−1
exp
(
−N −K
2
x
)
dx
=
K−1∑
n=0
(−1)n
(
K − 1
n
)∫ ∞
0
exp
(
−N −K + n
2
x
)
dx (58)
=
K−1∑
n=0
(−1)n
(
K − 1
n
)
2
N −K + n, (59)
while
(b) =
∫ ∞
0
[
1− exp
(
−x
2
)]K−1
exp
(
−N −K
2
x
)
Q1
(√
λ
(1)
1 ,
√
x
)
dx
=
K−1∑
n=0
(−1)n
(
K − 1
n
)∫ ∞
0
exp
(
−N −K + n
2
x
)
Q1
(√
λ
(1)
1 ,
√
x
)
dx
=
K−1∑
n=0
(−1)n
(
K − 1
n
)[
2
N −K + n −
2
(N −K + n)(N −K + n+ 1) exp
(−λ(1)1 (N −K + n)
2(N −K + n+ 1)
)]
,
(60)
where (60) uses the fact [37, Equation (16)] that∫ ∞
0
exp (−px)Qm(a, b
√
x)dx =
1
p
− 1
p
(
b2
b2 + 2p
)m
exp
(
− a
2p
b2 + 2p
)
, (61)
where Qm(a, b
√
x) is the generalized Marcum Q-function. Plugging (a) and (b) above into (57)
thus establishes a characterization of p(1)miss as given by (29).
APPENDIX B
PROOF OF LEMMA 2
Under the single-path channel model and perfect beam codebooks considered, T (2)1 as in (22)
is specialized to
T
(2)
1 =
∣∣∣γ√FRWT (E(1) + E(2)) + z(1)1 + z(2)1 ∣∣∣2
σ2
2
(E(1) + E(2))
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=
∣∣∣γ√2FRWT (E(1) + E(2))
σ2
+
z
(1)
1 + z
(2)
1√
σ2
2
(E(1) + E(2))︸ ︷︷ ︸
z
∣∣∣2,
where z ∼ CN (0, 2), since z(1)1 ∼ CN (0, E(1)σ2) and z(2)1 ∼ CN (0, E(2)σ2) and they are
independent. It is immediate to conclude that T (2)1 follows a noncentral chi-squared distribution
with 2 DoFs and noncentrality parameter λ(2)1 as given in (39).
As for T ′(2)j in (34), conditioned on T
(1)
(K+j) = x,
E(1) + E(2)
E(2)
T
′(2)
j =
∣∣∣√xσ22 E(1) + z(2)j ∣∣∣2
σ2
2
E(2)
=
∣∣∣√E(1)
E(2)
x+
z
(2)
j√
σ2
2
E(2)︸ ︷︷ ︸
z′
∣∣∣2, (62)
where z′ ∼ CN (0, 2), since z(2)j ∼ CN (0, E(2)σ2). It is immediate to conclude that E
(1)+E(2)
E(2)
T
′(2)
j
follows a noncentral chi-squared distribution with 2 DoFs and noncentrality parameter E
(1)
E(2)
x,
given that T (1)(K+j) = x.
APPENDIX C
PROOF OF PROPOSITION 3
(Part 1): We first consider p(1)miss = Pr{T (1)1 < T (1)(K)}, where we recall that T (1)1 ∼ χ22(λ(1)1 ) and
T
(1)
(K) is the Kth order statistic of (N − 1) i.i.d. variables∼ χ22(0) as shown by Lemma 1.
Define T¯ (1)1 ,
T
(1)
1
Etot
and T¯ (1)(K) ,
T
(1)
(K)
Etot
. We thus have p(1)miss = Pr{T (1)1 < T (1)(K)} = Pr{T¯ (1)1 <
T¯
(1)
(K)}. Since T¯ (1)1 and T¯ (1)(K) are independent, we can proceed by deriving the decay rate function
for each and then combining them to characterize the decay rate of p(1)miss.
Specifically, we first check that the normalized logarithmic Moment Generating Function
(MGF) of T¯ (1)1 exists as a extended real number as
Λ
T¯
(1)
1
(t1) = lim
Etot→∞
1
Etot
logE[eEtott1T¯
(1)
1 ] (63)
= lim
Etot→∞
1
Etot
logE[eT
(1)
1 t1 ] (64)
=
 limEtot→∞
1
Etot
log
(
exp
(
λ
(1)
1 t1
1−2t1
)
1−2t1
)
=
ξ
(1)
1 t1
1−2t1 , if t1 <
1
2
+∞, otherwise,
(65)
where (65) follows from T (1)1 ∼ χ22(λ(1)1 ), and we have introduced ξ(1)1 , λ
(1)
1
Etot
= 2|γ|
2FRWTα
σ2N
.
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Further, the origin belongs to the interior of DΛ = {t1 : ΛT¯ (1)1 (t1) < ∞}. Therefore, T¯
(1)
1
satisfies the Gartner-Ellis conditions [38, Assumption 2.3.2]. The rate function of T¯ (1)1 can be
calculated as the Fenchel-Legendre transform of Λ
T¯
(1)
1
(t1) [38, Section 2.3]:
I
T¯
(1)
1
(u) = sup
t1∈R
{ut1 − Λ(t1)} (66)
= sup
t1<
1
2
{
ut1 − ξ
(1)
1 t1
1− 2t1
}
(67)
=
(√
u−
√
ξ
(1)
1
)2
2
, u ≥ 0. (68)
Similarly, for T¯ (1)(K), its normalized logarithmic MGF exists as an extended real number as
Λ
T¯
(1)
(K)
(t2) = lim
Etot→∞
1
Etot
logE[eEtott2T¯
(1)
(K) ] (69)
= lim
Etot→∞
1
Etot
logE[eT
(1)
(K)
t2 ] (70)
= lim
Etot→∞
1
Etot
logE[e
∑K
j=1 Zjt2 ] (71)
=
 limEtot→∞
1
Etot
log
( K∏
j=1
N−j
2
N−j
2
−t2
)
= 0, if t2 < N−K2
+∞, otherwise,
(72)
where (71) uses the fact that T (1)(K) (the Kth order statistic of (N − 1) i.i.d. variables∼ χ22(0)) is
statistically equivalent to
∑K
j=1 Zj , where Zj is distributed as an exponential distribution with
rate parameter N−j
2
(i.e., Zj ∼ Exp(N−j2 )) [31, Chapter 1], while (72) follows from the MGF
of an exponential distributed variable. Further, the origin belongs to the interior of DΛ = {t2 :
Λ
T¯
(1)
(K)
(t2) < ∞}. Therefore, T¯ (1)(K) satisfies the Gartner-Ellis conditions [38, Assumption 2.3.2].
The rate function of T¯ (1)(K) can be calculated as the Fenchel-Legendre transform of ΛT¯ (1)
(K)
(t2):
I
T¯
(1)
(K)
(v) = sup
t2∈R
{vt2 − ΛT¯ (1)
(K)
(t2)} (73)
= sup
t2<
N−K
2
{vt2} (74)
=
N −K
2
v, v ≥ 0. (75)
Since both Λ
T¯
(1)
1
(t1) and ΛT¯ (1)
(K)
(t2) are essentially smooth [38, page 44], lower semicontinuous
functions, the large deviation principle (LDP) holds for both T¯ (1)1 and T¯
(1)
(K) with the good rate
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function I
T¯
(1)
1
(u) and I
T¯
(1)
(K)
(v), respectively [38, Theorem 2.3.6 (Gartner-Ellis)]. We thus further
have
− lim
Etot→∞
1
Etot
log p
(1)
miss
=− lim
Etot→∞
1
Etot
log Pr{T¯ (1)1 < T¯ (1)(K)} (76)
= inf
0≤u≤v
{I
T¯
(1)
1
(u) + I
T¯
(1)
(K)
(v)} (77)
= inf
0≤u≤v
{(√
u−
√
ξ
(1)
1
)2
2
+
N −K
2
v
}
. (78)
Using the Karush-Kuhn-Tucker conditions [39] for the minimization problem in (78), it can
be shown that the infimum is attained when u∗ = v∗ = ξ
(1)
1
(N−K+1)2 . Therefore, the decay rate of
p
(1)
miss is given by
− lim
Etot→∞
1
Etot
log p
(1)
miss =
(√
u∗ −
√
ξ
(1)
1
)2
2
+
N −K
2
v∗
=
ξ
(1)
1
2
(
1 + 1
N−K
) . (79)
(Part 2): Now consider p¯(2)miss =
N−K−1∑
j=1
Pr{T (2)1 < T ′(2)j }, where recall that T (2)1 ∼ χ22(λ(2)1 )
and a statistical property of T ′(2)j was established in Lemma 2.
Define T¯ (2)1 ,
T
(2)
1
Etot
and T¯ ′(2)j ,
T
′(2)
j
Etot
. We thus have p¯(2)miss =
∑N−K−1
j=1 Pr{T (2)1 < T ′(2)j } =∑N−K−1
j=1 Pr{T¯ (2)1 < T¯ ′(2)j }. Since T¯ (2)1 and T¯ ′(2)j are independent, we can proceed by deriving the
rate function for each and then combining them to characterize the decay rate of Pr{T¯ (2)1 < T¯ ′(2)j }.
Specifically, in similar lines of proof for T¯ (1)1 , it is standard to show that the rate function of
T¯
(2)
1 is
I
T¯
(2)
1
(u) =
(√
u−
√
ξ
(2)
1
)2
2
, u ≥ 0, (80)
where ξ(2)1 =
2|γ|2FRWT
σ2
( α
N
+ 1−α
N−K ).
For T¯ ′(2)j , we first evaluate its logarithmic MGF as
Λ
T¯
′(2)
j
(t2) = lim
Etot→∞
1
Etot
logE[eEtott2T¯
′(2)
j ] (81)
= lim
Etot→∞
1
Etot
logE[eT
′(2)
j t2 ] (82)
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= lim
Etot→∞
1
Etot
logE
T
(1)
(K+j)
[
E
[
e
t′2
E(1)+E(2)
E(2)
T
′(2)
j | T (1)(K+j)
]]
(83)
(C.1)
= lim
Etot→∞
1
Etot
logE
T
(1)
(K+j)
[
e
E(1)t′2
E(2)(1−2t′2)
T
(1)
(K+j)
1− 2t′2
]
(84)
(C.1)
= lim
Etot→∞
1
Etot
log
1
1− 2t′2
E
T
(1)
(K+j)
[
e
E(1)t′2
E(2)(1−2t′2)
T
(1)
(K+j)
]
(85)
(C.1),(C.2)
= lim
Etot→∞
1
Etot
[
log
1
1− 2t′2
K+j∏
l=1
(N − l) /2
(N − l) /2− E(1)t′2
E(2)(1−2t′2)
]
(86)
(C.1),(C.2)
= 0, (87)
where we have
• auxiliary variable t′2 , t2 E
(2)
E(1)+E(2)
;
• condition (C.1) reads as
t′2 <
1
2
⇒ t2 < 1
2
(
1 +
E(1)
E(2)
)
; (88)
• condition (C.2) reads as
E(1)t′2
E(2)(1− 2t′2)
<
N − (K + j)
2
(89)
⇒ t2 < 1
2
(
1 +
E(1)
E(2)
)
N − (K + j)
E(1)
E(2)
+N − (K + j) , (90)
which is stronger than (C.1);
• Equation (84) follows from fact (40) of Lemma 2 and the MGF of a noncentral chi-squared
distributed variable;
• Equation (86) uses the fact that T (1)(K+j) (the (K + j)th order statistic of (N − 1) i.i.d.
variables∼ χ22(0)) is statistically equivalent to
∑(K+j)
l=1 Zl, where Zl ∼ Exp(N−l2 ) [31,
Chapter 1], and then follows from the MGF of an exponential distributed variable.
Therefore, the logarithmic MGF of T¯ ′(2)j exists as an extended real number as
Λ
T¯
′(2)
j
(t2) =

0, if t2 < 12
(
1 + E
(1)
E(2)
)
N−(K+j)
E(1)
E(2)
+N−(K+j)
, βj
+∞, otherwise,
(91)
for j = 1, · · · , N−K−1. In addition, it is clear that 0 ∈ DΛ = {t2 : ΛT¯ ′(2)j (t2) <∞}. Therefore,
T¯
′(2)
j satisfies the Gartner-Ellis conditions.
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The rate function of T¯ ′(2)j can be calculated as the Fenchel-Legendre transform of ΛT¯ ′(2)j
(t2):
I
T¯
′(2)
j
(v) = sup
t2∈R
{vt2 − Λ(t2)} = sup
t2<βj
{vt2} = βjv, v ≥ 0. (92)
Since both Λ
T¯
(2)
1
(t1) and ΛT¯ ′(2)j
(t2) are essentially smooth, lower semicontinuous functions,
the LDP holds for both T¯ (2)1 and T¯
′(2)
j with the good rate function IT¯ (2)1 (u) and IT¯ ′(2)j
(v),
respectively [38, Theorem 2.3.6 (Gartner-Ellis)]. We thus further have
− lim
Etot→∞
1
Etot
log Pr{T¯ (2)1 < T¯ ′(2)j } = inf
0≤u≤v
{I
T¯
(2)
1
(u) + I
T¯
′(2)
j
(v)} (93)
= inf
0≤u≤v
{(√
u−
√
ξ
(2)
1
)2
2
+ βjv
}
(94)
Using the Karush-Kuhn-Tucker conditions [39] for the minimization problem in (94), it can
be shown that the infimum is attained at u∗ = v∗ = ξ
(2)
1
(1+2βj)2
. Therefore, the decay rate of
Pr{T¯ (2)1 < T¯ ′(2)j } is given by
− lim
Etot→∞
1
Etot
log Pr{T¯ (2)1 < T¯ ′(2)j } =
(√
u∗ −
√
ξ
(2)
1
)2
2
+
N −K
2
v∗
=
ξ
(2)
1 βj
1 + 2βj
, j = 1, · · · , N −K − 1. (95)
Consequently, the decay rate of p¯(2)miss =
∑N−K−1
j=1 Pr{T¯ (2)1 < T¯ ′(2)j } is given by
− lim
Etot→∞
1
Etot
log p¯
(2)
miss = min
j∈[1:N−K−1]
ξ
(2)
1 βj
1 + 2βj
(96)
= min
j∈[1:N−K−1]
ξ
(2)
1
1
βj
+ 2
(97)
=
ξ
(2)
1
1
β(N−K−1)
+ 2
=
ξ
(2)
1
4
(98)
where (98) follows by the fact that
1
βj
=
2
1 + E
(1)
E(2)
E(1)
E(2)
+N − (K + j)
N − (K + j) =
2
1 + α
N
N−K
1−α
(
1 +
α
N
N−K
1−α
N − (K + j)
)
, (99)
which attains its maximum value 2 when j = N −K − 1.
Finally, taking the minimum of rate functions of p(1)miss and p¯
(2)
miss gives a characterization of the
rate function of p¯miss. This completes the proof of Proposition 3.
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APPENDIX D
PROOF OF PROPOSITION 4
Consider the following optimization problem (P.1):
max
α,K
Ip¯miss(α,K) , min
{
ξ
(1)
1
2
(
1 + 1
N−K
) , ξ(2)1
4
}
(100)
subject to α ∈ (0, 1], K ∈ [1 : N − 1], (101)
where ξ(1)1 =
2|γ|2FRWTα
σ2N
and ξ(2)1 =
2|γ|2FRWT
σ2
( α
N
+ 1−α
N−K ).
Note that for any given N and some feasible K, the first term in Ip¯miss(α,K) monotonically
increases as α increases, while the second term monotonically decreases as α increases.
Therefore, for any given K, Ip¯miss(α,K) attains its maximum when the two terms equal, i.e.,
ξ
(1)
1
2
(
1 + 1
N−K
) = ξ(2)1
4
, (102)
which implies that the optimal α∗ under a given K (i.e., α∗(K)) is
α∗(K) =
N(N −K + 1)
2(N −K)2 +K(N −K + 1) . (103)
As a result, solving (P.1) boils down to finding the optimal K∗ for the following maximization
problem (P.2):
max
K
Ip¯miss(α
∗(K), K) =
2|γ|2FRWT
σ2N
α∗(K)
2
(
1 + 1
N−K
) (104)
∝ α
∗(K)(
1 + 1
N−K
) (105)
subject to K ∈ [1 : N − 1]. (106)
Specifically, with α∗(K) of (103), the objective (105) can be rewritten as
N(N −K)
(N −K)2 + (N −K)(N − 1) +N =
N
(N −K) + N
N−K + (N − 1)
(107)
≤ N
2
√
N + (N − 1) , (108)
where the equality above attains when N −K = √N in general. Given that K is restricted to
an integer in (P.2), then the optimal K∗ is
K∗ = N − round(
√
N), (109)
and the optimal α∗(K∗) is evaluated through (103) at K∗. The corresponding optimal decay rate
31
can be represented as
Ip¯miss(α
∗(K∗), K∗) =
2|γ|2FRWT
σ2N
α∗(K∗)
2
(
1 + 1
N−K∗
) = |γ|2FRWT
2σ2
(
N − K∗(N−K∗−1)
2(N−K∗)
) . (110)
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