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Abstract
In this thesis the control of ultrafast (10−13 s) optical pulses used for
metrological applications has been investigated. Two different measurement
set-ups have been considered, both based around the ‘pump-probe’ technique,
where an optical pulse is divided into two parts, one to ‘pump’ or excite a
physical system of interest, the other to ‘probe’ or measure the outcome.
In both cases the measurement uses electro-optic sampling (EOS), where an
electric field is measured by detecting changes in the optical probe pulse po-
larisation after interaction with the field. In the first study, a method for
wavelength metrology in the terahertz (THz) region has been demonstrated
by producing an optical pulse shaper and genetic algorithm to control pump
pulses and so indirectly influence the THz spectra they generate. In the
second study an OPO (optical parametric oscillator) has been developed to
provide ultrafast optical pulses for the generation of < 100 fs electrical pulses
for metrology using quantum interference control (QUIC). QUIC electrical
signals have been demonstrated successfully by charge accumulation mea-
surements and the QUIC electrical pulse temporally measured using EOS,
though the low signal levels due to power restrictions mean the QUIC electri-
cal pulse is unsuitable for metrology at this time. Finally, a portable optical
pulse measurement device based around frequency-resolved optical gating
(FROG) has been designed, built and tested. This has been shown to be
capable of retrieving amplitude and phase information in both the temporal
and spectral domains for optical pulses as short as 20 fs duration. The ability
to characterise shaped pulses also has been demonstrated successfully, with
the requirements for full automation identified.
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Chapter 1
Introduction
To measure something, to perceive something, is always a matter of scale.
The method of measurement needs to work at the same, or lesser, scale as
that which is to be observed. The response time of human visual perception
is in the region of an eighth of a second and everyday phenomena such as the
motion of a ball can be observed comfortably. Processes on faster scales, such
as the beating of an bird’s wing, happen too fast to be seen and understood
first-hand. So the human need for understanding drives people to develop
mechanisms capable of seeing where they cannot. The development of the
strobe flash, where a burst of light illuminates a subject for a fraction of a
second and that instant caught on camera film, enabled the observation of
events on the millisecond and even microsecond scale. Wing motion could
be seen in flight, liquid drops caught mid-splash, the moment of impact of
a bullet on plate-glass recorded. The usefulness of a short pulse of light to
explore previously inaccessible timescales was established beyond all doubt,
and when pulses became available on the picosecond and femtosecond scale,
even the motions of molecules were opened up to scrutiny.
The National Physical Laboratory (NPL) based at Teddington, UK, has
a particular interest in measurement techniques. As the national standards
laboratory for the United Kingdom since 1901, NPL maintains the coun-
try’s primary measurement standards and to this day sets new standards for
measurement accuracy that are internationally recognised. One of the many
1
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areas of research applies femtosecond optical pulses to the production of
picosecond electrical pulses for the metrology of high-speed electrical instru-
ments such as oscilloscopes (which, in terms of features, frequency response,
and processing power, are a far cry from the cathode-ray devices of years
back). It was the interest in bringing the electrical pulses into the femtosec-
ond range, and in finding new applications for the lasers that produce the
optical pulses, together with the expertise at St Andrews University and the
close links between the two organisations, that led to the research covered in
this thesis.
The picosecond and femtosecond scales are generally referred to as ultra-
fast regimes. Measurements made using ultrafast pulses can be considered
broadly similar to those taken using strobe-flash photography, in that a short
pulse of light is generated, interacts with the subject for an interval roughly
equal to its duration, and is then detected in such a way that any changes
in the pulse brought about by the interaction can be used to infer some-
thing about the state of the subject at that interval. This process of genera-
tion, interaction, detection and inference can be considered to apply to any
measurement achieved using light (including continuous-wave, although this
thesis will only be concerned with pulses). The common thread that links
all four parts is, of course, the pulse itself. The generation will determine
the nature of the pulse, and the nature of the pulse will determine how it
interacts with the subject under study. The detection method will have to
be sensitive to the kinds of changes the pulse is expected to undergo and a
correct inference will require knowledge of the pulse both before and after
interaction as well as an understanding of how any interaction will affect it.
Yet, while in the strobe-flash example we can make broad assumptions about
the pulse of light produced, we require far more detailed knowledge in the
extremes of the ultrafast regime where even the very air the pulse passes
through can affect its shape and so the final result.
The analogy to photography differs in the case of pump-probe measure-
ment. Pump-probe measurement is the name given to the technique, usually
employing ultrafast optical pulses, where a system is first ‘pumped’ by a
pulse to generate some process, be it an excitation to a higher state, the
2
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creation of a photoelectron or the generation of some new electromagnetic
frequency, and then this process is ‘probed’ by a second, time-delayed pulse
which provides information about the change when measured itself. If this
were photography then a strobe-flash would be creating the image as well
as illuminating it. Pump-probe measurement is used in a wide range of ap-
plications in physics and chemistry. Typically the pump and probe pulses
originate from the same source, being produced by dividing part of the out-
put at a beamsplitter glass-air interface, for instance. This has the advantage
that only one source is required and that the jitter (the time error between
the arrival of the pump pulse and the arrival of the probe pulse at the points
of interest) will be minimal. There may be disadvantages in this method,
though, if different requirements in shape, wavelength, power or duration
exist for each pulse.
In this thesis the application of ultrafast pulses to two forms of pump-
probe experiments will be discussed, each with a different application to
metrology. Key issues will be the detection and the shaping of the ultra-
fast pulses used. In the case of pulse shaping the nature of the pulse at the
point of interaction can be controlled. This means, for example, that there
can be compensation for other optical elements in the system to ensure that
the profile of the pulse at the point of interaction will be optimised for the
intended effect. Successful pulse shaping requires accurate pulse measure-
ment, not just to check the ‘before and after’ nature of the pulse shaper but
also to understand the effects of other parts of the system, so that these can
be accounted for correctly. When pulses reach durations of a few femtosec-
onds, even a mirror cannot be assumed to reflect a pulse without introducing
distortion.
There will also be discussion of the generation of ultrafast pulses. Al-
though the nature of the various available sources will be touched on briefly,
the technical detail is widely available elsewhere and only those aspects that
are directly relevant to the thesis will be mentioned. Instead the concen-
tration will be on the actual physics of the pulse itself, from the point of
creation to the point where it is needed and how the pathway taken affects
it. By examining the causes and effects of such aspects as frequency chirp a
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greater understanding of what is needed from the pulse is obtained and the
steps that ensure it is capable of doing what is wanted can be taken.
So far the shape of a pulse has been spoken of as if such knowledge were
obtainable as a matter of course, yet such characterisation is no mean feat
in the ultrafast regime. The advantages and disadvantages of some of the
techniques commonly used to achieve characterisation will be briefly covered,
and there will be detailed discussion of the method chosen for this work.
There will also be consideration of how characterisation and shaping can be
used together, each to improve the other.
Although ultrafast pulses have long been used to study and to measure
physical processes, it is nowadays possible to actually control the processes
as well, using the phase aspect of an ultrafast pulse to influence the very
probability of a quantum-mechanical process. This quantum interference
control is used to manipulate events at the chemical and atomic scale. One
physical pathway can be selected in preference to another, increasing the
efficiency of a process or producing effects not previously possible, such as
generating an ultrafast electrical pulse almost an order of magnitude shorter
than those currently achieved.
1.1 Describing ultrafast optical pulses
To see how a laser can produce pulses of light with ultrafast durations, con-
sider that within a laser cavity there may be many excited longitudinal modes
spread over a range of wavelengths determined by the laser medium and the
resonator dimensions. Typically, these modes will be out of phase with each
other and the resulting output will be incoherent and noisy. Occasionally,
where the peaks of two or more modes coincide with each other and inter-
fere constructively (and destructive interference occurs away from the peaks,
as the modes step out of phase with each other due to their differing wave-
lengths), a peak may appear in the output. The greater the number of modes
involved in this ‘constructive’ interference, the more intense and narrower the
resulting peak, the flatter the amplitude away from the peak, and the more
the output takes on the form of a pulse. Therefore, if it can be arranged for
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a great number of laser modes to remain in phase this way there is now a
mechanism for producing ultrafast laser pulses, and this is the basic princi-
ple behind modelocking. A range of modelocking methods exist, some active,
some passive, and are discussed in brief in this thesis. An in-depth analysis
of the various techniques is unnecessary but if the reader is interested the
summary by French[1] and its associated references provide extensive infor-
mation. As far as this thesis is concerned, it is considered that the main
feature is that the laser employed is producing ultrafast pulses through mod-
elocking and only those details that will affect the results will be discussed.
One of the most important of such details to note is that the more modes
that are locked in phase with one another (i.e. the broader the spectrum)
the shorter the pulse can be. Given that pulses which we describe as being
ultrafast in the time domain are formed from the combinations of various
different modes from the frequency domain, there needs to be a method for
describing such pulses in both domains. Beginning with the time domain,
any electromagnetic wave consists of paired electric and magnetic field com-
ponents. These components will always be orthogonal to each other and to
the direction of travel of the wave, but their planar polarisations relative to
some reference may change with space or time, as may their amplitudes. The
components are also interdependent so it is usually sufficient to consider only
one in mathematical treatments, and typically this will be the electric field.
A full expression for an electromagnetic wave would be particularly daunt-
ing, but fortunately a number of simplifications can normally be made. Since
it will usually be linearly polarised light that is being used, just a single com-
ponent of the electric field needs to be considered. Also, since the main
interest is in the temporal features as opposed to the spatial (and often the
assumption is that the pulse is spatially uniform over the area of interest),
the field is considered only as a function of t. A pulse, then, can be described
by an expression such as
E(t) =
√
I(t)ei(ωt−φ(t)) + c.c. (1.1)
where I(t) is the intensity of the pulse as a function of time and φ(t) is
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the phase of the pulse as a function of time. ω is the angular frequency of
the carrier wave.
In the frequency domain, as might be expected, the description of the
pulse is simply the Fourier transform of the electric field:
E(ω) =
∫ ∞
−∞
E(t)e−iωtdt (1.2)
E(ω) can be divided, analogously to E(t), into ‘intensity’ and ‘phase’
parts:
E(ω) =
√
S(ω)e−iϕ(ω) (1.3)
where S(ω) is the spectrum and ϕ(ω) is the spectral phase.
In essence, then, the pulse can be considered to have four important
properties: its intensity, phase, spectrum and spectral phase. The intensity
is generally the property of most interest, describing as it does the shape
of the pulse in time. A typical parameter is the full-width half-maximum
(FWHM), which is defined as the largest time interval between two points
at half the maximum intensity and will be written throughout this thesis as
∆τ . In the frequency domain there is the analogous spectral FWHM, ∆ν.
As noted, a broader spectrum ∆ν produces shorter pulses (smaller ∆τ). It
is common practice to benchmark the product of the two FWHMs to give
what is know as the time-bandwidth product (TBP):
∆τ∆ν ≥ k. (1.4)
k is not a unique value, but is dependent upon the pulse shape in question.
Well-known values for k are 0.440 for a Gaussian pulse or 0.315 for a sech2
pulse. As a general rule, the more complicated the pulse shape, the greater
the value of k. These values are the minimum values for those pulse shapes,
and so these determine the shortest pulse of that shape that can physically
be produced from the given spectrum. This situation is achieved in full-
modelocking, when the spectral phase is flat implying that all available modes
are in phase. In this case the pulse is referred to as being transform-limited.
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The case where the spectral phase is not flat is referred to as frequency
chirp. Frequency chirp is normally considered more in the context of a time-
dependence of the instantaneous frequency of the pulse of the electric field,
either increasing or decreasing with time. Various interactions can introduce
frequency chirp to a pulse; a common cause is dispersion when the pulse
travels through a material. A pulse containing frequency chirp has a longer
duration than an unchirped pulse and for this reason chirp is often considered
undesirable and steps taken to reduce or eliminate it. Yet there are cases
where chirped pulses are positively needed, such as optical amplification.
Whether frequency chirp is advantageous, disadvantageous or of no conse-
quence depends entirely on the experimental assessment being undertaken.
1.2 Nonlinear effects
Much of the emphasis so far has been on the usefulness of the ultrafast
aspect of the pulses, to allow the ‘illumination’ of events so that they can
be examined at extreme timescales in a similar way to the use of strobe
lights in high-speed photography. Another aspect of these pulses — the high
intensities that they produce — opened up access to a whole new area of
physics. A typical ultrafast laser may run at 1 W and produce 8×107 pulses
per second, meaning each pulse has only 12.5 nJ of energy. Yet this energy
is delivered within an interval of roughly 100 fs, resulting in peak powers
on the order of hundreds of megawatts. Focusing these pulses can easily
produce peak intensities of the order of 1012 W/cm2, and at these intensities
the optical media through which the pulses pass no longer behave in a linear
fashion but instead exhibit nonlinear behaviour.
To understand the origin of nonlinear effects in optics, consider the po-
larisation field that is set up within an optical medium by an incident optical
electric field. This is normally written as
P = χE (1.5)
where χ is the susceptibility, i.e. the polarisation is linear with the electric
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field. In reality, though, the polarisation is described by a power series
P = χ(1)E + χ(2)E2 + χ(3)E3 + . . . (1.6)
The reason that Equation 1.5 can normally be used in optical calculations
is because the higher-order terms are insignificant at typically encountered
intensities. When dealing with the high peak intensities produced by ultrafast
lasers, however, it becomes a different matter. Derivations of the resulting
effects from calculations involving the electric field and Equation 1.6 can
be found in most textbooks on optics: This section shall only describe the
results of these effects.
1.2.1 Linear polarisation
The linear polarisation P = χ(1)E is the one experienced at everyday ‘solar’
intensities. For an optical electric field with frequency ω, the polarisation
has the same frequency and affects the propagation of the optical electric
field without affecting its frequency. As a result, optical fields of different
frequencies do not affect each other during propagation through the media
(the principle of superposition). The linear polarisation is responsible for
linear effects such as refraction and (when χ is complex) attenuation.
1.2.2 Quadratic polarisation
The first nonlinear term in Equation 1.6 is the quadratic polarisation.
P = χ(2)E2 (1.7)
The quadratic polarisation is the strongest of the nonlinear effects (since it
is the first and most dominant nonlinear term). For an optical electric field
with frequency ω, expanding out the complex form of E2 produces
E = Eeiϕωt + E∗e−iϕωt (1.8)
E2 = E2eiϕ2ωt + E∗2e−iϕ2ωt + 2EE∗ (1.9)
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It can be seen that the quadratic polarisation contains a new optical electric
field at 2ω and a constant (zero frequency) term. The ω = 0 is effectively a
DC term, and so means that a static (or quasi-static) electric field is produced
within the optical medium, an effect known as optical rectification. The 2ω
term indicates clearly that light is produced with twice the frequency of the
original optical electric field, an effect known as second-harmonic generation
(SHG).
These two effects; the ability to optically create a DC electric field and to
create light at a different wavelength, are impressive enough in themselves.
But, since the polarisation now contains terms with frequencies other than
ω, it can interact with other optical electric fields that are present, causing
even more interesting effects to occur. For instance, if two such fields of
frequency ω1 and ω2 are present simultaneously within the medium, then the
polarisation takes the complex form
P = χ(2)(EE∗+E2ei2ω1t+E2ei2ω2t+E2ei(ω1+ω2)t+EE∗ei(ω1−ω2)t+c.c (1.10)
(where numerical factors have been ignored). As well as the terms that
correspond to the rectification and the SHG of each field, there are two
new terms. The first corresponds to a field with frequency ω1 + ω2 and the
second to a field with frequency ω1 − ω2. Therefore these fields are at the
sum and difference frequencies of the two original fields, and (predictably
enough) these processes are referred to as sum-frequency generation (SFG)
and difference-frequency generation (DFG).
DFG is the mechanism behind an important effect known as parametric
amplification, in which an intense field is used to amplify a weaker one.
Referring, respectively, to the fields as the pump and the signal field with
frequencies ωp and ωs, we find that within a suitable medium DFG produces
a field at the difference frequency ωi = ωp − ωs called the idler field. This
idler then reacts with the pump to produce another field with frequency
ωp − ωi = ωs, and the amount of field produced is found to be proportional
to the pump intensity. In essence, then, the signal field is amplified by the
pump, the pump itself being reduced. (The idler can be considered a by-
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product, though often it is as useful as the signal field, if not more so.)
On the subject of quadratic polarisation, a final mention is given to the
situation where two fields are present in a medium and one has a frequency
of zero, i.e. it is a DC electric field. As ω1 = 0, there will be a term with
frequency 0+ω = ω (i.e. linear in ω) that is proportional to the magnitude of
the DC field and the optical field. This linear term therefore corresponds to
a change in the refractive index of the medium at frequency ω by an amount
proportional to the DC field. This is called the Pockels effect or the linear
electro-optic effect, and is used in electro-optic sampling to measure electric
fields.
1.2.3 Cubic polarisation
The third term in Equation 1.6 represents the cubic polarisation term. Hav-
ing already seen the variety of effects associated with the quadratic polari-
sation, it should be clear that there is going to be a whole host associated
with the cubic, involving combinations of terms for three fields ω1, ω2, ω2
that produce a field at a fourth frequency. (For this reason, cubic polarisa-
tion effects are often described as four-wave mixing or 4WM.) These include
self-diffraction, Raman effects, two-photon absorption, third-harmonic gen-
eration and many others too numerous to mention. One very important one,
though, is the optical Kerr effect (also known as quadratic electro-optic effect
or induced birefringence). This is analogous to the Pockels effect, in that one
of the fields present is a DC electric field, but the induced polarisation is pro-
portional to the square of the field. The optical Kerr effect is used in optical
modulators and, in the case where the electric field changing the refractive
index is due to the affected optical field itself (the AC Kerr effect), a Kerr
lens can be formed in a laser crystal which can contribute to self-modelocking
of the laser.
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1.3 Applications of ultrafast pulses
Now that there has been a discussion of the properties of ultrafast pulses
and some of their effects, it is worth considering them in the context of
feasible applications. The ultrafast nature of the pulse obviously permits the
investigation of events on ultrafast timescales — the trick is how to use the
pulse to provide the information about the event. One example is electro-
optic sampling (Section 3.5.1). This takes advantage of the Pockels effect
to sense the electric field within an electro-optic crystal by measuring the
induced change in planar polarisation of an ultrafast pulse. The ultrafast
nature of the pulse means that it interacts with the crystal (and hence,
indirectly, the electric field) over only a very short time, with the result that
it samples the electric field on a timescale of the order of the pulse duration.
If another pulse arrives at a slightly different time, this samples a different
part of the electric field and so a picture of the electric field as a function of
time can be built up with sub-picosecond resolution.
As described, nonlinear effects can generate pulses at previously inacces-
sible parts of the electromagnetic spectrum from those which are more easily
obtained from typical laser media. Red light can be doubled to blue, or even
tripled into the ultraviolet. Near-infrared pulses, ideal for telecommunica-
tions, can be produced by optical parametric effects. More recently, ultrafast
pulses have been used to generate signals in the newly-named terahertz do-
main, which itself is finding application in medical and security imaging.
The high intensities that give rise to non-linear effects also have more direct
applications in fields such as machining and surgery, where the high peak
power of a controlled pulse destroys a localised part of a material, while the
low net power prevents heating and damage to the surrounding area. Other
examples abound outside the laboratory or factory, and femtosecond lasers
have been used, for instance, to remove graffiti, probe clouds for pollutants
and clean leaves off railway tracks. They are even proving crucial to their
successors, attosecond pulses, capable of probing the electron dynamics of
the atom itself!
11
CHAPTER 1. INTRODUCTION
1.4 Thesis structure
This thesis is divided into four main chapters and two appendices.
• In Chapter 2 the nature of ultrafast sources is described in some
detail. The basic methods of modelocking are covered before moving on
to the details of optical parametric oscillators (OPOs) and the design
and construction of the NPL OPO system. Optical pulse shaping is
then covered, together with the development of a pulse shaper based
around a liquid-crystal modulator that enables changes to be made
to the spectral amplitude and phase of pulses, resulting in temporal
shaping. Additionally a genetic algorithm is developed to find mask
settings for desired experimental outcomes. This pulse shaper/genetic
algorithm arrangement is then used to introduce changes in the spectra
of terahertz (THz) pulses by shaping the optical pulses used to generate
the THz radiation.
• The subject matter in Chapter 3 relates to quantum interference con-
trol (QUIC) and its possible application to ultrafast electrical metrol-
ogy through the generation of < 100 fs electrical pulses. A QUIC
system is built based on the OPO of Chapter 2 and the presence of a
QUIC signal confirmed by measuring the charge accumulation across a
device and comparing the results with theory. Time-resolved measure-
ments of the electrical pulse generated by QUIC are then made using
the NPL electro-optic sampling system.
• Chapter 4 contains a description of the measurement of optical ultra-
fast pulses, where the use of autocorrelation is discussed before leading
into an outline of frequency-resolved optical gating (FROG) techniques
that are employed for retrieval of amplitude and phase information from
pulses. The design and construction of a compact FROG system is de-
scribed and the FROG arrangement used to measure the optical pulses
of the previous chapters, both shaped and unshaped.
• Chapter 5 takes the form of a summary that covers the conclusions
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of the three previous chapters and recommends improvements and ex-
tensions, as well as new avenues for exploration, for the QUIC, pulse
shaper and FROG apparatus. Also included is a summary of a new
NPL project which brings together elements of all three.
• Appendix A provides a listing of the software code developed dur-
ing the research of this thesis for control of the pulse shaper and the
FROG. The coding is in LabVIEW, a graphical as opposed to a textual
language, and both the front-panel controls (the user interfaces) and
the diagrammatical code are given. Not every last piece of code is pre-
sented, the intention being to give an overview of the software rather
than a resource for duplication.
• Appendix B provides some of the further considerations that need to
be made to develop the genetic algorithm for use with the pulse shaper,
taking into account the constraints on pixel-to-pixel phase variations.
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Sources of ultrafast pulses
Femtosecond-scale optical pulses, once just a theoretical concept, are now
a common feature in the laboratory. The extensive range of commercially
available solid-state systems bring femtosecond technology within the reach
of just about any research group. Lasers that produce 100–200 fs pulses
are quite standard now and pulses an order of magnitude shorter are easily
generated by the latest systems. The history of the development of ultrafast
lasers has been well documented (e.g. [1]) and it is not the purpose of this
thesis to repeat that task. It is useful, though, to review the principles behind
these lasers in order to attain a good understanding of the expected nature
of the pulses in relation to the application at hand, and this is the first aim
of the chapter. Once the basics of generating ultrafast pulses are understood
it will be seen how the high intensities generated enable nonlinear effects to
be exploited to produce ultrafast pulses centred at new wavelengths.
2.1 Modelocked lasers
A typical continuous-wave (CW) laser produces a relatively narrow-band
(or effectively monochromatic) beam, the spectral latitude of which depends
mainly on the lasing medium used (e.g. 633 nm in the case of He-Ne). (Of
course, strictly speaking it is the frequency of the light that is defined and
the wavelength is dependent both on this and the medium in which the
14
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Figure 2.1: Model in LabVIEW showing five modes out of phase with each
other (left) and the resulting noisy intensity at the output (right).
light is travelling. The convention that is adopted in this thesis though is
to refer to the wavelength in vacuum when identifying a particular part of
the visible or infra-red spectrum.) If the medium is capable of showing gain
at multiple wavelengths, then multiple monochromatic waves can be present
simultaneously within the laser cavity provided (i) they lie within the gain
bandwidth of the medium and (ii) they follow λk = 2L/k where λ is the
wavelength of the mode, L is the cavity length and k the mode number. These
multiple modes will superimpose with random phases, generally resulting in
a noisy output as in Figure 2.1. However, if the phases of different modes are
aligned such that somewhere in the cavity the superposition of the modes
is a superposition of peaks, a pulse will form (Figure 2.2). The more peaks
that align this way, the more prominent the pulse compared to the optical
noise, and the shorter its duration. If these modes maintain the same phase
relation then the pulse will circulate around the cavity — the modes are
locked, and the laser output is pulsed. The shortest pulses will be those with
the maximum number of modes locked together, so clearly a laser medium
with the broadest gain possible is required.
A comprehensive description of modelocking was derived by Haus [2] by
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Figure 2.2: Model in LabVIEW showing five modes in perfect phase with
each other (left) and the resulting pulsed intensity at the output (right).
considering modes in the frequency domain to obtain
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where ωL is the linewidth of the lasing medium used, ωM the frequency
spacing of the modes and l the total number of modes. V is the amplitude of
the relevant mode. k is the cavity mode being considered. The terms b, δ, g
and m(t) relate to losses and dispersion within the cavity. (The finer details
can be found in the reference.) Equation 2.1 is the modelocking equation
in the frequency domain. A Fourier transform produces the modelocking
equation in the time domain from which is obtained the evolution of the
pulse during the time taken for one round trip of the cavity, TR:
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where v is the complex amplitude of the pulse electric field. δT is the max-
imum time advance that the pulse can experience during one round trip in
the steady state. Q is the quality factor and m(t), b and g again relate to
losses, further defined in the reference. In his analysis [2] of the steady-state
solutions to the modelocking equation Haus found that all solutions are un-
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stable except for the ground state (Gaussian) solution. Any perturbations
producing other states were found to quickly decay resulting only in a pertur-
bation in phase of the carrier. Thus modelocked lasers will typically have a
Gaussian spectrum (all modes being equal and locked) and a Gaussian shape
in the time domain, which leads to the time-bandwidth product for the laser
pulse:
∆τ ·∆ν = 0.44 (2.3)
from which it is again clear that a broader spectral bandwidth is required
to obtain shorter pulses. Note that it is not necessarily the case that all
modelocked pulses have Gaussian profiles, merely that a Gaussian is a likely
profile from a modelocked laser. Other profiles are also found to exist, such as
sech2, for example. (It is interesting to note that Gaussian and sech2 profiles
share the fact that the intensity-time and intensity-frequency profiles retain
the same shape.)
Having established the basic relations between locked modes and the re-
sulting pulses it is worth briefly considering the three most common methods
by which modelocking is achieved.
2.1.1 Active modelocking
In active modelocking some component within the laser cavity actively oper-
ates in a manner that produces modelocked output. The most common tech-
nique for active modelocking is placing an acousto-optic modulator (AOM) in
the laser cavity to modulate the cavity losses of the laser. When an acoustic
wave passes through an AOM crystal it induces refractive-index changes that
diffract a large part (typically up to 70%) of any incident light energy, ef-
fectively attenuating the light along the original path. If an AOM in a laser
cavity is subjected to a sinusoidally-varying acoustic wave then the ampli-
tudes of the laser modes in the cavity will also vary sinusoidally due to the
interaction with the AOM. If we consider the modulation at ωm of a single
mode ω and the resulting Fourier transform:
∫ +∞
−∞
E(t) cos(ωm)e
−iωtdt =
1
2
∫ +∞
−∞
E(t)(eiωmt + e−iωmt)e−iωtdt (2.4)
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=
1
2
∫ +∞
−∞
E(t)e−i(ω−ωm)tdt+
1
2
∫ +∞
−∞
E(t)e−i(ω+ωm)tdt (2.5)
=
1
2
E˜(ω − ωm) + 1
2
E˜(ω + ωm) (2.6)
then it can be seen that the effect of the modulation is to introduce sidebands
at ω±ωm. The key to modelocking is to make the modulation frequency ωm
equal to the cavity mode spacing ∆ω = 2pi/(2Lc) (or some harmonic). The
sidebands will then correspond to the cavity modes adjacent to the central
one, and since these sidebands are in-phase with the central mode three
cavity modes will be modelocked together. Since the above equations will
apply to all modes in the cavity, it can be seen that each mode will couple
energy into its adjacent modes and be phase-locked to them. The lowest loss
operation for the system becomes a short pulse oscillating around the cavity.
Electro-optic modulators (EOMs) have also been used as an alternative
to AOMs for active modelocking. In the case of an EOM an applied voltage
changes the birefringence of the crystal, causing planar polarisation changes
in the incident light. Amplitude modulation is achieved by coupling the
EOM with a polariser. Frequency-modulation is also an alternative method
of operation to amplitude-modulation when using an EOM, using phase-
shifts to lock the modes. This tends to result in chirped pulses (Section 1.1),
however. In general EOMs have not proved to be practical for modelocking.
Active modelocking is an effective method for short pulse generation but
it suffers from a number of disadvantages. The necessity to match the mod-
ulation frequency to the cavity mode-spacing places severe demands on the
modulator used. Far more important though is that the limited modulation
speeds of AOMs restrict the width of pulses from actively-modelocked sys-
tems to 10–100 ps. To reach the femtosecond regime it is necessary to employ
passive systems.
2.1.2 Passive modelocking
Passive modelocking differs from active modelocking in that it does not rely
on some external signal for its operation (hence its passivity). Passive mod-
elocking relies on the use of some optical element for which transmission
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of light will vary with the intensity of that light. A saturable absorber (in
current lasers this is typically a SESAM — SEemiconductor Saturable Ab-
sorber Mirror) is most often used. This absorbs light up to a saturation
point, beyond which its absorption reduces. Thus a saturable absorber can
be considered as a form of high-pass intensity filter, blocking light below
some intensity but transmitting it above. When inserted into a laser cavity
containing many randomly-phased modes, the effect will be to attenuate the
initial, low intensity noise bursts. Eventually a random intensity fluctuation
will occur that exceeds the saturable limit of the absorber and so passes
through. This ‘intensity spike’ will experience further gain in the lasing
medium and, provided the gain exceeds the intracavity losses, will continue
to saturate and pass through the absorber while the other, lower intensity
pulses are blocked. (It should be noted here that a important property of the
saturable absorber is its relaxation time, i.e. the time taken to recover from
absorption of a pulse intensity. The relation between the relaxation time
and the pulse duration determines whether the saturable absorber is ‘fast’
(relaxation << duration) or ‘slow’ (relaxation >> duration) Either can in
fact prove suitable for passive modelocking.) The result is almost a form of
‘survival of the fittest’ – a single narrow high-intensity pulse oscillates around
the cavity at the expense of all other pulse configurations, and the laser is
modelocked. Passive modelocking is capable of exploiting the full bandwidth
of lasing media to achieve optical pulse lengths in the femtosecond regime.
2.1.3 Kerr-lens modelocking
Kerr-lens modelocking is a form of passive modelocking, but is of enough
importance to merit this separate section. It was first discovered [3] in 1989
while researchers were exploiting the coupled-cavity modelocking technique
in a titanium-sapphire (Ti:S) laser1. Ti:S had been known to have a wide
lasing bandwidth [4], making it an excellent candidate as a lasing medium
for producing ultrafast pulses, but it was found to be ideal when it became
apparent that self-phase modulation (SPM), crucial to coupled-cavity mod-
1D. E. Spence, PhD thesis, University of St Andrews, 1992
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elocking and usually obtained using an external optical fibre, was occurring
within the Ti:S crystal itself. Pulses with ∆τ = 60 fs could be produced from
the laser with no additional optical element or other mechanism present to
produce modelocking. An optical Kerr effect (c.f. Section 1.2.3) within the
Ti:S crystal, where the refractive index that becomes intensity-dependent
produces a longitudinal index profile that caused a frequency down-shift of
wavelengths at the leading edge of a pulse travelling through the crystal and
a frequency up-shift at the trailing edge of the pulse, leading to a spectral
broadening that is a characteristic of SPM.
An associated feature was also occurring in the spatial domain. Since the
higher intensities of the lasing beam within the cavity are at the centre of
the cross-section of the beam (Gaussian profile), the refractive index of the
Ti:S was higher at the centre of its cross section, causing it to behave like a
positive lens, focusing the beam to emphasise the intensities at the centre in
an effect known as Kerr lensing. By introducing into the cavity some form of
aperture, such as a slit, that attenuated or blocked the weaker outer parts of
the beam while passing the higher intensities at the centre, the crystal itself
effectively became a saturable absorber. The use of a slit or other physical
aperture in this way is known as a hard aperturing. There can also be an
effect where the self-focusing of the beam leads to a better overlap with the
pump beam for the higher intensities. This means those higher intensities
experience greater gain compared to the weaker intensities, and so are again
emphasised, known as a soft aperturing.
The spectral broadening of SPM could be further exploited by introducing
some form of negative dispersion elsewhere in the cavity such as a prism
pair [5]. This results in a shorter pulse than would be possible from the
lasing of the medium alone. This was demonstrated by reducing the ∆τ of
the pulses produced by the original Ti:S laser from 60 fs to 45 fs[3].
The broad spectral output of Ti:S, the action of SPM and the removal
of the need for any additional components to maintain modelocking meant
that Ti:S-based lasers rapidly became the preferred sources for femtosecond
pulses. They are now available commercially in a variety of configurations
offering different pulse energies, repetition rates and pulse widths from a few
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hundred femtoseconds to under 7 fs for the latest systems2. It is a reasonable
assumption that any laboratory working with ultrafast pulses will contain at
least one Ti:S-based source.
If there is one disadvantage to the Ti:S laser, it is that the useable wave-
lengths are limited only by the gain bandwidth of Ti:S to the 650–1100 nm
range. Many applications exist, though, that require femtosecond pulses at
different wavelengths such as the µm region of the near-infrared. Therefore,
other solutions need to be found, but it is seen that the Ti:S laser still has its
part to play when employing solutions based on optical parametric effects —
the high peak powers of modelocked lasers being the advent that made optical
frequency conversion a practical method of accessing other wavelengths.
2.2 Optical Parametric Oscillators
Light can interact with materials in a number of ways, resulting for example
in well-known effects such as refraction or reflection. These interactions are in
the linear regime — the reflected or refracted light is of the same wavelength
as the incident light. But as discussed in Section 1.2, if the incident light
is of sufficient intensity then nonlinear effects will occur, producing light at
different wavelengths to the original. Given sufficient power, scientists were
no longer restricted to those regions of the electromagnetic spectrum where
suitable lasing media could be found, but instead could access more of the
spectrum using nonlinear crystals. High-power CW lasers made use of these
processes (e.g. frequency doubling to obtain 533 nm3) but it wasn’t until the
advent of modelocked lasers, with their exceptionally high peak intensities,
that such effects started to be properly exploited[6].
Typical nonlinear processes are second- or third-harmonic generation, but
particularly of interest are parametric processes (Section 1.2.2). In a para-
metric process a strong light wave, usually referred to as the pump wave,
produces two other waves through difference frequency generation. To see
how this occurs, recall Equation 1.10 and consider only the term at the dif-
2e.g. Femtosource Rainbow
3Coherent Verdi
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ference frequency for two waves, rewriting it as
P (ω2 − ω1) = 1
2
deffE1E2 cos((ω2 − ω1)t) (2.7)
where deff is the nonlinear coefficient that determines the strength of the
effect. Considering a strong pump wave at frequency ωp in the presence of a
much weaker wave designated the signal wave at frequency ωs it can be seen
that a wave at the difference frequency ωp − ωs will be produced, commonly
referred to as the idler wave with frequency ωi. However, the intensity of
the pump wave can be such that the idler wave will grow in intensity itself to
the point that it too interacts with the pump through difference frequency
generation:
P (ωp − ωi) = 1
2
deffEpEi cos((ωp − ωi)t) (2.8)
and it can been seen that this produces more intensity at frequency ωp −
ωi = ωs — the signal wave. The net result, then, is that the pump wave is
depleted and its energy goes into amplifying the signal wave, with an idler
wave by-product. Typically the idler wave is not used, so the rest of this
discussion will generally refer to the signal wave only. (It should be clear
that which frequency is termed ‘signal’ and which ‘idler’ is a matter of choice
— conventionally, ωs > ωi.)
A system based on the process described above is referred to as an opti-
cal parametric amplifier (OPA). Although straightforward, it relies on some
small fraction of signal wave being initially present, and also the gain only
occurs on a single pass through the nonlinear crystal. Both of these restric-
tions can be overcome by placing the OPA within an optical cavity. If the
cavity length is equal to an integral number of half-waves of the signal wanted
then optical noise within the cavity can provide a signal input. If the gain
exceeds the loss on each round-trip the signal wave will be progressively am-
plified, and as long as this gain is maintained some of the signal wave can
be coupled out of the cavity for use. This system is known as an optical
parametric oscillator (OPO). In the case where the pump is the output of a
pulsed laser (such as a femtosecond laser) the cavity length is also an integral
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Figure 2.3: Schematic of synchronously-pumped OPO operation. A pump
pulse is focused onto a nonlinear crystal placed within an optical cavity in
the presence of optical noise at the idler wavelength. Parametric processes
deplete the pump and couple the power into the idler and a signal pulse.
By matching the cavity round-trip time for the signal pulse to the arrival of
the next pump pulse the signal will progressively be increased. (Note that
typically not all the pump energy will be converted.)
number of lengths of the pump cavity. Thus the signal pulse produced by
one pump pulse traverses the cavity and arrives back at the nonlinear crys-
tal at the same time as a new pump pulse arrives, resulting in amplification
of the signal pulse. This arrangement is known as synchronously pumped
(Figure 2.3).
2.2.1 Phase matching
Parametric generation, as seen from Equation 2.7, is the result of an induced
oscillating polarisation within the nonlinear crystal in question. Typically
the wavelengths of the light involved (pump, signal and idler) will be much
less than the length of the nonlinear crystal in the direction of propagation.
This means that, instead of there being just one source of signal within the
crystal, there will be a number of sources. If these sources are out of phase
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with each other, destructive interference reduces the signal and thus reduces
the overall gain of the system. Maximum gain occurs when all sources are
in phase and thus interfere constructively — the process for achieving this is
known as phase matching.
Phase matching is thus an important consideration when selecting suit-
able nonlinear crystals for a given purpose. Dispersion within the nonlinear
crystal is the main enemy of phase-matching. The general requirement for
phase matching for parametric processes is
ωpnp = ωsns + ωini (2.9)
where each n is the respective refractive index. Typical methods for phase
matching make use of intrinsic properties of the crystal. Temperature changes
may alter the refractive indices by different amounts or suitable birefringence
may be exploited. An extrinsic method known as periodic poling, however,
has had much greater success in producing crystals with good phase-matching
properties.
In a periodically-poled (PP) material successive domain inversions are
produced within the crystal. Each domain will therefore have an induced
polarisation that is pi out of phase with the domain immediately before it.
Within a domain (or in the absence of domains), the induced polarisations
along the propagation direction within the crystal become progressively out
of phase with each other (Figure 2.4). Once the induced polarisation is pi out
of phase with the first induced polarisation the generated wave (created by
the addition of all the induced polarisations) starts to decrease in amplitude.
The crossover point (i.e. the point at which the generated wave has maximum
amplitude) is known as the coherence length. The key to periodic poling is
to make the domain lengths equal to the coherence length so that, due to the
pi phase change in the new domain, the new induced polarisation continues
to add constructively to the generated wave (Figure 2.5). This method is
known as quasi phase-matching (QPM), since the induced polarisations are
not truly phase-matched (they do not interfere completely constructively
within the domains). Although QPM cannot produce a generated wave as
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Figure 2.4: (a) Considering the progression of the generated wave along the
crystal at eight different points, the induced polarisation (represented by
the arrows) created by each successive source is seen to change. (b) The
total wave will be the sum of sources; in this case there is total destructive
interference.
large as true phase matching (TPM) theoretically would, its advantages lie
in the fact that it can be applied in practice to situations where TPM is not
possible. This allows freedom of choice of direction within a crystal (so that
the direction with largest deff can be used), and development of parametric
sources for pump and signal wavelengths where TPM is almost impossible to
achieve.
2.3 The NPL OPO
Primarily for the purpose of quantum interference coherent control (QUIC
— see Chapter 3), and also for additional applications[7], it was decided to
develop an OPO at NPL capable of generating < 200 fs pulses in the 1500–
1550 nm range. A collaboration was started with St Andrews University,
both because of the strong pre-exisiting links between the two organisations
and moreover due to the extensive experience the St Andrews group have
with these types of source. The initial stages of design and construction were
to be carried out collaboratively at St Andrews, with subsequent development
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Figure 2.5: (a) This time a domain inversion (shaded area) has been pro-
duced. This results in an abrupt pi change in the induced polarisation. (b)
The total wave is now larger than it would be without an inversion, although
still not at the maximum potential intensity if all sources were perfectly phase
matched.
at NPL.
The initial brief for the OPO was straightforward. It should produce
frequency-tunable femtosecond pulses centred around 1500 nm; it should
be pumped by the existing NPL Ti:S laser4; it should be as compact as
possible to minimise its footprint on the optical bench; and the 1500 nm
pulses produced should be convertible to 750 nm for QUIC. Discussions with
St Andrews established that the best approach would be to mount all the
OPO components on an optical breadboard, employing folding mirrors to
reduce the footprint as much as possible. A prism-pair[5] would introduce
negative dispersion to the cavity for the purpose of transform-limiting the
pulses produced, and finally the crystal for SHG of the 750 nm pulses would
be placed in the cavity as well, for maximum SHG power. The first design
of the OPO is shown in Figure 2.6.
When considering the choice of crystal, one extensive study[8] identi-
fied PPKTP (periodically-poled KTiOPO4) as suited to applications where
particularly short pulses were required and reasonable pump powers were
available. A PPKTP crystal would be able to provide pulses in the 1500–
1550 nm range when pumped by 850 nm pulses from the NPL Ti:S. PPKTP
4Coherent Mira 900
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Figure 2.6: Schematic of the first design for the OPO. As well as the crystal
for parametric conversion, the crystal for SHG and its associated focusing
mirrors are also placed within the cavity to maximise the SHG power. L
denotes a lens; M a mirror; CM a curved (focusing) mirror; P a prism; OC
an output coupler.
also has the advantage that it achieves this conversion at room temperature
and so there is no need to incorporate any form of temperature control into
the OPO.
As there was a manufacturing delay in sourcing an anti-reflection coated
PPKTP crystal the decision was made in the interim to build an initial
version of the OPO around an available piece of PPLN (periodically-poled
lithium niobate (LiNbO)). This would also provide suitable pulses when
pumped by 800 nm pulses but required heating and temperature control
to maintain the output wavelength[9], necessitating the incorporation into
the OPO of a copper block heated via induction. The intention of using the
PPLN was to enable issues such as focusing of the pump and matching of
the cavity length to the pump repetition rate to be addressed in time for the
delivery of the PPKTP, which should then simply replace the PPLN crystal.
The PPLN OPO was constructed5 according to the design of Figure 2.6
and can be seen in Figure 2.7.
The green light visible is due to an additional mixing process within the
5Joint work with P. Loza-Alvarez
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Figure 2.7: Photograph of the PPLN-based OPO when based at St Andrews.
The PPLN is attached to the copper block seen at the top of the photo. The
green light is due to a mixing process between the pump and signal pulses.
OPO between the pump (ωp) and the signal (ωs) pulses, where
1
800 nm
+
1
1500 nm
→ 1
520 nm
(2.10)
i.e. sum-frequency mixing between the pump and signal pulses generates
additional light in the green part of the visible spectrum. This green light
follows the path of the signal pulses as far as the first prism.
2.3.1 SHG generation
The principal experiment for which the OPO was constructed (Chapter 3)
required pulses at both the signal wavelength and also at its second harmonic.
This would be achieved using basic SHG within a BBO type I crystal. (The
‘type’ describes the phasematching employed within the crystal when two
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waves are present. Type I implies that the input waves have the same planar
polarisation and the output has orthogonal polarisation. Type II implies
that the input waves have orthogonal polarisations and the output has the
same polarisation as one or the other.) As the process is relatively inefficient
it was deemed that a suitable way to maximise the SHG power would be to
incorporate the crystal within the OPO cavity itself, where the intensities
available were much higher (since the output of the OPO is only a small
fraction of that inside the cavity). Initial measurements using a pump power
of 1.5 W indicated powers of 9 mW for the fundamental and 8 mW for the
second harmonic.
However, further calculations into the power requirements for the pro-
posed experiment (Section 3.4.2) determined that in fact only a very small
second harmonic power was required in proportion to the fundamental, and
moreover that higher power in the second harmonic was counter-productive.
Given that the current configuration proposed by the instigators of the
project produced relatively high second harmonic powers at the expense of
the fundamental it was clear that the design was completely at odds to the
needs of the experiment. Therefore the BBO crystal and its associated mir-
rors were removed from the OPO cavity (Figure 2.8) and SHG achieved with
a basic lens-crystal-collimation arrangement external to the OPO.
2.3.2 PPKTP OPO
Once the PPKTP crystal was ready the PPLN and associated heating were
removed and replaced with the PPKTP within a five-axis optical mount.
Initial oscillation using just the crystal, lens, curved mirrors and a single
external mirror was achieved easily, verifying that the focal positions and
cavity lengths used with the PPLN crystal were tested suitably for the PP-
KTP. Unfortunately, all attempts to produce oscillation through synchronous
pumping with the prism pair in the cavity were to prove frustrating and, ul-
timately, fruitless.
Operation of an OPO requires that the pump path and signal path overlap
as closely as possible between the focusing mirrors surrounding the crystal
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Figure 2.8: Revised layout of the NPL OPO. M denotes a planar mirror, CM
a curved (focusing) mirror, L a lens and P a prism. OC indicates the output
coupler.
and also that the signal return path from the end output coupler or mirror
overlaps the outward path as closely as possible. With a non-prism arrange-
ment this alignment is relatively easy as SHG of the pump within the crystal
provides visible (425 nm) light that follows the same path as the signal pulses
and so can be used to carry out the alignment. Once suitably aligned it is a
matter of fine-tuning the cavity length to obtain synchronous pumping and
then fine-adjusting the optics to optimise the alignment[10]. When intro-
ducing a prism-pair within the cavity, however, the SHG of the pump pulses
cannot be used for alignment as diffraction causes it to follow a different path
to the signal pulses after the first crystal. In this situation it is necessary to
use an IR viewer to observe the outward and return path of the weak signal
pulses (weak since there is no synchronous pumping) and align them appro-
priately before adjusting the cavity length. Often a mirror will be used at
the end of the cavity to reflect maximum signal, being replaced by an output
coupler once the alignment is sufficiently correct.
When introducing the prism pair as described, signal pulses were seen
with the IR viewer and used for alignment purposes. Despite extensive ef-
forts while changing the cavity length, this would not result in synchronous
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pumping. Careful checks of the cavity length determined that it lay within
the middle of the 25 mm range of the translation stage on which the end
mirror was mounted, suggesting the issue was one of alignment, most likely
that of the return beam. Synchronous operation without the prism pair was
achieved repeatably and reliably. The prisms were even sent to St Andrews
for testing within a second OPO there and found to operate correctly but
still no progress was made with the PPKTP OPO at NPL. Eventually a de-
sign was selected to eliminate the prism pair and operate the OPO without
them (Figure 2.9). A photograph of the PPKTP OPO operating is shown
in Figure 2.10. Again the green light due to mixing between the pump and
signal is much in evidence, as well as additional wavelengths in the orange.
PPKTP characteristics
In the configuration shown, the OPO provided optical pulses that were tune-
able between 1500–1550 nm, the tuning being carried out by adjusting the
cavity length. Figure 2.11 shows a typical spectral measurement of the OPO6.
The asymmetry of the spectrum in the wavelength domain is actually desired
since this is expected when the spectrum is symmetrical in the (more correct)
frequency domain. The asymmetry arises since conversion is determined by
λ = c/f , suggesting a Gaussian spectral output. Measurement in the time
domain using an autocorrelator7 (c.f. Section 4.1) shown in Figure 2.12 in-
dicates a ∆τ of approximately 150 fs, assuming a Gaussian pulse. A power
meter8 used to measure the output of the OPO indicated powers of 80 mW.
2.4 Optical pulse shaping
So far in this thesis, the production of femtosecond pulses has been considered
from suitable lasing sources or, in the case where no suitable lasing medium
exists for a desired wavelength, from parametric effects. The pulses produced
are, ideally, transform-limited (i.e. all modes correctly coupled) and the
6Taken using an Ist-Rees E202 LSA
7Femtochrome Research FR103
8Coherent Labmaster
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Figure 2.9: Layout of the NPL OPO configuration, revised to remove the
prisms. FM denotes a ‘flipper’ mirror (i.e. one that can be moved in or
out of the beam). SM denotes a steering mirror for the pump beam, M a
planar mirror and CM a curved (focusing) mirror. L denotes a lens. The
arrangement for SHG outside the OPO cavity is not shown. A periscope
arrangement was required to raise the output to a height used in existing
experimental work.
durations are as short as can be. But there are occasions when a Gaussian
or sech2 transform-limited pulse is not the ideal. Sometimes it is more useful
to have, say, a double-pulse for a pump-probe experiment, even if this means
the pulses are slightly longer. Or sometimes the optics between the source
and the experiment have a negative effect on the pulse through broadening,
and some way of correcting for this is desired. These possibilities and more
have driven the area of pulse shaping, where the intensity (and phase) of
a pulse are altered for a desired outcome. For the research at NPL it was
envisaged that pulse shaping would be a useful tool to optimise the processes
and provide even greater control of electrical pulses, and so a it was decided
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Figure 2.10: Photograph showing the operation of the PPKTP OPO. With-
out prisms the path of the green light matches that of the signal and is clearly
visible. The crystal is the bright source to the left of the centre.
to design and construct a suitable pulse shaper.
2.4.1 Theory of LCM pulse shaping
As discussed in Section 2.1, an optical pulse can be described by its intensity
and phase either in the time domain or in the spectral domain, and the
relation between the two means that defining one will necessarily define the
other. From this it follows that the profile of the pulse in the time-domain
can be shaped by either temporal or spectral manipulation. For instance, we
could employ some temporal function g(t) so that
Eshaped(t) = Ein(t)g(t) (2.11)
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Figure 2.11: Spectral measurement of the OPO.
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Figure 2.12: Autocorrelator measurement of the OPO output. The FWHM
of the autocorrelation is deduced to be 220 fs. If the profile of the pulse were
Gaussian this would correspond to a ∆τ of 220/
√
2 = 150 fs.
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Alternatively we could apply a spectral function:
Eshaped(ω) = Ein(ω)h(ω) (2.12)
Thus in the time domain the ability to shape the pulse is limited by the
temporal resolution of the function used, whereas in the spectral domain it
is limited by the spectral resolution of the function. Therefore, manipulation
of pulses of 15 fs and 150 nm FWHM would require a system capable of
reacting either at speeds in the attosecond regime or at wavelengths in the
nanometre regime (unconstrained by time). The latter is typically much
more achievable and so optical pulse shaping is carried out almost entirely
using spectrally-based systems.
Conversion of an optical pulse into the spectral domain and back again is
a relatively simple matter (Figure 2.13). The pulse is first dispersed spatially
into its various wavelength components, typically using a grating. A lens or
parabolic mirror collimates the wavelengths to produce the Fourier transform
of the pulse. An identical lens/grating arrangement then transforms the
pulse back into the time domain. If set correctly, the system will introduce
no additional dispersion. (There will necessarily be some attenuation in the
case of gratings due to the loss of the non-first order diffractions, but this
should be uniform across the spectrum and so have no effect on the shape
of the pulse.) As the correct setting normally requires that each grating
be a focal distance from its lens and that the lenses be two focal lengths
apart, this arrangement is commonly known as a 4f pulse shaper. Typically
the mid-point between the lens, where the spectral components are focused
(assuming convex lenses), will be referred to as the Fourier plane of the pulse.
The actual shaping of the pulse occurs by altering the phase and ampli-
tudes of the Fourier transform, and within a 4f pulse-shaper this shaping can,
in theory, be completely arbitrary within the limits of the available spectral
power. An early method[11] achieved this using fixed masks, etching fused
silica for phase changes or depositing Ti:Au on silica for amplitude changes.
This was extended to a programmable method[12] using liquid crystals (LCs).
An array of 32 LC cells was placed at the Fourier plane, each controlled by a
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Figure 2.13: Schematic of a 4f pulse shaper. A grating and lens arrangement
Fourier-transforms a pulse into the spectral domain and a second identical
arrangement transforms it back. By placing some form of mask at the Fourier
plane to alter the spectral amplitude and phase of the pulse, the temporal
amplitude and phase can be shaped.
voltage independently of the others. The voltage applied to an LC cell would
cause it to rotate, inducing a proportional change in refractive index and so
a phase change in the wavelengths passing through the LC in question. Thus
the liquid-crystal array becomes a phase modulator, or LCM (liquid crystal
modulator) for short. (Sometimes the term spatial light modulator or SLM
is also used.) Using this LCM the authors of [12] were able to demonstrate
conversion of a pulse to a double-pulse and dispersion-compensation of a
frequency-chirped pulse.
As well as phase modulation, amplitude modulation is possible by plac-
ing a polariser at the exit of the LCM so that the planar polarisation change
induced by the change in refractive index of an LC converts to an atten-
uation. This was extended by others[13] to simultaneous control of both
phase and amplitude. LCMs are now widely available commercially for pulse
shaping use, boasting many more pixels for finer spectral resolution, high-
bit resolution for finer adjustment of the LCs and full computer control for
integration with software. LCMs offer many advantages for pulse shaping
as they introduce little unwanted additional attenuation into the 4f system
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and do not place any limits on the repetition rate of the pulse source. There
is also no requirement on synchronisation of the LCM to the optical pulse.
However, there are some disadvantages too: they can be slow to update, and
the ‘dead-space’ between pixels can cause errors in the pulse-shaping due
to the resulting imperfect control of the spectrum or ‘bleed-through’, where
wavelengths are affected by more than one pixel. There is also a Nyquist
requirement placed on the system, whereby adjacent pixels cannot vary in
the phase change introduced by more than 2pi from each other. (This holds
whether the aim is to change phase or amplitude of the spectrum.) Despite
these constraints, the flexibility of an LCM-based 4f system made it the
most attractive choice for the NPL pulse shaper.
2.4.2 The NPL pulse shaper
The CRi LCM
The LCM used in the NPL pulse shaper was a CRi (Cambridge Research and
Instrumentation) SLM-640. This self-contained unit consists of two 640-pixel
masks allowing simultaneous control over both phase and amplitude.
Pixel specifications
Height 5.0 mm
Pitch 100 µm
Interpixel gap 2.0 µm
Inter-mask alignment ± 2.0 µm
Inter-mask separation 1.02 mm
Pulse damage threshold 100 µJ/cm2
Maximum modulation 3pi radians at longest wavelength
The drive voltage to each pixel can be set with 12-bit (2.44 mV step)
resolution, i.e. to a value between 0 and 4095. Interfacing between the
LCM and a computer is via a USB connection. Frames (640 12-bit values)
are loaded into the on-board LCM memory buffer and from there can be
transferred into either or both of the masks. The buffer is capable of holding
up to 32 frames. A BNC trigger allows the LCM to load predefined frames
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into the masks in sequence on a TTL trigger signal should some form of
time-varying control be required.
The operation of a dual-mask pulse shaper, as explained in Section 2.4.1,
modulates amplitude and phase through the action of two LC arrays and
an exit polariser. It must be realised that it is not a simple matter of one
mask array controlling the phase and the other the amplitude. Both arrays
will introduce a phase change, and the combination of polarisation change
introduced by each will determine the planar polarisation at the exit polariser
and thus the total amplitude transmitted. The total effect is given by
Eout = Ein cos(δφA − δφB)ei(δφA+δφB)/2 (2.13)
where δφA and δφB are the phase changes introduced by masks A and B,
respectively (A being the mask closer to the input).
The constructed pulse shaper is shown in Figure 2.14. Commands are
issued to the LCM in ASCII format using whatever software is capable of
transmitting over the USB interface. The commands themselves are fairly
simplistic, based on loading and altering the data contained in frames and
selecting frames to be applied to the two masks. Software was written in
LabVIEW (Appendix A) to perform these functions and intial tests were
carried out to confirm operation. No phase measurement was possible at the
time so instead there was simple monitoring of the amplitude modulation
using an optical spectrometer9.
Figure 2.15 shows an extreme mask application to the spectrum of a 100 fs
laser source10. (The trace marked ‘Original’ is the spectrum measured when
all pixels are set to provide maximum transmission i.e. when both masks
are equal). The pulse shaper mask has been set so that alternate pixel pairs
are set to either maximum or minimum transmission. It is apparent that
neither level of transmission is achieved due to the Nyquist limit on the phase
settings of the pixels. That it is possible to produce a mixture of maximum
and minimum transmission is demonstrated in Figure 2.16. Here the pixel
9Thorlabs SP2
10Coherent Mira 900
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Figure 2.14: Photograph of the NPL 4f pulse shaper based around a twin-
array 640 pixel LCM. The first and final mirrors are mounted on flipper
mounts to enable the pulse shaper to be removed from the pulse path if
required. Two additional mirrors are used at the output to enable correct
alignment of the exit pulses.
pair affecting 845 nm has been reduced to minimum transmission while the
Nyquist requirement has been met in the rest of the mask. This required
the setting of four pixel-pairs, effectively the minimum number required to
switch from maximum intensity to minimum intensity and back. Note that
this is partly due to the gratings used, which were chosen for operation with
a different laser11 with a much broader spectral output. As a result the laser
spectrum here does not fill the LCM array and so the resolution is reduced.
From the point of view of the test this is not an issue, as the only concern
here is to confirm correct operation of the LCM using the software. It also
serves to highlight that control resolution is not only a function of the pixel
size but also the Nyquist requirement. Figure 2.17 demonstrates the fastest
spectral oscillation achievable using this grating pair.
11see Section 2.7.1
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Figure 2.15: Effect on the laser spectrum when the LCM pixels are set to
maximum and minimum transmission alternately.
Although the pulse shaper has been demonstrated to offer control of the
spectrum of a laser source, there remains the issue of deciding what changes
should actually be made. A theoretical calculation, taking the knowledge of
the existing pulses as they arrive at the pulse-shaper, calculating the am-
plitude and phase mask required for a specific outcome and from there the
corresponding settings for the LCM, can be rewarding but except for the
simplest cases can be expected to be time consuming, fraught with error and
possibly even futile. All aspects of the relationship between the pulse shaper
and the pulse, and more importantly the relationship between the pulse and
how its shape affects the outcome of the experiment to be formed, must be
understood. It may even be the case that what is believed to be a desired
solution (e.g. the shortest pulse possible) may not be the optimum for what
is required (e.g. a pulse with a particular variation of phase may provide a
better result) yet the researcher could be unaware of this possibility.
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Figure 2.16: Minimisation of the spectrum at 845 nm. The Nyquist restric-
tion requires this to use four pixel pairs (in this case 194 to 197) to maintain
maximum spectral power elsewhere.
Given the complications involved in setting the pulse shaper and the
uncertainty that can exist in the knowledge of what is the ideal, what would
be of greatest use is some form of system where various mask settings can
be tested and the outcome at the experiment monitored to determine which
are better and which are worse. It would be even more useful if this system
could continually refine the settings until the optimal result is reached, and
this led to idea of using a genetic algorithm to seek out the optimal settings
of the pulse shaper for any given experiment.
2.5 Genetic Algorithms
In many areas of science and technology, the particular task at hand is to find
an unknown solution to a known problem, and typically that solution will be
subject to some form of constraint. Sometimes an equation exists which sup-
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Figure 2.17: Minimisation of the spectrum at various points. This demon-
strates the limit of the pulse shaper in introducing minima with the given
laser/grating combination. Since the gratings do not fill the LCM array with
this spectrum better performance would be possible with different gratings.
plies the solution when given the known parameters; sometimes an analytical
approach provides the solution; and at other times a numerical approach or
computational model can be used to perform the necessary calculations that
result in the desired outcome. What such methods have in common, though,
is a pre-existing understanding of the likely form of the solution or the ap-
proach that should be taken. Other, less obvious yet better, solutions may
be missed altogether, and in the case where no clear approach is apparent,
scientists can find themselves at a loss. Yet a number of techniques exist to
solve such problems, and one of the most popular is the genetic algorithm
(GA)[14].
The GA takes its inspiration from the biological successes of nature. All
around can be found cases where the ‘problem’ is survival in a very partic-
ular kind of environment and nature appears to have arrived at ‘solutions’
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of specialised creatures through random chance, without any calculation or
mathematical manipulation. The reality, of course, is that these ‘solutions’
have been arrived at through the process of evolution, where a combination
of chance and natural selection produces seemingly perfect adaptations over
thousands or millions of years.
The application of a GA to a scientific problem has, in essence, two
prerequisites. Firstly, each possible solution to the problem must be able
to be represented by a string of numbers, known as the individual (or more
commonly the chromosome, though this thesis will use the former term).
All possible values of these strings (i.e. all possible individuals) form what
will be termed the universe. The individual that represents the ideal (or
closest physical ideal) solution must exist somewhere within this universe,
so the ability of the algorithm to access the entire universe is important
(Section 2.5.3). Secondly, there must be some function for assigning a fitness
to an individual, i.e. a number that represents the quality of that individual
as compared to the desired solution. If these two requirements can be fulfilled
by the experiment or problem at hand, a GA should be capable of arriving
at a solution, given enough time.
A GA typically follows the process outlined in Figure 2.18. A starting
population is created and the fitness of each individual evaluated. ‘Breed-
ing’ occurs between individuals to produce offspring, which then have some
random element introduced through mutation. The fitness of the offspring is
then evaluated and the offspring inserted into the population, replacing the
less fit individuals. Each cycle of breeding/mutation/insertion is termed a
generation. These stages are covered in greater detail below.
2.5.1 Population
The population is the collection of individuals for the current generation.
At the beginning the individuals making up the population will often be
randomly generated, but other possibilities exist such as using a previous
population known to contain individuals of superior fitness, or generating
random individuals with a statistical leaning towards desired features that
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Figure 2.18: Flowchart demonstrating the operation of a genetic algo-
rithm. Starting with a (typically) random population, individuals are bred
(crossover) to produce children which are mutated, evaulated and inserted
back into the population according to their fitness. Successive repetitions of
this process will eventually produce the best possible solution.
produce good fitness values. (Note that this would require some knowledge
of the form of the ideal solution, not always available in situations where
genetic algorithms have been chosen for use.) As the algorithm advances
through the generations, the overall fitness of the population is expected to
improve.
2.5.2 Breeding
Breeding is the process of producing new individuals (offspring) that contain
features of existing individuals (parents). A typical method for breeding is
the cross-over technique[14]. Two individuals are selected and a random point
within their length chosen. Each individual is split at this point, and their
halves swapped to produce two new offspring. Of note is the method by which
the parents are selected for breeding. One way is to select them completely
at random, another is to select them based purely on fitness. While the latter
seems a reasonable way of ensuring those traits that improve fitness survive,
too much emphasis should not be given to dominant individuals in the early
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stages of the population’s evolution, as this can often prevent convergence
towards the ideal solution. As such, a better approach is to combine fitness
and random selection.
2.5.3 Mutation
If offspring are only produced by cross-over as described above, the parts of
the universe accessible to the algorithm will be limited to those individuals
that can be produced through combinations of the original population instead
of the whole (for instance, if none of the individuals start with the value 5, no
individual starting with the value 5 can ever appear). It is unlikely that the
starting population will contain all the elements needed for the individual
representing the ideal solution, so some method of accessing individuals with
features not present in the current population is required. This is typically
done through mutation, i.e. randomly altering values within an offspring
to produce new features. As in nature, mutation often results in a less-
than-fit individual which quickly disappears from the gene pool. However,
occasionally a mutation will occur that provides a beneficial feature that
increases the individual’s fitness, and this resulting feature should eventually
be shared throughout the population as it evolves. A key consideration when
applying a mutation is the probability of occurrence. It is undesirable to
mutate every single offspring produced yet too little mutation means the
algorithm will be slow to approach a suitable solution.
2.5.4 Insertion
Once offspring have been created and evaluated, they (and their correspond-
ing fitnesses) should be inserted into the current population. Genetic algo-
rithms differ from nature in that their population is generally fixed in number.
The typical course of action is to replace the least fit members of the popu-
lation with the offspring. Note that these older individuals will be replaced
by the newer individuals even if the newer individuals have lower fitness;
this gives beneficial traits which may not yet be apparent the opportunity to
appear.
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2.6 Algorithm coding
The core routines comprise ranking of the individuals (Ranking), selection
for breeding (Select), breeding (Recombine), mutation (Mutate) and insertion
of the offspring into the original population (Reinsert). There will also be
a routine for evaluation the fitness of an individual (Fitness) that will vary
from case to case. The eventual code produced in LabVIEW (Appendix A)
was based in part on routines in MATLAB provided by Reading University
during collaboration, although the underlying principles are widely known.
LabVIEW was chosen for the implementation because it makes it easier to
integrate the code with the control software developed for the LCM. Addi-
tionally, the act of translation also ensures a deep understanding of what can
be quite abstract code, and indeed a couple of errors in the original MATLAB
code were uncovered and corrected during this process. Finally, subsequent
testing of the algorithm (Section 2.6.1) demonstrated that the LabVIEW
implementation of the algorithm ran faster than the MATLAB version.
Individuals
As described in Section 2.4.2 the LCM of the pulse shaper contains two masks
consisting of two liquid-crystal arrays of 640 pixels. Each pixel is driven by
a voltage with 12-bit resolution, i.e. the drive level applied to each voltage
is an integer between 0 and 4095. Therefore for the purposes of the genetic
algorithm one way of defining an individual is as a string of 1280 numbers,
each having a value of between 0 and 4095. This will then cover all possible
settings of the LCM (the universe). (Note that for phase-only pulse-shaping,
both masks should have the same settings. In such cases individuals of
640 numbers will suffice.)
Fitness
The question of fitness is determined by the experiment in hand, what can be
measured and the desired outcome. For instance, if the pulses act with some
form of detection circuit that generates a voltage, the voltage is influenced
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by the pulse shape and a maximised voltage is required, then the measured
voltage provides a simple fitness evaluation for each individual. More com-
plicated schemes might call for producing a particular spectral output, in
which case some form of error function between the wanted spectrum and
the measured spectrum could suffice.
2.6.1 Testing of the algorithm
To first test the ability of the algorithm to obtain solutions, individuals con-
sisting of 50 elements having the range 0–99 were used. The requested solu-
tion was a simple one: The sum of all the elements in the individual should be
zero. A population size of 100 with 10% offspring was used (i.e. 10 offspring
per generation) and the threshold (the fitness at which the algorithm stops
seeking) set to zero, i.e. a perfect solution. When run with these parameters
the GA found the ideal solution in 9740 generations. A plot showing the evo-
lution of the algorithm is shown in Figure 2.19. What is seen here is typical
behaviour — initially large improvements are made very quickly, but as the
population evolves the improvements become gradually more incremental.
This is the main purpose for using a threshold value in normal experiments;
to decide a cut-off point at which a solution is deemed good enough. Any
further increases beyond this will normally provide small return compared to
the time invested.
The linear plot is difficult to interpret by eye, so instead a logarithmic plot
is preferable. Figure 2.20 shows the same data plotted on a log scale. This
makes other features more clear, such as ‘plateauing’, where no improvement
is seen for a number of generations before some chance mutation results in
a number of quick improvements. Such features will be seen in the physical
experiments described in later sections (Figure 2.38).
The speed and efficiency of the LabVIEW code compared to the MAT-
LAB version was also checked to confirm the translation was both valid and
appropriate. Using the settings described above, each version was given five
runs and the number of generations required to reach a solution recorded.
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Figure 2.19: Plot showing the evolution of the genetic algorithm towards a
solution. The value of the fittest individual in each generation is plotted
against generation number. The vertical scale here is linear.
Figure 2.20: Plot of Figure 2.19 using a logarithmic scale for clearer viewing.
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Version Generations Version Generations
MATLAB 10166 LabVIEW 10133
10019 8766
7251 10652
9451 9433
5701 8144
It is clear that the variable elements of the genetic algorithm mean that
the number of generations taken to reach a solution can vary widely, even
when using the exact same software. On the small sample above, there is no
real evidence that, as far as the number of generations required is concerned,
the algorithm performs any better or worse in LabVIEW than in MATLAB.
As the algorithm is the same in each case, no difference should be expected
so, rather than increase the number of samples to confirm this the issue of
actual processing time was considered. Each algorithm was slightly adapted
to record the time taken for a run from start to finish, and amended where
necessary so that no data or information was plotted to the screen. Both
algorithms were run on the same PC (Pentium 4 2.8 GHz with hyperthreading
enabled, 2.5 GB of RAM)12. The results are shown below.
Version Gen. Time (s) Time/gen. (ms)
MATLAB 6643 23.92 3.60
5823 21.13 3.63
5866 20.97 3.57
7177 23.94 3.34
11725 43.55 3.71
Version Gen. Time (s) Time/gen. (ms)
LabVIEW 9367 22.02 2.35
10382 24.98 2.41
12325 29.74 2.41
9237 22.33 2.42
9637 23.27 2.41
12For those of you reading this some years from now, yes, it does seem like an antiquated
machine!
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Again the wide variation in the number of generations taken, and thus
the overall time taken, can be clearly seen. However, the time taken to
evaluate each generation is far more consistent, especially in the LabVIEW
implementation. Also it is quite clear that the LabVIEW version processes
each generation more quickly, in roughly two-thirds of the time in fact. Given
that the number of generations taken to reach a solution is expected to
average out as the same for both versions, the LabVIEW version can be
expected to be faster, all else being equal.
Before implementing the genetic algorithm together with the pulse shaper
it is necessary to have an understanding on the most appropriate starting
parameters. These parameters are the population size and the number of
offspring produced each generation. Although, theoretically, a correctly-
designed algorithm should always converge on an optimal solution this is
given an infinite amount of time. As the experimenter does not have an in-
finite amount of time to run an experiment the initial parameters should be
set so as to reach a satisfactory solution within some reasonable time frame.
It is found that the actual times taken for processing are small, as in the
timings given for the previous example in the table below.
Module Number of runs Average time (ms)
Recombine 9741 0.760
Mutate 9741 0.433
Select 9741 0.372
Ranking 9741 0.332
Reinsert 9740 0.091
Fitness 9742 0.006
The types of experiments for which the pulse shaping system is intended
are mainly of the electro-optic sampling type (Section 3.5.1), where each
evaluation will require a number of mechanically-delayed probe pulse mea-
surements and thus will take far longer than a millisecond. Thus it will be the
number of evaluations of individuals that determines the overall experimen-
tal time, and it is this which should be minimised. For this reason a number
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of tests were carried out to determine the relationship between population
number, offspring proportion and the total number of evaluations.
2.6.2 Minimising the evaluations
The first test was to determine how the offspring proportion affects the num-
ber of generations required to reach a result. To more closely represent
the environment that the algorithm will find in conjunction with the pulse
shaper, individuals were used consisting of 1280 elements each ranging from
0–4095. The same ideal solution was used as previously, i.e. sum of val-
ues = 0. Because a threshold of 1 would take prohibitively long (in one test
no solution was found after two hours of searching and over 200,000 genera-
tions) a higher threshold is used. In this case it is the threshold that indicates
the average element is ≤ 1/3 of the maximum — the actual threshold value
is unimportant, as long as it is the same for each test.
A population of 100 was used and various offspring proportions used
ranging from 5% to 90%. For each proportion the algorithm was run eight
times and the number of generations recorded. Standard deviations of the
number of generations taken were found to be 3–6% of the mean with no
clear relation to the proportion value. The results are plotted in Figure 2.21.
It can be seen that increasing the offspring proportion significantly reduces
the number of generations required to reach a result, up until a proportion of
around 40–50% (i.e. half the population replaced each generation). Beyond
this the improvements are negligible or non-existent.
As has been pointed out, though, from the point of view of the proposed
experiments it is the number of evaluations that will determine the overall
time taken. Since the GAmust evaluate each new individual the total number
of evaluations carried out (ignoring the evaluation of the original population)
is given by multiplying the offspring proportion by the population (100 in
this case) and by the number of generations taken to reach a solution. This
is plotted in Figure 2.22, indicating a proportion of between 10% and 30% is
optimal.
The other parameter that will influence the number of evaluations re-
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Figure 2.21: Plot showing how the number of generations taken to reach a
result varies with the proportion of children introduced each generation.
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Figure 2.22: Plot showing how the total number of evaluations made by the
GA to reach a result varies with the proportion of children introduced each
generation.
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Figure 2.23: Plot showing how the number of generations taken to reach a
result varies with population size.
quired to reach a result is the population. Clearly for any given offspring
proportion a larger population will mean more evaluations to be carried out
each generation, but a larger population should also mean less generations re-
quired. To determine these relations an offspring proportion of 30% was used
(fitness timing not being an issue during testing) with varying populations
from 10 to 200. Again for each population a number of repeat runs of the
GA were used and the average taken. The same threshold was used and the
standard deviations were found to vary from 2.5–6.5% of the mean with no
clear relation to the population size. The results are plotted in Figure 2.23.
It can be seen that larger populations reduce the number of generations
required to reach a result and that this effect decreases with increasing pop-
ulation size. Again, though, it is the number of evaluations made that is
of more importance. This is calculated from the offspring proportion (30%)
multiplied by the population size multiplied by the number of generations
taken to reach a solution. This is plotted in Figure 2.24
This result is altogether more surprising. It is clear that although a
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Figure 2.24: Plot showing how the population size affects the number of
evaluations the GA is required to make to reach a result.
larger population reduces the number of generations taken to reach a result,
this is more than offset by the correspondingly larger number of evaluations
that must be made at each generation. This looks almost linear, suggesting
that the greater benefit is provided by making the population as small as
possible. Clearly there must be some cut-off point (a population of 1, for
instance, could not even breed) but it can be seen that even a population
of 10 in which only 3 offspring are produced each generation results in a
lower total number of evaluations overall. This is counterintuitive to much
of the standard thinking related to GAs, where the focus is on reducing the
number of generations required to reach a solution rather than considering
the number of evaluations.
In conclusion, then, it has been found that although large populations
and high offspring proportions will provide solutions more quickly in terms
of numbers of generations, in situations where the time taken to evaluate the
fitness of an individual is significant a relatively tiny population and small
percentage of offspring will return a solution more quickly in terms of actual
time.
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2.7 Practical application of the pulse shaper
2.7.1 Experimental outline
A suitable experimental test of the combined pulse shaper and genetic algo-
rithm required a system based on ultrafast optical pulses and with an output
that could depend on the pulse shape and would provide a scientifically-
interesting result. An appropriate possibility was identified based on appa-
ratus located in the same laboratory as the pulse shaper. This apparatus
had been developed at NPL for generating terahertz pulses with the aim of
developing wavelength standards.
Terahertz
Terahertz (THz) is the name given to a section of the electromagnetic spec-
trum ranging in frequency from roughly 0.1 THz to 10 THz, i.e. the region
between the far-infrared and millimetre waves. This region is of considerable
interest as THz radiation has a number of useful properties, mainly as a spec-
troscopic tool or as an imaging method for medical or security applications.
This is a relatively new area of research due to the only recently developed
methods of generating THz radiation easily. The principal methods are based
around ultrafast lasers, converting the energy into THz frequencies through
either optical rectification in a suitable nonlinear crystal or photoconductive
effects in semiconductor-based devices. (Generally speaking, the broader the
spectrum and the narrower the ∆τ of the optical pulses, the greater the
bandwidth of the generated THz pulses.) This use of ultrafast pulses sug-
gests an application of pulse shaping to alter the pump optical pulse in such
a way as to influence the resulting THz radiation generated and some work
has indeed been done in this field[15]. More complicated or involved control
of the THz radiation requires a detailed understanding of the relationship
between the pumping optical pulse and how it reacts with the medium used
to generate THz wavelengths, an understanding which is not always present.
In this situation adaptive control seems a useful tool as is borne out by some
papers[16], but currently no application of a genetic algorithm is known to
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have been used in this context.
A THz scheme exists at NPL that has been designed and developed for the
purposes of creating wavelength and spectroscopic standards. A schematic
is shown in Figure 2.25 and is typical of many such arrangements. A Ti:S
laser source13 provides ultrafast pulses with > 120 nm bandwidth. These
ultrafast pulses are focused onto a ZnTe crystal to generate THz pulses that
are collimated and then focused onto a sample under test by a parabolic
mirror pair. The focused THz pulses then interact with the sample before
an identical mirror pair collect and focus the THz pulses onto a second ZnTe
crystal. The purpose of the second ZnTe crystal is to perform a temporal
measurement of the THz radiation using electro-optic sampling (EOS - de-
scribed more fully in Section 3.5.1) using probe pulses created by splitting
the output of the ultrafast laser. Changes in the planar polarisation of the
probe pulses, proportional to the THz field present at the point of interac-
tion, are measured by a differential detector. Lock-in amplification and an
optically-chopped pump beam improve the signal to noise. An optical de-
lay line changes the arrival of the THz pulses relative to the probe pulses
by altering the path length of the pump pulses, enabling a temporal wave-
form representing the THz pulse to be built up (for example, Figure 2.26).
The corresponding spectrum is then obtained by performing a Fast Fourier
Transform (FFT) (see Figure 2.27).
By measuring spectra with and without material samples in the THz
beam path the absorption characteristics or THz ‘fingerprint’ of different
materials can be established, enabling their identification in other THz de-
tection systems, such a security scans. In order to check the accuracy of
these spectral signatures some set of known standards is required, standards
that absorb in specific regions of the THz spectrum and enable such a system
to be calibrated. This is one of the principal uses of this system at NPL, to
develop wavelength standards in the THz frequency range. A measurement
of a filter that could form such a standard has been provided by NPL in Fig-
ure 2.28, consisting of a metallic structure that was found to absorb around
0.7 THz.
13Femtolaser Scientific Pro
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Figure 2.25: Schematic of the NPL THz system. Full details are given in the
text. The probe beam is focused onto the ZnTe through a hole drilled in the
fourth parabolic mirror.
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Figure 2.26: Electro-optic sampling was used over a stepper translation of
5000 µm to produce this temporal measurement of a THz pulse. The speed
of the scan was 0.1 mm/s and the sample rate 8 Hz. The time constant of
the lock-in amplifier was 30 ms.
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Figure 2.27: Spectrum of the pulse from Figure 2.26 obtained using an FFT.
Spectral content can be seen up to 2.5 THz. The minima are mainly due to
water absorption.
Figure 2.28: Plot of the THz spectrum with (black) and without (pink) a
metallic filter structure. This spectrum is computed from the FFT of a
time domain measurement Note the absorption around 0.7 THz, indicating
filtering at this frequency. (Plot provided by the THz Section at NPL.)
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Standards such as these could be used to provide calibration for THz
systems but there are a number of issues. Such standards require to be
transferred to the system being calibrated, and there can be issues with
maintaining the correctness of the standard during such a move as well as the
risk of damage. Also these standards need to be compared to some reference
and that itself will require calibration, making it difficult to establish a golden
standard without defining it arbitrarily. For reasons such as these, and given
that the THz pulses are generated from ultrafast pulses, it was proposed to
investigate the possibility of introducing spectral gaps in the THz spectrum
by shaping the ultrafast pump pulses. If these could be used to influence
the spectral features, such shaping could provide a non-physical means of
establishing a calibration standard for a system that could in turn be used
to calibrate lesser, physical standards.
The relationship between the pump pulse and the THz pulse can be com-
plicated, and the calculation of the optical pulse required to produce a given
THz spectra may be difficult, time consuming, and even impossible. The
proposal therefore was to instead use the genetic algorithm to search for the
required settings for the pulse shaper. The input to the algorithm would be
the THz spectra and the fitness of each mask given to the pulse-shaper es-
tablished by comparing the THz spectrum produced to the desired outcome.
Proposed experiment
Figure 2.29 illustrates the proposed experimental set-up to investigate the
changing of THz spectra using pulse shaping of the pump optical pulses.
The THz layout is generally as described in Section 2.7.1. The pulses from
the source ultrafast laser are divided by a beamsplitter to provide both pump
and probe pulses. The pump pulses are taken from the reflected portion to
limit dispersion before the pulse shaper. In contrast to the original set-up,
it is the probe pulses that pass through the optical delay line. The reasons
for this are mainly due to the layout: Sending the pump pulses via the
delay line as well as the pulse shaper would require an excessive amount of
corresponding delay to be added to the probe pulse.
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Figure 2.29: Schematic of the integrated THz and pulse-shaper layout. The
pulse shaper influences the THz pulse indirectly through shaping of the pump
pulse. A PC monitors the THz shape and alters the LCM setting according
to a genetic algorithm.
Initial measurements were carried out without the LCM present to con-
firm the generation of THz pulses and to ensure that the spectra were as
expected. (The reason for removing the LCM was so that there would be
no issue as to whether errors in the LCM amplitude and phase settings were
contributing to unexpected results. The grating/lens pairs should have no
effect if set correctly.) A typical THz measurement is shown in Figure 2.30.
It is apparent that the spectral power with the pulse shaper is significantly
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Figure 2.30: Plot showing the THz spectrum obtained with the pulse shaper
in place (but no LCM) compared to the spectrum produced by the original
system.
lower than in the original system. (The approximate value is 25% of the
original.) This is mainly due to the loss from the first grating, where only
the first diffracted order is used. To confirm whether the actual spectral
content is the same the spectra are normalised to each other (Figure 2.31).
Here it can be seen that the approximate shapes are the same, suggesting the
(unshaped) pulses produced by the system with the pulse shaper in place are
comparable to those of the original system except for a reduction in power.
2.7.2 Experimental setup
The software was written and tested so that genetic algorithm control of
the pulse shaper, measurement of the THz pulse and calculation of the THz
spectrum by FFT would all be integrated. The time taken to evaluate an
individual supplied by the algorithm is determined primarily by the time
taken to make a THz EOS scan. This can be adjusted within reason, in
that the size and speed (i.e. the resolution) of the scan can be set. Since
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Figure 2.31: Figure 2.30 with the traces normalised for better comparison of
the spectral content.
the frequency and time domains are related through a Fourier transform, de-
creasing the time taken by reducing the size of the scan will reduce resolution
in the spectrum. Increasing the speed will reduce the spectral width that can
be accessed. Therefore it is necessary to balance the required spectral range
and detail with the need to reduce the time taken for the genetic algorithm
to reach a result within a reasonable time. After a number of tests a scan
size of 2500 µm at a speed of 0.2 mm/s was decided to be an acceptable
compromise. An example measurement taken using these settings is shown
in Figure 2.32.
For the algorithm individuals of 1280×4096 were deemed to produce too
large a universe and provide excessive detail for the current level of work. To
reduce the universe size the element levels were set to 7-bit (i.e. 128 possible
values, multiplied by 32 when applied to the pixels). It was determined by
inspection that the spectrum from the laser source only filled 540 of the 640
available pixel pairs so the individuals were set to 540 in length with extra
values added as padding when uploaded to the LCM. Finally, these initial
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Figure 2.32: Example spectrum taken with the LCM in place using the same
EOS scan parameters as for the genetic algorithm. This provides a balance
between speed of acquisition and spectral resolution.
experiments were carried out using phase-only pulse shaping (both masks
loaded with the same data) to further reduce the universe. Given that it was
established (Section 2.6.2) that the smallest number of evaluations to reach
a given solution occurs when the population and the offspring proportion are
comparatively low, a population of 20 with an offspring proportion of 30%
was chosen. It was soon found that even with the various setting chosen
as best to minimise the number of evaluations made in each generation, the
process was time-consuming. A progress rate of 7–8 generations per hour
was typical and runs were normally made overnight or over weekends. When
evaluating a result returned at the end by the GA, care was always taken to
compare it to a measurement made at the same time with a neutral setting of
the LCM to eliminate changes in laser output as the cause of differences. Due
to the time taken for the population to evolve a stopping point was usually
decided by laboratory time constraints rather than any threshold value.
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0.7 THz filtering
The first test was to produce a THz spectrum with a hole at 0.7 THz, similar
to the physical filter of Figure 2.28. A perfect result would be a spectrum
identical to the unshaped spectrum but with a gap at 0.7 THz, and one way to
aim for this would be to gauge each mask by performing a root-mean-square
subtraction of the measured spectrum from the desired. However, this can
be a severely limiting solution and it is not even guaranteed that the THz
spectrum can be controlled in this way. Instead the fitness was evaluated by
comparing the spectral power at 0.7 THz with that at 0.5 THz and 0.9 THz
with the aim being to maximise the differences between them (in the sense
of reducing the 0.7 THz power). To reduce the effects of noise the evaluation
for each individual was made by making five EOS measurements, averaging
them and then performing an FFT. The FFT was normalised before the
relative positions of the 0.7 THz to the 0.5 THz and 0.9 THz points were
compared. The reason for normalising the FFT is because the effect wanted
is suppression of the 0.7 THz as much as possible. If un-normalised FFTs
were evaluated a spectrum with 60% reduction at 0.7 THz could be rated as
better than one with 100% reduction but half the power. The GA settings
were the same as given in Section 2.7.2.
Figure 2.33 shows the result from a 135 generation run. The spectra from
the reference (unshaped) and mask (shaped) pulses have been normalised to
each other.
A significant dip in the spectral power can clearly be seen but the dip is
at 0.75 THz and not 0.7 THz as requested. The spectral power at 0.7 THz is
in fact close to the unshaped result. Inspection of the code used to determine
the fitness revealed the cause of the error. The spectrum was stored as an
array and the elements representing 0.7 THz, 0.5 THz and 0.9 THz extracted.
However, the incorrect index was used to address the array and so the points
0.75 THz, 0.55 THz and 0.95 THz were used instead with the fitness routine
assessing the individuals according to their ability to minimise the 0.75 THz.
In this respect, then, the actual result is a success.
The code was amended to correctly assign fitness according to the relative
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Figure 2.33: Comparison of the best mask returned by the genetic algo-
rithm after 135 generations when attempting to produce a spectral hole at
0.7 THz. The hole is seen at 0.75 THz instead. This was found to be due to
a programming error.
strength of the 0.7 THz signal and run again. The result from a 171 genera-
tion run is shown in Figure 2.34. Here a definite dip can again be seen, but
this time centred at 0.7 THz as requested.
1.5 THz filtering
To test the flexibility of the algorithm, it was run again but this time with the
request for a dip at 1.5 THz. After 263 generations the best mask returned
was used to produce the spectrum shown in Figure 2.35.
No dips are seen this time at 0.7 THz, suggesting that the results of the
previous section were not a coincidence. Moreover, a clear dip is seen at
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Figure 2.34: Comparison of the best mask returned by the genetic algorithm
after 171 generations when attempting to produce a spectral hole at 0.7 THz
(indicated). A longer epoch was measured in the time domain to increase
the spectral resolution.
1.5 THz, again as requested. The region between 0.9 THz and 1.3 THz looks
lower as a whole, however, so the shaped result was rescaled to confirm the
presence of the dip at 1.5 THz. This is shown in Figure 2.36, and demon-
strates that the spectral power at 1.5 THz has indeed been reduced as a
result of pulse shaping.
0.7 THz maximisation
The ability of the pulse shaper to increase power at a specified wavelength
was also investigated. When deciding how to program the fitness routine
appropriately the first approach was to simply maximise the 0.7 THz value.
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Figure 2.35: Comparison of the best mask returned by the genetic algorithm
after 263 generations when attempting to produce a spectral hole at 1.5 THz
(indicated).
This was not found to produce any suitable solutions, and it was speculated
that, given that the spectrum is normalised, spectra where the THz power
was minimal and thus dominated by noise could be mistaken for suitable
solutions. Removing the normalisation (i.e. inspecting the absolute power at
0.7 THz) would be unlikely to provide a mask where there was any noticeable
enhancement at 0.7 THz relative to the other powers. In this case the original
spectrum, for instance, would be evaluated with higher fitness than a slightly
lower powered spectrum with a strong peak at 0.7 THz.
As an alternative, the routine was amended to ascribe fitness to increased
differences between 0.7 THz and 0.5 THz/0.9 THz in the favour of 0.7 THz.
(Effectively a sign reversal of the evaluation used in Section 2.7.2.) The best
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Figure 2.36: Figure 2.35 rescaled to match the powers in the 0.9–1.3 THz
range. The reduced power at 1.5 THz (indicated) is still apparent.
mask achieved after 301 generations was used to produce the spectrum seen
in Figure 2.37. It seems that the routine has done what was requested of it,
but the result is not quite the effect hoped for. Rather than produce a strong
peak at 0.7 THz, the spectral power at 0.9 THz has been reduced instead.
2.8 Conclusions
An optical parametric oscillator has been designed and constructed on an
optical breadboard for the production of 1500 nm ultrafast pulses. Based
around a PPKTP crystal pumped by a Ti:S laser the OPO was found to
produce pulses tunable from 1500 nm to 1550 nm with an average power of
around 80 mW. An measurement of the OPO autocorrelation indicated that
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Figure 2.37: Comparison of the best mask returned by the genetic algorithm
after 301 generations when attempting to produce a spectral peak at 0.7 THz
(1). The effect instead has been to suppress the 0.9 THz (2).
the output had a ∆τ of 150 fs assuming Gaussian output. The original OPO
scheme incorporated a SHG crystal for producing 750 nm pulses and a prism
pair for dispersion compensation. The SHG crystal was removed when it was
found that mounting it externally would produce more appropriate powers in
the fundamental and second harmonic for the specific experiment proposed.
The prism pair was omitted when oscillation proved impossible to achieve
with the prisms in place.
A 4f pulse shaper was constructed based around a dual mask 640 pixel
LCM and control software written for it. It was demonstrated to be capable
of altering the spectral content of ultrafast optical pulses from a femtosecond
laser and a genetic algorithm was then coded and integrated with the pulse
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shaper software to enable the LCM settings to be optimised according to
some external experimental parameter. Tests of the genetic algorithm found
that, in cases where the evaluation of the external parameter is the most
significant contribution to the run-time, the number of evaluations should
be minimised by using a small population and a small percentage of off-
spring per population even if the number of generations taken to reach a
solution is large. This pulse-shaping system was then integrated with a THz
pump-probe system and a number of experiments carried out to investigate
whether pulse shaping could be used to emulate physical filters. The results
demonstrate that it is indeed possible to influence the THz spectrum by pulse
shaping and in such a way as to introduce artifacts that resemble the effects
of filters. This is the first time that genetic algorithms and pulse shaping
have been applied to THz spectra in this way and is of interest to the wider
terahertz community[17].
The difficulties encountered when attempting to maximise a section of
the spectrum highlight the importance of choosing the correct method of
evaluating fitness and also the correct implementation. Care should be taken
to consider possible unwanted effects (for example, simply asking that the
spectral power be set to a minimum at a desired wavelength could result in
mask settings that totally prevent the production of THz pulses getting the
highest evaluations).
One of the most crucial issues is the time taken to perform an optimisa-
tion. For pump-probe experiments such as the one described even relatively
short, fast scans with a minimum of averaging can mean a couple of minutes
are required to evaluate an individual. Even with only three new individuals
per generation this can mean barely ten generations per hour, and when it is
seen that a couple of hundred generations are generally required to produce
a reasonable result it becomes clear that methods of speeding up the process
are desirable if these results are to be improved on. Figure 2.38 illustrates
the evolution of the genetic algorithm that produced the mask settings that
produced Figure 2.35. As seen in modelling (Section 2.6.1) the greatest gains
are seen at the start and progress then begins to slow. It is clear that there
are large ‘plateaus’ of over fifty generations where no progress is made before
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Figure 2.38: Evolution of the genetic algorithm towards a mask that emulates
a 1.5 THz filter. Plotted is the fitness of the population’s best individual
against generation number. It can be seen that the evolution follows a pattern
of long periods without improvement punctuated by quick gains.
another sharp improvement. If no further method exists for speeding up the
evaluation, the alternative is to reduce the size of the universe that the algo-
rithm can access to avoid the evaluation of useless individuals (Appendix B).
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Quantum Interference Control
3.1 Basic theory
Quantum Interference Control (QUIC) is one of the more exciting applica-
tions of ultrafast optical pulses to be developed in recent years. In simplest
terms QUIC refers to the ability to influence two or more quantum processes
in a system through causing an interference between them. For instance,
consider a quantum system in an initial state |i〉 for which there exist two
different perturbations with Hamiltonians H1 and H2 that can take it to a
final state |f〉. In general,
|〈i |H1 +H2| f〉|2 6= |〈i |H1| f〉|2 + |〈i |H2| f〉|2 (3.1)
i.e. the response of the system when both perturbations are present is not
equal to the sum of the responses to the individual perturbations. There
is an interference term present which is dependent upon the relative phase
between H1 and H2, and so by controlling this phase relation it is possible
to control the likelihood of the system moving from state |i〉 to |f〉.
(The term coherent control is often used to describe this technique. How-
ever, some papers have also used this other term to describe different methods
where a coherent source such as a laser affects some system. This thesis shall
only use the term QUIC for clarity’s sake.)
One of the earliest proposed applications involving QUIC was published
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in 1967 by Manykin and Afanas’ev [18]. The authors considered the effects
of coherent electromagnetic waves passing through a resonant medium and
showed that a suitable superposition of waves could reduce the probability
of photon absorption to such an extent that the medium became effectively
transparent at that wavelength. In the case where waves were used with
frequencies at ω1 and ω3 in a medium with response at 2ω1, they found that
the medium became effectively transparent when the following conditions
were met:
3k1 = k3 (3.2)
R3
R1
Dµν(−ω, 3ω)
Dµν(ω3, ω)
= 1 (3.3)
ϕ3 − 3ϕ− pi = 0 (3.4)
where R is the wave amplitude and Dµν are summations over dipole moments
(defined in [18]), and k and ϕ are the wavevector and phase, respectively. If
Equation 3.2 and Equation 3.3 are satisfied, then the remaining dependency
is on the phase between the waves. By varying the relative phases the degree
of absorption can be controlled, from opaque to transparent — quantum
interference control.
Although Manykin and Afanas’ev discussed QUIC for a bulk macroscopic
effect, much of the current interest has been in controlling atomic and mole-
cular processes. Asymmetric photoelectron distribution in rubidium [19] was
one early demonstration of experimental QUIC. Photoionisation of a rubid-
ium atom was considered in the cases of light with h¯ω > IP (where IP =
ionisation potential), IP/2 < h¯ω < IP and with bichromatic light — i.e. one-
photon absorption and two-photon absorption, separately and together. In
keeping with the simple-system approach, QUIC has been applied to quan-
tum well systems [20] and gas phase molecules [21]. As with an atom, such
systems lend themselves to QUIC due to the simplicity of the interaction.
Each atom/molecule/quantum well can be considered a discrete unit in that
its contribution to the output according to the process being controlled is
independent of the other members of the system. The total output from the
system is simply the sum of the outputs from each individual ‘sub-system’,
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and interactions between the sub-systems that affect the QUIC process can
be ignored. This approach underlay much of the initial work looking at QUIC
in semiconductors discussed in the following section.
3.1.1 QUIC in semiconductor
Traditionally, photocurrents are produced by a two stage process in which
photon absorption promotes an electron to the semiconductor conduction
band and then a bias voltage applied across the semiconductor accelerates
the electron in the desired direction. The vector of the photocurrent is there-
fore dependent on the voltage applied (and, to a lesser extent, on the proper-
ties of the semiconductor). With no voltage, the free electrons are generated
with random momenta and no net current can result. Even if anisotropy is
present in the semiconductor, the probabilities of photocurrent in the forward
or backward direction of a given crystal axis will still be equal and the net
current zero. In investigating QUIC for photocurrents, Kurizki et al [22] con-
sidered a superposition of the two bound states 1s and 2p0 in a donor atom.
These states were then photoionised by two mutually phase-locked lasers op-
erating at slightly different frequencies but with the same polarisation axes.
This was therefore photoionisation of the superposition state
|ψ〉 = c1 |1〉+ c2 |2〉 (3.5)
by a z-polarised, two-colour source with electric field
Ez(t) = E1 cos(ω1t+ φ1) + E2 cos(ω2t+ φ2) (3.6)
They found that the magnitude and the sign of the photocurrent in the
z direction was dependent upon E1 and E2, N (the donor concentration),
ω1 and ω2 and, most significantly, on the phase difference φ1 − φ2. Thus
for a given piece of semiconductor and two suitable phase-locked lasers a
photocurrent could be created and controlled simply by adjusting the relative
phase difference between the lasers without the need for any external bias
whatsoever. Using some reasonable numbers for a piece of Si measuring
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0.1 × 10 × 10 µm they predicted currents of 10 to 100 mA, enough to be of
practical use and prompting suggestions of a number of possible applications,
including relative phase measurement and information transmission by phase
modulation.
Other suggestions for QUIC in semiconductors were put forward [23] but
all did their best to consider small, atomically-analogous systems such as
quantum wells or, as above, donor atoms. This seemed reasonable as all
QUIC work had been carried out in the context of relatively simple quan-
tum systems such as atoms or molecules. However, in their 1996 paper [24]
Atanasov et al calculated one- and two-photon photocurrent injection for
bulk intrinsic semiconductor. They found that when both processes were
present simultaneously, the probability of an electron transition to the con-
duction band was asymmetric in momentum space k. This asymmetry meant
a net photoelectron momentum in a given direction and hence a net pho-
tocurrent without an external bias. The current density injection rate was
calculated to be
J˙
I
= ηˆ
...E(ω)E(ω)E(−2ω) + c.c. (3.7)
where ηˆ is a four-tensor calculated from the semiconductor band structure.
This meant the possibility of QUIC-generated photocurrents in standard
semiconductor devices.
Calculation of injected QUIC current in GaAs
Writing Equation 3.7 in terms of its general components gives
J˙µ = ηµαβγE
ω
αE
ω
βE
−2ω
γ (3.8)
using Eω to denote E(ω) for clarity. According to [24] the only non-zero
values of η in LT-GaAs are ηxxxx, ηxyxy = ηxxyy =
1
2
ηxxxx and ηxyyx ≈ 0, these
relations holding true for all exchanges of x,y and z due to the cubic symmetry
of GaAs. Since ηxxxx is the largest component the authors recommended use
of both beams polarised in the (100) direction in GaAs for optimum QUIC
current generation, claiming that the (110) direction would result in only half
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the injected current since ηxyxy =
1
2
ηxxxx. However, here it is demonstrated
that this is not in fact the case, and that the (110) direction yields the same
injected current as the (100) direction.
If the two beams are polarised in the xy plane so that Eωz and E
−2ω
z are
both zero, calculating the injected current density in component form obtains
J˙x = ηxxxx(E
ω
x )
2E−2ωx +ηxxyyE
ω
xE
ω
yE
−2ω
y +ηxyxyE
ω
yE
ω
xE
−2ω
y +ηxyyx(E
ω
y )
2E−2ωx
(3.9)
J˙y = ηyyyy(E
ω
y )
2E−2ωy + ηyyxxE
ω
yE
ω
xE
−2ω
x + ηxyxyE
ω
xE
ω
yE
−2ω
x + ηyxxy(E
ω
x )
2E−2ωy
(3.10)
Taking the coordinate system where (100) is the x direction and (010) the y
direction, having both beams polarised along (100) gives
J˙x = ηxxxx(E
ω)2E−2ω (3.11)
J˙y = 0 (3.12)
(As an aside, having the beams cross-polarised, the ω beam being polarised
along the (010) direction, gives
J˙x = ηxyyx(E
ω)2E−2ω (3.13)
J˙y = 0 (3.14)
Since ηxyyx =
1
2
ηxxxx, cross-polarising the beams clearly results in half the
injected current, but it is interesting to note that a current is still present.)
If the beams are both polarised in the (110) direction
Eωx =
1√
2
Eω, Eωy =
1√
2
Eω (3.15)
E−2ωx =
1√
2
E−2ω, E−2ωy =
1√
2
E−2ω (3.16)
Then, taking for GaAs
ηxxxx = η (3.17)
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ηxxyy = ηxyxy =
η
2
(3.18)
ηxyyx = 0 (3.19)
and inserting into Equation 3.9 gives
J˙x = η
1
2
(Eω)2
1√
2
E−2ω +
η
2
1
2
(Eω)2
1√
2
E−2ω +
η
2
1
2
(Eω)2
1√
2
E−2ω (3.20)
which condenses down to
J˙x =
√
2
2
η(Eω)2E−2ω (3.21)
Equivalent expressions will be found for J˙y, and so the resultant injected
current will be in the xy (110) direction and have magnitude given by
∣∣∣J˙ ∣∣∣ = √J˙x2 + J˙y2 (3.22)
=
√
2
4
η2(Eω)4(E−2ω)2 +
2
4
η2(Eω)4(E−2ω)2 (3.23)
= η(Eω)2E−2ω (3.24)
which is equal to Equation 3.11. Therefore both beams polarised in the 110
direction produces the same magnitude of injected current as both beams
polarised in the (100) direction. This is contrary to the assertion [25] that
the (100) direction is most favourable since ηxxxx = 2ηxxyy.
(It should be noted that if ηxxxx >> ηxyyx 6= 0 there is an increase in |J |
for both beams in the (110) direction, but this increase is negligble.)
3.2 QUIC and ultrafast electrical metrology
It has been shown in the previous sections that is possible to produce a pho-
tocurrent in a GaAs semiconductor without requiring an electrical bias. This
section now considers how this can be of importance to electrical metrology.
A typical electrical measurement instrument that requires calibration is
the oscilloscope, which provides a measurement of voltage against time. The
77
CHAPTER 3. QUANTUM INTERFERENCE CONTROL
characteristic that is most commonly calibrated is the impulse response or
the related rise time. (In the frequency domain, the equivalent is the band-
width.) The impulse response effectively determines the fastest electrical
signals that the oscilloscope can correctly recover. Signals containing fast
changes (high frequency content) beyond the response of the oscilloscope are
recorded incorrectly.
To determine the oscilloscope response an electrical pulse of duration
comparable to the response time, if not faster, is required. Typical com-
mercial photodiodes pumped by ultrafast optical pulses can currently pro-
vide electrical pulses similar in duration to the faster oscilloscope responses,
around 5–7 ps. Yet technology moves on all the time, and the faster the
electrical pulse the greater the resolution with which the next generation of
oscilloscopes can be measured. For this reason the Ultrafast Measurements
Section at NPL employ the use of a photoconductive switch for oscilloscope
calibrations. A photoconductive switch consists of a metal-on-semiconductor
device, typically Au on LT-GaAs. A typical such device is a transmission
line formed by two ground planes and a central conductor that contains a
gap which forms the switch. If this gap is illuminated by an optical pulse of
suitable wavelength then photoelectrons will be produced or ‘injected’ into
the semiconductor. By applying a voltage bias between the central conduc-
tor and the ground planes these photoelectrons are accelerated and produce
an electric current. When the pulse has gone no more photoelectrons are
injected and those that had been soon recombine with their corresponding
holes. The current therefore returns to zero creating an electrical pulse. (This
is the main reason for using LT-GaAs, which has a faster recombination time
than normal GaAs.) The electrical pulses produced in this way have been
measured to have durations as short as 650 fs [26].
So what benefits could using QUIC provide? The key here is that, when
QUIC is used to inject a photocurrent into the semiconductor, the injected
photoelectrons come into existence with their momenta already established
according to their location within the conduction band. In the standard
photoconductive switch method described above, the initial distribution of
injected photoelectrons will be random within momentum space and so the
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Figure 3.1: (a) One-photon absorption in a semiconductor promotes electrons
from the lower valence band to the higher conduction band. (b) Since the
bands are symmetric in momentum (k) space the distribution of the electrons
is also symmetric and there is no net current. (c) Applying a bias shifts the
distribution in k space, producing a current.
net photocurrent is zero. It is not until the external bias accelerates the
photoelectrons that the distribution is distorted and a net photocurrent is
produced (Figure 3.1). It is clear then that there are two inefficiencies at
work here: The first is the creation of photoelectrons with momenta that
act against the photocurrent, and the second is the delay between photo-
electron creation and acceleration. QUIC eliminates both these inefficien-
cies. By correctly controlling the phase between the two quantum processes
photoelectrons will be created preferentially with momenta in the desired
direction, reducing the cancelling-out effect of having photoelectrons with
opposite momenta. Furthermore, because no acceleration is required due to
the generation of a distribution with a net momentum (Figure 3.2) there is
no delay between the injection of photoelectrons and the appearance of a
photocurrent. If the generation of the photocurrent is linked in time only
to the absorption of the photons then it can be expected that the rise-time
of the photocurrent will be of the order of the generating optical pulse —
typically 80 fs for a ∆τ = 100 fs Gaussian pulse. The fall-time, and hence
∆τ , of the photocurrent will still be dominated by recombination processes
within the LT-GaAs. Even so, it is clear that QUIC has the potential to
provide much faster electrical pulses than conventional methods. There is
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Figure 3.2: (a) One-photon and two-photon absorption occurring simultane-
ously in a semiconductor. Since the two processes link the same quantum
states, interference between the two can affect the probability of promotion of
an electron from the lower valence band to the higher conduction band. (b)
Since this interference is not necessarily symmetric in momentum (k) space,
the distribution of the electrons can be asymmetric, leading to an injected
current.
even the possibility that the phase relation between the optical pulses for the
two quantum processes could change within each pulse due to pulse shaping
(Section 2.4). This would enable the injection of a photocurrent in one direc-
tion to be quickly cancelled by injection in the opposite direction, bypassing
the need for the slower recombination processes and reducing ∆τ of the elec-
trical pulse. The possible applications of such ultrafast electrical pulses to
electrical metrology prompted NPL to invest in a Strategic Research project
to design, construct and test a system capable of generating electrical pulses
using QUIC.
3.3 Principle of the work
To integrate most easily with the existing NPL ultrafast electrical measure-
ment system it was decided to generate QUIC within an LT-GaAs photocon-
ductive switch similar to those used for traditional ultrafast electrical pulse
generation (Section 3.2).
The two linked quantum processes chosen for QUIC in LT-GaAs were
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two-photon and one-photon absorption of 1500 nm and 750 nm pulses, re-
spectively. The reasons for choosing these processes were the applicability
of an ultrafast 1500 nm source to telecommunications applications and the
readily available 750 nm pulse source that would result by frequency doubling
of some of the 1500 nm pulses using a nonlinear crystal (Section 1.2.2). After
conversion of part of the 1500 nm into its second harmonic the two outputs
would then be separated along two different paths to enable polarisation,
amplitude and phase (temporal delay) changes to be introduced in either
output according to need. They would then be recombined collinearly and
focused onto a photoconductive switch to generate QUIC injected current.
This current should take the form of an electrical pulse which would then be
measured using the EOS system.
To confirm the presence of QUIC injected current prior to measurement
with the EOS system it was decided to first look at charge accumulation
across the photoconductive switch and check for behaviour representative of
QUIC. Charge accumulation measurement is achieved simply by applying
some form of voltmeter across the photoconductive switch. The assumption
is that in the steady state the voltage across the switch will be proportional
to the magnitude of the QUIC injected current. Once satisfied that the QUIC
is occurring inside the device EOS measurement can be carried out.
3.3.1 Device design
Due to project constraints, the decision was made to use an old device mask
for preliminary work rather than design a new one. ESE at Essex were chosen
to make the devices, having previously done work of this kind for NPL. The
devices were to be made in Au, on both SI-GaAs and LT-GaAs.
The mask used had a total of nine devices, alphabetically marked, and
the most promising was device B (Figure 3.3). This consisted of two earth
planes with a transmission line between them. At the edges the lines are of a
suitable width for connection to a Wiltron test fixture (described below), each
tapering towards a narrower width before meeting in the centre, separated
by a 10 µm gap.
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The mask was available in both positive and negative versions. Both were
sent to ESE with an explanation of what was wanted, allowing them to make
their own choice of a suitable resist. The LT-GaAs wafer (M1852) had been
grown in the (100) direction, a large flat indicating (011) and a smaller flat
indicating (011). As it had been established that (110) was as suitable as
(100) (see Section 3.1.1), it was requested that the devices be made with the
transmission line parallel to the equivalent (011) direction.
Two SI-GaAs devices and two LT-GaAs devices were received from ESE,
the Au film grown to a thickness of 0.5–1.0 µm . Both devices were delivered
side-by-side on their respective substrates, requiring separation using a Load-
point wafer saw. After careful cutting to minimise removal of metallisation
the result was four devices each measuring approximately 10.5 mm × 6.0 mm.
Due to the fragility of the semiconductor substrates, each device was
mounted on quartz for added support and strength. Araldite Rapid was
used to attach them and the wafer saw used to cut the quartz to the required
sizes to produce four devices.
The mount used to hold the semiconductor devices was a Wiltron 3680V
test fixture (NPL label X000472). This consisted of two clamps, one fixed
and the other capable of movement along two metal rails with a locking nut
to hold it in place. Each clamp grips the device on the earth plane and presses
a connector pin to the central signal line. The signal and earth are connected
within each clamp to a female V coaxial connector, allowing transition from
coaxial line to transmission line. For alignment with the QUIC-generating
pulse paths the fixture itself is mounted on an xyz Martock mount using
a right angle block. This gives movement of approximately 2 mm in three
dimensions, with fine adjustment.
3.3.2 Experimental Layout
A schematic of the experimental arrangement is shown in Figure 3.4. The
1500 nm output pulses (horizontally polarised) from the OPO are first raised
by a periscope arrangement to a height matching the EOS system (Sec-
tion 3.5.2) before being focused onto a type-I BBO crystal for second har-
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Figure 3.3: The devices made for the initial QUIC experiments were taken
from the design shown here, and consisted of Au on LT-GaAs or SI-GaAs.
Two ground planes sit either side of a central strip 220 µm wide that tapers
down to 30 µm near the centre, where there is a 10 µm gap. The small
squares in each ground plane serve as markers.
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monic generation. The resulting 750 nm pulses and the remaining collinear
1500 nm pulses are collimated by a second lens. Next a dichroic beamsplitter
separates the 1500 nm and 750 nm pulses along two separate arms.
A delay line in the 1500 nm arm, consisting of an Au-coated air retroreflec-
tor mounted on a translation stage and an additional piezoelectric transducer
(PZT)-controlled stage, provides a means for adjusting the relative lengths
of the two paths, changing the temporal delay and hence the phase relation
of the pulses. A half-waveplate in the 750 nm arm allows the 750 nm polari-
sation to be adjusted. The 750 nm polarisation is orthogonal to the 1500 nm
polarisation on leaving the SHG crystal, so this also allows the planar polar-
isations to be made equal as well as enabling investigation of polarisation-
dependent QUIC behaviour. Variable neutral density filters (VNDFs) can
be inserted in either arm as required (remembering to compensate for any
additional delay produced by the insertion of material in the optical path).
(A neutral density filter is a piece of glass or other substrate that is coated
so as to attenuate all wavelengths by an equal amount. A variable NDF nor-
mally takes the form of a glass disc with different levels of coating. Rotating
the disc varies the level of coating in the beam path, providing a form of
adjustable attenuation.)
Both pulses travel along equal path lengths (see below) before being re-
combined using an identical beamsplitter. They are then focused onto the
MSM device using a microscope objective lens.
A pellicle beamsplitter (Section 4.3.1) and CCD camera arrangement pro-
vide a view of the device for determining the location of the focus. Collimated
light from a white-light source is reflected via a glass slide and then reflected
again by the pellicle beamsplitter to illuminate the circuit. (A pellicle beam-
splitter is used to minimise dispersion in the optical pump and probe pulses.)
The image of the circuit is reflected back by the beamsplitter and through
the glass slide and recorded by a CCD camera arrangement which is also
sensitive to the 750 nm light reflected from the circuit. By this means the
position of the focused pulses on the circuit can be monitored.
The MSM device itself is mounted in the Wiltron test-fixture, enabling
coaxial connections to be made to the device. One such connection was made
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Figure 3.4: Experimental layout for the QUIC charge accumulation mea-
surements. BS3 and BS4 are optics coated to transmit 1500 nm but reflect
750 nm.
between the device and a lock-in amplifier (SRS 810) for improved detection
of any charge accumulation. The frequency modulation was provided by an
optical chopper placed in the 1500 nm arm — modulation of the 1500 nm
pulses prevents any QUIC signal being obscured by the single-photon ab-
sorption that would be detected when modulating the 750 nm pulses.
To ensure equal path distances of the 750 nm and 1500 nm arms a gallium-
arsenide-phosphide (GaAsP) photodiode was used. The key feature of this
photodiode is that the bandgap is such that two-photon absorption is induced
by 750 nm + 750 nm light and also by 750 nm + 1500 nm light. In the case
of pulses the latter will only occur if the pulses arrive simultaneously. By
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using lock-in amplification, and modulating only the 1500 nm pulses, only
the 750 nm + 1500 nm signal will be detected (a little four-photon absorption
of the 1500 nm may also be detected, but this will generally be minuscule).
Adjusting the 1500 nm path length to maximise the signal detected at the
GaAsP photodiode therefore ensures equal path lengths between the two
arms.
With both pulses focused on the MSM gap and no bias applied a voltage
signal of between 3 mV and 6 mV across the gap was measured by the lock-
in amplifier. With only the 1500 nm present a signal of around 0.5 mV was
measured, but the origin of this was unclear. To confirm that the voltage
measured with both pulses present was due to a QUIC effect a series of
experiments were carried out as described in the following sections.
3.4 Charge Accumulation Measurements
3.4.1 Variation with 750 nm polarisation
It was seen in Section 3.1.1 that the QUIC effect was dependent on the orien-
tation of the electric fields of the optical pulses relative to the semiconductor
crystal. It follows that there will be a variation in the QUIC injected current
with polarisation of one or both of these beams. By calculating this variation
and checking experimentally for it, evidence of QUIC can be obtained.
Theoretically, the injected QUIC current density in a direction µ is given
by
J˙µ = ηµαβγEα(ω)Eβ(ω)Eγ(2ω) (3.25)
where µ is the x, y or z direction in relevant geometry and α, β and γ are
summed over x, y and z. For the LT-GaAs device, taking x to be the (100)
direction the only non-zero components of η are ηxxxx, ηxyxy and ηxyyx where
x, y and z are cyclic. As seen in Section 3.1.1, these values are related by
ηxxyy = ηxyyx =
1
2
ηxxxx (3.26)
ηxyyx ≈ 0 (3.27)
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For our MSM the direction across the gap is the (110) direction, and it can
be shown that the current density in this direction is given by
J˙ =
√
J˙x
2
+ J˙y
2
(3.28)
where
J˙x = ηEx(ω) (Ex(ω)Ex(2ω) + (Ey(ω)Ey(2ω))) (3.29)
J˙y = ηEy(ω) (Ey(ω)Ey(2ω) + (Ex(ω)Ex(2ω))) (3.30)
where η = ηxxxx.
These equations can be combined to produce a function J˙(θ), where θ is
the polarisation of the 750 nm beam relative to the (110) direction. Taking
the assumption that the voltage V across the MSM gap is V ∝ J˙ then a plot
of voltage against 750 nm polarisation can be used to check for the expected
dependency.
Figure 3.5 shows the results from two measurements of voltage for vari-
ous settings of a polarisation wheel containing a half-waveplate suitable for
750 nm placed in the 750 nm arm of the QUIC experimental set-up as shown
in Figure 3.4. These measurements were taken with both 1500 nm and
750 nm pulses present on the MSM gap and the solid curves show the de-
pendence that would be expected if the signal variation were due to a QUIC
effect as described above. In each case this expected dependence takes the
functional form J˙(θ), scaled and offset to align with the measured results. It
can be seen that the measured results clearly follow the expected dependen-
cies.
From examination of the equations of the theoretical curves given in Fig-
ure 3.5 it can be seen that both are offset from the expected value by 5◦.
This is presumed to be due to a slight error of the half-waveplate alignment
within the polarisation wheel used to perform the rotation. That the offset
is the same in each case gives weight to this possibility.
The differences in magnitude between the two signals is assumed to be
due to a difference in the OPO output power when the readings were taken
on two different occasions. It can be noted that the minimum values in each
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Figure 3.5: Measurements of the voltage across the MSM gap for varying
polarisations of the 750 nm pulses. The solid lines show the dependence that
would be expected if the voltage was due to QUIC. The blue curve is given by
V = 1.6J(θ−5◦)+3.0 mV and the red curve is given by V = J(θ−5◦)+2.7 mV
case (i.e. the vertical offsets), which should represent no QUIC signal present,
are almost equal.
If this polarisation dependence is due to QUIC then such a dependence
would not be expected when no 1500 nm pulses are present. To confirm this
a similar set of measurements was taken with the 1500 nm pulses blocked
and optically chopping the 750 nm pulses (Figure 3.6). A number of features
are apparent here that demonstrate the same dependence is not present.
The closest-fit theoretical curve based on J˙(θ) has a different phase-shift to
the −5◦ of the earlier curves, More importantly, it shows that any apparent
maxima and minima within the data lack the same periodicity of that seen
in the data taken with the 1500 nm present. What variations are seen are
most likely due to variations within the amplifier reading.
In summary, when 1500 nm and 750 nm pulses are present simultaneously
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Figure 3.6: Measurements of the voltage across the MSM gap for varying
polarisations of the 750 nm pulses when no 1500 nm pulses were present. The
solid line shows the closest fit found for a curve given by a V = xJ(θ−φ)+y
function.
the voltage across the MSM junction is seen to vary with the polarisation of
the 750 nm pulses in a way that corresponds to that expected from theory
if the voltage was due to a QUIC effect. When only the 750 nm pulses are
present the variation is different and arguably random. Therefore it can be
inferred that the signal seen with both pulses present is due to QUIC current
injection. To lend further support to this several other aspects where also
investigated.
3.4.2 Variation with 750 nm power
The macroscopic speeds of the QUIC-injected photocarriers (corresponding
to the drift speed of a conventional current) is given by v = J˙/eN˙ . This can
be shown[25] to have the following dependence upon the intensities of the
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750 nm and 1500 nm pulses:
v ∝ I(ω)
√
I(2ω)
αI(2ω)− β(I(ω))2 (3.31)
where α and β are, respectively, the one- and two-photon absorption coeffi-
cients of the semiconductor in question. From this it follows that the maxi-
mum speed (and hence maximum current) occurs when αI(2ω) = β(I(ω))2.
Therefore a second test of correct QUIC behaviour is to check the power
dependence of the measured signal.
The power from the OPO was measured to be approximately 80 mW.
Assuming the spot sizes of the 750 nm and 1500 nm pulses at the MSM
junction to be equal and approximately 20 µm as judging from the image of
the circuit seen with the CCD camera, the pulse ∆τ to be roughly 100 fs and
the repetition rate to be 80 MHz, a calculation gives I(2ω) ≈ 333MW/cm2.
Using the values of α and β for LT-GaAs to determine the I(2ω) that gives
maximum current according to the above relation and then calculating back,
again using the above assumptions for pulse ∆τ and spot size, produces an
optimal power for the 750 nm pulses of 8 µW.
The power of the 750 nm pulses was attenuated using a VNDF and both
the 750 nm power and the resulting voltage across the MSM gap was mea-
sured for different levels of attenuation. A plot of these measurements is
shown in Figure 3.7 along with the theoretical carrier velocity as a function
of P (2ω) based on Equation 3.31, where it has been assumed that VMSM ∝ v
and P (2ω) ∝ I(2ω).
It can be seen that although the measured and the theoretical results do
not overlap, there are clear correlations between the two. The signal rises
steeply with increasing power but not quite linearly, the gradient decreasing
slowly as the power increases. It then reaches a peak before dropping away
with increasing power. Unfortunately (for this experiment at least) the max-
imum 750 nm power available is not much more than that required for the
peak, making it difficult to confirm that the signal dependence follows the
expected form beyond the peak. However, the non-linear relation between
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Figure 3.7: Measurements of the voltage across the MSM gap for varying
powers of the 750 nm pulses.
the power and the signal, with a gradient similar to that predicted by theory,
the location of the peak that also corresponds to theory and the reduction of
the signal at higher powers all lend weight to the conclusion that the signal
seen is the result of QUIC injected current. Nevertheless, further experiments
were carried out on other aspects to provide more evidence.
3.4.3 Variation with pump power
From Equation 3.25 it can be seen that, in the case where the two beams
have matching polarisaton,
∣∣∣J˙∣∣∣ ∝ (Eω)2E2ω (3.32)
Since the OPO output is used to generate the second harmonic, E2ω ∝ (Eω)2
and as a result
∣∣∣J˙∣∣∣ ∝ (Eω)4 (3.33)
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Figure 3.8: Measurements of the voltage across the MSM gap for varying
powers of the 1500 nm pulses prior to the SHG crystal. The solid line has
the equation V = 2.5P 1.61 + 0.0002
∝ (Pω)2 (3.34)
∝ (POPO)2 (3.35)
Taking the assumption that VMSM ∝
∣∣∣J˙∣∣∣ then VMSM ∝ P 2OPO and so it would
be expected that the voltage across the MSM gap should vary quadratically
with the power of the OPO. Therefore the experiment described in this sec-
tion was carried out to check for such a quadratic dependence.
To measure the variation of the suspected QUIC signal with pump power
a VNDF was placed between the OPO output and the SHG crystal and used
to attenuate the 1500 nm power. For a number of positions of the VNDF
the 1500 nm power was first measured and then the voltage across the MSM
measured after removal of the power meter. These measurements are plotted
in Figure 3.8. It can seen that the best fit shown by the solid line represents a
dependence on the OPO power of P 1.61OPO, which is not the expected quadratic
variation.
At first sight this failure to match the theoretical result looks disappoint-
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ing. However, researching the literature provides two examples where a sim-
ilar measurement was carried out[25][27] that determined dependences of
V ∝ P 1.6OPO and V ∝ P 1.7OPO for signals that were confirmed (by other meth-
ods) to be QUIC generated. This agreement with other verified instances is
more encouraging, even if the reasons behind the non-quadratic dependence
are not readily understood. The important result here is that the signal de-
pendence on OPO power was not found to be cubic or quartic, dependences
which would have suggested that it was due to an optical rectification effect.
Even so, one last series of experiments were planned to verify the presence
of a QUIC-generated signal, and they were based on the most importance
dependence of all, that on the delay between the signals.
3.4.4 Variation with relative delay
From Equation 3.7 it can be shown that the phase dependence of the QUIC
signal is given by ∣∣∣J˙∣∣∣ ∝ sin (2φω − φ2ω) (3.36)
where φω and φ2ω correspond to the phases of the 1500 nm and 750 nm
pulses, respectively. From this it follows that a QUIC signal should vary as
a sine function with a period corresponding to successive delays of 750 nm
in either pulse. This dependence is one of the most characteristic features of
QUIC, and confirming it provides substantial confirmation of its presence.
To look for this dependence the length of the 1500 nm path was varied
using an actuator upon which was mounted an Au hollow-cube retroreflec-
tor. To improve signal-to-noise the fluctuations in the OPO output were
accounted for by using a glass wedge to pick off a small amount of the OPO
output and measuring the power simultaneously with the voltage across the
MSM gap. Using this system several sequences of voltage measurement across
the MSM gap were carried out for delays ranging from -4000 nm to +2000 nm
on several different occasions. These are plotted in Figure 3.9.
The black sine curve in Figure 3.9 is a modelled curve scaled to match the
data and has a period of 750 nm. It is important to note that since 750 nm
is the period expected if the variation is due to QUIC this was the period
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Figure 3.9: Measurements of the voltage across the MSM gap for varying
delays of the 750 nm pulses relative to the 1500 nm pulses. The black curve
is a sine function with period 750 nm.
to which the sine curve was set — the period is not a best-fit to the data.
The amplitude and phase, however, were adjusted to provide a best-fit to
the data, which is reasonable. It was also found to be necessary to apply an
increasing offset with voltage.
It can be seen that there is a significant amount of agreement between
the data and the sine curve in the range -2500 nm to +500 nm, but beyond
this range discrepancies start to occur. There are a number of possible expla-
nations for this. It could be that errors are occurring in the displacement as
the actuator moves away from the central point, through hysteresis or some
nonlinear translation. Another possibility is the reduced temporal overlap of
the pulses. A 3000 nm total delay corresponds to 10 fs, approximately ten
percent of the estimated ∆τ of the pulses. As the temporal overlap of the
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pulses reduces it is plausible that the reduced interacting intensities result in
a reduction of the QUIC effect. In this case it would be expected that the
region of best agreement would be centred around zero delay, but the dis-
placement seen could simply be an error in establishing the zero-delay using
the GaAsP photodiode (c.f. Section 3.3.2). The given offset-centre would be
explained by an error in establishing the zero delay of just 1 µm. Note that
on several of the curves the largest variations with delay also centre around
the -1000 nm delay, suggesting the QUIC effect is strongest here and lending
support to the latter theory.
The downward slant of the signal with delay is an unexpected effect and
the origin of it is not necessarily clear. The most likely explanation would be
some slight lateral displacement of the 1500 nm pulses as the retroreflector
is translated, reducing the spatial overlap of the 1500 nm pulses with the
750 nm pulses and so having an adverse effect on the QUIC signal. One
problem with this explanation though is that it would not be expected to
affect the lowest value of the signal (when the QUIC signal should be absent,
due to sin (2φω − φ2ω) = 0), unless the base signal is the result of some form
of two-photon signal being detected.
It is clear then that there are a number of features in Figure 3.9 which are
unexpected and while reasonable explanations exist for most of them further
investigation would be required to establish the causes of these features.
From the point of view of establishing the presence of QUIC however it can
be said that these measurements have been a success, in that a predicted
variation with phase was seen.
3.4.5 Discussion of charge accumulation results
A system was built, based around a femtosecond OPO, that produced fem-
tosecond pulses at 1500 nm and 750 nm and enabled properties of these
pulses, such as their relative delay, to be controlled. These pulses were fo-
cused onto the gap of an Au on LT-GaAs device where, it was predicted, a
photocurrent should be injected in the absence of a voltage bias due to the
QUIC effect of the one-photon and two-photon processes. On connecting a
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lock-in amplifier to measure the voltage due to charge accumulation across
the gap (modulating the 1500 nm pulses) a signal was indeed seen and so a
series of experiments were carried out to confirm that this signal was in fact
the result of a QUIC effect and not due to some other unknown mechanism.
In each experiment a prediction was made from QUIC theory as to what
would be expected before the actual measurements were carried out.
The effect of a variation in the polarisation of the 750 nm pulses was
calculated and found to be a function that was not a simple circular (sine or
cosine) function. Variations in a signal due to changes in reflectance, caused
by changes in polarisation, from an optical surface as a mirror for example
would be expected to follow such a simple circular function. Experiments
carried out on separate occasions demonstrated a variation that followed the
predicted QUIC-result, and only when the 1500 nm and 750 nm pulses were
present, indicating that this was an effect caused by an interaction between
the two.
Next a calculation of the expected variation with 750 nm power predicted
a sharply rising gradient that slowly levelled off to a peak beyond which a
slow decrease would be seen. Such a gradient was seen in the measured
results, peaking at a power value close to that predicted theoretically. This
peak was already close to the maximum available 750 nm power, but those
few measurements that could be made at higher 750 nm powers found an
expected decrease, unlike either the further increase that might be typically
expected, or a levelling of the signal if saturation was occurring.
A calculation of the expected dependence on pump power predicted a
square dependence, yet the power dependence found was closer to 1.6 than to
2. This however correlated with similar experiments made by another group
who had confirmed the presence of a QUIC effect, and moreover eliminates
the possibility of optical rectification.
Finally, a number of measurements were carried out to test for a variation
in signal with relative delay (phase) between the two pulses, one of the most
distinctive features of QUIC effects. These were all found to exhibit the
expected 750 nm period over displacements of several times this amount
in a remarkably consistent way. Other unexpected features were also seen,
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such as an offset decreasing with delay, the seeming displacement of the zero
delay and a reduction of the effect away from the zero delay point. However
explanations could be proposed for each of these that were consistent with
the existence of a QUIC signal.
In summary, a series of experiments were carried out in which the depen-
dence of the signal on very different aspects of the system was measured. In
each case the dependence found was that which corresponded to the signal
being due to a QUIC process, suggesting strongly that QUIC was injecting
photocurrent into the device. Having determined this, the next stage was to
attempt to resolve this injected QUIC photocurrent in the time domain.
3.5 Time-resolved Measurements
Having established through charge accumulation measurements that QUIC
current was being injected into the LT-GaAs device the interest now is to
resolve the injected current in time and see if there really is, as surmised, the
creation of electrical pulses far faster than those seen using photoconductive
switch techniques.
The simplest method of measuring the QUIC electrical signal in time
would be to use the coaxial connection to the device to connect it to an
oscilloscope, yet doing this failed to reveal any sign of a signal. The reason
for this is most likely due to the limited bandwidth of the measurement
system. The QUIC injected current is expected to have a rise-time of the
order of the optical pulses responsible, leading to < 1 ps electrical pulses.
Yet the rise-time of a typical high-bandwidth (50 GHz) oscilloscope used at
NPL, such as the Tektronix SD32, is approximately 7 ps, and there would
be additional broadening and attenuation of the electrical pulse due to the
effects of cables and the transition from the coplanar waveguide to the coaxial
connection. If the injected pulse is of low amplitude to begin with then the
broadening, which disperses the energy of the pulse in time, can reduce it
until it lies within the noise level of the oscilloscope preventing the signal
being detected. Besides, the primary interest is the structure of such a fast
pulse. What is needed is a system that has sufficient bandwidth to measure
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these ultrafast pulses, and electro-optic sampling is such a system.
3.5.1 Electro-optic sampling
Electro-optic sampling (EOS) is a widely-used technique that enables elec-
trical fields to be probed via optical means, often in a non-invasive way. The
optical nature of the probe allows measurement systems to be built with
much higher bandwidths than conventional electronic systems, and EOS also
enables the mapping of electric fields in two or even three dimensions.
The basis of EOS is the Pockels effect (Section 1.2.2), where a dc electric
field causes a linearly proportional change in the refractive index of a suitable
material (commonly referred to as an electro-optic material). The resulting
birefringence causes polarisation changes in light passing through the mater-
ial, so by measuring the change in polarisation the magnitude of the electric
field can be calculated. If pulsed light is used, only a small part in time
of the electric field is measured, making what is essentially a sampling gate.
Synchronising the arrival of the pulses to a periodic electrical signal enables a
section of that signal to be repeatedly sampled, improving the signal-to-noise
ratio. Introducing a delay between the timings of the optical pulses and the
periodic signal results in a different section of the signal being sampled, and
so varying the delay results in the build up of a waveform, effectively turning
the system into an sampling oscilloscope. Because it is only the polarisation
change that relates to the electric field some form of power measurement af-
ter a polarising beam-splitter or similar is sufficient, and so there is no need
for a fast optical detector. As a result, the measurement bandwidth of the
system is dependent only on the electro-optic material used (including its
geometry) and the optical probe pulse.
Some systems use the substrate of the device itself as the electro-optic
material (a technique known as internal EOS), but most commonly a sepa-
rate piece of material forms the electro-optic probe and is brought into close
proximity to the field to be measured (external EOS). The method of syn-
chronising the EOS probe pulse to the electrical signal to be measured is also
a matter of consideration. If the signal source is a photodiode this can often
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be done optically by splitting the output from the laser source and using
part of the output to pump the photodiode and the remainder to perform
EOS (this technique is usually referred to as pump-probe EOS). If the signal
source is purely electrical then some form of electrical oscillator can be used
to drive it and the laser synchronised to the oscillator using a phase-locked
loop or similar.
3.5.2 The NPL EOS system
To carry out the time-resolved measurements of the QUIC injected current
the NPL Ultrafast Group’s EOS system was employed after performing a
number of adaptations as described in Section 3.5.3. The original EOS system
is shown in Figure 3.10. All mirrors are dielectric-coated for high-reflection
at 700–900 nm unless otherwise stated.
The NPL EOS system uses an external lithium-tantalate (LiTaO3) EOS
probe (250 µm × 250 µm × 25 µm ) to make high-bandwidth electrical
measurements in coplanar waveguide as part of the Ultrafast calibration ser-
vice. Its primary use is to calibrate high-speed photodiodes (commercial or
photoconductive switch-based) which are then used in turn to calibrate fast
sampling oscilloscopes. The source of ultrafast pulses is a Coherent Mira
providing < 150 fs pulses centred at 800 nm or 850 nm (depending on the
application) and a repetition rate of 80 MHz, with an average power of > 1 W
and horizontal polarisation. An optical glass wedge picks off two beams from
the main beam, each about 4% of the power, and these are focused onto two
separate photodiodes to provide electrical triggering synchronised to the laser
when using an oscilloscope to record the electrical pulses generated from the
pump pulses. The rest of the output can either be passed through a Coher-
ent pulse-picker (not discussed in this thesis) or guided around via mirrors
M1–M4. The optical path followed afterwards is the same in either case.
The output is raised by mirrors P1–P2 (the polarisation remaining un-
changed) and another part of the output picked out by a second optical
glass wedge to provide pump pulses as needed. These are used to generate
the electrical pulse signal to be measured by either pumping a commercial
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Figure 3.10: The NPL EOS system. Full details are given in the text. PBS
denotes a polarising beamsplitter cube.
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photodiode which is connected to a transmission line device or, as shown in
the figure, pumping a photoconductive switch in the transmission line. The
remainder of the laser output after the second wedge is guided to the EOS
probe via a free-space corner-cube Au retroreflector, which is mounted on an
delay stage of length 400 mm to provide the variable arrival times required
for sampling.
The LiTaO3 crystal is mounted on a piece of quartz which is in turn at-
tached to a quartz cylinder using optic cement, and this cylinder mounted
on a thin flexible transparent piece of plastic in the same way. A microscope
objective lens (removed from its casing due to space restrictions) focuses the
input pulses onto the electro-optic crystal. A number of miniature trans-
lation stages enable the EOS crystal to be aligned correctly with this lens.
The pulses undergo total internal reflection inside the electro-optic crystal
and the returned beam is passed through a compensator (having been ef-
fectively collimated on the return journey through the objective lens) before
being split by a polarising cube beamsplitter. Each polarisation is focused
onto a multimode optic fibre and transported across the laboratory to a Si
photodiode. (The reason for using optic fibre is to keep the detection system
away from electro-optic crystal so as to prevent RF interference.) Using a
photodiode for each polarisation permits differential detection, increasing the
sensitivity of the system (since a polarisation change effectively causes twice
the change in signal). To achieve this a VNDF is placed before each optic
fibre so that the optical power in each fibre can be balanced when no electric
field is present at the EOS point.
The output from each photodiode is passed through a bias voltage circuit
and from there to a lock-in amplifier (SRS SR844) via a differential ampli-
fier/filter (SRS SR560). The lock-in frequency for the amplifier is provided
by a signal generator (SRS DS345) and the electrical pulse generated by the
pump pulses modulated by passing the pump pulses through an acousto-
optic modulator (AOM) driven by the same signal generator. A polariser is
often placed before the AOM as different pulse polarisations travel at dif-
ferent speeds through the AOM crystal, leading to spurious results. (For a
similar reason a polariser is also included in the probe path before the EOS
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crystal.)
For typical measurements the circuit under test is mounted vertically
(the input path of the EOS probe beam being horizontal). Translation
stages allow the circuit to be moved in the xyz directions relative to the
EOS probe. Two further xyz stages are used to bring Picoprobe coaxial-
to-coplanar waveguide connectors into contact with the circuit to provide a
transition between the two methods of electrical transmission. Three cam-
era systems provide views as an aid to aligning the circuit under test, the
Picoprobes and the EOS probe. One camera provides a 45-degree view and
a second a view almost in the plane of the circuit. A third camera provides
a view down the EOS crystal by means of a pellicle beamsplitter and a colli-
mated light-source in the same way as that used for the charge accumulation
measurements.
3.5.3 Alterations to the NPL EOS system
Although it had proved more than capable for the purposes of photodiode
measurement[28], several alterations needed to be made to the existing EOS
layout to make it suitable for the time resolution of the QUIC injected cur-
rent. These can be seen in Figure 3.11 and are discussed below.
Laser source
The first issue is that of the laser source, the Mira. For EOS of QUIC signals
the Mira is required to both pump the OPO and provide the probe pulses
for EOS. This is readily achieved using a beam-splitter, but the needs of
both systems must be balanced — too little power to the OPO will reduce
the QUIC signal, yet if not enough is diverted to the electro-optic probe
the sensitivity of the EOS system will be even more severely reduced. It
was decided that the best compromise was an 80:20 (in favour of the OPO)
beam-splitter coated for 850 nm, and this was installed in place of mirror M2
in Figure 3.10. Splitting the source in this way ensures that the pump and
probe pulses are synchronised to each other and will have virtually no jitter
between them (since the same pulse that does the probing is the one that
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Figure 3.11: The NPL EOS system after alterations made to enable electro-
optic sampling of the QUIC signal. The optic labelled BS5 is actually a
mirror with a dielectric coating for 1500 nm. It was found that this would
also reflect 750 nm (due to the harmonic relation) but transmit 850 nm from
its back plane.
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ultimately created the pump pulse, via pumping the OPO and generating
the second harmonic for QUIC).
(In fact, the beam-splitter and mirror M2 were each mounted on sepa-
rate relocatable magnetic base-plates to give the option of diverting the full
power to the EOS system or not, according to the need of experimental work
unrelated to this thesis. This mounting was done extremely carefully so as to
keep the optical path to the EOS system the same no matter which reflector
was used, which is no mean feat. For the purposes of this discussion, though,
it can be assumed that the beam-splitter was in position permanently.)
Path lengths
The second issue is that of matching path lengths so that the pump (i.e. the
QUIC) pulses and the probe pulses arrive at the same point simultaneously.
In this case the path lengths that require matching begin at the beam-splitter
at M2 and end at the electro-optic probe. As the OPO path also necessarily
contains the cavity length of the OPO as well as the QUIC apparatus the EOS
path length needed to be extended to around 4 m in length, and to have the
signals arriving within even a few picoseconds of each other requires the path
lengths to be equal to 1 mm. Fine-tuning is possible using the delay line once
the bulk of the path lengths have been equalised through the use of mirrors,
but the short length (400 mm, equating to under 3 ns allowing for double-
pass) can lead to frustration if the bulk lengths are different enough such that
the delay line cannot match them. Therefore it was decided to incorporate a
second delay line, previously procured by NPL but as yet unused, which was
a full 2 m in length. This was capable of introducing over 13 ns of delay in
double-pass — more than the time between successive pulses from the Mira.
Ultimately this would replace the smaller delay line but because of issues in
adapting the control software it was initially employed in conjunction with
the smaller delay line, providing a large, easily adjustable delay to roughly
match the path lengths while the smaller delay line was used to perform the
EOS measurements.
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Pump-probe alignment
The third issue is that of delivering the pump (QUIC) pulses to the device
together with the probe pulses. This is actually easier to achieve than in the
conventional NPL set-up where part of the Mira output is used to pump a
photoconductive switch on an LT-GaAs device. In the latter case, the pump
pulses must be delivered from outside of the electro-optic crystal or they
might produce spurious signals that interfere with the EOS. This requires
tight and close alignment of optics, and the physical mounting of the EOS
crystal can make it difficult to place the probe point as close to the source
point as might be liked. For the QUIC pulses, however, matters are much
simpler. The 1500 nm pulses are not detected by the Si photodiodes used in
the EOS system and the 750 nm pulses are too weak to have any significant
effect. Therefore the pulses can be delivered down through the EOS crystal,
enabling sampling to take place very close to the generation point, simplifying
the optics required and allowing the use of the probe-view camera to align
the QUIC pulses with the LT-GaAs gap. The one difficulty is bringing the
1500 nm and 750 nm pulses parallel to the 850 nm pulses; however, it was
found that a mirror coated for 1500 nm was sufficiently reflective at 750 nm
(due to the harmonic) yet transparent to 850 nm, serving as a form of dichroic
mirror (see Figure 3.11).
3.5.4 Experimental set-up
The experimental layout is as shown in Figure 3.11. The 1500 nm and 750 nm
pulses are directed along a path that is parallel to, but non-collinear with,
the path taken by the 850 nm pulses. In this way the 1500 nm and 750 nm
pulses are passed down the centre of the electro-optic crystal to generate
QUIC current within the device whereas the 850 nm pulses strike the side
of the crystal mount, double-pass through the crystal itself and are reflected
back along a separate path for electro-optic detection.
The optical chopping used during the charge accumulation measurements
can only provide frequencies of perhaps a few hundred kHz, which has been
found to raise too many signal-to-noise issues in the EOS system. Therefore
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the reference signal for the lock-in amplifier needs to be supplied by an AOM
placed in the arm of one of the QUIC beams, running at 1 MHz. Since
an AOM works by diffracting the beam the power of the modulated beam
will be, at best, 50% that of the unmodulated beam. Therefore modulating
the 1500 nm will result in a lower QUIC signal. Modulating the 750 nm
could feasibly improve the QUIC signal since there is a possible excess of
the power in the 750 nm pulses. Unfortunately this would also introduce the
considerable difficulty of trying to align the two pulse paths and find the zero
delay with only a few microwatts of 750 nm. As a result it was decided to
use a 1500 nm AOM.
3.5.5 EOS Measurement with 1500 nm modulator
The AOM was placed in the 1500 nm arm and the modulated signal max-
imised by appropriate adjustment of the position of the AOM crystal relative
to the incident pulses. The diffracted pulses were aligned to be collinear with
the 750 nm pulses after the second dichroic beamsplitter and the new zero
delay found using a GaAsP photodiode. The two beams were then guided
onto the gap of the LT-GaAs MSM device under test.
To match in time the arrival of the pump (1500 nm and 750 nm) and
probe (850 nm) pulses the 2 m delay line was first adjusted to provide a
coarse agreement as measured with a metal ruler. For finer adjustment the
time delay was measured by using a Picoprobe to connect an oscilloscope
and dc bias to the MSM device. (The other side of the device was connected
to a 50 Ω termination using a second Picoprobe.) The application of the bias
produces pulses of photocurrent from the 850 nm pulses and also the 750 nm
pulses. By inspecting the voltage trace for the peaks indicating 750 nm and
850 nm absorption and the resulting photoconductive switch effect the delay
between the pulses can be determined from the positions of the peaks along
the timebase. The 2 m delay line was then adjusted until the peaks were
< 100 ps apart, bringing them well within range of the smaller delay line.
Once aligned the delay between the pulses was often checked in the
manner described above, and it was found during these checks that the
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Figure 3.12: Screen grabs of the electrical signal produced by the 750 nm
otpical pulses with a bias voltage applied as measured on an HP54752A
50 GHz oscilloscope (blue trace). (a) shows the electrical pulse with the
cursor line X1 aligned to the peak. (b) was taken some time later when a
change in position had been spotted. The cursor, trigger settings etc. all
remain unchanged. The cause for the occasional shifts such as this one has
not been determined. Note that it was observed as a definite abrupt shift,
not a slow drift over time.
750 nm peak would shift occasionally between oscilloscope measurements
(Figure 3.12). These shifts appeared to be random and varied in magnitude
by up to 10 ps. The cause was not identified; it may have been due to slight
changes in alignment between measurements or errors in the triggering.
Once it was established that the probe and QUIC pulses were temporally
close enough to be expected to fall within the range of the short delay line
the dc bias was removed and both sides of the MSM device terminated with
50 Ω loads to prevent electrical reflections interfering with the measurement.
A series of EOS scans were carried out over an interval of 30 ps (15 ps either
side of the short-delay retroreflector position that corresponded to an overlap
of the pump and probe pulses) at a resolution of 300 fs per point. Since it
was surmised previously that use of the GaAsP photodiode might not provide
the exact zero delay between the signals (Section 3.4.4) a series of scans were
taken for various voltages applied to the PZT on the 1500 nm retroreflector
to ensure the best chance of making a measurement when generating the
maximum QUIC signal.
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During the measurements there was a great deal of difficulty encountered
in creating a good signal-to-noise ratio, for which there were several un-
avoidable causes. The loss of 50% or more of the 1500 nm power through the
modulator is one. Modulation is required for successful lock-in amplification
but results in the direct loss of 50% or more of the QUIC injected current.
In addition, the amount of 850 nm available for EOS probing was around
an order of magnitude lower than normal due to the requirement of splitting
off a large proportion of the normal laser output to pump the OPO. Finally,
it was not always possible to maintain a suitably high level of stability in
the OPO over the duration of a scan, which could have caused variations
in the generated electrical pulses that distorted the sampling measurement.
The near-quadratic dependence of the QUIC injected current on the OPO
output power meant the fluctuations of 5–20% which were sometimes seen
would greatly reduce any signal levels and result in the scan having to be
repeated. Despite these problems, however, in several scans a candidate sig-
nal peak emerged, positioned near the centre of the epoch where it would be
expected. Four of the most promising are shown in Figure 3.13.
The peak is most clearly seen in (a) and (b); in (c) and (d) corroborating
peaks are present at the same position but are too low to be conclusively
distinguished from noise. Slight (0.5–2ps) variations in the positions of the
peaks are assumed to be due to the same unknown factors which caused the
shifts in the 750 nm dc bias-produced signal noted earlier. Adjusting the
timebase to overlap the peaks and averaging (Figure 3.14) makes it easier
to distinguish the peak from the noise. This may be considered artificial,
although repeating the technique for randomly selected noise spikes fails to
produce any such clear peaks. The structure of this peak is certainly similar
to what might be intuitively expected, in that there is a fast initial rising
edge followed by a somewhat slower, uneven falling edge.
3.5.6 EOS Measurement with 750 nm modulator
Due to the difficulties in obtaining significant signal encountered with the
1500 nm AOM it was decided to try the 750 nm AOM. This would maximise
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Figure 3.13: EOS measurements on the LT-GaAs device close (< 50 µm) to
the generation point of the QUIC signal. Note the candidate peak in each
around the 13–15 ps point (circled).
the 1500 nm power available but of course reduce the 750 nm power. However,
if successful there would be the option of attenuating the 1500 nm power to
maximise the QUIC signal (c.f. Section 3.4.2).
The 1500 nm AOM was therefore removed from the 1500 nm arm of
the QUIC system and the 750 nm AOM inserted in the 750 nm arm. The
pulse paths were again realigned, first with each other (zero delay being
found using the GaAsP photodiode as usual) and then realigned onto the
photoconductive switch gap. Since the paths had changed as a result of the
swap-over of AOMs the zero delay between the QUIC pulses and the probe
pulses needed to be ascertained again, but as expected there was considerable
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Figure 3.14: Average of results in Figure 3.13 a–d after shifting the timebases
to overlap the candidate peaks.
difficulty in achieving this using an applied bias and an oscilloscope as the
750 nm signal was greatly reduced. Despite this, an approximation to the zero
delay point was found and the EOS scan range increased to try and ensure
the waveform of any QUIC electrical pulse was captured. The preliminary
scans found no evidence of a signal, and further attempts were frustrated
when it was found that the AOM had developed a fault and was failing to
produce any modulated signal.
A second AOM was available and replaced the broken one in the 750 nm
arm, requiring the beams to be realigned once more. Preliminary scans were
carried out but the experimental work had to be stopped once again when
the second AOM also failed. An investigation located the source of the fault
to the power supply that supplied the 12 V required to power the AOM. It
appeared that the power supply was occasionally spiking, sending excessive
voltage to the connected AOM that damaged the internal circuitry. Unfor-
tunately although the cause of the fault had been identified and the power
supply could be replaced to prevent future occurrences, the lack of another
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spare 750 nm modulator prevented this part of the experiment from being
completed. The lack of conclusive results from the 750 nm measurements
was frustrating, but this form of modulation should still be considered in
any such future work.
3.6 Conclusions
A system was successfully designed and constructed with the purpose of gen-
erating QUIC currents within a transmission line device mounted on semi-
conductor. The creation of a QUIC current was demonstrated conclusively
by measurements of the behaviour of charge accumulation across the de-
vice for several different kinds of variation in the generating optical pulses,
each measurement agreeing with the theory. An existing EOS system was
then adapted and integrated with the QUIC system to enable time-resolved
measurements of the electrical signals generated and a number of promis-
ing measurements were made[29]. These experiments are highly important
to this particular phenomenon and have, to current knowledge, never been
carried out before. What has been highlighted is the difficulty of balancing
the requirements of powering both a signal source and a probe using a single
laser, as well as balancing the need for high frequency modulation with the
consequent loss of power. Yet it must be realised that it is not as simple a
matter as providing a separate laser source for the OPO and EOS system,
since the problem is then introduced of needing to somehow synchronise both
sources together and the inherent zero-jitter advantage of using a split source
is inevitably lost.
The presence of a time-resolved QUIC signal is extremely encouraging,
as is the size of the apparent pulse width. The issues are in the lack of power
in the signal which are insufficient, it seems, to be of practical use in charac-
terisation of high-speed instruments. It is important to realise that diverting
power from the probing system is not enough, as a measurement of the pulse
will still be required if the response of an instrument is to be characterised.
The difficulties encountered when performing EOS suggests the best direc-
tion for further work is primarily one of improving the power of the OPO, its
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stability, maximising the available power for EOS and investigating methods
to enhance the EOS signal-to-noise ratio at low powers.
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Measurement of Ultrafast
Pulses
Once there are sources capable of producing optical pulses with durations
measured in femtoseconds, there is a requirement for means of exploring
and measuring the characteristics of such pulses at femtosecond timescales.
How is it known that the pulse really is as short as it is thought to be, or
even the shape that it should be? How is it known if it is transform-limited
or frequency-chirped, if it is a well-behaved Gaussian or a distorted or even
doubled pulse? It is true that the spectrum provides some information about
the pulse, but without knowing the spectral phase there is no way of knowing
the temporal shape of the pulse — a pulse that has travelled along a kilometre
of optical fibre can have the same spectrum as one that has not. The most
the spectrum alone will tell the researcher is that the pulse cannot be any
shorter than the value set by Equation 2.3, but if there is a need to know more
(and often there is) then what is required is some scheme for comprehensive
temporal measurement of the femtosecond pulses. Yet measurement of an
event requires a shorter event itself, so how is it possible to measure the
shortest event available? The answer lies in using the pulse to measure itself.
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Figure 4.1: A schematic for an intensity autocorrelation. The incoming pulse
is split into two replicas one of which is time-delayed with respect to the other
before both replicas are focused non-collinearly onto a nonlinear crystal. The
resulting second-harmonic signal is measured using a photodetector. A slit
prevents any second harmonic produced by each individual pulse reaching
the detector.
4.1 Autocorrelation
For a long time, the (unsatisfactory) answer to the measurement of ultrafast
pulses was to deduce this from an autocorrelation of the pulse. A typical
autocorrelation set-up is shown in Figure 4.1. The pulse is split into two
intensity replicas which are then overlapped in some medium (in this case a
nonlinear crystal) to produce a signal that corresponds to the mutual corre-
lation of the overlapped pulses.
By varying the time-delay between the pulses one serves to gate the other
and the autocorrelation is produced. In the case where the signal is the
second-harmonic of the two pulses and the pulse paths to the crystal are
non-collinear as shown in the diagram, and making the assumption that
the nonlinear medium responds instantly in time, the polarisation signal
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resultant towards the detector will be
P (τ) ∝ E(t)E(t− τ) (4.1)
where τ is the delay between the two pulses. On making the reasonable
assumption that the electric field of this SHG signal is proportional to the
polarisation, the intensity of the signal will be
I(τ) ∝ |A(t)A(t− τ)| (4.2)
where A(t) is the complex amplitude of the pulse. It is usually the case that
the detector used to measure the resulting signal has a response much slower
than the duration of the pulse being measured and so the signal measured will
be an integration over time, this result being the intensity autocorrelation:
IAC(τ) ∝
∫ +∞
−∞
I(t)I(t− τ)dt (4.3)
(This is also known as the background-free intensity autocorrelation, due to
the lack of background signal from SHG of the individual pulses reaching the
detector.) Since the intensity I(t) = |A(t)|2 , it is immediately apparent that
the phase information of the pulse is lost. Also, on making the substitution
t′ = t− τ it is seen that
IAC(τ) =
∫ +∞
−∞
I(t′ + τ)I(t′)dt′ = IAC(−τ) (4.4)
and so the intensity autocorrelation is symmetric in time. Therefore, it fol-
lows that symmetric and asymmetric pulses can yield the same autocorrela-
tion, and more information about the pulse has been lost. Yet the intensity
autocorrelation still provides some information, since if the pulse shape is al-
ready known then deconvolution can be used to calculate the pulse duration.
For some basic pulse shapes it is enough to divide the ∆τ of the autocorre-
lation by a simple factor — by
√
2 for a Gaussian pulse, for example, or by
1.54 for a sech2 pulse.
Even though the intensity autocorrelation can provide a useful diagnos-
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Figure 4.2: A schematic for an interferometric autocorrelation. The incoming
pulse is split into two replicas one of which is time-delayed with respect to
the other before both replicas are focused collinearly onto a nonlinear crystal.
A filter blocks the fundamental signal and the second-harmonic is measured
using a photodetector. This second harmonic will be a combination of the
product of the two pulses and their individual second harmonics.
tic, the lack of phase and temporal shape information limits its utility and
so other methods have been investigated to try to obtain more pulse infor-
mation. One of the most important developments was the interferometric
autocorrelation [30] (also known as the fringe-resolved autocorrelation, or
FRAC). This differs from the normal intensity autocorrelation in that the
two replica pulses overlap collinearly within the crystal, with the same po-
larisation. The autocorrelation is then resolved interferometrically. This
set-up is shown in Figure 4.2.
In this situation the polarisation signal incident on the detector will be
given by
P (t) ∝ (E(t) + E(t− τ))2 (4.5)
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∝ (A(t)eiωteiφ + A(t− τ)eiω(t−τ)eiφ)2 (4.6)
(4.7)
where φ is the phase of the carrier wave relative to the amplitude envelope
and ω is the carrier frequency. As with the intensity autocorrelation, the
slower detector integrates over time and this produces the interferometric
autocorrelation equivalent to (4.3)
I(τ)FRAC ∝
∫ +∞
−∞
∣∣∣A2(t)ei2ωt + A2(t− τ)ei2ω(t−τ) + 2A(t)A(t− τ)eiωteiω(t−τ)∣∣∣2 dt
(4.8)
Expansion of (4.8) leads to four terms in the integral, which can be separated
out into four integrals that combine to make the interferometric autocorre-
lation
I(τ)FRAC = Iback(τ) + Iint(τ) + Iω(τ) + I2ω(τ) (4.9)
where
Iback(τ) =
∫ +∞
−∞
|A(t)|4 + |A(t− τ)|4 dt
= 2
∫ +∞
−∞
I2(t)dt (4.10)
Iint(τ) = 4
∫ +∞
−∞
|A(t)|2 |A(t− τ)|2 dt
= 4
∫ +∞
−∞
I(t)I(t− τ)dt (4.11)
Iω(τ) = 4
∫ +∞
−∞
<
(
(I(t) + I(t− τ))A∗(t)A(t− τ)eiωτ
)
dt (4.12)
I2ω(τ) = 2
∫ +∞
−∞
<
(
A2(t)(A∗(t− τ))2ei2ωτ
)
dt (4.13)
The first term (4.10) is clearly a constant value, and is simply the back-
ground signal of the autocorrelation. The second term (4.11) is the intensity
autocorrelation (4.3) multiplied by a factor of 4. The last two terms (4.12)
and (4.13) are the two coherence terms that oscillate with ω and 2ω, re-
spectively. A typical interferometric autocorrelation is shown in Figure 4.3.
Note again the same time-symmetry as for the intensity autocorrelation:
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Figure 4.3: Interferometric autocorrelation of a ’Mira’ Ti:S laser. Note the
8:1 ratio between the top-to-bottom distance and the bottom-to-baseline
distance. This ratio provides a useful check that the autocorrelation has
been made correctly.
IFRAC(τ) = IFRAC(−τ).
An important feature of the interferometric autocorrelation arises from
the integral values at τ = 0
Iint(0) = Iω(0) = I2ω(0) = Iback(0) (4.14)
Iback(0) = 2
∫ +∞
−∞
|A(t)|2 dt (4.15)
Therefore IFRAC(0) = 8
∫ |A(t)|4 dt. As τ → ±∞ we also see that IFRAC → 0
and so there is an 8:1 ratio between the peak of the interferometric autocor-
relation and the background level. This feature proves extremely useful for
checking the alignment of an autocorrelation system, since an absence of this
8:1 ratio indicates an error somewhere.
Another useful feature of the FRAC is the ability to detect chirp (Sec-
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Figure 4.4: Interferometric autocorrelation of the ’Femtolaser’ Ti:S <12 fs
laser. The extra-cavity dispersion compensation required for this laser is
absent, resulting in highly chirped pulses. The effect of the chirp can be
seen in the wings of the autocorrelation where the interference fringes have
reduced, to the point of loss in places, and the envelope is approaching that
of the intensity autocorrelation.
tion 1.1), since for a chirped pulse it can be shown [30] that destructive
interference in the wings of the autocorrelation will cause the FRAC enve-
lope to merge with the intensity autocorrelation envelope. Figure 4.4 shows
an example measurement of a chirped pulse.
4.2 Frequency Resolved Optical Gating
Frequency-resolved optical gating [31] (FROG) is a correlation-based tech-
nique that is capable of extracting both amplitude and phase information
about the pulse. The core measurement at the heart of FROG is the spec-
trogram
S (ω, τ) =
∣∣∣∣∫ +∞−∞ E(t)g(t− τ)e−iωtdt
∣∣∣∣2 (4.16)
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Figure 4.5: Schematic of a SHG frequency-resolved optical gating set-up.
Two pulse replicas are created by a beamsplitter and one delayed with respect
to the other. A second harmonic signal is generated in the manner of an
autocorrelation but instead of measuring the intensity of the signal it is
spectrally resolved. The resulting plot of wavelength (or frequency) against
delay is the spectrogram.
where g(t− τ) is a gate pulse delayed by time τ relative to the optical pulse
E(t)e−iωt. When the gate pulse is a replica of the electrical pulse to be
measured this is, in essence, a measurement of the spectrum of the SHG
intensity autocorrelation. A schematic of an SHG FROG measurement is
shown in Figure 4.5
(Other forms of FROG measurement exist such as Polarisation-Gating
FROG (PG-FROG), Third-Harmonic-Generation FROG (THG-FROG) and
more besides, but they all share the basic theme of spectrally measuring
a nonlinear correlation process. The interested reader is pointed towards
Trebino’s book [32] which details many of these, but within this thesis only
SHG-FROG is considered.)
From Equation 4.16 it can be seen that the spectrogram will be a three-
dimensional plot of intensity against frequency and time, but the question is
how can the E(t) information be retrieved from it? The key step here is to
consider the spectrogram from the viewpoint of the Fourier domain. Taking
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U(t, τ) = E(t)E(t − τ) and considering the following representation in the
Fourier domain
U(t, τ) =
∫ +∞
−∞
U˜(t,$)e−i$τd$ (4.17)
(i.e. the Fourier transform of the field with respect to τ and not t, hence the
use of $) means that, if U˜(t,$) is known, a Fourier transform can be used
to produce U(t, τ). The substitution t = τ can then be made to produce
U(t, t) = E(t)E(0). Since E(0) is a constant factor it can be scaled to
unity to give U(t, t) ≡ E(t), so finding U˜(t,$) will give E(t). Substituting
Equation 4.17 into Equation 4.16 based on this gives
S (ω, τ) =
∣∣∣∣∫ +∞−∞
∫ +∞
−∞
U˜(t,$)e−iωt−i$τdtd$
∣∣∣∣2 (4.18)
This shows that the spectrogram provides the magnitude of the 2D Fourier
transform of U˜(t,$). Thus if the phase could also be obtained it would be
possible to determine U˜(t,$) through inversion and from there find E(t).
Determining the phase is known as a two-dimensional phase-retrieval prob-
lem [31], which means that, somewhat surprisingly, a near-unique solution
exists and can be found provided there is finite support, i.e. U˜(t,$) is zero
outside a given region of t and $. The description ‘near-unique’ is used
as there are ambiguities, solutions that differ by a common absolute phase
factor, or are inverted, for example. There also exists the possibility of non-
trivial ambiguities (i.e. other solutions that do not correctly represent E(t))
but these are rare to the point of improbability.
Retrieval of the pulse from the spectrogram through the two-dimensional
phase-retrieval problem can be achieved by an iterative algorithm[33] (Fig-
ure 4.6). A guess pulse is used to generate a pseudo-spectrogram and the ac-
tual measured spectrogram used to suitably modify the pseudo-spectrogram
by applying some constraint, such as replacing the magnitude of the guess
with the square-root of the intensity of the measured. E(t) is derived from
the modified spectrogram to produce a new guess pulse, and the procedure
reiterates until it converges towards a solution. Differing implementations
or variations of the basic algorithm may provide additional advantages and
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Figure 4.6: Flowchart of the FROG retrieval algorithm.
disadvantages, but the overall idea remains the same — iteration to an am-
plitude and phase solution by applying constraints to a guess pulse in the
frequency domain. FROG retrieval is now approaching maturity as a tool,
and has been used to measure pulses of varying complexity as far down as
4.5 fs FWHM[34]. For these reasons — the wealth of existing research, the
relative simplicity of measurement and retrieval and the scope for further
refinements — it was decided to design, construct and develop an in-house
version of a SHG-FROG system at NPL.
4.3 The NPL FROG system
The FROG system for NPL was based on SHG-FROG and primarily intended
for use with Ti:S laser pulses of between 10 fs and 100 fs in duration. It would
also need to be compact enough to be portable, allowing for measurement of
different lasers. The basic design (Figure 4.7) is simple enough, being similar
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to an autocorrelator. A beamsplitter divides the input pulses along two arms,
one fixed in length and the other variable through both a manual translation
stage (for coarse adjustment) and a translation stage controlled by a PZT1
(further details are given in Section 4.3.2). Both pulses are then recombined
by a second identical beamsplitter to be parallel but non-collinear. A mirror
is used to focus the pulses onto a SHG crystal (a parabolic is used as opposed
to a lens to minimise dispersion) which produces the second harmonic of each
pulse plus (where the pulses temporally overlap) the second-harmonic FROG
signal. A matching parabolic mirror collimates the second harmonics and
directs them to a detection system for measuring the spectrum of the FROG
signal. An iris prior to the detector eliminates the basic second harmonics
to reduce the background level of signal.
Silver mirrors were used for all planar mirrors in the FROG system. The
focusing parabolic was gold and the collimating parabolic and all subsequent
mirrors were aluminium. The software for setting of the delay line, measure-
ment of the FROG signal and storage of the data was written in LabVIEW
(Appendix A). This software allowed setting of the integration time of the
detection system; the ability to make a background signal measurement and
remove said background from subsequent measurements; user control of the
delay line; and automatic measurement of spectrograms. The software also
allowed the storage of spectrograms and individual measurements at the de-
tector (e.g. the signal at zero delay).
4.3.1 Beamsplitters
The arrangement of the beamsplitters within the FROG system requires more
careful thought than may be apparent at first. The first consideration is that
ideally each pulse replica that arrives at the SHG crystal should have travelled
identical paths. This means the arrangement should be such that each pulse
has undergone one reflection from a beamsplitter and one transmission, and
the transmission should be from the same face in each case (Figure 4.8).
(This is especially important in the case of the shortest (10 fs) pulses, which
1Newport AD-100
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Figure 4.7: Schematic of the NPL FROG system. Beamsplitters divide and
recombine the input pulses with the minimum of dispersion. The use of a
focusing parabolic mirror also avoids unwanted contributions to dispersion.
An identical parabolic mirror is used for collimation after the SHG crystal
purely for ease of alignment. A persicope is used to enable the spectrometer
be included on the breadboard by locating it below the path of one FROG
arm.
are more susceptible to dispersion.) If possible the same beamsplitter can
even be used, but often this is difficult to arrange correctly and it should be
enough that the beamsplitters are identical.
The second consideration is the polarisation of the pulses. The FROG
signal will depend on the intensity of the pulses when they arrive at the
SHG crystal and beamsplitters generally reflect S (parallel to the plane of
incidence) and P (perpendicular to the plane of incidence) polarisations in
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Figure 4.8: Correct arrangement of the (identical) beamsplitters to present
equal paths to each pulse replica. The darkened sides of the beamsplitters
represent the coated sides. Arranging them in this manner ensures each
replica undergoes one transmission and one reflection.
different proportions. Nor will beamsplitters divide pulses perfectly 50:50,
but may transmit more or less than 50% (with the corresponding difference
in reflectance). Therefore it makes sense, from the perspective of maximising
the FROG signal, to calculate the optimum arrangement of the beamsplitters
according to polarisation.
The first set of beamsplitters received for the FROG system were found to
be unsuitable due to manufacturing errors. Specifically, one beamsplitter was
visibly thicker in substrate than the other by some margin, and also reflected
only 15% of the incident light at any polarisation. A new order was placed
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with a different company and the replacements found to be far more identical,
each splitting the incoming pulses 63:37 in favour of the transmission in S
polarisation and 25:75 for P polarisation.
In the case where P polarisation is used, it is clear that the power reaching
the crystal from each arm will be 0.25 × 0.75 = 0.19 of the incident power
compared to 0.63×0.37 = 0.23, indicating that S polarisation is preferable for
the input pulses. Given the drastic difference from 50:50 for P polarisation
there is, however, a further option. By using a periscope arrangement in one
arm to rotate the polarisation the greater reflectivity of the beamsplitters for
P polarisation can be exploited (Figure 4.9) to produce levels at the crystal of
0.47 and 0.23 of the input power. The FROG signal varies with the product of
the square of the power in each arm, as calculated (SHG from two combining
pulses) and confirmed by measurement (Figure 4.10), giving greater weight to
the advantages of effecting the polarisations this way. However, as the BBO
crystal has been designed for Type-I phase matching SHG the polarisations
of the incoming pulses need to be aligned with the e axis of the crystal for
correct SHG. If the pulses are cross-polarised then SHG will require that the
e axis is aligned at 45 degrees to each and so the power contribution from
each arm will be reduced by 1√
2
. Working through this in comparison with
S polarised input and no rotation within the FROG gives
0.232 × 0.232 = 0.0028 (4.19)
with no rotation and(
0.23× 1√
2
)2
×
(
0.47× 1√
2
)2
= 0.0029 (4.20)
when incorporating rotation, i.e. there is very little difference between the
two. However, this is dependent on the beamsplitter ratios used for each
polarisation being correct.
To confirm this, the FROG was first constructed with periscopes in place
and the powers measured in each arm at the crystal. For an input power of
337 mW from the Mira Ti:S laser, powers of 74 mW were measured in the
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Figure 4.9: Incorporation of periscopes to maximise the power of each pulse
replica. The periscope in one arm is used to rotate the polarisation of one
replica from S to P to take advantage of the high reflectivity of the second
beamsplitter to P polarisation. The second periscope is required to match the
beam heights. Without the rotation the replica power would be 63% × 37%
instead of 63% × 75%.
arm with no polarisation rotation and 138 mW in the arm with rotation. This
corresponds to 22% and 41%, which can be compared to the predicted powers
of 23% and 47% — close but slightly lower than expected. Removing the
periscopes and realigning produced (for a slightly changed input of 339 mW)
powers of 77 mW and 79 mW, corresponding to 23% each, more in line with
what was correctly expected. Comparing the zero-delay signal measured in
each configuration (which after all is the incentive behind the whole exercise)
in Figure 4.11 shows, remarkably2, virtually identical performance in each
case. (A slight offset in central wavelength was noted, but this was found to
be due to a slight difference in the central wavelength of the source laser as
2in that the theory and the experimental match so closely!
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Figure 4.10: Plot showing how the peak signal level at the spectrometer
varies with the power in each arm of the FROG. The red and the pink curves
plot the arm powers as measured with a power meter at the location of the
SHG crystal with a single VNDF used to attenuate both beams. The blue
curve is the peak FROG signal measured at the CCD array (plotted with
respect to the right-hand axis) for the same positions of the VNDF and the
dashed blue curve is the predicted signal level based on αV 2H2, where α is
some scaling value to convert from mW to CCD counts. It can be seen that
the peak CCD signal follows the predicted values.
measured with a spectrometer.)
A further check on the correctness of the beamsplitters was carried out
by measuring the spectrum of the input pulses, both before the FROG and
after. The possibility of measuring the pulses after the FROG arrangement
arises due to the fact that the final beamsplitter transmits and reflects parts
of the pulses, meaning that some of the pulse energy is directed away from
the FROG as well as towards the crystal (Figure 4.12). (The reason that the
pulses cannot simply be measured at the position of the SHG is a practical
one — even with the crystal removed there is no room to squeeze the appro-
priate spectrometer into the compact set-up. This method also permits the
laser spectrum to be measured simultaneously with the FROG spectrogram.)
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Figure 4.11: Zero delay signal measured before and after removal of the
periscopes in the FROG arrangement. An offset of 1 nm was required due to
a change in the central wavelength of the laser between measurements. The
CCD integration times were identical in each case and no scaling has been
applied. The agreement between the two measurements indicates the use of
periscopes provided neither advantage nor disadvantge.
This measurement, shown in Figure 4.13, shows that the spectral amplitude
is not being distorted by the beamsplitters, indicating that the pulses ar-
riving at the crystal are the same as those entering the FROG (neglecting
additional phase dispersion introduced by the beamsplitters and assuming no
spectral amplitude or phase changes are introduced by the Au-coated par-
abolic mirror). This ‘wasted’ signal output was also found to have another
use for calibrating the delay line, as explained in Section 4.3.2.
To conclude, it was found that although a configuration that takes ad-
vantage of the greater reflection ratio of a beamsplitter for P polarisation
might be able to give greater FROG signal level, for the beamsplitters pro-
vided no such advantage is offered. As a result, the configuration without
periscopes was decided on due to the simpler alignment and reduced number
129
CHAPTER 4. MEASUREMENT OF ULTRAFAST PULSES
Figure 4.12: Schematic diagram showing how some of the pulse energy exits
the FROG from the second beamsplitter. Normally this energy is discarded
but it can be used to monitor the spectrum of the pulses, prior to arrival at
the SHG crystal, for any errors introduced by the FROG components.
of reflections within the system.
It should be apparent that typical beamsplitters such as those used here
consist of coated substrate and therefore as the pulses pass through the sub-
strate glass they will undergo dispersion. Although arranging the beamsplit-
ters as described in this section ensures that both pulse replicas undergo
identical dispersion this still means that the pulses that arrive at the SHG
crystal will not be the same as those that arrived at the input to the FROG.
The ideal case would be to have no dispersion at all, and the closest re-
alisation of this is the use of pellicle beamsplitters. A pellicle beamsplitter
consists of thin nitrocellulose film stretched to tension over a supporting ring.
Their extreme (5 µm) thinness all but eliminates the secondary reflections
that occur with traditional beamsplitters and, more importantly from the
point of view of the FROG, greatly reduces dispersion in the pulses trans-
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Figure 4.13: Spectrum of the laser pulses measured at the entrance to the
FROG and at the additional exit. The two spectra have been scaled to ac-
count for the differing power levels. The agreement between the two confirms
the suitability of the FROG components for their purpose.
mitted through the beamsplitter. The penalty is an extremely fragile optical
component that cannot even be touched, and moreover the tension of the
film means it can be sensitive to vibration and resonance effects. Even so,
a pair of such beamsplitters, suitably coated for pulses centred in the 800–
850 nm range, has been installed in the NPL FROG system as can be seen
in Figure 4.22. Although their fragility might be thought a disadvantage for
a system where portability is the aim it can be said that this FROG sys-
tem is robust because it has been moved across optical benches and between
laboratories without incident so far!
4.3.2 The Delay Line
The delay line used was a Newport AD-100 PZT (with associated Newport
ESA-C motion controller). Voltages applied to the PZT, ranging from 20 V
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Figure 4.14: Comparison of the voltage issued to the Newport ESA-C via
GPIB command with the voltage displayed on the front panel after the com-
mand has been processed. A large range of measurements has been plotted,
but the close overlap indicates that the discrepancy between the two voltages
is consistent. No reason for the discrepancy could be found.
to 150 V, adjust the delay line over a range of approximately 150 µm. The
resolution of the voltage supplied by the controller was 0.1 V digitally dis-
played and could be set either manually, via a dial on the front panel, or
remotely using the GPIB interface.
It was noted that when setting the voltage remotely the front panel dis-
played a value different to that requested. Investigation of this demonstrated
that the difference was consistent (Figure 4.14). No cause could be found,
but there was at least confidence that, even if the absolute voltage at the
PZT was unknown (there being no reason to believe the front panel voltage
over the commanded voltage or vice versa), it was at least being set consis-
tently. Since all control was being carried out remotely, any voltage values
referred to in this thesis are those that were set remotely.
An approximate voltage/displacement relation was provided by the man-
ufacturer in the form of a plot in the user manual (Figure 4.15). As precise
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knowledge of the actual delay line displacement is required for correct FROG
retrieval an interferometer setup was used to calibrate the delay line (Fig-
ure 4.16). This was based around a HP5519A laser head and an HP10887A
interface card. As the interface card was based on the ISA interface which
was now obsolete an ISA-to-USB converter box (Agilent 55292A) designed
for this specific card had to be used. The setup is typical of that for interfer-
ometry, using a polarising cube beamsplitter and a fixed reference arm. With
this system the displacement was repeatedly measured for a number of differ-
ent voltages. These measurements were made for voltages in sequence, both
increasing and decreasing, and also for random values, to limit the effects of
hysteresis. The relationship found between the voltage and the displacement
is shown in Figure 4.17.
Ideally the interferometer would be a permanent part of the system, used
by the software to correctly determine the delay during spectrogram acqui-
sition. Two issues, however, prevented this. The first and main issue was
that the interferometer could not be integrated with the FROG software.
Although a DLL3 code module was provided, and despite lengthy correspon-
dence with one of the chief software engineers from the manufacturer[35], all
attempts to produce code capable of reading the interferometer within Lab-
VIEW proved fruitless. The exact cause was difficult to pinpoint but seemed
related to an inability of the DLL to set the interferometer internal timing.
The second issue was that the FROG system should ideally be portable, and
including the laser head for the interferometer would have reduced signifi-
cantly the portability of the existing system. (As well as requiring a new,
larger, optical breadboard the laser head weighed as much again as the exist-
ing system.) Instead, the measurements shown in Figure 4.17 were used to
form a look-up table for the FROG software so that requested delays could
be converted to correct voltages. The software used linear interpolation for
delays corresponding to values between those present in the look-up table.
As an additional check of the delay line calibration, the ‘excess’ beams
leaving the FROG system (c.f. Section 4.3.1) were found to have a novel
use. When monitoring the spectrum by guiding one of the beams free-field
3Dynamic-link library. A Windows file that provides software functionality.
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Figure 4.15: Voltage/displacement relationship for the AD-100 actuator as
provided by Newport.
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Figure 4.16: Schematic of the interferometer arrangement for calibration of
the FROG delay. The arrangement is typical for this kind of measurement,
using a polarising cube beamsplitter and a fixed reference arm. The mirror
for the moving arm is installed on the translation stage bearing the delay
line.
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Figure 4.17: Plot showing the displacement of the FROG delay determined
by the interferometer as a function of the voltage. The error bars account
for the error in the voltage setting (±0.1 V and the standard deviations of
the displacements.)
into the spectrometer some form of fringing effect was noticed at positions
away from the zero delay (Figure 4.18). On investigating it was found that
there was some overlap in the (unfocused) beams at the spectrometer causing
an interference effect. Blocking the unwanted beam removed the fringing,
allowing the spectrum to be measured correctly, but it was realised that
the changes in the fringes as the delay line was moved could be used to
determine the displacement. Note that a true interferometric measurement
is not possible using this method because there is a large spectral bandwidth
within the pulses. Even so, it provides a useful cross-check of the look-up
table generated using the interferometer measurements by checking whether
the delays produced corresponded to those requested by the software.
A colleague carried out the cross-check4 by locating the PZT at zero
4EOS190 page 102
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Figure 4.18: Spectrometer measurement of the Femtolaser Ti:S pulses exiting
the FROG after the second beamsplitter. There are two sets of pulses that
overlap slightly at the spectrometer due to divergence. Here the delay line has
been moved away from zero, producing interference fringes in the combined
spectral output.
delay and then changing the path length using the manual translation stage
by a fixed number of fringe movements (from constructive to destructive
interference to constructive again). A wavelength of 800 nm was used to
determine the change from the zero delay and compared to the corresponding
change in the PZT required to return the path lengths to zero difference. It
was established that the two propagation times agreed to within 5 fs (1.5 µm)
of each other.
4.3.3 Crystal thickness
For correct operation of the FROG it is necessary that the SHG crystal is
suitably phase-matched (c.f. Section 2.2.1) for the pulses being measured
otherwise the spectrogram will lack the full spectral information. For the
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BBO crystal the phase-matching angle was calculated to be 29.1 degrees
using the SLNO software package. The crystal thicknesses as calculated
according to the Sellmeier coefficients for a BBO crystal were 300 µm for the
100 fs pulses and 100 µm for the 10 fs pulses.
As a confirmation, the expected zero delay signal was calculated from the
measured spectrum of the laser according to
Szerodelay(λ) =
√
Slaser(λ) (4.21)
as an approximation. A comparison of this to a measurement of the zero
delay taken using the 300 µm crystal is shown in Figure 4.19. The ∆ν of
the measured and the predicted traces agree to 0.1 nm, follow the same form
and match in wavelength. This suggests that the SHG crystal is correctly
phase-matched for the pulses from the laser.
Additionally the zero delay signal for the Mira Ti:S laser (100 fs, 850 nm)
was measured using both the 300 µm and the 100 µm crystals. Although the
100 µm crystal is designed for a different central wavelength (800 nm) the
difference is slight. If there are any phasematching bandwidth issues due to
crystal thickness such a measurement should indicate this. The results are
shown in Figure 4.20. It was found that it was necessary to shift the zero delay
spectra by 0.8 nm relative to each other to produce an overlap. Subsequent
investigation (Section 4.3.4) determined that this was due to differences in
coupling of the signal into the optical fibre used with the spectrometer. Offset
aside, the clear agreement in shape and width between the two measurements
(normalised to account for the lower signal level from the thinner crystal)
again demonstrates that the SHG crystal is correctly phase matched to the
pulses from the Mira laser.
4.3.4 Spectrometer
The final part of the FROG system is the spectrometer used to measure the
FROG signal. The original set-up used a grating-based monochromator with
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Figure 4.19: Theoretical calculation of the zero-delay signal from the Mira
spectrum compared to the signal measured by the FROG system, indicating
that the crystal used provides suitable phasematching bandwidth.
the final slit removed and replaced by a CCD array5 to make the monochro-
mator into a spectrometer. This array consisted of 2048 pixels and gave a
total spectral span of roughly 140 nm. Calibration of the pixel/wavelength
values was carried out using two He-Ne lasers at 633 nm and 543 nm to pro-
vide wavelength references. Different areas of the spectrum are accessed by
rotating the monochromator gratings and the accuracy of the spectrometer
for different rotations confirmed by checking the returned peak wavelengths
for each He-Ne for different grating positions. Figure 4.21 shows an example
of such a measurement.
The CCD/monochromator arrangement was used for a number of the
early FROG measurements. LabVIEW was used for the control software
and communication with the CCD array was achieved using a DLL and the
supplied PCI DAQ (data acquisition) card with associated National Instru-
5CVI AD150 — not related to the AD100 actuator.
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Figure 4.20: The zero-delay signal measured by the FROG system for the
Mira using a 300 µm and a 100 µm SHG crystal. The 300 µm crystal was
calculated as having suitable phasematching bandwidth for the Mira pulses.
This is supported by the absence of any additional bandwidth when using
the thinner crystal.
ment drivers. However, during a LabVIEW version upgrade communication
with the CCD array was lost and after investigation this was found to be due
to the upgraded drivers no longer supporting the model of card. The driver
installation turned out to be non-reversible, and the resulting interface issues
led to the purchase of a replacement spectrometer. This in fact aided the
portability of the FROG, as the existing monochromator had to be mounted
outside the breadboard of the FROG system.
The new spectrometer was an Ocean Optics HR4000 and is shown in-
stalled in Figure 4.22. The spectrometer interfaced with the PC via USB
and contained 4096 pixels. The input to the spectrometer was designed to
be by optical fibre, and one was purchased with the spectrometer for this
purpose. The FROG signal was aligned via the fibre but it was found that,
especially for the broader spectrum of the sub-12 fs laser, the signal could
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Figure 4.21: Checking the wavelength of the AD150 and monochromator
system using a He-Ne. The traces represent different grating rotations (indi-
cated in the legend). It is seen that the wavelength measurement is consistent
for different rotations but that there is an error in the absolute wavelength.
A screw on the monochromator allows this to be adjusted, and the resulting
correction can be seen in the figure in red.
be made to vary according to the fibre alignment. Mindful of the errors this
could introduce, free field alignment was tried instead and found to be far less
error-prone, only the amplitude of the signal varying with alignment. Fur-
thermore the free-field arrangement was found to be more sensitive to low
signal levels, leading to improved measurements when using thinner SHG
crystals.
Pellicle beamsplitters are used to minimise dispersion in the pulses (c.f.
Section 4.3.1) and a gimbal-type mount on the fixed arm enables adjustment
of the beam overlap at the crystal to maximise the signal while avoiding de-
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Figure 4.22: The portable FROG system mounted on a 300 mm × 600 mm
breadboard.
lay line changes that could effect that signal level. The crystal itself is held
in a rotational mount to allow optimal alignment of the crystal axes with
the polarisation of the beams. Additionally the mount allows adjustment of
the normal of the crystal relative to the beam paths to optimise the z axis.
xyz-translation stages enable fine-positioning of the crystal and each par-
abolic mirror to ensure best focus of the pulses and collimation of the SHG
generated. A periscope lowers the SHG height — this is purely to enable
the spectrometer to be incorporated onto the breadboard beneath the paths
of the input pulses. A filter prevents any of the input pulses reaching the
spectrometer and an iris blocks the base SHG from the input pulses.
Note that it was found that if the input beam diameter to the FROG is
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Figure 4.23: Retrieval of pulses from modelled spectrograms. The intensity
and phase in the temporal domain are on the left and in the spectral domain
on the right. Blue indicates the unshaped pulse, red the shaped pulse and
green the retrieved pulse.
too large there will be some overlap of the SHG from the individual pulses at
the spectrometer as well as the FROG signal, despite the use of an iris before
the spectrometer, leading to an interferometric pattern in the spectrogram.
This effect will give rise to interferometric fringes in the spectrogram itself.
4.3.5 Retrieval Algorithm
As described in Section 4.2, pulse amplitude and phase information is re-
trieved from a spectrogram by means of a suitable algorithm. Such an al-
gorithm for SHG-FROG was supplied6 in MATLAB code for use with this
system. The bulk of the (modelled) testing of the algorithm and the process-
ing of the results in MATLAB was carried out by an NPL colleague7. Initial
testing of the algorithm using modelled pulses (Figure 4.23) demonstrated
its suitability for pulse retrieval where more complex pulses are involved, as
anticipated for the pulse shaper (c.f. Section 2.4.2).
6D. T. Reid, Heriot-Watt
7S. N. Lea
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Figure 4.24: (a) Spectrogram of the output from a Ti:S laser. (b) Spectro-
gram of the same output after passing through a 25 mm block of SF57 glass.
The increased pulse width from the resulting dispersion is obvious.
4.4 Test FROG measurements
4.4.1 Chirped pulses
For an initial test of the FROG system a measurement was made using
a deliberately chirped pulse. Firstly a spectrogram was taken of the Mira
output as passed directly to the FROG, to provide a reference. 64 delay steps
were used, each of 5 fs. The resulting spectrogram is shown in Figure 4.24 (a).
Then, in order to produce significant chirp in the pulses, a 25 mm thick block
of SF57 glass was placed in the beam path. This glass was mounted on a
rotational stage to present a normal face to the beam path in order to prevent
deviation. (Even so some slight change to the Au and Al parabolic mirrors
was required, indicating that the two faces of the glass were not parallel.) The
spectrogram taken with the glass block in place is shown in Figure 4.24 (b).
It is immediately apparent on inspection of the spectrogram that there
has been temporal broadening of the pulse, as seen from the increased extent
along the delay axis. Processing of the data using the algorithm produces a
retrieved pulse for each as shown in Figure 4.25. The broadening of the pulse
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Figure 4.25: Retrieved pulses from the spectrograms (a) and (b) in Fig-
ure 4.24. The pulse broadening is confirmed. There also appears to be some
truncation of the spectrum.
is confirmed, as is the change in phase due to frequency chirp (less apparent
on the diagram). There also appears to be some narrowing of the spectrum.
4.4.2 Sub-12 fs pulses
A further requirement of the FROG system was the ability to measure pulses
as short as 10 fs. For this purpose the output from a Femtolaser Scientific
Ti:S source was used. This laser has a spectral range from 700–900 nm
(Figure 4.26) and a specified pulse ∆τ of < 12 fs when using an external
cavity dispersion compensation (ECDC) component consisting of a pair of
chirped mirrors. Note that this should be considered a best-case rather than
a typical pulse duration.
The output from the laser was directed into the FROG using three exter-
nal Ag mirrors and the ECDC with two reflections per chirped mirror. The
resulting spectrogram is shown in Figure 4.27 and the retrieved pulses in
Figure 4.288. ∆τ of the retrieved pulse is 20 fs, in the region of what would
be expected from the laser. Comparison of the retrieved spectra with a mea-
8Retrieval by S. N. Lea.
145
CHAPTER 4. MEASUREMENT OF ULTRAFAST PULSES
Wavelength (nm)
700 750 800 850 900
Sp
ec
tra
l s
ig
na
l (C
CD
 co
un
ts)
800
1000
1200
1400
1600
1800
2000
2200
2400
2600
2800
Figure 4.26: Example spectrum of the Femtolaser. The feature at 740 nm
is not believed to be part of the true spectral output of the laser (since it is
present even when no modelocking is occurring) but some kind of reflective
error within the spectrometer.
sured spectrum taken at the time shows broad similarities but is not a close
enough retrieval to give full confidence in the result. The lack of matching
detail in the spectra could be due to loss of information outside the range
of the PZT (see Section 4.4.3). It was also noted that there was an error in
the symmetry of the spectrogram (recalling that SHG-FROG is symmetric in
time). Repeated measurement of spectrograms for different adjustments of
the crystal, and verification that the asymmetry was identical and reversed
for a negative-sweep spectrogram, suggested this was due to some alignment
issue at the crystal as opposed to any error at the detector. Even so, the
indications are good for the use of this system for pulse measurement at
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Figure 4.27: Spectrogram taken of the Femtolaser Ti:S output. Some asym-
metry is noted, most likely due to an error in the alignment.
the order of magnitude of 10 fs pulses once the sources of errors have been
identified and eliminated.
4.4.3 Shaped pulses
To test how the FROG worked with structured pulses, the output from the
laser was passed through a 4f pulse shaper (c.f. Section 2.4.2) prior to mea-
surement by the FROG. Various semi-arbitrary masks (based around ‘picket
fence’ arrangements where pixels are raised to voltages above a common level
at various intervals) were applied to the LCM and measurements taken of
the resulting spectra of the shaped pulses and the spectrograms that they
produced in the FROG system. These measurements are shown in Fig-
ures 4.29 and 4.30. The introduction of structure into the FROG signal is
readily apparent.
Processing of the measured spectrograms (Figure 4.31) initially produced
a disappointing result. Despite the clear presence of structure in the mea-
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Figure 4.28: Retrieved temporal and spectral intensity from the spectrogram
in Figure 4.27. The approximate FWHM of the pulse is 20 fs and there ap-
pears to be little chirp. The retrieved spectrum is compared to the measured
spectrum (in green) and is broadly similar. It is believed that there is a lack
of spectral resolution due to the limited length of the delay line. The feature
at 740 nm in the measured spectrum is an artifact.
sured spectrograms no structure was seen in the spectrograms formed from
the retrieved pulses, nor was there any structure in the spectra of the re-
trieved pulses. The clear cause is that the algorithm is not retrieving the
correct pulses, yet testing with complex pulses produced satisfactory results
(Section 4.3.5) so the reasons behind this were not immediately clear. Fur-
ther examination of the spectrogram measurements within the FROG system
were carried out and it was observed that beyond the perceived limit of the
spectrogram (where the signal had reduced to background levels), and be-
yond the limit of the PZT, further signal would emerge almost as an ‘echo’
of the main spectrogram (Figure 4.32). (Inspection beyond the limit of the
PZT was carried out by moving the manual translation stage.) A return
to the study of the behaviour of the algorithm with modelled pulses found
that, for a modelled pulse with a spectral modulation applied similar to that
produced by the pulse shaper, the spectrogram contains extended ‘wings’ as
seen in the physical system. Retrieval of the pulses for spectrograms where
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Figure 4.29: Spectra of the Ti:S laser pulses after travelling through the pulse
shaper with various masks applied. The top left figure shows the spectrum
with no shaping.
this information in the wings has been lost (in the case of the model, through
a filtering function) demonstrated the loss of spectral resolution in the re-
trieved pulses. Figure 4.33 shows how the retrieved spectrum approaches the
unfiltered Gaussian pulse spectrum as the information is lost. The conclu-
sion, therefore, was that the failure to retrieve spectrally correct pulses from
the spectrograms taken for shaped pulses was due to the loss of information
caused by the restricted delay range of the PZT.
Since there was no scope for increasing the delay using the current PZT
(the measured spectrograms were already being taken at the limits of the
PZT) it was necessary to build up a composite spectrogram by measuring
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Figure 4.30: Spectrograms of the Ti:S laser pulses after travelling through
the pulse shaper with various masks applied, corresponding to the spectra in
Figure 4.29.
the spectrogram for various positions of the manual translation stage. Ten
spectrograms were taken, each a 50 µm step of the manual delay stage apart
(Figure 4.34). (Note that a 50 µm step corresponds to a total 100 µm change
in the delay path length.) These individual spectrograms were then combined
to produce a single composite spectrogram as seen in Figure 4.35. A cross-
check of the delay of the PZT and the micrometer could also be carried out by
comparing the delay marginals of several of the spectrograms. (A marginal
is the summation of the spectrogram elements along one axis, in this case
the delay (time) axis.) The result of this cross-check is shown in Figure 4.36,
indicating agreement between the two.9
Processing of the composite spectrogram with the algorithm led to a
retrieved spectrum that bore more resemblance to the measured spectrum
9Composition of spectrogram and marginal check by S. N. Lea.
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Figure 4.31: Retrieved spectrograms and pulse intensities for the shaped
spectrograms in Figure 4.30. Despite the clear differences in the measured
data the retrieved pulses are all simple in shape and the spectrograms formed
from the retrieved pulses are all remarkably identical and lacking the struc-
ture seen in the measured ones. This was found to be due to missing infor-
mation in the wings of the spectrograms.
(Figure 4.37). The retrieval indicates a train of pulses has been produced
by the pulse shaper, decreasing in power, each with ∆τ comparable to the
original pulse and spaced approximately 500 fs apart. (Note that there is a
time ambiguity in SHG FROG so it could be that the lower intensity pulses
lead the main pulse. Intuition would suggest that the displayed retrieval is
the correct one, but then again intuition has been known to be wrong!)
The retrieved spectrum does not correspond ideally with the measured
spectrum so this cannot be considered a conclusive determination of the pulse
shape, but it does suggest a capability of the algorithm for dealing with real,
complex pulses and moreover demonstrates the need for a large delay range
within the FROG, beyond the existing range of the PZT for measurement
of shaped pulses. Even so, given the current need for a manual adjustment
to acquire the spectrogram for a shaped pulse, and the likely introduction of
errors during the composition of the full spectrogram, it was decided to limit
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Figure 4.32: Spectrogram measured beyond the range of the PZT relative to
the zero-delay point. The extra signal in this region is clearly apparent.
the use of the FROG to unshaped pulses until either a larger-range actuator
was used or the application of the manual delay line was fully understood.
4.4.4 Uncertainties in FROG
Retrieved pulses produced by FROG measurements are often quoted to sig-
nificant levels of accuracy but the uncertainties associated are rarely provided
or even discussed. Uncertainties are crucial when measurements are intended
for more than basic indication and it is intended that a full and complete
uncertainty budget is produced to generate uncertainties for measurements
taken using the NPL FROG system.
This work is currently still in its early stages, but the intention is to as-
sign uncertainties to the spectrogram measurement first and then, through
simulation, modelling and/or theoretical calculation, determine how those
uncertainties contribute to the uncertainties of the retrieved temporal inten-
sity (and phase, if necessary) of the pulse. The method will be to determine
how each aspect of the FROG system affects the three parameters of the
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Figure 4.33: Retrieval of a pulse from a spectrogram (top) formed from a
modelled shaped pulse. The blue curves in the plots of the retrieved pulse
show the unshaped pulse and the green curve the retrieved pulse with all data
present in the spectrogram. When filtering is applied to the spectrogram
before retrieval to simulate the loss of data at the limits of the delay (red
curve) it is seen that the retrieved pulse starts to resemble the unshaped
pulse.
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Figure 4.34: Sequence of spectrograms taken for differing positions of the
micrometer on the delay line. The order is from top left across to bottom
right, each spectrogram taken at a delay 100 µm greater than the one before.
Note that there is overlap between the spectrograms since the total delay
used for each spectrogram is > 100 µm). It can be seen that there are three
‘echoes’ visible on each side of the central image.
spectrogram points: The delay, the wavelength and the intensity. There may
also be additional contributions due to aspects such as the retrieval process
itself. A preliminary list is given below.
• Delay: The clearest contribution here will be the uncertainty in the
delay setting at each point in the spectrogram. This will be a direct
consequence of the error in the PZT, and also there will be a quantisa-
tion error in the setting. Repeatability may also be an issue, separate
from the absolute accuracy of the displacement.
• Wavelength: The main contribution will be the wavelength calibra-
tion of the spectrometer used. There may also be phasematching errors
due to any issues with the crystal or alignment, though these could be
considered to be intensity errors (see below).
• Intensity: Background noise, and the signal to noise ratio, will be
a factor in the intensity. Fluctuations in the pulse power may also
contribute a random error. (Fluctuations in the pulse shape will require
careful consideration.) The wavelength response of the spectrometer
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Figure 4.35: Composite spectrogram constructed from the multiple measure-
ments of Figure 4.34
will also contribute as will any alignment errors (changing overlap as
the delay line is translated, for instance.) Additional SHG from the
individual arms may leak through to the spectrometer despite the iris
and this will also contribute to the error, if only as an uncertainty in
the subtracted background signal. Finally there will be an uncertainty
associated with the digitisation of the spectrometer, although this is
likely to be small.
• Retrieval: The effect of the retrieval process will be difficult to quan-
tify. The nature of it should be such that the same spectrogram results
in the same pulse, meaning only systematic errors remain, but this will
need to be confirmed. Likely sources of error may lie in the interpo-
lation (such as when converting from the wavelength domain to the
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Figure 4.36: Plot of the marginals (the sums of the spectrograms along their
delay axes) for spectrograms taken for differing positions of the micrometer
on the delay line. The overlap confirms that the displacements read from the
micrometer are correct. (The erroneous point was found to be due to a poor
reading at the start of the given spectrogram.)
frequency domain) or the FFT conversions within the algorithm.
By first establishing how the three basic uncertainties, in delay, wave-
length and intensity, contribute to the overall uncertainty of the measure-
ment (plus any addition systematics in such aspects as the retrieval) and
then in turn determining how the individual aspects of the FROG contribute
to those three uncertainties, it should be possible to produce a complete
uncertainty budget for pulse measurements made using the portable FROG
system.
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Figure 4.37: The retrieval result from the composite spectrogram of Fig-
ure 4.35 (top left). The spectrogram at bottom left is the one formed from
the retrieved pulse shape. The plots on the right show the temporal and
spectral intensities and phases.
4.5 Conclusions
In summary, it can be concluded that a compact and portable FROG system
has been designed and constructed successfully for the purpose of the mea-
surement of shaped and unshaped optical pulses in the 700–900 nm regime
for pulse durations as short as 10 fs. Dispersion within the system has been
kept to a minimum by the use of silver-coated mirrors, pellicle beamsplit-
ters and an Au-reflecting parabolic mirror. The SHG crystal can be easily
exchanged as appropriate for the expected bandwidth of the pulses to bal-
ance phasematching requirements with signal levels. Software written in
LabVIEW enables real-time monitoring of the FROG signal for alignment
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purposes and the automatic acquisition of spectrograms. A MATLAB algo-
rithm is used to perform the retrieval of the amplitude and phase information
(both temporally and spectrally) from the spectrogram. This system has
been demonstrated to produce satisfactory results for unshaped pulses with
25 fs pulse durations but measurements of shaped pulses have determined
a lack of resolution due to the limited range of the PZT. Extension of this
range with a suitable actuator will enable more correct measurement of spec-
trograms from shaped pulses and allow the resolution limits of the system
to be tested more fully. It is anticipated that this, along with an improved
understanding of the assignation of uncertainties to the retrieved result, will
produce a valuable tool for ultrafast studies typical of those carried out at
NPL.
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Conclusions and future work
The application of control of ultrafast pulses in pump-probe arrangements
has been investigated for two different metrological applications. The first
application concerned the use of optical pulse shaping with a genetic al-
gorithm to control the spectra of terahertz radiation as a means of devel-
oping wavelength standards. The second application investigated the use
of quantum interference control for ultrafast electrical pulse generation as
a means of providing rise-time calibration standards. Furthermore, a com-
pact frequency-resolved optical gating system for characterisation of ultrafast
pulses in pump-probe systems has been developed. The conclusions of these
investigations are presented here.
5.1 QUIC for electrical pulses
5.1.1 Generation and EOS of QUIC signal
The experimental scheme for generating a < 100 fs electrical pulse by means
of quantum interference control (QUIC) in a semiconductor device has been
designed and constructed. This is significantly shorter in duration than
electrical pulses generated by traditional bias-voltage methods (650–800 fs).
The QUIC process exploited is one-photon and two-photon absorption in
LT-GaAs using a built-for-purpose femtosecond optical parametric oscillator
(OPO) for the fundamental frequency and a SHG crystal for the harmonic.
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Measurements of the behaviour of charge build-up across the device with
changes in polarisation, power and relative delay of the harmonic all agreed
with the predicted outcomes for a QUIC-induced electrical signal. Electro-
optic sampling (EOS) was used to make a temporal measurement of the
QUIC-injected electrical pulses as would be required for metrological appli-
cations (e.g. determination of the impulse response of an oscilloscope). A
trace signal was found with the expected charactersitics but the sensitivity of
the EOS was limited due to lack of probe power (the same laser was required
for pumping the OPO) and an unexplained random change in the pump-
probe relative timings. Further development was hampered by failures of the
pump source for the Ti:S laser and the acousto-optic modulators (AOMs).
Therefore the creation of ultrafast electrical pulses through QUIC has been
demonstrated but they are not yet suitable for metrological applications.
5.1.2 Further work on QUIC
The main requirements if these pulses are to be used for metrology are im-
proved sensitivity of the EOS measurement and increased signal level of the
QUIC-induced electrical pulse. In the first instance, the cause of the shifts in
timing should be investigated and eliminated to enable better averaging. Fur-
thermore, any methods of maximising the power of the probe pulses (such as
eliminating all unnecessary optics, retuning the laser, and so on) without de-
pleting the power to the OPO should be investigated. To increase the QUIC
signal level the use of a 750 nm AOM instead of a 1500 nm AOM should be
investigated further because there is evidence that the loss of 750 nm power
will have reduced effect compared to the current 1500 nm power loss. There
may, however, be new problems due to the possible detection of any spurious
signals related to one-photon absorption.
The OPO itself should be developed to improve its stability (which will
aid the EOS sensitivity) and power output (which will aid the QUIC signal
level). Improvements such as the use of lockable mounts have already been
incorporated, and the introduction of prisms should also be revisited.
Should the EOS measurement of the QUIC signal improve to the stage
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that the signal becomes of practical use then various voltage signals can be
applied to the PZT (used to generate the phase delay between the fundamen-
tal and harmonic pulses) under the control of the genetic algorithm. This
can then be used to investigate the ability to influence and tailor the sub-
picosecond electrical pulse. The application of the pulse shaper should also
be considered, although its inherent loss of power may prove a hindrance.
It may, however, be used to produce phase variations within the 750 nm
pulses that control the electrical QUIC pulse with a finer resolution than
that achievable with the PZT.
5.2 Shaping of ultrafast pulses
5.2.1 Pulse shaper and genetic algorithm
A 4f pulse shaper based around a dual-mask 640 pixel LCM has been de-
signed and constructed to simultaneously control the spectral amplitude and
phase of ultrafast laser pulses, therefore shaping the temporal amplitude and
phase. The ability to alter a laser spectrum has been confirmed and a char-
acterisation measurement demonstrated the conversion of a single pulse into
multiple pulses spaced 500 fs apart. The inclusion of a genetic algorithm al-
lows optimisation of ultrafast pulse-based systems based only on knowledge
of the desired outcome, removing the need for any knowledge of the required
pulse shape. This has been demonstrated experimentally with a pump-probe
THz system where shaping of the pump pulses has altered the spectra of
the THz radiation generated to emulate physical THz filters for wavelength
standards. By carefully defining the evaluations of the algorithm outputs
different LCM settings were produced that suppressed either the 0.7 THz,
the 0.75 THz or the 1.5 THz frequencies of the generated THz pulses. The
novelty of, and interest in, this result were demonstrated when the recent
conference poster submission became an invited keynote presentation1.
The pulse shaper can be used with pulses ranging from 10 fs to a few hun-
dred femtoseconds and optimised for a given bandwidth by careful selection
1IRMMW-THz conference, Cardiff, UK, September 2007
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of gratings. The genetic algorithm is flexible enough that it can be used to
find a solution in any situation where the suitability of the pulse shape can
be defined in terms of some experimental parameter. The only restriction
in finding a solution is one of time. Modelling of the genetic algorithm has
been carried out and it has been determined that to minimise the number of
evaluations carried out (and hence the time taken) to reach a solution small
(< 20) populations should be used with moderate (10–30%) numbers of new
individuals introduced each generation. Together the pulse shaper and ge-
netic algorithm provide a powerful tool for ultrafast pulse characterisation
studies.
5.2.2 Further work
Extension of the THz filter emulation should be decided upon after the level
of interest has been gauged in response to the presentation. The main aspect
against its continuation is the long evolution times (60+ hour periods for
reasonable results). However, given that the THz spectral manipulation has
demonstrated that the pulse shaper and genetic algorithm work together suc-
cessfully the next intention must be to apply this system to other applications
where the evaluation can be made far more quickly.
One such proposal is to reduce the ∆τ of the electrical pulse produced
by a photoconductive switch under voltage bias, as is currently used for
typical oscilloscope calibrations at NPL. Normally these are measured using
the EOS system but to reduce evaluation time a high-bandwidth (70+ GHz)
oscilloscope should be used for the base measurement of the waveform (with
minimal averaging). The oscilloscope firmware can return the ∆τ of the pulse
waveform measured, removing the need for a time-consuming transferral of
waveform data across a GPIB connection. Although the oscilloscope will
return an erroneous ∆τ due to its insufficient response it should still detect
noticeable reductions. Once an adequate solution has been reached by the
algorithm a more accurate measurement can be made using EOS.
The pulse shaper should be rendered compact and portable by recon-
structing it on a dedicated optical breadboard. Parabolic mirrors in place of
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lenses will fold the beam paths and be more robust compared to the current
lens mounts. Alignment of the pulse shaper should be such that alterna-
tive gratings can be interchanged as easily as possible according to the laser
bandwidth.
Maintenance and further investigations into the genetic algorithm are al-
ready planned, and there will be further dissemination of the results through-
out NPL to see if there are other areas that can benefit from an evolutionary
algorithm. The emphasis will be on improving the speed of the algorithm in
reaching a solution through methods such as variable rates of mutation or
breeding. Refinements of the algorithm outputs, especially in relation to the
pulse shaper, are also being examined (Appendix B).
5.3 Compact pulse measurement system
5.3.1 The NPL FROG system
A compact (600 mm × 300 mm) automated pulse characterisation system
based on SHG frequency-resolved optical gating (FROG) has been designed
and constructed for measurement of ultrafast optical pulses in the Ti:S range
(700–900 nm). The emphasis has been on portability and the ability to mea-
sure down to 10 fs pulse durations. Careful and original design kept the
whole system (excluding control electronics) within the optical breadboard.
The potential to measure down to 10 fs pulse duration was achieved through
the use of suitable mirrors and beamsplitters to prevent unwanted contri-
butions to the dispersion of the pulses. The SHG crystal used to generate
the FROG signal can be interchanged to balance signal level with bandwidth
requirements.
The delay line has been calibrated using an interferometer and the cal-
ibration confirmed using a novel method based on interference between the
unused portions of the replica beams. LabVIEW software has been written
to perform automatic spectrogram measurements and the FROG has been
shown to be capable of retrieving the amplitude and phase information of
pulses down to 20 fs (the shortest available to the system). Retrieval of
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shaped pulses has also been demonstrated but with reduced accuracy due to
the limited range of travel of the PZT, necessitating manual alterations to the
delay using the coarser micrometer and the combination of multiple spectro-
grams. The portability of the system has been demonstrated by movement
between laboratories.
5.3.2 Further work
The next stage for the NPL FROG system is to develop a full uncertainty
budget that can be used to provide full confidence in measurements. First,
theory and modelling should be used to determine how the uncertainties
in the spectrogram propagate through to the uncertainties in the retrieved
pulse. Then the physical contributions to each parameter (delay, wave-
length/frequency and intensity) of the spectrogram can be determined to
produce an uncertainty budget spreadsheet for the FROG system as a whole.
This will enable uncertainties to be ascribed to future ultrafast pulse mea-
surements as well as identify those aspects of the system that require im-
provement.
The range of the delay line of the FROG must be extended by replacing
the actuator whilst maintaining the resolution deemed necessary to enable
the automatic measurement of complex shaped pulses. To allow measure-
ment and retrieval to take place within the laboratory the current MATLAB
algorithm will be translated into LabVIEW for full integration with the acqui-
sition software. This will also enable future integration of the whole FROG
system with the genetic algorithm and/or pulse shaper if required. Develop-
ment of a LabVIEW version of the algorithm has begun but there is currently
an issue that arises when the two algorithms differ greatly from each other
within a single iteration, possibly due to their FFT implementations.
(Note that LabVIEW does allow the calling of MATLAB from within
a LabVIEW program but this requires an installed licensed version on the
same PC and prevents the compilation of the program into an executable file.
There is also evidence that a LabVIEW implementation may run faster.)
Once the FROG is more suitable for shaped pulse measurements it will be
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used to measure the ‘optimum’ pulses returned when the genetic algorithm
is applied to other experiments. By knowing and understanding the pulse
shape that has produced the desired experimental result it should be possible
to gain new insights into the physics of the process being investigated.
5.4 Polarisation shaping project
A new three-year project has been successfully proposed and accepted for
the current Quantum (now Pathfinder) research programme at NPL. Its pur-
pose is to investigate QUIC for the manipulation of chemical processes along
preferable reaction pathways. To achieve this the output from an amplified
femtosecond laser system will be split into pump and probe pulses. The pump
pulses will excite a molecule to an intermediate, evolving state that is studied
at some later time by the photoionisation of the state by a probe pulse. By
shaping the pump pulse and employing the genetic algorithm it will be possi-
ble to evolve toward the selection of preferred pathways through QUIC. Such
control of molecular dynamics has a number of long-term potential benefits
in areas such as chemical synthesis and drug design. FROG measurement of
the shaped pulses that give the preferred reaction will then enable new under-
standing of the QUIC processes happening within the molecule. There will
also be further development of the pulse shaper to incorporate polarisation
pulse shaping.
It can be seen that in this project are various research aspects. These
include the pulse shaper, the genetic algorithm, QUIC and FROG, and the
whole approach is taken into yet another new, exciting direction in ultrafast
pump-probe measurement. This project builds on what has been produced
so far and offers the welcome potential to generate new knowledge and a
much clearer understanding of the physics.
And that, after all, is what scientific research is about.
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Appendix A
LabVIEW Code
LabVIEW
Much of the work covered in this thesis required original computer programs
to be written, both for control of the instruments used and for acquisition
or processing of measurements. The majority of these programs were coded
in LabVIEW, a National Instruments software product. LabVIEW differs
from normal programming languages in that it is not textual but instead
graphically based. Commands are represented by symbols; for instance, a
triangle containing a + is used to denote an addition operator. Variables are
passed between the symbols by ‘wires’. Flow-of-control statements such as
For...Next loops or If...Then conditionals are represented by boxes.
Each LabVIEW program or subroutine is known as a VI (Virtual Instru-
ment) and consists of two parts: a diagram which contains all the symbols and
wires that make up the program, and a front panel which contains controls
and indicators, which represent those variables that can be passed into or
out of the VI by a calling VI. The front panel can also act as a graphical user
interface for program operation. LabVIEW is chiefly designed for interfacing
with laboratory equipment but is flexible enough for purely programmatical
uses as well.
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The programs
This appendix presents the code for the two main programs written and
used in the course of this thesis and some of their associated subroutines. It
does not present the code for every single VI, nor display the code for every
conditional case within a VI. To do this would greatly increase the size of
this thesis for little benefit. The intention is not to list the code to enable
replication but to give the reader some insight into the software developed
and used throughout this research.
The two main programs are the software used for spectrogram acquisition
with the FROG, and the genetic algorithm software used for the THz work.
In most cases just the VI diagram is presented. The front panel is shown
where it is used as a user interface. Also shown for each is the hierarchy,
which shows how the different VIs interlink with the main calling routine.
VIs written by the author can be identified by their blue or green back-
grounds. VIs written by other parties are identified in the accompanying
captions.
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A.1 The FROG program
The FROG software consists of a user-interface that allows control over the
FROG delay line, the spectrometer integration time and the acquisition of
spectrograms. The spectrometer output can be continuously monitored and
saved to file. Background measurements can be made for subtraction pur-
poses. Information such as previous settings and the last user ID are recalled
from a ASCII file and saved on exiting the program for user friendliness.
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Code A.1: The main calling routine for the FROG program.
Code A.2: The hierarchy for the FROG program. The VIs with dark-blue
top edges are LabVIEWs own user-interface VIs.
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Code A.3: The user interface for the FROG software. To the left, the user is
able to set the delay line position (with a switch to change between ps and
fs delays), the integration time of the spectrometer and which pixels of the
spectrometer are used during measurement. There are also controls to allow
the subtraction of background signals. On the right, various spectrogram
parameters can be set.
Code A.4: The user interface routine. This is the core of the software during
execution.
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Code A.5: Driver routine for control of the Ocean Optics HR4000 spectrome-
ter. A DLL (dynamic link library) routine is accessed using a ‘code’ module.
Multiple commands and requests can be handled by this driver. Shown is a
read of the CCD array.
Code A.6: Routine to automatically acquire a spectrogram according to the
supplied parameters.
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Code A.7: Driver routine for control of the FROG delay line. Commands
are issued via GPIB. Shown is the move to a given delay using the look-up
table stored in a separate file.
Code A.8: LabVIEW implementation of the MATLAB retrieval algorithm.
This is work-in-progress. Currently the two versions of the algorithm diverge
within a single iteration — differences in the FFT routines are a possible
cause.
176
APPENDIX A. LABVIEW CODE
A.2 The GA program
The genetic algorithm software is currently less polished than the FROG
software. The user must set the program parameters, including the fitness
requirement, in the front panel before running the code. During execution,
the fitness history is plotted and the user may abort the program to ‘force’ a
solution, i.e. the program writes the current best solution to a file, whether or
not the threshold value has been reached, before exiting. This version of the
software is designed exclusively for use with the THz and pulse shaper system,
but the genetic algorithm code (in green) can be used in any suitable program.
This genetic algorithm code is based on the MATLAB code provided by
Reading University, with minor modifications and corrections.
177
APPENDIX A. LABVIEW CODE
Code A.9: The front panel for the genetic algorithm. The user enters the
various parameters here before running the code.
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Code A.10: The main code for this implementation of the genetic algorithm.
The core is the grey box which represents a Do...While loop. The code to
the left of this prepares and evaluates the starting population. An option
is included to use a previous population saved to a file. On completion the
program outputs four files to a user-defined directory: The best values found
for Mask A within the LCM; the best values found for Mask B; the complete
population at the end of the run; and the history of the algorithm progress.
A fifth file, the complete population, is stored in the same directory as the
VI so that it can be used as a starting point on the next run, if desired.
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Code A.11: The hierarchy for the GA program. The VIs without blue or
green backgrounds were supplied by R. A. Dudley (NPL) for acquistion of
THz waveforms using EOS.
Code A.12: Driver routine for the CRi LCM. A DLL (dynamic link library)
routine is accessed using a ‘code’ module. Multiple commands and requests
can be handled by this driver. The routine shown here sets a mask within
the LCM according to the data supplied to the routine.
180
APPENDIX A. LABVIEW CODE
Code A.13: Fitness evaluation routine for minimising the 0.7 THz signal.
The pulse shaper LCM is set and then five EOS measurements carried out.
These are then averaged and Fourier transformed. The fitness is evaluated
by comparing the value at 0.7 THz with those at 0.5 THz and 0.7 THz. The
VIs FstScn Acqui, Delay Cntrl and THz FFT were supplied by R. A. Dudley.
Code A.14: Create routine to generate a starting population for the genetic
algorithm.
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Code A.15: Replicate routine to set the bounds of the individuals to be used
in the genetic algorithm.
Code A.16: Ranking routine to order the current population of individuals
according to their fitnesses.
Code A.17: Select routine to select individuals from the current population
for breeding. The selection is made using a stochastic sampling method.
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Code A.18: Recombine routine to create offspring from those individuals
selected for breeding. This is done by ‘crossover’, where for each breeding
pair a random point is selected along their length, the two individuals split
and matching portions swapped.
Code A.19: Mutate routine to introduce mutations into a population of
newly-created individuals.
183
APPENDIX A. LABVIEW CODE
Code A.20: Routine to replace the least-fit members of the population with
the new individuals. Note that older individuals are replaced by newer indi-
viduals even if the newer individuals have lower fitness.
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Reducing the universe
The CRi LCM has two 640 pixel CCD arrays for a total of 1280 pixels,
each of which can be independently set to one of 4096 voltage values. For
the genetic algorithm, this gives a total of 40961280 possible individuals in
the universe that represent all possible pulse-shaper settings. However, this
is based on the initial assumption that all possible mask settings represent
possible valid solutions to the problem at hand, yet in reality this is not
the case. There are a number of reasons why certain individuals can be
deemed invalid, and by identifying these before a time-consuming fitness test
is carried out or, better still, by preventing the algorithm generating such
individuals in the first place, the universe can be reduced and the speed of
the algorithm increased as a result.
The most obvious requirements of the correct solution in the case of the
LCM are as follows:
• Phase-only control: As mentioned in Section 2.6, if it is known that
only the spectral phase of the pulse is to be changed, both masks in
the LCM must be set to the same frame and so only individuals of
640 length are required, reducing the universe by a large factor. (Not
half, since the total possible members of the universe will reduce from
40961280 to 4096640, i.e. by a factor of 8.1×102311.) However, this relies
on the correctness of the assumptions that no amplitude modulation
is required and that applying the same mask to both frames does not
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introduce any amplitude modulations.
• Reduced subset of the LCM: A grating spreads the pulse spectrally
in space and a lens focuses each spectral slice onto a pixel of the LCM
placed at the focus of the lens. Ideally the grating and lens arrangement
would be such that the spectrum of the pulse fills the entire array, with
no pixels unused and no part of the spectrum falling outside the array.
In practice it is found that only part of the LCM array is used, resulting
in a number of pixels n being effectively redundant. The settings of
these pixels are therefore of no consequence and so the individual can
be shorter by length n, reducing the universe by a factor of 4096n.
• Nyquist sampling: The most important limitation to the individuals
is that they fulfil the Nyquist requirement for the pulse-shaper (Sec-
tion 2.4.1), i.e. the phase change from one pixel to the next must not
exceed 2pi. Individuals that do not meet this requirement are therefore
invalid solutions. Determining the resulting decrease in the universe is
not simplistic, but clearly it will be significant.
Of these three, the first two are the simplest to implement, although the
phase-only case will not be suitable for all applications. These two cases
also have the advantage that they limit the universe from the beginning, i.e.
invalid individuals are never accessed by the genetic algorithm and so never
take up time-cycles during evolution. The third case, related to the Nyquist
requirement, is trickier to implement. Instead of being independent, each
value within the individual will be dependent on the values either side of it.
Also, that dependence is not a simple relation; the phase-change from pixel
to pixel represented by a difference in voltage levels changes according to the
wavelength controlled by the pixels in question and even changes with the
absolute values of the voltages. As a result, a number of possible methods of
producing individuals that satisfied the Nyquist requirement were considered.
The most straightforward one would seemingly be to check a new individ-
ual to see if it satisfies the Nyquist requirement and discard it if not (a ‘fatal
mutation’ approach). Although simple, the disadvantage of this is that un-
suitable individuals still take up time-cycles (though less than if their fitness
186
APPENDIX B. REDUCING THE UNIVERSE
were evaluated). If an overly-large proportion of the universe consists of these
invalid individuals then an excessive amount of time may be spent simply
trying to produce valid individuals, slowing the evolution of the algorithm.
This may be a continual problem, as it is not clear that a population of valid
individuals will not produce invalid ones (see the discussion on cross-over
and mutation below).
Another approach considered was to define the values so that they repre-
sent purely the degree of phase change from one pixel to the next. The first
value in the individual would be the absolute phase change of the first pixel
(there is no reason that each value in the individual must represent the same
thing — only that the individual as a whole describes a valid state of the
system), the second value would be the phase change of the second pixel rel-
ative to the first, the third value the phase change of the third pixel relative
to the second and so on. A value k could vary from 0 to 2m, where the phase
change represented by the value is given by (k−m)pi
m
. In this way no pixel can
vary more than pi from its neighbours, fulfilling the Nyquist requirement.
Some routine would then be required to calculate the corresponding voltage
levels for each pixel. Additionally the universe can be greatly reduced in size
by setting m to a low number (compared to 4096), at the cost of finesse.
(Note that some routine will also be required to ensure that the cumulative
phase-shift to be applied to any pixel does not exceed the ability of that
pixel.)
Although this approach provides a means of generating an individual
guaranteed to meet the Nyquist requirement, there are several aspects that
may hamper the genetic algorithm. The influence of the first value of the
individual, the starting phase shift, may be too great, since it will have
an effect on the voltages of all pixels. In the phase-only system this may
not be much of an issue (as the only result will be a time-shift) but in the
amplitude-and-phase system with its complicated relationship between both
masks this could have drastic consequences that suppress the effect of the
remainder of the individual. There is also a crucial problem with the breeding
of individuals. When a cross-over point is selected the second part of the new
individual will have different absolute values to the parent that the second
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part came from, and therefore may not inherit those characteristics that were
beneficial, crippling the operation of the algorithm.
It becomes clear that to ensure inheritance occurs correctly between par-
ents and children, it will be necessary to use absolute phase values for the
individuals. Ensuring that these individuals fulfil the Nyquist requirement
will therefore necessitate subtle changes to the behaviour of the creation,
breeding and mutation routines.
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