Abstract. Following an idea of G. Nguetseng, the author defines a notion of "two-scale" convergence, which is aimed at a better description of sequences of oscillating functions. Bounded sequences in L2(f) are proven to be relatively compact with respect to this new type of convergence. A corrector-type theorem (i.e., which permits, in some cases, replacing a sequence by its "two-scale" limit, up to a strongly convergent remainder in L2 (12)) is also established. These results are especially useful for the homogenization of partial differential equations with periodically oscillating coefficients. In particular, a new method for proving the convergence of homogenization processes is proposed, which is an alternative to the so-called energy method of Tartar [10] , [40] for details). This. method is very simple and powerful, but unfortunately is formal since, a priori, the ansatz (0.3) does not hold true. Thus, the two-scale asymptotic expansion method is used only to guess the form of the homogenized operator L, and other arguments are needed to prove the convergence of the sequence u to u. To this end, the more general and powerful method is the so-called energy method of Tartar [42] . Loosely speaking, it amounts to multiplying equation (0.1) by special test functions (built with the solutions of the cell equation), and passing to the limit as e-0. Although products of weakly convergent sequences are involved, we can actually pass to the limit thanks to some "compensated compactness" phenomenon due to the particular choice of test functions.
We provide a simple proof of Theorem 0.1 along with a new corrector result. We emphasize that the two-scale convergence method is self-contained, i.e., in a single process we find the homogenized equation and we prove convergence. This is in contrast with the former "usual" homogenization process (as described above) which is divided in two steps" first, find the homogenized and cell equations by means of asymptotic expansions; second, prove convergence with the energy method. Another interesting feature of the two-scale convergence method is the introduction of the two-scale homogenized problem. It turns out that it is a well-posed system of equations, which are a combination of the usual homogenized and cell equations. Indeed, if it is expected that the periodic oscillations in the operator L generate only the same type of oscillations in the solution u, the sequence u is completely characterized by its two-scale limit Uo(X, y). Thus, starting from a well-posed problem for u, we should obtain in the limit a well-posed problem of the same type for Uo. However, this is not always the case for the usual macroscopic homogenized equation (the solution of which is u(x)=g Uo(X, y) dy). When averaging the two-scale homogenized problem with respect to y, its "nice" form can disappear, and, rather, we could obtain integrodifferential terms (corresponding to memory effects), nonlocal terms, or nonexplicit equations. There are many such examples in the literature (see [5] , [29] , [32] , [46] , where "classical" methods are used, and [2] , [3] , [37] , where two-scale convergence is applied). In these cases, the two-scale homogenized problem explains and simplifies the complicated form of the macroscopic limit equation, thanks to the additional microscopic variable y, which plays the role of a hidden variable.
Since Theorem 0.1 proves the existence of the first term in the ansatz (0.3), the two-scale convergence method appears as the mathematically rigorous version of the, intuitive and formal, two-scale asymptotic expansion method [7] , [10] , [27] , [40] . The key of the success for such a method is to consider only periodic homogenization problems. This amounts to restricting the class of possible oscillations of the solutions to purely periodic ones. Working with the relatively small class of periodic oscillations allows us to obtain the representation formula (0.4) for weak limits of solutions. For general types of oscillations, a result like (0.4) seems to be out of reach (the main obstacle being how to choose the test functions). On the other hand, periodic homogenization can be cast into the framework of quasi-periodic, or almost-periodic (in the sense of Besicovitch) homogenization (see, e.g., [28] , [38] ), since periodic functions are a very special subclass of quasi-, or almost-, periodic functions. In this case, test functions can also be written @(x, x e), where @(x, y) is quasi-, or almost-, periodic in y. However, we do not know if Theorem 0.1 can be generalized to such test functions or if a new convergence method can thus be obtained.
The paper is organized as follows. Section 1 is devoted to the proof of Theorems 0.1 and 0.2, and other related results. In 2, we show precisely how the two-scale convergence method works on the homogenization of linear second-order elliptic equations (this is the favorite model problem in homogenization; see, e.g., Chapter 1 in [10] ). We do this in a fixed domain 12, but also in a periodically perforated domain 12 (a porous medium), obtained by removing from 12 infinitely many small holes of size e (their number is of order e-N), which support a Neumann boundary condition. Two-scale convergence is particularly well adapted to the latter case, and we recover previous results (see [13] , [1] , [4] ) without using any extension techniques. Section 3 generalizes 2 to the nonlinear case. In the periodic setting, we give a new proof of the F-convergence of convex energies (see [31] , [16] , [17] ), and we revisit the homogenization of monotone operators [42] . On the contrary of 2 and 3, 4 deals with an example of homogenization where typical two-scale phenomena appear. We consider a linear elliptic second-order equation with periodic coefficients taking only two values 1 and e 2. It models a diffusion process in a medium made of two highly heterogeneous materials. It turns out that the limit diffusion process is of a very special type: the usual homogenized problem is not an explicit partial differential equation. Finally, 5 is devoted to the proof of a technical lemma used in 1; more generally, we investigate under which regularity assumptions on a Y-periodic function q(x, y) the following convergence holds true" (0. 8) limla-o q(x,)dx=Ia IY Iq(x,y)ldxdy.
It is easily seen that continuous functions satisfy (0.8). We prove that (0. As usual, L2 (12) (,) For any smooth function a(x, y), being Y-periodic in y, the associated sequence a,(x) a(x, x/e) two-scale converges to a(x, y).
(**) Any sequence u that converges strongly in L2(f) to a limit u(x), two-scale converges to the same limit u (x).
(***) Any sequence u that admits an asymptotic expansion of the type u(x)= Uo(X, X/e)+ eUl(X, X/e)+ 62U2(X, X/E)-+-" ", where the functions u(x, y) are smooth and Y-periodic in y, two-scale converges to the first term of the expansion, namely, Uo(x, y).
In view of the third example we already have a flavour of the main interest of two-scale convergence: even if the above asymptotic expansion does not hold (or is unknown), it is permited to rigorously justify the existence of its first term Uo(X, y). This is very helpful in homogenization theory, where such asymptotic expansions are frequently used in a heuristical way (see [10] , [40] ). This remark is the key of our two-scale convergence method, as explained in 2, 3, and 4.
The next proposition establishes a link between two-scale and weak L-conver gences. PROPOSITION 1.6. Let u be a sequence of functions in L2(f), which two-scale converges to a limit Uo(X, y) L2([' Y). Then Let [k(X, y)]l<=k<__ be a dense family of smooth, Y-periodic in y functions in L2(' Y), normalized such that IlffJkllL2(xy) 1. Obviously, for fixed n, the sequence u,(x, x/e) two-scale converges to u,(x, y), i.e., for any 6> 0, and for any smooth if(x, y), there exists eo(n, 6, ) > 0 such that e < eo implies for l<=k<=n.
Defining the diagonal sequence u(,)(x)=-u,,(x,x/e(n)), and recalling that 6n is a sequence of positive numbers that goes to zero, it is clear from the first line of (1.17)
that the sequence u(n) is bounded in L2(). (i) Let u be a bounded sequence in HI() that converges weakly to a limit u in H1(1). Then (ii) Let u and eVu be two bounded sequences in L(I)). Then 
Xo(x,y).(x,y)dxdy.
By integration by parts, we have
Passing to the limit in both terms with the help of (1.18) leads to
This implies that Uo(X, y) does not depend on y. Since the average of Uo is u, we deduce that for any subsequence the two-scale limit reduces to the weak L 2 limit u. Thus, the entire sequence u two-scale converges to u(x). Next, in (1.18) we choose a function such that divy (x, y)=0. Integrating by parts we obtain 
Recall that the orthogonal of divergence-free functions are exactly the gradients (see, if necessary, [43] or [47] 
y).(x,y)dxdy
Disintegrating by parts leads to Xo(X, y)= Vyuo(x, y).
The proof of part (iii) is similar to the previous ones, and is left to the reader. 
(The proof is exactly the same as that of Theorem 1.2.)
Of course, two-scale convergence is also easily generalized to n-scale convergence, with n any finite integer greater than two. This is a very helpful tool for what is called reiterated homogenization (see [10, Chap. 1, 8] --ffy._,Uo(x, yl,''',yn-1)qt(x, yl,''',yn-1) dxdyl dyn-1.
Remark 1.17. In the present paper, the test functions q(x, y) are always assumed to be Y-periodic in y. Other choices for the period are possible. For a same sequence u different two-scale limits can arise according to the period chosen for the test functions y--> q(x, y), but they are related by a straightforward change of variables.
2. Homogenization of linear second-order elliptic equations. In this section we show how two-scale convergence can be used for the homogenization of linear second-order elliptic equations with periodically oscillating coefficients. We first revisit this favorite model problem of homogenization (see, e.g., [10, Chap. 1, 6] in a fixed domain f, and later on we consider the case of perforated domains f (see [13] ). Besides recovering previous well-known results from a new point of view, we establish a new form of the limit problem, that we call the two-scale homogenized problem, and which is simply a combination of the usual homogenized problem and the cell problem (see [10] , [40] for an introduction to the topic). 
(the latter is the usual assumption in [10] (2.4) where C is a positive constant that depends only on f and a, and not on e. Thus, there exists u Ho(l-l) such that, up to a subsequence, u converges weakly to u in H(f). The homogenization of (2.1) amounts to find a "homogenized" equation that admits the limit u as its unique solution.
Let us briefly recall the usual process of homogenization. In a first step, two-scale asymptotic expansions are used in order to obtain formally the homogenized equation (see, e.g., [10] , [40] ). In a second step, the convergence of the sequence u to the solution u of the homogenized equation is proved (usually by means of the so-called energy method of Tartar [42] ).
The results of the first (heuristic) step are summarized in the following. We are going to recover this last result with the help of two-scale convergence, but we also propose an alternative formulation of the limit problem by introducing the two-scale homogenized problem, which is a combination of the usual homogenized equation (2.5) and of the cell equation (2.7). .8) is a system of two equations, two unknowns (u and ul), where the two space variables x and y (i.e., the macroscopic and microscopic scales) are mixed. Although (2.8) seems to be complicated, it is a well-posed system of equations (cf. its variationial formulation (2.11) below), which is easily shown to have a unique solution. Remark that, here, the two equations of (2.8) can be decoupled in (2.5)-(2.7) (homogenized and cell equations) which are also two well-posed problems. However, we emphasize that this situation is very peculiar to the simple second-order elliptic equation (2.1). For many other types of problems, this decoupling is not possible, or leads to very complicated forms of the homogenized equation, including integro-differential operators and nonexplicit equations. Thus, the homogenized equation does not always belong to a class for which an existence and uniqueness theory is easily available, as opposed to the two-scale homogenized system, which is, in most cases, of the same type as the original problem, but with twice the variables (x and y) and unknowns (u and u). The supplementary, microscopic, variable and unknown play the role of "hidden" variables in the vocabulary of mechanics (as remarked by Sanchez-Palencia [40] ). Although their presence doubles the size of the limit problem, it greatly simplifies its structure (which could be useful for numerical purposes, too), while eliminating them introduces "strange" effects (like memory or nonlocal effects) in the usual homogenized problem. In short, both formulations ("usual" or two-scale) of the homogenized problem have their pros and cons, and none should be eliminated without second thoughts. Particularly striking examples of the above discussion may be found in 4, in [2] (a convection-diffusion problem), or in [3] (unsteady Stokes flows in porous media). Remark 2.5. As stated earlier, the two-scale homogenized problem (2.8) is equivalent to the homogenized system (2.5) and the cell problem (2.7), which are obtained by two-scale asymptotic expansions. This equivalence holds without any assumptions on the symmetry of the matrix A. Recall that, if A is not symmetric, the test functions used in the energy method are not the solutions of (2.7), but that of the dual cell problem (i.e., (2.7), where A is replaced by its transpose Proof of Theorem 2.3. Thanks to the a priori estimate (2.4), there exists a limit u such that, up to a subsequence, u converges weakly to u in H (12) . As a consequence of Proposition 1.14, there exists Ul(X y) L2[ H(Y)/] such that, up to another subsequence, V u two-scale converges to Vu(x)+Vyul(x, y). In view of these limits, u is expected to behave as u(x)+ eul(x, x/e). This suggests multiplying (2.1) by a test function th(x) + e4)(x, x e), with b(x) D (12) can be considered as a test function in Theorem 1.2, and we pass to the two-scale limit in (2.10). Even if A(x, y) is not smooth, at least, by assumption (2.3), the function 'A(x, x/e)[Vt(x)d-Vytl(X,X/e)] two-scale converges strongly to its limit 'A(x,y) [Vdp(x)+Vy4)l(x,y)] (i.e., condition (1.11) is satisfied in Theorem 1.8). Thus, using Theorem 1.8, we can still pass to the two-scale limit in (2.10): (2.11) fcf(x)qb(x dx. (2.8) . Consequently, the entire sequences u and Vu converge to u(x) and Vu(x)+VyUl(x,y). At this point, we could content ourselves with (2.8) as a homogenized problem, since its variational formulation (2.11) appears very naturally by application of two-scale convergence. However, it is usually preferable, from a physical or numerical point of view, to eliminate the microscopic variable y (one doesn't want to solve the small scale structure). This is an easy algebra exercise (left to the reader) to average (2.8) with respect to y, and to obtain the equivalent system (2.5)-(2.7), along with formula (2.6) for the homogenized matrix A*.
[ Corrector results are easily obtained with the two-scale convergence method. The next theorem rigorously justifies the two first terms in the usual asymptotic expansion of the solution u (see [10] In the next theorem we recover the results of Theorem 2.7, using two-scale convergence. As in [4] , we do not use any sophisticated extensions (apart from the trivial extension by zero in the holes f-f), and we give a new interpretation of the "vague" convergence mentioned above. By integration by parts, we obtain
Passing to the limit in both terms with the help of (2.22) [42] , about H-convergence of monotone operators, and finally we conclude by giving a few references where generalizations of the two-scale convergence method are applied to the homogenization of nonlinear hyperbolic conservation laws, and nonlinear equations admitting viscosity solutions (see Remark 3.8). 
a.e. in y, the function I W(y, ) is strictly convex and C in N, (Actually, assumption (iv) is easily seen to be a consequence of (ii) and (iii), as remarked by Francfo [24] .) We also assume thatf(x) [LP'()] with (l/p) + (1/p') 1. Since W(y, A) is convex in A, for fixed e, there exists a unique u(x) W'P()] that achieved the minimum of the functional I, (v) on W'P()]", i.e., [16] , [17] .) In addition, it is easy to see that the energy if" is also convex and C 1, and satisfies the same growth conditions as W. We emphasize that Theorem 3.1 is restricted to convex energies; the situation is completely different in the nonconvex case (see [12] , [33] ).
We are going to recover Theorem 3.1 using two-scale convergence, and without any tools form the theory of F-convergence. [42] . Define Proofi From the growth conditions (3.17), we easily obtain a priori estimates on u,, which is bounded in [W'P(f)] , and g=a(x/e, Vu,), which is bounded in [LP'(f)] N. Thus, up to a subsequence, u converges weakly to a limit u in W'P(fl)]", while Vu and g two-scale converge to Vu(x)+Vyul(x, y) and go(x, y), respectively. Since f+ div g 0, arguing as in Proposition 1.14, it is not difficult to check that the two-scale limit go satisfies divy go(x, y) 0 (3.21) f(x)+divx [fy go(x,y) dy] =0.
The problem is to identify go in terms of a, u, and u. (3.21) , the first two terms of (3.24) (3.21) it implies that (u, Ul) is a solution of the homogenized system (3.20) . Since the operator a is strictly monotone, system (3.20) has a unique solution, and the entire sequence u converges.
In the case p 2, and under the further assumption that the operator a is uniformly monotone, i.e., there exists a positive constant c such that THEOREM 3.6. Assume that the function ul(x, y) is smooth. Then, the sequence u (x) u (x) eua(x, x/ e converges strongly to zero in H (1)). Remark 3.7. Corrector results for monotone operators in the general framework of H-convergence have been obtained by Murat [35] (see also [15] in the periodic case). By lack of smoothness for 7u(x), the corrector in [35] is not explicit. Here, on the contrary, the corrector is explicitly given as 7ul(x, x/e). However, we still have to assume that Ul(X, y) is smooth in order to state Theorem 3.6 (more precisely, 7u(x, x/e) is required to be, at least, an admissible test function in the sense of Definition 1.4).
Proof of Theorem 3.6. Since Ul(X y) is assumed to be smooth, we consider the function which two-scale converges to xo(x, y)= Vu(x)+ Vu(x, 3'). The monotonicity property (3.25) yields (3.26) As in the proof of Theorem 3.5, the left-hand side of (3.26) goes to zero, which implies that the sequence V[u(x)-u(x)-eu(x, x/e)] converges to zero in [L(fl)] Remark 3.8. In the literature, homogenization has also been applied to other types of nonlinear equations. A first example is given by certain fully nonlinear, first-or second-order, partial differential equation, which fall within the scope of the theory of viscosity solutions (see the review paper of Crandall, Ishii, and Lions [14] ). The key point of the viscosity solutions theory is that it provides a maximum principle that permits comparison between solutions. Based on this fact is the so-called "perturbed test function" method of Evans [22] , [23] , which provides very elegant proof of convergence for the homogenization of such equations. A perturbed test function is a function of the type qb(x)+eiqbl(X,X/e) (i=1,2, depending on the order of the equation), which is, thus very similar to that of the two-scale convergence method. Indeed, the perturbed test function method appears, a posteriori, as the ad hoc version of two-scale convergence in the context of viscosity solutions of nonlinear equations.
A second example is nonlinear hyperbolic conservation laws. To handle homogenization of such equations, E [19] introduced so-called two-scale Young measures, which are a combination of the usual Young measures (introduced for PDEs by Tartar [45] ) with two-scale convergence. Combined with DiPerna's method for reducing measure-valued solutions of conservation laws to Dirac masses 18], it allows us to rigorously homogenize nonlinear transport equations, and nonlinear hyperbolic equations with oscillating forcing terms [19] , [20] . In the case of linear hyperbolic equations, two-scale convergence has also been applied by Amirat, Hamdache, and Ziani [5] and Hou and Xin [26] . 4 . Homogenization of a diffusion process in highly heterogeneous media. In 2 we studied the homogenization of a second-order elliptic equation with varying coefficients A(x, x/e). This can be regarded as a stationary diffusion process in a medium made of two materials, if A(x, x/e) takes only two different values (of the same order of magnitude). The present section is also devoted to the homogenization of a diffusion process, but the main novelty with respect to 2 is the high heterogeneity of the two materials" namely, e being the microscale, the ratio of their diffusion coefficients is taken of order e 2 (this precise scaling corresponds to an equipartition of the energy in both materials, see Remark 4.9). As we shall see, it changes completely the form of the homogenized problem, which is genuinely of "two-scale" type (see 4.6)). In particular, the elimination of the microscale in the homogenized system does not yield a partial differential equation (see (4.9) ).
Let us turn to a brief description of the geometry of the heterogeneous medium. The domain is thus divided in two subdomains 121 and ,2 (occupied by materials 1 and 2, respectively), which are defined by
We make the fundamental assumption that, in the heterogeneous domain , material 1 is the matrix," while material 2 can be either finclusions" or another matrix (like interconnected fibers). We implicitly assume in (4.2) the usual transmission condition at the interface of the two materials, namely, u and Ou/On are continuous through 0 0fl 2 Remark 4.1. We emphasize the paicular scaling of the coefficients defined in (4.2): the order of magnitude of is 1 in material 1 (the "matrix"), and e: in material 2 (the "inclusions" or the "fibers"). This explains why such a medium is called "highly" heterogeneous. (For a motivation of the precise scaling, see Remark 4.9 below.) Problem (4.2) is a simplified version of a system studied by Arbogast, Douglas, and Hornung [6] , which models single phase flow in fractured porous media. Its homogenization leads to the so-called double porosity model. In their context, u is the fluid pressure, and is the permeability that is much larger in the network of fractures than in the porous rocks fl. Problem (4.2) can also be interpreted as the heat equation. Then, u is the temperature, and is the thermal diffusion. (Thus, material 1 is a good conductor, while material 2 is a poor one.) Under additional assumptions on the geometry and the regularity of the source term, problem (4.2) has been studied by Panasenko [39] with the help of the maximum principle (that we do not use here).
Assuming f L2(), it is well known that there exists a unique solution of (4.2) in H(). Multiplying Actually they hold true even when a =0, but with a new ingredient, namely, a Poincar6-type inequality. Under the additional assumption that Y1 is connected in Y, there exists a constant C, which does not depend on e, and such that, for any v Ho(12), (4.5) Obviously the Poincar6-type inequality (4.5), applied to u, implies (4.4) even for a 0. The proof of (4.5) is rather technical and out of the scope of the present paper. The interested reader is referred to Lemma 3.4 in [4] for a similar proof. Thus, this is only for simplicity that a zero-order term has been introduced in (4.2).
Before stating the main result of the present section, let us define the Hilbert space H#(Y2) made of functions of H(Y2), which vanishes on the interface 0 Y1 fq 0 Y2. In (4.15) , the equation in U can be decoupled from the two other ones, as we did in Theorem 2.9. Then, introducing the matrix A* defined in (4.7), (4.8), the elimination of u leads to system (4.6 2 have the same order of magnitude. Thus, for k 2, the limit problem will exhibit a coupling between material 1 and 2. On the contrary, for k < 2 the energy is much larger in material 1 than in 2, and in the limit no contributions from material 2 remains (material 2 behaves as a perfect conductor on the microscopic level). For k > 2 the energy is much smaller in material I than in 2, and in the limit no contributions from material 1 remains (actually, material 2 is a very poor conductor on the microscopic level, but since the source term is of order one its energy goes to infinity).
In other words, our scaling is the only one which makes of material 1 (respectively, 2) a good conductor on the macroscopic (respectively, microscopic) level, yielding an asymptotic (as e goes to zero) equipartition of the energies stored in materials 1 and 2. is not always clear). In the sequel we propose several regularity assumptions for 0(x, y) to be admissible (see Lemma + + IaIy(X,y)dxdy-IIy,(x,y)dxdy.
The first term in the right-hand side of (5.7) is bounded by For fixed n we pass to the limit in (5.7) as e 0: (5.8) lim.o a (x,) dx-a Ig (1' y) dx dyN21,,-, Then, we pass to the limit in (5.8) as n, and we obtain (5.1).
Reversing the role of x and y (namely, assuming continuity in x and measurability in y), the same proof as that of Lemma 5.2 works also for the following corollary.
COROLLARY 5.4 In the literature (see, e.g., [10] ) the favorite assumption on q(x, y), ensuring it is an admissible test function, is In view of its definition, q(x, y) is defined and bounded on is a set of measure zero that does not depend on x. Then, the set E (_l =1 E is also of measure zero and does not depend on x. From (5.11) it is easily deduced that (x, y) converges pointwise in fx(Y-E) to a limit tp(x,.y) that is continuous in x fl uniformly with respect to y Y-E. As announced, is a "representative" of q(x, y), which has the desired properties (i)-(iii).
Proof of Lemma 5.5. Properties (i) and (ii) imply that q(x, y) is a Caratheodorytype function, and thus (x,x/e) is measurable on . Using the approximating sequence of step functions qn (x, y) introduced in the proof of Lemma 5.6, and arguing as in Lemma 5.2, leads to (5.1) for q.
In the three previous results, the function q(x, y) is assumed to be continuous in, at least, one variable x or y. Of course, it is not a necessary assumption that q be an "admissible" test function. For example, if a separation of variables holds, namely, is the product of two functions, each depending on only one variable, we have the following well-known result (for a proof, see, e.g., [9] 
