Abstract. We highlight some properties of the field of values (or numerical range) W (P ) of an oblique projector P on a Hilbert space, i.e., of an operator satisfying P 2 = P . If P is neither null nor the identity, we present a direct proof showing that W (P ) = W (I − P ), i.e., the field of values of an oblique projection coincides with that of its complementary projection. We also show that W (P ) is an elliptical disk with foci at 0 and 1 and eccentricity 1/ P . These two results combined provide a new proof of the identity P = I −P . We discuss the relation between the minimal canonical angle between the range and the null space of P and the shape of W (P ). In the finite dimensional case, we show a relation between the eigenvalues of matrices related to these complementary projections and present a second proof to the fact that W (P ) is an elliptical disk.
1. Introduction. Oblique projections, i.e., idempotent operators P such that 1) are ubiquitous in the analysis and construction of numerical methods for the solution of large linear systems of equations [2] , [8] , of eigenvalue problems [1] , [5] , [18] , of multigrid methods [9] , and in particular of discretizations of partial differential equations, [16] , [22] , [30] . In fact, the norms of such projections often play a crucial role in the analysis of these methods. See also the influential book [27] .
On the other hand, the field of values of linear operators (formally defined below) plays an important role in the analysis of convergence of certain iterative methods for the solution of algebraic linear systems [4] , [7] , [13] , [17] , [21] [25] , [26] .
Thus, it is natural to ask what can one say about properties of the field of values of oblique projections P . As it turns out, one can completely characterize these sets, and their shape depends only on its spectral norm P . While this characterization is not specifically mentioned in the literature, and it is not widely known in the matrix analysis and numerical analysis communities, it would come as no surprise to researchers in the field operator theory, since it can be obtained using the canonical forms of quadratic operators 1 and their field of values; see [19] , [23] , [29] . See also [15] for appropriate canonical forms in the finite dimensional case. In this paper, we show our results directly, without the use of canonical forms.
Consider a Hilbert space H with inner product x, y , and its associated norm
(for example C n and the Euclidean inner product). We denote by W (A) the field of values (or numerical range) of the operator A : H → H, i.e., the set in the complex plane defined as
(1.
3)
The field of values is very useful to study the behavior of the operator, and in particular the closure of W (A) contains the spectrum of the operator. The quantity r(A) = sup{|z|, z ∈ W (A)} is known as the numerical radius of A. For further details; see, e.g., the monograph [12] and the extensive bibliography therein, or [14, Chapter 1] for many results on the finite dimensional case.
In this article, we highlight an identity relating the field of values of a projection and that of its complementary projection, namely
Here we provide a direct proof of this result; see Section 2. We also make some observations on the form of W (A): it is an elliptical disk with foci on the real axis, and thus, it is symmetric with respect to that axis. This is well-known in the operator theory literature; see [19] , [23] , [29] . Here, we also show this directly, without going through the canonical forms. It follows from those results that W (P * ) = W (P ). We make a connection between the minimal canonical angle between X = R(P ) (the range of P ) and Y = N (P ) (the null space of P ) and the shape of this ellipse.
The fact that W (P ) is an elliptical disk reinforces the notion that non-trivial idempotent operators behave like operators in a two-dimensional space; one dimension corresponding to the subspace X and the other to its orthogonal complement X ⊥ ; cf. [6] and [14, Theorem 1.3.6] that show that the field of values of operators in a two-dimensional space are elliptical disks. See Lemma 2.2 below where the projection P is given explicitly in terms of the decomposition H = X ⊕ X ⊥ , and note also that this decomposition is used in the proofs of our theorems.
In Section 3, for the finite dimensional case, we compute the eigenvalues of the Hermitian part of e iϕ P , from which the identity (1.4) will follow as well. We also present a different proof of the fact that W (P ) is an elliptical disk, in part to highlight the use of characterizations of the field of values other than (1.3), and to show how the explicit representation of P in terms of orthogonal bases of subspaces can be helpful.
We end this introduction with some further properties of the Hilbert space and of the oblique projections. The vector norm (1.2) induces an operator norm in the usual manner, i.e., for A : H → H, one has A = sup u =1 Au . The adjoint operator A * is such that for every u, v ∈ H, Au, v = u, A * v . Given any subspace X of H we define its orthogonal complement by
It follows directly from (1.1) that P ≥ 1. The operator P is a projection along (or parallel to) its null space Y = N (P ) onto its range X = R(P ). The operator I − P is also idempotent, and it is a projection along X = N (I − P ) = R(P ) onto Y = R(I − P ) = N (P ). It is called the complementary projection to P . From (1.1) it also follows that if x ∈ X = R(P ), then x = P x. Indeed, let x = P u, then x = P u = P 2 u = P x. Using this, one can show that for a continuous projection P , the subspaces X = R(P ) and Y = N (P ) are closed sets. These two subspaces are also complementary, i.e., X ⊕Y = H. This follows from the fact that any u ∈ H can be written as u = P u + (I − P )u. As a consequence of this discussion, it follows that the spectrum of P consists of two points, namely
with X being the invariant subspace corresponding to the eigenvalue 1, and of course Y that corresponding to the eigenvalue 0. Furthermore, this also trivially implies that the spectrum of an oblique projection coincides with that of its complementary projection, i.e., Λ(P ) = Λ(I − P ).
Another useful identity relating the norm of a projection with that of its complementary projection is
as long as P is neither null nor the identity. This identity was rediscovered and proved many times; see [3] and [28] for many of these proofs, references, and historical remarks. As we shall see, the characterization of W (P ) discussed in this paper provides a new proof of (1.6).
The general (infinite dimensional) case.
We begin by presenting a direct proof of (1.4) in the spirit of some proofs of (1.6) in [28] .
Theorem 2.1. Let P be a continuous projection on a Hilbert space H, such neither X = R(P ) nor Y = N (P ) is the whole space. Then W (P ) = W (I − P ).
Proof. We will show that W (P ) ⊆ W (I − P ), and the theorem will then follow by symmetry (I −P is also an oblique projection). To that end, let u ∈ H with u, u = 1 be arbitrary. We consider H = X ⊕ X ⊥ . We can thus write u = x + z, x ∈ X , z ∈ X ⊥ , and u, u = x, x + z, z = 1, since x, z = 0.
Therefore, since P x = x, we have that P u = x + P z. Thus
We want to construct w ∈ H, with w, w = 1, such that (I − P )w, w = P u, u . We will do this for three different cases. First, if x = 0, i.e., if u ∈ X ⊥ , then since P u ∈ X , P u, u = 0, and we let w ∈ X , with w = 1. Thus, (I − P )w = 0. Second, if z = 0, i.e., if u ∈ X , we have P u, u = u, u = 1. We then choose w ∈ Y, with w = 1. Thus, (I − P )w = w, and (I − P )w, w = w, w = 1.
Let us finally assume that x = 0 and z = 0. Consider then
Then, it follows that w, w = z 2 + x 2 = 1, and since (I − P )x = 0, then we have that (I − P )w =z − Pz. Thus, using the fact that z,x = 0, and Pz,z = 0, we have
Comparing with (2.1) the theorem follows. Figure 2 .1 shows in the two-dimensional case, some elements used in the proof of Theorem 2.1. We mention that an immediate corollary of this theorem is that We analyze now the shape of W (P ). We begin with an auxiliary result which can be found, e.g., in [ Lemma 2.2. Let P : H → H be continuous and such that P 2 = P , with R(P ) = X , and consider H = X ⊕ X ⊥ . In term of this decomposition, we can then write
We restate now [29, Theo. 2.1] for the particular case we have here that P is continuous and Λ(P ) = {0, 1}, and offering a direct proof inspired in part by [6] .
Theorem 2.3. Let P be continuous and such that P 2 = P . Then W (P ) is either the closed segment [0, 1] or the (open or closed) elliptical disk with foci at 0 and 1, major axis P and minor axis ( P 2 − 1) 1/2 . Proof. As in the proof of Theorem 2.1, we consider H = X ⊕ X ⊥ . In terms of this decomposition, we can write u ∈ H, u = 1 as u = αw + βv, with w ∈ X , and v ∈ X ⊥ of unit norm, α, β ∈ C such that |α| 2 + |β| 2 = 1. Thus, every element of W (P ) is of the form P u, u = αP w + βP v, αw + βv = αw, αw + βP v, αw
where ω depends only on the arguments of α and β. As ω varies we obtain the circle with center t = |α| 2 (0 ≤ t ≤ 1) and radius r = t(1 − t) | P v, w |. That is, the circle in the (ξ, η) plane described by the equation is
where m = | P v, w |. Conversely, using the same argument, every point in the circle (2.3) is in W (P ). To find the envelope of this family of circles, parametrized by 0 ≤ t ≤ 1, one takes the derivative of F (t) with respect to t, equates to zero and obtains t = (m 2 + 2ξ)/(2 + 2m 2 ). Substituting this in the above equation of the circle yields (after some algebra) the ellipse
This ellipse has foci at 0 and 1, with major axis a = √ 1 + m 2 and minor axis b = m, i.e., with eccentricity 1/ √ 1 + m 2 .
Observe now that for different values of m = | P v, w |, we have different ellipses (2.4) with the same foci, and thus their union is just the largest of them. Since by Lemma 2.2, sup{| P v, w |, w ∈ X , v ∈ X ⊥ , w = v = 1} = P | X ⊥ = P 2 − 1, the theorem follows. If this supremum is attained, i.e., if there is an element v of unit norm so that P v = P , then this elliptical disk is closed. Otherwise, it is open. Theorem 2.3 indicates in particular that W (P ) is symmetric with respect to the real axis. Therefore we have that
Recall that P * is in fact the oblique projection onto Y ⊥ along X ⊥ ; see, e.g., [28, §5] . The identity (2.5) can be shown directly, and we do so in the Appendix.
As a corollary of Theorem 2.3 it also follows that r(P ) = P /2 + 1/2. (2.6) Indeed, since the foci are on the real axis, r(P ) is given by the right-most ξ value of the ellipse in in (2.4), with m = P 2 − 1, and this is obtained for η = 0. Note also that Theorem 2.3 together with (1.6) imply Theorem 2.1, providing a different proof of the latter. Conversely, it follows from (2.2) and (2.6) that P = I − P , providing yet another proof of the identity (1.6).
We end this section with an observation on how the minimal canonical angle between the subspaces X = R(P ) and Y = N (P ) determines the shape of the elliptical disk W (P ). Recall that the minimal canonical angle 0 ≤ θ min (X , Y) ≤ π/2 between two nonzero subspaces X and Y of a Hilbert space can be defined as
It turns out that
(see, e.g., [11, §VI.5.4] , [20] ) and thus the eccentricity of the elliptical disk W (P ) is precisely the sine of the minimal canonical angle between X and Y. As a consequence we have the following observation. Remark 2.4. The smaller the minimal canonical angle between two subspaces, the larger the field of values of the oblique projection onto one subspace along the other subspace. Moreover, the deviation of P from one provides a measure of the degeneracy of the ellipse: the closer P to one, the more the ellipse tends to be the segment [0, 1]. On the other hand, for large P , the ellipse axis values become increasingly close to each other, approximating a circle.
3. The finite dimensional case. In this section we consider the finite dimensional case. In this way, we can find some relations of spectra, and as a consequence provide different proofs of Theorems 2.1 and 2.3 with the explicit form of the projection matrix. The projector onto X along Y can be written as
for some full rank matrices U , V with the same number of columns. Thus, X = R(U ) and Y = N (V * ). Without loss of generality we can assume that their columns of U and V are orthonormal.
Given a matrix A ∈ C n×n , the finite dimension field of values (or numerical range) is defined as W (A) = {x * Ax : x = 1, x ∈ C n }, where x is the Euclidean vector norm. 2 We denote by ζ and ζ the real and imaginary parts of ζ ∈ C. We first recall the following property.
Theorem 3.1. [14, Theo. 1.5.12] For each matrix A ∈ C n×n and each ϕ ∈ [0, 2π) let λ ϕ be the largest eigenvalue of the Hermitian part of e iϕ A. Let
Proof. Let ρ = e iϕ with 0 ≤ ϕ < 2π, and let
be the skinny QR decomposition of [U, V ]. Then we have
The nonzero (and real) eigenvalues of 1 2 (ρP +ρP * ) are thus the eigenvalues of the inner block matrix. Explicit computation shows that they are given by
, where σ i (B) is a nonzero singular value of B. In particular,
(ρP +ρP * )), the first result follows from property (3.1).
The equalities above also show that [ ρ−λ
max (ρ)] is the spectral interval (including zero and ρ) of both Hermitian matrices. In light of Theorem 3.1, the result W (P ) = W (I−P ) immediately follows, since we also have that 1 2 λ max (e iϕ A+(e iϕ A) * ), 0 ≤ ϕ < 2π, is the same for A = P and A = I − P . Lemma 3.3. It holds that σ i (R 2 R −1
, from which the result follows.
We can now explicitly write down the equation of the ellipse enclosing W (P ) in the finite dimensional case. This result clearly also implies symmetry with respect to the real axis, foci at {0, 1}, together with the values of the major and minor axes a = P and b = P 2 − 1. Theorem 3.4. Each point x + iy ∈ ∂W (P ) satisfies
Proof. We recall that a point on ∂W (A) is given by ([14, Th. 1.
5.11])
p ϕ = x * ϕ P x ϕ where x ϕ is the unit eigenvector corresponding to λ max (ρ), ρ = exp(iϕ). We can thus write x ϕ = Qz ϕ for some unit vector z ϕ . From
After some simple algebraic computations we see that
which yields, after some little more algebra,
we have that z 2λ max ρ.
We write ρ, ρ in terms of x and y as follows
Using the identity ρ 2 + ρ 2 = 1 we obtain (x − t) 2 + y 2 − t(1 − t)σ 2 1 = 0, which shows that each point p ϕ = x + iy belongs to a circumference of a family of circles depending on the parameter t. To obtain the envelope of the family, to which p ϕ belongs, we differentiate the left-hand side with respect to t, and setting this derivative equal to zero we obtain t = (σ 2 1 + 2x)/(2 + 2σ 2 1 ). Substituting this value of t in the family we obtain, after some algebraic computations,
which, taking into account Lemma 3.3, yields the sought after ellipse equation.
Appendix.
Here we show directly that W (P ) = W (P * ). We recall that if P is the projection onto X along Y, then P * is the oblique projection onto Y ⊥ along X ⊥ . We present our result for the finite dimensional case, i.e., for H = C n , but the proof we present goes over easily to any separable Hilbert space H. Theorem 4.1. W (P ) = W (P * ). Proof. Let V = [V 1 , V 2 ] be an orthonormal basis of H such that the columns of V 1 are a basis of X and those of V 2 are a basis of X ⊥ . Similarly, let W = [W 1 , W 2 ] be an orthonormal basis of H such that the columns of W 1 are a basis of Y ⊥ (of the same dimension as X ) and those of W 2 are a basis of Y. It follows then that we can write W = BV , where B = W V * is an isometry (a unitary matrix), so that B * B = BB * = I. We want to show that W (P ) ⊆ W (P * ) and thus the theorem will follow by symmetry. To that end let u ∈ H, u = 1. We write u = x + z, x ∈ X , z ∈ X ⊥ , so that x = V 1 α, z = V 2 β, for some α and β such that α 2 + β 2 = 1, where the norms here are the Euclidean norms in the appropriate spaces. Thus P u, u = x, x + P z, x .
Consider now v = Bx+y, with y = W 2 γ ∈ Y, for some appropriate γ to be determined later. Observe that Bx = BV 1 α = W 1 α ∈ Y ⊥ . Thus, v 2 = α 2 + γ 2 . We compute now P * v, v = Bx, Bx + P * y, Bx = x, x + γ, W * 2 P Bx .
We thus need to choose γ so that γ = β and γ, W * 2 P Bx = P z, x . If γ = a + ib is a scalar, and thus so is W * 2 P Bx, then a and b can easily be found such that a + ib, W * 2 P Bx = P z, x and a 2 + b 2 = β 2 . If γ is a vector, then we have two equations to satisfy and more than two free parameters in γ. Thus we have v = 1 and P * v, v = P u, u .
