Washington, D.C. [1] . The objective of this experiment was to verify the feasibility of using a pulsed power source to create a large number of photoneutrons in a short period of time, leveraging the low energy threshold for photoneutron production in 9 Be to maximize neutron dose. The machine was tuned for an endpoint energy above the threshold for photoneutron production, and used a Large-Area Diode (LAD) that was reused for up to six shots each day.
Several diagnostics were deployed to characterize the bremsstrahlung source and beryllium target, including a Compton spectrometer, Aerogel detectors, neutron-sensitive scintillators, rhodium foils, and the indium and beryllium activation detectors that are the subject of this thesis. The Compton spectrometer was used to measure the source spectrum, and in-beam monitors, current monitors, aerogel Cherenkov detectors, and dosimeters measured current, dose, and time profile of the x-rays in each shot. A Sapphire-Plastic-Quartz radiation detector (SPQR) measured neutron time-of-flight, while plastic scintillators and activation detectors measured the total neutron yield in each pulse.
The activation detectors used in this experiment were physically small, which was critical for fitting inside a crowded experimental environment. They utilized the energy from an impinging neutron to put atoms of the detector material into an excited In then decay according to the decay schemes shown in figure 2, emitting characteristic gamma rays that were then measured using an ORTEC high-purity germanium (HPGe) handheld radioisotope identifier [4, 5] . The beryllium rod detector was configured similarly to the indium activation detectors, and the beryllium samples were read out using a photomultiplier tube and ORTEC Easy MCS multichannel scaler rather than an HPGe detector. The reaction being used was 9 Be(n,α) 6 He (threshold of 667 keV) and required immediate measurement due to its 0.8 s half-life. In [4] . In [4] . In parent decay are displayed in red and blue; these were the gamma rays measured in this experiment.
The total neutron yield can be calculated from the area under the gamma ray peaks in the HPGe detector if the system response is measured using a known neutron flux. This method, known as the F-factor method, has the advantage of including detector efficiencies, cross sections, and self-absorption in the calibration without detailed knowledge of the system [2, 3] . The F-factor is a proportionality constant that relates the total neutron yield to known quantities of distance from the source, sample mass, net counts under a peak in the HPGe spectrum, and start and stop times after the neutron pulse strikes the sample. The following derivation closely tracks Cooper and Knoll [3, 6] .
The process begins by identifying the number of metastable nuclides, N(t), formed when a sample is exposed to a neutron flux. Here, R is the reaction rate of the nuclide, t is the irradiation time, and λ is the decay constant of the nuclide.
The reaction rate, in turn, is related to the neutron flux φ by factors of the abundance of the isotope of interest εA, sample mass M, Avogadro's number NAv, the neutron capture cross section σ(E), and inversely related to the atomic weight AW.
The total number of nuclides created after irradiation for a time t0 is then given by
When the metastable states decay, they will produce gamma rays at a rate dN/dt = -λN.
Integrating over the readout time from t1 to t2 after irradiation will give the total number of gammas emitted within the counting period. Multiplying by the detector efficiency εD, self-absorption factor εS, and branching ratio εB, the net counts (counts minus background, or C -B) under the peak are related to the total number of nuclides by eq. 4.
The neutron flux from an isotropic point source into the indium puck is equal to the total yield Y divided by irradiation time and the surface area of a sphere at the distance of the puck (d),
Inserting the flux into eq. 4, the F-factor can be seen as the proportionality constant relating the net counts under a peak to the total yield purely in terms of experimentally determined quantities.
In terms of efficiencies, this reads as = ( ) / . Because this experiment used a 30 ns bremsstrahlung beam, the neutron pulse was sufficiently brief to allow the approximation λt0 ≈ 1 -e -λt 0, so the F-factor simplifies to
and the equation for the yield becomes The indium pucks were placed at several locations around the beryllium sphere, and their activity was measured after each shot using an HPGe detector. Pucks were placed on nearly massless steel wire trapezes around the sphere (see figure 5 ) or on top of a thin cardboard tube to minimize scattering of impinging x-rays or neutrons. Several different distances between 2 and 20 cm from the edge of the sphere were sampled using one or two pucks for each shot. Different geometries were tested wherein the pucks were placed above, below, behind, beside, and 45 degrees downstream from the sphere to estimate background levels at different locations. These placements were important because other diagnostics nearby had lead or tungsten shielding that would contribute to the scatter background of the neutrons (see figure 4) . A stopwatch was used to measure the time between the shot and the beginning of the HPGe readout period.
Be sphere

Be detector
Cherenkov detector
SPQR
Rh activation
To quantify the background in the laboratory with the HPGe detector, one puck was measured each day without being activated. These backgrounds were indistinguishable from one another, so the pucks were presumed to be identical once ten half-lives (45 hours) had passed since activation. "Empty" shots were performed with no beryllium sphere but with pucks in identical positions and orientations to measure the background signal generated by the Mercury machine alone. This was important because the beam diameter was sufficiently large so that all of the pucks were directly exposed to
x-rays as well as photoneutrons, and 115m In can be a product of a γ,γʹ reaction as well as n,nʹ [8] . Several shots were taken with the sphere, pucks, and beryllium rod detector in the same configuration to determine shot-to-shot variation in the machine, which was calculated to be approximately 20% using the beryllium detector. 
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Other targets used for comparison included a bottle of D2O, a 7.62 cm diameter aluminum sphere, and the beryllium core (inner diameter [ID] 2.16 cm, outer diameter
[OD] 9.12 cm) and shell (ID 9.17 cm, OD 11.29 cm), which together constituted the beryllium sphere. Shots were made using only the shell and only the core (each containing approximately half the mass of the full sphere) to determine how much each component contributed to the total neutron yield. Readout orientation was tested to assure uniform activation of the puck-that the side of the puck facing the sphere did not yield higher counts when positioned towards the HPGe detector compared to the opposite.
Lastly, signal could be detected with a long integration time 30 hours after activation, so no puck was used more frequently than once every two days.
The beryllium rod detector was configured similarly to the indium activation detectors, with the beryllium sample wrapped around a scintillator that was read out with a photomultiplier tube instead of an HPGe detector. This is due to the fact that the reaction being used was 9 Be(n,α) 6 He (threshold of 667 keV) with a half-life on only 0. The indium puck data from MURR and NRL were processed identically to ensure consistency. First, the data were binned in divisions of 0.65 keV, which decreased the resolution of the detector by a factor of two, for smoothing and to improve statistics.
Smoothing the data came at the expense of information about the width and position of the peaks, but this was an acceptable compromise because the critical information was the total number of counts under the peak [10] . Sample Mercury spectra are displayed in In [4] . The quantity Ig reflects the number of gamma rays emitted at each energy for 100 decays of the parent isotope. Regions of interest (ROI) for fitting were selected from the data in a ±9 keV neighborhood of each peak to ensure that the entire peak was fitted with a few points outside to average for the background. The peaks were first fitted using a skewed Physically, the peaks, widths, and backgrounds were all positive, so each fitting parameter was restricted to be at or above zero. Appropriate starting points for each of the constants were chosen so the optimization algorithm would arrive at the correct local minimum. The start point for A was the maximum value inside the ROI, c was the nominal center of the peak as stated in table 1, B and D started at the median value within the ROI, and σ, β, and γ began at 5 keV to roughly estimate the full width at half maximum of the peak. Because the rate of incomplete charge collection for each distinct peak should remain constant from measurement to measurement, B, β, and γ should be proportional to A and σ, as shown in eq. 10 below with proportionality constants c1, c2, and C3:
The MURR data were fitted with all seven parameters and visually checked to verify the automated algorithm calculated reasonable results. Then, the peaks with the highest goodness-of-fit parameters (adjusted r-square > 0.99) were selected, and the quantities B/A, β/σ, and γ/σ were calculated in each fit and the median was taken. The ratios had large deviations from the median, which indicates that the quantities varied from shot to shot. This behavior could have stemmed from an irregular background environment in the readout area caused by radiological work being done in nearby laboratories. Alternatively, it could have been caused by random instrument variations in temperature or sensitivity, or a nonlinear interdependence of parameters.
Even though the ratio B/A was unstable, it was always quite small (~0.01) for each of the peaks, so the second term was set to zero to reduce the number of fitted parameters by two at a slight cost to the fit (figure 11). The characteristic width of the Gaussian, β, was allowed to float because the ratio β/σ was not stable. This allowed the skewed part of the Gaussian to be fitted more accurately, thus improving the measurement of the area under the peak. The final fitted form of the peaks had five independent parameters and is given by:
Figure 11: Fitted peak with two terms and five free parameters. This sample peak fit was used to calculate the F-factor for 1294 keV peak, which consisted of a skewed Gaussian peak on top of a locally constant background.
Contributions of each term in the fit are shown in figure 12 . The seven-parameter fit more closely fits the background on both sides of the distribution, but only the amplitude of the complementary error function (B) could be constrained without degrading the fit. Because the five-parameter fit performed well with fewer free parameters, it was the final one used for determining area under each peak. The fits are displayed on a logarithmic scale to display properties of the fit components near the background level.
Figure 12: Contributions to a sample fitted curve by different components within each fit displayed on a logarithmic scale. The fit with three terms and seven free parameters follows the background more closely, but that advantage is removed if the characteristic width of the skewed Gaussian is fixed. Seven free parameters were deemed to be excessive, and the two-term fit follows the data more closely with five free parameters than does the three-term fit with fixed characteristic widths.
After each peak was fitted, the net counts inside the skewed Gaussian out to a width of ±2σ were numerically integrated to form the signal, C, while the background was given by the constant D multiplied by 2σ. Because both the signal (C) and the background (B) follow Poisson processes, their errors are √ and √ , and the cumulative (sum of squares) statistical error is √ + . To include the error resulting from the fits, upper bounds for each of the fitting parameters were calculated, and the maximum peak, widths, and background were integrated over the maximum width out to ±2σ. The square root of the gross counts (√ + ) under this maximal-area peak was then used as the error, and it included both statistical and fitting uncertainties.
The next adjustment to be applied to the data was a dead-time correction. For the MURR data, dead times approached 20% in the beginning of the readout period for the pucks that were nearest to the source, and so a correction needed to be applied. The correction applied was identical to that used in Knoll [6] , and to the first order is the same for both paralyzable and non-paralyzable detectors. It states that the actual number of events is equal to the measured number of events divided by the quantity 1 minus the ratio of dead time to real time. The Mercury data had dead times of approximately 1%, but the correction was applied for the sake of consistency.
The MURR data were then combined with the modeled neutron flux provided by the MURR staff (table 2) , puck mass, integration time, and time constants similar to equation 6 to get F-factors for each peak, substituting the modeled flux for Y/4πd 2 t0.
Different calibration factors from shots with bare pucks at 10.2, 22.9, and 35.6 cm are compared in figure 13 . Because the MCNP simulation of the MURR spectrum was the most detailed for the 10 cm position and had been calculated specifically for this calibration, the F-factor for each peak in that position was used to calibrate the F-factors for the Mercury source. The F-factors carry a dependence on spectral characteristics of the beam, because the detection efficiency εD depends on the capture cross section of the neutrons as shown in figure 1. To correct for this spectral dependence, the energy-integrated flux from both sources was set to 1, and then the source energy spectra were multiplied by the cross sections for the n,γ reaction, as shown in figure 14 . The MCNP simulation of the Mercury spectrum contained hundreds of tiny bins, while the MURR simulation contained between ten and twenty bins. Because of this, and because of the difference in source intensity, the number of neutrons in each bin in the MURR simulation was much larger than the number of neutrons per bin in the Mercury simulation. Re-binning the source simulations would either lose information on the Mercury spectrum, or artificially create false information about the MURR spectrum, so they were simply plotted with different y-axes. The convolved spectra were integrated with respect to energy, and the proportion of the results is the ratio by which the MURR F-factors were multiplied to get F-factors for the Mercury spectrum. In. The y-axes appear differently due to nonuniform binning in MCNP.
For the n,n′ reaction, the Mercury and MURR spectra were truncated below the cutoff of 339.2 keV before normalization. This meant that the calculated F-factors reflect only the neutron yield above 339.2 keV with no contribution from thermal neutrons.
Without this extra step, the calibration factor was highly sensitive to any errors in the MCNP models of the Mercury and MURR source spectra, because only 30.4% of the Mercury spectrum and 79.6% of the MURR spectrum are above the cutoff. Mercury and MURR spectra multiplied by the cross-section for neutron scattering are displayed in figure 15 , with calibration factors in table 3. Gamma Energy (keV) Calibration factor MURR 10 cm Calibration factor Mercury 336 (n,n′) 1.029e-07±6.2e-09 4.696e-08±5.9e-10 417 (n,γ) 3.491e-07±2.1e-09 4.201e-06±2.2e-08 819 (n,γ) 8.998e-08±1.2e-09 1.088e-06±1.3e-08 1097 (n,γ) 3.922e-07±2.2e-09 4.850e-06±2.4e-08 1294 (n,γ) 4.901e-07±2.4e-09 6.025e-06±2.6e-08 1508 (n,γ) 5.283e-08±8.1e-10 6.418e-07±9.3e-09 2112 (n,γ) 6.163e-08±8.5e-10 7.540e-07±9.5e-09 The F-factor for the beryllium detector data had been calibrated at IBL in 2015.
The new calibration factor was calculated in a similar manner as for the n,n′ F-factor, where the downscattered Mercury spectrum was truncated at the cutoff (667 keV for this reaction), multiplied by the cross section of 9 Be(n,α) 6 He and integrated. The result was compared to the same procedure at the IBL spectrum, which was monoenergetic at 2.45
MeV. Counts were taken using a photomultiplier tube and summed between 0.1 and 3 s, with the signal from an empty shot subtracted from each shot containing the sphere, core, or shell. Statistical errors were propagated through the empty shot subtraction, and a weighted average was taken to acquire the final average dose from each target.
The NRL spectra were processed in the same manner as the MURR spectra, but using calibration factors to calculate yield instead of vice versa. Yield was calculated using eq. 8, combining the counts under the peak and counts in background with the start and stop times of the measurement, and distance from the source to calculate expected yield into 4π steradians. The empty shots were subtracted for the n,α reactions to eliminate background. The γ,γ′ reaction in 115 In can lead to the same excited state and decay peak as the n,n′ reaction; therefore, empty shots were also subtracted from the n,n′ signal. Unfortunately, the statistical and fitting errors of the 336 keV peak stemming from the n,n′ or γ,γ′ reaction were so large that none of the yields were statistically different from zero after subtraction from the empty shots. Their error bars far exceeded the maximum yields calculated using the n,γ reaction, hence the n,n′ data are not included in the figures. Results in the default configuration with the activation detector positioned three centimeters above the top of the beryllium sphere are displayed in figure 16 . The n,γ reaction data reflects the total neutron yield, including thermal background, while the n,α data from the beryllium rod detector reflect only the neutrons above 667 keV in energy. While the measurement of total neutron yield is fairly straightforward, we would like to determine how much of this yield is directly from the beryllium sphere, and how much is from the scatter background inside the room. Indium pucks were placed in different orientations with respect to the beryllium sphere to examine the thermal neutron background in different locations. The beryllium detector which is insensitive to the thermal neutron background, remained stationary as a reference. As expected, the yield for indium pucks placed below the sphere measured by the n,γ reaction was much higher due to the presence of large amounts of steel in close proximity. When the puck was in the horizontal plane of the sphere, it was farther from the steel To refine the estimate of the contribution of the thermal neutron background, the yield measured by pucks placed at different distances from the beryllium sphere was examined. The pucks were held in place at an identical height over the steel table in an effort to keep the scatter background similar at each location. Corrections for distance were made, as usual, using a 1/r 2 dependence. While not entirely perfect in the near-field limit, the calculated difference is miniscule at distances greater than 1.5 times the radius of the ball away from the center of the sphere, which was the closest distance examined.
Unfortunately, as the distance from the sphere was increased, the number of counts decreased sufficiently to produce large statistical and fitting errors, so this method of estimating the yield produced by scatter background was inconclusive. The yield from the n,α reaction was used to measure the yield of neutrons above the cutoff energy of 667 keV, which was 1.78±0.16E09 neutrons according to a weighted average. It is possible to use the full Mercury spectrum to estimate the total yield if the yield above 667 keV is known, but the uncertainties in the low-energy part of the spectrum are sufficiently high to render such a measurement indeterminate. For future experiments, the best way to measure the scatter background would be to place an indium puck very far away from the source and integrate the signal for a sufficiently long time to build up statistics. Barring that, more accurate MCNP modeling could help determine exactly how much of the downscattered spectrum should be above and below the 667 keV cutoff.
Chapter 5
Analysis
There were many sources of uncertainty in this experiment, and efforts were made to quantify them all. The smallest is the short-pulse approximation (λt0 ≈ 1 -e -λt 0), i.e.
that the irradiation time of 30 ns is small compared to the half-lives of the isotopes used.
Other errors under one percent are the differences between the mass of each individual puck from the average mass of all of the pucks, and stopwatch errors in timing. Errors that are on the order of one percent include the dead-time correction (a first-order approximation), errors in the measurement of the distance from the edge of the sphere to the puck, and the point-source approximation which was modeled to be valid at distances greater than 1.5 radii away from the center of the sphere (2.86 cm from the edge). The approximation of an optically-thin target was estimated to be within ten percent, and the statistical and fitting errors varied from shot to shot.
To estimate systematic error, yield was calculated using the F-factor for each gamma peak stemming from the n,γ reaction (shown in figure 20 ). Because the F-factors were calibrated separately for each peak, the yield should be statistically identical regardless of which peak was used to calculate it. As shown in figure 20, this was not the case due to errors in the modeled spectra and systematic error in the experiment. The data with the least statistical error were taken to isolate the effect of systematics, and the span from lowest to highest yield was used to estimate the systematic error at approximately 40%. Results including systematic error are displayed in figure 21. 
Chapter 6
Conclusion
The total neutron yield of a pulsed source with 5 MeV endpoint was measured using indium and beryllium activation detectors. These detectors were sensitive to neutron yields produced by targets of different mass and different scatter backgrounds, and reasonably simple to calibrate using the F-factor method. It was determined that the total photoneutron yield from the beryllium source was 3.8±1.6 × 10 9 neutrons per shot including the scatter background and 1.8±1.6 × 10 9 neutrons per shot with energy above 667 keV, in good agreement with the other diagnostics on this experiment. The shot-toshot variation of the source was estimated to be 20%.
The activation detectors in this study were small, mechanically robust, and wellsuited for experimental environments with high electromagnetic interference. They required some averaging to handle low count levels and estimates for thermal backgrounds to which the detectors were sensitive, but were otherwise straightforward to use. Future work may include studying different materials such as silver or gold to better match the neutron spectrum for the photoneutrons created by the Mercury pulsed-power source. Spectral measurements to complement the MCNP modeled spectra would improve the systematic uncertainties for both the calibration and experiment. It would be helpful to use tungsten shielding in front of the beryllium detector to avoid potential problems of lead activation. The use of additional HPGe detectors to read out more detectors concurrently to improve statistical uncertainties and directly measure the neutron scatter background should also be considered.
