In this paper we prove a sufficient condition, in terms of the behavior of a ground state of a symmetric critical operator, such that a nonzero solution of another symmetric nonnegative operator is a ground state. In particular, if P j := −∆ + V j , for j = 0, 1, are two nonnegative Schrödinger operators defined on Ω ⊆ R d such that P 1 is critical in Ω with a ground state ϕ, the function ψ 0 solves the equation P 0 u = 0 in Ω and satisfies |ψ| ≤ Cϕ in Ω, then P 0 is critical in Ω and ψ is its ground state. In particular, ψ is (up to a multiplicative constant) the unique positive solution of the equation P 0 u = 0 in Ω. Similar results hold for general symmetric operators, and also on Riemannian manifolds.
Introduction
Let Ω ⊂ R d be a domain. We assume that A : Ω → R d 2 is a measurable matrix valued function such that for every compact set K ⊂ Ω there exists be the generalized principal eigenvalue of the operator P in Ω. By the Allegretto-Piepenbrink theory (see for example, [1, 16] ), the form a A,V is nonnegative on C ∞ 0 (Ω) if and only if λ 0 (P ) ≥ 0. Let K ⋐ Ω (i.e. K is relatively compact in Ω). Recall [1, 16] that u ∈ C P (Ω \ K) is said to be a positive solution of the operator P of minimal growth in a neighborhood of infinity in Ω, if for any K ⋐ K 1 ⋐ Ω, with a smooth boundary, and any v ∈ C P (Ω\K 1 )∩C((Ω\K 1 )∪∂K 1 ), the inequality u ≤ v on ∂K 1 implies that u ≤ v in Ω \ K 1 . A positive solution u ∈ C P (Ω) which has minimal growth in a neighborhood of infinity in Ω is called a ground state of P in Ω.
The operator P is said to be critical in Ω, if P admits a ground state in Ω. The operator P is called subcritical in Ω, if
It is known that the operator P is critical in Ω if and only if the equation P u = 0 in Ω admits (up to a multiplicative constant) a unique positive supersolution. In particular, in the critical case we have dim C P (Ω) = 1 (see for example [13, 16] and the references therein).
On the other hand, P is subcritical in Ω, if and only if P admits a positive minimal Green function G Ω P (x, y) in Ω. For each y ∈ Ω, the function G
is a positive solution of the equation P u = 0 in Ω \ {y} that has minimal growth in a neighborhood of infinity in Ω and has a (suitably normalized) nonremovable singularity at y (see for example [13, 16] and the references therein).
The following problem was posed by B. Simon in [17, 18] .
. Does the existence of a positive bounded solution to the equation
Clearly, the answer to Problem 1.1 is 'no' for d ≥ 3. Partial results concerning Problem 1.1 for d = 1, 2 were obtained under the assumption that V is a short-range potential (see for example, [9, 11, 13] ). In a recent article Damanik, Killip, and Simon proved a result which reveals a complete answer to Problem 1.1. Indeed, for d = 1, 2, it is shown in [7] that if the equation H V u = 0 admits a positive bounded solution, then any W ∈ L 2 loc (R d ) satisfying H V ±W ≥ 0 is necessarily the zero potential. But this property holds if and only if H V is critical (see [13] ).
In [5] , Berestycki, Caffarelli, and Nirenberg raised the following related question. The following result is proved in [5, 10, 3] . In fact, Ghoussoub and Gui [10] used this Liouville-type theorem for d = 2 [5] , to prove De Giorgi's Conjecture in R 2 . The propose of the present article is to generalize the sufficiency parts of Theorem 1.2 and Theorem 1.5 to general symmetric operators defined on an arbitrary domain Ω ⊆ R d , or on a noncompact Riemannian manifold. Our main result is as follows.
Consider two Schrödinger operators defined on Ω of the form
, and A j satisfy (1.1). Suppose that P 1 is critical in Ω, and let ϕ ∈ C P 1 (Ω) be its ground state. Assume further that λ 0 (P 0 ) ≥ 0, and there exists ψ 0 such that P 0 ψ = 0 in Ω, and
where C > 0 is a positive constant. Then the operator P 0 is critical in Ω, and ψ is its ground state. In particular, dim C P 0 (Ω) = 1 and λ 0 (P 0 ) = 0. Corollary 1.7. Suppose that all the assumptions of Theorem 1.6 are satisfied except possibly the assumption that λ 0 (P o ) ≥ 0. Assume further that ψ changes its sign in Ω, then λ 0 (P o ) < 0. Theorem 1.6 implies in particular the sufficiency parts of Theorem 1.2 and Theorem 1.5. Note that in contrast to the assumptions of Theorem 1.5, we assume in Theorem 1.6 neither that the functions V j are bounded and smooth, nor that the matrix valued functions A j are smooth.
The outline of the paper is as follows. In Section 2, we present some results from [14] that will be used in the proof of Theorem 1.6. Section 3 is devoted to the proof of Theorem 1.6 and its consequences. We conclude the paper in Section 4, where we pose two open problems suggested by the results of the present paper.
Preliminary results
We say that a positive function ϕ is a null state for the nonnegative quadratic form a A,V , if there exists a null sequence {u k } for the form a A,V such that
Remark 2.2. The requirements that u k ⊂ C ∞ 0 (Ω), can clearly be weakened by assuming only that {u k } ⊂ C 1 0 (Ω). Also, the requirement that
The following auxiliary lemma is well known (see, e.g. [6, 12, 14] ). Proof. Follows from elementary calculation.
The following theorem was recently proved by K. Tintarev and the author [14] (see also [15] ). (Ω) to cϕ, where ϕ is a ground state of the operator P and c is a nonzero constant.
Moreover, there exists a null sequence that converges to ϕ locally uniformly in Ω \ {x 0 }, where x 0 is some point in Ω.
Proof of Theorem 1.6
In this section we prove Theorem 1.6 and some consequences. 
Therefore, {ψw k } is a null sequence for P 0 . By Theorem 2.4, P 0 is critical in Ω and ψ is its ground state.
Remark 3.1. Suppose that P j are two nonnegative symmetric operators which are defined on a noncompact Riemannian manifold M of dimension d, where j = 0, 1. Since Lemma 2.3 holds true also in this case (see [12] ), it follows that Theorem 2.4 is valid on Riemannian manifolds, which in turn implies that Theorem 1.6 holds true also in this case.
Recall that a Riemannian manifold M is called recurrent if the LaplaceBeltrami operator on M is critical (see [16] ). Therefore, we have in particular, the following generalization of Theorem 1.2 and Theorem 1.5. In particular,λ 0 (H V ) = 0, the space of all bounded solutions of the equation
Theorem 1.6 can be considered as a sufficient condition for the removability of singularity at infinity in Ω or as a Phragmén-Lindelöf type principle. A positive solution of (1.3) is called singular at infinity if it does not have minimal growth in a neighborhood of infinity in Ω. Accordingly, Theorem 1.6 implies that the behavior of a positive solution of minimal growth in a neighborhood of infinity in Ω of an equation of the form (1.6), dictates some 'growth' on all positive singular at infinity solutions of any equation of the form (1.6). More precisely, we have the following result.
Corollary 3.3. Suppose that for j = 0, 1 the operators P j are of the form (1.6), and A j satisfy (1.1). Let u 1 be a positive solution of the equation P 1 u = 0 of minimal growth in a neighborhood of infinity in Ω, and let u 0 be a positive solution of the equation Then for j = 0, 1, u j ∈ C P j (Ω), where the operators P j are of the form (1.6) and satisfy P j | Ω\K 2 = P j for some K 2 ⋐ Ω. Since u 1 (and hence also u 1 ) is a positive solution of the equation P 1 u = 0 of minimal growth in a neighborhood of infinity in Ω, it follows that u 1 is a ground state of the critical operator P 1 in Ω. Therefore, Theorem 1.6 implies that u 0 is a ground state of the critical operator P 0 in Ω. Hence, u 0 is a positive solution of the equation P 0 u = 0 of minimal growth in a neighborhood of infinity in Ω. Problem 4.1. Generalize Theorem 1.6 to the class of nonsymmetric secondorder linear elliptic operators with real coefficients which have the same (or even comparable) principal parts, or at least to the subclass of operators which differ only by their zero-order terms.
Remarks 4.2. 1. Clearly, the condition (1.7) which involves the squares of the corresponding solutions of the symmetric operators P j , for j = 0, 1, should be replaced in the nonsymmetric case by a condition which involves products of the form u j u * j , where u j (resp. u * j ) are the corresponding solutions of the operators P j (resp. of the formal adjoint operators P * J ) for j = 0, 1. Moreover, it is shown in [2] that such a positive solution does not always exist for general nonsymmetric operators. This result indicates that the answer to Problem 4.1 in the nonsymmetric case might be more involved.
The second problem that we pose deals with Liouville-type theorems for the p-Laplacian with a potential term. Let Ω be a domain in R d , d ≥ 2, and 1 < p < ∞. Fix V ∈ L ∞ loc (Ω). Recently the criticality theory for linear equations was extended in [15] In particular, Theorem 2.4 was proved also for such equations. Therefore, it is natural to pose the following problem. 
