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Abstract— For identification of change information in image
sequences, most studies focus on change detection in one image
sequence, while few studies have considered the change level
comparison between two different image sequences. Moreover,
most studies require the detection of image information in
details, for example, object detection. Based on Uncertainty
Coefficient(UC), this paper proposes an innovative method
“CCUC” for change comparison between two image sequences.
The proposed method is computationally efficient and sim-
ple to implement. The change comparison stems from video
monitoring system. The limited number of provided screens
and a large number of monitoring cameras require the videos
or image sequences ordered by change level. We demonstrate
this new method by applying it on two publicly available
image sequences. The results are able to show the method can
distinguish the different change level for sequences.
Key words: Change Comparison, Change Detection, Image
Sequence, Uncertainty Coefficient
I. INTRODUCTION
Change detection(CD) is a widely discussed topic in
sequence analysis. Tremendous efforts have been devoted
to detect the change in one sequence. A leading example
focuses on the detection of abrupt change in a sequence
of images with the same background under the order of
time. The goal is to detect the set of pixels where there is
difference between the last image and the previous images
in the sequence. That is to say, we detect where the change
happens. The corresponding tools for this kind of task have
many applications, for example, remote sensing. Mainly
driven by the need in remote sensing, many algorithms have
been proposed since 1980’s, such as [1], [2]. Furthermore,
applications of change detection include video surveillance
[3]–[5], medical diagnosis and treatment [6]–[10], civil in-
frastructure [11], [12], under-water sensing [13]–[15], and
driver assistance systems [16], [17]. In spite of different
domains of application, the main task is to detect change
in an image sequence with time order. There are many core
algorithms which are ready to solve these tasks. Besides the
methods applied in the above studies, we also referred to
[18]–[20] for other methods in change detection.
In this paper, stemming from video monitoring system,
we define and consider the change level comparison prob-
lem between two image sequences. In video monitoring
system, people often deal with video surveillance, [3]–[5]
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to detect change in videos. Here, we consider a daily task
for video monitoring system, especially for system with
limited resources. At most time, the video monitoring system
with plenty of cameras is observed by limited number of
screens, and the channels are changed from time to time
randomly. However, the randomness may make the scenes
with abrupt change ignored. The motivation of the paper is
to provide a relative ranking for the change levels of different
image sequences. Based on plenty of algorithms for change
detection, it is easy to solve this problem with all the change
detected, which may cost too much computation. And the
efficiency is low with so many unnecessary details included.
In [21], Viola and Wells III noted that using Mutual Infor-
mation to detect the alignment between reference and target
images required no exact position or posture detection. The
larger the Mutual Information for the alignment is, the better
the match is. This entropy based method largely reduces the
computation for detecting pixel details of an image. Mutual
Information is a measure of image matching that does not
require the signals to be identical in the two images. Instead,
it is a measure of how well the signal can be predicted
in the second image, given the signal intensity in the first
one. Invoked by [21] and [22], the Mutual Information and
Uncertainty Coefficient are used in this paper to formulate
method for change comparison. Considering the multiple
comparison can be simplified as binary comparison, this
task is simplified as the change level comparison between
two image sequences. In this study, we compare two images
based on their pixel intensity. The change level is based on
adjacent images. Then, we formulate the “CCUC” method,
which means Change Comparison method for image se-
quences based on Uncertainty Coefficient.
The rest of the paper is organized as follows. Section
2 states the change comparison problem. The definition of
change level and the solution applying Uncertainty Coeffi-
cient(UC) is formulated in Section 3. The paper is concluded
and discussed in Section 4.
II. PROBLEM FORMULATION
A. Problem Statement
Assume there is an image sequence including N images
that are taken at different times with the same scene. These
images can contain any kind of scenes and any kind of
activities. They are measured in pixel intensity. When consid-
ering two adjacent images in the same sequence, the spatial
coordinates of the pixel locations in the two images may be
different from each other. For example, object movement,
texture defect, a slight shift of the background scene, or even
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the change of background brightness can result in different
spatial coordinates. In this study, we assume the background
is closely correlated while the object is independent of the
change component.
Previous researches are interested in determining which
position in the two correlated images is different to detect the
change. In this study, we consider the requirement of video
monitoring system. Thousands of monitoring cameras are
available to determine whether there are emergent situations.
However, only limited number of screens can be observed
simultaneously. We would like to observe the specific mon-
itoring camera that records more movement or other types
of change. Therefore, priority or ranking should be offered
to this monitoring system. If the solution to the change
detection problem is applied to detect the exact objects, their
edges, and their movement to analyze the possible change in
the sequence, there is no doubt that it will work for change
comparison. Here, we consider how to solve the problem
without knowing the details of the images. For example, we
do not know what kind of objects are in them. In this study,
we denote the N images in the sequence as a time series
and each image as a random variable. Each random variable
has a distribution. In this paper, we formulate the method
“CCUC”” to solve the change comparison problem.
III. PROBLEM SOLUTION
A. Uncertainty Coefficient
The entropy concept was firstly defined in [22] in 1948,
which was the fundament of information theory. To make
things simple, the entropy related definitions are all formu-
lated in discrete situation. The entropy of random variable
X is defined in Eq. 1.
H(X) = −
∑
x∈X
p(x) log p(x), (1)
where X represents the set of values of random variable X .
And the Mutual Information was used further in [23]. The
Mutual Information of two random variables is the sum of the
entropy of one random variable and the conditional entropy
of this one based on the other. It can also be defined as the
sum of their entropies minus joint one. The joint entropy,
conditional entropy and Mutual Information are formulated
in Eq. 2, Eq. 3 and Eq. 4 separately.
H(X,Y ) = −
∑
x∈X ,y∈Y
p(x, y) log p(x, y), (2)
H(Y |X) =
∑
x∈X ,y∈Y
p(x, y) log
p(x)
p(x, y)
= H(X,Y )−H(X),
(3)
where X , Y represent the set of values of random variables
X and Y separately.
I(X;Y ) =
∑
y∈Y
∑
x∈X
p(x, y) log
(
p(x, y)
p(x) p(y)
)
= H(X) + H(Y )−H(X,Y )
= H(X)−H(X|Y ).
(4)
In order to use the relative value of Mutual Information,
Uncertainty Coefficient(UC) is applied here. Uncertainty Co-
efficient(UC) was proposed based on the concept of entropy,
in [18], [24], [25]. The Uncertainty Coefficient is defined in
Eq. 5.
U(X|Y ) = I(X;Y )
H(X)
, (5)
where I(X;Y ) and H(X) are defined in Eq. 4 and Eq. 1
separately.
B. Review of Mutual Information for Image Alignment
Viola and Wells III used the Mutual Information for Image
Alignment in [21]. The main advantage of applying entropy
based methods is the exact information in the image can be
ignored. The image based on its pixel intensity is regarded
as a kind of distribution. Thus, its entropy and Mutual
Information is easy to calculate by Eq. 1 and Eq. 4 .
In fact, Mutual Information is used for detecting the best
alignment between a constructed model and real image data,
or between a predicted image and real image data. The best
projection is formulated as Tˆ = argmaxT I(u(x); v(T (x))),
where u represents the model; the intensity of the model
at point x is denoted as u(x); v represents the image; T
represents the transformation from the model to the im-
age.Transformation means a mapping from a specific point of
the model to a coordinate point on the image. Thus, v(T(x))
denotes that, begin with x on the model, transform x to
the image T(x), and then determine the intensity of T(x).
By finding a transformation T from the model to image to
maximize the Mutual Information between u(x) and v(T(x)),
we determine the alignment between them.
In [26], Penner asserted that the Mutual Information can
be used not only in the alignment between the model and
image but also between two images. We use the following
two images in Fig. 1 to show how the Mutual Information
represents the alignment between images.
Image A and B are from GIF1 and have the same back-
ground, which satisfies the basic assumption of the proposed
problem. To reduce the computational effort, we reduce the
size of the images to one fifth of the size of the original
ones. Considering the image as a distribution based on the
pixel intensity, we compute the Mutual Information between
Image A and B. The Mutual Information between Image B
and itself is also calculated, which is regarded as reference
for perfect alignment. The results are listed in Table I.
(a) Image A (b) Image B
Fig. 1: GIF1
TABLE I: Mutual Information for Fig. 1
Between A and B Between B and B
Mutual
Information 11.9522 11.9883
The similarity between the two Mutual Information results
is attributed to the similar background of them. The results
show that the alignment between A and B is worse than the
alignment between B and itself, which matches the original
setting.
C. Uncertainty Coefficient for Change Detection in One
Image Sequence
After dealing with two images, we focus on how to
determine the most abrupt change in an image sequence. We
apply the Uncertainty Coefficient(UC) between two images
as a criterion for image alignment in a sequence. We need
to notice the UC for two adjacent images is defined as:
U(previous one | later one). Based on the definition of UC
in Eq. 5, the Uncertainty Coefficient can be regraded as
normalized entropy. In one sequence, considering the UCs
between each two adjacent images, a series of UCs will be
obtained. When using Mutual Information as a criterion for
alignment, if the minimum point of the Mutual Information
series is defined, it may be affected by the entropy of the two
adjacent images, which is not very convincing for finding the
point of abrupt change and not comparable among different
sequences. That is why we use Uncertainty Coefficient
instead of Mutual Information for image sequences.
Thus, the definition of the most abrupt change point Target
and the minimum of UCs Target Value in the image sequence
are defined as follows:
Target = arg min
t,t+1∈T
U(Jt|Jt+1)
= arg min
t,t+1∈T
I(Jt; Jt+1)/H(Jt)
(6)
where T represents the set of indexes for the image
sequence with time series. We aim to obtain ‘t’, ‘t+1’,
between which the most abrupt change occurs. We call the
value mint,t+1∈T U(Jt|Jt+1) Target Value of Sequence T and
refer to ‘t’ as Target. GIF1 is used to show the results, and
Image A and B are the first and last images of GIF1. The
Uncertainty Coefficients of GIF1 are plotted in Fig. 2.
Reciprocal 
of UC
Fig. 2: Uncertainty Coefficient of GIF1
where the y-axis is the reciprocal of UC. The larger the
reciprocal is, the smaller the UC is. The highest point in
Fig. 2 is the target we define in Eq. 6. GIF1 shows a kid
has a ride on a swing in the first half. In the second half, he
accidentally drops himself to the ground. After we check, the
red vertical line in Fig. 2 is exactly the boundary between
swing activities and activities on the ground. It is clear to
observe the movement on a swing is faster than the one on
the ground. It is reasonable the UCs in the first half is smaller
than the ones in the second half(The reciprocal of UC is the
opposite). Thus, Uncertainty Coefficient is quite applicable
for finding the most abrupt change in an image sequence.
D. Uncertainty Coefficient for Comparison between Two
Image Sequences
In this section, we focus on how to compare the change
level between two sequences. The Change Comparison
method for image sequences based on Uncertainty
Coefficient (CCUC) is proposed. The Uncertainty Coeffi-
cient(UC) between two adjacent images is applied as a
criterion for image alignment in an image sequence. We use
the definition of target and target value in Eq. 6 to obtain the
sequence with more abrupt change. By comparing the target
value of two image sequences, the sequence with smaller
target value is defined as the sequence with more abrupt
change in Eq. 7.
Tˆ = arg min
T1,T2
[ min
t,t+1∈T
U(Jt|Jt+1)], (7)
where Tˆ is the sequence with more abrupt change, T1
and T2 are two image sequences we used to compare.
Intuitively, the Uncertainty Coefficient can show the relative
change between two adjacent images compared with Mutual
Information. Since UC is normalized entropy, UCs from
different image sequences are comparable, for example, UC
of the first two images in sequence A and UC of the last two
images in sequence B. Thus, we use target value to obtain the
comparison between two image sequences and determine the
one with more abrupt change. Experiments are carried out
and GIF1 and GIF2 are used. GIF2 includes only two images
referred to as Images C and D in Fig. 3 and it is chosen to
have almost no change compared with GIF1. Since there are
only two images in GIF2, it is easy to obtain the target value.
The reciprocals of target values for GIF1 and GIF2 are list
in Table II.
(a) Image C (b) Image D
Fig. 3: GIF2
In Table II, the target value of GIF1 is smaller than the
one of GIF2, which is consistent with the GIFs we choose.
TABLE II: Uncertainty Coefficient for GIF1 and GIF2
GIF1 GIF2
Target Value
(reciprocal) 8.09 3.16
Thus, based on the Target Values of different sequences,
the sequence with more abrupt change can be obtained. The
original purpose of our paper is to provide a reference for
video monitoring system. Here, in this paper, we have pro-
posed a simple tool to provide relative ranking for different
image sequences. The purpose has been achieved by the
“CCUC” method with easy computation and its availability.
IV. CONCLUSION
This paper focuses on the problem faced by video mon-
itoring system. Because of limited resources, the change
levels of different image sequences should be compared.
We formulate the change comparison problem and define
how to determine the change level. Uncertainty Coefficient
is used to obtain the position in one image sequence where
the most abrupt is. Also it is applied to compare two image
sequences to obtain the one with more abrupt change. The
experiments have shown the CCUC method applicable and
computationally efficient. Thus, CCUC is quite suitable to
provide a ranking in video monitoring system.
There are several points in our work can be improved
further. Firstly, to our best knowledge, since most studies
focus on the change detection instead of change comparison,
there are few researches considering the change comparison
between different image sequences. We cannot find enough
methods to compare the power of our new method to. We
show that our method is applicable, but we cannot say
our new method is better without comparison. Secondly,
in order to reduce computation complexity, we do not use
complex methods such as neural network, hidden markov
model. The use of more complex methods may improve the
performance of comparison, but the computation may be not
as simple as CUCC. Thirdly, we define the usage of Uncer-
tainty Coefficient as U(previous one | later one), the relative
position of previous image and later image will somewhat
influence the performance of comparison. Further, intuitively,
I(previous; later)/
√
H(previous)H(later) may also im-
prove the performance of comparison.
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