In observational studies of treatment effects, matched samples are created so treated and control groups are similar in terms of observable covariates. Traditionally such matched samples consist of matched pairs. If a pair match fails to make treated and control units sufficiently comparable, alternative forms of matching may be necessary. One general strategy to improve balance is to match a variable number of control units to each treated unit. A more tailored strategy is to adopt a fine balance constraint. Under a fine balance constraint, a nominal covariate is exactly balanced, but it does not require individually matched treated and control subjects for this variable. In the example, we seek to construct a matched sample for an ongoing evaluation of Peer Health Exchange, an intervention in schools designed to decrease risky health behaviors among youth. We find that an optimal pair match that minimizes distances between pairs creates a matched sample where balance is poor. Here we propose a method to allow for fine balance constraints when each treated unit is matched to a variable number of control units, which is not currently possible using existing matching algorithms. Our approach uses the entire number to first determine the optimal number of controls for each treated unit. For each strata of matched treated units, we can then apply a fine balance constraint. We then demonstrate that a matched sample for the evaluation of the Peer Health Exchange based on a variable number of controls and fine balance constraint is superior to simply using a variable-ratio match.
Introduction

A Motivating Example: Peer Health Exchange
Many under-resourced high schools lack any curriculum on health education. Health education courses cover such topics as sexual health, substance abuse, and instruction on nutrition and physical fitness. Peer Health Exchange (PHE) is a nonprofit organization established in 2003 that seeks to provide health education in underprivileged high schools that lack such a curriculum (Sloane and Zimmer 1993; White et al. 2009 ). Instead of providing curricular materials to schools, the PHE relies on a specific model of health education. Schools that partner with PHE offer health education through the use of trained college student volunteers. College student volunteers serve as peer health educators for high or middle school students. Using peer educators to address sensitive topics such as sexual health is thought to allow for a stronger connection between the students and educators. The PHE model is designed to modify student behaviors and attitudes in the areas of substance abuse (use of alcohol, tobacco, and illicit drugs), sexual health (use of contraception, pregnancy, sexual health risks), and mental health. The effectiveness of the PHE model has not been rigorously tested. Early research has shown that peer health educators can be more effective than community health nurses (Dunn et al. 1998; Forrest et al. 2002) . A review of extant research by Kim and Free (2008) found that peer-led sex education improved knowledge, attitudes, and intentions, but actual sexual health outcomes were not improved.
As part of a larger multiphase study to evaluate the effectiveness of the PHE model, schools in a large Midwestern city were recruited to implement the PHE model. At the same time a set of comparison schools were selected via a pairwise Mahalanobis match and recruited into the study.
Schools were matched on enrollment, percentage of students that were English language learners, percentage of students receiving special education services, the percentage of students eligible to participate in the free or reduced price lunch program, the percentage of African American students, the percentage of Latino students, the average school score on a state standardized test of English and language achievement, and the average school score on a state standardized test of mathematics achievement. Within these schools, students completed a battery of survey items on health behaviors before the PHE curriculum was implemented in the treated schools.
The PHE curriculum was implemented in the treated schools during the Spring semester of 2014. Students then received a follow up survey at the end of the school year. The follow-up survey was composed of the same battery of items on health behaviors administered at baseline.
These measures serve as outcomes in the PHE evaluation. In total 121 students completed the PHE curriculum. From the control schools, a pool of 357 students were available as controls.
Hereafter, we interchangeably refer to treated students as "PHE" students.
An Initial Pair Match
Even though the schools that did not receive the PHE curriculum were similar to those schools that did, the study design also called for matching students at the individual level. The studentlevel match was included since differing outcomes among students may reflect initial differences in student-level covariates between the treated and control groups rather than treatment effects (Cochran and Chambers 1965; Rubin 1974) . Pretreatment differences or selection biases amongst subjects come in two forms: those that have been accurately measured, which are overt biases, and those that are unmeasured but are suspected to exist which are hidden biases. Matching methods are frequently used to remove overt biases. Matched samples are constructed by finding close matches to balance pretreatment covariates (Rosenbaum and Rubin 1983) . Ideally, such matches are constructed using an optimization algorithm (Rosenbaum 1989; Ming and Rosenbaum 2000; Hansen 2004; Zubizarreta 2012) .
In all, 21 covariates were available describing student demographics and behaviors in four healthrelated subject areas. In the appendix, we report means for the treated and control groups, standardized differences in means (difference in means divided by the pooled standard deviation between groups before matching), and the p-value for the difference in means before any student level matching was implemented. Before matching, the PHE students were much more likely to be African American, less likely to be female, and more likely to be eligible for the free or reduced price lunch program. The measure of eligibility for the free lunch program is a key covariate as it is the sole indicator of socio-economic status for the students in the study, and it is substantially imbalanced with a standardized difference of 0.616 in the unmatched data. PHE students were also more likely to have a higher incidence of drug use and sexual activity. After the pair match, 15 covariates had imbalances of greater than 0.10 as measured by the standardized difference.
We found that 10 covariates also had imbalances that were statistically significant at the 0.05 level or below. The left panel of Figure 1 contains a box plot of the estimated propensity score for the both the treated and control groups. The distribution of the propensity scores for the treated students is shifted much higher than the distribution of propensity scores for student in the comparison group. To reduce overt bias due to these imbalances, we first implemented a pair match. For this match, we sought to minimize distances based on a rank-based Mahalanobis distance metric. We also applied a caliper to the estimated propensity score through a penalty function. We set the caliper to be 0.5 times the standard deviation of the estimated propensity score. See Rosenbaum (2010, ch 8) for an overview of both the distance metric and calipers enforced via penalties. We implemented this match using the pairmatch function in Hansen's (2007) optmatch library in R.
For a number of measures, survey responses were missing. To understand, whether this pattern of missingness differed across the treated and control groups, we use a method recommended by Rosenbaum (2010) . Under this procedure, we imputed missing values using the mean for that covariate, but we then created a separate indicator for whether the value was missing. We then checked balance on these measures of missingness to understand whether the patterns of missingness were imbalanced across treated and control groups.
The results from this match are contained in Table 1 and the right-hand panel of Figure 1 which contains box plots of the estimated propensity scores for the treated and control groups. The results from the pair match were less than satisfactory. Although the pair match is an improvement over the unmatched sample, a number of significant imbalances remained. Of the 21 covariates, 11 still had imbalances in which the standardized difference exceeded 0.10. Within the indicators for missing values, two still displayed imbalances of standardized differences greater than 0.10, and two more were nearly 0.10. A general rule of thumb is produce standardized differences of less than 0.20 and preferably 0.10 (Rosenbaum 2010). Might a better match be possible?
Alternatives to a Pair Match
When pair matching is unsatisfactory, many alternative matching methods exist. Broadly one can attempt to improve balance generally or by targeting specific covariates. Two alternatives to a pair match that may reduce overt bias generally are full matching and matching with variable ratios of control units. A full match is the most general form of optimal matching (Rosenbaum 1991; Hansen 2004; Rosenbaum 2010) . Under full matching, we create matched sets in which each matched set has either 1 treated unit and a variable number of controls or 1 control unit with a variable number of treated units. A second alternative to pair matching is to match each treated unit with a variable number of control units. Given that the ratio of treated to control students is approximately 1:3 in the PHE evaluation data, matching with a variable (Rosenbaum et al. 2007 ). Fine balance is not always possible, when this occurs near-fine balance is one alternative (Yang et al. 2012) . Matches with fine and near-fine balance constraints can be computed for a fixed-ratio match via an augmentation of the distance matrix. Although we can improve balance on discrete covariates by requiring exact matches, exact matching tends to reduce the number of possible matches making it more difficult to improve balance on other covariates.
Given the failure of the pair match and the ratio of treated to control units in the PHE evaluation data, one natural design for the PHE evaluation would be to implement a match with a variable treatment:control ratio and use fine or near-fine balance to remove any residual imbalances.
However, no algorithms currently exist that would allow us to use fine balance when matching with a variable number of controls. Below we develop a new algorithm that minimizes total distance among treated and control units via a variable-ratio match, but also allows for fine or near-fine balance constraints.
Outline
The article is organized as follows. Section 2 develops notation and reviews variable-ratio matching and fine balance in greater detail. In particular, we introduce the entire number, a form of designbased variable-ratio matching that will make incorporation of fine balance constraints possible (Yoon 2009 ). In Section 3 we detail the proposed algorithm. We first build intuition in Section 3.1 and then describe the general procedure in Section 3.2. Next, we demonstrate the use of our method with the PHE evaluation data in Section 4. We then compare this match to two more conventional matches in Section 4.1. Section 5 concludes.
Review and Definitions of Variable-Ratio Matching, the Entire Number, and Fine Balance
In the last section, we observed that a pair match was insufficient to remove overt bias in the data on the effectiveness of the PHE intervention. One alternative form of matching is variable-ratio matching. Next, we review variable-ratio matching via the "entire number."
Review: Variable-Ratio Matching and the Entire Number
To fix the concept of a variable-ratio match, we first define some notation. A match consists of i = 1, . . . , I matched sets. Each matched set i may contain at least n i > 2 subjects indexed by within each matched set, and k i is allowed to vary from matched set to matched set. For each set i, we may also require each treated student to be matched to at least α ≥ 1 and at most
If α = β = 1, the matched set is a pair match. If we set β = 3 and α = 1 each treated unit may be matched to 1,2 or 3 controls. Often we place an upper limit on β since large matched sets reduce efficiency (Hansen 2004) . In general there is little to gain from β = 10 and generally β = 5 is sufficient. See Ming and Rosenbaum (2000) for a more detailed discussion of the gains from larger matched sets. Under variable-ratio matching, the size of n i is permitted to vary with i, and we wish to select the size of each k i to minimize a distance criterion. Ming and Rosenbaum (2001) presented one algorithm to optimally select the size of each matched set. One alternative to their algorithm is the entire number (Yoon 2009 ).
Next, we review the entire number and how it may be used to select optimal k i values.
We define x as a matrix of covariates that are thought to be predictive of treatment status, and
as the conditional probability of exposure to treatment given observed covariates x. The quantity e(x) is generally known as the propensity score (Rosenbaum and Rubin 1983) . The entire number ν(x) is equal to the inverse odds of e(x), i.e. ν(x) =
1−e(x) e(x)
.
It can be used to select optimal values for k i . Define x t as covariate values for treated students, and ν(x t ) is the entire number for treated unit t. The entire number represents the average number of controls that are available for matching to a treated subject with covariate value x t (Yoon 2009 ). There is an intuitive explanation for why the entire number represents the average number of controls available. If e(x t ) = 1/4, treated unit t should be matched to
controls. That is, given covariate value x t the expected number of controls with the same x is equal to ν(x) or the inverse odds of the propensity score.
To use the entire number within the context of matching, we use the following procedure.
Supposeν(x t ) is a non-integer; let ν(x t ) denote the first integer immediately belowν(x t ) (the floor) and ν(x t ) denote the first integer immediately above (the ceiling). For treated subject t with estimated propensity scoreê(x t ) and estimated entire numberν(
, k i = max{1, min( ν(x t ) , β)}, so that each treated subject was matched to at least one but at most β controls; in between, the k i is determined by ν(x t ) . Yoon (2009) showed that a variable-ratio match based on the entire number is optimal in that it will always remove at least as much bias as a pair match and possibly more. One key advantage of using a variable-ratio match based on the entire number is that it will allow us to include both fine and near-fine balance constraints, while the algorithm developed by Ming and Rosenbaum (2001) will not.
Review: Fine and Near-Fine Balance
Fine and near-fine balance are constraints on an optimal match that force a nominal covariate to be exactly or nearly exactly balanced (Rosenbaum et al. 2007; Yang et al. 2012) . The match can then focus on the balance of other covariates with the knowledge that this nominal variable will be balanced. We provide a brief review of fine balance and then discuss how near-fine balance may deviate from fine balance. forces exact balance at all levels of the nominal variable but places no restriction on individual matched pairs-any one treated subject can be matched to any one control.
Fine balance is not always possible. Under near-fine balance, the algorithm comes as close to as fine balance possible (Yang et al. 2012) . Yang et al. (2012) showed that matches with fine and near-fine balance constraints can be computed by running the assignment algorithm with an augmented distance matrix. In general, fine and near-fine balance is often used to balance a nominal variable with many levels, a rare binary variable or the interaction of several nominal variables. In the PHE study, there are a large number of nominal covariates where fine balance may address imbalances. While we could require exact matches on these nominal covariates, exact matching tends to restrict the possible matches on other covariates. With fine or near-fine balance, we achieve near or near exact balance on the covariate but we do not place any restriction on individual matches.
Variable-Ratio Matching with Fine and Near-Fine Balance
As we highlighted above, variable-ratio matching will often produce substantial gains in bias reduction over pair matching. Fine and near-fine balance constraints are often useful for balancing the distributions of discrete covariates. One can easily imagine that in the PHE data, it may be desirable to use fine or near-fine balance constraints in combination with variable-ratio matching.
However, fine balance is difficult to define and implement within the framework of the typical algorithm used for variable-ratio matching. Ming and Rosenbaum (2001) presented an optimal variable-ratio matching algorithm based on a network optimization. When analyzing a variableratio match, weights of some kind must be used. The usual practice is to weight each of the strata (containing one treated unit apiece) so that controls in matched sets with many controls receive low weight and those in matched sets with few controls receive high weight (Rosenbaum 2010 ).
This varied weighting of control observations is used since a balancing algorithm that treats all controls equally may not produce a covariate distribution similar to the treated population in the re-weighted control population actually used for analysis.
In commonly-used network algorithms for variable-ratio matching, the control ratio for each treated unit is not known in advance but is determined from the data as the match is computed, so the weights for each control unit are not known a priori. Network formulations for matching with fine balance, however, require all controls in a given matching problem to be weighted equally and depend on a priori knowledge of the values for these equal weights. In order to conduct variable-ratio matching with fine balance, we need an algorithm that defines control ratios for each treated unit in advance so match within groups in which controls have equal, known weights. The entire number provides a principled and asymptotically optimal way to stratify the population into groups with fixed control-to-treated-unit ratios before matching, and is therefore a natural component of a fine balance algorithm for variable-ratio matching.
A Small Example
Consider the following example, in which there are 25 students, 8 of whom received treatment.
The students have entire numbers ranging from 1 to 3, and 12 of them have used drugs in the past 30 days. The goal is to implement a variable-ratio match based on the entire number and enforce a fine balance constraint on the indicator for past drug use. Table 2 summarizes the data. In addition to the covariates shown in Table 2 , we have pairwise distances between treated and control units with the same entire number (perhaps derived from other covariates not provided in the table). The three distance matrices in Table 3 summarize these distances within the three entire number strata. To conduct variable-ratio matching based on the entire number, we perform an optimal match within each of the three entire number strata. In strata 1,
we perform an optimal pair match, within strata 2 we perform an optimal 1:2 match, and within strata 3 we perform an optimal 1:3 match.
The left hand side of Table 3 summaries such a match. Within strata 1, we match t 1 to c 5 , t 2 to c 1 , t 3 to c 3 , and t 4 to c 4 for a total distance of 4.8. In strata 2, we would match t 5 to c 7 and c 1 1, t 6 to c 1 0 and c 1 3, and t 7 to c 8 and c 9 . In strata 3, t 8 is matched to c 1 4, c 1 6, and c 1 7. This match produces a standardize difference of 0.16 for the measure of past drug use. To improve balance on past drug use, we impose a fine balance constraint. In strata 1, we select only two controls that indicate the use of drugs in the last thirty days, while the treated group contains 3 such units. To enforce the fine balance constraint, we now pair t 1 to c 6 and t 2 to c 5 . This increases the overall distance from 4.8 to 10.5, but contributes to a smaller distance on the indicator of past drug use. Within stratum 2, fine balance was achieved in the original entire number match since a single treated unit has an indication of drug use in the past thirty days. This means we that we require exactly two controls with the same status, and we selected exactly two, c 9 and c 13 . Notice that the entire number match with fine balance cannot balance drug use exactly in every stratum. In stratum 3, the treated unit t 8 is not a drug user, thus to achieve fine balance we need three controls that have not used drugs in the past thirty days. The optimal match selects c 14 , c 16 and c 17 as the three controls, two of which have used drugs in the past thirty days. While fine balance is not possible, we achieve near-fine balance by selection of c 15 instead of c 14 as one of the three controls. Thus under near-fine balance for drug use, the standard difference for this covariate drops to -0.08 from 0.16, which indicates a reduction in bias of 50%. 1  c6  0  1  1  c7  0  0  2  c8  0  0  2  c9  0  1  2  c10  0  0  2  t5  1  1  2  c11  0  1  2  c12  0  1  2  t6  1  0  2  t7  1  0  2  c13  0  0  2  c14  0  1  3  t8  1  0  3  c15  0  0  3  c16  0  1  3  c17  0  0  3 Table 3 1.2 9.6 2.1 3.9 0.9 7.0 1.7 1.2 9.6 2.1 3.9 0.9 7.0 1.7 t 6 7.8 8.8 3.7 3.7 6.7 6.9 2.0 7.8 8.8 3.7 3.7 6.7 6.9 2.0 t 7 10.0 0.8 3.9 4.0 9.4 9.1 3.9 10.0 0.8 3.9 4.0 9.4 9. 
A General Procedure
The general algorithm for variable-ratio matching with fine or near-fine balance constraints is as follows. Suppose we have a study with subjects j ∈ {1, . . . , N }, each receiving either a treatment or control. Suppose also that we have fit an estimated propensity score e(x) to the data and let e j be the estimated propensity to receive treatment for subject j.
1. Choose a positive integer K > 1 as the maximum number of controls that we will allow to be matched to a single treated subject.
Define
for k ∈ {2, . . . , K − 1} where applicable
These sets S k form a partition of the unit interval.
For each k ∈ {1, . . . , K}:
(a) Select all the study subjects with e j ∈ S k . For k ∈ {2, . . . , K − 1}, these are exactly the subjects with entire numbers in the interval [k, k + 1). For k = 1, these are the subjects with entire numbers in (0, 2), and for k = K they are the subjects with entire numbers in [K, ∞).
(b) Conduct 1 : k fixed-ratio matching with near-fine balance among the selected subjects.
Call the resulting match M k . Briefly stated, the procedure separates study subjects into strata based on their entire numbers and conducts fixed-ratio matching with near-fine balance within strata, using the appropriate treatment:control ratio suggested by the entire number.
Return
We also propose two refinements to variable-ratio matching based on the entire number. The first refinement is in response to finite sample constraints that may arise. As n −→ ∞ for fixed K, the properties of the entire number ensure that each stratum will have sufficient controls to conduct fixed ratio matching with the appropriate ratio. Within finite samples, however, it may be the case that within some strata there are not a sufficient number of controls to form the appropriate variable-ratio match. For example, whenê(x t ) = 1/5, units within that entire number strata should have four controls matched to each treated unit. Within a particular finite sample, we may find that within this entire number strata there are 4 treated units and 15 control units.
Thus given finite sample constraints, we do not have enough control units for all four treated units. When this situation arises, we can simply match to the highest ratio possible. Thus in this strata, we would perform a match with a fixed 1:3 ratio of treated to control units.
Next, we enhance entire number matching to deal with a lack of common support. A lack of common support occurs when there are neighborhoods of the covariate space where there are not sufficient numbers of treated and control units to make inferences about the treated. A lack of common support manifests itself in a specific way when matching with the entire number.
Whenê(x t ) ≥ 1/2, entire matching results in a single strata where all units are pair matched.
Within this strata, it may be the case that the number of treated units exceeds the number of control units due to a lack of common support. Matching based on the entire number makes a lack of common support readily transparent, since a pair match becomes impossible within this strata when the number of treated exceeds the number of controls. A lack of common support is endemic to the estimation of treatment effects with observational data and can arise for any estimator of causal effects (Crump et al. 2009; Rosenbaum 2012) .
When there is a lack of common support with entire matching, we can use extant methods to reduce the sample to the region of common support. Crump et al. (2009) recommend discarding all units with estimated propensity scores outside a specific range. In our context, this would amount to eliminating all treated units with propensity scores higher than the maximum propensity score among controls, as well as trimming all control units with propensity scores lower than the minimum propensity score among the treated units. We could also apply the method of Traskin and Small (2011) to identify and describe the population with insufficient common support in order to exclude individuals in a more interpretable manner. Alternatively, we could use a special case of optimal subset matching (Rosenbaum 2012) . Under this solution, we relabel the control units as treated units and allow for an optimal pair match given the fine balance constraints. This will discard the treated units that are least comparable to the controls. As such, the algorithm will discard treated units in an optimal manner, retaining the subset of treated units with the lowest overall covariate dissimilarity among the candidate subsets (subject to fine and near-fine balance constraints). Discarding treated units implies that we can only estimate the effect of a treatment on marginal students, that is, students who might or might not receive this treatment. Such a practice seems unobjectionable when the available data do not represent a natural population. This is true in the PHE evaluation, since only one cohort of students happened to be exposed to the intervention in the first year. As such, the study population is not representative of a larger population of students.
Implementation with the PHE Evaluation Data
We next use this new algorithm with the PHE evaluation data. The algorithm was implemented in R using functions from the finebalance library (Yang et al. 2012 ) and Hansen's (2007) optmatch library, both of which leverage the RELAX-IV algorithm as implemented in FORTRAN by Bertsekas (1981) ; see R Core Development Team (2014) for a discussion of R. In this match, we matched using near-fine balance within entire number strata. We used 5 entire number strata, with a maximum of K = 5 controls per treated unit (for a discussion of this choice of K see the third paragraph under section 4.1). For this match, we continued to minimize distances based on a rank-based Mahalanobis distance. We also maintained a caliper on the estimated propensity score through a penalty function with the caliper set to be 0.5 times the standard deviation of the estimated propensity score.
We experimented with several possible fine balance constraints (one of the advantages of matching is that the covariate adjustment step is separate from the testing step, so multiple matches can be examined without introducing multiple testing issues). In this process, we focused specifically on closely balancing the indicator for free or reduced price lunch eligibility, since it is the lone indicator for socio-economic status in the data set. One of the most effective constraints required near-fine balance on an interaction of drug use in the past 30 days and the indicator for eligibility in the free or reduced price lunch program. This interaction variable had four categories, one for those who had free lunch but no drug use, one for those with both free lunch and drug use, one for those with drug use but no free lunch, and one for subjects with neither. We also utilized both of our proposed refinements to matching based on the entire matching. For the stratum with K = 4, we reduced the match to a 1:1 match due to an insufficient number of control units.
The optimal subset procedure also discarded five treated units due to a lack of common support.
As such this match is based on a somewhat different sample than the pair match. However, the number of treated units excluded is small enough that it is still reasonable to compare the two matches. The match resulted in an effective sample size of 135 matched pairs, with 75 pair matches, 23 matches with a ratio of 1:2, 7 matches with a ratio of 1:3, and 11 matches with a ratio of 1:5.
1 Table 4 contains balance statistics for this match. As we noted in Section 1.2, a pair match produced results with a high number of imbalances. A combination of a fine balance constraint and variable-ratio matching is a substantial improvement over the pair match. For this match only 3 covariates have a standardized difference of 0.10 or greater with the largest value being 0.153. In the pair match, 13 covariates had standardized differences of 0.10 or greater with the largest being 0.35. Note that since we apply a near-fine balance constraint the distribution of the free lunch measure and the use of drugs in the past 30 days is not identical as it would be under a strict fine balance constraint.
In Figure 2 we consider one final comparison between the pair match and the match based on our proposed algorithm. For each match, we compare the two-sample p-values for all 35 covariates to the quantiles of the uniform distribution. For the pair match, the two-sample p-values fall below the line of equality which implies that these p-values are smaller than they would if from a randomized experiment. For the variable-ratio match with fine balance, the two-sample p-values tend to fall above the line of equality, which indicates the match produced greater balance than if we had assigned the students to treatment or control at random. Of course, randomization would also tend to balance unobserved covariates, which matching cannot do. The quantile-quantile plot compares the 35 two-sample p-values with the uniform distribution, with the line of equality. For the pair match the balance is worse than expected for a completely randomized experiment. For the variable-ratio match based on the entire number and a fine balance constraint the balance is better than from a randomized experiment. Balance on observed covariates does not imply balance on unobserved covariates. 
Comparison With Two Alternative Matches
We now compare the variable-ratio match with near-fine balance from above to two matches possible with existing algorithms. We denote these two more conventional matches α 1 and α 2 .
Both α 1 and α 2 are variable-ratio matches based on minimizing the rank-based Mahalanobis distances with a penalty function caliper on the propensity score. Neither has any fine or nearfine balance constraints. In α 1 , we implement variable-ratio matching using the entire number. In α 2 , we implement a variable-ratio match using the optmatch library (Hansen 2007 ). An optimal match with variable controls is also equivalent to solving a particular minimum-cost flow problem in a network (Rosenbaum 1989) . In the statistical package R, the fullmatch function in the optmatch library can be used to create an optimal match with a variable treatment:control ratio based on a distance.
These additional matches allow us to compare the match in Section 4 to two matches that that omit fine balance but use a variable treatment:control ratio. As we noted variable-ratio matching is a general strategy for reducing bias from imbalances, while fine balance is used to target specific nominal covariates. Specifically under this comparison, we can isolate whether variable-ratio matching reduces bias compared to the pair match in Section 1.2. Finally, we can observe a comparison between selecting the ratio of controls via the entire number as opposed to an algorithm based on the minimum cost flow approach.
First, we describe α 1 . Initially we used K = 10 as the maximum number of controls per treated.
However, this resulted in many small strata (4 of the 10 strata produced had fewer than 20 subjects total) in which match quality was often poor. For example, in the stratum with entire number 9 there were exactly 9 controls and one treated subject. This meant all the controls were included in the match, even though the treated subject had used drugs in the past 30 days and only one of the controls had. To avoid such imbalances we decided to reduce the value of K from 10 to 5. The resulting match used 13 fewer controls (202 total instead of 215) but had far fewer small strata and allowed better-quality matches on average within strata.
The α 1 match is a major improvement over the pair match. All of the standardized differences, shown in Table 5 , were smaller in magnitude than 0.2 and only five were larger than 0.1. In addition, the α 1 match used 76 more controls more than the pair match, which increased its effective sample size from 121 pairs to 134.5 pairs. With this match, we also removed 5 treated units due to a lack of common support. While the α 1 match is a clear improvement over the pair match, the fine balance constraints are useful. Adding the fine balance constraint both reduces the general magnitude of the standard differences and reduces the number of covariates with a standardized difference above 0.10 from 5 to 3. However, the differences between the pair match and a variable-ratio match underscore that such a match can substantially reduce overt bias due to covariate imbalance.
Next, we describe the α 2 match. The α 2 match used all 121 treated observations which produced an effective sample size of 160 pairs. That is, variable-ratio matching based on the fullmatch function does not remove observations when there is a lack of common support. Including the additional 5 treated units comes at a considerable cost in terms of balance. The α 2 match is only a modest improvement over the pair match. In the α 2 match, 13 covariates still have standardized differences above 0.10 just as in the pair match. However, in general the magnitude of these imbalances are smaller than in the pair match. The algorithm selected either matched pairs or matched sets with one treated and five controls. We then altered the α 2 match to allow for up to 10 controls for each treated unit. This matched produced a much wider variety of matched strata, and balance that is more comparable to the α 1 match. Generally, we see that to improve on the pair match and produce the results in Table 4 required three separate matching strategies.
First, we implemented a variable-ratio match using the entire number. We also enforced fine balance constraints and removed five observations that lacked common support. 
Summary
By using the entire number, one can construct a fine or near-finely balanced example with a variable treatment:control ratio. In the PHE example, we produce near-fine balance on an interaction of two nominal covariates while using a variable treatment:control ratio. The results from this design strategy removed substantially more bias than an optimal pair match. Additionally our results provide two general lessons. First, variable-ratio matching serves as a good general strategy to reduce bias, which confirms results in the literature (Ming and Rosenbaum 2000) .
Second, fine balance constraints serve a useful means of targeting remaining imbalances. Finally, the match based on the entire number is comparable and even superior to existing methods for optimal matching with variable numbers of controls. 
