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Abstract
It is proven that for any representation over a field of characteristic 0 of
the non-abelian semidirect product of a cyclic group of prime order p and
the group of order 3 the corresponding algebra of polynomial invariants
is generated by elements of degree at most p+ 2. We also determine the
exact degree bound for any separating system of the polynomial invariants
of any representation of this group in characteristic not dividing 3p.
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1 Introduction
A classical theorem of Noether asserts that the ring of polynomial invariants of
a finite group G is generated by its elements of degree at most |G|, provided
that the characteristic of the base field F does not divide |G| (this was proved
in [21] for char(F) = 0, and the result was extended more recently to non-
modular positive characteristic independently by Fleischmann [12] and Fogarty
[13]). Denoting by β(F[V ]G) the minimal positive integer n such that the algebra
F[V ]G of polynomial invariants is generated by elements of degree at most n,
the Noether number is defined as
β(G) := sup
V
β(F[V ]G)
where V ranges over all finite dimensional G-modules over F. Throughout the
paper we shall assume that char(F) does not divide |G|. For a cyclic group Zn of
order n we have β(Zn) = n, but Noether’s bound is never sharp for a non-cyclic
group, see [23], [8], [24], [3]. These latter works show that an unavoidable step
∗This paper is based on results from the PhD thesis of the author written at the Central
European University.
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in improving the Noether bound is to find good upper bounds for β(Zp ⋊ Zq),
where Zp ⋊ Zq is the non-abelian semidirect product of cyclic groups of odd
prime order (hence q divides p− 1). The exact value of the Noether number is
known only for a few very special series of groups (see [4]) and for a couple of
groups of small order. The following conjecture is attributed to [22] in [26]:
Conjecture 1.1 (Pawale). We have β(Zp ⋊ Zq) = p+ q − 1.
The analogous statement for q = 2 (i.e. when the group is the dihedral
group of order 2p) is proved in [23] for char(F) = 0 and in [24] for the case when
char(F) does not divide 2p. Otherwise the only known case of Conjecture 1.1 is
that β(Z7⋊Z3) = 9 (this was proved for char(F) = 0 in [22], and an alternative
proof extending to non-modular positive characteristic is given in [3]). The
inequality β(Zp ⋊Zq) ≥ p+ q− 1 follows from a more general statement in [4].
Explicit upper bounds for β(Zp ⋊ Zq) are given in [3]; in the special case q = 3
they yield β(Zp ⋊ Z3) ≤ p+ 6 (this was proved in [22] for char(F) = 0).
This paper focuses on the non-abelian semidirect product G := Zp⋊Z3. Our
main result confirms Conjecture 1.1 for this group G inasmuch as we prove that
β(F[V ]G) = p+2 holds for char(F) = 0 or for any multiplicity free G-module V
in non-modular positive characteristic. In fact this is the special case k = 1 of
Theorem 3.4, asserting that βk(F[V ]
G) = kp+2 for any positive integer k, where
βk(F[V ]
G) denotes the maximal degree of a homogeneous element of F[V ]G not
contained in the (k + 1)-st power of the maximal homogeneous ideal F[V ]G+.
As an application of the result on multiplicity free modules we determine the
exact value of βsep(Zp ⋊ Z3), the version of the Noether number for separating
invariants, studied recently in [18]. Thanks to a theorem of Draisma, Kemper,
and Wehlau [10] on cheap polarization (see also [19] and [17]), our study of the
multiplicity free Zp ⋊ Z3-modules will be sufficient to determine the separating
Noether bound for arbitrary modules, see Theorem 4.1.
2 Preliminaries
In the rest of the paper G will be the non-abelian semidirect product
G := Zp ⋊ Z3 = 〈c, d : c
p = d3 = 1, dcd−1 = cr〉
where r has order 3 modulo p for some prime p with 3 dividing p− 1, and F is
a field of characteristic different from p or 3. For sake of convenience we shall
assume in the text that F is algebraically closed. This is relevant for example
when we list the irreducible G-modules. However, the Noether number or the
condition that a G-module is multiplicity free are not sensible for extension of
the base field. In particular, the final statements Corollary 3.2, Theorem 3.4,
and Theorem 4.1 remain valid without the assumption on algebraic closedness.
By a G-module we mean a finite dimensional F-vector space endowed with a
linear (left) action of G on V , and write F[V ] for the coordinate ring of V . This
is the symmetric tensor algebra of V ∗, the dual space of V endowed with the
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natural right action xg(v) := x(gv) (g ∈ G, v ∈ V , x ∈ V ∗). The corresponding
algebra of polynomial invariants is
F[V ]G := {f ∈ F[V ] | fg = f ∀g ∈ G}.
Denote by A the p-element normal subgroup of G, and Aˆ := homZ(A,F
×) the
group of characters of A; there is a non-canonic isomorphism between Aˆ and
A. Denote by B a 3-element subgroup in G. The conjugation action of B on
A induces an action on Aˆ given by χg(a) = χ(gag−1), where χ ∈ Aˆ, g ∈ B,
a ∈ A. The trivial character of A is fixed by all elements in B, whereas the
remaining characters are partitioned into l := p−13 B-orbits O1, . . . , Ol of size 3.
Up to isomorphism there are three 1-dimensional G-modules, namely the three
1-dimensional B ∼= G/A-modules lifted to G. The remaining irreducible G-
modules V1, ..., Vl are in a natural bijection with the l-element set {O1, . . . , Ol}.
Namely the 3-dimensionalG-module induced from a non-trivial character of A is
irreducible, and two such induced G-modules are isomorphic if and only if the A-
characters we started with are in the same B-orbit Oi. It follows that it is possi-
ble to choose a set of variables in the polynomial ring F[V ] such that the variables
are A-eigenvectors permuted by G up to non-zero scalar multiples, moreover,
the B-orbit of any variable spans an irreducible G-module summand in V ∗.
We shall always assume that our variables in F[V ] satisfy these requirements.
Then any monomial m has a weight θ(m) ∈ Aˆ defined by ma = θ(m)(a)m
for all a ∈ A, and a weight sequence Φ(m) := (θ(x1), θ(x2), . . . , θ(xd)), where
m = x1x2 . . . xd, and x1, x2, . . . , x3 are not necessarily different variables; so
Φ(m) is a sequence over the abelian group Aˆ. We shall write Aˆ additively.
We need to recall some terminology and facts about zero-sum sequences (see
[15], [16] as a general reference). By a sequence over an abelian group C (written
additively) we mean a sequence S := (c1, . . . , cn) of elements ci ∈ C where
repetition of elements is allowed and their order is disregarded. The length of S
is |S| := n. By a subsequence of S we mean SJ := (cj | j ∈ J) for some subset
J ⊆ {1, . . . , n}. We write S = S1S2 if S is the concatenation of its subsequences
S1, S2. The set of partial sums of S is Σ(S) := {
∑
i∈I ci : I ⊆ {1, ..., n}}. We
say that S is a zero-sum sequence if c1 + · · ·+ cn = 0. A zero-sum sequence is
irreducible if there are no non-empty zero-sum sequences S1 and S2 such that
S = S1S2. Furthermore, S is zero-sum free if it has no non-empty zero-sum
subsequence. We call the height of S the maximal multiplicity of an element
in S. Given an element c ∈ C and a positive integer r, write (cr) for the
sequence of length r in which c occurs with multiplicity r. We collect for later
reference some facts about zero-sum sequences over the cyclic group Zp. The
Cauchy-Davenport Theorem asserts that for any non-empty subsets K,L ⊆ Zp
|{k + l | k ∈ K, l ∈ L}| ≥ min{p, |K|+ |L| − 1} (1)
Vosper’s theorem (see Theorem 5.9. in [25]) states that equality in (1) im-
plies that K and L are arithmetic progressions of the same step, provided that
|K|, |L| ≥ 2 and |K + L| ≤ p − 2. We shall repeatedly use the following easy
consequence of the Cauchy-Davenport Theorem and Vosper’s Theorem:
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Lemma 2.1. If S = (s1, ..., sd) is a sequence of non-zero elements over Zp for
a prime p then |Σ(S)| ≥ min{p, d+1}. Moreover if p− 1 ≥ |Σ(S)| = d+1 then
S = (−ak, ad−k) for some a ∈ Zp \ {0} and 0 ≤ k ≤ d.
Zero-sum sequences appear in the study of F[V ]G because there is a graded
F[V ]G-module surjection
τ : F[V ]A → F[V ]G, f 7→
∑
b∈B
f b,
and F[V ]A is spanned as an F-vector space by the monomials m such that Φ(m)
is a zero-sum sequence over Aˆ. The map τ is called the relative transfer map
(see for example Chapter 1 in [2] for its basic properties).
3 The multiplicity free modules over Zp ⋊ Z3
Throughout this section we assume that V is a multiplicity free G-module;
that is, V = V1 ⊕ ... ⊕ Vn is the direct sum of the pairwise non-isomorphic
irreducible G-modules Vi. This direct decomposition gives an identification
F[V ] = F[V1] ⊗ · · · ⊗ F[Vn] and accordingly any monomial m ∈ F[V ] has a
canonic factorization m = mV1 ...mVn into monomials mVi ∈ F[Vi]. We write
degVi(m) := deg(mVi) for each i = 1, ..., n. Let R := F[V ]
G and I := F[V ]A.
The degree d homogeneous component of the graded algebras R, I is denoted by
Rd, Id and their maximal homogenous ideals by R+ and I+, which are spanned
by all homogeneous components of positive degree. Moreover, (R+)≤p stands
for the subspace R1 ⊕ ... ⊕ Rp. For any subspaces K,L ⊂ R the F-subspace
spanned by the set {kl | k ∈ K, l ∈ L} is denoted by KL.
Proposition 3.1. Let V = V1 ⊕ ... ⊕ Vn where each Vi is a 3-dimensional
irreducible G-module. If m ∈ I is a monomial such that deg(m) ≥ p + 1 and
degVi(m) ≥ 4 for some 1 ≤ i ≤ n then m ∈ I+(R+)≤p.
Proof. Let t be the index for which degVt(m) is maximal; then degVt(m) ≥ 4.
Let F[Vt] = F[x, y, z] where the variables x, y, z are A-eigenvectors cyclically
permuted by B. Note that xyz is a G-invariant. For a monomial m ∈ F[V ] let
λ(m) denote the non-increasing sequence of integers (λ(m)1, . . . , λ(m)h) where
λ(m)i is the number of elements of Aˆ which have multiplicity at least i in the
weight sequence Φ(m) (here h is the maximal multiplicity of a weight in Φ(m)).
Choose a divisor w | mVt such that deg(w) = 4 and λ(w) is minimal possible
with respect to the anti-lexicographic ordering. We have several cases:
(i) If λ(w) = (3, 1) then w contains xyz ∈ R3 hence m ∈ I+R3
(ii) If λ(w) = (2, 2), say w = x2y2 and −θ(xy) ∈ Σ(Φ(m/w)) then we can
find an A-invariant monomial v such that xy | v | m and the zero-sum sequence
(θ(xy))Φ(v/xy) is irreducible. We claim moreover that deg(v) ≤ p. For other-
wise deg(v) = p+1 and Φ(v/xy) = (cp−1) where c = θ(xy). By the maximality
of degVt(m) this weight c cannot belong to any irreducible component different
from Vt. Moreover, by the minimality of λ(w) the weight c must coincide with
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θ(x) or θ(y). But then either θ(y) = 0 or θ(x) = 0, respectively, which is a
contradiction. Now set u = m/v and observe that uτ(v) ∈ I+(R+)≤p while
m− uτ(v) ∈ I+R3 by case (i).
(iii) If λ(w) = (2, 2), say w = x2y2 but −θ(xy) 6∈ Σ(Φ(m/w)); suppose in
addition that S ∩ −S 6= ∅ where S ⊆ Aˆ denotes the set of weights occurring
in Φ(m/w): then Φ(m/w) contains a subsequence (s,−s)T where s ∈ Aˆ ∼= Zp
and |T | = p− 5. Given that |Σ(T )| ≥ p− 4 by Lemma 2.1 and −θ(xy) /∈ Σ(T ),
at least one of the weights −θ(x),−θ(y),−θ(x2y),−θ(xy2) must occur in Σ(T ).
Hence m = uvw, where u, v, w are A-invariant, Φ(v) = (s,−s) and x | w, xy2 | u
by symmetry in x and y. Now as deg(vw) ≤ 2+ |T |+3 ≤ p we have the relation
3(vw − vgwg
2
) = (v − vg)τ(w) + (w − wg
2
)τ(v) + τ(vw − vwg) ∈ I(R+)≤p
whence uvw − uvgwg
2
∈ I+(R+)≤p holds, while uvgwg
2
falls under case (i).
(iv) If λ(w) = (2, 2), say w = x2y2, −θ(xy) 6∈ Σ(Φ(m/w)) and S ∩ −S = ∅;
then |Σ(Φ(m/w))| ≤ p− 1 so that |Φ(m/w)| ∈ {p− 3, p− 2} by Lemma 2.1 and
the assumption on deg(m). As S ∩−S = ∅ we can apply Balandraud’s theorem
(see Theorem 8 in [1]) stating that |Σ(Φ(m/w))| ≥ 1+ν1+2ν2+ ...+kνk where
ν1 ≥ ... ≥ νk are the multiplicities of the different elements of Aˆ occurring in
Φ(m/w). Given that |Σ(Φ(m/w))| ≤ p− 1 this forces that Φ(m/w) must have
one the following three forms for some elements a, b ∈ Aˆ ∼= Zp:
(ap−2) (ap−3) (ap−4, b).
By the maximality of degVt(m) it is evident that a ∈ {θ(x), θ(y)} — except
if p = 7 and |Φ(m/w)| = 4. But this also holds in this latter case, too, for
otherwise if a /∈ {θ(x), θ(y)} then, as Aˆ \ {0} consist of only two B-orbits for
p = 7 and S ∩ −S = 0 by assumption, it is necessary that a = −θ(z) = θ(xy);
since Φ(m) is a zero-sum sequence this rules out the possibility Φ(m/w) = (a4),
so it remains that Φ(m/w) = (a3, b) where by the same reason we must have
b = −5a = −2θ(z); given that a generator g ofB operates on Aˆ by multiplication
with 2, this implies that b ∈ {−θ(x),−θ(y)}, a contradiction. So from now on
we may suppose that a = θ(x) (since the case a = θ(y) is similar).
(a) If Φ(m/w) = ap−2 then Φ(m) = (ap, θ(y)2) and as Φ(m) is a zero-sum
sequence it follows that θ(y) = 0, a contradiction.
(b) If Φ(m/w) = ap−3 then Φ(m) = (ap−1, (ra)2) is a zero-sum sequence,
where r has order 3 modulo p. Consequently −a+2ra = 0 whence 2r ≡ 1
modulo p. Given that r3 ≡ 1 modulo p it follows that p = 7, and r = 4.
Then m = uv, where Φ(u) = Φ(v) = (a3, 4a), hence uτ(v) ∈ I+R4 and all
monomials of uτ(v) −m fall under case (i), hence belong to I+R3.
(c) If Φ(m/w) = (ap−4, b) then a 6= θ(xy) as θ(y) 6= 0, thus the sequence
S := (ap−4, b, θ(xy)) has height h(S) = p− 4. Therefore a nonempty zero-
sum sequence T ⊆ S exists, for otherwise if S were zero-sum free then by
a result of Freeze and Smith [14] we have |Σ(S)| ≥ 2|S|−h(S)+1 = p+1,
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a contradiction. Moreover T cannot contain θ(xy) since we assumed that
−θ(xy) 6∈ Σ(Φ(m/w)). It follows that T = (aj , b) for some 0 ≤ j ≤ p− 4.
Here j 6= 0 since b 6= 0. Similarly j 6= p − 4, for otherwise θ(x2y2) = 0
whence θ(x) = −θ(y) follows, in contradiction with the fact that the
variables x and y belong to the same representation Vt. This way we
obtained a factorizationm = uv where Φ(v) = T and uτ(v) ∈ I+(R+)≤p−4
while in the same time m− uτ(v) ∈ I+R3 + I+(R+)≤p by case (ii) or (i).
(v) If λ(w) = (2, 1, 1), say w = x3y: Here θ(x2y) 6= θ(x), for otherwise
θ(x) = −θ(y), a contradiction as above. Moreover θ(xy) is different from both
θ(x2y) and θ(x), for otherwise θ(x) = 0 or θ(y) = 0. Now we have two cases:
(a) If Σ(Φ(m/w)) contains −θ(x2y) or −θ(x) then we get a A-invariant factor-
ization m = uv such that x2y | u and x | v. Here we can assure in addition
that v is irreducible, so that deg(v) ≤ p. Then uτ(v) ∈ I+(R+)≤p while
the monomials occurring in m− uτ(v) both fall under case (i) - (iv), and
we are done.
(b) If however −θ(x),−θ(x2y) 6∈ Σ(Φ(m/w)) then |Σ(Φ(m/w))| ≤ p− 2 while
|Φ(m/w)| ≥ p − 3 by assumption. In view of Lemma 2.1 this situation
is only possible if |Φ(m/w)| = p − 3 and |Σ(Φ(m/w))| = p − 2, so that
Φ(m/w) = ((−a)i, ap−3−i) for some a ∈ Aˆ \ {0} and 0 ≤ i ≤ p − 3. It
is also necessary that −θ(xy) ∈ Σ(Φ(m/w)), so a factorization m = uv
exists where u, v are A-invariant monomials, x2 | u, xy | v. Clearly u 6= x2,
v 6= xy, and deg(v) ≤ p. Therefore uτ(v) ∈ I+(R+)≤p and one of the
monomials in m− uτ(v), say uvg falls under case (i) while the other one,
m′ := uvg
2
falls under case (v/a), as here w′ := x3z and Φ(m′/w′) does
not consist of at most two weights which are negatives of each other.
(vi) λ(w) = (1, 1, 1, 1), say w = x4: then |Σ(Φ(m/x2))| = p by Lemma 2.1,
so that −θ(x) ∈ Φ(m/x2) and this gives us then an A-invariant factorization
m = uv such that x | u, x | v, and v is irreducible, hence uτ(v) ∈ I+(R+)≤p
whereas the monomials in m− uτ(v) both fall under cases (i)–(iv).
Corollary 3.2. Let V = V1 ⊕ ... ⊕ Vl be the direct sum of all pairwise non-
isomorphic 3-dimensional irreducible G-modules, where l = p−13 . Then F[V ]
A
+
as a module over F[V ]G is generated by elements of degree at most p.
Proof. For any monomial m ∈ F[V ]A of degree deg(m) ≥ p + 1 there must be
an index 1 ≤ t ≤ l such that degVt(m) ≥ 4, hence Proposition 3.1 applies.
We turn now to the G-module V ⊕2, where V is as in Corollary 3.2. First of
all we fix a direct decomposition
V ⊕2 = U1 ⊕ ...⊕ Ul where Ui = Vi,1 ⊕ Vi,2 ∼= V
⊕2
i for all i = 1, ..., l (2)
Extending our previous conventions, the set of variables in the ring F[V ⊕2] is
the union of the A-eigenbases of each V ∗i,j permuted cyclically by B; the divisors
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mVi,j ∈ F[Vi,j ] of a monomial m ∈ F[V
⊕2] are defined accordingly. Finally,
the indices i will be chosen for convenience in such a way that the A-weights
occurring in Ui and Ul−i are the negatives of each other for each i = 1, ..., l/2.
Proposition 3.3. Let I := F[V ⊕2]A and R := F[V ⊕2]G. For any monomial
m ∈ I with deg(m) ≥ p+ 1 it holds that m ∈ I2I2+ + I+(R+)≤p, except if p = 7
and Φ(m) = (a6, 3a, 5a) for some a ∈ Zp \ {0}.
Proof. If degVi,j (m) ≥ 4 for any i = 1, ..., l and j = 1, 2 then m ∈ I+(R+)≤p
holds by Proposition 3.1. So for the rest we may suppose that degVi,j (m) ≤ 3 for
each i, j, hence degUi(m) ≤ 6 for each i. On the other hand degUt⊕Ul−t(m) ≥ 7
for some t = 1, ..., p−16 because deg(m) ≥ p + 1. As a result degUt(m) ≥ 1 and
degUl−t(m) ≥ 1, hence by symmetry, we may suppose that mVt,1 and mVl−t,1
are both non-constant monomials. Here we have three cases:
(i) if m ∈ I2w for a monomial w ∈ I≥p−1 then by assumption degVi,j (w) ≤ 3
must hold for each i, j, too. We claim that in this case w ∈ I2+. For otherwise
Φ(w) is an irreducible zero-sum sequence of length at least p − 1, hence it is
easily seen e.g. using Balandraud’s above mentioned theorem that it must be
of the form (ap) or (ap−2, 2a) for some a ∈ Zp \ {0}. Denoting by s the index
for which the weight a belongs to the isotypic component Us, we will have
degUs(w) ≥ p − 2 ≥ 7, a contradiction, provided that p > 7. If however p = 7
then observe that 2 has order 3 modulo 7, hence the weight 2a belongs to the
same component Us, and since m ∈ I2w we get degUs(m) = degUs(w) + 1 ≥ 7,
a contradiction again.
(ii) ifm 6∈ I2I+ and Φ(mUt) contains two different weights (or Φ(mUl−t) does
so, which is a similar case) then take divisors u0 | mUt and v0 | mUl−t such that
deg(v0) = 1, deg(u0) = 2 and Φ(u0) contains two different weights, too. Set w :=
m/u0v0; we claim that −θ(v0) ∈ Σ(Φ(w)), for otherwise |Σ(Φ(w))| ≤ p−1 while
|Φ(w)| ≥ p−2 which is only possible by Lemma 2.1 if Φ(w) = (−ak, ap−2−k) for
some a ∈ Zp\{0} and 0 ≤ k ≤ p−2. But here we must have k = 0 (or k = p−2)
as otherwise we would get back to case (i). Then for the isotypic component
Us to which the weight a belongs we get degUs(w) ≥ p− 2 ≥ 7, a contradiction
as before, provided that p > 7. For p = 7 we get the same contradiction if
a ∈ Φ(u0), so it remains that a = θ(v0), and therefore Φ(m) = (a6, 5a, 3a).
(iii) ifm 6∈ I2I+ and Φ(mUt) = (a
i), Φ(mUl−t) = (b
j) for some a, b ∈ Zp\{0};
then i > 1, say, hence by Lemma 2.1 a factorizationm = uv exists such that u, v
are Zp-invariant monomials both containing a variable of weight a; we may also
suppose that the zero-sum sequence Φ(v) is irreducible, hence deg(v) ≤ p. Then
uτ(v) ∈ I+(R+)≤p and the monomials in m− uτ(v) fall under case (i)-(ii).
For the graded algebra R = F[V ]G and a positive integer k the generalized
Noether number βk(R) was defined in [3] as the minimal positive integer d such
that R+ is generated as a module over R
k
+ by elements of degree at most d.
Evidently β(R) = β1(R). The usefulness of this concept is shown in [3] and [4].
Theorem 3.4. Let W = U0 ⊕ V ⊕2 where V is as in Corollary 3.2 and U0
contains only 1-dimensional irreducible G-modules. Then βk(G,W ) = kp + 2.
If moreover char(F) = 0 then βk(G) = kp+ 2.
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Proof. It suffices to prove that βk(G,W ) ≤ kp+ 2 since the reverse inequality
follows from a more general statement in [4]. By a straightforward induction
on k it is enough to prove that w ∈ I+(R+)≤p holds for any monomial w ∈ I
with deg(w) ≥ p + 3, where I = F[W ]A and R = F[W ]G. We shall repeatedly
use the fact that I3+ ⊆ I+R+ + R+ (see [3]). Now, if degU0(m) ≥ 2 then
m ∈ I21I≥p+1 ⊆ I+(R+)≤p. If degU0(m) = 1 then m ∈ I1I2I
2
+ + I+(R+)≤p by
Proposition 3.3 and we are done again. Finally, if degU0(m) = 0 then either
m ∈ I22I
2
+ + I+(R+)≤p by applying Proposition 3.3 twice, in which case we are
done, or else p = 7 and m = uv where u ∈ I2 and Φ(v) = (a6, 5a, 3a). In this
latter case denoting by s the index for which the weight a belongs to Us we have
degUs(m) = degUs(u) + degUs(v) = 7, hence degVs,i(m) ≥ 4 for some i ∈ {1, 2},
and consequently m ∈ I+(R+)≤p holds by Proposition 3.1.
The second claim follows from the first using a theorem of Weyl (see [27]
II. 5 Theorem 2.5A) stating that for any unimodular G-modules V1, ..., Vt of
dimensions ni := dim(Vi) and any integers mi ≥ ni, where i = 1, ..., t, the ring
F[V ⊕m11 ⊕ ...⊕ V
⊕mt
t ] is generated by the polarizations of a generating system
of F[V ⊕n1−11 ⊕ ... ⊕ V
⊕nt−1
t ] plus some invariants of degrees n1, ..., nt, whence
in our case βk(G) = βk(G,W ) for all k ≥ 1.
Remark 3.5. Studying the dependence of βk(G) on k lead in [5] to focus on
σ(R) defined as the minimal positive integer n such that R is finitely generated
as a module over its subalgebra F[R≤n] generated by the elements of degree
at most n. Moreover, η(R) is the minimal d such that R+ is generated as an
F[R≤σ(R)]-module by its elements of degree at most d. In [5] it was proved that
σ(Zp⋊Zq) = p for any odd primes p, q such that q | p−1. Therefore the first half
of the proof of Theorem 3.4 can be rephrased as stating that η(Zp⋊Z3) ≤ p+2.
4 An application for separating invariants
A subset T ⊂ F[V ]G is called a separating system if for any u, v ∈ V belonging
to different G-orbits there is an element f ∈ T such that f(u) 6= f(v). A
generating system of F[V ]G is a separating system, but the converse is not true.
The study of separating systems was propagated in [6], and is in the focus of
several recent papers, see e.g. [7], [17], [11], [20], [9]. Following [18] we write
βsep(F[V ]
G) for the minimal n such that there exists a separating system in
F[V ]G consisting of elements of degree at most n. Moreover, define βsep(G) as
the maximum of βsep(F[V ]
G), where V ranges over the isomorphism classes of
G-modules. Similarly σ(G) is defined in [5] as the maximal possible value of
σ(F[V ]G). The following inequalities are well known:
σ(G) ≤ βsep(G) ≤ β(G) (3)
For our group G = Zp ⋊ Z3 we have σ(G) = p and β(G) ≥ p+ 2 by [5] and [4],
and now we shall see that both of the inequalities in (3) are strict:
Theorem 4.1. We have βsep(Zp ⋊ Z3) = p+ 1.
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Proof. First we will prove the lower bound βsep(G) ≥ p + 1. Recall that G =
〈a, b : ap = b3 = 1, bab−1 = ar〉, where r has order 3 modulo p. Let U and V
be irreducible representations of G of dimension 1 and 3, respectively. Then
F[U ⊕ V ] = F[y, x1, x2, x3] where ya = y and yb = ωy for a primitive third root
of unity ω, while the x1, x2, x3 are a-eigenvectors of eigenvalues ε, ε
r, εr
2
for
some primitive p-th root of unity ε, and x1, x2, x3 are cyclically permuted by b.
Now, the point (1, 1, 0, 0) has trivial stabilizer in G, hence the points (1, 1, 0, 0)
and (ω, 1, 0, 0) do not belong to the same G-orbit. We claim that they cannot
be separated by invariants of degree at most p. Indeed, suppose to the contrary
that they can be separated. Then there exists an 〈a〉-invariant monomial u with
deg(u) ≤ p and τ(u)(1, 1, 0, 0) 6= τ(u)(ω, 1, 0, 0). If an 〈a〉-invariant monomial v
involves at least two variables from {x1, x2, x3}, then τ(v) vanishes on both of
(1, 1, 0, 0) and (ω, 1, 0, 0). If u involves only y, then u = y3k for some positive
integer k, whence τ(u) takes the value 1 both on (1, 1, 0, 0) and (ω, 1, 0, 0). So
u involves exactly one variable from {x1, x2, x3}, forcing that u = x
p
i , and then
τ(u) agrees on the two given points, a contradiction.
Next we prove the inequality βsep(G) ≤ p + 1. Let W be the multiplicity
free G-module which contains every irreducible G-module with multiplicity 1.
An arbitrary G-module is a direct summand in the direct sum W⊕n of n copies
of W for a sufficiently large integer n. According to a theorem of Draisma,
Kemper, and Wehlau [10] (see also [19] and [17]) a separating set of F[W⊕n]G
can be obtained by “cheap” polarization from a separating set of F[W ]G, which
is a degree-preserving procedure, whence βsep(F[W
⊕n]G) = βsep(F[W ]
G) and
consequently
βsep(G) = βsep(F[W ]
G) (4)
Now let W = U ⊕V where U is the sum of 1-dimensional irreducibles, and V is
the sum of 3-dimensional irreducibles. Suppose that (u1, v1) and (u2, v2) belong
to different G-orbits in U ⊕ V . We need to show that they can be separated by
a polynomial invariant of degree at most p+1. If u1 and u2 belong to different
G-orbits, then they can be separated by a polynomial invariant of degree at
most 3 = |G/A| (recall that A acts trivially on U), and we are done. From
now on we assume that u1 and u2 have the same G/A = B-orbits. If v1 and v2
belong to different G-orbits in V , then they can be separated by a G-invariant
on V of degree at most p by Corollary 3.2 and we are done. It remains that
v1 = gv2 for some g ∈ G; after replacing (u2, v2) by an appropriate element
v1 = v2 = v might be assumed, and then u1 and u2 are not on the same
orbit under the stabilizer StabG(v) of v. Consequently StabG(v) is contained
in A (for otherwise StabG(v) is mapped surjectively onto G/A). Let U0 be a
1-dimensional summand in U = U0 ⊕ U1 such that pi(u1, v) 6= pi(u2, v), where
pi : U ⊕ V → U0 is the projection onto U0 with kernel U1 ⊕ V . Denote by y
the coordinate function on U0, viewed as an element of F[U ⊕ V ] by composing
it with pi. If G acts trivially on U0, then y is a G-invariant of degree 1 that
separates (u1, v) and (u2, v). Otherwise y
g = χ(g)−1y for some non-trivial group
homomorphism χ : G → F×. By Lemma 4.3 below, there is an f ∈ F[V ]G,χ :=
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{h ∈ F[V ] | hg = χ(g)h ∀g ∈ G} such that f(v) 6= 0. Moreover, since a twisted
version of the relative transfer map gives an R-module surjection I → F[V ]G,χ
(see in the proof of Lemma 4.3) we infer from Corollary 3.2 that F[V ]G,χ is
generated as an F[V ]G-module by its elements of degree at most p, hence we
may assume that f has degree at most p. Now yf is a G-invariant of degree at
most p+ 1 which separates (u1, v) and (u2, v) by construction.
Remark 4.2. Note that by a straightforward extension of the argument in the
first part of the above proof we get βsep(Zp ⋊ Zq) ≥ p+ 1 for any q | p− 1.
Lemma 4.3. Given a group homomorphism χ : G → F× and any point v ∈ V
such that StabG(v) ≤ ker(χ), a relative invariant f ∈ F[V ]
G,χ exists for which
f(v) 6= 0.
Proof. Let g1, ..., gn ∈ G be a system of representatives of the left cosets of the
subgroup StabG(v). Then g1v, ..., gnv ∈ V are distinct. Therefore there exists
a polynomial h ∈ F[V ] such that h(giv) = χ(gi) for each i = 1, ..., n. Now set
f := τχ(h) where τχ : F[V ] → F[V ]G,χ is the twisted transfer map defined as
τχ(h) :=
∑
g∈G χ(g)
−1hg. Then f ∈ F[V ]G,χ by construction. Moreover, since
StabG(v) ≤ ker(χ) we have
f(v) =
∑
g∈G
χ(g)−1h(gv) = | StabG(v)|
n∑
i=1
χ(gi)
−1h(giv) = |G|
which is indeed a non-zero element in F.
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