In this paper we introduce the concepts of Wijsman (f, I) −lacunary statistical convergence of order α and Wijsman strongly (f, I) −lacunary statistical convergence of order α, and investigated between their relationship.
Introduction
The concept of statistical convergence was introduced by Steinhaus [37] and Fast [17] . Schoenberg [32] established some basic properties of statistical convergence and studied the concept as a summability method. Later on it was further investigated from the sequence space point of view and linked with summability theory by Altınok et al. ( [2] , [3] ), Bhardwaj and Dhawan [4] , Caserta et al. [5] , Ç ınar et al. [9] , Connor [12] , Ç akallı et al. ( [6] , [7] , [8] ), Ç olak et al. ( [10] , [11] , [23] ), Et et al. ( [13] , [14] , [15] , [16] ), Fridy [19] , Gadjiev and Orhan [21] , Işık and Akbaş [22] , Salat [29] , Savaş and Et [31] , Şengül [34] , Taylan [38] , and many others. Nuray and Rhoades [28] extended the notion to statistical convergence of sequences of sets and gave some basic theorems. Ulusu et al. ( [39] , [40] ) defined Wijsman lacunary statistical convergence of sequence of sets, and considered its relation with Wijsman statistical convergence.
By a lacunary sequence we mean an increasing integer sequence θ = (k r ) of non-negative integers such that k 0 = 0 and h r = (k r − k r−1 ) → ∞ as r → ∞. The intervals determined by θ will be denoted by I r = (k r−1 , k r ] and the ratio kr kr−1 will be abbreviated by q r , and q 1 = k 1 for convenience. In recent years, lacunary sequences have been studied in ( [6] , [18] , [20] , [33] , [35] , [36] , [39] , [40] , [41] ).
The notion of a modulus was given by Nakano [26] . A modulus f is a function
f is continuous from the right at 0.
It follows that f must be continuous in everywhere on [0, ∞). A modulus may be unbounded or bounded.
Aizpuru et al. [1] defined f −density of a subset E ⊂ N for any unbounded modulus f by
, if the limit exists and defined f −statistical convergence for any unbounded modulus f by
Let X be a non-empty set. Then a family of sets I ⊆ 2 X (power sets of X) is said to be an ideal if I is additive i.e. A, B ∈ I implies A ∪ B ∈ I and hereditary, i.e. A ∈ I, B ⊂ A implies B ∈ I.
A non-empty family of sets F ⊆ 2 X is said to be a filter of X if and only if
If I is a non-trivial ideal in X (X = φ) then the family of sets F (I) = {M ⊂ X : (∃A ∈ I) (M = X \ A)} is a filter of X, called the filter associated with I.
Let (X, d) be a metric space. For any non-empty closed subset A k of X, we say that the sequence {A k } is bounded if sup k d (x, A k ) < ∞ for each x ∈ X. In this case we write {A k } ∈ L ∞ .
Throughout the paper I will stand for a non-trivial admissible ideal of N.
The idea of I−convergence of real sequences was introduced by Kostyrko et al. [24] and also independently by Nuray and Ruckle [27] (who called it generalized statistical convergence) as a generalization of statistical convergence. Later on I−convergence was studied in ( [7] , [25] , [30] , [35] , [40] ).
Main Results
In this section, we give relations between the concepts of Wijsman (f, I) − lacunary statistical convergence of order α and Wijsman strongly (f, I) −lacunary statistical convergence of order α of sequences of sets. Definition 2.1. Let f be an unbounded modulus, (X, d) be a metric space, θ be a lacunary sequence, α ∈ (0, 1] and I ⊆ 2 N be an admissible ideal of subsets of N. For any non-empty closed subsets A, A k ⊂ X, we say that the sequence
. As an example, consider the following sequence:
otherwise .
Let f be an unbounded modulus, (X, d) be a metric space, θ be a lacunary sequence, α ∈ (0, 1] and I ⊆ 2 N be an admissible ideal of subsets of N.
For any non-empty closed subsets A, A k ⊂ X, we say that the sequence {A k } is said to be Wijsman strongly (f, I) −lacunary statistically convergent to A of order
and in the special cases α = 1 and θ = (2 r ) we shall write N [f,
. As an example, consider the following sequence: Proof. The inclusion part of proof is easy. In order to show that the inclusion
is proper, let θ be given and we define a sequence {A k } as follows
Let (R, d) be a metric space such that for x, y ∈ X, d (x, y) = |x − y| , f (x) = √ x. We have for every ε > 0, x > 0 and 1 2 < α ≤ 1,
and for any δ > 0 we get
Since the set on the right-hand side is a finite set and so belongs to I, it follows that for
. On the other hand, for α = 1 and x > 0,
Hence we have 
, then for every ε > 0, for each x ∈ X, and for sufficiently large r, we have
For δ > 0, we have
This completes the proof.
Theorem 2.4. Let θ = (k r ) be a lacunary sequence and the parameters α and β be fixed real numbers such that 0 < α ≤ β ≤ 1, then the inclusion N α θ [f,
is strict. Proof. The inclusion part of proof is easy. To show that the inclusion is strict define {A k } such that for (R, d), x > 1, f (x) = x and A = {0} ,
Then
Theorem 2.5. Let θ = (k r ) be a lacunary sequence and the parameters α and β be fixed real numbers such that 0 < α ≤ β ≤ 1, then the inclusion S α θ (f,
Proof. The inclusion part of proof is easy. To show that the inclusion is strict define {A k } such that for X = R 2 and f (x) = x
Theorem 2.6. Let θ = (k r ) be a lacunary sequence and α be a fixed real number
Proof. The proof is similar to that of Theorem 2.3.
Theorem 2.7. Let (X, d) be a metric space and A, A k (for all k ∈ N) be nonempty closed subsets of X and α be a fixed real number such that 0 < α ≤ 1. If θ = (k r ) is a lacunary sequence with lim sup
Proof. If lim sup
then without any loss of generality, we can assume that there exists a 0 < B j < ∞ such that
) and for ε, δ, δ 1 > 0 define the sets
It is obvious from our assumption that C ∈ F (I), the filter associated with the ideal I. Further observe that
Let n ∈ N be such that k r−1 < n < k r for some r ∈ C. Now we can
.
Choosing δ 1 = δ r j=1 Bj and in view of the fact that ∪ {n : k r−1 < n < k r, r ∈ C} ⊂ T where C ∈ F (I). This completes the proof of the theorem.
Theorem 2.8. Suppose θ ′ = (s r ) is a lacunary refinement of the lacunary sequence θ = (k r ) and α, β ∈ (0, 1] be fixed real numbers such that α ≤ β. Let I r = (k r−1 , k r ] and J r = (s r−1 , s r ] , (r = 1, 2, 3, ...). If there exists ǫ > 0 such that
