In this paper we deal with sensitivity analysis of combinatorial optimization problems and its fundamental term, the tolerance. For three classes of objective functions ( , Σ , Π MAX ) we give some basic properties on upper and lower tolerances. We show that the upper tolerance of an element is well defined, how to compute the upper tolerance of an element and give equivalent formulations when the upper tolerance is +∞ or 0 > . Analogous results are given for the lower tolerance and some results on the relationship between lower and upper tolerances are given.
INTRODUCTION
After an optimal solution to a combinatorial optimization problem has been determined, a natural next step is to apply sensitivity analysis [1] , sometimes also referred to as post-optimality analysis or what-if analysis [2] . Sensitivity analysis is also a wellestablished topic in linear programming [3] and mixed integer programming [2] . The purpose of sensitivity analysis is to determine how the optimality of the given optimal solution depends on the input data. There are several reasons for performing sensitivity analysis. In many cases the data used are inexact or uncertain. In such cases sensitivity analysis is necessary to determine the credibility of the optimal solution and conclusions based on that solution. Another reason for performing sensitivity analysis is that sometimes rather significant considerations have not been built into the model due to the difficulty of formulating them. Having solved the simplified model, the decision maker wants to know how well the optimal solution fits in with the other considerations.
The most interesting topic of sensitivity analysis is the special case when the value of a single element in the optimal solution is subject to change. The goal of such perturbations is to determine the tolerances being defined as the maximum changes of a given individual cost (weight, distance, time etc.) preserving the optimality of the given optimal solution. The first successful implicit application of upper tolerances for improving the Transportation Simplex Algorithm is appeared in the so called Vogel's Approximation Method [4] and has been used for a straightforward enumeration of the k -best solutions for some positive integer k [5, 6] as well as a base of the MAX-REGRET heuristic for solving the three-index assignment problem [7] .
The values of upper tolerances have been applied for improving the computational efficiency of heuristics and branch-and-bound algorithms for solving different classes of NP-hard problems (for example of the traveling salesman problem (TSP) [8] [9] [10] [11] ). Also for the TSP, Helsgaun [12] improved the Lin-Kernighan heuristic by using the lower tolerances to the minimum 1-tree with great success.
Computational issues of tolerances to the minimum spanning tree problem and TSP are addressed in Chin and Hock [13] , Gordeev et al. [14] , Gusfield [15] , Kravchenko et al. [16] , Libura [17] , Ramaswamy and Chakravarti [18] , Shier and Witzgall [19] , Sotskov [20] , Tarjan [21] . Recently, Volgenant [22] has suggested an 3 ( ) O n algorithm for computing the upper and lower tolerances for all arcs in the Assignment Problem. Ramaswamy et al. have reviewed the sensitivity analysis problem for the maximum capacity path problem ( [23] and references within) and suggested an elegant reduction of the sensitivity analysis problem for the shortest path and maximum capacity path problems in an undirected network to the minimum cost interval problem. For an extensive account on computational issues of upper and lower tolerances in the context of sensitivity analysis in combinatorial optimization [2, 3, 24, 25, 26] . The purpose of this paper is to give an overview over the terms of upper and lower tolerances for the three most natural types , , ∏ MAX of objective functions. To our best knowledge we have not found any publications treating the sensitivity analysis problem for a general class of combinatorial optimization problems with different types of objective functions. The paper is the first which deals with tolerances in an exact, general and comprehensive way, so that discrepancies of previous descriptions can be avoided, e.g. all of above mentioned papers have used but not indicated an important assumption that the set of feasible solutions to a combinatorial optimization problem under consideration is independent of the cost (objective) function. Furthermore, this coherent consideration leads to new results about tolerances.
The paper is organized as follows. In section 2 we define a combinatorial minimization problem and give all notations which are necessary for the terms of upper and lower tolerances. In section 3 we define the upper tolerance and give characteristics of it. Especially, we show that the upper tolerance is well defined with respect to the problem instance, i.e., that the upper tolerance of an element with respect to an optimal solution S of a problem instance P doesn't depend on S but only on P itself. Furthermore we show how to characterize elements with upper tolerance +∞ or 0 > and how the upper tolerance can be computed. In section 4 we show similar relations for the lower tolerance. In section 5 we give relationships between lower and upper tolerances which mostly are direct conclusions from the sections 3 and 4. Our main result for objective functions of type is that under certain conditions the minimum value of upper tolerance equals the minimum value of lower tolerance and the maximum value of upper tolerance equals the maximum value of lower tolerance. Similar results for objective functions of type , ∏ MAX do not hold. The non-trivial proofs of the statements can be found in section 6. We summarize our paper in section 7 and propose directions for future research.
A preliminary version of this paper appeared in the proceedings of the 2nd International Conference on Algorithmic Aspects in Information and Management (AAIM), Hong Kong, China, June [20] [21] [22] 2006 , Lecture Notes in Comput. Sci., 4041: 194-206.
COMBINATORIAL MINIMIZATION PROBLEMS
A combinatorial minimization problem P is given by a tuple ( ) These three objective functions are monotone, i.e., the costs of a subset of E don't become cheaper if the costs of a single element of E are increased.
In the remainder of the paper, we only consider combinatorial minimization problems ( )
which fulfill the following three conditions.
Condition 1:
The set D of the feasible solutions of P is independent of function c .
Condition 2:
The cost function 2 E c f : → R is either of type , type , ∏ or type MAX.
Condition 3:
There is at least one optimal solution of , P i.e., . D ≠ ∅ Note that the Traveling Salesman Problem (TSP), Minimum Spanning Tree (MST) and many other combinatorial minimization problems fulfill these three conditions [27] . Given a combinatorial minimization problem ( ), The upper tolerance of an element doesn't depend on a particular optimal solution of , P i.e.,
Thus, if a single element e E ∈ is contained in at least one optimal solution S of , P the upper tolerance of e doesn't depend on that particular optimal solution S but only on problem P itself. Hence, we can refer to the upper tolerance of e with respect to an optimal solution S as upper tolerance of e with respect to , P ( ) P u e . Note that the upper tolerance of an element e which is not contained in any optimal solution is not defined. For these elements , e E ∈ we set UNDEFINED ( ) P u e := . Theorem 4 and Theorem 5 tell us how to compute the upper tolerance of a single element e E ∈ with respect to P . We observe [18, 28] :
The upper tolerance of one element e E ∈ can be computed by solving two different instances of P for a cost function of type , ∏ and solving one instance of P for a cost function of type MAX , i.e., the computation of the upper tolerance has the same complexity as P itself. 
LOWER TOLERANCES
Now, let S be an optimal solution of P which doesn't contain the element e E ∈ . Analogously to the considerations which we have made with respect to the upper tolerance, we can ask for the supremum by which the costs of element e can be decreased such that S remains an optimal solution, provided that the costs of all other elements remain unchanged. More formally, we define for all e E S ∈ \ :
is monotone and is an optimal solution of ( ) sup{ In general, for a cost function of type MAX only the direction " " of Theorem 7 holds, but not the direction " ⇐ ". Remark 3 partly puts lower tolerances with respect to a cost function of type MAX in question. It states that the lower tolerance of an element can be very large, namely +∞ , although this element can be included in a feasible solution. It can be shown that the element can be included in an optimal solution. This contradicts the intuition that an element with large lower tolerance is not a "good" element and should not be included in solutions by heuristics.
Theorem 8:
The lower tolerance of an element doesn't depend on a particular optimal solution of , P i.e.,
Thus, if there is at least one optimal solution S of P which doesn't contain element e , the lower tolerance of e doesn't depend on that particular optimal solution but only on problem P itself. As for upper tolerances, we can refer to the lower tolerance of e with respect to an optimal solution S as lower tolerance of e with respect to , P ( ) P l e . The lower tolerance of an element e which is contained in every optimal solution is not defined, yet. For these elements e , we set UNDEFINED ( ) P l e := . 
Theorem 10: For each single element e E ∈ it holds: The lower tolerance of a single element e E ∈ can be computed by solving two different instances of P for a cost function of type , ∏ and solving one instance of P for a cost function of type MAX, i.e., the computation of the lower tolerance has the same complexity as P itself. characterizes those elements which are never included in an optimal solution.
Remark 4:
In general, for a cost function of type MAX only the direction " " of Theorem 12 holds, but not the direction " ⇐".
RELATIONSHIP BETWEEN LOWER AND UPPER TOLERANCES
The following properties hold for each cost function c f either of type or . ∏ Much more interesting is the case that there is only one optimal solution. Here, both the minimal upper tolerance and the minimal lower tolerance are greater than 0 . Nevertheless, they are equal. First, we analyze the special case that there is only one feasible solution of P . 
We call the set of feasible solutions D connected, if D satisfies:
S e H
E S e
It is easy to see that conditions a) and b) are equivalent to the conditions a') and b'): We illustrate the conditions a) and b) and Theorem 14 by the following combinatorial minimization problem ( ) c P E D c f = , , , : As condition a') and condition b') hold, D is connected. e S S ∈ ∩ and for each 0 It follows that . We show that S isn't an optimal solution of holds. First, we prove the direction " ". Because e is contained in every optimal solution, the costs of a feasible solution not containing e is greater than the costs of an optimal solution, i.e., . Thus, the lower tolerance of e with respect to S is less than γ and ( ) ( ) max S l e e δ < .
Proof of Remark 3:
The first part of the proof of Theorem 7 shows that the direction " " holds, even if the cost function is of type MAX . To prove that the direction " ⇐" doesn't hold for a cost function of type MAX , consider the combinatorial minimization problem ( ) c P E D c f = , , , defined by: * Because of the definition of lower tolerance, 1 S is an optimal solution of As just proven, S isn't an optimal solution of ( ( ) ) For a cost function of type ∏ it holds for all K with contains e , i.e., First, let us prove that First, we prove the direction " ". Because e isn't contained in any optimal solution, UNDEFINED ( ) P l e ≠ and the costs of a feasible solution which contains e is greater than the costs of an optimal solution, i.e., To prove the direction " " let e be not contained in any optimal solution. Then 
because of (7) ( ) ( ( ) ) which implies 7 5 P max l , = . Therefore As condition a') and condition b') hold, D is connected.
SUMMARY AND FUTURE RESEARCH DIRECTIONS
In this paper we have rigorously defined and studied the properties of upper and lower tolerances for a general class of combinatorial optimization problems with three types of objective functions, namely with types , , ∏ and MAX. Theorems 2 and 8 indicate that the upper and lower tolerances do not depend on a particular optimal solution under the condition that the set of the feasible solutions is independent on the costs of ground elements. For problems with the objective functions of types and ∏ Theorem 6 implies that the upper tolerances can be considered as an invariant characterizing the structure of the set of all optimal solutions as follows. If all upper tolerances are positive (see Corollary 2), then the set of optimal solutions contains a unique optimal solution. If some upper tolerances are positive and others are zeros, then the set of optimal solutions contains at least two optimal solutions such that the cardinality of their intersection is equal to the number of positive upper tolerances. If all upper tolerances are zeros, then the set of optimal solutions contains at least two optimal solutions such that the cardinality of their intersection is equal to zero, i.e., there is no common element in all optimal solutions. Similar conclusions can be made from Theorem 12 and Corollary 9 if we replace each optimal solution by its complement to the ground set.
One of the major problems, when solving NP-hard problems by means of the branch-and-bound approach, is the choice of the branching element which keeps the search tree as small as possible. Using tolerances we are able to ease this choice. Namely, if there is an element from the optimal solution of the current relaxed NPhard problem (we assume that this optimal solution is a non-feasible solution to the original NP-hard problem) with a positive upper tolerance, then this element is in all optimal solutions of the current relaxed NP-hard problem. Hence, branching on this element means that we enter a common part in all possible search trees emanating from each particular optimal solution of the current relaxed NP-hard problem. Therefore, branching on an element with a positive upper tolerance is not only necessary for finding a feasible solution to the original NP-hard problem but also is a best possible choice. An interesting direction of research is to develop tolerance based b-n-b type algorithms for different NP-hard problems with the objective functions of types and . ∏ Many modern heuristics for finding high quality solutions to a NP-hard problem delete high cost elements and save the low cost ones from a relaxed NPhard problem. A drawback of this strategy is that in terms of either high or low cost elements the structure of all optimal solutions to a relaxed NP-hard problem cannot be described. A tolerance of an element is the cost of excluding or including that element from the solution at hand. Hence, another direction of research is to develop tolerance based heuristics for different NPhard problems with the objective functions of types and .
∏
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