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Abstract There are many practical situations where it is desirable or even required to achieve stable
convergence in the finite-time domain. In this paper, a simple distributed continuous-time protocol
is introduced that guarantees finite-time consensus in networks of autonomous agents. Protocol
convergence in weighted directed/undirected and fixed/switching networks is explored based on a
Lyapunov analysis. The stability of the system and the solvability of the consensus algorithm are proved
for network topologies that contain a spanning tree frequently enough over contiguous time intervals.
The decision value for different topologies and for multi-rate integrator agents is investigated, and a
novel approach is proposed to determine the leader subgroup of agents. Communication time-delay and
chattering phenomenon in the system are assessed, and additionally some protocols with Lipschitz right-
hand sides are introduced. Herein, all proposed consensus strategies use a limited-gain control input to
account for the physical limitation of control actuation devices, which, in general, are subject to amplitude
saturation.
© 2011 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
Consensus algorithms have received significant attention
over the past few years because of their vast potential in appli-
cations, including swarming, synchronization and distributed
decision making. The objective of the consensus is to design
distributed control laws to drive the group of agents to reach
a common assessment or to agree upon certain quantities of
interest. The state variables of agents may represent physi-
cal quantities, such as attitude, position, temperature, voltage,
pressure, and even may correspond to, for instance, measure-
ments of some signals by a sensor network. Some applications
in distributed cooperative tasks are: in flocking problems: mak-
ing agents achieve velocity matching and attitude alignment
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Open access under CC BY-NC-ND license.with their neighbors [1,2]; in multi-agent formation control [3],
as distributed filters in solving data fusion problems in sensor
networks [4]; in a dynamic consensus where agent information
states track time-varying inputs [5]; in the swarming and aggre-
gation of agents [6]; and in proportional task allocation, deploy-
ing agents to reach agreement on the value of the coverage-duty
to coverage-capability ratio [7]. Works by Olfati-Saber et al. [8]
and Ren et al. [9] present a comprehensive survey on the con-
sensus and its applications.
Consensus is theoretically introduced in pioneering works
by Olfati-Saber and Murray [10,11]. Using an algebraic graph
theory and a matrix theory, the authors analyze a lin-
ear average-consensus on directed/undirected networks with
fixed/switching topologies, and also in networks with equal
communication delays. Solvability of theweighted average con-
sensus for less stringent conditions on dynamically changing
directed topologies [12] and on asynchronous networks with
arbitrary communication delays [13,14] is also investigated in
the literature. A distributed consensus on general group deci-
sion values is also provided by [15,16].
In consensus literature, much work is devoted to network
design problems to increase the speed of consensus; for in-
stance, optimal graph topology design [17] and optimizing the
communication weights [18] for faster consensus. Neverthe-
less, convergence of such protocols occurs asymptotically and
convergence time is unbounded. This has inspired the context
of finite-time consensus protocols. Finite-time systems have at-
tracted many researchers [19,20], not only because of their
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formance in the presence of disturbances and uncertainties. The
work by Cortes [21] characterizes some finite-time dynamical
systems and suggests two discontinuous consensus protocols in
undirected networks, the first of which is not distributed. Some
other continuous non-Lipschitz protocols are analyzed byWang
and Xiao [22] and Jiang andWang [23] in undirected topologies.
An application is investigated by Xiao et al. [24] for finite-time
formation control of multi-agent systems. In [25], the stability
of consensus-based dynamical systems is investigated and the
results are extended to finite-time consensus protocols.
The main contribution of this paper is to establish a simple
protocol in order to guarantee consensus convergence in the
finite-time domain in general directed and switching network
topologies. The proposed protocol is simple in the sense that
comparedwith other consensus protocols in which agents have
to know the exact states of their neighbors; here, minimum
information is needed. In this protocol, it is sufficient that
each agent knows the sign of its neighbor’s relative state, with
respect to its own state. Thismakes the proposed protocolmore
practical for application to real-time applications.
In addition, the proposed protocol in this work assigns a
bounded control gain to the system. It should be noted that
control actuators in real-worldmodels, subject to their physical
limitations, generally have a limited range; an example is
provided byBauso et al. [26] for the attitude alignment of a team
of UAVs with bounded climbing rates.
The Lyapunov stability theorem is the main approach to the
analysis of nonlinear consensus algorithms [22–25]. Typically,
a quadratic function is used for the convergence analysis
of consensus protocols in [11,22–25]. However, it is not a
qualified Lyapunov function for the analysis of general directed
networks [27]. Herein, using a quality of consensus algorithm
called a contraction property [13], a nonsmooth Lyapunov
function is used that allows exploration of convergence under
very mild assumptions concerning the network topology.
Using non-Lipschitz dynamic equations, as the necessary
condition for finite-time convergence [19], may cause some
undesired characteristics in the system. The drawback of such
systems is the oscillations in the states around the stability
point, referred to as the chattering phenomenon, which is
the result of time-delays, along with small time constants
in real-world models. This problem is not addressed in the
literature of the finite-time protocols [21–25]. In this work,
similar to the slidingmode control [28], elimination of chattering
is achieved by smoothing out the sign function in a thin
boundary layer (agreement boundary) neighboring the stability
state. This approach provides protocols that are Lipschitz at
agreement states. In this way, the state trajectories converge
to the agreement boundary after a finite-time interval, and
in the interior of this boundary, agents’ states asymptotically
converge to the agreement value.
The final consensus value of the network under the proposed
protocols is also addressed in this note. Extending the results
by Cortes [16] and multi-rate integrator agents, a variety of
desirable final state values canbe achievedby addingnew terms
to the protocol. A novel approach for some especial directed
networks is introduced to determine the subgroup of agents
(leader agents) who contribute to the final decision value. This
can be applied not only for protocols in this paper, but for any
other consensus protocol.
This work has the following novelties. Compared to other
work in the literature, as in [21–23], both directed and undi-
rected networks with weighted fixed/time-variant communi-
cations are considered in this note. Comparedwithwork by Huiet al. [25], a different approach is used in this paper, which al-
lows the stability analysis of general nonlinear consensus pro-
tocols. Additionally, discussion on the final decision value for
directed networks, time-variant and switching topologies and
chattering phenomenon are addressed in this work. Moreover,
vector states of agents and new Lyapunov functions for multi-
dimensional cases are discussed here.
The outline of this paper is as follows: Basic definitions
in algebraic graph theory and some preliminary concepts
on consensus problems are addressed in Section 2. The
proposed consensus problem is formulated in Section 3, and
the convergence analysis and technical proofs are provided in
Section 4. In Section 5, results are extended to time-variant
network topologies, and effects of communication time-delay
and Lipschitz protocols are analyzed in Section 6. In Section 7,
final decision values and multi-rate integrator systems are
discussed, and, finally, simulations and concluding remarks are
presented in Sections 8 and 9, respectively.
2. Preliminaries
In this section, first basic notations on graph theory and
features of consensus protocols are reviewed. Most of the
following are from [29,30].
2.1. Graph theory
Let G = (V, E,W) be a graph of order n with the nodes
V = {ν1, . . . , νn} (or for notational convenience {1, . . . , n})
which represents the networked multi-agent system. An edge
of G is denoted by (i, j) which indicates the information flow
between two agents in the direction i to j, and E denotes the
set of all links. It should be noted that different meanings of the
direction of an edge are adopted in different references. Note
that in this paper, different from communication interpretation
in [11], a directed edge (i, j) ∈ E means that the information
of node i can flow to node j which is referred to as the sensing
interpretation.
The set of in-neighbors and out-neighbors of node i is defined
as Nin(i) = {j ∈ V : (j, i) ∈ E} and Nout(i) = {j ∈ V :
(i, j) ∈ E}, respectively. Obviously, j ∈ Nin(i) ⇔ i ∈ Nout(j).
Weight matrix W = [wi,j] for graph G is defined as wi,j = 0
if j ∉ Nin(i) and if j ∈ Nin(i) wi,j > 0 is the weight of the link
(j, i) (using communication interpretation). TheGraph Laplacian
Matrix associated with graph G is defined as L = [li,j], li,j =−wi,j for i ≠ j and li,i =∑n
j=1
wi,j.
A graph is undirected if the communications between agents
are bidirectional, i.e. j ∈ Nin(i) ⇔ j ∈ Nout(i) with equal
link weights, wi,j = wj,i, otherwise it is called a directed graph
(digraph). A directed path of length r is a sequence of r+1 nodes
in which there is a directed edge between two consecutive
nodes. Graph G is called Strongly Connected (SC) if there is a
directed path between any pair of distinct nodes. A directed tree
is a directed graph where every node has exactly one incoming
link, except the root of the tree (or the leader) which has no
incoming link. A graph contains a spanning tree if a subset
of the edges forms a directed tree that connects (spans) all
nodes. Existence of the spanning tree can be determined via its
Laplacian matrix. The graph topology contains a spanning tree
if and only if rank(L) = n− 1.
In this paper, in each time instant, agents with maximum
and minimum state values are of importance and are tagged
with max and min labels, respectively. For example, Nin(max)
represents the neighbors of the maximum state agent and xmax
represents its state. Since the states change, these labelsmay be
tagged to different agents as the system evolves.
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Let xi denotes the state of node i, and x be the vector rep-
resenting all node states. Graph G represents the communica-
tion topology or information flow in the network. Each node of
the graph represents an autonomous agent with first-order dy-
namics, x˙i(t) = ui, and distributed feedback, ui = h(x). It is
said that two nodes, i and j, in the network agree if and only if
xi = xj, and networks have reached a consensus if and only if
xi = xj for all i, j ∈ V . The collective value of the network after
consensus is called the decision value or the agreement value,
which is denoted by α1 (i.e. span{1} or α[1, 1, . . . , 1]1×n).
Constrained consensus problems or f-consensus algorithms
are construed as distributed computations of function f (x),
meaning that the final decision value is equal to specific
function f (x) of agents’ initial states. The consensus problem in
this paper is categorized as one such problem. It can be shown
that for an initial condition, x(0), function f (x) has a constant
value along the solution of the system.
Lemma 1 ([15, Lemma 1] and [16, Lemma 6]). Consider a net-
work of first-order integrator agents with dynamic x˙i(t) = ui and
distributed feedback, ui = g(x). The system is autonomous and
assume x(t) → f (x(0))1 as t → ∞. The key idea is that each
time instant, t0 > 0, can be thought as the agents’ initial condition
for t > t0 for which system it converges to the same final decision
value. In other words, assume x(t) is a solution of the system with
initial condition x(0), and y(t) = x(t + t0) is also a solution with
y(0) = x(t0). Since both solutions converge to the same decision
value, i.e. f (y(0)) = f (x(t0)) = f (x(0)) for all t0, this implies
that the value of f (x) is time-invariant as the system evolves. No-
tice that the only condition is the uniqueness of the solutions over
time, and thus the statement is held for every directed/undirected
networkwith different connectivity properties and for different au-
tonomous protocols.
3. Problem statement
Consider a system of n autonomous agents with the
following dynamics for each agent, i:
x˙i(t) =
n−
j=1
wi,j sgn(xj − xi), (1)
or:
x˙i(t) =
−
j∈Nin(i)
wi,j sgn(xj − xi), (2)
where sgn(z) represents the sign function:
sgn(z) =
1 z > 0
−1 z < 0
0 z = 0
=
 z
|z| z ≠ 0
0 z = 0.
(3)
The weighting factors, wij, are to account for the reliability
of the communication links between agents. These factors are
not constrained other than they are positive numbers from a
finite set that allows flexibility for utilization of the protocol in
various applications.
Compared to protocols in the literature, in protocol in
Eq. (2), each agent only acquires the relative state of its
neighbors instead of knowing their exact value. In other words,
each agent, i, only needs to know whether agent j ∈ Ni has
less or more state value than its own value (that is the sign of
xj−xi). In higher dimensions where state xi is a vector quantity,Figure 1: A system consisting of four agents in 2d-space. Illustration of the
relative position vectors (dashed line) and unit relative vectors (accepted set
by 87204458).
each agent updates its state using neighbors’ unit relative state
vectors, i.e.
xj−xi
‖xj−xi‖ . In other words, each agent only needs the
direction of the relative state vector and not its magnitude. For
example, assume agents located in two-dimensional space and
consider the position as a consensus state. Under protocol in
Eq. (2), each agent only requires an omni-directional camera to
obtain the direction of its neighbors’ location, not their exact
position (see Figure 1).
The next proposition shows that protocol in Eq. (2) can be
categorized as a consensus protocol.
Proposition 1 (Connectivity Properties). Consider directed net-
workG = (V, E,W) of agentswith first-order dynamics in Eq. (2).
The equilibrium point of the system is of the form α1 (α is agree-
ment value) and protocol converges to this point if, and only if, the
network has a spanning tree.
Proof. First, using contradiction, it is shown that the network
under protocol in Eq. (2) reaches a consensus. Next, it is proven
that having a spanning tree is the necessary condition for
network topology to achieve consensus.
Sufficiency. Assume that the network has a spanning tree. It is
obvious that every point x∗ = α1 is the equilibrium of Eq. (2).
Using contradiction, we prove that all equilibriums of Eq. (2)
are in the form α1. Assume that there exists an equilibrium
point, x∗ ≠ α1. This implies that there exists a node, x∗i , that
has the maximum (or minimum) value among the agents, and
due to the existence of the spanning tree, this node, at least, has
a neighbor or is a neighbor of another agent, j. In other words,
there exists j ∈ Nin(i) (or i ∈ Nin(j)), such that x∗i > x∗j (or
x∗i < x
∗
j ). As a result:
ui =
−
j∈Nin(i)
wi,j sgn(xj − xi) < 0, (4)
or:
uj =
−
i∈Nin(j)
wj,i sgn(xi − xj) > 0. (5)
Notice that ui ≠ 0 (or uj ≠ 0) contradicts the definition of the
equilibrium point.
If there exists more than one agent with maximum (or
minimum) value due to the existence of the spanning tree,
at least one of these nodes has at least one neighbor or is a
neighbor of another agent, j, with a smaller (or larger) value.
Therefore, ui ≠ 0 (or uj ≠ 0), which also contradicts the
definition for the equilibrium point.
78 H. Sayyaadi, M.R. Doostmohammadian / Scientia Iranica, Transactions B: Mechanical Engineering 18 (2011) 75–85Necessity. Assume that the network does not have a spanning
tree. Thus, at least, it has two unconnected subgroups, or there
exists at least two leaders in the network. For the first case,
since there are no links between these subgroups, agents in
each group have no information about another group. Thus, in
general, each subgroup converges to an independent decision
value and the entire system does not achieve an agreement. For
the second case, because the leaders’ states remain constant
(x˙leader = 0) and, in general, they have different state values,
no consensus can be achieved in the network. In fact, both
stated conditions specify that in systems without a spanning
tree, there exist at least two agents with no directed path
(information flow) from one to another and, thus no agreement
can be achieved between these two agents and consequently,
the entire group. 
4. Contraction property and convergence analysis
Our convergence analysis is based on the convexity property
or contraction property of the consensus problems, which is
based on the fact that the updated value of each agent is a
convex combination of its current state value and the current
values of its neighbors [13]. Roughly speaking, each agent in the
consensus algorithmmoves in the direction of the other agents’
(its neighbors’) states.
Proposition 2 (Stability Analyses). Consider a directed network
of agents under dynamics in Eq. (2). The system globally converges
to the equilibrium point (its consensus value) if, and only if, graph
G has a spanning tree.Moreover, convergence occurs in finite-time.
Proof. The necessity condition can be proved similar to
Proposition 1. Here the sufficiency properties are investigated.
Sufficiency. Since α (decision value) is time-invariant, reaching
consensus corresponds to the stability of a new variable, δi,
where δi = xi − α. Now, δ = 0 corresponds to x = α and it
suffices to prove stability around the origin (δ = 0) using the
Lyapunov stability theorem. A nonsmooth candidate Lyapunov
function is considered as:
V = max{δ} −min{δ} = xmax − xmin. (6)
For Lyapunov analysis, sign V˙ has to be defined:
V˙ = x˙max − x˙min, (7)
x˙max =
−
j∈Nin(max)
wmax,j sgn(xj − xmax), (8)
x˙min =
−
j∈Nin(min)
wmin,j sgn(xj − xmin). (9)
Let min{W} denote the minimum ‘‘positive’’ element in W
(i.e. minimum link weight). Noticing that xmax > xj, j ∈ Nin
(max), xmin < xj, j ∈ Nin(min), and using the contraction
property, it can be shown that xmax and xmin agents are, respec-
tively, non-increasing and non-decreasing under dynamics in
Eq. (2);
x˙max = −
−
j∈Nin(i)
wmax,j < −min{W}, (10)
x˙min =
−
j∈Nin(i)
wmin,j > min{W}. (11)
Having at least one neighbor is a sufficient condition for xmax
and xmin to change in time. Regarding the fact that the topologyhas a spanning tree, all nodes (except the leader node) have at
least one neighbor. Therefore, at least one of the xmin or xmax are
changing based on Eqs. (10) and (11), and thus:
V˙ < −min{W}. (12)
Notice that in situations where there are two or more equal-
value agents as xmax (or xmin), it can be shown that at least one of
them has at least one neighbor with a smaller (or larger) value.
Thus Eq. (12) is still correct in such situations.
The following conditions are held:
(i) V is a regular, continuous and Lipschitz function.
(ii) V is globally positive definite, i.e. V > 0 ⇔ δ ≠ 0 and
V = 0⇔ δ = 0 (max(x) = min(x)).
(iii) According to Eq. (12), V˙ is globally negative definite,
i.e. V˙ < 0⇔ δ ≠ 0 and V˙ = 0⇔ δ = 0.
(iv) V is radially unbounded, i.e. V →∞ as |δi| → ∞.
Therefore, based on the Lyapunov stability theorem for
nonsmooth systems [31], δ = 0 is a globally stable equilibrium
state for dynamics in Eq. (2).
Integrating Eq. (12) between the times t = 0 and t = tconv
(convergence time or agreement time), the upper-bound can be
evaluated:∫ tconv
0
V˙ ≤ −
∫ tconv
0
min{W}, (13)
V (tconv)− V (0) ≤ −tconv.min{W}. (14)
Considering that V (tconv) = 0,
tconv ≤ V0min{W} → tconv ≤
max{x0} −min{x0}
min{W} . (15)
Note that Eq. (15) only provides an upper-bound for consensus
and not the exact settling time. 
Remark 1. In the cases where agents’ states represent a vector
quantity, such as position in space, the Lyapunov function of
Eq. (6) cannot be used. For these cases, a candidate Lyapunov
function is the convex-hull containing the agents’ positions. The
convex-hull is the smallest convex set containing a given set
of points P , and it is proved that for the given set, point P , its
convex-hull, conv(P), is unique [32]. The Lyapunov function for
the system can be considered to be Vp = Perimeter(conv(P))
(the perimeter of the convex-hull) or Vd = Diameter (conv(P))
(the maximum diameter of the convex-hull). Note that for both
functions, the following properties are held:
(i) V is positive-definite.
(ii) V (P) = 0⇔ pi = pj, ∀i, j ∈ {1, . . . , n}.
(iii) V˙ < 0 since each agent moves toward its neighbors
(agent’s state is a convex combination of its neighbors’
states), and the convex hull is decreasing as illustrated in
Figure 2.
5. Switching topologies
The change in graph topology, G, may happen due to failure
or addition of new links over time; for instance, because of the
limited detection range of agents, existence of the obstacles
in networks of mobile agents or change in reliability of the
communication links and consequently weighting factors. In
this section, the objective is to investigate whether it is still
possible to reach a finite-time consensus in such networks
under protocol in Eq. (2) or not. The key idea is that Lyapunov
function in Eq. (6) does not depend on network topology G,
other than it should have a spanning tree for convergence.
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Agents are depicted with circles. For agent pi , the direction of motion is toward
the interior or along the boundary of the convex-hull. Consequently, its next
position, p′i , is located in the interior of the convex-hull or on its boundary;
the convex-hull at the next time-step is surrounded by the convex-hull at the
current time-step.
Figure 3: Some bounded non-overlapping time intervals (thick parts), along
which the network has a spanning tree. The existence of sufficient numbers of
these time intervals guarantees convergence of the system.
Figure 4: Some overlapping (maybe unbounded) time intervals containing
[t1, t2] along which the union of the graph topologies has a spanning tree.
However, after the time t2 topology contains no spanning tree.
Proposition 3 (Switching Topologies). Consider a network with
topology Gk = (V, Ek,Wk), k = σ(t), which belongs to a finite
set of graphs Γn = {G0,G1,G2, . . .} representing a switching
network topology. This network achieves finite-time consensus
under protocol in Eq. (2), if there exists a sufficient sequence
of bounded non-overlapping time intervals, [Tk, Tk + lk), T0 =
0 (Figure 3), with the property that the combination of graphs
across each interval has a spanning tree.
Proof. Consider Lyapunov function in Eq. (6) for the switching
system. Although the set of neighbors and the weight matrix
change with time, according to change in the topology, in
every time interval [Tk, Tk + lk) or in its sub-domain, the
network has a spanning tree. Consequently, xmax or/and xmin
has at least one neighbor in a sub-domain of [Tk, Tk + lk)
(not necessarily in the whole time interval). As a result, xmax
is decreasing and/or xmin is increasing along this sub-domain
(or the whole time interval [Tk, Tk + lk)) and consequently
V˙ < −min{W}. After a finite number (enough number) of time
intervals, Lyapunov function in Eq. (6) vanishes and the system
achieves convergence. Additionally, if all the graphs in Γn
have a spanning tree, the upper-bound for settling-time can
be evaluated (min{W} is the minimum link weight among all
graphs in Γn):
tconv ≤ max{x0} −min{x0}min{W} . (16)
It is worth noting that having bounded non-overlapping
intervals is a necessary condition in Proposition 3. For example,
consider a switching system with a spanning tree in initial
time interval [T1, T2). One can assume an infinite number
of overlapping (maybe unbounded) time intervals containing
[T1, T2). Although in all of them the system has a spanning tree,
after time T2, the network may have no spanning tree and thus
no conclusion about convergence can be stated (Figure 4). 6. Robustness to communication delay
Communication media often introduce time-delays in the
signal between the source and receiver agents. This along with
the sudden change of the sgn(.) function as the control in-
put in protocol in Eq. (2) leads to small period of divergence
and undesirable oscillation around the agreement state. This is
a common problem in non-Lipschitz right-hand side dynamic
systems, including all finite-time consensus protocols [21–25],
referred to as chattering phenomenon. Using Lipschitz approx-
imations of the sign function (see Figure 5) is a simple approach
for chattering elimination in the system [28, Ex. 14.11], which
gives rise to the following protocols:
x˙l =
−
j∈Nin(i)
wi,j tanh

(xj − xi)/a

, (17)
x˙l =
−
j∈Nin(i)
wi,j tan−1

(xj − xi)/a

, (18)
x˙l =
−
j∈Nin(i)
wi,j
xj − xi
a+ |xj − xi| , (19)
x˙l =
−
j∈Nin(i)
wi,jsat

(xj − xi)/a

, (20)
where sat(.) denotes the saturation function;
satz =

−1 z ≤ −a
z
a
−a ≤ z ≤ a
+1 z ≥ a.
(21)
The same approach as in Proposition 2 can be applied in this
case, since all functions depicted in Figure 5 are odd functions;
∀j ∈ Nin(max), xj − xmax < 0→ x˙max < 0, (22)
or:
∀j ∈ Nin(min), xj − xmin > 0→ x˙min > 0. (23)
Thus, for networks with a spanning tree, V˙ < 0, and based
on the Lyapunov theorem stated in [28], the system globally
asymptotically converges to its equilibrium (consensus value).
Remark 2. Implementing Lyapunov function in Eq. (6), general
consensus protocols in the form x˙i = hi(∑j∈Nin(i) ϕi,j(µi,j(xj) −
µi,j(xi))) canbe analyzed.Necessary conditions for xmax and xmin
to be non-increasing and non-decreasing along the solution of
the system is that z.hi(
∑
j∈Nin(i) ϕi,j(z)) > 0, z ≠ 0 and dµi,j
(z)/dz > 0. Therefore, following the line of reasoning as in
Proposition 2, the convergence can be proved for networks
containing a spanning tree in their graph topologies.
Note that using the protocols in Eqs. (17)–(20) does not
guarantee finite-time convergence. In this case, the system
reaches a region around the stability state in finite-time, which
is referred to as the agreement-boundary; but at the interior
of this region, convergence occurs asymptotically. For example,
consider the state of two agents, x1 > x2, under protocol in
Eq. (20). Before node states come to the boundary distance,
[−a, a], V˙ < −1, and following the line of reasoning as in
Eqs. (13)–(15), the convergence is in finite-time. However, in
the domain, [−a, a];
x1, x2 − ave(x1, x2) < [−a, a] → x˙1 = x2 − x1,
x˙2 = x1 − x2, (24)
V˙ = x˙1 − x˙2 = 2(x2 − x1) < 0. (25)
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parameter a is equal to 0.1.
Figure 6: Convergence of two agents under protocol in Eq. (20). Agents reach
an agreement-boundary in finite-time, but in the boundary, convergence is
exponential.
We know the solution of the differential equation, z˙ = −az,
to be in the form z = e−at . This implies that the Lyapunov
function, V = x1 − x2, changes exponentially and convergence
is asymptotically over time (Figure 6), as in the linear average-
consensus protocol.
A similar statement is held for protocols in Eqs. (17)–(19).
However, for these cases, the agreement boundary cannot be
determined precisely.
Remark 3. Using a bounded control input is another advantage
of protocols in Eqs. (2) and (17)–(20). Notice that all actuators of
physical devices are subject to amplitude saturation; a control
valve cannot be more than fully open or fully closed, thus
the actuator is unable to deliver control commands out of
its range. Therefore, the proposed protocols seem to be of
practical benefit compared to other unbounded protocols in the
literature.
The robustness of the protocols in Eqs. (17)–(20) to
communication delay strongly depends on parameter a. For
clarification, consider the protocol in Eq. (20) in the region
−a < z < a. In this domain, the protocol is equivalent to a
linear average-consensus protocol withweighting factors equaltowi,j/a. In [11], the upper bound on the communication delay
for this protocol is determined as;
τ <
π
2λmax(La)
, (26)
where λmax denotes maximum eigenvalue and τ denotes time-
delay in communication links. Let La be the new Laplacian
matrix with weighting factors wi,j/a. Since La = 1a L, λ(La) =
1
aλ(L), the admissible time-delay for protocol in Eq. (20) can be
evaluated as;
τ <
π
2λmax(La)
→ τ < πa
2λmax(L)
. (27)
On the other hand, for a given time-delay, τ , in channels,
parameter a can be determined such that the system remains
stable:
a >
2τλmax(L)
π
. (28)
Indeed, there is a trade-off between robustness to time-delays
and the performance of the network to achieve finite-time
convergence. A large saturation point (large a) causes a wide
boundary layer that is undesirable, but the system can tolerate
more time-delay in communication channels and vice versa.
A similar but more challenging argument can be stated about
nonlinear protocols in Eqs. (17)–(19), and the case of non-
uniform time-delays in links (extension of the results by [14]).
7. Final agreement value
7.1. Undirected networks
For networks with bidirectional communication links, if
wij = wji, ∀(i, j) ∈ E (symmetric weight matrix), considering
that all proposed functions are odd functions, one can deduce
that:
n−
i=1
x˙l =
n−
i=1
ui =
−
(i,j)∈E
wi,j sgn(xj − xi)
+wj,i sgn(xi − xj) = 0, (29)
d
dt

n−
i=1
xi

= 0. (30)
This implies that the sum of the states is time-invariant. Let α
be the final decision value:
n−
j=1
xi(0) =
n−
j=1
xi(t →∞) =
n−
j=1
α = n.α. (31)
α = 1
n
n−
j=1
xi(0) = ave(xi(0)). (32)
That is, the average of the agents’ states. For achieving a
consensus value other than the average of states, one can
implement the results by [16] in protocol in Eq. (2);
x˙i = 1dg
dxi
−
j∈Nin(i)
wi,j sgn(xj − xi). (33)
It can be seen that:
n−
i=1
dg
dxi
x˙i =
n−
i=1
ui = 0. (34)
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g(x) Consensus value (α)∑n
i=1 x
p
i
p

1
n
∑n
i=1 x
p
i Mean of order p
ln
∏n
i=1 xi

n
∏n
i=1 xi Geometric mean
1∑n
i=1 xi
n∑n
i=1 1xi
Harmonic mean∑n
i=1 γixi
∑n
i=1 γixi∑n
i=1 γi
Linear combination
Using the chain rule, it can be shown that:
n−
i=1
dg
dxi
x˙i = ddt (g(x)) = 0. (35)
Thus g(x) is time-invariant and the final decision value can be
obtained using the following equation:
g(x) = g(α1). (36)
Some examples are provided in Table 1. In the last row of the
table, γi is a positive constant, called the update-factor, which
defines the update-rate of agent i. Using these update-factors,
a dynamical system with different rates of change for agents is
introduced, called a multi-rate integrator system:
γix˙i =
−
j∈Nin(i)
wi,j sgn(xj − xi). (37)
In such a system, if one agent uses a relatively large update-
factor (γi ≫ 1), its update rate is smaller (γi ≪ 1), and state xi
changes relatively slowly. As a result, the group decision value
will be relatively close to xi, and agent i acts like a leader:
α =
n∑
i=1
γixi(0)
n∑
i=1
γi
= γ1x1(0)n∑
i=1
γi
+ · · · + γcxc(0)n∑
i=1
γi
+ · · · + γnxn(0)n∑
i=1
γi
, (38)
γi
n∑
i=1
γi
<
γi
γc
≪ 1, i ∈ {1, . . . , n}, i ≠ c, (39)
α ∼= γcxc(0)n∑
i=1
γi
∼= xc(0). (40)
Note that all the above results can be similarly stated about the
protocols in Eqs. (17)–(20).
7.2. Directed networks
Following the scenario mentioned before, the leader has no
incoming link and does not update its state, i.e. x˙leader = 0.
Because the graph topology has a spanning tree and consensus
is guaranteed, agents’ states converge to the state of the leader.
For systems with general directed communication topolo-
gies, such as directed networks without a leader and bidirec-
tional networks with anti-symmetric link weights, it is difficult
or even impossible to evaluate the consensus value. A novel ap-
proach is proposed here to find the nodes participating in the
decision value of non-SC graphs. There exists a SC subgraph of
nodes that receives no incoming link (information) from other
agents and, thus, acts as a leader subgroup. In otherwords, nodesFigure 7: Partitioning a typical graph into its maximal SC subgraphs, which
may even be a solitary node or two nodes with an undirected link. The group
with no input is the leader subgroup.
Figure 8: Depiction of four graphs with a spanning tree representing a
switching network; Ga is SC, Gb is undirected, Gc is a directed tree, and Gd is
a graph that is not SC with the leader subgroup {4, 7}.
in this subgraph determine the final decision value of the net-
work and other nodes act as followers. For example, having an
undirected leader subgroup with symmetric communication
weights, the final decision value is equal to the average of the
states of the agents’ in the leader subgroup.
One method to find the leader group is to separate a given
directed graph to its ‘‘maximal’’ SC subgraphs, which may
include even one or two nodes connected with a bidirectional
link (as in Figure 7). Considering that the graph contains no
cycle, there is at least one leader subgroup. However, due to the
existence of a spanning tree, one and only one leader group can
be found in the graph.
8. Simulations
A networked multi-agent system with n = 10 members is
considered in simulations. However, any number of agents can
be employed, due to the scalability of the consensus algorithm.
In first simulations, agents are assumed to be equipped with a
communication system that allows them to be in contact with
their neighbors instantly and exchange their state information
without any delay. All simulations are performed in MATLAB r⃝.
A switching system is considered, according to Figure 8.
Comparing other similar works in the literature, here the
system contains both directed and undirected graphs. Figure 9
shows the evolution of this switching system under protocol in
Eq. (2). The network topology changes every T = 0.4 s. All the
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Figure 9: Evolution of the switching network in Figure 8 under (a) protocol in Eq. (2) and (b) protocol in Eq. (20). Observably, the Lyapunov function is decreasing
over time for both cases.illustrated topologies contain a spanning tree. Agents in graph
Gd represent amulti-rate integrator systemwith update-factors
equal to γ = [0.8, 1, 2, 4, 5, 0.2, 2, 0.4, 0.9, 0.1]. Link weights
in graph Gb are selected equal to 1. Other weight matrices,Wa,
Wc , andWd, and also agents’ initial states are selected randomly
as:
x0 =
−1.4; −4.504; 4.623; −0.485; −2.182;
0.711; 2.008; 4.156; 0.973; −3.700 ,
Wa =
0 0 0 0 0 0 0 0 0 0.9
0.2 0 0 0 0 0 0 6 0 0
0 0.5 0 0 0 0 0 0 1.1 0
0 0 0.9 0 0 4.5 0 0 0 0
0 0 0 0.02 0 0 2.7 0 0 0
0 0 0 0 0.8 0 0 0 0 0
0 0 0.4 0 0 0.6 0 0 0 0
0 0 0 0.9 0 0 0.8 0 0 0
0.3 0 0 0 0 0 0 1.5 0 0
0 0.1 0 0 0 0 0 0 0.05 0

,
Wb =

0 1 0 0 0 0 0 0 0 1
1 0 1 0 0 0 0 0 0 0
0 1 0 1 0 0 0 0 0 0
0 0 1 0 1 0 0 0 0 0
0 0 0 1 0 1 0 0 0 0
0 0 0 0 1 0 1 0 0 0
0 0 0 0 0 1 0 1 0 0
0 0 0 0 0 0 1 0 1 0
0 0 0 0 0 0 0 1 0 1
1 0 0 0 0 0 0 0 1 0

,Wc =
0 0.1 0 0 0 0 0 0 0 0
0 0 0.5 0 0 0 0 0 0 0
0 0 0 1.4 0 0 0 0 0 0
0 0 0 0 0.2 0 0 0 0 0
0 0 0 0 0 1.2 0 0 0 0
0 0 0 0 0 0 0.6 0 0 0
0 0 0 0 0 0 0 0.7 0 0
0 0 0 0 0 0 0 0 0.04 0
0 0 0 0 0 0 0 0 0 0.08
0 0 0 0 0 0 0 0 0 0

,
Wd =
0 0 0 0 0 0 0 0 0.5 0
0.7 0 0.2 0 0 0 0 0 0.02 0
0 0.8 0 0 0 0 0 0 0 0
0 0 0 0 0.8 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 1.1 0 0 0 0 0
0 0 0.6 7 0 0.9 0 0.1 0 0
0 0 0 0 0 0 0 0 1.9 0
0 0.3 0 0 0 0 0 0.4 0 0.1
0 0 0 0 0 0 0 0 0 0

.
Considering the update factors, the bound on the agreement-
time can be evaluated as:
tconv ≤ max{γ }max{x0} −min{x0}min{W} . (41)
Since the topology changes regularly in time, the average of
max{γ } and min{W} in four switching steps (topologies) must
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Figure 10: Evolution of network Gc under protocol in Eq. (2) from two different initial states. Topology Gc is not SC and has a leader subgroup. The evolution of
leader agents over time are depicted by a dashed line.be considered; since ave(min{W}) = 0.29 and ave(max{γ })
= 2:
tconv ≤ 2. (4.623)− (−4.504)0.29 = 62.95 s. (42)
This is the upper-bound on convergence-time and, as in
Figure 8, the Lyapunov function vanishes in tconv = 5.58 <
62.95 s.
Partitioning non-SC graph Gc to its SC subgraphs, the group
of agents {4, 7} turns out to be the leader subgroup. Two
simulations are performed under protocol in Eq. (2) in which
only the initial states of agents {4, 7} are the same. The
agreement time is tconv = 7.3 s in Figure 10(a) and tconv = 9.56 s
in Figure 10(b). As shown for both simulations, the agreement
value is the same and equal to:
4× 1x4 + 2× 7x7
4× 1+ 2× 7 = 0.22x4 + 0.78x7 = 1.4595.
Obviously, the consensus value is closer to the initial state of
agent 7 with a smaller update rate, i.e. 10.78 <
1
0.22 . Notice that
the contraction property of state trajectories can be observed in
Figures 9 and 10.
Next, the performance of the proposed consensus protocols
on undirected graph topologyGb is compared in the presence of
communication delay. Without loss of generality, time-delays
equal to τ = 0.1 s are considered and imposed onto the
communication channels. States are assumed to diverge at the
initial time for τ = 0.1 s. As observed in Figure 11(a), time-
delay generates chattering in the system under protocol in
Eq. (2). As mentioned before, the stability of the network under
protocol in Eq. (20) depends on the value of parameter a. Since
λmax(LGb) = 4, according to Eq. (28), for stability, it suffices thata > 0.255. Figure 11(b) shows a stable system with a = 0.3,
and Figure 11(c) shows an unstable system with a = 0.2 under
protocol in Eq. (20). Evolution of the network under protocol in
Eq. (17) with a = 0.3 is also depicted in Figure 11(d), which
seems to be stable.
In the next simulation, the consensus state is considered
as the agents’ position in 2d-space (a rendezvous problem). A
R-disk graph is considered for the network topology, i.e. each
agent can communicate with other agents located within
distance R = 4 from its position. The weighting factors are
considered equal to 1. Since the agent’s set of neighbors changes
with time, the topology is switching. Initial conditions and
configuration are selected randomly, as in Figure 12(a):
x = 8.0899 3.5651 3.0123 5.9099 9.1019
1.9377 4.3237 7.4916 0.3918 9.4632

,
y = 7.6367 5.5882 2.3456 4.9795 5.1785
9.9424 8.5485 9.6240 6.7894 4.0350

,
Figure 12(c) illustrates agents’ trajectories as they evolve under
protocol in Eq. (2). Since the network is always undirected,
the final aggregation point is the centroid of agents’ initial
positions (xc = 5.33, yc = 6.45). The convex hull containing
the agents is defined using theMATLAB function, convhull(x, y).
Figure 12(b) shows the decrease in the perimeter of the convex-
hull, as the Lyapunov function along the evolution of the
system.
9. Conclusions
In this article, new consensus protocols are proposed and
their convergence is proved in networked systems containing
84 H. Sayyaadi, M.R. Doostmohammadian / Scientia Iranica, Transactions B: Mechanical Engineering 18 (2011) 75–85Figure 11: Different consensus protocols over graph Gb with communication time-delay τ = 0.1 s, (a) using protocol in Eq. (2), (b) using protocol in Eq. (20) with
saturation point a = 0.3 (system is stable), (c) using protocol in Eq. (20) with saturation point a = 0.2 (system is unstable), and (d) using protocol in Eq. (17) with
a = 0.3 (system is stable). The final agreement value is equal to the average of states that are zero (dashed line).Figure 12: Consensus on position of ten agents in 2d-space. (a) The initial R-disk con guration (R = 4). (b) The evolution of the Lyapunov function (convex-hull
perimeter) in time. (c) Agents trajectories under protocol in Eq. (2); the gray circles are the initial positions and the black square in the center (centroid) is the final
aggregation point.spanning trees in their topologies, frequently enough, over non-
overlapping time intervals. This is the minimum connectivity
requirement for networks, which enables the protocol to be uti-
lized in many practical applications where the communication
possibility is low; for example, because of excessive commu-
nication costs, existence of obstacles and sensing-range limi-
tations. The proposed finite-time protocol has other practical
advantages compared with protocols in the literature; it is sim-
pler in the sense that agents obtain the minimum required in-
formation about the state of their neighbors; they just need to
know whether their neighbors have more or less values than
their own state values. This reduces the information processing
time for agents (Real-Time issues). Furthermore, all protocols
implement a minimal control input which makes them appli-
cable for systems encountering over-saturation problems.Finding the leader subgroup of agents is another novelty of
this note. This method and also the proposed Lyapunov func-
tion, can be used for the analysis of various protocols in directed
networks (since the contraction property is a common feature
of consensus algorithms). Utilizing the proposed protocols in
dynamic consensus, formation control of autonomous vehicles,
the flocking of agents, distributed filtering, and sensor networks
are other topics for future work.
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