We study the problem of sampling from a distribution where the negative logarithm of the target density is L-smooth everywhere and m-strongly convex outside a ball of radius R, but potentially non-convex inside this ball. We study both overdamped and underdamped Langevin MCMC and prove upper bounds on the time required to obtain a sample from a distribution that is within ε of the target distribution in 1-Wasserstein distance. For the first-order method (overdamped Langevin MCMC), the time complexity isÕ e cLR 2 d ε 2 , where d is the dimension of the underlying space. For the second-order method (underdamped Langevin MCMC), the time complexity isÕ e cLR 2 √ d ε for some explicit positive constant c. Surprisingly, the convergence rate is only polynomial in the dimension d and the target accuracy ε. It is however exponential in the problem parameter LR 2 , which is a measure of non-logconcavity of the target distribution.
Introduction
In this paper, we study the problem of sampling from a target distribution p * (x) ∝ exp (−U (x)) , where x ∈ R d , and the potential function U : R d → R is L-smooth everywhere and m-strongly convex outside a ball of radius R (see detailed assumptions in Section 1.2.1).
We establish explicit convergence rates of two sampling algorithms, overdamped Langevin MCMC, based on the first-order stochastic differential equation (SDE)
and underdamped Langevin MCMC, based off the second-order SDE
where λ1, λ2 > 0 are free parameters. We show that using either algorithm above, it is possible to sample from p * in time polynomial in the dimension d and the target accuracy ε (as measured in 1-Wasserstein distance). We also show that the convergence depends exponentially on the quantity LR 2 . Intuitively, LR 2 is a measure of the non-convexity of U (x). Our results establish rigorously that as long as the problem is not "too badly non-convex," sampling is provably tractable.
Our main results are presented in Theorem 2.1 and Theorem 3.1, and is informally summarized as follows:
Theorem 1.1 (informal). Given a potential U that is L-smooth everywhere and strongly-convex outside a ball of radius R, we can output a sample from a distribution which is ε close in W1 to p * ∝ exp (−U ) by runningÕ d ε 2 e cLR 2 steps of overdamped Langevin MCMC (Algorithm 1), or O √ d ε e c ′ LR 2 steps of underdamped Langevin MCMC (Algorithm 2). Here, c and c ′ are explicit constants.
1.1 Related Work 1.2.1 Assumptions on the potential U We make the following assumption on the potential function U (x):
(A1) The function U (x) is continuously-differentiable on R d and has Lipschitz continuous gradients; that is, there exists a positive constant L > 0 such that for all x, y ∈ R d ,
(A2) The function has stationary point at zero:
(A3) The function is strongly convex outside of a ball; that is, there exists constants m, R > 0 such that for all x, y ∈ R d with x − y 2 > R ∇U (x) − ∇U (y), x − y ≥ m x − y 2 2 .
Finally we define the condition number as κ := L/m. Observe that Assumption (A2) is imposed without loss of generality, because we can always find a local minimum in polynomial time and shift the coordinate system so that the local minimum of U is at zero. These conditions are similar to the assumptions made by Eberle (2016) . Note that crucially Assumption (A3) is strictly stronger (more restrictive) than the assumption made in several recent papers by Raginsky et al. (2017) and Zhang et al. (2017) . To see this observe that these papers only require Assumption (A3) to hold for a fixed y = 0, while we require this to hold for all y ∈ R d . One can also think of the difference between these two conditions as being analogous to the difference between strong convexity (outside a ball) and one-point strong convexity (outside a ball).
Coupling and Wasserstein Distance
Denote by B(R d ) the Borel σ-field of R d . Given probability measures µ and ν on (R d , B(R d )), we define a transference plan ζ between µ and ν as a probability measure on (R d × R d , B(R d × R d )) such that for all sets A ∈ B(R d ), ζ(A × R d ) = µ(A) and ζ(R d × A) = ν(A). We denote Γ(µ, ν) as the set of all transference plans. A pair of random variables (X, Y ) is called a coupling if there exists a ζ ∈ Γ(µ, ν) such that (X, Y ) are distributed according to ζ. (With some abuse of notation, we will also refer to ζ as the coupling.) Given a function f : R → R, we define the f -Wasserstein distance between a pair of probability measures as follows: (µ,ν) f ( x − y 2)dζ (x, y).
Finally we denote by Γopt(µ, ν) the set of transference plans that achieve the infimum in the definition of the Wasserstein distance between µ and ν (for more properties of W f (·, ·) see Villani, 2008) . For any q ∈ N we define the q-Wasserstein distance as Wq(µ, ν) := inf ζ∈Γ(µ,ν)
x − y q 2 dζ(x, y) 1/q . We follow Eberle (2016) in our specification of the distance function f that is used in the definition of the Wasserstein distance. We let α f > 0 and R f > 0 be two arbitrary constants (these are parameters used in defining f ). We begin by defining auxiliary functions ψ(r), Ψ(r) and g(r), all from R + → R: 
Let us summarize some important properties of the functions ψ and g:
• ψ is decreasing, ψ(0) = 1, and ψ(r) = ψ(R f ) for any r > R f .
• g is decreasing, g(0) = 1, and g(r) = 1 2 for any r > R f .
Finally we define f as
We now state some useful properties of the distance function f .
Lemma 1.2. The function f defined in (4) has the following properties.
These properties follow fairly easily from the definition of the function f above. We present a proof in Appendix A.
Overdamped Langevin Diffusion
We first set up the notation specific to the continuous and discrete processes that we use to study overdamped Lanvegin diffusion:
1. Consider the exact overdamped Langevin diffusion defined by the SDE (1), with an initial condition x0 ∼ p (0) for some distribution p (0) on R d . Let pt denote the distribution of xt and let Φt denote the operator that maps from p (0) to pt:
2. One step of the overdamped Langevin MCMC is defined by the SDE:
with an initial condition x0 ∼ p (0) . We defineΦt analogously for the discrete process.
Note 1: The discrete update differs from (1) by using a fixed x0 instead of xt in the drift.
Note 2: We will only be analyzing the solutions to (6) for small t. Think of an integral solution of (6) as a single step of the discrete Langevin MCMC.
Algorithm 1: Overdamped Langevin MCMC Input :
Step size δ < 1, number of iterations n, initial point x (0) , and gradient oracle ∇U (·)
It can be easily verified that x (i) in Algorithm 1 has the same distribution asx iδ in (6). Throughout this section, we denote by p * the unique distribution which satisfies p * (x) ∝ exp (−U (x)). It can be shown that p * is the unique invariant distribution of (1) (see, for example, Proposition 6.1 in Pavliotis, 2016) . In the discussion that follows we will use p (k) to denote the distribution of x (k) as defined in Algorithm 1. The main result of this section is Theorem 2.1, which establishes the convergence rate for Algorithm 1.
Remark. Note that in most interesting cases, δ is constrained by the first term, which gives us
Intuitively, LR 2 measures the extent of nonconvexity. When this quantity is large, we expect U to contain numberous local minima that are very deep. It this makes sense that the runtime of the algorithm should be exponential in this quantity.
Convergence of Continuous-Time Process
We begin by establishing the convergence of the continuous-time process (1) to the invariant distribution. Following Eberle (2016) , we construct a coupling between two processes evolving according to the SDE (1).
We accordingly define the first process as:
where x0 ∼ p0, and the second process as:
(I [xt = yt] is the indicator function, which is 1 if xt = yt and 0 otherwise) Additionally we also couple the processes so that the initial joint distribution of x0 and y0 corresponds to the optimal coupling between the two processes under W f . To simplify notation, we define the difference process as zt := xt − yt with
With this notation in place we now show the contraction of the continuous-time process (1) 
where Φt is as defined in (5) and p * is invariant distribution of (1).
Proof We define rt := zt 2. By Itô's Formula (see Theorem E.1, sufficient regularity is established in Lemma E.8),
Where dB 1 t is a 1-dimensional Brownian motion. Applying Itô's Formula once again to f (rt),
Taking expectation,
We will now complete the argument by considering two cases: Case 1 (rt < R): In this case, we know that by the smoothness assumption on U (x) (Assumption (A1)),
Combining the above with (8),
The second inequality is by choice of α f = L/4 and R f = R given in the statement of Proposition 2.2 and (F4) in Lemma 1.2.
Case 2 (rt ≥ R): In this case, we know that for points that are far away, the potential satisfies a strong-convexity-like condition (Assumption (A3)). Also, by Lemma 1.2, for any rt ≥ R, f ′′ (rt) = 0 and f ′ (rt) ≥ 1 2 e −LR 2 /4 . Thus
Combining the two cases we get that for any rt > 0 gives
The claimed result follows by Grönwall's Inequality (see Corollary 3 in Dragomir, 2003) assuming that the initial distributions are optimally coupled under W f .
Convergence of Discrete-Time Process
We will control the discretization error between the continuous and discrete processes by standard arguments (see, for example Durmus and Moulines, 2016) . The main conclusion is that the discretization error in W2 (and consequently in W1) essentially scales as O( √ δ 3 d).
Proposition 2.3. Let the initial distribution p (0) be a Dirac-delta distribution at
The proof of this proposition is relegated to the appendix.
Proof of Theorem 2.1
In this section we combine the continuous-time contraction result (Proposition 2.2) with discretization error bound (Proposition 2.3) to prove Theorem 2.1.
Proof [Proof of Theorem 2.1] We know that for any measures p, q,
as f (r) ≤ r. Also we know that the initial distribution
By triangle inequality and concavity of f ,
By Proposition 2.2, the continuous-time process contracts, so
Unrolling this inequality for k steps:
where (i) follows by the sum of the geometric series 1 + z + z 2 + . . . = 1/(1 − z) for any |z| < 1 and (ii) follows by the approximation e −z ≤ 1 − z/2 for z ∈ [0, 1]. Finally, for any two measures p and q, e −LR 2 /4 W1(p, q)/2 ≤ W f (p, q) ≤ W1(p, q) as e −LR 2 /4 r/2 ≤ f (r) ≤ r. Plugging this into the inequality above gives us the desired result,
We pick
to ensure that the second term corresponding to the discretization error is small,
to ensure that the first step contracts sufficiently
Finally, by our choice of p (0) , we can upper bound W1(p (0) , p * ) by
where the first inequality is triangle inequality and the last inequality follows from Lemma E.3. Combining all the pieces and simplifying gives us the desired result.
Underdamped Langevin Diffusion
In this section, we study underdamped Langevin diffusion, a second-order diffusion process given by the following SDE:
dBt.
Where κ := L m is the condition number. Similar to the case of overdamped Langevin diffusion, it can be readily verified that the invariant distribution of the SDE is p * (y, v) ∝ e −U (y)−1000κ(L/2) v 2 2 . This ensures that the marginal along y is the distribution that we are interested in. Based on (9), we can define the discretized underdamped Langevin diffusion as
where δ is the stepsize of the discretization. In Theorem 3.2, we establish the rate at which (10) converges to p * . The SDE in (10) is implementable as the following algorithm:
Algorithm 2: Underdamped Langevin MCMC Input :
Step size δ < 1, number of iterations n, initial point (x (0) , 0), smoothness parameter L, condition number κ and gradient oracle ∇U (·)
, has a Gaussian distribution with conditional mean and covariance obtained from the following computations:
It can be verified that (x (i) , u (i) ) from Algorithm 2 and (x iδ , u iδ ) from (10) have the same distribution (see Lemma E.6 for a proof of this statement). This lemma is essentially extracted from the calculations of , and we include it in the appendix for completeness. In the discussion that follows we will use p (k) to denote the distribution x (k) , u (k) as defined in Algorithm 2 The following theorem establishes the convergence rate of Algorithm 2.
Theorem 3.1. Let p (0) be the Dirac delta distribution at
Remark. The final expression for n can be simplified to
The proof of this theorem relies on an intricate coupling argument. Similar to the overdamped case we begin by defining two processes, (xt, ut) and (yt, vt), and then couple them appropriately using both synchronous and reflection coupling. In the rest of this section we introduce the variables zt :=xt − yt;
wt := ut − vt; φt := zt + wt; γt := zt + wt zt + wt 2 ;
Here zt denotes the difference of the position variables, wt is the difference of the velocity variables, φt is the sum of zt and wt, γt is the unit vector along φt, ∇t denotes the difference between the gradients at xt and yt while∇t captures the difference between the gradients as xt is discretized at a scale of δ.
Similar to Section 2, we initialize (y0, v0) according to the invariant distribution p * (y, v), and thus when (yt, vt) evolves according to (9), it remains distributed according to the invariant distribution. The process (xt, ut) will denote the path of the iterates of Algorithm 2 and we will use the difference between these processes to track the distance between the distributions. We define a stochastic process θt = (xt, ut, yt, vt, τt, ρt, µt, ξt) :
The dynamics of θt are defined as follows:
where Tsync := 3(1000κ) 2 · log(10)
and
Note that zt and wt are continuous almost surely, so all occurrences of zt and wt can be replaced by z t − and w t − . Thus θt is left-continuous and adapted.
Some comments about each of the variables:
− The marginal (xt, ut) defined in (12) has exactly the same dynamics as (10) while the marginal (yt, vt) defined in (13) has exactly the same dynamics as (9).
− µt acts as a binary variable that is either 0 or 1. The joint distribution of (xt, ut, yt, vt) will evolve by synchronous coupling if µt = 1 and by reflection coupling along γt's direction if µt = 0.
− We use synchronous coupling when the two processes are separated by a distance greater than √ 5R because assumption (A3) guarantees contraction under synchronous coupling. We use reflection coupling when the two processes are closer than √ 5R as synchronous coupling cannot guarantee contraction in this regime.
− The variable ξt accounts for the discretization error in the process (xt, ut) as the dynamics of (xt, , ut) uses ∇U (x ⌊t/δ⌋δ ) instead of ∇U (xt).
− Once we start running synchronous coupling, we stick to synchronous coupling for a time interval of at least Tsync to ensure adequate contraction between the two processes.
− C u sync denotes the contraction factor when we run synchronous coupling and will be used to define the Lyapunov function below.
The stochastic process θt is initialized as follows:
where Γopt is the optimal coupling between p (0) (x, u) and p * (y, v) under W1 distance.
Defining the Lyapunov Function
Let the function f be as defined in (4), with parameters
Given such a f , we define the Lyapunov function L(θt) as follows:
contracts under reflection coupling (22)
We show in Lemma E.7 that the expected value of this Lyapunov function, E [L(θt)], both upper and lower bounds W1(pt, p * ). Thus Theorem 3.1 follows almost immediately from the following proposition:
Proof Sketch
The central ideas are contained in the proof of Proposition 3.2. Theorem 3.1 is a simple corollary of Proposition 3.2. The proof of Proposition 3.2 is roughly as follows:
• Outside the ball of radius √ 5R, we use synchronous coupling. We can use the strong convexity of U (·) when zt 2 ≥ R to obtain a contraction rate based on the drift of (10) alone, without needing Brownian motion.
• Within a ball of radius √ 5R, we cannot rely on the convexity of U (·) and the drift of (10) can actually increase the distance under coupling. However, f (·) is designed so that it contracts under reflection coupling even without strong convexity. We pay the price of non-convexity with a slow contraction rate of e −11LR 2 /4 , where LR 2 roughly characterizes how badly nonconvex U (·) is.
The dynamic of (12) -(17) switches between reflection and synchronous coupling depending on whether zt zt + wt 2 ≥ √ 5R. One technical difficulty of the analysis is that synchronous coupling gives contraction in zt 2 2 + zt + wt 2 2 whereas reflection coupling gives contraction in f ((1 + 2/(1000κ)) zt 2 + zt + wt 2). The Lyapunov function L(·) is designed to stitch these 2 different contractions together. Proof [Proof of Proposition 3.2] We study the evolution of L(θt) by dividing it into 4 cases.
Case 1. µ t − = 1, µt = 1 (reflection coupling) Case 2. µ t − = 0, µt = 0 (synchronous coupling) Case 3. µ t − = 1, µt = 0 (jump from reflection to synchronous) Case 4. µ t − = 0, µt = 1 (jump from synchronous to reflection)
The proof of convergence in each of these cases is fairly technical and we provide the proofs in the appendix. Below, we gather the different results.
Case 1: We use Itô's Lemma to study the evolution of E [L(θt)]. The technical proof (which relies on a reflection coupling argument) is provided in Lemma C.1, with the conclusion that,
as defined in Lemma C.1. We crucially use the fact that zt 2 + zt + wt 2 ≤ √ 5R, which implies (1 + 2/(1000κ)) zt 2 + zt + wt 2 ≤ √ 11R. Case 2: In this case there is no (explicit) Brownian motion added to the difference process, so we use basic calculus to study the dynamic of E [L(θt)]. The technical proof is provided in Lemma C.2, with the conclusion that,
where C u sync := e −11LR 2 /4 /(600(1000κ) 2 log(10)) as defined in (19). In this case, we use the convexity of U (·) outside a ball of radius R to get contraction of zt 2 2 + zt + wt 2 2 based on the drift alone.
Case 3: There is a jump in θt, but by definition of ρt, there is no jump in L(θt), so the analysis is essentially the same as Case 1 and
Case 4: There is a jump in L(θt) as we switch from L(θ t − ) = f (ρ t − ) · e −C u sync (t − −τ t − ) + ξ t − to L(θt) = f ((1 + 2/(1000κ)) zt 2 + zt + wt 2), in addition to the contraction in Case 2 (when we just have pure synchronous coupling) in Proposition C.3, we show that the jump is almost surely negative, so by Itô's Lemma (see Theorem E.1) and Lemma C.2 (contraction under synchronous coupling),
Putting the results of all the four cases together,
where the bound on the discretization error term follows from Proposition D.1. By taking the step size small enough, specifically,
we ensure that the discretization error is less than min
To get E [L(θt)] ≤ ε, it suffices to take total time (t * ) and total number of steps (n) to be It thus suffices to choose
The total number of steps then comes out to be
The proof of Theorem 3.1 follows immediately from Theorem 3.2.
Proof [Proof of Theorem 3.1] By Lemma E.7,
We can also upper bound E [L(θ0)] as
Where the first inequality is by Lemma E.7, the second inequality is by triangle inequality, the third inequality is by definition of p (0) , the fourth inequality is by Jensen's inequality and the last inequality is by Lemma E.3. Thus, in order to get W1(p (n) , p * ) ≤ ε ′ , we apply Proposition 3.2 with ε =
Future Directions
It would be interesting to determine other structural assumptions that may be imposed on the target distribution which are more general than log-concavity but still admit tractable sampling guarantees. It would be particularly exciting to uncover assumptions under which we can alleviate our exponential dependence on LR 2 . Another direction would be to identify practically relevant problems which satisfy our assumptions and to try to verify our theoretical findings empirically. 2. The property Ψ(r)/2 ≤ f (r) ≤ Ψ(r) follows as 1/2 < g(r) < 1 for all r ≥ 0. It can be verified that e −α f R 2 f r ≤ Ψ(r) < r for all r > 0.
3. This is easily verified by the definition of f , noting that 1 2 ≤ g(r) ≤ 1.
4.
To prove this property first we observe that f ′ (r) = ψ(r)g(r) so f ′′ (r) = ψ ′ (r)g(r) + ψ(r)g ′ (r).
where (i) is because f (r) ≤ Ψ(r) and (ii) is by and Ψ(r) ≤ r and by ψ(r) := e −α f min{r 2 ,R 2 f } ≥ e −α f R 2 f . 5. f ′′ (r) ≤ 0 follows from (F2),(F3) and (F4). f ′′ (R f ) = 0 can be verified by explicit computation.
6. For any 1 > c > 0,
where the first inequality follows from (F2), the second inequality follows from (F3). Observe that e −α f R 2 f ≤ 1 2 , and using the inequality 1 + x ≥ e x/2 for all x ∈ [0, 1/2], we get
B Discretization Analysis of Overdamped Langevin Diffusion
All notation in this section are defined in Section 2. We will prove Proposition 2.3 in several steps. First we will prove a bound on the discretization error assuming a bound on the second moment of the continuous time process xt outside a ball of radius R.
Proof We assume thatxt and xt are synchronously coupled, so,
where (i) follows by Jensen's inequality, (ii) is because the gradients of U (·) are Lipschitz smooth, (iii) is by the definition of xs, (iv) is by Young's inequality, (v) follows by Jensen's inequality and calculating the variance of Brownian motion, (vi) is again by the smoothness of the gradients, and finally (vii) is by Corollary B.3.
To obtain a bound on the discretization error, we will need to bound E [ xt 2]. As a first step to show this we show that continuous time process xt − yt contracts exponentially fast to the invariant distribution outside a ball of radius R. This is not particularly surprising as we assume the potential to be strongly convex outside of a ball of radius R.
Lemma B.2. Let xt and yt be as defined above then for all t > 0,
Proof Under synchronous coupling (where we set γt = 0),
where (♠) holds when xt − yt 2 2 ≥ R 2 . Thus,
where (i) and (ii) both follow from (24).
As an immediate corollary, we can bound E xt 2 2 .
Proof By expanding using Young's inequality,
where (i) follows from bound on E yt 2 2 in Lemma E.3 and (ii) is by Lemma B.2.
Next, we want to bound the variance ofxt (the discretized process) outside of a ball of radius R. To do this, we will study a single step of Algorithm 1:
Proof By Young's inequality, for any ε > 0,
where (i) is because max(a+b, 0) ≤ max(a, 0)+b if b ≥ 0, (ii) is by Lemma B.2, (iii) is by setting ε = mt 2 , (iv) inequality by the assumption t ≤ m/(512L 2 ) which implies mt/4 ≤ 1/(2048κ 2 ) ≤ 1/2 since κ ≥ 1, (v) is by Proposition B.1 and lastly (vi) is because t ≤ m/(512L 2 ) implies 16L 4 t 4 E /(3mt) ≤ mtE /8. Now we consider two cases to finish the proof.
Case 1 E > R 2 + d m : By our assumption that t ≤ m 512L 2 ,
so together with (25) this gives E xt − yt 2 2 − R 2 + ≤ E .
Case 2 E ≤ R 2 + d m :. Together with our earlier assumptions on the upper bound of t, we get
Combining the above with with (25) gives
Combining the two cases completes the proof.
With this result in place we can now bound the variance of the iterates of the Algorithm 1.
Lemma B.5. For k ∈ N, let x (k) be iterates of the Algorithm 1 with stepsize δ ∈ 0, m 512L 2 . Let the initial point x (0) ∈ B2(R). Let y0 ∼ p * (and evolved according to the exact flow) and let (x (0) , y0) be coupled through the unique coupling (because p (0) is an atom). Then for all k,
Proof First, we show that the initial quantity is bounded.
where the first inequality is by Young's inequality, and the second inequality is by Lemma E.3. We now use induction. Suppose the Lemma holds for some i ∈ N, that is,
By recursively applying Lemma B.4, with x0 = x (i) and y0 = y iδ , we get
Finally we put everything together and bound the discretization error of each iterate. Proof [Proof of Proposition 2.3] From Lemma B.5, we show that for all k ∈ N,
This immediately allows us to apply Lemma B.1 with E = 40R 2 + 4d m to get the conclusion.
C Contraction under Reflection and Synchronous Coupling of Underdamped Dynamics
Throughout this section we refer to notation introduced in Section 3, particularly in (11).
C.1 Reflection coupling contracts in · 1
We consider the reflection coupling case: µt = 1 and µ t − = 1, and demonstrate that E [L(θt)] (conditioned on µt = 1) contracts with rate C u ref .
In this proof, all expectations condition on µ t − = µt = 1, but for clarity of notation, we do not explicitly write this in the remainder of this proof.
By (13), µt = 1 implies that (zt, wt) evolves under reflection coupling. We rely on Itô's Lemma (for semi-martingales) to study the evolution of L(θt). We will consider a few cases as · 2 is not differentiable at 0. Case 1, zt 2 = 0 and φt 2 = 0: In this case, we apply Itô's Lemma E.1 to get, dE [L(zt, φt, ρt, τt, µt)]
We start by analyzing the last term that corresponds to the discretization error. Note that ∇ φt L(θt) = zt + wt zt + wt 2 f ′ ((1 + 2/(1000κ)) zt 2 + φt 2), so by Cauchy-Schwartz,
Looking to the other terms in (26)
zt 2 + φt 2 · (1 + 2/(1000κ)) · zt zt 2 , wt − φt φt 2 , wt + 1 1000κL ∇t
where C u ref := min e −11LR 2 /4 1375κLR 2 , e −11LR 2 /4 4000κ .
C.2 Contraction under synchronous coupling
In this section we demonstrate that the our chosen Lyapunov function contracts under synchronous coupling (µt = 0). It will be useful to keep in mind the definitions for C u sync = exp(−11LR 2 /4) 600(1000κ) 2 ·log 10 and Tsync = 3(1000κ) 2 · log(10) in (21). We first examine the easy case that µ t − = µt = 0:
Proof [Proof of Lemma C.2] In this proof, all expectations condition on µ t − = µt = 0, but for clarity of notation, we do not explicitly write this in the remainder of this proof. By definition of L, when µ t − = µt = 0,
where the inequality follows by the definition of ξt.
Next, we demonstrate that the discontinuous jumps in the Lyapunov function value are strictly nonpositive when µ t − = 0, µt = 1 (which is an equivalent condition to t = τt + Tsync).
holds almost surely.
This result ensures that the Lyapunov function (L(θt)) will not suddenly increase in value. We will prove this in a series of steps. We begin by first showing that the gradient points in direction that reduces the function value.
Lemma C.4. If zt 2 2 + zt + wt 2 2 ≥ 2.2R 2 , then
Proof Expanding the term on the left hand side,
where the third equality is by a simple quadratic expansion of wt + 1 1000κL ∇t 2 2 . Now, we consider two cases: Case 1: zt 2 ≤ R. We first lower bound wt 2 2 by zt 2 2 . By Young's inequality, zt + wt 2 2 ≤ (1 + 1/ε) wt 2 2 + (1 + ε) zt 2
Choosing ε = 0.1 gives 11 wt 2 2 + 1.1 zt 2 2 ≥ zt + wt 2
putting the two cases together, and using the fact that κ ≥ 1 gives the desired result.
From Lemma C.4, we derive the following corollary which ensures contraction when the norm of the difference process is outside of a ball of radius √ 2.2R.
Corollary C.5. If µt = 0, then
Proof Expanding,
where the first inequality is by Lemma C.4.
Finally, we show that when µt = 0, zt 2 + zt + wt 2 contracts over Tsync time by a factor of 2.3 5 , plus some discretization error. Lemma C.6. For any t > 0, Proof We consider an arbitrary fixed t. The following statements can be verified:
(C1) For all s ∈ [τt, τt + Tsync], τs = τt and µs = 0 (see (14) 
Where the second inequality is by immediate preceding inequality, and the third inequality is by (C3).
With these pieces in place we are ready to prove Proposition C.3 by combining the claim of Lemma C.6 with the properties of f (·). Proof [Proof of Proposition C.3] The following statements can be verified:
(C1) ρt = (1 + 2/(1000κ)) zτ t 2 + zτ t + wτ t 2 (by definition of ρt in (15) , (by definition of Tsync and C u sync in (19)).
By Lemma C.6, τt+Tsync τt e (r−τt−Tsync )/(3(1000κ) 2 ) ∇U (xt) − ∇U (x ⌊t/δ⌋δ ) 2 dr ≤0.98 ((1 + 2/(1000κ)) zτ t 2 + zτ t + wτ t 2) + ξτ t+Tsync , where the last inequality is by definition of ξt. We have thus shown that under synchronous coupling Because p * is the stationary distribution, we have that for all t > 0, (yt, vt) ∼ p * . Repeating the argument in the proof of Corollary C.5 (but note the square here), we get
where ( (2005)). Let X be a d-dimensional semi-martingale and let h : R d → R be a C 2 real function. Then h(X) is again a semi-martingale, and the following formula holds:
Here [X, X] c s = X 2 − 2 s 0 X−dX is the continuous part of the quadratic variation of the sample path (see Pg. 70 of Protter, 2005 , for exact formal definition.). If the continuous part of the dynamic is
where Yt is a pure jump process, then the above reduces to
Lemma E.2. θt, as defined in (12)- (17), is a semimartingale, with dynamics
where ω indexes a sample path and u, u ′ and u ′′ are appropriate measurable functions.
Proof Let ω index sample paths. Then the dynamics of θt, as outlined in (12)- (17) can be decomposed as follows: u(ω, t)dt represents the (deterministic) dynamics
and u ′′ (ω, t) represents the jumps (implicit in the following definitions)
To show that θt is a semimartingale, we will show that u ′′ (ω, t) has locally finite variation. For a fixed t, by Lemma E.8, we see that the number of jumps is finite. We thus only need to show that the magnitude of each jump is finite.
The jumps in τt and µt are clearly finite, since they are bounded by t and 1 respectively. For ρt, observe that when ρt − ρ t − 2 > 0, ρt − ρ t − =(1 + 2/κ) zτ t 2 + zτ t + wτ t 2 − (1 + 2/κ) zτ t − 2 + zτ t − + wτ t − 2 =(1 + 2/κ) zt 2 + zt + wt 2 − (1 + 2/κ) zτ t − 2 + zτ t − + wτ t − 2 .
Observe that xt, ut, yt, vt evolve according to an Ito diffusion where the drift is the gradient of a L-smooth function. Thus for any s < t, xt − xs 2 + us − ut 2 + ys − yt 2 + vs − vt 2 < ∞ almost surely. By triangle inequality, ρt − ρτ t − < ∞ for all t almost surely.
The proof that ξt ≤ ∞ almost surely is very similar and is omitted.
Lemma E.3. The second moment of the invariant distribution p * (x) ∝ exp(−U (x)) is bounded by
Proof First, let ε > 0 be any positive real number. We will define the function h : R → R as follows:
It can be easily verified that this function is twice differentiable with the derivatives given by, The lower bound is obvious from the definition of h(r), so we will only prove the upper bound. To see this, consider two cases (the case when r ≤ R is obvious):
Case 1 r ∈ (R, R + ε):
Case 2 r ≥ R + ε: ε 2 24 + (r − (R + ε/2)) 2 2 ≤ ε 2 4 + (r − (R + ε/2)) 2 2 + ε(r − (R + ε/2)) = (r − (R + ε/2) + ε/2) 2 2 = (r − R) 2 2 , the desired upper bound thus follows. Let x0 ∼ p * , and consider the SDE dxt = −∇U (xt)dt + √ 2dBt.
Clearly, xt ∼ p * for all t as p * is invariant under Langevin diffusion. We will study the evolution of E [h( xt 2)]. Let ℓ(x) := x 2, so that h( xt 2) = h(ℓ(x)) then ∇h(ℓ(x)) = h ′ (ℓ(x))∇ℓ(x) ∇ 2 h(ℓ(x)) = h ′′ (ℓ(x))∇ℓ(x)∇ℓ(x) T + h ′ (ℓ(x))∇ 2 ℓ(x).
Consider xt for t > 0. We will now consider 3 cases and study the evolution of h(ℓ(xt)).
Case 1 
xt xt 2 , dBt .
Case 3 xt 2 ≥ R + ε:
By Itô's Lemma, dh(ℓ(xt)) = − ( xt 2 − R − ε/2) xt 2 ∇U (xt), xt dt
We now choose ε = 2R to get xt 2 · ( xt 2 − R − ε/2) =( xt 2 − R − ε/2) 2 + (R + ε/2) · ( xt 2 − R − ε/2)
Plugging this into the (37) gives dh(ℓ(xt)) ≤ − m · h(ℓ(xt))dt + d · dt + √ 2 ( xt 2 − R − ε/2) xt xt 2 , dBt , Finally, using the lower bound on h(ℓ(x)), we get E x 2 2 ≤ 2E ( x 2 − (R + ε)) 2 + 2(R + ε) 2 ≤2E ( x 2 − (R + ε)) 2 + + 2(R + ε) 2 ≤2E [h(ℓ(x))] + 2(R + ε) 2 .
We thus conclude that
Ex∼p * x 2 2 ≤ e −11LR 2 /4 E [ zt 2 + wt 2] ≥ e −11LR 2 /4 5 W1(pt, p * ).
Finally, for t = 0, the inequality equality
is true by definition of θ0 in (20) Lemma E.9. The following statement holds almost surely for sample paths θt : R + → R 4d+4 (generated by the dynamics in (12) -(17)):
Proof From the definition in (16), we know that
Combining the first line and last line, and the fact that τt ≥ τ t − , µt = 1 ⇒ zt 2 2 + zt + wt 2 < √ 5R
