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Learning representations for object recognition and image quality enhancement with the
deep convolutional neural network approach has received a great deal of attention in the past
several years and recently has gained widespread popularity in the field of computer vision
and image processing. Many convolutional neural networks based researches has shown suc-
cessful results in image processing and computer vision area by feeding only raw images into
the convolutional neural network model to learn network parameters. In supervised learning,
every input image in our traingset is "a question" and corresponding label or groundtruth is "a
correct answer" that we would have quite liked the algorithms have predicted on that image.
Even though the CNN models can be skillful enough to solve a problem by learning a large
trainingset, we expect that if CNNs were feed with additional information, as well as with im-
ages, that would leads learning in a better way, it may perform better. It is like giving helpful
hints when teaching a child.
This thesis presents fingerprint liveness detection and space-varying deblur methods based
on CNN. The first fingerprint liveness detection belongs to a classification problem and the
second space-varying deblur belongs to a prediction problem of original sharpen image. In-
stead of training CNNs with input images only, we provide additional information with which
CNNs can learn features in a domain specific, or a problem specific way. Simple additional in-
formation that can obtain fairly easily but crucial for a given task is used as an additional
input of each CNN. Sweat pore map is used as additional information for fingerprint liveness
detection and spatial pixel indices are used as additional information for space-varying de-
blur. For fingerprint liveness detection, the sweat pore map provides enough hint to allow
CNN to learn features for specific regions such as regions right at the pores, regions around
the pores, regions in the ridges that do not contain pores. Our fingerprint liveness detection
method outperforms the best algorithms of fingerprint liveness detection competition 2013
(LivDet2013). For CNN based space-varying debur, the spatial pixel indices provide enough
hint to allow CNN to learn filters that have stronger response at specific areas of an image.
Our non-stationary lens blur method is the first CNN model that directly outputs the restored
image from a blurry image, without any assumption or approximation of block-wise spatially
invariant blur. The proposed deblurring method provides the state-of-the-art performances.
We established procedures for building training sets from real-world lenses and cameras for
restoration of lens blur.
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Chapter 1
Introduction
1.1 Motivation
Artificial Neural Networks (ANNs) are one of the most popular feature learning methods
for prediction and classification tasks and for function approximations in high-dimensional
spaces. Inspired by the architectural depth of a brain, ANN researchers had wanted for decades
to train deep multilayer neural networks. But until 2006, researchers reported positive exper-
imental results with typically two or three levels (i.e., one or two hidden layers), but training
deeper networks consistently yielded poorer results (Bengio, 2009).
Recently, the learning of deep Convolutional Neural Networks (CNNs) for hierarchical rep-
resentations of data has emerged as a new area of Machine Learning (ML) research (Bengio,
2009; Hinton, Osindero, and Teh, 2006) and used in a variety of applications such as action
recognition, speech recognition, and natural language processing, and large-scale video clas-
sification (Chéron, Laptev, and Schmid, 2015; Abdel-Hamid, Deng, and Yu, 2013; Gao, He,
and Deng, 2015; Karpathy et al., 2014). CNNs have much fewer connections and parame-
ters than fully connected ANNs and so they are easier to train, while their theoretically-best
performance is likely to be a little bit worse (Krizhevsky, Sutskever, and Hinton, 2012).
Traditionally, learning based techniques are built with features hand-crafted based on do-
main knowledge and modality-specific ML algorithms for labeling or classification. However,
the manual choices of features, and also feature extraction techniques, are often empirical and
therefore sub-optimal (Duffner, 2008). CNNs use raw data directly as inputs . Instead of hand-
crafted features, CNNs are used to automatically learn a hierarchy of features which can then
be used for prediction and classification purposes (Fig. 1.1). This is accomplished by succes-
sively convolving the input raw data with learned filters to build up a hierarchy of feature
maps. The hierarchical approach allows to learn more complex, as well as translation and
distortion invariant, features in higher layers (Stutz, 2014).
Many CNNs based researches has shown successful results in image processing and com-
puter vision area by feeding only raw images into the CNN model to learn network parameters
(Sun, Wang, and Tang, 2013; Candès and Fernandez-Granda, 2014; Slavova and Rashkova,
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2011). In supervised learning, every input image in our traingset is "a question" and corre-
sponding label or groundtruth is "a correct answer" that we would have quite liked the algo-
rithms have predicted on that image. Even though the CNN models can be skillful enough to
solve a problem by learning a large trainingset, we expect that if CNNs were feed with addi-
tional information, as well as with images, that would leads learning in a better way, it may
perform better. It is like giving helpful hints when teaching a child.
This thesis presents fingerprint liveness detection and space-varying deblur methods based
on CNN. The first fingerprint liveness detection belongs to a classification problem and the
second space-varying deblur belongs to a prediction problem of original sharpen image. Each
CNN is trained with input image-desired output (class label or target image) pairs solve to
different kinds of problems. Instead of training CNNs with input images only, we provide
additional information with which CNNs can learn features in a domain specific, or a problem
specific way. Simple additional information that can obtain easily and is same size as input
image, is used as an additional input of each CNN. Simple additional information that can ob-
tain fairly easily but crucial for a given task is used as an additional input of each CNN. Sweat
pore map is used as additional information for fingerprint liveness detection and spatial pixel
indices are used as additional information for space-varying deblur. In CNN based fingerprint
liveness detection, the sweat pore map is appiled to learning features for specific region such
as pore, pore around, ridge, and non-pore regions. For fingerprint liveness detection, the sweat
pore map may provide enough hint to allow CNN to learn features for specific regions such as
regions right at the pores, regions around the pores, regions in the ridges that do not contain
pores. In CNN based space-varying debur, the spatial pixel indices is applied to learning filters
to be able to shows strong response at specific area. For CNN based space-varying debur, the
spatial pixel indices may provide enough hint to allow CNN to learn filters that have stronger
response at specific areas of an image.
This approaches show the features learned with fingerprint image and sweat pore infor-
mation are more distinctive than features learned with only fingerprint image for fingerprint
liveness detection. And the CNN trained with input image and spatial pixel indices shows
better restoration performance than CNN trained with only input image for space-varying
deblur.
1.2 Challenges
Fig. 1.2 shows two problems addressed in this thesis.
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FIGURE 1.1: Hand-crafted feature extraction and feature learning based model
for object recognition.
1.2.1 Fingerprint liveness detection
The first problem addresses the fingerprint liveness detection based on convolutional neu-
ral network (CNN). The proposed architecture consists of superimposed multiple layers of
CNNs for feature extraction, followed by fully connected layers for classifications. The CNN
is trained using training sets of labeled live and fake fingerprint images. Higher layers of the
CNN can encode abstract features derived from low level features of lower layers. High level
abstract features are usually very informative for classification tasks. We augment the input
of the CNN using features related to active sweat pores, which have been used by many live-
ness detection methods. We provide the map of active sweat pore as an additional input. The
features are derived from both a fingerprint image and the corresponding active pore map.
1.2.2 Restoration of non-stationary blur
The second problem addreses learning based restoration of non-stationary lens blur. Lens blur
is a distinct characteristic of a lens at specific aperture. A restoration method that addresses
blur of a specific lens at specific aperture can be prepared so that a sharp image can be restored
from a blurry given image. We prepare CNNs to restore the lens blur from images taken
with a particular lens at particular aperture. In order to work with non-stationarity of lens
blur, information on the pixel locations is used as an input of the CNN in addition to a given
image. We prepare two scenarios to obtain images with and without lens blur for the training
of CNNs. In the first scenario, pairs of images are collected by photographing the same scenes
with the same lens and camera twice, the first time with wider aperture and the second time
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FIGURE 1.2: Two problems addressed in this thesis.
with narrower aperture. All the objects in the scene are at equal distance so that there is no out-
of-focus blur, and objects and the camera have no motion or shake so that there is no motion
blur. The differences in sharpness between the two images are due to the lens blur at two
different aperture. CNN is trained using the pairs of images, with images at wider aperture as
blurry inputs and images at narrower aperture as sharp targets. In the second scenario, pairs of
images are collected by photographing the same scene with a mobile camera at wider aperture
and with a camera with a full frame sensor at narrower aperture. CNN is trained with the
pairs of images, with images taken with the mobile phone camera as blurry inputs and images
taken with the large sensor camera as sharp targets. The two scenarios allow us to train CNNs
for the restoration of non-stationary blur of real-world lenses with images photographed with
real-world lenses and cameras. The pairs of training images prepared with real-world lenses
and cameras exhibit mis-alignment. Images taken with two different lenses on two different
cameras naturally show mis-alignment. Images taken with two different lenses with the same
camera also show mis-alignment due to asymmetric lens blur. There are uneven phase delay
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by asymmetric blur kernels. The training steps of the CNNs are modified in order to cope with
possible mis-alignment between the network output and the target images.
1.3 Contributions
The main contribution of my thesis are as follows:
1. The idea of using auxiliary inputs prepared based on domain specific knowledge as well
as the usual input of images to guide CNN to learn features for specific purpose is val-
idated through the two domain-specific applications: fingerprint liveness detection and
non-stationary deblurring.
2. Our fingerprint liveness detection method outperforms the best algorithms of fingerprint
liveness detection competition 2013 (LivDet2013).
3. Our non-stationary lens blur method is the first CNN model that directly outputs the
restored image from a blurry image, without any assumption or approximation of block-
wise spatially invariant blur. The proposed deblurring method provides the state-of-the-
art performances. We established procedures for building training sets from real-world
lenses and cameras for restoration of lens blur.
1.4 Organization
This thesis is organized as follows. In chapter 2 and 3, we will disucuss the multilayer feedfor-
ward neural network (so called MLP), Deep Belief Network (DBN), and Convolutional Neural
Network (CNN) which is the foundation of this work. We will describe some of the most im-
portant operations of the NN and CNN, and their learning algorithms. Chapter. 4 presents the
fingerprint liveness detection based on DBN and CNN. We will describe related works and
how learning CNN with pore information affects learnd features compared to learnd features
without pore information for fingerprint liveness detection. Chapter. 5 presents CNN based
restoration non-stationary lens blur. We will describe related works how learning CNN with
spatial information affects the restoration performance compared to learning without spatial
information for space-varying deblur. Finally, chapter. 6 will conclude this thesis work and
provide some perspectives for future work.

Chapter 2
Multilayer Feedforward Neural
Network and Deep Belief Network
An Artificial Neural Networks (ANN) are a family of models inspired by the human brain and
its capacity to perform complex tasks. It resembles the brain in two respects (Haykin, 2007) :
1. Knowledge is acquired by the network through a learning process.
2. Interconnection strengths known as synaptic weights are used to store the knowledge.
Among the many variants of ANN, the Multilayer Feedforward Neural Network (also
known as multilayer perceptron or MLP) is one of the most popular ANN model where con-
nections between the nodes do not form a directed cycle and information always moves one
direction. The connections have numeric weights that can be tuned based on experience, mak-
ing networks adaptive to inputs and capable of learning. MLPs have shown to be a very pow-
erful machine learning technique as they can be trained to approximate complex non-linear
functions from high-dimensional input examples. It has been mathematically proved that a
three-layer MLP using sigmoidal activation function can approximate any continuous multi-
variate function to any accuracy (Cybenko, 1989; Xiang, Ding, and Lee, 2005). Naturally, MLPs
are most widely used in a various fields, such as pattern recognition, signal processing, and
control systems (Rojas, 2013).
MLPs are very efficient for function approximations in high-dimensional spaces. The error
convergence rate of MLP is independent of the input dimensionality, while conventional linear
regression methods suffer from the curse of dimensionality, which results in a decrease of the
convergence rate with an increase of the input dimensionality (Barron, 1993).
Inspired by the architectural depth of the brain, neural network researchers had wanted for
decades to train deep multilayer neural networks. But until 2006, researchers reported posi-
tive experimental results with typically two or three levels (i.e., one or two hidden layers), but
training deeper networks consistently yielded poorer results. Hinton et al. at University of
Toronto introduced Deep Belief Networks (DBNs) (Hinton, Osindero, and Teh, 2006), with a
learning algorithm that greedily trains one layer at a time, exploiting an unsupervised learning
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algorithm for each layer, a Restricted Boltzmann Machine (RBM) (Freund and Haussler, 1994).
The Deep Belief Network (DBN) is a generative graphical model with multiple layers which
learn to extract a deep hierarchical representation of the training data (Hinton and Salakhutdi-
nov, 2006). DBNs can be viewed as a composition of Restricted Boltzmann Machines (RBMs).
The training algorithm for DBN is based on greedy layerwise training of RBMs. DBNs have
been used in various applications such as character recognition (Sazal et al., 2014), speech
recognition (Mohamed, Yu, and Deng, 2010), facial expression recognition (Liu et al., 2014),
music information retrieval (Hamel and Eck, 2010), and so forth. The generative properties of
DBN allow better understanding of the performance, and provide a simpler solution for the
classification tasks (Hinton, Osindero, and Teh, 2006).
This chapter introduces the basic notions of neural networks as well as network training.
The section 2.1 explains single neuron, single layer, and multilayer perceptron models and
introduces a way to train each perceptron models. The section ?? addresses several practical
issues and some solutions for MLP training. Finally, the section 2.3 briefly introduces the
problems of deep MLP and the DBN theory for its solutions.
2.1 Perceptrons
2.1.1 Single Neuron Perceptrons
The neuron is the basic unit on perceptrons, and it is used to construct more powerful models.
It is a node that processe all fan-in from other nodes and generates an output according to a
transfer function called the activation function. For a single neuron perceptron, the network
topology is shown in fig. 2.1, and the output of the neuron is given by
y = σ
(
n∑
i=1
wixi + b
)
, (2.1)
where xi is the ith input, wi is the weight associated with input xi, b is a bias term, and σ is
an activation function which represents a linear or nonlinear mapping from the input to the
output. Eq. 2.1 can be rewritten as vector notation below
y = φ(wTx+ b) (2.2)
wehre w = (w1, . . . wn)T and x = (x1, . . . , xn)T.
Often, the bias is put inside the weight vector w such that w0 = b and the input vector x is
extended correspondingly to have x0 = 1. Eq. 2.1 then becomes
y = φ(wT · x). (2.3)
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FIGURE 2.1: Architecture of the single neuron perceptron.
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Commonly used activation functions (Fig. 2.2) are the threshold function,
φ(x) =
1 x ≥ 0−1 x < 0
the hyperbolic tangent function
φ(x) =
e2x − 1
e2x + 1
, (2.4)
the sigmoid (logistic) function,
φ(x) =
1
1 + e−x
, (2.5)
and rectified linear unit (ReLU)
φ(x) = max(0, x). (2.6)
The purpose of the activation function is to introduce non-linearity into the perceptron. All
the above functions are continuous, differentiable, monotonically increasing with the domain
of output (−1, 1) or (0, 1).
2.1.2 Single layer Peceptrons
A single layer perceptrons (SLP) are the simplest form of a ANN based on a threshold transfer
function used for the classification of patterns that are linearly separable. Rosenblatt (Rosen-
blatt, 1958) used a single layer perceptron for the binary classification problem of linearly
separable patterns. Fundamentally, it consists of one or more single nuerons with adjustable
weights and bias. The single layer perceptron computesm-dimensional output from n-dimensional
inputs by forming a linear combination according to its input weights and then possibly putting
the output through some nonlinear activation function as shown n Fig. 2.3. Mathematically
this can be written as
y = φ(WTx+ b) (2.7)
where the input vector x = (x1, . . . , xn)T, the output vector y = (y1, . . . , ym)T, the bias vector
b = (b1, . . . , bm)
T, and W denotes the weights matrix connecting a input vector to the output
vector..
Models based on a single neuron perceptron, have severe limitations. As noted by Minsky
and Papert (Minsky and Papert, 1987), a perceptron cannot model data that is not linearly
separable, such as modelling a simple XOR operator.
2.1.3 Single layer Peceptrons Learning
The perceptron learing algorithms determine a weightW and bias b that causes the perceptron
to produce the correct output for each training example.
Chapter 2. Multilayer Feedforward Neural Network and Deep Belief Network 11
FIGURE 2.3: Architecture of the single layer perceptron
The single layer perceptron learning algorithm is given as
yj =
n∑
i=1
wijxi + bj , (2.8)
ej = dj − yj , (2.9)
wij(t+ 1) = wij(t) + xiej , (2.10)
bj(t+ 1) = bj(t) + ej , (2.11)
for i = 1, . . . , n, j = 1, . . . ,m, where yj is the output of the jth node (or neuron), tj is desired
output of the jth node, and  is the learning rate. All the weights wij are randomly initialized.
2.1.4 Multilayer Peceptrons
A single perceptron is not very useful because it can only represent linear decision surfaces.
Minsky and Papert proved that perceptrons cannot represent non-linearly separable target
functions (Minsky and Seymour, 1969). To be able to solve nonlinearly separable problems, a
number of neurons are connected in layers to build a multilayer perceptron (MLP). Minsky and
Papert proved that any transformation can be carried out by adding a fully connected hidden
layer between the input and output layers. And Hornik et al. also proved MLP can approx-
imate any measurable function to any desired degree of accuracy (Hornik, Stinchcombe, and
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White, 1989). That is, MLPs can represent non-linear decision surfaces. Each of the perceptrons
is used to identify small linearly separable sections of the inputs. Outputs of the perceptrons
are combined into another perceptron to produce the final output. The input signal propagates
through the network layer-by-layer. The signal-flow of such a network with one hidden layer
is shown in Fig. 2.4.
Assume that there are K layers, each having M (k) nodes. The weights and bias from the
(k − 1)th layer to the kth layer are denoted by W(k) and b(k) respectively. For a given input
x = (x1, . . . , x
M(0))T, the output of the nodes of the first hidden layer can be computed using
h
(1)
j =
M(0)∑
i=1
w
(1)
ij xi + b
(1)
j , (2.12)
where h(1)j , b
(1)
j , and w
(1)
ij denote the output of jth nodes of the first hidden layer, bias for jth
nodes of the first hidden layer, and weight corresponding to ith input and jth hidden node of
the first hidden layer, respectively. Eq. 2.12 can be rewritten as matrix notation below
h(1) = W(1)Tx+ b(1) (2.13)
where h(1) = (h(1)1 , . . . , h
(1)
M(1)
).
The output of the hidden layer of the kth layer is computed by
h
(k)
j =
M(k−1)∑
i=1
w
(k)
ij h
(k−1)
i + b
(k)
j . (2.14)
Eq. 2.14 also can be rewritten as matrix notation below
h(k) = W(k)Th(k−1) + b(k). (2.15)
2.1.5 Error Backpropagation Learning Algorithm
MLPs are capable of approximating arbitrarily complex decision functions. With the advent of
a practicable training algorithm in the 1980’s, the so-called Backpropagation algorithm (Rumel-
hart, Hinton, and Williams, 1985), they became the most widely used form of NNs. Backprop-
agation algorithm is the most commonly used learning algorithm for MLPs. Backpropagation
algorithm uses a gradient search technique to minimize a cost function equivalent to the MSE
between the desired and actual MLP outputs. The algorithm will be described in more detail
in this section.
The MLP is first initialized by setting up all its weights to be small random numbers. Next,
the input pattern is applied and the output calculated, this is called the feed-forward step. The
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FIGURE 2.4: Architecture of the fully connected multilayer preceptron
calculation gives an output which is completely different to the target, since all the weights are
random. We then calculate the error of each output neuron. This error is propagated backward,
and used mathematically to change the weights in such a way that the error will get smaller,
this is called the backpropagation step. These two steps are repeated again and again until the
error is minimal.
The objective function for optimizing MLP is defined as the MSE between the actual MLP
output ys and the desired output ds for all the training sample pairs S ∈ (xs,ds)
E =
1
N
∑
s∈S
‖ds − ys‖2, (2.16)
where N is the number of the training sample pairs. The error function E can be minimized
by applying the gradient descent method. When minimizing E by using an iterative process
of gradient descent, we need to calculate the gradient
∇E = ( ∂E
∂W(1)
, . . . ,
∂E
∂W(K)
). (2.17)
Each weight of all layers is updated using the increment
∆W(k) = − ∂E
∂W(k)
(2.18)
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where  is the learning rate provided that it is a sufficiently small positive number.
The backpropagatiion step consists in calculating the derivatives of the error function E
with respect to the parameters, by propagating the error from the output layer, back to input
layer, one layer at a time. Because MLP is equivalent to a complex chaine of function compo-
sitions, we can use the chain rule to easily determine the derivatives analytically.
For an output node of last layer K, the derivative may be expressed using the chain rule,
∂E
∂w
(K)
ij
=
∂E
∂e
(K)
j
∂e
(K)
j
∂h
(K)
j
,
∂h
(K)
j
∂z
(K)
j
∂z
(K)
j
∂w
(K)
ij
= −e(K)j · φ
′(K)
j · h(K)j (2.19)
where e(K)j the error of jth output node, h
(K)
j is the output of the node, z
(K)
j is the output of
the node before applying the activation function, i.e., h(K)j = φ(z
(K)
j ), and w
(K)
ij is the weight of
the node. The φ′ notation means differentiation of φ with respect to its argument. Substituting
into Eq. 2.18 yields
∆w
(K)
ij = e
(K)
j φ
′(K)
j h
(K)
j (2.20)
For a hidden node of layer k, the partial derivative of E with respect to the output of the
node, connected directly to nodes of next layer k + 1, is
∂E
∂h
(k)
i
=
M(k+1)∑
j=1
e
(k+1)
j
∂e
(k+1)
j
∂h
(k)
i
(2.21)
=
M(k+1)∑
j=1
e
(k+1)
j
∂e
(k+1)
j
∂z
(k+1)
j
∂z
(k+1)
j
∂h
(k)
i
(2.22)
= −
M(k+1)∑
j=1
e
(k+1)
j · φ
′(k+1)
j · w(k+1)ij . (2.23)
In this case the update rule becomes
∆w
(k)
qi = 
M(k+1)∑
j=1
e
(k+1)
j φ
′(k+1)
j w
(k+1)
ij φ
′(i)
j h
(k+1)
q (2.24)
2.2 The Universal Approximation Property of Multilayer Feedfor-
ward Neural Networks
Multilayer feedforward neural networks are universal approximators. Standard multilayer
feedforward networks are capable of approximating any measurable function to any desired
degree of accuracy (Hornik, Stinchcombe, and White, 1989).
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Let φ be a non-constant, bounded and monotonically-increasing continuous function and
Im0 nodote the m0-dimensional unit hypercube [0, 1]
m0 . The space of continuous functions on
Im0 is denoted by C(Im0). Then, given any function f ∈ C(Im0) and  > 0, there exists an
integer m1 and sets of real constants αi, bi and wij ∈ R, where i = 1. . . . ,m1 and j = 1, . . . ,m0
such that we may define:
F (x) =
m1∑
i=1
αi · φ
m0∑
j=1
wijxj + bi
 (2.25)
as an approximate realization of the function f ; that is
|F (x)− f(x)| <  (2.26)
for all x ∈ Im0 . This teorem shows that for any input/output mapping function f in supervised
learning, there exists a multilayer feedforward neural networks with m1 units in the hidden
layer which is approximately correct.
2.3 Deep Belief Network
ANN researchers had tried to train deep multi layer neural networks for decades inspired by
the architectural depth of the brain, but training deeper networks consistently yielded poorer
results before 2006. They reported positive experimental results with only one or two hidden
layers. The breakthrough, Deep Belief Networks (DBNs) (Hinton and Salakhutdinov, 2006),
introduced by Hinton et al. was a greedy, layerwise unsupervised learning algorithm that
allows efficient training of these deep, hierarchical models. In this section, a brief overview of
DBN is introduced.
2.3.1 Restriced Boltzmann Machine
The main building block of a DBN is a probabilistic graphical model called the Restricted
Boltzmann Machine (RBM) (Freund and Haussler, 1994). A RBM is an Markov Random Field
(MRF) associated with a bipartite undirected graph, which has only connections between the
layer of hidden and visible nodes but not between two nodes of the same layer, as shown in
Fig. 2.5.
RBM consists of n visible nodes v = (v1, . . . , vn) to represent visible data, m hidden nodes
h = (h1, . . . , hm) to represent hidden dependencies between visible variables. The energy
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FIGURE 2.5: The graphical model for an RBM
FIGURE 2.6: Contrastive Divergence (CD-k)
function E(v,h) of an RBM is defined as
E(v,h; θ) = −
n∑
i=1
m∑
j=1
wijvihj −
n∑
i=1
bivi −
m∑
j=1
cjhj (2.27)
where wij is the relations between the ith visible node and the jth hidden node, bi and cj are
the bias for visible and hidden nodes, respectively, the parameters θ are
θ = (W,b, c). (2.28)
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The energy of a joint configuration of the visible and hidden nodes determines its proba-
bility
P (v,h; θ) =
1
Z
e−E(v,h;θ). (2.29)
where the normalization constant Z is called the partition function defined as the sum of
e−E(v,h;θ) over all possible configurations. Similarly, the marginal probability of a visible nodes
v is the sum over all possible hidden layer configurations
P (v; θ)) =
1
Z
∑
h
e−E(v,h;θ). (2.30)
logP (v; θ)) = log(
1
Z
∑
h
e−E(v,h;θ)) (2.31)
= log(
∑
h
e−E(v,h;θ))− logZ (2.32)
= log(
∑
h
e−E(v,h;θ))− log(
∑
v
∑
h
e−E(v,h;θ)) (2.33)
∂ logP (v; θ)
∂θ
= − 1∑
h e
−E(v,h;θ)
∑
h
e−E(v,h;θ)
∂E(v,h; θ)
∂θ
(2.34)
+
1∑
v
∑
h e
−E(v,h;θ)
∑
v
∑
h
e−E(v,h;θ)
∂E(v,h; θ)
∂θ
(2.35)
= −
∑
h
p(h|v; θ)∂E(v,h; θ)
∂θ
+
∑
v
∑
h
p(v,h)
∂E(v,h; θ)
∂θ
(2.36)
= − < ∂E(v,h; θ)
∂θ
>model + <
∂E(v,h; θ)
∂θ
>data (2.37)
where < · >data denotes the empirical expectation with respect to the data distribution and
< · >model denotes the expectation with respect to the distribution defined by RBM model.
The derivative of the log-likelihood with respect to the model parameters W, b, and c can be
obtained
∂ logP (v; θ)
∂W
= < vhT >data − < vhT >model, (2.38)
∂ logP (v; θ)
∂b
= < v >data − < v >model, (2.39)
∂ logP (v; θ)
∂c
= < h >data − < h >model . (2.40)
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These equations lead to a very simple learning rule for performing stochastic steepest ascent
in the log Probability of the training data
∆W = (< vhT >data − < vhT >model), (2.41)
∆b = (< v >data − < v >model), (2.42)
∆c = (< h >data − < h >model), (2.43)
where  is the learning rate. The < · >model term can be solved by Markov Chain – Monte
Carlo (MCMC), initialized at the data, for T full steps. Setting T = ∞ recovers maximum
likelihood learning but very slow and suffering from large variance of estimated gradient. As
the < · >model term involves the true model which is unknown, in practice, the so called Con-
trastive Divergence (CD) approximation is used to construct approximated derivative formula
(Hinton, 2002). In many application domains, the CD learning with T = 1 (or CD-1) has been
shown to work quite well (Welling, Rosen-Zvi, and Hinton, 2004; Larochelle et al., 2009).
Because RBM is a bipartite undirected graph model, visible and hidden nodes are condi-
tionally independent given one-another.
P (h|v; θ) =
m∏
j=1
p(hj |v) (2.44)
P (v|h; θ) =
n∏
i=1
p(vi|h) (2.45)
In case of a Bernoulli-Bernoulli RBM (BBRBM) (Hinton, 2002), which refers to the RBM as-
suming that the distribution of both visible and hidden units is binary, the indivisual activation
probabilities are given by
p(hj = 1|v; θ) = φ(
n∑
i=1
wijvi + cj), (2.46)
and
p(vi = 1|h; θ) = φ(
m∑
j=1
wijhj + bi), (2.47)
where activation function φ denotes the sigmoid function (logistic function).
For real-valued data such as natural images, sigmoid logistic node output is a very poor
representation. One solution is to replace the binary visible nodes by linear node with a unit
variance Gaussian, this type of RBM is called a Bernoulli-Bernoulli RBM (BBRBM) (Hinton,
2002), which refers to the RBM assuming that the distribution of both visible and hidden units
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is binary, the indivisual activation probabilities are given by
p(hj = 1|v; θ) = φ(
n∑
i=1
wijvi + cj), (2.48)
and
p(vi|h; θ) = N (vi;
m∑
j=1
wijhj + bi, 1). (2.49)
whereN is the Gaussian probability density function with mean∑mj=1wijhj + bi and variance
one. GBRBM requires a smaller learing rate becuase there is no upper bound to the size of a
component in the reconstruction (Hinton, 2010).
2.3.2 Greedy Layerwise Learning
FIGURE 2.7: Greedy layer-wise training of deep networks. (a) first hidden layer
pre-training, (b) second hidden layer pre-training, (c) third hidden layer pre-
training, and (d) fine-tunning of whole network
Hinton et al. (Hinton and Salakhutdinov, 2006) showed that RBMs can be stacked and
trained in a greedy layerwise manner to form Deep Belief Networks (DBNs). DBNs are gener-
ative graphical models, or alternatively a type of deep neural network, which learn to extract
a deep hierarchical representation of the training data. The ideas underlying the greedy lay-
erwise learning algorithm for DBN’s are actually rather simple. The joint distribution over
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v,h(1), . . . ,h(K) defined by this model takes the following form
P (v,h(1), . . . ,h(K); θ(1), . . . , θ(K)) =
(
K−2∏
k=0
P (h(k)|h(k+1); θ(k+1))
)
P (h(K−1),h(K); θ(K))
(2.50)
where v = h(0), P (h(k)|h(k+1)) is a conditional distribution for the visible nodes conditioned
on the hidden nodes of the RBM at level k, and P (h(K−1),h(K)) is the visible-hidden joint
distribution in the top-level RBM.
The DBN is trained in two steps, as illustrated in Fig. 2.7. The first step is to train the
individual RBMs using the greedy layerwise learning algorithm (Bengio, 2009). The second
step is to fine-tune the DBN with labeled inputs. The greedy layerwise learning process is as
follow.
Algorithm Greedy layerwise learning procedure for the DBN
1: Train the first hidden layer as an RBM that models the raw input x = v = h(0) as its visible
layer.
2: Fit parameters θ(1) and choose samples h(1) from Q(h(1)|h(0)) = P (h(1)|h(0), θ(1)) as the
input that will be used as data for the second hidden layer.
3: Train the second hidden layer as an RBM, taking the h(1) for the visible layer of the RBM.
4: Iterate Step2. and 3 for the next hidden layers, each time propagating upward either sam-
ples.
5: Fine-tune all the parameters of this deep architecture using the labeled data and back-
propagation algorithm by maximizing the log probability of the labels with respect to a
supervised training criterion.
Chapter 3
Convolutional Neural Network
MLPs have shown to be a very powerful machine learning techniques as they are very efficient
for complex function approximations in high-dimensional spaces. Classically, MLPs have been
utilized in pattern recognition problem to classify refined data coming from a manual feature
extraction techniques operating on the input data. However, the manual choice of the feature
extraction techniques and the features to classify is often empirical and therefore sub-optimal.
Thus, a possible solution would be to directly apply the NN on the "raw" input examples and
let the training algorithm, The problem with this approach is that when the input dimension is
high, as in images, the number of connections, thus the number of free parameters is also high
because each hidden unit would be fully connected to the input layer. Typically, this number
may be in the order of several 10,000 or rather several 100,000 according to the application.
The number of training examples, however, might be relatively small compared to the pattern
dimension, which means that the NN would have a too high complexity and, thus, would
tend to overfit the data. Another disadvantage of this type of MLP comes from the fact that its
input layer has a fixed size and the input patterns have to be presented well aligned and/or
normalized to this input window, which, in practice, is a rather complicated task. Thus, there
is no built-in invariance w.r.t. small translations and local distortions. Finally, fully-connected
MLP architectures do not take into account correlations of neighboring input data. However,
in pattern recognition problems there is generally a high amount of local correlation. Thus,
it would be preferable to extract local features and combine them subsequently in order to
perform the detection or recognition.
Convolutional Neural Networks (CNNs) are an approach that can alleviate the above men-
tioned problems. CNNs are hierarchical models inspired by the visual system’s structure
(Hubel and Wiesel, 1962), and combine three architectural ideas: local receptive fields, shared
weights and spatial or temporal sub-sampling, reminiscent of simple and complex cells in the
primary visual cortex (LeCun et al., 1998). CNNs automatically learn local feature extractors
from training examples, they exploit translational invariance within their structures by extract-
ing features through receptive fields, and they learn with the principle of weight sharing which
drastically reduces the number of free parameters.
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3.1 Historical Background
The convolutional neural network was originally proposed in [LBD+89] for the task of ZIP
code recognition. Both convolutional neural networks as well as traditional multilayer per-
ceptrons were excessively applied to character recognition and handwritten digit recognition
[LBBH98]. Training was initially based on error backpropagation [RHW86] and gradient de-
scent. The original convolutional neural network is based on weight sharing which was pro-
posed in [RHW86]. An extension of weight sharing called soft weight sharing is discussed in
[NH92]. Recent implementations make use of other regularization techniques as for example
dropout [HSK+12].
3.2 Layers
A convolutional neural network can be viewed as a composition of a sequence of different
types of layers (Jarrett et al., 2009). Based on these layers, complex architectures as used for
classification in [CMS12] and [KSH12] can be built by stacking multiple layers.
3.2.1 Convolutional Layers
Let layer k be a convolutional layer. Then, the input of layer k comprise M (k−1) feature maps
(input maps) from the previous layer. In the case where k = 1, the input is a single image g
consisting of one or more channels. This way, a convolutional neural network directly accepts
raw images as input. The output of layer k consist of M (k) feature maps (output maps). The
ith feature map in layer k, denoted h(k)i , is computed as
h
(k)
i =
M(k−1)∑
j=1
w
(k)
ij ∗ h(k−1)j + b(k)i (3.1)
where b(k)i is a bias and w
(k)
ij is the filter connecting the jth feature map in layer (k − 1) with
the ith feature map in layer k (LeCun, Kavukcuoglu, and Farabet, 2010).
3.2.2 Non-Linearity Layers
If layer k is a non-linearity layer, its input is given by M (k−1) feature maps and its output
comprises again M (k) = M (k−1) feature maps, given by
h
(k)
i = φ(h
(k−1)
i ), (3.2)
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where φ is the activation function used in layer k and operates point wise. The purpose of the
activation function is to introduce non-linearity into the CNN.
In, (Jarrett et al., 2009), additional gain coefficients are added:
h
(k)
i = ciφ(h
(k−1)
i ), (3.3)
where ci is a gain value.
3.2.3 Spatial Pooling Layers
FIGURE 3.1: Examples of max pooling and average pooling
The motivation of subsampling the feature maps obtained by previous layers is robustness
to noise and distortions (Jarrett et al., 2009). Reducing the resolution can be accomplished in
different ways. In (Jarrett et al., 2009) and (LeCun, Kavukcuoglu, and Farabet, 2010), this is
combined with pooling and done in a separate layer, while in the traditional convolutional
neural networks, subsampling is done by applying skipping factors. Let k be a pooling layer.
Its output comprisesM (k) = M (k−1) feature maps of reduced size. In general, pooling operates
by placing windows at non-overlapping positions in each feature map and keeping one value
per window such that the feature maps are subsampled. We distinguish two types of pooling
as shown in Fig. 3.1:
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Max Pooling
The max pooling layer computes the maximum response of each feature maps in a H ′ ×W ′
patch (
h
(k)
i
)
r,s
= max
1≤r′≤H′,1≤s′≤W ′
(
h
(k−1)
i
)
r+r′−1,s+s′−1
, (3.4)
where (·)r,s is a value at location (r, s).
Average Pooling
The average pooling layer computes the average of of each feature maps in a H ′ ×W ′ patch(
h
(k)
i
)
r,s
=
1
H ′W ′
∑
1≤r′≤H′,1≤s′≤W ′
(
h
(k−1)
i
)
r+r′−1,s+s′−1
. (3.5)
The max pooling is used to get faster convergence during training (Scherer, Müller, and
Behnke, 2010). Both average and max pooling can also be applied using overlapping windows.
If we make H ′ or W ′ larger than stride, we get overlapping pooling regions. This is found to
reduce the chance of overfitting the training set (Krizhevsky, Sutskever, and Hinton, 2012).
3.2.4 Normalization Layers
Let layer k be a normalization layer. The task of a normalization layer is to enforce local com-
petitiveness between adjacent units within a feature map and units at the same spatial location
in different feature maps. We discuss Cross-channel normalization and Spatial normalization.
Cross-channel Normalization
Cross-channel normalization (Krizhevsky, Sutskever, and Hinton, 2012) applied independently
at each spatial location and groups of input feature maps to get:
(
h
(k)
i
)
r,s
=
(
h
(k−1)
i
)
r,s
κ+ α ∑
t∈G(k)
(
h
(k−1)
t
)2
r,s
−β (3.6)
for each output feature map k, where G(k) ⊂ {t1, t2, . . . , tD} is a corresponding subset of
adjacent input feature map.
Spatial Normalization
Spatial normalization acts on different output feature maps independently and rescales each
input feature maps by the energy of the input feature maps in a local neighborhood. First, the
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energy of the input feature maps is evaluated in a neighbourhood H ′ ×W ′
(ni)
2
r,s =
1
H ′W ′
∑
1≤r′≤H′,1≤s′≤W ′
(
h
(k−1)
i
)2
r+r′−1−
⌊
H′−1
2
⌋
,s+s′−1−
⌊
W ′−1
2
⌋ . (3.7)
In practice, the factor 1H′W ′ is adjusted at the boundaries to account for the fact that neighbors
must be crooped. Then this is used to normalized the input:(
h
(k)
i
)
r,s
=
1
(1 + α(ni)2r,s)
β
(
h
(k−1)
i
)
r,s
. (3.8)
3.2.5 Fully-connected Layers
Let layer k be a fully connected layer. If layer (k − 1) is a fully connected layer, as well, we
may apply Eq. 2.14. Otherwise, layer k expects M (k−1) feature maps of size H(k−1) ×W (k−1)
as input and the i th node in layer k computes:
h
(k)
i =
M(k−1)∑
j=1
H(k−1)∑
r=1
W (k−1)∑
s=1
(
w
(k)
ij
)
r,s
(
h
(k−1)
j
)
r,s
(3.9)
where (wij)r,s denotes the weight connecting the unit at position (r, s) in the jth feature map
of layer (k − 1) and the ith node in layer k. In practice, convolutional layers are used to learn
a feature hierarchy and one or more fully connected layers are used for classification purposes
based on the computed features (LeCun et al., 1989; LeCun, Kavukcuoglu, and Farabet, 2010).
Note that a fully-connected layer already includes the non-linearities while for a convolutional
layer the non-linearities are separated in their own layer.
3.2.6 Convolutional Transpose Layers
As with MLPs, CNNs still have some disadvantages when compared to other popular ma-
chine learning techniques as for example Support Vector Machines (SVMs) as their internal
operation is not well understood (Zeiler and Fergus, 2014). Using deconvolutional neural net-
works proposed in (Zeiler et al., 2010), this problem is addressed in (Zeiler and Fergus, 2014).
The approach described in (Zeiler and Fergus, 2014) allows the visualization of feature activa-
tions in higher layers of the network and can be used to give further insights into the internal
operation of CNNs.
Let layer k be a convolutional transpose (deconvolutional) layer. The inputis composed of
M (k−1) feature maps. Each such feature map h(k−1)i is represented as sum over M
(k) feature
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maps convolved with filters
h
(k−1)
i =
M(k)∑
j=1
w
(k)
ji h
(k)
j (3.10)
Convolutional transpose (deconvolution) is mainly useful in two settings. The first one are
the so called deconvolutional networks (Zeiler and Fergus, 2014) and other networks such as
convolutional decoders that use the transpose of convolution.
Chapter 4
Learning Deep Network with Pore
Information with Fingerprint Liveness
Detection
4.1 Introduction
Fingerprint recognition is one of the biometric authentication methods that has been widely
used in forensic, civilian, and commercial applications (Maltoni et al., 2009). Fingerprint
recognition systems usually consist of relatively inexpensive components, and yet can pro-
vide highly accurate authentication (Delac and Grgic, 2004). However, fingerprint recognition
systems are vulnerable to impersonation by fake, or spoof, fingerprints. Fake fingerprints can
be made of materials such as silicon or play-doh under cooperative or non-cooperative sce-
narios using various methods (Marasco and Ross, 2014). Countermeasures to prevent false
authentication by detecting the liveness of fingerprints are being developed (Ghiani et al.,
2013b). Methods to detect the liveness of fingerprints can be divided into hardware-based
and software-based methods.
Hardware-based systems utilize auxiliary hardware components such as oxygen satura-
tion sensors (Reddy et al., 2008), multispectral imaging systems (Nixon and Rowe, 2005), or
optical coherence tomography scanning systems (Sousedik and Busch, 2014) to detect features
that separate live fingers from fake fingers. The addition of hardware components usually
increases costs of otherwise inexpensive recognition systems significantly. Hardware-based
systems that employ additional modality are found to be venerable to false authentication sce-
narios in which a fake fingerprint is used for the fingerprint sensor and a live finger is used for
the other modality (Al-Ajlan, 2013).
Software-based methods utilize dynamic or static features that are available using existing
hardware. Dynamic features such as changes of skin elasticity (Jia et al., 2007) or perspiration
pattern (Parthasaradhi et al., 2005) during the fingerprint scanning process can be observed
to detect the liveness of a given fingerprint. The use of dynamic features has a disadvantage
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that detection time is increased to extract features that change over time. Static features that
separate live fingerprints from fake fingerprints can be observed from a single impression of
a fingerprint to detect the liveness. For example, active sweat pores can be detected by a high
pass filtering to detect live fingerprints (Memon, 2012). One can utilizes the fact that materials
used to fabricate artificial fingerprints have different textural details and hence different high
frequency spectrum components (Nikam and Agarwal, 2008). Features that do not change
during the fabrication of fake fingerprints can also be used for liveness detection (Ghiani, Mar-
cialis, and Roli, 2012; Gottschlich et al., 2014). The performance of static feature based liveness
detection methods depend heavily on the choice of features selected in a hand-designed man-
ner according to domain knowledge and experience.
Recently, it has become more common to attempt to learn features through supervised or
unsupervised learning (Bengio, 2009). Features automatically derived via machine learning
have advantages of not requiring specific domain expertise and potentially yielding a much
larger set of features for a classifier. There have been researches on learning features for finger-
print liveness detection. In Ghiani et al., 2013a, the independent component analysis (ICA) is
used to automatically learn a set of filters that extract textural features to be used in classifica-
tion by a support vector machine (SVM). The filters obtained via ICA are learned using a set of
natural images not by a set of fingerprint images. Examples of learned filters are mostly edge
detectors at various angles and phases, and are not specifically trained for fingerprint appli-
cations. In Frassetto Nogueira, Alencar Lotufo, and Campos Machado, 2014, a convolutional
neural network (CNN) is used to extract features, whose dimension is reduced by the prin-
cipal component analysis (PCA), to be used by a SVM for fingerprint liveness detection. The
weights of the CNN are set to random values without any learning process. Even though the
CNN can work with random weights, the CNN is not specifically trained for fingerprint appli-
cations. The learned principal components are eigen images that are suitable for applications
that require energy compaction.
4.2 Deep belief network based statistical feature learning for finger-
print liveness detection
This section presents a fingerprint liveness detection method based on a deep belief network
(DBN). DBN is a deep learning architecture that has been used in various applications such as
character recognition (Sazal et al., 2014), speech recognition (Mohamed, Yu, and Deng, 2010),
facial expression recognition (Liu et al., 2014), music information retrieval (Hamel and Eck,
2010), and so forth. DBN has been also used in fingerprint applications for enhancement of
scanned fingerprint images (Sahasrabudhe and Namboodiri, 2014). The generative properties
of DBN allow better understanding of the performance, and provide a simpler solution for
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the classification tasks (Hinton, Osindero, and Teh, 2006). We use a DBN to learn features
from a set of live and fake fingerprints and also to determine the liveness of fingerprints. The
restricted Boltzman machine (RBM) (Hinton, Osindero, and Teh, 2006) is used at each layer
of the DBN. The RBMs are trained sequentially from the first layer to the second to last layer
by unsupervised learning with layer-wise greedy algorithm. Then the DBN, including the last
layer, is trained by supervised learning with back propagation with a labeled set of live and
fake fingerprints. The DBN output is the posterior probability that a patch taken from a given
fingerprint belongs to a live or fake fingerprint. A hypothesis test is set up with outputs of the
DBN with multiple patches taken from a given fingerprint as inputs to determine the liveness.
The proposed method is a systematical application of deep learning to the problem of fin-
gerprint liveness detection. Liveness detection as well as learning of features appropriate for
the liveness detection is performed within an established framework of deep learning without
relying on specific domain expertise. In particular, the proposed method is trained for multiple
datasets without any information about the sensors, images, or pre-processing steps. Differ-
ent features are learned for each dataset to be used in the liveness detection with a particular
fingerprint recognition system.
The proposed fingerprint liveness detection method is evaluated with datasets collected
using four different optical sensors for the international fingerprint liveness detection compe-
tition (LivDet 2013) (Ghiani et al., 2013b). The liveness detection results show that the proposed
method can provide high performance in terms of the false rejection rate (FRR) and the false
acceptance rate (FAR). With the DBN topology being simple, the computational complexity of
the detection method is relatively low. The proposed method provides efficient and effective
software based fingerprint liveness detection.
This section is organized as follow. Section 4.2.1 explains a pre-processing step to pre-
pare patches of inputs from a scanned fingerprint image. Section 4.2.1 presents the topology
and modeling of the proposed DBN. Section 4.2.1 provides a training method including pre-
training with unsupervised learning and fine-tuning with supervised learning. Section 4.2.1
provides a hypothesis testing with outputs of the DBN with multiple inputs from a given
fingerprint. Experimental results and discussions are given in section 4.2.2. Section 4.3.3 con-
cludes the deep belief network based statistical feature learning for fingerprint liveness detec-
tion.
4.2.1 Proposed Fingerprint Liveness Detection Algorithm
The proposed fingerprint liveness detection system consists of the following steps. From a
query fingerprint image, region of interest (ROI) is detected. Small size patches from the ROI
image are extracted, normalized, and reshaped as vectors. The outputs of the DBN with the
patches as inputs are collected and fed into a liveness detection routine. A flowchart of the
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FIGURE 4.1: Flowchart of the proposed fingerprint liveness detection process.
FIGURE 4.2: An example of ROI placement on a fingerprint image. The blue
markers are the salient points detected by the 2D Harris corner detector. The red
marker is the average location of the salient points. And the red rectange is the
ROI of size 160× 160.
proposed fingerprint liveness detection system is shown in Fig. 4.1. The following sections
describe detail operations.
ROI Detection and Input Patch Preparation
A query image composed of a fingerprint on scanner platen background is captured by a fin-
gerprint sensor. The fingerprint image is not always at the center of a captured image. The
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ROI that contains only the fingerprint image is extracted from a captured image. Salient points
of the fingerprint image are detected using the two dimensional Harris corner detector. The
average location of the detected salient points is calculated. Region inside a rectangle of a
fixed size centered at the average location is used as an ROI. Fig. 4.2 shows an example of the
detected ROI. The blue points indicate the locations of salient points detected by the Harris
corner detector. The red point is the average location of the salient points. The image inside
the red rectangle is the ROI of the captured image.
Patches of the sizeHp×Wp are extracted from the image inside the ROI. Patches are allowed
to overlap the other patches by t pixels. Pixels in each patch are reshaped as a vector to form
a vector p of the size M × 1, where M = Hp ×Wp. The vectors are normalized to have zero
mean and unit variance.
DBN
A DBN is used for the fingerprint liveness detection. Fig. 4.3 shows a schematic of the DBN
for the proposed liveness detection. There are K layers of RBMs superimposed such that the
visible unit at the kth layer is the hidden unit of the (k−1)th layer. The first layer has M nodes
for the visible unit. Each RBM has M (k) nodes for the hidden layer, except for the Kth layer
which has two output nodes.
Given a visible unit v(k), a hidden unit h(k), and the model parameter θ(k) of the kth layer,
the joint Boltzmann distribution of the RBM is defined by
P (v(k),h(k); θ(k)) =
1
z
exp(−E(v(k),h(k); θ(k))), (4.1)
where z is a normalization constant and the parameters of the kth layer are
θ(k) = (W(k),b(k), c(k)). (4.2)
The matrix W(k) describes the relations between the ith visible node and the jth hidden node,
and b(k) and c(k) are the bias for visible and hidden units, respectively, of the kth layer. The
energy function E(v,h; θ) is given by
E(v(k),h(k); θ(k)) = −
M(k−1)∑
i=1
M(k)∑
j=1
W
(k)
ij v
(k)
i h
(k)
j
−
M(k−1)∑
i=1
b
(k)
i v
(k)
i −
M(k)∑
j=1
c
(k)
j h
(k)
j , (4.3)
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whereW (k)ij is the (i, j)th element ofW
(k), and b(k)i and c
(k)
j are ith and jth elements of b
(k) and
c(k).
The first layer of the DBN is a RBM with the vector p obtained from the patch images as an
input. It is assumed that each element of input vector follows the Gaussian distribution with
zero mean and unit variance. Since the visible unit receives the input vector p, the visible unit
follows the Gaussian distribution. The hidden unit follows the Bernoulli distribution. The first
layer is the Gaussian-Bernoulli (GB) RBM (Yu and Seltzer, 2011). The conditional probabilities
are given by
Q(h
(1)
j = 1|v(1); θ(1)) = φ
(
M∑
i=1
W
(1)
ij v
(1)
i + c
(1)
j
)
P (v
(1)
i |h(1); θ(1)) = N
v(1)i ;M(1)∑
j=1
W
(1)
ij h
(1)
j + b
(1)
i , 1
 ,
(4.4)
where the activation function φ(·) is the sigmoid function φ(x) = 1
1+e−x andN is the Gaussian
probability density function with mean
∑M(1)
j=1 W
(1)
ij h
(1)
j + b
(1)
i and variance one. With the input
vector obtained from the patch images, we have v(1) = p.
All the layers except for the first and the last layers in the multi-layered DBN share the
same input and output characteristics. The visible and hidden units follow the Bernoulli dis-
tributions. Each layer is the Bernoulli-Bernoulli (BB) RBM (Hinton, 2002). The conditional
probabilities are given by
Q(h
(k)
j = 1|v(k); θ(k)) = φ
M(k−1)∑
i=1
W
(k)
ij v
(k)
i + c
(k)
j

P (v
(k)
i = 1|h(k); θ(k)) = φ
M(k)∑
j=1
W
(k)
ij h
(k)
j + b
(k)
i
 .
(4.5)
with the superimposed RBMs, we have v(k) = h(k−1).
Training of DBN
The DBN is trained in two steps. The first step is to train the individual RBMs using the layer-
wise greedy training algorithm (Bengio et al., 2007). The second step is to fine-tune the DBN
with labeled inputs.
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FIGURE 4.3: Topology of the proposed DBN.
Pre-training
The RMB’s are trained sequentially from the first layer to the (K − 1)th layer. With a training
set of unlabeled vectors, parameters are updated using the contrastive divergence (Hinton,
2002). For the RBM in the first layer, the data samples for the visible unit are taken from
the input vector p. The data samples for the hidden unit is obtained with the conditional
probability Q(h(1)data|v(1)data). The samples drawn from the model for the visible and hidden
units are obtained through a small number of iterations of (4.4). The gradient of parameters of
the hidden layer are found by
∇W (k)ij = E[v(k)i h(k)j ]data − E[v(k)i h(k)j ]model
∇b(k)i = E[v(k)i ]data − E[v(k)i ]model
∇c(k)j = E[h(k)j ]data − E[h(k)j ]model, (4.6)
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where the expectations E[·]data and E[·]model are calculated with the data samples and samples
obtained from the model, respectively. Then the parameters are updated by
W
(k)
ij ← W (k)ij + ∇W (k)ij
b
(k)
i ← b(k)i + ∇b(k)i
c
(k)
j ← c(k)j + ∇c(k)j , (4.7)
where  is the learning rate.
The kth RBM, for k = 1 to K − 1, is trained with the output of hidden unit of the (k − 1)th
layer as the input. The data samples for the visible unit are taken from the hidden unit h(k). The
data samples for the hidden unit is obtained with the conditional probability Q(h(k)data|v(k)data).
The samples drawn from the model for the visible and hidden units are obtained through a
small number of iterations of (4.5). The parameters are updated with (4.6) and (4.7).
Fine-tuning
Once all the layers from the first to the (K−1)th are trained with the layer-wise greedy training
algorithm, the DBN is fine-tuned with a training set of labeled inputs. The input vector p is
labeled by the label vector y such that y = [1, 0]T when p is form the live fingerprint class, and
[0, 1]T when p is from the fake fingerprint class.
The last layer of the DBN consists of two hidden nodes, which are the two output node
of the DBN. The first and second output nodes represent the posterior probabilities that a
given input vector p is from the live and fake fingerprint classes, respectively. The conditional
probability is given by
Q(h
(K)
j = 1|v(K); θ(K)) = ψ
M(K−1)∑
i=1
W
(K)
ij v
(K)
i + c
(K)
j
 , (4.8)
where the activation function ψ(·) is the softmax function ψ(x)j = e3xj/(
∑2
i=1 e
3xi). The visible
unit of the (4.8) is the hidden layer of the (K − 1)th layer, or v(K) = h(K−1).
For a given input vector p from a labeled training set, the input to the visible unit of the
kth layer is found sequentially by
h
(k)
j = φ
M(k−1)∑
i=1
W
(k)
ij h
(k−1)
i + c
(k)
j
 (4.9)
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for k = 1 to (K − 1) with v(1) = h(0) = p. The output of the hidden layer of the Kth layer is
found by
h
(K)
j = ψ
M(K−1)∑
i=1
W
(K)
ij h
(K−1)
i + c
(K)
j
 . (4.10)
The error vector is computed with the label vector y of the input vector p by
δ
(K)
j = h
(K)
j − yj . (4.11)
The error vector at kth layer is calculated sequentially by
δ
(k)
i =
M(k+1)∑
j=1
W
(k+1)
ij δ
(k+1)
j
 d(k)i (4.12)
for k = (K − 1) to 1, where
d
(k)
i = h
(k)
i (1− h(k)i ). (4.13)
The parameters of the gradients of parameters are found sequentiall by
∇W (k)ij = h(k−1)i δ(k)j (4.14)
∇c(k)j = δ(k)j (4.15)
for k = 1 to (K − 1), and the parameters are updated by
W
(k)
ij ← W (k)ij + ∇W (k)ij (4.16)
c
(k)
j ← c(k)j + ∇c(k)j . (4.17)
Liveness Decision
The DBN provides the posterior probability that a given input p belongs to the live and fake
fingerprint classes. Given a query fingerprint image, many input vectors can be extracted.
The liveness of a query image is determined from the extracted input vectors. Let pl for l =
1, 2, · · · , L be the L extracted input vectors. The output of the first output node of the Kth
layer of the DBN with pl as an input is denoted by xl. The value of xl is close to one when
the input vector pl is from a live fingerprint, and close to zero when from a fake fingerprint. A
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(a) (b-i) (b-ii) (c-i) (c-ii)
(b-iii) (b-iv) (c-iii) (c-iv)
FIGURE 4.4: Features learned by various methods, (a) ICA with natural images,
(b) CNN with random filters followed by PCA, and (c) the second layer of the
proposed DBN, for (i) Biometrika, (ii) Italdata, (iii) Crossmatch, and (iv) Swipe
datasets.
hypothesis test on whether xl’s are from a live or fake fingerprint is performed by
L∑
l=1
xl ≥ τ : live fingerprint
L∑
l=1
xl < τ : fake fingerprint, (4.18)
where τ is a threshold.
4.2.2 Experiments and Results
The parameters used for the experiments are as follow. From a given image, the ROI of 160 ×
160 pixels is detected. The patch images of 16 × 16 pixels are extracted, from which input
vectors of size 256 × 1 are prepared. The elements of the input vectors are normalized to
zero mean and unit variance. The DBN has three layers, or K = 3. The first layer receives
the 256 × 1 input vectors, hence the number of visible nodes of the first layer M is 256. The
number of units in each layers, M (k), are 128, 64, and 2 for k = 1, 2, 3, respectively. The number
of inputs used for the hypothesis testing, L, is 100.
The DBN is trained and evaluated using a database collected for LivDet2013 (Ghiani et al.,
2013b). The LivDet2013 database consists of four fingerprint image datasets collected with
different optical sensors: Biometrika, Italdata, Crossmatch, and Swipe. The detail descriptions
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of datasets are given in Table 4.4. In the training phase, the dropout rate of 0.5 is used to reduce
problems associated with overfitting (Srivastava, 2013). The learning rate  is set to 0.001.
Fig. 4.4 shows examples of features learned by various methods. Fig. 4.4 (a) shows fea-
tures learned by the ICA with natural images, following the method in Ghiani et al., 2013a.
24 images from Kodak Photo CD are used. The features are mostly edge detectors with var-
ious angles and phases. Fig. 4.4 (b) shows features learned by the CNN with random filters
followed by the PCA, following the method in Frassetto Nogueira, Alencar Lotufo, and Cam-
pos Machado, 2014 using (i) Biometrika, (ii) Italdata, (iii) Crossmatch, and (iv) Swipe datasets.
The features are principal components of fingerprints, which can pack energy into a small set
of components. The first 64 components of the ICA and PCA results are shown. Fig. 4.4
(c) shows the features learned by the proposed DBN using (i) Biometrika , (ii) Italdata, (iii)
Crossmatch, and (iv) Swipe datasets. The second layer features are shown using the method
described in Lee, Ekanadham, and Ng, 2008. It can be seen that for the proposed method the
features are learned specifically for the images in the dataset for the liveness detection. In
contrast, the learned features obtained by random filtering and PCA are very similar for four
different datasets.
Fig. 4.5 shows the ROC curves for Biometrika, Italdata, Crossmatch, and Swipe datasets.
The false rejection rate (FRR) and the false acceptance rate (FAR) are shown. The FRR is the rate
that a live fingerprint is detected as a fake fingerprint, and the FAR is the rate a fake fingerprint
is detected as a live fingerprint. The threshold value, τ , that provides the equal error rate (EER)
is selected for the detector.
The performance of the liveness detection is evaluated using the average classification er-
ror (ACE). The ACE is the the mean of the rate of misclassified live fingerprints and the rate
of misclassified fake fingerprints. The detection accuracy can be obtained by 1-ACE. Table
4.5 shows the detection accuracy measured with Biometrika, Italdata, Crossmatch, and Swipe
datasets. The detection accuracy of the three liveness detection methods, Dermalog and Un-
iNap1, which are available on Ghiani et al., 2013b, and a state of the art pore analysis based
approach (Johnson and Schuckers, 2014), is also shown for comparison.
Fake fingerprints in Biometrika and Italdata datasets are collected under a non-cooperative
TABLE 4.1: Datasets of LivDet2013 Database Used In the Experiments
Sensor Biometrika Italdata Crossmatch Swipe
DPI 569 500 500 96
Image size 315x372 640x480 800x750 208x1500
Training Live 1000 1000 1250 1250
Samples Fake 1000 1000 1000 1000
Test Live 1000 1000 1250 1250
Samples Fake 1000 1000 1000 1000
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FIGURE 4.5: ROC curves of the proposed fingerprint liveness detection method,
(a) Biometrika EER = 1.16 at τ = 76.7, (b) Italdata Biometrika EER = 1.85
at τ = 68.2, (c) Crossmatch EER = 10.32 at τ = 13.9, and (d) Swipe datasets
EER = 3.5 at τ = 56.4.
TABLE 4.2: Detection Accuracy for LivDet 2013 Datasets. Dermalog and Uni-
Nap1 Data are from (Ghiani et al., 2013b). Data for a pore analysis based ap-
proach is from (Johnson and Schuckers, 2014).
Dermalog UniNap1 Pore Analysis Proposed
Biometrika 98.30 95.30 97.80 98.85
Italdata 99.20 96.50 99.00 98.15
Crossmatch 44.53 68.80 65.10 89.68
Swipe 96.47 85.93 - 96.50
Average 84.63 86.58 87.30 95.80
scenario using latent fingerprints, whereas those in Crossmatch and Swipe datasets are col-
lected under a cooperative scenario (Ghiani et al., 2013b). Examples of live and fake finger-
prints are shown in Fig. 4.6. It can be seen that the quality of fake fingerprints of Biometrika
and Italdata datasets is significantly poorer than those of Crossmatch dataset. Generally, a fake
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
(m) (n) (o) (p)
FIGURE 4.6: Example fingerprint images (50×50 cropped) in the LivDet2013
dataset (Ghiani et al., 2013b). (a) live, (b) latex, (c) ecoflex, and (d) gelatin fiinger-
pint images from Biometrika dataset, (e) live, (f) latex, (g) modasil, and (h) wood
glue fingerprint images from Italdata dataset, (i) live, (j) latex, (k) body double,
and (l) playdoh fingerprint images from Crossmatch dataset, and (m) live, (n) la-
tex, (o) body double, and (p) wood glue fingerprint images from Swipe dataset.
fingerprint created under a non-cooperative scenario is less similar to the original fingerprint
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than the one created under a cooperative scenario. All the liveness detection algorithms in Ta-
ble 4.5 can differentiate fake fingerprints from live ones easily and perform well for Biometrika
and Italdata datasets. The proposed method provides significantly better result for Crossmatch
dataset than the others. It can be seen from fake fingerprint examples in Fig. 4.6 (j) to (l) that
the fake fingerprints of the Crossmatch dataset closely resemble the live ones. In particular, the
characteristics of sweat pores, such as pore spacing, pore region gray level variance, and pore
region maximum gray level difference, are retained in the fake fingerprints. The pore analysis
based liveness detection algorithm (Johnson and Schuckers, 2014) performs poorly with Cross-
match dataset. Detail descriptions of Dermalog and UniNap1 algorithms are not available, but
they also perform poorly with Crossmatch dataset. Fingerprints of Swipe dataset are acquired
while users are swiping their fingers across the sensor surface. Fingerprints are deformed by
uneven swiping speed. Moreover, the resolution of the sensor in terms of dots per inch (dpi)
is significantly lower than the other sensers. Sweat pore are seldom seen in fingerprints of
Swipe dataset. The results of the pore analysis based algorithm (Johnson and Schuckers, 2014)
is not available. The UniNap1 algorithm (Ghiani et al., 2013b) perform relatively poorer with
Swipe dataset than Biometrika or Italdata datasets. The Dermalog algorithm and the proposed
method perform well with Swipe data. Table 4.5 also shows the average accuracy. On aver-
age, the proposed method provides higher detection accuracy than all the other algorithms in
comparision.
The proposed method provides accurate detection of liveness of fingerprints for all four
datasets, while the other methods fail to provide accurate detection for Crossmatch or Swipe
datasets. The detection methods can access only the images in the dataset without any infor-
mation about the sensors, images, or pre-processing steps. The proposed method can learn
and utilize features specific for the datasets without any information or domain expertise for
accurate liveness detection. The ability to learn features from each dataset is an advantage of
applying deep learning to the problem of liveness detection. The proposed method is able to
learn useful features from the Crossmatch dataset, for which the characteristics of pores in live
and fake fingerprints are very similar, and also from the Swipe dataset, for which pores are
seldom seen in either live or fake fingerprints.
The fingerprint images in Crossmatch dataset are obtained after excessive contrast en-
hancement (Ghiani et al., 2013b). The accuracy of the proposed method is slightly lower
with Crossmatch dataset than with the other three datasets. Fig. 4.7 shows the histograms
of pixel values for all the fingerprint images in the datasets. The images inside the ROIs are
used. It can be seen that fingerprint images in Biometrika, Italdata, and Swipe datasets have
grayscale values spread out between zero and one, whereas images in the Crossmatch dataset
have grayscale values mostly at the extreme ends of zero and one. This observation is most
likely due to excessive contrast enhancement algorithm in the pre-processing step. We collect
fingerprint images with a fingerprint scanner without any pre-processing, and apply a simple
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contrast enhancement routine by
I(i, j)′ = I¯(i, j) + β
(
I(i, j)− I¯(i, j)
σ(i, j)
)
(4.19)
where I(i, j)′ and I(i, j) are the (i, j)th pixel values of contrast enhanced and scanned images,
respectively, and I¯(i, j) and σ(i, j) are mean and variance inside a small window centered at
(i, j).The parameter β controls the amount of contrast enhancement. Examples of contrast
enhanced images and the histograms of fingerprint images of collected fingerprints are shown
on Fig. 4.8. It can be seen that with stronger contrast enhancement, images and their histogram
becomes more and more like the ones of the Crossmatch dataset. The detection accuracy at
EER with the scanned fingerprint images are 97.10, 95.65, 94.15, and 91.80 for β = 0.4, 0.5, 0.6,
(a) (b)
(c) (d)
FIGURE 4.7: The average histograms of fingerprint images inside ROI region
for the LivDet2013 (a) Biometrika, (b) Italdata, (c) Crossmatch, and (d) Swipe
datasets.
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(a) (b) (c) (d)
FIGURE 4.8: Example images pre-processed by adaptive contrast enhancement
at different parameters, (a) β = 0.4, (b) β = 0.5, (c) β = 0.6, and (d) β = 0.7.
and 0.7. Excessive contrast enhancement in the pre-processing step is a possible explanation
for relatively lower accuracy for Crossmatch dataset. It is reasonable for a liveness detection
routine to be placed before the pre-processing and to be able to access images without contrast
enhancement for improved liveness detection accuracy.
The major arithmetic operations in the proposed liveness detection are matrix vector mul-
tiplications and calculations of activation functions. The numbers of nodes for the proposed
network topology are 256, 128, 64, and 2. The sizes of the weight matrices are 256 × 128,
128 × 64, and 64 × 2 for W1, W2, and W3, respectively. L patches are used to determine the
liveness of a fingerprint. Hence, it requires L matrix vector multiplications with the 256× 128,
128× 64, and 64× 2 size matrices, and L times 256, 128,64, and 2 nonlinear activation function
calculations are required for the liveness detection. Once the DBN is trained, the detection can
be performed with straightforward operations of multiplications, additions, and evaluations
of activation functions, without sophisticated feature extractions hand-designed with domain
knowledge.
4.2.3 Conclusion
This paper presents a fingerprint liveness detection method developed through a systematic
application of a deep learning technique. A DBN with multiple layers of RBM is trained with
a set of live and fake fingerprints. The DBN is fine-tuned such that it provides the conditional
probability that a patch from a given fingerprint image belongs to a live or fake fingerprint. A
hypothesis test is set up to determine the liveness of a given fingerprint based on the outputs of
the DBN with multiple patches from the fingerprint. The performance evaluated with datasets
in the LivDet database shows that the proposed method accurately determines the liveness of
fingerprints for all the database without requiring any information on the recognition system.
With the topology of the DBN being simple, the proposed method can provide efficient and
effective fingerprint liveness detection prior to the recognition to prevent spoofing by fake
fingerprints.
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4.3 Convolutional Neural Network based statistical feature learning
for fingerprint liveness detection
This work presents the fingerprint liveness detection based on convolutional neural network
(CNN). The proposed architecture consists of superimposed multiple layers of CNNs for fea-
ture extraction, followed by 1× 1 kernel convolutional layer activated by softmax function for
estimating local livness scores at the last layer. Fingerprint liveness is detected by a hypoth-
esis testing using the local liveness scores. Higher CNN layers can encode abstract features
derived from low level features of lower CNN layers. With pooling layers inbetween the CNN
layers, features encoded by higher CNN layers are global, in a sense the features are respon-
sive to larger regions of pixel space. High level abstract features are usually very informative
for classification tasks. We also augment the input of the CNN using features used by many
liveness detection methods. The map of active sweat pore is provided as an additional input.
The features are derived from both a fingerprint image and the corresponding active pore map.
The performance of the proposed CNN based fingerprint liveness detection method is eval-
uated with datasets collected for the international fingerprint liveness detection competition
(LivDet 2013) (Ghiani et al., 2013b). The liveness detection results with datasets for four differ-
ent optical sensors show that the proposed method can provide the best performance in terms
of FRR and FAR. Moreover, the performance is consistently improved over other methods at
low false matching rates (FMRs). The proposed method can provide reliable detection at low
FMR rates at which practical biometric authentication systems operate.
This section is organized as follow. Section 4.3.1 presents the detail description of the pro-
posed CNN based fingerprint liveness detection method. Experimental results and discussions
are in Section 4.3.2. Section 4.3.3 concludes the paper.
4.3.1 Proposed Fingerprint Liveness Detection Algorithm
The proposed fingerprint liveness detection consists of the following steps. From a query
fingerprint image, region of interest (ROI) containing only the fingerprint is detected. From
an ROI image, a map indicating the locations of active pores is found. CNN takes the ROI
image and the pore map as inputs and provides the probability of the given query being a
live fingerprint. The liveness is determined from the probability. Fig. 4.9 shows the flowchart
of the proposed fingerprint liveness detection system. The following sections describe detail
operations.
ROI Detection
Images acquired by sensors include both fingerprint and non-fingerprint regions. In order to
avoid obtaining false fingerprint data from dust on sensor platen or from latent fingerprints,
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FIGURE 4.9: Flowchart of the proposed fingerprint liveness detection process.
ROI containing only the fingerprint image is obtained from a given fingerprint image. Prop-
erly captured fingerprints show dark ridges and bright valleys, while non-fingerprint regions
are overexposed to be bright background. Improperly captured parts of fingerprints are of-
ten smear to be blobs with small or no variations. Images captured from latent fingerprints
show low variations. Based on these observations, activities inside small patches of a given
fingerprint image are measured by
v = 0.5(1− µ) + 0.5σ + d, (4.20)
where µ and σ are mean and variance of the normalized pixel values inside a patch, and d is
the normalized distance of the patch from the center of a fingerprint image. The v values of
the patches are collected to form a v scoremap. ROI is detected by thresholding the values of
the v score map. Fig. 4.10 shows an example of ROI detected from a given fingerprint image.
Pore Detection
Features related to active sweat pores have been used by many fingerprint liveness detection
methods (Marcialis, Roli, and Tidu, 2010; Memon, 2012; Johnson and Schuckers, 2014). We
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(a) (b)
FIGURE 4.10: Region of Interest (ROI) detection, (a) example image, (b) v score
map of the example. ROI is indicated by the red square in (a).
(a) (b)
(c) (d)
FIGURE 4.11: Example of pore map, (a) ROI image, (b) ridge map, (c) pore tem-
plate, and (b) detected pores.
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use information on sweat pore as an auxiliary input to the proposed CNN. Pores are detected
by the same method used in Marcialis, Roli, and Tidu, 2010 using a pore template matching
scanning the image along the ridges of fingerprint. Fig. 4.11 shows an example of a ROI image
in (a), extracted ridges from the ROI image (a) in (b), pore template in (c), and extracted sweat
pore map in (d).
CNN
CNN is a neural network with a special structure and can be viewed as a composition of a
sequence of different types of layers (Krizhevsky, Sutskever, and Hinton, 2012). The proposed
CNN architecture consists of four convolutional layers. The first three convolutional layers ac-
tivated by the rectified linear unit (ReLU) functions are called Conv-ReLU layers. The first two
Conv-ReLU layers are followed by max pooling layers. The last layer with 1× 1 kernel convo-
lutional layer activated by the softmax function is called Conv-Softmax layer, which computes
local probabilities for each target class. Fig. 4.12 shows the architecture of the proposed CNN.
Each node in Conv-ReLU layer receives input from a local receptive field representing fea-
tures. Within a Conv-ReLU layer, nodes are grouped to form various feature maps. Nodes of
the same feature map share the same set of weights called filters or kernels but cover different
spatial locations (Abdel-Hamid, Deng, and Yu, 2013). Let layer k be a Conv-ReLU layer. The
inputs of layer k compriseM (k−1) feature maps from a previous layer, h(k−1)i . In the case where
k = 1, the input is fingerprint image and correspdonding pore map. The outputs of layer k
consist of M (k) feature maps. The jth feature map in layer k, denoted h(k)j , is computed as
z
(k)
j =
M(k−1)∑
i=1
w
(k)
ij ∗ h(k−1)i + b(k)j ,
h
(k)
j = ReLU(z
(k)
j ) = max
(
z
(k)
j , 0
)
, (4.21)
where b(k)j is a bias, ∗ is convolution opertation over the valid regions, and w(k)ij is the filter
or kernel connecting the ith feature map in layer (k − 1) with the jth feature map in layer k
(LeCun, Kavukcuoglu, and Farabet, 2010).
Max pooling layers are used to make feature maps obtained by previous layers robust to
noise and distortions, and local translation (Hinton et al., 2012). Let layer k be a Max pooling
layer. The number of output feature maps are the same as the input feature maps, M (k) =
M (k−1). The sizes of the output maps are reduced by subsampling. The max pooling layer
computes the maximum response of each feature maps in a Nh ×Nw size neighborhood
h
(k)
i (r, s) = max
1≤r′≤Nh,1≤s′≤Nw
h
(k−1)
i (r + r
′ − 1, s+ s′ − 1), (4.22)
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FIGURE 4.12: Network architecture for fingerprint liveness detection.
where (r, s) are variables for spatial locations.
The final layer is Conv-Softmax layer connected to the previous Conv-ReLU layer. The last
layer reduces the dimensionality toM (K) = 2 feature maps using a 1×1 kernel. The jth feature
map in last layer is computed as
h
(K)
j (r, s) = softmax
(
z(K)(r, s)
)
j
=
exp(z
(K)
j (r, s))∑M(K)
i=1 exp(z
(K)
i (r, s))
. (4.23)
Liveness Decision
In practice, convolutional layers are used to learn a feature hierarchy and one or more fully
connected layers are used for classification purposes based on the computed features (LeCun,
Kavukcuoglu, and Farabet, 2010). Generally, CNN based object classification methods require
a fixed-size input image. This requirement may reduce the recognition accuracy for images
or sub-images of an arbitrary size or scale (He et al., 2014). The size of fingerprint ROI image
varies from person to person or finger pressure. To eliminate the requirement of fixed ROI size,
we design the proposed CNN to provide first feature map of Conv-Softmax layer as a liveness
score map, instead of resizing or cropping given input images.
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The first feature map of the Conv-Softmax layer, h(K)1 , provides a liveveness score map,
each node of which provides a posterior probability that local region of given input belong to
live or fake fingerprint class. Average liveness score ρ is computed from the liveness score map
by
ρ =
1
H(K)W (K)
H(K)∑
r=1
W (K)∑
s=1
h
(K)
1 (r, s), (4.24)
where h(K)1 (r, s) is an output of node located in (r, s) of liveness score map. H
(K) and W (K)
are the height and width of the live score map, which are given by
H(K) = b(H(0) − c)/4c,
W (K) = b(W (0) − c)/4c, (4.25)
where H(0) and W (0) are the height and width of the input and c is a constant determined by
the filters used in the convolutional layers and subsampling in the max pooling layers. The
average liveness score can be computed with any height and width of an input, which may
vary fingerprint-to-fingerprint depending on the size of the extracted ROI.
A hypothesis test on given input is from a live or spoof fingerprint is performed by
ρ ≥ τ : live fingerprint
ρ < τ : spoof fingerprint, (4.26)
where τ is a threshold.
Training CNNs
The objective function for optimizing the proposed CNN is defined as the softmax log-loss,
between the CNN output h(K)s and the label vector ys
E =
1
N
∑
s∈S
`(h(K)s ,ys), (4.27)
where the sum is for all the sample s in the set of training sample pairs S and
`(h(K)s ,ys) = −
M(K)∑
i=1
H
(K)
s∑
r=1
W
(K)
s∑
s=1
yi,s logh
(K)
i,s (r, s). (4.28)
The label vectors are ys = [1, 0]T for the live fingerprint class, and ys = [0, 1]T for the fake
fingerprint class.
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The learning process is an iterative procedure, where at each iteration the weight update is
a small step in the opposite direction of the steepest gradient∇E. Thus
w
(k)
ij ← w(k)ij + λ∆w(k)ij = w(k)ij − λ
∂E
∂w
(k)
ij
(4.29)
b
(k)
j ← b(k)j + λ∆b(k)j = b(k)j − λ
∂E
∂b
(k)
j
, (4.30)
where λ is the learning rate. The error is back propagated for the training.
4.3.2 Experiments and Results
Detail descriptions of the proposed CNN based fingerprint liveness detection architecture are
summerized in Table 4.3. Layer 1 to 5 are superimposed Conv-ReLU and max pooling layers.
Layer 6 is Conv-Softmax layer. Layer 6 has two output feature maps that provide the local pos-
terior probabilities of local regions of given input beleong to live and fake fingerprint classes.
The constant c in (4.25) for the average liveness score is 31. Two architectures are prepared,
CNN1 without the auxiliary pore map input and CNN2 with the auxiliary pore map input.
CNNs are trained and evaluated using a database collected for LivDet2013 (Ghiani et al.,
2013b). The LivDet2013 database consists of four fingerprint image datasets collected with four
different optical sensors by Biometrika, Italdata, Crossmatch, and Swipe. Detail descriptions of
datasets are given in Table 4.4. The training datasets are augmented by the random cropping.
All of the fingerprint image and corresponding sweat pore map patches are prepared as 32×32
pixel sub-images randomly cropped 20 times from the inside of ROI of training images for the
effective training of CNNs. With 1000 live and 1000 fake fingerprint images in the dataset,
the toal number of patches for training is 40000. The last layer can be considered as softmax
fully-connected layer because 32 × 32 size training input generates 2 × 1 size output. In this
setup, the proposed CNN architecture can be trained without any modification of general
CNN framework for object recognition. In the training phase, the dropout rate (Srivastava,
2013) is set to 0.5. Learning rate is set to 1e-5. For every 100 iterations, the learning rate is
updated to 0.99 times the current learning rate. The batch size is 100 and the epoch size is
30,000. CNN1 is prepared for all four datasets. CNN2 is prepared for Biometrika, Italdata, and
Crossmatch datasets. The resolution of images in Swipe dataset is 96 dpi. Scanned images do
not show active sweat pores.
Performance of the proposed CNN based fingerprint liveness detection is compared to the
following detection methods. Performance of Dermalog and UniNap1 algorithms are avail-
able in Ghiani et al., 2013b. Performance of a state of the art pore analysis based approach is
available in (Johnson and Schuckers, 2014). A learning based approach based on DBN (Kim
et al., 2015) is also compared.
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The performance is evaluated using the average classification error (ACE). The ACE is the
the mean of the rate of misclassified live fingerprints and the rate of misclassified fake fin-
gerprints. The detection accuracy is given by 1-ACE. Table 4.5 shows the detection accuracy
measured with the four datasets. The performance of CNN2 for Swipe dataset is not avail-
able because there are no sweat pores in low dpi scan images in the dataset. On average, the
proposed CNN1 and CNN2 provide better performance than the other methods. The CNN2
which uses the pore map as an auxiliary input in addition to the input image reports the best
performance. Fake fingerprints in Crossmatch dataset are made under cooperative scenario,
while those in Biometrika and Italdata datasets are made under non-cooperative scenarios
(Ghiani et al., 2013b). Fake fingerprints in Crossmatch dataset are much more sophisticated
with genuine looking sweat pores. The proposed CNNs provide significant increases in per-
formance for the difficult Crossmatch data set.
Fig. 4.13 shows the receiver operating characteristics (ROC) curves of the DBN, CNN1, and
CNN2. It can be seen that the proposed CNNs have lower false non-match rates (FNMRs) at a
given false match rate (FMR). This is an important characteristics for a biometric authentication
system, which operates at a very low FMR. Table 4.6 shows FNMRs at equal error rates (EER),
and at FMR of 1/100 (FMR100), 1/1000 (FMR1000), and so forth down to zero (ZeroFMR). It
can be seen that the proposed CNNs provide considerably lower FNRMs rates at lower FMRs.
The CNN1 and CNN2 report similar performance with Italdata dataset. However, with the
Biomedika and Crossmatch datasets, the performance of the CNN2 with auxiliary pore map
input is noticeably better than CNN1.
Fig. 4.14 shows examples of features learned by CNN. Features of CNN2 learned from the
TABLE 4.4: Datasets of LivDet2013 Database Used In the Experiments
Sensor Biometrika Italdata Crossmatch Swipe
DPI 569 500 500 96
Image size 315x372 640x480 800x750 208x1500
Live training samples 1000 1000 1250 1250
Fake training samples 1000 1000 1000 1000
Live test samples 1000 1000 1250 1250
Fake test samples 1000 1000 1000 1000
TABLE 4.5: Detection Accuracy for LivDet 2013 Datasets. Dermalog and Uni-
Nap1 Data are from (Ghiani et al., 2013b), data for a pore analysis based approach
is from (Johnson and Schuckers, 2014).
Dermalog UniNap1 Pore DBN CNN1 CNN2
Biometrika 98.30 95.30 97.80 98.85 98.55 99.00
Italdata 99.20 96.50 99.00 98.15 99.85 99.90
Crossmatch 44.53 68.80 65.10 89.68 91.29 93.29
Swipe 96.47 85.93 - 96.50 97.16 -
Average 84.63 86.58 87.30 95.80 96.71 97.40
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FIGURE 4.13: ROC curves computed using CNN1 (red line), CNN2 (blue dotted
line), and DBN (green line) on the (a) Biometrika, (b) Italdata, (c) Crossmatch,
and (b) Swipe LivDet 2013 datasets.
Biometrika dataset are shown. The filters that are applied to the input fingerprint images at
layer 1, filters at layer 3, and filters of the first fully connected layers 5, are shown. It can be
seen that the filters at layer 1, 3 and 5 have increasingly more complicated features.
Filters applied to the input fingerprint images at layer 1 are similar for CNN1 and CNN2.
However, there are another set of filters that are applied to the pore map in CNN2. The outputs
at the first layers for CNN1 and CNN2 are different with and without the pore map as an
auxiliary input. Fig. 4.15 (a) and (b) show examples of feature maps at layer 1 for CNN1 and
CNN2, respectively. The first nine feature maps are shown. The feature maps in (a) have large
values mostly in the valley of fingerprints. The CNN1 relies mostly on features extracted from
the valleys of fingerprints. Variations in the definitions of valleys in live and fake fingerprint
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images provide information for classification for CNN1. The feature maps in (b) have large
values not only in the valleys of fingerprints but also at the ridges, in particular near the sweat
pores. It can be inferred that the CNN2 relies on features extracted both from the valleys
and from pores of fingerprints for classification. The use of features not only at the vallyes
but also near the pores may be a possible explanation of improved detection performance
of CNN2 over CNN1 at lower FMRs. With more depth and breath of CNN layers, CNN1
without the auxiliary input may eventually learn features near the pores. However, with a
given architecture, the use of information on sweat pores helps CNN to learn features more
effectively for a given task of fingerprint liveness detection.
Fig. 4.16 shows an example of outputs of the sub-network when only the pore map is used
as an input. Fig. 4.16 (c)-(f) show four feature maps of first layer of CNN2 activated using
only sweat pore map in (b) without corresponding fingerprint image in (a) as an input. The
activated regions are roughly divided into specific regions: (c) ridges surrounding sweat pores
(d) ridges excluding pores (e) ridges including pores, and (f) valleys. It can be seen that the
sub-networks for sweat pore maps act as region classifiers. The use of the pore map helps the
network to learn features specific for different regions.
4.3.3 Conclusion
This section presents a fingerprint liveness detection method developed through a systematic
application of a deep convolutional neural network technique. A CNN architecture is designed
to output liveness score map. Fingerprint liveness is detected by a hypothesis testing to handle
inputs from a non-fixed ROI. We augment the input of the CNN using the map of active sweat
to learn more discriminative features. The sub-networks for sweat pore map act as fingerprint
(a) (b) (c)
FIGURE 4.14: Learned features at each layers. Filters at (a) layer 1, (b) layer 3,
and (c) layer 5 are shown.
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(a)
(b)
FIGURE 4.15: Examples of feature maps, (a) CNN1 without pore map auxiliary
input, and (b) CNN2 with pore map auxiliary input. left: input, right: first nine
feature maps.
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(a) (b) (c) (d) (e) (f)
FIGURE 4.16: Activated regions (red) of first layer of CNN2 using only sweat
pore map (b) without corresponding fingerprint image (a). The activated regions
are roughly divided into specific regions: (c) ridges surrounding sweat pores (d)
ridges excluding pores (e) ridges including pores, and (f) valleys.
region classifiers by analyzing activted feature maps of first convolutional layer. The perfor-
mance evaluated with datasets in the LivDet 2013 database shows that the proposed method
accurately determines the liveness of fingerprints for all the datasets at low FMRs.
Chapter 5
Convolutional Neural Network with
Spatial Information for Restoration of
Non-Stationary Lens Blur
5.1 Introduction
Image acquired through a lens often show lens blur due to optical aberrations such as spher-
ical aberration, astigmatism, coma, and field curvature (Smith, 1966). The lens blur is non-
stationary in a sense that the characteristics of blur depend on the locations of a pixel in a
sensor. For example, lens blur due to the field curvature and coma is more severe at the bound-
aries of the image than at the center. Lens blur also depends on the aperture used when the
image is acquired. Smaller aperture reduces marginal rays that travel through the edges of a
lens and reduces blur due to the spherical aberration. Modern optical systems are designed
to reduce optical aberrations by careful arrangement of optical elements and by the use of as-
pherical lenses. However, many lenses still introduce blur to acquired images. Sharp even to
the boundaries of an image at wide open aperture is the characteristics only a meticulously de-
signed and fabricated lens exhibits. Lens blur is inherent to an optical system and can be seen
even in a properly focused image shot at perfect acquisition condition without any motion or
shake.
Non-stationary lens blur can be measured or estimated for a particular lens. In (Schuler
et al., 2011; Rangarajan, 2015), the lens blur is measured using a point light source of a gas
lamp or a spot pattern displayed on a monitor. In (Kee et al., 2011; Simpkins and Stevenson,
2014), the non-stationary and asymmetric lens blur is estimated by comparing a photographed
test pattern with its mathematical defintion. In (Hullin, Hanika, and Heidrich, 2012; Tang and
Kutulakos, 2013), optical aberration of a lens is modeled by a polynomial models, from which
lens blur is calculated using the light integral. The measured or estimated lens blur by these
methods all show the non-stationarity in a sense that the amount and characteristics of blur
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depend on the pixel locations. It is also reported that lens blur shows asymmetry with different
amount of blur in radial and tangential directions with skewness toward one direction.
The image acquisition process that introduces lens blur can be modeled by a system of
linear equations using the measured or estimated blur (Bascle, Blake, and Zisserman, 1996;
Hansen, Nagy, and O’leary, 2006). By solving the inverse problem, an image without lens
blur can be restored from a given image that suffers from the lens blur. Restoration of non-
stationary and asymmetric lens blur is difficult because the blur is modeled by an non-Toeplitz
asymmetric matrix (Brent, Gustavson, and Yun, 1980). Restoration methods that rely on fast
implementation through diagonalization of a Toeplitz matrix by the discrete Fourier transform
(DFT) (Afonso, Bioucas-Dias, and Figueiredo, 2010; Afonso, Bioucas-Dias, and Figueiredo,
2011) are not applicable for the restoration of lens blur. Iterative methods that assume a sym-
metric matrix can be applied to the normal equation at the expense of higher computational
complexity (Nesta and Saviotti, 2005). Non-stationary blur can be approximated by assuming
blur is spatiall invariant inside a small block and applying a restoration method for the space-
invariant blur block-by-block (Hirsch et al., 2010). The approximation of non-stationary blur
by the block-wise spatially invariant blur introduce modeling error. Mis-matches between the
actual blur and the blur used in the restoration process can degrade quality of restored images.
Machine learning techniques have been applied for restoration problems. (Schmidt et al.,
2013) employed the regression tree field (RTF) based a discriminative model cascade to model
a non-linear regressor that specifies the local deblurring parameters Before deblurring an im-
age, RTFs are learned by maximizing a peak signal-to-noise ratio based loss function. (Xiang et
al., 2014) learned a pair of dictionaries from the clear and burry patches for image deblurring.
(Sun et al., 2015) propose a deep learning approach to predicting the probabilistic distribution
of motion blur at the patch level using a convolutional neural network (CNN). the candidate
set of motion kernels are predicted by the CNN using carefully designed image rotations. A
Markov random field model is then used to infer a dense non-uniform motion blur field enforc-
ing motion smoothness. Finally, motion blur is removed by a non-uniform deblurring model
using patch-level image prior. (Dong, Jiang, and Zhang, 2015) propose an improved non-blind
deblurring algorithm based on learning patch likelihoods. On one hand, they consider the
effect of the Gaussian mixture model with different weights and normalize the weight values,
which can optimize the cost function and reduce running time. On the other hand, a post pro-
cessing method is proposed to solve the ringing artifacts produced by traditional patch-based
method. (Couzinie-Devy et al., 2013) presented a novel scheme to handle the non-uniform
blur such as defocus blur and linear motion blur. In this scheme, the kernel size is regarded
as the class label indicating how large the blur kernel is for each blurry pixel. A multi-label
segmentation method is introduced to estimate each pixel’s kernel size. Once the kernel sizes
for all pixels are obtained, the blurry image is restored within a variational framework.
This section presents learning based restoration non-stationary lens blur. Lens blur is a
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distinct characteristic of a lens at specific aperture. A restoration method that addresses blur
of a specific lens at specific aperture can be prepared so that a sharp image can be restored
from a blurry given image. We prepare CNNs to restore the lens blur from images taken with
a particular lens at particular aperture. In order to work with non-stationarity of lens blur,
information on the pixel locations is used as an input of the CNN in addition to a given image.
For the training of CNNs, pairs of images with and without lens blur are necessary. We pre-
pare two scenarios to obtain image pairs for the training. In the first scenario, pairs of images
are collected by photographing the same scenes with the same lens and camera twice, the first
time with wider aperture and the second time with narrower aperture. All the objects in the
scene are at equal distance so that there is no out-of-focus blur, and objects and the camera
have no motion or shake so that there is no motion blur. The differences in sharpness between
the two images are due to the lens blur at two different aperture. CNN is trained using the
pairs of images, with images at wider aperture as blurry inputs and images at narrower aper-
ture as sharp targets. In the second scenario, pairs of images are collected by photographing
the same scene with a mobile camera at wider aperture and with a camera with a full frame
sensor at narrower aperture. CNN is trained with the pairs of images, with images taken with
the mobile phone camera as blurry inputs and images taken with the large sensor camera as
sharp targets. The two scenarios allow us to train CNNs for the restoration of non-stationary
blur of real-world lenses with images photographed with real-world lenses and cameras. The
pairs of training images prepared with real-world lenses and cameras exhibit mis-alignment.
Images taken with two different lenses on two different cameras and lenses naturally show
mis-alignment due to framing and different geometric distortion of the lenses. Images taken
with the same lenses with the same camera at different aperture also show mis-alignment due
to the characteristics of lens blur. There are phase delays introduced by asymmetric blur ker-
nels at different aperture. The training steps of the CNNs are modified in order to cope with
possible mis-alignment between the network output and the target images.
The performance of the proposed CNNs are evaluated with images first with artificially
introduced blur in a controlled experiments, and then with image taken with real-world lenses
and cameras. The CNNs restore the sharpness of images up to the sharpness level of the target
images used in the training. The target images are images taken at narrower aperture with a
full frame camera. Hence, images taken at wider aperture f/1.8 and f/3.5, show sharpness of
images taken at narrower aperture, f/8, for the first scenario. And images taken with a mobile
phone camera show sharpness of images taken with a full frame camera at narrow aperture
for the second scenarios. Images are sharp even to the boundaries, as do the images taken
with a good lens when aperture is stop down. Restored images show clearly defined edges
and structures without artifacts commonly seen in images restored by inverse filtering type
restoration methods.
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How the paper is organized
5.2 Restoration of Non-stationary Lens Blur
The image acquisition model used for deblurring is given by
g = Hf + n, (5.1)
where g, f , and n are the observed, original, and noise images, and H represents the blurring
operation. Lens blur introduced by a lens can be measured using a point light source (Schuler
et al., 2011) or a pattern of a point source displayed on a monitor (Rangarajan, 2015), or esti-
mated by using a test or random noise pattern (jang; Kee et al., 2011; Simpkins and Stevenson,
2014). Fig. 5.2 shows examples of lens blur. Blur of the lenses used in our experiments, a
single focal length 35mm lens at f/1.8 and f/3.5, a single focal length 50mm lens at f/1.8 and
f/3.5, and a mobile phone lens at f/1.8 are shown in (a), (b), and (c), respectively. Lens Blur
estimated block-wise using random noise pattern following the method in(Brauers, Seiler, and
Aach, 2010) is shown. It can be seen that lens blur is non-stationary in a sense the amount
and characteristics of blur change depending on pixel locations. The blur is also asymmet-
ric in a sense the blur kernels show skewness in one direction. Variations of blur with blur
kernes sampled at grid points are shown. However, it can be inferred from the figures that
the amount and characteristics of blur change pixel-wise. Modeling non-stationary lens blur
pixel-by-pixel with a blurring operation H accurately is a difficult task. Moreover, Restoration
of non-stationary asymmetric blur is a difficult task because it is modelled by a system of linear
equations with an asymmetric non-Toeplitz matric. This work restores the non-stationary lens
blur with the CNNs trained with additional information of pixel locations.
5.2.1 CNN
Fig. 5.1 shows the architectures of the CNN for the restoration of lens blur. Following the gen-
eral architecture used in (Dong et al., 2014), the CNN has three types of layers. Analysis layers
take inputs and extract representative features, linear mapping layers map high dimensional
features to another high dimension, and reconstruction layers provide the restored images.
The lens blur that the CNN is applied to restore is non-stationary. The amount and the char-
acteristics of blur and also the restoration operations that are applied to undo the blur change
depending on the pixel locations. Information on the spatial pixel locations is used in order to
cope with non-stationarity.
Two architectures are considered. The first architecture, shown in Fig. 5.1 (a), uses the spa-
tial pixel location information in the analysis layers to extract features that depend on spatial
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locations. The inputs of the first architecture are the image g, pixel indices x and y. The lumi-
nance of a given image is used as the input image g in this paper. The pixel indices x and y
have the same dimension as the image g. There are three input nodes in the first analysis layer,
which take the three inputs g, x, and y. The second architecture, shown in Fig. 5.1 (b), use
the spatial pixel location information in the linear mapping layers to apply different mapping
at different spatial pixel locations. The input to the second architecture is the image g. There
is one input node of the first analysis layer, which takes the input image g. The input nodes
of the first linear mapping layer are the ouput nodes of the last analysis layer. There are two
additional input nodes in the first linear mapping layer, which takes the pixels indices x and y
as the inputs.
The input nodes and the output nodes of the kth layer, for k = 1, 2, · · · ,K, of the CNN are
related by
h
(k)
i = σ
(k)
M(k−1)∑
j=1
w
(k)
ij ∗ v(k)j + b(k)i
 (5.2)
for i = 1, 2, · · · ,M (k), whereM (k) is the number of output nodes in the kth layer. The quantities
hi and vj are the ith output and jth input nodes, wij is the filter applied to the jth input node to
generate the ith input node, bi is the bias, and σ is the activation function with the superscript
(k) indicating the quantities are for the kth layer. The operation ∗ is the two dimensional
convolution operation. The layers are superimposed such that the output nodes of the (k − 1)
layer are the input nodes of the kth layer. For the analysis layers, the sizes of the filter are set to
Na ×Na, and the activation function is set to σ(t) = max(t, 0). For the linear mapping layers,
the sizes of the filters are set to 1× 1, and the activation function is set to σ(t) = max(t, 0). For
the reconstruction layers, the sizes of the filter are set to Nr × Nr, and the activation function
is set to σ(t) = t.
5.2.2 Preparations of Training Samples
Learning based deblurring methods (Xu et al., 2014; Peleg and Elad, 2014) are usually trained
with image pairs (g, f), prepared by applying a known blurring operation H to an original
image f to generate a blurred image g with (5.3). This approach requires accurate estimation
of non-stationary lens blur down to pixel-wise accuracy. In this work, two scenarios are con-
sidered for which training image pairs are prepared from images taken with real-word lenses
and cameras.
Scenario 1
Lens blur is more prominent when aperture is wide open. Lens blur is reduced significantly
when aperture is stopped down. Based on this observation, training image pairs are collected
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by photographing a scene with the same lens and a camera twice, once with wider aperture
and once with narrow aperture. The images captured at wider aperture are regarded as the
observed image with lens blur, g, while the images captured at narrower aperture are regarded
as the image without lens blur, f . The CNN is trained with the training pairs. When an image
captured at wider aperture is fed into the trained CNN, the lens blur in the input image will
be removed such that the sharpness of the output image is similar to the sharpness one would
expect from an image captured at narrower aperture.
Scenario 2
Lenses for cameras with full frame sensors are usually designed for better performance and
fabricated with better materials than lenses for less expensive cameras in mobile phones. Based
on this assumption, training image pairs are collected by photographing a scene twice, once
with a mobile phone camera at wider aperture, and once with a full frame camera at narrower
aperture. The lenses are chosen such that both lenses have the same viewing angle. CNN is
trained with the training pairs. When an image captured with a mobile phone camera at wider
aperture is fed into the trained CNN, the lens blur in the input image will removed such that
the sharpness of the output image is similar to the sharpness one would expect from an image
captured with a full frame camera with a lens of the same viewing angle at narrower aperture.
5.2.3 Training of CNN
Training image pairs prepared for scenario 1 are images taken with the same camera on a
tripod at two different aperture settings triggered remotely. However, training image pairs
prepared for scenario 2 are images taken with two different cameras with two different lenses.
The two lenses have slightly different field of views and have considerably different geomet-
rical distortions. Objects in the two images may not be aligned exactly. In both scenarios,
two images are taken at different apertures. Since the lens blur is asymmetric with skewness
toward one direction, the blurred edges may shift toward the direction of skewness. In the
training phase, error between the output of the CNN and the target image are found and used
for back propagation. Hence, for computation of accurate error, mis-alignment due to geomet-
ric distortion and asymmetric blur has be be corrected.
The image acquisition process for the two scenarios is modeled by
g = H
(∑
l
Tl(Tg(f))
)
+ n. (5.3)
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The transforms Tg(·) corrects the geometric mis-alignment between the two images f and g
globally. The transform Tl(·) corrects the geometrical mis-alignment between the local blocks
of two images.
The global geometric alignment correction Tg(·) is estimated using the RANSAC algorithm
with surf features (Bouguet, 2004; Bay, Tuytelaars, and Van Gool, 2006; Hartley and Zisserman,
2003). The image with blur g and the global geometric alignment corrected image
f˜ = Tg(f) (5.4)
form a pair of training sample (g, f˜). The global geometric alignment correction Tg(·) is applied
to all the images when the training image set is prepared.
The local geometric alignment correction Tl(·) is estimated patch-wise. Let Ωl be the pixel
indices of the lth patch of an image with blur, g. Then the local mis-match between g and fˆ is
estimated by
(vˆx, vˆy) = arg min
vx,vy
∑
x,y∈Ωl
Φ(g(x, y), f˜(x+ vx, y + vy)), (5.5)
where Φ(·) is the correlation between the two images. The local geometric alignment correction
function is given by
Tl(f˜(x, y)) = f˜(x+ vˆx, y + vˆy)) (5.6)
for (x, y) ∈ Ωl.
The estimation and applications of Tl(·) and φl(·) are embedded to the training process,
so that the local mis-matches can be corrected for each patches of image pairs used for the
training. For the lth patch of the images with blur g(x, y) in (x, y) ∈ Ωl, the output node of
the last reconstruction layer hK provides the estimation of the deblurred image fˆ(x, y). When
the error between the estimation and the target images are calculated, the geometrical mis-
alignment corrected image is used:
e(x, y) = h(K)(x, y)− Tl(Tg(f(x, y))) (5.7)
for (x, y) ∈ Ωl. The error is used in the back propagation for the training of the CNN.
The specifications of the CNNs prepared for experiments are summarized in Table 5.1.
CNN architecture 1 and 2 have three layers, analysis, mapping, and reconstruction layers.
CNN architecture 1 and 2 utilize spatial information in the analysis layer and mapping layer,
respectively. CNN architecture 3 and 4 have four layers. CNN architecture 3 has two analysis
layers, the first of which utilizes the spatial information. CNN architecture 4 has two mapping
layers, the first of which utilizes the spatial information. The CNNs are implemented in Mat-
ConvNet compiled with cuDNN v6.5 for fast learning (Vedaldi and Lenc, 2014; Chetlur et al.,
2014) using NVIDIA GTX970 and GTX980. The CNNs operate with images as inputs. In the
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training phase, the CNNs are trained with patches of images. The size of the input patches is
set to 32× 32, which provides the output of size 20× 20. Learning rate is set to 1e-5. For every
100 iterations, the learning rate is updated to 0.99 times the current learning rate. The batch
size is 100 and the epoch size is 10,000. For each CNN, 20000 training samples are used for the
training.
Following methods are prepared for comparison. The regularized inverse is implemented
for comparison with a linear algebra based restoration method. Assuming the blur is spatially
invariant inside each block of image, the regularized inverse is applied using the efficient filter
flow (EFF) framework (Hirsch et al., 2010) for restoration of non-stationary lens blur. The esti-
mated blur kernels shown in Fig. 5.2 are used as spatially invariant blur of blocks of images.
For the remainder of the paper, this method is called the regularized inverse. A blind restora-
tion routine in Photoshop is used for comparison with a blind restoration method. The routine
estimates blur from a given image, which is later used for the restoration. For experiments that
report the subjective quality of restored image inside a block in Fig. 5.10, 5.11, 5.12, 5.13, and
5.17, the blur is estimated for a given block of image, which is used for the restoration of the
given block of image. For experiments that report quantitative measures in Table 5.2, 5.3, and
5.4, the blur is estimated for the entire image, which is used for the restoration of the entire
image. A commercial software, DxO Optics Pro, that restores the sharpness using information
on the lens and camera combination is used for comparison with a restoration method that
addresses blur due to optical aberrations.
Learning based restoration methods are also prepared for compariosn. Super resolution
methods based on sparse representation Peleg and Elad, 2014 and CNN Dong et al., 2014
are used for comparison with learning based restoration methods. The two methods restore
the sharpness of a scaled-up image. We treat photographed images as images scaled up by
a factor of two and used them as inputs to the the two methods. Codes are available for
various scale-up factors. We found the scale-up factor of two provides the best results for our
experiments. We also replicate the CNN in Dong et al., 2014 and train it with our training
samples. This implementation provides performance of the CNN in Dong et al., 2014 when
specifically trained for the restoration of non-stationary blur. Note that this CNN does not take
spatial pixel location information as an input. This implementation is also used to evaluate
performance gain by the use of spatial pixel information for the restoration of non-stationary
blur. We evaluated other available neural network codes trained for deblurring. However, the
networks are trained for specific blur kernels, for example a disk shape blur kernels Xu et al.,
2014, and the networks are not applicable to our experiments of restoration of non-stationary
lens blur.
For evaluation of restored images, the mean squared error (MSE) and structural similarity
(SSIM) index are used. For the controlled experiment in Section 5.2.4, for which original im-
ages are available, measurements are between the restored and original images. However, for
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TABLE 5.1: Specifications of CNNs
layer k 1 2 3 4
1 layer type analysis mapping reconst.
# of inputs 3 128 64
# if outputs 64 32 1
filter size 9× 9 1× 1 5× 5
input v(1)1 = g
v
(1)
2 = x
v
(1)
3 = y
output h(3)1 = gˆ
2 layer type analysis mapping reconst.
# of inputs 1 66 64
# of out-
puts
64 32 1
filter size 9× 9 1× 1 5× 5
input v(1)1 = g v
(2)
i = h
(1)
i
for i ∈ [1, 64]
v65 = x
v66 = y
output h(3)1 = gˆ
3 layer type analysis analysis mapping reconst.
# of inputs 3 128 64 32
# of out-
puts
128 64 32 1
filter size 7× 7 3× 3 1× 1 5× 5
input v(1)1 = g
v
(1)
2 = x
v
(1)
3 = y
output h(4)1 = gˆ
4 layer type analysis analysis mapping reconst.
# of inputs 1 128 64 32
# of out-
puts
128 64 32 1
filter size 9× 9 1× 1 1× 1 5× 5
input v(1)1 = g v
(2)
i = h
(1)
i
for i ∈ [1, 128]
v129 = x
v130 = y
output h(4)1 = gˆ
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scenario 1 and 2 in Section 5.2.5 and 5.2.6, there are no original images available. Measure-
ments are between the restored and target images. Input and target images are taken with two
different lenses and the same camera in scenario 1 and two different cameras in scenario 2. The
pairs of images exhibit mis-alignment. Images taken with two different lenses on two different
cameras naturally show mis-alignment. Images taken with two different lenses show mis-
alignment due to asymmetric blur kernels that introduce different amount of phase delays. In
order to cope with mis-alignment in evaluation, the maximum SSIM values are measured for
small blocks of images after compensating for mis-alignment by (5.5) with SSIM as Φ(·), and
the average of block-wise maximum SSIM values is reported.
5.2.4 Controlled Experiment
In order to validate and quantify the performance of the proposed CNN for the restorion of
non-stationary lens blur, a controlled experiment is performed. The spatially variant Gaussian
blur model in (berisha2013iterative) is used for the experiments. The blur kernel at the pixel
location (ξ, ζ) in the Nx ×Ny size image is the two dimensional Gaussian function given by
k(x, y, ξ, ζ) ∝ exp
(
−1
2
(
(x− ξ)2
σ2x(ξ)
+
(y − ζ)2
σ2y(ζ)
))
, (5.8)
where spatially varying variances are given by
σx(ξ) = γ|0.5− ξ/Nx|+ 0.5, (5.9)
σy(ζ) = γ|0.5− ζ/Ny|+ 0.5. (5.10)
The amount of blur is smaller at the center and larger at the corners of images. The amounts of
blur change pixel-to-pixel. Blur kernels sampled at the 7× 7 grid points are shown in Fig. 5.3.
Training samples is prepared by applying the non-stationary Gaussian blur to a set of test
images from Kodak color images. Blurred images are regarded as photographed images and
original images are regarded as target images. Since the images with blur are aligned to the
original test images in the controlled experiments, there is no geometric mis-alignment or mis-
matches in dynamic ranges. The error is found by
e(x, y) = h(K)(x, y)− f(x, y). (5.11)
for (x, y) ∈ Ωl, instead of using (5.7). Fig. 5.4 shows an example of images used in the con-
trolled experiments, where the image blurred by the non-stationary Gaussian blur kenrnels
and the original image are shown in (a) and (b), respectively. Images in Fig. 5.4 (c) are from the
rectangle at the center, while (d) are from the rectangle at the edge. The blurred image shows
more severe blur at the boundaries of the image.
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Fig. 5.5 shows the comparison of images restored by the various methods. Two parts
of images in red rectangles in Fig. 5.4 are shown in (a). Images restored by the regularized
inverse in (b) show that the sharpness is restored better for the center region. The variations in
the amount of blur are higher at the boundaries with the non-stationary Gaussian blur model
in (5.8). The blur is more difficult to work with at the boundaries. And the modelling of non-
stationary blur with the block-wise spatially invariant blur introduces more modelling error
to the boundaries. Images restored by a blind restoration routine in Photoshop are shown in
(c). Blind restoration is applied separately to the two given blocks of images. It can be seen
from the sampled blur kernels in Fig. 5.3 that there are considerable variations in the amount
and characteristics of blur even inside a given block of image. The blur estimated for the entire
given block of image is not representative for pixel-wise variant non-stationary blur of a given
block of image. In the image in the top row, some overshoot due to overly boosted-up high
frequency contents can be seen near the logo of the bike at the center where blur is most mild.
In the image in the bottom row, the spokes of the bike wheel are not restored properly at the
lower right corner of the image where blur is most severe. The results of the DxO software is
not reported because there is no camera lens combination for this experiment.
Fig. 5.5 (d) and (e) show images restored by (Peleg and Elad, 2014) and (Dong et al., 2014),
respectively. The blur kernels used in the controlled experiments are not close to the blur used
for the training of these methods. Performance of these methods are discussed for more ap-
propriate set up of scenarios 1 and 2 in the following subsections. Fig. 5.5 (f) shows the image
restored by CNN in (Dong et al., 2014) trained using the training samples prepared using the
non-stationary Gaussian kernels. Without spatial pixel location information, the training sam-
ples have different amount and characteristics of Gaussian blur. The restoration results show
unnecessarily strong deblurring for the image in the center block, judging from overshoot on
the logo, while inappropriately weak deblurring for the image at the edge, judging from blurry
spokes. The images restored by the proposed CNN architecture 3 shown in (g) show that ap-
propriate amount of deblurring is applied both at the center and at the edge. The logo of
the bike does not show overshoot, while the spokes of the bike wheel show clearly deblurred
structures.
Table 5.2 shows the MSE and the SSIM between the original and restored images. All the
restoration methods report degreases in MSE and increases in SSIM except for the restoration
routine in Photoshop. The blind restoration routine estimated a single blur kernel, which is
used for the restoration of the entire image. The poor performance in MSE and SSIM of this
routine suggests that a restoration method that considers non-stationarity be applied for the
restoration. The CNN in Dong et al., 2014 trained specifically trained for the restoration of
the non-staionary Gaussian blur using our training set reports better performance than the
learning based methods in Peleg and Elad, 2014 and Dong et al., 2014 that are trained for a
single type of blur. However it reports poorer performance than all the proposed CNNs that
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TABLE 5.2: Comparison of reulsts for the controlled experiment
method MSE SSIM
input image 0.0053 0.7045
regularized inverse 0.0045 0.7520
photoshop 0.0079 0.6828
DxO N/A N/A
(Peleg and Elad, 2014) 0.0058 0.7239
(Dong et al., 2014) 0.0044 0.7536
(Dong et al., 2014) w our training set 0.0038 0.7963
CNN1 0.0021 0.8805
CNN2 0.0028 0.8440
CNN3 0.0020 0.8906
CNN4 0.0022 0.8815
utilize spatial pixel location information. CNN2 with deeper layers have better performance
than the CNN1 with shallower layers.
5.2.5 Scenario 1
For scenario 1 in Section 5.2.5, training samples are collected by photographing the same scenes
twice with wider and narrower aperture. Two single focal length lenses, 35mm f/1.8 and
50mm f/1.8 lenses, are used with a 12 mega pixel full frame camera. For images with blur,
wide aperture of f/1.8 and f/3.5 are used. And for images without blur, narrow aperture of
f/8 is used. The images are taken with a camera on a tripod and the shutter is triggered re-
motely. There is no global geometric mis-alignment between the two photographs in scenario
1. The global correction Tg(·) in (5.3) is obmitted. The local geometrical mis-alignment and
the brightness mis-match are corrected patch-wise during the training phase. The CNNs are
trained with two sets of training images. The first set of training images is the collection of (g
at f/1.8, f at f/8), so that the lens blur of images shot at f/1.8 is removed. The second set is the
collection of (g at f/3.5, f at f/8), so that the lens blur at f/3.5 is removed.
Fig. 5.6 and 5.7 show examples of images photographed by a 35mm lens at aperture f/1.8
and f/3.5, respectively. Fig. 5.8 and 5.9 show examples of images photographed by a 50mm
lens at aperture f/1.8 and f/3.5, respectively. Images in (a) are photographed at the given wide
aperture, and used as input images that are degraded by non-stationary lens blur. Images
in (b) are photographed at the narrow aperture of f/8, and served as target images. Parts of
images near the center and bounaries of the frames are shown in (c) and (d) for images in (a)
and (b). It can be clearly seen that at wider aperture the images near the boundaries suffer
from more severe blur, and images near the center suffer from much milder blur. The images
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photographed at f/8 show no apparent blur either near the center or near the boundaries. All
the structures are clearly defined, and the letters can be read without much difficulties.
Fig. 5.10, 5.11, 5.12, and 5.13 show parts of restored images for images taken by 35mm at
f/1.8, 35mm at f/3.5, 50mm at f/1.8, and 50mm at f/3.5, respectively. Images in (a) are the parts
of given input images. Images in (b) are the results by the regularized inverse. The sharpness
is restored both images near the center and boundaries. Images in (c) show the results by
a blind restoration routine in Photoshop. The routine is applied for a given block of image.
The blocks of images in this example is 200 × 200 or 250 × 250 pixels from 4256 × 2832 pixel
images. Variations of lens blur inside a given block is much smaller than the variation of non-
stationary Gaussian blur in the controlled experiment, where blocks of 200 × 200 pixels from
500 × 500 pixel images are used. The estimated blur represents the non-stationary blur inside
a block well, and the blind restoration routine restores the sharpness. Images in (d) shows the
result of a commercial software, DxO Optics Pro, that accounts for blur in the lens and camera
combination. It can be seen that sharpness is restored. In general, the images restored by the
above methods show deblurring with restored sharpness. However, the amount of deblurring
is too strong in some places and too weak for other. For places too much deblurring is applied,
images suffer from artifacts introduced by the restoration processes. Flat surface shows rough
patterns coming from boosted-up noise components. Overshoot and undershoot near major
edges are noticeable. For places too weak blurring is applied, structures are not clear and
letters are not clearly readable.
Images in (e) and (f) show results by algorithms in (Peleg and Elad, 2014) and (Dong et
al., 2014), respectively, trained for the scaling factor of two. The amount of deblurring is too
week for some images, near the boundary for 35mm f/1.8 image for example, and too strong
for some images, near the center for all the images except for 50mm f/1.8 for example. The
algorithms apply the same amount of deblur regardless of whether the images are near center,
where the blur is mild, or near boundaries, where blur is severe. In general, the algorithms
provide better results for images taken at f/3.5 that at f/1.8. Blur in the sample pairs used for
the training of these algorithm must be closer to lens blur at f/3.5. We also replicate the CNN
in (Dong et al., 2014) and train it using our training sets. Results are shown in (f). It can be
seen that sharpness is restored in all images. However, the amount of deblurring is again too
strong for images near the center and too weak for images near the boundaries. The results of
the proposed method are shown in (g). The CNN architecture 3 is used, which provides the
best objective measures in the controlled experiment. The proposed method provides the right
amount of deblurring for images near the center and boundaries, thanks to the available pixel
location information. The structures are clearly defined and all the letters are clearly readable.
The restored images do not show rough flat surface or edges with overshoot and undershoot.
Compared to other methods, the amount of deblurring by the proposed method may look
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TABLE 5.3: Comparison of reulsts for scenario 1
methd SSIM
lens 35mm 50mm
average
aperture f/1.8 f/3.5 f/1.8 f/3.5
input image 0.7963 0.9001 0.8542 0.8674 0.8545
regularized inverse 0.8210 0.9483 0.8822 0.9006 0.8880
photoshop 0.7574 0.8702 0.7721 0.8726 0.8181
DxO 0.8343 - 0.8927 0.9139 0.8803
(Peleg and Elad, 2014) 0.8063 0.9260 0.8760 0.9044 0.8782
(Dong et al., 2014) 0.8093 0.9429 0.8876 0.8899 0.8824
(Dong et al., 2014) w our train set 0.8578 0.9595 0.9011 0.8980 0.9041
CNN1 0.9111 0.9805 0.9352 0.9225 0.9373
CNN2 0.8854 0.9708 0.9379 0.9208 0.9287
CNN3 0.9275 0.9897 0.9495 0.9458 0.9531
CNN4 0.9207 0.9869 0.9463 0.9345 0.9471
weak. Most of restoration methods emphasize high frquency components. For example, in-
verse filtering is a high pass filtering when the forward process is low pass. Images look
sharper with emphasized high frequency. However, images may look unnaturally sharp, as
can be seen in Fig. 5.12 with flowers and branches, and suffer from artifacts introduced by
overly emphasized high frequency components, as can be seen in Fig. 5.10, 5.12, 5.12, and 5.13
at major edges. In the proposed method, target images are the images shown in image (d) of
Fig. 5.6, 5.7, 5.8, and 5.9. The sharpness of the restored images are on par with the sharpness
of the target images. All the letters in Fig. 5.10, 5.12, and 5.13 are clearly readable, yet there
is not obvious overshoots and undershoots near major edges. Fig. 5.14 shows examples of
places where overshoots and undershoots degrade the quality of restored images. Results of
DxO software and the proposed CNN architecture 3 are shown in (a) and (b), respectively. The
contrast of the restored images are enhanced by the histogram equalization to highlight the
artifacts around the capacitor and at the edge of the book binder.
Table 5.3 shows the SSIM between the restored images and target images. All the restora-
tion methods report increases in SSIM except for the restoration routine in Photoshop, for
which a single blur kernel is used for the restoration of the entire image. The regularized
inverse and DxO software report similar SSIM values. DxO software provides better perfor-
mance than the two learning based methods Peleg and Elad, 2014 and Dong et al., 2014, but
lower performance than the CNN in Dong et al., 2014 trained with our training set. The pro-
posed CNNs provide higher performance than the other methods. CNN2 provides the best
SSIM.
In the training step, mis-alignment between the CNN output image and the target image
is corrected by (5.5) and (5.6) to be used for the calculation of the error in (5.7). Fig. 5.15 shows
Chapter 5. Convolutional Neural Network with Spatial Information for Restoration of
Non-Stationary Lens Blur 71
the effect of the mis-alignment correction on the restored images. The image in (a) is the output
of the proposed CNN architecture 3 when it is trained without the mis-alignment correction.
The edges in the image is not restored properly by the CNN. The image in (b) is the output
when trained with the mis-alignment correction. It can be seen that clearly defined edges are
restored.
Fig. 5.20 shows the filters that are applied to the input image in the first layer of the CNN
architecture 1. The Fourier transform of the filters w(1)i1 for i = 1, 2, · · · , 64 are shown. Note that
with v(1)1 = g, the filters w
(1)
i1 ’s are applied to g in the first layer. There are filters whose mag-
nitude responses are similar together. For examples, the filter pairs shown in red, green, and
blur boxes are similar together pair-wise in terms of the MSE between the impulse responses.
However, they do not represent the same features learned by the CNN. The outputs of the first
layer are obtained by
h
(1)
i = σ
(1)
(
w
(1)
i1 ∗ g + w(1)i2 ∗ x+ w(1)i3 ∗ y + b(1)i
)
. (5.12)
The output depends not only to the output of the filter operates on the input image g, but also
on the outputs of the filters that operate on spatial pixel indices (x, y). Hence, even though
the filter pairs in the same color boxes similar together, the outputs are quite different. The 64
outputs, h(1)i for i = 1, 2, · · · , 64, of the first layer are shown in Fig. 5.21. It can be seen that
only parts of images have active outputs. For example, the images in the greed boxes show
dominant output at the upper left and lower right corner parts of the images even though
the filters that operates on the image are similar together. The set of filters (w(1)i1 , w
(1)
i2 , w
(1)
i3 )
together for i = 1, 2, · · · , 64 are learned by the CNN to extract the features not only from the
input image but also from the pixel location information. With features that depend on the
pixel location information, the CNN is capable to restore blur that is non-stationary.
5.2.6 Scenario 2
For scenario 2 in Section 5.2.6, a 16 megapixel mobile phone camera with a 27.98mm f/1.8
lens and a full frame camera with a 28mm f/1.8 lens are used. The focal length of the mobile
phone camera is the equivalent focal length. For images with blur, the mobile phone camera
with wide aperture of f/1.8 is used. And for images without blur, the full frame camera with
narrow aperture of f/8 is used. The mapping for global geometric mis-alignment is applied,
and a set of training images, (g by a mobile phone at f/1.8 and Tg(f) by a full-frame camera
at f/8), is prepared, so that the blur of a mobile phone at f/1.8 is removed. Fig. 5.18 shows
the process of the global mis-alignment correction, where image pairs before and after the
correction are shown in (a) and (b), respectively.
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Fig. 5.16 shows examples of image pairs. The image in (a) is photographed by a mobile
phone camera at f/1.8, and the image in (b) is photographed by a full frame camera at f/8.
Parts of images near the center and bounary of the frames are shown in (c) and (d) for images
in (a) and (b). It can be seen that the image photographed by a mobile phone camera suffer
from blur that is all over the image. The blur is slightly more severe at the boundaries.
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(a)
(b)
FIGURE 5.1: architecture
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(a)
(b)
(c)
FIGURE 5.2: Examples of non-stationary lens blur estimated block-wise using
random noise pattern, (a) 35mm f/1.8 lens, (b) 50mm f/1.8 lens, and (c) a mobile
phone lens. left: at f/1.8, right: at f/3.5.
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FIGURE 5.3: Non-stationary Gaussian blur kernels, sampled at 7× 7 grids, used
in the controlled experiments
(a) (b)
(c) (d)
FIGURE 5.4: Examples of images for controlled experient, (a) spatially varying
blurred image, (b) original image, (c) magnifications of parts of (a), (d) magnifi-
cations of parts of (b). left: images at the center, right: images at the boundary.
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(a) (b) (c) (d) (e) (f) (g)
FIGURE 5.5: Results of controlled experiment, (a) input image, images restored
by (b) regularized inverse, (c) photoshop, (d) (Peleg and Elad, 2014), (e) (Dong et
al., 2014), (f) (Dong et al., 2014) trained by our training set, and (g) the proposed
CNN architecture 3.
(a) (b)
(c) (d)
FIGURE 5.6: Examples of images for scenario 1, (a) 35mm lens at f/1.8, (b) 35mm
lens at f/8, (c) magnification at the center, (d) magnification at the boundary. left:
parts of (a), right: parts of (b)
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(a) (b)
(c) (d)
FIGURE 5.7: Examples of images for scenario 1, (a) 35mm lens at f/3.5, (b) 35mm
lens at f/8, (c) magnification at the center, (d) magnification at the boundary. left:
parts of (a), right: parts of (b)
(a) (b)
(c) (d)
FIGURE 5.8: Examples of images for scenario 1, (a) 50mm lens at f/1.8, (b) 50mm
lens at f/8, (c) magnification at the center, (d) magnification at the boundary. left:
parts of (a), right: parts of (b)
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(a) (b)
(c) (d)
FIGURE 5.9: Examples of images for scenario 1, (a) 50mm lens at f/3.5, (b) 50mm
lens at f/8, (c) magnification at the center, (d) magnification at the boundary. left:
parts of (a), right: parts of (b)
(a) (b) (c) (d) (e) (e) (f) (g)
FIGURE 5.10: Results of scenario 1 (35mm f1.8), top: images at the center, and
bottom: images at the boundary. (a) input image, images restored by (b) regular-
ized inverse, (c) photoshop, (d) DxO (e) (Peleg and Elad, 2014), (f) (Dong et al.,
2014), (g) (Dong et al., 2014) trained by our training set, and (h) the proposed
CNN architecture 3.
(a) (b) (c) (d) (e) (f) (g) (h)
FIGURE 5.11: Results of scenario 1 (35mm f3.5), legend: same as Fig. 5.10.
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(a) (b) (c) (d) (e) (f) (g) (h)
FIGURE 5.12: Results of scenario 1 (50mm f1.8), legend: same as Fig. 5.10.
(a) (b) (c) (d) (e) (f) (g) (h)
FIGURE 5.13: Results of scenario 1 (50mm f3.5), legend: same as Fig. 5.10.
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(a) (b)
FIGURE 5.14: Comparison of image quality for scenario 1, Histogram equalized
restored image by, (a) DXO, and (b) Proposed CNN architecture 3. Images with
higher contrast are shown to highlight the artifacts introduced by the restoration
process.
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(a) (b)
FIGURE 5.15: Effect of local mis-alignment correction during training, for sce-
nario 1, (a) restored images without mis-alignment correction, and (b) restored
images with mis-alignment correction, using the proposed CNN (architecture 3).
(a) (a)
(c) (d)
FIGURE 5.16: Examples of images for scenario 2, (a) mobile phone with 28mm
(equivalent) lens at f/1.8, (b) full frame camera with 35mm lens at f/8, (c) mag-
nification at the center, (d) magnification at the boundary. left: parts of (a), right:
parts of (b)
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(a) (b) (c) (d) (e) (f) (g)
FIGURE 5.17: Results of scenario 2, top: images at the center, and bottom: images
at the boundary. (a) input image, images restored by (b) regularized inverse, (c)
photoshop, (d) (Peleg and Elad, 2014), (e) (Dong et al., 2014), (f) (Dong et al.,
2014) trained by our training set, and (g) the proposed CNN architecture 3.
Fig. 5.17 shows parts of the restored images for images. Parts of given input images are
shown in (a). Images in (b) and (c) are the results by the regularized inverse and the blind
restoration routine in Photoshop. The sharpness of the images are restored. However, the
images suffer from boosted-up noise. The input images, which is photographed by a mobile
phone camera with a considerably smaller sensor, are much noisier than the images taken
by a full frame sensor camera. The performance of the restoration algorithms that involve
inverse filtering operations suffer from boosted-up noise. The results of the DxO software is
not reported because there is no camera lens combination for this experiment.
Images in (d) and (e) are results by the algorithms in (Peleg and Elad, 2014) and (Dong
et al., 2014), respectively. The training sets for these algorithms are prepared by pairing an
image with its scaled version. The noise in the images are reduced by the filtering operations
used during the scaling. Hence, these methods are trained with images with relatively low
noise.The restored images show boosted-up noise, especially for images near boundary. The
images in (f) and (g) are the result of the CNN in (Dong et al., 2014) and the proposed CNN
architecture 3 trained using our training sets, respectively. In our training set, the target images
are photographed by a full frame sensor. The target images are far less noisier than the images
photographed by a mobile phone camera. The CNN is trained to denoise as well as to restore.
Restored mages shown in (f) and (g) are less noisier than images restored by other methods.
The proposed CNN provides different amount of deblurring depending on the pixel locations.
The images restored by the proposed method in (g) show sharper letters than the images in (f)
for which no information of spatial pixel locations is used.
Table 5.4 shows the SSIM between the restored and target images. Restoration methods
based on inverse filtering and learning based methods that do not aware the target images are
taken by a different lens on a different camera produce restored with considerably geometric
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(a)
(b)
FIGURE 5.18: Global mis-alignment correction for scenario 2, (a) image pairs
before global mis-alignment correction, and (b) image pairs after global mis-
alignment correction, and left: mobile phone with 28mm (equivalent) lens at
f/1.8, right: full frame camera with 35mm lens at f/8,
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(a) (b)
FIGURE 5.19: Effect of local mis-alignment correction during training, for sce-
nario 2, (a) restored images without mis-alignment correction, and (b) restored
images with mis-alignment correction, using the proposed CNN (architecture 1).
TABLE 5.4: Comparison of reulsts for scenario 2
method SSIM
input image 0.7945
regularized inverse 0.6254
photoshop 0.6196
DxO N/A
(Peleg and Elad, 2014) 0.7282
(Dong et al., 2014) 0.7971
(Dong et al., 2014) w our training set 0.8651
CNN1 0.9005
CNN2 0.8945
CNN3 0.9088
CNN4 0.9051
distortion compared to the target images. Even with mis-alignment compensation in the av-
erage SSIM evaluation procedure, the average SSIM values are considerably lower than two
obtained by the proposed methods.
Fig. 5.19 shows the effect of the mis-alignment correction on the restored images. The
image in (a) is the output of the proposed CNN architecture 3 when it is trained without the
mis-alignment correction. The edges in the image is not restored properly by the CNN. The
image in (b) is the output when trained with the mis-alignment correction. It can be seen that
clearly defined edges are restored.
5.3 Conclusion
The conclusion goes here.
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FIGURE 5.20: Filters applied to the input image in the first layer of the proposed
CNN architecture 3. The Fourier transform of the filters w(1)i1 for i = 1, 2, · · · , 64
are shown.
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FIGURE 5.21: Example of the 64 outputs, h(1)i for i = 1, 2, · · · , 64, of the first layer
of the proposed CNN architecture 3.
Chapter 6
Conclusion and Perspectives
6.1 Conclusion
We trained CNNs with additional information, as well as raw image, to improve performances
of two applications. For the fingerprint liveness detection problem, pore map was used to
additional information, and sub-networks for the pore map acted as fingerprint region classi-
fiers. For the restoration of non-stationary blur problem, pixel location information was used
to additional information, and sub-networks for the pixel location information acted as re-
gion selectors. Both of region classifiers and selectors gave helpful hints to CNNs for bet-
ter analyzing image data. We achieved performance improvement by learning CNNs with
additional information for two applications. Our fingerprint liveness detection method out-
performs the best algorithms of fingerprint liveness detection competition 2013 (LivDet2013).
Our non-stationary lens blur method is the first CNN model that directly outputs the restored
image from a blurry image, without any assumption or approximation of blockwise spatially
invariant blur. Additionally, the proposed deblurring method provides the state-of-the art
performances. We established procedures for building training sets from real-world lenses
and cameras for restoration of lens blur. The idea of using auxiliary inputs prepared based on
domain specific knowledge as well as the usual input of images to guide CNN to learn features
for specific purpose is validated through the two domain-specific applications.
6.2 Future works
In this thesis, we showed that the idea of using auxiliary inputs prepared based on domain
specific knowledge as well as the usual input of images to guide CNN to learn features for
specific purpose. In our future works, we will develop general framework for utilizing addi-
tional information on Deep Neural Network Models.
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