frameworks for constituency-based parsing (Collins & Duffy, 2002; Charniak & Johnson, 2005) , and in grammar-based parsers for formalims like LFG, HPSG and CCG (Riezler et al., 2002; Toutanova et al., 2002; Clark & Curran, 2004) . The only real exceptions to this pattern are greedy transition-based dependency parsers (Yamada & Matsumoto, 2003; Nivre, 2003) , which use local discriminative models, and latent variable PCFG models (Petrov et al., 2006; Petrov & Klein, 2007) , which are instead based on a generative model (although discriminative versions exist). There has also been a clear development towards more complex feature representations, trying to incorporate more non-local information for better disambiguation, which often has to be traded against efficient exact decoding.
Ensemble Systems
A general technique for improving performance on any (structured) prediction task is to combine the predictions of several systems. In the case of parsing, system combination has to be done in such a way that the resulting predictions are still well-formed structures (in particular, satisfy the tree constraint). For dependency parsing, Sagae & Lavie (2006) , building on earlier work by Zeman &Žabokrtský (2005) , showed that system combination can be cast as a parsing problem in itself. Given the outputs y 1 , . . . , y m of m dependency parsers for a sentence x, we can score arcs by setting Score(i, l, j, x) to |{y k : (i, l, j, x) ∈ y k }| and then extract the maximum spanning tree using an arc-factored model. This scheme can be refined further by weighting counts by the accuracy of the respective component parser. Reranking systems are another example of ensemble systems, where the tree constraint is guaranteed by letting the first system generate a list of n best trees, which are then rescored by the second model. A third approach is to use stacking, where the output of one system is added as features (or soft constraints) for a second system, a technique that has been used to combine transition-based and graph-based dependency parsers (Nivre & McDonald, 2008; Torres Martins et al., 2008) .
Domain Adaptation
Statistical parsers trained on data from one domain or genre often perform substantially worse when applied to a different type of text. This is illustrated in Table 1 , which shows the accuracy obtained on four different domains in English after training the parser of Charniak (2000) on the Wall Street Journal section of the Penn Treebank, which consists of newspaper text. Domain adaptation has therefore become an active area of research in syntactic parsing (as well as in natural language processing in general).
If there is no syntactically annotated data available for the new domain, it is common to use self-training (or bootstrapping), essentially letting the parser itself generate annotated training data for the new domain after being trained on out-of-domain data. This approach has been shown to improve parsing accuracy, in particular when combining a generative base parser with a discriminative reranker (McClosky et al., 2006 (McClosky et al., , 2010 , but there are also many negative results in the literature and the merits of self-training are still only partially understood. It seems that it is often important to be able to select only high-confidence parses when retraining the parser on automatically parsed data. For example, Sagae & Tsujii (2007) obtained good results when using two different parsers to parse the unlabeled in-domain data and selecting for self-training only the sentences where both parsers produced the exact same parse tree.
In case there is a small amount of syntactically annotated data available for the new domain, it is possible to use the model trained on out-of-domain data as a prior when training a model on the (smaller) in-domain data set, or to interpolate two models trained on out-of-domain and indomain data, respectively. In many case, however, equal or better performance can be achieved simply by training a model on the concatenation of the two data sets. It is worth noting that if the parser presupposes that the input is tagged for parts of speech, as most dependency parsers do, then adapting the part-of-speech tagger to the new domain can be at least as important as adapting the parser itself (Nivre et al., 2010) .
Cross-Language Variation
Current approaches to syntactic parsing differ in their performance not only across domains but also across languages. And although parsers for English often report F-scores in the 90s for both constituency and dependency parsing (on newspaper text), results are often considerably lower for languages that are typologically different from English. This is illustrated in (Nivre et al., 2007) .
which reports the top scores obtained for different languages in the CoNLL 2007 shared task on multilingual dependency parsing (Nivre et al., 2007) . The differences observed in these results are due to a number of factors such as differences in training set size, in the domains and genres of texts represented in the treebanks, and in the guidelines used for syntactic annotation in different languages. Nevertheless, it is striking that parsing accuracy is higher for more configurational languages like English, Catalan and Italian than for morphologically rich languages with freer word order like Arabic, Basque, Czech and Turkish. We know from research in language typology that different languages package information directly, and it seems that this is something that our parsing models need to be more sensitive to. For example, in the case of morphologically rich languages, it has been suggested that a more integrated approach to morphological and syntactic analysis may be needed (Lee et al., 2011) . There is now a series of workshops devoted specifically to the problem of parsing morphologically rich languages (Tsarfaty et al., 2010) .
Unsupervised Parsing
Throughout the course we have only considered work on supervised parsing, that is, where we can learn the parameters of a parsing model from fully syntactically annotated corpora. In parallel to this, there has been a considerably amount of research on unsupervised parsing, that is, on learning parsing models from raw text (or, as is more common, from text annotated with parts of speech but not syntactic structure). This is a much harder problem than supervised parsing, and the results so far are more of theoretical than of practical interest.
As an example, let us consider the Constituent-Context Model (CCM) (Klein & Manning, 2002; Klein, 2005) . Let x = x 1 , . . . , x n be a sentence, let y be a (tree-equivalent) bracketing of x, and let y ij be true if x i , . . . , x j is a constituent according to y and false otherwise. The joint probability P (x, y) of a sentence x and a bracketing y is equivalent to P (y)P (x|y), where P (y) is the a priori probability of the bracketing (usually assumed to come from a uniform distribution), and P (x|y) is modeled as follows:
The two conditional probabilities on the right-hand side of the equation are referred to as the constituent and the context probabilities, respectively, even though they are defined not only for constituents but for all spans of the sentence x. Using the EM algorithm to estimate the parameters of the constituent and context distributions resulted in the first model to beat the right-branching baseline when evaluated on the data set known as WSJ10, consisting of part-ofspeech sequences for all sentences up to length 10 in the Wall Street Journal section of the Penn Treebank (Klein & Manning, 2002; Klein, 2005) . Klein & Manning (2004) are also responsible for the most popular model for unsupervised dependency parsing, the so-called DMV model (Dependency Model with Valence). In this model, a dependency (sub)tree rooted at h, denoted T (h), is generated as follows: D(h, d ) is the set of dependents of h in direction d; P ! (!|h, d, ?) is the probability of stopping the generation of dependents in direction d and ? is a binary variable indicating whether any dependents have been generated or not; P v (a|h, d) is the probability of generating the dependent word a, conditioned on the head h and direction d; and P (T (a)) is (recursively) the probability of the subtree rooted at a. Improvements and extensions to the original DMV model have been proposed by Smith (2006) , Headden III et al. (2009), and Spitkovsky et al. (2010) , among others.
