Non-negative Tensor Factorization (NTF) has become a prominent tool for analyzing high dimensional multi-way structured data. In this paper we set out to analyze gene expression across brain regions in multiple subjects based on data from the Allen Human Brain Atlas [1] with more than 40 % data missing in our problem. Our analysis is based on the non-negativity constrained Canonical Polyadic (CP) decomposition where we handle the missing data using marginal ization considering three prominent alternating least squares proce dures; multiplicative updates, column-wise, and row-wise updating of the component matrices. We examine three gene expression pre diction scenarios based on data missing at random, whole genes missing and whole areas missing within a subject. We find that the column-wise updating approach also known as HALS performs the most efficient when fitting the model. We further observe that the non-negativity constrained CP model is able to predict gene ex pressions better than predicting by the subject average when data is missing at random. When whole genes and whole areas are missing it is in general better to predict by subject averages. However, we find that when whole genes are missing from all subjects the model based predictions are useful. When analyzing the structure of the components derived for one of the best predicting model orders the components identified in general constitute localized regions of the brain. Non-negative tensor factorization based on marginalization thus forms a promising framework for imputing missing values and characterizing gene expression in the human brain. However, care also has to be taken in particular when predicting the genetic expres sion levels at a whole region of the brain missing as our analysis indicates that this requires a substantial amount of subjects with data for this region in order for the model predictions to be reliable.
INTRODUCTION
Tensor or multi-way array decompositions have become popular tools for analyzing and summarizing multi-way data in part due to This work was supported by the Lundbeck Foundation, grant no. RlOS-
9813.
978-1-4799-3694-6/14/$31.00 ©20l4 IEEE the recent increased storage and computation capabilities [2] . A ten sor is the generalization of a vector or matrix to multi-dimensional objects, i.e. a vector is a 1st order tensor and a matrix is a 2nd order tensor. The two most widely used tensor decompositions include the Tucker model and the Canonical Polyadic(CP) model also denoted the PARAFAC/CandeComp models. The Tucker model decomposes an Nth order tensor into N matrices called loadings, and a core array, which is also an order Nth tensor that defines how the loadings of each mode interact. If we restrict the core-array of the Tucker model to be diagonal with value one in the diagonal elements, we arrive at the CP model that in contrast to the Tucker model in gen eral has a unique minimizer of the cost function (up to scale and permutation of the components) [3] . Furthermore, if we restrict the loadings (and core-array) to be non-negative the problem becomes a Non-Negative Tensor Factorization (NTF), see also [4] . Tensor fac torization has seen use in fields including computational chemistry, neuroimaging, signal processing, and web mining [2, 5, 6] . When solving for the NTF problem the alternating least squares procedure is commonly used where the tensor decomposition problem is recast into multiple standard non-negative matrix factorizations (NMF) problems. We note that NMF and thus NTF is celebrated due to its part based representation [7] and relation to clustering [8] .
A common problem when decomposing data sets including ten sors is handling missing data [9, 10, 11, 12, l3] . Even matrix fac torization with missing entries is non-trivial and has been shown to be NP-Hard [14] . In general for decompositions there are two ap proaches to handling missing data: 1) Imputation in which the miss ing values are estimated iteratively which is related to the Expec tation Maximization algorithm. This type of approach is often the easiest to implement and requires almost no changes in the model. 2) Marginalization or weighted regression, in which the missing val ues are ignored during the optimization of the cost function. The latter approach has been shown to handle more data being missing including systematic patterns of missing data [9] . For the case of un constrained tensor factorization marginalization has been shown to scale well to larger datasets where recovery of the underlying com ponents of synthetic data was possible when up to 99% of the data is missing [11] . Using an alternating least squares estimation strat egy for NTF based on the CP model the N-way toolbox available at: http://www.models.life.ku.dk/nwaytoolbox [15] for MATLAB is equipped with an imputation procedure whereas marginalization for NTF in the context of Bayesian inference has been considered in [16] . All parameters at once optimization ap proaches for NTF with missing data has been considered in [12] .
In this paper we implement and compare three prominent al ternating least squares NTF estimation approaches for missing data based on marginalization; Multiplicative Update, Hierarchical Al ternating Least Squares and Active Set. We apply the best perform ing of these methods for the analysis of the Allen Human Brain Atlas [1] which is a large data set with 43% missing values con taining measurements of genetic expressions across brain regions in multiple subjects. In particular, we investigate the ability of the non-negative CP model for missing data based on marginalization to predict genetic expressions in the brain in three scenarios; subjects missing data at random, subjects missing measurements of a particu lar gene across the entire brain, and subjects missing measurements in a particular region of the brain. We contrast the predictions of the non-negative CP model to a simple procedure where missing en tries are predicted as the average over subjects having the considered entries present.
METHODS
The CP model is for a 3rd order tensor, XIXJXK defined by One of the most common approaches to find the loading matrices is by alternatingly solving the above matrix factorization problems for each mode. If we use the squared Frobenius norm as objective function the first subproblem becomes
This can be viewed as a standard NMF problem in which we are interested in estimating the component matrix A.
In this paper we consider three prominent ways to solve the above NMF problem; Multiplicative Updates (MU), Hierarchical Alternating Least Squares (HALS) and Active Set. A recent review of these NMF approaches can be found in [17] . In the following we will describe the algorithms in detail and their update rules. We will use the following standard notation:
in which W is the factor we want to determine and H is the fixed factor in the alternating procedure. Furthermore, if we introduce missing entries using marginalization the cost function is given by (4) in which r i j is an indicator variable, which is 1 if the entry is present and 0 if the entry is missing.
Multiplicative Update
The multiplicative updates (MU) was proposed in [7, 18] . MU is based on gradient descent with a specific choice of step size. Con sider the gradient of the cost function in (3) with respect to an ele ment Wid which is given by (5) To ensure that the cost function is decreasing we want to take a step in the negative direction of the gradient, and by setting the step size,
we arrive at the multiplicative update rule
We note that the above MU must include fixes for the denominator becoming zero as well as the update being stuck at Wid = 0, see also [19] and references therein.
Using this procedure for the marginalization approach given in (4) for handling missing data gives the following updates [20] Wid +---Wid 2:= j (WH) i j Ri j Hd j ) , (7) in which * denotes element-wise multiplication, and R is the present data indicator matrix. NMF-algorithms have been shown to improve convergence speed by updating the same factor multiple times be fore updating the next, see also [21] . We note that W only en ters once in the fraction in the denominator (7) . Therefore by pre computing (R * X)H with cost 0(1 J D) and all inner products be tween components in H weighted by the indicator matrix R with cost 0(1 J D( D + 1)), we can with little extra computation effort update W several times as the calculation of the denominator using the pre-computations has cost 0(1 D 2 ) and the ratio of numerator to denominator multiplied to the elements ofW has cost 0(1D). To select the number of times W should be updated (repetitions) we use a balancing heuristic, i.e. the computational complexity of all the pre-computations should equal the complexity of the update step times the number of repetitions. Writing the computational com plexities in terms of 1, J, D and the number of repetitions, Q, gives
Hierarchical Alternating Least Squares
The hierarchical alternating least squares (HALS) approach was first described briefly in [22] and further considered in [23] . The HALS exploits that the cost function can be rewritten component-wise as Taking the derivative with respect to the column element Wit yields and setting this to zero thereby solving for Wit gives
The non-negativity constraint is implemented by truncating negative values to zero, i.e., (8) Considering the marginalization for HALS we again take the derivative of (4) with respect to the specific column-element Wit which gives This leads to the following update rule for Wit
For the above HALS type update, the most costly computational op eration is determining the second term in the numerator, which is also the only term that includes elements from W. It can be inter preted as the reconstruction WH without the £'th component times the £'th component from H weighted with the indicator matrix, R.
Rearranging the sums in the second term gives Like MU, the above HALS marginalization based updates can also be speed up by updating W several times pre-computing 2: j ri jXij h£ j, 2: j ri j h£ j hd j, and 2: j ri j hE j ' Considering the balancing heuristic from before we again obtain Q � J.
Active Set
The Active Set (AS) algorithm is based on finding the set of vari ables, that if found by unconstrained optimization, violate the non negativity constraint. If the true active set is known the solution to the problem is simply solved by unconstrained optimization (eg. by the normal-equations) where the variables in the active set are ig nored and set to zero. The AS algorithm was adapted for NMF in [24] in which it was called Fast Non-Negativity-Constrained Least Squares (FNNLS). In this version the NMF problem of identifying W is solved one row of W at a time. The algorithm iteratively finds the most important variable based on the gradient, includes this in the model and backtracks variables that no longer should be part of the solution. When alternatingly solving for loadings of each mode this method can be speed up by saving the active set from previous iterations of the alternating least squares procedure [24] . Missing values are handled by only considering a row of R at a time and in cluding only columns j of X and H in which the elements Ri j = 1 in the subproblem (3) [9] .
RESULTS AND DISCUSSION
We benchmark the three algorithms MU, HALS, and AS with and without inner iterations when solving for the NTF with missing data based on marginalization. Subsequently, we analyze the Allen Hu man Brain Atlas data set and consider predicting genetic expression levels under different missing conditions.
A comparison of MU, HALS, and AS
We consider Multiplicative Updates (MU), Hierarchial Alternating Least Squares (HALS), a combination-approach where we alternated between MU and HALS steps and finally the Active Set (AS) algo rithm. For the first three subproblem solvers we tested two different kind of configurations, one in which the number of inner iterations was 1 and another where the number of inner iterations was set ac cording to the balancing heuristic. NTF as for NMF is in general in fluenced by initialization ( [17] ) so we ran all models multiple times with different initializations scaled to reflect the magnitude of the data.
We tested the methods on a synthetic data set, X lOOOX50X25
, which was generated from a true 5 component CP-model with and without noise. To give a realistic picture of the performance of the algorithms we treated 40 % of the data as missing at random. All methods were restarted with 5 different initializations followed by one MU update for each mode. The result can be seen in figure 1 and figure 2. Algorithms that are subscripted 1 here run with a single inner iteration pro mode, and subscripted J run with the number of inner iterations given by the balancing heuristic.
As we can see, AS, HALSJ and MU+HALS J converge almost equally in terms of number of iterations, but the two algorithms with HALS require less CPU-time. MU converges slowly both when con sidering progress in terms of CPU-time and iterations. Furthermore, we see that taking multiple inner iterations as expected improves convergence compared to the single inner iteration configuration. As a result, the following analysis will be based on the HALS including inner iterations. Furthermore, we have included two stopping cri teria for the algorithm -the change in cost function is smaller than 10-6 times the value of the cost function, and a maximum number of outer iterations to be 250.
On the synthetic data with noise we conducted a validation pro cedure to see if our CP model could capture the true number of com ponents in the synthetic data set. We used the root mean squared error (RMSE) as a measure of the predictive performance, and for each D = {I, 2, ... , IO} we restarted the algorithm 5 times. The results of the validation can be seen in Table 1 . We can see that the model is able to capture the underlying number of components in the synthetic data.
Predicting genetic expressions in the human brain
The cells in our body all have different functions and 'tasks'. These functions are dictated by which genes in the DNA that are expressed, and these expression levels can be measured by micro-arrays. The Allen Human Brain Atlas is a collection of gene expression data from six different brains [1] (available from [25] ). This provides a unique gene-fingerprint for each sampled region taken from a sub jects brain. In the data set, labels have been applied to each sample defining which 'major' area of the brain the sample is taken from. We preprocessed the data by taking the mean expression values over all the samples from the same area within a subjects brain. Notice though that data is not present from all areas in the six subjects. We formatted the data into a tensor, X Ngenes xNareas X NsubjecLs , for further analysis. Here Ngenes :::: :: 58000, Nareas = 414 and Nsubjects = 6. Notice that after our preprocessing approximately 43% of the entries in the tensor were missing.
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We presently set out to investigate how well genetic expressions can be predicted in this data by the non-negativity constrained CP model using marginalization. We consider three prediction scenar ios; I) predicting data missing at random, 2) predicting whole genes completely missing from a subject, 3) predicting areas completely missing from a subject. These three scenarios constitute predic tion challenges of increased complexity. We used a hold-out set to test the predictive performance of the model for different values of D = {I, 5, 10, 15, 20, 25, 30}. We chose the hold-out set in the fol lowing three different ways. In the first approach we removed 10 percent of the present entries at random. In the second approach we created a 6-fold cross-validation partitioning of all genes, where each fold defined a subjects respective held out genes. In the third approach we took out entire areas, such that each area, which was in more than one subject, was in the test set exactly once. This meant that we were certain that all areas were present in at least one subject in the training set.
The results of the analysis is given in Table 2 . We compare our model to predicting by the mean over other subjects with the entry present. In the case of random missing entries and missing genes it occurs that a gene in an area is missing in all subjects after hold ing out the test set. For these entries we predict by the mean over both areas and subjects. In the table the error Tl, .. , T6 denotes the error on the entries that are missing in 1, .. ,6 subjects respectively, such that Tl -T5 denotes predictions made where data in at least one subject is present whereas T6 denotes the predictions made for entries where all subjects have the data missing. From the results it can be seen that when data is missing at random the non-negative CP model performs best at predicting and significantly better than predicting using subject averages (except for D = 1) while the pre dictions improve as the model becomes more expressive (i.e., the best predictions are attained for D = 30.). The model does not pre dict hold-out genes better than predicting by the subject average in the entries present in at least one subject, though we see a superior performance by the model in entries that are missing in all subjects. When predicting areas the model is only better than predicting by the subject average when data in the analysis of a region is present in five other subjects when using a 10 component model. I whereas the subject mode has been upscaled accordingly. From the analysis it can be seen that there is variability in the components across subjects while most of the identified components concentrate on specific brain regions.
CONCLUSION
In this paper we addressed the problem of missing data in the non negative constrained CP model using marginalization. We com pared three prominent alternating least squares approaches for solv ing the NMF subproblem, namely Multiplicative Update, Hierar chial Alternating Least Squares (HALS) and the Active Set proce dure. We found that the HALS was the computationally best per forming method when using multiple inner iterations. When analyz ing a dataset of genetic expressions for multiple subjects in the hu man brain we found that the non-negative constrained CP improved on prediction when compared to predicting by the subject average when data was missing at random. When whole genes were missing predictions only improved where data was missing in all subjects whereas the predictions for whole regions missing were unreliable unless five other subjects included data for the region. The non- 0.393 ± 3.3e-04 0_442 ± 4.3c-04 0.678 ± 7.8e-05 0.445 ± 9.8c-04 0.789 ± 3.2e-04 0.392 ± 1.9-04 0.693 ± 3.6e·03 0.671 ± 5_3c-04 0.716 ± l.3c-02 0.831 ± 1.2e-03 0.368 ± 5.ge-04 4.50e02 ± 2.2e02 0.717 ± J.5c-03 0.788 ± 5.6e-02 0.586 ± 5.8c-03 2.02 ± 6.2e-0 1 4.27 ± 1.7 L58e+01 ±4.0 6.80e+02 ± 3.36e+02 0.338 8.4c-04 1.8e07 ± 1.8e07 0.716 ± 13c-03 1.29 ± 2.3e-0 1 0.578 ± 3.6c-03 2.31 ± 5.5e-01 1.0le+Ol ± 3.7 7.75e+07 ± 7.7e+07 2Age+04 ± 2.5e+04 the areas that were missing in 1,2,3,4 and 5 subjects respectively. For the case of missing genes and missing entries at random we list two different errors, TI-5 and T6 [6] Evrim Acar and Btilent Yener, "Unsupervised multi way data analysis: A literature survey, " Knowledge and Data Engineer ing, IEEE Transactions on, vol. 21, no. 1, pp. 6-20, 2009.
