Abstract. We experimentally demonstrate an original method to measure very accurately the density of a frozen Rydberg gas. It is based on the use of adiabatic transitions induced by the long-range dipole-dipole interaction in pairs of nearest neighbor Rydberg atoms by sweeping an electric field with time. The efficiency of this two-body process is experimentally tunable, depends strongly on the density of the gas and can be accurately calculated. The analysis of this efficiency leads to an accurate determination of the Rydberg gas density, and to a calibration of the Rydberg detection. Our method does not require any prior knowledge or estimation of the volume occupied by the Rydberg gas, or of the efficiency of the detection.
Introduction
Standard density measurements are indirect optical methods based on the interaction between an atomic or a molecular gas with a resonant light [1] . Based on one-body interaction processes, the density is usually measured by determining the number of particles within an interaction volume and require the knowledge of this interaction volume. In this article we report on an original experimental method which gives access to the nearest-neighbor distribution in a frozen gas of Rydberg atoms or molecules. We illustrate it with a very accurate, direct determination of the density of a Rydberg atomic sodium gas. It should be stressed that this determination does not require the knowledge of the volume occupied by the Rydberg gas and gives a direct access to the gas density. Combined with the knowledge of this volume, our method would provide an accurate calibration of the detector itself. The method could also be a tool to probe anisotropic nearest-neighbor distributions, for instance Rydberg gases in the blockade, antiblockade, and broken blockade regimes [2, 3] . The method presented can be extended to many other atomic and molecular species, to more and less dense gases, both in beams and trapped gases.
The exaggerated electric dipole moments of Rydberg atoms or molecules are responsible for their strong dipole-dipole interactions [4, 5] .
These longrange interactions in cold and ultra-cold atomic samples have constantly received considerable attention since the dipole blockade was theoretically proposed to entangle neutral atoms with many applications in quantum optics, quantum computation and quantum simulation [6, 7] . These systems have been experimentally investigated in number of context, leading to the observation of entangled many-body states [8] [9] [10] [11] . The experimental investigations from few to many-body interactions include Rydberg atom counting statistics [12] [13] [14] , Rabi oscillations [15, 16] , echo experiments [17, 18] , atom-pair interferometry [19] , coherent dipolar coupling [19, 20] , three-body effect [21, 22] and microwave spectroscopy [23] . Recently, it has been shown that these strongly interacting many-body systems can lead to crystallization and aggregation [24, 25] . More generally, many-body (including binary) processes are very much density dependent. Knowledge of spatial distribution and correlations is valuable to further study such atomic systems [26] [27] [28] [29] , and more complex systems as Rydberg molecules [30, 31] . As such, the nearest-neighbor distribution in a Rydberg gas would give deep insight into the two-body positional correlation, which is of great interest in the dipole blockade regime. Hence, an accurate determination of the density of a gas phase sample is of great importance. This task is rather difficult and often presents large uncertainties which possibly hamper the achievable accuracy on other physical quantities. For instance, the evolution of Rydberg atomic and molecular gases towards plasmas depends strongly on the gas density [32] [33] [34] [35] [36] . Also, the determination of absolute cross sections of molecular collisions is a notoriously delicate task, since it requires an accurate knowledge of gas densities [37] .
Our density measurement is a practical application of Landau-Zener transition through a Förster resonance. Those resonances arise from long-range dipole-dipole interaction between Rydberg particles tuned by an electric field. Dipole-dipole interaction scales with r −3 , where r is the interparticle distance. By varying in time a bias electric field in a frozen sample of Rydberg atoms, which interact through the dipole-dipole interaction, one can induce transitions in the internal state of pairs of neighboring atoms, several microns apart from each other [38] . The induced transition in such pairs is a non collisional process, since the relative motion of the atoms is negligible on the timescale of the transition. Moreover, this process happens at very large distances with respect to both the size of the atoms and the de Broglie wavelength, such that the external degrees of freedom of the atoms can be treated classically. Therefore, not only does this process not depend on any short-range interaction between the atoms, but the efficiency of the transition, averaged over the Rydberg sample, depends only on the nearest-neighbor distribution. This efficiency can be analytically calculated as a function of the nearest-neighbor distribution and the sweeping rate of the bias electric field. In the present work, we operate in a spatially homogeneous sample, in which case the nearest-neighbor distribution depends on a single parameter: the gas density. We characterize experimentally the amount of induced transitions for a number of values of the electric field sweeping rate, which leads us to a very accurate determination of the Rydberg gas density.
The experimental setup
The experimental setup consists of an atomic beam machine [38] . A pulsed, seeded supersonic beam of sodium atoms is produced by expanding helium in vacuum, using laser-induced ablation of solid sodium. The beam passes through a 2 mmdiameter skimmer 20 mm downstream from the nozzle, yielding a beam of groundstate sodium atoms at a translational temperature of about 1 K. The atoms are laser-excited to the 48 s state with a two-stage 3 s 1/2 → 4 p 3/2 → 48 s excitation, driven by a pulsed UV laser and a cw IR laser, respectively. The Rydberg excitation is done with unfocused laser beams that are baffled by 1 mm-diameter diaphragms, which ensure that the Rydberg sample is uniformly distributed within the excitation volume, and that this excitation volume is constant. After a time delay of 600 ns following the Rydberg excitation, a small electric field is ramped up linearly with time, crossing the 48s 0+48s 0 -47p m+48p m ′ accidental energy degeneracies (socalled Förster resonances [8] ), as described in Fig.1 . In the above notation, the third quantum number describing the state of each atom is the magnetic quantum number quantized on the electric field axis. There are several energy degeneracies, due to the non degenerate structure of both p states in an electric field. These degeneracies are lifted by the dipole-dipole interaction, as shown in the inset of Fig.1 . The linear ramp is provided by a voltage function synthesizer with various sweeping rates F ′ , ranging from 0.6V/cm/µs to 7.8V/cm/µs. The switching off of the electric field is done within 50 ns. This time-dependent electric field gives rise to transitions in the Rydberg pair, as symbolized by the arrows in Fig.1 .
The atoms are subsequently ionized by a partially selective pulsed electric field. To do so, an electric field is ramped up through the various ionization thresholds, the ions produced are accelerated by the electric field and detected by micro-channel plates (MCPs). The arrival time of each ion on the MCPs reflects the state of the atom it originates from. Atoms in the 48 p state are ionized at a lower electric field, i.e. earlier, than atoms in the 47 p or 48 s states. Gating the MCP signal allows us to produce a first integrated signal, S 48p , of ions originating from atoms in the 48 p state in a first gate and a second integrated signal S R of ions originating from the others states in a second gate. The total ion signal, S T , is the sum of the first and second signals. It is essential that the various Rydberg atoms are detected with the same efficiency. This is ensured by the rapidly rising ionization field, which reaches a final value that is much higher that the ionization threshold of the involved Rydberg states.
For a set of values of the sweeping rate F ′ , we record the integrated ion signal S 48p arising from the 48 p atoms and the total ion signal S T arising from all Rydberg atoms. The value of F ′ reflects in the adiabaticity of the atom pair crossings, hence in the fraction of atoms converted from 48 s into 48 p, which in turn reflects in the ratio between the ion signals S 48p and S T .
Theoretical model
In this section, we make explicit the theoretical model applied to this system under two assumptions. Firstly if several crossings are involved and given the experimental slew rate of the bias electric field, one can prove that each crossing can be treated independently and successively by estimating the transition time τ LZ for one isolated adiabatic crossing in a two atom-pair states system [39] . Considering our typical experimental conditions, we estimate τ LZ ≈ 5 ns, corresponding for the higher electric field slew rate to ∆F ≈ 70 mV/cm which is smaller than the splitting between two adjacent crossings. Secondly due to the time dependence range of the bias electric field, each energy degeneracy can clearly give rise only once to adiabatic transitions in a pair of neighboring atoms, i.e., only when the field is ramped up (see Fig.1 ). Indeed, the switching off of the electric field is done abruptly enough to ensure that the state of all atom pairs is diabatically conserved. Therefore, the series of crossings of Fig.1 is well suited for a treatment in the frame of a Landau-Zener model [40, 41] by treating once each crossing independently. In this section, we first develop the theoretical model for a single adiabatic crossing. We then link it to the treatment of several independent crossings. Since the interaction that lifts the energy degeneracy is the dipole-dipole interaction, the probability for an adiabatic transition for a single crossing in a given pair of atoms initially prepared in the ns state reads
where r is the interatomic distance, θ is the polar angle of the interatomic direction with respect to the electric field direction (see Fig.1 top right) and
where ∆µ stands for the effective dipole moment difference between diabatic pair states, F ′ is the time derivative of the electric field experienced by the atom pair when the electric field is ramped up (see Fig.1 ). The factor ns µ n ′ p denotes the reduced matrix element of the electric dipole moment operator µ. The term f (θ) encompasses the angular dependence of the dipole-dipole interaction, and depends on the magnetic quantum numbers of the diabatic pair states, which are quantized on the local applied electric field axis. Fig.2 shows a polar plot of P LZ for a transition through the resonance ns 0+ns 0-(n − 1)p 0+np 0, with n=48, for which f (θ) 3 = cos 2 θ − 1/3. Let us denote ξ(r, θ) the nearest-neighbor distribution of the Rydberg gas, which we consider translationaly invariant but possibly anisotropic. For a given time derivative of the electric field F ′ , the expected value of the transition probability ns, ns → np,
If the Rydberg gas is spatially uniformly distributed with a density η, the nearestneighbor distribution is given by the Erlang probability density function [42] 
and the expected value of the transition ns, ns → (n − 1)p, np η, F ′ also depends parametrically on the density η. By integrating over the variable r the expected value can be expressed with the help of the special Meijer G function [43] . For one crossing, ns, ns → (n − 1)p, np η, F ′ reads (see appendix 6.1)
where a η is the Wigner-Seitz radius, defined by
Eq.3 is a convenient expression in the case of several independent crossings. Indeed, summing individual probabilities leads to simply substituting f (θ) 6 by i f i (θ) 6 where i denotes the crossing (see appendix 6.2). This provides an analytic expression for the production of (n−1)p+np pairs starting from ns atoms via adiabatic transitions in pairs, as a function of the Rydberg gas density η.
In the experimental volume V occupied by the Rydberg gas which contains initially ηV atoms in the ns state, the number of np atoms produced by LandauZener transitions for a given density η and a given value of F ′ reads 1 2 η V ns, ns → (n − 1)p, np η, F ′ . . Polar plot of the adiabatic transition probability given by equation (1) as a function of r and θ. The transition considered here is ns 0+ns 0 -(n-1)p 0+np 0. Using an electric slew rate of F ′ =1.0 V/cm/µs and the principal quantum number n=48 gives the spatial scale, indicated by the arrow pointing at the interatomic distance of 13.5 µm.
The factor 1/2 accounts for the fact that one transition from a pair of atoms in the ns state gives rise to one atom in the np state. The total number of Rydberg atoms is clearly proportional to the Rydberg density, with a proportionality factor which amounts to the volume V . In addition, the total integrated ion signal S T depends on the total number of Rydberg atoms through the efficiency of the detection, which accounts for the ion collection and the efficiency of the MCP detector. A key assumption of the model is that the volume V is constant (appendix 6.3 provides a justification a posteriori of this important assumption). This allows us to write S T = h(η), where h is a monotonically increasing function of η. As mentioned above, thanks to the detection of the Rydberg states based on field ionization, all the considered Rydberg states, i.e., ns, np, and (n − 1)p are detected with the same efficiency. Therefore, not only does the total number of Rydberg atoms read η V = g(S T )V , where g is the inverse function of the above defined function h, but the number of np atoms reads g(S np )V , where S np is the ion signal originating from np Rydberg atoms. Finally, the ion signal S np can be analytically linked to the total ion signal S T :
where ns, ns → (n − 1)p, np g(S T ),F ′ is given by Eq.3. Under an additional constrain that the function h (or alternatively the function g) belongs to a given family of functions, for instance a polynomial function of a given degree, the function h and its inverse function g can be fully characterized by comparing the above model with the experimental data. This is the topic of the following section.
Results and discussion
In Fig. 3 we show more than 75000 single-shot experimental data points (dots) representing the signal S np as a function of both S T and 1/F ′ , where n=48.
Measurements without the swept electric field have been done to quantify the effect of black-body radiation on ns atoms, which may drive them into the np state; all data presented in Fig. 3 have been corrected for this effect. Experimentally, the range of S T is spanned thanks to shot-to-shot fluctuations due to both the variations of the beam seeding efficiency and the frequency jitter of the pulsed UV laser. We fit these experimental data with a two-variable (S T , F ′ ) least-square adjustment using Eq.4, as expained in the following sections.
Linear model
In a first approach we consider that S T depends linearly on the density η. This approach seems very reasonable, since in our experiment the MCP detector used for the detection of the Rydberg atoms is operated at low gain, where a linear regime is expected. In the frame of this linear model, η reads g(S T ) = g 0 S T , where g 0 is the single unknown scalar parameter of the model. The least-square adjustment converges to the best fit parameterĝ 0 = 4.150 × 10 15 cm −3 /(V s) with a standard deviation of 4 × 10 12 cm −3 /(V s). In addition to the above statistical noise arising from the fit itself, an additional uncertainty arises from the fact that the Rydberg sample is not infinite. To take this effect into account, the expected value in Eq.4 should be replaced by a sample mean over the Rydberg ensemble, which is estimated as follows. The outcome of the transition in each pair of atoms follows a binomial distribution with a probability P LZ (r). The variance of this discrete process is at most 1/4. Thus, relying on the central limit theorem, given a number of atoms of typically ≈ 10 4 , this leads to an accuracy on the determination of the averaged value of the density over signal ratio g better than 4%. Typically, one experimental shot of S T = 10 nVs corresponds to η = 4.2 ± 0.2 × 10 7 cm −3 . This agrees with previous laser-induced-fluorescence measurements which we had done on the ground state sodium atoms in our beam [38] .
Quadratic model
In a second, refined approach we consider that S T involves in addition a quadratic dependence on the density η. Therefore we write now g(S T ) = g 0 S T + g 1 S T 2 , thereby involving two unknown scalar parameters g 0 and g 1 . The least-square adjustment converges to the best fit parametersĝ 0 = 3.039 × 10 15 cm −3 /(V s) and g 1 = 2.80 × 10 10 cm −3 /(V s) 2 with relative standard deviations of 10 −3 and 10 −2 , respectively. As expected, the quadratic parameter is found to be a correction to the linear term, of positive sign, thereby reflecting a slight saturation effect of the MCP detector (i.e. a saturation in the corresponding inverse function h(η)). A compared analysis of variance of the linear and quadratic models allows us to conclude that the quadratic model is significantly better. In other words it is very unlikely that the better agreement with the quadratic model would solely be due to statistical randomness. Of course, an uncertainty arising from the finiteness of the Rydberg sample also arises in this quadratic model, and the remarks above apply also to the outcome of the fit with the quadratic model.
In Fig. 3 we also show a surface plot of the best fit function given by Eq.4 with the above best fit parameters. Experimental data points are visible by virtue of the transparency of the surface if they are located below the surface. Fig. 3 shows a remarkably good agreement between the fitted model and the experimental data, which manifests itself in trend-free residuals. The reduced chi-square value obtained amounts to 0.020 (nVs) 2 , i.e., an estimation of the experimental noise is 0.14 nVs [44] , which is in quantitative agreement with the scattering of the experimental signal S np shown in Fig. 3. 
Conclusion
In the frame of a given model, such as one of the models discussed above, the best fit parameters characterizing the function g (or h) provide a conversion function between the density of the Rydberg gas and the recorded signal. We have presented the fitted conversion function in the frame of a linear and a quadratic model, but the extension to higher order model is of course straightforward. Standard statistics offer many techniques to conclude on most adequate description of the conversion between the density of the Rydberg gas and the recorded signal [45] .
In fact, the relationship between the density of the Rydberg gas and the recorded signal certainly fluctuates from shot to shot, due to the fluctuations of both the detection efficiency and the volume in which the atoms have been prepared in the initial Rydberg state. Therefore the fitted conversion function between the density of the Rydberg gas and the recorded signal S T should be understood as mean conversion function. We show in appendix 6.3 that it is possible to estimate the fluctuations of the conversion function, based on an analysis of the scattering of the experimental data of Fig. 3 and on a differentiation of Eq.4. In addition the same analysis of appendix 6.3 shows a posteriori that the requirement of a constant volume V is indeed fulfilled under our experimental conditions. It should be insisted on the fact that the presented density measurement requires knowledge neither of the volume occupied by the Rydberg gas, nor of the efficiency of the detector, and it provides a direct calibration of its density. Together with a precise knowledge of this volume, such a density measurement constitutes an accurate calibration of the detection chain, including ion optics and detector efficiency. Since ion optics can be precisely numerically simulated, the presented method can provide a very accurate calibration of an ion detector, as well as its response statistics, in the keV energy range.
Many Rydberg pair systems present avoided crossings in an electric field, which makes the present technique applicable to a broad range of systems. Our method is applicable in Rydberg gases less dense than in this work, since one can induce dipole-dipole induced transitions in pairs at even longer distances than we do: this can be done either by exciting higher Rydberg states which exhibit stronger dipole-dipole interactions, or by sweeping the electric field even slower, which can be done as long as the atoms are still frozen during the duration of the adiabatic transition. Higher density gases can also be probed with our method, as long as no three or more-body effects come into play. This shall provide a very valuable tool for measuring accurately the density in experiments dealing with cold Rydberg atomic or molecular samples leading to a plasma phase [33] . In this context, as well as in others where non linear densitydependent processes are involved, the amplitude of the shot-to-shot scattering of the gas density provided by the present method would be of great value in the analysis of the processes. Moreover, the breakdown of the model presented in this article at higher gas densities would be a signature of three-body processes.
The presented method could also give access to the nearest-neighbor distribution in ultracold samples of Rydberg in the dipole blockade regime [10, 11] . As a matter of fact, it could provide a direct proof of the isolation of the Rydberg atoms created in the dipole blockade regime. The method can easily be adapted to probe an anisotropic nearest-neighbor distribution. Indeed, by isolating a single avoided crossing showing an anisotropy of the transition probability (as shown in Fig.2) , one can explore the nearest-neighbor distribution as a function of the direction of the bias electric field. This could be of great interest in Rydberg gases in the dipole blockade, antiblockade, and broken blockade regimes [2, 3] , which are induced by the anisotropic dipole-dipole interaction.
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Appendices

Transition probability for a single crossing
In this appendix we derive the analytical expression of the expected value of the transition probability for a single crossing. Eq.2 represents the average over the atomic sample of the adiabatic transition probability in the limit where the number of atoms is large with the help of the Erlang probability density function. The integral brings up the sum of two terms:
The term (5) corresponds to the integration over the all space of the Erlang probability density function and is equal to 1. The integration over r in term (6) can be express analytically with the help of the special Meijer G function [43] :
Using the property [43] :
This compact analytical expression is used for the least-square adjustments of section 4.
Transition probability for multiple crossings
We now consider a series of N independent crossings in the frame of the LandauZener model. The total probability for an adiabatic transition through N independent crossings reads P LZ,total (F ′ , r, θ) = 1 − P LZ,total (F ′ , r, θ).
We define P LZ,i (F ′ , r, θ) the probability for a diabatic transition through the crossing i. The total diabatic probability P LZ,total (F ′ , r, θ) reads
Considering the magnetic sub-levels {ns0 + ns0, (n − 1)pm + npm ′ } gives rise to 4 resonances (see Fig.1 ). It is worth noting that 4 i=1 f 6 i (θ) = 2/3, the total probability for an adiabatic transition through the multiplicity no longer depends on θ. The probed volume around a Rydberg atom for a nearest neighbor corresponds to a "sphere" of a soft radius 
Fluctuations of the conversion function
In this appendix we show an estimation of the fluctuations of the conversion between the density of the Rydberg gas and the recorded signals.
In the following we derive the estimation of these fluctuations in the frame of the linear model of section 4.1. The experimental signal ions are integrated by two gates: the first gate records the np ion signal, S np , while the second gate records the rest of the ion signal, S R . The total ion signal amounts to S T = S np + S R . Let us assume that the noise induced on both of these boxes is independent and uncorrelated. This is reasonable since the integrated signals are essentially due to fluctuations in the detection efficiency and possibly stray ions. Therefore, the shot-to-shot conversion might not be the same for the np signal and for the rest of the signal, and we introduce two different conversion factors, g np and g R , with obvious notations. Consequently, the np signal reads (in the approximation of an infinite sample):
Formally, since S T = S np + S R , this can be written in an implicit form, which reads
where S np , S R , g np , and g R are now all considered as independent variables (in addition φ depends parametrically on F ′ ). This allows us to differentiate the above equation 8 and, in a local linear approximation of φ, derive the expression of the root mean square (rms) value of g np , δg np , as a function of the rms values of S np and S T , δS np and δS T , respectively. Similarly, the rms value of g R , δg R , can be expressed as a function of δS np and δS T . This is done as follows.
Firstly, let us go back to the definition of g as introduced in section 3. The total integrated ion signal S np depends on the total number of np Rydberg atoms through the efficiency of the detection for the first gate, γ np , which accounts for the Rydberg ionization, the ion collection and the efficiency of the MCP detector. In addition, the number of np Rydberg atoms is proportional to the density of np Rydberg atoms through the volume V . Therefore one has g np γ np V = 1. Similarly one also has g R γ R V = 1, where γ R is the detection efficiency of the second gate. The fluctuations of g arise from the fluctuations of the dectection efficiency and the fluctuations of the volume, i.e.:
where (g, δg, γ, δγ) stands for (g np , δg np , γ np , δγ np ) or (g R , δg R , γ R , δγ R ). Secondly, we follow the approach described in [46] in order to account for the statistics related to the production of secondary emission of electrons in the detector, where the signal-to-noise ratio is modelled by Polya distributions [47] . Therefore we consider that the fluctuations of the detection efficiencies γ np and γ R depend on the amount of detected signal in the corresponding gate, so that these dependencies follow the same Polya distribution. Namely,
where (γ, δγ, S) stands for (γ np , δγ np , S np ) or (γ R , δγ R , S R ), and where α and β are unknown parameters which fully characterize the Polya distribution. Using the same Polya distribution for both gates is very reasonable, since both signals come from the same detector working at low gain, such that there is no significant dead time effect in the detection. The relative fluctuation of the volume, however, is independent of the signal and taken as a constant Γ. It follows that g δg = αS
where (g, δg, S) stands for (g np , δg np , S np ) or (g R , δg R , S R ). Thirdly, we insert the expression 11 of the fluctuations of the detection efficiency in the differentiation of equation 8. This gives an expression for the rms of the random variable g R : . Finally, the experimental scattering of the data points is analyzed by binning the data along the S T variable: for each bin of well-defined S T value, the scattering of the S np values is deduced. From this scattering and the above expressions the signal to noise g np /δg np and g R /δg R are evaluated and fitted together in the same least square adjustment using the expression of the Polya distribution given by equation 11, where the unknown parameters of the fit are α, β and Γ. Since the unknown parameters of the fit are used to prepare the data to be fitted, g np /δg np and g R /δg R , a single adjustment cannot be used. Instead, a series of iterative adjustments is used, with an initial set of parameters corresponding ot a pure Poisson distribution and no fluctuation of the volume (i.e. β=0 and Γ=0). In addition, the parameters β and Γ always appear linked in the form of β + α 2 Γ 2 , so that β and Γ cannot be both determined.
We first assume no fluctuation of the volume. Figure 4 shows the results of the series of adjustments, yielding the best fit parametersα=6.4 (nV s) −1/2 and β=0.072 (nV s) −1 . The signal to noise is dominated by the emission of primary electrons in the MCPs, which alone would give a Poisson statistics (corresponding to β=0), represented by the dashed line in Fig.4 . The parameter β reflects a deviation from the Poisson statistics, which is due to the fluctuations in the avalanche process taking place in the MPCs [47] .
If we now assume that the volume may fluctuate, the previous results shows that an upper limit of the relative fluctuations of the volume is Γ max =β 1/2 /α, which amounts to 4%. This shows a posteriori that the experimental conditions detailed in section 2 indeed ensure a very constant volume. Although the fluctuations of the volume cannot be discriminated from the fluctuations in the avalanche process taking place in the MPCs, the fluctuations of the conversion function g are fully characterized by equation 11 with α=6.4 (nV s) −1/2 and β + α 2 Γ 2 =0.072 (nV s) −1 . Although we have presented here the estimation of the fluctuations of the conversion between Rydberg density and recorded ion signal in the frame of the linear model of section 4.1, extension to higher order model (e.g. quadratic) is possible, although the corresponding derivations may become cumbersome.
