A new deterministic broadcast protocol for an ad hoc network is proposed in this paper which avoids re-computation of the transmission schedule, even when the topology of the network changes due to the mobility of the nodes. The basic idea is to use a successive partitioning scheme by representing the identifier of each node (an integer) in an arbitrarily chosen radix system; the protocol then computes the specific time slots in which a particular node should transmit its message. The proposed protocol is simple, easy to implement and needs lesser broadcast time than that in [BBC99].
Introduction
Mobile ad hoc networks are being increasingly used for military operations, law enforcement, rescue missions, virtual class rooms, and local area networks. A mobile multi-hop network consists of n identical mobile hosts (nodes) with unique identifiers 0, . . . , n− 1. These mobile hosts communicate among each other via a packet radio network. When a node transmits (broadcasts) a message, the nodes in the coverage area of the sender can simultaneously receive the message. A node i is called a neighbor of node j in the network if node j is in the coverage area of node i. This relationship is time varying since the nodes can and do move.
In this paper we consider the important problem of broadcasting in an ad hoc network; braodcast is defined to be a process where a source node transmits a message to be received by every node in the network (this is different from broadcast at the MAC layer wherein we are just trying to reach all of our one-hop neighbors). In our model [BP97, BBC99] , the system consists of multi-hop time-slotted radio networks without collision detection mechanism (although collision detection protocols have been proposed and used in radio networks [LM87, BYGI92] ). An important characteristic of this model is that the nodes share the same transmission channel; thus, collision is possible when more than one neighbor transmit at the same time slot (round) 1 and correct message reception is prevented since there is no collision detection mechanism; the broadcast protocol itself should guarantee the reception of messages in presence of possible collisions. The model assumes the ad hoc network to be composed of a set of processors which may be stationary or mobile and they communicate in synchronous time slots or rounds. At any given time a node i can correctly receive a message from one of its neighbors, say j, iff j is the only neighbor of i transmitting at that time. 1 we use slot and round interchangeably to mean the same thing.
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The broadcast problem in multi-hop networks have been extensively studied; various centralized, distributed, deterministic and randomized algorithms have been proposed [BYGI92, LBA93, CK87, Bas98, PR97] ; excellent comparisons of these techniques are given in [BP97, BBC99] . Most of these algorithms do not consider the mobility of the nodes in the sense that they do not account for the dynamic topology of the networks in any cost effective way. The authors in [BBC99] first formulated the requirements of efficient broadcast protocols in presence of node mobility. A broadcast protocol must be: (1) Mobility Independent (the broadcast must be correctly completed independent of the knowledge of the identities of the neighbors of a node and the mobility of the nodes), (2) Deterministic (an a priori upper bound on the broadcast completion time can be ascertained), (3) Distributed (the nodes execute the protocol without the knowledge of the topology of the entire network), (4) Simple (computational overhead at each node is minimized). The authors in [BBC99] then proposed a general algorithmic scheme to design broadcast protocol where each node can compute its transmission schedule depending only on global network parameters like n, the number of nodes in the network, D, the diameter of the network, and ∆, the degree of the network. They also showed that their protocols are optimal in light of the lower bounds established in [BP97] .
In this paper, we propose a new deterministic distributed broadcast protocol that completes the broadcast in less time. In section 2, we introduce the system model [BBC99] and describe the new protocol in section 3 using the successive partitioning scheme. Section 4 compares the new protocol with those in [BBC99] while section 5 concludes the paper.
System Model & Previous Work
A multi-hop ad hoc radio network is modeled by an undirected graph G = (V, E) where V = {0, 1, · · · , n − 1} is the set of computing nodes and E is the set of bidirectional edges (an edge exists between two nodes iff they are in the hearing range of each other). The set of neighbors of node i is denoted by N (i) and ∆, the degree of the network is defined as ∆ = max i∈V |N (i)|. The diameter of the network D is defined to be D = max i,j∈V d(i, j) where d(i, j) is defined to be the number of hops between the two nodes i and j. There is one distinguished node in the network, called the source s (which is the initiator of the broadcast message); any node i, 0 ≤ d(s, i) = ≤ D is said to belong to the layer of the network. A distributed deterministic broadcast protocol is executed at each node and it should have the following characteristics: -Execution time is discrete; the time axis is divided into frames, each frame being made up of τ rounds (numbered 0 through τ − 1, where τ is the frame length. The source node s transmits a message m before the start of any frame. -In each round, any node is either a transmitter or a receiver. A node cannot transmit a message unless it has received it. Before receiving the message, every node is set to receive mode, and after receiving the message, every node is set always to the transmit mode. A node can receive the message m iff at any round the node acts as a receiver and exactly one of its neighbors transmits the message.
-The transmission schedule of any node i is a priori computed deterministically by using n, the identifier (ID) of the node i, and ∆ of the network. For this, every node executes the following general protocol, where my id is the identifier of the node.
Protocol at node i: find my slots (my id, n, ∆)
-The broadcast is complete at round t of a frame f , iff all the nodes have been informed of the message m by round t of frame f .
We make the following assumptions about the system of nodes in the ad hoc network [BBC99] .
1. Nodes are synchronized on a slot or round basis -each node has a counter which is set to 0 at the beginning of each frame and is incremented by 1 at each subsequent round. 2. When a node receives a message m, it waits for the beginning of a new frame.
At that time, the counter is incremented at each time slot or round and the node transmits according to its pre-determined transmitting slots in the frame. 3. The nodes which have received the message during the broadcast process are said to be covered by the broadcast, and those which have not yet received the message are called uncovered. At any phase of the broadcast, the sets of covered and uncovered neighbors of a given node id will be denoted by N c (id) and N u (id), respectively.
A set C of covered nodes is termed as a conflicting set if there is at least one neighbor common to all the nodes in C that has not yet received the message.
It is assumed that at least one node from a conflicting set remains in the hearing range of any neighboring uncovered node. Also, the network never gets disconnected.
Remark 1.
1. The above scheme does the broadcast in a layer by layer fashion, i.e., all nodes at layer , 1 ≤ ≤ D − 1, become informed of the message m before any node at layer + 1. 2. The broadcast is complete in at most D × τ rounds. 3. The procedure to compute the transmission slots for each of the nodes should be independent of the identity of the current neighbors of the node.
Proposed Approach
Each node transmits (broadcasts) messages only in some specific time slots. We need to specify these time slots for each node so as to guarantee that no matter what the network topology is, eventually every node would receive the broadcast message from only one single node during at least one such time slot. Every node identifies these transmission time slots by executing the protocol find my slots (my id, n, ∆) which is done in the following way. The set of nodes V is partitioned in some disjoint blocks following some rule so that any given pair of nodes will be partitioned in two different blocks (call this as level 1 partitioning of V ). If ∆, the maximum number of neighbors of a node is 2, then we associate a time slot (round) to each of these partition blocks, meaning thereby that every node in a block will transmit its message during its assigned time slot or round. This guarantees that a given pair of neighbors of a node will transmit at two different rounds, and thus, we are done for ∆ = 2. If, however, ∆ ≥ 2, then each of the above partition blocks (having size smaller than n) is further partitioned in disjoint blocks following the same rule (call this as level 2 partitioning of V ). If ∆ ≤ 7, then we would show that associating a unique time slot to each of these partition blocks generated after level 2 partitioning of V would guarantee that there will be at least one time slot during which only one of the neighbors of a given node will be transmitting. In general, if log 2 ∆ = h, then we successively generate level i (2 ≤ i ≤ h) partitions of V from the blocks of level i − 1 partition, assign a unique time slot to each of the generated blocks after level h partition. We would show, in what follows, that this guarantees at least one round in each frame during which every node would have only one of its ∆ neighbors transmitting the message.
Successive Partitioning Scheme
The successive partitioning scheme is based on radix encoding of the node IDs in the set V (integers 0 through n − 1). We assume a radix r, r ≥ 2 and we assume that n = r m , for some integer m, to simplify the discussions. Each node id ∈ V = {0, 1, 2, · · · , n − 1}, is converted into an m-digit code in radix r number system as id 1, 2, 3 63) . Thus, the level-1 partitioning is computed as P (1, 0) = B 0 (0), P (1, 1) = B 0 (1), P (1, 2) = B 0 (2), P (1, 3) = B 0 (3), P(1, 4) = B 1 (0), P (1, 5) = B 1 (1), P (1, 6) = B 1 (2), P (1, 7) = B 1 (3), P (1, 8) = B 2 (0), P (1, 9) = B 2 (1), P (1, 10) = B 2 (2), P (1, 11) = B 2 (3). Proof. Consider the m-digit radix r codes of the elements in R. Since all these codes are distinct, there exists at least one digit position which consists of at least two different values v 1 and v 2 , 0 ≤ v 1 , v 2 ≤ r − 1 in all these codes. This means that the elements of R will be placed in at least two different blocks of the partitions at level 1. One of these blocks must contain at most |R|/2 elements.
Lemma 2. Each element in any arbitrary block
partition can be uniquely re-coded by using only m − 1 digits in radix r number system.
Proof. Let j = k/r . It follows from the definition that the block P (1, k) is induced by j-th digit, d j , (0 ≤ j ≤ m − 1) of the radix-r codes for the elements in V . Consider an element id ∈ P (1, k). Let the m-digit code for id 
by removing the j-th digit in each code, then these m − 1-digit codes are sufficient to uniquely identify the elements in P (1, k). It follows from this process of re-coding that each element id ∈ P (1, k) is mapped to a unique element id ∈ V 1 = {0, 1, 2, · · · , n/r − 1} by the following one-to-one and onto mapping:
Example 2. In Example 1 (n = 64 and r = 4), consider P ( Consider any one of the blocks P (1, k), 0 ≤ k ≤ rm − 1, where each element (integer) has a unique r-radix code using
We apply the partitioning process on each of these blocks using the digits similar to the level-1 partitioning we applied to the entire set V . We call this level-2 partitioning. Remark 2.
Definition 2. If we partition the elements of
P (1, i), 0 ≤ i ≤ rm − 1, into r blocks in (m − 1) different
ways, each induced by a digit of the new (m − 1)-digit code, the new blocks are called the blocks of level 2 partitioning. If a level-2 block is obtained from P (1, k) induced by its j-th
1. Each block P (1, k) of level-1 partition generates r(m − 1) blocks of level-2 partition. The total number of blocks in level-2 partition is given by r 2 m(m − 1).
3. An arbitrary node id ∈ V will belong to exactly m(m − 1) blocks of level-2 partition.
Lemma 3. Given any subset
Proof. By Lemma 1, there exists a partition P (1, k), 0 ≤ k ≤ rm − 1 which contains at most |R|/2 ≤ n/r elements of R. This level-1 block P (1, k) is now subjected to level-2 partitioning and by similar arguments as in the proof of Lemma 1, we get a level-2 block of size |R|/4 .
The partitioning process can now be generalized. We generate blocks of level-(i+1) partition from the blocks of level-i partition, i ≥ 1, as follows. For each element id ∈ P (i, k), we compute j = k/r and
radix-r code of the element id. We then map id to id = ( α/r j+1 ) × r j + α MOD r j , so that all the elements in P (i, k) are now mapped to a set of integers {0, 1, ..., r m−i −1} via a one-to-one and onto mapping. These id values, corresponding to the elements of P (i, k), are used to re-code the elements of P (i, k) into (m − i − 1)-digit radix-r numbers to generate the blocks of level-(i + 1) partition. This successive partitioning scheme is illustrated by a partition tree in which V is the root with blocks P (1, k) as its children, and at every successive level i, 1, k) . An example partition tree for r = 4 and n = 64 is shown in Figure 1 . Note that at level i (root considered to be at level i = 0), we get the blocks
The partitioning process is formalized as shown in Figure 2 ; note that we assume the availability of a simple primitive (procedure) radix code (value, q, r, D) where value, q and r, are integer inputs, and D is a q-dimensional output array of integers; it converts the integer "value" (0 ≤ value ≤ r q − 1) to a q-digit radix-r number and stores the digits in locations D(0) through D(q) (from least significant digit to most significant digit). Proof. Since |R| ≤ n/(r/2) i , ∀ i ≥ 0, we can apply level-1 partitioning on elements of R to get at least one block, say R s , of size at most (n/2)/(r/2) i . If i ≥ 1, then (n/2)/(r/2) i ≤ n/r, (for r ≥ 2) and hence, we can apply level-2 partitioning on block R s . We use induction on j, 1 ≤ j ≤ i + 1 to show that it is possible to successively apply level-1 through level-(i + 1) partitioning on the smallest block at each step. The induction hypothesis is true for j = 1 and j = 2. Assume it holds up to level-j partitioning. Hence, after level j partitions (j < i + 1), we get at least one block, say R s , which contains at most |R|/2 j elements of R.
Lemma 4. Given an arbitrary subset R of V such that |R| ≤ n×(
It is now possible to apply level (j + 1) partitions on R s . Thus, the induction hypothesis is verified to be true for all values of j up to i + 1.
Theorem 1. Given any arbitrary subset
R of V , 2 h ≤ |R| ≤ 2 h+1 − 1, h ≥ 0 and n ≥ r h (2 h+1 − 1)/2 h ,
there exists at least one block of level-j partitioning, j ≤ h, which contains only one element of R.
Proof. It follows from the previous discussions that every time we apply the partitioning scheme corresponding to a specific level on a given set of elements, there will be at least 
Transmission Schedule
We use the successive partitioning scheme, developed in the previous section, to design the transmission schedule of an arbitrary node in an ad hoc network. Consider a given node with identification number my id; the node knows only its own identification number and n, total number of nodes in the network and ∆, the degree of the network. Given ∆, we compute h such that 2 h ≤ ∆ < 2 h+1 . The node then computes the blocks of the level-h partitioning, P (h, k), 0 ≤ k ≤ r h m! (m−h)! − 1. In each frame, the node with identification number my id will transmit during a time slot or round k iff my id ∈ P (h, k). The details of the pseudo-code for the protocol to be used at each node to compute its own transmission slot or round is given in Figure 3 . Note that F lag[] is a two dimensional array and T [] is a one-dimensional array; F lag(i, j) is set to 1 iff my id value of a node belongs to the block P (i, j), and T (k) is set to 1 iff F lag(h, k) is set to 1. F lag and T are both initialized to all zero values. The variable offset is used for properly numbering the partition blocks at any level. 
