A nonstandard set theory * ZFC is proposed that axiomatizes the nonstandard embedding * . Besides the usual principles of nonstandard analysis, all axioms of ZFC except regularity are assumed. A strong form of saturation is also postulated.
Introduction.
For practitioners, the most popular foundational approach to nonstandard methods is the so-called superstructure approach, introduced by A. Robinson and E. Zakon in [RZ] . Roughly speaking, it consists of two superstructures V (X) and V (Y ), namely the standard model and the nonstandard model, and of a mapping * : V (X) → V (Y ), namely the nonstandard embedding, which provides a transfer principle for elementary properties. The κ-saturation property is also usually assumed, for a suitable cardinal κ.
1 Though well-suited for applications, such an approach reveals limitations from a foundational point of view. Superstructures consist of sets of finite rank in the cumulative hierarchy, thus modeling only a fragment of set theory, and different superstructures are needed to treat different problems. Another criticism is that, in principle, nonstandard methods are not concerned with superstructures. Also, it seems esthetically desirable to include the nonstandard techniques within a unified axiomatic system. Since the seventies, the search for a general framework for nonstandard methods led to the formulation of several axiomatic approaches.
2 Those studies revealed serious foundational difficulties. Most notably, the core problem that every nonstandard theory has to deal with is Hrbàcek paradox [Hr] , namely the inconsistency of the usual principles of nonstandard analysis and set theory, in the presence of unlimited levels of saturation. In this paper we show that the above paradox can be overcome because universes of full nonstandard set theory can be constructed which have, in some precise sense, the "feel" of unlimited saturation. The axiomatic theory * ZFC presented in this paper is an extension of the traditional foundational framework of mathematics, namely ZFC, where only the regularity axiom is dropped. Nonstandard arguments can be embedded in * ZFC in a fashion that is consistent with the superstructure approach. Thus, the superstructure practitioner willing to adopt * ZFC as an axiomatic system, needs to change nothing with respect to his/her familiar definitions and notation, and he/she can carry out all usual nonstandard proofs without change. Other features of * ZFC are that all objects of ordinary mathematics can be considered as standard sets, and that external sets are available without restrictions, because all constructions of ordinary mathematics are allowed. Moreover, a strong form of saturation is assumed which, in most cases occurring in practice, is virtually equivalent to unlimited saturation. As for its strength as a formal system, * ZFC is a conservative extension of ZFC. This is a straight consequence of a more general result (Theorem 3.3) stating that every model of ZFC is elementarily embedded into the wellfounded part of some model of * ZFC. The theory * ZFC was first presented at the International Congress on Nonstandard Analysis and its Applications, held in Edinburgh, August 1996. A previous version appeared in [D2] .
Throughout the paper, we will work in Zermelo-Fraenkel set theory with choice, but we will not assume regularity except where explicitly noted. We shall use freely standard facts and notation of set theory and model theory, the default references being [Ku] and [CK] , respectively. In a nonwellfounded context, an ordinal is defined as a transitive set which well-ordered by ∈. A cardinal is an initial ordinal. We informally use classes to denote extensions of formulas in the style of [Ku] , and use boldface letters to denote them. A proper class is a class which is not a set. V will denote the universal class of all sets; WF the class of wellfounded sets; and ON the class of ordinals. §1. The theory * ZFC. The theory * ZFC is formulated in the first-order language consisting of a symbol ∈ for the membership relation and of a symbol * for the nonstandard embedding. Its axioms are the following six groups of sentences.
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All axioms of Zermelo-Fraenkel set theory with choice are assumed, with the only exception of regularity. The separation and replacement schemata are also assumed for formulas cointaining the * symbol.
Thus all arguments of ordinary mathematics can be formalized within * ZFC. We remark that the axiom of regularity cannot be assumed if we want a (nontrivial) nonstandard extension for each infinite set. For instance, as any nonstandard model of the natural number system is not wellordered, the nonstandard extension * ω of the Von Neumann natural numbers is necessarily nonwellfounded. On the other hand, regularity is never used in the practice of mathematics, with the only exception of some results in set theory and general topology.
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Definition. The class S of standard sets is the class WF of wellfounded sets.
In particular, elements of standard sets are standard sets and the collection S of standard sets is a model of ZFC. In the "standard" set theory, every set is wellfounded. Thus it seems appropriate to consider S as the universe of "standard" mathematics. In the following, "x ∈ S" will be a short-hand for the ∈-formula that says: "x is a wellfounded set", that is
2. * gives a mapping with domain S.
As * is not defined for all sets, we had to formally consider it as a binary relation symbol. However, in the following we will abuse notation and directly use * as a function.
4 The above axiom states that each object A of "standard" mathematics, has its nonstandard extension * A. Exactly as in the superstructure approach, we give the Definition. The class of internal sets is the collection I = {a : a ∈ * b for some b ∈ S}. A set x / ∈ I is called external.
The next axiom postulates a convenient property for internal sets which is always assumed in the literature.
3. I is a transitive class, i.e. elements of internal sets are internal.
∀x ∀y (x ∈ y ∧ y ∈ I) → x ∈ I 4. Transfer principle schema. For every ∈-formula ϕ(x 1 , . . . , x n ), the following is an axiom:
Typical examples of such results are theorems in set theory concerning the structure of the universal class, namely the Mostowski collapse theorem, the Cumulative hierarchy theorem and the ∈-induction theorem. Notice that in a nonwellfounded context, every result which is essentially grounded on the axiom of regularity can be directly reformulated as a property relative to the class of wellfounded sets. For instance, Mostowski theorem can be restated as follows: "Any extensional wellfounded binary structure is isomorphic to a transitive wellfounded set", etc.
4 Precisely, we shall write "y = * x" instead of "∀z * (x, z) → z = y", and "y ∈ * x" instead of "∀z * (x, z) → y ∈ z". When writing * x, we implicitly assume that x ∈ S.
5 Recall the notion of relativized formula. If C = {x : σ(x)} is a class and ϕ is a formula, the relativization ϕ C is the formula obtained from ϕ by replacing each quantifier ∀x and ∃x with its restricted form ∀x ∈ C (i.e. ∀x σ(x) → . . .) and ∃x ∈ C (i.e. ∃x σ(x) ∧ · · ·), respectively.
In other words, a first-order property (in the language of set theory) holds in the standard universe S about standard objects a 1 , . . . , a n if and only if the same property holds in the internal universe I about the corresponding nonstandard extensions * a 1 , . . . , * a n . In a model-theoretic language, the transfer principle postulates that the nonstandard extension map * : S, ∈ → I, ∈ is an elementary embedding. We remark that the above transfer principle schema can be equivalently reformulated as a single axiom. Precisely, by assuming 1 and 2, the following is proved:
6
• 3 and 4 hold if and only if all Gödel's operations are preserved under * .
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We now turn to an axiom on the ∈-structure of the universal class. It is a weakened form of regularity that can be retained in our nonwellfounded context. Although it has relevance from a (nonstandard) set-theoretic point of view, we remark that it has no effect on the practice of nonstandard analysis.
Weak Regularity.
Every set is wellfounded over the class of internal sets.
It is easily proved (by assuming the previous axioms) that weak regularity is equivalent to the non-existence of ∈-descending chains a o a 1 . . . a n . . . where all a n 's are external sets.
A fundamental tool in nonstandard analysis is the following κ-saturation property, where κ is a given cardinal.
"If a (nonempty) family of internal sets has cardinality less than κ and it is closed under intersections, then it has nonempty intersection"
If a cardinal κ is defined by an ∈-formula in S, then the κ-saturation property holds. More formally, for every ∈-formula ϕ(x) having exactly one free variable, the following is assumed.
6 See for instance [D4] . 7 A complete list of Gödel's operations can be found in [Je] §11.
Though formally no constant symbol is allowed in the language of set theory, nevertheless in practice certain cardinals are used as constants (e.g. 17, ω, ℵ 13 , Beth ω , the first inaccessible cardinal, the 7th measurable cardinal, the least cardinal such that a certain property fails, etc.) This can be done because such cardinals are uniquely defined by a formula and it is possible to consider them as "definable" constants, irrespective whether their existence is provable or not. Roughly speaking, this means that every cardinal that can be explicitly mentioned is "definable". E.g. the following is an axiom of * ZFC: "If the first inaccessible cardinal ν exists, then the ν-saturation property holds." §2. Working in * ZF C. The next result shows that, in typical situations occurring in practice, saturation schema 6 provides the full strength of saturation, without restrictions on cardinalities. Let ϕ(x) be a given ∈-formula having exactly one free variable. Proof. By contradiction, assume that ϕ S (x) fails for some standard x. Let ν be the least cardinality of a counter-example a. Notice that ν is defined by an ∈-formula in S. Hence, the ν + -saturation property holds, and by the hypothesis ϕ S (x) holds for all standard x with |x| ≤ ν. A contradiction with ¬ϕ S (a). 2
Suppose that for any κ, we can prove that a certain standard property is true for all standard sets with cardinality less than κ, provided κ-saturation is assumed. Then, by the previous theorem, that property is actually proved for all standard sets. A typical example that shows how theorem 2.1 can be used in practice, is the following. Recall the nonstandard characterization of compactness in topology.
(•) Assume κ-saturation. If X is a (standard) topological Hausdorff space with |X| < κ, then X is compact if and only if for every ξ ∈ * X, there is some x ∈ X with ξ ≈ * x.
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Making use of (•), a nice and short nonstandard proof of Tychonoff theorem is obtained. Precisely, the following is proved For all families {X i : i ∈ I} of compact topological Hausdorff spaces where |X i | < κ for all i ∈ I and |I| < κ, the topological product space i X i is compact.
By theorem 2.1, the above result actually proves Tychonoff theorem for all standard topological spaces, without restrictions on cardinalities.
A consequence of the axiom of choice is that every set is in bijection with some ordinal. In particular, the following holds.
Proposition 2.2 ( * ZFC) Every set is in bijection with some standard set.
As a consequence, one can apply the map * to any (possibly external) mathematical structure, simply by considering an isomorphic standard copy of it. For example, if L is a Loeb measure space, one can take a standard isomorphic copy L ∼ = L, consider its nonstandard extension * L , and then apply the nonstandard methods to it.
9 The next theorem gives some information about the structure of the universe of * ZFC. 
Proof. (i) ⇐ is easily proved by induction on the finite rank ρ(a) = min{k : a ⊆ V k }. Vice versa, it is enough to prove that for every standard B / ∈ V ω , * B is not wellfounded. To this end, transfer the property "∀n ∈ ω ∃x ∈ B x / ∈ V n " and get "∀ξ ∈ * ω ∃x ∈ * B x / ∈ V ξ " (here we are considering the standard mapping n → V n for n ∈ ω and its nonstandard extension ξ → V ξ for ξ ∈ * ω). Take an infinite ξ (i.e. ξ > n for all n ∈ ω) and
The following property holds:
By replacement, the collection {α ξ : ξ ∈ x} is a set and we can consider its supremum λ. Thus 9 Actually, with some limitation in the use of saturation. In fact, the cardinality of such a set L is larger than any ∈-definable cardinal.
10 Recall the cumulative hierarchy over a given set X. V 0 (X) = X; V α+1 (X) = Vα(X) ∪ P(V α (X)); V β (X) = α<β V α (X) if β is limit. We simply write V α to mean V α (∅).
11 Limit ultrapowers are a generalization of the ultrapowers. Definition and basic results can be found in [CK] §6.4. d α denotes the canonical diagonal embedding.
). Now, assume by contradiction that there is a set a with a / ∈ V α ( * V α ) for every α. By the above property a ⊆ α V α ( * V α ) for all α, so there is an element a 1 ∈ a with a 1 / ∈ V α ( * V α ) for all α. By iterating, we obtain an ∈-descending chain of external elements a a 1 a 2 . . . against weak regularity. (iii) Proceeding by transfinite induction on α, the only nontrivial case is when
) is internal, then by transitivity of I and by the inductive hypothesis, ξ ⊆ * V β (A). By transferring the standard ∈-property, we get:
∈ is a complete embedding, i.e. an elementary embedding with respect to the complete language containing one symbol for each constant, function and relation over V α . This fact straightforwardly follows from the transfer principle schema. Then apply Keisler's characterization theorem on limit ultrapowers (see [CK] Theorem 6.4.10).
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Now, let σ(x) be an ∈- * -formula.
Theorem 2.4 ∈-Induction over I ( * ZFC) Suppose that ∀x ∈ I σ(x) and suppose that, for every set A, the following holds: (∀a ∈ A σ(a)) → σ(A). Then ∀x σ(x).
Proof. By contradiction, assume ¬σ(A) for some set A. Then there must be some a 1 ∈ A with ¬σ(a 1 ). Notice that ¬σ(a 1 ) ⇒ a 1 / ∈ I. Again, there must be an element a 2 ∈ a 1 with ¬σ(a 2 ) and a 2 / ∈ I. By iterating we get an ∈-descending chain A a 1 a 2 . . . of external elements, against weak regularity.
12 Then for any given ∈- * -sentence σ, the following holds.
Theorem 2.5 Reflection Principle (
β<α W β if α is limit, one can carry out within * ZFC the same proof of the Reflection Principle as done within ZFC (see for instance [Ku] Ch.IV §7.).
We now prove the fundamental.
Theorem 2.6 Standardization Property ( * ZFC) For every set A, the following collections are sets:
Proof. By theorem 2.3,
By the separation axiom, it is straighforwardly seen that the collection o A = {b ∈ 12 Notice that W α is a proper subset of V α ( * V α ) for all limit α.
V α+α : * b ∈ A} is a set. Also (ii) directly follows from the separation axiom. 2
The standardization property states that the preimage of any set under the function * is a set. This seems to be a very natural property to have, in that it allows the use of the nonstandard embedding when defining sets. Although it is trivially satisfied in the superstructure approach, we remark that in most of the axiomatic approaches appeared in the literature, standardization is either added as an axiom (e.g. Hrbacek's NS 1 , Nelson's IST, Fletcher's SNST) or it is false in its general form (e.g. Kawai's NST).
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The axiom of regularity implies the existence of a wellordered valued rank function ρ : V → ON where ρ(a) = sup{ρ(a ) + 1 : a ∈ a} if a = ∅ and ρ(∅) = 0. Although nonwellfounded, the universe of * ZFC retains a "pseudorank" function. Precisely, the following holds.
Theorem 2.7 ( * ZFC) There is a linearly ordered class λ and a rank function R : V → λ that satisfies:
Proof. It is a modification of arguments in the proof of the Representation Theorem of [D1] . Thus we only give a sketch and refer the reader to that paper for more details. The starting point is the familiar von Neumann rank ρ : S → ON defined on the class of wellfounded sets. By transfer we get a rank function for internal sets R : I → * ON where R(x) = sup{R(x ) + 1 : x ∈ x} if x = ∅ and R(∅) = 0. Precisely, R is defined as the union α * ρ α where ρ α : V α → α is the restriction of ρ to the first α levels in the hierarchy. Now, let the ordinal α be given. Take λ α , < to be the Dedekind order-completion of the linearly ordered set * α, ∈ . Then replace every new element x ∈ λ α \ * α with a copy ON x = {β x : β ∈ ON} of the ordinals, and identify 0 x with x.
. Thus R α is compatible with R. Repeat this construction of λ α and R α for all ordinals α. Notice that, without loss of generality, we can assume λ β ⊆ λ α when β ≤ α. Since {R α : α ∈ ON} is a family of pairwise compatible functions, by taking the unions R = α R α and λ = α λ α , the universal rank function
As for (iii), if ξ ∈ * α for some ordinal α, apply transfer to the standard property "∀x ∈ α ρ α (x) = x" and get
Denote by L * = {∈, * } the language of * ZFC. In the following we will argue in ZFC (including regularity).
Definition. An inner model U for the language L * is determined by a formula u(x), which defines the universe U = {a : u(a)}; by a formula E(x, y) defining the interpretation of the membership relation symbol; and by a formula ⊗(x, y) defining the interpretation of the * symbol.
For convenience, we will abuse notation and write aEb instead of E (a, b) and denote the inner model U = U, E, ⊗ as a triplet. Notice that in general U, E and ⊗ are proper classes. The satisfaction relation is straightforwardly defined by induction on the complexity of formulas.
15 Starting from formulas u (x, p), e(x, y, p), ⊗(x, y, p) , one can similarly consider the inner models U p = U p , E p , ⊗ p where p is a parameter. By functional correspondance we mean a class which is a function, i.e. a class of ordered pairs Θ = { x, y : ϑ(x, y)},
Definition. A functional correspondance Θ is an ∈- * -isomorphism between the inner models U = U, E, ⊗ and U = U , E , ⊗ if:
In case only (i) and (ii) are satisfied, we say that Θ is an ∈-isomorphism.
Notice that properties (i), (ii) and (iii) above are formulas in the language of set theory. If the inner models U ∼ = U are isomorphic, then the equivalence "U |= σ ⇔ U |= σ" holds for every L * -sentence σ. 16 In the following, we denote by * ZFC o the theory * ZFC without the axiom schema of saturation. The next theorem is proved in the Appendix.
Theorem 3.1
There exists an inner model with parameter U p = U p , E p , ⊗ p and a formula ϑ (x, y, p) such that ZFC proves the following for every ultrafilter D: x, y : ϑ(x, y, D) } is an ∈-isomorphism between the universe V, ∈ and WF U D , the wellfounded part of U D . and ⊗(a, b) ; U |= σ ∧ τ if U |= σ and U |= τ ; etc. Notice that, for every formula σ of L * , "U |= σ(x 1 , . . . , x n )" is a formula in the language of set theory.
16 For more on the notion of inner (or syntactical) model, we refer the reader to [Ho] Ch. 5. 17 By definition, WF U D is the ∈-submodel of U D whose universe is the class {u ∈ U D : U D |="u is wellfounded"}.
property".
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As a direct consequence, we get 
In particular, * ZFC is a conservative extension of ZFC. 
APPENDIX (Proof of Theorem 3.1).
The following proof can be seen as the counterpart within ZFC of the construction of pseudo-superstructures given in [D1] in a nonwellfounded context.
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Here, binary structures will be considered instead of transitive classes, and a "simulation" of the powerset operator will be used to construct a von Neumann hierarchy over an ultrapower of the universe. Since we deal with "nonstandard" membership relations over proper classes, some caution is needed in order to give a correct formalization of our proof. However, since all arguments involved should be in principle clear, we only give an outline of the construction of U D . Let D be a given ultrafilter over a set I and let ∼ denote the corresponding equivalence relation on the class of functions with domain I, that is We now have to accomodate external sets so to get the whole model. To this end, we consider the von Neumann hierarchy. Precisely, start with U 0 = V I D , ε , and let χ 00 be the identity map on U 0 . Proceeding by transfinite induction, assume that structures U β = U β , ε β together with end extensions χ β β : U β → U β have been defined for all β ≤ β < α in such a way that compositions χ β β • χ β β = χ β β commute for all β ≤ β ≤ β < α and χ ββ is the identity map on U β . Recall that an end extension χ : A, E → B, F is a 1-1 ∈-homomorphism where images pick no new elements, i.e. bF χ(a) ⇔ b = χ(a ) for some a Ea. If α = γ + 1 is a successor, define U γ+1 . = {x : x ⊂ U γ is a set} and let χ γ,γ+1 : a → {a ∈ U γ : a ε γ a} ∈ U γ+1 . The membership relation on U γ+1 is defined as follows: xε γ+1 x ⇔ x = χ γ,γ+1 (a) for some a ∈ x . As a consequence, χ γ,γ+1 : U γ → U γ+1 in an end extension. The remaining end extensions are then defined by composing χ β,γ+1 = χ γ,γ+1 • χ β,γ for all β < γ. If α is limit, the structure U α and the end extensions χ βα for β ≤ α, are defined as the direct limit of the system {U β ; χ β β } β ≤β<α . Finally, let { U D , E D ; χ α } α∈ON be the direct limit of the whole family S = {U α ; χ βα } β≤α∈ON .
20 Notice that, in a way, the direct system S "simulates" an increasing ON-sequence of transitive classes. Since all χ βα are end extensions, for any x ∈ U D , the collection {x ∈ U D : x E D x} of its E D -elements is a set. Now, recall the following well-known property. "Suppose T is a transitive class such that for every set x, x ⊂ T implies x ∈ T. Then T, ∈ |= ZFC − ". Similarly, it is proved that U D , E D |= ZFC − as a consequence of the following fact. "If a set x ⊂ U D , then there exists a ∈ U D such that x = {x ∈ U D : x E D a}". By definition, each U α is obtained from U 0 by iterating α times a "simulation" of the power set operator. As a consequence, a natural copy of V α is enclosed in U α , and an isomorphism Θ D between the universal class V = α∈ON V α and a subclass V ⊂ U D is defined. It is then straightforwardly checked that V is the wellfounded part of U D , E D . The interpretation ⊗ D of the nonstandard embedding is defined as the isomorphic copy of the diagonal embed- 
