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Neocortical microcircuits of primary sensory cortices play prominent roles in processing peripheral input.
The same cortical microcircuits are also spontaneously active, which profoundly influences sensory process-
ing. In this issue of Neuron, Sakata and Harris compare spontaneous and sensory-evoked activity in rat
primary auditory cortex, finding interesting similarities and important differences.Diverse patterns of spontaneous electrical
activity of the neocortex reflect different
internal brain states (Buzsaki and Dra-
guhn, 2004; Poulet and Petersen, 2008;
Haider and McCormick, 2009). All mental
activity, including sensory processing,
motor control, learning, and cognitive
processing, must occur in concert with
the ongoing spontaneous brain activity.
Indeed, ongoing spontaneous cortical
activity and differences in brain states
strongly affect sensory processing and
perception (Castro-Alamancos, 2002;
Crochet and Petersen, 2006; Ferezou
et al., 2007; Otazu et al., 2009). Investi-
gating the structure and dynamics of
spontaneous cortical activity and the way
it interacts with sensory-evoked activity is
therefore of key importance to under-
standing the mechanisms of higher brain
function.
The coordinated activity of many
neurons communicating synaptically
within recurrently connected neuronal
networks is thought to underlie the spon-
taneous neocortical activity. The best
understood patterns of neocortical spon-
taneous activity are the slow oscillations
that dominate during anesthesia, slow-
wave sleep, and quiet wakefulness
(Haider and McCormick, 2009). During
these resting brain states, slow large-
amplitude membrane potential fluctua-
tions are highly synchronous in all nearby
neurons (Volgushev et al., 2006; Poulet
and Petersen, 2008). These slow oscilla-
tions can be generated internally within
the cortex (Sanchez-Vives and McCor-
mick, 2000; Timofeev et al., 2000) and
propagate in a wave-like manner across
large horizontal distances (Ferezou et al.,
2007). Although all neurons exhibit298 Neuron 64, November 12, 2009 ª2009 Esubthreshold spontaneous activity, there
is now converging evidence from extracel-
lular recordings (de Kock and Sakmann,
2009), two-photon calcium imaging (Kerr
et al., 2005), and whole-cell recordings
(Crochet and Petersen, 2006; Lee et al.,
2006; Poulet and Petersen, 2008) that
action potential firing in excitatory neurons
of the supragranular layers 2/3 (L2/3) is
sparse even during locomotion (Lee
et al., 2006) and active sensory processing
(Crochet and Petersen, 2006). In contrast,
spontaneous action potential firing rates
are much higher in infragranular layer 5
(L5) excitatory neurons (de Kock and Sak-
mann, 2009). However, to date there have
been very few studies simultaneously
recording the spatiotemporal dynamics
of supragranular and infragranular layers.
In this issue of Neuron, Sakata and Harris
combine single-unit extracellular record-
ings from identified cortical neurons and
multisite electrophysiological recordings
to shed new light on the laminar structure
of both sensory-evoked and spontaneous
action potential firing in the primary audi-




Using linear silicon probes inserted verti-
cally into the primary auditory cortex
such that recording sites were located
across all layers in a single column, Sakata
and Harris found that auditory-evoked
spiking responses were initiated in L4
and upper L6 (Figure 1A). This is in excel-
lent agreement with expectations from
anatomical, single-unit latency, and local
field potential current source density
analyses. Thalamocortical afferents signallsevier Inc.sensory information to primary sensory
cortical regions. These glutamatergic
axonal arborizations terminate densely
in L4, with an additional but less-dense
innervation of upper L6. The first
responses evoked in the neocortex are
therefore directly driven by the thalamic
input in the locations where the thalamo-
cortical axon density is highest. Subse-
quently, the auditory evoked response
propagated into the supragranular L2/3
and infragranular L5/6, presumably in
large part driven by the powerful output
connectivity of L4 neurons to all other
layers in a cortical column (Lefort et al.,
2009).
When Sakata and Harris used the same
recording methods to analyze sponta-
neous events, they found a very different
pattern of activity. Spontaneous events
initiated in L5/6 (Figure 1B). In some
cases, the spontaneous activity remained
confined to the infragranular layers, and
no action potentials were observed in
the supragranular layers. During other
spontaneous events, the activity of L5
neurons propagated into the supragranu-
lar layers. The major difference comparing
sensory-evoked and spontaneous activity
is therefore the site of initiation. Sensory-
evoked activity begins in L4 (and upper
L6), whereas spontaneous activity begins
in L5 (and L6). That spontaneous activity
in vivo initiates in L5 is in excellent agree-
ment with previous in vitro experiments
(Sanchez-Vives and McCormick, 2000).
Layer 5 neurons are intrinsically more de-
polarized than L2/3 neurons, on average
being 10 mV closer to action potential
threshold (Lefort et al., 2009). In addition,
L5 neurons are strongly synaptically
coupled to other nearby L5 neurons in
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cuit. The properties of L5 neurons
may therefore endow these neurons
with greater excitability and the possi-
bility to initiate spontaneous waves of
excitation. Within the cortical column,
L5 neurons have relatively weak con-
nections to L2/3 (Lefort et al., 2009),
which might underlie the poor propa-
gation of spontaneous activity into
supragranular layers observed by
Sakata and Harris.
Using multishank parallel probes
or linear probes inserted parallel to
cortical layers, the authors also
studied the lateral propagation of
sensory-evoked and spontaneous
suprathreshold activities. They found
that both sensory-evoked and spon-
taneous suprathreshold activities
have a relatively limited horizontal
spread in superficial layers and a
more extended propagation in deep
layers (Figure 1). Their results thus
suggest a more localized cortical
coding in superficial layers.
It should be noted that the weak
suprathreshold activity with limited
lateral spreading in the superficial
layers contrasts with the widespread
response and propagation of sub-
threshold activity observed in superfi-
cial layers with intracellular recordings
and voltage-sensitive dye imaging
(Volgushev et al., 2006; Ferezou
et al., 2007). So it appears to be
primarily at the level of action poten-
tial firing that major differences are
found between cortical layers.
‘‘Sparse’’ Firing inSupragranular
Layers and ‘‘Dense’’ Firing
in Infragranular Layers
Themeanfiring rate of cortical neurons
in vivo and whether information is en-
coded by ‘‘sparse’’ or ‘‘dense’’ activity
is intensely debated. In their simulta-
neous recordings in different cortical
layers, Sakata and Harris found
evidence for a coexistence of both
sparse and dense types of activity. In
general, L5 pyramidal neurons fired at
high rates during both spontaneous and
evoked activity, whereas L2/3 pyramidal
neurons overall fired at low rates during
both types of activity. These results
confirm and extend a recent juxtacellular
study in somatosensory cortex (de Kock
and Sakmann, 2009). Such dense firing in
L5 might imply a population rate encoding
of information, whereas the sparse firing
in L2/3 suggests a cell-specific temporal
code.
Interestingly, Sakata and Harris (2009)
also found remarkable cell-by-cell corre-
lations between sensory-evoked and
spontaneous firing rates. Neurons
that fired many action potentials
during spontaneous events also fired
many action potentials in response
to auditory stimuli. Conversely
neurons that fired few spontaneous
action potentials, also fired little
during auditory stimulation. In part,
this result reflects layer-specific
differences in firing rates, but the anal-
ysis of Sakata and Harris shows that
the correlation between spontaneous
and evoked firing rates holds true
even within a given layer. Thus, there
appear to be some neurons in each
layer that are orders of magnitude
more active than other nearby
neurons. Perhaps the less active
neurons provide a ‘‘reserve pool’’
useful for learning, or perhaps under
different behavioral conditions these
less active neurons will become highly
active and play a prominent role. It will
certainly be of enormous interest to
learn what makes some neurons so
much more active compared to their
neighbors.
Future Perspectives
The data of Sakata and Harris
provide fundamental insight into the
dynamics of neocortical network
activity. Although they confirmed
basic results in awake recordings,
most of the data were collected
from anesthetized animals and, in
future studies, it will therefore be of
great importance to further examine
cortical dynamics during different
brain states and during different
behaviors. In particular, active
behaviors have been shown to
suppress the slow large-amplitude
cortical spontaneous activity; to
decorrelate subthreshold membrane
potential changes of nearby neurons;
and to reduce the amplitude and the
lateral extent of sensory responses
(Castro-Alamancos, 2002; Crochet
and Petersen, 2006; Ferezou et al.,
2007; Poulet and Petersen, 2008), thus
potentially shifting cortical circuits into
a dramatically different operating mode.
Applying the high-density extracellular
recording technique used here is sure
to provide exciting data for many years
to come.
Figure 1. Schematic Representation of the
Spatiotemporal Dynamics of Sensory-Evoked and
Spontaneous Cortical Activity
(A) Sensory information relayed from the thalamus arrives
predominantly in layer 4 (and to a lesser extent in upper
layer 6) of the neocortex. This glutamatergic input drives
neurons in layer 4 (and layer 6) to fire action potentials
(red-orange). Local excitatory synaptic connections within
the same cortical column signal sensory information to
neurons in supragranular layers 2/3. Most layer 2/3 neurons
depolarize (blue), but only few fire action potentials.
Neurons in infragranular layers 5/6 also depolarize and fire
many action potentials spreading information horizontally.
(B) Spontaneous activity in a given cortical column may be
initiated by lateral inputs or by intrinsically active layer 5
cortical neurons. The spontaneous activity begins in
neurons located in infragranular layers 5/6, which fire
many action potentials. This activity depolarizes neurons
in supragranular layers, which fire sparse action poten-
tials. In addition, the spontaneous layer 5 activity also
propagates laterally within layer 5, although the spread
is slower than for sensory-evoked activity. The early
events driving spontaneous activity are therefore very
different from sensory-evoked activity. However, later in
the response, the laminar structure of sensory-evoked
and spontaneous activity becomes similar.Neuron 64, November 12, 2009 ª2009 Elsevier Inc. 299
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Imagine being at a cocktail party, trying to
understand a friend who is telling you
about his latest daring exploits. In the
background, there is the din of noisy
chatter and loud music is playing. To better
understand whatyour friend is saying, your
brain has two possibilities: to use directed
attention to tune out irrelevant sounds or to
enhance the acoustic speech signal by
integrating visual information about your
friend’s lip movements. Both attentional
selection and cross-modal integration
are important mechanisms to structure
sensory information and enhance our
perceptual abilities. As a study in this issue
of Neuron shows (Lakatos et al., 2009),
when operating in primary sensory
cortices, both attentional selection and
cross-modal integration might rely on the
same neurophysiological mechanism—
modulation of ongoing oscillatory activity.
A role of oscillations in attention is sug-
gested by reports of different rhythms
300 Neuron 64, November 12, 2009 ª2009Haider, B., and McCormick, D.A. (2009). Neuron
62, 171–189.
Kerr, J.N., Greenberg, D., and Helmchen, F.
(2005). Proc. Natl. Acad. Sci. USA 102,
14063–14068.
Lee, A.K., Manns, I.D., Sakmann, B., and Brecht,
M. (2006). Neuron 51, 399–407.
Lefort, S., Tomm, C., Sarria, J.C.F., and Petersen,
C.C.H. (2009). Neuron 61, 301–316.
Otazu, G.H., Tai, L.H., Yang, Y., and Zador, A.M.
(2009). Nat. Neurosci. 12, 646–654.s a Mechanism
ttentional Control
ics, Spemannstrasse 38, 72076 Tu¨bingen, Germ
e
odal integration might partly rely on t
s et al. in this issue of Neuron show
ory activity within the primary cortex
n primary cortices of other modalities
being enhanced during conditions of
focused attention (Fries, 2009; Schroeder
and Lakatos, 2009). A role of oscillations
in cross-modal integration, in addition, is
suggested by studies investigating early
multisensory influences. For example,
when stimuli presented to one modality
alter activity in primary cortices of another
modality, this often results in enhanced
oscillatory activity (Ghazanfar and
Schroeder, 2006; Senkowski et al., 2008).
In the new study, Lakatos and colleagues
now reason that if attention and cross-
modal influences in primary sensory
cortices are mediated via similar neuro-
physiological mechanisms, this would
provide a unique means for supramodal
attentional control to regulate both selec-
tion and binding of cross-modal informa-
tion at the same time. To test this experi-
mentally, they recorded neural activity in
primary visual and auditory cortices of
monkeys performing an intermodal selec-
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the respective stimulus was either at-
tended or ignored. To investigate the
involvement of oscillatory activity, they re-
corded laminar profiles of field potentials
and used these to calculate one-dimen-
sional current source density profiles
(CSD). Similar to local field potentials,
CSDs reflect rhythmic subthreshold ac-
tivity, such as synaptic potentials and
membrane fluctuations, but are less influ-
enced by volume conduction and allow
activity to be localized to the different
cortical laminae.
Overall, Lakatos and colleagues ob-
tained very comparable results whether
studying activity in visual or auditory
cortex. When recording from the same
sensory cortex as the target stimulus
(e.g., a visual stimulus when recording
from visual cortex), CSDs revealed
