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Abstract
The probability of small deviations of the determinant of the matrix AAT is
estimated, where A is an n × ∞ random matrix with centered entries having
joint Gaussian distribution. The inequality obtained is sharp in a sense.
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deviations
1. Introduction and main results.
We discuss the problem of estimating probabilities of small deviations for the
determinants of random matrices of a special type. The need for the result of this
kind emerged during obtaining the asymptotic expansion for the distributions of
canonical V -statistics of the third order (Borisov and Volodko). Moreover, the
problem itself seems to be of interest. Regarding the topic, there are papers de-
voted to the small deviations for the smallest singular values of random matrices
(see Adamczak et al. (2012) and references therein). As for results for determi-
nants, Li and Weil (2008) obtained the distribution of the determinant for the
i.i.d. Gaussian case. In the present work, we consider more general object, but
the result of Theorem 1.1 and Remark 1.2 below is not sharp for the case of i.i.d.
Gaussian entries (see Remark 1.4).
Let ((τij)
∞
i,j=1 be an array of centered jointly Gaussian random variables such
that
inf
aij
E

τkk − ∑
min(i,j)<k
aijτij


2
= 1. (1.1)
Let
detn := det (τij)
n
i,j=1 .
The result is as follows.
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Theorem 1.1. Under assumption (1.1) for any n ∈ N and any ε > 0 we have
P(|detn| ≤ ε) ≤ P
(
n∏
j=1
|Xj| ≤ ε
)
where Xj are i.i.d. N(0, 1)-distributed random variables.
Remark 1.2. Inequality becomes equality on diagonal matrices with independent
entries. Moreover, for the fixed n and ε→ 0,
P
(
n∏
j=1
|Xj| ≤ ε
)
∼
( 2√
2pi
)n
ε
| log ε|n−1
(n− 1)! . (1.2)
Corollary 1.3. Let A = {τij} be an n×∞ random matrix with centered entries
having joint Gaussian distribution. Suppose that for each k ≤ n,
dk := inf
{αij}
E
(
τkk −
∑
min(i,j)<k
αijτij
)2
> 0.
Then, for the fixed n and ε = ε(n) > 0 small enough,
P(
√
detAAT < ε) ≤ P(
n∏
j=1
|Xj| ≤ ε0) ∼
( 2√
2pi
)n
ε0
| log(ε0)|k
k!
, (1.3)
where Xj are i.i.d. N(0, 1)-distributed random variables,
ε0 =
ε∏n
i=1 |d1/2i |
.
Remark 1.4. For Gaussian matrices with independent entries estimate (1.3) is
not sharp. According Proposition 4.2 from [2], if M is a random matrix with
i.i.d. standard complex Gaussian entries, then
detMM∗ ∼
n∏
j=1
χ2j . (1.4)
It is not difficult to show that the density in zero of the product on the right hand
is bounded.
2. Proofs.
2.1. Proof of Theorem 1.1.
We use induction in n. Our main argument is a trivial one dimensional version
of Anderson inequality: for any centered Gaussian random variable Y , for any
r ∈ R, ε > 0 we have
P(|Y + r| ≤ ε) ≤ P(|Y | ≤ ε). (2.5)
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Let us introduce a σ-algebra,
Fn := σ{τij ,min(i, j) < k}.
It follows from the definition of the determinant that
detn = detn−1τnn + Vn,
where Vn is an Fn-measurable random variable. On the other hand, by (1.1) we
can write
τnn = Xn +Wn
where Xn is an N(0, 1)-distributed random variable independent of Fn andWn :=
E(Xn|Fn) is an Fn-measurable (also normal) random variable. It follows that
detn = detn−1(Xn +Wn) + Vn := detn−1Xn + V
′
n, (2.6)
where again V ′n is an Fn-measurable random variable.
Now the induction goes as follows
P(|detn| ≤ ε) = E P(|detn| ≤ ε|Fn)
= E P(|detn−1Xn + V ′n| ≤ ε|Fn)
≤ E P(|detn−1Xn| ≤ ε|Fn)
= P(|detn−1Xn| ≤ ε)
= E P(|detn−1Xn| ≤ ε|Xn)
= E P
(
|detn−1| ≤ ε|Xn|
∣∣Xn
)
≤ E P
(
n−1∏
j=1
|Xj| ≤ ε|Xn|
∣∣Xn
)
≤ E P
(
n∏
j=1
|Xj| ≤ ε|Xn
)
= P
(
n∏
j=1
|Xj | ≤ ε
)
,
and we are done.
Here the first equality is the total probability formula for conditional prob-
abilities or expectations. The second equality comes from (2.6). In the third
line we use that Xn is independent of Fn while V ′n, detn−1 are Fn-measurable.
Therefore, conditionnally on Fn the value V ′n is the constant while detn−1Xn is
a normal N(det2n−1, 0)-distributed random variable and we may apply to it in-
equality (2.5). In the fourth line we return to unconditional probability by the
same total probability formula as in line one. In the fifth line we re-condition
3
again, this time with respect to Xn. The sixth line is trivial. In the seventh line
we use that detn−1 and Xn are independent, hence conditional distribution of
detn−1 is the same as the inconditional one. Therefore, we may use inductional
assumption. The remaining lines are trivial. Theorem 1.1 is proved.
2.2. Proof of Remark 1.2.
P
(
|
n∏
j=1
Xj | < ε
)
= P
( n∑
j=1
log |Xj| < log ε
)
.
Here Xj are N(0, 1)-distributed random variables. Prove (1.2) by induction in n.
Denote
Sn =
n∑
j=1
log |Xj|.
Write down the density of log |X1|:
flog |X1|(u) =
2√
2pi
exp{−e2u/2 + u}.
Below suppose that t < 0 and |t| is large enough.
P(Sn < t) =
∫ ∞
−∞
P(Sn−1 < t− u)flog |Xn|(u)du. (2.7)
First, obtain the upper estimate of (2.7).
∫ ∞
−∞
=
∫ t+log log |t|
−∞
+
∫ log |t|
t+log log |t|
+
∫ ∞
log |t|
.
∫ t+log log |t|
−∞
≤ 2√
2pi
∫ t+log log |t|
−∞
eudu =
2√
2pi
et log |t| = o
(
et
|t|n−1
(n− 1)!
)
.
Here P(Sn−1 < t− u) and exp{−e2u/2} are estimated by 1.∫ log |t|
t+log log |t|
≤
( 2√
2pi
)n
et
∫ log |t|
t+log log |t|
(u− t)n−2
(n− 2)! (1 + o(1))du
=
( 2√
2pi
)n
et
|t|n−1
(n− 1)!(1 + o(1)).
In the second integral we used induction assumption.∫ ∞
log |t|
∼
( 2√
2pi
)n
et
∫ ∞
log |t|
(u− t)n−2
(n− 2)! exp{−e
2u/2}du
4
=
( 2√
2pi
)n
et|t|n−2
∫ ∞
log |t|
(u/|t|+ 1)n−2
(n− 2)! exp
{
− 1
2
e2(u−log |t|/2)+log |t|
}
du
≤
( 2√
2pi
)n
e3t/2
|t|n−2
(n− 2)!
∫ ∞
0
(u+ 1)n−2 exp
{
− 1
2
e2u
}
du = o
(
et
|t|n−1
(n− 1)!
)
.
Here we used induction assumption and the trivial fact, that the product of two
numbers exp{2u− log |t|} and |t| is greater than their sum.
Then find the lower estimate of (2.7):∫ ∞
−∞
P(Sn−1 < t− u)flog |Xn|(u)du
≥
( 2√
2pi
)n
et
∫ − log |t|
t+log |t|
(u− t)n−2
(n− 2)! (1 + o(1)) exp{−e
2u/2}du
≥
( 2√
2pi
)n
et
|t|n−1
(n− 1)!(1 + o(1)).
Remark 1.2 is proved.
2.3. Proof of corollary 1.3.
Lemma 2.1. Let A be an n×m-matrix, n ≤ m. Matrix B is obtained by adding
a column {a1, ..., an}T on the right of A. Then
detAAT ≤ detBBT .
Proof. If the rows of matrix A are linearly dependent then detAAT = 0 ≤
detBBT . Suppose that the rows are linearly independent.
Denote the rows of matrix A by A1, ..., An. Then
AAT = {〈Ai, Aj〉}i,j≤n; BBT = {〈Ai, Aj〉+ aiaj}i,j≤n.
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detBBT =
∣∣∣∣∣∣∣∣
〈A1, A1〉 ... 〈A1, An〉
〈A1, A2〉+ a1a2 ... 〈A2, An〉+ a2an
... ... ...
〈A1, An〉+ a1an ... 〈An, An〉+ a2n
∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣
a21 ... a1an
〈A1, A2〉+ a1a2 ... 〈A2, An〉+ a2an
... ... ...
〈A1, An〉+ a1an ... 〈An, An〉+ a2n
∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣
〈A1, A1〉 ... 〈A1, An〉
〈A1, A2〉+ a1a2 ... 〈A2, An〉+ a2an
... ... ...
〈A1, An〉+ a1an ... 〈An, An〉+ a2n
∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣
a21 ... a1an
〈A1, A2〉 ... 〈A2, An〉
... ... ...
〈A1, An〉 ... 〈An, An〉
∣∣∣∣∣∣∣∣
= detAAT +
∣∣∣∣∣∣∣∣
a21 ... a1an
〈A1, A2〉 ... 〈A2, An〉
... ... ...
〈A1, An〉 ... 〈An, An〉
∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣
〈A1, A1〉 ... 〈A1, An〉
a1a2 ... a2an
... ... ...
〈A1, An〉 ... 〈An, An〉
∣∣∣∣∣∣∣∣
+ ... +
∣∣∣∣∣∣∣∣
〈A1, A1〉 ... 〈A1, An〉
〈A1, A2〉 ... 〈A2, An〉
... ... ...
a1an ... a
2
n
∣∣∣∣∣∣∣∣
= detAAT +
∑
i,j≤n
(−1)i+jaiajMij ,
where Mij is a complementary minor to the element of matrix AA
T with coordi-
nates (i, j). The last equality comes from the row expansions of n determinants.
Then, the matrix of algebraic complements {(−1)i+jMij} of the positively definite
matrix AAT is also positively definite, because
{(−1)i+jMij} = detAAT (AAT )−1,
where (AAT )−1 is an inverse matrix of AAT . Then,∑
i,j≤n
(−1)i+jaiajMij = {a1, ..., an} × {(−1)i+jMij} × {a1, ..., an}T ≥ 0.
This fact finishes the proof of Corollary 1.3.
Proof of Remark 1.4 is analogous to the proof of Remark 1.2.
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