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Abstract
This thesis is devoted to the study of some aspects of perturbative QCD,
and in particular to the development of high-precision techniques for the
extraction of physical parameters such as structure functions, parton distri-
butions, and the strong coupling from the analysis of deep inelastic scattering
data. First, we will discuss scaling violations of singlet and nonsinglet trun-
cated moments, and the use of truncated momets to solve the Altarelli-Parisi
equation. Then we will suggest an approach based on neural networks to the
parametrization and interpolation of experimental data, which retains infor-
mation on experimental errors and correlations. The method of truncated
moments can be combined with the neural network fit to extract various
quantities of phenomenological interest in a bias-free way. As an example
of such application, we will discuss the determination of the strong coupling
constant.
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1Introduction
Quantum Chromodynamics (QCD) is believed to be the theory of strong
interactions. QCD as a gauge theory of quarks and gluons is unique among
renormalizable theories in providing a basis for the parton model within
the principles of relativistic quantum field theory and at present times it
stands as a main building block of the “Standard Model” of the fundamental
interactions.
The strength of electro-weak interaction is so weak that perturbation the-
ory is extremely reliable. Furthermore, the leptons are at the same time the
fields in the Lagrangian and the particles in the detector. The case of QCD
is different in both respects. Perturbative methods are only applicable in
those particular domains of strong interactions physics where the asymptotic
freedom can actually be reached. Although there are several attempts to
describe non-perturbative effects of QCD, at present times we have not yet a
solution of QCD in the low-energy domain. Also, QCD is a theory of quarks
and gluons, while the real world is made up of hadrons. Clearly, some model
is needed to match one to the other.
Essentially all physic aspects of present and future hadron colliders, from
particles searching beyond the Standard Model to electro-weak precision
measurements and study of heavy quarks, need a detailed information on
the hadronic initial states. Factorization is a central issue, as it allows to
separate perturbative and non-perturbative contributions. In particular, it
ensures that a non-perturbative quantity, as a structure function, is process
independent. As a consequence, we can extract structure functions from,
say, deep inelastic scattering processes, and use them as inputs for a hadron-
hadron collision. Thus, we need a knowledge as precise as possible on the
inputs of hadron colliders that we extract from other processes.
The present thesis is devoted to the study of some aspects of perturbative
QCD, and in particular to the development of high-precision techniques for
the extraction of phenomenological parameters such as structure functions,
1
Introduction
parton distributions, and the strong coupling from the analysis of deep in-
elastic scattering data. This analysis is usually characterized by theoretical
assumptions on the phenomenological parameters, such as the functional
parametrizations of the structure functions or the small-x behavior of parton
distributions. These assumptions introduce potentially large biases, whose
size is very hard to assess.
In this thesis we will develop methods to reduce the sources of theoretical
uncertainties. Specifically, we will first extend the method of truncated mo-
ments from its original formulation for the non-singlet parton distributions
to all flavor combinations. Truncated moments of parton distributions are
defined by restricting the integration range over the Bjorken variable to an
experimentally accessible subset x0 < x < 1 of the allowed kinematic range
0 < x < 1. As a consequence this method provides a way to avoid theoretical
biases on the small-x behavior of parton distributions.
Special attention will be devoted to the numerical implementation of the
technique of truncated moments. We will write the evolution equations for
truncated moments in a particular form, which has the advantage of increas-
ing the efficiency of the method considerably.
A crucial ingredient of most phenomenological analyses is the technique
adopted to interpolate experimental data, and to reproduce the correspond-
ing errors and correlations. We will suggest an approach to this problem
based on neural networks. We will show that with this method it is pos-
sible to extract information from experimental data without introducing a
functional parametrization of structure functions based on theoretical as-
sumptions. Errors and correlations of the data points will be determined by
a Monte Carlo technique. We will discuss results and details of the numeri-
cal implementation, based on a subset of the available experimental data for
unpolarized deep inelastic scattering.
The method of truncated moments can be combined with the neural
network fit to extract various quantities of phenomenological interest in a
bias-free way. Here, as an application, we will adopt these techniques to
determine the strong coupling constant. Other possible applications will be
sketched in the conclusions.
In Chapters 2 and 3 we will define our frameworks, i.e. QCD and the
parton model. Besides all the general issues, such as the QCD Lagrangian,
the Feynman rules, running coupling constant, deep inelastic scattering cross
section and parton distributions evolution equations, we will discuss in detail
some technical issues, such as the matching of the running coupling constant
at quarks mass thresholds and the change of factorization schemes, since they
are essential ingredients of our analysis.
In Chapter 4 we will introduce the method of truncated moments. We
will derive the relevant evolution equations and the corresponding solution.
2
Figure 1.1. General framework.
We will discuss the numerical accuracy of the technique, and the way it can
be implementeted for phenomenological applications.
Chapter 5 is a very brief introduction to neural networks and it is mainly
devoted to introduce the main algorithms and some practical rules. In Chap-
ter 6, we will first describe the main features of the experimental data, and
we will discuss under which conditions we can reproduce them by a Monte
Carlo technique. Then, we will address to the neural network fit of data, and
we will give details on the behavior of neural networks, such as their ability
of finding an underlying law, and on the way we have to train them.
As an application, the efforts of the previous Chapters will be used in
Chapter 7 to give a determination of the strong coupling constant αs. The
phenomenology of deep inelastic scattering will be completed with the discus-
sion of target mass corrections, the renormalization scale dependence, and
the corrections due to the elastic contributions. The fitting procedure, as
well as the estimation of the theoretical errors, will be illustrated in detail.
Finally, in Chapter 8 we will summarize and discuss results and outlook.
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2Basics of QCD
This chapter is a very basic and brief introduction on QCD. Lots of reviews on
this subject have been written (see e.g. [1, 2, 3]), and we could not write about
it better. Here we will limited ourselves to introduce the essential aspects of
the QCD framework, as the SU(N) gauge invariance, the QCD Lagrangian
and the Feynman rules. We will pay more attention on the running coupling
αs, as it is an essential tool for Chapter 7. For this purpose, a very technical
issue as matching conditions on quark mass thresholds will be reviewed with
details.
2.1 SU(N) gauge invariance
We are interested in building a Lagrangian invariant under local phase trans-
formations related to a non-Abelian group. We consider the Lagrangian
L = iψ¯γα∂αψ (2.1.1)
and the transformation
ψ(x)→ U(x)ψ(x) (2.1.2)
where
U(x) = exp[igωA(x)tA] (2.1.3)
in which the tA are theN2−1 traceless Hermitean matrices generating SU(N)
and satisfying the relations[
TA, TB
]
= ifABCTC , (TA)BC = −ifABC . (2.1.4)
By convention the normalization of the SU(N) matrices is chosen to be
Tr tAtB = TRδ
AB, TR =
1
2
. (2.1.5)
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With this choice, the generators obey the following relations:∑
A
tAabt
A
bc = CF δac, CF =
N2 − 1
2N
(2.1.6)
Tr TCTD =
∑
A,B
fABCfABD = CAδ
CD, CA = N . (2.1.7)
As U depends on x, the derivative term ∂αψ no longer transforms as it should:
indeed
∂αψ → ∂αUψ = (∂αU)ψ + U∂αψ 6= U∂αψ. (2.1.8)
We now look for a generalization of the derivative which does not spoil the
invariance of L. We define accordingly the covariant derivative Dα by de-
manding that
Dαψ → UDαψ (2.1.9)
or in operator form
Dα → D′α = UDαU−1α . (2.1.10)
Since Dα is to generalize ∂α, let us introduce the ansatz
Dα = ∂αI + igAα(x) (2.1.11)
where Aα(x) is the N ×N Hermitean matrix defined by
Aα = A
A
α t
A. (2.1.12)
The transformation requirement (2.1.10) implies that
A′α = UAαU
−1 − i
g
U∂αU
−1. (2.1.13)
We have enlarged our Lagrangian in order to have SU(N) local invariance,but
we have introduced N2 − 1 vector fields to built the covariant derivative. In
order to give these fields an existence on their own, we should include their
kinetic terms in a way that does not break the original local symmetry. The
Hermitean quantity
Fαβ ≡ − i
g
[Dα, Dβ] (2.1.14)
will transform covariantly since Dα does, i.e.
Fαβ(x)→ U(x)Fαβ(x)U−1(x). (2.1.15)
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Using the definition of the covariant derivative (2.1.11), we obtain
Fαβ = ∂αAβ − ∂βAα + ig [Aα, Aβ] (2.1.16)
that is the Yang-Mills generalization of the field strengths of electromag-
netism. The kinetic term is then given by
LYM = −1
4
(FαβF
αβ) (2.1.17)
with the normalization of eq. (2.1.5) for the T -matrices. L does not depend
on the representation of the fermions and therefore stands on its own as a
highly non-trivial theory.
If we consider the equation of motion without sources we have
DαFαβ = 0. (2.1.18)
Just as in electrodynamics, there are plane waves solutions and they have in-
finite energy (but finite energy density). However, unlike in Maxwell’s theory,
they cannot be superimposed to produce finite energy solutions because of
the non-linear nature of this theory, unless they move in the same direction.
In addition the Fαβ fields satisfy the kinematic (Bianchi) constrains
DαF˜
αβ = 0 (2.1.19)
where
F˜ αβ =
1
2
ǫαβγδFγδ (2.1.20)
is the dual of Fαβ . We emphasize that (2.1.19) is not an equation of motion
since it is trivially solved by expressing Fαβ in terms of the potentials.
There is even another way to construct a gauge and Lorentz invariant
kinetic term from Fαβ, that is
I = Tr ǫαβγδFαβFγδ. (2.1.21)
We did not consider this term as it can be expressed as a pure divergence
ǫαβγδ TrFαβFγδ = 4∂γW
γ (2.1.22)
with
W γ = ǫαβγδ Tr
[
Aδ∂αAβ +
2ig
3
AδAαAβ
]
. (2.1.23)
This means that by taking I as the kinetic Lagrangian, we could not generate
any equation of motion for the vector potential since it would only affect the
action at its end points.
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Finally note that there is no gauge invariant way of including a mass for
the gauge boson. A term such as
m2AαAα , (2.1.24)
is not gauge invariant. This is very similar to the Quantum Electrodynamics
(QED) requirement of a massless photon. On the other hand a mass term
for the fermions given by
mψ¯ψ , (2.1.25)
is gauge invariant.
2.2 QCD Lagrangian
QCD is an SU(3) gauge invariant field theory. The expression for the classical
Lagrangian density is
Lclassical = −1
4
FAαβF
αβ
A +
∑
flavors
q¯a (i 6D −m)ab qb , (2.2.1)
where 6D = γαDα, the metric is given by gαβ = (1,−1,−1,−1) and ~ = c = 1.
These terms describe the interaction of spin-1
2
quarks of mass m and massless
spin-1 gluons. FAαβ is the field strength tensor derived from the gluon field
AAα
FAαβ = ∂αA
A
β − ∂βAAα − g fABCABαACβ (2.2.2)
and the indices A,B,C run over the eight color degrees of freedom of the
gluon field. It is the third “non-Abelian” term on the r.h.s. of eq. (2.2.2)
which distinguishes QCD from QED, giving rise to triplet and quartic gluon
self-interactions and ultimately to the property of asymptotic freedom. Note
that each term in the Lagrangian has mass dimension four, in order to give
the correct dimensions for the action when integrated over all space-time. It
follows that the dimensions of the fields qa and A
A
α are
3
2
and 1, respectively.
The explicit sum in eq. (2.2.1) runs over the nf different flavors of quarks,
g in eq. (2.2.2) is the coupling constant which determines the strength of the
interaction between colored quanta, and fABC (A,B,C = 1, . . . , 8) are the
structure constants of the SU(3) color group. The quark fields qa are in the
triplet representation of the color group, (a = 1, 2, 3) and D is the covariant
derivative (2.1.11). Acting on triplet and octet fields the covariant derivatives
takes form
(Dα)ab = ∂αδab + ig(t
C ACα )ab , (Dα)AB = ∂αδAB + ig(T
C ACα )AB , (2.2.3)
8
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where t and T are matrices in the fundamental and adjoint representations
of SU(3) respectively. A representation for the generators tA is provided by
the eight Gell-Mann matrices λA, which are Hermitean and trace-less,
tA =
1
2
λA . (2.2.4)
For the specific case of SU(3), from eqs. (2.1.6) and (2.1.7) we have
CF =
4
3
CA = 3 . (2.2.5)
2.3 Feynman rules
In may be shown (see e.g. [4, 5]) that it is not possible to define the propagator
for the gluon field, without making a choice of the gauge. As a consequence
without a choice of gauge we can not perform perturbation theory with the
Lagrangian of eq. (2.2.1). The choice
Lgauge−fixing = − 1
2λ
(
∂αAAα
)2
, (2.3.1)
fixes the class of covariant gauges with gauge parameter λ. Two common
choices are the Feynman gauge, λ = 1, and the Landau gauge, λ = 0. In
the following we will consider a general case. In a non Abelian theory such
as QCD the covariant gauge fixing term must be supplemented by a ghost
Lagrangian, which is given by
Lghost = ∂αηA†
(
DαABη
B
)
. (2.3.2)
Here ηA is a complex scalar field which obeys Fermi statistics. The derivation
of the form of the ghost Lagrangian is best provided by the path integral
formalism and the procedures of Faddeev and Popov. The ghost field cancel
unphysical degrees of freedom which would otherwise propagate in covariant
gauges.
Eqs. (2.2.1),(2.3.1) and (2.3.2) are sufficient to derive the Feynman rules
of the theory in a covariant gauge. The Feynman rules are defined from the
operator
S = i
∫
d4xL(x) (2.3.3)
which gives the phase of transition amplitude, rather than from the La-
grangian density. The Lagrangian density can be separated into a free piece
9
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L0, which normally contains all the terms bilinear in the fields, and an inter-
action piece, LI , which contains all the rest:
S = S0 + SI ,
S0 = i
∫
d4xL0(x), SI = i
∫
d4xLI(x) . (2.3.4)
The practical recipe to determine the Feynman rules is that the inverse prop-
agator is derived from −S0, whereas the Feynman rules for the interacting
parts of the theory which are treated as perturbations are derived from SI .
In order to understand this recipe, we will follow [2] and compare the
following two different approaches to the quantization of a theory. For sim-
plicity, we will take a theory which contains only a complex scalar field φ
and an action which contains only bilinear terms, S = φ∗(K + K ′)φ. In
the first approach, both K and K ′ are included in the free Lagrangian,
S0 = φ
∗(K +K ′)φ. Using the above rule the propagator ∆ for the φ field is
given by
∆ =
−1
K +K ′
. (2.3.5)
In the second approach K is regarded as the free Lagrangian, S0 = φ
∗Kφ,
and K ′ as the interaction Lagrangian, SI = φ∗K ′φ. Now SI is included to
all orders in perturbation theory by inserting the interaction term an infinite
number of times:
∆ =
−1
K
+
(−1
K
)
K ′
(−1
K
)
+
(−1
K
)
K ′
(−1
K
)
K ′
(−1
K
)
+ . . .
=
−1
K +K ′
. (2.3.6)
We observe that with the choice of signs described above the full propagator
of the φ field is the same in both approaches, demonstrating the internal
consistency of the recipe.
The quark and the gluon propagators are obtained using the free piece
L0 of the QCD Lagrangian given in eq. (2.2.1). Thus, for example, the
inverse fermion propagator in momentum space can be obtained by making
the identification ∂α = −ipα for an incoming field. In momentum space the
two point function of the quark field depends on a single momentum p. We
have
Γ
(2)
ab (p) = −iδab( 6p−m) , (2.3.7)
which is the inverse of the propagator given in Fig. 2.1. The iǫ prescription
for the pole of the propagator is added to preserve causality, exactly the same
10
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Figure 2.1. Feynman rules for QCD in a covariant gauge for gluons (curly lines),
fermions (solid lines) and ghosts (dotted lines) as given in Ref. [2].
way as in QED. Similarly the inverse propagator of the gluon field is given
by
Γ
(2)
{AB,αβ}(p) = iδAB
[
p2gαβ − (1− 1
λ
)pαpβ
]
. (2.3.8)
It is straightforward to check that without the gauge fixing term this
function would have no inverse. The result for the gluon propagator ∆ is
Γ
(2)
{AB,αβ}(p)∆
(2) {BC,βγ}(p) = δCAg
γ
α (2.3.9)
∆(2) {BC,βγ}(p) = δBC
i
p2
[
−gβγ + (1− λ)pβpγ
p2
]
. (2.3.10)
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Replacing the derivatives with the appropriate momenta, eqs. (2.2.1), (2.3.1)
and (2.3.2) can be used to derive all the rules in Fig. 2.1.
2.4 Running coupling
The QCD coupling constant is defined by
αs =
g2
4π
, (2.4.1)
that is the strong-interactions analogue of the fine-structure constant. When
we compute Feynman diagrams divergences arise and we need to regularize
them. The most commonly used regularization scheme is the Modified Mi-
nimal Subtraction (MS). This involves continuing momentum integrals from
4 to 4− 2ǫ dimensions, and then subtracting off the resulting 1/ǫ poles and
also log 4π − γE with γE being the Euler-Mascheroni constant. To preserve
the dimensionless nature of the coupling, a mass scale µ must also be in-
troduced and g → µǫg. While in QED the coupling constant is defined in
a natural way by on-shell renormalization, in QCD, we would like to avoid
discussing on-shell quarks, since these are strongly interacting particles that
are significantly affected by non-perturbative forces. The use of an arbitrary
renormalization point µ allows us to avoid this problem. We will define αs
by renormalization conditions imposed at a large momentum scale µ where
the coupling constant is small; this value of αs can then be used to predict
the results of scattering processes with any large momentum transfer.
However, the use of renormalization at a scale µ in a computation invol-
ving momentum invariants of order p2 involves some subtlety when p2 and
µ2 are very different. In this circumstances, Feynman diagrams with n loops
typically contain correction terms proportional to (αs log(p
2/µ2))n. Fortu-
nately, we can absorb these corrections into the lowest order terms by using
the renormalization group to replace the fixed renormalized coupling with a
running coupling constant.
2.4.1 The β function
The running of the coupling constant αs is defined to satisfy the renormal-
ization group equation (RGE)
∂
∂t
αs(t) = β(t) , t = log
Q2
µ2
, (2.4.2)
where µ is the renormalization scale and Q the process energy. In QCD, the
β function has the perturbative expansion
β(t) = −bα2s(1 + b′αs + . . .) , (2.4.3)
12
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with
b =
11CA − 2nf
12π
=
33− 2nf
12π
, (2.4.4)
b′ =
17C2A − 5CAnf − 3CFnf
2π(11CA − 2nf) =
153− 19nf
2π(33− 2nf) , (2.4.5)
where nf is the number of active light flavors at the scale Q
2.
In the perturbative region (αs small), we have
t =
∫
dx
β(x)
(2.4.6)
≃ 1
bαs(Q2)
+
b′
b
log
αs(Q
2)
αs(µ2)
− C ,
where C is the integration constant. It follows that
1
αs(Q2)
= bt− b′ log αs(Q
2)
αs(µ2)
+ bC. (2.4.7)
Neglecting the term b′, eq. (2.4.7) can be written as
1
αs(Q2)
= bt + bC . (2.4.8)
The choice of the integration constant is arbitrary, and it is usually linked
to the available scales of the energy. Historically, the first choice was done
in the ’60s where the experimental energies were of the order of MeV. With
this choice we can now write the integration constant as function of the
normalization scale and of a parameter Λ as
C = log
µ2
Λ2
. (2.4.9)
With this definition Λ represents the scale at which the coupling would di-
verge, if extrapolated outside the perturbative domain. Then, at the Leading
Logarithmic Approximation (LLA) we have
αs(Q
2) =
1
b log Q
2
Λ2
. (2.4.10)
We will now include the b′ term, too. In addition we will also let the
integration constant be dependent on a scale close to the present experimental
energies
C =
1
bαs(M2Z)
, (2.4.11)
13
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where MZ is the mass of the Z boson. Eq. (2.4.7) thus gives
1
αs(Q2)
=
1
α0(Q2)
− b′ log αs(Q
2)
αs(M2Z)
(2.4.12)
with α0(Q
2) satisfying eq. (2.4.8). Finally,
αs(Q
2) =
α0(Q
2)
1− α0(Q2)b′ log αs(Q2)αs(M2Z )
(2.4.13)
≃ α0(Q2)
[
1 + α0(Q
2)b′ log
α0(Q
2)
αs(M2Z)
+O (α20(Q2)) ] .
Since
log
α0(Q
2)
αs(M2Z)
= − log(1 + αs(M2Z) b t) ≃ − log(1 + α0(M2Z) b t) , (2.4.14)
the expression we will use to fit αs(M
2
Z) is given by
αs(Q
2) =
αs(M
2
Z)
1 + b αs(M2Z) log
Q2
M2
Z
(2.4.15)
×
1− b′ αs(M2Z)
1 + b αs(M2Z) log
Q2
M2
Z
log
(
1 + b αs(M
2
Z) log
Q2
M2Z
) .
For sake of completeness we give the Next-to-Logarithmic-Approximation
(NLA) of αs as a function of Λ
αs(Q
2) =
1
b log Q
2
Λ2
[
1− b
′
b
log log Q
2
Λ2
log Q
2
Λ2
]
. (2.4.16)
Finally note that Λ depends on the logarithmic approximation used. We
have
Λ1
Λ2
=
(
b
b′
) b′
2b
. (2.4.17)
where Λ1 and Λ2 are defined at LLA and NLA respectively.
2.4.2 Asymptotic freedom and confinement
From eq. (2.4.2) and (2.4.3) we have that, if b > 0, i.e. nf < 16 as follows
from eq. (2.4.4), the coupling constant tends to zero at a logarithmic rate as
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the momentum scale increases. Such theories are called asymptotically free.
In theories of this class, the short distance behavior is completely solvable by
Feynman diagram methods. Though ultraviolet divergences appear in every
order of perturbation theory, from the renormalization group analysis follows
that the sum of these divergences is completely harmless. If we interpret
these theories in terms of a bare coupling and a finite cutoff Λ, eq. (2.4.10)
indicates that there is a smooth limit in which αs tends to zero as Λ tends
to infinity.
To briefly describe the consequences of asymptotic freedom, we now con-
sider an example coming from electrodynamics. The simplest phase of the
electrodynamics is the Coulomb phase. It is characterized by massless pho-
tons which mediate a long range 1/R potential between external sources.
When charged matter particles are present, electrodynamics can be in an-
other phase, the superconducting or the Higgs phase. It is characterized by
the condensation of a charged field
〈Φ〉 6= 0. (2.4.18)
This condensation creates a gap in the spectrum by making the photon mas-
sive. This phenomenon was first described in the context of superconducti-
vity, where Φ is the Cooper pair. The condensation of Φ makes electric cur-
rents superconducting. Its effect on magnetic fields is known as the Meissner
effect. Magnetic fields cannot penetrate the superconductor except in thin
flux tubes. Therefore, when two magnetic monopoles (e.g. the ends of a
long magnet) are inserted in a superconductor, the flux lines are not spread.
Instead, a thin flux tube is formed between them. The energy stored in
the flux tube is linear in its length and therefore the potential between two
external monopoles is linear (as opposed to the 1/R potential outside the
superconductor). Such a linear potential is known as a confining potential.
The same happens when we consider quark confinement. As a result we have
that if one attempts to separate a color singlet state into colored compo-
nents, i.e. to dissociate a meson into a quark and an antiquark, a tube of
gauge field forms between the two sources. In a non-Abelian gauge theory
with sufficiently strong coupling this tube has a fixed radius and energy den-
sity, so the energy cost of separating color sources grows proportionally to
the separation. A force law of this type can consistently be weak at short
distances and strong at long distances, accounting for the fact that isolated
quarks are not observed. An interesting description of confinement from a
topological point of view can be found in [6].
15
Basics of QCD
2.4.3 Thresholds at quark masses
We now consider the case of a heavy quark with mass m much greater than
the relevant scale Q. In this case it can be shown that the effects of the
heavy quark on cross sections are suppressed by inverse powers of m and can
therefore be ignored for m≪ Q [7].
In the MS renormalization scheme αs depends only on the renormalization
scale. As a consequence heavy quarks contributions to the running of αs
must be taken into account even when we compute a physical quantity at an
energy lower then the heavy quark mass scale. However, logarithms of large
masses induced by the renormalization group equations in the couplings are
canceled against other logarithms that appear in the calculation of physical
observables. This is obviously an inconvenient, since a lot of effort must be
invested in intermediate stages of a calculation to compute terms that will
cancel in physical quantities.
To remedy this problem the standard procedure has been the use of the
effective field theory language. For example, in QCD with a heavy quark
and nf − 1 light quarks, one builds a theory with nf quarks and an effective
field theory with nf −1 quarks. Around the threshold of the heavy quark we
require agreement of the two theories. This gives a set of matching equations
that relate the couplings of the theory with nf quarks with the couplings of
the theory with nf − 1 quarks. This way, below the heavy quark threshold
one can work with the effective theory, but using effective couplings. Then,
by construction, decoupling is trivial. This procedure is equivalent to other
renormalization schemes and allows us to correctly obtain the asymptotic
value of the coupling constant. The price one has to pay is that coupling
constants might not be continuous at thresholds. However, the fact that one
has to use appropriate matching conditions in passing thresholds has been
frequently kept into account in the running of the QCD coupling constant by
just taking a continuous coupling constant across thresholds. Then, the final
results depend strongly on the exact scale one uses to connect the couplings.
To solve this ambiguity we can vary the matching scale µth between 1/2 and 2
times the mass of the heavy quark. It can be shown [8] that when appropriate
matching conditions are taken into account the final answer does not depend
on the exact µth used to connect the couplings.
As an example, we take eq. (2.4.7) at LLA and we require that αs(Q
2)
should be continuous at Q2 = µ2th = kthm
2, with m the heavy quark mass
1
α+(Q2)
− b+ t = 1
α−(Q2)
− b− t , t = log Q
2
µ2th
(2.4.19)
where index + and − refers to variables above and below the threshold. It
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follows that
1
α+(Q2)
=
1
α−(Q2)
+ (b+ − b−) t = 1 + α−(Q
2)(b+ − b−) t
α−(Q2)
. (2.4.20)
Finally, we get
α+(Q
2) =
α−(Q2)
1 + α−(Q2)(b+ − b−) t =
α−(Q2)
1− α−(Q2)
6π
log Q
2
µ2
th
≃ α−(Q2)
(
1 +
α−(Q2)
6π
log
Q2
µ2th
)
. (2.4.21)
The generalized version can be written as
α+(Q
2) = α−(Q2) +
∞∑
k=1
Ck
(
log
Q2
µ2th
)
αk+1− (Q
2) (2.4.22)
where
C1(x) =
1
6π
x (2.4.23)
Let now αs(Q
2, nf) be the solution of eq. (2.4.7) at LLA with Λ = Λ5
and fixed nf and let αs(nf ) be the value of the coupling constant at a given
nf . Eq. (2.4.21) can be written as (see e.g. [9])
α−1s(6)(Q
2) = α−1s (Q
2, 6) + C65 ,
αs(5)(Q
2) = αs(Q
2, 5) ,
α−1s(4)(Q
2) = α−1s (Q
2, 4) + C45 ,
α−1s(3)(Q
2) = α−1s (Q
2, 3) + C34 + C45 , (2.4.24)
where
C65 = α
−1
s (m
2
t , 5)− α−1s (m2t , 6) ,
C45 = α
−1
s (m
2
b , 5)− α−1s (m2b , 4) , (2.4.25)
C34 = α
−1
s (m
2
c , 4)− α−1s (m2c , 3) ,
and we have set µq th = mq for simplicity. As an example, we consider
αs(5)(Q
2)− αs(4)(Q2) =
= αs(5)(Q
2)− αs(Q
2, 4)
1 + αs(Q2, 4)
αs(m2b ,5)−αs(m2b ,4)
αs(m2b ,5)αs(m
2
b
,4)
(2.4.26)
≃ αs(Q2, 5)− αs(Q2, 4) + αs(Q2, 4)αs(Q2, 5)αs(m
2
b , 5)− αs(m2b , 4)
αs(m2b , 5)αs(m
2
b , 4)
≃ (b5 − b4)α2s(Q2, 4) log
Q2
m2b
.
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This expression coincides with eq. (2.4.21) with αs(5)(Q
2) = α+(Q
2) and
αs(4)(Q
2) = α−(Q2). Note that eqs. (2.4.24) and (2.4.25) hold even at NLA.
To conclude we observe that, at each threshold also Λnf changes. We now
fix Λ = Λ5 and we will show how different values of Λ for different nf are
related to each other. If we consider the NLA definition of Λ, we have
Λ =
Q
t/2
= Q exp
[
−1
2
(
1
bαs(Q2)
+
b′
b
log b′ αs(Q
2)
)]
. (2.4.27)
If we require that αs(Q
2) given by is continuous at a threshold (we consider
as an example Q = mb)
b4 log
m2b
Λ24
+ b′4 log log
m2b
Λ24
= b5 log
m2b
Λ25
+ b′5 log log
m2b
Λ25
, (2.4.28)
we find
log
[
Λ−2b55 Λ
2b4
5 m
2(b5−b4)
b
]
= log
[(
log
m2b
Λ25
)−b′5 (
log
m2b
Λ24
)b′4]
, (2.4.29)
and
Λ2b44 = Λ
2b5
5 m
−2(b5−b4)
b
(
log
m2b
Λ25
)−b′5 (
log
m2b
Λ24
)b′4
≃ Λ2b55 m−2(b5−b4)b
(
log
m2b
Λ25
)−b′5+b′4
; (2.4.30)
it follows that [10]
Λ4 = Λ5
(
Λ5
mb
) b5−b4
b4
[
log
m2b
Λ25
]− b′5−b′4
2b4
= Λ5
(
mb
Λ5
) 2
25
[
log
m2b
Λ25
] 963
14375
. (2.4.31)
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3QCD and the parton model
Deep inelastic scattering (DIS) has been the process that established the first
evidence of partons, and it is the traditional testing ground of perturbative
QCD. Nowadays, it is no longer the correctness of the theory which come
into question. Rather, the focus is shifted on the precise determinations
of the unknown parameters, and the development of reliable computational
techniques. The parameters to be determined include not only the strong
coupling αs, but also all quantities determined from the non-perturbative
low-energy dynamics, and that, even though in principle computable, must
be treated as phenomenological input in the perturbative domain.
In this Chapter we will briefly discuss deep inelastic scattering and the
“naive parton model”. Then we will show how QCD modifies the simple
Bjorken scaling property of the parton model, and discuss how these scaling
violations can be calculated in perturbation theory. We will also discuss
issues useful for the following Chapters, as the factorization schemes.
3.1 Deep inelastic scattering and the parton model
We now consider the scattering of a high-energy charged lepton, say, an elec-
tron, off a hadron target as shown in Fig. 3.1. If we label the incoming and
outgoing lepton four-momenta by kµ and k′µ respectively, the momentum of
the target hadron (assumed henceforth to be a proton) by pµ and the mo-
mentum transfer by qµ = kµ−k′µ, then the standard deep inelastic variables
are defined by
Q2 = −q2
M2 = p2
ν = p · q = M(E ′ − E) (3.1.1)
x =
Q2
2ν
=
Q2
2M(E ′ −E)
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Figure 3.1. Deep inelastic charged lepton-proton scattering.
y =
q · p
k · p = 1−
E ′
E
,
where the energy variables refer to the target rest frame and M is the proton
mass. Henceforth we will consider only charged lepton scattering, lp → lX ,
for Q2 ≪M2Z , where the scattering is mediated by the exchange of a virtual
photon. A review on deep inelastic neutrino scattering can be found e.g. in
Ref. [11].
The DIS cross section is given by
d2σ
dxdy
=
8πα2ME
Q4
[
1 + (1− y)2
2
2xF1
+ (1− y)(F2 − 2xF1)− M
2E
xyF2
]
, (3.1.2)
where Fi(x,Q
2) are the nucleon structure functions which carry the informa-
tion on the structure of the target as seen by the virtual photon. The Bjorken
limit is defined as Q2, ν →∞ with x fixed. In this limit the structure func-
tions are observed to obey an approximate scaling law [12, 13], i.e. they
depend only on the dimensionless variable x:
Fi(x,Q
2)→ Fi(x) . (3.1.3)
Bjorken scaling implies that the virtual photon scatters off point-like con-
stituents, since otherwise the dimensionless structure functions would depend
on the ratio Q/Q0, with 1/Q0 some length scale characterizing the size of
constituents. The parton model picture of deep inelastic scattering is most
easily formulated in the “infinite momentum frame” in which the proton is
moving very fast, pµ ≈ (P, 0, 0, P ) with P ≫ M . In this frame, we can
consider a simple model where the photon scatters off a point-like quark con-
stituent which is moving parallel with the proton and carrying a fraction ξ of
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its momentum, i.e. pµq = ξp
µ. Neglecting the proton mass M , we can write
eq. (3.1.2) as
d2σ
dxdQ2
=
4πα2
Q4
[
[1 + (1− y)2]F1 + 1− y
x
(F2 − 2xF1)
]
. (3.1.4)
In terms of the usual Mandelstam variables
sˆ = (k + pq)
2 =
ξQ2
xy
,
tˆ = (k − k′)2 = −Q2 , (3.1.5)
uˆ = (pq − k′)2 = sˆ(y − 1) ,
the matrix element squared for the amplitude of the process
l(k) + q(pq)→ l(k′) + q(p′q) (3.1.6)
is given by ∑
|M|2 = 2e2qe4
sˆ2 + uˆ2
tˆ2
. (3.1.7)
The notation
∑
denotes the average (sum) over initial (final) colors and
spins. Using the standard result for massless 2→ 2 scattering,
dσˆ
dtˆ
=
1
16πsˆ2
∑
|M|2 , (3.1.8)
and substituting for the kinematic variables in the matrix element squared,
gives
dσˆ
dQ2
=
2πα2e2q
Q4
[1 + (1− y)2] . (3.1.9)
The mass-shell constraint for the outgoing quark,
p′q = (pq + q)
2 = q2 + 2pq · q = −2p · q(x− ξ) = 0 , (3.1.10)
implies ξ = x. By writing
∫ 1
0
dxδ(x−ξ) = 1, we obtain the double differential
cross section for the quark scattering process:
dσˆ
dxdQ2
=
4πα2
Q4
[1 + (1− y)2]1
2
e2qδ(x− ξ) . (3.1.11)
By comparing eqs. (3.1.4) and (3.1.11) we get that the structure functions in
this simple model are
Fˆ2 = xe
2
qδ(x− ξ) = 2xFˆ1 . (3.1.12)
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This result suggests that the structure function F2(x) “probes” a quark con-
stituent with momentum fraction ξ = x.
The above ideas are incorporated in what is known as the “naive parton
model” [13]:
• q(ξ)dξ represents the probability that a quark q carries a momentum
fraction between ξ and ξ + dξ, where 0 ≤ ξ ≤ 1;
• the virtual photon scatters incoherently off the quark constituents.
Thus the proton structure functions are obtained by weighting the quark
structure functions with the probability distribution q(ξ),
F2 = 2xF1 =
∑
q,q¯
∫ 1
0
dξ q(ξ)xe2qδ(x− ξ)
=
∑
q,q¯
e2qxq(x) . (3.1.13)
The l.h.s. of eq. (3.1.13) is the Callan-Gross relation [14]) and it is a direct
consequence of the spin-1
2
property of the quarks. Indeed, we observe that
the two terms in the square brackets on the r.h.s. of eq. (3.1.4) correspond to
the absorption of transversely (F1) and longitudinally (FL → F2−2xF1 in the
Bjorken limit) polarized virtual photon. The Callan-Gross relation follows
from the fact that a spin-1
2
quark cannot absorb a longitudinally polarized
vector boson. In contrast, spin-0 (scalar) quarks cannot absorb transversely
polarized vector bosons and so would have F1 = 0, i.e. FL = F2. Structure
function measurements show that FL ≪ F2, confirming that spin-12 property
of quarks. Note that in the QCD-improved parton model FL in only non-zero
at leading order in perturbation theory, i.e. FL = O(αs).
3.2 Factorization
Factorization allows scattering amplitudes with incoming high-energy had-
rons to be written as a product of a hard scattering piece and a reminder
factor which carries the information on the physics at low-energies and mo-
menta. The first term contains only high-energy and momentum components,
and, because of asymptotic freedom, it is calculable in perturbation theory.
The second term describes the non-perturbative physics, and it is given by a
single process-independent function for each type of parton called the parton
distribution function (PDF). Factorization is an essential tool as it ensures
that a parton distribution measured in one process can be used in any other
hard process. A detailed discussion of factorization is beyond the aim of this
thesis, hence only a brief description will be given.
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In the naive parton model, when terms down by powers of 1/Q2 are
neglected, the DIS cross section eq. (3.1.4) can be obtained by the convolution
of the distribution of a quark parton in the target, with fraction y of the target
longitudinal momentum, with the point-like cross section for quark-current
scattering
dσeN =
nf∑
q=1
q(0)q ⊗ dσ(0)eq , (3.2.1)
where the index 0 stands for quantities calculated without taking into account
strong interactions and the convolution with respect to x is defined as
(f ⊗ g)(x) =
∫ 1
x
dy
y
f(y)g
(
x
y
)
. (3.2.2)
The qualitative observation that hadrons emerge with a transverse momen-
tum kT different from zero can be explained with the presence of gluon emis-
sion. In a parton model without gluons, all final-state jets would be collinear
with the virtual photon. Their hadron fragments will therefore be nearly
collinear with the photon, that is, with a spread of kT of about 300 MeV as
required by the uncertainty principle for confined quarks. The data clearly
establish an excess of large kT hadrons which are the fragments of the quark
and gluon jets recoiling against one another.
We will now we consider QCD corrections to eq. (3.2.1) at the first
order of the perturbative expansion in αs. In calculating these partonic cross
sections we encounter divergences. These divergences are
• collinear, if a massless parton radiates a collinear massless parton whose
momentum is proportional to that of the emitting parton;
• soft, if a parton emits or absorbs a massless parton with zero energy.
When we sum the virtual contributions to the cross section given by diagrams
in Fig. 3.2 a,b and the real contributions given by diagrams in Fig. 3.2 c,d,
we obtain that soft singularities are canceled. We are then left with the only
contribution of collinear divergences that is proportional to
αs
2π
log
Q2
µ2
, (3.2.3)
where µ2 is an arbitrary scale. If we take the initial parton, for instance,
equal to a quark, the cross section can be written as
dσ = q(0) ⊗
[
dσ(0)q +
αs
2π
dσ(1)q log
Q2
µ2
+
αs
2π
dσˆ(1)q
]
(3.2.4)
+ g(0) ⊗
[
αs
2π
dσ(1)g log
Q2
µ2
+
αs
2π
dσˆ(1)g
]
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Figure 3.2. Diagrams giving corrections of order αs to the point-like quark-current
cross sections.
where we have neglected the sum over the flavors. It can be shown by direct
calculation that
dσ(1)q = Pqq ⊗ dσ(0)q ,
(3.2.5)
dσ(1)g = Pqg ⊗ dσ(0)g .
where dσ
(0)
i are the Born cross sections and Pij are process independent
quantities that will be discussed in more detail later. The cross sections dσˆi
are regular. Eq. (3.2.5) is very important as it allows to factorize the Born
cross section dσ(0) and redefine the PDF including in this redefinition the
contributions of the collinear divergences. We define
q(x, Q2) = q(0) ⊗
[
δ(1− x) + αs
2π
Pqq log
Q2
µ2
]
+ g(0) ⊗ αs
2π
Pqg log
Q2
µ2
g(x, Q2) = g(0)(x) +O(αs) . (3.2.6)
We can proceed in the same way when we have a gluon in the initial state.
Thus, we have
q(x, Q2) =
[
δ(1− x) + αs
2π
Pqq log
Q2
µ2
]
⊗ q(0) + αs
2π
Pqg log
Q2
µ2
⊗ g(0) ,
(3.2.7)
g(x, Q2) =
αs
2π
Pgq log
Q2
µ2
⊗ q(0) +
[
δ(1− x) + αs
2π
Pgg log
Q2
µ2
]
⊗ g(0) .
24
3.2– Factorization
In a matrix form we have(
q(0)
g(0)
)
= Z ⊗
(
q
g
)
(3.2.8)
with
Z = I − αs
2π
log
Q2
µ2
(
Pqq Pqg
Pgq Pgg
)
+O(α2s) , (3.2.9)
where q(0) and g(0) are the divergent scale independent distributions, while q
and g are the renormalized scale dependent distributions.
We can picture the redefinition of PDFs as follows. As Q2 is increased
to Q2 ∼ Q20 where Q20 is some scale characterizing the process, say, the
photon starts to “see” evidence for the point-like valence quarks within the
proton. If the quarks were non-interacting, no further structure would be
resolved increasing Q2: scaling would set in, and the naive parton model
would be satisfactory. However, QCD predicts that on increasing the reso-
lution (Q2 ≫ Q20), we should see that each quark is itself surrounded by a
cloud of partons. The number of resolved partons which share the proton’s
momentum increases with Q2.
The scale µ2 is not physical, being introduced arbitrarily in the collinear
divergences subtraction. Varying µ2 we have a corresponding variation in
the cross section at the order αs. As a variation of αs gives a contribution
of order α2s, these correction are negligible. If we had the whole series in αs,
all the terms proportional to µ2 would cancel each other and we would not
have any dependence on µ2. Thus, the µ2 dependence is a consequence of the
truncation of the perturbative expansion. Usually, we assign µ2 a value of
the order of the process energy scale, as to avoid large logarithm to appear.
In the DIS case we choose µ2 ≃ Q2.
3.2.1 Coefficient functions
With the redefinition of PDFs given in eq. (3.2.7), the cross section in eq.
(3.2.4) can be written as
dσ(x, Q2) = q(x, Q2)⊗
[
dσ(0)q +
αs
2π
dσˆ(1)q
]
+ g(x, Q2)⊗ αs
2π
dσˆ(1)g
= Cq(x)⊗ q(x, Q2) + Cg(x)⊗ g(x, Q2) , (3.2.10)
where Cq,g are the coefficient functions that contain the finite part of the
partonic cross section. The structure function F2 is given by
F2(x, Q
2) = x
∫ 1
x
dy
y
{
nf∑
q=1
e2q qq(y,Q
2)
[
δ
(
x
y
− 1
)
+
αs
2π
dσˆ(1)q (x)
]
+ 2nf g(y,Q
2)
αs
2π
dσˆ(1)g (x)
}
(3.2.11)
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where we have used the fact that dσ
(0)
q (x) = δ(1− x). In the MS scheme the
NLO contributions to the coefficient functions are given by [15]
dσˆ(1)q (x) = C
q(x) (3.2.12)
= CF
[
2
(
log(1− x)
1− x
)
+
− 3
2
(
1
1− x
)
+
− (1 + x) log(1− x)
− 1 + x
2
1− x log x+ 3 + 2x−
(
π2
3
+
9
2
)
δ(1− x)
]
,
dσˆ(1)g (x) = C
g(x) (3.2.13)
= TR
[ (
(1− x2) + x2) log 1− x
x
− 8x2 + 8x− 1
]
.
The next-to-next-to-leading order (NNLO) contribution to coefficient func-
tions have been calculated in [16]. The coefficient functions are process de-
pendent quantities and can be computed from the Renormalization Group
Equation approach to the Operator Product Expansion of two currents. They
describe the deviation from the canonical behavior of free field theory.
3.3 Evolution equations
3.3.1 Scaling violations and the Altarelli-Parisi
equations
The redefinition of parton distributions given in eq. (3.2.8), introduces a scale
dependence, and the redefinition of parton distribution means that we have
substituted the bare quarks and gluons with clouds of partons. This is right
what it happens when we renormalize a coupling constant. We will now
derive the analogue of the RGE for parton distribution. Thus we require the
invariance of eq. (3.2.8) from the scale µ2; we get
d
dt
(
q
g
)
=
αs
2π
(
Pqq Pqg
Pgq Pgg
)
⊗
(
q
g
)
+O(α2s) (3.3.1)
where t = log Q
2
µ2
, which is the Altarelli-Parisi equation for the unpolarized
case [17]. We can interpreted this equation saying that a quark with momen-
tum fraction x can be produced by another quark with a larger momentum
fraction y which has emitted a gluon. The functions Pij are the Altarelli-
Parisi splitting functions. They are calculated perturbatively as power series
in αs. At the leading-order they have an attractive physical interpretation as
the probabilities of finding a parton of type i in a parton of type j with a frac-
tion x of the longitudinal momentum of the parent parton and a transverse
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momentum squared much less than µ2. The interpretation as probabilities
implies that the splitting functions are positive definite for x < 1, and satisfy
the sum rules ∫ 1
0
dxPqq(x) = 0,∫ 1
0
dxx[Pqq(x) + Pgq(x)] = 0, (3.3.2)∫ 1
0
dxx[2nfPqg(x) + Pgg(x)] = 0.
The leading-order [17] and the next-to-leading-order [18] contribution to the
Altarelli-Parisi splitting functions have been calculated. Here we show only
the LO contributions:
P (0)qq (x) = CF
[
(1 + x2)
(1− x)+ +
3
2
δ(1− x)
]
,
P (0)qg (x) = TR
[
x2 + (1− x)2] ,
(3.3.3)
P (0)gq (x) = CF
[
1 + (1− x)2
x
]
,
P (0)gg (x) = 2N
[
x
(1− x)+ +
1− x
x
+ x(1 − x)
]
+ δ(1− x)(11N − 4nfTR)
6
,
where 1/(1− x)+ means:∫ 1
0
dx
f(x)
(1− x)+ =
∫ 1
0
f(x)− f(1)
1− x . (3.3.4)
In the general case in the Altarelli-Parisi equations we have a (2nf + 1)-
dimension matrix in the space of quarks and gluons. However, not all parton
distributions evolve independently and we can restrict ourselves to two case.
We define the non-singlet and the singlet parton distributions as
q(NS)(x,Q2) =
nf∑
i 6=j=1
(qi(x,Q
2)− qj(x,Q2)), (3.3.5)
Σ(x,Q2) =
nf∑
i=1
(qi(x,Q
2) + q¯i(x,Q
2)), (3.3.6)
where in the non-singlet distribution definition qj may coincide with q¯i. Thus
the analysis of the evolution is simplified. As the gluon emission is flavor
independent, in the difference between two distributions the gluonic terms
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cancel and the evolution of the non-singlet term is independent from the
gluon term. We have
d
dt
q(NS) =
αs(t)
2π
[
Pqq ⊗ q(NS)
]
. (3.3.7)
In the singlet case we have a mixing between quarks and gluon in the evolu-
tion and the Altarelli-Parisi equation is given by
d
dt
(
Σ
g
)
=
αs(t)
2π
(
Pqq 2nfPqg
Pgq Pgg
)
⊗
(
Σ
g
)
. (3.3.8)
Note that the parton evolution is causal, i.e. known the parton distributions
at an initial scale Q20, we know their values at an arbitrary value Q
2. This
provides to be an essential tool to fit experimental data.
3.3.2 Solution of the Altarelli-Parisi equations
There are different techniques to solve the Altarelli-Parisi equations. One
can solve them by performing numerically the convolution integrals starting
from input distributions obtained from data. This is particularly convenient
if a simultaneous solution of all 2nf+1 parton distributions is required, given
a set of starting functions q(x,Q20) at some reference scale Q
2
0. This approach
is adopted e.g. in Monte Carlo simulations for parton branching processes
[2]. A second way is the analytical solution of the evolution equations in
the Mellin moment space, where the convolution products turn into ordinary
ones. Mellin moments are defined by
fn =
∫ 1
0
dx xn−1f(x) . (3.3.9)
In this section, we find the general solution of the equation
d
dτ
q = C q , (3.3.10)
where q is a vector with M components, and C is a generic M ×M matrix.
The usual QCD evolution equations are special cases of this equation in which
M ≤ 2. We will assume that C has a perturbative expansion in powers of a
parameter a(τ):
C = C0 + a(τ)C1 + . . . , (3.3.11)
where
da(τ)
dτ
= −b0 a (1 + b1 a + . . .) , (3.3.12)
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and b0 = 2π b and b1 = 2π b1, with b and b
′ given in eqs. (2.4.4) and (2.4.5).
For QCD applications
a =
αs
2π
; τ =
1
2π
∫ t
t0
dt′αs(t′) , (3.3.13)
with t = log(Q2/Λ2
QCD
).
The solution of eq. (3.3.10) can be obtained perturbatively. Expanding q
to order a,
q = q(0) + a q(1) , (3.3.14)
we find
d
dτ
q(0) = C0 q
(0) , (3.3.15)
d
dτ
q(1) = (C0 + b0) q
(1) + C1q
(0) . (3.3.16)
The solutions of eqs. (3.3.15) and (3.3.16) are
q(0)(τ) = R−1eγτRq(0)(0) , (3.3.17)
q(1)(τ) = R−1e(γ+b0)τR q(1)(0) (3.3.18)
+ R−1e(γ+b0)τ
∫ τ
0
dσ e−(γ+b0)σCˆ1eγσ Rq(0)(0) ,
where the matrix R diagonalizes C0,
RC0R
−1 = diag(γ1, . . . , γM) ≡ γ , (3.3.19)
and
Cˆ1 = RC1R
−1 . (3.3.20)
Collecting these results, and noting that a exp(b0τ) = a(0), up to terms
of order a2, we can write the solution as
q(τ) ≡ U(C, τ)q(0) = R−1
[
eγτ + ae(γ+b0)τ
∫ τ
0
dσ e−(γ+b0)σCˆ1eγσ
]
R q(0) ,
(3.3.21)
with the initial condition
q(0) = q(0)(0) + a(0)q(1)(0) . (3.3.22)
The explicit expression of U(C, τ) is
Uij(C, τ) = R
−1
im
[
δmne
γnτ + a(τ) Cˆmn1
eγ
nτ − e(γm+b0)τ
γn − γm − b0
]
Rnj , (3.3.23)
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which, expanded to next-to-leading order reduces to
Uij(C, τ) = R
−1
im
{
δmn
(
a(0)
a(τ)
)γn/b0
+
Cˆmn1 − b1γnδmn
γm − γn + b0 (3.3.24)
×
[
a(0)
(
a(0)
a(τ)
)γm/b0
− a(τ)
(
a(0)
a(τ)
)γn/b0]}
Rnj .
In the case of standard QCD evolution equations the matrix C0 is at most
2× 2 and is easily diagonalized.
3.4 Factorization schemes
The way we subtract divergences is arbitrary. We may add a finite term
of order αs to Z defined in eq. (3.2.9), obtaining an infinity of choices, all
equivalent to each other as it happens for ultraviolet renormalization schemes.
Once we fix the finite term, a collinear subtraction scheme is defined.
If we sum over the number of flavors eq. (3.2.8) in the Mellin space, we
can write the column vector as (here the index n is omitted to simplify the
notation)
q(0) =
(
Σ(0)
g(0)
)
. (3.4.1)
As the matrix Z is not uniquely defined up to term of order αs, we can
consider two transformations:
q(0) = Zq = Z ′q′ (3.4.2)
q′ = Wq , W = I +
αs
2π
E (3.4.3)
where Z and Z ′ are 2× 2 matrices. As q0 is independent of the factorization
scale µ we get
d
dt
q(0) = 0. (3.4.4)
From the Altarelli-Parisi evolution equations we obtain
d
dt
Zq + Z
d
dt
q = 0 → d
dt
q =
αs
2π
P = −Z−1 d
dt
Zq (3.4.5)
d
dt
Z ′q′ + Z ′
d
dt
q′ = 0 → d
dt
q′ =
αs
2π
P ′ = −Z ′−1 d
dt
Z ′q′ (3.4.6)
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If we perform a dimensional regularization, the Z-matrices can be written as
Z = I +
αs
2π
1
ǫ
Z +O(α2s) (3.4.7)
Z ′ = I +
αs
2π
1
ǫ
Z ′ +O(α2s) = ZW−1 +O(α2s) . (3.4.8)
We have
d
dt
q′ = −W Z−1
[(
d
dt
Z
)
W−1 + Z
(
d
dt
W−1
)]
q′, (3.4.9)
and
αs
2π
P ′ =
αs
2π
WPW−1 −W d
dt
W−1 , (3.4.10)
with
d
dt
W−1 =
α2s
2π
bE +O(α2s). (3.4.11)
We obtain
P ′ = WPW−1 − αs bE +O(α2s). (3.4.12)
The substitution of W with its expansion (3.4.3) yields
P ′ =
(
I +
αs
2π
E
)
P
(
I − αs
2π
E
)
− bαsE (3.4.13)
= P +
αs
2π
[E, P ]− αs
2π
b0E .
Expanding P in powers of αs at NLO and comparing terms proportional to
same powers of αs, we finally obtain
P ′(0) = P (0) (3.4.14)
P ′(1) = P (1) + [E, P (0)]− b0E (3.4.15)
3.4.1 The unpolarized case: MS→ DIS
We will apply the results of the previous Section to the particular case in
which the starting scheme is the MS and the final scheme is the DIS. We
will write the (n − 1)th moment of F2 in both the schemes. Since F2 is
independent of the factorization scheme, comparing the two expression we
will find a transformation between the schemes.
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In the MS scheme, the Mellin moment of eq. (3.2.11) with the definition
of non-singlet and singlet PDFs given in eqs. (3.3.5) and (3.3.6), yields(
F2
x
)
n
= CqnqNSn + 〈e2〉(CqnΣn + 2nfCgngn) , (3.4.16)
where
Cqn = I +
αs
2π
Cqn
(3.4.17)
Cgn =
αs
2π
Cgn .
are the Mellin moments of the coefficient functions eqs. (3.2.12) and (3.2.13)
and 〈e2〉 = ∑i=q,q¯ e2i /(2nf) . In a partonic scheme [19] we impose that the
quark distribution is identified with F2 (as it is in the parton model at LO)
at any order in αs(
F2
x
)
n
=
nf∑
q=1
e2qq
′
qn = q
′NS
n + 〈e2〉Σ′n. (3.4.18)
If we take
E =
[
Eqq(x) 2nfEqg(x)
Egq(x) Egg(x)
]
, (3.4.19)
comparing the two expression of F2, we get(
I +
αs
2π
ENS
)
qNSn +
(
I +
αs
2π
Eqq
)
Σn + 2nf
αs
2π
Eqggn =(
I +
αs
2π
Cqn
)
qNSn +
(
I +
αs
2π
Cqn
)
Σn + 2nf
αs
2π
Cgngn . (3.4.20)
It follows
E =
[
Cqn 2nfC
g
n
Egq Egg
]
. (3.4.21)
and
ENS = C
q
n . (3.4.22)
The two other matrix elements of E specify completely the scheme. Here
we will fix the scheme by assuming that all moments satisfy the relations
between the parton–scheme gluon and the MS quark and gluons imposed by
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momentum conservation on second moments [20, 21]1. This is the prescrip-
tion used in common parton sets, and usually referred to as DIS scheme. For
n = 2 we have∫ 1
0
dx x
[
P ′(1)qq (x) + P
′(1)
gq (x)
]
=∫ 1
0
dx x
[−b0(Eqq + Egq)− Egq(2nfP (0)qg (x) + P (0)gg (x)) + P (0)gq (x)(Egg +
2nfEqg) + EgqP
(0)
qq (x)− EqqP (0)gq (x) + P (1)qq (x) + P (1)gq (x)
]
= 0 ,
(3.4.23)∫ 1
0
dx x
[
2nfP
′(1)
qg (x) + P
′(1)
gg (x)
]
=∫ 1
0
dx x
[−b0(2nfEqg + Egg)− 2nfEqg(P (0)qq (x) + P (0)gq (x))+
2nfEqgP
(0)
gg (x)− 2nfEggP (0)qg (x) + 2nfP (0)qg (x)(Egq + Eqq)
+2nfP
(1)
qg (x) + P
(1)
gg (x)
]
= 0 ,
From eq. (3.3.3) we get
Egq = −Eqq = −Cnq Egg = −2nfEqg = −2nfCng . (3.4.24)
Thus, generalizing for all n, we have
En =
[
Cqn 2nfC
g
n
−Cqn −2nfCgn
]
. (3.4.25)
1 This condition is verified by the second moments of the NLO splitting functions in
the MS scheme and fix their behavior at x = 1
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34
4Truncated Moments of parton
distributions
In the previous Chapter we have introduced the Altarelli-Parisi equations
which describe the evolution of parton distributions. As we have seen, we
can solve the evolution equations analytically by taking their Mellin trans-
form, which turns convolution products into ordinary ones, and therefore
the x-space integro-differential equation into a set of independent ordinary
first order differential equations. Usually, a parametrization of the parton
distributions is assigned at some initial scale, and the parameters are then
determined by fitting to data the evolved distributions. Mellin moments of
structure functions, however, cannot be measured even indirectly, since they
are defined as integrals over the whole range 0 ≤ x ≤ 1, and thus require
knowledge of the structure functions for arbitrarily small x, i.e. arbitrarily
large energy W 2 = Q
2(1−x)
x
.
We can solve this problem using the Altarelli-Parisi equation to evolve
parton distributions directly: the scale dependence of any parton distribu-
tion at x0 is then determined by knowledge of parton distributions for all
x > x0, i.e., parton evolution is causal. In fact, through a judicious choice of
factorization scheme [19, 21] all parton distributions can be identified with
physical observables, and it is then possible to use the Altarelli-Parisi equa-
tions to express the scaling violations of structure functions entirely in terms
of physically observable quantities. It is, however, hard to measure local scal-
ing violations of structure functions in all the relevant processes: in practice,
a detailed comparison with the data requires the solution of the evolution
equations.
The frequently-adopted input on the x dependence of the parton distri-
butions at the initial scale is for example [22]
q(x,Q20) = a0 x
a1 (1− x)a2 P (x; , a3, . . .) ,
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where Q20 is a reference scale. The parameter a1 is associated with the small-x
behavior while a2 is associated with the large-x valence counting rules. The
term P (x; , a3, . . .) is a suitably chosen smooth function, depending on one
or more parameters, that adds more flexibility to the parton distributions
parametrization. It has however become increasingly clear that in practice
this procedure introduces a potentially large theoretical bias, whose size is
very hard to assess [23]. In Ref. [24] it was proposed to adopt a functional
method to keep this theoretical error under control. Another suitable way
to minimize the bias introduced by the parton distributions parametrization
is to project the parton distributions on an optimized basis of orthogonal
functions. Different methods have been suggested with suitable families of
orthogonal polynomials (e.g. Bernstein [25], Jacobi [26] or Laguerre polyno-
mials [27]) as basis of function. A different approach has been suggested in
Ref. [28], which makes use of truncated moments of parton distributions.
In this Chapter the technique of truncated moments will be extended
from its original formulation for the non-singlet parton distributions to all
flavor combinations, and we will show its numerical implementation.
In the following we will introduce the relevant evolution equations for
truncated moments, and the corresponding solution. We will assess the ac-
curacy of the method, and discuss techniques for phenomenological applica-
tions [29]. In the last Section, we will show how a numerical technique to
increase the numerical efficiency of the method will provide to be a useful
tool to solve the Altarelli-Parisi equation [30].
4.1 Evolution equations for truncated moments
and their solutions
In Sect. 3.3.2 it has been described the solution of the Altarelli-Parisi equa-
tions eq. (3.3.1) by taking ordinary Mellin moments. Here, we are interested
in the evolution of truncated moments, defined for a generic function f(x)
by
fn(x0) =
∫ 1
x0
dxxn−1f(x) . (4.1.1)
One finds immediately that the truncated moments of q(x,Q2) obey the
equation
d
dτ
qn(x0, Q
2) =
∫ 1
x0
dyyn−1Gn
(
x0
y
)
q(y,Q2) , (4.1.2)
with τ given by eq. (3.3.13) and where
Gn(x) =
∫ 1
x
dzzn−1P (z) (4.1.3)
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is perturbatively calculable as a power series in αs.
Expanding Gn(x0/y) in powers of y around y = 1,
Gn
(
x0
y
)
=
∞∑
p=0
gnp (x0)
p!
(y − 1)p ; gnp (x0) =
[
∂p
∂yp
Gn
(
x0
y
)]
y=1
, (4.1.4)
one obtains
d
dτ
qn(x0, Q
2) =
∞∑
p=0
p∑
k=0
(−1)k+pgnp (x0)
k!(p− k)! qn+k(x0, Q
2) . (4.1.5)
The key step in the derivation of eq. (4.1.5) is the term-by-term integration
of the series expansion. This is allowed, despite the fact that the radius of
convergence of the series in eq. (4.1.4) is 1 − x0, because the singularity of
Gn(x0/y) at y = x0 is integrable (this can be proved [31] using the Lebesgue
definition of the integral). One can then express each power of (y− 1) using
the binomial expansion, which leads to eq. (4.1.5).
Equation (4.1.5) expresses the fact that, while full moments of parton
distributions evolve independently of each other, truncated moments obey
a system of coupled evolution equations. In particular, the evolution of the
nth moment is determined by all the moments qj , with j ≥ n. In practice,
the expansion in eq. (4.1.4), because of its convergence, can be truncated
to a finite order p = M . The error associated with this procedure will be
discussed in Sect. 4.2. In this case, eq. (4.1.5) can be rewritten as
d
dτ
qn(x0, Q
2) =
M∑
k=0
c
(M)
nk (x0) qn+k(x0, Q
2) , (4.1.6)
where
c
(M)
nk (x0) =
M∑
p=k
(−1)p+kgnp (x0)
k!(p− k)! . (4.1.7)
To solve the system of equations (4.1.6), it is necessary to include a decreasing
number of terms (M , M−1, and so on) in the evolution equations for higher
moments (n + 1, n + 2, . . . ), obtaining M + 1 equations for the M + 1
truncated moments {qn, . . . , qn+M}. We will see in the next Section that this
approximation is fully justified. In this case, the coupled system of evolution
equations takes the form
d
dτ
qk =
n+M∑
l=n
Ckl ql ; n ≤ k ≤ n +M , (4.1.8)
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where C is now a triangular matrix:{
Ckl = c
(M−k+n)
k,l−k (l ≥ k) ,
Ckl = 0 (l < k) .
(4.1.9)
In the non-singlet case, discussed in Ref. [28], the matrix elements Ckl
are just numbers, and the matrix C in eq. (4.1.9) is triangular, which makes
it easy to solve eq. (4.1.8) perturbatively. In the singlet case, each entry Ckl
is a 2 × 2 matrix. As a consequence, the matrix C, which is given in terms
of partial moments of the evolution kernels, is no longer triangular, but has
non-vanishing 2× 2 blocks along the diagonal.
Here, we will show how to solve the singlet case that easily reduce to the
non-singlet case. By writing the perturbative expansion of C, we get
C = C0 + aC1 + . . . = (A0 +B0) + a(A1 +B1) + . . . , (4.1.10)
where A = A0 + aA1 is block-diagonal, with 2× 2 blocks on its diagonal,
Akl = Ckkδkl , (4.1.11)
while B = B0 + aB1, considered as a matrix of 2 × 2 blocks, is upper-
triangular with vanishing diagonal entries. Now one can define a matrix S
that diagonalizes A0,
SA0S
−1 = diag(γ1, . . . , γ2M) . (4.1.12)
Clearly, S is τ -independent, block-diagonal, and easily computed. Equa-
tion (4.1.8) can then be rewritten as
d
dτ
q˜ = T q˜ , (4.1.13)
where q˜ = S q and T = SCS−1.
The new evolution matrix T is triangular at leading order (with the same
eigenvalues as A0). This is enough to solve the evolution equation to next-
to-leading order. The general solution has been worked out in detail in
Sect. 3.3.2; the result is
q˜(τ) = U(T, τ) q˜(0) , (4.1.14)
where
Uij(T, τ) = R
−1
ik
{
δkl
(
a(0)
a(τ)
)γl/b0
(4.1.15)
+
Tˆ kl1 − b1γlδkl
γk − γl + b0
[
a(0)
(
a(0)
a(τ)
)γk/b0
− a(τ)
(
a(0)
a(τ)
)γl/b0]}
Rlj .
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In eqs. (4.1.14) and (4.1.15), T is expanded as T = T0+ aT1; R is the matrix
which diagonalizes T0, RT0R
−1 = diag(γ1, . . . γ2M); finally, Tˆ1 = RT1R−1.
The matrix R can be computed recursively, using the technique applied
in Refs. [28, 29] and proved in Appendix A. One finds
Rij =
1
γi − γj
j−1∑
p=i
Rip T
pj
0 , (4.1.16)
R−1ij =
1
γj − γi
j∑
p=i+1
T ip0 R
−1
pj , (4.1.17)
which, together with the conditions Rii = 1 and Rij = 0 when i > j, deter-
mine the matrix R completely.
The general solution for the parton distributions is then
q(τ) = U(C, τ) q(0) , (4.1.18)
where
U(C, τ) = S−1U(T, τ)S . (4.1.19)
We have calculated the splitting functions and partial moment integrals
which should be used in eq. (4.1.15) in order compute this solution explicitly,
and they are listed in Appendices C and D of Ref. [29].
For the sake of completeness, we describe a different method to solve
eq. (4.1.6). It is immediate to check that the matrix
U(C, τ) = I +
∞∑
n=1
∫ τ
0
dτ1 . . .
∫ τn−1
0
dτnC(τ1) . . . C(τn) (4.1.20)
obeys the differential equation
d
dτ
U(C, τ) = CU(C, τ) , (4.1.21)
with the initial condition U(C, 0) = I. In general, eq. (4.1.20) is not very
useful, since it involves an infinite sum. In the present case, however, the
infinite sum collapses to a finite sum. To see this, consider again the decom-
position C = A + B, where A is block-diagonal and B is upper-triangular.
It is easy to prove that
U(C, τ) = U(A, τ)U(B˜, τ) , (4.1.22)
where
B˜ = U−1(A, τ)BU(A, τ) . (4.1.23)
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Since A is block diagonal, U(A, τ) is also block-diagonal, and it can be com-
puted perturbatively using the procedure described in Sect. 3.3.2. Further-
more, once U(A) is known, the upper-triangular matrix B˜ can be computed
through eq. (4.1.23). Now one can use the fact that upper-triangular ma-
trices have the property that their M th power vanishes. Hence, the solution
can be expressed as the finite sum
U(B˜, τ) = I +
M−1∑
n=1
∫ τ
0
dτ1 . . .
∫ τn−1
0
dτnB˜(τ1) . . . B˜(τn) , (4.1.24)
and from the knowledge of U(B˜) and U(A) one can determine the solution
to the evolution equations explicitly.
4.2 Numerical methods and their accuracy
In this Section we will assess the accuracy of our method when the series
of contributions to the right-hand side of the evolution equation (4.1.5) is
approximated by retaining a finite number M of terms. The loss of accuracy
due to this truncation is the price to pay for eliminating the dependence
on parton parametrizations and extrapolations in the unmeasured region.
However, unlike the latter uncertainties, which are difficult to estimate, the
truncation uncertainty can be simply assessed by studying the convergence
of the series. A reasonable goal, suitable for state-of-the-art phenomenology,
is to reproduce the evolution equations to about 5% accuracy: indeed, we ex-
pect the uncertainties related to the parametrization of parton distributions
in the conventional approach to be somewhat larger (∼ 10%)1. Notice that
there is no obstacle to achieve a higher level of precision when necessary, by
simply including more terms in the relevant expansions. To this level of ac-
curacy it is enough to study the behavior of the leading order contribution to
the evolution equation: indeed, next-to-leading corrections to the anomalous
dimension are themselves of order 10%. We have verified explicitly that the
inclusion of the next-to-leading corrections does not affect our conclusions.
We can compare the exact evolution equation (4.1.5) with its approximate
form, eq. (4.1.6), by defining the percentage error on the right-hand side of
the evolution equations for the quark non-singlet, singlet and gluon:
RNSn,M =
1
NNS
∫ 1
x0
dy yn−1
[
GNSn
(
x0
y
)
−
M∑
k=0
ykcNSnk
]
qNS(y,Q2) ,
(4.2.1)
1Notice that this is not the uncertainty associated with evolution of a given parametriza-
tion with, say, an x-space code; rather, it is the uncertainty associated with the choice of
the parametrization, and with the bias it introduces in the shape of the distribution.
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RΣn,M =
1
NΣ
∫ 1
x0
dy yn−1
{[
Gqqn
(
x0
y
)
−
M∑
k=0
ykcqqnk
]
Σ(y,Q2) (4.2.2)
+
[
Gqgn
(
x0
y
)
−
M∑
k=0
ykcqgnk
]
g(y,Q2)
}
,
Rgn,M =
1
Ng
∫ 1
x0
dy yn−1
{[
Ggqn
(
x0
y
)
−
M∑
k=0
ykcgqnk
]
Σ(y,Q2) (4.2.3)
+
[
Gggn
(
x0
y
)
−
M∑
k=0
ykcggnk
]
g(y,Q2)
}
,
where NNS,Σ,g are the exact right-hand sides of the evolution equation (4.1.5).
We study the dependence of the percentage error on the value of M for
typical values of the cutoff x0 and for representative choices of test parton
distributions. In particular, we parametrize parton distributions as
q(x,Q2) = a0x
−a1(1− x)a2 . (4.2.4)
We begin by choosing, as a representative case, a2 = 4 and a1 = 1 for the sin-
glet distributions and a1 = 0 for the non-singlet. The non-singlet is assumed
to behave qualitatively as qNS ∼ xg ∼ xΣ, in accordance with the behavior
of the respective splitting functions. Furthermore, the normalization factors
a0 for the singlet and gluon are fixed by requiring that the second moments
of Σ(x,Q2) and g(x,Q2) are in the ratio 0.6/0.4, which is the approximate
relative size of the quark and gluon momentum fractions at a scale of a few
GeV2. We will then show that changing the values of a1 and a2 within a
physically reasonable range does not affect the qualitative features of our
results.
The accuracy of the truncation of the evolution equation is determined
by the convergence of the expansion in eq. (4.1.4). Because this expansion
is centered at y = 1, and diverges at y = x0, the small y region of the inte-
gration range in eq. (4.1.2) is poorly reproduced by the expansion. Hence,
even though the series in eq. (4.1.5) converges, as discussed in Sect. 4.1, the
convergence will be slower for low moments, which receive a larger contribu-
tion from the region of integration y ∼ x0. In fact, for low enough values of
n, the convolution integral on the right-hand side of the evolution equation
(4.1.2) does not exist: this happens for the same value for which the full mo-
ment of the structure function does not exist, i.e. n ≤ 1 in the unpolarized
singlet and n ≤ 0 in the unpolarized non-singlet and in the polarized case.
Therefore, we concentrate on the lowest existing integer moments of unpo-
larized distributions, i.e. the cases n = 2, 3 for the singlet distributions, and
correspondingly n = 1, 2 for the non-singlet, which are the cases in which the
accuracy of the truncation will be worse.
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x0 = 0.1
M RNS1,M RΣ2,M Rg2,M RNS2,M RΣ3,M Rg3,M
5 0.63 0.43 0.55 0.16 0.12 0.16
10 0.49 0.36 0.38 0.13 0.10 0.12
20 0.34 0.27 0.26 0.10 0.08 0.08
40 0.20 0.17 0.17 0.06 0.05 0.05
70 0.12 0.10 0.10 0.04 0.03 0.03
100 0.09 0.07 0.07 0.03 0.02 0.02
150 0.06 0.05 0.05 0.02 0.01 0.01
Table 4.1. Values of RNS,Σ,gn,M for x0 = 0.1 and different values of n and M .
x0 = 0.01
M RNS1,M RΣ2,M Rg2,M RNS2,M RΣ3,M Rg3,M
5 0.80 0.12 -42.81 0.0050 0.0024 0.0080
10 0.71 0.12 -34.67 0.0047 0.0024 0.0071
15 0.64 0.11 -29.23 0.0044 0.0024 0.0064
20 0.59 0.11 -25.28 0.0042 0.0023 0.0059
Table 4.2. Values of RΣN,M and RgN,M for x0 = 0.01 and different values of N and
M .
The values ofRNS,Σ,gn,M , computed at leading order with x0 = 0.1, are shown
in Table 4.1.
The table shows that non-singlet moments of order n behave as singlet
moments of order n − 1. This is a consequence of the fact that, as dis-
cussed above, the convergence of the expansion is determined by the singu-
larity of the integrand Gn (x0/y) q(y) of eq. (4.1.2) as y → x0; near y = x0,
the function Gn (x0/y) is well approximated by the singular contribution
log (1− x0/y), while parton distributions carry an extra power of y−1 in the
singlet case in comparison to the non-singlet. We also observe in Table 4.1
that, as expected, the convergence is slower for the lowest moments, and
rapidly improves as the order of the moment increases. This rapid improve-
ment is a consequence of the fact that the convergence of the expansion of
G(x0/y) is only slow in the immediate vicinity of the point y = x0, and the
contribution of this region to the nth moment is suppressed by a factor of
xn−10 . Due to this fast improvement, the approximation introduced by includ-
ing one less term in the expansion as the order of the moment is increased
by one, which is necessary to obtain the closed system of evolution equations
(4.1.8), is certainly justified.
The 5% accuracy goal which we set to ourselves requires the inclusion of
more than 100 terms for the lowest moment, but only about 40 terms for
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the next-to-lowest. The computation of series with such a large number of
contributions does not present any problem, since the splitting functions are
known and their truncated moments are easily determined numerically. The
implications of this requirement for phenomenology will be discussed in the
next Section. We can now study the dependence of these results on the value
of the truncation point x0 by plotting the exact and approximate right-hand
side of the evolution equations as a function of x0, as shown in Fig. 4.1.
The figures show that the case x0 = 0.1 studied in Table 4.1 is a generic
one between the two limiting (and physically uninteresting) cases x0 = 0 and
x0 = 1, where the approximation is exact. In fact, with this particular choice
of parton distributions, x0 = 0.1 is essentially a worst case and the error
estimates of Table 4.1 are therefore conservative.
An interesting feature of these plots is the presence of zeroes of the lowest
moment evolution at x0 = 0 in the non-singlet and around x0 ≈ 10−2 in the
gluon case. The physical origin of these zeroes is clear. At leading order, the
first non-singlet full moment does not evolve. On the other hand, the second
gluon full moment grows with Q2, while higher gluon full moments decrease,
i.e. the gluon distribution decreases at large x; this implies that the second
truncated moment of the gluon must decrease for a high enough value of
the cutoff x0, while it must increase for very small x0; its derivative is thus
bound to vanish at some intermediate point. Of course, the phenomenology
of scaling violations (such as a determination of αs) cannot be performed at
or close to these zeroes, where there is no evolution. From the point of view
of a truncated moment analysis, this means that the value of x0 should be
chosen with care in order to avoid these regions.
In Table 4.2 we show for sake of completeness values of RNS,Σ,gn,M for x0 =
0.01. The large percentage errors on the first moment of the gluon are due
to its zero value as it has been discussed above.
Finally, in Table 4.3 we study the dependence of our results on the form
of the parton distributions, by varying the parameters a1 and a2 within a rea-
sonable range. Of course, parton distributions which are more concentrated
at small y give rise to slower convergence. However, we can safely conclude
that the effect of varying the shape of parton distributions is generally rather
small. We have also verified that varying the relative normalization of the
quark and gluon distributions has a negligible effect on the convergence of
the series, even though it may change by a moderate amount the position of
the zeroes in gluon evolution discussed above.
4.3 Techniques for phenomenological applications
So far we have discussed scaling violations of parton distributions. In a
generic factorization scheme, the measured structure functions are convo-
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Figure 4.1. Right-hand sides of the evolution equations for the first and second
truncated moments of the non-singlet distribution, and for the second and third
moments of singlet distributions. The overall scale is set by αs(2GeV
2).
lutions of parton distributions and coefficient functions. When taking mo-
ments, convolutions turn into ordinary products and moments of coefficient
functions are identified with Wilson coefficients. In the present case, how-
ever, as shown in eqs. (4.1.2-4.1.5), truncated moments turn convolutions
into products of triangular matrices. Hence, in a generic factorization scheme,
truncated moments of parton distributions are related to truncated moments
of structure functions by a further triangular matrix of truncated moments
of coefficient functions.
This complication can be avoided by working in a parton scheme [19],
where the quark distribution is identified with the structure function F2. This
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n = 2, x0 = 0.1
a1 a2 RΣn,20 RΣn,70 Rgn,20 Rgn,70
1.5 2.0 0.26 0.10 0.27 0.11
1.0 2.0 0.20 0.07 0.23 0.09
0.5 2.0 0.14 0.05 0.18 0.07
1.5 4.0 0.32 0.12 0.30 0.12
1.0 4.0 0.27 0.10 0.26 0.10
0.5 4.0 0.22 0.08 0.22 0.09
1.5 6.0 0.36 0.14 0.32 0.14
1.0 6.0 0.32 0.12 0.29 0.12
0.5 6.0 0.27 0.10 0.26 0.10
n = 3, x0 = 0.1
1.5 2.0 0.07 0.03 0.07 0.03
1.0 2.0 0.04 0.02 0.04 0.02
0.5 2.0 0.02 0.01 0.02 0.01
1.5 4.0 0.12 0.05 0.11 0.05
1.0 4.0 0.08 0.03 0.08 0.03
0.5 4.0 0.05 0.02 0.05 0.02
1.5 6.0 0.16 0.07 0.15 0.06
1.0 6.0 0.12 0.05 0.12 0.05
0.5 6.0 0.09 0.03 0.08 0.03
Table 4.3. Values of RΣn,M and Rgn,M for x0 = 0.1 and different choices of parton
distribution parameters.
still does not fix the factorization scheme completely in the gluon sector. One
way of fixing it is to use a “physical” scheme, where all parton distributions
are identified with physical observables [21]. This may eventually prove the
most convenient choice for the sake of precision phenomenology, once accu-
rate data on all the relevant physical observables are available. At present,
however, the gluon distribution is mostly determined from scaling violations
of F2, so within the parton family of schemes the choice of gluon factoriza-
tion is immaterial. Here we will fix the scheme by assuming that all moments
satisfy the relations between the parton–scheme gluon and the MS quark and
gluons imposed by momentum conservation on second moments [20]. This
is the prescription used in common parton sets, and usually referred to as
DIS scheme. The explicit expressions of Altarelli-Parisi kernels in the DIS
scheme that we have evaluated are given in Appendix D of Ref. [29].
With this prescription, the phenomenology of scaling violations can be
studied by computing a sufficiently large number of truncated moments of
structure functions, so as to guarantee the required accuracy. If the aim is,
for instance, a determination of αs from non-singlet scaling violations, all
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we need is a large enough number of truncated moments of the non-singlet
structure function. Once an interpolation of the data in the measured region
is available, the determination of such truncated moments is straightforward.
This interpolation can be performed in an unbiased way using neural net-
works, as we will see in the following. One may wonder, however, whether
the need to use the values of very high moments would not be a problem.
Indeed, very high moments depend strongly on the behavior of the structure
function at large y, which is experimentally known very poorly. Furthermore,
it seems contradictory that scaling violations of the lowest moments should
be most dependent on the structure function at large y.
This dependence is only apparent, however. Indeed, eq. (4.1.5) for, say,
the non-singlet first moment can be rewritten as
d
dτ
q1(x0, Q
2) =
∞∑
p=0
g1p(x0)
p!
qˆp1(x0, Q
2) , (4.3.1)
where
qˆpk(x0, Q
2) =
∫ 1
x0
dyyk−1(y − 1)pq(y,Q2) . (4.3.2)
The need to include high orders in the expansion in eq. (4.1.6) is due to
the slow convergence of the series in eq. (4.3.1), in turn determined by the
fact that Gn(x0/y) diverges logarithmically at y = x0. Correspondingly, the
right-hand side of the evolution equation depends significantly on qˆp1 for large
values of p, which signal a sensitivity to the value of q(y,Q2) in the neighbor-
hood of the point y = x0. The dependence on high truncated moments qn is
introduced when qˆp1 is re-expressed in terms of qn, by expanding the binomial
series for (y − 1)p. Since this re-expansion is exact, it cannot introduce a
dependence on the large y region which is not there in the original expres-
sion. The high orders of the expansion do instead introduce a significant
dependence on the value of the structure function in the neighborhood of x0,
which can be kept under control provided x0 is not too small, i.e. well into
the measured region. There is therefore no obstacle even in practice in per-
forming an accurate determination of αs from scaling violations of truncated
moments.
Let us now consider a second typical application of our method, namely
the determination of truncated moments of the gluon distribution. In par-
ticular, the physically interesting case is the lowest integer moment, i.e. the
momentum fraction in the unpolarized case or the spin fraction in the polar-
ized case. The need to include a large number of terms in the expansion of
the evolution equations seems to imply the need to introduce an equally large
number of parameters, one for each gluon truncated moment. This would be
problematic since it is appears unrealistic to fit a very large number of pa-
rameters of the gluon from currently available data on scaling violations. We
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may, however, take advantage of the fact that the dependence on high order
truncated moments is fictitious, as we have just seen, and it rather indicates
an enhanced sensitivity to the value of q(y,Q2) as y → x0. This suggests
that a natural set of parameters to describe the gluon distribution should
include the first several truncated moments, as well as further information
on the behavior of the distribution around the truncation point x0, such as
the value of the distribution (and possibly of some of its derivatives) at the
point x0.
To understand how such a parametrization might work, notice that if
q(y,Q2) is regular around y = x0, then it is easy to prove that
lim
p→∞
∫ 1
x0
dy(y − 1)pq(y,Q2)
q(x0, Q2)
∫ 1
x0
dy(y − 1)p = 1 , (4.3.3)
by Taylor expanding q(y) about y = x0. We may therefore approximate the
series which appears on the r.h.s. of eq. (4.3.1) by
S(x0, n0) =
n0−1∑
p=0
g1p(x0)
p!
∫ 1
x0
dy(y − 1)pq(y,Q2)
+
∞∑
p=n0
g1p(x0)
p!
q(x0, Q
2)
∫ 1
x0
dy(y − 1)p. (4.3.4)
Equation (4.3.4) describes the evolution of the first truncated moment of
q(y,Q2) in terms of the first n0 truncated moments and of the value of q(y)
at the truncation point x0. Of course, the approximation gets better if n0
increases. It is easy to check that when x0 = 0.1 the accuracy is already
better than 10% when n0 ∼ 7. This means that a parametrization of the
distribution in terms of less than ten parameters is fully adequate. It is easy
to convince oneself that this estimate is reliable, and essentially independent
of the shape of the distribution q(y,Q2). In fact, because slow convergence
arises due to the logarithmic singularity in Gn(x0/y), we can estimate the
error of the approximation in eq. (4.3.4) by replacing the functions g1p(x0)/p!
with the coefficients of the Taylor expansion of log(1 − x0/y) in powers of
y − 1, which we may denote by gˆ1p(x0)/p!. The error is then∣∣∣∣∣
∞∑
p=n0
gˆ1p(x0)
p!
∫ 1
x0
dy(y − 1)p (q(y,Q2)− q(x0, Q2))
∣∣∣∣∣ (4.3.5)
≤
∫ 1
x0
dy
∣∣∣∣∣log(1− x0/y)−
n0−1∑
p=0
gˆ1p(x0)
p!
(y − 1)p
∣∣∣∣∣ ∣∣q(y,Q2)− q(x0, Q2)∣∣ .
The expression inside the first absolute value on the r.h.s. of eq. (4.3.5) is
just the error made in approximating the logarithm with its Taylor expansion
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around y = 1; thus, it is a slowly decreasing function of n0, it is integrable,
and the integral receives the largest contribution from the region y ∼ x0;
the second absolute value, on the other hand, is a bounded function of y in
the range x0 ≤ y ≤ 1, which vanishes as y → x0 for any choice of q(y,Q2).
These two facts combine to limit the size of the error. One can check directly
that, choosing for example q(y,Q2) = (1−y)4 as in the previous Section, the
accuracy is better than 10% with n0 ∼ 10 and x0 = 0.1, in agreement with
the previous estimate. One may also verify that, as expected, changing the
shape of q(y,Q2) does not significantly affect the result.
4.4 Solving the Altarelli-Parisi equation with
truncated moments
The number M of truncated moments needed to achieve a precision on the
evolution of the lowest moment comparable to that of other techniques is
rather large (M ∼ 150), and in some cases it may lead to problems in the
numerical implementation of the method, even if in practice, it is sufficient
to parametrize the parton distributions using the first few (between 7 and
10) truncated moments, plus the value of the parton distributions at x = x0.
In this Section we present a different way to improve the numerical efficiency
of the method of truncated moments. We begin by studying the unpolarized
non-singlet case at leading order, leaving at the end the extension to next-
to-leading order.
We now integrate by parts the r.h.s. of eq. (4.1.2). We get∫ 1
x0
dy yn−1q(y,Q2)Gn
(
x0
y
)
(4.4.1)
=
[
G˜n(x0, y)y
n−1q(y,Q2)
]1
x0
−
∫ 1
x0
dy G˜n(x0, y)
d
dy
(
yn−1q(y,Q2)
)
where
G˜n(x0, y) =
∫ y
x0
dz Gn
(x0
z
)
(4.4.2)
(the lower integration bound is irrelevant here; it has been chosen equal to
x0 for later convenience). Using the definition of G˜n(x0, y) and eq. (4.1.3),
we get
G˜n(x0, y) =
∫ y
x0
dz
∫ 1
x0/z
dx xn−1P (x) =
∫ 1
x0/y
dx xn−1P (x)
∫ y
x0/x
dz
= yGn
(
x0
y
)
− x0Gn−1
(
x0
y
)
. (4.4.3)
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By taking the Taylor expansion of G˜n(x0, y) around y = 1, we obtain
d
dτ
qn(x0, Q
2) =
[
G˜n(x0, y)y
n−1q(y,Q2)
]1
x0
(4.4.4)
−
∞∑
p=0
g˜pn(x0)
p!
∫ 1
x0
dy(y − 1)p d
dy
(
yn−1q(y,Q2)
)
where
g˜pn(x0) =
[
dp
dyp
G˜n(x0, y)
]
y=1
=
[
dp−1
dyp−1
d
dy
G˜n(x0, y)
]
y=1
= gp−1n (x0) .(4.4.5)
The functions G˜n(x0, y) are regular in the whole interval [x0, 1]. In fact, the
Gn(x0/y) are regular for all values of y except y = x0, as they contain singular
terms proportional to log(1−x0/y). However, these terms are integrable, and
independent of n. Thus, G˜n(x0, y) is regular in the limit y → x0 and tends
to zero. Furthermore, we observe that the Taylor coefficient of order p of
G˜n(x0, y) is equal to that of Gn(x0/y), times a factor 1/p (see eq. (4.4.5)).
For this reason, the convergence of the expansion of G˜n(x0, y) is faster than
that of Gn(x0/y).
Integrating by parts the second term of the r.h.s. of eq. (4.4.5), we have:
d
dτ
qn(x0, Q
2) =
[
G˜n(x0, y)y
n−1q(y,Q2)
]1
x0
(4.4.6)
−
[ ∞∑
p=0
g˜pn(x0)
p!
(y − 1)pyn−1q(y,Q2)
]1
x0
+
∞∑
p=1
gp−1n (x0)
(p− 1)!
∫ 1
x0
dy yn−1(y − 1)p−1 q(y,Q2)
Truncating the series, expanding the binomial (y − 1)p−1 with q(1, Q2) = 0
(this is our only assumption on the behavior of the parton distributions), we
get
d
dτ
qn(x0, Q
2) = xn−10 q(x0, Q
2)
M∑
p=0
g˜pn(x0)
p!
(x0 − 1)p (4.4.7)
+
M−1∑
k=0
c
(M−1)
nk (x0)qn+k(x0, Q
2)
where c
(M)
nk (x0) are defined as in eq. (4.1.7). Defining the triangular matrix
as in eq. (4.1.9) we can finally write the truncated evolution equation as
d
dτ
qn(x0, Q
2) =
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xn−10 q(x0, Q
2)
M∑
p=0
g˜pn(x0)
p!
(x0 − 1)p +
M∑
l=1
Cnlql(x0, Q
2) . (4.4.8)
Notice that the first term in the r.h.s. of eq. (4.4.8) vanishes in the limit
M → ∞ and the original expression given in eq. (4.1.8) with n0 = 1 is
recovered. However, for finite values of M this term must be taken into
account (in a sense, it is the price we have to pay for the better convergence
of the expansion after the integration by parts). This term poses special
problems because it depends on the value of the parton distributions at x =
x0. In the following we will show how to obtain an approximated expression
of q(x0, Q
2) in terms of a finite number N (not necessarily equal to M) of
truncated moments. The evolution equation (4.4.8) will then be solved with
a technique similar to that presented in Sect. 4.1.
We begin by taking the Taylor expansion of q(x,Q2) around x = y0:
q(x,Q2) =
∞∑
k=1
ηk(Q
2)(x− y0)k−1 , (4.4.9)
The initial point of the expansion, y0, must be carefully chosen. Parton dis-
tributions parametrized as in eq. (4.2.4) are non-analytical in x = 1 when the
exponent a2 is not an integer; and even in that case, an essential singularity
in x = 1 is generated by perturbative evolution. One should therefore choose
y0 ≤ (1 + x0)/2, so that the expansion (4.4.9) is convergent everywhere in
[x0, 1). The series will not be convergent in x = 1, no matter what y0 is;
however, the singularity in x = 1 is integrable, and the term-by-term inte-
gration is allowed using the Lebesgue definition of the integral as we did in
Sect. 4.1. We have therefore
qj(x0, Q
2) =
∫ 1
x0
dx xj−1q(x,Q2) =
∞∑
k=1
βjk(x0, y0) ηk(Q
2) , (4.4.10)
where
βjk(x0, y0) =
∫ 1
x0
dx xj−1(x− y0)k−1 . (4.4.11)
Our task is now to find a way of inverting eq. (4.4.10), in order to express
the coefficients ηk(Q
2) in terms of the truncated moments qj(x0, Q
2). This
can be done in the following way. Define a matrix β˜−1 by
β˜−1kj =
{ (
β(N)
)−1
kj
k, j ≤ N
0 otherwise
(4.4.12)
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where β(N) is the N×N upper left sub-matrix of β. For example, in the case
N = 2 the matrix β˜−1 is such that
β˜−1 · β =

1 0 β13β22−β23β12
det β(2)
. . .
0 1 β23β11−β13β21
det β(2)
. . .
0 0 0 . . .
...
...
...
. . .
 (4.4.13)
Multiplying eq. (4.4.10) by β˜−1 on the right, we obtain
N∑
j=1
β˜−1ij qj(x0, Q
2) =
∞∑
k=1
N∑
j=1
β˜−1ij βjk ηk(Q
2) , (4.4.14)
where for simplicity we have not shown the dependence on x0, y0. Using the
definition of β˜−1 we get
N∑
j=1
β˜−1ij qj(x0, Q
2) ≡ ηi(Q2) +
∞∑
k=N+1
N∑
j=1
β˜−1ij βjk ηk(Q
2) (4.4.15)
for i ≤ N . Substituting eq. (4.4.15) in eq. (4.4.9) gives
q(x0, Q
2) =
N∑
k=1
N∑
j=1
β˜−1kj qj(x0, Q
2) (x0 − y0)k−1 +R(x0, y0, Q2) , (4.4.16)
where
R(x0, y0, Q
2) =
∞∑
k=N+1
ηk(Q
2)
[
(x0 − y0)k−1 (4.4.17)
−
N∑
i=1
(x0 − y0)i−1
N∑
j=1
β˜−1ij βjk
]
.
We have thus obtained an approximate expression of q(x0, Q
2) as a function of
the firstN truncated moments of q, eq. (4.4.16); the quantity R in eq. (4.4.17)
represents the error on this reconstruction. The quantity in square brackets in
eq. (4.4.17) is independent of the parton distributions, and can be computed
for any N and k starting from the coefficients βij, given by eq. (4.4.11). The
analytic expression of this quantity is very complicated. We have checked
that, for y0 = (1 + x0)/2, it decreases as [(x0 − 1)/2]k−1, for any value of
N . Therefore, R(x0, y0, Q
2) vanishes, for N → ∞, at least as fast as the
remainder of order N of the Taylor expansion in eq. (4.4.9).
In order to assess the accuracy of our approximation, we have com-
puted the percentage error given by ratio |R/q(x0, Q2)| for some represen-
tative choices of the parton density, namely q(x,Q2) = (1 − x)a2 with a2 =
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x0 = 0.1
N a2 = 2.5 a2 = 3.5 a2 = 4.5
5 3.3× 10−4 3.2× 10−4 1.4× 10−3
10 3.8× 10−6 5.4× 10−7 1.4× 10−7
15 3.2× 10−7 1.8× 10−8 1.8× 10−9
Table 4.4. Precision in the reconstruction of q(x0, Q
2) = (1 − x0)a2 in terms of
a finite number N of truncated moments, for different values of N and for three
different choices of a2.
2.5, 3.5, 4.5. We have fixed x0 = 0.1 and y0 = (1 + x0)/2. The results are
shown in Table 4.4. We see that an excellent approximation is achieved al-
ready with N = 5, independently of the value of the large-x exponent a2.
The accuracy increases with increasing N ; however, it should be noted that a
numerical evaluation of the matrix β˜−1 requires a numerical precision which
also rapidly increases with N . Therefore, for a practical implementation
of the method, N cannot be very large. We see from Table 4.4 that for
5 ≤ N ≤ 10 the accuracy is already better than 10−3 in the cases we have
studied. We conclude that
q(x0, Q
2) ≃
N∑
j=1
[
N∑
k=1
β˜−1kj (x0, y0) (x0 − y0)k−1
]
qj(x0, Q
2) (4.4.18)
to an accuracy of about 10−3 for N = 5, independent of the detailed shape
of q(x,Q2), and rapidly increasing with N .
We are now ready to re-write the original evolution equation (4.4.8) using
our result eq. (4.4.18). We get
d
dτ
qn(x0, Q
2) =
M∑
l=1
Cnl ql(x0, Q
2) +
M∑
l=1
D
(N)
nl ql(x0, Q
2) , (4.4.19)
where Cnl is defined in eq. (4.1.9), and
D
(N)
nl = x
n−1
0
[
M∑
p=0
g˜pn(x0)
p!
(x0 − 1)p
] [
N∑
k=1
β˜−1kl (x0, y0) (x0 − y0)k−1
]
.
(4.4.20)
We now turn to a test of the accuracy of the evolution equation. We
will also compare the accuracy achieved with the method presented in this
Section, and that of Sect. 4.1. The original evolution equation (4.1.2) and
its truncated version, eq. (4.1.6), can be written schematically as
d
dτ
qn(x0, Q
2) = Sn
d
dτ
qn(x0, Q
2) = S(M)n (4.4.21)
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x0 = 0.1
M Ra1,M Rb1,M,6 Ra2,M Rb2,M,6
5 0.62 0.14 0.14 0.020
10 0.48 0.07 0.12 0.016
20 0.33 0.03 0.09 0.009
40 0.20 0.01 0.05 0.004
Table 4.5. Comparison between percentage errors for the first and the second trun-
cated moment at LO with N = 6, x0 = 0.1, y0 = (1 + x0)/2 and q(x,Q
2) =
(1− x)3.5.
respectively. Therefore, the quantity
Ran,M = 1−
S
(M)
n
Sn
(4.4.22)
is the same measure of the accuracy of the method given by eq. (4.2.1).
Similarly, we write eqs. (4.4.19) in the form
d
dτ
qn(x0, Q
2) = S(M−1)n + T
(M,N)
n , (4.4.23)
and define
Rbn,M,N = 1−
S
(M−1)
n + T
(M,N)
n
Sn
(4.4.24)
to test the error of the method presented above. The values of Ra,bn,M , com-
puted at leading order with x0 = 0.1 for n = 1 and n = 2, are shown in
Table 4.5 for different values of M and N = 6. We observe that the error
Rbn,M,N computed with the technique presented here is always much smaller
than the corresponding error presented in Sect. 4.1, Ran,M . An accuracy of
less than 10% can be achieved with a relatively small value ofM . In Table 4.6
we show also the comparison between percentage errors with x0 = 0.01. We
observe that, accordingly to what we have discussed in Sect. 4.2, the per-
centage error on the second truncated moment is smaller for x0 = 0.01 than
for x0 = 0.1, while it is larger for the first truncated moment.
Finally, in Fig. 4.2, we show the x0 dependence of the r.h.s. of the evolu-
tion equation for the first and the second truncated moments. In both cases,
we note that the approximation of the exact case is very good.
The complete solution of the evolution equation, LO and NLO terms, can
be written as
qn(x0, Q
2) = (4.4.25)
R−1
[
eγτ + ae(γ+b0)τ
∫ τ
0
dσ e−(γ+b0)σ(Ĉ1 + D̂1)e
γσ
]
R qn(x0, Q
2
0) ,
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x0 = 0.01
M Ra1,M Rb1,M,6 Ra2,M Rb2,M,6
5 0.78 0.11 0.0042 0.0019
10 0.70 0.06 0.0039 0.0017
20 0.58 0.03 0.0035 0.0014
40 0.46 0.01 0.0030 0.0009
Table 4.6. Comparison between percentage errors for the first and the second trun-
cated moment at LO with N = 6, x0 = 0.1, y0 = (1 + x0)/2 and q(x,Q
2) =
(1− x)3.5.
with the initial condition
qn(x0, Q
2
0) = q
(0)
n (x0, Q
2
0) + a(0)q
(1)
n (x0, Q
2
0) , (4.4.26)
and
R(C0 +D0)R
−1 = diag(γ1, . . . , γM) ≡ γ , (4.4.27)
Ĉ1 + D̂1 = R(C1 +D1)R
−1 .
The matrix R that diagonalizes C0+D0 must be computed numerically. This
is not a problem, since, as we have seen, its dimension M does not need to
be too large.
The improvement of the numerical efficiency presented here can be ex-
tended straightforwardly to the unpolarized singlet case, and to polarized
partons as well. The tests we presented are only for the LO equations. We
have checked that the inclusion of NLO terms does not modify our conclu-
sions. The technique of truncated moments can now be easily implemented
numerically for phenomenological purposes.
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Figure 4.2. Right-hand side of the evolution equations for the first and the second
truncated moments of the non-singlet distribution with M = 10 and N = 6. The
overall scale is set by αs(2GeV
2).
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5Introduction to Neural
Networks
In the present times artificial neural networks constitute one of the most
successful and multidisciplinary subjects. People with very different forma-
tion, ranging from physicists to philosophers, and from biologists to engi-
neers, are working on them trying to understand better and better how they
work. Applications of artificial neural networks are widely used from images
reconstruction to financial markets predictions. Artificial neural network
methods are well established techniques for high energy physics too, where
they are used for event reconstruction in particle accelerators. Quark-gluon
separation, heavy quark jet tagging, mass reconstruction, and track finding
procedures make use of artificial neural networks [32].
Here we will give a very brief and general introduction to artificial neu-
ral networks (henceforth simply neural networks). Our main interest is to
describe the very basic algorithms of neural networks, and some useful prac-
tical issues in order to better understand the fits presented in the following
Chapter.
5.1 From biology to artificial neural networks
The structure of biological nervous system started to be understood in 1888,
when Dr. Santiago Ramo´n y Cajal succeeded in seeing the synapses between
individual nervous cells, the neurons. This discovery was quite impressive
as it proved that all the capabilities of the human brain rest not so much in
the complexity of its constituents as in the enormous number of neurons and
connections between them. To give an idea of these magnitudes, the usual
estimate of the total number of neurons in the human central nervous system
is 1011, with an average of 10000 synapses per neuron. The combination of
both numbers yields a total of 1015 synaptic connections in a single human
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Figure 5.1. Schematic structure of a neuron.
brain. All the neurons share the common structure schematized in Fig. 5.1.
There is a cell body or soma where the cell nucleus is located, a tree-like
set of fibres called dendrites and a single long tabular fibre called the axon
which arborize as its end. Neurons establish connections either to sensory
organs (input signals), to muscle fibres (output signals) or to other neurons
(both input and output). The output junctions are called synapses. The
inter-neuron synapses are placed between the axon of a neuron and the soma
or the dendrites of the next one.
The way the neuron works is basically the following: a potential difference
of chemical nature appears in the dendrites or soma of the neuron, and if its
value reaches a certain threshold then an electrical signal is created in the
cell body, which immediately propagates through the axon without decaying
in intensity. When it reaches its end, this signal is able to induce a new
potential difference in the post-synaptic cells, whose answer may or may not
be another firing of a neuron or a contraction of a muscle fibre, and so on.
Of course a much more detailed overview could be given, but this suffices for
our purposes.
In 1943 W. S. McCulloch and W. Pitts [33] suggested a mathematical
model for capturing some of the above characteristics of the brain. First,
an artificial neuron (or simply a neuron) is defined as a processing element
whose state ξ at time t can take two different values only: ξ(t) = 1, if it is
firing, or ξ(t) = 0, if it is at rest. The state of, say, the ith unit, ξi(t), depends
on the inputs from the rest of the N neurons through the discrete dynamical
equation
ξi(t) = Θ
(
N∑
j=1
ωijξj(t− 1)− θi
)
, (5.1.1)
where the weights ωij represent the strength of the synaptic coupling between
the jth and the ith neurons, θi is the threshold which points out the limit
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Figure 5.2. A three-layer perceptron consisting of input, hidden and output layers.
between firing and rest, and Θ is the unit step activation function defined as
Θ(h) ≡
{
0 if h ≤ 0 ,
1 if h > 1 .
(5.1.2)
Then, a set of mutually connected McCulloch-Pitts units is what is called an
artificial neural network.
In spite of the simplicity of their model, McCulloch and Pitts were able
to prove that artificial neural networks could be used to any desired compu-
tation, once the weights ωij and the thresholds θi were chosen properly. This
fact made that the interest toward artificial neural networks was not limited
to the description of the collective behavior of the brain, but also as a new
paradigm of computing.
5.2 Multilayer Neural Networks
Among the different types of neural networks, those in which we have con-
centrated our interest are Rosenblatt’s perceptrons, also known as multilayer
feed-forward neural networks [34]. In these networks there is a layer of input
units whose only role is to feed input patterns into the rest of the networks.
Next, there are one or more intermediate or hidden layers of neurons evaluat-
ing the same kind of function of the weighted sum of inputs, which, in turn,
send it forward to units in the following layer. This process goes on until the
output level is reached, thus making it possible to read off the computation.
In the class of networks one usually deals with, there are no connections
leading from a neuron to units in the previous layers, nor to neurons further
than the next contiguous level, i.e. every unit feeds only the ones contained
in the next layer. Once we have updated all the neurons in the right order,
they will not change their states. For these architectures time plays no role.
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In Fig. 5.2 we have represented a three-layer perceptron with n1 input
units, n2 hidden units in a single hidden layer, and n3 outputs. When an
input vector ξ is introduced to the network, the states of the hidden neurons
acquire the values
σi = g
(
n1∑
k=1
ω
(2)
ij ξk − θ(2)j
)
, j = 1, . . . , n2 ; (5.2.1)
the output of the network is the vector ζ whose components are given by
ζi = g
(
n1∑
j=1
ω
(3)
ij σj − θ(3)i
)
, i = 1, . . . , n3 . (5.2.2)
Here we have supposed that the activation function can be any arbitrary
function g, though it is customary to work only with bounded ones either in
the interval [0, 1] or [−1, 1]. If this transfer function is of the form of the Θ
step function it is said that the activation is discrete, since the states of the
neurons are forced to be in one of a finite number of different possible values.
Otherwise, continuous functions commonly used are the sigmoids or Fermi
functions
g(h) ≡ 1
1 + e−βh
, (5.2.3)
which satisfy
lim
β→∞
g(h) = Θ(h) . (5.2.4)
In the terminology of statistical mechanics the parameter β is regarded as
the inverse of a temperature. However, for our practical applications we will
set β = 1.
Generally, if we have L layers with n1, . . . , nL units respectively, the state
of the multilayer perceptron is established by recursive relations
ξ
(l)
i = g
(
nl−1∑
j=1
ω
(l−1)
ij ξ
(l−1)
j − θ(l)i
)
, i = 1, . . . , nl , l = 2, . . . , L , (5.2.5)
where ξ(l) represents the state of the neurons in the lth layer, ω
(l)
ij the weights
between units in the (l− 1)th and the lth layers, and θ(l)i the threshold of the
ith unit in the lth layer. Then the input is the vector ξ(1) and the output the
vector ξ(L).
By simple perceptron one refers to networks with just two layers, the input
one and the output one, without internal units, in the sense that there are
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no intermediate layers. These devices have been seen to have limitations,
such as the XOR problem, which do not show up in feed-forward networks
with hidden layers present. Actually, it has been proved that a network
with just one hidden layer can represent any Boolean function [35]. Any
continuous function can be uniformly approximated by a continuous neural
network having only one internal layer, and with an arbitrary continuous
sigmoid non-linearity [36].
5.3 Learning process of Neural Networks
Connecting neurons together may well produce networks that can do some-
thing, but we need to be able to train them in order to make them do anything
useful. We also want to find the simplest learning rule that we can, in order
to keep our model understandable. As is often the case in neural computing,
inspiration comes from looking at real neural systems.
Dogs are given tit-bits to encourage them to come when called. Generally,
good behavior is reinforced, while bad behavior is reprimanded. We can
transfer this idea to our network. The guiding principle is to allow neurons
to learn from mistakes. If they produce an incorrect output, we want to
reduce the chances of that happening again; if they come up with correct
output, then we need do nothing. The learning paradigm can be summarized
as follows:
• set the weights and thresholds randomly;
• present an input;
• calculate the actual output by taking the thresholded value of the
weighted sum of the inputs;
• alter the weights to reinforce correct decisions and discourage incorrect
ones, i.e. reduce the error;
• present the input next time, etc.
5.3.1 A simple perceptron learning algorithm
Let us consider the set
{(xµ, zµ) ∈ Rn × Rm, µ = 1, . . . , p} (5.3.1)
of pairs input-output and a simple perceptron, i.e. a neural network with
only two layers. The equations governing the state of the network are given
by
ξ
(2)
i = g(hi) , i = 1, . . . , m , (5.3.2)
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where the fields are given by
hi =
n∑
j=1
ωij ξ
(1)
j − θi . (5.3.3)
We shall use the notation for the input and output patterns:{
x = ξ(1) ,
o(x) = ξ(2)
. (5.3.4)
For any given values of the weights and thresholds it is possible to calculate
the quadratic error between the actual and the desired output of the network,
measured over the training set:
E[o] ≡ 1
2
p∑
µ=1
m∑
i=1
(oi(x
µ)− zµi )2 . (5.3.5)
Therefore, the last squares estimate minimizes E[o]. Applying the gradient
descent minimization procedure, what we have to do is just to look for the
direction (in the space of weights and thresholds) to steepest descent of the
error function (which coincides with minus the gradient), and then modify
the parameters in that direction so as to decrease the actual error:
δωij = −η ∂E
∂ωij
= −η(oi(xµ)− zµi )g′(ωi · x)xj ,
(5.3.6)
δθi = −η∂E
∂θi
= −η(oi(xµ)− zµi )g′(ωi · x)
where ωi · x =
∑
j=0 ωijxj , with the updating rule
ωij(t + 1) −→ ωij(t) + δωij , (5.3.7)
θi(t + 1) −→ θi(t) + δθi .
The appearance of the derivative g′ of the activation function explains why
we have supposed in advance that it has to be continuous and differentiable.
The intensity of the change is controlled by the learning rate parameter η.
When no more changes (within some accuracy) occurs, i.e. δωij ∼ 0, the
weights are frozen and the network is ready to use for data it has never
“seen”. The procedure is summarized as follows:
1. initialize ωij with ± random values;
2. pick pattern p from the training set;
3. feed input x to network and calculate the output o;
4. update the weights according to eq. (5.3.7) and eq. (5.3.6);
5. repeat from 2 until ωij(t+ 1) ∼ ωij(t).
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5.3.2 Learning by error back-propagation
We now consider a multilayer neural network and generalize the delta rule
or gradient descent procedure that we have seen in the perceptron case,
eq. (5.3.6) [37]. The equations that describes the multilayer neural network
are given by
ξ
(l)
i = g(h
(l)
i ) , i = 1, . . . , m , (5.3.8)
h
(l)
i =
nl−1∑
j=1
ω
(l−1)
ij ξ
(1)
j − θ(l)i . (5.3.9)
δω
(l)
ij = −η
∂E
∂ω
(l)
ij
,
(5.3.10)
δθ
(l)
i = −η
∂E
∂θ
(l)
i
Substituting the first two equations in eq. (5.3.5), and taking the derivatives,
it is easy to get
δω
(l)
ij = −η
p∑
µ=1
∆
(l)µ
i ξ
(l−1)µ
j , i = 1, . . . , nl, j = 1, . . . , nl−1 ,
(5.3.11)
δθ
(l)
i = η
p∑
µ=1
∆
(l)µ
i , i = 1, . . . , nl ,
where the error is introduced in the units of the last layer through
∆
(L)µ
i = g
′
(
h
(L)µ
i
)
[oi(x
µ)− zµi ] (5.3.12)
and then is back-propagated to the rest of the network by
∆
(l−1)µ
j = g
′
(
h
(l−1)µ
j
) nl∑
i−1
∆
(l)µ
i ω
(l)
ij . (5.3.13)
This result can be easily derived by taking a neural network with only one
hidden layer. Summarizing the batched back-propagation algorithm for the
learning of the training set (5.3.1) consists in the following steps
1. initialize all the weights and thresholds randomly, and choose a small
value for the learning rate η;
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2. run a pattern xµ of the training set and store the activations of all the
units (i.e.
{
ξ
(l)µ
i , ∀l∀i
}
);
3. calculate the ∆
(L)µ
i and then back-propagate the error using eq.(5.3.13);
4. compute contributions to δω
(l)
ij and δθ
(l)
i , induced by this input-output
pair (xµ, zµ);
5. update weights and thresholds;
6. go to the second step unless enough training epochs have been carried
out.
The adjective “batched” refers to the fact that the update of the weights
and thresholds is done after all patterns have been presented to the network.
Nevertheless, simulations show that, in order to speed up the learning, it is
usually preferable to perform this update each time a new pattern is pro-
cessed, choosing them in random order: this is known as non-batched or on-
line back-propagation. Generally, we choose the on-line mode if the number
of patterns is small (i.e. ∼ 103), and the batched one if it is large.
It is clear that back-propagation seeks minima of the error function given
in eq. (5.3.5), but it cannot ensure that it ends in a global one, since the
procedure may get stucked in a local minimum. Several modifications have
been proposed to improve the algorithm so as to avoid local minima and to
accelerate its convergence. One of the most successful, simple and commonly
used variants is the introduction of a momentum term to the updating rule,
either in the batched or the on-line schemes. It consists in the substitution
of eq. (5.3.10) by
δω
(l)
ij = −η
∂E
∂ω
(l)
ij
+ αδω
(l)
ij (last) , (5.3.14)
δθ
(l)
i = −η
∂E
∂θ
(l)
i
+ αδθ
(l)
i (last)
where the “last” means the values of the δω
(l)
ij and δθ
(l)
i used in the pre-
vious updating of the weights and thresholds. The parameter α is called
momentum of the learning, and it has to be a positive number smaller than
1.
5.4 Practical issues
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5.4.1 Rules of thumb
Number of layers
The number of layers issue depends on the specific task one wants the net-
works to perform, but a general statement is that no more than two hidden
layers are needed, even though very many units might be needed in these
layers.
Any function, no matter how complex, can be represented by a multilayer
neural network of no more than three layers; the inputs are fed through an
input layer, a middle hidden layer, and an output layer. This is an important
result in that it proves that whatever is done in four or more layers could
also be done in three. However, we note that with only one hidden layer one
may need a very large number of units in the hidden layer. Thus, it could be
more useful to have two hidden layers and a smaller number of neurons on
each. Notice also that, as the sigmoid is very close to a step function, if we
have a neural network with two hidden layers and a small number of units
it could be useful to adopt a linear activation function between the last two
layers to have a smoother output.
Number of hidden units
The number of hidden units needed to approximate a given function F is
related to how many terms are needed in an expansion of F in the function
g(). There are several techniques to determine the optimal number of units.
We can reduce a large number units by the weight decay approach, where
weights which are rarely updated are allowed to decay according to
δij = −η ∂E
∂ωij
− ǫωij , (5.4.1)
where ǫ is the decay parameter, typically a very small number, O(10−4). This
corresponds to adding an extra complexity term to the energy function [38]
E → E + ǫ
2η
∑
i,j
ωij (5.4.2)
imposing a “cost” for large weights. A more advanced complexity term [38]
is
E → E + λ
∑
i,j
ω2ij/ω
2
0
1 + ω2ij/ω
2
0
, (5.4.3)
where the sum extends over all weights. For large |ωij| the cost is λ, whereas
for small weights it is zero. The scale of weights is set by ω0. In this way the
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cost reflects the number of weights, instead of the size, hence the network
gets pruned to only contain weights that are really needed to represent the
problem. One can also begin with a small number of units, and then increases
it one by one by trial-and-error till a stability of the error function or of a
given indicator is reached.
Learning parameters
If the activation 〈ξi〉 of output node i is large, the optimal η for weights
connecting to that unit will be small. The natural thing is to rescale the
input data such that 〈ξi〉 ∼ O(1) for all i, in which case they will have
approximately the same optimal η (even the thresholds). This also simplifies
for the case of the hidden units where 〈hi〉 ∼ O(1) for sigmoidal units, and
the same learning rate can be used for all weight layers.
The momentum term α controls the “averaging” of the updatings and it
is closely connected to the learning rate. An increase of α means an increase
of the “effective” learning rate. The optimum α depends on the updating
procedure used. For the batched method α is very useful and should be a
number close to unity (0.5 < α < 1). For the on-line updating, on the other
hand, α is often (but not always) useless.
Time dependence
One can choose a learning parameter that varies with time. In this way
after the region of the minimum is reached with a large η, the learning rate
is reduced as to avoid to get out of there and to refine the research of the
minimum. Notice however that if a local minimum is reached in this way one
can not get out of there.
Choosing patterns
If patterns are shown sequentially, there may result a bias, e.g. due to a
regularity of some sequential input patterns in giving a positive variations of
weights. This is the reason why it is a good rule to choose patterns randomly.
It is also a good rule to show a pattern as an input at least 104 times, in
order to allow compensations of different variations.
5.4.2 Generalization
One of the major features of neural networks is their ability to generalize,
i.e. to classify successfully patterns that have not been previously presented.
Multilayer neural networks generalize by detecting features of the input pat-
tern that have been learned to be significant, and so coded into the internal
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Figure 5.3. Different trainings for a fit of the non-singlet structure function F p2 −F d2
for a subset of BCDMS data points.
units. Thus an unknown pattern is classified with others that share the same
distinguishing features. This means that learning by example is a feasible
proposition, since only a representative set of patterns have to be taught
the network, and the generalization properties will allow similar inputs to
be classified as well. It also means that noisy inputs will be classified, by
virtue of their similarity with the pure input. It is generalization ability that
allows multilayer neural networks to perform more successfully on real-world
problems that other pattern recognition or expert systems.
Generally, neural networks are good at interpolation, but not so good at
extrapolation. They are able to detect the patterns that exist in the inputs
they are given, and allow for intermediate states that have not been seen.
However, inputs that are extensions of the range patterns are less well clas-
sified, since there is little which compare them with. Put another way, given
an unseen pattern that is an intermediate mixture of two previously taught
patterns, the net will classify it as an example of the predominant pattern. If
the pattern does not correspond to anything similar to what the neural net-
work has seen before, then the classification will be much poorer. Notice also
that the generalization performance is usually lower than its performance on
the training set, although for very large data sets the performance can be
approximately equal. For a feed-forward network with one hidden layer, the
generalization error is of order O(Nω/Np) where Nω is the number of weights
and Np the number of training patterns [39].
In Fig. 5.3 we show, as an example, a plot with three different trainings of
the structure function F p2 −F d2 (details will be given in the next chapter). We
have chosen the architecture (4,5,3,1) that will be used in the following, and
we have trained the neural network on a very small arbitrary chosen subset
of data, i.e. 30 experimental points from the BCDMS data (see later).
In the first plot we can see a very smooth almost constant function which
corresponds to a very short training. Here we see that the neural network
strongly correlates data points, but since there has been no enough training
it does not reproduce the behavior of data. The second plot corresponds to a
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longer training. Here we see that the neural network has found an underlying
law from data; also in this case it strongly correlates data points, but now
it reproduce their behavior. The last plot shows the result of a very long
training. Here the neural network goes on top of many data point loosing
its generalization ability. This is what is called over-learning. If the number
of weights of the neural network is equal to the number of data points we
can have over-learning for a large enough number of training epochs. If
the number of weights is less than the number of points and the number of
training epochs is large enough we can have only partial over-learning.
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The DIS cross section is expressed in terms of the nucleon structure function
F2, that carries informations about the inner structure of the nucleon. If we
were able to solve QCD in the non-perturbative domain, we could calculate
F2 with quark masses and ΛQCD as the only inputs. Unfortunately this is
not the case at present times. However, we need a more and more detailed
knowledge of the structure of nucleons as they are essential ingredients for
present and future hadron colliders [40]. Note that the unpolarized structure
function is necessary also to determine the polarized structure function from
the spin asymmetry in polarized deep inelastic scattering. Although the
accuracy of such experiments is not yet very high, it could be anyway useful
for future tasks to minimize the sources of errors. We have thus to extract as
much precise information as possible from experiments. For this purpose we
present here an alternative approach to extract F2 from data. Results will
also be published in Ref. [41].
The Chapter is organized as follows. First we will describe the experimen-
tal data used in our fit with details on correlated systematic uncertainties.
Then, we will discuss techniques to calculate errors and correlations from
the fitted F2, and we will show how we can minimize theoretical assumptions
on the shape of the structure functions with the help of neural networks. A
detailed description of the behavior of neural networks will be given. Finally,
we will show our results for the non-singlet structure function F p2 − F d2 , and
preliminary results on the proton and the deuteron structure functions.
6.1 Experimental data
We have used experimental data given by the New Muon Collaboration
(NMC) [42] and the BCDMS (Bologna-CERN-Dubna-Munich-Saclay) Col-
laboration [43] as they measure both the proton and the deuteron structure
functions. We have not considered data given by the E665 Collaboration
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[44]. E665 data cover a kinematic range with small x and Q2, that is almost
entirely excluded in the analysis performed in Chapter 7. The inclusion of
these data would have implied a further effort, and would not have been very
significant to our purpose. A future analysis may consider these data as well.
Note, however, that since some of these data cover a kinematic range similar
to that of NMC, we could use them to test the prediction ability of our neural
networks 1. Details on errors of both the experiments are given below. In
Fig. 6.1 we show the kinematic region explored by the experiments.
6.1.1 NMC
We have used data and data tables given in [42]. NMC data consist of four
data sets for the proton and the deuteron structure functions corresponding
to beam energies of 90, 120, 200 and 280 GeV, covering the kinematic range
0.002 ≤ x ≤ 0.60 and 0.5GeV2 ≤ Q2 ≤ 75GeV2. The systematic errors are:
• the incoming (E) and outgoing beam (E’) energies, fully correlated
between the proton and the deuteron data, but independent for the
data taken at different beam energies;
• the radiative correction (RC), fully correlated between all energies, but
independent for the proton and the deuteron;
• the acceptance (AC) and the reconstruction efficiency (RE) fully cor-
related for all data sets;
• the normalization uncertainty (2%), correlated between the proton and
the deuteron data, but independent for data taken at different beam
energies.
The uncertainties due to acceptance range from 0.1 to 2.5% and reach at
most 5% at large x and Q2. The uncertainty due to radiative corrections is
highest at small x and large Q2 and is at most 2%. The uncertainty due to
reconstruction efficiency is estimated to be 4% at most. The uncertainties due
to the incoming and the scattered muon energies contribute to the systematic
error by at most 2.5%.
Finally note that each bin of data has larger statistical errors in the
extremes and lower in the middle. In particular the worse points are those
of larger Q2. The experimental reason for this effect is related to the details
of the geometry of the detector and to the explored kinematic region. As
one pushes the detection to some areas at the limit of the acceptance region
many points are lost and the statistics goes down significantly.
1Remember that neural networks are good in interpolation, but their are not in ex-
trapolation. Thus, it is reasonable to test them on a kinematic range similar to the one
they have been trained on.
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Figure 6.1. NMC and BCDMS kinematic range.
6.1.2 BCDMS
We have used data given in [43] and data tables given in [45]. BCDMS
data consist of four data sets for the proton structure function corresponding
to beam energies of 100, 120, 200 and 280 GeV and three data sets for the
deuteron structure function corresponding to beam energies of 120, 200 and
280 GeV covering the kinematic range 0.06 ≤ x ≤ 0.80 and 7GeV2 ≤ Q2 ≤
280GeV2. The systematic errors are:
• fN = 3%, the absolute normalization error totally correlated for all
energies and the two targets;
• fb < 0.15%, the calibration of the incident beam energy;
• fs < 0.15%, the calibration of the spectrometer magnetic field;
• fr < 1%, the calibration of the outgoing muon energy;
• fd, inefficiencies of the detector (negligible).
The first two systematic errors sources have large effects at large x and small
Q2. Even if the experiments for the two targets where done at different
times, the systematic errors are fully correlated for all targets and for all
beam energies [46]:
• the calibration of the incoming beam energy E was realized in a magnet
on the beam line, and it was dominated by a systematic uncertainty
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due to scintillators that measured the muon beam. This position was
more stable in time than the precision of measurements;
• the calibration of the outgoing muon energy was reproducible with a
relative value of about 0.02%. This remained the same in the four years
of the experiment, and thus remained independent of the used target
or the beam energy. On the other hand the absolute calibration had
an uncertainty at a level of 0.1-0.2%;
• the resolution of the spectrometer depended on the constituent mate-
rial, which had not changed in the four years, thus same detector, same
magnet and same positions. It could have depended on the hadronic
production absorbed in the magnet, as these particles perturbed the
recognition of the scattered muon. However, the hadronic productions
from proton and deuteron are so similar that this effect is negligible.
BCDMS data have a further source of uncertainty due to the relative
normalization of data between different beam energies and different targets.
Specifically, there is a 2% cross section normalization of data taken with
different targets, a 1% relative cross section normalization of data taken at
different beam energies for the proton, a 1% relative cross section normaliza-
tion between data taken at 120 GeV and 200 GeV and 1.5% between data
taken at 200 GeV and 280 GeV for the deuteron.
6.2 Fitting procedure
We consider the case where we have M measurements of a nucleon structure
function F2. The central problem is to determine F2 based on observations
F
(1)
2 , . . . , F
(M)
2 . Specifically, we can introduce a hypothesis for the structure
function F2 which depends on unknown parameters θ = (θ1, . . . , θm). The
goal is then to estimate parameters by comparing the hypothesis with exper-
imental data.
We first discuss as an example a functional parametrization of F2 (see
[47] and references therein). A QCD inspired parametrization of F2 can be
constructed by observing that the evolution equations (3.3.1) introduce a
logarithmic dependence on Q2, while a polynomial function could fit the de-
pendence on x. Moreover, from the parton model we have a further constraint
on the x behavior for x = 1. We can then take
F2(x,Q
2) = xa1 f(x,Q2) , (6.2.1)
where
f(x,Q2) = A(x)
[
logQ2/Λ2
logQ20/Λ
2
]B(x) [
1 +
C(x)
Q2
]
, (6.2.2)
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and
A(x) = (1− x)a2 [a3 + a4 (1− x) + a5 (1− x)2
+ a6 (1− x)3 + a7 (1− x)4] ,
B(x) = b1 + b2 x+
b3
x+ b4
, (6.2.3)
C(x) = c1 x+ c2 x
2 + c3 x
3 + c4 x
4 .
The small x behavior of the function is described by the a1 parameter, while
the a2 term carries most of the information on the large x behavior. The
reference scale is fixed arbitrarily at Q20 = 20GeV
2, while the value Λ =
0.250GeV is extracted from αs measurements at different Q
2 [48]. The last
term of eq. (6.2.2) takes account of higher twist effects (see the next Chapter
for details).
The total number of parameters in eq. (6.2.1) is 15, and they can be
estimated by minimizing the χ2 on a given set of experimental data. Once
the parameters are known we can evaluate any quantity that depends on F2,
e.g. the asymmetry A1 or a Mellin moment. Since parameters are themselves
stochastic variables, they are determined with an error and with a correlation
matrix. In this way a value of the structure function is given with an error
that is the combination of the parameter errors. Note that because of the
non-linearity of F2 some linearization is necessary to determine the structure
function error, and this may be a source of uncertainty. With this approach
it may be non-trivial to obtain the errors on two given data points and
especially their correlations given by
cov[F2(x1, Q
2
1), F2(x2, Q
2
2)] = (6.2.4)
m∑
i,j=1
∂F2(x,Q
2)
∂θi
∂F2(x,Q
2)
∂θj
∣∣∣∣
(x1,Q21),(x2,Q
2
2)
cov[θi, θj ] .
Even more complications arise if we would like to calculate functions of F2, as
for example a Mellin moment, while it would be a very hard task to evaluate
the correlation between two Mellin moments. A possible way to overcome this
problem was given in [47]. Indeed, since F2 is provided with an “estimated
error band” one might hope to get a qualitative idea of the error by taking
the integrals of the upper and lower curves of the band as estimates of the
error on a Mellin moment. This procedure is however meaningless. In fact,
if we use the fitted F2 to extract, as an example, αs, we note that the error
on αs could be made arbitrarily small by increasing the number of values
of Q2 at which the moment is evaluated (even within a fixed range in Q2)
[28]. This apparently paradoxical result is of course due to the fact that the
procedure neglects correlations between the values of the moment extracted
from the fit at two different scales, which tend to one as the scales get closer.
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The Monte Carlo method is an alternative approach for calculating er-
rors and correlations by using sequences of random numbers. A sequence
of Monte Carlo generated values of F2 may be used to evaluate estimators
for errors and correlations of the values of the parameters of F2. Techniques
for constructing estimators are discussed in Appendix B.3. An important
feature of properly constructed estimators is that their statistical accuracy
improves as the number of values N in the data sample increases. A question
which we will address is how large N must be to achieve an accuracy at the
percent level on estimators.
A functional parametrization as the one given in eq. (6.2.1) introduces an
uncertainty due to the imposed dependence on x and Q2. However, nobody
knows which is the real behavior of F2, and any assumption on its functional
form may be a source of uncertainty, whose exact size is very hard to assess.
For this purpose we will consider a fit with a neural network. Indeed, a
neural network with a given architecture can describe a structure function as
well as, say, a demographic distribution having very different behaviors: the
difference only depends on the input and the output data which it is trained
with. In this case however we will have a larger number of parameters than
with the functional parametrization. The number of parameters included in
a fit corresponds more or less at the number of terms included in a Taylor
expansion of F2. As nobody knows the exact expression of F2, nobody also
knows how many terms we have to include in its Taylor expansion or the
exact number of parameter that we need to fit it. The space of parameters
is an infinite dimensional space, and the arbitrary choice of a fixed number
of parameters corresponds to an arbitrary reduction of this space without
assessing the uncertainty with which this reduction is done. As we have seen
in Section 5.4.1 the number of neurons, and then of the parameters, in a
neural network is chosen only by looking at the stability of the error func-
tion without making any theoretical assumption on their number. We also
observe that once the stability of a neural network is reached, information
is maintained even in the case a neuron dies. In this way a neural networks
guarantees a more robust and less arbitrary parametrization of a structure
function. The only request is to determine the most stable and economic
architecture for the problem at hand. Thus, a neural network fit of F2 will
avoid both theoretical assumptions on the functional behavior of the struc-
ture function and an arbitrary choice of the number of parameters used in
the fit.
Specifically, we will proceed as follows. First, we will generate N repli-
cas of artificial data with the given experimental statistical and systematic
correlated errors starting from the original ones. Then, we will perform a
neural network fit of each replica. Finally, we will take the average over the
number of neural networks, reproducing central values, errors and correla-
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tions of the original data with an uncertainty that depends on the number of
generated replicas N . In this way errors and correlations between two quan-
tities depending on the structure functions (e.g. both two values of the A1
asymmetry or two Mellin moments) can be calculated keeping under control
all the theoretical biases.
6.3 Generation of artificial data
Artificial data for the NMC experiment are generated with
F
(art)
i = (1 + r7 σN )
[
F
(exp)
i (6.3.1)
+
r1E + r2E
′ + r3AC + r4RC + r5RE
100
F
(exp)
i + r6 σstat
]
,
where the systematic errors have been discussed in the previous section and ri
are random Gaussian numbers. In order to reproduce the correct correlations
we choose r3 and r5 equal for different energies and target, r4 equal for data
of the same target, r1, r2 and r7 equal for different targets. Gaussian random
numbers are generated with the gasdev routine given in [49] and reported in
Appendix C.
Artificial data for the BCDMS experiment are generated with
F
(art)
i = (1 + r5 σN)
√
1 + r6 σNt
√
1 + r7 σNb
[
F
(exp)
i (6.3.2)
+
r1 fb + r2 fs + r3 fr
100
F
(exp)
i + r4 σstat
]
,
where the systematic errors have been discussed in the previous section,
σN is the absolute normalization, σNt is the relative normalization between
different targets, σNb is the relative normalization between different beam
energies, ri are random Gaussian numbers as above. In particular, r1,r2,r3
and r5 are equal for different energies and different targets, r6 is the same for
data of a given target, r7 is the same for data of a given energy.
A relative normalization uncertainty σNm between two measurements m1
and m2 is taken into account by multiplying one measure by
√
1 + σNm r and
the other by 1/
√
1 + σNm r, where r is a random Gaussian number. In this
way the product m1m2 is equal to one, while their ratio gives 1+σNm . Thus,
when the normalization of m1 increases, that of m2 decreases. The same
result is obtained by multiplying the two measurements by
√
1 + σNm r and√
1− σNm r respectively. If we generalize to many measurements having a
relative normalization uncertainty with each other, we obtain as an averaged
effect an additional uncertainty on the measurements, see eq. (6.3.2). The
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Figure 6.2.
〈
Fi
〉
rep
vs Fi and r
(art) vs. r(exp) for the different structure functions
with Nrep =10, 100 and 1000.
error introduced by the relative normalization uncertainties is
√
1 + σNm −
1 ∼ 1
2
σNm .
We now address the problem of understanding how the central values, er-
rors, and point-to-point correlations computed from the artificially generated
data compare to the corresponding input experimental values, as a function
of the number of generated replicas. A qualitative answer can be obtained
from Fig. 6.2, where we show the scatter plots for mean values and correla-
tions for the proton, the deuteron and the non-singlet structure functions.
The reason why we take into account also the non-singlet structure function
will be explained in the next section.
A more detailed description can be obtained by defining the following
quantities:
• average over the number of replicas for each experimental point i (i.e. a
pair of values of x and Q2)〈
Fi
〉
rep
=
1
Nrep
Nrep∑
k=1
F
(k)
i . (6.3.3)
The error on 〈Fi〉rep is given by
σi =
√〈
F 2i
〉
rep
−
〈
Fi
〉2
rep
; (6.3.4)
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F p2
Nrep 10 100 1000〈
V
[〈
F
〉
rep
]〉
points
1.2× 10−5 1.4× 10−6 2.5× 10−7〈
PE
[〈
F
〉
rep
]〉
points
0.9% 0.3% 0.1%
r˜[F ] 0.99966 0.99996 0.99999〈
V [σ]
〉
points
8.0× 10−5 2.4× 10−5 8.3× 10−6〈
PE[σ]
〉
points
41% 12% 4%〈
σ(art)
〉
points
0.0114 0.0122 0.0122
r˜[σ] 0.859 0.988 0.999〈
V [r]
〉
points
0.0904 0.0072 0.0007〈
r(art)
〉
points
0.364 0.321 0.319
r˜[r] 0.723 0.952 0.995〈
V [cov]
〉
points
5.4× 10−9 6.7× 10−10 5.6× 10−11〈
cov(art)
〉
points
4.0× 10−5 4.0× 10−5 3.8× 10−5
r˜[cov] 0.529 0.891 0.987
Table 6.1. Comparison between experimental and generated artificial data for
the proton structure function. Experimental data yield:
〈
σexp
〉
points
= 0.0123,〈
rexp
〉
points
= 0.323 and
〈
covexp
〉
points
= 3.9× 10−5.
the mean correlation between two points is given by
rij =
〈
Fi Fj
〉
rep
−
〈
Fi
〉
rep
〈
Fj
〉
rep
σi σj
; (6.3.5)
• mean variance and mean percentage error on central values over the
number of points Npoints
〈
V
[〈
F
〉
rep
]〉
points
=
1
Npoints
Npoints∑
i=1
(〈
Fi
〉
rep
− Fi
)2
(6.3.6)
〈
PE
[〈
F
〉
rep
]〉
points
=
1
Npoints
Npoints∑
i=1
∣∣∣∣∣∣∣
〈
Fi
〉
rep
− Fi
Fi
∣∣∣∣∣∣∣ . (6.3.7)
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F d2
Nrep 10 100 1000〈
V
[〈
F
〉
rep
]〉
points
9.2× 10−6 9.1× 10−7 9.7× 10−8〈
PE
[〈
F
〉
rep
]〉
points
1.1% 0.3% 0.1%
r˜[F ] 0.99976 0.99998 0.99999〈
V [σ]
〉
points
5.3× 10−5 1.5× 10−5 4.0× 10−6〈
PE[σ]
〉
points
39% 11% 3%〈
σ(art)
〉
points
0.0095 0.0102 0.0102
r˜[σ] 0.857 0.990 0.999〈
V [r]
〉
points
0.0923 0.0075 0.0007〈
r(art)
〉
points
0.374 0.310 0.310
r˜[r] 0.641 0.934 0.993〈
V [cov]
〉
points
2.6× 10−9 2.5× 10−10 2.3× 10−11〈
cov(art)
〉
points
3.3× 10−5 3.3× 10−5 3.2× 10−5
r˜[cov] 0.568 0.932 0.992
Table 6.2. Comparison between experimental and generated artificial data for the
deuteron structure function. Experimental data yield:
〈
σexp
〉
points
= 0.0102,〈
rexp
〉
points
= 0.313 and
〈
covexp
〉
points
= 3.3 × 10−5.
〈
V [σ]
〉
points
,
〈
PE[σ]
〉
points
,
〈
V [r]
〉
points
and
〈
V [cov]
〉
points
are defined
in a similar way. These estimators indicate how close the averages over
generated data are to the experimental values. Specifically, they will
indicate if and how the slopes of the scatter plots in Fig. 6.2 differ from
one;
• averaged correlation:
r˜[F ] =
〈
F
〈
F
〉
rep
〉
points
−
〈
F
〉
points
〈〈
F
〉
rep
〉
points
σ(exp) σ(art)
. (6.3.8)
Similarly we define r˜[σ], r˜[r] and r˜[cov]. This estimator indicates which
is the spread of data around the art. vs. exp. line in the scatter plots
of Fig. 6.2.
78
6.4– Building and Training Neural Networks
F p2 − F d2
Nrep 10 100 1000〈
V
[〈
F
〉
rep
] 〉
points
1.4× 10−5 1.8× 10−6 2.7× 10−7〈
PE
[〈
F
〉
rep
] 〉
points
35% 11% 4%
r˜[F ] 0.980 0.998 0.999〈
V [σ]
〉
points
6.6× 10−5 2.19× 10−5 7.8× 10−6〈
PE[σ]
〉
points
35% 12% 4%〈
σ(art)
〉
points
0.0101 0.0114 0.0114
r˜[σ] 0.927 0.991 0.999〈
V [r]
〉
points
0.1133 0.0094 0.0010〈
r(art)
〉
points
0.1112 0.0990 0.0946
r˜[r] 0.405 0.816 0.971〈
V [cov]
〉
points
5.1× 10−9 5.8× 10−10 6.0× 10−11〈
cov(art)
〉
points
7.3× 10−6 9.0× 10−6 8.7× 10−6
r˜[cov] 0.346 0.791 0.972
Table 6.3. Comparison between experimental and generated artificial data for the
non-singlet structure function. Experimental data yield:
〈
σexp
〉
points
= 0.0114,〈
rexp
〉
points
= 0.090 and
〈
covexp
〉
points
= 8.4× 10−5.
We expect e.g. the variance on central values to scale as 1/Nrep, while the
variance on the errors should scale as 1/
√
Nrep (see Appendix B.3). From
Tables 6.1, 6.2 and 6.3 we see that this is approximately the case. Note
that the exact scaling behavior is observed for Nrep ∼ 105. We see also that
one needs about 100 artificial data to get an accuracy at the percent level
on central values, and about 1000 to get the same accuracy on errors and
correlations.
6.4 Building and Training Neural Networks
We decided to fit separately F p2 , F
d
2 and F
p
2 − F d2 . Fitting the difference
F p2 − F d2 is safer than taking the difference of F p2 and F d2 after they have
been fitted separately. Indeed, if we want a precision on F p2 −F d2 of 10−2, we
must have a precision of at least 10−3 on F p2 and F
d
2 separately. However,
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since the precision on F p2 and F
d
2 is 10
−2, in this way we would have a very
poor precision, 10−1, on F p2 − F d2 . The fit of F p2 − F d2 is also delicate, as the
non-singlet combination is very close to zero on a wide range of x, and errors
are summed in quadrature; thus, lots of care must be taken to avoid fitting
noise. The problem does not arise for the singlet combination F p2 + F
d
2 . In
the following we outline the common features of the different fits, and then
we will focus on details for each case.
We have constructed a neural network with the architecture (4,5,3,1), and
we have used as inputs x,Q2,log x and logQ2. The choice of taking log x and
logQ2 as inputs does not introduce a theoretical bias, as the neural networks
could “decide” to ignore these inputs if they are useless. One could even
take as an input, say, a temperature, and if this variable is useless for fitting
the given function the neural networks would have zero weights on the paths
corresponding to this variable.
We have used sigmoid activation functions between the first three layers,
while for the last layer we have chosen a linear activation function. As ex-
plained in the previous Chapter, this guarantees a smoother behavior of the
neural network.
The number of units per layer has been chosen by trial-and-error, i.e. by
adding a unit to a layer and looking for the stability of the output. In
particular, we looked for the stability of correlation between central values
by asking that it was more than 80%.
We have adopted the on-line training since the number of data is rea-
sonably small. As we pointed out in the previous Chapter, it is worth pre-
processing data in order to avoid fitting biases. In particular, we should not
take data in the sequential given order, but it is better to pick them ran-
domly. For this purpose we have used the idirty random number generator
of Numerical Recipes [49] reported in Appendix C. Such a generator has a
periodicity that may cause oscillations in the sampling of data. However, we
have checked that oscillations due to the periodicity of the random number
generator do not sensibly affect the fit.
The only theoretical assumption on the shape of F2 has been the kine-
matic request F2(x = 1, Q
2) = 0. This has been done by artificially adding
10 points at x = 1 with equally spaced values of Q2. The choice of the error
on these points is very delicate, because if it is too small the neural networks
would spend a lot of their training time in learning these points. One would
obtain a very precise fit of the kinematical constraint F2(x = 1, Q
2) = 0, and
a worse fit of the experimental data. We have thus taken an error of the
same order of the smallest experimental error. In particular, we have taken
10−3 for F p2 and F
d
2 where data are very different from zero within errors.
For F p2 −F d2 since the structure function is very close to zero, we have asked
a higher precision on these points by setting the error equal to
√
2 10−4.
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As explained in Appendix B.4, the quantity we want to minimize in a fit
is the Covariance Matrix Estimator (CME) given by
E[o] ≡ 1
2
p∑
µ=1
m∑
i,j=1
(oi(x
µ)− zµi )V −1ij (oj(xµ)− zµj ) , (6.4.1)
as in this way not only statistical errors, but also correlated systematic un-
certainties are taken into account. The updating rules given in eq. (5.3.10)
that govern the neural network learning, show that the variations on a sin-
gle data point very weakly affect a given weight. Thus, to have a stronger
effect we can switch to the batched training mode in which all the weights
are updated after all patterns have been presented to enhance the effect of
variations. However, the energy definition given in eq. (6.4.1) makes a sum
over all patterns appears on the r.h.s. of the updating rule eq. (5.3.10) and its
evaluation deeply affects the rapidity of the training. We can then minimize
the simpler case where the energy is defined as the Simplest χ2 Estimator
(SCE),
E[o] =
1
2
p∑
µ=1
m∑
i=1
(
oi(x
µ)− zµi
σi
)2
. (6.4.2)
If systematic errors are not predominant with respect to the statistical ones,
eq. (6.4.2) can be a good estimator of eq. (6.4.1) (see Appendix B.4). We will
not take care of correlations when we fit each neural network to a replica of
artificial data, since they are produced anyway by the Monte Carlo. In order
to increase the efficiency of the training we can perform it in two cycles. First
we minimize the error function eq. (5.3.5), and then we minimize eq. (6.4.2).
This procedure corresponds to starting with a coarse search for the minimum,
and then refining it once its neighborhood has been located. In the first
example, for the first cycle we have used η = 0.004 and a number of epochs
of 2 × 106. For the second cycle we have taken η = 4 × 10−8 and a number
of epochs of 4 × 106. For every cycle the value of the momentum term was
α = 0.9. As the number of epochs is larger than 6× 106, every pattern may
be seen at least 104 times. Henceforth we will label a training by a shorthand
for the number of epochs of the second cycle; in the present case it is 4M.
As we have seen in the previous chapter, we expect neural networks to
produce lower errors because they interpolate smoothly. Actually we expect
them to reduce more the statistical errors than the systematic ones. An
example is the problem of interpolating data randomly distributed around a
horizontal line. If we fit these data with, say, a parabola, the result of the
fit will be a parabola and not a horizontal line. If we instead take a set of
neural networks, that do not have a definite functional behavior, we expect
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that all distributions will have fits very similar and close to the horizontal
line. Average over fits will give smaller errors to each point. If on top of
the statistical error a global shift is added, then the fits will follow this shift.
It is clear that infinite training will make the fit to go on top of each point
and then all errors would be reproduced. But then the neural network is no
longer assuming continuity or capacity of generalization. For that purpose a
cubic spline fit would do the job.
The question which now we address is how the central values, errors, and
point-to-point correlations computed from the neural networks compare to
the corresponding data (experimental and artificial), both as a function of
the number of replicas and of the length of the training, and both when
comparing neural networks one by one, or their average. We then define the
following quantities (Nrep = Nnet):
• we define an averaged χ2 over the number of points for practical reasons.
As the number of points is of order 500 and the number of parameters
is of order 50, this quantity differs for a 10% from the χ2d.o.f.. In the
last section we will show results also for χ2d.o.f.. We thus define:
χ
2 (net−art)
i =
1
Nnet
Nnet∑
k=1
(
F
(k,net)
i − F (k,art)i
σi
)2
, (6.4.3)
χ
2 (net−exp)
i =
1
Nnet
Nnet∑
k=1
(
F
(k,net)
i − F (exp)i
σi
)2
, (6.4.4)
and
χ
2 (net−art)
SCE =
1
Npoints
Npoints∑
i=1

〈
F
(net)
i
〉
net
−
〈
F
(art)
i
〉
net
σi
2(6.4.5)
χ
2 (net−exp)
SCE =
1
Npoints
Npoints∑
i=1

〈
F
(net)
i
〉
net
− F (exp)i
σi
2 , (6.4.6)
where σi is the experimental statistical error; χ
2
CME is defined in an
analogous way with the inverse of the covariance matrix. In the follow-
ing we will use always χ2SCE , unless otherwise explicitly stated. The
reason why we have given two different definition of χ2 will become
clear in the following. Note that the average of χ
2 (net−art,exp)
i over the
number of points gives a result different from χ2 (net−art,exp), i.e. the
averages are not commutative. Specifically, χ
2 (net−art,exp)
i indicate how
each neural network fits the corresponding replica, while χ2 (net−art,exp)
reflect the quality of the fit of experimental data or the average over
the replicas as obtained from the average over the neural networks;
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• averaged correlation:
r˜[F (net−art)] =
1
σ(net) σ(art)
[〈〈
F (net)
〉
net
〈
F (art)
〉
net
〉
points
−
〈〈
F (net)
〉
net
〉
points
〈〈
F (art)
〉
net
〉
points
]
. (6.4.7)
Similarly we define r˜[σ(net−art)], r˜[r(net−art)] and r˜[cov(net−art)].
• variance and percentage error are defined as in the previous section
with obvious replacements
As an example we first consider a training of 1000 neural networks on
non-singlet data with the learning parameters discussed above. Results are
collected in Table 6.4. First, we observe that one can reach a χ2 (net−exp) ∼
χ2 (net−art) ∼ 1 with an 80% correlation between neural networks and data
(experimental or artificially generated), but the mean percentage error on the
errors remains about 90%. The errors and correlations are only correlated to
about 40%. Furthermore neural networks errors are systematically lower and
correlations systematically higher by about a factor 4-5 than the experimental
ones. Neural networks are producing a statistically good fit, but they are
smoothing.
In order to understand whether the smoothing reproduces an underlying
law or not, we will describe a toy model. Let us first consider a measured
value mi of F2 where i represents a pair of values (x,Q
2); we have
mi = ti + σi si (6.4.8)
where si is a univariate Gaussian number, ti is the true value of F2, and σi
its error. The kth replica of generated data gives
g
(k)
i = mi + rk σi = ti + (si + rk)σi , (6.4.9)
where rk is a univariate Gaussian random number. If the neural networks
succeed in finding the true value ti with an error σˆi smaller than the experi-
mental one, for the kth neural network we have
n
(k)
i = ti + r
′
k σˆi . (6.4.10)
The variance between the neural networks values and the experimental data
or the replicas is given by
1
Nrep
Nrep∑
k=1
(
mi − n(k)i
)2
= s2i σ
2
i + σˆ
2
i . (6.4.11)
1
Nrep
Nrep∑
k=1
(
g
(k)
i − n(k)i
)2
= (1 + s2i ) σ
2
i + σˆ
2
i , (6.4.12)
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F p2 − F d2
Nnet NMC+BCDMS NMC BCDMS
χ
2 (net−exp)
SCE 0.97 0.57 1.41〈
χ2 (net−art)
〉
points
2.05 1.64 2.50〈
χ2 (net−exp)
〉
points
1.22 0.73 1.74
R 0.60 0.45 0.70
r˜
[
F (net−exp)
]
0.85 0.74 0.96〈
PE[σ(net−exp)]
〉
points
94% 95% 93%〈
σ(exp)
〉
points
0.011 0.016 0.006〈
σ(net)
〉
points
0.003 0.004 0.002
r˜[σ(net−exp)] 0.33 0.16 0.49〈
r(exp)
〉
points
0.09 0.04 0.16〈
r(net)
〉
points
0.59 0.45 0.77
r˜[r(net−exp)] 0.42 0.28 0.48〈
cov(exp)
〉
points
8.4× 10−6 9.7× 10−6 6.8× 10−6〈
cov(net)
〉
points
6.5× 10−6 7.6× 10−6 5.1× 10−6
r˜[cov(net−exp)] 0.30 0.24 0.62
Table 6.4. Comparison between neural networks and experimental data for the non-
singlet structure function with a 4M training.
If we now take the χ2 divided by the number of points, we get〈
χ2 (net−exp)
〉
points
=
〈(
m− n(k)
σ
)2〉
points
= 〈σ2〉+ 〈σˆ2〉 ,
(6.4.13)〈
χ2 (net−art)
〉
points
=
〈(
g(k) − n(k)
σ
)2〉
points
= 2〈σ2〉+ 〈σˆ2〉 .
The ratio yields
R =
1 + 〈σˆ
2〉
〈σ2〉
2 + 〈σˆ
2〉
〈σ2〉
, (6.4.14)
thus, R ≈ 1
2
if 〈σˆ〉 ≪ 〈σ〉. From Table 6.4 we have that 〈σˆ〉/〈σ〉 ≈ 0.4, and
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R ≈ 0.54. As a consequence〈
χ2 (net−exp)
〉
points
∼ 2
〈
χ2 (net−art)
〉
points
. (6.4.15)
If we first take the average over the replicas and then the variance between
the neural networks values and the replicas ones or the experimental data,
we find
(mi − 〈ni〉rep)2 = σ2i s2i , (〈gi〉rep − 〈ni〉rep)2 = σ2i s2i , (6.4.16)
and
χ2 (net−exp) = χ2 (net−exp) = 1 . (6.4.17)
Table 6.4 beautifully shows this behavior.
To understand why the error of neural networks can be smaller than the
experimental one, and how we can recover this loss of information, as a toy
model let us assume that the experimental data on F2 satisfy an underlying
linear law as a function of, say, the Bjorken variable x,
mi = Cxi +D . (6.4.18)
Given M+2 data points, two points will be sufficient to determine the linear
parameters C and D, whose error is 〈σ〉. All the other points will only play
the role of reducing the error on C and D by a factor 1√
M
since they are all
measurements of the same quantities C and D. If we take 〈σˆ〉 = 1√
M
〈σ〉,
from eq. (6.4.14) we have
R = M + 1
M
M
2M + 1
=
M + 1
2M + 1
≥ 1
2
. (6.4.19)
If M = 0, the neural networks obviously correlate a point only with itself,
giving R = 1 and an undefined uncertainty; if M →∞, the neural networks
correlate all points giving a null error and R = 1/2.
Obviously F2 is neither a function of x only nor is it linear. Anyway the
neural networks exhibit a finite correlation length ∼ 1√
M
and reduce the error
on each point. Indeed, as 〈σˆ〉/〈σ〉 ≈ 0.4, we have that the neural networks
correlate at about 10 points lowering their error at about by a factor 1/3.
From Fig. 6.3 we see the way the neural networks behave. We have that
BCDMS points coming from data sets with different beam energies, but
with the same values of x and Q2 are seen as the same point. On the other
hand we see also that points of NMC and BCMDS that should have zero
correlation between each other, are strongly correlated with all the points
with similar values of x and Q2 independently of the experiment.
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Figure 6.3. Neural network correlation length for x and Q2.
6.4.1 Non-singlet
We now turn to specific details on the fit of the non-singlet structure function.
From the short training example given in Table 6.4 we see that χ2 (net−exp)
for NMC is excellent (∼ 0.6), but correlations and errors are very poorly
reproduced, while χ2 (net−exp) for BCDMS is good (∼ 1.4), but not as good as
for NMC, and correlations and errors are well reproduced. In order to better
explain the neural networks behavior we will study the relative impact of
the two experiments on the training of the neural networks. Here we will
consider the training of only one neural network on the experimental data.
First we find that the length of the training on NMC does not improve
errors and correlations for NMC. Then increasing the training for BCDMS
one would expect to improve χ2 (net−exp) for BCDMS while deteriorating
χ2 (net−exp) for NMC. However, while BCDMS does improve, NMC does not
deteriorate. If we now fit the neural networks to BCDMS only plus the
points at x = 1, we find that χ2 (net−exp) for NMC is just as good as before.
We conclude that the NMC points have essentially no impact on these fits:
the corresponding central values are “predicted” by the neural networks fit-
ted to BCDMS. Thus neural networks errors and correlations for NMC have
nothing to do with their experimental values. The neural networks trained
on both experiments only exploit the BCDMS data, while the NMC data
have little or no impact on them.
We then address the problem of reducing χ2 (net−exp) for BCDMS where
the mediocre quality of the BCDMS fit is mostly due to the large x region
that is not very well reproduced. Notice that if we increase the error on the
points at x = 1, this does not help in making the fit of the remaining points
easier (i.e. the χ2 (net−exp) for the remaining points remains more or less the
same). If we now increase the training, say at 40M, and keep fitting to
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Figure 6.4. Training with BCDMS
data.
Figure 6.5. Training with NMC data.
BCDMS only, the ability of the neural networks to predict NMC deteriorates
very fast as χ2 (net−exp) for BCMDS improves. Roughly, when BCDMS is
down to χ2 (net−exp) = 1, NMC is already at χ2 (net−exp) = 2.6.
However, it turns out that we could get an equally good fit for the two
experiments by not excluding the NMC data completely, but also not showing
them the same number of times as the BCDMS points (Fig. 6.6). We find
that a rather long training (of order 150M) is required in order to get a
good χ2 (net−exp) for BCDMS. We obtain a good equilibrium between the two
experiments by showing the NMC data 10% of times. Specifically, with 180M
training cycles, we get
χ
2 (net−exp)
BCDMS = χ
2 (net−exp)
NMC = χ
2 (net−exp)
BCDMS+NMC = 0.88 . (6.4.20)
In order to further understand the relative impact of the two experi-
ments we can show some more fits. Specifically, to the fit training the neural
network only on BCDMS data (Fig. 6.4), we add a fit training the neural
network to NMC data only (plus the 10 points at x = 1), see Fig. 6.5. The
interesting result is that in both cases the neural network trained on one data
set successfully predicts the other data set. The χ2 (net−exp) of the predicted
data set is in both cases about 1.5 after a long enough training. In particular
the very bad behavior of the predicted NMC as the χ2 (net−exp) for BCDMS
improves is a feature of short-medium training, 40M, as the training goes
on also the predicted NMC improves again. Thus, the neural network can
use either of the two experiments to predict the other one. Of course, if the
experiment with smaller errors is used to train the neural network, the other
one is predicted also with smaller error. In order to show the relevance of
the fitting procedure, where the NMC data are only shown 10% of times,
we can now consider the training where data are given equal weight, but
letting it run for a very long training, 1000M training epochs, see Fig. 6.7.
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Figure 6.6. Training with BCDMS
data and 10% of times with NMC data
Figure 6.7. Long training with NMC
and BCDMS data with equal weight
We see that the BCDMS χ2 (net−exp) does improve constantly, so that also in
this case the χ2 (net−exp) for the two experiments would eventually intersect
for long enough training. However, this way of training is both inefficient (it
takes very long to find the intersection) and also subject to the criticism that
at the intersection point the neural network is almost certainly over-learning
(presumably at the intersection χ2 ∼ 0.6). So training to NMC only 10% of
times is a trick which helps both in making the training faster, and in ob-
taining the same χ2 (net−exp) for the two experiments at a value where there
is no over-learning yet.
Finally, we look again at the good training, i.e. 180M and 10% of times
on NMC. As we have noted already the χ2 (net−exp) for the average over the
neural networks is good and essentially equal for both experiments. The
errors and correlations are well reproduced for BCDMS, but very poorly for
NMC (no correlation between neural networks average and data and so on).
The reason why the errors and correlations are poorly reproduced for NMC
is that that the local information provided by each NMC data point is very
weak, and individual NMC points carry little information on the shape of F2.
In other words, a few NMC points are sufficient to train the neural network
and the remaining ones do not provide significant extra information. As a
consequence, the values of error and correlations for each individual point (or
pair of points) have little or no impact on the neural network. This fact can
be seen in the fit where we use all BCDMS data, but only 20 NMC points
(7% of NMC points arbitrarily chosen among those where the systematics is
less than the statistical error), Fig. 6.8. This fit is as good as the fit where
all NMC data are kept.
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Figure 6.8. Training with BCDMS data and 20 points of NMC
6.4.2 Proton and Deuteron
Fits of proton and deuteron structure functions are more complicate. Here we
will outline only some interesting features. Tables 6.5 and 6.6 show the results
for a 10M training of 100 neural networks for the two structure functions.
We have used the same learning parameters for the non-singlet structure
function fit, while the number of epochs on the first cycle has been taken
equal to 4.6 × 106. The data sets of the two experiments have been shown
an equal number of times.
First we observe that the behavior of neural networks is approximately
the same for F p2 and F
d
2 . We note also that there are differences from the
fit of F p2 − F d2 . Indeed, the ratio R for the two experiments is of order
1. Specifically, we have that RNMC = 0.77 and RBCDMS = 1.51 for the
proton and RNMC = 0.84 and RBCDMS = 1.05 for the deuteron. This
means that while for NMC the neural networks perform a smoothing, for
BCDMS they do not. In particular, we find that the neural network errors for
NMC are smaller than the experimental ones, while correlations are larger.
However, their ratio is smaller than in the non-singlet case. Thus, neural
networks are smoothing, but less than in the non-singlet case. For BCDMS
neural network errors and correlations are very close to the experimental ones
showing that no additional correlation has been added. BCDMS data are all
necessary to constraint the neural network behavior. Some other features
can be summarized as follows:
• when we increase the training for both the proton and the deuteron,
χ2BCDMS always decreases (it can become less than 1), while χ
2
NMC ,
although initially decreases faster, saturates at a value of about 1.3 for
the proton and 1.2 for the deuteron;
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• for both the proton and the deuteron χ2NMC is already minimized by the
first cycle; it very little decreases with the second cycle, and sometimes
if the learning rate is too large (order 10−8) it increases. The situation
is the same if we fit only NMC excluding BCDMS data points;
• systematic correlated errors do not play a significant role, as χ2CME is
not much less than χ2SCE;
• correlations for central values, errors and correlations, are better then
in the non-singlet case, although here we have only 100 neural networks;
the scatter plots in Figs. 6.9 and 6.10 show that for both the proton and
the deuteron we have a good agreement on central values. However,
the statistical experimental errors are very small compared with the
differences between the experimental values and the fitted ones, and
this is why the χ2 is still bad although all the other estimators are
good.
6.5 Results
We consider the case of neural networks trained over 1000 replicas of the ex-
perimental data. The learning parameters are the same used in the previous
examples, i.e. η = 0.004 for the first cycle, η = 4 × 10−8 for the second, the
momentum term α = 0.9. We have trained the neural networks 4.6 × 106
times for the first cycle, 180 × 106 for the second one. We have shown the
NMC data 10% of times. As we have discussed in the previous Section,
this is only a trick to improve the training time. Results for the non-singlet
structure function are collected in Table 6.7. We observe that:
• χ2CME ≤ 1 for each experiment, i.e. our fit differs from data for less than
one standard deviation, even properly keeping into account correlations
between systematic uncertainties. The same result occurs if we consider
the χ2d.o.f. whose values are collected in Table 6.8. As we have used 552
experimental points and 47 parameters (38 weights and 9 thresholds),
the number of degrees of freedom is 505;
• central values are correlated each other at the level of 81%; the fit over
BCDMS data is more correlated (95%) than that of NMC data (69%),
according to what we have shown in the previous section;
• the loss of information due to the smaller error given by neural networks
is regained in the increasing of correlations. As we have shown this
effect is due to the ability of neural networks of finding an underlying
law, R = 0.58;
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• the mean value of the covariance between data points is approximately
the same for the fit over NMC and NMC+BCDMS data, while it is
exactly the same for BCDMS data.
Results for proton and deuteron structure functions are forthcoming.
Once they are ready, they will be available through a package to be em-
bedded in a code for practical purposes. A web site will also be realized for
an on-line distribution of the fitted data.
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F p2
Figure 6.9. Comparison between neural networks and experimental data
for the proton structure function with a 10M training.
Nnet NMC+BCDMS NMC BCDMS
χ
2 (net−exp)
SCE 1.48 1.53 1.43
χ
2 (net−exp)
CME 1.38 1.44 1.31〈
χ2 (net−art)
〉
points
3.01 3.22 2.78〈
χ2 (net−exp)
〉
points
3.30 2.49 4.19
R 1.10 0.77 1.51
r˜
[
F (net−exp)
]
0.995 0.959 0.999〈
PE[σ(net−exp)]
〉
points
59% 73% 44%〈
σ(exp)
〉
points
0.012 0.017 0.007〈
σ(net)
〉
points
0.006 0.008 0.005
r˜[σ(net−exp)] 0.51 0.09 0.92〈
r(exp)
〉
points
0.32 0.17 0.52〈
r(net)
〉
points
0.64 0.54 0.76
r˜[r(net−exp)] 0.59 0.32 0.77〈
cov(exp)
〉
points
3.9× 10−5 4.5× 10−5 3.3× 10−5〈
cov(net)
〉
points
2.7× 10−5 3.0× 10−5 2.3× 10−5
r˜[cov(net−exp)] 0.67 0.57 0.92
Table 6.5. Comparison between neural networks and experimental data for
the proton structure function with a 10M training.
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F d2
Figure 6.10. Comparison between neural networks and experimental data
for the deuteron structure function with a 10M training.
Nnet NMC+BCDMS NMC BCDMS
χ
2 (net−exp)
SCE 1.30 1.42 1.16
χ
2 (net−exp)
CME 1.25 1.33 1.16〈
χ2 (net−art)
〉
points
3.01 3.40 2.58〈
χ2 (net−exp)
〉
points
2.78 2.84 2.72
R 0.93 0.84 1.05
r˜
[
F (net−exp)
]
0.997 0.985 0.999〈
PE[σ(net−exp)]
〉
points
61% 69% 52%〈
σ(exp)
〉
points
0.010 0.014 0.006〈
σ(net)
〉
points
0.006 0.007 0.004
r˜[σ(net−exp)] 0.67 0.31 0.93〈
r(exp)
〉
points
0.31 0.22 0.43〈
r(net)
〉
points
0.61 0.55 0.69
r˜[r(net−exp)] 0.48 0.27 0.66〈
cov(exp)
〉
points
3.3× 10−5 4.0× 10−5 2.2× 10−5〈
cov(net)
〉
points
2.0× 10−5 2.6× 10−5 1.3× 10−5
r˜[cov(net−exp)] 0.69 0.62 0.88
Table 6.6. Comparison between neural networks and experimental data for
the deuteron structure function with a 10M training.
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F p2 − F d2
Nnet NMC+BCDMS NMC BCDMS
χ
2 (net−exp)
SCE 0.83 0.80 0.86
χ
2 (net−exp)
CME 0.79 0.78 0.80〈
χ2 (net−art)
〉
points
1.95 2.00 1.89〈
χ2 (net−exp)
〉
points
1.14 1.05 1.25
R 0.58 0.53 0.66
r˜
[
F (net−exp)
]
0.81 0.69 0.95〈
V [σ(net−exp)]
〉
points
1.7× 10−4 2.9× 10−4 3.5× 10−5〈
PE[σ(net−exp)]
〉
points
80% 82% 77%〈
σ(exp)
〉
points
0.011 0.016 0.006〈
σ(net)
〉
points
0.004 0.005 0.003
r˜[σ(net−exp)] 0.50 -0.02 0.92〈
V [r(net−exp)]
〉
points
0.34 0.33 0.35〈
r(exp)
〉
points
0.09 0.04 0.16〈
r(net)
〉
points
0.57 0.45 0.73
r˜[r(net−exp)] 0.37 0.12 0.56〈
V [cov(net−exp)]
〉
points
9.7× 10−10 1.7× 10−9 2.1× 10−11〈
cov(exp)
〉
points
8.4× 10−6 9.7× 10−6 6.8× 10−6〈
cov(net)
〉
points
9.0× 10−6 1.1× 10−5 6.8× 10−6
r˜[cov(net−exp)] 0.26 0.21 0.86
Table 6.7. Comparison between neural networks and experimental data for the non-
singlet structure function with a 180M training.
NMC+BCDMS NMC BCDMS
SCE 0.91 0.96 1.04
CME 0.86 0.93 0.97
Table 6.8. χ2d.o.f. for SCE and CME with 505 degrees of freedom for all the exper-
imental points, and for each experiment.
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truncated moments
The strong coupling constant αs is the only free parameter in the QCD
Lagrangian, and more and more accuracy is needed in its determination. As
shown in Fig. 7.1 there are several experimental processes from which we can
extract αs. Deep inelastic scattering is one of the prime ways of determining
the strong coupling constant αs.
Here we will show how the technique of truncated moments can be used
for a determination of the strong coupling constant by keeping under control
theoretical biases. We will take the fit of the non-singlet structure function
given in the previous Chapter to obtain the truncated moments of the non-
singlet parton distribution at the initial and the final scale. Then the value
of αs will be extracted from the evolution of truncated moments [51].
7.1 The DIS phenomenology
In this Section we will complete the phenomenology of Deep Inelastic Scat-
tering processes introduced in Chapter 3. Specifically, we will introduce and
describe possible effects of theoretical uncertainty, and the techniques we
adopt to keep them under control.
7.1.1 Target Mass Corrections
Within the operator product expansion [52] the structure functions are given
by the sum of contributions coming from operators of different twists. For un-
polarized lepton scattering only even twists larger or equal to two contribute.
Thus keeping the twist-4 contributions into account, we have
F2(x,Q
2) = F LT,TMC2 (x,Q
2) +
H(x)
Q2
, (7.1.1)
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Table 7.1. Present status of the determination of αs as given in Ref. [50] .
where F LT,TMC2,L gives the leading twist (LT) including target mass corrections,
as calculated in Ref. [53]:
F LT,TMC2,L (x,Q
2) =
x2
r3
F2(ξ, Q
2) + 6
m2
Q2
x3
r4
∫ 1
ξ
dξ′F2(ξ′, Q2)
+ 12
m4
Q4
x4
r5
∫ 1
ξ
dξ′
∫ 1
ξ′
dξ′′F2(ξ
′′, Q2), (7.1.2)
where
ξ =
2x
1 +
√
r
, r =
√
1 +
4x2m2
Q2
(7.1.3)
and F2 is the structure function of twist 2 eq. (3.2.11). This approach allows
us to separate pure kinematical corrections, so that the functions H(x) cor-
respond to “genuine” or “dynamical” contribution of the twist 4 operators.
There is a well-known difficulty in eqs. (7.1.2) at x = 1 (see e.g. discussion
and references in [54]): in fact, when x = 1 the structure functions should
vanish for kinematical reasons, while the r.h.s. of eq. (7.1.2) is clearly nonzero,
since ξ(x = 1) < 1. Indeed, in the large x region dynamical higher twist
corrections become important and cannot be neglected any more. This is
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because the twist 2+2k contribution to the nth moment of a generic structure
function has the form
Bkn(Q
2)
(
nΛ2
Q2
)k
, (7.1.4)
where Λ is a mass scale of the order of a few hundreds MeV, and the coeffi-
cients Bkn(Q
2) have no power dependence on n, k or Q2. The crucial feature
of eq. (7.1.4) is the presence of a factor nk, which arises because there are
at least n twist 2 + 2k operators of a given dimension for each leading twist
operator of the same dimension. One can prove that the behavior of struc-
ture functions in the x ∼ 1 region is governed by moments n = O(Q2/m2);
in fact, when x = 1 and m2/Q2 ≪ 1 we have
ξ ≃ 1− m
2
Q2
; (7.1.5)
on the other hand, if we assume a (1−ξ)a2 behavior for the structure function,
with a2 of order 1, its n
th moment receives the dominant contribution from
the region
ξ ≃ n
a2 + n
≃ 1− a2
n
. (7.1.6)
Comparing eqs. (7.1.5) and (7.1.6), we obtain that the relevant moments for
the x = 1 region are of order
n =
a2Q
2
m2
(7.1.7)
as announced. Inserting this in eq. (7.1.4), one immediately realizes that the
contribution of dynamical higher twists is no longer suppressed by inverse
powers of Q2 when x is close to 1, and we cannot expect eqs. (7.1.1) and
(7.1.2), to hold in this region. A solution to this problem is that of expan-
ding the result in powers of m2/Q2 up to any finite order. In this way, the
dangerous contribution of terms with large powers of m2/Q2 is not included.
The expansion remains reliable even when Q2 is as low as m2, provided x is
not too large; in fact, powers of m2/Q2 always appear multiplied by an equal
power of x2. The expanded result of course cannot be reliable at x ≃ 1, but
this would not be the case even without expanding in m2/Q2, since we are
not including the contributions of eq. (7.1.4), which are important in this
region.
There are several attempts to give a theoretical estimation of dynamical
HT (see e.g. [55]), as well as to extract HT contribution from data taken at
low Q2 (see e.g. [56]). Meanwhile, due to the fast fall of the HT contribution
with Q2, it is significant for Q2 ≤ 10 GeV2 only. Thus, if we choose a kine-
matic range given by x0 = 0.01 and Q
2 ≥ 20GeV2, target mass corrections
and dynamical HT will be numerically negligible, even in the large-x limit.
97
Determination of αs with truncated moments
7.1.2 Renormalization and factorization scales
As we have seen in Sect. 3.2 F2 is given by the convolution of coefficient
functions and parton distributions which both depend on a factorization
scale µ2F . A dependence on the renormalization scale µ
2
R is introduced by
NLO QCD approximation of αs and by the NLO splitting functions, when
we consider the scale evolution of parton distributions with the Altarelli-
Parisi equations. Since we use the truncated perturbative series, the results
depend on the factorization scale µ2F and the renormalization scale µ
2
R.
Only a limited set of Mellin moments of the NNLO Altarelli-Parisi split-
ting functions [57], as well as some asymptotes, are known [58]. Nevertheless,
there are attempts to analyze the DIS data in the NNLO QCD approximation
considering the available moments only [59], or modeling splitting functions
[60]. Our analysis is performed in the NLO QCD approximation with the
use of the splitting and coefficient functions in x-space as they are given
in Refs. [15, 18], and the DIS scheme change given in [29]. We also set
µ2F = µ
2
R = Q
2.
Since we work in the DIS factorization scheme F2 is given by eq. (3.4.18).
The parton distributions are defined at the physical scale of F2, and the
factorization scale is identified with the renormalization scale. As we will
consider only the non-singlet structure function, we will not need a prescrip-
tion for the gluon (see Sects. 3.4.1 and 4.3). We are then left to estimate the
theoretical uncertainty due to the choice of µ2R in the evolution equations.
This will be done using the approach described in Ref. [61]. In accordance
with this approach the renormalization scale µ2R is chosen equal to kRQ
2.
The effect of a variation of the scale at LO in αs is given by
αs(kRQ
2) =
αs(M
2
Z)
1 + b0
2π
αs(M2Z) log
kRQ2
M2
Z
(7.1.8)
≈ αs(Q2)− b0
2π
α2s log kR .
Thus, the NLO evolution equations are modified in the following way
d
dt
q(NS)(x, kRQ
2) = (7.1.9)
αs(t)
2π
[
P (0)qq +
αs(t)
2π
(
P (1)qq − b0 P (0)qq log kR
)]⊗ q(NS)(x,Q2).
where P (0) and P (1) are respectively the LO and NLO splitting functions.
This contribution can be compensated at NLO by a redefinition of the NLO
splitting function
P (1)qq → P (1)qq + b0 P (0)qq log kR . (7.1.10)
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In the following analysis we will take a variation of kR from 1/4 to 4 which
gives an estimate of the error due to renormalization scale uncertainty. By
definition, this uncertainty is connected with the impact of higher order terms
of the perturbative series.
7.1.3 Elastic contribution
Elastic contributions are taken into account with the nucleon structure func-
tion, e.g. of the proton, given by [62]
F
(el)
2 (x,Q
2) =
G2E +G
2
Mτ
1 + τ
1
(1 +Q2r20)
4
δ(x− 1) , (7.1.11)
where GE and GM are the elastic form factors, τ = Q
2/4M2 with M the
proton mass, r0 = 1/0.71GeV
−2 is the scale of the proton radius.
This contribution may be significant in our analysis thus spoiling its ac-
curacy. Indeed, if we take the lower integration bound of truncated moments
to be large, and we fit a higher moment, the elastic contribution to the fitted
truncated moment may reach 20%. To make this effect negligible we will
consider only the fit of the first 10 moments.
7.1.4 Evolution uncertainties
In Sect. 4.4, we have given an estimation of the theoretical uncertainty
introduced by truncated moments. There we used a toy model PDF to have
an upper bound on these uncertainties. Here we reproduce those checks for
the non-singlet PDF for all moments that will be considered in our analysis.
As the input PDF we take the one obtained from the neural networks fit of
F2 discussed in the previous Chapter. In the DIS factorization scheme we
have
qNS(x,Q2) = 2
F p2 (x,Q
2)− F d2 (x,Q2)
x
. (7.1.12)
In Table 7.2 we show the percentage errors on the r.h.s. of the LO evolution
equations for x0 = 0.1 that exhibits the largest errors on the evolution. As
expected the values of the percentage errors are less than those given with
the toy PDF, even if of the same order and higher moments have negligible
errors on their evolution. We checked that the results hold also at NLO.
The value of x0 that we will use for our final analysis is x0 = 0.01. In this
case even for the fitted non-singlet PDF, we have Ran,M ∼ Rbn,M,N ∼ 0.1% as
reported in Table 4.5.
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x0 = 0.1
n Ran,11 Rbn,11,6
1 4.5× 10−1 5.4× 10−2
2 9.9× 10−2 1.3× 10−2
3 1.9× 10−2 5.7× 10−3
4 3.2× 10−3 1.3× 10−3
5 5.1× 10−4 2.4× 10−4
6 7.5× 10−5 3.9× 10−5
7 1.0× 10−5 5.7× 10−6
8 1.4× 10−6 7.9× 10−7
9 1.8× 10−7 1.1× 10−7
10 2.3× 10−8 1.4× 10−8
11 2.8× 10−9 1.7× 10−9
Table 7.2. Comparison between percentage errors on the LO evolution equation for
M = 11 and N = 6.
7.2 Fitting procedure and results
The technique of truncated moments requires a high numerical precision in
the computation of the evolution matrices (see Sect. 4.4). Thus, the following
results are obtained with 11 truncated moments, i.e. the maximum number
of truncated moments we can use to avoid numerical uncertainties on the
evolution. The evolution is performed between an initial scale of 20 GeV2
and a final scale of 70 GeV2. A logarithmically equally spaced intermediate
scale is used. Details on these choices will be discussed at the end of the
section. We will show both results with x0 = 0.01 and x0 = 0.1. We checked
that with x0 = 0.1 higher twists effects as well as elastic contributions are
negligible. We do not take into account the fit of the first truncated moment.
This is because the exact first Mellin moment does not evolve and does not
affect a fit of αs. The same holds for the first truncated moment with a small
value of x0. We also observe that the percentage error on the evolution of
the first truncated moment is significant for large values of x0, thus spoiling
the precision of our analysis.
We generate truncated moments of the LO and NLO splitting functions,
as well as the matrices R and R−1 that diagonalize the evolution equation
given in eq. (4.4.27), with a Mathematica code [63]. Results are passed to a
FORTRAN code that reads the parameters of the neural network fit of F2
and that performs the minimization of the χ2 with the MINUIT routine [64].
The errors on αs reported in this section are the statistical errors given by
MINUIT.
We will start our analysis by fitting αs and a single truncated moment.
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αs
n x0 = 0.1 x0 = 0.01
2 0.0914 ± 0.0469 0.0886 ± 0.0798
3 0.1002 ± 0.0240 0.1059 ± 0.0311
4 0.1131 ± 0.0187 0.1153 ± 0.0193
5 0.1222 ± 0.0151 0.1225 ± 0.0153
6 0.1266 ± 0.0142 0.1266 ± 0.0142
7 0.1286 ± 0.0146 0.1286 ± 0.0146
8 0.1294 ± 0.0160 0.1294 ± 0.0160
9 0.1292 ± 0.0184 0.1292 ± 0.0184
10 0.1282 ± 0.0217 0.1282 ± 0.0217
11 0.1264 ± 0.0260 0.1264 ± 0.0260
Table 7.3. Values of the fitted αs(M
2
Z) for the fit with a single moment for different
values of x0.
x0 = 0.1
Fitted moments αs
3+4 0.1369 ± 0.0106
3+5 0.1360 ± 0.0115
3+6 0.1337 ± 0.0125
3+7 0.1306 ± 0.0135
3+8 0.1273 ± 0.0143
Table 7.4. Values of the fitted αs(M
2
Z) for the fit with a pair of moments.
From Table 7.3 we first observe that all central values, whenever different
from the world average, are compatible with it at least within 1σ. We see
also that lower moments have a central value lower than 0.119 and large
errors. The error is minimum for n = 6. As we expect, higher truncated
moments are independent from the lower integration bound x0. In the chosen
kinematic range from eq. (7.1.6) we have
x ≃ n
a2 + n
≃ 1− a2
n
. (7.2.1)
Thus, only the lower truncated moments are sensitive to the small-x region.
Notice that if we fit a single truncated moment we can not take into account
all the available information we have from data.
Let us consider a fit of pairs of moments. As an example, we have collected
results with x0 = 0.1 in Table 7.4. We observe that αs obtained by fitting
simultaneously two truncated moments slightly differs from the weighted av-
erage of the αs given by the case in which we fit the corresponding truncated
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x0 = 0.2
Fitted moments αs
2+4+5 0.1099 ± 0.0079
3+5+7 0.1169 ± 0.0079
2+5+7 0.1130 ± 0.0079
2+3+4 0.0949 ± 0.0081
3+6+9 0.1152 ± 0.0092
2+4+5+6 0.1046 ± 0.0077
2+3+5+7 0.0874 ± 0.0100
Table 7.5. Values of the fitted αs(M
2
Z) for the fit with different combinations of
moments.
x0 = 0.1
Fitted moments αs
2+3+4 0.1279 ± 0.0082
2+3+5 0.1188 ± 0.0097
2+4+5 0.1214 ± 0.0104
2+4+6 0.1200 ± 0.0104
3+4+5 0.1202 ± 0.0117
3+5+7 0.1207 ± 0.0153
2+3+4+5 0.1160 ± 0.0067
2+4+5+6 0.0953 ± 0.0096
Table 7.6. Values of the fitted αs(M
2
Z) for the fit with different combinations of
moments.
moments one by one. The central values are different and the errors are
smaller. Thus correlations play an important role. As we expect, the effect
of correlations is higher for neighboring moments, while it is smaller for dis-
tant ones. In particular, we have that if moments are weakly correlated the
fit is closer to the fit of the single more precise moment. We have checked
that this behavior is independent of the chosen value of x0.
Results for different combination of fitted moments are given in Ta-
bles 7.5,7.6 and 7.7. In this case we also show for completeness the results
for x0 = 0.2 that is close to the x cut of the fit given in [65]. At first sight
we note that we have the smallest error on αs when the number of fitted mo-
ments is the largest, i.e. x0 = 0.01 and 6 or 7 truncated moments. However,
from Table 7.7 we observe also that there is a trade-off due to the fact that
we have a limited amount of information: 6 truncated moments and 3 scales
is the number of parameters sufficient to extract the whole information from
data. Increasing the number of parameters does not improve the fit.
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x0 = 0.01
Fitted moments αs
3+6+9 0.1395 ± 0.0096
2+5+7 0.1352 ± 0.0097
2+3+4 0.1301 ± 0.0105
3+5+7+9 0.1248 ± 0.0074
3+4+6+8 0.1200 ± 0.0082
2+4+6+8 0.1207 ± 0.0097
2+3+5+7 0.1350 ± 0.0121
3+5+6+7+8 0.1271 ± 0.0050
2+3+5+6+7 0.1284 ± 0.0051
3+5+6+7+9 0.1272 ± 0.0051
2+3+5+7+9 0.1279 ± 0.0059
3+4+5+7+9 0.1261 ± 0.0060
2+3+4+6+8 0.1264 ± 0.0107
2+3+4+5+6+7 0.1279 ± 0.0047
2+4+5+6+7+9 0.1281 ± 0.0049
2+3+4+5+6+8 0.1281 ± 0.0049
1+3+4+5+6+9 0.1279 ± 0.0051
1+2+4+5+6+7 0.1243 ± 0.0055
2+3+4+5+7+8+9 0.1279 ± 0.0049
2+3+4+5+6+8+9 0.1282 ± 0.0050
2+3+4+5+6+7+9 0.1286 ± 0.0050
Table 7.7. Values of the fitted αs(M
2
Z) for the fit with different combinations of
moments.
The number of fitted moments is sometimes different for different values
of x0. When x0 is large the x-range is very narrow and moments are strongly
correlated. As a consequence the correlation matrix is almost singular since
all its elements are close to one. Thus, the numerical precision on the inver-
sion of the correlation matrix may fail. In Appendix B.4 we show that under
these conditions also pathological effects on the minimization of the χ2 may
arise, i.e. values of αs with extremely small errors and pathological best fits
of moments. When x0 = 0.01 the x-range is wider and even if correlations
still play an important role, they are generally not so strong as to give rise
to pathological effects. The best value of αs is given by
αs(M
2
Z) = 0.128± 0.005 . (7.2.2)
As an example, for the case of the fit with 7 moments, in Table 7.8 we
give also asymmetric errors. In order to be sure that no local minima are
present in the parameter space, we explore the region of the minimum for
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Figure 7.1. χ2 vs. αs(M
2
Z) with x0 = 0.01, fit 2+3+4+5+6+8+9 and 15 d.o.f..
x0 = 0.01
Fitted moments αs
2+3+4+5+6+8+9 0.1282+0.0047−0.0051
2+3+4+5+7+8+9 0.1279+0.0046−0.0050
2+3+4+5+6+7+9 0.1286+0.0048−0.0052
Table 7.8. Values of the fitted αs(M
2
Z) with asymmetric errors for the fit with 7
moments.
αs. From Fig. 7.1 we can see that we have a well located parabolic minimum
as confirmed by asymmetric errors.
We then address the choice of the number of scales and of the Q2 range.
We need at least two scales to fit one moment and αs. Additional intermedi-
ate scales increase the number of points of the fit, and thus reduce the error.
However, we can not increase arbitrarily the number of scales, especially
when we fit several moments simultaneously. We have seen already that we
have a limited amount of information from data, and, as a result, we must
use a limited number of truncated moments as well as of intermediate scales.
As it is shown in Table 7.9 when we take the simultaneous fit of sev-
eral moments, the error is smaller for 3 scales, than for 2 scales. Moreover,
increasing the number of scales to 4 has a worse effect than increasing the
number of fitted moments. Since a moment at different scales is more cor-
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x0 = 0.01
Fitted moments N. of Scales αs
2+3+5+6+7 2 0.1193 ± 0.0077
2+3+5+6+7 3 0.1284 ± 0.0050
2+3+5 +7 4 0.1051 ± 0.0071
Table 7.9. Values of the fitted αs(M
2
Z) for the fit with a different number of scales
and moments with x0 = 0.01
x0 = 0.1
Q2 range αs
20-70 0.1131 ± 0.0187
20-100 0.1091 ± 0.0176
30-100 0.1071 ± 0.0183
30-120 0.1064 ± 0.0181
Table 7.10. Values of the fitted αs(M
2
Z) for the fit with different ranges of Q
2 and
x0 = 0.01
related than two neighboring moments at the same scale, a large number of
scales does not add significant information and only causes pathological ef-
fects in the minimization of the χ2 as discussed above. Thus, for the problem
at hand the best choice is to use 3 scales.
The plot of the kinematic region Fig. 6.1 indicates how we have to choose x
and Q2, if we want to avoid extrapolating outside the experimental kinematic
region. Such a request is needed as we know (see Chapter 5) that neural
networks are good in interpolation, but they are not very trustworthy in
extrapolation. When x0 = 0.01 the maximum allowed value of Q
2 is 70GeV2.
Thus, in order to understand the effects of varying the Q2 range we will take
x0 = 0.1 that allows us more flexibility in the choice of the final scale (see
Fig. 6.1). Table 7.10 shows that the effect of varying the Q2 range is small
and within the statistical errors.
7.3 The theoretical uncertainties
The theoretical uncertainties of a phenomenological analysis can not be ul-
timately defined. The progress of studies may increase or decrease such
biases. Throughout this thesis we have shown how we can avoid some of
them, specifically:
• with the technique of truncated moments we can avoid theoretical as-
sumptions on the shape of parton distributions in the small-x region
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(see Chapter 4). As we have shown the evolution uncertainty is negli-
gible;
• with a neural network fit we can avoid theoretical assumptions on the
shape of the structure function F2 when we fit experimental data (see
Chapter 6);
• with a careful choice of the kinematical region over which we perform
our analysis we can avoid kinematical and dynamical higher twists, as
well as elastic contributions.
We are then left with only two sources of uncertainties, i.e. the matching of αs
at quark mass thresholds and the effects NNLO unaccounted contributions.
It is worth noting that since combinations with several moments may
be sensitive to the numerical precision (see previous Section) of calculations
and since we are looking for small effects, we prefer to adopt in the following
analysis the truncated moments combination 2+3+5+6+7 with x0 = 0.01
that yields the same central value and the same error of combinations with
more moments, but with a more stable numerical precision.
We have seen in Sect. 2.4.3 how we can define αs in a scheme where it
varies with the number of active quarks. We have shown also how we can
match the different couplings to let αs be continuous when it crosses quark
mass thresholds. As result we may have a dependence on the matching
conditions we have used to connect the couplings. As explained we will
assess this ambiguity by requiring that αs is continuous at Q
2
i = kthm
2
i , with
mi the heavy quark mass. Then, we will let kth vary from 1/2 to 2. In the
kinematic range we have chosen, we have only the b-quark threshold, and we
have used mb = 5GeV. From Tab. 7.11 we observe that matching conditions
effects are negligible. For completeness in Fig. 7.2 we show the effects of
varying kth over a wider range. Almost all points lay in the systematic error
band of the value with kth = 1 and their spread is very narrow.
The uncertainty due to the renormalization scale has been discussed in
previous section. Tab. 7.12 shows the results of varying kR from 1/4 to
4. Again in Fig. 7.2 we show the effects of varying kR over a wider range,
analogous to that used in [65]. We observe that the uncertainties are relevant.
Note also that they are asymmetric and that we have a larger effect when
the central value is closer to the world average. Thus, we can conclude that
NNLO contributions play an important role in the evolution of truncated
moments, and an analysis taking into account these contributions may be
explored. Our final result is
αs(M
2
Z) = 0.128± 0.005 (stat.)+0.004−0.006 (theor.). (7.3.1)
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Figure 7.2. Variation of αs(M
2
Z) as a function of kth and kR with x0 = 0.01, fit
2+3+5+6+7 with theoretical systematic error bands obtained from Tables 7.11 and
7.12 and statistical error bars on each point.
x0 = 0.01
k αs
2 0.1272 ± 0.0050
1 0.1284 ± 0.0051
1/2 0.1281 ± 0.0062
Table 7.11. Values of the fitted αs(M
2
Z) for the fit with different quark mass thresh-
olds and moments 2+3+5+6+7.
x0 = 0.01
k αs
4 0.1326 ± 0.0055
1 0.1284 ± 0.0051
1/4 0.1227 ± 0.0048
Table 7.12. Values of the fitted αs(M
2
Z) for the fit with different renormalization
scales and moments 2+3+5+6+7.
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8Conclusions
We have performed a phenomenological analysis of DIS data in the context
of perturbative QCD with the purpose of reducing theoretical uncertain-
ties, and taking into proper account all experimental errors and correlations.
Specifically:
• we have extended the method of truncated moments suggested in [28]
for the case of non-singlet parton distributions to the singlet case [29].
Truncated moments of parton distributions are defined by restricting
the integration range over the Bjorken variable to an experimentally
accessible subset x0 < x < 1 of the allowed kinematic range 0 < x < 1.
This method provides a way to avoid theoretical biases on the shape
of parton distributions. We have shown how to increase the numeri-
cal efficiency of the method, and how to use it as a way to solve the
Altarelli-Parisi evolution equations [30];
• we have performed a fit of the non-singlet structure function data. Pre-
liminary work on individual (proton and deuteron) structure function
fits has also been performed. The neural network approach we have
suggested allows to avoid sources of theoretical bias, such as the choice
of a given shape of the fitted function, which are difficult to keep under
control. We have adopted a Monte Carlo technique to estimate errors
and correlations for any quantity which can be extracted from our fit,
such as e.g. the error on F2 for given values of x and Q
2, or the corre-
lation between two Mellin moments. Our results will be published in
[41];
• using the techniques outlined above, we have performed a determi-
nation of the strong coupling constant αs [51]. We have taken into
account all correlated systematic experimental errors. As a result of
the adopted methods the theoretical bias is lower than in the case of
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previous analyses. Our result for αs is compatible within errors with
the world average; the analysis may be refined in order to reduce the
statistical errors. We have also pointed out the need of a more precise
knowledge of NNLO contributions when all other theoretical biases are
correctly taken into account.
Outlook
The work presented in this thesis can be extended in different directions.
The neural network fit of F2 should be extended to include HERA, and
E665 data. This would cover the whole experimental range presently ex-
plored. In particular, this would allow a detailed analysis of the small-x
region. An analogous fit of the structure functions with deep inelastic neu-
trino scattering data may be performed as well.
The approach we have suggested to fit the unpolarized structure functions
may also be adopted to fit the polarized structure function g1. A neural
network fit of g1 would allow an analysis of the spin structure of the nucleon,
as well as an independent extraction of αs.
Finally, a determination of αs may be performed with truncated moments
of singlet parton distributions. In this case, the theoretical uncertainties are
generally larger than in the non-singlet case, but on the other hand the
amount of available data is also larger.
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ADiagonalization of triangular
matrices
In this Appendix, we show how to construct the matrix R which diagonalizes
a generic n × n triangular matrix T by means of the recursion relations
eqs. (4.1.16,4.1.17). The matrix R is defined by the requirement that
RTR−1 = diag(γ1, . . . , γn) , (A.1.1)
where the matrix T is upper triangular, i.e. Tij = 0 if i > j. It is easy to see,
by solving the secular equation, that the eigenvalues γi of T coincide with its
diagonal elements,
γi = Tii . (A.1.2)
Now, define eigenvectors vj associated to the jth eigenvalue Tjj, with com-
ponents vi
j :
n∑
k=1
Tikvk
j = γjvi
j . (A.1.3)
Clearly, the matrix R−1 coincides with the matrix of right eigenvectors,
(R−1)ij = vij, while the matrix R coincides with the matrix of left eigenvec-
tors
∑n
k=1 vˆ
j
kTki = γj vˆ
j
i, Rij = vˆ
i
j. The eigenvector condition eq. (A.1.3)
immediately implies that the jth component of the jth eigenvector is equal to
one: vj
j = 1. Furthermore, it is clear that eq. (A.1.3) can only be satisfied if
all components vk
j of the jth eigenvector with k > j vanish,
vj
j = 1 ; vk
j = 0 if k > j . (A.1.4)
Using eq. (A.1.4) and the fact that the matrix T is triangular, eq. (A.1.3)
can be written as
j∑
k=i
Tikvk
j = γjvi
j . (A.1.5)
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Substituting the explicit form of the eigenvalues, eq. (A.1.2), and identifying
vi
j = (R−1)ij , this is immediately seen to coincide with eq. (4.1.17). Further-
more, using the condition vj
j = 1, this equation can be viewed as a recursion
relation which allows the determination of the (k − 1)th element of vj once
the kth element is known, which is what we set out to prove. The same argu-
ment, applied to the left eigenvectors, leads to the expression in eq. (4.1.16)
for R.
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The aim of this appendix is to report basic and useful definitions of statistic
and introduce the notations adopted in the thesis. Here we will follow [66, 67].
B.1 Distribution of several random variables
We only consider the case of two continuous variables (X and Y). The ex-
tension to more variables is straightforward. The infinitesimal element of
probability is dF (x, y) = f(x, y) dx dy, and the probability density function
f(x, y) =
∂2F (x, y)
∂x∂y
. (B.1.1)
The probability of finding the variable inside a certain area A is∫
A
f(x, y) dx dy . (B.1.2)
Expected Value
µX = E[X ] =
∫ ∞
−∞
xf(x, y) dx dy , (B.1.3)
and analogously for Y. Generally,
E[g(X, Y )] =
∫ ∞
−∞
g(x, y)f(x, y) dx dy . (B.1.4)
Variance
V [X ] = σ2X =
∫ ∞
−∞
(x− µ)2f(x, y) dx dy = E[X2]− E[X ]2 , (B.1.5)
and analogously for Y.
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Covariance
VXY = cov[X,Y] = E [(X− E[X])(Y − E[Y])] = E[XY]− µXµY
=
∫ ∞
−∞
xyf(x, y) dx dy − µXµY , (B.1.6)
where µX = E[X ] and µY = E[Y ]. The covariance matrix is also called
the error matrix, as VXX = V [X ] = σ
2
X . If X and Y are independent, then
E[XY ] = E[X ]E[Y ] and hence VXY = 0 (the opposite is true only if X and
Y have the same normalization).
Correlation coefficient
ρXY =
cov[X,Y]√
V [X ]V [Y ]
=
VXY
σXσY
, (B.1.7)
The correlation coefficient gives a dimensionless measure of the level of cor-
relation between two random variables X and Y. One can show that the
correlation coefficient lies in the range −1 ≤ ρXY ≤ 1.
Linear combination of random variables
If Y =
∑
i ciXi with ci real, then
µY = E[Y ] =
∑
i
ciE[Xi] =
∑
i
ciµi (B.1.8)
V [Y ] = σ2Y =
∑
i
ciV [Xi] + 2
∑
i<j
cicj cov[Xi,Xj]
=
∑
i
cicj σij , (B.1.9)
where σij = cov[Xi,Xj] = Vij, σii = V [Xi] and ρii = 1.
B.2 Gaussian distribution
The N-dimensional Gaussian distribution is defined by
f(X;µ, V ) =
1
(2π)N/2|V |1/2 exp
[
1
2
(X− µ)TV −1(X− µ)
]
, (B.2.1)
where X and µ are column vectors containing X1, . . . , XN and µ1, . . . , µN ,
XT and µT are the corresponding row vectors, and |V | is the determinant of
a symmetric N ×N matrix V, thus containing N(N + 1)/2 parameters.
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The importance of the Gaussian distribution stems from the central limit
theorem. The theorem states that the sum of N independent continuous
random variables Xi with means µi and variance σ
2
i becomes a Gaussian
random variable with mean µ =
∑N
i=1 µi and variance σ
2 =
∑N
i=1 σ
2
i in
the limit that N approaches infinity. This holds regardless of the form of
the individual probability densities functions of the Xi. This is the formal
justification for treating measurements errors as Gaussian random variables,
and holds to the extent that the total error is the sum of a large number of
small contributions. The expectation values, variances and covariances can
be computed to be
E[Xi] = µi
V [Xi] = Vii (B.2.2)
cov[Xi,Xj] = Vij .
B.3 Estimators for mean, variance, covariance
Consider the case where one has made N measurements of a random variable
X whose probability density function f(x) is not known. Our task is to infer
properties of f(x) based on observations x1, . . . , xN . Specifically, we would
like to construct functions of the xi to estimate the various properties of
the probability density function f(x). Usually we have a hypothesis for the
probability density function f(x) which depends on an unknown parameter
(or parameters θ = (θ1, . . . , θm)). The goal is then to construct a function of
the observed xi to estimate parameters.
A function of the observed measurements x1, . . . , xN which contains no
unknown parameters is called statistic. In particular, a statistic used to esti-
mate some property of a probability density function (e.g. its mean, variance
or other parameters) is called an estimator. The estimator of a quantity θ
is usually written with a hat, θˆ, to distinguish it from the true vale θ whose
exact value is unknown.
If θˆ converges to θ in the limit of large N , the estimator is said to be
consistent. Here convergence is meant in the sense of probability: for any
ǫ > 0, one has
lim
N→∞
P (|θˆ − θ| > ǫ) = 0 . (B.3.1)
Consistency is usually a minimum requirement for a useful estimator. Other
features of estimators are bias (see later) and robustness, i.e. the property of
being insensitive to departures from assumptions in the probability density
function owing to factors such as noise. The procedure of estimating the
value of a parameter, given the data x1, . . . , xN , is called parameter fitting.
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The expectation value of an estimator θˆ with the sampling probability
density function g(θˆ, θ) is
E[θˆ] =
∫
θˆg(θˆ, θ) dθˆ . (B.3.2)
Recall that this is the expected mean value of θˆ from an infinite number of
similar experiments, each with a sample of size N . We define the bias of an
estimator θˆ as
b = E[θˆ]− θ . (B.3.3)
Note that the bias does not depend on the measured values of the sample but
rather on the sample size, the functional form of the estimator and on the
true properties of the probability density function f(x), including the true
value of θ. A parameter for which the bias is zero independent of the sample
size N is said to be unbiased; if the bias vanishes in the limit N →∞ then
it is said to be asymptotically unbiased.
We now consider the case where one has a sample of size N of a random
variable X, (x1, . . . , xN). It is assumed that X is distributed according to
some probability density function f(x) which is not known, not even as a
parametrization. We would like to construct a function of the xi to be an
estimator for the expectation value of X , µ. One possibility is the arithmetic
mean of the xi, defined by
〈x〉N = 1
N
N∑
i=1
xi . (B.3.4)
The arithmetics mean of the elements of a sample is called the sample mean,
and is denoted by 〈x〉 (where we generally omit the index N) or by a bar,
e.g. x. This should not be confused with the expectation value (population
mean or central value of f(x)) of x, denoted by µ or E[x], for which 〈x〉 is
an estimator. The fist important property of the sample mean is given by
the weak law of large numbers. This states that if the variance of x exists,
then 〈x〉 is a consistent estimator for the population mean µ. That is, for
N →∞, 〈x〉 converges to µ in the sense of probability.
The expectation values of the sample mean E[〈x〉] is given by
E[〈x〉] = E
[
1
N
N∑
i=1
xi
]
=
1
N
N∑
i=1
E[xi] = µ , (B.3.5)
for all i. Thus one can see that the sample mean 〈x〉 is an unbiased estimator
for the population mean µ.
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If the mean µ is known, then the quantity σ̂2 defined by
σ̂2 =
1
N − 1
N∑
i=1
(xi − µ)2 = 〈x2〉 − µ2 , (B.3.6)
is an unbiased estimator of the variance σ2. In a similar way one can show
that the quantity
V̂XY =
1
N − 1
N∑
i=1
(xi − 〈x〉)(yi − 〈y〉) (B.3.7)
is an unbiased estimator for the covariance VXY of two random variables X
and Y of unknown mean. This can be normalized by the square root of the
estimators for the sample variance to form an estimator r for the correlation
coefficient ρ:
r =
〈xy〉 − 〈x〉〈y〉√〈x2〉 − 〈x〉2√〈y2〉 − 〈y〉2 . (B.3.8)
Given an estimator θˆ one can compute its variance V [θˆ] = E[θˆ2]−(E[θˆ])2.
Recall that V [θˆ] (or equivalently its square root σθˆ) is a measure of the
variation of θˆ about its mean in a large number of similar experiments each
with sample size N , and as such is often quoted as the statistical error of θˆ.
For example, the variance of the sample mean 〈x〉 is
V [〈x〉] = σ
2
N
, (B.3.9)
where σ2 is the variance of f(x). In a similar way, the variance of the esti-
mator σ̂2 for a Gaussian distribution, can be computed to be
V
[
σ̂2
]
=
2
N − 1σ
4 . (B.3.10)
The expectation value and variance of the estimator of the correlation coef-
ficient for a two dimensional Gaussian are found to be
E[r] = ρ− ρ(1− ρ
2)
2N
+O(N2) , (B.3.11)
V [r] =
(1− ρ2)2
N
+O(N2) . (B.3.12)
The estimator r given by eq. (B.3.8) is only asymptotically unbiased. Thus,
we should be very careful when applying eq. (B.3.12) to evaluate the signifi-
cance of an observed correlation.
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B.4 Least squares minimization
Consider now a set of N independent Gaussian random variables mi, i =
1, . . . , N , each related to another variable xi, which is assumed to be known
without error. Assume that each value mi has a different unknown mean, ti,
and a different but known variance, σi. The N measurements of mi can be
equivalently regarded as a single measurement of an N-dimensional random
vector, for which the join probability distribution function is the product of
N Gaussians,
f(m1, . . . , mN ; t1, . . . , tN , σ
2
1, . . . , σ
2
N) = (B.4.1)
N∏
i=1
1√
2πσ2i
exp
(
−(mi − ti)
2
2σ2i
)
.
We suppose also that the true value is given as a function of x, t = t(x; θ),
which depends on unknown parameters θ = (θ1, . . . , θN). The aim of the
method of the least squares is to estimate the parameters θ. In addition, the
method allows for a simple evaluation of the goodness-of-fit of the hypnotized
function t(x; θ).
Taking the logarithm of the joint probability function and dropping ad-
ditive terms that do not depend on the parameters gives the log-likelihood
function,
logL(θ) = −1
2
N∑
i=1
(mi − ti)2
σ2i
. (B.4.2)
This is maximized by finding the values of the parameters θ that minimize
the quantity
χ2(θ) =
N∑
i=1
(mi − ti)2
σ2i
, (B.4.3)
namely the quadratic sum of differences between measured and hypnotized
values, weighted by the inverse of variances. This is the basis of the method
of least squares (LS), and it it used to define the procedure even in cases
where individual measurement are not Gaussian, but as long as they are
independent.
If the measurements are not independent but can be described by an N-
dimensional Gaussian probability distribution function with known covari-
ance matrix V but unknown mean values, the corresponding log-likelihood
function is obtained from the logarithm of the join probability function given
118
B.4– Least squares minimization
by eq. (B.2.1)
logL(θ) = −1
2
N∑
i,j=1
(mi − ti(xi; θ))V −1ij (mj − tj(xj ; θ)) , (B.4.4)
where additive terms not depending on the parameters have been dropped.
This is maximized by minimizing the quantity
χ2(θ) =
N∑
i,j=1
(mi − ti(xi; θ))V −1ij (mj − tj(xj ; θ)) (B.4.5)
which reduces to eq. (B.4.3) if the covariance matrix (and hence its inverse)
are diagonal. The parameter that minimize the χ2 are called the LS estima-
tors, θˆ1, . . . , θˆm. The explicit expression of V can be found by taking
mi = ti(θ) + riσi +
∑
k
sk∆ik (B.4.6)
where mi is the measurement of data point i, ti(θ) is the model prediction
depending on a set of parameters θ, σi is the uncorrelated (statistical) error
on data point i and ∆ik is the correlated (systematic) error from source k.
In eq. (B.4.6), ri and sk denote Gaussian random variables with zero mean
and unit variance. These random variables are assumed to be independent
of each other:
〈∆ri∆rj〉 = 〈∆si∆sj〉 = δij 〈∆ri∆sj〉 = 0 . (B.4.7)
From eqs. (B.4.6) and (B.4.7) the covariance matrix V of the measurements
is given by
Vij = 〈∆mi∆mj〉 = δijσ2i +
∑
k
∆ik∆jk . (B.4.8)
Minimizing χ2 defined by eq. (B.4.5) is impractical because it involves
the inversion of the measurement covariance matrix (B.4.8) which, in global
fits, tends to become very large. Because the systematic errors of different
data sets are in general uncorrelated (but not always, see [42]) this matrix
takes a block diagonal form and each block could, in principle, be inverted
once and for all. However, the dimension of these block matrices can still
easily be larger than a few hundred. Furthermore, if the systematic errors
dominate, the covariance matrix might, numerically, be uncomfortably close
to a matrix with the simple structure Vij = ∆i∆j , which is singular.
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Fortunately, the χ2 of (B.4.5) can be cast in an alternative form which
avoids the inversion of large matrices [68]:
χ2 =
∑
i
(
mi − ti
σi
)2
−B A−1 B
Bk =
∑
i
∆ik(mi − ti)/σ2i (B.4.9)
Akl = δkl +
∑
i
∆ik∆il/σ
2
i .
The matrix A in eq. (B.4.9) has the dimension of the number of systematic
sources only and can be inverted at the initialization phase of a fitting pro-
gram once the number of data points included in the fit (i.e. after cuts) is
known. An example of a global QCD fit with error calculations based on the
covariance matrix approach can be found in [56].
It is remarkable that minimizing eq. (B.4.9) is equivalent to a fit where
both the parameters θ and s are left free. In such a fit χ2 is defined as
follows. First, the effect of the systematic errors is incorporated in the model
prediction
fi(θ, s) = ti(θ) +
∑
k
sk∆ik. (B.4.10)
Next, χ2 is defined by
χ2 =
∑
i
(
mi − fi(θ, s)
σi
)2
+
∑
k
s2k. (B.4.11)
The second term in eq. (B.4.11) serves to constrain the fitted values of s.
The presence of this term is easily understood if one takes the view that the
calibration of each experiment yields a set of ‘measurements’ sk = 0± 1 [69].
Because f is linear in s the minimization with respect to the systematic
parameters can be done analytically. It is easy to show, by solving the
equations ∂χ2/∂dsk = 0, that this leads to the χ
2 given by eq. (B.4.9) which,
in turn, is equivalent to eq. (B.4.5), see [68]. The relation between the optimal
values of s, the matrix A and the vector B of eq. (B.4.9) is
s = A−1B . (B.4.12)
Remarks
• If we have data with correlated systematic uncertainties, the minimiza-
tion of eq. (B.4.3) called also the simplest χ2 estimator (SCE), is an
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estimator of the χ2 given by eq. (B.4.5), covariance matrix estimator
(CME). It can be shown [70] that the value of the error due to im-
proved statistical precision for the SCE does not necessarily decrease
after adding a new point. Qualitatively, for SCE the fitted curve tightly
follows the data points and, if these points are shifted due to the sys-
tematic errors fluctuations, the parameter gains appropriate systematic
errors. At the same time, since for the CME the information on data
correlations is explicitly included in χ2, the correlated fluctuation of
data due to systematic shift does not necessary leads to the fitted curve
shift and parameter deviation gets smaller than for SCE.
• If we have strong correlations, the correlation matrix is almost singular
and we may find pathological results. Eq. (B.4.5) can be written as
χ2 =
N∑
i,j=1
mi − ti
σi
ρ−1ij
mj − tj
σj
. (B.4.13)
If we take as an example the case with only two data, we have
ρ =
(
1 1− δ
1− δ 1
)
(B.4.14)
ρ−1 =
1
2δ − δ2
(
1 −1 + δ
−1 + δ 1
)
.
Thus, we get
χ2 ≈ 1
2δ − δ2
[(
m1 − t1
σ1
)2
+
(
m2 − t2
σ2
)2
− 2(m1 − t1)(m2 − t2)
σ1σ2
]
, (B.4.15)
that can be zero not only if mi = ti. Notice also that the covariance
matrix has N diagonal terms and N(N − 1) off-diagonal ones. If off-
diagonal terms are large, their effect may be stronger than that of the
diagonal terms. An example of such a pathological result is shown in
Fig. B.1.
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Figure B.1: Pathological fit of the second truncated moment with x0 = 0.2
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Here we reproduce the codes given in [49] that we have used to generate
random numbers. The random numbers generator ran1 is very trustful as it
is not known any statistical test that it fails to pass, except when the number
of calls starts to become on the order of the period m, say > 108. For our
applications the maximum number of calls is less than 105.
FUNCTION ran1(idum)
INTEGER idum,IA,IM,IQ,IR,NTAB,NDIV
REAL ran1,AM,EPS,RNMX
PARAMETER (IA=16807,IM=2147483647,
*AM=1./IM,IQ=127773,IR=2836,
*NTAB=32,NDIV=1+(IM-1)/NTAB,EPS=1.2e-7,RNMX=1.-EPS)
INTEGER j,k,iv(NTAB),iy
SAVE iv,iy
DATA iv /NTAB*0/, iy /0/
if (idum.le.0.or.iy.eq.0) then
idum=max(-idum,1)
do 11 j=NTAB+8,1,-1
k=idum/IQ
idum=IA*(idum-k*IQ)-IR*k
if (idum.lt.0) idum=idum+IM
if (j.le.NTAB) iv(j)=idum
11 continue
iy=iv(1)
endif
k=idum/IQ
idum=IA*(idum-k*IQ)-IR*k
if (idum.lt.0) idum=idum+IM
j=1+iy/NDIV
iy=iv(j)
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iv(j)=idum
ran1=min(AM*iy,RNMX)
return
END
The routine gasdev simply returns normally distributed Gaussian random
numbers with zero mean and unit variance, using ran1(idum) as the source
of random numbers.
FUNCTION gasdev(idum)
INTEGER idum
REAL gasdev
INTEGER iset
REAL fac,gset,rsq,w1,w2,ran1
SAVE iset,gset
DATA iset/0/
if (iset.eq.0) then
1 w1=2.*ran1(idum)-1.
w2=2.*ran1(idum)-1.
rsq=w1**2+w2**2
if(rsq.ge.1..or.rsq.eq.0.)goto 1
fac=sqrt(-2.*log(rsq)/rsq)
gset=w1*fac
gasdev=w2*fac
iset=1
else
gasdev=gset
iset=0
endif
return
END
The idirty generator is a quick random number generator used to somewhat
randomize things. What we need in the training of neural networks is to
process data from experiments not always in the same order to avoid a bias
on the training (see Chapter 5). Here the period is 6075.
jran=mod(jran*106+1283,6075)
idirty=jlo+((jhi-jlo+1)*jran)/6075
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