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Abstract Visual Localization is one of the key en-
abling technologies for autonomous driving and aug-
mented reality. High quality datasets with accurate 6
Degree-of-Freedom (DoF) reference poses are the foun-
dation for benchmarking and improving existing meth-
ods. Traditionally, reference poses have been obtained
via Structure-from-Motion (SfM). However, SfM itself
relies on local features which are prone to fail when im-
ages were taken under different conditions, e.g., day/
night changes. At the same time, manually annotating
feature correspondences is not scalable and potentially
inaccurate. In this work, we propose a semi-automated
approach to generate reference poses based on feature
matching between renderings of a 3D model and real
images via learned features. Given an initial pose esti-
mate, our approach iteratively refines the pose based on
feature matches against a rendering of the model from
the current pose estimate. We significantly improve the
nighttime reference poses of the popular Aachen Day-
Night dataset, showing that state-of-the-art visual lo-
calization methods perform better (up to 47%) than
predicted by the original reference poses. We extend
the dataset with new nighttime test images, provide
uncertainty estimates for our new reference poses, and
introduce a new evaluation criterion. We will make our
reference poses and our framework publicly available
upon publication.
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1 Introduction
Visual localization is the problem of estimating the
camera pose, i.e., the position and orientation from
which an image was taken, with respect to a known
scene. Visual localization is a core component of many
interesting applications such as self-driving cars [1] and
other autonomous robots such as drones [2], as well as
for augmented and virtual reality systems [3, 4].
Similar to other areas in computer vision, the avail-
ability of benchmark datasets such as [5–11] has served
as a main driving force for research. Yet, there is a
fundamental difference between visual localization and
areas such as semantic segmentation and object detec-
tion in the way ground truth is obtained. For the latter,
ground truth is provided by human annotations. How-
ever, humans are not able to directly predict highly
accurate camera poses. Instead, ground truth is typ-
ically computed through a reference algorithm, e.g.,
Structure-from-Motion (SfM). Thus, localization bench-
marks do not measure absolute pose accuracy. Rather,
they measure to what degree methods are able to repli-
cate the results of the reference algorithm. Given that
the reference approach itself will produce inaccuracies
and errors in the pose estimates, we use the term “ref-
erence poses” instead of “ground truth poses”.
It is crucial that the reference algorithm generates
poses with a higher accuracy than the actual localiza-
tion methods evaluated on a benchmark. It is thus com-
mon to provide more data to the reference algorithm
compared to what is made available to the localiza-
tion approaches. For example, data from other sensors
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Fig. 1: Overview of our approach: Given an image, we render a synthesized view of a 3D model from the given
initial pose estimate of the image. Superimposing the rendered image over the original image provides a visual
cue on the accuracy of the pose estimate. We match features extracted from the actual image and the rendering
(shown as green lines connecting the corresponding positions in the overlay of the two images). This provides
2D-3D correspondences between the image and the underlying scene model. These 2D-3D matches are then used
to obtain a refined estimate. Iterating this approach leads to subsequently more accurate poses (as evident from
the smaller lines caused by a more accurate overlay). The final pose estimate can also be verified visually.
such as depth [5,6], Lidar [11], an external motion cap-
ture system such as Vicon [12], or additional images
not available to the localization methods [12] can be
used if available. This paper considers the case where
only images are available. In this case, SfM is typically
used as the reference algorithm, i.e., the reference poses
are obtained jointly from all test images whereas local-
ization approaches typically localize a single image at a
time. This should lead to more accurate reference poses
compared to what can be obtained from a single image.
In particular, we are interested in reference pose
generation in the context of long-term localization, which
is the problem of localizing images taken under different
conditions, e.g., day-night or seasonal changes, against
a scene captured under a reference condition. Given
that scenes change over time, long-term localization is
an important problem in practice. The main challenge
in this setting is data association, i.e., establishing fea-
ture matches between images taken under different con-
ditions. Naturally, this causes problems for generating
reference poses using SfM algorithms, which themselves
rely on local features such as SIFT [13] for data associ-
ation. In previous work, we thus relied on human anno-
tations to obtain feature matches between images taken
under different conditions [9]. However, this approach
is not scalable. Furthermore, human annotations of fea-
ture positions in images might not be too accurate, as
they can easily be off by 5-10 pixels or more.
This paper is motivated by the observation that
the reference poses for the nighttime test images of
the Aachen Day-Night dataset [8,9], obtained from hu-
man annotations, are not accurate enough to bench-
mark state-of-the-art localization methods. This paper
thus proposes a semi-automated approach to reference
pose generation. Our method is inspired by previous
work on pose verification via view synthesis [14–16] and
the observation that modern learned local features [17,
18] capture higher-level shape information. The latter
allows feature matching between real images and 3D
models, e.g., obtained via multi-view stereo [19]. As
shown in Fig. 1, our approach starts with a given initial
pose estimate. It renders the 3D scene model from the
current pose estimate. Feature matches between the ac-
tual and the re-rendered image are then used to refine
the pose estimate. This procedure is repeated for a fixed
number of iterations. Detailed experiments, for multi-
ple ways to obtain initial poses, show that our approach
yields more accurate pose estimates.
Re-rendering the image from its estimate pose en-
ables visual inspection of the accuracy of the estimate.
Using this aid, we observe that even larger differences
in pose of 20cm or more can have little impact on the
rendered image. This is not particularly surprising as
the uncertainty of a pose estimate depends on the dis-
tance to the scene. However, it also implies that using
fixed thresholds on the pose error to measure localiza-
tion accuracy [5,9] is not appropriate if there are signif-
icant changes in scene depth between test images. As a
second contribution, we thus discuss and evaluate mul-
tiple evaluation measures that (explicitly or implicitly)
use per-image uncertainty measures rather than global
thresholds on pose errors.
In detail, this paper makes the following contribu-
tions: (1) we propose an approach based on view syn-
thesis and learned features that can be used to generate
reference pose for long-term visual localization bench-
marks. (2) we provide a detailed experimental analy-
sis of our approach, including studying different ini-
tialization approaches, different strategies for render-
ing and different features. (3) we show that the ex-
isting nighttime reference poses of the Aachen Day-
Night dataset are not accurate enough to evaluate state-
Reference Pose Generation for Visual Localization via Learned Features and View Synthesis 3
of-the-art long-term localization approaches. We fur-
ther use our approach to obtain refined reference poses
and show that current localization approaches achieve
a much higher (up to 47%) pose accuracy than indi-
cated by the original reference poses. (4) we extend
the Aachen Day-Night dataset by additional nighttime
test images, effectively doubling the number of available
test images. We evaluate state-of-the-art localization
approaches on the extended dataset and will provide
a benchmark at visuallocalization.net. (5) we discuss
and experimentally study additional evaluation mea-
sures. (6) we will make source code for our approach
and our evaluation measures publicly available to facil-
itate the creation of new benchmarks. (7) we provide
a concise review of current trends in the area of visual
localization.
2 Related work
Besides discussing related work on benchmark creation
for visual localization and the use of view synthesis for
pose estimation and verification, this section also aims
at giving an interested reader a concise overview over
main trends in the area of visual localization.
Visual localization. Traditionally, most visual local-
ization algorithms have been based on a combination
of local features and a 3D scene model [20–28]. In most
cases, the underlying 3D model is a sparse 3D point
cloud constructed using SfM [29, 30] or SLAM [31, 32].
Each point in this model has been triangulated from
two or more local image features such as SIFT [13]
or ORB [33]. Thus, each 3D point can be associated
with one or more local image descriptors. 2D-3D cor-
respondences between local features in a query image
and 3D model points can be found using nearest neigh-
bor search in the descriptor space. In turn, these 2D-3D
matches can be used to estimate the camera pose of the
query image by applying an n-point pose solver [34–
40] inside a hypothesize-and-verify framework such as
RANSAC [40] and its variants [41–43]. Research on
such 3D structure-based methods has mostly focused
on scalability, e.g., by accelerating the 2D-3D match-
ing stage [2, 22–24, 27, 44–46] and the use of image re-
trieval [8, 14, 25, 47–49], by reducing memory require-
ments through model compression [4, 22, 50–52], or by
making the pose estimation stage more robust to the
ambiguities encountered at scale [23,53–57].
Such approaches are computationally too complex
for mobile devices with limited resources, e.g., robots
and smart phones. In order to achieve real-time local-
ization on such devices, non-real-time global localiza-
tion against a pre-built map is combined with real-time
local camera pose tracking [4, 27, 58–63]. To this end,
results from the localization process (most often 2D-3D
inliers) are integrated into visual(-inertial) odometry or
SLAM to prevent drift in the local pose estimates.
Structure-based approaches rely on underlying 3D
models, which are expensive to build at scale and costly
to maintain [64]. Alternatives to using 3D models are
to triangulate the absolute pose of a query image from
relative poses to multiple database images with known
poses [65, 66], to estimate the absolute pose from 2D-
2D matches with multiple database images [67], or by
computing local SfM models on the fly [64].
Instead of explicitly using an underlying 3D model,
absolute pose regression train a CNN to directly regress
the camera pose from an input image [7, 68–77]. How-
ever, they are not consistently more accurate than sim-
ple image retrieval baselines [16, 78, 79] that approxi-
mate the pose of a query image by the poses of the
top-retrieved database images [80]. Furthermore, these
approaches need to be trained specifically per scene.
The latter problem can be overcome by relative pose
regression techniques [66, 81–84], which train CNNs to
predict relative poses. In combination with image re-
trieval against a database of images with known poses,
these relative poses can be used for visual localization.
While recent work shows promising results [66, 82, 84],
relative pose regression techniques do not yet achieve
the same level of pose accuracy as methods explicitly
based on 2D-3D matches.
Rather than learning the full localization pipeline,
scene coordinate regression algorithms only replace the
2D-3D matching stage through a machine learning al-
gorithm, typically either a random forest [5, 6, 85–91]
or a CNN [90, 92–97]. For a given patch from an im-
age, these methods predict the corresponding 3D point
in the scene. The resulting in a set of 2D-3D matches
can then be used for camera pose estimation. Scene co-
ordinate regression techniques constitute the state-of-
the-art in terms of pose accuracy in small scenes. How-
ever, they currently do not scale well to larger scenes.
For example, ESAC [94], a state-of-the-art scene coordi-
nate regression technique, localizes 42.6% of all daytime
query images of the Aachen Day-Night dataset [8, 9]
within errors of 25cm and 5◦. In contrast, SIFT-based
Active Search [44], a classical structure-based method,
localizes 85.3% within the same error thresholds.
Learned local features. State-of-the-art approaches
for long-term localization [14,15,17,47,98–102] are based
on local features and explicit 3D scene models.1 Classi-
cal handcrafted features such as ORB [33], SIFT [13],
and SURF [103] struggle to match features between im-
1 See also visuallocalization.net/benchmark/.
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Fig. 2: Multi-View Stereo reconstructions obtained from SfM models of the Aachen dataset using SIFT (left) and
D2-Net (right) features (top-down view). D2-Net features are more robust to changes in conditions, e.g., day-night
and seasonal changes, than classic SIFT features, but also produce more false positive matches. This leads to
connecting unrelated scene parts during the SfM process and ultimately in an incorrect 3D model. In contrast,
SIFT correctly reconstructs the scene. Some wrong placements are illustrated through colored ellipses.
ages taken under strongly differing viewing conditions,
e.g., day and night or seasonal changes. Thus, long-term
localization approaches typically use machine learning,
both for image retrieval [78, 104, 105] and for local fea-
tures [17,101,102,104,106,107].
Traditionally, local feature learning has focused on
learning feature descriptors [108–115]. However, it has
been shown that the local feature detector often is the
limiting factor [9, 14, 16, 98]. Thus, recent work trains
feature detectors and descriptors jointly [101, 102, 104,
106,107,116], leading to state-of-the-art feature match-
ing performance for images taken under strongly dif-
fering conditions. Interestingly, using deeper layers of
neural networks pre-trained on ImageNet [117] to de-
fine both feature detector and descriptor leads to very
competitive performance [17, 102]. Equally important,
such features are very robust to changes in different con-
ditions, even though this might come at a price of more
false positives (cf. Fig. 2). We use this robustness to
establish correspondences between real images and ren-
derings of 3D models and the resulting 2D-3D matches
to compute reference poses for benchmarking long-term
visual localization. In addition, we benchmark state-of-
the-art long-term localization approaches [17,18,47,98]
based on local features our reference poses.
Semantic visual localization. Besides using learned
features that are more robust to changes in viewing con-
ditions, long-term localization approaches also use se-
mantic image segmentation [15,99,100,118–126]. These
methods are based on the observation that the seman-
tic meaning of scene elements, in contrast to their ap-
pearance, is invariant to changes. Semantic image seg-
mentations are thus used as an invariant representa-
tion for image retrieval [123, 126, 127], to verify 2D-
3D matches [99, 100, 118, 124] and camera pose esti-
mates [15,100,122,124], for learning local features [119,
120], and as an additional input to learning-based lo-
calization approaches [118,121,125].
View synthesis. As shown in Fig. 1, our approach
iteratively renders a 3D model from a camera pose es-
timate and uses matches between the rendering and the
actual image to refine the pose. Our approach takes in-
spiration from previous work on using view synthesis
for pose estimation and verification. [128, 129] render
detailed laser scans [128] respectively dense Multi-View
Stereo point clouds [129] from new perspectives. They
show that SIFT feature matching between the render-
ings and actual images is possible if both were taken
from very similar poses. [16] show that view synthe-
sis from very similar viewpoints (obtained from depth
maps) improves SIFT feature matching between day
and night images. [130] learn features that can be matched
between paintings and renderings of a 3D model. In
these works, view synthesis is used to create novel view-
points in a given scene in order to enable camera pose
estimation at all. In contrast, this paper focuses on us-
ing view synthesis to refine an initial pose estimate and
to use it for generating reference poses for a long-term
localization benchmark. Thus, the contributions of this
paper center around a detailed experimental evaluation
of the use of view synthesis to improve pose accuracy
rather than on proposing a new method.
[14,15] use view synthesis for automated pose verifi-
cation. To this end, they render a dense laser scan point
cloud from a set of given poses. They densely extract
descriptors from each rendering and compare each de-
scriptor against a descriptor extracted at the same pixel
in the original image to compute an image-level similar-
ity score. This score is then used to select the pose that
best explains the input image. In contrast, this paper
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uses view synthesis to refine the camera pose estimates.
While [14,15] automate pose estimation, their approach
still has room for improvement, even if additional infor-
mation such as semantics is used [15]. Thus, we use the
rendering for visual inspection of the poses rather than
automating the verification process.
Visual localization benchmarks. This paper con-
siders the visual localization problem, i.e., the task of
computing the full camera pose for a given image. Closely
related is the visual place recognition problem of deter-
mining which place is visible in a given image, without
necessarily estimating its camera pose. However, we will
not discuss pure place recognition datasets that do not
provide full 6DoF camera poses such as [16,131–134].
Early localization benchmarks used SfM to recon-
struct scenes from internet photo community collections
such as Flickr. Query images were then obtained by re-
moving some images from the reconstruction, together
with all 3D points visible in only one of the remaining
images [22]. Examples for this approach to benchmark
creation are the Dubrovnik, depicting the old city of
Dubrovnik (Croatia), Rome [22] and Landmarks 1k [23]
datasets. The latter two datasets consists of individual
landmarks in Rome respectively around the world. The
same approach was later also used for images taken un-
der more controlled conditions, e.g., the crowd-sourced
Arts Quad [23, 135] dataset, the scenes from the Cam-
bridge Landmarks [7] benchmark, and the San Fran-
cisco SF-0 [23,64,136] dataset. Similarly, RGB-D SLAM
algorithms [137,138] were used to obtain reference poses
for the 7Scenes [5] and 12Scenes [6] datasets. Both de-
pict small indoor scenes captured with RGB-D sensors.
Long-term localization benchmarks [9,139,140] typ-
ically use images captured under a reference condition
to represent the scene while images taken under differ-
ent conditions are used as query. SLAM and SfM al-
gorithms depend on data association between images.
Thus, they tend to fail if images were taken under too
dissimilar conditions. Using image sequences and / or
multi-camera systems can allow using SLAM and SfM
algorithms under stronger viewing condition changes.
The former exploits the fact that it is not necessary
to find matches between each query image and a refer-
ence image. Rather, finding enough matches for some
query images is sufficient to register an entire sequence.
The latter exploit the fact that a larger field-of-view
typically leads to more matches. Both the SILDa [140]
and (extended) CMU Seasons [9,10] use sequences and
multi-camera systems. SILDa depicts a single building
block in London, UK under diferent conditions. The
(extended) CMU Seasons dataset was constructed from
images collected in and around Pittsburgh, US over the
span of a year. For the (extended) CMU Seasons, addi-
tional humanly annotated matches were used in areas
where cross-seasonal matching failed [9]. Human anno-
tations were also used for the Mall [141] dataset to ob-
tain initial pose estimates of test images with respect
to a laser scan.
Manually annotated matches are often not very pre-
cise [64]. If available, additional sensors such as Li-
dar can be used to avoid the need for human anno-
tations. The RobotCar Seasons [9, 11], depicting the
city of Oxford, UK under various seasonal conditions,
and the University of Michigan North Campus Long-
Term Vision and LIDAR [139] datasets use Lidar data
to obtain reference poses. However, human intervention
might still be necessary if the scene geometry changes [9].
The Aachen Day-Night [8, 9] depicts the old inner
city of Aachen, Germany. The 3D model of the scene
was reconstructed from daytime images using SfM. Sim-
ilarly, reference poses for daytime query images were
also obtained using SfM. Since additional sensor data
is not available and since SfM failed to provide ref-
erence poses [9], manual annotations were used for a
set of nighttime query images. To this end, a daytime
image taken from a similar viewpoint was selected for
each nighttime query. The pixel positions correspond-
ing to 10 to 30 3D points visible in the daytime im-
age were then annotated manually. [9] estimated that
the median mean position accuracy for the nighttime
images is between 30cm and 40cm. However, in this
paper, we show that the pose estimates are actually
often worse. This observation motivates our approach
for refining the original reference poses. We show that
the refined poses are more accurate and are thus more
suitable to measure the performance of state-of-the-art
localization techniques. While this paper focuses on the
Aachen Day-Night dataset, our approach is not specific
to it and can be applied on other datasets as well.
3 Reference Pose Generation
Typically, a visual localization dataset provides a set
of images I : {Ii}Ni=1 and the corresponding reference
poses T : {Ti}Ni=1 in a 3D modelM. Our goal is to know
whether the poses T are accurate (verification) and get
more accurate reference poses if necessary (refinement).
Since each image in a visual localization dataset is usu-
ally treated individually, we consider a single image I
and its (potentially inaccurate) pose T in this section.
T represents the camera pose with respect to the model
M. More specifically, T is a 4×4 transformation matrix:
T =
[
R c
01×3 0
]
, (1)
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and p = R · cp + c converts point coordinates in the
camera frame cp to the coordinates in the model.
Given the 3D model M, we first render a synthe-
sized view Ir (or multiple rendered images) at pose T
(Sect. 3.1). Then learned features are extracted and
matched between the actual image I and the synthe-
sized image Ir. By analyzing the matched features, de-
noted as {ul}Nfl=1 and {url }Nfl=1 for the actual and ren-
dered images respectively, we can determine whether
the pose T is accurate (Sect. 3.2). Finally, we can back-
project the 2D features from the rendered view {url }Nfl=1
to the 3D model M to get a set of 3D points {prl }Nfl=1.
From the 2D-3D correspondences {ul}Nfl=1 and {prl }Nfl=1,
we can calculate a more accurate pose Tr for the ac-
tual image (Sect. 3.3). The aforementioned process is
repeated several times to get more accurate poses (cf.
Fig. 1). We also provide a method to quantify the un-
certainties of the resulting poses (Sect. 3.4).
For simplicity of presentation, we assume that all
the 2D features {url }Nfl=1 have a valid back-projection
in M and all the 3D points {prl }Nfl=1 are inliers in the
refinement process. In practice, we remove 2D features
with invalid depth (e.g., due to an incomplete the model
M) and reject outliers using LO-RANSAC [42]. For
simplicity, we assume that the features are ordered based
on matches: for a feature ul in the real image, the cor-
responding matching feature in a rendering is url .
3.1 Rendering Synthesized Views
There are different methods to render synthesized views
from a pose T with respect to a scene modelM. In this
work, we investigate view synthesis from two different
scene models: a 3D point cloud with SIFT descriptors
and a 3D mesh. In the process of generating reference
poses using SfM, the scene is typically reconstructed as
a 3D point cloud, where each point is associated with a
descriptor, e.g., SIFT. A 3D mesh can be further gen-
erated using Multi-View Stereo. Therefore, these two
models are readily available from the standard process
for generating reference poses.
To render images from a 3D mesh, there are various
off-the-shelf renderers that can be used. As for a point
cloud with descriptors, we follow [142] and train a CNN
to reconstruct the images from such a scene representa-
tion. The network uses a U-Net architecture [143]. The
input to the network is a 3D tensor of size h×w× 129,
where h and w are the height and width of the image
to be synthesized. The 129 channels consists of a depth
channel and one channel per byte in the SIFT descrip-
tor (128 bytes). The input is constructed by finding and
projecting the visible points in the point cloud to the
pose to render and then filling the input tensor at the
pixel coordinates where there is a projected 3D point.
The output of the network is the synthesized image at
a given pose. For details of the method (e.g., training
and evaluation), we refer the reader to [142]. While each
rendering technique alone is sufficient in certain cases,
combining the two rendering methods utilizes the infor-
mation from different scene models and results in the
best performance in our experiment (cf. Sect. 5.4).
3.2 Matching Features with Synthesized views
To extract and match features between the real images
I and the rendered images Ir, we choose to use learning-
based local features. This is due to the fact that the
rendered images usually have large appearance change
compared with the real night images. Traditional fea-
tures, such as SIFT, rely on low level image statistics
and are not robust to day-night condition change and
rendering artifacts. In particular, we choose to use the
D2-Net feature [17] in our pipeline, which uses a single
CNN for joint feature detection and description and
achieves state-of-the-art matching performance in chal-
lenging conditions.
For the images rendered using the two rendering
techniques, we extract and match features between each
rendered image and the real image individually. We
then directly aggregate the feature matches obtained
from both rendered images for the next step. Note that
after obtaining the 2D feature matches, we can already
verify whether there exists pose errors in the reference
poses by checking the matching locations in the ren-
dered and real images (cf. Fig. 3 and Fig. 8 for large
and small pose errors respectively): if the real and ren-
dered images are taken from the same pose, the two
features ul and u
r
l should be found at identical 2D po-
sitions (up to noise in the feature detection stage). Sim-
ilarly, a large 2D distance ||ul−url ||2 is indicative for a
significant difference in pose.
3.3 Refining Reference Poses
Given Nf matched features {ul}Nfl=1 and {url }Nfl=1 be-
tween the real and rendered images, we first back-project
the features in the rendered images toM to get the cor-
responding 3D points as {prl }Nfl=1
prl = pi
−1(ul, T,K,D,M), (2)
where pi : p→ u is the camera projection function and
pi−1 the inverse. K and D are the intrinsics and dis-
tortion parameters respectively. In practice, we get the
depth map at T in the process of rendering images from
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the 3D mesh, and the depth at ul can be directly read
from the depth map. After finding the 3D points, the
refined reference pose Tr can be computed by solving a
nonlinear least-squares problem
Tr = arg min
Tr
Nf∑
l=1
‖pi(pl, Tr,K,D)− ul‖2. (3)
We minimize (3) over the inliers of a pose obtained by
LO-RANSAC.
3.4 Uncertainty Quantification
In addition to the refined pose Tr, it is also important
to have a quantitative measure about the uncertainty
of the refined pose. Instead of the absolute pose un-
certainty between the refined pose and the unknown
ground truth, we propose to use an sampling strategy
to compute the sampling uncertainties.
In particular, for a sampling ratio k (e.g., 50%), we
first randomly sample from all the 2D-3D matches (i.e.,
all the inliers used in (3)). We then apply LO-RANSAC
to the sampled subset and solve the nonlinear opti-
mization problem (3) using the inliers returned by LO-
RANSAC to get a pose Ts. The sampling and solving
process is repeated multiple times (typically Ns = 50
times in our experiment), resulting in multiple pose esti-
mates {Tsn}Nsn=1. The sampling uncertainty for the cam-
era position sck and rotation s
r
k are calculated as
sck = median({cn}Nsn=1) srk = median({rn}Nsn=1), (4)
where cn, 
r
n = T
r  Tsn (cf. (5)). We calculate the sam-
pling uncertainties for different sampling ratios.
We would like to highlight the difference between
the sampling uncertainties and the absolute uncertain-
ties. The absolute uncertainties reflect the differences
between the refined poses and the unknown ground
truth, which cannot be calculated directly. The pro-
posed sampling uncertainties, on the other hand, eval-
uate the variance with respect to the refined poses,
which are essentially the local minima in the optimiza-
tion problem (3). Therefore, the sampling uncertainties
tend to be smaller than the actual uncertainties, since
the local minima can hardly be the actual ground truth
poses. Nevertheless, small sampling uncertainties still
indicate that the refined poses are stable solutions for
the given set of 2D-3D matches.
3.5 Discussion
The method proposed in this section essentially esti-
mates more accurate poses from some potentially inac-
curate initial estimates. Yet, it can not only be used to
verify and refine existing reference poses, but also to
easily extend existing visual localization datasets. For
example, to add more images to an existing localization
dataset, one only needs to provide coarse initial poses
for these images, which can be obtained by, for exam-
ple, manually selecting the most similar images. This is
useful especially for images with large appearance dif-
ference compared with the localization database (e.g.,
adding nighttime images to a localization database con-
structed from daytime images), where accurate poses
cannot be reliably estimated using SfM directly.
4 Metrics for Localization Accuracy
The reference poses generated using SfM or our method
are inherently subject to inaccuracies, which compli-
cates the evaluation process. For example, the differ-
ence between the reference pose and a pose to evaluate
is no longer a meaningful metric if the actual error (i.e.,
the difference between the pose to evaluate and the un-
known ground truth) is comparable to the uncertainty
in the reference pose. Therefore, it is a common practice
to set certain thresholds for the reference poses based
on their uncertainties, and measure whether the poses
to evaluate lie within those thresholds. Unfortunately,
quantifying the uncertainties in the reference poses is
a highly non-trivial task in itself. The actual uncer-
tainties depend on various factors, such as the depth
of the scene and the accuracy of the local features. In
this section, we first discuss several performance metrics
based on directly considering the uncertainties in pose
space. We then discuss a performance metric based on
the re-projection of the scene points, which removes the
necessity of directly quantifying the pose uncertainty.
4.1 Direct Pose Uncertainty-Based Measures
Direct pose uncertainty-based measures analyze the po-
sition and rotation error between the reference and es-
timated poses. Typically, given a reference pose T and
a pose to evaluate Tˆ, the position and orientation error
t, r = T Tˆ are computed as [9]:
t = ‖c− cˆ‖2, r = arccos(1
2
(trace(R−1Rˆ)− 1)). (5)
To account for the uncertainties in the reference poses,
we can either use a set of fixed thresholds for all the
images in a dataset or define thresholds for each image
individually.
Fixed error thresholds. We can define a set of Ne
increasing error thresholds Efixed = {eposej }Nej=1, where
ej = (tj , rj) contains both position and orientation
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thresholds. These thresholds apply to all the images
in a dataset. A pose is said to be below a threshold
ej if 
t < tj and 
r < rj . The overall localization ac-
curacy is the percentages of images that are localized
within these thresholds O = {oj}Nej=1, and higher val-
ues indicate better performance. For example, the error
thresholds for Aachen night time images on visuallocal-
ization.net are 0.5/1.0/5.0 m and 2.0/5.0/10.0 deg, and
the localization accuracy is reported as three percent-
ages corresponding to the these categories.
Sampling uncertainties as error thresholds. Us-
ing the same thresholds for all the images in a dataset,
however, has limitations. The uncertainties are image-
dependent if, as in our case, the poses are calculated
by minimizing the reprojection errors of 2D-3D corre-
spondences. The position uncertainty is lower for im-
ages observing landmarks that are closer to the camera.
Ideally, these uncertainties should be taken into consid-
eration to choose the error thresholds per image. Fol-
lowing the same idea in as Sect. 3.4, we can use a set of
sampling uncertainties Esamplei = {sk}k=k1,k2,..., where
sk = {stk, srk} is the sampling uncertainty with sampling
ratio k. For example, in our experiment, we use a set
of thresholds calculated from sampling ratios of 50%,
30% and 10% respectively. Note that, as discussed in
Sect. 3.4, the sampling uncertainties tend to be lower
than the (unknown) absolute uncertainties. Therefore
using this metric tends to under-estimate the accuracy
of localization algorithms.
4.2 Indirect Pose Uncertainty-Based Measures
To avoid the need to consider the uncertainties in 6 DoF
poses (which is non-trivial as seen before), we follow the
literature on object pose estimation and measure pose
accuracy based on reprojections [144]. More precisely,
we measure the difference between the reprojection of
a set of 3D points in the reference and estimated poses.
Intuitively, perturbations to the camera pose will re-
sult in the changes of the reprojected 2D locations of
3D points. Therefore, we can define certain thresholds
around the reprojection of the 3D points as an indirect
measure of the pose uncertainty. A key advantage of this
approach is that the error thresholds can be defined is
the image plane. While we use the same thresholds for
all the images, this actually results in per-image un-
certainty thresholds in pose space: the same change in
reprojection error will typically result in a position error
that increases with increasing distance of the camera to
the scene. Formally, we define the following metric:
Maximum reprojection difference. The maximum
distance between the projected points in the reference
pose Tri and the estimated pose Tˆi is used to measure
the localization error:
r∞i = max
l∈[1,Nif ]
‖pi(prl , Tri )− pi(prl , Tˆi)‖2, (6)
where the intrinsics and distortion parameters are omit-
ted for simplicity. Similar to the pose error, a set of
reprojection thresholds Erep = {erepj }Nej=1 are selected,
and the percentages of the images with r∞i lower than
these thresholds are used to indicate the overall accu-
racy on the dataset. We slightly abuseNe here to denote
the number of error thresholds in general.
5 Experimental Evaluation
To demonstrate the value of the proposed method, we
first use our method to analyze the reference poses of
the nighttime query images in the Aachen Day-Night
dataset (Sect. 5.2). Then, we extend the dataset with
new nighttime query images and generate the corre-
sponding reference poses using our method (Sect. 5.3).
We also compare our method against baseline meth-
ods of directly matching features (SIFT and D2-Net)
and computing poses via SfM models. To understand
the impact of the different parameters in our method,
we perform an extensive ablation study regarding dif-
ferent learned features, different rendering techniques,
and the stability of our reference poses (Sect. 5.4). Fi-
nally, we evaluate state-of-the-art localization methods
on both the original and the extended Aachen Day-
Night datasets based on the performance metrics dis-
cussed in Sect. 4 (Sect. 5.5).
In this paper, we focus on the Aachen Day-Night
dataset [8, 145]. This is motivated by our observation
that the reference poses for the nighttime images are the
least accurate reference poses among the three datasets
from [145]. At the same time, the dataset is becom-
ing increasingly popular in the community, e.g., [17,
18, 46, 47, 94, 98, 101, 102, 111, 116, 122, 146, 147] have
already been evaluated on the dataset. However, our
approach is generally applicable and can be applied
to other datasets as well. Note that we only consider
the nighttime query images in this paper as SfM al-
ready provides accurate reference poses for the daytime
queries of the Aachen Day-Night dataset.
5.1 Experimental Setup and Data Acquisition
Additional data capture. To extend the Aachen
Day-Night dataset, we captured another 119 nighttime
images and 119 daytime images with the camera of a
Nexus 5X smart phone in July 2017. The nighttime and
Reference Pose Generation for Visual Localization via Learned Features and View Synthesis 9
Fig. 3: Comparison of images rendered from the original and refined (ours) reference poses of the nighttime images in
Aachen Day-Night dataset. First column: nighttime images; Second column: images rendered from the existing
reference poses, overlay of the rendering and the image together with D2-Net matches between the two; Third
column: images rendered from our refined poses and the corresponding overlays with D2-Net matches. The top
two rows render a Multi-View Stereo (MVS) mesh and the bottom two use Structure-from-Motion inversion [142]
(invSfM). The colored lines visualize D2-Net feature matches. Green is used to indicate that the 2D location
difference between a feature in the real image and its match in the rendered image is below 20 pixel.
daytime images form pairs of photos taken from very
similar poses. Registering the daytime images against
the reference SfM model provided by the Aachen Day-
Night dataset then yields initial pose estimates for the
new nighttime queries.
Scene model generation. Our approach to refine
camera poses requires an underlying 3D scene model.
The Aachen Day-Night dataset provides a reference
SfM model consisting of 4,328 database images and
1.65M 3D points triangulated from 10.55M SIFT fea-
tures [145]. This publicly available reference model is
a sub-model of a larger base SfM model that was re-
constructed using COLMAP [29]. This base model also
contains images from a set of videos as well as the day-
time queries, resulting in a SfM model with 7,604 im-
ages and 2.43M 3D points triangulated from 17.75M
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features. This model was registered against the original
Aachen SfM model from [8] to recover the scale of the
scene. The reference model was obtained by removing
the sequences and query images from the base model.
We started from the base model and created an ex-
tended SfM model. We registered the additional daytime
images and an additional image sequence2 against the
base model while keeping the poses of the base model
images fixed. The resulting model contains 12,916 im-
ages and 3,90M 3D points triangulated from 32.19M
SIFT features. We used this extended base model when
creating our new reference poses.
We removed all query images and the newly added
sequence images from the extended base model to cre-
ate an extended reference SfM model consisting of 6,697
images and 2.32M points triangulated from 15.93M SIFT
features. This model will be used to benchmark local-
ization algorithms on our extended Aachen Day-Night
dataset. We will make this new reference model publicly
available, but will withhold the base models and the ref-
erence poses for the query images. Instead, we will pro-
vide an evaluation service on visuallocalization.net. The
motivation behind publishing this smaller dataset is to
make sure that the reference poses were computed from
additional data not available to localization algorithms.
The inclusion of the original sequences is necessary as
some of the newly added nighttime queries depict places
not covered in the original reference model.
In addition to the extended models, we also created
a colored 3D mesh of the scene. We used COLMAP’s
Multi-View Stereo pipeline [19] to obtain a dense point
cloud. Screened Poisson surface reconstruction [148] of
the point cloud then yields a colored mesh.
Rendering. Our method requires rendering the scene
from estimated poses. For each pose, we generate two
renderings: (1) we render the MVS mesh, (2) we use the
SfM inversion approach (invSfM ) from [142] to recover
an image directly from a rendering of the extended base
model. We use our own implementation of invSfM. Note
that we only use the CoarseNet stage and skip the Vis-
ibNet and RefineNet. We use the MVS mesh to deter-
mine which points are visible instead of VisibNet. While
skipping RefineNet reduces image quality, we found the
results to be of sufficient quality.
Fig. 3 shows example renderings obtained from the
mesh and invSfM.
Implementation details. If not mentioned other-
wise, we extract D2-Net features [17] from both ren-
dered images. The refinement process is repeated for 5
iterations. We use single scale features since the initial
2 Using one of the original videos and extracting images at
a higher frame rate.
Fig. 4: Differences between the original reference poses
and the refined reference poses (our method). Left:
Cumulative distribution of position and rotation dif-
ferences. Right: Distribution of the position and rota-
tional differences. The position and rotation thresholds
(0.5/1.0/5.0 m, 2/5/10 deg) used in [145] and visuallo-
calization.net (VL) are also shown for reference.
pose estimates are accurate enough such that multi-
scale processing is not required. To determine whether
our refinement succeeded, we only accept the refined
pose when there are more than 10 effective inliers3 found
by LO-RANSAC [42,149] from the input 2D-3D matches,
using the P3P solver from [39]. More precisely, we sub-
divide each image into a 50×50 grid and count at most
one inlier per cell. The cell size and the inlier threshold
are determined experimentally.
5.2 Refining the Original Aachen Nighttime Poses
In a first experiment, we analyze the accuracy of the ref-
erence poses for the 98 original nighttime queries of the
Aachen Day-Night dataset. We show that the original
reference poses are inaccurate and that our refinement
approach considerably improves the pose accuracy.
Our approach used the original poses for initializa-
tion. For 3 out of the 98 images, our method failed to
find sufficiently many 2D-3D matches, mostly due to an
incomplete mesh (see Sect. 5.4). For the failure cases,
we simply kept the existing reference poses.
Qualitative evaluation. Fig. 3 visually compares
the original reference poses with our refined poses. As
can be seen, the existing reference poses, obtained from
manual annotated 2D-3D matches, can be rather in-
accurate. In contrast, our method generates reference
poses such that the rendering from the refined pose is
visually consistent with the actual image. Thus, fea-
tures matching between the real and rendered images
3 The effective inlier count takes the spatial distribution of
the matches in the image into account. It has been shown to
be a better measure than the raw inlier count [25].
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Table 1: Evaluation of state-of-the-art localization methods in the original Aachen nighttime images. We evaluate
results submitted by the authors to visuallocalization.net on both the original and our refined poses. We compare
the methods based on the Pose Error, i.e., the percentage of queries localized within fixed error thresholds of the
reference poses. As can be seen, our more accurate reference poses yield a better measure of pose accuracy. For
our poses, we also report results for two additional metric: the percentage of queries localized within sampling-
based thresholds (Sampling) of the reference poses (cf. Sect. 4.1) and the percentage of queries with maximum
reprojection errors within given error thresholds in pixels (Reprojection Diff.) (cf. Sect. 4.2).
Original Poses Refined Poses
Pose Error
0.5m,2◦/1m,5◦/5m,10◦
Pose Error
0.5m,2◦/1m,5◦/5m,10◦
Sampling
(50%/30%/10%)
Reprojection Diff.
(10/20/50/100 px)
Active Search v1.1 [145] 27.6/38.8/56.1 48.0/57.1/64.3 2.0/4.1/11.2 28.6/39.8/52.0/62.2
D2-Net [17] 45.9/68.4/88.8 86.7/96.9/100.0 7.1/13.3/35.7 46.9/68.4/89.8/98.0
DELF [104] 39.8/61.2/85.7 75.5/89.8/96.9 4.1/5.1/14.3 28.6/56.1/78.6/88.8
DenseVLAD [16] + D2-Net [17] 39.8/55.1/74.5 75.5/81.6/84.7 7.1/8.2/24.5 45.9/65.3/77.6/82.7
Hierarchical Localization [47] 42.9/62.2/76.5 77.6/87.8/88.8 7.1/9.2/24.5 41.8/65.3/78.6/85.7
NetVLAD [78] + D2-Net [150] 43.9/66.3/85.7 90.8/96.9/96.9 8.2/11.2/40.8 51.0/75.5/92.9/95.9
R2D2 V2 20K [18] 46.9/66.3/88.8 90.8/99.0/100.0 8.2/14.3/36.7 51.0/70.4/92.9/95.9
are found at the same positions (up to noise), as can be
see from the (short) green lines. Fig. 3 shows selected
examples where the original reference poses were rather
inaccurate. Visual comparison between the original and
our refined poses showed that our approach consistently
produced more accurate poses for all nighttime queries.
We would like to highlight that our method is robust
to large initial pose error. This can be seen from the top
row in Fig. 3, where the initial rendered image exhibits a
significant viewpoint change with respect to the actual
image.
It is also worth noting that D2-Net features can pro-
vide robust matches even though the rendered images
(using a model reconstructed from daytime imagery)
are visually very different from the actual images and
contain non-trivial rendering artifacts.
Quantitative evaluation. To quantify the differences
between the original and our reference poses, we com-
puted the differences in camera position and orientation
(see (5)). Fig. 4 shows the results of this comparison. It
can be seen that there exists a non-trivial discrepancy
between the original and refined reference poses.
[145] measures localization accuracy by the percent-
age of nighttime query poses estimated within (0.5 m,
2 deg), (1 m, 5 deg), and (5 m, 10 deg) of the reference
poses. These thresholds are also shown in Fig. 4. As can
be seen, the differences between the original and refined
poses fall outside of the largest error threshold for 11
images (∼ 11.2% of all the nighttime queries). Interest-
ingly, the best results reported on visuallocalization.net
register 88.8% of the nighttime queries within 5 m and
10 deg. Thus, state-of-the-art methods might actually
be more accurate than the reference poses.
Finally, Table 1 evaluates several state-of-the-art lo-
calization methods using the existing and refined refer-
ence poses. As can be seen, the accuracy of the localiza-
tion methods is indeed (significantly) under-estimated
by the existing reference poses. In contrast, our refer-
ence poses allow us to measure localization performance
more accurately. Note that Table 1 also provides results
for additional evaluation measures for our new reference
poses. These results will be discussed in Sect. 5.5.
Summary. Our results clearly show that our new ref-
erence poses are more accurate than the original poses.
We will integrate our new poses in the visuallocaliza-
tion.net online benchmark, allowing us to easily update
all results on the website.
5.3 Extending the Aachen Day-Night Dataset
Our approach is capable of estimating an accurate pose
from a coarse initialization. Besides verifying and refin-
ing existing reference poses, our approach can also be
used for generating reference poses for new images. In
the next experiment, we thus extend the Aachen Day-
Night dataset by additional nighttime queries. We com-
pare our reference poses with two registration baselines
using SIFT and D2-Net features, respectively.
Reference pose generation. As shown in Fig. 5, we
captured a daytime photo from a similar pose for each
the 119 new nighttime images. The poses of these day-
time images in the extended base model, obtained via
SfM, then provide initial pose estimates for the night-
time queries that are subsequently refined by our ap-
proach. We excluded images for which our method re-
sulted in less than 10 effective inliers to avoid unreliable
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Fig. 5: Pairs of day-night images taken from similar poses. We obtain reference poses for the daytime images via
SfM. The resulting poses are used to initialize our approach for generating poses for the nighttime images. For
the SIFT and D2-Net registration baselines, an additional 20 daytime images that overlap with these images are
selected from the base model for the daytime image in each pair.
reference poses. This results in reference poses for 93
out of the 119 images.
We compare our method with two baselines using
SIFT and D2-Net features, respectively. Both baselines
match features between the 93 new nighttime queries
and a small set of images in the extended base SfM
model. For a nighttime query, this set includes the cor-
responding daytime image ID as well as the 20 im-
ages in the extended base model that share the most
3D points with ID. 2D-2D matches between the night-
time image and the daytime photos in the set then
yield a set of 2D-3D correspondences based on the 3D
points visible in the latter. COLMAP’s image registra-
tion pipeline was then used to obtain the camera pose
based on these matches. Note that for D2-Net features,
we re-triangulated the extended base 3D model before
day-night feature matching.
Robustness. Both the D2-Net baseline and our method
are able to consistently estimate poses for challenging
images for which the SIFT baseline fails. Fig. 6 shows
such failure cases of SIFT. In each of the shown cases,
there is a strong light source in the scene, causing signif-
icant appearance differences between the day and night-
time images. SIFT is not able to deal with these strong
changes. In contrast, our method, as well as the D2-Net
baseline, which relies on high level learned features, are
able to handle these cases (cf. Fig. 6b).
[145] reported that the reference poses obtained via
SfM and SIFT were unreliable. Interestingly, we observe
the opposite for many images in our experiments. We
attribute this to the inclusion of the corresponding day-
time images: as shown in [16], SIFT features better han-
dle day-night changes under small viewpoint changes.
Note that daytime images taken from very similar poses
are not available for the original nighttime queries.
Quantitative evaluation. Excluding the failure cases,
we computed the pose differences between our method
and two baselines. The results of this comparison are
shown in Fig. 7. Interestingly, the poses from our method
and the SIFT registration are very consistent. For the
majority of the images, the pose difference is below 0.2
m and 0.5 deg. In contrast, we observe much larger dif-
ference between our poses and the D2-Net registration
baseline. As there is no external reference poses that
can be used to calculate the absolute pose accuracy, we
resort to visual inspection based on the renderings.
Visual inspection. Fig. 8 analyses example poses ob-
tained by the D2-Net baseline. Besides overlaying the
real and rendered images, we also show D2-Net features
matches between the two. For each match, we compute
the 2D offset between the feature positions in the real
and the rendered view. Following [12], we color-code the
features based on the directions of these 2D offsets. As
argued in [12], these directions should be randomly dis-
tributed for accurate pose estimates. Patterns of similar
direction in the same region of an image indicate a shift
between the two images and thus pose errors.
The D2-Net poses in Fig. 8 are visually more accu-
rate than those in Fig. 3 and Fig. 6b. Still, we observe
clear patterns in the distribution of the directions (e.g.,
the concentration of green color on one side and purple
on the other), which indicates inaccuracies in the poses
of the D2-Net baseline. We further used one iteration
of our method to refine the D2-Net poses. As can be
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(a) Night-day matches for which SIFT registration failed.
(b) Refinement process of our method (1st iteration).
Fig. 6: Typical failure cases of the SIFT registration
baseline. Top: nighttime images where SIFT registra-
tion failed and the corresponding daytime images; Bot-
tom: Visualization of the first iteration of our method
(left: initial pose; right: refined pose). The differences
between D2-Net features and the projection of the
matching 3D points are color coded according to the di-
rection in the image plane (cf. legend in the top-right).
seen in Fig. 8, the refinement improves the distribution
of directions. We conclude that our approach is able to
provide more accurate than the D2-Net baseline.
As can be seen from Fig. 7, the pose differences
between our approach and the SIFT baseline are sig-
nificantly smaller than the differences between our ap-
proach and D2-Net. Unlike for D2-Net poses, we did not
see strong feature direction patterns for the SIFT poses.
We therefore omit the corresponding visualizations. We
observe that if the SIFT baseline is able to estimate a
pose it is usually visually similar to the pose obtained
with our approach (cf. Fig. 9a). There are images where
the poses from our method seem to be visually more ac-
curate than the SIFT registration and vice versa (shown
in Fig. 9b and 9c, respectively). Yet, overall there are
only 7 out of the 93 new nighttime queries for which
Fig. 7: Distribution of the pose difference between our
method and the two registration baselines.
we consider the SIFT poses to be visually more accu-
rate than the poses provided by our method. For these
images, we use the SIFT poses as reference poses. At
the same time, SIFT failed to provide poses for 5 of the
nighttime images due to a lack of sufficient matches.
Discussion and summary. It is interesting to see
that SIFT poses are not necessarily more accurate than
our poses. SIFT features are much more accurately lo-
calized in images than D2-Net features [17]. Thus, one
might have expected that a few accurately localized
SIFT matches are better than many less accurately
localized D2-Net matches. Yet, finding more matches
with D2-Net between the renderings and the real im-
ages seems to compensate for the inaccuracy of the D2-
Net feature detections.
For the newly acquired nighttime images, we ob-
serve that our approach performs similar to SIFT in
terms of accuracy. In this case, SIFT benefits from day-
time images taken from similar viewpoints. As evident
from the failure cases of SIFT on both the original and
new queries, our approach is more robust than the SIFT
baseline. As a result, our approach is better suited to for
reference pose generation for datasets that benchmark
long-term visual localization algorithms.
Compared with the D2-Net baseline, the poses re-
sulting from our method are more accurate. The main
difference between the D2-Net baseline and our ap-
proach is the use of rendered images. The results thus
validate our choice to iteratively render the scene from
the current pose estimate and match features against
the rendering. Moreover, as seen from the analysis of
the D2-Net baseline, the ability of our method to ver-
ify and refine existing poses is also valuable when it is
combined with other approaches.
5.4 Ablation Study
Next, we present ablation studies to analyze our pro-
posed approach. We first obtain an estimate for the
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Fig. 8: Comparing the D2-Net baseline against our re-
finement. Left: overlay of real photos and images ren-
dered with D2-Net poses. D2-Net features in the ren-
dered images are connected to the matching locations
in the real images (circles), and the color indicates the
direction of the feature location differences in the two
images (see legend in the top-left). Right: correspond-
ing visualization using poses obtained by one iteration
of our method (initialized with D2-Net poses). The pat-
terns of the feature directions in the left images indicate
the inaccuracy in the poses from D2-Net registration,
which are corrected with our method (right images).
stability of our reference poses. Next, we determine
the impact of using different features and rendering
techniques, which are the two key ingredients in our
method. Finally, we show failure cases of our method.
Pose stability. To provide a quantitative measure
of the uncertainties/stability of the reference poses ob-
tained with our method, we compute the sampling un-
certainties as described in Sect. 3.4 for both the original
and additional nighttime images: we randomly sample
a percentage of 2D-3D matches from the inliers used
to estimate the reference poses. This sample is then
used to obtain another pose estimate. The differences
between these new and our poses provide a measure for
the stability of the minima found by our approach.
We used three sampling rates that use 90%, 50%,
and 10% of the inliers, respectively. For each rate, we
drew 50 random samples and report the median posi-
(a) Typical visual difference between poses the SIFT base-
line and our method. Left and Middle: overlay of the rendered
and real images for SIFT respectively our poses. Right: the
intensity difference of the rendered images. The images are
converted to 8-bit gray-scale images, and the pixels with in-
tensity difference larger than 10 are shown in gray.
(b) Example where the pose from our method (right) is more
accurate than the SIFT pose (left), as can be seen from the
sign in the middle of the cutouts.
(c) Example where the SIFT pose (left) is more accurate
than our method (right), as can be seen from the windows
and the edge of the roof in the cutouts.
Fig. 9: Visual comparison of images rendered from the
poses obtained by our method and the SIFT baseline.
tion and orientation differences. In addition, since our
method uses different rendering techniques and is an
iterative process, we also computed the following for
comparison:
– Compare-InvSfM : the differences between the re-
fined poses using both types of rendered images and
using InvSfM only;
– Compare-Mesh: the differences between the refined
poses using both types of rendered images and mesh
rendering only;
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Fig. 10: Different uncertainties for the original (top)
and additional (bottom) Aachen Night images. The
vertical dash lines corresponds to the error thresholds
proposed in [145] and used by the online benchmark.
– Compare-Prev-Iter : the pose differences between the
two last iterations of our refinement process.
The results of our comparisons are shown in Fig. 10.
For the original images, more than 90% of the images
are below the finest error threshold (0.5 m, 2 deg) of the
visual localization benchmark, independently of which
sampling rate and rendering is used. For the additional
images, the uncertainties are higher. Still, more than
80% of the images fall in that threshold as well. The
fact that the uncertainties of the additional images are
overall higher than the original images indicates that
the newly added images might be more challenging. Re-
garding the different rendering techniques, images ren-
dered using the MVS mesh seem to provide more in-
formation for the final refined poses, as Compare-Mesh
shows less uncertainty than Compare-InvSfM.
While it is difficult to quantify the absolute uncer-
tainties, the uncertainties shown in Fig. 10 indicate that
the reference poses generated using our method are at
least stable solutions considering the available 2D-3D
matches. This can be seen from the fact that even us-
ing as little as 10% of the available inlier matches leads
to very similar pose estimates for nearly all images.
Different features. Instead of using D2-Net features,
we also used SIFT and R2D2 [18] features to obtain
matches between the rendered and real images.
Fig. 11 compares the results obtained with different
types of features. As can be seen, SIFT failed to find
enough matches in most cases for both the original and
additional night images. This is not surprising consider-
ing SIFT relies on low-level image statistics, which are
strongly impacted by imperfections in the MVS model
and the invSfM rendering process. In contrast, both
D2-Net and R2D2 features were able to find enough
matches for most of the original Aachen night images.
The success rate for both features drops on the addi-
tional Aachen night images, where the D2-Net feature
performed better. Plotting the reprojection error (after
nonlinear optimization) against the number of effective
inliers, we observe a clear trend across different fea-
tures: D2-Net recovers the most matches, followed by
R2D2 and SIFT; while SIFT features were most accu-
rately localized in the images, D2-Net has the largest
reprojection errors.
To see how the number of effective inliers and re-
projection error translates to the quality of the refined
poses, we further computed the sampling uncertainties
for D2-Net and R2D2, shown in Fig. 12. We excluded
SIFT since it failed for most of the images. It can be
seen that the refined poses from D2-Net features are
more stable than the R2D2 poses for both the original
and additional images.
The results validate our choice of using D2-Net fea-
tures to match between real and rendered images as
they better handle imperfections in the renderings.
Different rendering techniques. The experiments
presented so far used both rendering types (using MVS
mesh and the invSfM process). Next, we compare using
both types against using only one of the two using the
number of effective inliers.
As can be seen in Fig. 13, using renderings based
on the MVS mesh in general resulted in more effective
inliers compared to using invSfM for rendering. Accord-
ingly, there are more images where our method could
find sufficient effective inliers in the images rendered
from mesh. This is also consistent with our results in
Fig. 10, that show that the poses based only on mesh
rendering are more accurate than those obtained using
only invSfM. Yet, there are a few cases where mesh ren-
dering fails while invSfm rendering succeeds. The corre-
sponding nighttime images show parts of the model that
are only sparsely covered by images and where the MVS
reconstruction is thus incomplete. The invSfM process
seems to be more stable for such cases.
Combining the 2D-3D matches obtained from both
types of renderings increases the number of effective in-
liers. Note that the effective inlier count selects at most
one inlier for each 50 pixels by 50 pixels region in an im-
age. A higher effective inlier count thus indicates that
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Fig. 11: Effect of using different features in our method. Left: the number of effective inliers for each image. Each
block along the horizontal axis corresponds to one image. A black cross indicates there are less than 10 effective
inliers, i.e., the pose is likely not reliable. Right: the number of effective inliers and the mean reprojection error
(after nonlinear optimization) for different features. Failure cases (i.e., the black crosses) are excluded. The top
row shows the result for the original Aachen nighttime images, and the bottom for additional images.
Fig. 12: Sampling uncertainties of the D2-Net and
R2D2 poses for the original (top) and additional
(bottom) Aachen night images. Median position and
orientation errors over 50 random samples are shown.
the matches found by the two rendering types are some-
what complimentary as matches are found in diferrent
(a) Original Aachen night images.
(b) Additional Aachen night images.
Fig. 13: The number of effective inliers for D2-Net fea-
tures when different rendering techniques are used. The
visualization is the same as Fig. 11.
image regions. Moreover, there are a few cases (right
part of Fig. 13b) for which using both rendering types
is necessary to obtain sufficiently many inliers.
The results validate our choice of using both render-
ing techniques as they are (partially) complimentary.
Failure cases. Fig. 14 shows examples of two typi-
cal failure cases of our method. The first failure mode
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(a) Failure mode 1: low quality mesh.
(b) Failure mode 2: scene with little texture.
Fig. 14: Typical failure cases of our method. Left: real
nighttime images; Right: MVS mesh renderings from
the initial pose.
is when the nighttime image was taken in a part of
the scene where the MVS mesh is of low quality, e.g.,
parts of the surface have not been reconstructed (cf.
Fig. 14a). This could be overcome by using a more com-
plete/higher quality mesh of the scene, but might re-
quire additional data capture. The second failure mode
is caused by weakly textured scenes (cf. Fig. 14b). In
the shown example, the rendered image is of reasonable
quality visually. However, due to the lack of texture,
our method failed to find enough matches between the
rendered image and the real night image. Using contour
edges as an additional feature type could help avoid this
failure mode. However, edges are also typically harder
to match than local features. Furthermore, care would
need to be taken to handle protruding regions in the
MVS model.
5.5 Evaluation of State-of-the-Art Methods
Table 1 evaluates published state-of-the-art localization
methods using our new reference poses for the origi-
nal nighttime images. The results were obtained by re-
evaluating poses submitted to visuallocalization.net.4
In the following, we present results for state-of-the-
art methods on our new extended Aachen Day-Night
4 There results available at visuallocalization.net for meth-
ods that outperform the approaches used in Table 1. For our
experiments, we limited ourselves to methods that have been
published in peer reviewed conferences and journals. Updated
results for the other methods will be available on the bench-
mark website once we update the reference poses.
dataset. Note that the extended dataset uses a larger
reference SfM model than the original one and we thus
cannot use results from the benchmark website.
Given that D2-Net and R2D2 features achieve state-
of-the-art results in Table 1, we use two image retrieval-
based approaches based on these features in our eval-
uation. Both approaches first re-triangulate the refer-
ence SfM model with feature matches between the refer-
ence images found by D2-Net respectively R2D2. Next,
NetVLAD [78] is used to retrieve the 20 most simi-
lar reference image for each nighttime query. Feature
matches between each query and its retrieved image
yield a set of 2D-3D matches via the 3D points visible
in the reference images. These 2D-3D matches are used
for pose estimation against the reference model inside
COLMAP.5 For R2D2, we provide results for two vari-
ants that use at most 20k (R2D2-20k) respectively 40k
(R2D2-40k) features per image.
Table 2 shows the results of our experiments using
the evaluation measures discussed in Sect. 4. Similarly,
Table 1 also shows results for all metrics for our new ref-
erence poses. Overall, the accuracy is lower when con-
sidering all nighttime queries compared to only focusing
on the original night images, independent of the met-
ric used. This indicates the newly added images might
be more challenging. In the following, we discuss the
results per evaluation metric.
Pose error with fixed thresholds. We consider the
three fixed error thresholds used in [145] and on the
benchmark website, i.e., (0.5 m, 2 deg), (1 m, 5 deg),
and (5 m, 10 deg). Based on the this metric, the per-
formance on the original and extended Aachen dataset
seems saturated for certain algorithms (e.g., D2-Net
and R2D2). However, these thresholds were originally
chosen to take the uncertainties in the original night-
time reference poses into account. As shown in our
previous experiments, our new reference poses are sig-
nificantly more accurate. As such, using rather loose
thresholds could lead to an overestimate in the local-
ization accuracy. Furthermore, as discussed in Sect. 4,
using the same thresholds for all images does not take
into account that the uncertainty in the pose depends
on the distance of the camera to the scene.
Sampling uncertainties as error thresholds. The
second metric aims at computing error thresholds on
the camera pose per image. For each reference pose, we
randomly sampled set containing 10%, 30% and 50% of
the inliers of our method. For each sampling percentage,
we drew 50 samples and computed the median position
and orientation difference between the poses obtained
5 Based on code available at https://github.com/
tsattler/visuallocalizationbenchmark.
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Table 2: Localization accuracy using different metrics on the extended Aachen Day-Night dataset. We compare
the methods based on the Pose Error, i.e., the percentage of queries localized within fixed error thresholds of the
reference poses. As can be seen, our more accurate reference poses yield a better measure of pose accuracy. For
our poses, we also report results for two additional metric: the percentage of queries localized within sampling-
based thresholds (Sampling) of the reference poses (cf. Sect. 4.1) and the percentage of queries with maximum
reprojection errors within given error thresholds in pixels (Reprojection Diff.) (cf. Sect. 4.2).
Original Night Images All Night Images
Pose Error
0.5m,2◦/1m,5◦/5m,10◦
Sampling
(50%/30%/10%)
Reprojection Diff.
(10/20/50/100 px)
Pose Error
0.5m,2◦/1m,5◦/5m,10◦
Sampling
(50%/30%/10%)
Reprojection Diff.
(10/20/50/100 px)
D2-Net 90.8/98.0/98.0 11.2/19.4/43.9 56.1/80.6/92.9/95.9 90.6/97.4/97.9 6.3/11.0/30.9 36.1/73.8/91.1/96.9
R2D2-20k 90.8/95.9/95.9 7.1/11.2/38.8 54.1/76.5/89.8/93.9 88.5/94.8/96.3 5.2/7.9/29.8 40.8/72.8/91.6/94.8
R2D2-40k 91.8/98.0/98.0 7.1/13.3/44.9 56.1/76.5/92.9/95.9 88.5/95.3/97.9 5.8/8.9/33.0 41.9/73.3/91.6/95.8
from the samples and the reference poses. These median
differences were then used as the error thresholds.
As can be seen from Table 1 and Table 2, the sam-
pling uncertainties tend to underestimate the localiza-
tion performance of the different methods. This is due
to the fact that our reference poses are rather stable un-
der using a subset of the inlier matches (cf. Fig. 12). The
sampling uncertainties reflect the stability of the lo-
cal minimum reached in the refinement process, rather
than the absolute uncertainties. Thus, this metric should
not be used to evaluate localization performance.
Maximum reprojection difference. Our reference
poses are obtained by minimizing a reprojection error
in image space, rather than an error in camera pose
space. Thus, evaluating localization algorithms based
on the quality of their reprojections seems a natural
metric, especially if these algorithms compute poses by
minimizing an image space error.
For each 3D point in the inlier 2D-3D matches of
the reference poses, we compute a reprojection differ-
ence between the reference and an estimate pose. For
each image, we report the maximum difference and we
compute the percentages of images that have a maxi-
mum reprojection difference below 10, 20, 50 and 100
pixels. Since all nighttime images have a resolution of
1600×1200 pixels, these thresholds correspond to 0.5%,
1%, 2.5%, and 5% of the image diagonal.
Comparing the results with the pose error metric us-
ing fixed thresholds, we can see that although the top
performing algorithms achieve approximately 90% in
the finest pose error category, they only have 70− 80%
of all the images that were localized within 20 pixel ac-
cording to the maximum reprojection difference. Even
less images are localized within 10 pixels. Since the ac-
curacy of local features are typically below 5 pixel (cf.
Fig. 11(right)), this indicates that there is still much
room for improvement on our extended version of the
Aachen Day-Night dataset. As such, we believe that
the maximum reprojection error metric should be the
metric of choice for this dataset.
6 Conclusion
In this paper, we have considered the problem of creat-
ing reference camera poses for long-term visual localiza-
tion benchmark datasets. In this setting, classical fea-
tures often struggle to obtain matches between images
taken under strongly differing conditions. At the same
time, human annotations are both time-consuming to
generate and not necessarily highly accurate. Thus, we
have presented an approach for refining reference poses
based view synthesis and learned features that allow
robust feature matching between real and rendered im-
ages. In addition, we have discussed multiple metrics
for evaluating localization performance.
The main contribution of this paper is an exten-
sive set of experiments. We have shown that the origi-
nal nighttime reference poses of the Aachen Day-Night
dataset are rather inaccurate. As a result, the localiza-
tion accuracy of state-of-the-art methods is currently
drastically underestimated. Using our approach, we have
created a more accurate set of reference poses. We will
integrate these poses into the online evaluation service
provided at visuallocalization.net as to provide better
evaluations to the community. We also used our ap-
proach to create an extended version of the Aachen
Day-Night dataset and showed that this dataset offers
room for improvement. We will make the dataset avail-
able on the benchmark website. Furthermore, we will
release the code for our approach as to allow other re-
searchers to more easily build localization benchmarks.
One disadvantage of our approach is its rather slow
run-time, taking about 10-20 seconds per iteration for
a single image, where most of the time is spend for
rendering and especially for the SfM inversion process.
This is not an issue when creating reference poses for a
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benchmark, as these calculations only need to be done
once and can be done offline. At the same time, our
approach can be used as a post-processing step for any
visual localization algorithm. An interesting research
question is whether more efficient rendering techniques
can be used to improve its run-time to a degree that
enables online operation.
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