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Patient‐derived xenografts (PDXs) generated by implanting human tumor tissue into a 
transplant compliant mouse host have been of increasingly importance to preclinical 
development and have been demonstrated to have advantages compared to cancer cell lines 
and cell‐line xenografts (CLX) for modeling therapeutic responses in cancer. Nevertheless, many 
open questions remain regarding the relationship between study design factors and 
classification of treatment response and the molecular fidelity of tumors passaged in PDXs 
relative to the original patient tumor(s). The research described in this dissertation addresses 
both of these significant issues related to the use of PDXs as a tool for modeling human cancer 
therapy response.  
This work investigated how study design factors (enrollment criteria, group size, study 
duration) and data analysis method influenced treatment responses in PDXs. Each of the 
methods evaluated consistently classified responsiveness which suggests it is feasible to 
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combine response data across studies that apply different methods assuming consistent 
response value thresholds have been used. The results demonstrated that a cohort size of three 
is sufficient for identifying the four highly responsive and nine highly non‐responsive cisplatin 
treated tumors, suggesting that the use of a low cohort size to screen for chemotherapies that 
have a high degree of activity or models that are highly responsive is possible.  
Mutational and expression profiles of engrafted tumors were compared with the 
original patient tumors and demonstrated that the molecular fidelity of PT and passaged 
tumors is high at a global level; the majority of variants with known clinical significance are 
preserved between PT and PDX tumors. However, individual markers are not invariably 
concordant and in some cases the molecular discrepancies observed between PDX and PT 
occurred in variants that are clinically relevant to either disease prognosis or to selection of 
therapy. Confirming the mutation status of donor tumors used to establish testing cohorts 
should be routine practice when PDXs are used as models for modeling treatment responses of 
individual patients.
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CHAPTER 1 
INTRODUCTION 
Ninety‐five percent of clinical trials in oncology fail; over 30% of these failures 
are attributed to preclinical models that did not accurately predict patient response.1,2 
This highlights two areas of preclinical research that require improvement: 1) preclinical 
models that accurately reflect patient responses3 and 2) experimental design that take 
in to account an understanding of factors that influence the reproducibility and 
reliability of data generated by preclinical model systems. The research described here 
focuses on the later in a specific model system: patient‐derived xenografts (PDXs). PDXs 
are generated through the implantation of tumor material from a patient into an 
immuno‐deficient mouse host. If the tumor successfully engrafts, it can be passaged 
multiple times to generate cohorts of tumor‐bearing mice that can then be tested with 
different therapies (Figure 1‐1). 
Patient‐derived xenografts (PDXs) have been of increasingly importance to 
preclinical development and have been demonstrated to offer an improvement over 
traditional cancer cell lines and cell‐line xenografts (CLX), which are characterized by 
poor histological and phenotypic similarities to the original cancer, lack of native tumor 
microenvironment, and limited correlation of response to patients.4,5 Patient‐derived 
xenografts (PDXs) have proven to be powerful for investigating the complexities of 
cancer diseases, with published correlations concerning histological phenotypes, 
genomic signatures, and treatment responses.6‐10 They are widely used for identifying 
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molecular targets of compounds,11,12 predicting patient response and survival,9,10 and 
assessing the responses of tumors to compounds at both the individual patient level13‐15 
and the population level, as demonstrated in a groundbreaking PDX clinical trial study16.  
Despite numerous documented benefits of PDXs for assessing therapeutic 
responses in cancer, questions remain regarding the impact of design factors the 
robustness and reproducibility of treatment responses in PDXs and also about the 
molecular fidelity of PDXs over different passages relative to patient tumors.17 
Interpreting treatment responses in PDXs and comparing response data across various 
studies is challenging due to variations in study designs and the lack of rigorous analysis 
regarding how differences in these elements influence study outcomes. Evaluating the 
influence of study design factors such as tumor enrollment volume, group size, study 
duration, and selection of response classification method are all critical to ensuring the 
reproducibility of results from PDX models. Regarding molecular fidelity, human tumor 
material used to generate a single PDX model is typically from one cancer lesion at one 
point in time. Cancer is known to evolve in patients; therefore, a PDX model may not 
represent the full complexity of the individual disease. Genetic changes have been 
proven to occur in PDX at rates which are intrinsic to tumor type;18 this suggests that 
tumors from PDXs may not have the same genomic configurations as patient 
tumors.17,19 In previous studies, the loss of specific amplifications such as PHGDH16 and 
the disappearance of mutations in genes such as CDKN2A and MDM4 have been 
reported.16 The extent of genomic differences and their potential impact on treatment 
responses in PDXs has not been evaluated extensively to date.
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Figure 1‐1 Diagram of Patient‐Derived Xenograft Process: Patients with a solid cancer tumor undergo biopsy or surgery resection. Tumor specimens are 
implanted into NSG mice to establish PDXs, with any remaining tissue available for genomic testing or histology. When the first PDXs (Passage 0 or P0) are 
established, some PDX specimens are implanted to more NSG mice to establish more PDXs (P1) while other specimens are submitted for genomic analysis, 
including whole exome and transcriptome sequencing. Passaging can be repeated to expand the number of specimens available for testing and then treated 
grouped into treatment and control groups and treatment with a single compound or combination of compounds. The results of how the tumor responds to 
treatment can be used to further understand the compound or cancer, or in some cases, used to influence treatment selection for the individual patient. Image 
source: Dr. Charles Lee, The Jackson Laboratory.  
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The research described in this dissertation addresses two significant issues 
related to the use of PDXs as a tool for modeling human cancer therapy response; study 
design and molecular fidelity. The focus of analyses presented in Chapter 2 is on how 
different study design factors influence treatment response classification in PDXs. 
Chapter 3 focuses on molecular fidelity of the PDX model system by comparing the 
genomic characterization of engrafted tumors with the original patient tumors. The 
remainder of this Chapter provides background on model systems for modeling cancer 
therapy. 
Growth of Oncology Drug Development and Precision Oncology 
  According to the American Cancer Society (ACS), two out of every five people will 
be diagnosed with cancer during their lifetimes.20 While the death rate from cancer has 
declined steadily over the past two decades, the incidence rate has increased. Over 16 
million people were living with cancer in 2016 in the United States alone, and this 
number is expected to increase to 19 million by 2024.21 Along with this rise, US 
expenditures for cancer care will reach $165 billion per year by 2020. The cancer‐drug 
pipeline and the number of new therapies being developed has also expanded; more 
than $50 billion is now invested in this annually.22 The number of active compounds in 
oncology research and development has quadrupled since 1996 and nearly doubled 
between 2008 and 201616,22 to 836 cancer drugs and vaccines either in clinical trials or 
under review by the FDA. The landscape of new therapies is also evolving: 
Approximately 80% of these new compounds are considered first‐in‐class therapies, and 
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three quarters are classified as “personalized” medicine because they target a specific 
genomic aspect of the tumor.23  
Within the drug development pipeline, there is an intensifying focus on reducing the 
attrition rates of compounds that have entered clinical trials. Retrospective studies have 
demonstrated a 5% to 20% success rate of cancer treatments entering clinical trials; 
over 30% of attrition is due to a lack of efficacy in late‐stage clinical trials.1,24,25 Providing 
preclinical models that mimic patient response and allow for early, reproducible efficacy 
evaluation of novel therapies continues to be a bottleneck in relation to accelerating 
new developments; this accounts for a significant portion of the attrition.3 Recent 
improvements in the availability of preclinical models have reflected the various 
subtypes and complex profiles of cancer, but continued improvements of these models 
in terms of their ability to efficiently and reproducibly predict the response of cancer to 
a drug are necessary.  
Over the past 100 years, treatments for cancers have advanced immensely; the 
only available option of was surgery in the 1900s, while radiation, hormone therapies, 
immune therapies, and combination treatments are also used today. Chemotherapies 
emerged in the 1950s and expanded through the screening of compounds to discover 
those that kill rapidly‐dividing cells. In the 1970s, links to molecular genetics underlying 
the basis of cancer were first discovered.  During this period, the first two critical 
families of genes that, if mutated, could precipitate this overgrowth were identified: 
oncogenes and tumor suppressor genes.26 Molecular profiling of tumors revealed that 
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many cancers defined primarily by histology are, in fact, comprised of molecularly 
distinct subtypes. The third category of cancer‐causing alterations was uncovered in 
early 2000 with the discovery of microRNAs (miRNAs).  Alterations in these genes are 
most frequently somatic events, although germ‐line mutations occur and contribute to 
roughly 15% of all cancers.26,27 Understanding these molecular alterations and the 
biological mechanisms involved has produced new sub‐classifications of cancers that 
can be studied differently in terms of prognosis and response to treatment.  
Genetic and genomic characterization of cancers has ushered in an era of 
“precision medicine” where treatment options are driven by genomic properties of an 
individual patient’s tumor. Precision medicine has the potential to revolutionize the 
practice of medicine by enabling healthcare providers to match treatment and 
prevention strategies to a patients’ individual profiles by combining “‐omics” signatures, 
microbiome composition, health history, environment, and lifestyle.28,29 Throughout the 
past two decades, genetics has proven to be a key contributor and clear guidepost to 
some patient prognostic, diagnostic, and theranostic complexities, which indicates that 
distinct genetic variants can cause conditions with ostensibly identical symptoms but 
with drastically different responses to treatments.  
Our enhanced understanding of the genetics and genomics that drive cancer has 
also yielded a new class of targeted therapies which can block essential biochemical 
pathways or mutant proteins of the tumor cell, resulting in tumor regression or arrest.30 
However, these targeted therapies are frequently associated with cancer recurrences, 
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which has been caused largely by the emergence of drug‐resistant variants;30 therefore, 
while targeted therapies offer promise, their limitations continue to indicate cytotoxic 
chemotherapeutics as the backbone of cancer treatment. 
Molecular alterations in tumors may also be correlated with the prognosis of the 
disease.  OncotypeDX is one example of a test that uses an assessment of 21 genes to 
estimate recurrence risk in breast cancer. The test is both prognostic and predictive and 
is used both to estimate risk of recurrence and to predict which patients will benefit 
from chemotherapy and which will benefit from hormone therapy only.31,32 OncotypeDX 
has been incorporated into the guidelines of the National Comprehensive Cancer Center 
Network (NCCN) and the American Society of Clinical Oncology (ASCO) and widely 
adopted to make treatment decisions.33 These discoveries, along with a rapid 
penetration of next‐generation sequencing (NGS) technologies, have allowed drug 
development and clinician treatment strategies to be influenced by individuals’ cancers’ 
genomic profiles. 
Models of Human Cancer Used in Drug Development 
Models of human cancer are used throughout early and late‐stage preclinical drug 
development and can also be used to further expand the clinical use of approved drugs. 
In early stages of development, they can be used to narrow libraries of hundreds of 
compounds down to several that will advance to late‐stage development; in late stages, 
they can be used to pinpoint molecular, histological, or phenotypic signatures of tumors 
that respond to the drug. This can therefore more precisely focus the design of the 
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clinical trial on a specific patient population. However, experimental models designed to 
assimilate known disease complexity have too often proven ineffective, only to highlight 
the limitations of our common understanding of the disease or the model system. Table 
1‐1 displays commonly used models in oncology preclinical development pipelines. In 
many cases, results are combined from models such as cell lines, genetically engineered 
mice, and PDX, since cumulative information can help to understand the subtleties of 
cancer formation and response to therapy in greater detail. Complexities may include 
tumor microenvironment influence,34 intra‐ and inter‐tumor molecular and biological 
heterogeneity,35 systemic and tumor immune36 and metabolic response,37 and the 
ability of drug‐resistant stem‐like cancer‐initiating cells to repopulate treated cancers.38   
In vitro models 
Several in vitro systems have been optimized for high‐throughput efficacy 
screening of compounds, thereby allowing entire libraries of potential pharmacologically 
relevant compounds to be screened for different types of cell signals which are relevant 
to tissue damage or therapeutic goals. These models consist of cell lines, spheroids, and 
organoids. Cell lines have been used in in vitro screening for over four decades; the most 
commonly used lines can be found in a resource maintained by the NCI called the NCI‐
60, a panel of 60 human cancer cell lines grown in culture. Since 1990, industry and 
academia have screened over 100,000 compounds using the NCI‐60.39  
Cultured cell lines produce a relatively homogenous population of cells; while it 
has historically been the most broadly used in vitro cancer model, it presents known 
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limitations and, therefore, alternatives have been developed. For example, tumor 
spheroids are a non‐clonal 3D structure of tumor cells grown in culture (derived from a 
mixture of cells); they have been used since the late 1970s. Because they are comprised 
of different cell types from a tumor, they are designed to represent some of the intrinsic 
heterogeneity observed in solid tumors. Tumor organoids, in contrast with spheroids, 
are a clonal 3D structure of tumor cells grown in culture (derived from a single 
progenitor cell); they are more difficult to culture because they develop from a 
disaggregated single cell, but they allow the opportunity to study 3D structures of 
genetically identical cells.  
These models are used in early‐stage, high‐throughput screening of compounds 
and have been shown to be highly reproducible and time‐ and cost‐effective. However, 
as a result of limited histological and phenotypic similarities with primary cancer, lack of 
a native tumor microenvironment, and limited correlation of response to patients, more 
advanced models are utilized for later stages of compound development to confirm 
findings.40 An NCI announcement in the Spring of 2016 provided evidence of this shift 
away from cell lines, which stated that it would be retiring the NCI‐60 repository and 
replacing it with a repository of PDX models, curated with relevant clinical information 
of the originating cancer.41 
Lab on a chip technology 
Lab‐on‐a‐chip devices are designed to integrate multiple function on a single 
integrated chip. With sizes typically ranging from millimeters to a few square 
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centimeters, they aim to enable automation and high‐throughput screening, handling 
small fluid volumes down to less than pico‐liters. Preclinical models that utilize human 
cancer tissue for testing often require that the tissue is amplified either in a biological 
system, such as by expanding human tumors in a mouse, or in an in vitro culture. While 
a degree of genetic stability is evident, particularly in aggressive driver gene mutations, 
there are concerns of genetic and phenotypic fidelity of amplified tumors.10,42 Drug 
screening methods for primary cancer tissue remain a focus among researchers who are 
developing lab‐on‐a‐chip technologies. To circumvent the sample input problem, drug 
screening platforms based on nano‐ and micro‐ volume fluidic channels have 
increasingly been explored throughout the past decade. 
One system developed by Wong et al. uses as few as 16,000 cells obtained within 
24 hours after tumor resection from cancer patients. This provides the potential for a 
powerful tool for rapid, low‐input drug screening of primary cancer tissue.43 Adaptation 
of the assay to cancer cell lines suggests its application in potentially all types of cancers. 
It enables the opportunity to observe and quantify cellular drug response on the single‐
cell level and to achieve population analysis through statistical analysis of multiple 
droplets. While this technology offers promise for a future tool for rapid, low‐cost 
screening, it is an emerging technology with limited data regarding the reproducibility 
and predictiveness in the clinic.  
11 
 
Genetically‐engineered mouse models  
Genetically‐engineered mouse models (GEMMs) are generated through the 
introduction of targeted genetic mutations associated with specific human 
malignancies. Mutations may be either gain‐of‐function oncogenes or loss‐of‐function 
tumor suppressor alleles that are constitutively or conditionally expressed in mouse 
models.  
To date, GEMMs have been developed for many common tumor types including 
lung, prostate, breast, colon, and pancreatic cancers, which have been reviewed 
previously.44 Several advantages are offered by GEMMs; for instance, the murine 
tumors are exposed to a functional immune system and intact tumor 
microenvironment, specific genetic abnormalities that are present in human tumors can 
be induced at specific ages in the tissue‐type of origin, and the stages of tumor 
progression can be studied over time, which allows several therapeutic approaches to 
be explored at various stages of tumor development. Genetically‐engineered mouse 
models (GEMMs) provide the only opportunity to evaluate drug delivery, therapeutic 
response, and biomarker expression for cancers evolving within their natural 
microenvironment.   
However, not all GEMMs are designed and created with the same technical 
standards, and various criteria and guidelines have recently been suggested; these call 
for more precise gene mutations in GEMMs when used in human cancer modeling.
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Table 1‐1 Characteristics and applications of preclinical cancer models used to assess therapeutic responsiveness 
Model  Features  Utility  Strength  Caveats  Clinical Predictability 
in vitro cell 
lines, 
spheroids, 
organoids 
Culture of human 
cancer tissue 
‐Early‐stage discovery screening 
‐Rapid, high‐throughput screening 
of novel compounds for anti‐
tumor efficacy 
‐Reproducible 
‐Cost‐ and time‐effective 
‐Limited histological and phenotypic 
similarities with primary cancer 
‐Loss of tumor heterogeneity 
‐Lack of native tumor 
microenvironment 
‐Limited predictiveness 
for most cancers 
Transgenic 
and GEMMs 
syngeneic 
Spontaneous, 
autochthonous 
development of 
tumors in immuno‐
competent rodent 
‐Mid‐ or late‐stage discovery 
screening 
‐Evaluates effects on immune 
surveillance, invasion, tumor 
microenvironment, tumor 
angiogenesis 
‐Phenotypic, histological, and 
genetic similarities to primary 
cancers 
‐Can evaluate effect on tumor 
microenvironment, immune 
system  
‐Asynchronous tumor development 
‐Can be outbred mice with non‐
uniform genetic background 
Lack of tissue‐specific promoters 
‐Imaging modalities necessary for 
assessment of tumor development 
‐Predictive in 
therapeutics’ 
responsiveness and 
resistance 
Cancer cell 
line‐derived 
xenografts 
(CDX) 
Human cell line 
engrafted in 
immuno‐deficient 
rodent 
‐Early‐ or mid‐stage discovery 
screening 
‐Rapid screening of compounds 
for anti‐tumor efficacy 
‐Reproducible 
‐Applicable to many tumor types 
‐Limited histological and phenotypic 
similarities to primary cancer 
‐Loss of tumor heterogeneity 
‐Lack of native tumor 
microenvironment 
‐Limited predictiveness 
for most cancers with 
noted exceptions (i.e., 
oncogenic driver 
mutations) 
Patient‐
derived 
xenografts 
(PDX) 
Human‐derived, 
low‐passage tumor 
engrafted in 
immuno‐deficient 
rodent 
‐Mid‐ or late‐stage discovery 
screening 
‐Evaluates novel compounds and 
therapy strategies on human‐
derived tumors 
‐Preserves genetic, histological, 
and phenotypic features and 
heterogeneity of patient tumor 
‐Maintains stroma and tumor 
microenvironment (although not 
native) 
‐Assesses novel biomarker 
signatures of therapy response 
‐Access to PDX models can be limited
‐High front‐end costs and labor‐
intensive preparation 
‐Limited engraftment rates and long 
time to model development 
‐Shown to be predictive 
for individual cases 
‐Can be used for 
"clinical trials in a 
mouse" 
Lab‐on‐a‐chip 
Micro‐ and nano‐ 
volume fluidic 
channels requiring 
low input of human 
cancer cells  
‐Early‐stage discovery screening 
‐High‐throughput screening of 
novel compounds for anti‐tumor 
efficacy 
‐Requires very low input of tumor 
material, allowing for numerous 
compounds to be tested without 
needing to amplify (culture, 
passage, etc.) tumor material 
‐Typically uses dissociated cells with 
lack of native tumor 
microenvironment 
‐Emerging technologies with limited 
data 
‐Poorly understood 
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Figure 1‐2 Models of human therapy response.  Adapted from Nature Biotechnology 30, 648–657 (2012) 
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For example, (1) mice must carry the same mutation that occurs in human tumors; (2) 
mutations should be engineered within the endogenous locus and not expressed as a 
transgene; (3) mutated genes should be silent during embryogenesis and early postnatal 
development (except when studying inherited pediatric tumors); and (4) mutations 
should be within the specific target tissues in selected cell types.24 The precision 
required for the creation of GEMMs can be complex and technically challenging and 
may involve advanced genetic‐engineering techniques that can result in “off‐target” 
effects of gene editing with unintended consequences45. The time to create a new 
model that contains the genetics of interest can require up to a year of gene editing and 
subsequent breeding. Additionally, crucial studies must be performed to determine 
whether GEMMs are more effective than xenograft models in predicting the efficacy of 
cancer therapies. 
Patient‐Derived Xenograft Model System: History and Applications 
The use of PDXs has been explored since the 1960s but more rapidly expanding 
in the early 1980s, when immunologically‐compromised mice that could support human 
tumor growth became widely available.46 Patient‐derived xenografts have been 
addressed in many reviews 8,12,18,47 and have proven to be a powerful model to 
investigate complexities of cancer diseases; correlations related to histological 
phenotypes, genomic signatures, and treatment responses have been published.6‐10 
Some of the advantages of PDXs include the following: (1) ease of model generation; (2) 
therapeutic assessment occurring in human‐derived tumor tissue with the complex 
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genetic and epigenetic abnormalities in the human tumor are intact; (3) multiple 
therapies can be tested from a single tumor biopsy; (4) molecular sequencing data can 
be readily obtained from the xenograft tissue, before and after drug therapy; (5) stroma 
is present, although human stroma is replaced by mouse stroma as the model develops; 
and (6) identification of individualized molecular therapeutic approaches48,49 is possible 
through the representation of a wider range of cancers.  
Limitations of PDX include the relative cost and long lead time of utilizing the 
model, relative to cell‐line models. The time required to passage PDX model system to 
develop study animals with tumors at a treatable volume can take up to a year for some 
slower growing models. While PDX are a powerful tool some researchers, particularly 
those under fast‐paced drug development timelines, avoid using PDXs because of the 
slow growth rate and longer study duration time47 compared to other available models 
such as cell‐lines or syngeneic GEMM tumors.. PDX are also heterogenous tumor 
fragments which provides a key advantage to the model, but how the tumors are 
divided and engrafted can also incorporate sampling bias across animal cohorts on 
study.  There is also evidence for a lack of molecular fidelity of tumors from PDX models 
as compared to the original patient tumor(s). This has been observed through a study of 
the aggregation of data across multiple datasets,7 monitoring the genomic signatures of 
a PDX over multiple passages,17 and through an evaluation of a bank of single tumor‐
type.50 The full extent of molecular changes in PDX tumors and their impact on the 
utility of these models to reflect patient responses to drug treatment is still an open 
question.  
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While PDXs have been widely adopted for preclinical studies, standardized 
methodologies to support reproducibility and common treatment response readouts 
have not been widely adopted across the research community. In a survey of 50 
published PDX studies that reported drug response data there was a wide range in study 
designs across experiments reported including volume of tumor to treatment 
enrollment (range: 50‐400mm3), duration of response monitored (range: 12‐42 days), 
size of treatment and control groups (range: 3‐20 tumors), and highly variable methods 
used to classify whether and to what degree a tumor responded to a therapy. The 
diversity of study designs used for PDX studies limits the ability to compare findings and 
aggregate data across different laboratories and consortia which, in turn, represents a 
major challenge to the success of multi‐institutional initiatives aimed a preclinical 
development of PDXs such as NCI’s PDX Net and the EurOPDX Consortium.51 
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CHAPTER 2 
STUDY DESIGN IN PATIENT‐DERIVED XENOGRAFT MODELS 
The number of active compounds in oncology has quadrupled since 1996 and 
nearly doubled between 2008 and 201622 to over 800 cancer drugs and vaccines in 
clinical trials or under review by the FDA. While growth in the number of compounds is 
key to improving therapy options for patients, retrospective studies have demonstrated 
a meager 5% to 20% success rate of cancer treatments entering clinical trials;1,2,24 the 
remaining 80% to 95% of those compounds, which involved investment of significant 
resources to advance to a clinical trial, do not achieve approval or provide benefit to 
patients. Over 30% of the attrition has been attributed to a lack of efficacy uncovered in 
late‐stage clinical trials.2 Preclinical models that reproducibly and accurately reflect drug 
efficacy and predict patient responses are also needed to eliminate ineffective 
compounds earlier in the development process.3  
In addition to better preclinical models, standardization of study designs and 
robust endpoints for determining drug efficacy are also important for reproducibility 
and accurate interpretation of results. Guidelines such as ARRIVE (Animal Research: 
Reporting of In Vivo Experiments), were developed to improve the design, analysis and 
reporting of research using animals, however, these guidelines do not address 
specifically the issues surrounding the use of PDXs for preclinical oncology 
applications.52  
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For PDXs to deliver on their promise as an effective platform for preclinical 
studies for cancer therapeutics, it is important to understand how different study design 
factors influence the reproducibility of treatment response classifications in this model 
system.   Different methods of classifying treatment responses in xenografts have been 
proposed, but many have been evaluated only in cell lines and CDXs which lack the 
heterogeneity and subsequent growth variability  supported by PDXs.53‐56 For example, 
Hather et al. compared a tumor growth rate based method (RTC) to a traditional tumor 
volume treatment to control method (TC) using 219 CDXs and reported that RTC 
required fewer animals to achieve the same effectiveness as TC.56 They also determined  
that a cohort size of four animals achieved over 95% statistical power. To date, there 
have been no published studies demonstrating the relevance of the Hather study to 
PDXs.  
Beyond the standard cohort design (multiple tumor‐bearing animals from the 
same model per treatment arm), the use of PDX for population‐level drug response 
assessment to mimic a clinical trial setting has grown in use during the past five years. 
This approach was introduced by Migliardi et al.57 to indicate a response to a targeted 
therapy but is best known because of a large PDX clinical trial reported by  Novartis.16 In 
the Novartis study drug efficiacy was determined using a clinical trial like study design: 
one mouse, one drug for many models (also known as a PDX clinical trial, PCT).  
In the study reported here we evaluated the impact of initial tumor volume, rate 
of tumor growth, cohort size, study duration, and analysis method on treatment 
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response classifications in PDX models from The Jackson Laboratory (JAX) PDX Resource.  
The dataset used for this study consisted of cisplatin treatment response data for 70 
PDX models representing ten cancer types with up to 28‐day study duration using 
cohorts of 3‐10 tumor‐bearing mice. The analysis was repeated using docetaxel 
treatment response data for 40 PDX models. 
Methods 
PDX Models 
The data for this study were obtained from the JAX PDX Resource, under 
protocol 12027 approved by The Jackson Laboratory Institutional Animal Care and Use 
Committee (IACUC) before study initiation. All animal studies followed the IACUC 
guidelines. The models were generated using subcutaneous tumor implantation in 
female NOD.Cg‐Prkdcscid Il2rgtm1Wjl/SzJ (NSG; JAX strain 005557) host mice. Detailed 
methods for model generation are described elsewhere 58. Information and data for PDX 
models from the JAX PDX Resource are publicly available from the PDX Portal hosted by  
Mouse Tumor Biology Database (MTB; 
http://tumor.informatics.jax.org/mtbwi.pdxSearch.do).59  
PDX Dosing Study Design 
To assess the impact of study design factors on treatment response classification 
to chemotherapy agents, we analyzed drug response data from 70 cisplatin‐treated PDX 
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models representing ten cancer types (appendix A‐1) and 40 docetaxel‐treated PDX 
models representing ten cancer types (appendix A‐2) from the JAX PDX Resource.  
Cisplatin and docetaxel are commonly used chemotherapeutic drugs used for 
treatment of numerous human cancers including bladder, head and neck, lung, ovarian, 
and testicular. Cisplatin and docetaxel interfere with DNA replication and repair 
mechanisms leading to apoptosis in dividing cells, but they do so via different 
mechanisms. Cisplatin is an alkylating agent and docetaxel is a taxane that interferes 
with microtubules.  
For dosing studies, human tumor fragments (3‐5 mm3) were implanted 
subcutaneously using a trocar into the right hind flank of NSG mice. Animals were 
monitored until the engrafted tumor reached approximately 200mm3.  Mice were then 
randomly categorized into study groups and treated with either 2.0 mg/kg IV cisplatin 
once per week for up to three weeks, 10.0 mg/kg IV docetaxel once per week for up to 
three weeks, or a vehicle control. The compound and dosing schedule for vehicle 
controls varied across studies because of other treatment groups that were run 
simultaneously with cisplatin or docetaxel.  Most models (66) used 5.0 ml/kg IV 5% 
dextrose in water; the remaining used one of the following alternatives: 1) 10.0 ml/kg 
PO 0.5% CMC daily (3 models), 2) 5.0 ml/kg PO 2.5% DMSO in PBS daily (1 model), 3) 5.0 
ml/kg IV combination of 5% dextrose in water and 0.5% CMC (1 model).  
Clinical observations, body weights, and digital caliper tumor volume 
measurements were performed at least twice weekly for up to 28 days after study 
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enrollment. Volume was calculated by using the following formula: volume = (length) x 
(width)2 / 2, in which the length is the larger of the two perpendicular axes and width is 
the smaller of two perpendicular tumor axes.  Following the IACUC protocol, animals 
were removed from the study if tumors became visibly necrotic or if the animals 
demonstrated greater than 20 percent weight loss. 
PDX Dosing Study Data  
All models involved one treatment group and one control group evaluated for a 
minimum of 14 days, with 67 models enrolled for a minimum of three weeks and 53 for 
four weeks. Initial individual tumor volume ranged from 50 to 367mm3 across all 
studies. The number of mice per cohort ranged from N=3 to N=11; 55 of the models had 
a treatment group with a minimum of N=8. While the response was analyzed at four 
time points, the animal and tumor volume monitoring occurred two to three times per 
week for the duration of the study. Not all measurements used to calculate treatment 
responses at the end of a dosing study were available precisely on days 0, 14, 21, and 
28. If the timepoint did not have corresponding data, then the value that fell within the 
following range was used: day ‐1 to 1 grouped as day 0 or baseline volumes, 11 to 17 as 
day 14, 18 to 24 as day 21, and 25 to 31 as day 28. If multiple points fell within that 
range, then the closest day to 14, 21, or 28 was used.  The study day of the control 
group follow‐up was matched to the study day of the corresponding treatment group 
follow‐up. Outliers were assessed using JMP v13.2.1; minor outliers were defined as 1.5 
times the mean volume interquartile range, and major outliers were defined as 3 times 
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the interquartile range, for both the treated and control groups on a specific 
measurement day. Outliers were included in all subsequent analyses, as there was no 
indication that they were the result of a technical error.  
Calculations of Treatment Response 
Table 2‐1 lists the data analysis methods for treatment response that were 
evaluated in this study. For the study reported here, treatment response was assessed 
at three time points (14, 21, and 28 days, as available). Each of these methods 
incorporates a calculation of the ratio of treatment to control measures. The most 
frequently used method is based on the ratio between the average volume of the 
treatment group (VT) and the average volume of the control group (VC) on a specific day 
during the study, referred to as the tumor‐to‐control method (TC). The relative tumor 
volume (RTV)60‐62, measure accounts for variation in initial volume of a tumor. Either the 
mean or median of the RTV of the treatment group (RTVT) is divided by the 
mean/median of the control group (RTVc). Neither the TC nor the RTV accounts for the 
rate of growth or measurements of volume beyond the final day of the study and the 
first day of the study. Hather et al. addressed this potential shortcoming by developing a 
rate‐based method (RTC) that accounts for all the individual volume measurements 
throughout a study.56 
Based on the tumor volume ratio of treated and controls calculated using the 
three methods described above, a response classification of “highly responsive” (ratio 
less than 0.1), “responsive” (ratio between 0.1 and 0.42), or “nonresponsive” (ratio 
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greater than 0.42) was assigned. These criteria were adapted from the Drug Evaluation 
Branch of Cancer Treatment, NCI, which defines a T/C <=0.42 as an active drug and T/C 
<=0.10 as a highly active drug.63‐65 The change in tumor volume was used as an indicator 
of effectiveness of the drug and as an indicator of drug activity.  Figure 2‐1 illustrates the 
distribution of T/C response at day 28 across 53 models treated with single‐agent 
cisplatin. Of 53 models with a study length of 28 days, four PDX models were highly 
responsive to cisplatin, 11 were responsive, and 38 were nonresponsive. 
To evaluate the impact of the number of replicates used to assign a response 
classification, we applied a bootstrapping66 technique, which randomly resamples the 
data with replacement to estimate parameters of a population empirically. By selecting 
subsets of both the treatment and control groups and using these to compute the 
response values of each of the three methods compared, we aimed to demonstrate how 
changes in study length and number of animals influenced the precision of the response 
values and classifications.   
Utilizing only those models with the number of replicates per group (N) of 
greater than or equal to 8 for the duration of the study, 1,000 bootstrap replicates were 
performed for each subset from N=3 to N=7 relative to N=all, in which “all” refers to the 
maximum number of subjects available (8‐10). The output determined the probability 
that the response of the subset N differed by: (1) >|0.05| of the N=all response value; 
(2) >|0.10| of the N=all response value; (3) change from N=all response classification. 
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This method allows for replication of realistic sub‐samples that may have been 
encountered if a smaller subset had been used in the study.  
 
Table 2‐1 Methods used to calculate PDX response values; VT is average volume of 
treatment cohort, VC is average volume of control tumors, Vx is final individual tumor 
volume of study, V0 is initial individual tumor volume of study, uT is average rate of 
treatment growth of treatment cohort, uc is average rate of control growth of treatment 
cohort, Vt  is average tumor volume at end of study.
 
Table 2‐2 Thresholds for classifying tumor responses to therapy based on response 
values 
 
Method Abbreviation Equation
Traditional T/C (TC)
Relative tumor volume T/C (RTV)
Rate‐based T/C (RTC)
PDX Clinical Trial  (Gao Method)
Highly 
Responsive
Responsive Nonresponsive
PDX Clinical Trial 
Complete 
Response
Partial 
Response
Stable 
Disease
Progressive 
Disease
<‐0.95 <‐0.50 <0.35
<‐0.40 <‐0.20 <0.30
Best Response 
Best Average Response
not otherwise 
categorized
Traditional T/C
Relative tumor volume T/C 
Rate‐based T/C
>0.42
Population‐Level Drug Response 
Individual‐Level Drug Response
<0.1 0.1‐0.42
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Statistical power analyses were run using the pwr package (version 1.2‐2) in R 
(version 3.3.1).  Effect sizes were determined based on the TC/RTC/RTV (mean) /RTV 
(median) value using all available samples that that were nonresponsive (value of 0.42 
or greater), responsive (value of 0.10 to 0.42) or highly responsive (value of less than 
0.10).  One thousand re‐samplings were used to calculate new TC/RTC/RTV (mean) /RTV 
(median) values based on a subset of the original samples with replacement.  The effect 
size was divided by the standard deviation of the resampled values.  The sample size 
was determined as the number of subset samples used during the re‐sampling process.  
An alpha value of 0.05 was established.  Treatment 2‐2 outlines the thresholds for the 
classifications of response that was based on the calculated TC/RTC/RTV (mean)/RTV 
(median) values, 0.42 and 0.10 for both directions (greater and less than) individually. 
The population‐level Gao assessment response classifications were based on the 
calculated response value of the best response at a given time in the study as well as the 
response over the average of the study.  
Results 
Broad distribution of model type and cisplatin response across dataset 
Figure 2‐1 illustrates the distribution of T/C response at day 28 across 53 models 
treated with single‐agent cisplatin. Of 53 models with study lengths of 28 days, four PDX 
models were highly responsive to cisplatin, 11 were responsive, and 38 were 
nonresponsive.  
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Growth rate may impact treatment response classification more than initial tumor 
volume 
Spearman correlation coefficients of other variables with treatment response 
values were assessed. We observed that tumor volume of control samples at the end of 
the study had a moderate correlation value (R= 0.48) with response values across all 
methods which was most pronounced with the RTC data analysis. Figure 2‐2 plots the 
control tumor volumes from study Day 21 of the cisplatin dosing studies. The average 
volume of the control tumors of the models that were classified as responsive were 
larger than those that were classified as nonresponsive indicating that the tumors that 
grew larger when unchallenged also were to be the ones that had a greater degree of 
response to the compound (R = 0.36, p = 0.01). The growth rate of the control tumors 
over the study duration was also moderately correlated (R =0.35) to the response 
values. No other strong correlations (R >|0.30|) between the variables were identified. 
Calculating treatment response from mean tumor volume was more reproducible than 
from the median tumor volume 
  Figure 2‐3 shows the comparison between response values that were calculated 
from the mean and median tumor volumes across the study groups. The power to 
detect the response (<0.42) was higher for mean compared to median for all three 
methods; Table 2‐3 shows the power in detecting response versus the number of 
animals per group for RTV.   Ten percent of the models assessed (5 of 50) had a change 
in the response classification when calculating response with mean as opposed to 
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median. Of the five models that differ in classifications, the mean was more sensitive for 
one model (TM00185), while the median was more sensitive for the other four. Two of  
these five models had major outliers (TM00185 in control group, TM00302 in cisplatin 
group); one model (TM00185) had four of eight control tumors not exceeding 500mm3 
over the duration of the study. 
Treatment response classification at 21 days is concordant with classification at 28 
days 
Figure 2‐4 shows the response classifications on study days 14, 21, and 28 for the 
three treatment response methods. All models classified as highly responsive or 
responsive on day 21 were consistent with those classified on day 28 with the exception 
of one model. While models that were classified as highly responsive on day 28 were 
observed to be responsive to cisplatin on day 14, a 14‐day study duration would not 
have distinguished highly responsive and responsive models. No PDX models 
demonstrated a response to cisplatin by day seven. 
Treatment response classification does not vary by method of calculation 
Table 2‐4 displays a comparison of the treatment response values that were 
calculated for the three methods outlined in Table 2‐1. Mean and median response 
values across all 53 models assessed were within 0.01 (1.7%) of each other for all 
methods. The standard deviation across models was minimal, but slightly higher in RTC.  
Figure 2‐5 illustrates the classified response values determined by each of the methods 
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using N=all at day 21. Only 1 (1.8%) of the models had a different response call among 
the methods.  
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Figure 2‐1 Distribution of cisplatin responses across 53 PDX models treated with single‐agent cisplatin; these exhibited various 
response (TC) values at 28 days. Of 53 models with study length of 28 days, 4 PDX models were highly responsive (TC <0.1) to 
cisplatin, 11 were responsive (0.1 – 0.42), and 38 were nonresponsive (>0.42). 
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Figure 2‐2 Day 21 control tumor volumes by response classified by RTC. Tumors that grew larger during the study were more likely to 
result in a response classification.
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Figure 2‐3 Comparison of response values for median 
and mean A) 10% (5 of 50 models) display a change in 
classification when calculating response with mean as 
opposed to median. Of the five models that differ in 
classification, mean is more sensitive for one model, 
TM00185, while median is more sensitive for four. B) 
Mean effectiveness in detecting responses (<0.42) as 
opposed to the number of animals per group. C) Details 
regarding the five models that did indicate a change in 
classification. All were lung models with passage ≤ 5. 
32 
 
 
 
Table 2‐4 Comparison of individual‐level response values by method at day 21, N=all
 
Table 2‐3 Mean power of classification versus the number of tumors per group. 
Calculation of RTV is shown becuase it is representative of the trend in power across 
number per group of both TC and RTC methods. 
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Models with greatest and least responsiveness demonstrated the lowest probability of 
changing classifications at a lower N.   
A probability analysis was performed to determine the frequency in changes in response 
classifications when a smaller N is used (figure 2‐6). This assessment addressed fifty‐three 
models with PDX response data on day 21 with an N of 8 or greater. Overall, the most highly 
responsive and least responsive models correspond with the lowest probability of changes in 
classification at lower N, which suggests that the ability to use a smaller cohort size depends 
upon the degree of response that is of interest. The RTV method consistently classified models 
as highly responsive to cisplatin and indicated a 0% to 5% probability that the classification 
would differ from N = all when using N = 3. The TC method consistently classified models as 
highly responsive to cisplatin (0% to 10% probability of the classification differing from N = all) 
for subset cohort sizes as low as N = 3. Overall, the highly responsive and least responsive 
models have the lowest probability of a change in classification at lower N, suggesting that the 
ability to use a smaller cohort size depends on the degree of response that is of interest.  
A cohort size of seven is required to achieve high statistical power 
The RTV method consistently classified models as highly responsive to cisplatin, with a 
0% to 5% probability that the classification would differ from N of all when using an N of 3. The 
TC method consistently classified models as highly responsive to cisplatin (0% to 10% 
probability of the classification differing from N=all) for subset cohort sizes as low as N = 3. The 
highly responsive and least responsive models demonstrated the lowest probability of changing 
classifications at lower N.  
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Figure 2‐4 Response classification at study day 
14, 21, and 28 
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Figure 2‐6 displays the mean effectiveness (as conveyed by the statistical power of the 
test) in classifying the model response. In general, the effectiveness decreases as the number of 
tumors per group decreases.  
Figure 2‐7A demonstrates that the RTC method is the least effective for determining this 
classification, with effectiveness declining at an N of3 (power of 0.534) relative to TC (0.791) 
and RTV (0.835). Both TC and RTV have an effectiveness of over 0.99 when an N of 8 is used; 
RTC’s effectiveness is also high, at 0.97. Figure 2‐7B displays the effectiveness of identifying a 
response for the highly responsive models, which is 1.0 across all methods; this indicates that a 
highly responsive model would consistently be recognized as at least responsive with an N of 3. 
The statistical power in classifying nonresponsive models for TC, RTC, and RTV are 0.585, 0.692 
and 0.661 respectively. The power in classifying highly nonresponsive (greater than 0.80) 
models as nonresponsive are 0.830, 0.901, and 0.878 respectively.  Aside from RTC for 
nonresponsive classifications, the RTV method is consistently higher in effectiveness across 
categories and number of animals used. Correlations between power and growth rate, initial 
tumor volumes, and control tumor volumes were run. Only weak correlations (R <0.30) were 
found; the largest correlations detected indicated that the standard deviation of the initial 
control tumor volume is negatively correlated with the mean effectiveness of nonresponse 
classifications (Spearman coefficient of ‐0.41). 
While the highly responsive and nonresponsive models were assessed using an N of 3, a 
greater cohort size may be necessary to interpret response in models other than those with 
extreme response or nonresponse. The RTV was the most effective for classifying any 
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responsive models with N=3 at 77.0%, as illustrated in Figure 2‐7C, but an N of 7 was required 
to achieve above 90% statistical power (the chance of calling a treatment response when there 
is a treatment response to be detected), and an N of 8 was required to achieve an effectiveness 
rate of over 99.0%.   
Findings from studies of docetaxel produced similar results to those of cisplatin 
Like the findings for cisplatin, the three methods demonstrated consistent docetaxel response 
classifications in 96% of models (22 of 23) and consistently classified the same models as highly 
responsive to docetaxel (figure 2‐10). Unlike cisplatin where no models demonstrated 
responses by day seven, three models had a docetaxel response classification computed for at 
least one of the three methods. Like cisplatin, the models highly responsive to docetaxel have 
minimal (less than 5%) probability of changing classifications with a cohort size of three 
animals.  The RTV median method was the least effective in classifying docetaxel responses for 
60% of models (12 of 20); in contrast, it was the most effective method for detecting cisplatin 
responses. The RTC method classified the lowest response values (was most sensitive) for 
docetaxel in 65% of models (13 of 20), suggesting that the sensitivity of the methods can be 
therapy‐dependent. 
No strong correlation was determined for all other variables assessed 
Figure 2‐8A illustrates the distribution of volumes enrolled across individual mice and 
enrollment arms. Average enrolled volume is 173.4mm3 (SD 69.0), with a median of 163.8 mm3 
and a range of 53.1‐326.9 mm3. Figure 2‐8B indicates the starting volume average across all 
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Figure 2‐5 Response classification at day 21 across 
three individual‐level response methods 
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TC RTC RTV
TM00099 0.05 6.2 17.2 1.4
TM00098 0.05 1.7 29.6 3.9
TM01079 0.06 4.2 4.7 2.3
J000100646 0.07 13.8 7.2 4.6
TM01087 0.14 14.8 7.7 3.2
TM00188 0.20 3.3 0.9 0.8
J000102184 0.28 17.1 17.4 14.7
TM00096 0.30 17.7 17.3 11.6
TM00999 0.32 24.8 30 19.6
TM00355 0.33 20.7 1.5 3.2
TM00212 0.33 22.7 14.7 15.6
J000104256 0.34 22 8.4 12.6
J000100675 0.38 32 38.4 26.4
J000102680 0.38 33.5 34.4 33.5
TM01563 0.44 43.5 42.9 53.8
TM00214 0.46 40 23.4 23.6
J000100674 0.48 38.5 30 35.2
TM00832 0.49 34.8 19.6 36.5
TM00194 0.49 31 21.2 23.8
TM00302 0.52 35 19.8 21.2
TM00222 0.55 27.2 18.5 15.5
J000105006 0.57 21.9 7.1 20.1
TM00091 0.58 26.7 23.8 23.7
TM00253 0.58 3.2 0.1 1.4
TM00107 0.60 24 27.8 26.6
TM00226 0.62 13.2 8.5 12.9
J000080739 0.63 14.4 4.9 2.3
TM00335 0.65 9 1 1.3
J000103634 0.66 7.5 5.8 8.5
TM00298 0.67 2 8.2 4
J000101173 0.70 3.3 7.6 8.5
TM00387 0.72 0.1 0 0.1
TM00877 0.72 10.2 9.7 11.4
TM00208 0.74 8 9.6 8.8
TM00193 0.75 6.5 0 0.1
TM00702 0.78 0 0.2 0
TM01117 0.80 3.6 2.7 3.6
TM00256 0.84 3.9 1.6 2.3
TM00103 0.84 0.4 0 0
TM01075 0.87 0 0.1 0
J000104518 0.88 0 0 0
TM00386 0.88 2.5 0 0
TM00219 0.89 0.1 0.1 0
TM00192 0.90 0.7 0.1 0.1
TM00203 0.91 0 0 0
TM00199 0.92 1.1 0.7 0.9
J000106560 1.06 0 0 0
J000104944 1.07 0 0 0
TM01278 1.09 0.4 0 0.2
TM01149 1.19 0 0 0
Probability of response classification 
change (%)
PDX Model Response Value 
(TC)
Figure 2‐6 Probability of a change in classification when using N = 3 relative to using N 
=< 8 
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Figure 2‐7 Mean power to detect cisplatin response classifications by number of animals used 
per group for each response method; A) mean power for highly responsive classifications; B) 
mean power for calling a response in models that are highly responsive (< 0.10), which 
demonstrates that highly responsive models would be classified as responsive with 100% 
power; C) mean power for responsive models; D) nonresponsive models; E) mean power for 
nonresponsive classifications of only those models that were highly nonresponsive (> 0.80). 
 
A  B
C  D
E 
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enrollment groups. The average initial group volume is 137.2mm3 (SD 23.2), with a median of 
136.2 mm3 and a range of 75.8‐220.6 mm3. While there was a range of both initial tumor 
volumes across groups (figure 2‐8) and sizes within groups, within the dataset used, no 
correlation between initial tumor volumes and response values (TC) at day 21 or day 28 
exceeded an R2 value of 0.10. Study design variables including tumor growth dynamics (growth 
rate, doubling time, acceleration of growth), tumor volume, and volume range of treatment 
and control groups were assessed in terms of whether they influenced response values. Figure 
2‐9 displays the random distribution of the response values in relation to the control arm 
average as an example of what was observed. No other strong correlations (R > 0.30) between 
the variables and response were identified.  
A  B
Figure 2‐8 Distribution of tumor volume ranges at study enrollment across 70 PDX 
models: A) Distribution of starting volume of all individual tumors enrolled; B) average 
starting volume across all control and treatment groups of studies in the dataset. 
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Figure 2‐9 No relationship between control arm initial tumor volume and response value 
 
Individual‐level as opposed to population level methods 
Figure 2‐11 illustrates the cisplatin classifications of both the individual‐level method 
(TC) and a population‐level assessment. In a standard PDX Clinical Trial CT study, one mouse per 
treatment arm would be used. However, to demonstrate the reproducibility of this system, the 
mRECIST classification was calculated for each individual mouse used in the study group.   
  Twenty‐three percent of PDX models (14 of 51) corresponded with a consistent mRECIST 
classification for all tumor replicates, and all of these were classified as progressive disease. The 
most frequently called mRECIST classification across a group was described as the “likely 
mRECIST” for that model. Additionally, this figure indicates the individual‐level response 
classification called for each tumor. There are various discrepancies between the individual 
model responses; for instance, the six models that were demonstrated to classify the response 
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as progressive disease (mPD), which indicates limited tumor response to the drug, were 
classified as responsive by the individual‐level method. However, there are similarities between 
the overall response when the response rates are observed across the panel of tumors. Figure 
2‐10B illustrates the population‐level breakdown of the individual and mRECIST classifications; 
it displays similar rates between mPR and highly responsive (5% and 8%, respectively), mSD and 
responsive (18% and 24%, respectively), and mPD and nonresponsive (71% and 74%, 
respectively).  
Discussion 
In this study, we examined three commonly used methods for classifying treatment 
responses in PDX models and the impact of several study design factors on the consistency of 
those classifications. We showed that a cohort size of three is sufficient for identifying the four 
highly responsive and nine highly non‐responsive cisplatin treated tumors, suggesting that the 
use of a low cohort size to screen for chemotherapies that have a high degree of activity or 
models that are highly responsive is possible. However, it is important to note that cohort size  
depends on the study endpoints; distinguishing between the anticancer activity agents with 
similar tumor responses is not always possible with a low N. Achieving a balance between 
ensuring reproducible results and reducing cohort sizes and study duration will minimize the 
number of animals required and enable savings in laboratory resources.   
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PDX Model TC RTC RTV
J000103917 0.03 0.05 0.04
TM00214 0.04 0.07 0.04
TM01079 0.05 0.07 0.06
J000100675 0.06 0.07 0.05
TM00107 0.08 0.11 0.08
J000080739 0.08 0.07 0.1
TM00192 0.09 0.07 0.08
J000102184 0.14 0.15 0.15
TM01117 0.16 0.16 0.18
TM00246 0.19 0.23 0.18
TM00832 0.21 0.22 0.21
TM00355 0.22 0.21 0.22
TM01563 0.23 0.24 0.21
TM00877 0.25 0.23 0.25
TM00202 0.25 0.23 0.27
TM00298 0.26 0.23 0.25
TM00302 0.31 0.34 0.34
TM00256 0.32 0.31 0.31
TM00222 0.33 0.35 0.34
TM00199 0.33 0.34 0.31
TM00186 0.35 0.32 0.33
J000103634 0.35 0.37 0.38
TM00233 0.35 0.39 0.36
TM00387 0.35 0.4 0.36
J000100674 0.37 0.38 0.37
TM00253 0.41 0.42 0.4
TM00193 0.45 0.47 0.51
J000101173 0.48 0.45 0.45
TM00219 0.49 0.49 0.5
TM00103 0.55 0.62 0.58
TM00335 0.55 0.51 0.55
TM00999 0.57 0.52 0.54
TM00212 0.63 0.43 0.54
TM00226 0.64 0.61 0.59
J000079689 0.66 0.75 0.73
TM00386 0.69 0.68 0.71
TM01278 0.82 1.02 0.86
Day 21
Figure 2‐10 Docetaxel response 
classifications by model for each 
classification method. Data is 
displayed for day 21, N = all. 
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Model mRECIST of Individual Replicates
1 2 3 4 5 6 7 8 9 10 11
TM01079 0.0578
TM00099 0.045
TM00098 0.0507
TM00199 0.92
TM00387 0.721
TM01563 0.4351
TM00226 0.6191
TM01087 0.1429
J000100646 0.068
TM00355 0.3294
TM00832 0.492
TM00298 0.6682
TM00185 0.3979
TM00233 0.5543
TM00877 0.7221
TM00386 0.8802
TM00103 0.8425
TM00219 0.8869
TM00212 0.3314
TM00203 0.9129
J000102184 0.2819
TM00196 0.4555
TM00193 0.7534
TM00208 0.7353
TM00335 0.6527
TM00256 0.837
TM00214 0.4578
J000103917 0.2572
TM00999 0.3198
TM00194 0.4942
TM01278 1.0866
J000100675 0.3752
TM00253 0.5847
J000101173 0.7003
TM01117 0.7951
TM00222 0.5467
TM00246 0.7612
J000103634 0.6597
J000104518 0.8784
J000105006 0.5747
TM00302 0.5235
TM01075 0.8707
J000106560 1.0556
J000102680 0.3841
TM00091 0.5835
TM00702 0.7835
J000102630 1.0243
J000100672 0.7573
TM00202 0.906
TM00213 0.7391
J000079689 0.7538
Likely 
mRECIST
TC
Figure 2‐11 Individual and population‐level response in cisplatin  compared to likely C call 
A) The TC call of highly responsive (green) responsive (orange) and nonresponsive (blue) 
are shown based on the average of the groups. The modified RECIST (mRECIST) is shown as 
complete response (yellow), partial response (orange) stable disease (red) and progressive 
disease (red). mRECIST is shown for each tumor on far right. The mRECIST classification that 
was found most frequently in the individual samples was called as the “Likely mRECIST”. No 
direct correlation between individual model responses using TC versus mRECIST was found. 
B) and C) show that the total number of responsive calls across the model bank are similar 
between the methods 
A
B C 
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We found that the average volume of the control groups of the models that were 
classified as responsive were larger than those that were classified as nonresponsive indicating 
that the models that grew larger when unchallenged also had a greater degree of response to 
the compound. While this makes intuitive sense as a larger denominator in the treatment to 
control ratio would indicate a higher response, it may also suggest that a minimum tumor 
volume threshold is needed to assess response. This also highlights the importance of utilizing a 
control as results may be dependent upon the behavior of the tumor under normal/vehicle 
conditions as well as on the treatment.  
Our results showed that a 21‐day study duration is sufficient for reliable treatment 
response classification in studies focused on estimating drug efficacy. We observed that the 
same classifications that were discovered with a 28‐day study duration could also be discovered 
for only a 21‐day study duration for the drugs tested; this could enable faster distribution of 
data and greater savings of valuable lab resources. This finding is not consistent with the 14 day 
optimal duration shown by Hather, and we hypothesize that the lack of concordance is due to 
the differences in model system (CDXs vs PDXs). We note that as with cohort size, study 
duration is very dependent on endpoint criteria. For example, monitoring for acquired 
resistance or duration of response, will require longer study duration while dosing studies 
aimed at understanding infiltration of a compound into a tumor may require the tumors to be 
harvested and evaluated within hours or days after drug exposure.  
Finally, we found that each of the methods consistently classifies responsiveness which 
suggests it is feasible to combine response data across studies that apply different methods 
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assuming consistent response value thresholds have been used. The frequency of outliers in 
treatment response in PDX tumors has caused many researchers to consider the median to 
reduce the impact of outlying tumor measurements on the response classification46,67,68, but 
our work shows that using the mean provides a more reproducible classification if no major 
outliers exist. Various enrollment criteria have also been described in the literature 61,69, but 
most frequently, an initial tumor volume group average of 200 mm3  is used49,70‐74, while 
maintaining a small tumor volume distribution within a study group. We discovered that there 
is a non‐statistically significant correlation between the standard deviation of the control tumor 
volumes at the beginning of the study and the effectiveness for nonresponsive classifications. 
Additional mice per cohort should be considered if tumor volumes vary within a study group.  
An important caveat to the work described in this manuscript is that our analyses were 
performed on less than a hundred PDX models and were limited to two chemotherapy agents; 
the findings may not extend to other drug classes. Other study design factors and analysis 
methods that could influence treatment responses in PDXs that were beyond the scope of this 
analysis and should be evaluated in future work. Orthotopically implanted PDXs, for examples, 
were not considered but may be a factor in both engraftment success75 and clinically relevant 
treatment responses to chemotherapy.74 Co‐engraftment of fibroblasts and matrigel is also a 
method that varies across PDX studies, as does the use of hormone supplements such as 
estradiol for hormone‐dependent cancers; the influence of these factors on study outcomes 
has not been investigated. The dosage and route of treatment agents were not considered here 
but could also be important factors in the consistency of treatment responses.  With respect to 
methodology for calculating treatment response, we focused here on methods that compare 
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treatment to control arms. We were specifically interested in determining if the findings 
described in Hather et al performed on CDXs would apply to PDXs. We did not investigate 
response classification methods that are based on tumor regression or starting and ending 
values of the treated tumors only.  
Ultimately, the value of PDXs as a preclinical platform will depend on how robustly 
treatment responses in these models translate to responses in patients. The results of our 
analyses do not speak directly to this important issue but they do support the robustness of 
treatment responses calculated using a typical PDX treatment study design and suggest that 
treatment responses can reasonably be compared across different studies that use an 
experimental design similar to the one described in this manuscript. 
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CHAPTER 3 
MOLECULAR FIDELITY OF PATIENT‐DERIVED XENOGRAFT MODELS 
While PDXs have been demonstrated to capture the cellular and molecular 
characteristics of human cancer better than cell line‐based models and are highly correlated 
with original patient tumors,76‐81 molecular differences in patient and PDX tumors have also 
been shown to occur,82 which raises concerns about the ability of this model system to 
accurately reflect the patient’s tumor’s response to treatment.83 Evidence suggests that the 
passaging tumors can result in altered molecular profiles that diverge from the original tumor.77 
These changes can occur at rates intrinsic to the tumor type18 and include genomic instability in 
PDXs,17,19 loss of amplifications,16 or changes in the stroma and tumor microenvironment.84 It 
has also been reported that most of these changes, particularly related to the stromal and 
microenvironment interactions, occur during the first two tumor passages.77,85,86  
Here, we report on our comparison of genomic data from patient tumors (PT) and their 
corresponding PDX models using data available from the JAX PDX Resource and evaluate the 
potential for differences to impact utility of PDXs for accurate modeling of treatment 
responses. Because the models in The Jackson Laboratory (JAX) PDX Resource were generated 
using common engraftment methods and hosts, the resource represents a unique source of 
data to evaluate molecular fidelity between PDX tumors compared to the original patient tumor 
and also over different passages. Since its inception in 2009, over 1,970 individual PT specimens 
have been collected by the JAX PDX Repository; with over 400 models across 42 cancer types 
generated. These highly characterized models include de‐identified clinical and demographic 
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annotations from the patient as well as immunohistochemistry (IHC), targeted exome 
sequencing, whole transcriptome expression analysis, and whole genome copy number 
variation assessment of the engrafted tumors. A total of seventeen models in the repository 
had genomic data for both the PT and the corresponding PDX model (Table 3‐1). In some cases 
results of genetic testing for a limited number of markers were available in the de‐identified 
clinical annotations associated provided along with a patient’s tumor material..  
Methods 
PDX model generation 
Methods for PDX model generation are described in Chapter 2. 
Molecular Profiling 
Somatic mutations. The JAX Cancer Treatment Profile, a 358‐gene deep sequencing 
targeted exome panel assay,87 and the JAX bioinformatics workflows for genomic analysis88 
were used to identify somatic mutations in both PT and PDX tumors.  Variants detected in the 
patient tumor and corresponding passaged PDX tumor were compared. Any confirmation 
testing in cases where CTP data for a PDX tumor was found to have failed to validate a marker 
reported in the clinical annotation of a patient was performed with BioRad Droplet Digital PCR 
(ddPCR). 
Transcriptomics. Whole transcriptome expression profiling was performed to identify 
putative translocations, RNA splicing abnormalities, and fusion transcript events using mRNA 
sequencing of the Illumina® TruSeq methodology. Prior to 2016, non‐stranded libraries were 
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constructed using TruSeq RNA Library Prep Kit v2 (Illumina). Starting in 2016, stranded libraries 
were prepared by the Genome Technologies core facility at The Jackson Laboratory using the 
KAPA mRNA HyperPrep Kit (KAPA Biosystems), according to the manufacturer’s instructions. 
Briefly, the protocol entails isolation of polyA containing mRNA using oligo‐dT magnetic beads, 
RNA fragmentation, first and second strand cDNA synthesis, ligation of Illumina‐specific 
adapters containing a unique barcode sequence for each library, and PCR amplification. 
Libraries were checked for quality and concentration using the DNA 1000 assay (Agilent 
Technologies) and quantitative PCR (KAPA Biosystems), according to the manufacturers’ 
instructions. Libraries were pooled and sequenced 75 bp paired‐end on the NextSeq 500 
(Illumina) using NextSeq High Output Kit v2 reagents (Illumina), or 100 bp paired‐end on the 
HiSeq2500 (Illumina) using TruSeq SBS v3 reagents (Illumina).Data were analyzed using 
principal component analysis (PCA) in JMP version 13.2.1. 
Copy Number Variants. Allele‐specific copy number alteration profiles for PDX and PT 
tumors were obtained from Affymetrix SNP 6.0 arrays using copy number analysis workflows 
described in detail in Woo et al.88 A low level copy number change threshold (log2(CN/ploidy) = 
0.25) was used to detect sub‐clonal copy number gains and losses. For each sample, we 
identified the regions of gains and losses and calculated their proportions relative to the entire 
genome. In order to quantify the similarity of the gain and loss regions between PDX and PT 
tumors, we calculated the Jaccard Index (JI) based on the common or unique gain or loss 
regions for each PDX and PT pair. 
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Determining the clinical impact of variants 
Mutation calls that differed between patient tumors and engrafted tumors were 
identified through comparisons of genomic coordinates. All matching entries were filtered into 
a list of mutations which are likely to exert a clinical impact, thereby removing all non‐coding 
(UTR, pseudogene, intronic features, etc.) and synonymous single nucleotide substitutions from 
the analysis. The remaining candidate mutations were evaluated using PolyPhen‐289 and SIFT90 
for in‐silico damage predictions, Ensembl for evolutionary orthology91, InterPro92 for protein 
sequence feature analysis, and HGMD93, ClinVar94, CKB95, and PubMed for literature. An 
assessment to determine a therapeutic relationship was performed for each mutation through 
a manual review of peer‐reviewed scientific literature with information collected from CKB, 
CIViC, OncoKB, PudMed, clinicaltrials.gov, FDA.gov, and NCCN clinical practice guidelines. 
Truncating mutations (frameshift, nonsense) and variants that altered canonical splicing 
sequences within tumor suppressors were classified as “loss of function (inferred)” in the 
absence of direct studies demonstrating their effects and when these mutations were 
consistent with established mechanisms of pathogenesis. 
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Results 
The majority of variants with known clinical significance are preserved between PT and PDX 
tumors 
A comparative analysis of the mutation calls obtained for all seventeen models with 
matched PT and PDX genomics (table 3‐1) was performed. The mean depth of coverage was 
1059X (1120X for PT, 998X for PDX). All 17 models had known pathogenic mutations and 
variants of unknown significance (VUS). There were 130 mutations maintained between PT/PDX 
pairs (average of 8.5 per model, range of 3‐26), 227 mutations were detected in the PT but not 
in the PDX in at least one PDX/PT pair, and 112 mutations were undetected in the PT but 
detected in the PDX in at least one PDX/PT pair. These mutations were then evaluated to 
determine molecular function and whether there was any relationship to a therapy either in 
development or currently on the market. Sixteen of 17 models had clinically significant 
mutations preserved, 5 of 17 models lost as least one clinically significant mutation, and 4 of 17 
models had at least one clinically significant mutation gained. 
A total of 51 (tables 3‐2 and 3‐3) clinically significant variants were retained in PDX/PT 
pairs, averaging 3 per model (Range: 0‐36; Median: 3) across 29 unique genes. The majority of 
these (80%; 36/45) were truncating loss of function mutations in known tumor suppressors. 
Included in the preserved mutation cohort were an additional 81 variants of unknown 
significance from 60 unique genes. The breakdown of types of mutations retained by each of 
the 17 models is shown in figure 3‐1. 
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Conversely, there were 297 mutations that were identified in PT but not found in 
matched PDX (figure 3‐2). Eleven of those mutations were clinically significant variants found to 
have a change in presence between PDX/PT pairs (table 3‐4 through 3‐7) that were involved in 
an active clinical trial enrollment strategy for indications other than the cancer type of the 
tumor in which they were identified. These were all determined to be either well‐known 
hotspot mutations or inferred tumorigenic based on evidence found in the biomedical 
literature (see methods). The majority (7 of 11) of these clinically relevant alterations occur in 
established tumor suppressor genes, which have recently been pursued as therapeutic targets 
in preclinical studies and are involved in active clinical trial enrollment strategies. No significant  
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Table 3‐1 Models included in analysis with tissue for PDX and PT matched pairs. 
PDX ID  Clinical Diagnosis  Primary Site Collection Site  Primary/Metastatic 
TM01448  lung squamous cell carcinoma  Lung  Lung  Primary 
TM01014  adenocarcinoma  Rectum  Chest wall  Metastatic 
TM01231  adenocarcinoma  Colon  Liver  Metastatic 
TM00926  colon adenocarcinoma  Colon  Colon  Primary 
TM01239  colon adenocarcinoma  Colon  Liver  Metastatic 
TM00980  colon carcinoma  Colon  Colon  Not Specified 
TM01029  invasive bladder transitional cell carcinoma  Bladder  Bladder  Primary 
TM01031  adenosquamous carcinoma  Lung  Lung  Primary 
TM00113  invasive ductal carcinoma  Breast  Breast  Primary 
TM01117  invasive ductal carcinoma  Breast  Breast  Primary 
TM01302  leiomyosarcoma  Bone  Bone  Primary  
TM01137  melanoma  Skin  Other  Metastatic 
TM01149  melanoma  Skin  Lymph node  Metastatic 
TM01264  melanoma  Skin  Colon  Metastatic 
TM01423  renal cell carcinoma  Kidney  Bone  Metastatic 
TM01053  rhabdomyosarcoma  Soft tissue  Retroperitoneum  Metastatic 
TM01085  sarcoma  Soft tissue  Lung  Metastatic 
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Table 3‐2 Variants maintained between PDX/ PT pairs that have a relationship to an experimental or approved oncology drug.  
PDX ID  Tumor Type  Genomic Marker Molecular 
Function 
Potential Drug Classes 
 Approved 
o Experimental 
FDA Approved 
Therapy 
(Indicated)) 
FDA Approved 
Therapy (Off label) 
Guideline 
resistance 
TM00113  Breast cancer  PALB2 
p.L253fs 
c.758_759insT 
GOF  PARP Inhibitor Talazoparib
TM00113  Breast cancer  PIK3R1 
p.T576_L581del 
c.1728_1742delGA
GAGACCAATACTT 
LOF (inferred)  mTOR Inhibitor 
o AKT Inhibitor 
Temsirolimus
TM00113  Breast cancer  TP53  
p.V173L  
c.517G>T 
LOF (inferred) o WEE1 Inhibitor 
TM00926  Colon 
adenocarcinoma 
MLH1  
p.S252*  
c.755C>G 
LOF (inferred)  Anti‐PD‐L1 mAb  Atezolizumab
TM00926  Colon 
adenocarcinoma 
PIK3R1
p.K575_T576del  
c.1725_1727delGAC 
LOF (inferred)  mTOR Inhibitor 
o AKT Inhibitor 
Temsirolimus
TM00926  Colon 
adenocarcinoma 
RB1  
p.R857H  
c.2570G>A 
LOF (inferred) o CHK1 Inhibitor
TM00980  Colon cancer  BRAF  
p.V600E  
c.1799T>A 
GOF  BRAF Inhibitor
 MEK Inhibitor 
 Multikinase inhibitor 
 RAF Inhibitor 
o ERK inhibitor 
Cobimetinib
Dabrafenib 
Regorafenib 
Trametinib 
Vemurafenib 
Cetuximab
Panitumumab 
TM00980  Colon cancer  TP53  
p.R213*  
c.637C>T 
LOF (inferred) o WEE1 Inhibitor 
TM01014  Rectum 
adenocarcinoma 
FBXW7 
p.R278*  
c.832C>T 
LOF (inferred)  mTOR Inhibitor 
o CHK1 inhibitor 
Everolimus
Sirolimus 
Temsirolimus 
Metformin 
TM01014  Rectum 
adenocarcinoma 
KRAS  
p.G12C  
GOF  MEK Inhibitor
 CDK4/6 Inhibitor 
Abemaciclib
Binimetinib 
Cetuximab 
Panitumumab 
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c.34G>T o Anti‐CD47 mAb 
o Anti‐gpA33/CD3 
mAb 
o Anti‐KRAS ASO 
o ERK Inhibitor 
o WEE1 Inhibitor 
Cobimetinib
Palbociclib 
Ribociclib 
Trametinib 
TM01014  Rectum 
adenocarcinoma 
TP53  
p.R248W  
c.742C>T 
LOF o WEE1 Inhibitor 
TM01029  invasive bladder 
transitional cell 
carcinoma 
AKT2  
p.E17K  
c.49G>A 
GOF o AKT Inhibitor
TM01029  invasive bladder 
transitional cell 
carcinoma 
AKT2  
p.D324N  
c.970G>A 
GOF 
(inferred) 
o AKT Inhibitor
TM01029  invasive bladder 
transitional cell 
carcinoma 
ERBB3 
p.E43*  
c.127G>T 
LOF (inferred)  HER Inhibitor Afatinib
Neratinib 
TM01029  invasive bladder 
transitional cell 
carcinoma 
MSH6  
p.T1085fs  
c.3254_3255insC 
LOF (inferred)  Anti‐PD‐L1 mAb  Pembrolizumab
TM01085  Soft tissue 
sarcoma 
TP53  
p.V73fs  
c.217delG 
LOF (inferred) o WEE1 Inhibitor 
TM01117  Breast invasive 
ductal carcinoma 
TP53  
p.C176R  
c.526T>C 
LOF (inferred) o WEE1 Inhibitor 
TM01137  Melanoma  KIT  
p.L576P  
c.1727T>C 
GOF  Multikinase 
Inhibitor 
Axitinib
Dasatinib 
Nilotinib 
Regorafenib 
Sunitinib 
TM01149  Melanoma  NF1  
p.R1362*  
c.4084C>T 
LOF (inferred)  MEK Inhibitor
 mTOR Inhibitor 
Cobimetinib
Everolimus 
Sirolimus 
Temsirolimus 
Trametinib 
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TM01231  Colon 
adenocarcinoma 
TP53  
p.R273C  
c.817C>T 
LOF (inferred) o WEE1 Inhibitor 
TM01264  Melanoma  BRCA2 
p.A75P  
c.223G>C 
LOF  PARP Inhibitor 
 Anti‐PD1 mAb 
o CHK1 Inhibitor 
Niraparib
Olaparib Rucaparib 
Pembrolizumab 
TM01264  Melanoma  NRAS  
p.Q61R  
c.182A>G 
GOF  MEK Inhibitor
o ERK Inhibitor 
Binimetinib
Trametinib 
TM01423  Renal cancer  VHL  
p.L129fs 
c.387_399delGGTT
AACCAAACTinsTG 
LOF (inferred)  Anti‐VEGF mAb 
 Anti‐VEGFR mAb 
 mTOR Inhibitor 
 VEGFR Inhibitor 
Axitinib
Bevacizumab 
Cabozantinib 
Everolimus 
Lenvatinib 
Pazopanib 
Sorafenib 
Sunitinib 
Temsirolimus 
Nintedanib 
Ramucirumab 
Regorafenib 
Sirolimus 
Vandetanib 
TM01423  Renal cancer  VHL  
p.V130fs 
c.389_399delTTAAC
CAAACT 
LOF (inferred)  Anti‐VEGF mAb 
 Anti‐VEGFR mAb 
 mTOR Inhibitor 
 VEGFR Inhibitor 
Axitinib
Bevacizumab 
Cabozantinib 
Everolimus 
Lenvatinib 
Pazopanib 
Sorafenib 
Sunitinib 
Temsirolimus 
Nintedanib 
Ramucirumab 
Regorafenib 
Sirolimus 
Vandetanib 
TM01448 
 
Lung squamous 
 
PTEN p.S287* 
c.860C>G 
 
 PARP Inhibitor
o  PIK3CB Inhibitor 
o  AKT Inhibitor 
o  PI3K/mTOR Inhibitor 
Niraparib
Olaparib 
Rucaparib 
TM01448 
 
Lung squamous 
 
TP53 
p.I255_T256del 
c.764_766delTCA 
LOF (inferred) o WEE1 Inhibitor 
TM01239  Colon 
adenocarcinoma 
TP53 p.R273H 
c.818G>A 
LOF (inferred) o WEE1 Inhibitor 
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Table 3‐3 Variants maintained between PDX/ PT pairs that have a relationship to a prognostic 
indication. 
PDX ID  Tumor Type  Genomic Marker  Molecular Function 
TM00926  Colon adeno  B2M p.L13fs c.37_38delCT  LOF (inferred) 
TM00926  Colon adeno  B2M p.F82fs c.245_246delTC  LOF (inferred) 
TM00926  Colon adeno  DNMT1 p.R228* c.682C>T  LOF (inferred) 
TM00926  Colon adeno  NOTCH1 p.P2485fs c.7455delC  LOF (inferred) 
TM00926  Colon adeno  SOX9 p.S199fs c.596_597insC  LOF (inferred) 
TM00926  Colon adeno  SOX9 p.P304fs c.912delG  LOF (inferred) 
TM00980  Colon cancer  CDKN1B p.F87fs c.259_262delTTCT  LOF (inferred) 
TM01014  Rectum adeno  APC p.E1408* c.4222G>T  LOF (inferred) 
TM01014  Rectum adeno  APC p.S837* c.2510C>G  LOF (inferred) 
TM01014  Rectum adeno  CREBBP p.L653fs c.1959delA  LOF (inferred) 
TM01085  Soft tissue 
sarcoma 
ATRX p.R808* c.2422C>T  LOF (inferred) 
TM01137  melanoma  APOBEC3A p.L78fs c.234delG  LOF (inferred) 
TM01137  melanoma  AR p.Q58L c.173A>T  GOF(inferred) 
TM01137  melanoma  SF3B1 p.R625H c.1874G>A  GOF(inferred) 
TM01149  melanoma  APC p.R405* c.1213C>T  LOF (inferred) 
TM01231  Colon adeno  APC p.L1488fs c.4463_4467delTATTA  LOF (inferred) 
TM01231  Colon adeno  APOBEC3A p.L78fs c.234delG  LOF (inferred) 
TM01231  Colon adeno  CREBBP p.G1479* c.4435G>T  LOF (inferred) 
TM01239  Colon adeno  APC p.R1114* c.3340C>T  LOF (inferred) 
TM01239  Colon adeno  SMAD4 p.L535fs c.1605_1612delCCTAGACG  LOF (inferred) 
TM01239  Colon adeno  ROR2 p.P160fs c.479delC  LOF (inferred) 
TM01302  Bone sarcoma  YAP1 amp   GOF(inferred) 
TM01423  renal cancer  CDKN2C p.E120fs 
c.358_377delGAGTTCCTGGTGAAGCACAC 
LOF (inferred) 
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Figure 3‐1 Mutations maintained in PDX and PT pairs. 
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Table 3‐4 Mutations with therapeutic relevance identified in PT but not found in matched PDX 
 
Table 3‐5 Prognostic markers detected in PDX but not in matched PT  
 
Table 3‐6 Mutations with therapeutic relevance were detected in PDX but not in matched PT 
 
TP53 op53 gene therapy
p.Arg248Trp oWEE1 Inhibitor
c.742C>T
TP53 op53 gene therapy
p.Met243fs oWEE1 Inhibitor
c.726_727delCAinsT
FDA Approved 
Therapies
rectum 
adenocarcinoma
Tumor Type
bladder 
carcinomaTM01029
Loss of function 
(inferred) NONE
TM01014 Gain of function NONE
Model ID Genomic Marker Molecular Function
Potential Drug Classes
 Approved, o Experimental
Model ID Tumor Type Genomic Marker Molecular Function
EP300
p.Gln895fs
c.2683dupC
APC
p.Arg554*
c.1660C>T
TGFBR2
p.Lys128fs
c.383delA
MTOR
p.?
c.2649+2T>C
colon 
adenocarcinoma
colon 
adenocarcinomaTM01231 Loss of function
TM01117 Loss of function (inferred)
breast invasive 
ductal carcinoma
colon 
adenocarcinomaTM00926
Loss of function 
(inferred)
TM00926 Loss of function (inferred)
Potential Drug Classes FDA Approved Therapy
 Approved, o Experimental (All in indications other than tumor type)
TSC1 Everolimus
p.Gly596Arg Metformin
c.1786G>C Sirolimus
Temsirolimus
ARID1A PARP Inhibitor Niraparib
p.Met1613fs oAKT Inhibitor Olaparib
c.4837delA oBRD4 Inhibitor Rucaparib
BRAF MEK Inhibitor Cobimetinib
p.Gly596Arg Multikinase Inhibitor Sorafenib
c.1786G>C oERK Inhibitor Trametinib
MAP2K1 MEK Inhibitor
p.Lys57Glu oERK Inhibitor
c.169A>G oRAF Inhibitor
Lung adenosquamous 
carcinoma
Lung adenosquamous 
carcinomaTM01031 Gain of function Trametinib
TM01031 Gain of function
TM00926 Loss of function (inferred)colon adenocarcinoma
TM01423 Loss of function (inferred) mTOR InhibitorsRenal cell carcinoma
Case ID Genomic Marker Molecular FunctionTumor Type
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Table 3‐7 Other clinically relevant mutations found in PDX but not in matched PT 
 
trends were identified between variants as a function of their presence (detected or not 
detected), type of mutation (truncating or point mutations), or the nucleotide conversion 
(transitions or transversions). 
Identified cases of discrepancies between PDX and reported clinical patient tumor 
information   
For many of the models in the PDX resource, there was not sufficient PT to perform 
comprehensive genome testing. In a handful of cases there were results available of genetic 
tests on a limited number of markers included with the clinical annotations of the patient 
sample. In all but two cases, the markers and histology reported in the clinical annotations were 
also identified in the PDX tumor. In one case a lung PDX model (TM01244) appeared initially to 
have lost the critical EGFR T790M mutation observed in the patient based on CTP data for the 
P0 passaged tumor. However, digital droplet PCR performed on the P0 tumor did demonstrate 
the presence of the expected mutation but at a frequency (0.06%) below the limit of detection 
of the CTP assay. In another case, the clinical diagnosis of the patient tumor was 
adenosquamous carcinoma (figure 3‐3A).  When the tumor was passaged however the resulting 
PDX tumor retained only the squamous properties (figures 3‐3B and 3‐3C).  
Model ID Tumor Type Genomic Marker Molecular Function Relevance
JAK1
colon adenocarcinoma p.Lys142fs
c.425delA
SF3B1
bladder carcinoma p.Trp1216*
c.3648G>A
Resistance to Anti-PD-1/ 
PD-L1 therapy
TM01029 Loss of function (inferred) Prognostic Indicator
TM00926 Loss of function (inferred)
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Figure 3‐2 Mutations detected in PT but not found in matched PDX 
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Figure 3‐3 Histology of model TM01031, derived from a lung adnenosquamous: A) Patient tumor of model TM01031. Mixed 
features of gland forming tumor and sheets with squamous differentiation B) PDX Passage 0 showing only squamous 
component present, in sheets of large cells with keratinzation. C) PDX Passage 1 shows only the squamous component and no 
recovery of the gland forming tumor cells.   
A B C
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Figure 3‐4 Principle component analysis of RNASeq transcripts per million (TPM) data. A) The principle component 1 is 16.9%. B) The 
three models that did not cluster together (labeled) are separated by PC1. C) Paired PDX/PT pairs.  
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Figure 3‐5 Principle component analysis a) Scree plot showing the variation each PC captures from the data b) Biplot with triangles 
representing that patient derived xenografts (PDX) and circles representing patient tumors (PT). Five principle components are 
shown. There is principle component that separates PDX and PT, indicating that the signals are driven by other variables amongst 
the cancers.  
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PDX and matched PT tumors cluster together based on gene expression 
Principal component analysis (PCA) was performed on the gene expression dataset 
(figure 3‐4). All principal components over 5% variance were reviewed to determine whether 
there was a separation of PT and PDX samples, (figure 3‐5), but the samples clustered together 
indicating the samples are highly similar to one another with respect to global gene expression. 
Six principal components accounted for the majority (54.0%) of the variation in expression; PC1 
accounted for more than 10% variability. PC2 distinguished carcinomas from other cancer types 
in the sample population.  
Unsupervised hierarchical clustering of gene expression data for all matched PT and PDX 
datasets (figure 3‐5) revealed that 15 of seventeen PT or PDX pairs clustered together, which 
confirmed similarity in global expression among tumor pairs. PT and PDX pairs for three models 
TM00113 (breast‐invasive ductal carcinoma), TM00980 (colorectal adenocarcinoma), TM01031 
(lung adenosquamous) did not cluster directly together. Principal component analysis of these 
datasets demonstrated that the three non‐clustering models were distinguishable from the 
other samples by PC1. The biological pathways associated with genes that were highly 
correlated with PC1 (>.70) exhibit biological processes were related to regulation of 
transcription and cell‐cell adhesion. Determining if these enriched processes have any 
explanatory power will require additional data.  
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Copy number variation between PT and PDX 
The proportion of gain and loss across all PDX and PT tumors analyzed range from 0 – 
44% and 0 – 58% (figure 3‐7 and 3‐8). The overlap of the copy number regions, as reflected by 
the Jaccard Index, varies from 0 – 0.97 (mean=0.72, median=0.83) for gains and 0 – 1 
(mean=0.69, median=0.81) for loss. The lowest Jaccard Index of the models was seen in 
TM01031 which was 0 for both gains and losses, and a proportional PDX gain of 12.4% and PDX 
loss of 46.9%. Note that this model is also highlighted in figure 3, an adenosquamous carcinoma 
that lost the glandular (adeno) component of the tissue after passage in PDX. Model TM00926 
also showed a low Jaccard Index of 0.29 for loss. There is a low proportion of gain and loss for 
this model is particularly low at <0.01 across both PDX and PT tumors. All other models had a 
Jaccard Index >0.45 for gains. Losses were showed less similarity across the models with 6 
models falling below a 0.45 Jaccard Index. 
Discussion 
The results of our assessment of mutation, gene expression, and copy number variant 
data for models from the JAX PDX Resource indicates a high degree of correspondence 
between PDX tumors and their corresponding patient tumor. Most mutations with clinical 
significance were maintained between PT and PDX. Cluster analysis of global gene expression 
demonstrated that, in most cases, the PT and PDX samples clustered together. Principal 
component analysis of the available expression data yielded similar results (i.e., paired PDX and 
PT samples group together).  
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Figure 3‐6 Clustering of RNASeq datasets shows all but three PDX/PT pairs cluster together. 
 
Despite observing overall similarity, we did identify examples of molecular differences 
between the patient tumor and the PDX for some markers, including those associated with 
cancer drugs currently in development. In all cases, however, the associated drugs were for 
cancer types other than the samples being compared. That said, since PDX models are potential 
testbeds for evaluating drugs for indications other than those they are currently approved for, 
the differences observed in this analysis strongly supports the practice of confirming the 
presence of key markers prior to placing models on study.  
The tumor heterogeneity and gain or loss of certain mutations through the mouse 
tumor microenvironment could potentially account for the differences in therapeutic response 
TM00113 
TM00980 
TM01031 
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relative to what is observed in the patient, since passaging can cause the emergence of a more 
aggressive tumor.96 It is possible that variants detected in PDX but not in PT (and vice versa) are 
not genuinely mutation gains or losses but changes in allele frequencies as a result of selective 
pressures, loss of human stroma, or chance alone during the process of passaging.  
The data presented here for PT and PDX tumors were based on comparing tumors from 
early passages (first and second). In the literature, tumors with greater than 10 passages have 
been reported.69,97 The potential for differences in variants that would impact dosing study 
responses indicates that genomic characterization of tumors used to establish cohorts for 
dosing studies is advisable. For example, we noted that PDX model TM01423 appeared to gain 
a TSC1 gene defect, which was not detected in the PT. Rather than reflecting a true loss, this 
observation could have resulted from chance changes in the clonal populations during the 
engraftment process. If this model was selected for preclinical testing of an mTOR inhibitor, but 
the passage used in the study was a separate lineage of the one originally sequenced, then the 
TSC1 gene variant may not be present in the tissue used in the study. This could result in 
significant resource and time lost in evaluating a model that does not have the intended target.  
We conclude that the molecular fidelity of PT and passaged tumors is high at a global 
level but that individual markers are not invariably concordant. We identified clear case 
examples of molecular differences in clinically relevant mutations.  Confirming the mutation 
status of donor tumors used to establish testing cohorts should be a component of routine 
practice for using PDXs along with other typical quality control measures for ensuring tissue 
provenance.  
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Figure 3‐7 Proportion of gain and loss and Jaccard index for each PDX and PT pair. 
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Figure 3‐8 Proportion of gain and loss and Jaccard index for each PDX and PT pair. 
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CHAPTER 4 
CONCLUSIONS AND FUTURE DIRECTIONS 
The research described in this dissertation addressed fundamental questions about 
Patient Derived Xenograft models as a reliable preclinical platform for modeling cancer therapy. 
The work represents the first assessment of the impact of study design factors of initial 
tumor volume, rate of tumor growth, cohort size, study duration, and analysis method on the 
robustness of treatment classifications in a repository of PDX models represented a wide 
diversity of cancer types. We examined three commonly used methods for classifying 
treatment responses in PDX models and the impact of several study design factors on the 
consistency of those classifications. We found that each of the methods consistently classifies 
responsiveness which suggests it is feasible to combine response data across studies that apply 
different methods assuming consistent response value thresholds have been used.  We showed 
that a cohort size of three is sufficient for identifying the four highly responsive and nine highly 
non‐responsive cisplatin treated tumors, suggesting that the use of a low cohort size to screen 
for chemotherapies that have a high degree of activity or models that are highly responsive is 
possible. However, it is important to note that cohort size depends on the study endpoints; 
distinguishing between the anticancer activity agents with similar tumor responses is not 
always possible with a low N. Achieving a balance between ensuring reproducible results and 
reducing cohort sizes and study duration will minimize the number of animals required and 
enable savings in laboratory resources.   
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We found that the average volume of the control groups of the models that were 
classified as responsive were larger than those that were classified as nonresponsive indicating 
that the models that grew larger when unchallenged also had a greater degree of response to 
the compound. While this makes intuitive sense as a larger denominator in the treatment to 
control ratio would indicate a higher response, it may also suggest that a minimum tumor 
volume threshold is needed to assess response. This also highlights the importance of utilizing a 
control as results may be dependent upon the behavior of the tumor under normal/vehicle 
conditions as well as on the treatment.  
Our results showed that a 21‐day study duration is sufficient for reliable treatment 
response classification in studies focused on estimating drug efficacy. We observed that the 
same classifications that were discovered with a 28‐day study duration could also be discovered 
for only a 21‐day study duration for the drugs tested; this could enable faster distribution of 
data and greater savings of valuable lab resources. We note that as with cohort size, study 
duration is very dependent on endpoint criteria. 
   Although our results demonstrate that PDXs can be a statistically robust platform 
and that the molecular fidelity of the system is high, the true test of validity depends upon the 
ability to translate drug response results in PDXs to outcomes in patients. This work has built on 
the published studies that provide anecdotal evidence of clinical validity, and finds that the 
molecular fidelity of PT and passaged tumors is high at a global level but that individual markers 
are not invariably concordant. Confirming the mutation status of donor tumors used to 
establish testing cohorts should be a component of routine practice for using PDXs along with 
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other typical quality control measures for ensuring tissue provenance. We have provided clear 
case examples of molecular shifts in clinically relevant mutations, and we recommend that 
since PDX models are used in preclinical oncology research, at least evaluation of the status of 
genomic variants at the tissue at the passage used in studies should be performed.   
The results suggest that the platform can generate treatment response endpoints that 
are reproducible and that do not depend on the classification method used to determine the 
endpoints. Our work provides data‐driven evidence for selecting minimal cohort sizes and study 
duration needed for reproducible treatment response classifications in PDXs. We also 
demonstrated the overall maintenance of molecular fidelity of engrafted tumors with patient 
tumors. That said, specific differences were noted; however, the evaluation of these differences 
was beyond the scope of the research and awaits future investigation.  
Future Research Directions for the PDX platform 
While PDXs have been widely adopted as a preclinical model system there remain open 
questions about what changes are happening in the engrafted tumor and how this impacts the 
utility of the model system.  Work also continues on enhancing the mouse host so that it 
provides a more “humanized” environment for the tumor cells. Below we discuss some of the 
future directions for investigating, credentialing, and improving PDXs as a preclinical platform 
for evaluating cancer therapeutics.  
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Exploring the selective pressures of PDX on the clonal composition 
Engraftment of human tumor cells into a foreign mouse environment exerts a selection 
pressure, which changes clonal composition of a tumor over time and may lead to the 
enrichment of particular clonal subpopulations in PDXs that differ from the original patient 
tumor. The nature of this selection is poorly understood. Some reports suggest that the 
stronger the initial selection, the more stable the clonal populations are in subsequent 
passages.19,47 Aparicio and Hidalgo suggest that this indicates that the clonal changes are 
therefore the selection of pre‐existing clones rather than the evolution of new clones. They also 
illustrated that when they replicated the engraftment of the same tumor cell population, the 
same clones with identical genomic aberrations emerged. This proves that these changes may 
not be stochastic but driven by specific selective pressure.47 Investigating and monitoring clonal 
dynamics and the mechanisms of the selection pressure in PDXs should improve understanding 
of the model system and may provide insights into how targeted treatment of clonal 
populations can enhance short and long term therapy response.  
Credential endpoints beyond tumor burden 
For evaluating therapy response in PDX the endpoints used are most frequently tumor 
burden (the focus of this dissertation) or the modulation of molecular targets. But the ultimate 
goal of  cancer treatment is not merely an initial tumor response but rather decreased cancer 
morbidity and improved quality of life. Therefore, the rate and duration of response, including 
time to acquire resistance and tumor growth delay, are also important study design factors that 
require evaluation along the lines of the work described in Chapter 2.  
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Development of models with human stromal elements 
PDXs do not support the maintenance of the human tumor microenvironment. Human 
stroma replaced by murine components as the tumor grows within the host. Interaction of the 
human tumor with infiltrating mouse stromal microenvironment effect the tumor’s paracrine 
signaling which may confound results. Kupperwasser et al.  have “humanized mammary fat 
pads” by injecting immortalized human stromal cells and breast epithelial organoids into the 
cleared murine mammary fat pads in an attempt to preserve the human stroma with PDX 
development,98 but results are early and would need additional evaluation. Combining tumor  
tissue with cancer‐associated fibroblasts or mesenchymal stem cells is an emerging aiming to 
develop a PDX microenvironment that is more representative of human tumors for growth, and 
metastasis.  
PDX models with human immune systems 
Standard PDX models are not relevant for the testing of emerging immunotherapies 
because the mouse hosts lack functional immune systems.  Establishing specific components of 
the human immune system in PDX hosts can be achieved through transgenesis.99 Others are 
investigating the reconstitution of a human immune system through engraftment of peripheral 
blood mononuclear cells (PBMCs), hematopoietic stem cells (HSCs) from bone marrow or cord 
blood, or fetal‐derived tissue. These models have been proven successful in demonstrating anti‐
tumor activity in a class of T‐cell immunotherapies known as chimeric antigen receptor (CAR) T‐
cell therapy.58,100 However, these models present limitations; for instance, only a subset of 
hematopoietic lineages are populated and there are immature lymphoid structures, and further 
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development of these models toward more comprehensive immune systems that replicate 
engagement with tumors is critical for advancing the development of new immunotherapies. 
Combining PDX with high‐throughput screening models 
  Even if therapy response results of the PDX platform always accurately reflected patient 
responses the cost and time of screening drugs and drug combinations would remain a major 
disadvantage of this platform for modeling cancer therapy. Among the most promising 
advances in preclinical platform development are those that combine large‐scale high‐
throughput compound screening in vitro with validation using in vivo models.101   
Of particular promise are 3D (organoid) in vitro systems that have been optimized for 
high‐throughput efficacy screening of compounds, thereby allowing entire libraries of potential 
pharmacologically‐relevant compounds to be screened.101 These models are used in early‐
stage, high‐throughput screening of compounds, and have proven to be highly reproducible 
and cost‐ and time‐effective. However, due to the limited histological and phenotypic 
similarities to primary cancer, lack of native tumor microenvironment, and limited correlation 
of response to patients, PDXs are better suited for later stages of compound development to 
confirm therapy responses. Investigating how concordant the drug responses are between 3D 
in vitro and in vivo models will be necessary to credential this approach but it holds great 
promise for improving the how well preclinical results translate into the clinic thereby 
advancing better cancer treatment outcomes for patients.  
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Table A‐1 Study group data of cisplatin treated PDX models 
  
Model 
  
Primary Site 
  
Specimen Site 
  
Clinical Diagnosis 
  
Primary/Met 
  
Passage 
  
Study 
Duration 
Control  Treatment 
N 
Average 
Start 
Size 
(mm3) 
Min 
Start 
Size 
(mm3)  
Max 
Start 
Size 
(mm3)  N 
Average 
Start 
Size 
(mm3) 
Min 
Start 
Size 
(mm3) 
Max 
Start 
Size 
(mm3) 
J000079689  Retroperitoneum  Retroperitoneum neuroblastoma Metastatic 2 28  5 220.6 103.2 326.9 6 180.3 100.8 272.5 
J000080739  Breast  Breast  invasive ductal 
carcinoma 
Primary 2 21  10 143.1 72.3 286.4 10 141.3 73.0 264.1 
J000096652  Lung  Lung  lung adenocarcinoma Primary 6 21  4 147.0 80.7 207.6 6 150.5 89.6 221.3 
J000099327  Breast  Breast  invasive ductal 
carcinoma 
Recurppendixrent 3 14  10 138.3 70.3 262.9 10 137.8 78.7 293.5 
J000100646  Bladder  Bladder  urinary bladder 
cancer 
Primary 3 28  10 130.9 95.7 223.4 10 131.3 96.9 221.4 
J000100672  Lung  Lung  lung adenocarcinoma Metastatic 4 28  8 137.2 81.8 226.6 7 137.9 76.9 212.5 
J000100674  Breast  Breast  invasive ductal 
carcinoma 
Primary 3 21  11 144.9 77.1 272.4 11 142.4 81.6 215.1 
J000100675  Breast  Breast  invasive ductal 
carcinoma 
Primary 4 28  9 138.9 73.0 228.8 11 139.0 74.8 243.1 
J000101173  Breast  Breast  invasive ductal 
carcinoma 
Primary 3 28  9 124.0 68.2 208.1 9 121.5 82.7 222.0 
J000102184  Breast  Breast  Invasive ductal 
carcinoma 
Primary 4 28  8 118.7 86.2 204.4 8 109.1 71.7 138.8 
J000102630  Colon  Colon  colon 
adenocarcinoma 
Metastatic 4 28  8 129.5 93.0 194.6 7 130.7 94.5 159.3 
J000102680  Colon  Colon  colon 
adenocarcinoma 
Metastatic 3 28  8 133.2 104.5 166.5 8 133.3 99.9 195.9 
J000103634  Breast  Breast  invasive ductal 
carcinoma 
Primary 3 28  9 117.9 70.3 218.6 11 118.8 78.6 189.1 
J000103917  Breast  Breast  invasive ductal 
carcinoma 
Primary 4 28  4 134.4 92.1 209.3 6 145.1 91.6 244.4 
J000104256  Bladder  Bladder  urinary bladder 
cancer 
Primary 4 21  10 169.6 99.5 295.0 10 169.6 86.1 293.0 
J000104518  Bladder  Bladder  urinary bladder 
urothelial carcinoma 
Primary 5 28  10 126.6 93.2 194.9 9 126.8 90.1 203.6 
J000105006  Bladder  Bladder  squamous cell 
carcinoma 
Primary 3 28  9 102.9 80.7 165.1 9 101.7 82.4 147.5 
J000106560  Skin  Skin  Melanoma Primary 8 28  9 135.2 96.5 197.4 9 136.9 108.9 193.4 
TM00090  Breast  Breast  breast metaplastic 
carcinoma 
Primary 3 21  2 143.4 76.4 237.9 4 130.0 94.3 169.3 
TM00091  Breast  Breast  invasive ductal 
carcinoma 
Primary 3 28  8 149.7 73.9 258.5 8 142.7 78.8 218.4 
TM00096  Breast  Breast  invasive ductal 
carcinoma 
Metastatic 3 28  8 144.2 63.4 229.3 9 145.2 74.6 256.3 
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TM00097  Breast  Breast  invasive ductal 
carcinoma 
Primary 3 28  9 139.0 72.8 218.5 2 143.0 81.3 227.1 
TM00098  Breast  Breast  invasive ductal 
carcinoma 
Primary 3 28  9 121.5 73.9 167.4 9 121.4 75.1 161.2 
TM00099  Breast  Breast  invasive ductal 
carcinoma 
Primary 3 21  9 151.6 71.5 224.0 9 150.4 75.2 227.4 
TM00103  Breast  Breast  invasive ductal 
carcinoma 
Primary 4 28  9 121.3 91.0 191.4 10 118.0 95.5 148.4 
TM00107  Breast  Breast  invasive ductal 
carcinoma 
Recurrent 4 21  8 152.6 82.3 228.3 8 153.6 97.4 205.3 
TM00185  Lung  Lung  lung squamous cell 
carcinoma 
Primary 3 28  7 148.3 71.3 252.3 7 155.9 80.8 296.8 
TM00186  Lung  Lung  lung adenocarcinoma Primary 3 21  7 157.7 74.7 281.6 8 157.7 77.8 223.3 
TM00188  Lung  Lung  lung squamous cell 
carcinoma 
Primary 3 28  8 172.0 71.8 288.3 8 175.4 83.5 286.0 
TM00192  Lung  Lung  lung adenocarcinoma Primary 5 21  10 132.9 75.1 236.1 10 131.4 77.5 218.7 
TM00193  Lung  Lung  lung adenocarcinoma Primary 5 28  8 135.4 71.1 239.3 8 141.6 88.4 210.5 
TM00194  Lung  Lung  lung small cell 
carcinoma 
Metastatic 4 28  8 110.2 78.4 167.8 8 107.2 79.1 156.0 
TM00196  Lung  Lung  lung adenocarcinoma Primary 4 28  5 175.0 102.1 278.9 6 163.4 76.6 262.3 
TM00199  Lung  Lung  lung adenocarcinoma Primary 5 28  10 110.9 73.8 219.6 10 110.5 72.7 155.2 
TM00202  Lung  Lung  lung adenocarcinoma Metastatic 4 28  7 111.9 67.5 259.7 7 127.0 73.9 177.2 
TM00203  Lung  Lung  lung adenocarcinoma Metastatic 3 28  8 129.8 88.8 209.5 8 126.0 92.4 177.4 
TM00208  Lung  Lung  lung squamous cell 
carcinoma 
Primary 3 28  10 161.8 71.8 295.6 10 160.7 87.2 257.2 
TM00212  Lung  Lung  large cell 
neuroendocrine 
carcinoma 
Primary 3 28  6 124.6 59.2 264.5 8 126.0 77.2 195.1 
TM00213  Lung  Lung  lung adenocarcinoma Primary 3 28  6 147.2 75.4 281.9 6 133.7 88.1 218.3 
TM00214  Lung  Lung  lung adenocarcinoma Primary 3 28  9 184.7 96.6 293.3 10 183.7 96.9 280.4 
TM00219  Lung  Lung  lung adenocarcinoma Metastatic 6 28  9 104.6 86.1 142.3 9 103.7 81.5 134.0 
TM00222  Lung  Lung  pleomorphic 
carcinoma 
Primary 3 28  6 139.5 61.1 265.5 4 137.2 71.4 232.4 
TM00226  Lung  Lung  lung adenocarcinoma Primary 3 28  10 186.0 84.3 295.5 10 188.9 96.8 294.2 
TM00231  Lung  Lung  lung squamous cell 
carcinoma 
Primary 3 21  10 174.6 92.4 276.0 20 173.9 92.7 274.1 
TM00233  Lung  Lung  lung adenocarcinoma Primary 3 28  7 145.8 92.7 271.7 6 144.6 80.5 234.4 
TM00246  Lung  Lung  lung mixed small cell 
and squamous cell 
carcinoma 
Primary 4 28  7 134.4 72.2 241.4 7 137.6 106.4 229.5 
TM00253  Lung  Lung  lung adenocarcinoma Metastatic 3 28  10 116.3 81.6 184.2 10 115.1 86.6 167.6 
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TM00256  Lung  Lung  lung squamous cell 
carcinoma 
Primary 6 28  10 99.6 71.6 160.3 10 98.5 77.1 138.6 
TM00298  Prostate gland  Prostate gland adenocarcinoma Primary 8 28  9 178.8 100.2 287.3 9 170.9 104.4 272.4 
TM00302  Lung  Lung  lung adenocarcinoma Metastatic 5 28  8 105.2 76.4 166.0 9 84.5 50.0 171.5 
TM00335  Ovary  Ovary  papillary serous 
adenocarcinoma 
Primary 6 28  10 112.9 77.3 173.2 10 112.7 74.2 154.4 
TM00355  Lung  Lung  lung squamous cell 
carcinoma 
Primary 4 28  9 104.4 75.2 227.9 9 103.3 69.7 149.0 
TM00356  Lung  Lung  lung adenocarcinoma Metastatic 3 21  7 121.8 74.7 164.2 8 136.1 80.5 227.1 
TM00386  Breast  Breast  invasive ductal 
carcinoma 
Primary 6 28  8 128.6 80.7 205.0 8 124.8 101.9 193.3 
TM00387  Kidney  Kidney  renal cell carcinoma Metastatic 4 28  9 109.1 70.7 171.6 10 108.7 71.3 150.7 
TM00702  Skin  Skin  melanoma Metastatic 7 28  8 136.4 93.4 239.8 8 136.0 99.9 220.0 
TM00784  Lung  Lung  lung adenocarcinoma Primary 5 14  10 191.4 102.2 274.5 10 190.1 109.3 251.7 
TM00832  Lung  Lung  lung squamous cell 
carcinoma 
Recurrent 3 28  10 170.0 127.7 213.6 10 168.9 137.3 202.3 
TM00877  Lung  Lung  lung adenocarcinoma Primary 5 28  10 122.4 77.0 191.6 10 124.6 78.6 229.7 
TM00999  Breast  Breast  invasive ductal 
carcinoma 
Primary 4 28  8 102.6 62.2 213.5 8 102.3 64.4 162.7 
TM01029  Bladder  Bladder  invasive bladder 
transitional cell 
carcinoma 
Primary 4 14  8 154.5 70.6 258.4 8 152.0 75.9 234.9 
TM01039  Kidney  Kidney  renal cell carcinoma Primary 4 21  3 116.6 73.9 196.7 4 116.8 82.8 188.4 
TM01075  Colon  Colon  adenocarcinoma Primary 3 28  9 144.6 88.8 200.3 8 145.5 90.7 204.3 
TM01079  Breast  Breast  invasive ductal 
carcinoma 
Primary 4 28  9 119.1 71.1 189.8 10 117.8 77.5 176.4 
TM01087  Adrenal gland  Adrenal gland  neuroblastoma Metastatic 3 28  8 140.4 70.2 257.8 8 139.5 75.3 244.0 
TM01117  Breast  Breast  invasive ductal 
carcinoma 
Primary 4 28  9 127.2 84.7 195.5 9 130.8 93.7 199.2 
TM01149  Skin  Skin  melanoma Metastatic 9 21  9 138.5 83.2 230.0 10 138.9 89.9 229.4 
TM01273  Breast  Breast  invasive ductal 
carcinoma 
Primary 4 14  11 154.2 78.1 302.4 11 156.0 71.1 264.5 
TM01278  Breast  Breast  invasive ductal 
carcinoma 
Primary 3 28  10 136.8 77.7 231.2 11 139.4 81.8 213.1 
TM01563  Lung  Lung  lung squamous cell 
carcinoma 
Primary 4 28  8 126.4 70.0 242.8 8 126.4 70.6 171.9 
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Table A‐2 Study group data of docetaxel treated PDX models 
Model  Primary Site  Specimen Site 
Treatment 
Naïve?  Passage 
Study 
Duration  Control N  Treatment N 
J000100675  Breast Breast Yes 4 28 9  11
J000101173  Breast Breast No 3 28 9  9
J000102184  Breast Breast No 4 28 8  8
J000103634  Breast Breast No 3 28 9  11
J000100646  Bladder  Bladder Yes 3 28 10  10
TM00199  Lung  Lung No 5 28 10  10
TM00208  Lung  Lung Yes 3 28 10  10
TM00226  Lung  Lung Yes 3 28 10  10
TM00253  Lung  Lung No 3 28 10  10
TM00256  Lung  Lung Yes 6 28 10  10
TM00335  Ovary Ovary Yes 6 28 10  10
TM00832  Lung  Lung No 3 28 10  10
TM00877  Lung  Lung Yes 5 28 10  10
TM00091  Breast Breast No 3 28 8  8
TM00214  Lung  Lung No 3 28 9  10
TM00387  Kidney  Kidney No 4 28 9  10
TM00096  Breast Breast No 3 28 8  9
J000104518  Bladder  Bladder Unknown 5 28 10  9
TM00098  Breast Breast Yes 3 28 9  9
J000105006  Bladder  Bladder Unknown 3 28 9  9
J000106560  Skin  Skin Yes 8 28 9  9
TM00103  Breast Breast No 4 28 9  10
TM00219  Lung  Lung No 6 28 9  9
TM00298  Prostate gland  Prostate gland No 8 28 9  9
TM00355  Lung  Lung Yes 4 28 9  9
TM00386  Breast Breast No 6 28 8  8
TM00302  Lung  Lung No 5 28 8  9
TM01075  Colon  Colon Yes 3 28 9  8
TM00999  Breast Breast Yes 4 28 8  8
J000102680  Colon  Colon No 3 28 8  8
TM01079  Breast Breast Yes 4 28 9  10
TM01117  Breast Breast Yes 4 28 9  9
TM00188  Lung  Lung Yes 3 28 8  8
TM00193  Lung  Lung Yes 5 28 8  8
TM00194  Lung  Lung No 4 28 8  8
TM00203  Lung  Lung No 3 28 8  8
TM00702  Skin  Skin Yes 7 28 8  8
TM01278  Breast Breast No 3 28 10  11
TM01087  Adrenal gland  Adrenal gland Yes 3 28 8  8
TM01563  Lung  Lung Yes 4 28 8  8
TM00212  Lung  Lung Yes 3 28 6  8
J000100672  Lung  Lung Yes 4 28 8  7
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J000102630  Colon  Colon No 4 28 8  7
TM00185  Lung  Lung Yes 3 28 7  7
TM00202  Lung  Lung Yes 4 28 7  7
TM00246  Lung  Lung Yes 4 28 7  7
TM00233  Lung  Lung No 3 28 7  6
TM00213  Lung  Lung Yes 3 28 6  6
J000079689  Retroperitoneum  Retroperitoneum 0 2 28 5  6
TM00196  Lung  Lung Yes 4 28 5  6
J000103917  Breast Breast No 4 28 4  6
TM00222  Lung  Lung Yes 3 28 6  4
TM00097  Breast Breast Yes 3 28 9  2
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