Abstract-Gaze estimation systems use calibration procedures that require active subject participation to estimate the point-ofgaze accurately. Consequently, these systems do not support covert monitoring of visual scanning patterns. This paper presents a novel gaze estimation methodology that does not use calibration procedures that require active user participation. This methodology uses multiple infrared light sources for illumination and a stereo pair of video cameras to obtain images of the eyes. Each pair of images is analyzed and the centers of the pupils and the centers of curvature of the corneas are estimated. These points, which are estimated without a personal calibration procedure, define the optical axis of each eye. To estimate the point-of-gaze, which lies along the visual axis, the angle between the optical and visual axes is estimated by a procedure that minimizes the distance between the intersections of the visual axes of the left and right eyes with the surface of a display while subjects look naturally at the display (e.g., watching a video clip). Simulation results demonstrate that for a subject sitting 75 cm in front of an 80 cm x 60 cm display (40" TV) the RMS error of the estimated point-of-gaze is 17.8 mm (1.3º).
INTRODUCTION
The point-of-gaze (PoG) is the point within the visual field that is imaged on the highest acuity region of the retina that is known as the fovea. Systems that estimate the PoG are used in a large variety of applications [1] such as studies of emotional and cognitive processes [2] , [3] , driver behavior [4] , marketing and advertising [5] , pilot training [6] , ergonomics [7] and human-computer interfaces [8] , [9] .
Gaze estimation systems use calibration procedures to estimate subject-specific parameters that are needed for the accurate calculation of the PoG. In these procedures, subjects are required to fixate specific points at specific time instances. The need for active subject participation during the calibration procedure makes it impossible to monitor the subject's visual scanning patterns covertly. Covert monitoring reduces biases to visual scanning parameters in studies of natural visual scanning behavior [2] . This paper presents a methodology that can estimate the PoG covertly. A stereo pair of video cameras is used to estimate the center of curvature of the cornea and the optical axis of the eye without any personal calibration [10] - [13] . Then, the angle between the optical and visual axes (human gaze is directed along the visual axis) is estimated by using the fact that when subjects look naturally at a display, the visual axes of left and right eyes intersect on the surface of the display.
A mathematical model for remote estimation of the center of curvature of the cornea and the optical axis of the eye that does not require any personal calibration is described in the next section. The estimation of the visual axis of each eye, the PoG and the subject-specific angle between the optical and visual axes is presented in Section III. Simulation results are presented in Section IV and the conclusions are presented in Section V.
II. ESTIMATION OF THE CENTER OF CURVATURE OF THE
CORNEA AND THE OPTICAL AXIS OF THE EYE Fig. 1 presents a general model of gaze estimation systems with any number of cameras and any number of light sources (all points are represented as 3-D column vectors (bold font) in a right-handed Cartesian world coordinate system). Light sources are modeled as point sources, video cameras are modeled as pinhole cameras and the front surface of the cornea is modeled as a spherical section. In this model, the line connecting the center of curvature of the cornea, c, and the pupil center, p, defines the optical axis of the eye. The line connecting the center of curvature of the cornea, c, and the center of the fovea defines the visual axis. The PoG is at the intersection of the visual axis with the display. The following paragraphs present a methodology for the estimation of the optical axis of each eye that does not require a priori knowledge of subject-specific eye parameters.
First, consider a ray that comes from light source i, l i , and reflects at a point q ij on the corneal surface such that the reflected ray passes through the nodal point (a.k.a. camera center, center of projection) of camera j, o j , and intersects the camera image plane at a point u ij . According to the law of reflection, the incident ray, the reflected ray and the normal at the point of reflection are coplanar. Since any line going through the center of curvature of the cornea, c, is normal to the spherical corneal surface, vector (q ij -c) is normal to the corneal surface at the point of reflection q ij . It then follows that points l i , q ij , o j , u ij , and c are coplanar. In other words, the center of curvature of the cornea, c, belongs to each plane defined by the nodal point of camera j, o j , light source i, l i , and its corresponding image point, u ij . Noting that three coplanar vectors a 1 
Notice that (1) shows that, for each camera j, all the planes defined by o j , l i and u ij contain the line defined by points c and o j . If the light sources, l i , are positioned such that at least two of those planes are not coincident, the planes intersect at the line 
In particular, if two light sources are considered (i = 1, 2),
where
is the normal to the plane defined by o j , l 1 and u 1j , and
is the normal to the plane defined by o j , l 2 and u 2j .
Having two cameras, the position of the center of curvature of the cornea, c, can be found as the intersection of the lines given by (2)- (3), j = 1, 2. Since, in practice, the estimated coordinates of the images of the corneal reflection centers, u ij , are corrupted by noise, those lines may not intersect. Therefore, c is found as the midpoint of the shortest segment defined by a point belonging to each of those lines. It can be shown that, in such case, c is given by Next, consider an imaginary ray that originates at the pupil center, p, travels through the aqueous humor and cornea (effective index of refraction ≈ 1.3375) and refracts at a point r j on the corneal surface as it travels into the air (index of refraction ≈ 1), such that the refracted ray passes through the nodal point of camera j, o j , and intersects the camera image plane at a point u p,j . This refraction results in the formation of a virtual image of the pupil center (virtual pupil center), p v,j , located on the extension of the refracted ray, i.e., . some for ) (
In strict terms, the spatial location of p v,j depends on the position of the nodal point of the camera, o j , relative to the eye. Therefore, in general, the spatial location of p v,j will be slightly different for each of the two cameras. Despite this, an approximate virtual image of the pupil center, p v , can be found as the midpoint of the shortest segment defined by a point belonging to each of the lines given by (5) 
Since c is on the optic axis of the eye and assuming that p v is also on the optic axis ( Fig. 1) , (3)-(6) provide a closed-form solution for the reconstruction of the optic axis of the eye in 3-D space without the knowledge of any subject-specific eye parameter. In particular, the direction of the optic axis of the eye is given by the unit vector c p c
The PoG, g, is defined as the intersection of the visual axis, rather than the optic axis, with the scene. The visual axis is the line defined by the nodal point of the eye and the center of the fovea, and deviates from the optic axis by as much as 5º [14] . Since the nodal point is within 1 mm of the center of curvature of the cornea [14] , c, it can be assumed to be coincident with c (Fig. 1) . The estimation of the visual axis, the PoG and the angle between the optical and visual axes is described in the next section.
III. ESTIMATION OF THE VISUAL AXES, THE POINT-OF-GAZE AND THE ANGLE BETWEEN THE OPTICAL AND VISUAL AXES Two coordinate systems are used to describe the relation between the optical and visual axes of the eye. The first is a stationary right-handed Cartesian World Coordinate System (WCS) with the origin at the center of the display, the X w -axis in the horizontal direction, the Y w -axis in the vertical direction and the Z w -axis perpendicular to the display (see Fig. 2 ). The second is a non-stationary right-handed Cartesian Eye Coordinate System (ECS), which is attached to the eye, with the origin at the center of curvature of the cornea, the Z eye axis that coincides with the optical axis of the eye and X eye and Y eye axes that, in the primary gaze position, are in the horizontal and vertical directions, respectively. The X eye -Y eye plane rotates according to Listing's law [15] around the Z eye axis for different gaze directions.
In the ECS, the unknown 3-D angle between the optical and the visual axes of the eye can be expressed by the horizontal 1 , 1 The angle between the projection of the visual axis on the Xeye-Zeye plane and the Zeye axis. It is equal to 90° if the visual axis is in the -Xeye direction. α, and vertical 2 , β, components of this angle (see Fig. 2 ). The unit vector in the direction of the visual axis with respect to the ECS, ECS ν , is then expressed as
The unit vector in the direction of the visual axis with respect to the WCS, ν , can be expressed as
where R is the rotation matrix from the ECS to the WCS (independent of α and β), which can be readily calculated from the orientation of the optical axis of the eye and Listing's law [15] .
Because the visual axis goes through the center of curvature of the cornea, c, and the PoG is defined by the intersection of the visual axis with the display (Z w = 0), the PoG in the WCS is given by The objective function to be minimized is then
where the subscript i identifies the i-th gaze sample.
The above objective function is non-linear, and thus a numerical optimization procedure is required to solve for the unknown angles α Then, using (10),
where, from (8)- (9) 
and, from (11),
Using the above linear approximation, the sum of the squared distances between the left and right PoGs in the objective function (12) 
is a 4x1 vector of unknown angles. The subscript "i" is used to explicitly indicate the correspondence to the specific time instance "i" or i-th gaze sample.
The solution to (21) can be obtained in a closed form using least squares as 1 opt ( )
where the optimization over several time instances is achieved by stacking the matrices on top of each other:
Finally, the estimates of the subject-specific angles are given by
Since the objective function (21) is a linear approximation of the objective function (12) , several iterations of (14)-(24) might be needed to converge to the true minimum of the objective function (12) . In the first iteration, The above methodology to estimate the angle between the optical and visual axes is suitable for "on-line" estimation as a new matrix M i is added to M and a new vector y i is added to y for each new estimate of the centers of curvature of the corneas and optical axes.
IV. NUMERICAL SIMULATIONS
The numerical simulations use system parameters (position of light sources and camera parameters) that are similar to the parameters of the two-camera remote PoG estimation system described in [13] . The eye parameters are as follows: interpupillary distance = 60 mm; radius of curvature of the cornea = 7.8 mm; pupil radius = 4 mm; distance between the center of the pupil and the center of curvature of the cornea = 4.5 mm. . The PoGs were randomly drawn from a uniform distribution over an 80 cm x 60 cm display surface, which was defined as the plane Z w = 0.
For each eye position and PoG, the pupil boundary and the corneal reflections were first reconstructed in the WCS and then projected onto the image planes of the two cameras of the simulated PoG estimation system. White Gaussian noise with a standard deviation of 0.1 pixels (similar to the noise observed in the experimental system described in [13] ) was then added to the coordinates of the projected features (corneal reflection images (u ij ), pupil boundary image points). An ellipse was fitted to the noise-corrupted pupil boundary points in each camera image and its center (center of the pupil image) was used as an estimate of the image of the pupil center (u p,j ). Using the resulting u ij 's and u p,j 's, the centers of curvature of the corneas and the optical axes of the two eyes were estimated following the methodology described in Section II. The estimated centers of curvature of the corneas and the orientations of the optical axes were then used as inputs to the algorithm that estimates the angle between the optical and visual axes of each eye as described in Section III. The algorithm was used in an "on-line" mode. , 1000 PoGs were used to calculate the RMS error between the estimated PoGs and the actual PoGs. These calculations were repeated for 100 different sets of eye parameters and eye positions. The RMS error (± standard deviation) was 17.8 (±9.4) mm.
V. CONCLUSIONS
A novel gaze estimation methodology that does not use calibration procedures requiring active user participation was presented. Previous gaze estimation methodologies that were presented in the past as "calibration-free" estimated the PoG as the intersection of the optical axis of the eye with the scene (e.g., [10] ). Using this approach, the RMS error for the simulations described in Section IV is 52.9 (±20.1) mm. The relatively large and unpredictable (subject-dependant) PoG estimation errors of these systems limited their use. The methodology presented in this paper reduces the PoG estimation error of previous "calibration-free" methodologies by at least a factor of three. Therefore, this novel methodology can be used in applications that require more accurate covert monitoring of visual scanning patterns.
