We consider optimum feedback control strategy for computer communication network, in particular, the access control mechanism. The dynamic model representing the source and the access control system is described by a system of stochastic differential equations developed in our previous works. Simulated annealing (SA) was used to optimize the parameters of the control law based on neural network. This technique was found to be computationally intensive. In this paper, we have proposed to use a more powerful algorithm known as recursive random search (RRS). By using this technique, we have been able to reduce the computation time by a factor of five without compromising the optimality. This is very important for optimization of high-dimensional systems serving a large number of aggregate users. The results show that the proposed control law can improve the network performance by improving throughput, reducing multiplexor and TB losses, and relaxing, not avoiding, congestion.
Introduction
The widely used IP protocol offers best-effort service; it does not guarantee (specified) quality of service (QoS). As IP networks have been extensively deployed, all QoS efforts have to layer on top of the existing technology. The network architectures such as integrated service (IntServ) and differentiated service (DiffServ), which are proposed by Internet Engineering Task Force (IETF), provide QoS to deliver real-time applications effectively and efficiently. Token bucket (TB) algorithm, which is used as a filter to characterize traffic, has been employed in traffic control.
TB size and token generating rate are two major parameters of TB. The size of traffic burst cannot exceed the size of the TB, and average conformed traffic rate is limited up to the token generating rate. TB is usually used for traffic shaping, policing, and marking. In previous papers [2, 1] , we developed a TB system model and proposed feedback control laws to police traffic access. The associated control problem treated on the basis of the Hamilton-Jacobi-Bellman (HJB) equation presents formidable computational burden and in fact cannot be solved currently [1] . Instead, a simplified feedback control
Traffic model
We proposed a traffic model based on FBM [1, 8] . In general, the traffic model is composed of a drift component and a fluctuation component. In this section, we introduce the traffic models. Indicator functions are used throughout the paper. They are defined as follows. Let S denote any logical or mathematical statement. Then the indicator function of S is defined as follows: Let Ꮾ H (t) denote the FBM, associated with the Hurst parameter (self-similarity parameter) H which is used to describe the degree of LRD and the burstiness of the traffic. For any Hurst parameter H ∈ (0,1) and a (variance) scaling parameter σ 2 , the FBM satisfies the following properties:
I(S)
(1) B H (t) is Gaussian and B H (0) = 0 with probability one; N. U. Ahmed 
where C H is any constant. Note that for the given choice of the kernel K and for any
, the equality understood in the sense of their distributions. Thus this process is self-similar.
In a recent paper [1] , the authors proposed a traffic model governed by an SDE driven by FBM. This is given by the following equation:
(2.5) 
Access control mechanism
Each of the user's traffic is processed by a dedicated TB before it is passed on to the multiplexor, where they are queued up for service into the outgoing link. Considering m users, the state of the system is described by the occupancy status of all the TBs and the multiplexor giving m + 1 equations.
Let T i > 0, i = 1,2,...,m, denote the size of the ith TB, and ρ i (t) the number of tokens available at time t in the ith TB. We can use the following equation to describe the rate of change of token population, as presented in [1] :
This is simply a balance equation, where the rate of change of token population (count) is given by the algebraic sum of fresh token supply rate u i (provided the bucket is not full) and the consumption rate a i due to the arrival of traffic from the source i (subject to the condition that the corresponding bucket is not empty). Clearly, TBs will drop nonconforming packets whenever they are empty.
Let q(t) denote the state of the multiplexor measured in terms of (any suitable unit, such as bytes) space occupied in its buffer which has size Q > 0. Let C(t) denote the (outgoing) link capacity available at time t. The multiplexor injects the traffic into the link at a rate determined by the available capacity. The dynamics of the multiplexor can then be formulated as follows:
This equation describes the occupancy status of the multiplexor. The rate of change of the multiplexor queue is determined by the algebraic sum of link service rate (provided the multiplexor is not empty) and the sum of all conforming traffic rates from all the TBs (subject to the condition that the corresponding multiplexor is not full).
In order to achieve QoS satisfaction of each accessing traffic and maximum utilization of the multiplexor, the controller adjusts the token supply at each TB to control access rate of each traffic. This can be used in current networks to improve utilization by dynamically allocating bandwidth to each user [2, 1] .
Remark 3.1. Note that in developing these dynamic equations, we have assumed that both the TBs and the multiplexor are noiseless.
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Full system model
Considering (2.6), (3.1), and (3.2) and defining
we can rewrite (2.6), (3.1), and (3.2) as a system given by
This is a (2m + 1 ≡ n)-dimensional SDE describing the dynamics of our system that consists of the source (traffic) dynamics and the dynamics of the access control mechanism at the edge of a backbone network. For analysis of the system, it is more convenient to write these equations as an n-dimensional stochastic differential system. Define the state vector as ξ ≡ col{a,ρ, q}, the control vector as u, and the drift and diffusion matrices as
where F is an n-vector and G is an n × m matrix-valued function as indicated. Using these notations, we can rewrite our system in the compact form as follows:
Objective function and performance measures
Objective function.
The objective functional for a network provider proposed in [1] is given by
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The first term represents (traffic or cell) losses at TB, the second term gives the losses at the multiplexor, and the third term is a measure of service delay. The functions λ i , i = 1,2,3, are nonnegative measurable functions used as weights or importance given to each of the losses. This can be chosen by network designers to reflect as different concerns and scenarios as necessary. Note that the cost function is an implicit functional of the control policy {u}. Clearly, in terms of our final-state equation given by (4.4), the cost functional (5.1) can be compactly written as
where denotes the integrand of the expression (5.1). One of the objectives of the network provider is to improve the system performance by using control strategies that minimize this cost functional. Note that control policy has no direct influence on the source though this information must be used by the controller to achieve its goal. However, the individual sources may adjust their rates by adjusting {h i } on the basis of information regarding nonconforming traffic at the TBs. This provision requires information feedback which is not included in the model.
Other performance measures.
In addition to the concern for cell losses in the system, there are other measures of system performance which are equally important. For example, first time of occurrence of congestion and residence time in state of congestion are important factors characterizing the network performance. Here we define several related concepts.
(A) System congestion. Congestion is a state of the network resources in which the aggregate demand may exceed the capacity of the system or the multiplexor is close to its full capacity. Clearly, it is expected that congestion may result in degradation of QoS to the end users [1, 2] . For the system under consideration, we may define the congestion as follows.
Definition 5.1 (congestion). The system is said to be in state of congestion whenever the multiplexor state q enters the closed interval Q α ≡ [αQ,Q], where 0 < α ≤ 1 and Q is the multiplexor buffer size.
In general, one may consider the system to be in a state of congestion if 90% of the buffer space is occupied. In this case, one may choose α = 0.90. The value of α can be chosen arbitrarily by the service provider. Choice of α = 1 may induce traffic oscillation leading to degradation of QoS.
(B) Mean first time to congestion. Traffic loads in a network keep changing randomly, with peaks and valleys occurring during certain periods of operation. Considering the traffic observation period to be [0,T], let C T denote the set of time instants during which the multiplexor hits the congestion zone. In symbols, this is given by 
Again, we are interested in the expected value giving
Note that the cost functional given by (5.6) can be absorbed in the general functional given by (5.2) by adding the integrand of (5.6) to those of (5.1) with desired weight. Later in the sequel, we will use Monte Carlo techniques to compute functionals (5.5) and (5.7) and the measures of performance.
Control strategies
To find the optimal control for the dynamic system (5.1) with the cost functional (5.3), we may make use of dynamic programming. Let Ᏺ t be an increasing family of (right continuous) the smallest sigma algebras with respect to which the solution process {ξ(t), t ≥ 0} is measurable, and let U be a closed bounded possibly convex subset of the set R m
..,m}, where the controls can take values from it. Let ᐁ ad denote the class of Ᏺ t adapted random processes taking values from U. This is the set of admissible controls.
For any t ∈ I ≡ [0,T], let ξ(t) = x denote the state of the system given at time t. Let u ∈ ᐁ ad and suppose ξ t,x (s), s ∈ (t,T], is the unique strong solution of (5.1) starting from the state x at time t and driven by the control policy u. Define the functional
where Ψ is terminal cost, possibly representing penalty for failing to clear the traffic by the end of the observation or contract period. The value function is then given by
where ᐁ [t,T] is the restriction of ᐁ ad over the time interval [t,T] . This is the optimal cost corresponding to the starting time t ∈ [0,T] and the state x ∈ R n . Our goal is to determine the value function V and then, from this, find the optimal cost V (0,x) and the corresponding optimal control u o ∈ ᐁ ad if any. In case B is a standard Brownian motion, with values in R m , following Bellman's principle of optimality, one can easily derive the so-called HJB equation which is given by
where
Under certain regularity assumptions on the coefficients, one can prove the existence of a viscosity solution for (6.3). Given the existence of such a solution and a verification theorem, our original control problem will have a solution.
Unfortunately, the HJB equation given above has two major difficulties. Firstly, the coefficients { ,F,G} are discontinuous functions of the state variable x; secondly, the matrix GG * is singular. In other words, we have a degenerate HJB equation with discontinuous coefficients. We believe that such problems have not been considered in the literature so far. We leave this as an outstanding open problem.
In case B is a FBM, one may be able to construct an integro-partial differential equation for the value function which is more complex than the standard HJB equation.
In addition to these theoretical difficulties, there is also the computational complexity in solving the HJB equation in multidimensional space (n = 2m + 1). In case we have m = 100 users, we must solve the HJB equation (a nonlinear partial differential equation) in 201-dimensional real Euclidean space. This is beyond any super computer at this time. In view of this, we have chosen not to seek the optimum and, instead, look for simple, practically realizable but sufficiently efficient control strategies. We propose a simple feedback control law based on neural networks. Before we present this feedback law, we discuss some standard open-loop controls (OCs) used in current network management practice. We compare the performance of the feedback policy with those corresponding to open-loop strategies and show that the proposed feedback control offers superior performance compared with open-loop policies.
Open-loop control. In current practice [7] , simple OC strategies with fixed token generation rates are used. Token generation rates are chosen based on statistical properties of the user traffic such as the mean rate, peak rate, and variance. In our numerical experiments, we choose such rates as controls and compute the corresponding performance and then compare the results with those corresponding to the proposed feedback law. 
. . 
.., ; s = 1,2,...,n; r = 1,2,...,m} conveniently arranged as a vector of dimension n(m + ). All these can be compactly described by the following weighted nonlinear transformation:
where u r = N r (W,x), r = 1,2,...,m. Identifying x with the state vector (a,ρ, q) and substituting the control law given by (6.6) into the state equation (5.1), we arrive at the closed-loop system given by The corresponding cost functional (5.3) may now be written as a function of the weight vector W:
where now the state obviously depends on the choice of W. This is the functional to be minimized by an appropriate choice of the weight. In a previous paper [1] , we have used SA algorithm to find the lowest cost and the corresponding weights. In this paper, we have used RRS technique which appears to be much faster as illustrated by our numerical results shown in Table 8 .2. For details on the RRS algorithm, see [10] .
Basic data used for simulation experiments
For numerical simulation, we assume the system has a simple scenario comprised of three traffic sources policed by three TBs with their (conforming) outputs multiplexed by a single multiplexor.
System parameters used for simulation.
In all the numerical experiments, we make the following three assumptions. First, the traffic generated by the three independent sources has the same statistical characteristics such as mean rate and variance. Second, the unit of tokens is measured in terms of bytes, and one byte is consumed for one byte of traffic. Third, there is no feedback control delay. Depending on the requirements of different applications, the weights chosen for TB losses, multiplexor loss, and penalty for delay can be taken differently. For some applications, it is preferable to drop packets at TBs rather than at the multiplexor. In our experiments, we give the largest weight to losses at the multiplexor. The losses at TB are weighted more heavily than those for delay. We choose λ 1 (t) = 5, λ 2 (t) = 10, and λ 3 (t) = 0.1 for all i. System configuration and parameters are given in Table 7 .1; here K represents the number of time intervals in a trace and M is the number of sample paths. State initialization is set as ρ i (t 0 ) = 0, i = 1,2,3, q(t 0 ) = 0.
The structure of neural network that is used for the experiment is shown in Table 7 .2.
Specification of traffic traces.
Different 4-second (traffic) traces are used as our traffic sources. We use FBM to generate the traffic through the SDE (2.5). Based on Bellcore real traffic, we calculated the Hurst parameter to be 0.7625. This is then used as the Hurst parameter for the FBM which, in turn, determines the traffic via the SDE (2.5). Since we use the Monte Carlo method to calculate the expected values, the number of sample paths required for numerical experiments is crucial and has to be determined carefully.
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Control
Cost J strategies This number is very strongly dependent on the variance of the traffic. The larger the variance, the larger the number of sample paths required. See [1] for details. For numerical computation, we found 300 sample paths to be sufficient.
Numerical results
In order to study the performance of the system and the feedback control law, we compute the objective functional (5.1) and other measures of performance given by the expected values (5.5) and (5.7). We consider three OC laws: open loop with token generation rate equal to the channel capacity, which is denoted by (OPC), open loop with mean incoming traffic rate (total mean incoming traffic rate for our experiment is 4.0994 Mbps), denoted by (OPM), and open loop with peak incoming traffic rate denoted by (OPP). The corresponding results are compared with those corresponding to the feedback control law. The first two rows of Table 8 .1 show, for four different channel capacities (C = 2,3,4, 5Mbps), the cost corresponding to feedback control law based on neural network optimized by use of SA and RRS, respectively. The last three rows show similar results associated with OC laws: OPC, OPM, and OPP as described above. It is clear from this table that for any given control strategy, the cost decreases as the channel capacity increases. Similarly, for any given channel capacity, the costs corresponding to feedback controls are much less than those corresponding to OCs. 
Control
First time to congestion (ms) Residence time (ms) strategies 
Optimization
Computation time (h) methods The mean first time to congestion and mean residence time in the state of congestion for different control strategies and channel capacities are given in Table 8 .2. For any given control strategy, the first time to congestion increases with increasing channel capacity, while the residence time decreases as expected. Also, we note that the feedback control reduces the chance (probability) of congestion by way of increasing the mean first time to congestion. Further, it reduces the mean residence time in the state of congestion. It is clear from these results that the performance of the feedback control law is superior to those of OCs.
Further, we observe that the cost corresponding to feedback control law, optimized using SA algorithm, is somewhat less than that optimized using RRS algorithm. However, the computation time (we used Matlab 6.5 and Pentium 4 1.8 G) for RRS algorithm is five times shorter than that of SA. This is a remarkable improvement compared with the corresponding results of our paper [1] where SA algorithm was used. Thus for highdimensional problems arising from a large number of users connected to a large network, the RRS algorithm is most suitable. This is shown in Table 8 .3.
We use RRS algorithm to search in the space of weights W ∈ R n(m+ ) for the minimal cost and the corresponding weight W o . This is done for two different situations: (i) feedback control based on full information {a, ρ, q} and (ii) feedback control based on partial information {ρ, q}. For case (i), we have used {a, ρ, q} as the input to the neural network, while for case (ii), the input is {ρ, q}. It is clear that case (i) requires elaborate source monitoring which is too costly. The optimal cost associated with case (ii), as shown in Figure 8 
Conclusion
We have developed a continuous-time stochastic traffic model that captures the network traffic characteristics of self-similarity, LRD, and nonnegativity as observed in real networks. This model is then combined and coupled with the system describing the dynamics of the TB access control mechanism and the multiplexor. An objective functional reflecting the losses at the TBs and the multiplexor, including the service delay, is used to evaluate the performance of the system. We have proposed a feedback control law based on neural network with full or partial information. In case of full information, we use incoming traffic and the system state as the input and for partial information, we use only state as the input. The output of the neural network is the control. We have used SA algorithm and RRS algorithm to compute the optimum parameters determining the optimal feedback law.
The numerical results clearly demonstrate that this feedback system can improve performance. Compared with SA algorithm, RRS algorithm has a slightly higher cost but can save significant computation time. To achieve optimum performance, one must solve the complex HJB equation. By using the proposed control law, we have avoided this complexity and achieved good performance.
