Production data from most fractured-horizontal wells in gas and liquid-rich unconventional reservoirs plot as straight lines with a one half slope on a log-log plot of rate versus time. This production signature (half slope) is identical to that expected from a one-dimensional linear flow from reservoir matrix to the fracture face, when production occurs at constant-bottomhole pressure. In addition, microseismic data obtained around these fractured wells suggest that an area of enhanced permeability is developed around the horizontal well, and outside this region is an undisturbed part of the reservoir with low permeability. Based on these observations geoscientists have, in general, adopted the conceptual double-porosity model in modeling production from fractured horizontal wells in unconventional reservoirs. The analytical solution to this mathematical model exists in Laplace space but it cannot be inverted back to real-time space without using a numerical inversion algorithm. We present a new approximate analytical solution to the double-porosity model in real-time space and its use in modeling and forecasting production from unconventional-oil reservoirs.
Introduction
Many studies have been published that focus on the solution of the double porosity model for flow in hydraulically fractured horizontal wells. Barenblatt and Zheltov (1960) presented the first formulation of the double-porosity model. Warren and Root (1962) presented the first application of the double-porosity model to flow problems in the petroleum industry. Since then many authors (de Swaan, 1976; Mayerhofer, 2006; Carlson and Mercer, 1989; El-Banbi, 1998; Ozkan et al., 1987) have presented applications of the model.
All the analytical solutions presented have all been in Laplace space and have had to be numerically transformed to real time space using some form of inversion algorithm of which the Stehfest algorithm (Stehfest 1970 ) is the most popular. More recently, Bello and Wattenbarger (2008) presented the solution to the double porosity model for linear flow in which they were able to obtain closed form analytical solutions for certain ranges of time. To do this they broke their Laplace space solution in to smaller bits using special properties of the solution which they could invert to real-time space. This piece-wise solution would have to be applied sequentially. Samandarli et al. (2011) presented the application of this solution to history matching and forecasting the performance of shale gas wells. Song (2014) presented a finite-difference solution to this problem and its application to oil production from hydraulically fractured wells.
In this study, we present an approximate analytical solution to the double-porosity model in real-time space that is valid across all time domains, that is, it is a continuous function that is valid during the transient and late time flow from the fracture and matrix. We validate our solution against numerical simulation and also show that our solution reproduces the production behavior obtained from the inverted Laplace space solution. We also present example applications of our solution to field data. Fig. 1 is a schematic diagram of a hydraulically fractured horizontal well where the fractures are perpendicular to the wellbore. Between successive fractures are low-permeability reservoir matrices. We assumed that the fracture face is at a constant pressure that is equal to the bottom-hole well pressure of the well. The dashed red lines represent the no-flow boundaries created by the interference of flow from the matrix into the fracture face. We made the following assumptions in the model development:
Model Development
1. Flow is single phase and slightly compressible, 2. Flow occurs in the reservoir isothermally, 3. The reservoir is isotropic and homogeneous in each compartment, 4. There is no direct communication between the matrix and wellbore, 5. There is a large contrast in permeability between the fracture and matrix compartments, 6. Neglect secondary effects such as stress dependent permeability (porosity) and desorption.
The system of equations that describes this conceptual model is presented as follows; for the low permeability reservoir matrix. The governing partial differential equation, initial condition and boundary conditions are summarized below as:
(1)
Eq. 1 is the diffusivity equation for the reservoir matrix and Eq. 2 is the constant pressure initial condition. Eq. 3 means that there is a no-flow boundary at the external boundary of the reservoir matrix. Eq. 4 states that flow from the matrix into the fracture face (x ϭ x wf ) is equal to the out flow from the fracture face. Eq. 5 states that there is a no-flow boundary at the external boundary of the reservoir matrix in the y-direction and Eq. 6 states that there is no interaction between the reservoir matrix and the wellbore, that is, there is no cross flow from the matrix into the wellbore. Eqs. 7 and 8 are no flow boundary conditions and they model the fact that the reservoir is sealed at the top and bottom boundaries.
For the fracture, we have:
Eq. 9 is the diffusivity equation for the fracture for which Eq. 10 is the initial condition. Eq. 11 is the no-flow boundary at the fracture tip. Eq. 12 states that at the wellbore, the fracture pressure is equal to the wellbore pressure and is constant. Eq. 13 states that there is no flow across the center of the fracture (symmetry) and Eq. 14 is identical to Eq. 4 and they have the same physical meaning. Eqs. 15 and 16 are no flow boundary conditions at the top and bottom of the reservoir, they represent the fact that the reservoir is sealed at the top and bottom boundaries.
Eqs. 1 and 9 form a coupled system of partial differential equations (PDEs) because of the boundary condition defined by Eqs. 4 and 14. We are interested in developing a rate-time relation for forecasting production rate from a system described by these set of equations. To achieve this goal we eliminate the spatial dependence in Eqs. 1 and 9 by integrating over the spatial (x, y and z) domains, respectively, and using the boundary conditions (Walsh and Lake, 2003) to obtain:
The details of this derivation and its solution can be found in Ogunyomi (2014) and Appendix A. In Eq. 18, is the average fracture pressure, p f is the net flow rate out of the fracture compartment and q m is the net matrix flow in to the fracture compartment from the matrix. We have thus transformed the system of PDEs in to a system of ordinary differential equations (ODEs). The problem is now a two-compartment problem.
One advantage of transforming the system of PDEs into a system of ODEs is that it is easier to solve for the producing rate. Another advantage is that it eliminates the need to know the specific location and geometry/dimensions of the fracture(s). Nobakht et al. (2013) and Ambrose et al. (2011) presented a method of forecasting production from a multi-fractured horizontal well that considered planar hydraulic fractures of different lengths. This new model from this study applies to fractures of any arbitrary shape or geometry (planar or otherwise). Fig. 2 is a simplified representation of the new problem, which is a schematic representation of the reservoir as a two-compartment system in serial flow. The first compartment can be thought of as the aggregated volume of all the fractures in the reservoir. It is the only compartment connected directly to the wellbore. The average pressure in compartment one is and the flow rate from this compartment into the wellbore is q f . The second compartment is the aggregated volume of the reservoir matrix. The average pressure in the second compartment is . The matrix compartment does not communicate directly with the wellbore; it only has a cross flow term, q m , into the fracture compartment.
The next step in the solution is to eliminate the average pressures in Eqs. 17 and 18 by using a relationship between the average reservoir pressure and flow rate. This step is achieved by using an analytical solution to the one dimensional linear flow problem (Wattenbarger et al., 1998 , Bello et al., 2009 and Patzek et al. 2014 with constant pressure at the fracture face; from which the average reservoir pressure, as shown in Appendix B is given by:
Eq. 19 is the complete solution that includes the transient and late-time solutions. This is an important point because flow in unconventional formations exhibit long periods of transient-linear flow and a useful model must be able to predict production for early and late-time flow. Writing Eq. 19 for the fracture and matrix compartments respectively, we have:
Where:
: Dimensionless production rate for the nth normal mode for the fracture compartment : Dimensionless production rate for the nth normal mode for the matrix compartment : Initial production rate from the fracture's nth normal mode Eq. 19 was derived with the assumption that the pressure at the fracture face is constant and equal to the wellbore pressure p wf . In writing Eq. 21 for the matrix compartment, we have assumed that a constant p wf solution is valid even when it is changing. This assumption is a good approximation when there is a large contrast in permeability between the two adjacent compartments because the high permeability of the fracture compartment ensures a quick pressure equilibration with the wellbore pressure in the fracture compartment and, hence, the pressure at the interface between the two compartments is approximately constant. This assumption was crucial in attaining the final solution.
Substituting Eqs. 20 and 21 into Eqs. 17 and 18 and after some mathematical manipulations (Ogunyomi 2014) we obtain:
: Fracture time constant : Matrix time constant
Cross flow transmissibility factor f and m are the fracture and matrix time constants respectively. The parameters in the solution are now time constants and transmissibilities, not pore volumes and permeabilities as in the original problem statement. Cao (2014) presented a detailed discussion of the physical meaning of time constants for immature and mature waterfloods; in this study these time constants are for primary recovery and physically they indicate how fast the volumes in each compartment would be drained. The index n in Eqs. 22 and 23 are the normal modes (independent solutions). Consequently, we can solve the system of ODEs represented by Eqs. 22 and 23 for each mode. We then sum these solutions to obtain the complete solution to the problem. We rewrite this system of ODEs in matrix-vector form for each normal mode as shown below and then solve it with eigenvalue-diagonalization.
The initial conditions to solve the system represented by Eq. 24 are:
Eq. 25 simply states that at time, t ϭ 0, the production rate from the fracture volume is equal to a finite value of q fi . While Eq. 26 states that at time, t ϭ 0, the production rate from the matrix volume is equal to zero, q m i . This is because at time zero the pressure everywhere in the formation is equal to the initial reservoir pressure and, as a result, there is no pressure gradient for flow from the matrix into the fracture because the pressure the fracture/matrix interface is still at the initial reservoir pressure.
We solved Eq. 24 by the eigenvalue-decomposition method, as shown in Appendix C, to obtain the following expression:
Eq. 27 is the approximate analytical solution to the double porosity model. The negative sign under the square root of the eigenvalues in Eq. 27 is necessary because the eigenvalues are always negative. Details of the derivation can be found in Ogunyomi (2014) . The definition of the model parameters are summarized below:
(28)
Eqs. 28 and 29 are the eigenvalues of the A matrix of the system of ODEs in Eq. 24. These equations show the mathematical relationship between the eigenvalues and the fracture, matrix time constants, the transmissibility coefficient between the fracture and the matrix compartment and the ratio of their permeabilities. Note that and ␥ are the first components of the eigenvector corresponding to the eigenvalues in Eqs. 28 and 29, and the other components are one. Physically, ␥ 1 and ␥ 2 are the time constants of an equivalent parallel flow model that will yield the same results as the original problem when appropriately weighted with the eigenvectors. One can regard Eqs. 28 through 31 as expressions for scaling parameters that can be used to transform a two compartment series flow model into a two compartment parallel-flow model without crossflow. A generalizatioin of this solution to three compartments is available in Ogunyomi (2014).
Model Validation
We validate the approximate analytical solution to the double-porosity model, represented by Eq. 27, with a synthetic case. We developed it with a commercial black oil, finite-difference simulator. The model used in the synthetic case was two-dimensional (2D) and has two adjoining reservoir compartments in which the compartment containing the producing well has a higher permeability than the second compartment.
The compartment with the high permeability can be thought of as the aggregated collection of the fracture volume while the second compartment represents the reservoir matrix with lower permeability. The simulation uses spatially resolved permeability cells, which is the main difference between it and the approximate analytical solution. The volume of the fracture (high permeability) compartment is equal to 25% of the volume of the matrix (low permeability) compartment. All other properties are identical for the two compartments. Table 1 summarizes the other inputs for the synthetic case.
To validate the approximate analytical model, the production rate obtained from running the synthetic case is matched to the production rate obtained from the approximate analytical solution. Fig. 4 presents a comparison of the production rate obtained from the synthetic case and the approximate analytical solution.
The production history in Fig. 4 exhibits two time scales; the first time scale initially starts as a straight line with a slope of one-half, which indicates transient-linear flow in one dimension. This flow regime is followed by an exponential decline that indicates boundary dominated flow (BDF) from the first compartment. Following the dissipation of BDF from the first compartment the second compartment starts with an expected straight line with half slope signature. This transient flow regime is then followed by an Table 2 summarizes the fitting parameters for the analytical solution.
Comparison of Approximate Analytical Solution with the Laplace-Space Solution
In this section, we present a comparison of the analytical solution derived in the previous section with the Laplace-space solution to the double porosity model. The solution to Eqs. 1 through 14 using Laplace transforms is given as: 
: Dimensionless distance in the y-direction : Inter-porosity transfer parameter : Storativity ratio
The solution given by Eq. 32 is the constant-pressure solution; that is, it assumes an instantaneous constant pressure at the fracture face. The details of the derivation of this solution can be found in Bello et al. (2009) . A problem with using this solution is that it cannot be inverted back into the real-time space to obtain a closed-form analytical solution; hence, we employ a numerical-inversion algorithm to compute pressures and rate from this solution. From this solution, we obtain the production rate at the fracture face by taking the derivative of Eq. 32 and evaluating its value at the fracture face; that is, (33) Bello et al. (2008) provided a detailed sensitivity analysis on Eq. 33 to understand how the model parameters affect its production characteristics. We summarize the result of this sensitivity analysis next. Fig. 5 is a plot of the dimensionless rate versus dimensionless time where the inter-porosity transfer parameter and the storativity ratio have been varied. The physical meaning of the general characteristic observed on this plot can be explained as follows; at the start of production, flow is predominantly linear with a slope of one-half, which represents transient flow from the fracture. Thereafter, an exponential decline period sets in when the effect of the fracture boundary is felt. Following this flow period, another linear-flow period starts (also characterized by a one-half slope) representing transient flow from the reservoir matrix. After this transient flow period another exponential decline period is observed and this is the effect of the external boundary of the matrix (Walsh and Lake 2003) . We now compare the production rate from the approximate analytical solution, Eq. 27, to the production rate from the inverted Laplace-space analytical solution, Eq. 33. For the approximate analytical solution to be useful, it should reasonably reproduce the observed characteristics in Fig. 5 . The results of this comparison for three cases are shown in Fig. 6 .
In Fig. 6 , case 1 shows the history match for ϭ 1E-3 and ϭ 1E-5, case 2 shows the history match for ϭ 1E-1 and ϭ 1E-5 and case 3 shows the history match for ϭ 1E-1 and ϭ 1E-9. Clearly, Fig. 6 suggests that the production rate predicted by the approximate analytical solution provides a good match to the production rate predicted by the Laplace-space solution.
Analysis of model parameters

Physical meaning of the model parameters
The definition of the time constants in the approximate analytical solution is identical in definition to that defined in the capacitance resistance model (CRM). As a result, we conclude that it has a similar physical meaning. In the CRM, Nguyen et al. (2012) and Cao et al. (2014) , following the work of Seborg et al. (2003) , have defined the time constant to be the time it takes for 63.2 percent of a pressure pulse input to be observed as the output. The input pulse for our model would be the pressure difference that is responsible for flow. In the CRM, it is the injection rate.
Inferring fracture and matrix volume from model parameters
In this section, we investigate the possibility of estimating the size (volume) of the fractures induced by the hydraulic fracture and the reservoir matrix from the model parameters with the approximate analytical solution. To accomplish this task, we took the following steps:
1. Build a numerical model with two compartments where one compartment has a high permeability and the second compartment has a low permeability with a commercial reservoir simulator. 2. Perform a history match of the production rate from the numerical model to the approximate analytical solution to obtain the model parameters. 3. Change the relative volume of each compartment in the numerical simulation model while keeping The model parameters considered for this analysis are the fracture compartment time constant ( m ), the matrix compartment time constant ( f ) and the initial fracture production rate (q fi ). The numerical model used for this analysis is identical to that presented in Fig. 3 and the model used is Eq. 27. The result of this numerical experiment is summarized in Table 3 ; it presents a summary of the cases considered and the model parameters obtained from the history matching exercise. Fig. 7a . presents the crossplot of the fracture time constant and the pore volume of the high permeability compartment, whereas Fig. 7b presents the same for the low-permeability compartment. From Fig. 7a as the pore volume of the high permeability compartment increases the fracture time constant increases, indicating a positive correlation between them. The coefficient of determination is large, R 2 ϭ 0.98. Recall that the fracture time constant is defined as , where v p f is the fracture pore volume. This definition of the fracture time constant suggests that we can infer the size of the fracture volume from the value of the fracture time constant. In contrast, Fig. 7b suggests that the fracture time constant decreases with increasing pore volume of the low-permeability compartment. This figure also has a high coefficient of determination, R 2 ϭ 0.98. This observation is because of the fact that the fracture volume shares a boundary with the matrix volume and this shared boundary was held constant during this experiment while the other boundaries changed. Fig. 8a is the cross plot of the matrix time constant and the pore volume of the high permeability compartment, whereas Fig. 8b represents the same for the low permeability compartment. Fig. 8a suggests that, as the pore volume of the high permeability compartment increases, the matrix time constant decreases. This relationship indicates a negative correlation between them. The coefficient of determination is high, R 2 ϭ 1.0, suggesting that there is a relationship between the size of the fracture volume and the matrix time constant. This transmissibility factor is a function of the fracture dimension. From Fig. 8b , we observe that as the pore volume of the low-permeability compartment increases, the matrix time constant increases. This observation is expected because in the definition of the matrix time constant, as shown above, the matrix time constant is directly related to the matrix pore volume, v p m . This cross-plot also has a high coefficient of determination.
Fracture time constant
Matrix time constant
Initial production rate Fig. 9a presents a cross plot of the initial production rate and the pore volume of the high permeability compartment. Fig. 9b is the cross plot of the initial production rate and the pore volume of the low permeability compartment. From Fig. 9a as the pore volume of the high permeability compartment increases the initial production rate from the fracture decreases, indicating a negative correlation between them. The coefficient of determination is high, R 2 ϭ 0.84, suggesting that we can infer the size of the fracture volume from the initial production rate from the fracture. The definition of the initial production rate is given as q fi ϭ (p ip wf )k f A f /L f . We note that A f ϭ hw f and pf ϭ A f L f in the numerical simulation model. In the experiments conducted, when we increased the fracture pore volume we increased L f and as this variable is in the denominator of the definition of q fi . From this definition there is an inverse relationship between the initial production rate and the fracture volume, which explains the observation in Fig. 9a .
From Fig. 9b we see that as the pore volume of the low permeability (matrix) compartment increases the initial production rate from the fracture increases. This observation is consistent with the fact that the total pore volume of the reservoir was kept constant, which implies that by increasing the fracture pore volume we decrease the matrix pore volume,
Therefore the initial production rate should increase as the matrix pore volume is increased. Given the good correlation, we can estimate the matrix pore volume from the initial production rate.
Model's Application to Field Data
We present example applications of the approximate solution to field data and demonstrate how to use it to estimate reserves from hydraulically fractured horizontal wells in liquid rich unconventional formations. The model was fitted to production rate data from 88 hydraulically fractured horizontal wells (Ogunyomi 2014). All the fits obtained were within the limits engineering accuracy. To apply the model to field data from a well, we fit the model to available historical production rate data from the well to obtain the model parameters by minimizing the squared difference between the model estimates and the field production data, that is, by changing f , m and . After obtaining the model parameters, we proceed to forecast future production rates and cumulative production until 100,000 days. We present two example applications of the model to this data set.
Example 1
For this example, we summarized the well details in Table 4 . This well has been on production for 1,136 days. Fig. 10a presents both the rate and tubinghead pressure on a log-log plot. on a log-log plot. The figure suggests that the production rate is relatively constant until about 90 days after which the production rate from the well declined exponential until it started declining with a slope of one-half. The tubinghead pressure for this well declined with a slope of one half until about 90 days (transient flow) after which it declined with a slope of one indicating BDF until about 100 days when it becomes constant. If we assume that production during the first 100 days is from the fracture volume and the production after 100 days is from the matrix then we can match the model to this data making sure we match the exponential decline and the half-slope portions of the data. Fig. 10b presents the results of the rate history match and future performance. This figure contains three plots, the original production data (red markers), the history match (green colored markers) and the forecast (black markers). We summarized the model parameters obtained from the history match exercise in Table 5 . The mismatch at the start of the production history is because the well was produced at a variable bottomhole pressure during this period while the model presented is based on the assumption that the wellbore pressure is constant. After obtaining the model parameters from the history match exercise we use the model to forecast future production rate and reserves until 10,000 days. Fig. 10c presents the performance forecasting results.
Example 2
We summarized the well details for this example in Table 4 . This well has been on production for 531 days. The production rate from this well is shown in Fig. 11a on a log-log plot. This figure suggests that the production rate is relatively constant until about 10 days after which the well declined exponentially until it started declining with a slope of one-half. The tubinghead pressure for this well started declining with a slope of one-half (indicating transient flow) until about 10 days after which it started declineing with a slope of one (indicating boundary dominated flow). After about 100 days the tubinghead pressure was relatively constant. Again if we assume that production during the first 100 days is from the fracture volume and the production after 100 days is from the matrix then we can match the model to this data making sure we match the exponential decline and the half-slope portions of the data. The result of the production rate history match is shown in Fig. 11b and that of future performance in Fig. 11c . This figure contains three plots, the original production data (red markers), the history match (green colored markers) and the forecast (black markers). From this figure we have matched the exponential decline portion of the rate data and we also matched the linear decline portion of the rate data. We have summarized the model parameters obtained from the history match exercise in Table 5 . After obtaining the model parameters from the history match exercise, the model was used to forecast future production rate and cumulative production until 8,000 days. The result of the forecasting process is shown in Fig. 11c .
The model parameters obtained from these two examples and others not shown here are all functions of the well and reservoir properties. Consequently, the forecasted results have high degree of confidence particularly when the fracture/reservoir interface was observed in the production rate data, which provided an opportunity for defining the geometry of the adjoining compartment.
Discussion
A generally accepted conceptual model for fractured horizontal wells is that a stimulated reservoir volume (SRV) develops around the fractured well and there is a region of un-damaged reservoir beyond the SRV (Miller et al. 2010 ). The SRV is expected to be comprised of a complex network of fractures of different geometries ranging from planar, curved, slanted etc and of different lengths. However, for ease of solution, existing "physics" based models assume that the hydraulic fractures are planar and perpendicular to the wellbore. The new solution presented in this work overcomes this limitation of existing models because the assumption of planar fractures is not necessary.
Most empirical models do not account for the second time scale and the end of transient linear flow must be determined arbitrarily before switching to a boundary dominated flow model. The new solution presented here also eliminates this limitation of empirical models. For cases where there is no production data from the second time scale the single porosity solution should be used. This solution is shown below:
In Eq. 34, the first term accounts for BDF and the second term is the transient solution. The dimensionless time t D is defined as where is the time constant of compartment 1 and t is time. The details of the derivation of Eq. 34 are in Ogunyomi (2014).
We have shown that the model parameters derived from the use of the new solution are functions of the reservoir and well completion properties. Particularly, the model parameters can be used to estimate the drainage volume of a well; this characteristic of the model could have potential application in in-fill drilling and well spacing optimization studies. Because the model has a closed analytical form, it is especially suited for optimization studies that account for uncertainties in reservoir properties and the outcome of well stimulation (hydraulic fracturing) jobs.
Conclusions
The main goal of this work was to develop a rate-time relationship to predict realistic future performance from hydraulically fractured horizontal wells in unconventional formations. We summarize the major findings below: 1. A simple rate-time relationship is presented to predict well performance in stimulated unconventional reservoirs with a double-porosity model. The model developed is valid for all flow regimes (transient and pseudosteady state, including the transition period) and it is a function of reservoir and well properties. 2. The solution presented, although approximate, was validated with numerical flow simulation results and was shown to accurately reproduce the production rate history and the expected ultimate recovery. 3. The model identifies different flow regimes observed both in the synthetic and field production data, thereby largely finessing limitations of other empirically derived models. One of the model's attributes is that it always extrapolates to a finite cumulative-production volume. 4. We also demonstrated the utility of the model for practicing engineers by presenting example applications to field production data.
ϭFirst element of the eigen-vector corresponding to the other element is 1, dimensionless ␥ ϭFirst element of the eigen-vector corresponding to the other element is 1, dimensionless (A-9) Evaluating the integrals in Eq. A-9 we obtain: (A-10)
In Eq. A-10, we have made use of .
Multiplying Eq. A-10 by and applying the boundary conditions from Eqs. 11 and 13 we obtain:
(A-11)
Noting that and pf ϭ f b f , Eq. A-11 can be written as:
(A-12)
From the boundary condition given by Eq. 14, substituting this into Eq. A-12 and it becomes (A-13)
By noting that, then Eq. A-13 is rewritten as:
(A-14)
By eliminating the spatial dependence in Eqs. 1 and 9 we have transformed a microscopic mass balance equation to a macroscopic mass balance equation. The microscopic mass balance equation describes mass balance at a point while the macroscopic equation describes the mass balance for a finite system, Walsh and Lake (2003) . Therefore the model parameters in the macroscopic equation are the average properties in the finite volume.
(C-9)
To arrive at the final form of the solution we eliminate the infinite sum in Eq. C-8 by converting the discrete sum to an integral to obtain: (C-10)
