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Compactified Yang-Mills theories with one universal extra dimension were found [Phys. Rev. D
82, 116012 (2010)] to exhibit two types of gauge invariances: the standard gauge transformations
(SGTs) and the nonstandard gauge transformations (NSGTs). In the present work we show that
these transformations are not exclusive to compactified scenarios. Introducing a notion of hidden
symmetry, based on the fundamental concept of canonical transformation, we analyse three different
gauge systems, each of which is mapped to a certain effective theory that is invariant under the so-
called SGTs and NSGTs. The systems under discussion are: (i) four dimensional pure SU(3) Yang-
Mills theory, (ii) four dimensional SU(3) Yang-Mills with spontaneous symmetry breaking, and (iii)
pure Yang-Mills theory with one universal compact extra dimension. The canonical transformation,
that induces the notion of hidden symmetry, maps objects with well defined transformation laws
under a gauge group G to well defined objects under a non-trivial subgroup H ⊂ G. In the case
where spontaneous symmetry breaking is present, the set of SGTs corresponds to the group into
which the original gauge group is broken into, whereas the NSGTs are associated to the broken
generators and can be used to define the unitary gauge. For the system (iii), the SGTs coincide
with the gauge group SU(N,M4), whereas the NSGTs do not form a group; in this system the
‘fundamental’ theory and the effective one are shown to be classically equivalent.
PACS numbers: 11.10.Kk, 11.15.-q, 14.70.Pw, 14.80.Rt
I. INTRODUCTION
Recently, the ATLAS [1] and CMS [2] experiments at the Large Hadron Collider reported the presence of a scalar
boson with mass in the range 125− 126GeV that is compatible with the Standard Model Higgs boson. If couplings
of this particle to pairs of W and Z weak gauge bosons are found to coincide with those predicted by the Standard
Model in subsequent analysis of experimental data, the Higgs mechanism [3] will be firmly established as a genuine
phenomenon of nature. Since the Higgs mechanism endows gauge bosons with mass through absorption of Goldstone
bosons [4], resulting in spontaneous symmetry breaking (SSB), experimental data would confirm that the weak
interaction is spontaneously broken. This in turn would validate the existence of a degenerate vacuum as the source
of elementary particle masses and constitutes a good motivation to investigate new mechanisms of mass generation. In
particular, it is interesting to study some kind of source, alternative to spontaneous symmetry breaking, that still allows
the Higgs mechanism to operate. In this direction, it is already known that gauge theories formulated on spacetime
manifolds with compact extra dimensions [5] enable endowing with mass the Kaluza-Klein gauge excitations in the
absence of degenerate vacuum. Although in these theories there are pseudo-Goldstone bosons, thus allowing the Higgs
mechanism to operate, they do not correspond to genuine Goldstone bosons in the sense of spontaneous breakdown
of a global symmetry. The emergent pseudo-Goldstone bosons in Kaluza-Klein theories are directly generated by
compactification of the spatial extra dimensions.
In this work we clarify the gauge structure of pure Yang-Mills theories formulated on spacetime manifolds with
compact spatial extra dimensions through a novel notion of hidden symmetry. Some theoretical aspects of these
theories have already been studied in Refs. [6–9]. Also, they have been the subject of important phenomenological
interest in the context of dark matter [10], neutrino physics [11], Higgs physics [12], flavor physics [13], hadronic and
linear colliders [14], and electroweak gauge couplings [15]. In Ref. [6], some results in the context of a pure Yang-
Mills theory with one universal extra dimension (UED) were presented. For instance, the necessity of explaining
the gauge structure of the compactified theory in order to quantize it was emphasized. In particular, it was noticed
that as a consequence of compactification, the original gauge transformations split into two classes: the standard
gauge transformations (SGTs) and the nonstandard gauge transformations (NSGTs). In the following pages these
transformations are formulated, via a certain canonical transformation, within the framework of hidden symmetry.
The concept of hidden symmetry is usually associated to theories in which SSB occurs; however, we will show that
this is not exclusive to theories of this kind. A symmetry, encoded in a gauge group G, can also be hidden if there is a
canonical transformation that maps well defined objects under the group G to well defined objects under a subgroup
H ⊂ G. As we will show below, this transformation is crucial to understanding a hidden symmetry in this context.
2It is at the level of the remaining symmetry that SGTs and NSGTs find a clear interpretation. The set of SGTs
forms a group which coincides with the subgroup H , whereas the set of NSGTs does not form a group, as will be
shown. Nevertheless, the phenomenon of SSB can be fit into this general scenario. When a scalar sector that leads to
a degenerate vacuum which is invariant under the subgroup H is introduced, the NSGTs are associated to the broken
generators of the group G.
The novel point of view of hidden symmetry given in this paper will be exemplified by studying in detail three
gauge models. The first of them shows that our notion of hidden symmetry is not necessarily embedded either in a
compactification scheme from a higher dimensional theory or in a theory that presents SSB. Using the four dimensional
pure SU(3) Yang-Mills theory, we explicitly construct a canonical transformation which maps gauge fields of SU(3)
into gauge fields, two doublets and a singlet with respect to the subgroup SU(2). In this case, the SU(3) symmetry is
hidden into the SGTs and NSGTs, which correspond to transformations in SU(2) and transformations related with
the five remainder generators of SU(3), respectively.
The second model under consideration is an SU(3) Yang-Mills theory with a renormalizable scalar sector that
presents SSB; our canonical transformation will decompose the SU(3) Yang-Mills connection and the matter scalar
into well defined objects with respect to SU(2). The new ingredients in the analysis of this model are twofold. On
one hand, these will help us to compare a hidden symmetry arising from SSB with a hidden symmetry in terms of
the suitable canonical transformation. On the other hand, they will provide a way to clarify the physical meaning of
the NSGTs by showing that the unitary gauge corresponds to a particular transformation of this type.
The third system on which we focus our attention is an effective theory that results from compactifying the spatial
extra dimension of a manifold M5 on which a pure Yang-Mills theory is defined. The compactification scheme is
achieved along the same lines of Ref. [6]. The basic fields of the higher dimensional theory are gauge fields under the
gauge group SU(N,M5)–that is, the group SU(N) with gauge parameters propagating in the bulk M5. Defined on
the Minkowski spacetime M4, the effective theory existing alongside carries the four-dimensional Fourier modes of
the five-dimensional gauge fields as basic fields; we show that Fourier expansions in this case determine a canonical
transformation which maps well defined objects under SU(N,M5) to well defined objects under SU(N,M4). In our
terminology, the gauge symmetry of the higher-dimensional theory is just hidden in the lower-dimensional theory
–that is, SU(N,M5) is codified in the SGTs and NSGTs, the former being represented by SU(N,M4). It is worth
noticing that in the effective theory there emerge a massless scalar bosons which can be removed by a specific
NSGT, these correspond to pseudo-Goldstone bosons which remarkably do not arise from SSB mechanism; in this
scenario, compactification does not involve broken generators; it entails a change in the support manifold of the group
parameters. The specific NSGT to eliminate the pseudo-Goldstone bosons can hence be interpreted as a unitary
gauge [6].
The suitable canonical transformations found in these systems, through which the original symmetry is hidden,
permeates at the level of the Dirac algorithm for constrained systems. In each case, the primary Hamiltonian and each
generation of constraints, of the theory manifestly invariant under the group G, are mapped onto the corresponding
primary Hamiltonian and generation of constraints, present in the theory invariant under SGTs and NSGTs. Since
every model we analyzed is a first-class constraint system, this implies that the canonical transformation for each case
maps the gauge generator of the groupG onto the gauge generators of the SGTs and NSGTs. This result is particularly
interesting for the third system, as it implies that the gauge structure of the higher-dimensional theory is certainly
rewritten in terms of SGTs and NSGTs; by counting degrees of freedom, we will show that the five-dimensional and
the effective theory are equivalent at the classical level.
The rest of the paper has been organized as follows: In Sec. II, the pure SU(3) Yang-Mills theory is introduced, and
canonical analysis of the theory both before and after considering a suitable canonical transformation are independently
achieved. It is shown that both frameworks lead to the same theory with the same number of physical degrees of
freedom and the same gauge transformations; i.e. , the canonical transformation simply recasts the system. In Sec. III
a renormalizable scalar Higgs sector is added to the model presented in Sec. II, and the corresponding suitable
canonical transformation is introduced. We show that the presence of spontaneous breakdown SU(3)→ SU(2) allows
us to use a specific NSGT as the unitary gauge. Section IV is devoted to the study of pure SU(N,M) Yang-Mills
theory in an arbitrary number of dimensions; with the more tractable case of one UED, we explicitly present the
suitable canonical transformation and compactification scheme that led us to the effective theory invariant under
SGTs and NSGTs. We argue that both theories are equivalent as they have the same gauge transformations, simply
written in different coordinates, and contain the same number of physical degrees of freedom. In Sec. V, a summary
of our results is presented. Finally, in the Appendix, we collect the proof on the canonical nature of the Fourier
transform.
3II. THE TOY MODEL: PURE SU(3) YANG-MILLS THEORY
The purpose of this section is to illustrate the notion of hidden symmetry within the context described in the
Introduction, for which we consider the situation where G = SU(3) and H = SU(2), and construct the desirable
canonical transformation. This system neither presents SSB nor is involved in any compactification scheme. This
model has attracted important phenomenological interest within the context of the so-called 331 models [16], and it
is useful for us because the SU(2) group is completely embedded in the SU(3) one. This feature allows us to clearly
illustrate all the peculiarities of the notion of hidden symmetry that we are introducing in this paper.
A. The SU(3) perspective of the model
We consider the four-dimensional Yang-Mills theory based on the SU(3) group with the well-known Lagrangian
LSU(3) = −1
4
F aµνF
µν
a , (II.1)
where the components of the Yang-Mills curvature are given in terms of the gauge fields Aaµ by
F aµν = ∂µA
a
ν − ∂νAaµ + gfabcAbµAcν . (II.2)
In the special case of SU(3), the completely antisymmetric structure constants fabc have the following nonvanishing
values: f123 = 1, f147 = −f156 = f246 = f257 = f345 = −f367 = 12 and f458 = f678 =
√
3
2 .
The Lagrangian (II.1) is invariant under gauge transformations
δAaµ(x) = Dabµ αb(x) , (II.3)
where αa are the gauge parameters of the group and Dabµ = δab∂µ− gfabcAcµ is the covariant derivative in the adjoint
representation. The above gauge transformations imply that the components of the curvature transform in the adjoint
representation of the group,
δF aµν = gf
abcF bµνα
c . (II.4)
As far as the Hamiltonian structure of the theory is concerned, the canonical momenta are defined by
πµa ≡
∂LSU(3)
∂A˙aµ
= Fµ0a , (II.5)
where the dot over the fields denotes time derivative. This expression immediately leads to the following primary
constraints:
φ(1)a ≡ π0a ≈ 0 , (II.6)
where the symbol ≈ denotes weakly zero [17]. The time evolution along the motion of an arbitrary function on the
phase space is dictated by the primary Hamiltonian
H(1)SU(3) = HSU(3) + µaφ(1)a , (II.7)
where µa are Lagrange multipliers, and HSU(3) is the canonical Hamiltonian. The latter is
HSU(3) = 1
2
πiaπ
i
a +
1
4
F aijF
ij
a −Aa0φ(2)a . (II.8)
Any physically allowed initial configuration of fields and conjugate momenta must satisfy the primary constraints
(II.6); hence the constraints must be constant in time. This consistency condition on the primary constraints leads
to the following secondary constraints:
φ(2)a ≡ Dabi πib ≈ 0 . (II.9)
4Applying the consistency condition to secondary constraints yields no new constraints. In this case, all the constraints
are of first-class type [17]; the Poisson brackets among the constraints are linear combinations of the constraints
themselves. The nonvanishing Poisson brackets between first-class constraints are
{φ(2)a [u], φ(2)b [v]}SU(3) = gfabc φ(2)c [uv] , (II.10)
where smeared form φ
(2)
a [u] :=
∫
d3xu(x)φ
(2)
a (x) of the constraints was used. The label SU(3) on the Poisson bracket
indicates that it is calculated with respect to the canonical conjugate pairs (Aaµ, π
µ
a ).
As is well known [18] the number of true degrees of freedom, in a theory with first-class constraints only, corresponds
to the total number of canonical variables minus twice the number of first-class constraints, all divided by two.
Therefore, the number of true degrees of freedom is in this case 16 per spatial point x of Minkowski spacetime M4.
In this system all first-class constraints generate gauge transformations (II.3) through the gauge generator [19]
G = (Dab0 αb)φ(1)a − αaφ(2)a (II.11)
via the Poisson bracket as follows
δAaµ = {Aaµ, G}SU(3) . (II.12)
We now turn to formulate the same theory but from the perspective of SU(2).
B. The SU(2) perspective of the model
The fundamental representation of SU(3) has dimension 3. A particular choice of this representation is given by the
well known Gell-mann matrices λa, being the corresponding generators λa/2. Since matrices λ3 and λ8 commute with
each other, there are three independent SU(2) subgroups, whose generators are (λ1, λ2, λ), (λ4, λ5, λ) and (λ6, λ7, λ).
For each case, λ is a different linear combination (with real coefficients) of λ3 and λ8. In this work, we will consider the
subgroup determined by the set of generators (λ1, λ2, λ3) and the corresponding values of the structure constants will
be denoted by f a¯b¯c¯ = ǫa¯b¯c¯, where a¯ = 1, 2, 3. We will also use the notation aˆ = 4, 5, 6, 7 so that a = 1, . . . , 8 = a¯, aˆ, 8.
From the SU(2) perspective a¯ will label gauge fields, whereas aˆ and 8 will label tensorial representations of SU(2),
see Eqs. (II.18).
In the configuration space, we consider the following point transformation:
Aa¯µ =W
a¯
µ , (II.13a)
A4µ =
1√
2
(
Y ∗µ1 + Y
1
µ
)
, A5µ =
−i√
2
(
Y ∗µ1 − Y 1µ
)
, (II.13b)
A6µ =
1√
2
(
Y ∗µ2 + Y
2
µ
)
, A7µ =
−i√
2
(
Y ∗µ2 − Y 2µ
)
, (II.13c)
A8µ = Zµ . (II.13d)
This mapping relates the coordinates of the SU(3) formulation to the coordinates we will use in the SU(2) perspective.
The inverse is conveniently arranged as follows:
W a¯µ = A
a¯
µ , (II.14a)
Yµ =
(
Y 1µ
Y 2µ
)
=
1√
2
(
A4µ − iA5µ
A6µ − iA7µ
)
, (II.14b)
Y †µ = (Y
∗
µ 1 Y
∗
µ 2) =
1√
2
(A4µ + iA
5
µ A
6
µ + iA
7
µ) , (II.14c)
Zµ = A
8
µ . (II.14d)
As will be confirmed below, see Eq.(II.18), fields Yµ and Y
†
µ transform as contravariant and covariant SU(2) objects,
respectively, whereas Zµ becomes invariant under this group.
5Using the above point transformation, the Yang-Mills curvature components (II.2) can be rearranged as follows:
F a¯µν =W
a¯
µν + ig
(
Y †µ
σa¯
2
Yν − Y †ν
σa¯
2
Yµ
)
, (II.15a)
Yµν = DµYν −DνYµ + ig
√
3
2
(YµZν − YνZµ) , (II.15b)
F 8µν = Zµν + ig
√
3
2
(
Y †µYν − Y †ν Yµ
)
. (II.15c)
In these equations, W a¯µν = ∂µW
a¯
ν − ∂νW a¯µ + gǫa¯b¯c¯W b¯µW c¯ν are the components of the su(2)-valued curvature, Dµ =
∂µ − ig σa¯2 W a¯µ is the covariant derivative in the fundamental representation of SU(2), and Zµν = ∂µZν − ∂νZµ. The
components F aˆµν are encoded into Yµν .
In terms of SU(2) objects, the Lagrangian (II.1) becomes
LSU(2) = −1
4
F a¯µνF
µν
a¯ −
1
2
Y †µνY
µν − 1
4
F 8µνF
µν
8 , (II.16)
and the gauge transformations (II.3) are mapped onto
δW a¯µ = Da¯b¯µ αb¯ − ig
(
β†
σa¯
2
Yµ − Y †µ
σa¯
2
β
)
, (II.17a)
δYµ = ig
σa¯
2
αa¯ Yµ +
(
Dµ − ig
√
3
2
Zµ
)
β + ig
√
3
2
YµαZ , (II.17b)
δZµ = ∂µαZ − ig
√
3
2
(
β†Yµ − Y †µβ
)
, (II.17c)
where β† =
(
1√
2
(
α4 + iα5
)
1√
2
(
α6 + iα7
))
. From the SU(2) perspective, the eight parameters of SU(3) split into
three gauge parameters, αa¯, two doublets, β and β†, and a singlet, αZ , of SU(2). In Eq. (II.17a) the covariant
derivative of SU(2), Da¯b¯µ = δa¯b¯∂µ − gǫa¯b¯c¯W c¯µ, in its adjoint representation, emerges.
The standard gauge transformations (SGTs) are defined from the transformation laws Eq. (II.17) by setting the
parameters β and αZ equal to zero,
δsW
a¯
µ ≡ Da¯b¯µ αb¯ , (II.18a)
δsYµ ≡ ig σ
a¯
2
αa¯ Yµ , (II.18b)
δsZµ ≡ 0 . (II.18c)
From these expressions, it is shown W a¯µ transform as gauge fields, Yµ as a doublet of SU(2), and Zµ as a scalar under
SU(2). This means that the transformation defined by Eq. (II.13) constitutes an admissible point transformation, as
well defined objects under SU(3) are mapped onto well defined objects under SU(2). Moreover, Eqs. (II.18b) and
(II.18c) make manifest that Yµ and Zµ are matter fields. In the context of this description, there arise nonstandard
gauge transformations (NSGTs), which are defined from Eq. (II.17) by setting αa¯ = 0:
δnsW
a¯
µ = −ig
(
β†
σa¯
2
Yµ − Y †µ
σa¯
2
β
)
, (II.19a)
δnsYµ =
(
Dµ − ig
√
3
2
Zµ
)
β + ig
√
3
2
YµαZ , (II.19b)
δnsZµ = ∂µαZ − ig
√
3
2
(
β†Yµ − Y †µβ
)
, (II.19c)
These NSGT tell us that there is a gauge symmetry larger than SU(2), in our case SU(3). More precisely, the
difference between SGTs and NSGTs in this model is that the former are associated with generators that constitute a
group, whereas the latter have to do with generators that do not share this property. We will discuss further on this
point at the end of this section. This differentiation is crucial to quantizing the theory, as it requires incorporating the
gauge parameters as degrees of freedom from the beginning, so the use of only the SU(2) parameters or the complete
6set of the SU(3) parameters would lead to very different quantized theories. Of course, the theory can be quantized
using the SU(2) basis but taking into account that Yµ and Zµ are also gauge fields, which means that the β and αZ
parameters must be recognized as (ghost) degrees of freedom in the context of the BRST symmetry [20, 21].
In order to justify that the components of Eq. (II.17) are actual gauge transformations, we wish to show the
invariance of the Lagrangian Eq. (II.16) under these variations. Therefore, one may want to start exploring the
behaviour of Eq. (II.15) under Eq. (II.17). After some algebra, one finds
δF a¯µν = gǫ
a¯b¯c¯F b¯µνα
c¯ + ig
(
Y †µν
σa¯
2
β − β† σ
a¯
2
Yµν
)
, (II.20a)
δYµν = ig
σa¯
2
Yµνα
a¯ − igF a¯µν
σa¯
2
β + ig
√
3
2
(
YµναZ − F 8µνβ
)
, (II.20b)
δF 8µν = ig
√
3
2
(
Y †µνβ − β†Yµν
)
. (II.20c)
It can be shown that the Lagrangian in the SU(2) description Eq. (II.16) is invariant under these transformations.
Therefore it is also invariant under the transformations in Eq. (II.17) that decompose into the sum of SGTs and
NSGTs.
We now place some technical comments. In the variation of Yµν Eq. (II.20b), the following extra term is explicitly
found
Bµν =− g2
[(
Y †µ
σa¯
2
Yν − Y †ν
σa¯
2
Yµ
)σa¯
2
β +
3
4
(
Y †µYν − Y †ν Yµ
)
β +
3
4
(
β†Yµ − Y †µβ
)
Yν
− 3
4
(
β†Yν − Y †ν β
)
Yµ +
(
β†
σa¯
2
Yµ − Y †µ
σa¯
2
β
)σa¯
2
Yν −
(
β†
σa¯
2
Yν − Y †ν
σa¯
2
β
)σa¯
2
Yµ
]
.
It at first sight seems to be different from zero, but consistency between the SU(2) and the SU(3) perspectives of the
same theory indicates that it must vanish. Indeed, using the point transformation Eq. (II.14), the Eqs. (II.20a) to
(II.20c) can be rearranged to Eq. (II.4) as required. Also, since Bµν is linear in β, its occurrence in the variation of
Yµν would spoil the invariance of the Lagrangian Eq. (II.16) under the NSGTs Eq. (II.19); however, one can see that
the rth SU(2) component (r = 1, 2) of the doublet Bµν is of the form
Brµν = −
1
4
[(
T rspq − T rsqp
)(
Y ∗µsY
q
ν − Y ∗νsY qµ
)
βp − T rspq
(
Y pµ Y
q
ν − Y pν Y qµ
)
βs
]
,
where T rspq ≡ (σa¯)rp(σa¯)sq + 3δrpδsq . Using the explicit values of the indices shows that T rspq is symmetric in p and q,
hence Brµν ≡ 0. A similar behavior is present when proving the invariance of the effective four-dimensional Yang-Mills
Lagrangian obtained after compactification of the fifth spatial extra dimension described in Sec. IV. Finally, since
Eqs. (II.20) are obtained from (II.17), at the curvature level the SGTs and NSGTs are induced; in particular the
SGTs of F a¯µν , Yµν , and F
8
µν are
δsF
a¯
µν = gǫ
a¯b¯c¯F b¯µνα
c¯ , (II.21a)
δsYµν = ig
σa¯
2
Yµνα
a¯ , (II.21b)
δsF
8
µν = 0 , (II.21c)
which imply the previously enunciated fact: F a¯µν , Yµν , and F
8
µν transform in the adjoint, fundamental, and trivial
representation of SU(2), respectively.
It is interesting to note that one can fix the gauge for the Yµ fields in a covariant way under the SU(2) group. This
is particularly useful in practical phenomenological applications [22]. To do this, let
f aˆ =
(
δaˆbˆ∂µ − gf aˆbˆc¯Ac¯µ
)
Aµ
bˆ
(II.22)
be the corresponding gauge-fixing functions. In the SU(2) coordinates, these functions can be arranged in a doublet
of this group as follows:
fY = DµY
µ , (II.23)
where Dµ is the covariant derivative in the fundamental representation of SU(2).
7We now proceed to study the Hamiltonian structure of the theory from the SU(2) point of view. So, to describe
the system in phase space terms, the following conjugate momenta are defined:
πW
µ
a¯ =
∂LSU(2)
∂W˙ a¯µ
= Fµ0a¯ , (II.24a)
πY
µ
r =
∂LSU(2)
∂Y˙ rµ
= Y ∗µ0r , (II.24b)
π∗Y
µ r =
∂LSU(2)
∂Y˙ ∗µr
= Y µ0 r , (II.24c)
πZ
µ =
∂LSU(2)
∂Z˙µ
= Fµ08 . (II.24d)
It is important to notice that πW
µ
a¯ are not the canonical momenta associated with the pure SU(2) theory, whose
Lagrangian is
L = −1
4
W a¯µνW
µν
a¯ , (II.25)
and which leads to the conjugate momenta
pµa¯ =W
µ0
a¯ . (II.26)
These momenta differ from those derived from the Lagrangian in Eq. (II.16), which are explicitly given by
πW
µ
a¯ = p
µ
a¯ + ig
(
Y †µ
σa¯
2
Y 0 − Y †0σ
a¯
2
Y µ
)
. (II.27)
The relations between the canonical momenta in the SU(3) and the SU(2) descriptions are
πµa¯ = πW
µ
a¯ , (II.28a)
πµ4 =
1√
2
(
πY
µ
1 + π
∗ µ1
Y
)
, πµ5 =
−i√
2
(
πY
µ
1 − π∗ µ1Y
)
, (II.28b)
πµ6 =
1√
2
(
πY
µ
2 + π
∗ µ2
Y
)
, πµ7 =
−i√
2
(
πY
µ
2 − π∗ µ2Y
)
, (II.28c)
πµ8 = πZ , (II.28d)
whose inverses are
πW
µ
a¯ = π
µ
a¯ , (II.29a)
πY
µ = (πY
µ
1 πY
µ
2 ) =
1√
2
(πµ4 + iπ
µ
5 π
µ
6 + iπ
µ
7 ) , (II.29b)
π† µY =
(
π∗ µ1Y
π∗ µ2Y
)
=
1√
2
(
πµ4 − iπµ5
πµ6 − iπµ7
)
, (II.29c)
πZ
µ = πµ8 . (II.29d)
From the conjugate momentum expressions Eq. (II.24) and using the notation Eq. (II.29), one can readily recognize
the primary constraints as
φ
(1)
a¯ = πW
0
a¯ ≈ 0 , (II.30a)
φ
(1)
Y = πY
0 ≈ 0 , (II.30b)
φ
(1)†
Y = π
† 0
Y ≈ 0 , (II.30c)
φ
(1)
Z = πZ
0 ≈ 0 . (II.30d)
Notice that φ
(1)
Y and φ
(1)†
Y are covariant and contravariant SU(2) doublets, respectively. Since πW
µ
a¯ do not coincide
with the conjugate momenta associated to the pure SU(2) theory Eq. (II.25), the primary constraints φ
(1)
a¯ differ from
8the primary constraints p0a¯ which emerge in the canonical analysis of Eq. (II.25). The same observation will apply for
the secondary constraints.
The primary Hamiltonian, which governs the evolution of the system, takes the form
H(1)SU(2) = HSU(2) + µa¯φ(1)a¯ + φ(1)Y µY + µ†Y φ(1)†Y + µZφ(1)Z . (II.31)
It corresponds to the sum of the canonical Hamiltonian
HSU(2) = 12πW ia¯πW ia¯ + πY iπ† iY + 12πZiπZi + 14
(
F a¯ijF
ij
a¯ + 2Y
†
ijY
ij + F 8ijF
ij
8
)
−W a¯0 φ(2)a¯ − φ(2)†Y Y0 − Y †0 φ(2)Y − Z0φ(2)Z , (II.32)
and a linear combination of the primary constraints Eq. (II.30) where the Lagrange multipliers µY , µ
†
Y and µZ are
µY =
1√
2
(
µ4 − iµ5
µ6 − iµ7
)
, (II.33a)
µ†Y =
1√
2
(µ4 + iµ5 µ6 + iµ7) , (II.33b)
µZ = µ8 . (II.33c)
By using the primary Hamiltonian Eq. (II.31), the consistency condition over the primary constraints Eq. (II.30)
yields the following secondary constraints:
φ
(2)
a¯ = Da¯b¯i πWib¯ − ig
(
πY
i σ
a¯
2
Yi − Y †i
σa¯
2
π† iY
)
≈ 0 , (II.34a)
φ
(2)†
Y = πY
i
(
↼
Di + ig
√
3
2
Zi
)
− igY †i
(
σa¯
2
πW
i
a¯ +
√
3
2
πZ
i
)
≈ 0 , (II.34b)
φ
(2)
Y =
(
Di − ig
√
3
2
Zi
)
π† iY + ig
(
σa¯
2
πW
i
a¯ +
√
3
2
πZ
i
)
Yi ≈ 0 , (II.34c)
φ
(2)
Z = ∂iπZ
i − ig
√
3
2
(
πY
iYi − Y †i π† iY
)
≈ 0 , (II.34d)
where the action of
↼
Dµ on a contravariant SU(2) doublet, say πY
µ, is another contravariant SU(2) doublet defined
by πY
µ
↼
Dµ ≡ ∂µπY µ + igπY µ σa¯2 W a¯µ . The consistency condition applied to each secondary constraint yields no new
constraints. It turns out, that all primary and secondary constraints do form a set of first-class constraints; in fact,
the relevant Poisson brackets between these first-class constraints are
{φ(2)a¯ [u], φ(2)b¯ [v]}SU(2) = gǫa¯b¯c¯ φ
(2)
c¯ [uv] , (II.35a)
{φ(2)a¯ [u], φ(2)rY [v]}SU(2) = ig
(σa¯)rs
2
φ
(2)s
Y [uv] , (II.35b)
{φ(2)rY [u], φ(2)sY [v]}SU(2) = g2T rspq
∫
d3x (uv)(x)
(
π∗ iqY Y
p
i − π∗ ipY Y qi
)
(x) , (II.35c)
{φ(2)rY [u], φ(2)∗Y s [v]}SU(2) = ig
(
(σa¯)rs
2
φ
(2)
a¯ [uv] +
√
3
2
δrsφ
(2)
Z [uv]
)
+ g2(T rspq − T rsqp )
∫
d3x (uv)(x)
(
πY
i
sY
p
i − Y ∗isπ∗ ipY
)
(x) , (II.35d)
{φ(2)rY [u], φ(2)Z [v]}SU(2) = −
ig
√
3
2
φ
(2)r
Y [uv] , (II.35e)
where {·, ·}SU(2) denotes the Poisson bracket that involves the SU(2) phase space coordinates. Due to the symmetries
present in the lower indices of T rspq , one finds that the terms proportional to g
2 on the right hand side of Eq. (II.35c)
and Eq. (II.35d) do not contribute to the occurrence of tertiary constraints; instead these terms identically vanish,
and the Poisson brackets among all the constraints give a linear combination of constraints themselves. A more
9elegant argument to show that such terms must identically vanish on the whole phase space is the following: Notice
that Eq. (II.13) and Eq. (II.28) define a canonical transformation in the ordinary sense [23], and hence {·, ·}SU(3) =
{·, ·}SU(2). Moreover, it is easy to see that this canonical transformation maps the primary constraints Eq. (II.6) onto
Eq. (II.30); hence the primary Hamiltonian in the SU(3) phase space coordinates Eq. (II.7) becomes the corresponding
Hamiltonian in the SU(2) coordinates Eq. (II.31). As a consequence, the set of secondary constraints in both
formalisms must match under the canonical transformation. Indeed, this can be proved by direct calculation. Since
exclusively the primary Hamiltonian is employed to evolve the constraints in time through the Poisson bracket, one
concludes that the Dirac algorithm in the SU(2) formulation must lack of tertiary constraints just as it does in
the SU(3) formulation; this fact rules out the presence of the extra-terms proportional to g2 in the gauge algebra
Eq. (II.35). In conclusion the canonical transformation defined by Eq. (II.13) and Eq. (II.28) maps each stage of the
Dirac algorithm in the SU(3) formulation into the corresponding stage in the SU(2) one. Notice that the number of
physical degrees of freedom of the SU(2) effective theory matches with the corresponding number of the pure SU(3)
Yang-Mills theory.
We end the Hamiltonian analysis from the SU(2) perspective by calculating the gauge generator G [19]. This
generator is linear in all first-class constraints Eq. (II.30) and Eq. (II.34) with coefficients of the primary ones related
to that of the secondary ones; the relation among the coefficients is obtained by imposing the condition that the total
time derivative of G,
∂G
∂t
+ {G,HSU(2)}SU(2) ,
must be a linear combination of the primary constraints only [24]. As a consequence one gets
G =
[Da¯b¯0 αb¯ − ig(β† σa¯2 Y0 − Y †0 σa¯2 β)]φ(1)a¯ + φ(1)Y [(D0 − ig
√
3
2
Z0
)
β + ig
(σa¯
2
αa¯ −
√
3
2
αZ
)
Y0
]
+
[
β†
(↼
D0 + ig
√
3
2
Z0
)− igY †0 (σa¯2 αa¯ −
√
3
2
αZ
)]
φ
(1)†
Y +
[
∂0αZ + ig
(
βY †0 − β†Y0
)]
φ
(1)
Z
− αa¯φ(2)a¯ − β†φ(2)Y − φ(2)†Y β − αZφ(2)Z . (II.36)
This gauge generator is the sum of Gs ≡ G|β=0,αZ=0 and Gns ≡ G|αa¯=0 which independently generate the SGTs and
NSGTs, Eqs. (II.18) and (II.19), respectively, via the Poisson brackets
δsW
a¯
µ = {W a¯µ , Gs}SU(2), δsYµ = {Yµ, Gs}SU(2), δsZµ = {Zµ, Gs}SU(2) , (II.37a)
δnsW
a¯
µ = {W a¯µ , Gns}SU(2), δnsYµ = {Yµ, Gns}SU(2), δnsZµ = {Zµ, Gns}SU(2) . (II.37b)
From these transformation laws and the constraint algebra Eq. (II.35), it is straightforward to see that on the constraint
surface the Lie algebra among SGTs and NSGTs can be summarized as follows:
[ SGT, SGT ] = SGT, [ SGT,NSGT ] = SGT +NSGT, [ NSGT,NSGT ] = SGT+NSGT, (II.38)
where [·, ·] denotes a Lie product. The first of these relations closes with structure constants and specifically follows
from the Lie subalgebra Eq. (II.35a), therefore exponentiation of SGTs provides a Lie group which in fact corresponds
to SU(2). Since the Lie product of NSGTs does not close, they do not exponentiate into a group. The complete
transformations (II.17) are duly reproduced by the addition δ = δs+δns . It is worth noticing that the gauge generator
Eq. (II.36) is the image of the gauge generator Eq. (II.11) under the canonical transformation defined by Eqs. (II.13)
and (II.28).
To conclude this subsection, we would like to emphasize the following: A hidden symmetry arises when an admissible
canonical transformation is introduced. The canonical transformation is admissible in the sense that it maps well
defined objects under some group G to well defined objects of a subgroup H of G. The gauge symmetry, which is
manifest in G, is hidden in H . The gauge symmetries with respect to the group G that appear hidden from the
H perspective are those associated with the generators of G that do not generate H . This is true independently of
whether or not the G group is spontaneously broken down into H . In our toy model G = SU(3) and H = SU(2);
after the canonical transformation, only the fields W a¯µ = A
a¯
µ explicitly continue being gauge fields under H . The rest
of the fields, Yµ, Y
†
µ and Zµ, fulfill very different transformation laws under H ; nevertheless, the latter fields can be
mapped back with the canonical transformation to gauge fields with respect to G. This result is crucial for our study
of passing from the SU(N,M5) gauge group description to the SU(N,M4) one via compactification, as in this case
the phenomenon of spontaneous symmetry breaking is not present. Note that in this subtler case SU(N,M4) is a
subgroup of SU(N,M5) not due to a difference in the number of generators, which is the same indeed, but because
the gauge parameters of the group SU(N,M5) are restricted to take values on the submanifold M4 of M5. We will
show that there exists an admissible canonical transformation in this case.
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III. THE SU(3) YANG-MILLS THEORY WITH SPONTANEOUS SYMMETRY BREAKING
We now proceed to extend the study of the previous section to the case when the SU(3) group is spontaneously
broken into the SU(2) in the usual sense. One of the two main purposes is to contrast the notion of hidden symmetry
induced by a suitable canonical transformation with that coming from SSB. The other is to show how a specific NSGT
can be used to define the unitary gauge. In this scenario, we will be able to make a precise analogy of this procedure
with a similar one used in the context of extra dimensions.
A. The SU(3) perspective of the model
To carry out the mentioned SSB, we add to the pure SU(3) theory given by the Lagrangian in Eq. (II.1) a
renormalizable scalar sector LΦ, so that
LSU(3),Φ = LSU(3) + LΦ , (III.1)
where
LΦ = (DµΦ)†(DµΦ)− V (Φ†,Φ) . (III.2)
In this expression Dµ = ∂µ− ig λa2 Aaµ is the covariant derivative in the fundamental representation of SU(3),1 and Φ is
a complex contravariant Poincare´ scalar triplet of SU(3). In addition, V (Φ†,Φ) is the renormalizable scalar potential
given by
V (Φ†,Φ) = µ2
(
Φ†Φ
)
+ λ
(
Φ†Φ
)2
. (III.3)
It is straightforward to show that the Lagrangian in Eq. (III.1) is simultaneously invariant under Eq. (II.3) and the
infinitesimal rotation of the triplet Φ in the isospin space,
δΦ = −iαa
(
λa
2
Φ
)
. (III.4)
The gauge symmetries of the Lagrangian in Eq. (III.1) will be reflected in the occurrence of first-class constraints
in the Hamiltonian setting. In order to formulate the theory in phase space terms, in addition to the canonical pairs
(Aaµ, π
µ
a ), cf. Eqs. (II.5), the conjugate pairs (Φ, π) and (Φ
†, π†) must be introduced, where
π =
∂LΦ
∂Φ˙
= (D0Φ)
† , (III.5a)
π† =
∂LΦ
∂Φ˙†
= D0Φ . (III.5b)
Note that π and π† correspond to covariant and contravariant SU(3) triplets, respectively. From the Eqs. (III.5) the
velocities Φ˙† and Φ˙ are expressible in terms of phase space variables; therefore they do not give rise to more primary
constraints in addition to those defined in (II.6). To bring uniformity into the present section, primary constraints
will be denoted by ϕ
(1)
a ≡ φ(1)a . The incorporation of the scalar sector into the pure SU(3) Yang-Mills Lagrangian
does not have influence upon the primary constraints of the pure theory alone.
The canonical Hamiltonian associated with Eq. (III.1) will be the sum of Eq. (II.8) and the contribution from the
Higgs sector LΦ, namely
HSU(3),Φ = HSU(3) +HΦ , (III.6)
where
HΦ = ππ† + igAa0
(
π
λa
2
Φ− Φ†λ
a
2
π†
)− (DiΦ)†(DiΦ) + V (Φ,Φ†) . (III.7)
1 We trust that no confusion will arise with the symbol Dµ already used for the covariant derivative of SU(2) in its fundamental
representation, as we think one can infer the nature of the covariant derivative depending on which object this is acting on.
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Notice that the term linear in Aa0 will modify the secondary constraints that are produced in the absence of the Higgs
sector. Indeed, the primary Hamiltonian
H(1)SU(3),Φ = HSU(3),Φ + µaϕ(1)a (III.8)
allows us to obtain the consistency condition on the primary constraints Eq. (II.6) providing the following secondary
constraints:
ϕ(2)a ≡ φ(2)a − ig
(
π
λa
2
Φ− Φ† λ
a
2
π†
) ≈ 0 , (III.9)
where φ
(2)
a corresponds to the secondary constraints Eq. (II.9) conveyed by the pure SU(3) Yang-Mills theory. The
consistency requirement on ϕ
(2)
a does not bring more constraints, ending with the Dirac algorithm. The primary
and secondary constraints of the theory, Eqs. (II.6) and (III.9), form a set of first-class constraints; the nonvanishing
Poisson brackets between the constraints reveal the SU(3) symmetry of the theory
{ϕ(2)a [u], ϕ(2)b [v]}SU(3) = gfabcϕ(2)c [uv] , (III.10)
where {·, ·}SU(3) is the Poisson bracket in the SU(3) formulation which takes into account the conjugate pairs (Aaµ, πµa ),
(Φ, π) and (Φ†, π†). Since only secondary constraints are modified by the Higgs sector, one expects that once the SSB
of SU(3) into SU(2) operates, the affected constraints will only be the secondary ones.
Before going into the SU(2) formulation of the theory, the gauge generator is presented. Linear in all first-class
constraints, this corresponds to
G = (Dab0 αb)ϕ(1)a − αaϕ(2)a . (III.11)
Notice that the scalar contribution in the secondary constraints Eq. (III.9) is responsible for the appropriate trans-
formation law that the scalar fields must follow, cf. Eq. (III.4); in fact,
δAaµ = {Aaµ, G}SU(3) (III.12a)
δΦ = {Φ, G}SU(3) (III.12b)
faithfully reproduce Eqs. (II.3) and (III.4) –that is, the symmetries of the theory.
B. SSB from the SU(3) perspective
In this subsection we revisit the SSB [4] from what we have referred to as the SU(3) perspective. We consider the
case µ2 < 0, in which the vacuum is infinitely degenerate, so the theory presents SSB.
The extremum at Φ = 0 is not considered. We may presume that the expectation value of Φ in the vacuum does
not vanish. The energy of the system is minimal on all the points of the spherical surface given by
Φ†minΦmin = −
µ2
2λ
≡ v2 . (III.13)
All points on these surface are physically equivalent because they are connected through SU(3) transformations. To
break down SU(3) into SU(2), one chooses a particular direction Φmin such that
λa¯
2
Φmin = 0 , (III.14a)
λaˆ
2
Φmin 6= 0 , (III.14b)
λ8
2
Φmin 6= 0 . (III.14c)
The isotropy group, the one corresponding to unbroken symmetries, at Φmin is SU(2). It is convenient to choose a
representative of the solutions to the Eq. (III.13) as Φ†min = (0 0 v). This choice means that five generators of SU(3),
namely, λ
aˆ
2 and
λ8
2 , are broken.
Within this formulation, two cases clearly arise depending on the nature of the gauge parameters αa (cf. Eq. (II.3)).
These are
12
(i) The Goldstone Theorem [4]. Assuming the parameters αa to be constant functions on Minkowski space, the
invariant Lagrangian corresponds to
LSU(3),H = (∂µΦ)†(∂µΦ)− V (Φ†,Φ) .
When the theory is subjected to the translation Φ 7→ ϕ ≡ Φ−Φmin , there arise five real massless scalars. These
correspond to ϕ1, ϕ2 and the imaginary part of ϕ3 denoted as φZ . In addition, a massive scalar H emerges,
identified as the real part of ϕ3, that quantifies the normal excitations to the surface of the minimal energy.
Hence, associated with each broken generator of SU(3) there is a massless scalar or Goldstone boson.
(ii) The Higgs Mechanism [3]. Assuming the parameters αa to be nonconstant functions on Minkowski space, the
invariant Lagrangian corresponds to Eq. (II.1). In this case, besides the presence of five pseudo-Goldstone
bosons, five massive gauge bosons (Aaˆµ and A
8
µ) arise. This is the celebrated Higgs mechanism. In this scenario,
the pseudo-Goldstone bosons represent spurious degrees of freedom, as they can be removed from the theory
in a special gauge, known as unitary gauge. In the following section, we will show that this mechanism has a
natural description in the SU(2) coordinates, and that the unitary gauge can be understood as the action of
fixing the parameters within what will be defined as NSGT on the scalar fields, Eq. (III.19b).
C. The SU(2) perspective of the model
In this subsection the description of the field theory Eq. (III.1) from the SU(2) perspective is achieved. The pure
SU(3) Yang-Mills sector LSU(3) is mapped, by means of the point transformation Eq. (II.13), into LSU(2) Eq. (II.16),
and the scalar sector LΦ is mapped onto Lφ by decomposing the SU(3) triplet Φ into an SU(2) doublet and a scalar,
(
Φ1
Φ2
)
=
(
φ1
φ2
)
, (III.15a)
Φ3 = φ0 . (III.15b)
Therefore, the Lagrangian in Eq. (III.1) is recast in terms of well defined objects under the action of SU(2),
LSU(2),φ = LSU(2) + Lφ, (III.16)
where the Higgs sector becomes
Lφ = (DµΦ)†(DµΦ)
∣∣
Φ→φ
Aµ→Wµ,Yµ,Y †µ ,Zµ
+ V (Φ,Φ†)
∣∣
Φ→φ . (III.17)
Gauge invariances of the theory in this formulation correspond to Eq. (III.1) together with
δφ = −i
(
σa¯
2
αa¯ +
1
2
√
3
αZ
)
φ− i√
2
φ0β , (III.18a)
δφ0 = − i√
2
β†φ+
i√
3
αZφ
0 . (III.18b)
Notice that in the scalar sector of the theory, the SGTs and NSGTs also naturally arise. Indeed
δsφ = −iσ
a¯
2
αa¯φ , δsφ
0 = 0 ; (III.19a)
δnsφ = − i
2
(
1√
3
αZφ+
√
2φ0β
)
, δnsφ
0 = − i√
2
β†φ+
i√
3
αZφ
0 . (III.19b)
We now proceed to the Hamiltonian formulation associated to the singular Lagrangian Eq. (III.16). Since the scalar
sector does not contain spacetime derivatives of either gauge fields W a¯µ , or SU(2) doublets Yµ, or the scalar Zµ, the
canonical conjugate momentum associated with each of these fields coincides with those defined in Sec. II B. Hence,
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the conjugate momenta in the SU(2) formulation are given by Eqs. (II.24) and
πφ =
∂Lφ
∂φ˙
= φ†
(
↼
D0 +
ig
2
√
3
Z0
)
+
ig√
2
φ0 ∗ Y †0 , (III.20a)
π0 =
∂Lφ
∂φ˙0
=
(
∂0 − ig√
3
Z0
)
φ0 ∗ +
ig√
2
φ† Y0 , (III.20b)
π†φ =
∂Lφ
∂φ˙†
=
(
D0 − ig
2
√
3
Z0
)
φ− ig√
2
φ0 Y0 , (III.20c)
π∗0 =
∂Lφ
∂φ˙0 ∗
=
(
∂0 +
ig√
3
Z0
)
φ0 − ig√
2
Y †0 φ . (III.20d)
It is worth noticing that πφ and π
†
φ are covariant and contravariant SU(2) doublets, respectively, whereas, π0 and its
complex conjugate are SU(2) scalars. The relations among conjugate momenta (III.20) and the corresponding objects
Eq. (III.5) are
πφ = (π
1
φ π
2
φ) = (π
1 π2) , (III.21a)
π0 = π
3 . (III.21b)
As expected, the scalar sector of the theory does not bring additional constraints into the SU(2) formalism either.
Instead of going through the Dirac formalism using the Poisson bracket {·, ·}SU(2), that in this case would include also
the canonical pairs (φ, πφ), (φ
0, π0), (φ
†, π†φ), and (φ
0∗, π∗0), we will make use of the arguments given after Eqs. (II.37)
in the following way: First, notice that Eqs. (II.13), (II.28), (III.15) and (III.21) define a canonical transformation
from SU(3) to SU(2) coordinates; therefore {·, ·}SU(3) = {·, ·}SU(2). Second, the canonical transformation maps the
set of primary constraints {ϕ(1)a } onto the set of primary constraints {ϕ(1)a¯ ≡ φ(1)a¯ , ϕ(1)Y ≡ φ(1)Y , ϕ(1)Z ≡ φ(1)Z }; the
transformation hence recasts the primary Hamiltonian Eq. (III.8) in terms of SU(2) variables as follows:
H(1)SU(2),φ = HSU(2) +Hφ + µa¯ϕ(1)a¯ + ϕ(1)Y µY + µ†Y ϕ(1)†Y + µZϕ(1)Z (III.22)
where HSU(2) is given by Eq. (II.16) and Hφ is the Legendre transformation of Lφ. As a consequence of these two
observations, the set of secondary constraints that emerges in the SU(3) viewpoint must be faithfully mapped onto
the set of secondary constraints given in terms of the SU(2) coordinates. These are
ϕ
(2)
a¯ = φ
(2)
a¯ − ig
(
πφ
σa¯
2
φ− φ† σ
a¯
2
π†φ
)
≈ 0 , (III.23a)
ϕ
(2)†
Y = φ
(2)†
Y +
ig√
2
(
π∗0φ
† − φ0πφ
) ≈ 0 , (III.23b)
ϕ
(2)
Y = φ
(2)
Y −
ig√
2
(
π0φ− φ0 ∗π†φ
)
≈ 0 , (III.23c)
ϕ
(2)
Z = φ
(2)
Z −
ig√
3
(
φ0 ∗π∗0 − π0φ0 +
1
2
(πφφ− φ†π†φ)
)
≈ 0 , (III.23d)
where φ
(2)
a¯ , φ
(2)†
Y , φ
(2)
Y and φ
(2)
Z are given by Eqs. (II.34). Indeed, this can be proved by direct calculation. Finally,
the set of equations that define the gauge algebra Eq. (III.10) can be expressed in terms of SU(2) variables using only
the canonical transformation. The nonvanishing Poisson brackets are
{ϕ(2)a¯ [u], ϕ(2)b¯ [v]}SU(2) = gǫa¯b¯c¯ ϕ
(2)
c¯ [uv] , (III.24a)
{ϕ(2)a¯ [u], ϕ(2)rY [v]}SU(2) = ig
(σa¯)rs
2
ϕ
(2)s
Y [uv] , (III.24b)
{ϕ(2)rY [u], ϕ(2)∗Y s [v]}SU(2) = ig
(
(σa¯)rs
2
ϕ
(2)
a¯ [uv] +
√
3
2
δrsϕ
(2)
Z [uv]
)
, (III.24c)
{ϕ(2)rY [u], ϕ(2)Z [v]}SU(2) = −
ig
√
3
2
ϕ
(2)r
Y [uv] . (III.24d)
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Since the canonical transformation connects the Dirac algorithm unfolded in the two different sets of coordinates at
each step, we have that the gauge generator Eq. (III.11) must be translated into the corresponding one in the SU(2)
variables, namely
G =
[Da¯b¯0 αb¯ − ig(β† σa¯2 Y0 − Y †0 σa¯2 β)]ϕ(1)a¯ + ϕ(1)Y [(D0 − ig
√
3
2
Z0
)
β + ig
(σa¯
2
αa¯ −
√
3
2
αZ
)
Y0
]
+
[
β†
(↼
D0 + ig
√
3
2
Z0
)− igY †0 (σa¯2 αa¯ −
√
3
2
αZ
)]
ϕ
(1)†
Y +
[
∂0αZ + ig
(
βY †0 − β†Y0
)]
ϕ
(1)
Z
− αa¯ϕ(2)a¯ − β†ϕ(2)Y − ϕ(2)†Y β − αZϕ(2)Z , (III.25)
from which the sectors that independently generate SGTs, Gs ≡ G|β=0,αZ=0, and NSGT, Gns ≡ G|αa¯=0, are easily
identified. Notice that it is due to the terms depending on the Higgs sector in each secondary constraint that
Eqs. (III.19) are suitably recovered from the following brackets:
δsφ = {φ,Gs}SU(2), δsφ0 = {φ0, Gs}SU(2) , (III.26a)
δnsφ = {φ,Gns}SU(2), δnsφ0 = {φ0, Gns}SU(2) . (III.26b)
The corresponding variations for W a¯µ , Yµ and Zµ are given in Eqs. (II.37). Since the gauge algebra Eq. (III.24) is
isomorphic to Eq. (II.35), it follows that on the constraint surface the algebra of SGTs and NSGTs also becomes
Eq. (II.38). The finite version of SGTs corresponds to the action of SU(2), whereas the NSGTs are associated with
broken generators.
In this subsection we have recast an SU(3) manifestly invariant theory as an SU(2) manifestly invariant theory,
cf. Eqs.(III.1) and (III.16) via the admissible point transformation, Eqs. (II.13) and (III.15). In the context of theories
with SSB, it is said that the SU(2) symmetry is exact, whereas the SU(3) is hidden. We now turn to discuss the SSB
of the SU(3) group into the SU(2) one, from the viewpoint of the latter.
D. SSB from the SU(2) perspective
We reconsider the case of infinite degeneracy of vacuum, µ2 < 0. Configurations with minimal energy Eq. (III.13)
lie on φ†minφmin + φ
0 ∗
minφ
0
min = v
2. As we have remarked, there is a natural separation of SU(3) parameters into those
parameters of the isotropy group, αa¯, and those associated to the broken part of the group, αaˆ and α8. In fact, this
split is what determines the SGTs and NSGTs previously defined. The functional form of the Lagrangian Eq. (III.16),
where the SU(2) sector of SU(3) is manifest, suggests the study of the following cases:
(i) The Goldstone theorem. We assume the broken part of SU(3), generated by λ
aˆ
2 and
λ8
2 , to be global –that is,
we allow αaˆ and α8 to be spacetime independent. In other words, assume that the NSGTs are global, but not
necessarily SGTs. In such a situation, the following Lagrangian is invariant under this class of transformations:
Lg = −1
4
W a¯µνW
µν
a¯ + (Dµφ)
†(Dµφ) + (∂µφ0∗)(∂µφ0) + V |Φ→φ ,
whereW a¯µν are the components of the su(2)-valued curvature and Dµ is the covariant derivative of SU(2) in the
fundamental representation. There arise five massless scalars when the theory is developed around the particular
minimum Φmin, which is decomposed into the doublet φmin = 0 and the scalar φ
0
min = v, by carrying out the
shift φ0 7→ H+ iφZ ≡ φ0− v. These scalars do correspond to φ, φ† and the singlet φZ , which are identified with
the so-called Goldstone bosons. The massive field H survives. Hence, there is a massless scalar associated with
each independent NSGT.
(ii) The Higgs mechanism. Now assume the larger symmetry SU(3) –that is, that both the SGTs and NSGTs are
local. In this scenario, the theory developed around the particular minimum is characterized by the Lagrangian
given in Eq. (III.16), with φ0 replaced by (v +H + iφZ). Five gauge fields, Yµ, Y
†
µ , and Zµ, acquire mass and
simultaneously five pseudo-Goldstone bosons appear, namely φ, φ† and φZ . Notice that all the mass terms are
invariant under the SU(2) subgroup.
All pseudo-Goldstone bosons can be removed from the theory through the so-called unitary gauge; the degrees
of freedom that they represent appear as the longitudinal polarization states of the gauge bosons associated with
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the broken generators. The implementation of the unitary gauge can be understood in terms of the NSGTs.
Indeed, consider the NSGT (III.19b) with particular gauge parameters
β = − i
√
2
v
φ , (III.27a)
αZ = −
√
3
v
φZ , (III.27b)
which yields φ′ = 0 and φ′Z = 0. Therefore, the unitary gauge corresponds to a particular NSGT which maps
the pseudo Goldstone bosons onto zero. In addition, from the NSGT given by Eqs. (II.19), one finds
W ′a¯µ =W
a¯
µ , (III.28a)
Y ′µ = Yµ −
i
√
2
v
∂µφ , (III.28b)
Z ′µ = Zµ −
√
3
v
∂µφZ . (III.28c)
The incorporation of the pseudo Goldstone bosons as the longitudinal component of the massive gauge bosons Y ′µ
and Z ′µ is evident from these expressions. We will come back to this latter on, when discussing this mechanism
in the context of theories with compactified extra dimensions.
The unitary gauge can also be implemented via a finite NSGT. Consider the non-linear parametrization of the
triplet Φ,
Φ(x) = U(x)
 00
v +H
 , (III.29)
with
U(x) = exp
(
i
λaˆ
2
αaˆ + i
λ8
2
α8
)
= exp
{
−
(
i
2v
)[
iλ4
(
φ1 − φ1∗)− λ5 (φ1 + φ1∗)
+iλ6
(
φ2 − φ2∗)− λ7 (φ2 + φ2∗)+√3
2
λ8φZ
]}
, (III.30)
where the parameter values given in (III.27) were used. The finite version of the NSGT (III.19b) are obtained by
acting with U−1(x) as follows:
Φ′(x) = U−1(x)Φ =
 00
v +H
 . (III.31)
The components of Eq. (III.28) are recovered by entering the particular element U−1(x) ∈ SU(3) into the finite gauge
transformation of the connection, A′µ = U(x)AµU
†(x)− i(∂µU)U †, and keeping the analysis at first order.
IV. YANG-MILLS THEORIES WITH COMPACTIFIED EXTRA DIMENSIONS
In this section, we introduce a pure higher-dimensional Yang-Mills theory with an underlying gauge group
SU(N,Mm), whose parameters are allowed to propagate in the spacetime manifold Mm = M4 × Nn. Gauge
fields AaM , defined on Mm, act as fundamental fields in the m-dimensional theory, where a and M are gauge and
spacetime indices, respectively. We begin our discussion by noticing that the transition from the SU(N,Mm) gauge
group description to SU(N,M4) will simultaneously convey a certain transformation that maps well defined objects
under the Poincare´ group ISO(1,m− 1) onto well defined objects under the standard ISO(1, 3). We now proceed to
present a brief discussion on this issue.
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A. The Poincare´ group perspective
Let us consider the flat spacetime manifold Mm =M4 ×Nn, with mostly minus metric gMN and n spatial extra
dimensions, with coordinates (XM ) = (xµ, xµ¯), where µ = 0, 1, 2, 3 and µ¯ = 5, . . . ,m. We introduce gauge fields
AM (X) = AaM (X)T a, where T a are generators of the gauge group SU(N,Mm). In this m-dimensional spacetime,
the Poincare´ group ISO(1,m − 1) is defined through its 12m(m + 1) generators. A number m of these generators
(PM ) belong to the group of translations, and the
1
2m(m−1) remainder (JMN ) are associated with the Lorentz group
SO(1,m− 1). These generators satisfy the following Poincare´ algebra:
[PM , PN ] = 0 , (IV.1)
[JMN , PR] = i (gMRPN − gNRPM ) , (IV.2)
[JMN , JRS ] = i (gMRJNS − gMSJNR − gNRJMS + gNSJMR) . (IV.3)
It is not difficult to see that in this algebra there are two subalgebras merged. One of these algebras generates the
Poincare´ group ISO(1, 3):
[Pµ , Pν ] = 0 , (IV.4)
[Jµν , Pρ] = i (gµρPν − gνρPµ) , (IV.5)
[Jµν , Jρσ] = i (gµρJνσ − gµσJνρ − gνρJµσ + gνσJµρ) , (IV.6)
whereas the other one generates the inhomogeneous orthogonal group in n dimensions ISO(n):
[Pµ¯ , Pν¯ ] = 0 , (IV.7)
[Jµ¯ν¯ , Pρ¯] = i (δν¯ρ¯Pµ¯ − δµ¯ρ¯Pν¯) , (IV.8)
[Jµ¯ν¯ , Jρ¯σ¯] = i (δµ¯σ¯Jν¯ρ¯ − δµ¯ρ¯Jν¯σ¯ − δν¯σ¯Jµ¯ρ¯ + δν¯ρ¯Jµ¯σ¯) . (IV.9)
An infinitesimal Poincare´ transformation in Mm is given by
δXM = ωMNXN + ǫ
M , (IV.10)
where ωMN = −ωNM and ǫM are the infinitesimal parameters of the group. This transformation induces the following
variation:
δAM (X) =
[
ωMN + gMN
(
ωRSX
S + ǫR
)
∂R
]AN (X) . (IV.11)
This relation can be naturally split into variations for Aµ(X) and Aµ¯(X) components as follows:
δAµ(X) = [ωµν + gµν (ωρσxσ + ǫρ) ∂ρ]Aν(X)
+
[(
ωρ¯σ¯x
σ¯ + ǫρ¯
)
∂ρ¯ + ωρσ¯
(
xσ¯∂ρ − xρ∂σ¯)]Aµ(X)
+ ωµν¯Aν¯(X) , (IV.12a)
δAµ¯(X) =
[
ωµ¯ν¯ + gµ¯ν¯
(
ωρ¯σ¯x
σ¯ + ǫρ¯
)
∂ρ¯
]Aν¯(X)
+
[
(ωρσx
σ + ǫρ) ∂
ρ + ωρσ¯
(
xσ¯∂ρ − xρ∂σ¯)]Aµ¯(X)
+ ωµ¯νAν(X) . (IV.12b)
It can be seen from these expressions that Aµ and Aµ¯ transform under the Lorentz group SO(1, 3) as a vector and
as a scalar, respectively, whereas they transform as a scalar and as a vector under the orthogonal group SO(n).
This means that before compactification, the m-dimensional Yang-Mills action S[AM ] (manifestly invariant under
ISO(1,m − 1)) can be written in terms of well defined objects under ISO(1, 3) and ISO(n). Thus we can recast
this theory in terms of the action S[Aµ,Aµ¯]. In the latter formulation the ISO(1, 3) and ISO(n) symmetries are
manifest, but the ISO(1,m − 1) is hidden. In complete analogy with the ideas introduced in previous sections for
unitary gauge groups, we can define two types of standard transformations, which correspond to the inhomogeneous
subgroups ISO(1, 3) and ISO(n). The former, which we will call standard Poincare´ transformations (SPTs), are
defined by setting ωµ¯ν¯ = ωµν¯ = ǫµ¯ = 0 in Eqs. (IV.12):
δAµ(X) = [ωµν + gµν (ωρσxσ + ǫρ) ∂ρ]Aν(X) , (IV.13a)
δAµ¯(X) = (ωρσxσ + ǫρ) ∂ρAµ¯(X) . (IV.13b)
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The latter ones, which we will call standard orthogonal transformations (SOTs), arise when ωµν = ωµν¯ = ǫµ = 0 in
Eqs. (IV.12):
δAµ(X) =
(
ωρ¯σ¯x
σ¯ + ǫρ¯
)
∂ρ¯Aµ(X) , (IV.14a)
δAµ¯(X) =
[
ωµ¯ν¯ + gµ¯ν¯
(
ωρ¯σ¯x
σ¯ + ǫρ¯
)
∂ρ¯
]Aν¯(X) . (IV.14b)
The action S[Aµ,Aµ¯] is manifestly invariant under these standard spacetime transformations. However, this action
is not manifestly invariant under transformations induced by the Jµν¯ generators. These are nonstandard Poincare´
transformations (NSPTs), which are defined from (IV.12) by setting the parameters ωµν¯ 6= 0 and the remaining ones
equal to zero:
δAµ(X) =ωρσ¯
(
xσ¯∂ρ − xρ∂σ¯)Aµ(X) + ωµν¯Aν¯(X) , (IV.15a)
δAµ¯(X) =ωρσ¯
(
xσ¯∂ρ − xρ∂σ¯)Aµ¯(X) + ωµ¯νAν(X) . (IV.15b)
In the five-dimensional pure Yang-Mills theory with one compact spatial extra dimension, there arise massless
bosons that are interpreted as pseudo-Goldstone bosons. These fields can be removed via a particular NSGT which
is understood as a unitary gauge [6]. Although these pseudo-Goldstone bosons are present, in the switch from the
gauge group SU(N,M5) to SU(N,M4) there is no SSB involved, because the number of generators in both groups
is the same. So, in this class of theories the pseudo-Goldstone bosons needed to implement the Higgs mechanism
have nothing to do with the unitary gauge group SU(N,M5), but with the Poincare´ group. The boson fields arise
by compactification of the spatial extra coordinates which leads to an explicit breaking of the ISO(1, 4) group into
ISO(1, 3). This observation implies that the corresponding effective theory, which depends on the KK fields, is subject
to satisfying only the SPTs. We expect a similar behavior when considering compactification of higher-dimensional
pure SU(N,Mm) Yang-Mills theories into SU(N,M4) effective theory.
B. Pure SU(N,Mm) Yang-Mills Theory
The Lagrangian that describes pure SU(N,Mm) Yang-Mills theory is given by (cf. (II.1))
LSU(N,M)(x, y) = −1
4
FaMN (x, y)FMNa (x, y) , (IV.16)
where in this subsection (x, y) denotes the coordinates ofM4×Nn. The components FaMN are regarded as functions
of gauge fields AaM (x, y) as in Eq. (II.2) except that in this case the coupling constant is denoted by gm, whose
dimension is of [mass](4−m)/2. Gauge invariances of this theory are (cf. (II.3))
δAaM = DabMαb(x, y) , (IV.17)
where DabM = δab∂M − gmfabcAcM and the gauge parameters are allowed to propagate in the bulk. From Eq. (IV.17),
the components of the curvature are transformed in the adjoint representation δFaMN = gmfabcFbMNαc(x, y) .
The Hamiltonian description of the theory goes along the same line as Sect. II A. The conjugate momentum to AaM
is denoted by πMa . The canonical analysis yields the following first-class constraints:
φ(1)a = π
0
a(x, y) ≈ 0 (IV.18a)
φ(2)a = DabI πIb (x, y) ≈ 0 (IV.18b)
where I labels all spatial components of Mm. Therefore, the number of physical degrees of freedom is (N2 − 1)m−
2(N2 − 1) = (N2 − 1)(m− 2) per spatial point of Mm.
The corresponding gauge algebra has the structure of Eq. (II.10) with the corresponding coupling constant gm:
{φ(2)a [u], φ(2)b [v]}SU(N,M) = gmfabc φ(2)c [uv] , (IV.19)
where the Poisson bracket {·, ·}SU(N,M) is calculated in terms of canonical conjugate pairs (AaM , πMa ). In the same
fashion, gauge transformations Eq. (IV.17) can be obtained via the corresponding gauge generator cf. Eq. (II.11) as
follows:
δAaM = {AaM , G}SU(N,M) . (IV.20)
We now perform the transition from the SU(N,Mm) variables to the natural variables that arise in the effective
theory after compactification.
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C. Compactified theory and the SU(N,M4) description
For the sake of simplicity, from now on we focus on the case n = 1; that is, the five-dimensional SU(N,M5)
Yang-Mills theory. The notion of hidden symmetry induced by a canonical transformation will be given in terms of
Fourier transformations and the identification of G as SU(N,M5) and H as SU(N,M4). In five dimensions, the
theory consists of 3(N2 − 1) true degrees of freedom per spatial point of M5.
The components AaM (x, y) of the connection find a natural split into Aaµ(x, y) and Aa5(x, y), and following Ref. [6],
we assume the compact extra dimension homotopically equivalent to the circle S1 of radius R. Fields Aaµ(x, y) and
Aa5(x, y) are assumed to be periodic with respect to the fifth coordinate, so they can be expressed as Fourier series.
In order to recover a pure four-dimensional Yang-Mills sector within the effective theory, we introduce a further
symmetry in the compact extra dimension by replacing it with S1/Z2, hence y is identified with −y. We assume
that Aaµ(x, y) and Aa5(x, y) are, respectively, even and odd under the reflection y → −y; these imply that curvature
components Faµν(x, y) and Faµ5(x, y) display even and odd parity in the extra dimension, respectively. Under these
assumptions, the following Fourier expansions are allowed:
Aaµ(x, y) =
1√
R
A(0)aµ (x) +
√
2
R
∞∑
m=1
A(m)aµ (x) cos
(
2π
my
R
)
, (IV.21a)
Aa5(x, y) =
√
2
R
∞∑
m=1
A
(m)a
5 (x) sin
(
2π
my
R
)
, (IV.21b)
Faµν(x, y) =
1√
R
F (0)aµν (x) +
√
2
R
∞∑
m=1
F (m)aµν (x) cos
(
2π
my
R
)
, (IV.21c)
Faµ5(x, y) =
√
2
R
∞∑
m=1
F (m)aµ5 (x) sin
(
2π
my
R
)
. (IV.21d)
In particular, it will be important to make the analogy between Eqs. (IV.21a) and (IV.21b) and the point transfor-
mations in Eq. (II.13).
Following the compactification scheme introduced in Ref. [6], one obtains the Fourier components of the curvature
in terms of the gauge fields Fourier modes:
F (0)aµν = F (0)aµν + gfabcA(m)bµ A(m)cν , (IV.22a)
F (m)aµν = D(0)abµ A(m)bν −D(0)abν A(m)bµ + gfabc∆mrnA(r)bµ A(n)cν , (IV.22b)
F (m)aµ5 = D(0)abµ A(m)b5 +
2πm
R
A(m)aµ + gf
abc∆′mnrA
(r)b
µ A
(n)c
5 , (IV.22c)
where D(0)abµ = δab∂µ − gfabcA(0)cµ , the coupling constant g = g5/
√
R, and
F (0)aµν = ∂µA
(0)a
ν − ∂νA(0)aµ + gfabcA(0)bµ A(0)cν . (IV.23)
In addition
∆mrn =
1√
2
(δr,m+n + δm,r+n + δn,r+m) , (IV.24a)
∆′mrn =
1√
2
(δm,r+n + δr,m+n − δn,r+m) . (IV.24b)
Notice that there is a clear resemblance between Eqs. (II.15) and (IV.22). In the same fashion that the su(3)-valued
curvature in our toy model was decomposed into well defined objects (F a¯µν , Yµν , and F
8
µν) under the SU(2) subgroup,
we will show that the components of Eq. (IV.22) represent the decomposition of the pure SU(N,M5) Yang-Mills
curvature into well defined objects (F (0)aµν , F (m)aµν , and F (0)aµ5 ) under the subgroup SU(N,M4). In our toy model,
such decomposition was performed by means of the point transformation in Eq. (II.13); in the present case we will
take advantage of Eqs. (IV.32). Moreover, in the present theory, the curvature decomposition is also a map from well
defined objects under ISO(1, 4) onto well defined objects under ISO(1, 3).
Integrating out the extra dimension after Fourier expanding Eq. (IV.16) yields the following effective Lagrangian,
cf. (II.16):
LSU(N,M4) = −1
4
(
F (0)aµν F (0)aµν + F (m)aµν F (m)aµν + 2F (m)aµ5 F (m)aµ5
)
. (IV.25)
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The analysis of the toy model in Sec. II suggests that Fourier expansions of gauge fields, Eqs. (IV.21a) and (IV.21b),
can be treated as a point transformation which connects the natural coordinates in the pure five-dimensional Yang-
Mills theory (AaM ) and the built-in coordinates (A(0)aµ , A(m)aµ , and A(m)a5 ) of the effective Lagrangian Eq. (IV.25). In
this framework, gauge transformations Eq. (IV.17) are mapped by Eqs. (IV.21a) and (IV.21b) onto
δA(0)aµ = D(0)abµ α(0)b + gfabcA(m)bµ α(m)c , (IV.26a)
δA(m)aµ = gf
abcA(m)bµ α
(0)c +D(mn)abµ α(n)b , (IV.26b)
δA
(m)a
5 = gf
abcA
(m)b
5 α
(0)c +D(mn)ab5 α(n)b , (IV.26c)
after the extra dimension is integrated out. The parameters α(0)a(x) and α(m)a(x) are the Fourier components in the
expansion of αa(x, y) = αa(x,−y). In Eq. (IV.26) the following quantities have been defined:
D(mn)abµ = δmnD(0)abµ − gfabc∆mrnA(r)cµ , (IV.27a)
D(mn)ab5 = −
2πm
R
δmnδab − gfabc∆′mrnA(r)c5 . (IV.27b)
In analogy with Eqs. (II.18) and (II.19), the SGTs and NSGTs are defined in this case. The SGTs correspond to
Eq. (IV.26) after setting α(n)a = 0:
δsA
(0)a
µ = D(0)abµ α(0)b, (IV.28a)
δsA
(m)a
µ = gf
abcA(m)bµ α
(0)c , (IV.28b)
δsA
(m)a
5 = gf
abcA
(m)b
5 α
(0)c . (IV.28c)
In analogy with the gauge fields W a¯µ under SU(2) Eq. (II.18a), the Fourier component A
(0)a
µ becomes a gauge field
with respect to SU(N,M4). Similarly, the matter field Yµ is comparable with the excited KK modes A(n)aµ , which
transform in the adjoint representation of SU(N,M4). In addition, A(n)a5 transform as matter fields in the adjoint
representation of SU(N,M4). The NSGTs are obtained from Eq. (IV.26) by setting α(0)a ≡ 0, that is (cf. (II.19))
δnsA
(0)a
µ = gf
abcA(m)bµ α
(m)c , (IV.29a)
δnsA
(m)a
µ = D(mn)abµ α(n)b , (IV.29b)
δnsA
(m)a
5 = D(mn)ab5 α(n)b . (IV.29c)
Gauge invariance of Eq. (IV.25) under Eq. (IV.26) is guaranteed, since the latter imply the following variations at
the level of the Fourier components of the curvature:
δF (0)aµν = gfabc
(
F (0)bµν α(0)c + F (m)bµν α(m)c
)
, (IV.30a)
δF (m)aµν = gfabc
(
F (m)bµν α(0)c +
(
δmnF (0)bµν +∆mrnF (r)bµν
)
α(n)c
)
, (IV.30b)
δF (m)aµ5 = gfabc
(
F (m)bµ5 α(0)c +∆′mrnF (r)bµ5 α(n)c
)
. (IV.30c)
It is not difficult to see that the effective Lagrangian LSU(N,M4) is invariant under these transformations. Therefore,
the components of Eq. (IV.26) are genuine gauge transformations of the effective theory.
It is worth noticing that the scalar fields A
(m)a
5 can be eliminated altogether via a particular NSGT. Consider a
NSGT with infinitesimal gauge parameters given by α(m)a(x) = (R/2πm)A
(m)a
5 (x), Ref. [6]. Then, from Eq. (IV.29c),
we can see that A
(m)a
5 → A′(m)a5 = 0 at first order. This result shows that the A(m)a5 (x) scalar fields are in fact pseudo
Goldstone bosons.
It is important to stress that the invariance of the effective theory Eq. (IV.25) under the transformations Eq. (IV.26)
is by no means immediate. A direct calculation of the curvature variations Eq. (IV.30) from Eq. (IV.26) gives raise
to the following extra terms quadratic in g:
∆(m)aµν =− g2 [fabcfbde(δpqδmn +∆rpq∆rmn) + fadbfbce(δnqδmp +∆rnq∆rmp) (IV.31a)
+fabefbcd(δnpδmq +∆rnp∆rmq)]A
(p)d
µ A
(q)e
ν α
(n)c ,
∆˜
(m)a
µ5 =− g2
[
fabcfbde∆
′
rqp∆
′
rmn + fadbfbce∆
′
rqn∆
′
rmp
+fabefbcd(δnpδmq +∆npr∆
′
mqr)
]
A(p)dµ A
(q)e
5 α
(n)c , (IV.31b)
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in Eqs. (IV.30b) and (IV.30c), respectively. These terms, that would destroy the invariance of the effective Lagrangian
LSU(N,M4) under Eq. (IV.26), are necessarily zero by consistency with the Fourier transformation in Eq. (IV.21). The
variation of curvatures δFaMN = g5fabcFbMNαc is duly mapped onto Eqs. (IV.30) under the point transformation
Eq. (IV.21). We will discuss further this point within the Hamiltonian formalism of the theory.
The SGTs Eq. (IV.28) induce the corresponding transformations at the curvature level. From Eq. (IV.30), all
Fourier components of FaMN do covariantly transform under the symmetry group of SGTs, SU(N,M4):
δsF (0)aµν = gfabcF (0)bµν α(0)c , (IV.32a)
δsF (m)aµν = gfabcF (m)bµν α(0)c , (IV.32b)
δsF (m)aµ5 = gfabcF (m)bµ5 α(0)c . (IV.32c)
The phase space description of this theory allows us to define the gauge generators associated to the so-called SGTs
and NSGTs defined above. The canonical analysis of the effective Lagrangian Eq. (IV.25) goes along the same lines
of reasoning as Sect. B2 of Ref. [6]. The conjugate momenta are given by
π(0)µa = F (0)µ0a , (IV.33a)
π(n)µa = F (n)µ0a , (IV.33b)
π(0)5a = F (n)50a . (IV.33c)
It is worth noticing, from Eqs. (IV.28) and (IV.32), that canonical pairs are well defined objects with respect to
SU(N,M4). In addition, the Fourier expansions in Eqs. (IV.21c) and (IV.21d) together with πMa = FM0a allow us to
write
πµa (x, y) =
1√
R
π(0)µa (x) +
√
2
R
∞∑
m=1
π(m)µa (x) cos
(
2π
my
R
)
, (IV.34a)
π5a(x, y) =
√
2
R
∞∑
m=1
π(m)5a (x) sin
(
2π
my
R
)
. (IV.34b)
These expressions relate the conjugate momenta inherent in the pure SU(N,M5) Yang-Mills theory and those present
in the effective SU(N,M4) theory. Moreover, they are analogous to Eq. (II.28).
The temporal component of Eqs. (IV.33a) and (IV.33b) define the following primary constraints:
φ(1)(0)a = π
(0)0
a ≈ 0 , (IV.35a)
φ(1)(n)a = π
(n)0
a ≈ 0 . (IV.35b)
The primary Hamiltonian takes the form (cf. (II.31))
H(1)SU(N,M4) = HSU(N,M4) + µ(0)aφ(1)(0)a + µ(n)aφ(1)(n)a , (IV.36)
where besides the linear combination of primary constraints, with Lagrange multipliers µ(0)a and µ(n)a as coefficients,
the canonical Hamiltonian is (cf. (II.32))
HSU(N,M4) = 12
(
π
(0)i
a π
(0)i
a + π
(n)i
a π
(n)i
a + π
(n)5
a π
(n)5
a
)
+ 14
(
F (0)ija F (0)aij + 2F (n)i5a F (n)ai5
)
−A(0)a0 φ(2)(0)a −A(n)a0 φ(2)(n)a , (IV.37)
where φ
(2)(0)
a and φ
(2)(n)
a are functions of phase space that will be specified after presenting a couple of key results
useful for the rest of the discussion.
Proposition IV.1 The Fourier expansion of gauge fields and conjugate momenta, Eqs. (IV.21a), (IV.21b) and
(IV.34), define a canonical transformation.
The proof of this proposition is collected in the Appendix. This proposition ensures that {·, ·}SU(N,M) =
{·, ·}SU(N,M4), where {·, ·}SU(N,M4) indicates the Poisson bracket with respect to (A(0)aµ , π(0)µa ), (A(n)aµ , π(n)µa ), and
(A
(n)a
5 , π
(n)5
a ). Because there exists a spacetime independent canonical transformation between the pure SU(N,M5)
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Yang-Mills theory and the effective theory based on SU(N,M4), it immediately follows that both canonical Hamil-
tonians HSU(N,M) and HSU(N,M4) are mapped into each other via such canonical transformation, as can be proved
by direct calculation. However, in a singular theory, the time evolution is governed by the primary Hamiltonian and
not by the canonical one. An important observation is the following: If in a general singular theory of fields there
is a spacetime independent canonical transformation which connects two primary Hamiltonians corresponding to two
different formulations of the same theory –that is, if such transformation maps one set of primary constraints into
the other one, then both formulations must have the same number of generations of constraints (tertiary, quartic,
etc.). This is an immediate consequence of the relation between the Poisson brackets in the two different formulations.
Another consequence is that the set of secondary (tertiary, quartic, etc.) constraints in one of the formulations is nec-
essarily mapped onto the corresponding set of constraints in the other formulation via the canonical transformation.
The following result allows us to use these observations within the current analysis.
Proposition IV.2 The set of primary constraints Eq. (IV.18a) of the five dimensional pure SU(N,M5) Yang-Mills
theory is faithfully mapped onto the set of primary constraints Eq. (IV.35) of the SU(N,M4) Yang-Mills theory.
The proof of this proposition is straightforward from Eq. (IV.34a) and the linear independence of trigonometric
functions. Moreover, it can be extended to the case of m dimensional pure SU(N,Mm) Yang-Mills theory and its
compactification down to four dimensions.
Propositions IV.1 and IV.2 ensure that secondary constraints
φ(2)(0)a = D(0)abi π(0)ib − gfabc
(
A
(n)c
i π
(n)i
b +A
(m)c
5 π
(m)5
b
)
≈ 0 , (IV.38a)
φ(2)(n)a = D(nm)abi π(m)ib −D(nm)ab5 π(m)5b − gfabcA(n)ci π(0)ib ≈ 0 , (IV.38b)
that emerge in the canonical Hamiltonian Eq. (IV.37) can be also calculated from Eq. (IV.18b) via the canonical
transformation mentioned in Prop. IV.1. Less trivial outcomes of the considerations above are the following: First,
the effective theory must not present either tertiary or higher constraint generations. Second, the gauge algebra of
the effective theory can be obtained via the canonical transformation from the gauge algebra Eq. (IV.19) of the pure
five dimensional Yang-Mills theory. In fact,
{φ(2)(0)a [u], φ(2)(0)b [v]} = gfabcφ(2)(0)c [uv] , (IV.39a)
{φ(2)(0)a [u], φ(2)(n)b [v]} = gfabcφ(2)(n)c [uv] , (IV.39b)
{φ(2)(m)a [u], φ(2)(n)b [v]} = gfabc
(
δmnφ
(2)(0)
c [uv] + ∆mnrφ
(2)(r)
c [uv]
)
, (IV.39c)
which coincides with Eqs. (68)-(70) of Ref. [6].
The gauge generator that reproduces the gauge transformations in Eq. (IV.26) is the sum of the SGTs (Gs) plus
the NSGTs (Gns) generators, where
Gs =
(
D(0)ab0 α(0)b
)
φ(1)(0)a + gfabcA
(n)b
0 α
(0)cφ(1)(n)a − α(0)aφ(2)(0)a , (IV.40a)
Gns = gfabcA
(m)b
0 α
(m)cφ(1)(0)a +
(
D(mn)abα(n)b
)
φ(1)(m)a − α(m)aφ(2)(m)a . (IV.40b)
From the transformation laws generated by Gs and Gns, together with the constraint algebra Eq. (IV.39), one can
infer the Lie algebra Eq. (II.38) on the constraint surface for the SGTs and NSGTs in this case. Due to the constraint
algebra Eq. (IV.39a), the SGTs exponentiate into SU(N), and since in Gs the gauge parameters α
(0)a are defined
on M4, we have that exponentiation of SGTs provides SU(N,M4); the algebra of NSGTs does not close, hence this
transformations do not exponentiate into a group. The sum Gs +Gns is the image under the canonical transforma-
tion mentioned in Prop. IV.1 of the gauge generator that reproduces gauge transformations Eq. (IV.17) in the five
dimensional case.
If a complete set of gauge transformations at the Hamiltonian level can be found, then a complete set of gauge
transformations at the Lagrangian level can be recovered [25]. This implies that there are no more gauge invariances of
the Lagrangian Eq. (IV.25) than those altogether generated by Eq. (IV.40), which in turn correspond to Eq. (IV.26).
Therefore, the effective Lagrangian Eq. (IV.25) must be invariant under these transformations, so that any extra term
in the calculation of δLSU(N,M4) must be either identically zero or a surface term. In this regard we argue that the
extra terms Eqs. (IV.31a) and (IV.31b) must vanish since they do not include any derivative, hence they cannot be
rewritten as a surface term.
We end this section with a heuristic counting of true degrees of freedom in the effective theory. Let us take
for the moment “truncated Fourier expansions” up to some order K, so that, letting K → ∞ will precisely yield
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(Aaµ(x, y), πµa (x, y)) and (Aa5(x, y), π5a(x, y)) in terms of (A(0)aµ (x), π(0)µa (x)), (A(n)aµ (x), π(n)µa (x)), (A(n)a5 (x), π(n)5a (x))
and trigonometric functions. In other words,K quantifies the contribution from the extra dimension in the “truncated
Fourier expansions”. The number of canonical pairs and first-class constraints in the truncated version are 2× [4(N2−
1)+4K(N2−1)+K(N2−1)] and 2(N2−1)+2K(N2−1), respectively. Thus, the number of true degrees of freedom
when K is large but finite is N0(K) = 2(N
2 − 1) + 3K(N2 − 1) per spatial point of M4. Allowing K → ∞ causes
this number of true degrees of freedom to diverge, precisely because one is also counting the continuum contribution
of the extra dimension. In order to obtain the number of true degrees of freedom per spatial point of M5, one needs
to take the ratio N0/K before considering K → ∞. After this process is done, we have that the number of true
degrees of freedom per spatial point of M5 is 3(N2 − 1), which coincides with the corresponding number in the pure
SU(N,M5) Yang-Mills theory.
V. FINAL REMARKS
In order to clarify the gauge structure of pure five-dimensional Yang-Mills theories formulated on a spacetime
manifold with a compact spatial extra dimension, a notion of hidden symmetry based on the fundamental concept
of canonical transformation was introduced. Although the idea of hidden symmetry is well known in the context of
theories with SSB, we have extended this notion to include more general scenarios. The canonical transformation under
consideration maps well defined objects under a gauge group G to well defined objects under a non-trivial subgroup
H ⊂ G. This transformation was constructed within two different categories depending whether the subgroup H is
generated (a) by an appropriate subset of the generators of G, or (b) by the same set of generators of G, with its
gauge parameters being the parameters of G restricted to a suitable submanifold. In both scenarios, all canonical
pairs (qa, pa) of the G-invariant theory are assumed to have well defined transformation laws under the group G. For
instance, among the fields qa one may find gauge fields as well as matter fields; the canonical transformation that will
hide the G symmetry, maps (qa, pa) into (Q
a, Pa) so that from the H perspective all Q’s and P ’s have well defined
transformation laws under H . For instance, some Q’s transform as gauge fields while the remainder arise in a tensorial
representation of H .
In this paper we have analyzed two systems that fall into the category (a) described above; these correspond to pure
SU(3) Yang-Mills theory, and SU(3) Yang-Mills theory coupled to a Higgs sector with SSB. In both cases G = SU(3)
and H = SU(2). The former model allowed us to clarify the meaning of a suitable canonical transformation that
lead us to the concept of hidden symmetry –such transformation maps gauge fields of SU(3) into gauge fields, two
doublets and a singlet with respect to the SU(2) subgroup. The latter model was useful in order to formulate our
notion of hidden symmetry within the context of a well known theory with SSB. The particular scenario of SSB gave
an insight into the interpretation of NSGTs; a definite type of these transformations can be seen as the unitary gauge.
In both cases, the original symmetry was hidden into the set of SGTs, which we showed corresponds to the SU(2)
group, and the NSGTs, which do not form a group.
Pure Yang-Mills theory with one compactified UED falls into the category (b) described above. This theory is
formulated to be invariant under the gauge group SU(N,M5), and the corresponding Poincare´ group ISO(1, 4).
Compactification maps the theory into an effective theory invariant under SU(N,M4) and ISO(1, 3). The suitable
canonical transformation maps, in this case, gauge fields AaM of SU(N,M5) onto gauge fields A(0)aµ and matter fields
A
(m)a
M of SU(N,M4). As Lie groups SU(N,M5) and SU(N,M4) share the same number of generators, so the map
from one to the other cannot involve SSB. However, SU(N,M4) is a subgroup of SU(N,M5) in the following sense:
The parameters defining SU(N,M4) are the parameters defining SU(N,M5) restricted to the submanifoldM4. We
conclude after examination of the Lie algebra between SGTs and NSGTs that in the effective theory the SGTs can
be identified with the SU(N,M4) group, whereas the NSGTs do not exponentiate into any group. It is important
to notice that since there are no broken generators in this scenario, the Higgs mechanism does not operate in the
conventional sense; the pseudo-Goldstone bosons needed for this mechanism are provided by an explicit breaking of
the Poincare´ group ISO(1, 4) into ISO(1, 3). Extension of this analysis to theories with more than one compactified
UED will be reported elsewhere.
In the Hamiltonian analysis of these models, we found that each canonical transformation translates all the relevant
quantities –such as the set the of constraints and the primary Hamiltonian– from the G invariant theory to the theory
invariant under SGTs and NSGTs. Since each model we analyzed is a first-class constraint system, each canonical
transformation maps the gauge generator of the G-symmetry into gauge generators of the SGTs and NSGTs. These
results are particularly interesting for the pure SU(N,M5) Yang-Mills theory with one compactified UED and its
effective theory; it implies that the gauge structure of the higher-dimensional theory has certainly been rewritten in
terms of SGTs and NSGTs. Besides, by arguing that the five-dimensional and the effective theory have the same
number of physical degrees of freedom, we conclude that the fundamental and the effective theory are equivalent at
the classical level.
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Appendix A: Fourier expansion as a canonical transformation
In this Appendix we will prove that Fourier expansion is a canonical transformation by showing that it maps
conjugate canonical pairs to conjugate canonical pairs. In order to do that, we will explicitly calculate the nonvan-
ishing Poisson brackets between the zero modes (A
(0)a
µ , π
(0)µ
a ), and the m modes (A
(m)a
µ , π
(m)µ
a ) and (A
(m)a
5 , π
(m)5
a )
as functions of the canonical pairs (AaM , πMa ). We expect to find that this Poisson brackets yield the components
of the canonical symplectic two form, proving in this way that the Fourier transformation is indeed a canonical
transformation.
We will make use of the following Poisson brackets among the gauge fields and their canonical conjugate momenta,
at a fixed time:
{AaM (x, y), πNb (x′, y′)}SU(N,M) = δab δNMδ(x − x′)δ(y − y′)
{AaM (x, y),AbN (x′, y′)}SU(N,M) = {πMa (x, y), πNb (x′, y′)}SU(N,M) = 0 ,
as well as the inverse Fourier transformations
A(0)aµ (x) =
1√
R
∫
dyAaµ(x, y) ,
A(m)aµ (x) =
√
2
R
∫
dyAaµ(x, y) cos
(
2π
my
R
)
,
A
(m)a
5 (x) =
√
2
R
∫
dyAa5(x, y) sin
(
2π
my
R
)
,
π(0)µa (x) =
1√
R
∫
dy πµa (x, y) ,
π(m)µa (x) =
√
2
R
∫
dy πµa (x, y) cos
(
2π
my
R
)
,
π(m)5a (x) =
√
2
R
∫
dy π5a(x, y) sin
(
2π
my
R
)
.
Also, in order to properly deal with the distributional character of the Poisson brackets, we will use smooth smearing
functions u and v defined on M4.
We proceed to calculate the Poisson bracket between the zero modes with four-dimensional spacetime labels
{A(0)aµ [u], π(0)νb [v]}SU(N,M4) =
∫
d3xd3x′ u(x)v(x′){A(0)aµ (x), π(0)νb (x′)}SU(N,M4)
=
∫
d3xd3x′dy dy′ u(x)v(x′)
1
R
{Aaµ(x, y), πνb (x′, y′)}SU(N,M)
=
∫
d3xd3x′dy dy′ u(x)v(x′)
1
R
δab δ
ν
µδ(x− x′)δ(y − y′) = δab δνµ[uv] . (A.1)
The corresponding calculation for the m modes with four-dimensional spacetime labels reads
{A(m)aµ [u], π(n)νb [v]}SU(N,M4) =
∫
d3xd3x′ u(x)v(x′){A(m)aµ (x), π(n)νb (x′)}SU(N,M4)
=
∫
d3xd3x′dy dy′ u(x)v(x′)
2
R
cos
(
2π
my
R
)
cos
(
2π
ny′
R
)
{Aaµ(x, y), πνb (x′, y′)}SU(N,M)
= δab δ
ν
µδ
mn[uv] . (A.2)
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Finally, the Poisson bracket between the m modes of the fifth component
{A(m)a5 [u], π(n)5b [v]}SU(N,M4) =
∫
d3xd3x′ u(x)v(x′){A(m)a5 (x), π(n)5b (x′)}SU(N,M4)
=
∫
d3xd3x′dy dy′ u(x)v(x′)
2
R
sin
(
2π
my
R
)
sin
(
2π
ny′
R
)
{Aa5(x, y), π5b (x′, y′)}SU(N,M)
= δab δ
mn[uv] . (A.3)
As we can see from Eqs. (A.1), (A.2) and (A.3), under the assumption that (AaM , πMa ) are canonical pairs, one
obtains that (A
(0)a
µ , π
(0)µ
a ), (A
(m)a
µ , π
(m)µ
a ) and (A
(m)a
5 , π
(m)5
a ) are canonical pairs.
Conversely, assuming that (A
(0)a
µ , π
(0)µ
a ), (A
(m)a
µ , π
(m)µ
a ) and (A
(m)a
5 , π
(m)5
a ) are canonical pairs, one obtains that
(AaM , πMa ) are canonical pairs. This is achieved by using the Fourier transform and smear functions u and v defined on
M5, therefore periodic in y. These functions will be asked to be even when calculating the Poisson brackets between
Aaµ and πνb , so that they can be expanded as follows
u(x, y) =
1√
R
u(0)(x) +
√
2
R
∞∑
m=1
u(m)(x) cos
(
2π
my
R
)
; (A.4)
and we will demand they be odd when calculating the Poisson brackets between Aa5 and π5b , and thus expanded as
u(x, y) =
√
2
R
∞∑
m=1
u(m)(x) sin
(
2π
my
R
)
. (A.5)
In conclusion, from a set of conjugate pairs we obtain, via the Fourier transform, another set of conjugate pairs.
This proof can easily be extended in the presence of more extra dimensions, provided each field has suitable periodic
and parity properties on the extra dimensions.
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