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Abstract. This is the second of two papers introducing and investigating two
bivariate zeta functions associated to unipotent group schemes over rings of
integers of number fields. In the first part, we proved some of their properties
such as rationality and functional equations. Here, we calculate such bivariate
zeta functions of three infinite families of nilpotent groups of class 2 generalis-
ing the Heisenberg group of 3× 3-unitriangular matrices over rings of integers
of number fields. The local factors of these zeta functions are also expressed
in terms of sums over finite hyperoctahedral groups, which provides formulae
for joint distributions of three statistics on such groups.
1. Introduction and statement of main results
In the first part [7] of this work, we introduced bivariate zeta functions of groups
associated to unipotent group schemes over rings of integers of numbers fields. In
this second part, we provide explicit examples of such zeta functions for infinite
families of nilpotent groups of class 2, and use these formulae to provide formulae
for joint distributions of three statistics on hyperoctahedral groups.
We are interested in understanding the following data of a group G.
rn(G) = |{isomorphism classes of n-dimensional irreducible complex
representations of G}|,
cn(G) = |{conjugacy classes of G of cardinality n}|.
If all these numbers are finite—for instance, if G is a finite group—we define the
following zeta functions.
Definition 1.1. The representation and the conjugacy class zeta functions of the
group G are, respectively,
ζ irrG (s) =
∞∑
n=1
rn(G)n
−s and ζccG (s) =
∞∑
n=1
cn(G)n
−s,
where s is a complex variable.
Let K denote a number field and O its ring of integers. Let G be a unipotent
group scheme over O. The group G(O) is a finitely generated, torsion-free nilpotent
group (T -group for short)— see [14, Section 2.1.1]—whereas, for a nonzero ideal I
of O, the group G(O/I) is a finite group. For T -groups, the numbers rn(G) and
cn(G) are not all finite, in general. We thus define bivariate zeta functions which
count such data for the principal congruence quotients of the group considered.
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Definition 1.2. The bivariate representation and the bivariate conjugacy class
zeta functions of G(O) are, respectively,
Z irrG(O)(s1, s2) =
∑
{0}6=IEO
ζ irrG(O/I)(s1)|O : I|−s2 and
ZccG(O)(s1, s2) =
∑
{0}6=IEO
ζccG(O/I)(s1)|O : I|−s2 ,
where s1 and s2 are complex variables.
These series converge for s1 and s2 with sufficiently large real parts—cf. [7,
Proposition 2.4]—and satisfy the following Euler decompositions:
(1.1) Z∗G(O)(s1, s2) =
∏
p∈Spec(O)\{(0)}
Z∗G(Op)(s1, s2),
where ∗ ∈ {irr, cc} and the completion of O at the nonzero prime ideal p is de-
noted Op. When considering a fixed prime ideal p, we write simply Op = o and
GN := G(o/p
N ). With this notation, the local factor at p is given by
Z∗G(Op)(s1, s2) = Z∗G(o)(s1, s2) =
∞∑
N=0
ζ∗GN (s1)|o : p|−Ns2 .(1.2)
In this part of the work, we calculate explicitly such local bivariate zeta functions
of three infinite families of nilpotent groups of class 2. Such groups are constructed
from the following class-2-nilpotentZ-Lie lattices, that is, free and finitely generated
O-modules together with an anti-symmetric bi-additive form [ , ] which satisfies
the Jacobi identity.
Definition 1.3. For n ∈ N and δ ∈ {0, 1}, consider the nilpotent Z-Lie lattices
Fn,δ = 〈xk, yij | [xi, xj ]− yij , 1 ≤ k ≤ 2n+ δ, 1 ≤ i < j ≤ 2n+ δ〉,
Gn = 〈xk, yij | [xi, xn+j ]− yij , 1 ≤ k ≤ 2n, 1 ≤ i, j ≤ n〉,
Hn = 〈xk, yij | [xi, xn+j ]− yij , [xj , xn+i]− yij , 1 ≤ k ≤ 2n, 1 ≤ i ≤ j ≤ n〉.
By convention, relations that do not follow from the given ones are trivial.
Let Λ be one of the Z-Lie lattices of Definition 1.3. We consider the unipotent
group scheme GΛ associated to Λ obtained by the construction of [14, Section 2.4].
Following [14], these unipotent group schemes are denoted by Fn,δ, Gn, and Hn,
and groups of the form Fn,δ(O), Gn(O), and Hn(O) are called groups of type F,G,
and H, respectively.
The unipotent group schemes Fn,δ, Gn, and Hn provide different generalisations
of the Heisenberg group scheme H = F1,0 = G1 = H1, where H(O) is the Heisen-
berg group of upper uni-triangular 3 × 3-matrices over O. The interest in such
Z-Lie lattices arises from their very construction. Roughly speaking, their defining
relations reflect the reduced, irreducible, prehomogeneous vector spaces of, respec-
tively, complex n×n antisymmetric matrices, complex n×n-matrices and complex
n × n symmetric matrices—here, the relative invariants are given by Pf, det and
det, where Pf(X) denotes the Pfaffian of an antisymmetric matrix X. We refer the
reader to [14, Section 6] for details.
For the rest of this work, Λ is one of the Z-Lie lattices of Definition 1.3 and
G = GΛ denotes the unipotent group schemes associated to Λ, unless otherwise
stated.
1.1. Bivariate conjugacy class and class number zeta functions. Our first
result concerns bivariate conjugacy class zeta functions, which leads to similar re-
sults for (univariate) class number zeta functions.
2
Bivariate zeta functions of T -groups
Theorem 1.4. Let n ∈ N, and δ ∈ {0, 1}. Then, for each nonzero prime ideal p
of O with q = |O : p|,
ZccFn,δ(o)(s1, s2) =
1− q(2n+δ−12 )−(2n+δ−1)s1−s2
(1− q(2n+δ2 )−s2)(1− q(2n+δ2 )+1−(2n+δ−1)s1−s2)
.
Write q−s1 = T1 and q−s2 = T2. For n ≥ 2,
ZccGn(o)(T1, T2) =
(1− q2(n2)Tn1 T2)(1− q2(
n
2)+1T 2n−11 T2) + q
n2Tn1 T2(1− q−n)(1− q−(n−1)Tn−11 )
(1− qn2T2)(1− qn2Tn1 T2)(1− qn2+1T 2n−11 T2)
,
ZccHn(o)(T1, T2) =
(1− q(n2)Tn1 T2)(1− q(
n
2)+2T 2n−11 T2) + q
(n+12 )Tn1 T2(1− q−n+1)(1− q−(n−1)Tn−11 )
(1− q(n+12 )T2)(1− q(
n+1
2 )+1Tn1 T2)(1− q(
n+1
2 )+1T 2n−11 T2)
.
The proof of Theorem 1.4 is given in Section 3.
Let k(G) denote the class number of the group G, that is, the number of con-
jugacy classes or, equivalently, the number of irreducible complex characters of G.
In particular, for a finite group G, ζ irrG (0) = ζ
cc
G (0) = k(G). We recall from [7,
Section 1.2] that, for a unipotent group scheme G, one may obtain the (univariate)
class number zeta function ζkG(O)(s) via the following specialisation:
(1.3) Z irrG(O)(0, s) = ZccG(O)(0, s) =
∑
{0}6=IEO
k(G(O/I))|O : I|−s =: ζkG(O)(s),
where s is a complex variable. We remark that the term ‘conjugacy class zeta
function’ is sometimes used for what we call ‘class number zeta function’; see for
instance [1, 11, 12]. Specialisation (1.3) applied to Theorem 1.4 gives the following.
Corollary 1.5. For all n ≥ 1 and δ ∈ {0, 1},
(1.4) ζkFn,δ(O)(s) =
ζK(s−
(
2n+δ
2
)− 1)ζK(s− (2n+δ2 ))
ζK(s−
(
2n+δ−1
2
)
)
,
where ζK(s) is the Dedekind zeta function of the number field K = Frac(O). Fur-
thermore, for n ≥ 2, the class number zeta functions of Gn(O) and Hn(O) are
ζkGn(O)(s) =
∏
p∈Spec(O)\{(0)}
(1− q2(
n
2)−s
p )(1− q2(
n
2)+1−s
p ) + q
n2−s
p (1− q−np )(1− q−n+1p )
(1− qn2−sp )2(1− qn2+1−sp )
,
ζkHn(O)(s) =
∏
p∈Spec(O)\{(0)}
(1− q(
n
2)−s
p )(1− q(
n
2)+2−s
p ) + q
(n+12 )−s
p (1− q−n+1p )2
(1− q(
n+1
2 )−s
p )(1− q(
n+1
2 )+1−s
p )2
,
where qp = |O : p|, for all p ∈ Spec(O) \ {(0)}.
In particular, all the local factors of the bivariate conjugacy class zeta functions
of groups of type F , G, and H are rational in qp, q
−s1
p , and q
−s2
p , whilst all local
factors of their class number zeta functions are rational in qp and q
−s
p . Moreover, the
local factors of both zeta functions satisfy functional equations. This generalises [7,
Theorem 1.4] for these groups.
The formula (1.4) is also shown in [11]; it is a consequence of both [11, Propo-
sition 5.11 and Proposition 6.4]; see Remarks 2.6 and 3.4, respectively. In [7, Sec-
tion 4.2], we write the bivariate zeta functions of Definition 1.2 in terms of p-adic
integrals. These integrals under specialisation (1.3) coincide with the integrals [11,
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(4.3)] under the specialisation of the ask zeta function to the class number zeta
function given in [11, Theorem 1.7]; cf. [7, Remark 4.10].
1.2. Bivariate representation and twist representation zeta functions. To
state our next result, we introduce some notation.
Let X,Y denote indeterminates in the field Q(X,Y ). Given n ∈ N, set (n)X =
1 − Xn and (n)X ! = (n)X(n− 1)X . . . (1)X . For a, b ∈ N0 such that a ≥ b, the
X-binomial coefficient of a over b is(
a
b
)
X
=
(a)X
(b)X(a− b)X .
Given n ∈ N, denote [n] = {1, . . . , n} and [n]0 = [n] ∪ {0}. Given a subset
{i1, . . . , il} ⊂ N, we write {i1, . . . , il}< meaning that i1 < i2 < · · · < il. For
I = {i1, . . . , il}< ⊆ [n − 1]0, denote µj := ij+1 − ij for all j ∈ [l]0, where i0 = 0,
il+1 = n, and define (
n
I
)
X
=
(
n
il
)
X
(
il
il−1
)
X
. . .
(
i2
i1
)
X
.
The Y -Pochhammer symbol is defined as
(X;Y )n =
n−1∏
i=0
(1−XY i).
Theorem 1.6. Let n ∈ N, and δ ∈ {0, 1}. Then, for each nonzero prime ideal p
of O with q = |O : p|,
Z irrG(o)(s1, s2) =
1
1− qa¯(G,n)−s2
∑
I⊆[n−1]0
fG,I(q
−1)
∏
i∈I
qa¯(G,i)−(n−i)s1−s2
1− qa¯(G,i)−(n−i)s1−s2 ,
where fG,I(X) and a¯(G, i), for all I = {i1, . . . , il}< ⊆ [n− 1]0 and for all i ∈ [n]0,
are defined as follows.
G fG,I(X) a¯(G, i)
Fn,δ
(
n
I
)
X2
(X2(i1+δ)+1;X2)n−i1
(
2n+δ
2
)− (2i+δ2 )+ 2i+ δ
Gn
(
n
I
)
X
(Xi1+1;X)n−i1 n
2 − i2 + 2i
Hn
(∏l
j=1(X
2;X2)−1bµj/2c
)
(Xi1+1;X)n−i1
(
n+1
2
)− (i+12 )+ 2i
The proof of Theorem 1.6 may be found in Section 4.
The numbers a¯(G, i) are slight modifications of the numbers a(G, i) given in [14,
Theorem C], namely a¯(Fn,δ, i) = a(Fn,δ, i) + 2i + δ and a¯(G, i) = a(G, i) + 2i, for
G(O) of type G and H.
Let G be a unipotent group scheme over O such that G(O) has nilpotency
class 2. The local factors of the bivariate representation zeta functions of G(O)
specialise to the local factors of its twist representation zeta function ζ i˜rrG(O)(s). This
a variation of the representation zeta function of Definition 1.1, which counts the
numbers r˜n(G) of n-dimensional twist-isoclasses of irreducible complex represen-
tations of G, that is, the number of classes of the equivalence relation on the set
of irreducible complex representations of G given by ρ ∼ σ if and only if there
exists a 1-dimensional representation χ of G such that ρ ∼= χ ⊗ σ. In the context
of topological groups, only continuous representations are considered.
Twist representation zeta functions of T -groups are investigated, for instance,
in [4, 5, 10, 14, 15, 17].
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[7, Proposition 4.12] states that there is a constant r = r(G) such that
(1.5)
∏
p∈Spec(O)\{(0)}
(
(1− qr−s2)Z irrG(Op)(s1, s2) |s1→s−2
s2→r
)
= ζ i˜rrG(O)(s).
Since the groups of type F , G, and H are T -groups of class 2, we obtain the
formulae of [14, Theorem C] describing their twist representation zeta functions by
applying specialisation (1.5) to Theorem 1.6.
1.3. Joint distributions on hyperoctahedral groups. The polynomials
fG,I(X) appearing in Theorem 1.6 can be expressed in terms of distributions of
statistics on Weyl groups of type B, also called hyperoctahedral groups Bn; see
Sections 5.1 and 5.2. These are the groups Bn of the permutations w of the set
[±n]0 = {−n, . . . , n} such that w(−i) = −w(i) for all i ∈ [±n]0.
In Lemma 5.4, we describe the local bivariate representation zeta function of
G(O) as a sum over Bn in terms of statistics on such groups. As the local factors
of the bivariate representation and the bivariate conjugacy class zeta functions of
G(O) specialise to its class number zeta function, the formulae in terms of statistics
on hyperoctahedral groups Bn can be compared with the formulae of Corollary 1.5,
which leads to formulae for the joint distribution of three functions on Weyl groups
of type B; see Propositions 5.5 and 5.6.
More precisely, the formulae of Lemma 5.4 under specialisation (1.3) provide a
formula of the following form for the class number zeta function of G(o):
ζkG(o)(s) =
∑
w∈Bn χG(w)q
−hG(w)−des(w)s∏n
i=0(1− qa¯(G,i)−s)
,
where χG is one of the linear characters (−1)neg or (−1)` of Bn, where neg(w)
denotes the number of negative entries of w, and ` is the standard Coxeter length
function of Bn. Moreover, the functions hG are sums of statistics on Bn for each
G and des(w) is the cardinality of the descent set of w ∈ Bn; see Section 5.1 for
definitions.
1.4. Local functional equations. The formulae for the bivariate zeta functions
given in Theorems 1.6 and 1.4 allow us to strengthen [7, Theorem 1.4] for groups
of type F , G, and H by showing that its conclusion holds for all local factors:
Theorem 1.7. For ∗ ∈ {irr, cc} and all nonzero prime ideal p of O with |O : p| = q,
the local bivariate zeta function Z∗G(o)(s1, s2) satisfies the functional equation
Z∗G(o)(s1, s2) |q→q−1= −qh−s2Z∗G(o)(s1, s2),
where h is the torsion rank of Λ(o) = Λ⊗o o; see the exact value of h in Table 1.
In fact, [7, Theorem 1.4] states that almost all local factors satisfy functional
equations of such form, whilst Theorems 1.4 and 1.6 state that all local factors are
given by the same rational functions. We give an alternative proof in Section 5.3.
1.5. Notation. The following list collects frequently used notation.
N {1, 2, . . . }
N0 {0, 1, 2 . . . }
[n] {1, . . . , n}
[n]0 {0, 1, . . . , n}
[±n] {−n, . . . ,−1} ∪ [n]0
5
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X,Y indeterminates in the field Q(X,Y )
(n)X 1−Xn, for n ∈ N
(n)X ! (n)X(n− 1)X . . . (1)X , for n ∈ N(
a
b
)
X
(a)X
(b)X(a−b)X , for a ≥ b
(X;Y )n
∏n−1
i=0 (1−XY i)
gp(X) 11−X
I = {i1, . . . , il}< set I of nonnegative integers i1 < i2 < · · · < il(
n
I
) (
n
il
)(
il
il−1
)
. . .
(
i2
i1
)
i0 0
il+1 n
µj ij+1 − ij , j ∈ [l]0
K number field
O ring of integers of K
p nonzero prime ideal of O
o = Op completion of O at p
on n-fold Cartesian power o× · · · × o
pm mth ideal power p · · · p
p(m) m-fold Cartesian power p× · · · × p
Λ one of the Z-Lie lattices Fn,δ, Gn, or Hn; see Definition 1.3.
G one of the unipotent group schemes Fn,δ, Gn, or Hn.
AΛ(X) A-commutator matrix of Λ; see Definition 2.4
BΛ(Y ) B-commutator matrix of Λ
vp p-adic valuation
|.|p p-adic norm
‖(zj)j∈J‖p max(|zj |p)j∈J = q−vp((zi)i∈I), J finite index set
W ok,N {x ∈ (o/pN )k | vp(x) = 0}, k ∈ N, N ∈ N0
W ok {x ∈ ok | vp(x) = 0}, k ∈ N
2. Bivariate zeta functions and p-adic integrals
In this section we calculate some generic p-adic integrals which are needed in the
current work, and recall from [7, Proposition 4.8] how to write the local bivariate
zeta functions of groups of type F , G, and H in terms of p-adic integrals.
For the rest of Section 2, p is a fixed nonzero prime ideal of O, and o denotes the
completion of O at p. Denote by q the cardinality of O/p and by p its characteristic.
2.1. Some p-adic integrals. Given an element z ∈ o such that (z) = pepe11 · · · perr
is the prime factorisation of the ideal (z)CO with pi 6= p, for all i ∈ [r], the p-adic
valuation of z is given by vp(z) = e, and its p-adic norm is |z|p = q−vp(z). For a
finite index set J and (zj)j∈J ∈ oJ , define ‖(zj)j∈J‖p = max(|zj |p)j∈J . We denote
by pm the mth ideal power p · · · p and by p(m) the m-fold Cartesian power p×· · ·×p.
For now on, µ denotes the additive Haar measure on o, normalised so that
µ(o) = 1. We also denote by µ the product measure on on, for n ∈ N.
The following is well known.
Proposition 2.1. Let r be a complex variable. Then, for each k ∈ N,∫
w∈pk
|w|rpdµ =
q−k(r+1)(1− q−1)
1− q−k(r+1) ,
if the integral on the left-hand side converges absolutely.
6
Bivariate zeta functions of T -groups
The following lemma is a direct consequence of [11, Lemma 5.8], which assures
in particular that, for complex variables r and s, one has
(2.1)
∫
(y,x)∈o×on
|y|rp‖x1, . . . , xn, y‖spdµ =
(1− q−1)(1− q−r−n−1)
(1− q−r−s−n−1)(1− q−r−1) ,
if the integral on the left-hand side converges absolutely.
Lemma 2.2. Let r and s be complex variables. Then, for each n ∈ N0,∫
(y,x)∈p×on
|y|rp‖x1, . . . , xn, y‖spdµ =
(1− q−1)(1− q−n + q−s−n − q−r−s−n−1)q−r−1
(1− q−r−s−n−1)(1− q−r−1) ,∫
(y,x)∈p×p(n)
|y|rp‖x1, . . . , xn, y‖spdµ =
(1− q−1)(1− q−r−n−1)q−r−s−n−1
(1− q−r−s−n−1)(1− q−r−1) ,
if the integrals on the left-hand side of each equality converge absolutely.
Proof. Since p × on = o × on \W o1 × on and y ∈ W o1 implies both |y|p = 1 and
‖x1, . . . , xn, y‖p = 1, it follows that∫
(y,x)∈p×on
|y|rp‖x1, . . . , xn, y‖spdµ =
∫
(y,x)∈o×on
|y|rp‖x1, . . . , xn, y‖spdµ− µ(W o1 × on).
The first claim then follows from (2.1) and the fact that µ(W o1 × on) = 1 − q−1.
Analogously, since p× p(n) = p× on \ p×W on ,∫
(y,x)∈p×pn
|y|rp‖x1, . . . , xn, y‖spdµ
=
∫
(y,x)∈p×on
|y|rp‖x1, . . . , xn, y‖spdµ− (1− q−n)
∫
y∈p
|y|rpdµ. 
The second claim follows from the first part and Lemma 2.1.
Let X = (X11, . . . , X2n) be a vector of variables. In the following, consider the
matrix
M(X) =
[
X11 X12 . . . X1n
X21 X22 . . . X2n
]
∈ Mat2×n(o[X]),
and, for 1 ≤ i < j ≤ n, write Mij(X) := X1iX2j −X1jX2i.
Proposition 2.3. For complex variables s and r, the following holds, provided the
integral on the left-hand side converges absolutely.∫
(y,x)∈p×Wo2n
|y|rp‖{Mij(x) | 1 ≤ i < j ≤ n} ∪ {y}‖spdµ
=
(qn − 1)(1− q−1)q−r−2n−1
(1− q−1−r)(1− q−r−s−n)
(
(q + 1)(1− q−r−n)q−s + (qn − q)(1− q−r−s−n)) .
Proof. Since o =
⋃q
m=1(pim + p), for some representatives pim of the classes of o/p,
there exist k ∈ N and representatives A1, . . . , Ak of o2n/p(2n) such that
o2n =
(∪km=1Am + Mat2×n(p)) ∪Mat2×n(p),
where Mat2×n(p) denotes the set of all 2 × n-matrices over p. Hence W o2n =
∪km=1Am + Mat2×n(p). In the following, we evaluate the integrals
IAm(s, r) :=
∫
(y,x)∈p×Am+Mat2×n(p)
|y|rp‖{Mij(x) | 1 ≤ i < j ≤ n} ∪ {y}‖spdµ.
If x ∈ Am + Mat2×n(p), then rk(x) = rk(Am) modulo p. Let us then consider
the two cases rk(Am) = 1 and rk(Am) = 2 modulo p. For simplicity, assume that
7
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rk(Am) = 1 for 1 ≤ m ≤ t, and that rk(Am) = 2 for t + 1 ≤ m ≤ k, for some
t ∈ [k]0.
Case 1: Suppose that m ∈ [t], that is, rk(Am) = 1. Then, each x = (xij) ∈
Am + Mat2×n(p) has rank 1 modulo p. In particular, vp(Mij(x)) ≥ 1 for all 1 ≤
i < j ≤ n. By making a suitable change of variables, we can consider Am to be the
matrix with (1, 1)-coordinate 1 and 0 elsewhere. Consequently, x11 = 1 +Q11 and
xij = Qij , for (i, j) 6= (1, 1), where Qij ∈ p. Hence
M1j(x) =
{
(1 +Q11)Q2i −Q21Q1i, for i = 2, . . . , n,
Q1iQ2j −Q2iQ1j , for 1 < i < j ≤ n,
so that ‖{Mij(x) | 1 ≤ i < j ≤ n}‖p = ‖M12(x), . . . ,M1n(x)‖p. Therefore
IAm(s, r) =
∫
(y,x)∈p×Mat2×n(p)
|y|rp‖M12(x), . . . ,M1n, y‖spdµ
= µ(pn+1)
∫
(y,x1,...,xn−1)∈p×pn−1
|y|rp‖x1, . . . , xn−1, y‖spdµ
= q−n−1
(1− q−1)(1− q−r−n)q−r−s−n
(1− q−r−s−n)(1− q−r−1) ,
where the domain of integration of integral in the second equality is justified
by the translation invariance of the Haar measure and the last equality is due
Proposition 2.2.
Case 2: We now assume that m ∈ {t + 1, . . . , k}, that is, rk(Am) = 2. In this
case, each x ∈ Am + Mat2×n(p) has rank two modulo p, which means that at least
one of the Mij(x) has valuation zero. Consequently,
IAm(s, r) =
∫
(y,x)∈p×p2n
|y|rpdµ =
q−2n−r−1(1− q−1)
1− q−r−1 .
We conclude the proof using the fact that there are (q + 1)(qn − 1) matrices of
rank 1 and q(qn−1)(qn−1−1) matrices of rank 2 in Mat2×n(Fq) and, consequently,∫
(y,x)∈p×Wo2n
|y|rp‖{Mij(x) | 1 ≤ i < j ≤ n} ∪ y‖spdµ =
k∑
m=1
IAm(s, r)
= (q + 1)(qn − 1)IAt(s, r) + q(qn − 1)(qn−1 − 1)IAk(s, r)
=
(qn − 1)(1− q−1)q−r−2n−1
(1− q−1−r)(1− q−r−s−n)
(
(q + 1)(1− q−r−n)q−s + (qn − q)(1− q−r−s−n)) ,
as desired. 
2.2. Bivariate zeta functions in terms of p-adic integrals. Denote g =
Λ(o) = Λ ⊗O o. Let g′ be the derived Lie sublattice of g, and let z be its cen-
tre. Set
h = rk(g), a = rk(g/z), b = rk(g′), r = rk(g/g′), z = rk(z).
These numbers are given by the following table for Λ ∈ {Fn,δ,Gn,Hn}:
Table 1.
Λ h = rk(g) a = rk(g/z) b = rk(g′) = rk(z) = z
Fn,δ
(
2n+δ+1
2
)
2n+ δ
(
2n+δ
2
)
Gn n2 + 2n 2n n2
Hn
(
n+1
2
)
+ 2n 2n
(
n+1
2
)
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We now recall the ordered sets e and f of [7, Section 4.1] in the context of the Lie
lattice Λ ∈ {Fn,δ,Gn,Hn}. Define the ordered set e = (x1, . . . , xa) with xi > xi+1,
for each i ∈ [a − 1], where the xi are the elements appearing in the presentation
of Λ of Definition 1.3. Then e = (e1, . . . , ea) is an o-basis of g/z, where denotes
the natural surjection g→ g/z.
Consider the sets
DΛ =

{(i, j) ∈ [2n+ δ]2 | 1 ≤ i < j ≤ 2n+ δ}, if Λ = Fn,δ,
[n]2, if Λ = Gn,
{(i, j) ∈ [n]2 | 1 ≤ i ≤ j ≤ n}, if Λ = Hn.
Let yij be the elements appearing in the relations of the presentation of Λ of Defi-
nition 1.3. We order the set f = {yij}(i,j)∈DΛ , by setting yij > ykl, whenever either
i < k or i = k and j < l. We then write f = (yij)(i,j)∈DΛ = (f1, . . . , fb) so that
f1 > · · · > fb.
For i, j ∈ [a] and k ∈ [b], let λkij ∈ o be the structure constants satisfying
[xi, xj ] =
b∑
k=1
λkijfk.
Definition 2.4. [8, Definition 2.1] The A-commutator and the B-commutator
matrices of g with respect to e and f are, respectively,
AΛ(X1, . . . , Xa) =
 a∑
j=1
λkijXj

ik
∈ Mata×b(o[X]), and
BΛ(Y1, . . . , Yb) =
(
b∑
k=1
λkijYk
)
ij
∈ Mata×a(o[Y ]),
where X = (X1, . . . , Xa) and Y = (Y1, . . . , Yb) are independent variables.
The B-commutator matrices of Λ are the following:
• BFn,δ(Y ) is the generic antisymmetric (2n + δ) × (2n + δ)-antisymmetric
matrix in the variables Y = (Y1, . . . , Yb),
• BGn(Y ) =
[
0 M(Y )
−M(Y )tr 0
]
, where M(Y ) is the generic n×n-matrix
in the variables Y = (Y1, . . . , Yb) and M(Y )
tr is its transpose,
• BHn(Y ) =
[
0 S(Y )
−S(Y ) 0
]
, where S(Y ) is the generic symmetric n×n-
matrix in the variables Y = (Y1, . . . , Yb).
The precise form of the A-commutator matrix of each Λ ∈ {Fn,δ,Gn,Hn} is
given in Section 3.1.
Proposition 2.5. [7, Proposition 4.8] The bivariate zeta functions of G(o) can be
described by
Z irrG(o)(s1, s2) =
1
1− qr−s2
(
1 + (1− q−1)−1·
∫
(w,y)∈p×Wob
|w|uBΛs1+s2+2uBΛ−h−1p
uBΛ∏
k=1
‖F2k(BΛ(y)) ∪ w2F2(k−1)(BΛ(y))‖
−2−s1
2
p
‖F2(k−1)(BΛ(y))‖
−2−s1
2
p
dµ
 ,
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ZccG(o)(s1, s2) =
1
1− qz−s2
(
1 + (1− q−1)−1·
(2.2)
∫
(w,x)∈p×Woa
|w|uAΛs1+s2+uAΛ−h−1p
uAΛ∏
k=1
‖Fk(AΛ(x)) ∪ wFk−1(AΛ(x))‖−1−s1p
‖Fk−1(AΛ(x))‖−1−s1p
dµ
)
,
where Fj(R(z)) denotes the set of (j × j)-minors of R(z) ∈ {AΛ(x), BΛ(y)}, and
2uBΛ = max{rkFrac(o)B(z) | z ∈ ob},
uAΛ = max{rkFrac(o)A(z) | z ∈ oa}.
In particular, uBΛ = n, for all Λ ∈ {Fn,δ,Gn,Hn}.
Via specialisation (1.3), we obtain:
ζkG(o)(s) =
1
1− qz−s (1 +Zo,A (−1, s+ uAΛ − h− 1)) ,(2.3)
=
1
1− qr−s (1 +Zo,B (−1, s+ 2uBΛ − h− 1)) .(2.4)
Remark 2.6. The formula (1.4) for the class number zeta function of Fn,δ(o) is
a consequence of [11, Proposition 5.11]. This proposition gives a formula for the
ask zeta function Zasksod(o)(T ) of the orthogonal Lie algebra sod(o), d ∈ N; see the
definition of this function in [11, Definition 1.3]. Since {BFn,δ(x) | x ∈ ob} = soa(o),
when comparing the p-adic integral [11, (4.3)] with (2.4), we see that ζkFn,δ(o)(s) =
Zasksoa(o)(q
−s+(a2)), and hence [11, Proposition 5.11] shows (1.4).
3. Bivariate conjugacy class zeta functions—proof of Theorem 1.4
In the following, we provide separate formulae for the local factors of the conju-
gacy class zeta functions of each type of G ∈ {Fn,δ, Gn, Hn} by calculating explicitly
the corresponding integrals given by expression (2.2) of Proposition 2.5. We first
describe the A-commutator matrices in each type of G.
3.1. A-commutator matrices. We describe the A-commutator matrix of g,
given with respect to the ordered bases e = (x1, . . . , xa) and f = (yij)(i,j)∈DΛ =
(f1, . . . , fb) of Section 2.2.
Lemma 3.1. Let ωΛ : DΛ → [b] denote the map satisfying yij = fω(i,j). Then
ωΛ(i, j) =

(i− 1)a− (i−12 )+ j − i, if Λ = Fn,δ,
(i− 1)n+ j, if Λ = Gn,
(i− 1)n− (i2)+ j, if Λ = Hn.
Proof. For Λ = Fn,δ, the ordering of the yij is described by the following identities.
ωFn,δ(1, j) = j − 1, for all j ∈ {2, . . . , a},
ωFn,δ(i+ 1, i+ 2) = ωFn,δ(i, a) + 1, for all i ∈ [a− 2],
and
ωFn,δ(i, j) = ωFn,δ(i, i+ 1) + j − (i+ 1), for all i ∈ [a− 1], j ∈ {i+ 1, . . . , a}.
It follows by induction that ωFn,δ(i, j) = (i− 1)a−
(
i−1
2
)
+ j − i.
The other cases follow from similar arguments. 
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Let X = (X1, . . . , Xa) be a vector of variables and, for m ∈ [a], set
CΛ,m = {ωΛ(m, j) | (m, j) ∈ DΛ}.
We want to determine the submatrix A
(m)
Λ (X) of AΛ(X) composed by the columns
of index in CΛ,m so that
AFn,δ(X) =
[
A
(1)
Fn,δ(X) A
(2)
Fn,δ(X) . . . A
(a−1)
Fn,δ (X)
]
,
AΛ(X) =
[
A
(1)
Λ (X) A
(2)
Λ (X) . . . A
(n)
Λ (X)
]
,
for Λ ∈ {Gn,Hn}. For Λ ∈ {Fn,δ,Gn,Hn}, the matrices AΛ(X) all have size a× b.
Denote
νΛ,m =

(m− 1)a− (m−12 ), if Λ = Fn,δ
(m− 1)n, if Λ = Gn
(m− 1)n− (m2 )+m− 1, if Λ = Hn,
so that CΛ,m = {νΛ,m + 1, . . . , νΛ,m + kΛ,m}, where
kΛ,m =

a−m, if Λ = Fn,δ,
n, if Λ = Gn,
n−m+ 1, if Λ = Hn,
that is, the jth column of A
(m)
Λ (X) is the (νΛ,m + j)th column of AΛ(X).
The relations of Λ show that, for (i, j) ∈ DΛ and for k ∈ CΛ,m, the structure
constants involving (i, j) are the ones in the following table:
Λ structure constants involving (i, j)
Fn,δ λkij =
{
1, if k = ωFn,δ(i, j),
0, otherwise,
Gn λki(n+j) =
{
1, if k = ωGn(i, j),
0, otherwise,
Hn λki(n+j) = λkj(n+i) =
{
1, if k = ωHn(i, j),
0, otherwise.
Since ωΛ(i, j) ∈ CΛ,i, for each (i, j) ∈ DΛ, it is clear that the indices k ∈ CΛ,m
of the columns of A
(m)
Λ (X) cannot equal ωΛ(i, j) if i 6= m. In particular, λkij = 0 if
i, j 6= m. Every k ∈ CΛ,m is of the form k = νΛ,m + l, for some l ∈ [kΛ,m]. Recall
that the (i, l)th entry of A
(m)
Λ (X) is the (i, νΛ,m + l)th entry of AΛ(X), that is,
A
(m)
Λ (X)il = AΛ(X)i(νΛ,m+l).
3.1.1. A-commutator matrices of groups of type F . For Λ = Fn,δ, the index k
coincides with ωFn,δ(m, j) = νFn,δ,m+j−m if and only if j = l+m. It follows that
λkij = 1 if and only if i = m and j = m+ l. Hence the (m, l)th entry of A
(m)
Fn,δ(X) is
A
(m)
Fn,δ(X)ml =
a∑
j=1
λ
νFn,δ,m+l
mj Xj = Xm+l,
and, for i 6= m, its (i, l)th entry is
A
(m)
Fn,δ(X)il = −
a∑
j=1
λ
νFn,δ,m+l
ji Xj =
{
−Xm, if i = m+ l,
0, otherwise.
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Given s, r ∈ N, let 0s×r denote the (s × r)-zero matrix and let 1s denote the
(s× s)-identity matrix, both over o[X]. It follows that, for each m ∈ [a− 1],
A
(m)
Fn,δ(X) =

0(m−1)×(2n+δ−m)
Xm+1 Xm+2 . . . X2n+δ
−Xm 1(2n+δ−m)
 ∈ Mat(2n+δ)×(2n+δ−m)(o[X]).
3.1.2. A-commutator matrices of groups of type G. For Λ = Gn, the index k coin-
cides with ωGn(m, j) = νGn,m + j if and only if j = l. It follows that λ
k
i(n+j) = 1 if
and only if i = m and j = l. Hence the (m, l)th entry of A
(m)
Gn (X) is
A
(m)
Gn (X)ml =
a∑
j=1
λ
νGn,m+l
mj Xj = Xn+l,
and, for i 6= m, its (i, l)th entry is
A
(m)
Gn (X)il = −
a∑
j=1
λ
νGn,m+l
ji Xj =
{
−Xm, if i = n+ l,
0, otherwise.
Hence, for each m ∈ [n],
A
(m)
Gn (X) =

0(m−1)×n
Xn+1 Xn+2 . . . X2n
0(n−m)×n
−Xm1n

∈ Mat2n×n(o[X]).(3.1)
3.1.3. A-commutator matrices of groups of type H. For Λ = Hn, the index k
coincides with ωHn(m, j) = νHn,m+ j−m+1 if and only if j = m+ l−1. If follows
that λki(n+j) = λ
k
j(n+i) = 1 if and only if either i = m and j = m + l − 1 or j = m
and i = m+ l − 1. Therefore
A
(m)
Hn (X)ml =
a∑
j=1
λ
νHn,m+l
mj Xj = Xn+m+l−1,
A
(m)
Hn (X)(n+m)l = −
a∑
j=1
λ
νHn,m+l
j(n+m) Xj = −Xm+l−1.
For i ∈ [n] \ {m}, the (i, l)th entry of A(m)Hn (X) is
A
(m)
Hn (X)il =
n∑
j=1
λ
νHn,m+l
j(n+i) Xn+j =
{
Xn+m, if i = m+ l − 1,
0, otherwise.
For i = n+ t with t ∈ [n] \ {m}, the (i, l)th entry of A(m)Hn (X) is
A
(m)
Hn (X)il = −
n∑
j=1
λ
νHn,m+l
j(n+t) Xj =
{
−Xm, if t = m+ l − 1,
0, otherwise.
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Hence, for each m ∈ [n],
A
(m)
Hn (X) =

0(m−1)×(n−m+1)
Xn+m Xn+m+1 . . . X2n
Xn+m
. . .
Xn+m
0(m−1)×(n−m+1)
−Xm −Xm+1 . . . −Xn
−Xm
. . .
−Xm

∈ Mat2n×(n−m+1)(o[X]).(3.2)
Example 3.2. The following examples illustrate the form of the commutator matrix
for each type of group scheme.
AF2,0(X) =

X2 X3 X4
−X1 X3 X4
−X1 −X2 X4
−X1 −X2 −X3
 ,
AG3(X) =

X4 X5 X6
X4 X5 X6
X4 X5 X6
−X1 −X2 −X3
−X1 −X2 −X3
−X1 −X2 −X3

,
AH3(X) =

X4 X5 X6
X4 X5 X6
X4 X5 X6
−X1 −X2 −X3
−X1 −X2 −X3
−X1 −X2 −X3

,
where the omitted entries equal zero. 4
It is not difficult to see that AΛ(X) has rank a−1 in all cases, that is, uAΛ = a−1.
We now proceed to a detailed analysis of the A-commutator matrix in each
individual type.
3.2. Conjugacy class zeta functions of groups of type F .
Lemma 3.3. For w ∈ p and x ∈W oa , that is, for x ∈ oa such that vp(x) = 0,
(3.3)
‖Fk(AFn,δ(x)) ∪ wFk−1(AFn,δ(x))‖p
‖Fk−1(AFn,δ(x))‖p
= 1, for all k ∈ [a− 1].
13
Paula Lins
Proof. The columns of AFn,δ(X) are of the form
kth row
{
jth row
{

Xj
−Xk
 , for each j, k ∈ [a],(3.4)
where the nondisplayed entries equal 0.
For each i ∈ [a], consider the (a×(a−1))-submatrixKi(X) ofAFn,δ(X) composed
of the columns of expression (3.4) in the following order: the first i − 1 columns
are the ones with j = i and k ∈ [i − 1] being chosen in the increasing order, then
the next a− i columns are the ones with k = i and j ∈ {i+ 1, . . . , a}. The matrix
Ki(X) is the matrix with diagonal given by Xi in the first i − 1 entries and −Xi
in the remaining diagonal entries, and the other nontrivial entries are the ones of
row i, which is given by
(−X1, . . . ,−Xi−1, −Xi︸︷︷︸
diagonal term
, Xi+1, . . . , Xa).
Given x ∈ W oa , it is clear that, for at least one i0 ∈ [a], the matrix Ki0(x) has
rank a − 1. That is, for each k ∈ [a − 1], there exists a (k × k)-minor of Ki0(x)
which is a unit. Since the (k × k)-minors of Ki0(x) are elements of Fk(AFn,δ(X)),
expression (3.3) follows. 
Lemma 3.3, applied to equality (2.2), and Proposition 2.1 yield
ZccFn,δ(o)(s1, s2)
=
1
1− q(2n+δ2 )−s2
(
1 + (1− q−1)−1
∫
(w,x)∈p×Wo2n+δ
|w|(2n+δ−1)s1+s2−(
2n+δ
2 )−2
p dµ
)
=
1− q(2n+δ−12 )−(2n+δ−1)s1−s2
(1− q(2n+δ2 )−s2)(1− q(2n+δ2 )+1−(2n+δ−1)s1−s2)
,
proving Theorem 1.4 for groups of type F .
Remark 3.4. The formula (1.4) reflects the K-minimality of Λ = Fn,δ; see [11,
Lemma 6.2 and Definition 6.3]. In fact, the proof of Lemma 3.3 shows in particular
that, for G = Fn,δ,
‖Fk(AFn,δ(x)) ∪ yFk−1(AFn,δ(x))‖p
‖Fk−1(AFn,δ(x))‖p
= ‖x, y‖p.
The formula for the local factors of the class number zeta function of Fn,δ(O) given
in Corollary 1.5 coincides with the formula for the class number zeta function of
Fn,δ(o) given by the specialisation of the formula given in [11, Proposition 6.4] to
the corresponding class number zeta function; see [7, Remark 4.10 and Lemma 4.11].
3.3. Conjugacy class zeta functions of groups of type G. We first describe
the determinant of a square matrix in terms of its 2× 2-minors, which will be used
to describe the minors of AGn(X). For a matrix M = (mij), denote M˜(i,j),(r,s) =∣∣∣∣∣ mij mismrj mrs
∣∣∣∣∣.
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Lemma 3.5. Given t ∈ N, let G = (gij)1≤i,j≤2t and U = (uij)1≤i,j≤2t+1
be matrices with gij = g(X)ij, uij = u(X)ij ∈ o[X]. Let i = {i1, . . . , it},
j = {j1, . . . , jt} ⊂ [2t]. Then, for suitable αi,j, βi,j ∈ {−1, 1},
det(G) =
∑
i∪j=[2t]
iq<jq, ∀q∈[t]
αi,jG˜(1,i1),(2,j1)G˜(3,i2),(4,j2) · · · G˜(2t−1,it),(2t,jt),
det(U) =
2t+1∑
i=1
∑
i∪j=[2t+1]\{i}
iq<jq, ∀q∈[t]
βi,ju1iU˜(1,i1),(2,j1)U˜(3,i2),(4,j2) · · · U˜(2t−1,it),(2t,jt).
Proof. Given two subsets I, J ⊆ [2t] of equal cardinality m, denote by ĜI,J the
determinant of the (2t−m)× (2t−m)-submatrix of G obtained by excluding the
rows of indices in I and columns of index in J . The entries of the submatrix
G{1},{k} = (g˜ij)ij obtained from G by excluding its first row and its kth column
are given by
g˜ij =
{
g(i+1)j , if j ∈ [k − 1],
g(i+1)(j+1), if j ∈ {k, . . . , 2t− 1}.
Consequently,
Ĝ{1},{k} =
k−1∑
j=1
(−1)1+jg2jĜ{1,2},{j,k} +
2t−1∑
j=k
(−1)1+jg2(j+1)Ĝ{1,2},{k,j+1}.
It follows that
det(G) =
2t∑
k=1
(−1)1+kg1kĜ{1},{k}
=
2t∑
k=1
k−1∑
j=1
(−1)k+jg1kg2jĜ{1,2},{j,k} −
2t∑
j=k+1
(−1)k+jg1kg2jĜ{1,2},{k,j}

=
2t−1∑
m=1
2t∑
i=m+1
(−1)i+m−1(g1mg2i − g1ig2m)Ĝ{1,2}{m,i}
=
2t−1∑
m=2
2t∑
i=m+1
(−1)i+m−1G˜(1,m),(2,i)Ĝ{1,2},{m,i}.
The relevant claim of Lemma 3.5 for the matrix G follows by induction on t.
The claim for the matrix U follows by the first part, since its determinant is
det(U) =
2t+1∑
i=1
(−1)i+1u1iÛ{1},{i}. 
Lemma 3.6. For each r ∈ [2n], the nonzero elements of Fr(AGn(X)) are either of
one of the following forms or a sum of these terms.
Xi1 . . . XiωXn+j1 . . . Xn+jλ or −Xi1 . . . XiωXn+j1 . . . Xn+jλ .
Proof. Lemma 3.5 describes each element of Fk(AGn(X)) in terms of sums of prod-
ucts of (2 × 2)-minors of AGn(X). It then suffices to show that these minors are
all either 0 or of the forms XiXj or −XiXj , for some i, j ∈ [2n]. This can be seen
from the description of AGn(X) in terms of the blocks (3.1). 
The main idea of the proof of Theorem 1.4 for groups of type G is showing the
following proposition.
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Proposition 3.7. Let X = (X1, . . . , X2n) be a vector of variables. Given λ, ω ∈
[n]0 such that 0 < ω + λ ≤ 2n − 1, for all choices of i1, . . . , iω, j1, . . . , jλ ∈ [n],
one of
Xi1 . . . XiωXn+j1 . . . Xn+jλ or −Xi1 . . . XiωXn+j1 . . . Xn+jλ
is an element of Fω+λ(AGn(X)).
In fact, for x, y ∈ o, min{vp(x + y), vp(x), vp(y)} = min{vp(x), vp(y)}. Thus, if
some term of the form
Xi1Xi2 . . . XiωXn+j1 . . . Xn+jλ −Xk1Xk2 . . . XkωXn+l1 . . . Xn+lλ
is a minor of the commutator matrix AGn(X), then, assuming the claim in Propo-
sition 3.7 holds, both
Xi1Xi2 . . . XiωXn+j1 . . . Xn+jλ and Xk1Xk2 . . . XkωXn+l1 . . . Xn+lλ
are minors of this commutator matrix (up to sign), and hence, when consid-
ering these three terms, only the last two will be relevant in order to deter-
mine ‖Fr(AGn(X))‖p. In this case, we may then assume that all elements
are of the form given in Proposition 3.7 while computing ‖Fr(AGn(X))‖p and
‖Fr(AGn(X)) ∪ wFr−1(AGn(X))‖p.
Firstly we show that Proposition 3.7 holds if |{i1, . . . , iω}|, |{j1, . . . , jλ}| 6= n.
Lemma 3.8. Let ω, λ ∈ [n]0 not both zero and not both n. Given i1, . . . , iω, j1,
. . . , jλ ∈ [n] such that |{i1, . . . , iω}|, |{j1, . . . , jλ}| < n, either
Xi1 · · ·XiωXn+j1 · · ·Xn+jλ or −Xi1 · · ·XiωXn+j1 · · ·Xn+jλ
is an element of Fλ+ω(AGn(X)).
Proof. For each (i, j) = (i1, . . . , iω, j1, . . . , jλ) as in the assumption of Lemma 3.8,
we construct explicitly a submatrix of AGn(X) which is, up to reordering of rows
and columns, of the form
(3.5)

Xn+j1
T (X). . .
Xn+jλ
W (X)
−Xi1
. . .
−Xiω

where T (X) = (t(X)ij) and W (X) = (w(X)ij) are such that t(X)ij = 0 and
w(X)ij = 0, if i ≤ j. It is clear that the determinant of this matrix is one of
±Xi1 · · ·XiωXn+j1 · · ·Xn+jλ .
The main fact we use is that the columns of AGn(X) are of the form
(3.6)
ith row
{
(n+ j)th row
{

Xn+j
−Xi
 ,
where the nondisplayed terms equal zero. For each i, j ∈ [n], there is exactly one
column of AGn(X) with Xn+j in the ith row, and exactly one column with −Xj in
the (n+ i)th row.
Fix l1 ∈ [n] \ {i1, . . . , iω} and let c1 denote the unique column of AGn(X) with
Xn+j1 in the l1th row. Inductively, fix lk ∈ [n] \ {l1, . . . , lk−1, ik, . . . , iω}, for each
k ∈ [λ], and let ck be the unique column of AGn(X) with Xn+jk in the lkth row.
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Analogously, fix m1 ∈ [n] \ {j1, . . . , jλ} and let C1 be the index of the unique
column of AGn(X) with −Xi1 in the (n + m1)th row, and, inductively, fix mq ∈
[n] \ {m1, . . . ,mq−1, jq, . . . , jλ}, for each q ∈ [ω], and let Cq be the index of the
unique column of AGn(X) with −Xiq in the (n+mq)th row.
From expression (3.6), one sees that the columns ck and Cq are given by
lkth row
{
(n+ jk) th row
{

ck︷︸︸︷
Xn+jk
−Xlk

iqth row
{
(n+mq) th row
{

Cq︷︸︸︷
Xn+mq
−Xiq
 .(3.7)
By construction, the indices ck are all distinct, and so are the indices Cq. If ck = Cq
for some k ∈ [λ] and some q ∈ [ω], then we would obtain lk = iq. Analogously, the
indices l1, . . . , lλ, n+m1, . . . , n+mω are all distinct.
Consider the matrix M(i,j)(X) composed of columns ck and Cq and of rows lk
and n + mq, for k ∈ [λ] and q ∈ [ω]. This matrix is of the form of (3.5) for some
matrices T (X) ∈ Matλ×ω(o[X]) and W (X) ∈ Matω×λ(o[X]). Let us show that, in
fact, t(X)ij = 0 and w(X)ij = 0 for i ≤ j.
The only nonzero entries of Cq are the ones of indices iq and n+mq. We chose
each lk so that lk /∈ {i1, . . . , ik}. Since any of the rows l1, . . . , lq is the iqth row of
AGn(X), it follows that t(X)iq = 0, for all i ≤ q. Analogously, since the only nonzero
entries of ck are lk and n + jk and mq /∈ {j1, . . . , jq}, it follows that w(X)ik = 0,
for all i ≤ k. 
Proof of Proposition 3.7. Lemma 3.8 shows the claim of Proposition 3.7 for all
cases, except for ω = n and i1, . . . , in all distinct, and for λ = n and j1, . . . , jn all
distinct. Let us show the last case, the other one is analogous.
Assume that j1, . . . , jn are all distinct and ω ∈ [n−1]0. For k ∈ [n], we can define
lk as in the proof of Lemma 3.8, since |{i1, . . . , iω}| < n. We also set ck as in the
proof of Lemma 3.8. As |{j1, . . . , jn}| = n, we cannot choose m1 ∈ [n]\{j1, . . . , jn}.
Instead, we consider the rows n+jk, for k ∈ [ω]. Denote by Cq the column of AGn(X)
with −Xiq in the (n + jq)th row. By construction, the indices ck, for k ∈ [n], are
all distinct, and so are the indices Cq, for q ∈ [ω]. The indices ck and Cq coincide,
for some k ∈ [n] and q ∈ [ω], if and only if iq = lq. It follows that all ck and Cq are
distinct. Let Mi,j(X) be the submatrix of AGn(X) composed by columns ck and Cq
and of rows lk and n + jq, for each k ∈ [n] and q ∈ [λ], where i = (i1, . . . , iλ) and
j = (j1, . . . , jn).
Then, as in Lemma 3.8, B(X) is of the form (3.5), but the matrix W (T ) is such
that w(X)ij = 0 if i 6= j. 
In particular, Proposition 3.7 shows that, for each r ∈ [2n] and each k ∈ [n],
either Xkr or −Xkr is an element of Fk(AGn(X)). Hence, if x ∈ W o2n, then at least
one (k × k)-minor of AGn(x) has valuation zero. This gives
(3.8)
‖Fk(AGn(x)) ∪ wFk−1(AGn(x))‖p
‖Fk−1(AGn(x))‖p
= 1, for all k ∈ [n].
For k ∈ {n+ 1, . . . , 2n− 1}, the elements of Fk(AGn(X)) can be assumed to be of
the form
Xi1 · · ·XiωXn+j1 · · ·Xn+jλ ,
where ω, λ ∈ [n]0 satisfy ω + λ = k, and i1, . . . , iω,j1, . . . , jλ ∈ [n].
17
Paula Lins
Given x ∈ W o2n, denote by M = vp(x1, . . . , xn) and N = vp(xn+1, . . . , x2n).
Then ∥∥∥∥∥∥∥∥
⋃
ω+λ=k
0≤ω,λ≤n
{Xi1 · · ·XiωXn+j1 · · ·Xn+jλ | i1, . . . , iω, j1, . . . , jλ ∈ [n]}
∥∥∥∥∥∥∥∥
p
= q−nmin{M,N}−(k−n) max{M,N}.
Consequently, for w ∈ p,
(3.9)
‖Fk(AGn(x)) ∪ wFk−1(AGn(x))‖p
‖Fk−1(AGn(x))‖p
=
{
‖x1, . . . , xn, w‖p, if 0 = N ≤M,
‖xn+1, . . . , x2n, w‖p, if 0 = M ≤ N.
Combining equations (3.8) and (3.9) yields
2n−1∏
k=1
‖Fk(AGn(x)) ∪ wFk−1(AGn(x))‖p
‖Fk−1(AGn(x))‖p
=
{
‖x1, . . . , xn, w‖n−1p , if 0 = M ≤ N,
‖xn+1, . . . , x2n, w‖n−1p , if 0 = N ≤M.
Consequently, the p-adic integral given in expression (2.2) in this case is∫
(w,x)∈p×Wo2n
|w|(2n−1)s1+s2−n2−2p
2n−1∏
k=1
‖Fk(AGn(x)) ∪ wFk−1(AGn(x))‖−1−s1p
‖Fk−1(AGn(x))‖−1−s1p
dµ
= 2
∫
(w,x1,...,x2n)∈p×pn×Won
|w|(2n−1)s1+s2−n2−2p ‖x1, . . . , xn, w‖−(n−1)(1+s1)p dµ
+
∫
(w,x1,...,x2n)∈p×Won×Won
|w|(2n−1)s1+s2−n2−2p dµ
=
(
1− q−n + 2q−1+(n−1)s1 − qn2−ns1−s2 − qn2−n−ns1−s2
)
·
(1− q−1)(1− q−n)qn2+1−(2n−1)s1−s2
(1− qn2+1−(2n−1)s1−s2)(1− qn2−ns1−s2) ,
where the first and the second integrals of the second equality are calculated, re-
spectively, in Proposition 2.2 and Proposition 2.1. Applying this to formula (2.2),
we obtain
ZccGn(o)(s1, s2) =
(1− q2(n2)−ns1−s2)(1− q2(n2)+1−(2n−1)s2−s2) + qn2−ns1−s2(1− q−n)(1− q−(n−1)(1+s1))
(1− qn2−s2)(1− qn2−ns1−s2)(1− qn2+1−(2n−1)s1−s2) ,
proving Theorem 1.4 for groups of type G.
3.4. Conjugacy class zeta functions of groups of type H. In this section,
we denote by A(X)ij the (i, j)th coordinate of the commutator matrix AHn(X).
By equality (3.2), each column of AHn(X) is of one of the following forms:
(3.10)
sth row
{
(n+ s)th row
{

Xn+s
−Xs

, (3.11)
sth row
{
rth row
{
(n+ s)th row
{
(n+ r)th row
{

Xn+r
Xn+s
−Xr
−Xs

,
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where the nondisplayed entries equal zero. These columns have the following sym-
metry:
(3.12) A(X)(n+i)k =
{
−Xj , if and only if A(X)ik = Xn+j ,
0, if and only if A(X)ik = 0.
For each s ∈ [n], there is exactly one column of the form (3.10), and the columns
of type (3.11) occur exactly once for each pair s < r of elements of [n].
Lemma 3.9. For w ∈ p, x ∈W o2n and k ∈ [n],
‖Fk(AHn(x)) ∪ wFk−1(AHn(x))‖p
‖Fk−1(AHn(x))‖p
= 1.
Proof. Fix m ∈ [n]. For each q ∈ [m − 1], denote by Cq the index of the unique
column of AHn(X) which has Xn+m in the qth row. Recall that A
(m)
Hn (X) is the
submatrix of AHn(X) given in (3.2). The submatrix Lm(X) of AHn(X) composed
of columns C1, . . . , Cm−1 and the columns of A(m)Hn (X) and rows 1, . . . , n is
Lm(X) =

C1︷ ︸︸ ︷
Xn+m
C2︷︸︸︷ Cm−1︷︸︸︷ A(m)Hn (X)︷ ︸︸ ︷
Xn+m
. . .
Xn+m
Xn+1 Xn+2 . . . Xn+m−1 Xn+m Xn+m+1 . . . X2n
Xn+m
. . .
Xn+m

.
If x ∈ W o2n, then there exists m0 ∈ [n] such that the matrix Lm0(x) has maximal
rank n, that is, for each k ∈ [n], at least one of the (k × k)-minors of Lm0(x) is a
unit. Since the (k × k)-minors of Lm0(x) are elements of Fk(AHn(x)), the result
follows. 
In the next lemma, we show that the sets Fn+l(AHn(X)), for l ∈ [n−1], are given
in terms of linear combinations of products of (i, j)-minors Mij(X) := XiXn+j −
XjXn+1 of the following matrix
M(X1, . . . , X2n) =
[
X1 X2 . . . Xn
Xn+1 Xn+2 . . . X2n
]
∈ Mat2×n(o[X1, . . . , X2n]).
Lemma 3.10. Let k = n + l, for some l ∈ [n − 1]. Then the nonzero elements of
Fk(AHn(X)) are sums of terms of the form
Xf1 . . . XfrMi1j1(X) . . .Misjs(X),
for i1, . . . , is, j1, . . . , js ∈ [n], and f1, . . . , fr ∈ [2n], where r + 2s = k and s ≥ l.
Proof. Lemma 3.5 describes each element G of Fk(AHn(X)) in terms of sums of
products of minors of the form G˜(m1,n1),(m2,n2). It then suffices to show that these
minors are all either 0 or of the formsXuXv, −XuXv orMij(X), for some u, v ∈ [2n]
and 1 ≤ i < j ≤ n.
Since k = n+ l, there are at least l pairs of rows of G whose indices in AHn(X)
are of the form t and n+ t, for some t ∈ [n]. Denote by λ the exact number of such
pairs of rows occurring in G, and assume that, for m ∈ {1, 3, . . . , 2λ− 1}, the mth
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and the (m+1)th rows of G correspond, respectively, to rows of indices of the form
t and n+ t in AHn(X), for some t ∈ [n]. In this case,
A(X)ij = 0 if and only if A(X)(i+1)j = 0,
for all i ∈ {1, 3, . . . , 2λ− 1} and j ∈ [(n+12 )], because of equality (3.12). Therefore,
for k1, k2 ∈ [b] distinct and m ∈ {1, 3, . . . , 2λ − 1}, the minor G˜(m,k1),(m+1,k2) is
either 0 or Mij(X), for some 1 ≤ i < j ≤ n, as the columns of this minor are either
of the form (0, 0)T or (Xn+i,−Xi)T, for some i ∈ [n].
For i, j ∈ [n] distinct, there is at most one column of AGn(X) whose nonzero
rows are the ones of indices in {i, j, n+i, n+j}, it follows that each of the remaining
minors of G are either equal to 0 or of one of the forms XiXj or −XiXj , for some
i, j ∈ [2n]. 
Let x = (x1, . . . , x2n) ∈W o2n with vp(xf0) = 0, say. Then
(3.13) vp(x
r
f0Mi1j1(x) · · ·Misjs(x)) ≤ vp(xf1 · · ·xfr′Mi1j1(x) · · ·Misjs(x)),
for all r, r′ ∈ N, f1, . . . , fr′ ∈ [2n] and i1, . . . , is, j1, . . . , js ∈ [n].
Furthermore, if ‖{Mij(x) | 1 ≤ i < j ≤ n}‖p = ‖Mi0j0(x)‖p, for some i0, j0,
then
‖{Mi1j1(x) · · ·Miljl(x) | 1 ≤ im < jm ≤ n, m ∈ [k]}‖p = ‖Mi0j0(x)‖lp
= ‖{Mij(x) | 1 ≤ i < j ≤ n}‖lp.(3.14)
Lemma 3.10 states that the k × k-minors of AHn(X) are of the form
Xf1 . . . XfrMi1j1(X) . . .Misjs(X),
or sums of such terms, where r+ 2s = k and s ≥ l. The maximal value for r occurs
when s = l. Expressions (3.13) and (3.14) then assure that, for m ∈ [n − 1]0 such
that k = m+ 2l,
vp(x
m
f0Mi0j0(x)
l) ≤ vp(xf1 . . . xfrMi1j1(x) · · ·Misjs(x)),
for all s ≥ l and r ∈ [n]0 satisfying r + 2s = k, and for all i1, . . . , il, j1, . . . , jl ∈ [n],
and f1, . . . , fm ∈ [2n].
We now show that, for all k = n + l with l ∈ [n − 1], all terms of the form
Xmf Mij(X)
l are elements of Fk(AHn(X)), for k = m+2l. This implies in particular
that, for x ∈ W o2n as above, the term xmf0Mi0j0(x)l is an element of Fk(AHn(x))
and, therefore
‖Fk(AHn(x))‖p = ‖xmf0Mi0j0(x)l‖p = ‖Mi0j0(x)‖lp = ‖{Mij(x) | 1 ≤ i < j ≤ n}‖lp.
Assuming this holds, the integrand of the integral (2.2) can be rewritten as
‖Fn+l(AHn(x)) ∪ wFn+l−1(AHn(x))‖p
‖Fn+l−1(AHn(x))‖p
=
‖{Mij(x)l | 1 ≤ i < j ≤ n} ∪ w{Mij(x)l−1 | 1 ≤ i < j ≤ n}‖p
‖{Mij(x)l−1 | 1 ≤ i < j ≤ n}‖p
= ‖{Mij(x) | 1 ≤ i < j ≤ n} ∪ {w}‖p.(3.15)
Proposition 3.11. Given l ∈ [n − 1], let k = n + l and m = n − l. Then, for all
f ∈ [2n] and 1 ≤ i < j ≤ n, either Xm
f
Mij(X)
l or −Xm
f
Mij(X)
l is an element of
Fk(AHn(X)).
Proof. Let f ∈ [n] and 1 ≤ i < j ≤ n. We show that, up to sign, both Xmf Mij(X)l
and Xmn+fMij(X)
l lie in Fk(AHn(X)).
First, we show that Xmn+fMij(X)
l ∈ Fk(AHn(X)). We consider the cases m ≥ 3,
m = 2 and m = 1 separately. In most cases, we do the following: we choose specific
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indices r1, . . . , rm, R1, . . . , Rl of rows of AHn(X), and then denote by cs the index
of the unique column of AHn(X) having Xn+f in the rsth row, by Ciq the index of
the unique column having Xn+i in the Rqth row, and by Cjq the index of the unique
column having Xn+j in the Rqth row. The choices of rs and Rq are made such
that the submatrix A˜(X) of AHn(X) obtained by its rows of indices r1, . . . , rm, R1,
n+R1, . . . , Rl, n+Rl and columns c1, . . . , cm, Ci1, Cj1, . . . , Cil , Cjl , in this order,
is of the form
(3.16)

Xn+f Xn+r2 . . . Xn+rm ∗Xn+f . . .
Xn+f
0
Xn+i Xn+j
−Xi −Xj
. . .
Xn+i Xn+j
−Xi −Xj

,
which has determinant Xmn+fMij(X)
l.
Case 1. Assume that m ≥ 3. First, we consider f /∈ {i, j}. Set r1 = f , r2 = i,
r3 = j. Inductively, fix rs ∈ [n] \ {r1, . . . , rs−1}, for each s ∈ {4, . . . ,m}. Fix also
R1 ∈ [n] \ {r1, . . . , rm} and, inductively, Rq ∈ [n] \ {r1, . . . , rm,R1, . . . ,Rq−1}.
The submatrix A˜(X) of AHn(X) described above is of the form (3.16).
In fact, column c1 is of the form (3.10) and, for s ∈ {2, . . . ,m}, cs is of the
form (3.11), so that the only nonzero entries of cs in AHn(X) are the ones of index
f , rs, n + f , and n + rs. Since r1 = f and rs /∈ {r1, . . . , rs−1}, it follows that the
nonzero entries of this column which appear in the submatrix A˜(X) are Xn+rs in
the row of index r1 = f , and Xn+f in the row of index rs.
Given q ∈ [l], the only nonzero entries of Ciq in AHn(X) are the ones of rows
whose index are elements of {i,Rq, n+ i, n+Rq}. Since Rq 6= i, it follows that the
row n + i is not one of the rows of index n +Rit, t ∈ [l], that is, the only nonzero
rows of the form Rit or of the form n+Rit in Ciq which appear in A˜(X) are the ones
with t = q. The same argument shows that, the only nonzero entries of Cjq of the
form Rt or n+Rt in A˜(X) are the ones with t = q.
If f ∈ {i, j}, fix r1 = f , r2 ∈ {i, j} \ {f}, and set inductively rs ∈ [n] \
{r1, . . . , rs−1}, for each s ∈ {3, . . . ,m}. The indices Rt are chosen as in the former
case. The matrix A˜(X) is in this case of the form (3.16), by similar arguments as
the ones for the former case.
Case 2. Assume that m = 2, that is, we want to find a minor of the form
X2n+fMij(X). If f /∈ {i, j}, set r1 = f , r2 = i, and R1 = j. Then fix, inductively,
Rq ∈ [n] \ {r1, r2,R1, . . . ,Rq−1}.
If f ∈ {i, j}, we set r1 = f , r2 ∈ {i, j} \ {f} and Rq, for q ∈ [l], as in the former
cases.
These choices give matrices A˜(X) of the form (3.16).
Case 3. Assume that m = 1. If f ∈ {i, j}, set r1 = f , R1 ∈ {i, j} \ {f},
R2 ∈ [n] \ {r1,R1}, and, inductively, Rt ∈ [n] \ {r1,R1, . . . ,Rt−1}. The obtained
matrix A˜(X) is of the desired form.
For m = 1 and f /∈ {i, j}, we need a slightly different construction: we set r1 = f ,
but, in this case, we consider ci1 and c
j
1, which are the indices of the columns of
AHn(X) containing, respectively, Xn+i and Xn+j in the r1th row. Then set R1 = i
and R2 = j and, inductively, Rq ∈ [n] \ {r1,R1, . . . ,Rq−1}, for all q ∈ {3, . . . , l}.
Denote by Ciq and Cjq the index of the columns of AHn(X) containing, respectively,
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Xn+i and Xn+j in the Rqth row. There are only 2l − 1 indices Cjq and Cjq in total,
since Cj1 = Ci2.
Similar arguments as the ones of the former cases show that the matrix composed
of rows r1, R1, n+R1, . . . , Rl, n+Rl and columns ci1, cj1, Ci1, Cj1, Cj2, . . . , Cil , Cjl ,
in this order, is
Xn+i Xn+j 0 0 0 0
Xn+f 0 Xn+i Xn+j 0
Xn+R3 0 Xn+Rl 0
−Xf 0 −Xi −Xj −XR3 0 −XRl 0
0 Xn+f 0 Xn+i Xn+j 0 Xn+R3 0 Xn+Rl
0 −Xf 0 −Xi −Xj 0 −XR3 0 −XRl
0 0 0
Xn+i Xn+j 0−Xi −Xj
. . .
0 0 0 0
Xn+i Xn+j
−Xi −Xj

.
The determinant of such matrix is
Mij(X)
l−2 det


Xn+i Xn+j 0 0 0
Xn+f 0 Xn+i Xn+j 0
−Xf 0 −Xi −Xj 0
0 Xn+f 0 Xn+i Xn+j
0 −Xf 0 −Xi −Xj

 = Xn+fMij(X)l.
The minors of the form Xmf Mij(X)
l (up to sign) are obtained by repeating
the constructions above for each case but considering rows n + rs instead of rs,
for all s ∈ [m]. The determinants of the matrices obtained in this way are of
the desired form because of the symmetry of the columns of AHn(X) given by
equality (3.12). 
Combining expression (3.15) with Lemma 3.9, we obtain, for each x ∈W o2n,
2n−1∏
k=1
‖Fk(AHn(x)) ∪ wFk−1(AHn(x))‖p
‖Fk−1(AHn(x))‖p
= ‖{Mij(x) | 1 ≤ i < j ≤ n} ∪ {w}‖n−1p .
Thus, for groups of the form Hn(o), the p-adic integral (2.2) is
JHn(s1, s2) :=∫
(w,x)∈p×Wo2n
|w|(2n−1)s1+s2−(
n+1
2 )−2
p ‖{Mij(x) | 1 ≤ i < j ≤ n} ∪ {w}‖−(n−1)(1+s1)p dµ,
which is a specialisation of the integral given in Proposition 2.3. Combining Propo-
sition 2.3 with Proposition 2.5 yields
ZccHn(o)(s1, s2) =
1
1− q(n+12 )−s2
(
1 + (1− q−1)−1JHn(s1, s2)
)
= ZFHn(q, q
−s1 , q−s2),
proving Theorem 1.4 for groups of type H.
4. Bivariate representation zeta functions—proof of Theorem 1.6
Recall that g := Λ(o). Consider the B-commutator matrix BΛ(Y ) of g with
respect to e and f defined in Section 2.2.
Recall that a matrix M ∈ Matn×n(o/pN ) is said to have elementary divisor
type (m1, . . . ,mu), denoted ν(M) = (m1, . . . ,m), if it is equivalent to the matrix
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Diag(pim1 , . . . , pimu ,0n−u), where pi denotes a uniformiser of o, u is its rank, 0n−u =
(0, . . . , 0) ∈ Zn−u, and 0 ≤ m1 ≤ m2 ≤ · · · ≤ mu ≤ N .
Denote m = (m1, . . . ,muBΛ ). In [7, Proposition 4.7], it is shown that the bivari-
ate representation zeta function is given by the following sum:
(1− qr−s2)Z irrG(o)(s1, s2) =(4.1) 1 + ∞∑
N=1
∑
m∈NuBΛ0
N oN,B,mq−N(uBΛs1+s2+2uBΛ−r)−2
∑uBΛ
j=1 mj
(−s1−2)
2
 ,
where N oN,B,m = |{y ∈W on,N | ν(R(y)) = m}|.
Given a set I = {i1, . . . , il}< ⊆ [n−1]0, recall that µj := ij+1− ij for all j ∈ [l]0,
where i0 = 0, il+1 = n, and choose rI = (ri)i∈I ∈ NI and let N =
∑
i∈I ri. Recall
that b = rk(g′). Following [14, Section 3], we define the following sets, which form
a partition of W on,N :
NI,rI (G) =
{y ∈W ob,N : ν(B(y)) = (ril , . . . , ril︸ ︷︷ ︸
µl terms
, ril + ril−1 , . . . , ril + ril−1︸ ︷︷ ︸
µl−1 terms
, . . . , N, . . . , N︸ ︷︷ ︸
µ0 terms
)}.
For Λ ∈ {Fn,δ,Gn,Hn}, z = g′, so that
r := rk(g/g′) = a := rk(g/z) =
{
2n+ δ, if G = Fn,δ,
2n, if G ∈ {Gn, Hn}.
For simplicity, consider δ = 0 when G ∈ {Gn, Hn}, so that we can write a = 2n+ δ
uniformly.
Using these facts, we rewrite equality (4.1) as follows.
Z irrG(o)(s1, s2)
=
1
1− qa¯(G,n)−s2
∑
I⊆[n−1]0
∑
rI∈NI
|NI,rI (G)|q−(ns1+s2+2n−r)
∑
i∈I ri−
∑
i∈I iri(−2−s1)
=
1
1− qa¯(G,n)−s2
∑
I⊆[n−1]0
∑
rI∈NI
|NI,rI (G)|q
∑
i∈I ri(−(n−i)s1−s2+2i+δ),
(4.2)
where a¯(G, n) = 2n+ δ, as in Theorem 1.6.
The cardinalities |NI,rI (G)| are described in [14, Proposition 3.4] in terms of the
polynomials fG,I and the numbers a¯(G, i) defined in Theorem 1.6 as follows.
|NI,rI (G)| = fG,I(q−1)q
∑
i∈I ri(a(G,i)−2i−δ).(4.3)
Combining (4.3) with (4.2) yields
Z irrG(o)(s1, s2) =
1
1− qa¯(G,n)−s2
∑
I⊆[n−1]0
∑
rI∈NI
fG,I(q
−1)q
∑
i∈I ri(a¯(G,i)−(n−i)s1−s2)
=
1
1− qa¯(G,n)−s2
∑
I⊆[n−1]0
fG,I(q
−1)
∏
i∈I
qa¯(G,i)−(n−i)s1−s2
1− qa¯(G,i)−(n−i)s1−s2 .
This concludes the proof of Theorem 1.6.
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5. Hyperoctahedral groups and functional equations
In this section, we relate the formulae of Theorem 1.6 to statistics on Weyl groups
of type B, also called hyperoctahedral groups Bn. Specialisation (1.3) then provides
formulae for the class number zeta functions of groups of type F , G, and H in terms
of such statistics. By comparing these formulae to the ones of Corollary 1.5, we
obtain formulae for joint distributions of three functions on such Weyl groups.
We also use the descriptions of the bivariate representation zeta functions in
terms of Weyl group statistics in order to prove Theorem 1.7 in Section 5.3.
Some required notation regarding hyperoctahedral groups is given in Section 5.1.
5.1. Hyperoctahedral groups Bn. We briefly recall the definition of the hype-
roctahedral groups Bn and some statistics associated to them. For further details
about Coxeter groups and hyperoctahedral groups we refer the reader to [2].
The Weyl groups of type B are the groups Bn, for n ∈ N, of all bijections
w : [±n] → [±n] with w(−a) = −w(a), for all a ∈ [±n], with operation given by
composition. Given an element w ∈ Bn write w = [a1, . . . , an] to denote w(i) = ai.
Definition 5.1. For w ∈ Bn, the inversion number, the number of negative entries
and the number of negative sum pairs of w are defined, respectively, by
inv(w) = |{(i, j) | i < j, w(i) > w(j)}|,
neg(w) = |{i ∈ [n] | w(i) < 0}|,
nsp(w) = |{(i, j) ∈ [n]2 : i 6= j, w(i) + w(j) < 0}|.
Let si = [1, . . . , i − 1, i + 1, i, . . . , n] for i ∈ [n − 1] and s0 = [−1, 2, . . . , n] be
elements of Bn. Then (Bn, SB) is a Coxeter system, where SB = {si}i∈[n−1]0 .
In [2, Proposition 8.1.1] it is shown that the Coxeter length on Bn with respect
to the generating set SB is given by
`(w) = inv(w) + neg(w) + nsp(w), for w ∈ Bn.
The right descent of w ∈ Bn is the set
D(w) = {si ∈ SB | w(i) > w(i+ 1)}.
For simplicity, we identify SB with [n − 1]0 in the obvious way, so that D(w) ⊆
[n− 1]0. Moreover, for I ⊆ SB , define
BIn = {w ∈ Bn | D(w) ⊆ Ic = SB \ I}.
Example 5.2. Let w0 = [−1, . . . ,−n] be the longest element of Bn. Then
inv(w0) =
(
n
2
)
, neg(w0) = n, `(w0) = n
2, D(w0) = SB . 4
Consider w ∈ Bn. The following statistics are used in this work.
L(w) =
1
2
|{(i, j) ∈ [±n]20 | i < j, w(i) > w(j), i 6≡ 0 mod 2}|,
des(w) = |D(w)|,
σ(w) =
∑
i∈D(w)
n2 − i2,
maj(w) =
∑
i∈D(w)
i,
rmaj(w) =
∑
i∈D(w)
n− i.
The statistics des(w), maj(w), and rmaj(w) are called, respectively, the descent
number, the major index, and the reverse major index of w.
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5.2. Bivariate representation zeta functions and statistics of Weyl
groups. The following lemma describes the polynomials fG,I defined in Theo-
rem 1.6 in terms of statistics on the groups Bn, where G ∈ {Fn,δ, Gn, Hn}.
Lemma 5.3. Let n ∈ N, δ ∈ {0, 1} and I ⊆ [n− 1]0. Then
(1) [14, Proposition 4.6]
fFn,δ,I(X) =
∑
w∈BIcn
(−1)neg(w)X(2`(w)+(2δ−1) neg)(w),
fGn,I(X) =
∑
w∈BIcn
(−1)neg(w)X`(w),
(2) [3, Theorem 5.4]
fHn,I(X) =
∑
w∈BIcn
(−1)`(w)XL(w).
Lemma 5.4. Given n ∈ N, δ ∈ {0, 1}, and a prime ideal p of O,
Z irrG(o)(s1, s2) =
∑
w∈Bn χG(w)q
−hG(w)∏
i∈D(w) q
a¯(G,i)−(n−i)s1−s2∏n
i=0(1− qa¯(G,i)−(n−i)s1−s2)
,
where, for each w ∈ Bn,
G χG(w) hG(w)
Fn,δ (−1)neg(w) 2`(w) + (2δ − 1) neg(w)
Gn (−1)neg(w) `(w)
Hn (−1)`(w) L(w)
Proof. Applying Lemma 5.3 to the formulae of Theorem 1.6, one obtains the fol-
lowing expression for Z irrG(o)(s1, s2):
1
1− qa¯(G,n)−s2
∑
I⊆[n−1]0
∑
w∈BIcn
χG(w)q
−hG(w)
∏
i∈I
qa¯(G,i)−(n−i)s1−s2
1− qa¯(G,i)−(n−i)s1−s2 ,
which can be rewritten as the claimed sum because of [14, Lemma 4.4]. 
Proposition 5.5. For n ∈ N and δ ∈ {0, 1}, the following holds in Q[X,Z].∑
w∈Bn
(−1)neg(w)X−(2(`−σ)+(2δ−1) neg−(2δ−3) rmaj−(2n+δ) des)(w)Zdes(w)
=
(
1−X(2n+δ−12 )Z
) n∏
i=2
(
1−X(2n+δ2 )−(2i+δ2 )+2i+δZ
)
Proof. On the one hand, specialisation (1.3) applied to the formula of Lemma 5.4
for groups of type F gives
ζkFn,δ(o)(s) =
∑
w∈Bn(−1)neg(w)q−(2`+(2δ−1) neg)(w)
∏
i∈D(w) q
a¯(Fn,δ,i)−s∏n
i=0(1− qa¯(Fn,δ,i)−s)
.
But
a¯(Fn,δ, i) =
(
2n+ δ
2
)
−
(
2i+ δ
2
)
+ 2i+ δ = 2(n2 − i2) + (2δ − 3)(n− i) + 2n+ δ,
so that ∏
i∈D(w)
qa¯(Fn,δ,i)−s = q(2σ+(2δ−3) rmaj +(2n+δ−s) des)(w).
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Hence
ζkFn,δ(o)(s) =
∑
w∈Bn(−1)neg(w)q−(2(`−σ)+(2δ−1) neg−(2δ−3) rmaj−(2n+δ−s) des)(w)∏n
i=0(1− qa¯(Fn,δ,i)−s)
.
On the other hand, Corollary 1.5 asserts that
ζkFn,δ(o)(s) =
1− q(2n+δ−12 )−s
(1− q(2n+δ2 )+1−s)(1− q(2n+δ2 )−s)
=
1− q(2n+δ−12 )−s∏1
i=0(1− qa¯(Fn,δ,i)−s)
.
Therefore∑
w∈Bn
(−1)neg(w)q−(2(`−σ)+(2δ−1) neg−(2δ−3) rmaj−(2n+δ−s) des)(w)
=
(
1− q(2n+δ−12 )−s
) n∏
i=2
(
1− qa¯(Fn,δ,i)q−s
)
=
(
1− q(2n+δ−12 )−s
) n∏
i=2
(
1− q(2n+δ2 )−(2i+δ2 )+2i+δq−s
)
.
The formal identity follows as these formulae hold for all prime powers q and all
s ∈ C with sufficiently large real part. 
For a geometric interpretation of `− σ, we refer the reader to [16, Section 2].
It can be easily checked that, for n ≥ 2 and w ∈ Bn,∏
i∈D(w)
qa¯(Gn,i)−s = q(σ+2 maj−s des)(w),(5.1)
∏
i∈D(w)
qa¯(Hn,i)−s = q
1
2 (σ−3 rmaj)(w)+(2n−s) des(w).(5.2)
The following proposition follows from Lemma 5.4, Corollary 1.5, equalities (5.1)
and (5.2), and arguments analogous to those given in the proof of Proposition 5.5.
Proposition 5.6. For n ≥ 2, the following identities hold in Q[X,Z].∑
w∈Bn
(−1)neg(w)X−(`−σ−2 maj)(w)Zdes(w) =
(
n∏
i=3
1−Xn2−i2+2iZ
)
·(
(1−X2(n2)Z)(1−X2(n2)+1Z) +Xn2Z(1−X−n)(1−X−n+1)
)
, and∑
w∈Bn
(−1)`(w)X− 12 (2L−σ+3 rmaj +4n des)(w)Zdes(w) =
(
n∏
i=3
1−X(n+12 )−(i+12 )+2iZ
)
·(
(1−X(n2)Z)(1−X(n2)+2Z) +X(n+12 )Z(1−X−n+1)2
)
.
Remark 5.7. By setting X = 1 in the equations of Propositions 5.5 and 5.6, we
obtain the the equalities∑
w∈Bn
(−1)neg(w)Zdes(w) =
∑
w∈Bn
(−1)`(w)Zdes(w) = (1− Z)n,
which were first proven in [9, Theorem 3.2].
5.3. Functional equations—proof of Theorem 1.7. We recall that the for-
mulae of Proposition 2.5 of the local factors of the bivariate representation zeta
function of groups of type F , G, and H hold for all nonzero prime ideals p, since
we consider the construction of the unipotent group schemes of class 2 given in [14,
Section 2.4]. In particular, the descriptions of the local terms of the bivariate rep-
resentation zeta functions of groups of type F , G, and H in terms of Weyl statistics
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given in Lemma 5.4 also hold for all nonzero prime ideals. We use Lemma 5.4 to
show that all local terms of these bivariate zeta functions satisfy functional equa-
tions. Recall that, for each n ∈ N, w0 denotes the longest element of Bn, that is,
w0 = [−1,−2, . . . ,−n].
Theorem 1.7 follows from the same arguments of the proof of [6, Theorem 2.6]
applied to the expressions of Lemma 5.4. In fact, although hG is not one of the
statistics b · lL or b · lR defined in [6, Theorem 2.6], it satisfies the equations (2.6)
of [6], that is,
hG(ww0) + hG(w) = hG(w0).
In fact, one can easily show that g ∈ {inv,neg, `} satisfies g(ww0) = g(w0)− g(w),
for all w ∈ Bn, and the equation L(ww0) = L(w0w) = L(w0)− L(w) is [13, Corol-
lary 7]. Therefore the conclusion of [6, Theorem 2.6] also holds for the expressions
given in Lemma 5.4.
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