Abstract. We analytically investigate the Schwinger pair production in the de Sitter background by using the uniform asymptotic approximation method, and show that the equation of motion in general has two turning points, and the nature of these points could be single, double, real or complex, depending on the choice of the free parameters involved in the theory. Different natures of these points lead to different electric currents. In particular, when β ≡ m 2 /H 2 − 9/4 is positive, both turning points are complex, and the electric current due to the Schwinger process is highly suppressed, where m and H denote, respectively, the mass of the particle and the Hubble parameter. For the turning points to be real, it is necessary to have β < 0, and the more negative of β, the easier to produce particles. In addition, when β < 0, we also study the particle production when the electric field E is very weak. We find that the electric current in this case is proportional to E 1/2− √ |β| , which is strongly enhanced in the weak electric field limit when m < √ 2H.
Introduction
It is well known that the strong electric field causes particle pair production named the Schwinger effect [1] . This occurs when the electrostatic energy qEL exceeds the twice of the rest mass m of charged particles, namely, qEL > 2m. Here, q is the charge of particles, E is the electric field, and L is a typical length scale. As for the length scale L, we usually take the Compton wave length of the particle 1/m. Hence, the condition for Schwinger pair production becomes qE > 2m 2 . Since the Schwinger effect in (1+1)-dimensions can be interpretted as the nucleation process of pairs of particles. it has been studied as a useful model of the bubble nucleation in (3+1)-dimensions. For example, observer dependence of bubble nucleation process has been explored using Schwinger pair production process as a model [2, 3] .
It is also intriguing to consider the Schwinger pair production in de Sitter space from the cosmological point of view. In the cosmological Schwinger effect, there is another length scale, that is, the Hubble parameter. In particular, when the mass of a charged particle is sufficiently small, the particle picture is obscure. Therefore, it is interesting to investigate Schwinger pair production in the expanding universe. There are several works studying Schwinger pair production in the expanding (1+1)-dimensional universe [4] [5] [6] . Especially, in [7] , an interesting phenomena called infrared hyperconductivity was found. This occurs for light fields. There, the current created by pair production increases as the electric field decreases in contradiction to the intuition. Recently, the analysis has been extended to 4-dimensional expanding universe [8] [9] [10] [11] [12] . However, in these works, the electric field in terms of energy density is decaying. On the other hand, for example, the energy density of the electric field in anisotropic inflation does not decay [13] [14] [15] . Actually, when we consider the generation of magnetic fields during inflation [16] , this kind of non-decaying electric field is generic. Indeed, if an inflaton couples to the electric field through the gauge kinetic function, the electric field remains during inflation. Moreover, the scale invariant growth is an attractor solution [17] . Hence, it is interesting to consider the Schwinger effect in this set up. It would be nice to know the electric current and energy momentum tensor due to the Schwinger pair production and clarify the backreaction to anisotropic inflation, in particular, anisotropic inflation with a charged inflaton [18] .
In this paper, as a first step, we analytically study the Schwinger pair production using the uniform asymptotic approximation method [19] [20] [21] [22] , and calculate particle production rate due to the persistent electric field in the (3+1)-dimensional de Sitter space. We focus on the parameter region where the hyperconductivity is expected to occur, namely, we consider the weak electric field and the light scalar field. We find the particle production rate grows as
|β| for β ≡ m 2 /H 2 − 9/4 < 0. This remarkable behavior comes from the infrared behavior of the light fields in de Sitter space.
The organization of the rest parts of the paper is as follows. In section II, we introduce the basic setup. We consider the persistent electric field sustained by an inflaton field. On this background, we consider a charged scalar field. In section III, we apply the uniform asymptotic approximation method to the Schwinger effect in the (3+1)-dimensional de Sitter space and obtain the Bogoliubov coefficients. In section IV, we evaluate the particle production rate in de Sitter space in the presence of the electric field. The final section is devoted to the conclusion. We gather technical parts in the four appendixes. In particular, in Appendix D we apply the uniform asymptotic approximation method to study the pair production of particles in (1+1)-dimensional de Sitter space, a case in which the exact mode function is known [4] , so we can compare the approximate solution obtained by the uniform asymptotic approximation method with the exact one. From Fig. 7 , it can be seen that the approximate solution traces the exact one extremely well.
Electric field during anisotropic Inflation
In this section, we gives a basic setup we are going to investigate. The point is that the gauge field has an attractor solution in the inflationary background.
Let us consider the following action for the gravitational field, the inflaton field ϕ and the electro-magnetic vector field A µ coupled with ϕ:
where M p is the reduced Plack mass, g is the determinant of the metric, R is the Ricci scalar, V (ϕ) is the inflaton potential, f (ϕ) is the coupling function of the inflaton field to the vector one, respectively. The field strength of the vector field is defined by
is a constant, nothing happens for the gauge field. However, if f (ϕ) rapidly changes, the gauge field will be sustained during inflation. In terms of the time dependence, the critical case corresponds to
Here a denotes the scale factor of the de-Sitter background and is introduced in (2.2) below. Actually, this is known as an attractor even for supercritical cases when we take into account the backreaction. This attractor solution has been named anisotropic inflation [13] .
We can look at anisotropic inflation from the background and derturbative point of view. First, we ignore the tiny anisotropy of expansion. Hence, we can consider a fixed isotropic de Sitter background
2)
where a = 1/(−Hη) and we used the conformal time η. Then, we put the Maxwell field on this background as a test field
3)
where we assumed a general coupling function. Now, we take the homogeneous fields of the form
The equation of motion ∇ µ f 2 F µν = 0 can be solved as
where we assumed f = a −α . The functional form of f , that is, the parameter α should be determined by the model f (ϕ) we are considering. The trivial case α = 0 corresponds to the trivial function f = 1 where the gage field rapidly decays as expected. In anisotropic inflation, we know α = 2 is an attractor [17] . In this case, the gauge field grows. What we should investigate is Schwinger effect in this background.
We gave a perturbative model for anisotropic inflation. Now, we regard these configurations as the background and consider a test charged scalar field 1
The equation of motion can be deduced as
In the background, we obtain
By defining a new field φ(η)e ipax a +ikx = aψ, we have
Note that α = 1 is a special case for which we can solve the wave equation exactly. The result is quite similar to (1+1)-dimensional problem and analyzed in [8, 10, 11] . However, what we are interested in is the case α = 2 which stems from anisotropic inflation. In this case, the equation reads
In the following sections, we will focus on the Schwinger pair production process with this setup. Apparently, the equation is not the Fuchs type. Hence, we need to resort to approximation or numerical method. We will do both in subsequent sections.
Uniform asymptotic approximation
In this section, we are going to apply the uniform asymptotic approximation developed in a series of papers [19] [20] [21] [22] to study the above equation. For this purpose, it is convenient to write the above equation in the form
where k + (k − ) denotes positive(negative) k, y ≡ −|k|η, φ k ± (y) = φ(η), and the parameters d,β, b ± , c are defined bỹ
Here b + (b − ) corresponds to k + (k − ). Note that in de Sitter background, the variable y is in the range y ∈ (0 + , +∞). Following [19] [20] [21] [22] , let us first write Eq.(3.1) in the standard form
where
in which λ is supposed to be a large parameter and will be used to trace the approximate orders of the uniform asymptotic approximation. At the end, we can set λ = 1 for simplicity. The functions g(y) and q(y) are arbitrary. The reason to introduce two of them, instead of only one, is to use one of them to minimize the errors, as to be shown below. When b ± = 0, Eq.(3.3) has exact solution. Thus, in the following we are going to concentrate ourselves only on the cases where b ± = 0.
Errors of the approximation near the pole
From the expression (3.4), one can see that the functions λ 2ĝ (y) in general has a pole at y = 0, which is of order higher than 2. Following [21] , in order to determine the two functions λ 2ĝ (y) and q(y), we first analyze the behavior of the corresponding error control function of the uniform asymptotic approximation near this pole. As shown in [21] , the error control function near the pole y = 0 + is expressed as 2 ,
A crucial step in the application of the uniform asymptotic approximation is to guarantee that the error control function F (y) is finite near pole y = 0 + . Otherwise the approximate solution of Eq.(3.3) constructed by the uniform asymptotic approximation will blow up when y → 0 + . For this purpose, following [21] , we expand λ 2ĝ (y) and q(y) in the Laurent series around y = 0 as
where i and j represent the order of the pole at y = 0 for λ 2ĝ (y) and q(y), respectively. Then, to the leading order, we find that
Thus, to keep the error control function F (y) finite near y = 0 + , we must require,
However, considering Eq.(3.4) we find that the choices of i and j also depend on the values of b ± . In particular, when b ± = 0, we have i = 6 and j ≤ 4. When b ± = 0, we have i = 2.
In this case, to keep the error control function F (y) be finite nearby the pole, we must also choose j = 2 and q 0 = −1/4, that is,
In addition, even in the case b ± = 0, if |b ± | 1 (As to be shown below, this exactly corresponds to the weak electric limit.), there always exists a region 1
, in which the termβ/y 2 in Eq.(3.4) dominates, and to minimize the error control function F (y), Eq.(3.9) still represents a good choice. Yet, even when the external electric field is large, the error control function for the choice of Eq.(3.9) still remains finite. So, in this paper we shall adopt Eq.(3.9) for all the cases. With this choice, as to be shown below, the analytical solution traces the numerical (exact) one extremely well. Then, we obtain
with β ≡β − 1/4 = m 2 /H 2 − 9/4.
Nature of the turning points
Except that λ 2ĝ (y) has a pole at y = 0 + , it may also have zeros in the range y ∈ (0 + , +∞), which are called turning points. As shown in [21] , the corresponding approximate solution of (3.1) in the uniform asymptotic approximation is very sensitive to the nature of these turning points, which are the roots of the equation,
From the definition of parameters β, b ± , c, d, we find that
In principle, Eq. (3.11) can have six roots. Since d > 0, in both limits y → 0 + and y → +∞, the function λ 2ĝ (y) is negative. This implies that λ 2ĝ (y) = 0 can only have even numbers of roots, i.e., it can only have six, four, two, or zero roots. We note that these roots can be real, multiple, or even complex conjugated. In order to see explicitly how many roots, we can count the extreme points of dy 6 + βy 4 + b ± y 3 + c. Taking the derivative of dy 6 + βy 4 + b ± y 3 + c we find
Unlike the roots of (3.11), the extreme points obtained from (3.13) must be real and lie in the range y ∈ (0, +∞). It can be shown that the three extreme points must satisfied the relation y m1 + y m2 + y m3 = 0. This indicates that one of them must lie in the negative side of the y-axix. Thus, in the positive side, λ 2ĝ (y) can at most have two extreme points, which implies that it can at most have two turning points. In Fig. 1 we show several representative cases, which tells us that this is indeed the case.
To study these roots further, let us first write the function λ 2ĝ (y) in the form
To find out the roots of λ 2ĝ (y) we need to solve the equation,
An inspection on this equation immediately leads to the conclusion that the function λ 2ĝ (y) can have real turning points only when
In general, if the two turning points are not equal (or a double root) of Eq.(3.15), each of them must be real and single. We denote these two turning points by y 1 and y 2 . When the values of the parameters change, these two turning points can eventually turn to a double or even complex turning points. In any case, we assume that Re(y 1 ) ≤ Re(y 2 ), respectively. In the following, let us first consider two specific cases in which y 1 and y 2 can be derived explicitly. 
For k < 0, in order to get these three different cases, one must choose the parameters as:
β = 0
In this case, we find that 17) which leads to
where we assume that p a is positive. It is easy to see that in this case y 1 and y 2 are always complex and y 1 = y * 2 . Thus in this case there are no real turning points.
Weak electric field limit
In the weak electric field limit, we have
In this case we can treat the parameter b ± as a small quantity and expand the turning points y 1 and y 2 in the powers of b ± . After some calculations we obtain, for k > 0,
Correspondingly, for k < 0 we find
Note that in the above we have assumed that β < 0, and then it is easy to see that y 1 and y 2 are both real and single.
General solutions with two turning points
From the above we can see that the function λ 2ĝ (y) at most has two turning points. In the following, we shall develop the general formulas for the cases with two turning points.
In the next subsection we consider particle creations first for the general case, and then the particular cases considered above. From [21] , we find that the general approximate solution of Eq.(3.1) can be expressed in terms of the parabolic cylinder functions W (
whereĝ(y) depends on b ± through Eq.(3.14), α 1 , β 1 are two integration constants, ζ is a monotoning function of y which are given in Appendix A, and ζ 2 0 is defined as
In order to determine the integration constants α 1 and β 1 , we need to match the above solution to the initial conditions. In general, we consider the initial time at y = −|k|η → +∞, for which we have
Thus if we consider the Bunch-Davies vacuum in the limit y → +∞, then the initial state can be approximately described by
In order to match it with the approximate solution we obtained above, let us first consider the asymptotic form of the parabolic cylinder function in the limit y → +∞ (ζ → +∞), which takes the form (see Appendix B)
and j(
where φ(x) is give by Eq.(B.7), and should not be confused with the mode function φ k (y).
With the above asymptotic forms, when y → +∞ we have
here j ≡ j( √ λζ 0 ). Matching the above solution with the initial conditions (3.25) we obtain
where θ is an irrelevant phase factor. Now let us turn to consider the limit y → 0 + (ζ → −∞). Then, the asymptotic form of the parabolic cylinder function reads
cos D. 
With these expressions for y → 0 + we find that the approximate solution can be cast in the form
Note that we have ignored the irrelevant phase factor e iθ . The coefficients α k ± and β k ± depend on the signs of k through Eqs.(3.2), (3.10), (3.23) and (3.28). It is easy to show that Figs. 2 (k > 0) and 3 (k < 0) we display both numerical and analytical solutions with α k ± and β k ± being given by Eq.(3.34). From these figures we can see that the analytical solutions trace the numerical ones very well. 
Schwinger Pair Production in de Sitter space
Now we are in a position to calculate the Schwinger pair production rate |β 2 k | (here k can be either positive or negative). Using eqs.(3.28) and (3.34), we find that
Here β k is the Bogoliubov coefficient that measures the particle production rate. From the above equation, we can see that |β 2 k | is determined by the quantity ζ 2 0 . Before proceeding further, several remarks about the nature of ζ 2 0 now are in order. First, the sign of ζ 2 0 is sensitive to the nature of the turning points y 1 and y 2 , for which we classify them into several classes.
• When y 1 and y 2 are both single and real, we have ζ 2 0 > 0, which implies that the particle production during the process is exponentially enhanced. As we have shown in Sec. 3.2, for this case to happen, one must require β = m 2 /H 2 − 9/4 < 0.
• When y 1 and y 2 are two real but equal roots, i.e., y 1 = y 2 , we have ζ 2 0 = 0. Then, we have
• When y 1 and y 2 are complex conjugate, i.e., y 1 = y 2 * , ζ 2 0 is negative. This implies that the particle production is exponentially suppressed.
In the following we are going to calculate ζ 2 0 explicitly for the several specific cases considered above.
β = 0
In this case, as we showed in Sec. 3.2, the turning points y 1 and y 2 can be explicitly obtained, which are given by Eq.(3.18). Then, ζ 2 0 for both positive and negative wavenumber is given by
Here ξ 1 = p 2 a /k 2 and ξ 2 = ( Fig. 4 shows that λζ 2 0 is always negative. Thus, we have
That is, in the current case the particle production is always suppressed. In addition, the above results show that λζ 2 0 ∝ −E 1/3 , which implies that the particle production rate becomes smaller when the electric field becomes larger. This seems in contradiction with the results obtained in [7] , where the particle production rate is enhanced when E becomes larger for the k < 0 modes. Actually, both results are correct, and can be understood qualitatively by using the WKB analysis, which is presented in detail in Appendix E, in which we show that for the case considered in this subsection, the larger electric field tends to make the WKB condition well satisfied, while the case studied in [7] tends to make the WKB condition violated or not well satisfied. This explains why the particle production rate is suppressed by large electric field in the current case, while it is enhanced for the case considered in [7] . For details, we refer readers to Appendix E. . In this figure, √ dξ 2 /6 is set to one, we can see ζ 2 0 is always negative. In the special case when p a /k = 1, the particle creation rate is mode dependent as |β k | 2 = e −αk 2/3 with α being a constant determined by Hubble parameter H and electric field strength E.
Weak Electric Field Limit
When the electric field is weak, that is, when
1, both b ± and c are small quantities according to Eq.(3.1), so we can find approximate solution of ζ 2 0 in the powers of b ± . First, for two turning points of Eq.(3.11), y 1,2 can be derived by expanding them in terms of b ± and are given explicitly by Eqs. we also need to expand the integrand in powers of b ± , which is
Here we assume β < 0, since we already know that the particle creation rate is suppressed for β > 0. Then, straightforward calculations yield
Thus, the Bogoliubov coefficient |β k ± | 2 is given by
which diverge as k 2 E/H 4 → 0, and are plotted out for various values of m 2 /H 2 in Figs. 5 and 6. In these figures, we also plot the numerical solutions, which show that the approximate analytical solutions trace the numerical ones very well (see Appendix C for how to compute the numerical solutions). Then, it is easy to see that in the weak electric field limit, E ≈ 0, the electric current J is given by [7] J ∝ |β
Note that the above current is the semiclassical one. The derivation is almost pararell to that in [7] . Unfortunately, we could not compare this semi-classical current with a renormalized one, because we do not know the analytic expression for the mode functions. However, in the current situation, we believe the semi-classical analysis is sufficient to get a qualitative understanding. Recall that β = m 2 /H 2 − 9/4 < 0 and d = p 2 a /k 2 + 1. From the above expressions, we find that there exists a critical mass m c , 11) and for m < m c , the electric current J diverges as k 2 E/H 4 → 0. This is similar to what was found in [7] , the so-called infrared hyperconductivity. However, in the (1+1)-dimensional case this occurs only when m = 0, and the corresponding electric current J is inversely proportional to E [7] . It is interesting to note that J ∝ E −1 for m = 0 even in the (1+3)-dimensional de Sitter background, as can be seen from Eq. 
Conclusion
In this paper, we studied the Schwinger pair production process due to the persistent electric field in the (3+1)-dimensional de Sitter space. The persistent electric field can be sustained by the inflaton during anisotropic inflation [13] . More precisely, we analytically investigated the Schwinger effect in the de Sitter space by using the uniform asymptotic approximation method, and showed that the equation of motion in general has two turning points. The nature of these points could be single, double, real or complex, depending on the choice of the free parameters involved in the theory. Those different natures lead to different rates of particle production. For example, it is enhanced when both turning points are real and single, and suppressed when both are complex. Furthermore, for the turning points to be real, it is necessary β ≡ m 2 /H 2 − 9/4 < 0, and the more negative, the easier to produce particles. When β is positive, both turning points are always complex, and the particle production due to the Schwinger process is exponentially suppressed for massive modes like as the conventional Schwinger effect. We focussed on the case β < 0 and studied the particle pair production for b [≡ 2k 2 E/(3H 4 )] very small. Remarkably, we found that the particle production rate is |β 2 k | ∝ 1/E √ |β| , which diverges as E → 0, that is, the particle production is strongly enhanced in the weak electric field limit. This indicates the occurrence of hyperconductivity in anisotropic inflation. This behavior originates from the infrared behavior of light fields in de Sitter space. In fact, it is well known the massless field shows the bad behavior in the infrared. In the presence of the electric field, the divergence is regulated. However, as the electric field decreases, the infrared divergence shows up in the form of the hyperconductivity. Thus, for a scalar field with the finite mass, this apparent divergence should be regulated at some point. It is interesting to note that the semi-classical current is given by Eq.(4.9), which also diverges when the mass m of the emitted particles is less than the critical mass m c defined by Eq.(4.11). It would be very interesting to compare the semi-classical current with the renormalized one. We leave this for future work. 
A Uniform Asymptotic Approximation with two turning points
Now let us apply the uniform asymptotic approximation method to obtain approximate analytical solutions of φ k (y). To proceed, let us introduce the Liouville transformation with two new variables U (ζ) and ζ,
Note that χ must be regular and not vanish in the intervals of interest. Consequently, the function f (ζ) must be chosen so that f (1) (ζ) has zeros and singularities of the same type as those ofĝ(y). As shown below, such requirement plays an essential role in determining the approximate solution of φ k (y). In terms of U (ζ) and ζ, Eq.(3.3) changes into the form,
here ± correspond toĝ(y) > 0 andĝ(y) < 0, respectively. Considering ψ(ζ) = 0 as the first-order approximation, one can choose f (1) (ζ) 2 so that: (a) the first-order approximation can be as close to the exact solution as possible, and (b) the resulting equation can be solved explicitly (in terms of known functions). Clearly, such a choice sensitively depends on the behavior of the functions λ 2ĝ (y) and q(y) near their poles and zeros. Following [22] , for a pair of turning points y 1 and y 2 , the crucial point is to choose f (1) (ζ) 2 in the Liouville transformations (A.1) as 3
where we choose ζ is an increasing function of y, and with the choices ζ(y 1 ) = −ζ 0 and ζ(y 2 ) = ζ 0 . When ζ is real, ζ 0 = 0, and ζ is pure imaginary, it corresponds to the cases y 1,2 are real, y 1 = y 2 , and y 1,2 are complex conjugated, respectively. It can be proved that ζ 2 0 is calculated as
which can be positive, or zero, or even negative. Now let us turn to derive the relation between ζ(y) and y. Let us first consider the case when y 1 and y 2 are real. When y > y 2 , we have ζ(y) > ζ 0 , then from Eq. (A.1), we find 
Then with f (1) (ζ) 2 given in Eq. (A.5), Eq. (A.3) reduces to
Neglecting the ψ(ζ) term, we find that the approximate solutions can be expressed in terms of the parabolic cylinder functions W ( 
from which we have
where 5 and 6 are the errors of the corresponding approximate solutions, which are given by 
is the associated error control function for the approximate solutions near y 1 and y 2 . When ζ 2 > ζ 0 (i.e., y < y 1 or y > y 2 ), one finds 20) where ± (i.e., or y 2,1 ) correspond to the cases when y < y 1 and y > y 2 , respectively. Note that Eq. (A.20) is also valid when y 1 and y 2 are both complex. When −ζ 0 < ζ < ζ 0 (i.e., y 1 < y < y 2 ), we have
B Asymptotical expansions of parabolic cylinder functions
The asymptotic expansion of parabolic cylinder functions W (½λζ 2 0 , ± √ 2λζ) and W (½λζ 2 0 , ± √ 2λζ) for ζ 2 − ζ 2 0 1 can be written as [23] W (½λζ
Here j(x) = 1 + e πx 2 − e πx 2 /2 , (B.6)
where the phase phΓ( In this section, we will outline how to extract the information of particle production rate |β k | 2 from the numerical solutions of Eq.(3.1). The initial condition of the solutions follows Eq.(3.25) which satisfies the normalization condition,
where φ 1 (y) and φ 2 (y) denote two arbitrary independent solutions of eq.(3.1). When y approaches zero, the wave-function can be expanded in terms of positive and negative frequency modes which solve the asymptotic equation,
From this equation, one can easily find normalized out-modes, which are,
where J ν (y) stands for the Bessel's functions of the first kind and µ k (y) (ν k (y)) is positive(negative) frequency mode, then |β k | 2 can be extracted from the expansion when y is very small,
Once the numerical solutions of φ k (y) is known, one can simply apply the above equation to obtain numerical values of |β k | 2 .
D Pair Production in 1+1 dimensional de Sitter space
In this Appendix, to show that the uniform asymptotic approximation method used in this paper works well for the present problem, we revisit the pair production in 1+1 dimensional de Sitter space, in which the mode function can be found exactly and studied in detail in [4] . For the case when external electric field is turned off, one is required to solve the e.o.m.,
here φ k is the charged scalar field, M denotes its mass, H is the Hubble parameter and the conformal time η takes the values from the range (0, +∞). Eq.(D.1) has the solution [4] ,
On the other hand, in order to use the uniform asymptotic approximation method, we first notice that this e.o.m. has a second-order pole at origin, thus, we must choose
as explained in detail in Section III.E (See also [19] [20] [21] [22] for more details.). Therefore, the new e.o.m. takes the form,
Following [19] - [22] , the approximate solution to the first-order of λ −1 is a linear combination of the Airy functions Ai(ζ) and Bi(ζ),
here ζ(η) is a piecewise function which has the same sign asĝ in the interval η ∈ (0, +∞), and is given by
Only the asymptotic behaviors of ζ at η → +∞ and η → 0 + are important, which are given by
Now we can fix the two free parameters α and β appearing in Eq.(D.6) by assuming the Bunch-Davies vacuum at the initial time η → +∞. With the help of the asymptotic forms of the Airy functions when its argument approaches negative infinity,
we find that
so that the initial state is the positive frequency mode,
In Fig.7 , we compare our above approximate solution given by Eq.(D.6) with the exact one [4] , from which it can be seen that the approximate solution traces extremely well to the exact one. Figure 7 . In this figure, the blue dotted curve is from our approximate solution and the red solid one is the analytical solution presented in [4] . In drawing this figure, we take k = 2 and ν = 2.
Then, there will be particles created after time ν/k for different modes. To show this, we consider the limit M H, which amounts to taking the parameter ν to be a pure imaginary number i with
(D.14)
To find particle creation rate at the final time, we need to know the asymptotic forms of the Airy functions at η = 0, which are given by, Ai(z) → e The reason to use this particular form of Bi(z) is that the phase of ζ at η → 0 + is larger than π/3 when we consider an imaginary ν. As a result, the final state is a combination of the positive and negative frequency modes Then, keeping in mind ν = i and η = −e −Ht /H, it is straightforward to find 18) which is precisely what found in [4] .
E Pair Production and WKB condition
In this appendix, we compare the particle production effects for the case considered in this paper with β = 0 and the one studied in [7] , by considering the WKB analysis for both cases. In general, the solution of the mode function φ k (η) of the equation,
can be given in terms of the WKB solutions
if the WKB condition
is satisfied. Here we assume that Ω k (η) is always positive for simplicity. In order to determine α k and β k in the above solution, let us consider the WKB adiabatic initial state
If during the whole process η ∈ (−∞, 0), the WKB condition (E.3) is always satisfied, we will have
However, in some physical systems, during this process, the WKB condition may be violated or not be fulfilled completely. Then, the non-adiabatic evolution of the mode φ k (η) will produce excited states (i.e. particle production) during this process and eventually leads to a state with
The quantity |β k | 2 measures the production rate of the excited state. There are two facts that can lead to the violation of the WKB condition even Ω 2 k (η) is always positive. One case is Ω k (η) is extreme close to zero and the other is Ω k (η) is not slowly-varying. In the following, we would like to use these facts to discuss the Schwinger particle production effects in the current case with β = 0 (Sec. 4.0.1) and the case studied in [7] to show the differences between them. In particular, the results obtained in these two cases do not contradict to each other at all, but represent two different physical situations, and both results are correct.
For the case considered in this paper with β = 0, the equation of motion is described by
(E.7)
Here we have
.
(E.8)
For k < 0 it is easy to see Ω 2 k (η) is a monotonic increasing function of E. This implies that the particle production rate is suppressed if the electric field becomes larger. For k > 0, which is exact the same as that obtained from the exact solution of φ k (η) in [7] .
