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LOCALIZING GAUGE THEORIES FROM
NONCOMMUTATIVE GEOMETRY
WALTER D. VAN SUIJLEKOM
Abstract. We recall the emergence of a generalized gauge theory
from a noncommutative Riemannian spin manifold, viz. a real spec-
tral triple (A,H, D; J). This includes a gauge group determined by
the unitaries in the ∗-algebra A and gauge fields arising from a so-
called perturbation semigroup which is associated to A. Our main
new result is the interpretation of this generalized gauge theory
in terms of an upper semi-continuous C∗-bundle on a (Hausdorff)
base space X. The gauge group acts by vertical automorphisms
on this C∗-bundle and can (under some mild conditions) be iden-
tified with the space of continuous sections of a group bundle on
X. This then allows for a geometrical description of the group of
inner automorphisms of A.
We exemplify our construction by Yang–Mills theory and toric
noncommutative manifolds and show that they actually give rise
to continuous C∗-bundles. Moreover, in these examples the corre-
sponding inner automorphism groups can be realized as spaces of
sections of group bundles that we explicitly determine.
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2 WALTER D. VAN SUIJLEKOM
1. Introduction
There is a natural link between noncommutative geometry and non-
abelian gauge theories. This is mainly due to the fact that any non-
commutative (involutive) algebra A gives rise to a non-abelian group
of invertible (unitary) elements in A. This has given rise to many ap-
plications in physics, such as to Yang–Mills theories [13, 14] and to
the derivation of the Standard Model of elementary particles from a
noncommutative Riemannian spin manifold [15].
Even though these examples deal with gauge theories on commutative
background spaces, the gauge group and the gauge fields are defined
along the general lines of [22] (cf. the more recent [17] and Section 2
below), valid for any noncommutative Riemannian spin manifold. For
instance, the gauge group is given in terms of the unitary elements U(A)
in an involutive algebraA, independent of a classical background space.
However, in the physical applications of [13, 14, 15, 25, 16] —including
extensions of them to the topologically non-trivial case [9, 11, 5]— the
elements in U(A) yield automorphisms of a principal bundle, in perfect
agreement with the usual description of gauge theories.
In the present paper we will show that a gauge theory derived from
a noncommutative Riemannian spin manifold can always be described
by means of bundles on a commutative background space. More pre-
cisely, starting with a so-called real spectral triple for the C∗-algebra
A, we identify a subalgebra AJ in the center of A which by Gelfand
duality is isomorphic to C(X) for some compact Hausdorff topological
space X. This turns A into a so-called C(X)-algebra [35] for which it is
well-known that it can be identified with the C∗-algebra of continuous
sections of a bundle B of C∗-algebras on X (in general, this is an upper
semi-continuous C∗-bundle, see references for Theorem 27 below). This
bundle B will set the stage for the generalized gauge theory. We will
show that the gauge group U(A)/U(AJ) derived from the real spectral
triple acts by vertical bundle automorphisms on this bundle, which
agrees with the action of it on A by inner automorphisms (Proposition
29). Moreover, under some additional conditions, we identify (Theo-
rem 32) a group bundle1 whose space of continuous sections coincides
with the gauge group. The gauge fields can be considered as sections
of a bundle BΩ constructed in much the same way as B, also carry-
ing an action of the gauge group which agrees with the usual gauge
transformation for gauge fields (Theorems 35 and 36).
Besides the applications to Yang–Mills theory that we recall in Sec-
tion 6.1, we consider the interesting class of toric noncommutative man-
ifolds in Section 6.2. They are obtained by deformation quantization
1In this paper we use the term group bundle for a continuous, open, surjection
pi : G→ X between topological spaces such that each fiber pi−1(x) is a topological
group.
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of a Riemannian spin manifold M along a torus action. We identify
the base space of our C∗-bundle with the corresponding orbit space,
and characterize the fiber C∗-algebra. We show that the C∗-bundle is
always continuous, as opposed to merely upper semi-continuous (The-
orem 44). Moreover, if the orbit space is simply connected, then the
gauge group is isomorphic to the space of continuous sections of a group
bundle on that orbit space (Proposition 45), which in turn is isomor-
phic to the group of inner automorphisms (Corollary 46). We end by a
concrete study of two examples: the toric noncommutative spheres S3θ
and S4θ.
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the Trimester Program “Noncommutative Geometry and its Applica-
tions” in the Fall of 2014. I thank Simon Brain, Branimir C´ac´ic´, Alan
Carey, Bram Mesland and Adam Rennie for fruitful discussions, and
Jord Boeijink for discussions and a careful proofreading.
2. Spectral triples
The basic device in noncommutative Riemannian spin geometry is
a spectral triple (see [20, Section IV.2.δ] where they were called un-
bounded K-cycles). Let us start by recalling its definition, including
the notion of a real structure [21].
Definition 1. A spectral triple (A,H, D) is given by a unital ∗-algebra
A faithfully represented as bounded operators on a Hilbert space H and
a self-adjoint operator D in H such that the resolvent (i + D)−1 is a
compact operator and [D, a] is bounded for each a ∈ A.
A real structure on a spectral triple is an anti-linear isometry J :
H → H such that
J2 = ε, JD = ε′DJ,
where the numbers ε, ε′ ∈ {−1, 1}.
Moreover, with b0 = Jb∗J−1, we impose the commutant property
and the order one condition:
[a, b0] = 0, [[D, a], b0] = 0; (a, b ∈ A).(1)
A spectral triple with a real structure is called a real spectral triple.
Example 2. The basic example of a spectral triple is the canonical
spectral triple associated to a compact Riemannian spin manifold:
• A = C∞(M), the algebra of smooth functions on M ;
• H = L2(S), the Hilbert space of square integrable sections of a
spinor bundle S →M ;
• D = DM , the Dirac operator associated to the Levi–Civita con-
nection lifted to the spinor bundle.
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A real structure J is given by charge conjugation JM .
Example 3. More generally, let B → M be a locally trivial ∗-algebra
bundle on M with typical fiber MN(C), the ∗-algebra of N×N matrices
with complex entries. On the Hilbert space L2(B⊗S) one then considers
the Dirac operator DBM on B ⊗ S defined in terms of a hermitian ∗-
algebra connection on B and the spin connection on S (cf. [6] or [47,
Chapter 10] for more details). A real structure is given on L2(B ⊗ S)
by J(s⊗ψ) = s∗⊗JMψ making the following set of data a real spectral
triple: (
Γ∞(B), L2(B ⊗ S), DBM ; (·)∗ ⊗ JM
)
.
Definition 4. We say that two real spectral triples (A1,H1, D1; J1) and
(A2,H2, D2; J2) are unitarily equivalent if A1 = A2 and if there exists
a unitary operator U : H1 → H2 such that
Upi1(a)U
∗ = pi2(a); (a ∈ A1),
UD1U
∗ = D2,
UJ1U
∗ = J2,
where we have explicitly indicated the representations pii of Ai on Hi
(i = 1, 2).
Any spectral triple gives rise to a differential calculus on the ∗-algebra
A [20, Section VI.1] (see also [37, Chapter 7]). We focus only on
differential one-forms, as this is sufficient for our applications to gauge
theory below.
Definition 5. The A-bimodule of Connes’ differential one-forms is
given by
Ω1D(A) :=
{∑
k
ak[D, bk] : ak, bk ∈ A
}
,
and the corresponding derivation d : A → Ω1D(A) is given by d = [D, ·].
Example 6. In the case of a Riemannian spin manifold M we can
identify [19, 20]
Ω1DM (C
∞(M)) ∼= Ω1dR(M),
the usual De Rham differential one-forms.
More generally, if A = Γ∞(M,B) for a locally trivial ∗-algebra bun-
dle B as in Example 3, then
Ω1DBM
(A) ∼= Ω1dR(M)⊗C∞(M) Γ∞(M,B).
That is to say, it is the space of smooth sections of the ∗-algebra bundle
B taking values in the one-forms on M .
As a final preparation for the next sections, we recall the construction
of a commutative subalgebra AJ of A [15, Prop. 3.3] (cf. [30]).
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Definition 7. Given a real spectral triple (A,H, D; J) we define
AJ := {a ∈ A : aJ = Ja∗} .
As we will see shortly, this is a complex subalgebra, contained in the
center of A (and hence commutative).
Remark 8. The definition of the commutative subalgebra AJ is quite
similar to the definition of a subalgebra of A defined in [15, Prop. 3.3]
(cf. [25, Prop. 1.125]), which is the real commutative subalgebra in the
center of A consisting of elements for which aJ = Ja. Following [30] we
propose a similar but different definition, since this subalgebra will turn
out to be very useful for the description of the gauge group associated
to any real spectral triple, as we will describe below.
Proposition 9. Let (A,H, D; J) be a real spectral triple. Then
(1) AJ defines an involutive commutative complex subalgebra of the
center of A.
(2) (AJ ,H, D; J) is a real spectral triple.
(3) Any a ∈ AJ commutes with the algebra generated by the sums∑
j aj[D, bj] ∈ Ω1D(A) with aj, bj ∈ A.
Proof. (1) If a ∈ AJ , then also a∗J = J(Ja∗)J = εJaJ2 = Ja, using
that J2 = ε. Hence, AJ is involutive. Moreover, for all a ∈ AJ and
b ∈ A we have [a, b] = [Ja∗J−1, b] = 0 by the commutant property (1).
Thus, AJ is in the center of A.
(2) Since AJ is a subalgebra of A, all conditions for a spectral triple
are automatically satisfied.
(3) This follows from the order one condition in Equation (1):
[a, [D, b]] = [Ja∗J−1, [D, b]] = 0,
for a ∈ AJ and b ∈ A. 
Example 10. In the case of a Riemannian spin manifold M with real
structure JM given by charge conjugation, one checks that
C∞(M)JM = C
∞(M).
More generally, for the spectral triples of Example 3 we find that
Γ∞(M,B)J ∼= C∞(M).
3. Inner unitary equivalences as the gauge group
The interpretation of the inner automorphism group as a gauge group
was first presented in [22].
Definition 11. An automorphism of a ∗-algebra A is a linear invert-
ible map α : A → A that satisfies
α(ab) = α(a)α(b), α(a∗) = α(a)∗.
We denote the group of automorphisms of the ∗-algebra A by Aut(A).
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An automorphism α is called inner if it is of the form α(a) = uau∗
for some element u ∈ U(A) where
U(A) = {u ∈ A : uu∗ = u∗u = 1}
is the group of unitary elements in A. The group of inner automor-
phisms is denoted by Inn(A).
The group of outer automorphisms of A is defined by the quotient
Out(A) := Aut(A)/ Inn(A).
Note that Inn(A) is indeed a normal subgroup of Aut(A) since
β ◦ αu ◦ β−1(a) = β
(
uβ−1(a)u∗
)
= β(u)aβ(u)∗ = αβ(u)(a),
for any β ∈ Aut(A).
An inner automorphism αu is completely determined by the unitary
element u ∈ U(A), but not in a unique manner. More precisely, the
map φ : U(A)→ Inn(A) given by u 7→ αu is surjective, but has a kernel.
In fact, kerφ is given by U(Z(A)) where Z(A) is the center of A. We
have thus proven the following
Proposition 12. There is the following isomorphism of groups:
Inn(A) ∼= U(A)/U(Z(A)).(2)
Example 13. If A is a commutative ∗-algebra, then there are no
non-trivial inner automorphisms since Z(A) = A. Moreover, if A =
C∞(X) with X a smooth compact manifold, then Aut(A) ∼= Diff(X),
the group of diffeomorphisms of X. Explicitly, a diffeomorphism φ :
X → X yields an automorphism by pullback of a function f :
φ∗(f)(x) = f(φ(x)); (x ∈ X).
For a precise proof of the isomorphism between Aut(C(X)) and the
group of homeomorphisms of X, we refer to [3, Theorem II.2.2.6]. For a
more detailed treatment of the smooth analogue, we refer to [32, Section
1.3].
Example 14. At the other extreme, we consider an example where
all automorphisms are inner. Let A = MN(C) and let u be an ele-
ment in the unitary group U(N). Then u acts as an automorphism
on a ∈ MN(C) by sending a 7→ uau∗. If u = λIN is a multiple of the
identity with λ ∈ U(1), this action is trivial. In fact, the group of auto-
morphisms of A is the projective unitary group PU(N) = U(N)/U(1),
in concordance with (2).
Elements in U(A) not only act on the ∗-algebra A as inner auto-
morphisms, via the representation pi of A on H they also act on the
Hilbert space H that is present in the spectral triple. In fact, with
U = pi(u)Jpi(u)J−1, the unitary u induces a unitary equivalence of real
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spectral triples in the sense of Definition 4. More specifically, for such
a U we have
Upi(a)U∗ = pi ◦ αu(a),(3)
UJU∗ = J.
We conclude that an inner automorphism αu of A induces a unitarily
equivalent spectral triple (A,H, UDU∗; J), where the action of the ∗-
algebra is given by pi ◦αu. Note that the grading and the real structure
are left unchanged under these inner unitary equivalences; only the
operator D is affected by the unitary transformation. For the latter,
we compute, using (1),
(4) D 7→ UDU∗ = D + u[D, u∗] + ′Ju[D, u∗]J−1,
where as before we have suppressed the representation pi. We recognize
the extra terms as pure gauge fields udu∗ in the space of Connes’ differ-
ential one-forms Ω1D(A) of Definition 5. This motivates the following
definition
Definition 15. The gauge group G(A,H; J) of the spectral triple is
G(A,H; J) := {U = uJuJ−1 | u ∈ U(A)} .
Proposition 16. There is a short exact sequence of groups
1→ U(AJ)→ U(A)→ G(A,H; J)→ 1.
Moreover, there is a surjective map G(A,H; J)→ Inn(A).
Proof. Consider the map Ad: U(A) → G(A,H; J) given by sending
u 7→ uJuJ−1. This map Ad is a group homomorphism, since the
commutation relation [u, JvJ−1] = 0 of (1) implies that
Ad(v) Ad(u) = vJvJ−1uJuJ−1 = vuJvuJ−1 = Ad(vu).
By definition Ad is surjective, and ker(Ad) = {u ∈ U(A) | uJuJ−1 =
1}. The relation uJuJ−1 = 1 is equivalent to uJ = Ju∗ which is
the defining relation of the commutative subalgebra AJ . This proves
that ker(Ad) = U(AJ). For the second statement, note that the map
G(A,H; J)→ Inn(A) is given by Equation (3), from which surjectivity
readily follows. 
Corollary 17. If AJ = Z(A), then G(A,H; J) ∼= Inn(A).
Proof. This is immediate from the above Proposition and Equation
(2). 
Example 18. For the algebra A = Γ∞(M,B) appearing in Example 3
we have
AJ = Z(A).
Hence in this case the gauge group G(A,H; J) coincides with the inner
automorphisms of A. Moreover, it turns out that G(A,H; J) is isomor-
phic to the space of smooth sections of a PU(N)-bundle on M with the
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same transition functions as B, at least when M is simply connected
(cf. [5]). Moreover, one can reconstruct a principal PU(N)-bundle P
for which B is an associated bundle:
B ∼= P ×PU(N) MN(C)
For more details, we refer to [6] or [47, Chapter 10].
3.1. The gauge algebra. A completely analogous discussion applies
to the definition of a gauge Lie algebra, where instead of automorphisms
we now take derivations of A. The following definition essentially
gives the infinitesimal version of G(A,H; J).
Definition 19. The gauge Lie algebra g(A,H; J) of the spectral triple
is
g(A,H; J) := {T = X + JXJ−1 | X ∈ u(A)} ,
where u(A) consists of the skew-hermitian elements in A.
One easily checks using the commutant property,
[T, T ′] = [X,X ′] + J [X,X ′]J−1,
so that g(A,H; J) is indeed a Lie algebra.
Proposition 20. There is a short exact sequence of Lie algebras
0→ u(AJ)→ u(A)→ g(A,H; J)→ 0.
There are also inner derivations of A that are of the form a →
[X, a]; these form a Lie subalgebra DerInn(A) of the Lie algebra of all
derivations Der(A). If AJ = Z(A) then
g(A,H; J) ∼= DerInn(A),
which is essentially the infinitesimal version of Corollary 17.
4. Inner perturbations as gauge fields
We have seen that a non-abelian gauge group appears naturally when
the ∗-algebra A in a real spectral triple is noncommutative. This gauge
group acts naturally on the operator D in the real spectral triple, giving
rise to pure gauge field udu∗ as perturbation of D. We now extend this
action to obtain more general gauge fields, initially derived in [22]. A
key role is played by the perturbation semigroup defined in [17] that
is associated to the ∗-algebra A and extends the unitary group of A.
First, we need the following
Definition 21. We denote by Aop the opposite algebra: it is identical
to A as a vector space, but with opposite product:
aopbop = (ba)op.
Here aop, bop are the elements in Aop corresponding to a, b ∈ A, respec-
tively.
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Definition 22. Let A be a unital ∗-algebra. Then we define the per-
turbation semigroup as
Pert(A) :=
{∑
j
aj ⊗ bopj ∈ A⊗Aop
∣∣∣∣ ∑j ajbj = 1∑
j aj ⊗ bopj =
∑
j b
∗
j ⊗ a∗opj
}
with semigroup law coming from the product in A⊗Aop.
Given a spectral triple, the perturbation semigroup Pert(A) gener-
ates perturbations of the operator D:
D 7→
∑
j
ajDbj = D +
∑
j
aj[D, bj]
For real spectral triples we use the map Pert(A)→ Pert(A⊗ JAJ−1)
sending T 7→ T ⊗ JTJ−1 so that
D 7→
∑
i,j
aiaˆjDbibˆj
where aˆj = JajJ
−1 and bˆj = JbjJ−1. One can show using the first-
order condition that this reduces to
Dω := D + ω + 
′JωJ−1,
where ω∗ = ω :=
∑
j aj[D, bj] ∈ Ω1D(A) is called the gauge field.
Alternatively, ω is called an inner perturbation of the operator D,
since it is the algebra A that generates the field ω.
Proposition 23. A unitary equivalence of (A,H, D; J) as implemented
by U = uJuJ−1 with u ∈ U(A) is a special case of a perturbation of D
by an element in Pert(A), namely, by u⊗ u∗op ∈ Pert(A).
Proof. This follows upon inserting ω = u[D, u∗] in the above formula
for Dω, yielding (4). 
In the same way there is an action of the unitary group U(A) on
the new spectral triple (A,H, Dω) by unitary equivalences. Recall that
U = uJuJ−1 acts on Dω by conjugation:
Dω 7→ UDωU∗.
This is equivalent to
ω 7→ uωu∗ + u[D, u∗],
which is the usual rule for a gauge transformation on a gauge field.
Example 24. We analyze the inner perturbations of DBM for the real
spectral triple introduced in Example 3. By Example 6 we have that ω
can be identified with a self-adjoint one-form valued section of B, i.e.
ω∗ = ω ∈ Ω1dR(M)⊗C∞(M) Γ∞(M,B).
The combination ω+′JωJ−1 amounts to the action of ω in the adjoint
representation, with conjugation by J implementing the right action of
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ω on L2(B⊗S). This ensures that only the su(N)-part of ω is relevant
as an inner perturbation to DBM . With Example 18 we can conclude that
the gauge fields are given by one-form valued sections of the associated
bundle P ×PU(N) su(N). This brings us back to the usual definition of
a gauge field in the context of principal bundles, see for instance [4] or
[1]. Again, full details can be found in [6].
5. Localization
Recall from Section 2 the construction of a complex subalgebra AJ
in the center of A from a real spectral triple (A,H, D; J). As AJ is
commutative, Gelfand duality (cf. [3] or [49]) ensures the existence
of a compact Hausdorff space such that AJ ⊂ C(X) as a dense ∗-
subalgebra. Indeed, the norm completion of AJ is a commutative C∗-
algebra and hence isomorphic to such a C(X). We consider this space
X to be the ‘background space’ on which (A,H, D; J) describes a gauge
theory.
Heuristically speaking, the above gauge group G(A,H; J) considers
only transformations that are ‘vertical’, or ‘purely noncommutative’
with respect to X, quotienting out the unitary transformations of the
commutative subalgebra AJ . In this section we make this precise by
identifying a bundle B→ X of C∗-algebras such that:
• the space of continuous sections Γ(X,B) forms a C∗-algebra
isomorphic to A = A, the C∗-completion of A;
• the gauge group acts as bundle automorphisms covering the
identity.
Moreover, we define a group bundle whose space of continuous sections
is (under some conditions) isomorphic to the gauge group, and a bundle
of C∗-algebras of which the gauge fields ω ∈ Ω1D(A) are sections on
which the gauge group again acts by bundle automorphisms.
We avoid technical complications that might arise from working with
dense subalgebras of C∗-algebras, and work with the C∗-algebras AJ
and A themselves, as completions of AJ and A, respectively.
First, note that there is an inclusion map C(X) ∼= AJ ↪→ A. This
means that A is a so-called C(X)-algebra [35] which (in the unital case)
is by definition a C∗-algebra A with a map from C(X) to the center
of A. Indeed, it follows from Proposition 9 that AJ is contained in the
center of A. In such a case, it is well known that A is the C∗-algebra
of continuous sections of an upper semi-continuous C∗-bundle over X.
We will briefly sketch the setup, referring to e.g. the Appendix C in
[50] for more details. Recall that a function f : Y → R on a topological
space Y is upper semi-continuous if {y ∈ Y : f(y) < r} is open for
all r ∈ R.
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Definition 25. An upper semi-continuous C∗-bundle over a compact
topological space X is a continuous, open, surjection pi : B → X to-
gether with operations and norms that turn each fiber Bx = pi
−1(x) into
a C∗-algebra, such that the map a 7→ ‖a‖ is upper semi-continuous and
all algebraic operations are continuous on B.
A (continuous) section of B is a (continuous) map s : X → B such
that pi(s(x)) = x. The vector space of continuous sections of B is
denoted by Γ(X,B).
A base for the topology on B is given by the following collection of
open sets:
(5) W (s,O, ) := {b ∈ B : pi(b) ∈ O and ‖b− s(pi(b))‖ < },
indexed by continuous sections s ∈ Γ(X,B), open subsets O ⊂ X and
 > 0. This heavily relies on the property that B has enough continuous
sections: for each element b ∈ B there exists s ∈ Γ(X,B) such that
s(pi(b)) = b. This property was established for upper semi-continuous
C∗-bundles in [34, Proposition 3.4].
Proposition 26. The space Γ(X,B) of continuous sections forms a
C∗-algebra when it is equipped with the norm
‖s‖ := sup
x∈X
‖s(x)‖Bx .
Proof. See [36, 43] (see also Appendix C in [50]) for a proof of this
result. 
In our case, after identifying AJ with C(X), we can define a closed
two-sided ideal in A by
(6) Ix := {fa : a ∈ A, f ∈ C(X), f(x) = 0}− .
We think of the quotient C∗-algebra Bx := A/Ix as the fiber of A over
x and set
(7) B :=
∐
x∈X
Bx,
with an obvious surjective map pi : B → X. If a ∈ A, then we write
a(x) for the image a+ Ix of a in Bx, and we think of a as a section of
B. The fact that all these sections are continuous and that elements
in A can be obtained in this way is guaranteed by the following result.
Theorem 27. Let (A,H, D; J) be a real spectral triple and let AJ ∼=
C(X). The above map pi : B → X with B as in Equation (7) defines
an upper semi-continuous C∗-bundle over X. Moreover, there is a
C(X)-linear isomorphism of A onto Γ(X,B).
Proof. This follows from a general result valid for any C(X)-algebra
A, realizing it as the space of continuous sections of an upper semi-
continuous C∗-bundle on X. We refer to [36, 43] (see also Appendix C
in [50]) for its proof. 
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Having obtained the C∗-algebra A as the space of sections of a C∗-
bundle, we are ready to analyze the action of the gauge group on A.
Definition 28. The continuous gauge group is defined by
G(A,H; J) ∼= U(A)U(AJ) .
This contains the gauge group G(A,H; J) of Definition 15 as a dense
subgroup in the topology induced by the C∗-norm on A. The next
result realizes the gauge group as a group of vertical bundle automor-
phisms of B.
Proposition 29. The action α of G(A,H; J) on A by inner auto-
morphisms induces an action α˜ of G(A,H; J) on B by continuous
bundle automorphisms that cover the identity. In other words, for
g ∈ G(A,H; J) we have
pi(α˜g(b)) = pi(b); (b ∈ B).
Moreover, under the identification of Theorem 27 the induced action
α˜∗ on Γ(X,B) given by
α˜g∗(s)(x) = α˜g(s(x))
coincides with the action α on A.
Proof. The action α induces an action onA/Ix = pi
−1(x), since αg(Ix) ⊂
Ix for all g ∈ G(A,H; J). We denote the corresponding action of
G(A,H; J) on B by α˜, so that, indeed,
pi(α˜g(b)) = pi(b); (b ∈ pi−1(x)).
Let us also check continuity of this action. In terms of the base
W (s,O, ) of (5), we find that
α˜g(W (s,O, )) = W (α˜g∗(s),O, ),
mapping open subsets one-to-one and onto open subsets.
For the second claim, it is enough to check that the action α˜∗ on the
section s : x 7→ a+ Ix ∈ Bx, defined by an element a ∈ A, corresponds
to the action α on that a. In fact,
α˜g∗(s)(x) = α˜g(s(x)) = αg(a+ Ix) = αg(a) + Ix,
which completes the proof. 
The derivations in the gauge algebra g(A,H; J) also act vertically on
the upper semi-continuous C∗-bundle B defined in (7), and the induced
action on the sections Γ(X,B) agrees with the action of g(A,H; J) on
A.
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5.1. Localization of the gauge group. We now investigate whether
or when G(A,H; J) can be considered as the group of continuous sec-
tions of a group bundle on the same base space X. Set-theoretically,
one expects the group bundle that corresponds to Γ(X,B) to be given
by
GB :=
∐
x∈X
U(Bx)
U(C) .
We define a topology on GB as follows. First, the group bundle
UB :=
∐
x∈X
U(Bx)
is equipped with the induced topology from B. Since each Bx is a
complex unital algebra, we have U(C) ⊂ U(Bx) so that we have a
group subbundle
∐
x∈X U(C) ⊂ UB. We also write UC for this group
subbundle. The topology of GB is then the quotient topology of the
bundle UB by the fiberwise action of the group bundle UC.
Before stating our main result on the structure of the gauge group,
we consider the spaces of continuous sections of the group bundles UC
and UB.
Proposition 30. We have the following group isomorphisms:
Γ(X,UC) ∼= U(AJ),
Γ(X,UB) ∼= U(A).
Proof. Firstly, a continuous map from X to U(C) is simply given by
a unitary continuous function on X. Secondly, since Γ(X,B) ∼= A,
unitarity translates from the product in A to the fiberwise product in
B, hence proving the result. 
We also need the following well-known result on covering spaces (cf.
[33, Proposition 1.33]).
Proposition 31. Suppose given a covering space p : (Y˜ , y˜0)→ (Y, y0)
and a map f : (X, x0) → (Y, y0) with X path-connected and locally
path-connected. Then a lift f˜ : (X, x0)→ (Y˜ , y˜0) of f exists if and only
if f∗(pi1(X, x0)) ⊂ p∗(pi1(Y˜ , y˜0)).
The following result generalizes a result of [5] on Lie group bundles
to the general setting of group bundles.
Theorem 32. If X is simply connected and if there exists a subbundle
G˜B ⊂ UB that is a covering space of GB (via the quotient map UB→
GB), then there is the following short exact sequence of groups
(8) 1 // Γ(X,UC) // Γ(X,UB) // Γ(X,GB) // 1.
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Consequently, in this case the gauge group is given as the space of
continuous sections of the group bundle GB, i.e.
G(A,H; J) ∼= Γ(X,GB).
Proof. Exactness of (8) is clear from the very definition of the group
bundle GB, except perhaps for the claim of surjectivity of the map
Γ(X,UB) → Γ(X,GB). This follows from Proposition 31, applied to
a continuous section g ∈ Γ(X,GB). Indeed, since pi1(X) is trivial,
there always exists a lift g˜ : X → G˜B ⊂ UB, thus proving surjectivity.
For the second statement, exactness of the sequence implies that
Γ(X,GB) ∼= Γ(X,UB)
Γ(X,UC)
∼= U(A)U(AJ)
using Proposition 30. But this is precisely the definition of the group
G(A,H; J). 
This result allows for the following refinement of Proposition 29.
Corollary 33. Under the same conditions as in Theorem 32, the action
of the gauge group G(A,H; J) on A is induced by the action of the fibers
GBx := U(Bx)/U(C) on the fibers Bx of B by inner automorphisms.
Proof. Let g ∈ G(A,H; J) with pre-image u ∈ U(A), i.e. so that
αg(a) = uau
∗. Then g, u and a can be considered as continuous sections
of bundles GB,UB and B on X, respectively. At a point x ∈ X we
have g(x) ∈ GBx = U(Bx)/U(C) with pre-image u(x) ∈ U(Bx) and
we compute as sections of B→ X:
(αg(a)) (x) = u(x)a(x)u(x)
∗,
thus establishing the result. 
Note that Theorem 27 also gives a bundle description of Inn(A) if
Z(A) = AJ . Indeed, in combination with Corollary 33 we find that
then Inn(A) ∼= Γ(X,GB), realizing the group of inner automorphisms
of A as the space of continuous sections of a group bundle.
5.2. Localization of gauge fields. Also the gauge fields ω that enter
as inner perturbations of D can be parametrized by sections of some
bundle of C∗-algebras. In order for this to be compatible with the
vertical action of the gauge group found above, we will write any gauge
field as ω0 + ω where ω0, ω ∈ Ω1D(A) and we call ω0 the background
gauge field. The action of a gauge transformation on ω0 + ω then
induces the following transformation:
ω0 7→ uω0u∗ + u[D, u∗]; ω 7→ uωu∗.
Definition 34. Let (A,H, D) be a spectral triple. We denote by CD(A)
the C∗-algebra generated by A and [D,A]. It is a Z2-graded C∗-algebra
by letting a ∈ A have degree 0 and [D, a] have degree 1.
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This notion was used in [40] as a generalization of the Clifford alge-
bra. Indeed, for the canonical spectral triple CDM (C
∞(M)) coincides
with the Clifford algebra.
Theorem 35. Let (A,H, D; J) be a real spectral triple with AJ ∼=
C(X). Then the following hold:
(1) The C∗-algebra CD(A) is a (graded) C(X)-algebra.
(2) There is a upper semi-continuous C∗-bundle BΩ over X, ex-
plicitly given by
BΩ =
∏
x∈X
CD(A)/I ′x,
where I ′x is the two-sided ideal in CD(A) generated by Ix defined
in Equation (6).
(3) Every fiber (BΩ)x is a Z2-graded C∗-algebra with the grading
induced by the grading on CD(A).
(4) The Z2-graded C∗-algebra Γ(X,BΩ) of continuous sections is
isomorphic to CD(A).
Consequently, there is a subbundle BΩ1 ⊂ BΩ defined as the closed
span of sections given by elements ω ∈ Ω1D(A) ⊂ CD(A).
Proof. The fact that CD(A) is a C(X)-algebra follows from Proposition
9, stating that AJ commutes with both A and [D,A]. The construction
of a C∗-bundle and the claimed isomorphism then follow as in Theo-
rem 27 above. The fact that this isomorphism respects the Z2-grading
follows when one considers an element ω ∈ CD(A) as a section of BΩ
as follows:
ω(x) = ω + I ′x,
noting that the degree of ω(x) is induced by degree of ω. 
This allows for the following geometrical description of the gauge
fields ω that arise as inner perturbations of D.
Theorem 36. Let pi : BΩ → X be as above and let ω ∈ Ω1(A) be
understood as a continuous section of BΩ1. Then the gauge group
G(A,H; J) acts fiberwise on BΩ1 and we have
ω(x) 7→ (uωu∗)(x) = uω(x)u∗; (x ∈ X),
for an element uJuJ−1 ∈ G(A,H; J).
Corollary 37. If the conditions of Theorem 32 are satisfied, then the
action of the gauge group G(A,H; J) on ω ∈ Ω1D(A) is induced from
the action of the fibers GBx = U(Bx)/U(C) on the fibers (BΩ)x by
ω(x) 7→ u(x)ω(x)u(x)∗.
Proof. This follows by complete analogy with Corollary 33 above. 
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6. Applications
6.1. Yang–Mills theory. Consider the real spectral triple of Example
3:
(Γ∞(M,B), L2(M,B ⊗ S), DBM ; (·)∗ ⊗ J)
withB →M a locally trivial ∗-algebra bundle with typical fiberMN(C)
and DBM is the Dirac operator on M with coefficients in B.
Let us summarize what we have already established in Examples 18
and 24:
• There is a PU(N)-principal bundle P such that we have the
following isomorphism of locally trivial ∗-algebra bundles:
B ∼= P ×PU(N) MN(C).
• If M is simply connected, then the gauge group G(A,H; J) is
isomorphic to sections of the adjoint bundle to this principal
bundle, that is to say,
G(A,H; J) ∼= Γ(M,P ×PU(N) PU(N)).
so that the group bundle GB ∼= P ×PU(N) PU(N).
• The inner perturbations of DBM are parametrized by sections of
the associated bundle P ×PU(N) su(N), with values in Ω1(M).
Moreover, we have an isomorphism
(P ×PU(N) su(N))⊗ Λ1(M) ∼= BΩ1 ,
where BΩ is the tensor product of B with the Clifford bundle on
M . Moreover, the action of G(A,H; J) on BΩ1 agrees with the
usual gauge action ω 7→ uωu∗ induced by the action of PU(N)
on su(N).
In conclusion, for this example our generalized gauge theory obtained
in Theorems 27, 35 and 36 agrees with the usual principal bundle de-
scription of gauge theories (cf. [4]). This example was first introduced
in [6], following the globally trivial example of [13, 14]. A more gen-
eral class of examples —so-called almost-commutative manifolds— is
studied in [11, 5].
6.2. Toric noncommutative manifolds. A less trivial example is
given by the noncommutative manifolds introduced by Connes and
Landi [24], further studied in [23]. These were based on deformations of
C∗-algebras by actions of a torus, as studied by Rieffel in [46]. Starting
point is the noncommutative torus, which dates back already to [18, 45].
Definition 38. The C∗-algebra Aθ is defined to be the C∗-algebra gen-
erated by two unitaries U1 and U2 with the defining relation
U2U1 = e
2piiθU1U2,
where θ is a real parameter.
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For irrational values of θ, the C∗-algebra Aθ is called the irrational
rotation algebra. More generally, for any θ 6= 0 it is referred to as the
noncommutative 2-torus and we also write C(T2θ) instead of Aθ. This is
to illustrate the fact that if θ = 0 we obtain the commutative 2-torus T2
and we consider Aθ as a deformation of C(T2). One can also consider
such deformations at the smooth level, and define a Fre´chet ∗-algebra
by
Aθ =
{ ∑
n1,n2∈Z
an1n2U
n1
1 U
n2
2 : (an1n2) ∈ S(Z2)
}
,
where S(Z2) are the sequences of rapid decay. The algebra Aθ deforms
C∞(T2) since for θ = 0 the above expansion agrees with the usual
Fourier series expansion on T2 in terms of the generating unitaries.
Both Aθ and Aθ carry an action σ of T2 by automorphisms, given
on the generators by
σt(U1) = e
it1U1; σt(U2) = e
it2U2.
for t = (t1, t2) ∈ T2.
Now, consider an arbitrary compact Riemannian spin manifold M
that carries a (smooth) action of a 2-torus. We can then ‘insert’ the
structure of the noncommutative torus in M , in the following, precise
sense.
Definition 39. We define the C∗-algebra C(Mθ) as the following in-
variant functions from M with values in Aθ:
C(M,Aθ)
T2 := {f ∈ C(M,Aθ) : f(t · x) = σt(f(x)), x ∈M}
Similarly, we define C∞(Mθ) := C∞(M,Aθ)T2 as T2-equivariant
smooth functions from M with values in Aθ.
However, not only can we deform the ∗-algebras C(M) and C∞(M),
also the spinor bundle, Dirac operator and charge conjugation as they
appear in Example 2 can be deformed.
Theorem 40 (Connes–Landi [24]). Let M be a compact Riemannian
spin manifold, and let (C∞(M),H = L2(M,S), D; J) be the corre-
sponding canonical spectral triple. Then there is a representation of
C∞(Mθ) on H such that
(C∞(Mθ),H, D; J)
is a real spectral triple.
Note that H, D and J are unchanged, it is only the ∗-algebra and
its representation on H that are deformed. For this reason, these de-
formations are examples of isospectral deformations.
Let us then consider the gauge theory that corresponds to this real
spectral triple. We distinguish two cases corresponding to θ being
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rational or irrational. These two cases require completely different
techniques and yield entirely different results.
For θ rational we have the following result, due to C´ac´ic´ in [12,
Theorem 4.28]. If p, q are coprime and θ = p/q, we set Γθ = Z/qZ.
Theorem 41. We have the following equivalence of spectral triples:
(C∞(Mθ), L2(M,S), D) ∼= Γ∞(M/Γθ, B), L2(M/Γθ, pi∗S ⊗B), pi∗D)
in terms of the projection map pi : M →M/Γθ and a ∗-algebra bundle
B := M ×Γθ Mq(C) with base space M/Γθ, for a suitable action of Γθ
on Mq(C) (see [12] for full details).
Let us confront this with our gauge theory interpretation in terms
of the commutative subalgebra C(Mθ)J in C(M).
Proposition 42. For the real spectral triple (C∞(Mθ),H, D; J) we
have for θ rational
C(Mθ)J = Z(C(Mθ)).
Moreover, in this case C(Mθ)J ∼= C(M/Γθ).
Proof. First, C(Mθ)J ⊂ Z(C(Mθ)) by Proposition 9. The converse
inclusion is obtained as follows. We have Z(C(Mθ)) ∼= C(M/Γθ) be-
cause Z(Mq(C)) = C for all fibers. Moreover, C(M/Γθ) = C(M)Γθ is
a subalgebra of C(M), all of whose elements satisfy the commutation
relation aJ = Ja∗ (cf. Example 10). 
Hence, the bundle B = M ×Γθ Mq(C)→M/Γθ is the sought-for C∗-
bundle on which to define our gauge theory. Theorem 41 tells us that
the C∗-algebra C(Mθ) is isomorphic to the space of continuous sections
of B —in concordance with our Theorem 27— and for the gauge group
we actually have the following result:
G(C(Mθ),H; J) ∼= Γ(M/Γθ,M ×Γθ PU(q)),
if M/Γθ is simply connected. In other words, we are considering a
PU(q)-gauge theory as in Section 6.1. This Lie group acts on the fiber
Mq(C) of B in the adjoint representation. The fact that the above
spectral triple is thus an example of an almost-commutative spectral
triple in the sense of [6, 11, 5] was already noticed in [12].
Let us now proceed with the case that θ is irrational.
Proposition 43. For the real spectral triple (C∞(Mθ),H, D; J) we
have for θ irrational
C(Mθ)J = Z(C(Mθ)).
Moreover, in this case C(Mθ)J ∼= C(M/T2).
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Proof. First note that Z(C(Mθ)) = C(Mθ)
T2 , essentially because the
center of Aθ is trivial if θ is irrational (cf. [23, Proposition 3]). More-
over, since C(M)T
2
is unchanged under the deformation, as well as J ,
we find that C(Mθ)
T2 ∼= C(M)T2 is contained in C(Mθ)J which also
proves the second statement. 
This allows us to conclude with Theorem 27 that C(Mθ) is isomor-
phic to the C∗-algebra Γ(M/T2,BMθ) of continuous sections of an up-
per semi-continuous C∗-bundleBMθ →M/T2 and that G(C(Mθ),H; J)
acts by vertical automorphisms on BMθ . This also follows from the
more general results of [2] showing that torus-covariant C(X)-algebras
are deformed to torus-covariant C(X)-algebras. Here a torus-covariant
algebra is a C(X)-algebra which carries an action of T2 that commutes
with C(X). In particular, this applies to the C(M/T2)-algebra C(M),
deforming to the C(M/T2)-algebra C(Mθ). In fact, even more can be
said in this case.
Theorem 44. The above C∗-bundle BMθ → M/T2 is a continuous
C∗-bundle. Moreover, its fibers are given by the following C∗-algebras:
BMθx
∼= C(T2/T2x, Aθ)T
2
,
for x ∈M/T2 having isotropy group T2x ⊆ T2.
Proof. In addition to upper semi-continuity, in [2, Proposition 5.1]
lower semi-continuity is shown to hold under some additional condi-
tions. In fact, since the T2-orbit space of M is Hausdorff, Corollary 5.3
in loc. cit. implies that the Rieffel deformation C(Mθ) of C(M) can be
expressed as a continuous field of C∗-algebras over this orbit space. In
other words, it is the C∗-algebra of sections of a continuous C∗-bundle
over M/T2. The second claim follows from [2, Corollary 6.2]. 
Hence, the spectral triple (C(Mθ),H, D; J) yields a gauge theory
defined in terms of a C∗-bundle BMθ → M/T2. The gauge group
G(C(Mθ),H; J) is parametrized by unitaries in C(Mθ) and acts verti-
cally on the bundle BMθ . We now determine the bundle structure of
the gauge group, thereby making use of Theorem 32 above.
Proposition 45. There exists a subbundle G˜BMθ ⊂ UBMθ that is a
covering space of GBMθ for the quotient map UBMθ → GBMθ . Con-
sequently, if M/T2 is simply connected we have
G(C(Mθ),H; J) ∼= Γ(M/T2,GBMθ),
where the fibers of GBMθ are given by
GBMθx
∼= U(C(T
2/T2x, Aθ)T
2
)
U(C) ; (x ∈M/T
2).
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Proof. From Theorem 44 it follows that the fibers UBMθx of UBMθ
are given by the topological groups U(C(T2/T2x, Aθ)T2). We define a
subbundle of UBMθ using the unique tracial state τ on Aθ. First,
consider the phase map ϕ : Aθ → U(1) given by
ϕ(a) =
τ(a)
|τ(a)| ; (a ∈ Aθ).
It induces a phase map on the fibers of BMθ by composition:
ϕ˜ : C(T2/T2x, Aθ)T
2
)→ U(1),
f 7→ ϕ ◦ f.
We then define a subbundle G˜BMθ ⊂ UBMθ by giving its fibers:
G˜BMθx = {u ∈ U : ϕ˜(u) = 1} .
For G˜BMθ to be a covering space of GBMθ , we determine the kernel
of the quotient map UBMθ → GBMθ , intersected with G˜BMθ . In fact,
being in the kernel amounts to u ∈ U(C) so that ϕ(u) = 1 implies that
then u = 1. Hence, G˜BMθ is a one-fold covering of GBMθ .
If M/T2 is simply connected, then Theorem 32 and 44 combine to
prove the second statement. 
The above result allows for the following explicit bundle description
of the group of inner automorphisms of C(Mθ). Note that M/T2 is
simply connected when M is, cf. [10, Corollary 6.3].
Corollary 46. If M/T2 is simply connected, then
Inn(C(Mθ)) ∼= Γ(M/T2,GBMθ).
Proof. In Proposition 42 we have already established that Z(C(Mθ)) ∼=
C(Mθ)J . Hence Corollary 17 applies and gives the group isomorphism
Inn(C(Mθ)) ∼= G(C(Mθ),H; J). Combining this with Proposition 45
yields the desired result. 
6.2.1. The toric noncommutative 3-sphere. Let us consider an explicit
example of the above construction of toric noncommutative manifolds,
namely a deformation of the 3-sphere, originally appearing in the C∗-
context in [41, 42]. Its Riemannian spin geometry was later explored
in [24]. See also [23] for a more general family of 3-spheres.
Consider the three-sphere S3 = {(a, b) ∈ C2 : |a|2 + |b|2 = 1} and
parametrize by toroidal coordinates:
a = eit1 cosχ; b = eit2 sinχ
where 0 ≤ ti ≤ 2pi parametrize a 2-torus and 0 ≤ χ ≤ pi/2. There is
thus a natural action of T2.
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Proposition 47. The C∗-algebra C(S3θ) := C(S3, Aθ)T
2
(see Definition
39) is isomorphic to the C∗-algebra generated by α, α∗ and β, β∗ subject
to the following conditions:
αα∗ = α∗α, ββ∗ = β∗β, βα = e2piiθαβ, αα∗ + ββ∗ = 1.
Proof. Note that C(S3, Aθ)T
2
is generated by au1 and bu2, with a, b the
generating functions of C(S3). One computes that the commutation
relations are satisfied for α = au1 and β = bu2, e.g.
(bu2)(au1) = abu2u1 = e
2piiθabu1u2 = e
2piiθ(au1)(bu2).

Suppose that θ is irrational. We determine the base space C(S3θ)J ∼=
C(S3)T2 . In terms of the toroidal parametrization of S3 we readily find
that the T2-invariant subalgebra is given by functions depending on |α|
and |β|. In other words,
C(S3θ)J ∼= C[0, pi/2]
corresponding to the angle 0 ≤ χ ≤ pi/2.
We also explicitly determine the fibers of the C∗-bundle BS
3
θ →
[0, pi/2] for which C(S3θ) ∼= Γ([0, pi/2],BS3θ). At a point χ ∈ [0, pi/2]
we have fiber
B
S3θ
χ
∼= C∗〈u1 cosχ, u2 sinχ〉,
as the C∗-algebra generated by u1 cosχ and u2 sinχ in terms of uni-
taries u1, u2 that satisfy the defining relation u2u1 = e
2piiθu1u2. In
other words, if χ ∈ (0, pi/2), the C∗-algebra BS3θ is isomorphic to the
noncommutative torus Aθ. However, at the endpoints we have that
B
S3θ
χ=0
∼= C∗〈u1〉 ∼= C(S1),
and
B
S3θ
χ=pi/2
∼= C∗〈u2〉 ∼= C(S1).
This can also be seen from Theorem 44. Indeed, for χ ∈ (0, pi/2) the
torus action is free so that the fiber is C(T2, Aθ)T
2 ∼= Aθ. However, the
endpoints χ = 0, pi/2 have isotropy groups T ⊂ T2 so that the fiber
becomes C(T, Aθ)T
2 ∼= C(S1).
This bundle picture gains in perspective when looking at the inflation
and deflation of the two circle directions in the toroidal parametrization
of S3. Namely, for the points in S3 corresponding to χ ∈ (0, pi/2) the
deformation amounts to replacing the T2-orbits by noncommutative
tori. This gives as fibers over these points the algebra Aθ. However,
as χ approaches 0 or pi/2, one of the circle directions in the T2-orbits
becomes increasingly smaller, whereas the other becomes increasingly
larger. Eventually, at the points χ = 0, pi/2 one of the circles has
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0 pi/2
C(S1) C(T2θ) C(T2θ) C(S1)
Figure 1. The C∗-bundle on [0, pi/2] with section alge-
bra isomorphic to C(S3θ).
shrunk to a point, giving the C∗-algebra C(S1) as the fiber over these
two points (see Figure 1).
Finally, since [0, pi/2] is simply connected, Proposition 45 implies
that the gauge group G(C(S3θ),H; J) is isomorphic to the space of con-
tinuous sections of a group bundle GBS
3
θ . Let us explicitly determine
its fibers. At the end-points we have
GB
S3θ
χ=0
∼= U(C(S
1))
U(1)
, GB
S3θ
χ=pi/2
∼= U(C(S
1))
U(1)
,
whereas for χ ∈ (0, pi/2) we have
GB
S3θ
χ
∼= U(Aθ)
U(1)
.
Note that since Aθ is a simple C
∗-algebra, it follows that the fibers
GB
S3θ
χ for χ ∈ (0, pi/2) are isomorphic to the group Inn(Aθ) of inner
automorphisms of Aθ. If we combine this with Corollary 46 we finally
arrive at an explicit group bundle description of the inner automor-
phisms of C(S3θ).
Remark 48. In [8] a factorization of the noncommutative 3-sphere S3θ
was obtained in the context of unbounded KK-theory. Instead of the
base space [0, pi/2] that we derived above from the real structure on a
spectral triple, there we described a factorization over a base space S2
with fibers C(S1). The structure of a noncommutative principal Hopf
fibration S3θ → S2 allowed for a metric factorization, that is to say,
for a factorization of the (round) Dirac operator on S3θ in terms of the
(round) Dirac operator on S2 and a (vertical) U(1)-generator. Here, we
go one step further as far as the topology is concerned, essentially con-
sidering also S2 as a bundle over [0, pi/2]. Since [0, pi/2] is contractible,
its K1-group is trivial so that one does not expect a factorization that
is similar to the one appearing in [8].
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6.2.2. The toric noncommutative 4-sphere. We end this section with
the example of a noncommutative 4-sphere, whose differential geomet-
ric structure was first studied in [24]. It formed a key example in
the description of gauge theories on noncommutative manifolds (cf.
[38, 39, 9, 7]).
The noncommutative 4-sphere S4θ fits in the general class of toric non-
commutative manifolds as defined above. Moreover, it is a suspension
of S3θ, paralleling the classical construction.
Indeed, in addition to the complex coordinates a and b we parame-
trize S4 by a real coordinate x ∈ [−1, 1]:
a = eit1 cosχ cosψ; b = eit2 sinχ cosψ; x = sinψ
where 0 ≤ ti ≤ 2pi parametrize a 2-torus as before, 0 ≤ χ ≤ pi/2 and
−pi/2 ≤ ψ ≤ pi/2.
Proposition 49. The C∗-algebra C(S4θ) := C(S4, Aθ)T
2
(see Defini-
tion 39) is isomorphic to the C∗-algebra generated by α, α∗, β, β∗ and a
central self-adjoint element x = x∗, subject to the following conditions:
αα∗ = α∗α, ββ∗ = β∗β, βα = e2piiθαβ, αα∗ + ββ∗ + x2 = 1.
This makes C(S4θ) a suspension of C(S3θ), so that the C∗-bundle de-
scription of S4θ follows directly from that of S3θ. The algebra C(S4θ)J
is isomorphic to the T2-invariant subalgebra, which in this case is the
C∗-algebra generated by |α|, |β| and x. Hence, the base space is the
region in R3 with coordinates r, s (both positive, corresponding to |α|
and |β|) and x ∈ R. That is, the base space X is given by
(9) X = {(r, s, x) ∈ R3 : r2 + s2 + x2 = 1, r, s ≥ 0}.
This is indeed a (smooth) suspension of the interval [0, pi/2]. In fact,
X can be parametrized by
r = cosχ cosψ, s = sinχ cosψ, x = sinψ.
For |ψ| < pi/2 the fiber BS4θχ,ψ is isomorphic to the fiber BS
4
θ
χ that we
derived for S3θ on the interval [0, pi/2]. However, for ψ = ±pi/2 the
entire fiber is reduced to the trivial C∗-algebra, i.e. BS
4
θ
χ,ψ=±pi/2
∼= C.
The resulting C∗-bundle BS
4
θ → X satisfies
Γ(X,BS
4
θ) ∼= C(S4θ)
and is depicted schematically in Figure 2.
Since X is simply connected we can apply Proposition 45 to conclude
that the gauge group G(C(S4θ),H; J) is isomorphic to Γ(X,GBS4θ). The
fibers of the group bundle GBS
4
θ are given by the trivial groups for
ψ = ±pi/2, by U(C(S1))/U(1) if |ψ| < pi/2 and χ = 0 or pi/2, and
by Inn(Aθ) if |ψ| < pi/2 and χ ∈ (0, pi/2). Again, when combined
with Corollary 46, this gives an explicit group bundle description of
the group of inner automorphisms of C(S4θ).
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x
r − s
C
CC(S1)
C(S1)
C(S1)
C(S1)
C(T2θ) C(T2θ)
C(T2θ)
Figure 2. The C∗-bundle on base space X of Equation
(9) with section algebra isomorphic to C(S4θ).
7. Outlook
Besides the examples discussed in this paper, there are many spec-
tral triples in the literature for which our bundle picture could give a
handle on the corresponding generalized gauge theory. Moreover, this
could lead to an explicit group bundle description of the group of inner
automorphisms of the pertinent C∗-algebra.
An interesting class of examples is given by real spectral triples on
quantum groups or quantum homogeneous spaces, such as [29, 27, 28,
48, 26]. Another natural class of examples are (real spectral triples on)
continuous trace C∗-algebras (cf. [44] for a definition), especially in
the case of non-vanishing Dixmier–Douady class. The latter condition
would bring us beyond the continuous trace C∗-algebras that are Morita
equivalent to C(X), which (in the finite-rank case) reduces to the gauge
theory described in Section 6.1.
More generally, one could study the gauge theories coming from KK-
fibrations that were introduced in [31]: a C∗-bundle B→ X is defined
to be a KK-fibration if for any compact contractible space ∆, any
continuous map f : ∆ → X and any z ∈ ∆, the evaluation map
evz : Γ(∆, f
∗B) → Bf(z) is a KK-equivalence. In particular, this
gives rise to a so-called K-fibration, in the sense that we have for the
corresponding K-groups:
K∗(Γ(∆, f ∗B)) ∼= K∗(Bf(z)).
The C∗-bundles constructed in Theorem 44 to describe toric noncom-
mutative manifolds C(Mθ) do not fall in this class. Indeed, if we con-
sider the C∗-bundle corresponding to S3θ as discussed in Section 6.2.1,
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we can take ∆ = [0, pi/2] = X, f the identity map and z = 0. Then
Γ(∆,S3θ) ∼= C(S3θ) and B0 ∼= C(S1) and these two C∗-algebras have
different K1-groups.
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