A method is described for selecting the optimal focus measure with respect to grey-level noise from a given set of focus measures in passive autofocusing and depthfrom-focus applications. The method is based on two new metrics that have been de ned for estimating the noise-sensitivity of di erent focus measures. The rst metric { the Autofocusing Uncertainty Measure (AUM){ is useful in understanding the relation between grey-level noise and the resulting error in lens position for autofocusing. The second metric{Autofocusing Root-Mean-Square Error (ARMS error){ is an improved metric closely related to AUM. AUM and ARMS error metrics are based on a theoretical noise sensitivity analysis of focus measures, and they are related by a monotonic expression. The theoretical results are validated by actual and simulation experiments. For a given camera, the optimally accurate focus measure may change from one object to the other depending on their focused images. Therefore selecting the optimal focus measure from a given set involves computing all focus measures in the set.
Introduction
Electronic cameras can be autofocused by searching for the lens position that gives the best focused image 4, 5, 6] . In this approach, typically, a focus measure is computed for images acquired at several di erent lens positions, and the lens is moved to that position where the focus measure of the image is a maximum. The focused lens position v (see Fig. 1 ) depends on the distance u of the object to be focused and the focal length f of the lens. They are related by the lens formula 1 f = 1 u + 1 v (1) This same relation is used in depth-from-focus (DFF) methods to compute the object distance u from the focused lens position v 4, 5, 6] .
Experimental evaluations of di erent focus measures have been reported in 1, 2, 3]. So far there has not been any theoretical treatment of the noise sensitivity of focus measures. In the existing literature, all known work have been a combination of experimental observations and subjective judgement. The noise sensitivity of a focus measure depends not only on the noise characteristics but also on the image itself. The optimally accurate focus measure for a given noise characteristics may change from one object to the other depending on its image.
This makes it di cult to arrive at general conclusions from experiments alone.
For a given camera and object, the most accurate focus measure can be selected from a given set through experiments as follows. For each focus measure, the object is autofocused several times, say 10, starting with an arbitrary default lens position. The mean of the 10 focused positions and their standard deviation are an estimate of the correct focused position and root-mean-square (RMS) error respectively. The focus measure with the minimum 2 estimate of RMS error is taken to be the optimal. In practical applications such as consumer video cameras or digital still cameras, it is desirable to nd the best focus measure from a given set by autofocusing only once. It is quite undesirable to repeat 10 or several trials.
If one has a detailed and accurate information on the focused image of the object to be focused and the camera characteristics such as its OTF, noise behaviour, and camera parameters, then it would be possible to estimate the RMS error theoretically with only one trial. However such information is rarely available in practical applications.
In the absence of such detailed and accurate information, we propose two new metrics named Autofocusing Uncertainty Measure (AUM) and Autofocusing Root-Mean-Square Error (ARMS error) both of which can be computed with only one trial of autofocusing. In DFF applications, AUM and ARMS error can both be easily translated into uncertainties in depth using Eq. (1). The key assumption underlying the de nition of AUM and ARMS error is that the mean value of focus measures are locally smooth with respect to lens position (e.g. quadratic near the peak). AUM and ARMS error metrics are general and applicable to any focus measure satisfying the local smoothness assumption. The analysis here deals with focusing errors caused only by grey-level noise and not other factors such as non-front parallel surfaces. The analysis here shows that the autofocusing noise sensitivity of a focus measure depends on the image of the object to be autofocused in addition to the camera characteristics. For an object with unknown focused image, nding the optimally accurate focus measure involves computing all the candidate focus measures at a set of lens positions and computing AUM/ARMS error for each of the lens positions.
2 Model of focus measures
A detailed discussion of this topic can be found in several papers including 3]. Here we summarize some relevant results based on geometric optics.
When a point object P is blurred on the image detector ID (see Fig. 1 ) it is imaged as a blur circle P" of radius R. This image h(x; y) is the point spread function (PSF) of the camera. In a small image region if the imaged object surface is (approximately) a plane normal to the optical axis, then the PSF is the same for all points on the plane. Then the blurred image g(x; y) in the small image region on the image detector ID is equal to the convolution of the focused image f(x; y) and the PSF h(x; y). Therefore, if G; F; and H are the Fourier transforms of g; f; and h, respectively, then G = HF. The OTF H (!; ) has characteristics of a low-pass lter. As the blur increases, the higher frequencies are attenuated even more.
A general focus measure is modeled as follows. First the image for which the focus measure needs to be computed is normalized for brightness by dividing the image by its mean brightness. Then it is convolved with a focus measure lter (FMF 3 Autofocusing algorithm 
Autofocusing Uncertainty Measure (AUM)
First we introduce AUM as a metric for focus measures to illustrate some underlying concepts. Later we introduce the ARMS error which is based on weaker assumptions than AUM.
At any lens position s 0 (see Fig. 3 ), each focus measure is associated with a probability density function p( (s 0 )), an expected value (mean) Ef (s 0 )g, and a standard deviation stdf (s 0 )g. However, the focus measure with the minimum standard deviation is not necessarily the best because we are not interested in the accuracy of the focus measure itself, but in the corresponding mean lens position and its standard deviation. Estimating the standard deviation of the lens position requires a knowledge of the function that relates the expected value of the focus measure to the lens position (see Fig. 3 ). This function depends on the camera PSF as a function of camera parameters and the focused image of the object. In the absence of accurate information about the camera PSF and the object, the function is estimated in a desired interval through sampling and interpolation. For example, near the maximum, the focus measure may be computed at 3 to 5 nearby lens positions and a smooth function such as a quadratic polynomial or a Gaussian is tted. The assumption is that the computed values of the focus measure are (nearly) the expected values of the focus measure.
This assumption will be removed later in de ning the ARMS error.
Referring to Fig. 3 , the AUM at the maximum of the focus measure (s f ) is de ned as follows:
where is the standard deviation of the focus measure. In order to compute AUM, we need to know . In Section 6 we derive a general formula that can be used to estimate as a function of the image and its noise level. Further we need to know the shape of the curve (s) near the peak. As discussed earlier, the position of f and the function (s) near f are estimated by tting a curve (quadratic or Gaussian) to a few points (at least 3) near the maximum. Intuitively, AUM is a measure similar to the RMS error in lens position that can be determined through repeated trials. 
ARMS Error
Now we derive an explicit expression for the Autofocusing Root-Mean Square Error (ARMS error For a lens position away from the maximum focused position, we nd that ? ? < ? 0 < ? + .
In this case, the local linear model for the focus measure will be better than the local quadratic model. The ARMS error for this case is de ned based on focus measures at only two lens positions (rather than three) that are apart. Without loss of generality, let the two positions be s ? = ? =2 and s + = + =2 and the focus measures at these points be ? ?
and ? + respectively (similar to Fig. 6 
Mean and Variance of focus measures
In this section we derive expressions for the expected value (mean) and variance of the focus measures modeled in Section 2. These are useful in computing the standard deviation of the focus measure and its AUM/ARMS error.
Let f(m; n) be the blurred noise free discrete image and (m; n) be the additive noise.
The noisy blurred digital image recorded by the camera is f (m; n) = f(m; n) + (m; n)
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The noise (m; n) at di erent pixels are assumed to be independent, identically distributed random variables with zero mean and standard deviation n . This n can be easily estimated 
The above equation is a fundamental result. It shows that the expected value of the focus measure is a sum of two components{ one due to signal alone and another due to noise alone. Therefore, if a focus measure is computed on a set of images for autofocusing, the e ect of noise is to increase the computed focus measure by the same value on average for all images. The reason for this is that while the image signal changes in blur level with lens position, the noise characteristics of the camera remains the same. Therefore, the average increase in focus measure due to noise does not change the location of the focus measure peak. It is the variance of the focus measure that changes the location of the focus measure peak and therefore introduces error in autofocusing. 
The equation above shows that the variance of a focus measure depends on the image signal in addition to noise level. The rst three terms do not depend on the image signal. They can be computed and prestored. Among these three terms, the rst two can be computed manually, but the third term may need a small computer program to evaluate. The last term in the above equation depends on the image being processed. Exact computation of this term requires knowledge of the noise-free image which is not possible. However the value of the term can be approximated using the noisy image g(m; n) in place of f(m; n). The approximation is valid for high signal to noise ratio 4, 5, 6].
The formula presented above can be applied directly in practical applications. Now we consider three examples to illustrate the application of the formula. In these examples, the noise will be modeled as Gaussian. For a zero mean Gaussian random variable with 13 standard deviation n we have Ef 4 g = 3 4 n . This result will be used in the following examples.
Gray Level Variance
The image is normalized by subtracting the mean grey value from the grey level of each pixel. The focus measure lter in this case is a(i; j) = An object was placed in front of the camera, and for some xed lens position, 10 images of size 32 x 32 of the object were recorded. These images slightly di ered from each other due to electronic noise. A given focus measure was computed for each of the 10 images.
The standard deviation of the resulting 10 focus measures was then computed. This was the experimentally determined standard deviation of the focus measure. The theoretical estimation of the standard deviation of the focus measure was computed using equation (26) . For this purpose, the standard deviation of the noise was obtained as mentioned earlier using a at uniformly bright object. The noise-free image needed in equation (26) was obtained by averaging 4 noisy images of the object. Table 1 shows the experimentally computed and theoretically estimated standard deviations of di erent focus measures. We see that the two values are close thus verifying Equation (26).
In the next experiment, the objects A, B, and C, were autofocused using the algorithm described in Section 3. In each case, the experimental and theoretical ARMS error were computed (the unit is lens steps). Near the focus position, images were recorded at 3 positions s ? , s 0 and s + which were 5 steps apart. At each position, 10 images were recorded, and using these the mean and the standard deviation of the focus measure there were computed.
Then the theoretically estimated ARMS error was computed using Eq. (12). The same data was used to compute 10 experimental focus positions using Eq. (5). The standard deviation of these 10 positions was the experimental ARMS error. The resulting values are shown in the last two columns of Table 1 . We see that they are very close. These values also indicate the relative autofocusing accuracy of the three focus measure lters{ grey level variance, gradient magnitude squared, and Laplacian squared. The measured noise standard deviation was 0.95 (grey level units) for the camera, and the SNR for the three objects were 35 dB, 28 dB and 20 dB respectively.
Three main conclusions can be drawn from the experimental results. First, for a given object (i.e. xed image content), ARMS error decreases with increasing signal-to-noise ratio (SNR). This implies that low contrast objects and noisy cameras have more autofocusing error. Second, the focus measure with minimum standard deviation is not necessarily the focus measure that gives minimum error in autofocusing. Third, the best focus measure could be di erent for di erent objects depending on both image content and noise characteristics; SNR alone cannot be used to determine the best focus measure. For example, the best focus measure for the objects with SNR 35 dB and SNR 28 dB are the Laplacian squared, but for the object with SNR 20 dB, the best focus measure is gradient magnitude squared.
Autofocusing of object C was not possible using grey level variance due to the absence of a well de ned peak. Experiments similar to the ones above were also carried out on simulated image data (see 4, 5, 6] ). This work can be extended in several ways. First, explicit expressions for the variance of other focus measures such as sum of absolute values of image derivatives could be derived so that ARMS error can be used to estimate their autofocusing accuracy. Second, in the denition of ARMS error, the local smoothness of focus measures could be modeled di erently than here. Third, deriving an optimal focus measure lter for a given image and noise level remains to be investigated. 
