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In this paper, several algebraic characterizations of the coeflicient matrix M of 
the Hitchcock-Koopmans transportation problem, with m origins and n destina- 
tions, are derived from known characterizations for singular value decomposition of 
a matrix. It is then shown that eigenvectors of the matrix M+M are characterized 
in terms of eigenvectors of the matrix MM’, where M+ is the Moore-Penrose 
inverse and MT is the transpose of the matrix M. c 1991 Academic Press. Inc. 
1. INTRODUCTION 
The Hitchcock-Koopmans transportation problem is a special case of 
linear programming. This problem, which was first discovered by 
Hitchcock in 1941, investigated in detail by Koopmans in 1947, and 
applied to the Simplex method by Dantzig in 1951, can be defined as the 
shipment of goods from a set of sources to a collection of sinks at a mini- 
mum cost. 
The Hitchcock-Koopmans transportation problem with m origins and m 
destinations can be stated as 
Min{cTxIA4x=g, l,a= l,b, x30}, 
x (1.1) 
where 
a’= [IQ,, 4, . . . . ~1, 
XT = [Xl, 3 x12, . . . . &?J, 
gT = [aT i bT] 
bT = Lb,, b,, . . . . b,l, 
CT = cc,, > C12, ..., c,,l, 
and the (m + n) x mn coefficient matrix IV, of rank p(A) = m + n - 1, which 
is a partitioned block matrix satisfying the first four conditions given in 
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[9] for a matrix to be totally unimodular (i.e., any nonsingular matrix has 
determinant f l), is 
M= 1,O~m 
[ 1 I,, 0 1 m ’ 
(1.2) 
where Z, is the m x m identity matrix, 1, is the 1 x m vector whose entries 
are 1, and Q is the Kronecker product. 
For solving the transportation problem, which has wide application in 
applied sciences, in economic planning, and in every part of industry, 
various methods have been developed. Also recently Pyle and Cline 
[3, 6, 71 have reformulated it as a class of linear programming and showed 
that the Hitchcock-Koopmans transportation problem can be investigated 
in terms of eigenvectors of the matrix M+M, where M+ is the Moore- 
Penrose inverse of A4 in (1.2). In this paper the problem is characterized in 
terms of eigenvectors of the matrix MMT and thus the relationship 
between eigenvectors of the matrices M+M and MMT is found out, where 
MT is the transpose of M. 
2. DEFINITIONS AND BASIC RESULTS 
The singular value decomposition is of great importance for calculating 
the Moore-Penrose inverse of a matrix [S]. From the singular value 
decomposition theory we know that for any complex m x n matrix A, of 
rank p(A) = r, there exist unitary matrices U and V such that [ 1, 2, 4, 8, 
101 
A=U 
D 0 [ 1 0 0 v*, (2.1) 
where D = diag(a,, crz, . . . . G,) and o,>a*> ... >a,>0 are the singular 
values, or principal values, of A, i.e., positive square roots of the positive 
eigenvalues of A*A and AA*. 
Some applications of the decomposition (2.1) are mentioned in this 
paper. In particular, the Moore-Penrose inverse of A is represented in the 
form 
A+=l/ “O;’ ; lJ*, 
[ 1 (2.2) 
where Dpl=diag(a;‘, a;‘, . . . . a;’ ). The properties and applications of 
A+ are described in papers by Hartwig [4], Penrose [S], and Cline and 
Pyle [3]. If we partition U and V as [4] 
u= cu, U,l, v= cv, V,l 
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with U1 = [u,, II?, . . . . u,] and I/, = [vI, v2, . . . . v,], then 
A *Av; = fJ;v,, i = 1, 2, . ..) Y 
Avi = 0, i=r+ 1, . ..) n 
and 
AA*u, = a$,, i = 1, 2, . . . . r 
A*ui=O, i=r+l,...,m. 
Note that U, UT = AA+, U,U:=I-AA+ and V,V:=A+A, V,V:= 
I- A +A. Using these, we rewrite (2.1) and (2.2) as 
A= U,DV: and A+ = V,DPIU:. (2.3) 
If A is a real matrix, A* = AT, where * denotes the conjugate transpose. 
We take up the results above in the next section. 
3. ALGEBRAIC CHARACTERIZATIONS OF M 
We derive the singular value decomposition and the Moore-Penrose 
inverse of the matrix A4 given in (1.2) and then find out the relation 
between the eigenvectors of the matrices M+M and A4MT. 
Using Theorem 3.1 [S], the Moore-Penrose inverse M+ of M in (1.2) is 
obtained in the form 
(3.1) 
where J, is m x m matrix whose all entries are 1, i.e., J, = 1 f 1 m. 
THEOREM 3.1. Consider the partitioned matrix A = [B C] and let 
N= (I- BB+)C 
and 
K= (I+ C*B+*B+C)-‘; 
then 
B+-B+CKC*B+*B+ 
N+ + KC*B+ *B+ 
fand only ifN+NC*B+*B+C=o. 
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From the matrices M and M+ defined in (1.2) and (3.1) we obtain 
I-M’~=~(nl,-J,,)O(ml,-J,,), (3.21 
where I- M+M is symmetric and idempotent. This result shows that 
eigenvectors of I- M+M can be calculated in terms of eigenvectors of the 
matrices J, and J,,,. This important point is given in the next theorem. 
THEOREM 3.2. Let xj be the eigenvectors of J, and let yk be the eigenvec- 
tors of J,. Then the eigenvectors corresponding to eigenvalues 1of I - M+M 
are 
zi=YjOxk, 
wherej=1,2 ,..., n-l;k=l,2 ,..., m-l;andi=m+n ,..., (m-l)(n-1). 
Proofi Since J, has m - 1 zero eigenvalues and J, has n - 1 zero eigen- 
values, then 
(J,,, - ml,,,) x, = mx,i and (J,-nJ,) Ykznyk. 
Using these results and (3.2) we can show that 
(I- ibf+hf)(yk 0 xj) = yk 0 xj. 
Since the rank of M is m + n - 1 and 1,a = 1, b, the equation Mx = g 
can be solved in terms of m + n - 1 linearly independent equations of the 
system Mx = g. Thus, we can omit any equation from Mx = g. Here we 
omitted the first equation of Mx = g. If we represent his system, which 
is obtained from Mx =g, by the equation Nx = b then we find out the 
following important result. 
THEOREM 3.3. The problem defined in (1.1) is equivalent o the problem 
Min{cTx(Nx=h, l,a=l,b,x>O} (3.3) x 
where, 
(3.4) 
and 
hT = [a,, . . . . a,,, b,, b2, . . . . b,]. 
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N is a partitioned block matrix having the size (m + n - 1) x mn and 
rank m + n - 1. The generalized inverse N+ of N is obtained as follows: 
N+=t -ml; 0 l,- 1 nZ,+(m-l)J, 1 ml;f0Z,-, (nZ,-.Z,)glf-, . (3.5) mn 
Using the matrices M+ and N+, we see that 
I-N+N=Z-M+M. (3.6) 
This result indicates that all properties of the matrix I-M+M are also 
valid for the matrix I- N+N. 
We now consider the characteristic equations of the matrices MMT and 
MTM to investigate the singular value decomposition of the matrix M. 
Using the matrices M and MT, we compute the matrices MMT and 
MT’M as follows. 
(3.7) 
and 
M=M=J,OZ,,,+Z,OJ,, (3.8) 
where J is m x n matrix whose all entries are 1. 
The characteristic equation of MM’ is obtained as 
det(MMT - II) = A+(A) = 0, 
where 
(3.9) 
f(%)=(l--m-n)(i-n)“-‘(i-m)“-’ (3.10) 
and where m < n. We can also have the characteristic equation of MTM by 
use of Lemma 3.1. Thus we obtain 
det(MTM--E.Z)=~(m-l)(n-ltf(~~)=O. (3.11) 
LEMMA 3.1. Let the eigenvalues of J,,, be [, and let the eigenvalues of J, 
be pk. Then the eigenvalues of J, 0 I,,, + Z,, 0 J,,, are cj + pLk, where 
j = 1, 2, . ..) m and k = 1, 2, . . . . n. 
Proof: In scalar function @(x, y) = x + y = xy” + x”y. If we write J, and 
J, instead of x and y, then we obtain mn x mn matrix. 
@(J,, Jm)=JnO~,+~,OJm, 
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where the right-hand side of the equality is the Kronecker addition of J, 
and J,. Thus we show that the eigenvalues of MTM are cj + pLk, where ii 
and PI, are characteristic roots of the equations 
and 
det(J,-jl,)=(m-<)(-[)“-‘=O 
det(J,-~l,)=(n-~)(-~)“P1=O. 
COROLLARY 3.1. Let {ul,u, ,..., II,+,-,} and {v1,v2 ,..., v,,,+,~~} be 
the sets of eigenvectors corresponding to nonzero eigenvalues of the MMT 
and MrM, and let ol, oz, . . . . o, + ,,-, be the singularvalues of M. Then, 
Mwui= a;u;, i= 1,2, . . . . m+n- 1 (3.12) 
and 
M=Mv, = a;v;, i = 1, 2, . . . . m + n - 1, (3.13) 
where crf’s are roots of the equation 
f(~~)=(~.-m-n)(A-n)m-‘(E.-m),l-‘=O 
and where m < n. 
Proof: From (3.9) and (3.11) we see that of’s are roots of (3.10). 
COROLLARY 3.2. Let the eigenvectors defined in (3.12) be 
X, 
u, = 
Ll Yi ’ 
i= 1, 2, ,.., m+n- 1. (3.14) 
Then, the vectors ui corresponding to eigenvalues 0 and m + n are 
Jmxi = mxi, J,Y, = ny, (3.15) 
and the vectors corresponding to eigenvalues m and n are 
J,,,x;=O, J,y, = 0, (3.16) 
where xi are m x 1 vectors and yi are n x 1 vectors. 
Proof Using (3.7), (3.9), and (3.12), it can be easily proved. 
COROLLARY 3.3. The eigenvectors ui defined in (3.14) corresponding to 
eigenvalues m + n, n, and m, in turn, are 
q=l/p[$..:,; l)...) l] 
UT = [xf OT], i = 2, 3, . . . . m 
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and 
where 
II; = [O' y;r], i=m+l,...,m+n-1, 
and 
y:=1 
In-- 
n(m;n’ [l, . ..) 1-J 
Proqf: Using the Corollary 3.1 and 3.2, it can be easily proved. 
COROLLARY 3.4. Zf Ej = uivT, i = 1, 2, . . . . m + n - 1 then 
1 
E, =- 
r-- 
LA3vf+x,YTOL, 
m+n ~,,OYIXT+YIYYO I,, 1 
E,=i 
J-F 
‘,I OxixT 
1; 
Ei=i[y,yiL ,,1, 
i = 2, 3, . . . . m 
i=m+ l,..., m+n- 1 
ProoJ Using the MTui = c,vi and Corollary 3.3, it can be easily proved. 
The matrices E, defined above are partial isometries [ 11. It is easy to 
show for matrices with real elements that E+ = ET if and only if Ei are 
partial isometries. It follows from (2.3) that 
mtn I n+n 1 
M= 1 a;E, and M+= c LET. 
,=I ,=, 0, 
Thus we obtain the following matrices in terms of the vectors x, and y, as 
l,O x,x:+‘YxT+~JV, 
M= ( m > 
> I 
(3.17) 
YlYTf YYT+;J,, 0 l,, 
and 
M’= mn(~+n) [ml;fOWn,+m~~T) (ml,,+nYYT)Onl~l, (3.18) 
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where 
x= [x2, x3, ..., KJ and y= CY2, Y3, .“, Y,l. 
Let us now consider the equations defined in (1.2) (3.1), (3.17) and 
(3.18). From (1.2) and (3.17) it is seen that 
x,x:+xxT+~J,,=z,,, (3.19) 
and 
y,yT+ YYT+;J,=z,,. (3.20) 
In a similar manner the following results are obtained from (3.1) and 
(3.18): 
mXXT = ml,,, -J, (3.21) 
and 
nYYT=nZ,-J,,. (3.22) 
COROLLARY 3.5. If X= [x,, . . . . x,] and Y = [y2, . . . . y,] then 
(Y~X)(Y~X)T=z-M+M. (3.23) 
Proof. If we form the Kronecker product of the matrices XXT in (3.21) 
and YYT in (3.22), we obtain 
UT 0 XXT = & (nl, - J,) 0 (ml, -J,). (3.24) 
Since (l/mn)(nZ, - J,) 0 (mZ, -J,) = I- M+M and YYT 0 XXT= 
(Y 0 X)( Y 0 X)’ we can write (3.24) as 
From (3.2), (3.6), and (3.24), it follows that 
I-M+M=Z-N+N= YYTOXXT. 
This result shows that the Hitchcock-Koopmans transportation problem 
can be investigated in terms of eigenvectors of the matrix MMT or 
I- N+N. 
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