Assuming floating-point arithmetic with a fused multiply-add operation and rounding to nearest, the CorneaHarrison-Tang method aims to evaluate expressions of the form ab + cd with high relative accuracy. In this article, we provide a rounding error analysis of this method, which unlike previous studies is not restricted to binary floating-point arithmetic but holds for any radix β. We show first that an asymptotically optimal bound on the relative error of this method is 
INTRODUCTION
Given four floating-point numbers a, b, c, d , the Cornea-Harrison-Tang method [Cornea et al. 2002, p. 273] aims to evaluate x = ab + cd efficiently and accurately using the fused multiply-add operation. Writing RN to denote rounding to nearest, this method can be described as follows:
algorithm CHT(a, b, c, d) p 1 := RN(ab); p 2 := RN(cd); e 1 := RN(ab − p 1 ); e 2 := RN(cd − p 2 ); // these two operations are exact. r := RN( p 1 + p 2 ); e := RN(e 1 + e 2 ); x := RN(r + e); return x One key feature of this algorithm is its use of the fused multiply-add operation to compute the rounding errors of the two multiplications exactly in the absence of underflow and overflow, so that e 1 = ab − p 1 and e 2 = cd − p 2 . The rounded sum e of these error terms is then added to the (possibly highly inaccurate) rounded sum r of the two products in order to obtain an approximation x having a tiny relative error. Another attractive feature of this method is its symmetry, which ensures that ab+cd and cd+ab are approximated by the same quantity and thus makes it straightforward to provide implementations of complex floating-point multiplication that preserve commutativity.
The accuracy of the CHT algorithm has been studied extensively in radix 2: assuming p-bit floating-point numbers and an unbounded exponent range, Cornea, Harrison, and Tang [2002, pp. 273-275] showed that the relative error | x − x|/|x| is always in O(u) with u = 2 − p the unit roundoff; this result was refined recently by Muller [2015] , who derived the upper bound 2u + 7u 2 + 6u 3 and found that | x − x|/|x| can be as large as 2u−7u 2 + O(u 3 ) for some values of a, b, c, d . In other words, in radix 2, the relative error of algorithm CHT is bounded by 2u + O(u 2 ), and this bound is asymptotically optimal in the sense that there are inputs for which the ratio error/(error bound) tends to one as u tends to zero.
These results raise two questions, however, which we answer in this article:
(1) Does the bound 2u + O(u 2 ) hold beyond radix β = 2, that is, for β > 2 and u equal to 1 2 β 1− p ? (2) Is it possible to remove the quadratic term O(u 2 ) and thus to bound the relative error simply by 2u?
The first question is natural since the IEEE 754-2008 standard [IEEE Computer Society 2008 ] specifies floating-point arithmetic not only for radix 2, but also for radix 10. Furthermore, although the techniques developed in Muller [2015] for β = 2 extend to β > 2, the resulting bound on | x − x|/|x| would be larger than 3β+4 β+4 u and thus larger than 2.2u when β 6.
The second question is motivated by the rounding error analysis of another method for evaluating ab + cd with a fused multiply-add, namely, Kahan's algorithm [Higham 2002, p. 60 ]. Kahan's algorithm computes only one product and its error term (say, p 1 and e 1 ), then handles the other product directly by using the fused multiply-add operation r = RN( p 1 +cd), and finally returns RN(r+e 1 ). This approach thus saves three floating-point operations compared with algorithm CHT and, as shown by Jeannerod et al. [2013] , it admits 2u as an asymptotically optimal bound on its relative error. However, this comes at the price of a lack of symmetry, and it is therefore important to understand whether this simple O(u 2 )-free bound 2u can still be achieved in the symmetrized version provided by algorithm CHT.
Main Results. Our first contribution is to answer the first question listed earlier positively, by proving that the bound 2u + O(u 2 ) holds for p 6; this extends in particular the result of Muller [2015] to the practical case β = 10. Our second contribution is to show that, perhaps surprisingly, the answer to the second question depends on the parity of β and the way RN breaks ties: in some cases (say, when β is odd or ties are rounded to even), the bound 2u + O(u 2 ) can be replaced by 2u, while in other cases, the O(u 2 ) term cannot be removed. More precisely, we shall work under the following customary assumptions (all of which are implicitly or explicitly used for the analyses in radix 2 given in Cornea et al. [2002] and Muller [2015] ) and establish Theorems 1.1 and 1.2 stated next. Here and hereafter, a, b, c, d are taken from a set F of finite floating-point numbers in base β and precision p. We assume that and that the exponent range of F is unbounded, so
We also assume that the exact result of every operation on some element(s) of F is rounded back to F using a round-to-nearest function RN satisfying the following properties: for all t ∈ R,
The last two properties say that the way of breaking ties is independent of the sign and magnitude of the number being rounded. This assumption is in particular satisfied by roundTiesToEven and roundTiesToAway, the two specifications of rounding to nearest given in the IEEE 754-2008 standard: when t is a midpoint, that is, a number halfway between two consecutive elements of F, then roundTiesToEven requires that the significand S of RN(t) is an even integer, while roundTiesToAway requires that |S| is maximal. For example, when writing
for the unit roundoff associated with F and RN, the midpoint 1 + u is rounded down to 1 ∈ F by roundTiesToEven, and up to 1 + 2u ∈ F by roundTiesToAway. We can now state our main results more formally:
24, then the value x computed by algorithm CHT satisfies
Furthermore, these bounds on the relative error | | are asymptotically optimal.
, this first result shows that the relative error of algorithm CHT is always bounded by 2u + O(u 2 ) and that the leading term 2u is best possible as u tends to zero. The next result shows that when β is even and RN is so that the midpoint 1 + u is rounded up to 1 + 2u, then the term O(u 2 ) cannot, in general, be removed. 
Consequences for IEEE Arithmetic. When β = 2, Theorem 1.2 excludes values of p such that 2 p + 1 is a Fermat prime, that is, a prime number of the form 2 2 q + 1 with q ∈ N. However, this is not a restriction in practice, since 2 p +1 is known to be composite for any of the binary interchange formats specified by the IEEE 754-2008 standard; see Jeannerod and Rump [2014] . Similarly, it is easily checked that the assumption β p−1 24 used in Theorem 1.1 is satisfied for all formats. Third, roundTiesToEven and roundTiesToAway imply RN(1 + u) = 1 and RN(1 + u) = 1 + 2u, respectively. Therefore, in the specific context of IEEE arithmetic, Theorems 1.1 and 1.2 lead to the following conclusion: COROLLARY Outline and Additional Background. The rest of this article is devoted to the proof of Theorems 1.1 and 1.2. We begin in Section 2 by presenting the three main tools used to establish the upper bounds in Theorem 1.1. Then we give in Section 3 an overview of our proof of that theorem, showing that it mainly consists of analyzing separately several cases that depend on the features of the exact or rounded values of the products ab and cd; overall, this case analysis leads to about 10 different error bounds, whose detailed proofs are postponed to the appendix for readability. Finally, the lower bound given in Theorem 1.2 is established independently in Section 4.
A useful notion for our analyses will be the unit in the first place function [Rump et al. 2008] , denoted by ufp and defined for t ∈ R by
By definition of F, RN, and u, we have the classical relations
which lead in particular to the standard models RN(t) = t(1 + ) with | | u and RN(t) = t/(1 + ) with | | u. For | |, the upper bound u can in fact be replaced by the slightly smaller quantity
giving the following refined model:
This refined bound appears, for example, in Knuth [1998, p. 232] and its attainability was noted in Jeannerod and Rump [2014] along with the attainability of the bound | | u. When using | | u 1 instead of | | u, the bound 2u + 7u 2 + O(u 3 ) obtained in Muller [2015] immediately becomes 2u + 5u 2 + O(u 3 ). However, this sharper bound is not enough for our purposes, since it assumes β = 2 and has a O(u 2 ) term regardless of the tie-breaking strategy. 
Inequalities Resulting from the Refined Model
Applying the refined model in Equation (1) to the operations in algorithm CHT, we deduce that there exist rational numbers 1 , 2 , 3 , 4 , 5 such that
Recalling that e 1 = ab − p 1 and e 2 = cd − p 2 , we have
and, therefore,
On the other hand, the definition of 1 and 2 implies that e 1 = − 1 ab and e 2 = − 2 cd.
Hence, for x nonzero and with
we arrive at the following inequalities:
Range Constraints Resulting from Large Relative Errors
In addition to the usual unit roundoff u and to the quantity u 1 = u 1+u , the following generalization will prove very useful in the sequel:
In particular, for fixed k, we see that
as u tends to zero. Having defined u k , we can now state the following two properties, which indicate the range constraints implied by large enough relative errors. Property 2.1 says that if rounding a real number t yields a relative error that is larger than u k , then |t| is necessarily close enough to its ufp. This immediate property is then refined by Property 2.2, which exploits further the sign of the relative error in order to confine |t| to unions of about k/2 intervals of width O(u 2 ) · ufp(t).
PROPERTY 2.1. Let k ∈ R >1 . Then, for t ∈ R =0 , we have the following implication:
PROOF. The lower bound on |t|/ufp(t) follows from the fact that t ∈ F, and the upper bound follows from u k |t| < |RN(t) − t| u ufp(t).
)/2 and define the half-open intervals
and
Then, for t ∈ R =0 we have the following implications:
PROOF. We can assume t > 0 and ufp(t) = 1, so that 1 t < β and |RN(t) − t| u. To prove (i), note first that since RN(t) is in F and larger than t, it has the form RN(t) = 1 + 2 ju for some integer j 1. The assumption
In addition,
Hence, the expression for interval I j follows from the inequalities in Equation (5).
Recalling from Property 2.1 that t < 1 + ku, we deduce from Equation (5b) that the integer j and the real number k
This concludes the proof of (i).
Let us now prove (ii). From 1 RN(t) ∈ F, it follows that RN(t) = 1 + 2 ju for some integer j 0. The assumption
On the other hand, |RN(t) − t| u implies −u RN(t) − t, that is,
From the inequalities in Equation (6), we deduce the definition of interval I j . Finally, using again Property 2.1, we have t < 1 + ku, which together with Equation (6a) and
The latter inequality is equivalent to j − 1, which concludes the proof.
In practice, when analyzing the CHT algorithm, we shall avoid using the unwieldy rational functions involved in the right endpoint of I j and the left endpoint of I j . Instead, it will be enough to consider the following simpler intervals I j and I j , defined by degree-2 polynomials in u: for j = 1, . . . , ,
and for j = 0, . . . , − 1,
Since is defined in Property 2.2 as = (k − 1)/2 , it is easily checked that
Properties of Floating-Point Products
Algorithm CHT is built upon the fact that for an unbounded exponent range, the rounding error of the product of two elements of F is always itself in F. 
The previous property can be refined in the sense that either the error is an integer multiple of a larger quantity or the product admits a smaller upper bound:
PROOF. Using the same notation and reasoning as in the proof of Property 2.3, if i = e a + e b , then ab − RN(ab) is an integer multiple of β i−2 p+2 . Otherwise, i = e a + e b + 1, but then |ab| = |AB|β
PROOF OUTLINE FOR THEOREM 1.1
The first step of the proof of the bounds in Theorem 1.1 consists of restricting the input set using symmetry arguments.
, we can exchange ab and cd to ensure |cd| |ab|. On the other hand, using RN(−t) = −RN(t) b, c, d) , so that we can also restrict further to ab 0 and eventually assume that |cd| ab.
As a second step, we consider the situation where either ab or cd or x is zero. In this case, by propagating the equality RN(0) = 0 within the CHT algorithm, we see that x = RN(x) and, recalling the refined model in Equation (1),
The third and main step of the proof is the analysis of the remaining cases, namely, when a, b, c, d are such that ab > 0 and cd = 0 and − ab < cd ab.
To derive the bounds in Theorem 1.1 for inputs as in Equation (8), we shall analyze separately several subcases and, using the tools described in Section 2, obtain the nine bounds from Equations (9) to (17). The rest of this section only gives an overview of those subcases and the associated bounds, the detailed proofs being deferred to the appendix.
Analysis When ab and cd Have the Same Sign
In this case, the number K = (|ab| + |cd|)/|ab + cd| introduced in Equation (3) satisfies K = 1. If min{ 4 , 5 } u 3 , then, using Equation (4), we easily obtain
otherwise, using further Property 2.1, we deduce that |p 2 |. In this case, the sum p 1 + p 2 is computed exactly thanks to Sterbenz's theorem [Sterbenz 1974] , and a direct consequence of this will be that if K 1/u 1 , then the bound in Equation (10) still applies here. If K > 1/u 1 , then ufp(cd) turns out to be either ufp(ab) or β −1 ufp(ab), and we can handle those two cases separately: in the first case, by applying Property 2.3 to both ab and cd, we can show that e 1 + e 2 is a floating-point number and then deduce that
in the second case, applying Property 2.3 to ab and Property 2.4 to cd leads either to the same bound as in Equation (11) or to the bound
3.2.2. When 1 2 p 1 > |p 2 |. In this case, noting that K is at most about 3, we shall consider separately four cases defined by the pair ( 4 , 5 ). The first two subcases can be handled using this bound on K together with Equation (4) 
The remaining two subcases, which correspond to min{| 4 |, | 5 |} > u 7 with 4 and 5 either both positive or both negative, turn out to be more involved and their analysis relies on either part (i) or part (ii) of Property 2.2 with k = 7. When 4 > u 7 and 5 > u 7 , we show the following:
-otherwise,
When 4 < −u 7 and 5 < −u 7 , we show that
The two error bounds in Theorem 1.1 then follow directly from the intermediate bounds in Equations (7) and (9) to (17) shown earlier: these 10 bounds require no more than β p−1 24; furthermore, all of them are less than 2u, except the one in Equation (16) 
this proves the asymptotic optimality of the two error bounds in Theorem 1.1.
PROOF OF THEOREM 1.2
The assumption on β and p implies that there exist a, b ∈ F such that
See Jeannerod and Rump [2014, Theorem 3.2] . Hence, using the assumption that RN(1 + u) = 1 + 2u, we have p 1 = 1 + 2u and e 1 = −u.
Define further
Recalling that u = 
which implies
and thus,
Consequently, p 1 + p 2 = 1 + u, which rounds to
On the other hand, noticing that e 1 = p 2 , we obtain e = RN( p 2 + e 2 ) = p 2 , that is, e = −u.
Hence, r + e = 1 + u, which rounds to
Finally, we deduce from Equations (18) and (19) that
which is such that 0 < x < x. Thus, overall,
β+u+(2−2β)u 2 β−2u 2 +(4β−4)u 3 , and one can check that the latter quantity is larger than 2u + 2 β u 2 − 4u 3 . This concludes the proof of Theorem 1.2.
APPENDIX A. ANALYSIS WHEN THE TWO PRODUCTS HAVE THE SAME SIGN
When the products ab and cd have the same sign, the assumption in Equation (8) implies that they are both positive and that K in Equation (3) is equal to one. Using Equation (4), we deduce that
Using the obvious inequality | 4 + 5 + 4 5 | 2u 1 + u 2 1 is not enough, as this would yield the bound | x − x|/|x| 2u 1 + 3u 2 1 + 2u
, which is slightly larger than 2u for any radix and tie-breaking rule. Instead, we consider two subcases separately, as follows.
A.1. Case Where 4 u 3 or 5 u 3
In this case, 4 + 5 + 4 5 = (1 + 4 )(1 + 5 ) − 1 satisfies
and thus proves Equation (9).
A.2. Case Where 4 > u 3 and 5 > u 3
Since both ab and cd are positive and since the exponent range of F is unbounded, we have p 1 + p 2 > 0. Thus, applying Property 2.1 with k = 3 gives
Since 4 is positive, rounding to nearest coincides here with rounding up, and the rounded sum r = RN( p 1 + p 2 ) must be
Let us now bound |e|. We have |e| (1 + u 1 ) |e 1 | + |e 2 | (u 1 + u 2 1 )x. Furthermore, it follows from r = ab(1 + 1 )(1 + 4 ) + cd(1 + 2 )(1 + 4 ) that
Using the lower bound in Equation (20) thus leads to
(1 − u 1 ) 2 r = (1 + 2u)ur
Consequently,
Now, the assumption 5 > u 3 implies that when rounding r +e to nearest then rounding up occurs and, by Property 2.1, that r + e must be less than (1 + 3u)β i . In other words,
Therefore, x = r and, using Equation (20), we conclude that
This proves Equation (10) and concludes the analysis of the case where the two products ab and cd have the same sign.
B ANALYSIS WHEN THE TWO PRODUCTS HAVE OPPOSITE SIGNS
When ab and cd have opposite signs, the assumption in Equation (8) can be rewritten as
For K as in Equation (3), this implies
and, rounding being monotonic,
Note that neither p 1 nor p 2 can be zero (because the exponent range of F is unbounded) and that p 1 + p 2 0. In this case, the two floating-point numbers p 1 and − p 2 satisfy 1 2 p 1 − p 2 p 1 , so that for any radix β, the sum p 1 + p 2 is computed exactly by Sterbenz's theorem [Sterbenz 1974, p. 138 ] (see also Higham [2002, p. 45] ). Hence, 4 = 0 and, using Equation (2),
, then we deduce immediately from the latter bound that the relative error on x is bounded by 2u 1 + u 2 1 and thus is as in Equation (21). Hence, the rest of this section is devoted to handling the case
(This case of a huge value of K does occur, for example, when a = 1 + 2u, b = 1 − u, c = 1, and d = −1.) From Equations (22), (23), and (25), we deduce that 1
). This yields two subcases, which we handle separately.
In this case, ufp(ab) = ufp(cd) = β i and, using |e 1 | u ufp(ab) and |e 2 | u ufp(cd), we deduce that
On the other hand, Property 2.3 implies the existence of integers E 1 , E 2 such that
Hence, e 1 + e 2 = (E 1 + E 2 )β i−2 p+1 and the integer E 1 + E 2 must satisfy |E 1 + E 2 | β p . This means that e 1 + e 2 ∈ F or, equivalently, 3 = 0. It then follows from Equation (24) that | x − x|/|x| | 5 | u 1 , which proves Equation (11).
B.1.2. Case
We now have ufp(ab) = β i and ufp(cd) = β i−1 , so that
Property 2.3 still gives
for some integer E 1 , and by applying Property 2.4 to the product cd, we have either
for some integer E 2 or
We handle these two situations independently as follows.
If e 2 = E 2 · β i−2 p+1 , then |e 1 + e 2 | = |E 1 + E 2 |β i−2 p+1 . Using Equation (26) gives
p , from which we deduce e 1 + e 2 ∈ F, that is, 3 = 0. We conclude as in Section B.1.1 that | x − x|/|x| u 1 .
On the other hand, the strict inequality in Equation (26) implies ufp(e 1 + e 2 ) β i− p and, since RN(e 1 + e 2 ) = (e 1 + e 2 )(1 + 3 ), we obtain
Applying Equation (24) Recalling that u = 
and, since K = 1 + 2 ψ−1 , this is equivalent to
Combining Equations (27) and (4), we obtain
For the same reason as in Section A, applying to Equation (28) the straightforward inequality | 4 + 5 + 4 5 | 2u 1 + u 2 1 is not enough for our purpose, since the resulting relative error bound would then have the form 2u + 5u 2 + O(u 3 ). In order to achieve the sharper bounds claimed in Theorem 1.1, we shall refine further this analysis by examining separately four cases defined by the pair ( 4 , 5 ).
B.2.1. Case Where 4 and 5 Have Opposite Signs. In this case, | 4 + 5 + 4 5 | u 1 and it follows from Equation (28) that
It is then easily checked that this bound is at most u+7u 2 when u 1/8 or, equivalently, when β p−1 4, which proves Equation (13).
B.2.2. Case Where | 4 | u 7 or | 5 | u 7 . In this case, | 4 + 5 + 4 5 | u 1 + u 7 + u 1 u 7 , and applying Equation (28) then leads to
which proves Equation (14).
B.2.3. Case Where 4 > u 7 and 5 > u 7 . In this case, we will derive the bounds in Equations (15) and (16), depending on radix parity and the tie-breaking strategy of rounding to nearest. Defining the condition
β is odd or RN(1 + u) = 1, our goal in this section is thus to show that for β p−1 10,
To establish Equation (29), we shall apply Property 2.2 in order to obtain suitable ranges for the exact sum p 1 + p 2 from which we can then deduce some values for x together with some ranges for x, and eventually some bounds on | x − x|/|x|. Preliminaries. Since 4 is nonzero, p 1 + p 2 is not in F (and thus nonzero as well), so there exists an integer i such that β i < p 1 + p 2 < β i+1 . In order to simplify the expressions used in the sequel, we shall assume that i = 0 (which is possible up to a scaling by an integer power of the base β and because the exponent range of F is unbounded). Therefore, 1 < p 1 + p 2 < β. Since 4 > u 7 , applying part (i) of Property 2.2 with k = 7 gives
From this strict inequality and the range of p 1 + p 2 shown earlier, we deduce that
Furthermore, the right endpoint of I 3 leads to the following bound on |e|: since 1 2 p 1 > | p 2 | by assumption, we have p 1 + |p 2 | < 3( p 1 + p 2 ) and thus
From Equations (30) and (31), we deduce that 1 − 2u < r + e < 1 + 10u. Since β p−1
10, this implies
On the other hand, if 1 − 2u < r + e 1, then the relative error | 5 | is at most uβ −1 /(1 − 2u), which contradicts the assumption 5 > u 7 . Thus, overall, we must have 1 < r + e < β, and, using 5 > 0, the rounded value x = RN(r + e) must be such that
Finally, applying Property 2.2 (i) with k = 7, we deduce from 5 > u 7 that r + e ∈ I 1 ∪ I 2 ∪ I 3 .
Analysis Depending on Whether p 1 + p 2 Belongs to I 1 , I 2 , or I 3 . We now consider each of these three cases in turn in order to deduce the possible values for x together with the corresponding intervals for x.
If p 1 + p 2 ∈ I 1 , then r = 1 + 2u and, using Equation (32), we deduce that e ∈ [−u, −u + 6u 2 )
These intervals are valid no matter what the radix β and the tie-breaking strategy of RN. If in addition β is odd or RN rounds 1 + u down to 1, as is the case when condition (C) holds, then we have further −u < e and − u < e 1 + e 2 (33) 
(see Appendix C for a detailed proof); thus, in this special case, one can in particular replace I
1 by I
(1,C) 1
1 \{−u} = (−u, −u + 6u 2 ).
Then, for each of the four intervals I
1 , I
, I
1 , and I
1 we deduce the value of x and a range for e 1 +e 2 and for x, as shown in Table I . The value of x follows immediately from rounding the sum 1 + 2u+ e up to the nearest floating-point number. Let us now bound e 1 +e 2 from below when e ∈ I
(1) 1 : since in this case |e| u, we have ufp(e) ufp(u) = β − p ; using |e 1 + e 2 − e| u ufp(e) then gives e 1 + e 2 e − u ufp(e) −u− 2 β u 2 . When e ∈ I
(1,C) 1 , we use the strict lower bound already mentioned in Equation (33). The remaining lower bounds and upper bounds for e 1 + e 2 are all deduced from the fact that e 1 + e 2 = e(1 + δ) with |δ| u. Finally, since x = p 1 + p 2 + e 1 + e 2 , the range of x is obtained simply by adding the range
2 ) of p 1 + p 2 to the range of e 1 + e 2 just computed.
If p 1 + p 2 ∈ I 2 , then r = 1 + 4u.
Furthermore, since 0 < − p 2 < 1 2 p 1 , we also have the lower bound
(See Appendix C for a detailed proof.) Recalling that e = (e 1 + e 2 )(1 + 3 ) with | 3 | u 1 , we deduce that
Applying Equation (32) with r = 1 + 4u and using the fact that −3u+ 6u 
Then we proceed in the same way as in the previous case and deduce for the intervals I
2 and I
2 the data collected in Table II : rounding 1 + 4u+ e up to the nearest floatingpoint number gives the values of x, applying e 1 + e 2 = e(1 + δ) with |δ| u gives the ranges of e 1 + e 2 , and adding the ranges of e 1 + e 2 to the one of p 1 + p 2 leads to the ranges of x.
If p 1 + p 2 ∈ I 3 , then r = 1 + 6u 
and, using Equation (32) and recalling from Equation (31) that e cannot be smaller than −4u, we deduce that for β
10,
Proceeding as in the two previous cases, we then obtain the values of x and the ranges of e 1 + e 2 and x shown in Table III .
Conclusion. For β p−1
10, the second and fourth columns of Tables I through III lead to x x > 0 and to the following relative error bounds:
1 , 2u − η for some η > 0 i fe ∈ I
1 ,
2 ,
3 ,
3 .
From these eight cases and for β p−1 10, it is easily deduced that when discarding the interval I
(1) 1 , the error is always less than 2u, while it is at most 2βu+2u 2 β−2u 2 when discarding I
(1,C) 1 . This shows Equation (29) and, therefore, concludes the analysis of the case where 4 > u 7 and 5 > u 7 .
B.2.4. Case Where 4 < −u 7 and 5 < −u 7 . In this case our goal is to show Equation (17), that is, | x − x|/|x| < 2u − u 2 for β p−1
10. This bound shall be obtained in the same way as in Section B.2.3, but since it is less than 2u independently of the tie-breaking strategy of RN, the analysis will be slightly simpler.
Preliminaries. We can assume as before that and, applying Property 2.2 (ii) with k = 7, we deduce from 4 < −u 7 that
Since 4 < 0, we have the strict inequality
and then, no matter what the tie-breaking strategy of rounding to nearest, r ∈ {1, 1 + 2u, 1 + 4u}.
Since β p−1 10 and since the right endpoint of I 2 is not larger than the one of I 3 from Section B.2.3, the bound |e| < 4u established in Equation (31) still holds. From β p−1 10 and 5 < −u 7 , it then follows that 1 < r + e < β and x < r + e and, using again Property 2.2 (ii) with k = 7, that r + e ∈ I 0 ∪ I 1 ∪ I 2 .
Analysis Depending on Whether p 1 + p 2 Belongs to I 0 , I 1 , or I 2 . As in the previous section, we will now consider each of these three cases in turn in order to deduce values for x and intervals for x.
If p 1 + p 2 ∈ I 0 , then r = 1 and, using Equation (35) together with the fact that e is less than 4u, we deduce that e ∈ (u − 6u 2 , u] Proceeding as in Section B.2.3, we can set up Table IV .
If p 1 + p 2 ∈ I 1 , then r = 1 + 2u.
Consequently, Equation ( , and in each case the value of x and the ranges of e 1 + e 2 and x are as shown in Table V .
If p 1 + p 2 ∈ I 2 , then r = 1 + 4u. , and for each of these three intervals, the corresponding information about x, e 1 + e 2 , and x appears in Table VI . 
2 . Finally, it is easily checked that all these bounds are less than 2u − u 2 , which proves Equation (17) and finishes the case where 4 < −u 7 and 5 < −u 7 .
C. PROOFS OF EQUATIONS (33) and (34)
We begin with the following lemma, which will be used to prove Equation (33). PROOF. By definition, u = β 2 ·β − p . If β is even, then β/2 is an integer less than β p , which implies u ∈ F. Assume now that β is odd. In this case, β/2 = δ · β/(β − 1) = δ · ∞ i=0 β −i , Thus, in both cases, p 1 + p 2 is in F, which contradicts the fact that 4 is nonzero. Therefore, | p 2 | < 1 for any β 2.
From Equations (36) and (37), we deduce that ufp( p 1 ) 2 and ufp( p 2 ) β −1 for any β 2. Since |e 1 | u ufp( p 1 ) and |e 2 | u ufp( p 2 ), we conclude that |e 1 +e 2 | (2+β −1 )u 5 2 u.
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