ABSTRACT In this paper, we propose to use brain-computer interface (BCI) to control a lower-limb exoskeleton. The exoskeleton follows the wearer's motion intention through decoding of electroencephalography (EEG) signals and multi-modal cognition. Motion patterns as standing up, sitting down, and walking forward can be performed. We implemented two types of BCIs, one based on steady-state visual evoked potentials, which used canonical correlation analysis to extract the frequency the subject focused on. The other BCI is based on motor imagery, where the common spatial patterns method was employed to extract the features from the EEG signal. Then, the features were classified by support vector machine to recognize the intention of the subject. We invited four healthy subjects to participate in the experiments, including off-line and online. The off-line experiments trained the classifier and then were used online to test the performance of the BCI controlled exoskeleton system. The results showed high accuracy rate in motion intention classification tasks for both BCIs.
I. INTRODUCTION
At present, more and more people are suffering from motor disabilities or reduced mobility due to accidents, diseases, or aging. To solve this problem, exoskeleton robots have gained wide attention for helping people who suffer from strokes, hemiplegia, or disabilities complete rehabilitation training or provide walking-assistance.
The traditional control mode for robots is based on physical sensor signals, such as an accelerometer, IMU, and potentiometer. In recent years, biological signals such as the electroencephalography (EEG) signal through the braincomputer interface (BCI) have become a new method for human-machine interaction in rehabilitation robots. BCI is a nonmuscular communication system, in which the EEG signal is analyzed to infer the wearer's intention and control external devices, making it suitable for disabilities. The characteristics of the BCI has provided hope for people suffering from motor disabilities. At presents, BCI techniques have been developed to allow humans to control robots arms [1] and wheelchairs [2] . BCI could also contribute to neurological rehabilitation [3] . Therefore, we developed a lower-limb exoskeleton robot to explore the possibilities of using BCI to control exoskeletons, and determined that patients could more effectively and conveniently complete rehabilitation training.
There are several types of BCIs, according to how the EEG signal is produced. One popular way is based on motor imagery (MI) [4] , where people imagine moving one part of their body such as left hand, right hand, or foot; however, the body did not, in fact, move. Studies show that distinctive signals can be detected in the left/right side of the motor cortex when imagining right/left hand movement. However, few types of MI can be reliably classified to control command, which may be not enough in some situations. Besides, some people cannot produce distinctive EEG signals [5] , and it is difficult for them to focus on MI when moving.
Another popular type of BCI is based on steady-state visual evoked potential (SSVEP) [6] . When a person focuses on visual stimulus at a certain frequency, the cortex responds with an EEG with higher amplitude at the intended frequency. In BCI, each command corresponds to repetitive visual stimulation at a certain frequency. The command can be decoded based on the matching frequency of the EEG signal. SSVEP has the advantages of high transmission rate [7] and short training time. In addition, the effective frequency of the visual stimulation range is 1-100 Hz [8] , which means many commands can be designed, compared with MI. However, the display screen must be provided to show visual stimulation to the subject.
At present, some studies combined the BCI with exoskeleton robot systems, to explore some applications [9] - [12] . Hortal et al. [13] used motor imagery-based BCI to control a hybrid upper limb exoskeleton for patients with neurological damage in rehabilitation training. Maamari et al. [14] designed a brain-controlled hand exoskeleton for patients suffering from motor neuron diseases that successfully helped them grasp and release a light ball. The primary research in [15] showed that BCI-controlled prostheses for people suffering from spinal cord injuries are possible in the future. In [16] , a robotic exoskeleton (NeuroRex) with EEG-based BCI was designed to assist people with mobility impairment to walk independently without additional support, including: standing, sitting, and ascending and descending stairs. Kwak et al. designed a lower-limb exoskeleton based on BCI that is triggered by SSVEP. By decoding the EEG signal, the wearer can realize several movements, such as waking forward, turning left or right, and sitting and standing [6] . In addition, there are also some similar works [17] - [19] which we do not mention too much.
The BCI work mainly focused on visual stimulation and motor imagery. Considering this, we also focus on these two types of BCIs and apply them to our exoskeleton platform.
The remainder of this paper is organized as follows. Section II introduces the system setup, including the workflow of the BCI base exoskeleton and a brief discussion of each component, such the lower-limb exoskeleton and EEG signal collection equipment. In section III, we explain the two EEG signal decoding methods: the canonical correlation analysis (CCA) and common spatial patterns (CSP), corresponding to visual stimulation and motor imagery, respectively. The experiment processing is described in detail in section IV, while section V shows the experiment results and provides some analysis. Finally, section VI concludes our work.
II. SYSTEM SETUP A. COMPONENTS OF THE SYSTEM
The BCI-based, lower-limb, exoskeleton control system consists of the following parts: (1) signal acquisition module, (2) signal processing and classification module, (3) control system, and (4) lower-limb exoskeleton platform. As Fig. 1 shows, the signal acquisition module will collect the EEG signal during the period when a subject is shown visual stimulation or doing motion imagery (Biosemi ActiveTwo System with 32 electrodes). Next, the EEG data is sent to the processing and classification module, where raw data will be preprocessed, and the feature extraction algorithm is immediately adopted to extract the features. The classifier then recognizes the motion intention. After motion intention is predicted, the control system sends the corresponding command to the exoskeleton and finally executes the target movement. To record EEG data, we used the Biosemi ActiveTwo System with 32 electrodes, as in Fig. 2 . The distribution of the electrodes refer to the well-known 10-20 system [20] , displayed in Fig. 3 . The configuration of the equipment is: the offset is set to below 25 mV and the sampling rate is 256 Hz (the maximum sampling rate is 2048 Hz).
B. THE SIAT LOWER LIMB EXOSKELETON
As shown in Fig. 4 , the SIAT lower-limb exoskeleton was designed by the Shenzhen Institutes of Advanced Technology, Chinese Academy of Science [21] , [22] . The first generation of the SIAT exoskeleton was based on the bionics of human structure in 2012. The latest generation has a more optimized structure with lighter weight, which is more comfortable for wearers. The exoskeleton was designed to help with rehabilitation training or walking assistance. At present, VOLUME 6, 2018 the exoskeleton has successfully helped people with walking, sitting down, standing up and other daily activities.
The exoskeleton is composed of the mechanical body, control system, and driving and sensoring system. The sensors implemented on the mechanical body are shown in Fig. 5 . The mechanical body is composed of joints, links, and a backpack with hardwares and a battery. At present, the SIAT exoskeleton has a total of 10 degrees of freedom (DoF), including three joints in each legs. All three joints in each leg allow flexion/extension (F/E). In all DoFs, the knee and the hip joints are active in the F/E direction driven by DC motors, while the lateral motion of the hip joint and all DoFs of the ankle joint are passive. Depending on the above design, the exoskeleton provides gait assistance on the sagittal plane of the hip and the knee joints, while the ankle joint provides assistance using a passive spring to reduce the shock. In addition, the lengths of the thighs and shanks are all adjustable, which helps the exoskeleton fit wearers of different heights. Four DC motors as well as the driving system are implemented to execute movements described above.
For the sensing system, encoders are equipped to measure the position of the motors, and 12-bit resolution goniometers are installed to detect the angle of each joint. Force sense resistors (FSR) were contained in the insole, which is placed on the shoes to measure the pressure between the ground and feet. Equipped with these sensors, we can then estimate the posture and gait phases when the exoskeleton provides walking-assistance for wearers. As a result, the control system can choose different control strategies according to the state of the exoskeleton.
The control system receives the motion intention of the subject through the BCI. However, before executing an action, the exoskeleton needs to detect the current state through the sensing system to avoid performing dangerous movement such as switching from sitting to walking, which may occur because of wrong classification results of motion intention. To avoid these unsafe situations, the final performed action is chosen from a decision table considering both the recognition result and the current state of the exoskeleton.
III. METHOD A. CANONICAL CORRELATION ANALYSIS
In the case of SSVEP-based BCI, the objective is to find the appropriate frequency of the stimulus signal, in order to predict the person's movement intention. The CCA [23] is a good tool to solve this problem, as it is a multivariable statistical method to determine the correlation between two sets of data, X and Y. Suppose we have two vectors x and y. The correlation coefficient can be calculated as follows:
where E x , E y is the expectation of x and y, respectively.
For multi-dimensional signal, such as X ∈ R n * t , Y ∈ R k * t , CCA finds a pair of linear transformations such that maximizes the correlation between two sets of signals X and Y. Suppose our EEG signal is:
It is common to decompose the periodic signal into a group of Fourier series. We use three different reference frequencies (f 1 = 6 Hz, f 2 = 10 Hz, f 3 = 12 Hz) in the visual stimulation. Thus, the reference stimuli signal can be expressed as the following:
where S represents the sampling rate and T is the number of sampling points. For multidimensional signals, the CCA determines the linear transformationW x , W y to maximize the correlation between x = X T W x and y = Y T W y , which is equivalent to solving the equation:
We calculate the correlation between the input EEG signal and the reference signal from visual stimuli. The maximum correlation coefficient indicates the frequency of the stimuli signal of the wearer, as well as the motion intention of the wearer. As Fig. 6 shows, the EEG signal must be decoded, to calculate three correlation values (r1, r2, and r3) with the three reference frequency signals from the visual stimulation. The decoding result belongs to the frequency with the highest correlation score.
B. COMMON SPATIAL PATTERNS
CSP algorithm is an effective method to extract the discriminated features of the EEG signal from two classes in the case of motor imagery [23] , [24] . CSP is a technique to analyze two classes of data using a matrix W ∈ R n * D , where n is the dimension of the signal. The matrix W projects the original signal x(t) ∈ R n into surrogate space as follows:
The CSP algorithm also removes the irrelevant elements and noise from the signal. Therefore, it is an excellent method to obtain the discriminated features of an EEG signal.
The key in CSP is to find the optimization transformation W , such that the original signal from the two classes after filtering will have a maximum variance in one condition, while having a minimum variance in another condition. The approaches to obtain the transformation matrix W are shown as follows:
In the case of two classes, such as EEG signal from imagination of left hand move and right hand move. Let X ∈ R N * T represent the EEG signal with T sample points and N channels, as shown previously. We first estimate the normalized convariance matrix of each EEG signal filtered by a bandpass filter.
Where i indicates class 1 or class 2, and k is the k th example of the associated class.
we calculate an intra-class average normalized convariance matrix 1 , 2 .
We then determine the average convariance on the entire data:
From the eigenvalue decomposition for c :
The whitening matrix is P = λ −1/2 c U T c . With the transformation, the two covariance matrices are:
From the characteristics of the whitening transformation, we have:
where is a unit matrix, and 1 and 2 are both diagonal matrices having the characteristics of 1 + 2 = . This means that the CSP analysis simultaneous diagonalizes the average covariance matrices from the two classes and the two covariances after transformation have the same eigenvector. Their corresponding eigenvalue is λ 1j + λ 2j = 1 ( j = 1, 2, ...N ). Hence, if a large eigenvalue λ 1j is very close to 1, then its corresponding eigenvector yields high variance in class one and low variance in class two.
Therefore, the final transformation matrix W , namely the spatial filter, consists of m pairs of eigenvectors, such that the first m eigenvectors correspond to the first m largest eigenvalue, while the last m eigenvectors correspond to the last m smallest eigenvalues. The spatial filter is constructed as the exact maximum of the variance between the two classes, which make it easy to determine if the filtered signal is uncorrelated after processing [25] . 7 illustrates the results of the CSP algorithm. Two pairs of CSP spatial filters correspond to the two largest and two smallest eigenvalues from one subject mapped into the contour. These two spatial filters capture the discrimination information between the two classes. For example, spatial filter 1 and spatial filter 6 correspond to the largest and smallest eigenvalues. The left part of spatial filter 1 shows high weights, while weights in the same area in spatial filter 6 are relatively low. Fig. 8 and Fig. 9 display the filtered signal after CSP analysis for channel 1 and channel 2. The variance in the red rectangle that belongs to the left-hand imagination is larger than the variance in the green rectangle, which belongs to the right-hand imagination. Conversely, for channel 4 and channel 5, the variance in the red rectangle (from the left-hand imagination) are smaller than the variance in the green rectangle (from the right-hand imagination). This illustrates that the CSP matrix maximizes the variance in one condition, while minimizing variance in another.
Based on this observation, the CSP algorithm can distinguish two signals from two classes. In addition, it is easy to extend the CSP algorithm to multiple classes.
IV. EXPERIMENTS
We designed a two-part experiment, including both offline and online procedues. In the offline procedue, our exoskeleton works for the purpose of the online procedue, as it needs to correct enough data to train the classifier. In online experiments, the EEG signal from humans will be decoded by the BCI. The recognition result of the human's motion intention will then be combined with the sensing system to control our exoskeleton in real time. The volunteers were asked to use the BCI to control the exoskeleton to perform three kinds of movement: sitting down, standing up, and walking. Four subjects participated in our experiment. They were all healthy subjects ages 20-27 with no prior history of neurological disease. Before the experiments, each participant was informed of the purpose and the procedures of the experiments. All experiments are implemented in a relatively quiet environment, to remove the effect of external factors.
A. OFFLINE EXPEIMENT PROCEDUE
As mentioned above, we implemented an SSVEP-based BCI and one based on motor imagery. For both methods, we collected the EEG signal produced from the sensorimotor cortex and collected by the electrodes. For the former, the EEG signal was recorded during the period when the volunteers were asked to focus on the flicking square displayed on a screen with different frequencies, corresponding to three different movements. For the latter, the EEG signal is collected when the volunteers complete motion imagination, such as imagination of a left-handed move, right-handed move, and foot move, which also correspond to the three kinds of movement.
Thus, the offline experiments are a data collection process, whose detailed procedure is described below:
1) SSVEP
Previously, the EEG data was recorded in the Biosemi ActiveTwo System by an electrode cap. Before recording the EEG signal, each subject was required to wear the electrode cap, with electrodes placed on its surface, as in Fig. 10 . Meanwhile, make sure the configuration of Biosemi ActiveTwo System is correct, such as the sampling frequency, reference electrodes and the offset, etc. The offline experiments then begin.
For the offline experiments of SSVEP, the visual stimulation is shown through an LED display. Since the refresh rate of the display is at a frequency of 60Hz, the available frequency must be aliquot by 60. Previous research indicated that people generate significant EEG signals when the stimulation frequency ranges from 6 to 40 Hz [26] . Therefore, we chose three frequencies in our experiment: 6, 10, 12 Hz. Fig. 11 shows the visual stimulation interface, which consists of three squares representing the commands for sitting down, standing up, and walking. During the time of visual stimulation, three squares will flick at three different frequencies (i.e. 6, 10, 12 Hz). The specific steps of each session are shown in Fig. 12 . Every session begins when the start button is pressed, then the movement command will be shown. The subject will have 3 seconds to get ready for the visual stimulation and focus on the chosen square. Following this, the 3 squares start flicking at their preset frequencies, and the subject continues to focus on the target square according to the given command. The squares will flick for 6 seconds each time, during which the EEG signal will be recorded. After the initial 9 seconds, one trail will be called. Once a trail ends and another trail starts. Each session includes 5 trails. In the interval between two sessions, the subject will also have a break time to avoid fatigue. The experiments in each session are completed before another session begins. For convenience, the commands in each session are identical. Each command will repeat for 20 sessions, resulting in a total of 100 trails for each command.
2) MI
For the offline experiment based on motor imagery, the experiment paradigm is similar to that of visual stimulation, except the collected data is the signal during the time when subjects complete motor imagination. Here, we also use an interface to show one of the three movement commands (sitting down, standing up, and walking), as in Fig. 13 . The steps of the experiment are almost the same as the former. For each the three movement commands, we also have 20 sessions, with 5 trails per session. As Fig. 14 shows, for each subject in the experiments, a session starts once the start button pressed. The target command then appears and the subject has 3 seconds to prepare. The following motor imagery part that is different the visual stimulation lasting for 6 sec is provided for the subject to begin imaging virtual movement, such as left hand move, right hand move and foot move, which represent for sitting down, standing up and walking, respectively. 
B. DATA PREPROCESSING
The raw EEG data collected contains irrelevant elements because of external factors such as the unavoidable supply power voltage interference at a frequency of 50 Hz, and the effect of eye blinks at a frequency of 4 Hz. Since these extra signals are in a different frequency compared with the effective EEG data, a bandpass filter can eliminate the interference. Thus, in our experiment, we chose a butterworth bandpass to filter the raw data, which will contribute to the feature extraction in the flow processing. The butterworth filter maximizes the flat amplitude response as well as the resistance bands as the frequency increases [27] . Here, we use a 4-degree butterworth filter with frequency ranges from 5 to 35 Hz.
As Fig. 15 and Fig. 16 show, the raw data produced from imaging left-hand and right-hand movement contains interference, including irregular fluctuations that look like a mass of noise, whereas the filtered data is more smooth and easy to analyze.
C. ONLINE EXPERIMENT PROCEDURE
In online experiments, we test the performance of two BCIs using our exoskeleton system. The online experiments consisted of two parts. For the first part, the subject did not wear the exoskeleton, having the same experiment procedures as offline experiments but give the recognition in real time. The other part includes our exoskeleton platform to test the performance of BCI, to finish the preset movement.
In the first part of the online experiments, for both types of BCIs, the steps of the experiment are similar to offline experiments, having same number of trials and sessions. Each time, the subject follows the hints shown on a display screen to complete the experiment. The difference is that the EEG signal will be collected, and the motion intention is classified by the BCI in real time. In the second part of the online experiments, the subject wears an electrode cap and tests whether the BCI works, then wears the exoskeleton, adjusting the size of it to fit the subject. We must ensure the safety of the subjects in the experiments and avoid dangerous movement. Therefore, we consider both the classification result of the motion intention and the current state of the exoskeleton to decide the final action. This logic for safety is realized through a decision table described in Table 1 , where the first column is commands and the first row is current states of exoskeleton. For example, if the current state of exoskeleton is walking, it will avoid execution of the sitting down command, while the standing up command is permitted.
For each trail of experiments, the wearer must accomplish the 4 preset movements: sitting down to standing up, walking twice, and standing to sitting down, as shown in Fig. 17 . Each trial is repeated 10 times. Since we could not recognize all commands without errors, the wrong classification results appear unavoidable in practice. Previously, we mentioned that the wrong recognition results would not cause an action to be executed, because the decision table guarantees the safety of the wearer.
Each subject will try to use the BCI to control the exoskeleton, to perform the assigned action in the order mentioned above. Before the exoskeleton begins, a buzzer is used to inform the wearer to get ready to perform an action with the exoskeleton. If the BCI obtains an incorrect classification result, the exoskeleton would not complete any action according to the decision table. If any incorrect results exit the system, the subject would try again until get the right recognition result is obtained and the exoskeleton takes the correct action. Across all experiments, we record the number of attempts and times the wrong results were obtained to evaluate the performance. To be noted, some cognitive methodologies could be used to help realize motion patterns through multi-channel or computing networks [28] - [33] .
V. RESULTS AND ANALYSIS
Four healthy subjects participated in our offline and online experiments. In the offline experiments, the EEG signal in each trial was collected to use in the classification of sitting down, standing up, and walking. For offline experiments of SSVEP, we only used the signal from Pz, PO3, O1, Oz, O2, and PO4. These 6 channels recognize the target class through CCA analysis. For offline experiments of motor imagery, the signals of all 32 channels were used. The CSP algorithm then projected the raw data into the six-dimensional subspace, and an SVM classifier was trained to distinguish the three classes.
The offline results from the two BCIs are shown in Fig. 18 and Fig. 19 . From the comparison of the confusion matrices, both types of BCIs have a relatively high recognition rate for the four subjects, since the diagonal elements in the confusion matrices are much larger than the nondiagonal elements. Generally speaking, the performance of BCI based on motor imagery is better than BCI based on visual stimulation, according to the results of subject S1, S2, and S4. The classification accuracy in the case of visual stimulation is approximately 90%, while the motor imagery was much greater than 90%, except for subject S3. For subjects S1, S2, and S4, the accuracy rate of motor imagery was higher than visual stimulation in each category. In the offline motor imagery experiments, the accuracy of three classes for S1, S2, and S3 were satisfactory, ranging from 94%-97%. The highest accuracy of 97% was present in both classes for standing up and sitting down for subject S2. However, for subject S3, the recognition rate in motor imagery was much lower than the other three subjects, as well as the recognition rate for SSVEP. This may be due to the fact that the EEG signal is based on individuals, and it cannot be easily reproduced using motor imagery.
For the first part of the online experiments, the classification accuracy in both cases is lower than offline experiments. There are no significant differences in the accuracy of both kind of BCIs, except that subject S3 still had lower recognition rates in motor imagery than others. The accuracy of both cases is very close. However, the motor imagery performance was slightly better than visual stimulation, with a higher average accuracy for subjects S1, S2, and S4.
For the second part of the online experiments, the subject wears the exoskeleton and controls it to complete the preset movements using the BCI. We recorded the total try times and wrong times together for each subject, as shown in Fig. 22 and Fig. 23 . The results indicated that both types of BCIs have similar performance, and the subject S3 still has a relatively worse performance in the case of motor imagery for undistinguishable EEG signals during motor imagery. Overall, the average number of attempts of the four subjects was 46 for both types of BCI. Ideally, 40 attempts were needed if all commands were correctly decoded.
From the online experiments results, the online classification results are not better than the offline case. We inferred that this was due to the EEG signal having time variation. Thus, the EEG signal produced from the same person varies across time, which leads to a decrease in the online recognition rate. For a realistic situation, the subject controls the exoskeleton to complete a series of actions through the BCI requiring very high recognition rate. In our experiments, there is a high percentage of wrong attempts, which means the BCI still needs to be improved to be implemented in practice.
VI. CONCLUSION
In this paper, we proposed a control architecture for lowerlimb exoskeleton robot based on the BCI. Offline and online experiments were designed where the robot was controlled to execute movements of sitting down, standing up and walking. The results verified the effectiveness of the proposed method. A high accuracy rate can be achieved in both kinds of BCI in offline situations, while the recognition rate in online situation was lower than that in offline by around 10%. In the future work, we will focus on the data processing and classification procedures to lift the recognition rate in online situation.
