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Abstract
We prove existence theorems for the double-free-boundary Bernoulli prob-
lem in two space dimensions, in which, given the strictly-positive, smooth
”flow-speed” functions ai(p) : ℜ
2 → ℜ+, i = 1, 2, one seeks an ideal
fluid flow in an annular flow-domain Ω (also to be determined), whose
boundary components Γi, i = 1, 2, are such that |∇U(p)| = ai(p) on Γi,
i = 1, 2, where U(p) : Ω → ℜ denotes the stream-function in Ω. The
existence result (Thms. 1.5 and 2.4) states that given a strict inner-
solution pair (Γ˜1, Γ˜2) (defined such that (−1)
i(ai(p) − |∇U˜(p)|) < 0 on
Γ˜i, i = 1, 2) and a strict outer-solution pair (Γˆ1, Γˆ2) (defined such that
(−1)i(ai(p) − |∇Uˆ(p)|) > 0 on Γˆi, i = 1, 2), such that the inner-solution
pair lies component-wise inside the outer-solution pair, there exists a clas-
sical solution pair (Γ˙1, Γ˙2), which lies component-wise outside the inner-
solution pair and inside the outer-solution pair.
Consider Prob. 1.1 in the special case where the functions a1(p), a2(p)
both coincide with a single strictly logarithmically subharmonic flow-speed
function a(p) : G → ℜ+ defined in a finite annular domain G. We show
that there cannot exist more than one classical solution.
∗2010 Mathematics Subject Classifications: 35R35, 76B07. Key words and phrases: Two-
dimensional stream, steady-state, double-free-boundary flow problem, ideal fluid-flow.
Some of these results (especially Thm. 1.5) were presented in the author’s talk entitled Opera-
tor methods for double-free-boundary fluid problems in annular domains. At the 7 th. AIMS
International Conference on Dynamical Systems, Differential Equations and Applications,
University of Texas at Arlington, 17-21 May, 2008, Special Session on Partial Differential
Equations in Fluid Mechanics and Mathematical Physics, organized by Ning Ju, Xiaming
Wang, and Jiahang Wu.
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Finally, we apply Thm. 1.5 to construct continuously-varying and suitably
monotone families of solution-pairs for the double-free-boundary Bernoulli
problem corresponding to various parameter-pairs (λ1, λ2) ∈ ℜ
2
+ and the
related function-pairs (a1(p), a2(p)) defined such that a1(p) := λ1 a(p) and
a2(p) := λ2 a(p).
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1 Introduction
1.1 Existence
Consider an ideal fluid, flowing in a channel in two-dimensional space under
the influence of a potential-energy function of the two space coordinates. In
the simplest approximation of such a flow, called the ”narrow-stream limit”,
the flow-channel is modeled by a smooth simple closed curve chosen to locally
minimize the arc-length integral of the flow-speed, which is given by a positive
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C1-function a(p) of the space coordinates p = (x, y). The Euler equation for
the total-flow-speed minimization problem states that
K(p) =
(
aν(p)/a(p)
)
(1)
along the flow-curve Γ, where ν and K(p) denote the left-hand normal to Γ
at p ∈ Γ and the corresponding counter-clockwise-oriented curvature at p. For
example, for a flow governed by Bernoulli’s law (at constant pressure and fluid
density), the speed a(p) of the flow at any point p ∈ ℜ2 would be related to
the potential energy at that same point in such a way that the sum of twice
the potential energy density with the square of the flow-speed equals a positive
constant. Thus the path of the flow through a potential-energy terrain in ℜ2
would tend to follow the high-potential-energy ridges (corresponding to valleys
of the flow-speed function), while avoiding low-potential-energy regions, where
the flow-speed is relatively high.
In the much more detailed 2-dimensional stream-model to be studied in the
present paper, we assume a flow-channel (or stream-bed) of finite width, in
which there is a flow of ideal fluid. This has been a widely accepted flow model
in free-boundary studies of jets, wakes, cavitation, ocean waves, etc. The ideal
flow is by definition an incompressible, irrotational, inviscid, steady-state, two-
dimensional flow in a (therefore) two-dimensional flow-region (or stream-bed).
We also assume a finite, annular flow-channel. Thus, we have invoked the ac-
cepted mathematical idealization of the stream which flows around a finite closed
loop back into itself, and thus doesn’t begin or end anywhere (or flow to or from
infinity). The two boundary components of the annular flow-channel, as well as
the (harmonic) stream function for the ideal fluid-flow in the flow-channel, are
all determined together as elements of the solution of a double-free-boundary
problem, in which the flow-speed along the free boundaries is again determined
point-wise by a positive flow-speed function a(p), or by two independent posi-
tive flow-speed functions a1(p), a2(p), independently governing the flow-speeds
along the two boundary components of the stream. In either case, the flow-speed
functions are a direct input into the stream-model, which applies to a large class
of flow-speed functions. Our flow-model leads to the following flow-problem.
Problem 1.1 (Double-free-boundary Bernoulli problem for annular domains in
ℜ2: the case of two independent flow-speed functions (for the equivalent for-
mulation involving periodic strip-like domains, see Prob. 2.2)) In ℜ2 (where
p = (x, y)), let X denote the family of all simple closed curves Γ. Let X denote
the family of all ordered pairs Γ = (Γ1,Γ2) of elements of X such that Γ1 < Γ2
in the sense that Cl(D(Γ1)) ⊂ D(Γ2), where we use D(Γ) (resp. E(Γ)) to denote
the interior (resp. exterior) complement of Γ ∈ X. Given the strictly-positive
C2-functions ai(p) = ai(x, y) : ℜ2 → ℜ+, i = 1, 2, which we call ”flow-speed
functions”, we seek a smooth curve-pair Γ = (Γ1,Γ2) ∈ X (the flow boundaries)
such that
|∇U(p)| = ai(p) on Γi, (2)
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i = 1, 2, where the region Ω = Ω(Γ) := D(Γ2) ∩ E(Γ1) is the annular (i.e.
doubly connected) stream bed, and U(p) := U(Γ; p) denotes the stream function
(or the capacitary potential) in Cl(Ω(Γ)), which solves the Dirichlet boundary
value problem:
∆U = 0 in Ω := Ω(Γ), U(Γ1) = 0, U(Γ2) = 1. (3)
(Given any vector λ = (λ1, λ2) ∈ ℜ2+, we call Γλ = (Γλ,1,Γλ,2) ∈ X a solution
of Prob. 1.1 at λ if the corresponding capacitary potential Uλ(p) := U(Γλ; p)
satisfies (2) with the new flow-speed-functions aλ,i(p) = λi ai(p) : ℜ2 → ℜ+,
i = 1, 2.)
In studying Prob. 1.1, it is very helpful to keep in mind the following pair
of closely related single-free-boundary Bernoulli problems, which have received
much more attention in the literature:
Problem 1.2 (Exterior (resp. interior) Bernoulli free-boundary Problem for
annular domains in ℜ2) Given a curve Γ∗ ∈ X and a strictly-positive continuous
function a(p) : ℜ2 → ℜ+, we seek a smooth curve Γ ∈ X such that Γ > (<) Γ∗
and such that |∇U(p)| = a(p) on Γ, where U(p) = U(Γ; p) denotes the stream
function in the annular (i.e. doubly-connected) domain Ω = Ω(Γ) between Γ∗
and Γ.
Remark 1.3 (Generality of the stream model) Probs. 1.1 and 1.2 are based on
very general flow-models, in the sense that the flow-speed functions a1(p), a2(p) :
ℜ2 → ℜ+, which indirectly represent the terrain, are completely unrestricted
apart from their positivity and smoothness. Indeed, if one were to remove
the stated requirement that the solutions be annular, then there would be many
possible types of solutions, in fact any sufficiently-smooth, simply or multiply-
connected, bounded open set Ω would be a solution of Prob. 1.1 for numerous
pairs of strictly-positive and arbitrarily smooth flow-speed functions a1(p), a2(p) :
ℜ2 → ℜ+. To show this, just choose any such region Ω and partition ∂Ω into
two parts, each of which is a union of smooth simple closed boundary curves.
Then choose ai(p) := |∇U(p)| on Γi, i = 1, 2, where U denotes the harmonic
function in Ω satisfying the boundary conditions: U = i − 1 on Γi, i = 1, 2.
Finally, continue the functions ai(p), i = 1, 2, into the rest of ℜ2 in any con-
venient smooth way. Similarly, in the context of Prob. 1.2, any given bounded,
open, multiply-connected, smooth set Ω having Γ∗ as a boundary component,
would be a solution for a suitable function a(p) : ℜ2 → ℜ+ chosen such that
a(p) = |∇U(p)| on Γ := (∂Ω) \ Γ∗, where U is the harmonic function such that
U(Γ) = 0 and U(Γ∗) = 1.
For the case of prob. 1.2, we point out the following classical existence theorem
due to Arne Beurling:
Theorem 1.4 (Beurling’s Theorem [AB1](1957), [AB2](1989)) Let Γ− ∈ X
and Γ+ ∈ X (with Γ− < Γ+ < Γ∗) denote respective super and sub solutions of
the interior Bernoulli Problem (Prob. 1.2), in the sense that |∇U+(p)| > a(p)
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on Γ+ and |∇U−(p)| < a(p) on Γ−, where U±(p) = U(Γ±,Γ∗; p) in the closure
of Ω± := Ω(Γ±,Γ∗). Then there exists a classical solution Γ ∈ X such that
Γ− < Γ < Γ+ < Γ∗.
Similarly, if Γ− ∈ X and Γ+ ∈ X (with Γ∗ < Γ− < Γ+) are inner and outer
solutions of the exterior problem, in the sense that |∇U−(p)| > a(p) (resp.
|∇U+(p)| < a(p) on Γ− (resp. Γ+), where U±(p) = U(Γ∗,Γ±; p) in the closure
of Ω± := Ω(Γ∗; Γ±). Then there exists a classical solution Γ ∈ X such that
Γ∗ < Γ− < Γ < Γ+.
The main objective of Chapters 2 and 3 of the present paper is to generalize
Beurling’s Theorem to Prob. 1.1 by proving the following result:
Theorem 1.5 (Existence of a classical solution-pair between inner and outer
solution-pairs (see Thms. 2.4, 3.12, and 3.13)) Let be given the ordered curve-
pairs Γ˜ = (Γ˜1, Γ˜2) ∈ X and Γˆ = (Γˆ1, Γˆ2) ∈ X, each composed of C2 curves.
Assume that Γ˜ and Γˆ are respective strict inner and strict outer solutions (i.e.
strict sub- and super-solutions) of Prob. 1.1, in the sense that
|∇U˜(p)| < a1(p) on Γ˜1 ; |∇U˜(p)| > a2(p) on Γ˜2, (4)
|∇Uˆ(p)| > a1(p) on Γˆ1 ; |∇Uˆ(p)| < a2(p) on Γˆ2, (5)
where we set U˜(p) = U(Γ˜; p) and Uˆ(p) = U(Γˆ; p). If Γ˜ < Γˆ (in the sense that
Γ˜i < Γˆi, i = 1, 2), then there exists a curve-pair Γ˙ = (Γ˙1, Γ˙2) ∈ X, such that
Γ˜ < Γ˙ < Γˆ and Γ˙ is a classical solution of Prob. 1.1, in the sense that
|∇U˙(p)| = a1(p) on Γ˙1 ; |∇U˙(p)| = a2(p) on Γ˙2, (6)
where we set U˙(p) = U(Γ˙; p). In other words, if a smooth strict inner solution-
pair Γ˜ (characterized by (4)) lies component-wise inside a smooth strict outer
solution-pair Γˆ (characterized by (5)), then there exists a classical solution-pair
Γ˙ (satisfying (6) classically) such that the latter lies component-wise between
the inner and outer solution-pairs.
Remark 1.6 (a) The author first studied the double-free-boundary Bernoulli
free-boundary problem (Prob. 1.1) in [A3](1978). By comparison to the present
existence and uniqueness results for Prob. 1.1, the corresponding results in [A3]
are less general, but also easier to prove, both due to additional assumptions
concerning the given flow-speed functions a1(p), a2(p) : ℜ2 → ℜ+.
(b) The double-free-boundary soft-terrain problem (Prob. 1.1) is related to the
double-free-boundary hard-barrier problem, which was the main topic studied by
Arne Beurling in his Mittag-Leffler lecture series in 1977-78, later reconstructed
from notes and published in Beurling’s collected works [AB2](1989). The present
author, who first learned of these lectures in 1989, presented an independent,
although less general study of single and double free-boundary hard-barrier prob-
lems at Oberwohlfach in 1977 (see [A3]). Similar problems were also studied by
Tepper (1984)
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(c) Although Thm. 1.5 seems to be the most natural generalization of Beurling’s
Theorem to Prob. 1.1, the author’s proof of Thm. 1.5 (in Chapters 2 and 3) is
not based on Beurling’s methods in his proof of Beurling’s theorem. Instead, we
define a one-parameter family of operators Tε : X → X, ε ∈ (0, ε0), such that
(i) the operator fixed point problem has a solution between any suitably ordered
inner and outer solutions, and (ii) a convergent sequence of operator fixed-points(
Γn
)∞
n=1
corresponding to a null-sequence
(
εn
)∞
n=1
defines a weak solution of
Prob. 1.1. This is a geometrically very general version of the Operator Method
(see Acker [A5], [A7]), which was was first developed by the present author in in
1978, and whose previous applications have been largely restricted to the convex
and starlike cases, although far greater geometric generality is possible, as we
will see.
(d) We point out the author’s counterexample in [A3](1980), which seems to
show that without assumptions not present in the stream-model under discussion,
the method of variational inequalities (see Alt and Caffarelli [AC](1981)) is not
ideally suited to proving the existence of annular solutions of Prob. 1.2. Namely,
in [A3], it is shown in the context of the interior Bernoulli problem that if one
chooses the simple closed curve Γ∗ and the constant c > 0 suitably (where we set
a(p) = c everywhere), then either the minimizing configuration is not annular,
or else it does not satisfy the Bernoulli condition on the free boundary. On the
other hand, if a simple closed curve Γ solving Prob. 1.2 (in either case) is a
member of a continuously-varying, elliptically-ordered family of simple closed
curves Γλ, λ ∈ I, such that Γλ solves Prob. 1.2 (in the same case) at λ for each
λ ∈ I, then Γ is the (at least local) minimizer of the variational-inequalities
functional (see [A1], [A2](1978)).
1.2 Global uniqueness
Returning again to the ”narrow-stream-limit” model in the presence of only one
flow-speed function a(p) (introduced at the beginning of Section 1.1), one can
easily visualize that if the terrain of the flow-speed function a(p) consists of
a suitable system of valleys separated by ridges, then the path-integral of the
function a(p), defined on any path Γ ∈ X, can have many local relative minimiz-
ers, each satisfying the Euler equation (1). To eliminate these obvious causes of
non-uniqueness of the solution of (1), it is natural to restrict our attention to
the case of logarithmically-subharmonic flow-speed functions a(p), since these
functions don’t have any high-altitude ridges to separate valleys. In connection
with this restriction, it is also necessary to restrict the size of the domain of the
function a(p), since logarithmic subharmonicity is an increasingly restrictive
property for uniformly bounded functions in increasingly large domains.
Assume that the positive function a(p) is strictly logarithmically subharmonic
relative to an annular domain G ⊂ ℜ2. Then the solution Γ ∈ X of (1) is unique
relative to G in the following sense: Let Γ1,Γ2 ∈ X denote two solutions of
(1), which intersect at two successive points p1, p2, so that the arc-segment γ1
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(resp. γ2) of Γ1 (resp. Γ2) initiating at p1 and terminating at p2 forms the
left (right) boundary of a bounded, simply-connected region ω ⊂ G. Then for
continuous argument functions θi(p) : Γi → ℜ, i = 1, 2, we have θ2(p2)−θ2(p1) ≥
θ1(p2) − θ1(p1), from which it follows by (1), the divergence theorem, and the
strict subharmonicity of the function ln
(
a(p)
)
in G that
0 ≤
∫
γ2
K(p) ds−
∫
γ1
K(p) ds =
∫
γ2
(
ln(a(p))
)
ν
ds−
∫
γ1
(
ln(a(p))
)
ν
ds (7)
=
∫ ∫
ω
∆ ln
(
a(p)
)
dxdy < 0.
For the case of the thin-stream limit, the asserted uniqueness follows from this
contradiction, as well as a similar contradiction which occurs in the case where
the solutions Γ1,Γ2 are disjoint.
In Chapter 4, we explore the uniqueness of solutions of the finite-width stream
problem (Prob. 1.1) in the case of a single strictly logarithmically subharmonic
flow-speed function a(p) : G → ℜ+ in an annular domain G such that a1(p) =
a(p) = a2(p) in G. We study the uniqueness question from two perspectives.
First (in Thms. 4.19 and 4.20), we show that if Γ1 = (Γ1,1,Γ1,2) ∈ X and Γ2 =
(Γ2,1,Γ2,2) ∈ X denote any two distinct classical solutions with corresponding
stream beds Ω1 := Ω(Γ1) and Ω2 := Ω(Γ2), then the stream beds are similar
enough so that there exists a simple closed curve which follows both channels
while encircling the interior complement of G. Using this, we show that one of
the streams follows the channel of the other. Finally, we show that this leads
to a contradiction. Alternatively, under about the same assumptions, we apply
Thm. 1.5 to construct continuously and monotonically-varying parametrized
solution families for Prob. 1.1 (see Def. 4.8 and Thm. 4.15). As we will show,
these monotone solution families can be made the basis of a uniqueness proof
(see Thm. 4.9 and Cor. 4.16).
These results are related to the author’s uniqueness studies in [A6],[A7](1989) for
(mostly) the interior Bernoulli problem (see Thms. 2.1 and 3.1 in [A7]). Other
uniqueness studies for the interior Bernoulli Problem are due to Liu [YL](1995)
and to Cardaliaguet and Tahraoui, [CT](2002). The primary uniqueness result
for the exterior Bernoulli Problem in the starlike case is known as the Lavrentiev
Principle [LS](1967), pp. 413-434.
2 Operator fixed-points and weak solutions
2.1 Existence results for fixed-point problems
Definition 2.1 (Preliminary definitions and notation) The results of this paper
are in ℜ2. We denote the typical point by p = (x, y). We use Br(p) and
B(r; p) to denote the open ball of radius r > 0 and center-point p ∈ ℜ2, while
Br(p) = B(p; r) denotes their closures. Given a value P > 0, we call a set
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M (or a function U(x, y) : M → ℜ) P -periodic in x (or just P -periodic) if
(x, y) ∈ M ⇐⇒ (x + P, y) ∈ M (resp. U(x, y) = U(x + P, y) in M). Let X
denote the family of all infinite, P -periodic (in x) directed arcs Γ, with positive
direction from x = −∞ to x = ∞, such that the winding number of Γ about
any point p /∈ Γ is ±1/2. For any arc Γ ∈ X, we use D1(Γ) (resp. D2(Γ))
to denote the lower (resp. upper) complement of Γ in ℜ2, defined to be the set
of points p ∈ ℜ2 \ Γ such that W (Γ; p) = −1/2 (resp. W (Γ; p) = 1/2), where
W (Γ; p) denotes the winding number of Γ about p. Then we write Γ1 ≤ Γ2
in X if D1(Γ1) ⊂ D1(Γ2) or if D2(Γ2) ⊂ D2(Γ1), and we write Γ1 < Γ2 in
X if Cl
(
D1(Γ1)) ⊂ D1(Γ2) or Cl
(
D2(Γ2)) ⊂ D2(Γ1). We use X to denote
the family of all ordered pairs Γ = (Γ1,Γ2) ∈ X × X such that Γ1 < Γ2. For
Γ1,Γ2 ∈ X, the inequalities Γ1 ≤ Γ2 and Γ1 < Γ2 are defined component-
wise. For Γ = (Γ1,Γ2) in X, we define the P -periodic (in x) strip-like region
Ω(Γ) := D1(Γ2) ∩ D2(Γ1), and we define the capacitary potential U(Γ; p) :
Cl(Ω(Γ))→ ℜ to be the continuous P -periodic (in x) function in Cl(Ω(Γ)) which
is harmonic in Ω(Γ) and satisfies the boundary conditions: U(Γ; p) = 0 on Γ1
and U(Γ; p) = 1 for Γ2. (For convenience, we also define Ui(Γ; p), i = 1, 2, such
that U1(Γ; p) = U(Γ; p) and U2(Γ; p) := 1 − U(Γ; p).) For any finite arc γ or
region ω, we use ||γ|| and K(γ) to denote, respectively, the Euclidean arc-length
and total curvature of γ or, while ||ω|| denotes the Euclidean area of ω. For
P -periodic (in x) arcs and regions, the same notation refers to the length, total
curvature, or area of the restriction of γ or ω to one P -period.
Given the constants 0 < A ≤ A and A1, A2 > 0, we use A to denote the class of
all strictly-positive, twice-continuously-differentiable functions a(p) : ℜ2 → ℜ+
such that A ≤ a(p) ≤ A and the absolute values of all first (resp. second)
order partial derivatives of a(p) are uniformly bounded above by A1 (resp. A2).
Given ̺ ∈ (0, 1], let A̺ denote the family of all functions in A which are also
in C 3,̺(ℜ2). (We remark that A1 ≤
√
2δA2, where δ := A − A.) We make
frequent use of the constant ε0 := min{1/2, A2/2A1}.
Problem 2.2 (Double free-boundary Bernoulli problem with two independent
flow-speed functions; the strip-like, P -periodic case) Given the strictly-positive,
P -periodic (in x), C2-functions a1(p), a2(p) : ℜ2 → ℜ+, we seek a pair Γ =
(Γ1,Γ2) ∈ X such that |∇U(Γ; p)| = a1(p) on Γ1 and |∇U(Γ; p)| = a2(p) on Γ2.
Definition 2.3 (Lower and upper solutions of the double free-boundary Ber-
noulli problem) A pair of directed C2-arcs Γ = (Γ1,Γ2) ∈ X is called a lower
(resp. upper) solution of Prob. 2.2 if |∇U(Γ; p)| ≤ (≥) a1(p) on Γ1 and
|∇U(Γ; p)| ≥ (≤) a2(p) on Γ2. It is a strictly lower (resp. strictly upper) solu-
tion of Prob. 2.2 if |∇U(Γ; p)| < (>) a1(p) on Γ1 and |∇U(Γ; p)| > (<) a2(p)
on Γ2.
Theorem 2.4 (Existence of solutions of Prob. 2.2) In the context of Prob. 2.2,
given the strict upper and lower solutions, Γ+ and Γ−, both in X∩C2, and such
that Γ− < Γ+, there exists a solution Γ ∈ X ∩ C1,1 such that Γ− < Γ < Γ+.
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Definition 2.5 (Solution at λ, upper and lower solutions at λ) For any pair
λ = (λ1, λ2) ∈ ℜ2+, a curve-pair Γ = (Γ1,Γ2) ∈ X ∩ C2 is called a solution
(resp. lower solution, upper solution) of Prob. 2.2 at λ if Γ is a solution
(lower solution, upper solution) of Prob. 2.2 with the positive C2-functions
a1(p), a2(p) : ℜ2 → ℜ+ replaced by the functions λ1a1(p), λ2a2(p) : ℜ2 → ℜ+.
Remark 2.6 (Equivalence of the annular case to the periodic case) Prob. 2.2
is equivalent to Prob. 1.1 in the following sense: Let the simple closed curves
Γˆ1 and Γˆ2 (expressed in polar coordinates r, θ relative to an origin encircled
by Γˆ1) be equivalent to the 2π-periodic (in x) arcs Γ1 and Γ2 (expressed in
Cartesian coordinates (x, y) under the mapping r = exp(−y), θ = x. Similarly,
let the polar-coordinate functions aˆ1(r, θ), aˆ2(r, θ) correspond to the 2π-periodic
Cartesian-coordinate functions a1(x, y), a2(x, y) such that r aˆ1(r, θ) = a2(x, y)
and r aˆ2(r, θ) = a1(x, y), where r = exp(−y) and θ = x. Then the curve-pair
(Γˆ1, Γˆ2) solves Prob. 1.1 relative to the function-pair (aˆ1, aˆ2) if and only if the
curve-pair (Γ1,Γ2) solves Prob. 2.2 relative to the function-pair (a1, a2). The
proof follows essentially from the fact that if Uˆ(r, θ) and U(x, y) are correspond-
ing capacitary potentials in the domains Ωˆ and Ω such that ∂Ωˆ = Γˆ1 ∪ Γˆ2
and ∂Ω = Γ1 ∪ Γ2, then Uˆ(exp(jz)) = U(z) in Ω for j =
√−1, whence
r|∇U(r, θ)| = |∇U(x, y)| by differentiation.
Remark 2.7 (a) (The one-dimensional model of Prob. 2.2) Some insight into
the general existence and uniqueness of solutions of Prob. 2.2 can be gained by
studying the simpler one-dimensional case, corresponding to the cross-section of
a straight 2-dimensional flow. Here, given positive, smooth real-valued functions
a1(x), a2(x) : ℜ → ℜ+ (with reciprocals bi(x) = (1/ai(x)), i = 1, 2), one seeks a
pair (x1, x2) with x1 < x2 such that a1(x1) = (1/(x2 − x1)) = a2(x2), or, more
conveniently, such that (i): b1(x1) = (x2−x1) = b2(x2). The pair (x1, x2) (with
x1 < x2) is a strict lower (resp. strict upper) solution of Prob. (i) if and only if
(ii): b1(x1) < (>)(x2 − x1) < (>)b2(x2). Clearly, there is no solution of (i) in
the case where the functions a1(x) and a2(x) are distinct constants (for which
there are also no weak upper and lower solutions). Every pair (x1, x1 + (1/C)),
x1 ∈ ℜ, is a solution in the case where a1(x) = C = a2(x) for a constant
C. If we assume that a1(x), a2(x) ≥ A > 0 and |a′1(x)|, |a′2(x)| < A1 for all
x ∈ ℜ, then (x1, x2) cannot be a solution if |a2(x) − a1(x)| < 2(A1/A) for
any point x ∈ [x1, x2]. The natural place for a solution is near a point where
(a2(x) − a1(x)) changes sign.
(b) (One-dimensional model in the case where a1(x) = a(x) = a2(x)) In the
interesting special case where a1 and a2 reduce to the same function a(x), there
are no solutions in any interval in which a(x) is strictly monotone. The natural
location to seek solutions is near local extrema of the function a(x). Consider the
case where the function a(x) is strictly decreasing (resp. increasing) to the left
(right) of a single minimum at x0 ∈ ℜ and a(x) → +∞ as x → ±∞. For any
value α > a(x0), we have a(x1) = a(x2) = α for unique values x1 = x1(α) < x0
and x2 = x2(α) > x0. Also, the function φ(α) := |x2(α)− x1(α)| increases con-
tinuously from 0 to +∞ as α increases from a(x0) to ∞. Therefore there exists
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a unique root α = α0 of the equation φ(α) = (1/α). The pair (x1(α0), x2(α0))
uniquely solves the problem, as is clear from the construction. In the alternate
case where the positive function a(x) is strictly increasing (decreasing) to the left
(right) of a single maximum at a point x0 and a(x)→ 0 as x→ ±∞, there are
again unique points x1(α) < x0 < x2(α) such that a(x1(α)) = α = a(x2(α)) for
any α ∈ (0, a(x0)), but the function φ(α) := |x2(α) − x1(α)| decreases continu-
ously from +∞ to 0 as α increases from 0 to a(x0). The solutions are again all of
the form (x1(α0), x2(α0)) corresponding to roots of the equation φ(α) = (1/α),
but there may be no root or many roots, even infinitely many, depending on the
exact details of the given function a(x). Whatever solution-pairs exist can all
be strictly ordered by inclusion of the corresponding intervals (which all contain
x0), and therefore cannot be ordered by components.
(c) (Proof of Thm. 2.4 in the one-dimensional model) Let X denote the set of
all pairs of real numbers (x1, x2) such that x1 < x2. In X , we define inequality
notation (for example (x1, x2) < (≤)(y1, y2)) componentwise. We choose η0 =
min{1/2, 1/2B1}, where bi(p) ≥ B > 0 and |b′i(x)| ≤ B1 for i = 1, 2 and all
x ∈ ℜ. For any ε ∈ (0, η0), we define the continuous operator Tε : X → X such
that for any pair (x1, x2) ∈ X , we have Tε(x1, x2) = (x∗ε,1, x∗ε,2) ∈ X , where the
values x∗ε,1 ∈ (−∞, (1−ε)x1+ε x2) and x∗ε,2 ∈ (ε x1+(1−ε)x2,∞) are uniquely
determined by the requirements that (iii): x∗ε,1+ε b1(x
∗
ε,1) = (1−ε)x1+εx2 and
x∗ε,2 − ε b2(x∗ε,2) = εx1 + (1 − ε)x2 (from which it follows that x∗ε,2 − x∗ε,1 =
(1− 2ε)(x2 − x1) + ε (b2(x∗ε,2) + b1(x∗ε,1)) ≥ 2Bε). A pair (x1, x2) ∈ X is called
an operator ”fixed point” at ε if (iv): Tε(x1, x2) = (x1, x2), or, equivalently:
b1(xε,1) = (x2 − x1) = b2(xε,2), and it is called a weak lower (resp. upper)
solution of the fixed-point problem (iv) at ε if (v): Tε(x1, x2) ≥ (≤)(x1, x2), or,
equivalently, b1(x
∗
ε,1) ≤ (≥) (x2 − x1) ≤ (≥) b2(x∗ε,2). For (x1, x2), (y1, y2) ∈ X ,
and ε ∈ (0, η0), it follows from the definitions (iii) that (vi): if (x1, x2) ≤
(y1, y2), then Tε(x1, x2) ≤ Tε(y1, y2). Also, it follows from (i), (iv), and (v)
that (vi): if, given any positive null-sequence
(
εk
)
, a corresponding sequence of
fixed points (of Tε at ε = εk) has a convergent subsequence, then the limit-pair
solves (i), and, finally (vii): any strict lower (resp. upper) solution of (i) is also
a strict lower (upper) solution of (iv) at ε if ε ∈ (0, η0) is sufficiently small.
In the context of Prob. (i), let be given a strict lower solution (x−1 , x
−
2 ) and
a strict upper solution (x+1 , x
+
2 ), both in X , such that (x
−
1 , x
−
2 ) < (x
+
1 , x
+
2 ).
We then slightly increase (resp. decrease) the components of (x−1 , x
−
2 ) (resp.
(x+1 , x
+
2 )) while preserving these properties. It follows that (viii):(x
−
1 , x
−
2 ) <
Tε(x
−
1 , x
−
2 ) ≤ · · · ≤ T nε (x−1 , x−2 ) ≤ T nε (x+1 , x+2 ) ≤ · · · ≤ Tε(x+1 , x+2 ) < (x+1 , x+2 )
for any n ∈ N and any sufficiently small value ε ∈ (0, η0), where the first
and last inequalities in (viii) both follow from (vii), and then all the remaining
inequalities follow by multiple applications of (vi). By continuity, the pairs
(x˜±ε,1, x˜
±
ε,2) := limn→∞ T
n
ε (x
±
1 , x
±
2 ) (which may be identical) are both ”fixed
points” of the operator Tε such that (ix): (x
−
1 , x
−
2 ) < (x˜
−
ε,1, x˜
−
ε,2) ≤ (x˜+ε,1, x˜+ε,2) <
(x+1 , x
+
2 ). It follows by (vi) and a compactness argument that there exists a
solution (x˜1, x˜2) of Prob. (i) such that (x
−
1 , x
−
2 ) ≤ (x˜1, x˜2) ≤ (x+1 , x+2 ). At this
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point, we complete the proof by returning to the original components of the pairs
(x±1 , x
±
2 ).
Definition 2.8 (A-operator definitions) (See Lemmas 2.20 and 2.21.) (a)
Given the functions a1(p), a2(p) ∈A, we define their reciprocal functions b1(p),
b2(p) : ℜ2 → ℜ+, such that bi(p) :=
(
1
/
ai(p)
)
, and the related functions
φi(p) : Cl
(
Di(Γ)
)→ [0,∞), i = 1, 2, such that φi(p) = ai(p) dist(p,Γ).
(b) Let ε0 := min{1/2, A2/2A1}. For any ε ∈ (0, ε0), Γ ∈ X, and i = 1, 2, we
define G˙ε,i(Γ) to be the (open) set of all points p ∈ Di(Γ) such that φi(p) > ε,
and we define Gε,i(Γ) to be the (open) set of all points p ∈ G˙ε,i(Γ) such that p
is joined to {y = (−1)i∞} by an arc γ ⊂ G˙ε,i(Γ). Finally, we define the open
set Gˆε,i(Γ) to be the union of the collection of all the open balls B
(
p ; ε bi(p)
)
whose center-points p are elements of the set Gε,i(Γ).
(c) Equivalently, we define Gˆε,i(Γ) to be the union of the set of all closed balls
B
(
p ; ε bi(p)
) ⊂ Di(Γ), whose center-points p are joined to {y = (−1)i∞} by
directed arcs γ ⊂ Di(Γ) such that B
(
q ; ε bi(q)
) ⊂ Di(Γ) for all points q ∈ γ
(including the initial point p ∈ γ), and we then define Gε,i(Γ) to be the set of
the center-points of all the closed balls B
(
p ; ε bi(p)
) ⊂ Gˆε,i(Γ). Alternatively,
one can define Gε,i(Γ) :=
{
p ∈ Gˆε,i(Γ) : φi(p) > ε
}
. We remark that Gε,i(Γ)
can be characterized as the set of all points p ∈ Gε,i(Γ) which are joined to
{y = (−1)i∞} by arcs γ ⊂ Gε,i(Γ).
(d) Similarly, we define the closed set H˙ε,i(Γ) :=
{
p ∈ Cl(Di(Γ)) : φi(p) ≥ ε},
and we use Hε,i(Γ) to denote the closed set of all points in the set H˙ε,i(Γ)
which are joined to {y = (−1)i∞} by directed arcs γ lying entirely within the
same set H˙ε,i(Γ). The set Hε,i(Γ) can be characterized as the set of all points
p ∈ Hε,i(Γ) such that p is joined to {y = (−1)i∞} by an arc γ ⊂ Hε,i(Γ). We
also use Hˆε,i(Γ) to denote the closure of the union of all the balls B
(
p ; ε bi(p)
)
whose center-points p are elements of the set Hε,i(Γ). Equivalently, we define
Hˆε,i(Γ) to be the union of the set of all closed balls B
(
p ; ε bi(p)
) ⊂ Di(Γ), whose
center-points p can be joined to {y = (−1)i∞} by directed arcs γ ⊂ Di(Γ) such
that B
(
q ; ε bi(q)
) ⊂ Di(Γ) for all points q ∈ γ (including the initial point p ∈ γ),
and we then define Gε,i(Γ) to be the set of the center-points of all the closed balls
B
(
p ; ε bi(p)
) ⊂ Gˆε,i(Γ).
Definition 2.9 (Operator definitions for Prob. 2.2) We define the capacitary-
potential operators
Φε(Γ) =
(
Φε,1(Γ),Φε,2(Γ)
)
: X→ X˜ε, ε ∈ (0, 1/2), (8)
(where X˜ε := Φε(X) = the range of Φε) component-wise such that
Φε,i(Γ) =
{
Ui(Γ; p) = ε
}
, i = 1, 2. (9)
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In other words, Φε(Γ) denotes the level curve at altitude ε of one of the capacit-
ary-potential functions Ui(Γ; p) associated with the strip-like domain Ω(Γ) be-
tween the components of Γ.
In the context of Def. 2.8, we define the parametrized families of A-operators:
Ψ±ε (Γ) = (Ψ
±
ε,1(Γ),Ψ
±
ε,2(Γ)) : X˜ε → X, ε ∈ (0, ε0), (10)
such that Ψ±ε,i(Γ) := Ψ
±
ε,i(Γi) for i = 1, 2, where
Ψ+ε,1(Γ1) := ∂Hε,1(Γ1); Ψ
+
ε,2(Γ2) := ∂Gε,2(Γ2), (11)
Ψ−ε,1(Γ1) := ∂Gε,1(Γ1); Ψ
−
ε,2(Γ2) := ∂Hε,2(Γ2), (12)
both for all Γ = (Γ1,Γ2) ∈ X˜ε (or both for all Γ1,Γ2 ∈ X˜ε, where X˜ε denotes
the set of all first components and all second components of pairs in X˜ε). Here,
for each ε ∈ (0, ε0), Γ = (Γ1,Γ2) ∈ X˜ε, and i = 1, 2, the above sets ∂Gε,i(Γi)
and ∂Hε,i(Γi) are interpreted (by Lems. 2.20 and 2.21) to be P -periodic (in
x) directed arcs in X such that ∂Gε,i(Γi) are double-point free, while the arcs
∂Hε,i(Γi) do not cross themselves.
Finally, in terms of Eqs. (8)-(12), we define the family of composite operators
T±ε (Γ) =
(
T±ε,1(Γ), T
±
ε,2(Γ)
)
: X→ X, 0 < ε < ε0, (13)
such that
T±ε (Γ) = Ψ
±
ε
(
Φε(Γ)
)
for all Γ ∈ X. (14)
We remark that for any ε ∈ (0, ε0) and Γ ∈ X, we have Tε(Γ) ∈ X by Lem.
2.21(c).
Problem 2.10 (The operator ”fixed point” problem) Given ε ∈ (0, ε0), the pos-
itive C2-functions a1(p), a2(p) : ℜ2 → ℜ+, and the operators T±ε : X → X
defined in Def. 2.9, we seek pairs Γ±ε = (Γ
±
ε,1,Γ
±
ε,2) ∈ X (called ”fixed points”
at ε) such that
T±ε (Γ
±
ε ) = Γ
±
ε . (15)
Definition 2.11 (Family of operator ”fixed points”) Given the positive C2-
functions a1(p), a2(p) : ℜ → ℜ+, for any ε ∈ (0, ε0), we use Fε to denote
the family of all ”fixed points” Γ±ε ∈ X of the operators T±ε (i.e. solutions of
Prob. 2.10).
Theorem 2.12 (Characterization of operator fixed points) In view of the def-
initions of the operators T±ε : X → X, ε ∈ (0, ε0) (in terms of Def. 2.8 and
Def. 2.9, Eqs. (9)-(12)), any pair of ”fixed points” (solution pairs) Γ±ε =
(Γ±ε,1,Γ
±
ε,2) ∈ Fε (which exist by Thms. 2.16 and 2.18), must satisfy the equa-
tions:
Γ+ε,1 = ∂Hε,1(Γ˜
+
ε,1) ⊂
{
p ∈ D1
(
Γ˜+ε,1
)
: a1(p) dist
(
p, Γ˜+ε,1
)
= ε
}
, (16)
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Γ+ε,2 = ∂Gε,2(Γ˜
+
ε,2) ⊂
{
p ∈ D2
(
Γ˜+ε,2
)
: a2(p) dist
(
p, Γ˜+ε,2
)
= ε
}
, (17)
Γ−ε,1 = ∂Gε,1(Γ˜
−
ε,1) ⊂
{
p ∈ D1
(
Γ˜−ε,1
)
: a1(p) dist
(
p, Γ˜−ε,1
)
= ε
}
, (18)
Γ−ε,2 = ∂Hε,2(Γ˜
−
ε,2) ⊂
{
p ∈ D2
(
Γ˜−ε,2
)
: a2(p) dist
(
p, Γ˜−ε,2
)
= ε
}
, (19)
where Γ˜±ε,i := Φ
±
ε,i(Γ
±
ε,i) = {U±ε,i(p) = ε}, and where we define U±ε,i(p) :=
Ui(Γ
±
ε ; p) in the closure of the domain Ω
±
ε := Ω(Γ
±
ε ). It follows from (16)-
(19) that for any i = 1, 2 and ε ∈ (0, ε0), we have
ai(p) dist
(
p, Γ˜±ε,i
)
= ε for all points p ∈ Γ±ε,i. (20)
Therefore, any solution Γε = (Γε,1,Γε,2) ∈ Fε of Prob. 2.10 (representing either
Γ+ε or Γ
−
ε ) can be characterized as a pair Γε ∈ X such that ai(p) dist(p, Γ˜ε,i) = ε
for all points p ∈ Γε,i, i = 1, 2, where Γ˜ε,i := Φε,i(Γε).
Definition 2.13 (Lower and upper solutions of operator fixed-point problems)
For ε ∈ (0, ε0), let Tε denote one of the operators T±ε . Then a curve-pair
Γε ∈ X is a lower (resp. strict lower, upper, strict upper) solution of the
operator ”fixed point” problem (Prob. 2.10) at ε if Tε(Γε) ≥ (resp. >, ≤, or
<) Γε
Lemma 2.14 (Inequalities for operators (See Rem. 2.7)) In the context of
Defs. 2.8 and 2.9:
(a) We have Γ1 ≤ Φε,1(Γ) < Φε,2(Γ) ≤ Γ2 for every Γ = (Γ1,Γ2) ∈ X and
ε ∈ (0, 1/2).
(b) For any ε ∈ (0, 1/2) and Γ1,Γ2 ∈ X such that Γ1 ≤ Γ2, we have Φε(Γ1) ≤
Φε(Γ2), where Φε = (Φε,1,Φε,2).
(c) We have Ψ−ε,1(Γ) ≤ Ψ+ε,1(Γ) ≤ Γ ≤ Ψ−ε,2(Γ) ≤ Ψ+ε,2(Γ) for every Γ ∈ X˜ε and
ε ∈ (0, ε0).
(d) We have dist(Ψ±1,ε(Γ1),Ψ
±
2,ε(Γ2)) ≥ (2ε/A) for any Γ = (Γ1,Γ2) ∈ X and
any ε ∈ (0, ε0).
(e) If Γ1 ≤ Γ2 in X, then Ψ±ε,1(Γ1) ≤ Ψ±ε,1(Γ2) and Ψ±ε,2(Γ1) ≤ Ψ±ε,2(Γ2), both
for all ε ∈ (0, ε0).
(f) If ε ∈ (0, ε0) and Γ1 ≤ Γ2 in X, then T±ε (Γ1) ≤ T±ε (Γ2). Therefore
T−ε (Γ1) ≤ T+ε (Γ2).
Proofs. Part (a) follows from the comparison principle for capacitary poten-
tials, and Part (b) follows component-wise from the same.
Turning to Part (c), for fixed ε ∈ (0, ε0) and Γ ∈ X˜ε, we have G˙ε,i(Γ) :=
{
p ∈
Di(Γ) : ai(p) dist
(
p,Γ
)
> ε
} ⊂ H˙ε,i(Γ) := {p ∈ Di(Γ) : ai(p) dist(p,Γ) ≥ ε} ⊂
Di(Γ), for i = 1, 2, from which it follows that Gε,i(Γ) ⊂ Hε,i(Γ) ⊂ Di(Γ) for
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i = 1, 2, and therefore that ∂Gε,1(Γ) ≤ ∂Hε,1(Γ) ≤ Γ ≤ ∂Hε,2(Γ) ≤ ∂Gε,2(Γ).
In view of this, the claim (c) follows from Eqs. (11) and (12).
Concerning Part (d), we have dist (Γ1,Ψ
±
ε,1(Γ1)) ≥ (ε/A) and dist (Γ2,Ψ±ε,2(Γ2))
≥ (ε/A), where Ψ±ε,1(Γ1) ≤ Γ1 ≤ Γ2 ≤ Ψ±ε,2(Γ2).
Turning to Part (e), we assume that Γ1 ≤ Γ2 in X˜ε. Then for all p ∈ ∂Gε,i(Γi),
we have that ε = ai(p) dist
(
p,Γi
) ≤ ai(p) dist (p,Γ3−i), from which it follows
that ∂Gε,i(Γi) ⊂ Cl
(
Gε,i(Γ3−i)
)
= Cl
(
Di(∂Gε,i(Γ3−i))
)
, i = 1, 2. It follows
from this by (11) and (12) that Ψ+ε (Γ2) = ∂Gε,2(Γ2) ≥ ∂Gε,2(Γ1) = Ψ+ε (Γ1) and
Ψ−ε (Γ1) = ∂Gε,1(Γ1) ≤ ∂Gε,1(Γ2) = Ψ−ε (Γ2). The remaining two inequalities
follow from an analogous argument based on the sets Hε,i(Γi).
Finally, concerning Part (f), the first assertion follows from Parts (b) and (e),
and the second assertion follows from Parts (b) and (c).
Lemma 2.15 Given ε ∈ (0, 1), let Γε ∈ X denote a lower (resp. upper) solu-
tion of Prob. 2.10 at ε. Then Γε,n := T
n
ε (Γε) ∈ X is a lower (resp. upper)
solution of Prob. 2.10 at ε such that Γε,1 ≥ (≤)Γε.
Theorem 2.16 (Existence of operator ”fixed points” between upper and lower
solutions of Prob. 2.10 (See Rem. 2.7)) Given ε ∈ (0, ε0), let Γ±∗,ε ∈ X denote
two curve-pairs such that
Γ−∗,ε ≤ Γ+∗,ε, (21)
Γ−∗,ε ≤ T−ε (Γ−∗,ε); T+ε (Γ+∗,ε) ≤ Γ+∗,ε. (22)
Then: (a) There exist (not necessarily distinct) ”fixed points” Γ±ε ∈ X of the
double-free-boundary operators T±ε , respectively, such that
Γ−∗,ε ≤ Γ−ε ≤ Γ+ε ≤ Γ+∗,ε, (23)
and such that Γ−ε ≤ Γε ≤ Γ+ε for any other ”fixed point” Γε of either operator
such that Γ−∗,ε ≤ Γε ≤ Γ+∗,ε.
(b) In fact the maximal (resp. minimal) fixed point Γ+ε (resp. Γ
−
ε ) of the
operator T+ε (resp. T
−
ε ) is the limit of the weakly monotone decreasing (resp.
weakly monotone increasing) sequence of upper solutions Γ+ε,n := (T
+
ε )
n(Γ+∗,ε) ∈
X (resp. lower solutions Γ−ε,n := (T
−
ε )
n(Γ−∗,ε) ∈ X).
Definition 2.17 (An invariant set Y) Let Γ˜ = (Γ˜1, Γ˜2) ∈ X ∩ C2 and Γˆ =
(Γˆ1, Γˆ2) ∈ X∩C2 be respective lower and upper solutions of Prob. 2.2 (see Def.
2.3) such that Γ˜ < Γˆ. We define Y := {Γ ∈ X : Γ˜ ≤ Γ ≤ Γˆ}. By the definitions
of strict lower and upper solutions, there exists a value ε1 = ε1(Γ˜, Γˆ) ∈ (0, ε0)
so small that for any value ε ∈ (0, ε1], we have
a1(p) dist(p, {U˜1 = ε}) ≥ ε on Γ˜1; a2(p) dist(p, {U˜2 = ε}) ≤ ε on Γ˜2,
a1(p) dist(p, {Uˆ1 = ε}) ≤ ε on Γˆ1; a2(p) dist(p, {Uˆ2 = ε}) ≥ ε on Γˆ2,
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where U˜i(p) := Ui(Γ˜; p) and Uˆi(p) := Ui(Γˆ; p), both for i = 1, 2. It easily follows
from this that T±ε (Γ˜) ≥ Γ˜ and T±ε (Γˆ) ≤ Γˆ whenever ε ∈ (0, ε1]. In view of the
monotonicity properties of the operators (Lem. 2.14(f)), we have
T±ε (Γ) : Y → Y, ε ∈ (0, ε1).
Theorem 2.18 (Existence of ”Fixed points” in an invariant set) We let Γ˜ ∈
X ∩ C2 and Γˆ ∈ X ∩ C2) denote respective strict lower and upper solutions of
Prob. 2.2 (see Def. 2.3) such that Γ˜ < Γˆ. Then:
(a) For any ε ∈ (0, ε1] (with ε1 := ε1(Γ˜, Γˆ) as in Def. 2.17), all the assertions
of Thm. 2.16 hold, where one defines Γ−∗,ε := Γ˜ and Γ
+
∗,ε := Γˆ. In particular,
there exists at least one fixed point Γ±ε ∈ Y of either operator T±ε .
(b) There exists a constant M such that
K(Γε,1),K(Γε,2), ||Γε,1||, ||Γε,2|| ≤M, (24)
uniformly for all sufficiently small ε ∈ (0, ε1], and all fixed points Γε ∈ Y of
either of the operators T±ε at ε, such that K(Γε,1),K(Γε,2), ||Γε,1||, ||Γε,2|| <∞.
Corollary 2.19 For sufficiently small ε ∈ (0, ε1], the estimate (24) in Thm.
2.18(b) applies to the ”fixed points” Γ±ε ∈ Y of the operators T±ε , since they are
both limits of monotone sequences of operator iterates (see the proofs of Thms.
2.12 and 5.2(b)).
Proof of Thm. 2.16. (See Rem. 2.7(b).) For any fixed value ε ∈ (0, ε0), it
follows from (20) and (22), by multiple application of Lems. 2.14(f) and 2.15,
that
Γ−∗,ε ≤ Γ−ε,1 ≤ Γ−ε,2 ≤ · · · ≤ Γ−ε,n ≤ Γ+ε,n ≤ · · · ≤ Γ+ε,2 ≤ Γ+ε,1 ≤ Γ+∗,ε (25)
in X for all n ∈ N , where we define Γ±ε,k := (T±ε
)k
(Γ±∗,ε) ∈ X for all k ∈ N ,
from which it follows that
Γ±ε,n+1 = T
±
ε
(
Γ±ε,n
)
, (26)
for all n ∈ N . We also have that
dist(Γ±ε,k,1,Γ
±
ε,k,2) ≥ (ε/A ) (27)
for k ∈ N , due to Lem. 2.14(d). For ε ∈ (0, ε0), we let Γ+ε,i, i = 1, 2, denote
the boundary of the union D+ε,i of the weakly increasing sequence (under set
inclusion) of the upper complementsD+ε,n,i of the curves Γ
+
ε,n,i, n ∈ N . Similarly,
we define Γ−ε,i, i = 1, 2, to be the boundary of the the union D
−
ε,i of the weakly
increasing sequence (under set inclusion) of the lower complements D−ε,n,i of the
curves Γ−ε,n,i, n ∈ N . Then Γ±ε := (Γ±ε,1,Γ±ε,2) ∈ X, since dist(Γ±ε,1,Γ±ε,2) ≥
(ε/A ) by (27). Since, for the above definitions of Γ±ε , we have Γ
+
ε,n ↓ Γ+ε and
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Γ−ε,n ↑ Γ−ε , both as n → ∞, it follows by (26) and continuity-properties of the
operators (see Lems. 2.23 and 2.24) that
Γ±ε = limn→∞
Γ±ε,n+1 limn→∞
T±ε
(
Γ±ε,n
)
= T±ε ( limn→∞
Γ±ε,n
)
= T±ε
(
Γ±ε
)
. (28)
Therefore, the pairs of directed arcs Γ+ε ∈ X (resp. Γ−ε ∈ X), which are the
respective ”fixed points” of the operators T+ε (resp. T
−
ε ), can be obtained as
limits of weakly decreasing (increasing) sequences of upper (lower) solutions, as
asserted. The remaining assertions in Part (a) easily follow from (25).
Proof of Thm. 2.18. Part (a) follows from Thm. 2.16, while Part (b) follows
from Thm. 5.2(c) and Lem. 2.32.
Summary of the proof in Chapters 2 and 3 of Thms. 1.5 and 2.4. By
Rem. 2.6, it suffices to prove Thm. 2.4 in the context of Prob. 2.2. Toward the
proof of Thm. 2.4 following the plan developed in Rem. 2.7(c), we have thus far
defined two (closely related) one-parameter families of monotone operators T±ε ,
ε ∈ (0, ε0) (see Defs. 2.8 and 2.9), whose properties, stated in Lem. 2.14 and in
Section 2.2, are the basis for the proof in this section of Thm. 2.16, and therefore
of Thm. 2.18(a). At this point, we invoke the estimates in Section 5.1 to assert
the existence of uniform bounds (independent of sufficiently small ε > 0) for
the arc-length and total curvature of the fixed points (see Thm. 2.18(b)). It
remains to prove, based on Thm. 2.18 and Section 2.3 (properties of operator
fixed points), that there exist suitable weak solutions Prob. 2.2 satisfying the
same uniform upper bound on their total curvature (see Thm. 2.34). Following
this, Chapter 3 will be devoted to proof that |∇Ui(p)| = ai(p) on Γi, in a strong
sense for i = 1, 2, and that Γi has further regularity properties (see Thms. 3.12
and 3.13).
2.2 General qualitative properties of the A-operators
Lemma 2.20 (Qualitative geometry of the sets Gε,i(Γ) and Hε,i(Γ)) In the
context of Def. 2.8, given ε ∈ (0, ε0), an arc Γ ∈ X˜ε, and functions ai ∈ A,
i = 1, 2, we set φi(p) := r(p) ai(p) in Cl
(
Di(Γ)
)
for i = 1, 2, where r(p) :=
dist
(
p,Γ
)
. Then:
(a) For any given points p, q such that q ∈ Γ and |p − q| = r(p) > 0, we have
φi(p− δν) < φi(p) for 0 < δ < r(p), where ν is the unit vector pointing from q
to p.
(b) The continuous function φi(p) : Cl
(
Di(Γ)
) → [0,∞) cannot have a weak
local minimum at any point p0 ∈ Di(Γ) at which φi(p0) < ε0.
(c) Assume for a given non-empty, bounded open set ωi ⊂ Di(Γ), that φi(p) ≥ ε
on ∂ωi for some constant ε ∈ (0, ε0). Then φi(p) > ε throughout ωi.
(d) For any fixed value ε ∈ (0, ε0), and any fixed arc Γ ∈ X˜ε, the P -periodic (in
x) sets Gi := Gε,i(Γ), Gi := Cl
(
Gε,i(Γ)
)
, and Hi := Hε,i(Γ) , i = 1, 2 (such that
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Gi ⊂ Gi ⊂ Hi, i = 1, 2), are all uniquely determined by Def. 2.8. Moreover, for
η > 0 sufficiently large, each one of these sets contains the strip Ri(η) := {|y| >
η}∩Di(Γ), and in fact it follows from Def. 2.8 that every point of the set Gi is
connected to Ri(η) by a closed arc γ ⊂ Di(Γ) such that B
(
q ; ε bi(q)
) ⊂ Di(Γ)
(i.e. φi(q) > ε) for all q ∈ γ, whereas every point of Gi and Hi is joined to
Ri(η) by a closed arc γ ⊂ Di(Γ) such that B
(
q ; ε bi(q)
) ⊂ Di(Γ) (i.e. φi(q) ≥ ε)
for all q ∈ γ.
(e) In the context of Part (d), the connected sets Gi, Hi, and Gi := Cl(Gi),
i = 1, 2, are all simply-connected in the sense of having no ”holes” (as discussed
in the proof). Therefore, the arcs ∂Gi, i = 1, 2, must be double-point free. Also,
in the notation of Def. 2.1, we have Gi = Di(∂Gi), Gi = Cl
(
Di(∂Gi)
)
, and
Hi = ∂Hi ∪Di(∂Hi), all for i = 1, 2.
(f) Each of the sets in Part (d) satisfies the condition: dist
(
p,Γ
)
> ε bi(p)
(i.e. φi(p) > ε) at all its interior points, while also satisfying the condition:
dist
(
p,Γ
)
= ε bi(p) (i.e. φi(p) = ε) at all its boundary points.
(g) For fixed ε ∈ (0, ε0), Γ ∈ X˜ε, i = 1, 2, and for any sufficiently large value
η > 0, the P -periodic (in x) sets Gˆi = Gˆε,i(Γ) and Hˆi = Hˆε,i(Γ) (see Def.
2.8) are simply connected sets containing Ri(η). Therefore Gˆi = Di(∂Gˆi) and
Int
(
Hˆi
)
= Di(∂Hˆi).
Proof of Part (a). We observe that |r(p) − r(q)| ≤ |p − q| for any p, q ∈ ℜ2,
so that φi(p) is Lipschitz continuous. Also, it easily follows from the definition
of the distance function that r(p− δν) ≤ r(p)− δ for any pair of points (p, q) ∈
ℜ2×Γ, any unit vector ν such that |p− q| = r(p) and p− q = |p− q|ν, and any
value 0 ≤ δ < r(p). Therefore, we have
φi(p− δν) = r(p− δν) ai(p− δν) ≤
(
r(p) − δ) (ai(p) + |∇ai(p∗δ)| δ) (29)
≤ φi(p) + r(p) |∇ai(p∗δ)|δ − ai(p) δ
≤ φi(p)−
(
a2i (p)− φi(p) |∇ai(p∗δ)|
)(
δ
/
ai(p)
)
,
where p∗δ denotes a point on the line-segment joining p to p− δν. It follows that
if φi(p) < ε0, so that
2φi(p) |∇ai(p∗δ)| < 2 ε0 |∇ai(p∗δ)| ≤ 2ε0A1 ≤ A2 ≤ a2i (p),
then
φi(p− δν) < φi(p)− (ai(p)/2) δ (30)
for 0 ≤ δ < r(p), which is impossible if p is a local minimum (at positive altitude
below ε0) of the function φi, and if δ > 0 is sufficiently small.
Proof of Parts (b) and (c). Part (b) follows directly from Part (a). Con-
cerning Part (c), we have φi(p) ≥ ε in Cl(ωi), since otherwise the continuous
function φi(p) : Cl(ωi) → ℜ has a local interior minimum contradicting Part
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(b). With this established, we can repeat the argument for Part (b) to obtain
a contradiction under the assumption that φi(p) = ε for any point p ∈ ωi.
Proof of Part (d). We first observe that
inf
{
φi(x, y) : x ∈ ℜ
}→ +∞ as y → (−1)i∞. (31)
We apply (31) to choose a value η > 0 so large that inf{φi(p) : p ∈ Ri(η)} > 2 ε,
and therefore that Ri(η) ⊂ Gi ⊂ Gi ⊂ Hi ⊂ Gˆi ⊂ Hˆi, all for i = 1, 2, where
we set Ri(η) := {|y| > η} ∩Di(Γ). The remaining assertions in Part (d) follow
from this.
Proof of Part (e). For any fixed Γ ∈ X˜ε and i = 1, 2, let G˙i (resp. H˙i)
denote the open (closed) subset of Di(Γ) in which φi(p) := φi(Γ, p) > ε (resp.
φi(p) ≥ ε), and let Gi (resp. Hi) denote the open (closed) subset of G˙i (resp.
H˙i) consisting of those points which are joined to {y = (−1)i∞} by arcs γ ⊂ G˙i
(resp. γ ⊂ H˙i), and let Oi
(
Cl(G˙i)
)
(resp. Oi
(
Cl(Gi)
)
, Oi(H˙i), Oi(Hi)) denote
the family of all bounded, arc-wise connected, open sets ωi ⊂ ℜ2 such that
∂ωi ⊂ Cl(G˙i) (resp. ∂ωi ⊂ Cl(Gi)
)
, ∂ωi ⊂ H˙i, ∂ωi ⊂ Hi). It follows from Part
(c) that (i): ωi ⊂ G˙i (resp. ωi ⊂ H˙i) for any open set ωi ∈ Oi
(
Cl(G˙i)
)
(resp.
ωi ∈ Oi(H˙i)), and it follows from (i) that (ii): ωi ⊂ Gi (resp. ωi ⊂ Hi) for any
open set ωi ∈ Oi
(
Cl(Gi)
)
(resp. ωi ∈ Oi(Hi)), due to the fact that any point
p ∈ ωi is joined by the shortest possible straight line-segment γ1 ⊂ Cl(ωi) to a
point q ∈ ∂ωi, which is in turn joined by an arc γ2 ⊂ Cl
(
G˙i
)
(resp. γ2 ⊂ H˙i) to
{y = (−1)i∞}, thus joining p to {y = (−1)i∞} by a composite arc γ = γ1+ γ2
through Cl
(
G˙i
)
(resp. H˙i). It follows that (iii): the boundary ∂Gi has no
double points, since, given the connectedness of Gi, the boundary ∂Gi can have
a double-point only if there exists at least one bounded, non-empty, open set
ωi ∈ Oi
(
Cl(Gi)
)
such that ωi ∩ Gi = ∅. But, in view of (ii), this leads to the
contradiction that ωi ⊂ Gi and ωi∩Gi = ∅, proving (iii). Finally, it also follows
from (ii) that (iv): Hi has no ”holes” ωi.
Toward an alternate perspective on Part (e), we remark that (v): for any fixed
open set ωi ∈ Oi(H˙i), any point p ∈ ωi ∩Hi, and any value δ = δ(p) > 0 which
is small enough so that Bδ(p) ⊂ ωi, we have that Bδ(p) ⊂ Hi (due to (i) and a
variant of the above composite-arc argument). It follows from (v) that (vi): we
have ωi ⊂ Hi for i ∈ {1, 2} and any open set ωi ∈ Oi
(
H˙i
)
such that ωi∩Hi 6= ∅.
Therefore, we have that (vii): Int
(
H˙i
) ⊂ Hi ⊂ H˙i, from which it follows that
where . proving the simple-connectedness assertion for the sets Hi, i = 1, 2.
Also, for i = 1, 2, let S(G˙i) (resp. S
(
Cl(G˙i)
)
) denote the family of all bounded,
arc-wise connected, open sets ωi ⊂ ℜ2 such that ∂ωi ⊂ G˙i (resp. ∂ωi ⊂ Cl
(
G˙i
)
).
Analogous reasoning based on Parts (b) and (c) shows that we have ωi ⊂ Gi
for any ωi ∈ S(Gi) (resp. ωi ∈ S
(
Gi
)
) such that ωi ∩Gi 6= ∅.
Proof of Parts (f) and (g). We have that φi(p) ≥ ε in the sets Cl
(
Gi
)
andHi,
by definition. Therefore, we must have that φi(p) > ε throughout the interiors
of the smallest simply-connected sets containing Gi and Hi, which we denote
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by G∗i and H
∗
i , respectively. In fact for any bounded open set ωi ∈ Oi
(
Cl(Gi)
)
or ωi ∈ Oi
(
Hi
)
(see Part (e)), we have φi(p) > ε throughout ωi by Parts (b)
and (c). Finally, in view of the continuity of the functions φi(p) : Cl
(
Di(Γ)
)→
[0,∞), the proof that φi
(
∂Gi
)
= φi
(
∂Hi
)
= ε follows from the maximality of
the sets Gi, Hi under set inclusion subject to the conditions that φi(p) ≥ ε in
the sets Cl
(
Gi
)
and Hi. For example, if φi(p) > ε at some point p ∈ ∂Gi (resp.
p ∈ ∂Hi), then the domain Gi (resp. Hi) can be enlarged to contain a closed
ball B(p ; r) centered at p and having a sufficiently small radius r > 0 such that
φi(p) > 0 throughout B(p ; r). Also, every point q ∈ B(p ; r) can be joined to p
by a radial line-segment γ of length |p − q| ≤ r. Thus, any point q ∈ B(p ; r)
such that q /∈ Gi (resp. q /∈ Hi) can be joined to any point q′ ∈ B(p ; r) ∩ Gi
(resp. q′ ∈ B(p ; r) ∩ Hi) by two radial arcs in sequence, the first joining p to
q and the second joining p to q′. Since also q′ can be joined to {y = (−1)i∞}
by an arc γ through Gi, we conclude that q can be joined to {y = (−1)i∞} by
an arc γ passing through Gi ∪B(p ; r) (resp. Hi ∪B(p ; r)) on which φi(p) ≥ ε,
completing the proof of Part (f). Finally, concerning Part (g), one shows that
the sets Gˆi and Hˆi, whose points are obviously all connected to Ri(η), are in
fact simply-connected, because, by an argument given in the proof of Part (e),
any point p in a bounded, connected, open subset ωi of Gˆi (resp. Hˆi) can be
joined by an arc through Gˆi (resp. Hˆi) to Ri(η) provided that all boundary
points q ∈ ∂ωi have the same property.
Lemma 2.21 (Alternative approach to geometry of A-operators) In the context
of Def. 2.8 and Lem. 2.20:
(a) The boundaries ∂Gˆi and ∂Hˆi of the P -periodic (in x) simply-connected sets
Gˆi = Gˆε,i(Γ), Hˆi = Hˆε,i(Γ), i = 1, 2, are double-point-free directed C
1,1-arcs
such that Gˆi(Γ) = Di(∂Gˆi) and Hˆi(Γ) = Cl
(
Di(∂Hˆi)
)
.
(b) For any fixed ε ∈ (0, ε0), Γ ∈ X˜ε, and i = 1, 2, we call the points p ∈ ∂Hˆi :=
∂Hˆε,i(Γ) and q ∈ ∂Hi := ∂Hε,i(Γ) ”related by (32)” if and only if
q = p+ ε bi(q) Nˆi(p), (32)
where we set bi(p) :=
(
1
/
ai(p)
)
, and use Nˆi(p) to denote the (Lipschitz con-
tinuously varying) left-hand unit normal to the arc ∂Hˆi at any point p ∈ ∂Hˆi.
Then:
(b1) For every point p ∈ ∂Hˆi, there exists at least one point q ∈ ∂Hi such that
the points p and q are related by (32).
(b2) For every q ∈ ∂Hi, there exists a point p ∈ ∂Hˆi such that p and q are
related by (32).
(b3) The point q is uniquely and Lipschitz-continuously determined by the point
p relative to the set of all ordered pairs (p, q) ∈ ∂Hˆi × ∂Hi solving (32).
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(b4) In view of (b1), (b2), and (b3), the set of all ordered pairs of points
(p, q) ∈ ∂Hˆi × ∂Hi satisfying the relation (32) actually constitutes the graph
of a Lipschitz-continuous function
q = fi(p) : ∂Hˆi → ∂Hi, (33)
mapping the arc ∂Hˆi onto the arc ∂Hi. (This part also holds with Hi and Hˆi
replaced by Gi and Gˆi.)
(c) For any fixed ε ∈ (0, ε0) and Γ ∈ X˜ε, the P -periodic (in x) set boundaries
∂Gi := ∂Gε,i(Γ), i = 1, 2, coincide with the positively-oriented, double-point-
free directed arcs Γi ∈ X, defined such that G1 (resp. G2) is the lower (upper)
complement of Γ1 (resp. Γ2). Also, the P -periodic (in x) set-boundaries ∂ Hi =
∂ Hε,i(Γ), i = 1, 2, coincide with P -periodic (in x) directed arcs Γ
∗
i ∈ X which
are positively-oriented by the requirement that the complement of H1 (resp. H2)
be the upper (lower) complement of Γ∗1 (resp. Γ
∗
2), which always lies locally to
the left (right) of Γ∗1 (resp. Γ
∗
2).
Proof of Part (a). Concerning the smoothness of ∂Gˆ, ∂Hˆ , for any ε ∈ (0, 1/2),
there exists a value δ = δ(ε) > 0 such that any arc Γ ∈ X˜ε has tangent balls
of radius δ at all arc-points and on both sides of the arc. Also, for any arc
Γ ∈ X˜ε, the corresponding arc ∂Gˆε,i(Γ) has an interior tangent ball of the
form B
(
p ; ε bi(p)
)
, p ∈ ℜ2, located in the interior of the region Gˆε,i(Γ)). Using
these properties, one can show that for each arc Γ ∈ X˜ε, the corresponding
arc ∂Gˆε,i(Γ) has both an exterior tangent ball B(p ; δ) and an interior tan-
gent ball B
(
p ; ε bi(p)
)
at every arc point. Therefore, the arc ∂Gˆε,i(Γ) has uni-
formly bounded curvature at all points, and is therefore the smooth, double-
point-free image of a C1,1 arc-length parametrization pˆε,i(t) : ℜ → ∂Gˆε,i(Γ).
Also, the mapping Nˆε,i(p) : ∂Gˆε,i(Γ) → ∂B(0, 1) is Lipschitz continuous. (Ob-
viously, the uniform, absolute curvature-bound increases as ε decreases for
ε ∈ (0, ε0).) The remaining assertions follows in the first case from the fact that
ε = ai(p) dist
(
p,Γ
)
= ai(p)|p− q| for any points p ∈ ∂Gε,i(Γ) and q ∈ ∂Gˆε,i(Γ).
Proof of Part (b1). In fact the unknown point q ∈ ∂Hi can be expressed in
the general form: q = q(α) := p+ Nˆip)α, in which α ∈ ℜ. By substitution, we
see that the point q(α) solves (32) for given p ∈ ∂Hˆi if and only if the value
α ∈ ℜ solves the related equation gi(p, α) = 0, where we define the continuous
function gi(p, α) : ℜ → ℜ such that
gi(p, α) := bi
(
p+ Nˆi(p)α
)− α. (34)
By definition, we have that gi(p, 0) = bi(p) > 0, and that gi(p, α) → −∞ as
α→∞. Therefore, by the intermediate value theorem, there exists at least one
value α ∈ (0,∞) such that gi(p, α) = 0, and therefore such that the ordered
pair (p, q(α)) satisfies (34).
Proof of Part (b2). By Lem. 2.20(d), we have dist
(
q,Γ
)
= φi(q) bi(q) >
ε bi(q) for all q ∈ Int
(
Hε,i(Γ)
)
, from which it follows that B
(
q ; εbi(q)
) ⊂ Di(Γ)
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for all q ∈ Int(Hε,i(Γ)). On the other hand, we have dist(q,Γ) = φi(q) bi(q) =
ε bi(q) for all q ∈ ∂Hε,i(Γ) (see Lem. 2.20(d)). Therefore, among all points
q ∈ Hε,i(Γ), we have that
dist
(
q, ∂Hˆε,i(Γ)
)
= dist
(
q,Γ
)
= ε bi(q) ⇐⇒ q ∈ ∂Hε,i(Γ). (35)
It follows that for any point q ∈ ∂Hi, there exists a corresponding point p ∈ ∂Hˆi
such that |q − p| = dist(q, ∂Hˆi) = ε bi(q). Clearly, p ∈ ∂Hˆi is such that (q − p)
is parallel to ν(p) and (p, q) satisfies the requirement of Part (b2).
Proof of Part (b3). For fixed ε ∈ (0, ε0) and i ∈ {1, 2}, and for any two
solution-pairs (p, q), (p′, q′) of (32), we have the equations: q = p+ ε b(q) Nˆ(p)
and q′ = p′ + ε b(q′) Nˆ(p′), from which it follows by applying mean-value esti-
mates to the various differences that
|q − q′| ≤ |p− p′|+ ε |∇b(q∗)| |q − q′|+ ε b(q) |Kˆ(p∗)| |p− p′|, (36)
where p∗ lies between p and p′. Therefore, we have
∣∣q − q′∣∣ ≤ (1 + ε sup{b(p)|Kˆ(p)|}
1− ε sup{|∇ b(p)|}
)∣∣p− p′∣∣ (37)
(where Kˆ(p) denotes the signed curvature of the arc Γˆε,i at the point p ∈ Γˆε,i),
provided only that ε sup{|∇bi(p)| : p ∈ ℜ2} < 1 for i = 1, 2, as always occurs if
ε ∈ (0, ε0).
Proof of Part (c). The first claim follows from the simple-connectedness of
the sets Gi and Cl
(
Gi
)
, as treated in Lem. 2.20(e). Turning to the second claim,
it follows from Part (b4), Eq. (33), that the uniquely-determined boundary sets
∂Hi, i = 1, 2, of Lem. 2.20(d) must coincide with the images Γ
∗
i , i = 1, 2, of
the positively-oriented, Lipschitz-continuous, composite arc-parametrizations of
the form q = qi(t) = fi(pi(t)) : ℜ → ∂Hi, where p = pi(t) : ℜ → ∂Hˆi denotes
a double-point-free arc-length parametrization of the smooth arc ∂Hˆi. Clearly,
the directed arcs Γ∗i , i = 1, 2, retrace the set boundaries ∂Hε,i(Γ), i = 1, 2, as
was asserted. We remark that the arcs Γ∗i may have double-points, but it is
impossible for either one to ”cross over itself”, due to Lem. 2.20(e),(f).
Remark 2.22 (Comments on Lem. 2.20) (a) Given ε ∈ (0, ε0) and Γ ∈ X˜ε, let
Γε,i :=
{
p ∈ Di(Γ) : φi(Γ; p) = ε
}
, and let Rε,i denote the set generated by all
the straight line-segments Lε,i(p) joining points p ∈ Γε,i to corresponding points
q ∈ Γ such that |p− q| = dist(p,Γ). Then φi(p) < ε throughout Rε,i. Moreover,
if ε is less than the minimum radius of curvature of Γ, then the lines Lε,i(p)
depend continuously on p ∈ Γε,i, and therefore Rε,i is the annular domain such
that ∂Rε,i = Γ ∪ Γε,i.
(b) If we assume each point q ∈ ∂Hi is related to one and only one point p ∈ Γ
under Eq. 32, then Γ = ∂Hˆi and the mapping preserves the natural order of
points q ∈ ∂Hi and p ∈ Γ = ∂Hˆi. However, if one point q ∈ ∂Hi is related to
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each of two distinct points p1, p2 ∈ Γ (where we assume p1 (resp. p2) is minimal
(maximal) relative to the natural ordering in Γ), then of course p1, p2 ∈ Γ both
satisfy Eq. (32), as before, but the remaining points p ∈ Γ such that p1 < p < p2
(in terms of the natural ordering in Γ) are not likely to be related to any point
q ∈ ∂Hi, since it is possible to have |p − q| >> ε bi(q) for some points p ∈ Γ
such that p1 < p < p2.
Lemma 2.23 (One-sided continuity of the sets Gε,i(Γ) and Hε,i(Γ) as func-
tions of the arcs Γ ∈ X˜ε) (a) Let be given a weakly monotone sequence of arcs(
Γn
)∞
n=1
, all in X˜ε for some fixed value ε ∈ (0, ε0). Choose i ∈ {1, 2} such
that the open sets Di(Γn) form a weakly increasing sequence (as ordered by set
inclusion). Thus either i = 1 and the arc-sequence
(
Γn
)∞
n=1
is weakly increas-
ing or else i = 2 and the arc-sequence
(
Γn
)∞
n=1
is weakly decreasing. Then we
have D∗ :=
⋃∞
n=1Di(Γn) = Di(Γ), where we define Γ := ∂D
∗ ∈ X˜ε. Also,
for the same values ε ∈ (0, ε0) and i ∈ {1, 2}, we have (in terms of Def. 2.8
and Lem. 2.20) that Gε,i(Γ) =
⋃∞
n=1Gε,i(Γn), where Gε,i(Γn) = Di(Γε,n,i) and
Gε,i(Γ) = Di(Γε,i), in which Γε,n,i := ∂Gε,i(Γn) ∈ X and Γε,i := ∂Gε,i(Γ) ∈ X.
(b) Again let be given a weakly monotone sequence of arcs
(
Γn
)∞
n=1
, all in X˜ε for
some fixed value ε ∈ (0, ε0). Choose i ∈ {1, 2} such that the closed sets Ei(Γn) :=
Cl
(
Di(Γn)
)
form a weakly-decreasing sequence (ordered by set inclusion). (Thus
i = 1 (resp. i = 2) if the arc-sequence
(
Γn
)∞
n=1
is weakly decreasing (increasing.)
Then E∗ :=
⋂∞
n=1Ei(Γn) = Ei(Γ) for some arc Γ := ∂E
∗ ∈ X˜ε. Also assume
the arc-length per P -period (in x) of the arcs Γn is uniformly bounded above
over all n ∈ N . Then (in terms of Def. 2.8) we have ⋂∞n=1Hε,i(Γn) = Hε,i(Γ),
where Hε,i(Γn) = Cl
(
Di(Γε,n,i)
)
and Hε,i(Γ) = Cl
(
Di(Γε,i)
)
, in which Γε,n,i :=
∂Hε,i(Γn) ∈ X and Γε,i := ∂Hε,i(Γ) ∈ X.
(c) For any fixed value ε ∈ (0, ε0), it follows directly from Parts (a) and (b) that
∂Gε,1(Γn) ↑ ∂Gε,1(Γ) and ∂Hε,2(Γn) ↑ ∂Hε,2(Γ), both as Γn ↑ Γ in X˜ε, and
that ∂Gε,2(Γn) ↓ ∂Gε,2(Γ) and ∂Hε,1(Γn) ↓ ∂Hε,1(Γ), both as Γn ↓ Γ in X˜ε. In
view of Def. 2.9, Eqs. (11) and (12), it follows that Ψ+ε,i(Γn,i) ↓ Ψ+ε,i(Γi) for
Γn,i ↓ Γi in X˜ε, and Ψ−ε,i(Γn,i) ↑ Ψ−ε,i(Γi), for Γn,i ↑ Γi in X˜ε, both as n → ∞
for either i = 1 or i = 2, where ↑ and ↓ refer, respectively, to weakly monotone
increasing or weakly monotone decreasing uniform convergence.
Proof of Part (a). For i = 1, 2, we have Di(Γn) ⊂ Di(Γn+1) ⊂ Di(Γ)
for all n ∈ N . Therefore, G˙ε,i(Γn) ⊂ G˙ε,i(Γn+1) ⊂ G˙ε,i(Γ), and we have
γ ⊂ G˙ε,i(Γn+1) (resp. γ ⊂ G˙ε,i(Γ)) for any directed arc γ ⊂ G˙ε,i(Γn) (resp.
γ ⊂ G˙ε,i(Γn+1)) joining any point p ∈ G˙ε,i(Γn) (resp. p ∈ G˙ε,i(Γn+1)) to
{y = (−1)i∞}. Therefore, we have Gε,i(Γn) ⊂ Gε,i(Γn+1) ⊂ Gε,i(Γ), for
i = 1, 2, and all n ∈ N , from which it follows that (i): ⋃∞n=1Gε,i(Γn) ⊂ Gε,i(Γ).
In view of (i), it suffices to show that (ii): Gε,i(Γ) ⊂
⋃∞
n=1Gε,i(Γn), for i = 1, 2
and all n ∈ N. To this end, we let pε,i denote any particular point in the open
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set Gε,i(Γ). Then pε,i ∈ G˙ε,i(Γ) and pε,i can be joined to {y = (−1)i∞} by
a suitable directed arc γε,i contained in the open set G˙ε,i(Γ). Given a suitable
arc γε,i and a value κ > 0 so large that dist
(
p,Γn)
) ≥ ε bi(p) for all n ∈ N and
all points p /∈ Rκ := ℜ × [−κ, κ], we can replace the directed arc γε,i by a new
directed arc γ∗ε,i := γ
(1)
ε,i + γ
(2)
ε,i , consisting of an initial arc-segment γ
(1)
ε,i , which
coincides with the arc γε,i up to the first point, called qε,i, at which γε,i touches
the line {y = (−1)i κ}, followed by a second arc-segment γ(2)ε,i , which follows a
straight vertical path from the point qε,i to {y = (−1)i∞}. Since G˙ε,i(Γ) =⋃∞
n=1 G˙ε,i(Γn), it follows that the set-family
(
G˙ε,i(Γn)
)∞
n=1
is an open covering
of the compact set γ
(1)
ε,i , for which there exists a finite sub-covering. Since the
sets of the open covering are weakly monotone increasing under set inclusion, it
follows that γ
(1)
ε,i ⊂ G˙ε,i(Γn), and therefore that γ∗ε,i ⊂ G˙ε,i(Γn), and therefore
again that pε,i ∈ Gε,i(Γ) for all n ∈ N which are sufficiently large depending in
each case on the point pε,i ∈ Gε,i(Γ). Therefore pε,i ∈
⋃∞
n=1Gε,i(Γn) for any
point pε,i ∈ Gε,i(Γ), from which (ii) follows.
Proof of Part (b). Since Ei(Γ) ⊂ Ei(Γn+1) ⊂ Ei(Γn) for all n ∈ N , we have
H˙ε,i(Γ) ⊂ H˙ε,i(Γn+1) ⊂ H˙ε,i(Γn), from which it follows that γ ⊂ H˙ε,i(Γn+1)
(resp. γ ⊂ H˙ε,i(Γn)) for any directed arc γ ⊂ H˙ε,i(Γ) (resp. γ ⊂ H˙ε,i(Γn+1))
joining any point p ∈ H˙ε,i(Γ) (resp. p ∈ H˙ε,i(Γn+1)) to {y = (−1)i∞}. There-
fore, we have Hε,i(Γ) ⊂ Hε,i(Γn+1) ⊂ Hε,i(Γn), both for i = 1, 2, and all n ∈ N ,
from which it follows that (i): Hε,i(Γ) ⊂
⋂∞
n=1Hε,i(Γn).
In view of (i), it suffices to prove that (ii):
⋂∞
n=1Hε,i(Γn) ⊂ Hε,i(Γ). Toward
this end, we observe that for any given point pε,i ∈
⋂∞
n=1Hε,i(Γn), there exists
a sequence
(
γε,n,i
)∞
n=1
of directed arcs such that (iii): for each n ∈ N , the point
pε,i is joined to {y = (−1)i∞} by the arc γε,n,i, which is located entirely inside
the closed set H˙ε,i(Γn) :=
{
p ∈ Ei(Γn) : ai(p) dist
(
p,Γn
) ≥ ε}. Therefore, we
have (iv): γε,n,i ⊂ H˙ε,i(Γm) for any m,n ∈ N such that m ≤ n. Assuming
that (v): κn,1 = κn,1(ε) (resp. κn,2 = κn,2(ε)) is maximum (resp. minimum)
subject to the requirement that ∂Hε,1(Γn), ∂Hε,2(Γn) ⊂ ℜ × [κn,1, κn,2]), we
let γ∗ε,n,i = γ
(1)
ε,n,i + γ
(2)
ε,n,i for all n ∈ N , where, for i = 1, 2, γ(1)ε,n,i denotes the
initial segment of the arc γε,n,i, up to its first point of contact, called rε,n,i,
with the line {y = κn,i}, and γ(2)ε,n,i denotes the vertical path from rε,n,i to
{y = (−1)i∞}. As an application of (v), we have that γ(2)ε,n,i ⊂ H˙ε,n,i(Γn), and
therefore (vi): γ∗ε,n,i ∈ H˙ε,n,i(Γn). We assume that (vii): the corresponding arc-
length sequence
(||γ(1)ε,n,i||)∞n=1 is uniformly bounded, so that the arc-sequence(
γ
(1)
ε,n,i
)∞
n=1
has a convergent subsequence. It follows that (viii): the related
arc-sequence
(
γ∗ε,n,i
)∞
n=1
also has a convergent subsequence, still indexed by
n ∈ N , such that the arcs γ∗ε,n,i converge uniformly as n → ∞ to a limit-arc
γε,i joining the point pε,i to {y = (−1)i∞}. Then by (iv) and (viii), we have
(ix): γε,i ⊂ H˙ε,i(Γm) for any fixed m ∈ N . Since m ∈ N can be chosen
arbitrarily large in (ix), it follows that γε,i ⊂
⋂∞
m=1 H˙ε,i(Γm), where one easily
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sees that
⋂∞
m=1 H˙ε,i(Γm) =
⋂∞
m=1
{
p ∈ Ei(Γm) : ai(p) dist
(
p,Γm
) ≥ ε} = {p ∈
Ei(Γ) : ai(p) dist
(
p,Γ
) ≥ ε} = H˙ε,i(Γ), and where Γ ∈ X is chosen such that⋂∞
n=1Ei(Γn) = Ei(Γ)). It follows that pε,i ∈ Hε,i(Γ), completing the proof of
(ii) subject to Assumption (vii).
It remains to prove that among the possible arc-sequences
(
γε,n,i
)∞
n=1
sat-
isfying (iii) for each n ∈ N , there exists at least one sequence such that(||γ(1)ε,n,i||)∞n=1 is uniformly bounded (Assumption (vii)). Given any point pε,n,i ∈(ℜ× [κn,1, κn,2])∩Hε,i(Γn), we use γ(1)ε,n,i to denote a directed arc which first fol-
lows the straight-line-segment from the initial point pε,n,i to a point qε,n,i which
is closest to pε,n,i relative to the set ∂Hε,i(Γn), then proceeds from qε,n,i along
the arc ∂Hε,i(Γn) up to its terminal point rε,n,i ∈ (∂Hε,i(Γn) ∩ {y = κn,i}),
which is the first point of contact of the arc ∂Hε,i(Γn) with the line {y = κn,i}.
We also use γ
(2)
ε,n,i to denote the vertical line-segment joining its initial point
rε,n,i to {y = (−1)i∞}, and we use γε,n,i to denote the composite directed arc
joining pε,n,i to {y = (−1)i∞} which first follows the arc γ(1)ε,n,i, then the arc
γ
(2)
ε,n,i. Clearly for each n ∈ N , the composite directed arc γε,n,i satisfies (iii),
and the length of the arc-segment γ
(1)
ε,n,i cannot exceed the length of the arc
∂Hε,i(Γn) relative to one P -period (in x). The latter is uniformly bounded as
n→∞, as we show in Lem. 5.15, Eq. (280). In particular, we have
||γ(1)ε,n,i|| ≤
(
dist
(
pε,i, ∂Hε,i(Γn)
)
+ ||∂Hε,i(Γn)||
)
(38)
≤ 2 ||∂Hε,i(Γn)|| ≤ 2C ||Γn|| ≤ 2CL,
uniformly for all n ∈ N , where L := supn∈N {||Γn|} and C = C(ε) denotes a
uniform upper bound for the Lipschitz constants in (37).
Lemma 2.24 (One-sided continuity of the operators T±ε (Γ) : X → X) Let be
given ε ∈ (0, ε0), a weakly monotone sequence
(
Γε,n
)∞
n=1
of arc-pairs Γε,n =
(Γε,n,1,Γε,n,2) ∈ X, and their limit Γε = (Γε,1,Γε,2) ∈ X. Assume there exists
a uniform upper bound for the sequences
(||Γε,n,i||)∞n=1, i = 1, 2, of arc-lengths
per P -period (in x). Then we have:
Φε(Γε,n) ↑ (↓)Φε(Γε) if Γε,n ↑ (↓)Γε, (39)
Ψ+ε,iΓn,i) ↓ Ψ+ε,i(Γi) if Γn,i ↓ Γi, for i = 1, 2, (40)
Ψ−ε,i(Γn,i) ↑ Ψ−ε,i(Γi) if Γn,i ↑ Γi, for i = 1, 2, (41)
all monotonically as n → ∞. For the parametrized operator family T±ε (Γ) :=
Ψ±ε
(
Φε(Γ)
)
: X→ X, it follows that
T+ε (Γε,n) ↓ T+ε (Γε) for Γε,n ↓ Γε, (42)
T−ε (Γε,n) ↑ T−ε (Γε) for Γε,n ↑ Γε, (43)
both monotonically as n→∞.
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Proof. We have
Ωε,n := Ω(Γε,n,1,Γε,n,2) ↑ (↓)Ωε := Ω(Γε,1,Γε,2)
monotonically as n→∞, in the sense that Γε,n,1 ↑ (↓) Γε,1 and Γε,n,2 ↑ (↓) Γε,2.
Therefore
U(Γε,n,1,Γε,n,2; p) ↓ (↑)U(Γε,1,Γε,2; p),
monotonically and uniformly in compact subsets of Ωε as n → ∞, from which
(39) follows. Also, the assertions (40) and (41) follow from Lem. 2.20(c), and
the assertions (42) and (43) both follow from (39), (40), and (41).
2.3 Properties of operator fixed points
Lemma 2.25 (Alternative characterization of the operator fixed points) For
any ε ∈ (0, ε0), any solution Γε = (Γε,1,Γε,2) ∈ Fε of Prob. 2.10 at ε, and either
i = 1 or i = 2, let ω˜ε,i := {0 < Uε,i(p) < ε} and Γ˜ε,i := {Uε,i(p) = ε}, where
Uε,i(p) := Ui(Γε; p) in the closure of Ωε := Ω(Γε). Also, let Γˆε,i := (∂ωˆε,i)∩Ωε,
where ωˆε,i denotes the intersection with Cl(Ωε) of the union of the collection of
all balls Gε,i(p) := {q ∈ ℜ2 : ai(p)|q − p| < ε} = B(ε/ai(p))(p) having center-
points p ∈ Γε,i. Here, we have that ωˆε,i ⊂ ω˜ε,i, due to the fact that
ai(p) |p− q| < ε = ai(p) dist(p, Γ˜ε,i)
for all p ∈ Γε,i and q ∈ Gε,i(p), by Thm. 2.12, Eq. (20). Then for any point
pε,i ∈ Γε,i and any corresponding point qˆε,i ∈ Γˆε,i ∩ ∂Gε,i(pε,i), the generalized
ball Hε,i(qˆε,i) :=
{
p ∈ ℜ2 : ai(p)|p− qˆε,i| < ε
} ⊂ Ωε ”centered” at the point qˆε,i
is such that pε,i ∈ ∂Hε,i(qˆε,i) ∩ Γε,i.
Proof. For any particular point q ∈ Γˆε,i, we have that q /∈ Gε,i(p) for any
point p ∈ Γε,i. Therefore, we have that ai(p)|q − p| ≥ ε for all points p ∈ Γε,i
and q ∈ Γˆε,i. Therefore, for any point p ∈ Γε,i, we have that p /∈ Hε,i(q) for
any point q ∈ Γˆε,i. Since q denotes any point in Γˆε,i, we conclude that (i):
p /∈ ⋃q∈Γˆε,i Hε,i(q) for all points p ∈ Γε,i.
Also, for any point p ∈ Γε,i, and any corresponding point q = q(p) such that
q ∈ Γˆε,i ∩ ∂Gε,i(p), we have that ai(p)|p − q| ≤ ε and therefore p ∈ ∂Hε,i(q).
In view of (i), it follows that for any point p ∈ Γε,i, we have p ∈ ∂Hε,i(q)
for any generalized ball Hε,i(q) ⊂ Ωε whose ”center-point” q is such that q ∈
∂Gε,i(p) ∩ Γˆε,i.
Lemma 2.26 (Preliminary estimates for ”fixed points”) (a) For any ε ∈ (0, ε0)
and any fixed point Γε = (Γε,1,Γε,2) ∈ Fε, we have |∇Uε,i(p)| ≤ 2A throughout
Ωε\(ω˜ε,1∪ω˜ε,2), and even throughout the larger region Ωε\(ω˙ε,1∪ω˙ε,2), i = 1, 2,
where Uε,i(p) := Ui(Γε; p) in the closure of Ωε := Ω(Γε) and ω˜ε,i := {p ∈ Ωε :
Uε,i(p) < ε} ⊃ ω˙ε,i := {p ∈ Ωε : dist(p,Γε,i) <
(
ε
/
2A
)}.
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(b) It follows from Part (a) that dist(p, ∂Ωε) ≥ ((α−ε)/2A)) for any α ∈ (ε, 1/2]
and any point p ∈ Ωε such that α ≤ Uε,i(p) ≤ (1 − α), i = 1, 2, and therefore
that dist(Γε,1,Γε,2) ≥ ((1 − 2ε)/ 2A) for ε ∈ (0, ε0).
(c) It also follows that for any ε ∈ (0, ε0) and α ∈ (0, 1), we have that Uε,i(p) ≥
αε in the neighborhood Nd(Ωε \ ω˜ε,i), where d := ((1 − α)ε/2A).
Proof. Let Γ˙ε,i (resp. Γ˜ε,i)) denotes the boundary of ω˙ε,i (resp. ω˜ε,i) relative
to Ωε. We have dist(p,Ωε \ ω˜ε,i) =
(
ε
/
ai(p)
) ≥ (ε/A ) for every point p ∈ Γε,i,
from which it follows that dist(p,Γε,i ∪ Γ˜ε,i) ≥ (ε
/
2A ) for all p ∈ Γ˙ε,i. Since
0 ≤ Uε,i ≤ ε in ω˜ε,i, i = 1, 2, it follows by a well-known gradient estimate
that |∇Uε,i(p)| ≤ 2A on Γ˙ε,i, for i = 1, 2, from which it follows by maximum
principle for sub-harmonic functions that |∇Uε(p)| ≤ 2A for all points p in
Ωε \ (ω˙ε,1 ∪ ω˙ε,2).
At this point, the estimates in Part (b) follows from Part (a) by integrating
|∇Uε,i| on the straight line-segment γε,i joining any point p ∈ Ωε such that
Uε,i(p) ≥ α to the closest point q ∈ Γε,i. Turning to the estimate (c), it follows
from (a) by integrating |∇Uε,i| on the straight line-segment γε,i joining any
point p ∈ Cl(ω˜ε,i) ∩ Nd(Ωε \ ω˜ε,i) to a point q ∈ Γ˜ε,i that Uε,i(p) ≥ Uε,i(q) −∫
γε,i
|∇Uε,i| ds ≥ ε−2Ad ≥ ε−(1−α) ε = α ε, from which the assertion follows.
Lemma 2.27 (Convexity of level curves of the distance function) In ℜ2, given
a bounded convex set H, let the function φ(p) : Cl(H)→ ℜ be defined such that
φ(p) = dist
(
p, ∂H
)
. Then for any value 0 < α ≤ φ0 := sup{φ(p) : p ∈ H}, the
subset Hα := {φ(p) ≥ α} of H is convex.
Proof. Given values α ∈ (0, φ0), λ ∈ (0, 1), and points p0, p1 ∈ Cl(Hα), let
pλ := (1 − λ)p0 + λp1 ∈ Cl(H), and choose the point qλ ∈ ∂H and the straight
line Lλ such that |pλ− qλ| = φ(pλ), qλ ∈ Lλ, and H ∩Lλ = ∅. Then |pλ− qλ| =
(1 − λ)|p0 − q0| + λ|p1 − q1|, where q0, q1 denote respectively the orthogonal
projections of p0, p1 onto the straight line Lλ. Since |pi− qi| ≥ φ(pi), i = 0, 1, it
follows that φ(pλ) = |pλ − qλ| ≥ (1− λ)φ(p0) + λφ(p1) ≥
(
(1 − λ)α+ λα) = α.
Therefore, we have that pλ ∈ Hα for all λ ∈ (0, 1), from which it follows that
Hα is convex.
Lemma 2.28 There exist constants C∗1 , C
∗
2 > 0 and ε1 ∈ (0, ε0) such that for
any value ε ∈ (0, ε1], any i ∈ {1, 2}, any generalized ball Hε,i = Hε,i(Q0) := {p ∈
ℜ2 : ai(p)|p − Q0| < ε} with ”center-point” Q0 ∈ ℜ2, and any boundary point
pε,i ∈ ∂Hε,i, there exists a Euclidean ball B
(
qˆε,i ; Rˆε,i
)
with center-point qˆε,i and
radius Rˆε,i := Rˆε,i(Q0) :=
(
ε/ai(Q0)
)
(1 − C∗1ε) such that B
(
qˆε,i ; Rˆε,i
) ⊂ Hε,i,
pε,i ∈ ∂B
(
qˆε,i ; Rˆε,i
)
, and |qˆε,i −Q0| ≤ C∗2 ε2.
Proof. We suppress the subscript i (and sometimes ε). Let Kε(p) denotes
the counter-clockwise oriented curvature at the point p ∈ ∂Hε of the arc ∂Hε
corresponding to a counter-clockwise-oriented arc-length parametrization. By
(256) and (266), we have that Kε(p) ≥ 0 for all p ∈ ∂Hε, and therefore that (i):
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the set Hε is convex, provided that the value ε ∈ (0, ε0) satisfies the additional
requirement that: C5ε < 1, where the constant C5 is defined in (267). Thus, we
choose ε1 := min{ε0, (1/C5)} = min{1/2, (A2/2A1), (1/C5)}. It follows under
assumptions (256) and (266) that (ii):(
εKε(p)
/(
a(Q0) + (A1/A)ε)
) ≤ (εKε(p)/a(p)) = |p−Q0|Kε(p) ≤ 1 + C5ε
for ε ∈ (0, ε1] and p ∈ ∂Hε. A calculation based on (ii) shows that (iii): for
any ε ∈ (0, ε1], the (point-wise) radius of counter-clockwise curvature of the
(directed) boundary-arc ∂Hε is uniformly bounded from below by the positive
value Rˆε :=
(
(ε
/
a(Q0)
)
(1 − C∗1ε) > 0, where C∗1 =
(
(A1/A
2) + C5
)
). Then, in
view of (i) and Lem. 2.27, the region Hε coincides with the Rˆε-neighborhood of
the compact, convex set Hˆε :=
{
p ∈ Hε : dist
(
p, ∂Hε
) ≥ Rˆε}, and in fact (iv):
for each point p ∈ ∂Hε, there exists a point qˆ ∈ ∂Hˆε such that B
(
qˆ ; Rˆε
) ⊂ Hε
and p ∈ ∂B(qˆ ; Rˆε). Also, by (257), we have that (v): B(Q0;R−ε ) ⊂ Hε ⊂
B
(
Q0;R
+
ε
)
for any ε ∈ (0, ε0), where we set R±ε :=
(
ε/a(Q0)
)
(1 ± C∗3ε) and
C∗3 := (A1/A
2). By (iv) and (v), we have B
(
qˆ ; Rˆε
) ⊂ Hε ⊂ B(Q0;R+ε ), from
which it follows for any point qˆ ∈ ∂Hˆε (corresponding to a point p ∈ ∂Hε) that∣∣qˆ − Q0∣∣ ≤ (R+ε − Rˆε) ≤ (ε/a(Q0))(C∗1 + C∗3)ε. The assertions follow, where
we set C∗2 :=
(
(C∗1 + C
∗
3 )/A
)
.
Corollary 2.29 (Uniform interior tangent balls) There exist constants C∗i , i =
1, 2 and ε1 ∈ (0, ε0) such that for any value ε ∈ (0, ε1], any solution Γε =
(Γε,1,Γε,2) ∈ Fε of Prob. 2.10 at ε, and any point pε,i ∈ Γε,i, there exist
Euclidian balls B±ε,i := B
(
qˆ±ε,i ; Rˆ
±
ε,i
) ⊂ Ωε with radii Rˆ±ε,i := (ε/ai(Q±ε,i))(1 −
C∗1ε
)
and ”center-points” qˆ±ε,i such that pε,i ∈ ∂B±ε,i and |qˆ±ε,i − Q±ε,i| ≤ C∗2 ε2,
where Q±ε,i ∈ Γ˜ε,i denote the two extremal elements of the set Γ˜ε,i ∩ ∂Gε,i(pε,i),
relative to the natural ordering of the elements of the arc Γ˜ε,i.
Lemma 2.30 (Uniform lower bound for the gradient of the capacitary potent-
ial in the ”fixed point” problem) There exists a constant C :=
(
A
/(
2 ln(8A
/
A)
)
> 0 such that |∇Uε,i(p)| ≥ C, i = 1, 2, uniformly for all sufficiently small ε ∈
(0, ε0), all ”fixed points” Γε = (Γε,1,Γε,2) ∈ Fε, and all points p ∈ Ωε := Ω(Γε),
where Uε,i(p) := Ui(Γε; p).
Proof. In the context of Lemmas 2.25 and 2.28 and Cor. 2.29, given any
points pε,i ∈ Γε,i, for ε ∈ (0, ε1] and i = 1, 2, we define the harmonic capacitary
potentials
V ±ε,i(q) :=
ε ln
(
Rˆ±ε,i
/|q − qˆ±ε,i|)
2 ln(1/λ)
(44)
in the annuli A±ε,i :=
{
λRˆ±ε,i < |q − qˆ±ε,i| < Rˆ±ε,i
} ⊂ Ωε tangent to Γε,i at pε,i,
where we set λ :=
(
A
/
8A
)
. Then, for any ε ∈ (0, ε1] such that 8AC∗2 ε ≤ 1,
and for any point q ∈ Cl(B(qˆε,i ;λRˆ±ε,i)), we have
dist(q, Γ˜ε,i) ≤ |q − qˆ±ε,i|+ |qˆ±ε,i −Q±ε,i| ≤ C∗2ε2 + λRˆ±εi (45)
27
≤ (C∗2ε2 + (λε/A )) ≤ (C∗2ε2 + (ε/8A)) ≤ (ε/4A ),
from which it follows by Lem. 2.26(c) (with α = 1/2) that Uε,i(p) ≥ (ε/2) =
V ±ε,i(p) in ∂B(qˆ
±
ε,i ;λRˆ
±
ε,i
))
. Since also V ±ε,i(q) = 0 ≤ Uε,i(q) for all q ∈ ∂B(qˆ±ε,i ;
Rˆ±ε,i), it follows by the maximum principle for harmonic functions that Uε,i(q) ≥
V ±ε,i(q) throughout the annulus A
±
ε,i. Therefore, we have
|∇Uε,i(pε,i)| ≥ |∇V ±ε,i(pε,i)| =
(
ε
/
2 ln(1/λ) Rˆ±ε,i
) ≥ (A/2 ln(1/λ)) (46)
at any point pε,i ∈ Γε,i at which the interior normal derivative |∇Uε,i(pε,i)|
exists. Under the assumption that Ωε is sufficiently smooth, so that the function
φε,i(p) := ln
(|∇Uε,i(p)|) : Cl(Ωε)→ ℜ is continuous, it follows by the maximum
principle for harmonic functions that φε,i(p) ≥ ln
(
A
/
2 ln(1/λ)
)
throughout Ωε,
as asserted.
To prove the above result without the above additional smoothness assumption,
we define the periodic arc-pair Γε,δ := (Γε,δ,1,Γε,δ,2) ∈ X for any values ε ∈
(0, ε1] and δ ∈ (0, ε], where Γε,δ,1 (resp. Γε,δ,2) denotes the boundary of the
union of all the discs of radius δ which are contained in the lower (resp. upper)
complement D−(Γε,1) (resp. D
+(Γε,2)) of Γε,1 (resp. Γε,2). We also define the
capacitary potentials Uε,δ,i(p) := Ui(Γε,δ; p) in the closures of the respective
regions Ωε,δ := Ω(Γε,δ) for δ ∈ (0, ε] and ε ∈ (0, ε1], observing that: (i) if Ωε
is the union of all its interior balls of fixed radius α > 0, then the same is true
of Ωε,δ, (ii) the functions ∇Uε,δ(p) : Cl(Ωε,δ)→ ℜ2 are all continuous, and (iii)
∇Uε,δ(p)→ ∇Uε(p) (in any compact subset of Ωε) and Γε,δ → Γε (in the sense
of Hadamard distance between two sets), both as δ → 0+.
In view of the properties (i), (ii), and (iii), one can replace Γε and Uε by Γε,δ
and Uε,δ in the above argument to show first that
φε,δ(p) := ln
(|∇Uε,δ(p)|) ≥ ln(A/2 ln(1/λ))− z(δ),
first on Γε,δ,1 ∪ Γε,δ,2, then uniformly throughout Ωε,δ, where z(δ) : ℜ+ → ℜ+
denotes a fixed but arbitrary function such that z(δ) → 0+ as δ → 0+. The
assertion then follows in the limit as δ → 0+.
Corollary 2.31 In the context of Lemma 2.30, we have
||γε,i|| ≤ (|Uε,i(q)− Uε,i(p)|/C)
for all sufficiently small ε ∈ (0, ε0) and for all arcs γε,i of steepest ascent of Uε,i
such that Uε,i ≤ (1/2) at both endpoints p, q ∈ Cl
(
Ωε
)
.
Proof. By Lem. 2.30, we have C ||γε,i|| ≤
∫
γε,i
|∇Uε,i(p)|ds = |Uε,i(q)−Uε,i(p)|.
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Lemma 2.32 Let Y := {Γ ∈ X : Γ˜ ≤ Γ ≤ Γˆ}, where Γ˜, Γˆ ∈ X ∩ C 2 denote
respective strict lower and upper solutions of Prob. 2.2. For any ε ∈ (0, ε1]
(where ε1 = ε1
(
Γ˜, Γˆ), see Thm. 2.18), let Γε ∈ Y∩F ε denote a ”fixed point” of
one of the operators Tε := T
±
ε . Then, for any fixed α ∈ (ε, 1/2], the arc-lengths
||Γε,α,i|| and total curvatures K(Γε,α,i) per P -period of the curves Γε,α,i :=
Φα,i(Γε), i = 1, 2, are uniformly bounded from above over all sufficiently small
ε ∈ (0, ε1]. Also, capacity(Ωε), the capacity per P -period of the domain Ωε :=
Ω(Γε), is uniformly bounded from above, independent of small ε ∈ (0, ε1].
Proof. For any fixed point Γε ∈ Y, ε ∈ (0, ε1], we have Ωε := Ω(Γε) ⊂
Ω(Γ˜) ∪ Ω(Γˆ), whence ||Ωε|| ≤ M := ||Ω(Γ˜) ∪ Ω(Γˆ)||, where || · || refers to the
area of one P -period (in x) of a P -periodic region. On the other hand, by Lem.
2.26(b), we have that ||Ωε|| ≥ ((α − ε)/2A)||Γε,α,i|| for α ∈ (ε, 1/2], where || · ||
refers to the length of one P -period (in x) of a P -periodic arc. Therefore
||Γε,α,i|| ≤
(
2AM
/
(α− ε)), (47)
capacity(Ωε) ≤ A||Γε,1/2,i|| =
(
4MA
2/
(1− 2ε))
for α ∈ (ε, 1/2] and i = 1, 2. Let φε(p) := ln
(|∇Uε(p)|). Then, by Lem.
2.26(b) and Lem. 2.30, there exists a constant C, independent of small ε > 0,
such that |φε(p)| ≤ C in ω˜ε := {ε ≤ Uε(p) ≤ 1 − ε}. Moreover, we have
dist(p, ∂ω˜ε) ≥ ((α− ε)/2A) for p ∈ ω˜α := {α ≤ Uε(p) ≤ 1− α}, α ∈ (ε, 1/2], by
Lem. 2.26(b). We conclude by the standard derivative estimate that
|Kε(p)| ≤ |∇φε(p)| ≤ (2C/dist(p, ∂ω˜ε)) ≤ (4CA/(α− ε))
for p ∈ ω˜α, α ∈ (ε, 1/2]. Therefore,
K(Γε,α,i) ≤ ||Γε,α,i|| sup{Kε(p)} ≤ 8CMA2/(α− ε)2
for α ∈ (ε, 1/2], where the sup is over all p ∈ ω˜α.
2.4 Weak solutions from fixed points
Definition 2.33 (Weak solutions of Prob. 2.2) We use F to denote the family
of all weak solutions of Prob. 2.2. Here, a pair of directed arcs Γ = (Γ1,Γ2) ∈ X
is called a weak solution of Prob. 2.2 if there exists a positive null-sequence(
εn
)∞
n=1
of values in (0, ε0) and a corresponding sequence of directed-arc-pairs
Γn ∈ Fεn (see Def. 2.11(b)) such that as n→∞, we have Γn → Γ, component-
wise, (and Un(p)→ U(p) uniformly relative to any compact subset of Ω, where
we define Un(p) := U(Γn; p) (resp. U(p) := U(Γ; p)) in the closure of the
domain Ωn := Ω(Γ) (resp. Ω := Ω(Γ))).
Theorem 2.34 (Existence of weak solutions and their properties) Given the
fixed positive C2-functions a1(p), a2(p) : ℜ2 → ℜ+, let be given a null-sequence(
εn
)∞
n=1
of values in (0, ε0) and a corresponding sequence
(
Γn
)∞
n=1
of solutions
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Γn = (Γn,1,Γn,2) ∈ Fεn of Prob. 2.10 at εn (see Thms. 2.16 and 2.18). Then:
(a) There exists a weak solution Γ ∈ F of Prob. 2.2, in the form of a directed-
arc-pair Γ = (Γ1,Γ2) ∈ X, parametrized component-wise by the Lipschitz-
continuous mappings pi(t) : ℜ → Γi, i = 1, 2, and a suitable subsequence(
Γn(k)
)∞
k=1
of directed arcs such that Γn(k) → Γ as k →∞.
(b) We have D±(Γn(k),i) → D±(Γi), i = 1, 2, and Ω(Γn(k)) → Ω(Γ) :=
D+(Γ1) ∩D−(Γ2), all as k →∞, where D±(Γi) :=
{
W (Γi; p) = ±1/2
}
. Thus,
Ui(Γn(k); p)→ Ui(Γ; p) in Ω(Γ), i = 1, 2, as k →∞.
(c) The pair Γ is in X. In particular, for each i = 1, 2, the arc Γi is P -periodic
(in x). Also dist(Γ1,Γ2) ≥ (1/A). Finally, for each i = 1, 2, the complement
of Γi can be partitioned into the sets D
±(Γi).
(d) The component-wise arc-length and total curvature per P -period of Γ are
bounded from above. The bound depends only on the constants A,A,A1, A2.
(e) There exist positive constants 0 < C0 ≤ C1 such that C0 ≤ |∇U(Γ; p)| ≤ C1
uniformly in Ω := Ω(Γ).
(f) For i = 1, 2, and any t0 ∈ ℜ, there exists a value δ > 0 such that pi(t) 6=
pi(t0) for all t ∈ (t0 − δ, t0 + δ)
Corollary 2.35 In the context (and under the assumptions) of Def. 2.9, in
view of Thms. 2.18 and 2.34, there exists at least one weak solution Γ ∈ Y of
Prob. 2.2 with all the properties listed in Thm. 2.34.
Proof of Thm. 2.34. Concerning Part (a), for each n ∈ N , we let the
P -periodic (in x) directed arcs Γn,i, i = 1, 2, be images of the arc-length
parametrizations pn,i(s) : ℜ → Γn,i, i = 1, 2. Then |pn,i(s1)−pn,i(s2)| ≤ |s1−s2|
for all s1, s2 ∈ ℜ, i = 1, 2, and n ∈ N . Each arc Γn,i is also generated by a
mapping qn,i(t) : ℜ → Γn,i such that qn,i(t) := pn,i(Ln,it), where Ln,i denotes
the arc-length of one P -period (in x) of Γn,i. We have |qn,i(t1) − qn,i(t2)| ≤
Ln,i|t1 − t2| for t1, t2 ∈ ℜ and n ∈ N . By Thm. 2.18(b) (which follows from
Thm. 5.2(c) and Lem. 2.32, Eq. (47)), the sequence
(
Ln,i
)∞
n=1
is uniformly
bounded from above. By the Theorem of Ascoli and Arzela, there exist a
suitable subsequence (still indexed by n), a pair of values Li, i = 1, 2, and
a pair of Lipschitz-continuous functions qi(t) : ℜ → ℜ2, i = 1, 2, such that
Ln,i → Li and sup{|qn,i(t) − qi(t)| : t ∈ ℜ} → 0+ both as n → ∞, and, there-
fore, such that |qi(t1) − qi(t2)| ≤ Li|t1 − t2| for all t1, t2 ∈ ℜ. Clearly, the
mappings qi(t) : ℜ → ℜ2, i = 1, 2, are Lipschitz-continuous parametrizations of
P -periodic (in x) arcs Γi, i = 1, 2. The same directed arcs are also generated by
the parametrizations pi(s) = qi(s/Li) : ℜ → ℜ2, i = 1, 2, which are such that
|pi(s1)− pi(s2)| ≤ |s1 − s2| for all s1, s2 ∈ ℜ.
Part (b) follows from Part (a). The properties of Γ in Part (c) follow in the limit
from essentially the same properties of the fixed-points Γn(k) ∈ X, in particular,
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the fact that the arcs Γn(k),i are all P -periodic (in x), that dist(Γn(k),1,Γn(k),2) ≥
((1−2εn(k))/A) (see Lem. 2.26(b)), and finally that the complement of Γi,k can
be partitioned into the sets D±(Γn(k),i) :=
{
p /∈ Γn(k),i :W (Γn(k),i; p) = ±1/2
}
.
Therefore Γ ∈ X. Part (d) follows in the limit as k → ∞ from Thm. 2.18(b),
and Part (e) follows in the limit from Lem. 2.30. Finally, if the assertion in
Part (f) is false for some i ∈ {1, 2} and t0 ∈ ℜ, then there exists a monotone
sequence (tm)
∞
m=1 such that tm → t0 as m → ∞, and such that p(tm) = p(t0)
and p(t∗m) 6= p(t0) both for all m, where t∗m denotes some value between tm and
tm+1. It is easily seen that for each m, the total curvature of the arc-segment of
Γi corresponding to the interval between tm and tm+1 must exceed π. Therefore,
the total curvature of Γi is infinite, contradicting Part (d).
3 Existence of classical solutions
3.1 Sharp upper bound for |∇U(p)| on Γ
Theorem 3.1 (Sharp point-wise upper bound for the boundary gradient of the
capacitary potential) Let U(p) := U(Γ; p) denote the capacitary potential in the
closure of Ω := Ω(Γ), where Γ = (Γ1,Γ2) ∈ F denotes a weak solution of Prob.
2.2 (see Def. 2.33) Then
lim sup
p→pi
|∇U(p)| ≤ ai(pi), (48)
for i = 1, 2, where p ∈ Ω and pi denotes any point in Γi. In fact let Ωˆi := {p ∈
Ωi : Ui(p) < 1/2} and let aˆi(p) denotes the unique continuous function in Cl(Ωˆi)
such that aˆi(p) = ai(p) on ∂Ωˆi and ln(aˆi(p)) is harmonic in Ωˆi, then there exists
a constant Ci := sup{ln(|∇Ui(p)|/aˆi(p)) : p ∈ Γˆi} (where Γˆi := {Ui(p) = 1/2}),
such that
|∇Ui(p)| ≤ Ei(p) := aˆi(p) exp
(
2Ci Ui(p)
)
, (49)
uniformly in Ωˆi for i = 1, 2. Observe that Ei(p) is a continuous function in
Cl
(
Ωˆi
)
such that Ei(p) = ai(p) on Γi.
Lemma 3.2 For any ε ∈ (0, ε0), let Γε = (Γε,1,Γε,2) ∈ Fε denote a fixed
point of the operator Tε (by which we denote either T
+
ε or T
−
ε ). For i = 1, 2,
let Uε,i(p) := Ui(Γε; p) denote the corresponding capacitary potential in (the
closure of) the domain Ωε := Ω(Γε). Also let Ωˆε,i := {p ∈ Ωε,i : Uε,i(p) < 1/2},
and let aˆε,i(p) : Cl(Ωˆε,i) → ℜ, i = 1, 2, denote the unique continuous function
such that aˆε,i(p) = ai(p) on ∂Ωˆε,i and ln(aˆε,i(p)) is harmonic in Ωˆε,i. Then
there exists a uniform constant Cε,i such that
(ε/dε,i(p)) ≤ Eε,i(p) := aˆε,i(p) exp
(
2Cε,i Uε,i(p)
)
(50)
in Ωˆε,i for i = 1, 2 and for all ε ∈ (0, ε0), where for each point p ∈ Ωε such that
Uε,i(p) ≤ 1− ε, where dε,i(p) denotes the distance between p and the level curve
of the function Uε,i at altitude Uε,i(p) + ε.
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Proof. We choose i ∈ {1, 2} and suppress the index i, so that Γε,i, aε,i(p),
Uε,i(p), etc. become Γε, aˆε(p), Uε(p), etc. For j =
√−1, let z = x + jy =
gε(W ) = gε(U + jV ) denote the analytic, periodic mapping of the infinite strip
R := (0, 1) × ℜ onto the P -periodic domain Ωε, whose inverse is the analytic
functionW = fε(z) := Uε(z)+jVε(z), where Uε(x, y) is the capacitary potential
in Ωε and Vε(x, y) is the harmonic conjugate of Uε. For any value h ∈ ℜ, the
function ln (ε/(gε(W + ε+ jh)− gε(W )) is an analytic function of W in strip
Rˆε := {W ∈ ℜ2 : 0 < Uε < 1/2}. Therefore, ln
(
ε
/
(gε(fε(z) + ε + jh) − z)
)
is
an analytic function of z in Ωˆε := {z ∈ Ωε : Uε(z) < 1/2}. Thus, Eε,h(z) :=
ln
(
ε
/|gε(fε(z)+ε+jh)−z|) is a harmonic function of z in Ωˆε. Thus the function
Eε(z) := suph∈ℜEε,h(z) = ln
(
ε
/
(infh∈ℜ|(gε(fε(z) + ε+ jh)− z|
)
is sub-harmonic in Ωˆε, where, for any value µ ∈ [0, 1 − ε], and any point z ∈
Γε,µ := {z ∈ Ωε : Uε(z) = µ}, we have
infh∈ℜ |(gε(fε(z) + ε+ jh)− z| = dist(z,Γε,µ+ε).
In equivalent notation, the function Eε(p) := ln
(
ε
/
dε(p)
)
is sub-harmonic in p =
(x, y) ∈ Ωˆε, where dε(p) := dist(p,Γε,µ+ε) for all p ∈ Γε,µ. Thus, the function
Fε(p) := ln(ε/aˆε(p)dε(p)) is sub-harmonic in Ωˆε, and satisfies Fε(Γε) = 0. For
ε ∈ (0, ε0], it follows by the maximum principle that
Fε(p) ≤ 2Cε Uε(p) (51)
in Ωˆε, where Cε := sup{Fε(p) : p ∈ Γˆε}, and where Γˆε := {Uε(p) = 1/2}. The
claim follows from (51) by observing that the constants Cε have a uniform upper
bound independent of small ε ∈ (0, ε0).
Proof of Thm. 3.1. Given the weak solution Γ ∈ F , let Γε = (Γε,1,Γε,2) ∈
Fε, ε ∈ S ⊂ (0, ε0), be an approximating sequence of fixed points. For i = 1, 2,
let Uε,i(p) := Ui(Γε; p) denote the suitable capacitary potential in (the closure
of) Ωε := Ω(Γε). Then Uε,i(p) → Ui(p) and aˆε,i(p) → aˆi(p), i = 1, 2, all as
ε → 0+ relative to S, where aˆε,i(p) is defined in Lem. 3.2, and where, in each
case, the convergence is uniform relative to any compact subset of Ω. The same
applies with Uε,i or aˆε,i, i = 1, 2, replaced by any fixed derivative of the same
function, as follows by a standard derivative estimate for harmonic functions.
Of course it also follows that Cε,i → Ci := sup{ln(|∇Ui(p)|/aˆi(p)) : p ∈ Γˆi} and
Eε,i(p)→ Ei(p), both as ε→ 0+ relative to S, where Γˆi := {Ui(p) = 1/2}, and
the convergence is uniform in any compact subset of Ω. For any small ε ∈ S
and any point p ∈ Ωε with Uε,i(p) ≤ 1− ε, let γε,i(p) denote the unique arc of
steepest ascent of the function Uε,i which joins p to the level curve of Uε,i at
altitude Uε,i(p) + ε. By Lem. 3.2, we have
||γε,i(p)|| ≥ dε,i(p) ≥ (ε/Eε,i(p)), (52)
in {Uε,i(p) ≤ 1/2}. In view of this (and the identity
∫
γε,i(p)
|∇Uε,i(p)|ds = ε),
we have
inf{|∇Uε,i(q)| : q ∈ γε,i(p)} ≤ ε||γε,i(p)|| ≤ Eε,i(p) (53)
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for ε ∈ S, where, by Cor. 2.31, we have ||γε,i(p)|| ≤ (ε/Ci) uniformly for p ∈ Ωˆε
and all small ε ∈ S. The functions ∇Uε,i(p), with ε sufficiently small in S, are
equi-continuous relative to any compact subset K of Ω. In view of this, it follows
from (53) that
|∇Uε,i(p)| ≤ Eε,i(p) + zK(ε) (54)
in any compact subset K of Ωˆi := {Ui(p) < 1/2}, where zK(ε)→ 0+ as ε→ 0+
relative to S. The assertion now follows in the limit as ε→ 0+.
Corollary 3.3 In the notation of the proof of Lem. 3.2, the function Eε,0(z) :=
ln
(
ε
/∣∣gε(fε(z)+ε)−z∣∣) is harmonic for sufficiently small ε ∈ S. It follows that
the continuous function
φε,i(p) := ln
(
ε
/|Πε,i(p)− p|) : Cl(Ω˙ε,i)→ ℜ (55)
is harmonic in the domain Ω˙ε,i := {p ∈ Ωε : Uε,i(p) ≤ 1−ε} for any sufficiently
small ε ∈ S, where for each point p ∈ Ω˙ε,i, the notation Πε,i(p) refers to the
point of intersection of the arc of steepest ascent through p of the function Uε,i
with the level curve of the function Uε,i at the altitude Uε,i(p) + ε.
3.2 Estimates related to total-curvature bounds
Lemma 3.4 (a) Let Γλ, λ ∈ I := [a, b], denote a weakly monotone increas-
ing, Lipschitz-continuously-varying (in λ), uniformly-C1,1 family of arcs in X
(Lipschitz-continuously varying with Lipschitz constant M in the sense that
|pα(s) − pβ(s)| ≤ M |α − β| for all s ∈ ℜ and α, β ∈ I, where pλ(s) : ℜ → Γλ
denotes the arc-length parametrization of Γλ. Assume that Kλ ≤ K <∞ for all
λ ∈ I, where Kλ denotes the total curvature per P -period (in x) of the arc Γλ.
Let V : Ω→ ℜ denote the function such that V = λ on Γλ, where Ω = ∪λ∈IΓλ.
Then: ∣∣||Γ ′α|| − ||Γ ′β||∣∣ ≤ 2MK |α− β| (56)
for any α, β ∈ I, where where Γ ′α, Γ ′β denote arc-segments of Γα, Γβ, resp.,
spanning not more than one P -period in x, such that Γ ′α projects onto Γ
′
β (and
visa verse) along the arcs of steepest ascent of the function V : Ω → ℜ, and
where, for non-infinite arcs, we use || · || to denote arc-length.
(b) For any ε ∈ (0, ε0), and any ”fixed point” Γε = (Γε,1,Γε,2) ∈ Fε, let
Γε,λ,i := Φλ,i(Γε) =
{
Uε,i(p) = λ
} ∈ X for λ ∈ [0, 1] and i = 1, 2, where
Uε,i(p) := Ui(Γε; p) in the closure of the domain Ωε := Ω(Γε). Then it follows
directly from Part (a) that∣∣ ||Γ ′ε,α,i|| − ||Γ ′ε,β,i||∣∣ ≤ 2MεK ∣∣β − α∣∣, (57)
for any α, β ∈ [0, 1], where Γ ′ε,α,i and Γ ′ε,β,i denote any arc-segments of Γε,α,i
and Γε,β,i, respectively, which span not more than one P -period, and which
project onto each other along the arcs of steepest descent of the function Uε(p) :=
U(Γε; p). Here, Mε denotes the Lipschitz constant for the variation of the arc
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Γε,λ,i as a function of λ. For small ε > 0, one can choose Mε = (2/C), where
C > 0 denotes a positive uniform lower bound for |∇Uε(p)| in Ωε (see Lem.
2.30).
(c) In the context of Part (b), let ω˜ε,i :=
{
Uε,i(p) < ε
}
(with boundary com-
ponents Γ˜ε,i :=
{
Uε,i(p) = ε
}
and Γε,i :=
{
Uε,i(p) = 0
}
). Also let ωˆε,i :={
p ∈ ω˜ε,i : |p − q| < dist(q, Γ˜ε,i) for some point q ∈ Γε,i
}
, and let Γˆε,i denote
the boundary of ωˆε,i relative to Ωε (i.e. Γˆε,i := ∂ωˆε,i \ Γε,i). Finally, let Γ˜ ′ε,i
and Γˆ ′ε,i denote any arc-segments of Γ˜ε,i and Γˆε,i, respectively, such that both
arc-segments have the same initial and terminal points. Then:
||Γˆ ′ε,i|| ≤ ||Γ˜ ′ε,i|| and K(Γˆ ′ε,i) ≤ K(Γ˜ ′ε,i), (58)
both for any ε ∈ (0, ε0] and i = 1, 2.
(d) In the context of Parts (b) and (c), there exists a constant C0 > 0 such that
0 ≤ ||Γ˜ ′ε,i|| − ||Γˆ ′ε,i|| ≤ nC0K
(
Γ˜ε,i) ε, (59)
where C0 :=
(
(2A − C1)
/
C1A
)
and C1 > 0 denotes the uniform lower bound
for |∇Uε(p)| in ω˜ε,i, and where n denotes the number of whole P -periods of Γ˜ε,i
intersected by Γ˜ ′ε,i.
(e) Let pε,i(s), p˜ε,i(s), pε,α,i(s), and pˆε,i(s) denote respective positively-oriented
arc-length parametrizations of the arcs Γε,i, Γ˜ε,i, Γε,α,i, and Γˆε,i ∈ X introduced
above, all chosen such that p˜ε,i(0), pε,α,i(0), pˆε,i(0) ∈ γε,i(0), where γε,i(s),
s ∈ ℜ, denotes, among all maximal (under set inclusion) arcs of steepest as-
cent of the function Uε,i(p) := Ui(Γε; p) originating at the point pε,i(s), the
particular arc whose intersection with the arc Γ˜ε,i occurs first for all s ∈ ℜ
or else last for all s ∈ ℜ. We also re-parametrize the arcs Γ˜ε,i, Γε,α,i, and
Γˆε,i in the same order by the functions q˜ε,i(s) := p˜ε,i
(
(L˜ε,i
/
Lε,i) s
)
, qε,α,i(s) :=
pε,α,i
(
(Lε,α,i
/
Lε,i) s
)
, and qˆε,i(s) := pˆε,i
(
(Lˆε,i
/
Lε,i) s
)
, where Lε,i := ||Γε,i||,
L˜ε,i := ||Γ˜ε,i||, Lε,α,i := ||Γε,α,i||, and Lˆε,i := ||Γˆε,i||, (in which ||Γ|| denotes the
arc-length of one P -period (in x) of an arc Γ ∈ X). In this context, we define
the positively-oriented parametrizations r˜ε,i(s) and rε,α,i(s) of the arcs Γ˜ε,i and
Γε,α,i, respectively, such that for each s ∈ ℜ, we have r˜ε,i(s) := q˜ε,i(π˜ε,i(s)) and
rε,α,i(s) := qε,α,i(πε,α,i(s)), where the values π˜ε,i(s) and πε,α,i(s) are uniquely
chosen such that the arc γε,i(s) through the point pε,i(s) intersects Γ˜ε,i and
Γε,α,i at the points q˜ε,i(π˜ε,i(s)) and qε,α,i(πε,α,i(s)), respectively, and we define
the parametrization rˆε,i(s) of the arc Γˆε,i such that rˆε,i(s)) := qˆε,i(πˆε,i(s)), where
for each s ∈ ℜ, the value πˆε,i(s) is chosen to be minimal (resp. maximal) sub-
ject to the requirement that |qˆε,i(πˆε,i(s))− pε,i(s)| = dist(pε,i(s), Γˆε,i). By Parts
(a)-(d), we have:∣∣L˜ε,i − Lε,i∣∣, ∣∣Lε,α,i − Lε,i∣∣, ∣∣Lˆε,α,i − Lε,i∣∣ ≤M1ε, (60)∣∣q˜ε,i(s)− pε,i(s)∣∣, ∣∣qε,α,i(s)− pε,i(s)∣∣, ∣∣qˆε,i(s)− pε,i(s)∣∣ ≤M1ε, (61)
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∣∣π˜ε,i(s)− s∣∣, ∣∣πε,α,i(s)− s∣∣, ∣∣πˆε,i(s)− s∣∣ ≤M1ε, (62)
uniformly over all s ∈ ℜ, all sufficiently small values ε ∈ S, and all α ∈ (0, ε],
where the constant M1 depends only on A, A, the upper bound K for total
curvature of Γε,i (independent of small ε > 0), and the positive uniform lower
bound C > 0 (independent of small ε > 0) for |∇Uε,i(p)| relative to ω˜ε,i (see
Lem. 2.30).
Proof of Part (a). For any α ∈ I, we let pα(s) : ℜ → Γα denote the C1,1-arc-
length parametrization of the P -periodic arc Γα ∈ X. Then there is a constant
C0 such that |Tα(s1)−Tα(s2)| ≤ C0|s1−s2| and |Nα(s1)−Nα(s2)| ≤ C0|s1−s2|
uniformly for all s1, s2 ∈ ℜ and α ∈ I, where Tα(s) (resp. Nα(s)) denotes the
forward tangent vector (left-hand normal vector) to Γα at the point pα(s) ∈ Γα.
It follows from the bounded curvature of the arc Γα that
Nα(s)−Nα(s0) +Aα(s0, s)Tα(s0)(s− s0) = Eα(s0, s) (63)
for s0 < s in ℜ, where Aα(s0, s) ∈ ℜ and Eα(s0, s) ∈ ℜ2 are chosen such that
|Aα(s0, s)||s − s0| does not exceed the magnitude of the net curvature of Γα
between pα(s0) and pα(s) (thus |Aα(s0, s)| ≤ C0) and |Eα| = O(|s − s0|2) as
s→ s0. For each α, δ, s ∈ ℜ such that α, α+ δ ∈ I we map pα(s) ∈ Γα onto the
point
qα+δ(s) = pα(s) + rα,δ(s)Nα(s) ∈ Γα+δ, (64)
where |rα,δ(s)| is as small as possible (by assumption, we have |rα,δ(s)| ≤M |δ|
for small δ ∈ ℜ). By double application of (64), followed by (63) and the fact
that |pα(s)−pα(s0)−Tα(s0)(s−s0)| ≤ O(|s−s0|2) as s→ s0, we conclude that
qα+δ(s)− qα+δ(s0) = pα(s)− pα(s0) (65)
+rα,δ(s0)(Nα(s)−Nα(s0)) +Nα(s)(rα,δ(s)− rα,δ(s0))
= ((1 −Arα,δ(s)(s− s0) + e1)Tα(s0)) +Nα(s0)(rα,δ(s)− rα,δ(s0) + e2)
where e1,α, e2,α ∈ ℜ are such that |e1,α|, |e2,α| ≤ O(|s− s0|2) as s→ s0. Thus
|qα+δ(s)−qα+δ(s0)|2 = |1−Aα rα,δ(s0))(s−s0)+e1,α|2+|rα,δ(s)−rα,δ(s0)+e2,α|2.
It follows that
|qα+δ(s)− qα+δ(s0)| ≥ |(1−Aα(s0, s)rα,δ(s0))(s− s0) + e1| (66)
≥ |s− s0| −Kα(s0, s)M |δ| −O(|s− s0|2),
where Aα = Aα(s0, s) and Kα(s0, s) denotes the total curvature of Γα cor-
responding to the parameter interval [s0, s]. Given α ∈ [0, 1] and an arc
Γ ′α := {pα(s) : s ∈ J}, we use (64) to define the arcs Γ
′
α+δ := {qα+δ(s) : s ∈ J}
for (α + δ) ∈ I and |δ| sufficiently small. By applying the estimate (66) to a
sufficiently refined partition of J , we conclude that there exists a value δ0 > 0
such that ||Γ ′α+δ|| ≥ ||Γ ′α|| −MK|δ| for all α, (α + δ) ∈ I such that |δ| < δ0. It
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is easily seen that ||Γ ′α+δ|| ≤ ||Γ ′α+δ||+O(δ2) as δ → 0, where Γ ′α+δ consists of
the points in Γα+δ which project onto Γ
′
α along the arcs of steepest ascent of
U . Therefore, there exists a value δ1 ∈ (0, δ) such that
||Γ ′α+δ|| ≥ ||Γ ′α|| − 2MK|δ|, (67)
for α, (α+ δ) ∈ I such that |δ| < δ1. Part (a) (Eq. (56)) follows from this.
Proof of Part (c). For any given values i ∈ {1, 2} and ε ∈ (0, ε0), and for
each point p ∈ Γε,i, we use Πε,i(p) to denote the set of all points q ∈ Γ˜ε,i such
that |q − p| = dist(p, Γ˜ε,i) (see Def. 5.6). Assuming that p1 < p2 relative to
the natural (positive) ordering of points in Γε,i, it follows that q1 ≤ q2, relative
to the natural ordering of points in Γ˜ε,i, where we assume that qj ∈ Πε,i(pj)
for j = 1, 2 (see the proof of Lem. 5.8(b)). Let Cε,i denote the set of points
p in Γε,i such that Πε,i(p) is not a single point. For each point p0 ∈ Cε,i, we
use γˆε,i(p0) to denote the maximal circular arc centered at p0 and having radius
ρ0 := dist(p0, Γ˜ε,i), such that both endpoints of γˆε,i(p0) belong to Πε,i(p0). For
any points q ∈ γˆε,i(p0) and p1 ∈ Γ˙ε,i such that p1 6= p0, we have
|q − r|+ |r − p0| > |q − p0| = ρ0 = |q0 − r| + |r − p0|,
whence |q − r| > |q0 − r|, from which it follows that
|q − p1| = |q − r|+ |r − p1| > |q0 − r| + |r − p1| ≥ |q0 − p1| ≥ dist(p1, Γ˜ε,i),
where q0 is a point in Γ˜ε,i such that |q0 − p0| = ρ0 and such that the line-
segment joining p0 to q0 intersects the line-segment joining p1 to q at some
point r. It follows from this that for any given values i ∈ {1, 2} and ε ∈ (0, ε0],
the set Γˆε,i \ Γ˜ε,i is the disjoint union of all circular arcs γˆε,i(p0) corresponding
to points p0 ∈ Cε,i. Part (c) follows from this.
Proof of Part (d). In the context of Part (c), given values i ∈ {1, 2}, ε ∈
(0, ε0), a point p0 ∈ Cε,i, and the maximal (under set inclusion) circular directed
arc-segment γˆε,i(p0) of Γˆε,i with initial (resp. terminal) endpoint qε,i,1(p0) (resp.
qε,i,2(p0)), we use γ˜ε,i(p0) to denote the corresponding directed sub-segment of
Γ˜ε,i :=
{
Uε,i(p) = ε
}
having the same initial and terminal endpoints. We
observe that
θε,i(p0) := K(γˆε,i(p0)) ≤ K(γ˜ε,i(p0)), (68)
θε,i(p0) ri(p0) ε = ||γˆε,i(p0)|| ≤ ||γ˜ε,i(p0)||
(closely related to Eq. (58)), where ri(p0) :=
(
1
/
ai(p0)
)
. We also have have
C1||γ˜ε,i(p0)|| ≤
∫
γ˜ε,i(p0)
|∇Uε(p)| ds =
∫
γˆε,i(p0)
(
∂Uε(p)
/
∂ν
)
ds (69)
≤
∫
γˆε,i(p0)
|∇Uε(p)| ds ≤ C2||γˆε,i(p0)||
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for i = 1, 2, sufficiently small ε ∈ (0, ε0), and p0 ∈ Cε,i, where C1 > 0 denotes a
uniform lower bound for |∇Uε(p)| independent of p ∈ Ωε and of all sufficiently
small ε ∈ (0, ε0] (which exists by Lem. 2.30), and where C2 denotes a uniform
upper bound for |∇Uε(p)| relative to all arcs γˆε,i(p0) corresponding to sufficiently
small ε ∈ (0, ε0] (one can choose C2 = 2A by Lem. 2.26(a)). It follows from
(68) and (69) that
0 ≤ (||γ˜ε,i(p0)|| − ||γˆε,i(p0)||) ≤ ((C2 − C1)/C1)||γˆε,i(p0)|| (70)
=
(
(C2 − C1
/
C1
)
ri(p0) θε,i(p0)) ε ≤
(
(C2 − C1)
/
C1A
)
K(γ˜ε,i(p0)) ε,
for i = 1, 2, any sufficiently small ε ∈ (0, ε0), and any circular arc-segment
γˆε,i(p0) of Γˆε,i corresponding to a center-point p0 ∈ Cε,i. In view of (58), it fol-
lows by summing (70) over the collection of center-points pε,1, pε,2, · · · , pε,n(ε,i) ∈
Cε,i corresponding to one P -period (in x) that
0 ≤ ||Γ˜ ′ε,i|| − ||Γˆ ′ε,i|| =
n(ε,i)∑
j=1
(||γ˜ε,i(pε,j)|| − ||γˆε,i(pε,j)||) (71)
≤
(
[C2 − C1])
/
C1A
)( n(ε,i)∑
j=1
K
(
γ˜ε,i(pε,j)
))
ε ≤ C0K(Γ˜ε,i) ε,
from which the assertion (59) follows, where C0 :=
(
(2A− C1)
/
C1A
)
.
Proof of Part (e). The functions π˜ε,i(s), πε,α,i(s) : ℜ → ℜ are weakly in-
creasing, since arcs of steepest ascent of the function Uε,i can’t cross relative to
the domain Ωε. Also, the related mappings φ˜ε,i(s) := π˜ε,i(s) − s : ℜ → ℜ and
φε,α,i(s) := πε,α,i(s)− s : ℜ → ℜ are Lε,i-periodic. In this context, the first two
estimates of each of (60), (61), and (62) follow from Part (b) in connection with
Cor. 2.31. Also, the function πˆε,i(s) : ℜ → ℜ is weakly increasing, due to Lem.
5.8(b), and the related function φˆε,i(s) := πˆε,i(s) − s : ℜ → ℜ is Lε,i-periodic
by definition. In view of this, the three final estimates in Eqs. (60), (61), and
(62) all follow from Part (d), Cor. 2.31, and the previously proven portions of
the estimates (60), (61), and (62).
Lemma 3.5 Given any L-periodic, twice (resp. once)-differentiable function
f(t) : ℜ → ℜ2 with absolutely integrable second (first) derivative, we have that
(∫ L
0
∣∣f ′(t)∣∣ dt)2 ≤ 8 ∫ L
0
∣∣f(t)∣∣ dt ∫ L
0
∣∣f ′′(t)∣∣ dt, (72)
∫ L
0
sup
λ∈[−h,h]
∣∣f(t+ λ)− f(t)∣∣ dt ≤ ∫ L
0
∫ t+h
t−h
∣∣f ′(s)∣∣ ds dt ≤ 2h ∫ L
0
∣∣f ′(t)∣∣ dt,
(73)
where (73) holds for any h > 0.
37
Proof sketch. The first estimate follows from the second-order Taylor remain-
der formula for f , while the second is related to the Theorem of the Mean.
Lemma 3.6 For any 0 < ε < 1, let the interval Iε and the integrable functions
gε(s), hε(s), θε(s) : Iε → ℜ be such that |hε| ≤ Aε,
∫
Iε
|gε(s)|ds ≤ Bε3/2,∫
Iε
|θε(s)|ds ≤ C
√
ε, and |hε| ≤ |gε| for |θε| ≤ π/4. Then
∫
Iε
|hε(s)|ds ≤ (B +
(4AC/π))ε3/2 for all 0 < ε < 1, where the constants A,B,C are independent of
0 < ε < 1.
Proof. Let Jε = {s ∈ Iε : |θε(s)| ≥ (π/4)}. Then (π/4)|Jε| ≤
∫
Jε
|θε(s)|ds ≤
C
√
ε, from which it follows that |Jε| ≤ (4C
√
ε/π). Therefore
∫
Jε
|hε(s)|ds ≤
(4ACε3/2/π). We also have
∫
Iε\Jε
|hε(s)|ds ≤
∫
Iε\Jε
|gε(s)|ds ≤ Bε3/2. The
assertion easily follows.
Proposition 3.7 Given a countable set S ⊂ (0, ε0) having 0 as it’s sole ac-
cumulation point, let Γε = (Γε,1,Γε,2) ∈ Fε, ε ∈ S, denote a family of ”fixed
points” in X such that the arc-lengths Lε,i, L˜ε,i and total curvatures (all per
P -period in x) of the arcs Γε,i and Γ˜ε,i := Φε,i(Γε) =
{
Uε,i(p) = ε
}
, resp., are
uniformly bounded from above over all ε ∈ S and i = 1, 2. For any ε ∈ S, let
pε,i(s) : ℜ → Γε,i denote a positively-oriented arc-length parametrization of the
arc Γε,i, i = 1, 2, and let p˜ε,i(s) : ℜ → Γ˜ε,i denote the mapping of each s ∈ ℜ
into the always maximal or always minimal (in terms of the natural ordering in
Γ˜ε,i) point of intersection p˜ε,i(s) of the arc Γ˜ε,i with any arc γε,i(s) of steepest
ascent of the function Uε,i(p) := Ui(Γε; p) originating at the point pε,i(s). Then,
given a constant C, there exists a constant M such that∫ Lε,i
0
fε,i(s) ds ≤Mε3/2, (74)
uniformly for i = 1, 2, and for all sufficiently small ε ∈ S, where we define
Lε,i := ||Γε,i|| and
0 ≤ fε,i(s) :=
∣∣p˜ε,i(s)− pε,i(s)∣∣− dist(pε,i(s), Γ˜ε,i) ≤ Cε. (75)
Proof of Prop. 3.7. This proof is in the context and notation of the proof of
Lem. 3.4 (especially Lem. 3.4(e)). Given Γε ∈ Fε, we use Γˆε,i ∈ X to denote
the boundary component relative to ω˜ε,i ∪ Γ˜ε,i of the annular domain
ωˆε,i := {q ∈ ω˜ε,i : |q − p| < dist(p, Γ˜ε,i) for some p ∈ Γε,i}, (76)
where ω˜ε,i denotes the strip-like domain bounded by Γε,i∪Γ˜ε,i. By Lem. 3.4(a)-
(e), there exists a constantM1 such that the estimates (60), (61), and (62) hold
uniformly over all s ∈ ℜ, ε ∈ S, and α ∈ (0, ε]. In terms of further notation in
Lem. 3.4(e), we study the functions fε,i(s) : ℜ → ℜ defined by:
0 ≤ fε,i(s) :=
∣∣r˜ε,i(s)− pε,i(s)∣∣− ∣∣rˆε,i(s)− pε,i(s)∣∣ ≤ Cε, (77)
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where the mapping r˜ε,i(s) := qε,i(π˜ε,i(s)) : ℜ → Γ˜ε,i coincides with p˜ε,i(s) :
ℜ → Γ˜ε,i, and the mapping rˆε,i(s) := qˆε,i(πˆε,i(s)) : ℜ → Γˆε,i is such that∣∣rˆε,i(s)− pε,i(s)∣∣ = dist(pε,i(s), Γ˜ε,i) for all s ∈ ℜ. We have
fε,i(s) ≤ f˜ε,i(s) + fˆε,i(s), (78)
where
f˜ε,i(s) := dist
(
r˜ε,i(s), Lˆε,i(s)
)
=
∣∣r˜ε,i(s)− Q˜ε,i(s)∣∣, (79)
fˆε,i(s) :=
∣∣rˆε,i(s))− Q˜ε,i(s)∣∣, (80)
in which Lˆε,i(s) denotes the straight line passing through the points pε,i(s) and
rˆε,i(s), while Q˜ε,i(s) denotes the point closest to the point r˜ε,i(s) in the line
Lˆε,i(s). By assumption, we have that
0 ≤ f˜ε,i(s), fˆε,i(s) ≤ Cε (81)
for some constant C. Also, due to the perpendicularity of the arcs Γ˜ε,i and
Lˆε,i(s) at their intersection point rˆε,i(s), it is easily seen that
fˆε,i(s) ≤ f˜ε,i(s) whenever θε,i(s) ≤ π/4, (82)
where θε,i(s) denotes the maximum absolute variation in the argument of the
forward tangent to the arc-segment of the arc Γ˜ε,i between the points rˆε,i(s) and
r˜ε,i(s)). By (62), we have
∣∣πˆε,i(s) − π˜ε,i(s)∣∣ ≤ M1ε, where of course M1ε ≤ √ε
if ε ∈ S is sufficiently small. In view of this, it follows from Lem. 3.5 (Eq. (71)),
with f(t) := arg (q˜′ε,i(t)), that∫ Lε,i
0
θε,i(s) ds ≤M2
√
ε (83)
for a new constant M2. Finally, in view of Lem. 3.6, it follows from (81), (82),
and (83) that if the inequality:
∫ Lε,i
0
f˜ε,i(s) ds ≤M3ε3/2 (84)
holds for a fixed constant M3 and all sufficiently small ε ∈ S, then we also have∫ Lε,i
0
fˆε,i(s) ds ≤ M4 ε3/2 for some constant M4 and for all sufficiently small
ε ∈ S, from which it follows via (78) that (94) holds under the same conditions.
Toward the proof of (84), we define f˜ε,i(α, s) := dist
(
rε,α,i(s), Lˆε,i(s)
)
for all
s ∈ ℜ, α ∈ (0, ε], and sufficiently small ε ∈ S. Then, in view of the fact that
f˜ε,i(0, s) = 0, we have that
∣∣f˜ε,i(s)∣∣ ≤
∫ ε
0
∣∣∣∣∣∂f˜ε,i(α, s)∂α
∣∣∣∣∣ dα, (85)
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for any s ∈ ℜ, where, for each α ∈ (0, ε], we have∣∣∣∣∣∂f˜ε,i(α, s)∂α
∣∣∣∣∣ ≤ |νε,i · τ ε,i||∇Uε,i| ≤
|νε,i − νε,0,i|
|∇Uε,i| =
|ν⊥ε,i − ν⊥ε,0,i|
|∇Uε,i| . (86)
Here |∇Uε,i| and νε,i := (∇Uε,i/|∇Uε,i|) are evaluated at the point rε,α,i(s), τ ε,i
is a unit normal to the line Lˆε,i(s), νε,0,i denotes any vector in the direction
of Lˆε,i(s), and ν⊥ε,i and ν⊥ε,0,i denote clockwise 90-degree rotations of νε,i and
νε,0,i, respectively. We also set ν
⊥
ε,0,i = qˆ
′
ε,i(πˆε,i(s)) for the same ε ∈ S and
s ∈ ℜ. We have by definition (see Lem. 3.4(e)) that
qε,α,i(s) := pε,α,i
((
Lε,i
/
Lε,α,i
)
s
)
,
from which it follows that
q′ε,α,i(s) =
(
Lε,i
/
Lε,α,i
)
p′ε,α,i
((
Lε,i
/
Lε,α,i
)
s
)
for any s ∈ ℜ, where we have |p′ε,α,i(s)| = 1 for all s and also
∣∣Lε,i−Lε,α,i∣∣ ≤M1 ε
by (60). In view of this, it follows from (86) that∣∣∣∣∣∂f˜ε,i(α, s)∂α
∣∣∣∣∣ ≤
∣∣q′ε,α,i(πε,α,i(s))− qˆ′ε,i(πˆε,i(s))∣∣+O(ε)
|∇Uε,i(qε,α,i(πε,α,i(s))| (87)
for all α ∈ (0, ε], ε ∈ S, and s ∈ ℜ, where the reciprocal of |∇Uε,i(p)| is bounded
above by a uniform constant M5 (see Lem. 2.30). By again using the fact that
|πε,α,i(s)−s|, |πˆε(s)−s| ≤M1ε (see (62)), whereM1ε ≤
√
ε for ε ∈ S sufficiently
small, we conclude that∣∣q′ε,α,i(πε,α,i(s))− qˆ′ε,i(πˆε,i(s))∣∣ ≤ ∣∣q′ε,α,i(πε,α,i(s))− q′ε,α,i(s)∣∣ (88)
+
∣∣q′ε,α,i(s)− qˆ′ε,i(s))∣∣ + ∣∣qˆ′ε,i(s)− qˆ′ε,i(πˆε,i(s))∣∣
≤ eε,α,i(s) + hε,α,i(s) + eˆε,i(s),
for all s ∈ ℜ, α ∈ (0, ε] and sufficiently small ε ∈ S, where
eε,α,i(s) := sup
{∣∣q′ε,α,i(s+ λ)− q′ε,α,i(s)∣∣ : |λ| ≤ √ε},
eˆε,i(s) := sup
{∣∣qˆ′ε,i(s+ λ) − qˆ′ε,i(s)∣∣ : |λ| ≤ √ε},
hε,α,i(s) :=
∣∣q′ε,α,i(s)− qˆ′ε,i(s)∣∣.
By substituting each of the Lε,i-periodic functions: q
′
ε,α,i(s) and qˆ
′
ε,i(s) for f(s)
in Lem. 3.5, Eq. (73) and interpreting the integrals
∫ Lε,i
0
∣∣q′′ε,α,i(s)∣∣ ds and∫ Lε,i
0
∣∣qˆ′′ε,i(s)∣∣ ds in terms of the total curvatures per P -period (in x) of the
respective arcs Γε,α,i and Γˆε,i, we conclude that∫ Lε,i
0
eε,α,i(s) ds ≤M5
√
ε;
∫ Lε,i
0
eˆε,i(s) ds ≤M6
√
ε. (89)
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for all α ∈ (0, ε] and sufficiently small ε ∈ S. Similarly, by substituting the
Lε,i-periodic function f(s) := qε,α,i(s)− qˆε,i(s) into (72), we get(∫ Lε,i
0
∣∣q′ε,α,i(s)− qˆ′ε,i(s)∣∣ ds)2 ≤ (90)
8
∫ Lε,i
0
∣∣qε,α,i(s)− qˆε,i(s)∣∣ ds
∫ Lε,i
0
(∣∣q′′ε,α,i(s)∣∣ + ∣∣qˆ′′ε,i(s)∣∣) ds,
from which it easily follows by estimating the first integral on the second line
of (90) and estimating the second integral by the total curvatures of Γε,α,i and
Γˆε,i that ∫ Lε,i
0
hε,α,i(s) ds ≤M7
√
ε (91)
for all α ∈ (0, ε] and sufficiently small ε ∈ S. By substituting the inequalities
(89(a)), (89(b)), and (91) into (87) and (88), we conclude that∫ Lε,i
0
∣∣(∂/∂α) f˜ε,i(α, s)∣∣ ds ≤M8√ε. (92)
for all α ∈ (0, ε] and sufficiently small ε ∈ S. Finally, it follows from (85), (92),
and Fubini’s theorem that
∫ Lε,i
0
f˜ε,i(s) ds ≤
∫ Lε,i
0
∫ ε
0
∣∣(∂/∂α) f˜ε,i(α, s)∣∣ dα ds (93)
=
∫ ε
0
∫ Lε,i
0
∣∣(∂/∂α)f˜ε,i(α, s)∣∣ ds dα ≤
∫ ε
0
M8
√
ε dα ≤M3ε3/2,
for all sufficiently small ε ∈ S, as was required in (84).
Corollary 3.8 (Generalization of Prop. 3.7) Given ε ∈ S, Γε ∈ Fε, δ ∈ [0, 1),
and the capacitary potentials Uε,i(p) := Ui(Γε; p) (defined in the closures of the
periodic domains Ωε := Ω(Γε)), let the related capacitary potentials Uε,δ,i(p) :
Cl(Ωε,δ,i)→ ℜ be defined such that Uε,δ,i(p) :=
(
(Uε,i(p) − εδ)
/
(1 − εδ)) in the
closure of Ωε,δ,i := {0 < Uε,δ,i(p) < 1}, we use pε,δ,i(s) : ℜ → Γε,δ,i to denote
positively-oriented arc-length parametrizations of the arcs Γε,δ,i := {Uε,δ,i(p) =
0}, i = 1, 2, and we use p˜ε,δ,i(s) : ℜ → Γ˜ε,δ,i to denote the mapping of each s ∈ ℜ
into the unique point of intersection p˜ε,δ,i(s) of the arc Γ˜ε,δ,i := {Uε,δ,i(p) = ε}
with the unique arc γε,δ,i(s) of steepest ascent of the function Uε,δ,i(p) originating
at the point pε,δ,i(s). Then there exist constants C and M , independent of small
δ ∈ (0, 1) such that ∫ Lε,δ,i
0
fε,δ,i(s) ds ≤Mε3/2, (94)
uniformly for i = 1, 2, and for all sufficiently small ε ∈ S, where we define
Lε,δ,i := ||Γε,δ,i|| and
0 ≤ fε,δ,i(s) :=
∣∣p˜ε,δ,i(s)− pε,δ,i(s)∣∣− dist(pε,δ,i(s), Γ˜ε,δ,i) ≤ Cε. (95)
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Proof. For any given values ε ∈ S and δ ∈ [0, 1), we redefine all the notation
in Prop. 3.7 and its proof by replacing all the definitions previously expressed
in terms of (or based on) the capacitary potentials Uε,i(p) : Cl(Ωε,i) → ℜ by
the corresponding definitions based on the corresponding capacitary potentials
Uε,δ,i(p) : Cl(Ωε,δ,i) → ℜ. Thus Cor. 3.8 reduces in the case δ = 0 to Prop.
3.7, and the proof valid for the case δ = 0 easily extends to establish uniform
estimates valid for small ε ∈ S and small δ ∈ (0, 1).
3.3 Sharp positive lower bounds for |∇U(p)| on Γ
Theorem 3.9 (Sharp uniform lower bound for boundary gradient of the ca-
pacitary potential) Let U(p) := U(Γ; p) in the closure of Ω := Ω(Γ), where
Γ = (Γ1,Γ2) ∈ F denotes a weak solution of Prob. 2.2 (see Def. 2.33 and
Thm. 2.34), obtained as the limit of a convergent sequence of operator ”fixed
points” Γn ∈ Fεn corresponding to a null-sequence of values εn in the interval
(0, ε0). Assume the component-wise arc-length and total curvature per P -period
of the ”fixed points” Γn, n ∈ N , are uniformly bounded (as they will be under
the assumptions of Thm. 2.18, where we set X := Y). Then:
lim inf
p→pi
|∇U(p)| ≥ ai(pi), (96)
i = 1, 2, where p ∈ Ω and pi denotes any point in Γi. In fact we have
|∇Ui(p)| ≥ Ei(p) := aˆi(p) exp
(− 2Ci Ui(p)), (97)
in Ωˆi := {p ∈ Ω : Ui(p) < 1/2} for i = 1, 2, where aˆi(p) : Cl(Ωˆi) → ℜ
denotes the continuous function such that aˆi(p) = ai(p) on ∂Ωˆi and ln
(
aˆi(p)
)
is harmonic in Ωˆi, and where Ci = sup
{
ln
(
ai(q)
/|∇U(q)|) : q ∈ Γˆ}, and where
Γˆ := {U(q) = 1/2}. Observe that in (97), Ei(p), i = 1, 2, denotes a continuous
function in Cl(Ωˆi), such that Ei(p) = ai(p) on Γi.
Remark 3.10 For φ ∈ L1(ℜ) and g ∈ Lp(ℜ) with p ≥ 1, we have:∫ ∞
−∞
∣∣(g ∗ φ)(x)∣∣pdx ≤ (∫ ∞
−∞
|φ(x)|dx
)p(∫ ∞
−∞
|g(x)|pdx
)
, (98)
where ”g ∗ φ” denotes the convolution of φ and g (see [SL], Thm. 6p, p. 374).
If g ∈ Lp(ℜ) and φ(x) denotes an integrable, κ-periodic function, then
∫ τ+κ
τ
∣∣(g ∗ φ)(x)∣∣pdx ≤ (∫ τ+κ
τ
|φ(x)|dx
)p( ∫ ∞
−∞
|g(x)|pdx
)
(99)
for any τ ∈ ℜ; in fact (99) follows by setting φ(x) := φn(x) in ( 98), where we
define φn(x) = φ(x) in [−nκ, nκ], φn(x) = 0 in ℜ \ [−nκ, nκ], and using the
fact that g ∗ φn → g ∗ φ as n→∞, where g ∗ φ is κ-periodic.
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Lemma 3.11 Let be given a family of fixed points Γε = (Γε,1,Γε,2) ∈ Fε,
ε ∈ S ⊂ (0, ε0), such that the total curvature (in one P -period) of the curves
Γε,i, i = 1, 2, is bounded above by a constant M (independent of ε ∈ S). Then
for any δ ∈ (0, 1), there exists a constant C(δ) such that∫
Γε,δ,i
∣∣∇Uε,i(p)∣∣2 dsε,δ,i ≤ C(δ), (100)
for i = 1, 2, uniformly for all ε ∈ S, where Uε,i(p) := Ui(Γε; p) and Γε,δ,i :=
Φεδ,i(Γε) = {Uε,i(p) = εδ}.
Proof. We fix the value ε ∈ S, and suppress the subscript ε. We also assume
without loss of generality that the curve-pair Γ = (Γ1,Γ2) ∈ X is analytic.
We let κ = κ(Γ) denote the capacity of one P -period (in x) of the domain
Ω := Ω(Γ), while Ki = K(Γi) := total curvature of oneP −period of Γi. Let
w = F (z) : ℜ × [0, 1]→ Cl(Ω) be an analytic, κ-periodic, onto function, whose
restriction to [τ, τ + κ) × [0, 1] is one-to-one for each τ ∈ ℜ. Let G(x, y) =
ln(|F ′(z)|) in ℜ × [0, 1]. Then the function
Gy(x, y) = (∂/∂y) ln (|F ′(z)|) = −(∂/∂x) arg (F ′(z))
is harmonic in ℜ× [0, 1], and we have ∫ τ+κτ φ(x) dx = 0 and ∫ τ+κτ |φ(x)| dx ≤M
for any τ ∈ ℜ, where we define φ(x) := Gy(x, 0) in ℜ. We define the function
H(x, y) in ℜ × [0,∞) such that Hy(x, 0) := φ(x) in ℜ × {0} and such that Hy
is defined by the convolution integral:
Hy(x, y) :=
1
π
∫ ∞
−∞
y
(x− t)2 + y2 φ(t) dt (101)
in ℜ × (0,∞). Observe that Hy(x, y) is bounded, κ-periodic (in x), continuous
in ℜ × [0,∞), and harmonic in ℜ × (0,∞). Also Hy = Gy in ℜ × {0} and
|Hy − Gy| ≤ C on ℜ × { 12} for some constant C, from which it follows that|Hy(x, y)−Gy(x, y)| ≤ 2Cy in ℜ× [0, 12 ] by the maximum principle. Therefore,
|(G(x, b)−G(x, a)) − (H(x, b)−H(x, a))| ≤ C(b2 − a2) (102)
for any x ∈ ℜ and 0 < a < b ≤ 12 . By integrating (101) over y ∈ [a, b] ⊂ [0, 1/2],
we get
H(x, b)−H(x, a) = 1
2π
∫ ∞
−∞
ln
(
(x− t)2 + b2
(x− t)2 + a2
)
φ(t) dt,
from which it follows (see Remark 3.10) that∫ τ+κ
τ
|H(x, b)−H(x, a)|N dx ≤
(
M
2π
)N ∫ ∞
−∞
(
ln
x2 + b2
x2 + a2
)N
dx (103)
for any N ≥ 1. By substituting (103) into the series expansion for exp (H(x, b)−
H(x, a)
)
, we see that∫ τ+κ
τ
(
e(H(x,b)−H(x,a)) − 1
)
dx ≤ I(M,a, b), (104)
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where
I(M,a, b) :=
∫ ∞
−∞
((
x2 + b2
x2 + a2
)M/2π
− 1
)
dx <∞.
By substituting (102) into (104), we find that∫
Γa
( |∇U(pa)|2
|∇U(pb)|
)
dsa =
∫ τ+κ
τ
( |F ′(x+ jb)|
|F ′(x+ ja)|
)
dx ≤ (I(M,a, b) + κ) eC(b2−a2)
(105)
for any 0 < a < b ≤ 1/2, where j = √−1, and where, for any fixed α ∈ (0, 1/2],
pα := F (x + jα) is the κ-periodic mapping of the line ℜ × {α} onto the level
curve of Ui(p) = Ui(Γ; p) at altitude α, and the arc Γα is one P -period (in x) of
the image of that mapping. At this point, one can see that if Γ is not analytic,
then Γ can be approximated by sequence of analytic curve-pairs in X having the
same total-curvature bounds, and that the estimate (105) follows in the limit.
We now reintroduce the parameter ε ∈ S. The assertion (100) follows from
(105) by setting Ui = Uε,i, a = δε, and b = ε, and by observing that (a) the
constant C = Cε can be chosen independent of small ε ∈ S, and (b) |∇Uε,i(p)|
is bounded above on Γε := {Uε,i(p) = ε}, with an upper bound independent of
small ε ∈ S (see Lem. 2.26(a)), and (c) I(M, δε, ε) is bounded from above as
ε→ 0+ for fixed δ ∈ (0, 1) and M ∈ ℜ+.
Proof of Thm. 3.9. In addition to the notation in the statement of Thm.
3.9, we also assume that Γε → Γ = (Γ1,Γ2) ∈ F as ε → 0+ in S, where S
denotes a positive, countable subset of (0, 1/2], with sole accumulation point at
0, and where Γε = (Γε,1,Γε,2) ∈ Fε is a ”fixed point” of one of the operators
T±ε for each ε ∈ S. In addition to the notation in the statement of Thm.
3.9, for any ε ∈ S, we define the ”full domains” Ωε := Ω(Γε), the capacitary
potentials Uε,i(p) := Ui(Γε; p) : Cl(Ωε) → ℜ, and the ”half-domains” Ωˆε,i :=
{p ∈ Ωε : Uε,i(p) < 1/2} and ”center arcs” Γˆε := {Uε,i(p) = 1/2}. For ε ∈ S
and δ ∈ (0, 1) we define the arcs Γε,δ,i := Φεδ,i(Γε) = {Uε,i(p) = εδ}, the full
domains Ωε,δ,i := {p ∈ Ωε : Uε,i(p) > εδ}, the harmonic mappings Uε,δ,i(p) :
Cl(Ωε,δ,i)→ ℜ such that Uε,δ,i(p) :=
(
(Uε,i(p)−εδ)
/
(1−2εδ)), the half domains
Ωˆε,δ,i := {εδ < Uε,i(p) < 1/2}, and center arcs Γˆε.
In the notation of the proof of Lem. 3.2, the function Eε,0(z) := ln
(
ε
/∣∣gε(fε(z)+
ε)− z∣∣) is harmonic for sufficiently small ε ∈ S. It follows that the continuous
function
φε,i(p) := ln
(
ε
/∣∣Πε,i(p)− p ∣∣) : Cl(Ω˙ε,i)→ ℜ (106)
is harmonic in the domain Ω˙ε,i := {p ∈ Ωε : Uε,i(p) ≤ 1− ε} for any sufficiently
small ε ∈ S, where for each p ∈ Ω˙ε,i, Πε,i(p) denotes the point of intersection
of the arc of steepest ascent of Uε,i through p with the level curve of Uε,i at
the altitude Uε,i(p) + ε. In view of this definition, it follows by Prop. 3.7
and Cor. 3.8 (especially Eqs. (94) and (95), where
∣∣p˜ε,δ,i(s) − pε,δ,i(s)∣∣ =∣∣Πε,i(pε,δ,i(s))− pε,δ,i(s)∣∣ for all s ∈ ℜ) that
0 ≤ ∣∣Πε,i(p)− p∣∣− dist(p, Γ˜ε,δ,i) ≤ fε,δ,i(p) = ε zε,δ,i(p), (107)
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uniformly for all p ∈ Γε,δ,i and all sufficiently small ε ∈ S and δ ∈ (0, 1), where
the measurable functions zε,δ,i(p) : Γε,δ,i → ℜ satisfy
0 ≤ zε,δ,i(p) ≤ C1 in Γε,δ,i and
∫
Γε,δ,i
zε,δ,i(p) ds ≤M
√
ε, (108)
and where C1 andM denote uniform constants independent of sufficiently small
ε ∈ S and δ ∈ (0, 1). (Here the arc integral refers to one P -period (in x).)
We have (i) ai(p) dist
(
p, Γ˜ε,i
)
= ε for all sufficiently small ε ∈ S and all points
p ∈ Γε,i (see Thm. 2.12, Eq. (20)). Therefore, for any fixed value δ ∈ (0, 1),
there exists a value η = η(δ) > 0 so small that
aδ,i(p) dist(p, Γ˜ε,i) ≤ ε (109)
uniformly for all sufficiently small ε ∈ S and all points p ∈ Γε,δ,i, where we
define aδ,i(p) := η(δ) ai(p) throughout ℜ2. For the remainder of the proof, we
choose the value η = η(δ) (corresponding to any given value δ ∈ (0, 1)) to be as
large as possible subject to the requirement that (109) holds for all sufficiently
small ε ∈ S and all p ∈ Γε,δ,i. Toward an upper bound for η(δ), given any
point p ∈ Γε,δ,i, we choose the point q = qε,δ,i(p) ∈ Γε,i such that p and q
both lie on the same arc of steepest ascent of the function Uε,i. By Cor. 2.31,
there exists a positive constant C, independent of small ε ∈ S, such that (ii)
|qε,δ,i(p)− p| ≤ (εδ/C). By using (109), (i), and (ii), we see that
ε ≥ aδ,i(p) dist(p, Γ˜ε,i) ≥ aδ,i(p)
(
dist(q, Γ˜ε,i)− |p− q|
)
(110)
≥ aδ,i(p)
(
[ε/ai(q)]− (εδ/C)
)
for all p ∈ Γε,δ,i, where q = qε,δ,i(p). It is easily seen that if Eq. (109), and
therefore (110), is satisfied for all sufficiently small ε ∈ S at a particular value
δ ∈ (0, 1) such that ai(p) δ ≤ Aδ < C for all p ∈ Γε,i, then we have that
η(δ) < lim inf
ε→0+
( C ai(qε,δ,i(p))
ai(p)
[
C − ai
(
qε,δ,i(p)
)
δ
]) ≤ C
C − ai(p)δ ≤
C
C −Aδ , (111)
for the same constant C > 0.
Due to the fact that the function φε,i(p) : Cl(Ω˙ε,i) → ℜ, which was defined in
Cor. 3.3, Eq. (55), is harmonic in Ω˙ε,i, the related continuous function
φε,δ,i(p) := ln
(
ε
aˆε,δ,i(p)
∣∣Πε,i(p)− p∣∣
)
: Cl(Ωˆε,δ,i)→ ℜ (112)
is harmonic at least in the domain Ωˆε,δ,i, where we define the continuous function
aˆε,δ,i(p) : Cl
(
Ωˆε,δ,i
) → ℜ such that aˆε,δ,i(p) = aδ,i(p) := η(δ)ai(p) on ∂Ωˆε,δ,i
and ln
(
aˆε,δ,i(p)
)
is harmonic in Ωˆε,δ,i. (Here, the value δ ∈ (0, 1) is fixed and
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sufficiently small, and η(δ) satisfies (111).) It follows from (107), (108), (109),
and (112) that aˆε,δ,i(p)
∣∣Πε,i(p)−p∣∣ ≤ (1+ aˆε,δ,i(p) zε,δ,i(p)) ε, and therefore that
φε,δ,i(p) ≥ ln
(
1/(1 + aδ,i(p) zε,δ,i(p)
) ≥ −aδ,i(p) zε,δ,i(p) (113)
both for all points p ∈ Γε,δ,i. We also consider the continuous function
ψε,δ,i(p) := φε,δ,i(p) + 2Cε,δ,i Uε,δ,i(p) : Cl(Ωˆε,δ,i)→ ℜ (114)
(harmonic in Ωˆε,δ,i), where we define
Uε,δ,i(p) := (2(Uε,i(p)− εδ)/(1− 2εδ)) , (115)
∇Uε,δ,i(p) = (2∇Uε,i(p)/(1− 2εδ)),
and where we use the constant Cε,δ,i to denote the least value such that
Cε,δ,i ≥ −φε,δ,i(p) = ln
((
aδ,i(p)|Πε,i(p)− p|
)/
ε
)
(116)
uniformly for all p ∈ Γˆε. Then we have
ψε,δ,i(p) ≥ 0 on Γˆε; ψε,δ,i(p) ≥ −aδ,i(p) zε,δ,i(p) on Γε,δ,i, (117)
due to (113), (114), (115), and (116).
We also introduce the P -periodic (in x) Green’s function Gε,δ,i(p0,i, q) ≥ 0 for
the Laplace operator in the P -periodic domain Ωˆε,δ,i. For any specified point
p0,i ∈ Ωˆi and value ρ > 0 such that Cl
(
Bρ(p0,i)
) ⊂ Ωˆi, and for any sufficiently
small values ε ∈ S and δ ∈ (0, 1) (so small that Cl(Bρ(p0,i)) ⊂ Ωˆε,δ,i), we use
Gε,δ,i(p0,i, q) to denote the unique P -periodic (in x) continuous function of q in
Cl(Ωˆε,δ,i) such that
∆qGε,δ,i(p0,i, q) +
∞∑
n=−∞
δ(q − p0,i − n(P, 0)) = 0
in Ωˆε,δ,i and Gε,δ,i(p0,i, q) = 0 for all q ∈ ∂Ωˆε,δ,i. where δ(·) denotes the Dirac
delta function. We also use Cρ(p0,i) to denote a positive constant such that
Gε,δ,i(p0,i, q) ≤ Cρ(p0,i)Uε,δ,i(q) (118)
for all q ∈ ∂Qρ(p0,i), and uniformly for all sufficiently small values ε ∈ S and
δ ∈ (0, 1), where we define the P -periodic set Qρ(p0,i) :=
(⋃∞
n=−∞Bρ(p0,i +
n(P, 0))
)
. Since both sides of (118) are harmonic functions in Ωˆε,δ,i \ Qρ(p0,i)
which vanish on Γε,δ,i, and since Gε,δ,i(p0,i, q) = 0 ≤ Uε,δ,i(q) = 1/2 for all
q ∈ Γˆε, it follows that the inequality (118) holds throughout q ∈ Ωˆε,δ,i \Qρ(p0,i)
by the maximum principle. Therefore, we also have
|∇qGε,δ,i(p0,i, q)| ≤ Cρ(p0,i) |∇Uε,δ,i(q)| (119)
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= (2Cρ(p0,i)/(1− 2εδ)) |∇Uε,i(q)|
for q ∈ Γε,δ,i. Since ψε,δ,i(q) is harmonic throughout Ωˆε,δ,i, it follows from
Green’s second identity that
ψε,δ,i(p0,i) =
∫
∂Ωˆε,δ,i
(
∂Gε,δ,i(p0,i, q)
/
∂νq
)
ψε,δ,i(q) dsˆε,δ,i, (120)
where Ωˆε,δ,i refers to one P -period (containing the point p0,i) of the correspond-
ing P -periodic region, and ∂
/
∂νq refers to the normal derivative at q ∈ ∂Ωˆε,δ,i
in the direction of the interior normal vector. Since (∂
/
∂νq)Gε,δ,i(p0,i, q) =
|∇q Gε,δ,i(p0,i, q)| ≥ 0 for all q ∈ Γε,δ,i ∪ Γˆε, it follows from (120) via the in-
equalities (117 a,b) and (119) that
ψε,δ,i(p0,i) ≥ −
∫
Γε,δ,i
∣∣∇q Gε,δ,i(p0,i, q)∣∣ aδ,i(q) zε,δ,i(q) dsε,δ,i (121)
≥ −(2Cρ(p0,i)/(1− 2εδ))
∫
Γε,δ,i
∣∣∇q Uε(q) ∣∣ aδ,i(q) zε,δ,i(q) dsε,δ,i
≥ −2Cρ(p0,i)
1− 2εδ
√∫
Γε,δ,i
∣∣∇q Uε,i(q)∣∣2 dsε,δ,i
√∫
Γε,δ,i
a2δ,i(q) z
2
ε,δ,i(q) dsε,δ,i,
where all the arc integrals are restricted to one P -period (in x) and the final
step in (121) is based on the Schwartz inequality.
Finally, we observe that the first integral in the final line of (121) remains
uniformly bounded as ε→ 0+ provided that the constant δ ∈ (0, 1) is sufficiently
small (see Lem. 3.11, Eq. (100)), while, concerning the second integral, we have
aδ,i(p) = η(δ) ai(p) ≤
(
CA
/
(C −Aδ))
in ℜ2 uniformly for all 0 < δ < min{1, (C/A )} (see (111)), while it follows from
(108) that∫
Γε,δ,i
z2ε,δ,i(p) dsε,δ,i ≤ C1
∫
Γε,δ,i
zε,δ,i(p) dsε,δ,i ≤ C1M
√
ε,
uniformly for sufficiently small δ ∈ (0, 1) and ε ∈ S. Therefore, for any suffi-
ciently small δ ∈ (0, 1), the second integral approaches 0 as ε → 0+ relative to
S. For any specified point p0,i ∈ Ωˆi, we abbreviate Eq. (120) to state that
ψε,δ,i(p0,i) ≥ −ζ(ε, δ, i),
where ζ(ε, δ, i) → 0 as ε → 0+ relative to S for any fixed, sufficiently small
value δ ∈ (0, 1). By substituting the definition of the function ψε,δ,i(p) (see
(113), (114), (115), and (116)), we obtain the equivalent inequality:
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ε∣∣Πε,i(p0,i)− p0,i∣∣ ≥ aˆε,δ,i(p0,i) exp
(−2Cε,δ,iUε,δ,i(p0,i)) exp(−ζ(ε, δ, i)), (122)
valid for any point p0,i ∈ Ωˆi if ε ∈ S is sufficiently small (depending on p0,i).
We have that Uε,δ,i(p)→ Ui(p) and ∇Uε,δ,i(p)→ ∇Ui(p), both in any compact
subset of Ωˆi as ε → 0+ relative to S (see Def. 2.33 and Thm 2.34), while, by
the Theorem of the mean, we also have for any point p0,i ∈ Ωˆi that(
ε
/∣∣Πε,i(p0,i)− p0,i∣∣) ≤ |∇Uε,i(p∗0,i)|
for some point p∗0,i in the line-segment joining p0,i to Πε,i(p0,i). In view of this,
it follows from (122) in the limit as ε → 0+ relative to S that if δ ∈ (0, 1) is
sufficiently small, then∣∣∇Ui(p0,i)∣∣ ≥ aˆδ,i(p0,i) exp(− 2Cδ,iUi(p0,i)) (123)
throughout Ωˆi, where, in terms of notation introduced in the statement of Thm.
3.9, we have set aˆδ,i(p0,i) = η(δ) aˆi(p0,i) in Ωˆi (in terms of notation introduced in
the statement of Thm. 3.9), and where exp
(
Cε,δ,i
) → exp(Cδ,i) = η(δ) exp(Ci)
as ε → 0+, where we define Ci such that exp
(
Ci
)
:= sup
{(
ai(q)
/∣∣∇Ui(q)∣∣) :
q ∈ Γˆ}. For p near Γi in Ωˆi, the inequality (123) reduces to
|∇Ui(p)| ≥ aˆi(p)− z
(
dist
(
p,Γi
))
, (124)
where z(t) → 0 as t → 0+, while, relative to the arc Γˆ, (123) reduces to the
inequality:
|∇Ui(p)| ≥ aˆi(p) exp
(− Ci) = aˆi(p) inf {|∇Ui(p)|/ai(p) : p ∈ Γˆ} (125)
Since ln
(|∇Ui(p)|/aˆi(p)) is harmonic in Ωˆi, it follows from (124) and (125) by
the maximum principle that Eq. (97) holds, as was asserted.
3.4 Existence of classical solutions for Probs. 1.1 and 2.2
Theorem 3.12 (Extension of Thms. 1.5 and 2.4; existence of classical solu-
tions between strict lower and strict upper solutions) In the context of Prob. 2.2,
let be given a strict lower solution (or sub-solution) Γ˜ ∈ X ∩ C2 and a strict
upper solution (or super-solution) Γˆ ∈ X ∩ C2 such that Γ˜ < Γˆ. Then:
(a) There exists at least one weak solution Γ = (Γ1,Γ2) ∈ F such that Γ˜ < Γ <
Γˆ, and such that, for i = 1, 2, the arc-length per P -period and total curvature
per P -period of Γi are both bounded by M (i.e. ||Γi|| ≤ M and K(Γi) ≤ M),
where M denotes a constant depending only on A,A,A1, A2.
(b) Any weak solution Γ with the properties in Part (a) is a classical solution in
the sense that Γ = (Γ1,Γ2) ∈ X∩C1 and that, for the function U(p) := U(Γ; p),
the derivative ∇U(p) has a continuous extension to the closure of Ω := Ω(Γ)
such that |∇U(p)| = ai(p) point-wise in Γi, i = 1, 2.
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Proof. In the context of Def. 2.9, it follows from Thm. 2.18 (see also Thm.
2.16, Thm. 5.2(c)), Eq. (239) and Lem. 2.32, Eq. (47)) that there exists a
constant M such that for any sufficiently small value ε ∈ (0, ε1], the operator
Tε (denoting either T
+
ε or T
−
ε ) has a fixed point Γε = (Γε,1,Γε,2) ∈ Y such
that ||Γε,1||, ||Γε,2||,K(Γε,1),K(Γε,2) ≤ M . In view of this, it follows from
Thm. 2.34 that, given any null-sequence
(
ε(n)
)∞
n=1
of values in (0, ε1], there
exists a subsequence
(
ε(n(k))
)∞
k=1
of the natural numbers such that the pairs
Γk := Γn(k) ∈ Y converge as k →∞ to a weak solution Γ ∈ Y. In view of Thm.
2.18, Thm. 3.1 implies that lim supp→pi |∇U(p)| ≤ ai(pi) for p ∈ Ω and i = 1, 2,
and Thm. 3.9 implies that lim infp→pi |∇U(p)| ≥ ai(pi), for p ∈ Ω and i = 1, 2,
where U(p) := U(Γ; p) in Cl(Ω). The smoothness of Γ follows from Thm. 3.13
below. It also follows from Thm. 2.18(b) that ||Γ1||, ||Γ2||,K(Γ1),K(Γ2) ≤M .
Theorem 3.13 (Uniform curvature bounds for solutions) For any given clas-
sical solution Γ = (Γ1,Γ2) of Prob. 2.2 (which exists by Thm. 3.12), let
U(p) = U(Γ; p) denote the capacitary potential in the closure of the domain
Ω := Ω(Γ). Then
∣∣∇(ln(|∇U(p)|))∣∣ ≤ L0 and ∣∣∇(arg(∇U(p)))∣∣ ≤ L0, both in
Ω := Ω(Γ), where the bound L0 depends only on A,A,A1, and A2, in fact we
can choose:
L0 = ln
(
A
/
A
)
+
(
A1
/
A
)
+
(
2A
(
AA2 + A
2
1)
)/
A4
)
. (126)
It follows that the conjugate harmonic functions: ln(|∇U(p)|) and arg(∇U(p)),
are uniformly Lipschitz-continuous in Cl(Ω), with the same Lipschitz constant
L0 (Here |∇U | = ai(p) on Γi.) In particular, the curvatures of the level curves
Γα := {U(x) = α}, α ∈ (0, 1) are uniformly bounded independent of α ∈ (0, 1),
and the same curvature bound (dependent on A,A,A1, and A2 only) carries
over to the directed boundary arcs Γ1,Γ2.
Lemma 3.14 (Boundary derivative estimates) (a) For any classical solution
Γ ∈ X of Prob. 2.2 and any continuous function f(p) : Cl(Ω) → ℜ (where
Ω := Ω(Γ)), the solution φ(p) of the Dirichlet problem: ∆φ(p) = f(p) in Ω,
φ(∂Ω) = 0 is such that |φ(p)| ≤ (|f |/2A2) and |∇φ| ≤ (2A|f |/A2), both in Ω,
where |f | := sup{|f(p)| : p ∈ Ω}.
(b) Let φ(p) solve the above Dirichlet problem, where f(p) ≥ ε for some ε > 0.
Then |∇φ(p)| ≥ (Aε/4A2) for all p ∈ ∂Ω.
Proof. We map Ω conformally onto the strip (0, 1) × ℜ under the analytic
mapping: w = u + jv = F (z) = U(z) + jV (z), where V (z) is the harmonic
conjugate of U := U(Γ; z) in Ω. We define the function ψ(u, v) : (0, 1)×ℜ → ℜ
such that φ(z) = ψ(F (z)) in Ω. Then
|∇wψ| = (|∇zφ|/|F ′(z)|), (127)
f(x, y) =
(
∂2x + ∂
2
y
)
φ(x, y) = |F ′(z)|2(∂2u + ∂2v)ψ(u, v), (128)
where
0 < A ≤ |F ′(z)| ≤ A (129)
in Ω (by the maximum principle, since ln(|F ′|) is harmonic in Ω and (129) holds
on ∂Ω). By (127), (128), and maximum principles for the Poisson equation, we
have
|ψ(u, v)| ≤ Ψ(u, v) := (|f |/2A2)u(1− u) (130)
in (0, 1)×ℜ. The first estimate in Part (a) follows from this. Also, it follows from
(130) and a gradient estimate for solutions of the Poisson Equation: ∆ψ = g
(namely |∇ψ(z0)| ≤ (2
√
2/r) sup{|ψ(z)| : |z − z0| ≤ r} + (r/2
√
2)|g|; see [GT],
Sect. 3.4, p. 37) that |∇wψ(u, v)| ≤
(
|f |
/
2A2
)
uniformly in (0, 1) × ℜ, from
which the second estimate in Part (a) follows by (127) and (129)).
Remark 3.15 (Strengthening of Thm. 3.1.) After the estimates (48) and (49)
have been proved, it follows from them that for any weak solution Γ ∈ F of
Prob. 2.2, we have |∇U(p)| ≤ A in Ω := Ω(Γ), since |∇U(p)| = |∇U(Γ; p)| is
sub-harmonic in Ω. Also, aˆi(p) ≥ A in Ωˆi, since ln
(
aˆi(p)
)
is harmonic in Ωˆi
and the same estimate holds on ∂Ωˆi. In view of this, we can actually choose
Ci := ln
(
A
/
A ) in (49). Thus, the estimate (49) is improved to state that
ln
(|∇U(p)|/aˆi(p)) ≤ 2 ln(A/A )Ui(p) ≤ 2A ln(A/A ) dist(p,Γi) (131)
in Ωˆi = {Ui(p) < 1/2} for any weak solution Γ ∈ F .
Proof of Thm. 3.13. To obtain uniform upper bounds for
∣∣∇(ln(|∇Ui(p)|))∣∣,
i = 1, 2, we estimate the terms in the obvious inequality:∣∣∇(ln(|∇Ui(p)|))∣∣ ≤ ∣∣∇ ln(|∇Ui(p)|/aˆi(p))∣∣+ ∣∣∇(ln(ai(p))∣∣+ ∣∣∇φˆi(p)∣∣, (132)
relative to Ωˆi := {p ∈ Ω : Ui(p) < 1/2}, i = 1, 2. Here, we define the func-
tion: φˆi(p) := ln
(
ai(p)
/
aˆi(p)
)
: Cl(Ωˆi) → ℜ, where aˆi(p) : Cl(Ωˆi) → ℜ denotes
a logarithmically harmonic function which coincides with ai(p) on ∂Ωˆi. Con-
cerning the first term on the right side of (132), it follows from (131) by a
standard derivative estimate that
∣∣∇(ln(|∇U(p)|/aˆi(p)))∣∣ ≤ ln(A/A ) near Γˆi
in Ω, i = 1, 2. For the second term, we have
∣∣∇(ln(ai(p))∣∣ ≤ (A1/A ) in ℜ2
by assumption. For the third term, we observe that φˆi(p) solves the Dirichlet
problem: ∆ φˆi(p) = fi(p) := ∆
(
ln
(
ai(p)
)
in Ω, φˆi(∂Ωˆi) = 0. Therefore, it
follows from Lem. 3.14 that∣∣∇φˆi(p)∣∣ ≤ 2(A/A2 )|fi| ≤ 2(A/A4)(AA2 +A21)
in Ωˆi. The assertion (126) follows by substituting these three estimates into
(132).
3.5 Uniform C 3, ˜̺-continuations
Theorem 3.16 (Smooth uniform continuations of capacitary potentials of so-
lutions of Prob.2.2) Given ̺ ∈ (0, 1], let M(̺) denote the family of all classical
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solutions Γ = (Γ1,Γ2) ∈ X of Prob. 2.2 corresponding to a family of functions
a1(p), a2(p) ∈ A ∩ C 3,̺, whose norms relative to A and C 3,̺ are uniformly
bounded from above by a single value B. Then:
(a) The set of all periodic conformal mappings w = F (z) of the strip ω :=
[0, 1]× ℜ onto the closed regions Cl(Ω(Γ)), Γ ∈M(̺) is uniformly bounded in
the C 3, ˜̺(ω)-norm (for some value ˜̺ ∈ (0, ̺]), and they can, therefore, all be
continued as C 3, ˜̺-functions to a single wider strip ωδ := (−δ, 1+ δ)×ℜ (where
δ > 0), in such a way as to remain uniformly bounded in the C 3, ˜̺-norms on
ωδ.
(b) Let M∗(̺) denote the sub-family of pairs Γ ∈ M(̺) such that |pi(t) −
pi(τ)| ≥ E0 η(|t− τ |) for i = 1, 2 and all t, τ ∈ ℜ, where E0 is any fixed positive
constant, η(t) := min{1, t}, and pi(t) : ℜ → Γi, i = 1, 2, denote arc-length
parametrizations of the corresponding arcs Γi. Then there exists a value δ > 0
so small that the continued functions w = F (z) map the strip ωδ invertably
onto the extended regions Ωδ(Γ) in such a way that the inverse mappings z =
F−1(w) : Ωδ(Γ)→ ωδ, Γ ∈M(̺) are also uniformly bounded in the C 3, ˜̺-norm.
The continued capacitary potentials U(p) = U(Γ; p) : Ωδ(Γ) → (−δ, 1 + δ),
Γ ∈M∗(̺), defined such that U(p) := Re(F−1(z)), are also uniformly bounded
in their respective C 3, ˜̺(Ωδ(Γ))-norms.
Lemma 3.17 Given any functions fi ∈ C 1,̺(ℜ), i = 1, 2, such that |fi|, |f ′i | ≤
M and |f ′i (x1) − f ′i (x2)| ≤ L |x1 − x2|̺ for all x1, x2 ∈ ℜ (for some constants
M,L ∈ ℜ+ and ̺ ∈ (0, 1]), let U(x, y) : Cl(ω)→ ℜ denote the bounded solution
of the Dirichlet problem: ∆U = 0 in ω := ℜ×(0, 1), U = fi on γi, i = 1, 2 (where
γ1 = ℜ × {0}, γ2 := ℜ × {1}). Then there exist new constants M∗, L∗ ∈ ℜ+
and ̺∗ ∈ (0, ̺) such that
|∇U(p)| ≤M∗; |∇U(p)−∇U(q)| ≤ L∗|p− q|̺∗ ,
both for all points p, q ∈ Cl(ω). (In fact one can first choose ̺∗ arbitrarily
close to ̺ in (0, ̺), and then choose 0 < M∗ = C0
(
M + (L/̺)
)
and 0 < L∗ =
C1
(
(M + (L/(̺− ̺∗))), where C0, C1 denote universal constants.
Proof outline. Under the assumptions, we have |Ux(x, y)| ≤ M and |Ux(x +
h, y) − Ux(x, y)| ≤ L|h|̺, both for all (x, y), (x + h, y) ∈ ω, since the left sides
are continuous in Cl(ω) and sub-harmonic in ω, and since the same inequalities
hold on ∂ω. Therefore |Ux(x+ h, y)−Ux(x, y)| ≤ (L+2M)|h|̺∗ for (x, y), (x+
h, y) ∈ ℜ × [0, 1] and ̺∗ ∈ (0, ̺), as follows directly if |h| ≤ 1, and from:
|Ux| ≤M otherwise. For the proof of the remaining estimates, we observe that
U(p) = U1(p) + U2(p), where U1 (resp. U2) solves the Dirichlet problem in the
case where f2(x) = 0 (f1(x) = 0). It suffices to consider only the first case, for
which we set f = f1 and U := U1. For this case, the solution of the Dirichlet
problem is given (for 0 < y ≤ 1) by the convolution-integral formula:
U(x, y) =
∫ ∞
−∞
K(t, y) f(x− t) dt, (133)
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where the kernal is the harmonic function: K(x, y) = 14
(
sin(2αy)
)/(
sin2(αy) +
sinh2(αx)
)
= (1/π)(∂/∂y)(Re(ln(sinh(αz))), in which α = π/2. One can show
by applying parameter differentiation and integration by parts to (133), that:
Ux(x, y)− f ′(x) =
∫ ∞
−∞
K(t, y) (f ′(x− t)− f ′(x)) dt, (134)
Uy(x, y) = −2f(x) +
∫ ∞
−∞
(
K˜(t, y) + sign(t)
)
(f ′(x− t)− f ′(x)) dt, (135)
Uy(x, y)− Uy(x, 0) =
∫ ∞
−∞
(
K˜(t, y)− K˜(t, 0))(f ′(x − t)− f ′(x)) dt, (136)
all for 0 < y ≤ 1, where (134), (136) follow from (133), (135), respectively, and
where (135), with y = 0, defines the function Uy(x, 0) : ℜ → ℜ. Here we define
K˜(x, y) := (∂/∂y)
∫ x
0 K(s, y)ds= −
((
sinh(αx)cosh(αx)
/(
sinh2(αx)+sin2(αy)
)
,
K˜(x, 0) = −coth(αx), and K˜(x, y)−K˜(x, 0) = coth(αx)(sin2(αy)/(sinh2(αx)+
sin2(αy))
)
. Under the assumptions, one can show by estimating the singular
integrals (134), (135), and (136) that |Uy(x, y)| ≤ C0
(
|f | + |f ′| + (L/ρ)
)
for
y = 0, and that |Ux(x, y+h)−Ux(x, y)|, |Uy(x, y+h)−Uy(x, y)| ≤ C1
(
(L/̺)+
|f ′|
)|h|̺, both for y = 0 and |h| ≤ 1, where C0, C1 are constants independent
of L,M, ̺. The first inequality holds for all (x, y) ∈ ℜ × [0, 1], as one sees by
odd continuation of U across γ2 (where U = 0) and the maximum principle
(since the left side is bounded and sub-harmonic). For any fixed 0 < h < 1,
the second and third inequalities also hold for all (x, y) ∈ ℜ × [0, 1 − h], by
the same odd continuation argument. Similarly, a double application of (135)
yields a formula for Uy(x + h, 0) − Uy(x, 0), which one can estimate to show
(after increasing C1 if necessary) that, for any given h ∈ [−1, 1] \ {0}, we have:
|Uy(x + h, y) − Uy(x, y)| ≤ C1
(
|f ′| + (L/̺) + L ln(1/|h|))|h|̺ for all x ∈ ℜ,
provided that y = 0. This inequality extends to (x, y) ∈ ℜ × [0, 1] by odd
continuation (of U across γ1), since the left side is bounded and subharmonic.
Finally, for h ∈ [−1, 1] \ {0} and 0 < ̺∗ < ̺∗ + δ = ̺, we have |Uy(x + h, y)−
Uy(x, y)| ≤ C1
(
|f ′| + (L/̺) + (L/e(̺ − ̺∗)))|h|̺∗ for all (x, y) ∈ ℜ × [0, 1],
since |h|δln(1/|h|) ≤ (1/eδ). Finally, the same inequality holds for |h| ≥ 1 after
suitably increasing C1 while keeping C0 fixed.
Proof of Thm. 3.16, Part(a). As in the proof of Lem. 3.11, for any
̺ ∈ (0, 1] and any classical solution Γ ∈ M(̺) of Prob. 2.2, let w = F (z)
denote the corresponding periodic conformal mapping of the strip ω := Cl(ω) :=
ℜ × [0, 1] onto Cl(Ω(Γ)). (The term ”admissible” expresses a correspondence
of the mapping w = F (z) to some arc-pair Γ ∈ M(̺).) For any admissible
function w = F (z) and any z ∈ ω, we have that(
1
/
A ) ≤ |F ′(z)| = (1/|∇U(F (z)|) ≤ (1/A ). (137)
We have that (i): φ(x, y) = A
(
F (x, y)
)
in ℜ×{0, 1}, where we define φ(x, y) :=
ln
(|F ′(x, y)|) in ℜ × [0, 1] and A(p) = (1/a(p)) = (1/ai(p)) on Γi for i = 1, 2.
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By differentiating (i), we determine that (ii): φx(x, y) = A
′
(
F (x, y)
)
Fx(x, y) in
ℜ×{0, 1}, from which it follows that if A′ is uniformly bounded and the function
Fx(x, y) is in C
̺
(ℜ × {0, 1}), then the function φx(x, y) is in C ̺(ℜ × {0, 1}).
It follows by Lem. 3.17 that the function ∇φ(x, y) is in C ˆ̺(ℜ × [0, 1]) for a
smaller value ˆ̺ ∈ (0, 1], and therefore, by the Cauchy-Riemann equations, that
the function ∇(log(F ′(x, y))) is also in C ˆ̺(ℜ× [0, 1]). Finally, one shows using
(137), that ∇(F ′(x, y)) is in C ˆ̺(ℜ× [0, 1]), and therefore that all second order
partial derivatives of F (x, y) are in C ˆ̺
(ℜ× [0, 1]), completing the first cycle of
the argument.
At this point, it follows from (ii) by differentiation that (iii): φxx(x, y) =
Dx
(
A′(F )Fx
)
= A′(F )Fxx(x, y) + A
′′(F )F 2x in ℜ × {0, 1}. Since A′ and A′′
are uniformly bounded and the functions Fx(x, y) and Fxx(x, y) are both in
C ˆ̺
(ℜ × {0, 1}), it follows from (iii) that the function φxx(x, y) is in C ˆ̺(ℜ ×
{0, 1}), from which it further follows by Lem. 3.17 that (∂/∂x)∇φ(x, y) is in
C ˜̺
(ℜ × [0, 1]) for some value ˜̺ ∈ (0, ˆ̺], and then by the Cauchy-Riemann
equations that first the function (∂/∂x)∇(log(F ′(x, y)) is in C ˜̺(ℜ × [0, 1]).
Finally, it follows by applying (137) that the function (∂/∂x)∇(F ′(x, y)) is in
C ˜̺
(ℜ × [0, 1]). Therefore, all third-order partial derivatives of the function
F (x, y) are in C ˜̺
(ℜ× [0, 1]), completing the second cycle.
A closer look at the same steps (especially the applications of Lem. 3.17) shows
that the family of all admissible functions w = F (z) is uniformly bounded in the
C 3, ˜̺-norm in ℜ× [0, 1]. The remaining claim about uniform C 3, ˜̺-continuations
of admissible functions F to ωδ now follows by a well-known result (see [GT],
Lemma 6.37), which states that if U ∈ C 3, ˜̺(ω), then U has a continuation to
C 3, ˜̺
(
ωδ
)
such that the C 3, ˜̺
(
ωδ
)
-norm of U cannot exceed the C 3, ˜̺
(
ω
)
-norm
of U multiplied by some value depending only on δ.
Proof of Thm. 3.16, Part (b). Given an admissible transformation w =
u+ jv = F (z) = φ(z) + jψ(z) : ω → Cl(Ω(Γ)), (corresponding to Γ ∈M∗(̺)),
we also use w = F (z) to denote the continuation of F to ωδ. In view of the
uniform bounds for the C 3, ˜̺-norms of the continuations to ωδ0 of the admissible
function F , it follows that there exists a constant δ1 ∈ (0, δ0) such that(
F (z)− F (z0)
)
= (z − z0)
(
F ′(z0) + E(z0, z)
)
(138)
for any z0 ∈ ℜ×{0, 1}, whereE(z0, z) is a remainder term such that E(z0, z)→ 0
as z → z0. By double-application of the remainder formula (138) in the cases
where z = z1 and z = z2, one sees that there exist positive constants δ2 ∈ (0, δ1)
and 0 < C1 < C2 <∞ such that
C1
√
(t− τ)2 + (α− β)2 ≤ ∣∣F (t, α)− F (τ, β)∣∣ (139)
≤ C2
√
(t− τ)2 + (α− β)2
for all t, τ, α, β ∈ ℜ such that |t − τ | ≤ δ2 and |α|, |β| ≤ δ2. By assumption,
there is a value E0 > 0 such that |F (t, 0)− F (τ, 0)| ≥ E0 η (|t− τ |) for t, τ ∈ ℜ,
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where we define η(t) := min{t, 1}. Therefore
|F (t, α)− F (τ, β)| ≥ |F (t, 0)− F (τ, 0)| (140)
−|F (t, α)− F (t, 0)| − |F (τ, β)− F (τ, 0)|
≥ E0 η (|t− τ |) − 2C2δ ≥ (E0/2)
√
(η(|t− τ |))2 + (α− β)2
for all t, τ, α, β ∈ ℜ such that |t−τ | ≥ δ2 and |α|, |β| ≤ δ := min
{
δ2,
(
E0
/
(4C2+
E0)
)}
. By (139) and (140), there exists a value M := (1/min{C1,E0}) such
that for all admissible F , the restrictions of the mappings F (z) to ℜ × (−δ, δ)
are all one-to-one mappings of ℜ × (−δ, δ) onto the Mδ-neighborhoods of the
corresponding arcs Γi. It follows from this that if Ωδ(Γ) denotes the union of
Ω(Γ) with the Mδ-neighborhoods of the arcs Γi, i = 1, 2, then the functions
w = F (z) : ωδ → Ωδ(Γ) are one-to-one, and therefore globally invertible, since
their restrictions w = F (z) : ω → Cl(Ω(Γ)) were already known to be globally
invertible conformal mappings. It follows from all this that the inverse mappings
z = G(w) := F−1(w) : Ωδ(Γ) → ωδ are all Lipschitz-continuous functions with
Lipschitz constant (1/M), whose domains contain Mδ-neighborhoods of the
arcs Γi, i = 1, 2, and which are uniformly bounded in the C
3, ˜̺-norm relative
to the (δ/M)-neighborhood of Ω(Γ). In view of this, the assertions of Thm.
3.16(b) hold, and the assertions regarding the uniform continuations of the
capacitary potentials U(Γ; p) follows from this by defining U(z) = Re(F−1)(z)
for F corresponding to Γ.
4 Qualitative properties of solutions
4.1 Main qualitative results
Chapter 4, for which this section serves as the summary of main results, fo-
cuses primarily on results in the context of the double-free-boundary problem
relative to a ”valley” G of a single logarithmically-subharmonic flow-speed func-
tion a(p) : G → ℜ+ (see Prob. 4.3). The main topics in this context include
existence and non-existence of solutions (see Thms. 4.5 and 4.4), as well as
two successfull approaches to the resolution of the uniqueness question under
suitable assumptions The second (less direct) approach proves the existence of
continuously and monotonically (in a positive sense) varying one-parameter lo-
cal solution families, as defined in Def. 4.8. In fact these solution families can
be made the basis for a local uniqueness proof (see Thm. 4.15). Our local
uniqueness assertions follow from Thm. 4.15 via Thm. 4.9 and Cor. 4.16).
Problem 4.1 (Double-free-boundary flow problem with two flow-speed func-
tions in a periodic strip-like region). In the context of Prob. 2.2, let be given
a simply-connected, P -periodic (in x), strip-like domain G having interior and
exterior tangent balls of uniform radius at all boundary points. We use ∂+G and
∂−G) to denote the upper and lower boundary components of G, respectively,
both of which are in X. We also use X(G) (resp. X(G)) to denote the set of
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all pairs Γ = (Γ1,Γ2) ∈ X such that ∂−G < (≤) Γ1 < Γ2 < (≤) ∂+G. Given
the P -periodic (in x) flow-speed functions a1(p), a2(p) : ℜ2 → ℜ+, both in A,
we seek a pair Γ = (Γ1,Γ2) ∈ X(G) such that |∇U(Γ; p)| = ai(p) for all p ∈ Γi,
i = 1, 2.
Problem 4.2 This refers to Prob. 4.1 in the case where the functions a1(p)
and a2(p) both coincide with a single P -periodic (in x) function a(p) : ℜ2 → ℜ+
in the class A ∩ C 3,̺ for some ̺ ∈ (0, 1].
Problem 4.3 This is Prob. 4.2 in the case where the boundary flow-speed func-
tion a(p) : G→ ℜ+ is (weakly) logarithmically subharmonic.
Theorem 4.4 (Non-existence of solutions of Prob. 4.1) (a) In Prob. 4.1, let
Ai(G) := inf{ai(p) : p ∈ G} and Bi(G) := sup{ai(p) : p ∈ G}, i = 1, 2. If
A1(G) > B2(G) or A2(G) > B1(G), then there does not exist any classical
solution Γ ∈ X(G). In general, Prob. 4.1 has no classical solution Γ ∈ X(G) at
the vector λ = (λ1, λ2) ∈ ℜ2+ if A1(G)λ1 > B2(G)λ2 or A2(G)λ2 > B1(G)λ1.
(b) In Prob. 4.3, no classical solution exists at λ ∈ ℜ2+ if
(
λ3−i
/
λi
)
<
(
A
/
A
)
for either i = 1 or i = 2.
Proof. Let Γ = (Γ1,Γ2) ∈ X(G) denote a classical solution at λ such that
λ1A1(G) > λ2 B2(G). Let φ(p) := ln
(∇U(p)|) in Cl(Ω), where U(p) := U(Γ; p).
Then φ(p) is a harmonic function in Ω := Ω(Γ) such that inf{φ(p) : p ∈ Γ2} =
inf
{
ln
(
λ2 a2(p)
)
: p ∈ Γ2
}
> sup
{
ln
(
λ1 a1(p)
)
: p ∈ Γ1
}
= sup{φ(p) : p ∈ Γ1}.
Therefore
∫
γi
Ki(p) ds =
∫
γi
φν(p) ds > 0 for i = 1, 2, where Ki(p) denotes the
signed curvature of Γi at p ∈ Γi, and where γi denotes one P -period of Γi. But
this contradicts the P -periodicity of the curves Γi. The contradiction in the
alternate case is similar.
Theorem 4.5 (Existence of classical solutions of Prob. 4.1 between weakly-
lower and weakly-upper classical solutions) In the context of Prob. 4.1, let be
given a (weakly) lower (classical) solution Γ˜ = (Γ˜1, Γ˜2) ∈ X(G) and a (weakly)
upper (classical) solution Γˆ = (Γˆ1, Γˆ2) ∈ X(G) such that Γ˜ < Γˆ. Then there
exists a classical solution Γ ∈ X(G) such that Γ˜ ≤ Γ ≤ Γˆ.
Proof. We define the function-sequences
(
an,1
)∞
n=1
and
(
an,2
)∞
n=1
, in which all
the functions are in the class A; also such that an,i(p)→ ai(p) uniformly in any
compact subset of ℜ2 as n→∞, i = 1, 2, and, finally, such that for each n ∈ N ,
we have (−1)i(an,i(p) − ai(p)) > 0 in Γ˜i and (−1)i(an,i(p) − ai(p)) < 0 in Γˆi,
i = 1, 2, so that Γ˜ (resp. Γˆ) is a strict lower (upper) solution of Prob. 4.1 relative
to the functions an,1 and an,2. By Thm. 3.13, for each n ∈ N , there exists a
classical solution Γn = (Γn,1,Γn,2) ∈ X(G) of Prob. 4.1 corresponding to the
new functions an,1 and an,2, such that Γ˜n ≤ Γn ≤ Γˆn. Moreover, by Thm. 3.13,
the curvatures of the arcs Γn,1 and Γn,2 are uniformly bounded over n ∈ N , and
we have A ≤ |∇Un(p)| ≤ A and |∇φn(p)| ≤ L0, both uniformly in Ωn := Ω(Γn)
and independent of n ∈ N , where Un(p) := U(Γn; p) and φn(p) := ln
(|∇Un(p)|).
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In view of this, one can conclude by passing to a subsequence (expressed in the
original notation) that Γn → Γ for some solution Γ ∈ X(G). Clearly Γ˜ ≤ Γ ≤ Γˆ,
and Γ has the properties listed in Thm. 3.13.
Lemma 4.6 (Main curvature estimate for solutions of Prob. 4.3 For any pair
λ = (λ1, λ2) ∈ ℜ2+ and any classical-solution-pair Γ = (Γ1,Γ2) ∈ X(G) ∩ C2 of
Prob. 4.3 at λ, we have∣∣K(p)− (∂/∂ν) ln(a(p))∣∣ ≤ λi a(p)|µ| + (2HAλ/A2λ2 ), (141)
pointwise on Γi, i = 1, 2, where for p ∈ Γi, we set ν(p) :=
(∇U(p)/|∇U(p)|),
and we use K(p) to denote the counter-clockwise-oriented curvature of Γi at the
point p ∈ Γi. Also, we set µ := ln
(
λ2/λ1
)
and µ := ln
(
λ
/
λ
)
, and we assume
for some constant H > 0 that 0 ≤ ∆ln(a(p)) ≤ H throughout G. Actually, the
estimate 141 holds for all points p ∈ Cl(Ω(Γ)), where K(p) (resp. ν) denotes
the left curvature of (resp. the left normal to) the level curve of U through the
point p ∈ Cl(Ω).
Proof. We define the function φ(p) := ln
(|∇U(p)|/λ1a(p)) − µU(p) in the
closure of Ω := Ω(Γ). Then 0 ≤ −∆φ(p) = ∆ ln(a(p)) ≤ H in Ω, and it follows
from the fact that |∇U(p)| = λia(p) on Γi, i = 1, 2, that φ(p) = 0 on ∂Ω. In
view of this, it follows from Lem. 3.14(a) that∣∣∇φ(p)∣∣ ≤ (2HAλ/A2λ2) = (2HA exp(µ)/A2λ). (142)
Now the inequality (141) follows from (142) in view of the facts that
∂φ
/
∂ν = K(p)− (∂/∂ν) ln(a(p))− µ∂U/∂ν (143)
in Cl(Ω), and where ∂U(p)/∂ν = λia(p) on Γi, i = 1, 2. Similarly, the estimate
(141) follows from (142) and (143), in view of the fact that |∇U(p)| ≤ λ A for
all p ∈ Cl(Ω).
Theorem 4.7 (Non-existence of classical solutions of Prob. 4.3 at λ) There
does not exist any classical solution of Prob. 4.3 at a pair λ ∈ ℜ2+ such that
either µλ1 > E or −µλ2 > E, where we define E := sup
{(|∇a(p)|/a2(p)) : p ∈
G
}
> 0 and µ = ln(λ2/λ1). In other words, if Prob. 4.3 does have a classical
solution at λ, then min{(λ1, λ2} |µ| ≤ E.
Proof. Let Γ = (Γ1,Γ2) ∈ X(G) denote a C2-solution of Prob. 4.3 at λ ∈
ℜ2+. In the context of the proof of Lem. 4.6 (where ∆ ln
(
a(p)
) ≥ 0 in Ω by
assumption), we define φ(p) := ln
(|∇U(p)|/λ1a(p))−µU(p). Then φ(p) = 0 on
∂Ω and therefore φ(p) ≥ 0 in Ω (since ∆φ ≤ 0 there), from which it follows by
(142) that (−1)i(∂φ/∂ν) = (−1)i(Ki(p) − (∂/∂ν)ln(a(p)) − µλia(p)) ≤ 0 on
Γi for i = 1, 2, where ν is the left normal to Γi. Therefore K1(p) ≥ a(p)
(
µλ1 −(|∇a(p)|/a2(p))) on Γ1 and K2(p) ≤ a(p)(µλ2 + (|∇a(p)|/a2(p))) on Γ2. Since
for any (P -periodic) classical solution Γ ∈ X(G), the arc-length integral of the
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signed curvature Ki(p) over any one P -period (in x) of either of the component
arcs Γi, i = 1, 2, must vanish, it is impossible for a classical solution to exist if
µλ1 a
2(p) > |∇a(p)| for all p ∈ Γ1 or if −µλ2 a2(p) > |∇a(p)| for all p ∈ Γ2.
The assertion follows.
Definition 4.8 (Continuously-varying and positively-ordered families of solu-
tions of Prob. 4.1) Given the positive continuous functions a1(p), a2(p) : ℜ2 →
ℜ+ and the continuous vector-valued function λ(t) = (λ1(t), λ2(t)) : ℜ → ℜ2+
such that
λ1(t) (resp. λ2(t)) is strictly increasing (decreasing) in ℜ, (144)
we use the phrase ”parametrized solution family” to refer to an open interval I
and a mapping Γ(t) = (Γ1(t),Γ2(t)) : I → X(G) such that for each t ∈ I, the
arc-pair Γ(t) ∈ X(G) ∩ C 3, ˜̺ solves Prob. 4.1 at λ(t) ∈ ℜ2+, which means that
the capacitary potential U(t; p) := U(Γ(t); p) defined in the closure of Ω(t) :=
Ω(Γ(t)) is a C1-function which satisfies the condition∣∣∇p U(t; p)∣∣ = λi(t) ai(p) on Γi(t) (145)
for i = 1, 2 and t ∈ I. The parametrized solution-family {Γ(t) = (Γ1(t),Γ2(t)) :
t ∈ I} of Prob. 4.1 is called ”positively-ordered” (or ”elliptically-ordered” (see
Beurling [AB1]) if
Γ(α) < Γ(β) whenever α < β in I, (146)
and it is called ”continuously-varying” if
Γ(t)→ Γ(τ) as t→ τ for any τ ∈ I, (147)
in the sense that that H
(
Γ(t),Γ(τ)
) → 0 as t→ τ , where H(Γ(t),Γ(τ)) denotes
the Hadamard distance between the arcs.
Theorem 4.9 (Uniqueness of solutions of Probs. 1.1, 2.2, or 4.1, viewed
as members of positively-ordered, continuously-varying parametrized solution-
families) In the context of Def. 4.8, given a real open interval I and the con-
tinuous function λ(t) = (λ1(t), λ2(t)) : Cl(I) → ℜ2+ satisfying (144) relative to
I, let be given a continuously-varying, positively-ordered, parametrized solution-
family Γ(t) = (Γ1(t), Γ2(t)) : t ∈ I} for Prob. 1.1, 2.2, or 4.1. For a given, fixed
value τ ∈ I, let Γ˜ denote any classical solution of (145) at t := τ (therefore not
necessarily a member of the above continuous, monotone solution-family). Then
in fact Γ˜ = Γ(τ), provided that there exist values α, β ∈ I such that α < τ < β
and
Γ(α) ≤ Γ˜ ≤ Γ(β). (148)
Proof. For α, β ∈ I, we set Uα(p) := U(Γα; p), Uβ(p) := U(Γβ ; p), and U˜(p) :=
U(Γ˜; p) in the closures of the (either always annular or always P -periodic and
strip-like) domains Ωα := Ω(Γα), Ωβ := Ω(Γβ) and Ω˜ := Ω(Γ˜), respectively
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(where Γt := Γ(t) for all t ∈ ℜ). By (146), (147), and (148), there exists a
maximum (resp. minimum) value α ∈ I (resp. β ∈ I) such that the first (resp.
second) inequality in (148) holds. For maximum α ∈ I such that Γα ≤ Γ˜, there
exists a point pα,1 ∈ Γα,1 ∩ Γ˜1, or else a point pα,2 ∈ Γα,2 ∩ Γ˜2, or both. In
the first case, we have Uα(pα,1) = U˜(pα,1) = 0, where Uα(p) ≥ U˜(p) ≥ 0 in
Cl(Ωα ∩ Ω˜) by comparison principles. In view of (147), it follows from this that
λ1(τ) a1(pα,1) =
∣∣∇U˜(pα,1)∣∣ ≤ ∣∣∇Uα(pα,1)∣∣ = λ1(α) a1(pα,1).
Therefore, λ1(α) ≥ λ1(τ), which contradicts (144) if α < τ in I. In the second
case, we have Uα(pα,2) = U˜(pα,2) = 1, where U˜(p) ≤ Uα(p) ≤ 1 in Cl(Ωα ∩ Ω˜)
by comparison principles. In view of (145), it follows from this that
λ2(τ) a2(pα,2) =
∣∣∇U˜(pα,2)∣∣ ≥ ∣∣∇Uα(pα,2)∣∣ = λ2(α) a2(pα,2).
Therefore λ2(α) ≤ λ2(τ), which again contradicts (144) if α < τ in I. We
conclude in either case that if α is maximum in I subject to (148), then α ≥ τ .
A similar argument shows that if β ∈ I is minimum subject to (148), then
β ≤ τ . In view of (144) and (148), which together imply that α ≤ β, it follows
that α = β = τ , and therefore that Γ˜ = Γ(τ).
Lemma 4.10 (Continuation of positively-ordered, continuously-varying, para-
metrized solution-families) In the context of Def. 4.8, let be given a real open
interval I and a continuous function λ(t) = (λ1(t), λ2(t)) : Cl(I) → ℜ2+ satis-
fying (144) relative to I. Given two intersecting open intervals I˜ and Iˆ, both
contained in I, let Γ˜(t) : I˜ → X and Γˆ(t) : Iˆ → X denote two parametrized
families of λ(t)-solutions of Prob. 4.2, each satisfying (146) and (147) relative
to it’s respective (open) t-interval. Assume there exist values α ∈ I˜, β ∈ Iˆ, and
τ ∈ I˜ ∩ Iˆ such that α < τ < β and either (i) Γ˜(α) < Γˆ(τ) < Γ˜(β) or (ii)
Γˆ(α) < Γ˜(τ) < Γˆ(β) (in terms of the partial ordering in X). Then Γ˜(t) = Γˆ(t)
for all t ∈ I˜ ∩ Iˆ. Therefore we can define a parametrized family Γ˙(t) : I˙ → X of
solutions of Prob. 4.2, satisfying (146) and (147) relative to the larger interval
I˙ := I˜ ∪ Iˆ, such that Γ˙(t) = Γ˜(t) in I˜ and Γ˙(t) = Γˆ(t) in Iˆ.
Proof If the assumptions are satisfied by the value τ ∈ I˜ ∩ Iˆ (for some α,
β), then it follows from Thm. 4.9 that Γ˜(τ) = Γˆ(τ), from which it follows by
continuity that the assumptions are satisfied by any value t ∈ I˜ ∩ Iˆ such that
|t − τ | is sufficiently small. Thus if Γ˜(τ) = Γˆ(τ), then by Thm. 4.9 we have
Γ˜(t) = Γˆ(t) for all t ∈ I˜ ∩ Iˆ such that |t− τ | is sufficiently small. The assertion
follows.
Definition 4.11 (with application to Thm. 4.15) In the context of Prob. 4.3,
given a vector λ = (λ1, λ2) ∈ ℜ2+ and a positive value ρ0 > 0, we use the
notation R(λ; ρ0) to denote the set of all solution pairs Γ ∈ X(G) at λ such
that
capacity(Ω) |µ| ≤ π − ρ0, (149)
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where
capacity
(
Ω) := λ1
∫
Γ1
a(p) ds = λ2
∫
Γ2
a(p) ds
denotes the capacity of one P -period (in x) of the domain Ω := Ω(Γ), and
where we set µ = ln
(
λ2
/
λ1
)
. Given a positive interval Λ+ :=
[
λ, λ
]
(where
0 < λ < λ < ∞), we use R(Λ+; ρ0) to denote the union of the sets R(λ; ρ0)
over all λ such that λ1, λ2 ∈ Λ+ (compare to Thms. 4.4, 4.7, and Lem. 4.22).
Definition 4.12 (with application to Thm. 4.15) In the context of Prob. 4.3,
for any given vector λ = (λ1, λ2) ∈ ℜ2+ and positive scalar r > 0, we use the
notation: S(λ; r) to denote the set of all classical solutions Γ ∈ X(G) at λ
such that the positive flow-speed function a(p) : ℜ2 → ℜ+ in C2,1 is weakly
logarithmically subharmonic in Ω := Ω(Γ), and is such that
E(Γ) > r +
µ2
1 +
√
µ2 + 1
= r +
√
µ2 + 1 − 1, (150)
where µ := ln
(
λ2
/
λ1
)
, and
E(Γ) := inf
{(|∇W (p)|/|∇U(p)|); p ∈ ∂Ω}. (151)
Here, we define the functions U(p) := U(Γ; p) and W (p) := W (Γ; p), both in
the closure of Ω := Ω(Γ), such that W (Γ; p) solves the Dirichlet problem:
∆W = ∆ ln(a(p)) ≥ 0 in Ω; W (∂Ω) = 0. (152)
Remark 4.13 (a) For E = E(Γ), the inequality: (150) is equivalent to the
following inequalities (related to (210), (211), (212)):
r < 1 + E − |µ| and (1 + E + µ− r)(1 + E − µ− r) > 1. (153)
(b) Let S denote any subset of ℜ2+. Then, in either of Defs. 4.11 and Def. 4.12,
the defining condition (namely condition (149) or (150), resp.), is satisfied by
all classical solutions Γ ∈ X(G) ∩ C 3, ˜̺ of Prob. 4.3 at λ ∈ S, provided that it
is satisfied by all classical solutions at λ ∈ S such that |µ| ≤ µ0 := ln
(
A
/
A
)
(because there are no classical solutions at pairs λ ∈ S such that |µ| > µ0; see
Thm. 4.4).
Lemma 4.14 Assume in Prob. 4.3 that there exist constants 0 < δ ≤ H such
that δ ≤ ∆ ln(a(p)) ≤ H throughout G. Then for any fixed constant ρ0 ∈ (0, π)
and any sufficiently small constant r0 > 0, we have that (a) Γ ∈ R
(
λ; ρ0
)
and
(b) Γ ∈ S(λ; r0), both uniformly among all vectors λ ∈ ℜ2+ such that |λ| (resp.
|λ| |µ|) is sufficiently large (sufficiently small), and among all classical solutions
Γ = (Γ1,Γ2) ∈ X(G) ∩C 3, ˜̺ of Prob. 4.3 corresponding to these vectors.
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Proof. Regarding assertion (a), by Thm. 5.19 there exists a constant L such
that ||Γ1||, ||Γ2|| ≤ L, uniformly for all classical solutions corresponding to vec-
tors λ such that |λ| (resp. |λ||µ|) is sufficiently large (small), where ||Γi|| de-
notes the arc-length of one P -period of a periodic arc-component Γi of Γ and
µ := ln
(
λ2
/
λ1
)
). Therefore, we have
capacity(Ω) |µ| ≤ max{λ1, λ2}AL |µ| ≤ π − ρ0, (154)
uniformly for sufficiently large |λ| and small |λ| |µ|, where the first inequality in
(154) is an estimate of the capacity of Ω = Ω(Γ).
Turning to assertion (b), it follows from the curvature estimate (141) in Lem. 4.6
that the absolute curvatures of the boundary arcs Γ1,Γ2 of classical solutions Γ
of Prob. 4.3 at the vectors λ ∈ ℜ2+ are uniformly bounded from above relative
to all λ ∈ ℜ2+ such that |λ| (resp. |λ| |µ|) is sufficiently large (sufficiently
small). On the other hand, we have dist(Γ1,Γ2) ≥
(
1
/
A |λ|) for any solution
at λ ∈ ℜ2+. Therefore, if |λ| (resp. |λ| |µ|) is sufficiently large (sufficiently
small), then for any point p0 ∈ ∂Ω (where Ω = Ω(Γ)), there exists a ball BR(q0)
with center-point q0 ∈ Ω and radius R =
(
1
/
2A |λ|), such that BR(q0) ⊂ Ω and
p0 ∈ ∂BR(q0). For any δ > 0, we define the functions WR,δ(p) : Cl
(
BR(q0)
) →
ℜ, such that WR,δ(p) := (δ/4)
(|p − q0|2 − R2). Observe that WR,δ(p) < 0,
∆WR,δ(p) = δ, and ∇WR,δ(p) = (δ/2)(p − q0), all at any point p ∈ BR(q0),
while obviously WR,δ(p) = 0 for all p ∈ ∂BR(q0). For a given function W (p) :
Cl
(
Ω
) → ℜ such that W (∂Ω) = 0 and δ ≤ ∆W (p) ≤ H in Ω for some small
value δ ∈ (0, H ], one sees that W (p) < 0 in Ω and W (p) ≤ 0 in Cl(Ω), both
by the maximum principle. By an application of the comparison principle, one
sees that W (p) ≤ WR,δ(p) ≤ 0 for all p ∈ BR(q0). It follows by the Hoepf
boundary-point lemma that |∇W (p0)| ≥ |∇WR,δ(p0)| = (Rδ/4), and therefore
that
(|∇W (p0)|/|∇U(p0)|) ≥ (δ/8A2 |λ|2), where the point p0 is arbitrary in
∂Ω. In view of (154), the assertion follows from this.
Theorem 4.15 (Existence of a locally Lipschitz-continuously-varying, strictly-
positively-ordered, global family of solutions of Prob. 4.3 containing a specified
solution) In the context of Prob. 4.3 (in which the function a ∈A∩C 3, ˜̺ satisfies
∆ ln
(
a(p)
) ≥ 0 in G), let be given a classical solution Γˆ = (Γˆ1, Γˆ2) ∈ X(G)∩C3, ˜̺
at the vector value λˆ = (λˆ1, λˆ2) ∈ ℜ2+ such that Γˆ ∈ R
(
λˆ; ρ0
) ∩ S(λˆ; r0) for
some values ρ0 ∈ (0, π) and r0 > 0 (see defs 4.11 and 4.12). Also let be given a
value t0 ∈ ℜ and a smooth vector-valued function
λ(t) = (λ1(t), λ2(t)) : ℜ → ℜ2+
such that λ(t0) = λˆ and such that the first (resp. second) component λ1(t)
(resp. λ2(t)) strictly decreases (increases) from +∞ (resp. 0) to 0 (resp, +∞)
as t increases in ℜ. Then:
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(a) There exist a real open interval I containing t0 and a local Lipschitz-continu-
ously varying, positively ordered parametrized solution family
Γ(t) = (Γ1(t),Γ2(t)) : I → X(G) ∩ C3;̺
such that Γ(t0) = Γˆ and also such that for each t ∈ I, Γ(t) is a classical solution
of Problem 4.3 at λ(t).
(b) The above parametrization can be continued beyond either endpoint τ of the
parameter interval I (which is therefore not maximal) if (i) there exists a value
η > 0 such that Nη
(
Ω(Γ(t)
) ⊂ G for all t ∈ I, (where Nη(S) denotes the η-
neighborhood of S), and if (ii): there exist constants r0 > 0 and ρ0 ∈ (0, π)
such that Γ(t) ∈R(λ(t); ρ0) ∩ S(λ(t); r0) for all t ∈ I.
The proof as given at the conclusion of Section 4.3.
Corollary 4.16 In the context of Thm. 4.15, it follows from Thm. 4.9 that
the arc-pair Γˆ ∈ X(G) ∩ C 3, ˜̺ is the unique solution of Prob. 4.3 at λˆ among
all curve-pairs Γ˜ ∈ X(G) such that Γ(t−) < Γ˜ < Γ(t+) for some values t± ∈ I
such that ±t± > 0.
Remark 4.17 (Local uniqueness result for Prob. 4.1 in a more general con-
text) In the context of Thm. 4.9, let
(
Ω˜, Γ˜
)
denote any P -periodic, multiply-
connected, smooth open set Ω˜ whose boundary ∂Ω˜ is P -periodically partitioned
into a pair of sets Γ˜ = (Γ˜1, Γ˜2), each of which is a disjoint union of one in-
finite P -periodic arc and an infinite collection of simple closed curves. We let
|∇U˜(p)| = λi(τ) ai(p) on Γ˜i, i = 1, 2, where U˜(p) : Cl(Ω˜) → ℜ+ is a harmonic
function in Ω˜ satisfying the boundary conditions U˜(Γ˜i) = i− 1. Then Γ˜ = Γτ .
The proof is the same as before.
Remark 4.18 (Applicability of Thm. 4.15 and Cor. 4.16 to one-dimensional
flows) In the one-dimensional flow-model, the solution pairs (x1, x2), in which
x1 < x2, satisfy the equation: λ1a(x1) = (1/(x2− x1)) = λ2a(x2) corresponding
to a given pair (λ1, λ2) ∈ ℜ2+, where for specificity, we choose the flow-speed
function: a(x) := exp
(
(δ/2)x2
)
(so that
(
ln(a(x))
)′′
= δ). In the context of
Defs. 4.11 and 4.12, we thus have capacity(x1, x2) =
(
1/(x2 − x1)
)
, E =
(δ/2)(x2 − x1)2, and
µ := ln
(
λ2/λ1
)
= ln
(
a(x1)/a(x2)
)
= (δ/2)(x21 − x22).
Therefore the condition: capacity(x1, x2) |µ| < (π − ρ0) is satisfied if
(δ/2)(x2 − x1)2 < (π − ρ0),
and the condition: µ2 < E is satisfied if
δ (x2 + x1)
2 < 2.
In other words, in the present example, these results are applicable to streams
of width less than
√
2 (π − ρ0)/δ whose mid-lines are at a distance less than
1/
√
2δ from the center of the valley of the flow-speed function.
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4.2 Uniqueness of classical solutions
Theorem 4.19 (Proximity of two classical solutions) In Prob. 4.2 (where the
flow-speed function a(p) : G → ℜ+ is (weakly) logarithmically subharmonic),
we let Γ˜ = (Γ˜1, Γ˜2) and Γˆ = (Γˆ1, Γˆ2), both in X(G), denote a classical inner
solution and a classical outer solution, respectively, such that |∇U˜(p)| = a(p)
on Γ˜2 and |∇Uˆ(p)| = a(p) on Γˆ1. Then we have that Γ˜2 ≥ Γˆ1 unless a(p) is
logarithmically harmonic throughout Ω˜ ∪ Ωˆ, where Ω˜ := Ω(Γ˜) and Ωˆ := Ω(Γˆ).
Similarly, if Γˆ = (Γˆ1, Γˆ2) is the classical inner solution such that |∇Uˆ(p)| = a(p)
on Γˆ2 and Γ˜ = (Γ˜1, Γ˜2) is the classical outer solution such that |∇U˜(p)| = a(p)
on Γ˜1, then Γˆ2 ≥ Γ˜1 unless a(p) is logarithmically harmonic throughout Ω˜ ∪ Ωˆ.
Therefore, if Γ˜ and Γˆ are both classical solutions and a(p) is not logarithmically
harmonic in Ω˜ ∪ Ωˆ, then we have both Γ˜2 ≥ Γˆ1 and Γˆ2 ≥ Γ˜1, from which it
follows that the two configurations are close enough so that the intersection of
the closures of the two (doubly connected) stream beds contains a curve γ ∈ X.
Proof. For the proof of the first assertion, we let U˜(p) := U(Γ˜; p) and φ˜(p) :=
ln
(|∇U˜(p)|/a(p)), both in the closure of Ω˜ := Ω(Γ˜). Then ∆φ˜(p) ≤ 0 in Ω˜,
φ˜(p) = 0 on Γ˜2, and φ˜(p) ≥ 0 on Γ˜1. Therefore φ˜ ≥ 0 in Ω˜, from which it
follows that
φ˜ν(p) = K˜2(p)−
(
aν(p)
/
a(p)
) ≤ 0 (155)
on Γ˜2, and also, by a similar argument, that
φˆν(p) = Kˆ1(p)−
(
aν(p)
/
a(p)
) ≥ 0 (156)
on Γˆ1, where φˆ(p) := ln
(|∇Uˆ(p)|/a(p)) in the closure of Ωˆ, and where K˜2(p) and
Kˆ1(p) denote respectively the signed curvatures of the arcs Γ˜2 and Γˆ1 at their
respective points. If the first claim is false, then the open set E(Γ˜2) ∩ D(Γˆ1)
is nonempty. For specificity, we assume that Γ1 intersects Γ˜2 at least once.
Then there exists a non-empty, connected region ω contained in the region
E(Γ˜2) ∩ D(Γˆ1), whose boundary ∂ω is the disjoint union ∂ω = γ˜2 ∪ γˆ1, where
γ˜2 := Cl(ω) ∩ Γ˜2 and γˆ1 := Cl(ω) ∩ Γˆ1. Also the arcs γ˜2 and γˆ1 have common
initial and terminal endpoints p1 and p2. We have∫
γ˜2
K˜2(p) ds−
∫
γˆ1
Kˆ1(p) ds ≤
∫
γ˜2
(
aν(p)
/
a(p)
)
ds−
∫
γˆ1
(
aν(p)
/
a(p)
)
ds, (157)
by integrating (155) and (156). We also have∫
γ˜2
K˜2(p) ds−
∫
γˆ1
Kˆ1p) ds =
(
θ˜2(p2)− θ˜2(p1)
)− (θˆ1(p2)− θˆ1(p2)) ≥ 0, (158)
where θ˜2(p) and θˆ1(p) denote continuous arguments of the forward tangent
vectors to the c*rves γ˜2 and γˆ1 and where p1 and p2 are their joint initial and
terminal points. We also have that
0 ≥
∫ ∫
ω
∆ ln(a(p)) dA =
∫
γˆ2
(
aν(p)
/
a(p)
)
ds−
∫
γ˜1
(
aν(p)
/
a(p)
)
ds, (159)
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as follows by applying the divergence Theorem to the sub-harmonic function
ln
(
a(p)
)
in ω. By stringing the inequalities in (157), (158), and (159) into a
chain of inequalities which are all in the same direction and begin and end with
zero, we determine that all the inequalities in the chain are in fact equalities.
Therefore, the double-integral over ω in (159) vanishes, and the two arc integrals
(in (159)) are equal; also the two signed curvature integrals in (158)) are equal; in
fact θ˜2(p1)− θˆ1(p1) = 0 and θˆ1(p2)− θ˜2(p2) = 0, since the latter two expressions
are non-negative and sum to zero. Since ln
(
a(p)
)
is sub-harmonic in ω, it follows
that it is harmonic in ω. Finally, we conclude by integrating the equations in
(155), (156) that ∫
γ˜2
φ˜ν(p) ds = 0 =
∫
γˆ1
φˆν(p) ds. (160)
Since φ˜ν(p) ≤ 0 on γ˜2 and φˆν(p) ≥ 0 on γˆ1 (by (155), (156)), it follows that
φ˜ν(p) = 0 on γ˜2 and φˆν(p) = 0 on γˆ1. Since the functions φ˜ and φˆ are already
known to be non-negative and (weakly) super-harmonic in the respective regions
Ω˜ and Ωˆ, and to vanish on Γ˜2 and Γˆ1, resp., that φ˜(p) = 0 in Ω˜ and φˆ(p) = 0
in Ωˆ. Therefore, ln
(
a(p)
)
coincides with the harmonic functions ln
(|∇U˜(p)|)
(resp. ln
(|∇Uˆ(p)|)) in Ω˜ (resp. Ωˆ). Therefore ln(a(p)) is a C2-function which
is harmonic in Ω˜ ∪ ω ∪ Ωˆ, proving the first claim in the case where Γˆ1 and
Γ˜2 intersect. In the alternate case where they do not intersect, one sets ω =
E(Γ˜2) ∩ D(Γˆ1) and procedes with the same argument. Finally, the second
assertion is equivalent to the first and the third assertion is equivalent to the
first two.
Theorem 4.20 (Uniqueness of classical solutions) Assume in the context of
Prob. 4.2 (where we assume the given flow-speed function a(p) : G→ ℜ+ to be
weakly logarithmically subharmonic in the annular region G) that there exist two
(not necessarily distinct) classical solutions Γ1 := (Γ1,1,Γ1,2) ∈ X(G) ∩ C 3, ˜̺
and Γ2 := (Γ2,1,Γ2,2) ∈ X(G) ∩ C 3, ˜̺. For i = 1, 2, let Ωi := Ω(Γi) and
U(p) := U(Γi; p) denote the corresponding flow channels and stream functions.
Then:
(a) If Γ1,1 = Γ2,1 or Γ1,2 = Γ2,2, then in fact Γ1 = Γ2.
(b) If the inequality Γ1,1 ≤ Γ2,2 holds, but not the inequality Γ1,2 ≤ Γ2,2, and
if the inequality Γ2,1 ≤ Γ1,2 holds, but not the inequality Γ2,1 ≥ Γ1,1, then the
function a(p) : G → ℜ+ is identically logarithmically harmonic in Ω1 ∪ Ω2.
The same argument, but with the roles of Γ1 and Γ2 reversed, shows that if
Γ2,1 ≤ Γ1,2 but not Γ2,2 ≤ Γ1,2 and if Γ1,1 ≤ Γ2,2 but not Γ1,1 ≥ Γ2,1,, then
again the function a(p) : G → ℜ+ is identically logarithmically harmonic in
Ω1 ∪ Ω2.
(c) If the flow-speed function a(p) is not identically logarithmically harmonic
throughout Ω1 ∪Ω2, then one of the stream beds Ω1 and Ω2 must be a subset of
the other.
(d) If we have either Ω1 ⊂ Ω2 or Ω2 ⊂ Ω1, then Ω1 = Ω2, except possibly if the
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function a(p) : G→ ℜ+ is identically harmonic in Ω1 ∪ Ω2
(e) If Ω1 ⊂ Ω2 and ln(a(p)) is not identically harmonic throughout Ω1 ∪ Ω2,
then either Ω1 = Ω2 or else Cl(Ω1) ⊂ Ω2.
(f) Obviously if the function a(p) : G → ℜ+ is strictly logarithmically subhar-
monic, then a(p) is not logarithmically harmonic throughout Ω1 ∪ Ω2. There-
fore, it suffices to assume in Parts (a)-(e) above, and also in Thm. 4.19, that
a(p) : G→ ℜ+ is strictly logarithmically subharmonic throughout G.
Proof of Part (a) Assume that Γ1,2 = Γ2,2, but that it is not true that
Γ1,1 ≥ Γ2,1. Then there exists a level curve Γ˙2,1 of the capacitary potential
U2(p) : Cl(Ω2) → [0, 1] at minimum altitude δ > 0 subject to the requirement
that Γ˙2,1 ≥ Γ1,1. We have that U1(p) ≥ U˜2(p) := ((U2(p)− δ)/(1− δ)) through-
out Ω˜2 := {p ∈ Ω2 : U2(p) > δ} by maximum principles for harmonic functions,
from which it follows that |∇U1(p˜)| ≥ |∇U˜2(p˜)| at any point p˜ ∈ Γ1,1 ∩ Γ˙2,1.
Finally, we have that: |∇U2(p)| ≥ a(p) throughout Cl(Ω2), since the superhar-
monic function φ2(p) = ln(|∇U2(p)|/a(p)) : Cl(Ω2)→ ℜ vanishes on ∂Ω2. As a
consequence of the above, we have that
(1− δ) a(p˜) = (1 − δ)|∇U1(p˜)| ≥ (1 − δ)|∇U˜2(p˜)| = |∇U2(p˜)| = a(p˜).
This contradiction proves that in fact Γ1,1 ≥ Γ2,1. By reversing the roles of
Γ1 and Γ2, we also conclude that Γ2,1 ≥ Γ1,1. Therefore if Γ1,2 = Γ2,2, then
Γ1,1 = Γ2,1.
Proof of Part (b) Assuming that the inequality Γ1,1 ≤ Γ2,2 is satisfied, but
the inequality Γ1,2 ≤ Γ2,2 is not satisfied, there exists a level curve Γ˙1,2 of
the capacitary potential U1(p) : Cl(Ω1) → [0, 1] at maximum altitude C < 1
subject to the requirement that Γ˙1,2 ≤ Γ2,2. Also, assuming that the inequality:
Γ2,1 ≤ Γ1,2 is satisfied, but the inequality: Γ2,1 ≥ Γ1,1 is not satisfied, there
exists a level curve Γ˙2,1 of the capacitary potential U2(p) : Cl(Ω2) → [0, 1] at
the minimum altitude δ > 0 subject to the requirement that Γ˙2,1 ≥ Γ1,1. Thus,
we have that
Γ˙1,2 = {p ∈ Ω1 : U1(p) = C} and Γ˙2,1 = {p ∈ Ω2 : U2(p) = δ},
where
C := min{U1(p) : p ∈ Γ2,2 ∩ Ω1} and δ := max{U2(p) : p ∈ Γ1,1 ∩ Ω2}.
We define the arc-pairs Γ˜i := (Γ˜i,1, Γ˜i,2), i = 1, 2, such that -
Γ˜1 := (Γ1,1, Γ˙1,2) and Γ˜2 := (Γ˙2,1,Γ2,2).
It directly follows from the above that
U˜1(p) := U(Γ˜1; p) = U1(p)/C
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in the closure of Ω˜1 := Ω(Γ˜1) and
U˜2(p) := U(Γ˜2; p) = ((U2(p)− δ)/(1− δ))
the closure of Ω˜2 := Ω(Γ˜2). Therefore, we have
|∇U˜1(p)| = (|∇U1(p)|/C) in Ω˜1 and |∇U˜2(p)| = (|∇U2(p)|/(1− δ)) in Cl(Ω˜2)
. We also have from the above that
Γ˜1,1 = Γ1,1 ≤ Γ˙1,1 = Γ˜2,1 and Γ˜1,2 = Γ˙1,2 ≤ Γ2,2 = Γ˜2,2,
which is the proof by components that:
Γ˜1 ≤ Γ˜2.
In view of this inequality, it follows by maximum and comparison principles for
harmonic functions that
U˜1(p) ≥ U˜2(p)
throughout the closure of the region ω˜ := Ω˜1 ∩ Ω˜2. Moreover, one has that
U˜1(p) = U˜2(p)) = 0 for all points p ∈ σ˜1 := Γ˜1,1 ∩ Γ˜2,1 ⊂ ∂ω˜ and U˜1(p) =
U˜2(p) = 1 for all points p ∈ σ˜2 = Γ˜1,2 ∩ Γ˜2,2 ⊂ ∂ω˜, where it is clear that σ˜i 6= ∅
for i = 1, 2. It follows from this by the Hopf boundary point lemma that
|∇U˜1(p˜1)| ≥ |∇U˜2(p˜1)| and |∇U˜1(p˜2)| ≤ |∇U˜2(p˜2)|
at any point p˜i ∈ σ˜i for i = 1, 2. Finally, we have that
|∇Ui(p)| ≥ a(p)
throughout Cl(Ωi), i = 1, 2, because the superharmonic functions φi(p) =
ln(|∇Ui(p)|/a(p)) : Cl(Ωi) → ℜ, i = 1, 2, vanish on their respective domain
boundaries ∂Ωi, i = 1, 2. As an application of all of the above, we conclude that
a(p˜1)
1− δ =
|∇U1(p˜1)|
1− δ = |∇U˜1(p˜1)| ≥ |∇U˜2(p˜1)| =
|∇U2(p˜1)|
C
≥ a(p˜1)
C
(161)
and
a(p˜2)
1− δ ≤
|∇U1(p˜2)|
1− δ = |∇U˜1(p˜2)| ≤ |∇U˜2(p˜2)| =
|∇U2(p˜2)|
C
=
a(p˜2)
C
, (162)
for p˜i ∈ σ˜i, i = 1, 2. It follows from Equations (161) and (162) together that
C = 1 − δ and that all inequalities in (161) and (162) reduce to equations.
In particular, we have that |∇U2(p˜1)| = a(p˜1) and |∇U1(p˜2)| = a(p˜2). Since
p˜i ∈ Ωi for i = 1, 2, it follows by application of the strict maximum principle
to the non-negative superharmonic functions φi(p) : Cl(Ωi) → ℜ, i = 1, 2, that
|∇Ui(p)| = a(p) throughout Ωi for i = 1, 2, and therefore that the logarithmi-
cally subharmonic function a(p) : G → ℜ+ is in fact logarithmically harmonic
throughout Ω1 ∪ Ω2.
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Proof of Part (c)). In Part (b), let A,B,C, and D denote the inequalities
Γ1,2 ≤ Γ2,2, Γ2,1 ≥ Γ1,1, Γ2,2 ≤ Γ1,2, and Γ1,1 ≥ Γ2,1 in the given order. Under
the assumptions of Thm. 4.19, the inequalities Γ1,1 ≤ Γ2,2 and Γ2,1 ≤ Γ1,2 both
hold automatically. Therefore we can slightly revise Part (b) to state that if
both A and B do not hold or if both C and D do not hold, then the function
ln(a(p)) is identically harmonic in Ω1 ∪ Ω2. Therefore if the function ln(a(p))
is not identically harmonic in Ω1 ∪ Ω2, then either A or B holds and either
C or D holds. In other words, either A and C both hold or A and D both
hold, or B and C both hold or else B and D both hold. But A and C (resp.
B and D) imply that Γ1,2 = Γ2,2 (resp. Γ1,1 = Γ2,1, from which it follows
by Part (a) that Ω1 = Ω2. The inequalities A and D are satisfied only by
Γ2,1 ≤ Γ1,1 < Γ1,2 ≤ Γ2,2, i.e. Ω1 ⊂ Ω2, while B and C are satisfied only by
Γ1,1 ≤ Γ2,1 < Γ2,2 ≤ Γ1,2, i.e. Ω2 ⊂ Ω1
Proof of Part (d)We assume for the purpose of obtaining a contradiction that
the classical solutions Γ1 = (Γ1,1,Γ1,2)) ∈ X and Γ2 = (Γ2,1,Γ2,2) ∈ X are
distinct, the corresponding stream beds are such that Ω1 ⊂ Ω2, and the given
weakly logarithmically sub-harmonic flow-speed function a(p) : G → ℜ+ is not
identically logarithmically harmonic throughout Ω2. For each i = 1, 2, we define
the continuous function φi(p) : Cl
(
Ωi
)→ ℜ such that
φi(p) := ln
(|∇Ui(p)|/a(p)). (163)
We have that |∇Ui(p)| = a(p) on ∂Ωi, from which it follows that φi(∂Ωi) = 0
for i = 1, 2. Also for i = 1, 2 the function: ln(
∣∣∇Ui(p)∣∣) : Ωi → ℜ is harmonic. It
follows from this by the assumed properties of a(p) : G→ ℜ+ that the functions
φi(p) : Cl(Ωi) → ℜ+, i = 1, 2, are weakly super-harmonic in their respective
domain interiors and are therefore non-negative by the maximum principle. Also
the non-negative, weakly super-harmonic function φ2(p) : Cl(Ω2) → ℜ+ is not
identically harmonic in Ω2 and is therefore strictly positive in Ω2 by the strict
maximum principle. For the function ψ(p) := φ2(p) − φ1(p) : Cl(Ω1) → ℜ,
we have ∆ψ(p) = ∆φ2 − ∆φ1 = 0 in Ω1 and ψ(p) = φ2(p) − φ1(p) ≥ 0 on
∂Ω1, so that we have ψ(p) ≥ 0 in Cl(Ω1) by the maximum principle. Also
ψ(p) = φ2(p) − φ1(p) = φ2(p) > 0 on Ω2 ∩ ∂Ω1. Therefore, we can’t have
ψ(p) = 0 identically in Cl(Ω1), from which it follows that ψ(p) > 0 throughout
Ω1 by the strict maximum principle. To sum up, we have
φ1(p) < φ2(p) (164)
in Ω1, from which it follows that
|∇U1(p)| < |∇U2(p)| (165)
throughout Ω1, since |∇Ui(p)| = a(p) exp
(
φi(p)
)
in Ωi for i = 1, 2. Therefore,
we have ∫
γ1
|∇U1(p)| ds <
∫
γ1
|∇U2(p)| ds ≤
∫
γ2
|∇U2(p)| ds, (166)
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where γ2 denotes any arc of steepest ascent of the function U2(p) joining Γ2,1 to
Γ2,2 through Ω2, and γ1 denotes the shortest sub-arc of γ2 which connects Γ1,1
to Γ1,2 through Ω1. On the other hand, by (3) and the fundamental theorem of
calculus we have that∫
γi
∇Ui(p) · ni(p) ds = Ui(pi,2)− U(pi,1) = 1 (167)
for i = 1, 2, where γi denotes any smooth arc joining the initial point pi,1 ∈ Γi,1
to the terminal point pi,2 ∈ Γi,2 through Ωi, and where ni(p) denotes the forward
unit tangent vector to γi at the point p ∈ γi. It follows directly from (167)in
the case where i = 1 by absolute value estimates that∫
γ1
|∇U1(p)|) ds ≥ 1, (168)
where γ1 is any smooth arc joining Γ1,1 to Γ1,2 through Ω1. In the context of
(166), we have ∫
γ2
|∇U2(p)| ds = 1, (169)
as follows from (167) in the case where i = 2 by making the the substitution:
n2(p) =
(∇U2(p)/|∇U2(p)|). Clearly the equations (166), (168), and (169) are
inconsistent and cannot all hold. This contradiction proves the assertion.
Proof of Part (e) Let φi(p) := ln
(|∇Ui(p)|/a(p)) in Cl(Ωi) for i = 1, 2. Then
φi(∂Ωi) = 0 and ∆φi(p) = −∆ln
(
a(p)
) ≤ 0. Since ∆ln(a(p)) does not vanish
throughout Ωi, we have that φi(p) > 0 throughout Ωi by the strict maximum
principle. Therefore, assuming that Ω1 6= Ω2 and Ω1 ⊂ Ω2, we have that
φ1(p) ≤ φ2(p) first on ∂Ω1 and then throughout Cl(Ω1), by maximum and
comparison principles, and the fact that ∆(φ2 − φ1) = 0 in Ω1. In fact we
have φ1(p) < φ2(p) in Ω1 by the strict maximum principle, since we do not have
φ1(p) = φ2(p) everywhere on ∂Ω1. For the purpose of obtaining a contradiction,
let q denote a point in ∂Ω1∩∂Ω2. Observe that φ1(q) = 0 = φ2(q). In the above
context, the Hopf boundary-point Lemma implies that (i): 0 < ∂φ1(q)/∂ν <
∂φ2(q)/∂ν, where ν denotes the interior normal to both ∂Ω1 and ∂Ω2 at q. But
we must also have that (ii): K2(q) ≤ K1(q), where Ki(q) denotes the counter-
clockwise-oriented curvature of ∂Ωi at q, i = 1, 2. But (i) and (ii) together
contradict the equations: ∂φi(q)/∂ν = Ki(q)− aν(q)/a(q), i = 1, 2.
Remark 4.21 (Uniqueness example) Given a positive function a(r) : ℜ+ →
ℜ+, the anulus Ω(r1, r2) := {p ∈ ℜ2 : r1 < |p| < r2} solves Problem 1.1
corresponding to the flow-speed function A(p) := a(|p|) : ℜ2 \ {0} → ℜ+ if and
only if the values 0 < r1 < r2 <∞ together satisfy the equation:
r1 a(r1) =
(
1/ln(r2/r1)
)
= r2 a(r2). (170)
Now assume for some value r0 > 0 that the related function φ(r) := r a(r) :
ℜ+ → ℜ+ strictly decreases (resp. increases) from ∞ to φ0 := φ(r0) > 0
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(resp. from φ0 := φ(r0) to ∞) as r increases from 0 to r0 (resp. from r0 to
∞). Then for any value t > φ0, there exist unique values r1(t) ∈ (0, r0) and
r2(t) ∈ (r0,∞) such that φ(r1(t)) = t = φ(r2(t)). Moreover, the continuous
function r1(t) : (φ0,∞) → (0, r0) (resp. r2(t) : (φ0,∞) → (r0,∞)) is de-
creasing (increasing), and the annulus Ω(r1(t), r2(t)) satisfies (170) if and only
if (r2(t)/r1(t)) = exp(1/t), But as t increases from φ0 to ∞, (r2(t)/r1(t)) in-
creases from 1 to∞ while exp(1/t) decreases from exp(1/φ0) > 1 to 0 Therefore,
the two graphs intersect at at a unique value t0 ∈ (φ0,∞). Therefore under the
present assumptions, Problem 1.1 has one and only one annular solution cen-
tered at the origin, namely the annulus Ω(r1(t0), r2(t0)).
4.3 Continuously and monotonically varying solution fam-
ilies
Lemma 4.22 (Uniform self-separation of solutions of Prob. 4.3. Uniform con-
tinuation of capacitary potentials) Assume in the context of Prob. 4.3 that the
fixed positive P -periodic flow-speed function a(p) : ℜ2 → ℜ+ is in the class
A∩C 3,̺ for some ̺ ∈ (0, 1], and is weakly-logarithmically-subharmonic relative
to G. Then: (a) for any vector λ = (λ1, λ2) ∈ ℜ2+ and any classical solution
Γλ ∈ X(G)∩C 3,ρ˜ of Prob. 4.3 at λ such that Γλ ∈R(Λ+; ρ0) (for some given
value ρ0 ∈ (0, π); see Def. 4.11, Lem. 4.14 and Thm. 5.19), we have:
|pλ,i(t)− pλ,i(τ)| ≥ min
{ 2
π
∣∣t− τ ∣∣, 2
K0
,
( ρ0
B2
)2
, R0, R1, 1
}
(171)
i = 1, 2, uniformly for all t, τ ∈ ℜ, where K0 denotes a uniform upper bound
for the absolute curvatures of the components of these classical solutions (the
bound exists by Thm. 3.13), also pλ,i(t) : ℜ → Γλ,i denotes any arc-length
parametrization of Γλ,i, and, finally, the positive constants B2, R0, R1 > 0,
which remain to be specified, are such that B2, (1/R0), (1/R1) have upper bounds
which depend only on A ,A,A1, A2, and λ.
(b) Assume in Prob. 4.3 that the flow-speed function a(p) : ℜ2 → ℜ+ in
A ∩ C 3,̺ is logarithmically subharmonic in G. Then, given the positive closed
interval Λ+ := [λ , λ ] ⊂ ℜ+, the main assertions of Thm. 3.16 and Part
(a) above both apply uniformly with respect to all pairs λ ∈ Λ2+ and all so-
lutions Γλ ∈ X(G) of Prob. 4.3 at λ. Therefore, the capacitary potentials
Uλ(p) := U(Γλ; p) of all of these solutions can be continued as single-valued
C 3, ˜̺-functions in simply-connected domains Ω∗
λ
satisfying the same uniform
bound on their C 3, ˜̺-norms relative to their respective domains Ωλ,δ uniformly
containing the δ-neighborhoods Nδ(Ωλ) of the respective regions Ωλ := Ω(Γλ)
(with the same value δ > 0 in all cases).
Proof of Part (a). Let be given a classical solution Γ = (Γ1,Γ2) ∈ X(G) of
Prob. 4.3 at a fixed pair λ ∈ Λ2+, and let pi(t) : ℜ → Γi be the arc-length
parametrizations of the components. We choose the positive direction on Γ1
and Γ2 such that ν always points locally to the left, where we use ν(p) to
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denote the unit vector pointing in the direction of ∇Ui(p) on ∂Ω, and where
Ui(p) := Ui(Γ; p) in (the closure of) Ω := Ω(Γ). (Thus the positive direction on
Γ1 (resp. Γ2) corresponds to increasing (decreasing) t.) For any fixed t0 ∈ ℜ, it
follows from the absolute curvature bound that
|pi(t)− pi(t0)| ≥ (2/π)|t− t0| whenever |t− t0| ≤ (π/K0) (172)
for i = 1, 2. Since |pi(t) − pi(t0)| → +∞ as t → ±∞, it suffices to show that
if Γ ∈ R(Λ+; ρ0) for some fixed value ρ0 ∈ (0, π) (see (149)), then for any
t0 ∈ ℜ, any local minimum of the function r(pi(t)) := |pi(t)− pi(t0)| : ℜ → ℜ+
must exceed a certain uniform positive lower bound. Given the points pi,0 ∈ Γi,
i = 1, 2, it suffices to consider the point-setsM±i (pi,0), i = 1, 2, whose respective
elements p±i ∈ Γi are such that p+i is a local minimizer of the function ri(p) :=
|p−pi,0| relative to p ∈ Γi∪Ω, whereas p−i is a local minimizer of ri(p) := |p−pi,0|
relative to p ∈ Γi ∪Di(Γi), i = 1, 2. Then for pi,0 ∈ Γi and p±i ∈ M±i (pi,0), we
have
ν(p±i )|p±i − pi,0| = ∓(p±i − pi,0). (173)
It also follows from the uniform bound on the curvature of Γ1,Γ2 that
∣∣θ(ν(pi,0),ν(p±i ))∣∣ ≤ B0√∣∣pi,0 − p±i ∣∣, (174)
where B0 := E0
√
K0 for a dimensionless constant E0 > 0, and where θ
(
ν(pi,0),
ν(p±i )
)
denotes the angle between ν(pi,0) and ν(p
±
i ). We assert that, given
points pi,0 ∈ Γi and p+i ∈ M+i (pi,0) such that ri := |p+i − pi,0| ≤ 1, we must
have
B2
√
ri ≥ B1ri+B0√ri ≥ π−µi capacity(Ω) ≥ π−|µi| capacity(Ω) ≥ ρ0 (175)
(for µi := ln
(
λ3−i
/
λi
)
), where B1 = (A1/A) and B2 = B0 + B1. Here, the
final inequality follows from the assumption that Γ ∈ R(Λ+; ρ0) (for some
given value ρ0 ∈ (0, π)). For the proof of the second (and main) inequality in
(175), we assume that p+i ∈ M+i (pi,0), where pi,0 precedes p+i in terms of the
ordering on Γi. We let γi denote an arc-segment of Γi having pi,0 (resp. p
+
i )
as its initial (resp. terminal) end-point, and we use Li to denote the straight
line-segment connecting the same points in the same order. Obviously ri :=
||Li|| = |pi,0 − p+i |. We can assume that γi does not cross Li, since otherwise
one could choose a new relative minimum point p+i ∈ Γi which is closer to pi,0.
One also sees by using (174) and a uniform upper bound on the curvature of
the fixed boundary ∂G that there exists a value R0 = R0(K0) > 0 such that
Cl(ωi) ⊂ G whenever ri ∈ (0, R0]. We also have that φi(Γi) = 0, φi(p) =
µi := ln(λ3−i/λi) on Γ3−i, and ∆φi(p) = −∆ ln
(
a(p)
) ≤ 0 in Ω, where we
define the function φi(p) := ln
(|∇Ui(p)|/λi a(p)) in terms of the capacitary
potential Ui(p) := Ui(Γ; p). Therefore, we have φi(p) ≥ µi Ui(p) in Cl(Ω) by the
comparison principle, since the same inequality holds on ∂Ω. It follows that
φi,ν = Ki(p)− (ln(a(p))ν ≥ µi Ui,ν(p) = µiλi a(p) (176)
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on Γi, where Ki(p) denotes the counter-clockwise-oriented curvature of Γi at
p ∈ Γi. In fact we have
∣∣ ∫
γi
Ki(p) |dt| − π
∣∣ ≤ B0√ri, due to (173) and (174),
both in the ”+” case. Again assuming that ri ≤ 1, it follows by integrating
(176) on γi, rearranging the terms, and applying the divergence theorem to
the function ψ(p) := ln
(
a(p)
)
in the bounded connected region ωi such that
∂ωi = γi ∪ Li (where ∆ψ ≥ 0 in ωi) that
π − µiλi||γi||a −B0√ri ≤
∫
γi
ψν |dt| ≤
∫
∂ωi
ψν |dt|+B1 ri (177)
=
∫ ∫
ωi
(−∆ψ) dA+B1 ri ≤ B1 ri,
where ||γi||a is the weighted arc-length of γi (with weight-function a(p)) and ν
denotes the interior normal to ωi on ∂ωi. It follows that
B1ri +B0
√
ri ≥ π − λiµi ||γi||a ≥ π − µi capacity(Ωλ), (178)
from which Eq. (175) follows.
Similarly, for pi,0 ∈ Γi and p−i ∈ M−i (pi,0), i = 1, 2, we will show that
K0λ Ari ≥ λ A
(
π −B0√ri
)
, (179)
i = 1, 2, where K0 denotes a bound on the absolute curvature of Γ1 and Γ2. In
fact the flow across the segment Li joining pi,0 to p
−
i is bounded from above
by λ Ari, since |∇Ui| ≤ λ A in Ω. On the other hand, the flow across the
arc γi ⊂ Γi joining pi,0 to p−i exceeds λA ||γi||, where, in view of the absolute
curvature bound K0, it follows from (173) and (174) in the ”−”-cases, that the
length of the arc γi is at least
([
π −B0√ri
]/
K0
)
. Eq. (177) now follows from
the fact that the flows across Li and γi are equal, where the flow across γi
exceeds λ A ||γi||. It follows from this that
if ri ≤ 1, then ri ≥ R1 :=
(
π λ A/(K0 λ A+ C0λ A)
)2
. (180)
By (175) and (180), we conclude that either ri > 1 or else ri ≥ (ρ0/B2)2 and
ri ≥ R1 (both). Finally, in view of Def. 4.11 (see (149)), the assertion (154)
follows by substituting these inequalities into (172).
Proof of Part (b). In view of Thms. 3.12, 3.13 and 3.16, this follows from
Part (a).
Definition 4.23 (Notation) Given a pair λˆ ∈ Λ+ and a classical solution Γˆ ∈
X ∩ C 3, ˜̺ of Prob. 4.3 at λ, let Uˆ(p) := U(Γˆ; p) : Cl(Ω) → ℜ denote the
capacitary potential in the domain Ω := Ω(Γ). Assume that the mapping Uˆ(p) :
Cl(Ωˆ) → ℜ has a real-valued C 3, ˜̺-continuation Uˆ(p) to a neighborhood Ω of
Cl(Ωˆ), and that there exists an interval A = (−δ∗0 , 1 + δ∗0) (where δ∗0 > 0)
such that the family of sets Γα := {p ∈ Ω : Uˆ(p) = α}, α ∈ A, constitutes
a continuously and monotonically-varying family of double-point free periodic
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arcs. Then for any vector δ = (δ1, δ2) ∈ ℜ2 such that δ := |δ| < δ∗0 , we define
the curve-pair
Mδ(Γ) :=
(
M1, δ1(Γ),M2, δ2(Γ)
) ∈ X(G)
component-wise such that
Mi, δi(Γ) :=
{
p ∈ Ω : Uˆ(p) = i+ δi − 1
} ∈ X, (181)
for each i = 1, 2.
Lemma 4.24 (A family of solutions of Prob. 4.2 in a neighborhood of a given
solution of Prob. 4.2) In Prob. 4.2, let Γˆ := (Γˆ1, Γˆ2) ∈ X ∩C 3, ˜̺ denote a fixed
classical solution at λˆ := (λˆ1, λˆ2) ∈ ℜ2+ such that:
∆ ln
(
a(p)
) ≥ 0 in Cl(Ωˆ), (182)
where Ωˆ := Ω(Γˆ). Assume that the capacitary potential Uˆ(p) := U(Γˆ; p), orig-
inally defined in the closure of the domain Ωˆ := Ω(Γˆ), can be continued as a
real-valued C 3, ˜̺-function (still called Uˆ(p)) defined in some neighborhood Ω of
Cl(Ωˆ) (conditions guaranteeing this continuation are given in Thm. 3.16 and
Lem. 4.22(a)(b)). Finally, assume that Γˆ ∈ S(λˆ; r0) for some value r0 > 0 (see
Def. 4.12). Then for any given r ∈ (0, r0), there exist values δ∗1 ∈ (0, δ∗0 ] and
C0 > 0, and a unit vector
v := (v1, v2) ∈ (C0,∞)2, (183)
such that for any δ ∈ (0, δ∗1 ] and any pair λ = (λ1, λ2) ∈ ℜ2+ satisfying
|λi − λˆi| < r λˆi vi δ for i = 1, 2, (184)
where the double-arc-pair Γˆvδ :=Mvδ(Γˆ) (resp. Γˆ−vδ :=M−vδ(Γˆ)) (see Def.
4.23) is a strict upper (resp. lower) classical solution of Prob. 4.2 at λ such
that Γˆvδ > Γˆ (resp. Γˆ > Γˆ−vδ). Therefore, for any λ ∈ ℜ2+ satisfying (184),
there exists (by Thms. 3.12 and 3.13) a classical solution Γ(λ) ∈ X ∩ C 3, ˜̺ of
Prob. 4.2 at λ such that
Γˆ−vδ < Γ(λ) < Γˆvδ. (185)
Proof. Given the C 3, ˜̺-solution Γˆ ∈ S(λˆ; r0) of Prob. 4.2, for any vector
δ = (δ1, δ2) ∈ ℜ2 such that δ := |δ| =
√
δ21 + δ
2
2 is sufficiently small, we define
the capacitary potential Uˆδ(p) := U(Γˆδ; p) in the closure of the periodic strip-
like domain Ωˆδ := Ω(Γˆδ), where Γˆδ := (Γˆ1, δ1 , Γˆ2, δ2) := Mδ(Γˆ) ∈ X (see
Def. 4.23). We begin, in this context, by developing estimates for the functions
Fˆi, δ(p) : Γˆi, δi → ℜ, i = 1, 2, defined such that
Fˆi,δ(p) := |∇Uˆδ(p)| − λˆi a(p) = Uˆδ,ν(p)− λˆi a(p), (186)
(where ν = ν(p) refers to the unit normal vector to ∂ Ωˆδ at any point p ∈ ∂ Ωˆδ
and in the direction ∇Uˆδ(p)). For any sufficiently small δ = (δ1, δ2) ∈ ℜ2, the
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arc-pair Γˆδ := (Γˆ1,δ1 , Γˆ2, δ2) ∈ X is an upper (resp. lower) classical solution of
Prob. 4.2 at λˆ (see Defs. 2.3 and 2.5) provided that, in the notation of (186),
we have
(−1)iFˆi,δ(p) < (> ) 0 on Γˆi,δi (187)
for i = 1, 2. More generally, given a vector λ = (λ1, λ2) ∈ ℜ2+ such that
|λi − λˆi| ≤ r λˆi |δi| (188)
for some value r ∈ (0, r0], and for i = 1, 2, the same arc-pair Γˆδ :=Mδ(Γˆ) will
also be an upper (resp. lower) solution of Prob. 4.2 at λ provided that
(−1)iFˆi,δ(p) < −r λˆi|δi|a(p)
(
> r λˆi|δi|a(p)
)
on Γˆi,δi (189)
for sufficiently small δ ∈ ℜ2 and for i = 1, 2 (see (209)). We also define the
related functions
Fˆi(p) := |∇Uˆ(p)| − λˆi a(p) = Uˆν(p)− λˆi a(p), (190)
i = 1, 2, in neighborhoods of the corresponding arcs Γˆi (where ν = ν(p) again
denotes the unit normal vector to ∂ Ωˆ at the point p ∈ ∂ Ωˆ in the direction of
the vector ∇ Uˆ(p)). Observe that for each i = 1, 2 and for all points p ∈ Γˆi, we
have that Fˆi(p) = 0, and it follows from (190) by differentiation that
Fˆi, ν(p) =
(
Uˆνν(p)− λˆi aν(p)
)
(191)
= λˆi a(p)
(
(Uˆνν(p)
/
Uˆν(p)) − (aν(p)
/
a(p))
)
= λˆi a(p)
(
Kˆi(p) − (aν(p)
/
a(p))
)
= λˆi a(p) φˆi, ν(p) = λˆi a(p)Ci(p),
where, in terms of the constant µˆ := ln
(
λˆ2
/
λˆ1
)
, the counter-clockwise-oriented
curvature Kˆi(p) of Γˆi at p ∈ Γˆi, the weakly-subharmonic function Wˆ (p) :
Cl (Ωˆ) → ℜ, and the boundary function Eˆ(p) : ∂ Ωˆ → ℜ+, we define the
continuous and weakly-superharmonic functions φˆi(p) : Cl (Ωˆ) → ℜ, i = 1, 2,
such that
φˆi(p) := ln
(|∇Uˆ(p)|/ λˆi a(p)) = (−1)i+1 µˆ Uˆi(p)− Wˆ (p), (192)
and the corresponding boundary-derivative functions Ci(p) : Γˆi → ℜ, i = 1, 2,
such that
Ci(p) := φˆi, ν(p) = µˆ Uˆν(p)− Wˆν(p) = λˆi a(p)
(
µˆ − (−1)i Eˆ(p)). (193)
In the above context, and for small δ = (δ1, δ2) ∈ ℜ2, we will prove for i = 1, 2
that ∣∣Fˆi(pˆi, δi) − Ci(pˆi) δi ∣∣ ≤ δ z(δ), (194)
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∣∣Uˆδ, ν(pˆi, δi)− Uˆν(pˆi, δi)− λˆi a(pˆi, δi)(δ1 − δ2)∣∣ ≤ δ z(δ), (195)∣∣Fˆi, δ(pˆi, δi) − λˆi a(pˆi) ([ µˆ − (−1)i Eˆ(pˆi)] δi + [δ1 − δ2] ) ∣∣ ≤ δ z(δ), (196)
where δ = |δ| and z(δ) : ℜ+ → ℜ+ denotes some positive function (distinct in
each application) such that z(δ)→ 0+ as δ → 0+. Here, for any points pˆi ∈ Γˆi,
i = 1, 2, and any vector δ = (δ1, δ2) such that δ = |δ| is sufficiently small, we
set
pˆi, δi := pˆi + hi ν ∈ Γˆi, δi :=Mi, δi(Γˆ), (197)
where the magnitude of hi = hi(δi) > 0 is minimum subject to (197). Toward
the proof of the estimate (194), we observe that
δi := Uˆ(pˆi, δi)− Uˆ(pˆi) = Uˆν(pˆi)hi + Ri hi, (198)
Fˆi(pˆi, δi)− Fˆi(pˆi) = Fˆi, ν(pˆi)hi + Ri hi (199)
for i = 1, 2, from which it follows that
Fˆi(pˆi, δi)− Fˆi(pˆi) =
(
Fˆi, ν(pˆi)
/
Uˆν(pˆi)
)
δi +Ri δi. (200)
Here (in (198), (199), and (200)), we have Fˆi(Γˆi) = 0, and we use Ri to denote
the coefficient of hi in the second-order Taylor remainder. Notice that Ri can
be estimated in terms of λˆ and the secondd derivatives, respectively, of the
functions a(p) and Uˆ(p), which are both uniformly bounded by the C 3, ˜̺-norms
of the C 3, ˜̺-continuation Uˆ(p) : Ω→ ℜ. This completes the proof of the estimate
(194), which now follows fromw turn to the proof of the estimate (195), which
is based on the following simple identity: We have(
1 + δ2 − δ1
)
Uˆδ(p) = Uˆ(p)− δ1 (201)
for all points p ∈ ∂ Ωˆδ, provided that the value δ := |δ| is small enough to
guarantee that Cl
(
Ωˆδ
) ⊂ Ω. Also, it follows from Thm. 3.16(a) that if ∆ Uˆ(p) =
0 in Cl
(
Ωˆ
)
, and therefore that
∣∣∆ Uˆ(p)∣∣ ≤ δz(δ) in Ωˆδ \ Ωˆ, where z(δ) : ℜ+ →
ℜ+ denotes a positive null-function depending on the C 3, ˜̺-norm of the C 3, ˜̺-
continuation Uˆ(p) : Ω → ℜ. Therefore, the function ψˆδ(p) := Uˆ(p) − Uˆδ(p) :
Cl
(
Ωˆδ
)→ ℜ must be such that
ψˆδ
(
∂Ωˆδ
)
= 0, ∆ ψˆδ
(
Ωˆ
)
= 0, and |∆ ψˆδ(p)| ≤ δ z(δ) for all p ∈ Ωˆδ, (202)
and therefore such that ∣∣ψˆδ(p)∣∣ ≤ δ z(δ) (203)
for any point p ∈ Ωˆδ. For any point p0 ∈ ℜ2, let u(p0; p) : ω(p0) → ℜ
denote a harmonic ”barrier” function such that u(p0; p) :=
(
δ z(δ) ln
(|p −
p0|
/
R0
)/
ln
(
R1/R0)
)
, in the closed annular domain ω(p0) :=
{
p ∈ ℜ2 : R0 ≤
|p − p0| ≤ R1
}
. Then, we have u(p0; p) = 0 (resp. u(p0; p) = δ z(δ)) on the
interior (resp. exterior) boundary component of ω(p0). Also, assuming that
in the definition of ω(p0) we have 0 < R0 := dist
(
p0, Ωˆδ
)
< R1 and R1 <
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R0+dist
(
Γˆ1, Γˆ2
)
, it follows by the comparison principle that |ψˆδ(p)| ≤ u(p0; p),
first for all p ∈ ∂ (Ωˆδ∩ω(p0)), then for all p ∈ Ωˆδ∩ω(p0), from which one finally
concludes that
|∇ψˆδ(p)| ≤ |∇u(p0; p)| =
(
δ z(δ)/R0ln(R1/R0)
)
. (204)
for all points p ∈ ∂Ωˆδ such that p ∈ ∂ω(p0) for some ball ω(p0) such that
Ωˆδ ∩ ω(p0) = ∅. Also, in view of (201), it follows from (203) that∣∣(1 + δ2 − δ1) Uˆδ(p) − (Uˆ(p)− δ1)∣∣ ≤ δ z(δ) (205)
for all points p ∈ Cl(Ωˆδ), and, in view of (204), it follows from (205) that∣∣(1 + δ2 − δ1)∇ Uˆδ(p) − ∇ Uˆ(p)∣∣ ≤ δ z(δ) (206)
for sufficiently small δ > 0 and all points p ∈ ∂ Ωˆδ, or, alternatively, such that
for some other null-function z(δ) : ℜ+ → ℜ+, we have∣∣∇ Uˆδ(p) − (1 + δ1 − δ2)∇ Uˆ(p)∣∣ ≤ δ z(δ), (207)
for any sufficiently small δ > 0 and for all p ∈ ∂ Ωˆδ, from which the estimate
(195) follows. Finally, the estimate (196) follows directly from (194) and (195),
in view of (193) and the following simple identity:
Fˆi, δ(p) = Fˆi(p) +
(
Fˆi, δ(p))− Fˆi(p)
)
(208)
= Fˆi(p) +
(
Uˆδ, ν(p)− Uˆν(p)
)
,
for i = 1, 2 and for all points p ∈ Γˆi, δi := Mi, δi(Γˆ). At this point, a direct
comparison of the Eqs. (189) and (196) shows that for sufficiently small δ ∈ ℜ2,
the arc-pair Γˆδ = (Γˆ1,δ1 , Γˆ2,δ2) is an upper (resp. lower) classical solution of
Prob. 4.2 at any vector λ = (λ1, λ2) ∈ ℜ2+ satisfying (188) provided that(
[ (−1)i µˆ− Eˆ(pˆi) ] δi + (−1)i (δ1 − δ2)
)
< −r|δi| − δ z(δ)
(
> r|δi|+ δ z(δ)
)
,
(209)
both for i = 1, 2, where z(δ) : [0,∞)→ [0,∞) denotes some continuous, strictly-
increasing function such that z(0) = 0. Let δ > 0 and v = (v1, v2) denote
respectively any (positive) scalar and any unit vector in the first quadrant. It
is easy to see that if δ = δv (resp. δ = −δv), then Γˆδ > Γˆ (resp. Γˆδ < Γˆ).
Moreover, it follows by studying the four possible cases of (209) that if a positive
scaler δ > 0 and a corresponding unit vector v = (v1, v2) ∈ ℜ2+ together satisfy
both of the following conditions:
v1 + z(δ) <
(
1 + Eˆ − µˆ− r) v2; v2 + z(δ) < (1 + Eˆ + µˆ− r) v1, (210)
where Eˆ = E(Γˆ) = min
{(|∇Wˆ (p)|/|∇Uˆ(p)|) : p ∈ Γˆ} and z(δ) denotes the
same fixed positive function as in (208), then the arc-pair Γˆδ := Mδ(Γˆ) is
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an upper (resp. lower) classical solution of Prob. 4.2 at any vector λ ∈ ℜ2+
satisfying (188) provided that δ = δv (resp. δ = −δv).
To discuss the existence of vectors v satisfying (210), we begin with the related
problem of finding all the unit vectors v = (v1, v2) ∈ ℜ2+ such that(
1
/
(1 + Eˆ − µˆ− r0)
)
< (v2/v1) <
(
1 + Eˆ + µˆ− r0
)
. (211)
Clearly (211) has infinitely-many solutions, since(
1 + Eˆ − µˆ− r0
)(
1 + Eˆ + µˆ− r0
)
=
(
1 + Eˆ − r0)2 − µˆ2 > 1 (212)
by assumption (see (153)). Furthermore, any pair v ∈ ℜ2+ solves (211) if and
only if it also satisfies both inequalities in (210) in the special case where
r := r0 and δ = 0 (and z(0) = 0). In view of this, one sees that any
solution v of (211) also solves both inequalities in (210) provided that δ ∈
(0, δ∗1 ], where δ
∗
1 ∈ (0, δ∗0 ] is small enough so that z(δ∗1) < C0 (r0 − r), where
C0 := min{M1,M2}, and Mi, i = 1, 2, denotes the greatest lower bound of vi
among all unit vectors v = (v1, v2) satisfying (211). One can also choose C0 =
min
{
(1
/√
A21 + 1
)
,
(
1
/√
A22 + 1
)}
in (183), where Ai = (1+Eˆ+(−1)iµˆ−r0) ≤
Mi for i = 1, 2. Finally, for the purpose of choosing one single solution v of (211)
which depends continuously on λ, (perhaps named the ”optimal” solution), it
is natural to define:
v = (cos(θ), sin(θ)), where θ = (θ1 + θ2)/2, θ1 = arctan(1/A1), (213)
and θ2 = arctan(A2).
Lemma 4.25 (Strict monotonicity and Lipschitz continuity of parametrized so-
lutions of Prob. 4.2 in a neighborhood of a given solution) Let Γˆ = (Γˆ1, Γˆ2) ∈ X
denote a fixed solution of Prob. 4.2 at λˆ = (λˆ1, λˆ2) ∈ ℜ2+, where a(p) : ℜ2 → ℜ+
and Γˆ have the additional properties assumed in Lemms. 4.22 and 4.24 (in par-
ticular, (183) holds, and Γˆ ∈ S(λˆ; r0) for some r0 > 0). Let the unit vector
v satisfy the condition (211) or (213) for some fixed r ∈ (0, r0) and for all
δ ∈ (0, δ∗1 ] (where δ∗1 ∈ (0, δ∗0 ] is chosen such that |Ri(δ)| ≤ C0(r0 − r) for
δ ∈ (0, δ∗1 ]). Then:
(a) For any classical solution Γ = Γ(λ) of Prob. 4.2 at λ ∈ ℜ2+ such that
M−δ∗
0
v(Γˆ) < Γ <Mδ∗
0
v(Γˆ) (214)
(in terms of Def. 4.23), there exist values α = α(λ), β = β(λ) ∈ Iδ∗
0
:=
(−δ∗0 , δ∗0) such that 0 ≤ α ≤ β and
Γˆ ≤ Γˆαv :=Mαv(Γˆ) ≤ Γ ≤ Γˆβv :=Mβv(Γˆ), (215)
and where α (resp. β) is maximum (resp. minimum) subject to (215).
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(b) There exist uniform positive constants A,B > 0 and a value δ∗2 = δ
∗
2(λˆ) ∈
(0, δ∗1 ] such that for any classical solution Γ = Γ(λ) := (Γ1,Γ2) ∈ X ∩ C2 of
Prob. 4.2 at a pair λ = (λ1, λ2) ∈ Λ2+ (such that λ1 > λˆ1, λ2 < λˆ2), and for
any values α, β ∈ Iδ∗
2
:= (−δ∗2 , δ∗2) such that the condition (215) holds, we have:
A min
{ (λ1 − λˆ1)
λˆ1
,
(λˆ2 − λ2)
λˆ2
}
≤ α ≤ β ≤ B max
{ (λ1 − λˆ1)
λˆ1
,
(λˆ2 − λ2)
λˆ2
}
.
(216)
In fact one can choose A such that
(
2A E
)
A = A.
Proof. Assuming that (214) holds for a classical solution Γ := Γ(λ) of Prob.
4.3 at λ, it follows from (215) by the comparison principle that
Uˆαv(p) ≥ U(p) in Ωˆαv ∩ Ω and Uˆβv(p) ≤ U(p) in Ωˆβv ∩ Ω, (217)
where U(p) := U(Γ; p) in the closure of Ω := Ω(Γ), and where, for either κ = α
or κ = β, we set Γˆκv =Mκv(Γˆ) = (Γˆκv1,1, Γˆκv2,2), and Uˆκv(p) := U(Γˆκv ; p) in
the closure of Ωˆκv := Ω(Γˆκv). For α maximum subject to (215), there exists a
point pˆα,1 ∈ Γ1 ∩ Γˆαv1,1 such that Uˆαv(pˆα,1) = U(pˆα,1) = 0, and therefore
|∇Uˆαv(pˆα,1)| ≥ |∇U(pˆα,1)| (218)
(due to (217)), or else there exists a point pˆα,2 ∈ Γ2∩ Γˆα,2 at which Uˆαv(pˆα,2) =
U(pˆα,2) = 1, from which it follows via (217) that
|∇Uˆαv(pˆα,2)| ≤ |∇U(pˆα,2)|. (219)
In the first case, one sees by combining (196) with (218) that
λˆ1 a(pˆα,1) + λˆ1 a(p˜α,1) E1α + R1 α (220)
= |∇Uˆαv(pˆα,1)| ≥ |∇U(pˆα,1)| = λ1 a(pˆα,1),
at points pˆα,1 ∈ Γˆα,1 ∩ Γ1 and p˜α,1 ∈ Γˆ1 such that |p˜α,1 − pˆα,1| = dist(pˆα,1, Γˆ1),
where E1 :=
(
(E(p˜α,1) + 1 + µˆ)v1 − v2
)
> rv1 > C0r > 0 (see (210) and (183)).
For λ1 > λˆ1, the assumptions that α ≤ 0 and |R1(α)| ≤ λˆ1a(p˜α,1)E1 lead to a
contradiction in (220). Therefore, we have α > 0 if |R1(α)| ≤ λˆ1a(p˜α,1)E1. But
for α > 0, (220) implies that
α(λ) ≥ a(pˆα,1)(λ1 − λˆ1)
λˆ1a(p˜α,1) E1 + |R1(α)|
≥ A(λ1 − λˆ1)
2AE1 λˆ1
, (221)
if we assume that |R1(α)| < λˆ1 AC0r < λˆ1a(p˜α,1) E1 and λ1 > λˆ1, where E1 :=
sup{E1(p) : p ∈ Γˆ1}. In the second case, it follows from (196) and (219), that
λˆ2 a(pˆα,2)− λˆ2 a(p˜α,2) E2 α−R2 α (222)
= |∇Uˆαv(pˆα,2)| ≤ |∇U(pˆα,2)| = λ2 a(pˆα,2),
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at points pˆα,2 ∈ Γˆα,2 ∩ Γ2 and p˜α,2 ∈ Γˆ2 such that |p˜α,2 − pˆα,2| = dist(pˆα,2, Γˆ2),
and E2 =
(
(E(p˜α,2) + 1 − µˆ)v2 − v1
)
> rv2 > C0r > 0 (see (210) and (183)).
For λˆ2 > λ2, this equation is contradicted by the assumptions that α ≤ 0 and
|R1(α)| < λˆ2a(p˜α,2) E2. For α > 0, it follows from (222) that
α(λ) ≥ a(pˆα,2)(λˆ2 − λ2)
λˆ2a(p˜α,2) E2 + |R2(α)|
≥ A(λˆ2 − λ2)
2AE2 λˆ2
(223)
if we assume that |R2(α)| ≤ C0λˆ2 Ar ≤ λˆ2a(p˜α,2) E2 and λˆ2 > λ2, where E2 :=
sup{E2(p) : p ∈ Γˆ2}. Therefore, by (221) and (223), we have
α(λ) ≥ A
2A max{E1, E2}
min
{ (λˆ2 − λ2)
λˆ2
,
(λ1 − λˆ1)
λˆ1
}
(224)
for |R2(α)| ≤ C0λˆ2 Ar, completing the proof of the existence of the positive
uniform lower bound for α in (216).
We turn now to the existence of the uniform upper bound for β in (216). By
(196) and (217), we have that
λˆ1 a(pˆβ,1) + λˆ1 a(p˜β,1) E1 β + R1 β (225)
= |∇Uˆβv(pˆβ,1)| ≤ |∇U(pˆβ,1)| = λ1a(pˆβ,1)
at points pˆβ,1 ∈ Γ1 ∩ Γˆβ,1 and p˜β,1 ∈ Γˆ1 such that |p˜β,1 − pˆβ,1| = dist(pˆβ,1, Γˆ1),
where E1 :=
(
(E(p˜β,1) + 1 + µˆ)v1 − v2
) ≥ v1r ≥ C0r > 0, or else, alternatively,
we have that
λˆ2a(pˆβ,2)− λˆ2a(p˜β,2) E2β +R2 β (226)
= |∇Uˆβv(pˆβ,2)| ≥ |∇U(pˆβ,2)| = λ2a(pˆβ,2)
at points pˆβ,2 ∈ Γ2 ∩ Γˆβ,2 and p˜β,2 ∈ Γˆ2 such that |p˜β,2 − pˆβ,2| = dist(pˆβ,2, Γˆ2),
where E2 :=
(
(E(p˜β,2) + 1 − µˆ)v2 − v1
) ≥ v2r ≥ C0r > 0. Of course we have
β ≥ α > 0 in both cases, by the already established part of (216).) Therefore,
if either (225) or (226) holds, and if we assume that λ1 − λˆ1, λˆ2 − λ2 > 0, and
that 2 |Ri(β)| < min{λˆ1, λˆ2}AC0r ≤ min{λˆ1a(p˜β,1) E1, λˆ2a(p˜β,2) E2}, i = 1, 2,
then we have:
β(λ) ≤ max
i=1,2
a(pˆβ,i) |λi − λˆi|
λˆia(p˜β,i) Ei − |Ri(β)|
(227)
≤
{ 2A
A min{E1, E2}
}
max
{λ1 − λˆ1
λˆ1
,
λˆ2 − λ2
λˆ2
}
,
completing the proof.
Lemma 4.26 (Existence of strictly positively-ordered and locally Lipschitz-con-
tinuously varying, local parametrized solution-families for Prob. 4.3) In the
context of Prob. 4.3 and Thm. 4.15, let be given a solution Γˆ ∈ X(G) ∩C3, ˜̺ of
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Prob. 4.3 at λ(t0) such that (i): Γˆ ∈R
(
λ(t0); ρ0
)
and (ii): Γˆ ∈ S(λ(t0); r0) for
some given values r0 > 0 and ρ0 ∈ (0, π). Then there exist a real open interval
I and a Lipschitz-continuously and strictly monotonically varying parametrized
solution family Γ(t) : I → X(G) ∩ C3, ˜̺ such that t0 ∈ I and Γ(t0) = Γˆ, also
such that for every t ∈ I, the pair Γ(t) ∈ X(G) ∩C3, ˜̺ solves Prob. 4.3 at λ(t),
and finally such that Γ(t) ∈ R(λ(t); ρ1) and Γ(t) ∈ S(λ(t); r1). both for all
t ∈ I, where r1 and ρ1 denote suitable positive constants.
Proof; We define U(t0; p) := U(Γ(t0); p) for all points p in the closure of the
region Ω(t0) := Ω
(
Γ(t0)
)
(see Defs. 2.1 and 4.12). In view of assumption (i)
above, it follows from Lem. 4.22(a),(b) that
(iii): there exists a value η = η(t0) > 0 such that the capacitary potential
U(t0; p) : Cl
(
Ω(t0)
) → [0, 1] has a single-valued C 3, ˜̺-continuation by the same
name U(t0; p) to a simply-connected domain containing the η-neighborhood of
Cl
(
Ω(t0
)
. In view of Def. 4.23 and the property (iii), it follows from Lem.
4.24 and assumption (ii) that there exists a positive constant δ∗1 ∈ (0, δ∗0 ] small
enough so that for any δ ∈ (0, δ∗1 ], and a corresponding unit vector v = v(t0)
(uniquely defined by (213)), the two arc-pairs
Γ−vδ(t0) :=M−vδ
(
Γ(t0)
)
and Γvδ(t0) :=Mvδ
(
Γ(t0)
)
(228)
constitute respective strict lower and strict upper classical solutions of Prob. 4.2
relative to any vector λ = (λ1, λ2) ∈ ℜ2+ such that (iv): |λi−λi(t0)| ≤ rλi(t0)viδ
for i = 1, 2 (see (184)). By substituting the given locally Lipschitz-continuous
mapping λ = λ(t) : ℜ → ℜ2+ into the condition (iv), one sees that for any
δ ∈ (0, δ∗1 ], the condition (iv) is satisfied by any vector λ := λ(t) such that (v):
|λi(t)−λi(t0)
∣∣ ≤ L |t− t0| ≤ rλi(t0) vi δ for i = 1, 2, where L denotes a uniform
Lipschitz constant for both of the functions λ1(t), λ2(t) : I → ℜ+. Therefore,
(vi): there exists a constant C := (r/L)min{λi(t0) vi : i = 1, 2} > 0 such that
for any δ ∈ (0, δ∗1 ], any and any t ∈ Iδ(t0) := (t0 − Cδ, t0 + Cδ), the vector
λ = λ(t) satisfies (iv). In view of Thms. 3.12 and 3.13, it follows from (vi)
that (vii): for any δ ∈ (0, δ∗1 ], t0 ∈ I, and t ∈ Iδ(t0), there exists at least one
classical solution Γ(t) ∈ X ∩ C 1,1 of Prob. 4.2 at λ(t) such that
Γ−vδ(t0) < Γ(t) < Γvδ(t0) (229)
and Γ(t) ∈R(λ(t); ρ0) ∩ S(λ(t); r0) (see Defs. 4.11 and 4.12). In this context,
it follows from Lem. 4.25, Eq. (215) (by the substitutions: λˆ = λ(t) and
λ = λ(t+ h)), that
Γ(t) ≤Mαhv
(
Γ(t)
) ≤ Γ(t+ h) ≤Mβhv(Γ(t)) (230)
for any δ ∈ (0, δ∗2 ], any t ∈ Iδ(t0) such that (t+ h) ∈ Iδ(t0) for sufficiently small
h > 0, depending on δ ∈ (0, δ∗2 ], and for a suitable unit vector v = v(t) (see (210)
and (211)). In view of (229) and (230), it follows from Lem. 4.25 that (viii): for
any t0 ∈ I and δ ∈ (0, δ∗1 ], and for any classical solution Γˆ ∈ X∩C 3, ˜̺ of Prob. 4.2
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at λˆ := λ(t0), there exists a strictly- positively-ordered and locally Lipschitz-
continuously-varying parametrized solution family Γ(t) : Iδ(t0) → X ∩ C 3, ˜̺
such that Γ(τ) = Γˆ, and also such that for each t in the parameter-interval
Iδ(t0) with center-point 8t0 ∈ I and constant length 2Cδ, the ordered arc-pair
Γ(t) ∈ X∩C 3, ˜̺ denotes a classical solution of Prob. 4.3 at λ(t) (see Def. 4.8).
Proof of Thm. 4.15 In the context of Prob. 4.3 and Thm 4.15, we let τ1
(resp. τ2) denote the initial (terminal) endpoint of the interval I, and we define
the classical solutions Γ(τi), i = 1, 2, at the corresponding vector values λ(τi),
i = 1, 2, by continuity, so that the mapping Γ(t) : [τ1, τ2] → X(G) ∩ C 3, ˜̺ is
continuous. By Lem. 4.26, for any sufficiently small values δ1, δ2 > 0, there exist
the positively-ordered and locally Lipschitz-continuously varying local solution
families Γ∗i (t) :
(
τi−δi, τi+δi
)→ X(G)∩ C 3, ˜̺, i = 1, 2, such that Γi(τi) = Γ(τi)
for i = 1, 2. In terms of these solution families, we define the positively-ordered,
locally Lipschitz-continuously varying solution family Γ˙(t) :
(
τ1− δ1, τ2+ δ2
)→
X(G) ∩ C 3, ˜̺ such that Γ˙(t) = Γ(t) for τ1 ≤ t ≤ τ2, Γ˙(t) = Γ∗1(t) for τ1 − δ1 <
t ≤ τ1, and Γ˙(t) = Γ∗2(t) for τ2 ≤ t < τ2 + δ2.
5 Arc-length and total curvature estimates
5.1 Main operator and fixed-point estimates
Theorem 5.1 (Main arc-length and total curvature estimates for the operators
Tε)
In the context of Defs. 2.8 and 2.9, for any Γ = (Γ1,Γ2) ∈ X and ε ∈ (0, ε0)
(where ε0 := min{1/2, (A2/2A1)} throughout this paper), we let Tε(Γ) =
(Tε,1(Γ), Tε,2(Γ)) = Ψε ◦Φε(Γ), where Tε (resp. Ψε) denotes either +ε (resp.
Ψ+ε ) or T
−
ε (resp. Ψ
−
ε ). Then:
(a) We have Tε,i(Γ) ∈ X for either i = 1, 2, any Γ := (Γ1,Γ2) ∈ X, and any
sufficiently small ε ∈ (0, ε0).
(b) There exist constants A,B,C,H ≥ 1 sufficiently large (depending only on
A,A,A1, and A2) such that for any h ∈ (0, 1/2), we have
K(Tε,i(Γ)) ≤ K(Γi) +
[
Kh,i + (Ah− 1)K(Γi) +Bh||Γi||
]
(ε/h) (231)
+HR(Γi,Γh,i)(ε
2/h),
||Tε,i(Γ)|| ≤ ||Γi||+
[
||Γh,i||+ ChK(Γi)− ||Γi||
]
(ε/h) (232)
+H R(Γi,Γh,i)(ε
2/h),
i = 1, 2, both uniformly for all curve-pairs Γ ∈ X such that ||Γi||,K(Γi) < ∞
and for all 0 < ε ≤ ε0(h) := min{ε0, h}, where Γh,i := Φh,i(Γ), Kh,i := K(Γh,i),
and R(Γi,Γh,i) := max{||Γi||, ||Γh,i||,Ki,Kh,i}.
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(c) For i = 1, 2, and for any functional F : X → ℜ of the form: F (Γi) :=
λK(Γi) + µ||Γi||, with λ, µ > 0 and λ + µ = 1, it follows from Eqs. (231) and
(232) that
F (Tε,i(Γ)) ≤ F (Γi) + F (Γh,i)(ε/h) (233)
−
[(
(1−Ah)− (µ/λ)Ch)λK(Γi) + (1− (λ/µ)Bh)µ||Γi||](ε/h)
+HR(Γi,Γh,i)(ε
2/h)
for i = 1, 2, ε ∈ (0, ε0(h)], and Γ ∈ X such that ||Γi||,K(Γi) <∞.
(d) In (233), we define:
λ :=
2C√
A2 + 4BC + 2C −A and µ :=
√
A2 + 4BC −A√
A2 + 4BC + 2C −A. (234)
Then the values λ, µ > 0 are such that λ+ µ = 1,
A+ (µ/λ)C = (λ/µ)B = P0 :=
(
A+
√
A2 + 4BC
)
/2 > 0, (235)
and λ, µ ≥ (2/LP0), where L denotes the denominator in (234). It follows from
(233) and (235) that for any h ∈ (0, 1/2), we have
F (Tε,i(Γ)) ≤ F (Γi) +
[
F (Γh,i) + (P0h− 1)F (Γi)
]
(ε/h) +HR(Γi,Γh,i)(ε
2/h),
(236)
for i = 1, 2, all ε ∈ (0, ε0(h)], and all Γ ∈ X such that ||Γi||,K(Γi) <∞.
Theorem 5.2 (Arc-length and total curvature estimate for fixed points of the
operators Tε) (a) In the context of Thm. 5.1, choose a value h ∈ (0, 1/2) such
that 2P0h < 1. Then there exists a value εˆ0(h) ∈ (0, ε0(h)], depending only on
A,A,A1, A2, and h, such that
F (Tε,i(Γ)) ≤ F (Γi) +
(
2F (Φh,i(Γ)) + (2hP0 − 1)F (Γi)
)
(ε/h) (237)
for i = 1, 2 and any ε ∈ (0, εˆ0(h)] and Γ ∈ X.
(b) Let Y be the invariant set in Def. 2.17 such that Tε : Y → Y for ε ∈ (0, ε1],
where ε1 ∈ (0, ε0) and Tε denotes either T+ε or T−ε . Let be given h ∈ (0, 1/2)
such that 2P0h < 1 and 0 < εˆ0(h) ≤ ε1. Then for any ε ∈ (0, εˆ0(h)], Tε has
a ”fixed point” Γε ∈ Y (see Thms. 2.16 and 2.18) such that F
(
Γε, i
)
< ∞ for
i = 1, 2.
(c) For any ε ∈ (0, εˆ0(h)] and any fixed point Γε := (Γε,1,Γε,2) ∈ Y of Tε such
that F
(
Γε, i
)
<∞, i = 1, 2, it follows from (237) that(
1− 2hP0
)
F
(
Γε,i) ≤ 2F (Φh,i(Γε)
)
(238)
for i = 1, 2. In view of Lem. 2.32, there is a constant M(h) such that
F (Φh,i(Γε)) ≤ M(h) for i = 1, 2, ε ∈ (0, εˆ0(h)], and all fixed points Γε ∈ Y of
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the operators Tε. In view of this, and the estimate: λ, µ ≥
(
2
/
LP0
)
(see Thm.
5.1(d)), it follows from (238) that(
2
/
LP0
)
max
{||Γε, i||,K(Γε, i)} ≤ F (Γε, i) ≤ (M(h)/(1− 2hP0)) (239)
for i = 1, 2, all ε ∈ (0, εˆ0(h)], and all fixed points Γε, i ∈ Y of Tε, i such that
F (Γε, i) <∞, i = 1, 2.
Corollary 5.3 (Further estimates) In Prob. 2.2 and Def. 2.5, let the functions
a1(p), a2(p) be replaced by the related functions aˆi(p) := κai(p), i = 1, 2. Then
in Thms. 5.1 and 5.2, the estimates (231)-(239) continue to hold, where the
constants A,B,C are replaced by the new constants (A/κ), (B/κ), (C/κ).
5.2 Length and turning-angle estimates for arc-partitions
Definition 5.4 (Operator and polygon notation) (a) In slightly revised notation
from Def. 2.9, for any ε ∈ (0, ε0) and any arc Γ ∈ X˜ε, we define the arcs
Γε,i = Ψε,i(Γ) := ∂Gε,i(Γ), i = 1, 2, where the sets Gε,i(Γ), i = 1, 2, are defined
in Def. 2.8. We observe that Gε,i(Γ) = Gε,i
(
Γˆε,i
)
, i = 1, 2, where we define the
arcs Γˆε,i := ∂Gˆε,i(Γ)) (see Def. 2.8 and Lem. 2.21). Observe that ||Γˆε,i|| ≤ ||Γ||
and K
(
Γˆε,i
) ≤ K(Γ) for i = 1, 2 (see ). In view of this, it suffices to Prove the
assertions of this section in the special case where Γ has the properties of the
arc Γˆε,i.
(b) Given a fixed, P -periodic (in x), double-point free polygonal arc Γ ∈ X, we
use V (Γ) to denote the (finite) set of all vertices q of Γ, while S(Γ) denotes the
(finite) set of all sides L of Γ (these being straight line-segments of Γ which, by
convention, do not contain their endpoints).
Definition 5.5 (Ordering of points of an arc Γ ∈ X) Let Γ ∈ X be a continuous,
double-point-free arc. Then for any points p1, p2 ∈ Γ, we use the notation:
”p1 ≤ p2” to mean that a point traveling in the positive direction (from x = −∞
to x = +∞) along Γ will not pass p2 before passing p1. Of course the notation
”p1 < p2” means that p1 ≤ p2 and that p1 6= p2. We remark that any open
segment Aε,i of Γ (i.e. relatively-open, connected proper subset A of Γ has the
form: A = {p ∈ Γε,i : p1 < p < p2} for suitable points p1, p2 ∈ Γ.
Definition 5.6 (A partition of Γε,i := Ψε,i(Γ), where Γ ∈ X is a polygonal arc)
For each ε ∈ (0, ε0) and i ∈ {1, 2}, each polygonal arc Γ ∈ X, and any point
p ∈ Γε,i := Ψε,i(Γ) (see Def. 5.4(a)), we set
Πε,i(p) =
{
q ∈ Γ : |p− q| = dist(p,Γ)}, (240)
which is clearly a closed, non-empty subset of Γ. For each side L ∈ S(Γ) and
vertex q ∈ V (Γ), we define
Aε,i(L) =
{
p ∈ Γε,i : Πε,i(p) ⊂ L
}
, (241)
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Bε,i(q) =
{
p ∈ Γε,i : Πε,i(p) = {q}
}
, (242)
Cε,i =
{
p ∈ Γε,i : Πε,i(p) contains at least two points
}
. (243)
Theorem 5.7 (a) For either i = 1 or i = 2, any fixed value ε ∈ (0, ε0), and
any fixed P -periodic (in x) polygonal arc Γ ∈ X, the sets
Aε,i(L), L ∈ S(Γ); Bε,i(q), q ∈ V (Γ);
{
p
}
, p ∈ Cε,i, (244)
some of which may be empty, constitute a partition of the arc Γε,i := Ψε,i(Γ).
(b) For each side L ∈ S(Γ), Aε,i(L) is an open set relative to Γε,i.
(c) For any L ∈ S(Γ) (resp. q ∈ V (Γ)), the set Aε,i(L) (resp. Bε,i(q)) is a
segment (i.e. connected subset) of Γε,i.
(d) The partition (244) of Γε,i consists of at most finitely many connected sets
relative to any P -period of Γε,i.
Lemma 5.8 (a) If ∅ 6= Πε,i(p) ⊂ L (for given ε ∈ (0, ε0), i ∈ {1, 2}, polygonal
arc Γ ∈ X, p ∈ Γε,i, and L ∈ S(Γ)), then Πε,i(p) ∩ L = {q}, where the point
q ∈ L is the unique orthogonal projection of p onto L.
(b) For fixed ε ∈ (0, ε0) and i ∈ {1, 2}, let p1, p2 ∈ Γε,i denote points such that
p1 < p2 relative to Γε,i. Then q1 ≤ q2 relative to Γ, where q1, q2 ∈ Γ denote any
points such that q1 ∈ Πε,i(p1) and q2 ∈ Πε,i(p2)
Proof. Part (a) is self-explanitory. Regarding Part (b), let γ1 (resp. γ2) denote
the straight-line-segment having the initial endpoint p1 (resp. p2) in Γε,i and
the terminal endpoint q1 (resp. q2) in Γ. We remark that apart from their
initial endpoints, the line-segments γ1, γ2 lie entirely in the open set D3−i
(
Γε,i
)
(due to Lem. 5.12(a)), and that apart from their terminal endpoints, they both
lie in the open set Di(Γ) (since |qj − pj| = dist
(
pj ,Γ
)
). Using these facts, and
assuming that the assertion is false, we have that q2 < q1 in Γ. Therefore, the
line-segments γ1 and γ2 intersect at a point r. For αj = |pj−r| and βj = |qj−r|,
j = 1, 2, we have α1+ β1 ≤ α1+ β2, since no arc joining p1 to Γ is shorter than
γ1. Thus β1 ≤ β2. It follows that |p2 − q1| < α2 + β1 ≤ α2 + β2 = dist(p2,Γ), a
contradiction.
Proof of Thm. 5.7 (b). (The sets Aε,i(L) are open (relative to Γε,i)). For
fixed ε ∈ (0, ε0) and i ∈ {1, 2}, let p0 denote a point in Aε,i(L) for some fixed
L ∈ S(Γ). Then ∅ 6= Πε,i(p0) ⊂ L. Therefore Πε,i(p0) = {q0}, where q0 denotes
the unique orthogonal projection of p0 onto L and therefore the unique point
closest to p0 in L (see Lem. 5.8(a)). Clearly, we have |q − p0| > |q0 − p0|
for all points q ∈ Γ \ L, since Πε,i(p0) ⊂ L (see (241, 242, and (243)). Since
the set Γ \ L is closed, it follows that there exists a positive constant η0 > 0
(depending on p0) such that |q − p0| ≥ |q0 − p0| + η0 uniformly for all points
q ∈ Γ \ L. Therefore, for any point p ∈ Γε,i such that |p − p0| < (η0/3), we
have that |p − q0| ≤
(|p0 − q0| + |p− p0|) ≤ (|p0 − q0| + (η0/3)) and |p − q| ≥
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(|p0 − q| − |p− p0|) ≥ (|p0 − q0|+ η0)− |p− p0| ≥ (|p0 − q0|+ (2η0/3)) for all
q ∈ Γ \L, from which it follows that p ∈ Aε,i(L). This completes the proof that
the set Aε,i(L) is open relative to Γε,i, since p0 is arbitrary in Aε,i(L).
Proof of Thm. 5.7(c). (The sets Aε,i(L), Bε,i(q) are connected)) To prove
that the set Aε,i := Aε,i(L) (which is open relative to Γε,i) is connected (for
any fixed ε ∈ (0, ε0) and i ∈ {1, 2}), we will show that Aε,i = Iε,i, where Iε,i
denotes the smallest open arc-segment of Γε,i containing Aε,i. For any point
p ∈ Iε,i, there exist points p1, p2 ∈ Aε,i such that and p1 < p < p2. Thus, for any
q ∈ Πε,i(p) we have q1 ≤ q ≤ q2 (by double application of Lem. 5.8(b)), where
Πε,i(pj) = {qj} ⊂ L, j = 1, 2. Thus Πε,i(p) ⊂ L, whence p ∈ Aε,i. Thus Aε,i
is connected. Finally, regarding the connectedness of the set Bε,i(q), it follows
from Lem. 5.8(b) that for any points p1, p, p2 ∈ Γε,i such that p1, p2 ∈ Bε,i(q)
and p1 < p < p2 in terms of the natural ordering in Γε,i, we have that p ∈ Bε,i(q).
Lemma 5.9 For fixed ε ∈ (0, ε0) and i ∈ {1, 2} and any fixed double-point-
free polygonal arc Γ ∈ X, there exists a value ρ > 0 such that for any point
p ∈ Γε,i := Ψε,i(Γ) and any distinct points q1, q2 ∈ Πε,i(p) ⊂ Γ, we have
|q1 − q2| ≥ ρ.
Proof. If q1, q2 ∈ V (Γ), then |q1 − q2| ≥ ρ1 > 0, where ρ1 > 0 is the minimum
distance between distinct vertices of Γ. We assume for the remainder of the
proof that q1 ∈ L1 for some side L1 ∈ S(Γ). Then q2 /∈ Cl(L1), by Lem. 5.8(a).
If q2 does not belong to either of the sides of Γ which are adjacent to L1, then
|q1−q2| ≥ ρ2, where ρ2 > 0 is the minimum distance between non-adjacent sides
of Γ. Finally, assume q2 belongs to a side L2 of Γ which is adjacent to L1. Then
it is easily seen that |q2 − q1| ≥ 2|p− q1|sin(|θ|/2), where |p− q1| ≥ (ε/a(p)) ≥
(ε
/
A ) and θ ∈ (−π, 0) is the turning angle of the forward tangent to Γ at the
common vertex of L1 and L2. Therefore |q2− q1| ≥ ρ3 := (2 b ε/A ) > 0, where
b is the minimum of sin(|θ|/2) over the turning angles of Γ at all vertices of Γ.
We remark that in all three above cases, the (strict) positivity of the constants
ρ1, ρ2, ρ3 depends on the P -periodicity of the fixed polygonal arc Γ ∈ X. This
completes the proof, where we set ρ = min{ρ1, ρ2, ρ3}.
Lemma 5.10 For fixed ε ∈ (0, ε0), i ∈ {1, 2}, and any fixed polygonal arc
Γ ∈ X, the set Cε,i contains at most finitely-many points relative to any P -
period (in x) of the arc Γε,i.
Proof. Let p1, p2, · · · , pn denote n ≥ 3 distinct points of Cε,i, restricted to one
P -period of Γε,i. We can assume that p1 < p2 < · · · < pn in terms of the natural
ordering on Γε,i, where pn = p1 + (P, 0). By Lem. 5.8(b), there exist points
q±j ∈ Πε,i(pj), j = 1, · · · , n, such that
q−1 < q
+
1 ≤ q−2 < q+2 ≤ · · · ≤ q−n−1 < q+n−1 ≤ q−n < q+n . (245)
For each j = 1, · · · , n, the arc-segment γj of Γ which joins q−j to q+j (without
intersecting the other points) has length ||γj || ≥ ρ, due to Lem. 5.9. This is a
contradiction unless n ≤ (||Γ||/ ρ).
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Proof of Thm. 5.7, Parts (a) and (d). Taking Lem. 5.8(a) into account,
Thm. 5.7(a) simply re-expresses the fact that for any fixed p ∈ Γε,i, exactly one
of the following three alternatives is true: (i): Πε,i(p) is a one-point set contained
in one of the sides L ∈ S(Γ), or (ii): Πε,i(p) is a one-point set containing one of
the vertices q ∈ V (Γ), or (iii): Πε,i(p) is not a one-point set. Concerning Part
(d), the partition (244) of Γε,i consists of finitely many connected components
per P -period of Γε,i, since each L ∈ S(Γ) (resp. q ∈ V (Γ)) corresponds to at
most one connected set Aε,i(L) (resp. Bε,i(q)) of Γε,i, and since the set Cε,i
contains at most finitely-many points per P -period.
Lemma 5.11 (Arc-length and total curvature estimates for the image of a line-
segment) In the context of Def. 5.4, for given i ∈ {1, 2}, ε ∈ (0, ε0), and
any given P -periodic polygonal arc Γ ∈ X, let γε,i denote any (connected) arc-
segment of the arc Γε,i := Ψε,i(Γ) which projects orthogonally onto a connected
segment I of a straight-line-segment L of Γ. Then there exist constants C1 :=
(2A1 /A
2) and C2 :=
(
(2AA2 + 4A
2
1)
/
A3
) ≤ ((2A+ 8δ)A2/A3) such that
γε,i = {(x, yε,i(x)) : x ∈ I},
in suitable Cartesian coordinates (such that I = (α, β) × {0} ⊂ Γ and ωε,i :=
{(x, y) : 0 < y < yε,i(x), x ∈ I} ⊂ Ω(Γε,i)), where y = yε,i(x) : I → ℜ is a C2
function such that
|y′ε,i(x)| ≤ C1ε and |κε(x, yε,i(x))| ≤ C2ε (246)
for x ∈ I. Thus, we have
||γε,i|| ≤
√
1 + C21 ε
2||I|| ≤ (1 + (C21/2) ε2) ||I|| (247)
and
K(γε,i) ≤ C2 ||γε,i || ≤ C2||I|| ε, (248)
where C2 := C2
√
1 + C21 ε
2
0 ≤
√
2C2.
Proof. For convenience, we fix the index i ∈ {1, 2} and suppress the subscript
”i” in the following notation: We consider the equation:
φ(x, y) := y a(x, y) = ε, (249)
where we assume a ∈ A, x ∈ ℜ and y > 0. By the intermediate value theorem,
(249) has at least one solution y = yε(x) for each x. Any solution must be such
that
(ε/A ) ≤ yε(x) ≤ (ε /A ). (250)
We have
φy(x, y) = a+ y ay ≥ A− (A1ε/A ) ≥ (A/2) (251)
for 0 < y ≤ (ε /A ) and 0 < ε < ε0. If ε ∈ (0, ε0), then the equation:
yε(x) a(x, yε(x)) = ε
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is solved by a unique C2-function y = yε(x) : ℜ → ℜ+ satisfying the condition
(250). By differentiation, we have y′ε(x) = ((−yε ax)/(a+ yε ay)). In view of
(251), it follows from this that
|y′ε(x)| ≤ ((A1 yε(x))/(A/2)) ≤ C1 ε,
for 0 < ε ≤ ε0, where C1ε0 ≤ 1.
To estimate the curvature κε(p) of γε at p ∈ γε, we use the formula: κ(p) =
−(φττ /φν), where τ points in the tangent direction on γε, and ν is the corre-
sponding exterior normal (to ωε). We have
φτ = yτ a+y aτ = 0; φν = |∇φ| = yν a+y aν ; φττ = y aττ+2 aτ yτ . (252)
It follows from the first two equations in (252) that
|∇φ| ≥
√
1− y2τ − y|aν | = a
√
1− (y aτ/a)2 − y|aν | ≥ (a/2) (253)
for 0 < 2y|∇a| ≤ a. It follows from (253) and the final equation in (252) that
|κε(p)| =
|y aττ + 2 yτ aτ |
|∇φ| =
y
∣∣a aττ − 2 a2τ ∣∣
a|∇φ| ≤
2y|aaττ − 2 a2τ |
a2
≤ C2 ε,
for all 0 < ε < ε0 and p ∈ γε.
Lemma 5.12 (Polar-coordinate arc-length and total curvature estimates) (a)
For any ε ∈ (0, ε0), any function a ∈ A, and any point pε ∈ ℜ2 such that
|pε| a(pε) = ε (of which there exists exactly one on every radial), we have
|q| a(q) < ε for all q ∈ γε, where γε denotes the straight line joining pε to
the origin.
(b) Let the closed arc γε be the solution set for the equation |p| a(p) = ε, and,
for any α ≤ β ≤ α + 2π, let γε(J) denote the intersection of γε with the
polar-coordinate angular sector J := [α, β]. Then there exist constants C3 :=
(A1/A
3)+ (4A21ε0/A
5) and C4 (depending only on A,A,A1, A2; to be defined in
(267) and (269).) such that for any ε ∈ (0, ε0), we have
| ||γε(J)|| − (ε/a(0))(β − α)| ≤ C3(β − α) ε2, (254)
|K(γε(J))− (β − α)| ≤ C4(β − α) ε. (255)
Proof. In polar coordinates, the equation φ(r, θ) := r a(r, θ) = ε has at least one
solution r = rε(θ) : ℜ → ℜ+ at ε > 0, where we have (ε
/
A ) ≤ rε(θ) ≤ (ε
/
A )
for any solution at ε > 0. By differentiation of the function: φ(r, θ) = r a(r, θ),
we see that
φr(r, θ) = a(r, θ) + r ar(r, θ) ≥ A−A1r ≥ A− (A1
/
A ) ε ≥ (A/2)
for 0 < r < (ε
/
A ) and 0 < ε < ε0 := min{1/2, (A2 )/2A1)}, which shows that
for each θ ∈ ℜ, there exists exactly one value rε(θ) > 0 such that (rε(θ), θ) ∈ γε,
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and that, for this value, we have (r, θ) ∈ ωε for all values r ∈ [0, rε(θ)), implying
that the region ωε is simply connected. By the theorem of the mean, we have∣∣a(rε(θ), θ) − a(0)∣∣ ≤ A1rε(θ) ≤ (A1/A ) ε, (256)
and it follows by substituting the equation rε(θ) a(rε(θ), θ) = ε into (256) that
∣∣∣∣rε(θ)ε − 1a(0)
∣∣∣∣ =
∣∣∣∣ 1a(rε, θ) −
1
a(0)
∣∣∣∣ ≤ |a(0)− a(rε(θ), θ)|a(rε(θ), θ) a(0) ≤
A1 varepsilon
a(rε(θ), θ) a(0)A
,
from which it follows by multiplication by ε that∣∣rε(θ) − (ε/a(0))∣∣ ≤ (A1/A ) (ε2/a(rε(θ), θ) a(0)) (257)
for all θ and 0 < ε < ε0. The exterior normal νε to the arc γε := {r(p)a(p) = ε}
at any point pε ∈ γε is given by
νε =
∇(r a)
|∇(ra)| =
ν0 + (r/a)∇ a
|ν0 + (r/a)∇a| ,
where ν0 = (p/r) and ∇(r a) is evaluated at pε. It is easily follows that tan(φ) ≤
2(A1/A) r for 2r A1 < a(p), where φ is the angle between ν0 and νε. Therefore,
we have
|r′ε(θ)| ≤ 2 (A1/A ) r2ε(θ) ≤ 2 (A1/A3) ε2 (258)∣∣∣∣rε(θ)
√
1 +
(
r′ε(θ)
/
rε(θ))2 − (ε/a(0))
∣∣∣∣ (259)
≤ rε(θ)
(√
1 + (r′ε(θ)/rε(θ))
2 − 1
)
+ |rε(θ)− (ε/a(0)) |
≤ rε(θ)(r′ε(θ)/rε(θ))2 + |rε(θ)− (ε/a(0)) |
≤ (ε/A )(2A1 ε/A2)2 + (A1 ε2/A3) ≤ C3 ε2.
The first assertion (254) now follows from (259), in view of the identity:
||γε(J)|| =
∫ β
α
rε(θ)
√
1 + (r′ε(θ)/rε(θ))
2 dθ
We now turn to the total curvature estimate (255). For any specified point pε ∈
γε, one can choose new Cartesian coordinates (x, y), with the origin unchanged,
such that pε = (xε, yε) and γε is locally (near pε) the graph of the function
y = yε(x) such that pε = (xε, yε(xε)) and y
′(xε) = 0. By twice differentiating
the equation: r(x, yε(x)) a(x, yε(x)) = ε, and using the identities: rx = x/r,
ry = y/r, rxx = y
2/r3, and y′(xε) = 0, one sees that
y′ε(x) = rx a+ r ax = (x/r) a+ ax r = 0, (260)
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− y′′ε (x) =
rxx a+ 2 rx ax + axx r
ry a+ ayr
=
(y2/r3) a+ 2 (x/r) ax + r axx
(y/r) a+ ay r
(261)
=
1
r
(1 − (x/r)2) a+ 2 r (x/r) ax + r2 axx
a
√
1− (x/r)2 + ay r
,
(|x|/r) ≤ (|∇a|/a) r ≤ (A1/A ) r ≤ (A1/A2) ε. (262)
for x = xε, y = yε. By using (262) (which follows from (260)), one can show
that
a
√
1− (x/r)2 + ay r ≥ ((
√
3− 1)/2) a ≥ (1/3) a (263)
for 0 < ε ≤ ε0. It follows from (261), (262), and (263) that∣∣∣r y′′ε (x) + a
a
√
1− (x/r)2 + ay r
∣∣∣ ≤ 3
a
(
a(x/r)2 + 2 |ax| |x| |x/r|+ |axx| r2
)
,
(264)
for x = xε, y = yε, and 0 < ε < ε0. We also have, due to (263), that∣∣∣ a√
1− (x/r)2 + ay r
− 1
∣∣∣ ≤ 3
a
(
(x/r)2 + (|ay|/a) r
)
(265)
for x = xε, y = yε, and 0 < ε < ε0, and it follows by combining (264) and (265)
and estimating the terms that, for the signed curvature κε(p) of γε, we have:
|r κε(p)− 1| ≤ C5 ε, (266)
uniformly for p ∈ γε and 0 < ε < ε0, where
C5 :=
(
3/A6
)(
A3A1 +
[
AA21 +A
2A21 + A
3A2
]
ε0 + 2A
3
1 ε
2
0
)
. (267)
It follows that∣∣∣rεκε√1 + (r′ε/rε)2 − 1∣∣∣ ≤ rε|κε|(√1 + (r′ε/rε)2 − 1)+ |rεκε − 1| (268)
≤ rε |κε| (r′ε/rε)2 + |rεκε − 1| ≤ (1 + C5 ε)(r′ε/rε)2 + C5 ε ≤ C4 ε
for 0 < ε < ε0, where we set
C4 :=
(
(1 + C5 ε0)(2A1/A
2)2 ε0 + C5
)
. (269)
The assertion (255) follows from (268), in view of the fact that
K(γε(J)) =
∫ β
α
rε(θ)κε (rε(θ), θ)
√
1 + (r′ε(θ)/rε(θ))
2 dθ.
Lemma 5.13 (Turning-angle estimate) For given ε ∈ (0, ε0) and for any given
P -periodic polygonal arc Γ ∈ X, let Γε,i := Ψε,i(Γ), i = 1, 2, (see Def. 5.4).
Then the following assertions hold:
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(a) The arcs Γε,i are piecewise-smooth, P -periodic, simple arcs. In fact for
i = 1, 2, Γε,i is a C
2-arc except at a collection of ”vertices” located in the set
Cε,i ⊂ Γε,i (see Defs. 5.4 and 5.6, and Thm. 5.7), where the set Cε,i contains
finitely-many points relative to any P -period (in x) of the arc Γε,i
(b) Given a particular point pε,i ∈ Cε,i ⊂ Γε,i = Ψε,i(Γ), in terms of the natural
ordering in Γ, let q−ε,i (resp. q
+
ε,i) denote the maximal (resp. minimal) point in
Γ such that q−ε,i ≤ q ≤ q+ε,i for all points q ∈ Πε,i(pε,i) ⊂ Γ. Then the turning
angle Aε,i(pε,i) of Γε,i at the point pε,i ∈ Cε,i ⊂ Γε,i is such that:∣∣Aε,i(pε,i)∣∣ ≤ (1 + C6ε)φ(νˆ+ε,i, νˆ−ε,i), (270)
where C6 :=
(
6A1
/
A2
)
, νˆ±ε,i :=
(
pε,i − q±ε,i)
/|pε,i − q±ε,i|), and φ(ν1,ν2) denotes
the counter-clockwise turning angle from the unit vector ν1 to the unit vector
ν2.
Proof. Concerning Part (a), we observe that Γε,i is the double-point-free
boundary of a closed, simply-connected, P -periodic (in x) domain (see Lems.
2.20 and 2.21). The smoothness of the arc Γε,i relative to ℜ2 \Cε,i follows from
Lems. 5.11 and 5.12. At this point, the assertion follows by Thm. 5.7.
We turn to the proof of Part (b): In terms of the natural ordering of points
in the arc Γε,i (for fixed ε ∈ (0, ε0) and fixed i ∈ {1, 2}; see Def. 5.5), the
point pε,i is the terminal (resp. initial) end-point of an arc-segment γ
−
ε,i (resp.
γ+ε,i) in Γε,i. Here, we can assume γ
+
ε,i = B(q
+
ε,i) ⊂ Γε,i if q+ε,i ∈ V (Γi) and
that γ+ε,i = A(L
+
ε,i) ⊂ Γε,i if q+ε,i ∈ L+ε,i ∈ S(Γi). Similarly, we can assume
γ−ε,i = B(q
−
ε,i) ⊂ Γε,i if q−ε,i ∈ V (Γi), while γ−ε,i = A(L−ε,i) ⊂ Γε,i if q−ε,i ∈ L−ε,i ∈
S(Γi). Then γ
±
ε,i is a portion of the level curve at altitude ε of the function
r±ε,i(p) ai(p), where r
±
ε,i(p) := |p− q±ε,i| if q±ε,i ∈ V (Γi) and r±ε,i(p) := dist(p, L±ε,i)
if q±ε,i ∈ L±ε,i ∈ S(Γi). The upper normal ν±ε,i to the arc γ±ε,i ⊂ Γ at the point
p±ε,i ∈ γ±ε,i is given by
ν
±
ε,i :=
∇(r±ε,i ai)
|∇(r±ε,i ai)|
=
νˆ
±
ε,i + hε,i
|νˆ±ε,i + hε,i|
, (271)
where
νˆ
±
ε,i :=
(
(pε,i − q±ε,i)/|pε,i − q±ε,i|
)
= ∇r±ε,i(pε,i), (272)
hε,i :=
(
r±ε,i(pε,i)∇ ai(pε,i)/ai(pε,i)
)
=
(
ε∇ai(pε,i)
/
a2i (pε,i)
)
. (273)
One can verify that |νˆ±ε,i| = 1 and |hε,i| ≤
(
ε |∇ ai(pε,i)|/a2i (pε,i)
) ≤ (A1/A2) ε.
It follows from (271), (272), and (273) that the equation:
tan
(
θ±ε,i − θˆ±ε,i
)
=
|hε,i| sin
(
ψε,i − θˆ±ε,i
)
1 + |hε,i| cos
(
ψε,i − θˆ±ε,i
) (274)
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is satisfied by setting θ±ε,i := arg(ν
±
ε,i), corresponding to θˆ
±
ε,i := arg(νˆ
±
ε,i), and
ψε,i := arg(hε,i). It follows from (274) by differentiation (holding ψε,i fixed)
that
∂θ±ε,i
∂θˆ±ε,i
= 1− cos
2
(
θ±ε,i − θˆ±ε,i
)(
cos
(
ψε,i − θˆ±ε,i
)
+ |hε,i|
) |hε,i|(
1 + |hε,i|cos
(
ψε,i − θˆ±ε,i
))2 . (275)
It follows from (275) that∣∣∣∣∣∂θ
±
ε,i
∂θˆ±ε,i
∣∣∣∣∣ ≤ 1 +
(
1 + |hε,i|
)|hε,i|(
1− |hε,i|
)2 ≤ (1 + 6 |hε,i|)
for |hε,i| ≤ 1/2, independent of θ±ε,i, θˆ±ε,i, from which it follows by the theorem
of the mean that
|θ+ε,i − θ−ε,i| ≤
(
1 + 6 |hε,i|
)|θˆ+ε,i − θˆ−ε,i| ≤ (1 + (6A1/A2) ε )|θˆ+ε,i − θˆ−ε,i| (276)
for |hε,i| ≤ (A1/A2) ε ≤ (1/2), completing the proof of Part (b). We omit the
straight-forward proof of Part (c).
5.3 Proofs of main estimates
Lemma 5.14 (Main estimates for the operators Φε,i) Let the periodic arc-pair
Γ = (Γ1,Γ2) ∈ X be such that ||Γi||,K(Γi) <∞, i = 1, 2, where ||·|| (resp. K(·))
refers to arc-length (total curvature) relative to one P -period (in x). Then:
||Γε,i|| ≤ (1− (ε/h))||Γi||+ (ε/h)||Γh,i|| = ||Γi||+
(||Γh,i|| − ||Γi||)(ε/h), (277)
K(Γε,i) ≤ (1− (ε/h))K(Γi) + (ε/h)K(Γh,i) (278)
= K(Γi) +
(
K(Γh,i)−K(Γi)
)
(ε/h),
for i = 1, 2, and for all 0 < ε ≤ h ≤ 1, where we set Γε,i := Φε,i(Γ) and
Γh,i := Φh,i(Γ).
- Proof. Given Γ ∈ X, let Ω = Ω(Γ). For j = √−1, let w = F (x + jy)
be a continuous, periodic mapping of the strip ℜ × [0, 1] onto Cl(Ω), whose
restriction to ℜ× (0, 1) is a conformal mapping onto Ω. For the proof of (278),
we assume w.l.o.g. that Ω is sufficiently regular, so that the harmonic function
f(x, y) := arg(F ′(x + jy)) : ℜ × (0, 1) → ℜ extends continuously to ℜ × [0, 1].
The total curvature of the level curve of U(Γ; p) corresponding to the line Ly :=
[0, 1] × {y} is given by k(y) := K(Γy) =
∫ L
0
g(x, y) dx for y ∈ [0, 1] where
g(x, y) := |fx(x, y)| is sub-harmonic, and where L denotes the period of F .
Thus
k′′(y) =
∫ L
0
gyy(x, y) dx =
∫ L
0
(∆ g − gxx) dx
≥ −
∫ L
0
gxx dx = gx(0, y)− gx(L, y) = 0
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for all y ∈ (0, 1), where ∆ denotes the Laplace operator. The assertion (278)
follows directly from this. The assertion (277) follows by the same argument,
but with g(x, y) := |F ′(x+ jy)| (which is again a sub-harmonic function).
Lemma 5.15 (Main estimates for the operators Ψε,i) There exist uniform con-
stants A,B,C,D, and E, depending only on the uniform constants A, A, A1,
and A2, such that
K
(
Ψε(Γ)
) ≤ K(Γ) + [A K(Γ) +B ||Γ||] ε, (279)
||Ψε(Γ)|| ≤ ||Γ||+ C K(Γ) ε+
[
D ||Γ||+ E K(Γ)
]
ε2, (280)
both uniformly for all ε ∈ (0, ε0) and all P -periodic (in x) arcs Γ ∈ X˜ε. Here,
for any ε ∈ (0, ε0), the mapping: Ψε(Γ) : X → X is defined by any one of the
following rules: Either Ψ−ε (Γ) = ∂ Gε,1(Γ), or Ψ
+
ε (Γ) = ∂ Gε,2(Γ), or Ψˆ
−
ε (Γ) =
∂ Hε,1(Γ), or else Ψˆ
+
ε (Γ) = ∂ Hε,2(Γ) for all Γ ∈ X (see Def. 5.4).
Proof. For any fixed ε ∈ (0, ε0), we use Ψε(Γ) : X → X to denote a map-
ping defined by either one of the following rules: Either Ψ−ε (Γ) = ∂ Gε,1(Γ) or
Ψ+ε (Γ) = ∂ Gε,2(Γ). For any given P -periodic (in x) polygonal arc Γ ∈ X, we
define the arc Γε := Ψε(Γ) ∈ X. Then Γε can be partitioned according to Thm.
5.7 (Eq. (244)). Concerning the arc-length estimate, Eq. (279), the length
of one P -period (in x) of the arc Γε is the sum of the lengths of the disjoint
connected components: Aε(L) and Bε(q) corresponding distinct sides L ∈ S(Γ)
and vertices q ∈ V (Γ), all restricted to one P -period (in x) of the arc Γ. In view
of Lem. 5.11, Eq. (247) and Lem. 5.12, Eq. (254), it follows that
||Γε|| = ||Ψε(Γ)|| ≤
(
1+ (C 21 /2) ε
2
) ∑ ||L||+ ((ε/A )+C3 ε2) ∑ A(q) (281)
≤ (1 + (C 21 /2) ε2)||Γ||+ ((ε/A ) + C3 ε2)K(Γ)
≤ ||Γ||+ C K(Γ) ε+ (D ||Γ||+ EK(Γ)) ε2,
where, in (281), the first sum is over all sides L ∈ S(Γ) and the second sum is
over all vertices q ∈ V (Γ), both subject to the restriction to one P -period (in
x) of Γ. Here, we use A(q) to denote the absolute turning angle of Γ at a vertex
q ∈ Γ. Thus, the estimate (280) holds for any ε ∈ (0, ε0) and any P -periodic
polygonal arc Γ ∈ X, where we set C := (1/A), D := C3, and E := C 21 /2.
Turning now to the proof of total-curvature estimate (280), we begin again with
a fixed, but arbitrary, value ε ∈ (0, ε0) and a fixed, but arbitrary, P -periodic (in
x), double-point-free, polygonal arc Γ ∈ X, and we partition the corresponding
P -periodic arc Γε := Ψε(Γ) ∈ X as in (244). Then the total curvature of one
P -period (in x) of the arc Γε equals the sum of the total curvatures of all the
arcs Aε(L), Bε(q) ⊂ Γε corresponding to all the sides L ∈ S(Γ) and vertices
q ∈ V (Γ) located in any one P -period (in x) of Γ, together with the sum of
the absolute turning angles Aε(pε) of Γε at all the points pε located in any one
P -period (in x) of Γε such that pε,i ∈ Cε ⊂ Γε (see Thm. 5.7).
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We let
(
pε,i
)
i∈Z
denote the sequence of all points pε,i ∈ Cε, indexed such that
pε,i < pε,i+1 for all i ∈ i ∈ Z := {0,±1,±2,±3, · · ·} (in terms of the natural
ordering in Γε). For each i ∈ Z, we define the three arc-segments
γε,i =
{
p ∈ Γε : pε,i−1 < p < pε,i
}
; γ¨ε,i =
{
q ∈ Γ : q−ε,i ≤ q ≤ q+ε,i
}
, (282)
γ˙ε,i =
{
q ∈ Γ : q+ε,i−1 < q < q−ε,i
}
,
where the points q±ε,i ∈ Γ are chosen such that q−ε,i is maximal and q+ε,i is minimal,
both in terms of the natural ordering in Γ and subject to the requirements that
q−ε,i ≤ Πε
(
pε,i
) ≤ q+ε,i. Obviously the points and arc-segments pε,i and γε,i,
i ∈ Z (resp. the arc-segments γ˙ε,i and γ¨ε,i, i ∈ Z) constitute a partition of
the arc Γε (resp. Γ) such that, in terms of the natural ordering in Γε (resp.
Γ), we have γε,i < pε,i < γε,i+1 for all i ∈ Z (resp. γ˙ε,i < γ¨ε,i < γ˙ε,i+1 for all
i ∈ Z). Due to the P -periodicity (in x) of the arc Γε ∈ X, there exists a natural
number n = n(ε) ∈ N such that pε,i+n = pε,i + (P, 0) for all i ∈ Z, where the
same sequence of equations also holds with pε,i replaced by the points q
±
ε,i or
the arc-segments γε,i, γ˙ε,i, or γ¨ε,i, etc. Finally, we have
Πε
(
pε,i
) ⊂ γ¨ε,i and Πε(γε,i) = γ˙ε,i, (283)
due to Def. 5.6 and Lem. 5.8(b). In view of (283), it follows from Thm. 5.7
(Eq. (244)) that for each i ∈ Z the arc-segment γε,i is the disjoint union of all
the arc-segments Aε(L) and Bε(q) corresponding to L ∈ S(Γ) and q ∈ V (Γ)
such that L, {q} ⊂ γ˙ε,i (which constitute a finite partition of γ˙ε,i). Since each
arc-segment γε,i has no vertices, the total curvature of γε,i must be equal to the
sum of the total curvatures of the arcs in this partition of γε,i. It follows by
applying the estimates Lem. 5.11, Eq. (248) and Lem. 5.12, Eq. (255) to the
individual arc-segments in this partition and γε,i and summing the terms that
K
(
γε,i
) ≤ (1 + C4 ε)K(γ˙ε,i) + C2 ||γ˙ε,i|| ε. (284)
By Lem. 5.13, the absolute turning angle Aε(pε,i) of the arc Γε at the vertex
pε,i is estimated by:
Aε(pε,i) ≤ (1 + C6ε)φ(νˆ−ε,i, νˆ+ε,i) (285)
for each i ∈ Z, where C6 = 6(A1/A2), νˆ±ε,i :=
(
(pε,i − q±ε,i)
/|pε,i − q±ε,i|), and
where φ(ν1,ν2) denotes the magnitude of the angle between the unit vectors
ν1 and ν2. We also use ν˜
±
ε,i, i ∈ Z, to denote the upper normal to Γ on the
straight-line-segment l±ε,i of γ¨ε,i, chosen such that q
±
ε,i is an endpoint of l
±
ε,i (Thus
ν˜
±
ε,i = νˆ
±
ε,i if q
±
ε,i is not a vertex of Γ). Then it is easily seen that
φ(νˆ+ε,i, νˆ
−
ε,i) ≤ φ(νˆ−ε,i, ν˜−ε,i) +K(γ¨ε,i) + φ(ν˜+ε,i, νˆ+ε,i). (286)
It is also easily seen that φ(νˆ+ε,i, ν˜
+
ε,i) = 0 (resp. φ(ν˜
−
ε,i, νˆ
−
ε,i) = 0) if the point
q+ε,i (resp. q
−
ε,i) is not a vertex of the arc Γ. On the other hand, if one or both
of the points q±ε,i are vertices of the arc Γ, then
0 ≤ φ(νˆ+ε,i, ν˜+ε,i) + φ(νˆ−ε,i, ν˜−ε,i) ≤ A
(
q+ε,i, q
−
ε,i
)
, (287)
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where A
(
q±ε,i
)
denotes the absolute turning angle of the polygonal arc Γ at either
of the vertices q±ε,i ∈ Γ, and, in terms of this, we have A
(
q+ε,i, q
−
ε,i
)
:= A
(
q+ε,i
)
+
A
(
q−ε,i
)
whenever the vertices q+ε,i, q
−
ε,i ∈ Γ are distinct, whereas A
(
q+ε,i, q
−
ε,i
)
:=
A
(
q+ε,i
)
= A
(
q−ε,i) in the case where the points q
±
ε,i ∈ Γ coincide. Here, we also
assume that A(q±ε,i) = 0 if the point q
±
ε,i ∈ Γ is actually not a vertex of Γ.
By combining Eqs. (284)-(287) for each i = 1, 2, · · · , n(ε), and summing the
terms, we see that
K(Γε) ≤
(
1+Aε
) n(ε)∑
i=1
(
K(γ˙ε,i) +K(γ¨ε,i)+A
(
q+ε,i, q
−
ε,i
))
+ B ε
n(ε)∑
i=1
||γε,i|| (288)
≤ (1 +Aε)K(Γ) + B ||Γ|| ε,
where A := max{C4, C6} and B := C2. Finally, we conclude from (288) that
the inequality (279) holds uniformly for all ε ∈ (0, ε0) and all P -periodic (in
x) polygonal arcs Γ ∈ X, where the constants A and B are independent of
ε ∈ (0, ε0) and the particular choice of the polygonal arc Γ ∈ X.
It remains to extend the estimates (279) and (280) from the polygonal case
discussed above to the case of all P -periodic (in x), double-point-free smooth
arcs Γ ∈ X˜ε, where Γε := Ψε(Γ) denotes either one of the arcs ∂ Gε,i(Γ), i = 1, 2.
To this end, given any smooth arc Γ ∈ X˜ε, we can choose a sequence
(
Γn
)∞
n=1
of P -periodic polygonal arcs in Γn ∈ X such that
(i): for each n ∈ N , the vertices of the arc Γn all lie in the arc Γ, and are
positively-ordered relative to the natural ordering in both Γ and Γn.
In view of (i), the sequence
(
Γn
)∞
n=1
consists of double-point-free arcs such that
||Γn|| ≤ ||Γ|| and K(Γn) ≤ K(Γ). (289)
In view of (289), it follows from (281) and (288) that for any ε ∈ (0, ε0) we have
lim sup
n→∞
||Ψε(Γn)|| ≤ ||Γ|| + C K(Γ)ε +
[
D ||Γ|| + EK(Γ)]ε2, (290)
lim sup
n→∞
K
(
Ψε(Γn)
) ≤ (1 +Aε)K(Γ) + B ||Γ|| ε. (291)
Now, we can also choose the sequence
(
Γn
)∞
n=1
, subject to (i), such that Γn →
Γ ∈ X˜ε as n → ∞. Therefore, there exist arc-sequences
(
Γ±n
)∞
n=1
in X˜ε such
that (ii): Γ−n < Γ, Γn < Γ
+
n for all n ∈ N , and such that (iii): Γ+n ↓ Γ
and Γ−n ↑ Γ, both as n → ∞, where ↑ and ↓ refer to monotone and uniform
convergence. In view of Lem. 2.14(d)(e) and Lem. 2.23(a)(c), it follows from
(ii) and (iii) that (iv): Ψ−ε (Γ
−
n ) ≤ Ψ−ε (Γn) ≤ Ψ+ε (Γn) ≤ Ψ+ε (Γ+n ) for all n ∈ N ,
and that (v): Ψ−ε (Γ
−
n ) ↑ Ψ−ε (Γ) and Ψ+ε (Γ+n ) ↓ Ψ+ε (Γ)), both as n → ∞, and
it follows from (iv) and (v) that Ψ±ε (Γn) → Ψ±ε (Γ), both as n → ∞, from
which it in turn follows that (vi): ||Ψε(Γ)|| ≤ lim supn→∞ ||Ψε(Γn)|| and (vii):
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K
(
Ψε(Γ)
) ≤ lim supn→∞K(Ψε(Γn)), it follows from (290) and (291) that the
assertions (279) and (280) hold in the cases where Ψε(Γ) = Ψ
±
ε (Γ), Γ ∈ X˜ε.
Finally, it remains to extend the estimates (279) and (280) to the remaining
cases, in which, in terms of Def. 2.8, the notation Ψε(Γ) refers to either one of
the mappings: Ψˆ−ε (Γ) = ∂ Hε,1(Γ) : X → X and Ψˆ+ε (Γ) = ∂ Hε,2(Γ) : X → X.
To accomplish this, we observe that Hε,i(Γ) =
⋂
α∈(0,ε) Cl
(
Gα,i(Γ)
)
for every
ε ∈ (0, ε0), i = 1, 2, and Γ ∈ X˜ε. Therefore, for any ε ∈ (0, ε0) and Γ ∈ X˜ε,
we have that Ψ±α (Γ)→ Ψˆ±ε (Γ) as α ↑ ε, from which it follows that ||Ψ±ε (Γ)|| ≤
lim sup ||Ψ±α (Γ)|| and K
(
Ψ±ε (Γ)
) ≤ lim supK(Ψ±α (Γ)), both as α ↑ ε. In view
of this, the asserted extensions of (279) and (280) to the cases Ψε(Γ) = Ψˆ
±
ε (Γ),
Γ ∈ X˜ε, follow from the previously proved cases.
Proof of Thm. 5.1. Concerning Part (a), we refer to Lems. 2.20 and 2.21.
Concerning Part (b), we obtain the estimates (231) and (232) in more detail.
By successive application of the estimates (277), (278), and (279), we conclude
that:
K(Tε,i(Γ)) = K(Ψε,i(Γε,i)) ≤ (1 +Aε)K(Γε,i) +B ||Γε,i||ε (292)
≤ (1+Aε)
[
K(Γi)+
(
K(Γh,i)−K(Γi)
)
(ε/h)
]
+B
[
||Γi||+
(||Γh,i||−||Γi||)(ε/h)]ε
≤ K(Γi) +
[
K(Γh,i) + (Ah− 1)K(Γi) +Bh||Γi||
]
(ε/h)
+
[
A
(
K(Γh,i)−K(Γi)
)
+B
(||Γh,i|| − ||Γi||)](ε2/h),
for i = 1, 2 and 0 < ε < ε0(h) := min{h, ε0}, where we set Γε,i := Φε,i(Γ) and
Γh,i := Φh,i(Γ). Similarly, one successively applies (277), (278), and (280) to
show that
||Tε,i(Γ)|| ≤ ||Γi||+
[
||Γh,i|| − ||Γi||+ ChK(Γi)
]
(ε/h) (293)
+
[
C
(
K(Γh,i)−K(Γi)
)
+Dh ||Γi||+ EhK(Γi)
]
(ε2/h)
+
[
D
(||Γh,i|| − ||Γi||)+ E (K(Γh,i)−K(Γi))](ε3/h),
for i = 1, 2 and 0 < ε < ε0(h) and Γh,i := Φh,i(Γ). The estimates (231) and
(232) follow from this.
Turning to the proof of to Thm. 5.1(c), we set F (Γi) := λK(Γi) + µ||Γi||, for
i = 1, 2, and we combine the Eqs. (292) and (293) to see that
F (Tε,i(Γ)) ≤ F (Γi)+
[
F (Γh,i)+(λ(Ah−1)+µCh)K(Γi)+(λBh−µ)||Γi||
]
(ε/h)
+
[
(λA+µC)+µEε
][
K(Γh,i)−K(Γi)
]
(ε2/h)+
[
λB+µDε
][
||Γh,i||−||Γi||
]
(ε2/h)
+ µ
[
D||Γi||+ EK(Γi)
]
ε2, (294)
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for i = 1, 2 and 0 < ε < ε0(h), which generalizes (233).
Finally, concerning Part (d), by choosing the values λ, µ > 0 such that λ+µ = 1
and A+ (µ/λ)C = (λ/µ)B, we obtain the inequality
F (Tε,i(Γ)) ≤ F (Γi) +
[
F (Γh,i) + (P0h− 1)F (Γi)
]
(ε/h) (295)
+
[
λA+ µ(C + E)
]
K(Γh,i)(ε
2/h) +
[
(λB + µD
]
||Γh,i||(ε2/h)
+µ
[
D||Γi||+ EK(Γi)
]
ε2,
valid for i = 1, 2 and 0 < ε < ε0(h), where P0 := ((A +
√
A2 + 4BC)/2). It
follows from (295) that
F (Tε,i(Γ)) ≤ F (Γi) +
(
Fh,i + (P0h− 1)F (Γi)
)
(ε/h) (296)
+
(
M∗Fh,i +MhF (Γi)
)
(ε2/h)
for i = 1, 2 and 0 < ε < ε0(h), where M
∗ := [A+D+ (µ/λ)(C +E) + (λ/µ)B],
M := (D + (µ/λ)E), and Fh,i := F (Γh,i) = F (Φh,i(Γ)). This is the estimate
(236), given in greater detail.
Proof of Thm. 5.2. By (296), we have that
F (Tε,i(Γ)) ≤ F (Γi)+
[
(1+M∗ε)F (Γh,i)+ (Mhε+P0h− 1)F (Γi)
]
(ε/h) (297)
+ for i = 1, 2, Γ ∈ X, and ε ∈ (0, ε0(h)]. It follows from Eq. (297) that Eq.
(237) holds for i = 1, 2, all ε ∈ (0, εˆ0(h)], and all Γ ∈ X, where we define
εˆ0(h) := min{ε0(h), (P0/M), (1/M∗)}. Thus Part (a) holds. To prove Part (b),
we let Γε ∈ Y denote a fixed point of Tε which is obtained as the limit of a
monotone sequence of operator iterates (Γε,n)
∞
n=1, as in Thm. 2.16. For fixed
0 < h ≤ 1/2 and ε ∈ (0, εˆ0(h)], let Γε,h,n,i := Φh,i(Γε,n) and Γε,h,i := Φh,i(Γε),
i = 1, 2. It is easily seen that F (Γε,h,n,i) is finite for each n ∈ N and i = 1, 2,
and that F (Γε,h,n,i) → F (Γε,h,i) < ∞ as n → ∞, i = 1, 2. Therefore, there
exists a bound M =M(ε, h) such that F (Γε,h,n,i) ≤M uniformly for all n ∈ N
and i = 1, 2. In view of this, it follows from (237) that for i = 1, 2 and for all
n ∈ N , we have
F (Γε,n+1,i) ≤ F (Γε,n,i) + (2Mε/h), (298)
since 2hP0 ≤ 1, and
F (Γε,n+1,i) ≤ F (Γε,n,i)− (αnε/h), (299)
where αn ≤ (1− 2hP0)F (Γε,n,i)− 2M . It follows from Eqs. (298) and (299) by
induction that
F (Γε,n,i) ≤ (2M/(1− 2hP0)) + (2Mε/h) (300)
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for i = 1, 2 and for all sufficiently large n ∈ N , where M = M(ε, h). The
assertion follows from Eq. (300) in the limit as n → ∞. Finally, the proof of
Part (c), based on Parts (a) and (b) and Lem. 2.32, is included in the assertion
of Part (c).
Proof of Cor. 5.3. We have A := max{C4, C6}, B := C2 ≤
√
2C2, C :=
(1/a), D := C3, and E := (C
2
1/2). In view of this, the assertion follows from
inequalities in Sections 4.2 and 4.3 by means of the inequalities: A21 ≤ 2δA2,
ε0 ≤ (1/2), and ε0 ≤ (A2/2A1). In fact we have that:
4C1 = C6 := (8A1/A
2) ≤ (8
√
2δA2/A
2),
C2 := [(2AA2 + 4A
2
1)/A
3] ≤ [(2A+ 8δ)A2)
/
A3],
C3 := (A1/A
3) + (4A21ε0/A
5) ≤ (A1/A3) + (8δA2/A5)ε0
C5 := 3(A1/A
3) + 3
[(
(A+A2)A21 +A
3A2
)/
A5
]
ε0 + (6A
2
1
/
A6)ε20
C4 := (1 + C5ε0)(2A1/A
2)2ε0 + C5.
5.4 Arc-length estimates for thin solutions
Remark 5.16 The present section is motivated by the search for upper bounds
for the arc-length per P -period of solutions of Prob. 4.3 at the pair λ ∈ ℜ2+,
which are uniform in the most general possible sense as λ1, λ2 → ∞. Namely,
this is a natural requirement for satisfying the estimate (149). The first ob-
servation is that the fixed-point estimates in Thm. 5.2 are not helpful, because
they do not hold uniformly relative to arbitrarily thin strips Ω(Γ), as occur in
the case where λ1, λ2 → ∞. This suggests an alternate arc-length study mostly
restricted to the narrow-stream-limit, as introduced in Section 1.1.
Lemma 5.17 (Uniform self-separation property of arcs satisfying (141)) In the
plane ℜ2, let be given a P -periodic region G having exterior tangent balls of
uniform radius at all boundary points, and a P -periodic (in x) function a(p) :
ℜ2 → ℜ+ in A such that |∇ ln
(
a(p)
)| ≤ B and ∆ ln(a(p)) ≥ H > 0, both
uniformly in G. For any δ ≥ 0, let M(δ) denote the family of all P -periodic (in
x) directed C2-arcs Γ ∈ X(G), each of which satisfies the condition:∣∣K(p)− (∂/∂ν) ln(a(p))∣∣ ≤ δ (301)
for each p ∈ Γ (see (310)), where K(p) (resp. ν) denotes the counter-clockwise-
oriented curvature of (resp. the left-hand normal to) the arc Γ at p ∈ Γ. (Also,
each Γ does not cross itself, and therefore divides its complement ℜ2 \ Γ into
two domains D± (as in Def. 2.1).) Then there exist uniform positive constants
δ0, α0 > 0 such that |p− q| ≥ α0, uniformly for all Γ ∈M(δ0) and for all points
p, q ∈ Γ such that ||γ(p, q)|| ≥ (π/(B + δ0)), where γ(p, q) denotes the shortest
sub-arc of Γ joining the points p, q ∈ Γ.
95
Proof. For any small value δ ≥ 0, let M(δ) denote a family of all doubly-
infinite, P -periodic (in x) directed smooth arcs Γ satisfying (301). By (301),
the numbers K0 = K0(δ) := B + δ and R0 = R0(δ) :=
(
1/(B + δ)
)
(where
B := sup
{|∇ ln(a(p))| : p ∈ G}) serve respectively as the uniform upper bound
for the curvatures of the arcs Γ ∈ M(δ), and uniform lower bounds for the
corresponding radii of curvature of the same arcs. For any fixed Γ ∈ M(δ),
let S denote the set of all ordered pairs (p, q) ∈ Γ × Γ such that ||γ|| ≥ πR0,
where γ denotes the shortest sub-arc of Γ joining p to q. Then T := {(p, q) ∈
S : ||γ|| = πR0} ⊂ S, where for any pair (p, q) ∈ T , we have that |p− q| > 2R0
unless γ is exactly a half-circle of radius R0.
We use α = α(Γ) to denote the absolute minimum value of the (bounded,
continuous) distance function |p−q| : S → ℜ. In the following study, we restrict
our attention to the case where |p− q| < 2R0 for some pair (p, q) ∈ S \T . Then
it is clear from the above comments that the distance function |p− q| : S → ℜ
achieves an absolute minimum value α = α(Γ) ∈ [0, 2R0) at a pair (p, q) ∈ S
such that ||γ|| > πR0. In view of this, the shortest straight line-segment L
joining p ∈ Γ to q ∈ Γ is perpendicular to Γ at both endpoints p, q.
Given Γ ∈ M(δ) and the ”closest points” p, q ∈ Γ, we use ω to denote a
simply-connected domain whose boundary is given by ∂ω = γ ∪ L, where γ
(resp. L) denotes the shortest sub-arc of Γ (resp. the straight line-segment)
joining p and q. Since L is perpendicular to Γ at p and q, and since Γ does not
cross itself, we have that
∫
γK(p)ds = ±π. Also∫
∂ω
ψν(p) ds =
∫ ∫
ω
∆ψ(p) dA ≥ H ||ω||
by the divergence theorem, where ψ(p) := ln
(
a(p)
)
and ν is the exterior normal
to ω, and also
∫
L
∣∣ψν ∣∣ ds ≤ B ||L|| if L ⊂ G. Finally, it follows directly from
(301) and the above inequalities that
B ||L|| ≥ π +H ||ω|| − δ ||γ||, (302)
provided that L ⊂ G, as is always true if ||L|| ≤ 2R0, and if the region G has
an exterior tangent ball of radius (3R0/2) at every point p ∈ ∂G. Assuming
that (i): α = α(Γ) < 2R0, we define the double-point free strip-like domain
ω(α/2), consisting of all points p ∈ ω such that dist(p,Γ) < (α/2). One sees that
ω(α/2) ⊂ ω, and therefore that
||ω|| ≥ ||ω(α/2)|| = (α/2)
∫
γ
(
1 + (α/4)K(t)
)
dt ≥ (α/2)||γ|| − π(α2/8), (303)
involving a counter-clockwise integral of the counter-clockwise oriented curva-
ture function K(t). Thus, assuming (i), it follows by (302) and (303) that
Bα ≥ π(1− (Hα2/8))+ ((Hα/2)− δ)||γ||, (304)
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and it follows from (ii): 2δ ≤ Hα and (304) that (iii): Bα ≥ π(1 − (Hα2/8)),
without regard to the length of γ. Here, the inequality (iii) is equivalent to
α = α(Γ) ≥ E0 = E0(B,H) := 2
√
2π√
2B +
√
2B2 + π2H
(305)
In the case in where E0(B,H) ≤ 2R0, it follows that E0(B,H) is a lower bound
for α(Γ). If E0(B,H) > 2R0, on the other hand, then the inequalities (305) and
(i) are mutually contradictory, implying that the assumption (i) is impossible
and therefore that α(Γ) ≥ 2R0. In other words, given a small, positive value
δ0 > 0, we have
α(Γ) ≥ α0 for any 0 ≤ δ ≤ δ0 and Γ ∈M(δ) such that Hα(Γ) ≥ 2δ, (306)
where we set α0 := min
{
2R0(δ0), E0(B,H)
}
. It remains to prove the following:
Given α0 defined above, there exists a value δ1 ∈ (0, δ0] so small that
α(Γ) ≥ (α0
/
2) > 0 for all Γ ∈ M(δ1). (307)
Toward the proof of (307) from (306), we define φ(R1, δ) := inf
{
α(Γ) : Γ ∈
M(δ), πR0 ≤ ||γ|| ≤ R1
}
for any δ ∈ [0, δ0] and R1 ∈ [πR0,∞). Then (iv)
φ(R1, 0) ≥ α0 for the fixed value α0 > 0 defined following (306), and for any
value R1 ∈ (πR0,∞), as is seen by setting δ = 0 in (306). We claim that,
given any fixed value α1 ∈ (0, α0), we have that (v): φ(R1, δ) ≥ α1 for any
R1 ∈ (πR0,∞) and for any value δ ∈ (0, δ1], where the value δ1 = δ1(α1) ∈ (0, δ0]
is sufficiently small, depending on the value α1. In fact if (v) is false, then
there exist constants α0,1 ∈ (0, α0) and R1 ∈ (πR0,∞), and a positive null-
sequence
(
δn
)∞
n=1
of values in (0, δ0] such that the corresponding sequence(
Γn
)∞
n=1
of P -periodic C2-arcs such that Γn ∈ M(δn) and the absolute cur-
vature of Γn is therefore uniformly bounded by K0(δn) := B + δn, such that
the related sequences
(
γn
)
,
(
ωn
)
,
(
pn
)
,
(
qn
)
,
(
Ln
)
(in which γn ⊂ Γn and the
terms γn, ωn, pn, qn, Ln are defined by analogy to γ, ω, p, q, and L) such that
πR0 ≤ ||γn|| ≤ R1 a
nd α(Γn) = |pn − qn| ≤ α0,1, both for all n ∈ N . In view of the uniformly-
boundedness of the absolute curvatures of the arcs Γn, n ∈ N , it follows by the
theorem or Ascoli-Arzela that there exists a subsequence (which we still index
by n ∈ N) such that Γn → Γ ∈M(0), ||γn|| → ||γ|| ≤ R1, and α(Γn)→ α(Γ) ≤
α0,1, which contradicts (iv) φ(R1, 0) ≥ α0, completing the proof of (v). In view
of (v), we have that (vi): Hα(Γ)− 2δ ≥ Hα1 − 2δ > 0 for all arcs Γ ∈ M(δ1),
where we define α1 := (α0/2) and δ1 := min
{
δ1(α1),
(
Hα1
/
2
)}
. In view of
(vi), the assertion (307) follows from (306).
Lemma 5.18 (Sequences of solution-arcs not having a uniform bound for their
arc-lengths per P -period (in x)) In ℜ2, let be given an infinite sequence (Γn)∞n=1
of P -periodic (in x) directed arcs in X(G) having uniformly bounded absolute
curvature per P -period, and each having an arc-length parametrization pn(t) :
97
ℜ → Cl(G) such that the mapping p′n(t) : ℜ → ∂B1(0) is Ln-periodic (where
Ln := ||Γn|| = the length of one P -period (in x) of Γn). Assume each arc
Γn does not cross itself, and has absolute curvature |p′′n(t)| never exceeding a
uniform bound K0. Then:
(a) If there exists a closed, bounded ball Q which contains one P -period (in x) of
each arc Γn, and if, nevertheless, we have that Ln → ∞ as n →∞, then there
exists a subsequence
(
Γn(i)
)∞
i=1
and an arc Γ ⊂ Q of bounded absolute curvature
and infinite length such that Γ has the arc-length parametrization p(t) : ℜ → Q,
and such that pn(i)(t) → p(t) as i → ∞, uniformly relative to any compact
subset of ℜ. Also, Γ does not cross itself and does not have absolute curvature
|p′′(t)| ever exceeding K0.
(b) Let Γ ⊂ Q denote the doubly-infinite directed arc of Part (a). Then either
Γ has infinite length or else it is (or contains) a closed (i.e. periodic) arc γ,
because the function p(t) either is periodic in ℜ or else is periodic for sufficiently
positive or sufficiently negative t ∈ ℜ. In the case where Γ has infinite length
as t → ∞ (resp. t → −∞), the set of accumulation points γ+ (resp. γ−) of Γ
as t → ∞ (resp. t → −∞) is a closed (i.e. periodic) C2,1-arc having all the
properties previously stated regarding Γ in Part (a).
(c) If ∆ ln
(
a(p)
) ≥ H ≥ 0 in G, then the infinite arc Γ ⊂ Q with the properties
stated in Parts (a) and (b) does not exist. Therefore, the sequence
(
Γn
)∞
n=1
with
properties stated in Part (a) does not exist.
Proof of Part (a). Let pn(t) : ℜ → Q, n ∈ N , (such that pn(t+Ln) = pn(t)+
(P, 0) for all t ∈ ℜ) denote the corresponding arc-length parametrizations of the
arcs Γn, n ∈ N , such that for each n ∈ N , the related Ln-periodic functions
p′n(t), p
′′
n(t)) are such that |p′n(t)| = 1 and |p′′n(t)| ≤ K0, both for all t ∈ ℜ. By
applying the theorem of Ascoli-Arzela to the sequence of uniformly Lipschitz-
continuous forward-tangent-vector functions Tn(t) = p
′
n(t) : ℜ → ∂B1(0), we
pass to a subsequence
(
Tn(i)
)∞
i=1
such that Tn(i)(t) → T (t) uniformly on any
compact subset of ℜ as i → ∞, where T (t) : ℜ → ∂B1(0) denotes a C1,1-
function such that |T (t)| = 1 and |T ′(t)| ≤ K0, both for all t ∈ ℜ. It also
follows for the same subsequence that pn(t)→ p(t) on any compact subset of ℜ
as n→∞, where the function p(t) : ℜ → Q is chosen such that p(0) = lim pn(0)
as n →∞ and p′(t) = T (t) at all t ∈ ℜ. Clearly p(t) : ℜ → Q is the arc-length
parametrization of an arc Γ ⊂ Q of infinite length and uniformly bounded
curvature. Also, the arc Γ does not cross itself, since the arcs Γn don’t.
Proof of Part (b). (See the proof of Lem. 4.22(a) for some details.) Let
p(t) : ℜ → Q denote an arc-length parametrization of a directed arc Γ ⊂ Q
of infinite length, and of absolute curvature uniformly bounded by K0. Then
|p(t) − p(τ)| ≥ (2/π)|t − τ | for all t, τ ∈ ℜ such that |t − τ | ≤ πR0, where
R0 = (1/K0). Let pn := p(tn) ∈ Q for all n ∈ N , where the sequence
(
tn
)∞
n=1
is
chosen such that tn < tn+1 < tn+(πR0/2) for all n ∈ N , so that |pn+1−pn| ≥ R0
for all n. Using the compactness of Q, we pass to a subsequence
(
tn(i)
)∞
i=1
such
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that qi := p(tn(i))→ p0 ∈ Q as i→∞ for some accumulation point p0 of Γ in Q.
Then obviously |qi+1−qi| → 0 as i→∞. Therefore dist(qi,Γi) = |qi−ri| → 0 as
i→∞, where Γi := Γ \ Γˆi, in which Γˆi denotes the arc-segment of Γ associated
with all t ∈ ℜ such that |t − tn(i)| ≤ (πR0/2), and where ri denotes a point in
Γi closest to qi. Clearly, if i is sufficiently large, then ri is not an endpoint of Γˆi,
and therefore the straight-line-segment Li joining qi to ri ∈ Γi is perpendicular
to Γ at the point ri. In view of the bounded curvature of Γ, it follows that up to
a small error for sufficiently large i, the directed arc-segment γi of Γ joining qi
to ri (which does not cross itself) must have a turning angle of (b.1) ±π (half-
turn either way) or (b.2) ±2π (full turn either way). In either case, it follows
that ||ωi|| ≥
(||γi||2/4π) ≥ (πR20/4) up to a small error for sufficiently large i,
where ωi denotes the bounded connected region whose boundary consists of γi
and Li and ||ωi|| is its Euclidean area. The arc-segments of Γi cannot cross the
line-segment Li, except possibly at its endpoints, qi, ri ∈ Γ, since otherwise ri
would not minimize the distance from the point qi to the arc Γi. Since Γ cannot
cross itself, it follows that Γ cannot cross the arc γi, and thus cannot pass from
the domain ωi to the interior of the complement of ωi, or visa versa, except
possibly by passing through an end-point of Li.
In case (b.1), the directed arc Γ enters ∂ωi at qi, follows ∂ωi to ri along γi, and
then permanently exits Cl(ωi) at ri. Therefore, given large i ∈ N , there exists
j ∈ N large enough such that i < j and qj := p(tn(j)) > qi (in terms of the
natural ordering in Γ). Therefore, there is a domain ωj associated with qj which
does not intersect ωi. Should case (b.1) occur infinitely often, it would follow
that there exist infinitely many pairwise disjoint regions ωi in Q, each having
area exceeding (πR20
/
4). This contradiction of the compactness of Q shows that
case (b.2) must occur infinitely often. In the case (b.2), we observe that the
directed arc Γ enters Cl(ωi) at qi, then follows ∂ωi on γi until it enters ωi at the
point at ri, after which it must remain inside ωi permanently as i → ∞. It is
important to distinguish two sub-cases of case (b.2), namely ”left full turn” and
”right full turn” (up to a small error for large n in each case). In fact it is easily
shown for sufficiently large i that if a ”left full turn” configuration at i precedes
a ”right full turn” configuration (or visa versa) at k > i, then there exists a
type (b.1) configuration at some j with i < j < k. Therefore, the sequence
cannot include infinitely-many type (b.2) configurations of each sub-type, and
there must exist a number i0 ∈ N so large that all the type (b.2) configurations
for i ≥ i0 are of the same sub-type. Thus, the infinite directed arc Γ eventually
becomes a counter-clockwise or clockwise spiral, and it has a closed directed arc
γ (which does not cross itself and satisfies the same absolute curvature bound
as Γ) as its set of accumulation points as t → ∞. Clearly Γ does not cross γ,
and is therefore located weakly inside or weakly outside γ; the convergence to
γ being eventually monotone in either case.
Proof of Part (c). Under the assumptions of Part (a), there exists a doubly
infinite spiral limit arc Γ ⊂ Q whose sets γ± of accumulation points (as t→ ±∞)
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are simple closed curves each solving the limiting equation:
K(p) =
(
∂
/
∂ν
)
ln
(
a(p)
)
, (308)
where ν (resp. K(p)) denotes the left normal (resp. left oriented curvature) at
p ∈ γ±. By integrating (308) on γ±, we conclude that
− 2π =
∫
γ±
K(p)ds =
∫
γ±
(
∂
/
∂ν
)
ln
(
a(p)
)
ds (309)
=
∫ ∫
ω±
∆ ln
(
a(p)
)
dA ≥ H ||ω±|| ≥ 0,
where γ± = ∂ω±. This contradiction proves the assertion.
Theorem 5.19 (Uniform upper bound for the arc-length per P -period of peri-
odic solution arcs) Assume in the context of Prob. 4.3 that G is a P -periodic
(in x) strip-like domain having interior and exterior tangent balls at all bound-
ary points, and that the given C2,1-function a(p) : ℜ2 → ℜ+ is strictly loga-
rithmically sub-harmonic throughout G, in fact we assume for constants 0 <
H ≤ H1 that H ≤ ∆ ln
(
a(p)
) ≤ H1 throughout G. For each n ∈ N , let
Γn = (Γn,1,Γn,2) ∈ X(G) denote a P -periodic (in x) classical solution of Prob.
4.3 at λn = (λn,1, λn,2) ∈ ℜ2+, and let Γn := {p ∈ Ωn : Un(p) = 1/2} de-
note the corresponding P -periodic (in x) ”center arc” of the solution (where
Un(p) := U(Γn; p) in the closure of Ωn := Ω(Γn)). Here, we choose the vector
sequence
(
λn
)∞
n=1
in ℜ2+ such that λn,i → ∞ and λn,iµn → 0 both as n → ∞
for i = 1, 2, where we set µn := ln(λn,2
/
λn,1) (compare to Thm. 4.7). Then
there exists a uniform upper bound M for the arc-lengths of the restrictions to a
single P -period (in x) of the ”center arcs” Γn of the solutions Γn, n ∈ N . The
proof is based on the curvature-estimate:∣∣Kn(p)− (∂ ln(a(p))/∂νn)∣∣ ≤ λn A |µn|+ (2AH1 exp(µ))/A2λn) (310)
valid at all points p ∈ Cl(Ωn), where Kn(p) (resp. νn) denotes the left curvature
of (resp. the left normal to) the level curve of Un through the point p, and where
λn := max{λn,1, λn,2} and λn := min{λn,1, λn,2} (see Lem. 4.6, Eq. (141)).
Lemma 5.20 (Toward the proof of Thm. 5.19: Uniform upper bound for the
horizontal spans of the single P -periods (in x) of all P -periodic solution arcs.)
Under the assumptions of Thm. 5.19, there exists a uniform bound M such that
xn(t) − xn(τ) ≤ M uniformly for all n ∈ N and t, τ ∈ ℜ with t ≤ τ , where
pn(t) = (xn(t), yn(t)) : ℜ → G denotes the arc-length parametrization of Γn.
It follows that |xn,1 − xn,2| ≤ (M + P ) uniformly for the center curves of all
solutions Γn, and for all points pn,1 = (xn,1, yn,1) and pn,2 = (xn,2, yn,2), both
contained in the same P -period of Γn
Proof. Assume in Prob. 4.3 that G ⊂ {|y| ≤ b} for a constant b <∞. For each
n ∈ N , let pn(t) =
(
xn(t), yn(t)
)
: ℜ → G denote the arc-length parametrization
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of the P -periodic (in x) ”center arc” Γn of the solution Γn ∈ X(G) of Prob.
4.3 at λn, and let Ln denote the arc-length associated with one P -period of Γn.
Suppose that no uniform upper bound M := sup
{
Mn : n ∈ N
}
< ∞ exists
as described in the assertion, where we define Mn := max{xn(t) − xn(τ) : t ≥
τ in ℜ} for each n ∈ N . Then by passing to a subsequence (still indexed by
n ∈ N), we can assume that Mn → ∞ as n → ∞. Obviously Ln ≥ Mn for
any n. For any n ∈ N and any integer k, the mapping pn,k(t) :=
(
xn(t) +
kP, yn(t)
)
= pn(t + k Ln) : ℜ → G is the arc-length parametrization of the
horizontal kP -translation of Γn, which coincides with Γn. In view of this, we
can translate the x and t variables to arrange things so that xn(±Ln/2) =
±(Mn/2) for each n ∈ N . Thus, each arc Γn is partitioned into the three arcs:
Γˆn := {pn(t) : |t| ≤ (Ln/2)} and Γ±n := {pn(t) : ±t > (Ln/2)}, such that, in
terms of the natural ordering in Γn, Γˆn passes from {x = +(Mn/2)} ∩ G to
{x = −(Mn/2)}∩G without intersecting {|x| > (Mn/2)}, while Γ−n passes from
{x = −∞, |y| ≤ b} to {x = (Mn/2)}∩G without intersecting {x > (Mn/2)} and
Γ+n passes from {x = −(Mn/2)} ∩ G to {x = ∞, |y| ≤ b} without intersecting
{x < −(Mn/2)}. We can assume, after applying the theorem of Ascoli-Arzela
to pass to a subsequence, that the arcs Γˆn and Γ
±
n converge respectively to arcs
Γˆ (passing from {x = ∞, |y| ≤ b} to {x = −∞, |y| ≤ b}) and Γ± (both passing
from {x = −∞, |y| ≤ b} to {x = ∞, |y| ≤ b}). Moreover, the three arcs Γˆ and
Γ± do not cross each other, because the original curves Γn, n ∈ N do not cross
themselves. In other words, we have
Γ− ≤ Γˆ ≤ Γ+. (311)
It also follows from the uniform self-separation property of the arcs Γn, n ∈ N
(see Lem. 5.17) that dist
(
Γˆn,Γ
±
n
) ≥ (α0/2) for all sufficiently large n ∈ N ,
from which it follows in the limit that dist
(
Γˆ,Γ±
) ≥ (α0/2), and therefore
that the inequalities in (311) are both strict. Also, it follows from (310) in the
limit as n → ∞ that the arcs Γ± satisfy the condition (308) (namely K(p) =
(∂/∂ν)ln
(
a(p)
)
, where K(p) (resp. ν) denotes the left-oriented curvature of
(resp. left normal to) Γ± at any point p ∈ Γ±. By substituting (308) into the
divergence theorem relative to one P -period ω of the strip-like region bounded
by the arcs Γ±, we conclude that∫ ∫
ω
∆ ln
(
a(p)
)
dA = 0.
But this is impossible, in view of our assumption that ∆ ln
(
a(p)
)
> 0 in G. This
contradiction proves the assertion.
Proof of Thm. 5.19. In the context of Thm. 5.19, let be given a sequence(
Γn
)∞
n=1
of center-arcs Γn ∈ X(G) ∩ C2 satisfying (310). By Lem. 5.20(b),
the horizontal span of one P -period of the P -periodic arc Γn remains uniformly
bounded as n → ∞. Therefore, there exists a compact ball Q containing one
P -period (in x) of each of the arcs Γn, n ∈ N . In view of this, the sequence(
Ln
)∞
n=1
remains uniformly bounded as n → ∞ (where Ln denotes the arc-
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length of one P -period of the center-arc Γn), since the unboundedness of the
same sequence would contradict Lem. 5.18.
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