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ABSTRACT
In this paper consensus in second-order multi-agent systems
with a non-periodic sampled-data exchange among agents is
investigated. The sampling is random with bounded inter-
sampling intervals. It is assumed that each agent has exact
knowledge of its own state at all times. The considered local
interaction rule is PD-type. The characterization of the con-
vergence properties exploits a Lyapunov-Krasovskii functional
method, sufficient conditions for stability of the consensus
protocol to a time-invariant value are derived. Numerical
simulations are presented to corroborate the theoretical results.
I. INTRODUCTION
In the past years, a significant attention has been devoted to
the consensus problem in multi-agent systems (MAS) [7], [10],
[17], [21] by the scientific community. Potential applications
of consensus algorithms are found in sensor networks [18],
[6], automated highway systems [10], mobile robotics [5]
and satellite alignment [9]. In particular, the coordination
problem of mobile robots finds several applications in the
manufacturing industry in the context of automated material
handling.
The consensus problem in the context of mobile robots
consists in the design of local state update rules which allow
the network of robots to rendezvous at some point in space or
follow a leading robot exploiting only measurements of speeds
and relative positions between neighboring robots. Robots are
hereafter referred to as agents.
In this paper, we consider the case in which each agent
has a perfect knowledge of its own state with almost no
delay, i.e., it knows its own speed and position. Information
exchanges between neighboring agents happens at discrete
time intervals which are possibly non-periodic but strictly
positive and bounded. The network dynamics can thus be
modeled as a sampled-data system (SDS), a class of systems
extensively investigated in the literature.
For interesting contributions in this area we point the reader
to [1], [3], [22] and the references therein. We also mention
the work by Fridman et al. [4] who exploited an approach for
time-delay systems and obtained the sufficient stability con-
ditions based on the Lyapunov-Krasovskii functional method.
In Seuret [13] and Fridman [3] improved methods with better
upper bounds to the maximum allowed delay were proposed.
Shen et al. [14] studied the sampled-data synchronization
control problem for dynamical networks. Qin et al. [8] and
Ren and Cao [11] studied the consensus problem for networks
of double integrators with a constant sampling period. In the
latter two papers, even though the authors use the sampled-
data notation to introduce their novelty, they suppose that the
communication and the local sensing occur simultaneously
and this simplifies the problem into a discrete state consensus
problem. Xiao and Chen [15] and Yu et al. [19] studied
second-order consensus in multi-agent dynamical systems with
sampled position data.
In this paper we propose a PD-like consensus algorithm
with non-periodic sampled-data exchange among agents with
bounded and strictly positive inter-sampling intervals. A
characterization of the convergence properties exploiting a
Lyapunov-Krasovskii functional method is provided and suf-
ficient conditions for exponential stability of the consensus
protocol to a time-invariant value are derived. Numerical
simulations are presented to corroborate the theoretical results.
The paper is organized as follows. In Section II some
notation and preliminaries are introduced. In Section III the
consensus problem for second order multi-agent systems with
non-periodic sampled-data exchange is formalized. In Sec-
tion IV the convergence properties of the proposed consensus
protocol are characterized. In Section V simulation results are
presented to corroborate the theoretical analysis. In Section VI
concluding remarks and directions for future research are
discussed.
II. NOTATION AND PRELIMINARIES
In this section we recall some basic notions on graph theory
and introduce the notation used in the paper.
The topology of bidirectional communication channels
among the agents is represented by an undirected graph
G = (V , E) where V = {1, . . . , n} is the set of nodes (agents)
and E ⊆ {V×V} is the set of edges. An edge (i, j) ∈ E exists
2if there is a communication channel between agent i and j.
Self loops (i, i) are not considered. The set of neighbors of
agent i is denoted by Ni = {j : (j, i) ∈ E ; j = 1, . . . , n}.
Let δi = |Ni| be the degree of agent i which represents the
total number of its neighbors.
The topology of graph G is encoded by the so-called
adjacency matrix, an n × n matrix Ad whose (i, j)-th entry
is equal to 1 if (i, j) ∈ E , 0 otherwise. Obviously in an
undirected graph matrix Ad is symmetric.
We denote ∆ = diag(δ1, . . . , δn) the diagonal matrix whose
non null entries are the degrees of the nodes. Moreover, matrix
Wd = ∆
−1Ad is the weighted adjacency matrix associated
with G. The following result holds.
Lemma 1: If a graph G is connected then the eigenvalues of
the weighted adjacency matrix Wd, namely λi, i = 1, . . . , n,
are all located in the interval [−1, 1], and λ1 = 1 is always a
simple eigenvalue of Wd.
Proof: Using Gershgorin theorem since all the diagonal
elements of Wd are zero and each row sums up to 1, it
immediately follows that λi ∈ [−1, 1]. Now, let L = ∆−Ad
be the Laplacian matrix associated with the considered graph.
If such a graph is connected, then the origin is a simple
eigenvalue of L which implies that it is a simple eigenvalue
also for −∆−1L = ∆−1Ad − I = Wd − I . Consequently, if
the graph is connected, λ1 = 1 is a simple eigenvalue of the
weighted adjacency matrix.

Finally, in the rest of this paper we denote with ∗ the
symmetric elements of symmetric matrices.
III. PROBLEM STATEMENT
Consider a second-order multi-agent system with an undi-
rected communication topology. Consider the PD-type consen-
sus protocol inspired by [2] and [20]:


x˙i(t) = vi(t),
v˙i(t) =
kp
δi
∑
j∈Ni
xj(t) +
kd
δi
∑
j∈Ni
vj(t)
−kpxi(t)− kdvi(t),
(1)
where i = 1, . . . , n, n denotes the number of agents, xi(t)
and vi(t) are the position and the velocity of agent i, and δi
indicates its degree.
We suppose that the local information, i.e., the information
that each agent receives from its own sensors, is measured
instantaneously. This obviously makes sense when the sensor
dynamics are fast enough.
Moreover, we assume that the communication between the
generic agent i and its set of neighbors Ni occurs in stochastic
sampling time instants tk, k = 0, 1, . . . ,∞ that satisfy the
following conditions:
0 < tk+1 − tk ≤ τ¯ ∈ R+
and
lim
k→∞
tk =∞.
Under the above assumptions, equation (1) can be rewritten
as:

x˙i(t) = vi(t),
v˙i(t) =
kp
δi
∑
j∈Ni
xj(tk) +
kd
δi
∑
j∈Ni
vj(tk)
−kpxi(t)− kdvi(t)
(2)
or, alternatively, doing some simple manipulations, as:[
x˙(t)
v˙(t)
]
= (A⊗ In)
[
x(t)
v(t)
]
+ (B ⊗Wd)
[
x(tk)
v(tk)
]
(3)
where t ∈ [tk, tk+1), x = [x1, x2, . . . , xn], v =
[v1, v2, . . . , vn], ∆ = diag{δ1, δ2, . . . , δn}, Ad is the adja-
cency matrix, Wd = ∆−1Ad is the weighted adjacency matrix,
and matrices A and B are equal, respectively, to:
A =
[
0 1
−kp −kd
]
, B =
[
0 0
kp kd
]
. (4)
A MAS with an undirected communication topology and
following equation (1), is said to converge to a consensus state
if
lim
t→∞
|xi(t)− xj(t)| = 0
and
lim
t→∞
|vi(t)− vj(t)| = 0.
In this paper, given the value of the maximum admissible
difference τ¯ between any two consecutive sampling time
instants, and a communication topology with a given spectrum,
we aim at finding conditions that guarantee consensus to a
fixed point among agents that evolve according to equation (3).
We will also address the issue of evaluating an upper bound
to the decay rate of convergence.
We conclude this section pointing out some differences
among our problem formulation and the ones in [15] and [19].
The most important difference is that we assume that each
agent receives a message containing its neighbors’ positions
and velocities in a sampled-data basis. On the contrary, both
in [15] and in [19], the agents gather the sampled positions of
their neighbors and their own at the same time instants.
IV. CONVERGENCE PROPERTIES
In the following subsection we first introduce a state variable
transformation to decouple the dynamics of modes associated
with the eigenvalues of the weighted adjacency matrix. Then,
the stability of such modes is analyzed in detailed.
A. Stability analysis
Apply the following change of variables:
x(t) = Tz(t) (5)
to eq. (3). Then, it holds:
(I2 ⊗ T )
[
z˙(t)
z¨(t)
]
= (A⊗ T )
[
z(t)
z˙(t)
]
+(B ⊗WdT )
[
z(tk)
z˙(tk)
] (6)
3and eq. (3) can be rewritten as:[
z˙(t)
z¨(t)
]
= (A⊗ In)
[
z(t)
z˙(t)
]
+(B ⊗ T−1WdT )
[
z(tk)
z˙(tk)
]
.
(7)
Since Wd is a symmetrizable matrix, then it is also diagonaliz-
able [2], and the transformation matrix T can be chosen such
that
Λ = T−1WdT = diag(λ1, λ2, . . . , λn)
where
λ1 ≥ λ2 ≥ . . . ≥ λn
are the eigenvalues of the weighted adjacency matrix Wd. As
a result, eq. (7) can be rewritten as:[
z˙(t)
z¨(t)
]
= (A⊗ In)
[
z(t)
z˙(t)
]
+ (B ⊗ Λ)
[
z(tk)
z˙(tk)
]
,
or alternatively, as[
z˙i(t)
z¨i(t)
]
= A
[
zi(t)
z˙i(t)
]
+ λiB
[
zi(tk)
z˙i(tk)
]
(8)
where i = 1, . . . , n, and zi(t) is the i-th element of vector
z(t).
Now, if we define
yi(t) = [zi(t) z˙i(t)]
T (9)
the i-th mode of the system, we can say that its dynamics
follows equation:
y˙i(t) = Ayi(t) + λiByi(tk). (10)
Moreover, assuming τ(t) = t− tk, the above equation can
be rewritten as:
y˙i(t) = Ayi(t) + λiByi(t− τ(t)). (11)
The above SDS is a special case of a time varying delayed
system where the delay τ(t) is upper bounded by τ¯ , and its
derivative is τ˙ (t) = 1, while the delay switches at times t = tk,
k = 0, 1, . . . ,∞.
In the rest of this paper we assume that the graph G describ-
ing the communication topology is connected. By Lemma 1
this implies that its largest eigenvalue is λ1 = 1. We call
unitary eigenvalue mode (UEM) the mode associated with
λ1 = 1.
The following lemma characterizes the dynamics of the
UEM. In particular it shows that the UEM converges asymptot-
ically to a vector whose first entry z1(t) is equal to a constant
value and the second entry z˙1(t) is null.
Lemma 2: Consider a system whose dynamics in the time
interval t ∈ [tk, tk+1), k = 0, 1, . . . ,∞, follows eq. (10) with
λi = 1. Assume tk+1 − tk > 0 for any k = 0, 1, . . . ,∞. It
holds
lim
k→∞
z1(tk) = γ, γ ∈ R. (12)
Proof: To prove this lemma we observe that by eq. (10) and
by definition of matrices A and B, it follows that
z¨1(t) + kdz˙1(t) + kpz1(t) = kdz˙1(tk) + kpz1(tk), (13)
for t ∈ [tk tk+1]. We consider two cases separately.
Case A
The characteristic polynomial associated with eq. (13) has
two distinct roots. This corresponds to
σ =
k2d
4
− kp 6= 0.
In such a case the solution of the above ordinary linear
differential equation is equal to:
z1(t) = c1z˙1(tk)e
s1(t−tk) − c2z˙1(tk)es2(t−tk)
+z1(tk) +
kd
kp
z˙1(tk),
(14)
where
s1,2 =
−kd
2
±
√
k2d
4
− kp,
c1 =
1
s1 − s2 (1 +
kd
kp
s2),
c2 =
1
s1 − s2 (1 +
kd
kp
s1).
Now, let Tk = tk+1− tk. From (14) we can compute z1(tk+1)
and z˙1(tk+1) as:[
z1(tk+1)
z˙1(tk+1)
]
= M(Tk)
[
z1(tk)
z˙1(tk)
]
(15)
where
M(Tk) =
[
1 µk
0 βk
]
, (16)
µk = c1e
s1Tk − c2es2Tk + kd
kp
, (17)
and
βk = c1s1e
s1Tk − c2s2es2Tk . (18)
Therefore for all k > 0 it holds:[
z1(tk)
z˙1(tk)
]
= M¯k
[
z1(0)
z˙1(0)
]
where
M¯k = M(Tk)M(Tk−1) . . .M(T0)
=


1
k∑
m=0
µm
m−1∏
j=0
βj
0
k∏
j=0
βj

 . (19)
Since for all j > 0 it is |βj |< 1 (see Appendix A) we get:
lim
k→∞
k∏
j=0
βj = 0.
Therefore, due to the fact that for all m > 0 the norm of
µm is bounded by some µ¯ < ∞, we can conclude that the
term
k∑
m=0
µm
m−1∏
j=0
βj , which is obtained multiplying bounded
numbers and exponentially decreasing products gets a constant
bounded value Π¯. Hence lim
k→∞
z1(tk) = lim
t→∞
(z1(0)+Π¯z˙1(0))
and lim
k→∞
z˙1(tk) = 0 which in turn implies that there exists
γ ∈ R such that:
lim
k→∞
z1(tk) = γ. (20)
4Case B
The characteristic polynomial of (13) has a single real root
s = −kd/2 with multiplicity 2.
In such a case the solution of eq. (13) is:
z1(t) = d1z˙1(tk)te
s1(t−tk) − d2z˙1(tk)es2(t−tk)
+z1(tk) +
kd
kp
z˙1(tk),
(21)
where
d1 =
(
1 +
kd
kp
s
)
= 0
d2 =
(
tk +
kd
kp
tks+
kd
kp
)
=
2
kd
.
Therefore it is[
z1(tk+1)
z˙1(tk+1)
]
= M ′(Tk)
[
z1(tk)
z˙1(tk)
]
, (22)
where
M ′(Tk) =
[
1 µ′k
0 β′k
]
,
with µ′k =
kd
kp
(1 − esTk), and β′k = −esTk . Since for any
Tk > 0, it is |βk| < 1, then, repeating the same reasoning as
in Case A, we conclude that there exists γ ∈ R such that
lim
k→∞
z1(tk) = γ. (23)

We now characterize the conditions on the design param-
eters kp, kd, τ¯ under which the modes yi(t), i = 2, . . . , n,
defined in eq. (9) are exponentially stable.
To do this we provide the following lemma, whose proof is
inspired by [13].
Lemma 3: Consider the generic mode yi(t) defined in
eq. (9) whose dynamics follows eq. (11). Matrices A, B are
defined as in eq. (4), τ(t) = t − tk, k = 0, 1, . . . ,∞, and
λi ∈ [−1, 1).
Assume that the difference between any two consecutive
sampling times is smaller than a given τ¯ , i.e., it holds tk+1 −
tk ≤ τ¯ for all k = 0, 1, . . . ,∞.
If there exist symmetric positive definite matrices Pi, Ri,
Si ∈ R2×2, a matrix Qi =
[
Qi,1
Qi,2
]
∈ R4×2 and a constant
value α > 0 such that the following inequalities are satisfied:[
Ψi,11(τ¯ , α) Ψi,12(τ¯ , α)
∗ Ψi,22(τ¯ , α)
]
< 0, (24)

 Ψi,11(0, α) Ψi,12(0, α) τ¯Qi,1∗ Ψi,22(0, α) τ¯Qi,2
∗ ∗ −τ¯(1− 2ατ¯ )Ri

 < 0 (25)
where
Ψi,11(τ¯ , α) = PiA+A
TPi − Si −Qi,1 −QTi,1
+τ¯ (SiA+A
TSi +A
TRiA+ 2αSi)
+2αPi − 2αRi,
Ψi,12(τ¯ , α) = λiPiB + Si + 2αRi +Qi,1 −QTi,2
+τ¯ (−ATSi + λiSiB + λiATRiB − 2αSi),
Ψi,22(τ¯ , α) = −Si − 2αRi +Qi,2 +QTi,2
−τ¯ (λiBTS + λiSiB − λ2iBTRiB + 2αSi),
then mode yi(t) is exponentially stable with decay rate α.
Proof: Consider the following functional:
Vi(t, yi(t), yi(tk)) = y
T
i (t)Piyi(t)
+ (τ¯ − τ(t)) ξTi (t)Siξi(t)
+ (τ¯ − τ(t)) ∫ t
tk
y˙i
T (s)Riy˙i(s)ds,
(26)
where
ξi(t) = yi(t)− yi(tk). (27)
Obviously ξ˙i(t) = y˙i(t). Note that the second and the third
term of the functional vanish during the jump due to the fact
that lim
t→tk
yi(t) = yi(tk) which leads to lim
t→tk
V (t) ≤ V (t−k ).
Hence we should look the functional only inside the intervals
without being worried about the jumps.
Derivating eq. (26) with respect to time we get:
V˙i(t, yi(t), yi(tk)) = y
T
i (t)
(
PiA+A
TPi − Si
+
(
τ¯ − τ(t))(SiA+ATSi +ATRiA))yi(t)
+2yTi (t)
(
λiPiB + Si +
(
τ¯ − τ(t))(SiA
+ATSi +A
TRiA)
)
yi(tk)
+yTi (tk)
(
− Si −
(
τ¯ − τ(t))(λiBTSi + λiSiB
−λ2iBTRiB
)
yi(tk)−
∫ t
tk
y˙Ti (s)Riy˙i(s)ds.
(28)
Now consider the following candidate functional:
Wi(t, yi(t), yi(tk), α)
= V˙ (t, yi(t), yi(tk)) + 2αVi(t, yi(t), yi(tk))
= yTi (t)
(
PiA+A
TPi − Si + 2αPi
+
(
τ¯ − τ(t))(SiA+ATSi +ATRiA+ 2αSi))yi(t)
+2yTi (t)
(
λiPiB + Si +
(
τ¯ − τ(t))(SiA
+ATSi +A
TRiA− 2αSi)
)
yi(tk)
+yTi (tk)
(
− Si −
(
τ¯ − τ(t))(λiBTSi + λiSiB
−λ2iBTRiB + 2αSi
)
yi(tk)
−(1− 2α(τ¯ − τ(t))) ∫ ttk y˙Ti (s)Riy˙i(s)ds. (29)
To ensure the exponential stability of mode yi(t) with decay
rate α it is sufficient to prove that:
Wi(t, yi(t), yi(tk), α) < 0.
We manipulate the integral term
− (1 − 2α(τ¯ − τ(t)))
∫ t
tk
y˙Ti (s)Riy˙i(s)ds (30)
to achieve a bound on that based on a function of yi(t)
and yi(tk). To this aim, we rewrite the above term as the
summation of two terms
− (1 − 2ατ¯)
∫ t
tk
y˙Ti (s)Riy˙i(s)ds (31)
and
− 2ατ(t)
∫ t
tk
y˙Ti (s)Riy˙i(s)ds (32)
and provide an upper bound to each term separately.
5To provide an upper bound to (31), we introduce the
following inequality for two vectors ω1 and ω2 and an arbitrary
matrix Γ with compatible dimensions:
2ωT1 ω2 ≤ ωT1 Γ−1ω1 + ωT2 Γω2.
Rewriting the above inequality assuming ω1 =
QTi
[
yi(t)
yi(tk)
]
, ω2 = y˙i(s) and Γ = (1 − 2ατ¯ )Ri, we
get:
2[yTi (t) y
T
i (tk)]Qiy˙i(s) ≤[
yTi (t) y
T
i (tk)
]
Qi
R−1i
1− 2ατ¯ Q
T
i
[
yi(t)
yi(tk)
]
+(1− 2ατ¯)y˙iT (s)Riy˙i(s).
Integrating it in the interval [tk, t] in which y˙i(t) is continuous
we obtain:
−(1− 2ατ¯) ∫ ttk y˙Ti (s)Ry˙i(s)ds ≤−2[yTi (t) yTi (tk)]Qiξi(t)
+τ(t)
[
yTi (t) y
T
i (tk)
]
Qi
R−1i
1− 2ατ¯ Q
T
i
[
yi(t)
yi(tk)
]
.
(33)
To provide an upper bound to (32) we use Jensen integral
inequality [16]:
−2ατ(t)
t∫
tk
y˙Ti (s)Riy˙i(s)ds ≤
−2α
t∫
tk
y˙Ti (s)dsRi
t∫
tk
y˙i(s)ds
= −2α(yi(t)− yi(tk))TRi(yi(t)− yi(tk))
(34)
Introducing inequalities (33) and (34) in (29), the following
inequality is achieved for t ∈ [tk, tk+1):
Wi(t, yi(t), yi(tk)) ≤ [yTi (t) yTi (tk)]([
Ψi,11(τ¯ − τ(t), α) Ψi,12(τ¯ − τ(t), α)
∗ Ψi,22(τ¯ − τ(t), α)
]
+
τ(t)
1− 2ατ¯ QiR
−1
i Q
T
i
)[
yi(t)
yi(tk)
]
.
(35)
The above inequality corresponds to an LMI that is linear with
respect to τ(t). Therefore, according to [12], in order to be
sure that it holds for all τ(t) ∈ [0, τ¯ ] we only need to check
it at the boundary of the interval, namely for τ(t) = 0 and
τ(t) = τ¯ .
Now, if we particularize eq. (35) with τ(t) = 0 this
obviously leads to the LMI in eq. (24).
To complete the proof we need to show that particularizing
eq. (35) with τ(t) = τ¯ we get the LMI in eq. (25). But this
follows from the fact that[
Ψi,11(0, α) Ψi,12(0, α)
∗ Ψi,22(0, α)
]
+
τ¯
1− 2ατ¯ QiR
−1
i Q
T
i (36)
is the Schur complement of matrix −τ¯(1−2ατ¯)Ri in eq. (25).
Thus, if the LMI in eq. (25) is definite negative, also it is
matrix in eq. (36). 
B. Consensus among agents
We now prove the main result of the paper, namely the
consensus of agents to a common position.
Theorem 4: Consider a MAS evolving according to equa-
tion (2) where τ¯ is such that 0 < tk+1 − tk < τ¯ < ∞.
Let λi, i = 2, . . . , n be the eigenvalues of the weighted
adjacency matrix associated with the undirected connected
graph G modeling the communication topology. If there exists
a positive constant α such that the LMIs defined in eq. (24)
and (25) are satisfied for all λi, i = 2, . . . , n, then there
exists a γ ∈ R such that x(t) exponentially converges to γ~1
and v(t) exponentially converges to ~0. Moreover, the rate of
convergence is greater than or equal to α.
Proof: By Lemma 3, if the LMIs in eq. (24) and (25) hold,
all modes except the UEM are stable, i.e., lim
t→∞
yi(t) = 0 and
thus lim
t→∞
zi(t) = 0 for i = 2, . . . , n with rate of convergence
of at least α. Furthermore, by Lemma 2, there exists a positive
constant γ ∈ R such that lim
t→∞
z1(t) = γ.
Now, the first column of T is the eigenvector corresponding
to the unitary eigenvalue of Wd, therefore it is equal to ~1 =
[1 1 . . . , 1]T . Thus, being x(t) = T [z1(t) 0 . . . 0]T , it
is trivial to show that when t→∞ it is xi(t) = xj(t), for all
i, j = 1, . . . , n. The same calculations can be repeated for the
velocities, thus proving that for t → ∞, it is vi(t) = vj(t),
i, j = 1, . . . , n. 
V. SIMULATION RESULTS
In this section we present the results of some numerical sim-
ulation that shows the effectiveness of the consensus protocol
in eq. (3). To this aim we consider a system with 6 agents and
adjacency matrix:
Ad =


0 1 0 1 0 0
1 0 0 1 0 0
0 0 0 1 0 1
1 1 1 0 1 0
0 0 0 1 0 1
0 0 1 0 1 0


.
Assume kp = 1, kd = 2 and τ¯ = 1. Using the above LMIs
with α = 0.38 we can prove that the system reaches consensus
to a fixed point.
Fig. 1 shows the evolution of positions and velocities when
the proposed algorithm is implemented, while Fig. 2 shows
the sampled positions and velocities aperiodically transmitted
to neighbors by each agent.
We conclude this section presenting the results of another
numerical simulation carried out under the assumption that
only sampled positions are transmitted to neighbors, i.e., the
second term is removed in eq. (2) that is equivalent to redefine
B as B′ = [0 0; kp 0].
It can be proved that in such a case the consensus to a fixed
point is still reached, but with decay rate bounded by 0.21 that
is almost the half of the previous case. Such a conclusion can
also be drawn by looking at Fig. 3.
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Fig. 1. Positions and velocities when the proposed protocol is implemented.
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Fig. 2. Aperiodic sampled positions and velocities when the proposed protocol
is implemented.
VI. CONCLUSIONS AND FUTURE WORK
The contribution of this paper consists in a PD-like consen-
sus algorithm for a second-order multi-agent system where, at
non-periodic sampling times, agents transmit to their neighbors
information about their position and velocity, while each agent
has a perfect knowledge of its own state at any time instant.
Conditions have been given to prove consensus to a common
fixed point, based on LMIs verification. Moreover, we also
show how it is possible to evaluate an upper bound on the
decay rate of exponential convergence of stable modes.
Three are the main directions of our future research in this
framework.
— First, we plan to provide sufficient conditions for con-
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Fig. 3. Positions and velocities when the proposed protocol is modified in
order to only consider sampled positions.
sensus on graphs whose spectrum is not known, but only a
measure of the connectivity is given.
— Second, we want to compute analytically an upper bound
on the value of the second largest eigenvalue of the weighted
adjacency matrix that guarantees consensus, as a function of
the other design parameters.
— Third, we want to also study the case where agents do
not have a perfect knowledge of their own state.
— Finally, we plan to relax the assumption that all com-
munications among agents occur simultaneously.
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APPENDIX A
We now prove that |βk| < 1 where βk is defined as in
eq. (18).
Let
s1 =
−kd
2
+
√
σ, s2 =
−kd
2
+
√
σ, σ =
k2d
4
− kp.
We consider separately the case of σ > 0 and σ < 0.
Case 1: σ > 0
In this case it is trivial to show that s1, s2 ∈ R and s2 <
s1 < 0. Furthermore, we have es2Tk < es1Tk and c1s1 −
c2s2 = 1. We can also show that:
c1s1 =
1
s1 − s2 (s1 +
kd
kp
s1s2)
=
1
2
√
σ
(
kd
2
+
√
σ) > 0
and
c2s2 =
1
s1 − s2 (s2 +
kd
kp
s1s2)
=
1
2
√
σ
(
kd
2
−√σ) > 0.
Let ω =
√
σ and ν = kd/2 =
√
ω2 + kp. We get:
βk =
(ν + ω)eωTk − (ν − ω)e−ωTk
2ωeνTk
. (37)
Moreover, since σ > 0, it is ω ∈ (0, ∞) and therefore ν ∈
(
√
kp, ∞). For any kp > 0 we obtain:
lim
ω→0
βk =
1 +
√
kpTk
e
√
kpTk
,
lim
ω→∞
βk = 1.
Hence due to the continuity in (37), for any value of kp and
kd such that σ > 0, knowing that Tk > 0, we achieve
βk ∈
(
1 +
√
kp
e
√
kp
, 1
)
thus proving the statement.
Case 2: σ < 0
In such a case s1 and s2 are complex conjugate numbers
and
βk = (c1s1 − c2s2)e−Tkkd/2 cos(√σTk)+
j(c1s1 + c2s2)e
−Tkkd/2 sin(
√
σTk).
Being c1s1 + c2s2 = 0 and c1s1 − c2s2 = 1 the second term
vanishes and we get:
βk = e
−Tkkd/2 cos(
√
σ) < 1 (38)
thus proving the statement.
