Abstract; A recursive random sampling strateg:. is proposed for the implementation of a digital broadband wattmeter. In this strategy each sampling instant is obtained by adding a prefixed constant lag plus a random increment to the preceding one. The formula for the evaluation, in terms of accuracy and bandwidth, of errors arising from the sampling strategy and the filtering algorithms is given and discussed; it shows that this sampling strategy does not limit the bandwidth. The theoretical results are compared with those obtained by simulating the proposed instrument.
Abstract; A recursive random sampling strateg:. is proposed for the implementation of a digital broadband wattmeter. In this strategy each sampling instant is obtained by adding a prefixed constant lag plus a random increment to the preceding one. The formula for the evaluation, in terms of accuracy and bandwidth, of errors arising from the sampling strategy and the filtering algorithms is given and discussed; it shows that this sampling strategy does not limit the bandwidth. The theoretical results are compared with those obtained by simulating the proposed instrument.
I-Introduction
When the primary aim is the implementation of a broadband sampling wattmeter and the input signals can be quasi-periodic, it is convenient to use an asynchronous random sampling strategy. In fact, the bandwidth due to an asynchronous equally spaced sampling strategy is certainly smaller than the sampling frequency [ll] [14] [19] . In a previous paper [13 ] we proposed an asynchronous random sampling strategy which does not limit the bandwidth of the input signals; in this hypothesis the wattmeter bandwidth is limited only by that one of the S/H devices and of the input signal-conditioning circuits. The experimental results obtained with a prototype wattmeter confirmed the theoretical results [ 1 5 ] . This strategy had however the drawback of requiring a pair of S/H and ADCs for each channel (voltage and current). In this paper a new random sampling strategy, of a recursive type, is proposed. It has the same property as the previous one, i.e. it does not limit the bandwidth of the instrument (section IV), and it has the advantage that it can be implemented using only one S/H and one ADC for each channel (section 11). The accuracy depends on the mean time available for each measurement (section IV) .
To evaluate the performance of the proposed instrument we adopted a criterion which allows to compare all the different sampling strategies and filtering algorithms used in the digital wattmeters in terms of accuracy and bandwidth 1141 : 1 9 ] . By using this criterion, the uncertainty (or inaccuracy) can be quantified by the asymptotic mean square error between the measured value and the true one of the measurand, i.e. the mean power. The asymptotic mean square error must take into account not only all the possible measurement occasions but also the variability of all the unknown incidental and/or nuisance parameters introduced to model the measurement process (section 111).
It was previously shown that, for any non recursive sampling strategy, the asymptotic mean square error, evaluated by considering the frequency spectrum of the instantaneous power, satisfies the superposition principle, in the sense that the square of the RMS value of any spectral component contributes additively through a weighting coefficient to the final error [13] [14] [16] 1191. These weighting coefficients are picked up from a continuous function of the frequency, which we call weighting function; this function, therefore, characterizes the performance of the instrument also with respect to the bandwidth. This paper shows that the same property is valid also for the proposed recursive sampling strategy. The correspondent expression of the weighting function is deduced and discussed (section IV) and the results of the theoretical study are compared with simulation findings.
11-The samolinv stratew
Let us suppose that the instantaneous power p(t) has a discrete spectrum and can be expressed by a generalized Fourier series in the form: The digital wattmeter here described is based on a recursive random sampling strategy in which every sampling instant ti is obtained by adding to the precedent last one a prefixed constant lag Tc plus a random increment XiTc:
The random variables are written in bold-face letters and the continuous random variable Xi is the ith of a set of independent identical distributed variables with a common characteristic function denoted by:
where we have considered the argument wTc since Xi contributes to the sampling instant through the multiplicative factor Tc. In other terms @ (UT,) is the characteristic function of the random increment XiTc. The sequence of the sampling instants can be interpreted as a stochastic point process. We shall assume that the lag Tc is uncorrelated with any spectral component of the instantaneous power p(t); therefore this recursive random sampling is of an asynchronous type. Obviously, if Xi=O in eqn. (3), the sampling strategy becomes of an equally-spaced type, losing the characteristic of recursivity; in this case, if the instantaneous power is periodic and Tc is correlated to its period, the sampling strategy becomes of a synchronous type [ 4 ] 
The lag Tc in eqn. (3) has been introduced in order to guarantee a minimum time interval between two successive samples; therefore. if the value selected f o r Tc is not smaller than the maximum data-acquisition and processing time of the digital hardware adopted, a real time instrument can be obtained by using only one S/H device and one ADC for each of the two channels (voltage and current).
The discrete output of the instrument is an estimate of Po and can be expressed by:
which defines any linear time-invariant finite-impulse response filter (FIR filter); the coefficients ai must be conveniently selected to achieve the prescribed filter characteristics I1.2;. The labelling mark k is an integer which distinguishes a correspondent generic output randomly picked up from a sequence of 2h+l successive outputs (-hsks+h). each one of which has an equal chance of being selected [19j. So we can introduce k as a discrete random variable uniformly distributed in the interval (-h.+h).
The initial one of the N sampling instants, used to generate the first value of the output sequence (k=-h). is given by:
t-h-N+l = 7 + Tc(l+ X.h-N+1) . ( 6 ) where T is the unknown shift between the initial sampling instant and the time origin of p(t). In the asynchronous case any realization of 7 is independent from the instantaneous power p(t) and it is strictly related to the turn-on instant of the instrument. Therefore, the actual value of the incidental parameter 'T may be assumed as a realization of a continuous set of values uniformly distributed in some generic time interval(-T/2.+T/2, T being unknown ) 1 1 9 1 .
Beginning from the first instant (eqn.6) and applying recursively the eqn. (3) it results:
B>-substituting eqn. (l) and (7) In order to obtain a scale factor equal to one it is necessary to impose that:
An appropriate characterization of the output uncertainty can be obtained by ,evaluating the statistical parameters of the output Pk, i.e. the mean value <pp and the mean square error <(Pk-Po)2>. In order to incorporate all the "a priori" chances and also to avoid the influence of the conventional time origin on the instrument performance, the number of the output states, i.e. 2h+l, and the excursion of the initial shift r , i.e. T, must be sufficiently large and theoretically must tend to infinite. Therefore we consider the asymptotic statistic parameters. i.e. the asymptotic mean:
and the asymptotic mean square error:
In the following onl?-the errors arising from the sampling strategy and the filtering procedures are considered since this paper aims to deduce the specific properties of the proposed sampling strategy and to compare it with the others one. It can be shown (see Appendix) that the output of the instrument is asymptotically unbiased (p = P O ) and. consequently, the asymptotic mean s uare error coincides with the a s p ptotic variance (E' = g2); besides the final expression of this last is: figure it can be deduced that, when b-4. i.e. when the mean response time of the instrument is 3NTc, the absolute maximum is not greater than 1 . 2 5 p ; instead, when 1.55br2, i.e. when the mean response time of the instrument is no greater than 2NTc, the absolute maximum is no greater than 1.5/N. This means that an increment equal to 50% of the mean response time increases the accuracy of only about 17%. Therefore the condition 1.5sbs2 represents an optimum compromise between accuracy and mean response time of the wattmeter.
We have simulated the measurement process in order to deduce the estimate of the weighting coefficients at different frequencies of sinusoidal inputs. Fig.3 Comparison of the weighting function and the weighting coefficents extimated by simulating the measurement process for N=10 and b=1. 5 .
By referring to our previous papers [13] [16]
[ 1 9 ] , we can observe that the shape of this weighting function is different from that of a non-recursive random strategy only for the presence of a small ringing around the asymptotic value, but it has the advantage of requiring only one S/H and one ADC for each channel; besides the value of the parameter b is not critical. The maximum value of the weighting function excluding that at the origin is slightly over 1 / N . whatever the frequency of the spectral component of the instantaneous power is. Therefore this sampling strategy does not introduce any limitation in frequency and the accuracy depends only on the size N of the window used to realize the FIR filter, a size which influences the mean time requested for measurement. We can conclude that the proposed recursive random sampling strategy allows to design a wattmeter whose bandwidth is not limited by the conversion time of ADCs and by the speed of the digital processor, but only by the bandwidth of the S/H devices and of the inputs conditioning-signal circuits.
V-Conclusions
The digital wattmeter here described is based on a recursive random sampling strategy in which two successive sampling instants cannot differ by an interval smaller than a prefixed value; this interval allows to obtain an instrument which can operate in real time with only one S/H and one ADC for each channel (voltage and current). To evaluate the performance of the instrument, the asymptotic mean square error of the output was computed and it has been shown that the asymptotic variance can be deduced with the same simple formula previously obtained for all the other sampling strategies and filtering algorithms. In fact, the asymptotic variance can be expressed as the sum of the contributions of each spectral component of the instantaneous power weighted by coefficients which can be easily deduced from a continuous function called weighting function. Therefore the comparison between the different sampling strategies and filtering algorithms can be made by comparing the weighting functions. The procedure has been implemented by supposing the random sampling increments uniformly distributed within a finite interval correlated to the prefixed lag time: it is also shown that the optimum value of this interval. for an excellent compromise between the accuracy. expressed through the asymptotic variance, and the measurement time, is not critical. From the shape of the weighting function it can also be deduced that the bandwidth is not limited by the sampling strategy itself, i.e. by the conversion time of the ADC devices, and the accuracy depends on the mean response time of the instrument, i.e. on the mean time available for the measurement.
Amendix
By assuming: The expected value qof' Yki(wq) (eqn.A3). taking into account that a random sum of random variables [ 3 ] is involved, can be derived by using the identity:
where E( -11 ) is the conditional expected value ; consequently. for eqn.(A4) and recalling that the sequence of identical distributed random variables Yr is independent of k, we have:
Qy ( 
af T 4 being r independent of Yki(wq).
E(Pk) for h tending to infinite i s :
By recalling eqn.(A7). the limiting value of +m 1 PO elsewhere.
NOW. if we consider the asymptotic mean, we obtain: 
