Abstract-The detection of ships at sea is a complex task made more so by adverse weather conditions, lack of night visibility, and large areas of concern. Synthetic aperture radar (SAR) imagery with large swaths can provide the needed coverage at a reduced resolution. The development of ship detection methods that can effectively detect ships despite the reduced image resolution is an important area of research. A novel ship detection method is introduced that makes use of a standard constant false alarm rate (FAR) prescreening step followed by a cascade classifier ship discriminator. Ships are identified using Haar-like features using adaptive boosting training on the classifier with an accuracy of 89.38% and FAR of 1.47 × 10 −8 across a large swath Sentinel-1 and RADARSAT-2 newly created SAR data set.
I. INTRODUCTION

S
YNTHETIC aperture radar (SAR) surveillance is an integral part of large ocean area monitoring for maritime domain awareness (MDA) [1] . Ship detection in SAR imagery has been a topic of research for a number of years [2] but access to SAR data has historically been problematic due to high data prices. Sentinel-1 has provided the world access to SAR imagery for free, which enables countries to develop new MDA capabilities. Sentinel-1 imagery comes in various formats, which include high-resolution single look complex interferometric wide (IW) swath and intensity-only extra wide (EW)-swath SAR imagery. The high spatial resolution of IW imagery makes it ideal for monitoring small areas near shorelines and inland surveillance whilst EW imagery is used to monitor larger areas, such as exclusive economic zones (EEZs), deeper ocean, and icy regions.
Current ship detection research is focused on using highresolution IW Sentinel-1 imagery [3] - [5] , instead of EW imagery [5] , [6] . IW high-resolution imagery allows for precise monitoring of small areas, such as ports and shoreline areas. Additionally, the higher resolution data can facilitate algorithms that cannot necessarily be created using medium resolution imagery, such as ship type classification. However, the impracticality of monitoring large areas using only high-resolution SAR imagery demands effective capability be developed to detect ships in low-to medium-resolution SAR imagery. Ship detection in SAR intensity imagery is split into two steps after preprocessing, namely, ship prescreening and ship discrimination [1] , [2] , [6] . Preprocessing concerns itself with the geocoding and removal of land (and sometimes SAR image errors such as ghosting) [2] . Most studies in SAR ship detection, however, are focused on the final two steps. These steps are the part of the process, which run through a SAR image and prescreen pixels to determine if they are reflective and then discriminate among reflective pixels to only highlight ships. In many research letters, these two steps are used separately [1] , [6] , but some studies have shown that it can also be approximated using a finely tuned single prescreening step [5] . Almost exclusively in ship detection studies, the prescreening step is configured to stringently remove as many false alarms as possible [5] , [6] , which reduces the responsibility of the ship discrimination step. The difficulty is that the stringent removal of false alarms in the early stages increases the likelihood of not detecting ships later on (false alarms versus true positive tradeoff). Depending on the requirements of the ship detection process and operator, this may not be a desirable result. Depending on the prescreening and discrimination method used, a significant increase in computational complexity can also occur [6] , especially for large SAR imagery.
This letter introduces a new ship detection method, which combines an unconventional low-threshold presecreening step with a novel ship discrimination step that extracts ship-like features and presents these to a classifier tailored to effectively identify SAR ships from false alarms. These unique features are scalable, rapidly calculable, and are descriptive enough to highlight ships. Thanks to the carefully considered prescreening step, these features are only extracted for likely objects during detection, thereby improving the methods efficiency on SAR imagery. The combination of these adaptable features and versatile machine intelligence-based ship discrimination allows the proposed method to perform well across a largeswath multisensor, multiresolution newly created SAR ship data set.
II. DATA DESCRIPTION AND STUDY AREA The large-swath SAR data set was created to evaluate ship detection, discrimination, and analysis methods in a bid to emulate operational ship detection scenarios with an SAR data set. The data set is highly diverse containing ships of various sizes, resolutions, and acquisitions scenarios chosen in order to evaluate the adaptability of the proposed method and that of future methods. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. III. METHODOLOGY The method proposed has three parts. The low-threshold constant false alarm rate (CFAR) prescreening method identifies likely ship candidates. This is followed by novel Haar-like feature extraction, which is then fed to an adaptable cascade classifier to discriminate ships from nonships. The details of these three steps are discussed next.
A. CA-CFAR Prescreening
CFAR is a ship prescreening method that uses local thresholding to detect unusually bright pixels (ships) via a sliding window configuration, as seen in Fig. 1 . A cellaveraging CFAR (CA-CFAR) compares the center region of interest's (ROI) window mean (μ ROI ) with the background clutter's window mean (μ C ) with a guard window to prevent ROI value corruption of the clutter mean. As the window moves across the image, ROI pixels, which are T C times brighter than μ C , are marked as bright pixels in an output binary image J. The threshold (or depending on the type of CFAR method the probability of false alarm P fa ) can either be a fixed constant or 2-D plane, which can be varied across an SAR image [1] .
Assuming an input SAR intensity image I and binary output image J with dimensions X × Y , where x = {0, . . . , X − 1}, y = {0, . . . , Y − 1}, and x, y ∈ N such that I and J can be defined as in [1] by
where T C is known as the CA-CFAR threshold and is inversely proportional to the number of false alarm pixels permissible. The CA-CFAR binary pixel J (I, x, y, T C ) and mean (power) ratio μ ratio (x, y) are calculated with Fig. 2 . 21 × 21 RADARSAT-2 SAR intensity subimage containing a ship with the upright [7] and rotated [8] Haar-like feature templates. Each ship can be described by a combination of these feature templates, at various scales and positions in the image.
SAR ship subimages are extracted where J (x, y) = true and processed in the next stage to extract these ship-like features. Using this prescreening method as presented here reduces the number of subimages presented to the classifier by at least an order of magnitude whilst still presenting all the possible ships in an image due to the low-threshold chosen.
B. Haar-Like Feature Extraction
The process of detecting all ships in an image can be accomplished if it is assumed that the ships are brighter than their surroundings, and a low enough threshold (T C = 1.0) CFAR will detect all ships in an image [1] , [2] . To remove the many accompanying false alarms, we propose to use special ship-like features called Haar-like features. These features have a number of directly relevant advantages for SAR ship discrimination as they are scalable, rapidly calculable, and also reduce the in-class variance whilst increasing the outof-class variance [7] , [8] . Furthermore, using variants that are rotated, the features are simultaneously scale and rotation invariant [7] , [8] . These features, therefore, aid in ship description in the current data set but are extensible to allow the proposed discrimination method to work with future SAR data. An example of how the features look, scale, and rotate to describe ships effectively is shown in Fig. 2 . Haar-like features come in three types (edge, line, and center) and two variations (upright [7] and rotated [8] ). A single Haar-like feature is simply the normalized difference between two (or more) scalable areas in an SAR ship subimage. To aid in rapid calculation of these features, the concept of integral images is introduced [7] . An integral image II is the integral result of I and is calculated as the summation of all pixels above and to the left of a pixel at I (x, y), inclusive. More specifically, I I (x, y) = x ≤x y ≤y I (x , y ). The advantage of using an integral image to calculate sums is that a single pass over the image is all that is required to calculate any integral image value and subsequent values only require reference lookups to II. Assuming I I (−1, y) = I I (x, −1) = 0 [8] , the integral image value at pixel (x, y) is calculated using only four references to II such that
To calculate a single two-part Haar-like feature, f j , we make use of the integral image to calculate the value over the two template areas using only six integral image references.
Assuming two template rectangles r 1 and r 2 with heights h 1 Fig. 3 . Example calculation of an arbitrarily sized upright Haar-like feature within an SAR ship subimage. Points 1 through 4 are calculated as the sum of pixels above and to the left of the point. These points are then used to calculate sums B and D (8) using only two and four references, respectively. Finally, irrespective of size, feature f j can be calculated using (7) with only six unique integral image references (normalization not shown). and h 2 and widths w 1 and w 2 , a two-part upright Haar-like feature f j is calculated as
where f j is normalized by the area of the two templates so that the features of different scales are weighted equally and (r ) is the pixel sums for r 1 and r 2 , respectively. Due to two common points, f j only requires six references to II, irrespective of where or how large the feature is within the subimage. The above only applies to upright features, but can be extended to include rotated features using a rotated integral image [8] thereby improving rotation invariance. For an illustrative example of how to calculate a single upright two-part Haar-like feature, see Fig. 3 . Once these features are extracted they are presented to a trained classifier created using adaptive boosting (AdaBoost), discussed next.
C. Cascade Classifier Creation Using AdaBoost
A single 21 × 21 SAR ship subimage can contain up to 111 160 (upright) or 155 060 (upright+rotated) Haar-like features. Typically, this would be too many features for conventional classifiers to successfully train on due to the curse of dimensionality. To effectively select the most descriptive Haar-like features and create a classifier to discriminate ships, the AdaBoost method is chosen [7] - [9] . AdaBoost does this using three main concepts: weak learners or feature thresholds; strong learners which are weighted combinations of weak learners; and sample importance to identify which samples are most difficult to classify. By intelligently ordering the strong learners in a cascade classifier, AdaBoost also ensures that only the most likely ship candidates reach the final stages, where the stages are most complex thereby improving classification computational efficiency [7] (easy-to-discriminate samples are quickly accepted/discarded in the first stages). An example of the proposed classifier using strong and weak learners is shown in Fig. 4 .
The For each round l, a strong learner H l (x) is created that is a linear combination of weighted weak learners h s . The simplest weak learner function that can be defined is a threshold θ n of a single feature f n such that h n (x m ) = f n > θ n . This threshold is selected as the value that separates the M samples with a fixed error less than 0.5 for each feature n. A single weak learner h n at s (h s for brevity) is selected from the set of all weak learners H at time step s when it has the lowest error rate (at least n < 0.5) and is assigned a weight α s using
where H contains N = 111 160 or N = 155 060 weak learners depending if upright or upright and rotated Haarlike features are selected. The weighting factor, α s , is known as the weak learner importance. As shown in (10) , weak learners h s with error rates closer to 0.5 will have lower α s values and hence their contribution to the strong learner H l (x) will be decreased, because they provide less discrimination capability. By combining enough of these weak learners, it is mathematically proved that the resulting strong learner (and by extension cascade of strong learners) can be trained to a required accuracy and FAR on the training data with a bounded generalization error [7] - [9] . The final action during step s is the adjustment of the distribution D s (m) for the next step s + 1. The distribution value at m is increased for misclassified samples and decreased otherwise. The magnitude of this change is dependent on the previous distribution value of D s (m) and current weak learner importance α s such that
where Z s is a normalization factor chosen so that D s+1 is a distribution. Adjusting the sample importance in this manner allows the AdaBoost procedure to hone in on features that can be thresholded such that < 0.5, even for difficult to classify samples when s > 1. This is repeated S l times until the strong learner meets a specified minimum accuracy and FAR.
Once S l steps have taken place using (9), (10), and (12), a strong learner H l (x) can be defined as a linear combination of S l weak learners h s (x) and weak learner importances α s , such that
After L rounds, a cascade classifier is created containing L strong learners H l (x), which in turn are composed of S l weak learners. The AdaBoost procedure reorders the cascade classifier so that, typically, S = 1 for l = 1 and S ≥ 1 for l ≥ 1. This configuration is an integral part of the proposed method, because it allows for the removal of easy-to-identify false positives at the beginning of the cascade while delegating difficult sample discrimination (requiring more features) to the end, thereby improving computational efficiency. Finally, if an SAR subimage is classified as a ship by L cascaded strong learners it is deemed a ship.
IV. RESULTS AND DISCUSSION
A. Experimental Parameters
Experimental results are shown in Table I , visually in Fig. 5 and graphed in Fig. 6 across a range of values. To properly assess the results in Table I , the three metrics need to be defined. Specifically, if we assume a truth table with TP true positives, TN true negatives, FP false positives, and FN false negative, then detection accuracy (DA) can be defined as DA = TP/(TP + FN), FAR as FAR = FP/(FP + TN) and the Matthew correlation coefficient (MCC) [10] as MCC values are MCC ∈ {−1.0, 1.0}, which range from perfectly decorrelated (−1.0) to perfectly correlated (1.0) with 0.0 indicating no correlation/random detections. The MCC is a particularly useful performance measure (metric) in this field as not only does it take equally into account all factors in the truth table but it is also unbiased by data with skewed classes [10] such as found in this letter (many sea pixels versus few ships). The proposed method, CA-CFAR with a Haar-like feature classifier (CHAAR) (using full and upright-only features), was compared with: a conventional CA-CFAR prescreening method; a stand-alone Haar-like feature classifier (HAAR) using full and upright-only features; a Modified Otsu's algorithm for ship detection [11] ; and an H-dome transformation ship detector [12] . These were selected to identify the contributions of each component to performance as well as provide results against established and state-of-theart large swath ship detection methods. Initial results indicated that the high dynamic range of SAR ships contributed to better performance, so no contrast stretching on subimages was performed, unlike [8] . Fivefold cross validation was used with a data split of 80% for training and 20% for testing per fold, which averages the test variance over the five repetitions. All CFAR prescreening methods used 1 × 1, 15 × 15, and 17 × 17 ROI, background, and clutter windows, respectively, chosen based on the maximum window size of 21 × 21. The CFAR threshold was tested at high T C = 5.0 and low values T C = 1.0 to generate Table I values but varied between these two to create the receiver operating characteristic (ROC) curve, as shown in Fig. 6 . The AdaBoost was given a target training performance of 95% DA and FAR of 0.1% in order to create the cascade classifier. The length of cascades L was varied to obtain the ROC curves and for both the HAAR and CHAAR, the best performing cascade configurations had five strong learners L = 5. The number of weak learners per stage l = 1, . . . , 5 was S l = {1, 3, 1, 2, 94} and S l = {1, 5, 3, 8, 45} for all (HAAR + CHAAR) full and upright-only configurations, respectively. The Modified Otsu's ship detection method requires a minimum and maximum ship size set at 2 and 20 pixels determined by the maximum window size. The H-dome transformation was tested using the recommended parameters values, namely, σ L = 1.0, h = 230, and d = 5 [12] for the table results but h was varied between 200 and 255 for the ROC curve. The HAAR methods, in practice, use sliding windows to process large images and calculate a voting threshold V to determine if multiple detection hits constitute a single object. The CHAAR method sets V = 1 as each object is only presented once to the classifier. Table I .
B. Results Discussion
Looking at Fig. 5 , there are 56 ships in the image (diamonds). The CA-CFAR missed none, the Modified Otsu's missed two, whereas the CHAAR method missed three. However, the CA-CFAR and Modified Otsu's detected 36 and 40 false alarms, respectively, whereas the CHAAR only detected 5. Also, the Modified Otsu's suffers with regards to positional accuracy with an average pixel error of 1.78 versus 0.68 for the CA-CFAR and CHAAR methods. This is likely due to the global threshold approach of the Modified Otsu's method compared with the local, adaptive threshold provided by the CA-CFAR and CHAAR methods.
A similar trend can be seen in Table I and the ROC curve in Fig. 6 . In practice, the three ships missed in Fig. 5 roughly translate to a 10% difference in DA compared with a lowthreshold CA-CFAR but only a 2%-4% difference compared with other ship detection methods. While the CHAAR method has a lower DA than a conventional CA-CFAR, Modified Otsu's or H-dome method, this is an acceptable tradeoff considering the nearly two orders of magnitude improvement in FAR. While this might not satisfy every system requirement, we feel the small tradeoff in DA that is significantly offset by the large difference in FAR. Objectively, the MCC value confirms this assessment as both CHAAR methods have higher MCC values than the other methods tested. The standard deviation and skewness lend a different aspect to this discussion. While the Modified Otsu's DA results have a slightly smaller spread compared with CHAAR-Upright (1.29 versus 1.46), the CHAAR does have a more symmetrical distribution of values about the mean DA compared with the Modified Otsu's (−0.13 versus −1.01). Both methods are slightly negatively skewed, indicating DA results that are more consistently above the mean value. Looking toward Fig. 6 , we see that the CHAAR-Upright has the best performance across a range of configurations with an AUC = 0.9257. Interestingly, the HAAR and CHAAR curves are offset by a small difference likely due to the consistent DA provided by the CA-CFAR method employed in CHAAR.
Finally, the performance disparity between the two types of CHAAR methods needs to be discussed. The CHAAR-Upright method uses half the number of weak learners (45 versus 94) in its final stage and yet it outperforms the CHAAR-Full in every metric. This is likely due to the 39.49% larger feature space for the full set of Haar-like features and in turn causes a far more complicated final stage, which appears to overfit the data slightly. This brings us to the conclusion that the full set of Haar-like features is not necessary to perform effective ship detection in SAR imagery.
V. CONCLUSION The monitoring of large EEZ areas is a vital part of any country concerned with its MDA. SAR imagery, such as the free wide-swath imagery from Sentinel-1, can be effectively used to monitor such large ocean areas in an operational setting. However, in order to do so consistently, scientific investigation into current and new methods for ship detection need to be evaluated constantly. Making use of multiple sources of SAR data in the creation of a broad ship detection data set, including SAR imagery from different sensors and polarization, can help assess the consistency and adaptability of new methods.
This letter introduced a novel ship detection method tested against a large-swath, medium-resolution SAR data set. By discerningly combining the high DA of low-threshold CFAR prescreening with the persistent false alarm removal of a Haar-like AdaBoost trained cascade classifier, the proposed method had a DA of 89.38%, FAR of 1.47×10 −8 , and MCC of 0.91, better than seven other methods tested. The combination of these unique components provides an adaptable, efficient, and consistent ship detection method tested across a 46 SAR image data set.
