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CONVERGENCE OF VECTOR BUNDLES WITH METRICS OF
SASAKI-TYPE
PEDRO SOLÓRZANO
To the memory of Detlef Gromoll.
Abstract. If a sequence of Riemannian manifolds, Xi, converges in the
pointed Gromov-Hausdorff sense to a limit space, X∞, and if Ei are
vector bundles over Xi endowed with metrics of Sasaki-type with a uni-
form upper bound on rank, then a subsequence of the Ei converges in
the pointed Gromov-Hausdorff sense to a metric space, E∞. The projec-
tion maps πi converge to a limit submetry π∞ and the fibers converge to
its fibers; the latter may no longer be vector spaces but are homeomor-
phic to Rk/G, where G is a closed subgroup of O(k) —called the wane
group— that depends on the basepoint and that is defined using the ho-
lonomy groups on the vector bundles. The norms µi = ‖ · ‖i converges
to a map µ∞ compatible with the re-scaling in Rk/G and the R-action on
Ei converges to an R−action on E∞ compatible with the limiting norm.
In the special case when the sequence of vector bundles has a uni-
form lower bound on holonomy radius (as in a sequence of collapsing
flat tori to a circle), the limit fibers are vector spaces. Under the op-
posite extreme, e.g. when a single compact n-dimensional manifold is
re-scaled to a point, the limit fiber is Rn/H where H is the closure of the
holonomy group of the compact manifold considered.
An appropriate notion of parallelism is given to the limiting spaces by
considering curves whose length is unchanged under the projection. The
class of such curves is invariant under the R-action and each such curve
preserves norms. The existence of parallel translation along rectifiable
curves with arbitrary initial conditions is also exhibited. Uniqueness is
not true in general, but a necessary condition is given in terms of the
aforementioned wane groups G.
Introduction
The Gromov-Hausdorff convergence of Riemannian manifolds was in-
troduced by Gromov in the late 1970’s. Unlike smooth convergence, limit
spaces under Gromov-Hausdorff convergence need not be smooth or even
Lipschitz. Adding conditions of uniform curvature bounds to the se-
quence of metrics one can control the regularity of the limit spaces to some
extent. Work of Cheeger and Colding [12, 13, 14] showed that the regular
set of limit spaces with Ricci curvature bounded below is dense and a C1.α
submanifold. Adding the stronger condition of one- or two-sided bounds
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on sectional curvature, there have been significantly stronger results, many
structural results have been obtained by Cheeger [11], Cheeger, Fukaya,
and Gromov [16], Yamaguchi [36], Shioya and Yamaguchi [31], as well as
upcoming work of Rong [29]. Only by assuming both a sectional curvature
and lower bound on volume or that the sequence is Einstein with a lower
bound on injectivity radius does one obtain limits which are C1.α mani-
folds, as seen by Anderson [2], and Anderson and Cheeger [3]. However,
it should be noted that a common feature is to have certain assumptions
on the curvature, injectivity radius, etc.
In this communication it is only assumed that there is a sequence of Rie-
mannian manifolds which converges in the pointed Gromov-Hausdorff
sense to a limit space; the sequence of tangent bundles over those Rie-
mannian manifolds —or more generally, an arbitrary sequence of vector
bundles over the converging sequence of Riemannian manifolds— is then
analyzed. Throughout this communication, none of the usual uniform
bounds on curvature, diameter, volume or injectivity radius are assumed.
Only those properties which can be derived from the pointed Gromov-
Hausdorff convergence of the base spaces are used.
It is worth noting that the results discussed here differ from the very
interesting approach taken by Rieffel [28]. He introduces a Lipschitz semi-
norm of a very natural space of matrix-valued functions to control dis-
tances between vector bundles. In essence, he regards Euclidean vector
bundles as a certain type of map into the space of self-adjoint idempo-
tent matrices. In the case of vector bundles over smooth manifolds, this
can be easily be seen as maps into a suitable Grassmannian. Under the
assumption that two (compact) metric spaces be ε-close, he gives a cor-
respondence between their vector bundles with control on their Lipschitz
seminorm on any metric on their disjoint union that makes said spaces
ε-Hausdorff close.
Vector bundles with metric connections (i.e. Euclidean bundles with
compatible connections) have natural metrics Riemannian metrics on their
total spaces called metrics of Sasaki-type (see Definition 1.23). These met-
rics were first introduced on tangent bundles by Sasaki [30] and for more
general vector bundles by Benyounes, Loubeau, and Wood [4], where they
introduce a two-parameter family of metrics that include a metric know
to exist by the results of Cheeger and Gromoll [15]. These metrics coin-
cide with the full classification of the natural metrics on tangent bundles
given by Kowalski and Sekizawa [24]. It should be noted that the use of
the word natural coincides with its usage in the classification of natural
bundles given by Terng [34] as part of her doctoral dissertation; and thus
the results stated here could be stated as certain continuity properties of
these natural bundle functors.
The first explicit rendering of the Cheeger-Gromoll metric, together
with a systematic study of the Sasaki metric was given by Musso and
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Tricerri [25]. Later, it has been developed by many, in particular by Ab-
bassi and Sarih [1]. Most of the attention has been for the case of the
tangent bundle. In this case, on the tangent bundle, TM, over a Riemann-
ian manifold, M, with the standard connection, the Sasaki metric on TM is
uniquely defined so that π : TM → M be a Riemannian submersion where
the horizontal lifts of curves are simply parallel translations along curves
and, furthermore, that the individual tangent spaces be totally geodesic
flats; i.e with the intrinsic distance, the fibers are isometric to Euclidean
space. However, with the restricted metric, distances between points in a
fiber may be achieved by paths that leave the fibers; in some cases even
by horizontal paths, thus relating the problem to the semi-Riemannian
context. The fibers with the restricted metrics are holonomic spaces [32],
whose metrics depends on the holonomy group and the shortest lengths
of curves representing each holonomy element (See Definition 1.26).
In Example 3.12, if a single compact n-dimensional Riemannian mani-
fold is re-scaled so that it converges in the Gromov-Hausdorff sense to a
single point, then the Gromov-Hausdorff limit of the tangent bundles en-
dowed with their Sasaki metrics converge to Rn/H where H is the closure
of the holonomy group of M inside the orthogonal groupO(n). Intuitively,
horizontal paths became so short under rescaling that in the limit, vectors
related by a horizontal curve are no longer distinct points. In contrast, if
one has a sequence of standard 2 dimensional flat tori collapsing to a circle
(Example 3.16), then the limit of the tangent bundles is S1×E2, where the
fibers are Euclidean since the holonomy group is trivial in this setting.
Observe also that there are sequences of Riemannian manifolds which
converge in the Gromov-Hausdorff sense whose tangent bundles do not
converge (Example 3.16). Nevertheless a precompactness theorem for tan-
gent bundles and other vector bundles can be obtained:
Theorem A (Theorem 3.3). Given a precompact collection of (pointed) Rie-
mannian manifolds M and a positive integer k, the collection BWCk(M) of
vector bundles with metric connections of rank ≤ k endowed with metrics of
Sasaki-type is also precompact. The distinguished point for each such bundle is
the zero section over the distinguished point of their base.
The assumption that the rank be bounded is easily satisfied for natural
bundles over a convergent sequence of Riemannian manifolds (such as
tangent bundles, cotangent bundles, or combinations thereof).
In [32], the author has investigated the restricted metric of the fibers of a
bundle with metric and connection endowed with its associated metric of
Sasaki-type. In Section 1.3 the notion of holonomic space metric is review
and in Section 2 the convergence of these metrics is analyzed to try to
understand the fiberwise behavior of a convergent sequence of metrics
of Sasaki-type. This approach proved to be quite useful in view of the
following results.
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Theorem B (Propositions 3.5, 3.6, 3.7 and Corollary 4.24). For any sequence
of Riemannian manifolds {(Xi, pi)} converging to (X∞, x∞) consider a conver-
gent family of bundles with metric connection (Ei, hi,∇i) over it converging to
(E∞, y∞). Then there exist continuous maps π∞ : E∞ → X∞, ς∞ : X∞ → E∞,
µ∞ : E∞ → R, and a subsequence, without loss of generality also indexed by i,
such that:
(1) the projection maps πi : Ei → Xi converge to π∞ : E∞ → X∞, which is
also a submetry with equidistant fibers;
(2) the zero section maps ςi : Xi → Ei converge to ς∞ : X∞ → E∞, which is
also a isometric embedding;
(3) π∞ ◦ ς∞ = idX∞ ;
(4) the maps µi : Ei → R, given by
µi(u) = dEi(u, ςi ◦ πi(u)) =
√
hi(u, u),
converge to µ∞ : E∞ → R≥0 also given by
µ∞(y) = dE∞(y, ς∞ ◦ π∞(y));
(5) The scalar multiplications on Ei converge to an R−action on E∞ such
that
µ∞(λu) = |λ|µ∞(u)
For any ε > 0 and for any sequence {qi}, qi ∈ Xi, converging to q ∈ X∞,
(6) π-1i (Bε(qi))
pt−GH−−−→ π-1∞(Bε(q));
(7) π-1i (qi)
pt−GH−−−→ π-1∞(q).
As mentioned before, Example 3.12 already suggests that the holo-
nomy group must play a significant rôle. In the non-symmetric simply-
connected setting, Berger gave a complete classification of the possible
holonomy representations for the Levi-Civita connection [6]. In particular,
there are finitely many, once an upper bound in dimension is assumed.
With this in mind, the following result yields more information about
fibers of the limiting map.
Theorem C (Theorem 3.8). Let πi : Ei → Xi be a convergent sequence of vec-
tor bundles with bundle metric and compatible connections {(Ei, hi,∇i)}, with
limit π : E → X. Suppose further that there are only finitely many holonomy
representation types. Then there exists a positive integer k such that for any point
p ∈ X there exists a compact Lie group G ≤ O(k) , that depends on the point,
such that the fiber π-1(p) is homeomorphic to Rk/G, i.e. the orbit space under
the standard action of G on Rk.
The group G here is described explicitly in Theorem 2.13 and will be
called the wane group at x ∈ X because of another precise description of
the fibers as V/G0 given in Theorem 2.6 where G0 is defined in terms of
the metrics di (on the fibers of the converging sequence of vector bundles)
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by essentially looking at sequences of holonomy elements with waning
norm.
It is important to remark that the wane group G truly depends on the
base point; thus the limit π : E → X need not be a fiber bundle. One
can imagine this occurs for a example when a sequence of Riemannian
manifolds converge smoothly everywhere except at a point and at the
point they develop a conical singularity. In that setting one expects the
fibers away from the singularity to be vector spaces while the singular
point’s fiber is not Euclidean.
In [32], the author introduced the notion of holonomy radius at a point. Be-
cause for metrics of Sasaki-type the fibers of the vector bundle in cosidera-
tion are totally geodesic and flat, it makes sense to consider the following
definition.
Definition. Consider a vector bundle E with metric and connection over a Rie-
mannian manifold. The holonomy radius of a point p in the base is the largest
R > 0 such that the restricted metric on BR(0p) ∩ Ep ⊆ E is Euclidean.
For a more technical definition see Definition 1.38. Now, if one is willing
to assume some further restriction on a convergent sequence of manifolds,
a uniform lower bound on their holonomy radii yields the following.
Theorem D (Theorem 3.11). Let πi : Ei → Xi be a convergent sequence of vec-
tor bundles with bundle metric and compatible connections {(Ei, hi,∇i)}, with
limit π : E → X. Suppose further that there are only finitely many holonomy
representation types and that there exist a uniform positive lower bound for the
holonomy radii of πi : Ei → Xi. Then the fibers of π∞ are vector spaces.
In the context of Alexandrov spaces, the notion of tangent cone is closely
related to the usual notion of tangent vector in the sense of realizing it
as a cone over the space of direction, as noted by Burago, Gromov, and
Perel′man [10]. It has yet to be studied how this relates to the fibers of the
limits of tangent bundles when the bases have lower curvature bounds.
The fibers are seen to be quotients of vector spaces by groups that act on
spheres; as such, they are certainly topologically cones.
Furthermore, there is a natural way to define a notion of parallelism on
these limit spaces by considering horizontal curves.
Definition. Given a submetry π : Y → X, a curve in Y is horizontal if and only
if its length is equal to the length of its projection in X
The collection of horizontal curves over a given curve α in X gives a
relation between the fibers the endpoints of α. For loops at a point, it
follows that the set of parallel translates form a ∗-semigroup, which will
be called the Holonomy monoid of π, because it generalizes the holonomy
group, yet it is not necessarily a group.
In the particular of the limit spaces π : E → X satisfy very nice proper-
ties summarized in the next result.
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Theorem E (Corollary 4.27). Let πi : Ei → Xi be a convergent sequence of vec-
tor bundles with bundle metric and compatible connections {(Ei, hi,∇i)}, with
limit π : E → X. Given any curve α : I → X and a point u ∈ π-1(α(0))
there exists a parallel translate γ of α with initial point u, furthermore the norm
is constant along γ and any re-scaling of γ is also a parallel translate of α.
The non uniqueness of parallel translates is exactly encoded by the lack
of invertibility of holonomy elements (see Theorem 4.32). Also, a neces-
sary condition for having uniqueness for this weak notion of parallelism
is given by whether the wane groups are conjugates of each other or not
(see Theorem 4.33).
This notion of parallelism should be compared to that of Petrunin [27],
again in the case of lower curvature bounds.
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1. Background
Several distinct approaches to the understanding of Riemannian man-
ifolds will interplay in the sequel. In particular, the geometric properties
induced on the total space of their tangent bundle. It should be noted that
CONVERGENCE OF VECTOR BUNDLES WITH METRICS OF SASAKI-TYPE 7
here geometric has two different meanings. One is the usual differential-
geometric approach, where a smooth Riemannian metric (of Sasaki-type)
is induced to the total space of vector bundles over Riemannian manifolds
and several —quite rigid— properties have been obtained (see [23, 25]).
Another path is the metric geometric approach; i.e. the study of the metric
spaces obtained from the infinitesimal metrics. The fibers have two dis-
tinct metrics on them inherited from that of the total space. One is known
to be Euclidean, the other was observed by the author to be of a certain
very explicit type (called holonomic metric in [32]).
Finally, the degeneration of these structures investigated in the commu-
nication is mainly through Gromov’s extended notion of the Hausdorff
distance; which has proved to be quite a fecund area of research in recent
years.
1.1. Gromov-Hausdorff convergence. Listed are a few results needed in
the sequel. For a detailed treatment of this concepts see [9, 20, 26].
Definition 1.1 (Gromov [20]). Given two complete metric spaces (X, dX)
and (Y, dY), their Gromov-Hausdorff distance is defined as the following
infimum.
dGH(X,Y) = inf
ε > 0
∣∣∣∣∣∣∣∣
(1) ∃d : (X ⊔Y)× (X ⊔Y)→ R, metric
(2) d|X×X = dX , d|Y×Y = dY
(3) ∀x ∈ X(∃y ∈ Y, d(x, y) < ε)
(4) ∀y ∈ Y(∃x ∈ X, d(x, y) < ε)

(1.1)
That is the infimum of possible ε > 0 for which there exists a metric on
the disjoint union X ⊔ Y that extends the metrics on X and Y, in such a
way that any point of X is ε-close to some point of Y and vice versa.
Remark 1.2. This is a generalization of the Hausdorff distance between sub-
spaces of a fixed metric space (Z, d). In this case, the distance dZH(X,Y),
between subspaces X,Y ⊆ Z, is defined as follows.
dH(X,Y) = inf
{
ε > 0
∣∣∣∣ (3) ∀x ∈ X(∃y ∈ Y, d(x, y) < ε)(4) ∀y ∈ Y(∃x ∈ X, d(x, y) < ε)
}
(1.2)
Remark 1.3. For compact metric spaces the assignment (1.1) is always finite,
since
dGH(X,Y) ≤ 12 max{diam(X), diam(Y)};
it may however be infinite if compactness is not assumed. This assign-
ment is positive, symmetric and satisfies the triangle inequality (provided
it makes sense). Two (compact) spaces are zero distance apart if and only
if they are isometric.
Definition 1.4 (Gromov [20]). Let X and Y be metric spaces. For ε > 0, an
ε-isometry from X to Y is a (possibly non-continuous) function f : X → Y
such that:
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(1) for all x1, x2 ∈ X,
|dX(x1, x2)− dY( f (x1), f (x2))| < ε; and (1.3)
(2) for all y ∈ Y there exists x ∈ X such that
dY( f (x), y) < ε. (1.4)
Proposition 1.5 (Gromov [20]). Let X and Y be metric spaces and ε > 0. Then,
(1) if dGH(X,Y) < ε then there exists a 2ε-isometry between them.
(2) if there exists an ε-isometry form X to Y, then dGH(X,Y) < 2ε.
Except for some set theoretical considerations, the collection of isometry
classes of metric spaces, together with the Gromov-Hausdorff distance,
(M, dGH) behaves like an extended metric space (i.e. allowing infinite
values). When restricted to compact metric spaces, it is a metric space
and, as such, yields a notion of convergence for sequences.
Remark 1.6. It was proved by Gromov [20] that if a sequence {Xi} of com-
pact metric spaces converges in the Gromov-Hausdorff sense to a compact
metric space X, then there exists a metric on X ⊔ ⊔i Xi for which the se-
quence {Xi} converges in the Hausdorff sense. Because of this, it makes
sense to say that a sequence of points xi ∈ Xi converge to a point x ∈ X.
Remark 1.7. In this setting, a sequence of subspaces Xi ⊆ Z converges to a
subspace X ⊆ Z if and only if:
(1) for any convergent sequence xi → x, such that xi ∈ Xi for all i, it
follows that x ∈ X; and
(2) for any x ∈ X there exists a convergent sequence xi → x, with
xi ∈ Xi.
Definition 1.8 (Gromov [20]). Let {Xi}, {Yi} be convergent sequences of
pointed metric spaces and let X and Y be their corresponding limits. One
says that a sequence of continuous functions { fi} : {Xi} → {Yi} converges
to a function f : X → Y if there exists a metric on X ⊔⊔i Xi for which the
subspaces Xi converge in the Hausdorff sense to X and such that for any
sequence {xi ∈ Xi} that converges to a point x ∈ X, the following holds.
f (x) = lim
i→∞
fi(xi) (1.5)
Remark 1.9. The limit function f is unique if it exists; i.e. it is independent
of the choice of metric on X ⊔⊔i Xi.
The following is Gromov’s way to produce a notion of convergence for
the non-compact case. For technical reasons, the assumption that the
spaces be proper (i.e. that the distance function from a point is proper,
thus yielding that closed metric balls are compact) is required [20].
Definition 1.10. A sequence {(Xi, xi)} of pointed proper metric spaces is
said to converge to (X, x) in the pointed Gromov-Hausdorff sense if the
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following holds: For all R > 0 and for all ε > 0 there exists N such that
for all i > N there exists an ε-isometry
fi : BR(xi) → BR(x),
with fi(xi) = x, where the balls are endowed with restricted (not induced)
metrics.
Remark 1.11. In the previous definition, it is enough to verify the conver-
gence on a sequence of balls around {xi} such that their radii {Rj} go
to infinity. Furthermore, the limit is necessarily also proper as noted by
Gromov [19].
Remark 1.12. Given a pointed space (X, x), Gromov [20] studies the rela-
tion between precompactness and the function that assigns to each choice
of R > 0 and ε > 0 the maximum number N = N(ε, R,X) of disjoint
balls of radius ε that fit within the ball of radius R centered at an x ∈ X.
Furthermore he proves the following result.
Theorem 1.13 (Gromov’s Compactness Theorem [20], Prop.5.2). A family
of pointed path metric spaces (Xi, xi) is pre-compact with respect to the pointed
Gromov-Hausdorff convergence if and only if each function N(ε, R, ·) is bounded
on {Xi}. In this case, the family is relatively compact, i.e., each sequence in the
Xi admits a subsequence that converges in the pointed Gromov-Hausdorff sense
to a complete, proper path metric space.
Remark 1.14. Providing a bound for N is equivalent to providing a bound
to the minimum number of balls of radius 2ε required to cover the ball of
radius R (see [26]). This will be used instead in the sequel and will also be
denoted by N.
Remark 1.15. In the non-compact setting, in order to consider the conver-
gence of sequences of points {pi ∈ Xi}, as in Remark 1.6, the only tech-
nicality is the following: In order for a sequence {pi} to be convergent, it
has to be bounded. Therefore, there must exist a large enough R > 0 such
that for all i, pi ∈ BR(xi), where the xi ∈ Xi are the distinguished points.
Because of this, a sequence {pi ∈ Xi} is convergent if there exists R > 0
for which the sequence {pi ∈ BR(xi) ⊆ Xi} is convergent as in Remark 1.6.
To analyze the behavior of sequences of functions defined on convergent
sequences of spaces, Gromov [19], as well as Grove and Petersen [21],
has given a generalization to the classical Arzelà-Ascoli Theorem. Their
setting is that of compact spaces. To analyze the non-compact setting,
a further generalization is required. In the proof of the compact case,
families of countable dense sets Ai ⊆ Xi, A ⊂ X are considered (since
continuous functions are determined by their values on dense sets, and as
a basis for the standard diagonalization argument). Also, the codomains
satisfy that for every sequence there exist a convergent subsequence. To
retain these properties, the assumption of separability for the domains
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and the requirement of totally bounded metric balls for the codomains
are added; these are both controlled by the assumption that all the spaces
being considered be proper. Also, by virtue of the Hopf-Rinow Theorem in
Riemannian geometry, when the metric spaces considered are Riemannian
manifolds these conditions follow from completeness.
Theorem 1.16 (Arzelà-Ascoli Theorem, cf. [19, 21]). Consider two convergent
sequences of complete proper pointed metric spaces, {(Xi, xi)}, {(Yi, yi)}. Let
(X, x) and (Y, y) be their corresponding limits. Suppose further that there is an
equicontinuous sequence of continuous maps { fi},
fi : Xi → Yi, (1.6)
such that fi(xi) = yi, for all i. Then there exist a continuous function f : X → Y,
with f (x) = y, and a subsequence of { fi} that converges to f .
Proof. In the compact case, this is the content of the generalization of the
Arzelà-Ascoli Theorem given by Grove and Petersen [21]. For the non-
compact case, Gromov [19] already proved this for isometries under the
assumption of properness. Again, a diagonalization argument is required.
Namely, because the sequence { fi} is equicontinuous, for every ε > 0
consider the largest δ = δ(ε) that satisfies the definition of equicontinuity.
It follows that δ is an increasing function of ε that goes to infinity as ε does;
it may happen that δ(ε) = ∞ for a finite ε. This implies that for any R > 0
there exists R˜ > 0,
fi(BR(xi)) ⊆ BR˜(yi), (1.7)
by essentially considering the inverse of δ as a function of ε (if δ is infinite,
then the existence of R˜ is clearly also satisfied.). This means that one can
now repeat the proof of the compact case for the restrictions { fi|BR(xi)}
(since BR(xi) is separable and BR˜(yi) compact). Therefore, consider a se-
quence of radii Rj → ∞ and apply the standard diagonalization argument
to the successive restrictions of the convergent subsequences of fi’s (and
subsequences thereof) to BRj(xi) → BR˜i(yi). By uniqueness of the limit,
one obtains further and further extensions to a single continuous function
f : X → Y as promised. 
1.2. Metrics of Sasaki-type. Given a Riemannian manifold (M, g), from
all the metrics that render the total space of the tangent bundle a Riemann-
ian manifold itself, and the standard projection a Riemannian submersion,
perhaps the most natural pick is the metric introduced by Sasaki [30].
In a more general setting, a Sasaki-type metric can be introduced to any
bundle over a Riemannian manifold, provided that the bundle be further
equipped with a metric connection. For a more detailed study of the afore-
mentioned topics see [32], as well as the book by Kobayashi and Nomizu
[22].
Definition 1.17 (Connections and metrics on vector bundles). Given a vec-
tor bundle π : E → M over a smooth manifold M, a bundle metric is a
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choice of inner products on each fiber, Ep, that depends smoothly on the
base space. Namely, it is a smooth bundle map h : E⊕ E → R, where R
is the trivial bundle M ×R, and such that for any p ∈ M the map hp is
an inner product on Ep. Yet another interpretation comes from regarding
h as a section of Sym2(E∗).
A connection on a bundle π : E→ M is a map ∇,
∇ : Γ(E) → Γ(T∗M⊗ E), (1.8)
that satisfies the Leibniz rule ∇( fσ) = d f ⊗ σ+ f∇(σ) for any section σ
and any smooth function f on M. Given a bundle metric, the connection is
said to be metric if it further satisfies that ∇(h) = 0, where ∇ the induced
connection on Sym2E∗. More explicitly, a connection is metric if and only
if for any sections σ, τ ∈ Γ(E) and any vector field X ∈ X(M),
X(h(σ, τ)) = h(∇Xσ, τ) + h(σ,∇Xτ). (1.9)
Definition 1.18 (Parallel translation). Given a vector bundle π : E → M
with connection ∇, a section σ ∈ Γ(E) is parallel if ∇σ ≡ 0. A section σ
along a curve α : [0, 1] → M is parallel if ∇α˙σ ≡ 0. Given any curve α
and a vector u ∈ E with π(u) = α(0) there exists a unique parallel section
t 7→ Pαt (u) along α with Pα0 (u) = u.
It follows that the transformation u 7→ Pαt (u) is linear with respect to
u for any t. Furthermore, if the connection is metric then Pαt (u) is an
isometry with respect to the bundle metric. Pαt (u) is frequently called
parallel translation of u along α at time t.
Definition 1.19 (Holonomy Groups). Given a vector bundle π : E → M
with connection ∇, and given any p ∈ M, the holonomy group of ∇ is the
collection, denoted by Holp(∇), of Pα1 : Ep → Ep where α : [0, 1] → M is
a loop at p; i.e. α(0) = α(1) = p. If M is connected it follows that, for all
point p, q ∈ M, Holp(∇) is isomorphic to Holq(∇), but this isomorphism
is not canonical. Furthermore, if ∇ is metric with respect to h, then for all
p ∈ P, Holp(∇) is a subgroup of the orthogonal group O(Ep) with respect
to hp.
In order to define metrics of Sasaki-type, the following construction is
required.
Definition 1.20 (Vertical lifts). Given a vector bundle π : E → M, consider
a vector u ∈ Ep, the vertical lift of u is the map uv : Ep → T(Ep) ⊆ TE
given by
v 7→ γ˙(0), (1.10)
where γ is the curve in E given by γ(t) = v+ tu. It follows that π∗(uv) ≡ 0.
In fact, if one starts with a section σ ∈ Γ(E), in this fashion one produces
a vector field σv ∈ X(E), the vertical lift of σ, that satisfies that
π∗(σv) ≡ 0. (1.11)
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Definition 1.21 (Horizontal lifts). Given a vector bundle π : E → M with
connection ∇, consider a tangent vector x ∈ TpM, the horizontal lift of x is
the map xh : Ep → TE given by
v 7→ σ˙(0), (1.12)
where σ(t) = Pαt (v) and α is any curve on M such that α(0) = p and
α˙(0) = x; i.e. xh(v) is the derivative of the parallel translation of v in the
direction of x. It follows that π∗(xh) ≡ x.
In fact, if one starts with a vector field X ∈ X(M), in this fashion one
produces a vector field Xh ∈ X(E), the horizontal lift of σ, that satisfies
that
π∗(Xh) ≡ X. (1.13)
Remark 1.22. Given a vector bundle π : E → M with metric connection ∇
and bundle metric h, consider any vector ξ ∈ TuE, with p = π(u), then ξ
can be expressed as
ξ = σv(u) + xh(u) (1.14)
for some uniquely determined x ∈ TpM and σ ∈ Ep.
Definition 1.23 (Metrics of Sasaki-type). Given a vector bundle π : E → M
over a Riemannian metric (M, g), a bundle metric h on E, and a metric
connection ∇, the Sasaki-type metric associated to these data, denoted by
g = g(g, h,∇), is given in the following way. For any vector fields X,Y ∈
X(M) and for any sections σ, τ ∈ Γ(E):
gu(σ
v, τv) = hπ(u)(σ, τ), (1.15)
gu(σ
v,Yh) = 0, (1.16)
gu(Xh,Yh) = gπ(u)(X,Y). (1.17)
Remark 1.24. In the case when E = TM, the Levi-Civita connection ∇ with
respect to a Riemannian metric g and h = g already provide all the data
required for this definition. This is then the Sasaki metric of the tangent
bundle (cf. Sasaki [30]).
Remark 1.25. The differential geometric properties of these metrics have
been extensively studied to induce metrics on unit tangent bundles, to
consider harmonic vector fields, or even to study their naturality in the
category of Riemannian maps, etc. (see [5, 8, 24, 25, 32]). Some of its nice
features are:
(1) The Sasaki-type metric g is complete if and only if g is also com-
plete.
(2) The projection π : E → M is a Riemannian submersion.
(3) The fibers Ep are totally geodesic and flat.
(4) The zero section ς : M → E, ς(p) = 0p ∈ Ep is an isometric embed-
ding (i.e. it is distance preserving).
(5) The rays t 7→ tu are geodesic rays for t ≥ 0.
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Proposition 1.26 (Solórzano [32]). The length distance on (E, g) is expressed
as follows. Let u, v ∈ E
dE(u, v) = inf
√ℓ(α)2 + ‖Pα1 u− v‖2
∣∣∣∣∣∣
α : [0, 1] → M,
α(0) = π(u),
α(1) = π(v)
 . (1.18)
Furthermore, if π(u) = π(v) then
dE(u, v) = inf{
√
L(a)2 + ‖au− v‖2 : a ∈ Holp}, (1.19)
with L being the infimum of lengths of loops yielding a given holonomy element.
1.3. Holonomic Spaces. In [32], the author introduced the notion of holo-
nomic space as a way to understand the geometry of the restricted metric
of fibers of vector bundle with metric connection over a Riemannian man-
ifold, when said bundles are endowed with their corresponding metrics
of Sasaki-type (see Subsection 1.2). Listed here are the basic properties of
such spaces that will be needed in the sequel.
Definition 1.27 (see [7]). Given an abstract group H with identity element
e, a group-norm on H is a function L : H → R that satisfies the following
properties. For all a, b ∈ H,
(1) L(a) ≥ 0 and L(a) = 0 if and only if a = e;
(2) L(a-1) = L(a); and
(3) L(ab) ≤ L(a) + L(b).
Definition 1.28 (Solórzano [32]). A holonomic space is a triplet (V,H, L): V
is a normed vector space, H is a group of norm preserving linear maps,
and L is a group-norm on H; such that together satisfy that for any u ∈ V
there exists a positive number R > 0 such that if v,w ∈ V and for any
a ∈ H, if
‖u− v‖, ‖u− w‖ < R
then
‖v−w‖2 − ‖av−w‖2 ≤ L2(a). (1.20)
Theorem 1.29 (Solórzano [32]). Let (V,H, L) be a holonomic space.
dL(u, v) = inf
a∈H
{√
L2(a) + ‖u− av‖2
}
, (1.21)
is a metric on V. Furthermore, the identity map is a distance non-increasing map
between (V, ‖ · ‖) and (V, dL).
Definition 1.30 ([32]). The metric given by (1.21) is called holonomic space
metric.
Definition 1.31 ([32]). Given a holonomic space (V,H, L),
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(1) the Holonomy radius at u ∈ V, denoted by HolRad(u), is the supre-
mum of the radii R > 0 such that the metric dL is Euclidean when
restricted to the ball of radius R; equivalently, the supremum of
R > 0 for which (1.20) holds.
(2) the Convexity radius of (V,H, L) is the supremum of the radii R > 0
such that for any v ∈ BR(0) and for any a ∈ H,
‖av− v‖ ≤ L(a) (1.22)
Remark 1.32. In (1.20), by setting u = 0 and w = av, it follows that the
holonomy radius at zero is smaller than or equal to the convexity radius.
Also, it follows that the convexity CvxRad radius satisfies that
CvxRad ≤ inf
a∈H
L(a)
‖a− idV‖ (1.23)
where ‖ · ‖ stands for the operator norm. It can be proved to be equal (see
[32]). This in turn gives an upper bound for the holonomy radius at zero;
namely,
HolRad(0) ≤ inf
a∈H
L(a)
‖a− idV‖ . (1.24)
Remark 1.33. Notice that either of the radii given in Definition 1.31 is finite
if and only if H 6= {idV}.
In [32], the author proves that the restricted metric on the fibers of vector
bundle are indeed holonomic spaces; namely, the following results.
Theorem 1.34 (Solórzano [32]). Let Holp be the holonomy group over a point
p ∈ M of a bundle with metric and connection and suppose that M is Riemann-
ian. Then the function Lp : Holp → R,
Lp(A) = inf{ℓ(α)|α ∈ Ωp, Pα1 = A}, (1.25)
is a group-norm for Holp. Here Ωp denotes the space of piece-wise smooth loops
based at p.
Definition 1.35 (Solórzano [32]). The function Lp, defined by (1.25) will
be called length norm of the holonomy group induced by the Riemannian
metric at p.
Theorem 1.36 (Solórzano [32]). Let Ep be the fiber of a vector bundle with
metric and connection E over a Riemannian manifold M at a point p. Let Holp
denote the associated holonomy group at p and let Lp be the group-norm given by
(1.25). Then (Ep,Holp, Lp) is a holonomic space. Moreover, if E is endowed with
the corresponding Sasaki-type metric, the associated holonomic distance coincides
with the restricted metric on Ep from E.
Remark 1.37. Because the induced metric on any fiber is totally geodesic
and flat, the identity map on Ep between the Euclidean distance and the
restricted distance is distance non-increasing (cf. Theorem 1.29).
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Definition 1.38. Given a vector bundle π : E→ M with metric connection
∇ and bundle metric h over a Riemannian manifold (M, g), the holonomy
radius of p ∈ M with respect to ∇ is the holonomy radius at zero of the
holonomic space (Ep,Holp(∇), Lp).
Remark 1.39. By construction, the holonomy radius is positive; further-
more, by Remark 1.33, it is finite unless Holp(∇) = {idEp}. Notice that
this is stronger than the connection being flat (since that would only im-
ply that Holp(∇) is zero dimensional).
Remark 1.40. Similarly, the holonomy radius can be intrinsically defined
for a Riemannian manifold by considering the one associated to the Levi-
Civita connection (cf. [32]).
2. Convergence of Holonomic spaces
Because holonomic spaces arise as fibers of vector bundles with metric
connections over Riemannian manifolds (by Theorem 1.36, cf. Solórzano
[32]), the study of their convergence properties becomes natural when try-
ing to understand the behavior of said bundles endowedwith their metrics
of Sasaki-type under limits. Also, given the underlying linear nature of the
holonomic spaces, a C0-convergence of the metrics to semimetrics is ob-
tained, which implies the pointed Gromov-Hausdorff convergence of the
holonomic spaces to precisely described spaces. Metrically, the description
of their induced limit metrics is slightly more elusive.
Theorem 2.1. Given a finite dimensional vector space, the collection of all holo-
nomic space metrics (V, dL) is precompact in the C0 sense. Namely, for any
sequence (V,Hi, Li) there exists a subsequence (denoted without loss of gener-
ality with the same index i) for which the metrics dLi : V × V → R converge
uniformly on bounded domains to a semi-metric ρ : V ×V → R.
Proof. The strategy is the following: first use Arzelà-Ascoli on balls of a
fixed radius r > 0 around the origin; next argue that these convergences
can be made to agree on V; and finally, argue that the limit function is a
semi-metric.
Let V be a finite dimensional normed vector space. For any r > 0 let
ε > 0 and consider η = min{1, ε2
(1+2
√
r)2
}, δ = η√
2
.
Let u, v, u′, v′ ∈ V be such that ‖u‖, ‖v‖, ‖u′‖, ‖v′‖ < r and
√
‖u− u′‖2 + ‖v− v′‖2 < δ. (2.1)
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Then, for any normed preserving linear map a : V → V,∣∣∣∣‖au− v‖ − ‖au′ − v′‖∣∣∣∣ ≤ ‖au− au′‖+ ‖v− v′‖ (2.2)
≤ ‖u− u′‖+ ‖v− v′‖ (2.3)
<
√
2
√
‖u− u′‖2 + ‖v− v′‖2 < η, (2.4)
by the triangle inequality for ‖ · ‖ and because ‖au − au′‖ = ‖u − u′‖,
a ∈ O(V), (2.1) and δ = η√
2
.
In particular,
‖au− v‖2 ≤ ‖au′ − v′‖2 + η2 + 4rη,
which follows by direct squaring and by noticing that ‖au − v‖ ≤ 2r, by
the triangle inequality.
Consider now any group-norm L : H → R for any H ≤ O(V). By
adding L2(a) to both sides, one sees that,
L2(a) + ‖au− v‖2 ≤ L2(a) + ‖au′ − v′‖2 + η2 + 4rη
now, by taking the square root and applying the triangle inequality,√
L2(a) + ‖au− v‖2 ≤
√
L2(a) + ‖au′ − v′‖2 + η + 2√rη.
Now, since η is less than one it follows that η ≤ √η, so that√
L2(a) + ‖au− v‖2 ≤
√
L2(a) + ‖au′ − v′‖2 + ε
holds.
Therefore:
dL(u, v) = inf
a
√
L2(a) + ‖au− v‖2 (2.5)
≤ inf
a
√
L2(a) + ‖au′ − v′‖2 + ε (2.6)
= dL(u′, v′) + ε. (2.7)
Because of (2.4), and by interchanging u, v with u′, v′, it now follows
that
|dL(u, v)− dL(u′, v′)| < ε, (2.8)
thus proving that the family {dL} is equicontinuous on balls of a fixed
radius r > 0 around the origin in V.
To prove uniform boundedness, one needs to observe that for any L the
following is true:
dL(u, v) ≤
√
L2(idV) + ‖idVu− v‖2 = ‖u− v‖ ≤ 2r. (2.9)
The hypotheses of the classical Arzelà-Ascoli’s theorem now apply to
get a uniform limit on the ball of radius r > 0 (times itself). Consider
now a countable exhaustion of V by balls of radius ri → ∞. By a diagonal
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argument for any sequence of metrics {dLi} one gets a pointwise limit ρ
on V that is uniform on compact sets.
Finally, except for nondegeneracy, all the properties of (semi)metrics are
well behaved under limits:
ρ(u, v) = lim
i→∞
dLi(u, v) ≥ 0, (2.10)
ρ(u, v) = lim
i→∞
dLi(u, v) = limi→∞
dLi(v, u) = ρ(v, u), (2.11)
ρ(u, u) = lim
i→∞
dLi(u, u) = 0, (2.12)
ρ(u, v) = lim
i→∞
dLi(u, v) (2.13)
≤ lim
i→∞
dLi(u,w) + limi→∞
dLi(w, v) (2.14)
= ρ(u,w) + ρ(w, v). (2.15)
Therefore for any family of holonomic spaces {(V, dLi)} there exists a
subsequence that converges uniformly on compact sets. 
Remark 2.2. Nowhere in the proof was the fact that the function dL :
V × V → R was nondegenerate used; only properties of semi-metrics
were required. However, the restriction to holonomic spaces yields non-
degeneracy of dL and is of interest for the sequel. In general, the limit
ρ will be degenerate unless further assumptions are made (see Theorem
2.16).
Corollary 2.3. Given a finite dimensional normed vector space, the collection
of all pointed holonomic space metrics ((V, dL), 0) is precompact in the pointed
Gromov-Hausdorff sense.
Proof. By Theorem 2.1 for any sequence (V, di) of holonomic space met-
rics there exists a subsequence for which the semi-metrics di converge
uniformly on compact sets to a semi-metric ρ on V. The quotient space
Q = V/ ∼, where u ∼ v if and only if ρ(u, v) = 0 for u, v ∈ V, is naturally
a metric space; the metric is given by the distance d∞([u], [v]) = ρ(u, v) for
any choice of representatives (or as the usual —not Hausdorff— distances
between subsets of V). Therefore the convergent subsequence of metrics
yields a convergent sequence of metric spaces (V, di)→ (Q, d∞). 
Corollary 2.4. The space of holonomic metrics on inner-product spaces of dimen-
sion at most k is precompact in the Gromov-Hausdorff sense. More explicitly, for
any family of holonomic spaces {(Vi,Hi, Li)}, where Vi has dimension at most
k and its norm is induced by an inner product, there exists a subsequence that
converges in the pointed Gromov-Hausdorff sense.
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Proof. By passing to a subsequence, one can assume that all the vector
spaces in the sequence have the same dimension. Now, by Sylvester’s
Law of Inertia —which in particular states that any two positive defi-
nite symmetric bilinear forms on a finite dimensional vector space are
isometric—, all the norms can be made to coincide, by way of some isome-
tries φi : V → V. By defining H˜i = φ-1i Hiφi and L˜i : H˜i → R by
L˜i(b) = Li(φibφ-1i ), the sequence {(V, H˜i, L˜i)} now satisfies the hypotheses
of Theorem 2.1. 
More can be said about the limiting metric spaces when there is more
information about the underlying subgroups of isometries. Before that,
recall the following result.
Lemma 2.5 (see [22]. p. 47). Let (X, d) be a locally compact connected metric
space and let {ϕi} be a sequence of isometries of (X, d). If there exists a point
x ∈ X such that {ϕi(x)} converges, then there exists a subsequence {ϕik} that
converges to an isometry of (X, d).
Theorem 2.6. Let V be a finite dimensional normed vector space and H be a
subgroup of the group of norm preseving linear maps, denoted here by O(V).
Consider a sequence of group-norms {Li : H → R} such that the semi-metrics
di = dLi , given by
dLi(u, v) = infa
√
L2i (a) + ‖au− v‖2, (2.16)
for any u, v ∈ V, converge uniformly on compact sets to a semi-metric d∞ on V.
Then, there exists a set G0 ⊆ O(V), given by:
G0 = {g ∈ O(V)|g = lim
i→∞
ai, lim inf
i→∞
Li(ai) = 0}, (2.17)
such that for any u, v ∈ V,
d∞(u, v) = 0 (2.18)
if and only if there exists g ∈ G0 such that v = gu, where G0
Proof. Let u, v ∈ V be such that d∞(u, v) = 0. This means that for any
choice of ε > 0 there exists N = Nε > 0 such that for any j > N,
dj(u, v) < ε (2.19)
In particular by (2.16) there exists aj(ε) ∈ H with√
L2j (aj) + ‖aju− v‖2 < ε, (2.20)
which in turn gives that
Lj(aj), ‖aju− v‖ ≤ ε. (2.21)
By letting ε = 1n and recursively choosing j = jn = max{[N 1n ], jn−1}+ 1,
one produces a sequence {bn = aj( 1n )} for which bnu → v and by Lemma
2.5, passing to a further subsequence if needed, such that it converges in
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O(V) to some g, with gu = v and limn Lj(n)(bn) = 0. The issue now is that
this sequence is not parametrized by i but by n.
To produce such a sequence, extend {bn} by
ci = bn (2.22)
for i in the following range jn ≤ i < jn+1. For this new sequence, the
convergence
ci → g
remains since only repeated terms were added in between the bn’s, which
were chosen to converge. Lastly, since for nonnegative sequences having
vanishing limit inferior is equivalent to having a convergent subsequence
converging to zero,
lim inf
i→∞
Li(ci) = 0,
as promised, since letting in = jn provides the required subsequence.
Conversely, let u ∈ V and consider v = gu with g ∈ G0, with ai → g.
Then for all ε > 0 there exists i >> 0 such that
di(u, gu) ≤
√
L2i ai + ‖aiu− gu‖2 ≤ ε. (2.23)
So the claim now follows by the uniform convergence of di → d∞. 
Remark 2.7. It is not clear at this point whether G0 is a subgroup of O(V),
since for example in the case of sequences of numbers {xi}, {yi} ⊆ R,
lim inf
i→∞
(xi + yi) ≥ lim inf
i→∞
xi + lim inf
i→∞
yi. (2.24)
Nevertheless, the characterization given by the previous theorem is still
quite good as will be seen in the sequel. If one however insists upon having
a group action to determine the degeneracy of d∞, this can be achieved
by the following result. The drawback is that this new presentation says
nothing about how to explicitly construct said group directly from the
knowledge of Li.
Theorem 2.8. Let V be a finite dimensional normed vector space and H be a
subgroup of the group of linear norm preserving isomorphisms, O(V). Consider
a sequence of group-norms {Li : H → R} such that the semi-metrics di = dLi ,
given by
dLi(u, v) = infa
√
L2i (a) + ‖au− v‖2, (2.25)
for any u, v ∈ V, converge uniformly on compact sets to a semi-metric d∞ on V.
Then, there exists a closed subgroup of O(V), given by
G = {g ∈ O(V)|∀u ∈ V, d∞(u, gu) = 0}, (2.26)
such that for any u, v ∈ V
d∞(u, v) = 0 (2.27)
if and only if there exists g ∈ G such that v = gu.
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Remark 2.9. Consider g ∈ G0, as in Theorem 2.6. Then, for any u ∈ V,
d∞(u, gu) = 0 by Theorem 2.6. Thus
G0 ⊆ G.
Definition 2.10. The group G will henceforth called the wane group of a
convergent sequences of holonomic spaces.
Proof of Theorem 2.8. Three statements must be proved: 1) the equivalence
between having zero distance and being related by an element in G; 2) the
fact that G is actually a group; and 3) that this group is closed in O(V).
To prove the equivalence first consider let v ∈ V with d∞(u, v) = 0, then
by Theorem 2.8 there exists g ∈ G0 ⊆ G (by Remark 2.9) with v = gu.
Conversely, for any g ∈ G and for any u ∈ V
d∞(u, gu) = 0, (2.28)
by the definition of G.
As the reader might have noticed, this doesn’t prove that G ⊆ G0 since
this only implies that for any u ∈ V and for any g ∈ G there exists h ∈ G0
such that
gu = hu. (2.29)
Bear in mind that this equality is attained only at u ∈ V, since in principle
h depends on u. What was accomplished was the following: For any
u ∈ V, {hu|h ∈ G0} = {gu|g ∈ G}, that is that the equivalence classes
determined by G and by G0 (in turn determined by the degeneracy of d∞)
in V are the same, as promised.
Secondly, to prove that G is indeed a group, notice that because d∞ is
already known to be a semi-metric,
d∞(u, u) = 0, (2.30)
regardless of u ∈ V. So idV ∈ G.
Let g, h ∈ G, then by the triangle inequality of d∞,
d∞(u, ghu) ≤ d∞(u, hu) + d∞(hu, g(hu)) = 0+ 0 (2.31)
and, of course,
d∞(u, g-1u) = d∞(g(g-1u), g-1u) = 0. (2.32)
Therefore G is a subgroup of the group of norm preserving linear maps,
O(V).
Finally, to see that G is closed, notice that for any u ∈ V the assignment
ϕu : O(V)→ R, given by
ϕu : g 7→ d∞(u, gu), (2.33)
is a composition of continuous functions and thus itself continuous. Be-
cause of this, G can be represented as the following intersection of closed
sets,
G =
⋂
u∈V
ϕ-1u (0), (2.34)
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and thus G is closed. 
Remark 2.11. If V is further assumed to be an inner product space, then
O(V) is a compact Lie group; furthermore, because by Theorem 2.8, G is
also a compact Lie group.
As mentioned before, the assumption that the sequence of holonomic
space metrics have a single group H can be weakened.
Definition 2.12. A family of subgroups {Hi} of O(V) is of finite repre-
sentation type if the set {Hi} be finite up to isomorphism, and that this
isomorphism can be chosen to be by conjugation by an element in O(V).
Theorem 2.13. Let V be a normed vector spaces and consider a sequence of holo-
nomic space metrics {di} on it such that the collection of corresponding groups
{Hi} is of finite representation type. Suppose further that it is a convergent se-
quence. Then there exists a closed subgroup G ≤ O(V) (as in Theorem 2.8) such
that for any u, v ∈ V
d∞(u, v) = 0 (2.35)
if and only if there exists g ∈ G such that v = gu.
Proof. The only subtlety to consider here is the fact that the groups need
not be the same. However, by assumption there exists a finite set {K1, . . . ,Kn}
of subgroups of O(V), φi : V → V linear isometries, and a function
ψ : N → {1, . . . , n} such that
Hi = φ
-1
i Kψ(i)φi. (2.36)
Define L˜i : Kψ(i) → R as follows. For any k ∈ Kψ(i),
L˜i(k) = Li(φikφ-1i ). (2.37)
It remains to show that (V,Hi, Li) and (V,Kψ(i), L˜i) yield isometric holo-
nomic spaces. For this observe that
dLi(u, v) = infa∈Hi
√
L2i (a) + ‖au− v‖2 (2.38)
= inf
b∈Kψ(i)
√
L˜2i (b) + ‖φ-1i bφiu− v‖2 (2.39)
= inf
b∈Kψ(i)
√
L˜2i (b) + ‖bφiu− φiv‖2 (2.40)
= dL˜i(φiu, φiv). (2.41)
Now, since there are only finitely many different groups, one can pass
to a subsequence that consists of a single one. This is now the setting for
Theorem 2.8. 
Corollary 2.14. Let {Vi} be a collection of finite dimensional inner product vec-
tor spaces and consider a sequence of holonomic space metrics {di} on {Vi} such
that the collection of corresponding groups {Hi} consist of finite representation
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types. Suppose further that the sequence of metric spaces {(Vi, di)} is a conver-
gent sequence in the Gromov-Hausdorff sense. Then there exists a positive integer
k and a closed subgroup G ≤ O(k) such that
(Vi, di)
pt−GH−−−→ Rk/G, (2.42)
where the metric on the limit is obtained as in Corollary 2.4.
Proof. As in Corollary 2.4, one can pass to a subsequence and assume that
{Vi} has constant dimension k and such that the norms are the constant.
The conclusion now follows from Theorem 2.13. 
Recall that (in Definition 1.31) for a holonomic space (V,H, L) the holo-
nomic radius at a point u ∈ V, HolRad(u), is the largest r > 0 for which the
metric dL is isometric to the Euclidean metric when restricted to the ball of
radius r around u ∈ V. In the special case when u = 0, then the following
result holds.
Lemma 2.15 (see Remark 1.32, cf. Solórzano [32]). Given a holonomic space
(V,H, L),
HolRad(0) ≤ inf
a∈H
L(a)
‖a− idV‖ . (2.43)
Theorem 2.16. Let (V,H, Li) be a convergent sequence of holonomic spaces.
Suppose further that there exists a constant c > 0 such that
c ≤ HolRadi(0). (2.44)
Then the limit semi-metric d∞ is nondegenerate. That is that d∞ is a metric.
Proof. Consider g ∈ G0, as in 2.6, and let {ai} be any defining sequence for
g. That is such that ai → g and lim infi→∞ Li(ai) = 0. By Lemma 1.32, for
each ai,
c ≤ HolRadi(0) ≤ Li(ai)‖ai − idV‖ . (2.45)
Thus for any ε > 0 and for any N > 0 there exists i > N,
‖ai − idV‖ ≤ Li(ai)c ≤
ε
c
. (2.46)
Therefore there is a subsequence of {ai} that converges to the identity
map. Because {ai} converges to g, it follows that g = idV and now Theo-
rem 2.6 yields the claim. 
Finally, as an application of these concepts the upper semi-continuity of
the holonomy radius of a connection over a Riemannian manifold can be
asserted (recall Definition 1.38). In the case of a holonomic space (V,H, L),
the author proved in [32] that the holonomy radius is a continuous func-
tion on V.
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Proposition 2.17. Given a vector bundle π : E → M with metric connection
∇ and bundle metric h over a Riemannian manifold (M, g), then the holonomy
radius HolRad : M → R is an upper semicontinuous function.
Proof. Let p ∈ M and consider a sequence {pi} ⊆ M converging to p.
By Remark 1.7 and by the fact that the fibers of π are equidistant, it fol-
lows that the holonomic metrics {dLpi} converge in the C0 sense to the
holonomic metric dLp .
Let ρ = HolRad(p). Now, since the metrics {dLpi} converge uniformly
when restricted to the ball of radius ρ, and the metric dLp is Euclidean on
that ball, let
ρ˜ = lim sup
i→∞
HolRad(pi).
Let u, v ∈ Ep with ‖u‖, ‖v‖ < ρ˜. Then, there exist (sub)sequences {ui} ⊆
Epi , {vi} ⊆ Epi with ‖ui‖, ‖vi‖ < ρ˜, converging to u and v respectively
such that
dLpi (ui, vi) = ‖ui − vi‖. (2.47)
Therefore,
dLp(u, v) = limi→∞
dLpi (ui, vi) = limi→∞
‖ui − vi‖ = ‖u− v‖, (2.48)
thus proving that ρ˜ ≤ ρ as promised. 
3. Gromov-Hausdorff convergence of metrics of Sasaki-type
Since vector bundles (with metric connections) appear naturally as as-
sociated objects to Riemannian manifolds, providing the latter with ad-
ditional structures (as Poisson brackets, control structures, orientations,
holomorphic structures, etc.), it is natural to investigate the behavior of
these bundles under limits of their bases.
One reason to analyze them from the viewpoint of holonomic spaces
is given by Theorem 1.36 (see also Solórzano [32]). Furthermore, the next
result gives yet another reason.
Theorem 3.1. Given a vector bundle π : E → M with metric connection ∇ and
bundle metric h over a Riemannian manifold (M, g), consider a point p ∈ M
and let (V,H, L) be the holonomic space (Ep,Holp(∇), Lp). Then the Gromov-
Hausdorff distance between (V, dL) and π-1(BR(p)) ⊆ E (with the restricted
metric from E) is finite and bounded by 2R.
Proof. By [32], the inclusion (Eq, dLq) →֒ E is an isometric embedding in
the sense of metric spaces for any q. Furthermore, because the projection
map is a Riemannian submersion, parallel translation along any minimal
geodesic in M connecting the points p, q ∈ M renders the fibers equidis-
tant. Therefore, the distance between the central fiber and any other fiber
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over a ball of radius R is bounded by R. From this, for any p ∈ M and
R > 0 the inclusion map of the central fiber
Ep →֒ π-1(BR(p)) ⊆ E (3.1)
is an R-isometry. By Proposition 1.5, the claim now follows. 
In particular, for the tangent bundle:
Corollary 3.2. Given a Riemannian manifold (M, g) and a point p ∈ M let
(V, dL) be the holonomic space (Mp,Holp(g), Lp) then the Gromov-Hausdorff
distance between (V, dL) and π-1M(BR(p)) ⊆ TM is bounded by 2R.
Theorem 3.3. Given a precompact collection of (pointed) Riemannian manifolds
M and a positive integer k, the collection BWCk(M) of vector bundles with
metric connections of rank ≤ k endowed with metrics of Sasaki-type is also pre-
compact. The distinguished point for each such bundle is the zero section over the
distinguished point of their base.
Remark 3.4. Passing to a subsequence is unavoidable as can be seen in
Example 3.16.
Proof of Theorem 3.3. Fix ε > 0 and R > 0. Following Theorem 1.13 and
Remark 1.14, define C = C(ǫ, R) > 0 by
C := max
i≤k
N(ε, R,Ei), (3.2)
where Ei is the Euclidean space of dimension i.
Let (E, h,∇) πE−→ (M, g) be any bundle with metric connection and let
N(R, ε) be the uniform bound on the number of balls of radius ε needed
to cover a ball of radius R on M. Consider p ∈ M and its zero section
0 = ς(p).
Since πE is a Riemannian submersion, πE(BR(0)) = BR(p). Let A be
any ε-net in BR(p). Since for each a ∈ A, Ep is flat, let Aa be any ε-net in
BR(ς(a)) ⊆ TaM. The cardinality of Aa can be chosen to less than C(ε, R),
because the identity map is a distance non-increasing map between the
(induced) Euclidean metric on Ep and the restricted metric (see Remark
1.37).
Let u ∈ BR(0), then let a ∈ A such that d(a,πE(u)) < ε. Let γ be any
minimal geodesic connecting πmu to a and let v ∈ TaM be the parallel
image of u along γ. Finally consider ua ∈ Aa to be such that |ua − v| < ε.
Hence,
d(u, ua) ≤ d(πMu, a) + d(v, ua) ≤ 2ε.
Therefore, given any R > 0 , and for any ε > 0, the following holds.
N(2ε, R, E) ≤ N(ε, R,M) + C(ε, R). (3.3)
So that if the assignment M 7→ N(ε, R,M) is bounded onM, then so is
E 7→ N(ε, R, E) on BWCk(M).
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Therefore, in view of Gromov’s Compactness Theorem 1.13, this finishes
the proof. 
Proposition 3.5. For any sequence of Riemannian manifolds {(Xi, pi)} converg-
ing to (X∞, x∞) consider a convergent family of bundles with metric connection
(Ei, hi,∇i) over it converging to (E∞, y∞). Then there exist continuous maps
π∞ : E∞ → X∞, ς∞ : X∞ → E∞, µ∞ : E∞ → R, and a subsequence, without
loss of generality also indexed by i, such that:
(1) the projection maps πi : Ei → Xi converge to π∞ : E∞ → X∞, which is
also a submetry;
(2) the zero section maps ςi : Xi → Ei converge to ς∞ : X∞ → E∞, which is
also a isometric embedding;
(3) π∞ ◦ ς∞ = idX∞ ; and
(4) the maps µi : Ei → R≥0, given by
µi(u) = dEi(u, ςi ◦ πi(u)) =
√
hi(u, u),
converge to µ∞ : E∞ → R≥0, also given by
µ∞(y) = dE∞(y, ς∞ ◦ π∞(y)).
Proof. Since all of these maps preserve the distinguished points (consider
0 ∈ R≥0), by the Arzelà-Ascoli Theorem 1.16, one only has to check
equicontinuity. But this is immediate from the fact that the πi are sub-
metries [18], ςi isometric embeddings, and µi both distance functions and
submetries. In fact, their limits will share these properties, as noted by
Petersen [26, Section 10.1.3].
The equation π∞ ◦ ς∞ = idX∞ holds since the corresponding equation
holds for every i. Finally, the equation µ∞(y) = dE∞(y, ς∞ ◦ π∞(y)) holds,
since for any sequence {ui} converging to y ∈ Y the geodesics t 7→ tui =
ςi ◦ πi(ui) + tui are rays (see Remark 1.25), hence isometric embeddings,
and thus also converge to a minimal geodesic. 
Because of Theorem 3.1, the fiberwise behavior is also controlled.
Proposition 3.6. Let πi : (Ei, 0∗i) → (Xi, ∗i) be a convergent sequence of
pointed spaces as before. Let π∞ : (E∞, 0∗∞) → (X∞, ∗∞) be their limit. Then if
q ∈ X∞ and {qi ∈ Xi} is any sequence converging to q. Then, by passing to a
subsequence if needed, for any ε > 0,
π-1i (Bε(qi))
pt−GH−−−→ π-1∞(Bε(q)). (3.4)
Furthermore,
π-1i (qi)
pt−GH−−−→ π-1∞(q). (3.5)
Proof. Since the pointed sequence converges with distinguished point ∗i,
it also converges with respect to the points qi.
Consider, as in the proof of Proposition 3.5, the minimizing geodesics γi
given by t 7→ tui for any convergent sequence of points ui ∈ π-1i (qi). Then,
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the sequence converges to a minimizing geodesic and since the sequence
of maps πi ◦ γi ≡ qi also converges, it follows that the limit Q of the fibers
(which is is known to exist by Theorem 2.1 or Corollary 2.3 ) is inside
the fiber over the limit (see Remark 1.7). More precisely, there exists an
isometric embedding
Q →֒ π-1∞(q). (3.6)
To prove that this is indeed surjective, and thus proving (3.5), the state-
ment of (3.4) will be proved first.
For any ε > 0, the sequence (π-1i (Bε(0qi)), 0qi) also converges (or a sub-
sequence thereof) by Theorem 3.3. Any sequence of points ui ∈ π-1i (Bε(qi))
that converges, necessarily converges to a point y ∈ π-1∞(Bε(q)) since there
exists N > 0 such that for any i > N
di(qi,πi(ui)) ≤ ε, (3.7)
so that, by continuity,
d∞(q,π∞(y)) = lim
i→∞
di(qi,πi(ui)) ≤ ε (3.8)
Conversely, consider any y ∈ π-1∞(Bε(q)) and any sequence {ui} con-
verging to y. By looking again at γi, the minimizing geodesics from
ςi ◦ πi(ui) to ui, one sees that a subsequence of {ςi ◦ πi(ui)} converges
to ς∞ ◦ π∞(y). By Proposition 3.5, π∞ is an isometry when restricted to
the image of ς∞; therefore there exists a subsequence of {πi(ui)} that con-
verges to π∞(y). Now, because
π∞(y) ∈ Bε(q), (3.9)
it follows that there exists N > 0 such that for all i > N,
πi(ui) ∈ Bε(qi). (3.10)
Thus, for all ε > 0,
π-1i (Bε(qi))
pt−GH−−−→ π-1∞(Bε(q)). (3.11)
Furthermore, this convergence is attained in a compatible way with the
convergence of their ambient spaces.
To finish the proof of (3.5) consider any y ∈ π-1∞(q) and any sequence
{ui} converging to y. Since
π-1∞(q) ⊆ π-1∞(Bε(q))
for any ε > 0, by (3.4) the sequence can be assumed to satisfied that
ui ∈ π-1i (Bε(qi)).
It is better to denote this sequence by {uεi}, since it in fact depends on ε.
Now, by Theorem 3.1, for any ε > 0,
dGH(π-1i (Bε(0qi)),π
-1
i ((qi))) < 2ε.
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One can consider a sequence {u˜εi ∈ π-1i (qi)} with
dEi(u
ε
i , u˜
ε
i ) < ε. (3.12)
Now, again by a diagonalization argument, consider ε = 1i and define
vi = u˜εi . (3.13)
By definition, vi ∈ π-1i (qi) and for any ε > 0, there exist N for such that
for any i > N,
2/i < ε,
and as such,
dEi(u
1/i
i , vi) <
ε
2
, (3.14)
and
d(u1/ii , y) <
ε
2
. (3.15)
Therefore, for any y over q, a sequence {vi} over qi that converges to y was
produced. By Remark 1.7, Q ∼= π-1∞(q) and the claim follows. 
Proposition 3.7. For any sequence of Riemannian manifolds {(Xi, pi)} converg-
ing to (X∞, x∞) consider a convergent family of bundles with metric connection
(Ei, hi,∇i) over it converging to (E∞, y∞) and π∞ : E∞ → X∞ as in Proposition
3.5. Then the fibers of π∞ are equidistant.
Proof. Let p, q ∈ X∞ be arbitrary and consider sequences {pi}, {qi} ⊆ Xi
converging to p, q ∈ X∞ respectively. Because for each i the fibers of πi are
equidistant, the distance between the fibers π-1i (pi) and π
-1
i (qi) is equal to
the distance between pi and qi.
Let u, v ∈ E∞ and consider sequences {ui ∈ π-1i (pi)} and {vi ∈ π-1i (qi)}
converging to u, v respectively. Then,
dEi(ui, vi) ≥ dXi(pi, qi); (3.16)
which in turn implies that
dE∞(u, v) ≥ dX∞(p, q). (3.17)
This proves that the distance between the fibers is at least the distance
between their base points.
It remains to show that for any u ∈ π-1∞(p) there exists v ∈ π-1∞(q) with
dE∞(u, v) = dX∞(p, q). (3.18)
To see this, consider any sequence {ui ∈ π-1i (pi)} converging to u. Let
{vi ∈ π-1i (qi)} be a sequence such that
dEi(ui, vi) = dXi(pi, qi). (3.19)
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Let αi be minimizing geodesics connecting ui to vi. By the Arzelà-Ascoli
Theorem, there exists a subsequence of {αi} that converges to a minimiz-
ing geodesic in E∞ connecting u to some point v ∈ E∞. It follows that
the corresponding subsequence of {vi} converges to v. From this it fol-
lows, since fibers converge to fibers, that for any p, q ∈ X∞ and for any
u ∈ π-1∞(p) there exists
v ∈ π-1∞(q), (3.20)
such that, by continuity,
dE∞(u, v) = limi→∞
dEi(ui, vi) = limi→∞
dXi(pi, qi) = dX∞(p, q). (3.21)

Suppose further that {Ei} is of finite holonomy representation type (see
Definition 2.12), then the fibers of π∞ can be naturally identified with the
quotient of any given fiber by a closed subgroup of the orthogonal group
in view of Theorem 2.14, as stated in the following result.
Theorem 3.8. Let πi : Ei → Xi be a convergent sequence of vector bundles with
bundle metric and compatible connections {(Ei, hi,∇i)}, with limit π : E → X.
Suppose further that there are only finitely many holonomy representation types.
Then there exists a positive integer k such that for any point p ∈ X there exists
a compact Lie group G ≤ O(k), henceforth called the wane group, that depends
on the point, such that the fiber π-1(p) is homeomorphic to Rk/G, i.e. the orbit
space under the standard action of G on Rk.
Remark 3.9. Recall that the main feature of G is that its orbits coincide with
the “orbits” of the following set G0 (see Theorems 2.6 and 2.13). Let p ∈ X
and let p∈Xi be a sequence that converges to p. Suppose, by passing to
a subsequence, that the sequence of holonomy groups is constant, H ≡
Holpi(∇i), and the fibers have constant dimension. Then let G0 is given by
G0 =
{
g = lim
i 7→∞
ai
∣∣∣∣ai ∈ H, lim infi 7→∞ Li(ai) = 0
}
, (3.22)
where Li(ai) is the infimum of the lengths of loops at pi ∈ Xi that generate
ai by parallel translation (as in Definition 1.35).
By virtue of Corollaries 2.4 and 2.14, the limit metric of π-1(p) could,
in principle, be given more explictly, once the behavior of these lengths is
known.
Proof of Theorem 3.8. Let {pi} be a sequence converging to p. Then, by
Proposition 3.6, there exists a subsequence of {π-1i (pi)} that converges to
the fiber π-1(p). Let Vi = π-1i (pi), Hi = Holpi(∇i), and Li : Hi → R the
induced length norm. Then by Corollary 2.14, applied to the sequence
{(Vi,Hi, Li)}, the conclusion now follows. 
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Summarizing, in the case of the collection of Sasaki metrics on the tan-
gent bundles of a convergent sequence of simply connected Riemannian
manifolds, the following holds.
Theorem 3.10. Let {Mi} be a family of simply connected Riemannian manifolds
that converges in the (pointed) Gromov-Hausdorff sense to X. Then there exists
a subsequence of {TMi}, with their Sasaki metrics, that converges to a space Y.
Furthermore,
(1) there exists a continuous map π : Y → X, that is a submetry with
equidistant fibers.
(2) there exists a positive integer k such that for any p ∈ X there exists a
closed subgroup G ≤ O(k) such that π-1(p) is homeomorphic to Rk/G.
Proof. Because the sequence {Mi} is convergent, by Theorem 3.3, there is
a subsequence of {TMi} that converges to a space Y. By Propositions 3.5
and 3.7, the promised π : Y → X exists and has the required proper-
ties Finally, because the manifolds are simply connected, by virtue of the
classification theorem of Berger [6]), there exist finitely many holonomy
representation types for the sequence. Therefore, by Theorem 3.8 the rest
of the claim holds. 
Theorems 2.16 and 3.8 together give a criterion for the fibers of π∞ in
Theorem 3.5 to be vector spaces:
Theorem 3.11. Let πi : Ei → Xi be a convergent sequence of vector bundles with
bundle metric and compatible connections {(Ei, hi,∇i)}, with limit π : E → X.
Suppose further that there are only finitely many holonomy representation types
(cf. Theorem 2.14) and that there exist a uniform positive lower bound for the
holonomy radii of πi : Ei → Xi as in Definition 1.38. Then the fibers of π∞ are
vector spaces.
Proof. Again, by reduction to the case where the rank is constant and
where there is a single holonomy representation, the conclusion follows
from Theorem 2.16. 
Another consequence of Theorems 3.5 and 2.8 is the following.
Example 3.12. Given any compact Riemannian manifold (Mn, g) and let
Xi be the metric space obtained by rescaling g into 1i2 g. Then tangent
spaces converge to Rn/Hol(g). Here Hol(g) denotes the closure in O(n).
Proof. Let p ∈ M and let (V,H, L) be the associated holonomy space given
by Theorem 1.36 at p. By Theorem 3.1, because M is compact, it follows
that
dGH(TM,V) ≤ 2diam(M). (3.23)
Thus, by re-scaling, diam(Xi)→ 0 and the limit Y = limi TXi is equal to
the limit of the holonomic metrics at p. To analyze these spaces notice that
the Sasaki metric re-scales like the base metric does; indeed, by re-scaling,
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the Levi-Civita connection remains constant and thus the horizontal lifts
remain unchanged (cf. Definition 1.23). Define
(Vi,Hi, Li)
to be the corresponding holonomic spaces at p ∈ Xi. Again, because the
connection is unchanged, it follows that
Hi ≡ H.
Also, since by Definition 1.35 L is an infimum of lengths,
Li =
1
i
L.
Finally, the norm on Vi, denoted by ‖ · ‖i, is given by
‖ · ‖i = 1i ‖ · ‖,
where ‖ · ‖ is the norm on V. Notice that by considering the map φi :
V → V, given by
φi : u 7→ iu, (3.24)
one gets an isometry of the holonomic spaces
φi : (V,H, Li)→ (Vi,Hi, Li). (3.25)
Therefore, the limit Y is the quotient Rn/G for some compact Lie group
G, by Theorem 2.8. Furthermore, consider G0 as in Theorem 2.6. Because
for any a ∈ H,
lim
i→∞
Li(a) = 0,
it follows that G0 = H; thus proving the claim.

Remark 3.13. A theorem of Wilking [35] states that any closed subgroup
of O(n) can be realized as the closure of a holonomy group of a compact
smooth manifold. By Theorem 3.12 one thus recovers all linear metric
quotients of Rn.
Example 3.14. Let {(Mi, gi)} and {(Ni, h2)} be two convergent sequences
of complete Riemannian manifolds, with limits X and Y respectively. Let
{Ei → Mi} and {Fi → Ni} be two convergent sequences of vector bundles
with connections endowed with their metrics of Sasaki-type. Let E → X
and F → Y. Then, for the product metrics on Mi × Ni the limit converges
to E× F → X × Y.
Proof. For each i the bundles Ei × Fi → Mi × Ni are endowed with the
product connection, the product bundle metric, from which it follows that
for any curve γ = (γ1,γ2), the parallel translation along γ splits in the
following way.
Pγ = Pγ1 ⊕ Pγ2
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From this it follows that the product metric of metrics of Sasaki-type
coincides with the metric of Sasaki-type on the product. Now, because
the spaces are products, the limit of the product is the product of the
limits. 
Remark 3.15. Because of this, it follows that for any (p, q) ∈ Mi × Ni,
Hol(p,q)(g˜i) = Holp(Ei)× Holq(Fi). (3.26)
Furthermore, the length norm of (a, b) is given by
L(p,q) ((a, b)) =
√
L2p(a) + L2q(b) (3.27)
Example 3.16. Let (Mn11 , g1) and (M
n2
2 , g2) be two complete Riemannian
manifolds; suppose further that M2 compact. Consider the metrics
{g˜i = g1 + 1i2 g2}
on M1 ×M2, which to converge to (M1, g1). If π : Y → M1 is the limit of
their corresponding tangent bundles endowedwith their metrics of Sasaki-
type, then the fibers of π are homeomorphic to
R
n1 ×
(
R
n2/Hol(g2)
)
. (3.28)
However, for the constant sequence {(M1, g1)} the limit is the canonical
projection TM1 → M1. This proves that passing to a subsequence in The-
orem 3.3 is in general unavoidable.
Proof. Because these metrics are product metrics, where the second factor
is re-scaled, the limit is the limit of the factors, by Example 3.14.
Now, since only one of the factor is being re-scaled, while the other re-
mains constant, the group-norm becomes degenerate on {id} × Hol(M2),
thus yielding the desired result by Example 3.12. 
4. A weak notion of parallelism on singular spaces
The most general setting for a notion of parallel translation is that of
a pair of metric spaces and a surjective submetry between them. Even
in this generality one can talk about parallel translation as long as one
is willing to loosen it by considering, instead of functions, relations or
—equivalently— set-valued functions.
In the setting of limits of vector bundles with connection endowed with
their metrics of Sasaki-type the following general considerations will be
considerably better behaved. Yet, in giving a precise framework the as-
sumptions will be kept to a bare minimum.
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4.1. Parallelism for submetries.
Definition 4.1. Let X and Y be metric spaces a surjective submetry π : Y →
X is a surjective map (a fortiori continuous) such that for any radius r the
image of any metric ball of radius r is again a ball of the same radius r.
Definition 4.2. Given a surjective submetry π : Y → X a curve γ : [0, 1] →
Y is horizontal if and only if
ℓ(γ) = ℓ(πγ). (4.1)
The set of all such curves will be denoted by H(π).
Definition 4.3. Given a curve α : [0, 1] → X and a point u ∈ π-1α(0) a
parallel translation of u along α is a horizontal γ such that γ(0) = u and
πγ = α.
Remark 4.4. It is easy to produce examples where given α and u there exist
no parallel translation as well as examples where there are even infinitely
many such lifts.
Definition 4.5. Given a curve α : [0, 1] → X and a point u ∈ π-1α(0)
the parallel translation of u along α is given as relation P ⊆ π-1(α(0)) ×
π-1(α(1)). This can be regarded as a set-valued function
Pα : π-1(α(0)) 99K π-1(α(1)),
given by
Pα(u) = {γ(1)|γ ∈ H(π),πγ = α} ⊆ π-1(α(1)). (4.2)
4.2. Algebraic considerations. Recall that in these singular spaces the nat-
ural generalization of the notion of parallelism is not given by well-defined
functions but by relations between fibers over endpoints of curves in the
base space.
Even in this weak sense, composition and inverses of relations are well
defined operations that endow the notion of parallelism (and even one of
holonomy) certain richness in structure.
The following definitions and statements are elementary (cf. Freyd and
Scedrov [17]) and are recalled here within the context of the parallel trans-
lation relations defined earlier in this section.
Definition 4.6. Given sets A and B, a relation f : A 99K B is a subset of
f ⊆ A× B.
Remark 4.7. Looking at relations instead of at functions is sometimes ad-
vantageous; an example being the notion of correspondences given by
Gromov in an equivalent formulation of the Gromov-Hausdorff distance.
Usual functions f : A→ B are of course particular cases of relations.
Definition 4.8. Given two relations f : A 99K B, g : B 99K C, the composi-
tion g ◦ f : A 99K C is defined in the usual way:
g ◦ f = {(a, c)|∃b, (a, b) ∈ f , (b, c) ∈ g}. (4.3)
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Lemma 4.9. The composition is associative and for any f : A 99K B,
f ◦ idA = idB ◦ f = f (4.4)
Proof. Elementary. 
Definition 4.10. Given f : A 99K B there exists a relation f ∗ : B 99K A
given by
f ∗ = {(b, a)|(a, b) ∈ f}
Remark 4.11. In the case of actual functions f ∗ coincides with the inverse,
whenever the latter exists.
Lemma 4.12. Given two relations f : A 99K B, g : B 99K C,
(g ◦ f )∗ = f ∗ ◦ g∗. (4.5)
Furthermore,
f ∗∗ = f . (4.6)
Proof. Elementary. 
Lemma 4.13. Given relations f , g, h, k such that f ◦ h, k ◦ f , g ◦ h and k ◦ h
exist, then if
f ⊆ g (4.7)
then
f ◦ h ⊆ g ◦ h (4.8)
and
k ◦ f ⊆ k ◦ h. (4.9)
Proof. Elementary. 
The following fact summarizes the previous statements.
Proposition 4.14. Given a set X, the set of relations, with the composition and
subsumption given as before, is an ordered ∗-semigroup with identity.
Remark 4.15. It should be noted that this coincides with the usual holo-
nomy group in the case of a metric of Sasaki-type, as well as in the case of
Riemannian submersions in general ([18]).
Remark 4.16. Given a relation f : A 99K B, one can consider the set-valued
function that assigns to each a ∈ A the (possibly empty) of b related to a.
In the sequel, it will be denoted using the functional notation
f (a) = {b|(a, b) ∈ f}. (4.10)
Proposition 4.17. A submonoid G of a relation monoid M is a group if and only
if for all a ∈ G, a∗ = a-1
34 PEDRO SOLÓRZANO
Proof. The sufficiency is immediate since it prescribes the existence of an
inverse, in particular it follows that for any a ∈ G, a is an invertible func-
tion. For the necessity, one first sees that because aa-1 = id, then a is
necessarily onto, i.e. that for all y there exists x, namely any element in
a-1(y), such that a(x) = y.
Furthermore, since the monoids are ordered (see Proposition 4.14), if
for a, b ∈ G are such that a ⊆ b then, by multiplication on both sides by b-1
yields that
ab-1 ⊆ id (4.11)
which in turn implies equality since ab-1 must be surjective. Therefore,
since
aa-1, a-1a ⊇ id, (4.12)
equalities must hold as well. 
In the context of parallel translations one has the following fact.
Theorem 4.18. Given a submetry π : Y → X, and given two curves α, β : I →
X such that α(1) = β(0), then
P β·α = P β ◦ Pα, (4.13)
where β · α stands for the concatenation of α and β. Also,
Pα− = (Pα)∗, (4.14)
where α− is the reverse curve.
Furthermore, given a fixed x ∈ X, the set
Hx := {Pα|α(0) = α(1) = x} (4.15)
is a ∗-semigroup with identity.
Proof. Because parallel translation is defined by horizontal curves, and
the concatenation of curves is additive in length, it follows that the the
concatenation of horizontal curves is horizontal, thus proving the first
claim. The second claim follows by reversing the direction of the hori-
zontal curves.
In particular, for the set of parallel translations along loops, since it is
closed under composition and under the involution if follows that it is
indeed a monoid. 
Definition 4.19. Given a submetry π : Y → X and a point x ∈ X, the
monoid with involution
Hx := {Pα|α(0) = α(1) = x} (4.16)
will be called Holonomy monoid of π at x.
Remark 4.20. The failure of these monoids from being groups will be looked
at in the sequel. Also, this monoids will not be isomorphic in general.
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4.3. Norms, re-scalings and limits. In this section, one further property
inherited by the limits is analyzed, together with its implications to par-
allel translation. Namely, that of scalar multiplication. Fiberwise, this
was already expected to happen, since individual fibers are obtained as a
quotient of a Euclidean space by the linear action of the wane group.
Theorem 4.21. For any sequence of Riemannian manifolds {(Xi, pi)} converg-
ing to (X∞, x∞) consider a convergent family of bundles with metric connection
(Ei, hi,∇i) over it converging to (E∞, y∞). There exists a continuous R-action
R× E∞ → E∞
such that there exists a subsequence of {Ei} such that the standard R-actions
given by scalar multiplication converge uniformly on compact sets to it.
Proof. The existence of said map follows from an application of the Arzelà-
Ascoli theorem by the following reasoning. Regarding R× Ei as a metric
space with the standard product metric, one sees that by requiring a, b ∈
R, u, v ∈ Ei such that√
|a|2 + d2(0i, u),
√
|b|2 + d2(0i, v) ≤ R,
for some fixed R >> 1. Recall that the distance function on Ei is given as
in (1.18) and that therefore the distance between re-scalings of a common
vector is bounded above by their linear distance, that is
d(au, b, u) ≤ ‖u‖i|a− b|. (4.17)
Also,
d(bu, bv) = inf
α
√
ℓ2(α) + |b|2‖Pαu− v‖2
= max{1, |b|} inf
α
√
ℓ2(α) + ‖Pαu− v‖2
≤ Rd(u, v),
and therefore
d(au, bv) ≤ d(au, bu) + d(bu, bv)
≤ R|a− b|+ Rd(u, v)
≤
√
2R
√
|a− b|2 + d2(u, v).
This proves that the family of maps (a, u) 7→ au is equicontinuous when
restricted to balls of a given radius. Thus by the Arzelà-Ascoli theorem,
there exists a convergent subsequence and thus the required map exists.
Furthermore, since for any a the map u 7→ au is also a limit of the corre-
sponding re-scaling maps, the defining properties of an R-action are also
verified, namely: For all u ∈ E∞ and for all a, b ∈ R
1 · u = u, (4.18)
a · (b · u) = (ab) · u (4.19)
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
Remark 4.22. As expected, multiplication by zero is yields the zero section
(as defined in Remark 1.25 and Proposition 3.5), namely
0 · u = ς∞ ◦ π∞(u) (4.20)
Corollary 4.23. For any sequence of Riemannian manifolds {(Xi, pi)} converg-
ing to (X∞, x∞) consider a convergent family of bundles with metric connection
(Ei, hi,∇i) over it converging to (E∞, y∞). For any u ∈ E∞, the map
t 7→ tu,
for t ≥ 0 is a geodesic parametrized proportional to arc-length.
Proof. This again follows from the fact that the corresponding maps for
any sequence {ui}, with ui ∈ Ei are geodesic rays (cf. Remark 1.25) and
an application of the Arzelà-Ascoli theorem. 
Corollary 4.24. For any sequence of Riemannian manifolds {(Xi, pi)} converg-
ing to (X∞, x∞) consider a convergent family of bundles with metric connection
(Ei, hi,∇i) over it converging to (E∞, y∞), and let µ∞ : E∞ → R as in Proposi-
tion 3.5.
Then for any u ∈ E∞ and for any a ∈ R,
µ∞(au) = |a|µ∞(u) (4.21)
Proof. This can be verified in two ways: 1) Since µ∞ is the limit of the
norms and since scalar multiplication satisfies said equation at the level of
norms, then so will the limit satisfy it; 2) In view of the previous corollary,
since µ∞(v) is also the distance between v and 0 · v = ς∞π∞(v) and the
map t 7→ tau, being part of a geodesic ray, is a minimal geodesic. 
Corollary 4.25. For any sequence of Riemannian manifolds {(Xi, pi)} converg-
ing to (X∞, x∞) consider a convergent family of bundles with metric connection
(Ei, hi,∇i) over it converging to (E∞, y∞). For any u ∈ E∞ there exists a se-
quence {ui}, with ui ∈ Ei such that ‖ui‖ = µ∞(u) for all i.
Proof. There are two cases given by whether µ∞(u) = 0 or no. If it is
then for any sequence of points {xi} converging to π∞(u) it follows that
ui = ς∞(xi) converges to u as required. If µ∞(u) 6= 0 then, without loss
of generality, one can consider a sequence u˜i converging to u such that for
all i, ‖u˜i‖ 6= 0. Then by letting ui = (µ∞(u)
/‖u˜i‖ )u˜i, the conclusion also
follows since ‖ · ‖ converges to µ∞. 
Theorem 4.26. Horizontal curves are the uniform limits of horizontal curves.
Proof. Let π : E → X be, as before, a limit of vector bundles πi : Ei → Xi
and let γ be a horizontal curve between u ∈ E and v ∈ E and consider a
sequence {γi} of piecewise smooth curves converging uniformly to γ such
that their lengths ℓ(γi) converge to ℓ(γ) . Let αi = πiγi, and let γ˜i be the
unique horizontal lifts of αi with γ˜i(0) = γi(0).
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Because αi = πi ◦ γi holds, it follows that α is the limit {αi} and since
γ˜i have uniformly bounded lengths, one can assume that they converge
uniformly. Indeed, a uniform upper bound C on lengths implies that
γ˜i(t) ∈ BC(γi(0)) ⊆ Ei,
and thus the convergence can be regarded as a Hausdorff convergence as
in Remark 1.6.
Furthermore, it follows that if γ˜ is the limit of γ˜i, then πγ˜ = α.
The claim is that γ˜ = γ. In fact, for each i, since the Riemannian struc-
ture on π-1i αi is flat and Euclidean, the curve
ϑi : t 7→ Pαit
(
(1− t)γi(0) + t(Pαit )-1(γi(1))
)
(4.22)
is shorter than γi with the same endpoints, and its length is given by
ℓ(ϑi) =
√
ℓ2(αi) + ‖Pα (γi(0))− γi(1)‖2. (4.23)
Αi
Γ

i
Γi
Ji
Πi
Figure 1. The geometry on α∗i Ei
Now by the lower semi-continuity of the length functions, it follows that
ℓ(γ) = lim
i→∞
(ℓ(γi)) ≥ lim inf
i→∞
(ℓ(αi)) ≥ ℓ(α) = ℓ(γ), (4.24)
and that
ℓ(γ) = lim
i→∞
(ℓ(γi)) ≥ lim inf
i→∞
(ℓ(γ˜i)) ≥ ℓ(γ˜) ≥ ℓ(α) = ℓ(γ). (4.25)
Therefore, γ˜ is horizontal. For the curves ϑi, since
ℓ(γi) ≥ ℓ(ϑi) ≥ ℓ(αi), (4.26)
it follows from (4.23) that
‖Pα(γi(0))− γi(1)‖ −−→
i→∞
0, (4.27)
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which means
‖γ˜i(1)− γi(1)‖ −−→
i→∞
0. (4.28)
This now says that {γ˜i(1)} converges to γ(1), as required.
Now, to see that this is true not only at the endpoints, notice that any
segment of a horizontal curve is still horizontal, and that one can restrict
the γi and the αi accordingly. The claim now follows and with it the end
of the proof. 
Corollary 4.27. Horizontal curves have constant norm and constant re-scalings
of horizontal curves are horizontal.
Proof. This is true since, before passing to the limit, the class of horizontal
curves is closed under re-scaling and scalar multiplication is a uniform
limit of scalar multiplications. 
Theorem 4.28. For any sequence of Riemannian manifolds {(Xi, pi)} converg-
ing to (X, p) consider a convergent family of bundles with metric connection
(Ei, hi,∇i) over it converging to (E, ς(p)) with π : E → X as in Proposition
3.5. Let α : I → X be any rectifiable curve. Then for any u ∈ π-1(α(0)) there
exists v ∈ π-1(α(1)) such that there exists a horizontal path γ from u to v. In
other words,
Pα(u) 6= ∅. (4.29)
Proof. Let αi be piecewise smooth curves converging uniformly to α. Let
ui ∈ π-1i (αi(0)) be a sequence of points converging to u ∈ π-1(α(0)), Let γi
be the parallel translation along αi with γi(0) = ui. Since
ℓ(γi) = ℓ(αi)
by construction, the convergence in length of {αi} gives a uniform upper
bound on the lengths of γi. Thus, by the Arzelà-Ascoli theorem, there
exists a subsequence of {γi}, without loss of generality labeled again by
γi, that converges uniformly to a curve γ with γ(0) = u.
Now, by the lower semi-continuity of the the lengths,
ℓ(α) = lim ℓ(αi) = lim
i→∞
ℓ(γi) ≥ ℓ(γ) ≥ ℓ(α), (4.30)
which implies equality and thus finishes the proof. 
4.4. Parallel translation along limit geodesics. In this section it will be
seen that the limit of the total spaces of a sequence of vector bundles with
corresponding Riemannian metrics of Sasaki-type contains many flats, i.e.
isometric embeddings of [a, b]× [0,∞) ⊆ R2.
Definition 4.29. Let X be a (pointed) limit of complete geodesic spaces
Xi (e.g. Riemannian manifolds)and x, y ∈ X. A curve α : [0, 1] → X is a
minimal limit geodesic if
(1) α(0) = x and α(1) = y;
(2) ℓ(α) = d(x, y), i.e. if it is a minimal geodesic; and
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(3) there exist sequences {xi ∈ Xi}, {yi ∈ Xi} and minimal geodesics
αi, with αi(0) = xi and αi(1) = yi such that {αi} converges to α.
Remark 4.30. Not every geodesic in X is a limit geodesic. Limit geodesics
have been studying by many (e.g. Cheeger and Colding [12]).
Proposition 4.31. For any sequence of Riemannian manifolds {(Xi, pi)} con-
verging to (X, p) consider a convergent family of bundles with metric connection
(Ei, hi,∇i) over it converging to (E, ς(p)) with π : E → X as in Proposition
3.5. Let α : I → X, parametrized by arc-length, be a limit geodesic. Then for any
u ∈ π-1(α(0)) there exists an isometric embedding
ϕ = ϕu,α : [0, ℓ(α)]× [0,∞) → E∞ (4.31)
with
π∞ϕ(t, s) = α(t) (4.32)
and such that
u = ϕ(0, µ∞(u)). (4.33)
Furthermore, if γ(t) := ϕ(t, µ∞(u)), then γ is horizontal and
ϕ(t, s) =
s
µ∞(u)
γ(t) (4.34)
Proof. Let αi be geodesics (parametrized by arc-length) such that α =
limi→∞ αi. Let ui ∈ π-1i (αi(0)), with ‖ui‖ = µi(u) and such that {ui} con-
verges to u. Let γi be the unique parallel translation along αi with initial
value ui; that is that
γi(t) = P
αi
t (ui). (4.35)
It is only needed to show that the map
ϕi(t, s) =
s
‖ui‖γi(t) (4.36)
is an isometric embedding for each i. Once this is done an application of
the Arzelà-Ascoli theorem completes the proof.
Indeed, by (1.18) the distance between two images is given by
d(ϕ(t, s), ϕ(t′, s′)) = inf
β
√
ℓ2(β) + ‖Pβ(ϕ(t, s))− ϕ(t′, s′)‖2 (4.37)
= inf
β
√
ℓ2(β) +
1
‖ui‖2 ‖(sP
βPαt − s′Pαt′ )(ui)‖2, (4.38)
(4.39)
where the infimum is over curves β connecting πi(ϕ(t, s)) = αi(t) to
πi(ϕ(t′, s′)) = αi(t′). Now, given that parallel translation is by linear
isometries of the fiber, then
‖(sPβPαt − s′Pαt′ )(ui)‖ ≥ |s− s′|‖ui‖ (4.40)
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since the closest points between the spheres of radius s‖ui‖ and s′‖ui‖
with common center is given by the right hand side. Also, for any β
ℓ(β) ≥ |t− t′| (4.41)
which is the distance between its endpoints. Thus
d(ϕ(t, s), ϕ(t′, s′)) ≥
√
|t− t′|2 + |s− s′|2. (4.42)
However, by chosing β = α |[min{t, t′},max{t, t′}] in (4.38), the reverse
inequality from (4.42) is obtained, thus yielding the claim and finishing
the proof. 
4.5. On the uniqueness of parallel translates. Since one can think of ex-
amples of non uniqueness (and in fact some are produced in [33]), it is
only natural to wonder what conditions guarantee uniqueness in parallel
translation. In this section a necessary condition will be proved (essential
that all the fibers be homemorphic) and its equivalence with the holonomy
monoids being groups.
In fact, the holonomy monoids defined in Definition 4.19 already de-
termine the non-uniqueness of parallel translation globally, as seen in the
next result.
Theorem 4.32. Suppose π : E → X is a pointed Gromov-Hausdorff limit of a
sequence metrics of Sasaki-type. The holonomy monoids are indeed groups if and
only if parallel translation is unique.
Proof. Since, if at all, the inverse is given by ∗, if follows that parallel trans-
lations along loops are functions if and only if holonomy monoids are
groups. Now, if there is a curve α such that there are two distinct horizon-
tal curves over it with same initial value but different endpoints, then α-1α
will be a curve for which the parallel translation relation is necessarily a
set-valued function. 
The condition that parallel translations be unique already implies some
further control on the possible collapses of the fibers, namely the following
fact.
Theorem 4.33. Suppose π : E → X is a pointed Gromov-Hausdorff limit of a
sequence metrics of Sasaki-type of finitely many holonomy types. For any x ∈ X
and consider its corresponding wane group Gx ≤ O(k), guaranteed by Theorem
3.8. If parallel translations are unique then for all x, y ∈ X their wane groups are
equal,
Gx = Gy, (4.43)
up to conjugation by an element in O(k).
Proof. Now, the contrapositive statement says that if the exist two points
with non isomorphic groups then parallel translation is not unique. To
prove this let {xi}, {yi} ⊆ Xi be sequences that converge to x, y ∈ X re-
spectively, such that Gx and Gy are not isomorphic.
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Let ui ∈ π-1i (xi) converging to some u ∈ π-1(x). To bring this to the
level of holonomic spaces, fix a minimal geodesic αi from xi to yi and
isomorphisms
φi : π-1i (xi)→ Rk, and (4.44)
ϕi : π-1i (yi)→ Rk, (4.45)
such that for all i, j,
φi(ui) = φj(uj), and (4.46)
ϕi(P
αiui) = ϕj(P
αjuj). (4.47)
Let u˜ = φi(ui), v = ϕi(Pαi(ui)), and
Pi = ϕi ◦ Pαi ◦ φ-1i ; (4.48)
thus for all i,
Pi(u˜) = v (4.49)
Again without loss of generality, {Pi} converges in O(k) to a map P, with
P(u˜) = v. (4.50)
By assumption, since Gx ≇ Gy, there exists g ∈ Gx such that for all
h ∈ Gy (or reversely there exists h ∈ Gy such that for all g ∈ Gx),
P(gu˜) 6= hP(u˜), (4.51)
for otherwise PGyP-1 = Gx, a contradiction to them being different.
Suppose without loss of generality that it is not the parenthetical case, i.e.
that it is g ∈ Gx that exists. It follows that g is necessarily not the identity
map.
Back at the level of fibers, this says that I can find elements u˜i = φ-1i (u˜) ∈
π-1i (xi) that converge to u but such that their parallel translates along αi
remain away from the parallel translates along αi of the ui by a definite
amount. Passing to the limit (and taking a further subsequence if needed),
the corresponding horizontal curves connecting them converge to distinct
horizontal curves with the same starting point u. 
Corollary 4.34. Suppose π : E → X is a pointed Gromov-Hausdorff limit of
a sequence metrics of Sasaki-type of finitely many holonomy types. If parallel
translations are unique then all fibers of π are homeomorphic.
Proof. This again follows from Theorem 3.8, since for each x ∈ X the topol-
ogy of the fiber is determined by Gx. 
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