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Abstract 
 
Recent advances in thin-film deposition techniques, such as molecular beam epitaxy and pulsed laser 
deposition, have allowed for the manufacture of heterostructures with nearly atomically abrupt interfaces. 
Although the bulk properties of the individual heterostructure components may be well-known, often the 
heterostructures exhibit novel and sometimes unexpected properties due to interface effects. At 
heterostructure interfaces, lattice structure, stoichiometry, interface electronic structure (bonding, 
interface states, etc.), and symmetry all conspire to produce behavior different from the bulk constituents. 
This review discusses why knowledge of the electronic structure and composition at the interfaces is 
pivotal to the understanding of the properties of heterostructures, particularly the (spin polarized) 
electronic transport in (magnetic) tunnel junctions. 
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1.   Introduction 
 
Major advances in thin-film deposition techniques and 
characterization have enabled the development of 
materials which bring new functionalities to traditional 
devices or even novel device paradigms. In particular, 
advances in molecular beam epitaxy and pulsed laser 
deposition techniques have made it possible to 
manufacture layered heterostructures with nearly 
atomically abrupt epitaxial interfaces and individual 
layer thickness of the order of nanometers. In such 
nanoscale heterostructures, the ratio of interface to bulk 
material is comparable which, in addition to the high 
quality of the interfaces, ensures that the properties of 
these heterostructures are interface dominated.  
The study of artificial materials such as layered 
heterostructures falls somewhat out of the scope of 
traditional disciplines. Traditional materials science has 
not generally been concerned with interfaces. Surface 
science is mainly focused on the interfaces between 
different phases, such as the solid and vacuum interface. 
The small dimensions of the heterostructures also 
require a microscopic approach on the level of 
individual atoms.  These methods are a prerogative of 
condensed matter physics and quantum chemistry, 
which fields are normally not focused on applications. 
However, the development of nanoscale 
heterostructures has done much to revitalize all these 
fields and infuse them with the interdisciplinary field of 
surface and interface science [1- 4]. One of the most 
prominent subfields has been the field of spin 
electronics (or spintronics), which promised to 
revolutionize electronics by introducing a new degree of 
freedom, the electron spin, to be exploited 
simultaneously along with the electron charge [5,6]. 
Although not all of the suggested potential for 
applications has been realized, the existing applications 
are already having a tremendous impact in information 
technology with applications such as high-density 
magnetic recording [7,8] and magnetic random access 
memory (MRAM) [9,10]. 
The task of spintronics from its onset has been to 
search for solutions beyond traditional electronics, 
which is reaching its natural scalability limit. Thus, 
spintronics is intentionally on the ‘lookout’ for 
emerging materials that bring new functionalities. A 
very broad range of materials have been considered as 
possible candidates for spintronics applications, such as 
ordinary semiconductors [11- 13], ferromagnetic 
semiconductors [14- 16], organic semiconductors [17-
19], single molecules [20,21], single molecular 
magnets [22,23], organic-based magnetic 
semiconductors [24,25], carbon nanotubes [26,27] and 
graphene [28,29]. Recently, thin-film ferroelectrics 
have aroused significant interest due to their 
technological application in ferroelectric random access 
memory (FERAM) devices [30,31]. These 
developments have broadened into a search for a new 
class of multifunctional spintronics materials, i.e., 
materials that can perform more than one task or that 
can be manipulated by several independent stimuli [32-
34]. Multifunctional materials exhibit two or more 
(coupled) ferroic orders, such as ferromagnetic, 
ferroelectric, or ferroelastic and are often referred to as 
multiferroic. The relative scarcity of single-phase 
multiferroic materials [35] is circumvented by the 
emerging field of artificial multiferroics that combine 
different ferroic materials in the same heterostructure 
[36,37]. 
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Fig. 1: Heterojunction structure and properties: (a) magnetic 
spin valve (SV), resistance change in magnetic field – giant 
magnetoresistance (GMR); (b) magnetic tunnel junction 
(MTJ), tunneling magnetoresistance (TMR); (c) ferroelectric 
tunnel junction (FTJ), resistance change in electric filed – 
giant electroresistance (GER); and (d) multiferroic tunnel 
junction (MFTJ), resistance change in both electric and 
magnetic fields (4-Resistance). The ferromagnetic (FM), 
ferroelectric (FE), paramagnetic metal (
 
At the heart of spintronics is the dependence of the 
physical properties of materials (in particular electron 
transport) on the electron spin. The scientific interest in 
spin-dependent transport originates from the work of 
Mott [38] who realized that at low temperatures the 
electric current in ferromagnetic metals is a sum of two 
independent spin currents carried by majority- and  
minority-spin electrons. Much later, experiments by 
Tedrow and Meservey [39], who studied tunneling 
from a ferromagnet through an insulator into a 
superconductor, demonstrated the presence of non-
vanishing spin polarization (SP) of the tunneling 
current. This discovery may be considered as the first 
demonstration of a functioning spintronics device. Four 
years later, Jullière observed the effect of tunneling 
magnetoresistance (TMR) in a magnetic tunnel junction 
(MTJ) [40], shown in Fig. 1b. Unfortunately, the values 
of TMR observed were small and not reproducible, 
hampered by problems in making extrem
ole-free insulating layers.  
The onset of sudden increase of interest in layered 
heterostructures can be traced to the discovery of the 
interlayer exchange coupling (IEC) [41,42]. Interlayer 
exchange coupling takes place in magnetic multilayers 
in which ferromagnetic layers are separated by a 
nonmagnetic spacer. It can be conducting as well as 
insulating, as shown in Fig. 1a,b. Interlayer exchange 
coupling was first observed for metallic spacers [41] 
and was found to oscillate as a function of spacer 
thickness [42]. Experimental observation of the 
interlayer exchange coupling across an insulator has 
been much more challenging because producing a thin 
uniform insulating barrier is rather difficult. There are 
only a few reports of measurements of the coupling 
across a tunnel barrier [43- 45]. The interlayer exchange 
coupling can be explained either in terms of the spin 
torque exerted by one ferromagnet on the other [46- 48] 
or in terms of the induced den
he ferromagnets [49,50]. 
Antiferromagnetic interlayer exchange coupling in 
magnetic multilayers at certain thicknesses of the spacer 
led to the discovery of giant magnetoresistance (GMR), 
i.e. a large change in the resistance of the multilayer 
when its magnetization is altered from antiparallel to 
parallel by an external magnetic field [51,52]. GMR 
received a great deal of attention because of very large 
values of magnetoresistance (MR) (for reviews of GMR 
see Refs. 53- 60). The typical GMR values of tens of 
percent at room temperature and hundreds of percent at 
low temperatures were a dramatic improvement over 
anisotropic magnetoresistance (AMR) [61], the 
predecessor of GMR for magnetic recording 
applications. GMR is independent of the interlayer 
exchange coupling and in all later applications utilized 
the spin valve setup [62] in which one of the magnetic 
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layers is ‘pinned’ by exchange bias to an 
antiferromagnet while the other is free to rotate in 
external magnetic field (Fig. 1a). In this case, the spacer 
is thick enough to break the exchange interaction 
between the ferromagnets so that their magnetizations 
can be switched independently. The discovery of GMR 
stimulated tremendous progress in the field of spin 
electronics and led to the 2007 Nobel Prize in Physics 
being awarded to Albert Fert and Peter Grünberg, the 
GM
efs. 69- 72, and Ref. 
73 
qua
ic tunnel junction, utilizing a 
bulk
cently, spin filtering using 
mag
the bulk further 
R pioneers. 
The success of GMR in comparison to the earlier 
TMR experiments of Jullière was due to the realization 
that metallic spacers did not need to be very thin and 
could be achieved within the limits of the technology. 
This led to reliable observations of large and 
reproducible effect. However, GMR is due to band 
structure matching (Sec. 2.5) and is therefore limited in 
magnitude and restricted to a few favorable 
combinations of materials (Co/Cu and Fe/Cr). 
Eventually, the area of spin-dependent tunneling was 
reinvented after Moodera et al. demonstrated a large 
and reproducible TMR effect in amorphous Al2O3-
based MTJs [63]. The reported TMR values in Al2O3-
based MTJs were gradually improved to 70% at room 
temperature [64]. More recently the interest in spin 
dependent transport dramatically increased due to the 
reports of large TMR values about 200% in crystalline 
Fe/MgO/Fe(001) MTJs at room temperature [65,66] 
following theoretical predictions of virtually infinite 
TMR in these systems [67,68]. For reviews of TMR 
and spin-dependent tunneling see R
which focuses on Fe/MgO MTJs. 
Recently, there has been a lot of interest in 
magnetoresistive applications involving oxide 
heterostructures because of reports of half-metallic 
behavior in materials such as CrO2, Fe3O4, NiMnSb, 
and La2/3Sr1/3TiO3. Half metals are materials in which 
one spin band (channel) has a gap around the Fermi 
energy and the other is partially filled [74].  This 
implies that the electric current in such materials should 
be fully spin-polarized, i.e. carried solely by electrons 
with a certain spin orientation. This property of half 
metals, if realized, opens tremendous possibilities for 
device applications such as spin filters and spin 
injectors (for review on half metals see Refs. 75,76). In 
addition, oxides exhibit a variety of interesting 
properties: most oxides are insulating but they can be 
(half) metals or semiconductors with the appropriate 
doping. Their lattice constant is determined primarily 
by the O sublattice, which allows the production of high 
lity epitaxial heterostructures. For a review of oxide 
spintronics see Ref. 77. 
More recently, it was realized that the large number 
of degrees of freedom existing in transition-metal 
oxides (e.g. ferroelectricity and/or ferromagnetism) can 
be exploited to create additional functionalities not 
existing in conventional materials. For example, 
exciting prospects are offered by ferroelectric tunnel 
junctions (FTJ) in which a ferroelectric thin film is used 
as a barrier in a tunnel junction [78] (see Fig. 1c).  In 
FTJs with different electrodes, a potential profile is 
asymmetric with respect to the polarization orientation 
in the ferroelectric layer, producing a giant 
electroresistance (GER) effect [79,80]. Indications of 
GER have been reported in experiments on epitaxial 
Pt/Pb(Zr0.52Ti0.48)O3/SrRuO3 junctions [81]. In addition, 
multiferroic tunnel junctions (MFTJ), shown in Fig. 1d, 
in which a ferroelectric thin film is used as a barrier in 
an MTJ, could change resistance in both electric and 
magnetic fields due to magnetization switching of the 
electrodes or polarization switching of the barrier. A 
different type of multiferro
 multiferroic La0.1Bi0.9MnO3 as a barrier, has shown 
four resistance states [82]. 
Another major challenge of spintronics is the 
injection and detection of highly polarized spin currents 
in semiconductors [83].  The simplest setup is to join 
together a ferromagnet with a non-magnetic 
semiconductor and inject spins across the interface.  
However, the degree of the achieved spin polarization 
in such a device was expected to be low because the 
resistance is dominated by the (nonmagnetic) 
semiconductor [84]. Tunneling injection in the 
ferromagnet-insulator-semiconductor setup allows this 
problem to be overcome due to matching the resistances 
while preserving the spin polarization [85]. In practice, 
the Schottky barrier may be used as such a tunneling 
barrier. It appears that by controlling the Schottky 
barrier width it is possible to achieve a sizable spin 
polarization of injected electrons from a ferromagnet 
into a semiconductor [12]. Re
netic insulators as barriers was demonstrated using 
EuO [86] and NiFe2O4 [87]. 
All the above phenomena and applications are 
strongly dependent on the existence of interfaces 
between heterogeneous materials in layered 
heterostructures. The presence of interfaces is especially 
important in metal/insulator heterostructures due to 
interface states, surface electrostatic dipoles, and 
chemical bonding [88], which may change significantly 
the interface properties compared to 
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enh
the interface. A  to 
anced by the fact that interface electronic structure 
may dominate the electron tunneling.  
Interface states are solutions of the Schrödinger 
equation localized at ccording the 
Bloch theorem in a perfectly periodic solid, the wave 
function has the form ( ) ( )ie uφ ⋅= k rr r , where ( )u r  is 
a function with the periodicity of the lattice and k is a 
real wave vector, because only these solutions of the 
Schrödinger equation are normalizable at infinity. When 
the symmetry is broken by the presence of the interface, 
solutions with a complex component of the wave vector 
perpendicular to the interface, k⊥ , are possible. 
Propagating states in the metal can match the 
evanescent states in the insulator penetrating into the 
insulator and forming the so-called metal-induced gap 
states (MIGS). Matching of two decaying states on both 
sides of the interface produces an intrinsic interface 
state which decays in both directions away from the 
interface. However, if the interface state hybridizes with 
the bulk states such a state can propagate very far into 
the bulk, forming an interface resonance. Surface states 
are a particular type of interface state where evanescent 
states in the solid are matched to decaying exponents in 
the vacuum. Interface states have large density of states 
close to the interface, and so they can have important 
consequences for the band alignment at the interface, 
which determines the position of the Fermi energy with 
resp
the electronic bands of the 
sem
ce can account for the interface dipole strength 
with
entioned above using 
particular examples from our expertise in the light of 
major developments in the field. 
ect to the band gap of the insulator (semiconductor). 
For reviews see Refs. 89,90.  
Surface dipoles have an electrostatic origin. The 
second law of thermodynamics requires that the 
electrochemical potentials on both sides of the interface 
are to be the same in equilibrium. When two materials 
with different work functions are brought in contact the 
alignment of the electrochemical potential produces a 
potential difference across the interface. This potential 
is screened by charges induced in the two materials, 
which cause the formation of a space-charged layer 
(accumulation of positive and negative charges on 
either side of the interface). In metals, due to high 
electron concentration, this uncompensated charge is 
screened within a few Ångstrom. In semiconductors the 
carrier concentration is much lower than in metals and 
consequently the charge screening occurs over a relative 
large distance (many lattice spacings) away from the 
interface, bending 
iconductor and creating a Schottky barrier (charge 
depletion layer) [91]. 
Chemical bonding is another important property of 
metal-dielectric interfaces. In metals the valence 
electrons are itinerant, i.e. they form an electron gas. 
However, on the metal-dielectric interface metallic 
atoms may be close to atoms with strong electron 
affinity, resulting in valence electrons forming covalent 
or ionic bonds. This leads to a charge transfer across the 
interface, producing an atomic-scale dipole layer. 
Electric polarization of the chemical bonds across the 
interfa
out regard to the actual distribution of gap states 
[92]. 
Overall, the interfacial phenomena influence greatly 
the properties of nanoscale heterostructures. This is 
especially important for spintronics where various 
device applications rely on ferromagnetic 
metal/nonmetal heterostructures. This review will focus 
on the properties of heterostructures, especially relevant 
to spintronics, which cannot be explained entirely on 
the basis of the bulk properties of the constituents. In 
particular, we will discuss interface atomic structure 
and stoichiometry; interface electronic structure, 
including chemical bonding and interface states; and 
symmetry considerations in the context of canonical and 
next generation materials interfaces. This review is not 
intended to cover the whole research field related to 
metal/nonmetal interfaces but illustrates the significance 
of the interface phenomena m
 
2.   Principles of layered heterostructures 
 
The phenomenon of electron tunneling has been known 
since the advent of quantum mechanics, but only 
recently has it been utilized in practical devices. A 
tunnel junction, as first discussed by Frenkel [93], 
consists of two metal electrodes separated by a 
nanometer-thick insulating barrier layer (Fig. 1b). 
Although forbidden by classical physics, an electron is 
allowed to traverse a potential barrier that exceeds the 
electron’s energy. The electron therefore has a finite 
probability of being found on the opposite side of the 
barrier. A famous example is electron tunneling in 
superconducting tunnel junctions, discovered by 
Giaever, that allowed measurement of important 
properties of superconductors [94]. In the 1970s, spin-
dependent electron tunneling from ferromagnetic metal 
electrodes across an amorphous Al2O3 film was 
observed by Tedrow and Meservey [39]. The latter 
discovery led Jullière to propose and demonstrate a 
magnetic tunnel junction in which the tunneling current 
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depends on the relative magnetization orientation of the 
two ferromagnetic electrodes [40], the phenomenon 
now known as tunneling magnetoresistance [63]. With 
the progress in ferroelectric thin film deposition a new 
field of multifunctional tunnel junctions has emerged 
[78]. Kohlstedt et al. demonstrated a prototype of 
ferroelectric tunnel junction in which the resistance 
exhibits a hysteretic behavior [81]. Gajek et al. 
fabricated a multiferroic tunnel junction in which 
resistance is controlled by both electric and magnetic 
fields [82]. New kinds of tunnel junctions may be very 
useful for various technological applications including 
spin-electronic devices such as magnetic field sensors 
for high-density g and non-volatile random 
ccess memori agnetic, ferroelectric, or 
multiferroic). 
e is 
calc
n i
 recordin
es (m
, i
a
 
2.1 Ballistic conductance 
 
Classical transport theory is concerned predominantly 
with macroscopic materials, the dimensions of which 
are much larger than the electron mean free path (of the 
order of nanometers in metals). Between injection and 
detection, the electron experiences a large number of 
scattering events, therefore, this transport regime is 
known as diffusive. In this regime all phase information 
in the wave function is lost and only its amplitud
ulatied. The wave function amplitude is related to 
the number of carriers and therefore to the current.  
Recently, rapid developments in thin-film 
fabrication techniques have enabled the production of 
layered heterostructures, in which the material thickness 
in the direction perpendicular to the interfaces is of the 
order of nanometers. In such structures, the mean free 
path of the electron is comparable with the structure 
size. Thus, the carrier traverses the structure without 
scattering which is the definition of ballistic transport 
regime. In this regime correct treatment of electron 
transport it is required to keep track of the phase of the 
electron. The Landauer-Büttiker method allows to 
describe multi-terminal phase-coherent conductors in 
terms of simple concepts such as transmission and 
reflection probabilities, bypassing questions regarding 
the internal state of the conductor [95- 97]. For 
illustration purposes we consider the two-terminal 
setup, show n Fig. 2 n which the sample is assumed 
to be attached to two electrodes with chemical 
potentials Lμ  and Rμ  respectively. The current is 
the electrode summed over all energies for which there 
is an occupied state in the one electrode and 
proportional to the probability for transmission between 
a 
 
corresponding unoccupied state in the other electrode 
( ) ( ) ( )( )2 R
L
L R
e T E f E f E dE
h
μ
μ= −∫  (1) I
 
where f  are the F mi-Dirac distribution functions in 
the electrodes and T  is the probability for the electron 
to be transmitted from the left to the right electrode. In 
the case of small applied bias (linear response), the 
current is proportional to the
er
 applied bias voltage V and 
e conductance is given by 
 
th
( )22 FI eG TV h= = E , (2) 
 
where L RV μ μ= − . Only electrons at the Fermi energy 
participate in the transport. Conductance is proportional 
to the transmission probability times a conductance 
quantum (h/e2 = 12.9kΩ). The factor of 2 reflects spin 
degeneracy, in spin-polarized materials the conductance 
is a sum over the spin channels.  
 
...
I IIII I
I II
t
r
i
r
i
t
(a)
(b)
 
Fig. 2: Scattering setup: (a) interface reflection and 
transmission and (b) generalized reflection and transmission 
through a finite size scattering region. The incoming state (i) 
is partially reflected back (r) and transmitted to the other size 
(t). The generalized transmission setup is equivalent to the 
two-probe setup in which a sample is attached to semi-
finite electrodes.  
 
in
Eq. (2) can be used in this form in real space for 
systems that lack periodicity in the plane perpendicular 
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to the current: objects such as nanowires, nanotubes, or 
molecular junctions. If the system dimensions in the 
plane perpendicular to the current are much larger than 
the dimensions along the current it is convenient to 
employ a reciprocal space representation. Layered 
hete
e in dic in the interface 
plane. Thus, the wave function can be written in mixed 
) representati
 
 each
nsmis
rostructures, such as spin valves and tunnel 
junctions fall in this category. 
The wave function of a periodic system is indexed 
by the wave vector k , restricted to the first Brillouin 
zone of the reciprocal lattice. In layered structures, the 
periodicity is broken in the direction perpendicular to 
th terface but it is often perio
( || , zk on. In this case 
( )
|| ||
|| ||
, ,
, ; ,
i j
T T i j
′
′= ∑∑
k k
k k , (3) 
where  individual term represents the probability 
for tra sion from state || , ik  in the left electrode to 
state || , j′k  in the right electrode. If there is no 
scattering then Eq. (3) leads to a great simplification 
because the tunneling problem can now be solved for 
each ||k  independently. Almost all available theoretical 
work assumes epitaxial systems, in which the above 
mentioned simplifications apply. In contrast, most 
experimental work is done on amorphous barriers like 
AlOx and polycrystalline ‘electrodes’ where the 
transverse wave vector is not conserved in the process 
of tunneling. This causes problems in comparing 
theoretical and experimental results and in making 
predictions regarding decisive effects controlling spin-
dependent tunneling. Fortunately, a lot of experimental 
effort has been directed towards smaller, more defect-
free, epitaxial systems to which theoretical models 
apply. At the same time theory has advanced in the 
direction of more realistic models, including treatment 
of disorder. There are two ways to deal with disorder in 
modeling electron and spin transport – consider large 
sup
sm of localized states filling. 
used to describe the tunneling contribution 
[102]. 
the experiment 
 metal
ercells [98,99] or use mean-field techniques such as 
the coherent potential approximation [100,101]. 
The traditional view of transport as current carried 
by independent electrons fails to account for incoherent 
scattering events such as electron-electron, electron-
phonon, and electron-magnon scattering. In coherent 
transport, therefore, localized states carry no current 
because they are decoupled from the propagating states. 
However, the above-mentioned scattering processes 
would effectively introduce this coupling enabling the 
localized states to contribute to the transport on equal 
footing. The Bardeen approach to tunneling takes into 
account the transmission probability through the barrier, 
disregarding the mechani
This can
(e.g.
for majo
 be 
of localized states 
 
2.2 Spin polarization 
 
In ferromagnetic materials the spin degeneracy of 
electronic states is lifted and conductance becomes 
spin-dependent. One of the important characteristics of 
a ferromagnetic material is the degree of its spin 
polarization. This characteristic is not, however, 
uniquely defined and depends on what particular spin-
dependent property of the ferromagnet is measured. In 
addition, the measured spin polarization may depend on 
other properties of the system used in 
, the interface between the ferromagnet and 
insulator in magnetic tunnel junctions). 
One of the broadly-used definitions of the spin 
polarization involves the electronic density of states 
(DOS). Electronic bands in ferromagnetic s are 
exchange-split and consequently the DOS is different 
rity- and minority-spin electrons, ( )N E↑  and 
( )N E↓ , respectively. Since only carriers at the Fermi 
energy participate in transport, the DOS at the 
Ferm  is relevant  
 
, EF, 
i energy
( )3
1
2 v
FdSN
ασ
σ
α ασπ ∑∫= k
 
 σ e spin index (σ = ↑ or ↓), the integration is 
performed over all the sheets of the Fermi surface 
FdS
,  (4) 
where  is th
ασ , v ασk  is the Fermi velocity, and a sum is taken 
over all bands α . The spin polarization of the DOS at 
the Fermi energy is defined as follows 
 
N
N N
P
N N
↑ ↓
↑ ↓
−= +
 
The spin polarization defined by Eq. 
 . (5) 
(5) may 
however be inappropriate, as far as transport properties 
are concerned. Indeed, the current density involves 
ferromagnet characteristics which cannot be entirely 
described by the DOS, such as the velocity of electrons 
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and the transport relaxation time (in the diffusive 
transport regime). Therefore, a more relevant definition 
associated with transport is the spin polarization of the 
current 
 
J
J J
P
J J↑ ↓
 
where  J↑  and J↓  are current densities corresponding 
↑ ↓−
+ ,  (6) 
to 
 
are given by the projection of the Fermi 
surface onto the transport direction (see, e.g., Refs. 
8,104,105)  
 
=
majority and minority-spin electrons, which are 
assumed to carry currents in two parallel channels.   
In the ballistic transport regime [103] the current 
densities are uniquely defined by the electronic 
structure and 
nˆ
5
 ˆbaJ dl F
ασ∝ ⋅∑∫n Sσ α
 
This quantity is also known as the number of 
conduction channels [
.  (7) 
portional to the 
diff
 a low 
concentration of scatterers, the Boltzmann equation 
within a relaxation time approximation gives 
 
97] which is the number of states 
available at the Fermi energy. Therefore, the spin 
polarization (6), in this case, is pro
erence in the number of states available for 
conductance in the two spin channels. 
In the diffusive transport regime, for crystals of 
cubic or higher symmetry containing
diff
FJ d
ασ
σ ασ ασ
α
τ∝ ⋅∑∫ k kv S .  (8) 
 
Here αστk  is the relaxation time, which depends on the 
particular type of scatterers (defects or impurities) and 
the density of electronic states in the crystal. The 
relaxation time is spin-dependent and hence cannot be 
ignored in the definition of the spin polarization in the 
diffusive transport regime. There has been much effort 
invested in the understanding of spin-dependent 
tran
nitio
 a role in the magnitude of the spin 
polarization as determined from photoemission 
nts.
sport in bulk ferromagnets [106- 109], and in GMR 
structures [53-60,110].   
Eqs. (5), (6) together with Eqs. (4), (7), (8) give us 
three completely different defi ns of the spin 
polarization.  In definition (5) the DOS is determined as 
a sum over the Fermi surface of 1/ Fv  and applies best 
to spin-polarized electron spectroscopies such as spin-
polarized photo ission and inverse photoemission. 
Since d-electrons are localized and consequently the 
Fermi velocity Fv  of the d-electrons is very low, the 
spin polarization is mainly determined by the exchange 
splitting of the d bands. We should note however that 
matrix elements which determine the transition 
probability of electron photoemission from a one-
electron orbital to a free state may be spin-dependent 
and hence may
em
 play
experime   
In definition (6) with the current density given by 
Eq. (7) balJσ  counts the number of states at the Fermi 
surface and the spin polarization is determined by the 
difference in the number of Bloch states at the Fermi 
ene
 of the spin-dependent 
con
rgy. This definition is relevant to Andreev reflection 
experiments [105,111].  
Finally, the diffusive transport spin polarization 
(Eqs. (6) and (8)) contains a sum over the Fermi surface 
weighted by the Fermi velocity weighted by the 
relaxation time. Since dispersive s-like bands have high 
velocity they largely contribute to conductivity (8), 
while the d bands provide final states for scattering of 
the s electrons [38]. Due to exchange splitting of the d 
bands, the probability of scattering into these states is 
proportional to their density, so that the scattering rates 
are spin-dependent. Although this picture is too 
simplified, in view of the strong hybridization between 
the s and d states, it forms a useful basis for a 
qualitative understanding
duction in the diffusive transport regime (see Ref. 
58 for further discussion).  
Neither of the three definitions given above are 
fully related to the spin polarization of the tunneling 
current measured in experiments by Tedrow and 
Meservey [39,69] on tunneling from a ferromagnet 
through an insulator into a superconductor. The results 
of these experiments were, first, interpreted in terms of 
the spin-dependent density of states, i.e. Eq. (5).  It was 
found however, that there is inconsistency between the 
measured and predicted values of the spin polarization. 
Experimentally it was observed that the spin 
polarization of the tunneling conductance from all the 
3d ferromagnetic metals and their alloys is positive, 
which implies that the majority-spin electrons tunnel 
more efficiently than their minority-spin counterpart. 
This is in a contradiction with the bulk band structure, 
at least for the two ferromagnetic metals Co and Ni, 
which have the dominant contribution of the minority 
spins at the Fermi energy causing the respective spin 
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polarization of the DOS, Eq. (5), to be negative. This 
fact was later explained by Stearns [112], who assumed 
that the most dispersive bands of ‘itinerant’ electrons 
provide essentially all the tunneling current. Assuming 
that conductance is proportional only to the DOS of the 
itinerant electrons the spin polarization becomes 
 
k
k k
P
k k
 
where k↑  and k↓  are the Fermi wave vectors of the 
majority- and minority-spin itinerant electrons. Using a 
realistic band structure of Fe and Ni, Stearns was able to
↑ ↓
↑ ↓
−
+ ,  (9) 
 
exp
 explicitly a tunneling barrier 
and demonstrated that in the general case the tunneling 
polarization is expressed 
 
=
lain experimental values (measured at that time) of 
the tunneling spin polarization for these ferromagnets.  
Later, Slonczewski [46] generalized this free 
electron model to include
2
2tun k
k k
P P
k kκ ↑ ↓+
 
where κ  is the decay rate of the wave function in the 
barrier region. For a high potential barrier ( ,k kκ
κ ↑ ↓− ,  (10) =
↑ ↓ ) 
one recovers Eq. (9). Eq. (10) suggests that the spin 
polarization of the tunneling current depends not only 
on the properties of ferromagnetic electrodes alone ( k↑  
and k↓ ) but also on the barrier height entering Eq. (10) 
through κ . 
Slonczewski’s formula (10) for the tunneling spin 
polarization can be written in a different way 
 
tun
T T
P
T T
↑ ↓
↑ ↓+
−
,  (11) 
where T↑  and T  are given by 
 
=
 
↓
2 2kσ
4 kT σ
σ
κ
.  (12) κ +
 
The physical interpretation of T
=
σ  is the spin-dependent 
transmission probability from the ferromagnetic 
electrode to the barrier across the interface [73]. Thus, 
the tunneling spin polarization involves explicitly 
properties of the interface between the ferromagnet and 
the insulator.  
 express  the spin polarization has form The ion for
L & ( )RT
σ k &  characterizing left and right 
interfaces respectively and the 
[73, ] 
(11) if the transmission coefficient can be decoupled 
into the product of two interface transmission functions 
( )T σ  and k
exponential decay factor 
113
 ( ) ( ) ( )2|| || ||dL RT T e Tσ κ σσ −=k k k , (13) 
 
where d is the insulator thickness. This is possible 
provided that the barrier is sufficiently thick (no 
multiple scattering) and if there is only one dominant 
evanescent state controlling the transmission through 
the insulator [113]. Thus, it is important to realize that 
in experiments on spin-dependent tunneling (injection) 
the relevant spin polarization depends on more than just 
the 
rth
noting that we do not always measure a polarization that 
itio
spin polarized electrode but also involves properties 
of the insulator and the ferromagnet/nonmetal interface 
and the barrier layer.  
Overall, from the above discussion, it is wo  
follows the usual defin n Eq. (5). As we have just 
noted, there are corrections for the Fermi velocity ,v↑ ↓  
and electron relaxation ,τ↑ ↓ . Even measurements of the 
polarization that are Fermi-velocity and relaxation-time 
independent, as in the case of spin-polarized 
photoemission and inverse photoemission, may still 
depend on the wave vector and details of the interface 
band structure. Thus quoted experimental polarization 
must be treated with caution and needs to be interpreted 
lar experiment.  
independently. A reversal of the magnetic orientation of 
the electrodes from antiparallel to parallel by applied 
in the context of particu
 
2.3 Magnetoresistance 
 
Layered heterostructures, such as spin valves (Fig. 1a) 
and magnetic tunnel junctions (Fig. 1b), consist of 
magnetic electrodes separated by a spacer layer. The 
magnetic electrode means any conducting material 
which exhibits a finite spin polarization at the Fermi 
energy, usually ferromagnetic, but ferrimagnetic and 
canted antiferromagnetic may also be considered. The 
magnetization of the electrodes can be switched 
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magnetic field produces a change in the electrical 
resistance of the heterostructure. Magnetoresistance 
(MR) is normally quantified by the ratio1  
 
MR AP P P AP
P AP
R R G G
R G
− −= = ,  (14) 
 
where PR  and APR  are resistances, and PG  and APG  
are conductances measured for the parallel and  
anti
higher than 
the 
ed i.e. GMR is a (real) band 
stru
TMR is a complex band structure 
atching effect. 
 
                                                
parallel magnetization of the electrodes. 
The origin of MR stems from the fact that electrons 
preserve their spin while traversing the spacer layer, 
which creates imbalance in the electric current carried 
by electrons with different spin projections. In the 
parallel configuration the electrons can tunnel to the 
same states on the other side of the barrier, while in the 
antiparallel configuration this might not be possible due 
to band structure mismatch (Fig. 3). Thus, the resistance 
of the antiparallel configuration is typically 
resistance of the parallel configuration.  
This type of resistance change in an external 
magnetic field was first observed in magnetic metallic 
multilayers and became known as giant 
magnetoresistance. GMR requires that the Fermi 
surface of the spacer matches one of the spin channels 
very well, so that the resistance of at least of one of the 
spin channels in the parallel configuration is lower than 
that of the antiparallel. Propagating states on both sides 
of the interface are match
cture matching effect. 
The corresponding effect in magnetic tunnel 
junctions is known as tunneling magnetoresistance. 
TMR depends on the complex Fermi surface of the 
insulator, which provides rates of decay for the different 
states in the insulator. At the interface, propagating 
states in the electrodes are matched to decaying states in 
the barrier i.e. 
m
 
1 This definition is known as ‘optimistic’ because the ratio 
can be infinite. An alternative ‘pessimistic’ definition is 
( ) ( )MR P AP P APG G G G= − +  according to which the ratio is 
limited to . 100%±
 
 
Fig. 3: A magnetic heterojunction characterized by parallel or 
antiparallel magnetization of the left (L) and right (R) 
ferromagnetic electrodes (left panels) and schematic 
representation of tunneling transitions between exchange-
split spin bands in the ferromagnetic electrodes (right panels).  
 
The relationship between TMR and the spin 
polarization measured in the Tedrow-Meservey 
experiment [39] was established by Jullière [40]. 
Jullière’s model for TMR is based on two assumptions. 
First, it assumes that spin of electrons is conserved in 
the tunneling process. If the two ferromagnetic films are 
magnetized parallel, the minority spins tunnel to the 
minority states and the majority spins tunnel to the 
majority states (Fig. 3, top panel). If, however, the two 
films are magnetized antiparallel the identity of the 
majority- and minority-spin electrons is reversed so that 
the majority-spins of the left electrode tunnel to the 
minority-spin states in the right electrode and vice versa 
(Fig. 3). Second, Jullière’s model assumes that the 
conductance for a particular spin orientation is 
proportional to the product of the DOS of the two 
ferromagnetic electrodes. According to these 
assumptions, the conductance for the parallel and 
antiparallel alignment, GP and GAP respectively, can be 
written as follows:  
 
P L R L R
AP L R L R
G N N N N
G N N N N
↑ ↑ ↓ ↓
↑ ↓ ↓ ↓
∝ +
∝ +
nN
  (15) 
 
where ↑  and  are the DOS of the left and right 
ferromagnetic electrodes (designated by index n = L, R) 
for the majority- and minority-spin electrons. 
Substituting Eq. 
nN
↓
(15) to Eq. (14) we arrive at Jullière’s 
formula  
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2TMR
1
L R
L R
P P
P P
= − , (16) 
 
where  and  are the spin polarizations of the 
ferromagnetic electrodes given by Eq. 
LP RP
(5).  
From the discussion of Sec. 2.2 we know, however, 
that the spin polarization of the DOS alone is not 
relevant to describe tunneling experiments. 
Nevertheless, Jullière’s model makes good sense 
because it disregards the nature of the DOS entering Eq. 
(5). As long as the conductance per spin can be 
represented as a product of two quantities characterizing 
left and right electrodes (or left and right interfaces), we 
arrive at Eq. (16) for TMR. A more realistic description 
of the tunneling conductance given by expression (13) 
assumes such a decoupling of the transmission 
coefficient and consequently allows one to represent 
TMR in form (13) with spin polarization given by Eq. 
(11). This makes the applicability of Jullière’s formula 
more general. 
 Indeed it appears that the most recent spin 
polarization values with Al2O3 barriers, obtained using 
the Tedrow-Meservey technique, agree reasonably well 
with the maximum TMR values reported with Al2O3 
barriers within Jullière’s model (see Ref. 71 for details). 
Therefore it has become customary to interpret 
experimental data in terms of the Jullière formula, 
although this is an oversimplification of the factors that 
contribute to TMR. However, it is now commonly 
accepted that the spin polarization entering the Jullière 
formula is due to the ferromagnet/barrier complex 
rather than the ferromagnet alone. 
 
2.4 Electroresistance 
 
Yet another concept is the ferroelectric tunnel junction 
(FTJ), which takes advantage of a ferroelectric as the 
barrier material [78]. Ferroelectrics possess a 
spontaneous electric polarization that can be switched 
by an applied electric field. If the two interfaces are 
different a reversal of the barrier polarization 
orientation by external electric field can produce a large 
change in the electrical resistance of the FTJ, which is 
dubbed a giant electroresistance effect (GER) [79]. 
GER can be defined by 
 
 GER G G
G G
→ ←
→ ←
−= + ,  (17) 
 
where (G→ G← ) are the conductances measured for the 
electric polarization of the barrier pointing towards the 
left (right) electrode respectively. Polarization affects 
the interface transmission function by changing (i) the 
electrostatic potential at the interface; (ii) interface 
bonding strength; and/or (iii) strain associated with the 
piezoelectric response (see Fig. 4). 
In FTJs with a thin ferroelectric layer, the screening 
of polarization charges is incomplete and consequently 
there is a non-vanishing depolarizing field inside the 
ferroelectric. For an FTJ with asymmetric electrodes, 
e.g. having different density of carriers and screening 
lengths, the electrostatic potential associated with the 
depolarizing field is different depending on the 
direction of the electric polarization (see Sec. 5.1 for 
further discussion). This leads to the GER effect [79].   
In addition, the reversal of the electric polarization 
in FTJs changes the direction of atomic displacements 
in the ferroelectric, thereby changing the atomic and 
electronic structure at the ferromagnet/barrier 
interfaces. Thus, in a junction with asymmetric 
interfaces this difference can translate into change of 
the junction resistance. 
 
 
 
Fig.  4: Mechanisms affecting tunneling in ferroelectric 
tunnel junctions: (1) electrostatic potential at the interface, (2) 
interface bonding, (3) strain. Adopted from Ref. 78. 
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Finally, ferroelectricity is produced by ionic 
displacements, thus it is intimately related to structural 
deformations and piezoelecticity. This, latter application 
of electric field (bias) can cause a physical deformation 
of the barrier affecting the barrier thickness, the 
structure of the interface, and the atomic displacements 
within the barrier. In addition the in-plane strain can 
influence the magnetization and the anisotropy of the 
electrodes (see Sec. 5). 
 
2.5 Band structure and symmetry matching 
 
Theoretical calculations of the ballistic conductance 
provide insights into the phenomenon of spin-dependent 
tunneling and magnetoresistance. Despite the fact that 
such calculations have become increasingly 
commonplace there is still considerable lack of intuition 
of what they entail. The key point to understanding 
ballistic conductance is that when the electron mean 
free path is comparable to the heterostructure 
dimensions the only source of resistance is reflection at 
the heterostructure interfaces. Thus, the conductance 
problem is boiled down to calculating reflection and 
transmission coefficients through a scattering region 
(barrier) attached to semi-infinite electodes. In the 
linear response regime (at small bias) only the electrons 
at the Fermi level participate in the transport. This 
problem is a generalized version of the tunneling 
through a rectangular potential barrier problem seen in 
elementary quantum mechanics.  
We can carry the analogy between (i) the 
rectangular barrier problem and (ii) the general two-
probe setup deeper. First consider the electrodes: for (i) 
the solutions outside of the barrier are plane waves 
which are solutions of the Schrödinger equation with 
constant potential . In (ii) the solid electrode 
solutions are propagating (Bloch) waves which are 
solutions of the Schrödinger equation for a periodic 
potential. There can be more than one such state 
corresponding to different bands crossing the Fermi 
level. These propagating states are found by solving the 
real band structure of the electrode material.  
FV E<
In the barrier region for (i) the solutions are 
decaying exponents corresponding to a solution of the 
Schrödinger equation for a constant potential V . 
For (ii) in the scattering region we have decaying 
(evanescent) wave functions corresponding to solutions 
of the Schrödinger equation for energies in the gap of 
the solid. It should be recognized that there is more than 
just one decay rate corresponding to tunneling through 
different higher laying bands. This is refered to as the 
complex band structure of the solid. Thus, the scattering 
region can be represented as a set of barriers which can 
be seen by the incoming electron depending on the 
symmetry of its wave function and its wave vector k . 
FE>
&
Finally, in (i) the plane wave are matched to the 
decaying exponent (1-to-1) at the two interfaces to 
obtain the transmission coefficient. Similarly in (ii) the 
Bloch states in the electrodes are required to match the 
evanescent states in the barrier (many-to-many) at both 
interfaces to obtain transmission coefficients for each 
state on the one side to each state on the other side.  
2.5.1 Complex band structure 
 
By band structure we mean the available energies for a 
given point, k ( )E E= k , obtained as the solution of 
the Schrödinger equation ( . The wave 
function is expanded in a set of atomic orbitals 
) 0H E ψ− =
( ) , ,ie Cααψ α⋅=∑ k Rk Rr R , where  are the 
atomic positions and 
R
α  is a combined orbial/spin 
index. Then the Schrödinger equation is solved for its 
eigenvalues (energy bands) and eigenvectors (wave 
function coefficients). 
In a layer geometry  and the wave 
function expansion , 
( ,k⊥=k k&
( )
)
, ,l α , ,
le C k lα
ik
kψ α&⊥k& ⊥ = ∑r , 
where l denotes the layer positions and 
|| ||
||
, ik l e , lα α⋅=∑ k RR& R&  are called planar orbitals 
because they are centered at a given layer [114]. Then, 
the band structure is determined by the eigenvalues of 
the equation 
 ( ) 0ijik jj ij
j
C e H ES⊥∑ − = ,  (18) 
 
where , , ,i jH i H jk& &= k   is the Hamiltonian 
matrix element and , , ,i jS i= k k& & j  is the planar 
orbital overlap. This problem is usually solved in 
reverse, i.e., for given E  and  all the possible values 
of 
k&
k⊥  are found by doubling the size of the linear 
system of equations [115]. In this way all formal 
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solutions (both real and complex) are obtained. We can 
find all propagating ( ) and evanescent (k⊥ ∈\ k⊥ ∈^
Im 0k⊥ >
) 
states for the bulk materials on both sides of the 
interface. The eigenvalues come in pairs: propagating 
(  if ) or decaying to the right (  
if ) or and propagating (  if 
0gv >
k⊥ ∈
k⊥ ∈\
^ 0gv < k⊥ ∈\ ) or 
decaying (  if )  to the left, where Im k⊥ < 0 k⊥ ∈^ gv
,I jk
 
is the group velocity. The evanescent states connect to 
the propagating states only in critical points, such as 
zone edges or band crossings. Therefore, only 
propagating and evanescent states of the same 
symmetry have non-vanishing matrix elements [116].  
The collection of all propagating and evanescent 
states in a given range of energies is known as the 
complex band structure of the solid. In systems with 
interfaces, complex solutions of  which decay away 
from the interface are legitimate solutions. In bulk 
materials complex values of  are not normalizable at 
infinity and the band structure is completely real. 
However, even in this case complex solutions are 
usefull because they provide the decay rates for carriers 
injected at energies falling in the gap of insulators or 
semiconductors. Finally, we do need all real and 
complex solutions in order to set up correctly the 
scattering problem. 
k⊥
k⊥
 
2.5.2 Interface matching: reflection and transmission 
coefficients 
 
In order to obtain reflection and transmission 
coefficients we first consider the simplest case of one 
interface between the two materials I and II (Fig. a). We 
investigate the matching at the boundary of the states on 
the left to the states on the right.  There is one incoming 
state in region I, , one of the right going propagating 
states in this material. This state is partially reflected at 
the interface in a number of left going states
,I ik>
<  in 
region I and partially transmitted to right going states 
 in region II. The wave function in the presence of 
the interface in response to an incoming state from the 
left is 
,II jk>
 
, ,
,
0 0
, ,
,
1
, ,
,
I i I j
II j
I Iik l ik lI i I j
i l ij l
l j l
IIik lII j
ij l
j l
C e l r C e l
t C e l
ψ > <
<
=−∞ =−∞
∞
=
= +
+
∑ ∑ ∑
∑ ∑
k k
k
& &
&
 (19) 
where it is assumed that the interface separates layers 
0l =  (material I) and layer  (material II), and the 
three terms stand for incoming wave, reflected wave, 
and transmitted wave respectively. The index  labels 
one of the right-moving propagating states in region I 
and the sum over 
1l =
i
j  runs through all (propagating and 
evanescent) left going states in region I in the first term 
and all right going states in region II in the last term. 
Although evanescent states will not contribute to the 
current both propagating and evanescent states have to 
be included in order to satisfy the boundary conditions. 
The Schrödinger equation in the presence of the 
interface is ( ), 0im H E ψ−k& = , where 
,..,m = −∞ ∞  runs over all layers in the electrodes and 
the sample. If  is far from the interface then each of 
the terms in the equation automatically satisfies the 
Schrödinger equation, Eq. 18, for that material and the 
above equation will be satisfied trivially. Only a finite 
number of equations around the interface will be 
nontrivial which could be solved for the unknown 
coefficients [
m
117]. 
 
 
 
Fig. 5: Formation of interface resonant states from pure 
interface states within a one-dimensional tight-binding model 
representing a semi-infinite metal electrode connected to an 
insulator. DOS on the interface atom is shown as a function 
of the reduced energy ε and the bond strength w between the 
interface atom and the electrode. A one dimensional chain 
forms a continuum of states, which expand from ε = -2 to ε = 
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2. When the bonding is strong the bonding-antibonding states 
lie beyond the continium, and therefore represent pure 
interface states. When the bonding becomes weaker the 
bonding-antibonding states fall in the continuum and develop 
into interface resonances. Adopted from [118]. 
 
This set of equations allows us to obtain the 
transmission (matching) t  coefficients between every 
pair of states at the interface. We can distinguish several 
possible scenarios: first, if  falls in the real bands of 
both materials, there will be wave propagation through 
the interface corresponding to nonzero matching 
coefficients between propagating states in I and II. If 
the states on both sides are similar then  and if they 
are dissimilar then . Moreover, a propagating 
state can transmit in more than one state on the other 
side.  
E
1t ≈
1t 
Second, if E  falls in a gap of one of the materials, 
there will be nonzero matching coefficients between 
propagating states on the one side and evanescent states 
on the other side, i.e., metal-induced gap states. These 
play a major role in determining the position of the 
Fermi level and band alignment. 
Finally, if  falls in a gap of both materials, there 
are nonzero matching coefficients between evanescent 
states on both sides, which gives rise to pure interface 
states. Since in this case there is no incoming wave, the 
system of equations is homogeneous and the 
determinant of the coefficients must vanish, which is a 
criterion for the existence of pure interface states. In 
metals pure interface states may exist in parts of the 
Brillouin zone with no real bands. Where real bands are 
present the interface states hybridize with the bulk 
states and develop into interface resonances. Fig. 5 
illustrates the formation of interface resonant states 
within a one-dimensional tight-binding model 
[
E
118,119]. 
 
2.5.3 Relation to transport 
 
Similar formalism can be invoked to relate the 
wavefunction matching to the transport through layered 
heterostructures such as spin valves, MTJs, and FTJs 
[120]. In this case, as is seen in Fig. 2b, there is a finite 
size slab (region III) between the two semi-infinite 
electrodes (regions I and II). Again we consider an 
incoming state from the left electrode  which is 
partially reflected at the interface in a number of left 
going states
,I ik>
,I jk<  in region I and partially transmitted to 
right going states  in region II. However, these 
states are not directly matched to each other but instead 
they are independently matched to the wave function in 
the slab at each interface. The slab wave function is 
written as a linear combination of all possible solutions 
in region III. The wavefunction of the whole system can 
be written as 
,II jk>
 
( )
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,
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(20) 
 
where the third term contains a linear combination of all 
(propagating and evanescent) states within the slab  
material [117]. Again the solution of the Schrödinger 
equation ( ), 0im H E ψk& − =  leads to expressions 
for the transmission amplitudes t  between states on the 
left and on the right of the spacer. In terms of these, the 
transmission is given by  
 
†TrT tt⎡ ⎤= ⎣ ⎦ .  (21) 
 
This allows for calculation of the conductance using the 
Landauer-Büttiker expression (2) (for recent review see 
Ref. 121). Although evanescent states are necessary for 
a proper accounting of the boundary conditions at the 
interfaces, far from the interfaces only the propagating 
states contribute to the transport.  
The relationship between wave function matching 
at the interfaces and the conductance sheds more light 
on the origin of TMR. Spin-dependence of the tunneling 
current can be deduced from the symmetry of the Bloch 
states in the bulk ferromagnetic electrodes and the 
complex band structure of the insulator [67,122]. The 
first observation is that electrons tunneling with || 0≠k  
travel further in the insulator; therefore, if the insulator 
is thick only states around the Γ  point ( || 0=k ) 
contribute to the conductance. States at the Γ  point 
have a well defined symmetry. By identifying those 
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bands in the electrodes that are coupled efficiently to 
the evanescent states decaying most slowly in the 
barrier, one can draw conclusions about the spin 
polarization of the conductance.  
For a broad class of insulating materials the states 
belonging to the identity representation (i.e. those that 
are fully symmetric) should have minimum decay rates. 
This representation is comparable to the s character 
suggesting that s bands should be able to couple most 
efficiently across the interface and decay slowest in the 
barrier. For Fe, Co, and Ni ferromagnets the majority-
spin states at the Fermi energy have more s character 
than the minority-spin states. Thus, the majority 
conductance is expected to be greater than the minority 
conductance resulting in a slower decay with barrier 
thickness for the former.  
These symmetry arguments are illustrated in Fig. 6 
for Fe and MgO and explain nicely the large values of 
TMR predicted for epitaxial Fe/MgO/Fe junctions 
[67,68]. Away from the Γ  point the states are 
superpositions of the different symmetries and they 
exhibit different rates of decay in the barrier. First the 
decay rate is high as the faster decaying components die 
out, and then all states decay with the same decay rate. 
Thus, if a larger portion of the Brillouin zone 
contributes to the conductance, TMR decreases. 
 
Fig. 6: (a) Complex band structure of MgO at the Γ  point. 
Two evanescent states with lowest decay rates are shown. 
The position of the Fermi level, EF, in a Fe/MgO/Fe MTJ, the 
top of the valence band, Ev, and the bottom of the conduction 
band, Ec, are displayed by dashed lines. (b) Spin-resolved 
band structure of Fe along the [001] direction. Bands are 
labeled by their symmetry representation. Thick lines mark 
the Δ1 bands that match the symmetry of the evanescent state 
in MgO having the lowest decay rate. Taken from Ref. 72. 
Although for sp-bonded insulators the s-like states 
have the lowest rate of decay there are some cases like 
TiO2, SrTiO3, and other transition metal oxides in which 
the complex band structure of the insulator has multiple 
evanescent states with comparable rates of decay that  
allow efficient tunneling of the d states from the 
electrodes [123]. Negative spin polarization was 
observed for the Co/SrTiO3 [124], Co/TiO2 [125] and 
Co/LaAlO3 interfaces [126]. For the former two 
interfaces the negative spin polarization is due to the Ti 
3d states which have a large density in the minority-spin 
channel at the Fermi energy, whereas for the latter 
interface it is  probably due to tunneling through the La 
4d states [127].   
In general, if there is one state in the barrier of an 
MTJ with much lower rate of decay than the rest, 
conductance is proportional to  2
L R
L d RT e Tκ−M
T↓
G↓↓
PG G
M , where 
 is the interface transmission function for a given 
direction of the magnetization in the electrodes, . 
Thus, substantial imbalance between majority and 
minority conductance occurs when there is a state in 
one of the spin channels which matches the evanescent 
state at the interfaces much better than any of the states 
in the other channel, e.g.  as in the case of 
Fe/MgO interface. Thus,  which produces 
the large spin polarization. Also, 
TM
M
G
T↑ 
G↑↑ 
↑↑ ↓↓= +  
APG G G↑↓ ↑↓= +  which is the source of the large 
TMR ratio. 
Similarly, in an FTJ the conductance is proportional 
to  where T  is the interface transmission 
function for a given direction of the polarization of the 
barrier, . Let us assume one interface ferroelectrically 
dead, e.g.  as in the case of BaO terminated 
BaTiO3. Then, ferroelectric displacement of the 
interface atoms will cause imbalance between the two 
polarization states, T
2L dT e Tκ−P
P
RT =P
R
P
const
P
T← →≠ , which leads to G G← →≠  
and the GER effect. 
Symmetry considerations also play an important 
role, in scanning tunneling microscopy (STM) as well. 
Evidence of coverage dependent band structure 
symmetry effects in STM has been identified for Gd 
overlayers [128,129]. 
These symmetry arguments have their limitations. 
First, they assume that the barrier is sufficiently thick so 
that only a small focused region of the surface Brillouin 
zone contributes to the tunneling current. For realistic 
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MTJs with barrier thickness of about 1 nm this 
assumption is usually unjustified. Second, despite the 
presence of certain selection rules for tunneling, there is 
no general rule preventing the Bloch states composed 
mostly of the d orbitals from tunneling through barrier 
states that have no d character. Symmetry strictly 
forbids tunneling only in special geometries for special 
values of the wave vector. Therefore, symmetry 
considerations alone are not always sufficient to predict 
the spin polarization. It is critical to take into account 
the electronic structure of the ferromagnet/barrier 
interfaces, which controls the spin polarization.  
2.6 Interface states 
 
It is well-known that metal surfaces often exhibit 
electronic bands that are localized at the surface 
[88,130- 133]. A similar behavior occurs at metal-
insulator interfaces, as well as semiconductor-insulator 
interfaces. The respective localized bands at the 
interface are known as interface states.  In essence, the 
origin of all such states may be construed as lying in the 
breakage of translational symmetry inherent in creation 
of the surface or interface. Combinations of energy and 
wave vector that are disallowed in the bulk (due to the 
confluence of elemental composition and symmetry 
considerations) become permitted at the surface, 
although they must necessarily decay rapidly within the 
selvedge. 
 
Fig. 7: Schematic energy band diagram of n-type 
semiconductor-metal contact for (a) abrupt junction with no 
interface states and (b) with interface states. Adopted from 
Ref. 91. 
 
The topic of interface states has received a lot of 
attention in the context of the technologically important 
metal-semiconductor interfaces. In order to explain the 
rectifying behavior of such contacts, Schottky [134] 
and Mott [135] suggested the existence of a potential 
barrier at the interface (Schottky barrier). Quantitative 
predictions of the Schottky barrier height based on the 
Schottky-Mott model did not fit early experimental 
evidence [89,90]. This was attributed to the presence of 
interface states in the gap, including, intrinsic interface 
states [136], metal-induced gap states [137], as well as 
defect- or disorder-related states. These models assume 
that the distribution of states in the gap is essentially a 
semiconductor property and the charge neutrality level 
of the gap states determines the Schottky barrier height. 
Later, it was proposed that polarization of chemical 
bonds at the interface may account for the actual 
Schottky barrier height [138]. 
The Schottky-Mott model is a non-interacting 
model, which does not take into account charge 
redistribution across the interface. The second law of 
thermodynamics requires that the electrochemical 
potentials on both sides of the interface are the same at 
equilibrium, I IIμ μ= . For metal-metal interfaces, 
where the two metals have different work functions ( Iϕ  
and IIϕ ) the alignment of the electrochemical potential 
causes a potential difference across the interface, 
I IIϕ ϕΦ = −  [88]. The potential is screened by the 
electron gas within a few Ångstroms, which create an 
interface dipole layer several lattice parameters in size. 
For metal-semiconductor interfaces, the Schottky-
Mott model predicts that Schottky barrier height equals 
the difference between the metal work function, Mϕ , 
and the semiconductor majority carrier band edge (see 
Fig. 7a). For an n-type semiconductor  
 
n M Sϕ χΦ = − ,  (22) 
 
where Sχ  is the electron affinity. For a p-type 
semiconductor  
 
p SI MϕΦ = − ,  (23) 
 
where  SI  is the ionization energy. This potential is also 
screened, but due to the low carrier concentration in the 
semiconductor it produces a macroscopic charge 
depletion region resulting in band bending. This non-
interacting model predicts strong dependence of the 
Schottky barrier height on the metal work function 
which is not confirmed experimentally.  
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The problem is addressed by taking into account the 
charge rearrangement at the interface. The barrier 
height becomes  
 
p S MI eϕΦ = − − Δ ,  (24) 
 
where  is the potential drop at the interface due to this 
charge transfer producing an interface dipole. The 
interface dipole is essential for the band alignment at 
the interface and the overall transport properties. 
Various competing theories differ as to the origin of the 
charge transfer. 
Δ
One possibility is the pinning of the Fermi energy 
by interface states as illustrated in Fig. 7b. Intrinsic 
interface states are states localized close to the interface, 
formed by matching the evanescent solutions of the 
Schrödinger equation on either side of the interface 
[136]. If these states fall in the gap of both materials 
they are pure interface states. Otherwise, they are mixed 
with propagating states and form interface resonances, 
which can propagate far into the insulator 
(semiconductor). Upon contact, the charge may be 
trapped by the interface states resulting in the pinning of 
the Fermi level. Defect- or disorder-induced interface 
states act in a similar way.  
Second, there exist metal-induced gap states in an 
insulator (semiconductor). These are propagating states 
in the metal that penetrate across the metal/insulator 
(semiconductor) interface in the gap of the insulator 
(semiconductor) due to coupling to evanescent states 
[137]. The charge density in the gap is compensated by 
loss of charge density in the valence and conduction 
bands. There is a charge neutrality level (CNL), 
somewhere close to midgap, at which the valence and 
conduction band contributions to the density of states is 
equal. Uncompensated charge causes large electrostatic 
potential and, therefore, it is argued that the Fermi level 
lies close to the charge neutrality level. It can be shown 
that charging the gap states acts as a negative feedback 
to dampen changes in the metal work function 
 
( ) ( )1p GS S M GS CNI Lγ ϕ γΦ = − + − φ . (25) 
 
Here CNLφ  is the potential corresponding to the charge 
neutrality level. 1GSγ =
0GS
 if the density of the gap states 
 is zero (in which case we recover the Schottky-
Mott model) and 
GSD
γ =  if  is large [GSD 138].  
Finally, chemical bond polarization is the 
redistribution of charge in the interface band when the 
two atoms have different electronegativity. In this case, 
the above expression (25) applies but the coefficient Bγ   
is related to bond polarization [138]. Although it is 
certain that all these processes take place at the 
interface, it is very difficult to assess experimentally 
their relative importance. 
The same reasoning applies to the problem of band 
alignment in metal-insulator interfaces. The main 
difference is that there are no free carriers in the 
insulator so there is no screening of the interface dipole 
and no band bending. In general, the size of the 
depletion region in semiconductors is of the order of 
microns, which implies that band bending will not be an 
important effect in nm-scale heterojunctions. 
2.7 Resonant transmission 
The presence of localized states in the tunnel 
heterostructures can significantly modify the 
mechanism of tunneling, leading to so-called resonant 
transmission. There are two distinct types of resonance 
phenomena associated with localized states at the 
interfaces of the heterostructure (due to interface states) 
[139] or in the barrier layer (due to defects or 
impurities) [140].  
Interface states in MTJs appear as states with high 
density of states close to the interface and decaying 
exponentially away from the interface. Their natural 
width, Γ , is related to the coupling of the interface 
states to bulk states in the electrodes through various 
scattering mechanisms. Due to the localization, 
interface resonances have very large DOS in a certain 
narrow energy range close to the Fermi energy due to 
interface state pinning of the Fermi level. In asymmetric 
junctions this increased DOS translates to higher 
transmission due to tunneling through the interface 
resonance. In symmetric junctions, however, two 
interface resonances can form bonding and antibonding 
states in a manner analogous to bonding in diatomic 
molecules [139]. If the lifetime of the interface 
resonances is large enough and the barrier thickness 
small enough so bonding and antibonding states can 
form then both electrons reside in the symmetric 
(bonding) state and traverse the barrier coherently i.e. 
without tunneling and respectively attenuation. This 
type of resonant transmission has been shown to be very 
important for very thin MTJs (see Sec. 3.3). 
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A different type of resonant effect appears when 
there are localized states inside the barrier due to 
defects. In this case the electron can experience 
enhanced transmission due to hopping through the 
defect level if their energies coincide. The prototype 
system to study resonant tunneling is a quantum well 
between two tunneling barriers [97]. If a quantum well 
level falls between the chemical potentials of the 
electrodes, the transmission in the vicinity of the level is 
 
( ) ( )2 2 / 4
L R
d L R
T σ σσ
σ σε ε
Γ Γ= − + Γ + Γ ,  (26) 
 
where  is the level broadening due to the left 
(right) electrode, 
( )L RΓ
dε  is the defect level position, and σ  
indicates the spin channel. The transmission has a 
resonance at energy dε ε= . This type of resonant 
transmission can be important for very thin barriers in 
which transport properties can be determined by the 
presence of a single defect (see Sec. 4.4). 
 
3. Interface electronic structure 
 
It might be argued that the influence of surface- or 
interface-localized states on electronic transport 
properties would be minimal, because they do not 
extend into the bulk of the metal and thus cannot 
support a current. Through their coupling with 
propagating states, however, it is evident that such 
localized states can, in fact, contribute significantly to 
the overall flow of current through a surface or 
interface. There are a number of scattering mechanisms 
contributing to the coupling: phonon, magnon and 
scattering from defects. 
Typical phonon energies are very small compared 
to the Fermi energy, but they do carry significant crystal 
momentum. Their emission or absorption can allow 
scattering of electrons and holes between surface states 
near the zone center and bulk states nearer the zone 
edge. In this way, current may flow into or out of the 
surface by means of a two-step process: tunneling 
between tip and surface state (in the case of STM), or 
across an interface; followed by scattering between the 
surface/interface states and bulk states. Since surface 
states extend considerably further into the vacuum than 
typical bulk states, and interface states may extend deep 
into a dielectric in a tunnel junction, this scattering-
assisted process can be competitive with direct 
tunneling via bulk-like states, provided that the 
scattering rate is not too slow. 
The case of magnon scattering is rather analogous 
to phonon scattering, in that it produces a large change 
in crystal-momentum and a small change in energy, but 
with the added characteristic of reversing the electron 
spin. Similarly, the symmetry-breaking associated with 
defect scattering allows a relaxation of crystal-
momentum conservation, just as in a non-magnetic 
system. Now, however, the spin of the scattered 
electron or hole may be exchanged with that of an 
electron or hole localized in the incomplete shell of the 
defect site. Either way, electrons or holes in the 
minority-spin surface states may be transferred to 
majority-spin bulk states and vice versa. Since the 
surface states again extend into the vacuum rather 
further than do the bulk states, scattering-assisted 
transport across the boundary is likely to be competitive 
with direct tunneling via majority-spin states. 
It was found that surface resonant states may 
produce a strong angular dependence of the 
conductance when the saturation magnetization of the 
entire junction changes its direction [141- 143]. This 
phenomenon is known as tunneling anisotropic 
magnetoresistance (TAMR). It was noticed that the 
spin-flip scattering associated with the resonant states 
strongly depends on the intrinsic broadening of this 
states [141].    
3.1 Non-oxide interfaces 
 
The classic example of the role of non-magnetic 
surface states in STM is intended to underline the 
importance of scattering in allowing localized states to 
play a major role in mediating current flow across an 
interface. Certain metals have bulk band structures 
which display a partial gap at the Fermi level when 
projected onto the surface Brillouin zone. Such a gap 
can support Shockley-type surface states, whose 
parabolic dispersion curves betray two-dimensional 
free-electron-like behavior (see Fig. 8). Clearly, these 
states are quite capable of supporting a current parallel 
to the surface, but not in the direction normal to the 
surface. Nevertheless, STM experiments on Cu(111) 
[144- 147], Ag(111) [148,149], Au(111) [147- 153] 
and a range of other surfaces [154- 158] have revealed 
that the tunneling current under certain tip and bias 
conditions may actually be entirely dominated by 
surface state effects. It is important to realize that 
surface states are not completely decoupled from the 
 18
bulk of the semi-infinite crystal. Although the location 
of these two-dimensional bands in a bulk-forbidden gap 
suppresses hybridization with three-dimensional bands, 
electrons and holes may nevertheless be transferred 
from one to the other through scattering processes, 
subject to the twin constraints of energy and crystal-
momentum conservation (as discussed above). 
 
 
 
Fig.  8: Projected bulk band structure and surface state of 
Ag(111), with the surface Brillouin zone shown inset, from a 
density functional calculation by Jenkins [159]. 
 
There are at least two non-oxide dielectric materials 
for which the magnetic interface states (arising from the 
ferromagnet surface states) have been identified 
experimentally. The low Z inorganic boron carbide B5C 
can be grown by chemical vapor deposition without 
pinholes in the ultrathin film regime. The band gap of 
boron-carbide (a-BxC:H) can be adjusted from 0.7 eV to 
1.9 eV by altering the boron to carbon ratio [160] and 
well above 2.7 eV by adding phosphorus to the alloy 
[161]. Magnetic tunnel junctions based on boron 
carbide have been made [162], and the results suggest 
that the magnetic interface states are not completely 
suppressed with this dielectric barrier layer.  
Similarly, experimental band mapping [163,164] 
has provided evidence of changes in the spin-dependent 
Fermi surface when h-BN overlayers are deposited on 
Ni(111), but the magnetic surface states appear to be 
enhanced and not suppressed by the overlayer. This 
suggests that the boron based barrier layers may be less 
likely than many other materials to suppress the 
interface magnetization: key to a good tunnel junction 
[105,165]. Indeed, a magneto-resistive device has been 
fabricated using boron nitride as the dielectric 
(insulating) barrier layer [166], which may also be 
grown by chemical vapor deposition. 
 
3.2 Half-metallic interfaces 
  
An extreme example of the importance of interface 
states occurs in the ground state of nominally half-
metallic systems. Half metals are materials in which one 
spin band has a gap around the Fermi energy [74]. 
Many compounds have been predicted to be half 
metallic, such as the half- and full-Heusler alloys 
NiMnSb [74] and Co2MnSi [167]; the oxides CrO2 
[168], Fe3O4 [169, 170], and La0.67Sr0.33MnO3 [171, 
172]; and the sulfide CoxFe1-xS2 [173]. Only a few 
materials like La2/3Sr1/3MnO3 [174,175], NiMnSb 
[176,177], and CrO2 [178- 180,181,182] have direct 
experimental evidence suggesting the high polarizations 
typical of postulated half-metallic behavior, but always 
with limited wave vector sampling in the case of spin-
polarized photoemission and spin-polarized inverse 
photoemission measurements. Other measurements 
indicating very high polarization are also fraught with 
difficulties in their interpretation [76,167,185]. In 
general, the experimental evidence in favor of half-
metallic behavior is not conclusive [76,159,183- 187]. 
Among the many reasons for less than 100% 
polarization are correlation effects [188- 192], 
magnons [147,183-187,193,194], and irreversible 
interface compositional changes. Half-metallicity also 
quickly deteriorates with temperature as the importance 
of these factors increases.  
There are also the problems associated with surface 
and interfaces states. Minority spin surface states in the 
half-metallic systems are well known [195- 201] and 
can ‘develop’ into interface states in the presence of 
overlayers [198-201]. The creation of more interfaces 
increases the minority-spin population with the 
consequent loss of half-metallic character.  
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Fig. 9: Projected bulk minority-spin band structures of 
NiMnSb (shaded) showing (a) DFT-calculated surface states 
of NiMnSb(001), and (b) interface and overlayer states of 
NiMnSb(001)/Sb, adapted from [202,199]. 
 
Consider the (001) surface of NiMnSb (whose 
electronic band structure is illustrated in Fig. 9a). The 
electronic structure of the surface region is not found to 
be half-metallic: minority-spin surface states encroach 
into the band gap region, crossing the Fermi level along 
an elliptical contour in reciprocal space [199]. The 
tunneling via the localized minority-spin surface states 
at the Fermi level can contribute to the overall current. 
There is no bulk-like minority-spin state near the Fermi 
level, even at the zone edge in this system. However, as 
was discussed above, the interface states can be 
populated through electron-electron, electron-phonon, 
and electron-magnon scattering, resulting in a sizeable 
contribution to the tunneling current [203].  
In principle, it may at least be possible to ameliorate 
some of the worst effects of the interface states by 
engineering the electronic structure of the interface. As 
stressed above, crystal momentum is a conserved 
quantity in transport across an ideal surface or interface, 
so that a ballistic device, in which current flows 
primarily through states of zero parallel crystal 
momentum, might not be too badly affected so long as 
the interface states are avoided at the zone center at the 
energy of choice. This raises the issue of engineering 
the detailed electronic structure through appropriate 
manipulation of atomic structure. 
The nature of NiMnSb(001) surface states is, 
indeed, highly unusual, resembling neither Shockley 
nor Tamm typology: the dispersion curves are 
parabolic, but the effective mass suffers an apparent 
change in sign when the surface wave vector is rotated 
by 90° (see Fig. 9a). The effect seems to be due to the 
interplay between the Sb p-orbital and Mn d-orbital 
contributions to the surface states, and the fact that 
these are clearly modulated by the arrangement of 
second-layer Ni atoms. The result is a (001) surface that 
has C2v symmetry and the allowed irreducible 
representations are A1 (s, pz, d3z2-r2, dx2+y2), A2 (dxy), B1 
(px, dxz) and B2 (py, dyz). 
In fact, the energy-wave vector surfaces mapped out 
by these states may be visualized as two sheets, 
touching at just two points (electronic conical 
intersections) in the Brillouin zone. The lower sheet 
displays A1 symmetry character at the zone center, 
while the upper displays B1 symmetry at the same point; 
the Fermi contour varies between A1 symmetry at its 
greatest extent along the JΓ  direction, and B1 
symmetry at its greatest extent along the J'Γ  direction. 
The consequences of such unusual dispersion for spin-
injection can, at present, only be guessed. What seems 
apparent is that minority-spin electrons injected into the 
upper surface state would be somewhat constrained (in 
the absence of spin-flip scattering and radiative 
transitions) to follow a very particular path through one 
or other of the two conical intersections. More usefully, 
perhaps, we might note that majority-spin electrons 
injected at the zone center just above the Fermi level (or 
majority-spin holes injected just below) would be 
relatively immune to spin-flip scattering, due to the 
absence of minority-spin surface states from that region 
(although roughness-induced non-conservation of 
parallel momentum, or interaction with a magnon of 
finite wave vector could still contribute). A small 
window is thus apparent, within which strongly spin-
polarized conduction might plausibly occur, but only if 
devices can be designed specifically to exploit this 
loophole. 
As already mentioned, however, the growth of 
metallic, semiconducting or insulating overlayers on 
postulated half-metallic substrates (or vice versa) does 
not necessarily provide grounds for hope for a general 
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passivation of the minority-spin surface states. 
Although they may be altered by contact with the 
overlayer, it is entirely possible that they will eventually 
transform into interface states [198-204]. In the case of 
NiMnSb(001) discussed above, for example, the 
deposition of a half-monolayer of Sb has been shown to 
severely disrupt the DFT-calculated surface states, but 
the original eigenfunctions reassert themselves as 
interface states for coverages of a monolayer and above 
[199]. Furthermore, the A1 symmetry state drops in 
energy at the zone center, closing the window 
previously described (see Fig. 9b). Clearly, existing 
work has barely begun to elucidate the links between 
surface and interface electronic structure in the half-
metallic materials. 
Although the examples discussed above clearly 
relate to surface phenomena, the principles apply 
equally well to tunneling across interfaces. In the ideal 
case, the fully spin-polarized band structure of half-
metallic compounds implies that the electric current 
should be carried solely by electrons with a certain spin 
orientation. Half metallic compounds, thus, open 
tremendous possibilities for device applications such as 
spin filters and spin injectors [205]. The quality of a 
prospective spin-valve heterostructure rests upon the 
nature of any interface states that may exist, and the 
likelihood of spin-flip scattering through either 
magnons or open-shell defects. The role of magnons in 
compromising half-metallicity has been discussed at 
length elsewhere [167], while in the case of defects the 
ever-present spectre of interfacial segregation also 
demands further pause for thought. Neither should one 
believe that these issues affect only tunnel junctions; 
even in the Ohmic regime, a high local density of 
minority-spin interface states still provides ample 
opportunity for enhanced spin-flip scattering relative to 
the ideal case. 
The most popular choice for electrodes in MTJs has 
been the perovskite La0.67Sr0.33MnO (LSMO). The initial 
observation of 82% TMR in LSMO/SrTiO3/LSMO 
MTJs was relatively modest and far from what is 
expected from the half-metallic nature of LSMO [206]. 
However, results have been steadily improving. TMR 
values of more than 400% at low temperature utilizing 
SrTiO3, PrBaCu2.8Ga0.2O7, or CeO2 barriers [207,208]. 
Using Eq. (16), this implies a spin polarization of more 
than 80%, in agreement with experiments on tunneling 
to a superconductor [209]. More recently, Bowen et al. 
[210,211] have observed 1800% TMR in 
LSMO/SrTiO3/LSMO junctions, which implies that the 
spin polarization is 95% based on Julliere’s model. This 
result was thought to be consistent with the very high 
values of spin-polarization observed in spin-polarized 
photoemission [174] and inverse photoemission 
[175,212] although the latter measurements were taken 
with limited wave vector sampling and thus not proof 
that LSMO is half-metallic. Recent analysis of Andreev 
reflection measurements combined with a re-evaluation 
of the band structure suggests that LSMO is not half 
metallic at all [213,214]. Improved surface magnetism, 
as the quality of the interfaces improves, is responsible 
for this advance as well as the influence of suitable 
wave vector matching [215]. An extensive review of 
magnetotransport phenomenon in magnetic oxides can 
be found in [216]. 
Other nominally half-metallic compounds, indeed 
with much higher ground state polarization values, do 
not show such impressive behavior. For example, CrO2 
has been predicted [168] and shown experimentally, 
using both Andreev reflection [178] and Meservey-
Tedrow type measurements [179], to be a half metal 
(although it may not be metallic but rather a semi-metal 
with high polarization [217]). CrO2 was used as 
electrodes in CrO2/RuO2/CrO2 spin valves, where RuO2 
is a metal which has the same rutile structure and very 
closely matched lattice constant [218]. No appreciable 
GMR effect was obtained due to a large chemically and 
magnetically disordered layer at the CrO2/RuO2 
interface. Similarly, TMR of only 14% was observed in 
CrO2/SnO2/Co MTJs, where SnO2 is a rutile structure 
insulator [219]. This result is attributed to structural 
disorder due to the large lattice mismatch (~9%) and 
Cr2O3 forming at the interface, but a number of other 
complications need to be considered as well [159,185]. 
Another well known material, Fe3O4, has been 
predicted to have close to 100% negative spin 
polarization [169,170]. In practice, the observed TMR 
values are very modest and even the sign of the spin 
polarization is not clear. Positive TMR values were 
reported not only in Fe3O4 junctions with AlOx barriers 
[220] but also when SrTiO3 was used as a barrier [221]. 
Recently, small inverse TMR was observed for 
Fe3O4/SrTiO3/LSMO [222]. Inverse TMR of a few tens 
of percent was observed in spinel junctions such as 
Fe3O4/CoCr2O4/LSMO [223] and Fe3O4/(MgTi2O4 or 
FeGa2O4)/LSMO [224]. Disorder and other phases of 
FeO, depending on the barrier and the oxidation 
conditions, at the interface are responsible for this 
behavior. 
Clearly, it does not follow automatically that 
interfaces involving materials that are nominally half-
metallic in the bulk will have high degree of spin 
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polarization. Half metallicity can be suppressed due to 
reduced coordination of the interface atoms (in addition 
to the other problems noted above). Formation of 
different phases at the interface or interface bonding can 
reduce the spin polarization. In addition, interface states 
induced by defects and disorder at the interface can 
further aggravate the problem. 
3.3 Metal-oxide interfaces 
 
Metal-insulator interfaces play a decisive role in spin-
dependent tunneling in magnetic tunnel junctions where 
oxides are used as a tunneling barrier [225,118,119]. 
Ab-initio calculations of spin-dependent tunneling 
across MgO [67] and ZnSe  [226] barriers revealed that 
the transmission probability becomes very large for 
certain values of the wave vector k|| parallel to the 
interface (see Fig. 10). These ‘hot spots’ were attributed 
to interface states appearing in the minority Fe band. 
The indication of the presence of such resonant states 
was found in the experiments on epitaxial Fe/MgO/Fe 
MTJs [227].  
 
 
Fig. 10: Minority-spin tunneling transmission through a ZnSe 
barrier as a function of k|| in the two-dimensional Brillouin 
zone for parallel magnetization of Fe electrodes. “Hot spots” 
are clearly seen. Adopted from [226]. 
 
The formation of the ‘hot spots’ has been explained 
as follows [139]. When the junction is symmetric the 
interface states on both sides of the barrier are coupled 
forming bonding and antibonding states. If the bonding-
antibonding splitting is larger than the natural resonance 
width of the interface resonant state, transmission close 
to unity is observed as the electron goes to the other 
side of the barrier without tunneling. If the splitting is 
small, the enhancement in the transmission caused by 
the interface state may only be due to its larger DOS as 
compared to propagating states.  
For example, the observed reduction of TMR in 
Fe/MgO/Fe MTJs for small MgO thickness [66] can be 
explained by the contribution of interface states to the 
conductance [228].With increasing barrier thickness the 
contribution from interface states may be strongly 
suppressed due to weak coupling of these states to 
evanescent states in the barrier. It was also suggested 
that a layer of Ag or Au deposited epitaxially 
suppresses the transmission through the interface states 
and significantly improves TMR [229].  
 
 
Fig.  11: Partial charge density at the Fermi energy associated 
with the state of Δ1 symmetry in the majority-spin channel 
near the interface region. Left panel, without the FeO layer; 
right panel, with the FeO layer. Taken from [230].  
 
 
The role of oxygen at the interface of Fe/MgO/Fe 
MTJs [230] was studied in order to explain the 
discrepancy between the theoretically predicted huge 
TMR in these systems [67] and the lower TMR 
observed experimentally. It was found that a monolayer 
of FeO at the interface dramatically reduces TMR. Due 
to the strong bonding between Fe and O atoms at the 
interface the density of states associated with the band 
of Δ1 symmetry has a tendency to localize within the 
interface plane reducing the Δ1 character transmitted to 
MgO across the interface (see Fig. 11). This spacial 
localization of states leads to the reduction of TMR as 
the result of the suppression of the conductance through 
the Δ1 band controlling the large TMR in Fe/MgO/Fe 
junctions. A similar effect was predicted to be produced 
by boron if it remains at the FeCo/MgO interface when 
the amorphous FeCoB crystallizes to bcc FeCo upon 
annealing [231]. Recently, very large TMR was 
predicted in symmetrically oxidized 
Fe/FeO/MgO/FeO/Fe MTJs due to interface resonant 
states [232]. However, perfect matching of the very 
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sharp interface resonances is unlikely to happen in 
practice because the width and position of these states 
are very sensitive to disorder and/or bias [233].The 
interface structure was also found to influence strongly 
the bias dependence of TMR in Fe/MgO/Fe tunnel 
junctions [234]. 
Oxidation of the interfaces was studied also in 
relation to the problem of the positive spin polarization 
observed in all ferromagnetic metals in tunneling 
through Al2O3 [69, 235]. Some insights into the 
mechanisms responsible for the formation of spin 
polarization can be obtained by considering the 
electronic structure of ferromagnet/vacuum interfaces. 
Although the presence of Al in real Al2O3-based tunnel 
junctions will modify the electronic properties of the 
interface it will not influence dramatically the bonding 
between the ferromagnet and O, and consequently the 
mechanism of the inversion of spin polarization. For 
example, the presence of an O overlayer on Fe 
electrodes was found to invert the spin polarization of 
the Fe interface [236]. A similar effect was found in the 
case of a Co surface [113]. In both cases the sign of the 
spin polarization is reversed from negative for the clean 
surface to positive for the oxidized surface. Similarly 
‘adsorption’ of O atoms at the interface between Co and 
crystalline Al2O3 was found to change spin polarization 
from negative to positive [237]. It was argued that the 
strong Co-O bonding due to the ‘adsorbed’ oxygen  by 
the Co electrode is prerequisite for the positive spin 
polarization observed in the Al2O3-based tunnel 
junction experimentally [69,235].  
 
3.4 Magnetic properties 
 
The electrostatic potential difference and bonding at the 
interface cause a flow or sharing of charge through the 
interface [88] which in turn can change local magnetic 
properties, in particular the interface magnetic moment 
and spin polarization.  
In general, the magnetic moment of atoms at a 
surface should increase, due to their reduced 
coordination number and reduced crystal field splitting 
making them more similar to stand-alone atoms than 
atoms in the bulk. However, at the interface of a spin-
polarized electrode with a dielectric the magnetic 
moment of atoms can decrease due to charge transfer 
and bonding between the magnetic and non-magnetic 
atoms. Chemisorption of various adatoms or molecules 
can significantly quench the magnetic moment of atoms 
in the surface layer, by removal of states from the 
vicinity of the Fermi level during formation of covalent 
bonds [238- 242]. 
For example, the interface Co layer was found to be 
almost magnetically dead due to oxidation in 
Co/O/vacuum [113] and Co/Al2O3 with absorbed O 
atoms [237] interfaces. The Co-O bond creates bonding 
and anti-bonding states where the bonding state appears 
at the Fermi energy and reduces the spin polarization. A 
similar effect is observed at the Co/SrTiO3 [123] and 
Co/HfO2 [243] interfaces where the magnetic moment 
on the surface layer is reduced. On the contrary, the 
magnetic moment of an oxidized Fe electrode increases 
due to the appearance of an interface state in the 
minority-spin channel as observed in Fe/O/vacuum 
[236], Fe/FeO/MgO [230], and Fe/MgO [228] 
interfaces. In these cases the magnetization of the 
interface layer is inverted with respect to the 
magnetization of the bulk. The magnetically dead layer 
can invert the transport spin polarization by spin 
filtering of one of the channels [113]. Similar effects are 
observed in more complex ferromagnets as well. 
Charge transfer in LSMO/SrTiO3 interfaces reduces 
spin polarization [215]. At CrO2/RuO2 interfaces, 
evidence of non-collinear magnetization was found 
[218]. Such spin polarization reduction diminishes 
TMR in these systems with postulated half-metallic 
electrodes from the predicted infinity to much more 
modest values (Sec. 3.2). 
Conversely, bonding at the interface can induce a 
magnetic moment in the barrier region. Superexchange 
type interaction between the Co and Ti atoms in the 
Co/SrTiO3 interface [244] produces a magnetic moment 
of 0.25 Bμ  antiparallel to the magnetic moment on the 
Co. Tunneling of the Co d-electrons through the Ti 
empty 3d band was found to be the source of negative 
spin polarization at the Co/SrTiO3 interface [123]. 
Similarly, bonding at the Fe/BaTiO3 interface can 
introduce coupling between the ferroelectric and the 
ferromagnetic ordering parameters i.e. magnetoelectric 
effect (see Sec. 9). 
4.   Interface composition and stability 
 
In the previous sections, a case for interface 
criticality was made which focused on the surface and 
interface electronic structure within the context of 
model interfaces, most of which are considered abrupt 
or terminate conveniently. Here, we explore the 
equilibrium energetics of physical structure to provide a 
more real picture from which the tunneling spin 
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polarization and resultant TMR is perturbed, i.e. the 
not-so-ideal interface.  The section is broken down so as 
to consider the simple one component electrode/ 
insulator interfaces as well as the more complex multi-
component alloys which require not only the chemical 
reactions occurring at the interface with the insulator, 
but also the bulk versus surface free energy differences 
(segregation) which can lead to an electrode/insulator 
interface with multiple stoichiometry regions. 
In addition to the phonon and magnon scattering 
mechanisms described above, scattering by defects may 
also play a major role in coupling between bulk and 
surface states. In the absence of crystalline order, the 
conservation of crystal momentum (as opposed to actual 
momentum) is no longer a requirement. The effect is 
familiar from the theory of photoemission, whereby 
electrons ejected from a well-ordered surface are 
subject to conservation of crystal momentum in the 
dimensions parallel to the surface, but not in the 
dimension of broken symmetry normal to the surface. In 
the limit of a rough surface or interface, therefore, the 
picture of well-defined Bloch states provided by band 
theory becomes invalid, and the wave vector is no 
longer a good quantum number.  When the defect 
concentration is relatively low, however, one may treat 
the system as if it were a perfect crystal, including 
scattering events merely as perturbations in which states 
of differing crystal momenta may exchange particles. 
Thus, low-energy defect scattering can, just like phonon 
scattering, allow electrons and holes to be transferred 
between surface states at the zone center and bulk states 
at the zone edge. At the surface, however, the entire 
boundary may be considered as an extended “defect”, 
so that scattering between surface/interface and bulk 
states is likely to be rather facile. The consequences for 
the tunneling current are analogous to the phonon case. 
 
4.1 Interface composition 
 
Implicit in the existence of surface states is the free 
energy created by symmetry breaking at a surface. 
Indeed, there is a free enthalpy difference between the 
surface and bulk in both the Heusler alloys [245] and 
the manganese perovskites [246] and all other metallic 
systems. This energy difference, plotted for NiMnSb in 
Fig. 12, is quite significant and leads to surface states, 
as discussed above, as well as surface reconstructions, 
changes in chemical reactivity and segregation as 
indicated in Fig. 13. While these surface and interface 
effects may share some similarities in origin let us now 
consider the problems of surface composition and 
surface segregation. 
 
Fig.  12: The free energy difference between the surface and 
the bulk of stoichiometric NiMnSb, extrapolated from 
experimental data using simple statistical mechanics models 
[245]. 
 
Fig.  13: Schematic representation of reconstructions, 
segregation and surface reactivity that can occur 
concomitantly with the presence of electronic surface states. 
 
There is a strong chemical potential for surface 
segregation in the postulated half-metallic 
ferromagnetic materials [245,246] that results in 
equilibrium surfaces at elevated temperatures that are 
not the same stoichiometry as the bulk. Evidence of the 
resulting surface segregation has been found for 
NiMnSb(001) [245,176,247- 249], TiCoSb [248,249] 
and the manganese perovskites La1-xAxMnO3 (A=Ca, 
Sr, Pb) [246,250- 257]. The extent of segregation can 
be considerable once equilibrium is established and 
extends from the surface well into the bulk; it need not 
be localized just to the surface layer. Indeed, in the half-
metallic ferromagnetic systems, at least for those 
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systems characterized in detail, surface segregation is 
rarely restricted to just the surface terminal layers. 
Variations in composition due to surface segregation 
can extend often 5 to 10 unit cells away from the 
surface, as is evident for NiMnSb (detailed in Fig. 14) 
and the manganese perovskites. It is very clear that for 
the postulated half-metallic ferromagnets, the 
stoichiometric surface is rarely stable at finite (elevated) 
temperatures. 
 
Fig. 14: The concentration of Mn in the near surface region 
obtained from fits from the angle resolved X-ray 
photoemission from [245]. The odd layers are Mn/Ni. The 
Mn concentration profiles denoted by the different symbols 
(λ < σ < τ) indicates increasing segregation and filling of 
vacancies in the near surface region with annealing at 700 K 
[245]. 
 
The dynamics of surface segregation that include 
the gradual concentration gradient of one species or 
another as one approaches the surface and the possible 
random arrangement of defect sites in the surface layers 
are far from completely understood. This theoretical 
problem poses a considerable challenge, but it is clear 
that as temperature increases, kinetic barriers to 
segregation are overcome, and are accompanied by a 
changing free enthalpy of segregation. Thus 
depolarization due to magnons, phonons, and the non-
quasiparticle states that dominates at lower 
temperatures, is supplanted by even greater 
depolarization due to compositional changes in the 
surface region [176,247,253], as seen in Fig. 15, and 
alluded to in the previous section.  
 
 
Fig. 15: Spin-polarized inverse photoemission spectra at 
normal incidence to NiMnSb (001) with spin-integrated 
inverse photoemission shown for comparison () probing the 
unoccupied states above the Fermi energy. (a) For an 
NiMnSb surface capped with an Sb overlayer (b) Following 
the removal of excess Sb to form the ordered and 
stoichiometric MnSb terminated (100) surface. (c) Following 
Mn segregation to the surface region after (b). σ-spin up, ∇-
spin down are both indicated. Adapted from [176]. 
 
Even for postulated half-metallic systems that 
preserve stoichiometry in the surface region, the 
composition of the resulting stable surface terminal 
layer can affect polarization, as noted above. The 
surface terminal layer can depend not only upon 
composition of the bulk material, but also on the 
orientation of the surface layer, even in the absence of 
segregation. The termination layer  of La0.9Ca0.1MnO3 is 
a La-Ca-O layer [246,255] but the termination layer of 
La0.65A0.35MnO3 has been consistently determined to be 
an Mn-O layer [251,258- 264], except in the case of 
La0.65Sr0.35MnO3 [250,252] where the stable surface 
region is a different perovskite: a Ruddlesden-Popper 
phase. There are few experimental studies that 
compellingly identify the surface composition of 
manganese perovskite surface terminal layers in the 
absence of any surface segregation.  As a further 
example, the stable surface of the CrO2 surface is 
almost always Cr2O3 [265,266]. The complex issue of 
the stability of compositional stoichiometry cannot be 
assumed at interfaces, even in absence of segregation. 
This is particularly true at oxide interfaces.  
For complex materials, even the interface 
termination is an open question. By way of example, let 
us consider a little more closely the case of NiMnSb, 
where segregation issues have seriously hampered 
experimental efforts to produce well-ordered and 
stoichiometric surfaces. Even concentrating on just the 
simplest (001) surface facet, we find ourselves faced 
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with non-trivial questions of surface composition. The 
surface could conceivably possess two differing surface 
terminations, ending on either a Ni layer or on a MnSb 
layer. From an experimental perspective the preparation 
of any well-ordered surface of this type is fraught with 
difficulty, although characterization of the surface 
indicates a stoichiometric MnSb-termination is favored 
[176,245].  
4.2 Interfaces with oxides: oxidation/reduction 
reactivity 
 
Assume the canonical electrode/insulator 
combination Co/Al2O3, where the cobalt is grown to 
provide an atomically abrupt hcp structure with 
amorphous, but stoichiometrically consistent, alumina 
deposited on top.  Further, assume that the method, 
through which the alumina is formed, occurs at 10-12 
Torr and does not cause the ejection of cobalt, growth 
of imperfections or component mixing, such that an 
ideal interface initially exists.  From the instant such an 
interface is formed, oxygen begins to displace and 
chemically reduce the aluminum so as to form CoO at 
the interfacial layer [267- 269], which in turn causes a 
stoichiometric deficiency in the Al2O3 matrix. The end 
result is a picture of the interface best described as 
Co/CoO/AlOx/Al2O3. The same is true of the Fe/MgO 
interface [270] and for CoFe/oxide interface [271]. The 
implications of such a simple interfacial displacement 
are deleterious to not only the spin polarization but also 
the tunneling current and hence the overall TMR.  The 
spin polarization is affected because CoO is an 
antiferromagnetic insulator which depolarizes the bulk 
Co minority dominated polarization [272]; an 
analogous structure is the Co interface with NiO 
[272,273]. Also, the tunneling current magnitude is 
reduced as well because the real space distance which 
makes up the barrier is now increased to include the 
insulating CoO layers, which extend at least 10 Å [274-
276], not counting both interfaces; the barrier height 
has also been shown to increase [268]. Other examples 
of barrier width increase from Co2MnSi exist as well 
[277].  Further, if interfacial mixing occurs, symmetry 
breaking will lead to spin reorientations [273] that may 
further reduce the tunneling spin polarization.  
The predicate of barrier reduction and electrode 
oxidation is the difference in free energy, wherein the 
larger free energy metal oxide will dominate or acquire 
the oxygen. Table 1 lists the free energy values of 
various metal oxides of application interest.  From this 
table it is immediately obvious that the oxide insulators 
which we generally regard as refractory, will indeed 
form interfacial oxides with common and alloy 
transition metal injectors. 
Not only does oxide formation with transition 
metals cause antiferromagnetic ordering at the interface 
that can reduce spin polarization, but the oxide can also 
initiate an exchange anisotropy [278- 280,276] as a 
result of combining an ferromagnet with an 
antiferromagnet (which occurs at the new interface with 
unoxidized electrode).  This anisotropy can result in 
pinning, at an interface that should otherwise be 
rotatable, i.e. Al2O3/AlOx/NiO/NiFe. 
These complications due to interface chemistry are 
not all negative: there are recent results for Fe on NiO 
[281] which find that interfacial buckling (0.3 Å) and 
expansion (7%) due to Fe-O formation, can cause an 
increase in moment (0.6 μB), begging the question as to 
whether there is a commensurate increase in 
polarization. With regard to increased moment due to 
interfacial oxidation, there are some [282] who argue 
that such induced moment is absent based on empirical 
data. Recently, experimental [267,283,284] and 
theoretical work [237,285,286] has shown that there is 
an optimum level of interfacial oxidation where TMR 
reaches a maximum.  Such work has been completed 
for Co/Al2O3 and Fe/MgO interfaces, where each 
system provides similar results, despite rather disparate 
physical ordering, i.e. amorphous Al2O3 versus the more 
crystalline MgO. Such optimal interfacial oxidation 
conditions, however, do not surpass the TMR that can 
be obtained with an ideal non-oxide based interface 
[287].  Section 8 will discuss the possibility for novel 
insulators that may form such abrupt and symmetry 
conserving interfaces. One should also question whether 
such an optimal interfacial oxide is stable; that is, 
whether the Co/CoO/AlOx/Al2O3 combination is at its 
lowest free energy state. While the mechanism 
responsible for increased TMR in optimally oxidized 
interfaces is not yet known, it is known that spin-flip 
scattering due to a non-optimal oxide causes deleterious 
TMR [288]. The free energy/enthalpy argument can be 
somewhat flawed however, as evidenced by the 
oxidation of Fe at a SiO2 interface [289], wherein the Si 
is thermodynamically favored. 
 
Table 1: Gibbs free energy of formation for selected 
compounds. All energies are given at 298K. Adopted from 
Ref. [290]. 
Oxide ΔG Oxide ΔG 
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Al2O3 -1582.3 MnO -362.9
As2O5 -782.3 MoO2 -533.0
B2O3 -1194.3 MoO3 -668.0
BaO -520.3 NiO -211.7
CaO -603.3 P4O10 -2723.3
Co3O4 -744.0 Pb3O4 -601.2
CoO -241.2 PbO -188.5
Cr2O3 -1058.1 PbO2 -217.3
CrO2 -598.0 Sb2O5 -829.2
Fe2O3 -742.2 SiO2 -856.3
Fe3O4 -1015.4 SiO2 - -801.2
FeO -251.4 SiO2 - -783.2
FeS2 -166.9 SrO -561.9
La2O3 -1705.8 Ti3O5 -2317.4
MgO -569.3 TiO -495.0
Mn2O3 -881.1 
TiO2 
(anatase) -884.0
Mn3O4 -1283.2 
TiO2 
(rutile) -890.0
MnO2 -465.1 Ti2O3 -1434.0
 
 
Beyond the single component electrodes are the 
oxide electrodes, such as CrO2 and Fe3O4, that are half-
metals from ground state calculation [168,169], but far 
from 100% spin-polarization by experiment near room 
temperature.  The relevance here is not to argue for or 
against half-metallicity, but exploit the interfacial 
stoichiometry of Fe and Cr, when in an oxygen rich or 
depleted environment. For CrO2, the native Cr2O3 
readily forms as the thermodynamic sink for CrO2 in the 
presence of excess oxygen as easily supplied by an 
oxide insulator with Cr providing the larger affinity for 
oxygen compared to Al or Mg.  From a tunneling view, 
Cr2O3 is an antiferromagnetic insulator, which again 
destroys polarization [359]. For Fe3O4 a more 
complicated thermodynamic sink exists, wherein FeO, 
α-Fe2O3 and β-Fe2O3 may co-exist despite the free 
energy differences [291,292], wherein anisotropy 
arguments must be considered. 
4.3 Metal alloy segregation 
 
Segregation, or the enrichment of a multicomponent 
solid at a grain boundary, interface or surface due to 
free energy differences [293] is, like oxidation, critical 
to understanding TMR, as once again, the spin 
polarized electron must cross this otherwise non-ideal 
interface. We review here two popular electrode 
systems, that both have promised to revolutionize 
magnetic tunnel junctions through their predicted half-
metallicity. These systems are the manganese 
perovskites and the full and half-Heusler alloys.  
4.3.1 Perovskites 
 
Many reviews [249,294,295] and papers [176,245-248, 
250-254,258,266,296-297] now exist which detail the 
implications of segregation on spin polarization at the 
surface of two to four component alloys.  Temperature 
in this context may be used as an initiator of segregation 
or an increase in phonon-electron-magnon coupling 
[76], which in either case causes TMR reduction, but is 
subtly and importantly different.  At the lower 
temperatures for ideal crystals and interfaces, the 
proposed half-metallic compounds win out, providing 
polarizations on the order of 98%, while at higher 
temperatures, the difference in DOS at EF quickly fade.  
However, at higher temperatures, sometimes hit by 
industrial operation (70 ºC) and fabrication anneals (230 
ºC), the rate of segregation is enhanced.  Such 
temperature induced implications for polarization beg 
the question as to whether the simple single component 
transition metals actually hold the largest polarization 
value at room and operational temperature, thereby 
casting doubt on the need for investigations of complex 
compound materials. One caveat that ought to be 
recalled from the previous section, however, is the 
degraded interfacial polarization for single-component 
electrodes matched up with oxide interfaces.  Here, the 
single component material is susceptible to interfacial 
depolarization and increasing the tunnel barrier width, 
whereas with some of the multi-component electrodes a 
more stable interface may exist due to the equilibrium 
oxygen content already present at a segregated surface 
or interface. 
4.3.2 Heusler alloys 
 
Both the full and half-Heusler compounds have been 
predicted as half-metallic. Recent experimental work 
has demonstrated that interfacial admixtures of the 
Heusler alloys with various insulators indeed occur and 
again reduce spin polarization across such interfaces.  
One blatant example is that of the Co2MnSi/Al2O3 
interface in which Mn2SiO4 is shown as having a more 
favorable enthalpy of formation, and indeed this 
compounds does in fact occur during plasma oxidation 
to a thickness of 6Å [298,299]. The implication of this 
interfacial Mn2SiO4 is not only an increased barrier 
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width, but also various barrier heights along the width 
due to asymmetry and a dramatically reduced moment 
as proven by XMCD results. Also, for Co2MnSi as well 
as for NiMnSb, segregation by means of atomic 
displacement (e.g. Co swapped for Mn) has been found 
as a means of reducing the surface moment and 
polarization [300- 302]. Beyond segregation or 
oxidation, the filling of antisites in Co2MnSi, especially 
in the case of Co antisites, was found [302,303] to not 
only be likely, from enthalpy considerations, but also 
was calculated to destroy any half-metallicity. 
Studies on Co2Cr0.6Fe0.4Al reveal greatly reduced 
moments for Cr and Fe and resultant loss of half-
metallic character upon annealing, attributed to 
increased atomic disorder [304] and possible swapping 
of Al with Co [305]. 
For NiMnSb(100), the surface concentration 
profiles were easily constructed from angle resolved 
core level photoemission data [245]. Fig. 14 presents 
the Mn concentration dependence upon layer number 
for the three heavily annealed surfaces. Note that the 
same figure also contains the constant Mn atomic 
fraction of 0.5 for the Mn/Sb layers and 0 for the 
Ni/vacancy layers, characteristic of a stoichiometric 
structure for the freshly prepared surface. This surface 
termination of MnSb, for the stoichiometric surface is 
entirely consistent with the predictions of Jenkins and 
co-workers [159,199,306,307]. 
When equilibrium is established between the 
surface and the bulk, the surface enthalpy is quite 
different from the bulk [163,267]. Surface segregation 
is a strong indication that the surface enthalpy differs 
significantly from the bulk, in the context of standard 
statistical models. We can calculate the dependence of 
enthalpy as a function of layer number, as demonstrated 
in Fig. 12, for the most extensively Mn segregated 
surface [163,267]. This difference in enthalpy can be 
related to the creation of a surface electronic structure 
very different from the bulk (i.e. surface states for the 
stoichiometric surface), can result in a new surface 
lattice structure distinct from the bulk and, of course, 
can become the driving force for segregation, as 
indicated schematically in Fig. 13. This energy 
difference, between the surface and the bulk, appears to 
be more than sufficient to overcome the energy barriers 
to defect formation, that have been thought to hinder 
defect mediated reduction in polarization [308,309]. 
 
4.4 Defects in the barrier 
 
Most theoretical work on tunneling is devoted to 
epitaxial systems with ideal interfaces. At the same time 
the majority of tunneling experiments are performed 
with amorphous barriers, such as Al2O3, where disorder 
plays an important role. Only recently, experimentalists 
have managed to produce very high quality epitaxial 
MTJs, such as Fe/MgO/Fe [66]. However, even in these 
systems there is evidence for a substantial amount of 
defects, the most common of thich are O vacancies 
[310,311]. Fig. 16 demonstrates results of scanning 
tunneling spectroscopy measurements of the differential 
conductance of a textured MgO film grown on Fe(001). 
Peaks within the band gap of MgO (indicated by arrows 
in Fig. 16) are clearly seen, associated with defect states 
in MgO. According to the analysis performed in Ref. 
312, the peaks indicated by the solid lines are due to the 
O vacancy ground s-state and the peaks indicated by the 
dashed lines are due to the O vacancy excited p-state. 
The charge densities corresponding to these states are 
shown in Fig. 17a,b.   
Time
 
 
Fig. 16: Scanning tunneling spectroscopy measurements of 
the differential conductance as a function of bias voltage for 
30 Å (001) textured MgO film grown on (001) Fe. The initial 
curve exhibits very close to the full 7.8 eV MgO bulk band 
gap, while defect states (see arrows) appears in subsequent 
measurements as the STM tip drifts. Adapted from Ref. 311. 
According to the analysis performed in Ref. 312 the peaks 
indicated by the solid and dashed lines can be attributed to O 
vacancy s- and p- states respectively.  
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Fig. 17: Calculated charge density corresponding to the s-
state (a) and p-state (b) of the O vacancy in bulk MgO. 
Vacancy is located in the middle of the unit cell, the positions 
of the Mg and O ions are indicated.  Exponential scale is used 
with red indicating high and blue low density. Note that due 
to the location of the p-state within the conduction band of 
MgO the p-state charge density is distributed over the whole 
unit cell. Taken from Ref. 312.  
  
Resonant tunneling was proposed to play an 
important role in disordered MTJs [140, 313, 314]. 
Also resonant tunneling was predicted to cause a 
reversal of TMR [315]. Such a reversal was found in 
Ni/NiO/Co nanowire MTJs [316] where the small 
cross-section of these junctions allowed for tunneling 
through a single impurity state. In an ensemble of 
samples prepared under identical conditions, some of 
the sampled showed normal and some inverse TMR, 
which could only be explained by random defects and 
not by the structure of the interface. Recently a 
variation of TMR produced by resonant tunneling was 
observed in junctions based on carbon nanotubes [26]. 
Defect mediated tunneling was argued to play a 
decisive role in CrO2/Cr2O3/CrO2 junctions [317,318]. 
If the defect level does not match the chemical 
potential in the electrodes it can still affect the 
tunneling. The presence of defects reduces the mobility 
and the hopping (one needs next nearest neighbor 
hopping to go around). Therefore, defects effectively 
increase the effective mass and decay rate. For example, 
it was found that O vacancies in the bulk of MgO have 
a profoundly negative effect on TMR in 
Fe/MgO/Fe(001) MTJs [312]. 
Resonant tunneling through O vacancies may be 
responsible for the reduction of TMR [312,319]. Giant 
TMR values of more than 1000% were predicted 
theoretically for ideal Fe/MgO/Fe(001) MTJs [67,68]. 
These values differ significantly from more modest 
TMR values of up to 300% obtained experimentally in 
MgO-based MTJs utilizing both epitaxial and textured 
Fe and CoFe electrodes [65,66]. First-principles 
calculations show that O vacancies can substantially 
reduce TMR [312,319]. For ideal junctions, TMR is 
largely controlled by the enhanced transmission of the 
majority-spin band. The conductance through a 
defective MgO barrier displays two distinct transport 
regimes – resonant tunneling when the electron energy 
is close to the position of the vacancy levels and non-
resonant tunneling when the electron energy is far from 
the vacancy levels. At resonance, the conductance 
asymmetry arises only from the difference in the 
majority and minority DOS in the electrodes, which is 
fairly small. Non-resonance scattering from vacancies 
diminishes the spin asymmetry by effectively increasing 
the decay rate of the majority-spin channel. Overall, O 
vacancies cause a substantial reduction of TMR 
compared to the ideal case. Recently, the inversion of 
TMR and the interface spin polarization in 
La2/3Sr1/3MnO3/SrTiO3/Co MTJs was also attributed to 
resonant tunneling through O vacancies in the barrier 
[320]. 
Resonant tunneling through defect states can be 
used to explain abnormal behavior on the interlayer 
exchange coupling across a tunnel barrier. Results 
obtained in experiments on MTJs [43,44] significantly 
differ from the theoretical predictions [46,49] both in 
the magnitude and the sign of the interlayer exchange 
coupling. Changes in the DOS within the spacer layer 
have crucial importance for the strength of the 
interlayer coupling [49]. Therefore, the presence of 
impurities or defects in the barrier may significantly 
influence the coupling. In the framework of a free 
electron model, the interlayer exchange coupling was 
calculated for a rectangular barrier using the spin torque 
approach [48]. A defect level was approximated by a δ  
function inside the barrier. It was shown that the 
resonant origin of the impurity-assisted coupling can 
make the interlayer exchange coupling 
antiferromagnetic in agreement with the experimental 
observations [43,44]. Recently, the interlayer exchange 
coupling was calculated using ab-initio calculations of 
the ground state energy of the MTJ for parallel and 
antiparallel configuration of the magnetization in 
Fe/MgO/Fe(001) MTJs [45]. The coupling was found to 
be ferromagnetic for ideal MgO and antiferromagnetic 
in the presence of oxygen vacancies for small barrier 
thicknesses. The change in sign of the coupling is 
produced by spin-dependent broadening of the vacancy 
level due to interaction with the electrodes. An effect of 
defects in the barrier on interlayer exchange coupling 
was also found in Co/Cr2O3/CrO2 [321] and in 
Fe2O3/MgO/Fe junctions [322]. 
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5.   Ferroelectric/ferromagnetic interfaces 
 
Reducing the thickness of a ferroelectric film can cause 
the polarization to disappear due to depolarizing fields 
produced by polarization charges accumulated at the 
surfaces of the film. The critical thickness for 
ferroelectricity in thin films was thought to be much 
larger than the thickness necessary for tunneling to take 
place. However, when the ferroelectric film is placed 
between two metal electrodes, the polarization charges 
are screened by carriers from the metal. Recent 
experimental [323- 325] and theoretical [326- 328] 
studies of perovskite ferroelectric oxides demonstrate 
that ferroelectricity persists down to a nanometer scale. 
For a recent comprehensive review of the physics of 
thin-film ferroelectrics see Ref. 329. 
5.1 Ferroelectric tunnel junctions 
The existence of ferroelectricity in nm-thick films 
makes it possible to use them as barriers in ferroelectric 
tunnel junctions (FTJ) [78].  As was discussed in Sec. 
2.4, FTJs may exhibit a giant electroresistance (GER) 
effect [79, 80, 340] associated with the polarization 
switching of the ferroelectric barrier layer. While the 
electronic origin of the effect is not unquestionably 
established, hysteretic behavior of the resistance in 
electric field has been observed in 
Pt/SrRuO3/Pb(Zr0.52Ti0.48)O3/Pt junctions [81].  
 
 
Fig. 18: Reproducible current differences in the I-V curves 
are seen at small bias in changing the applied voltage from -
15 V to +15 V (blue) and +15 V to -15 V (red) in 
heterojunctions formed from 4 nm of CuPc deposited on 3 
nm of P(VDF-TrFE). A schematic of the expectation 
[80,330] for a ferroelectric tunnel junction barrier are 
indicated in the inset as adapted from [330]. 
  
Similar observation was made in semiconducting 
copper phthalocyanine (CuPc) and organic ferroelectric 
material polyvinylidene fluoride with trifluoroethylene 
(or P(VDF-TrFE)) in the electric field controlled p-n 
diode formed by combining these two molecular thin 
films together [331]. Biasing the diode by +15 V, yields 
hysteresis behavior in the current versus voltage traces 
at low bias, as seen in the insert to Fig. 18. Application 
of bias voltages up to ±15 V is more than sufficient to 
polarize the ferroelectric P(VDF-TrFE) [332], and/or 
flip the dipole direction of P(VDF-TrFE) (or both 
P(VDF-TrFE) and copper phthalocyanine) thin films of 
this thickness, so this is not entirely unexpected. 
Unfortunately, the dipole interaction could affect the 
diode properties in several ways, which are difficult to 
distinguish from these measurements. The local electric 
field due to the P(VDF-TrFE) could also align the 
copper phthalocyanine layer dipoles and either change 
the molecular orientation(s) or change the molecular 
dipole alignment(s) at the interface thus leading to a 
decrease or increase in the barriers to current [331]. 
Changes in the barrier height could produce dramatic 
changes in the tunneling current [78,340], and must be 
considered likely as both organic films are quite thin (to 
exclude final state effects and charging). Alternatively, 
changes in dipole orientation or dipole alignment could 
change the molecular orbital alignment of the copper 
phthalocyanine molecular layer relative to P(VDF-
TrFE), resulting in an effective change in the ‘band-
offsets’ and the diode characteristics, and cannot be 
excluded. Still, this does show the possible promise of a 
ferroelectric spacer layer, even though the structure was 
in no way magnetic [331]. 
Expectations on what should be the behavior of a 
ferroelectric tunnel junction barrier, based on the 
Brickman model [333], have been much discussed and 
these expectations are borne out in the P(VDF-TrFE) - 
CuPc heterojunction device, as indicated in Fig. 18. 
Other ferroelectric tunnel junction devices, using 
inorganic ferroelectric barrier layers, also show 
hysteresis but the hysteresis for the P(VDF-TrFE) - 
CuPc heterojunction device is reversed from some 
[81,330,334,335], but not all [336], inorganic 
ferroelectric barrier layers reported elsewhere. The 
hysteretic current-voltage (I-V) characteristics may 
differ from the P(VDF-TrFE) - CuPc heterojunction 
device shown here because of space-charge-limited-
current conduction with the inorganic ferroelectric 
barrier layers [334]. 
There are several effects which complicate the 
physics of FTJs as compared to MTJs. First, 
 30
ferroelectricity is strongly affected by bonding at the 
interface. In displacement ferroelectrics, such as 
perovskite oxides, the electric dipole is produced by 
shifting of atoms within the unit cell from their high 
symmetry positions. The presence of interfaces imposes 
restrictions on the atomic displacement since the atoms 
at the boundary of the ferroelectric are pinned to the 
electrodes. Thus, ferroelectric polarization in thin films 
is a superposition of a soft mode and interface 
polarization dipoles. This effect was demonstrated in 
KNbO3 ferroelectric films placed between SrRuO3 or Pt 
electrodes [337], as well as BaTiO3 with Fe [338] and 
Pt [340], and SrRuO3 [328,339] electrodes. 
Second, incomplete screening of the polarization 
charges at the interface of FTJs create finite size charge 
depletion regions at the interfaces as shown in Fig. 19. 
In FTJs with different electrodes the potential profile is 
asymmetric with respect to the polarization orientation 
in the ferroelectric layer producing the GER effect [79]. 
Evidence of the GER effect induced by interface 
bonding was demonstrated in first-principles transport 
calculations of Pt/BaTiO3/Pt FTJs showing that the 
interface transmission function of the Pt/BaTiO3 
interface can differ by a factor of three depending on 
the polarization direction [340]. 
 
 
Fig. 19: Ferroelectric tunnel junction in which two metal 
electrodes are separated by a ferroelectric barrier. 
Polarization charges for two opposite polarization 
orientations (top panels), shapes of the electrostatic potential 
profile associated with depolarizing field (middle panels), and 
tunneling potential profiles seen by transport electrons 
(bottom panels).  
 
Last, ferroelectricity is intimately related to lattice 
distortions. Therefore, most ferroelectrics are 
piezoelectric as well and applied bias will cause 
distortion of the barrier layer. Tetragonal 
expansion/contraction along the axis of the junction will 
change the barrier thickness and the atomic 
displacement at the interfaces which will influence the 
decay rate in the barrier and the interface transmission 
functions respectively (Eq. 13). At the same time this 
will be accompanied by contraction/expansion in the 
plane of the interface which would apply strain on the 
electrodes possibly influencing their magnetic moment 
and anisotropy. 
5.2 Multiferroic tunnel junctions 
 
Recently, a MFTJ based on BiMnO3, which is a 
bulk multiferroic material, was shown to have four 
resistance states [82]. An alternative to single phase 
multiferroics is to combine simple ferroic materials in a 
layered heterostructure. First principles calculations 
have been performed on Fe/BaTiO3/Fe MFTJs showing 
a large change of the interface magnetic moment 
( Ti 0.25 BM μΔ = ) with switching the polarization 
direction i.e. magnetoelectric effect [341]. This is due 
to change in the Fe-Ti bond polarization at the interface 
driven by ferroelectric displacements. First principles 
transport calculation of Fe/BaTiO3/Fe MFTJs [341] 
show that ferroelectric displacements affect differently 
the interface transmission of the magnitude for parallel 
and antiparallel orientation of the magnetization of the 
electrodes. In a junction with asymmetric interfaces this 
could lead to electric control of the magnetoresistance 
in MFTJs. 
The application of multifunctional materials is not 
limited to the tunnel junction setup. Control over the 
spin polarization of the current was proposed by means 
of ferroelectric films on top of ferroelectric electrodes. 
The spin polarization of the current was demonstrated 
to switch between two different states by switching the 
electric polarization in the ferroelectric [342]. First 
principles transport calculations of Fe/BaTiO3/Fe 
MFTJs show that ferroelectric displacements affect 
differently the interface transmission of the magnitude 
for majority- and minority-spin channels [341]. Recent 
experimental studies found reversible changes in 
magnetic properties of an Fe thin film placed in 
proximity of a BaTiO3 single crystal [343]. Large 
magnetization changes emerged in response to 
ferroelectric switching and structural transitions of 
BaTiO3 controlled by applied electric fields and 
temperature. Interface strain was identified as the 
primary mechanism responsible for the effect. These 
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results indicate the possibility of electrical control of the 
spin polarization. 
Conversely, one can consider a thin magnetic film 
on top of a ferroelectric substrate. It is predicted that 
magnetic anisotropy of a thin magnetic film may be 
tailored by electric means through proximity to a 
ferroelectric material. Using a BaTiO3/Fe bilayer as a 
representative model and performing first-principles 
calculations some of the present authors have 
demonstrated that a reversal of the electric polarization 
of BaTiO3 produces a sizeable change in magnetic 
anisotropy energy of Fe films [344]. Tailoring the 
magnetic anisotropy of a magnetic film by an adjacent 
ferroelectric material may yield entirely new device 
concepts, such as electric-field assisted magnetic data 
storage. 
5.3 Other applications 
 
In many applications the interface between a 
ferromagnet and an antiferromagnet is used to ‘pin’ the 
magnetic moment of the ferromagnet. This 
phenomenon, known as exchange bias, is caused by 
exchange coupling at the interface between the two 
materials. Recently, it was shown that interfaces of 
ferromagnets to multiferroic materials, such as BiFeO3, 
which is antiferromagnetic and ferroelectric, can cause 
an electric control of the exchange bias [345]. 
Magnetoelectric switching of the exchange bias has 
been demonstrated in Cr2O3(111)/(Co/Pt)3 systems 
where application of an electric field during cooling 
below the Néel temperature has the effect of switching 
the interface magnetization and the exchange bias 
[346]. 
Ferrites, such as ferrimagnetic barium hexaferrite 
BaFe12O19 (BaM), can play an important role in the 
propagation of electromagnetic waves in microwave 
and millimeter wave devices (such as tunable filters, 
phase shifters, and circulators) due to their low losses in 
the gigahertz frequencies and high magnetic anisotropy 
[347]. Growing thick films and multilayers of 
ferrite/ferroelectric (such as BaTiO3 or PZT) 
compounds produces coupling of the magnetic response 
and ferroelectricity mediated by mechanical stress 
[348]. This leads to dual tunability of the permeability 
and permittivity by magnetic and electric fields [349]. 
Electric tunability of the ferromagnetic resonance 
(FMR) has been demonstrated in BaM/Ba(Sr)TiO3 
heterostructures [350]. 
 
6.   Interfaces with organic materials 
 
Organic materials are considered to be those made only 
of H, C, O, and/or N, while ‘organic-based’ materials 
can contain coordinating transition and/or rare earth 
atoms. Many organic materials are widely available and 
cheap, easy to make, low-weight and flexible. 
Therefore, organic materials are considered to be the 
key to mass produced, disposable electronics; but they 
are far from their maturity point. Recently, organic 
materials have been demonstrated in spintronics 
applications as barriers and/or electrodes in 
heterojunctions [19], but also may serve a greater 
purpose as spin injectors. 
 
6.1 Organic barriers 
 
Canonical organic materials are limited to the role 
of barriers in tunnel junctions, although GMR devices 
may also be possible with conducting polymers 
replacing the non-magnetic metals (Cu). Dediu et al 
demonstrated MR at room temperature using the 
semiconductor sexithiophene (T6) as a barrier between 
two LSMO electrodes [18]. Although weak, the 
response was definite and initiated a flurry of work 
toward hybrid-based junctions where the electrodes are 
inorganic highly spin-polarization solids (e.g. LSMO) 
while the insulating barriers are organic or metal-
organic ultrathin layers. Xiong et al. used an Alq3 
(tris(8-hydroxyquinoline) aluminum) spacer layer in a 
spin valve between LSMO and Co contacts [351]. 
Negative MR of 12% was obtained at low temperature. 
TMR was demonstrated in junctions prepared by 
placing single molecular layer of octanedithiol between 
two Ni contacts [352].  Santos et al showed spin-
polarized tunneling through thin Alq3 barrier between 
Co and permalloy [17]. Xu et al observed TMR in 
LSMO and Co junctions where tetraphenyl porphyrin 
(TPP) and Alq3 were used as tunnel barrier [353].  In 
the case of organic tunnel junction barriers, surface 
roughness and decomposition at the organic 
insulator/inorganic metal interface has plagued much of 
this work. In particular, the techniques developed for 
thin film organic depositions in light emitting diodes 
have not matured to the point of forming reproducible, 
flat and ultrathin films at the precision needed in bulk 
tunneling devices. 
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6.2 Organic electrodes 
 
It is important to note that organic-based magnetic 
solids with finite spin polarization do exist but are rare, 
especially with ordering temperatures above room 
temperature. An implication of this rarity is that 
organic-based magnets are considered somewhat taboo 
by the traditional inorganic spintronics community 
because of high temperature decomposition and 
atmospheric sensitivity. Organic magnets are 
complexes, usually built from molecules, although non-
molecular solids do exist [24,354].  Systems involving 
single molecular magnets are not the same as those we 
highlight here [355].  
The first organic-based magnets were discovered in 
the late 1950’s, although the community was not fully 
entrenched until the mid to late 1980’s where Oliver 
Kahn set the theoretical basis for organic exchange [24] 
and Miller and Epstein the experimental foundation 
[356].  Since this time, an energized group of mostly 
solid state chemists has charged ahead using their 
combined metal-organic synthetic and analytical 
training to achieve control and use of the p orbital in 
addition to the canonical direct exchange from d or f 
orbitals; it should be noted that superexchange 
discussed for inorganic solids such as oxygen in NiO or 
the perovskite is very different from the molecular 
based exchange represented here where control of the 
ligand field is allowable. 
There are two accepted organic-based systems 
which exhibit a remnant moment above room 
temperature: V[TCNE]- first reported by Miller and 
Epstein [357] and V[Cr(CN6)]·H20, also known as the 
prussian blue analog, by the Verdauger group [358].  
Both systems exhibit antiferromagnetic exchange 
resulting in ferrimagnetism. On a related note, this lack 
of metallic state has subsequently led to the prediction 
by Prigodin and Epstein that a half-semiconductor 
character is possible from organic based magnets [359-
363,25]. 
In organic-based solids, the challenge is to use 
organic ligands as the mediators of exchange, relative to 
most inorganic solids which utilize direct overlap due to 
the less than 3 Å proximity of the metals.  This means 
that the exchange energy can be, and usually is, 
considerably less for organic-based solids, implying that 
the temperature required to overcome exchange is also 
quite less.  That is, with low Debye temperatures and 
weak exchange energy, electron-phonon and electron-
magnon coupling easily destroy long range order in 
organic based solids.  Despite this sensitivity, organic-
based solids have still prevailed in demonstrating 
magnetoresistance response due to spin-polarized 
transport. 
For the V[TCNE]- system, thin film deposition 
[364] and spin-polarized transport has been reported 
[25,359,360].  In related systems, namely, in 
[FeII(TCNE−)(NCMe)2]+[FeIIICl4]-, recent spin-polarized 
photoemission has provided direct demonstration that 
high polarization is indeed available near the Fermi 
edge.  Ab initio calculations on other unpaired radical 
based systems [365- 367] further back up high spin 
polarization, going as far as claiming half-metallic 
character. 
The important points regarding interfaces, to 
consider particularly for organic-based magnets relevant 
to magnetoelectronic applications, are threefold: (1) the 
difference in free energy between the bulk and surface 
or interface of two organic-based materials is in general 
lower than that for fully inorganic or hybrid systems; 
(2) for those complexes which contain transition or 
rare-earth metals, the metal atoms are held in place by 
coordinating ligands, such that the problems associated 
with phase separation or agglomeration, as occur 
blatantly in dilute magnetic semiconductors [368], do 
not occur; (3) even if defects are formed at a hybrid or 
all organic-based interface, scattering of spin-polarized 
carriers is low relative to fully inorganic interfaces 
because of the reduced hyperfine and spin-orbit 
coupling of low Z and 12C inactive atoms [22,23,369]. 
Possibly the most important future contribution of 
organic-based magnets will be their application in 
systems where spin-polarized semiconductors are 
required. 
 
7. Polar interfaces 
 
Nanoscale heterostructures have found very 
important applications in magnetic recording and 
memory applications. However, the ultimate goal is the 
replacement of the transistor. In that respect, oxide-
based superlattices with polar interfaces have shown 
interesting properties. In particular, it was demonstrated 
experimentally that polar discontinuities cause the 
interface between two common wide-gap insulating 
oxides LaAlO3 (or LaTiO3) and SrTiO3 to become 
conducting [370,371]. The quasi-two-dimensional 
electron gas (2DEG) forming at the interface has 
extremely high carrier mobility and an electron density 
that is larger by an order of magnitude than the density 
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of 2DEG at known semiconductor interfaces. This 
phenomenon is interesting due to possible application in 
all-oxide ultra-small, high-electron mobility, field-effect 
transistors [372]. Very recently, evidence of magnetism 
at the interface between these non-magnetic oxides was 
found, which may open exciting perspectives beyond 
transistor functionality [373]. 
Polar surfaces have not been of much practical 
interest because polar discontinuities introduce vary 
large energy cost for atomically abrupt surfaces. As a 
result such surfaces are either not stable or they 
reconstruct. In case of polar interfaces, such 
reconstruction leads to disorder [374]. Mixed valence 
oxides, however, allow for the possibility of charge 
(rather than ion) redistribution, which opens the 
possibility for atomically abrupt polar interfaces. In 
particular, perovskite oxides exhibit a wide variety of 
valence states which can be described with the 
expression AX+BY+O32−, where X+Y=6. In the (001) 
direction, the solid consists of alternating planes of 
AX+O2− and BY+O22− which can be charged. This is the 
case for LaAlO3/SrTiO3(001) heterostructure, where 
La3+Al3+O32− consists of alternating (LaO)+ and (AlO2)− 
planes and Sr2+Ti4+O32−  consists of alternating (SrO)0 
and (TiO2)0 planes, leading to a polar interface 
according to the bulk valence. However, due to 
accessible mixed valence of Ti, allowing for its 
reduction towards Ti3+, half an electron per two-
dimensional unit cell can be transferred across the 
interface to compensate for the electrostatic potential 
divergence. Thus, there are uncompensated n-type 
carriers at the (LaO)+/(TiO2)0 interface and p-type 
carriers at the (AlO2)−/(SrO)0 interface, which are 
supposed to make these interfaces conductive. The n-
type conductance has indeed been confirmed 
experimentally for the (LaO)+/(TiO2)0 interface, but the 
(AlO2)−/(SrO)0 interface was found to be insulating 
[371,372].  
First-principles calculations of LaAlO3/SrTiO3 and 
LaTiO3/SrTiO3 superlattices, based on density 
functional theory within the local density approximation 
(LDA) [375,376] and the LDA+U approximation 
[377,378], have been performed. Calculations 
essentially confirm the presence of charge carriers in 
both n-type (½ electron on the interface Ti-3d band) and 
p-type interfaces (½ hole on the interface O-2p). The 
lack of experimental evidence for conductance in the p-
type interface is still an open question although disorder 
and O vacancies at the interface have been proposed. 
Another question is the dimension of the 2DEG layer. 
Experimental techniques lack the resolution to measure 
the size of the conducting layer. Only very recently, 
conduction as a function of the distance from the 
interface was mapped by conducting-tip atomic force 
microscope [379]. The 2DEG was confirmed to be 
localized within a few nanometers from the interface. 
Calculations also predict localization within several unit 
cells of the interface at least in the presence of strong 
electron correlations [378,380]. 
Recently, it was demonstrated that the interface 
between the non-magnetic LaAlO3 and SrTiO3 becomes 
magnetic at low temperatures [373]. This was attributed 
to ferromagnetic alignment of the induced electrons on 
the Ti-3d conduction band. This behavior is 
corroborated by spin-polarized first principles 
calculations of LaAlO3/SrTiO3 interface [377], as well 
as LaTiO3/SrTiO3 interfaces [378]. First principles spin-
polarized calculations reveal Stoner-type magnetism 
[380]. The interface of a (LaAlO3)3/(SrTiO3)3 
superlattice is magnetic with magnetic moment on the 
Ti3+ atom of 0.2µB. For thicker SrTiO3 layers the 
magnetism decreases and eventually disappears because 
the electron gas spreads over more than one unit cell 
making the electron delocalized across the superlattice 
and violating the Stoner criterion for magnetism. Thus, 
the interface magnetization in these superlattices is due 
to geometric confinement of the electron gas. The 
inclusion of electron correlations via the LDA+U 
approximation with U=5eV on Ti atoms makes the two-
dimensional electron gas more localized and half-
metallic strengthening the interface magnetization 
[380]. 
 
8. Conclusions 
 
It is now increasingly clear that the physics of 
heterostructures is as much dominated by the interfaces 
as by the bulk materials. Modern experimental 
techniques allow the deposition of uniform thin films 
consisting only of a few atomic layers and this opens an 
avenue to the construction of artificial layered 
heterostructures made of nanoscale size slabs of 
different materials. Such materials have a very high 
ratio of interfaces to bulk material, which causes their 
properties to be increasingly determined by the 
properties of the interfaces. This leads to a number of 
complications but also to a wealth of opportunities to 
tailor desired properties.  
Thus, looking at bulk materials properties alone is 
no longer sufficient for understanding heterostructure 
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properties: band structure is key to many phenomena. 
Band structure matching is utilized in spin valves where 
the interface between two metals leads to preferential 
transmission of one of the spin channels when the 
magnetizations are aligned. This is the origin of the 
GMR effect. Similarly, complex band structure 
matching is used in magnetic tunnel junctions where 
matching propagating states in the electrodes to the 
complex bands of the barrier leads to lower rate of 
decay for one of the spin channels when magnetizations 
are aligned. This is the origin of the TMR effect. 
Extreme cases of band structure matching might occur 
at the interfaces with half-metallic materials, but such 
interfaces are often dominated by spin minority states, 
that often occur at interfaces with nominally half 
metallic materials. 
Other examples of band structure matching are spin 
injection and spin filtering applications, the purpose of 
which is to inject highly spin-polarized current from a 
ferromagnet to a semiconductor. The ferromagnet/ 
insulator interface, in addition to preserving the intrinsic 
spin polarization of the ferromagnet, also serves to 
match the resistance of the metal to that of the 
semiconductor. This is crucial for achieving a high 
degree of spin polarization, since the resistance of the 
ferromagnet/semiconductor interface is dominated by 
the nonmagnetic semiconductor. Magnetic insulators 
have different barrier heights for the different spin 
channels, thus enhancing the inherent spin polarization 
of the ferromagnetic electrode. 
Matching of different ferroic orders, such as 
ferroelectric/ferromagnetic, has emerged as a way to 
make multifunctional materials i.e. materials which can 
be controlled or modulated by the application of several 
different stimuli, such as by both applied magnetic and 
electric fields. Combinations of ferromagnetic and 
ferroelectric materials may also exhibit phenomena, 
such as the magnetoelectric effect, which are present in 
bulk materials but are rare. This suggests a major role 
for not only magnetic moments and the spin 
polarization but also electric dipoles at device 
interfaces.  
Electrostatic matching is especially pronounced at 
polar interfaces. Polar surfaces and interfaces are 
energetically expensive and are known to reconstruct 
(surfaces) or to be rough (interfaces). However, it has 
been demonstrated that in some cases a charge 
compensation of the electrostatic discontinuity can 
produce two-dimensional electron gas localized close to 
the interface. This electron channel is much narrower 
than that at semiconductor interaces and the mobility of 
the electron gas much higher. This phenomenon can 
have applications in the next generation field effect 
transistors. 
Organic-inorganic interface matching is especially 
important not only for the purpose of cheap electronics 
but also for biological applications in which traditional 
electronics are interfaced to living organisms. 
Finally, the important point to note is that nanoscale 
heterojunctions present a different paradigm of 
‘interface science’ in which the properties are 
essentially determined by the interface between 
traditional materials: as such, this is an important 
playground for surface science where fundamentally 
new phenomena may be observed. 
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