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Abstract—In this paper, we investigate the application of user
cooperation (UC) and non-orthogonal multiple access (NOMA)
schemes for a wireless powered mobile edge computing (MEC)
system under the non-linear energy harvesting model, in which
two single-antenna mobile users first harvest energy from a
multi-antenna access point (AP) integrated with an MEC server.
Then, during the computation offloading phase, both mobile
users simultaneously offload tasks to the MEC server with the
harvested energy, by performing NOMA protocol. To better
enhance the system performance, UC scheme is carried out,
where the near user acts as a relay to help the far user offload
computation tasks to the AP. To obtain energy efficient MEC
design, our objective is to maximize the computation efficiency
(i.e., the total computation bits divided by the consumed
energy) by jointly designing the energy beamforming, time
and power allocations, which yields a challenging nonconvex
optimization problem. To deal with it, the original problem is
first transformed into a more tractable formulation by applying
the semidefinite relaxation (SDR) technique and then solved by
utilizing the sequential convex approximation (SCA) method.
Numerical results demonstrate that UC has a great impact
when two users are close, while NOMA makes effect when two
users are relatively far. Combining both NOMA and UC, the
proposed scheme, named NOMA-UC MEC, yields better system
performance than the benchmark schemes.
Index Terms-Mobile edge computing, wireless powered, user
cooperation, non-orthogonal multiple access, computation effi-
ciency.
I. INTRODUCTION
The bursting computation-intensive applications prevalent
in the Internet of Things (IoT) systems as well as the increas-
ing amount of latency-critical tasks in future-generation net-
works pose significant challenges in real-time communication
system design [1]. To address the requirements of the growing
demand for massive computing and overcome the resource
limitations (i.e., small size and low power budget) of mobile
devices, mobile edge computing (MEC) has been proposed as
a potential solution to enhance mobile users’ computational
capability and realize low-latency communications [2]. Differ-
ent from conventional cloud computing, where cloud server is
deployed far from mobile devices leading to high transmission
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cost and long latency, the cloud-like server is integrated with
the access point (AP) on the edge of MEC networks [3]. By
leveraging MEC in proximity, resource-limited mobile users
are enabled to offload computation tasks to the more powerful
MEC server for remote execution, which brings the benefit of
improved computation capacity and reduced latency.
In addition, to overcome the insufficient power supply of
batteries and prolong the sustainable operation for mobile
users, wireless power transfer (WPT) has emerged as a
promising solution via energizing mobile devices remotely
[4]. Specifically, WPT is used to charge the battery of energy-
harvesting devices by adopting the dedicated radio frequency
(RF) energy transmitters at the AP. Moreover, multi-antenna
transmitters can be further employed to improve the energy
harvesting efficiency by properly designing energy beam-
forming. The integration of WPT and MEC is envisioned
to significantly improve the computation performance. For
example, the joint computation offloading and computing
resource allocation has been investigated in [5] to minimize
the system energy consumption for a wireless powered multi-
user MEC system. The authors in [6] maximized the sum
computation rate for wireless powered MEC under binary
offloading by jointly optimizing the computing mode selection
and transmission time allocation. A wireless powered coop-
erative MEC system has been presented in [7], where nearby
devices are exploited as MEC servers. It is noted that all
the works mentioned above mainly concentrate on the linear
energy harvesting model, which is inaccurate in practice due to
the existence of non-linear elements such as diode-connected
transistors in RF circuits [8]. Henceforth, a more practical non-
linear energy harvesting model [9] should be further taken into
account.
Moreover, considering the features and characteristics of the
wireless powered MEC model, it suffers from serious ”doubly
near-far” effect, caused by the double distance-dependent
signal attenuation in both the downlink WPT transmission
and the uplink computation offloading phase. Consequently,
serious unfairness arises among users. On one hand, user
cooperation (UC) can be regarded as an effective way to
improve the capacity and guarantee user fairness, which
enables the near user to act as a relay to transmit the signal of
the far user [10]. Specifically, a wireless powered cooperation-
assisted MEC system has been investigated in [11], where UC
is utilized to improve system performance. On the other hand,
non-orthogonal multiple access (NOMA), compared with con-
ventional orthogonal multiple access (OMA) schemes, has
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been shown to gain more benefits, i.e., increasing the system
capacity and improving the performance of weak users [12].
The authors in [13] minimized the overall delay of mobile
users for the NOMA-assisted MEC system. However, all the
above researches only considered the case of single-antenna
AP. Besides, the application of NOMA was not studied in
[11], while there is lack of UC application in [14], [15].
Therefore, to further enhance system performance, it is of vital
importance to investigate the multi-antenna NOMA-assisted
MEC system with UC.
Note that energy efficient communications have drawn
tremendous attention due to the fact that the ever-increasing
energy consumption of the information and communication
technologies (ICT) contributes more and more to the green-
house gas emissions [16]. However, most previous works on
MEC systems focus on either maximizing the sum compu-
tation rates [6], [17], or minimizing the consumed energy
[11], [18], which cannot achieve good tradeoff between the
energy consumption and the compassable computation bits.
Therefore, to better reveal the system efficiency from the
perspective of the computation bits per Joule, the computation
efficiency measurement metric [19], [20], defined as the ratio
of the system computation bits to the consumed energy, is
adopted in this paper. Motivated by the above observations, we
aim to maximize the computation efficiency of the proposed
wireless powered NOMA-assisted MEC system with UC by
jointly optimizing the computation and computing resource
allocations.
The main contributions of this paper are summarized as
follows:
• With the introduction of NOMA and UC, a novel wireless
powered MEC system is proposed to overcome the ”dou-
bly near-far” effect, where a practical non-linear energy
harvesting model is considered. To provide an energy
efficient design, a new measurement metric, namely com-
putation efficiency, is adopted. The objective is to maxi-
mize the system computation efficiency while satisfying
the quality of service (QoS) computation requirements,
by jointly optimizing the energy beamforming, power and
time allocations.
• Due to the incorporation of the multi-antenna AP and
non-linear energy harvesting model, the formulated prob-
lem is nonconvex. To solve the intractable formulation,
semidefinite relaxation (SDR) technique is firstly em-
ployed to linearize the energy beamforming terms, and
rank-one optimality is proved to demonstrate SDR tight-
ness. Then the reformulated problem is further converted
into convex approximations with the aid of sequential
convex approximation (SCA).
• Numerical results verify the theoretical analysis and
demonstrate that the partial offloading scheme achieves
the best system performance. In addition, the proposed
design, i.e., NOMA-UC MEC, outperforms the bench-
mark schemes.
The remainder of this paper is organized as follows. In Sec-
tion II, we present the system model of the wireless powered
NOMA-assisted MEC with UC and formulate the computation
efficiency optimization problem. A solution approach based on
SDR and SCA is developed in Section III. Simulation results
are presented in Section IV and finally the paper is concluded
in Section V.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider a wireless powered MEC system, which is com-
posed of a Nt-antenna AP integrated with a MEC server and
K single-antenna users, namely as U = {U1, U2, · · · , UK}.
Hybrid NOMA technique is applied to pair users into J
NOMA clusters, where each cluster can have Sj number of
users represented by, J = {Sj}, ∀j ∈ {1, 2, · · · , J} such that∑J
j=1 |Sj | = K and Sj ≥ 2. In practice, each cluster should
have no more than 3 to 4 users. A special case for a wireless
powered MEC system of a Nt-antenna AP integrated with a
MEC server and K single-antenna users with J clusters such
that one of the jth cluster with Sj = 2 users as shown in
Fig. 1. Without loss of generality, U1 is assumed to be far
from the AP and U2 is close to the AP. Let d1, d2, and d12
represent the distance between U1 and the AP, U2 and the AP,
and that from U1 to U2, respectively. Particularly, d1 ≥ d12 is
assumed to guarantee that U2 has an advantage in decoding
U1’s message than the AP.
The system is assumed to be divided into resource blocks,
and the time duration of each block is T seconds. T is chosen
to be no more than the user latency requirement and the
channel coherence time, hence the channels remain unchanged
during one block. It is assumed that perfect channel state
information (CSI) is available at the AP 1. For a given block,
two processes, namely the WPT phase and the computation
offloading phase, will be performed. During the WPT phase,
the AP broadcasts wireless energy via downlink transmission
and the received signals at both users can be expressed as
yj = g
H
j wx+ nj , j = {1, 2, · · · , Sj}, (1)
where gj ∈ CNt×1 is the channel gain from AP to Uj ,
j = {1, 2, · · · , Sj}, w ∈ CNt×1 denotes the RF energy beam-
forming vector, x is the RF energy signal with normalized
transmit power, i.e., E[∥x∥2] = 1, and ni is the additive white
Gaussian noise (AWGN) following ni ∼ CN (0, σ2).
The received RF power at the receiver can be denoted as
Pj(w) = |gHj w|2, j = {1, 2, · · · , Sj}. (2)
For the considered non-linear energy harvesting model,
according to [8], [9], the harvested energy at the users during












1 + exp(−aj(Pj(w)− bj))
, (4a)
1For time division duplexing (TDD) mode, by sending a beacon signal at
the beginning of a time slot, the BS can synchronize the uplink transmissions.
This beacon signal can be used as a pilot signal to estimate the CSI. Though
the estimation of CSI may be imperfect, the perfect CSI can serve as the upper
bound on MEC design for imperfect CSI scenarios. Perfect CSI has been used
as a common assumption in many research studies on MEC design. On the
other hand, for the imperfect CSI scenarios, robust optimization techniques
[21], [22] can be applied to deal with the channel uncertainties, which is a
potential research topic in future studies.
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where Qj , aj and bj are constants capturing the non-linear
properties of the energy harvesting system. Specifically, Qj
denotes the maximum output power of the energy harvesting
circuits, while aj and bj reflect the hardware phenomena, i.e.,
the capacitance, the resistance and the circuit sensitivity.
A. Computation Offloading Phase
The partial offloading case is considered, where the com-
putation task of each user is divided into two parts for
remote execution at the AP and local computing, respectively.
Practically, partial offloading is suitable for the scenario
of complex tasks composed of multiple parallel segments.
Moreover, compared with full offloading, partial offloading is
more beneficial to reduce the latency since it takes advantage
of parallelism between users and the AP [23]. To reduce
system complexity, we focus on one pair of two NOMA users,
i.e., U1 and U2, which are served within the same resource
block 2. The time allocation structure of the computation
offloading phase with Sj = 2 is illustrated in Fig. 2. To
exploit the benefit of UC while maintaining the advantages
of NOMA, three slots are included for UC-enabled uplink
NOMA transmission. The offloaded information of both users
is divided into two segments, where the two segments are
transmitted to the AP directly in the first and the third slot
for User 2. For User 1, the first segment is transmitted
collaboratively to the AP in the first and second slots, and
the second segment is transmitted directly to the AP in the
third slot. Specifically, during the subsequent period t1, due
to the application of NOMA protocol, U1 and U2 offload some
input-bits simultaneously with power p11 and p20. Then, by
assuming that U2 works in full duplex mode, both the AP
2The considered two-user model can be easily extended to multiple NOMA
pairs after performing user pairing [24], where each pair is composed of a
near user and a far user. By allocating orthogonal frequency bands to different
NOMA pairs, each NOMA pair can be managed independently, which is
exactly the focus of our paper. The simplified two-user case can help build
the insightful understanding of the cooperative NOMA-assisted MEC system.
Moreover, to reduce system complexity, it is of practical interest to focus on
one pair where two users are served in a resource block, since it is unrealistic
for a large number of users to perform NOMA in an interference-limited
NOMA system.
and U2 can decode the signal of U1, while the AP also needs
to decode U2’s information. For information decoding at the
AP, the user with the better channel gain is firstly decoded
for uplink NOMA, i.e., the AP first detects U2’s message by
treating the message of U1 as noise, and then removes it with
SIC to further decode U1’s information. The remaining time
is divided into two parts, given as t21 and t22. UC is applied
during the second period t21, i.e., U2 acts as a DF relay to
forward the signal of U1 to the AP with power p21. In the
third slot t22, U1 and U2 offload their own input-bits to the
AP with power p12 and p22.
Combing the observation from both t1 and t22, by regarding









where hi, i = {1, 2}, denotes the uplink channel gain from
the users to the MEC server. Then, I1 = p11|h1|2 and I2 =
p12|h1|2 represent the interference caused by U1 during t1
and t22.
For uplink NOMA transmission, to guarantee the correct
SIC decoding in a given order and allocate non-trivial data
rate to U2, the following inequality should be satisfied [25]:
p20|h2|2 ≥ p11|h1|2, (6a)
p22|h2|2 ≥ p12|h1|2. (6b)
After removing the signal of U2, the offloaded data size of
U1 can be given as
loff1 = l1,1 + l1,2, (7)
where l1,1 represents the offloaded data size of U1 via the
help of UC scheme. Based on [26], l1,1 can be expressed as
l1,1 ≤ min{l1,direct, l1,relay}, where l1,direct and l1,relay are
the offloaded data size of U1 at the AP and U2, which are given
as l1,direct = t1Blog2(1+
p11|h1|2
σ2 ) + t21Blog2(1+
p21|h2|2
σ2 ),
l1,relay = t1Blog2(1 +
p11|h12|2
σ2 ). Moreover, l1,2 denotes




Different from [27], we assume that the time consumption
of two processes, i.e., task execution at the MEC server
and MEC server transmitting computed results back to users,
are negligible [11], [15]. The reason is that, the the MEC-
integrated AP generally provides sufficient computation and
communication capabilities, and the output computed results
are much smaller compared with that of the input data
sizes. Furthermore, U1’s information decoding time at U2
is also ignored, as it is much smaller compared with the
computation offloading time. Therefore, the system latency
constraint including the WPT and computation offloading can
be given as
t0 + t1 + t21 + t22 ≤ T. (8)
During this phase, the consumed energy of U1 and U2 can
be respectively denoted as
Eoff1 = p11t1 + p12t22, (9a)
Eoff2 = p20t1 + p21t21 + p22t22. (9b)
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U1 AP
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Fig. 2.Time allocation structure for the wireless powered NOMA-
assisted MEC with user cooperation.
B. Local Computing
Furthermore, during the whole block duration T , lloci , i =
{1, 2}, input-bits are executed by local computing at the users.





is adopted for CPU cycle, where Ci, i = {1, 2}, denotes
the number of required CPU cycles to compute one input-
bit locally. fi is constrained by a maximum CPU frequency
fmax, which can be equivalently expressed as
Cil
loc
i ≤ Tfmax. (10)










, i = {1, 2}, (11)
where κi is a constant denoting the effective capacitance
coefficient and the value is dependent on the chirp architecture
[30].
Due to the fact that the consumed energy at the users cannot




i ≤ Ei, i = {1, 2}. (12)
The computation efficiency is defined as a ratio of the total
calculated data bits to the system energy consumption, which










Finally, with the aim of obtaining an energy efficient





s.t. t0 + t1 + t21 + t22 ≤ T, (14b)
Eloci + E
off
i ≤ Ei, i = 1, 2, (14c)
lloci + l
off
i ≥ Li, i = 1, 2, (14d)
|w|2 ≤ Pmax, (14e)
t ≥ 0,p ≥ 0, l ≥ 0 (14f)
(5), (6a), (6b), (7), (9a), (9b), (14g)
where t = [t0, t1, t21, t22], p = [p11, p12, p20, p21, p22], and






2 ] denote the time allocation vector,
the power allocation vector and the calculated data size sets
for computation offloading and local computing, respectively.
Further, constraint (14d) denotes the minimum required com-
puting data bits for user i, i = {1, 2}. The maximum available
power at the AP is limited by (14e).
III. SOLUTION APPROACH
Note that (P1) is a nonconvex problem, which cannot be
solved directly. The challenge is twofold, i.e., 1) the objective
is a fractional function involving the energy beamfoming
vector, 2) the expressions of U2’s offloading data size and the
adopted non-linear energy harvesting model are complicated.
In this section, the optimal time allocation condition is first
provided. Then, we relax the problem by leveraging the SDR
approach. For the relaxed problem, the objective function,
the energy-limited constraints and U ′2s offloading bits l
off
2
are further converted into convex approximations with the
application of SCA.
A. SCA-based Approach
Firstly, to solve (P1), the optimal time utilization is obtained
with the following lemma.
Lemma 1. The maximum computation efficiency of (P1) can
be achieved with t0 + t1 + t21 + t22 = T .
Proof : The proof is provided in Appendix A.
To deal with the beamforming vector w, SDR technique is
applied to transform (P1) into a more tractable form. Specif-
ically, w is replaced by the semidefinite positive matrix, i.e.,
W = wwH . The constraint (14e) can be then reformulated
as
Tr(W ) ≤ Pmax,W ≽ 0, rank(W ) ≤ 1. (15)
Then, by introducing some slack variables ζ = [ζ1, ζ2],
τ = [τ1, τ2], and several substitution variables, i.e., E =
[E11, E12, E20, E21, E22], where E11 = t1p11, E12 = t22p12,
E20 = t1p20, E21 = t21p21, and E22 = t22p22, (14c) can be
decoupled into the following constraints














1 + exp(−a1(τ1 − b1))
, (16b)
τ1 ≤ Tr(G1W ), (16c)














1 + exp(−a2(τ2 − b2))
, (16e)
τ2 ≤ Tr(G2W ), (16f)
where Gi , gigHi , i = {1, 2}. Note that after the reformula-
tions, (16b) and (16e) are still nonconvex constraints.
Further, (6a) and (6b) can be reformulated as
E20|h2|2 ≥ E11|h1|2, (17a)
E22|h2|2 ≥ E12|h1|2. (17b)
By further introducing two slack variables and applying the
epigraph reformulation, (16b) can be reformulated as
(υ1 + Y1)X1 ≤
M1
1 + exp(−a1(τ1 − b1))
, (18a)
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ω21 ≥ ζ1, (18c)
where (18a) is a convex function, (18b) is a convex linear
matrix inequality (LMI), and (18c) is nonconvex.
Moreover, SCA can be adopted to obtain the convex ap-
proximation of (18c). The key idea of SCA is to sequentially
optimize (18c) by establishing a convex trust region around
the original nonconvex spatial points. Though the results may
depend on the initial points, it has been verified that SCA often
works well in pratical applications [31]. Due to the convex
feature of ω21 , the lower bound approximation can be derived
by performing the first-order Taylor approximation:
ω21 ≥ 2ω
(n)




where ω(n)1 denotes the value of ω1 during the n-th iteration.
Hence, (18c) is transformed into the following inequality:
2ω
(n)
1 ω1 − (ω
(n)
1 )
2 ≥ ζ1, (20)
Similarly, (16e) can be approximated as
(υ2 + Y2)X2 ≤
M2








2 ω2 − (ω
(n)
2 )
2 ≥ ζ2. (21c)
Then, by introducing auxiliary variables µ and β, the















where the equivalence is guaranteed when (22b) and (22c)
hold with equality at optimum.
It is noted that
√
µβ is a joint concave function with respect
to µ and β, which can be approximated by its upper bound
as below √
µβ , g(µ, β) ≤ g′(µ, β, µ(n), β(n)), (23a)
g
′













where µ(n) and β(n) denote the value of variables µ and β
at the n-th iteration, and g
′
(µ, β, µ(n), β(n)) represents the
first-order Taylor approximation around (µ(n), β(n)).







(µ, β, µ(n), β(n)). (24)
For (22c), arithmetic geometric mean (AGM) method [32]
can be applied to get the approximation as
(ν(n)t0)
2 + (Tr(W )/ν(n))2 ≤ 2
√
β, (25)






Moreover, by substituting E into (5), it can be reformulated
as below
loff1 = l1,1 + l1,2,
l1,1 ≤ t1Blog2(1 +
E1|h1|2
t1σ2

















σ2 ) is concave, its perspective
function tf
′
(xt ) = log2(1 +
x
tσ2 ) is also concave. This
indicates that the constraints in (27) are all convex.
Then, by introducing two slack variables loff2,1 and l
off
2,2 , the














where the optimality can be guaranteed when (28b) and (28c)
hold with equality. To further transform (28b), it can be firstly
rewritten as loff2,1 ≤ m1(E, t1)− z1(E, t1), where m1(E, t1)
and z1(E, t1) are defined as








It is worth noting that both m1(E, t1) and z1(E, t1) are
joint concave functions with respect to E and t1. Therefore,
we can see that m1(E, t1)−z1(E, t1) is a difference of convex
(DC) programming function [33], which can be converted into
convex expression with the aid of SCA. As z1(E, t1) is a
concave function, an upper bound can be given by using its
first-Taylor expansion as below:
z1(E, t1) ≤ z1(E(n), t(n)1 ) +∇z1(E(n))(E11 − E
(n)
11 )




where E(n)11 and t
(n)
1 represent the values of E11 and t1 at the
n-th iteration. ∇z1(E(n)) and ∇z1(t(n)1 ) denote the gradients






























As a result, (28b) can be reformulated as
loff2,1 ≤ m1(E, t1)− z1(E(n), t
(n)
1 )−
∇z1(E(n))(E11 − E(n)11 )−∇z1(t
(n)




Furthermore, following a similar procedure, (28c) can be
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then recast as
loff2,2 ≤ m2(E, t22)− z2(E(n), t
(n)
22 )−
∇z2(E(n))(E12 − E(n)12 )−∇z2(t
(n)




where m2(E, t22), z2(E, t22), ∇z2(E(n)), and ∇z2(t(n)22 ) are
defined as





































Finally, the original problem (P1) can be transformed into
a convex formulation by dropping the rank-one constraint.





s.t. (16a), (16c), (16d), (16f), (35b)
(17a), (17b), (18a), (18b), (35c)
(20), (21a), (21b), (21c), (24), (35d)
(25), (27), (28a), (32), (33), (35e)
Tr(W ) ≤ Pmax, (35f)
t0 + t1 + t21 + t22 = T, (35g)
t ≽ 0,E ≽ 0,W ≽ 0, l ≽ 0, (35h)
where ζ, τ ,ω and υ represent the corresponding sets of the
introduced slack variables.
Therefore, we provide Algorithm 1 to outline the detailed
process to solve (P2).
Note that the nonconvex rank-one constraint, i.e.,
rank(W ) ≤ 1 is dropped for (P2). To demonstrate the
equivalence between (P2) and (P1), we provide the following
theorem.
Theorem 1. An optimal solution W ∗ to (P2) always exists,
whenever the problem is feasible.
Proof: The proof is provided in Appendix B.
Moreover, to prove the convergence of the proposed Algo-
rithm 1, we have the following theorem.
Theorem 2. Algorithm 1 produces a non-decreasing sequence
of the objective values, i.e., µ(n+1) ≥ µ(n), which indicates
the convergence of Algorithm 1.
Proof : The proof is provided in Appendix C.
Theorem 3. The proposed Algorithm 1 continuously con-
verges to a Karush-Kuhn-Tucker (KKT) point of problem (P1)
whenever problem (P2) is feasible.
Proof : The proof is provided in Appendix D.
B. Complexity Analysis
Note that the computational complexity of Algorithm 1
consists of two loops: the outer iteration loop and the inner
loop to solve (P2). Specifically, denote the maximum iteration
number of Algorithm 1 as Lmax, while the complexity of
Algorithm 1 Computation Efficiency Maximization Algorith-
m
1: Initialize energy allocation E(0) and time allocation t(0),
set iteration number n = 0, µ0 = 0, µ1 = 1, and the
precision tolerance ϵ = 10−3.
2: while |µn+1 − µn| ≥ ϵ
3: Update the n-th iteration E(n) and t(n) by solving
(P2);
4: Update µn = µn−1;
5: Update n = n+ 1;
6: end while
7: Output: the optimal energy beamforming vector W (n),
energy allocation E(n), and time allocation t(n).
the interior point method to solve (P2) is proportional to
O(r3.5δ) [34], where r represents the number of variables,
and δ accounts for the number of bits needed to denote the
entries in the optimization problem. In summary, the whole
complexity is O(Lmaxr3.5δ), where r is the total number of
variables (W , t,E, ζ, τ ,ω,υ, µ, β) to solve (P2).
IV. NUMERICAL RESULTS
Numerical results are provided to estimate the performance
of the proposed scheme. The parameters are set as below,
unless otherwise stated. It is assumed that the AP is situated
at the edge of the network with a coordinate of (0, 5 m). The
two users are randomly distributed in a 8 m×10 m coverage
region. The bandwidth is set as B = 1 MHz, the capacitance
coefficient κi = 10−28, the maximum CPU frequency fmax =
2 GHz, and the noise power σ2 = 10−9 W [35]. The number
of CPU cycles required to compute one input-bit at user i
are given as Ci = 1, 000, {i = 1, 2} [7], [11]. Without loss
of generality, the channel reciprocity is assumed to hold for
the downlink and uplink, i.e., hi = gi, {i = 1, 2}, and the
channel coefficient is modeled as hi = 10−1.5h̃id
−α2
i , i =
{1, 2}, where α = 3 denotes the path loss exponent, and h̃
follows the Rayleigh fading distribution. Furthermore, we set
L1 = L2 = L, which indicates that two users have the same
computation rate requirement. For the non-linear EH model,
the parameters are set as M1 = M2 = 24 mW, a1 = a2 = 150
and b1 = b2 = 0.024.
For simplicity, the proposed scheme is referred to as
”NOMA-UC MEC” in the following figures. To provide a
comprehensive study, we also simulate the baseline schemes,
which are described as follows:
• UC-MEC represents the wireless powered UC-enabled
MEC scheme.
• For NOMA-MEC, it denotes the wireless powered MEC
scheme, with NOMA protocol applied.
• MEC denotes the conventional MEC scheme based on
TDMA protocol.
• With regards to the local computing scheme, the users
execute the computation task by itself only, which cor-
responds to the condition of loff1 = 0 and l
off
2 = 0
• For offloading only scheme, the computation tasks are
fully computed at the MEC server integrated with the
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Fig. 3. Maximum computation efficiency vs. L.

































Fig. 4. Maximum computation efficiency vs. T .
AP.
• For the fixed time allocation scheme, the system model
is the same as the proposed NOMA-UC MEC, except
that the time allocations are fixed constants.
In Fig. 3, we present the relationship between the maximum
computation efficiency and the computation data size require-
ment. To show the effectiveness of the partial offloading, the
results of offloading only and local computing schemes are
provided for comparison. As can be seen from Fig. 3, the
computation efficiency decreases with larger required data
bits for all three schemes, which implies that the growth rate
of the required energy to compute runs faster than the data
size. In addition, it is obvious that the proposed NOMA-UC
MEC scheme is superior to the baseline schemes. Specifically,
the local computing scheme yields the worst performance,
indicating that the application of MEC greatly contributes to
performance improvement.
Fig. 4 illustrates the influence of the block slot duration on
the computation efficiency. It is noted that the computation
efficiency increases monotonically with the block slot duration
for all the schemes, and the proposed NOMA-UC MEC
scheme outperforms the benchmark schemes. For example,
when the time duration is 1s, the achievable computation
efficiency for NOMA-UC MEC is about 6 × 104 bits/Joule,
while for offloading only and local computing are 3.8 × 104
bits/Joule and 0.7× 104 bits/Joule, respectively.
To show the effect of NOMA and UC application in MEC
design, four schemes, namely the proposed NOMA-UC MEC,



































Fig. 5. Maximum computation efficiency vs. L.






























Fig. 6. Maximum computation efficiency vs. T .
NOMA-MEC, UC-MEC, and MEC schemes are presented in
Fig. 5. The computation efficiency performs decreasing trends
with the increase of required data bits for all schemes, while
the proposed NOMA-UC MEC scheme produces the best
performance. In addition, compared with the MEC scheme,
both NOMA-UC and UC-MEC achieve higher computation
efficiency, proving the benefit of applying NOMA and UC in
dealing with the doubly near-far effect in wireless powered
MEC systems.
The comparison between the computation efficiency per-
formance and the block slot duration T is presented in Fig.
6. We see that the trend for all the five curves is similar,
and the proposed NOMA-UC MEC scheme produces the best
performance. This indicates NOMA-UC MEC can enhance
the system computation efficiency. Besides, the proposed
’NOMA-UC MEC’ gains better system performance than the
’Fixed time allocation’ scheme, which reveals the merit of the
joint resource allocation optimization for system performance
enhancement. Moreover, the performance of both NOMA-
MEC and UC-MEC is superior to that of MEC, proving the
advantage of applying NOMA and UC into the MEC design.
To evaluate the impact of users’ locations, we assume that
the AP and two users are placed in a line, i.e., d1 = 8 m,
d2 = ϕd1, and d12 = (1−ϕ)d1, where ϕ ∈ [0.5, 0.75]. When
the distance between the AP and U2 becomes larger, the two
users get closer. As can be observed from Fig. 7, the plain
MEC scheme still yields the worst performance. Moreover,
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Fig. 7. Maximum computation efficiency vs. the distance between
the AP and U2.
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Fig. 8. Maximum computation efficiency vs. number of AP transmit
antenna.
both NOMA-UC MEC and UC-MEC show a similar trend,
where the computation efficiency first increases and then
decreases when the distance between the AP and U2 becomes
larger. The reason is that, with UC applied to the two schemes,
it can make a great impact with better channel gain between
the two users. When the distance between the AP and U2
becomes larger, U2’s channel gain degradation dominates the
effect of UC, and thus the computation efficiency decreases.
Moreover, NOMA-MEC outperforms UC-MEC when U2 is
closer to the AP, while UC-MEC gains better performance
when the two users get closer. This is because the channel gain
of U2 decreases with the distance, resulting in a monotonically
decreasing performance of NOMA-MEC. However, when the
distance between the AP and U2 becomes larger, two users
get closer to each other, thus the channel degradation can be
better compensated for the UC-MEC scheme.
Fig. 8 shows the relationship between the achieved com-
putation efficiency and the number of transmit antennas Nt
equipped at the AP with d1 = 8 m, d2 = 4.8 m, and d12 = 3.2
m. Due to the additional degrees of freedom introduced by
the increasing number of transmit antennas, the computation
efficiency can be improved for all the schemes. Particularly,
compared with NOMA-UC MEC and offloading only scheme,
the performance improvement of local computing is limited.
The reason is that, the channel gain can be improved in both
the downlink WPT transmission and uplink communications
for NOMA-UC MEC and offloading only scheme, whereas
only downlink WPT transmission is affected for local com-
puting.
V. CONCLUSIONS
We investigated the application of NOMA and UC in a
wireless powered MEC system under the non-linear energy
harvesting model, in which the joint optimization problem
of energy beamforming, time and power allocations was
formulated to maximize the system computation efficiency.
To solve the challenging nonconvex problem, SDR technique
was first applied to transform the original problem into a
more tractable expression. Then, the transformed problem
was reformulated with variables substitutions, which can be
finally solved by applying the SCA method. Numerical results
demonstrated the superiority of applying NOMA and UC in
wireless powered MEC design.
Based on the challenges and limitations of NOMA-assisted
mobile edge computing with user cooperation, possible future
extensions are listed as below. Firstly, perfect decoding at the
AP is assumed for theoretical analysis. Practically, incorrect
decoding may happen in NOMA scenarios due to imperfect
SIC. Therefore, it would be interesting to investigate the
impact of imperfect SIC in future studies. Secondly, it is also
challenging to extend current work to other practical setups,
i.e., imperfect CSI, users with multi-antenna, etc.
APPENDIX A
PROOF OF LEMMA 1
Lemma 1 can be proved by contradiction approach. Suppose
that {w∗, t∗,p∗, l∗} is the optimal solution to (P1) corre-
sponding to the maximum objective η∗, and the time allocation






22 < T . Based on the expression of
(14a), with fixed t∗0, η can be further improved as increasing
{t1 + t21 + t22} results in larger computation bits in the nu-
merator, contradicting that the solution is optimal. Therefore,
the maximum computation efficiency can be achieved with
t0 + t1 + t21 + t22 = T .
APPENDIX B
PROOF OF THEOREM 1
Assume that (P2) is feasible and it is also dual feasible. As
can be observed from (P2), there are three linear constraints
(16c, 16f and 35f) concerned with W ∗. According to [36,
Theorem 3.2], we have that
rank2(W∗) ≤ 3. (36)
If (P2) is feasible, we can infer that W ∗ > 0, according to
(16f) and (35f). Moreover, considering inequality constraint
(36), we can further infer that rank(W ∗) = 1. Hence, the
relaxation is tight, and one can deduce that an optimal solution
W ∗ always exists for problem (P2).
Furthermore, it is worth noting that (P2) is a convex
optimization problem, hence the interior point method can
be used to derive the global optimal solution (W ∗, t∗,E∗).




optimal energy beamforming vector w can be computed from
W ∗ by applying eigen-decomposition. Otherwise, Gaussian
randomization [36] can be used to attain a suboptimal solution.
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APPENDIX C
PROOF OF THEOREM 2
To reveal that Algorithm 1 converges, we need to demon-
strate that the sequence of the objective values obtained
from Algorithm 1 is non-decreasing for each iteration, i.e.,
µ(n+1) ≥ µ(n).
Denote W ∗, t∗,E∗, µ∗, β∗ as the optimal solution to (P2)
during the n-th iteration. Note that during the problem trans-
formation, constraints (19), (21c), (24), (30), and (33) are




















The variables in iteration n + 1 are updated accordingly,
i.e., µ(n+1) = µ(∗), β(n+1) = β(∗), while (22b) can still
be satisfied. By substituting the updated parameters into (24)
























(µ∗ − µ(n)) (38b)
≤ l, (38c)
where (38a) is derived by replacing (µn+1, βn+1) with the
obtained optimal solution (µ∗, β∗), (38b) is the upper-bounded
approximation of (38a), and inequality (38c) is deduced with
the aid of (37). Similar steps can be applied to prove the
convergence of (19), (21c), (30) and (33), where the detailed
process is omitted here.
In summary, it is proved that the solution derived during
iteration n is a feasible point of the n + 1-th iteration for
(P2). Based on the above analysis, and considering that the
objective of (P2) is a concave function, µ(n+1) ≥ µ(n) is
proved. The proof is completed.
APPENDIX D
PROOF OF THEOREM 3
Moreover, denote χn as the optimal solutions to (P2) during
the n-th iteration of Algorithm 1, due to the convergence
feature of Algorithm 1 introduced by Theorem 2, χn → χ∗
holds when n → ∞, where χ∗ denotes the optimal solution to
(P2). In addition, we note that (P2) is obtained from (P1) by
performing SCA, while the bound approximation introduced
by the SCA produces the same function value and gradient
value around the original spatial point during any iterations.
In conclusion, the proposed Algorithm 1 can continuously
coverage to a KKT point. The proof is completed.
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