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ABSTRACT
Direct energy conversion between thermal and electrical energy based on thermoelectric
effects is attractive for potential applications in waste heat recovery and environmentally-
friendly refrigeration. The energy conversion efficiency is related to the thermoelectric
figure of merit ZT, which is proportional to the electrical conductivity, the square of the
Seebeck coefficient, and the inverse of the thermal conductivity. Currently, the low ZT
values of available materials restrict the large scale applications of this technology.
Recently, however, significant enhancements in ZT were reported in nanostructured
materials such as superlattices mainly due to their low thermal conductivities. According
to the studies on heat transfer mechanisms in nanostructures, the reduced thermal
conductivity of nanostructures is mainly attributed to the increased scattering of phonons
at interfaces. Based on this idea, nanocomposites are also expected to have a lower
thermal conductivity than their bulk counterparts of the same chemical configuration.
Nanocomposites are materials with constituents of less than 100 nm in size. They can be
fabricated with a low cost just by mixing nano sized particles followed by consolidation
of nano sized powders.
In this thesis, SiGe nanocomposites are investigated for power generation at high
temperature. The material properties are characterized at different temperatures, and the
optimized process conditions are explored experimentally. In addition, theoretical studies
are carried out for better understanding of transport phenomena and our experimental
results. Grain boundaries in nanocomposites can scatter phonons, when their mean free
paths are longer than the grain size. Mean free paths of electrons are usually shorter than
the grain size of nanocomposites, so that the electrical conductivities of nanocomposites
are not expected to change significantly. However, the experimental results show that
nanostructures indeed affect electron transport. The grain boundary effects on electron
transport are investigated to explain the experiments. Furthermore, the effects of
nanosized pores are explored. Our experimental results show that pores in
nanocomposites degrade the electrical conductivity more than predicted by effective
medium theories. A scattering model is developed to understand the transport
phenomena in porous materials. These modeling studies can also be used to guide
sample preparation conditions.
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Chapter 1: Introduction
A growing interest in the world energy needs and environmental concerns has
drawn a lot of attention to research in renewable and sustainable energy. Among the
various techniques, thermoelectric devices are promising due to their potential
application as replacements for or supplements to conventional energy conversion
systems, such as waste heat recovery and environmentally-friendly refrigeration.1,2
However, present low energy conversion efficiencies of available materials restrict the
efficient applications of this technology. According to recent studies, significant
enhancement in the energy conversion efficiency of thermoelectric material is possible in
nanostructures mainly due to their low thermal conductivities.3-9 The reduced thermal
conductivity of nanostructures is attributed to the large number of interfaces at which
phonons (quanta of lattice waves) are scattered. 10 12 Based on this idea, nanocomposites
are expected to have a lower thermal conductivity than their bulk counterparts of the
same chemical composition, but with low fabrication cost just by mixing nano-sized
particles.3,6,13-15 In this chapter, after an introduction to the principles and recent
accomplishment of thermoelectrics, the main objectives of this thesis will be discussed.
1.1. Introduction to Thermoelectrics
Thermoelectric phenomena are manifested in solid state energy conversion between
heat and electricity. The fundamental reason for thermoelectric phenomena is because
charge carriers are also energy carriers. When electrical current flows charge carriers
also transfer energy, and their movement can be induced by thermal energy as well as
electrical potential. There are two types of charge carriers, holes and electrons. When
the majority of carriers in a material are electrons, the material is called n-type; when the
majority are holes the material is called p-type. Since electrons move opposite to the
current direction and holes move along with current direction, we can maximize energy
flow in one direction by connecting n-type and p-type materials serially as shown in Fig.
1 - la. The difference in the energy carried by each carrier should be compensated by
cooling or heating at the junctions. Hence, the upper part of the pair of legs is cooled
down, while the lower part is heated up with the current direction shown in Fig. 1 - la.
This is called the Peltier effect, and the amount of heat transfer is proportional to the
amount of current. The proportionality constant is called the Peltier coefficient, H.
(a) OM Heat Flow (b) Hot
i+ i 1 t i+ i+
t
Hot t input Cod RLoad V
Figure 1 - 1. Schematic of thermoelectric energy conversion via (a) the Peltier effect, (b) the Seebeck
effect
When a material is subjected to a temperature difference, an electrical potential
difference is produced across the material. Due to the difference in thermal energy,
charge carriers will diffuse from the hot side to the cold side. The diffusion of charge
carriers causes a higher carrier concentration in the cold side and therefore creates an
electrostatic field and chemical potential gradient. The combined electrochemical
potential creates an opposing voltage in the open circuit that balances further diffusion by
thermal energy. This phenomenon is called the Seebeck effect, and the Seebeck
coefficient S is defined as the ratio of the gradient of the Seebeck voltage to the
temperature gradient.
dV
S=- (1-1)dT
The negative sign is because the voltage is induced in the direction that resists thermal
diffusion of electrical carriers by a temperature gradient. There exists a relation between
the Seebeck coefficient S and the Peltier coefficient H:.
1l = TS (1 -2)
Since the Seebeck coefficient is a material property, the amount of energy carried
by charge carriers and the voltage generated per temperature gradient vary for different
materials. We can maximize the amount of voltage by connecting n-type (negative
Seebeck coefficient) and p-type (positive Seebeck coefficient) materials, since they have
opposite sign of the Seebeck coefficients (Fig. 1 - lb). While one leg is under a positive
temperature gradient with respect to current flow direction, the other leg is under a
negative temperature gradient. Hence, the total voltage caused by a pair of such legs is
the difference in the Seebeck coefficients of the two multiplied by the temperature
difference.
Thermoelectric devices have a lot of advantages over conventional energy
conversion systems. Since no moving parts are required, they are quiet and reliable.
Unlike mechanical vapor compression cycles, there is no significant change in efficiency
as system size gets smaller. Electricity can be generated at any scale, from a power
sources for wireless sensor networks using temperature differences in the environment, to
large-scale power generation from solar thermal with a solar concentrator or by using
geothermal energy. Thermoelectric devices are also environmentally friendly, since no
coolant gas is required for refrigeration and it can enhance efficiency of existing energy
conversion devices by waste heat recovery. More than 50% of the energy that is
currently produced is wasted by generic heat loss of energy system as well as by
inefficient energy conversion. 16  With efficient recovery of waste heat, current
consumption of fossil fuels can be reduced significantly. Thermoelectric devices can play
an important role in the waste heat recovery of small systems or vehicles, where large
scale regeneration cycles cannot be installed easily. However, the low efficiency of
thermoelectric devices limits their economic application in large scale power generators
and refrigerators.
The thermoelectric device efficiency is described by the dimensionless figure of
merit, ZT, which is defined as
S20TZT = (1 - 3)
k
where, S is the Seebeck coefficient, a is the electrical conductivity, k is thermal
conductivity, and T is the operation temperature; the expression S2a is called the power
factor.17 The ZT is proportional to the square of the Seebeck coefficient, because the
efficiency is proportional to the amount of power generated and subsequently the power
is proportional to the square of the voltage created by the Seebeck effect. The
proportionality of ZT to the electrical conductivity is also reasonable because high
electrical conductivity reduces energy waste by Joule heating within thermoelectric
materials. On the other hand, a high thermal conductivity will reduce energy conversion
efficiency, because most of heat will be transferred by conduction through the
thermoelectric materials. Finally, the equation is multiplied by the operation temperature
to give ZT a dimensionless form.
The functional form of the energy conversion efficiency 11 can be expressed by
AT ZT+1-1 (1-4)
r77 = -x (1 -4)
Th ZT+I + TTh
The first term is the Carnot efficiency, and ZT is the average ZT value in the working
temperature region. The highest ZT of bulk thermoelectric materials is around 1 at room
temperature for Bi0 .5Sb1 .5Te3 and the efficiency for a 150K temperature difference at
room temperature is now around 5%. 18 To compete with small-scale conventional
mechanical vapor compression cycles, however, a ZT value of 2 or 3 is desirable.
Therefore, good thermoelectric materials require a high Seebeck coefficient, a high
electrical conductivity, and a low thermal conductivity. However, such materials are hard
to be found in nature, and it is even harder to engineer individual properties without
affecting other properties. While metals have large thermal conductivities because of
their large electronic contribution to the thermal conductivity, insulators have very low
electrical conductivity. Hence, high a ZT cannot be found in these kinds of materials.
The best materials for thermoelectric applications are found in heavily doped
semiconductors. Semiconductors also have the advantage that the electrical transport
properties and carrier type can be controlled by doping.
1.2. Recent Improvement in Thermoelectric Figure of Merit
During the 1960s, rapid progress was made on the development of alloy-based
semiconductors. 19-21 ZT is enhanced by the reduction in the thermal conductivity due to
phonon scattering at atomic level impurities incorporated in the alloy structure. The mass
variation of the lattice structure scatters short wavelength phonons more effectively than
long wavelength phonons as in the Rayleigh scattering. 22  Since short wavelength
phonons transfer more energy, the alloy approach can scatter phonons effectively can
strongly reduce the thermal conductivity. Most of current bulk materials are alloys: BiTe-
SbTe, Si-Ge, and PbTe-PbSe. Since the advent of the alloy approach, ZT had hovered
around 1 for more than 30 years, before Hicks and Dresselhaus suggested a possible
enhancement in ZT using nanostructures.5, 23
When the characteristic length of a material becomes comparable to or smaller than
the mean free path or wavelength of charge or energy carriers, transport phenomena are
different from those of bulk materials resulting from both classical or quantum size
effects. Most of the properties in bulk materials are defined based on the assumption that
transport phenomena are diffusive, while transport phenomena operating under quantum
conditions can be are ballistic. As the characteristic length gets smaller than the mean
free path of bulk materials, electrons or phonons experience additional scattering at
boundaries and therefore their thermal or electrical conductivity will be reduced because
of the classical size effect.8,'10 The wave nature of the charge or energy carriers will be
altered by characteristic length that is smaller than the wavelength of electrons or
phonons. Since the wavelength cannot be larger than twice the characteristic length, low
energy states of carriers will be eliminated (the quantum size effect). This quantum
confinement effect leads to changes in the dispersion relations and in the density of states,
with beneficial impacts on the electron power factor.5, 23 Therefore, ZT can in principle
be enhanced in the nanostructures due to the reduction in the thermal conductivity by the
classical size effect, and due to the power factor enhancement by the quantum size effects.
The experimental demonstrations of an enhancement in ZT were presented within a
decade after Hicks and Dresselhaus presented the theoretical background. Hicks et al.
reported the possible enhancement in ZT by an experimental study of the quantum
confinement effect in PbTe/PblxEuxTe quantum well structures. 23  The actual
enhancement in ZT, up to a factor of four, were reported by Harman et al. using a
PbSeTe/PbTe quantum dot superlattice and by Venkatasubramanian et al. using a
Bi 2Te3/Sb 2Te3 superlattice. 4' 7 Both structures showed an increased power factor by about
15-40%, but it is the reduction in the thermal conductivity that dominates the
enhancement in ZT. The thermal conductivity of such nanostructures is 3 to 4 times
smaller than their bulk counterparts. More recently Hsu et al. reported enhancement in
bulk materials by forming nanoscale precipitates in the AgPbSbTe material system. 6
Hochbaum et al. reported significant improvement in ZT at room temperature using an
array of Si nanowires manufactured by electrochemical synthesis. 9 However, these
processes are not often easily scaled up for practical applications or to be applied to other
material systems. Hence, it is essential to develop a cost-efficient method to fabricate
nanostructured materials for large scale applications.
1.3. Nanocomposite Approach
According to theoretical studies on thermal transport perpendicular to interfaces, it
is the incoherent diffusive phonon scattering at the interfaces that reduces the thermal
conductivity in nanostructures.8, 24 In this view, a superlattice is a set of boundary
resistances. Neither periodic structures nor different phases are necessary for the thermal
conductivity reduction. Therefore a large interface density is essential to reduce the
thermal conductivity. Based on this idea, nanocomposites are expected to have a lower
thermal conductivity than their bulk counterparts with a low fabrication cost just by
sintering mixed nano-sized particles. 3 Although a composite is usually defined as a
material that consists of more than one phase, a nanocomposite is defined as a material
that contains at least one phase with constituents of less than 100 nm in size. The idea of
reducing the thermal conductivity using small grains has been suggested several
times. 25 26 However, grain sizes of previous works didn't go into the nanometer range.
Besides, actual demonstration of ZT enhancement with nano-sized grains has not been
made yet due to the difficulty in doing a fully dense sintering process of nano-sized
particles, and due to the degradation of the electrical properties of such materials. Recent
advances in sintering techniques have allowed the compaction of nanopowders into fully
dense nanocomposites. 27 With appropriate sample preparation, an enhancement in the ZT
of nanocomposites can now be demonstrated.
Although this approach can be applied to various material systems, SiGe was
explored for the purpose of high-temperature power generation. For silicon, the average
phonon mean free path at room temperature is around a few hundred nanometers, while
the average electron mean free path is on the order of several nanometers. Hence, the
thermal conductivity can be reduced using the nanocomposite approach without much
affecting electrical transport, and therefore, a ZT enhancement is expected.
This thesis is concerned with the modeling and characterization of the
thermoelectric property of SiGe nanocomposites. Chapter 2 briefly summarizes SiGe
nanocomposite synthesis and the structural analysis, and most of the synthesis processes
were carried out by Prof. Ren's group at Boston College. Chapter 3 describes the
detailed characterization process, along with a review of the various characterization
techniques. An apparatus was designed and built for the high-temperature
characterization of the electron transport properties. The new apparatus has an advantage
over other measurement systems, including commercial ones, in that the Seebeck
coefficient and the electrical conductivity of disc-type samples can be measured
simultaneously. In Chapter 4, transport phenomena in the presence of nano-grains are
discussed followed by modeling of their transport properties. The Boltzmann Transport
Equation under the relaxation time approximation is exploited to evaluate the
thermoelectric properties of nanocomposites. An electron scattering model is developed
to explain the degraded power factor in nanocomposties, which cannot be explained by
simple diffusive scattering at grain boundaries. A nano-sized porosity effect on electron
transport is also studied. Chapter 5 demonstrates the actual enhancement in ZT using
actual SiGe nanocomposites. The effect of different composition ratios is studied as well.
Finally, Chapter 6 summarizes the major accomplishments of this thesis and suggests
future research directions.
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Chapter 2: Sample Preparation
In this chapter, the fabrication process of the nanocomposites is described. The
commercial application of nanocomposites relies on the successful consolidation of
nanoparticles into bulk-sized components while preserving their nanostructures. The first
half of this chapter discusses the techniques for nanoparticle fabrication and
consolidation processes used in this work. The second half explores the characterization
of structures of SiGe nanocomposites. Most of the fabrication processes are done in
collaboration with Prof. Ren's group at Boston College, and hence this chapter will be
brief.
2.1. Fabrication of Nanocomposites
Although a composite is usually referred to as a mixture of two different phases,
nanocomposites are defined here as materials that contain at least one phase with
constituents less than 100 nm in size. In SiGe nanocomposites, silicon (Si) and
germanium (Ge) can easily form a solid solution (single phase) especially at high
temperature. Therefore, using alloy powders for consolidation will ensure better stability
of materials than consolidation of Si and Ge powders.
Nanostructured SiGe alloy powders are prepared from Si and Ge chunks by
mechanical alloying using a ball milling technique. Spex 8000M, a high energy ball
milling system, is used for the ball milling process. To achieve a high carrier
concentration, dopants are added into silicon (Si) (99.99%, Alfa Aesar) and germanium
(Ge) (99.99%, Alfa Aesar) chunks to the milling jar. The typical dopants are phosphorus
(P) (powders 99.99% Aldrich) for n-type, and boron (B) (powder 99.99%, Aldrich) for p-
type, and the dopant concentration is varied in accordance with the desired outcome of
the samples being fabricated. These constituents are then milled for a number of hours
until powders are fully alloyed. There exists an optimum ball mill duration that yields the
smallest particle size. Longer ball mill duration does not necessarily result in smaller
particle size due to the agglomeration of particles. The optimization process is carried
out along with the powder characterization, which will be discussed in the next section of
this chapter. The handling of materials is done in an Argon gas filled glove box to
prevent oxidation of the particles.
The challenges in consolidating nanopowders are achieving a high densification
rates and retaining small grain sizes. According to Mayo, in order to attain the highest
densification rate during the consolidation process, large inter-particle pores should be
avoided.' However, eliminating large pores requires high temperature and a prolonged
sintering time, which consequently result in the grain growth. Among the various
techniques, plasma pressure compaction can minimize the grain growth by providing
rapid consolidation.2 In this process, the mechanically prepared nanopowders are poured
into a graphite die with a 12.7 mm diameter central cylindrical opening and then
compressed using a graphite punch. Figure 2 - 1 shows the schematic of plasma pressure
compaction apparatus. While the pressure is applied onto the graphite punch, a large
amount of DC current flows through the nanopowders to achieve rapid densification by
resistive sintering under uni-axial pressure. After the compaction, a sample is actively
cooled with water. The duration, pressure, and temperature are optimized to achieve
high-density samples.
Graphite
piston
Graphite Sam ple
cylinder powder A
Current for
heating
Force for
pressing
Figure 2 - 1. Schematic of plasma pressure compaction process
After the press procedure, the sample is cut into several pieces for the
characterization of its properties and structure. Two 2 mm thick disc samples can be
made from a single press operation. After the thermal conductivity measurement, one
disc is cut into a bar shape for the power factor measurement. Between each
measurement, the sample is heated up to 12000 C and rapidly cooled down with air (the
"reset" process) to eliminate any possible change in carrier concentration by precipitation
or by activation of dopants after high temperature exposure. The detailed measurement
technique is discussed in Chapter 3.
2.2. Structural Analysis
The nanocomposite samples were characterized by X-ray diffraction (XRD), high
resolution transmission electron microscopy (HRTEM) and energy-dispersive
spectroscopy (EDS) to study their crystallinity, composition, homogeneity, average grain
size, and the grain size distribution of the nano particles. These parameters significantly
affect the thermoelectric properties of the bulk samples. The volume mass densities of
these samples were measured using an Archimedes' kit. The specimens for TEM
measurement were prepared by dicing, polishing, and ion milling of the DC hot pressed
bulk samples.
Figure 2 - 2 shows the XRD pattern (Fig. 2 - 2a) and TEM images (Figs. 2 - 2b-d)
of the ball-milled, boron-doped Si 8soGe 20 nanopowder.3' 4 The XRD pattern confirms that
the powder is in a single phase and is well matched with those obtained for SisoGe 20
alloys.5 The broadened diffraction peaks indicate the small grain sizes. The mean size of
the particles, calculated from XRD peaks using the Williamson-Hall method,6 hover
around 15 nm. The low- (Fig. 2 - 2b) and medium- (Fig. 2 - 2c) magnification TEM
images show that the powder consists of particles ranging from 5 to 200 nm. However,
the electron diffraction rings (inset of Fig. 2 - 2c) obtained inside a single particle indicate
that the individual particles are themselves multi-crystalline. The high resolution TEM
image (Fig. 2 - 2d) clearly shows that the big particles consist of grains up to 20 nm in
size, which agrees fairly well with the size calculated from the XRD spectra (Fig. 2 - 2a).
Furthermore, even inside a single grain, many defects still exist (Fig. 2 - 2d), because the
nano grains were formed by a low temperature mechanical alloying process, and not by
high temperature melting and solidification. With appropriate preparation conditions, a
similar particle size is also achieved for different type of dopants and composition ratios.
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Figure 2 - 2. XRD pattern (a) and TEM images with (b) low-, (c) medium-, and (d) high-
magnifications of the ball milled SisoGe 2o nanopowders. The inset in (c) shows the selected area
electron diffraction rings to provide evidence for the multicrystalline nature of an individual particle.
Since the size and quality of the nanoparticles are essential features in reducing the
thermal conductivity to achieve high ZT values, microstructure studies have also been
carried out on the hot-pressed nanostructured bulk samples using TEM (Fig. 2 - 3).3,4
The low magnification TEM image is presented in Fig. 2 - 3a, which shows dark dots
distributed in the background, but both the dots and the background contain small-sized
multi grains. A higher magnification TEM image (Fig. 2 - 3b) confirms that the grains
are indeed of nano size up to about 20 nm, similar to the size of the initial powder,
indicating that no significant grain growth has occurred after the DC hot press process.
The grain size obtained by the XRD spectra is also consistent with the grain size by TEM.
The Williamson-Hall method also provides information on the residual strain. For most
of the samples in this thesis, the residual strain is reduced after compaction and no
significant residual strain is observed. The reduced strain after the hot press is reasonable,
because the hot-pressing temperature is above 10000 C, and at that temperature the strain
that is built up in the nanopowders during the mechanical alloy process is released. A
detailed crystal structure study showed no differences in the dark dots and in the
background. The observed contrast non-uniformity may be due to the segregation of the
dopants. However, the EDS detector in our TEM is not sensitive enough to distinguish
the atomic concentration of dopants. Furthermore, these nano grains are highly
crystalline, completely random (lattice planes oriented with different angles) (Fig. 2 - 3c),
closely packed (Fig. 2 - 3d), and have very clean boundaries (Figs. 2 - 3c-d), consistent
with the measured high volume mass density.
Figure 2 - 3. TEM images of typical dc hot pressed nanostructured dense bulk samples under (a) low-,
(b) medium-, and (c and d) high-magnifications (see text).
The small grains with random crystalline orientations help to reduce the phonon
transport much more effectively than the large grains found in bulk polycrystalline SiGe
materials since phonons experience more scattering events at those nano boundaries. A
similar phenomenon is observed in the case of SiGe/Si superlattices. 7 8
A serious concern in nanostructured materials is grain growth over an extended
period of time at the temperatures at which these materials are generally used. We carried
out a thermal stability test by heat treatment of the nanostructured bulk samples at
1100 0C for 7 days and we did not find any noticeable grain growth under these conditions.
The reason why there is no grain growth at such a high temperature is probably because
the grains are similar in size and their random crystalline directions with high angle
boundaries prevent grain growth.
2.3. Summary
In this portion of the thesis, the fabrication method for SiGe nanocomposites and
their structural analysis were summarized. Commercially available Si and Ge chunks
were pulverized into nanosized powders with a high-energy ball milling machine. The
microscopic image showed that pulverized powders were as small as 5 nm, and that the
powders are fully alloyed. To ensure fully dense consolidation while maintaining
nanostructures, the pulverized powders are pressed at high pressure while flowing a large
amount of current. The grain size is only slightly larger than the size of the powders
before press, due to the short press period of this technique. Grain sizes were found to be
around 20 nm by both X-ray measurement and TEM images. The stability of the material
was also tested by exposing the samples to a high temperature environment for 7 days.
No significant increase in the grain size occurred due to the small surface energy in the
nanosized grains. The procedures for synthesis of nanocomposites can be readily
commercialized for the large scale fabrication of a variety of nanocomposite
thermoelectric materials.
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Chapter 3: Property Characterization
This portion of the thesis is concerned with the characterization techniques for
thermoelectric properties. As discussed in chapter 1, the energy conversion efficiency of
thermoelectric devices depends on the dimensionless figure of merit of the thermoelectric
materials, ZT, which is proportional to the electrical conductivity, the square of the
Seebeck coefficient, the inverse of thermal conductivity, and the absolute temperature.
Recent achievements of high ZT using nanotechnology have stimulated a lot of studies in
developing new thermoelectric materials. 1-7 Bulk materials with high ZT nano structures
have been also developed for feasible application on real devices. 4' 5' 7 8 Concurrent
studies in measurement techniques should be made to verify enhancement in the
thermoelectric properties: electrical conductivity, Seebeck coefficient, and thermal
conductivity. Because thermoelectric properties usually vary with temperature and
because thermoelectric devices are designed to operate at a determined temperature range,
temperature-dependent measurements are necessary. There are several studies in the
technique of measuring thermoelectric properties of nano-structures such as superlattices
or nanowires. 9-11 Although property measurements of bulk structures seem much easier
and the techniques are well established, there are not enough satisfactory high-
temperature measurement systems for bulk samples. Among three thermoelectric
properties, thermal conductivity can be easily measured by several commercial systems,
which exploit the laser flash technique, the transient method, or the steady state method. 12
But for the electrical conductivity and the Seebeck coefficient, not many systems have
been devised due to the difficulty in making electrical contact to samples for voltage
measurement. Moreover, since the carrier concentration changes after exposure to high
temperature, it is better to measure two electrical properties simultaneously. In the
1980's, Wood et al. designed two separate apparati, one for the Seebeck coefficient
measurement and another for the electrical conductivity measurement of disc-type
samples. 1'3 ,14  Recently, Zhou and Uher devised an apparatus for the simultaneous
measurement of the Seebeck coefficient and electrical conductivity for rod-type
samples.15 All of them require a customized vacuum chamber and furnace, which cannot
be easily manufactured with low cost. Moreover, simultaneous measurement of the
Seebeck coefficient and the electrical conductivity for disc-type samples is preferred, not
only because discs are the typical shape prepared by hot press, but also because the most
reliable thermal conductivity measurement technique, the laser flash method, usually
requires disc-shaped samples. In this chapter, we devised an apparatus, which can
simultaneously measure the Seebeck coefficient and electrical conductivity of disc
samples while minimizing customized machining by using low-,cost, readily-available
components. After an introduction to the various characterization techniques for
measuring the thermoelectric properties of bulk materials, the detailed design of the
apparatus will be described.
3.1. Review on Thermoelectric Properties Measurement
3.1.1. Thermal Conductivity
The thermal conductivity, k, is defined as the ratio of heat flux q " to the temperature
gradient VT caused by the heat flux, k=-q'"/ T. The simplest way to measure the
thermal conductivity is using the steady state method, exploiting Fourier's Law: measure
the temperature difference induced by an electrical heater, and evaluate the heat flux from
the electrical power consumed. 16 However, radiative heat loss at the surface of a sample
prevents exact calculation of the heat flux. The error caused by this heat loss will be
larger for low thermal conductivity materials and for high temperature measurements.
This error can be reduced using the guarded/unguarded heat flow meter method (ASTM
C518 Test Method) or the guarded hot plate method (ASTM C177). 12 A complicated
installation of samples into the measurement apparatus is required to use these techniques,
and therefore these techniques are inappropriate for high throughput.
The Angstrom method, which exploits transient heat sources, can be used to
measure the thermal conductivity regardless of the heat losses and regardless of the
amount of heat flux. 17 With a sinusoidal heat source, temperature responses are measured
at two points along the heat propagation direction. From the mathematical solution of the
diffusion equation, the thermal diffusivity (a) can be derived from the amplitude ratio and
the phase difference of the temperature waves at two points. With a calculated specific
heat (C) value, the thermal conductivity can be given by k = pCa, where p is density.
This technique is based on the assumption that the length of the sample is semi-infinite.
This assumption is satisfied for low thermal conductivity and for high temperature
measurements, which is appropriate for our samples. A detailed analysis of the error
caused by using finite-length samples is described elsewhere. '" However, the contact of
thermocouples cannot be easily made at high temperature, so that the Laser Flash
technique, a noncontact temperature measurement method, is the most widely used
technique for the thermal conductivity characterization.
The Laser Flash technique measures the diffusion time of the temperature along the
thickness direction of a sample. 19 A high-intensity short-duration light pulse is absorbed
in the front surface of a thermally insulated specimen with a thickness of few millimeters,
coated with a graphite spray, and the resulting temperature history of the rear surface is
measured by an infrared detector. The original work by Parker et al. assumes that there
is no heat loss from a sample neither by radiation nor by conduction and that a light pulse
is instantaneous. Although suspending a sample without making any contact is almost
impossible, the assumption of no heat loss is valid when the measurement is done within
a very short time (<ls) and when the sample is thin. Cowan, Cape, and Lehman
developed improved evaluations which account for heat losses and a finite pulse
duration. 20' 21 Another advantage of this technique is that the heat capacity can be also
measured at the same time. By comparing the temperature rise of a sample of interest
and a reference sample, the heat capacity can be evaluated. The recent development of
this technique is summarized by Sheindin et al.22
3.1.2. Seebeck Coefficient
The Seebeck coefficient measurement is independent of geometric parameters and
is not sensitive to the heat loss problem. The Seebeck coefficient S is defined as the ratio
of the electrical potential difference AV to the temperature difference AT, S=-AV/AT.
Two thermocouples are used to measure the temperature and voltage difference across
two points. The temperature difference is induced by an electric heater, and the electrical
power input to the heater is varied to plot a AV-AT curve of which the slope is the
Seebeck coefficient. The value should be compensated by the Seebeck coefficient of the
wires that are used for the voltage measurement. The Seebeck voltage is induced by the
thermocouple wires due to the finite temperature difference between the measurement
points and the ambient temperature. Hence, the Seebeck coefficient of the wires should
be added to the value from the slope of the AV-AT curve. However, the accurate
measurement is possible only when an ohmic contact is made. Without a good electrical
contact, voltage measurements will fluctuate and will cause significant error. More
details about ensuring that an ohmic contact is made will be discussed in the next section.
3.1.3. Electrical Conductivity and Carrier Concentration
The electrical conductivity can be measured by the four probes method: the voltage
drop is measured between two probes, while the current is flowed through two different
probes. The amount of current is modulated, and the electrical resistivity is taken from
the slope of the V-I curve. AC current is normally used to minimize the temperature
difference between probes, induced by the Peltier effect. Such a temperature difference
in turn generates additional voltage by the Seebeck effect. 23 Since AC current alters the
current direction periodically, the net temperature difference induced by the Peltier effect
is close to zero. Previous experimental study suggests that a frequency of 60 Hz is large
enough to neglect the Peltier effect.24
The traditional four probe method assumes one-dimensional current flow and requires
measuring the distance between the probes. The distance should be measured
perpendicular to the current flow; such a measurement cannot be made easily and will
cause additional error. The probes for voltage measurement should be located between
the probes used for current flow, and the distance between the current probes and the
voltage probes should be longer than the thickness of a sample to ensure the one-
dimensional flow. Van der Pauw developed an another four-probe method that evaluates
the electrical conductivity independent of contact location and sample geometry.25 The
method is more useful for thin film structures, since it assumes no potential variation in
the thickness direction.
Figure 3 - 1 shows the schematic of how resistivity is measured. When a current
source exists at one point (M), an electric field is generated and the field magnitude
decreases inversely with increasing distance from the current source (Fig. 3 - l a). The
voltage difference between two points (O & P) caused by a point current source (M) can
be written as follows.
V o = PIn r o - pin (3-1)
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where a, b, and c are the distances between each pair of points, d is the thickness of the
specimen, p is the resistivity, and ro and rp are the distances from point M to points 0 &
P respectively. When a current sink exists at N, a similar expression can be derived.
Consequently, when current I flows into M and out of N, the voltage difference between
points 0 & P is,
i + V°tPI (a + b)(b + c)VPO = Vo + V PO In (3 - 2)
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Similarly, when current flows through N & O and a voltage is measured between P & M,
VpM =Plin (a + b)(b + c) (33)
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Here, we define new variables xl, x2, F, and Q.
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With algebraic manipulation, we can derive a relation between F & Q.
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Finally, we can derive an expression for the resistivity independent of location of probes.
X 1 + X2
21n 2
(3-11)
The quantity xl and x2 are measured, while F can be determined from Eq. (3 - 10). It is
not easy to derive an explicit expression of F as a function of Q.
numerical expression is available in a previous study.26
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Figure 3 - 1. Principle of Van der Pauw method
Figure 3 - 2 plots the F-Q curve based on Eq. (3 - 12). The F value is less sensitive
to Q when Q is small. The schematic of a real measurement for a disc-type sample is
depicted in Fig. 3 - lb. Two adjacent probes are used for current flow, and the other two
probes measure the voltage. Four different combinations are possible for disc-type
* \
samples. When probes are uniformly distributed, resistance values for any combination
of probes should be close to each other for isotropic samples and therefore F does not
deviate much from 1. Hence, uniform placement of the probes is required for an accurate
measurement.
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Figure 3 - 2. Relation between factor F for the resistivity calculation using the van der Pauw method
and the resistance ratio Q between two different pair combinations.
As mentioned above, the Van der Pauw method is based on the assumption that no
variation in the electrical field exists in the thickness direction. According to the ASTM
standard on the van der Pauw technique (F76-86 (2002)), the sample thickness should be
less than 1 mm and the distance between probes should be 15 times larger than the
thickness to satisfy the assumption of a two dimensional electrical field.27 This condition
is satisfied when thickness is less than 0.6mm for 12.7mm diameter disc samples. The
error is less for highly conductive samples, since the electrical field variation in the
thickness direction will be relatively small. The effect of a three dimensional electrical
field can also be considered by using a weighting function. 28
Error can also be caused by not placing probes at the edge of a sample. Koon et al.
developed a model that estimates the error caused by contact placement and demonstrated
experimental evidence. 29 According to their study, the error is less than 1% when the
contact is placed within 10% of diameter from the edge. Although the van der Pauw
method is geometry-independent, the contact placement error can be reduced by having
more definite edges (for example, the comer of a square sample) or by using cloverleaf-
shaped samples. 25
The Van der Pauw method can also measure the carrier concentration when used in
conjunction with a magnetic field (Fig. 3 - lb). Since at least 4 contacts are required for
the conventional hall coefficient measurement, the same probes can be exploited for the
van der Pauw method. In this method, current flows through two probes on opposite
sides of the sample (P & N or M & O), unlike the case for the resistivity measurement.
The voltage is measured with the other two probes. When probes are ideally equally
spaced, no voltage should be measured without a magnetic field. When a magnetic field
exists perpendicular to the current flow direction, a finite amount of voltage can be
measured due to the Lorentz force. For non-uniform placement of probes, the difference
in voltage is measured to evaluate the hall coefficient of the sample.
The four probe method is independent of contact resistance, however, unstable
contact between the probes and the sample can cause error in the electrical conductivity
measurement. This contact resistance is due to the difference of the electron internal
energy level between the metal and the semiconductor, called the Schottky Barrier.3 The
contact resistance can also be caused by the oxide layer on the surface. With stable
contacts, only the voltage drop induced by the current can be measured, because of the
high impedance of digital multi-meter. However, contact is usually unstable without
careful treatment, and inconsistent contact resistance leads to unstable current and voltage
measurements. The contact resistance can be reduced and stabilized when pressure is
applied between the probes and the sample. At room temperature, a conductive paste is
used to secure the force pressing the probes onto the sample. Such paste cannot be
sustained at high temperature, and contact is weakened. Hence, good electrical
conductivity and Seebeck coefficient measurements depend on how well the pressure is
maintained at various temperatures. In the next section, the high temperature
measurement system design is discussed.
3.2. Apparatus Design
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Figure 3 - 3 shows a sample carrier and its supporting structure. The sample carrier
is made with a machinable ceramic, alumina silicate, which can go up to 11 00C. Four
holes are drilled in the four sides of the sample carrier. Tungsten pins are placed through
these holes and plate springs push the pins to make good electrical contacts on a 12.7 mm
diameter disc sample. Tungsten does not lose its mechanical strength at high temperature
so that constant pressure can be secured. These four probes are utilized for measuring
electrical conductivity by the Van der Pauw method.3 1 The Van der Pauw method
assumes no electrical potential difference in the thickness direction so that it is usually
valid for thin samples with contacts on the top of a sample. With contact from the sides,
potential variation in the thickness direction is further reduced and therefore error can be
less even for thick samples. We use AC current to prevent a temperature gradient caused
by the Peltier effect. Equations (3 - 3) and (3 - 4) are evaluated by taking the slope of
the I-V curve to eliminate noise from environment. The noise will cause a nonzero y-
intercept in the I-V curve, and errors will be large when V/I is directly measured. The
measurement is also rejected when the y-intercept is large, which indicates a large noise-
to-signal ratio that prevents us from obtaining an accurate measurement.
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Figure 3 - 3. A schematic of the sample holder for simultaneous measurement of electrical
conductivity and Seebeck coefficient at high temperature: (a) supporting structure, (b) sample
carrier, (c) cross-sectional view for the Seebeck coefficient measurement
The design of the Seebeck measurement is inspired by Wood's work. 14 The sample
carrier is suspended by alumina rods from the both sides. At the bottom of the sample
carrier there are four holes, through which two thermocouple wires pass. The
thermocouple junction and the contact between the thermocouples and the sample are
made by pressure from the alumina rods in order to ensure good electrical contact
between the sample and the thermocouples for the Seebeck voltage measurement (Fig. 3 -
3(c)). Two alumina rods are supported by the 304 stainless steel structure and pressed by
spring-loaded stainless steel plates (Fig. 3 - 3(a)). Springs are located out of heating
M ,I
range in order to prevent change in the mechanical properties of the springs. An alumina
silicate rod with four slanting holes, through which the thermocouple wires pass, is
inserted at the end of one of the alumina rods. The other alumina rod contains a cartridge
heater, which induces a temperature difference along the thickness direction of a sample.
By controlling the power that goes in the heater, the Seebeck coefficient can be measured
from a slope of the AV vs. AT curve.
The temperature is measured by thermocouples that consist of tungsten (W) and
niobium (Nb), also known as columbium. Although this type of thermocouple is not
made of typical thermocouple materials, these materials are good due to their stable
signal at high temperature, their high melting point, and their chemical stability under
vacuum. Moreover, the Seebeck coefficient of niobium is close to zero over a wide
temperature range, and therefore it can be used as the voltage probes for the Seebeck
coefficient measurement. According to the previous study, compensation for the Seebeck
coefficient of voltage probes is necessary because the Seebeck coefficient we measure is
the value relative to that of material used for voltage measurement. 15' 32 However, it is
difficult to evaluate the exact values of the Seebeck coefficient of the material due to the
high temperature dependency of the Seebeck coefficient. Raag and Kowger measured
the Seebeck coefficient of niobium, and found that it lies between -2.28 and 1.24 iV/K
throughout the temperature range between 300K and 1200K.32 The problems with this
type of thermocouple is low signal under 450K and oxidation of niobium at high
temperatures. Calibration has been made at temperatures between 450K and 1000K by
comparison to K-type thermocouples, and it showed good agreement with other groups
who uses the same type of thermocouples. 33
A Lindberg/Blue general-purpose tube furnace with a 3 in. inner diameter, 4 ft. long
alumina tube is utilized to create a chamber with a high ambient temperature. Ambient
temperature is controlled by a built-in PID controller. Two ends of the alumina tube are
sealed with silicone stoppers, in which electrical feedthroughs and vacuum pipes are
embedded. The inside of the alumina tube is maintained at under vacuum of at most 5
mtorr, using a mechanical pump. Although Nb is extremely sensitive to oxygen, 5 mtorr
is low enough to prevent any oxidation of Nb as well as oxidation of samples and other
materials. Using a commercial tube furnace and tube is significantly cheaper and easier
than building a customized vacuum system within a high-temperature furnace.
Simultaneous measurements of the Seebeck coefficient and the electrical conductivity are
made while the chamber temperature is increased at a very slow rate of 1 K/min or less.
The measurement is done over a span of less than 5 minutes so that temperature rise is
limited to 5K during the measurement.
The calibration of the apparatus was made with materials with well-defined
properties. There are two NIST materials for electrical conductivity calibrations:
stainless steel and graphite. Due to the limited availability of disc-shaped reference
samples for electrical resistivity, reliability tests cannot be made with a NIST-approved
material. Constantan and graphite from different sources were used for room-
temperature electrical conductivity reliability tests. As in Fig. 3 - 4, constantan has an
electrical conductivity of 2.0-2.3 x 106 S/m, and our measurement is in good agreement
with the literature value. The repeatability is within 3% and such repeatability is caused
by the large thickness of the sample. We used 2-mm thick constantan from Alfa Aesar to
ensure a good contact from the side. A 2-mm thick graphite disc (AXM-5Q) with similar
density (1.730 g/cc) as the NIST sample was chosen for the temperature-dependent
electrical conductivity calibration. It has shown within 5% accuracy between our
measurement and NIST data up to 700K, but then diverges at high temperatures (Fig. 3 -
5a). The trend discrepancy is attributed to having a different type of graphite than NIST
recommends, as well as the thickness of graphite we used. With thinner samples we can
ensure better accuracy and repeatability. However, the system is designed for SiGe
nanocomposite samples, which usually have thickness around 2mm, and a thicker sample
is better for having larger temperature gradients in the thickness direction for the Seebeck
coefficient measurement.
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Figure 3 - 5. Temperature-dependent calibration results for the (a) electrical conductivity, (b)
Seebeck coefficient
Calibration of the Seebeck coefficient can only be made by comparisons to other
systems. There is no ASTM standard method for the measurement of the Seebeck
coefficient, nor is there a NIST reference sample. Hence, we compared our results with
the measurement of the same sample from JPL. 14 The results agree within 7% with their
measurement up to 600K (Fig. 3 - 5b). The difference is attributed to the carrier
precipitation process after high temperature exposure, which will be discussed in Chapter.
5.
Another issue with the system is contamination of the structure. Austenitic stainless
steels are known to experience precipitation of carbide when these materials are exposed
to a high temperature. 34 This process is called the sensitization process and it reduces the
mechanical strength of materials. The process itself would not affect the measurement as
far as the mechanical strength is concerned, since it is strong enough to maintain the
SiGe sampleGraphite
integrity of the structures. However, carbide precipitate tends to evaporate at high
temperatures under vacuum, which coats the structures and probes with carbon. This will
cause a leakage in current and reduce the reliability of the measurement. The evaporation
of carbon can be reduced when the oven test chamber is filled with a non-reacting gas.
This can be implemented by continuously purging argon gas with pressure release valves.
3.3. Commercial System
Although the developed system gives reasonable accuracy, the further development
of the system was discontinued with the purchase of a few commercial systems. The
ULVAC ZEM-3 system is used for simultaneous electrical conductivity and Seebeck
coefficient measurements of bar type samples. It exploits the typical four probe method
and DC pulse current to measure resistivity. Thermal conductivity is measured by LFA
457 from NETZSCH, which exploits the Laser Flash technique. 19 Both systems can go
up to 10000 C. For carrier concentration, 7604 Hall Effect System from Lakeshore is used.
Electrical conductivity and hall coefficient are measured up to 5000 C using the van der
Pauw method.25 The drawback of this system is that it does not automatically consider
the shape factor F, and the electrical conductivity is not taken from the slope of V-I curve.
However, the shape factor is close to 1 when probes are placed close to each other,25 and
Peltier heating is reduced by measuring the positive direction and negative direction of
the DC current. Detail analysis giving consideration to the shape factor F and slope of V-
I curve was carried out, and no significant difference was observed. The reliability of this
system was also proved by comparing resistivity results from the ZEM-3. The results
reported in the following chapter are mostly from these commercial systems.
3.4. Summary
This portion of thesis focused on the characterization techniques and design of a
high-temperature measurement system. The method and system for thermal conductivity
measurement has been quite well developed compared to other properties. The
commercial system that exploits the laser flash technique has been used for the thermal
conductivity characterization. An apparatus was designed and built for the power factor
measurement of disc-type samples at high temperature. The system could be easily built
without a significant cost, and reliability of 7% was presented. The system also has
advantages in that it can measure electrical conductivity and Seebeck coefficient
simultaneously. It was unprecedented to measure these two properties of disc-type
sample simultaneously. In this sense, the new apparatus could be a good measurement
system for many scientists who want to start research on thermoelectrics. Along with the
developed system, the commercial systems have been used for the electrical property
characterization.
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Chapter 4: Property Modeling
This portion of the thesis is concerned with transport property modeling in
nanocomposites. Although the nanocomposite approach is one of the most cost-efficient
ways to produce thermoelectric materials with high ZT values, 1-5 there have been only a
few modeling studies on transport phenomena in such nanocomposites. Thermal
conductivity is relatively well understood by assuming diffusive phonon scattering at
grain boundaries, which limits the mean free path down to the grain size. 1' 6'7 The
electron transport should not be affected by the small grain size, since the electron mean
free path in SiGe is already on the order of 1 nm. However, the power factor is actually
affected by the nano sized grains so that not many people have showed significant
enhancement in ZT with small grains.8 There have been some studies on electron
transport in poly-crystal materials, not many of which can be applicable to nano sized
grains. Among earlier studies, Fuchs and Sondheimer explored the average mean free
path of electrons affected by the boundary of metal film structures. 9 More recently,
Mayadas proposed a way to calculate the energy-dependent electron mean free path for
grain boundary scattering by locating a scattering potential at grain boundaries using a
delta function.' 0 Both of these previous works cannot be applied to a composite system,
due to their limited applicability to multidimensional structures, or their insufficient
description of the physical picture. Fuchs and Sondheimer suggested the effective
medium model, so that it cannot explain energy-dependent electron scattering at grain
boundaries of multidimensional composite structures. Although the Mayadas model
considered energy-dependent scattering, it could not explain the potential barrier located
in the grain boundaries. This chapter proposes a new model that can physically explain
the effect of grain boundary scattering on electrons in nanocomposites, and experimental
evidence is demonstrated.
Along with the electron transport study in nanocomposites, porosity effects on
transport properties are also explored. Experimental results in SiGe nanocomposites
show that porosity in such nanocomposites can also degrade the electrical conductivity
more significantly than the thermal conductivity so that a high figure of merit cannot be
achieved." In the 1970s, Lidorenko et al. reported up to a 30% increase in the ratio of
the electrical conductivity to thermal conductivity for porous SiGe alloys and suggested a
possible enhancement in ZT using porous structures. 2 Effective medium theories are
usually exploited to explain the thermoelectric properties in macro-sized porous
materials. 13,14 However, these studies cannot be readily applied to nanocomposites due to
classical and/or quantum size effects: additional scattering of phonons and electrons can
happen at a large number density of pore sites. Recently, a possible enhancement of ZT
by porous structures was suggested by several studies.7,15, 16 Song et al. presented
experimental results on an anomalous reduction in the thermal conductivity of micro- and
nano-sized porous films. 15,16 A modeling of two-dimensional nanocomposite structures
has shown that the nanoscale porosity can cause a significant reduction in the phonon
thermal conductivity. 7 Nanoporous structures can also lead to an improvement of the
Seebeck coefficient due to the energy filtering effect. The previous studies on thermionic
emission show that the Seebeck coefficient can be increased by scattering only low-
energy electrons when electrons pass through a finite barrier. 17-19 The last section of this
chapter presents a modeling study of the effect of nano-sized pores on the thermoelectric
properties. We would like to investigate why the electrical conductivity is severely
degraded more than the thermal conductivity in some nanoporous SiGe materials, and
whether nanoscale porosity can lead to an enhancement in ZT. A scattering model
caused by spherical pore sites is developed to explain electron transport in materials with
nanometer sized pores. For phonon transport, a modified effective medium theory, which
considers the classical size effect, is exploited.6 Our modeling results show that the
enhancement in the Seebeck coefficient and the reduction in the phonon thermal
conductivity are not large enough to overcome electrical conductivity degradation in
porous SiGe nanocomposites, unless for very limited porosity and pore size ranges.
Hence, this model leads to a conclusion that a highly dense sample is essential for the
nanocomposite approach to enhance the ZT of SiGe, and the finding is consistent with
experimental findings.
4.1. Bulk Modeling
In the diffusion regime, the charge and energy transport properties of bulk materials
can be derived from solving the Boltzmann Transport Equation (BTE). Under the
relaxation time approximation (RTA), an analytical solution of charge or phonon
distribution functions can be expressed as a function of the mean free path or the
relaxation time.20,21 Hence, the accuracy of this approach relies on how the relaxation
time is determined. Functional forms of the relaxation time for various scattering
mechanisms can be found in typical device physics textbooks and are listed in Table 4 -
1.22,23 In crystalline SiGe thermoelectric materials, the major scattering mechanisms for
electrons are ionized impurity scattering and electron-acoustic phonon scattering.
According to the Mathiessen's Rule, the total scattering rate is obtained from taking the
sum of the individual scattering rates, or the inverse of the relaxation times, when
different scattering events happen independently. The standard formulation based on the
BTE under the RTA leads to the following expressions for the electrical conductivity and
Seebeck coefficient2:
s=-I q 2r(E)v(E)2 f(EFE) D(E)dE (4- 1)
S = E - E r(E)v(E)2af (E,, E)D(E)dEr (4 - 2)
3 T aE
where E is the electron energy, EF is the Fermi level, q is the charge of electrical carriers,
r is the momentum relaxation time, v is the group velocity of the charge carriers, f is the
Fermi-Dirac distribution function, and D is the density of electronic states. This
approach is similar to that of Vining,20 but more details are considered in this work. In
particular, we calculate the Fermi level based on the measured carrier concentration, and
we consider the nonparabolicity of the conduction band due to a high carrier
concentration 24 and the change in band structure with varying temperature and doping
concentrations. 25 The coefficients for the relaxation times associated with different
scattering mechanisms are taken from the literature as described in Table 4 - 1.20,26,27
Table 4 - 1. Electron modeling parameters
Majority carrier N [/cm ]
concentration
Effective mass of
electrons of SilGex mx = [1.08(1-x)+1.41x-0.183x(1-x)]me [kg]
at X point25
Effective mass of
electrons of SilGex mL = [1.08(1-x)+0.71x-0.183x(1-x)]me [kg]
at L point25
Effective mass of
holes of SilGex at mr = (0.81-0.47x)me [kg]
F point25
Si energy gap att2 Egsix = 1.17-4.73x10-4T2/(T+636) [eV]
Si energy gap atL 2
Si energy gap at L EgsiL = 1.65-4.73x10-4T /(T+636) [eV]point25  - =
Ge energy gap at L EgGeL 0.74-4.80x10-4T2 /(T+235) [eV]point25  -
Ge energy gap at X
point25 Egcex = 0.85Egce_-/0.66 [eV]
SilxGex enery gap Eg = Egsi(1-x)+Egce*x-0.4x(1-x)-0.0091n(N/10")+[[ln(N/10 )]2
at each point +0.5]1/2 [eV]
Nonparabolicity a=2 [eV]
Electron density of ( E" mx ( 2E
states at X point24  Dx8 2E
Electron density of E (mL 2E
states at L point24  DL 2EI+ h2
Hole density of 8 42E(m )3
states at F point Dr 3
Dielectric constant
of Sil,.Gex25  E= 11.7 + 4.5x
22 4rEEokTScreening length2 2  LD = Nq2 N
Ionized impurity 1 2 2 N qL2L, 2
22 - dsscattering rate i h 4~ Jeds
Electron-phonon
scattering potential 22 DA = -9.5 (electron), 5.0 (holes) [eV]
Bulk moduli of
SilGex25  Cl = 98-23x [GPa]
Electron-phonon 1 D22 kT x -DA 2 [1/s]
scattering rate re-p h - cl 6
Hole-phonon 1 22)2kT
-- Dr DA2 [l/s]
scattering rate22  rh- p  h cl
Lattice constantz-5 a = 0.002733x+0.01992x+0.5431 [nm]
Alloy scattering
potential 27  UA = 0.7 [eV]
Alloy scattering rate 1 = 3a 3r4U A2 D
23 _ X(1-x) A [i/S](electrons) 32h 6
Alloy scattering rate 1 X 3a34U A 2
oles) 23  -- ) D [I/s](holes)23 'a 32h
Figure 4 - 1 shows the relaxation time for various scattering mechanisms vs. energy
and temperature. For a heavily doped sample, ionized impurity scattering is the most
dominant scattering mechanism at all temperatures (Fig. 4 - lb). While the ionized
impurity scattering is relatively independent of temperature, phonon-electron scattering is
strongly dependent on temperature due to higher thermal energy for lattice vibrations at
high temperature. Electrons will be scattered by such lattice deformations (phonons). As
temperature increases, the total relaxation time is reduced due to the stronger contribution
of phonon-electron scattering at higher temperature, and therefore electrical conductivity
is gradually decreased. Alloy scattering is also not negligible. It is not a dominant
scattering mechanism at any temperature range. However, it will reduce the total
relaxation time by some factors. Energy dependencies are different for different
scattering mechanisms (Fig. 4 - la). The phonon-electron and alloy scattering rates are
proportional to the square root of the electron energy. Both of the scattering mechanisms
are related to lattice perturbations or imperfections, and the scattering rates are
proportional to the number density of electrons (electron density of states), which is again
proportional to the square root of electron energy (Table 4 - 1). Meanwhile, the ionized
impurity scattering is induced by the Coulomb potential. The ionized impurity scattering
is more effective for low energy electrons, since low energy electrons are more likely to
be affected by a charge potential due to their low velocity (Fig. 4 - la). The stronger
scattering of low energy electrons is favorable to the Seebeck coefficient, which will be
discussed later in this section.
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Figure 4 - 1. Relaxation time for different scattering mechanisms for different electron energies (a)
and for various temperature range (b).
The expression for the electrical contribution to the thermal conductivity shares the
same relaxation time as in the electrical conductivity or the Seebeck coefficient
calculation. According to the Wiedemann-Franz law, the ratio of the electronic thermal
conductivity to the electrical conductivity is proportional to temperature and the
proportionality constant is called the Lorentz number.28'29 In theory, the Lorentz number
L is given by
z (kL
L =~2 k ) = 2.44xl10 [WK 2] (4- 3)
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where kB is the Boltzmann constant, and e is charge of an electron. The value of the
Lorentz number is roughly constant, but not exactly the same for all materials and for all
temperatures. Hence, the Lorentz number is calculated for different temperatures and
different electrical conductivity ranges. Figure 4 - 2 shows the relation between electrical
conductivity and the Lorentz number at various temperatures. The electrical conductivity
for most of our samples ranges between 5 x 104 and 2 x 105 S/m for 300K, and 2 x 104
and 1 x 105 S/m for 1200K. Within these ranges, the Lorentz number does not change
more than 10%, but it differs by up to 30% between 300K and 1200K. Therefore, using a
constant value won't give much error within the same temperature, but different values
for the Lorentz number should be chosen for different temperatures.
x 10
104  10s
Electrical ConductMity[S/m]
Figure 4 - 2. Lorentz number for different electrical conductivity values and different temperatures.
Top curve is at 300K, and the bottom curve is at 1300K. The temperature step between lines is 100K.
Temperature
For modeling the lattice thermal conductivity, a similar approach is used. The
simplified expression for the lattice thermal conductivity is
k = I C(w)v(c)A(o)dW (4-4)
where co is the phonon frequency, C is the lattice heat capacity, v is the sound velocity,
and A is the phonon mean free path. Three-phonon scattering, point defect scattering,
and phonon-electron scattering are considered, in order to determine the phonon mean
free path in the bulk SiGe alloy. The functional forms of each scattering rate and the
required constants are listed in Table 4 - 2. The group velocity of acoustic phonons, i.e.
sound velocity, divided by the total scattering rate is the mean free path. As in the case of
electron modeling, mean free paths calculated by various scattering mechanisms are
superposed using Mathiessen's Rule. When the grain size is smaller than the bulk
phonon mean free path, phonons will be scattered diffusively at grain boundaries. The
grain is another source of scattering, and the effective phonon mean free path will be
limited by the small grain size L.1
1 1 1
= - +-- (4- 5)
A effective Abulk L
The actual functional forms for the lattice thermal conductivity are slightly more
complicated than Eq. (4 - 4) and are taken from studies in the 1960s (Table 4 - 2).3 0,31
Table 4 - 2. Phonon modeling parameters
Normalized hco
phonon frequency 2nkTD
Debye temperature TD = 630-266x [K]
of SilGex25
Atomic mass of
SijlGe2 5  M = 28.09 (1-x)+72.61x [g/mol]
Cube root volume/3
of SilxGe2 5  av = [12.1(1-x)+13.6x] 1//NA
Density of Si9
Gensity25 ofp = 2329 + 3493x - 499x2 [kg/m 3]
Sound velocity2 5  v 2k 1 [m/s]
h 6 100
Anharmonicity
parameter31  y = 0.91
3 phonon Umklapp 1 3.2640- 2 197 2 N2T
scattering rate3 1  3.264 27M -a,2TD I/S]
3 phonon Normal 1 _ 231 - [i/s]
scattering rate 31  "N
1 1 2
) 2 
12.1) 3 _(13.6) 
3
Point defect (alloy) - 28. + 39 ax [s]
scattering rate 31 v [/S]
6.17 x1011"ToN 4
1 4DA2v(l n) 3 2kT
"p-e h4 p mv )
TD
Phonon-electron N
scattering rate 31  T
n1+exp mv2 -2E,)/2kT + 2 /8m2kT3 + NTD2T]
1 + exp (mv 2 - 2EF )/2kT + 2TD2 /8mv2kT3 W NTD /T
[1/s]
Boundary 1 v
scattering rate TB grain
Combined 1 _1 1 1 1 1
-= +-+ + +-
scattering rate c U N PD p-e Z B
31 1 2 
(oNTD/T ) 2 NTDT
2 2 -cON2 2 d o N
'ru (em r -1) 2
The validity of our model is verified by comparison with previous experimental
studies.8,32-34 The verification process starts from the simplest case: Si at 300K with
different concentrations.8, 34 Figure 4 - 3 shows the comparison of our model with
experimental results of electrical conductivity and Seebeck coefficient for different
carrier concentrations. Both properties match fairly well with our model. The thermal
conductivity is not available for different concentrations, but the thermal conductivity of
pure Si at different temperature also shows good agreement with the experimental
results.33 After confirmation of the temperature and concentration dependency of our
model, more complex cases are verified: SiGe alloy with different concentrations over a
wide temperature range (Fig. 4 - 4). 32 As mentioned above, all of constants are taken
from the literature, and no fitting parameters have been used.
31 1 1 2 w2 (wNT /T)2 ewNTD/T
13 2 ' 1 (eNNTD/T )2
ru ( (e 1)2
Lattice thermal 1-2
conductivity 31 4.67x10-2(1+1223)TD
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Figure 4 - 3. Verification of the model with pure Si at room temperature. The blue line is results of
the modeling study, and red dots are from the experimental study.8 '
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Figure 4 - 4. The model validity with SiGe for different concentrations of Ge at various temperature
ranges. Lines are from the modeling, and points are from experimental study.?2 Composition and
carrier concentration of circle, square, triangle, and diamond are Si73Ge27 & 1.5x1020 , Si70Ge3o &
6.7x10 19, Si67Ge33 & 2.3x101 9, and Si 74Ge26 & 2.2x1018 , respectively.
With the developed model, the optimum preparation conditions for materials
synthesis can be guided. The carrier concentration determines the transport properties in
semiconductors and is relatively easily controlled by changing the amount of dopants.
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High carrier concentration causes high electrical conductivity, high thermal conductivity
due to large electronic contribution, and low Seebeck coefficient. The Seebeck
coefficient is the measurement of the average energy transferred by charge carriers. The
energy of the electron is defined as the relative energy with respect to the Fermi level. As
the concentration increases, the Fermi level increases faster than the energy of the
electrons due to a larger density of states at the higher energy, and therefore the Seebeck
coefficient is reduced. Hence, there exists an optimum carrier concentration for ZT.
Figure 4 - 5 shows the thermal conductivity and power factor (S2o) VS. carrier
concentration for Si 8soGe2 at 1300K, the actual working temperature. While phonon
thermal conductivity is affected by the small grain size, no size effect is considered for
electrical transport properties due to the short mean free paths of electrons. As in Fig. 4 -
5a, the power factor has its maximum at around 3x1020 /cm 3. However, the electronic
contribution to the thermal conductivity is also large at this concentration. In Fig. 4 - 5b,
the phonon and electronic contributions to the thermal conductivity for different carrier
concentrations are plotted separately. It is the phonon thermal conductivity which is
affected by the small grain size of 20nm. The lattice contribution to thermal conductivity
is almost reduced by factor of two at low concentrations, but the reduction gets smaller at
higher carrier concentrations. As the carrier concentration increases, the strong scattering
between phonons and electrons also reduces the phonon thermal conductivity of bulk
SiGe. The electronic contribution remains same for both bulk and nanocomposite
samples. With higher carrier concentrations, the electronic thermal conductivity
increases so rapidly that the reduction in the phonon thermal conductivity is not as
effective as for the low carrier concentrations. Hence, maximum ZT happens at 1.5x1020
/cm 3, which is lower than the carrier concentration value of the maximum power factor
(Fig. 4 - 5c).
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Figure 4 - 5. Optimization of ZT with respect to the carrier concentration. (a) thermal conductivity,
(b) power factor, (c) ZT
The optimization process can be also applied to find the optimum composition of
the SiGe alloy. The thermal conductivity is reduced with increasing Ge ratio, but the
electrical conductivity is also reduced due to stronger alloy scattering. Moreover, it is
known that lower Ge is beneficial to higher dopant solubility, which will ensure reaching
the optimum carrier concentration. Figure 4 - 6 shows the optimum ZT value for
different Ge ratios and carrier concentrations. The maximum ZT happens at a Ge ratio of
15% and carrier concentration of 2x10 20 /cm 3. If we could maintain the electronic
transport properties in a nanocomposite, the model suggests that we could reach a ZT of
two with a grain size of 5 nm.
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Figure 4 - 6. Optimized ZT of bulk SiGe (left) and 5 nm grained SiGe nanocomposite (right) for
different Ge ratios and carrier concentrations at 1300K.
4.2. Charge Transport in Nanocomposites
When the bulk mean free path is much smaller than the grain size as in electrons,
there should be no effect of grain size on the transport properties. However, a lot of
experimental studies suggest that electrical conductivities of nanocomposites are
degraded with small grain sizes.8,35,36 This fact suggests that there exist scattering
mechanisms for electrons other than the simple diffusive scattering of electrons at grain
boundaries. There are two explanations for additional scattering sources at the grain
boundaries. The first is a carrier trap at dangling bonds caused by defect sites along the
grain boundaries. 37 When a grain is in contact with others, it is not likely to be aligned.
A surface density of states will be created at misaligned grain boundaries and can trap
electrons. Another explanation is that an excess amount of dopants are likely to form
compounds with Si and precipitate at the boundaries for highly doped SiGe alloy.38 Both
can cause a potential difference at the boundaries, which behaves as a potential barrier for
electrons. When a potential barrier exists, the electrical conductivity can be deteriorated
more than the effect of simple diffusive scattering at the boundaries since electrons with
low energy cannot go through the barrier easily. When the barrier height is low enough
to be overcome by the thermal energy of electrons, we can also expect an energy filtering
effect. Since the Seebeck coefficient is the measurement of the average energy of charge
carriers, the Seebeck coefficient can increase by passing only high energy electrons over
the energy barrier. Enhancement in the Seebeck coefficient is compensated by a decrease
in the electrical conductivity so that the power factor may maintain or even increase for a
certain barrier heights.
However, the way to include this effect into the relaxation time approach is quite
challenging, since the expressions for transport properties in Eq. (4 - 1) (Eq. or equation)
and (4 - 2) are for transport in the diffusion regime while the charge transport by
transmission through the barrier is a ballistic process. Thermionic emission or the
Landauer formalism are usually exploited to calculate the ballistic charge flux
over/through a potential barrier. 14' 17 Such expressions are valid within a distance where
the energy of electrons are not relaxed by scattering. It seems that effective medium
theories can be used to evaluate the electronic properties for a material containing grain
boundaries. 13 However, the effective medium theory assumes that electrons are in
equilibrium states, which is not possible at the junction between the ballistic regime and
the diffusive regime. In this section, a method is suggested to incorporate the transport
through the potential barrier into the bulk averaged relaxation time.
The transmissivity calculation in thin film structures is exploited. In thin film, the
transmissivity over a film can be expressed as a function of the mean free path and the
film thickness d by:
A
e d =T (4 - 6)
where A is the mean free path caused by the boundary, and T is the transmissivity
through a film. If we regard each grain in a nano composite as a film, then the grain size
is equivalent to the film thickness d. The transmissivity in this equation is defined as
how much energy is diminished for energy carriers with the mean free path A to travel a
distance d. Using Eq. (4 - 6), the mean free path can be evaluated from the
transmissivity calculation. In the one dimensional case, where a grain boundary exists in
the middle of a grain, the transmissivity over a grain is the same with the tunneling
transmissivity through the energy barrier, which can be calculated using the WKB
approximation.
For the multi-dimensional case, the transmissivity through composite structures can
be calculated using the analogy between electromagnetic waves and electron waves.
Electromagnetic wave propagation through particulate media or various structures has
been widely studied throughout the last century. 39'40 The picture of a nanocomposite
structure can be either particles in a host or an array of similarly-sized grains. Figure 4 -
7 shows the schematic of two different structures. The transmissivity is defined as the
portion of the incident diffusive radiation that reaches the other end of the unit cell. In
both cases, we assume that the energy of the electrons is maintained but the direction is
redistributed equally to any direction after transmission or reflection at the grain
boundaries. The probability of transmission at a grain boundary is same as the tunneling
transmissivity calculated by the WKB approximation. The boundary scattering is
considered to be independent of other scattering mechanisms so that the relaxation time
by grain boundary scattering is combined with other scattering mechanisms using
Mathiessen's rule. Also, the interactions between electrons are also neglected due to the
short screening length compared to the distance between electrons.
(a) 000 (b)
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Figure 4 - 7. Schematics for nanocomposite structures. (a) spherical particles in a host, (b) an array
of similar size grains.
For the sphere in a host model, we can take a unit cell to contain one spherical
particle with the diameter of a grain size (Fig. 4 - 7(a)). The diffuse scattering of
electromagnetic waves caused by spherical particles has been widely studied,3 9'40
however, the transmission of electromagnetic wave through a diffusive sphere has not
drawn a lot of attention due to its low practical application. The following paragraph
describes the way to derive an analytical solution for the electromagnetic wave
transmission through a sphere with a diffuse surface. Since our composite consists of the
same material with a small grain size, there is no attenuation within a sphere. Also, the
interaction caused by other spheres can be also neglected since clearance between spheres
is also longer than the electron wavelength. The total transmissivity through a unit cell,
containing a nano-sized spherical particle, is evaluated by the portion that reaches the end
of a unit cell by reflection and transmission.
The calculation of the transmitted amount through a sphere requires understanding
of a view factor F12, which is defined as the portion of diffuse energy leaving surface 1
that is intercepted by surface 2. Within a sphere, a view factor is only a function of the
area of a target surface, and independent of location of the source and target surfaces. 39
Hence, a transmitted electromagnetic wave through an infinitesimal surface facing
incident radiation has an equal probability to reach other infinitesimal surfaces within a
sphere. Radiation can reach a target surface not only directly but also by single or
multiple reflections from other surfaces. After each reflection, the intensity is reduced by
the reflectivity p, and the additional view factor between the reflecting surface and target
surface should be considered. Since reflection can happen at any surface, we need to
integrate over the entire surface which reflects radiation to a target surface. Due to
independency of location of the view factor, integration will give us nothing but the
surface area of a sphere. Then the total amount of radiative energy reached at a target
surface which originates from an infinitesimal surface is the sum of an infinite geometric
series. The radiation transmitted out from a target surface is the result multiplied by the
transmissivity through an energy barrier. The portion of diffusive radiation from the
surface that reaches the observer and contributes to the propagation direction can be
derived similarly to the reflection on the surface and can be found in many places.
39
'
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The final expression for the ratio of the incident radiation that reaches the end of the unit
cell by scattering and transmitting is,
T = T, + T = I -2 ) + (4 - 7)
12)r2 2)r
where, subscripts s and t stand for scattered and transmitted, respectively, and r is the
tunneling transmissivity through the energy barrier. The detailed derivation is attached in
the appendix of this chapter.
For the picture of an array model, a unit cell is chosen to contain grain boundaries
in all directions (Fig. 4 - 7(b)). The unit cell is further divided into eight compartments
by grain boundaries. Four compartments on the right side are symmetric and another
four compartments on the left side are also symmetric with respect to the incident
diffusive wave from the left side. Hence we can take only one compartment on the left
side and calculate the portion of the incident radiation that reaches the right side
compartment adjacent to the compartment we chose. Due to the periodicity of the unit
cell, the surface of the unit cell is treated as a reflecting surface. By symmetry of
compartments, surfaces at the sides that contain grain boundaries have the same amount
of irradiation as what leaves the same surface. It seems like that these surfaces are acting
as a reflecting surface, but they are not reflecting since the radiation is redistributed
equally among all directions. Applying an energy balance at each surface of a
compartment, we can calculate how much energy reaches the far side after experiencing
transmission and reflection at grain boundaries. The final expression for the total
transmissivity over a unit cell is,
0.248r
T= (4-8)
0.341z-+ 0.612
As in results of Eqs. (4 - 7) and (4 - 8), the transmissivity r through an energy
barrier should be determined for the calculation of the transmissivity over a unit cell.
With the WKB approximation the value depends on the energy of the electrons, and the
height and width of the energy barrier.
- 2m(E-V)
'= e (4-9)
where t is barrier width, h is Planck's constant, m is the effective mass of electron, E is
the energy of electron, and V is the barrier height. Equation (4 - 9) can only be applied to
electrons that have energy lower than the barrier height. If the energy of an electron is
larger than the barrier height V, electrons can pass through the barrier without any
disturbance and the mean free path remains the same as that for bulk. The unknown
parameters in Eq. (4 - 9) are the barrier width and height. While the barrier width can be
assumed to be the same as the grain boundary thickness, which is around one lattice
constant or two, the barrier height is hard to estimate. As discussed in the beginning of
the section, the energy barrier at grain boundaries happens by a carrier trapping or dopant
precipitation. In the former case, an approximate value can be calculated using the
depletion approximation, however, a discrepancy exists between the theoretical value and
the experimental values due to the difficulty in estimating the density of states at grain
boundaries. 37 The value for heavily doped samples is around 0.03eV, and the effect of
the potential barrier is usually assumed to be negligible for heavily doped Si. With
dopant precipitation along the boundary, the energy barrier can be much higher than in
the carrier trapping case, since the electrons should go through dissimilar materials.
Differences in electron affinity between Si and SiP or P may be a good estimation but
dopants or their compounds cannot be regarded as a crystal structure for grain boundaries
1 nm thick. There are also many forms of silicon phosphide, for which the difference in
affinity varies. Moreover, the grain boundary quality is highly dependent on the
fabrication conditions, so that the numbers for barrier height and width should be
adjusted for different samples.
One should note that the size of d for Eq. (4 - 6) is different for the two composite
models. The size of d for the spheres in a host picture is twice the grain size, while that
of the array picture is the same as the grain size. The expressions for transmissivity T by
the two different models are different but result in almost the same values for T larger
than 0.02 (Fig. 4 - 8). This condition will be satisfied as long as the barrier height is
smaller than 1.0 eV for a barrier width around 1 nm. The effect of a small difference in
transmissivity is even less for the mean free path calculation, since the logarithm will be
taken for the transmissivity. The difference gets larger for small tunneling transmissivity.
When r is very small, there exists still a large portion that reaches the end by surface
scattering for the spherical particle in host model, but every electron should go through
grain boundaries for the array model. The model should be carefully chosen after
structure studies using various types of electron microscopy. However, this approach
depicts the right physics of electron transport through grain boundaries in the sense that it
can explain the energy and size dependency of the mean free path. The average mean
free path caused by boundary scattering is on the order of nm, which is smaller than the
grain size.
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Figure 4 - 8. Transmissivity calculation vs. tunneling transmissivity for different composite models.
Figure 4 - 9 shows how the relaxation time changes with consideration of the grain
boundary scattering model. The bulk relaxation time is the inverse sum of the inverse
individual relaxation times as in Fig. 4 - 1. The potential height is 0.3eV and the grain
boundary thickness is 1 nm, with which most experimental results are well explained.
Since potential barriers at grain boundaries only affect electrons with lower energy than
the barrier height, low energy electrons are scattered more compared to their bulk
counterparts (Fig. 4 - 9a). Since the transmissivity is 1 for the electron with a higher
energy than the potential barrier, the mean free path has infinite value caused by grain
boundary scattering. Hence, the momentum never relaxes for the electrons with higher
energy than a potential barrier, which also result in the infinite relaxation time.
Reduction in relaxation time of low energy electrons leads to a decrease in the electrical
conductivity and increase in the Seebeck coefficient due to the energy filtering effect.
The energy filtering is more effective at lower temperatures, since most of the
contribution to the charge transport comes from high energy electrons due to their high
thermal energy at high temperature. As shown in Fig. 4 - 9b, the grain boundary
scattering is stronger in lower temperature ranges and therefore the total relaxation time
is decreased more.
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Figure 4 - 9. Energy dependent relaxation time (a) and a comparison of the total relaxation time
between bulk and nanocomposite samples (b).
Figure 4 - 10 shows the measurement results on the Si 80Ge20P 2 sample.36
Calculations were made based on the carrier concentration measurement results. Solid
lines are without considering boundary scattering for both electrons and phonons.
Dashed lines are modeling results including the boundary scattering model suggested by
this work. The barrier height for the tunneling transmissivity calculation is determined to
fit all of the measured properties. The potential height for this sample is around 0.3 eV,
and the barrier width is 1 nm. The difference in two composite models was not observed.
The kink at the temperature in the vicinity of 1000 K is due to activation of an excess
amount of dopants. The amount of dopants in this study is larger than solubility limit in
SiGe. By adding an excess amount of dopants, we can expect lower thermal conductivity
and more electrical carriers at a working temperature of 1300 K. More details about the
dopant solubility will be discussed more in the next chapter.
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Figure 4 - 10. Measurement and modeling results of thermoelectric properties for the Si80soGe 20P2
nanocomposite sample. Solid lines are modeling results without consideration of grain boundary
scattering and dashed lines are modeling results which include grain boundary scattering
consideration. Rectangular points are measurement results of SiGe nanocomposite, and dots are for
the conventional SiGe alloy.
As in Fig. 4 - 10, although electrical conductivity drops by 30%, the thermal
conductivity drops almost by a factor of two so that the ZT has improved with the
nanocomposite. Hence, it is the thermal conductivity reduction that results in the high ZT
of nano composite. While the electrical conductivity is dropped by the grain boundaries,
the Seebeck coefficient improved a little bit both experimentally and in the modeling
study. While the thermal energy at 1300 K is around 0.1 eV, the energy barrier height is
0.3 eV. Therefore, most of electrons that contribute to the transport are scattered so that
the energy filtering effect is not large. The energy filtering effect is much weaker at
lower temperatures as we discussed in the previous paragraph. Since the thermal energy
is much less than the barrier height, the Seebeck coefficient did not improve while the
electrical conductivity was degraded almost by factor of two. It is clearly shown that the
reduction in the electrical conductivity is less and the Seebeck coefficient is larger at
higher temperatures (Fig. 4 - 10).
One of the limits with the approach taken in this work is the applicability of
geometric optics. Geometric optics can be used when the characteristic length of a
structure is much larger than wavelength since the coherency of the wave is not disturbed
by a structure. The electron wavelength of Si which contributes to transport at
operational temperatures is around 5 nm, while our grain size can be as low as 10 nm.
Therefore, the wavelength is smaller than the grain size but not small enough for
geometric optics. Meanwhile, the mean free path of the electron is around 1 nm, which is
much smaller than the characteristic length. The fact that the mean free path of an
electron is smaller than its wavelength raises a fundamental question of whether an
electron can be treated as a wave. An electron wave loses its coherency by scattering
events before it forms one period of a wave. This incomplete wave will affect the
electron transport calculation in a bulk structure, since a wave should be well-defined for
the relaxation time calculation by various scattering mechanisms. In spite of this
inconsistency in assumptions and results of scattering calculations for bulk Si, many
studies show that the relaxation time calculation results are in good agreement with
experimental results and can well explain electron transport in Si. At this moment, we
cannot provide theoretical support for the physical meaning of an electron wave which
loses its coherency by scattering. However, if the incomplete wave does not severely
affect the result of the calculation, the characteristic length does not further disturb the
electron wave so that the geometric optics can still be applied. Moreover, since the
wavelength of an electron is already smaller than the characteristic length, the
transmissivity calculation by the geometric optics can quickly provide a reasonably
accurate result and, unlike other simulation techniques, can be easily applied to other
material systems.
Naturally we question if the optimum carrier concentration changes with the
consideration of electron grain boundary scattering. Figure 4 - 11 shows the optimization
of ZT for SisoGe2o at 1300K. In addition to a grain size of 20nm, results for 5nm are also
drawn in the same figure. 5nm is the size of an average particle before compaction. As
discussed in the bulk modeling, if we can maintain the grain size at the powder size, we
can expect a ZT of two (Fig. 4 - 6). The electrical conductivity is degraded by 30%
(20m) or 50% (5nm) (Fig. 4 - 1 la). As the grain size gets smaller, the grain boundary
density increases which results in strong grain boundary scattering. We could also
observe the energy filtering effect by scattering low energy electrons (Fig. 4 - Ilb).
Although the power factor is less than the bulk value at lower concentration than
3.5x10 20/cm 3, the power factor can be higher at high carrier concentrations (Fig. 4 - 1 ic).
The actual measurement value can vary a little bit, because of the difference in potential
height. Since our process still requires further optimization for batch fabrication,
morphology will be slightly different from sample to sample. Such differences in grain
boundary shape will cause slight differences in the potential height and can cause
deviations from our modeling results. The maximum ZT happens at a lower
concentration range as in the bulk case than the concentration for the maximum power
factor, due to the high electronic thermal conductivity contribution (Figs. 4 - 5b & 4 -
Sld). However, the optimal concentration for nanocomposites is slightly higher than that
for bulk SiGe alloy, since the electronic thermal conductivity is slightly lower (Fig. 4 -
lid). Our carrier concentration at 1300K shown in the Fig. 4 -10 is between 3 and
4x1020/cm 3 . The corresponding ZT value is around 1.3, which is similar to our
measurement results. If we can control the carrier concentration at 2x 1020/cm 3, we can
expect further improvement in ZT up to 1.45. Moreover the ZT value does not change
significantly at the concentration range between 1 and 3x1020/cm 3 (Fig. 4 - 1ld). Since it
is difficult to control the carrier concentration at working temperature, the low ZT
sensitivity to carrier concentration is desirable for batch fabrication.
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Since the small grain size affects the electron transport as well as the phonon
thermal conductivity, there may exist an optimum grain size at which the maximum ZT is
reached. Figure 4 - 12 shows the dependency of the power factor, lattice thermal
conductivity, and ZT on the grain size. Although the Seebeck coefficient slightly
increases by grain boundary scattering, the power factor is reduced with smaller grain
size due to severe degradation of the electrical conductivity. However, the grain size is
more effective in reducing the lattice thermal conductivity. Hence, smaller grain size
leads to higher ZT. Moreover, further enhancement in the power factor may be possible
by the quantum confinement effect, when the grain size gets as small as half of the
electron wavelength (- 5 nm).4 1
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conductivity, (c) ZT
In this work, we have proposed a new model for electron grain boundary scattering,
which can physically well explain electron transport through the energy barrier at the
grain boundary. Using the wave analogy between photons and electrons, the electron
transport problem was simplified into a radiation problem with geometric optics. An
Si80OGe20 1.5x10 20 [/cm3]
expression for electron transmissivity was derived for two geometrically different
nanocomposite structures: spherical particles in the host and an array of cubic nano grains.
Both expressions agreed reasonably well and can explain measurement results with an
appropriate energy barrier height and width. Although there is an ambiguous question
about the definition of an electron wave, this work can be readily applicable to any
materials system with a large grain boundary density.
4.3. Effect of Nano-sized Pores
Unlike in bulk materials, nano-sized pores can affect the transport properties more
than the value expected by effective medium theories. As the pore size gets smaller, the
number density of pores is larger for the same porosity, and the increased number of pore
sites scatter electrons additionally. To consider the nano-sized pore effect, the scattering
rate caused by the pore sites is evaluated. Pores are regarded as spherical sites with a
different potential from that of the host region and the electron transport is affected by
this potential deviation. Once we know the size, number density, and potential of the
pore sites, the scattering rate can be approximated using Fermi's Golden Rule.22
Figure 4 - 13 shows a schematic of electron scattering caused by a spherical
potential region that represents the pore. Each pore introduces a discontinuity in the
energy band by which charge carriers are scattered. The amount of band offset is the
difference between the electron energy levels in the pore site and in the environment,
which is the electron affinity of material. The mathematical form of the scattering
potential with a constant potential height Uo in the spherical region can be expressed as
U(F)= U0 (a - Fl) (4-10)
where r is the distance from the center of pore and 0 is the step function. The transition
rate S from wave vector k to another wave vector k' caused by the spherical potential is
S -, M=  i,i2 (E'- E) (4 - 11)
where h is Planck's constant, E and E' are the energy before and after scattering, and 6 is
the delta function. MJ, is the matrix element of the scattering potential between states k
and k', which is
M f = el'U(F)e drdrdr, (4- 12)
k (original k' (scattered
wave vector) ,.Y wave vector)
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Figure 4 - 13. Schematic of electron scattering by a spherical potential
The scattering rate, or the inverse of the relaxation time, caused by the spherical
potentials is
=N OS(1- cos )dkxdkdki (4- 13)
r l  (2)3 S(-cos
where r, is the momentum relaxation time caused by the spherical potentials with number
density N. The number density is multiplied by the scattering rate for a pore site, since
pores are assumed to scatter electrons independently and to be uniformly distributed .
This assumption is reasonable for the case of a high carrier concentration (>10 20/cm 3),
where the electron screening length is around 1 nm. With mathematical manipulation, Eq.
(4 - 13) can be simplified as following.
0 N'Uo2 D(E) 12ak [CI 2aj)- 11+ 2a sin2a )+ sin 2 12a) (4 - 14)
where D(E) is the electron density of states, and CI is an integral function defined as,
CI(x) 1-c dt (4- 15)
t
The relaxation time calculated from Eq. (4 - 14) can be combined with the other
relaxation times caused by different scattering mechanisms using Mathiessen's Rule, and
the final transport properties can be calculated using Eqs. (4 - 1) and (4 - 2).
The size and number density of the pores are required in Eq. (4 - 14). The pore size
is related to the average grain size L by assuming grains to be hard spheres with diameter
L. Figure 4 - 14 is a schematic of closely packed hard spheres with maximum density. A
space exists for every four spheres, which touch each other. The radius a of the
maximum spherical pore that can fit in this space can be derived using the geometry of a
tetrahedron. By connecting the center of four spheres, the tetrahedron can be drawn.
a = - L (4- 16)
Figure 4 - 14. Schematic of closely packed hard spheres. Pore site can exist in the middle of four
spheres.
The actual pore size can be smaller than Eq. (4 - 16), due to adhesion forces
between grains and the nonspherical geometry of grains. Equation (4 - 16) defines the
pore size dependence on the grain size, and suggests that smaller grains will result in
smaller pore sizes.
The number density of pore sites can be derived from the results of Eq. (4 - 16) and
the definition of porosity, which is the pore volume per unit volume of the material.
N = (4 - 17)
4m 3
where N is the number of pore sites per unit volume, and 0 is the porosity of a material
defined as the ratio of the total volume of the pores to that of the material.
While additional scattering of charge carriers by pore sites can be determined from
Eq. (4 - 14), the finite volume of the pores should not be neglected, especially when the
volume fraction of the pores becomes large. To take into consideration the finite volume
of the pores, we consider a nanoporous medium where one phase is the host material and
the other phase is vacuum. We employ effective medium theories to calculate the
transport properties of the composite.13'14 The effective electrical conductivity and
Seebeck coefficient of porous media can be described as
2- 3$
0
e; = f h 2 (4 - 18)
Seff = Sh (4- 19)
Yhaeff
and y is defined as
y = k + TS 2 (4-20)
where k is the total thermal conductivity. Subscript h stands for the properties of the host
material, which can be calculated from Eqs. (4 - 1) and (4 - 2) after incorporating the
scattering by the pores using the derived relaxation time. Since y is also dependent on S,
Eq. (4 - 19) is solved by numerical iteration. The effective thermal conductivity
calculation includes both the electron and phonon contributions.
For the lattice thermal conductivity in porous structures, we used a modified
formulation of the effective medium theory.6 A simplified expression for the lattice
thermal conductivity of porous media is described as follows
2-24k =kh 2-2 (4 -21)
2+(
where keff is the effective thermal conductivity, kh is the thermal conductivity of the host,
and 0 is the porosity. The host thermal conductivity can be determined by exploiting the
result of Eq. (4 - 4) considering the effect of nanosized grains. Using Eq. (4 - 21), we
can consider both the classical size effect and the porosity effect on the lattice thermal
conductivity.
Lidorenko experimentally studied the porosity effect on the total thermal
conductivity and the electrical conductivity. 12 Figure 4 - 15 shows his data fitted to our
model. Due to lack of information on grain size and carrier concentration, we have to
take them as fitting parameters. Using a grain size of 10 pm and a concentration of 1020
/cm 3, the trends of both the thermal conductivity and the electrical conductivity by this
model match with the experimental results.
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The energy dependence of scattering by our spherical potential model is shown in
Figs. 4 - 16. Figures 4 - 17 and 4 - 18 show thermoelectric properties for porosities
between 0% and 15% and for grain sizes down to 20 nm. SiGe nanocomposite samples
with a grain size of 20 nm were recently reported to have increased ZT.4 2 4 3 The
calculation was made for the sample at 1300K with a doping concentration of
1.5x1020/cm 3, which is the typical doping concentration for high temperature SiGe
thermoelectric power generation. As in Fig. 4 - 16, the scattering is more efficient for
low-energy electrons than for high-energy electrons, which is favorable for
thermoelectrics. Because of this energy filtering effect, the average energy of electrons
that contribute to transport increases, which leads to an enhancement of the Seebeck
coefficient (Figs. 4 - 17(b) & 4 - 18(b)). However, the absolute value of the relaxation
time is much smaller than for the bulk scattering rate by other mechanisms so that the
electrical conductivity of the nanoscale porous media are severely degraded compared to
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their bulk counterparts (Figs. 4 - 17(a) & 4 - 18(a)). Figure 4 - 18(a) also suggests that
the electrical conductivity is degraded more for the same porosity as the grain size gets
smaller. While the scattering rate is proportional to the square of the pore size as shown
in Eq. (4 - 16), the number density is inversely proportional to the third power of the pore
size, so that the scattering rate increases for smaller grain sizes. When the grain size gets
as small as 20 nm and the porosity gets larger than 10%, the strong scattering due to
porosity is not even favorable for the Seebeck coefficient (Fig. 4 - 17(b)).
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Figure 4 - 18. Transport properties of SiGe as a function of the grain sizes for different porosity
values: (a) electrical conductivity, (b) Seebeck coefficient, (c) thermal conductivity, (d) ZT. The data
are presented in normalized form by plotting each property for each porosity relative to the bulk
value.
The thermal conductivity also decreases more for smaller grain sizes due to the
classical size effect. In spite of a reduction of the thermal conductivity and an
enhancement of the Seebeck coefficient by some factors, in most cases, the small grain
sizes cannot lead to high ZT since the electrical conductivity drops by orders of
magnitude. There exist regions of porosity and grain size that can have a small
enhancement in ZT (Fig. 4 - 18(d)). However, the enhancement in these regions is less
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than the enhancement we can get for fully dense nanocomposites. Moreover, it is hard to
control porosity and grain size, and therefore there is no actual engineering benefit of
local ZT enhancement by introducing porosity in SiGe.
4.4. Summary
This portion of the thesis described the modeling of the thermoelectric properties in
SiGe nanocomposites. The transport properties were derived from the Boltzmann
Transport Equation under the relaxation time approximation. This study could be used to
optimize the carrier concentration, on which all thermoelectric properties depend. The
diffusive scattering at grain boundaries will limit phonon mean free paths to the grain size
and the low thermal conductivity could be explained. However, this simple diffusive
scattering could not explain the low electrical conductivity and high Seebeck coefficient,
and therefore a new model was developed to consider the grain boundary effect on the
electron transport. The mean free path was derived from the transmissivity calculation,
which could be evaluated using a radiation analogy. The newly developed model could
explain well the measurement results. After adjusting electrical transport properties, the
maximum ZT could happen at the carrier concentration of 2x10 20/cm 3 at 1300K.
Although there exists an optimum carrier concentration for the maximum ZT, it was
shown that the ZT value did not change much for a wide range of concentrations, which
made the fabrication process more repeatable.
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Since fully dense consolidation is an issue in nanocomposites, the effect of porosity
was explored. The spherical scattering potential was developed to consider the charge
effect of porosity, and the effective medium theory was exploited to consider the lack of a
medium. Although nano-sized pores were efficient in reducing the thermal conductivity
and increasing the Seebeck coefficient, the electrical conductivity dropped so
significantly that the porosity degraded the ZT in SiGe nanocomposites. Hence, fully
dense samples were required to achieve a net ZT enhancement in SiGe nanocomposites.
However, an enhancement in ZT by the porosity effect may be observed in other material
systems. Materials with a small electron effective mass and a low relaxation time of
charge carriers would exhibit a lower reduction in the electrical conductivity than for
SiGe. The present model can be exploited to find such materials and calls for further
studies of such potential candidate materials.
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Chapter 5: Experimental Results and Discussions
In this chapter, experimental results on the thermoelectric properties of SiGe
nanocomposites will be presented. The first half will show the optimization process of
the carrier concentration. The transport properties in semiconductor can be modified by
changing the amount of carrier concentration. In Chapter 4, the optimum carrier
concentration value is calculated by the modeling study. However, it is difficult to
control the concentration value at the actual working temperature due to the low
activation rate and low solubility of dopants. The atomic ratio of dopants added for the
ball milling process is a control factor to engineer the optimum carrier concentration.
The comparison results for different amount of phosphorus will be discussed. The carrier
concentration of nanocomposites also depends on the Ge ratio. With the same amount of
dopants, larger Ge ratio samples show lower carrier concentrations since dopants are not
soluble in Ge. The second half of the chapter will demonstrate the actual enhancement in
the thermoelectric figure of merit. Up to a factor of two enhancement is reported for p-
type SiGe and 40% for n-type SiGe alloys. Along with the enhancement in SiGe, Ge
diluted Si is also studied to understand the effect of alloy scattering and grain boundary
scattering.
5.1. Optimization of the Preparation Conditions
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5.1.1. Effect of Dopant Concentration
According to the modeling studies in Chapter 4, a carrier concentration of
2.0x1020/cm 3 is required to maximize the thermoelectric figure of merit ZT at 1300K.
With this amount of carrier concentration, the Fermi level is above the electron
conduction band edge of Si and the semiconductor is degenerated. When Si or SiGe is
degenerately doped, the carrier concentration will not reach the concentration of the
atomic ratio of the dopant, due to the low ionization rate.' Dopants will not give
additional charge carriers into SiGe without being ionized. The ionization rate depends
on the thermal energy (kBT), the electron density of states (NDoos), and the dopant
ionization energy with respect to the conduction band edge (Ei), which is around 0.045eV
for phosphorus (P) and boron (B).2 The ionization rate is then
1+4 N exp( E  -
Noos k , T
rate = (5- 1)
2N exp E
Noos kB
where ND is the concentration of dopant atoms, and kB is the Boltzmann constant. Figure
5 - 1 shows the activation rate of phosphorus in SiGe vs. dopant concentration. The
activation rate of 2.0x1020/cm 3 carrier concentration at 1000K is around 0.5. Hence,
almost twice the amount of dopants should be added, which is equivalent to 1% in atomic
ratio. An atomic ratio of 1% corresponds to 5x1020 /cm 3 of carrier concentration.
However, the result in Fig. 5 - 1 can be used only for estimation, since Eq. (5 - 1) is
based on the electron density of state calculation under non-degenerate conditions. The
electron density of states (NDos) will change significantly for degenerately doped Si. Due
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to the dependence of NDOs on the carrier concentration, the actual activation rate should
be evaluated more carefully by an iteration method or by experiments.
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Figure 5 - 1. Activation rate of phosphorus vs. dopant concentration.
Electrical carriers from ionized dopants can contribute to the transport, when
dopants are dissolved in Si. Figure 5 - 2 shows the phase diagram between Si and P.3
The shaded region represents the composition ratio where only a single phase can exist:
i.e. P is completely dissolved in Si. 1.5% of atomic ratio of P is soluble in Si at 1300K
and the solubility limit decreases down to 0.5% at 1000K. Since P usually has low
solubility in Si, we add more than 2% of atomic ratio, and then excess amount of dopants
will precipitate into grain boundaries and form a site of pure P or SiP compound.
However, although the amount of dopant is larger than the solubility limit, precipitation
of dopants does not happen up to 500C since dopants do not have enough thermal
energy to migrate to the grain boundary area.4-6 When the temperature is higher than
700'C, the activation rate is much higher than the precipitation rate so that more carrier
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concentration can be activated.7 9 Hence, the precipitation process only happens at
temperature between 500C and 700C. The precipitation and activation processes
depend on the kinetics of the sample temperature history, so that precipitation can be
minimized by rapidly cooling down a sample after the compaction step at high
temperature. After the measurement of individual properties, samples should be brought
up to 1200C again and cool down rapidly. This process is called "reset", since carrier
concentration will be the same as in as-press condition.
1414
985 99.0 995 100
at.% SiP
Figure 5 - 2. Phase diagram between P and Si.
Figure 5 - 3 shows that the concentration measurement results of an n-type SiGe
alloy sample with 2% of P. The carrier concentration (0.8%) is larger than the solubility
limit (0.1%) at room temperature due to rapid cooling after the press. The rapid cooling
is not fast enough to maintain the solubility limit at the press temperature (1400K) so that
the carrier concentration at room temperature is still smaller than the doping
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concentration (2%). The carrier concentration does not change much up to 800K due to
the low thermal energy, and carrier concentration drops after 800K when dopants have
enough thermal energy to form precipitation sites. The carrier concentration rises again
when the temperature is higher than 1000K because the higher activation rate exceeds the
precipitation rate. The amount of carrier concentration is even larger than the solubility
limit (1.2%) at 1200K in Fig. 5 - 2. If we maintain the sample at 800K for a long time,
concentration will be stabilized at the solubility limit (0.4%) of P in Si, as shown in the
cooling curve in Fig. 5 - 3. It seems likely that the ionization rate does not play a role in
the carrier concentration. The dependence of the ionization rate on the temperature is not
observed at low temperature regions. Although more dopants can be ionized due to large
doping concentration, only ionized dopant sites in a soluble state contribute to the
transport. Hence, the number of charge carriers is dominated not by the ionization rate
but by the solubility limit. However, it is hard to quantify the rate of precipitation and
activation, since these processes depend on the resident time of the samples at a certain
temperature as well as on the temperature itself. More rigorous studies should be
required to evaluate the dopant kinetics at high temperature. In this thesis, only
experimental evidence is shown to support the explanation of change in concentration by
activation and precipitation process.
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Figure 5 - 3. Carrier concentration measurement results for n-type SiGe (Measurement from JPL).10
Figure 5 - 4 shows the carrier concentration measurement results of SisoGe 20 alloys
with different P ratios at room temperature. All of the samples are fully dense samples
and the sample preparation conditions are similar. No matter how much P is added, the
carrier concentration remains at almost the same level or even lower for the sample with
5% P. As discussed earlier, 1% of P is already higher than the solubility limit in the
temperature range lower than 1200K. The amount of carrier concentration is equivalent
to 0.4% of the atomic ratio, which is the solubility limit at 800K. The results clearly
show that there exists a solubility limit, which is not affected by the amount of dopant
concentration. If the carrier concentration is controlled by the ionization rate, the
activated amount of carriers should be proportional to what we added. As in Fig. 5 - 3,
the carrier concentration can be activated even more than the solubility limit at 800K,
with quicker cooling after heat treatment. However, in this study, the comparison is made
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with a cooling rate that can have a carrier concentration close to the optimized value.
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Figure 5 - 4. Concentration measurement results for different P ratios at room temperature.
It is interesting to observe the low carrier concentration in the 5% doped sample.
The large amount of P that is introduced is likely to form separate phases in structures,
which may not contribute to the mobile carrier concentration. It may also be due to
defects between different phases where electrons are trapped easily and therefore
effectively reduce the amount of effective carrier concentration.
Figure 5 - 5 shows the temperature dependent concentration and resistivity
measurement results with a Hall system from Lakeshore. In this system the ambient
temperature is increased up to 4000C, and cooled down slowly to room temperature.
Measurement is done during both heating and cooling. As in Fig. 5 - 5, the concentration
did not change after the sample is exposed to the environment at 4000 C for a long time.
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The results indicate that dopants do not have enough thermal energy to diffuse and form
precipitation sites under 500 'C. The resistivity measurement results also support the idea
that the concentration or morphology did not change to cause any change in mobility.
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Figure 5 - 5. Concentration (left) and resistivity (right) measurement with a Hall system at various
temperatures while ambient is heated and cooled down.
Figure 5 - 6 shows the thermal conductivity comparison for different dopant(P)
concentrations. Electronic contribution is calculated by the Wiedemann-Franz law using
the calculated Lorentz number. We could not observe a strong relation between the
amount of P and the lattice thermal conductivity. A large amount of impurities is
expected to enhance phonon scattering due to a mass difference in the lattice. However,
in this case the excess amount of dopants is not soluble inside of the SiGe grain. Hence,
the atomic level perturbation, which is the source for alloy scattering, is not possible.
The thermal conductivity change by making a phase transition should be approached by
effective medium theory. The phosphorus has a low thermal conductivity of 0.236
W/mK. For this range of Si/Ge atomic ratio, the change in the thermal conductivity
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calculated by the effective medium theory is less than 5%. The small deviation in the
thermal conductivity may also be due to a slightly different grain size or different density
from one sample to another. It is not easy to maintain these factors experimentally while
changing the P ratio. Moreover, structure analysis cannot be made for every sample, due
to the complex process of taking TEM images. Hence, the comparison of other
properties may not lead to as concrete conclusions as in the concentration comparison.
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Figure 5 - 6. Thermal conductivity results for different P ratios. Diamonds are the total thermal
conductivity, the solid line is the phonon contribution, and the dotted line is the electron contribution.
5.1.2. Effect of Ge Ratio
The effect of changing the ratio of Ge in the SiGe alloy on the thermoelectric
properties is also studied. The modeling study in Chapter 4 suggests that both electrical
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and thermal conductivities are increased for smaller Ge ratio due to less alloy scattering.
According to the experimental results taken at an early stage, we have observed almost a
factor of two enhancements in the electrical conductivity for lower Ge concentration
samples. Such enhancement cannot be explained only by alloy scattering, since alloy
scattering of electrons in SisoGe20 is not large enough to reduce the electrical conductivity
by a factor of two from that for pure Si samples. Hence, this result led to a hypothesis
that the solubility limit decreases with a high Ge ratio.
Figure 5 - 7 shows the carrier concentration measurement results for different Ge
ratios at room temperature. We could here clearly observe that the carrier concentration
decreases with increasing Ge ratio. Due to a lack of available samples, a comparison was
not made under exactly the same conditions. For low Ge ratio samples, 2.5% and 1.5%
of P and GaP were added, while only 2% of P was added for high Ge ratio samples. As
studied in the previous section, the carrier concentration is constrained by the solubility
limit for larger dopant ratios than the solubility limit (0.4% at 800K). However, there
exists a stepwise change in trend between the two groups of samples. GaP is known to
increase the solubility limit of P in Si or SiGe.4'5 Because of the addition of GaP in low
Ge ratio samples, the concentration trend is above the trend line for high Ge
concentration samples.
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Figure 5 - 7. Carrier concentration for different Ge ratios at room temperature.
Figure 5 - 8 supports the hypothesis that the solubility limit of P in SiGe decreases
with higher Ge ratios. 3 In the phase diagram between Ge and P, there does not exist a
solid state where only one phase exists (shaded region). The white region represents
regions where two distinct phases of Ge and GeP, or GeP and P can exist when Ge and P
are mixed together. In other words, P is not soluble in Ge and therefore the carrier
concentration is reduced as the Ge ratio is increased.
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Figure 5 - 8. Phase diagram between Ge & P.
Although lower Ge concentration will have higher electrical conductivity, it does
not lead to a conclusion that a low Ge concentration is more effective in getting a high
thermoelectric figure of merit ZT. As shown in Fig. 5 - 9, the thermal conductivity also
drops with increasing Ge concentration. Due to a strong reduction in the thermal
conductivity by alloy scattering, there exist optimum regions for ZT as discussed in the
previous chapter. The electronic contribution also decreases with increasing Ge ratio due
to the low electrical conductivity caused by both the lower carrier concentration and
larger electron alloy scattering. A more detailed discussion and actual demonstration with
a lower Ge ratio material will be presented later in this chapter.
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Figure 5 - 9. Thermal conductivity comparisons for different Ge ratios.
5.2. Results of Improvements
For the efficient energy conversion of thermoelectric devices, both n-type and p-
type materials should be developed. When one material has a low efficiency, the entire
system efficiency will be limited by the low efficient material no matter how good the
other material is. SiGe has been used for various space missions, and the conventional
SiGe materials have ZT values of 0.9 and 0.5 at 1200K for n-type and p-type materials,
respectively. Using the nanocomposite approach, ZT values have been improved by up to
a factor of two. Moreover, by improving p-type SiGe materials up to the similar
efficiency as n-type materials, the device efficiency using a nanocomposite pair is highly
improved compared to the conventional SiGe pair.
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Ge is not as abundant as Si and much more expensive, which increases the
production cost of SiGe alloys. According to the modeling study in Chapter 4, an
enhancement in ZT is still available with a smaller amount of Ge. Using only 5% of Ge
in n-type nanocomposite material, ZT has improved up to the level of Si 8oGe20. In bulk
material, this enhancement cannot be possible due to the lower alloy scattering of
phonons in low Ge ratio materials. However, the phonons scatter additionally at the large
number of interfaces in nanocomposites, and therefore the thermal conductivity can be
reduced down to the alloy level, while maintaining a higher power factor due to the
higher solubility limit and lower electron alloy scattering. Detailed results are shown in
this section and the discussion will follow.
5.2.1. N-type SiGe
Figure 5 - 10 shows the temperature-dependent measurement results of Si80Ge 20P2
nanocomposite samples. The data from a Radioisotope Thermoelectric Generator (RTG)
sample (black solid lines) used for NASA space flight with a typical grain size of 1 - 10
micrometers are included as the reference. 10' 11 The thermal conductivity was calculated
as the product of the thermal diffusivity measured by laser flash, the volume mass density
measured by the Archimedes technique, and the measured heat capacity by laser flash,
and the measured thermal conductivity agrees with theoretical calculation within 2% (Fig.
5 - 10A). 12 -14 It is clearly shown in Fig. 5 - 10A that the samples with nanostructures
have a much lower thermal conductivity than the reference. The electronic contribution
to the thermal conductivity (ke) can be estimated using the Wiedemann-Franz law with
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the calculated Lorentz number by the modeling study. For the reference, ke = 0.77
W/m-Kat room temperature with an electrical conductivity 0=1.2 x 10s S/m, whereas for
a typical nanostructured dense bulk sample, ke = 0.55 W/m-K at room temperature for a =
0.85x105 S/m. By subtracting the electronic contribution ke from the total thermal
conductivity k, the lattice thermal conductivity (kL) of nanostructured samples is -1.8
W/m-K at room temperature, which is about 47% of the lattice part kL (-3.8 W/m-K) of
the reference material. This is mainly due to a stronger boundary phonon scattering in
the nanostructured samples. For the SiGe system, at T<1000*C, the lattice thermal
conductivity is still the dominant heat transport mechanism. Therefore, it should be
possible to further decrease the thermal conductivity by making even smaller grains.
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Figure 5 - 10. Temperature dependence of thermal conductivity (A), electrical conductivity (B),
Seebeck coefficient (C), and dimensionless ZT (D) on both as-pressed nanostructured samples (filled
symbols) and the RTG reference sample (solid line), and the open squares are for the sample after
annealing at 1050 0C for 2 days in air.
Figure 5 - 10B shows the comparison of the electrical conductivity of the
nanocomposite samples and the reference. The electrical conductivities of the
nanocomposite samples are lower than that of the reference in the low temperature region,
but similar above 7500C. Although the carrier concentrations for both types of samples
are almost the same (-2.2x1020 cm-3 from Hall effect measurement), electrons experience
additional scattering by potential barriers at grain boundaries. Thus a lower electron
mobility was measured in the nanostructured samples, leading to a lower electrical
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conductivity. The effect of potential barrier is less in the higher temperature range, since
electrons are less affected by the potential barriers due to the higher thermal energy.
While the potential barrier scatters low energy electrons, high energy electron will go
through the barrier without being disturbed. The energy filtering of low energy electrons
leads to the enhancement in the Seebeck coefficient. As shown in Fig. 5 - 10C, the
Seebeck coefficient is slightly higher than that of the RTG sample.
Figure 5 - 10D shows the ZT as a function of temperature for the nanostructured
samples and the reference. For the nanostructured samples, the ZT value shows a
maximum of about 1.3 at 900C (The measurement was only up to 9000C due to the
instrumentation limitation), which is about 40% higher than the ZT (0.93) of the
reference. The enhancement is in the similar range as expected by the modeling study
with the grain size of 20 nm (1.4 at 1300K). The significant improvement of ZT is
mainly attributed to the thermal conductivity reduction. This reduction of the thermal
conductivity is strongly correlated with the nanostructure features in our samples. In
comparison, a previous study on n-type SiGe with grain size down to 1 gtm has a thermal
conductivity about 72% of its bulk counterpart, but an electrical conductivity 68% of that
of its bulk counterpart, leading to no improvement in ZT.11 The results obtained in Fig. 5
- 10 show that by reducing the grain size into nanometer range, ZT improvements can be
achieved by reducing the thermal conductivity more than the electrical conductivity. The
ZT can be enhanced further by optimizing the carrier concentration and reducing the
grain size down to 5 nm. The process conditions should be further explored to achieve
these enhancements.
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For device applications, the average ZT in the operation temperature range is the
most valuable parameter rather than the maximum ZT. The advantage of the newly
developed nanocomposites is that the ZT value is maintained above 1.0 over a wide
temperature range between 600 and 10000C. This makes nano SisoGe 2oP2 materials much
more useful as high-performance thermoelectric materials for power generation with
large temperature difference such as solar radiation, radioisotope generated heat, and
waste heat. For reproducibility test, hundreds of samples were made under similar
conditions and their results are similar to the values shown in Fig. 5 - 10. The individual
properties may differ to some extent probably because of slight changes in carrier
concentration, but as proved in the modeling study, the overall ZT does not change that
much with small variations in the carrier concentration..
To confirm that the nanocrystalline bulk samples are isotropic, cylinder-like thick
discs were hot pressed and cut both along and perpendicular to the press direction and
were then measured. The measurement results are in agreement with one another to
within 5%, meaning that the samples are basically isotropic, which is mainly related to
the diamond crystal structure of the Si-Ge system.
The thermal stability of the nanostructured samples is a serious concern for
thermoelectric materials since thermoelectric devices are required to operate at high
temperatures for many years. A thermal stability test was carried out by annealing the
nanostructured samples at 10500C for 2 days in air and no significant property
degradation was found (shown as the open squares in Fig. 5 -10). From both the XRD
and TEM studies of the two-day annealed samples, we did not find an obvious change in
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structure and in grain size distribution either. The possible reason for no grain growth
during the extended annealing at high temperature is probably because that all grains
have similar size and with interface with one another random crystalline directions so that
the driving force for grain growth is low.
Direct measurement of the energy conversion efficiency is difficult at this high
temperature. Here, only a theoretical estimation of the potential efficiency is available
based on the measured ZT. We have calculated the maximum theoretical efficiency of
thermoelectric generators based on the measured temperature dependent experimental
data and Fig. 5 - 11 shows the calculated efficiency as a function of the cold-side
temperature at different hot-side temperatures. For comparison, also shown in the figure
are the results assuming temperature-independent properties with ZT=I for a hot-side
temperature at 10000C. These efficiency values suggest potential applications in solar
thermal to electricity energy conversion and waste heat recovery, in addition to
radioisotope applications.
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Figure 5 - 11. Calculated efficiency of the n-type leg as a function of the cold-side temperature based
on the measured temperature-dependent properties at different hot-side temperatures. Also shown
are calculated efficiency values assuming temperature-independent properties with an average ZT
equaling 1 at 10000 C hot-side temperature.
5.2.2. P-type SiGe
Figure 5 - 12 shows the temperature dependent measurement results of p-type SiGe
doped with boron (B). The solid dots are properties of the p-type nanocomposite
Si80Ge20 (volume mass density 2.88 g/cm3 measured by Archimedes technique) in
comparison to a baseline p-type SiGe bulk alloy sample used in RTGs (solid line) for
space power missions. It is clear that the electrical properties can be maintained, with a
power factor comparable to that of RTG samples. In different temperature ranges, the
electronic properties (electrical conductivity and Seebeck coefficient) can be below or
above that of RTG values due to dopant activation and precipitation processes. As
discussed in the previous section, dopant precipitation occurs between 800K and 1000K
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and hence the low temperature properties depend on the thermal history of the samples
(Figs. 5 - 12a & b).4'5 More importantly, the thermal conductivity of the nanostructured
bulk samples is much lower than that of the RTG sample (Fig. 5 - 12d) over the whole
temperature range up to 10000C, which led to a peak ZT of about 0.95 in our
nanostructured bulk samples SisoGe 2o (Fig. 5 - 12e). Such a peak ZT value is about a
90% improvement over that of the p-type RTG SiGe alloy currently used in space
missions, and 50% above that of the reported record value." The significant reduction of
the thermal conductivity in the nanostructured samples is mainly due to the increased
phonon scattering at the numerous interfaces of the random nanostructures. Since the
electronic thermal conductivity of the nanostructured bulk sample is similar to that of the
RTG sample, the actual phonon thermal conductivity reduction is at least a factor of two
based on the experimental data shown in Fig. 5 - 12d.
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Figure 5 - 12. Temperature dependence of (a) the electrical conductivity, (b) Seebeck coefficient, (c)
power factor S2o, (d) thermal conductivity, and (e) ZT of three dc hot pressed nanostructured dense
bulk SisoGe2o alloy samples (solid circles, triangles, and squares) and the 7-day annealed (at 1100 *C)
sample (open circles) in comparison to the p-type SiGe bulk alloy used in RTGs for space power
missions (solid line).
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As in the n-type SiGe, we carried out a thermal stability test by heat treatment of the
nanostructured bulk samples at 11000C for 7 days. We did not find any noticeable
property degradation (represented by the open circles in Fig. 5 - 12) or grain growth
under these conditions. The reason why there is no grain growth at such a high
temperature is probably because the grains are similar in size but their random crystalline
directions prevent grain growth.
5.2.3. Ge Diluted Si
We have observed a ZT enhancement for n-type and p-type SiGe alloys mostly due
to the reduction in the thermal conductivity. Such a reduction came from both an
alloying effect and increased phonon interface scattering. If the contribution of interface
scattering dominates the reduction in the thermal conductivity, ZT can be enhanced
without using a high Ge ratio. Reducing the amount of Ge also leads to a higher
electrical conductivity due to a higher carrier concentration and less electron alloy
scattering. In this section, by focusing on the detail mechanisms of the thermal
conductivity reduction in nanograined materials, it is demonstrated that a combination of
nanograins and a 5% Ge replacement of Si produces a reduction in the thermal
conductivity and a similar ZT value to that of bulk SisoGe 2o alloys.' 5  We find
experimentally that nanograins play a very important role in increasing the scattering of
phonons with wavelengths in the nanometer range. However, point defect scattering is
more effective in scattering phonons for phonons with wavelengths of less than 1 nm,
which contributes to a large portion of the lattice thermal conductivity.
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The typical amount of dopant is around 2.5%, which is larger than the solubility
limit in bulk material. With the addition of GaP and using a small amount of Ge, the
solubility limit of P in Si or SiGe is increased, and an excess amount of dopants can be
activated at high temperatures.4,16' 17 A small amount of Ge (5 atomic %) is added for
some samples to study the effect of alloying on reducing the thermal conductivity. The
density of the hot pressed sample is measured using an Archimedes' kit and the value is
very close to the theoretical density.' 8 Figure 5 - 13 show the comparative thermoelectric
property measurement results for nanostructured Si [SilooP2.5(GaP)o.75], nanostructured
Si95Ge5 [Si 95GesP 2.5(GaP)1. 5], and the bulk SisoGe 2o alloy (GPHS-RTG), which has been
used by NASA for radioisotope power generation for many years in various space
missions. Also modeling results for bulk crystalline Si and nanostructured Si95Ge5 are
plotted for comparison. While a constant carrier concentration is used for bulk crystalline
Si, the measured carrier concentration is used for nanostructured Si95Ge5 for the
properties calculation by the modeling suggested in the Chapter 4. Both the
nanostructured Si and nanostructured Si95Ge5 samples show a higher electrical
conductivity but a lower Seebeck coefficient than that of the bulk SisoGe 2o GPHS-RTG
sample (Figs. 5 - 13a & b). This is mainly attributed to the higher solubility limit of P
and the lower alloy scattering of charge carriers in lower Ge concentration samples. The
power factors of the nanostructured samples are much higher than that of the bulk
SisoGe 20 GPHS-RTG sample (Fig. 5 - 13c), especially at temperatures above 300 *C.
Also, due to the heavy doping in the samples, an excess amount of dopant (P) is activated
more at high temperature during the measurement process, so that the nanostructured
samples show different trends for the temperature-dependent electrical conductivity and
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Seebeck coefficient from those of the bulk crystalline Si model.
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Figure 5 - 13. Temperature dependence of the electrical conductivity (a), Seebeck coefficient (b),
power factor (c), thermal conductivity (d), electron (Ke), phonon (KI), and total (K) thermal
conductivity by modeling (e), and the figure-of-merit ZT (f) of nanostructured Si (filled squares),
nanostructured Si95Ges (filled circles for experiment and solid line for model), bulk crystalline Si
model (dashed line), and Siso0Ge20 GPHS-RTG samples (open circles).
The main advantage of the nanostructure approach for Si 95Ge5 is that we can
maintain the high electrical conductivity and power factor as shown in Figs. 5 - 13a & c,
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while at the same time we can reduce the phonon thermal conductivity significantly.
Such joint behavior does not occur in bulk samples. Figure 5 - 13d shows the
temperature-dependent thermal conductivity of the nanostructured Si Si 95Ge5 samples in
comparison with bulk crystalline Si model and bulk Si 8soGe2 GPHS-RTG samples. The
thermal conductivity of the nanostructured Si shows a significant reduction (by about a
factor of 10) compared with that of the heavily doped bulk crystalline Si, which is around
100 W/m-K at room temperature, 19 a clear demonstration of the nano size effect on
phonon scattering. Moreover, with a 5 atomic % replacement of Si by Ge, the thermal
conductivity value of the nanostructured Si 95Ge5 is even lower, close to that of the bulk
SisoGe20 GPHS-RTG sample, caused by both the nano size and point defect scattering
effects in nanostructured Si 95Ges. Since the bulk Si 80Ge 20 GPHS-RTG sample has 20
atomic % Ge, and our nano Si 95Ge5 sample has only 5 atomic % Ge, a weaker alloy
phonon scattering effect is expected in Si 95Ges. When the Ge concentration is increased
from 5 to 20 atomic %, the thermal conductivity is decreased by another factor of 2 to
about 2 - 3 W/m-K, but the power factor is also decreased accordingly because of the
reduced charge mobility due to the alloy scattering of charge carriers. 20
The thermal conductivity of nanostructured Si95Ge 5 has also been investigated by
modeling. As discussed in Chapter 4, the Boltzmann transport equation with the
relaxation time approximation based on Callaway's work in the 1960s is explored to
calculate the phonon thermal conductivity. 19' 2 1 A modified effective medium theory is
exploited to consider the effect of nano sized grains.22 The grain size of 20 nm, which is
the average value measured by XRD and TEM, is used for the grain boundary scattering
calculations. Figure 5 - 14a shows the mean free path of phonons vs. phonon wavelength.
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For bulk Si, only three-phonon scattering and electron-phonon scattering are the
dominant scattering mechanisms. As 5 atomic % of Ge is added, the scattering rate
increases significantly for phonons with wavelengths shorter than 4 nm due to point
defect scattering so that the mean free path is reduced in this region. When the grain size
becomes less than the phonon mean free path of bulk Si, the phonons experience
additional scattering at grain boundaries so that the mean free path is limited by the grain
size. Hence, for pure Si, the mean free paths for most of the phonons will be limited by
the small grain size. For Si 95Ges, the small grain size significantly reduces the mean free
path of phonons at long wavelengths. However, short wavelength phonons (<4 nm) are
still scattered mostly by the point defect scattering process. Figure 5 - 14b shows the
accumulative thermal conductivity normalized to the thermal conductivity of bulk Si as
the phonon wavelength is increased. In bulk Si, most of the contribution to KL comes
from phonon wavelengths less than 4 nm. Phonons with longer wavelengths do not
contribute to the thermal conductivity much due to their low energy. Thus, the thermal
conductivity of pure Si is reduced almost by an order of magnitude using nano grains,
since a 20 nm grain can reduce the mean free path of phonons at almost all wavelengths.
By adding 5% Ge, alloy scattering can reduce the thermal conductivity more significantly
than using nano grains in Si. As shown in Fig. 5 - 14a, the mean free path by alloy
scattering is even smaller than the grain size (20 nm) for phonon wavelengths less than 1
nm, and the contribution of small wavelength phonons is large. Nano sized grains in
Si 95Ge5 can further reduce the thermal conductivity by limiting the mean free path of
phonons with wavelengths larger than 1 nm. As shown in Fig. 5 - 14b, the thermal
conductivity of nano grained Si 95Ge5 is reduced by a factor of two from bulk Si 95Ges.
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Thus, by using nanostructures and also adding only a small amount of Ge, the thermal
conductivity can be reduced to as low a value as for a SiGe alloy with a much higher Ge
ratio. Moreover, a higher power factor can at the same time be achieved with a lower Ge
atomic ratio due to both the higher solubility limit of P and the higher carrier mobility.
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Figure 5 - 14. Modeling results for the thermal conductivity at room temperature: (a) mean free path
vs. phonon wavelength for different Ge ratios and grain sizes, (b) accumulative thermal conductivity
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Figure 5 - 13e shows that the calculated thermal conductivity of nanostructured
Si95Ge5 matches well with the experimental results (Fig. 5 - 13d). The electron
contribution to the thermal conductivity is calculated from the electrical conductivity
measurement results using the Wiedemann-Franz Law. As in the n-type SiGe case, the
Lorentz number is calculated from the bulk model. Although nanostructures can change
the electron transport properties and hence the Lorentz number, the error introduced into
the electron contribution to the thermal conductivity is relatively small. Our modeling
results show that the Lorentz number in bulk SiGe alloy varies from 1.3 to 2.2 from 300
K to 1300 K, and that variation within any specific temperature is 0.2 for the range of the
doping concentrations in our samples. The calculated phonon thermal conductivity
dropped below 4 W/m-K at room temperature and reached 3 W/m-K at 900 oC (Fig. 5 -
13e). The low thermal conductivity for the nanostructured Si 95Ge5 system is mainly
attributed to both the enhanced boundary phonon scattering and the alloy effect in our
nanostructured sample. Thus, due to the significant thermal conductivity reduction
without reducing the power factor, ZT of the nanostructured Si95Ge5 shows a maximum
value of 0.95 at 900 oC, which is about the same as that of the bulk SisoGe2o GPHS-RTG
sample (Fig. 5 - 13f). Moreover, the nanostructured Si95Ges sample's average ZT value
is even higher in the higher temperature region of 500 to 800 oC, which is more
advantageous in power generation with a larger temperature difference.
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5.3. Summary
This portion of the thesis focused on the measurement results of the thermoelectric
properties in SiGe nanocomposites. It was found that the solubility limit was the
dominant factor that determined the carrier concentration. The solubility limit was
decreased with increasing amount of Ge, since neither P nor B were soluble in Ge. The
understanding of dopant behavior was helpful for sample preparation, and an actual
enhancement in ZT was demonstrated. 20,23  Both p-type and n-type showed a ZT
enhancement over conventional materials by up to a factor of two, and ZT was
maintained over 1 over a wide range of temperatures, which will be beneficial for high
temperature power generation under large temperature differences. Furthermore, Ge
diluted Si was explored to investigate the detailed effect of nanograins and alloy
scattering. While the alloy scattering was more effective in reducing low wavelength
phonons, the nanograins could reduce the thermal conductivity over a large range of
phonons wavelengths. With nanograins, the thermal conductivity of Si 95Ge5 was reduced
down to that for bulk Si80Ge20 alloys, and an enhanced ZT as high as for conventional
bulk alloys was reported using only 5% Ge in the alloy.
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Chapter 6: Conclusions and Future Directions
6.1. Conclusions
This thesis proposed a cost effective fabrication method for nanostructures to
reduce the thermal conductivity for the purpose of thermoelectric power generation, and
explored the transport phenomena in the presence of nanoscale grain boundaries and
pores. This thesis has made several contributions toward the development of
thermoelectric materials and their measurement techniques, and toward a better
understanding of transport phenomena in nanostructures.
Applications of thermoelectric devices have been limited to certain niches due to
their low energy conversion efficiency. By providing experimental evidence of a factor
of two enhancement of ZT in SiGe nanocomposites, we have developed a universal
method to enhance the thermoelectric figure of merit that should be broadly applicablel' 2:
Powders are mixed and pulverized down to nanometer size, followed by consolidation
using the plasma pressure compaction technique. This method can be readily applicable
to other materials system for application at different temperature ranges.3 Such an
improvement of thermoelectric materials will expand the applications for thermoelectric
devices, including areas such as waste heat recovery, large scale solid-state refrigeration,
and power generation from renewable energy sources, and therefore will contribute to
solving future energy-related and environmental problems. Along with materials
development, this thesis also provided a design of an apparatus that can simultaneously
measure the electrical conductivity and the Seebeck coefficient of disc-shaped samples.
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Since the system can be built without great effort or expense, it would inspire more
research on thermoelectric materials development.
A model to consider the effect of grain boundaries on electron transport was also
studied. Electron transport in polycrystalline materials has had an important issue for
electronic devices or photovoltaic cells as well as for thermoelectric materials. There
have been explanations of the low electrical conductivity in multi-grained materials, but a
good mathematical model has not been well-established. Using the approach developed
in this thesis, the bulk averaged scattering rate can be evaluated for grain boundary
scattering. A scattering model based on spherical potential sites was also developed to
consider the effect of nano-sized pores. This study provided a theoretical basis for why a
fully dense samples are necessary to achieve enhancement in ZT of SiGe nanocomposite
materials, which could not have been explained with conventional effective medium
theories. These modeling studies not only provide a good understanding of transport
phenomena, but also are helpful to develop good thermoelectric materials further.
6.2. Future Directions
Beyond the contributions of this thesis, the following research areas may be worthy
of further investigation.
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6.2.1. Study of Effect of Boundary Scattering on Electron Transport
As discussed in Chapter 4, phonon transport is more vulnerable to small grain sizes
than electron transport. However, experimental results suggest that electron transport
properties in nanocomposites are also affected by grain boundaries. In this thesis a model
was developed to explain the results based on the assumption that there exist potential
barriers in grain boundaries. Low energy electrons will be scattered, and high energy
electrons will pass without being disturbed by potential barriers. The assumption should
be verified experimentally so that the electron transport mechanisms based on the
existence of grain boundaries are well understood. By manipulating grain alignment with
the wafer bonding technique, the energy potential in grain boundaries can be controlled,
and transport properties can be measured.4 So far, most of studies of grain boundaries
have only measured electrical resistivity, and explanations for the phenomena disagree
with each other.5-7 With measurement of both the Seebeck coefficient and the electrical
conductivity, we will have a better understanding of how grain boundaries affect electron
transport.
6.2.2. Contactless Electrical Conductivity Measurement
One of the bottlenecks in thermoelectrics research is the difficulty in measurement.
There is no standard method or reference material for the Seebeck coefficient. Although
the techniques for measuring the electrical conductivity are well established, without
Ohmic contact, measurement is not reliable. Contact also matters for the Seebeck
characterization, which requires a voltage measurement. Contact is usually made by
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pressure or applying paste, but it cannot be easily made even for bulk materials, not to
mention nanowires or nanotubes. Hence, developing a contactless voltage measurement
technique will be a great help. It will not only reduce the uncertainty caused by bad
contacts, but also enable study of spatial distributions to measure the anisotropy and
property homogeneity of a sample. Contactless voltage measurements are not popular,
but it is possible by using capacitive probes or Kelvin probes, which measure the change
in capacity with an oscillatory movement of the probes.8 A measurement system will be
developed for the purpose of electrical conductivity and Seebeck coefficient
measurements and it will be eventually extended to measure nanostructures.
6.2.3. Renewable Energy System Design
Along with research on thermoelectrics, renewable energy systems will be explored.
In the off-grid arid area, having potable water is as important as having energy. Due to
the increasing world population and global warming, the demand for research on
desalination techniques has been rising rapidly in the past decade. For large scale
applications, multistage flash distillation or reverse osmosis processes are often utilized
to desalinate seawater. These techniques require a lot of energy or heat, so that
desalination systems are often combined with power generation. However, these power
plants usually use fossil fuels to generate heat and electricity, and they require a large
area. Recently, water purification systems coupled with renewable energy sources, such
as solar and wind, have been developed and used in a number of places. Thermoelectrics
can also play a role in comprehensive renewable energy systems using solar or
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geothermal heat. Using various possible renewable energy sources, a desalination system
will be designed and optimal processes will be developed with an emphasis on research
in heat and mass transfer issues. Interdisciplinary projects can be developed for actual
system development.
6.2.4. Applications Development
Although several temperature control devices are commercialized, there have been
only niche applications for power generation using thermoelectric devices. Whenever a
temperature difference exists, thermoelectric devices can be used for power generation.
The enhancement in efficiency with nanostructures is still not large enough to compete
with conventional power generation systems. However, in some circumstances, like off-
grid remote areas, the ability to generate power is more important than efficiency of the
system. Furthermore, thermoelectric power generation may exceed the efficiency of
small-scale vapor compression cycles. For example, we cannot install energy conversion
devices other than thermoelectric converters in MEMS combustors, where the hot side
temperature can reach 1600 K. There exist vast opportunities with more applications
possibilities to exploit even small temperature differences to generate electricity for needs.
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Chapter 7: Appendix
7.1. Derivation of the Transmissivity for Particle in a Host
In this section, transmissivity through a sphere is derived. The incident radiation
(vector: '= ) from the left will reach the observer (direction vector:
( = £cos p+ sin V) far away at the angle (p from the x-z plane, after transmitting
through a sphere (Figure 7 - 1). The amount of transmitted radiation that tunnels through
the left hemisphere is expressed as,
Is, It
is') ita~nJi
P,
P,
x
Figure 7 - 1. Figure for transmissivity derivation of particle in the host model.
Ii = -,rJV -nii A- (1)
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where r is the tunneling transmissivity, Ji is the incident radiation per area (W/m2), and
the subscript i denotes the incident surface. The surface normal vector is defined as
~ = isin , cos i + sin BO sin f + ^  cos 0, (2)
where yi ranges from n/2 to 3a/2 for the left side of the hemisphere, and 0i ranges from 0
to 7.
The view factor within a sphere is only a function of the surface area and does not
depend on the location of two surfaces:
dAoFo = (3)S4M2
where a is the radius of a sphere, and subscript o represents the outgoing surface. Hence
the amount of radiation from surface i to surface o is,
IF, = I, dA °  (4)
4;m
2
The transmitted radiation can reach the outgoing surface o also by reflections from
another surface. The portion of Ii that reaches the outgoing surface by a single reflection
is
pI, FirFro = pi dAr dA (5)
4MT2 4m n2
where p is the reflectivity, which is given by 1-r, and the subscript r represents the
reflecting surface. Since the reflection can happen from any surface, Eq. 5 should be
integrated over the sphere.
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Sp dA, JA P dAo f =dA P dAo (6)
4Av, 2 4 4M  p. 4M2 4m2
Asp,,r As,po,
Similarly, the portion of Ii that reaches the surface o by n time reflections is p"I, dA24m
Hence, the total amount of the radiation that leaves a surface i and reaches a surface o is
the sum of an infinite geometric series:
dA+ dA + j dA , + p3I d A
4mn2 4 2  4p2 1 4 m * ' (7)dAo  1 _ i., dAo
=I = IM. - -J n, dA4mz2 1-p 4z2 Z 4m 2
Now, the portion of the radiation coming out from surface o that reaches the
observer is evaluated. The radiation that is transmitted through a surface o is given by Eq.
(7) multiplied by the transmissivity z.
4 = -n m2 (8)
4Am
The Portion of Io that reaches the observer far away at an angle p from the x-z plane is:
lo Foo = -d,(li , . dA ° 1 o- ) (9)4M/ 2 X-
Hence the outgoing surface normal vector is given by
no = xsin 0 cos O + ^ sin 0, sinV, + ^  cos 0o (10)
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We only need to consider the component of the hemisphere (qp-d/2 to (p+n/2 for /o,, and
from 0 to ia for 0o) in the (p direction from the x-z plane. The view factor between the
observer(O) and the outgoing surface(o) is:
1
Foo =-,o O. (11)
Since this amount is for an infinitesimal area o and an infinitesimal area i, we need
to integrate over all possible combinations. We can separate two integrations of dAi and
dAo since the integrations are independent of each other. Hence, the total amount of
transmitted radiation (I,) that reaches the observer is:
I(q,)=-2 2 C' iiAjsh
A A.
3X/2 2
m2J 2 d,Jo cosy, sin2 9,d, .
4,2 IO f/2 d '  (os (ocos o + sin sin O )sin2 0od o
S 2 Ji 3x/2 ,A +r/216 , 32 Cs_ ld"l -,/2 COS VCOS vo + sin Vsin o)d7° (12)
16 42 coV/2,(2
= [cos ipsin fO - sin (ocos ip , /2
8
1Jg [2cos2 q+2sin2 VI= lJi
8 4
The result is independent of the angle no matter where the observer is, since the surface
reflects and transmits radiation diffusively at the surface.
The transmissivity is defined as the portion of radiation that comes in (ra 2Ji) to the
total transmitted energy in the same direction.
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1 /2 " /2
T, -dq(I, cos V) = cos ~y =
fr/2 = i  47 2)r
(13)
There is also a contribution from the diffusive reflection on the surface of a sphere
and the detailed derivation can be found in typical radiation textbooks.
T, = - (12_ 2)12)2 (14)
Hence, the total transmissivity is,
T= T + T = (12 - 2)+-
12)r2 2)
(15)
7.2. Derivation of the Transmissivity for Array of Grain
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Figure 7 - 2. Unit cell and compartment definition for an array of grain structures. (left) array of
similar size grains (center), where the unit cell is taken at one of the eight corners from an array of
grains (right) one of eight compartments in the unit cell divided by the number of grain boundaries
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For an array of grains structure, a unit cell is chosen at the border of the grains (Fig.
7 - 2). Then the unit cell will have grain boundaries in the x-y, y-z, and x-z planes, by
which the unit cell can be divided equally into eight smaller compartments. Incident
radiation diffusively comes from the left side. The four compartments on the left side of
the unit cell are symmetric, and the other four on the right are symmetric. As in the right
picture of Fig. 7 - 2 each of compartments has two with reflecting surfaces (3 & 4 for the
compartment drawn) due to the periodicity of the unit cell. Surfaces 2, 5, and 6 are grain
boundaries so that they have energy barriers. Please note the different usages of the
terms "compartment" and "unit cell". Now we want to evaluate how much energy flux
reaches the right side of the unit cell. Here, we define J# as radiosity from a surface #,
and G# as irradiation to a surface #. Due to symmetric compartments, surface 5 and
surface 6 have the same amount of radiosity and irradiation: Js=J6, Gs=G6. First we take
a look at the compartment drawn in Fig. 7 - 2. The view factors between surfaces are all
around 0.2. The total irradiation on surface 2 consists of radiation from surfaces 1, 5, and
6:
G 21 =1 (FI 2 + 3 -F32 + F14 -F 42 )+5 F5 2 + F53 F32 + F54 -F42)
+ J 6 F62 + F63 F32 + F64 . F42 ) = 0.28J, + 0.56J5
where, subscript "I" means irradiation from left. The radiosity on surface 5 or 6 is the
sum of the reflections of irradiation on the surface and the transmission of the irradiation
from the other side of the compartment. By the fact that the four compartments are
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symmetric, we know that the amount of irradiation is the same for any compartment.
Hence,
J 5 = ZG5 + (1- )G5b = G  J6 = G 6 (2)
where subscript "b" means back side of the compartment. From Eq. (2), the radiosity on
surface 5 is,
G5 = J(F 5 + F3 F35 + F 4 -F 45 )+ J21 (F 25 +F 23 F35 + F24 . F45 )
(3)+ J6 (F + F63 F3. 5 + F64 F45 )= 0.28(J + J 21 + 6 )
J5 = 0.389(J + J21 )
Substitute J5 term in Eq. (1) with Eq. (3),
G21 = 0.28J1 + 0.56J 5 = 0.498J1 + 0.218J 21
Figure 7 - 3. One of four compartments in the right side of the unit cell for the array nanocomposite
model.
Now let's take a look at the compartment at the right side (Fig. 7 - 3). Surface 2 is
shared by the left side compartment. All other surfaces have similar properties to those
of the right side compartment except 1' does not have any radiation source. Hence,
irradiation on the surface 2 from the right compartment is,
G2r = 2J 5, (F5'2 + F53. F3'2 F5'4' + F4'2) = 0.56J ,. (5)
Again, due to symmetric compartments on the right side, Js,=J6'=Gs,=G6':
G5 ' = J5 = J6' (F 6'5' + F6'3'" F3'5' + F 6'4' F4'5')
+ J 2 r (F25' + F23'. F3'5. +F 24 F4'5' )= 0.28(J 5, + J 2 r) (6)
J5' = 0.389J 2r
Substitute Js in Eq. (5) with Eq. (6):
G2r = 0.56J 5. = 0.218J 2r (7)
Once we know the irradiation to surface 1', the transmissivity over the unit cell can
be derived:
Transmissivity = (8)
J1
The amount of irradiation on surface 1' using equation (6) is,
GI. = J 2r(F21, + F23' F, + F24' F4,1 )+ 2J 5, (F5s + F, 3 F' 1 + F5 4 F4 (9)(9)
= 0.28J2r + 0.56J
,
, = 0.498Jr
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Now we apply energy balance to surface 2. The radiosity to the right side is equal
to the reflection of irradiation from right side, and the transmission of left side irradiation,
and vice versa. That is,
J 2 r =z 2 + (1 -()G, =2 r 21 + (1- z)0.218J2 r .I..
(0.782 + 0.218')J 2 r = zG21
t(u)
Here, Eq. (7) was used.
J21 = 2r + (1-' )G 2,= 0.2181rJ2r + (0.782+0.218z)(1-)J2
0.782-0.564r
(11)
Again, Eq. (7) and Eq. (10) were used. Plug these results into Eq. (4),
(0.782 + 0.218)2r 0.498 0.782 - 0.564 2r
T J2r= 0.498J +0.218 Jr
0.4982
0.341r+0.612
(12)
Substitute J 2r in Eq. (9) with Eq. (12), then we have transmissivity of
Transmissivity G1,  0.248"
J1 0.341z+0.612
7.3. MATLAB Code for Properties Calculation in SiGe Nanocomposites
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(13)
% constants
%--------------------------------------------------------------------------
m=9.11e-31; %(kg)
h=6.626e-34/2/pi; %(Js)
k=1.38047e-23; %(J/K)
eV=1.602e-19;
eps_0=8.854187817e-12; % permittivity in free space CA2/N/m^2
Avogadro=6.0221415e23; % [#/mol] Avogadro's number
%--------------------------------------------------------------------------
%--------------------------------------------------------------------------
%--------------------------------------------------------------------------
% condition
%--------------------------------------------------------------------------
Temp=linspace(300,1300,11);
x=0.2; % Ge
fr=0.05; % dopant ratio
m_dope=10.811; % kind of dopant: 30.97 for P, 10.811 for B, GaP 100.7
mark='k--';
grain=20e-9; % grain size
PBH=0.3*eV; % potential barrier height
PBW=10e-10; % potential barrier width
%--------------------------------------------------------------------------
%--------------------------------------------------------------------------
for tt=l:size(Temp,2)
T=Temp(tt);
N=2.62e20;
%--------------------------------------------------------------------------
% Sil-xGex property
%--------------------------------------------------------------------------
epss=11.7+4.5*x; %dielectric constant
Ec=-4.05+0.05*x; %Si affinity (eV) c.f. Ge affinity is -4.00eV
cl=(98-23*x)*1le9; % bulk modulli in Pa
a0=(0.002733*xA2+0.01992*x+0.5431)*1e-9; % lattice constant ; Properties of Silicon Germanium and
SiGe (Knovel)
mSi=1.08;
mGe=0.2158*6A(2/3);
mGeX=0.4268*6A(2/3);
msX=(mSi*(1-x)+mGeX*x-0. 183*(1-x)*x)*m;
msL=(mSi*(1-x)+mGe*x-0.183*(1-x)*x)*m; % assume same mass of Si in L as X
mc=0.26*(msX/mSi); % conductivity effective mass of electrons for Si like SiGe alloy
mv=m*(0.81-0.47*x)/0.81 *((4.44e-1+3.61e-2*T+1.17e-4*T^2+1.26e-6*TA3+3.03e-9*TA4)/(1+4.68e-
3*T+2.287e-4*TA2+7.47e-7*TA3+1.73e-9*TA4))A(2/3); % density of states effective mass of holes from
Advanced Physical Models for Silicon Device Simulation By Andreas Schenk
nonpara=2; % nonparabolicity in eV
EgSi=l.1695-4.73e-4*T.A2./(T+636); %Si Energy Gap in eV with Temperature (X) % last term due to
bandgap narrowing for high dopant concentration
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EgSiL=1.6510-4.73e-4*T.^2./(T+636); % Si Energy Gap in eV (L), assume same temperature profile as in
X % last term due to bandgap narrowing for high dopant concentration
EgGe=0.742-4.8e-4*T.^2./(T+235); %Ge Energy Gap in eV with Temperature (L)
EgGeX=0.85/0.66*EgGe;
Eg=EgSi*(1-x)+EgGeX*x-0.4*(1-x)*x-0.009*(log(abs(N)/1el7)+sqrt((log(abs(N)/el7))2+0.5));
EG(tt)=Eg;
DebyeT=630-266*x; % Debye temperature in K
MSi=28.0855; % number is in [amu] or [g/mol] Si atomic mass
MGe=72.61; % Ge atomic mass
M=(1-x)*MSi+x*MGe;
crvSi=(12. 1/Avogadro)^(1/3); % http://hyperphysics.phy-astr.gsu.edu/hbase/pertab/pertab.html#c 1
crvGe=(13.6/Avogadro)^(1/3); % number in in [cc/mol] cube root of the atomic volume
http://www.chemicool.com/elements/germanium.html
crv=(((1 -x)* 12.1 +x* 13.6)/Avogadro)^(1/3);
mmSi=(1.42+(T-100)/50*0.03); %for 6X10^19 doping concentration, starts from 1.45 for 10^20
mmGeX=(0.42+0.0068*(T/300))*6A(2/3);
mm=(mmSi*(1-x)+mmGeX*x-0.183*(1-x)*x)*m; % electron effective mass for phonon scattering
calculation
refractive=3.42+0.37*x+0.22*xA2;
density=(2.329+3.493*x-0.499*xA2)*1e3; % density in kg/m3
n_density=density*Avogadro* 1000/M; % number density
sv=k/h*(6*piA2)^(-1/3)*DebyeT*crv/100; % sound velocity in m/s
sv=sqrt(cl/density);
%Intravalley optical phonon, j/m
Eop=(2.2e8*(1-x)+5.5e8*x)*eV*100;
%Optical phonon frequency, 1/s
wop=(0.0612*(1-x)+0.03704*x)*eV/h; %1/s
%--------------------------------------------------------------------------
%--------------------------------------------------------------------------
%--------------------------------------------------------------------------
% Define Energy value
%--------------------------------------------------------------------------
E=Ec+logspace(-15,0,800);
Ev=Ec-Eg;
Eh=Ev-logspace(-15,0,800); % energy for hole calculation
msXE=msX*(1+2*(E-Ec)/nonpara); % consider non parabolicity on effective mass
msLE=msL*(1+2*(E-Ec)/nonpara);
mcE=mc*(1+2*(E-Ec)/nonpara);
%--------------------------------------------------------------------------
%--------------------------------------------------------------------------
%--------------------------------------------------------------------------
% Fermi level calculation
%--------------------------------------------------------------------------
u_min=Ec-2*Eg;
u_max=Ec+Eg;
u(1)=u_max;
diff=u_max-u_min;
count=1;
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% electron/holes density of state
eds=sqrt(2)/piA2*(msX/hA2)A(3/2).*(eV*(E-Ec)).^(1/2).*(l+(E-Ec)/nonpara).^.5.*(I+2*(E-Ec)/nonpara);
eds_h=sqrt(2)/piA2*(mv/hA2)A(3/2)*(eV*(Ev-Eh)).^(1/2);
while diff > 0.000001
Ef=u(count);
% fermi dirac distribution
fd=l./(exp((E-Ef)*eV/k/T)+1);
fd_L=1 ./(exp((E+(EgSiL-Eg)-Ef)*eV/k/T)+1);
fd_h=1-1./(exp((Eh-Ef)*eV/k/T)+1);
Nh(tt)=-trapz(Eh*eV,eds_h.*fd_h)/1e6;
Ne(tt)=trapz(E*eV,eds.*fd)/1e6;
if N < Ne(tt)-Nh(tt)
u_max=u(count);
u(count+l)=(u_max+u_min)/2;
else
u_min=u(count);
u(count+l)=(u_max+u_min)/2;
end
diff=abs(u(count+ 1)-u(count));
count=count+l;
end
Fermi(tt)=Ef;
%--------------------------------------------------------------------------
%--------------------------------------------------------------------------
%--------------------------------------------------------------------------
% scattering time
%--------------------------------------------------------------------------
% differentiated fermi dirac distribution
dfd=-exp((E-Ef)*eV/k/T)./(exp((E-Ef)*eV/k/T)+1).A2/k/T;
dfd_h=-exp((Eh-Ef)*eV/k/T)./(exp((Eh-Ef)*eV/k/T)+1).2/k/T;
% electron/holes velocity v=dw/dk
v=sqrt(2*(E-Ec)*eV./mcE);
v_h=sqrt(2*(Ev-Eh)*eV/mv);
% inverse of acoustic phonon scattering time : 6.730 note 27-28 & Lundstrom 82p
DA=-9.5*eV; % electron Scattering potential of Si by LCAO Theory 9.5(Lundstrom), 5.42(6.730),
Vining 2.94
tau_l=k*T*pilh/cl*DAA2*eds/6; % /1.77 : correction factor
DA_h=5*eV; % hole Scattering potential of Si
tau 1 h=k*T*pi/h/cl*DA_hA2*eds_h*2;
% inverse of impurity scattering time : Askerov 114p (Lundstrom 72p)
r0=./sqrt(eVA2/eps-0/epss*abs((trapz(eV*E,-dfd.*eds)+trapz(eV*Eh,-dfdh.*eds-h))));
r0d=sqrt(eps_0*epss*4*pi*h2/4/eVA2/msX);
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ke=sqrt(2*msX/6A(2/3)*eV*(E-Ec).*(1+(E-Ec)/nonpara))/h;
kh=sqrt(2*mv*eV*(Ev-Eh))/h;
xxi=(2*r0*ke).A2; % for electrons
for jk=l:size(xxi,2)
if xxi(jk)<le-5
Fimp(jk)=xxi(jk)A2/2+2/3*xxi(jk)A3;
elseif xxi(jk)<1
Fimp(jk)=Iog((1+xxi(jk))/exp(xxi(jk)-xxi(jk)A2/2))+xxi(jk)-xxi(jk)A2/2-xxi(jk)/( +xxi(jk));
else
Fimp(jk)=log(l+xxi(jk))-xxi(jk)/(1+xxi(jk));
end
end
tau_i=2*pi*(abs(N)*1e6)*eVA4/hA3/(4*pi*eps_0*epss)A2*Fimp./ke.A3.*msXE;
xxi=(2*r0*kh).A2; % for holes
for jk=1:size(xxi,2)
if xxi(jk)<le-5
Fimp(jk)=xxi(jk)A2/2+2/3*xxi(jk)A3;
elseif xxi(jk)<1
Fimp(jk)=log((l+xxi(jk))/exp(xxi(jk)-xxi(jk)^2/2))+xxi(jk)-xxi(jk)A2/2-xxi(jk)/( +xxi(jk));
else
Fimp(jk)=log(l+xxi(jk))-xxi(jk)/(l+xxi(jk));
end
end
tau_i_h=2*pi*(abs(N)*1 e6)*eVA4/hA3/(4*pi*eps_0*epss)A2*Fimp./kh.A3.*mv;
% inverse of intervalley optical phonon scattering time
E_abs=E+h*wop/eV;
eds_abs=sqrt(2)/piA2*(msX/hA2)A(3/2).*(eV*(E_abs-Ec)).A(1/2).*(l+(E_abs-
Ec)/nonpara).^.5.*(1+2*(E_abs-Ec)/nonpara);
E_emit=max(Ec,E-h*wop/eV);
eds_emit=sqrt(2)/piA2*(msX/hA2)A(3/2).*(eV*(E_emit-Ec)).^(1/2).*(1+(E_emit-
Ec)/nonpara).A.5.*(1+2*(E_emit-Ec)/nonpara);
No=1/(exp(h*wop/k/T)-1);
wl=pi*EopA2*eds_abs/density/wop*(No+1/2-1/2);
w2=pi*EopA2*eds_emit/density/wop*(No+1/2+1/2);
tau_o=wl+w2;
% inverse of alloy scattering time
Ua=0.70*eV; %0.25 for alloy, 0.45 for Si90Gel0 0.5 for Si80Ge20, 0.2 for Vining paper
tau_a=3*piA3/8/h*a0A3/4*UaA2*x*(1-x)*eds/6; % V0=a0^3/4, r0=a0/4*sqrt(3), aO lattice constant
tau a h=3*piA3/8/h*a0^3/4*UaA2*x*(1-x)*eds_h; % VO=a0^3/4, r0=a0/4*sqrt(3), aO lattice constant
% Alloy scattering : J.Singh, Physics of semiconductors & their heterostructures 369p
% Point defects cattering : Askerov, Electron Transport phenomena in semiconductor
% Transmissivity
WKB=min(l,exp(-2/h*PBW*sqrt(2*msXE.*abs(PBH-(E-Ec)*eV)).*sign(PBH-(E-Ec)*eV)));
% by composite model
Trans=((0.498A2*WKB./(0.782+0.218*WKB)./(1-0.218*(1 -
KB+0.218*WKB.^2./(0.782+0.218*WKB)))).A(WKB-1 )).A(1./(WKB-+eps));
% by sphere in the host model
Trans=((1-WKB)/12/piA2*(12-piA2)+WKB/2/pi).^(WKB-1).^(1./(WKB-1+eps)); % unit cell is twice
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of grain size
tau_b=v.*log(1./Trans)/grain/2;
% Transmissivity_hole
WKBh=min( ,exp(-2/h*PBW*sqrt(2*mv*abs(PBH-(Ev-Eh)*eV)).*sign(PBH-(Ev-Eh)*eV)));
% by composite model
Trans_h=((0.498^2*WKB_h./(0.782+0.218*WKBh)./(1-0.218*(1-
WKB_h+0.218*WKB_h.^2./(0.782+0.21 8*WKB_h)))).A(WKB_h- 1)).^(1 ./(WKB_h-1+eps));
tau_bh=v_h.*log(1./Trans_h)/grain;
% relaxation time
relax= 1 ./(tau_i+tau_l+tau_a+tau_o+tau_b);
relax_h=l ./(tau_i_h+tau_l_h+tau-a-h+taubb h);
relax_bulk= 1./(tau_i+tau_l+tau_a+tau_o);
%--------------------------------------------------------------------------
%--------------------------------------------------------------------------
%--------------------------------------------------------------------------
% Power factor calculation
%--------------------------------------------------------------------------
% electric conductivity
sigma_e(tt)=trapz(E*eV,(-eVA2*relax.*v.A2.*eds.*dfd)/3);
sigma_h(tt)=trapz(-Eh*eV,(-eVA2*relax h.*vh.A2.*eds_h.*dfd_h)/3);
sigma(tt)=sigma_e(tt)+sigma_h(tt);
%mobility
mobility_by_calc(tt)=sigma_e(tt)/Ne(tt)/1e6/eV*1e4;
% Seebeck coefficient
Seebecke(tt)=-trapz(E*eV,-relax*eV/T.*v.^2.*eds.*dfd.*((E-Ef)*eV)/3)/sigma-e(tt)*1e6;
Seebeck_uV_K(tt)=-(trapz(-Eh*eV,-relax_h*eV/T.*v_h.A2.*eds_h.*dfd_h.*((Eh-
Ef)*eV)/3)+trapz(E*eV,-relax*eV/T.*v.A2.*eds.*dfd.*((E-Ef)*eV)/3))/sigma(tt)* le6;
%--------------------------------------------------------------------------
%--------------------------------------------------------------------------
%--------------------------------------------------------------------------
% phonon scattering time, in cgs unit, value and equation are from PR 136, A1149
%--------------------------------------------------------------------------
% define reduced frequency [w/wDebye] wDebye=k*DebyeT/h
omega=logspace(-10,0,2000);
% inverse of Umklapp scattering relaxation time
alpha=(DebyeT/T)^1 .4;
beta=2.0; % temperature independent ratio of N to U process
gamma=0.91; % anharmonicity parameter
taup_U(tt,:)=3.264e-2*((1+5/9*beta)/(l+beta))*gammaA2/M/crv^2/alpha*omega.^2;
% inverse of four phonon scattering PR 134 A1058
taup_H(tt,:)=taup_U(tt,:)*T/2000;
% inverse of normal scattering relaxation time
taup_N(tt,:)=taup_U(tt,:)*beta;
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% inverse of boundary scattering : Pomeranchuk Journal of Physics USSR
taup_B(tt,:)=sv/grain;
% inverse of Point defect scattering (alloy scattering)
epsilon=39;
DP=x*(1-x)*(((MSi-MGe)/M)A2+epsilon*((crvSi-crvGe)/crv)^2); % disorder parameter
taup_PD(tt,:)=6.17ell *DebyeT*DP*omega.A4;
% inverse of Electron phonon scattering
eita=(Ef-Ec)*eV/k/T;
AA=6.76e26*(msX/6A(2/3)/m)A2*crvA2/M;
yy=3.72e9*(msX/6^(2/3)/m)*crvA2*DebyeT;
DD=1.68e-1 1/((msX/6^(2/3)/m)*crvA2*DebyeT);
NValley=6;
PEDP=9.50*eV; % [eV] Electron phonon scattering deformation potential
omegal=omega*k*DebyeT/h;
taup_E(tt,:)=NValley*AA/alpha*(PEDP/eV)2*log((1+exp(-alpha*yy+eita-
DD*alpha*omega.A2+alpha/2*omega))./(1+exp(-alpha*yy+eita-DD*alpha*omega. 2-alpha/2*omega)));
eita_h=(Ev-Ef)*eV/k/T;
AA_h=6.76e26*(mv/m)2*crv^2/M;
yy_h=3.72e9*(mv/m)*crvA2*DebyeT;
DD_h=1.68e-11/((mv/m)*crvA2*DebyeT);
taup_Eh(tt,:)=AA_h/alpha*(DA_h/eV)2*log((1+exp(-alpha*yy_h+eita_h-
DD_h*alpha*omega. 2+alpha/2*omega))J(1+exp(-alpha*yyh+eita_h-DDh*alpha*omega.A2 -
alpha/2*omega)));
% Doping
MD=MSi/28.09*m_dope; %multiply 30.97 for P, 10.811 for B, GaP 100.7
Gamai=fr*(1-fr)*(abs(MD-M)/M)A2;
taup_i(tt,:)=6.17e 11 *DebyeT*Gamai*omega. 4;
% combined inverse of scattering time
taup_C(tt,:)=taup_U(tt,:)+tauptt,:)+taup(tt:)+t+taupB(tt,:)+taup-i(tt,:)+taupEh(tt,:)+ta
upH(tt,:);
% --------------------------------------------------------------------------
% --------------------------------------------------------------------------
%--------------------------------------------------------------------------
% thermal conductivitiy calculation
%--------------------------------------------------------------------------
if (0.95+0.081 *T/DebyeT) > 1
dpcorrect=(0.95+0.081 *T/DebyeT); % [J/gK]
else
dpcorrect=l; % [J/gK]
end
il=dpcorrect*trapz(omega,alpha^2*omega.^4./taup-C(tt,:).*exp(alpha*omega)./(exp(alpha*omega)-
1).A2);
i2=dpcorrect*beta*trapz(omega,alpha^2*omega. 4./taup-C(tt,:).*taupU(tt,:).*exp(alpha*omega)./(e
xp(alpha*omega)-l).A2);
i3=dpcorrect*beta*trapz(omega,alpha^2*omega. 4.*taupU(tt,:).*(1-
beta*taup_U(tt,:)./taup_C(tt,:)).*exp(alpha*omega)./(exp(alpha*omega)-1).A2);
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k_l(tt)=4.67e-2*DebyeT^2/crv*(i1+i2^2/i3)* 100; % [W/mK] lattice thermal conductivity
cross(tt)=(2898e-6/T/refractive)/grain; % number of grains crossed by a photon before effectively
scattered
k_r(tt)=4*5.67e-8*T^3*refractiveA2*grain*cross(tt); % radiation thermal conductivity, JPC 13 4657
1980
% electron thermal conductivity
k_e(tt)=-trapz(E*eV,relax.*v.A2.*((E-Ef)*eV).^2.*dfd.*eds/T/3)-
T*Seebeck_e(tt)A2*sigma_e(tt)/1el2; % did not consider hole contribution
kh(tt)=-trapz(-Eh*eV,relaxh.*v_h.A2.*eds-h.*dfd h.*((Eh-Ef)*eV).^2/T/3)-T*trapz(-Eh*eV,-
relax_h.*eV/T.*v_h.A2.*eds_h.*dfd_h.*((Eh-Ef)*eV)/3)A2/sigma_h(tt);
thermal_cond(tt)=k_l(tt)+k_r(tt)+k_e(tt)+k_h(tt);
%--------------------------------------------------------------------------
%--------------------------------------------------------------------------
end
7.4. MATLAB Code for Porosity Effect
% porosity effect exploiting Daryoosh spherical scattering, this part can be added to the previous code
Rsp=0.1124*grain;
Nsp=porosity(tt)/100/4/pi/RspA3*3;%*1.3e2; % density of spheres [m^-3]
xii=2*ke*Rsp;
for jk=l:size(xii,2)
xi=xii(jk);
if (E-Ec)>=Usp
if xi<le-1
F=(1/18)*xiA6-(1/135)*xiA8+(1/2100)*xiA10-(4/212625)*xiA^ 12+(1/1964655)*xiA14-
(1/99324225)*xi 16+(1/6567561000)*xiA18;
else
F=xi*sin(2*xi)-(sin(xi))A2+xi^2 *( l o g(2 )+ 1o g(xi ) -p si ( 1) -c o sin t (2 *xi ) - 1) ;
end
else
if xi<le-1
F=(1/9)*xiA6-(1/90)*xiA8+(1/1575)*xi^A10-(1/42525)*xiA 12+(2/3274425)*xi14-
(1/85135050)*xi^16+(1/5746615875)*xi^18;
else
F=1/2*(xiA4-sin(xi)A2+xi*sin(2*xi)-xiA2);
end
end
tau_b(jk)=piA3*Nsp*UspA2*eds(jk)/2/h/ke(jk)A6*F;
if tau_b(jk)<=0
tau_b(jk)=eps;
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end
end
xih=2*kh*Rsp;
for jk=l:size(xih,2)
xi=xih(jk);
if (Ev-Eh)>=Usp
if xi<le-l
F=(1/18)*xiA6-(1/135)*xiA8+(1/2100)*xiA10-(4/212625)*xi^12+(1/1964655)*xi^14-
(1/99324225)*xi 16+(1/6567561000)*xiA 18;
else
F=xi*sin(2*xi)-(sin(xi))^2+xi^2*(log(2)+log(xi)-psi(1)-cosint(2*xi)-l);
end
else
if xi<le-l
F=(1/9)*xiA6-(1/90)*xiA8+(1/1575)*xiA10-(1/42525)*xi^12+(2/3274425)*xi14-
(1/85135050)*xi^16+(1/5746615875)*xi^18;
else
F=1/2*(xi^4-sin(xi)A2+xi*sin(2*xi)-xiA2);
end
end
tau_b_h(jk)=piA3*Nsp*UspA2*eds(jk)/2/h/ke(jk)A6*F;
if tau_b_h(jk)<=0
tau_bh(jk)=eps;
end
end
%--------------------------------------------------------------------------
% Power factor of host material
%--------------------------------------------------------------------------
% electric conductivity
sigma_e(tt)=trapz(E*eV,(-eVA2*relax.*v.A2.*eds.*dfd)/3);
sigma_h(tt)=trapz(-Eh*eV,(-eVA2*relax_h.*v_h.A2.*eds_h.*dfd_h)/3);
sigma_host(tt)=sigma_e(tt)+sigma_h(tt);
% Seebeck coefficient
Seebecke(tt)=-trapz(E*eV,-relax*eV/T.*v.A2.*eds.*dfd.*((E-Ef)*eV)/3)/sigmae(tt)*le6;
Seebeck_host(tt)=-(trapz(-Eh*eV,-relax_h*eV/T.*v_h.A2.*eds_h.*dfd_h.*((Eh-Ef)*eV)/3)+trapz(E*eV,-
relax*eV/T.*v.A2.*eds.*dfd.*((E-Ef)*eV)/3))/sigma_host(tt)*1le6;
%--------------------------------------------------------------------------
%--------------------------------------------------------------------------
% --------------------------------------------------------------------------
% thermal conductivitiy by Effective medium theory
% --------------------------------------------------------------------------
taup_C(tt,:)=taup_C(tt,:)+sv*6*porosity(tt)/Rsp/4;
il=trapz(omega,alpha^2*omega.^4./taup_C(tt,:).*exp(alpha*omega)./(exp(alpha*omega)-1).A2);
i2=beta*trapz(omega,alphaA2*omega.^4./taup-C(tt,:).*taupU(tt,:).*exp(alpha*omega)./(exp(alpha*o
mega)-1).A2);
i3=beta*trapz(omega,alphaA2*omega.^4.*taup_U(tt,:).*(1-
beta*taup_U(tt,:)./taup_C(tt,:)).*exp(alpha*omega)./(exp(alpha*omega)-1).^2);
klh(tt)=4.67e-2*DebyeTA2/crv*(il+i2A2/i3)*100; % [W/mK] host thermal conductivity
debyeL=DebyeT/T;
if (0.95+0.081 *T/DebyeT) > 1
Cv(tt)=9*Avogadro*k/M*debyeLA(-3)*quadl(@cvint,0.001,debyeL)*(0.95+0.081*T/DebyeT); %
[J/gK]
else
Cv(tt)=9*Avogadro*k/M*debyeLA(-3)*quadl(@cvint,0.001,debyeL); % [J/gK]
end
Cv(tt)=Cv(tt)*density/le3; % in [J/m3K]
k_l(tt)=k_l_h(tt)*(2-2*porosity(tt)/100)/(2+porosity(tt)/100);
% --------------------------------------------------------------------------
% --------------------------------------------------------------------------
%--------------------------------------------------------------------------
% thermal conductivitiy calculation
%--------------------------------------------------------------------------
cross(tt)=(2898e-6/T/refractive)/grain; % number of grains crossed by a photon before effectively
scattered
k_r(tt)=4*5.67e-8*TA3*refractive^2*grain*cross(tt); % radiation thermal conductivity, JPC 13 4657
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% electron thermal conductivity
k_e_host(tt)=-trapz(E*eV,relax.*v.A2.*((E-Ef)*eV).A2.*dfd.*eds/T/3)-
T*Seebeck_e(tt)A2*sigma_e(tt)/1el2; % did not consider hole contribution
k_h_host(tt)=-trapz(-Eh*eV,relax_h.*v_h. 2.*edsh.*dfd-h.*((Eh-Ef)*eV). 2/T/3)-T*trapz(-Eh*eV,-
relax_h.*eV/T.*v_h.A2.*eds_h.*dfd_h.*((Eh-Ef)*eV)/3)A2/sigma_h(tt);
% electron contribution by effective medium theory
k_e(tt)=k_e_host(tt)/2*(3*(1-porosity(tt)/100)-1);
k_h(tt)=k_h_host(tt)/2*(3*(1-porosity(tt)/100)-1);
thermal_cond(tt)=k_l(tt)+k_r(tt)+k_e(tt)+kh(tt);
%--------------------------------------------------------------------------
%--------------------------------------------------------------------------
%--------------------------------------------------------------------------
% Power factor calculation by effective medium theory
%--------------------------------------------------------------------------
% electric conductivity from Lnaduaer, AIP conference proceeding vol.40 p.2 1978
sigma(tt)=sigma_host(tt)/2*(3*(1-porosity(tt)/100)-1);
% Seebeck coefficient from Bergman JAP vol.70 p.6 82 1 1991
BG_host(tt)=klh(tt)+k e host(tt)+k host()+kr(tt)+T*sigmahost(tt)*Seebeckhot(tt)2/el2;
BG_effective(tt)=thermal_cond(tt)+T*sigma(tt)+Ts *Seebeck host(tt)2/1el2;
Seebeck_uV_K(tt)=Seebeckhost(tt)*BGeffective(tt)*sigmahost(tt)/sigma(tt)/BGhost(tt);
hohyun=10;
Seebeck_uVK(tt)=Seebeck_host(tt);
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while hohyun>3
imsi=Seebeck_uV_K(tt);
BG_effective(tt)=thermalcond(tt)+T*sigma SeebecK(t)*tt)2/1 e12;
Seebeck-uV K(tt)=Seebeckhost(tt)*BG-effective(tt)*sigma-host(tt)/sigma(tt)/BG-host(tt);
hohyun=abs(SeebeckuV_K(tt)-imsi);
end
%--------------------------------------------------------------------------
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