In this work, we examine cognitive radio networks, where secondary users may act as relays for messages sent by the primary user, hence offering performance improvement of primary transmissions, while at the same time obtaining more transmission opportunities for their own data. In particular, assuming the broadcast packet erasure model with feedback, we investigate the capacity of the fundamental cooperative cognitive radio network which consists of one primary and one secondary transmitter-receiver pairs. The primary transmitter is the owner of the channel and as such, we intend to keep its operations simple and to avoid increasing its storage requirements. Specifically, the primary transmitter does not receive data sent by the secondary transmitter and does not perform any coding operations. The only requirement on the primary transmitter is to listen to public feedback and take appropriate scheduling actions. On the other hand, the secondary transmitter can overhear primary transmissions and is allowed to perform any coding operations. We develop an outer bound to the capacity of the fundamental cooperative cognitive radio network under consideration. Then, we propose a coding-scheduling algorithm suitable for this type of networks, which involves only XOR network coding operations. The complexity of the scheduling decisions of the proposed algorithm depends on the channel statistical parameters and three cases, depending on the relations between channel erasure probabilities, are distinguished. For the first two cases the rate region of the proposed algorithm coincides with the developed capacity outer bound, hence the algorithm is capacity achieving. For the third case, the rate region of the proposed algorithm is not identical to the outer bound; however, numerical results show that it is fairly close to the derived outer bound for a wide range of the statistical parameters of the system.
I. INTRODUCTION
Cognitive networks attracted a lot of attention in recent years due to their potential for improving spectral efficiency [1] . In this type of networks, unlicensed users, also known as secondary users, are allowed to communicate with each other utilizing the licensed spectrum, thus taking advantage of the underutilized shared spectrum, while maintaining limited or no interference to the licensed users, also known as primary users.
Initial designs of cognitive radio networks assumed that there is no interaction between primary and secondary users (see [2] and the references therein). However, it was soon realized that by allowing secondary users to cooperate with primary users, several benefits for both types of users arise. These benefits stem from the fact that by allowing secondary users to relay primary transmissions, the channel between the secondary transmitter and primary receiver can be exploited, thus, increasing the primary user's effective transmission rate, as well as offering more transmission opportunities to secondary user. This type of cognitive radio networks are referred to in the literature as cooperative cognitive radio networks.
Due to their advantages, cooperative cognitive radio networks have gained a lot of attention in recent years.
Physical layer cooperation between primary and secondary users was examined in [3] , while non-orthogonal multiple access techniques based on successive interference cancellation were proposed in [4] . Queuing theoretic analysis and transmission protocol design for cooperative cognitive radio networks were presented in [5] , [6] , [7] , [8] .
Specifically, a cooperative transmission protocol for cognitive radio networks where the secondary transmitter acts as a relay for primary user's transmissions was initially presented in [5] and the benefits of such cooperation for both types of users were investigated. In [6] , cooperative cognitive radio networks with multiple secondary users were investigated and advanced relaying techniques which involved physical layer coding between primary and secondary transmissions were suggested. Cooperative transmission policies which take into account the available using an information theoretic approach.
The current work focuses on investigating the capacity region of the fundamental cooperative cognitive radio network when the channel is modeled as broadcast erasure with feedback, that models well the network at the MAC layer, and aims on designing efficient coding-scheduling algorithms -transmission algorithms for short. In the past, the capacity of several wireless communications systems setups has been investigated under the assumption of erasure channel model [14] , [15] , [16] , [17] , [18] , [19] . Specifically, the capacity of broadcast erasure networks was investigated in [14] and [15] , while the capacity with side information available to the receivers has been characterized in [16] . Moreover, the capacity region for the fully-connected 3-node packet erasure network is investigated in [17] , while a simple and a more complicated butterfly erasure network is analyzed in [18] and [19] , respectively. A related channel model is investigated in [20] , where a single source broadcast erasure channel with two receivers and a relay is examined; the source has two independent messages, one for each destination and the messages may be delivered to the receivers either directly or through the relay, using Linear Network Coding.
The major difference between the previous setups and the setup considered in this work stems from the requirements imposed by the fact that the primary transmitter, as owner of the channel, has certain privileges. Specifically, motivated by our previous works, [12] , [13] , we require that the primary transmitter does not receive any data sent by the secondary transmitter and, in order to avoid increasing its complexity and memory requirements, does not perform any coding operations; in contrast the secondary transmitter may perform arbitrary coding operations. The only requirement on the primary transmitter is to listen to public feedback and take appropriate scheduling actions.
Based on the above, the contribution of the paper is summarized as follows: 1) We consider a basic cognitive radio network setup which is composed by one primary and one secondary transmitter-receiver pairs. All the underlying channels are considered to be broadcast packet erasure channels with public feedback. The primary transmitter does not receive any data transmitted by the secondary transmitter and does not perform coding operations; it only listens to the feedback and takes scheduling actions. On the other hand, the secondary transmitter can overhear primary transmissions and is allowed to perform network coding operations based on its own packets as well as the overheard packets during primary transmissions. The objective of the presented analysis is to maximize the secondary user's transmission rate without reducing primary user's channel capacity.
2) We develop an outer bound to the capacity region of the fundamental cooperative cognitive radio network under consideration.
3) We propose a transmission algorithm suitable for the cooperative cognitive radio system under consideration.
The proposed algorithm involves only XOR network coding operations, while the complexity of scheduling decisions depends on channel statistical parameters. Specifically we consider three cases depending on relations between channel erasure probabilities. For the first two cases the rate region of the proposed algorithm coincides with the developed capacity outer bound, hence the algorithm is capacity achieving. For the third case, involving more complex scheduling decisions, the rate region of the proposed algorithm is not identical to the outer bound, but in general it is fairly close to it.
August 29, 2019 DRAFT The remainder of the paper is organized as follows. In Section II we provide the notation that is used in the analysis that follows along with the system model studied in this work. In Section III we present the main results of this paper which include the derived outer bound, the description of the cases where this outer bound is in fact the capacity region of the system and an inner bound for the case where the system capacity is not known. Section IV describes the proposed transmission algorithm and investigates its performance in terms of achievable rate region.
Section V provides concluding remarks and suggestions for future research. Proofs of the main results are provided in the Appendix A.
II. NOTATION, SYSTEM MODEL AND CHANNEL CODES

A. Notation
We use the following notation.
• Sets are denoted by calligraphic letters e.g., F.
• Random variables are denoted by capital letters and their values by small letters.
• Vectors are denoted by bold letters.
• For a sequence
for some s ∈ {1, · · · , t}.
the vector of coordinates of Y with index in the set S. If S = ∅ by convection we set Y S = c, a constant.
• For i ∈ {1, 2} we denote by i c the element in the set {1, 2} − {i}.
• For random variables X, Y, the notation X ⊥ Y means that the random variables are independent.
• A sentence between brackets next to a formula provides explanation of the relations involved in the formula, e.g., f (x) = y "since ... ".
B. System Model
We consider the four-node cognitive radio system model depicted in Fig. 1 . The system consists of two (transmitter, receiver) pairs (1,3), (2, 4) . Pair (1,3) -odd numbers-represents the primary channel. Node 1 is the primary transmitter who is the licensed owner of the channel . Node 2 is the secondary transmitter; this node does not have any licensed spectrum and seeks transmission opportunities on the primary channel in order to deliver data to secondary receiver, node 4.
Let
Erasure events
Erasure events are characterized by a sequence of tuples of 0-1 random variables,
with the following interpretation. A symbol transmitted by node i at time t is received correctly by node j if Z ij (t) = 1, and erased at node j if Z ij (t) = 0. We assume that the tuples Z (t) = (Z 1 (t) , Z 2 (t)) , t = 1, · · · , are independent, however, for given t, the random variables Z ij (t) can be arbitrarily dependent. We denote by i S , i ∈ {1, 2} , S ⊆ N i , the probability that a message transmitted by node i is erased at all nodes in the set S, i.e., Z 1j (t) = 0 for all j ∈ S. Let Z i = z = (z l ) l∈Ni : z l ∈ {0, 1} , be the set of possible erasure events when node i transmits, and for S ⊆ N i , S = ∅,
be the set of all vectors in Z i for which at least one component with index in set S is equal with 1.
Feedback and Scheduling
We assume that after a transmission by node 1 (2) a 1-0 feedback is sent by each node in N 1 (N 2 ) to the rest of the nodes, indicating correct reception-1 or erasure-0. Hence, if node i transmits at time t, at the end of transmission all nodes know Z i (t) .
At each time t = 0, · · · , only one of the nodes in {1, 2} is scheduled to transmit. This scheduling depends only on node feedback. Specifically, denoting by σ(t) ∈ {1, 2} the index of the node scheduled for transmission at time t, we set σ(1) = 1 (or σ(1) = 2) and
where with a slight abuse of notation we denote
.
Transmission and reception symbol alphabets
The transmitted symbols, called "packets", belong to a finite field F.
We denote by X i (t) ∈ F the symbol transmitted by node i at time t -if node i is not scheduled for transmission at time t, i.e., σ (t) = i we set X i (t) = η (null).
We denote by Y ij (t) the symbol received by node j ∈ N i if node i transmits at time t, where erasure is indicated by the symbol ε -if node i is not scheduled for transmission at time t, we set Y ij (t) = η.
The following facts follow directly from the definitions.
, where l is any coordinate of z with z l = 1) and Y i c S i c (t) = η. Moreover, the function f (·) is one-to-one.
C. Channel Codes and Channel Capacity
A channel code C n of rate vector R = (R 1 , R 2 ) , R i ≥ 0, consists of the following:
• n symbol transmissions.
• Messages, (W 1,n , W 2,n ). Message W 1,n consists of k i,n = k i,n = nR i packets, i.e. W i,n = W i,1 , · · · , W i,ki,n , W i,l ∈ F, that need to be delivered to node 3 if i = 1, and node 4 if i = 2. Messages are independent of feedback variables (Z 1 (t) , Z 2 (t)) , t = 1, · · · . We assume that each packet is a uniformly selected element from the finite field F and that packets are independent.
• Encoders that specify the symbol to be transmitted by one of the nodes 1, 2, as follows.
where f 2 is an arbitrary function. Thus the secondary transmitter can perform any coding operation that depends on its own packets, the packets received by primary node 1 and the channel feedback.
-If σ(t) = 1, then node 1 transmits one of the packets in W 1,n , where the index J n (t) of the packet to be transmitted depends only on channel feedback, i.e., J n (1) is selected arbitrarily, and for t ≥ 2,
Thus the primary node 1 does not perform coding operations, and only schedules packets according to received feedback. For convenience in the description below, whenever σ(t) = 2, we define J n (t) = η.
•
, for receivers j ∈ {3, 4} . Within n channel uses, receiver j estimates the message transmitted by its intended transmitter (j − 2),
Thus the channel code C n is fully specified by the tuple (n, nR 1 , nR 2 , σ, J n , f 2,n , g 3,n , g 4,n ). The probability of erroneous decoding of code C n is λ n = Pr( ∪ i∈{1,2}
{Ŵ i,n = W i,n }). A vector rate R is called achievable under the sequence of codes C n if for this rate vector, lim n→∞ λ n = 0. In this case, we also say that the sequence of code C n achieves rate R. A rate vector R is achievable under a class of codes C if there is a sequence of codes in C that achieves R. The closure of the set of rate vectors R that are achievable under C constitutes the rate region of C . The capacity region of the channel, C, is the closure of the set of all achievable rates under the class of all codes. . If (R 1 , R 2 ) is achievable, then (R 1 , R 2 ) ∈ R where R is the region defined by, (
Proof: The proof can be found in Appendix A.
The next corollary provides a more concise description of the outer bound in Theorem 2.
, the region R can be described as follows depending on system erasure probabilities:
then R = R 1 where R 1 is defined by the following inequalities (1 − 2 3 ) (1 − 1 23 ) (1 − 1 234 ) (1 − 2 34 )
then R = R 2 where R 2 is defined by the following inequalities, (1 − 1 234 ) (1 − 2 34 )
then R = R 3 where R 3 is defined by the following inequalities 
Proof: The proof can be found in Appendix A-D.
The next theorem expresses either the system capacity or an inner bound to system capacity region, depending on system erasure probabilities. 
1)
If
the system capacity region is R 1 .
2)
the system capacity region is R 2 .
3)
then an inner bound to system capacity region is the region described by the equations below. (1 − 2 3 ) (1 − 1 23 ) 
S,
To examine the proximity of the inner and outer bound in part 3 of Theorem 4, we conducted the following numerical investigation. Assuming that erasure events are independent, all statistical parameters of the system are determined by the erasure probabilities,
. We varied these probabilities from 0.1 to 0.9 in step 0.1 and kept the values satisfying condition (13) . For these values we varied the rate R 1 from 0.1B to 0.9B in steps of 0.05, where
, is the upper bound on R 1 determined by (14)- (17) . Next, for a given rate R 1 , based on the inequalities determining the inner bound in part 3 of Theorem 4 we calculated the maximum rate R 2 as well as the rateR 2 obtained using the inequalities of the outer bound, and registered the relative deviation,
In Figure 2 we present the histogram of this relative deviation. We see that deviation smaller that 0.05 is achieved for 75% of the cases. We note that most of larger deviations occur for large values of . For example, if we restrict these values to be below 0.6, deviation of at most 0.05 occurs for 99.9% of the cases, while the rest of the cases have deviation between 0.05 and 0.087. It is worth noting that the regions R 1 and R 2 described above are the same as the throughput regions of the algorithms presented in [13] .
IV. TRANSMISSION ALGORITHMS
In this section we present transmission algorithms that achieve the rates described by Theorem 4. For the reader's convenience, we initially present an algorithm, Algorithm 1, whose description is simple to follow and which achieves capacity under the condition of part 1 of Theorem 4. Next, we describe the general transmission algorithm, Algorithm 2, which achieves the rates described in every part of Theorem 4.
In the description of the transmissions algorithms that follow, for a given number of packets k i = nR i , n ∈ n , instead of stopping after n transmissions, packets are transmitted until all receivers receive correctly all the packets destined to them -in general this requires a random number of transmissions. By stopping the algorithm after n transmissions, and declaring an error if at least one receiver does not receive all packets destined to it, we obtain an algorithm that performs only n transmission steps (please see the proof of Proposition 6).
Furthermore, to simplify the description of the algorithms, we use the following notation. Queue Q i , i = 1, 2, contains nR i packets, initially located at node i, that form message W i,n . These packets must be delivered to node i + 2; we refer to them as "packets destined to node i + 2" or "packets with origin node i". A generic symbol X j,kl denotes a queue that is located at node j, contains packets that were initially in queue Q j (destined to node j + 2), have been received by node k and has not been received by node l. Queue X i j,kl is located at node j, contains packets that were initially in queue Q i (i.e. these packets have been received by node j through earlier transmissions of node i), have not been received by node k and have been received by node l. A similar notation, with small letters instead of capital, is used for packets. For example, x 1 2,34 is a packet from queue X 1 2,34 , hence the packet was originally in Q 1 , is located at node 2, has been received by node 4 and has not been received by node 3. Note that by definition all packets in X At some steps of the algorithms described below, XOR combinations of packets from different queues may be sent. If the sent packet is of the form q = q 1 ⊕ q 2 , we say that packets q 1 , q 2 "constitute" packet q. We note that movements and insertion of packets in queues can be done distributively by the nodes at which the queues are located, by following the channel feedback.
A. Description of Algorithm 1
The full description of Algorithm 1 is given in detail in subsection IV-A1 and is summarized as follows. In Step 1, transmitter 1 sends packets from Q 1 until they are received by at least one of the nodes 2, 3; during this process, packets that are received by node 4 are "marked" by node 1 and placed in buffer B . e) If q is received by node 2, erased at nodes 3, 4 and q is not "marked" (i.e., the packet has not been received earlier by node 4), q is removed from Q 1 and placed in Q 
B. Description of Algorithm 2
The full description of Algorithm 2 is given in detail in subsection IV-B1. Below we provide the rationale for the steps taken by Algorithm 2, in addition to those taken by Algorithm 1. In algorithm 2, we introduce three parameters, g, s, u, corresponding to, and motivated by, the operational interpretation of the parameters G, S, U appearing in the capacity outer bound in Theorem 2. This interpretation can be seen from the proof of the theorem.
In
Step 2 of Algorithm 1, packets from Q 1 2,34 are always re-transmitted by node 2 until they are received by at least one of the nodes 3, 4. While it can be shown that this option is optimal (i.e., the algorithm is capacity achieving) if relation (6) holds, it may be sub-optimal in other cases. Specifically if (6) does not hold, two possibilities for improving the performance of the Algorithm 1 arise.
, it may be beneficial for node 1 to re-transmit a portion g of packets that are received by node 2 and not received by nodes 3 and 4 (i.e the packets in Q 1 2,34 ). This can be done by selecting each packet in Q 1 2,34 to be re-transmitted by node 1 with probability g. We place the selected packets in queue G 1,234 (Step 1e of Algorithm 2). Packets in this queue are re-transmitted by node 1 until they are received by either of the nodes 3, 4 (Step 2 of Algorithm 2). , it may be beneficial for node 1 (instead of node 2) to transmit packets that, if received by node 4, permit this node to reconstruct packets destined to it. However, for this to be possible, since node 1 never receives packets transmitted by node 2, node 4 must be able to discover a packet destined to it (i.e., a packet that was originally in Q 2 ) by receiving a packet transmitted by node 1 (that was originally in Q 1 ). This can be accomplished as follows. Suppose that node 2, instead of transmitting packet q 1 2,34 , transmits
2) If
Consider the following cases. a) q is received by node 3 and erased at node 4: Then node 3 recovers q containing coded packets of the form q = s 1 2,34 ⊕ q 2,34 , transmitted by node 2, erased at node 3 and received by node 4, A 2 4,3 is located at node 4 and contains the same packets as A 2,34 , and A 1,234 is located at node 1 and contains all of the constituent packets of the coded packets in A 2,34 that have origin node 1. The placement of packets in these queues for each possible feedback is based on the corresponding cases 2a, 2b, 2c described in the previous paragraph.
In Step . However, there is a third option: node 2 may have the opportunity to transmit these packets network coded while attempting to deliver packets from Q 
C. Performance Analysis of Algorithms
The performance analysis of Algorithm 1 is done in a similar way as in [15] , [16] . Let nR = ( nR 1 , nR 2 ) be the vector consisting of the number of packets destined to each of the receivers. Let T ( nR ) be the (random) time it takes for all packets to be delivered to their destinations when Algorithm 1 is employed. (
Proof: We provide an outline of the arguments; detailed description can be found in [15] . Let T i be the time it takes for Step i of Algorithm 1 to complete. According to the description of the algorithm, and based on the Strong Law of Large Numbers, we derive the following limiting quantities at the end of each step.
1) The following limit holds for time T 1 ,
Furthermore at the end of this step, it also hold for the number packets that are placed in queues Q 
2) The following limit holds for the time needed in order for transmitter 2 to send the Q 
Moreover, if M if the number of packets from Q (1
At the end of this step, only queue Q 
3) The following limit holds for the time needed in order for transmitter 2 to send nR 2 packets to either node 3 or 4 is given by:
Furthermore, at the end of this step, it holds for the number of packets in queue Q 2,34 , .
Since at this step packets are sent coded whenever both queuesQ 
Since the total time for the algorithm to complete is given by
taking into account (20) , (23), (26), and (28), (19) arises.
The next proposition provides a sufficient condition for achievability and follows easily from Proposition 5.
Proposition 6. If the rate vector
then R is achievable.
Proof: The proof is identical to the proof in [15, Appendix C-B]. We present it here for completeness. Consider the following code:
1) Use Algorithm 1 to transmit nR packets.
2) If T ( nR ) ≤ n then transmit n − T ( nR ) arbitrary packets and stop. In this case, both receivers receive correctly their packets.
3) Else declare error.
The probability of error of this code is computed as follows.
The performance analysis of Algorithm 2, although more complicated, is similar. From this analysis it follows that the rate region of Algorithm 2 is the set of pairs R = (R 1 , R 2 ) that satisfy the following relations. (1 − 2 3 ) (1 − 1 23 )
34 − 
It can be seen that the region of pairs R = (R 1 , R 2 ) satisfying these relations is the same as the region defining the inner bound in part 3 of Theorem 4. Note that when s = u = g = 0 (u = s = 0), the region is identical to the outer bound in part 1 (2) of Corollary 3, hence the algorithm is capacity achieving in theses cases.
V. CONCLUSION & FURTHER WORK
In this paper we developed an outer bound for the capacity of a fundamental cooperative cognitive network.
We distinguished three cases based on the statistical parameters of the channel. Through the design of appropriate algorithm, we showed that in the first two cases the outer bound is indeed tight. For the third case, the rate region of the developed algorithm is close to the outer bound for a wide range of channel statistics.
Directions for future work include the investigation of benefits of cooperation in the cases of multiple secondary user and/or primary user pairs.
APPENDIX A PROOF OF THEOREM 12
In the following, for convenience in notation, we write nR i instead of nR i , and we omit the index n whenever there is no possibility for confusion, e.g. we write W i and k i instead of W i,n and k i,n respectively. Also we use base |F| for logarithms concerning information measures. Hence, since packets are uniformly selected elements of
A. Preliminary Results
In this subsection we present preliminary results that are used in the development of the outer bound to system capacity in Section III. The next lemma relates achievable rates to mutual information measures.
Lemma 7. Let (R 1 , R 2 ) be achievable.
• If {2, 3} ⊆ S 1 then
• If 4 ∈ S 2 then
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Proof: We prove (29). The rest of relations follow by similar arguments.
The next lemma expresses mutual information measures appearing in Lemma 7 in terms of more elementary ones, which will be useful in the development of the outer bound in Section A-B.
For random variables A, B, it holds,
For random variables Q and P , if Z(t) is independent of Q,
August 29, 2019 DRAFT Proof: To show (34), using the definition of conditional mutual information we have,
"Fact 1, item 3."
To show equality (35) we apply first the chain rule to obtain,
Next, we write,
Equality (35) follows from (36) and (37).
1) Node Scheduling Times:
In this subsection we define certain node scheduling times and relate them to information theoretic quantities. These relations are needed for the development of the outer bound.
• T i , i ∈ {1, 2} : the number of times t, 1 ≤ t ≤ n, that node i is scheduled to transmit, i.e.,
where I A denotes the indicator function of event A. Clearly,
Pr (σ(t) = i) .
• At time t let H 1,i (t) be the index of packet transmitted by node 1 and received by node i. If node 1 does not transmit at time t, or if node 1 transmits but the packet is erased at node i, we set the packet index to null, η. Similarly, we define H 1,ī (t) the index of packet transmitted by node 1 and not received by node i. If node 1 does not transmit at time t, or if node 1 transmits but the packet is received by node i, we set the packet index to null, η. We extend this definition to packet indices determined by functions φ(i, j, k) of node indices involving logical AND (∧) , OR (∨) and NOT (x) operations. For example, if
is the index of packets in W 1 , transmitted by node 1, received by node i and not received by node j at time t (and null in the rest of the cases). Similarly, H 1,i∨j (t) is the index of packet in W 1 , transmitted by node 1 and received either by node i or by node j (or both) at time t. This is the index of the packet in the vector Y 1,{i,j} (t). We now define the following scheduling times.
-T 1,φ(i,j,k) : number of times t, 1 ≤ t ≤ n, that node 1 transmits one of the packets in W 1 with index in
From the definitions, settingτ 1,φ(i,j,k) = E T 1,φ(i,j,k) it follows that
We now discuss some properties that follow from the fact that node 1 performs only packet scheduling operations based on channel feedback. Note that for a given feedback z t−1 , the packet indices in h t−1 i,φ(·) are completely determined. For the conditional probabilities below, the conditioning event is assumed to be nonempty.
Pr X 1 (t) = m|Y
, it holds for any m ∈ F,
Proof: To show (43) notice that since
are independent of Z t−1 .
Hence,
Equality (44) follows from the fact that W 2 is independent of the rest of the variables.
To show (45) assume first that 2 ∈ S 1 . Then, since Y
If 2 / ∈ S 1 then we write,
Equality (46) follows by similar arguments.
From Lemma 9 and the definitions above we conclude the following.
Lemma 10. The following hold for all
, then,
Proof: Equality (48) follows from the fact that if
is one of the packets in y t−1
1S1
. Equalities (49) and (50) follow from (44) and (45) respectively.
For (51) we write,
We can now connect information theoretic measures to scheduling times. This is done in the next lemma.
Lemma 11. The following hold:
2) For any
3) For any
Proof: To show (52), using the definition of conditional entropy we write,
Inequality (53) follows by a similar argument, using the fact that H (X 1 (t)) ≤ 1.
Equality (54) follows by a similar argument, using (50).
Inequality (55) follows similarly by observing also that
(according to (51)), or J z t−1 ∈ h t−1 1,∨ i∈S 1 i (according to (48)).
B. Capacity Outer Bound
We can now proceed with the development of an outer bound to system capacity. The next lemma relates relates achievable rates to node scheduling times.
Lemma 12. Let (R 1 , R 2 ) be achievable. Then, (1 − 2 3 ) (1 − 1 23 ) (1 − 1 234 ) (1 − 2 34 )
Proof: To show (56) we write according to (35),
Relation (56) follows now from (29).
To show (57), notice first that,
Next according to (30),
and according to (35),
The last inequality and (63) imply inequality (57).
Next we show inequality (58). According to (31),
"by (53)"
Combining the last inequality with (64) and using the fact that by definition,
we get by rearranging terms,
Next, according to (30),
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Combining with (67) we get
Adding (66) and (68) we have,
"by (39) and since H (X 2 (t)) ≤ 1"
By rearranging terms we get (58).
It remains to show (59), (60) and (61). According to (32),
Now,
According to (52),
Replacing (71) and (72) in (70) we have
Combining the last inequality with (69) and rearranging terms we have,
Next we write similarly,
Combining the last two relations we conclude,
Adding (73), (75), observing that by the chain rule,
and using (62) we obtain after rearranging terms, (1 − 1 234 ) (1 − 2 34 )
We claim that,
1{3} , Y 
We now consider the following (exhaustive) cases regarding the summation terms in (78) and (79). : In this case, the mutual information term in (79) is one. This is due to the fact that by We can now provide the proof of Theorem 2. (S n + U n ) + δ, Q n ≥ 0, S n ≥ 0, U n ≥ 0, R i ≥ 0, i ∈ {1, 2} .
From the last set of inequalities we conclude that for all δ > 0, (R 1 , R 2 ) ∈ R (δ) , which implies that (R 1 , R 2 ) ∈ R (0) = R.
D. Proof of Corollary 3
1) Let (R 1 , R 2 ) ∈ R. Then, conditions and (6) imply that the right hand sides of (4) and (5) are both at most 1, hence (7) and (8) are satisfied, i.e., (R 1 , R 2 ) ∈ R 1 . Assume next that (R 1 , R 2 ) ∈ R 1 . Selecting Q = S = U = 0, we conclude from (4), (5) that (7) and (8) , it is easy to see that the region R is equal to the region R a defined by the following inequalities. (1 − 2 3 ) (1 − 1 23 ) 
Q ≥ 0, R i ≥ 0, i ∈ {1, 2} .
To show that R a is equal to the region R 2 , we only need to show that replacing (85) with (10) does not affect the region, since the rest of the inequalities are the same. Assume first that (R 1 , R 2 ) ∈ R 2 . Inequalities (10) and (12) imply that (1 − 1 234 ) (1 − 2 34 )
hence (85) holds. We conclude that R 2 ⊆ R 1 . Next let (R 1 , R 2 ) ∈ R a . If for the selected pair (R 1 , R 2 ) and Q inequality (10) is satisfied, then R 1 ⊆ R 2 . Let us assume now that inequality (10) is not satisfied, i.e., (1 − 1 234 ) (1 − 1 34 )
We claim that for the same pair (R 1 , R 2 ) we can also select Q 0 > 0 so that inequalities (10)-(12) are satisfied, which will imply that (R 1 , R 2 ) ∈ R 2 . To see this let Q 0 be the infimum of all Q ≥ 0 satisfying (88) and (1 − 1 234 ) (1 − 1 34 )
We claim that Q 0 satisfies (89) with equality. Indeed assume that (1 − 1 234 ) (1 − 1 34 )
Multiplying both terms of (90) by 1 − .
Hence we can reduce Q 0 without violating (87). Since (85) ,(86) are actually strengthened by this reduction, we conclude that we can find Q > 0 smaller that Q 0 satisfying (88) and also (85)- (87), which contradicts the definition of Q 0 .
3) The arguments for item 3 are similar to those of item 2. 
