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Paper New approach to computer
aided design of coupled resonator filters
Piotr Kozakowski and Michał Mrozowski
Abstract — A gradient based optimization technique along
with a new definition of cost function is applied to synthesis
of coupled resonators filters. The cost function is defined us-
ing location of zeros and poles of the filter’s transfer function.
The topology of the structure is enforced on each step of opti-
mization and its physical dimensions are used as independent
variables.
Keywords — CAD, microwave filters, optimization.
1. Introduction
Coupled resonator filters have found many applications in
communication systems. Synthesis techniques of this class
of filters have been known for long time [1, 2]. Unfortu-
nately, some of those synthesis techniques do not always
converge with [6] others, such as those based on equivalent
circuits, and provide only approximation of filter parame-
ters. This results, in many cases, in the necessity to apply
certain optimization methods to meet electrical specifica-
tions.
Recently, a gradient based optimization method along with
relatively simple definition of the cost function was used for
synthesizing coupled resonators filters and excellent results
have been reported in [6]. Unfortunately, this technique
requires at least rough synthesis serving as a starting point
for the optimization method to ensure good quality of the
final solution.
This paper presents new approach to the coupled resonator
filters synthesis which allows to find physical parameters
of filter with a given topology without any prior synthe-
sis. The method is partly similar to one described in [6].
It uses gradient based optimization technique along with
modified cost function. The cost function is based on di-
rect analysis of zeros and poles location of filter’s transfer
function. Physical dimensions of the structure are then used
as variables in the optimization procedure. The superiority
of the proposed approach is evident as a starting guess for
a gradient optimization method can be chosen almost at
random.
To illustrate application of the method three kind of filters
were synthesized:
– an E-plane metal insert filter of the fourth order
(Fig. 1),
– a filter based on inductive irises of the third order
(Fig. 2),
– same filter as above, but with rounded corners
(Fig. 3).
The first two filters were analyzed using the mode-matching
technique (MM) and the third one by means of the Finite
Difference-Time Domain (FD-TD) method. We have cho-
sen a gradient technique based on the Sequential Quadratic
Programming (SQP) method as optimization tool. This
method is implemented in the Matlab Optimization Tool-
box.
2. Cost function
The centerpiece of the new CAD procedure is a new def-
inition of cost function which involves quantities uniquely
describing the filtering character of electrical prototype. To
derive this cost function let us recall that for the generalized
Chebyshev approximation of the filter composed of series
of N coupled resonators the transfer function S21(w ) of the
electrical prototype is given by

S21


2
=
1
1+ e 2F2N (w )
; (1)
where e is a constant related to the passband return loss
and FN(w ) is the filtering function given by
FN (w ) = cosh
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!
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w n is the position of the nth transmission zero.
If all n transmission zeros are at infinity, the filtering func-
tion becomes a pure Chebyshev polynomial defined as
TN (w ) = cosh
 
N cosh 1(xn)

: (4)
FN(w ) and TN(w ) are rational functions. For instance
FN(w ) can be expressed as [7]
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Fig. 1. E-plane metal insert filter (WR-75 waveguide, t =
= 0:5, w1 = 2:866, w2 = 10:288, w3 = 11:66, l1 = 11:077,
l2 = 11:106 – all dimensions in mm).
Fig. 2. Filter based on inductive irises in a rectangular
waveguide (WR-75 waveguide, a = 19:05, b = 9:525, t = 2,
a1 = 9:845, a2 = 6:795, l1 = 13:218, l2 = 14:632 – all dimen-
sions in mm).
Fig. 3. Filter based on inductive irises in rectangular waveg-
uide with rounded corners (WR-75 waveguide, a = 19:05,
b = 9:525, t1 = 1:634, t2 = 1:75, a1 = 9:539, a2 = 6:546,
l1 = 13:419, l2 = 14:758, r = 1:5 – all dimensions in mm).
Fig. 4. Scattering parameters of E-plane metal insert filter.
Fig. 5. Scattering parameters of filter based on inductive
irises.
Fig. 6. Scattering parameters of inductive irises filter with
rounded corners.
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For the bandpass approximation the angular frequency w
is related to w 0 and bandwidth
D w by w !(w 0=D w (( w = w 0)  (w 0=w )):
Since FN is a rational function so is S21 and up to the scaling
factor they both are uniquely determined by the location of
their poles and zeros. Calculating the poles (Pi) as roots of
a denominator and zeros (Zi) as roots of a numerator of the
transfer function gives the cost function defined as follows:
C =
N
å
i=1

Z0(i) Z(i)


2
+
N
å
i=1

P0(i) P(i)


2
; (7)
where (Z0i) and (P0i ) are zeros and poles of a filter being op-
timized. The (Z0i) and (P0i ) are calculated for every structure
created by optimization procedure. For pure Chebyshev fil-
ters and other all-pole filters the cost function degenerates
to the following form
C =
N
å
i=1

P0(i) P(i)


2
: (8)
To extract poles and zeros from the frequency response of
the optimized filter the two procedures are possible depend-
ing on whether the time domain or the frequency domain
software is used to calculate the electromagnetic response
of the filter.
3. Pole extraction from time domain
data for all-pole filters
Let us first deal with all-pole filters and the time do-
main techniques such as the Finite Difference-Time Domain
method. Time domain techniques are in general ill-suited to
repetitive analysis of filters required in optimization. This
is because the simulation time for high-Q circuits can be
too long. However, the analysis time can be substantially
shortened and additionally for all-pole filters the poles re-
quired for forming the objective function can be extracted
directly from time domain output transients without any
need to compute frequency domain characteristics.
To this end we use the matrix pencil approach (MP) [4, 5].
In general, the MP technique builds a model of discrete
time signal in the form of a superposition of P=2 damped
sinusoids, where P is a model order. This can be written
as
y(n D t)
P
å
i=1
Aiz
n
i ; (9)
where zi = e
p0i D t , D t is the sampling time, n is the sample
number, Ai is pole residue and p0i is the location of pole in
the complex plane. Hua and Sarkar [5] showed that poles
of the model can be estimated by considering a matrix
pencil
Y1   l Y2 (10)
with the following data matrices
Y1 =
0
B
B
B
@
x(1) x(2)    x(L)
x(2) x(3)    x(L+1)
...
...
. . .
...
x(K L) x(K L+1)    x(K 1)
1
C
C
C
A
(11)
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0
B
B
B
@
x(0) x(1)    x(L 1)
x(1) x(2)    x(L)
...
...
. . .
...
x(K L 1) x(K L)    x(K 2)
1
C
C
C
A
; (12)
where K is the number of samples and L is the pencil pa-
rameter. The rank of matrix Y1   l Y2 is P except when
l = zi = e
p0i D T . Hence, the poles p0i can be determined by
finding the rank reducing values l of matrix pencil. Tech-
nically, this is amounts to solving an ordinary eigenvalue
problem
(Y1
†Y2   l I )a = 0; (13)
where a is the generalized eigenvector of (10) and Y1
† is the
Moore-Penrose pseudoinverse of Y 1, which can be found
using the singular value decomposition.
Keeping in mind that the method is applied to filter design,
selection of model order P is straightforward, namely the
number of damped sinusoids should be twice as large as the
number of filter cavities (poles appear in complex conjugate
pairs) or, in other words it should be set to the number of
poles in the filter prototype.
So the location of poles on the complex plane is deter-
mined for each trial filter by computing the eigenvalues of
matrix Y1
†Y2 . These eigenvalues are used to evaluate the
cost function later. Once the poles are known, one might
proceed to find the amplitudes of each damped sinusoid.
This would be required for obtaining the frequency domain
characteristics. However, this step may be skipped in case
of all-pole filter optimization as the amplitudes are not used
in the definition of cost function.
Matrices Y1 and Y2 are assembled based on desampled
FD-TD sequences of field recorded at the filter output. Se-
lection of time segment to be used for extracting poles is
based on the technique accounting for signal dynamics de-
scribed in detail in [3]. In general, the recorded samples
are divided into early and late time response. The first part
is discarded. The other part, determining the late time be-
havior of output transients provides the samples for the MP
method. The criterion for signal separation on early and
late time responses is based on investigation of normalized
average energy passing though output port of the filter.
Application of the MP technique for filter optimization, as
proposed in this paper, requires an additional step whose
incorporation guarantees correct extraction of poles. Be-
fore the data matrices Y1 and Y2 are assembled, the time-
domain signal is passed through a cascade of digital filters.
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The bandwidth of a single component of the cascade should
be somehow greater than the bandwidth of filter being de-
signed. In general, the cascade should consists of low-order
Chebyshev or Butterworth filters whose poles shall not co-
incide with the poles of filter being the optimization tar-
get. This technique is called the Band-Pass Matrix Pencil
(BPMP) method [5].
4. Extraction of zeros and poles
from frequency domain characteristics
When the filtering function has zeros that affect the stop
band behavior of a filter, the approach outlined above can
not be used. Also, while theoretically possible, it does
not make any practical sense to use BPMP operating on
time domain data to optimize all-pole filter when the fre-
quency characteristics are known (e.g. computed by the
mode-matching method). For these cases we propose to
use the Cauchy method [8]. The Cauchy method is an in-
terpolation technique which assumes that the approximated
function is expressed as ratio of two polynomials. Co-
efficients of these polynomials are found by applying the
total least squares technique to solve a set of complex linear
equations involving the values of function to be interpolated
at few sampling points. To set up the equations one uses
the filter’s frequency characteristics obtained using the full
wave method. The Cauchy method yields then the polyno-
mials in numerator and denominator whose roots are zeros
Z0is and poles P0i s which are subsequently used to form the
objective function. Note, that the order of the polynomials
in numerator and denominator are known from filter speci-
fications. This implies that provided the structure topology
permits it, the Cauchy method combined with optimization
procedure should find the filter dimensions which guarantee
that transfer function of the optimal geometry reproduces
as closely a possible, the distribution of zeros and poles of
ideal electrical prototype. Obviously, the Cauchy method
should be used also in conjunction with time domain anal-
ysis for filters whose transfer function contains zeros.
5. Results
The methods outlined above were verified by synthesiz-
ing the three previously mentioned filters. In all cases
a starting guess for the optimization was chosen at ran-
dom within the range of possible dimensions for a given
topology. The first two filters were analyzed using mode
matching techniques and the poles were found by means of
Cauchy method. For the filter with the rounded corners,
FD-TD QuickWave software was used and the poles ex-
tracted directly from transients with the MP technique de-
scribed above. Regardless of the numerical tool used and
the poles extraction technique applied the optimization
converged to solution meeting electrical specifications
(Figs. 4–6). The number of cost functions evaluations dur-
ing the gradient based optimization (SQP method) ranged
from 420 to 580 depending on number of independent vari-
ables. Finally, it has to be pointed out that while this paper
presents only all-pole designs, pseudo-elliptic filters with
finite transmission zeros have also been designed. The re-
sults are presented in [9].
6. Conclusions
Using a gradient based optimization technique along with
a new definition of cost function it is now possible to design
resonator filters based on given topology without any prior
synthesis. Due to the judicious choice of goal function
and robust post-processing techniques used to extract zeros
on poles of the filter response, the new algorithm appears
to converge globally from an arbitrarily selected starting
dimensions.
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Paper Modulator structures
for radio-on-fiber applications
Sean V. Hum, Michał Okoniewski, and Robert J. Davies
Abstract — Traditional electro-optic modulators are not op-
timized for bandpass applications such as radio-on-fiber de-
livery systems due to their limited electro-optic response. This
paper presents a resonant electrode structure that can be em-
ployed in optical modulator designs to enhance the electro-
optic response of the modulator over a narrow frequency
band, and improve the performance of optical radio systems.
A simple model of the structure is developed, and experimen-
tal results validating the model and illustrating the effective-
ness of the structure are presented.
Keywords — resonators, electro-optic modulators, microwave
photonics, radio-on-fiber, optical modulation.
1. Introduction
Radio-on-fiber is an emerging and attractive architecture
for optical distribution of radio signals in wireless deliv-
ery systems [1–3]. In traditional wireless delivery systems
based on optical distribution networks, baseband signals
are transported to base stations where they are upconverted
to the operating radio frequency and transmitted to sub-
scribers. In radio-on-fiber delivery systems, the actual ra-
dio signals are transported over the optical fiber network
to the base stations on optical subcarriers, eliminating the
need for costly RF conversion equipment at the remote sites
and lowering overall system costs. A diagram of the down-
link in a general radio-on-fiber system is shown in Fig. 1.
Such systems have been proposed extensively for use in
mobile communications systems and have most recently
found applications in high capacity millimetre-wave trans-
mission systems [4].
The electro-optic modulator at the transmitter, typically
a Mach-Zehnder modulator (MZM), plays a crucial role
in determining the performance of radio-on-fiber systems.
The RF link gain between the input to the optical modulator
and the output of the optical detector is largely determined
by the depth of modulation that can be developed at the
transmitter, which in turn depends on the V
p
or switching
voltage of the modulator. In fact, it can be easily shown
that the link gain of the downlink is given by [5]
G =
R2G2oP2oin p 2RMZMRdet
V 2
p
; (1)
where R is the responsivity of the photodetector in A/W,
Go is the gain of the optical link, Poin is the optical source
power, RMZM is the termination resistance of the MZM elec-
trode, and Rdet is the termination resistance of the detector.
Unfortunately, the RF link loss tends to be very large, on the
order of 30 dB or greater, even if there is negligible optical
loss in the fiber and the responsivity of the optical detector
is very high (nearing the quantum limit). Therefore, efforts
have focused on reducing the V
p
of electro-optic modulators
in order to address this problem.
Fig. 1. The downlink of a general radio-on-fiber delivery system:
E/O – electrical-to-optical conversion, O/E – optical-to-electrical
conversion.
Traditional MZM designs have relatively high V
p
values,
due to the travelling-wave electrode structure used in each
of the phase modulation arms of the MZM. One of these
electrodes is shown schematically in Fig. 2a. The transmis-
sion line forming the electrode has a propagation constant
g = a + j b and characteristic impedance Z0, and is ter-
minated in matched load. This structure provides optical
modulators with very high bandwidth capabilities to make
them compatible with broadband digital systems such as
OC-192, but develops relatively weak fields across the ac-
tive region of the modulator, leading to a weak electro-
optic effect and high V
p
. Since broadband modulator per-
formance is not a prerequisite for radio-on-fiber systems, it
raises the possibility of optimizing the modulator for band-
pass operation.
Resonant modulator electrode structures, first proposed for
picosecond optical samplers [6], have emerged as a promis-
ing technique for reducing the switching voltage of electro-
optic modulators. In these structures, the modulating elec-
trode is transformed into a resonant cavity across which
high electric field strength can be developed at the reso-
nant frequency of the structure, lowering the V
p
of the de-
vice. Hence, the bandwidth of the travelling-wave structure
is sacrificed in order to yield a stronger electro-optic re-
sponse. Resonant modulators have found application in op-
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Fig. 2. Electrode structures for optical phase modulators in
a MZM: (a) travelling-wave electrode structure; (b) resonant elec-
trode structure.
tical phase modulators [7, 8], and have more recently been
studied for use in analog and radio-on-fiber links [9–11].
This paper presents the design of several resonant electrode
structures for optical modulators. A simple model for the
structures is derived, and the model validated against exper-
imental results. Experimental results also demonstrate the
potential of resonant modulator designs in radio-on-fiber
systems.
2. The resonant electrode structure
In a resonant electrode structure, shown in generalized form
in Fig. 2b, the travelling-wave termination shown in Fig. 2a
is removed and replaced with an electrical reflector with
reflection coefficient G L. A coupler is introduced at the
input to the electrode, transforming the modulation arm
into a resonant cavity whereby multiple reflections between
the reflector and the coupler combine to produce a standing
wave of increased amplitude relative to that achievable with
the corresponding travelling-wave structure. This improves
the electro-optic effect around the resonant frequency of
the structure, lowering the V
p
of the device.
The phase imparted to the optical wave depends on the field
profile E(z) seen by an optical wave as it travels through
the modulator arm. If D f (t0) denotes the phase imparted
to an optical wave incident to the modulator arm at time
t0, the expression for D f (t0) is given by [6]
D f (t0) =
Z t0+L=vo
t0
p rn3E[z = vo(t  t0); t]vodt
l 0
; (2)
where L denotes the active region length, vo is the optical
phase velocity, n is the effective refractive index of the
optical waveguide, r is Pockel’s coefficient for the electro-
optic material used, and l 0 is the free space wavelength
of the optical carrier. The field profile seen by the optical
wave as a function of the position z along the modulator
arm can be represented using a signal flow graph (SFG)
with the electrode partitioned into two sections of length
z and length L  z and determining the amplitudes of the
forward- and reverse-travelling waves within the cavity. The
envelope U(z) of the standing wave relative to the incident
wave is then readily found as
U(z) =U0
 
e g z + G Le
 2 g L+g z
; (3)
where
U0 =
s21
1  s22e 2 g L G L
(4)
and si j are the scattering parameters of the coupler. Gener-
ally, the reflector and coupler are chosen so that envelope of
the field profile developed across the active region is sym-
metric with respect to the centre of the active region so
that the expression (2) is maximized. For example, a mode
which develops a field profile jE(z)j µ sin(b z), 0 b z p ,
is often employed. For simplicity, this mode will be con-
sidered in the analysis of the cavity. It is readily achieved
using a short-circuited modulator electrode ( G L =  1)
and a shunt-inductive coupler, as shown schematically
in Fig. 3.
Fig. 3. Inductively-coupled half-wavelength resonator.
At resonance, the transmission coefficient of the coupling
inductance is given by

s21


=
2 w cLc
q
Z 20 +4 w 2c L2c
; (5)
where Lc denotes the coupling inductance and w c is the
radian resonant frequency. For critical coupling into the
cavity, which maximizes power transfer to the cavity and
the corresponding electric field developed across the active
region, the required coupling inductance can be found using
a similar technique presented in [12] and is given by
Lc =
Z0
w c
r
p
2Qu (6)
for a short-circuited l =2 resonator. Qu denotes the un-
loaded quality factor of the resonator. Substituting the
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expression for the optimum coupling inductance given by
Eq. (6) into Eq. (5) and simplifying yields

s21


=
r
2 p
Qu +2 p : (7)
Next, consider the denominator of Eq. (4). At resonance,
the denominator of this equation becomes an entirely real
quantity because of the necessary condition for resonance
that the loop gain s22e
 2 g L
G L be a real quantity. At reso-
nance the loop gain is equal to e 2 a e f f L, where a e f f is the
apparent distributed attenuation factor of the cavity which
accounts for any power lost from the reflector (if j G Lj 6= 1)
and leakage back through the coupler. It is defined as
a e f f = a +
1
2L
ln

1
jG Ljjs22(w c)j

: (8)
Since the unloaded Q of the cavity Qu is twice the loaded
Q of the cavity Ql = b =2 a e f f , and 2 b L 2 p at resonance,
e
 2 a
e f f L
= e 2 b L=Qu  e 2 p =Qu (9)
and the equation for U0 can be written as
U0 =
p
2 p =(Qu +2 p )
1  e 2 p =Qu
: (10)
The maximum field developed in the cavity is then given
by
Emax = E0U0

e g z + G Le
 2 g L+ g z

; (11)
where E0 is the amplitude of the incident electric field.
If a L  1, which is the case for any practical resonator,
then the maximum value of

e g z + G Le
 2 g L+g z
 is approx-
imately 2. Hence, the peak field enhancement factor of the
resonator is given by
F =
Emax
E0
=
2
p
2 p =(Qu +2 p )
1  e 2 p =Qu
: (12)
This equation relates the field enhancement factor offered
by the resonator as a function of unloaded resonator Q.
While it was derived for an inductively-coupled half-wave
resonator, it can be shown this expression remains un-
changed for other types of resonator configurations (for
example, capacitively-coupled resonators or resonators em-
ploying higher order modes), provided that the critical cou-
pling condition into the cavity is maintained.
If the shape of the standing-wave field envelope developed
across the active region is known, then Eqs. (12) and (2)
can be used to predict the overall phase imparted to the op-
tical wave. For example, for the simple resonator case used
in the development, E(z) FE0 sin(b z). However, in gen-
eral passive sections of feedline may also form part of the
resonant cavity, which causes a fraction of this field profile
to be developed across the active region of the modulator.
If the coupler and reflector are chosen to symmetrize the
field profile developed across the active region, this feed-
line acts to flatten the electric field profile which improves
the modulation response further at the expense of lowering
the resonant frequency of the structure. While this feedline
may be purposefully added to achieve this effect, gener-
ally it is desirable to minimize the cavity loss as much as
possible. The analysis will consider the case of arbitrary
feedline length.
To determine the optical modulation enhancement factor P
over a travelling-wave modulator, the integration of Eq. (2)
is carried out for a modulator arm with total electrode
length Lt and active region length L < Lt , with the active re-
gion centred across the electrode. The resulting expression
for P is
P =
D f
D f TW
=
voF
L

Lt
w Lt   p vo
sin

w L
2vo
 
p L
2Lt

+
+
Lt
w Lt + p vo
sin

w L
2vo
+
p L
2Lt

; (13)
where D f TW is the phase induced by a corresponding
travelling-wave modulator with the same geometry. For
more complicated resonator configurations, the exact mod-
ulation improvement can be determined by computing the
exact standing-wave envelope using signal flow graph anal-
ysis of the structure, and using Eq. (2) to determine the
phase imparted to the optical wave.
Converting a standard travelling-wave electrode design to
a resonantly-enhanced electrode is an effective method for
reducing the apparent V
p
of the device over a narrow fre-
quency range. It is important to realize that resonantly-
enhanced modulators are not meant to replace other tech-
niques for reducing the V
p
of electro-optic modulators, but
rather merged with these techniques to further lower V
p
fig-
ures. The true value of a resonant-enhancement techniques
lies in the fact that it can be integrated with almost any
arbitrary electrode geometry, provided that the reduction in
bandwidth is acceptable. Hence, recent advances in low-V
p
travelling-wave modulators can be used in conjunction with
a resonant electrode to achieve ultra-low V
p
values.
3. Designs and results
Practically, resonantly-enhanced electrode structures can be
realized in two ways. First, the coupler and reflector can
be patterned directly with the modulator electrode to cre-
ate a fully integrated resonant modulator electrode. The
second approach is to use a packaged electro-optic modu-
lator and attach the coupler and reflector externally, yield-
ing a so-called externally-resonated design. Ultimately, the
former method yields the best results since integrated de-
signs achieve inherently Lt=L ratios close to unity, yielding
devices with the highest resonant frequency and the lowest
cavity losses. However, to validate the concepts presented
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Fig. 4. Externally-resonated modulator designs: (a) basic design (I); (b) design with adjustable field confinement (III-IV).
in this paper, the latter approach was taken for ease of ex-
perimentation.
Several externally-resonated modulator structures were con-
structed using several off-the-shelf MZM’s. Four designs
were evaluated in all. The first design, shown in Fig. 4a,
achieved minimal confinement of the half-wave field profile
to the active region (i.e. a large Lt=L ratio) due to the large
delay of the bias tees which increased the overall electrical
cavity length. The second design (not shown) mitigated
this problem to some extent through the use of an exter-
nal DC bias electrode. Successive designs used higher-
order resonant modes with the structure shown in Fig. 4 to
achieve active region field profiles closer to the desired half-
wavelength standing-wave shape. Phase shifters allowed
both the resonant frequency of the device to be changed
as well as the spatial position of the standing wave to be
moved within the cavity. The ultimate goal of these designs
was to emulate a fully-integrated resonant modulator with
Lt=L = 1.
Resonator couplers were realized using CPW shunt stub
circuits (for the inductively-coupled designs) and CPW se-
ries stub circuits (for the capacitively-coupled, higher-order
mode resonator designs). All the couplers were designed
to provide critical coupling into the cavity and to minimize
the additional electrical length added to the cavity.
The resonant modulator designs were embedded in an ex-
perimental prototype of a radio-on-fiber delivery system
and the RF link gain of the system characterized using
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a standard network analyzer. Experimental results showing
the link loss reduction and bandwidths achieved with the
prototypes are summarized in Table 1. Theoretical reduc-
tions in link loss are shown in parentheses. Note that for
the resonator configurations employing higher-order modes,
the effective Lt=L ratio was computed using the known ac-
tive region length L and Lt = l =2 for the effective cavity
length.
Table 1
Calculated and measured resonant modulator parameters
Parameter I II III IV
fr [MHz] 462.5 780.0 1195.5 1499.2
L=Lt [%] 33 58 72 100
Link loss 9.1 6.8 4.0 2.7
reduction [dB] (8.6) (7.1) (4.4) (2.1)
V
p
reduction [%] 65 54 37 26
3 dB trans. 13.7 16.5 5.0 4.9
bandwidth [%] (30.1) (38.8)
10 dB R.L. 4.2 5.5 1.7 1.6
bandwidth [%] (10.2) (12.8)
All the modulators provided substantial gain over their
travelling-wave counterparts, with link gain enhancement
ranging from 2.7 dB for the highest frequency resonator to
over 9 dB for the lowest frequency resonator. As expected,
the link gain enhancement was reduced as the resonant fre-
quency of the structures increased due to increasing cavity
loss, and greater confinement of the half-wave profile to the
active region (which reduces the Lt=L ratio, corresponding
P=F ratio, and the modulation improvement). Neverthe-
less, significant reductions in V
p
were achieved (26–65%
depending on the resonator configuration), illustrating the
effectiveness of the resonant enhancement technique.
The bandwidth offered by the resonator structures was ex-
cellent, around 15% for the first two designs. Designs em-
ploying higher-order mode resonators had correspondingly
reduced bandwidths due to the narrowband nature of the
resonators, but the bandwidth of an integrated modulator
that achieves the same level of field confinement could be
expected to be much greater (corresponding to the band-
widths in square parentheses in Table 1). The highest fre-
quency tested was 1500 MHz, where the n = 8 resonant
mode was employed to develop exactly half a wavelength
across the active region across one of the arms in the pack-
aged MZM.
The table also illustrates that the simple model used to
predict the field enhancement of the structures was very
accurate, with the maximum error in the predicted mod-
ulation enhancement less than 8%. Hence, the developed
expressions can be used to approximate the performance of
externally-resonated designs and should be equally appli-
cable to integrated designs.
Graphs of the measured link gain improvement for all
four designs are shown Fig. 5, plotted along a frequency-
normalized abscissa. The curves for the higher-order reso-
nant mode designs were also frequency scaled to illustrate
potential operation for these devices if resonance had been
achieved using the fundamental mode (corresponding to the
situation in an integrated device) instead of a higher-order
mode. The return loss for each of the structures is also
plotted. The tradeoffs between the designs is immediately
apparent, with low frequency designs offering the great-
est gain due to lower cavity loss at those frequencies and
maximum P=F values due to fairly large Lt=L ratios.
Fig. 5. Frequency-normalized link gain (a) and return loss (b).
As discussed earlier, signal flow graphs are useful for com-
puting the exact field profile developed across the active
region. This profile can then be used to accurately de-
termine the improvement in modulation depth offered by
an arbitrary resonator configuration. SFGs are also useful
for characterizing the gain of a resonantly-enhanced mod-
ulator as a function of frequency. This study included an
assessment of the accuracy of the SFG model used to de-
rive expression (12). SFGs are well suited to analyzing
the externally-resonated structures because the scattering
parameters of the external components can be readily mea-
sured and integrated into the signal flow graph. Further-
more, it is anticipated that the SFG approach will be highly
useful in developing more sophisticated resonator circuits,
as well as analyzing integrated resonant modulator designs
where more complicated circuit models of the electrode
may be required.
Figure 6 illustrates the modulation improvement and input
reflection coefficient predicted using the SFG model of two
of the externally-resonated modulator structures. There is
a clear correlation between measured and predicted results,
and performing an SFG analysis of the structures actually
resolved the small differences between the predictions of
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Fig. 6. Modeled and measured link parameters as a function of
frequency for design I (a) and design IV (b).
Eq. (13) and the actual measured modulation improvement
in Table 1. The slight differences in the predicted resonant
frequency (most noticeable in the lowest frequency design)
are attributed to extra delay introduced in the measurements
when the resonator circuits were separated into components
for s-parameter characterization. This error was much less
pronounced for the higher frequency designs because the
delay offset was a much smaller portion of the overall de-
lay of the cavity. In either case, the delay can be easily
characterized and removed.
4. Conclusions
Resonant electrode structures can significantly improve the
response of travelling-wave electro-optic modulators over
a narrow frequency range, reducing the link loss in radio-
on-fiber systems. A simple model of a generic resonant
electrode structure has been developed, and experimental
results validate the model and show the potential of reso-
nant electrode structures in improving the performance of
radio-on-fiber systems.
It is anticipated that fully integrated resonant electrode de-
signs will outperform the structures shown here since the
cavity losses in such modulators would be much lower and
the fundamental resonator mode could be utilized at high
frequencies. Regardless, all the modulators provided band-
widths requisite of those required for radio-on-fiber sys-
tems.
Current work is focusing on designing a resonantly-
enhanced modulator structure for millimetre-wave frequen-
cies where the radio-on-fiber system prototype will be de-
ployed. One of the major challenges with operating at these
frequencies is that the active region of the modulator must
be reduced substantially in order to support the fundamen-
tal resonator mode. Novel resonator structures are currently
under development to relax this constraint.
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Paper A 24 GHz PHEMT-based
oscillator
Arkadiusz Lewandowski, Günter Kompa, Wilfred Mwema, and Wojciech Wiatr
Abstract — We present a systematic nonlinear procedure for
designing microwave oscillators utilising a nonlinear PHEMT
model, the negative resistance approach and the describing
function concept. The procedure is applied in the design of
a 24 GHz oscillator, which is then realised in hybrid technol-
ogy. Measurement results show  6% shift in the frequency
but an acceptable agreement in the output power. A detailed
analysis shows that the frequency shift arises mainly from in-
adequate CAD models in the K band, for the microstrip com-
ponents employed in our design.
Keywords — microwave oscillator, oscillator design method,
negative resistance, describing function, nonlinear PHEMT
model, microstrip components models.
1. Introduction
The rapid growth of MMIC market calls for a continuous
improvement in design techniques to facilitate a fast and
inexpensive realisation of new circuits. While oscillators
play a leading role in every radio communication system,
their design at high operating frequencies is particularly
difficult, mainly due to nonlinear properties of the active
device. This implies that the nonlinear properties have to be
not only correctly represented with an adequate transistor
model [1], but also properly accounted for during circuit
analysis and optimization. The complexity of these tasks is
such that a simplified approach is often required to attain
a reasonable solution effectively.
Various oscillator design approaches for microwave appli-
cations have been proposed. However there is still no clear
optimal lane to follow. Simple design methods, based on
small-signal scattering parameter description [2–4], allow
estimating the oscillation frequency, but they fail in the pre-
diction of the oscillator output power. Thus, experimental
tuning is often needed. Moreover, thorough studies have
recently shown that these methods may even lead to false
judgments [5–7].
Superior results may be obtained using methods that com-
bine small-signal analysis with some elements of nonlinear
approach based on an analysis of the DC-characteristics of
the active device [8]. However, the most accurate designs
must involve large-signal design procedures that employ
the harmonic balance method and optimization techniques
implemented in majority of modern professional CAD pro-
grams [4, 9, 10]. Unfortunately, the use of these methods is
not as easy as their simpler counterparts due to the problem
of local minima arising during the optimization [10].
The aim of the work reported in this paper, was to devel-
ope a simplified, yet consistent nonlinear design procedure
that improves the prediction of the output power and os-
cillation frequency in K-band GaAs FET-based oscillators.
The procedure was developed on the basis of a wide re-
view of various existing methods and applied in the design
of a 24 GHz oscillator [7]. Measurement results for the
oscillator realized will be presented and discussed.
2. Large-signal PHEMT model
For the design, a PHEMT chip transistor AFP02N3 from
Alpha Industries was selected and a simplified large-signal
model, based on the topology shown in Fig. 1, developed.
In this model, the parasitic effects, related to the metal-
isation pattern, contact pads and bonding wires, are rep-
resented by capacitances Cpgi, Cpdi, Cpga, Cpda and induc-
tances Lg, Ls, Ld . The only nonlinear elements are the con-
trolled current source iDS and the capacitance Cgs. The cur-
rent source iDS is described through formulae taken directly
from the Chalmers FET model [11]. Unfortunately, this
model describes both capacitances Cgd and Cgs using non-
linear formulae that do not meet simple physical rules [1].
To circumvent this problem, Cgd has been treated as linear
and Cgs represented by a simplified relationship [12], valid
in the iDS saturation region.
Fig. 1. Topology of large-signal PHEMT model.
The values of the equivalent circuit’s elements were ex-
tracted from multi-bias small-signal S-parameter mea-
surements of the transistor using the method presented
in [13, 14]. The parameters of the function Cgs(uG) were
then determined using a least-squares optimization. The
results of the fit are shown in Fig. 2.
Using another least-squares optimization, the iDS model
parameters were extracted from the measured DC transis-
tor characteristics. The fit obtained is shown in Fig. 3,
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Fig. 2. Dependence of Cgs on uG: measured (+) and fitted (-).
Fig. 3. PHEMT output characteristics: measured (x) and
fitted (-).
which is in good agreement with the measurement for
UDS < 2:0 V. To avoid PHEMT operation in the ohmic re-
gion and soft-breakdown effects, not accounted for by the
Chalmers model, the analyses were confined in the region
bounded by 1:0 V <UDS < 2:0 V and  1 V <UGS < 0:1 V.
Note that this model neglects the dispersion effects often
noticed in microwave FETs [1]. This model was then em-
ployed in the oscillator design.
3. Oscillator design
A general oscillator configuration is shown in Fig. 4. The
circuit can be split into an active and a load network along
the dotted line as shown in this figure. The active net-
work consists of the active device A with the feedback
reactances jX1 and jX2. The load network is formed by
a matching network MN, presumably lossless, terminated
with Z0 = 50 W . This circuit division corresponds with two
relevant design steps.
Fig. 4. General oscillator configuration.
3.1. Optimization of the active network
In this step, the optimal large-signal operating conditions
and feedback reactances of the active network are sought
for maximum power transfer and low harmonic content. To
provide a good starting point for this optimization, we first
evaluate the currents and voltages of the intrinsic transistor
using the technique of Abe [8] based on the maximization
of the power delivered by the active device, i.e. added
power Padd = 1=2Re [U1I

1 +U2I2 ]. To this end, the am-
plitudes Ug and Ud and their phase difference are adjusted
keeping the intrinsic load cycle within the limits of the
saturation region in the DC-characteristics specified earlier.
These calculations utilise the small-signal transistor param-
eters and a linear analysis. Having determined U1 and U2,
initial values for the reactances X1 and X2 are calculated
using simple formula [8].
A large-signal optimization of the active device is then per-
formed using the approach proposed by Andre et. al. [10].
An independent voltage source operating at a given fre-
quency f0 is attached to the network and the power dissi-
pated in this source maximized through the harmonic bal-
ance method and a gradient optimization technique. Si-
multaneously, the harmonic content in the current is kept
sufficiently low. In this way, the optimal voltage Uoptl and
current Ioptl are determined and the reactances X1 and X2
are modified. Contrary to the technique in [10], no partic-
ular shape of the intrinsic load cycle is assumed during the
optimization since this may lead to suboptimal results [7].
3.2. Design of the load network
This design aims at terminating the active network with the
optimal impedance Zoptl =U
opt
l /I
opt
l such that it operates at
the steady-state voltage Uoptl and current I
opt
l determined in
the previous step. This goal is attained iteratively.
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In the first step, the matching network MN, capable of trans-
forming the standard matched load Z0 into Z
opt
l , is defined.
The oscillation start-up and build-up conditions and the
equilibrium-state stability are then verified. The match-
ing network and eventually the active one are continuously
modified until all the conditions are met.
In verifying the fundamental oscillation start-up conditions
at a frequency f 00, following general immitance terms are
utilised:
Re [Wout( f 00)+W0]> 0; Im [Wout( f 00)+W0] = 0 ; (1)
where W stands for immitance and indices out or 0 re-
fer to the MN output or the matched load, respectively
(see Fig. 4). Both the impedance and admittance forms
of (1), corresponding with the relevant series or parallel
resonant circuit representation, are considered. Only one of
the two forms at a single frequency f 00, lying close enough
to the required oscillator’s frequency f0, should be satisfied,
to preclude any parasitic oscillation in the circuit.
The verification of the oscillations build-up conditions and
the equilibrium-state stability is based on a describing func-
tion (DF) [15], which is the large-signal impedance Zout for
the fundamental Fourier component. The first verification
lends itself to checking whether the inequality in (1) is
satisfied for amplitudes jUout j < jUoptout j, where U
opt
out corre-
sponds with Uoptl . As shown in Fig. 5, this inequality is
satisfied for all intermediate states Q0, Q1 and Q2 hence
oscillations may build up from the initial state till the equi-
librium state P. The oscillation frequency for each state is
defined by Eq. (1) and marked on Fig. 5.
Fig. 5. Dependence of Zout on frequency f for jUout j= const:
In the steady-state, the stability of the oscillations, with
regard to their frequency f and amplitude Uout , is examined.
This involves checking a simple inequality, based on the DF,
which is analogous to the well-known Kurokawa’s stability
condition [16].
4. Circuit realization
The oscillator was realised in hybrid technology using
a 375 m m thick teflon laminate. The layout of the oscil-
lator is shown in Fig. 6. The PHEMT chip is placed in
the middle of the board marked and bonded using a 25 m m
gold wire. The pair of identical shorted source stubs of
a length greater than l =4 constitutes a source capacitance,
while the gate subcircuit acts as an inductance. The later
comprises an open l =4 stub, a main gate stub and a bias
network. The drain subcircuit consists of a bias network,
a matching network comprising a transmission line and an
open stub, and a coupling capacitor to the output composed
of two coupled l =4 lines.
Fig. 6. The oscillator layout.
Two different PHEMT chips were successively bonded
on the same PCB thus offering an opportunity to exam-
ine the effect of device variation. Both PHEMT chips
exhibited a shift in their pinch-off voltage relative to
the data sheet specification and their UGS required in-
dividual correction, in order to obtain the design bias
point IDS = 33 mA and UDS = 1:6 V. The output power
was then measured and found to be in good agreement
with the predicted value. However, the oscillation fre-
quency was approximately 6% lower than the design
frequency.
To study this problem more thoroughly, oscillator tun-
ing characteristic versus UGS was measured and depicted
in Fig. 7 for both oscillator versions. The frequency
shift may be attributed to the passive network, since only
its slight dependence on UGS can be noticed. Moreover,
Fig. 7 reveals significant differences in the output power
and efficiency traces obtained for each oscillator version.
This may be caused partly by the nonrepeatability of the
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bonding connections and partly by the variation in transis-
tor characteristics across devices of the same type.
Fig. 7. Measurement results.
To check the above hypotheses, electromagnetic (EM) sim-
ulations of the layout and a sensitivity analysis of the
oscillator circuit were performed. The EM simulations
showed that the main contribution to the frequency shift
comes from inadequacy of microstrip components models,
we used for the designing, in the K band [17]. Moreover,
a high sensitivity of the output resistance Rout and conse-
quently the output power to the variation of the transcon-
ductance gm and the source reactance was found. The anal-
yses proved strong effects of the gate and source stub
lengths, and bonding inductances on both the power and
frequency.
5. Conclusions
A consistent nonlinear design procedure for microwave os-
cillators has been developed, utilising the Chalmers non-
linear HEMT model, the negative resistance approach
and the describing function concept. The procedure has
been applied in the design and realization of a 24 GHz
PHEMT-based oscillator in hybrid technology. Measure-
ments showed  6% shift in the frequency but an acceptable
agreement in the predicted signal power. Further EM simu-
lation of the oscillator layout explained this shift as mainly
coming from inadequate CAD models of microstrip com-
ponents used in the design. Sensitivity analysis performed
on the circuit revealed the need for a more repeatable in-
terconnect technology than wire bonding, e.g. flip-chip or
quasi-monolitic [18] technology, for successful realization
of such oscillators. This analysis emphasises the relevance
of reliable CAD models of passive components for accu-
rate nonlinear oscillator design, particularly at milimeter
waves.
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Paper Synthesis method
for distributed amplifiers
Attila Zólomy
Abstract — New design method is presented for distributed
amplifiers (DA). It is shown that by proper design of the ap-
plied transmission lines (TL) between the active devices the
image impedance and the cut-off frequency (COF ) of the in-
put or output line of the DA can be independently tuned. As
a consequence, the phase mismatch between the lines of the
DA can be adjusted independently from the termination con-
ditions and from the capacitances of the applied transistor
and thus flat gain characteristic can be achieved. The method
is well applicable for nearly unilateral devices like HBTs [1]
and yields the highest gain-bandwidth product.
Keywords — distributed amplifier, gain-bandwidth products,
phase synchronization, optical receivers.
1. Introduction
Distributed amplifiers have the widest bandwidth among
the known gaining circuits. They are usually designed by
computer optimization. However, in the presence of para-
sitics the error function has many local minima and thus it
is difficult to find a global minimum. A better approach if
the optimization is started from a simplified but almost per-
fect structure, which was generated by a systematic design
procedure. However, huge amount of publications in the
field [2] describes only analyses methods and just a very
few gives direct synthesis methods.
An effective one was published by Beyer [3] for monolithic
DAs comprised unilateral transistors. The method is valid
if phase synchronization exists between the DA lines and
if the applied TLs are short enough to be approximated
by simple lumped P network. Beside that, it manipulates
the transistor losses to compensate the effect of the pole at
the COF . However, as the input capacitance of the active
device is usually much higher than the output one the phase
synchronization can be difficult to achieve in a lumped ele-
ment DA that works between fixed termination impedances.
Other problem is that due to the required loss values, the
other properties of the transistors (noise etc.) may be not
optimal.
The method proposed by this paper tunes only the TLs be-
tween the active devices, thus the transistor’s performance
can be optimal. The design method is based on some im-
portant theoretical results, which were published in [4, 5].
They will be summarized as follows.
Considering the DA structure in Fig. 1 the closed formulas
for the power-gain of a DA comprised TLs and unilateral
active devices were derived. It was shown that the gain-
bandwidth product (GBP) of the DA is proportional to the
impedance-bandwidth product (IBP) of its input and output
line. The IBP of a DA line is determined by the DA line
impedance and by the COF .
Fig. 1. (a) Model of an N-stage distributed element DA;
(b) COF vs. TL’s physical length l at different C values (k= 50 W ,
v= c).
In the case of a transistor which comprises only the input
and output capacitances (C) and the transconductance the
Z0T and Z0 P image impedances of a line of the DA can be
written as follows (Y = j w C):
Z0T =Z0
s
2 j sin j +Z0Y (cos j  1)
2 j sin j +Z0Y (cos j +1)
; Z0 P =
2Z0T
2+jY Z0 tan j2
:
(1)
The COF can be determined from the propagation factor
per section, which is takes the form:
q = arcosh

cos j + jYZ0
2
sin j

; j = w
l
v
: (2)
In the passband q must be pure imaginary, i.e. the magni-
tude of the argument of the arcosh must be less than one.
The COF can be calculated from this condition. However,
it results a transcendental equation, which cannot be solved
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in closed form, thus only approximate value for the COF
(due to the TL, infinite number of upper passbands exists,
but in this paper only the first one is applied) can be cal-
culated. Conclusions are as follows:
 The IBP decreases as the capacitance increases.
 At a given capacitance and given TL characteristic
impedance (Z0) value, the image impedances are de-
creasing and the COF is increasing as the TL physical
lengths (l) became shorter.
To maintain the image impedances on a k constant level
the proper increase of the Z0 value is necessary during the
shortening of the TL lengths. The necessary Z0 value can
be computed from the DC limit of the image impedances:
Z0(k; l; C) =
1
2l

k2Cv+
p
k4C2v2+4l2k2

: (3)
Substituting Eq. (3) into Eq. (2) and applying the con-
dition mentioned there the COF can be calculated in the
case of constant (k) low frequency image impedance (LFI)
value at different TL lengths. The approximated COF are
plotted in Fig. 1b as a function of the TL’s physical length
at different capacitance values. It can be seen, that the
COF monotonically increases as the physical length of the
TLs tends to zero. Because the image impedances are not
changing we can conclude that the IBP is maximum at zero
TL length. Simultaneously the characteristic impedance of
the TLs must tend to infinity to satisfy Eq. (3). According
to this it can be concluded that a DA line with lumped in-
ductances has the highest IBP, i.e. a lumped element DA
has the highest GBP with a given transistor and termination
conditions.
The same behaviour was achieved in the presence of the
series parasitic connection inductances (denoted by LB) of
the active device. It was also found that these inductances
cause significant bandwidth degradation. In this case the
formulas of image impedances and propagation factor re-
main valid if Y is replaced by Y B (Y B = j w C=(1  w 2CLB)).
The required Z0 value to get a constant line impedance can
also be computed by Eq. (3). For this case the COF of
a DA line vs. TL’s physical length is plotted in Fig. 2a at
different LB values (C = 0:4 pF).
A third type of transistor connection is also proposed: the
so-called V-shape connection which yields higher COF
than the normal connection. The structure can be ob-
served on the input line of he DA presented in Fig. 4a.
The image impedances can be found in [5]. The propaga-
tion factor is given by Eq. (4). The necessary Z0 value to
maintain a constant (k) LFI can be computed by Eq. (5).
The COF of a V-shape DA line vs. l is plotted in Fig. 2b
(LB = 0:3 nH).
An important conclusion of the above results is that in a DA
applying TLs the COF as well as the q of the DA lines
can be varied independently from the line impedance value
(usually it must be matched to the termination). Due to
the variability of the phase mismatch between the gate
and drain lines, this property gives an additional degree
Fig. 2. (a) COF vs. l at different LB values (k = 50 W , v = c);
(b) COF vs. l at different C values (k = 50 W , v= c).
of freedom in the design. In contradiction, in a lumped
element DA the q yields from the capacitance and the im-
age impedance value, hence cannot be varied [2]. In this
paper the necessary phase mismatch between the DA lines
are calculated to achieve a desired gain flatness. Next,
a new hybrid structure is introduced for DAs using typical
transistors. Finally, the design process is demonstrated on
a design example, which gives the highest GBP with flat
gain
q = arcosh
 
cos q (1+YZB)+
+ j sin q


2ZB+Y
 
Z20 +Z
2
B


=2Z0

!
; (4)
ZB = j w LB; Y = j w C
Z0(k; l; C; LB) =
1
2l

k2Cv 2LBv+
+
q
k4C2v2+4l2k2 +4L2Bv2 4LBv2k2C

: (5)
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2. Effect of phase mismatch
The GBP is the highest if the physical lengths are minimal.
Hence, during the design the TLs must keep as short as
possible. Due to this reason, the effect of phase mismatch is
analyzed only for lumped element DA. The phase mismatch
can be described by the ratio of the drain and gate cut-off
frequencies: q = w CD=w CG. The relative deviation of the
power gain from its DC value as a function of the frequency
is given by Eq. (6) for a DA comprised simplified transistors
(only CGS, CDS and gm presents) the following equation:
D P(w rel)=
1
N2
1

q
1  w 2
rel
1
q2


q
1  w 2
rel





sin
 N
2 D q

sin
 
D q
2






2
:
(6)
In a real transistor the CGS is bigger than CDS, thus in
Eq. (6) the frequency is related to the gate cut-off frequency,
i.e. w rel = w =w CG.
As one can observe, at a given relative frequency the devia-
tion depends on N (stage number) and q. By expanding the
sin in Taylor series and neglecting the higher order parts
an approximate analytical equation can be derived both of
them. The N is given by Eq. (7) where ( D q = q D  q G)
N(w rel ;q; D P) =
=
v
u
u
t40 
s
 320+
 
1920 80 D q 2+D q 4
 
1 w 2
rel

1
4
 
1 
w
2
rel
q2

1
4p
D P
D q
2 : (7)
Similar equation can be derived for the presence of con-
nection inductances:
N(w rel ;q; D P) =
=
v
u
u
t40 
s
 320+
 
1920 80 D q 2+ D q 4
 
1 w 2
rel

3
4
 
1 
w
2
rel
q2

3
4
p
D P
q
D q
2 : (8)
Due to the bigger gate capacitance, in real amplifiers the
bandwidth of the drain line needs a significant reduction.
According to this a DA with normal connection at the drain
and V-shape connection at the gate may have practical im-
portance. For this hybrid structure the N is described as
follows
N(w rel ;q; D P) =
=
v
u
u
t40 
s
 320+
 
1920 80 D q 2+D q 4
 
1 w 2
rel

1
4
 
1 
w
2
rel
q2

3
4
p
D P
q
D q
2 (9)
and is shown in Fig. 3a for q = 1:55. In the figure one can
observe that at this q value a four stage DA has a flat gain
response. If higher stage number is required, the value of
the q should decrease. For lower stage numbers q must be
increased.
If the flat response is required only up to 0.57 w rel , a six
stage DA can produce a gain variation of less than 1 dB
in the passband. It can be shown that up to 0.57 w rel the
input and output matching of a DA is better than  20 dB,
Fig. 3. (a) Number of stages to achieve a given gain deviation
vs. relative frequency; (b) transistor model.
if the lines of the DA are ideal artificial transmission lines
with LFI equal to the termination.
3. Design example
The method is demonstrated on a design example. The ap-
plied unilateral transistor model is shown in Fig. 3b. The in-
ductances are the on-chip inductances. We assume that due
to technological reasons the lowest value of the connection
inductances (f.e. bonding inductance) is LB = 0:3 nH. Due
to the big difference between the transistor capacitances the
application of the hybrid structure is practical. The gate is
V-shape connected. If the only elements between the tran-
sistors are the two connection inductance (2LB), the low
frequency impedance (LFI) of the resulting gate artificial
line is LFIG = (2LB=C)0:5 = 65 W [4]. The cut-off fre-
quency can be calculated by Eq. (10), due to the significant
effect of the on-chip inductance on the bandwidth [4]
fcG =
1
2 p
p
Cgs(Lgc+2LB=4)
= 30:08 GHz: (10)
To achieve a matching better than  20 dB to 50 W , a LFI
lower than 60 W is required. The gate line ends in a T-sec-
tion, thus its characteristic impedance is monotonically de-
creased with frequency. Due to this property, a LFI level
higher than the termination impedance results good match-
ing in wider band. With 60 W LFI the matching is better
than  20 dB up to 0:74 w rel . But to achieve 60 W LFI
value, inserting of TLs is necessary. If we assume again
that due to technological reasons at least l = 0:5 mm is
needed, the resulting Z0 is 38 W (from Eq. (5)). The degra-
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Fig. 4. (a) Hybrid DA structure with element values; (b) simulated results before optimization.
dation of the cut-off frequency is approx. 0.708 GHz (see
Fig. 2b). Thus, up to (30:08 0:708)*0:74= 21:7 GHz the
matching of the gate line will be better than  20 dB.
In the drain line the transistors are connected by normal
way, i.e the connection inductances are in series. If the line
is designed for 50 W LFI the resulting interstage inductance
value is LD = 0:075 nH and the lumped element cut-off
frequency is described as:
fcD =
1
p
q
Cds
 
4(LB+Ldc)+LD

= 49:56 GHz: (11)
However, in this case the q is 1.691, which is to big for
a four stage amplifier. As it is shown in Fig. 3a the desired
q value is 1.55, which corresponds to a drain cut-off fre-
quency of 45.4 GHz. To achieve this, a proper TL must
replace the LD inductance. The necessary length can be
read out from a figure similar to Fig. 2a, if a curve be-
long to C = 0:03 pF and LB = 0:3 nH is drawn. The re-
sulting l is 1.45 mm (in the case of v = c). The required
drain TL Z0 value to maintain a drain line LFI of 50 W is
Z0D = 58 W , which can be calculated from Eq. (3).
The final four stage amplifier structure is shown in Fig. 4a.
The simulated results without optimization are shown in
Fig. 4b (Aplac 7.5). They exactly follow the predicted prop-
erties. To a certain extent the effect of the losses and the
source inductance can also be compensated by the decrease
of q.
If the transistor is bilateral the value of the feedback capac-
itor (CGD) is critical. If it is less than about 40% of CDS its
effect can be compensated by computer optimization ap-
plying the result of this method as a starting point.
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Abstract — A laser diode reliability test based on the mea-
surements of the low-frequency optical and electrical noise,
and their correlation factor changes during short-time ageing
is presented. The noise characteristics reveal obvious differ-
ences between the stable and unreliable lasers operated near
the threshold region. An excessive Lorentzian type noise with
negative correlation factor at the threshold could be one of the
criteria for identifying unreliable lasers. The behavior of un-
reliable lasers during ageing could be explained by migration
of point recombination centres at the interface of an active
layer, and by the formation of defect clusters.
Keywords — laser diode, low-frequency noise, optical noise,
electrical noise, correlation factor, reliability.
Laser diodes (LDs) are extensively used as a signal source
in fibre optical communication systems. High performance
optical fibre systems need sources with a number of fea-
tures: stable single-frequency output, gigabit/s modulation
capability, stable operating lifetimes exceeding 108 hours
at room temperature, and manufacturability. Buried het-
erostructure (BH) multiple-quantum-well (MQW) lasers
possess performance characteristics that make them attrac-
tive for various applications. Optimization of the design
parameters of the BH structure has led to a realization of
very low threshold current, lower thermal resistance and
stable transversal mode oscillation with nearly symmetric
beam profile [1]. However, in the case of the BH laser, the
complexity of the fabrication procedure (e.g. the require-
ment for additional growth steps as compared to a simple
ridge-waveguide design) requires that rigorous attention be
given to reliability concerns in order to meet product life-
time requirements. The degradation of BH structures is
related to a decrease in the carrier lifetime or a decrease in
non-radiative lifetime due to degradations of the edges of
the active region [2, 3].
Product reliability is normally confirmed by accelerated
ageing experiments, which take significant time and re-
sources. As a result, there is a great demand for a simple,
room-temperature device reliability screen to differentiate
inherently reliable from unreliable production batches or
devices. Low-frequency (LF) (usually 1= f ) noise is a typ-
ical excess noise that can be a very sensitive measure of
the quality and reliability of optoelectronic devices [3–5].
Detection of LF noise can indicate the presence of imper-
fections. In addition, LF noise might be useful in providing
insight into any changes observed during accelerated age-
ing experiments. In our preliminary work [6, 7] we have
observed a correlation between the LD reliability and noise
intensity. The LD reliability is also correlated to the degree
of correlation between optical and electrical noise fluctu-
ations. In this paper we report on the reliability test, that
is based on the low-frequency optical and electrical noise,
and how their correlation factor changes during short-time
ageing at higher forward currents and at elevated tempera-
tures.
The semiconductor lasers investigated in this paper are
1550 nm InGaAsP MQW BH gain-coupled, distributed-
feedback (DFB) LDs with a thyristor-type p-n-blocking
layer. Two experimental batches of LDs were chosen. The
preliminary accelerated lifetime test (500 h, 150 mA,
100ÆC) showed that the threshold current degradation (in-
crease by nearly a factor of 2 during the first 40 hours
of operation) occurs during ageing for samples from one
batch (these samples referred to as “unreliable devices” in
this paper), while operation characteristics of samples from
another batch were stable [6].
Fig. 1. The lasing delay time dependencies on pulse amplitude:
1 and 2 are respectively for stable and unreliable devices before
ageing, 1’ and 2’ are respectively after 500 h ageing (measurement
direct current is 5 mA, T = 290 K).
The voltage-current, optical output power and pulse charac-
teristics were measured for all devices and then noise prop-
erties of a selected set of devices were analyzed. Threshold
current for the stable devices was in the range of 6–8 mA,
while for the unreliable ones ranged between 11–13 mA.
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Fig. 2. (a, b) Signal-to-noise relation (S=N), (c, d) optical (SVopt ) and (e), (f) electrical (SVel) fluctuation spectral density (1 – 22 Hz,
2 – 108 Hz, 3 – 1.03 kHz, 4 – 10.7 kHz) and (g, h) correlation factor (k) (20 Hz–20 kHz) dependencies on laser current for unreliable
(a, c, e, g) and stable (b, d, f, h) samples (T = 290 K; the devices were not aged).
Unreliable devices also have slower switching characteris-
tics, too (Fig. 1): the lasing delay time for stable devices
is in the range of 0.42–0.49 ns, while for unreliable ones
is about 0.56–0.62 ns. In addition, a degradation of the
switching characteristics during ageing for the unreliable
devices was observed.
Noise characteristics (optical and electrical fluctuation
spectral densities, optical signal-to-noise ratio and correla-
tion factor between optical and electrical fluctuations) were
measured at low frequencies (20 Hz–20 kHz). The noise
measurement results for stable and unreliable LDs exhib-
ited some differences in noise characteristics before ageing
(Fig. 2). The noise intensity in the lasing operation region
of samples from both batches was similar. However, the
stable devices exhibit a strong positive correlation factor
(30–60% for different samples) between the electrical and
optical noises above threshold, while the unreliable devices
exhibit a weak correlation. The reason for this difference
is hypothesized to be due to defects in the semiconductor.
The optical and electrical noise spectra are of 1= f type for
all investigated LDs in the working current range. Various
semiconductor growth and laser processing defects cause
this noise. Positive correlation in the LDs operation shows
that the devices contain defects that substantially modu-
late current flowing through the active region. However,
the main differences were observed at the threshold region
(transition from light emission diode to laser operation re-
gion): an increase of a high frequency component of the
optical and electrical noise intensity (Fig. 2c and e, curve 4)
and negative correlation factor (30–70%) for different lasers
(Fig. 2g) were observed for unreliable sample operation
near the threshold. A high frequency component in stable
samples has not been observed.
Further differences in the noise spectra of reliable and un-
reliable devices are observed close to threshold. Figures 3
and 4 present the optical and electrical noise spectra in the
vicinity of the threshold current for the both types of de-
vices before and after ageing. For unreliable samples (be-
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Fig. 3. Optical (a, b) and electrical (c, d) fluctuation spectra in the threshold region for unreliable (a, c) and stable (b, d) samples
(T = 290 K; inclusion: correlation factor dependencies on laser current) (the devices were not aged).
Fig. 4. Optical (a, b) and electrical (c, d) fluctuation spectra in the threshold region for unreliable (a, c) and stable (b, d) samples
(T = 290 K; inclusion: correlation factor dependencies on laser current) (the devices were aged 500 h at 100ÆC and 150 mA).
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fore ageing) excess high-frequency Lorentzian type (with
the relaxation time of a few nanoseconds) electrical and
optical noise component with negative correlation factor
was observed (Fig. 3). A high frequency component for
the stable samples has not been observed. The noise spec-
tra for stable devices are approximately 1= f type. Further-
more, there is no correlation between optical and electrical
fluctuations at the lasing threshold (Fig. 3). After ageing
( 500 h) the unreliable devices exhibit a more intensive
LF noise than before ageing (an optical noise spectral den-
sity increased by an order of magnitude) and the correlation
factor at the threshold currents became positive (30–60%).
There were no noticeable changes in the stable device noise
intensity and other noise characteristics.
Fig. 5. Optical output power (P), threshold current (Ith) (a)
and correlation factor (k) (b) dependencies on the ageing time for
different laser currents of unreliable samples (ageing at 60ÆC and
150 mA, measurements at 290 K).
During ageing the high-frequency noise component of un-
reliable samples at the threshold decreased significantly
(Fig. 4). This result can be explained by considering the
noise sources of different origin. A recombination process
that produces high-frequency fluctuations in both the laser
resistance and the light output power commonly causes
Lorentzian noise (i.e. the resistance and light output power
fluctuate with opposite signs). On the other hand, cluster
type defects are usually characterized by a wide distribution
of relaxation times of charge carriers and, hence, produce
a 1= f noise spectrum. It is hypothesized that during age-
ing at elevated temperature and high current densities the
point (or other separated) defects responsible for Lorentzian
noise migrate to form clusters (or macrodefects) at the ac-
tive layer interfaces. Probably, the absence of such mo-
bile defects in stable lasers can explain why the level and
spectra of noises do not change during ageing for stable
samples.
Fig. 6. Optical output power (P), threshold current (Ith) (a)
and correlation factor (k) (b) dependencies on the ageing time
for different laser currents of stable samples (ageing at 60ÆC and
150 mA, measurements at 290 K).
We have observed significant differences in noise character-
istics at the vicinity of the threshold between LDs with good
and poor reliability (Figs. 2 and 3). With that in mind, we
conducted detailed short-time ageing experiments (ageing
conditions: 60ÆC and 150 mA). Results of this experiment
(Figs. 5 and 6) show that noise measurement method could
be used as early LD reliability predictor. It could be seen
that threshold current for unreliable devices does not in-
crease in the initial phase of the ageing, while the noise
characteristic changes are the largest in this phase: during
the first 20 hours of ageing at comparatively low tempera-
ture optical noise spectral density increases by an order of
magnitude and the correlation factor between optical and
27
S. Pralgauskaite˙, J. Matukas, V. Palenskis, E. Šermukšnis, J. Vyšniauskas, G. Letal, R. Mallard, and S. Smetona
electrical fluctuations changes from 0 to 68% (I  2Ith,
Fig. 5). There is enough just to increase operation current
up to 100 mA for the short time (few minutes) in order
to change the correlation factor at threshold from  20%
to +18%. After ageing at rigid conditions (100ÆC) the
unreliable samples above threshold have negative correla-
tion factor (see inclusion in Fig. 4a), while after ageing
at moderate conditions (60ÆC) a negative correlation was
not observed (Fig. 5). This shows that defects migration
and clusters formation way depends on the ageing condi-
tions.
These results show that noise characteristics (especially the
electrical and optical noise correlation factor) are a very
sensitive measure of the device quality. We observed sig-
nificant changes in the correlation factor, while changes of
the total output power remain comparatively small. Con-
versely, as can be seen in Fig. 6, the noise characteristics of
the stable laser diodes do not change during the short-time
ageing at elevated temperature.
Conclusions. Noise characteristics reveal obvious differ-
ences in the reliable and unreliable lasers operated near
threshold. Large high-frequency components in both op-
tical and electrical noise and negative correlation factor
between these parameters were observed in the unreliable
lasers operation at threshold. Conversely, the reliable lasers
exhibit no noise correlation change in the transition from
spontaneous to stimulated emission.
After 500 hours of ageing at 100ÆC, and forward bias of
150 mA, the stable devices exhibited no measurable change
in the noise spectra. However, both the optical and elec-
trical noise of the degrading devices increased by an order
of magnitude after ageing. It is believed that the changes
in the unreliable devices operation characteristics (thresh-
old current, output power, and noise characteristics) during
the ageing are due to the migration of point recombina-
tion centres (responsible for the Lorentzian noise before
the ageing) and formation of electrically active defect clus-
ters (macrodefects) with a wide distribution of relaxation
times.
Noise characteristics, and especially correlation factor be-
tween optical and electrical fluctuations, are very sensitive
to the laser degradation and could be used as a powerful
early predictor of reliability. This technique is especially
useful in the case where the lifetest is performed at low
temperature, in which a long endurance test is needed for
the BH laser reliability evaluation.
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Paper Optical control
of semiconductor synchronized microwave
oscillators in the power suppression mode
Dmitri A. Usanov, Alexander V. Skripal, and Anton V. Abramov
Abstract — The influence of optical radiation on the perfor-
mance of the synchronized microwave Gunn-diode oscillator
in the coherent signals subtraction mode has been described
theoretically and investigated experimentally. The high sen-
sitivity of the oscillator characteristics to the change of the
optical intensity affecting the semiconductor diode structure
has been shown. It is suggested to use this mode for the cre-
ation of optoelectronic microwave systems with the controlled
amplitude and phase of the output signal and for the high-
accuracy indication of optical radiation.
Keywords — optical control, synchronization, semiconductor
microwave oscillator, Gunn diode.
1. Introduction
At present considerable attention is paid to the researches,
devoted to the development of optically controlled mi-
crowave semiconductor elements on the basis of bipolar
and field transistors, IMPATT and TRAPATT diodes, Gunn
diodes [1–3].
A lot of publications are devoted to the investigations of the
performance of semiconductor microwave oscillators in the
lock mode under the influence of optical radiation [4–6].
Circuits for frequency stability increase, systems with con-
trolled amplitude and phase of output signal, required for
example for phased array, were developed on the basis of
these oscillators [6, 7].
Despite the fact that the optical power level, used for control
of microwave semiconductor devices, is low, and the range
of the fundamental frequency and power tuning is not more
than several percent, the phase shift of output signal of the
locked oscillator can reach 180Æ. This allows us by select-
ing the optical power level to obtain the optimal value of
the output signal or to obtain almost complete suppression
of the signal and to increase significantly the sensitivity of
optoelectronic schemes to the optical radiation.
In this work the synchronized oscillator on the Gunn diode
with optical control in the comparison circuit operating in
the coherent signals subtraction mode is investigated exper-
imentally and theoretically.
2. Analytical model
Consider the model of the single-circuit diode locked os-
cillator (Fig. 1) with the resistive active semiconductor
Fig. 1. Equivalent scheme of the single-circuit diode synchro-
nized oscillator.
element, IV -curve of which has a section of negative differ-
ential conductivity G(U), which depends on the amplitude
of AC voltage:
G(U) = GA+ a U
2
:
The gain-frequency characteristic y(x) and the phase-
frequency characteristic j (x) of such synchronized oscilla-
tor are described by the following equations [8]:
yb(y 1)2+ x2c= F ;
tg j = x
y 1
;
and oscillations stability conditions in the steady-state mode
are: y > 0:5 and x2+(y 1)(3y 1)> 0.
Variables describing frequency detuning, amplitude of os-
cillations and amplitude of an external influence are repre-
sented correspondingly:
x =

1 
w
2
0
w
2

q
d0
; y =
U2
U20
; F =
q2E2C
U20
;
where q = G0
a U20
, d0 =
G0
w C , w 0 and U0 are the oscilla-
tions frequency of free-running oscillator and their am-
plitude, w and EC = IC=G0 are the frequency and am-
plitude of the external influence, C is the diode capacity,
L is the inductance of diode holder, G0 is the conductivity
of load.
Since with the external synchronization in the steady-state
mode the phase difference constancy between output signal
of self-oscillator and synchrosignal is provided, then the
investigation of the behaviour of the gain-frequency and
phase-frequency characteristics of the signal in the load
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GL when subtraction of the output signal pout of the self-
oscillator and synchrosignal pS is of interest.
The current in the load GL can be represented as
IL = ISL sin( w t + a )+ Iout sin
 
w t + b   j (x)

, where Iout
and ISL are the amplitudes of currents, induced by the out-
put signal of the synchronized oscillator on the load GL
and the synchrosignal on this load when conveying directly
to the load GL, j (x) is the phase difference which depends
on the frequency detuning within the locking range, a and
b are the initial phase difference.
The amplitudes of the currents Iout and ISL in the load GL, if
load conduction equals oscillator’s output conduction and
internal conduction of the synchrosignal source, are de-
fined from relations: Iout =
p
k12PoutGL, ISL =
p
k22PSLGL,
where k1 and k2 are power-transfer coefficients of oscilla-
tor’s output signal and synchrosignal to the common load
defined by the power loss in transmission lines.
Under the coherent signals subtraction the phase y and
the amplitude IL0 of the resulting current in the load
IL = IL0 sin(w t+ y ) are defined by expressions:
y = arctg
"
ISL sin a + Iout sin(b   j )
ISL cos a + Iout cos( b   j )
#
;
IL0 =
q
I2SL+ I2out +2ISLIout cos( b   j   a ) :
If amplitudes of currents Iout and ISL are equal, and phase
condition b   a   j = p is fulfilled, almost complete sup-
pression of the signal IL is possible.
In the locking range the phase difference j between oscilla-
tor’s output signal and synchrosignal can vary from  p =2
to p =2. This allows us to achieve the antiphasing signals
being added during the changing of frequency detuning x.
The power accepted in the load GL is computed by formula:
PL = I2L0=2GL.
The influence of optical radiation with quantum energy
larger then the forbidden gap results in increasing the free
charge carrier concentration in the semiconductor by the
value of
D n =
b (1 R)I S0 t a
"

a L20+Sp t

(L0+Sp t )
L0
 
1  e  d

 
1 e a d
a
#
hv
 
a
2L20  1

d
taking into consideration the surface recombination [9].
If an oscillator is the Gunn oscillator then the free charge
carrier concentration change in semiconductor results in
changing the negative differential conduction and capacity
of Gunn diode [10]:
GA = GA0
n0+ D n(I)
n0
;
C(I) = S
s
q
 
n0+ D n(I)

e e 0
2Ud
;
Fig. 2. The power-frequency characteristics of signal in the load.
where n0 is the donor concentration, S is the diode area,
Ud is the domain voltage.
The results of computation of synchronized Gunn-diode os-
cillator (SGDO) power-frequency characteristics at the con-
stant synchrosignal power are shown in Fig. 2 (full curve).
Computations show that the influence of the optical radi-
ation of small intensity of 100 W/cm2 results in changing
the least value position on power-frequency characteristics
(Fig. 2, dotted curve) and under the constant synchrosignal
frequency – in considerable (up to 30 dB) changing the
output power in the oscillator load (Fig. 3).
Fig. 3. The dependence of output signal from the optical inten-
sity.
The phase-frequency characteristics y (x) of the signal in
the load GL are shown in Fig. 4. On these characteristics at
a point of minimum of power-frequency characteristics the
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Fig. 4. The phase-frequency characteristics of signal in the load.
abrupt output signal phase y change up to p is observed. At
the same time the slope of phase-frequency characteristic
at a point of minimum of power-frequency characteristics
under the influence of optical radiation can change its sign
(Fig. 4, dotted curve).
The analysis of the obtained results shows that on the basis
of the semiconductor oscillator synchronized by an exter-
nal signal the microwave system realizing sufficiently great
(up to 30 dB) levels of output signal change under the in-
fluence of optical radiation can be developed.
3. Experimental results
For the experimental investigations the setup shown in
Fig. 5 was used. The semiconductor microwave oscillator
of 3-centimeters region with Gunn diode 3A703 as active
element was investigated. As a source of optical radiation
the He-Ne laser was used. In one of the arms of circuit
the synchrosignal source (microwave oscillator G4-83) was
placed. In the other arm the Gunn oscillator was placed.
At the output of the circuit the synchrosignal and Gunn
oscillator output signal were summarized on the common
load. The resultant signal was observed on the spectrum
analyzer C4-27 and on the power meter M3-51.
By adjusting of Gunn diode bias, power level and frequency
of synchrosignal and changing of the elements parameters
the mode of coherent subtraction of both signals on com-
mon load has been implemented. While synchrosignal fre-
quency change within the locking range the output power
change up to 40 dB was observed.
The results of measurements of the dependence of the first
harmonic power PL=P0 of the signal at the output of the
bridge circuit in the load when oscillator operates in the
Fig. 5. The experimental setup.
Fig. 6. The experimental power-frequency characteristics of the
synchronized Gunn oscillator.
locking mode on the synchrosignal frequency (power fre-
quency characteristic) with (solid curve) or without (dashed
curve) an external optical radiation are shown in Fig. 6.
It follows from these results that at a point of minimum of
power-frequency characteristic the scheme under investiga-
tion has extremely high sensitivity (about 20 dB/MHz) to
the change of the Gunn oscillator fundamental frequency.
Therefore the influence of optical radiation of 100 W/cm2,
which results in the insignificant changes of frequency
(about 1–3 MHz) and power (about 0.01–0.1 mW) of
Gunn diode output signal, results in changing the least
value position on power-frequency characteristics (Fig. 6,
solid curve). With the constant synchrosignal frequency
the influence of optical radiation results in significant
(up to 30 dB) change of the synchronized oscillator out-
put power in the load (Fig. 7). The dependencies of the
first harmonic power PL=P0 of the SGDO output signal
on the reduced optical intensity I at the constant detun-
32
Optical control of semiconductor synchronized microwave oscillators in the power suppression mode
Fig. 7. Experimental dependencies of the SGDO output power
on the intensity of the optical radiation.
ing D f are shown in Fig. 7. By selecting detuning D f both
monotonous and non-monotone dependencies PL=P0(I)
can be obtained.
4. Computer simulation
For the description of the multicircuit SGDO in the bridge
circuit in the mode of the coherent subtraction of the syn-
chrosignal and the synchronized oscillator output signal on
common load it is suggested to use the equivalent scheme
shown in Fig. 8 [11].
Fig. 8. The equivalent scheme of the SGDO.
Elements of this scheme simulate semiconductor struc-
ture of Gunn diode as connected in parallel capacity C3,
active nonlinear conduction G(U) that is determined
from IV -characteristic of the diode [11] and resistance R1
connected in series; elements of diode body L3 ;C4, mi-
crowave circuit of diode presented as in-parallel L1C1, and
in-series L2C2, circuits, equivalent conduction of load on
the output of bridge scheme YL, Gunn diode feed cir-
cuit consisting of voltage source Eg, choke L5, and re-
sistance R2; microwave circuit of synchrosignal generator
containing source of alternating signal ES, resistance Ri and
in-series circuit L4C5.
This equivalent scheme is described by the system of ten
first-order differential equations based on the Kirchhoff
laws. The influence of the optical illumination was sim-
ulated, as in the analytical model, by the dependence of
the Gunn diode negative differential conductance and ca-
pacity on the optical intensity.
As a result of numerical solution of the differential equa-
tions system the dependence of the instantaneous current
in the load GL as a function of time iL(t) was determined.
By the Fourier transform of the iL(t) the harmonic com-
ponents of the current in the load were calculated, their
amplitudes were determined, and the powers of the har-
monics at the output of the SGDO were calculated:
PkL = i
2
kL=2YL, where ikL – the amplitude of the harmonic
components of the current in the load, k – the number of
a harmonic.
Fig. 9. Power-frequency (full curves) and phase-frequency
(dotted curves) of the output signal first harmonic: 1) I = 0,
2) I = 106 W=m2.
On the basis of the above mentioned model the calcula-
tions of the power-frequency characteristics of SGDO were
carried out. The results of calculations of the SGDO power-
frequency and phase-frequency characteristics at the con-
stant synchrosignal power and the various values of optical
intensity are shown in Fig. 9.
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Fig. 10. The dependence of the output signal on the optical
intensity.
The dependencies of the SGDO output power on the
optical intensity for the various values of the detun-
ing D f are shown in Fig. 10. Depending on the de-
tuning value the oscillator output power can be both
monotone increasing (dotted curve) and having the min-
imum (solid curve). Here the changing of the output
microwave signal power exceeded 40 dB. The steepness
of the phase-frequency characteristic y (x) at a point
of minimum of the power-frequency characteristic is up
to p =MHz.
5. Conclusion
In this work the influence of optical radiation on the perfor-
mance of the synchronized microwave Gunn oscillator in
the coherent signals subtraction mode has been described
theoretically and investigated experimentally.
The experimental investigations and calculations show the
high sensitivity of the oscillator characteristics to the
change of the optical intensity affecting the semiconductor
diode structure. This allows us to use the coherent signals
subtraction mode in synchronized Gunn-diode oscillators
for the creation of optoelectronic microwave systems with
the controlled amplitude and phase of the output signal,
for the high-accuracy indication of optical radiation and
for the creation of the semiconductor microwave elements
with extended functional possibilities.
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Paper Vertical cavity surface
emitting lasers in radio
over fiber applications
TamÆs MarozsÆk and Eszter Udvary
Abstract — Theoretical and experimental study of using di-
rect modulated vertical cavity surface emitting lasers in radio
over fiber applications is presented. The nonlinear distortion
and signal to noise ratio are investigated and evaluated in case
of short-range multi-carrier transmission. Nonlinear charac-
terization and comparison of the different kind of semicon-
ductor lasers are also presented.
Keywords — VCSEL, analog modulation, nonlinear distortion,
radio over fiber.
1. Introduction
A modern communication system needs to be flexible, ef-
ficient, cheap, and should operate at high data rates. Such
a system can use radio links between portable and mobile
user equipment such as notebook computers and mobile
telephones. This ensures flexibility and convenient ser-
vices. For providing high capacity and for using the avail-
able frequency band efficiently the cell size should be small
which requires many radio base stations or radio nodes as
called in this paper. These radio nodes can be connected
by optical fiber as a relatively cheap and high bandwidth
solution. The optical fibers transmit the modulated radio
carriers to the radio nodes allowing the radio node to be
very simple. The optical fiber may transmit high data rate
baseband digital signal as part of the local LAN at the same
time.
For such a subcarrier multiplexed optical application great
dynamic range and high linearity are required for the op-
tical devices to have good system performance and avoid
channel crosstalk. In the last few years the new gener-
ation of semiconductor lasers, the vertical cavity surface
emitting lasers (VCSEL) proved to be competitive to the
conventional, high performance edge emitting communica-
tion lasers [1]. In this paper some theoretical system con-
siderations and the comparison of the different laser types
based on spurious free dynamic range measurements are
presented.
2. Signal to noise ratio
The figure of merit in a radio communication system is the
signal to noise ratio (S=N) in the receiver. Because the
radio nodes (RN) are fed by an optical link in the above-
mentioned radio over fiber system, the effect of the optical
link should be considered. Figure 1 shows a simplified con-
nection between a user and a radio node. The RN receives
the optical signal by a high-speed photodetector (PD), it
is amplified and transmitted by the antenna. In uplink
direction the radio signal from the user is amplified by
a low noise receiver, which directly modulates the laser
source (LD).
Fig. 1. Considering optical link noise in radio link.
The power amplifier in the RN will not degrade the sig-
nal to noise ratio coming from the PD. Because the signal
and the transmitted noise are both attenuated in the radio
channel, probably the receiver low noise amplifier (LNA)
will determine the noise and hence, the S=N. In uplink
direction the received signal is amplified by the RN LNA.
The noise level after the LNA is probably higher than the
relative intensity noise of the laser, which means that the
noise of the optical link has no effect on the overall S=N,
it will be determined by the radio link. More precisely this
is the case if the S=N of the optical link is higher than the
S=N of the radio link. To estimate the achievable signal to
noise ratio in an optical link the nonlinearity and the noise
of the optical link should be considered.
The laser relative intensity noise (RIN) and the receiver
noise are the main noise sources in an optical link. It
is a good assumption that the noise is determined by the
laser if the optical attenuation is not high and this way the
detected laser noise power is higher than the thermal noise
of the receiver (the shot noise is usually smaller).
This is true if the fiber attenuation is less then
a =
Ine
PLD RPD 
p
RIN
; (1)
where Ine is the equivalent noise current density of the
optical receiver, RIN is the laser intensity noise, PLD is
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the output power of the laser, RPD is the photodiode re-
sponsivity. This gives a = 10 dB maximum fiber at-
tenuation if PLD = 1 mW, RIN = 10 14 1/Hz, RPD =
= 1 A/W and Ine = 10 pA/Hz1=2 which are practical
device values. 10 dB attenuation is more than 30 km optical
fiber, which is usually more than the distance range
of microwave analog fiber optic links. This yields that
the laser noise will determine the optical link perfor-
mance.
The frequency dependence of the RIN can be rather high,
especially when the optical back-reflection (BR) into the
laser is high. Typical measured RIN spectra can be seen
in Fig. 2 where a Ø14 m m multimode 850 nm VCSEL was
measured at different bias currents. Above 5 mA bias the
measurement was limited by the measurement setup. The
highest relaxation oscillation frequency was around 7 GHz
when 10 mA bias was applied than the optical power in the
multimode fiber was 2 mW.
Fig. 2. Measured VCSEL relative intensity noise. Ripples caused
by optical reflection.
From Fig. 2 it can be seen that RIN =  140 dB/Hz in
average. Applying m = 25% modulation depth, which is
a practical value with direct modulation, the S=N of the
optical link:
1
2 m
2
RIN
= 125 dB
Hz
: (2)
This is usually much higher than the signal to noise ratio
in radio links, but it must be noted, that linearity was not
considered here (m should be lower if good linearity is
required).
3. Nonlinear distortion
Linearity is especially important in subcarrier multiplexed
systems. As the number of carriers increases the lin-
earity problem become more and more serious because
many odd (mainly third) order mixing products appear
in the used band. The main source of intermodulation
distortion in optical links is always the optical transmit-
ter.
The figure of merit when the nonlinearity is investigated
together with noise is the spurious free dynamic range
(SFDR) defined as [2]:
SFDR =
Pin(PT = Pnoise)
Pin(P1 = Pnoise)
=

IP3
Pnoise

2
3
; (3)
where P1 and PT is the power of the detected funda-
mental and the third order mixing product, respectively,
IP3 is the third harmonic intercept point, Pnoise is the de-
tected noise power. This number is good figure of merit
in performance characterization of an optical transmitter.
Figure 3 compares the DFB, Fabry-Perot and VCSEL
lasers in their SFDR measured as a function of the fre-
quency and modulating signal power. The lasers were bi-
ased to 1 mW optical power. The curves show that the
VCSEL exhibit the lowest SFDR and its curve is not
that smooth as the others. This is mainly because the
VCSEL was operated at 850 nm and the photodetector
for that wavelength had high optical reflection. Still, the
measured SFDR make this laser suitable for radio over
fiber applications.
It can be seen that the SFDR decreases as the fre-
quency increases. This is because the IP3 decreases as
the frequency approaches the laser relaxation oscillation
frequency. It should be also noted that the SFDR should
not change with the input power, but when Pgen is high the
power of the higher order mixing products starts to be in the
range of the main signal and the linear and cubic growth is
not fulfilled for the fundamental and third harmonic mixing
products respectively.
When the laser simultaneously transmits data in the base-
band and on radio channels at RF as this possibility was
mentioned in Section I, the second order nonlinearity also
gets an important role. The baseband signal is mixed
with the RF carriers causing distortions. This is shown
in Fig. 4, where the laser was modulated with two RF car-
riers at 2 GHz (Fig. 4a) and than a 500 kHz baseband signal
was added to them (Fig. 4b).
In Fig. 4 the laser was biased to 0.8 mW optical po-
wer in fiber, the modulation depth mBB = 2:7% was for
the base band and mRF = 11:4% was for the RF sig-
nal. Increasing the laser power to 1.2 mW, and hence
decreasing the modulation depths, the 3rd order product
improved 15 dB, while the second order 9 dB. This
yields that very low modulation depth has to be used to
avoid distortions to degrade BER seriously. This could be
avoided by up-converting the baseband signal into the RF
also.
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Fig. 3. SFDR versus frequency and modulating power for DFB (a), FP (b) and VCSEL (c) lasers. Comparison of SFDR as a function
of the frequency for different laser types (d).
Fig. 4. Two tone intermodulation measurement (a) when a baseband signal was also added (b).
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Fig. 5. Calculated signal to noise ratio in a radio channel (a) and in the baseband (b) as a function of modulating power in the
baseband (PBB) and in the radio band (PRF ).
4. System evaluation
The system described in the first section was evaluated by
approximate calculations. The achievable signal to noise
ratio was determined for the baseband signal and for a ra-
dio channel in the RF band. In the calculation the sec-
ond and third order frequency conversions were considered.
10 equally spaced radio channels were supposed having
1 MHz modulation bandwidth each. The bandwidth of the
baseband digital signal was 100 MHz representing a rel-
atively high bit rate local area network. The parameters
are summarized in Table 1. The IP2, IP3, RIN and slope
efficiency parameters of the laser source are typical values
coming from the measurements.
Table 1
Calculation parameters
Parametr Value
Optical power 1 mW
RIN  135 dB/Hz
Slope efficiency of laser source 0.3 W/A
IP3 of laser source  5 dBm
IP2 of laser source 15 dBm
Photodetector responsivity 1 A/W
System impedance 50 W
Baseband bandwidth 100 MHz
RF bandwidth (1 channel) 1 MHz
Number of RF channels 10
The surface in Fig. 5a shows that if PBB >  19 dBm the
radio channel S=N start to decrease quickly and the same is
true for the baseband if PRF > 20 dBm (Fig. 5b). Choos-
ing PBB = 22 dBm and PRF = 20 dBm seems to be good
compromise, in that case S=NRF = 41 dB, S=NBB = 21 dB
which are very good values.
5. Conclusion
The vertical cavity surface emitting lasers were compared
to the popular FP and DFB lasers based on nonlinear dy-
namic measurements. Its spurious free dynamic range was
less than the other candidates but the 95 dB Hz2=3 value,
measured in higher optical reflection environment, is still
appropriate for radio over fiber applications. The measured
values were used in a simple system performance calcula-
tion where radio carriers and digital signal in the baseband
were transmitted at the same time. It was proved that high
signal to noise ratio can be achieved with these lasers.
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Paper Evaluation of near field
of the GSM base station antennas
in urban environment
Dariusz Wójcik
Abstract — A simple and efficient method for evaluation of
near field of the GSM base station antennas in urban envi-
ronment is presented in this paper. The method is based on
the replacement of panel antenna with a discrette linear array.
Moreover, the geometrical optics approach is used to consider
the influence of environment. The approximate results are
found to be in excellent agreement with the results obtained
by using the method of moments (MoM). Presented method
can be successfully used for fast evaluation of exposure to elec-
tromagnetic fields emitted by the GSM base station antennas
in urban environment.
Keywords — RF dosimetries, human exposure, radio base sta-
tion, ray tracing.
1. Introduction
The rapid diffusion of wireless communication systems,
specifically in cellular technology, has caused an increased
concern for the potential detrimental effects on human
health resulting from exposure to electromagnetic fields
radiated by the antennas of these systems. This problem
should be considered in two different aspects. The first one
contains possible health hazards due to handheld phone de-
vices. The second aspect, which this paper is devoted to,
relates to EM fields emitted by the base station antennas.
Up to now, the exposure to the base station antennas has
been studied in free space [6–9] and in urban environment
in far field [10] only. Thus, the problem of exposure evalu-
ation in near field in urban environment is still to be solved.
In the far-field region, which is defined as “the region of
the field of an antenna where the angular field distribu-
tion is essentially independent of the distance from the an-
tenna” [1], the EM field can be relatively easily calculated,
since all required information is the gain pattern of an-
tenna and the radiated power. If the antenna has a maxi-
mum overall dimension D, the far field region is commonly
taken to exist at radial distances from the source grater then
R = 2D2=l , with l denoting the wavelength. At distances
less then R, in the near-field region, the EM fields usu-
ally have very complicated morphology, which is difficult
to evaluate. For the typical GSM base station panel an-
tennas (D  1:3 m) the boundary between near- and far-
field is located at the distance  10 m and  20 m for
GSM 900 MHz and GSM 1800 MHz, respectively. Ad-
ditionally, in urban environment the exposure conditions
are quite different from those for free space, due to many
scattering objects which are usually present in vicinity of
antennas (trees, buildings, etc.).
The techniques of “rigorous” numerical modelling, as mo-
ment method (MoM) or Finite Differences Time-Domain
method, are mostly used for studying the near field of an-
tennas. The most common problem connected with appli-
cation of these methods is knowledge of geometry of the
base station antennas. Additionally, when exposure in ur-
ban environment is modelled, dimensions of the region to
be studied can be huge compared with the wavelength, and
consequently the time needed for analysis is unacceptably
long. Thus, a simple and reliable calculation method for
prediction of exposure to electromagnetic fields in urban
environment is needed.
In this paper, a simple, accurate and computationally effi-
cient method for evaluation of near field of the GSM base
station antennas in urban environment is presented. The
method is based on the replacement of panel antenna with
a linear discrete array. Moreover, the geometrical optics
approach is used to evaluate the influence of environment.
In order to use geometrical optics the two-dimensional ray-
tracing algorithm is employed. The approximate results are
compared with those obtained by using the method of mo-
ments. Proposed method can be successfully used for fast
evaluation of exposure to electromagnetic fields emitted by
the GSM base station antennas.
2. Geometry of the base station antennas
Panel antennas seem to be the most popular for
GSM 900 MHz as well as for GSM 1800 MHz base sta-
tions. The typical panel GSM 900 MHz antenna geometry
is shown in Fig. 1. The geometry of the model is reason-
ably close to that of the 730370 antenna [12]. The antenna
consists of an array of four collinear dipoles with hori-
zontal separators placed in front of a reflector having the
dimensions (height  width) 1280240 mm. As it can be
observed in Fig. 1 the antenna is made up of four identical
“cells”.
For this antenna, its catalogue data are as follows:
G = 14 dBi (25.1 W/W), half power beamwidth in prin-
cipal E- and H-plane 90Æ and 13Æ, respectively. The an-
tenna is representative for the “Eurocell Panels” family
of base station antennas for vertical polarization, com-
mercially available in the frequency range from 870 to
960 MHz.
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Fig. 1. Typical GSM base station panel antenna.
3. Near field of isolated antenna
A simple and effective method for evaluation of the near
field of the GSM base station antennas is presented in [3, 9].
The method is based on the replacement of antenna with
a linear discrete array. Every single “cell” of the original
panel antenna is modelled by one source of the array.
Consider the array of N sources, as shown in Fig. 2. The
fields emitted by every single source are calculated using
far-field equations. The total EM fields in a particular ob-
servation point are obtained as a sum of the fields radi-
ated by individual sources. The phase shifts arisen from
Fig. 2. Linear array as a model of base station antenna.
different distances between particular sources and the ob-
servation point are also included. Therefore, for a vertical
polarization antenna, the total electric field is described by
the following equation
Etot(r) =
r
30P
N
N
å
i=1
p
Gs(q i; f i)
ri
e  jkri 1
q i
, (1)
where N is the number of “cells” of the antenna under in-
vestigation and at the same time it is the number of sources
in its model; P is the radiated power and Gs is the gain
pattern of unit cell. Distance between the source and the
observation point is denoted as ri, and r is a position vector
associated with an observation point in the global coordi-
nate system.
To apply Eq. (1), knowledge of the gain pattern of the unit
cell of the antenna is necessary. It was found [9] that for
the typical base station panel antennas sufficient approach
of the gain pattern of the unit “cell” is function as follows
Gs(q ; f ) =
(
Gmax sinm(q )cosn( f2 )  90 < f < 90
0 elsewhere.
(2)
Fig. 3. Isolines of the electric field [V/m] in vicinity of
730370 antenna (radiated power 1 W) in principle E-plane (a)
and H-plane (b), which were carried out using MoM (solid lines)
and presented approach (dashed lines).
To obtain the appropriate half beamwidth of the antenna
in principle E- and H-plain, values of respectively n and
m should be calculated properly.
In order to examine the accuracy of presented calculating
method, the approximated results are compared with the
42
Evaluation of near field of the GSM base station antennas in urban environment
Fig. 4. Electric field [V/m] in vicinity of 730370 antenna (radiated power 1 W) placed 1m above and 1m in front of perfectly conducting
plain, which were carried out using MoM (a) and ray-tracing approach (b).
Fig. 5. The electric field [V/m] in vicinity of 730370 antenna (radiated power 15 W) placed in neighbourhood of a building.
results of numerical simulations, which were carried out
using a customised, extended version of moment method
based code MOMIC [2], which is specialized to wires and
wire-grid structures. Isolines of the electric field in vicinity
of 730370 antenna are shown in Fig. 3. One may notice
that the approximated results are in excellent agreement
with the full-wave analysis results.
4. Influence of the urban environment
To take under consideration the influence of scattering ob-
jects present in vicinity of antenna the geometrical optics
approach has been used. Geometrical optics is a high-
frequency asymptotic technique, which can be used to ana-
lyze objects large in comparison with the wavelength. Ge-
ometrical optics takes into consideration reflection and re-
fraction mechanisms. Obviously, the edge diffraction mech-
anism also can play an important role in this case, which
is omitted in presented approximations.
In order to use geometrical optics two-dimensional ray-
tracing algorithm is employed. Recently, ray-tracing tech-
niques have been widely used to predict radio propagation
in indoor and outdoor environments [4, 5]. This approach
has been also used to evaluate EM exposure level in the far
field of the antenna in urban environment [10]. Ray-tracing
gives reliable predictions of the EM field values only in the
far-field region, where the antenna can be represented by
the source point. However, if base station antenna can be
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replaced with linear array, ray-tracing approach will be re-
liable for calculating field close to antenna as well.
In Fig. 4, the electric field in vicinity of the antenna
placed 1 m above and 1 m in front of the perfectly electri-
cally conducting rectangular plane is shown. The dimen-
sions of the plane are (x y) 3 m 1 m. The antenna has
11Æ electric down-tilt and emits power of 1 W. However,
practically such analysis is not very valuable, it allows to
validate the presented method because this case can be eas-
ily analyzed using the moment method as well. As it can be
easily seen the proposed approach shows a good accuracy.
Figure 5 describes the electric field morphology which ap-
pears in the surrounding of a building placed in vicinity
of GSM base station antenna. The roof of the building
is represented by perfectly conducting plane and the walls
electrical parameters are e r = 5 and s = 0 [4]. The building
is located 1:5 m below antenna and 6 m in front of it. The
antenna has 11Æ electric down-tilt and emits power of 15 W.
As can be observed the field morphology is deformed by
the building. There are reflections from the roof and wall,
which causes the standing-wave in front of the building.
In Fig. 5, an isoline of electric field intensity of 6:14 V/m
is also marked. This value of electric field intensity cor-
responds in free space with power density of 0:1 W/m2,
which is maximum EM fields intensity permitted for gen-
eral public by polish national recommendation on limita-
tion of exposure to electromagnetic fields [11]. It is clearly
seen that the shape of this isoline is quite different from
the shape of appropriate isoline occurred in free space.
5. Conclusions
In this paper, a simple, accurate and computationally ef-
fective method for evaluation of near field of the GSM
base station antennas in urban environment is presented.
The method is based on the replacement of panel antenna
with linear discrete array. Moreover, geometrical optics
approach is used to evaluate the influence of environment.
A number of comparisons between approximate results and
full-wave analysis results carried out by author have proved
that the proposed approach method is possible to estimate
exposure to the near field of the GSM base station antenna
in urban environment accurately.
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Paper Integration of home
digital network and Bluetooth
wireless communication system
Tomasz Keller and Józef Modelski
Abstract — The paper presents new method of integration
home digital network with Bluetooth wireless communication
system. In this new application Bluetooth is used as one of
the main ways of communication and information exchange
between elements of the system for integrated, centralized con-
trol of the digital devices in the multimedia home platform.
Bluetooth enables communication between multimedia gate-
way with the HTTP server inside and personal communication
assistants (PCA), special kind of the remote control. The aim
of the system is centralization of services in the multimedia
gateway and integration of different services using only one
control device.
Keywords — wireless communications, multimedia systems,
multimedia services, multimedia home platform, digital network.
1. Introduction
With the very fast growth of the modern transmission tech-
niques there are also quite different requests of the potential
subscribers for the integration of the services from differ-
ent media. Good example of this situation is our house’s
environment. Nowadays subscribers have a lot of services
from different devices and it is very hard to control all of
them using only one device. It is not good time for using
varied control system for different devices. That is the rea-
son why one of the main features of the future house will
be complex system for the integrated control of the home
digital network. After that, users receive a huge amount
of data transmitted from the digital television operators to
home set-top boxes (STB). So, it is necessary to prepare the
real system for the integrated control of the home digital
network devices.
In this paper authors would like to introduce a new sys-
tem for integrated control of home digital network devices,
which was prepared in the Institute of Radioelectronics,
Warsaw University of Technology. One of the main pur-
poses for this kind of system was to use efficient way of
communication between user’s control devices (PCA) and
multimedia gateway. According to its obvious limitations
it was impossible to use infrared communication protocol.
Authors decided that the best solution would be using Blue-
tooth radio communication interface. The reasons for this
decision and main features of Bluetooth communication in-
terface will be described in the next sections. During cre-
ating the system authors had to create new language of
the device’s communication connected with the services
and devices description. This special language will be de-
scribed in the next sections.
System is divided into three parts. The central part of
the system is the multimedia gateway with a HTTP server
inside. Multimedia gateway receives requests and sends re-
sponses to the control devices. The second part of the sys-
tem is Bluetooth/HTTP bridge. The bridge creates HTTP
connection with multimedia gateway every time document
arrives, sends and receives documents and searches the en-
vironment for new Bluetooth devices. The last part of the
system is a specially designed PCA. In fact it is an ad-
vanced remote controller with the keyboard and graphics
display.
2. Bluetooth radio interface
The first problem during creating system for integrated con-
trol of home digital network devices was choosing spe-
cial protocol for communication between system elements.
From the beginning of creating the system it was obvious,
that for the communication between user’s control devices
and multimedia gateway should be used one of the wireless
communication protocol. The protocol used in the system
should be cheap, effective and secure solution. There were
two choices – infrared protocol (IrDA) and Bluetooth com-
munication interface.
Nowadays the most popular system is the infrared data com-
munication protocol. It enables effective and secure data
transfer with direct connection point – point [1]. Another
features of the IrDA is low power consumption and simple
cheap implementation. However, for this kind of system
IrDA has some limitations and it was impossible to use
this interface. First of all, IrDA enables only point – point
communication, so with using IrDA there should be only
one control device controlling each of home devices. This
obvious limitation excludes utilization of this protocol in
the system. Another disadvantage of the infrared commu-
nication protocol is line-of-sight feature and very narrow
(30 degree) angle of proper functionality. One of the ob-
jectives of the system is the possibility of controlling all
home devices from any place in the house and the features
of infrared communication does not allow to this. Men-
tioned features caused that it was impossible to use IrDA
in the system. In this case authors decided that better so-
lution would be using Bluetooth wireless communication
interface.
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Initially Bluetooth wireless technology was created to solve
a problem of replacing cables used for communication be-
tween such devices as: laptops, palmtops, personal digi-
tal assistant (PDA), cellular phones and other mobile de-
vices [2]. Now Bluetooth enables users to connect to a wide
range of computing and telecommunications devices with-
out any need of connecting cables to the devices. Blue-
tooth is a radio frequency specification for short range,
point-to-multipoint voice and data transfer. It operates in
the 2.4 GHz ISM (Industrial-Scientific-Medical) band. This
band is free for use, so it is not necessary to have special li-
cense for communicating in this frequency range. Of course
this range is full of other signals from different devices, so it
should have special methods of preventing interference with
other signal. Bluetooth uses the frequency hopping (FH)
technology and it avoids from the interference. It is also the
reason, why Bluetooth is very secure protocol. Bluetooth
is based on a low-cost, short-range radio link and enables
communication via ad hoc networks. Main features of the
Bluetooth communication protocol are [3]:
– nominal link range is 10 m, it can be extended to
100 m by increasing transmit power;
– connection is created every time, it is needed by using
the ad hoc networks;
– basic unit in Bluetooth networks is a piconet, it
supports up to 8 devices (1 master device and up
to 7 slave devices);
– one Bluetooth device can be a part of different pi-
conets, they can exist simultaneously;
– possible transmission through solid, non-metal ob-
jects;
– built-in methods of security and preventing interfer-
ences;
– Bluetooth allows easy integration of TCP/IP for net-
working;
– there are two types of possible transmission: syn-
chronous and asynchronous.
Despite of the short range, Bluetooth protocol has also a lot
of advantages that are very important in designed type of
system [4]. These are:
– it is not necessary for the devices communicating
using this protocol to directly see each other;
– very easy network creation and configuration (very
efficient methods of looking for devices in the neigh-
bourhood);
– possibilities of moving devices in the neighbourhood,
not required line-of-sight.
All the presented features of Bluetooth wireless communi-
cation protocol and very rapid growth of the standard con-
firm, that Bluetooth is suitable solution for using in a system
for integrated control of home digital network devices.
3. System architecture
As it was mentioned in an introduction, the whole system
is divided into three main parts: PCA, Bluetooth/HTTP
bridge and multimedia gateway. The general concept of
the system architecture is presented in Fig. 1.
Fig. 1. General system architecture.
3.1. Personal communication assistant
The first part of the system is specially designed PCA. In
fact it is an advanced remote controller with the keyboard
and graphics display. One of the main objectives of the
system is to enable the use of different services from the
number of devices via the multimedia gateway and PCA
from any place in the house, so for the communication
between PCA and multimedia gateway, Bluetooth wireless
protocol is used.
To extend the Java platform to consumer and embedded
devices, Sun Microsystems developed special platform –
J2ME (Java 2 Microedition). This platform is specially de-
signed for programming such devices like: mobile phones,
pagers, PDA, set-top boxes and others. This type of devices
require special type of smaller Java virtual machine (VM),
which is optimized for this environment. The core com-
ponent of the J2ME platform is a special type of virtual
machine called K-virtual machine (KVM). KVM is a Java
virtual machine implementation designed specifically for
small, resource-limited devices, it is based on the Spotless
system developed originally at Sun Labs. KVM requires
small computing resources (16-bits RISC or CISC proces-
sors) and small memory resources (160 – 512 kbit). There
are two different configurations defined in the J2ME plat-
form [5]:
– CLDC: designed for low-end consumer devices
which have at least 160 kB available for the Java
platform, processor speed starting from 16 MHz, lim-
ited power with usually battery operation and low-
bandwidth connectivity and static size of the Java
platform (VM + libraries);
– CDC: designed for high-end consumer devices with
at least 2 MB available for the Java platform TCP/IP
connectivity available.
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Except these two different configurations there are differ-
ent profiles in J2ME designed to accommodate the needs of
a specific mobile consumer device market. Particularly, the
mobile information device profile (MIDP) defines the archi-
tecture and API required to create applications for small,
low-power mobile information devices like cell phones,
pagers or PDA.
For the simulation of PCA authors used complete develop-
ment environment which can help in creating and testing
applications for mobile devices. Authors had at disposal
also two Bluetooth communication modules with the pro-
gramming interface and the programming simulation of the
communication devices. The configuration of the modules
was connected limited device configuration (CLDC) with
the profile MIDP implemented. This configuration of the
application platform enabled running applications with the
KVM [6]. It was very good, because the PCA should be
very cheap, effective solution with the minimum costs of
production. Of course in these modules only basic Java
classes from the main Java packages (java.lang, java.io,
java.util) were implemented. There were also some classes
for the creating user interfaces with the basic components
for the small displays with limited number of buttons.
3.2. Bluetooth/HTTP bridge
Because Bluetooth modules were prepared to work with
simulation environment in J2ME platform, it was not pos-
sible to use it in J2SE (Java 2 Standard Edition) platform.
J2SE was necessary for using HTTP server in the main
part of the system – multimedia gateway. That is the rea-
son, why the third element of the system – Bluetooth/HTTP
bridge was created. Bluetooth modules and API used in
the system were not dedicated for Java 2 Standard Edition.
They were designed for Java 2 Microedition, so it was nec-
essary to create the bridge that would enable to convert
the documents between Java 2 Microedition in PCA and
Java 2 Standard Edition in multimedia gateway. Of course
it is not the only objective of the bridge.
All the data exchange between PCA and multimedia gate-
way is done by using XML transaction documents. The
first step of any action in the system is sending by the
PCA transaction document with the service request. After
finishing the action gateway sends to PCA transaction doc-
ument with the service response. All ways of information
exchange will be introduced in the next section. The main
problem is that service request from the PCA is in a for-
mat not recognized by HTTP server. There has to be done
conversion from Bluetooth data to HTTP request. Also
in the return way, HTTP response document from server
has to be converted to Bluetooth data message. All these
conversions are done in the Bluetooth/HTTP bridge. After
conversion the bridge sends request to multimedia gateway
and response to PCA.
Every time transaction document from PCA arrives, the
bridge creates the HTTP connection with multimedia gate-
way. There is no need of keeping this connection all the
time, so it is created only if it is necessary. On the other
hand, there is no constant connection between the bridge
and PCA. One of the main features of Bluetooth protocol
is that there is a possibility of creating ad hoc networks
always, when Bluetooth device appears in the neighbour-
hood of other Bluetooth device. So, the bridge must search
the neighbourhood and always when other Bluetooth device
appears create the connection and assign them individual
threads.
3.3. Multimedia gateway
The main part of the system is multimedia gateway, which
is the communication node of the system. Multimedia gate-
way has a direct connection to all devices in home digital
network. The gateway enables also the contact with the
outside environment. The system of the integrated con-
trol of the home digital network (HDN) is based on the
client – server architecture, where the clients are PCA and
the server for the services concentrating is the multimedia
gateway, which works as a HTTP server. There is also Java
servlet technology in the gateway implemented.
According to the memory limitations of the PCA, it was
necessary to treat PCA only as a navigation device, a kind
of terminal for the multimedia gateway. In the multime-
dia gateway all services were centralized. Using HTTP
server allows easier implementation of multi-access and
multithread services. There is also the possibility to re-
call gateway using WWW, with very easy Internet based
control. Multimedia gateway with the HTTP server can be
used as a stand-alone device in the home neighbourhood.
It can be also part of the advanced set-top box and can be
at the subscriber’s house or in the head-end as well.
Fig. 2. Information flow at the multimedia gateway side diagram.
The protocol of the information between gateway and PCA
is based on the exchange of the XML transaction docu-
ments. The diagram of the information flow in the system
is presented in Fig. 2. The fundamental of any action in
the system is sending by the PCA transaction document
with the service request. This document is sent as a text
stream to the Bluetooth/HTTP bridge, where it is changed
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to the parameter of the servlet in the HTTP server. Mul-
timedia gateway sends its response to the output stream of
the HTTP server, then it is sending via the Bluetooth/HTTP
bridge to the PCA.
First step of the session is a logging procedure – PCA
sends to the gateway transaction document with user au-
thentication information. As a response for correct logging
procedure gateway sends to PCA main document with a set
of services, ways of presentation services at the PCA’s side
and the action joined with the elements. Based on the main
document PCA lists all available services on its screen.
Choosing one of the menu element causes either execution
of the action (sending proper transaction document) or en-
tering to the next level of menu. After receiving request
transaction document multimedia gateway executes actions
and sends as fast as it is possible response document which
is displayed on the PCA. After the user action PCA returns
to the last menu, after executing all the needed services user
do the logging out procedure and the session is closed.
Although to the most of the services this schema is good,
there are a number of services with another way of the
information flow. First of all these are notification services
with the information about incoming new e-mail or caller
identification of the new telephone call. It is well known,
that in this case the initiative should not be from PCA but
from the multimedia gateway.
Of course all data exchange between gateway and PCA is
done with use of the Bluetooth/HTTP bridge. The bridge
transforms Bluetooth data streams to HTTP requests and
the other way round. Bridge is fully transparent for the
documents.
Fig. 3. The concept of multimedia gateway.
As it was mentioned before, using Bluetooth wireless com-
munication protocol it is possible to use ad-hoc network,
creating at the moment when it is necessary. Of course
there is a possibility for multiple users to connecting to
multimedia gateway simultaneously. If there are more than
one PCA, Bluetooth master device can assign them indi-
vidual threads and create special piconet. HTTP server
inside multimedia gateway is also designed for multi-user
operations. All this features make it possible to create one
gateway designed for more than one user. This kind of
multi-user multimedia gateway is presented in Fig. 3.
Designed multimedia gateway consists of one master mod-
ule and number of slave modules. User’s personal control
devices communicate with master module via Bluetooth
communication protocol. For connection between master
and slave modules Ethernet cards are used. Multimedia
gateway is connected to CATV network and have all pos-
sible input and output interfaces.
4. Types of transaction documents
There are three different types of XML transaction docu-
ments in the system: request document, response document
and system main document. All of the types are described
below.
4.1. Request document
Request document is sent by the PCA every time any ser-
vice execution is needed. XML transaction request docu-
ment contains all necessary information about desired ser-
vice. In Fig. 4 is an example of request document.
<REQUEST>
<CLIENT bda=„fff1” devicename=„PCA1”
devicetype=„PCA”username=„Jerzy”/>
<GATEWAY httphost=„localhost”
servicename=„STBNavigator”
serviceclass=„STBEngine”/>
<PARAMname=„command” value=„channelup”/>
<PARAMname=„execmode” value=„immediate”/>
</REQUEST>
Fig. 4. Example of request document.
Request document contains description of the client sending
request, address of the target multimedia gateway, name of
the required service, name of the class (driver) servicing
the request and other parameters required to execute the
service.
4.2. Response main document
There are two types of response documents: response main
document and response simple document. Response main
document is sent by the gateway to PCA as a response of
logging procedure. In Fig. 5 is an example of this kind of
document.
Response main document contains description of the menu
tree, description of all user interface components and de-
scription of actions assigned to user interface components.
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<RESPONSE type=„main”>
<GATEWAY httphost=„localhost”
servicename=„SystemLogin”
serviceclass=„UserManager”/>
<CLIENT bda=„fff1” devicename=„PCA1”
devicetype=„PCA” username=„Jerzy”/>
<CONTENT>
<DISPLAY type=„menuset”>
<MENUITEM caption=„ChannelDown”>
<ACTION type=„GatewayRequest”>
<GATEWAY httphost-„localhost”
servicename=„STBNavigator”
serviceclass=„STBEngine”/>
<PARAM name=„command”
value=„channeldown”/>
<PARAM name=„execmode”
value=„immediate”/>
</ACTION>
</MENUITEM>
</DISPLAY>
</CONTENT>
</PARAM name=„execmode” value=„immediate”/>
</RESPONSE>
Fig. 5. Example of response main document.
4.3. Response simple document
Response simple document is sent by the gateway to PCA
as a response for all client requests. In Fig. 6 is an example
of this kind of document.
<RESPONSE type=„simple”>
<GATEWAY httphost=„localhost”
servicename=„STBNavigator”
serviceclass=„STBEngine”/>
<CLIENT bda=„fff1” devicename=„PCA1”
devicetype=„PCA” username=„Jerzy”/
><CONTENT>
<DISPLAY type=„none”/>
<HIDDEN
<DATAITEM name=„status” value=„ok.”/>
</HIDDEN>
</CONTENT></RESPONSE>
Fig. 6. Example of response simple document.
Response simple document contains description of the
client sending the request, description of gateway from
which response arrives and all the data as a result of com-
mand execution.
5. Conclusions
Authors proposed new architecture of the integration of
home digital network with Bluetooth communication net-
work. As an example of this application system for inte-
grated control of home digital network devices was pre-
sented. Author’s decision was to place central part of the
system in the multimedia gateway and to use a HTTP server
in the system. All services are centralized in multimedia
gateway, user’s control devices (PCA) are only terminals
transmitting to gateway XML transactions documents.
Using all the features of Bluetooth communication interface
it was possible to create efficient way of communication be-
tween devices, gateway and PCA. To enable this, authors
have also created new language of the device’s communi-
cation connected with the services and devices description.
Using XML transaction documents made the system very
flexible. Developing of the system and adding new services
is also very easy – there is no need to modify the whole
system but only one service module.
One of the other advantages of this system architecture is
the fact, that the gateway need not be placed at the user’s
house – it can be placed at the cable television operator’s
side or completely different place in Internet.
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Paper Applying the relational
modelling and knowledge-based techniques
to the emitter database design
Janusz Dudczyk, Jan Matuszewski, and Marian Wnuk
Abstract — The appropriate emitter database is one of the
most important elements in the present electronic intelligence
(ELINT) system. This paper provides an overview of the
relational modelling, which is used to construct the emitter
database for current ELINT systems. The method described,
delivers the entities’ relational diagram that is independent
from the manner of the data storage in further process of
implementation. This approach ensures the integrity of the
measured data. The process of final emitter identification is
based on “the knowledge-based approach” which was imple-
mented during the process of constructing the database.
Keywords — emitter database, relational modelling, knowledge-
based-techniques, semantic networks, confidence factor.
1. Introduction
The last local military conflicts show that success on the
modern battlefield depends on the following aspects ([6]):
 detecting electromagnetic emissions and finding the
direction of incoming signals;
 gathering basic information about an enemy’s situa-
tion and his capabilities;
 analysing the emitter’s characteristics such as techni-
cal parameters, operating role and geographic loca-
tion;
 providing current and real-time information about
hostile activities in the areas of interest and warn
of threats;
 monitoring any changes of situation and target pa-
rameters;
 communicating the most important data as soon as
possible (task, report, exchange information);
 providing the control, command and supporting of
the forces on the electronic battlefield.
The present electronic intelligence system must be able to
protect specific requirements. In this case, ELINT system
ought to include correctly designed database. The process
of designing the optimal structure of emitter database is
a very complicated and sophisticated task. The main prob-
lem that appears during the process of constructing the
database is the difficulty with correct selection of the fea-
tures. The relational modelling (tool of information engi-
neering, used to construct the high quality entities’ rela-
tional diagram) is an essential element in forming the ex-
amined system.
The method of relational modelling delivers the “notional
model” that is independent from the manner of the data
storage in further process of implementation. The integrity
of the measured data is an advantage of this approach.
2. The process of designing database,
the entities’ relational diagram
The emitter database is designed according to the following
stages, illustrated in Fig. 1:
 notional model – in the form of entities’ relational
diagram;
 logical model – specific form of database (definite
type of database);
 physical model – implemented according to the se-
lection of physical organization.
Fig. 1. The three – stage structure of designing database.
Principal aspects of relational modelling shown in Fig. 2,
are the following [1, 2]:
 identification of important things in ELINT system
/entities/;
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 qualification of the properties of these things /at-
tributes /;
 qualification of the kind of relationships between en-
tities /entities’ relationships/.
Fig. 2. Example of relationship between entity A and entity B.
An entity – can be defined as a thing or object, real or
non-real. All information about it must be well known and
stored.
Entity’s relationship – can be defined as an essential con-
nection between two entities.
It is advisable to add, the process of database designing
based on relational modelling is accurately defined. Every
entity must be univocally identified. Also every relationship
must be determined. An entity should be described by its
attributes.
As shown in Fig. 3, the relational diagram is the first stage
of database designing [3, 4]. An entity is illustrated by
a frame. An entity’s name is located in the middle of the
frame, for example: Technical parameters, Radar plat-
form. The line-connected two entities’ frames together il-
lustrate the relationship between entities. Every relation-
ship must be defined by the degree of relationship (it can
be single or plural), the option (option defines the type
of connection: requisite or non-requisite) and the name of
connection (Figs. 2, 3). The conception of creation “no-
tional model” should take into account “radar signature”
in database. The “radar signature” in database includes all
available data about radar signals. The main problem is to
decide which information should be stored in database and
correlate it with data types. In this case every entity should
have a substitute in earlier prepared “radar signature”.
3. Applying the knowledge-based
techniques to emitter database
Now in ELINT systems knowledge-based techniques are
widely examined [5, 7]. They may be applied to merge
information and emitter identification. Usually information
concerning the radar platforms known to be present, their
locations, their intentions, their history of recent opera-
tional use, behaviour and their expected actions is not used.
This is the kind of knowledge that is currently possessed
only by the ESM operator and his supervisor. Usually part
knowledge available to the knowledge-based ESM systems
takes the form of individual radar details, their platforms
and relationships between them. Knowledge-based tech-
niques provide a means of studying this kind of knowledge
and, ultimately, a means of representing it in a coherent
manner.
The knowledge-base employs a declarative, rule-based rep-
resentation of facts about the radar domain. The most im-
portant characteristics, which are related to each other in
a specific type of radar and permit to recognize its appli-
cation, are following:
 the principal parameters of radar signal that corre-
spond to technical characteristics of the radiating
set are: pulse width, carrier frequency, pulse shape,
pulse repetition frequency, type of scan, beam width;
 carrier frequency is related to: antenna dimension,
beam width, maximum range of radar;
 pulse width affects: range resolution and minimum
range of radar;
 pulse repetition frequency limits the maximum un-
ambiguous range of a pulse radar;
 pulse shape shows the range measurement accuracy;
 type of scanning (circular, sector, conical, helical,
spiral, raster, etc.) is related to the application of
radar;
 beam width affects the angular resolution.
Generally, a scheme of emitter identification may be based
on rules or semantic networks. The simplest way of knowl-
edge representation by rules is as follows:
IF fact A is true AND fact B is true THEN conclude X
ELSE conclude Y.
For example:
IF (pulse width is less than 0.5 m s) AND (type
of scan is circular – sector)
THEN (the radar of battlefield surveillance
was detected).
In real EW expert systems such procedures are much more
sophisticated. Searching for the best solution needs other
more complicated strategies (Fig. 4).
In order to make a decision in case of uncertainty, the
probability theory or confidence factors (CF) may be used.
The rules are activated in the moment when the values of
this CF exceed the calculated thresholds, e.g.
IF fact (CF = 0,3) THEN conclusion.
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Fig. 3. The entities’ relational diagram of ELINT system’s database.
Fig. 4. Strategies of searching solutions.
In a fuzzy probabilistic approach, the classical two-values
function f of membership of the object x to set A, is re-
placed by a “fuzzy” function:
f (x) = 1; if x 2 A
f (x) = 0; if x =2 A
#
f : A !f0;1g :
In the description of a real situation the following concepts:
“nearly”, “enough”, “a little” which depict the surrounding
reality very well, are often used.
4. Conclusion
Designing an optimal structure of ELINT system’s database
is a very sophisticated task. The database described in this
paper was designed by using the relational modelling. The
diagram of entities’ relational-the most important stage dur-
ing the process of designing was illustrated in Fig. 3. The
database was estimated in size of the hard disc memory, tak-
ing into account the size of fields’ types, the quantity and
the character of tables. The process of final emitter identi-
fication based on “the knowledge-based approach” was im-
plemented during the database constructing. Furthermore,
entities’ relational diagram deprives database of redundancy
features and can be used in the electronic intelligence sys-
tem or another military application.
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Paper Optimal site and antenna
location for UMTS – output results
of 3G network simulation software
Maciej J. Nawrocki and Tadeusz W. Więckowski
Abstract — The paper presents output results of 3G network
simulation software in the area of optimal site location as well
as finding optimal values of antenna tilt. The loss of capac-
ity is shown for a wide range of tilts and different antenna
directions. Nonuniform distribution of base stations has been
also included in the simulation scenarios influencing system
performance. All of the described parameters are especially
significant to CDMA systems network planning.
Keywords — UMTS, 3G, CDMA, antenna tilt, site location.
1. Introduction
Soft-like behavior of 3G systems based on coded multiple
access technique requires extensive analysis and optimisa-
tion related to WCDMA network planning. It becomes
increasingly complex and sophisticated. An intuitive ap-
proach to solving CDMA related problems often leads to
results inconsistent with reality. In TDMA/FDMA systems
each of the planning stages can be treated independently,
whilst the specificity of WCDMA radio interface causes all
of the process elements to be interdependent.
The Institute of Telecommunications and Acoustics of the
Wrocław University of Technology, Poland is conducting
intensive research pertaining to CDMA cellular network
modeling with special attention to the UMTS system.
Finding parameter values required to achieve a given net-
work capacity is the main purpose of these analysis. The
parameters modifiable by the operator include site loca-
tions, antenna directions and down-tilt values. Having ap-
propriate control over these factors allows for the system
capacity to be increased without any additional financial
investments in new equipment.
2. Basic capacity calculations
The main term used to define the preliminary rough es-
timate of the system capacity is pole capacity [4, 5]. It
states the maximum theoretical number of channels avail-
able in an ideal system with unlimited power resources.
This number of channels for a multicell system and both
link directions is determined through the following rela-
tion:
n =
Rc
Rb 
Eb
N0+I0
 (O f +F)
+1 ; (1)
where: n – the number of subscribers in a cell, Rc – the
chip rate, Rb – the service bit rate, Eb=(N0 + I0) – the re-
quired energy per bit to noise and interference power spec-
tral density at the receiver input, O f – the orthogonality
factor, F – the ratio between received intercell and intra-
cell power. For a downlink O f varies from 0.05 to 0.5
depending on the propagation environment. For an uplink
it is assumed at O f = 1. Considering that the F downlink
value can vary for various distances between MS and BS,
an averaged value should be used.
Unfortunately, the pole equation can only be used to
roughly estimate the system capacity. Because the inter-
cell and intracell interference are related to each other it
is very difficult in practice to determine the F value us-
ing analytical methods even for an uniform distribution of
subscribers at the given area.
The pole equation does not provide any information about
the power emitted by the base stations and terminals. It is
extremely important especially in the cases of nonuniform
distribution of subscribers or base stations within a given
area. The predicted power characteristics of network ele-
ments are the most important factors in the network plan-
ning process. This allows for example for a conclusion
about the optimal antenna location.
The pole capacity in the same terms as (1) does not depend
on the thermal noise and existence of control channels in
the system, whilst the actual system capacity depends on
these parameters.
A proper model of CDMA networks should include all or
“almost all” of the intrasystem interference. More detailed
description can be found in [3]. The main characteristic for
a downlink is the total base station TX power as a function
of the system load and active subscriber distance to the
base station. For an uplink the system capacity is limited
by an interference level measured at the base station. All
results presented in the paper pertain to a system with the
parameters shown in Table 1.
A non-heterogeneous propagation environment impacts
the simulation results. The shadowing effect causes degra-
dation of the system capacity. In order to simplify the
calculations it is a common practice to assume a model,
where the path loss is assumed as a sum of attenuation
values resulting from the close to 4th power rule and of
a random variable with a log-normal distribution. The stan-
dard deviation of this variable for an urban area can be
stated between 4 to 12 dB. It also seems to be important
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to take into account the correlation factors between different
MS locations.
Table 1
Assumed parameters values
Parameter Value
Carrier frequency 2 GHz
User bit-rate (voice) 12.2 kbit/s
Chip rate 3.84 Mchip/s
Orthogonality factor DL: 0.4, UL: 1
Voice activity factor 100%
Required Eb=(N0 + I0) DL: 7.9 dB, UL: 6.1 dB
Maximum TX power DL: 30 dBm,
per TCH channel UL: 24 dBm
Receiver noise figure
NodeB – 5 dB
UE – 9 dB
NodeB maximum TX power DL – 43 dBm
TX power in the CCH channels DL – 33 dBm
Propagation model Walfish-Ikegami based
Antenna gain
NodeB – 15 dB
UE – 0 dB
Cells radius R = 500 m, 3 km
Number of cells in the model 19,37
No SHO, ideal power control,
uniform subscriber distribution
3. Sector antenna directions
in hexagonal layout
CDMA is a single frequency network (SFN). As we already
know its capacity is limited by interference levels. Placing
the base stations according to a hexagonal grid we can
obtain two totally different borderline cases when it comes
to interference, depending on the directions of the sector
antennas. Both of these are shown in Fig. 1.
Fig. 1. Best and worst case of antenna directions for CDMA
systems.
Figure 2 presents the TCH channel TX power characteristic
as a function of the network load. An improper direction of
sector antennas can cause a capacity degradation exceed-
ing even 20% and requires an increase of base station TX
power from 3 to 6 dB (assuming a uniform distribution
of terminals within the test area). The decrease pertains
not only to the capacity depending on the finite maximum
power of the transmitter (in this case +41 dBm), but also
to the pole capacity. The graphs shown in Fig. 2 represent
average values.
Fig. 2. Base station TX power for best and worst cases.
4. Base station antenna down-tilt
Base station antenna down-tilt is a common practice used
in cellular networks. In CDMA networks it becomes es-
pecially important as the system performance is limited by
interference coming from other cells.
The simulations are based on the characteristics of
a Cellwave APX206513-T0 antenna designed for the
1900–2170 MHz frequency band. Its gain is about 15 dB
and it gives a beam width of 65Æ (3 dB). Figure 3 presents
the vertical characteristic. This is a typical antenna, which
can be used in tri-sector UMTS base stations.
Figure 4 shows the total combined TX power of TCH chan-
nels as a function of the antenna down-tilt at three differ-
ent load levels. The graphs clearly show, that significantly
loaded (50 UE/sector) system with high antenna down-tilt
(as compared to tilt = 0) have greatly reduced TX power.
More detailed characteristics have been shown in Fig. 5.
Figure 5 presents the total combined TX power of TCH
channels as a function of the load level for different down-
tilts. At a first glance we see an interesting property.
Having tilts lower then 5Æ the total combined TX power
in the TCH channels decreases. However, with tilts exceed-
ing 5Æ this power rises. Thus, the actual capacity of the
system decreases because of the finite power limitation of
the transmitter. At the same time, the more we tilt the an-
tenna the higher the pole capacity. To sum up, with a given
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Fig. 3. Vertical characteristic of base station antenna.
Fig. 4. Base station TX power versus antenna down-tilt.
Fig. 5. Base station TX power curves for specified tilt values.
cell load when the antenna is tilted the total combined TX
power lowers to a certain borderline value. With further
tilting the power level rapidly rises depending on the given
antennas characteristic, and the actual capacity decreases.
At the same time the theoretical capacity actually rises.
Considering the above, if the load is high and the trans-
mitter has appropriate reserve TX power, it is possible to
increase the number of available channels by tilting the
antenna or choosing an antenna with an appropriate char-
acteristic. The above seems obvious when we take into
account the vertical characteristic of an antenna (Fig. 3).
The down-tilt causes the antenna directional gain to drop
in a direction parallel to the ground surface (at 10 dB for
a down-tilt of 10Æ), thus lowering the level of interference
onto the adjacent cells. This in term lowers the value of
the F coefficient in formula (1) and thus the pole capacity
rises.
5. Irregular base station distribution
One of the environmental parameters, which can be varied
by the operator, is base station location. This parameter
is especially significant for systems using coded multiple
access, as these systems can handle loads of variable and
irregular nature. Figure 6 presents capacity loss for base
station location irregularity varying from 0% to 30% of
the cell radius. Calculations were done for an uplink and
a downlink.
Fig. 6. Cell capacity loss for both link directions as a function
of NodeB location deviation.
For a deviation of NodeB location equal to 30% of the cell
radius, the number of available channels will be about 14%
less as compared to an even base station distribution for an
uplink and 20% for a downlink.
6. Summary
The paper presents an influence of site location and antenna
tilts onto the operation of UMTS systems. The down-tilt
of base station antennas is especially significant for CDMA
systems. In order to obtain the best results it is necessary to
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have a detailed antenna characteristic for both the horizontal
and vertical planes. Improper base station location and/or
improper antenna direction can greatly reduce the system
capacity. On the other hand, it should also be noted that
the UMTS system has cells of various size and hierarchy
(macrocells, microcells and picocells), which will allow to
significantly improve the system performance in reference
to irregular base station locations. Also, the results pertain
to a network using a singular bandwidth of 5 MHz.
The conclusions arising from the presented calculations are
especially important to engineers involved directly in net-
work planning. It is obvious that in urban areas it is not
possible to freely place base stations at any and thus op-
timal locations. Considering the above, the deviation of
base station antenna location in reference to the ideal tri-
angular grid is very important during the network planning
process. This data will also allow for easier network scal-
ability under varying and irregularly distributed loads at
a given area, especially for single frequency networks as
the case of UMTS.
The cellular operators who received the UMTS license are
nowadays faced with the fact that WCDMA interface cellu-
lar network planning is much more complicated then GSM.
Just a few years back it was thought that CDMA type net-
works will require almost no planning because the coded
access method, which dynamically adjusts the system re-
sources within each cell based on the traffic requirement,
will allow the network to “plan itself”. After detailed analy-
sis of the problem it is evident that the amount of significant
parameters influencing the capacity is much larger than in
TDMA/FDMA systems. Additionally, minor changes of
the system or environmental parameters can influence the
parameters of the entire system.
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Paper FDTD modeling
and experimental verification
of electromagnetic power dissipated
in domestic microwave ovens
Paweł Kopyt and Małgorzata Celuch-Marcysiak
Abstract — The FDTD (Finite Difference Time Domain)
method has proven to be effective in modeling high-frequency
electromagnetic problems in telecommunications industry.
Recently it has been successfully applied in microwave power
engineering. In order to accurately model scenarios typical in
this field one has to deal with the movement of objects placed
inside cavities. This paper describes a simple algorithm that
makes it possible to take into account object rotation – impor-
tant in simulations of domestic microwave ovens. Results of
example simulations are presented and an experimental veri-
fication of the simulation tool is performed.
Keywords — electromagnetic simulations, FDTD algorithm,
microwave heating.
1. Introduction
Microwave power engineering community has only recently
discovered the FDTD and other modeling methods success-
fully used in telecommunications for years. Like in any
other field, also in this application modeling is very bene-
ficial as it cuts down the design costs. In the literature one
can find various approaches to model heating devices. The
general possibilities and limitations were described in [1].
In [4] the authors used FDTD to model microwave power
distribution in a food object placed inside a microwave
oven. Simulations and optimisation results of power uni-
formity in objects passing through a tunnel industrial oven
have been presented in [2].
One important feature has been so far overlooked. In real-
life heating devices the greater uniformity of power distri-
bution inside the heated objects is often achieved with the
object movement inside the cavity while heating is on. In
industrial ovens the foodstuffs are simply passing through
a cavity on a conveyor belt [2], while in small-scale sim-
pler devices – like domestic microwave oven – the object
is placed on a rotating shelf.
The accurate modeling of microwave heating scenarios re-
quires that movement of the objects be taken into account.
This paper introduces a simple but effective method to con-
duct an accurate modeling of an object heated inside a do-
mestic microwave oven with the object rotation. The algo-
rithm itself is presented in Section 2. Section 3 describes
various power uniformity criteria. One of those presented
is chosen for further use. Section 4 presents the results of
simulations and comparison of the introduced method with
results obtained without its application. Section 5 discusses
comparisons of the FDTD simulations with real-life mea-
surements.
2. Method of simulation
The basic electromagnetic simulation software has been de-
veloped for years and currently on the market one can find
ready packages of proven reliability and accuracy, success-
fully used in various problems. Especially, the software
based on FDTD method has proven advantageous over other
solutions employing FEM method [2]. One of those –
QuickWave 3D developed by QWED – with implemented
conformal FDTD method [5, 6] is known in microwave
power industry. Several papers presenting results obtained
with its help have been published and it ranks high on the
list of available software suited for microwave power sim-
ulation [7].
An additional feature makes it even more suitable to the
task – the possibility to define scenario geometry using
parametrized macros in the so-called UDO language. This
feature together with the possibility to define scripts (tasker
files) instructing QuickWave to dump chosen data at a given
moment facilitates effective simulation and optimisation of
complex problems. It has been successfully used in [3].
That way of conducting simulation has been adopted in our
case. The experiments have been conducted with a model
of an example microwave oven. The whole geometry of the
model, together with excitation and the sample object being
heated, have been prepared with a single macro. By modi-
fying its parameters one can place the sample object at any
angle inside the oven. Next, using an external routine writ-
ten in Matlab [8], one can trigger QuickWave simulation
several times, each time for a different object position. Cal-
culated dissipated power pattern in the object cross-section
will be different for each angle. It means that by collecting
the data on dissipated power for each angle and summing
them up one can arrive at more accurate information on
how evenly the dissipated power is distributed inside the
object during heating and rotation.
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Table 1
Relative error of the averaging (for sets 7 and 8 the mirroring was used)
Set number 1 2 3 4 5 6 7 8
Step [Æ] 5 10 20 30 45 60 ) )
No. angles 72 36 18 12 8 6 6 7
Effective
no. angles
72 36 18 12 8 6 10 12
Error [%] 0 0.0916 0.3043 1.1609 4.0086 5.1448 1.9044 1.1267
) Angles in set no. 7: 0Æ, 36Æ, 72Æ, 180Æ, 216Æ, 252Æ.
) Angles in set no. 8: 0Æ, 30Æ, 60Æ, 90Æ, 180Æ, 210Æ, 240Æ.
Fig. 1. Dissipated power pattern for six angular positions of the object (from 0 to 300Æ with the step of 60Æ).
The FDTD method requires that the model be discretized
with small parallelepipeds (or cells). Fields and resulting
power distribution are calculated within each such cell. The
collected information comes in the form of snapshots of dis-
sipated power in the object’s cross-sections. If the object
is rotated, the snapshot is rotated as well. Obviously di-
rect summing of the data for different rotation angles is not
possible. This task requires that the snapshots of dissipated
power be first brought back to their original position – 0 de-
grees. Since in each case the angle of rotation is known
one can achieve this using standard formula for coordinate
system rotation applied to each cell:
x0 = x cos a + ysin a ;
y0 = sin a + y cos a ; (1)
where x, y are coordinates of the cell center of the rotated
snapshot, while x0 and y0 are coordinates of the cell center
after the back-rotation.
After the back-rotation it is possible to average the dis-
sipated power for all the angular positions of the object.
Figure 1 presents six matrices that have been rotated back
and are ready for averaging. During all the experiments the
object (a parallelepiped 404020 mm) has been placed
centrally on the shelf and rotated around its center. The ob-
ject is made of meat modeled as material of relative electric
permitivity e = 50  j20.
The accuracy of the averaging procedure for different num-
ber of distinct positions has been tested. As a reference
we have used averaged pattern P5 obtained by summing up
power snapshots taken every 5Æ. Table 1 contains results
of comparison between the reference pattern and patterns
based on a smaller number of positions. The relative error
values have been obtained with the following formula:
e(a) =
N
å
i=1
M
å
j=1
 
P5i j P
a
i j
2
NM
; (2)
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where Pa is a pattern whose accuracy we verify against the
reference pattern P5, N and M are the dimensions of the
patterns (given in cells).
The error grows as the number of angular positions de-
creases. There is a way to lower the number of angles with-
out deteriorating the accuracy. We have presented 6 tem-
plates in Fig. 1. It is clear that due to the symmetry of the
problem one can find pairs of snapshots that are mirrored
copies of each other (60Æ and 300Æ or 120Æ and 240Æ). It
is enough to get one result and sum it up twice with and
without mirroring. Sets 7 and 8 of data in Table 1 contain
angles only from the first and third quarters of the coor-
dinate system, with subsequent mirroring. It is clear that
error is low despite the relatively small number of angles,
for which the simulations were performed.
3. Power uniformity criteria
Effective comparison of the uniformity of power distribu-
tion within different objects requires a carefully chosen cri-
terion. A criterion like that is also necessary in order to
conduct an optimization process. We have browsed the
available literature and chosen two criteria for further con-
sideration. We have also proposed a new one which seems
to be most useful.
 Differential power difference – difference between
the highest and the lowest value of dissipated power
found inside the object (or its cross-section in the
case of analyzing the object as a set of two-
dimensional layers) [2].
 Statistical criterion – standard deviation of the dis-
sipated power distribution normalized by the mean
value [4].
 Integral power criterion – maximum value of power
dissipated in a small volume (surface when we deal
with single layers of object) normalized by the total
power dissipated in the object (one layer).
The differential power criterion constructed as a simple dif-
ference between power dissipated in hottest and coldest spot
and used in [2] is not suitable in our case. It takes into ac-
count only two points out of many available in object’s
volume which does not fully describe power distribution in
complex two- or three-dimensional geometries.
The statistical criterion seems to be a better choice as all
the points (or cells) of the object give contribution to the
total value of the criterion. We have conducted some tests
of the criterion trying to confirm that it gives results, which
agree with intuition. The tests have shown that the criterion
cannot be used in our case despite the fact that it has been
successfully applied in [3, 4].
The third proposed criterion – the integral power criterion –
has been eventually chosen for further experiments. It has
been confirmed in tests that it can be treated as accurate de-
scription of the power distribution. What is also important
is that this criterion is completely based on physical con-
cepts and phenomena (e.g. power dissipated in a specified
region) that we want to measure. The criterion is defined
with the following formulae:
fp(v) = max
0
B
@
R
SA(x0;y0)
SAR(x; y)ds
R
S
SAR(x; y)ds
1
C
A
; (3)
fp(v) = max
0
B
B
@
R
SA(x0;y0)
 SAR(x; y)+2E
 
SAR(x; y)

ds
R
S
SAR(x; y)ds
1
C
C
A
;
(4)
where S is the area of the object’s cross-section (if whole
volume of the object is taken into account then the integral
is calculated over the volume), SA is the small fraction of
the whole area of the object’s cross-section, SAR is func-
tion describing the distribution of the specific absorption
rate (in reality it is discretized due to the nature of the ap-
plied simulation method) and E is the symbol of calculating
expected value.
It also has one important advantage – it allows taking into
consideration not only the value of power dissipated in cold
(or hot) spots but also the shape of the power distribu-
tion. A sharp peak in power over a small region is not
so important as a peak similar in value but spread over
a larger region. The tuning of the criterion means chang-
ing the SA area. If it is small in comparison to S then the
criterion is tuned to sharp peaks. By making the SA larger
we average the value of power peaks over greater area thus
making the influence of such peaks smaller.
There is also another advantage of the integral power cri-
terion. A typical goal of the optimization process is a uni-
form power distribution within the heated object. Yet from
a practical viewpoint, this is usually a secondary goal as it is
more important to assure that in the volume of the heated
object none of the regions will be heated too much (hot
spots elimination) or all the regions’ temperature will be
high enough (cold spots elimination) to kill pathogens. One
can easily modify the criterion for each case. The (3) crite-
rion is to be used in hot spot elimination while (4) should be
used to eliminate cold spots. The modification in (4) is sim-
ply turning the power distribution around its mean value.
Thus all the peaks become valleys and all the valleys (or
cold spots) are peaks which the optimization algorithm will
try to eliminate.
4. Results of simulation
Using the algorithm described in Section 2 together with
the integral power criterion presented in Section 3 two
numerical experiments have been conducted. The results
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show that taking into account the object rotation can change
the resulting dissipated power distribution in heated objects,
and consequently the optimum object design.
The experiments have been performed with a modified
domestic microwave oven model. On the shelf a sam-
ple object has been placed whose shape can be modified
with a single parameter. In order to maintain simplicity
of the experiments and keep the computation time reason-
ably short the object’s shape can be changed by rounding
its corners. The parameter is defined with the following
formula:
n =
rc
0:5a ; (5)
where rc is the radius of the curvature of the object’s
corners while a is the length of the object’s side (the as-
sumption is that the object is equilateral). One can easily
introduce other parameters (e.g. ratio of the object’s sides).
Two example objects of different shapes are presented
in Fig. 2.
Fig. 2. Two example objects: (a) n= 0:2; (b) n= 0:8.
The sample object used in the experiments has been made
of meat (material density is 1 g/cm3), its volume has been
300 cm3, its height – 20 mm. The experiment goal has
been to average dissipated power over 6 angles (angle
set 7 listed in Table 1) in the plane cutting the sample
object at the level of 2, 10 and 18 mm from its base. Then
the integral power criterion has been used to calculate the
uniformity of the distribution in each layer. The calculations
have been repeated for different shapes of the object (differ-
ent values of n parameter in Eq. (5)). The results are pre-
sented in Fig. 3 together with similar data obtained by cal-
culating the uniformity of power distribution for one angle
only (0Æ).
Clearly the object rotation contributes to higher heating
uniformity. It is also important that object rotation makes
the power distribution less sensitive to the shape of the
heated object. From Fig. 3 one can see that when the
object rotation has been taken into account, the shape
factor influences the uniformity to a much lesser extent
as compared to the case in which the rotation has not
been employed. Without rotation, we observe one local
minimum at n = 0:8 and a global minimum at n = 0:1.
Fig. 3. Comparison of the uniformity (integral power criterion)
of dissipated power distribution with (a) object rotation; (b)
without rotation.
With rotation, the local minimum disappears, and the
global one shifts to n = 0:2. This means that the opti-
mum design of a food package would be different in the
two cases.
5. Experimental validation of the
accuracy of simulation
The accuracy of the simulation software employed to
obtain the results described in the previous section has
been verified experimentally. The measurement equip-
ment recently acquired by the Institute of Radioelec-
tronics has been employed in the task and presented
in Fig. 4. It consists of a microwave oven (by Plazma-
tronika, www.plazmatronika.pl) with adjustable power level
controlled with a PC, and a signal conditioner with set of
eight thermometers (by Fiso Systems, www.fiso.com) that
can register temperature changes simultaneously.
A set of temperature measurements has been conducted.
A sample of bread 60(w) 60(d) 20(h) mm has been
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Fig. 4. Measurement system used in verification of the simulation results (a); placement of thermometers in sample (b).
Fig. 5. Data contained in the file describing the media: (a) depen-
dence of the relative electrical permittivity and conductivity [S/m]
on the temperature; (b) dependence of the temperature in a cell
on the enthalpy in this cell.
placed centrally on the oven turntable. The power level
has been set to 100 W and the heating lasted around
5 minutes. Temperature has been registered at 8 locations
shown in Fig. 4b, in the middle layer of the sample. Since
the main goal of the experiment has been to check the
accuracy of the software, we have performed the heat-
ing without sample rotation. It has made the computation
time much shorter as there has been no need for repeated
simulations of the oven with sample at various angular
positions.
After the measurements the computer model of the mi-
crowave oven has been prepared and a set of simula-
tion results obtained. An additional module – called BHM
(basic heating module) [9] – has been used that takes
into account the temperature-induced changes of the me-
dia parameters. The changes are based on the data stored
in an external file containing enthalpy and correspond-
ing media parameters: electrical permittivity, conductiv-
ity (losses) as well as temperature. The data stored in
the file used in the bread simulation have been presented
in Fig. 5.
The BHM module repetitively modifies the media param-
eters according to the dissipated power and data provided
in the file. The total heating time has to be divided into
smaller timesteps in order to accurately model the grad-
ual changes of the media parameters. The operations per-
formed in each step have been illustrated in Fig. 6. First,
the steady-state needs to be reached in order to calculate the
dissipated power envelope in the simulated circuit. Then
the lossy materials are being heated for the time equal to
the timestep length. After the heating has been done the
enthalpy is obtained and the media parameters are modi-
fied according to the file, and temperature in each cell is
changed.
The comparison of the experimentsal data and the simula-
tion results has been presented in Fig. 7a. The comparison
has been made in the hot spot which is just off the sample
center. The curves are close to each other with the biggest
discrepancy occuring at the beginning of heating process.
This can be ascribed to the inertia of the thermometer. The
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Fig. 6. Operation of the BHM module.
Fig. 7. (a) Comparison of the measurements and the simulation
data (in the hot spot); (b) comparison of simulation results (two
cases where media parameters where modified with two different
heating timesteps – 1 s and 5 s – and one case where media
parameters stayed unchanged).
simulation data have been obtained for a heating time step
set to 1 s. It has been checked that in this case bigger values
can lead to inaccurate data.
The inertia of the thermometers used in the measurements
has been checked experimentally. The thermometer has
been placed first in a glass filled with water of room tem-
perature (25ÆC) and then transferred to a glass filled with
much hotter water. The output has been registered and we
have shown it in Fig. 8. It seems that in case of water
the time for the temperature to rise to the correct level is
around 4 s. In case of water the contact resistance between
the thermometer and the medium is not high. With bread
the resistance is much higher so greater inertia can be ex-
pected.
Fig. 8. Response of the thermometer used in experiment (water).
The timestep of the heating is an important factor since
choosing too small values will lead to excessively long com-
putation time without any improvement in accuracy. Too
big timestep, though, is even more dangerous as it may
cause abrupt changes in temperature and, in turn, jumps
of the media parameter values which can bring instabili-
ties into the simulations. The data obtained for different
timestep values are presented in Fig. 7b. They have been
compared with the data obtained without any modification
of parameters.
6. Conclusion
We have presented an effective and simple approach to
modeling of problems with load rotation, which is an im-
portant issue in microwave power applications and has not
been previously addressed. It is a post-processing method
that is easy to implement with standard mathematical rou-
tines found in e.g. Matlab package. We have also consid-
ered a couple of examples proving that object rotation may
change the dissipated power distribution within the object,
and hence optimum geometry of the heating system. This
is important in design of microwave ovens and microwave-
able food packages. The experimental verification of the
simulation tool has been conducted and it has been shown
that the accuracy of the computations is high enough to
ensure a good agreement with measurements.
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Paper Theory of scattering
by an array of lossy dielectric,
ferrite and conducting cylinders
Michał Polewski and Jerzy Mazur
Abstract — Theory of scattering by lossy dielectric, ferrite
and/or conducting cylinders is investigated using a combina-
tion of an iterative scattering procedure and the orthogonal
expansion method. The addition theorems for vector cylindri-
cal harmonics, which transform harmonics from one coordi-
nate system to another, are presented.
Keywords — iterative scattering, waveguide junctions, conduct-
ing and dielectric cylinders.
1. Introduction
Considering the electromagnetic wave scattering from two-
dimensional arbitrary obstacles we can observe a two ar-
eas of active research. The first approach concerns open
problems – obstacles in free space, where the far scattered
field patterns can be investigated [1, 2], while the second –
closed problems – presents the frequency responses of de-
scribed structure in a rectangular waveguide [3, 4].
In the last decade, a recursive algorithm has been developed
for the scattering by arbitrarily shaped obstacles [1]. Elsher-
beni et al. [2] proposed an iterative solution for the scat-
tering by M different parallel circular cylinders. Recently,
Valero and Ferrando [4] presented the method, which seg-
ments the problem into regions that are characterized by
their generalized admittance matrices.
In this paper we apply modified iterative scattering pro-
cedure, which has been used for open problems [2] and
the orthogonal expansion method to describe an equivalent
scattered field by lossy dielectric, ferrite and/or conducting
cylinders on the surface of a separated interaction region,
which then can be used both for open and closed struc-
tures. The main advantage of this method is that we can
obtain a total scattered field from all cylinders and match
it with other incident fields to define scattering matrix of
investigating structure. This technique can be applied to an-
alyze a waveguide structures where incident fields are the
TEm0 mode and open structures to define the far scattered
field patterns for Ez-wave excitation.
2. Basic formulation
Consider harmonic Ez-wave excitation in global coordi-
nates as infinite series of Bessel functions of the first kind
with unknown coefficients an, where the electric field has
Fig. 1. Cylindrical obstacles in the interaction region excited by
Ez-wave.
a z component only with all vectors independent of z of the
cylindrical coordinates ( r , f , z):
Einc(0)z =
¥
å
n= ¥
anJn(k0 r )e
jn f
; (1)
where k0 is the wave number in free space.
Now we assume that field (1) excites all of the M homoge-
neous, lossy dielectric, ferrite or perfectly conducting cylin-
ders (see Fig. 1) and has to be defined in their local coor-
dinates. For the ith cylinder using an addition theorem for
Bessel functions [5] we have
Einc(0)
zi =
¥
å
n= ¥
an
¥
å
m= ¥
Jm(k0ri)e
jmf i Jm n(k0dio)e
j(n m)f io
;
(2)
where dio, f io are defined in Fig. 2.
In response to our excitation, a zero order scattered field is
created from each of M cylinders by forcing the tangential
components of both the electric and magnetic fields, on the
surface of each cylinder, to be continuous:
Einc(0)
zi (ri; f i)+E
s(0)
zi (ri; f i) = E
d(0)
zi (ri; f i); (3)
Hinc(0)
f i (ri; f i)+H
s(0)
f i (ri; f i) = H
d(0)
f i (ri; f i); (4)
where ri is the radius of the ith cylinder.
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Fig. 2. Notation used for a change of coordinate system for
Bessel functions.
The scattered electric field component for the ith cylinder
can be expressed as
Es(0)
zi ( r i; f i) =
¥
å
n=  ¥
c0inH
(2)
n (k0 r i)e
jn f i (5)
while transmitted field component inside the dielectric ma-
terial of the ith cylinder is given by
Ed(0)
zi (r i; f i) =
¥
å
n=  ¥
b0inJn(ki r i)e
jn f i
; (6)
where c0in and b0in are the unknown coefficients, Jn(ki r i),
H(2)n (k0 r i) denotes Bessel and Hankel functions, respec-
tively and ki = w
p
e f (i) m e f f (i), m e f f (i) = ( m
2
i   m
2
a(i))= m i,
denotes the effective ferrite permeability where m i, m a(i)
are tensor elements. The corresponding magnetic field
along f direction can be established from
H
f
= 
1
j w m 0 m e f f (i)

¶ Ez
¶ r
+ j
m
a(i)
m i r
¶ Ez
¶ f

: (7)
Applying (2) into Eqs. (3) and (4) and orthogonalizing
by e  jmf i , the solution is obtained from the point of view
of the unknown coefficients c0in of the ith cylinder
[c0i ] = [Gi]  [Tio]  [a]; (8)
where [Gi] is shown in (8a) at the top of the following page.
Here the prime symbol denotes the derivative with re-
spect to argument. For dielectric structures we assume that
m
a(i) = 0 and m e f f (i) = m i = 1. Transformation of Bessel
functions from global coordinates to the local coordinates
of the ith cylinder is expressed by matrix
[Tio] =
h
Jm n(k0dio)e
j(n m)f io
i
¥
m;n= ¥
(9)
and m, n are rows and columns indexes respectively,
while [a] defines a vector
[a] =

: : : a
 m : : : a0 a1 : : : am : : :
T
: (10)
In the next interaction, we use scattered fields from M 1
cylinders from the previous interaction as a new incident
field on the ith remaining cylinder
Einc(1)
zi = E0
M
å
j=1
j 6=i
¥
å
n= ¥
c0jnH
(2)
n (k0 r j)e
jn f j
: (11)
To transfer the scattered fields from M 1 cylinders to the
local coordinate of the ith cylinder the Graf’s addition the-
orem for Bessel functions is used [5] (see Eq. (12) at the
top of the following page).
In response to our new excitation, the first order (p = 1)
scattered and transmitted field is created from each of
M cylinders like in Eqs. (5) and (6) but with new unknown
coefficients c1in and b1in. Using Eqs. (3) and (4) with the
first order fields the following solution is obtained:

c1i

=

Gi

M
å
j=1
j 6=i

T Hi j



c0j

; (13)
where

T Hi j

=

H(2)
m n
(k0di j)e
j(n m)f i j¥
m;n= ¥
and m, n are
rows and columns indexes, respectively. The matrix

T Hi j

provides transformation of Hankel functions of the second
kind located in the coordinates of the jth cylinder to the
ones located in the coordinates of the ith cylinder.
This approach gives us a next order scattered field and re-
peated for each individual cylinder leads us to an iterative
scattering procedure where the coefficients of the pth in-
teraction depend only on the coefficients of the (p  1)th
interaction

Cp

=

T i j



Cp 1

 [a]; (14)
where

Cp

=
2
6
6
6
6
4

cp1



cpi



cpM

3
7
7
7
7
5
;

Ti j

=
2
6
6
6
6
4
[0]  [T1; j]  [T1;M]
 [0]   
[Tj;1]    [Tj;M]
  [Ti; j] [0] 
[TM;1]  [TM; j ]  [0]
3
7
7
7
7
5
for p = 2; 3; : : : and

cpi

, [0],

Ti; j

are square sub-matrices
where
[Ti; j] =

Gi



T Hi j

: (15)
Iterative procedure gives us the scattered field from the ith
cylinder in its local coordinates as follows

ESzi

=

H ri



Ci

 [a] ; (16)
where

Ci

=
N
å
p=0

cpi

,

H ri

= diag
 
H(2)m (k0 r i)e jmf i

¥
m=  ¥
and N is the number of interactions.
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[Gi] = diag
0
B
B
@
k0Jm(kiri)J0m(k0ri)  Jm(k0ri)

ki
m
e f f (i)
J0m(kiri) m
m
a(i)
m
e f f (i) m iri
Jm(kiri)

H(2)m (kori)

ki
m
e f f (i)
J0m(kiri) m
m
a(i)
m
e f f (i) m iri
Jm(kiri)

  k0Jm(kiri)H(2)m
0
(k0ri)
1
C
C
A
¥
m=  ¥
: (8a)
H(2)n (k0 r j)e
jn f j
=
8
>
<
>
:
¥
å
m=  ¥
H(2)
m n
(k0di j)e
j(n m)f i j Jm(k0 r i)e jmf i for di j  r i
¥
å
m=  ¥
Jm n(k0di j)e
j(n m)f i j H(2)m (k0 r i)e jmf i for di j < r i
9
>
=
>
;
: (12)
Using transformation (12) for di j < r o the scattered field
from each cylinder is transferred to global coordinate sys-
tem. Therefore the scattered electric field from the ith cylin-
der on the surface of the interaction region (see Fig. 2) is
given as

ESGzi

=

HRi



T Goi

 [Ci]  [a] ; (17)
where

HRi

= diag

H(2)m (k0R)e jmf

¥
m=  ¥

T Goi

=
h
Jm n(k0doi)e j(n m)f oi
i
¥
m;n= ¥
and m, n are rows and columns indexes, respectively.
Writing (17) for electric and magnetic field for each of
M cylinders we obtain the following matrix equations:

ESGz

=

HR



T G

 [C]  [a] ; (18)

HSG
f

=
1
j w m 0

H 0R



T G

 [C]  [a] ; (19)
where

ESGz

=
h

ESGz1

: :

ESGzi

: :

ESGzM

iT
;

HSG
f

=
h

HSG
f 1

: :

HSG
f i

: :

HSG
f M

iT
;
and

HR

=
2
6
6
6
6
4
[HR1 ] : [0] : [0]
: : : : :
[0] : [HRi ] : [0]
: : : : :
[0] : [0] : [HRM]
3
7
7
7
7
5
;

T G

=
2
6
6
6
6
4
[T Go1] : [0] : [0]
: : : : :
[0] : [T Goi ] : [0]
: : : : :
[0] : [0] : [T GoM]
3
7
7
7
7
5
;

C

=
2
6
6
6
6
4

C1



Ci



CM

3
7
7
7
7
5
:
Matrices

HRi

,

T Goi

,

Ci

and [0] are square sub-matrices.
The total scattered electric and magnetic field from all
cylinders, can be easy obtained from

ESGTz

= [I] 

ESGz

; (20)

HSGT
f

= [I] 

HSG
f

; (21)
where matrix [I] consists of diagonal sub-matrices [Ii] =
= diag
 
1

¥
m= ¥
as shown [I] =

[I1] : : : [Ii] : : : [IM]

.
Now the total field on the surface of the interaction region
can be defined as

ETz

=

Einc(0)z

+

ESGTz

; (22)

HT
f

=

Hinc(0)
f

+

HSGT
f

; (23)
where

Einc(0)z

and

Hinc(0)
f

are diagonal matrices based
on (1). To eliminate unknown coefficients (10), a relation
between electric and magnetic field on the surface of the
interaction region is defined:

ETz

= [Z] 

HT
f

: (24)
Hence, the matrix [Z] is given as
[Z] =


Einc(0)z

+

ESGTz





Hinc(0)
f

+

HSGT
f


 1
:
(25)
The formulation of the problem in form of [Z] allows to
consider both waveguide and open problems assuming the
proper excitations.
3. Conclusions
The analysis for scattering by an array of lossy dielectric,
ferrite and/or conducting cylinders has been developed us-
ing a combination of modified iterative scattering proce-
dure and the orthogonal expansion method. This approach
is convenient for investigations of the open and waveguide
problems.
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