We consider a set valued function T:K->2 from a domain K into itself. We look for conditions under which the graph of T (the «th iterate of T) will be equal to K x K for some integer n . When the graph of T is convex a sufficient (though not necessary) condition is that neither T(x) nor T~ (x) are contained in the boundary of K whenever x is there. We show that a necessary and sufficient condition is that there are neither forward nor backward trajectories which remain in the boundary for all times. In the introduction, we remark on the significance of this problem for the study of infinite-horizon control systems.
We consider a set valued function T:K->2 from a domain K into itself. We look for conditions under which the graph of T (the «th iterate of T) will be equal to K x K for some integer n . When the graph of T is convex a sufficient (though not necessary) condition is that neither T(x) nor T~ (x) are contained in the boundary of K whenever x is there. We show that a necessary and sufficient condition is that there are neither forward nor backward trajectories which remain in the boundary for all times. In the introduction, we remark on the significance of this problem for the study of infinite-horizon control systems.
INTRODUCTION
We consider a convex and compact set K c Rm which has a nonempty is interior, and a set valued function T: K -» 2 defined on the domain K with values in the class of subsets of K. The graph of T, namely the set (1.1) D = {(x,y)eKxK:yeT(x)}, is assumed to be a convex and compact subset of Rm x Rm . Moreover, we assume that the projection on the second coordinate DY = {y:3xeK, yeT(x)}, which we call the range of T, is equal to K. In this sense, T is a mapping from K onto K. We consider iterates T , n > 0, of T which are defined as follows. For every set A c K we define T(A)= IjT(x). x€A We then define í r(0)(x) = {x} \fxeK, (12) { I T[n+X)(x) = T(T{n)(x)) \fx e K and Vzz > 0.
Let Dn , n > 1 , be the graph of T . We then ask the following question: Is there an integer n > 1 such that the graph of T has a square shape, that is, such that Dn = K x K ?
The above system may be interpreted in terms of discrete time control systems. Let K be the state space of the control system and let T(x) be the states in K to which the system can be steered in a unit time interval if it is at the state x initially. Then the graph Dn is composed of all the pairs (x, y) such that the system can be steered from x to y in zz units of time. The question raised above is whether there exists an integer zz such that every state x can be steered to every state y in n units of time.
The property that some Dn has a square shape is important for the study of optimal control on infinite time intervals. (For details see Leizarowitz [3] .) Thus the results of this paper can be applied to the study of various control systems, such as those considered e.g. in Leizarowitz [4] (for deterministic control systems) or Borkar [2] (for stochastic control problems).
Let the set valued function T~ be defined by
We then define T " , n > 1 , as the zzth iterate of T~ . We will prove that there exists a square shaped graph Dn for some zz > 1 provided that it is not the case that some boundary point can be steered only to boundary points, by either 7 or 7" . This sufficient condition is not necessary, as will be shown by a counterexample.
However, a necessary and sufficient condition is that there is no point x e dK such that either T (x) c dK or T(~n)(x) C dK holds for all zz > 0 (where dK is the boundary of K). This is our main result and appears as Theorem 3.3. Clearly the aforementioned sufficient condition is a corollary of this result. The sufficient condition is proved in the next section and the necessary and sufficient one is established in §3.
The sufficient condition
For the proof of the main result we will need the following lemma.
Lemma 2.1. Assume that the following holds:
(2.1) T(x)£dK and T~\x)£dK for every x e dK.
Then D has nonempty interior and there exists an xQ e K such that xQ e int T(xQ) (where intA denotes the set of interior points of a set A c 7?'").
Proof. The set valued mapping x -* T(x) is continuous, hence by the Kakutani's fixed point theorem (see Aubin and Cellina [1, p. 85]), there exists a point y e K such that y e T(y). We may assume, without loss of generality, that (0, 0) e D (since we may translate the point y to the origin in Rm and consider the set K -y instead of K). If D has an empty interior, then there are points p, q e Rm , \p\ + \q\ > 0, such that p • x -q ■ y = 0 for every (x, y) e D. Thus, if y e T(x), then q • y = p • x . Let a = max{p ■ x : x e K} , ß = max{í7 ■ y : y e K} , and let x and y be such that x, ye K and a = p -x and ß = q -y . Then for y e T(x), we have a-p-x = q-y<ß, and if x is such that y e T(x), then a > p ■ x = q -y = ß . Hence a = ß . The maximal common value a can be attained by x -► p • x and y -* q • y at boundary points of K only, since both p and q are nonzero. Therefore, x e dK and T(x) c dK, which contradicts (2.1) and establishes the claim that D has a nonempty interior.
Let Z be the following subspace of Rm x Rm :
Then the set F = D n 1 of fixed points of T is convex, compact, and nonempty since (y, y) e F (where y is the fixed point guaranteed in the beginning of the proof). The second assertion of the lemma will follow once we have found an x0 such that (x0, x0) eintD. But if the set F is contained in the boundary of the convex set D, then by a separation theorem (see Rockafellar [5, Theorem 11.2, p. 96]), there exists a 2m -1 dimensional subspace È which contains Z, and such that D is on one side of £ (namely D is contained in one of the closed half spaces which are determined by X). There are points X, n e Rm such that £ = {(x , y) e R'" x Rm : X ■ x + n ■ y = 0} , and since D is on one side of £, we have (x,y)eD=>X-x + r]-y>0.
Since £ is contained in t,, it follows that X-x + n ■ x = 0 for every x e Rm ;
hence n --X, so that the subspace £ is given by {(x,y):X-(x-y) = 0}, (where X / 0). Therefore X • (x -y) > 0 for every x e K and y e T(x). We now choose x e dK such that X ■ x = minxeA: X ■ x and denote X • x by y. Then, we claim we must have T(x_) c dK, because if y e T(x), then X-y < X-x = y , while the minimal value of y can be achieved only at boundary points of K . But T(x) c dK contradicts (2.1), which concludes the proof of the lemma. D
We consider a point x0 such that x0 e int T(x0) and define a sequence {Q"}™=o of convex and compact subsets of K by (2.2) ( Öo = {X°} I Qn+l = T(Qn) forzz>0. 3) .) Since the range of T is K, there is a y e K such that x e T(y). It follows from (2.1) that we can choose y eintK. Also, (2.4) implies that y £ Q. Let lx and / be the straight line segments which connect x0 with x and y respectively, and let x and y be the points where these lines meet the boundary dQ of Q. (Thus x is between x0 and x, and y is between x0 and y .) We then have y -ax0 + (1 -a)y for some 0 < a < 1 and T(y') = T(ax0 + ( 1 -a)y) D aT(xQ) + ( 1 -a)T(y), which implies that (2.5) ax0 + (l -a)xeT(y').
We can write x = ßx0 + (1 -ß)x for some 0 < ß < 1 . If we have (2.6) a<ß, then it follows from (2.5) that T(y') contains points outside Q, which contradicts (2.4). (Here we have denoted by Q the closure of Q in K.) Thus, we have to show that (2.6) indeed holds for a certain choice of x e dK\Q. For every z e dK, let z be the unique point in dQ that lies on the straight line segment connecting x0 and z . We write z -/?x0 + (l -ß)z and consider the function z -* ß(z). It is continuous on dK and we claim that it is not identically zero. Indeed if x e dK\Q then there is y e intK such that x € T(y), hence y $ Q. Let y e dK be on the line segment which connects x0 and y and such that y is between x0 and y. Then ß(y) > 0.
We now return to the construction at the beginning of the proof and choose a point x e dK which maximizes /?(•) on dK :
for all zedK.
We have y eintK and we choose y e dK as above (namely x0, y, and y are colinear and y is between x0 and y). We then have ß > ß(y) > a with the inequality ß(y) > a being strict since y e intK. To prove this, let x eintK. If x = x0 , then x e int Qx (by the choice of x0). If x 7¿ x0, then we consider x£ = x0 + (1 + e)(x -x0) and, for small values of e > 0, we have xe e intK. But then, x£ e Qn for some zz > 1 ; hence x e intQ" for this n , which proves (2.7).
Let q>: dK -► Rx be defined by <p(x) = max{dist(y, dK):ye T~x(x)}.
It follows from the continuity of T~x that tp(-) is continuous on dK. Moreover, it follows from (2.1) that <p(x) > 0 for every x e dK . Let a = min{<p(x) : x e dK} .
Then a > 0 and for every x e dK there is y e intK such that dist(y, dK) > a . We consider the set KQ = {xeK: dist(x, dK) > a} which is compact and is contained in intK. By Notice that the condition DY = K is necessary in order for Dn = K x K to hold for some zz > 1 . Theorem 2.4. Assume that (2.1) holds and that Dy = K. Then there is an integer n such that Dn = KxK.
That is, for every x, y e K , we have
Proof. It follows from Proposition 2.3 that there exists an integer p > 0 such that Tip)(x0) = K. We consider the set valued mapping T~ and observe that it satisfies the conditions of Proposition 2.3. We thus conclude that there is an integer q > 0 such that T{~q)(x0) = K ; namely, for every x e K we have x0 e T{q)(x). But then (2.8) holds for every x, y e K with zz = p + q , which concludes the proof of the theorem. G The following is our main result, in which we strengthen the sufficiency part of Proposition 3.2 by replacing condition (ii) with (iii) For every x e dK, there exist integers k,p > 0 such that T( '(x) <£ dK, and T(~p)(x) £dK. Theorem 3.3. Let T be a set valued function from K into itself such that the graph D of T is convex and compact. Then there exists a finite iterate T , n > 1 of T, whose graph Dn satisfies (3.1) if and only if T is onto and no boundary point x e dK has the property that either its entire trajectory {T (x)}™=0 or its entire backwards trajectory {T(~ "'(x)}^0 lies in dK.
Proof. The necessity part is clear. To prove the sufficiency part, we first show that for some integer, p0, T ° (x) çt dK whenever x e dK. If this claim were false, then there would be an x e dK such that T (x ) c dK for every p > 1 . Hence we claim that (3.3) TU)(xp)cdK for all 1 < / < zj .
Indeed, if (3.3) were false, then for some I < i < p we would have y e T(l)(xp) and y eintK . But then T(y) t¿ dK , since T(y) C dK would imply, by the convexity of D, that T(x) c dK for every x e dK, which yields a contradiction to (iii). Therefore, r(,+ (x ) <¡L dK. We can now repeat the argument to conclude that T{p)(xp) <£ dK that contradicts the choice of xp . The sequence {x }°°=x in âK contains a convergent subsequence {xp }°1, such that xpj -*y as j -► oo for some y e <97C. It follows from ( This, however, contradicts (iii) and concludes the proof of the assertion that for some p0 > 1 we have r(Po)(x) <jL dK for all x e dK. It follows from the argument above that (3.5) T{p)(x) £ dK for every p > pQ and all xedK.
Since the set valued function T~ also satisfies the conditions of the theorem, it follows that, analogous to (3.5), there exists an integer px such that (3.6) T(~p)(x)<tdK for every p >px and all xedK.
For p = max{p0, px} the conditions of Proposition 3.2 are satisfied and the conclusion (3.1) follows. Thus the proof of the theorem is complete. □
