Abstract. In this paper, we study the deformation of the n-dimensional strictly convex hypersurface in R n+1 whose speed at a point on the hypersurface is proportional to α-power of positive part of Gauss Curvature. For 1 n < α ≤ 1, we prove that there exist the strictly convex smooth solutions if the initial surface is strictly convex and smooth and the solution hypersurfaces converge to a point. We also show the asymptotic behavior of the rescaled hypersurfaces, in other words, the rescaled manifold converges to a strictly convex smooth manifold. Moreover, there exists a subsequence whose the limit satisfies a certain equation.
Introduction
This paper concerns with the regularity of the α-Gauss Curvature flow, describing the deformation of a n-dimensional compact strictly convex body Σ in R n+1 which is subject to wear under impact from any random angle. An example can be a stone on a beach impacted by the sea, where the chance of impact at any point on the surface Σ is in proportion to the α-Gauss Curvature K α . Let X(·, ·) : Σ×[0, T) → R n+1 be an embedding and set Σ t = X (Σ, t) .Then the surface evolves by the following flow:
X(x, 0) = X 0 (x) (1.1)
where ν denotes the unit outward normal to Σ t and α > 0.
1.1. Let (0, T * ] be the maximal interval in which vol(Σ t ) is nonzero. Then there are the known results for the case of α = 1 in the flow following (1.1). If the initial surface in R 3 is the smooth and strictly convex and has the central symmetry, then the solution Σ t converges to a point with a spherical shape [F] . Also Tso, [T] , showed the existence and regularity of the solution when the initial hypersurface embedded in R n+1 is the the smooth and strictly convex. In the other words, the solution Σ t preserves the smoothness and the convexity for the time interval (0, T * ]. For a smooth, compact, and strictly convex initial surface in R 3 , the solution surface Σ t converges to a point and the rescaled solution surfaceΣ t approaches the round sphere with the normalized volume and for a non-smooth initial surface, the viscosity solution has C 1,1 regularity for time interval (0, T * ) and C ∞ regularity for 1 t ≥ t 0 where t 0 depends on the volume and diameter of the initial surface Σ 0 [A1] . For α = 1 n+2 , the solution, Σ t , is known as an affine normal flows. There exists a unique, smooth, convex solution such that the hypersurface Σ t converges to a point and the rescaled solution converges to an ellipsoid when the initial hypersurface is a compact, smooth, and strictly convex [A5] . And for 1 n+2 < α ≤ 1 n or 0 < α ≤ 1 n under the assumption that the isoperimetric ratios are bounded, there exist a smooth, strictly convex solution converging to a point and a rescaled solution satisfying the certain equation [A2] . In addition, for α = 1 n , the rescaled solution converges to a sphere and this holds for α ≥ 1 n when the initial hypersurface is very close to a sphere [C1] .
1.2. Main Theorem. Let us denote the rescaled Σ and a support function S byΣ andS respectively so that the volume enscribed becomes normalized. We state the main theorem. for some constant 0 < M < ∞.
1.3. Outline. Each sections in this paper will be organized as follow. In this section, we have introduced the known results for Gauss Curvature flow and our main theorem. In section 2, we also state the definitions of metric, second fundamental form and some curvatures, and their evolution equations. In addition, we obtain the evolution equations for the standard metric on sphere by introducing the support function. In section 3, we prove the hypersufaces preserve the strict convexity and also we get the uniform upper bounds of gauss curvature K and the eigenvalues of the reverse second fundamental form. Then using these bounds we can get the uniform bound of curvatures of hypersurface Σ. This is proved in Section 5.2. Integral quantity plays the trigger role in getting the asymptotic behavior of hypersurface and C 1,1 -regularity of the rescaled solution and the curvature bounds of the rescaled hypersurface will be introduced in section 4. In [T] and [C1] , the authors showed that there exists the finite time T * such that the solution Σ t converges to a point as t approaches to T * . Through the final section, we shall discuss the existence of solutions and give the proof for the remaining part of Theorem 1.1. Throughout the whole section, we consider the case of 1 n < α ≤ 1 if there is no specific assumption for α. We will also assume that Σ t is smooth whenever we prove a priori-estimates.
2. Evolution of the metric and curvature 2.1. Let {x 1 , · · · , x n } be the local coordinates of Σ t and ν be the outward unit normal vector to Σ t . Then the induced metric and second fundamental form are defined by
Also the Weingarten map
where (g ij ) denotes the inverse matrix of (g ij ), and then
n where λ 1 , · · · , λ n are the eigenvalues of the Weingarten map at p.
The evolutions of the metric, second fundamental form, and curvature are following. Throughout this paper, the symbol will be used in place of the operator
For the detailed proof, the readers can refer to Chapter 2, [Z] .
Lemma 2.1. Let Σ 0 be strictly convex and Σ t = X(Σ, t) be smooth. For the α-Gauss curvature flow, we have
The support function S(z, t) of the strictly convex surface is given as
Then X(z) can be written as X(z) = S(z)z +∇S(z) from the facts which are the definition of the support function (2.1) and ∇ i S(z) = X(z), ∇ i z for the connection of the standard metric g on S n . And we have (2.2) ∂z ∂x i = h ik g kl ∂X ∂x l from the relationship between the tangent vector and the normal vector and the definition of the second fundamental form. In addition,
where g ij are the metric on S n , which this can obtain by taking covariant derivatives for (2.1), [Z] .
Now we have the following relationships and the evolution equations (see Chapter 3 of [Z] to understand the proof in detail).
Lemma 2.2. Let Σ 0 be strictly convex and X(ν −1 (z), t) be smooth, where z ∈ S n . For the α-Gauss curvature flow, we have
The following Lemma gives us the evolution equations of the support function, second fundamental form, and curvatures for the standard metric g ij on S n . Lemma 2.3. Let Σ 0 be strictly convex and X(ν −1 (z), t) be smooth, where z ∈ S n . For the α-Gauss curvature flow, we have
Taking the time derivative to (2.1) gives us
and then (i) comes from (1.1). Also we can obtain (ii) and (iv) by the definitions of h ij and |A| 2 , respectively. We know that
by (ii). From the evolution equation of the second fundamental form, we get the evolution equation of K:
which implies (vi). Also (vii) is obtained directly from the definition of K.
In addition, S satisfies, as in [T] ,
which comes from Lemma 2.2 (iii) and Lemma 2.3 (i).
Curvature Estimate
We define the width, the inner radius and the outer radius of the convex hypersurface as follows:
• the inner radius r in = sup{r : B r (y) is enclosed by X for some y ∈ R n+1 } • the outer radius r out = inf{r : B r (y) encloses X for some y ∈ R n+1 } Now we shall show the strict convexity of Σ t will be preserved under the flow. K(x, t) and assume that the minimum is achieved at X = X (x, t) . Then, at X, we have
t) is also strictly convex for t > 0 as long as it is smooth. And we have
and then we get
By the maximum principle, we can get Z(t) ≥ Z(0) > 0 which gives the positive lower bound of K for t > 0, and then the strict convexity of Σ t .
We have the following lemma (cf. [A2] ). We shall use the idea of Lamma 3.5 in [Z] .
Lemma 3.2.
Let Σ 0 be convex, Σ t = X(S n , t) be smooth, and α > 0. Also let us consider the sphere with radius r in (T * − δ) and center at the origin contained in Σ T * −δ and set
where δ is any positive constant satisfying δ < T * . Then there is a constant C > 0 such that
, where S is support function. Here
Let us assume that ϕ has its maximum at (z 0 , t 0 ) for t 0 ≤ T * − δ. Then, at (z 0 , t 0 ), we get
we also have
From Lemma 2.2, we can derive
Now we consider the eigenvalues of the reverse second fundamental form.
Lemma 3.3.
Let Σ 0 be strictly convex, Σ t = X(Σ, t) be smooth, and
for t > 0 as long as it is smooth.
Proof. First we have the evolution equation for H :
and we also have the Codazzi identity and symmetry of h ij . Then at the maximum point we get
and H ≥ n(K) 1/n ≥ c 0 > 0 for some positive constant c 0 . On the other hand, we have a contradiction if H > nα − 1 αK 1/n at the maximum point. Hence
Then the result follows.
Integral Quantities and Asymptotic Behavior of Hypersurface
We shall define the volume V(t) and the area A(t) enclosed by convex surface Σ as follows:
• the volume function
Lemma 4.1. For the strictly convex and smooth solution Σ t = X(S n , t) of α-Gauss curvature flow (1.1), we have
Proof. First observe that from Lemma 2.2 and Lemma 2.3, we have
Now let us consider the rescaled solution
and also assume that the normalized volumeṼ(τ) = 1 n + 1 S nS K dσ S n = 1 where
. For the rescaled solution, we have the rescaled metric, second fundamental form, and curvatures as follows:
Then we obtain the following Corollary. 
whereK is the gauss curvature andν is the unit outward normal ofΣ τ .
Proof. Lemma 4.1 implies
, we get the result
Now we introduce some integral quantity to observe the asymptotic behavior of the rescaled hypersurfaceΣ.
Lemma 4.3. Let us define the integral quantityĨ as follows:
for α > 0 and α 1
Then it satisfies
Moreover, the equality holds if and only ifK α = CS a.e. for some positive constant C.
Proof. Case 1. Let us assume that 0 < α < 1. By the definition of the rescaled support functionS and (4.2), we know that
Since multiplying both sides of the equation (4.5) byS −β where β is expected to be chosen later implies
from the derivation ofĨ(τ) with respect to τ, we have
Sinceη(τ) is a positive, (4.6) is non-positive if
which implies non-positivity of the evolution equation ofĨ(τ). Hence it will suffice to show that the inequality above (4.7) holds. First, notice that we have
We also have
(4.10)
Now from (4.8) and (4.10), we get
and then
since the normalized volumeṼ(τ) = 1 n + 1 S nS K dσ S n = 1. After all, the last inequality (4.11) completes the proof of the desired result.
Case 2. Assume α = 1. SinceS satisfies the equationS τ =K |S n | + 1 n+1S where |S n | means the volume of S n ,
Then, we know that
from Hölder inequality andṼ(τ) = 1. And this implies (4.12) directly. In addition, the equality in (4.4) holds if and only if the equalities hold in (4.9) and (4.13), which implies the equationK α = CS a.e. for some positive constant C.
We can observe thatĨ is bounded below from [F] for α = 1 andĨ ≥ 0 for α 0. Previous Lemma 4.3 for the evolution equation ofĨ gives us the following convergence. Proof. Let usS 1 (z) andS 2 (z) be the support functions ofΣ 1 andΣ 2 , respectively. We know that ifΣ 1 ⊂Σ 2 , thenS 1 (z) ≤S 2 (z). Then by definition ofĨ, we havẽ
Now we shall show thatΣ(τ) has a finite width.
Lemma 4.6. Let us consider an ellipsoid E(τ) such that r min (τ) = a half of minor axis and r max (τ) = a half of major axis. Assume that E(τ) has the fixed volume V(τ). If r max (τ) goes to infinite, thenĨ(τ) is also infinite.
Proof. Set r 1 · · · r n+1 = C where C is some positive constant. The equation for ellipsoid is g :
where r 1 = r min , r n+1 = r max and r 1 ≤ r 2 ≤ · · · ≤ r n+1 . Then an ellipsoid can be parameterized by:
where q = (q 1 , · · · , q n+1 ) ∈ S n . We also can obtain a normal vector N = 1 2 ∇g =
, a unit normal vector ν = N N , and the support functionS =X ·ν = 1 N . Now we have
, and then
and we also havẽ
We consider the following case in general: there is 1 ≤ k ≤ n + 1 such that r n+1 ≥ · · · ≥ r k ≫ r k+1 ≥ · · · ≥ r 1 with r 1 · · · r n+1 = C, where C is some positive constant. Then we have We define the width of the convex surface by the functionw(z) =S(z) +S(−z) for z ∈ S n and letw max = max z∈S nw(z) andw min = min z∈S nw(z). Similarly, set S max = max z∈S nS(z) andS min = min z∈S nS(z). Then we have the following. Proof. We know that there exists an unique ellipsoid E n of maximal volume enclosed by the given convex bodyΣ by Thorem 4.7. Thus we can set upΣ between two ellipsoids by using an affine transformation, in other words,
Then if the maximum radius of ellipsoid E n is infinite, the monotone quantityĨ for E n is also infinite by Lemma 4.6. This fact and Lemma 4.5 give usΣ doesn't have the finite monotone quantityĨ. It is a contradiction to Corollary 4.4. Then this implies the desired conclusion for the rescaled hypersurfaceΣ with the normalized volume. Proof. From Corollary 4.8, we getS max ≤C for some positive constantC, which impliesS min ≥c > 0 for some constantc sinceṼ(τ) = 1.
Lemma 4.10.
IfΣ 0 is strictly convex, then there is a constant C > 0 such that
Proof. From the evolution equation of K α , we have 
at P 0 , which gives us the following 0 ≤ (nα + 1) − αρ 0H + 1.
When we follow the same line of the last argument in Lemma 3.2, we can get
Lemma 4.11. There is a uniform constant 0 < Λ < ∞ such that
Proof.
≤S ≤ Λ 1 comes from Corollary 4.9 for some Λ 1 > 0.
(ii) From Lemma 4.10, we can derive thatη(τ) ≥ 1 Λ l for some positive constant
, where |S n | is the volume of S n and C is the upper bound ofK α . In addition, by Hölder inequality andṼ = 1, we havẽ
for some positive constant Λ u . Then we get
(iii) Let us consider the evolution of S = µS for µ > 0. Let K and H be Gauss curvature and Mean curvature of the hypersurface given by a support function
. Then we assume that the interior minimum of Z(τ) is achieved atP 0 = (z 0 , τ 0 ). From the evolution equation of Z(τ), we have, atP 0 ,
at the interior minimum point since nZ 
Now we shall derive C 1,1 -estimate for the solution of (4.16) as in [GH] and [GS] .
Lemma 4.12. Suppose thatS ∈ C 4 is a solution of the equation (4.16). Then we have
where C is a positive constant depending onS and the first derivative ofS in time and space.
where µ and ρ are positive constants. If the maximum of v achieved at the initial time, we have done. So we assume that v has its space-time maximum at some interior point P 0 = (z 0 , τ 0 ) and for some unit vector ζ. We can assume ζ = (1, 0, . . . , 0) by choosing an orthonormal frame about z 0 and the matrix {∇ i ∇ jS (z 0 )} is diagonal. Then
Let L be the linearized operator at P 0
where M is a positive definite matrix,
which also attains its maximum at P 0 , so∇w(P 0 ) = 0, ∇ i ∇ j w(P 0 ) ≤ 0, and w τ (P 0 ) ≥ 0. Since ∇ i ∇ jS +Sδ ij > 0 from the strictly convexity ofΣ, (F ij 
From now on, we will use the notation ∇ ij in place of ∇ i ∇ j for convenience.
We have that at P 0
In addition, we get 18) and (4.19) at the point P 0 . Then
(4.20)
, after differentiating and then some calculating, we have
Once again the differentiation implies
We use the properties of covariant derivatives:
After using the formulas (4.21)-(4.24) and the following properties
2 and several computations, (4.20) will be simplified by
(4.25)
In addition, since
from (4.23) and (4.17), we have
(4.27)
at P 0 . We obtained the lower and upper bounds ofS on [0, ∞) in Lemma 4.11 and |∇ iS | also is bounded for i = 1, · · · , n sinceΣ is a strictly convex. In addition, since 1 n+1S −S τ has the positive lower bound from Lemma 4.11, choosing µ and ρ implies that
where A is a positive constant and B and C 1 are some constants, give us the desired result. Corollary 4.14. All curvatures on the rescaled hypersufaceΣ are bounded above and below by the uniform constants. In other words there exists some constant 0 < M < ∞ such that
5. Existence of Solutions and Proof of Main Theorem 5.1. Short time existence. Let us assume that Σ t is smooth. Then we get the uniform C 1,1 estimates of the coefficient of our equation (2.4) and this equation becomes uniformly parabolic. Thus the regularity theory of uniform parabolic equations and the application of implicit function theorem give us the short time existence as in [Li] .
Long time existence. Let λ i be the eigenvalues of (h i j
). We know that λ i is positive by the strictly convexity. Also we have K = λ 1 · · · λ n ≤ C 1 and H = 1 λ 1 + · · · + 1 λ n ≤ C 2 from Lemma 3.2 and Lemma 3.3, where λ 1 ≤ λ 2 ≤ · · · ≤ λ n and C 1 and C 2 are some positive constants. These give us, for each i = 1, · · · , n,
≤ C 2 and also
which imply there are 0 < λ ≤ Λ < ∞ satisfying
Then we know that the support function S(z, t) satisfies a uniformly parabolic equation in Σ t . Hence S(z, t) is C 2,γ and then C ∞ in Σ t through the standard bootstrap argument using the Schauder theory. If there is a 0 < T 1 < T * such that Σ t is smooth on [0, T 1 ) but it is not smooth after T 1 . The uniform C 2,γ -estimate for S(z, t) implies Σ T 1 is C 2,γ and then we have the smooth solution Σ T 1 . From the short time existence and uniqueness, Σ t is C ∞ on [0, T 1 + δ). It is a contradiction. Therefore T 1 = T * for some small δ > 0 and there is a smooth solution Σ t on [0, T * ). Also the solution Σ t will be strictly convex by Lemma 3.1.
Proof of Theorem 1.1. We have the uniform bounds of curvature and all of the higher derivatives of the second fundamental form to the rescaled manifold by Corollary 4.14 and then the equation (4.16) will be uniformly parabolic. In addition, we have C 1,1 -regularity of the solutionS from Lemma 4.12. By applying the Harnack inequality to the linearized equation satisfied byS τ , we obtain thatS τ is Hölder continuous through the similar argument as in [GH] . We can apply Evans-Krylov theorem and Schauder estimates (see [CC] ) to the concave operator obtained by taking exponent 1 nα to the equation (4.16), which implies C 2,γ -regularity ofS for 0 < γ < 1. And then we have the smooth and strictly convex rescaled solution by the standard bootstrap argument using Schauder theory and Corollary 4.13. In other words, for every sequence of τ k → ∞, we can find a subsequence τ k i such that ,Ĩ(τ) → −∞ ifΣ T * doesn't satisfiesK α * =C * S * a.e. for some positive constant C * , which implies a contradiction. Therefore the proof is complete.
