Abstract. We present a conjecture on the irreducibility of the tensor products of fundamental representations of quantized a ne algebras. This conjecture implies in particular that the irreducibility of the tensor products of fundamental representations is completely described by the poles of R-matrices. The conjecture is proved in the cases of type A (1) n and C (1) n .
Introduction
In this paper we study nite-dimensional representations of quantum a ne algebras. Drinfeld ( 5] ) showed that any nite-dimensional irreducible representation is isomorphic to the irreducible subquotient of a tensor product V ($ i ) a containing the highest weight. Here V ($ i ) is the fundamental representation corresponding to the fundamental weight $ i and a are spectral parameters. Moreover f($ i ; a )g is uniquely determined up to permutation. This gives a parameterization of the isomorphic classes of nite-dimensional irreducible representations.
However it is not known for example what is the character of those irreducible representations except the complete result for A (1) 1 ( 1] ) and some other results due to Chari-Pressley ( 1, 2] ). It has not even been known when V ($ i ) a itself is irreducible.
In this paper we propose the conjecture on the irreducibility of V ($ i ) a and prove this conjecture for A (1) n and C (1) n .
For x; y 2 C (q), let us denote x y if x=y does not have a pole at q = 0. We denote by u i the highest weight vector of V ($ i ).
Conjecture 1.
(1) If a 1 a N , then V ($ i 1 ) a 1 V ($ i N ) a N is generated by u i 1 u i N as a U 0 q (g)-module. The plan of the paper is as follows. In x1, we x notations and explain the results used later. We announce non published results but they can be directly checked for the A (1) n and C (1) n cases. In x2, we announce the main conjecture and discuss its consequences. In x3, we reduce the main conjecture to another auxiliary conjecture, which will be proved in the case A (1) n and C (1) n in x4. In the appendix, we shall calculate the explicit form of the normalized R-matrices and the universal R-matrices between fundamental representations of A (1) n and C (1) n . The authors are grateful to K. Takemura for his helpful comments on this work.
1. Notations 1.1. Quantized a ne algebras. Let (a ij ) i;j2I be a generalized Cartan matrix of a ne type. We choose a Q-vector space t of dimension ]I + 1 and simple roots i 2 t and simple coroots h i 2 t such that hh i ; j i = a ij . We assume further that i and h i are linearly independent. Set Q = P i Z i and Q _ = P i Zh i . Let = P a i i be the smallest positive imaginary root and let c = P a _ i h i 2 Q _ be the center. Set t cl = t =Q and let cl : t ! t cl be the projection. We set t 0 = f 2 t ; hc; i = 0g and t 0 cl = cl(t 0 ).
We take a non-degenerate symmetric bilinear form ( ; ) on t such that hh i ; i = 2( i ; ) ( i ; i ) for any i 2 I and 2 t .
We normalize it by hc; i = ( ; ) for any 2 t .
(1.1) We identify sometimes t and t by this symmetric form.
Let us take a (weight) lattice P t such that i 2 P and h i 2 P for every i 2 I. We assume further that P contains i satisfying hh j ; i i = ij and that P \ Q = Z . We set P cl = P=Z t cl , P 0 = f 2 P ; hc; i = 0g t 0 , and P 0 cl = cl(P 0 ) t 0 cl . Note that the dual lattice of Q _ coincides with P cl = i2I Zcl( i ).
Let be the smallest positive integer such that ( i ; i )=2 2 Z for any i 2 I.
(1.2) Then the quantized a ne algebra U q (g) is the algebra over k = Q(q 1= ) generated by the symbols e i ; f i (i 2 I) and q(h) (h 2 P ) satisfying the following de ning relations.
1. q(h) = 1 for h = 0. q( ( i ; i ) 2 h i ).
(Serre relations)
Here b = 1 ? hh i ; j i and
We denote by U 0 q (g) the subalgebra of U q (g) generated by e i ; f i (i 2 I) and q(h) (h 2 Q _ ).
In this paper we consider only U 0 q (g). A U 0 q (g)-module M is called integrable if M has the weight decomposition M = 2P cl M where M = fu 2 M; q(h)u = q hh; i ug, and if M is U q (g) i -locally nite (i.e. dimU q (g) i u < 1 for every u 2 M) for every i 2 I. Here U q (g) i is the subalgebra generated by e i , f i and t i .
We use the coproduct of U q (g) given by (q(h)) = q(h) q(h) ; (1.3) (e i ) = e i t ?1 i + 1 e i ;
(1.4) (f i ) = f i 1 + t i f i ;
(1.5) so that the lower crystal bases behave well under the corresponding tensor products. The proof will be given elsewhere. However we can easily check this for the A (1) n and C (1) n cases. Lemma 1.9. A simple crystal B is connected.
Proof. In fact, any vector is connected with an extremal vector by Lemma 1.5. Lemma 1.10. The tensor product of simple crystals is also simple.
Proof. This immediately follows from Lemma 1.6. Since the following proposition is not used in this paper, the proof will be given elsewhere. cl ). Proof. We may assume that wt(v 1 v 2 ) is dominant. We shall use the Drinfeld generators H ;;n , X ;n . They satisfy cl(wt(H ;;n )) = 0, and cl(wt(X + ;n )) (resp. cl(wt(X ? ;n ))) are positive (resp. negative) classical roots. Let U 0 q (g) be the subalgebra generated by the X ;n 's and U 0 q (g) 0 be the subalgebra generated by the H ;;n 's. Then the multiplication homomorphism U 0 q (g) ? U 0 q (g) 0 U 0 (1) and (2) are dual statements and therefore they are equivalent. One can compare (1) to the case of Verma modules and (2) to the case of the dual of Verma modules.
Let us discuss several consequences of this conjecture.
For i,j 2 I 0 , there is an intertwiner R nor ij (x; y) :
We normalize this such that R sends u i u j to u j u i . Then we regard it as a rational function in (x; y). Since it is homogeneous, its pole locus has the form y=x = constant. We call it the normalized R-matrix. By Corollary 1.13 such an R nor ij (x; y) is unique, Corollary 2.1. If a 1 a 2 , the normalized R-matrix R nor i;j (x; y) does not have a pole at (x; y) = (a 1 ; a 2 ) Proof. Suppose that R nor i;j (x; y) has a pole at (x; y) = (a 1 ; a 2 ). Let R 0 be the non-zero U 0
obtained after cancelling the poles of R nor i;j (x; y). Then R 0 (u i u j ) = 0, and hence Im(R 0 ) does not have weight $ i + $ j . On the other hand, Conjecture 1 (2) implies that Im(R 0 ) contains u j u i , which is a contradiction. Hence R nor ij (x; y) has no pole at (a 1 ; a 2 ). Corollary 2.2. Let K be a eld extension of k, and i 1 ; : : : ; i l 2 I 0 , a 1 ; : : : ; a l 2 K = K n f0g.
(1) Assume that R nor i ;i (x; y) does not have a pole at (x; y) = (a ; a ) 
Since the proof of (2) is similar, we shall only prove (1). We prove (1) by induction on the number of pairs ( ; ) with < and a 6 a , which we denote by n. If n = 0, the assertion follows immediately 
are inverse of each other. Hence we can reduce the original case to the case where and + 1 are exchanged, in which n is smaller than the original one by 1. Hence the induction proceeds.
Assume the condition (1) Conjecture 2. For i; j 2 I 0 , the pole of the normalized R-matrix R nor ij (x; y) has the form y=x = q n for n 2 ?1 Z with 0 < n ( ; ) except D (3) 4 (where is de ned in (1.2) ). In the D (3) 4 case the third root of unity appears in the coe cients.
As seen in the appendix, this is true for A (1) n and C (1) n . We can also ask if the following statements are true. holds.
Since any non-zero nite-dimensional module contains a dominant extremal vector, this lemma implies Conjecture 1 (2). We shall prove this lemma by induction on p. First assume p 1. Then P(a 1 ; : : : ; a p?1 ) holds by the hypothesis of induction. Set K = k(x 1 ; : : : ; x l ). Let x be another indeterminate. By the existence of R-matrix, Since the i = n ? 1 case can be reduced to the case i = 1 by the Dynkin diagram automorphism, we assume 1 i < n ? 1 Here for the statement P, we de ne (P) = 1 or ?1 according that P is true or false.
Hence by (1.6) the duality morphisms are given by The universal R-matrices can be easily obtained by (A.13) and (B.1). Proposition B.3 ( 3] Hence by the similar argument to k + l n case, k;l?1 (z) 1 implies that kl (z) is a divisor of z ? (?q s ) 2n+2?k+l . Hence if l 6 = k = n then we can reduce the l case to the l ? 1 case. This completes the proof of Proposition C.14.
