Abstract. In this paper we refine the recent sparse domination of the integrated p = 2 matrix weighted dyadic square function by T. Hytonen, S. Petermichl, and A. Volberg to prove a pointwise sparse domination of general matrix weighted dyadic square functions. We then use this to prove quantitative two matrix weighted estimates for the matrix weighted dyadic square function and along the way prove quantitative two matrix weighted estimates for the matrix weighted maximal function. In particular, we prove sharp two matrix weighted weak and strong type inequalities for matrix weighted dyadic square functions when 1 < p ≤ 2 and prove sharp two matrix weighted weak type inequalities for the matrix weighted maximal function.
Introduction
Let U an a.e. positive definite n × n matrix valued function on R d (that is, a matrix weight), and for a measurable C n valued function f on
We will say that a pair of matrix weights U, V is matrix A p if
where − I refers to the unweighted average. Clearly this is a condition that reduces to the classical Muckenhoupt two weight A p condition in the scalar setting (when n = 1). If U = V then we will say U is a matrix A p weight if [U ]
While it is known that most "classical" operators from harmonic analysis (such as the maximal function, Calderón-Zygmund operators, paraproducts, martingale transforms, square functions, etc.) are bounded on L p (U ) for matrix A p weights, it extremely difficult to determine the sharp dependence of such operators on [U ] A p .
In fact, the only two such operators where sharp one weighted matrix weighted norm inequalities for p = 2 are known are for the dyadic square function, which was recently proved in [10] and the maximal function, which was proved in [11] by slightly modifying the ideas in [4] . Furthermore, among these two operators, sharp one matrix weighted A p bounds for 1 < p < ∞ are only known for the maximal function, which were proved in [12] by slightly modifying the ideas in [8] . Moreover, and perhaps more interestingly, there are no known sharp weak type matrix weighted norm inequalities even for p = 2.
The purpose of this paper is to prove sharp strong type and weak type matrix weighted norm inequalities for the dyadic square function in the range 1 < p ≤ 2, providing the first sharp p = 2 estimates for a singular operator in the matrix weighted setting. We will then use a sort of linearization argument from [4, 8] to prove sharp weak type matrix weighted norm inequalities for the maximal function in the full range 1 < p < ∞ (see [18] for a more traditional linearization argument for matrix weighted maximal functions, which unfortunately does not seem to be of use when considering weak type matrix weighted norm inequalities).
We now precisely state the results of this paper. First, for matrix weights U and V , define the (matrix weighted) maximal function M U,V,p (originally defined in [4] when p = 2 and in general in [8] in the one weighted setting) by
For notational ease we will omit the dependence of h k J on k and presume all sums involving Haar functions are taken over k = 1, . . . , 2 d − 1. Note that these operators are natural substitutes for the ordinary maximal function and dyadic square function in the sense that if M is the ordinary maximal function on scalar valued functions then
and the same is true for the dyadic square function. To state our first result we need the following definition. We say that a matrix weight U is matrix A
It is easy to show (see [8] for example) that a matrix A p weight is also a matrix A 
Note that this was proved when p = 2 in [10] in the one weighted case and that sharpness when 1 < p ≤ 2 follows from the well known sharpness in the scalar setting (see [9, 13] ). Also, note that while it is unlikely that Theorem 1.1 is sharp when p > 2, it is a natural bound and in fact we will recover from the proof of Theorem 1.1 the current best mixed matrix weighted A p -A ∞ bound for a positive sparse operators S U,V from [5] (and thus the current best bound for CZOs via the sparse convex body domination theorem from [17] ), namely
Concerning weak type estimates we have the following Theorem 1.2. If U, V is a pair of matrix A p weights and 1 < p ≤ 2 then
Ap and furthermore, if 1 < p < ∞ and Φ is any function where
As mentioned above, we will obtain the following as a corollary of the proof of Theorem 1.2. Theorem 1.3. If U, V is a pair of matrix A p weights and 1 < p < ∞ then we have the sharp estimate
Ap . In the scalar case, note that estimates like those in Theorems 1.2 and 1.3 are not very well studied (see [16] for a notable and very early exception) and it is much more common to look at the A p dependence of L p (v) → L p,∞ (u) bounds for classical operators, which itself of course has no matrix weighted analogue. From this perspective, it is very interesting to note that Theorem 1.2 when 1 < p < 2 precisely coincides with known sharp L p (v) → L p,∞ (u) estimates in the scalar setting for square functions, whereas sharp L 2 (v) → L 2,∞ (u) are currently unknown (see [9, 15] ). Moreover, it is a rather curious fact that the sharp one weighted
Ap (and we will comment further on this in the last section.) Furthermore, Theorem 1.3 coincides with known sharp maximal function
estimates in the scalar setting, (which are proved by easy and standard arguments, see [7] for example.) Moreover, we comment that even in the scalar setting, [16] ).
We will now outline the arguments used to prove our main results. In the next section, we will modify the stopping time ideas from [10] to prove a "sparse domination" of S U,V,p f (x) for all matrix weights U and V, 1 < p < ∞, and f measurable. Note that unlike in [10] which proved the sparse domination of an integrated version of S U,2 f , we will actually prove a sparse pointwise domination of S U,V,p f (x). In the third section we will prove Theorem 1.1 by "matrixizing" some of the ideas in [6] to prove a matrix weighted Carleson embedding type theorem. Of particular novelty here is that we will use a matrix weighted "stopping moment" decomposition, which to the author's knowledge is the first time such an argument in the matrix weighted setting has appeared. Note that a similar matrix weighted parallel corona decomposition argument should be possible to construct (which in fact was used to prove a sharp version of Theorem 1.1 in the scalar p > 2 setting in [13] ). In the last section, we will prove Theorems 1.2 and 1.3 by modifying the ideas from [9, 15] . Particularly, as we are estimating the unweighted measure of level sets when proving Theorems 1.2 and 1.3 some of the ideas in [9, 15] are not applicable. Furthermore, as was mentioned before, we will prove Theorem 1.3 as a corollary of the proof of Theorem 1.2 via the local boundedness of a two weight "Christ-Goldberg N − function" (see [4, 8] ) and a linearization similar to that in [4, 8] . Note that more traditional linearization arguments are not applicable because of the presence of U 1 p (x) in the definition of M U,V,p . Furthermore, the elementary linearization argument from [18] is not applicable either because of the absence of a weak type bilinear embedding theorem. In the final short section we will prove the sharpness of Theorem 1.2 when 1 < p ≤ 2, the sharpness of Theorem 1.3, prove the quantitative lower bound estimate in Theorem 1.2, and compare this to known scalar situation. In particular, we will briefly discuss the question of whether this lower bound is sharp or not.
We will end this paper with two important points. First, as of the date of writing this paper, it is unknown whether the Rubio de Francia extrapolation theorem holds. Namely, it is not known whether the boundedness of an operator T on L 2 (U ) for all matrix A 2 weights U implies the boundedness of T on L p (U ) for all matrix A p weights U and all 1 < p < ∞. Thus, unlike in the scalar setting, sharp estimates (or even just boundedness) of operators for p = 2 do not at this moment follow from sharp estimates of operators for p = 2. Second, it is perhaps more natural to ask for sharp L 1 → L 1,∞ matrix weighted estimates with respect to matrix A 1 weights than it is to ask for sharp L p → L p,∞ matrix weighted estimates with respect to matrix A p weights for p > 1. With this in mind, sharp matrix weighted A 1 estimates will be pursued in joint work with David Cruz Uribe, Kabe Moen, Sandra Pott, and Israel-Pablo Riveria Rios.
Sparse domination of square functions
Before we state the main result of this section we will need to introduce some definitions and notation. First we will introduce the concept of a reducing operator, whose importance was emphasized in [8] and which has since shown to be vital in the theory of matrix weighted norm inequalities. Namely, for a matrix weight U , a cube I, and e ∈ C n there exists positive definite matricies U I , U ′ I where
where the implicit constant depends only on n. In particular, it is easy to see that
be any orthonormal basis of C n . We will then use the following simple estimate without further mention throughout the rest of the paper: If A is any n × n matrix then
See [17] or [14] for more properties of sparse collections.
Given a sparse collection L , define the "sparse positive operator"S =S U,V,p,L byS
where L denotes the unweighted average over L. Furthermore, for any J ∈ L define the localized sparse positive operatorS J bỹ
and similarly define S J f by
The main result of this section is the following.
Theorem 2.1. If J ∈ D then there exists a sparse collection L of dyadic subcubes of J where S J f (x) S J f (x) with implicit constant independent of x, J, U, and V .
Proof. Let S denote the unweighted dyadic square function with respect to D.
Obviously it is enough to show that
|J| which clearly proves the claim. Let F (J) denote the collection of all L ∈ D(J) such that L ⊆ Q for any Q ∈ J (J). Furthermore, abusing notation slightly, we will denote ∪ Q∈J (J) Q by ∪J (J). Then if x ∈ J we have
|L|
We estimate A 1 (x) as follows. First, if x ∈ I for some I ∈ J (J) and x ∈ L ∈ F (J) then again by definition of F (J) we have J ⊇ L I so that
We now estimate A 2 (x). If x ∈ ∪J (J) then we can pick a sequence of nested dyadic cubes {L
then obviously for some k ′ we must have
which means x ∈ L x k ′ ⊆ I for some I ∈ J (J). Thus,
Putting this together, we get
|I| .
Finally set J 0 (J) = {J} and for k ∈ N set J k (J) = {L ∈ J (Q) : In this section we will prove Theorem 1.1 by utilizing Theorem 2.1. Again fix λ > 1 to be determined momentarily.
We now prove that for λ > 0 large enough we have that (3.1)
To handle the difference in reducing operators, let J (J) be the collection of maximal dyadic subcubes L of J satisfying
Then by the disjointness of the cubes in J (J), as usual,
Letting F (J) denote the collection of all L ∈ D(J) that are not contained in any L ′ ∈ J (J), we get that for λ ′ > 0 large enough
where in the last inequality we have used the disjointness of the sets in both G(J) and J (J).
However,
where in the second equality we have used the fact that L ∈ F (J) so that
This completes the claim by setting λ > 8λ ′ . Now for fixed N ∈ N let
and inductively define
If E(J) denotes the collection of all L ′ ∈ D(J) that are not contained in any L ∈ G(J) and G is the union
for λ > 0 large enough since J ∈ E(J) for any J ∈ D. Also clearly an iteration of (3.1) gives us that for any Q ∈ D (3.3)
We now state and prove a Carleson embedding type theorem for the type of operator used in the previous section, which will easily show Theorem 1.1. Given nonnegative measurable functions {a L (x)} L∈D , and r > 0, defineS a f =S a,U,V,r,p f byS 
We first get a bound for F J L p . Note that
Then using the fact that p ≤ r,
By the sharp reverse Hölder inequality for A ∞ weights, we can pick ǫ ≈ [V
Moreover, by the (unweighted) dyadic Carleson embedding theorem for the exponent p p−ǫ > 1 and (3.4) we get
Letting N → ∞ completes the proof.
Finally, to see how this proves 1.1 when 1 < p ≤ 2, set r = 2 and let L be a sparse collection. Then set
Theorem 1.1 when 1 < p ≤ 2 then easily follows from Theorem 2.1. To prove Theorem 1.1 when p > 2, we argue as in [5] and use a routine duality argument. In fact, we will prove a slightly stronger result. Given a sparse collection L and r > 0, define theS r bỹ
However, as in the 1 < p ≤ 2 case, by the sharp reverse Hölder inequality for
where M d is the dyadic maximal function. This completes the proof.
Notice that when r = 1 and p > 1 we get that
which as mentioned before coincides with the best known A p -A ∞ bound for sparse operators, since a sparse operator S U,V defined by
can be trivially dominated by S 1 .
Proof of Theorems 1.2 and 1.3
For a sparse collection L let
We now prove the following, which in conjunction with Theorem 2.1 proves Theorem 1.2.
Ap .
Proof. By rescalling, it is enough to prove that
(see p. 26 in [14] ) First, by Hölder's inequality we have
and thus it is enough to prove that
For that matter, let S k for k ∈ Z be the collection
Clearly since p r ≤ 1 we have
Using sparsity, however, gives us that
by the disjointness of the sets {E Q } Q∈S .
Before we prove Theorem 1.3 we will need a crucial lemma. Note that a very similar one weighted result was proved in [4, 8] (or more accurately outlined in [4, 8] and more completely proved in [2, 12] , where the latter corrected a slight error in the proof from [2] ). 
Proof. Let Q be any dyadic cube and for m ∈ N let
where ℓ(R) denotes the side length of the cube R.
Let {R j } be maximal dyadic subcubes of Q satisfying
and ℓ(R j ) > 2 −m for some large C > 1 independent of U and V to be determined. Then as before
Thus for C large enough independent of U and V we have j |R j | ≤ 1 2 |Q| and each R j (if any even exist) satisfies R j Q.
On the other hand if x ∈ Q\ ∪ j R j then for any dyadic cube R ⊆ Q containing x with ℓ(R) > 2 −m we have
If x ∈ R j and N Q,m (x) = N Rj ,m (x) then by maximality and the arguments above we have
Furthermore, as is customary, we will prove Theorem 1.3 for the dyadic maximal function with respect to an arbitrary dyadic grid D, which by considering a finite number of translates of the standard dyadic grid, will prove Theorem 1.3 (see [14] ).
First, as before, let a = 2 d+1 and let S k for k ∈ Z be the collection
for k ∈ Z and let S = k∈N S k . It is then easy to see (and very standard) that S is sparse. Thus, again, we can further sparsify and assume that 
which combined with Khintchine's inequality means that
where here {a Q } is a sequence of positive measurable functions. For δ > 0 set w(x) = |x| δ−1 so that w Ap ≈ δ −1 .
unweighted L p,∞ vs working with weighted L p,∞ , and it is unclear whether this means that our example exhibits sharp behavior or whether our example is simply inefficient.
