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Summary i
Summary
The last few years has seen a rapid expansion in the development of efficient speech 
compression algorithms which has been primarily fuelled by the proliferation of digital 
mobile communication systems. Low bit rate speech coding algorithms estimate, quantise and 
efficiently encode the parameters of a speech production model by using the original speech 
waveform. The most popular of these models is based on the technique of Linear Prediction 
which has resulted in a class of speech coding algorithms known as Analysis-by-Synthesis 
Linear Prediction Coding (AbS-LPC). In the AbS-LPC coding system, a closed loop 
optimisation procedure is used to determine the excitation signal for the Linear Prediction 
filter. This methodology of speech coding has been the foundation of many algorithms 
operating at medium to low bit rates. In particular, the Codebook Excited Linear Prediction 
(CELP) algorithm has received much attention in the past few years which has culminated in 
numerous standards being based on this principle. CELP achieves its coding efficiency and 
high quality by representing the excitation signal as a vector. However, in the original 
implementation of this algorithm the excitation search was very computationally intensive 
due to the structure of the codebook. In order to reduce this computational complexity and 
improve the quality of the synthetic speech this thesis explores various structures of 
secondary excitations which are based on sparsely populated pulsed vectors. A  variable rate 
implementation of the CELP algorithm is also presented where techniques typically found in 
vocoders are used to provide an accurate classification of the different types of speech. These 
metrics are then used to vary the speech segment size and coding rate to take advantage of the 
differing regions of speech. Narrowband speech is defined to be band limited between 300 Hz 
- 3.4 kHz and is sampled at the Nyquist sampling rate of 8 kHz. However, wideband speech 
lies between 50 Hz and 7 kHz and is consequently sampled at a higher rate of 16 kHz. 
Wideband speech exhibits characteristics which are not normally embodied within the 
narrowband signal. It is these characteristics which contribute to the superior perceived 
quality and therefore it is imperative that a coding scheme maintains this information. This 
thesis formulates various strategies for the coding of wideband speech using the CELP coding 
structure. Particular attention is paid to preserving the information in the higher frequencies 
so that the overall quality is maintained in the synthetic signal. A low delay variant of the 
wideband coder is also presented where particular attention is paid to the effects of backward 
LPC prediction over the full bandwidth of the signal are investigated. This results in a split 
band architecture which is capable of producing high quality wideband speech.
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Chapter 1
1. Introduction
1.1 Background
Speech is the most natural form of communication between human beings. This has largely 
been borne out by the widespread adoption of the telephone since its invention in 1876. 
However speech communication via a telephony service has been severely limited by the fact 
the speech signal is basically analogue. This has the disadvantage that the signal is prone to 
noise at every stage of the transmission, therefore limiting the communication distance and 
ultimately the quality of the received signal. In a digital system, the sound waveform is 
sampled, quantised and then represented as a digital data stream. This then allows the speech 
signal to be treated with all the advantages of digital data. For example, the speech quality 
becomes independent of transmission distance since the signal can now be regenerated at 
regular intervals. Also, once in the digital format it is possible to use encryption techniques, 
thus making the transmission link secure for the passing of sensitive information. Error 
control techniques can also be applied to correct any errors introduced into the data. 
Furthermore, once in digital format the speech signal can be transmitted across a common 
digital network in combination with other source coded information such as video and audio.
Traditionally telephone signals have been band limited to be between 300 Hz - 3.4 kHz for 
transmission over the Public Switched Telephone Network (PSTN). Consequently the signal 
is sampled at the Nyquist sampling rate of 8 kHz. The first generation digital telephony used 
64 kb/s Log-PCM, where the dynamic range of each sample was quantised to 8-bits. 
However, speech transmission at these high rates have only been feasible on trunk telephone
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links, with their relatively broad transmission bandwidths. The last few years have seen a 
rapid expansion in communication over different systems, such as satellite, digital mobile 
radio, private and cellular networks. In these and other systems the bandwidth is severely 
restricted, hence signal compression is vital. This has led to the development of what is 
generally termed as low bit rate (LBR) speech coding techniques, which can achieve 
reasonable quality speech as low as 2.4 kb/s. These coders achieve their efficiency by using a 
model of the human speech production system. The parameters of this model are calculated 
using the original speech and coded for transmission. The most successful coding scheme at 
medium bit rates has been the Analysis-by-Synthesis Linear Predictive Coding (AbS-LPC) 
scheme. This has resulted in the adoption of this particular scheme for many of the latest 
speech coding standards from 4.8 kb/s up to 16 kb/s. There are many subtle variations of this 
scheme, where the main difference between each one is the method of excitation of the 
model. Until recently most applications required that speech is band limited from 300 Hz to 
3.4 kHz prior to digital sampling. This then allows the signal to be transmitted over the PSTN 
network a requirement which is necessary for most telephony based speech communication. 
However with the emergence of the Integrated Service Digital Network (ISDN) there is no 
such stipulation. This has paved the way for high quality wideband telephony applications 
which can then be transmitted over these bandwidth rich environments. In wideband speech 
the signal is band limited between 50 Hz and 7 kHz and sampled at 16 kHz for subsequent 
digital processing. Currently there only exists one ratified standard in this area, namely ITU-T 
G.722 [1]. This coder operates at a range of coding rates from 48 kb/s to 64 kb/s. Therefore 
there is considerable interest in coding wideband speech at lower bit rates whilst retaining the 
enhanced quality due to sampling at the higher rate. There is also widespread research into 
coding speech at a variable bit rate. This is where the coding rate is varied according to the 
particular region of speech. The primary applications for this type of coding is in store and 
forward machines, e.g. answer phones, and for use in the next generation broad band 
integrated digital networks such as ATM. However, in A T M  networks there exists the 
problem of excessive end to end delay when a low coding rate is used. This is primarily 
caused by the relatively large data payload an A T M  packet utilises.
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1.2 Outline of Thesis
The work presented in this thesis is primarily based upon arguably the most influential coding 
scheme to be developed in the last ten years, i.e. Code Excited Linear Prediction (CELP) [2]. 
The areas of research undertaken can be broadly divided into two main categories. Firstly, 
techniques were investigated for improving the quality of the synthetic speech from a CELP 
based coder. The second area was primarily centred around the application of the CELP 
structure for coding wideband speech and for variable rate coding.
Chapter 2 gives a very brief overview of the main characteristics of speech coding algorithms. 
This includes issues such as delay, coding rate, complexity and robustness which are 
particularly pertinent for todays high quality medium rate speech coder. This is accompanied 
by a synopsis of the many strategies and standards currently available for speech 
compression. The fact that many of the standards which have been recently adopted are based 
upon the CELP architecture points to the importance and success of this scheme.
Chapter 3 describes the fundamental techniques and principals used in speech coding. In 
particular the source filter model of speech production is discussed where it is developed into 
the basic linear predictive filter which is a fundamental component of the AbS-LPC structure. 
The Autocorrelation Method for solving the LPC filter is presented where issues such as 
windowing and prediction order are discussed. Linear prediction is a method by which the 
short term correlations present in the speech signal are removed, in the frequency domain this 
is akin to removing the speech spectral envelope. The result of removing the short term 
correlations is to leave a random looking signal called a residual. Long term prediction (LTP), 
or pitch prediction, is then applied to the signal to extract the periodicity, leaving a second 
residual which can be essentially modelled as noise. For all LPC-based coding schemes it is 
essential that the LPC filter coefficients are transmitted in a form which is robust to the 
effects of quantisation. Therefore, before quantisation the LPC filter coefficients are 
transformed to an alternative representation which guarantees the stability of the filter 
providing that certain criteria are satisfied. The representation principally used is Line 
Spectral Frequencies (LSFs). This transformation together with a quantisation scheme which 
exploit the strong correlations which exists between these parameters is presented.
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Chapter 4 provides a detailed review of the AbS-LPC scheme for coding speech. This is 
primarily approached from the point of view of the CELP coder, however the techniques 
described are equally valid for most AbS-LPC schemes. In particular, the chapter 
concentrates on the different formulation of the long term predictor which is an integral part 
for this coding structure. The last few years has seen widespread adoption of the fractional 
pitch search in order to improve the quality of speech. This chapter compares the performance 
of fractional pitch with multiple tap predictors where issues such as computational 
complexity and search strategies are considered. In addition, a method of improving the 
fractional pitch search is also reported. This chapter then concludes with an overview of 
postfiltering, a technique which is used to enhance the subjective performance of LPC based 
coders.
Up until now very little has been mentioned about the secondary excitation for CELP based 
coders. Since its inception, CELP has been plagued by the problem of computational 
efficiency. Initial attempts have revolved around altering the structure of the original gaussian 
codebook in order to achieve the required efficiency. However, since the introduction of 
algebraic CELP (ACELP) [3], there has been considerable interest in using sparsely populated 
pulse style excitation vectors. This offers an efficient solution to the problem of secondary 
codebook search, and in some instances it can even result in an increase in perceptual quality. 
Chapter 5 starts with a review of ACELP and then describes a family of sparsely populated 
pulsed vector excitations known as Pulsed Residual Excitation Linear Prediction (PRELP). 
Several versions of this excitation were analysed resulting in a new variant called improved 
PRELP. This variant is then shown to be particularly adept at modelling information missed 
by the LTP. Other issues were also addressed such as quantisation of the gain term, 
overlapping subframes and efficient excitation calculation routines.
Chapter 6 adapts the CELP structure for variable rate coding of speech. Techniques such as 
pitch prediction, voiced/unvoiced classification are combined with the AbS-LPC structure to 
obtain a variable rate strategy. These techniques are used to characterise the different regions 
which make up the speech signal. Once the region is classified the subframe size for voiced 
speech is varied to reflect the amount of periodicity in the signal. The performance of the 
variable rate strategy is then compared against an equivalent fixed rate structure which is 
described in Chapter 5.
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Chapter 7 starts with a detailed look at the characteristics of wideband speech. In particular it 
highlights features which ought to be represented in a coding scheme in order that the quality 
or fidelity of the synthetic speech is maintained. The CELP coder is then examined for its 
suitability for coding wideband speech below 16 kb/s. A two track approach is taken. The 
first suggestion modifies the basic CELP structure with minor enhancements so that the 
quality of the wideband speech is maintained. The second method experiments with multiple 
secondary codebooks where each codebook is structured to model different components of 
the residual signal. A  general solution to the problem of searching multiple codebooks is 
presented. However the optimal solution is shown to be computationally too intensive. This 
led to a number of sub-optimal solutions which are shown to produce a subjective 
performance very close to the fully optimised schemes. The performance of both schemes are 
compared against the current state of the art in wideband standards, i.e. G.722.
However for Integrated Service Digital Network (ISDN) applications and other such 
networks, it is necessary to have a low delay wideband coding structure. Chapter 8 
investigates some of the possibilities for coding wideband speech with a lower algorithmic 
delay. The objective is to code the speech at 16 kb/s with an algorithmic delay of 10ms or 
less. Initially backward LPC prediction techniques are applied to the full wideband signal, 
however the quality is shown to deteriorate rapidly even with relatively small subframe sizes. 
Alternative structures are investigated which rely on a split band architecture. This allows the 
coding rate to be dropped to 16 kb/s whilst resulting in a minimal distortion.
The final chapter is a summary of the results presented in the proceeding chapters. In addition 
a section is included which details possible future areas of research.
In summary, the original work contended in this thesis is as follows:
• A  comprehensive review of pulsed vector excitations for CELP based coders. This resulted 
in a new CELP excitation structure which is adept at modelling information during 
transitional regions such as voiced onsets and rapidly changing voiced speech.
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• A  secondary excitation gain quantisation scheme which is adaptive to the energy of the 
speech segment and to the energy induced in the LPC filter by the pulsed style excitation 
vector.
• The use of overlapping subframes whilst selecting the current excitation vector. This 
allows the impact of the excitation vector on the following subframe to be taken into 
account during the selection process.
• An enhanced method of forming the interpolation data window for a fractional pitch 
search.
• Combining the above listed novelties in a complimentary manner resulting in a new 
PRELP derivative for coding narrowband speech.
• A  variable rate CELP coding structure where the subframe length is adaptive to the 
characteristics of the speech signal. This coder employs a novel periodicity metric which is 
used in conjunction with other measure to provide an accurate speech classification.
• The development of two methods for coding wideband speech based on the CELP coding 
structure, including an analysis of sub-optimal methods for searching multiple codebook 
structures for wideband speech.
• A  study of the effects of backward LPC prediction over wideband speech and development 
of a split band structure for the low delay coding of wideband speech.
Some of the above work has been published in various papers, a full list is included in
Appendix A.
Chapter 2
2. Digital Speech Coding
2.1 Introduction
Digital speech coding is the application digital signal processing techniques to the area of 
speech compression, communication and storage. It is perhaps helpful to think of this as a 
two stage process: the representation of the speech signal in a digital form, and the 
implementation of sophisticated signal processing techniques in order to compress the signal. 
Initially, with the advent of Pulse code Modulation (PCM) in 1940, it was this first stage 
which was the main driving force behind the development of digital speech coding. 
Obviously compression techniques were being applied to the speech signal, however due to 
the technology available at the time these were somewhat limited. Therefore, speech coding 
rates were primarily determined by the Nyquist sampling theorem and the dynamic range of 
the signal to be transmitted. For conventional bandwidth limited speech (300 Hz - 3.4 kHz) 
the signal was sampled at 8 kHz and then transmitted at 64 kb/s (8 bits per sample in Europe) 
and 56 kb/s (7 bits per sample in USA and Japan). PCM paved the way for the digital 
transmission of speech, clearly demonstrating the numerous advantages in “going digital”. 
For example, the digital speech can be reliably transmitted over noisy channels if suitable 
error correction techniques are applied. In using digital format the speech information is 
physically identical to data from other sources. This then enables the information to be 
amalgamated into a general stream of digital data and sent across a common communication 
network. From a hardware point of view it is far simpler to perform storage, multiplexing, 
and signal reconstruction when the data is in this format. To date almost all the digital line 
communication networks such as the Public Switch Telephone Network (PSTN) are based on
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PCM and its spin off technologies. However, the one disadvantage with P C M  coding 
schemes is the amount of channel capacity they utilise. Clearly, this becomes a problem when 
communicating over links such as satellite, cellular radio, leased lines and trans-atlantic cable 
where the available bandwidth is at a premium. Naturally as user demand for these 
transmission media have grown over recent years, research has been directed into finding 
more efficient methods of utilising the available channel capacity. One of these methods is to 
compress the source data, i.e. the speech signal by the use of digital signal processing 
techniques. Early efforts were severely restricted by the limited technology available at the 
time. However, the recent developments in VLSI technology have been accompanied with an 
equally rapid advancement in speech compression techniques. This has resulted in the 
widespread use and acceptance of this technology by the end user.
2.2 Design Criteria
The design and coding capacity of a particular coding algorithm is often determined by the 
target application. However, many of the issues involved in the design process have 
conflicting objectives, and often improvements in one aspect of the coder’s performance 
results in a degradation of another. Therefore, the design of a coder can be a fine balance 
between certain key and perhaps conflicting requirements.
2.2.1 Quality and Coding Capacity
These two factors are intrinsically linked to each other. In general a lowering of the bit rate is 
usually accompanied by a reduction in the quality of the coded speech. However this drop in 
quality has to be taken in the context of how one defines this parameter or quantity. Very 
often a drop in one particular quality measure does not necessary result in a reduction in 
another. In fact an objective measure such as Segmental Signal to Noise Ratios (SNRseg) (see 
[4], Appendix E) can indicate a considerable drop in quality whereas a subjective measure 
may actually show an increase in the quality. Therefore, the choice of quality measure is 
commensurate with a particular speech algorithm and target coding rate. Waveform coders 
such as P C M  use the SNRseg measure as this proves an accurate indication to the quality of 
the coded speech on a sample by sample basis. However, for low bit rate coders which
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employ a parametric model of the human vocal tract the coded waveform often bears no 
resemblance to the original. Therefore, objective measures such as SNRseg which essentially 
compare the shape of coded and original waveforms is not very informative as a guide to 
quality. Instead, alternative measures such as Dynamic Rhyme Tests (DRT) [5] are used as a 
objective measure. For hybrid coders such as those using the Analysis-by-Synthesis (AbS) 
approach the SNRseg provides a reasonable indication to the quality of the coded speech. 
However, by far the most popular measure is the subjective based Mean Opinion Score 
(MOS) [6] where a listener is asked to score the speech material on a scale between one to 
five. The M O S  score is given as the overall average. This measure is particularly useful since 
it measures the perceptual quality of the speech and allows different coding methodologies to 
be compared on the same absolute scale.
Having discussed how quality is measured it is perhaps pertinent to note that if higher 
sampling rates are used to digitise the original speech signal, then the perceived quality is 
found to be noticeably better. This is due to the fact that a greater portion of the spectral 
information is included for analysis. These are termed wideband coders where the speech 
signal is sampled at 16 kHz and consequently the analysis bandwidth is extended from 50 Hz 
to 7 kHz. These coders offer a quality which is close to so called broadcast standards. 
Wideband coders will be discussed in more detail in Chapters 7 and 8.
2.2.2 Delay
Most modern day speech coders usually perform their analysis on a block of input speech 
data. This inherently introduces coding delay since the coder has to have at least one analysis 
frame length of speech before calculations can begin. In general the lower the bit rate the 
greater the prediction that is normally involved, which in turn necessitates longer buffering of 
the speech signal. As well as buffering delay the encoder and decoder also incur extra delay 
due to the processing time. However, the delays incurred by a speech codec is just one 
component in the overall end to end delay in a speech communication system which also 
includes transmission and channel coding delays. The problem with delay occurs when there 
is an impedance mismatch between the switching equipment and telephone hybrid circuits. 
This typically gives rise to signal reflections which when coupled with the delay factor results
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in an echo. In systems with excessive end to end delays these echoes become subjectively 
annoying to the user, and in such cases it is necessary to include sophisticated echo 
cancellation hardware into the system. For some mobile and satellite channels where the 
transmission delay is very high it is obligatory to include echo cancellation equipment. 
However, for land based system the transmission delay is typically very low and the 
introduction of a speech coding algorithm can drastically increase the end to end delay. If this 
delay approaches the maximum set by the regulatory bodies then echo cancellation equipment 
has to be included which therefore increases the overall system cost. For example if a codec is 
to be connected to the PSTN in the U K  then the delay must be less than 5ms [7], otherwise 
some form of echo control is required. Unfortunately, many speech coders operate with an 
analysis frame size of 20ms, which in practice taking into account further processing delays at 
both encoder and decoder can result in a one way delay in excess of 50ms. One method of 
overcoming this problem is to use a shorter analysis frame however this tends to increase the 
overall bit rate. Alternatively, the coder can adopt backward prediction techniques where the 
buffering delay can be kept to a minimum. However, this too can lead to an increase in the 
overall bit rate since the vector size is typically very short.
2.2.3 Complexity
The complexity of the speech coder will have a direct bearing on whether an algorithm can be 
practically realised. Recent advances in DSP technology have resulted in the feasibility of 
many of the complex algorithms to be implemented in real time. However, in most speech 
transmission applications, low cost real time implementation is desirable especially for 
devices in which a large number will be manufactured, such as digital mobile handsets. Also 
other issues have to be addressed such as power consumption and size. The increased 
complexity algorithms will require more mathematical operations to be performed which will 
result in an increase in the overall power consumption. Therefore the choice of algorithm for 
a given application can be primarily influenced by the complexity issue more than the quality 
of the coded speech.
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2.2.4 Robustness to Transmission Errors
One of the main advantages of using a digital communication system, rather than an analogue 
system is their inherent resistance to errors. Most modern day speech coders use some form of 
speech production model, of which the parameters are transmitted. The result of an error on 
the output speech can have varying effects depending on which parameter is effected. For 
instance a large amplitude change in a parameter, which can result from even a single bit 
error occurring in a critical parameter, can cause subjectively annoying blasts in the output 
due to unstable filter coefficients. In the case of ISDN trunk networks where the Bit Error 
Rates (BER) is expected to be around 10'6 to 10'5 such errors can be tolerated by the design of 
inherently robust algorithms. However, in mobile and satellite environments, where it is not 
uncommon to expect BERs in the region of 1% to 5%, it is simply not enough to design 
inherently robust algorithms. In these circumstances it is necessary to include Forward Error 
Correcting (FEC) techniques to protect the parameters. This has the penalty of introducing a 
high degree of redundancy into the bit stream, for instance the 13kb/s Full Rate G S M  coder 
has an overall bit rate of 22.8kb/s [8], the excess capacity is allocated for channel coding. 
Other important elements of an overall speech coding system are the frame substitution and 
muting strategies, which can be employed if conditions become too severe for the channel 
coding to cope with.
2.2.5 Passing of Non-Speech Signals
Speech communication channels such as PSTN have to carry non-speech signals whose 
statistical properties are very much different from speech. Some of the types of signal a coder 
might be expected to pass on a PSTN network include signalling tones based on the Dual 
Tone Multi-Frequency (DTMF) system for the transmission of telephone digits and modem 
tones for transmitting voice-band data. These tones therefore have to be encoded and decoded 
by the speech codec such that the process does not impose significant distortions on the 
signal. In addition, a speech coder is often required to cope with high levels of unwanted 
background noise such as: car, train or multiple speakers. It is often preferred that the 
algorithm actually passes these sounds if at an attenuated level such that the naturalness of the 
conversion is maintained.
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2.3 Digital Speech Coding Strategies
The techniques involved in the digital coding of speech can be broadly categorised into three 
main groups, depending on how the algorithm exploits the speech signal. Figure 2.1 is a 
diagram showing how the bit rate varies with the quality for different coding strategies.
2.3.1 Waveform Coding
Waveform coding techniques essentially quantise the shape of the waveform on a sample by 
sample basis. Waveform coding is not necessary speech specific and as such that they can 
work on any input waveform providing it is bounded to within certain criteria. Waveform 
coders achieve their quality by accurately maintaining the shape of the original waveform. 
Therefore, their performance is effectively measured in terms of SNRs since quantisation 
noise is the major source of distortion in the output waveform. The most common examples 
of waveform coding exploit the non-linear distribution of speech sample amplitudes. This is 
typically done using logarithmic companding techniques to reduce the number of bits 
required to represent each sample. Techniques such as these have resulted in the first world 
wide speech coding standard, ITU’s G.711 64 kb/s Pulse Code Modulation (PCM) [9] which 
has dominated the speech telecommunications industry since the early I960’s. Coders such as 
these are said to produce toll quality speech and are commonly used as a benchmark for 
which other algorithms are compared. However, these, algorithms typically operate at high bit 
rates and are thought of as inefficient. Nevertheless, they continue to remain very popular due 
to their simplicity, ease of implementation, low delay, robustness to transmission errors and 
high quality. By exploiting the high correlations which exist between neighbouring speech 
samples, it is possible to reduce the bit rate of waveform coders by quantising the difference 
between the current sample and its predicted value. One of the most notable variants of this 
technique is ITU’s G.721 32 kb/s Adaptive Differential Pulse Code Modulation (ADPCM) 
[10]. Where, whilst maintaining toll quality, the reduction in coding capacity is achieved by 
using adaptive prediction as well as adaptive quantiser step sizes.
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2.3.2 Parametric Coding
Source coders, genetically referred to as vocoders (an abbreviation of the words voice and 
coders), were amongst the earliest types of speech compression techniques, going back as far 
as 1939 with Homer Dudley’s pioneering work on channel vocoders [11]. Source coding 
techniques rely specifically on a theoretical model of the human production system by using 
the analysis and synthesis approach. This involves analysing the actual speech signal for the 
parameters of the theoretical model. These parameters are then digitally coded and 
transmitted to the receiver. At the decoder, the parameters of the model are used to define the 
character of the synthetic output speech. A  vocoder only seeks to represent the perceptually 
important components in the speech signal, there is no attempt to match the waveform. 
Therefore, the synthetic speech signal often bears very little resemblance with the original. In 
taking this approach a far greater bit rate reduction may be achieved. However, the accuracy 
of the speech production model and the performance parameter determination algorithms tend 
to set an upper limit to the quality that can be achieved. Therefore in the past vocoders have 
been predominantly used in applications where low bit rate is the prime concern, and the 
quality of the output speech is only of secondary importance. For instance, in military and 
non-commercial applications. Vocoders typically operate at bit rates ranging from as low as 
800 b/s producing robotic sounding speech to up to 4.8 kb/s as shown in Figure 2.1. However, 
recent advances in the area have resulted in vocoders producing natural sounding speech 
around 2.4 kb/s [12]. Probably one of the most prominent vocoding standards is the U.S. 
Government standard Linear Predictive Coding Algorithm (LPC-10) which operates at 2.4 
kb/s [13], whose main application is military communications. Another vocoder which has 
been adopted by many standards bodies is the Improved Multi-Band Excitation (IMBE) 
scheme at 4.15 kb/s [14]. The quality produced by this system is deemed high enough to 
warrant its use in many commercial as well as non-commercial applications (see Table 2.1). 
Therefore, in assessing the performance of vocoder it is then necessary to use subjective 
measure such as the M O S  and DRT
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Figure 2.1: Quality Vs. Bit Rate for Different Speech Coding Techniques
2.3.3 Hybrid Coding
Hybrid coders combine both waveform and source coding techniques and have dominated the 
field of speech coding research at medium bit rates in the last decade. Essentially, a hybrid 
coder uses a speech production model to reduce the correlation between neighbouring 
samples. The resulting residual or excitation signal is then effectively waveform coded by one 
of number of methods. Early examples of hybrid coding used Analysis-and-Synthesis (AaS) 
techniques to find the parameters of the model. This usually involved filtering the speech 
signal with the inverse of the speech production model to obtain a residual. The long term 
correlations were then removed from the signal using a long term predictor and the remaining 
error vector was waveform coded. The parameters of the long term predictor could either be 
found using the original speech signal or the residual. The coefficients of the predictors were 
then sent to the decoder as side information together with the quantised error signal. At the 
decoder, the long term correlations were added to this quantised error signal which was then 
used to excite the speech production model. The most notable examples of this technique 
were Adaptive Predictive Coding (APC) [15] and Residual Excited Linear Prediction (RELP) 
[16]. The main difference between the two schemes is the method used to code the final error 
signal. In APC the signal is scalar quantised on a sample by sample basis, and therefore the 
bulk of the coding capacity is occupied by the bits used to represent this residual signal. APC 
schemes produce high quality speech at 16 kb/s and above. In order to reduce the capacity 
required to represent the residual, baseband coders in the form of Residual Excited Linear
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Prediction (RELP) coding were developed. The RELP coder essentially employs the same 
structure as APC except that in RELP only the low frequency components (baseband) of the 
residual are encoded. Therefore at the encoder, the baseband is extracted from the residual by 
low-pass filtering and decimation with a factor of 3 or 4. At the decoder, the baseband is re­
sampled together with high frequency regeneration [17] to give a full band signal. RELP 
produced satisfactory quality at 9.6 kb/s and above.
However in order to obtain better quality at lower bit rates another technique was adopted 
which used a closed loop approach in finding the optimum excitation. This was achieved by 
minimising the error between the synthetic and original speech samples. This technique was 
known as Analysis-by-Synthesis (AbS). There are many variants of the AbS-LPC schemes, 
however the first reported scheme was known as Multipulse Excitation-LPC (MPE-LPC) 
[18]. In this scheme the speech is synthesised by passing pulses with different locations and 
amplitudes through a time-varying filter (linear prediction filter). The determination of the 
pulse locations and amplitudes is carried out by an AbS procedure. A 9.6 kb/s MPE-LPC was 
chosen for communication between commercial in-flight aircraft and the ground in the guise 
of Skyphone [19]. A  disadvantage of MPE-LPC is its relatively high computational load. This 
lead to the development of the computationally efficient RPE-LPC [20] where the optimal 
excitation is constrained to be equally spaced pulses of different amplitudes. A  variant of this 
algorithm was chosen for the Pan-European Digital Cellular Mobile Radio system (GSM) [8] 
which was designed to operate at 13 kb/s. However the subject of AbS coding would not be 
complete without discussing the ubiquitous Code Excited LPC (CELP) scheme [2]. hi CELP, 
time varying linear filters are again used to represent the coarse and fine spectral information. 
The excitation is, however, found by exhaustively synthesising each vector from a codebook, 
and the vector sequence which yields a minimal error is selected as the optimal excitation. In 
its original form the CELP coder consisted of a codebook of 1024 individual gaussian 
vectors. The structure of this codebook meant that the algorithm was extremely 
computationally intensive. Therefore a considerable proportion of the research in this area has 
been focused on developing computationally efficient codebook structure, thus making real 
time implementation of this algorithm feasible. Perhaps the most successful variants of CELP 
are VSELP [21] and ACELP [3] (see Chapter 5), and as shown in shown in Table 2.1 it can 
be seen that these two algorithms alone have formed the majority of the latest speech coding 
standards. Although CELP has mainly been implemented in the medium to low bit rate range,
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it has also found favour in many higher bit rate applications where quality is a very important 
criterion. For example, the next generation coder for PSTN applications is set to be ITU-T 
G.728 16kb/s LD-CELP [22]. In this variant the coefficients of the time varying linear filter 
are calculated in a backwards manner in order to keep the coding delay as short as possible.
2.4 Standardisation
The previous section has given a very brief overview of the various approaches to speech 
coding. However, one of the main driving forces behind speech coding research in recent 
years is the procedure for standardisation. This is where a particular algorithm is adopted as a 
standard for a specific application and bit rate. Table 2.1 shows many of the speech coding 
standards adopted in the last 24 years since P C M  was first standardised for PSTN 
applications. Rapid development in the process of standardisation can clearly been seen from 
Table 2.1. However, the last few years has seen a proliferation of standards based around the 
CELP algorithm.
2.5 Concluding Remarks
In this chapter a brief review of digital coding algorithms and standards were presented. It 
was clear from the previous sections hybrid coding techniques are at present the most 
dominant form of coding in the medium bit range. This chapter also high lighted the fact that 
many of the algorithms are very application specific, especially if the bit rate is very low. 
These low bit rate algorithms tend to be based on a parametric model of the human vocal tract 
and therefore are not able to pass non speech signals, such as DTMF tones. It is clear that if a 
user desires requirements such as low delay, high quality and robustness to channel 
conditions, but without having to resort to the high overall data rates of waveform coders then 
a hybrid coder will be used. This is perhaps reflection of the success of the CELP algorithm 
and its various hybrid forms such as ACELP, VSELP and LD-CELP.
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Coding 
Bit Rate 
(kb/s)
Coding
Standard Application Area
Coding
Algorithm
Year
of
Adopti
on
64 ITU-T G.721 PSTN PCM 1972
64,56 
and 48
ITU-T G.722 
(Multi-rate)
ISDN
(Wideband)
SB-
ADPCM
1984
32 ITU-T G.721 PSTN ADPCM 1984
2.4 US Federal- 
Standard 1015
Secure Voice 
(Fixed and Mobile)
LPC-lOe 1984
16 INMARSAT
Standard-B
Maritime APC 1985
13 Full-Rate GSM Pan-European Digital Cellular 
Mobile Radio and DCS-1800
RPE-LTP 1988
4.8 US Federal- 
Standard 1016
Secure Voice CELP 1989
8.9 Skyphone
INMARSAT
Aeronautical Mobile Standard MPE-LPC 1989
7.95 IS-54 North American Digital Cellular Mobile Radio VSELP 1989
4.8 NASA MSAT-X Mobile Satellite VAPC 1990
16 ITU-T G.728 PSTN LD-CELP 1991
6.7 FulLRate PDC Japanese Personal Digital 
Cellular Mobile Radio
VSELP 1991
4.15 INMARSAT
Standard-M
Land Mobile Satellite IMBE 1991
4.4 APCO North American Police Officer Mobile Radio IMBE 1992
4.567 TETRA Trans-European Trunk Radio ACELP 1993
8 —>l
(variable)
IS-95 North American CDMA Digital 
Cellular Mobile Radio
QCELP 1993
8 ITU-T G.729 PSTN CS-ACELP 1995
5.7 Half-Rate GSM Pan-European Digital Cellular 
Mobile Radio
VSELP 1995
3.45 Half-Rate PDC Japanese Personal Digital 
Cellular Mobile Radio
PSI-CELP 1995
4.8 INMARSAT
Mini-M
Land Mobile Satellite 
(Notebook sized terminal)
AMBE 1995
13 Enhanced-FR
GSM
Pan-European Digital Cellular 
Mobile Radio
ACELP 1995
13 PCS-1900 North American Personal 
Communications Systems
ACELP 1995
Table 2.1: Major digital speech coding standards adopted in the last 24 years
Chapter 3
3. Fundamental Speech Coding Techniques
3.1 Introduction
In the previous chapter, the need for efficient coding algorithms for speech signals was clearly 
illustrated. Original methods of coding speech signals such as PCM and A D P C M  rely on a 
sample by sample approach for representing the signal. However, in order to improve the 
efficiency of coding schemes, whilst maintaining a high quality, it is necessary to use a 
parametric model of the speech production system. The parameters or coefficients of this 
model are then quantised and converted into a digital format for storage or transmission. This 
model uses the fact that a typical speech signal consists of repetitive components or 
correlations which are exploited to reduce the overall coding capacity.
In this chapter the very powerful speech analysis technique of Linear Predictive Coding 
(LPC) is described. In LPC analysis the short term correlations between speech samples are 
removed by a very efficient short order filter. However, LPC analysis only removes 
correlations to the order of the filter. Some of the remaining long term correlations are 
removed by an equally powerful technique known as pitch prediction. This technique is also 
described together with other basic tools which are commonly used for the purpose of 
efficiently coding the speech signal.
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3.2 Quantisation
As we have already discussed most medium and low bit rate speech coding algorithms use 
some form of parametric model to represent the speech waveform. This model typically 
exploits the redundancies present in the signal. However the parameters of the model have to 
be converted to bits in order that the speech information may either be conveyed from 
encoder to the decoder, or stored in a digital format. The process of converting the parameters 
of the speech production model into a suitable form for transmission or storage is called 
quantisation. Quantisation is the mechanism by which a discrete value or a continuous signal 
with an infinite range of values is mapped into a discrete set of levels within a finite range. 
The difference between the discrete amplitude signal and continuous amplitude signal is 
known as quantisation error or noise. The ultimate goal of any quantisation scheme is to 
represents the parameters or values such that the noise introduced by the process is 
imperceptible to the human auditory system. There are two main approaches to parameter 
quantisation i.e., scalar quantisation and vector quantisation.
3.2.1 Scalar Quantisation
Scalar quantisation is the mapping of a single continuous value to the nearest level from a 
finite possible number of levels. If the number of possible values is limited to / levels within a 
finite range of D . Then the number of bits required for representation of the selected level is 
given as
B -  l°g2(0 3.1
For a uniform quantiser the spacing between each level is given by DU. Such uniform spacing 
of the levels assumes that the distribution is even across the finite range. However, in many 
speech coding applications this is not true and therefore uniform quantisers typically give a 
poor performance. Accurate quantisation levels can be constructed by considering the 
distribution of the parameter. For example, a greater number of quantisation levels can be 
placed in regions where parameter values are more densely populated. There are two 
approaches which can be used to generate non-uniform scalar quantisers where the 
quantisation levels are dependent on the statistical distribution of the parameter.
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1. Cumulative Frequency Distribution: This method relies on effectively dividing the 
probability density function (PDF) of the parameter into equal areas. This is most easily 
achieved by integrating the PDF to give the Cumulative Frequency Distribution (CDF). 
The y-axis is then divided into equal steps (which corresponds to equal areas in the PDF). 
Each quantiser level is then given by taking the mid point of each step on the y-axis and 
locating its corresponding point on the x-axis. One advantage of this method is that the 
quantisation process is not significantly effected by outliers.
2. Mean Square Error Approach: In this approach the Lloyd-Max [23] quantiser is used to 
find a set of quantiser levels which are optimised to give the minimum mean square error 
(MSE) over a set of training data. For a unit variance gaussian distribution this approach is 
also a PDF optimised method where each quantisation level is trained such that it has an 
equal probability of being chosen.
3.2.2 Vector Quantisation
Scalar quantisers are simple, robust to errors and do not require large amounts of memory 
storage. However, in order to achieve more efficient coding of the parameters it is necessary 
to resort to vector quantisation techniques. In vector quantisation, a group of discrete 
parameters are jointly quantised as a single vector where any dependencies that exists 
between these parameters are exploited to achieve an efficient representation. Assume that x 
is a N dimensional vector whose components or elements are real valued discrete variables
x — , x2 jXp.-.Xyyjj 3.2
The vector x is mapped onto another real valued N dimensional vector y, y is then the
quantised version of x , or y = <2[x] where Q[.] denotes the quantiser operator. Typically, y
takes on one of a finite set of values y = [y(.,l</<c], where y. = [yn,;y/2, yw ]. The set
y is called the codebook and C defines the size of the codebook where C is usually set to be a
number in base 2. Designing the codebook requires the partition of an N dimensional space
onto C regions, R = ,1 < i < c], and for each region appoint a vector y. which is known as
a centroid or code vector. Figure 3.1 shows an example of how a two dimensional space can 
be partitioned for this purpose.
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Figure 3.1: A two dimensional visualisation of vector quantisation
One of the most popular methods for codebook design is an iterative clustering algorithm 
known as the Linde Buzo Gray (LBG) algorithm [24]. For a more thorough treatment of this 
subject the reader is referred to the many texts in the area [25].
3.3 Linear Predictive Coding of Speech Signals
One of the most powerful speech analysis techniques is the method of Linear Predictive 
Coding (LPC) [26]. A  typical speech signal will exhibit a significant amount of correlation 
between successive samples, these are known as short term correlations. Obviously, the 
amount of correlation will depend on the type of speech signal, for instance, voiced speech 
will exhibit stronger short term correlations than unvoiced speech. LPC analysis then attempts 
model these correlations in the form of a very efficient short order filter. Since LPC analysis 
models the sample to sample correlation (formants) it is also called a Short Term Prediction 
(STP) as well.
3.3.1 Source Filter Model of Speech Production
The technique of LPC analysis can be derived from the source filter model of speech 
production [27], which is shown in Figure 3.2. This source filter model assumes that the 
speech signal can be modelled as a time varying linear filter, which is either excited by 
random noise for unvoiced speech, or pulses separated by the pitch period for voiced speech.
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A  decision is therefore made on the input speech to determine whether it is voiced/unvoiced. 
The selected excitation is then scaled by a suitable factor to produce the synthetic output. The 
filter is designed to emulate the action of the vocal tract, which is assumed to act as a lossless 
acoustic tube, consisting of p equal length sections of varying cross-sectional area.
Impulse Train
Figure 3.2: Block diagram of simplified source filter model of speech production
3.3.2 Linear Predictive Coding
The time varying filter which represents the combined effects of the vocal tract, glottal flow 
and the radiation of the lips can be given by the following pole-zero filter
G ( l - f f t t o )
Y f z j  p
X { Z )  O-lj Z- ' )
7=1
The above model is sometimes referred to as an Autoregressive Moving Average Model 
(ARMA). However, if the order of the denominator is high enough, H(z) can be approximated 
by an all-pole filter as given by Equation 3.4
G G
H ( z )  = , v  - j AN) 3.41 ~ 2 * a j z
7=1
where
A(z) = l-YJajz j 3.5
7=1
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this can be written in the form of a difference equation
s(n) = Gx{h) + 2 d a }s(it - j )
7=1
3.6
Equation 3.6 states that the present output, s(n), can be obtained by summing the weighted 
present input, Gx(n), and a weighted sum of the most recent past output samples. The scaling 
term is usually taken as being equal to unity, so the next step is to determine the coefficients 
of the predictor, a7- for7= 1,2...,/? where p is the order of the filter.
Owing to the finite number of coefficients used to model the vocal tract response, the 
predicted value s(n) for the current speech sample, which is given by Equation 3.7, will 
differ from the actual original sample value s(n). This difference is effectively the prediction 
error signal e(n), and is termed a residual.
s(n)  =  Y , a j S ( n -  j )
7=1
3.7
The residual is given by,
e(n ) =  s{n) -  s{n)  =  s(n)  -  jS(n -  j )
7=1
3.8
The main objective is, therefore, to find the set of predictor coefficients a7 which minimises 
the Mean Square Error (MSE), i.e.
I'
■y(«)-Xa7 s( n ~ j )
\ 2
7=1
3.9
where 8 represents the expectation value of the expression. The a;- coefficients can be found 
by setting the partial derivatives of the above with respect to a,j to zero, wherey=l to p.
d(8[e2Q)]) s ( n ) - ^ a A n ~ J)7=1 3.10
5a j d a ; = 0
This results in the solution,
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e — — s ( n - i ) = 0  1 < i < p
_V J=l
Equation 3.11 can be rearranged to give,
/
3.11
i>
S a y(t)(h J) = l < i <  P 3.12
where
<t)(i,y) = e[j(n~ i ) s ( n -  j ) ] 3.13
A  major assumption in the formulation of Equation 3.12, is that the signal used for the model 
is stationary. For short segments of speech of up to 30ms this assumption is a realistic one. 
Therefore, Equations 3.9 to 3.12 can be approximated by finite summations over these 
segment lengths, and Equation 3.13 can be rewritten as
It can be seen that in order to solve for the optimum coefficients, the quantities ( j m u s t  
first be computed, once this has been done the set of linear Equations 3.12 are then solved to 
obtain the coefficients 09. As stated before, for short time analysis the limits of Equation 3.14 
must be over a finite interval. It is the interpretation of these limits which have lead to two 
basic approaches in solving Equation 3.14, i.e. the Autocorrelation Method (AM) and the 
Covariance Method (CM). However in this chapter we will only detail the AM, as this was 
used exclusively for the speech coding work detailed in this thesis. A  more detailed 
explanation of C M  and other analysis methods can be found in [27].
3.3.2.1 The Autocorrelation Method (AM)
In A M  the signal sn(m) is assumed to be zero outside the analysis interval 0 < m < N -1, i.e.
where w(ni) is an N sample duration window which is zero outside the interval 0 < m  < TV -1. 
Since sn(in) is non-zero only for the interval 0 <  m <  N  -  I then due to filter memory of p  
samples the corresponding prediction error en(m) will be non-zero over the extended interval
(h J) = X  (m “  * X  ( m - j )  l < i < p A < j < p 3.14
sn (m) = sn (n + m)w(m) 3.15
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0 < m <  N  - \  +  P . Therefore from Equation 3.8 it can be seen that the error will be large at 
the beginning of the interval as the signal is being predicted from samples which have been 
predominantly set to zero. Also the error at the other end of the interval will be large since 
this time the predictor is trying to predict zero samples from previous samples which are 
clearly non-zero. For this reason the Hamming window, w*(m), is used to taper the ends of the 
signal interval sn{m) towards zero.
r
0.54-
0
0.46 cos
v
2%m 
N - 1JJ
0 <  m <  N  — I 3.16
The limits in Equation 3.14 can therefore be set at
p + N - 1
3.17
or
m=0
tynii’ J) = X  W s n( m  + i - j ) \ < i <  p , l <  j  <  p 3.18
m=0
Equation 3.18 can then be reduced to the short time autocorrelation function as given by
<t>„(* J )  = R„(|Z- j\), l < i < p , l < j < p
where
N —l—j  
111=0 3.20
If we now take Equation 3.19 and substitute back into Equation 3.12 we obtain the compact 
form given below
7=1
3.21
The above can therefore be simply expressed in matrix form as
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3,(0) *„(!) • • K ( P - i y oq X a ) "
*„(!) *„(0) • • R , t ( p -2) oc2 *„(2)
A(p-i) R.Xp - 2 ) • • * ( 0 )  . a 3
3.22
The above matrix of autocorrelation values is symmetrical, and all the elements along a given 
diagonal are identical. This is termed a Toeplitz matrix, and has the advantage that its special 
properties can be exploited in very efficient recursive methods, which have been formulated 
specifically for solving this type of problem. The most widely used is Durbin’s algorithm [28] 
which is a recursive procedure as follows.
£<0) = R(.0)
I; =
/-I
R . W - ' L a ' f ' K V -  j )7=1
1 < i <  pgU-l) 
n
a-° = /<.
a (j } = aJM) - /c.aN!) 1 < j  < i -1
E ? = ( \ - k f ) E i r i)
After solving Equations 3.23 to 3.27 recursively for z=l,2,...,p, the aj is given by
a j = a}p) 1 < j  < p
3.23
3.24
3.25
3.26
3.27
3.28
In C M  a different approach is used for setting the limits of the analysis for Equation 3.14 
where the interval over which the MSE is calculated is fixed to the segment size, N. In doing 
so, the samples outside the interval 0 < m < N -1 are not set to zero, as is the case for AM, 
and therefore are available for the evaluation of (j>„(*,/)• is then calculated over the
interval - P < m <  N - 1, and since no assumptions are required of the signal outside this 
interval there is no need to use a window function. The resulting correlation matrix is still 
symmetrical, about the leading diagonal but it is not Toeplitz. It is typically solved using the 
Cholesky decomposition [2 9 ]. Providing that the sample size in the analysis frame is large 
enough then the performances of C M  and A M  are almost identical [2 7 ]. C M  requires slightly 
more computations in solving the correlation matrix than AM. However, A M  does have one 
over riding theoretical advantage when compared to CM. All the poles lie within the unit
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circle, therefore guaranteeing the stability of H(z). For CM, the stability of the predictor 
polynomial cannot be guaranteed. However, in practice, if the number of samples in the frame 
is sufficiently large enough, then the resulting predictor polynomial will almost always be 
stable.
3.3.2.2 Application of LPC Analysis
Figure 3.3 shows the frequency response or spectral envelope of the LPC synthesis filter, 
given by Equation 3.4, together with the original speech spectrum for a segment of wideband 
speech. A  feature which can be observed is that the LPC spectral envelope matches the 
speech spectrum much better in the spectral peaks than in the spectral valleys. This is to be 
expected since the model transfer function has only poles to represent the formant peaks and 
no zeroes which are required for accurate modelling of the spectral valleys. The spectral 
peaks are called formants which correspond to the resonances in the vocal tract. It seems that 
these formants carry much of the linguistic information in speech so it is important in to 
preserve their shape as much as possible.
Frequency (kHz)
Figure 3.3: Magnitude spectrum for wideband speech of (a) LPC spectral envelope and (b) speech spectrum
Inverse filtering is the process of removing the short term correlations in the speech signal. 
This process is governed by Equation 3.8, or alternatively the transfer function of the inverse 
filter is given by The remaining signal, the residual or error signal e(n), is also the
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excitation signal for the model. Figure 3.4 shows the effect of inverse filtering in the time 
domain on a segment of voiced narrowband speech, and Figure 3.5 shows the corresponding 
effect in the frequency domain. Quite clearly, in the time domain the residual signal is more 
random in nature indicating the removal of the short term correlations, hi the frequency 
domain, the residual signal is much flatter indicating that LPC can be viewed as a method of 
short time spectrum estimation.
Figure 3.4: Time domain plots of the (a) original speech and (b) LPC residual for narrowband speech
Frequency (kHz)
Figure 3.5: Frequency domain plots of the (a) LPC spectral envelope, (b) original speech spectrum and (c) LPC
residual spectrum for narrowband speech
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3.3.2.3 Implementation of LPC Analysis
In the practical implementation of LPC analysis, several issues have to be addressed namely; 
filter order p, and frame size N. In narrowband speech coding, speech is usually sampled at 8 
kHz, thus giving a 4 kHz spectrum for analysis. Within the 4 kHz, the maximum number of 
formants displayed is usually 4. Thus as a two pole conjugate pair is required to represent 
each formant, this indicates that the filter order needs to be at least 8. Usually, a 10-pole filter 
is used so that formant resonances and general spectral shape are modelled accurately. This is 
confirmed by noting that the graph of prediction gain versus LPC filter order, for narrowband 
speech, in Figure 3.6 tends to saturate for values of predictor order greater than 10. In 
wideband speech coding the signal is sampled at 16 kHz, thus providing a wider bandwidth 
for analysis. Within the 8 kHz spectrum the maximum number of formants displayed is 
usually 7. Thus in order to accurately model these formants and general spectral shape a 16- 
pole filter is typically used. This can also be seen in Figure 3.6 where the performance of the 
LPC predictor for wideband speech saturates at the 16th order.
When selecting the frame size N, the stationarity constraint has to be adhered to, thus there is 
an upper limit for N . However, if N is made too short then excitation effects such as pitch 
excitation pulses can dominate the analysis frame leading to a degradation in the spectral 
estimation [30]. Typically N is chosen to be the same length of at least two pitch periods, 
which results in analysis size frames in the order of 20 to 30ms. This not only ensures that the 
effects from pitch excitation do not dominate the LPC analysis but also the distortion from 
the windowing process is minimised. Other factors can have an effect on the performance of 
the LPC analysis such as the placement of the analysis frame within the speech material, for 
instance it was shown in [30] that if the analysis frame was positioned entirely within a pitch 
period (i.e. pitch-synchronous analysis where the analysis section length was aligned at the 
beginning of the pitch period) then there was an increase in predictor performance. However, 
in speech coding this is purely academic since there is no way of selecting the appropriate 
partition due to the segment by segment approach typically used.
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Figure 3.6: LPC prediction gain versus LPC order for (a) wideband speech and (b) narrowband speech
3.3.3 Alternative Representations of the LPC Values
LPC values are calculated on a block analysis approach using the techniques described 
earlier. However, in order to maintain the stability of H(z) we must ensure that all the poles 
lie within the boundary of the z-domain unit circle. The main problem occurs when the LPC 
values are quantised, since the stability of the filter can no longer be guaranteed. Also LPC 
parameters are usually interpolated between frames to ensure a smooth transition from one 
frame boundary to the next. This too can result in LPC coefficients giving an unstable filter. 
Therefore the LPC coefficients are transformed into various alternative representations before 
quantisation and interpolation.
3.3.3.1 PARCOR Coefficients
One such representation of the LPC coefficients are PARCORs [31]. PARCOR coefficients, 
Jq, for i=l,2...p, can be obtained during the course of computing a,- using Durbin’s algorithm. 
The most important property of these coefficients is that the stability of the LPC synthesis 
filter can be guaranteed by ensuring that -1 < /q. < 1. These parameters are, however, not 
suitable for direct quantisation as they possess non-linear spectral sensitivity, particularly for
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values close to unity. However, they can be transformed with non-linear functions, such as 
Log-Area Ratios (LARs) using
LARi = log = 2.tanh“'(fc;) 3.29
or the Inverse Sine (IS) representation, where
IS i = sin_1(/c() 3.30
Both of these transformations have the advantage of being less spectrally sensitive to errors, 
which are inevitably introduced by a finite number of available quantisation levels [32].
3.3.3.2 Line Spectral Pairs & Line Spectral Frequencies
The most promising alternative form for the LPC parameters that has appeared in recent years 
is based on the Line Spectral Pair (LSP), or the analogous Line Spectral Frequencies (LSF) 
representation. The LSP representation can be defined as for any given LPC synthesis filter, 
which is stable and of even order, p , there exists a set of p LSP coefficients which completely 
describes the filter. The conversion form LSPs to the corresponding LSFs is given by
LSF;
cos-'(LSP,) 
2tc T for i = 1 to p 3.31
where T is the sampling period.
Briefly, if the LPC synthesis filter is given by Equation 3.4, A{z) can be decomposed into
\ P ( z ) + Q ( z )A(z) =     3.32
where
/,+1 / \
P(z ) = A(z) + z‘l"+,)A(z-‘) = (z - Oj)
7=0
3.33
and
/)+!
<2(z) = A(z)- z-("+1)A(z-') = z-("+1>n (z-^)
7=0
3.34
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The roots of P(z) and Q(z) all lie on the unit circle, and occur in complex conjugate pairs, 
which means that there is a total of p roots to find, i.e. the arguments of cij and bj. The LSP 
coefficients are equal the cosine of the arguments of c ij and bj. For a more comprehensive 
coverage of the area see Chapter 9 in [33]. Various methods exist for solving the polynomials 
P(z) and Q(z) and are well documented in the literature e.g. [34]. One of the most efficient 
methods converts the polynomials with complex roots into polynomials with real roots and 
then applies the Newton-Raphson method in an iterative search for these roots. The 
conversion of LSPs back into LPCs can be achieved by modifying the LPC synthesis filter in 
terms of the LSFs, and then finding the impulse response of this filter to give the LPC values 
(see [33], Chapter 9).
3.3.3.3 Properties of LSFs
LSFs have several useful properties which can be exploited in order to achieve efficient 
quantisation of the parameters and also provide a filter stability checking mechanism once the 
parameters have been quantised [35]. One of the most important properties is the inherent 
ordering of the LSF. The stability of the filter is guaranteed providing the LSFs are 
monotonically increasing and are bound between the limits 0 Hz and f s/2, where f s is the 
sampling frequency of the system, i.e.
0 < LSF(0) < LSFQ) < ....... < LSF(p  - 1) < f  j 2  3.35
Figure 3.7 shows plots of typical LSF trajectories obtained for a 10th order LPC filter 
operating over narrowband speech and a 16th order LPC filter operating over wideband 
speech. These plots clearly show that no individual trajectories actually cross over at any 
point as in accordance with the monotonicity criterion. Notice also, for unvoiced regions the 
LSFs are evenly distributed between 0 and fJ2. This ordering property indicates that LSFs 
within the frame (intraframe) and from frame to frame (interframe) are correlated, a fact 
which is exploited by predictive quantisers [36]. As a result, LPC coefficient quantisation 
performed in the LSF domain can achieve a 30% bit reduction over an equivalent PARCOR 
quantiser, for the same spectral distortion [37]. These properties also make LSFs ideal for 
interpolating the LPC spectral envelope from one frame to the next in order to obtain a 
smoother transition (see Section 4.4.2).
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Figure 3.7: Typical LSF trajectories for voiced and unvoiced speech for (a) 10th order LPC analysis over 
narrowband speech and (b) 16th order LPC analysis over wideband speech
LSFs correlate directly with the magnitude spectrum as shown in Figure 3.8. Closely grouped 
LSFs indicate the presence of a formant, where the degree of closeness can be used to gauge 
the strength or bandwidth of the formant. Furthermore, spectral sensitivity of each LSF is 
localised to the region of the LPC spectrum it represents, therefore any errors incurred in a 
particular LSF will not effect the whole spectrum.
Figure 3.8: Plots showing the relationship between LSF values and LPC spectral envelope for (a) 10th order 
LPC analysis over narrowband speech and (b) 16th order LPC analysis over wideband speech
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3.3.3.4 Narrowband Speech LSF Quantiser
Frequency (kHz) Frequency (kHz)
Figure 3.9: Plots showing LSF PDFs for narrowband speech
Vector quantisation is the predominant technique used in quantisation of the LSF parameters 
at present. The LBG algorithm can be directly applied to all p LSFs, however the codebook 
size is usually limited to 10 or 11 bits due to the complexity of searching large codebooks and 
the requirement of storage. Codebooks of this size are not large enough to effectively 
represent the parameters. Instead, a split-VQ approach is often used where the LSF 
parameters are split into groups and each group is then individually vector quantised. As we 
have mentioned in Section 3.3.3.3 LSFs exhibit intraframe and interframe correlations, which 
can be exploited during the quantisation process. In order to illustrate the intraframe 
correlation property of an LSF vector 0, Table 3.1 shows the correlation coefficient p,j where
S [e ,(n )-e ,][e ,(n )-e ,]
Pi.J ~  1/  K V N \ * —W  , P ~ h 7 = 0,1.. 1 3.36
Jg [0 ,(» )-e .]2J g K (« ) -e ,]2)
Qq is the q,h component of the LSF vector 0, N is the size of the training base of which there 
were 4000 vectors. The data was collated for 8 kHz sampled speech with a frame size of 
20ms and an LPC analysis order of 10.
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j
i
0 1 2 3 4 5 6 7 8 9
0 1.00 0.42 0.30 0.21 0.14 0.06 0.06 0 .0 2 -0.11 -0.04
1 0.42 1.00 0.75 0.57 0.31 0.25 0.24 0.30 0.28 0.11
2 0.30 0.75 1.00 0.76 0.42 0.38 0.34 0.37 0.38 0.23
3 0.21 0.57 0.76 1.00 0.55 0.47 0.45 0.39 0.40 0.28
4 0.14 0.31 0.42 0.55 1.00 0.74 0.50 0.46 0.28 0.15
5 0.06 0.25 0.38 0.47 0.74 1.00 0.65 0.54 0.42 0.16
6 0.06 0.24 0.34 0.45 0.50 0.65 1.00 0.59 0.52 0.42
7 0 .0 2 0.28 0.37 0.39 0.46 0.54 0.59 1.00 0.52 0.31
8 -0.11 0.30 0.38 0.40 0.28 0.42 0.52 0.52 1.00 0.50
9 -0.04 0.11 0.23 0.28 0.15 0.16 0.42 0.31 0.50 1.00
Table 3.1: LSF intraframe correlation coefficient pf- •
The relatively high correlation between neighbouring LSFs within the same frame is clearly 
shown in Table 3.1. Similarly, to illustrate the interframe correlation of the LSF parameters 
the following correlation coefficient p(. k is shown in Table 3.2, where
N
[e,.(/z) -  e  ,][e (.(72 -  k )  -  e ,]
i
k
1 2 3 4 5 6 7 8 9 10 i
0 0.65 0.43 0.30 0.21 0.17 0.17 0.14 0.13 0.13 0 .1 2
1 0.71 0.47 0.30 0.19 0.13 0.09 0.07 0.05 0.04 0.04
2 0.74 0.49 0.29 0.16 0.09 0.05 0.03 0 .0 2 0 .0 2 0 .0 2
3 0.74 0.49 0.31 0.18 0 .1 0 0.06 0.05 0.05 0.06 0.06
4 0.82 0.61 0.43 0.30 0.21 0.14 0.11 0.09 0.07 0.07
5 0.77 0.56 0.38 0.24 0.16 0 .1 0 0.08 0.07 0.08 0.08
6 0.69 0.45 0.26 0.14 0.06 0.01 0.01 -0.01 0.01 0.01
7 0.71 0.48 0.31 0.18 0.09 0.04 0.03 0.05 0.03 0.05
8 0 .68 0.44 0.26 0.13 0.04 -0 .0 2 -0.04 -0.05 -0.04 -0 .01
9 0.60 0.36 0.21 0 .1 2 0.06 0.04 0.03 0 .0 2 0 .0 2 0 .0 2
Table 3.2 : LSF interframe correlation p(. k
In order to exploit the intraframe correlation a method of normalising groups of LSF 
parameters to 2 or 3 specific single LSFs can be used [38]. For example LSF’s 0 and 1 are 
normalised to the range between LSF2 and 0 Hz, LSFs 3, 4 and 5 are normalised to the range
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between LSF 6 and LSF 3, and finally LSFs 7, 8 and 9 are normalised to the range between 
LSF 6 and 4 kHz, i.e.
for LSFs {0,1}
for LSFs {3,4,5}
for LSFs {7,8,9}
0 .
0jiiomi — for i = 0,1 3.38
0 — 0
OjHonn = —1 for i = 3,4,5 3.39
6 2
0 “ 0
Qjiorm = ~~~~ 6 fo r  i = 7,8,9 3.404000-0
Due to this normalisation process the remaining normalised LSFs all have values between 0 
and 1. These LSF vectors can then by vector quantised using split-VQ according to the 
following groups {0,1} {3,4,5} and {7,8,9}. LSFs 2 and 6 are scalar quantised.
In addition or alternatively, interframe correlations between successive frames of LSF 
parameters may be exploited using predictive LSF quantiser schemes. This is where a moving 
average (MA) predictor is used to obtain an estimate of the current LSFs using previous 
parameters. The form of the predictor is given by Equation 3.41
e,(")=2>,,A("-*) 3-41
k= l
where 6,(72) is the ith component of the predicted LSF vector at frame 72, y- are the M A  
prediction coefficients corresponding to the 2th element of the vector, q is the order of the 
predictor and 0 are the past quantised LSFs. The prediction residual is then given by
7;. (72) = 0,(72)— 0(. (72) 3.42
The prediction residual is typically quantised using split-VQ techniques with the LBG 
algorithm. The vector 6(72) can often be predicted using the past quantised residual instead, 
also it is typical to use the mean removed LSF vector during this prediction stage. The 
optimum prediction coefficients are found by minimising the MSE between the original LSF
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vector component 0,., and the predicted vector component 0. over a very large training data 
base, i.e.
E .  = e.2(;i) = (0.(77) - 0.(/?))2 for i = 0,..., p -1
w=0 «=0
3.43
dE;
Let
—  =  2
11=0 jt=i
X -Xe,(n-Z)
u=0
= 0 for i = 0 , 1
/ !  =  0
n=0
Hence, in matrix form,
...
.1
^ 2,1 4B
- 1 1p1
T/,2 ^1,2 ^ 2,2 ■■ 4>».2 zz « 2
11 §2,q •* 6T f/,<7 _ . V
3.44
3.45
3.46
3.47
for large values where q>2 the above set of normal equations can be solved using Cholesky 
decomposition of the correlation matrix.
These two techniques can be amalgamated to give a quantisation scheme which exploits both 
interframe and intraframe correlations. Initially the LSF are normalised as described above to 
account for intraframe correlations. Then for each normalised LSF (0,1,3,4,5,7,8,9) the 
interframe correlations are removed using Equations 3.41 and 3.42 resulting residuals are 
vector quantised using split-VQ of the respective normalised LSFs groups. A  second order 
predictor was chosen whose coefficients are given in Table 3.3 below
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’
0 1 3 4 5 7 8 9
7u 0.83 0.78 0.73 0 .8 6 0.77 0.71 0.75 0.75
T/.2 0.14 0 .2 0 0.23 0 .1 2 0.23 0.24 0.23 0.24
Table 3.3: Predictor coefficients for second order MA predictor using normalised LSFs
In order to assess the performance of the quantisation scheme the following mean square log 
spectral distortion measure is used
if
SD = -J[l01og10 S ( m ) ~ 101oglo S'(co)]
K n
3.48
where S(co) and S' ( (D)  are the original and quantised speech spectrum respectively. When 
measuring the difference between two sets of LPC coefficients, S((0) and S'((D) can be 
defined as
S(co) = l/|A(a»f 3.49
S'(co) = l/|A'(CD)|; 3.50
where
|A(co)|2 =
k~ l
3.51
Thus in the discrete domain the average spectral distortion measure is approximated as
SD =  l l S D ( n )  ( 2)
where SD is
N t ,
j  M /2 -1
SD = — —  1
3.52
M / 2  + 0
m , |a '(*)|
101og|W
3.53
It is generally recognised within the speech coding community that transparent quality is 
achieved by the quantisation process when SD <ldB2 and not more than 2% of the outlier
frames have a SD>2dB'
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Three different quantisation schemes were evaluated using the above spectral distortion
measure:
1. The LSFs are normalised as described above. LSFs 2 and 6 are non-uniform scalar 
quantised with 4 bits. The normalised LSFs are then split vector quantised according to the 
following groups {0,1}, {3,4,5} and {7,8,9}.
2. As in point 1, except the interframe correlations are removed for the normalised LSFs. The 
residual LSFs are then quantised using split-VQ as above.
3. For comparison a Scalar Quantisation scheme was included [39], where each LSF is 
quantised with a non-uniform quantiser. The number of bits allocated depends very much 
on variance of the particular LSF parameters, i.e. from the PDFs shown in Figure 3.9 can 
be seen that LSFs 1,8 and 9 do not have as much variance as the other remaining PDFs 
also these LSFs are not as perceptually important.
Scheme Bit Allocation for LSFs Total Bits s d  dB2 %>2dB2 %>4dB2
Normalised with split {0 , 1 } {3 ,4 ,5 }  {7, 8,9}
VQ 6 6 6 26 2.09 26 6
6 7 6 27 1.74 19 4
6 7 7 28 1.46 14 3
7 7 7 29 1.25 11 3
7 8 7 30 1.14 7 2
Normalised with {0,1} {3 ,4 ,5 }  {7 ,8 ,9}
interframe prediction and 6 6 6 26 1.98 20 6
split VQ 6 7 6 27 1.63 16 3
6 7 7 28 1.34 12 3
7 7 7 29 1.14 9 2
7 8 7 30 1.09 4 1
Scalar {0 ,1,2 ,3,4,5,6 ,7,8 ,9}
3 3 4 4 4 4 3 3 3 3 34 1.51 18 5
3 4 4 4 4 4 4 3 3 3 36 1.19 10 4
3 4 4 4 4 4 4 4 3 3 37 1.04 3 1
Table 3.4: Spectral distortion measure for various LSF quantisation schemes
For the scheme using the M A  predictor it is necessary that the LSFs are checked for 
monotonicity, i.e. filter stability, once the parameters have been quantised. If there has been a 
violation of this criterion then the search is performed again but this time the offending 
codebook indices are weighted (blacklisted) such that they play no further part in the selection 
process. Note that the speech material used in obtaining the results presented in Table 3.4 was 
not included in the training database.
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3.3.3.5 Wideband Speech LSF Quantiser
Frequency (kHz) Frequency (kHz)
Figure 3.10: Plots showing LSF PDFs for wideband speech
The techniques as described above can also be applied to the 16 LSFs which represent the 
wideband speech spectrum. However, the normalisation technique is applied using LSFs 3, 7 
and 11 as the normalisation factors. As before, interframe correlations are removed using a 
second order M A  predictor where the coefficients are given in Table 3.5. The remaining LSF 
residual signals are then divided into the following groups {0,1,2}, {4,5,6}, {8,9,10} and 
{12,13,14,15} whereby split-VQ techniques are applied using the LBG algorithm. Table 3.6 
shows the performance of different quantisation techniques using the spectral distortion 
measure as stipulated in Equation 3.52. A scalar scheme was also included for comparison, as 
before the number of bits was chosen to reflect the variance of the parameters as shown by 
the PDFs in Figure 3.10.
i
0 1 2 4 5 6 8 9 10 12 13 14 15
Yu 0.83 0.82 0 .8 6 0.76 0.73 0.80 0.74 0.73 0.75 0.75 0.81 0.79 0.81
Yi.2 0.13 0.14 0.11 0.17 0.24 0.16 0.21 0.24 0 .2 2 0.21 0.17 0.17 0.15
Table 3.5: Predictor coefficients for a second order MA predictor for wideband speech using normalised LSFs
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Scheme Bit Allocation for LSFs Total Bits SD dB2 %>2dB2 %>4dB2
Normalised with (0,1,2) (4, 5,6) (8,9,10) (12,13,14,15)
split-VQ 7 7 7 7 40 1.56 22 5
7 8 8 7 42 1.38 18 4
7 8 8 8 43 1.26 14 2
8 8 8 8 44 1.18 10 2
Normalised with (0,1,2) (4,5,6) (8,9,10) (12,13,14,15)
interframe 7 7 7 7 40 1.56 22 5
prediction 7 8 8 7 42 1.37 18 4
and split-VQ 7 8 8 8 43 1.25 15 3
8 8 8 8 44 1.16 9 1
Scalar (0,1,2,3,4,5,6,7,8,9,10,11,12,13,14,15)
3 3 4 4 4 4 4 4 4 4  4 4 3 3 3 3 58 1.52 21 7
3 4 4 4 4 4 4 4 4 4  4 4 3 3 3 3 59 1.23 15 6
3 4 4 4 4 4 4 4 4 4  4 4 4 3 3 3 60 1.19 12 4
Table 3.6: Spectral distortion measure for various wideband LSF quantisation schemes
3.4 Pitch Prediction
In the Section 3.3.2.2 the ability of LPC analysis to remove neighbouring sample correlations 
present in the speech signal was described. As observed, this was equivalent to removing the 
spectral envelope, of “flattening out” of the speech spectrum. However, from the residual 
signal in Figure 3.4 it is clear that correlations still remain, especially for voiced regions. The 
most evident of these are shaip periodic pulses, these pulses are separated by the pitch or 
multiples of the pitch period. These pulses contribute to the fine structure or harmonic content 
present in the magnitude spectrum for voiced speech, see Figure 3.5. This long term 
correlation constitutes a major component of the excitation signal. It is hardly surprising, 
therefore, that the source filter model fails to represent these correlations since it assumes 
they are part of the excitation signal which is the input to the filter, and also the pitch period 
between successive correlations can be anywhere between 16 and 160 samples which is well 
beyond the reach of most LPC memory lengths. Consequently, to remove this periodic 
structure, a second stage of prediction is required. In the frequency domain this predictor 
effectively removes the fine harmonic structure, thus further “flattening out” the residual.
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3.4.1 The Pitch Predictor
The long term or pitch predictor can be formulated as
3.54
where I (typically set at 0,1 or 2) determines the order of the predictor, TP denotes the pitch
distant samples. By referring back to the source filter model of speech production in Figure 
3.2, the combined analysis model can now be represented as a cascade of two linear filters, 
one modelling the short term correlations and the other the long term correlations. The final 
output signal s(n) can be given by the following difference equation
where r(n) is the past excitation. The prediction error for the combined analysis model is 
given as
However, due to the introduction of the pitch filter the MSE solution for Equation 3.56 rather 
complex. In order to overcome this problem a sub-optimal approach called the one-shot
residual r(n) is close to the pitch spectrum in the input speech signal s(n). The LPC 
coefficients are calculated using s(n) and then the speech is inverse filtered to obtain the 
residual r(n). This residual signal is then used in a MSE approach to find the optimum filter 
gains |3/. Thus by ignoring the STP term in Equation 3.56 the problem can be formulated for a 
single tap pitch filter as
period, and P, are the predictor coefficients which reflect the amount of correlation between
p 3.55
s(n) = Gx(n) + “ & ~ X P/rO  “ TP ~ 0
p
e(n) = s(n) -  ^ a .5(72 - j ) - X  P,r (»  “ TP ~ 0 3.56
2=1 i=-7
optimisation procedure [40]. In this method it is assumed that the pitch spectrum in the
K72) =  r ( 7 2 ) - P r ( 7 2 - T /, ) 3.57
The estimate for the filter gain can now be determined by minimising the MSE, i.e.
3.58
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Replacing the expectation with finite summations
E = X^(m) = Tp)J 3-59
111=0 7K=0
. dE By setting —  to zero
AT-l
P  m=o 3.60
A M
X'km-T,,)111=0
In the above formulation it was assumed that the pitch lag, Tp, has already been found. In 
order to determine Tp various pitch detection algorithms can be used such as Autocorrelation 
[27], Segmented Autocorrelation [41] and Average Magnitude Difference Function (AMDF) 
[42]. However for simplicity the Autocorrelation method is used here as a general description. 
Using the single tap example described above, the value of p, is given by Equation 3.60. This 
is then substituted into Equation 3.59 to give an expression for the minimum MSE, i.e.
A M
l r { m ) r { m - T v)
( K  , I " 0 3.61m m E = l r  (m)  grj------ ---- 7 <  Tp < Tma
m= 0
111=0
Therefore to determine the optimal lag Topt, values of lag are tested between Tmjn and Tmax, 
and the lag which minimises the error E is the optimal value. For speech sampled at 8 kHz, Tp 
may vary from 16 for a high pitched female or child to 160 for a deep voiced male.
Figure 3.11 shows the frequency response or spectral envelope of the LTP (pitch) synthesis 
filter on a segment of LPC inverse filtered speech. Where it can be seen that the filter matches 
the harmonic structure present in the signal. Thus, if LTP inverse filtering is applied to this 
signal the remaining long term correlations will be removed resulting in a further “flattening 
out” of the spectrum as depicted in Figure 3.11(c). The effect of LTP inverse filtering in the 
time domain is also shown in Figure 3.12, where it can observed that most of the quasi- 
periodic structure has been removed from the LPC residual resulting in a random type 
excitation signal.
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Frequency (kHz)
Figure 3.11: Frequency domain plots for narrowband speech of (a) LTP synthesis spectral envelope, (b) LPC 
residual spectrum and (c) inverse pitch filtered speech spectrum
Figure 3.12: Time domain plots of (a) inverse LPC filtered speech and (b) inverse pitch filtered speech for the
narrowband speech segment
3.5 Concluding Remarks
This chapter has presented coding techniques which are fundamental for efficient 
representation of the speech signal. Primarily, the technique of LPC analysis was introduced 
which is used to represent the short term correlations in the speech signal. LPC analysis 
allows a considerable amount of speech information to be represented by a relatively small 
number of filter coefficients. This chapter has also addressed the problem of quantising these
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coefficients. In particular, the LSF representation was discussed where its most prominent 
properties were highlighted. A  quantisation scheme was introduced which attempts to exploit 
some of these properties. The results presented in Table 3.6 indicate that there is very little 
advantage when using interframe prediction. However, this is contrary to previous studies 
[36] which clearly show that exploiting interframe correlations between neighbouring LSFs 
can result in a significant improvement to the performance of the quantiser. It is therefore 
suggested that the use of interframe prediction together with the normalisation technique 
described in Section 3.3.3.4 warrants further investigation.
After the removal of the short term correlations the speech signal still contains a long term 
repetitive structure. This structure can be modelled with a pitch filter or long term predictor. 
This leads to a further flattening out of the speech spectrum resulting in a final residual 
(excitation) signal which in appearance is random in nature and devoid of correlations.
Chapter 4
4. Analysis-by-Synthesis Coding of Speech
4.1 Introduction
Speech coding at medium bit rates has been dominated for the last fifteen years by application 
of the Analysis-by-Synthesis (AbS) technique. The basic idea of AbS is as follows. First, it is 
assumed that the speech signal is observable in the time or frequency domain. Then, some 
form of speech model is assumed, such as the vocal tract model described in Section 3.3. This 
model has a number of parameters which can be varied to produce different versions of a 
synthetic output signal. In order to derive a representation of the model that is of the same 
form as the true signal model, a trial and error procedure is applied. By varying the 
parameters of the model in a systematic way it is possible to find a set of parameters that can 
produce a synthetic signal which matches the original speech signal with a minimum error. 
When such a match is found the parameters of the model are assumed to be the parameters of 
the speech signal. This principal was first used for speech analysis by [43] and [44]. However, 
because of its obvious complexity, it was not re-applied until Atal outlined the basis of 
Multipulse Excited-LPC (MPE-LPC) in [18] for low bit rate coding. In Atal’s work the time 
domain representation of speech was used, and a model very similar to the conventional 
source filter model was selected. However, AbS within other domains and models are equally 
applicable [45]. Since the idea of combining the source filter model with the AbS principal 
this approach to speech coding has become the most widely studied and implemented to date. 
This has lead to a class of speech coding known as Analysis-by-Synthesis Linear Prediction 
Coding (AbS-LPC). In the AbS-LPC coding system, a closed loop optimisation procedure is 
used to determine the excitation signal, which when used to excite the source filter model, a
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perceptually optimal synthesised speech signal is produced. Often this technique requires a 
comprehensive search of a possible number of candidate excitation vectors, which is one of 
the main reasons why it tends to be very computationally intensive.
It is the very nature of the AbS structure which has resulted in high quality speech at medium 
bit rates for this class of coder. There are two main reasons for this success. Firstly, the output 
speech is analysed to see if the coding procedure is operating effectively such that any 
distortions in the reconstructed speech are controlled. Secondly, if there are any errors in the 
analysis of past speech then the closed loop scheme can adapt to minimise the distortion over 
the current frame. Other schemes which rely on the Analysis and Synthesis (AAS) structure, 
such as APC [46], ATC [47] and SBC [48], analyse speech in an open loop manner and 
therefore fail to produce consistently high quality at medium bit rates.
This chapter will introduce the principals of AbS-LPC coding system based upon AtaPs 
original model. The chapter will give a broad overview of the various sub systems that 
comprise this class of coder. However this information will be presented from the aspect of 
arguably the most important form of this class of coder, known as Code Excited Linear 
Prediction (CELP) [2].
4.2 The AbS-LPC Coding Scheme
Figure 4.1 shows the basic structure of an AbS-LPC coding scheme. The scheme requires 
frequent updating of the model parameters in order to obtain a good match between the 
synthetic and true speech signals. To achieve this it is necessary to partition the input speech 
into blocks of samples. The length and update rate of the analysis block determine the overall 
bit rate of the coding scheme. The basic operation of an AbS-LPC coding scheme can be 
characterised as follows:
1. Synthesis filter: The time-varying linear prediction based synthesis filter is periodically 
updated and its coefficients are determined by linear prediction of the current segment or 
frame of the speech waveform1.
1 Some AbS systems actually perform their LPC analysis on the past coded speech signal. This technique is 
called backward LPC prediction and is typically used for coders which require a low buffering delay.
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2. AbS excitation coding: The encoder determines the excitation signal one segment at a 
time, by feeding candidate excitation vectors into a replica of the synthesis filter and 
selecting the one that minimises the perceptually weighted minimum MSE distortion 
between the original and reproduced speech segments. Typically, the length of this 
segment is a sub-multiple of the LPC analysis frame length. The reason being that it is 
easier to match over short segment or subframe lengths than it is over a longer lengths and 
very often some of the model parameters such as the pitch lag may vary (though slowly) 
across the length of the analysis frame.
3. Decoder: At the decoder the synthetic speech is generated by passing the optimal 
excitation through the LPC synthesis filter with the memory contents of the filter fully 
restored. It is important to note that the synthetic speech is generated at the encoder as 
well. This is necessary in order to update the contents of the memory of the time varying 
filters such that replica conditions are maintained at both the encoder and decoder.
A  typical AbS-LPC system consists of multiple excitation sources as indicated in Figure 4.1. 
Usually the primary excitation source will consist of a long term predictor (LTP) whose role 
is to model the long term correlations present in the speech signal. The parameters of this 
filter, i.e. delay and associated scaling factors can be found in an open loop method as 
described in the previous chapter or in a closed loop manner which will be investigated 
further in this chapter, hi addition there is typically a secondary excitation source whose role 
is to model any remaining structure. However, this format is not always followed and very 
often a particular AbS-LPC coding system will just have a single excitation source as is the 
case for the original MPE-LPC and algorithm. So by referring to Figure 4.1 the excitation 
search operation of an AbS-LPC coding system can be summarised as:
1. A  frame of typically 20 to 30ms of original speech s(n) is buffered and LPC2 analysis is 
performed to determine the coefficients for the synthesis filter. This filter models the short 
term correlations (i.e. spectral envelope) present in the speech.
2. Each frame of original speech is split into a number of smaller subframes, typically 4 to 8 
per frame. For each subframe, the optimum excitation signal is modelled as a combination 
of a primary and a secondary excitation vector. Where the parameters for the primary and 
secondary excitation are usually calculated in a sequential manner.
2 Usually a 10th order LPC is used, however this is not always the case for example RPE-LTP which is used in 
GSM utilises a 8th order LPC and the ITU G.728 Low Delay CELP [54] uses a 50th order filter.
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3. In the first stage, each primary excitation candidate sequence p(n) is passed through the 
LPC synthesis filter and the output is compared in a MSE sense to the reference signal 
s(n). All available primary sequences are tried and the one which gives the minimum 
perceptually weighted error between the reference and candidate synthesised primary 
vector is selected as the optimal primary sequence popt(n). Having found p„pt(n), its 
corresponding gain gp is then calculated. Finally, the contribution of the scaled p„pt(ji) 
synthesised through 1 !A(z) is subtracted from s(n) to obtain a reference sequence.
4. In the second stage, the optimum secondary excitation sequence x()pt(n) is searched through 
in exactly the same manner as for popt(n), except that the output of the synthesis filter is 
compared with the reference sequence instead of s(n). Having found x„pt(n), its 
corresponding gain gx is calculated, hi the case of MPE-LPC the gain can be considered as 
a sequence gx(n).
5. Steps 1 to 4 are then repeated for subsequent frames.
From the above description it can be deduced that the AbS-LPC scheme is not truly analysis- 
by-synthesis. This is because the LPC parameters are calculated first and then fixed for the 
duration of the excitation search. Also the excitation vectors from the primary and secondary 
sources are typically searched sequentially. Ideally, in a true AbS system the LPC filter 
parameters and the excitation search procedures would be optimised in parallel, inside the 
AbS loop. However, this joint optimisation is computationally very intensive and therefore 
the sub-optimal approach is used.
So far a very general description of AbS-LPC has been given, nevertheless all the coding 
schemes adopting the AbS architecture utilise, to some degree, the methodology described 
above. However, before we delve into the finer details of this principal coding with perhaps 
its most heavily studied variant, CELP, it is worth mentioning some of the earlier versions of 
AbS-LPC.
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Figure 4.1: Basic structure of AbS-LPC speech coders
As mentioned previously the first effective and practical form of AbS-LPC to be introduced 
was MPE-LPC where the original algorithm consisted of an excitation of non-uniformly 
spaced pulses with varying amplitudes. As indicated previously, optimal solutions for AbS 
coders involve determining the parameters of the model in parallel. As such MPE-LPC is no 
exception. The optimal solution would involve an exhaustive search for all possible 
combinations of pulse positions and amplitudes which is clearly impractical, especially as the
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number of pulses increases. Numerous sub-optimal techniques have been suggested for 
determining the amplitudes and positions of the individual pulses [49]. Most of them rely on 
a sequential search technique where the pulses are derived individually in the AbS search 
loop by minimising the weighted perceptual difference between the input signal and output of 
the LPC filter to a single candidate pulse position. Upon location of the best position, the 
pulse together with its quantised gain is synthesised through the LPC synthesis filter and then 
the contribution of the selected pulse position is subtracted from the reference signal. The 
procedure is then repeated for the next pulse. Amplitude re-optimisation is often used to 
obtain an enhancement in the performance of the sub-optimal search procedure. Two forms of 
this method exist [50] [51]. The first method globally re-computes the amplitudes once pulse 
positions have been found, and the second method globally re-calculates the pulse amplitudes 
after each new pulse position is calculated. The number of pulses per subframe (typically 3-8) 
is fixed apriori. Since no restrictions are placed on the spacing or the spread of the pulses, a 
large number of bits is required to encode the pulse positions. As indicated, the original MPE- 
LPC did not incorporate an LTP. However, various publications [52] [50] have shown that 
the inclusion of an LTP into the coding structure can result in a significant reduction in the 
overall bit rate without incurring a loss in the speech quality. The main reason for this is that 
each subframe now requires fewer pulses to effectively model the remaining residual after 
LTP analysis is performed.
One of the main problems with the original MPE-LPC algorithm was that many pulses per 
subframe were required to model the residual signal. This not only resulted in a high overall 
data rate but also contributed to the dilemma of complexity. In order to overcome these 
problems, Kroon in 1986 introduced a new pulse excitation technique which was more 
efficient than MPE-LPC. Regular Pulse Excitation (RPE) [20] represents the residual signal 
as a set of uniformly spaced pulses, where the position of the first pulse within the subframe 
and the pulse amplitudes are determined in the encoding process. Thus for a given first pulse 
position all other pulse positions are known and the amplitudes of these pulses are found by 
solving the corresponding set of linear equations. The number of pulses allowed in each 
subframe is fixed for the coder. The original proposal modelled the residual signal as a down 
sampled version in a closed loop arrangement without an LTP filter. A  modified version of 
RPE, called Regular Pulse Excitation with Long Term Prediction (RPE-LTP), was selected as
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part of the first standard for digital cellular telephony now operating as the global system for 
mobile telecommunications (GSM) [8].
4.3 Perceptual Weighting
The AbS-LPC coder of Figure 4.1 minimises the error between the original s(n) and the 
synthesised signal s(n) according to a suitable error criterion by varying the excitation signal 
applied to the LPC synthesis filter. As described before, this is typically achieved using a 
sequential search procedure where each candidate excitation vector is tried.
The optimisation criterion used for this search procedure is based on the minimum MSE, 
which offers both simplicity and adequate performance. However, the error tends to have a 
flat spectrum, and when it exceeds that of the speech spectrum, such as in the valley regions, 
it can result in perceptual disturbances. The basic philosophy behind the application of the 
weighting filter is based on the well known masking property of the ear, i.e. low energy 
signals are masked by high energy signals in a given frequency band. For the speech 
spectrum, the ear is less sensitive to noise in the high energy formant regions than in the 
valley regions. The role of the noise shaping filter is therefore to shape the error spectrum, 
such that the regions corresponding to the formant frequencies are de-emphasised whereas the 
regions corresponding to the valleys are emphasised. Thus by allocating larger distortion in 
the formant regions, noise that is more subjectively disturbing in the non-formant regions can 
be reduced. Greater emphasis will then be placed on the valley regions when selecting the 
excitation vector. The weighting filter takes the following form
where a7 are the coefficients of the LPC filter of order p, y and 8 are the factors which control 
the energy distribution in the formant regions. The factors y and 5 are fractions between 0 and 
1, and y > 8. This weighting filter is based on the structure proposed by Schroeder and Atal
1 - X a / ^  J
W(z) = 4.1
[53] for APC schemes. The de-emphasis of the formant region is due to the fact that the poles
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are pulled further away from the unit circle in the z-plane than the corresponding zeroes3. The 
effect of this is shown in Figure 4.2 where it can be seen that the amount of de-emphasis in 
the formant region is determined by the values of y and 8. Since the zeroes of the noise 
shaping filter have a higher weighting factor their effect will always be stronger than the 
poles, and therefore for voiced speech the weighting filter will provide a tilt towards the 
higher frequencies in addition to emphasising the valleys.
Figure 4.2: Frequency domain plots o f the weighting filter for a given LPC envelope
The values of the LPC weighting factors should be tuned for each coder and are typically 
determined by extensive subjective listening tests. However, suitable values of y and 8 are;
1.0 and 0.8, 0.9 and 0.6, or 0.9 and 0.7.
As stated before the AbS-LPC excitation is found by minimising the weighted MSE between 
the speech signal s(n) and the synthetic signal s{n) as shown in Figure 4.1. However, since 
the weighting filter is linear, the minimisation is equivalent to minimising the unweighted 
mean squared error between a weighted speech signal and a weighted synthetic signal, as 
illustrated in Figure 4.3. This is computationally advantageous since a block of input samples 
need only be weighted once prior to the AbS search.
3 The zeroes have the same phase angles as the poles, hence they have a counteracting effect within the same 
frequency band.
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Figure 4.3: Modified AbS-LPC encoder with the weighting filter moved to the branches of the error
minimisation process
4.4 Code Excited Linear Predictive Coding
The process of CELP coding is very similar to MPE-LPC and RPE which were briefly 
mentioned earlier. However, the main difference is that in a CELP algorithm both the pulse 
amplitudes and positions forming the secondary excitation signals are vector quantised. Such 
a procedure incorporated in a closed loop AbS structure can be highly efficient, leading to 
high quality coding at low bit rates. These excitation signals are known as excitation vectors 
or codewords, and a collection of possible codewords is typically termed a codebook. The 
model basically consists of two time varying linear recursive filters operating in separate 
feedback loops. The long term predictor (LTP) models the pitch periodicity in the signal, or in 
the frequency domain the fine spectral structure, and the short term predictor (STP) models 
the sample to sample correlations or spectral envelope. In order that the system yields high 
quality speech the excitation sequence and the two filter parameters have to be frequently 
updated. Therefore the input speech is divided into short blocks, usually referred to as 
vectors. For each vector, after computing coefficients for the two filters, an excitation 
sequence which minimises the weighted error between the original speech and the synthesised 
speech is chosen from a codebook. Thus an AbS system is developed in which the selection 
of the optimum excitation sequence involves scaling each codeword (or vector) by a gain 
factor, passing it through the two recursive filters and comparing the output s(n) with the 
original speech according to the weighted MSE criterion, as shown in Figure 4.4. The
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determination of the LTP coefficients can also be incorporated into the AbS loop, typically 
this occurs in a sequential manner before the codeword search routine.
The index of the selected codeword along with the gain factor and the coefficients of the two 
filters are encoded and transmitted to the decoder where an identical codebook is employed. 
The codeword corresponding to the received index is scaled by the gain factor and clocked 
through the two recursive filter structures to produce the synthesised speech signal.
Input Speech
Figure 4.4: Concept of CELP
4.4.1 CELP System Description
So far a very general description of the CELP coder has been given in which the basic 
principles of this class of coding have been outlined. Figure 4.5, is a detailed block diagram 
of a generalised CELP coder where the description of its operation is given below:
1. The original speech, s(n), is partitioned into analysis frames of around 20-30ms. LPC 
analysis is performed on the frame of s(n) to obtain a set of LPC coefficients a7, 1 < j < p 
where p is the order of the filter.
2. Each original speech analysis frame is then divided into subframes of around 2.5 - 7.5ms. 
Typically a frame consists of four subframes, however this number can be increased to 
enhance the quality of the speech and ultimately increase the bit rate.
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3. The weighting filter W(z) with its memories maintained is applied to the original subframe 
of speech s(n), this gives the perceptually weighted speech signal sw(n).
4. The memories from the previous subframe’s synthetic output are then restored for the 
weighted LPC synthesis filter. The output corresponding to a zero input is then subtracted 
from the weighted speech signal sw(n) to give the first reference signal sjn). This removes 
the effect, on the current subframe, of the memory response from the previous subframe. 
Therefore a memoryless LPC synthesis filter can be used for subsequent analysis, which 
greatly simplifies the calculations for the following excitation search routines.
5. LTP analysis is then performed either on the residual generated by inverse LPC filtering 
si(n), i.e. open loop method (OLM) [15], or on the reference signal itself, i.e. closed loop 
method (CLM) [49]. Both analysis methods result in a delay, D , and associated filter 
coefficients (or scaling factors) (3/, where i represents the number of filter taps. The main 
role of the LTP is to introduce voice periodicity into the synthesised speech signal.
6. The contribution of the selected LTP memory response passed through the weighted LPC 
synthesis filter is then subtracted from s\(n) to give a second reference signal, S2O1). 
Therefore a memoryless LTP synthesis filter can be used for the next stage.
7. The secondary excitation parameters are usually updated as frequently as the LTP 
coefficients, i.e. every subframe. In standard CELP, the secondary excitation is modelled 
by a gain shape codebook in which the shape is modelled by a codebook containing 
sequences that consist of white gaussian noise. During the search process each candidate 
excitation vector is passed through the cascade of the LTP filter and the weighted synthesis 
filter. The output sw(n) 1S then compared with s2(n) and the codebook vector xk(n) which 
gives the minimum weighted MSE is chosen and the corresponding gain gk is calculated. 
Since the same codebook is available at both the encoder and decoder, only the index k and 
quantised gain gk need to be transmitted.
8. However in practice the LTP filter is often treated as an adaptive codebook in parallel with 
the secondary excitation, although, the LTP analysis is performed prior to the secondary 
excitation computation. Thus, during the secondary excitation analysis only the effect of 
the LPC synthesis filter is considered. This is due to the fact that the contents of the LTP 
memory is set to zero for this stage since its contributory effect has been removed, and 
therefore plays no further role in the selection of the secondary excitation (see Section
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4.4.3.2). It is customary, therefore, to remove the LTP filter from this analysis branch. As a 
consequence of treating the LTP as an excitation source in parallel with the secondary 
codebook it is necessary to physically update the contents of its memory with the optimum 
combined and scaled excitation vectors for the next subframe. The decoder is also 
considered as two excitation sources in parallel, where the optimum scaled vectors are 
summed before exciting the unweighted LPC synthesis filter as shown in Figure 4.6.
9. Finally, at the encoder the memories from the previous subframe are restored to both the 
LPC synthesis and weighting filters. These memories are then updated for the next 
subframe by passing the scaled optimum excitation vector through the weighted LPC 
synthesis filters. The LTP memory is also updated for the next subframe by clocking the 
scaled optimum excitation vector into the LTP memory, which can be considered as a 
First-in-First-out (FIFO) buffer as shown in Figure 4.5(b).
lO.In order that the memories at both the encoder and decoder remain the same it is essential 
that quantised parameters are used during the memory updating process at the encoder.
It is quite clear from the above description that the algorithm comprises of three main 
functional blocks: (i) STP analysis, (ii) LTP analysis, (iii) secondary excitation or fixed 
codebook search.
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Figure 4.5: Block diagram of the standard CELP encoder algorithm, (a) excitation search procedure and (b)
memory updating procedure
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Figure 4.6: CELP decoder
4.4.2 Short Term Prediction
The role of the STP is to represent the slowly time varying spectral envelope of the speech 
signal. In its inverse filter configuration, it removes the short term sample to sample 
correlations present in the speech signal. Whereas in the synthesis filter configuration it 
shapes the spectrally flat excitation signal with the spectral envelope of the original speech. 
The parameters of the STP can be computed by a number of methods as discussed previously 
in Section 3.3.3. The contribution of the STP to the synthesised speech depends very much on 
the order of the filter. However as we have seen in Section 3.3.2.3 this contribution tends to 
saturate at 10 coefficients for narrowband speech and 16 coefficients for wideband speech. 
The use of LPC analysis is very attractive because it enables the spectral envelope to be 
modelled by a relatively few coefficients. Since the set of STP filter coefficients are 
calculated on a frame by frame basis by using LPC analysis windowing, two potential 
problems occur, namely delay and the variation of the spectral envelope from one frame to 
the next, i.e. the so called block edge effect.
By using a blockwise formulation the LPC analysis cannot proceed until the whole of the data 
frame is available for computation, thus an algorithmic delay of at least one full frame is 
introduced. This algorithmic delay problem can be solved by employing backward forms of 
LPC analysis, i.e. using past quantised samples to estimate LPC coefficients, which is the 
method used by the ITU-T 16kb/s LD-CELP algorithm [54]. However, for such backward 
techniques to operate successfully it is necessary that the quantisation of the excitation must
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be as accurate as possible such that the model inaccuracies incurred due to backward 
prediction can be effectively compensated. This typically results in a high parameter update 
rate and therefore a higher data rate is incurred. The effect of backward LPC prediction for 
wideband speech will be investigated more thoroughly in Section 8.2.
During sustained regions of slowly changing spectral characteristics block edge effects are not 
significant. However, in transition regions which are believed to be perceptually more 
important, the spectral envelope may change rapidly from one frame to the next which can 
result in a degradation in speech quality. One commonly used technique to overcome this 
problem is to interpolate the LPC coefficients between consecutive frames. The idea behind 
LPC frame interpolation is to achieve an improved representation of the spectral envelope by 
computing intermediate sets of parameters between adjacent frames such that the transitions 
are introduced more smoothly at the frame edges.
The interpolation can be either linear or non-linear. The former is generally used because of 
its simplicity and effectiveness in AbS schemes. Interpolation of the direct form LPC 
coefficients a7, is usually not used, primarily because these parameters do not relate directly 
to a feature of the speech spectrum, and also the stability of the filter cannot be guaranteed 
after the interpolation process. However this is not always the case, for instance the ETSI half 
rate G S M  codec [55] utilises non linear interpolation of the direct form LPC coefficients. 
Typically, the direct form filter coefficients are first transformed into an appropriate 
representation such as LARs or the more favourable LSFs and then interpolated. The new set 
of interpolated LSFs are evaluated from the current, past or future weighted LSFs. This can be 
expressed mathematically as
LSF,U) = ILSFAU) + (1 ~ ^ )LSFB(j) for 1 < j < p 4.2
where X is the interpolation weighting factor, LSF] are the interpolated LSFs, and LSFA and 
LSFb are the current, past or future LSFs and p is the LPC analysis order. The factor X 
generally varies from one subframe to the next. Therefore, X determines the emphasis placed 
on each subframe and the value lies in the range 0 to 1. Figure 4.7 illustrates the relative time 
alignments of an interpolation scheme with an extra half frame of delay. For illustrative 
purposes the frame is divided into four subframes which is typical for most medium to low bit 
rate LPC coding schemes employing the AbS techniques, and Table 4.1 shows the relative
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weightings for each subframe for a linear interpolation scheme using half a frame of extra 
delay.
Subframe N°s. X
1 7/8
2 5/8
3 3/8
4 1/8
Table 4.1: Interpolation weighting factors for a scheme using half a frame of extra delay
Although the interpolated schemes offers very little improvement in objective quality 
compared with non-interpolated schemes, subjectively the performance is superior resulting 
in smoother sounding speech. A comparison between the two interpolation schemes has 
demonstrated that introduction of the additional half frame delay provides a beneficial 
improvement to the subjective quality of the synthetic speech.
LPC Analysis W indow
In addition to interpolation the effect of the quantisation process on the LPC parameters 
should also be taken into account during the AbS search loop. This means that quantised LPC 
parameters should be used as the coefficients for the STP filter in the AbS loop. This ensures 
that any inaccuracies incurred due to the quantisation process can be taken into account 
during the choice of the optimum excitation vectors.
4.4.3 Long Term Prediction
One strong feature of speech is its quasi-periodicity, sometimes referred to as the pitch. The 
STP has a memory spanning over a few samples typically 8-16. Since the long term
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correlations of speech can vary between 16-150 samples then the STP is unable to model such 
features of the signal. Thus, in many AbS-LPC systems a long term predictor (LTP) is 
introduced to model this inherent additional redundancy in the signal. The LTP is given by 
the following general equation
_ 1  1
P (z ) i - X p , . / - 0 - 0  4 3
i = - i
where (3,-, are the gains of the 2(7+1) predictor and D  is the predictor delay or lag. It is 
important to note that the formulation used for the LTP in CELP based coders is such that it 
generates long term correlations whether it is due to the pitch or not. The term pitch predictor 
is somewhat misleading in describing the function of this filter, since the lag is not necessary 
the pitch of the signal. This is not only true for unvoiced speech which does not display any 
quasi periodicity, but to some extent for voiced speech as well. Often the LTP is referred to as 
an adaptive codebook. This is perhaps a reflection on the action of the filter, since it attempts 
to model the signal with the contents of its long term memory, which is typically updated 
every subframe. Therefore the LTP basically utilises the long term history of the speech signal 
to model similar characteristics which may be present in the current speech signal. The LTP 
will try to model any speech signal whether it is voiced or unvoiced. However, it is most 
useful during voiced speech, this can be characterised as a quasi-periodic signal with 
considerable correlation existing between samples separated by a pitch period.
In CELP and other AbS-LPC schemes, the LTP analysis can be carried out in either an open 
loop or closed loop manner, with single or multiple taps [56].
4.4.3.1 Open Loop LTP
The process of open loop LTP analysis is a very straight forward and non complex solution to 
the estimation of the filter parameters. In the open loop method the determination of the filter 
parameters can be performed on either the inverse LPC filtered speech, or on the original 
signal itself. However, performing an open loop analysis on the original speech signal is 
primarily used to provide a rough estimation of the pitch, and then a further focused closed
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loop search is used to finalise the parameters of the filter. This methodology is primarily used 
to reduce the complexity of the filter parameter search.
If L is the length of the subframe then the following open loop LTP scheme which uses the 
LPC residual can be formulated for use in AbS-LPC schemes. In Figure 4.8, the lag or delay, 
D, is determined by the output of the LTP synthesiser which best matches the original r(n) for 
a single tap LTP,
e(n) = r(n) — (3r (/? — D ) 4.4
The MSE, E, is given by
L - l  L- 1
E = X  el (7|) = X  [r(tt) - - D)f = 0 4.5
n=0 n=0
r)F L~]—  = 2 £  [r(n) - P f(n -£>)] x - r ( n  0 4.6
dp ,i=o
the filter gain p is given by
^r(n)r(n- D)
L- 1
n=0 4.7
L-l
Y,r\n-D)
n=0
The minimum error, min£', is given by
^r(n)P(n- D)L-l
min E = ^  r1 (n) -
L - l
ii=0 4.8
L - l
n=0 L  r2 (n- D)
11=0
Therefore to determine the optimum delay D opt, values of the lag are tested between D min and 
D m(lx, and the lag which minimises the error, E, is the optimum value. Note, minimising the 
error E is equivalent to finding the optimum delay which maximises the second term in 
Equation 4.8 since the first term stays constant for all positions of lag. A  similar formulation 
can be derived for a multiple tap LTP.
To achieve the best performance it is important that the past residual signal residing in the 
LTP buffer should be formed using past quantised values for the optimum excitation. This
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ensures that the memories at the encoder and decoder remain in synchronisation, and also the 
selection of the optimum vector takes into account the effect of the quantisation process on 
the past residual signal. However, one major draw back with this method is that the 
optimisation is performed on the LPC residual. Hence the effect of the LPC synthesis filter is 
not incorporated into the analysis. Thus to achieve a better performance it is desirable to 
perform the matching process between a synthetic speech signal and the original, i.e. in a 
closed loop manner.
s(n)
Figure 4.8: Diagram of the open-loop LTP analysis 
4.4.3.2 Closed Loop LTP
Given the STP parameters, the LTP and secondary excitation parameters ({3/, D oph xjri) and 
gk) as shown in Figure 4.5 should ideally be determined by exhaustively searching through all 
the possible combinations of their values. However, this joint optimisation is very 
computationally intensive and is clearly impractical for real time systems, and thus sub- 
optimal solutions have to be used. One way of reducing this complexity is to obtain the LTP 
and secondary excitation parameters sequentially in two steps. First the LTP parameters are 
computed whilst assuming a zero secondary excitation, and then the secondary excitation 
parameters (xk(n) and gk) are calculated whilst holding the pre-computed LTP parameters 
constant. Thus let
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x. (n) -  0, 0 < n < L -1 4.9
/ n
5to(” ) =  X P  ^ L K i k ) K n - k - D - i ) 4.10
,=_/ k=0
where hw(k) is the weighted impulse response of the STP filter, and pare the taps of the 
2(7+1) predictor. Then the weighted squared error Ew is given by
L-I L-I
EW(D)  = ^ e 2(n) = X ( t o )  “ V 71))
;i= 0  7t=0
4.11
where ji(n) is the first reference signal and is given by
sl(ri) = sw(n)-sm(n) 4.12
where jm(n) is the memory contribution of the LTP filter and sw(n) is the weighted original 
speech. Therefore,
ap, = 2
L-l, I 11
X I  Ji(n ) “
71=0' ,=-/ *=o
X  h\v(k)r(n - k - D  — j )
k=o
0 4.13
Let
Z / n )  =  2 h w ( k ) r ( n - k - D  —  i) for0 <  n  <  L - 1
Jt= 0
4.14
L-I
71 = 0
I L - l
X t o ) Zj ( /2) “  X P i X z /(n )z ; ( n ) = 0  - ! < ] < ! 4.15
Hence, in matrix form, assuming a 3tap filter i.e. 7=1.
P-, “< £ (-1 -1 ) <£(0,-1) <£(1,-1)" M - i )
Po <£(-1,0) ® (0 ,0) <£(1,0) = T (0 )
Pi _ <£(-1,1) <£(0,1) <£(1,1) _ _ T ( l)  _
4.16
The above normal equation can be solved using Cholesky decomposition [29] of the 
correlation matrix to give the filter gains, p,-. Where
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L - l
< K U ) = X z f(n)Z+ra) 4.17
H =  0
L - l
4.18
;i=0
and for a single tap filter where 7=0 the gain, (3, is given by
'F(O)
P = 4.19
Once the LTP gain coefficients are found they are substituted back into Equation 4.11, and 
the delay D  for which Ed is a minimum is the optimal delay D opU and the corresponding (3/ are 
the optimal gains. The secondary excitation gkxjn) can then be found with (Dop(,$opt) fixed.
s fr i)
Figure 4.9: Diagram of the closed loop LTP analysis procedure
In both the open loop and closed loop methods described above it was assumed that D>L. For 
coders employing longer subframes it is necessary to search for values of lag which are less 
than the subframe length. However, allowing D<L results in the recursion of the LTP filter 
within the same subframe [57]. Consequently, the MSE equation becomes non-linear in p for 
D<L, which is computationally very intensive to solve. One commonly employed approach is 
to periodically repeat the past LTP output [58]. The concept is shown in Figure 4.10, where 
the previously undefined part of the candidate lag (vector) is constructed by repeating its 
defined part with periodicity D, i.e.
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r ( n )  =
r(n-D) 0 < n < D - \  
r(n-2D) D < n < 2 D - \
r(n — bD) bD < n < L  — 1
4.20
Thus using this method the (3 term remains linear and the candidate excitation vector can be 
treated as a normal excitation vector.
Figure 4.10: Diagram illustrating the repetition for delays less than the subframe length
It is apparent from Figure 4.9 that the LTP filter structure is recursive. However when 
determining the LTP parameters this recursion has no effect when D>L, and for values of 
D<L the repetition method described above is used. For the following secondary codebook 
search, the LTP memory is set to zero (since its contribution has been removed from the 
reference signal) therefore for values of D>L the LTP filter can be ignored in the cascade of 
filters shown in Figure 4.4. However, for values of D<L then the filter structure will recurse 
the secondary excitation vector resulting in a non-linear equation. For these reasons in 
practice the LTP structure is usually implemented as an adaptive codebook consisting of a 
FIFO type buffer with a scaling factor. The contents of the buffer are updated with the 
optimum excitation vector at the end of the excitation search procedure for the next subframe, 
as shown Figure 4.5(b).
In general the pitch estimation improves with increasing predictor order. This is due to the 
fact that a multiple tap pitch predictor serves somewhat as an interpolating filter for the 
removal of long term correlations, due to non integer pitch periods. Alternatively, fractional 
pitch or high temporal resolution searches can be used for non integer pitch periods. This
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structure attempts to achieve the same quality without the problem associated with quantising 
the multiple taps.
4.4.3.3 High Temporal Resolution (Fractional Pitch) LTP
The performance of an LTP depends on many factors such as; how frequently the parameters 
are updated, the order of the predictor and the amount of periodicity in the signal. For 
periodic signals the performance will also depend on the sampling frequency fx. Given that 
the pitch delay is DT, where T is the sampling period, then the period, Tp, of the signal is 
constrained to be an absolute value of DT. However, if there is a mismatch between Tp and 
DT then this can cause a reduction in the performance of the predictor [59]. Thus by 
increasing the sampling frequency fs, which is equivalent to decreasing the sampling period T, 
an improvement in pitch estimation can be achieved. The process by which the sampling 
frequency is increased is commonly known as upsampling or interpolation. An increase in the 
lag resolution can be specified by an integer number of samples at the sampling rate/, plus a 
fraction l/U, where / = 0,1,2,....£7-1 and I and U are integers. Such a representation of a non­
integer delay corresponds to an integer delay of I at a sampling rate of Ufs. To implement up- 
sampling by a factor of U we need to insert U-1 zero valued samples between each sample. 
The resulting signal is then lowpass filtered at its Nyquist frequency to obtain an interpolated 
version of the signal, see Figure 4.11.
Figure 4.11: Upsampling process for £/=3
The high resolution LTP filtering requires that the upsampled signal is delayed by a lag of I 
samples about the integer lag UD, and then decimated to the original sampling rate. The 
resulting signal is then the original signal delayed with a non integer lag of l/U. However, in 
addition to the pitch lag delay, there is also an additional delay introduced by the interpolation 
filter. An important aspect of the interpolation process is the choice of the low pass filter both 
in terms of performance and complexity. As suggested by Kroon in [59], a simple but 
effective design for this filter is to use a Hamming windowed Sine function (hSa(n)) with a
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unit sample response of N  samples. This has the advantage of being a linear phase response 
FIR filter where the aliasing components are relatively small for a short filter length. The 
delay I of the filter at the lower sampling ratefs is chosen such that it is a unit sample delay. 
This is necessary as we need to compensate for this delay when selecting each candidate 
excitation vector from the LTP buffer. Therefore N  must be chosen such that (iV-l)/2, the 
delay of the filter at the higher sampling rate, is an integer multiple of U, i.e.
N  = 2/17 + 1 4.21
In general the interpolated contents of the LTP memory can be written as
D f + ( N - I) /2
?,(")= y f 0(k)hSa(n-k-((N-l)/2)) for 0<n<UL-\ 4.22
k = D F - ( N —\)/2
where r0(n) is the contents of the adaptive filter with U-1 zeroes inserted between each 
sample. It can be seen from Equation 4.22 that r.(ri) requires an extra N-1 samples in addition 
to the upsampled analysis subframe length of UL to ensure successful interpolation. However, 
in closed loop long term prediction only the samples up to the present subframe are known. 
So for upsampled LTP lags, Dp (where Dp-UD+l), of less than UL+(N-1)/2 there is an 
insufficient number of samples for the interpolation process. In this situation the accepted 
practice is to either use zero valued samples, or to physically repeat the LTP memory contents 
with a periodicity Dp until the required number of samples for the interpolation process has 
been satisfied [60]. This is the same method as described by Equation 4.20 which is used to 
prevent recursion of the filter gain. In this conventional method described by [60] the 
interpolation process utilises the contents of the LTP buffer prior to the lag position Dp in 
order to satisfy the full length of the data window required for interpolation over the 
upsampled subframe length, as shown in Figure 4.12.
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Figure 4.12: Conventional method of forming the interpolation data window for lags less than the sum of the
subframe length and filter delay
However, both a subjective and objective improvement in the speech quality is achieved if the 
method of repeating the LTP memory contents about the pitch lag is also extended to include 
the extra (N-\)/2 samples required for the interpolation filter at the beginning of the analysis 
frame, i.e. the least recent samples, see Figure 4.13. Thus the periodic structure is maintained 
across the whole interpolation data window for all positions of upsampled lag, Df So let a(n) 
be the analysis window over which the interpolation of the past residual signal takes place for 
the subframe.
For the case of Dp<UL+(N-\)/2
a(n) = <
r0(n - (N  - 1) / 2) 0<n<(N-\)/2-\
r0(n-(N-l)/2-DF) (N -1)/2< n < (DF -1) 
r0(n-(N-l)/2-2DF) D F< n < 2 D F-\
P0(n-(N-l)/2-bDF) bDF < n < U L  + (N - 1)/2-1
4.23
For the case of D/r> UL+(N-\)/2
jr(n-(N- 1)/2) 0 < n<(N-[)/2-\
a{n)~\r(n-(N-\)/2-DF) (N - 1) / 2 < n < UL + (N - 1)/2-1
4.24
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Figure 4.13: Enhanced method of forming the interpolation data window for all values of lag
Figure 4.14 shows a comparison of the SNRseg figures of the LTP contribution in a CELP 
based coder for the two different methods of forming the interpolation data window as 
described above. The data was collated for a range of fractional pitch searches using an 
exhaustive search method and the basic unquantised CELP coder as described in Table 4.2. 
The speech material used consisted of a mixture of male and female speakers. From the 
results presented in Figure 4.14 it can be seen that the method of repeating the pitch structure 
across the entire interpolation window produces a small increase in objective performance for 
all upsampling ratios, when compared to the conventional method. This was also reflected in 
subjective observations where it was generally noted that there was a slight improvement in 
subjective quality.
Figure 4.14: Objective comparison of the LTP contribution when using data windows for the interpolation 
process, (a) enhanced method of maintaining periodicity for all lags and (b) conventional method
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Parameter Update Rate
Sampling Frequency 8kHz
STP: order = 1 0 160 samples
LTP: various 40 samples
Codebook: 8-bit 40 samples
W eighting y/8 1.0/1.0
Table 4.2: CELP coder configuration for the LTP performance comparison test
One of the main advantages of using a Hamming windowed Sine function is that the above 
described process can be implemented using a polyphase filter structure as shown in Figure 
4.15. The coefficients of the polyphase filters pfk) are obtained from the coefficients of the 
low pass filter hSa(n) according to
pt(k) = hSa(kU - 1) 0<1<U-1, k = 0,1,...<7 — 1 4.25
where q is the number of coefficients in each branch. The fixed filter delay of each branch 
will be I samples. The fractional lag HU is now given by the output of the Ith branch of the 
polyphase filter. Thus, rather than using N  filter coefficients to interpolate each sample, the 
number of coefficients using the polyphase implementation reduces to
where [x~\, is the ceiling function the largest integer y where y>x. However the branch 
corresponding to the integer delay (i.e. /=0) is given simply by the delayed input sample itself. 
Taking into account the delay I of the low pass filter, the expression for a single tap pitch 
predictor with a fractional delay D+l/U becomes
P(Z) = 1- P f; P, (/c)z_(£W+l) 4.27
k= 0
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Figure 4.15: Polyphase structure for implementing interpolation
4.4.3.4 Efficient LTP Search Procedures
Many studies have been carried out comparing the difference in performance between closed 
loop and open loop LTP analysis [56] [65]. It is generally accepted that the prediction gains 
attained from closed loop analysis are typically 1.5 - 2 dB higher than that achieved using 
open loop analysis. This increase in objective performance is accompanied by a noticeable 
improvement in subjective quality, often resulting in sharper and crisper speech output. Other 
factors clearly influence the performance of the predictor, such as update rates of the 
excitation vector. Obviously, the greater the update rate then the more effective the LTP 
memory is in tracking the changing characteristics of the speech signal and which ultimately 
increases the performance of the predictor.
From the descriptions given in the previous section it is clear that closed loop search routines 
using multiple tap or fractional pitch searches can be computationally intensive. Therefore, it 
is important to consider the effects of computational efficiency when assessing the 
performance of these different predictors.
Firstly, in the standard closed loop LTP full search procedure the convolution operation in 
Equation 4.10 can be greatly simplified by noting that each excitation vector differs from the 
previous one in two positions, i.e. one sample at the beginning and one sample at the end of 
the vector. Therefore, the convolution of the current vector can be defined as the sum of the 
shifted version of the previous and the contribution of the new sample in the current vector.
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This method does not incur any loss in performance since it is mathematically equivalent to 
the full convolution process.
One method which can be used to reduce the complexity of the search routine for multiple tap 
or fractional pitch searches is to perform a single tap integer closed loop search for all lag 
positions using Equation 4.11, and then store the best J lags (typically 1 to 3) as a subset of 
the possible candidate lags. For each of these candidate lag positions a finer search is 
performed using a fractional pitch or multiple tap filter to locate the sub optimal lag.
Another approach which can be used takes the above described method one stage further and 
performs an initial open loop “pitch” search on the original speech itself. The pitch value 
returned is usually calculated for the frame and then a finer closed loop search is performed 
around this value for each subframe. Not only does this result in a reduction in computational 
complexity, but also a reduction in bit rate is achieved since only the differential lag relative 
to the open loop estimate is encoded. This method is used in standards such as G.729 [61], 
ETSI’s half rate G S M  [55], and G.723 [62]. Open loop search techniques such as the 
autocorrelation method described in Section 3.4.1 can be used. However, these algorithms are 
prone to producing pitch errors due to formant interference, pitch doubling or pitch halving. 
To overcome these problems an open loop pitch detection algorithm based on segmented 
autocorrelation [41] is used.
In order to assess the performance of the different LTP analysis methods, the unquantised 
CELP coder as described in Table 4.2 with different LTP schemes as simulated over the range 
of lags from 20 to 147. The speech material used consisted of a mixture of both male and 
female speakers. The different LTP schemes simulated were:
1. Full closed loop LTP exhaustive search using single and multiple tap filters.
2. Full closed loop LTP exhaustive search using a fractional single order filter, where the 
filter delay I at the lower sampling frequency is fixed at 16 [59]. The enhanced method of 
forming the data window for the interpolation filter as described in Section 4.4.3.3 was 
used.
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3. A  sub optimal closed loop search using a single order filter to locate the 3 most likely 
candidate lags. Then for each of the pre-selected lags a multiple tap filter or fractional 
pitch search is performed.
4. Open loop pitch estimate for the current frame of speech. This is then followed by a closed 
loop multiple tap or fractional pitch search about the range of ±8 of the open loop integer 
lag estimate.
The performance of each LTP search routine was judged by calculating the objective 
(SNRseg dB) contribution of the LTP stage. The results for the multiple tap filter are shown in 
Figure 4.16 where it can be seen that as expected the objective quality increases with the 
order of the predictor. This graph also shows that the efficient subset search method described 
above produces an objective quality which is better than the open loop method. However, this 
improvement in quality has to be taken in the context that the open loop method is 
computationally more efficient and would require less bits to represent the lag parameters on 
a frame basis, i.e. the open loop lag is transmitted once per frame, and for each subframe a 
differential index which is centred around the frame lag is sent.
Figure 4.16: SNRseg LTP contribution against filter order for: (a) exhaustive search method, (b) subset efficient
search method, and (c) open loop search method
Furthermore, from Figure 4.16 it can be seen that as the filter order increases then the 
difference between the exhaustive search and efficient search becomes more pronounced. It is 
thought that this is due to the fact that the exhaustive search method is able to match the 
unvoiced regions more accurately when interpolating across multiple taps. The results for the
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fractional pitch search are shown in Figure 4.17, where it can be seen that the improvement in 
objective quality with lag resolution reaches a point of saturation around U=6 and is a 
maximum 0.7dB. However, subjectively the improvements obtained from the fractional pitch 
analysis over the single tap integer search procedure are more substantial than the SNRseg 
figures suggest. The speech becomes cleaner, especially for female speakers. By comparing 
Figure 4.17 with Figure 4.16 it can be seen that the objective benefit gained using fractional 
pitch is less than that achieved using the multiple filter order approach. Subjectively, 
however, the difference between the two schemes is not so great. In fact, from the literature it 
has been noted that a 1/6 fractional pitch search was subjectively equivalent to a third order 
long term filter [63] which was easily confirmed with informal listening tests. However, one 
of the most compelling reasons for the use of fractional pitch is that the parameters of the 
single tap high temporal resolution filter can be more efficiently quantised than the taps of a 
third order predictor.
Upsampling Factor U
Figure 4.17: SNRseg LTP contribution against upsampling factor U  for: (a) exhaustive search method, (b) subset 
efficient method, and (c) open loop efficient search method
From Figure 4.17 above it can be seen that the subset efficient method produces an objective 
quality which is very close to the full exhaustive search procedure. This was confirmed by 
subjective tests where it was noted that there was no distinguishable difference between the 
two. However, when comparing the performance of the open loop method there was about a
0.7dB drop in performance for most upsampling ratios, which was perceptible to the human 
ear.
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4.4.3.5 Quantisation of the LTP parameters
The quantisation of the LTP lag is quite straight forward. For 8 kHz sampled speech the 
search is usually restricted to a power of 2 for efficient encoding. For example, 20 to 147 
integer values can be directly coded using 7 bits (128 integers). However, a high temporal 
resolution will require more bits to represent the fractional pitch values, which depends 
primarily on the resolution of the fractional pitch and the range over which these values, are 
searched. For instance, G.729 employs a fractional pitch delay with a resolution of X in the 
range from 19X to 84X  and an integer delay in the range from 85 to 143. The resulting delay 
is then represented using 8 bits.
For a single tap filter the LTP gain magnitude tends to be close to unity during steady-state 
voiced speech, approaches zero during unvoiced speech and tends to be greater than unity at 
the beginning of some voiced speech segments, where the amplitude begins to builds up. In 
the extreme at these voiced onsets the gain can be very large (I pI» 1), however it has been 
observed that limiting its variation to a small range [64] (e.g. -1< p < 2) does not noticeably 
degrade the performance. Typically, p is encoded using a 4 or 5 bit non uniform scalar 
quantiser.
As stated previously one of the main problems of using a multiple order LTP is finding an 
efficient method of quantising the filter coefficients. In the past, an average of 3 to 4 bits was 
assigned for each filter coefficient by using scalar quantisation techniques [15] [64]. 
However, for efficient use of the channel capacity and considering the high correlation that 
exist among the LTP coefficients, vector quantisation of the parameters is also very common. 
Obviously, the performance of such a technique is primarily determined by the size of the 
codebook the degree of correlation between parameters and the codebook training method. 
One technique which can be used to improve the performance of the vector quantisation of 
the LTP gains is to employ a closed loop training of the codebook contents. This technique 
was first reported by Chen [54], who used it to train the contents of the secondary or fixed 
excitation codebook in G.728. This technique is based on minimising the perceptually 
weighted error criterion of the CELP coder, thus the entire CELP encoder is used in each 
training iteration to encode the training set. Closed loop training can provide a moderate 
improvement in the performance of the codebook. Results showed that there was about a 0.3
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to 0.5 dB increase in objective performance of the LTP contribution when closed loop 
training was used. Therefore, by using vector quantisation techniques coupled with closed 
loop training of the codebook it was possible to represent the gains of a three tap predictor 
with 8 bits [65].
4.4.4 Secondary Excitation (Codebook)
In the original formulation of the CELP coder by Atal and Schroeder the secondary excitation 
was conceptually modelled as a codebook consisting of C L-dimensional vectors, where L is 
the subframe length. The vectors contained in the excitation codebook perform two main 
functions:
1. To provide the start-up information to the LTP memory, this includes any sudden changes 
in the speech not adequately tracked by the LTP.
2. To provide the “filling in” information that the LTP has omitted. This is especially the case 
during unvoiced regions.
By referring to Figure 4.5 the optimum excitation vector is found by minimising the MSE 
between a synthesised candidate vector and the second reference signal S2{ri). As mentioned 
before the LTP filter structure can be considered as an adaptive codebook in parallel with the 
secondary excitation. Thus for all positions of LTP lag the secondary codebook search is 
solely a function of the excitation vector, whereby the recursive effect of the LTP filter is 
removed. Since the LTP adaptive memory is in parallel with the secondary codebook the 
optimum excitation is found by jointly searching both excitation sources. However, for the 
sake of computational complexity the LTP and secondary excitation parameters are 
determined sequentially with the LTP contribution found initially. For a single secondary 
excitation codebook the values of the gain, gk, and optimum excitation vector xjn) are chosen 
to minimise the weighted MSE Ew(k). Just as for the case of the single tap closed loop LTP, 
the search for the optimum secondary excitation vector with index k can be formally stated as 
the minimisation of the MSE Ew(k) for k~l,...,C, i.e.
L—1 2
L—1 ^ s k(n )s 2(n )
min Ew(k) = X, si(n) - 4.28
/i=0
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the corresponding gain, gk, is given by
L - l
8k = L - l 4.29
n=0
where
II
sk(n) = X n O  “ 0 < n < L - 1 4.30
Or alternatively, maximising the second term in Equation 4.28. If this is examined it is 
evident that in order to evaluate Ew(k), four computations are required
1. Synthesis of the codebook vector to obtain the output sk(n).
2. Calculation of the cross correlation between the reference S2(n) and the synthetic sk(n).
3. Calculation of the autocorrelation of the synthetic estimate sk(n).
4. Maximising the second term in Equation 4.28.
5. Steps 1 to 4 are repeated for the C codebook entries.
From the five points above it is clear that the procedure for the calculation of the optimum 
excitation forms a significant proportion of the coder’s overall computational complexity. 
Hence, for reasons of reduced complexity and storage requirements there have been numerous 
versions of the secondary excitation which have been developed. A  detailed account of 
excitation algorithms which are structured such that they achieve high computational 
efficiency and low memory requirements is given in Section 5.2. In this section we will limit 
ourselves mainly to the original form of this excitation, i.e. gaussian.
Almost all the early versions of CELP used a form of gaussian codebook as the source of 
secondary excitation. This is mainly because the final speech residual signal has a sample 
distribution similar to gaussian. However, codebooks of this form require large amounts of 
storage and are computationally complex. One method that was used to overcome these 
problems was to represent the gaussian vectors as a one dimensional array, where most of the 
L samples of two consecutive vectors are common. The most popular version of these so 
called overlapping codebooks are those with one or two shifts. In other words going from one
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vector to the next one or two samples at the end of the current vector were dropped and one or 
two more new samples were introduced at the beginning to obtain the next vector. Not only 
did this result in a reduction in storage requirements but also the complexity was significantly 
reduced since each vector synthesis involves the addition of one or two scaled impulse 
responses, according to the shift factor applied. It was noted in [56] that the use of 
overlapping codebooks does not result in a loss of performance compared to the standard unit 
variance codebook. Other variants of the basic gaussian excitation include the centre clipped 
codebook where each vector is clipped with a threshold of 1.2 for a unit variance vector. This 
has found to produce cleaner speech [66]. One explanation for this is that during the matching 
of codebook vectors with the reference vector, a few high magnitude elements dominate the 
selection process. Consequently, the lower magnitude elements are not optimally matched 
and therefore, by eliminating them, not only the matching of the high magnitude elements is 
improved but also errors in the lower magnitude elements are diminished. Naturally the above 
two techniques have been combined to form the overlapping centre-clipped gaussian 
excitation, where the improved performance attained using the centre-clipped excitation is 
combined with the reduction in complexity and memory requirements of the overlapping 
structure.
Other codebook structures of note include Self Excited Linear Prediction (SELP) and Vector 
Sum Excited Linear Prediction (VSELP). In SELP the fixed codebook is replaced by an 
adaptive codebook [58]. This codebook operates on the same principle as the LTP, with the 
newly found optimum synthesised vector replacing the oldest samples in the codebook buffer. 
The initial contents of the buffer can be random noise, and as the coder operates the memory 
builds-up into a more structured codebook. The main drawbacks of this approach is the time 
it takes for the codebook to adjust to fast transitions in the input speech, similar to the 
problems associated with the LTP. In VSELP [21] the codebook consists of a set of fixed 
basis vectors (typically 10 to 15), which are each synthesised and orthogonalised to the LTP 
output. The individual vectors are then optimised to find the relative weights that must be 
applied to obtain an optimum match for the summed set of vectors. This excitation structure 
has advantages in terms of robustness to channel errors, because if the incorrect weighting is 
received for a particular basis vector then only a portion of the excitation is corrupted.
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4.4.5 Quality Enhancement for CELP with Postfiltering
As previously discussed in Section 4.3, the subjective quality of AbS-LPC schemes are 
improved by incorporating a subjective weighting factor into the error minimisation 
procedure. The weighting factors are chosen to lower the noise components in the valley 
regions at the expense of raising the component in the formants. This results in a reduction in 
perceived noise since the formant regions can tolerate more noise, owing to the well known 
property of auditory masking [46]. However, at the lower coding rates where the average 
noise level is significant, it is very difficult to effectively suppress the noise below the 
masking threshold at all frequencies. This can result in the speech being perceived as still 
noisy. Typically these noise components will be above the masking threshold predominantly 
in the valley regions. Therefore, in order to improve the overall speech quality a further 
technique is used known as Adaptive Postfiltering (APF) This technique uses an adaptive 
filtering process which changes according to the characteristics of the speech spectrum and is 
applied to the synthetic speech at the decoder. The process of APF attempts to suppress the 
noise components by attenuating the valleys and accentuating the formant regions. In 
performing such attenuation the speech component in the valley region will also be 
attenuated. Fortunately, the intensity of the spectral valley can be attenuated by as much as 10 
dB before our ear detects the difference [67]. Therefore by attenuating the components in the 
spectral valley, the postfilter introduces a minimum distortion in the speech signal, but 
achieving a substantial noise reduction.
From above, the frequency response of an ideal short term postfilter should follow the peaks 
and valleys of the spectral envelope of speech. Since the LPC spectrum contains the spectral 
envelope information, it is natural to derive the short-term postfilter from the LPC predictor. 
A  widely used short term postfilter is given by
p
1 - 5 X y *z~*
=  ( l-M * - ')  4 -31
1 - ^ a . j S  V *
M
where the modified synthesis filter (l/A(z/8)) attempts to model the speech spectral envelope 
by emphasising the formant regions, in order to achieve the noise reduction of the valley 
regions. The second filter structure (A(z/y)) tries to flatten the spectrum and goes some way
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towards removing the low pass spectral tilt which is introduced by the synthesis filter for 
voiced speech. This tilt has the side effect of making the postfiltered speech sound muffled. It 
is the difference between y and 5 which determines the filtering effect. Subjectively, a large 
difference will give a disturbing deep voice effect with muffling of the higher frequencies. If 
the difference is not large enough then there is no subjective improvement in the speech 
quality. The optimum values for y and 8 are highly dependent on the bit rate and the type of 
speech coder and are typically determined empirically using subjective listening tests. 
However for CELP coders operating in the 4.8-8 kb/s range, the values of y and 8 which have 
been found to perform reasonably well are: 0.7 and 0.9, and 0.6 and 0.8 for ay 8 pair.
The function of the filter B(z)=l-\iz\ is to compensate for any residual spectral tilt. The 
factor p which is usually positive, controls the amount of tilt towards the higher frequencies 
and is therefore said to control the brightness of the speech. Large values of p will introduce 
in too much high frequency background noise causing the speech to sound noisy. Therefore, 
just as for y and 8, p is also determined subjectively and typically lies between 0.3 and 0.5. 
An enhanced version of B(z) was suggested by Kleijn [58], which attempts to adapt the 
degree of tilt according to the type of speech present. In this enhanced version p is set at
0.5/cj, where /ci is the first reflection coefficient and is calculated from the coded speech. Thus 
for highly correlated voiced speech, k\ tends towards + 1 and hence p is positive and provides 
the desired high pass effect. However, for highly uncorrelated speech such as unvoiced 
regions k\ will tend to zero or become negative. In this case the tilt filter will exhibit low pass 
characteristics. This compensates for the short term postfilter’s high pass spectral tilt which 
typically occurs for unvoiced regions.
A  further enhancement which is often applied to the above filter is the addition of a long term 
post filter [6 8]. The objective of this filter is to emphasise the pitch harmonic structure of the 
signal. The underlying assumption is that the excitation between these pitch harmonics for 
voiced speech is predominantly noise and therefore an increase in subjective quality is 
achieved if these components are suppressed. The structure of the filter is given by
7 / , ( z )  =  g , ( l  +  t e " :r' )  4 3 2
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where p is the pitch period extracted by the use of a pitch predictor on the synthetic speech, b 
is the filter coefficient and gi is a scaling factor. Suggested values of b and gi are given by 
[65]
0 P < 0.6
Z; = jo.l5p 0.6 < p < 1 4 3 3
0.15 P > 1
», = —  4.34*' 1 +b
where p is the optimal tap weight of a single tap predictor with a pitch period of Tp samples. 
The long term post filter is a comb filter with its spectral peaks located at multiples of the 
fundamental frequency of the speech to be processed. In general the closer P is to unity then 
the more periodic the signal. If P <0.6 which roughly corresponds to unvoiced or transition 
regions of speech, then b= 0 and g?=l, and the long term post filter is effectively disabled. 
However, if 0.6 < P < 1, the long term filter is turned on, and the degree of comb filtering is
determined by p. The coefficient gi is a scaling factor which in essence ensures that the power 
of the speech signal remains constant for all different regions of speech. A  detailed account of 
the determination of gi can be found in [67]. The role of each element in the combined 
adaptive postfilter is illustrated in Figure 4.18.
Finally, a gain control is added to scale the post filtered speech such that it has roughly the 
same power has the unfiltered speech. This is necessary as the cascaded filters do not exhibit 
unity gain. One technique which can be used is to estimate the power of the unfiltered and 
filtered speech separately, then use the ratio of the two values to determine a suitable scaling 
factor. The speech power can be estimated by an exponential average estimator. Let 
<J?(n) and a2(n) be the estimated power at the time index n for unfiltered speech si(n) and 
filtered speech S2(n), respectively.
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Figure 4.18 : Examples of the frequency response for each element o f the combined adaptive postfilter: (a) LPC 
spectral envelope, (b) original speech spectrum, (c) short term postfilter with y=0.6, 8=0.9 and p=0.0, (d) short 
term postfilter with y=0.6, 8=0.9 and |i=0.5, (e) long term postfilter for P=35 samples, and (f) overall combined
adaptive postfilter.
Then the two estimated power values are given by
af(n) = qa2(/z -1) + (1 -q)sf(n) 4.35
o~(n) = cpl(n -1) + (1 - <; )s2(n) 4.36
A  suitable leakage factor £ is 0.96. At each sampling instant, <52(n) and cr2 O) are computed
as above, then the ratio and the square root are computed in order to obtain the gain factor, G.
4.37G = R wa2(rc)
Therefore, the final post filtered speech is given by
s0Ut(n) =  G.s2(n) 4.38
The above described procedure is reasonably computationally intensive since each sample 
requires a divide and square root to be calculated. However, in order to simplify the 
calculation certain simplifications can be made. Firstly, a block wise approach can be used 
where the average of up to ten samples for c 2(n) and <32(n) is used for the calculations. 
Alternatively Equations 4.35 and 4.36 can be calculated using the magnitude rather than
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power terms. The scaling factor G can then be directly replaced with G[(n)/o2(n) which 
eliminates the need for the square root operation. A block diagram of the combined adaptive 
postfilter is shown in Figure 4.19.
Short Term Postfilter
Figure 4.19: Block diagram of the combined adaptive postfilter
4.5 Concluding Remarks
This chapter has introduced the basic principals of AbS-LPC schemes for the coding of 
speech signals, which has become perhaps the most widely studied and implemented class of 
coding scheme to date. An AbS-LPC coder can be categorised by the following basic 
features:
1. A  time varying linear prediction based synthesis filter whose parameters are periodically 
determined and updated by linear prediction analysis on the current frame of original 
speech. This filter is used to shape the essentially spectrally flat excitation signal with a 
spectral envelope of the original.
2. An encoder which determines the excitation signal by systematically passing each 
candidate vector through the synthesis filter and selecting the one which minimises the 
perceptually weighted error between the original and the synthetic speech.
3. A  decoder which receives data specifying the excitation signal and synthesis filter 
parameters. The speech is then reproduced by the response of the synthesis filter to the 
specified excitation signal.
It is this closed loop systematic approach for selecting the optimum excitation vector which 
has resulted in the success of this class of coding scheme at medium bit rates. Another key
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factor is that the excitation vectors are selected in a perceptual weighted manner which to 
some extent exploits the characteristics of the human auditory system.
A  detailed description of arguably the most prominent AbS-LPC coder, CELP, was given. In 
this algorithm three main computational stages were identified, i.e. STP analysis, LTP 
analysis and the secondary or fixed codebook search. The role of the LTP is vital for the 
success of the standard CELP algorithm as it mainly models the long term correlations in the 
excitation signal. It is well documented that closed loop search procedures outperform open 
loop. However, in order to further improve the performance of these predictors methods such 
as multiple order predictor and fractional pitch (high temporal resolution) are used. It was 
found that both methods resulted in a marked improvement to the perceived quality. 
However, fractional lag LTP is generally preferred, as the coefficients of the predictor can be 
effectively represented using fewer bits. Further, it was shown that the performance of the 
single tap fractional lag LTP was enhanced by ensuring that the data window for the 
interpolation filter maintains a periodic form for all lag positions. One of the main drawbacks 
to these elaborate LTP filters is the fact that the exhaustive search mechanism is very 
complex. Thus efficient search procedures have to be used. However, depending on the type 
of search pattern used a sub-optimal solution can produce a subjective performance which is 
almost identical to the quality produced using a full exhaustive search. The secondary 
excitation or fixed codebook is also vital to the performance of the CELP based coding 
structure, since it models the information that the previous stages have missed, and provides 
“start up” data for the LTP memory during transitional regions. By the very nature of the 
codebook search procedure it too contributes a significant amount to the overall complexity 
of the coder. Therefore the structure of the excitation vectors within the fixed codebook are 
paramount in determining the overall efficiency of the algorithm. A  detailed review of 
efficient codebook structures will be given in the next chapter.
The quality of the speech for medium bit rate AbS-LPC coders can be further enhanced by 
using adaptive postfiltering techniques. These techniques attempt to reduce the perceived 
noise level by shaping the frequency spectrum in such a way that it stays below the auditory 
level.
Chapter 5
5. Strategies for Improving the Quality of 
CELP Based Speech Coders
5.1 Introduction
The demand for high quality medium bit rate coders is increasing at a very fast rate. This 
demand has been accompanied by a plethora of new coding standards which have been 
released in the medium bit rate region of 4 to 8 kb/s. The last two years alone have seen 
numerous standards being announced for coders operating within this region. For example, 
the G.729 8 kb/s speech coder [61] was recently ratified by the ITU together with G.723 [62], 
a dual rate speech coder for multimedia telecommunication transmitting at 5.3 and 6.3 kb/s. 
Other recently released standards include the latest ETSI half rate G S M  coder [55] operating 
at 5.6 kb/s. All these coders are based on the same principle of Analysis-by-Synthesis (AbS) 
Linear Predictive Coding (LPC), a technique first applied to speech coding over a decade ago 
by Atal in the form of Multi-Pulse Excitation LPC (MPE-LPC) [18]. Atal then adapted this 
technique to vector quantise the final residual signal in the form of a secondary codebook, 
this coder became known as Codebook Excited Linear Prediction (CELP) [2]. The CELP 
based structure has since been widely researched and has formed the basis of most medium 
bit rate coders in the field of telecommunications.
In this chapter we will investigate sparsely populated fixed codebook structures which have 
become the most popular form of excitation for CELP based speech coders. W e  will 
introduce a new form of codebook excitation and gain representation which improves the 
performance of medium bit rate CELP based coders. These techniques together with others
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achieve the increase in quality by exploiting the characteristics of the pulse style of vector 
excitation.
5.2 Pulse Vector Excitation for CELP Based Coders
The secondary codebook excitation in a CELP based coder serves two main purposes: to 
provide start up information for the LTP memory, this includes any sudden changes in the 
speech not adequately treated by the LTP, and to provide the “filling in” information that the 
LTP has failed to predict. It is the structure and design of this codebook that has attracted a 
great deal of interest, resulting in many publications. In Atal and Schroeder’s original CELP 
formulation it was noted that the fixed secondary codebook should be populated with 
excitation vectors that reflect the statistics of the residual signal to be encoded. Since it was 
shown in [15] that the probability density function of the prediction error samples (after both 
STP and LTP prediction) was nearly gaussian, it was naturally assumed that the fixed 
codebook should ideally be populated with unit variance gaussian vectors.
However, the secondary codebook search is one of the most computationally intensive stages 
within the coder. Therefore, initially, the design of the structure of this codebook was 
primarily driven by the requirement to produce a computationally less demanding algorithm 
which was suitable for real time implementation. Various approaches have been used to 
achieve this, such as the use of overlapping codevectors in successive entries in the codebook 
[58], or codevectors with a few non zero entries like the centre clipped gaussian structure 
[69]. Other examples include ternary codebooks, where each gaussian vector sample can only 
have one of three possible amplitudes +1,-1 and 0 [70], and sub codebook methods where an 
initial efficient search is performed to find a group of the most likely candidate vectors which 
are then fully searched [71]. All these methods achieve the reduction in computational 
complexity by imposing constraints on the structure of the stochastic codebook. Other 
methods achieve the required reduction in computational complexity by moving the 
excitation vector selection from the time domain to a transform domain, where the 
convolutions in the filtering operation were replaced by multiplications [72] [73]. This had 
the advantage of not imposing constraints on the structure of the stochastic codebook. All the 
above mentioned techniques essentially rely on gaussian vectors to populate their codebooks.
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Alternatively the reduction in computational complexity can be achieved using sparsely 
populated codewords consisting of individual or groups of pulses. In this approach each 
excitation vector consists of a few non-zero components whose magnitudes are typically set 
to unity. Examples include algebraic codebooks [3], and binary pulse codebooks [74]. The 
convolutions in the filtering operation can then be replaced by the summation of a relatively 
small number of delayed impulse responses. Another advantage of using sparsely populated 
pulse excitation vectors occurs during the vector matching process. The residual signal may 
contain a prominent artefact which is important from a MSE aspect, or long and short term 
correlations which the previous stages have failed to model. It is easier to model these 
residual components by a few well positioned pulses in the excitation vector, rather than 
using a codebook consisting of many randomly generated vectors. Thus, when compared to a 
stochastic codebook, the selected excitation vector from a sparsely populated pulse codebook 
will have far fewer unmatched components. Unmatched samples in the gaussian excitation 
vector contribute in a negative manner to the overall segmental SNR. One method that can be 
effectively applied to reduce this effect is to use centre clipped gaussian codebooks. However, 
the matching process can still produce many erroneous samples in the selected vector. 
Another major advantage for efficient implementation is that sparsely populated pulse 
excitation structures do not require any storage, whereas a gaussian codebook does.
It is also known that the quality of coded speech, especially during voiced regions, is strongly 
influenced by the continuity of the harmonic structure. For steady voiced regions this 
continuity is primarily maintained by the LTP. However, for transitory regions of speech such 
as voiced onsets, it is left to the secondary codebook to model the remaining pitch 
information. This is because the LTP memory has not been able to adapt to the changing 
voiced speech characteristics. In order to maintain the harmonic structure, and hence speech 
quality, the secondary excitation source needs to maintain pitch continuity as well as provide 
clean pitch pulses. In CELP, the gaussian codebook is unable to provide this and ultimately 
the voiced harmonic structure cannot be reproduced cleanly. In Figure 5.1, where the 
synthetic speech has been produced using a 4.8 kb/s CELP coder, the harmonic valleys have a 
high level of noise which in some cases can distort the harmonic content resulting in a 
significant loss of speech quality. By using a sparsely populated pulse style excitation it is 
possible to model these pitch pulses and therefore maintain the speech quality.
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Figure 5.1: Spectral comparison of waveforms for, (a) original speech, (b) gaussian excited CELP output at 4.8
kb/s
5.2.1 Algebraic Code Excited Linear Prediction (ACELP)
The algebraic codebook structure [3] is perhaps the most widely adopted pulse style vector 
excitation. This is due to its incorporation in many speech coding standards such as the ITU’s 
G.729 and G.723. The sparse algebraic codebook consists of a set of excitation vectors 
containing few non zero elements. The pulse amplitudes are fixed to be either ±1, and each 
pulse can take a number of distinct positions. Thus, since the pulse amplitudes are fixed, a 
sparse algebraic vector is solely determined by the position of its non zero pulses. Typically 
the size of these codebooks can be very large and in order to determine the optimum 
excitation vector the algebraic codebook employs efficient search techniques. It is recalled 
from Section 4.4.4, that an excitation vector is selected by maximising the term in Equation 
4.28. The most computationally intensive part of this expression is the convolution between 
each codebook vector and the impulse response of the weighted analysis filter. The algebraic 
codebook search routine utilises a technique called backward filtering [75] to reduce the 
computational load of this calculation. In this approach the convolution operation occurs 
between the reference vector and the weighted impulse response. Therefore, instead of 
performing one filtering operation per codeword, this method requires only one filter 
operation for all codebook entries. To further illustrate the codebook structure a, 217 sized 
codebook is described which can be used for a subframe length of 40 samples. Every
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subframe contains four pulses. Each pulse can have an amplitude of ±1, and the four pulses 
can assume the positions given in Table 5.1.
Amplitude Position
±1 0, 5, 10, 15, 20, 25, 30, 35
±1 1,6 , 11, 1 6 ,2 1 ,2 6 ,3 1 ,3 6
±1 2, 7, 12, 17, 22, 27, 32, 37
±1 3, 8, 13, 1 8 ,2 3 ,2 8 ,3 3 ,3 8
4, 9, 14, 19, 24, 29, 34, 39
Table 5.1: Pulse positions for a 17 bit algebraic codebook
Note that the first three pulses can occupy 8 distinct positions from each other and the last 
pulse can occupy 16. Consequently, any position within the subframe can be occupied with a 
pulse. As the best location for each pulse is searched (within the constraints of the fixed 
amplitudes) then the selected excitation vector will have, to some extent, optimised pulse 
positions. This implies that the selected excitation vector will have less unmatched 
components when compared to stochastic CELP structures. It is this last point that contributes 
to the increase in perceived quality of pulse style codebooks when compared to equivalently 
sized gaussian formulations. Figure 5.2 shows a typical example of the algebraic codebook 
excitation for a portion of male speech. The algorithm is free to choose any pulse position 
within the subframe length. However, one particular pattern of pulses consisting of alternate 
signs with a separation of up to a few samples (see Figure 5.2 insert) appears frequently. For 
example over a 36 sec utterance consisting of mixed male and female speech, this particular 
pattern, with a maximum separation of up to 4 samples with a frequency of 35%.
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Figure 5.2: W aveform illustrations of ACELP excitation, (a) original speech, (b) sparse algebraic excitation and
(c) Synthesised speech
5.2.2 Pulse Residual Excitation Linear Prediction (PRELP)
In the original Pulsed Residual Excitation Linear Prediction (PRELP) [76] it is assumed that 
after LPC and LTP predictions, there are still long term correlations remaining in the residual 
signal. This is especially true for certain regions, such as speech onsets and sound transitions. 
In order to pick out the remaining important secondary excitation pulses, the basic pulsed 
residual excitation is formed as follows. A  unit amplitude pulse is placed at the start of the 
excitation vector *, and then every P samples. P is varied from D mi„ (smallest possible pitch) 
to L (subframe size) to get all primary vectors. Whilst D min is usually related to the minimum 
pitch it can also be varied to enhance fidelity. For each P, the primary candidate excitation 
vector is derived as follows:
jl,
xi(n) ~ m j) 7t = 0,l, L-l 5.1
i=0
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where4
q= 1  5.2
P
m i =iP < L i = 0,1,....q 5.3
For each primary vector xj, P-1 further vectors xj+k, k = 1,2,...,P-1 are derived by shifting as,
JO n = 0,1,2,..., k - 1
X j+k (n ) _  7| )  /2 =  /c, /c + 1 ,..., L  - 1  ^
in order to form all possible phase positions. It should be noted that the number of excitation 
vectors C depends on L and D  such that
L I2 LI  2 -1
C = L + £ / + X /  5.5
l-D, nin /=1
By forcing the secondary excitation to have a pitch like structure, it is possible to match 
voiced onsets more accurately. This is because, firstly, the LTP memory builds up faster to 
track the incoming periodicity more accurately and secondly, the secondary excitation 
provides the required periodicity where the LTP fails. This ultimately results in the continuity 
of the harmonic structure especially for transient regions of speech.
The PRELP codebook structure can be extended to include signed pulses. This is called 
multi-sign PRELP. Thus for each primary vector all possible combinations of signed pulses 
can be formed by rewriting Equation 5.las
S'—L <7-1
x j  M  =  X  X  ~  m i )  11 =  a * 5 E  ~  1 3  -6
k = 0  7=0
where
s —
v 2  j
5.7
the pulse amplitudes akj are shown in Table 5.2 for the case of a maximum four pulses in 
each primary vector.
4 L*J Floor function: the largest integer y  where y  <  x
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a k,i q
4 3 2
i=0 i= l i=2 i=3 i=0 i= l i=2 i=0 i= l
k=0 +1 +1 + 1 +1 +1 +1 +1 +1 +1
k= l +1 +1 +1 -1 +1 +1 -1 +1 -1
k=2 +1 +1 -1 +1 +1 -1 + 1 -
k=3 +1 +1 -1 -1 +1 -1 -1 -
k=4 +1 -1 +1 +1 - -
k=5 +1 -1 4*1 -1 - -
k=6 +1 -1 -l +1 - -
k=7 +1 -1 - l -1 - -
Table 5.2: Pulse patterns for multi-sign PRELP 
The global sign of the MSE calculated gain is used to change all the pulse signs 
simultaneously. For each primary vector xj, the phase positions are derived as before using 
Equation 5.4. The number of candidate excitation vectors C for the case of maximum three 
pulses in the subframe is given by
C =
LI 2 LI  2 - 1
L + 4. £ /  + 2.
/=£>„ /=1
5.8
where
Anin
<3
5.2.3 Improved Pulse Residual Excited Linear Prediction
The original PRELP algorithm assumed that after LPC and LTP prediction the remaining 
residual signal still contained long correlations. This is particularly true for dynamically 
changing regions of speech, such as voiced onsets, where the LTP memory has not been able 
to build up with the incoming periodic signal. For this reason the original PRELP excitation 
was forced to have a pitch like structure. However, there are artefacts which the original 
PRELP algorithm fails to model. These typically occur during regions of voiced speech. For 
example, the current subframe of speech may differ from the previous one in the LTP 
memory by an extra spike, or a momentary change of waveform shape. Since the LTP 
memory has no record of this characteristic it is left to the secondary excitation codebook to 
model this effect. To accurately model these differences it was found that a pulse excitation 
vector whose components consist of unit pulses of alternate signs was required, particularly
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where the separation between the pulses was small compared to the size of the subframe. This 
is a pattern which is frequently chosen from the algebraic codebook structure. Obviously 
other regions of speech may require a different pattern of pulses. For instance, voiced onsets 
would require a pattern consisting of pulses of the same sign with a relatively large separation 
between them, in order to provide the unmodelled pitch structure. The objective then is to 
design an excitation which incorporates the long term matching ability of the original PRELP 
algorithm whilst possessing the flexibility to focus on a particular artefact which is important 
from a MSE aspect, such as a prominent spike, as discussed earlier. For these reasons it was 
decided to use a pulsed residual codebook where each excitation vector consisted of just two 
pulses.
The excitation vectors are formed by placing a unit amplitude pulse at the start of the vector x 
and one at a further P samples. P is varied from Pmin to Pmix to generate all primary vectors. 
For each P, the primary candidate excitation vector is derived as follows
1
Xj(n) = fl.8 (n- m .) n = 0,1,....L - l  5.9
f=0
where the pulse position is given by mi
nt; = iP < L i — 0,1 5.10
where L is the subframe size. The pulse amplitudes a,- are given by
5.11for i — 0 ci; — 1for 2 = 1 a. = 1 or - 1
For each primary vector xj, L-P further vectors Xj+k, k= l,2,....L-P, are derived by shifting the
pulses as
JO n— 0,1,2. ,.k — 1
Xj+k^   ^ |Xj(k-n) n = k,k + l,...L-l  ^^
in order to form all possible phase positions. The number of candidate excitation vectors C is 
related to the minimum spacing maximum spacing Pmax, and the vector size L. Pmax can 
be varied to enhance fidelity.
/=(L-Praax)
C = 2- 5.13
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As in the original PRELP excitation model the global sign of the MSE calculated gain is used 
to change all the pulses signs simultaneously.
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Figure 5.3: Comparison of original PRELP and Improved PRELP excitation, (a) original speech, (b) original 
PRELP excitation vectors magnified by 2, (c) original PRELP processed speech, (d) improved PRELP excitation 
vectors magnified by 2 and (e) improved PRELP processed speech
Examples of both original and improved PRELP excitations are shown in Figure 5.3. It can be 
seen that the improved PRELP excitation is more adept at modelling the additional artefacts 
present during regions of voiced speech. Figure 5.4 shows how the LPC filter impulse 
responses combine when excited by an improved PRELP excitation vector. In the case of 
Figure 5.4(i) the phase between the alternate signed pulses is chosen such that the impulse 
responses combine in a negative manner in order to provide the required artefact. However, in 
the case of Figure 5.4(ii) the phase between the pulses is chosen such that the impulse 
responses combine in a positive manner in order to enhance the pitch cycle at the voiced 
onset.
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© (i)
Figure 5.4: LPC filter responses for improved PRELP excitation, (a) original speech, (b) improved PRELP 
excitation, (c) LPC filter response to first pulse, (d) LPC filter response to second pulse, (e) first and second 
pulse LPC responses combined and (f) processed speech
It is apparent that as the maximum number of allowable separations is increased then the 
corresponding rise in the number of possible phase positions searched becomes smaller for a 
fixed subframe length. In the light of the previous statement Figure 5.5 shows the objective 
performance of the improved PRELP codebook for values of maximum pulse separation, 
Pmax, whilst maintaining a constant P mjn of 1. A  non linear scale is used for the x-axis where 
the position along it for each value of P max corresponds, to the cumulative number of phase 
positions searched. From Figure 5.5 it can be seen that even though a non linear scale is used 
for the x-axis, the rate of increase of objective performance is greater for small values of 
pulse separation than it is for larger values. Thus accounting for the fact that small pulse 
separation have more possible phase positions, Figure 5.5 implies that small values of pulse 
separation are objectively more important. Figure 5.6 is a histogram showing the percentage 
occurrence of excitation vectors for each value of pulse separation whose pulses consist of the 
alternate sign pattern in preference to the equal sign pattern. The data was acquired using 5 
minutes of speech containing both female and male speakers. The plot shows that for low 
values of pulse separation, P , the alternate sign pattern is more likely to be chosen in 
preference to the equal sign pattern. By considering Figure 5.5 and Figure 5.6 it can be 
concluded that excitation vectors whose pulses are of alternate sign and are separated by a 
few samples are important in modelling the residual information. This is confirmed by 
observations, where it has been noted that the alternate sign pattern is frequently chosen in
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order to model speech artefacts for which the LTP memory has no record, and to enhance the 
existing pitch structure, as shown in Figure 5.4.
Figure 5.5: Objective performance of improved PRELP for different values of P mix searched
100.0
20 30 40
Pulse spacing, P  (integer)
Figure 5.6: Percentage occurrence of alternate sign pattern at each value of pulse spacing, P
Referring to Equation 5.13, the size of the codebook is determined by Pmin and Ptmx. These 
values should be carefully chosen, such that the sub set of pulse separations searched 
encompasses the more objectively important pulse patterns. Thus for a typical subframe size
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of 40, Pmax is set to 19 or 20. This value approximately corresponds to the point of saturation 
in Figure 5.5.
5.2.4 Comparison of Pulsed Vector Codebooks
The ACELP algorithm described in Section 5.2.1 is effectively free to choose any pulse 
position and sign within the dimensions of the excitation vector. If this is taken to its natural 
limiting case then the algorithm would be able to vary the number of pulses as well. For 
example, if each excitation vector was allowed to have between 1 and 4 pulses, this would 
result in a possible 2463020 combinations. However, due to the fact that the pulse amplitudes 
are constrained to be either ±1, the codewords can be represented using 21 bits. By imposing 
certain constraints on the position and sign of the pulses in the algebraic codebook, it is 
possible to obtain all forms of the PRELP algorithm. Hence the algorithms described in 
sections 5.2.2 and 5.2.3 can be viewed as a sub set of ACELP. Figure 5.7 shows the 
relationship between these algorithms.
Objective segmental SNR tests were used to gain a comparative assessment of the 
performance of each of the codebook structures. For the purpose of this test a standard CELP 
based coder structure was used. A  10th order LPC analysis was calculated over a 160 sample 
frame, and for each 40 sample subframe a 7-bit integer LTP search was performed. There was 
no quantisation of the coder parameters. Each coder under test consisted of one of the 
following excitation sources:
1. Improved PRELP codebook where Pmin is set to 2 and Pmax is set to 19. To reduce the 
number of candidate excitation vectors to 1024 (10 bits), the last five phase positions for 
P=2,3,4, and the last two phase positions for P~ 5, 6 are discarded.
2. Multi-sign PRELP codebook where 8 bits are used to cover the first 256 possibilities from 
a minimum pulse spacing D mm of 20 samples, and a further two bits are used to represent 
the sign pattern of the pulses.
3. Original PRELP codebook where, as before, 8 bits are used to cover the first 256 
possibilities starting from a minimum pulse position of 18, D niin=l%.
4. 10-bit overlapping gaussian codebook.
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5. Finally, a 15-bit ACELP codebook was used for the comparison test. It was felt that in 
order to maintain the character of the ACELP excitation, and therefore obtain a fair 
assessment of its performance, it was necessary to use such a large codebook. The 
amplitudes and positions of the pulses allowed by the algebraic codebook are given by 
Table 5.3, (N.B. positions > 39 indicates an absence of the pulse).
Amplitude Positions
+1 0,4,8,12,16,20,24,28,32,36,40
-1 1,5,9,13,17,21,25,29,33,37,41
+ 1 2,6,10,14,18,22,26,30,34,38,42
±1 3,7,11,15,19,23,27,31,35,39,43
Table 5.3: Pulse positions for 15 bit Algebraic codebook
Nos of Pulses:
Pulse Positions: D„U< P < L  
where m,-lP<L 
i= 0 ,l,.. .. ,q  
Phase Positions Searched: all
Pulse Magnitude: a ,= li
\1
Original
PRELP
N os o f  Pulses: q - 2  
Pulse Position: m, = iP < L  
where i= 0 ,l
P»U<P<P«»
Phase Positions Searched: all
Improved
PRELP
tt
t t 
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- i ---------
Figure 5.7: Relationship between the ACELP and PRELP codebook structures
From the results presented in Figure 5.8, it can be seen that the improved PRELP codebook 
performs objectively better than both the multi-sign PRELP and original PRELP algorithms. 
Its performance was also judged to be perceptually better, where it was noted that the speech
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sounded brighter, crisper and less noisy. By comparing the performance figures for the 
original PRELP and multi-sign PRELP algorithms it can be deduced that a negligible increase 
in quality is achieved when the original PRELP algorithm is extended to cover all possible 
combinations of signed pulses. Figure 5.8 also shows that, as expected, the improved PRELP 
excitation performs better than the overlapping gaussian codebook. It can also be seen that an 
8-bit original PRELP codebook produces objective performance figures comparable to that 
achieved using a 10-bit gaussian codebook. Figure 5.8 also shows that the 15-bit algebraic 
algorithm performs better under objective test conditions than improved PRELP. In some 
ways this is to be expected as the codebook is considerably larger in size.
The subjective performance of the improved PRELP excitation was assessed by comparing it 
against the 15-bit algebraic codebook. The speech material used in the trial consisted of a 
total of 20 seconds of mixed male and female speech. Each utterance was coded in turn by 
either one of the two described excitations. The coded utterances were then grouped into 
pairs. Each pair consisted of a sentence coded with the improved PRELP excitation and a 
sentence coded the algebraic excitation. A  pairwise comparative listening test was then 
performed by 12 subjects using headphones within an office environment. The order of each 
pair was randomly determined. For each pair the subject was asked to compare the quality of 
the second utterance to the first by using the following scale: 5-better, 4=slightly better, 
3=same, 2=slightly worse, l=worse. The results of the test are presented in Table 5.4 which 
indicate that the perceived quality of the 10-bit improved PRELP codebook is judged to be 
equal to the 15-bit algebraic codebook. However these results must be judged by taking into 
account that the subject may have been exposed to a degree of background noise during the 
test.
10-bit Improved PRELP codebook compared against the 
15-bit Algebraic codebook
Male Speech Female Speech
3.1 3.2
Standard Deviation
0.45 0.38
Table 5.4: Subjective comparative listening test results for the 10-bit improved PRELP codebook
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Figure 5.8: Objective performance of pulsed vector excitation codebooks
Figure 5.9 shows the spectral comparison between improved PRELP and gaussian excited 
CELP for a coder structure utilising a 240 sample frame length, both codebooks having the 
same number of codewords, 1024. Clearly, the spectrum for the improved PRELP excited 
coder is much closer to the original, as it possesses harmonics which are clearly defined 
through all frequencies. However the gaussian excited coder displays a significant amount of 
noise which disturbs the harmonic continuity.
Frequency (kHz)
Figure 5.9: Spectral comparison, (a) original speech, (b) improved PRELP, and (c) overlapping gaussian excited
CELP
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5.3 Overlapping Subframes
The selection of the optimum excitation vector, whether it is the LTP or secondary codebook 
search, can be enhanced by using overlapping subframes. That is the reference or target signal 
is extended to include N  samples from the next subframe and each candidate excitation vector 
is extended by N  zeroes. The MSE selection process is then calculated over the extended 
length of L+N, as shown in Figure 5.10. Once the optimum excitation vector has been 
selected, the gain factor is re-optimised for the original subframe length, L.
By performing the excitation vector selection routine over an extended subframe length we 
are able to take into account the effect of the chosen vector’s memory response on the first N  
samples of the next subframe. Thus we are able to obtain a more informed choice of 
excitation vector by ensuring that the current subframe’s selection does not have a detrimental 
effect on the next. This effect is especially prevalent for pulsed vector secondary excitation 
types such as that used in PRELP, where excitation vectors, whose pulses are clustered 
towards the end of the subframe, will expend most of their energy as the memory response for 
the next subframe.
Subframe Subframe
t M-l
0000000000000000000000 0000000 \
Memory
1
Weighted
LPC
* Analysis
Filter
L
Excitation Vector
Zero Memory
i
Weighted
LPC + J
f * Analysis *
Filter
Memory Subtraction
O Excitation Vector Search
Figure 5.10: Principle of overlapping subframes when choosing the optimal excitation vector
Chapter 5: Strategies for Improving the Quality of CELP Based Speech Coders 104
Underlying the concept of overlapping subframes we are primarily concerned with the effect 
on the next subframe of the current selected excitation vector’s memory response. Thus the 
overall weighted LPC filter response should consist of two individual concatenated responses. 
The first is formed by passing the first L samples of the current subframe’s candidate 
excitation vector through the weighted synthesis filter, whose LPC coefficients are calculated 
for the current subframe. The last ten samples of this response (assuming a 10th order LPC 
analysis) forms the memory for the second weighted LPC analysis filter whose coefficients 
are drawn from the next subframe. This filter is then excited with the extended part of the 
candidate vector, i.e. N  zeroes, to form the rest of the concatenated response. The formation 
of this response is shown in Figure 5.11.
Excitation Vector 
L + N
| I , I | | 1. ! 0000000~|
a p )  are the LPC coefficients for subframe t
0 ,(0  Zero Memory
L A
Figure 5.11: Formation of the concatenated filter response for overlapping subframes
However, the procedure of concatenating the filter responses requires that the last subframe 
within each frame utilises the LPC coefficients from the next interpolated analysis frame. 
This imposes an additional one frame delay in the coder. In order to overcome this 
disadvantage the un-interpolated coefficients from the current LPC analysis frame were used. 
Informal listening tests indicate that there was no perceived difference between the two 
methods. This was also confirmed by objective observations where there was negligible 
difference in segmental SNR scores.
The use of overlapping subframes results in a small drop in the objective performance of 
pulse vector excited coders. This drop is proportional to the amount of overlap used, hi some 
ways this is to be expected, as the excitation vector is MSE matching over a longer subframe
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size. However, this drop in objective quality is not reflected in the subjective performance of 
the coder, where an overlap of only a few samples results in an increase in subjective 
performance. The number of samples of overlap proved to be critical, so that if it was too 
large it resulted in a drop in subjective quality. Clearly in this case the choice of excitation 
vector was being influenced too strongly by the following subframe, which had a detrimental 
effect on the MSE matching performance within the current subframe. In order to determine 
the optimum amount of overlap informal in-house subjective pairwise comparison tests were 
performed. Each subject was played a pair of sentences and was asked to decide which one 
they preferred. All sentences were encoded with an improved PRELP coder. However, each 
pair consisted of one sentence with no overlap and one sentence with N  samples of overlap, 
where N  varied between 0 and 20. The results are illustrated in Figure 5.11, where it can be 
seen that an overlap of 10 samples produces the most notable improvement in subjective 
quality.
£
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No overlap 
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Figure 5.12: Pairwise comparison of subjective speech quality using overlapping and non overlapping subframes
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5.4 Secondary Codebook Gain Quantisation
The number of bits required to quantise the secondary codebooks gain is primarily 
determined by its dynamic range or variance. A  further constraint is that the distortion, 
introduced by the quantisation process, should be imperceptible. Various schemes have been 
proposed to reduce this gain variance, and thus the required bit rate such as the prediction 
method used in LD-CELP [54]. In this section an alternative method is outlined where the 
quantiser is adaptive with respect to the LPC synthesis filter. Initially the secondary codebook 
gain for each subframe is normalised to the overall RMS energy of the current frame of 
original speech, RMSfmme. The reason for this is that typically a high value of secondary 
codebook gain is associated with high energy speech and vice versa. Thus, exploiting the 
relationship between these two parameters results in the desired effect of reducing the 
dynamic range of the secondary codebook gain. This is evident by comparing the PDF shown 
in Figure 5.13 to the PDF displayed in Figure 5.14.
The resultant gain is then further normalised to the RMS energy response of the MSE selected 
excitation vector at the output of the LPC synthesis filter. Let xsei be the MSE selected 
excitation vector from the codebook. Then the synthetic output due to xsei can be expressed as
n
L i (ri) = ^ Ki)xsd(n-i) 0 < n < L - 1 5.14
7=0
where h(i) is the STP impulse response. The RMS energy of the STP synthesis filter response 
to the MSE selected excitation vector is
V L 71=0
5.15
The residual secondary codebook gain, gres, can be expressed as
gc • RMSwl
8 ™  i  5 - 1 6Q\RMSflwne j
where gc is the original MSE calculated codebook gain, and Q[.] denotes the quantisation 
process. The frame RMS energy should be quantised before the residual secondary codebook 
gain is calculated.
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Equation 5.16 results in the normalisation process being adaptive to the gain of the LPC filter. 
Also the process takes into account the energy variation at the output of the synthesis filter. 
This is due to the different positions and number of pulses present in the selected excitation 
vector from one subframe to the next. For example, excitation vectors whose pulses are 
concentrated at the beginning of the subframe induce a higher energy at the output of the LPC 
synthesis filter than those whose pulses are concentrated towards the end. By comparing 
PDFs shown in Figure 5.14 and Figure 5.15 it can be seen that this process has the effect of 
vastly reducing the variance of the codebook gain. This is especially applicable to coders such 
as ACELP and PRELP whose secondary excitation vectors vary in both the position and 
number of pulses from one subframe to the next.
Both the RMS energy of the current frame of original unweighted speech (RMSfmme) and 
residual codebook gain are quantised using non uniform scalar quantisers. RMSfrcime is 
calculated and transmitted on a frame basis, whereas the residual gain calculation (Equation 
5.16) is performed on a subframe level. RMSsei is found at the decoder by exciting the LPC 
filter with the excitation vector which corresponds to the current subframe’s received 
secondary codebook index. Informal listening tests were used to find the optimal number of 
bits required to represent the secondary excitation gain parameters. It was found for speech 
coders operating at medium bit rates that there was no perceived distortion due to the 
quantisation process when 6 bits were used for the overall frame RMS energy and 5 bits for 
each of the subframe’s residual gains.
Codebook Gains 
Figure 5.13: PDF of secondary codebook gains
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Figure 5.14: PDF of frame energy normalised codebook gains
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Figure 5.15: PDF of frame and LPC filter energy normalised codebook gains
5.5 Complexity Reduction Techniques for PRELP Coders
As mentioned in section 5.2, one of the main driving forces in the development of sparsely 
populated pulse codebooks was the requirement for efficient secondary codebook search 
routines. It is recalled from Section 4.4.4 that the optimum excitation vector is selected by 
maximising the expression in Equation 4.28. The most computationally intensive part of this 
expression is the convolution operation between the excitation vector and the impulse 
response of the weighted analysis filter. By using sparsely populated vector codebooks the
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convolution operation is a summation of delayed impulse responses. The number and position 
of these impulse responses is determined by the pattern of pulses in the excitation vector.
5.5.1 Cross Correlation Complexity Reduction
Although sparsely populated vectors can result in a significant reduction in computational 
complexity, where the amount of reduction is dependent on the number of pulses in the 
vector, the cross correlation calculation in Equation 4.28 still requires a convolution operation 
to be performed per codebook entry. By moving the convolution operation to be between the 
reference vector and the impulse response of the weighted LPC analysis filter a vast saving in 
the number of computations can be achieved, as there is only one convolution operation for 
all codebook entries. Since the complexity of the method is determined by the length of the 
STP impulse response it is called the impulse correlation method (ICM) [77]. Let the 
synthetic output to the kth vector in the codebook be
sk ( n )  = ^ K ( i ) x k ( n - i )
i=0
The crosscorrelation, 0 k, between the synthetic vector, sk, and reference vector s is
9* = X ? ( n ) h ( n )
n=o
Substituting Equation 5.17into Equation 5.18
5.17
5.18
L - l
which can be written as
11=0
L - l
s(n)^K(i)xk(n-i)
>1=0
/=0
L - l -n
5.19
/=0
5.20
defining c(n), the convolution operation now occurs between the reference signal and STP 
impulse response.
L—l- / i
c(n) — ^  hw (i)s (i + n) 0 < n < L -1 5.21
/=o
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the cross correlation is now given by
Qk = Y Jx k(n )°{n) 5.22
n=0
The cross correlation term is now determined by the sum over the non zero elements of the 
excitation vector,
5.5.2 Autocorrelation Complexity Reduction
A PRELP vector search can be considered as a two stage process. Initially the primary vector 
is selected and then the following stage constitutes that all phase positions are searched. 
Similarly the autocorrelation calculation, for PRELP based coders, can also be broken down 
into two stages. Firstly, for each primary vector, the autocorrelation calculation can be greatly 
simplified by exploiting the fact that most of the vector components are zero [3]. The 
autocorrelation, £k, of the synthetic vector sk(ri) due to the klh vector in the codebook is
L-l
e * = X ^ 2(” ) 5.23
n=o
It can be seen from Equations 5.23 and 5.17 that the autocorrelation is the sum over the 
subframe length of the sum of the weighted STP impulse responses which are scaled and 
correctly positioned (phased) by the excitation pulse amplitudes and phases. Thus £k can be
written as
L-1
* » = x  1=0
where mi is the position of the ith pulse, at is the magnitude and q is the total number of pulses 
in the primary vector. For the original PRELP formulation a,- is always 1, for improved 
PRELP a, is either ±1. By multiplying the quadratic term in Equation 5.24 it can be shown 
that
£ * =  X  X  h ^ n  ~  m < ) +  2 X  X  X a ia j K ( n  -  -  r n . )  5.25
i = 0  n = tH j i= 0  7 = 1 + 1 /!= /« /
. i=0
5.24
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To simplify the search procedure, correlations of hw(n) can be precomputed for the range of 
pulse separations in the PRELP codebook and stored as a symmetric matrix \|f( i , j)  at the 
start of the codebook search procedure.
¥ (h j )  = X h7 n ~ 0 K ( n ~ J) 7 = 0,... .L - l, j  — L...L — 1 5.26
n~nij
Substituting Equation 5.26 into5.25, the autocorrelation is
‘1 9-1 9
e* = Z  + 2Z  L aiaA mi’mj)  5 2 1
i=0 1=0 j= i+1
The primary vector autocorrelation calculation now consists of using Equation 5.27 to simply 
sum the precomputed stored values.
Secondly, the autocorrelation calculation for each of the primary vector phase positions can 
also be greatly simplified by exploiting the fact that each phase vector is created by shifting 
the previous vector by one position and adding a zero sample. Thus the autocorrelation for 
each of these phase positions can be found by taking the previous autocorrelation value and 
subtracting from it the square of the last sample of the previously synthesised vector.
By using the above techniques considerable savings in the computational complexity of 
PRELP based algorithms can be achieved. This makes this type of algorithm particularly 
attractive for real time implementation.
5.6 Subjective Performance of the Improved PRELP Coder
The performance of the improved PRELP coder was evaluated against other standard speech 
coders, namely:
• G.729, 8 kb/s coder based on Conjugate Structured ACELP.
• G.723, dual rate speech coder for multimedia telecommunications operating at 5.3 or
6.3 kb/s.
• G.728, LD-CELP operating at 16 kb/s [22]
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Two versions of the improved PRELP coder were tested: one operating with a frame size of 
160 samples and a subframe length of 40, at an overall bit rate of 7.3kb/s; the other coder was 
configured to operate at the lower bit rate of 4.8kb/s by utilising a frame size of 240 samples 
with a subframe length of 60 samples. The 7.3kb/s coder consisted of a 10-bit improved 
PRELP codebook where Pmin was set to 2, Pmax was set to 19. In order to reduce the number 
of candidate excitation vectors to 1024, the last five phase positions for P=2,3,4 and the last 
two phase positions for P=5,6 were discarded. In addition a ten sample subframe overlap was 
incorporated into the secondary excitation codebook search. Since the lower rate coder used a 
60 sample frame length the codebook was designed to consist of a mixture of the improved 
and original PRELP excitation patterns. For pulse separations of greater than 20 the original 
PRELP excitation vector pattern was used. This ensured that over the longer subframe length 
any long term correlations inadequately represented by the LTP were modelled by the 
secondary codebook. Thus, to maintain the 10-bit codebook index for the low rate coder, 
improved PRELP excitation patterns were searched for pulse separations from 2 to 9. Both 
coders utilised the method of codebook gain quantisation detailed in Section 5.4 where 6 bits 
was used to represent the frame RMS energy and 5 bits was used to quantise the normalised 
residual gain in Equation 5.16. A fractional pitch delay was incorporated into the LTP search 
routine with a resolution of 1/3 in the range from 19 2/3 to 84 2/3. For ranges of lag greater 
than 85, an integer search was used. The resulting delay was then represented using a 8-bit 
index. The method of repeating about the periodic structure across the interpolation window 
for each fractional lag index searched (see Section 4.4.3.3) was incorporated into both coders. 
The 10 LSFs were quantised using 28 bits, and the LTP gain was represented using a 5-bit 
index from a non uniform scalar quantiser. The bit allocations for each of the coders are 
summarised in Table 5.5.
Parameters Bits per 
Frame
Bit Rate for 
7.3kb/s
Bit Rate for 
4.8kb/s
10 LSFs 28 1400 933.24
Frame RMS 6 300 199.99
4*Pitch Gain 20 1000 666.66
4*Pitch Index 32 1600 1066.56
4 * 0 8  Res.Gain 20 1000 666.66
4*CB Index 40 2000 1333.32
Total 146 7300 4866
Table 5.5: Bit allocations for the improved PRELP coder operating at 7.3kb/s and 4.87kb/s
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A version of the 7.3 kb/s improved PRELP coder described in Table 5.5 is currently in use as 
the standard speech coder for the AUDETEL5 [78] project.
The subjective based Mean Opinion Score (MOS) listening tests was used to assess the 
perceptual performance of the improved PRELP coders. The listening tests were performed 
by 15 listeners using a total of 25 seconds of female and 25 seconds of male speech. The 
results are shown in Figure 5.16.
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Figure 5.16: Subjective performances of G.728, G.729, Improved PRELP and G.723
These results indicate that the subjective performance of the improved PRELP coder 
operating at 7.3 kb/s is worse than G.728 operating at 16 kb/s. However, when compared to 
coders operating at equivalent bit rates, namely G.729 and G.723, the subjective performance 
of the improved PRELP coder was judged to be comparable. From Figure 5.16 it can also be 
seen that the subjective performance of the 4.87 kb/s lower rate improved PRELP coder is 
slightly worse than G.723 operating at 5.3 kb/s. These results may be slightly misleading due 
to the fact that the quality of the low bit rate coders were judged during the same listening test 
as the higher rate coders. This implies that any score given to a lower rate coder may have 
been strongly influenced by the quality of a higher rate codec and vice versa.
5 AUDETEL is a consortium consisting of television broadcasters, manufacturers and researchers whose aim is 
to provide a separate audio description of the television picture for the partially sighted and blind.
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5.7 Concluding Remarks
In this chapter we have investigated sparsely populated pulse vector excitation codebooks for 
CELP based coders. This style of excitation vector offers many advantages over the 
traditional gaussian excited CELP coders. Pulse excitation vectors are more efficient at 
modelling the remaining correlations that may be left in the residual after LTP and STP 
prediction. A good example of this is the comparison between the original PRELP and 
gaussian excitation codebooks [76]. It was found that where the sparsely populated pulse style 
codebook is able to model those correlations, which may be left in the residual signal during 
dynamically changing regions such as voiced onsets, and by forcing the secondary excitation 
to consist of a few pulses, it is possible to more accurately match using the MSE the 
remaining information in the residual. The coder is therefore able to maintain harmonic 
continuity during transient regions of speech which is important for enhancing the perceived 
quality. A further disadvantage of gaussian vectors is that they have far more unmatched 
vector components which often contribute in a negative manner to the overall segmented 
SNR.
By making further enhancements to the original PRELP algorithm we were able to produce a 
secondary excitation which was far more flexible in modelling other artefacts, such as spikes 
and momentary changes in waveform shape, whilst harnessing the long term matching ability 
of the original algorithm. The resulting excitation was called improved PRELP and its 
performance was judged to be comparable to the quality produced by the algebraic 
codebooks, whilst requiring fewer bits to represent the codebook size.
Due to the sparse nature of each pulse excitation vector efficient search routines can be used 
making these algorithms attractive for real time implementation. It is this fact, together with 
the improved MSE matching performance, which has contributed to the popularity of this 
type of excitation. For instance many of the recently ratified ITU standards such as G.729 and 
G.723 employ sparsely populated vector codebooks.
By exploiting the pulse like characteristic of this type of excitation, other techniques have 
been introduced which improve the performance of medium rate coders. These include the 
techniques of overlapping subframes, and also the LPC energy normalised secondary gain 
quantisation scheme. The method of overlapping subframes allowed the impact on the
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following subframe of the current excitation vector to be taken into account during the 
selection process. By utilising improved PRELP, together with these other enhancements, a 
speech coder was produced whose subjective quality was judged to be comparable to standard 
based coders operating at equivalent bit rates.
Chapter 6
6. Variable Rate Speech Coding Using the 
CELP Structure
6.1 Introduction
In fixed rate coders the overall bit rate is primarily determined by the quality to which the 
most perceptually difficult regions are coded. Typically, these regions occur during 
dynamically changing voiced speech such as rapidly changing transients and voiced onsets. A 
variable rate coding system attempts to exploit the time varying characteristic of the speech 
signal, such that the average bit rate is less than that used by an equivalent fixed rate coder. 
Therefore, the information rate is increased for those speech segments that require finer 
quantisation such as transients, and is decreased for highly correlated steady state segments 
and unvoiced regions. The output quality of such coders should be at least as good as, but 
preferably better than, the equivalent fixed rate system.
In the past, many variable rate coders have relied on dynamic allocation of bits for the 
parameters, such as LPC coefficients [79]. These systems were aimed towards low bit rate 
vocoders where a significant fraction of the bit resources were allocated for the LPC filter 
parameters. Other techniques involve varying the bit rate after the speech has been encoded. 
These techniques are outside the influence of the coder and are often triggered by external 
events such as network overload where the system is forced to disregard packets. Embedded 
coding is a prime example. This is where the speech signal can be stripped of less important 
bits if the need arises, with only a gradual degradation to the output speech quality. For 
example, PCM includes a system where only the least significant bits for each sample are
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dropped this results in the ideal utilisation of the remaining bits. This technique can also be 
applied to DPCM [80]. However both encoder and decoder contain a predication feedback 
which is based on past quantised speech. Thus, if any bits are dropped during the course of 
the transmission, the encoder has no way of knowing there has been a reduction in bit rate. 
This results in discrepancies between the predictor memories at the encoder and decoder. In 
order to overcome this problem both predictors are based on the worst case assumption of 
maximum bit loss. The system is, therefore, not optimal at the higher rates because a larger 
quantiser step size is used than is necessary. Recently, the concept of embedded coding was 
applied, with some degree of success, to the CELP scheme [81].
Applications of variable bit rate coders include store and forward systems such as voice mail 
and answering machines where the storage space is often limited. Another application of 
variable rate coders is in networks such as ATM (Asynchronous Transmission Mode) [82], 
which utilise a statistical bandwidth allocation strategy to provide a virtually continuous range 
of bit rates, within physical network limits. To take full advantage of this flexible allocation 
of bandwidth, it is necessary that the speech is coded as efficiently as possible by varying the 
information rate in accordance with the characteristics of the speech signal. However the data 
payload in an ATM packet is 48 bytes long. For low bit rate coders this can result in a 
significant delay which is due to the buffering time required to fill the packet with data.
In this chapter we will investigate how the CELP based coding structure, described in Section 
4.4.1, can be used to code speech with a variable bit rate. The objective is to produce a coder 
which can take advantage of the differing characteristics of a region of speech such that the 
signal can be efficiently encoded. However, this should be achieved so that the overall quality 
is not degraded when compared to an equivalent fixed rate system. Initially, the chapter will 
discuss and introduce various measures for categorising different regions of speech. It will 
then describe how these measures can be used to form a variable bit rate strategy suitable for 
CELP based coders.
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6.2 Characterisation of Speech
In order for a variable bit rate coder to exploit the time varying characteristics of the speech 
signal, it is required that the coder is able to accurately classify the different regions contained 
within speech so that suitable information rates can be assigned. Broadly speaking, speech 
can be classified into two regions, voiced and unvoiced (V/UV). In this work, unvoiced 
regions also include silences, they are not treated as a separate category. Unvoiced regions 
have a noise-like waveform with fairly weak near sample correlation and typically exhibit 
non-stationary characteristics. Voiced sounds, on the other hand, can be further classified into 
sub-categories consisting of: dynamically changing transient speech which often contains a 
mixture of both periodic and unvoiced speech, onsets which correspond to rapid transitions 
from an unvoiced to a voiced sound and steady state quasi periodic speech. These voiced 
regions exhibit different signal characteristics so it is important to be able to distinguish them 
from each other so that an efficient coding strategy can be formulated. For instance, onsets 
and dynamically changing transient regions are typically non-stationary and perceptually very 
important. Therefore, in this situation, it is necessary to update the coder’s parameters more 
frequently. For this reason these sounds are grouped under a single category termed voiced 
transients, whereas, steady state voiced speech is locally stationary, and therefore requires less 
updating of the parameter set. Ideally, the criterion by which variable rate coders should be 
judged is that there is no degradation in the speech quality when compared to an equivalent 
fixed rate coder. The different categories of speech are illustrated in Figure 6.1.
6.2.1 Voiced and Unvoiced Classification
In its simplest form the function of a voicing determination algorithm (VDA) is to determine 
if a segment of speech is voiced or unvoiced. VDAs are primarily used in vocoders where 
accurate determination between the two speech regions is essential for good reproduction of 
the synthetic speech. Initially, most vocoders characterised speech using a simple binary 
voiced/unvoiced (V/UV) classification where the decision making process was based on a 
number of alternative features for voiced and unvoiced speech. For instance, the enhanced 
version of U.S. Government standard LPClOe vocoder, employs a combination of seven 
independent features to discriminate V/UV regions [13].
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Steady State Voiced Voiced Onset Unvoiced Transient Voiced
Figure 6.1: Different regions of speech
Summarised below are some of the most important parameters upon which these decisions
are based on.
1. Energy: Voiced speech generally has higher energy than unvoiced sounds.
2. High-Low sub-band energy ratio: Voiced speech is often characterised by the
concentration of energy in the lower frequencies, while unvoiced energy tends to be 
concentrated in the high frequency regions.
3. Zero crossing rate: Unvoiced speech usually has a higher rate of zero crossings. 
However, it is necessary that the signal is DC rejected before being used as a measure.
4. Periodicity: Voiced speech as stated before is a quasi-periodic signal and there are a
number of ways of extracting this parameter which often requires a with pitch prediction 
algorithm such as those used in vocoders.
5. First autocorrelation coefficient: Voiced speech exhibits stronger correlations between 
neighbouring samples than unvoiced speech. The normalised first autocorrelation 
coefficient, Equation 6.1, is a good indicator of the degree of correlation.
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It has been recognised that in order to accurately classify a region it is necessary to have a 
mixed voicing decision since many sounds are both periodic and noisy. These techniques tend 
to be performed in the frequency domain where the voice spectrum can be split into a number 
of frequency bands and a voicing decision is made for each one of the bands [83]. For 
variable rate coding using CELP based algorithms, a mixed voicing parameter is not required 
since the AbS structure will always seek to model the waveform and hence the voicing 
information is preserved to some extent. A binary V/UV classifier was, therefore, adopted. 
The classifier was based on a VAD developed by Atkinson [84]. It uses a combination of two 
criteria, namely periodicity and full to low band energy, in order to classify the speech 
segment. The periodicity measure uses the predicated pitch (Tp) for the current frame of 
original speech in order to make a MSE match between the original speech signal and speech 
shifted by the pitch period. Both measures are calculated over the length of the length of the 
subframe6. However, over the course of the frame the pitch may vary by as much as 15% 
from its estimated value. To compensate for this it is necessary to search over a range of lags 
where the estimated pitch forms the central position of the search. It was found that a range of 
±8 around the estimated pitch value was sufficient. The periodicity measure is given by 
Equations 6.2 and 6.4 and is taken to be the minimum value of Mv/uvi(t) over the range 
% - T p± 8. The metric is effectively the ratio of the matching error energy to the energy of the 
MSE matched speech.
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The second measure, Mv/uv2, is the ratio of the low band energy to the energy of the full band 
speech. A 21 tap FIR low pass filter was used with the 3 dB cut off frequency at 1800 Hz. 
This provides the maximum discrimination between voiced and unvoiced speech. The linear
6 The pitch can be estimated using a pitch detection algorithm (PDA) such as those described in Section 3.4.1.
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phase response of the FIR filter allows the original and low pass filtered speech to be time 
aligned. The values returned by these two metrics are combined to give a simple but reliable 
V/UV classification of speech.
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6.2.2 Periodicity Metric
One of the main criterion upon which the rate of the coder can be determined is the 
periodicity of the signal for voiced speech. If the speech signal is highly periodic then there 
will be very little change in the character of the signal form one subframe to the next, i.e. the 
signal is locally stationary. In this situation, there will be a high degree of correlation between 
consecutive speech subframes which can be exploited to reduce the bit rate. However, there 
are dynamically changing transient regions of voiced speech which do not exhibit such 
stationarity in the signal, and, consequently, the correlation between successive frames is not 
as high. For these regions the coder will need to use a higher rate in order to achieve the same 
degree of coding accuracy. To measure the periodicity of the speech signal the following 
normalised criterion can be used:
r-i
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The measure is taken to be the maximum value of Mper(%) over the range of values T=(r/;±8), 
where as before, Tp is the predicted pitch for the current frame of original speech.
The periodicity metric effectively measures the degree of normalised correlation between two 
consecutive pitch cycles of speech. The measure can vary between +1.0 and -1.0 depending 
on how correlated the cycles are to each other. For highly periodic speech, Mper will tend 
towards +1.0 as the two consecutive pitch cycles will be very similar in magnitude and have 
the same polarity. If the cycles are uncorrelated from each other, which may occur during
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unvoiced regions, then Mper will tend towards zero. Large negative values of Mper indicate 
similar magnitudes between the two cycles, but opposite polarity1.
sper can be considered as a buffer containing the past synthetic speech and current subframe of 
original speech. However, any corruption to the synthetic periodic voiced waveform can have 
far reaching consequences in the performance of the coder over the immediate following 
speech frames, especially if the coder continues to select the lower rate. In order to protect 
against this situation a more informed choice of periodicity which reflects the past 
performance of the coder can be achieved by calculating the metric over the past synthetic 
speech and current original speech. The value returned can then be used as a feedback on the 
performance of the coder, and if there are any major inaccuracies between the past coded and 
original speech (which will be reflected in the memories of the coder), then the higher rate 
can be selected. Figure 6.2 shows the performance of the metric over a segment of speech 
containing both voiced steady state and transient regions.
0 240 480 720 960 1200 1440 1680 1920
Time, samples
Figure 6.2: Performance of the periodicity metric M per, (a) periodicity metric value, (b) original speech over
which the metric is calculated
7 A value of -1.0 would indicate that the two cycles are identical in magnitude but opposite in polarity. This is 
unlikely to happen for highly periodic speech with an accurate estimation of the pitch.
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6.2.3 STP and LTP Matching Metrics
In addition to characterising speech according to its region, further information can be 
obtained regarding the performance of the CELP based coder which can also be used to vary 
the information rate. As described in Chapter 4, the synthetic speech is essentially constructed 
from three contributions: STP memory, LTP memory and secondary excitation. In order to 
assess the contribution to the overall synthetic signal of the first two stages, the following 
STP and LTP matching metrics [76] can be used:
where s(ri) and s jn )  are the original and first (STP memory subtracted) reference speech 
signals, and sm(n) and sUp(n) axe the STP and LTP filter memory responses respectively.
The STP and LTP matching measures, Mstp and Mitp, (like the periodicity metric, Mpet) vary 
between -1.0, when the two signals are identical in magnitude but opposite polarity, and +1.0 
when the two signals are identical both in magnitude and polarity. Since the STP filter 
memory is used without altering its polarity (i.e. it has no scaling factor), negative values of 
Mstp are assumed to be zero, i.e. no matching. However, the sign for Mup can be ignored as the 
LTP response is scaled by a signed gain value. These metrics can then be used to switch the 
secondary excitation on or off according to the following rules:
1. if Mstp > 0.9, the STP memory makes up most of the output speech, such as a periodic 
voiced offset, as shown in Figure 6.3, then switch off secondary excitation.
2. if Mup ^  0.95, the LTP match is very high (speech is likely to be highly periodic), then 
switch off secondary excitation.
3. for values of Mnp and Mstp, which lie outside these bounds, switch on the secondary 
excitation in order to model the remaining residual information.
L - l
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Time, samples
Figure 6.3: Performance of the STP matching metric for a region of steady state voiced speech, (a) STP
matching metric, and (b) original speech
6.3 Variable subframe length strategy
Rather than dividing the speech into segments with arbitrary end points, each segment length 
is restricted to be an integer multiple of a fixed minimum (unit) subframe length. These are 
constrained to fit into a fixed frame boundary. Each segment can then be either a short 
subframe consisting of a single unit subframe length or a long subframe consisting of two unit 
subframe lengths. The length (or number of unit subframes) for each segment is determined 
by the values returned by the V/UV classifier and the periodicity metric, which are calculated 
over the long subframe length. If the speech has been determined unvoiced then the long 
subframe length is chosen. However, if the speech is declared voiced it is further categorised 
into either periodic steady state speech or transient voiced speech by the periodicity metric. 
For steady state periodic speech the long subframe length is chosen, whereas for transient 
speech the short subframe length is used. Figure 6.4 shows the decision tree for the variable 
subframe length strategy.
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Original Speech
Figure 6.4: Speech classification and segmentation strategy
Using the long subframe length for steady state periodic speech enables the quasi stationary 
property of this particular region to be fully exploited by reducing the bit rate. In order to 
reduce the side information that needs to be sent to the decoder, Figure 6.5 shows the 
combinations of long and short subframes that are allowed to exist within the fixed frame 
boundary. A long subframe length cannot be selected if the subframe length decision 
procedure falls at the boundary of the third and fourth subframe.
Frame Length
Figure 6.5: Allowable combination of long and short subframes within the fixed frame boundary.
6.3.1 Coding of unvoiced segments
Unvoiced speech has a noise-like waveform with fairly weak near sample correlation, and in 
addition it exhibits very little long term correlation. For this reason most variable rate 
schemes [85], [86], [87] do not employ an adaptive LTP filter for the coding of such 
segments, instead opting for a single gaussian excitation codebook where the vectors are
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selected in the usual AbS manner. Table 6.1 is a breakdown of the CELP subsystems which 
contribute to the overall SNRseg, for various configurations of unvoiced coders. The 
configurations tried were:
1. CELP based, with closed loop LTP and overlapping gaussian codebook utilising a 40 
sample subframe size.
2. CELP based, with just a single overlapping gaussian codebook, no LTP, utilising a 40 
sample subframe size.
3. CELP based, with closed loop LTP and overlapping gaussian codebook, utilising a 80 
sample subframe size.
The data was collated for regions declared as unvoiced during the operation of a variable rate 
coder. The coder utilised a 160 sample frame size.
Scheme STP memory (dB) LTP (dB) Codebook (dB) Overall (dB)
1 1.49 2.07 1.24 4.78
2 1.32 - 2.16 3.48
3 0.89 1.97 0.96 3.82
Table 6.1: Breakdown of SNRseg values for different unvoiced coders
It can be seen that, even though the speech is classified unvoiced, the closed loop LTP still 
provides a major contribution to the overall SNR. In fact when compared to the secondary 
excitation contribution it is comparatively larger. The LTP memory, therefore, acts as an 
overlapping excitation source where past excitation is used to contribute towards the current 
subframe’s residual, and the gaussian codebook provides a “filling in” role. In the case of 
scheme 2 there is no LTP, and therefore the gaussian codebook contributes the majority to the 
overall SNR. Further comparisons on the role of the LTP in an unvoiced coder can be drawn 
from schemes 2 and 3. Even though both schemes utilise approximately the same information 
rate, it can be seen that the scheme employing the longer subframe length with the closed 
loop LTP, produces a slightly better objective performance than the scheme using the shorter 
subframe length with just the gaussian excitation codebook. It can be argued that these figures 
would suggest that there is very little difference between the two schemes. However, informal 
listening tests indicate that inclusion of the LTP (scheme 3) into the unvoiced coder results in 
higher quality speech, hi particular, it was noted that the quality of the fricative sounds were 
cleaner using scheme 3 when compared with that of scheme 2. This would suggest that 
regions declared as unvoiced contain elements which are similar to each other from one
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subframe to the next, and inclusion of the LTP enables the coder to achieve a more accurate 
representation of these components. However, there is always a possibility that the V/UV 
metric returned a false classification. Obviously, scheme 1 produced the best subjective 
quality which is reflected in its overall SNR score. However this is achieved at the price of an 
increased bit rate.
In order to keep the overall bit rate to a minimum, scheme 3 was adopted for use in the 
variable bit rate coder. The size of the gaussian codebook was determined by finding the 
minimum bit rate required to achieve a level of perceptual quality (assessed by informal 
listening), which corresponded to the point when any further increase in codebook size 
resulted in a virtually indistinguishable improvement in quality (the point of diminishing 
returns). By using this method the size of the codebook was determined to be 8 bits.
6.3.2 Coding of voiced segments and bit allocations
The coding of voiced speech is performed over the long or short subframe size depending on 
the value returned by the periodicity metric. Speech declared to use the short subframe is 
effectively coded at the maximum bit rate of the coder. Periodic speech declared as suitable 
for long subframe coding is further categorised according to the values returned by the STP 
and LTP performance metrics described in Section 6.2.3. For values greater than or equal to 
those stipulated in Equations 6.6 and 6.7, the improved PRELP excitation is switched off. In 
this situation, the periodicity of the signal is high enough such that it can be principally 
modelled by the LTP and STP contributions alone as the secondary codebook’s contribution 
in these regions is negligible.
Coders operating at two frame sizes of 160 and 240 samples, with unit subframe lengths of 40 
and 60 samples respectively, were considered. The secondary excitation, for both the short 
and long subframes, used the improved PRELP codebook, as detailed in Section 4.2.3.
1. The short subframe utilises a 10-bit codebook. By referring to Equation 5.13, Pmin is set to 
2 and Pmax is set to 19 for the 40 sample subframe, where the last five phase positions for 
P=2,3,4, and the last two phase positions for P=5,6 are discarded. The 60 sample short
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subframe size uses a combination of original and improved PRELP excitation, as detailed 
in section 4.6.
2. The long subframe also utilises a 10-bit codebook. In order to cover the length of the 80 
sample subframe each primary vector is derived as shown in Equation 5.9, however the 
value of P is increased from Pmm=2 to Pmax=38 at increments of two. The phase positions 
for each primary vector are also searched at increments of two. This is expressed by re­
writing Equation 5.12 as
[0 n -  0,1,2,..., /c -1
Xj+k^  ~  | Xj(k - n ) n = Jfc,k  + 2 ,. . . ,L ~ 1
As before the last five positions for P=2,4,6, and the last two phase positions for P=8,10 
are discarded in order to reduce the number of candidate vectors to 1024. For the 120 
sample long subframe the excitation vectors are also searched at increments of two using 
the codeboolc format described in Section 5.6.
Table 6.2 is a summary of the coding structure used for each speech category using a frame 
size of 160 and 240 samples, and Table 6.3 shows the respective bit allocations.
Segment Type Voiced Unvoiced
Steady State Transient
Frame Size 160/240 160/240 160/240
Subframe Size 80/120 40/60 80/120
LPC Coefficients 10 10 10
Pitch Prediction Closed Loop, fractional 
lag8
Closed Loop, fractional 
lag8
Closed Loop, 
integer lag
Exc. CB type Improved PRELP or no 
excitation
Improved PRELP Overlapping
gaussian
Table 6.2: Coding of each segment type
Segment Type Voiced Unvoiced
Steady State Transient
Segment length 80/120 40/60 80/120
Pitch Lag 8 8 7
Pitch Gain 5 5 5 8
Exc. CB Index 10 - 10 5
CB Gain 5 - 5
Table 6.3: Bit allocation for each segment type
8 Fractional delay has a resolution of 1/3 in the range from 19 2/3 to 84 2/3. For ranges of lag greater than 85 an 
integer search was used.
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On a frame basis, 28 bits are allocated for quantising the LSFs and 6 bits for representing the 
RMS energy which are used for quantisation of the secondary codebook gain (see Section 
5.4). Table 6.4 shows the side information required to classify the segments over the long 
subframe length. This information can be represented by 2 bits, thus making a total of 4 bits 
for each frame.
Classification over long subframe length
1 Unvoiced
2 Voiced transient
3 Voiced steady state, CB Exc.=On.
4 Voiced steady state, CB Exc.=Off
Table 6.4: Side information and overall coder bit rate
The coding rate is dependent on how the speech is classified and which subframe pattern is 
chosen for each frame. The bit rate of the 160 sample frame length coder is variable between 
the limits 3.2 kb/s to 7.5 kb/s, and for the 240 sample frame length, between the limits
2.1 kb/s to 4.9 kb/s. Figure 6.6 shows the performance of the variable subframe length 
strategy for a segment of voiced speech.
Time, samples
Subframe boundary 
Frame boundary
Figure 6.6: Performance of the variable subframe length strategy, (a) original, 
(b) synthetic for 160 sample frame size
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6.4 Performance of Variable Rate Coder
The performance of the variable rate coder was assessed using 320 seconds of speech 
consisting of both male and female speakers where approximately 30% was classified as 
unvoiced. To partly assess the quality of the coder, the objective SNRseg measure was used. 
However it was not used as a definitive measure but simply to provide a rough indication of 
the comparative performance between the different rates. The periodicity metric (Mpei)  is the 
main parameter by which the coding rate and therefore the quality is determined. If Mper was 
greater than a pre-determined threshold, then the speech is declared as steady state voiced and 
the long subframe length is chosen. However, if Mper is less than this threshold, the speech 
segment is declared as a transient voiced region and the short subframe length is chosen 
resulting in the higher information rate. Figure 6.7 and Figure 6.8 shows how the average 
coding rate and objective quality of the coder varies with the periodicity threshold for coders 
using frame lengths of 160 and 240 samples.
Periodicity Metric Threshold
Figure 6.7: Graph showing the variation of average coding rate with periodicity metric threshold for coders using 
(a) 160 sample frame length, and (b) 240 sample frame length
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Periodicity Metric Threshold
Figure 6.8: Graph showing the comparison of objective performance against periodic metric threshold for coders 
using (a) 160 sample frame length, and (b) 240 sample frame length
Clearly, it can be seen that as the threshold reduces then the quality and coding rate decrease. 
However the performance of both coders are very sensitive when the threshold is set in the 
region from 0.9 to 1.0. This is principally the working region for the coder. Any value below
0.9 results in a significant loss in speech quality. The actual threshold was determined by 
informal listening tests where a value of 0.94 provided a reasonable compromise between 
average coding rate and speech quality for the 160 sample frame coder and a value of 0.96 
was chosen for 240 sample frame length. In fact with the addition of a postfilter, the 
subjective quality of the variable rate coder operating with a threshold of 0.94 and frame 
length of 160 was comparable to the quality produced from an equivalent fixed rate coder 
operating at 7.3 kb/s as described in Section 5.6.
Figure 6.9 shows the variation of periodic threshold with average occurrence for the different 
categories of voiced speech. It can be seen that for both coders, as expected, the percentage 
occurrence for the transient declared region falls in relation to the periodicity metric threshold 
value and this corresponds to the fall in the average bit rate of the coder as unvoiced regions 
are coded at a fixed rate. Also, as the threshold is decreased there is a corresponding rise in 
the number of segments declared as steady state voiced. However, in the case of steady state 
voiced speech with the codebook turned off, the average rate of occurrence saturates at a 
threshold value of 0.95 for 160 frame size and 0.97 for 240 frame size. This indicates that 
steady state voiced speech, whose periodicity metric is less than this saturation point, will 
most likely require a secondary codebook excitation. It is interesting to note that the 240
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sample frame size selects the case with the codebook turned off less often than the coder 
using the shorter frame size. This is an indication that the coder operates less effectively due 
to the extended subframe sizes, i.e. the coder needs to “work harder” in order to track the 
changes across the longer subframe lengths and therefore requires the secondary excitation 
more often. On the whole, it was found that operating the coder over the longer frame length 
generally required higher comparative average coding rates in order to achieve quality 
equivalent to the fixed rate system at 4.87 kb/s.
Periodicity Metric Threshold
• Voiced Steady State CB On 
Voiced Transient 
Voiced Steady State CB Off
Periodicity Metric Threshold
Figure 6.9: Graph showing the average occurrence for different categories of voiced regions for (a) 160 sample
frame, and ( b )  240 sample frame.
6.5 Concluding Remarks
In this chapter techniques such as V/UV classification, more commonly found in vocoder 
based systems, were used together with other measures to obtain an accurate classification of 
different speech regions. Depending on the values returned by these various metrics, the 
speech segment was broadly classified into one of three regions. The main speech categories 
identified were: unvoiced, which also included silence regions, steady state periodic voiced 
speech, and transient voiced speech which included perceptually important regions such as 
voiced onsets. These techniques were integrated into a CELP based coder and used to assign a 
particular coding strategy for each of the different regions of speech. By varying the subframe 
length and allocation of bits in relation to the identified speech region, a variable coding rate 
was achieved. Two coding structures were investigated, one using a 160 sample frame length
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and the other a 240 sample frame length. The technique proved to be successful for the coder 
using the shorter frame length, where an average coding rate of 5.3 kb/s was judged to be 
comparable to the quality produced from an equivalent fixed rate system operating at 7.3 kb/s. 
However, the system employing the longer subframe length was not as effective. Its 
perceptual quality was judged to be equivalent to a fixed rate system for higher comparative 
values of average coding rates. It is thought that this is primarily due to the fact that over the 
longer subframe lengths the analysis by synthesis model needs to work harder to model the 
changes, and hence chooses the higher rates more often. This is obviously a limitation of the 
sample by sample approach taken by AbS systems such as these, especially over the longer 
subframe length.
In conclusion the strategy proved to be more successful for CELP based coders using the 
shorter 160 sample frame length. However, the system can be made more intelligent and 
achieve a further reduction in the average bit rate, by distinguishing between silences and 
unvoiced regions. This can be accomplished by using a Voice Activity Detector (VAD) such 
as that used in the GSM system [88].
Chapter 7
7. Coding of Wideband Speech
7.1 Introduction
Narrowband CELP based speech coders are used in many low to medium bit rate 
applications, such as mobile telecommunications. They typically provide toll quality, or near 
toll quality, with a bandwidth in the region 300 Hz to 3.4 kHz at bit rates ranging from 4.8 to 
8 kb/s. However, there are many applications where it is not necessary to operate at such low 
bit rates, and an increase in speech quality using a wider bandwidth is desirable. For example, 
the emerging Integrated Service Digital Network (ISDN) has generated a lot of interest in 
speech coding algorithms which are capable of producing high quality speech over a larger 
bandwidth. Applications include high quality commentary grade channels for use in audio 
video teleconferencing, high quality voice-mail services and high quality wideband telephony.
In contrast to the standard telephony bandwidth of 300 Hz to 3.4 kHz, wideband speech is 
assigned the region from 50 Hz to 7 kHz and is sampled at 16 kHz for subsequent digital 
processing. The extra low frequency components increase the voice naturalness, whereas the 
added high frequencies make the speech sound crisper, more intelligible and “brighter” when 
compared with 4 kHz sampled speech. The quality produced by wideband speech is 
equivalent to a FM radio announcer, with a richness notably greater than telephone bandwidth 
speech together with a very high intelligibility and naturalness. Wideband speech can be 
thought of as consisting of a base band (0.05 - 3.5 kHz), which contains approximately 80%
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of the perceptually important speech spectral information [89], and a high band which 
contributes to the overall perceived intelligibility of the speech. During periods of voiced 
speech, the baseband spectral components are structured and larger in magnitude when 
compared with the high band components which are highly unstructured with only a relatively 
small amplitude for both voiced and unvoiced speech. This high spectral dynamic range is 
clearly evident in Figure 7.1 which shows the magnitude spectrum for a frame of voiced male 
speech. This difference, in the mean energy levels between low and high bands, can be as 
high as 20-40 dB [90]. It is this contrast between low and high band spectral information 
which makes wideband speech harder to code than normal narrowband. A wideband coding 
algorithm must, therefore, accurately code the perceptually important lower frequency 
components, and yet retain enough of the higher frequency information such that the 
perceived richness and fidelity of the original speech is preserved.
Frequency (kHz)
Figure 7.1: Magnitude Spectrum for a frame of Voiced M ale Speech
There are two main approaches to coding wideband speech, a full band scheme or a split band 
approach. The ITU-T G.722 standard for 7 kHz Audio-Coding [1] recommends a split band 
structure. The G.722 coding algorithm splits the speech into two bands using a 24 tap 
Quadrature Mirror Filter (QMF), and then uses ADPCM to code each band separately. The 
coder is capable of operating in one of three rates: 64 kb/s, 56 kb/s and 48 kb/s. The rate of 
operation is determined by the number of bits used to quantise each lower sub-band sample: 6
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bits for 64 kb/s, 5-bits for 56 kb/s and 4-bits for 48 kb/s. Each sample in the higher sub-band 
is quantised using 2-bits. The use of QMF filters ensure that the aliased energy is cancelled 
when the two bands are merged. A split band scheme can offer both subjective and objective 
benefits over a full band scheme [91]. These advantages include a more flexible structure 
which ultimately constrains the quantisation noise to be contained within the band where it is 
produced. This allows for unequal bit allocation for each band, i.e. more bits can be allocated 
to the perceptually important low sub-band and less for the higher frequency components, a 
fact which the G.722 algorithm exploits.
For many applications, such as videophone operating over ISDN lines at 64 kb/s or 128 kb/s, 
it is inefficient to use G.722 operating at rates between 48 and 64 kb/s. In order to be able to 
code wideband speech at lower bit rates (12 kb/s to 20 kb/s), with a high quality, there has 
been considerable interest in combining CELP based algorithms with the sub-band approach 
adopted by G.722. This would naturally lead to a longer coding delay as G.722 has an 
inherent delay of 1.5ms. However, for many applications this is not an important design 
criterion. Typically these algorithms employ QMF filters as in G.722 or sharp cut off filter 
banks to split the wideband signal into two sub-bands [91] [90] [92] [93]. Each band is then 
coded separately and reconstructed at the decoder using the complementary filter banks. The 
lower sub-band, which contains the vast majority of the perceptually important speech 
information, can be treated as a normal narrowband signal and can be encoded using a 
standard CELP based coder utilising a 10th order LPC filter [91]. The higher sub-band is 
usually treated differently, where long term correlations between adjacent pitch periods are 
not so evident, thus making the LTP redundant. However, there is still significant amount of 
short term correlation present in the signal which can be exploited in the encoding process. 
Various methods have been proposed for coding this information such as a narrow band 
CELP coder employing a 4th order LPC filter and a 4-bit gaussian codebook [91]. Another 
scheme models the higher sub-band signal with a second order linear predictor and a small 
non-overlapping excitation codebook with a vector dimension of 200 [93]. Obviously, by 
using the sub-band approach both these methods exploit the perceptual imbalance between 
each band by allocating the majority of the coding “effort” to the lower sub-band signal. 
However, the above mentioned schemes have several disadvantages over a full band coder,
i.e. the additional computational complexity required to split each frame of speech into two 
sub-bands, and the extra delay is incurred by the filter.
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In this chapter full band CELP based schemes for coding wideband speech are investigated, 
with the aim of producing a system, which can perform equally as well as a split band one by 
tailoring the secondary codebook excitation vectors to the frequency characteristics of the 
information present in the signal. The chapter initially investigates single secondary codebook 
structures for exciting the CELP based scheme for wideband speech. In attempt to enhance 
the performance of such coders, additional techniques are described which increase the 
emphasis over the higher frequencies. The second part of the chapter investigates multiple 
codebook structures for the excitation of wideband systems. It will discuss issues such as 
complexity and codebook sizes when searching multiple codebooks. Also, several methods 
are introduced which can be used to tackle the complexity problem.
7.2 Coding of Wideband Speech using PRELP
7.2.1 Basic Wideband Coder Framework
As previously described in Section 3.3.2.3, the maximum number of formants displayed 
within the 8 kHz spectrum is usually seven. Thus as a two pole conjugate pair is required to 
represent each formant, this indicates that the filter order needs to be at least 14. However, in 
order to model the formant resonances and general spectral shape more accurately, a 16-pole 
filter should be used. This is confirmed by noting that the LPC filter prediction gain against 
filter order saturates when the order is 16 or above for wideband speech, as seen in Figure 3.6. 
Another major consideration in the design of a wideband coder is the length of the frame and 
subframe. These two parameters control the update rate of all the coding parameters and 
ultimately the accuracy by which the encoder models the input speech. A faster update rate 
directly improves the quality of the coded speech but incurs the penalty of increasing the 
computational complexity and overall bit rate of the coder. Just as in the narrowband case, the 
frame size is chosen to be 20 ms long or 320 samples and a Hamming window is applied to 
the data before LPC analysis. The subframe size is chosen to be 40 samples, i.e. 8 subframes 
per frame. This seems to offer the best compromise between speech quality and overall 
transmission rate such that the coder remains within the bounds of medium bit rate. The 
wideband coder has a single tap closed loop LTP. The use of fractional pitch search in
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narrowband speech coders is becoming increasingly popular in order to obtain a finer lag 
resolution. In wideband speech the sampling rate is 16 kHz, i.e. the pitch lag parameter has a 
resolution which is already double that obtained in an equivalent narrowband coder. This 
implies that any increase in quality gained, using fractional pitch in a wideband coder, would 
be minimal. Also the additional computational complexity incurred would far outweigh any 
advantage gained. The single tap lag index is represented as an 8 bit number, this allows the 
LTP to search for values of lag from 36 to 292 samples, which in wideband speech covers the 
range of pitch in humans from 2ms to 16ms.
7.2.2 Structure of Secondary PRELP Codebook for Wideband Speech
From Section 5.2 it has been shown that pulse style excitations, such as PRELP, are more 
efficient at modelling the remaining correlations that may be left in the residual after LTP and 
STP predictions. This is principally due to the fact that it is easier to model this remaining 
residual from a MSE aspect with a few well positioned pulses rather than using a codebook 
consisting of many randomly generated vectors. However, in wideband speech the residual 
signal often contains very little long term correlation and appears random in nature, more so 
than in narrowband coders. This is primarily due to the choice of short subframe size which 
ultimately results in a more rapid update rate for the LTP memory, and an increased ability to 
accurately match the signal components over its relatively short subframe length. Another 
factor is that the higher frequency components present in the signal are often more random in 
nature than the lower frequency components. So upon removal of the LTP response, which 
predominantly models the low frequency structure, from the first reference vector, the effect 
of the higher frequency components will become more dominant in the second reference 
vector, resulting in a more random nature. Hence, in addition to pulse style vectors the 
secondary codebook should also consists of gaussian vectors. The purpose of these vectors is 
to model those regions of speech where a pulse style excitation vector is not required.
As previously stated, sparsely populated pulse style excitation vectors perform better than 
fully populated vectors. This is due to the fact that the non zero vector components dominate 
the selection process, which ensures that there is a closer match over the larger remaining 
components in the residual. Also, by making the majority of vector components zero
Chapter 7: Coding of Wideband Speech 139
minimises the effect of erroneous samples which the MSE process has not matched. This 
principal can be extended to include gaussian style codebooks, and if the consecutive vectors 
are overlapping with respect to each other, then computational reduction techniques, such as 
those described in Section 5.4, can be applied.
An initial primary random vector x0 is formed by placing a random pulse at the start of the
excitation buffer, and then a new pulse after every R  samples, until the subframe length L  is 
reached
[(j),- n  =  iR < L , i = 0,1,2,... 
x 0 ( t z )  =  < A l
[0  othef-wise
where (j),- is a random Gaussian number. For each primary vector X j , R -l  further vectors 
x .+k, Jc=l,2,...,R-l, are derived by shifting as,
in order to form all possible phase positions. Once all possible phase positions have been 
searched, the next primary vector is formed by shifting the previous vector to the right by one 
sample and adding a new random pulse at the start of the subframe.
A value of eight for R, the decimation factor, was found to give a good compromise between 
the sparseness factor whilst maintaining the random character of each excitation vector.
7,2.3 Performance of PRELP and Gaussian Excitation
In order to investigate the effectiveness of pulse style and gaussian secondary codebooks in 
modelling the residual signal for wideband speech, the following codeboolc structures were 
tested:
1. 8-bit overlapping gaussian codebook: two forms of this codebook were considered, one 
consisting of fully populated vectors, and the other consisting of sparsely populated
7.2
<tb+i n = 0 
x j+R (n ) =  \ Xj (n — R) R < n <  L 7.3
0 1 < n < R
vectors.
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2. 8-bit original PRELP: the structure and formation of each original PRELP excitation 
vector is described in Section 5.2.2. For narrowband coders the smallest distance between 
pulses Dmin is usually related to minimum pitch. However, in the case of the wideband 
coder, it is set to 19, typically half the smallest pitch. This is due to the fact that the coder 
utilises a relatively short subframe size of just 40 samples (2.5ms), and also that the 
fidelity of the final quantised speech is enhanced by reducing the value of £>»»/«•
3. Mixed gaussian and original PRELP: two versions of this codebook were evaluated, an 8- 
bit codebook consisting of 128 original PRELP vectors and 128 sparsely populated 
overlapping gaussian vectors, and a 9-bit codebook consisting of 256 original PRELP and 
256 sparsely populated overlapping gaussian vectors.
4. Improved PRELP: two versions were tested, one utilising the standard 10-bit codebook 
detailed in Section 5.2.3, and for comparison with original PRELP, a 9-bit version of this 
category of excitation was also tested.
5. Mixed gaussian and improved PRELP: again two forms of this codebook were evaluated, a 
10-bit version consisting of 512 improved PRELP and 512 sparsely populated overlapping 
gaussian vectors, and a 9-bit codebook of 256 improved PRELP and 256 sparsely 
populated overlapping gaussian vectors.
The tests were performed using the basic unquantised wideband coding structure defined by 
Table 7.1. The performance of each codebook was assessed using both objective SN Rseg and 
informal listening tests. The test material consisted of 320 seconds of speech containing both 
male and female speakers. The objective results are presented in Table 7.2, where SPOG 
refers to sparsely populated overlapping gaussian vectors.
Parameter Update
Sampling 16 kHz
STP frame 320 samples
Single tap LTP 40 samples
Secondary Codebook 40 samples
Noise weighting 
factoi-0.9/0.7
Table 7.1: Structure of the wideband coder for the secondary excitation comparison tests.
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Scheme Secondary Excitation Type SNRseg (dB)
1 8bit Gaussian, overlapping, fully populated 13.12
2 8bit Sparsely Populated Overlapping Gaussian (SPOG) 14.10
3 8bit Original PRELP 14.08
4 8bit, 128 Original PRELP and 128 SPOG 14.53
5 9bit, 256 Original PRELP and 256 SPOG 14.83
6 9bit Improved PRELP 14.75
7 lObit Improved PRELP 14.95
8 9bit, 256 Improved PRELP and 256 SPOG 15.12
9 lObit, 512 Improved PRELP and 512 SPOG 15.33
Table 7.2: Performance of the secondary codebooks for wideband coding
Comparing coding schemes 1 and 2 in Table 7.2 confirms that sparsely populated gaussian 
codebooks perform better than fully populated ones. Further, from the SNRseg scores for 
schemes 3,4,5,6,8,7 and 9, it can be seen that excitations consisting of a mixture of sparsely 
populated gaussian and PRELP vectors perform better than equivalent sized codebooks 
consisting of solely PRELP vectors. This was also confirmed by subjective listening tests 
where it was noted that the speech quality was generally improved using the above defined 
mixed secondary codebooks. This is to be expected, as gaussian vectors are required to model 
those residual signals which have a higher proportion of random components. As discussed 
before, this random nature is partly due to higher frequency components, which become 
prominent in the residual signal when most of the higher magnitude lower frequency 
components have been removed.
Investigations showed that gaussian excitation vectors were selected in preference to original 
PRELP vectors by the ratio of 2:1. This indicated that in two thirds of all cases the secondary 
codebook modelled a reference signal which exhibited random characteristics. In the other 
third of cases, the original PRELP vector was chosen which indicated that long term 
correlations were still present in the residual signal. However, when the codebook consisted 
of a mixture of improved PRELP and gaussian, the proportion of selected PRELP vectors was 
considerably more. To determine if a particular region of speech was modelled by either 
gaussian or PRELP the normalised STP and LTP matching criteria, described in Section 
6.2.3, were used to categorise the speech according to the following bounds:
1. Mstp > 0.8, the STP memory makes up most of the output speech.
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2. Mltp < 0.4 , the speech signal is unvoiced.
3. Mj > 0.9 , steady state voiced speech, high LTP match.
4. Mstp < 0.8 and 0.4 < M, < 0.9 undetermined transitional regions of speech including 
voiced onsets.
Figure 7.2 shows the distribution of selection between original PRELP and gaussian vectors 
for an excitation codebook consisting of 256 PRELP vectors and 256 sparsely populated 
overlapping gaussian vectors, whilst Figure 7.3 shows the distribution of selection between 
improved PRELP and gaussian vectors.
Original PRELP 
Excitation Vectors
Gaussian
Excitation Vectors
2 3
Speech Category
Figure 7.2 Distribution between original PRELP and gaussian excitation vectors
From Figure 7.2 it can be seen that if the speech is determined to fall within one of the first 
three categories then a gaussian random vector is most likely to be chosen. This is because the 
reference signal to which the codebook entries are being matched is predominately random in 
nature which is partly due to the increased emphasis of the higher frequencies. However, if 
the speech falls within the fourth category, then the probability of selecting a PRELP vector is 
considerably greater. This is due to the fact that the LTP has not been able to accurately 
model the remaining long term correlations in the speech signal which is partly caused by the 
original speech being in a transient region. Thus a PRELP vector is chosen to model the 
remaining low frequency components.
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| j Improved PRELP 
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Figure 7.3 Distribution between improved PRELP and gaussian excitation vectors
From Table 7.1, it is noted that the improved PRELP excitation performs better than original 
PRELP excitation for the same size of codebook. This is a reflection on the structure of 
improved PRELP where the excitation is designed to have the flexibility to model those 
artefacts which the original PRELP algorithm fails to represent. This fact is confirmed by 
noting in Figure 7.3 that improved PRELP vectors are selected in preference to random 
vectors, whereas, in Figure 7.2, the pattern of distribution is reversed and random vectors are 
selected more often than original PRELP.
7.2.4 Adaptive Spectral Shaping for Wideband PRELP Coder
Often, CELP based coders using sparsely populated codebooks incorporate some form of 
spectral shaping to the secondary excitation vector [94] [3]. This tends to perform two main 
functions. Firstly, in a CELP based system the spectrum of STP and LTP inverse filtered 
speech is assumed to be flat. In practice, however, this is not the case, and therefore to 
compensate for these model inaccuracies [95] the secondary excitation should be spectrally 
shaped. This is especially applicable to pulse style excitation where a single pulse in the time 
domain corresponds to a flat response in frequency. Secondly, adaptive spectral filtering has 
the effect of shaping the excitation vectors in the frequency domain so that their energies are 
concentrated in the perceptually important frequency bands, i.e. the formants. As stated 
before, in wideband speech it is important to adequately represent the high frequencies as they
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contribute to the overall perceived quality and brightness of the coded speech. So to achieve 
this desired effect, a spectral tilt towards the higher frequencies is applied to the secondary 
excitation vectors together with the adaptive spectral shaping filter. The overall filter structure 
is embedded in the AbS search loop to improve its effectiveness and to eliminate the energy 
scaling problem. The transfer function of the wideband adaptive spectral filter is given by.
(  v \
— —
V i=l j
Typical values for a  , (3 and p in Equation 7.4 are 0.9, 0.7 and 0.3 respectively. The value 
of p. in Equation 7.4 serves two main functions: firstly, it compensates for the low pass effect 
of the formant filter, and, secondly, it controls the emphasis placed on the higher frequencies 
during the secondary codebook search. If p is too high then the speech is found to contain 
too much noise. However, if p  is too low then the speech is perceived to be dull in places,
i.e. not enough emphasis placed on the higher frequencies during the codebook search 
procedure. The effect of spectral shaping on the pulse excitation vector is shown in Figure 
7.4.
Samples, time
Figure 7.4: Plots o f original and shaped pulse excitations: (a) original, (b) shaped with just formant filter, (c) 
shaped with modified wideband adaptive shaping filter
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Figure 7.5: Plot showing the effect of spectral tilt in the frequency domain for: (a) LPC spectrum, (b) spectrum 
of pulse shaping filter, (c) spectrum of wideband pulse shaping filter
By comparing the differences between the shaping obtained using the original narrowband 
adaptive original shaping filter, Figure 7.4(b), and the modified wideband version, Figure 
7.4(c), the effect of the spectral tilt can clearly be seen. The effect of the spectral tilt is also 
apparent if the frequency domain plot for the original shaping filter Figure 7.5(c) is compared 
with the wideband version Figure 7.5(b). Figure 7.6 is a diagram showing the wideband coder 
with adaptive spectral shaping. However, the increase in overall speech quality was found to 
be marginal. This was primarily due to the inability of the coding model to accurately 
represent the information contained in both the low and high frequency bands simultaneously.
Figure 7.6: Wideband PRELP coder with adaptive spectral shaping
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7.3 Wideband Coding using Two Secondary Codebooks
It has already been shown that in wideband speech there is a large spectral contrast between 
the structured low frequency components and unstructured high frequencies. It is this contrast 
that results in the difficulties in coding wideband speech. For a CELP based coder it is partly 
the function of the secondary codebook to match these high frequency components, i.e. to 
provide the “filling in” information that the LTP has failed to model. Figure 7.7 shows the 
magnitude spectra for the third reference signal, i.e. the signal which the secondary codebook 
attempts to model, and the final error vector for a frame of voiced male speech which was 
coded using a wideband coder whose secondary codebook consisted of improved PRELP and 
gaussian excitation, described in the previous section. The final error vector is the speech 
information which the wideband coder has failed to model, i.e. it is the second reference 
vector with the secondary codebook contribution removed. From the magnitude spectrum of 
the third reference signal shown in Figure 7.7(b), it can be seen that even though the LTP 
response has been removed, there is still considerable amount of structure left to be modelled 
by the secondary codebook excitation. Also, the energy of the unstructured higher frequency 
components is still much lower than the energy content of the lower frequencies. The 
secondary excitation contribution is selected over the entire length of the frequency spectrum 
on a MSE basis. Thus, for a wideband coder consisting of a single secondary codebook, the 
choice of excitation is dominated by selecting the vector which offers the best match over the 
higher energy lower frequency components. There is very little coding “effort” assigned to 
matching the higher frequency components, since they have a much smaller contribution to 
the overall energy of the reference signal. This is evident by comparing the magnitude 
spectrum of the final error signal, shown in Figure 7.7(b), against the magnitude spectrum for 
the second reference signal, represented in Figure 7.7(a).
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Figure 7.7: M agnitude Spectrum of (a) second reference signal, and (b) final error signal for a frame of voiced
male speech
From Figure 7.7, it can be seen that the magnitude of the low frequency components have 
been reduced by the secondary codebook contribution, however the higher frequency 
components have remained largely unaltered. This implies that the excitation that occurs over 
these higher frequencies is largely incidental, and non-optimal. In the previous section, a 
spectral tilt was incorporated into the AbS loop of the secondary excitation search in order to 
increase emphasis of the higher frequencies. However, this only offered a marginal 
improvement to the perceived quality. This is due to the fact that the high and low frequency 
information can be quite different from each other and therefore it is not possible to model the 
characteristics of both by using a single secondary excitation vector. To overcome this 
problem of inadequate modelling over the higher frequency components, it is proposed to use 
a CELP based coder whose structure consists of two secondary excitation codebooks. One 
codeboolc, which primarily models the correlations remaining after removal of the LTP 
response, and a second random codebook, the function of which is to model the unstructured 
random components present in the reference signal. Thus, the overall secondary excitation 
consists of the sum of two excitation vectors, each with its own gain factor. Figure 7.8 is a 
diagram showing the basic structure of the wideband coder.
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Figure 7.8: Dual secondary codebook excited wideband coder
7.3.1 Codebook Performance Issues
From the magnitude spectrum in Figure 7.7(a), it can be seen that the components in the 
lower frequencies are greater in magnitude than those contained in the higher frequencies. 
Therefore, as these components constitute the majority of the error in the MSE search routine, 
the secondary codebook will attempt to model them in preference to the higher frequencies. 
The structure of this information depends very much on the efficiency of the LTP search 
routine. For transient regions, they can consist of long term correlations which the LTP has 
failed to represent. For other regions, there may be different artefacts which the LTP has also 
failed to model. Thus, the first secondary codebook was selected to consists of improved 
PRELP, as this class of excitation has been shown to be more flexible in modelling the 
different components present in the residual.
The first codebook primarily models the lower frequencies since they have a larger energy. 
This will result in the magnitude of the remaining components, over these frequencies, being 
smaller. Thus by virtue of this fact, any further codebook search stages will result in an 
increased emphasis over the higher frequencies, as their components now form a larger part 
of the overall error in the MSE search routine. For this reason, the information modelled by 
this codebook is even more random in nature, and therefore an overlapping centre clipped
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codebook is used with a clipping threshold of 1.2 for a unit variance vector. This was found 
to give the most noticeable improvement in perceived quality when compared to other forms 
of gaussian codebook, such as fully populated overlapping codewords.
The performance of the wideband coder with various combinations of secondary codebook 
sizes was assessed using the same basic unquantised coder described in Table 7.1. The results 
of the objective SNRseg tests for various combinations of secondary codebooks are shown in 
Table 7.3.
P R E L P - Gaussian - Codebook N os:I
Codebook N osl 4-bit 5-bit 6-bit
8-bit 15.86 16.11 16.50
9-bit 15.96 16.26 16.58
10-bit 16.00 16.50 16.84
Table 7.3: Objective performance of dual codebook excited wideband coder for various codebook sizes
From the results shown in Table 7.3, the objective quality of the processed speech increases 
with the size of the codebooks. However, the objective improvement in quality accompanying 
an increase in the size of codebook Nosl was significantly smaller than if the same increase 
(in terms of bits) was applied to codebook Nos2. For this reason it was decided that the 
optimum codebook sizes should be 8 bits for codebook Nosl, and 5 bits for codebook Nos2. 
This combination seemed to provide the correct balance between speech quality, overall 
coder bit rate, and computational complexity.
Also, by comparing these results with the objective SNR values shown Table 7.2, it is clear 
that the dual secondary excitation scheme performs better than the single secondary codebook 
excited structure. This was also confirmed by informal listening tests, where it was noticed 
that the speech quality of the coder, using the dual secondary excitation scheme was sharper 
and brighter sounding than the scheme employing the single secondary. However, this 
improvement in performance has been achieved at the cost of an increase in the overall bit 
rate. The effect of incorporating an autonomous second gaussian codebook into the wideband 
coding structure is illustrated in Figure 7.9.
Chapter 7: Coding of Wideband Speech 150
F re q u e n c y  (k H z )
Figure 7.9: M agnitude spectrum of (a) final error signal for dual secondary codebook excited wideband coder, 
(b) final error signal for the single secondary codebook excited wideband coder
By comparing the frequency spectra of the final error signals for the single and multiple 
secondary codebook excited wideband coders, it can be seen that the magnitude of the 
frequency components in the error signal for the multiple codebook structure coder are much 
smaller when compared to the single codebook structure. This effect is especially prevalent 
over the higher frequencies, which partly contributes to the improvement in perceived quality 
of the multiple codebook structure.
The secondary excitation search was performed using joint optimisation of the codebook 
indices and gains for both the high and low band codebooks. This optimal method involves 
synthesising all possible combinations of high and low band codebook entries and calculating 
their respective gains to find the combination which gives the minimum error. However, this 
search procedure requires a large number of computations for each subframe, where the 
number of possible combinations is given by the multiple of the number of entries in each 
codebook. Obviously, in a practical situation sub-optimal search procedures have to be used. 
These are addressed, together with their impact, on the coder’s performance in the following 
section.
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7.3.2 Excitation Selection From Multiple Codebooks
In general for the case of K  excitation codebooks, the synthesised excitation s  (n) can be 
expressed as the linear combination of the K  selected filtered excitation vectors.
K f " ^
$(») = X I Sk^ x m (n -  i)hw(i) for 0 < n < L - 1 7.5
k=I \ /= 0 J
where xj(k)(n) is the selected excitation vector with index j  from the kth excitation codebook. 
If we define the selected filtered excitation vector vj{k) (n) as
n
vKk)(n) = X *;(*)(" ~ 0N(0 for 0 < /? < L - 1 7.6
7= 0
then the synthesised excitation signal can be written as
K
5W  = X ^ vy(Jk)W f ° r O < n < L - l  7.7
jt=i
7.3.2.1 Optimal Solution for Multiple Codebook Searches
The optimal solution to the problem of selection of K  excitation vectors and gains from 
multiple codebooks can be formulated as: given the target vector s(ri) and the filtered
excitation vector v(n), find the codebook indices ./(I)......j(K) and the gains g\...gk in order to
minimise the weighted mean square error E, i.e.
£ , , = I M f  7'8
or
7 .- 1
11=0 *=1
7.9
In Equation 7.9, the indices j(k) are jointly selected such that with their optimum gains g\....gK 
the overall error Ew is minimised. This minimisation is achieved by solving the set of 
equations produced by the partial derivatives of Equation 7.9 with respect to each of the 
variables gk to be zero. i.e.
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_5_
$8k
L-l
n=0
= 0 7.10
t=i
which can be simplified to
= z = 1.2,..., AT 7.11
i= l
where
L -l
R(k.i) = '£ lvm (n)vm (n) 7.12
and
n=0
L -l
$ (0  = X 5(A)Vy(o(rf) 
«=0
written in the form of a correlation matrix R
7.13
"  8 i ~
0 ( 2 )
=
8 2
_ O ( / 0 .  8 k .
7.14
12(1,1) 12(1,2) 12(1,1ST)'
12(2,0) /2(2,2) — R(2,K)
R(K, 0) # (# ,2 ) ••• R(K,K)
The above normal equation can be solved to give the optimum gains gk by utilising the 
Cholesky decomposition [29] of the correlation matrix. So the optimum algorithm for the 
selection of the indices, first requires the determination of the matrix R corresponding to all 
possible index combinations, then evaluation of the criterion of 7.9 and finally the selection 
of the combination that minimises this criterion. If no constraints are imposed then the 
number of possible combinations is given by
N l 7.15
assuming that all K  codebooks have an equal number of N  entries. Applying the case of the 
optimal multiple codebook searches to the dual secondary codebook wideband coder, as K=2 
the solution to the normal Equation 7.14 can easily be found by solving two simultaneous 
equations. The number of possible secondary combinations is given by 32x256, taking typical 
values for the codebooks to be 5 and 8 bits respectively. Therefore for each subframe, 8192 
possible combinations are searched. However, if the LTP adaptive memory is included in the
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optimal search procedure, then the number of possible combinations per subframe increases 
to 2097152 where each combination requires the corresponding normal Equation, 7.14, to be 
solved to find the optimum gains. This is computationally far too complex. It is evident that 
sub-optimal algorithms are required where the number of possible codebook combinations is 
vastly reduced.
13.2.2 Standard Algorithm
The standard method of solving the problem of selection of excitation vectors from multiple 
codebooks involves computing the indices and gains for each codebook recursively, i.e. a 
vector is chosen from codebook k which minimises the mean square error between the kth 
reference signal and the reconstructed synthetic vector whose index is j(Jc). A (/c+l)th reference 
vector is then formed by subtracting the contribution of the j(k) selected excitation vector 
from the kth reference signal. This procedure is repeated for the (/c+l)th codebook, using the 
(7c+l)th reference signal. This is exactly the same method as used for the standard CELP 
search procedures described in Section 4.4.4, where two indices are selected namely the LTP 
lag and secondary codebook index. The algorithm for an excitation signal consisting of K  
vectors selected from K  codebooks can be expressed as follows: for the first iteration, only 
one vector xj(i; is selected by minimising the perceptually weighted mean square error, i.e.
2
7(1)— minis,,, = s - g ^  for q = 0 X ~ ~ N - l  7.16
where q(k) spans the indices of codebook k of size N. From Section 4.4.4 the index y( 1) is 
chosen to maximise the criterion
L - l
X v g(l,(w)s(n)
7 (1) = max
;i=0
the corresponding gain is
for  q = 0,1 N —l 1A1
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L - l
Si =T  7-18
I vw W v/»)W
(1=0
At the kth iteration, the contribution of k-1 vectors vju) is removed from s to form a new 
reference signal sk. Then a new index j(k) and gain gj are computed.
sk(n) = s ( n ) - ^ g ivJ(0(n) for n = 0,1...,L - 1
(=i
As before the index j(k) and gain gk are determined using Equations 7.17 and 7.18, in which 
j ( l ) — s(n)->sk(n), v9(i)(7i)-+v9(jfe)(n), and vj{l)(n)->vm (ji).
By performing the excitation search in this recursive manner the number of possible 
codebook combinations for K  codebooks each of equal size N  is reduced to KxN. In the case 
of the wideband coder the results in a possible 288 (256+32) codebook combinations per 
subframe, and including the LTP adaptive memory this rises to 544. Obviously this is a vast 
saving in computational complexity. However, the algorithm is no longer optimal. One 
possible solution to this problem is to make the algorithm locally optimal at the kth search 
stage by ensuring that the length of the error vector Ek is at a minimum. This can be achieved 
by orthogonalising each weighted synthesised vector of codebook k ( v q(k)(n) for g=0,l,...,N-l) 
with respect to the previous stage’s selected excitation vector by using the Gramm
Schmidt procedure [29]. This ensures that the synthesises excitation vector, at the /cth stage, 
does not cover the vector space that has already been covered by the previous codebook 
responses. However, one draw back with this method is that the decoder must also perform 
the full orthogonalisation procedure in order to obtain the overall excitation vector. From a 
computational aspect, when applying the orthogonalised standard algorithm to the wideband 
coder, it is more efficient to use the PRELP excitation as the first codebook and then 
orthogonalise the filtered contents of the gaussian codebook. This is because the number of 
vectors in the second excitation codebook is considerably less.
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7.3.2.3 Perceptual Codebook Search Algorithm
As indicated, the excitation signal is not accurately represented by one type of signal. We 
have already established that the excitation signal for the dual codebook excited wideband 
coder can be constructed of two components, a pulse style component and a gaussian 
component. Obviously the optimal solution requires that every combination of pulse and 
random vector are tested. We have discussed sub-optimal algorithms where the codebooks are 
searched sequentially in an attempt to cut down on the computational complexity. However, 
the situation for sequential searches across multiple codebooks is complicated by the fact that 
the order in which the codebooks are searched affects the resulting speech quality. For 
example, when an onset is present the impulse style excitation vector is more important than 
the gaussian component. Thus, the pulse codebook should be searched first whereas, during a 
fricative the gaussian component is perceptually more important and therefore the random 
codebook should be searched first. This suggests that the order in which the codebooks are 
searched should be adaptive to the characteristics of the speech, and take into account how 
well the previous stages (LTP and STP memory) have modelled the signal. For instance if the 
speech is highly periodic then the matching performance of the LTP is high, typically in the 
region of 90%. In this case the residual signal will be random in nature. This is also true 
during voiced offsets where the STP memory response makes up most of the required speech 
signal. In these cases, it is advantageous to search the random codebook first. However, for 
voiced onsets, and other transient regions, the residual signal, after LTP, may contain long 
term correlations. In this case, the LTP has not performed so well, implying that the pulse 
codebook should be searched before the random one. The reasons being: firstly it is more 
important to match the remaining long term correlations first, thus leaving a more random 
reference signal for modelling by the second random codebook. Secondly, if the random 
codebook is searched first it will try to model these remaining correlations as they have a 
higher energy content. This may result in inaccurate modelling resulting in a poorly matched 
residual signal. The final residual signal will then still have random characteristics which are 
then modelled by a pulse style codebook. For these reasons the normalised STP ([Mstp) and 
LTP (Mitp) matching criteria, as described in Section 6.2.3, are used to determine the 
characteristics of the speech and hence the order in which the secondary codebooks are 
searched. The order of the high and low band codebooks is determined by the following 
criteria:
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1. if M stp > 0.8, the STP memory makes up most of the output speech, search the gaussian 
codebook first.
2. or if M lt < 0.4, the speech is classified unvoiced search the gaussian codeboolc first.
3. or if M Up > 0.85, speech is highly periodic and the LTP match is high, search the gaussian 
codebook first.
4. or choose the pulse style codebook to be searched first as the residual signal contains 
unmodelled correlations.
To further enhance the quality produced by this algorithm, the gains are globally re-optimised 
using Equation 7.14 after recursive selection of the codebook indices.
7.3.3 Comparison of Sub-Optimal Codebook Search Algorithms
The performance of each one of the sub-optimal codebook search algorithms was objectively 
assessed using the SN R seg measure over an utterance of speech containing both male and 
female speakers. These comparisons were performed using the unquanitsed wideband coder 
as defined in Table .7.4.
Parameter Update
Sampling 16 kHz
STP frame 320 samples
Single tap LTP 40 samples
8 bit PRELP codebook 40 samples
5 bit Gaussain Codebook 40 samples
Noise weighting coeffs. 
=0.9/0.7
I
Table .7.4: Wideband coder parameter definition used for sub-optimal multiple codebook search algorithm
comparison test.
As an optimal search of the excitation codebooks is not carried there is inevitably a reduction 
in the quality of the processed speech. However, the main point to consider is the balance 
between computational complexity and the reduction in speech quality when compared to the 
optimal search. Table 7.5 shows the results of the SN R seg test for each of the sub-optimal 
algorithms.
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CB Search Algorithm SNRseg (dB)
Optimal Algorithm 16.21
Standard Algorithm 15.84
Standard Algorithm 
(Gains Globally Optimised)
15.94
Orthogonalised Standard Algorithm 16.05
Perceptual Search Algorithm 16.03
Table 7.5: Performance of sub-optimal multiple codebook search algorithms
These results suggest that there is a marginal improvement between the standard algorithm 
and orthogonalised standard algorithm. This fact was confirmed by informal listening tests 
where it was noted that the subjective performance of the orthogonalised algorithm was 
judged to be slightly better than the corresponding standard one. This was also pointed out by 
Dymarski and Moreau [96], who noted that orthogonalisation only achieved a significant 
improvement in speech quality over the standard algorithm for cases where the multiple 
codebook structure consists of four or more individual codebooks. The performance of the 
standard algorithm is further improved by globally re-optimising the gains by using Equation 
7.14 after recursively selecting the excitation vectors. From Table 7.5, it can be seen that the 
difference in objective performances of the perceptually based algorithm, and orthogonalised 
standard algorithm, is negligible. However, informal listening tests indicate that the 
perceptual algorithm sounds slightly better than the orthogonal algorithm. In fact, it is 
virtually indistinguishable from the quality produced by the fully optimal method.
7.4 Subjective Performance of Double and Single Codebook 
Excited Wideband Coder
Fully quantised versions of the wideband coder, using both multiple and single secondary 
excitation codebooks, were compared against the ITU-T G.722 standard for wideband speech. 
The wideband coder, utilising the single secondary excitation codebook, was quantised using 
the following criteria:
1. The 16 LSFs were quantised using 40 bit vector quantisation scheme detailed in Section 
3.3.3.5.
2. The secondary codebook consisted of a mixture of 512 Improved PRELP vectors and 512 
sparsely populated gaussian vectors.
3. Wideband adaptive shaping was applied to the secondary codebook search.
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The various parameters and bit allocations for the wideband coder are shown in Table 7.6.
Parameter Single Secondary Codebook
Bits Update/ms Bit Rate
LPC (LSF) 40 20 2000
LTP Index 8 2.5 3200
LTP Gain 5 2.5 2000
CB Index 10 2.5 4000
CB Gain 5 2.5 2000
Total - - 13200
Table 7.6:Parameter bit allocation for single secondary codebook wideband PRELP coder
The dual codebook excited wideband coder was quantised according to the criteria listed 
below:
1. As in the previous case the 16 LSFs were quantised using the 40 bit quantiser described in 
Section 3.3.3.5.
2. The secondary excitation consisted of a codeboolc of 256 improved PRELP vectors and a 
codebook of 32 overlapping gaussian vectors.
3. The two secondary codebooks were searched using the perceptually based sub optimal 
algorithm as detailed in Section 7.3.2.3.
Table 7.7 shows the parameters and their respective bit allocations for the above defined 
coder.
Parameter Dual Secondary Codebook
Bits Update/ms Bit rate
LPC (LSF) 40 20 2000
LTP Index 8 2.5 3200
LTP Gain 5 2.5 2000
CB Nosl Index 8 2.5 3200
CB Nosl Gain 5 2.5 2000
CB N os2 Index 5 2.5 2000
CB Nos2 Gain 4 2.5 1600
Total - - 16000
Table 7.7: Parameter bit allocation for dual secondary codebook excited wideband coder
A pairwise comparative listening test as described in Section 5.6 was performed by 16 
listeners using 25 seconds of male and 25 seconds of female speech. Each utterance was 
coded by G.722 operating at 48 kb/s and by each of the wideband coders defined in Table 7.6 
and Table 7.7. The coded utterances were then grouped into pairs. Each pair consisted of 
G.722 operating at 48 kb/s and one of the wideband coders under review. The order of each
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pair was randomly determined. The results of the subjective test are presented in Table 7.8, 
where it can be seen that the 16 kb/s wideband coder’s performance is judged to be roughly 
equivalent to G.722 operating at 48 kb/s. The subjective performance of the 13.2 kb/s coder is 
slightly below that achieved by the G.722 coder. These results indicate that the incorporation 
into the coder structure of an additional codebook produces a coding structure which can 
produce quality equivalent to G.722 at 48 kb/s.
W ideband Coder
Subjective Pairwise Comparison with G.722 
at 48kb/s
Male Speech Female Speech
13.2kb/s 2.7 2.6
16kb/s 3.0 2.9
Table 7.8: Pairwise subjective comparison test results for the wideband coders
7.5 Concluding Remarks
Wideband speech exhibits additional spectral characteristics which contribute to the overall 
increase in perceived quality. It is these spectral characteristics, namely the high frequency 
components and high spectral dynamic range between low and high frequency components 
which result in the difficulty in coding wideband speech. A coder must accurately represent 
the low frequency components since these contain over 80% of the speech information. 
However it is necessary to represent the perceptually less important high frequencies since 
these are the components that provide the characteristic richness and voice naturalness of 
wideband speech. Most schemes utilise a split-band structure to code wideband speech. This 
allows the coding structure to be flexible in the sense that more bits can be allocated to the 
perceptually important low band. However, this incurs additional complexity into the system 
and increases the coding delay. To overcome the difficulties of using a split band structure 
this chapter has presented two methods of coding where the signal is treated as a full band 
one. In the first scheme a single codebook is used where it is found that a mixture of 
improved PRELP and gaussian vectors produces the best quality. Wideband adaptive spectral 
shaping is applied which increases the emphasis towards the higher frequencies during the 
secondary excitation procedure. However, this structure exhibited limitations in modelling the 
information across all frequencies and ultimately its quality was judged to be slightly inferior 
to the G.722 standard at 48 kb/s. To overcome these model inadequacies, a second scheme
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was introduced which used two secondary excitation codeboolcs. The first codebook was 
designed to primarily model the low frequency structure, and hence it consisted of a PRELP 
excitation. The second codebook modelled the remaining information which consisted of a 
greater proportion of the higher frequency information. Since this residual structure was more 
random in nature the codebook consisted of an overlapping gaussian excitation. This 
achieved a quality which was judged to be equivalent to G.722 at 48 kb/s.
An ordinary least squares approach was used to formulate the optimal solution for the general 
case of searching across multiple codebooks, where it was clearly necessary from a 
computational aspect to seek a sub-optimal solution. Three possible solutions were presented: 
standard algorithm, orthogonalised standard algorithm and the perceptual based algorithm. 
For the final quantised version of the coder the perceptually based algorithm was selected as 
this appeared to offer quality close to that achieved using the optimal solution.
Chapter 8
8. Low Delay Coding of Wideband Speech
8.1 Introduction
The application of wideband speech for high quality network services such as audio video 
teleconferencing, voice mail and high grade voice communications is an attractive 
proposition. However, one of the major considerations for network and multimedia based 
applications, besides complexity and quality, is coding delay, i.e. the amount of buffering that 
the encoder requires such that the correlations present in the waveform can be exploited for 
economical digital representation. The encoder buffering necessary for parameter analysis in 
linear prediction based coders can be several tens of milliseconds. Such delays can have 
important ramifications for speech coders used in networks such as the ISDN where the one 
way encoder-decoder delay is a very important criterion for service quality. Delay may 
necessitate the use of echo cancellation, which, in some applications, is detrimental to non­
voice services. In some circumstances, the delay may become so large that it remains an 
impairment even after echo cancellation has been performed. It is vital therefore, to keep the 
transmission delay as low as possible in such networks. It is shown in [65] that the source 
coding delay can be approximated as 3.5 times the buffering delay at the encoder. Thus one 
important way of controlling the overall delay is to ensure that this buffering required by the 
speech coder is kept to a minimum. For these reasons, many of the ITU study groups have 
cited low delay as a central requirement for international standards. Recently, the ITU have 
ratified the G.729 standard, an 8 kb/s narrowband coder suitable for PSTN and mobile 
applications. One of the requirements for this coder is that the buffering delay must be
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<16ms for transmission over the PSTN [65]. Using this as the bench mark for the 
requirement of low delay, this chapter investigates the possibly of low delay wideband speech 
coding within the bounds of 16 kb/s.
8,2 Backward LPC Modelling
The conventional CELP coder uses forward prediction to determine the LPC parameters for 
transmission to the receiver. The process of forward predictive coding relies on a block of 
future samples, typically 20 to 30ms long, to calculate the LPC coefficients. This results in a 
long coding delay which is unacceptable in many applications. Low Delay-CELP (LD-CELP) 
[54] avoids this excessive coding delay by performing the LPC analysis in a backward mode. 
This is where, the above analysis is performed on past quantised speech, thus eliminating the 
need for a long look-ahead data frame. Consequently, as this speech is present both at the 
encoder and decoder no LPC information needs to be transmitted. This then allows all the 
transmission bits to be assigned to the excitation vectors. In order to compensate for the 
inaccuracies incurred due to backward LPC prediction it is then necessary to have very 
accurate modelling of the reference vector. This is achieved by keeping the speech vector size 
as small as possible, which in turn results in a low algorithmic buffering delay since the coder 
encodes the speech on a block-by-block basis. However, this does have the disadvantage that 
the excitation parameter set has to be updated more frequently than in a conventional forward 
predictive LPC system, often resulting in higher bit rates. The original narrowband 16 kb/s 
LD-CELP uses a short data frame of just 0.625ms (5 samples at 8 kHz) [54]. To keep the bit
*L
rate to a minimum the coder dispenses with the need for a LTP, instead opting for a 50 order 
LPC predictor, and since the coefficients are backward predicted no additional bits are 
needed. The inclusion of the 50th order LPC also has several other advantages: namely the 
algorithm is less speech specific, since it does not assume speech quasi-periodicity in the 
form of an LTP. As a consequence, all the transmission bits are assigned to the fixed 
excitation codebook.
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8.2.1 Windowing for Backward LPC Prediction
The Barnwell windowing technique [97] is used to window the past quantised speech, for 
backward LPC prediction, rather than the traditional Hamming window. The shape of this 
window function is given by the impulse response of the following 2-pole filter
( l - 2 a  z~l + a V z)
where a  controls the window shape and is set to a value of 0.985 for wideband speech which 
utilises an analysis frame of 320 samples. This windowing technique was originally chosen 
for backward LPC prediction because the corresponding autocorrelation coefficients could be 
calculated recursively, and therefore efficiently by passing the speech through a specially 
structured filter bank [97]. This factor was very important especially when using high order 
LPC analysis. However the Barnwell window shape was found to improve both the objective 
and subjective quality of the coded speech for backward LPC prediction. This was mainly due 
to the shape of the window which places more emphasis on the most recent past quantised 
speech samples as shown in Figure 8.1.
Past quantised samples s a i^ e s
* 200 ' 300
Samples
Hamming Window 
Barnwell Window
Figure 8.1: Illustration of Hamming and Barnwell windowing techniques for wideband speech
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8.2.2 Backward LPC Prediction over Wideband Speech
Since speech signals are assumed to be stationary over very short time intervals, frequent 
update rates of backward LPC coefficients can provide prediction gains close to forward 
adaptive schemes. Table 8.1 shows the prediction gain of a 16th order predictor for various 
update rates of forward and backward schemes. The LPC analysis is based on a Barnwell 
window of 320 samples of quantised wideband speech, and the excitation is modelled using a 
single tap forward LTP and an 8-bit gaussian secondary codebook. The excitation vector size 
is fixed at 0.62 ms (10 samples at 16 kHz sampling).
Scheme Update Rate (samples)
10 20 30 40
Forward 17.32 17.32 17.33 17.34
Backward 15.16 14.96 14.90 14.77
Table 8.1: Prediction gains (dB) comparison of forward and backward 16th order LPC prediction
From the values given in Table 8.1 it can be seen that for a small excitation vector size 
backward LPC prediction achieves a performance which is comparable to forward predictive 
schemes. Obviously, as the update rate decreases then the performance of the backward LPC 
prediction scheme starts to deteriorate. However, this results in an almost negligible 
degradation in speech quality due to the fact that excitation sources are able to accurately 
match the reference vector in the AbS loop, and therefore, compensate for the discrepancies 
incurred by backward LPC prediction over the limited number of samples. Table 8.2 shows 
the effect on the prediction gain when the excitation vector size increases with the update rate 
of the backward LPC predictor.
Scheme Excitation vector size (samples)
10 20 30 40
Backward 15.16 12.98 11.34 10.58
Table 8.2: Prediction gains (dB) for different size of excitation vector
From the values given in Table 8.2, it can be that the prediction gain of the backward LPC 
predictor starts to deteriorate rapidly as the length of the excitation vector exceeds 10 
samples. This is accompanied by a rapid drop in speech quality, especially over the higher 
frequencies. However, previous studies for narrowband speech [65] have shown that for 
update rates and excitation vector sizes of up to 2ms rates (which corresponds to a vector size 
of 32 samples at 16 kHz sampling) backward prediction can provide prediction gains close to
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that achieved using forward schemes. In order to investigate the reason wideband speech 
performs so badly when the excitation vector size exceeds 10 samples, Figure 8.2 shows the 
effect of increasing the size of the excitation vector on the backward predictive LPC spectrum 
for a single frame of speech. As the vector dimension is increased then it becomes more 
difficult for the excitation source to match the reference vector, and hence the backward LPC 
analysis is performed over a noisy signal. This is a problem for both wideband and 
narrowband speech, however this effect is exacerbated in wideband speech due to the fact that 
the signal has a greater proportion of higher frequency components which when compared to 
the magnitude of the lower frequencies are typically lower in energy. Thus, as a consequence, 
during the MSE search process the excitation vector will be chosen primarily to model the 
higher energy lower frequency components. This inevitably leads to less accurate modelling 
over the higher frequencies and as a consequence the coded speech signal becomes noisy. 
Therefore, as the noise component increases, the signal at the higher frequencies will become 
immersed by this component since they are lower in energy. The backward predicted LPC 
spectrum then becomes distorted over these frequencies, which leads to a smearing out of the 
formant structure, when compared to the forward predicted spectrum as seen Figure 8.2(a). 
As the vector length increases then the noise component becomes larger which ultimately 
effects a wider range of frequencies. This effect can be alleviated by reducing the wideband 
coder’s excitation vector length to a level such that the secondary excitation and LTP 
contributions compensate for the errors incurred due to the backward prediction scheme. This 
update length limit was found to be about 15 samples or 0.94ms which results in an overall 
bit rate of typically 32 kb/s when utilising both LTP and secondary codebooks. The quality 
produced by such systems is very high, in fact tests have shown that wideband coders 
utilising update rates of up to 15 samples can have a perceptual performance which is 
equivalent to the standard G.722 at 64 kb/s [98].
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Frequency (kHz) Frequency (kHz)
Frequency (kHz) Frequency (kHz)
Figure 8.2: Comparison of forward and backward predicted LPC spectra for different excitation vector lengths, 
(a) forward predicted spectrum, (b) backward predicted with 10 sample excitation length, (c) backward predicted 
with 20 sample excitation length, (d) backward predicted with 40 sample excitation length
8.3 Split Band Approach
In order to reduce the bit rate further it is necessary to increase the excitation vector size, 
however as we have just seen this results in a severe degradation in quality, which is far larger 
than experienced in equivalent narrowband systems. Alternatively, a quadrature mirror filter 
(QMF) [99] bank can be used to split the speech signal into two individual bands. The split 
band structure offers benefits over the full band scheme which far outweigh the moderate 
additional complexity introduced. One advantage is that any distortion due to the quantisation 
process is confined to the band where it is produced. This then allows the low band 
information to be treated separately from the troublesome higher frequencies, a requirement
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which is deemed necessary when using backward LPC prediction over wideband speech. In 
this particular application, the signal is split into its respective bands by using the same QMF 
bank as stipulated in the G.722 wideband audio coding standard [1]. In this standard the QMF 
is implemented as an FIR filter which has the advantage of a linear phase response.
The input speech signal is split into two 8 kHz sampled signals, one representing the lower 
sub-band information ( 0 - 4  kHz) which is perceptually more important as it contains most of 
the speech spectral information. The other 8 kHz sampled signal represents the higher sub­
band ( 4 - 8  kHz) information which primarily contributes to the overall quality and fidelity of 
the perceived speech. The contrast between higher and lower sub-band information can be 
seen in Figure 8.3, where clearly most of the speech information signal is contained in the 
lower band. Dividing the signal into two equal bands allows longer update rates to be applied 
for backward LPC prediction, especially over the lower band as the signal is now effectively a 
narrowband signal. The higher frequencies can now be treated separately.
Time (ms)
Figure 8.3: Split band approach, (a) full-band signal, (b) lower sub-band signal and (c) higher sub-band signal
8.3.1 Coding of the Lower Sub-band
The lower sub-band signal is quantised using a backward LPC predicted CELP coder. The 10 
LPC coefficients are updated every 1.875ms (15 samples at 8 kHz sampling) by performing 
the LPC analysis over a Barnwell windowed 20ms of past quantised speech. The backward
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analysis is now confined over the 4 kHz spectrum, which eliminates most of the inaccuracies 
by predicting over the full band signal. This then allows the excitation vector length to be also 
extended to 15 samples (or equivalently 30 samples at 16 kHz sampling). Previous studies 
[65] have shown that for low delay narrowband coders using backward LPC analysis, with an 
excitation vector size greater than five samples it is necessary to incorporate a forward 
predictive LTP, this is in addition to the secondary codebook contribution. This is because the 
excitation contribution from a fixed secondary codebook is not enough to compensate for the 
discrepancies incurred by backward LPC analysis. The fixed secondary codebook consists of 
an 8-bit PRELP excitation as described in Section 5.2.3. The structure of the lower sub-band 
coder is shown below in Figure 8.4.
Weighted Input Low er Band Speech
Figure 8.4: Lower sub-band coder
8.3.2 Coding of the Higher Sub-band
From Figure 8.3 it would seem that the upper band signal appears to be noise like, however 
there is still a reasonable amount of sample to sample correlation which can be modelled 
using a low order LPC predictor. Backward LPC prediction over the upper band signal
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proved to be unsuitable. This was primarily due to the fact that the analysis was performed 
over a noisy synthetic signal. Therefore to achieve better quality using backward prediction 
the upper band signal needed to be modelled more accurately. However, this would require a 
short excitation vector length and close matching of the random like signal in order to keep 
the noise component to a minimum. This ultimately would require a large expenditure of bits, 
and since the upper band contains only 10 - 20% of the information in the speech signal this 
would seem to be a rather inefficient method of representing this signal. Instead, it was 
decided to represent the higher sub-band spectral envelope using a forward predicted LPC. 
Figure 8.5 shows the LPC filter prediction gain against filter order for the higher sub-band 
signal. It can be seen that the prediction gain saturates at an order of 6. Thus the spectral 
envelope of the signal contained within this band can be modelled using a 6th order LPC filter. 
The coefficients are forward predicted over a 20ms of Barnwell windowed speech in which 
the update length of the filter is set at four times the lower sub-band frame length. This 
obviously increases the delay of the coder. However, this moderate increase in delay more 
than compensates for the additional bits that would be required to accurately represent the 
excitation signal such that backward LPC prediction can be performed.
Figure 8.5: LPC prediction gain versus LPC order for upper band speech signal
As a result of performing forward LPC prediction over the higher sub-band, the excitation 
signal can now be more coarsely quantised. In fact due to the random nature of the excitation 
signal, it was decided not to match the signal on a sample by sample basis. Instead, the upper 
band signal at the decoder was represented by simply exciting the LPC synthesis filter with a 
randomly generated vector drawn from a unit variance, zero mean gaussian source. The
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length of this vector was set to be the same as the LPC parameter update rate of 60 samples. 
This proved to be sufficient for modelling the higher sub-band information. One problem 
with this method was finding the correct gain for this vector. Initially, an open loop technique 
was tried which involved finding the RMS energy of the inverse filtered signal. Perceptual 
listening tests indicated a satisfactory performance. Occasionally, however, during some 
fricative sounds there appeared to be perceptual disturbances. In order to alleviate this effect 
it was decided that a tighter control was needed on the magnitude of this term. Thus, a closed 
loop technique was adopted where the magnitude was calculated such that the energy of the 
excited synthesis filter was the same as the control energy of the upper band speech signal.
The total energy of the synthesis filter consists of the energy contribution of the memory 
response, sm(n), as well as the energy induced by exciting the filter with a gaussian vector. Let 
xu be a randomly generated vector from the gaussian source. Then the synthetic output of the 
analysis filter due to xu can be expressed as
n
y u( n )  = y£ h ( i ) x u( n  -  i ) 0 < n < N  -  1 8.2
1=0
a
where h{n) is the impulse response of the 6 order synthesis filter. The gain, gu, must be 
chosen such that the total energy of the filter is equal to the energy of the upper band signal, 
s tt(n)
X W ' O + s A ' O )  = X ^ o )  8 3«=o
Writing Equation 8.3 in terms of gl(
n 0 o=0
N - 1 N - l f  N - 1 N - l  \
8 u Y , y l M  + g „ 2 l  y„{n)sm(n) + ~ 2 X ( " )
11=0 11=0 \ l ! = 0  11=0
g„ is found by solving the quadratic given in Equation 8.4
= 0 8.4
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When the roots of Equation 8.5 are real, then the root whose value is nearest to zero is 
chosen. This ensures that the minimum excitation energy is used which proved to be more 
subjectively acceptable. However, complex roots will occur if the energy from the memory 
response is greater than the energy of the upper band signal, and there is insufficient 
correlation between the memory response and the filtered excitation to be able to remove part 
of the memory contribution and thereby attain the desired energy level. In this case the energy 
cannot be matched. For this situation the RMS energy of the inverse filtered upper band 
speech signal is used.
As the gain is principally calculated in a closed loop manner it is necessary that both the 
excitation source and filter memories at the encoder and decoder are synchronised. Thus the 
speech is synthesised both at the encoder and decoder as shown in Figure 8.6.
Encoder
Input U pper Band Speech
Figure 8.6: Higher sub-band speech coder
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8.3.3 Parameter Quantisation
Backward prediction requires that the analysis frame and excitation vectors are updated 
regularly. In the case of the lower sub-band coder, this implies that a large amount of the total 
channel capacity will be utilised by the LTP and secondary codebook gains. Therefore, in 
order to keep the overall bit rate to a minimum it is advantageous to represent these two 
parameters with as few bits as possible, but without degrading the quality of the synthetic
Due to the high update rate there is a strong correlation between successive parameters. This 
fact can be used to reduce the variance of the secondary codebook gain. In the original LD- 
CELP at 16 kb/s [54] only three bits are assigned for quantising the gains. The technique uses 
linear prediction on the previous energies of the excitation signals in the logarithmic domain. 
However, as the excitation vector sizes increases above 10 samples, then the prediction gain 
drops dramatically. This is mainly due to irrational variations in the gain magnitudes. One 
fairly simple solution to overcome this problem is to use the very simple technique of 
backward average mean smoothing [100]. The predicted gain, Gp, is generated by finding the 
mean of the previous three absolute quantised gains
The normalised gain, gn, can then be vector quantised with the pitch gain, gp, in a closed loop 
manner by incorporating the lower sub-band coder into the minimisation process. The vector 
index, j , is chosen from an 8-bit codebook to minimise the following MSE distortion 
measure.
speech.
8.6
This predicted value is then used as a normalisation factor for the current secondary codebook 
gain.
2D  = min sw - TOg. 8.7
Where sw is the perceptually weighted speech vector with the memory contribution 
subtracted. <E> is a diagonal two by two matrix with the leading diagonal containing the 
predicted gain, Gp, for the secondary codebook gain and unity for the pitch gain, gj is the j th
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codevector in the gain codebook, and Y is a matrix whose column vectors are the AbS 
selected filtered excitation vectors from the LTP and the fixed secondary codebook.
The technique of closed loop training the codebook contents is used to optimise the 
performance of the quantiser. This technique was first reported by Chen [54], who used it to 
train the contents of a secondary excitation codebook. It is based on minimising the 
perceptually weighted error criterion of the coder. Thus the encoder is used for coding the 
entire training database. In training the gain codebook the index j  is chosen to minimise the 
weighted MSE distortion measure given by Equation 8.7. Let Nj be the set of training base 
indices for which gj is selected as the best gain vector while encoding the training set. Starting 
with an initial open loop trained codebook, the low band coder is used to code the entire 
training database of original speech. The total accumulated distortion due to the j lh cluster 
corresponding to gj is given by
To minimise the distortion due to the j th cluster the above equation is differentiated with 
respect to gj and the result is set to zero.
^ i  = -2X<i>Trj , + 2 X $ T r% . = 0  8.9
dg j  n e N j  n e N j
Thus the centroid due to the j th cluster which minimises Dj satisfies the following normal 
equation
gl'Z[*Tfr™]='L*T*T*. 810
neN j  i ie N j
The two summations on both sides of this normal equation are separately accumulated for 
each of the codebook indices j . After the entire training set has been encoded the resulting 
normal equations are then solved for each of the indices to obtain a new set of centroids. 
These centroids are then used to replace the old codebook and the training database is re­
encoded using the newly obtained codebook. As pointed out by Chen, unlike open the open
loop LBG training algorithm used for direct VQ, the overall distortion and updated codebook 
is not guaranteed to converge to a local optimum. Table 8.3 gives the objective improvements 
on the lower sub-band coded speech for several iterations of the codebook training routine.
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From these figures it can be seen that the largest subjective improvement is obtained at the 5th 
iteration.
Iterations 0 1 2 3 4 5 6 7 8 9 10
SNRSEG(dB) 17.54 17.66 17.72 17.77 17.79 17.87 17.81 17.79 17.84 17.82 17.81
Table 8.3: Objective performance for each iteration of excitation gain codebook training
For the upper sub-band, the excitation gain, gl(, is scalar quantised using 4-bits. The six LPC 
coefficients are coded using Line Spectral Frequencies (LSF) and then each LSF is scalar 
quantised by using 3-bits. Table 8.4 shows the configuration and bit allocations for each of 
the bands in the coder. As indicated in Section 8.3.2 the upper sub-band coder requires a 
look-ahead of four times the basic frame length of the lower sub-band coder. Therefore, the 
overall coding delay including the inherent delay of the Q M F  bank is 9ms.
Lower Sub-band Coder
Parameter Bits Update Rate (Hz) Bits/sec
LTP lag 7 533.33 3733.33
CB index 8 533.33 4266.64
VQ gains index 8 533.33 4266.64
Higher Sub-band Coder
LSFs 18 133.33 2399.94
gain 4 133.33 533.32
Total 15200
Table 8.4: B it allocation for the LD-W ideband coder
8.4 Subjective Performance of Low Delay Wideband Coder
The performance of the LD-wideband coder was assessed by comparing it against the G.722 
7 kHz standard audio standard operating at 48 kb/s and 64 kb/s [1]. The speech material used 
in the trial consisted of 20 seconds of male and female speech. Each utterance was coded in 
turn by G.722 operating at the above states rates and the LD-wideband coder as described in 
Table 8.4. The coded utterances were then grouped into pairs. Each pair consisted of the LD- 
wideband coder and G.722 operating at either 48 kb/s or 64 kb/s. A  pairwise comparative 
listening test as described in Section 5.6 was then performed by 15 subjects. From the results 
of the test it was found that the LD-wideband coder scored an average value of 2.0 and 1.9 for 
male and female speech respectively when compared to G.722 at 64 kb/s. This indicated that 
in a pairwise comparison test the subjective quality of the LD-wideband coder was judged to 
be slightly worse than the reference coder (G.722 at 64 kb/s). However, when compared
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against G.722 at 48 kb/s the LD-wideband coder scored an average of 3.1 and 2.9 for the male 
and female speakers respectively. The perceived quality was therefore judged to be the same 
as G.722 operating at 48 kb/s.
8.5 Concluding Remarks
In this chapter the technique of backward LPC prediction was investigated over wideband 
speech. Where it was found that for relatively short excitation vector lengths the technique 
produced high quality speech with little or no distortion. Unfortunately, this typically resulted 
in a high overall bit rate which was primarily due frequent updating of the excitation 
parameter set. In order to reduce the overall information rate it was necessary that the length 
of the excitation vector was increased. However, this resulted in less accurate modelling of 
the reference signal and as a consequence the backward LPC prediction was performed over a 
noisy synthetic signal. This caused the predicted spectrum to be distorted, especially over the 
higher frequencies. This was primarily caused by the noise level immersing these lower 
magnitude frequency components. However, as the excitation vector length was increased 
further, more and more components became distorted due to the inevitable rise in the noise 
level. Ultimately, this was also accompanied by a drop in the prediction gain. As a result of 
this spectral distortion the processed speech became distorted resulting in a quality which was 
unacceptable for a high quality wideband system. This distortion was controlled by splitting 
the wideband speech into two narrowband signals. The lower sub-band signal was coded 
using backward LPC prediction, however since the signal was limited to 4 kHz a longer 
vector length could be used without incurring gross distortions in the predicted spectrum. The 
upper sub-band signal on the other hand was coded using a forward predicted LPC system. 
The main reason for this was that backward LPC prediction would require an accurate 
estimation of the signal in order to maintain the noise component at a minimum level. This in 
turn would require a significant coding rate and since this band only contained approximately 
20% of the speech information it was deemed an inefficient use of available bandwidth. 
Instead, the band was modelled by a spectrally shaped noise source whose energy was closed 
loop optimised. This resulted in a sub 16 kb/s wideband coder whose subjective quality was 
comparable to G.722 operating at 48 kb/s operating with an algorithmic coding delay of 9ms.
Chapter 9
9. Conclusions
The work in this thesis has been primarily based around the structure of the CELP coder. 
Since its inception in 1984 this particular coding methodology has attracted considerable 
interest, especially for coding speech in the region from 4.8 kb/s to 16 kb/s. Its success stems 
from the closed loop technique used to determine the optimum excitation for the LPC 
synthesis filter, and the vector quantisation approach used to represent the final excitation. 
The presented work can be broadly divided into two areas. Firstly, the investigation of 
techniques for improving the quality of CELP based coders. This work was undertaken from 
the view point of computational efficiency. The second broad area was based on how the 
CELP based structure can be adapted to suit particular applications. Two main applications 
were investigated namely variable rate coding and the coding of wideband speech.
In the following sections a brief conclusion of the research achievements reported in this 
thesis is presented. This is followed by a short discussion on possible directions of future 
research activity.
9.1 Concluding Overview
Chapters 3 and 4 provided a basic overview of the techniques and methods used by AbS-LPC 
coding schemes. The majority of the work was centred around the CELP coder. This 
included, in Chapter 4, an in depth investigation of the effectiveness of the LTP search 
procedure in the CELP coder where a comprehensive review for the techniques of multiple
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tap and fractional pitch searches was given. This review was investigated from the aspect of 
the effects of computational efficiency on the performance of each method. It was noted that 
the fractional pitch search produced a subjective quality which was equivalent to a third order 
multiple tap filter, whilst requiring fewer bits to represent the parameters. In addition the 
technique of maintaining the periodic structure for the data window for the interpolation 
process was shown to further increase the performance of the fractional pitch search routine. 
However, the original CELP algorithm had one major disadvantage which plagued early 
attempts of implementation, i.e. it was very computationally intensive. Initial approaches for 
solving this dilemma were focused on altering the structure of the original gaussian codebook 
excited formulation. However, these methods were still relatively computationally intensive 
and sometimes exhibited a degradation in performance. Instead, an alternative solution was 
introduced which used a sparsely populated excitation consisting of codewords of individual 
or groups of pulses. Not only did this have the advantage that the computational stage was 
greatly simplified, but also the final excitation used a focused approach in modelling the 
objectively important remaining artefacts. This resulted in an improvement in quality when 
compared to the traditional gaussian approach. Chapter 5 discussed various formulations for 
these pulsed vector excitation, in particular two forms were studied, i.e. ACELP and PRELP. 
By amalgamating the most promising features from both vector patterns a new excitation was 
introduced called Improved PRELP. This excitation maintained the long term matching 
ability of the original PRELP excitation whilst incorporating the additional flexibility to 
model artefacts such as momentary changes in the waveform shape which often occurred 
during regions of voiced speech. The pulse style vector excited was shown to further enhance 
the performance of the coder by taking into account the effect of the selected vector on the 
following subframe. The effect manifested itself in the form of the memory response and by 
using overlapping subframes this response was considered during the excitation selection 
process. Also by exploiting the fact that the position and number of pulses varied form one 
subframe to the next a quantisation scheme was introduced which produced no perceptual 
distortion.
Chapter 6 presented a variable rate coding strategy based on the CELP coding structure. In 
order to achieve this strategy it was necessary to obtain an accurate classification of the 
speech region. A  voiced/unvoiced classifier typically used in vocoders was used to categorise 
the speech. Voiced speech was then further categorised using a novel periodicity metric.
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These metrics were then used to vary the subframe length according to the speech region. For 
steady state speech a long subframe length was chosen and hence a lower coding rate was 
used. However, if the speech was in a transitional region then it was shown that a short 
subframe length was needed in order to maintain the output quality. For unvoiced speech it 
was found that the LTP had a significant effect on the quality. This was due to the fact that 
the LTP acted as an overlapping codebook for unvoiced regions and therefore it was more 
able to exploit any similarities that existed from one subframe to the next.
Further applications for the CELP coding algorithm were investigated in Chapters 7 and 8. In 
Chapter 7 the coding of wideband speech was investigated where it was noted that it was the 
additional spectral characteristics which contributed to the overall increase in perceived 
quality. Therefore, it was concluded in order to preserve this wideband quality it was 
necessary that the coding structure represented this information. Two solutions were 
presented. The first solution used a basic PRELP type coder with wideband adaptive spectral 
shaping such that the higher frequencies were emphasised during the selection of the 
excitation vector. However, this structure exhibited limitations in modelling information 
across the full bandwidth of the signal. To overcome these problems a second scheme was 
introduced which used two secondary excitation codebooks. The structure of the excitations 
was such that the primary codebook modelled the remaining structure in the signal and the 
secondary codebook modelled the remaining random components. By using this two pronged 
approach the secondary excitation was able to represent most of the information across the 
frequency band simultaneously. This ultimately achieved a quality which was subjectively 
comparable to G.722 at 48 kb/s.
Chapter 8 investigated the technique of backward LPC prediction for wideband speech, with 
the purpose of producing a low delay variant of the wideband coder. It was found that for a 
relatively short excitation vector lengths backward prediction can produce very high quality 
speech. Unfortunately, this typically resulted in a high overall bit rate. In order to reduce this 
rate it was necessary to increase the length of the excitation frame. However, this resulted in a 
breakdown of the backward prediction model which was primarily due to the fact that higher 
frequencies were not accurately modelled. A  split band architecture was then adopted which 
allowed the low and high frequency information to be modelled separately. This was found to 
be necessary to maintain the quality of the output speech. The high frequencies were then
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represented using a spectrally shaped gaussian source. This was found to be adequate for 
representing this information. By modelling the high frequencies as a separate entity the 
backward LPC model could then be applied across the lower frequencies.
9.2 Future Work and Concluding Remarks
From the work in this thesis and the number of standards currently ratified it is clear that the 
CELP model is very effective for coding narrowband speech at bit rates from 4.8 -8 kb/s. One 
of the reasons for this is the perceptually weighted closed loop approach in searching for the 
optimum for the LPC synthesis filter excitation. However the original CELP algorithm was 
not practically realisable due to the computational requirements of the codebook searches. 
With the advent of sparsely populated codebook structures and enhanced LTP search routines 
not only has this algorithm become implementable, but also the quality has increased such 
that at 8 kb/s it is said to achieve near toll quality. However, below 4.8 kb/s the basic 
structure of the algorithm suffers from limitations which result in less than satisfactory 
performance at these lower rates. The basic problem lies in the sample by sample MSE 
approach used to analyse the signal. As the bit rate becomes lower then it is necessary to 
increase the basic subframe size and consequently it becomes more difficult to represent the 
information using the longer vector lengths. The one exception is Pitch Synchronous 
Innovation-CELP (PSI-CELP)9 [101] which utilises subframe lengths of up to 80 samples. 
PSI-CELP achieves its success by using a pitch synchronous structure for its secondary 
excitation formulation, thereby capturing perceptually important regions of the speech signal. 
Therefore one possible future direction of research for CELP operating below 4.8 kb/s is to 
incorporate some of the processes used in vocoders for identifying perceptually important 
characteristics in the speech signal. Thereby achieving a much more focused approach in 
coding the speech signal rather than the “brut force” sample by sample MSE matching 
technique which a typical CELP algorithm adopts. In fact the research areas of low bit rate 
CELP coding and vocoders will probably become less distinct as the AbS architecture 
becomes amalgamated with source coding techniques typically used by vocoders.
At the other end of the spectrum the CELP algorithm, as we have shown in this thesis, can be 
used to produce high quality wideband speech. As communication becomes more and more
Chapter 9: Conclusions 180
digitally based, the typical end user will not be limited to the conventional narrowband signal. 
This leads the way open for a group of coding algorithms which are not limited by the 
available bandwidth and are able to produce very high quality speech and audio. These 
algorithms may consist of an amalgamation of speech and audio coding techniques, hi 
particular, with the predicted use of modern digital networks there will be an interest in 
combining these two techniques in a layered approach. For instance, the front end of the 
coder can consist of a high quality CELP based algorithm which removes most of the 
correlations in the signal. The remaining residual signal is then passed through an audio 
algorithm (perhaps Discrete Cosine Transform based) which codes the remaining 
information. By using this approach it is possible to have a flexible architecture which is 
particularly suited to applications where the quality of service and available bit rate is variable 
according to the network conditions.
9 PSI-CELP has been adopted for the Japanese half-rate digital mobile telephone service operating at a source 
rate o f 3,45 kb/s.
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