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 In unconventional oil and gas wells, the key to economic production is the success of the 
hydraulic fracture stimulation. Determining the effectiveness of the stimulation is often difficult.  New 
technologies can characterize the hydraulic fractures produced from the stimulation.  Among these is 
distributed temperature sensing (DTS).  DTS allows for continuous temperature measurements along the 
wellbore, and through the use of temperature modeling, DTS may be used to diagnose the effectiveness 
of hydraulic fracture stimulations both during the treatment (real-time) and after the well has been shut in 
(warm-back). 
 In this study temperature models were used to simulate the wellbore temperature change both 
during the hydraulic fracture stimulation treatment and after the treatment has been completed.  During 
the treatment, DTS and temperature modeling allows for the tracking of fluid throughout the wellbore.  
This may be used to determine which perforated zones receive the most stimulation fluid and can also 
dictate how and where fluid leaves the wellbore.  Published temperature models were used to simulate 
wellbore temperature changes in Eagle Ford study wells.  The published models were coded using VBA 
in order to create a numerical simulation.  The numerical model was compared to simplified analytical 
solutions and an ideal time step and grid size were determined.  Several cases were tested using 
different fluid distributions across the perforated zones.  In lieu of DTS data, microseismic was used to 
assist in setting the parameters of the temperature simulation.   
 Due to high pump rates, small perforated zones, and close perforation spacing, real-time 
evaluation of hydraulic fracture stimulation treatments in the Eagle Ford study wells resulted in 
ambiguous results.  As a result, a different type of temperature model was derived and implemented in 
the study, the warm-back temperature model.  The derivation of the warm-back model is similar to that of 
the real-time model but is much simpler and uses different boundary conditions.  Like the real-time model, 
the purpose of the warm-back model is to determine fluid placement along the wellbore into the 
perforated zones.  In this study fluid placement was used to directly determine fracture length.  The 
benefit of the warm-back model is that it is not directly a function of pump rates or completions.  As a 
result, the warm-back model allows for greater understanding of the hydraulic fractures than the real-time 
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CHAPTER 1  
INTRODUCTION 
 
This research utilizes available hydraulic fracture stimulation data as provided by the CIMMM 
consortium in the Eagle Ford shale play.  Other datasets used includes temperature logs, deviation 
surveys, completions information and microseismic. 
1.1 Motivation 
Unconventional shale plays are booming in the United States and are significantly increasing the 
availability of domestic oil and gas.  The key to the economic production of these shale systems is the 
advancements made in hydraulic fracture stimulation.  New technologies are also available that may 
diagnose the effectiveness of these hydraulic fractures.  Among them are fiber optic distributed 
temperature sensors (DTS).  This new technology allows for continuous temperature measurements 
along the wellbore.  The temperature change can reveal characteristics about the hydraulic fractures both 
during the stimulation job and after the treatment is complete.  However, the raw temperature data 
provided by this technology would only give qualitative information about the induced hydraulic fracture.  
Temperature models are required to interpret the temperature data and provide useful diagnostics of the 
hydraulic fractures.  The combination of DTS and temperature models can reveal characteristics of the 
stimulation treatment that most other hydraulic fracture diagnostic technologies would miss. 
1.2 Objectives 
The objectives of this study include: 
1. Write a code based on published temperature equations that simulate wellbore temperature 
change during hydraulic fracture stimulation. 
2. Apply the temperature model to case studies in the Eagle Ford that incorporates the stimulation 
design and completions. 
3. Create a temperature warm-back model that simulates temperature change in both the hydraulic 
fractures and the wellbore during the shut-in period after stimulation. 
4. In lieu of actual DTS data, use microseismic data to simulate the expected temperature profile 
along the well. 
This analysis will help assess the feasibility of using DTS for stimulation diagnostics in the Eagle 
Ford shale play.  It will also expedite the quantitative data that may be calculated from the temperature 




1.3 Distributed Temperature Sensors (DTS) Overview 
 Distributed temperature sensing, or DTS, systems are optoelectronic devices that measure 
temperature through the use of optical fibers installed within a cable (Parvaneh, 1996).  The fibers are 
made from doped quartz glass.  This glass reflects light in a particular way that is a function of its 
environment.  Physical changes, such as temperature and pressure, affect the glass fibers and change 
particular characteristics of the light that is reflected from these glass fibers.  The light waves that are 
reflected throughout the optic fiber include Rayleigh and Raman signals. 
 Distributed sensing technology relies on two basic principles of measurement; Optical Time 
Domain Reflectometry (OTDR) and Optical Frequency Domain Reflectometry (OFDR).  DTS uses code 
correlation technology which is a combination of these two measurements.  OTDR is popularly used for 
telecom loss measurements and relies on Rayleigh backscattering signals.  On the other hand OFDR 
focuses on the Raman backscattering signals.  Since the Raman signals are more affected by 
temperature than the Rayleigh signals, DTS relies more on the OFDR method of measurement, although 
still incorporates OTDR measurements (Garus, 1996). 
1.3.1 Applications 
 Outside of the oil and gas industry, DTS has been used for several applications.  These include; 
leakage detection in dams and dikes, industrial furnace surveillance, fire detection in tunnels, power and 
transmission line monitoring, and recently in stream and groundwater temperature determination (Day-
Lewis, 2006).  Within the oil and gas industry, DTS is used exclusively for well monitoring and evaluation. 
 DTS monitors wells by measuring wellbore temperature fluctuations.  These fluctuations are used 
to assess which zones production is entering from.  Whether gas, oil, or water enters the wellbore it gives 
of a particular heat signature (Cipolla, 2000).  DTS can also be used for well integrity diagnostics.  Just as 
fluid entering a wellbore can be quantified, fluid leaving it or entering from a non-productive zone can also 
be discerned from temperature measurements.  There have been several case studies presented 
examining DTS diagnosing casing leaks, or unproductive intervals (Gonzales, 2012). 
1.3.2 Tool Resolution and Specifications 
 For DTS to provide reliable data that may be interpreted, it is important to assess the feasibility of 
installing the fiber optics within the wellbore.  Specifications such as the diameter of the fiber optic cable 
and the max length must be determined so that the possibility of implementing DTS within certain 
wellbore designs is not called into question.  Just as important, the accuracy of which measurements may 
be taken must be known.  This includes the resolution of the temperature measurements, sampling rate, 
and the spatial resolution along the fiber optic. 
 There are currently several companies offering DTS technologies to the oil and gas industry and 
each company offers several different types of fiber optics to fulfill different roles or work in different 
environments.  The DTS fiber optic equipment that is most applicable to the Eagle Ford wells will function 
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in temperatures and pressures as high as 570 deg F (300 deg C) and 30,000 psi.  It is able to resolve 
temperature differences as low as 0.018 deg F (+0.01 deg C) with an accuracy of 1.8 deg F (+1 deg C) 
along every quarter meter of the fiber optic (Halliburton, 2013). 
1.4 Temperature Modeling Overview 
 Temperature models for oil and gas wellbores have been in publications since 1962 (Ramey, 
1962).  These early published models were very simple and were only meant to predict temperature in 
areas of the wellbore that did not have fluid exiting the wellbore, such as unperforated intervals.  As such 
they do not take into account reservoir-wellbore interactions.  At the time they also had limited uses since 
wellbore temperature measurements were limited wireline logging tools (Hill, 2013). 
 With the advent of DTS technology temperature models have become more advanced and 
complex in order to be able to quantify the additional temperature measurements.  However, like the early 
established temperature models the contemporary models rely on well-established thermodynamic 
principles (Wang, 2011).  The difference is that these principles may be applied to other types of oilfield 
operations such as stimulation treatments. 
1.4.1 Temperature Modeling During Hydraulic Fracture Stimulation (Real-Time) 
 DTS fiber optics provide measurements along the entire length of the wellbore and thus may be 
used to monitor the fluid distribution of hydraulic fracture treatments during the operation.  The stimulation 
fluid has a different temperature than the reservoir and as such the fluid front may be tracked by the front 
of the temperature change.  Temperature in areas such as perforated intervals is a function of both the 
fluid velocity in the wellbore and across the perforations.  In the perforated intervals the temperature is 
also highly affected by reservoir parameters such as the formation’s conductivity, capacity, and in-situ 
temperature. 
1.4.2 Temperature Modeling After Hydraulic Fracture Stimulation (Warm-Back) 
 The temperature change in a wellbore occurs both during the stimulation treatment and after the 
well is shut-in.  During the shut-in period the wellbore will warm back to the original reservoir temperature.  
However, this temperature change will vary along the wellbore.  The zones that receive the most 
stimulation fluid will be the coolest and thus will take longer to warm back.  The warm-back model 
compliments the real-time model rather well because, while the real-time temperature model is heavily 
influenced by pump speed and the location of the perforated intervals, the warm-back model is strictly a 
function of fluid placement around the wellbore and hydraulic fracture characteristics. 
1.5 Location of Study Area 
The wells provided were all drilled in Hawkville Field, which is located in McMullen County, Texas 
(Figure 1.1).  Since DTS was unavailable at the time of this study, microseismic was used to calibrate the 
temperature simulation both during and after the hydraulic fracture stimulation.  Quality microseismic data 
was available in three of the four wells on the PE pad (Figure 1.2).  Among the wells, PE L1H was 
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selected for the study, specifically stage 11.  Since the wells were drilled parallel to each other in the 
same direction and stimulated simultaneously, stress shadowing was a significant factor in the creation of 
the hydraulic fractures.  These effects were not as significant in stage 11 of PE L1H, so it was used as a 
case study in this research. 
 
Figure 1.1: Available wells for the study, all located in McMullen County, Texas in the Hawkville Field.  
The Eagle Ford Shale is oil prone in this area.  The wells on the PE pad recorded microseismic during the 





Figure 1.2: Close up of the PE Pad and the trajectories of the four wells that were drilled from this pad.  
Microseismic was recorded for PE L1H, PE L3H, and PE L5H.  PE L2H is an observatory well equipped 
with geophones to record the microseismic from the other wells. 
1.6 Available Data 
The temperature models developed in this study require parameters from both the well design 
and the reservoir.  Data includes the surface temperature, which will be used to determine stimulation 
fluid temperature, and the reservoir in-situ temperature.  Operational data needed includes the perforated 
locations and sizes and pump summary.  Reservoir data includes thermal properties such as the thermal 
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conductivity and heat capacity of the formation.  This data is also needed for the stimulation fluid.  
Generic values taken from literature (Tabatabaei and Zhu, 2011) were used for these parameters. 
1.6.1 Completions Data 
 Completions data relevant to this study includes the perforation clusters, shot sizes, spacing, and 
tubing size.  This information is relevant since it directly affects the fluid velocity in the wellbore and 
outside the perforations.  Information such as the thickness and thermal conductivity of the pipe, while 
important, is outside the scope of this study as the fiber optic cable is assumed installed in a particular 
way that negates the effect of the casing’s thermal properties. 
 Each stage contains 5 perforation clusters, each spaced about 65 feet away from each other.  
Each cluster is composed of 8 3-1/8 inch holes spaced over two feet and 90 deg phasing with 4 shots per 
foot (spf).  The hole sizes and amounts are important to the volumetric calculations for determining flow 
rate through the perforated intervals. 
1.6.2 Stimulation Data 
 Design information about the stimulation treatment is critical for this study since the pump rate 
affects the fluid velocity in the wellbore and through the perforations.  The thermal properties of the 
stimulation fluid are also important.  This data was not explicitly stated in the pump summaries so generic 
values found in literature are used (Tabatabaei and Zhu, 2011). 
Table 1-1: Pump Summary for PE L1H Stage 11 
 
Table 1-1 shows specific data relevant to the input of the temperature simulations. Data of particular 
interests are the average pump rate and fluid density. 
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1.6.3 Microseismic Data 
Microseismic data were collected in three wells during hydraulic fracture stimulation of the PE 
pad; PE L1H, PE L3H, and PE L5H. Fifteen stages were pumped in each well and geophones located in 
PE L2H were used for monitoring.  
 
Figure 1.3: PE L1H microseismic events for stages 3 through 11.  Each stage was monitored using 11 
geophones with 50 ft spacing, all located in the adjacent PE L2H monitoring well (Figure 1.2). The 
microseismic data for the PE L1H stage 11 contains 205 individual events. These events were processed 
by Pinnacle. 
1.7 Project Workflow 
 This project entails the coding of published numerical models or numerical models derived within 
this study to simulate wellbore temperature change both during and after hydraulic fracture stimulation.  
An initial literature review was used to determine which temperature models may be used to characterize 
hydraulic fracture stimulations during the treatment (real-time).  The temperature model was coded and 
applied to the CIMMM Eagle Ford wells.  Microseismic was used to determine characteristics of the 
hydraulic fractures which were then used to predict the temperature changes in the wellbore.  The results 
of the real-time case studies led to a derivation and coding of a temperature warm-back model which was 
then applied to the original case studies.  Like the real-time models, microseismic measurements were 
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used to constrain and assist in the temperature simulations.  The workflow used in this study is shown in 
Figure 1.4. 
 
Figure 1.4: Workflow used in this project.  The analysis of published temperature models were used to 
increase both awareness of DTS and temperature simulations and dictate which would be more 
appropriate for this project.  A published model was used in the real-time temperature simulation but 





CHAPTER 2  
LITERATURE REVIEW 
 
A thorough literature review was performed prior to the coding and implementation of temperature 
models used in this research.  The purpose of the literature review was to better understand DTS 
technologies and recent innovative uses.  Another purpose was to understand the physics behind the 
temperature models and evaluate the temperature models that have recently been published.  This 
knowledge was then applied to implementing temperature models on the Eagle Ford study wells.  Since 
the combination of DTS and microseismic will be used in this study, the literature review also incorporated 
previously published methods for combining these two measurements. 
2.1 Distributed Temperature Sensors (DTS) 
 DTS is a relatively new technology that has found a special place in the oil and gas industry for 
well monitoring and evaluation.  As its name implies it measure temperatures along the wellbore through 
the use of fiber optics.  The focus of this literature review is specifically the use of DTS to diagnose 
stimulations and characterize hydraulic fractures. 
2.1.1 Principles of DTS 
 For DTS (Distributed Temperature Sensing) measurements, an optic fiber is installed in the 
wellbore. Pulses of light are sent down the optic fiber and the returning light, which is called “backscatter”, 
can be detected. The backscatter light consists of 2 spectral components which are Rayleigh and Raman 
bands.  Another spectral component is Brillouin waves, which are not as significant. The Raman bands 
can be used to acquire the temperature information along the optic fiber. The Raman bands consist of 
two components which are Stokes backscatter and Anti-stokes backscatter. Stokes backscatter are 
weekly dependent on temperature while Anti-stokes backscatter are highly dependent on temperature. 
The magnitude difference between the Stokes backscatter and the Anti-stokes backscatter is the function 
of temperature. The location of the measured temperature data can be determined by tracking the arrival 
time of the backscattered light as the velocity of light in glass is known. Figure 2.1 illustrates these 
principles. For DTS measurements, “sampling interval” and “measurement time” should be determined 
prior to the implementation of DTS to a well. Sampling intervals are a length section of optic fiber where 
temperature data are measured and is generally designed to be around 1 meter. Measurement time is a 
period of time when temperature data are measured which is generally range from one or two seconds to 
several minutes and even hours.  In this study, it is assumed that the highest resolution quality DTS fiber 
optic would be used which can make measurements every second for every quarter of a meter along the 




Figure 2.1: Principals behind distributed temperature sensing (Sierra, 2008). 
2.1.2 Deployment of Optic Fiber 
 The optic fiber can be installed either inside the casing or behind the casing. Figure 2.2 illustrates 
a sketch of both deployments. DTS data from an optic fiber which is deployed inside the casing will 
measure the temperature of the fracturing fluid while it is flowing inside the casing. As reservoir 
temperatures are generally much higher than the temperature of fracturing fluid, the temperature in the 
treatment zones (perforations) will decrease as the fracturing fluids in this zone will interact with the 
reservoir.  However, DTS data from an optic fiber which is deployed behind the casing will measure the 
cement sheath temperature as it is not in direct contact with the flowing fracturing fluid. For this case the 
temperature at the treatment zones (perforations) will drastically decrease during the stimulation 
treatment as there will be direct interactions with the fracturing fluids. The DTS fiber optic deployment can 
be seen in Figure 2.2. 
 
Figure 2.2: Two main types of fiber optic deployment.  (1) has the cable installed on the inside of the 
casing and is meant for temporary measurements.  The installation in (2) has the cable installed outside 
of the casing in the cement sheath and is permanently installed (Sierra, 2008). 
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 When optic fiber is deployed behind the casing the quality of isolation tools can be evaluated.  As 
the optic fiber has no direct contact with the fracturing fluid at the location where isolation tools are 
installed, significant temperature differential should be observed across the isolation tools. However, if the 
isolation tools, such as swellable packers, do not completely isolate the zones such significant 
temperature differential will not be observed. Based on the temperature differential across the isolation 
tools the quality of such tools can be evaluated. Figure 2.3 shows the case when lack of temperature 
differential is observed. 
 
 
Figure 2.3: Case for lack of temperature differential difference across the packers (Wang, 2011). 
2.2 Temperature Modeling 
 The raw temperature data that DTS fiber optics provides only allows for qualitative interpretation 
of the hydraulic fracture stimulation treatment.  Such information would include qualitative effects of fluid 
diversion or indication of stimulation fluid placement.  Hydraulic fracture characteristics may also be 
determined from these data.  In a horizontal well the fracture geometry may be estimated, whether it is 
longitudinal or transverse.  For vertical wells the fracture height may be determined.  The actual volumes 
of fluid that enters each perforation or fracture require a detailed analysis of the temperature data (Li, 
2010).  Fracture characteristics such as length can also be quantified via thermodynamic principals, 





2.2.1 Heat Transfer Mechanisms 
 The two main heat transfer mechanisms that take place in a wellbore during hydraulic fracture 
stimulation are conduction and convection.  In stimulation jobs that implement large amounts of acid, the 
heat of reaction may also be a significant factor in the heat change within the wellbore (Glasbergen, 
2007).  However, for this study, acid is considered negligible and thus heat due to chemical reactions is 
not taken into account.  The principal heat transfer mechanisms can be seen in Figure 2.4.  Convection is 
heat transfer due to the movements of fluids.  Conduction is the transfer of heat through solids due to 
temperature differentials. 
 
Figure 2.4: Principal physics behind temperature changes in a wellbore.  Convection temperature 
changes are caused by the transfer of stimulation fluid and thus are the largest contributor to temperature 
change in a wellbore during stimulation.  Conduction is governed by the temperature and thermal 
conductivity of the formation and is the primary cause of temperature change after the treatment 
(Tabatabaei and Zhu, 2011). 
2.2.2 DTS and Temperature Modeling During Stimulation (Real-time) 
 DTS data can be used to obtain various information while hydraulic fracturing. Fracture initiation 
point along the wellbore, one dimension (along the wellbore) of the fracture geometry, type of fractures 
(longitudinal vs. transverse fracture) in a horizontal well, qualitative fracturing fluid distribution and quality 
of isolation tools can all be estimated through the use of DTS data.   
 Fracture initiation point along the wellbore is the point where the DTS temperature data starts to 
change. The temperature profile will start to deviate from a relatively linear trend due to fluid exiting the 
wellbore and the subsequent decrease in convective heat transfer. The starting point of such temperature 
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change will be the point where fracturing fluid starts to flow into the formation.  While this point is usually 
associated with perforations, this is not always the case. 
 Fracture geometries have 3 dimensions, which are fracture height, width and length. With DTS 
data some of these dimensions along the wellbore may be estimated (Huckabee, 2009). For vertical wells 
the fracture height can be estimated. For horizontal wells two types of fractures can be generated, which 
are longitudinal fractures and transverse fractures, depending on the direction of the minimum horizontal 
stress. For longitudinal fractures the fracture length can be estimated and for transverse fractures the 
fracture width can be estimated. The distance between the top and bottom of the temperature anomaly 
zone would indicate the dimension of the fracture along the wellbore (Holly, 2010). 
 As mentioned above, longitudinal fracture or transverse fracture can exist in a horizontal well. It is 
observed that each fracture shows different temperature profile curves based on simulating the current 
temperature model (Tabatabaei, 2011). A longitudinal fracture shows a flat temperature curve as the heat 
convection is the primary heat transfer mechanism along the fractured interval. Transverse fracture shows 
a slope change in the temperature curve at the fracture initiation location, however no, or a very small, 
plateau is observed. Based on the shape of temperature curve from the simulation results longitudinal 
fractures and transverse fractures can be distinguished. Figure 2.5 shows the temperature curve 
difference between longitudinal fractures and transverse fractures (Tabatabaei and Zhu, 2011). 
 
Figure 2.5: Difference between longitudinal and transverse fractures based on the curve temperature 
curve difference.  Different fluid distributions are shown which show different temperature changes along 
the wellbore (Tabatabaei and Zhu, 2011). 
14 
 
 A new innovative use of temperature modeling is to determine fluid flowrate through the wellbore.  
Although this is known in the sections above the perforated intervals and is equal to the surface pump 
rate, once the fluid front enters perforated intervals fluid will start to exit the wellbore.  Once fluid has 
exited the wellbore the fluid flow rate in the wellbore is no longer known.  Measurements such as 
downhole spinner data may be used to measure flow rates at different intervals in the wellbore.  However, 
this method is limited to the specific sections that contain spinners.  Another problem is that the spinners 
and their accompanying downhole components can adversely affect fluid flow (Wang, 2011).  DTS has a 
relatively small effect on fluid low and may indirectly measure fluid velocity along each foot of the 
wellbore, depending on the spatial resolution of the fiber optic being used. 
 Figure 2.6 illustrates a temperature stimulated profile based on perforation sizes, locations, pump 
rate, and fluid distribution through each perforated interval.  This simulation also takes into account the 
thermal properties of the casing since it is assumed that the fiber optic cable is installed outside the 
casing.  Perforated intervals have unique temperature signatures due to radial flow exiting the wellbore.  It 
is important to note that with time the entire wellbore will reach roughly the surface temperature of the 
stimulation fluid. 
 
Figure 2.6: Temperature simulation of a acid stimulation job in a horizontal well.  (1) is the entire 
temperature distribution while (2) is a close up.  Orange sections are perforated intervals where fluid can 
exit the wellbore (Tabatabaei, 2011).  Highlighted areas denote perforated areas. 
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2.2.3 DTS and Temperature Modeling During Shut in Period (Warm-Back) 
 Low injection rates in fracturing treatments were recommended in the previous section in terms of 
DTS application. However, it is sometimes inevitable to use high injection rates in fracturing treatments, 
which is the case in the Eagle Ford Formation and other unconventional reservoirs. For these cases an 
alternative method of using warm-back information during shut-in period can be useful as high injection 
rates make it difficult to identify the temperature changes. 
 Detecting the temperature changes due to the temperature difference between fracturing fluid 
and the reservoir is the main purpose for DTS profiling. However, such temperature differences will 
recover with time after the stimulation treatment is finished. For the fractures with greater amounts of 
stimulation fluid entering the recovery time will be slower. Based on the observation of the recovery time 
difference, a qualitative analysis for fracturing fluid distribution can be performed. Greater recovery time 
indicates decreased fluid distribution. However, quantitative analysis for fracturing fluid distribution is not 
possible just based on the DTS data. A complicated numerical model is required to do such quantitative 
analysis for fracturing fluid distribution.   
 During shut in period the temperature will start to warm-back as there is no fluid flow. The warm-
back for the fractured sections, which is filled with cold fracturing fluid, will be relatively slow compared to 
the non-treated sections.  This additional information can help as to confirm the fracture fluid distribution. 
Figure 2.7 illustrates generic results (not based on a simulation) for temperature warm-back after shut in. 
This figure shows that in longer shut-in times more warm-back is observed. 
 
Figure 2.7: Idealized wellbore temperature profile during shut-in period displaying warm-back.  Perforated 
sections are denoted by the highlighted green sections (Tabatabaei and Zhu, 2011) 
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 To simulate this temperature warm-back in shut-in period, the constructed temperature model 
should be adjusted excluding the convection term, as conduction is the only heat transfer mechanism 
during shut-in period.  Other modifications will also have to be made to the original temperature model.  
Figure 2.8 shows a one-dimensional warm-back temperature simulation.  A numerical simulation was 
compared to an analytical solution to justify the results. 
 
Figure 2.8: 1D warm-back temperature model.  Numerical simulation is compared is an analytical solution 
(Seth, 2010). 
 The results of the comparison between the numerical and analytical 1D temperature warm-back 
simulations allowed for the expansion of the 1D model into two dimensions (Figure 2.9).  The next step in 
this research is to incorporate the 2D near wellbore model into a wellbore model.  This would allow for the 
temperature simulation to incorporate the complex near-reservoir temperature environment.  Figure 2.9 
shows that the temperature at first rapidly starts to equilibrate.  As the fracture and reservoir temperature 
becomes closer, heat transfer starts to slow down.  This is in accord with the principals of heat transfer 
due solely to conduction. 
2.3 Applications of DTS and Microseismic 
 While DTS data requires a complex thermodynamic model to return quantifiable results, the raw 
temperature data is still very valuable on its own and has many applications.  The data are greatly 
amplified when combined with microseismic measurements.  While the DTS fiber optic can indicate fluid 
distribution in the near wellbore region it has a very limited depth of investigation into the reservoir.  
Microseismic complements this inadequacy very well since it’s primarily use is to determine where the 





Figure 2.9: 2D warm-back temperature simulation based on the work performed on Figure 2.8.  (1) is 
based on the initial temperature distribution within the fracture and formation immediately after shut-in.  
(2), (3), and (4) are the warm-back temperature changes 10, 100, and 200 minutes after the end of the 
treatment respectively (Seth, 2010). 
2.3.1 Microseismic Overview 
Microseismic monitoring has been used to diagnose hydraulic fracture stimulations by the oil and 
gas industry for several decades.  Geophones placed downhole in a wellbore and/or around the surface 
pick up microseisms created from the induced fractures.  The induced fractures create shear and 
compressional waves that travel throughout the subsurface.  The geophones record these vibrations and 
are able to pinpoint a rough area of where the microseism started.  Based on their positions, magnitudes, 
and the time they took place, the microseismic events may then be used to characterize the hydraulic 
fractures (Zimmer et al., 2009).  Characteristics include geometry such as fracture height, length, azimuth, 
and possible stimulated reservoir volume (SRV).  It is important to note that the timing and location of the 
events may appear almost randomly and thus they have a very large amount of uncertainty (Suarez-
Rivera et al., 2005). 
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2.3.2 Combining Temperature Modeling and Microseismic 
 Microseismic provides fracture geometry but the exact locations of these fractures across the 
wellbore may not be known.  Microseismic events are associated with large uncertainties so unless it is 
assumed that the fractures are directly perpendicular to the perforations, how the fractures connect to the 
wellbore will remain unknown.  DTS can assist in assessing the connectivity between the induced 
hydraulic fractures and the wellbore while the hydraulic fracture stimulation is taking place and after the 
well has been shut in (during the warm-back period).  However, multiple stimulation fluid distributions 
within the reservoir can lead to a unique temperature change in the near wellbore region.  As such, DTS 
can make up for the lack of precise microseismic measurements in the near wellbore region and 
microseismic can account for the failings of DTS measurements in the reservoir away from the wellbore.  
These complementary attributes can be seen in Figure 2.10. 
 
Figure 2.10: Various idealized examples of how microseismic and DTS measurements complement each 
other.  (1) shows a fault as interpreted by microseismic but invisible in the DTS measurements.  (2) shows 
both microseismic and DTS observing a failure in an plug.  (3) shows typical and ideal results for both 
microseismic and DTS.  (4) shows a single fracture on both microseismic and DTS that is not associated 
with the perforated intervals (Holley, 2010). 
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2.4 The Eagle Ford Shale Play 
 The Eagle Ford shale play is currently booming in South Texas due to the advance in hydraulic 
fracture stimulation technologies and the success of other shale plays.  These wells require hydraulic 
fracture stimulation treatments in order to produce economically. 
2.4.1 Eagle Ford Geology 
 The Eagle Ford Formation is a hydrocarbon bearing marl found in South and South-west Texas 
and extends far into Mexico.  The typical productive depth range from 5,000 to 18,000 feet subsea and 
the formation thickness may range from 50 to 300 feet thick.  The Eagle Ford area that is being 
developed covers more than 15,000 square miles and extends to over 20 counties in Texas.    Since this 
formation is self-sourcing the ranges in depths create different maturity windows as seen in Figure 2.11.  
This creates several unique features.  The kerogen conversion to hydrocarbons increases pore pressure 
and thus most of the Eagle Ford Formation is overpressured.  The depths that place the Eagle Ford in the 
gas window have large porosities since a larger proportion of the kerogen has converted and are also 
highly over pressured.  The area in the oil window is marginally overpressured and since a lower majority 
of the kerogen has matured, porosity is also lower.  The maturity window between the gas bearing and oil 
bearing windows (the condensate window) has intermediate overpressure and porosity (Shelly, 2013). 
 
Figure 2.11: Map of the Eagle Ford Formation across Texas displaying different hydrocarbon bearing 
windows (EIA, 2011). 
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 Although the Eagle Ford formation is considered as a shale formation, only about 15% is 
composed of clay.  Other constituents include calcite (55%), quartz (20%), and kerogen (10%).  The 
permeability varies from 100 to 1,000 nD and the porosities range from 5 to 15%.  These properties, as 
well as geomechanical characteristics such as low stress anisotropy, small Poisson’s Ratio, and medium 
Young’s Modulus make the Eagle Ford an ideal formation for multistage hydraulically fracture stimulated 
horizontal wells (Shelly, 2012). 
2.4.2 Eagle Ford Stimulation 
 Due to the very low permeabilities of shale reservoirs they often require stimulation in order to 
produce at economic rates.  The requirement for stimulation is so common in shale reservoirs that some 
definitions of shale reservoirs have even incorporated stimulation as a prerequisite of a formation to be 
labeled a shale (Miskimins, 2009a, 2009b).  The Eagle Ford fits this definition of shale reservoir and 
requires multistage hydraulic fracturing treatments for economic production. 
 In comparison to other shale plays, the Eagle Ford is relatively new.  Production started in late 
2008, while production from the Barnett shale has been underway since the 1980’s.  The first few Eagle 
Ford hydraulic fracture stimulation treatments tend to emulate those used in the Barnett, which 
implemented high pump rate water fracs, and had varying degrees of success (Mullen, 2010).  With 
continued development of the Eagle Ford the petrophysical properties and reservoir geology became 
better understood and completion designs were tailor made for this production (Figure 2.12).  Properties 
that were particularly important were the natural fractures and the brittleness of the formation as they may 
influence the type of treatment that would produce the type of fractures (Mullen, 2010). 
 
Figure 2.12: Using formation brittleness as a criterion for completions design (Mullen, 2010). 
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CHAPTER 3  
FORWARD (REAL-TIME) MODEL DEVELOPMENT 
 
 The real-time temperature model, also known as the coupled or forward model, will simulate the 
wellbore temperature change during the hydraulic fracture stimulation.  Published equations determined 
from the literature review were used in this study (Tabatabaei and Zhu, 2001, Hong, 2011).  The model 
actually consists of two models, the near wellbore and wellbore models.  Through a coupling procedure, 
the real-time temperature model was made. 
3.1 Real-time Stimulation Temperature Modeling for DTS 
 To perform qualitative analysis of fracturing fluid distribution a mathematical model for thermal 
processes in the wellbore and the reservoir (near wellbore) are required. Li et al. (2010) developed a 
model to solve flow profiling in a horizontal well using downhole pressure and temperature sensor data. 
The forwarded model consists of wellbore temperature and reservoir temperature calculations along the 
perforated zone.  It is important to note that the purpose of the temperature model is to assist in 
developing an inversion method which is used to interpret the pressure and temperature data and obtain 
a flow rate profile along the horizontal well. However, this particular model is not applicable for profiling 
during multi-zone hydraulic fracturing. 
 Hong et al. (2011) and Tabatabaei and Zhu (2011) have developed a temperature model for both 
vertical and horizontal wells. The temperature model for is coupled with wellbore temperature model and 
the reservoir (near wellbore) temperature model. The reservoir temperature model is derived based on 
energy balance and wellbore temperature model is derived based on energy and mass balance. 
 The near wellbore model should be divided into two sections which are the fractured section and 
the non-fracture section. As the primary heat transfer mechanism differs for each section, the reservoir 
model should be divided into two sections. The primary heat transfer mechanism for non-fractured 
sections is conduction while convection is the primary heat transfer mechanism for the fractured sections. 
The primary heat transfer mechanism for the wellbore itself is conduction. The below models show the 
equations used in the near wellbore and wellbore temperature simulations respectively.  Figure 2.4 
illustrates such thermal process involved during a fracturing treatment.  
Near Wellbore Temperature Model &'()'*+  , -./()- − 1/ 2-./()- +  -4./()-4 5 + 6∅# + (1 − ∅)#8 -./()- = 0                             (3.1) 
 
Where, # 	: density of the fracture fluid 
              : heat capacity of the fracture fluid 
              : injection rate inside the formation per unit length of the wellbore 
                : radius of the formation 
22 
 
                : formation temperature 
               : thermal conductivity of the formation 
               #: density of the rock 
             : heat capacity of the fracture fluid 
 
Wellbore Temperature Model 
#(;) -.<-= − 2? @-./()- AB< − ?* -.<4-=4 + ?#* -.<- = 0……………………….…………….(3.2) 
 
Where, q(x): volumetric flow rate inside the wellbore 
                x : wellbore length 
                     : temperature of the fluid in the wellbore 
                     : wellbore radius 
                  : thermal conductivity of the fracture fluid 
 
 The above equation for the wellbore model includes both conduction and convection terms inside 
the wellbore. Additionally it also includes the conduction term in the wellbore which makes it possible to 
couple the near wellbore model and the wellbore model.  
 The developed temperature model, so called “Real-Time Model”, is a function of injection rate 
inside the wellbore and into the formation and makes it available to calculate the temperature for both 
wellbore and near wellbore reservoir regions. To determine the fracturing fluid distribution an inversion 
process is required. The objective of inversion process is to minimize the objective function, which is a 
least-square representing difference between measured data (DTS data) and forward model calculated 
data. There are various methods for such inversion however stochastic methods and Gauss_Newton or 
gradient-based methods are the most common methods.  The inversion model will be revisited in the 
future work section and is outside the scope of this study. 
3.1.1 Near Wellbore (Reservoir) Model Construction  
 Based on near wellbore model equation introduced above, the above equation can be discretized 
like below using finite difference method.  This is the same process shown in publications (Tabatabaei, 
2011). The first derivative uses backward differences and the second derivative uses central differences.  
#2?  1  , −  ,D,∆ −  F , −  ,D,∆ +   , −  ,D,∆ G 
 
+6∅# + (1 − ∅)#8 ./,HIJKD./,HI∆ = 0                                                                                               (3.3) 
 
Where,  , is the formation temperature at the ith grid at the nth time step. 
 
 The first term in the above equation is the convection term, the second term is the con
term, and the last term is the energy change in control volume.
Rearranging the above equation we can come up with the solution like below.
 ,L, =  , + ∆6∅&'()'L(,D∅)&M()M8 N+
To solve the above equation the following boundary conditions and initial conditions are used.
@ OB< = PQRRSTQ	QUVQWXQ 
@ OBY = ZQT[QUWR	(Q\Q]T)	QUVQWXQ
@ OB^, = ZQT[QUWR	(Q\Q]T)	QUVQWXQ
 As the near wellbore model is solved numerically, numerical dispersions are an issue related to 
the accuracy of the model. If only 
determined and used for the near wellbore
numerical near wellbore model and comparing it with the analytical solution the numerical dispersion 
effect can be observed which may lead to an accurate determination of the
intervals. Figure 3.1 and Figure 3.2 
size (∆r) and time intervals (∆t). 
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the convection effect is considered an analytical solution
 model. Considering only the convection effect with the 
 appropriate grid size and time 









Figure 3.2: Numerical dispersion effects based on time interval 
 Based on the results in Figure 
interval is bigger the numerical results are closer to the analytical solution. However
interval is too big it doesn’t come up with close numerical results compared to the analytical solution. This 
should be taken into account while determining 
illustrates the comparison of the 
considering both the convection and conduction terms.
Figure 3.3: Comparison for (convection only) and (convection
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for the near wellbore model
3.1 and Figure 3.2 it appears that if the grid size is finer and time 
the appropriate grid size and time interval. 
near wellbore model considering only the convection term 
 
 + conduction) for the near wellbore
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3.1.2 Wellbore Model Construction 
 Similar to the near wellbore temperature model, the wellbore temperature equation can be 
discretized like below using finite difference method. The first derivative uses backward differences and 
the second derivative uses central differences.  
#(;)  ,! −  ,!D,∆; − 2? @c ()c dB< − ?* F ,!L,
 − 2 ,! −  ,!D,∆;* G 
 
+?#* .<,eIJKD.<,eI∆ = 0                                                                                                                   (3.5) 
 
Where,  ,! is the wellbore temperature at the mth grid at the nth time step. 
 The first term in the above equation is the convection term, the second term is the conduction 
term in the wellbore (this term is coupled with the near wellbore model) and the third term is the 
conduction term inside the wellbore which is negligible and the last term is the energy change in control 
volume term. 
Rearranging the above equation we can come up with the solution below. 
 ,!L, =  ,! + ∆6+&'()'<48 N2? @
-./()- AB< + ?* 2.<,eJKID*.<,eID.<,eaKI∆=4 5−?#* 2.<,eIJKD.<,eI∆ 5 b                               (3.6) 
 
To solve the above equation the following initial conditions were implemented as boundaries to the 
numerical solution. 
@ |=B^ = gWhXQ	gRXi	QUVQWXQ	W	[Q	[QQR 
@ |B^,= = ZQT[QUWR	(Q\Q]T)	QUVQWXQ 
 Similar to the near wellbore model, the wellbore model is also solved numerically. Numerical 
dispersions are an issue related to the accuracy of the model. Consider convection effect only the 
analytical solution for the wellbore model may be determined. Considering only convection effect with the 
numerical wellbore model and comparing it with the analytical solution the numerical dispersion effect 
may be observed and a appropriate grid size and time interval can be determined. Figure 3.4 and Figure 
3.5 show the numerical effects of the wellbore model based on grid size (∆x) and time intervals (∆t). 
 
Figure 3.4: Numerical dispersion effects based on grid size (Wellbore Model)
Figure 3.5: Numerical dispersion effects based on time interval (Wellbore Model)
 Based on the results shown
wellbore model shows that if the grid size is finer and time interval is bigger the numerical results are 
closer to the analytical solution. However
numerical results as compared to the analytical solution. This sh




 in Figure 3.4 and Figure 3.5, similar to the near wellbore model
, if the time interval is too big it does not come up with close 
ould be taken into account while 
 






3.1.3 Coupled Model Construction (Real-time) 
 Since the wellbore model is a function of the near wellbore model a procedure has been 
developed in order to couple the two models (Tabatabaei and Zhu, 2011).  The procedure assumes that 
the temperature profile of the wellbore is known at a certain time step and that we are calculating the 
temperature of the wellbore at the next time step.  The following workflow is used as the coupling 
procedure. 
1. Start with the first wellbore length. 
2. Assume a temperature for this segment 
3. Use this assumed temperature as the boundary condition for the near wellbore model and use it 
to calculate the geothermal gradient at the wellbore which is defined as 
@-./()- AB< =	 ./,KIJKD*./,jIJK∆                                                                                                                      (3.7) 
4. Use the calculated temperature gradient as an input into the wellbore temperature model and 
calculate the temperature at this particular segment. 
5. Repeat steps 2 through 4 until the assumed temperature matches the calculated temperature.  
The calculated temperature may be the same as the next guess. 
6. Repeat steps 2 through 5 moving down the length of the wellbore. 
 This coupling procedure allows for the near wellbore effects, such as the heat conduction from 
the near wellbore environment to effect the wellbore, which in is where the DTS cable will be placed.  
More significant than the heat transfer via conduction from the formation, the coupling procedure allows 












 Through the coupling procedure, the 
applied to different case studies.  Since DTS data is currently unavailable in the study wells
studies rely either on ideal conditions or expected changes based on m
applied to well PEL1H, stage 11. 
4.1 Real-time Temperature Model Assumptions
Several simplifying assumptions are made
1. The wellbore and fluid in the wellbore at the beginning of the stim
temperature. 
2. Stimulation fluid is at surface
of the wellbore. 
3. The stimulation fluid moves as a front and does not mix with the wellbore’s in
4. Thermal and physical properties such as conductivity, capacity, density, and porosity remain 
completely constant through the stimulation fluid and reservoir.
5. Temperature differentials resulting from casing or DTS fiber optic placement is negligible.
4.2 Real-time Temperature Simulation of Well PE1 L1H Stage 11 (Ideal Case)
 Using the coupled model 
parameters for the simulation are 
Reservoir thermal and physical properties were taken from literature.
Table 
Different simulations were run using the input parameters from the completions and stimulation 
report.  The initial simulation was run using an ideal uniform fluid distribution.  It also implies that the 
perforated intervals are the only communicating sections of the wellbore.
based on the microseismic events. 
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CHAPTER 4  
-TIME) MODEL RESULTS 
coupled or real-time temperature model may be used and 
icroseismic data.
 
 when the temperature simulation is run.  
ulation is at reservoir 




the temperature profile along the wellbore was simulated
gathered from the well completion report and the pump schedule.
 
4-1: PE L1H Perforated Intervals 
  Parameters are then changed 
, the case 









 Table 4-3: Thermal and Physical Properties of Formation and Stimulation Fluid
  The results of the ideal fluid distribution case are 
intervals are clearly seen by the deviation of the temperature from its normal trend.  Another important 
observation is that after each perforated interval, the temperature curve is slightl
agreement with the heat transfer due to convection.  Since fluid is leaving the wellbore at the perforations, 
less fluid is travel downhole which leads to less heat change due to convection.
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4-2: PE L1H Operational Parameters 
 
 
shown in Figure 









Figure 4.1: Simulated wellbore temperature during the hydraulic fracture stimulation for Well PE L1H, 
stage 11.  Perforated areas are clearly seen as a drop in temperature.  Perforated intervals along the 
lateral section of the wellbore are shown as triangles. 
 Since the pump rate for this stage is high, and the perforations clusters are both small and 
spaced close together, it may be difficult to see the temperature drop in actual field data.  It takes only a 
few minutes after the injected fluid has entered the heel that the entire wellbore will be at roughly the 
same temperature as the injected fluid. 
4.3  Real-time Temperature Simulation of PE1 L1H Stage 11 (Incorporating Microseismic-Case 1) 
 Microseismic complements DTS data very well because each measurement type diagnoses the 
effectiveness of hydraulic fractures through different means.  As stated earlier, microseismic events are 
created by fractures opening away from the wellbore and will characterize far field events.  DTS provides 
a continues temperature profile along the wellbore and so may be used to determine which zones close 
to the wellbore are receiving the most fracture fluid.  Through the use of microseismic data a better 
estimation of the temperature profile during the hydraulic stimulation may be simulated.  Two different 
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temperature simulations are made which incorporate knowledge made available from the microseismic 
events.  The parameters for the two simulations are shown in Figure 4.2 and Figure 4.4. 
 
Figure 4.2: Fluid distribution based on microseismic events during stage 11 of PE L1H well.  Blue events 
represent earlier time and green represent late time.  Red lines represent the communication sections 
within the wellbore and their relative lengths are reflective of the fluid distribution. 
 The microseismic events clearly show that a majority of the frac fluid is traveling towards the heel 
in the far field region.  While this does not necessarily mean that the perforation clusters closer to the heel 
take more fluid, it may be indicative of this.  New simulation of the wellbore temperature was run that 
includes an estimate of the fluid distribution based on the microseismic.  The results of the first simulation 
are shown in Figure 4.3. 
 Similar to the first simulation which used ideal fluid distributions the high pump rate for this stage 
and perforation characteristics may make it difficult to see the temperature drop in actual field data.  
Again, it will only take only a few minutes after the injected fluid has entered the heel that the entire 




Figure 4.3: Simulated wellbore temperature during the hydraulic fracture stimulation for well PE L1H, 
stage 11 based on fluid distribution predicted from the microseismic.  The temperature gradient is much 
higher after the first perforation since a large amount of the fluid travels through this area. 
4.4 Real-time Temperature Simulation of PE1 L1H Stage 11 (Incorporating Microseismic-Case 2) 
 The simulation above incorporates near wellbore fluid distribution based on microseismic data.  
However, like the original ideal case model, it assumes that the fractures created are transverse and 
perpendicular to the wellbore.  As such, the communicating zone is limited to the length of the perforation 
clusters.  Microseismic events show that there are fractures close to the wellbore below the perforated 
interval close to the heel.  This may be interpreted and longitudinal fractures that are parallel to the 
wellbore, transverse fractures that are not associated with the perforation clusters, or any other type of 
flow that would have to pass this length of the wellbore.  They may be considered as communication 




Figure 4.4: Fluid distribution communicating zones based on microseismic events during stage 11 of PE 
L1H well.  Blue events represent earlier time and green represent late time.  Red lines represent the 
communication sections within the wellbore and their relative lengths are reflective of the fluid distribution.  
The red bracket represents a communication zone that may be the results of near well bore longitudinal 
fractures. 
 A new simulation was run that uses the same non-ideal fluid distribution presented in the previous 
simulation, but also drastically increases the communication area of the firsts perforated interval.  The 
communication area denotes segments in the wellbore that while have fluid flow into the formation.  
Instead of two feet, fifty feet were used in the new simulations.  The results are shown in Figure 4.5. 
 Since all communicating sections assume that fluid is radiating outward from the wellbore, each 
individual communicating section will have the same temperature profile at a given time.  This is clearly 
evident in the above simulation since the first large communicating section has a flat temperature.  It is 
important to note that several of the assumptions used in this particular model, while typical for the 
previous simulations, may not be true here.  Since the communicating section is above the first 
perforation cluster, fluid will have to move back up the wellbore to flow from this zone, which will greatly 
complicate the temperature effect.  This flow mechanism will have to be investigated further and is 







Figure 4.5: Simulated wellbore temperature during the hydraulic fracture stimulation for well PE L1H, 
stage 11 based on fluid distribution and communicating sections predicted from the microseismic.  A large 






CHAPTER 5  
WARM-BACK MODEL DEVELOPMENT 
  
 The results of the real-time temperature model provided results that are not ideal for 
interpretation.  High pump rates and the small distances between cluster spacing make distinguishing 
temperature trends difficult and thus DTS may not be able to provide quantitative fluid distribution 
breakdown along the perforations in the Eagle Ford wells during the stimulation treatment.  Another 
important note is that fluid distributions along perforated intervals are not always indicative of the location 
of the fractures they create.  This was proven by the microseismic recorded in the study wells. 
 A different type of temperature model, the warm-back model, is a complete function of the 
stimulation fluid distribution within the reservoir and of the hydraulic fractures.  Since it is assumed that 
conduction after the stimulation job is the only heat transfer mechanism, the pump schedule and the 
location of the perforations do not directly affect the simulation. 
5.1  Derivation of Near Reservoir Warm-back Model 
 The derivation of the warm-back temperature models is similar to the derivation Tabatabaei 
implemented in his real-time temperature models.  The main difference is that no fluid is considered to be 
moving and thus heat transfer due to convection is considered to be non-existent.  Another major 
difference is the boundaries conditions used. 
The formulation of the near wellbore warm-back model starts with the fundamental energy balance 
equation in a control volume. 
 −	
 =			
                                                                                                                                   (5.1) 
where  is the energy that flows into the control volume, 
 is the energy that flows out of the control 
volume, and 		
 is the amount of energy accumulated in the control volume. 
The energy flow both into and out of the control volume is controlled by conduction, or heat flux. 
 =	 () 	× 2?	%;	%                                                                                                                           (5.2) 

 =	 ( + %) 	× 2?( + %)	%;	%                                                                                                      (5.3) 
where   is heat flux caused by conduction,  is the radius away from the wellbore, ; is the distance along 
the lateral section of the wellbore, and  is time interval. 
 The accumulation terms are written in terms of the heat capacity of the formation matrix and fluids 




 = 2?%;%∅	l# ()│Ln − # ()│o + 	2?%;%(1 − ∅)	(# ()│Ln −# ()│)…                                                                                                                                       (5.4) 
where # is the density of the frac fluid, # is the density of the formation rock,  is the heat capacity of 
the fracture fluid,  is the heat capacity of the rock,  ()│ is the formation temperature at a certain 
distance from the wellbore and at a certain time step, and p is porosity. 
Substituting equations 5.2, 5.3, and 5.4 into 5.1, the equation becomes 
 () 	× 2?	%;	% +  ( + %) 	× 2?( + %)%;	% = 	2?%;%∅	l# ()│Ln − # ()│o +	2?%;%(1 − p)	(# ()│Ln − # ()│)…………………………………………………………(5.5) 
Rearranging the equation 
2? q_ ()D	(Ln)_ (L	n)rn = 2?∅ (&'()'./()│sJtsD&'()'./()│s)n + 	2?(1 − ∅) (&M()M./()│sJtsD&M()M./()│s)n ….(5.6) 
Taking the limit as % →0 and % → 0, the energy balance equation can be re-written as 
2? vw6./_ ()8w x = 2?p# w./()w + 	2?(1 −∅)# w./()w ………………………………………………………………………………..……………………(5.7) 
Heat flux due to radial heat conduction can be rewritten as 
 () = 	− w./()w …………………………………………………………………………………………...…….(5.8) 
where  is the thermal conductance of the formation which is a function of the temperature gradient 
along the length of the fracture 
w./()w . 
Substituting equation 5.7 into 5.8 yields 
− 1/ vw./()w +  w4./()w4 x +	 6∅# +	(1 − ∅)#8 w./()w = 0…………………………………………...….(5.9) 
 Like the real-time temperature model the warm-back model may be discretized by using the finite 
difference method.  The first derivative is approximated by backward differences and the second 
derivative is approximated by central differences. 
− 1/ v./	,HI D./	,HaKIn +  ./	,HJKI D*./	,HI D*./	,HaKI(n)4 x +	 6∅# +	(1 − ∅)#8 ./	,HIJKD./	,HIn = 0………………….……….(5.10) 
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where  	,  is the temperature of the formation at the  grid interval (distance along the fracture) at the  time step. 
The energy balance equation can be rearranged to solve for temperature at each gird for the next time 
step. 
 	,L, =  	, + v ny&'()'L	(,Dy)&M()Mx z1/ v./	,HI D./	,HaKIn +  ./	,HJKI D*./	,HI D^./	,HaKI(n)4 x{…………………………………(5.11) 
The following boundary conditions are needed to solve the above equation. 
 │B^ = 	 		
" 
 │B	
		 =  ! 
where  		
" is the temperature of the fracturing fluid and  ! is the in-situ temperature of the 
formation.  The boundary conditions assume that the entire fracture is the temperature of the fracture fluid 
and that the temperature at the tip of the fracture remains at the formation’s in-situ temperature. 
5.2  Near Reservoir Warm-back Model 
 The near reservoir warm-back model was tested using several different fracture lengths and was 
compared to similar models found in literature.  Thermal properties used in the wellbore simulation are 
the same used in the real-time model (Table 4-2).  While grid size and time step intervals do heavily 
influence the temperature simulations, an optimized grid and time spacing was found that delivered 
reliable results. 
 A problem that was found in the implementation of the numerical model was that the reservoir 
boundary conditions (i.e. the initial conditions) would affect the temperature distribution of the numerical 
simulation, causing a “step” pattern that would be inconsistent with natural temperature changes (Figure 
5.1).  This problem is also noted in like temperature models found in literature (Seth, 2010). 
 Despite the large step intervals seen in the areas near the tip of the fracture they decrease 
dramatically towards the wellbore.  Since DTS measures the near wellbore region and that the behavior 
of the temperature is consistent with conduction trends it is believed that the early steps will not 
significantly affect the authenticity of the model.  For consistency, and to better resemble nature, future 
simulations incorporated power trend lines to better mimic temperature change.  The final results of the 
simulation based on the trend lines are shown in Figure 5.2. 
 
Figure 5.1: Near wellbore warm-back temperature model simulating the temperature change in a 100 ft 
fracture.  While the general trends
conduction, the step pattern is not.  These steps are due to the initial conditions set in the model.
Figure 5.2: Near wellbore warm-back temperature model simulating the temperature change in a
fracture using trend lines based on Figure 
 Figure 5.2 shows that the temperature change is most pronounced immediately after shut
when the temperature difference between 
temperature change due to conduction is a function of the temperature gradient, the results shown in the 
model are consistent with expected results.
applied to fractures lengths of 60 ft and 30 ft, as shown in 
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 of the temperature changes are consistent with obser
5.1. 
the fracture and formation is most pronounced
  Aside from a 100 ft fracture, the near wellbore mode





 100 ft 
-in, 




Figure 5.3: Near wellbore warm-back temperature model simulating the temperature change in a 60 ft 
fracture. 
Figure 5.4: Near wellbore warm-back temperature model simulating the temperature change in a 30 ft 
fracture. 
 The temperature simulations show that as the fracture length decreases the amount of time it 
takes for the wellbore temperature to return to reservoir temperature decreases drastically.  While it may 
take as much as 10 hours for a 100 ft fracture to return t
back in less than 1 hour.  The results from the simulations will be direct inputs into the wellbore warm
back temperature model. 
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CHAPTER 6  
WARM-BACK MODEL RESULTS 
  
 Like the real-time wellbore temperature simulations, microseismic was used to predict the 
temperature changes in lieu of actual DTS data.  Ideal or expected wellbore temperature changes are 
compared to temperature changes based on microseismic.  The same well and stage number (PE L1H, 
stage 11) used in the real-time study is also used in warm-back case study. 
6.1 Warm-back Temperature Model Assumptions 
 Similar to the real-time temperature model, the warm-back model makes several simplifying 
assumptions. 
1. Conduction is the only significant heat transfer mechanism, no fluid is moving downhole 
2. Heat transfer is a one dimensional process that moves from the tip of the fracture towards the 
wellbore. 
3. Temperature at the fracture tip remains at reservoir in-situ temperature. 
4. Thermal and physical properties such as conductivity, capacity, density, and porosity remain 
completely constant through the stimulation fluid and reservoir. 
5. Temperature differentials resulting from casing or DTS fiber optic installation location is 
negligible. 
6.2 Warm-back Temperature Simulation of Well PE1 L1H Stage 11 (Expected Case) 
 The expected propagation path of the hydraulic fracture is generally perceived to originate from 
the perforations (Huckabee, 2009).  Assuming that the well is drilled parallel to the minimum horizontal 
stress the fractures will travel perpendicular to the wellbore.  In the absence of complex reservoir 
heterogeneity such as natural fractures the hydraulic fractures will appear as symmetrical features that 
bisect the wellbore.  Each fracture will warm-back with a similar relationship to the length of the hydraulic 
fracture. 
 Based on each of the hydraulic fractures’ lengths and locations the wellbore will have unique 
temperature warm-back profiles.  In the first case the hydraulic fractures are expected to be simple and 
propagate directly from the perforated intervals.  The lengths of the fractures from the perforated intervals 
are purely synthetic and are not based on any diagnostic data.  The schematic of the wellbore and 
fracture lengths are shown in Figure 6.1.  Like the real-time simulations, stage 11 of well PE L1H is used 




Figure 6.1:  Synthetic fracture lengths for stage 11 for PE L1H.  The fracture lengths were used as inputs 
into the near wellbore model. 
 The fracture lengths and locations were used as parameters in the warm-back temperature 
simulation.  Each individual fracture length was used in the near wellbore temperature model which was 
used to simulate how the fracture will warm back with time.  The results of the near wellbore simulation 
are then used as direct inputs into the wellbore model.  The unfractured sections of the wellbore were 
assumed to return to reservoir temperatures almost immediately after the stimulation.  The results of the 
wellbore model are shown in Figure 6.2. 
 The results show that the fractures that have the longest lengths take the longest to warm back.  
It should be noted that there is not a linear trend between the temperature warm back and the length of 
the fracture.  Fractures that are 100 ft in length will take as much as 10 hours to warm back.  60 ft 
fractures will warm back in less than 4 hours.  The fractures that are 30 ft long will take about 30 minutes 
to warm back to the initial reservoir temperature.  This non linear relationship between the time it takes for 
the wellbore to warm back and the fracture length is in agreement with heat transfer due solely to 
conduction.  Conduction is created from a temperature gradient.  The larger the temperature gradient the 
larger amount of heat is transferred.  Since the 100 ft fracture has such as large area that is at the 




Figure 6.2: Wellbore temperature warm-back simulation based on synthetic hydraulic fractures.  (1) is the 
entire lateral section of the wellbore and (2) is a close up of the perforated intervals. 
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6.3 Warm-back Temperature Simulation of Well PE1 L1H Stage 11 (Microseismic Based Case) 
 Microseismic events show that the hydraulic fractures are not simple structures extending directly 
from the perforation clusters.  Instead, due to stress shadowing effects, a majority of the hydraulic 
fractures are shown to be far above the perforated zones closer to the heel.  The events still show trends 
that may be indicative of transverse fractures that bisect the wellbore.  The microseismic events were 
used to pick hydraulic fracture locations and their sizes.  Even though the fractures do not appear to be 
directly perpendicular to the wellbore they are assumed to be in the temperature simulation.  The fracture 
lengths and locations are shown in Figure 6.3. 
 
Figure 6.3: Fracture lengths based on microseismic events.  The picked fractures bisect the wellbore but 
do not appear to be directly associated with the perforations.  These identified fracture lengths were used 
in the near wellbore model. 
 Like the first warm-back temperature simulation case, the hydraulic fractures were used to as 
inputs into the near wellbore temperature model.  The results were then used as direct inputs into the 
wellbore warm-back simulation.  The results are shown in Figure 6.4.  Since the picked hydraulic fracture 
based on the microseismic data is highly speculative, the results shown in the temperature simulation are 
also subjective.  In lieu of DTS data, it still gives ideas of how the temperature within a wellbore will warm 




Figure 6.4: Wellbore temperature warm-back simulation based on the fractures picked from the 




CHAPTER 7  
CONCLUSIONS AND RECOMMENDATIONS 
  
 In this study the application of Distributed Temperature Sensing technology to hydraulic fracture 
diagnostics was investigated and implemented to several Eagle Ford hydraulic fracture stimulation 
treatments.  Quantitative uses of DTS via the use of temperature modeling were also studied.  Two 
different types of temperature models have been coded and used to simulate temperature changes; the 
real-time temperature model and the warm-back temperature model. 
7.1 Real-Time Temperature Model Conclusions 
 The real-time temperature model developed in this study is based on published equations.  The 
equations were coded using VBA.  Input from the Eagle Ford study wells were then used to simulate how 
the temperature changed in the wellbore during the stimulation treatment.  The numerical model is based 
on two separate numerical models which are affected by grid sizes and time steps.  A part of this study 
was to determine the sensitivity of the steps and compare them to analytical solutions.  The final real-time 
temperature model was created by coupling these two models together.  Fluid distribution determination 
is the main purpose of these temperature simulations.  Using the real-time temperature model, three 
cases were implemented using three different fluid distributions.  The first case used ideal equal fluid 
distribution through each of the perforations while the second and third used fluid distributions based off 
of the available microseismic data.  The results show that real-time temperature modeling for the Eagle 
Ford case wells is highly affected by the pump rate, perforation sizes, and locations.  As such, results 
from the temperature simulation are highly speculative and may not be seen in actual field data. 
7.2 Real-Time Temperature Model Future Work 
 The thermal properties of the casing and other bottomhole assemblies should be taken into 
account for the temperature simulations.  The temperature change the fracture fluid exhibits while it 
travels down the vertical section of the wellbore needs to be incorporated as well.  Combining these two 
parameters significantly increases how well the temperature model resembles actual field data.  Several 
assumptions are also made about the third real-time case study.  This case study attempts to simulate 
radial flow from a section of the wellbore that is not directly adjacent to the perforations.  This would mean 
that stimulation fluid would have to travel down through the wellbore, through the perforations, and then 
back up the wellbore before flowing into the reservoir in a radial fashion.  This complex flow profile greatly 
increases the uncertainty of the temperature simulation since the real-time model does not incorporate 
this type of complex flow.  The final step is to compare the simulations to actual data.  This would allow 
for better determination of grid sizes and other input parameters.  If the temperature simulation matches 
field temperature data then an inverse temperature model can use the field temperature data and other 
inputs to determine fluid determination. 
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7.3 Warm-Back Temperature Model Conclusions 
 Due to the unreliable results from the real-time temperature simulation a new model, the warm-
back temperature model, was investigated in this study,.  Unlike the real-time temperature model, which is 
highly affected by the pump rate, location of the perforation clusters and their sizes, the warm-back model 
is completely dependent on the fluid distribution throughout the reservoir.  In this study the fluid 
placement was directly substituted with transverse symmetrical hydraulic fracture lengths.  The 
temperature change was simulated along a hydraulic fracture for several different lengths.  These results 
were then used in the warm-back wellbore temperature simulations.  Two cases are simulated using the 
warm-back model.  The first uses completely synthetic fracture lengths that are connected to the 
perforated intervals of the wellbore.  The second incorporates microseismic events in the interpretation of 
the hydraulic fracture locations and lengths.  Similar to the first case, the hydraulic fractures were then 
used to simulate the wellbore temperature changes during the warm-back period of the well. 
7.4 Warm-Back Temperature Model Future Work 
 Even more so than the real-time temperature model, the warm-back relies on several 
assumptions that would likely not hold completely in the field.  The largest assumption is that heat transfer 
due to conduction will only travel in a one dimensional manner across the hydraulic fracture.  The fact that 
only the conduction term is used is also a significant assumption.  If the well is immediately flowed back 
then the warm-back model presented in this study would be invalid.  Even is flow back is delayed 
considerably, natural convection would take place within both the wellbore and the hydraulic fracture, 
leading to small fluid migration that significantly affect the temperature changes.  Like the real-time model, 
the warm-back model should be compared to field DTS data to check its viability and refine the grid sizes 
and other parameters.  The inverse method, which uses DTS data as an input and determines fracture 
length and location, is also a recommendation for future work, although DTS data is an essential 
requirement. 
7.5 Further Use and Potential Applications of This Study 
 The results of this study have large implications to the oil and gas industry.  Temperature 
modeling of DTS data can lead to information that would have otherwise been unattainable.  Real-time 
knowledge of fluid placement during stimulation will lead to a more efficient usage of fluid diversion 
technologies.  Completions can also be optimized based on the simulated fluid distributions.  
Communication between the induced hydraulic fractures and the wellbore can be quantified through the 
combination of DTS measurements and the warm-back temperature model developed in this study.  The 
main drawback of temperature modeling based on DTS is the relatively shallow depth of investigation of 
DTS cable.  However, if microseismic data is available it can be used to explain far field characteristics of 
the hydraulic fractures.  Far field information can then be used to calibrate the temperature models, which 




 While this study focuses primarily on the applications of temperature modeling and DTS 
measurements for hydraulic fracture diagnostics, there are much larger uses for both temperature 
modeling and DTS in the oil and gas Industry.  Temperature models presented in this study could also 
quantify fluid distribution in production operations.  The real-time temperature model quantifies fluid 
distribution through each perforated intervals during stimulation.  With a few modifications it will also 
determine how much fluid is entering the perforations once the well is put on production.  Additional 
modifications can be used to incorporate multiphase flow.  With the modifications, the temperature model 
will determine the percentage of gas, oil, water, or any other fluid that enters through each perforated 
interval.  The warm-back model has other uses aside from hydraulic fracture characterization.  When a 
wellbore is cemented, the curing cement gives off heat as it sets.  If DTS is installed, the heat from the 
cement may be measured.  Zones where the cement has not hardened will be much cooler.  With 
modifications, the warm-back model could be used to quantify the percentage of the cement that has not 
set within the casing annulus. 
 In conclusion, distributed temperature sensing is a new technology that has several novel 
applications to the oil and gas industry.  Recent innovative uses of temperature modeling further the 
amount of information DTS can provide and allows for quantitative data to be generated.  When DTS and 
microseismic data are combined for stimulation diagnostics, the accuracy and benefits of temperature 
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