A video coder is presented that combines mesh-basedmotion-compensared temporal filtering, phase-diversity multihypothesis motion compensation, andun embedded3D wavelet-coeficient codes 
INTRODUCTION
It has been generally recognized that the goal of highly scalable video representation is fundamentally at odds with the traditional motion-estimatiodmotion-compensation (MUMC) feedback loop which hinders the achieving of a high degree of resolution, temporal, and fidelity scalability. Consequently, the use of 3D transforms, which break the MWMC feedback loop, are becoming the preferred approach to full scalability, and a number of modern 2 0 still-image algorithms have k e n straightforwardly extended to the third dimension (e.g., 3D-SPIHT [l] ) by employing separable 3D wavelet transforms. This approach usually involves a waveletpacket subhand decomposition wherein a group of frames is p m cessed with a temporal transform followed by spatial decomposition of each frame. However, without MC, temporal transforms produce low-quality temporal suhbands with significant "ghosting" artifacts [21 and decreased coding efficiency. Consequently, there has been significant interest in motionsompensated temporal filtering (MCTF') [2-9] in which it is attempted to have the temporal transform follow motion trajectories.
In this paper, we describe a 3D video coder using a 3D wavelet transform with MCTE The salient aspect of this coder lies in that we employ multihypothesis motion compensation (MHMC) within the MCTF to combat the uncertainty inherent in estimating motion trajectories for MCTF, thereby achieving rate-distottion performance significantly superior to the usual single-hypothesis MCTF approach. Although multihypothesis has been used in cnnjunction with MCTF before (e.g., [SI and 191 propose both spatially and temporally diverse multihypothesis MCTF predictions), in our proposed system, we employ a new class of MHM-phase-diversity multihypothesis [lo] . Specifically, phase-diversity MHMC is implemented by deploying MCTF in the domain of a spatially redundant wavelet transform such that multiple hypothesis temporal filterings are combined implicitly in the form of an inverse transform. In essence, we combine the redundant-wavelet-mul~ypo-thesis (RWMH) paradigm we i n d u c e d in [IO] with the 3D MCTF architecture emerging as the preferred approach to fully scalable video coding.
REDUNDANT-WAVELET MULTIWPOTHESLS MHMC [I I
] forms a prediction of pixel s(x,y) in the cnmnt frame as a combination of multiple predictions in an effort to combat the uncertainty inherent in the ME process. Assuming that the combination of these hypothesis predictions is linear, we have that the prediction of s(x, y) is
where the multiple predictions &(x, y) are combined according to some weights w;(x, y). A number of multihypothesis techniques for MC have been proposed in the past including fractional-pixelaccurate MC, B-frames, overlapped block MC, and multiple reference frames. These techniques employ multiple predictions that are diverse spatially or temporally to improve the overall prdictive ability of the system. In [IO], we introduced a new class of MHMC, phase-diversity MHMC. in which the multihypothesisprediction concept in extended into the transform domain. Specifically, we performed ME and MC in the domain of a redundant, or overcomplete, wavelet transform, and used multiple predictions that were diverse in transform phase. The redundant discrete wavelet transform (RDWT) is an approximation to the continuous wavelet transform that, in essence, removes the downsampling operator from the traditional critically sampled transform to produce an overcomplete representation. As illustrated in Fig. 1 , the size of each subband of an RDWT is the same as that of the input signal. Additionally, a J-scale RDWT can be considered to be composed of 4' distinct critically sampled transforms, each corresponding to the choice between evenand odd-phase subsampling in both the horizontal and vertical directions at each scale of decomposition. In the RWMH paradigm outlined in [IO] , each one of these critically sampled transforms "views" motion from a different perspective and thus forms an independent hypothesis of the m e motion of the video sequence. The inverse RDWT combines these multiple hypotheses into a single prediction. In the system of [ IO], this prediction is incorporated into the MC feedback loop of a hybrid video-coding architecture employing block-based MUMC. Below, we introduce the RWMH concept into the MCTF framework to eliminate the MC feedback loop and produce a 3D video coder. These techniques have traditionally encountered a number of drawbacks in that I) the rigid blockmotion model fails to CapNre all aspects of the motion field, leaving significant numbers of pixels 'bncounected" between frames; 2) sub-pixel accuracy while maintaining invertibility of the temporal transform is difficult; and 3) implementation of temporal filters other than the simple Haar is hindered by the numerous unconnected pixels. The second family of MCTF schemes recognizes that a lifting implementation of the temporal transform permits MC schemes more general than block displacement to be implemented in an easily inverted fashion [71. For example, let X I (m, n) and x z ( m , n) he two consecutive frames of a video sequence, and let W,,j denote the operator that maps frame i onto the coordinate system of frame j through the particular MC scheme of choice. Ideally, we would want
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where l(m, n) and h(m, n) are the lowpass and highpass frames, respectively, of the temporal transform [7] . This formulation, which can he easily extended to more complicated filters, permits any motion model to be used since the lifting decomposition is easily inverted.
. it is proposed to use triangular mesh-based MC in lifting MCTF in order to circumvent the limitations of the blockdisplacement motion model. The advantages of this mesh-based approach are that the mesh provides a mapping for every pixel in the frame (i.e., no unconnected pixels) and that the motion mappings Wl,2 and Wz,l are inverses of each other (i.e., only one field needs to be encoded). By combining this mesh-based MCTF with embedded spatial coding of the temporally transformed frames, the system of [2] has motion overhead on the order of one motion field per frame.
Below, we present a 3D video-coding system based upon that of [2] , but with the key addition of phase-diversity multihypothesis via RWMH. As we will see in experimental results to follow, RWMH significantly improves the rate-distortion performance of MCTF.
THE 3D-RWMH SYSTEM
The encoder of ow 3D-RWMH video-coding system, depicted in Fig. 2 , first performs a spatial RDWT on each frame of a group of frames (GOF) and then performs MCTF in the redundant-wavelet domain. This is in contrast to many prior techniques [2-71 in which MCTF takes place in the spatial domain. Since MCTF is performed in the RDWT subbands, it is overcomplete spatially; consequently, before coding the temporal subbands, we remove this spatial redundancy by performing an inverse spatial RDWT on each frame. Finally, the GOF is coded by a suitable 3D coder (we use 3D-SPIHT [l] hut other coders are possible). In essence, each RDWT phase in each frame can be considered to have viewed the MCTF from a different perspective and thus forms an independent hypothesis about the temporal filtering taking place. The inverse spatial RDWT implicitly combines these hypotheses into a multihypothesis estimate of what the true temporal filtering should be.
In our 3D-RWMH system, motion is tracked using a triangular mesh deployed in each of the subbands of the RDWT decomposition of each frame. Since all RDWT subbands are the same size, the same triangle mesh is used for all subbands of a frame. The ME procedure forthe 3D-RWMH system starts by identifying a regular triangular mesh in the first frame of a GOF by dividing the frame into 16 x 16 blocks and splitring each block along its diagonal. Motion into subsequent frames is estimated by centering a small block at each vertex in the first frame of the GOF and finding the best matching block in the current frame. We search for the motion of the vertices hy minimizing a distortion metric that spans across all subbands of the RDWT decomposition, as we did in [12, 13] .
Assuming that a GOF contains G frames, this ME process results in G -1 motion fields, each mapping the first frame of the GOF into one of the other G -1 frames of the GOF, as illustrated in Fig. 3 . Motion-vector information for these G -1 motion fields is transmitted to the decoder. The evolution of a regular triangle mesh over a GOF is illustrated in Fig. 4. Since each of the G -1 motion fields are mesh-based and thus completely invertible. forward and backward motion fields between all pairs of frames in the GOF can he calculated from the G -1 transmitted fields. Using these forward and backward motion fields, affine transforms between the triangles of each pair of frames are used to implement a motion-compensated lifting-based filtering of the GOF in the temporal direction. This temporal filterimg proceeds by mapping each triangle in a reference frame into the current frame using an affine six-parameter model as described in [141; this affine mapping is performed for each triangle in each subband separately
EXPERMENTAL RESULTS
Weusethe"Susie"(64frames),"Football" (96frames),"Mother& Daughter" (96 frames), and "Coastguard" (96 frames) sequences in our results. The first two sequences are grayscale with a spatial resolution of 352x240 pixels, and the other two sequences are grayscale with 352x 288 pixels. We define each GOF to contain 16 frames. The vertices of the regular mesh are set in the first frame of each GOF on a 16 x 16 rectangular grid. The spatial RDWT uses the popular 9-7 biorthogoual filter, while the temporal filtering uses the 5-3 hiorthogonal filter, implemented via lifting as in (2) and (3). The spatial transform uses symmetric extension at the image boundaries, while the temporal transforms uses symmetric extension at the GOF boundaries. For ME, a small block of size 17 x 17 is centered at each triangle vertex. and the best-match search uses integer-pixel accuracy. Since 3D-SPMT [I] . used as the core compression engine in all experiments, produces an embedded coding, each GOF of the sequence is coded at exactly the specified target rate by truncating each GOF hitstream to the prescribed rate. We illustrate that the incorporation of phase-diversity multihypothesis into MCTF yields significant improvement in ratedistortion performance in comparison to single-hypothesis MCTF.
Specifically, we compare performance of the 3D-RWMH system described above to that of a system employing more traditional MCTF filtering. That is, we compare to a system that performs MCTF in the spatial domain and then subsequently employs a critically sampled spatial transform and embedded coding. A ME procedure identical to that of our 3D-RWMH coder is employed, and, like the 3D-RWMH system. temporal decomposition takes place with 5-3 bionhogonal lifting with symmetric extension at GOF boundaries. This spatial-domain-MCTF system is essentially a single-hypothesis version of our 3D-RWMH coder and corre-sponds roughly to the system of 121, except that the ME process is somewhat different, and 3D-SPIHT, rather than JPEG-2000, is used to code the wavelet coefficients.
Average PSNR for the four sequences using the two algorithms is shown in Table 1 . For all sequences, 3D-RWMH achieves on the order of a I-dB gain over the system using spatial-domain M C T . The frame-by-frame PSNR profiles in Fig. 5 also indicate that 3D-RWMH gives superior performance.
CONCLUSIONS
In this paper, we have presented a system that introduces the phasediversity multihypothesis concept into MCTF to achieve a significant improvement in rate-distortion performance in a 3D video coder. In essence, our 3D-RWMH system combines the flexibility and scalability of the lifting-based MCTF of [2] with the demonstrated performance gains associated with RWMH [IO] .
Currently, OUT 3D-RWMH exhibits significant boundary effects at GOF boundaries due to the symmetric extension employed in the temporal transform As seen in Fig. 5 , the PSNR drops significantly every 16 frames, leading to annoying jittering artifacts in video playback. n i s well known issue can be resolved by extending the temporal filtering indefinitely in time as proposed in [IS].
We are currently implementing this approach to further improve performance of our 3D-RWMH system.
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