Multiple Sclerosis patients' clinical symptoms do not correlate strongly with structural assessment done with traditional magnetic resonance images. However, its diagnosis and evaluation of the disease's progression are based on a combination of this imaging analysis complemented with clinical examination. Therefore, other biomarkers are necessary to better understand the disease. In this paper, we capitalize on machine learning techniques to classify relapsing-remitting multiple sclerosis patients and healthy volunteers based on machine learning techniques, and to identify relevant brain areas and connectivity measures for characterizing patients. To this end, we acquired magnetic resonance imaging data from relapsing-remitting multiple sclerosis patients and healthy subjects. Fractional anisotropy maps, structural and functional connectivity were extracted from the scans. Each of them were used as separate input features to construct support vector machine classifiers. A fourth input feature was created by combining structural and functional connectivity. Patients were divided in two groups according to their degree of disability and, together with the control group, three group pairs were formed for comparison. Twelve separate classifiers were built from the combination of these four input features and three group pairs. The classifiers were able to distinguish between patients and healthy subjects, reaching accuracy levels as high as 89%±2%. In contrast, the performance was noticeably lower when comparing the two groups of patients with different levels of disability, reaching levels below 63%±5%. The brain regions that contributed the most to the classification were the right occipital, left frontal orbital, medial frontal cortices and lingual gyrus. The developed classifiers based on MRI data were able to distinguish multiple sclerosis patients and healthy subjects reliably. Moreover, the resulting classification models identified brain regions, and functional and structural connections relevant for better understanding of the disease.
Richiardi et al., 2012). Redundancy of pathways in the CNS or its restoration capacity and functional adaptation may explain this paradox (Barkhof & Filippi, 2009; Rocca et al., 2005) . Lesions in T2 weighted images might even include areas with normal function or caused by reasons different from MS (Barkhof & Filippi, 2009 ). Additionally, conventional processing of structural MR images has been unable to detect some types of damages to brain tissue (Filippi & Agosta, 2010; Fu et al., 1998; Lin et al., 2005;  Richiardi et al., 2012).
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To better understand the clinico-radiological paradox in MS, other MR sequences have been used to characterize the disease. For instance, diffusion tensor imaging (DTI) and resting state functional MRI (rsfMRI) have been explored to provide new insights about this disease (Filippi et al., 2013; Rocca et al., 2012; Roosendaal et al., 2009; Sbardella et al., 2017) . DTI is sensitive to white matter pathology in MS, as radial diffusivity has been shown to increase in response to demyelination and axial diffusivity decreases with axonal damage (Budde et al., 2009 ). rsfMRI has the ability to show a maladaptive role of cortical functional changes (Filippi & Rocca, 2011) due to CNS injuries during acute relapse and in clinically stable patients (Rocca et al., 2005) .
DTI and rsfMRI generate a large amount of data per scan, which can be difficult to analyze and to take full advantage of the available information. Therefore, it would be beneficial to have a method that can automatically process such information in the context of MS.
Machine learning approaches, in particular support vector machine (SVM), allow to classify data by generating a separation model (Vapnik, 1998) . This model has relative weights associated to each input feature that represent their importance for distinguishing between groups, thus contributing to the characterization of the data (Griva et al., 2009 ). This way, instead of analyzing predefined areas, there is an objective evaluation of the whole brain, which may highlight relevant areas that might not have been otherwise considered. Furthermore, SVM is a multivariate approach that,
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unlike the traditional statistical parametric mapping approaches, combines information from multiple features for the purpose of classification (Griva et al., 2009 In this study, we aim to develop classifiers based on DTI and fMRI data that are able to identify areas of the brain that may help to better characterize the disease. We hypothesize that classifiers based on multimodal data extracted from the combination of DTI and fMRI will lead to a reliable classification of relapsing-remitting multiple sclerosis (RRMS) patients from healthy subjects.
Materials and Methods
Subjects and image acquisition
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The study was conducted in accordance with the regulations of the Scientific Ethics Committee, Faculty of Medicine, Pontificia Universidad Católica de Chile. Patients and control subjects gave written informed consent for using their clinical data for research purposes. In this prospective study, we included 107 RRMS patients and a control group of 50 subjects without any clinical symptoms of any brain disease. Both, patient and control groups, were in the same age distribution, had at least 13 years of education and did not have any MR-incompatible implants in their body.
Patients did not have any major medical or psychiatric comorbidity other than RRMS. between November 2016 and August 2017. During the rsfMRI acquisition, subjects were asked to lie supine with eyes closed, and not think of anything in particular. Table   1 summarizes MRI acquisition parameters. 
Image processing
We obtained fractional anisotropy (FA) maps from the DTI scans using DSI Studio (http://dsi-studio.labsolver.org). These maps were manually centered to the anterior commissure to avoid the spatial correction process to get suboptimally trapped in a local 
Subject division
The RRMS patients were divided according to their EDSS, considering as non-disabled those patients with an EDSS of 1.5 or lower (Kurtzke 1983). We defined the following group of pairs for which we built different classifiers: 
Classification
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We developed four separate classifiers for each group pair, based on the following input types:
1. 1. We ran a feature selection procedure to reduce input dimensionality. This is usually recommended when the number of features is higher than the number of samples, as is our case. It is based on the assumption that the data contains 
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where for each group ∈ {1,2}, is the number of subjects, the mean, 2 the variance of the specific feature for group, and is the overall mean of the feature. Only the features with an FS above a threshold were selected for the classification. Many threshold values were explored by randomly dividing the dataset into training and testing sets and running a one-dimensional grid search over the training set using cross-validation methods. The FS threshold that gave the best results for each classifier was selected. 
We built
Subjects
Three patients were excluded from the sample because their scans had artifacts. Four subjects from the control group were also excluded from the sample. Three of the subjects were removed because their scans revealed brain pathology, and the fourth was removed because of the presence of artifacts in their scans. The study thus considered two groups: a RRMS patient group of 104 subjects and a control group of 46 healthy subjects (Table 2 ). Table 3 shows the mean accuracies found for the Fisher Score thresholds with best results, averaging out the results in each of the 100 instances, for each of the 12 SVM models. The results show that the classifiers were indeed able to distinguish between patients and healthy subjects, reaching accuracy levels as high as 89%±2%. In contrast, the classifiers' performance was noticeably weaker when comparing patients with different levels of EDSS, reaching levels of 63%±5%. 
Training results
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and even better with rsfMRI correlation input types. The best accuracies were found when combining DTI connectivity and rsfMRI correlation as input features.
The third group pair, comparing RRMS patients with EDSS ≤ 1.5 vs. patients with EDSS > 1.5, obtained their best accuracies when using FA as input feature, reaching only values close to 62%. The results using other input features reached accuracies close to 50%, indicating that there was no clear distinction between the two groups.
There were no significant differences between the mean accuracies found using any cross-validation method. This, together with their low standard deviations, suggests that the models are indeed representative, not biased nor a result of overfitting.
The rest of the analysis focuses on those four SVM models with the best performances, namely, the ones built with rsfMRI correlations and the ones that combined rsfMRI and DTI input features, considering the group pairs of all RRMS patients vs. healthy subjects and, patients with EDSS > 1.5 vs. healthy subjects. 
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A C C E P T E D M A N U S C R I P T We have shown that rsfMRI and DTI based machine learning techniques are able to distinguish between RRMS patients and healthy subjects reliably and with high accuracy. This classifying technique also showed to be representative, avoiding bias and overfitting, as represented by the similar results obtained using different crossvalidation methods. Training accuracies using rsfMRI in this study were slightly better than those found in a previous study that used another machine learning approach applied to graphs to classify patients and healthy subjects (Richiardi et al., 2012). The difference in connectivity, with increased and decreased rsfMRI activity is also in accordance with previous reports (Filippi & Rocca, 2011 ).
Weight values of SVM models
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Taking only into account the models that distinguished between RRMS patients and healthy subjects, different results were obtained according to the input features assigned to develop the models. DTI connectivity input data by itself reached accuracies between 70% and 80% when classifying patients from healthy subjects.
These results might be explained by the fiber tracts' diversion due to the presence of MS-related lesions. On the other hand, rsfMRI input data lead to better classifiers, reaching accuracies between 85% and 90%. The difference in these results could be due to the adaptive mechanism of the functional system when facing disease related damage. The patients included in this study had low levels of disability, which could be associated to low levels of structural damage, thus explaining the poor results found using only structural connectivity. However, functional plasticity mechanisms could be inefficiently increased (Rocca et al., 2017) , resulting in great difference between patients and healthy subjects.
The combined input, involving DTI connectivity values and rsfMRI correlations, gave the highest accuracy, which was slightly higher than those obtained using rsfMRI as input features. This suggests that DTI and rsfMRI data can be complemented and used to analyze the brain as a whole, taking into account both, structural and functional information. Although this has been done before in MS (Sbardella et al., 2017, Rocca et al., 2010), those approaches are based on a specific network, and were not analyzed from a machine learning perspective using whole brain data.
Our technique did not distinguish with high accuracy between RRMS patients with EDSS above and below 1.5. This could be due to the little difference between disability levels between both groups, especially considering that the patients with EDSS above 1.5 have a mean EDSS of 2.5, which is very low. However, since we have greater accuracy to distinguish healthy volunteers from patients, this issue revealed that the imaging modalities as DTI and rsfMRI in our classifiers were not able to pick those patients with low disability. In other words, using these imaging techniques for the proposed classifiers, we were not able to identify the low levels of disability associated to the disease. Another imaging modality, such as Quantitative Susceptibility Mapping, which is highly sensitive to myelin changes (Wisnieff et al., 2015), or other clinical indicator, needs to be further investigated as input feature for the classifier for this case.
The resulting models were able to identify areas that may be affected by the disease. 
This study has some limitations. We only considered the data from DTI and rsfMRI for the combined classifier, even though SVM models with FA voxel-wise values as inputs also performed reliably. The amount and properties of FA data is considerably different from the DTI and rsfMRI connectivity matrices, therefore it is harder to include in the group of combined inputs. Even though including all features might be useful, this might also incorporate redundancy and noise related compontets, which may require more training samples for optimal classification. This issue would be very interesting to explore in a future study. Furthermore, the patient cohort included patients with very low levels of disability, which limited our threshold options for classification. It would perhaps be more effective for classification and also informative of brain regins affecting the disease to classify patients with EDSS above and below 3, which is the threshold for moderate disability.
Conclusion
In conclusion, in the current study we developed reliable linear classifiers that reached accuracies as high as 89%±2%, and indicated functional and structural connections and specific brain areas that are relevant for characterizing RRMS patients. We have presented an evidence-based perspective on MS imaging analysis which will contribute towards a better understanding of this complex disease.
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