INTRODUCTION
With the dramatic increase in the number of smart mobile devices, and diversified wireless applications propelled by the advent of mobile social networks and the Internet of Things (IoT), we are in an era of a mobile data deluge. In particular, mobile data traffic has recently been doubling every year, which implies an astounding 1000 times increase in the following decade for 5G networks. Furthermore, new wireless applications bring new service requirements. For instance, intensive data services will be needed in crowded places such as stadiums and in densely populated metropolitan areas, while IoT applications call for scalable connectivity with diversified quality-of-service (QoS) requirements.
To meet these key requirements, a paradigm shift is needed in radio access networks. In particular, network densification supported by various types of techniques, including small cells [1] , massive MIMO [2] , and millimeter-wave communications [3] , has been proposed as a promising approach, which will result in a dense heterogeneous network. With improved spatial reuse and traffic dependent deployment, dense networks have the potential to boost network capacity and provide diversified wireless services. However, there are formidable challenges to achieving the benefit of dense heterogeneous networks, including the magnified interference issue, the high capital expenditure (CAPEX) and operating expenditure (OPEX), mobility management, etc. Therefore, a holistic approach to deploy and manage dense networks is required, and efficient multi-tier collaboration should be supported.
The heterogeneous cloud radio access network (Cloud-RAN) [4] is a promising centralized radio access technology to address the key challenges toward network densification by leveraging recent advances in cloud-computing technology. In particular, intra-tier and inter-tier interference can be effectively mitigated by centralized signal processing and coordination at the cloud data center. Furthermore, with elastic network reconfiguration and adaptation, the operation efficiency of the heterogeneous Cloud-RAN can be significantly improved. For example, by adaptively switching on/off radio access points, and adjusting computing resources at the cloud data center, the network can be well adapted to spatial and temporal traffic fluctuations.
However, the dense heterogeneous Cloud-RAN brings new design challenges, mainly due to the enlarged problem size as the design parameters and the required side information grow substantially. In this article we will provide a holistic viewpoint for designing dense Cloud-RAN via convex optimization. It has been well recognized that convex optimization provides an indispensable set of tools for designing wireless communication systems [5] , e.g. coordinated beamforming, power control, user admission control, as well as data routing and flow control. The main reason for the success of convex optimization lies in its capability of flexible formulations, efficient globally optimal algorithms, e.g. the interior-point method, and the ability to leverage convex analysis to explore the solution structure, e.g. the uplink-downlink duality in the YUANMING SHI, JUN ZHANG, KHALED B. LETAIEF, BO BAI, AND WEI CHEN
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The heterogeneous cloud radio access network (Cloud-RAN) provides a revolutionary way to densify radio access networks. It enables centralized coordination and signal processing for efficient interference management and flexible network adaptation. Thus it can resolve the main challenges for next-generation wireless networks, including higher energy efficiency and spectral efficiency, higher cost efficiency, scalable connectivity, and low latency. In this article we will provide an algorithmic approach to the new design challenges for the dense heterogeneous Cloud-RAN based on convex optimization. As problem sizes scale up with the network size, we will demonstrate that it is critical to take unique structures of design problems and inherent characteristics of wireless channels into consideration, while convex optimization will serve as a powerful tool for such purposes. Network power minimization and channel state information acquisition will be used as two typical examples to demonstrate the effectiveness of convex optimization methods. Then we will present a twostage framework to solve general large-scale convex optimization problems, which is amenable to parallel implementation in the cloud data center.
LARGE-SCALE CONVEX OPTIMIZATION FOR
ULTRA-DENSE CLOUD-RAN multiuser beamforming problem. However, in dense Cloud-RAN, with its complex architecture, as well as the large size of optimization variables and parameters, new challenges arise. In this paper we will present new convex optimization methods for dense Cloud-RAN, considering three key aspects in such networks. First, a convex relaxation approach will be shown to be a powerful tool to deal with design problems with complicated variables, including both discrete and continuous variables. Such problems arise frequently in dense collaborative networks, such as the network power minimization problem. We will then consider channel state information (CSI) acquisition in dense Cloud-RAN, which is critical for centralized signal processing and resource allocation. A convex regularized optimization approach is used to exploit the channel structure for the high-dimensional channel estimation problem, while a successive convex approximation algorithm is used for designing stochastic coordinated beamforming to deal with CSI uncertainty. Major design problems in dense Cloud-RAN all involve a large number of parameters and design variables, and our third consideration is on large-scale convex optimization algorithms. A general two-stage approach is proposed, which can scale to large problem sizes and exploit the parallel computing environment in the cloud data center.
NETWORK ARCHITECTURE AND RESEARCH CHALLENGES
In this section we will introduce the main entities of heterogeneous Cloud-RAN, including the cloud data center, the mobile hauling network, and the radio access network, followed by an overview of new research challenges.
NETWORK ARCHITECTURE
Heterogeneous Cloud-RAN is a disruptive technology that takes advantage of recent advances in cloud-computing to revolutionize next-generation wireless networks. Its architecture is shown in Fig. 1 . A key feature of heterogeneous Cloud-RAN is that different radio access points will be equipped with different entities, including communication, computation, and storage units. Thus we will also call it a multi-entity next generation radio access network, or MENG-RAN. Specifically, the cloud data center serves as a central cloud infrastructure for the dense heterogeneous radio access network consisting of different types of access points. The key advantage of the heterogeneous Cloud-RAN lies in the centralized coordination at the cloud data center, supported by the mobile hauling network to transfer the information to and from different access points. In the following, we will introduce the main functionality of each entity, as well as some deployment issues.
Cloud Data Center:
The cloud data center consists of shared and reconfigurable computation and storage resources. Thanks to such a shared hardware platform, both the CAPEX (e.g. via lowcost site construction) and OPEX (e.g. via centralized cooling), as well as the management effort, can be significantly reduced. Besides performing basic baseband digital signal processing for transmission and reception, the cloud data center can also provide cloud-computing functionalities, such as on-demand services via virtualization with multiple virtual machines and resource pooling, and parallel computing for scalable algorithm implementation. The centralized signal processing enabled by the cloud data center is essential for the performance gains of Cloud-RAN. Specifically, with densely deployed remote radio heads (RRHs), by applying advanced signal processing algorithms in the computationally powerful cloud data center, large-scale cooperation can be achieved, thereby improving both spectral efficiency and energy efficiency. Moreover, with centralized coordination, effective dynamic resource allocation can be provided to smooth out spatial and temporal traffic fluctuations.
Radio Access Network:
In heterogeneous Cloud-RAN, access points can be divided into two categories, i.e. low-cost low-power RRHs and powerful macro BSs. Specifically, each RRH only consists of a passband signal processor, an amplifier, and an A/D converter to support basic transmission and reception functionality, while the baseband signal processing is carried in the cloud data center. The data transmitted between the cloud data center and RRHs are typically oversampled real-time I/Q digitalized baseband streams in the order of Gb/s [6] . For such access nodes, the mobile hauling network that provides high-capacity connection to the cloud data center is usually called the mobile fronthaul network. The typical requirements of fronthaul links are: link capacity (1-10 Gb/s), latency (£ 0.1 ms), and distance (1-10 km).
On the other hand, the compact macro BSs are with additional baseband signal processors and storage units. In this way, the computation and storage resources are pushed to the edge of the radio access network, which we will call a Fog-RAN. In this scenario the data transmitted between the cloud data center and BSs using the packet-based interface are only side information Cloud data center and user messages in the order of several hundred Mb/s. The mobile hauling network for such nodes is called the mobile backhaul network, which has a low capacity requirement. The typical requirements of backhaul links are: link capacity (200-500 Mb/s), latency (£ 10 ms), and distance (£ 1 km). By caching the content in the storage units of BSs during the idle hours, the backhaul signaling overhead can be further reduced. However, with limited computational capability at each BS, the cooperative gain in such a scenario will be lower than RRHs.
Mobile Hauling Network:
A key challenge of heterogeneous Cloud-RAN is to transfer the data traffic between the cloud data center and the radio access network by the mobile hauling network. The capacity of each mobile hauling link will affect both the network performance and deployment cost, so it should be carefully picked.
Specifically, for the mobile fronthaul network connecting RRHs and the cloud data center, there is a stringent requirement on latency and synchronization, as well as low jitter and error tolerance [6] . Both the low-cost wavelength-division multiplexing passive optical network (WDM-PON) and orthogonal frequency-division multiple access passive optical network (OFDMA-PON) are promising candidates. With much lower capacity and latency requirements of mobile backhaul networks, the mmW technology (V-band frequencies, i.e. 40-75 GHz, and Eband frequencies, i.e. 71-76 GHz and 81-86 GHz) [3] serves as a cost-effective backhaul solution.
RESEARCH CHALLENGES
The new architecture of MENG-RAN will bring new opportunities as well as new design challenges. In this paper we will address the main design challenges of dense Cloud-RAN from a unique perspective, i.e. we will focus on convex optimization based approaches. Convex optimization has long been recognized as a powerful tool for designing wireless networks [5] . In dense Cloud-RAN, as the design problems are entering a new regime with high-dimensional optimization variables and a large number of parameters, new design challenges arise. We will demonstrate the strength of convex optimization by developing new methodologies for the key design problems. In particular, the main focus will be on the following areas.
•In dense Cloud-RAN with a large number of RRHs, it is critical to select RRHs to adapt to the temporal and spatial data dynamics, thereby improving the operating efficiency. To enable such adaptation, the new challenge comes from the composite design variables, which consist of both discrete and continuous variables for RRH selection and beamforming design, respectively. This often yields a mixed integer nonlinear programming problem and is NP-hard. With network power minimization as a representative example, we will introduce the group sparse beamforming algorithm [7] to efficiently solve such problems.
•CSI is essential to various cooperation strategies of dense Cloud-RAN, but its acquisition becomes challenging as a large number of access points are involved in cooperation. To address the channel estimation challenge with limited training resources, a convex regularized optimization approach [8] will be discussed in a later section to exploit unique structures of wireless channels. To further deal with the resulting CSI uncertainty, a successive convex approximation algorithm is proposed to solve the corresponding highly intractable stochastic coordinated beamforming problem [9] .
•In dense Cloud-RAN, the cloud data center will typically support hundreds of RRHs [6] , and thus all the optimization algorithms need to scale to large problem sizes. Furthermore, for many design problems, optimization algorithms should have the capability to detect infeasibility accurately. To meet both requirements, we will present a two-stage large-scale convex optimization framework [10] to leverage the cloud-computing environment in the cloud data center. In particular, the heterogeneous Cloud-RAN will further present new challenges on the synchronization and distributed implementation of large-scale optimization algorithms.
CONVEX OPTIMIZATION METHODS FOR CLOUD-RAN
In this section we will present three design methods based on convex optimization to address the new research challenges in dense Cloud-RAN. In particular, we will demonstrate that convex optimization has the advantage of enabling flexible formulations and scalable algorithms, which will make it a powerful design tool for MENG-RAN. The main idea of the three proposed methods is illustrated in Table I . While for illustrative purposes we mainly focus on the Cloud-RAN, the proposed methods are generic and applicable to different coordination strategies (e.g. with CSI sharing only) among RRHs and macro BSs in heterogeneous Cloud-RAN.
GROUP SPARSE BEAMFORMING: CONVEX RELAXATION FOR NETWORK POWER MINIMIZATION
With densely deployed access points in heterogeneous Cloud-RAN, effective network adaptation is critical to improve the resource utilization efficiency. In particular, considering the spatial and temporal traffic fluctuation, we can dynamically select appropriate access points and mobile hauling links to serve active users. In this way, we can reduce the power consumption of both the access points and hauling links, and also reduce the signaling overhead. However, such adaptive operation will present unique challenges for network optimization, and the design problem will need to handle both discrete (e.g. for RRH selection and user data routing) and continuous (e.g. beamforming coefficients) variables. In this section we will use the network power minimization problem as an example to illustrate a powerful method based on convex relaxation to deal with such design problems.
In Cloud-RAN, the network power consumption consists of two main components: the transmit power of the active RRHs, and the power consumption of their fronthaul links. By adap-
tively switching off some RRHs, we can save the power consumption of the corresponding fronthaul links, and thus reduce the network power. Subsequently, the network power consumption will become a composite function, i.e. the transmit power component is determined by the continuous beamforming vectors, while the fronthaul power component depends on the active RRH set, which is discrete. Thus the network power minimization problem becomes a mixed integer nonlinear programming (MINLP) problem, which is NP-hard. There are lots of other design problems in MENG-RAN that have similar structures, for which a powerful tool based on convex relaxation has recently been proposed. In [7] , a three-step group sparse beamforming (GSBF) algorithm is proposed to minimize the network power consumption by adaptively selecting RRHs via controlling the group-sparsity structure of the aggregative beamforming vector, as illustrated in Table 1 . In particular, the simulation results in Fig. 2 demonstrate that the proposed group sparse beamforming algorithm achieves near-optimal performance. It also shows the importance of adaptively selecting RRHs to improve the energy efficiency in dense Cloud-RAN.
The main idea of group sparse beamforming is to convexify the non-convex composite objective function via convex relaxation. In particular, the weighted l 1 /l 2 -norm of the aggregative beamforming vector of all the RRHs is shown to be the tightest convex lower bound of the original objective function. It is then used to induce the group sparsity pattern of the beamforming vector, thereby providing guidelines for RRH selection. This approach essentially exploits the group sparsity structure of the optimal solution. Specifically, all the beamforming coefficients of one RRH can be regarded as a group. When an RRH is switched off, the corresponding beamforming coefficients in the same group will be set to be zeros simultaneously. Overall, as there will be multiple RRHs being switched off to save the power, the optimal aggregative beamforming vector will thus have a group sparsity structure.
For other network performance optimizations in MENG-RAN that need to jointly allocate combinatorial resources (e.g. RRH selection, data assignment, user scheduling and subcarrier allocation) and optimize continuous resources (e.g. beamforming coefficients, power allocation), group sparse beamforming provides a principled way to develop polynomial-time complexity algorithms. In particular, such a convex relaxation approach helps leverage the problem structures (e.g. group sparsity) via carefully deriving corresponding convex surrogates (e.g. l 1 /l 2 -norm) for the original non-convex functions (e.g. the composite objective function). Efficient convex optimization algorithms can then be applied. Encouraging progress has been made in applying this approach to wireless networks, e.g. for uplink and downlink energy minimization in Cloud-RAN [11] and for data assignment in backhaul links [12] . Meanwhile, there remain a variety of interesting open questions: • Sparsity inducing norms for more general settings and more general utility functions should be derived, e.g. considering imperfect CSI, multicast transmission, limited fronthaul link capacity, and energy efficiency, which is defined as the ratio between the achievable sum rate and the total network power consumption. • Fast infeasibility detection algorithms need to be developed to speed up the selection procedure (e.g. RRH selection), as a sequence of feasibility problems are needed to be solved to make a final decision. 
Algorithm description
Workflow:
Step one: group sparse including norm minimization.
Step two: fronthaul link and RRH selection.
Step three: transmit beamforming design.
Workflow:
Step one: CSI selection: determine "relevant" channel links.
Step two: downlink training and/or uplink feedback.
Step three: stochastic coordinated beamforming design with mixed CSI.
Stage one: standard cone program transformation.
Stage two: the standard form problem is solved by an ADMM-based convex solver.
Explanations:
1) In step one, the (approximated) group sparse beamforming vector is obtained by solving a convex group sparse inducing norm minimization problem.
2) Optimal active RRHs can be obtained after step two by solving a sequence of feasibility problems to check if the remaining active RRHs can support the QoS rquirements.
3) In step three, optimal coordinated beamforming coefficients are obtained for the active RRHs by solving a convex program.
1) A practical way to determine the optimal indices of the "relevant" channel links is to exploit the sparsity of large-scale fading coefficients [9] .
2) In step two, a convex regularized optimization method is adopted to reduce the training overhead by exploiting the channel spatial and temporal prior information.
3) Only the distribution information in the mixed CSI is required to solve the stochastic coordinated beamforming problem in step three.
1) Most general convex programs can be transformed into the standard cone program form with  as the Cartesian product of the standard cones, e.g., second-order cone.
2) An operator splitting method based on ADMM algorithm is adopted to solve the standard cone programs.
• The optimality of the group sparse beamforming algorithm should be characterized, which will be of a significant theoretical value.
CONVEX OPTIMIZATION FOR CSI ACQUISITION AND EXPLOITATION
CSI plays a pivotal role for effective interference management and resource allocation as well as enabling scalable and flexible cooperation in MENG-RAN, e.g. for network adaptation. With dense deployment of access points, CSI acquisition becomes a formidable task. In particular, due to the limited radio resources for CSI training, the training pilot length is typically smaller than the dimension of the channel. Conventional methods, such as the least square estimate, become inapplicable in such settings, and novel CSI acquisition methodologies are needed. A unique property of Cloud-RAN with geographically distributed RRHs is the sparsity of the largescale fading coefficients due to path loss. That is, the channel links between the RRHs and MUs that are far away will have negligible channel gains and contribute little to system performance. A practical way to reduce the CSI acquisition overhead in terms of training and/or feedback is to only obtain a subset of the strongest channel links. This is called compressive CSI acquisition [9] , in which only a subset of "relevant" channel links (e.g. the instantaneous channel links with the dominated large-scale fading coefficients) will be obtained. Furthermore, it is critical to adjust the beamforming design so that it can effectively exploit the available channel information, while taking its uncertainty into consideration.
To address the above challenges, in this section we will provide a unified convex optimization based framework to develop a highdimensional channel estimation algorithm and a successive convex approximation algorithm to deal with the CSI uncertainty, as shown in Table 1 .
Convex Regularized Optimization for High-Dimensional
Channel Estimation: It is well known that exploiting the "low-complexity" structures of channels can reduce the training overhead, e.g. by exploiting channel sparsity via compressed sensing. However, in dense Cloud-RAN with a large number of access points and limited radio resources, the conventional compressed sensing based approach may lose its effectiveness as it only exploits channel sparsity as a prior. This motivates us to further exploit the temporal correlation of the channels across different fading blocks to enhance the estimation performance.
Specifically, a convex regularized optimization approach [8] can be adopted to convert physical notions of channel prior information or structures (i.e. heterogenous large-scale fading and temporal correlation) into appropriate convex regularizing functions, thereby solving the underdetermined channel estimation problem with insufficient training pilots. Thus the channel estimation problem is formulated as a convex optimization problem, for which the objective consists of two parts: a loss function to measure the compatibility between the estimate and the observation, and a convex regularizing function that encodes the prior information of the channel structure. Figure 3a demonstrates the channel estimation performance with different available prior information. It shows that the training overhead can be reduced by exploiting the spatial and temporal prior information. This regularized approach has the potential to incorporate other structures of wireless channels for training overhead reduction. Furthermore, such convex optimization formulation also enables efficient and scalable algorithm design, as will be shown later.
Successive Convex Approximation for Stochastic Coordinated Beamforming:
With compressive CSI acquisition, the obtained CSI is actually of mixed types, consisting of a subset of imperfect instantaneous CSI and statistical CSI for the other channel links that have not been trained. To exploit the available mixed CSI, a new beamforming approach is needed to alleviate the performance degradation due to CSI uncertainty. In [9] a stochastic coordinated beamforming framework based on joint chance constrained programming is proposed to deal with CSI uncertainty. A probabilistic QoS constraint is adopted, i.e. outage is allowed for each user, but its probability should be below a given threshold. Such a probabilistic constraint is motivated by the fact that most wireless networks can tolerate occasional outages.
Although it can consider different types of CSI uncertainties, the stochastic coordinated beamforming problem is highly intractable, and thus only suboptimal algorithms exist. For instance, the scenario approach intends to approximate the probabilistic QoS constraint by multiple "sampling" constraints using the Monte , 1000] meters, the relative fronthaul link power consumption (i.e., the power saving by switching off one fronthaul link and the corresponding RRH) is set to be (5 + l)W, l = 1, …, 10. Standard cellular channel model is adopted [7] . Carlo simulation, while the Bernstein approximation method tries to bound the chance constraint with a closed-form (please refer to [9, Section IV] for more details), but both algorithms often yield suboptimal solutions, as shown in Fig. 3b . To avoid performance loss due to suboptimal solutions, a novel successive convex approximation algorithm is proposed in [9] with an optimality guarantee. It can also help us investigate the effectiveness of the proposed CSI acquisition methods. As shown in Fig. 3b , the proposed partial CSI acquisition method with stochastic coordinated beamforming can provide good performance while significantly reducing CSI overhead. Furthermore, this figure shows that there is a tradeoff between the performance and the computational complexity, e.g. the Bernstein approximation method has the lowest computational complexity but it yields the highest transmit power. From the above discussion, we see that exploiting the low-complexity channel structure becomes the "blessing" to overcome the "curse of dimensionality" for massive CSI acquisition in dense Cloud-RAN. In particular, convex regularized optimization provides a flexible and computationally efficient way to exploit the channel structures to reduce the training overhead. Stochastic beamforming with the convex approximation algorithm, on the other hand, provides a flexible and optimal way to deal with CSI uncertainty. Note that the proposed CSI acquisition and exploitation method is generic and can be applied for different coordination strategies in heterogeneous Cloud-RAN, as it only depends on the channel properties (e.g. sparsity) for CSI acquisition and available CSI (e.g. partial and imperfect CSI) for precoding and decoding strategy design. There are, however, several interesting problems that need to be further investigated:
• The statistical performance of the convex regularized channel estimation method should be carefully evaluated. • Scalable algorithms (e.g. the stochastic ADMM algorithm) need to be developed to solve the corresponding stochastic optimization problems to deal with CSI uncertainty. • The fundamental performance limits of such dense distributed wireless cooperative networks with specific CSI acquisition methods and precoding/decoding strategies should be investigated.
PARALLELIZABLE LARGE-SCALE CONVEX OPTIMIZATION ALGORITHMS
We have demonstrated that convex optimization based approaches are powerful for various design problems in dense Cloud-RAN, where a convex problem (e.g. the convex regularized optimization based channel estimation problem) or a sequence of convex subproblems (e.g. the threestage GSBF algorithm) need to be solved. However, the drastically increased network density places tremendous pressure on the computational efficiency of the algorithms. For instance, for a Cloud-RAN with 100 single-antenna RRHs and 100 single-antenna MUs, the dimension of the aggregative coordinated beamforming vector (i.e. the optimization variables) will be 10 4 , while solving convex quadratic programs has cubic complexity using the interior-point method. Figure 3 . Convex optimization approach for CSI estimation and exploitation. In (a), we simulate the convex regularized optimization for high-dimensional channel estimation with least-squares as the loss function and weighted l 1 -norm (where the weights are defined as the inverse of the corresponding large-scale fading coefficients) and squared l 2 -norm as the regularizing functions to exploit the spatial and temporal prior information, respectively. The performance metric is given by the mean squared error MSE = E[Ĥ -H 2 F ]. We assume that the channel follows the first-order stationary Gauss-Markov process and we consider such a random process of length 10 blocks for each channel estimation procedure. In particular, the channel in the i-th block is estimated based on all the received training signals at blocks k = 1, …, i. In (b), we simulate the stochastic coordinated beamforming problem with mixed CSI to minimize the total transmit power while satisfying the probabilistic QoS constraints and per RRH power constraints. With spatial prior information With spatial and temporal prior information Moreover, a sequence of convex feasibility problems need to be solved for lots of design problems, e.g. for the RRH selection in the network power minimization problems. However, most existing custom algorithms, e.g. the ADMM based algorithms [13] and the uplink-downlink duality approach, cannot provide the certificates of infeasibility. Thus, effective feasibility detection should be embedded in the algorithm. To resolve these challenges, we provide a generic two-stage approach in [10] , as illustrated in Table 1 . It can solve large-scale general convex optimization problems in parallel, with the capability of returning either the optimal solution or the certificate of infeasibility. The time complexity of solving a general optimization problem involves two parts, i.e. the modeling time that transforms the problem to a standard form, and the solving time that solves the standard form problem. We will next demonstrate that the proposed approach can help to significantly improve the efficiency of both parts, and thus it can scale to large problem sizes. In the first stage, the original convex program is transformed into a standard cone program with only a subspace constraint and a convex cone constraint formed by the Cartesian product of symmetric cones (e.g. second-order cones and positive semidefinite cones). This procedure can be done very fast using the matrix stuffing technique, which only needs to copy the problem data into the pre-stored structure of the standard cone program. As a result, all the structure information of the original convex problem is packed into the constraints. In the second stage, the structure of the standard form problem will be exploited to enable parallel computing and infeasibility detection using the alternative direction method of multipliers (ADMM) algorithm [14] . Such a first-order method features low or medium accuracy solutions, and nearly dimensionindependent convergence rates. While the first stage will significantly reduce the modeling time, the second stage will help reduce the solving time.
Simulation results in Table 2 demonstrate the speedups of several orders of magnitude over the state-of-the-art modeling framework CVX and interior-point solvers (e.g. SDPT3). Specifically, for the modeling time, this table shows that the proposed matrix stuffing technique can speed up about 20 to 60 times compared to the parser/solver modeling framework CVX. For the solving time, taking L = 50 as an example, the ADMM based solver SCS can speedup 130 times over the inter-point solver SDPT3, which is inapplicable for large-scale problems with L ≥ 100. Therefore, the proposed generic two-stage based large-scale convex optimization framework scales well to large-scale performance optimization problems based on the convex optimization approach in heterogeneous Cloud-RAN. This enables us to investigate the performance of optimal beamforming strategies in large-scale networks, which demonstrate significant gains over suboptimal transmission strategies, as shown in Fig. 4 . This clearly shows the importance of developing optimal beamforming algorithms for such dense cooperative networks.
To better exploit the advantage of the proposed approach, further efforts are needed, specified as follows.
• Communication constraints and synchronization among hardware computation units should be considered to practically implement parallel algorithms. • Efficient and cheap subspace and cone projection (especially for the semidefinite cone projection) algorithms are needed in the ADMM algorithm for solving large-scale standard cone programs. • Other first-order methods (e.g. the subgradient method and the Frank-Wolfe (projection free) method) are also worth considering to exploit the problem structures. This, in contrast, may be achieved by packing all the structure information into the objective function, leaving only linear constraints. • To enable distributed implementation of the ADMM algorithm among macro BSs in heterogeneous Cloud-RAN, it is critical to exploit structures (e.g. decomposability [15] ) of the resulting problems for different coordination strategies.
CONCLUSIONS AND DISCUSSIONS
This article discussed the benefits and design challenges of the dense heterogeneous Cloud-RAN (also called MENG-RAN). Convex optimization methods were demonstrated to be 
