z = a 1 + a 2 x + a 3 y + a 4 x 2 + a 5 y 2 + a 6 xy (1) where coefficients a,..f are determined by linear regression and are unique for each neuron. The coefficients can be thought of as analogous to weights found in other types of neural networks. Slide: 3 GMDH with genetic selection GMDH with genetic selection
The GMDH algorithm is constructed in the same manner as the standard GMDH algorithm except for the selection process.
Selection procedure
• The initial state form n inputs only, there are no neurons.
• If there are k neurons already, the probability of a selection from inputs and from neurons is given by constant probability p 0 that one of the network inputs will be selected.
• Otherwise an already existing neuron is selected randomly with probability proportional to fitness. • After the new neuron is formed and evaluated it can immediately become a parent for another neuron.
Slide: 4
Linear regression Linear regression
Gauss-Markov assumptions [19]:
• The random errors have an expected value of 0.
• The random errors are uncorrelated.
• The random errors are homoscedastic, i.e., they all have the same variance.
Due to the nonlinearity of the problem as well as the GMDH network, the assumption of homoscedasticity is not met especially for the classification.
The truly optimal solution may lie somewhere in the neighborhood of the solution found by the LMS method, and we search for it by cloning. Slide: 5 Due to the Due to the nonlinearity nonlinearity of the of the problem as well as the GMDH problem as well as the GMDH network, the assumption of network, the assumption of homoscedasticity is not met homoscedasticity is not met especially for the classification. especially for the classification. 
Conclusions Conclusions
The homoscedasticity condition is not fulfilled in the GMDH network The true optimum may lie somewhere in the neighborhood of parameters computed by linear regression Cloning is a useful technique to get closer to the true minimum.
