In the last few years, an extensive literature has been focused on the 1 penalized least squares (Lasso) estimators of high dimensional linear regression when the number of covariates p is considerably larger than the sample size n. However, there is limited attention paid to the properties of the estimators when the errors or/and the covariates are serially dependent. In this study, we investigate the theoretical properties of the Lasso estimators for linear regression with random design under serially dependent and/or non-sub-Gaussian errors and covariates. In contrast to the traditional case in which the errors are i.i.d and have finite exponential moments, we show that p can at most be a power of n if the errors have only polynomial moments. In addition, the rate of convergence becomes slower due to the serial dependencies in errors and the covariates. We also consider sign consistency for model selection via Lasso when there are serial correlations in the errors or the covariates or both. Adopting the framework of functional dependence measure, we provide a detailed description on how the rates of convergence and the selection consistencies of the estimators depend on the dependence measures and moment conditions of the errors and the covariates. Simulation results show that Lasso regression can be substantially more powerful than the mixed frequency data sampling regression (MIDAS) in the presence of irrelevant variables. We apply the results obtained for the Lasso method to now-casting with mixed frequency data for which serially correlated errors and a large number of covariates are common. The empirical analysis shows that the Lasso procedure outperforms the MIDAS in both forecasting and now-casting.
Introduction
During the past two decades, there have been significant developments in high-dimensional linear regression analysis. Consider the usual regression setup for the response variable y i and the covariate vector x i ,
where β ∈ R p are unknown coefficients to be estimated, e i is the error term, and x T i denotes the transpose of x i . Denote the dimension of x i by p. In matrix notation, we can write the model as Y = Xβ+e, where Y is the n×1 outcome vector, X is the n×p design matrix, and e is the n×1 error vector. Under certain sparsity conditions on β, a great deal of attention has been focused on the 1 penalized least squares (Lasso) estimator of parameters when the number of variables p can be much larger than the sample size n; see Efron et al. (2004) , Zhao and Yu (2006) , and Meinshausen and Yu (2009) , among others. Other related approaches include the Dantzig-selector introduced by Candes and Tao (2007) , the adaptive Lasso of Zou (2006) , the Group Lasso proposed by Yuan and Lin (2006) and the SCAD estimator of Fan and Li (2001) , among others. Theoretical properties of those estimators have been established in the literature under the independence assumption; see, for example, Bickel et al. (2009) and Bühlmann and Van De Geer (2011) . Here we focus on the Lasso estimator, defined asβ = arg min
where λ ≥ 0 is a tuning parameter, controlling the level of sparsity inβ. Much of the available research dedicated to the Lasso problem deals with the case of large p and small n when the design matrix is static and the errors are independent and identically distributed (i.i.d.) random variables. On the other hand, in many real applications, x i consists of stochastic random variables that might be dynamically dependent or e i is serially dependent or both. Despite a considerable amount of recent work on Lasso estimators, there has been very limited research on theoretical properties of the estimates when the observations are dependent. Wang et al. (2007) proposed a Lasso estimator for the regression model with autoregressive errors. Gupta (2012) investigated Lasso estimator for weakly dependent errors. Both papers concentrate on the case when n is greater than p. More recently, Basu and Michailidis (2015) investigated theoretical properties of Lasso estimators with a random design for high-dimensional Gaussian processes. Kock and Callot (2015) established oracle inequalities of the Lasso for Gaussian errors in stationary vector autoregressive models. Wu and Wu (2016) analyzed Lasso estimator with a fixed design matrix and assumed that a restricted eigenvalue condition is satisfied. Medeiros and Mendes (2016) studied the asymptotic properties of the adaptive Lasso when the errors are nonGaussian and may be conditionally heteroskedastic. The goal of this paper is to investigate the limiting properties of Lasso estimators of model (1) in the presence of serial dependence in both the covariate vector x i and the errors.
In practice, many important macroeconomic variables are not sampled at the same frequency. For example, gross domestic product (GDP) data are available quarterly, industrial production data are monthly, and most interest rate data are available daily. Analyzing such data jointly is referred to as mixed-frequency data analysis. In the econometrics literature, Ghysels et al. (2004) proposed a mixed-data sampling (MIDAS) approach to analyze mixed-frequency data. In particular, they use newly available high-frequency data to improve the prediction of a lower-frequency macroeconomic variable of interest and refer to such predictions as now-casting. Consider, for example, the problem of predicting quarterly GDP growth rate y n+1 at the forecast origin i = n. Here the time interval is a quarter. Traditional forecasting uses data available at i = n to build a model, then employs the fitted model to perform prediction. In practice, some monthly and daily data become available during the quarter i = n + 1. Now-casting is to make use of such newly available monthly and daily data to update the prediction of y n+1 . Therefore, the term now-casting means taking advantages of high-frequency data within a given quarter to update the prediction of GDP growth rate of that quarter. In short, the basic principle of now-casting is the exploitation of the information which is published at higher frequencies than the target variable of interest in order to obtain an improved prediction before the official lower-frequency data becomes available. Since many high-frequency data are available, a large number of covariates are common in now-casting. Therefore, the model of Equation (1) with dependent covariates and errors is applicable to now-casting, and the Lasso method is highly relevant. The mixed-data sampling approach of Ghysels et al. (2004) has proven useful for various different forecasting and now-casting purposes. We compare the performance of Lasso regression with MIDAS in this paper.
The rest of the paper is structured as follows. Section 2 defines the high dimensional dependence measure, adopting the dependence concept of Wu (2005) . Section 3 deals with rates of convergence of Lasso estimators. Model selection consistency of Lasso estimators is given in Section 4, and simulation studies are carried out in Section 5. Section 6 considers some real data examples, including forecasting and now-casting applications.
We begin by introducing some basic definitions. Throughout the paper, for a matrix A = (a ij ) ∈ R p×p , define the spectral norm ρ(A) = sup |x|≤1 |Ax| and the Frobenius norm
Let |a| ∞ = max 1≤i≤p |a i | and |a| 0 = #{i : a i = 0}. For a random variable ξ ∈ L k , denote the q-norm by ξ q = (E |ξ| q ) 1/q for 1 ≤ q ≤ k. For two sequences of real numbers {a n } and {b n }, write a n = O(b n ) if there exists a constant C such that |a n | ≤ C |b n | holds for all sufficiently large n, write a n = o(b n ) if lim n→∞ a n /b n = 0, and write a n b n if there are positive constants c and C such that c ≤ a n /b n ≤ C for all sufficiently large n. Denote a ∧ b = min{a, b} and a ∨ b = max{a, b}.
High Dimensional Time Series
Let ε i , i ∈ Z, be i.i.d. random vectors and σ-field F i = (· · · , ε i−1 , ε i ). In our random-design setting, we assume that in model (1) the covariate process (x i , i = 1, ..., n) is high-dimensional and weakly stationary in the form
and the error e i assumes the form
where g 1 (·), ..., g p (·) and g e (·) are measurable functions in R such that x i is well-defined. We can allow models with homogeneous or heteroscedastic errors; see Example 1 of Section 3. In the homogeneous case, the covariate process (x i ) and the errors (e i ) can be independent of each other. Following Wu (2005) , we define the functional dependence measure
where the coupled process x * ij = g j (F * i ) and e * i = g e (F * i ) with F * i = (..., ε −1 , ε 0 , ε 1 , ..., ε i−1 , ε i ) and ε 0 , ε l , l ∈ Z, being i.i.d. random elements. We shall assume short-range dependence so that
Then for fixed m, ∆ m,q,j and ∆ m,q,e measure the cumulative effect of ε 0 on (x ij ) i≥m and (e i ) i≥m . We introduce the following dependence adjusted norm (DAN)
e . q,α = sup
It can happen that, due to dependence, e . q,α = ∞ while e i q < ∞.
e l − e * l q = e . q,0 , (11) by stationarity. If e i , i ∈ Z, are i.i.d., the dependence adjusted norm e . q,α and the L q norm e 0 q are equivalent in the sense that e 0 q ≤ e . q,α ≤ 2 e 0 q .
To account for the cross-sectional dependence for the p-dimensional stationary process (x i ), we define the L ∞ functional dependence measure and its corresponding dependence adjusted norm
Additionally, we define
where Ψ q,α and Υ q,α can be viewed as the uniform and the overall dependence adjusted norms of
In this paper, we use dependence adjusted norms |x . | ∞ q,α , Ψ q,α , and Υ q,α to study the limiting properties of Lasso estimators in the presence of serial dependence. These adjusted norms are more convenient than the commonly used mixing conditions for handling serial dependence in high-dimensional time series.
Convergence Rate of the Lasso estimator
In this section, we present the main results on convergence rate of the Lasso estimator for dependent data. We assume the true model parameter β has at most s non-zero entries, i.e., |β| 0 ≤ s. Let s = o(n). We assume also that the restricted eigenvalue assumption RE(s,3) of Bickel et al. (2009) holds for the population covariance matrix Σ = (σ jk ) 1≤j,k≤p = (Cov(x ij , x ik )) 1≤j,k≤p , namely,
In the low dimensional regime, the consistency ofβ relies on the assumption that sample covariance matrix converges to the population covariance matrix. The restricted eigenvalue conditions, which require that |X(β − β)| 2 is small only when |β − β| 2 is small, can be viewed as an analogous sufficient condition in high-dimensional regime (n p). As shown in the proof of Theorem 1, the RE condition for the sample covariance matrix will hold with high probability under certain conditions. However verifying that issue is nontrivial.
The following theorem shows the convergence rate ofβ to β and the prediction error |X(β −β)| 2 2 depend on the moment condition and the temporal and cross-sectional dependence conditions. Theorem 1. Assume that Ψ γ,α X = max j x .j γ,α X = M X < ∞ and e . q,αe = M e < ∞, where q, γ > 2 and α X , α e > 0. Define
Assume τ = qγ/(q + γ) and let α = min(α X , α e ). Define
any Lasso solutionβ satisfies,
with probability 1 − P 1 − P 2 , where
.., p} with |J| 0 = s, and define the events
We first need a positive lower bound on u Σ u/|u| 2 2 , uniformly over all u ∈ {u : |u J c | 1 ≤ 3|u J | 1 , u = 0}, that holds with high probability. On the event A, by Lemmas F.1 and F.3 of Basu and Michailidis (2015) , we have the following upper bound
Since inf |u J c | 1 ≤3|u J | 1 ,|u| 2 =1 u Σu = κ, we have, on the event A,
Sinceβ minimizes (2), we have
After some algebra, this reduces to
On the event B, the above inequality implies that
So (13), (14) and (15) follow on the event A ∩ B with a = κ 300s . Then we need to control the probability P(A c ) and P(B c ). By Hölder's inequality, we have for
Since α = min(α X , α e ), the dependence adjusted norm satisfies
Similarly, we have
Hence,
Employing a similar derivation, we can show that,
Note that (25), (27) and Lemma 3, we have,
If 1 < τ ≤ 2, applying (25), Lemma 2 and Markov inequality, we have
Similarly, we can prove P 1 = P(A c ).
Remark 1. Based on the theorem, we have the following cases: Assume M X 1 and M e 1. Consider γ > 4 and τ > 2. Under the weak cross-sectional dependence |x . | ∞ p 1/γ , which would hold if the p components of x ij (1 ≤ j ≤ p) are nearly independent, then the required sample size is n s 2 log p + s 1/(1−2ν/γ) (log p) 3/(2−4ν/γ) p 2/(γ−2ν) and regularization parameter satisfies λ log p/n + n ρ/τ −1 (log p) 3/2 p 1/γ . In comparison, Bonferroni Inequality and Lemma 1 in the Appendix would result in n s 2 log p + s 1/(1−2ν/γ) p 4/(γ−2ν) and λ log p/n + n ρ/τ −1 p 1/τ . In addition, under the strongest cross-sectional dependence |x . | ∞ 1, which would hold if the p components of x ij (1 ≤ j ≤ p) are linear combinations of fixed random variables, the required sample size is n s 2 log p + s 1/(1−2ν/γ) (log p) 3/(2−4ν/γ) and regularization parameter satisfies λ log p/n + n ρ/τ −1 (log p) 3/2 .
Next, we give an example to which the results of Theorem 1 apply.
Example 1. Consider the autoregressive model with exogenous inputs, that is, the ARX(a, b) model:
where a and b are nonnegative integers, z i follows a linear process given below and e i follows a GARCH(1,1) model. Assume the roots of the polynomial 1− a l=1 φ l B l are outside the unity circle, which ensures stationarity of the autoregressive part of the model. Also assume the population covariance matrix Σ = Ex i x i is positive definite. Let
Then it is easy to show e . q,αe < ∞.
Let ε ij , i, j ∈ Z, be i.i.d. random variables with mean 0, variance 1, and having finite qth moments, q > 2, and let A i , i ≥ 0, be p × d coefficient matrices with real entries such that
Then by Kolmogorov's three-series theorem the linear process
exists. Linear processes are widely used in practice and they include the popular ARMA processes.
where the constant K 2 ony depends on α Z and γ. Together with the assumption that the roots of the polynomial 1 − a l=1 φ l B l are outside the unity circle, we ensure max j x .j γ,α Z < ∞.
Model Selection Consistency
In this section, we extend the asymptotic properties of sign consistency for model selection via the Lasso to the dependent setting. The sign consistency of Lasso was introduced by Zhao and Yu (2006) . Without loss of generality, write β = (β 1 , ..., β s , ..., β p ) , where β j = 0 if j ≤ s and β j = 0 if j > s. That is, the first s predictors are relevant variables. Denote β = (β (1) , β (2) ) , where β (1) is a s × 1 vector. Correspondingly, for any i, denote
), where X (1) is the n × s sub-matrix consisting of the relevant variables, and X (2) is the n × (p − s) sub-matrix with the irrelevant ones. Similarly, consider the partition of Σ = Ex i x i as
where Σ 11 is a s × s sub-matrix with the relevant variables.
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To account for the cross-sectional dependence for the stationary process (x i(1) ) and (x i(2) ), we define the L ∞ functional dependence measure and its corresponding dependence adjusted norm
We employ similar conditions as those in Zhao and Yu (2006) . Define the strong irrepresentable condition of population covariance as follows: There exists a positive constant η ∈ (0, 1) such that
Theorem 2 below extends the results of Zhao and Yu (2006) to random design linear model with dependent errors. In comparison, Medeiros and Mendes (2016) derived asymptotic properties of sign consistency for the adaptive Lasso, while our results apply to the original Lasso and do not need any assumptions on weights. Note that even for heavy-tail variables, our results show that if the dependence is strong, the allowed dimension p can be as large as exponential of sample size n; see Remark 2 for more details.
, and e . q,αe = M e < ∞, where q > 2, γ > 4 and α X , α e > 0. Define
Then, when the sample size
the consistency probability P(β = s β) is at least
Proof. Reall |Σ 
Let X = (x 1 , ..., x n ) and denote by X (1) and X (2) the first s and last p − s columns of X. Denote
x i e i and W n (1), β (1) and W n (2), β (2) the first s and last p − s entries of W n and β, respectively.
On the event A 1 and A 2 , by Cauchy inequality, for s + 1 ≤ k ≤ p and letting
Similarly, on the event A 3 , it can be shown that
Setting a 1 = ηN 1 √ N 2 /(4s 2s max s+1≤k≤p σ kk ), a 2 = max s+1≤k≤p σ kk and a 3 = ηN 1 /(4s), we get
By Lemma 4,
Since N 1 = o(s max s+1≤k≤p σ kk ), N 2 ≥ N 1 /2 when n and p are sufficiently large. Then
Lemma 5, on the events A 1 , A 2 and A 3 , we obtain P(β = s β) ≤ P(B c ) + P(D c ), where
Simple application of the Cauchy inequality shows that
x ij e i ) 2 .
This yields
On the other hand, D ⊇ D 1 ∩ D 2 , where
and
Employing a similar derivation, we can show that, on the event A 2 ,
By carrying out similar procedures as those of Theorem 1, we can control the probability P(A c 1 ), P(A c 2 ), P(A c 3 ), P(B c ), P(D c 1 ) and P(D c 2 ). Then (35) follows.
Remark 2. In particular, assume M X 1, M e 1, σ 1, N 1 1, η 1. Also assume the weak temporal dependence case α X > 1/2 − 2/γ. If the dependence measure |x .(1) | ∞ γ,α X s 1/γ and |x .(2) | ∞ γ,α X p 1/γ , which would hold if the p components of x ij (1 ≤ j ≤ p) are nearly independent, then (33) and (34) reduce to
Additionally, if s = O(n c 1 ) and L n (c 2 −1)/2 for some 0 ≤ c 1 < c 2 /2 ≤ 1/2, then the existence of regularization parameter λ requires the dimension p n c 3 with
n (c 2 −1)/2 for some 0 ≤ c 1 < c 2 /2 ≤ 1/2, then the existence of regularization parameter λ requires the dimension p exp{n c 3 }, where c 3 =
3γ . In summary, the allowed dimension p varies from n c 3 to exp{n c 3 } depending on the crosssectional dependence.
Similar to that of Remark 1, results derived by Bonferroni Inequality and Lemma 1 in the Appendix would be worse that those of Theorem 2.
Note that if the assumptions in Example 1 hold, together with the Strong Irrepresentable Condition, the results of Theorem 2 continue to apply.
In general, the Strong Irrepresentable Condition is non-trivial, particularly since we do not know sign(β) a priori. Then, we need the Strong Irrepresentable Condition to hold for every possible combination of different signs and placement of zeros. We give a simple example below in which the Strong Irrepresentable Condition is guaranteed. All diagonal elements of Σ are assumed to be 1 which is equivalent to normalizing all covariates in the model to the same scale since Strong Irrepresentable Condition is invariant under any common scaling of Σ.
Example 2. Consider the following autoregressive model with exogenous inputs model:
where a is nonnegative finite integer, z i is independent of e i , and the errors e i are homogeneous. Assume the roots of the polynomial 1 − a l=1 φ l B l are outside the unity circle, which ensures stationarity of the autoregressive part of the model. Also assume Σ = Ex i x i is positive definite. Furthermore, suppose β has s nonzero entries. Similar to Corollary 2 in Zhao and Yu (2006) , Σ has 1's on the diagonal and bounded correlation |σ jk | ≤ c 2s−1 for a constant 0 < c < 1 then Strong Irrepresentable Condition holds. In this case, we need autocorrelation of y i to be very weak, and all the covariates z i are slightly correlated.
Simulation Study
In this section, we use simulation to demonstrate the performance of Lasso regression for dependent data in finite samples and to compare its efficacy with the mixed-frequency data sampling regression (MIDAS) commonly used in the econometric literature; see Ghysels et al. (2004) .
We first consider the following data generating process,
where φ = 0.6 and each element of β s is given by β s,j = (1). Model 1: The explanatory variable process x i is a VAR(4) process, where A 1 and A 4 assume a block-diagonal structure and A 2 = A 3 = 0. In particular, the first two and the last two blocks are 5 × 5 matrices with all entries of the blocks of A 1 equal to 0.15 and all entries of the blocks of A 4 equal to −0.1. The other blocks are 10 × 10 matrices with all elements of the blocks of A 1 equal to 0.075 and all elements of the blocks of A 4 equal to −0.05. This structure could be motivated by a model built for mixed-frequency data with some quarterly time series often encountered in macroeconometric analysis.
(2). Model 2: The explanatory variable process x i follows a VAR(1) model, where A 1 is blockdiagonal with the same block structure given by Model 1. The (j, k)th entry of the block is (−1) |j−k| ρ |j−k|+1 with ρ = 0.4. Hence, the entries decrease exponentially fast with their distances from the diagonal.
We employ sample sizes n = 50, 100, 200 with different choices of p and s. We set p = 100, 200, 400 and s = 5, 10, 20. For comparison, we also simulate a response series from a MIDAS model. In the model (40), for s = 5, 10, 20, let β s = β(1), (β(1) T , β(2) T ) T or (β(1) T , β(2) T , β(3) T ) T respectively, with
where β(1) and β(2) have 5 variables, β(3) has 10 variables, and δ = (δ 1 , δ 2 ) = (0.5, −1) . All the other settings are the same as above. The two choices of x i as in Models 1 and 2 are used, and we denote the resulting MIDAS models as Models 3 and 4, respectively. The models estimated by Lasso are with λ selected by the BIC; see Bühlmann and Van De Geer (2011) . We also employed models with λ selected by cross validation but found that cross-validation does not improve the results while being considerably more slower in computation. For the models estimated by MIDAS, we only consider Exponential Almon lag polynomial weighting scheme (see (41)) for the first 100 variables and impute the true values as initial values. Table 1 shows the average of absolute error (AE), the average of root mean squared error (RMSE) for the Lasso estimators and MIDAS estimators over the 10,000 Monte Carlo simulations for the data generating processes used. The AE and the RMSE are defined as,
where MC denotes the number of Monte Carlo repetitions. From the table, it is clear that both the AE and RMSE measures show that the Lasso regression provides substantially more accurate parameter estimation than the mixed-frequency data sampling regression (MIDAS) in the presence of irrelevant variables. Also, as expected, the AE and the RMSE of the estimators decrease with n and p, but increase with s.
To evaluate the performance of out-of-sample forecasts, we use the estimated parameters to compute one-step-ahead forecasts and consider a total of 10 out-of-sample observations, denoted by y n+1 , . . . , y n+10 . Table 2 shows the average absolute forecast error (AFE) and the average root mean squared forecast error (RMSFE) over the 10,000 Monte Carlo simulations, which are calculated as
The forecasting results in Table 2 show that the Lasso regression has much smaller AE and RMSFE than the MIDAS in all settings. Furthermore, the results show clearly that the performance of the Lasso regression and the MIDAS improves with the sample size, but deteriorates as the number of relevant variables s increases. Finally, both AE and RMSFE of the Lasso regression decrease fast than those of MIDAS as n grows. As a matter of fact, the AE and the RMSFE of the MIDAS remain high even when n = 200. Since we only fit MIDAS through the first 100 variables, the performance of the MIDAS does not change as p grows. Overall, in the presence of irrelevant variables, the Lasso regression significantly outperforms the MIDAS regression.
Empirical Analysis
We consider the problem of predicting the growth rate of U.S. quarterly gross domestic product (GDP). In addition, nine (9) macroeconomic variables with different sampling frequencies are also Table 2 : Performance of Out-of-sample predictions of Lasso regression and mixed frequency data sampling regression (MIDAS). The results are based on 10 one-step ahead predictions and 10,000 iterations, where AFE and RMSFE denote the average absolute forecast errors and root mean squared forecast errors, respectively, and s, p, and n are the number of non-zero parameters, the dimension of regressors, and sample size. For MIDAS, the maximum p is fixed at 100. 
where a and B l are nonnegative integers, y i is the growth rate (first difference of natural logarithm) of U.S. quarterly seasonally adjusted real GDP and z l,· 's are the high-frequency covariates with frequency m l , e.g., m l = 3 for monthly data. The nine covariates considered in this study are: z 1,· is the change of monthly civilian unemployment rates, z 2,· is the growth rate of monthly all employees total payrolls, z 3,· is the growth rate of monthly industrial production total index, z 4,· is the growth rate of monthly consumer price index, z 5,· is the growth rate of monthly Moody's Seasoned Baa Corporate Bond Yields, z 6,· is the change of daily 3-Month Treasury Bill Secondary Market Rate, z 7,· is the change of daily 10-Year Treasury Constant Maturity Rate, z 8,· is the change of daily NASDAQ Composite Index, and z 9,· is the change of daily Wilshire 5000 Total Market Full Cap Index. The transformations of all variables are based on those of Stock and Watson (2002) . Note that all the data are seasonally adjusted if necessary, and the explanatory variables are monthly or daily data. For daily variables z 6,· and z 7,· , we only use data of the first 16 trading days in a month. For daily variables z 8,· and z 9,· , we only use data of the first 15 trading days. The sampling period was from January 1980 to February 2017, but the prediction origin started with the second quarter of 2013 and ended with the first quarter of 2017. Two types of empirical analysis are entertained. First, we consider a linear model with all explanatory variables and estimated by the Lasso procedure. For comparison, we include a model with all explanatory variables except the NASDAQ Composite Index and Wilshire 5000 Total Market Full Cap Index, estimated by the MIDAS regression (denoted by MIDAS-B model), a model with monthly all-employees total payrolls as the only explanatory variable, also estimated by MIDAS (denoted by MIDAS-A model), and a simple ARMA model of the GDP growth rates (denoted by ARMA model). We use BIC to select the number of autoregressive lags (a) and the lags (B l ) of explanatory variables. The Lasso tuning parameter λ is also chosen by the BIC; see Bühlmann and Van De Geer (2011) . Here we aggregate daily explanatory variables z 6 and z 7 to weekly frequency for the MIDAS regression. Table 3 shows the median absolute deviation (MAD), the mean absolute error (MAE), and the root mean squared error (RMSE) for the prediction period. From the table, it is clear that the Lasso based model outperforms all the other models in this particular instance. The poor performance of MIDAS-B is likely due to using too many explanatory variables with multiple sampling frequencies. Figure 1 displays the cumulative absolute errors and the cumulative squared errors for different models in predicting the GDP growth rate. It shows clearly that the Lasso model is the best one. The MIDAS-A model also improves the prediction errors over the simple ARMA model. However, the MIDAS-B model fares poorly. Consequently, unlike the Lasso model, the MIDAS regression is not robust to the presence of irrelevant regressors. In fact, the MIDAS regression is also sensitive to the weighting schemes and the starting points of its optimization program.
Turn to comparison between forecasting and now-casting. Recall that the goal of now-casting is to take advantages of available high-frequency data to improve the prediction of lower-frequency variables of interest. For the quarterly GDP growth rate, during the quarter of interest, some monthly macroeconomic variables and even some daily economic variables become available, nowcasting attempts to update the GDP prediction by incorporating those newly available high- frequency explanatory variables. In this exercise, we consider now-casting with the first month data within the quarter available and the first two months data available.
For comparison purpose, we employ an autoregressive (AR) model
as a benchmark for prediction. The AR order is selected by the BIC in the modeling subsample and is assumed to be fixed in the forecasting subsample. The AR model in Equation (43) is estimated by two ways. First, it is estimated by the ordinary least squares method and we denote the model by AR-OLS. Second, assuming sparsity, we estimate the AR model via Lasso method with the tuning parameter λ also selected by BIC. The forecasting result of this model is denoted by AR-Lasso. These two models represent the performance of forecasting. For now-casting, we augment the AR model in Equation (43) with all explanatory variables available in the first month of the quarter and denote the resulting results by Now-casting 1. Similarly, if we augment the AR model with all explanatory variables available in the first two months of the quarter, then the results are denoted by Now-casting 2. Specifically, for now-casting, we employ the model
where x i denotes the available high-frequency explanatory variables. For Now-casting 1, x i consists of data of the first month into a given quarter whereas for Now-casting 2, it consists of data of the first two months into a given quarter. In this exercise, we use all monthly and daily high-frequency variables z 1,· , · · · , z 9,· . We denote the results for MIDAS regression as MIDAS-C Now-casting 1 and MIDAS-C Now-casting 2, respectively. Finally, we also employ a MIDAS regression that only uses explanatory variables z 1,· , · · · , z 7,· in the now-casting and denote the results as MIDAS-D. Table 4 summarizes the performance of now-casting in predicting U.S. quarterly GDP growth rates in the forecasting period. From the table, we make the following observations. First, as expected, now-casting fares better than forecasting. The only exception is MIDAS-D now-casting. Second, also as expected, Now-casting 2 shows some improvement over Now-casting 1 for a given model. Keep in mind, however, Now-casting 1 is available one month into a quarter whereas Nowcasting 2 needs to wait for an additional month. Third, from the performance of MIDAS-C and MIDAS-D, the stock market indexes do not seem to be helpful in predicting the GDP growth rate. In real applications, there exist many high-frequency explanatory variables, but their contributions to predicting the low-frequency variable of interest in unknown a priori. In this situation, the results obtained in this paper suggest that the Lasso regression could be helpful. Figure 2 shows both the Lasso model and the MIDAS-B model improve the prediction via nowcasting. But when irrelevant variables exist, MIDAS regression might encounter some difficulties. 
Appendix
In this appendix, we describe some lemmas used in the paper. Lemma 1. Assume that e . q,α < ∞, where q > 2 and α > 0. Let ς n = 1 (resp. (log n) 1+2q or n q/2−1−αq ) if α > 1/2 − 1/q (resp. α = 0 or α < 1/2 − 1/q). Then for all x > 0, S n = n i=1 e i , P(|S n | ≥ x) ≤ K 1 ς n n e .,α x q + K 2 exp − K 3 x 2 n e . 2 2,α where K 1 , K 2 , K 3 are constants that depend only on q and α.
Proof. See Wu and Wu (2016) Theorem 2.
Lemma 2. Assume that e . q,0 < ∞, where q > 1. Let q = min{2, q}. Then for S n = n i=1 e i , E(|S n | q ) ≤ K 0 n q/q e .,0 , where K 0 is a constant that depends only on q.
Proof. See Wu (2007) .
Lemma 3. Assume |x . | ∞ q,α < ∞, where q > 2 and α > 0, and Ψ 2,α < ∞, T n = n i=1 x i . (i) If α > 1/2 − 1/q, then for x √ n log pΨ 2,α + n 1/q (log p) 3/2 |x . | ∞ q,α , P(|T n | ∞ ≥ x) ≤ K q,α n(log p) q/2 |x . | ∞,α .., z 9,· . Now-casting 1 and Now-casting 2 represent predicting quarterly GDP growth rate when the first month and the first two months data are available, respectively. 21
