In this paper, a variable-precision dominance-based rough set approach (VP-DRSA) is proposed together with several VP-DRSA-based approaches to attribute reduction. The properties of VP-DRSA are shown in comparison to previous dominance-based rough set approaches. An advantage of VP-DRSA over variable-consistency dominance-based rough set approach in decision rule induction is emphasized. Some relations among the VP-DRSA-based attribute reduction approaches are investigated.
Introduction
The rough set approach proposed by Pawlak [9] provides useful tools for reasoning from data. It is applied to various fields such as medicine, engineering, management and economy. In the rough set approach, it is assumed that a collection of objects represented by values of many attributes is given. Such a collection of object data is represented by a table whose rows and columns correspond to objects and attributes, respectively. The attributes are usually divided into many condition attributes and a decision attribute and the table is called a decision table. Condition attributes are attributes which may explain the decision attribute value. Attribute reduction for the analysis of important attributes and decision rule induction for the explanation of decision attribute by means of condition attributes are major topics in rough set approaches [10, 11] .
In the classical rough set approach, all attributes are implicitly assumed to be nominal. However, in the real world applications, we may encounter cases that some attributes are ordinal. For example, test scores, evaluations of quality, weights, etc. can be regarded as ordinal attributes, i.e., for those attributes, we may have inequality or preference relations on their attribute values. Moreover, ordinal decision attributes can be monotone with respect to condition attributes. For example, considering a decision table composed of scores of several subjects and total evaluation, we may assume a monotonicity that the better scores an object takes in all subjects, the better its total evaluation is. In the cases when the monotonicity between ordinal condition attributes and the ordinal decision attribute is assumed, the induced rules obtained by the classical rough set approach are sometimes inconsistent with the monotonicity as pointed out by Greco et al. [1, 2] . In order to overcome this inexpedience, the dominance-based rough set approach (DRSA) has been proposed by them [1, 2] . DRSA can treat ordinal condition and decision attributes as well as nominal ones so that the results are always consistent with the monotonicity. values of attribute a) and an information function q : U Â C [ fdg ! V. In Table 1 , we have U ¼ fS1; S2; . . . ; S17g, In the real world, we may come across the decision tables where the better condition attribute values are, the better the decision value is. For example, in Table 1 , we assume a student having better evaluations in Math and Lit, he/she would have a better value in PS. However, an inconsistency with this monotonicity is found in Table 1 . For example, an inconsistency is found in evaluation between S3 and S9. S3 takes much better evaluations in Math and Lit but a worse result in PS than S9. Such an inconsistency can occur (a) when the decision maker has a hesitation in the evaluation, (b) when some related condition attributes are missing, (c) when the condition attribute data are substituted ones (e.g., trial examination scores in this example) for those used for the evaluation of the decision attribute, (d) when data are recorded mistakenly, and so on. Such inconsistencies included in given decision tables lead to counter-intuitive results in the classical rough set approach. To avoid such counter-intuitive results, the dominance-based rough set approach (DRSA) has been proposed by Greco et al. [1, 2] . In DRSA, we can treat nominal and ordinal condition attributes at the same time but in this paper, for the sake of simplicity, we consider a case that all condition attributes are ordinal. By this simplification, we do not lose the essence of the proposed approach.
Dominance-based rough set approach
Let Cl t , t ¼ 1; 2; . . . ; n be decision classes. Namely, to each decision attribute value v dt , we define Cl t ¼ fx 2 U : qðx; dÞ ¼ v dt g. We assume a total order for decision attribute values such that In order to reflect the total order and dominance relations, the following upward and downward unions of decision classes are considered:
Then, we have
where we define Cl 6 0 ¼ Cl P nþ1 ¼ ; so that the second equalities are valid for t ¼ 1; 2; . . . ; n. On the other hand, using dominance relations on condition attribute values, a dominance relation between objects with respect to a set of condition attributes P # C is defined by xD P y () qðx; pÞ # p qðy; pÞ for all p 2 P; 
Given P # C, for t ¼ 1; 2; . . . ; n, P-lower and P-upper approximations of Cl P t and Cl 6 t are defined as follows:
Moreover, for t ¼ 1; 2 . . . ; n, boundary regions Bn P ðCl P t Þ and Bn P ðCl 6 t Þ can be defined by
Using those upper and lower approximations, decision tables with dominance relations can be analyzed in the same way as the classical rough set approach. We have the following properties:
By definition, upper approximations PðCl Moreover, when Q # P # C, we have the following monotonicity:
Attribute reduction in DRSA
Attribute reduction is one of major topics in the rough set approach. By the method, superfluous condition attributes are removed so that we may find condition attributes related to the decision attribute. The obtained sets of condition attributes are called reducts.
In DRSA, a few approaches to attribute reduction have been already proposed. Susmaga et al. [14] proposed the reduct preserving the quality of sorting c P ðCÞ, where C ¼ fCl 1 ; Cl 2 ; . . . ; Cl n g and, for P # C, c P ðCÞ is defined by 
Yang et al. [15] proposed four kinds of reducts for an incomplete decision table with dominance relations. They are reducts preserving lower/upper approximations of upward/downward unions. Inuiguchi and Yoshioka [6] proposed several kinds of reducts and investigated their relations. They are reducts preserving only lower approximations, only upper approximations, both lower and upper approximations and boundary regions of upward/downward unions. Inuiguchi and Yoshioka showed that they are only three different kinds. Four kinds of reducts by Yang et al. [15] are same as four kinds of reducts by Inuiguchi and Yoshioka [6] . Since those reducts are based on upward and downward unions, they are called union-based reducts [6] . Since we will investigate union-based reducts in a variable-precision dominance-based rough set approach, let us show the definitions of the previously proposed union-based reducts.
. . . ; n, and
Definition 2 (L 6 -reduct). A set P # C is called an L 6 -reduct if and only if
As shown in Inuiguchi and Yoshioka [6] , we have If P is an L } -reduct then P satisfies ðL1 P Þ and ðL1 6 Þ.
Moreover, we obtain the following assertions:
(a) An L P -reduct is a minimal condition attribute set preserving upper approximations of downward unions.
(b) An L 6 -reduct is a minimal condition attribute set preserving upper approximations of upward unions. (c) An L } -reduct is a minimal condition attribute set preserving upper approximations of both downward and upward
} -reduct is a minimal condition attribute set preserving boundary regions of upward unions as well as a minimal condition attribute set preserving boundary regions of downward unions.
Assertions (a)-(c) are obtained directly from (14) . An assertion similar to (d) is shown in [6] . The proof of assertion (d) is give in Appendix for confirmation.
The strong-weak relation among L P -, L 6 -and L } -reducts is depicted in Fig. 1 . Fig. 1 shows that the condition to be an L } -reduct is stronger than those to be L P -and L 6 -reducts. Therefore, for each L } -reduct P 1 , there exist L P -reduct P 2 and L 6 -reduct P 3 such that P 1 P 2 and P 1 P 3 .
In the classical rough set approach, reducts are enumerated by a discernibility matrix method [12] . It is shown that L P -, L 6 -and L } -reducts are also enumerated by discernibility matrix methods with appropriate modifications (see [15, 6] ).
Consider the following ði; j; kÞ-components of two discernibility matrices: (6) and (7), we obtain CðCl P Y Þ ¼ fS1; S2; S3g and Tables 3 and 4 , respectively. Therefore, omitting the same terms, we have
Hence, {Lit} is a unique L P -reduct, {Math} and {Art} are L 6 -reducts and {Math, Lit} and {Lit, Art} are L } -reducts and no other union-based reduct exists.
3. Variable-precision dominance-based rough set approach
Inexpediences caused by aberrant data
Consider a decision table given in Table 1 again. As described already, this decision table includes inconsistencies. The values of S3 can be regarded as aberrant data. This inconsistency may be caused by some error in recording or by hesitation of the evaluator. Let us see what inexpediences can happen in such cases in DRSA.
From Table 1 , we have Cl P Y ¼ fS1; S2; S4; S5; S7; S8; S9g and Cl
6
N ¼ fS3; S6; S10; S11; . . . ; S17g. Let P ¼ C ¼ fMath; Litg then we obtain PðCl P Y Þ ¼ fS1; S2; S7; S8g; PðCl 6 N Þ ¼ fS6; S10; S11; . . . ; S17g:
Based on these results, we can induce the following decision rules: if qðx; MathÞ # Math E then qðx; PSÞ # PS Y, if qðx; LitÞ # Lit E then qðx; PSÞ # PS Y, if qðx; MathÞ " Math B then qðx; PSÞ " PS N, if qðx; LitÞ " Lit VB then qðx; PSÞ " PS N.
The obtained rules can be illustrated on the Math-Lit coordinate as shown in Fig. 2 . By the existence of aberrant data, the P-lower approximation of Cl P Y becomes small. Thus decision rules induced from PðCl P Y Þ cover only small areas. A relatively big area on the Math-Lit coordinate has no estimated value of PS.
A previous approach to aberrant data
In order to overcome this inexpediences caused by aberrant data, the variable-consistency dominance-based rough set approach (VC-DRSA) [2, 3] has been proposed. In the approach, it is assumed that the aberrance comes from the hesitation in the judgment by the evaluator. Let us introduce VC-DRSA, briefly.
The degree of consistency of a fact that an object x 2 U belongs to Cl P t with respect to P # C is defined by where jXj stands for the cardinality of a set X. Then, given a consistency level l 2 ð0:5; 1, a P-lower approximation of Cl P t with respect to P # C is defined as a set of objects x 2 Cl P t whose consistency degrees are not less than l, i.e.,
Similarly, a P-lower approximation of Cl 6 t with respect to P # C is defined by
By using the duality, P-upper approximations of Cl P t and Cl 6 t with respect to P # C can be defined by
P-lower and P-upper approximations in VC-DRSA satisfy
These equations correspond to (11) . However, P-lower and P-upper approximations in VC-DRSA do not have properties corresponding to (16) and (17). Namely, P-lower and P-upper approximations are not always represented by unions of D These rules are illustrated in Fig. 3 . Decision rules obtained by VC-DRSA cover larger area on the Math-Lit coordinate than those obtained by DRSA. The conflicts occur in the shaded box with bold edges in Fig. 3 . This area implies the hesitant area for the decision maker in VC-DRSA. It is large because the aberrant data locates near the upper left corner. Moreover, we observe that although S4 2 Cl P Y takes better values in both Math and Lit than S5 and S9, it is not included in P l ðCl P Y Þ while S5 and S9 are. A similar strange result can be also found in the obtained decision rules. Namely, although the second rule obtained from S5 has stronger condition than the forth rule obtained from S9, the second rule takes smaller consistency level than the forth. Such strange results can happen in VC-DRSA applications to decision tables including aberrant data caused by errors.
Finally, we note that, under the policy inducing only rules with stronger consistency, the second rule cannot be obtained and this strange result will never appear. However, we do not know whether the policy hiding the strangeness is really good or not. At any rate, VC-DRSA is applicable to cases when the inconsistency comes from the hesitation in evaluation.
Definitions and properties of variable-precision dominance-based rough sets
In order to treat the inconsistency caused by errors in recording, measurement and observation, by missing condition attributes related to the decision, and by the unstable nature of the system represented by the decision table, we propose a variable-precision dominance-based rough set approach (VP-DRSA). As a counterpart of consistency degree in VC-DRSA, we define the precision of x 2 Cl
Let us interpret the precision b. For any y 2 D À P ðxÞ, from the dominance relation D P , we may infer that qðx; dÞ # d qðy; dÞ, i.e.,
x is included in a decision class not worse than the decision class to which y belongs. Thus, for any y 2 D À P ðxÞ \ Cl P t , we may infer x 2 Cl P t . Hence, jD À P ðxÞ \ Cl P t j is the number of objects which endorse x 2 Cl P t . On the contrary, by the same consideration, for any
tÀ1 j is the number of objects which endorse x R Cl P t . Other objects endorse neither x 2 Cl P t nor x R Cl P t . Therefore, b is the ratio of objects endorsing x 2 Cl P t to all objects endorsing x 2 Cl P t or x R Cl P t . Then, given a precision level l 2 ð0:5; 1, corresponding to the P-lower approximation of Cl P t , a P-positive region of Cl P t with respect to P # C is defined as a set of objects x 2 U whose degrees of precision are not less than l, i.e.,
Similarly, a P-positive region of Cl 6 t with respect to P # C is defined by At first glance, it is not easy to understand P-positive regions defined by (32) and (33) are counterparts of P-positive regions of the classical variable precision rough set approach (VP-RSA) [16] . In VP-RSA, instead of dominance relation D P , indiscernibility relation I P such that xI P y () qðx; pÞ ¼ qðy; pÞ for all p 2 P is used. The indiscernibility relation is an equivalence relation and the equivalence class of object x 2 U is defined by I P ðxÞ ¼ fy 2 U : xI P yg ¼ fy 2 U : yI P xg. Then the precision of x 2 Cl t is defined by
Then the positive region of VP-RSA is defined by
where l 2 ð0:5; 1 is a predetermined precision level. Because we have Cl
, the rightmost representation of b I in (37) corresponds to (31).
Moreover, in the setting of VP-RSA, objects in equivalence class I P ðxÞ are supposed to be in the same class as x. Therefore, jI P ðxÞ \ Cl t j and jI P ðxÞ \ ðU À Cl t Þj are understood as the numbers of objects which endorse x 2 Cl t and x R Cl t , respectively. b I is understood as the ratio of objects endorsing x 2 Cl t to all objects endorsing x 2 Cl t or x R Cl t . The meaning is also concordant with that of (31) t with respect to P # C. Using the duality, they are defined by
We can define P-boundary regions of Cl P t and Cl 6 t with respect to P # C as follows:
For positive and nonnegative regions defined above satisfy the following relations:
While (44) and (45) are valid, t Þ are not always valid. This property is same as the classical variable precision rough sets [16] .
In the case of VP-DRSA, the monotonicity expressed by (18) and (19) cannot be always satisfied. Moreover, by virtue of (40) and (41), any object in U belongs to at least one of upper approximations of upward/downward unions.
Moreover, because D P is reflexive and transitive, we have 
The first four properties correspond to (16) , (17), (6) and (7) in DRSA, respectively. These properties are important to obtain decision rules with fewer conflictions. All of these properties are not always satisfied with P-lower and P-upper approximations in VC-DRSA but with P-lower and P-upper approximations in DRSA. Table 1 Let us apply VP-DRSA to Table 1 . As discussed in the previous subsections, applications of DRSA and VC-DRSA to decision tables including aberrant data were not very successful. We will see how Table 1 We note that while the consistency degree a of a decision rule induced by VC-DRSA can be understood as the percentage of objects satisfying the conclusion among objects satisfying the premise of the rule, the degree of precision b of a decision rule induced by VP-DRSA can be understood as the percentage of objects supporting the conclusion among objects qualifying decision attribute values under the premises of the rules. The above induced rules are illustrated in Fig. 4 . In VP-DRSA, the decision attribute value of the aberrant data S3 which can be regarded as error is changed to PS ¼ Y by endorsements based on S4, S5 and S9. P-lower approximations in VP-DRSA become larger than that in DRSA. By the change of decision attribute value of S3, an additional decision rule with 0.75 precision is obtained from decision rules in DRSA.
Application to
By reduction of l to 0.6, S5 is included in the P-positive region of Cl 4. Attribute reduction in the variable-precision dominance-based rough set approach
Union-based preserving reducts
Let us discuss attribute reduction in VP-DRSA. We have defined positive regions, nonnegative regions and boundary regions of upward and downward unions. We may consider reducts preserving some of those regions. Considering all possible combinations, we may consider 2 6 kinds of reducts. However, positive regions, nonnegative regions and boundary regions of upward and downward unions are related one another as shown in (36)- (46). Considering those relations, we can define the following four reducts:
A set of condition attributes, P # C is called a 'reduct preserving positive regions of upward unions' or simply an 'L P l -reduct' if and only if
. . . ; n, and ðL2
Definition 5 (L 
. . . ; n. 
N Þ ¼ fS6; S10; S11; S12; S13; S14; S15; S16; S17g; ð61Þ
N Þ ¼ fS10; S11; S12; S13; S14; S15; S16; S17g; ð62Þ
N Þ ¼ fS6; S7; S8; S9; S10; S11; S12; S13; S14; S15; S16; S17g; ð63Þ
N Þ ¼ fS7; S8; S9; S10; S11; S12; S13; S14; S15; S16; S17g; ð64Þ
The strong-weak relations among those reducts are depicted in Fig. 5 . Even in VP-DRSA, the relation of union-based preserving reducts becomes simple.
Being different from the classical variable precision rough set model, no union-based preserving reduct in VP-DRSA can be enumerated by a discernibility matrix method. This means that we cannot enumerate reducts by combining explicable reasons in terms of condition attributes for the membership differences between two objects. A counter-example is given as follows.
Consider a decision table given in Table 6 . Let l ¼ 0:65. Then we obtain N Þ with respect to the dominance relation induced from condition attribute values, it suffices to collect condition attributes each of which can explain the membership difference between S7 and S4 and that between S8 and S4. Math and Phy are collected for S7 and S4 while all condition attributes are collected for S8 and S4. Therefore, the discernibility matrix approach suggests that {Math} and {Phy} are L P l -reducts. However, for example, considering P ¼ fMathg, we obtain
N Þ ¼ fS4; S9; S10; S11g; ð76Þ
N Þ ¼ fS4; S7; S8; S9; S10; S11g; ð77Þ
As a result, P ¼ fMathg is not an L P l -reduct. We note that in the example above, we have POS
l -reducts and L P l -reducts can be observed in a similar example, e.g., the example where the orders by dominance relations are reversed. From this observation, we know that we cannot always enumerate all union-based reducts in VP-DRSA based on a discernibility matrix. Hence, to enumerate all union-based preserving reducts in VP-DRSA, an exhaustive enumeration would be necessary.
Union-based enhancing reducts
As described in Section 3, the monotonicity expressed by (18) and (19) cannot be always satisfied. Namely, by dropping some condition attributes, we may have larger positive regions than the case using all condition attributes. In one aspect, it can be seen that VP-DRSA is proposed for the enlargement of positive regions so that the induced certain decision rules are more applicable. From this point of view, dropping condition attributes is preferred if the positive regions are enlarged.
Because preserving positive regions exhibits enlarging them, reducts preserving positive regions are not always sufficient. In this subsection, we consider reducts enhancing positive, nonnegative and boundary regions, where enhancing stands for resulting in a preferred situation. The following situations are regarded as preferred: a situation where some positive regions are enlarged while the other positive regions are preserved, a situation where some boundary regions are reduced while the other boundary regions are preserved.
Note that by virtue of (36) and (37), the first situation is equivalent to a situation where some nonnegative regions are reduced while the other nonnegative regions are preserved, As in union-based preserving reducts, we consider the following six reducts as a basis:
A set of condition attributes, P # C is called a 'reduct enhancing positive regions of upward unions' or simply an ' b L P l -reduct' if and only if
Definition 13 ( b L B 
We now discuss the strong-weak relations among those reducts and the exhaustiveness. From properties (36)-(46) and definitions, we obtain 
We demonstrate only the following assertions:
We give counter-examples related to those assertions. By reversing the orders of dominance relations in the given counterexamples, we obtain
First let us consider (84) and (85). A counter-example is given by Table 6 . Let P ¼ fMathg and l ¼ 0:65. As is shown in (67)-(78), we have POS
Let us move to (86) and (87). A counter-example is given by Table 5 . Let P ¼ fMathg and l ¼ 0:7. As is shown in (55)-(66), we have BND l -reduct and at the same time a superset of a B } l -reduct. As is investigated in the case of union-based preserving reducts, no union-based enhancing reduct can be enumerated by a discernibility matrix method. Therefore, we may need to use an exhaustive enumeration technique for enumerating all reducts. However, a simple algorithm like QUICKREDUCT Algorithm [7] can be useful for obtaining an approximate reduct.
Finally, the strong-weak relations among four union-based preserving reducts and six union-based enhancing reducts are depicted in Fig. 7 . We have 10 kinds of reducts. The selection of the reduct may depend on the aim of application and the size of reduct. If the analysts were interested in the lower bounds of decision classes, L t -and B } t -reducts. As the analysts change the level of reducts, the size can be small with sacrificing the quality of solution. Then the selection of the reduct can be made by a trade-off analysis between the size and the quality.
Concluding remarks
In this paper, we proposed a variable-precision dominance-based rough set approach (VP-DRSA). When condition attributes and the decision attribute in given decision tables are ordinal and monotonically related, dominance-based rough set approach (DRSA) is effective. However, hesitation in evaluation of decision attribute values is assumed in given decision tables, DRSA is not always advantageous. In this case, variable-consistency dominance-based rough set approach (VC-DRSA) can work appropriately. Moreover, when some errors in recording, measurement and observation, some related condition attributes are missing in the given decision tables or the system represented by the decision table is unstable, neither DRSA nor VC-DRSA are not always effective. Some appropriate treatment of errors is necessary as in the classical variable precision rough set approach (VP-RSA). Then VP-DRSA was proposed to cope with those decision tables. Though VP-DRSA is similar to VC-DRSA, VP-DRSA has different properties from VC-DRSA. Because of its properties, VP-DRSA is effective to decision rule induction.
We investigated attribute reduction in VP-DRSA. Possible definitions of reducts based on positive, nonnegative and boundary regions of upward and downward unions, i.e., union-based reducts, were studied. Four kinds of union-based preserving reducts and six kinds of union-based enhancing reducts were proposed. The relations among those reducts were investigated. The differences were shown by simple numerical examples. The impossibility of the enumeration of all reducts was also demonstrated by a simple example.
The reducts based on positive, nonnegative and boundary regions of decision classes [8] , i.e., class-based reducts, were not investigated in this paper. The study on class-based reducts is one of future research topics. Moreover, applications of VP-DRSA to real world data are expected in future.
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Appendix. Proof of assertion (d)
By (8) and (14), it is straightforwardly obtained that L } -reduct is a condition attribute set preserving boundary regions of upward unions as well as boundary regions of downward unions. Then we prove the minimality. We first prove that an arbitrary condition attribute set preserving boundary regions of upward unions (or equivalently downward unions) preserves lower approximations of both upward and downward unions. Suppose boundary regions of upward unions are preserved but lower approximations of both upward and downward unions are not. Under this supposition, two cases are possible: (i) lower approximations of upward unions are not preserved and (ii) upper approximations of downward unions are not preserved. Consider case (i). In this case, by the monotonicity, there exists at least one object such that x 2 CðCl P t Þ but x R PðCl P t Þ. To preserve boundary regions of upward unions, we should have x R PðCl P t Þ. However, we have x 2 CðCl P t Þ # CðCl P t Þ # PðCl P t Þ. This fact contradicts with the previous fact. Then we never have case (i). In case (ii), with a fact obtained from (8) that preserving boundary regions of upward unions is equivalent to preserving boundary regions of downward unions, we obtain the contradiction in the same way. Therefore, the supposition is never valid. Then we have (d). h
