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Introduction générale
Il y a un intérêt croissant aux recherches visant des applications utilisant les séquences
d'images, principalement dans les domaines d'analyse et de traitement des séquences d'images
[TL94]. Le dernier inclut les opérations de ﬁltrage, d'interpolation, d'échantillonnage et de com-
pression, dont les objectifs sont : l'amélioration de la qualité visuelle, la conversion entre diﬀérents
formats vidéo. Tandis que, l'analyse des séquences d'images englobe certaines opérations visant
à extraire des attributs dans le but de la reconstruction ou de l'interprétation des informations
de la scène.
Même avec les technologies les plus récentes, il existe de nombreuses situations où les dégrada-
tions de la scène originale sont trop importantes pour l'application visée. Ceci peut être dû, par
exemple, aux conditions diﬃciles d'acquisition rencontrées en imagerie médicale, en astronomie
ou dans le domaine militaire entre autres. Lorsqu'il est impossible d'améliorer le capteur soit
pour raisons de coût, soit à cause de limites physiques, le ﬁltrage des séquences d'images devient
nécessaire, non seulement pour améliorer la qualité visuelle de celles-ci, mais aussi pour augmen-
ter les performances des traitements ultérieurs.
Parmi, les types de dégradations présents dans les scènes, nous citons le bruit, dont les causes
principales sont les erreurs de transmission, les moyens d'enregistrement (grain de la pellicule ou
taille des capteurs CCD), les bruits de mesure (électronique et photonique), le bruit de quantiﬁ-
cation.
Les techniques de ﬁltrage cherchent à retrouver à partir d'une séquence d'images dégradée la sé-
quence originelle en exploitant éventuellement une connaissance a priori sur la séquence originale
et sur le bruit. Le processus de ﬁltrage nécessite donc une étape de modélisation. Les modèles
les plus utilisés dans la littérature supposent que les séquences d'images sont corrompues par un
bruit additif gaussien. Pour cela, les méthodes de ﬁltrage à base des statistiques du second ordre
(SSO) permettent d'oﬀrir de meilleures performances. Si la séquence est sévèrement corrompue
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par un bruit additif non gaussien, ces méthodes deviennent ineﬃcaces.
Dans ce cas, le recours à l'usage des statistiques d'ordre supérieur (SOS) est plus avantageux
grâce à leur insensibilité aux eﬀets de bruit non gaussien. Des techniques d'estimation de mou-
vement utilisant les SOS ont déjà vu le jour. Elle se résument essentiellement aux contributions
apportées dans [AG95], [SNG95] et [Elh00]. Les résultats de ces travaux prouvent la robustesse de
ces méthodes vis à vis des eﬀets du bruit, ainsi que leur supériorité par rapport à leurs contrepar-
ties basées sur les SSO. L'exploitation de l'information temporelle pour le ﬁltrage des séquences
d'images permet des traitements plus eﬃcaces que des traitements uniquement spatiaux.
Dans ce sens, notre étude a été suscitée par les limitations des approches basées sur les SSO dans
le domaine du débruitage des séquences d'images. Elle se situe dans le cadre des algorithmes
de ﬁltrage spatio-temporel compensé en mouvement en environnement non gaussien, qui oﬀrent
une représentation plus eﬃcace en terme de qualité des séquences ﬁltrées. Nos travaux reposent
essentiellement sur la partie ﬁltrage. Comme les résultats de ﬁltrage dépendent de l'eﬃcacité de
l'estimateur du mouvement utilisé.
Nous utilisons, dans un premier temps, la méthode région-récursive d'estimation de mouvement
en optimisant un critère des SOS [Elh00]. Celle-ci adopte un modèle de mouvement unique pour
représenter le mouvement de chaque région de l'image. Nous avons exploité les performances de
cette méthode pour estimer le mouvement dans des séquences d'images bruitées. Les types de
bruits considérés sont non gaussiens à comportement impulsif, il s'agit du bruit α-stable, gaus-
sien généralisé et mixte (gaussien + sel et poivre).
Ensuite, nous proposons un ﬁltre spatio-temporel basé sur les SOS. Ce ﬁltre est appliqué direc-
tement sur les images issues de la compensation du mouvement. L'objectif de cette proposition
est d'évaluer les performances de ce ﬁltre par rapport au ﬁltre basé SSO sur plusieurs modèles
de bruits ayant des degrés d'impulsivité diﬀérents. Ces méthodes dites non paramétriques pré-
sentent l'avantage d'oﬀrir de bonnes performances n'ayant aucune hypothèse sur le modèle du
bruit traité.
Notre étude n'a pas été limitée aux méthodes non paramétriques. Mais l'inexistence des SOS
et SSO d'un modèle de bruit α-stable nous a poussé à étudier des méthodes plus appropriées
dans ce cas. Pour cela, nous avons proposé au début le ﬁltre myriad spatio-temporel. Ensuite,
nous avons proposé un ﬁltre spatio-temporel basé sur les moments fractionnaires d'ordre infé-
rieur (MOFI). Ce ﬁltre adaptatif utilise le critère de Minimum Dispersion (MD) pour calculer
les coeﬃcients optimaux. Dans cette partie, nous avons testé les performances de ces ﬁltres pour
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éliminer le bruit α-stable dans les séquences d'images. Et nous avons comparé leurs performances
par rapport aux ﬁltres myriad, médian et LMS.
Cette thèse est composée de cinq chapitres :
 Dans le premier chapitre, nous présentons dans un premier temps un bref aperçu sur la
modélisation statistique des images. Ensuite, nous citons quelques modèles paramétriques
les plus fréquents pour caractériser le bruit dans les images. Finalement, nous présentons
quelques déﬁnitions et propriétés des statistiques d'ordre supérieur.
 Nous présentons dans le deuxième chapitre un certain nombre de techniques utilisant des
outils mathématiques diﬀérents pour le débruitage des séquences d'images. Aﬁn de les
présenter, nous avons classé les méthodes suivant les approches utilisées : approches mar-
kovienne, par transformée, variationnelle et ﬁltrage.
 Nous présentons dans le troisième chapitre quelques méthodes d'estimation du mouvement
utilisées dans des schémas de débruitage spatio-temporel. Nous commençons par citer les
principales techniques classiques. Ensuite, nous enchaînons par une présentation des ap-
proches développées à base des statistiques d'ordre supérieur, tout en donnant quelques
résultats issus de la méthode qui nous intéresse sur quelques types de bruit.
 Dans le quatrième chapitre, nous présentons tout d'abord les ﬁltres d'ordre classiques 1D
(L-ﬁltres) et nous proposons leur extension au cas spatio-temporel. Pour le calcul des coef-
ﬁcients de ces ﬁltres les critères d'optimisation employés sont : (LMS : Least Mean Square,
LMF : Least Mean Fourth, NLMS : LMS normalisé). Nous développons ensuite un nou-
veau critère d'optimisation minimisant le kurtosis de l'erreur d'estimation (LMK : Least
Mean Kurtosis, NLMK : LMK normalisé). Enﬁn, nous apportons quelques améliorations
au ﬁltre "L-ﬁltre LMK" en le rendant récursif et en adaptant le traitement au contenu
informationnel local de l'image.
Pour l'évaluation de ces ﬁltres, nous considérons plusieurs modèles de bruit : α-stable,
"poivre et sel", mixte (gaussien et "poivre et sel") et gaussien généralisé. Nous comparons
tout d'abord toutes les combinaisons possibles qui lient les méthodes d'estimation du mou-
vement et du ﬁltrage basées sur des critères quadratiques et d'ordre supérieur en fonction
du type de bruit et la valeur du MAD. Ensuite, nous évaluons les performances sans uti-
11
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lisation de la séquence originale. Enﬁn, nous testons les performances des améliorations
apportées au L-ﬁltre LMK. Toutes ces évaluations sont faites à base des critères objectif
(SNRI) et visuel.
 Dans le cinquième chapitre, nous étudions les performances des ﬁltres adaptatifs basés sur
les statistiques d'ordre inférieur en débruitage d'images et des séquences d'images. Nous
commençons tout d'abord par l'application de ces ﬁltres sur des images ﬁxes, et nous com-
parons les résultats avec ceux obtenus par le ﬁltre myriad et le ﬁltre médian. Ensuite, nous
passons au ﬁltrage de séquences d'images contaminées par le même type de bruit. Pour
cela, nous proposons dans un premier temps le ﬁltre myriad spatio-temporel, puis nous pro-
posons une implémentation spatio-temporelle des ﬁltres basés sur les statistiques d'ordre
inférieur aﬁn de mener une comparaison générale entre ces ﬁltres et les ﬁltres NLMS et
médian.
 En conclusion générale, nous résumons notre contribution et tirons les conclusions sur l'ap-
proche développée. Nous proposons, enﬁn, quelques évolutions prévisibles qui pourraient
être apportées.
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Chapitre 1
Modèles statistiques de bruit dans les
images naturelles
1.1 Introduction
Le bruit dans les images peut provenir soit du dispositif d'acquisition (caméra, ampliﬁcateurs,
quantiﬁcation,...), soit de la scène elle même (poussières, rayures,...) ou il peut être lié aussi à la
transmission. Dans la plupart des cas, le bruit d'image est considéré comme étant un processus
aléatoire, centré et additif. Ayant une information a priori sur ce processus aléatoire, on cherche
à caractériser ce bruit.
Comment choisir une loi de probabilité susceptible de représenter correctement les variations
statistiques du bruit dans une image ? Diverses techniques classiques en statistique et en analyse
de données sont disponibles. En général, la nature de bruit est représentée par des densités para-
métriques utilisant un nombre de paramètres limités. Comme en traitement du signal, le modèle
gaussien représente sans doute le modèle le plus utilisé pour caractériser le bruit dans les images.
Ceci est dû à sa simplicité mathématique et sa forte liaison avec les méthodes d'estimation li-
néaires. Mais, ce bruit peut apparaître sous forme d'impulsions dans ces images. Par conséquent,
les performances des estimateurs linéaires diminuent de l'optimalité dans le cas gaussien, vers
la pauvreté dans le cas du bruit impulsif. La distribution exponentielle a été proposée dans un
premier temps pour modéliser le bruit impulsif. Le modèle gaussien généralisé représente une
généralisation des deux distributions gaussienne et exponentielle [Kas88]. Ce modèle est carac-
térisé par un paramètre additionnel qui permet d'ajuster le bruit à caractère fortement impulsif.
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La distribution d'un mélange de gaussiennes peut aussi modéliser le bruit impulsif [MT76]. Ce
modèle est devenu très populaire en traitement du signal et des images grâce à sa tractabilité
mathématique et son interprétation conceptuelle facile. Malgré leur simplicité apparente, les mé-
langes présentent des inconvénients comme modèles de bruit impulsif. Ils sont considérés comme
des modèles sur-paramétrés.
Les modèles à queues de distribution lourdes, dits modèles algébriques, ont été proposés pour
caractériser le bruit impulsif. Le modèle α-stable fait partie de ces modèles. Déﬁni par sa fonc-
tion caractéristique, le modèle α-stable a été introduit pour la première fois par Shao et Nikias
dans des applications de traitement du signal [NS93]. Ces modèles peuvent servir à une bonne
représentation de bruits fortement impulsifs dans les images, tout en possédant un fondement
théorique robuste. De plus, une étude de Kuruoglu [KRF98] a permis d'obtenir une bonne ap-
proximation du modèle α-stable par le mélange de gaussiennes.
Tous ces modèles paramétriques ont été utilisés dans un premier temps en traitement du signal,
puis en traitement d'images. Pour modéliser une image ou le bruit dans une image, en tenant
compte des interactions entre pixels et exploitant les propriétés de voisinage, Geman et Geman
[GG84] ont introduit un modèle statistique appelé champ aléatoire de Markov.
Les approches paramétriques supposent la connaissance de la loi de probabilité du bruit traité.
Malheureusement, dans la plupart des cas, on ne possède pas d'information a priori quant à
la distribution du bruit et dans ce cas il faut se contenter d'approches non paramétriques. Par
conséquent, les statistiques d'ordre supérieur ou cumulants permettent de résoudre ces problèmes
[SGM90]. Ces approches dites non paramétriques ont été largement utilisées dans diverses appli-
cations, de l'identiﬁcation des signaux à la modélisation des images.
Dans ce chapitre, nous présentons dans un premier temps un bref aperçu sur la modélisation
statistique des images. Ensuite, nous citons quelques modèles paramétriques les plus fréquents
pour caractériser le bruit dans les images. Finalement, nous présentons quelques déﬁnitions et
propriétés des statistiques d'ordre supérieur.
1.2 Propriétés statistiques des images naturelles
Puisque les images naturelles sont les stimuli fondamentaux auxquels notre système visuel
est adapté, il est pertinent d'en étudier les propriétés statistiques [Bar01, SLSZ03, DF01]. De
telles études ont essentiellement été entreprises par des chercheurs en neuroscience, motivés par la
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compréhension des propriétés fonctionnelles des neurones biologiques [SO01]. L'hypothèse sous-
jacente est que l'évolution a façonné le système visuel des mammifères de manière à ce que leur
représentation interne du monde soit optimale vis-à-vis des stimuli naturels.
Le spectre de puissance moyen des images naturelles a été empiriquement caractérisé comme
décroissant en 1fα , où f représente le module d'une fréquence spatiale de l'image et α est approxi-
mativement égal à 2 [Rud94, vdSvH96]. En première approximation, il a été considéré que cette
relation était vraie quelle que soit la direction considérée. Néanmoins, [HOGD97, GDO00, TO03]
ont montré que cette assertion devait être relativisée. Le spectre de puissance des scènes ayant
peu de profondeur de champs, peut en eﬀet être considéré comme isotropique et décroissant
en 1/f2 pour toutes les orientations. Quand la profondeur de champ augmente par contre, la
présence d'une ligne d'horizon très marquée tend à privilégier les fréquences verticales. D'autre
part, les images composées de constructions humaines comportent plus de fréquences verticales
et horizontales et ont un spectre fortement marqué selon les fréquences correspondantes.
La forme particulière du spectre moyen des images naturelles est expliquée par beaucoup d'au-
teurs comme le résultat de l'invariance à l'échelle de leurs caractéristiques qui a été mesurée à
maintes reprises [SO01]. Cette propriété signiﬁe que lorsque l'on change l'échelle avec laquelle on
observe l'ensemble des images naturelles, leur distribution statistique demeure inchangée. Aﬁn
de rendre compte de cette invariance, Ruderman [Rud94] a introduit la fonction log-contrast
qu'il déﬁnit comme le logarithme du niveau de gris des images ramené au niveau de gris moyen.
Si on note I(x, y) la luminance d'un pixel et I0 son niveau de gris moyen, alors le log-contrast
de l'image est :
C(x, y) = ln
[
I(x, y)
I0
]
(1.1)
En traçant les histogrammes de cette grandeur pour un ensemble d'images naturelles à plusieurs
échelles, il observera que ceux-ci étaient tous confondus (ﬁgure 1.1). La forme de ces histogrammes
permet d'exhiber une propriété des images naturelles, qui est la forte non gaussianité de leurs
statistiques. En eﬀet, étant donné l'utilisation du logarithme, une distribution gaussienne don-
nerait un histogramme en forme de parabole et non pas des queues approximativement linéaires,
qui incitent plutôt à modéliser ces distributions par des laplaciennes [Hyv98]. La distribution
non-gaussienne des niveaux de gris dans les images naturelles est révélatrice des dépendances
qui existent entre les pixels. Les histogrammes de la ﬁgure 1.1 montrent que les distributions ont
plus précisément une forme sur-gaussienne, c'est à dire présentant un fort pic autour de zéro et
des queues de distribution lourdes (heavy tails), décroissant plus lentement qu'une distribution
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gaussienne de même variance. La non-gaussianité d'une distribution est souvent mesurée par
son kurtosis, qui est le cumulant d'ordre quatre. Cette grandeur est nulle pour une distribution
gaussienne et positive pour les distributions sur-gaussiennes.
Fig. 1.1: Histogramme du Log-contrast pour un ensemble d'images naturelles à diﬀérentes
échelles. Les diﬀérences d'échelles résultent de la taille des fenêtres extraites des
images. Celles-ci sont des carrés de taille 1, 2 × 2, 4 × 4, 8 × 8, 16 × 16 et 32 × 32
pixels.
1.3 Modèles de bruit d'image
En général, le bruit d'images est considéré comme une variable aléatoire. On le caractérise
par sa densité de probabilité ou sa fonction de répartition.
Dans la plupart des cas, on considère le bruit comme additif et centré. L'image à traiter A peut
être mise sous la forme :
A = g +B
où g représente l'information utile et B un champ aléatoire.
Il est parfois plus eﬃcace d'adopter un modèle de bruit multiplicatif, par exemple en présence
de speckle dans des images radar ou de grain sur des ﬁlms radiographiques. L'image se met alors
sous la forme :
A = g.B
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Enﬁn, on pourra aussi considérer le modèle de bruit convolutif, utile pour décrire les dégradations
dues à un eﬀet de bougé, de mauvaise mise au point voire de turbulence atmosphérique. L'image
à analyser est alors :
A = g ∗B
1.3.1 Le modèle gaussien
La distribution gaussienne représente sans doute le modèle le plus utilisé en statistiques. Dû à
la simplicité mathématique du modèle, le théorème central limite a donné aux distributions gaus-
siennes une place privilégiée durant l'histoire des statistiques. Ce théorème important exprime
l'existence des statistiques gaussiennes dans la vie réelle. Ce modèle est entièrement déterminé
par l'écart type pour des variables centrées.
Les méthodes d'estimations linéaires sont fortement liées au modèle gaussien. Par exemple, pre-
nons un ensemble gaussien d'échantillons i.i.d, il est bien connu que l'estimateur optimal est la
moyenne d'échantillons. Historiquement, le théorème central-limite était un outil théorique fa-
vorisant l'utilisation des méthodes linéaires même si les processus fondamentaux sont de nature
non-gaussienne [Hub72, Ver89].
En général, un système désigné sous l'hypothèse de gaussianité peut montrer des performances
dégradées quand les statistiques de bruit sont représentées par des modèles à queues de distri-
bution lourdes.
1.3.2 Le modèle laplacien
La distribution laplacienne représente une autre distribution de probabilité avec des queues
plus lourdes que la gaussienne. La fonction de densité Laplacienne est habituellement déﬁnie
par :
f(x) =
1
2α
e−
|x|
α (1.2)
où α > 0 est le paramètre de dispersion. Quelques auteurs ont aﬃrmé que l'optimalité de la
médiane dans le modèle laplacien est une propriété importante justiﬁant l'utilisation des mé-
thodes basées sur la médiane en pratique. Il vaut la peine de noter que le modèle laplacien a
été introduit au début par Laplace comme la seule distribution de probabilité pour laquelle la
médiane maximise la fonction de vraisemblance [Lap74]. C'était grâce aux propriétés robustes
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Fig. 1.2: La distribution gaussienne généralisée
de la médiane que le modèle Laplacien est un des modèles les plus utilisés lorsque les processus
considérés possèdent un caractère impulsif.
1.3.3 Le modèle gaussien généralisé
Le modèle gaussien généralisé a été introduit pour la première fois par Subbotin [Sub23] en
1923 et Frèchet en [Fré24] en 1924. Puis, il a été utilisé pour modéliser le bruit radio électroma-
gnétique [AL64][Kas88][MT72]. La distribution de ce modèle est décrite par
p(x;α, β) =
β
2αΓ( 1β )
e−|
x
α
|β (1.3)
où Γ est la fonction Gamma, α et β représentent respectivement le paramètre d'échelle et le
paramètre de forme. Lorsque β = 2, p(x;α, β) est gaussienne. Pour β = 1, p(x;α, β) est lapla-
cienne. Pour β =∞, p(x;α, β) est uniforme.
La ﬁgure 1.2 montre les fonctions de densité de probabilité pour les paramètres de forme β = 0.5,
β = 1, β = 2 et le paramètre d'échelle α = 1. Nous pouvons regarder dans la ﬁgure 1.3 quelques
réalisations de ce type de bruit pour plusieurs valeurs de β ; nous remarquons que le degré
d'impulsivité augmente quand β diminue.
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Estimation des paramètres d'échelles et de forme
Pour estimer les paramètres α et β, nous citons la méthode des moments et la méthode du
maximum de vraisemblance.
 La méthode des moments
Le moment d'ordre k de la distribution gaussienne généralisée est donné par :
E
{
|x|k
}
=
∫ +∞
−∞
|x|kp(x;α;β)dx (1.4)
En simpliﬁant 1.4 et en utilisant 1.3, nous avons :
E
{
|x|k
}
=
1
αk
Γ(k+1β )
Γ( 1β )
Le calcul de la variance et du kurtosis conduit au système d'équations suivant :
σx = 1α2
Γ( 3
β
)
Γ( 1
β
)
κx =
Γ( 1
β
)Γ( 5
β
)
β2( 3
β
)
(1.6)
Le paramètre β est estimé par inversion de la fonction de kurtosis de la distribution. Puis,
ce paramètre sera remplacé dans l'expression de la variance pour obtenir le paramètre α.
 Le maximum de vraisemblance
Récemment, M.N. Do et M. Vetterli ont proposé une estimation basée sur le principe du
maximum de vraisemblance [DV02]. Tout d'abord, nous déﬁnissons la fonction de vraisem-
blance d'une observation x = (x1, ..., xL) où les diﬀérents échantillons xi sont considérés
comme indépendants, comme suit :
L(x;α, β) = log
L∏
i=1
p(xi, α, β) (1.7)
où les paramètres α et β restent à estimer. Le principe du maximum de vraisemblance nous
conduit aux équations ci-dessous :
∂L(x;α,β)
∂α = −Lα +
∑L
i=1
β|xi|βα−β
α = 0
∂L(x;α,β)
∂β =
L
β +
LΨ(1/β)
β2
−∑Li=1 ( |xi|α )β log ( |xi|α ) = 0 (1.8)
où Ψ(.) est la fonction Digamma i.e. Ψ(z) = Γ´(z)/Γ(z).
Ce système d'équations admet une unique solution des paramètres (α, β). Quand on ﬁxe
le paramètre β > 0, l'estimée de α est alors donnée par :
αˆ =
(
β
L
L∑
i=1
|xi|β
)1/β
(1.9)
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L'estimée du paramètre de forme βˆ est la solution de l'équation ci-dessous :
1 +
Ψ(1/βˆ)
βˆ
−
∑L
i=1 |xi|βˆ log |xi|∑L
i=1 |xi|βˆ
+
log
(
βˆ
L
∑L
i=1 |xi|βˆ
)
βˆ
= 0 (1.10)
Cette équation est non-linéaire. Elle peut être résolue grâce à l'algorithme de Newton-
Raphson [DV02].
Si on appelle g(βˆ) le terme de gauche dans l'équation, l'algorithme de Newton-Raphson
calcule βk+1 à partir de valeur βk grâce à l'équation ci-dessus.
βˆk+1 = βˆk − g(βˆk)
g′(βˆk)
(1.11)
où k est l'indice de l'itération. La convergence est assurée à condition de prendre des
conditions initiales correctes. Pour initialiser l'algorithme, on utilise les estimées issues de
la méthode des moments.
1.3.4 Le modèle de mélange de gaussiennes
Ce modèle a été utilisé avec succès dans de nombreux domaines d'applications (biologie,
médecine, image, etc.) [EH81]. La loi mélange de gaussiennes (centrées) est déﬁnie par :
f(x) =
c∑
k=1
pkgk(x;σk) (1.12)
où les pk sont les proportions du mélange de c composants avec
∑c
k=1 pk = 1 et gk sont les
distributions gaussiennes centrées.
gk(x;σk) =
1
2piσk
exp−
(
xk
σk
)2
(1.13)
où Φ = {(pk, σk) : k ∈ [1, ..., c]} représente l'ensemble des paramètres de la loi à estimer.
Algorithme EM
Les expressions des estimateurs sont non linéaires rendant de ce fait impossible leur résolution
de manière analytique. Plusieurs méthodes ont été utilisées pour l'estimation des paramètres
(méthode des moments, méthode du maximum de vraisemblance, etc...).
Nous présentons l'un des algorithmes itératifs le plus couramment utilisé. Il s'agit de l'algorithme
EM (Expectation Maximization). Ce processus est itéré jusqu'à convergence du log-vraisemblance
L :
L =
∑n
i=1 log f(xi)
=
∑n
i=1 log {
∑c
k=1 pkgk(xi;σi)}
(1.14)
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Le principe de cet algorithme, pour le modèle utilisé est le suivant : à partir des valeurs initiales
(p(0)1 , ..., p
(0)
c , σ
(0)
1 , ..., σ
(0)
c ), l'itération t est déﬁnie comme suit :
Étape E : Calcul de la probabilité a posteriori P (k|xi) que l'échantillon xi appartient à la
classe k :
Pˆ (t)(k|xi) = pˆ
(t)
k gk(xi;σk)
f(xi;σk)
(1.15)
∀i ∈ [1, ..., n] et ∀k ∈ [1, ..., c]
Étape M : Calcul des estimées (pˆ(m+1)k , σˆm+1k ) du maximum de vraisemblance :
∀k ∈ [1, ..., c]

pˆ
(t+1)
k =
1
n
∑n
i=1 Pˆ
(t)(k|xi)
σˆ
(t+1)
k =
1
npˆ
(t+1)
k
∑n
i=1 Pˆ
(t)(k|xi)(xi)(xi)T
(1.16)
Ce processus est itéré jusqu'à la convergence du log-vraisemblance.
1.3.5 Le modèle α-stable
Une variable aléatoire X est dite avoir des queues algébriques si, pour x→∞,
P (|X| > x) ∼ cx−α (1.17)
où c et α sont des constantes positives. Le paramètre α est habituellement appelé l'index de
la queue ou la constante de la queue ; il détermine le degré d'impulsivité de la distribution.
Fondamentalement, plus la valeur de α est petite, plus le processus est impulsif, avec un niveau
extrême d'impulsivité quand α→ 0. Notons que les processus algébriques possèdent des queues
de distributions plus lourdes que les gaussiennes et les gaussiennes généralisées. Donc, les modèles
algébriques peuvent servir pour une bonne représentation des phénomènes fortement impulsifs.
Dans le paragraphe qui suit, nous introduisons une des distributions algébriques qui jouent un
rôle signiﬁcatif pour modéliser le bruit impulsif. Cette loi, connue sous le vocable de modèle
α-stable possède un fondement théorique robuste.
L'utilisation de la distribution stable comme un outil de modélisation statistique est justiﬁée par
le théorème central limite généralisé. Ce théorème dit que si la somme de variables aléatoires i.i.d
à variance ﬁnie ou inﬁnie converge à une distribution en augmentant le nombre de variables, la
distribution de limite doit être stable. En plus, les distributions stables non gaussiennes surgissent
de la même manière que la distribution gaussienne comme la somme de variables aléatoires.
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Fonction caractéristique
Mis à part quelques cas particuliers, la fonction de densité de loi α-stable n'a pas de forme
analytique et seule la fonction caractéristique peut s'exprimer sous la forme suivante :
φ(ω) = e−γ|ω|
α (1.18)
où α est le paramètre principal, 0 < α ≤ 2. Il caractérise les queues de distribution. Plus α
diminue, plus les queues sont lourdes. γ est le paramètre de dispersion. Par exemple, c'est la
moitié de la variance dans le cas gaussien où α = 2. Les autres valeurs de α correspondent à des
queues de distribution lourdes à variance inﬁnie.
Le cas de α = 1 correspond à la distribution de Cauchy :
f(x) =
γ
pi
1
γ2 + x2
(1.19)
Zolotarev [Zol83] a déﬁni quelques approximations des expressions les plus utilisées comme den-
sité α-stable avec des dispersions unitaires :
fα(x) =

1
pi
∑∞
k=1
(−1)k−1
k! Γ(kα+ 1) sin(
pikα
2 )|x|−kα−1 0 < α < 1 x 6= 0
1
pi(x2+1)
α = 1
1
piα
∑∞
k=0
(−1)k
(2k)! Γ(
2k+1
α )x
2k 1 < α < 2
1
2
√
pi
exp[−x24 ] α = 2
(1.20)
Les ﬁgures 1.4 et 1.5 montrent quelques courbes des densités α-stable à dispersion unitaire.
Les densités α-stable gardent plusieurs propriétés de la densité gaussienne. Elles sont lisses,
unimodales, symétriques et avec une forme de cloche.
L'eﬀet du paramètre α sur l'impulsivité des signaux α-stable est illustré dans plusieurs courbes
des ﬁgures 1.6 et 1.7. Ces courbes correspondent à des réalisations i.i.d de processus α-stable
symétriques et centrés sur zéro. Aﬁn de donner une meilleure sensation d'une structure impulsive
des données, les signaux sont tracés deux fois pour deux échelles diﬀérentes. Pour des valeurs de
α qui tendent vers 2 (α = 1.9 par exemple), la structure des signaux est similaire à la gaussienne.
Propriétés
Propriété de stabilité : Une V.A.R. X a une distribution stable si et seulement si pour
toutes variables aléatoires indépendantes X1, X2 de même loi que X, et pour des constantes
arbitraires a1, a2, il existe a et b, deux réels, tels que
a1X1 + a2X2 =d aX + b (1.21)
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En utilisant la fonction caractéristique de la distribution stable, on peut facilement remarquer
un rapport plus général : si X1, X2, ..., Xn sont indépendantes et suivent des lois stables avec les
mêmes (α, β), puis toutes les combinaisons linéaires de la forme
∑n
j=1 ajXj sont stables avec les
mêmes paramètres α et β.
Par conséquent, les distributions stables sont les seules distributions limites des sommes de
variables aléatoires i.i.d. Ceci est connu par le théorème central-limite généralisé.
Le théorème central-limite généralisé : Une V.A.R. X est la limite en distribution des
variables des sommes normalisées
Sn = (X1 + ...+Xn)/an − bn (1.22)
où X1, X2, ... sont i.i.d et an →∞, si et seulement si X est stable.
En particulier, si les Xi sont i.i.d à variance ﬁnie alors, la limite en distribution est gaussienne.
Ceci est le résultat du théorème central-limite ordinaire.
Pour une variable aléatoire α-stable X localisée sur 0 et ayant comme dispersion γ
lim
t→∞ tαP (|X| > t) = γC(α) (1.23)
où C(α) est une constante positive qui dépend de α. Par conséquent, les moments du second
ordre des distributions stables n'existent pas, sauf dans le cas où α = 2.
Proposition 1 : X est une variable aléatoire stable. Si 0 < α < 2 alors,
E|X|p =∞, si p ≥ α (1.24)
et
E|X|p <∞, si 0 ≥ p < α (1.25)
si α = 2, alors
E|X|p <∞, pour tout p ≥ 0 (1.26)
Par conséquent pour 0 < α ≤ 1, les distributions α-stable ont des moments du premier ordre
et d'ordre supérieur inﬁnis ; pour 1 < α < 2, elles ont un moment du premier ordre et tous les
moments d'ordre fractionnaire d'ordre p ﬁnis ou p < α ; pour α = 2, tous les moments sont ﬁnis.
En particulier, toutes les distributions α-stable pour α < 2 ont une variance inﬁnie.
Les moments d'ordre inférieur
Bien que le moment du second ordre d'une variable aléatoire de type α-stable n'existe pas, tous
les moments d'ordre inférieur à α existent et sont appelés moments d'ordre inférieur fractionnaires
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ou MOIF. Les MOIF d'une distribution α-stable peuvent être facilement déterminés à partir de
la dispersion et du paramètre α.
Théorème : Soit X une variable aléatoire S avec un paramètre de position nulle et de dispersion
γ.
E|X|p = C(p, α)γ pα pour 0 < p < α (1.27)
où
C(p, α) =
2p+1Γ(p+12 )Γ(
−p
α )
α
√
piΓ(−p2 )
(1.28)
dépend seulement de α et p. Γ est la fonction gamma.
Ce résultat a été prouvé par Zolotarev en utilisant la transformation de Mellin-stieljes [Zol57].
Cambanis et Miller [CM81] l'ont redécouvert en utilisant une propriété des fonctions caractéris-
tiques dérivée de [Wol73].
Quelques méthodes d'estimation des paramètres de la loi α-stable
La plupart des algorithmes de traitement du signal utilisant les distributions α-stable exigent
l'estimation des paramètres de la loi ou au moins une estimation de la caractéristique expo-
nentielle. Il est important d'avoir des techniques eﬃcaces pour estimer les paramètres de la
distribution.
La méthode du maximum de vraisemblance
La méthode la plus utilisée pour estimer les paramètres d'une distribution de probabilité est
la méthode du maximum de vraisemblance. Cependant, pour une distribution α-stable, cette
méthode rencontre quelques problèmes : la fonction de densité de probabilité d'une distribution
α-stable ne peut pas être exprimée par une forme analytique compacte. En raison de ce problème
important, DuMouchel a suggéré une méthode directe pour l'estimation du maximum de vrai-
semblance [DuM73]. Brorsen et Yang ont introduit les simulations de Monte Carlo en obtenant
des résultats assez-bons [BY90]. Cependant, c'est un problème d'optimisation non linéaire et la
méthode de DuMouchel coûte chère au niveau des calculs. Ceci est du au besoin de l'évaluation
numérique des intégrales compliquées. En plus, il n'y a pas d'initialisation ou analyse de conver-
gence disponible pour cette méthode.
La méthode des fonctions caractéristiques d'échantillons
Koutrouvelis [Kou81] a suggéré une méthode basée sur la fonction caractéristique des échantillons
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qui est déﬁnie par :
ϕˆ =
1
N
ΣNk=1 exp(jtxk) (1.29)
où N est la taille du vecteur d'échantillons et x1...xN sont des observations.
Considérons l'expression de la fonction caractéristique de la distribution α-stable. En appliquant
le logarithme deux fois, nous obtenons
log(− log |ϕ(t)|2) = log(2γ) + α log |t| (1.30)
Les paramètres α et γ peuvent être estimés par la régression linéaire suivante
yk = z + αwk + εk, k = 1, 2, ...,K (1.31)
où
yk = log(− log |ϕˆ(tk)|2), z = log(2γ), wk = log |tk| (1.32)
εk est une erreur qui est supposée être à moyenne nulle. t1, ..., tK est un ensemble de nombres réels.
La procédure peut être exécutée itérativement jusqu'à ce que quelques critères de convergence
soient satisfaits. Les performances de la méthode des fonctions caractéristiques ont été étudiées
dans [NS93] via des simulations où il été prouvé que ces méthodes sont loin d'être parfaites. Pour
une estimation ﬁable, on a besoin d'utiliser une grande quantité d'échantillons pour les deux
techniques.
L'estimateur par la fonction Sinc
Ma et Nikias ont suggéré quelques nouvelles méthodes basées sur des moments d'ordre négatif
[MN95]. Soit X une v.a. α-stable symétrique, puis
E|X|pE|X|−p = C(p, α)C(−p, α) = 2 tan(ppi/2)
α sin(ppi/α)
, 0 < p < min(α, 1) (1.33)
où C(p, α) a été déﬁni par le théorème de Zolotarev. En réarrangeant ces termes, nous obtenons
sin(ppiα )
ppi
α
=
2 tan(ppi/2)
ppiE|X|pE|X|−p , 0 < p < min(α, 1) (1.34)
où α peut être déterminé en considérant les valeurs de la fonction sinc et les estimées des échan-
tillons des moments d'ordre p et −p. Puis, δ peut être obtenue à partir de l'expression de C(p, α).
Cette méthode est appelée méthode de sinc. Les simulations étudiées dans [MN95] montre que
la méthode sinc est plus performante que les méthodes décrites précédemment.
L'estimateur log |SαS|
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Ma et Nikias ont encore suggéré une autre méthode qui utilise les moments d'ordre négatif, qui
est appelée la méthode du log |SαS|. La méthode peut être dérivée comme suit
E|X|p = E(ep log |X|) = C(p, α)γ pα (1.35)
Déﬁnissons Y = log |X|, le moment produit de la fonction Y est
E(epY ) =
∞∑
k=0
E(Y k)
pk
k!
= C(p, α)γ
p
α (1.36)
En combinant ces deux équations, les moments de Y doivent satisfaire
E(Y k) =
dk
dpk
(C1(p, α)γ
p
α )|p=0 (1.37)
Cette équation peut être simpliﬁée pour donner [AS65]
E(Y ) = Ce(
1
α
− 1) + 1
α
log(γ) (1.38)
où Ce = 0.57721566... est la constante d'Euler. Nous pouvons obtenir la variance de Y par
var(Y ) = E((Y − E(Y ))2) = pi
6
(
1
α2
+
1
2
) (1.39)
Nous pouvons obtenir des valeurs empiriques de la moyenne et de la variance
Y¯ =
∑N
i=1 Yi
N
, σˆ2Y =
∑N
i=1(Yi − Y¯ )
N − 1 (1.40)
Puis α peut être déterminé à partir de l'équation 1.39 et suite à la substitution de cette valeur
de α dans l'équation 1.40, nous pouvons obtenir l'estimée de γ. L'avantage de l'estimateur du
log |SαS| par rapport à l'estimateur par la fonction sinc est que ce dernier exige la solution d'une
équation impliquant l'équation sinc qui ne possède pas une forme déterminée.
1.3.6 Mélange de gaussiennes et processus α-stable
La notion de mélange, donnée par le corollaire du théorème de mélange d'échelles, émane du
fait qu'une v.a. α-stable symétrique peut être représentée en fonction d'une v.a. gaussienne et
une v.a. α-stable [Kur98].
Théorème de mélange d'échelles
 Soit X ∼ Sαx(0, γx, 0) avec 0 < αx ≤ 2 et soit 0 < αz < αx. Il existe une variable aléatoire
stable positive Y ∼ Sαz/αx
(
−1,
(
cos(piαz2αx )
)αz/αx
, 0
)
indépendante de X, telle que :
Z = Y
1
αxX ∼ Sαz(0, γx, 0) (1.41)
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Ce théorème indique que nous pouvons exprimer une variable aléatoire symétrique α-stable
comme le produit de deux variables aléatoires α-stable.
Corollaire du Théorème de mélange d'échelles
 Soit X une v.a. gaussienne X ∼ N (0, 2σ2x). Il existe une v.a. α-stable positive Y ∼
Sαz
2
(
−1, (cos(piαz4 )) 2αz , 0) indépendante de X, telle que :
Z = Y
1
2X ∼ Sαz(0, σx, 0) (1.42)
Si on déﬁnit Z = Y 12X, la distribution de Z est déduite par la propriété de marginalisation des
densités de probabilités :
fZ(z) =
∫ +∞
−∞
fZ|V (z|v)fV (v)dv (1.43)
=
1√
2pi
∫ +∞
−∞
exp(− z
2
2γv2
)fV (v)v−1dv (1.44)
où V = Y 12 et fv = h(v) représente la fonction de mélange. L'échantillonnage de fZ(z) sur
un ensemble de points ﬁni N permet d'obtenir une approximation du modèle de mélange de
gaussiennes pour la distribution
pα,0,µ,σ(z) ≈
∑N
j=1 v
−1
j exp(− (z−µ)
2
2σv2j
)h(vj)
√
2piσ
∑N
j=1 h(vj)
(1.45)
cette expression analytique de la distribution SαS est seulement une approximation, puisque l'in-
tégrale continue a été approchée par une somme ﬁnie. Pour une bonne approximation, l'équation
1.43 doit être échantillonnée sur un grand ensemble de points. Pour réduire la complexité du mo-
dèle dans l'équation 1.45, nous employons un nombre restreint de composants et l'échantillonnage
de 1.43 se fait pour quelques points seulement. Dans ce cas, l'aﬃnage de cette approximation
brute, en utilisant l'algorithme "Expectation-Maximisation" (algorithme EM), permet d'obtenir
une meilleure approximation.
Approximation des distributions SαS par le modèle de mélange de gaussiennes
Le modèle de mélange de gaussiennes, retenu dans la section précédente, permet d'abou-
tir à une estimation de la distribution SαS. Pour une bonne approximation, nous employons
l'algorithme de mélange de gaussiennes présenté sous la forme suivante :
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 Étape 1 :
Initialisation des paramètres de la distribution α-stable : (α2 , β = −1, µ = 0, σ = (cos(piα4 ))
2
α ).
La fonction caractéristique est donnée par :
ψY (t) = exp{−(cos(piα4 ))
2
α |t|α[1 + jsign(t)W (t, α)]} (1.46)
où
W (t, α) =
 tan(piα2 ) si α 6= 1− 2pi log |t| si α = 1
et
sign(t) =

1 si t > 0
0 si t = 0
−1 si t < 0
 Étape 2 :
Évaluer la distribution stable positive fY en N points en appliquant la transformée de
Fourier rapide inverse à la fonction caractéristique ψY (t) donnée par l'équation 1.43, où N
représente le nombre de gaussiennes.
 Étape 3 :
La distribution de la v.a. V = Y 12 , dite fonction de mélange, est obtenue par :
h(v) = 2vfY (v2) (1.47)
 Étape 4 :
La substitution de la fonction de mélange, calculée dans l'étape (3), par l'équation 1.45
permet d'obtenir l'approximation analytique de la PDF SαS :
pα,0,0,σ(z) ≈
∑N
j=1 v
−1
j exp(− z
2
2σv2j
)fY (v2j )
√
2piσ
∑N
j=1 fY (v
2
j )
(1.48)
 Étape 5 :
Aﬃnage de l'approximation par l'algorithme EM.
Nous constatons, suite à l'observation des courbes dans la ﬁgure 1.8, que la distribution de
mélange de gaussiennes est très proche de la distribution exacte pour diﬀérentes valeurs du
paramètre α. Ceci est conﬁrmé par les pseudo-distances de Kullback-Leibler (KL) calculées entre
les deux distributions, pour diﬀérentes valeurs du paramètre α.
Bien que l'approximation soit assez bonne et très stable, il reste toutefois à déﬁnir le nombre de
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composantes N dans le mélange de gaussiennes. Deux techniques ont été développées, permettant
d'estimer le nombre de gaussiennes optimal N :
 Le critère MDL (minimum description lenght) : l'estimation du nombre de gaussiennes
optimal est déﬁnie par le minimum de la fonction de coût CMDL [FLA99]. La ﬁgure 1.9
montre l'évolution du critère MDL en fonction de N pour diﬀérentes valeurs de α. Hormis
le cas α = 2 (cas Gaussien), on constate que le nombre de gaussiennes optimal, qui est le
minimum du MDL, se situe dans l'intervalle [4, 8]. Pour une meilleure approximation, le
choix de N ∈ [4, 8] paraît suﬃsant. De plus, ce choix a été conﬁrmé par un autre critère
que nous présentons maintenant.
 Cette autre alternative consiste à eﬀectuer des simulations "Monte-Carlo" et à mesurer les
diﬀérences entre les distributions approchées et les distributions exactes pour chaque valeur
de N , si l'on adopte la divergence de "Kullback-Leibler" (KL) comme mesure d'écartement
entre les distributions exactes et approchées. La ﬁgure 1.10 indique l'évolution de la distance
KL en fonction de N . On peut clairement constater que cette distance converge vers 0 très
rapidement à partir de N = 8.
Ces diﬀérents critères plaident en faveur d'une valeur de N = 8 pour assurer un compromis
entre la complexité du modèle assurant une très bonne qualité de l'approximation et un temps
de calcul raisonnable.
1.4 Les statistiques d'ordre supérieur
La plupart des résultats méthodologiques et des techniques de traitement du signal, en gé-
néral, et le traitement d'images, en particulier, sont basés sur une description gaussienne des
signaux se limitant aux statistiques du second ordre. Les fonctions de corrélation et les den-
sités spectrales de puissance (spectres) en sont les outils de base. Dans le cas où les signaux
seraient réellement gaussiens, cette description d'ordre 2 est complète. Cependant, les traite-
ments ont permis dans un passé récent de prendre en compte une description plus subtile des
signaux en utilisant les statistiques d'ordre supérieur à deux. Le champ d'application de ces
statistiques dans le traitement d'images devient de plus en plus large. Ainsi, ces outils mathéma-
tiques trouvent leurs applications dans : la modélisation d'images [TE89][HG96], l'identiﬁcation
des paramètres des processus 2-D à Phase Non Minimale (PNM) [ET92, RN85], la reconstruction
des signaux 2-D [BRS97], le codage d'image [HW89, Mai98], l'analyse des séquences d'images
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[SG92, AG95, SGF96, IDPM99], la détection et la classiﬁcation textures [TG92] et la restaura-
tion d'image [SNG95, KH96, HFL97, HSK02].
Cette section présente une vue d'ensemble des déﬁnitions et des propriétés importantes des SOS.
1.4.1 Moments et cumulants
Les moments d'ordre r des variables aléatoires x = (x1, ..., xn) sont déﬁnis comme étant les
coeﬃcients de w = (w1, ..., wn) dans le développement de Taylor, au voisinage de l'origine, de la
première fonction caractéristique, φ(w1, ..., wn) :
µx(r) = (−j)r ∂
rφ(w)
∂wn11 ...∂w
nm
m
|w1=...=wm=0 (1.49)
où r = n1 + ...+ nm.
Les dérivées de la seconde fonction caractéristique, déﬁnie comme le Logarithme de la première
fonction caractéristique, K(w) = ln{φ(w1, ..., wn)}, déﬁnissent les cumulants d'ordre r :
C(n1, ..., nm) = (−j)r ∂
rK(w)
∂wn11 ...∂w
nm
m
|w1=...=wm=0 (1.50)
Les cumulants d'ordre n peuvent être calculés à partir des moments d'ordre inférieur ou égal à
n. Dans le cas des processus de moyenne nulle, les cumulants d'ordre 2 à 4 sont donnés par les
relations suivantes :
C2y(i) = E [y(m)y(m+ i)] (1.51)
C3y(i, j) = E [y(m)y(m+ i)y(m+ j)] (1.52)
C4y(i, j, k) = E [y(m)y(m+ i)y(m+ j)y(m+ k)]−
C2y(i)C2y(j − k)− C2y(j)C2y(k − i)− C2y(k)C2y(i− j)
(1.53)
D'une façon générale, les cumulants sont liés aux moments d'ordre n par la formule dite de
Leonov et Shryayev [Men91], déﬁnie par :
C(x1, ..., xn) =
∑
(−1)k−1!E
∏
i∈S1
xi
E
∏
j∈S2
xj
 ...E
∏
k∈Sp
xk
 (1.54)
où la sommation s'étend sur tous les ensembles {s1, ..., sp : 1 ≤ p ≤ n} formant une partition de
{1, 2, ..., n}. Dans cette formule, k est le nombre d'éléments composant la partition.
Soit y(t) un processus stationnaire, ses cumulants d'ordre n sont symétriques dans leur 2-uplets
de (n− 1) tranches. En général, il y a n! relations de symétries données par :
Cny(i, ..., in−1) = Cny(i2, i1, ..., in−1) = Cny(−i1, i2 − i1, ..., in−1 − i1) = ... (1.55)
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Dans la pratique, ces propriétés de symétrie sont très utiles puisqu'elles réduisent l'espace de
travail [SGM90].
1.4.2 Propriétés
1. Si {ai}i=1,...,n sont des constantes et {x(ti)}i=1,...,n sont des variables aléatoires, alors :
Cum(a1x1, ..., anxn) =
(
n∏
i=1
ai
)
Cum(x1, ..., xn) (1.56)
2. Les cumulants sont symétriques dans leurs arguments, c'est à dire :
Cum (x(t1), ..., x(tn)) = Cum (x(ti1), ..., x(tin)) (1.57)
avec (i1, ..., in) représente une permutation de (1, ..., n). Les cumulants d'ordre n prendront
n! formes symétriques ; ceci veut dire qu'on peut permuter des cumulants entre eux sans
altérer les valeurs de la séquence des cumulants.
3. Les cumulants sont additifs dans leurs arguments :
Cu(x0 + y0, z1, ..., zn) = Cum(x0, z1, ..., zn) + Cum(y0, z1, ..., zn) (1.58)
4. Les cumulants sont invariants par rapport aux constantes additives, c'est à dire : si a est
une constante, alors :
Cum(a+ z1, ..., zn) = Cum(z1, ..., zn) (1.59)
En eﬀet étant donné un processus y(t) de moyenne non nulle alors son cumulant peut être
calculé comme le cumulant du processus y(t)− E[y(t)] de moyenne nulle.
5. Le cumulant de la somme des quantités statistiquement indépendantes est égal à la somme
des cumulants des quantités individuelles, c'est à dire : Si x(t) et y(t) sont deux processus
aléatoires indépendants, alors :
Cum(x1 + y1, ..., xn + yn) = Cum(x1, ..., xn) + Cum(y1, ..., yn) (1.60)
6. Si un sous ensemble de k variables aléatoires est indépendant du reste, alors :
Cum{x1, ..., xn} = 0 (1.61)
7. Si un processus aléatoire stationnaire est indépendant et identiquement distribué (i.i.d)
alors :
Cum(t1, ..., tn−1) = γn,xδ(t1, ..., tn−1) (1.62)
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où δ(t1, ..., tn−1) désigne la fonction delta de kronecker multidimensionnelle, et γn,x une
constante qui désigne le cumulant d'ordre n du processus x(t).
8. Si x(t) est un processus gaussien (corrélé ou non), alors son cumulant d'ordre supérieur à
deux est identiquement nul.
9. Si x(t) est un processus non gaussien, alors ses cumulants d'ordre supérieur ne peuvent pas
être tous nuls.
10. Soit z(t) = y(t) + g(t), avec y(t) un processus non gaussien et g(t) est un processus G
indépendant de y(t), alors le cumulant de z(t) est identique à celui de y(t).
De plus, les cumulants d'un processus linéaire contiennent toute l'information sur l'amplitude
et la phase. En eﬀet, en calculant les cumulants d'un processus bruité z(t), nous transformons
ainsi les données asymptotiquement vers un domaine dont le rapport SNR est très élevé et qui
préserve l'information complète sur le signal.
1.4.3 Estimateurs des cumulants et moments
Moments
L'estimateur normal des moments est obtenu en remplaçant l'opérateur espérance mathéma-
tique par une moyenne sur les échantillons (l'ergodicité est implicitement vériﬁée) :
µˆx(r) =
1
N
N∑
i=1
xi (1.63)
Cet estimateur est non biaisé puisque E [µˆx(r)] = µx(r), de plus il est consistant vu que :
lim
N→∞
V ar[µˆx(r)] = 0 (1.64)
Cumulants
Un estimateur de cumulant est obtenu en remplaçant dans la formule 1.54, reliant les moments
et les cumulants, les moments par leurs estimateurs.
Exemples :
Cˆ3,y = µˆ3,y (1.65)
Cˆ4,y = µˆ4,y − 3(µˆ2,y)2 (1.66)
Cˆ4,y =
1
N
N∑
i=1
x4i − 3
1
N
N∑
j=1
x2ix
2
j (1.67)
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Il est possible d'estimer les cumulants sans passer explicitement par l'intermédiaire des moments.
En eﬀet, pour les cumulants d'ordre 4 d'une variable aléatoire centrée, on a :
Cˆ4,x =
1
N
N∑
i=1
[
x4i − 3x2i µˆx(2)] (1.68)
où
µˆx(2) =
1
N
N∑
i=1
x2i (1.69)
Cet estimateur est proposé dans [AB95], sa version récursive est :
µx,2(t) = (1− γt)µx,2(t− 1) + γtx2(t) (1.70)
Cˆ4,x(t) = (1− αt)Cˆ4,x(t− 1) + αt
(
x4(t)− 3x2(t)µˆx,2(t− 1)
)
(1.71)
avec αt et γt deux facteurs d'adaptation où 0 < α, γ < 1. Cet estimateur présente un grand intérêt
dans une implémentation récursive. Il a été utilisé dans un schéma d'estimation de mouvement
dans [SNG95].
Interprétation physique des cumulants
Pour un processus stationnaire centré, quelques paramètres importants prennent une forme
simple s'ils sont exprimés en fonction des cumulants :
Variance σ2 = Cˆ2,y(0) = E{y2(k)}
Skewness γ3 = Cˆ3,y(0, 0) = E{y3(k)}
Kurtosis γ4 = Cˆ4,y(0, 0, 0) = E{y4(k)} − 3
(
E{y2(k)})2
Ces paramètres ont une interprétation simple en fonction de la distribution. Le skewness ca-
ractérise la non symétrie d'une loi. Le kurtosis mesure la largeur du lobe central (déviation par
rapport à la gaussianité) [NP93]. En fonction du signe du kurtosis, une fonction est leptokurtique
(-), mésokurtique (0), ou platykurtique (+) comme l'illustre la ﬁgure 1.11.
1.5 Conclusion
Dans ce chapitre, nous avons présenté dans un premier temps les modèles paramétriques de
bruit les plus fréquents pour caractériser un bruit non gaussien dans les images. Nous constatons
que la distribution α-stable représente la distribution la plus appropriée pour modéliser les bruits
fortement impulsifs grâce à sa forme algébrique décrite par ses queues de distribution étalées.
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C'est un modèle que nous utiliserons par la suite pour le débruitage d'images et de séquences
d'images. Ensuite, nous avons déﬁni quelques propriétés des statistiques d'ordre supérieur qui
nous seront utiles pour traiter le problème étudié dans le cas où nous n'avons pas d'information
a priori sur le bruit.
La présence de ces types de bruit dans les séquences d'images fait appel à des techniques parti-
culières de débruitage. Ces techniques sont issues du débruitage d'images ﬁxes en tenant compte
des variations temporelles, ce que nous présentons dans le chapitre suivant.
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Fig. 1.3: Le comportement impulsif des signaux gaussien généralisé avec α = 1 et diﬀérentes
valeurs de β.(a) (β = 5), (b) (β = 2), (c) (β = 1.5), (d) (β = 1), (e) (β = 0.5), (f)
(β = 0.1).
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Fig. 1.4: Eﬀet de la caractéristique exponentielle α sur les fonctions de densité de probabilité
avec β = 0 et γ = 1
Fig. 1.5: Détails des queues de la fonction de densité de probabilité de la ﬁgure 1.4
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Fig. 1.6: Le comportement impulsif des signaux α-stable avec (1 < α ≤ 2). Chaque réalisation
est représentée par deux échelles diﬀérentes.
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Fig. 1.7: Le comportement impulsif des signaux α-stable avec (0 < α ≤ 1). Chaque réalisation
est représentée par deux échelles diﬀérentes.
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Fig. 1.8: Comparaison sur une échelle de log-log de la PDF exacte (trait plein), et la PDF
approchée par un mélange de gaussiennes () pour diﬀérentes valeurs du paramètre
α. La pseudo-distance de Kullback-Leibler (KL) entre les deux distributions est notée
au dessus de chaque graphe [FB05].
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Fig. 1.9: Évolution du critère MDL en fonction du nombre de gaussiennes N pour diﬀérentes
valeurs du paramètre α [FB05].
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Fig. 1.10: Évolution de la distance de "Kullback-Leibler" (KL), calculée entre la PDF exacte
et la PDF approchée par un mélange de gaussiennes, en fonction du nombre de
gaussiennes pour diﬀérentes valeurs du paramètre α [FB05].
Fig. 1.11: Interprétation du skewness et du kurtosis
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Chapitre 2
Débruitage des séquences d'images
2.1 Introduction
Il convient, après avoir déﬁni les modèles de bruits qui peuvent être fréquemment liés aux
processus de production, de transmission et de stockage des images, de bien vouloir supprimer
ce bruit. Les recherches sur le débruitage des images ﬁxes ont montré qu'il existe un compromis
inévitable entre la réduction du bruit et la résolution. Dans le cas des séquences d'images, ce
compromis existe encore. Mais, les redondances spatio-temporelles du signal sont plus impor-
tantes et leur exploitation permet d'augmenter les performances du ﬁltrage.
Nous présentons dans ce chapitre un certain nombre de techniques utilisant des outils mathé-
matiques diﬀérents pour le débruitage des séquences d'images. Aﬁn de les présenter, nous avons
classé les méthodes suivant les approches utilisées : approches markovienne, par transformée,
variationnelle et ﬁltrage.
Dans le cas du ﬁltrage qui nous intéresse plus particulièrement, les premières techniques utilisées
pour la réduction du bruit dans les séquences d'images ont été des méthodes de ﬁltrage temporel.
Lorsque les progrès techniques ont permis d'envisager des coûts de calcul plus importants, les
méthodes de ﬁltrage spatio-temporel ont été utilisées, aﬁn de mieux prendre en compte toute
l'information contenue dans le signal.
Dans ce chapitre, le modèle des séquences d'images bruitées considéré est :
g(i, j, n) = f(i, j, n) + η(i, j, n) (2.1)
où :
 g(i, j, n) représente l'intensité du pixel de coordonnées spatiales (i, j) de la nème image de
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la séquence observée ;
 f(i, j, n) représente l'intensité du pixel de coordonnées spatiales (i, j) de la nème image de
la séquence originale ;
 η(i, j, n) représente le bruit additionnel.
Nous utiliserons parfois le vecteur n de coordonnées (i, j, n) pour simpliﬁer les notations.
Le problème du ﬁltrage du bruit est de trouver une estimée fˆ(n) de la séquence f(n) à partir de
son observation bruitée g(n).
2.2 Approche markovienne
Si la séquence d'images f est modélisée par un champ markovien, la probabilité a priori de f
peut être écrite sous une forme proportionnelle à exp(−U(f)). La fonction d'énergie U est déﬁnie
par
U(f) =
∑
s∈C
V (f, c) (2.2)
où le système de cliques C est un ensemble local de pixels connectés au pixel d'intérêt. C'est
à travers le potentiel V que les relations locales entre les pixels du champ markovien sont ca-
ractérisées. Par ailleurs, on peut postuler que la vraisemblance conditionnelle de g (la séquence
corrompue par un bruit additif) connaissant la séquence non dégradée f peut être déﬁnie comme
étant proportionnelle à exp(−V (f, g)). En appliquant la loi de Bayes, on voit que la maximi-
sation de la probabilité a posteriori (MAP) de f connaissant g revient à la minimisation d'une
fonctionnelle de la forme
U(f) + V (f, g) (2.3)
La fonctionnelle V pénalise les restaurations non ﬁdèles aux données tandis que U assigne des
valeurs importantes aux conﬁgurations non désirables.
Geman, McClure et Geman proposent ce type de méthode pour réduire le bruit et d'autres dé-
gradations spéciﬁques aux archives ﬁlmiques (poussières, rayures, ...) [GMG92]. Ce ﬁltre n'utilise
que deux images : l'image courante gc et l'image précédente gp. Le terme d'attache aux données
contient donc deux termes :
V (f, g) = V c(f, gc) + V p(f, gp) (2.4)
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Une étape de compensation du mouvement est appliquée préalablement au calcul de ce terme.
Pour chaque terme, l'image restaurée est liée aux données de la façon suivante :
V k(f, gk) = αk
∑
s∈S
φk(f(s)− gk(s)), k = c ou p (2.5)
où la sommation s'eﬀectue sur l'ensemble des sites (ou pixels) s de la grille S.
Pour un bruit gaussien, φ peut être quadratique. Comme [GMG92] s'intéresse aussi aux dégra-
dations des archives ﬁlmiques, c'est la fonction φ suivante qui est choisie :
φ(u) = −1(1 + |u
δ
|γ)−1 (2.6)
γ et δ permettent de paramétriser la forme de la fonction considérée. L'intérêt est que cette
fonction croît moins rapidement que la fonction quadratique, elle est donc plus robuste aux
variations brutales d'intensité au cours du temps.
Cette même fonction est utilisée dans le terme déﬁnissant l'a priori. En eﬀet, elle permet de
promouvoir les régions lisses tout en ne pénalisant pas trop les contours grâce à sa croissance
peu rapide. On a ainsi :
U(f) = α
∑
<s,t>
φ(f(s)− f(t)) (2.7)
où
∑
<s,t> désigne la somme sur les paires de pixels voisins.
En fait, cette énergie déﬁnit un modèle du premier ordre (puisqu'il ne considère que les premiers
voisins). Elle pénalise donc les grandes dérivations, c'est-à-dire qu'elle favorise les régions à niveau
de gris constant. [GMG92] déﬁnit également des modèles du second ordre et du troisième ordre
qui pénalisent plutôt les dérivées seconde ou troisième. En plus des régions d'intensité constante,
le modèle favorise alors les régions à gradient d'intensité constant ou à courbure constante, ce
qui est plus réaliste.
Une approche similaire avait été proposée par Hong et Brzakovic [HB89]. Leur terme d'attache
aux données est quadratique. Le terme d'a priori est plus complexe mais permet une régularisa-
tion spatio-temporelle et non plus uniquement spatiale.
Dans [BK95] sont introduits des champs de Gauss-Markov couplés pour modéliser le champ des
vecteurs de déplacement ainsi que la carte des intensités de la séquence d'images. Un champ de
Gauss-Markov couplé est constitué de deux niveaux : un niveau supérieur constitué de plusieurs
sous-modèles ayant des caractéristiques diﬀérentes, et un niveau inférieur binaire qui gouverne
les transitions entre les sous-modèles. Ce niveau permet de préserver les contours dans l'image
lors du ﬁltrage. La restauration se fait ensuite selon le critère du MAP. La fonctionnelle obtenue
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est minimisée de façon alternée selon les deux champs inconnus (intensité et déplacement). Pour
cela, un estimateur récursif du MAP similaire au ﬁltrage de Kalman est dérivé. Celui-ci est suivi
d'une phase d'estimation du niveau binaire.
Les modèles markoviens conduisent à la minimisation d'une fonctionnelle. Ce minimum peut
être obtenu par des méthodes stochastiques ou déterministes. Parmi les méthodes stochastiques,
on cite le recuit simulé [GG84]. Les méthodes déterministes sont moins coûteuses, on trouve
par exemple la programmation dynamique [AWJ90], le GNC ("Graduated Non-Convexity algo-
rithm") [BZ87], l'algorithme ICM (Iterated Conditionnal Mode) [Bes86], [Mar92], ou le recuit
par champs [GG91], et [ZC93].
Ces algorithmes sont tous de nature itérative. On ﬁxe un vecteur de départ et l'algorithme va
engendrer une suite de solutions qui doit converger vers l'optimum.
Pour un signal quelconque, aucun de ces algorithmes ne peut garantir que l'optimum a été atteint.
Ceci est dû aux deux points suivants :
 D'un point de vue pratique, il faut bien tronquer la suite des vecteurs engendrés au bout
d'un nombre ﬁni d'itérations. Or, la convergence des algorithmes (lorsqu'elle est démontrée)
suppose une inﬁnité d'itérations.
 La non-convexité de la fonction entraîne que l'algorithme peut s'arrêter au voisinage d'un
minimum local si le pas des itérations est trop élevé ou si la solution initiale est trop
éloignée de la solution optimale (sauf pour le recuit simulé théorique) [Dec96].
2.3 Approche variationnelle
La modélisation markovienne permet de poser le problème de façon discrète. Une approche
variationnelle permet de le modéliser d'une façon continue.
Le problème de retrouver u à partir de u0 est alors formulé comme celui de retrouver u qui
minimise l'énergie suivante :
E(u) = E1(u, u0) + λE2(u) (2.8)
où E1 est appelé terme d'attache aux données, et E2 terme de régularisation dont le rôle est de
réduire le bruit en s'opposant à l'attache aux données hors de zones de transitions. Le coeﬃcient
λ permet de pondérer l'inﬂuence de la régularisation. La formulation énergétique la plus simple
est obtenue en utilisant la norme L2
ETh(u) =
∫
Ω
(u− u0)2dΩ+ λ
∫
Ω
‖∇‖2dΩ (2.9)
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avec Ω ⊂ R2 la région contenant l'image. Rudin, Osher et Fatemi dans [ROF92] furent les pre-
miers à utiliser une minimisation d'énergie à base de variation totale pour restaurer un signal 2D.
Les images sont modélisées par des surfaces continues, par des morceaux dans le plan continu. On
déﬁnit une énergie comme une somme de mesures sur ces surfaces. De façon similaire, l'image
peut être considérée comme une fonction appartenant à l'espace BV (espace des fonctions à
variations bornées), et l'énergie devient une somme de mesures sur les fonctions. Cette énergie
correspond au ﬁltrage linéaire par une gaussienne et à la diﬀusion isotrope.
Koenderink [Koe84] fut le premier à utiliser le principe de l'équivalence entre ﬁltrage par convo-
lution avec une gaussienne et un processus de diﬀusion. Cette convolution s'écrit :
u(x, y, σ) =
∫ ∫
u0(α, β)hσ(x− α, y − β)dαdβ (2.10)
où u0 représente l'image bruitée, u représente l'image restaurée, et hσ représente le noyau gaussien
d'écart type σ donné par :
hσ(x, y) =
1
2piσ2
e−
x2+y2
2σ2 (2.11)
Koenderink [Koe84] a remarqué le premier qu'une opération de convolution d'une image par
un opérateur gaussien d'une certaine variance peut être réécrite sous la forme d'un processus
de diﬀusion de l'image autour des pixels voisins durant un temps t en relation directe avec la
variance spatiale σ2 = 2t. Cette équation de diﬀusion, connue sous le nom d'équation de la
chaleur, peut se mettre sous la forme de l'EDP suivante u(0) = u0∂u
∂t (t) = div(∇(u(t)))
(2.12)
L'EDP 2.12 permet une diﬀusion isotrope. Cette diﬀusion s'opère ainsi de manière identique dans
toutes les directions et ne possède aucune direction privilégiée. Pour des tâches de restauration
d'images bruitées, ceci présente clairement des inconvénients. En eﬀet, dans les régions d'intensité
homogène, ce processus permettra de réduire eﬀectivement le bruit mais dans les régions pré-
sentant des discontinuités au niveau de l'intensité en niveau de gris, celles-ci seront aussi lissées
et le contraste visuel de ces parties sera sensiblement réduit, diminuant en conséquence l'intérêt
qualitatif et visuel d'un tel processus.
L'idée pour résoudre les problèmes issus d'une diﬀusion isotrope a été proposée par Perona et
Malik [PM90]. Elle consiste à eﬀectuer une diﬀusion conditionnelle i.e forte diﬀusion dans les
zones à faible gradient et faible diﬀusion dans les zones à fort gradient, où des discontinuités
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potentiellement intéressantes peuvent se trouver. u(0) = u0∂u
∂t (t) = div[f(u, t)∇(u(t))]
(2.13)
où f(u, t) = c(‖∇(u(t))‖) et c est une fonction décroissante, par exemple :
c(‖∇u‖) = e−(∇u/k)2 (2.14)
ou encore
c(‖∇u‖) = 1
1 + (∇u/k)2 (2.15)
Comme cette EDP est peu performante lorsque le bruit est impulsif, des schémas plus complexes
et plus performants ont donc été proposés. De plus, des problèmes d'existence et d'unicité de la
solution existent pour une fonction c quelconque. Pour plus de détails, on pourra se référer, à
l'état de l'art sur les EDP en traitement des images écrit par Deriche et Faugeras [DF96].
Dans le cas de séquences d'images où la caméra est ﬁxe, Kronprobst [Kor98] modélise le problème
comme la minimisation d'une énergie, conduisant à une équation aux dérivées partielles. En fait,
dans ce cas, on ne cherche pas à estimer le mouvement, mais simplement à détecter les objets
en mouvement et à ne restaurer que le fond. L'énergie déﬁnie comprend donc un terme d'at-
tache aux données pour le débruitage, un terme déﬁnissant la carte de détection de mouvement
et un terme de régularisation pour chacune de ces deux inconnues (fonds restaurés et carte de
détection). Comme précédemment, le système est résolu alternativement pour chaque ensemble
d'inconnues par un algorithme de type Gauss-seidel.
Chanas [Cha01] propose en utilisant l'approche variationnelle une nouvelle énergie de restau-
ration. Cette énergie est basée sur l'hypothèse que les séquences d'images ont un fond ﬁxe, et
combine un ﬁltrage temporel et une régularisation spatiale. Ensuite, aﬁn d'améliorer la qualité
de restauration lorsque la séquence contient du mouvement, d'autres modèles sont utilisés. Le
premier consiste à considérer une séquence d'images comme un volume de données continues par
morceaux et l'énergie associée utilise une régularisation équivalente à une diﬀusion anisotrope.
Puis dans le cas de mouvements de grande amplitude, le modèle du ﬂot optique est utilisé pour
construire une énergie globale permettant de calculer le mouvement, débruiter les images, et
reconstruire les zones détériorées en même temps.
Bourdon et al. [BAOC04] ont proposé une méthode de débruitage de séquences d'images qui se
base sur l'idée de diﬀusion 3D, mais diﬀère en un point essentiel : la détection des discontinuités
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spatiales est séparée de la discontinuité temporelle. Elle permet donc d'étudier simultanément
l'évolution de l'objet dans un espace 2D et dans un espace 1D pour conditionner le processus
de diﬀusion anisotrope. Contrairement à Kornprobst, cette méthode ne procède pas à une seg-
mentation temporelle, mais les parties dynamiques de la séquence sont détectées sans se soucier
d'une analyse haut niveau, l'unique but de cette opération étant de débruiter la séquence.
La restauration d'images se fait en appliquant la diﬀusion pendant un temps t, choisi en fonc-
tion du lissage souhaité. Plus t est grand, plus l'image est lissée, mais plus elle perd de détails
également. Le calcul numérique se fait grâce à l'utilisation de techniques des éléments ﬁnis, le
maillage étant celui des pixels de l'image. Évidemment, la complexité des EDP s'accompagne
d'une complexité du schéma numérique, et se traduit par un accroissement du temps de calcul.
2.4 Transformation en ondelettes
Les méthodes de débruitage basées sur la transformation en ondelettes ont montré leur ef-
ﬁcacité pour le ﬁltrage de signaux 1D et 2D [Mal98]. Cependant, si les méthodes de seuillage
par ondelettes ont été largement utilisées pour le débruitage d'images ﬁxes, il existe que peu de
travaux sur l'utilisation des ondelettes pour le débruitage vidéo. L'idée générale derrière cette
méthode est d'exploiter la propriété suivante des transformées en ondelettes : l'énergie du signal
est concentrée sur un nombre limité de coeﬃcients alors que celle du bruit s'étend sur l'ensemble
des coeﬃcients. Le seuillage des coeﬃcients peut donc réduire signiﬁcativement l'énergie du bruit
tandis que l'énergie du signal ne varie quasiment pas [Mal98].
Il n'y eu jusqu'à présent que peu de tentative pour étendre ces schémas au débruitage de sé-
quences d'images, probablement à cause de la diﬃculté de déterminer un schéma de seuillage.
Celui-ci est en eﬀet de nature non-linéaire et il est diﬃcile de déterminer la contribution d'un
pas de seuillage sur l'ensemble du processus d'analyse et de synthèse.
Une telle tentative est néanmoins présentée dans [RWLB96]. Le ﬁltrage est eﬀectué sur une fenêtre
temporelle dans laquelle le mouvement des images par rapport à l'image centrale est compensé.
Chaque image est décomposée spatialement par une pyramide de Simoncelli [SFAH92]. La pyra-
mide de Simoncelli est une décomposition en sous-bandes basée sur les ﬁltres directionnels. Son
intérêt dans ce contexte de débruitage spatio-temporel est que la décomposition est invariante
par translation : on s'arrange pour qu'aucun eﬀet d'aliasage ne soit présent à chaque étape de
la décomposition. Un premier schéma de seuillage est appliqué sur les coeﬃcients issus de cette
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décomposition. Ceux-ci subissent alors une transformation en ondelettes discrète temporelle. Le
résultat est à nouveau seuillé. Enﬁn, un dernier schéma de seuillage est appliqué après la recons-
truction temporelle et avant la reconstruction spatiale.
Dans [Roo99], les performances d'une transformée en ondelettes 2D rapide calculée par un al-
gorithme à trous [HKMMT89] sont comparées avec celles de la pyramide de Simoncelli dans
le schéma de débruitage 3D. En terme de réduction du bruit, c'est la pyramide de Simoncelli
qui donne de meilleurs résultats. Cette diﬀérence est cependant marginale en comparaison de
l'accroissement de complexité de la pyramide par rapport à la transformée en ondelettes.
Piz˘urica et al. ont développé dans [PZP03] un schéma de ﬁltrage spatio-temporel séquentiel.
Cette méthode utilise une technique de débruitage 2D par ondelettes suivie par un ﬁltrage tem-
porel. Les paramètres du ﬁltre temporel ont été optimisés aﬁn de maximiser la moyenne de gain
en PSNR pour diﬀérentes séquences de test. Ce schéma a permis de surpasser les ﬁltres spatio-
temporels mono résolution et dans le domaine d'ondelettes en terme de PSNR et de qualité
visuelle.
Ce type de ﬁltrage permet une très bonne réduction du bruit dans les séquences d'images mais
son coût de calcul est relativement important.
2.5 Approche ﬁltrage
2.5.1 Filtres linéaires
Les ﬁltres les plus simples et les plus faciles à implanter sont fondés sur le ﬁltrage linéaire
stationnaire. La relation d'entrée-sortie du ﬁltre s'écrit sous la forme d'une convolution par :
s(x, y) = (u ∗ h)(x, y) =
∫ ∫
u(α, β)h(x− α, y − β)dαdβ (2.16)
où u représente l'image bruitée et h représente la réponse impulsionnelle, aussi appelée noyau de
convolution, elle peut être de taille ﬁnie ou inﬁnie. Grâce à ces propriétés, de nombreux ﬁltres,
typiquement de type pass-bas (pour le lissage), ont été proposés dans la littérature et appliqués
au ﬁltrage d'images. Ces ﬁltres sont directement issus du traitement du signal (traitement 1D).
L'extension à des images (traitement 2D) s'est faite, dans la majorité des cas, de façon assez
naturelle.
On peut obtenir des ﬁltres optimaux au sens de la minimisation d'un critère quadratique. On
montre alors que les ﬁltres qui en résultent sont les plus performants en terme de réduction de
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bruit à distribution gaussienne. Ceci constitue une première limitation des ﬁltres linéaires car le
bruit dans une image naturelle n'est pas toujours gaussien. Dans de nombreuses situations, il est
plutôt impulsif ou, au contraire, très concentré.
De plus, les ﬁltres linéaires présentent un autre inconvénient quand il s'agit de traiter une dis-
continuité (par exemple une frontière entre deux régions). Ils ont tendance à lisser les transitions
donnant une impression de ﬂou sur les bords des objets et à rendre délicat l'extraction et la
localisation de contours des objets.
Par conséquent, ces ﬁltres on été progressivement remplacés par des techniques de ﬁltrage non
linéaires caractérisées par de meilleures performances tant en réduction de bruit qu'en préserva-
tion et localisation de contours.
Les séquences d'images peuvent également être considérées comme des signaux 3D. Pour un
ﬁltrage plus eﬃcace, il peut donc être utile d'exploiter aussi les corrélations spatiales dans les
images, en plus des corrélations temporelles.
La plupart des ﬁltres spatio-temporels sont construits par une généralisation de ﬁltres 2D connus.
Par exemple, la forme la plus simple du ﬁltrage spatio-temporel est d'étendre le support d'un
ﬁltre 2D à réponse impulsionnelle ﬁnie dans la direction de l'axe des temps. Le résultat est un
moyennage pondéré spatio-temporel (3D) :
fˆ(i, j, n) =
∑
(k1,k2,k3)∈S
w(k1, k2, k3)g(i− k1, j − k2, n− k3) (2.17)
où w(k1, k2, k3) sont les coeﬃcients du ﬁltre, et S son support spatio-temporel 3D.
La forme la plus simple de ce ﬁltre est de choisir tous les coeﬃcients égaux. Dans ce cas, la
réduction du bruit dépend de l'étendue temporelle et spatiale du support S. Plus la fenêtre est
grande, plus le bruit est réduit. Cependant, dans les régions où il y a mouvement ainsi que les
régions où sont présents des contours spatiaux, le moyennage des pixels peut créer d'importants
artifacts. A cause de ces artefacts, des objets peuvent apparaître ﬂous dans la séquence ﬁltrée.
Le ﬁltre de Wiener 3D repose sur l'hypothèse du bruit gaussien. Ce ﬁltre peut être mis en oeuvre
de plusieurs façons.
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Filtres de Wiener 3D
Le ﬁltrage de Wiener correspond à une estimation linéaire minimisant l'erreur quadratique
moyenne. Le résultat fˆ du ﬁltrage d'un signal g est classiquement donné par [AH77] :
fˆ = Rf (Rf +Rη)−1g (2.18)
où fˆ et g représentent respectivement les séquences d'images ﬁltrées et observées, écrites dans des
vecteurs suivant l'ordre lexicographique. Rf est la matrice de covariance de la séquence d'images
et Rη est la matrice de covariance du bruit.
Pour mettre en oeuvre ce ﬁltre, il faut tout d'abord connaître a priori la fonction d'auto-
corrélation 3D de la séquence originale, ensuite, il faut que l'hypothèse de stationnarité 3D
soit réelle.
Le ﬁltre de Wiener déﬁni par l'équation 2.18 comporte habituellement une opération globale sur
toute la séquence d'images, i.e on a besoin de toutes les données pour obtenir un élément simple
de la séquence estimée fˆ . Donc, les ﬁltres adaptatifs exécutés localement deviennent de plus en
plus attrayants.
Une première tentative basée sur l'utilisation des statistiques locales a été proposée dans [Sam85].
Dans [OEST92] un ﬁltre de Wiener nécessitant le calcul de la corrélation entre les images est
présenté. Kokaram a proposé une simpliﬁcation utilisant une transformation de Fourier Discrète
(TFD) 3D [Kok98]. Enﬁn, dans [BB98] Boo et Bose utilisent une transformation orthogonale et
décomposent ainsi le problème 3D en une succession de problèmes 2D. Une comparaison de ces
ﬁltres a été utilisée dans [Dek01].
 Filtre de Lee 3D :
Le ﬁltre de Lee 3D est une généralisation à trois dimensions du ﬁltre de Lee [Lee80] conçu
pour le ﬁltrage de l'image ﬁxe. Il s'agit de remplacer les statistiques globales par des
statistiques locales autour du pixel considéré. La moyenne et la variance ont été calculées
dans un cube de dimension (2p + 1) × (2q + 1) × (2r + 1). La moyenne locale est déﬁnie
pour chaque pixel de coordonnées (i, j, n) par :
Mi,j,n =
1
(2p+ 1)(2q + 1)(2r + 1)
i+p∑
k=i−p
j+q∑
l=j−q
n+r∑
m=n−r
g(k, l,m) (2.19)
La variance locale est évaluée de façon similaire par :
νi,j,n =
1
(2p+ 1)(2q + 1)(2r + 1)
i+p∑
k=i−p
j+q∑
l=j−q
n+r∑
m=n−r
(g(k, l,m)−Mi,j,n)2 (2.20)
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L'expression du ﬁltrage est donnée pour chaque pixel par :
fˆ(i, j, n) =
νi,j,n − σ2η
νi,j,n
g(i, j, n) (2.21)
où σ2η est la variance du bruit.
 Le ﬁltre fréquentiel :
La densité spectrale de puissance d'un processus aléatoire stationnaire étant donnée par la
transformée de Fourier de sa fonction d'autocorrélation, les coeﬃcients du ﬁltre peuvent
s'exprimer sous la forme :
W (ω1, ω2, ω3) =
Pgg(ω1, ω2, ω3)− σ2η
Pgg2(ω1, ω2, ω3)
(2.22)
où Pgg(ω1, ω2, ω3) est la densité spectrale de puissance du groupe d'images observées. Le
résultat du ﬁltrage est donné par :
fˆn(i, j) = F−1(W (ω1, ω2, ω3)G(ω1, ω2, ω3)) (2.23)
où F−1 est la Transformée de Fourier Discrète Inverse (TFDI) 3D. G(ω1, ω2, ω3) est la
TFD 3D du groupe d'images observées.
Ce ﬁltre a été proposé par [Kok98]. On peut le voir comme une extension à trois dimensions
du ﬁltre de Lim [Lim80].
 Filtre de Boo et Bose :
Le ﬁltre de Boo et Bose [BB98] utilise l'hypothèse de séparabilité des composantes spatiales
et temporelles de la covariance de la séquence d'images [EBW92].
En partant de cette hypothèse, Boo et Bose ont démontré le théorème suivant : Pour un
groupe d'images stationnaires dans le temps et dégradées par un bruit non corrélé, il existe
une transformation orthogonale telle que le ﬁltre de Wiener 3D peut être décomposé en un
ensemble de ﬁltres de Wiener 2D. Cette transformation est la transformation de Karhunen-
Loeve.
En pratique, la transformation de Karhunen-Loeve est approximée par une transformation
de Hadamard ou par une Transformation en Cosinus Discrète (TCD). Boo et Bose uti-
lisent ensuite le ﬁltre de Lee 2D sur chacune des images transformées. Cette approche est
une généralisation de la méthode appliquée par Hunt et Kübler [HK84] à la restauration
d'images multi-spectrales.
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Moyenne pondérée adaptative
Le ﬁltre à Moyenne Pondérée Adaptative (MPA) est détaillé dans [OST93]. L'estimée de
l'intensité à la position (i, j) de la nème image est donnée par :
fˆn(i, j) =
∑
(p,q,l)∈S
w(p, q, l)gn−l(i− p, j − g) (2.24)
où S est le support du ﬁltre et avec
w(p, q, l) =
K
1 + αmax (²2, (gn(i, j)− gn−l(i− p, j − q))2) (2.25)
α et ² sont des paramètres du ﬁltre. K est une constante de normalisation.
La contribution à la moyenne d'un pixel de voisinage décroît lorsque son intensité s'écarte de celle
du pixel considéré. Ceci permet de ne rendre ﬂou ni les contours, ni les objets en mouvement.
C'est le paramètre α qui règle cette décroissance. Le paramètre ², quant à lui, permet de tenir
compte des eﬀets du bruit. Typiquement, sa valeur est prise égale à deux fois la variance de
celui-ci.
Filtre de Fan et Namazi [FN99]
Les techniques précédemment présentées considèrent la compensation du mouvement comme
une étape préalable du ﬁltrage. Or, la qualité du ﬁltrage dépend de la qualité de l'estimateur de
mouvement ; et inversement, l'estimation du mouvement est plus précise lorsque le bruit dans
l'image est faible. C'est de cette constatation qu'est née l'idée d'eﬀectuer le ﬁltrage du bruit et
de l'estimation du mouvement de façon conjointe.
Fan et Namazi [FN99] ont récemment proposé un algorithme itératif réalisant simultanément l'es-
timation du mouvement (selon un modèle aﬃne 2D) au sens du maximum de vraisemblance et le
ﬁltrage du bruit dans l'image de référence au sens du minimum de l'erreur quadratique moyenne
(ﬁltrage de Wiener). Leur méthode est basée sur une dérivation analytique de la fonction de
log-vraisemblance. Cependant, la complexité de l'expression obtenue est telle qu'il est nécessaire
de faire quelques hypothèses simpliﬁcatrices pour la maximiser. Les auteurs ne considèrent no-
tamment que de faibles déplacements dans l'image. Enﬁn, le ﬁltrage proposé n'est pas adaptatif
et pourrait donc introduire des artefacts en cas d'erreur sur l'estimation du mouvement.
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Fig. 2.1: Diﬀérentes classes de ﬁltres non linéaires
2.5.2 Filtres non linéaires
Diﬀérentes classes de ﬁltres non linéaires ont été étudiées. Une multiplicité de techniques de
traitement non-linéaires d'image numérique est apparue dans la littérature et les classes princi-
pales suivantes des méthodes de transformation non-linéaires des signaux et des images peuvent
être identiﬁées [PV92] [AK97] : les ﬁltres d'ordre, les ﬁltres morphologiques, les ﬁltres homomor-
phiques, les ﬁltres polynômiaux, et les ﬁltres moyens non-linéaires. De manière correspondante,
une représentation graphique des diﬀérentes classes des ﬁltres non-linéaires est illustrée dans la
ﬁgure 2.1. La majorité de ces classes s'est avérée prometteuse. Par exemple, les ﬁltres issus de
la morphologie mathématique et les ﬁltres d'ordre ont été eﬃcacement intégrés dans une classe,
bien qu'ils soient d'origines complètement diﬀérentes [PV92][MS87a][MS87b].
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Les ﬁltres issus de la morphologie mathématique
Ils sont basés sur les opérateurs d'érosion et de dilatation. Étant déﬁni un ensemble de pixels
B (appelé élément structurant), la dilatation D et l'érosion E sont respectivement déﬁnies par
DB(u)(i, j) = sup
(k,l)∈B
(u(i− k, j − l)) (2.26)
EB(u)(i, j) = inf
(k,l)∈B
(u(i− k, j − l)) (2.27)
A partir de ces deux opérateurs de base, une multitude d'opérateurs plus complexes peuvent être
déﬁnis en les combinant avec diﬀérents éléments structurants. Les plus connus sont la fermeture
F et l'ouverture O déﬁnies par
F = E ◦D, et O = D ◦E (2.28)
Ils permettent, entre autre, la réduction de bruit dans les images.
Mais bien au delà de ces déﬁnitions dans le plan discret, ces ﬁltres entrent dans le cadre de la
théorie des traitements d'images invariants par changement de contraste.
Les ﬁltres d'ordre
Ces ﬁltres ont démontré d'excellentes propriétés de robustesse [PV92]. Ces ﬁltres sont ori-
ginaires de la théorie de l'estimation robuste [Hub72][HRRS86], et préservent les discontinuités
et les détails des images mieux que les ﬁltres linéaires. Bien que diﬃcile à caractériser analyti-
quement, ces ﬁltres sont conceptuellement simples et faciles à implémenter. Le ﬁltre médian a
été suggéré pour la première fois par Tuckey pour l'analyse des séries chronologiques [Tur77].
Plus tard, il est devenu populaire en traitement d'images grâce à sa simplicité calculatoire et à sa
bonne performance. Les propriétés statistiques et déterministes du ﬁltre médian ont été largement
étudiées dans [Jus81][Tya81][AAW81]. Depuis son apparition, plusieurs modiﬁcations du ﬁltre
médian ont été proposées, tels que les ﬁltres médians pondérés [KL91][YYG+95][Arc98][AP00],
les ﬁltres de rang d'ordre [NG82][WCG86], les L-ﬁltres [BHM83][NB91][KP92][FAB98] et les
ﬁltres d'ordre pondérés [JL94][SL96]. Ceci vient de l'application de l'estimation robuste en ﬁl-
trage du signal et d'image. Les L-estimateurs représentent une classe d'estimateurs robustes qui
est liée étroitement à ces ﬁltres [HRRS86][Tur77].
Les ﬁltres d'ordre utilisés en ﬁltrage de séquences d'images sont généralement les ﬁltres médians.
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Fig. 2.2: Les sous-fenêtres spatio-temporelles déﬁnies par Arce [Arc91]
Ils s'étendent du médian temporel simple jusqu'aux ﬁltres médians multi-niveaux qui sont conçus
aﬁn de préserver les détails des images.
Huang et Hsu ont proposé dans [HH81], une première idée pour appliquer le ﬁltre médian tempo-
rel dans un problème de ﬁltrage de séquences d'images. L'inconvénient du ﬁltre médian temporel,
c'est qu'il produit des artefacts dans la séquence d'images. Ces artefacts peuvent être évités en
utilisant les ﬁltres médians spatio-temporels. Arce [Arc91] et Nuevo [AN91] ont proposé des
méthodes basées respectivement sur les ﬁltres médians spatio-temporels multi-étages et multi-
niveaux.
Filtre médian spatio-temporel multi-étages
Ces ﬁltres comportent généralement deux étages. Le premier étage est constitué de ﬁltres
agissant sur les données de l'image. Le deuxième et les suivants traitent les sorties des ﬁltres de
l'étage précédent.
Arce [Arc91] a considéré deux variantes du premier étage. La première variante est un ensemble
de ﬁltres médians unidirectionnels et la deuxième est un ensemble de ﬁltres médians bidirection-
nels (voir ﬁgure 2.2). Les résultats de ces deux ﬁltres sont utilisés dans l'étage ﬁnal. Le résultat
ﬁnal est déﬁni par la valeur médiane du vecteur constitué par le maximum et le minimum du
premier étage et la valeur du pixel central.
fˆ(i, j, k) = median {max(premier étage), g(i, j, k),min(premier étage)} (2.29)
L'utilisation des ﬁltres médians bidirectionnels dans le premier étage donne lieu à une suppression
de bruit plus élevée.
Kokaram et Rayner [KR92] ont expérimenté une version à mouvement compensé du ﬁltre d'Arce.
Le but au départ était d'éliminer le bruit impulsif, mais ils ont constaté qu'une opération globale
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Fig. 2.3: Les fenêtres spatio-temporelles du ﬁltre médian multi-niveaux
de ce ﬁltre peut entraîner des pertes dans les détails de l'image. Pour cela, on a adopté une
stratégie de détection/estimation en appliquant le ﬁltre que sur les pixels détectés comme bruit
impulsif. Ils ont conclu que leur algorithme améliore le résultat d'Arce, en terme de qualité et de
vitesse d'exécution.
Filtre médian spatio-temporel multi-niveaux
Ces ﬁltres sont des combinaisons de plusieurs ﬁltres d'ordre sur une fenêtre temporelle avec
des masques directionnels diﬀérents sur chacune des images (voir ﬁgure 2.3). Le résultat ﬁnal est
le résultat du ﬁltrage médian temporel appliqué sur l'ensemble formé des sorties de chaque ﬁltre
spatial. Plusieurs combinaisons de masques ont été proposées. Elle sont citées dans [BKE+95],
[Bui98], [Kok98].
Ce type de ﬁltre n'élimine pas complètement les défauts du ﬁltre médian temporel : la dégrada-
tion des détails ﬁns et des textures. On observe cependant une nette réduction du bruit impulsif
et une bonne préservation des contours.
2.6 Conclusion
Nous avons présenté dans ce chapitre diﬀérentes approches de débruitage de séquences d'images.
Les méthodes de débruitage les plus connues ont été regroupées suivant les outils mathématiques
qui leur sont associés.
Brailean, Kleihorst, Efstratiadis, Katsaggelos et Lagendijk ont comparé les performances d'un
certain nombre des ﬁltres décrits dans ce chapitre [BKE+95]. Leurs résultats expérimentaux
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montrent l'amélioration des performances du ﬁltrage obtenue grâce à la compensation du mou-
vement. Ils montrent également que les performances sont améliorées lorsqu'on augmente la
dimension du support du ﬁltre (de 1D à 3D).
Parmi toutes les approches que nous avons présentées, il est impossible d'en extraire une qui se-
rait valide pour toutes les applications. En cas de présence de bruit impulsif ou mixte (gaussien
+ impulsif), les ﬁltres spatio-temporels adaptatifs et compensés en mouvement donneront des
séquences ﬁltrées de meilleure qualité.
Nous nous intéressons dans les chapitres suivants à l'approche ﬁltrage pour les raisons suivantes :
 Les approches markoviennes et variationnelles permettent d'obtenir de meilleurs résultats.
Mais, elles nécessitent des algorithmes coûteux.
 Les approches ﬁltrage adaptatif peuvent être performantes avec néanmoins un souci de
faible coût de calcul grâce à leur formalisme mathématique simple.
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Chapitre 3
Estimation du mouvement
3.1 Introduction
Les algorithmes de ﬁltrage spatio-temporel compensé en mouvement peuvent être schéma-
tisés en trois étapes (voir ﬁgure 3.1). La première étape concerne l'estimation du mouvement,
à partir du signal observé. La deuxième étape consiste à compenser le mouvement en utilisant
l'information du mouvement estimé dˆ(i, j, k). La troisième partie comprend le ﬁltrage.
Nous avons vu jusqu'à maintenant que plusieurs méthodes de ﬁltrage utilisent les techniques
adaptatives aﬁn de pouvoir manipuler les signaux non-stationnaires. Cependant, ce type de ﬁl-
trage présente l'inconvénient de rendre ﬂous les objets en mouvements. Pour remédier à ce défaut,
des techniques basées sur la compensation du mouvement ont d'abord été introduites.
Nous présentons dans ce chapitre quelques méthodes d'estimation du mouvement utilisées dans
des schémas de débruitage spatio-temporel. Nous commençons par citer les principales techniques
Fig. 3.1: Schéma de ﬁltrage spatio-temporel compensé en mouvement
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classiques. Ensuite, nous enchaînons par une présentation des approches développées à base des
statistiques d'ordre supérieur, tout en donnant quelques résultats issus de la méthode qui nous
intéresse sur quelques types de bruits.
3.2 Diﬀérentes méthodes d'estimation du mouvement
Dans la littérature, on trouve une diversité de méthodes qui ont été proposées pour l'esti-
mation du mouvement apparent. Couramment, elles sont scindées en trois groupes principaux
[DM95][TL94][SK99b] : les méthodes par transformées, les méthodes diﬀérentielles et les mé-
thodes par mise en correspondance.
3.2.1 Méthodes par transformées
Elles sont basées sur l'observation des eﬀets d'un mouvement 2D dans le domaine transformé
(Transformée de Fourier (TF) ou Transformée de Gabor (TG)) de l'image. En eﬀet, le mouvement
est détecté par le changement des caractéristiques fréquentielles de l'image [Hee87][JW87][CGN96].
Par exemple, la mesure de variation de la phase de la TF entre deux images successives permet
d'estimer les paramètres de translation (propriété de décalage de la TF). L'extension d'une telle
technique à des mouvements plus complexes demande des opérations de comparaison de transfor-
mées plus sophistiquées. En général, ces types de méthodes donnent de bons résultats uniquement
dans le cas d'un mouvement de translation des objets et elles ne sont pas eﬃcaces dans le cas
des objets qui ont de mouvements complexes.
3.2.2 Méthodes diﬀérentielles
Ces techniques sont liées à l'hypothèse de l'invariance de la luminance ; on a donc théorique-
ment (avec l'intensité lumineuse au point (x, y) et à l'instant t) :
DFD(x, y,−→d0) = I(x, y, t2)− I(x+ dx, y + dy, t1) = 0 (3.1)
où −→d0 = (dx, dy) représente le vecteur déplacement. DFD (Displaced Frame Diﬀerence) est la
diﬀérence inter-image déplacée.
En supposant qu'un point subissant un déplacement d(dx, dy) au cours de l'intervalle de temps
dt ne change pas de luminance, on obtient :
Ixdx+ Iydy + It = 0 (3.2)
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Ix =
dI
dx
; Iy =
dI
dy
(3.3)
Cette équation est connue sous le nom de "L'équation de contrainte de mouvement apparent"
(ECMA) [HS81]. Toutefois, il faut noter que la variation de l'intensité lumineuse de chaque pixel
en mouvement est exprimée par une seule équation 3.7, tandis que le vecteur de déplacement a
deux composantes [BPT88]. En eﬀet, dans cette équation, seule la composante de vecteur parallèle
au gradient spatial est directement mesurable. Ce problème de l'indétermination du mouvement
apparent en chaque point est connu sous le nom du "problème d'ouverture" (aperture problem
[HS81]). Souvent, la solution du problème d'ouverture s'eﬀectue par la minimisation des fonctions
coût qui tiennent compte de la conservation et de la continuité de l'intensité [OC96]. Ainsi, des
contraintes supplémentaires s'ajoutent d'une manière explicite par des critères de lissage du
champ [MB96] [Nag87] ou implicite en cherchant un champ de mouvement dans un voisinage
approprié du point considéré : les techniques pel-récursives [NR79].
Rappelons que ces méthodes donnent lieu à un champ de mouvement dense (un vecteur de
mouvement par pixel), ceci est qualitativement intéressant pour les applications d'analyse de
mouvement.
Les méthodes diﬀérentielles et plus particulièrement les techniques basées sur le gradient ont
été utilisées par Huang et Hsu [HH81] en combinaison avec les ﬁltres moyenneurs et médians
temporels. Les techniques pel-récursives ont été utilisées dans plusieurs méthodes de ﬁltrage
compensé en mouvement. Citons parmi eux les ﬁltres décrits dans [KKEL91], les ﬁltres récursifs
[DS84] et les approches bayesiennes [GMG92].
3.2.3 Méthodes de mise en correspondance
Ces méthodes cherchent de manière exhaustive des similarités (points, contours, régions)
entre deux images successives, de telle sorte qu'un critère de ressemblance soit maximisé.
Dans le cas où l'on cherche des similarités entre blocs, l'image est divisée en blocs de taille ﬁxe.
Chacun de ces blocs est mis en correspondance avec l'ensemble des positions dans une fenêtre
de recherche dans l'image précédente. Le déplacement retenu est celui qui donne le minimum de
la fonction coût Φ
dˆ = argmin
d
Φ
[
DFD(p,−→d )
]
(3.4)
En pratique, la fonction Φ prend l'une des formes :
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 erreur quadratique moyenne :
MSE(d) =
1
NM
∑
d∈R
[I(p, t)− I(p− d, t− 1)]2 (3.5)
R est un bloc de M lignes et N colonnes.
 valeur absolue :
MAD(d) =
1
NM
∑
d∈R
|I(p, t)− I(p− d, t− 1)| (3.6)
Normalement, les régions considérées sont des blocs ; seules les translations sont considérées
car selon le principe de la méthode, tous les pixels sont déplacés dans la même direction. Aﬁn
d'alléger cette contrainte d'autres méthodes ont été proposées qui utilisent des modèles plus
complexes (modèle aﬃne et autres) [Nic92]. Pour réduire la complexité de la recherche exhaustive,
plusieurs méthodes de recherche rapide ont été proposées dans la littérature [Ana89] [MPG85].
Cependant, la convergence vers un minimum global n'est assurée que lorsque le critère de mise
en correspondance est une fonction convexe.
Malgré le succès des applications des techniques de mise en correspondance standards surtout
dans le codage des séquences d'images ; les normes récentes comme MPEG1, MPEG2 et H263
sont basées sur ces techniques ; elles présentent certaines limitations :
 l'imprécision de ces techniques dans l'estimation de champs de mouvement dans le sens du
vrai mouvement des objets de la scène.
 une mauvaise compensation de mouvement pour la prédiction le long des contours en
mouvement.
Les méthodes par mise en correspondance ont été exploitées dans des schémas de débruitage de
séquences d'images qui utilisent les ﬁltres médian temporel, moyenneur temporel [HH81] et les
estimateurs concaténés [ML84].
Plusieurs schémas de débruitage compensé en mouvement ont été associés avec le bloc-matching.
Nous citons parmi lesquels, ceux utilisant le ﬁltre de volterra spatio-temporel [CS91], l'approche
bayésienne [HB89], la méthode de décomposition [KLB95] et le ﬁltre LLMMSE [KLB93].
3.3 Techniques d'estimation du mouvement basées sur les SOS
Dans la formulation des techniques classiques d'estimation du mouvement [TL94] [SK99b],
l'eﬀet du bruit dans la séquence n'est pas pris en compte. En d'autres termes, ces techniques
supposent l'absence du bruit dans la séquence d'images et par conséquent aucune précaution
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n'est prise lors de l'estimation du mouvement. Cependant, il existe diverses situations où le
mouvement doit être estimé en présence du bruit. Nous citons à titre d'exemples les images des
caméras de surveillance et les images médicales. Lorsque, la séquence d'images est contaminée par
un bruit additif, les techniques classiques basées sur les statistiques du second ordre SSO restent
ineﬃcaces [AG95]. Depuis quelques années, certaines méthodes d'estimation du mouvement, à
bases des SOS, ont été proposées dans la littérature dans cette situation. Dans ce paragraphe,
nous allons présenté les principales techniques existantes. Elles se résument essentiellement aux
travaux de Anderson [AG95] et Sayrol [SGF96].
3.3.1 Méthode d'Anderson
Contrairement aux techniques classiques, celles basées sur les SOS prennent en considération
l'eﬀet du bruit dans leur formulation. Dans ce cas, la luminance de deux images consécutives est
donnée par :
f(−→p , t) = I(−→p , t) + n(−→p , t)
f(−→p , t+ 1) = I(−→p , t+ 1) + n(−→p , t+ 1)
= I(−→p −−→d , t) + n(−→p , t+ 1)
(3.7)
avec,
f(−→p , t) : l'intensité lumineuse de l'image bruitée au point p et à l'instant t.
I(−→p , t) : l'intensité lumineuse de l'image non bruitée au point p et à l'instant t.
n(−→p , t) : un bruit gaussien de moyenne nulle et de variance inconnue.
−→
d : le vecteur de déplacement.
A base de cette formulation, l'auteur a développé une classe importante d'algorithmes d'estima-
tion du mouvement basée sur l'utilisation des cumulants d'ordre 3 et 4.
Méthode paramétrique
Cette approche est une extension 2-D de la technique d'estimation de retard proposée dans
[NP93]. Cette méthode opère sur des blocs très larges, alors elle est appropriée pour l'estimation
de déplacement d'un objet, dans le cas où d(x) = d = Cte.
Elle se base sur la reformulation de l'équation 3.7 suivante :
f(p, t+ 1) =
∑
i∈R
a(i)f(p− i, t) + n(p, t+ 1)− n(p− di, t) (3.8)
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avec, théoriquement, a(i) = 0 ∀i 6= d et a(d) = 1.
Si on introduit les cumulants d'ordre trois dans cette équation, on obtient :
Cfk−1fkfk+1(m,n) =
∑
i∈R
a(i)Cfk−1fkfk+1(m− i, n) (3.9)
En sélectionnant diﬀérents couples (m,n) et en remplaçant les vrais cumulants par leurs estimées,
on forme un système d'équations sur-déterminé, noté d'une manière compacte par :
Cˆfk−1fk−1fk−1a = cˆfk−1fk−1fk−1 (3.10)
La solution se ramène à chercher la valeur maximale du vecteur des paramètres a.
avec
Cˆfk−1fk−1fk−1 : matrice d'auto-cumulant de dimension [(2T + 1)2(2P + 1)]× [(2P + 1)(2P + 1)]
cˆfk−1fk−1fk−1 : vecteur d'inter-cumulant de dimension [(2T + 1)2(2P + 1)]× 1]
a : vecteur des paramètres a(i) de dimension [(2P + 1)(2P + 1)]× 1
Pour alléger les notations, les termes ft−1 et ft, ﬁgurant dans ces équations, représentent respec-
tivement f(−→p , t− 1) et f(−→p , t).
En particulier la région R de recherche est une région carrée qui varie de −P et P dans les deux
directions horizontale et verticale, les 2-uplet m varient dans R, quant à n il varie dans une
région carrée allant de −T à T dans la direction horizontale et verticale.
Cette méthode n'est pas très pratique à cause des inconvénients qu'elle présente :
 des problèmes de mal conditionnement et de non unicité des résultats (inversion de la
matrice Cˆft−1ft−1ft−1).
 les calculs deviennent de plus en plus lourds (la dimension des matrices augmente) lorsque
l'amplitude du mouvement augmente (P augmente). La complexité du calcul est de l'ordre
2N2 pour l'estimation de chaque cumulant.
Méthode par mise en correspondance
Les approches par mise en correspondance utilisant la triple corrélation ont été introduites au
début pour l'identiﬁcation d'un modèle MA [LR82]. Selon le même principe, l'auteur a proposé
une méthode d'estimation du mouvement par mise en correspondance. Celle-ci s'appuie sur la
minimisation du critère, utilisant en même temps l'auto et l'inter-cumulant d'ordre 3, suivant :
Jˆ3(d) =
∑
m
∑
n
[
Cˆft−1ft−1ft−1(m,n)− Cˆft−1ft−1ft−1(m− d, n)
]2
(3.11)
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m et n varient dans une région carrée ; celle-ci appartient aux régions dites non-redondantes dans
l'espace des cumulants d'ordre trois.
Le vecteur de déplacement et alors donné par :
dˆ = argmin
d∈R
Jˆ3(d) (3.12)
avec R : la région de recherche contenant le plus large déplacement dans les deux sens horizontal
et vertical.
Les résultats obtenus par Anderson et Giannnakis [AG95] ont montré que cette méthode présente
de bonnes performances par rapport à la méthode classique. Cette dernière, donne des estimations
très biaisées.
Toutefois, la technique ci-dessus présente quelques inconvénients :
 Du point de vue de la complexité du calcul, elle nécessite 2M(2N2) multiplications et
additions si M cumulants d'ordre 3 sont mis en jeu, tandis que pour la corrélation, le
nombre de multiplications et additions se réduit 2MN2, si M corrélations sont utilisées.
Ce problème peut être allégé en utilisant un autre critère simple, proposé par le même
auteur :
Jˆabs(d) =
∑
m
∑
n
∣∣∣Cˆft−1ft−1ft−1(m,n)− Cˆft−1ft−1ft−1(m− d, n)∣∣∣ (3.13)
 Le critère utilisé (à base des cumulants d'ordre trois) exige que les signaux traités aient une
distribution non-symétrique, dans le cas contraire, leurs cumulants d'ordre trois s'annulent.
Ceci, demande certaines précautions lors de l'usage de ce type de critère et restreint, ainsi,
son champ d'application.
Méthode pel-récursive
Le premier algorithme pel-récursif a été proposé par Netravali-Robbins dans [NR79]. Dans
cet algorithme, le déplacement est estimé récursivement par la minimisation des SSO de la DFD :
J2(−→p ,−→d ) = E{DFD(−→p ,−→d )2} (3.14)
L'algorithme pel-récursif d'estimation du mouvement basée sur les SOS a été proposé dans
[AG91]. Cette proposition a été justiﬁée par le succès des techniques basées sur les cumulants
d'ordre quatre pour l'estimation du retard des signaux 1-D [Tug89]. Cette technique se base sur
la minimisation du kurtosis de la DFD :
J4(−→p ,−→d ) = K4
[
DFD(−→p ,−→d )
]
(3.15)
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avec, K4(w) = E(w4)− 3
[
E(w2)
]2 le kurtosis de w.
L'estimateur simple de J4 est donné par :
Jˆ4(−→p ,−→d ) = 1
N
∑
−→p ∈Ω
[
DFD(−→p ,−→d )
]4 − 3 [ 1
N
[
DFD(−→p ,−→d )
]2]2
(3.16)
avec Ω est un ensemble constitué de N pixels situés au voisinage du pixel courant p.
Dans [Tug89], on a montré que l'estimation de retard basée sur la minimisation où la maximisa-
tion (dépend du signe de kurtosis du signal) de la version 1−D de la fonction ci-dessus supprime
l'eﬀet du bruit et qu'elle converge vers son optimum.
L'estimation récursive du vecteur de déplacement est donnée par :
−→
d
i+1
= −→d i − εsign (K4 [f(−→p , t)])∇−→
d
i Jˆ4(−→p ,−→d i) (3.17)
avec ∇−→
d
i : le vecteur gradient spatial par rapport à la fonction sign : la fonction sign et ε : le
facteur du gain.
Les résultats extraits de [AG95] montrent que les méthodes basées sur les cumulants sont robustes
vis à vis de l'eﬀet du bruit, tandis que les performances de la méthode basée sur l'auto-corrélation
se dégradent dans le cas de ﬂuctuations très grandes.
Néanmoins, le critère utilisé peut perdre sa consistance, si l'on veut traiter les régions ou blocs
de petite taille. En eﬀet, il faudra avoir assez de données (régions de grande taille) pour garder la
consistance du kurtosis. Au niveau de la complexité de calcul, cet algorithme nécessite 8(N +1)
multiplications et 8N additions par itération. En revanche, l'algorithme pel-récursif basé sur les
SSO ne demande que N multiplications et additions par itération.
3.3.2 Méthode de Sayrol
Le but de l'étude menée par l'auteur porte essentiellement sur le problème d'estimation
du kurtosis. Elle a apporté sa contribution dans le domaine de l'estimation du mouvement en
proposant de nouvelles fonctions coût ayant une faible variance, capable d'estimer le mouvement
même dans des régions ou des blocs de petite taille. D'une part, cette méthode se base sur
la version adaptative pour l'estimation du kurtosis. D'autre part, elle exploite les informations
contenues dans les images précédentes et les déplacements précédemment estimés.
A l'instant k, l'expression adaptative du kurtosis (de la DFD) est déﬁnie par :
Kˆk(DFD) = (1− β)Kˆk−1(DFD) + βKˆ(DFD) (3.18)
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où Kˆ(DFD) représente le kurtosis instantané donné par :
Kˆ(DFD) =
1
N
∑
x∈Ωx
(DFD)4 − 3
[
1
N
∑
x∈Ωx
(DFD)2Eˆk−1
[
(DFD)2
]]
(3.19)
Avec,
Eˆk
[
(DFD)2
]
= Eˆk−1
[
(DFD)2
]− µ[ 1
N
∑
x∈Ωx
(DFD)2 − Eˆk−1
[
(DFD)2
]]
(3.20)
β et µ sont deux facteurs d'oubli qui adaptent l'estimation.
A base de ces déﬁnitions, Sayrol a proposé un nouveau critère déﬁni par :
Jˆ41(−→p ,−→d i) = 1
Jˆ2(
−→p ,−→d i)
[
1
N
∑
pˆ∈Ω
[
DFD(−→p ,−→d i))
]4
−
3 1N
∑
pˆ∈Ω Eˆk−1
[
DFD(−→p ,−→d i)2
]
1
N
∑
pˆ∈Ω Eˆk−1
[
DFD(−→p ,−→d i)
]2 (3.21)
A partir de ce critère, l'auteur déduit une version récursive d'estimation de vecteur de déplace-
ment, comme suit :
dˆi+1 = dˆi − ε
[
1
N
∑
n∈Ωx(DFD)
2
k(dˆ
i)
]−2
×
[
4 1N
∑
n∈Ωx(DFD)
3
k(dˆ
i)∇n(fk(n− dˆi(x)))
+6 1N
∑
n∈Ωx(DFD)
2
k−1(dˆ
i) 1N
∑
n∈Ωx(DFD)k(dˆ
i)∇n(fk(n− dˆi(x))
−6 1N
∑
n∈Ωx(DFD)
2
k(dˆ
i) 1N
∑
n∈Ωx(DFD)k−1(dˆ
i)∇n(fk(n− dˆi(x))
−4∑n∈Ωx(DFD)k(dˆi)∇n(fk(n− dˆi(x)). 1N ∑n∈Ωx(DFD)4k(dˆi) [ 1N ∑n∈Ωx(DFD)2k(dˆi)]−1
(3.22)
Cette équation présente l'inconvénient d'être très complexe. De plus, l'auteur a juste appliqué
cette technique pour estimer le retard d'un système 1-D.
3.4 Méthode région-récursive basée SOS
La méthode région-récursive basée SOS permet d'estimer le mouvement dans chaque région
de l'image. Dans le but d'améliorer les performances de cette méthode et de pouvoir gérer aussi
les régions non-homogènes au sens du mouvement, une phase de segmentation en quad-tree est
intégrée dans l'algorithme.
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3.4.1 Formulation du problème
La luminance de deux images consécutives d'une séquence d'images bruitées peut être for-
mulée en tenant compte explicitement de l'eﬀet du bruit, comme suit :
gn−1(s) = fn−1(s) + ηn−1(s)
gn(s) = fn(s) + ηn(s)
= fn−1(s− dn(s)) + ηn(s)
(3.23)
où s = (i, j) les positions spatiales du pixel dans l'image ; gn(s) et gn−1(s) sont respectivement
les intensités lumineuses des images bruitées dans les instants n et n− 1 ; fn(s) et fn−1(s) sont
les intensités lumineuses des images non bruitées ; ηn(s) et ηn−1(s) représentent les intensités lu-
mineuses du bruit présent dans la séquence d'images et qui est supposé non-gaussien de moyenne
nulle et de variance inconnue. dn(s) représente le vecteur de déplacement de l'objet durant l'in-
tervalle temporel [n, n− 1].
Pour estimer le déplacement apparent dn(s) à partir de gn(s) et gn−1(s), cette formulation est
basée sur l'invariance de la luminance, à savoir :
DFDn(d) = gn(s)− gn−1(s− d) (3.24)
où DFD est la diﬀérence inter-image déplacée (Displaced Frame Diﬀerence).
La méthode région-récursive est basée sur un modèle de mouvement. Cet algorithme est similaire
à l'algorithme pel-recursive étendu à un modèle paramétrique de mouvement appliqué à une
région de pixels. L'algorithme consiste en une étape d'estimation et une autre de découpage, qui
sont réalisées d'une manière itérative jusqu'à la convergence.
3.4.2 Le modèle de mouvement
Pour représenter le mouvement dans chaque région, il existe plusieurs modèles de mouvement
2D (Translation, aﬃne, linéaire projectif, quadratique et polynômial) [SK99a]. Le plus simple est
le modèle translationel du mouvement qui est utilisé dans les standards de codage existants.
Pour estimer les mouvements plus complexes que la translation, Labit et Nicolas [NL92], ont
introduit un modèle de mouvement linéaire aﬃne avec pour but de tenir compte de la rotation
et de la divergence. Ce modèle a été largement utilisé dans la littérature pour une représentation
du mouvement 2D, ainsi que pour le traitement et la compression de la vidéo [CLL97].
Cette phase est eﬀectuée en utilisant un modèle à quatre paramètres pour représenter le mouve-
ment dans chaque région. Les quatres paramètres (Modèle Linéaire Simpliﬁé MLS), décrits par
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le vecteur :
Θ = (θ1, θ2, θ3, θ4)T (3.25)
représentent respectivement la translation, la divergence et la rotation. Le vecteur de déplacement
est déﬁni par :
 di = θ1 + θ3(i− ig)− θ4(j − jg)dj = θ2 + θ3(j − jg) + θ4(i− ig) (3.26)
avec (ig, jg) les coordonnées du centre de la région.
3.4.3 Estimation
Initialisation
Cette phase joue un rôle très important dans le cadre des approches du gradient et cela d'autant
plus que l'amplitude du mouvement est grande. En général, cette initialisation dépend de très
près du niveau de l'information que l'on possède a priori et celle-ci doit être exploitée rigoureu-
sement dans cette initialisation. Nous exploitons l'information présente sous forme de champs
dense pour faire cette initialisation.
L'idée sous-jacente est d'utiliser l'information délivrée par une technique d'estimation du champ
dense (mise en correspondance par bloc, pel-recursive, ...) pour en extraire des descripteurs de
mouvements représentant d'une façon plus compacte le mouvement. Mais, sous-entendu, on sup-
pose qu'on dispose d'une segmentation de l'image en régions homogènes au sens du mouvement.
Les paramètres de mouvement sont obtenus de manière statistique (moyennage, moindres car-
rés,...) à partir de l'information locale.
θ01 =
1
N
∑
s∈R di
θ02 =
1
N
∑
s∈R dj
θ03 =
1
N
∑
s∈R [(i−ig)(di−θ1)+(j−jg)(dj−θ2)]∑
s∈R [(i−ig)2+(j−jg)2]
θ04 =
1
N
∑
s∈R [−(j−jg)(di−θ1)+(i−ig)(dj−θ2)]∑
s∈R [(i−ig)2+(j−jg)2]
(3.27)
De cette façon, on peut calculer un nouveau champ de vecteurs vitesse à partir des paramètres
sur chacune des zones. Ce nouveau champ de mouvement nous permet d'une part, d'obtenir une
bonne initialisation pour la méthode d'estimation plus générale de paramètres globaux et d'autre
part, d'avoir une interprétation qualitative meilleure que celle donnée par un champ dense.
Optimisation
71
Chapitre 3. Estimation du mouvement
Pour chaque région, le déplacement estimé est obtenu par la recherche du déplacement estimé
qui fournit l'extremum de la fonction de coût donnée.
dˆ = argmin Jˆ(d) (3.28)
Où Jˆ est la fonction de coût.
Critère de minimum de variance
La solution classique pour obtenir le vecteur du déplacement à partir du DFDn(d) est l'erreur
quadratique moyenne :
J2n = E{DFD2n(d)} (3.29)
Une estimation de cette fonction de coût est donnée par un moyennage d'échantillons :
Jˆ2n(d) =
1
N
∑
s∈R
DFD2n(d) (3.30)
où R représente le domaine spatial qui contient les pixels de la région, et N est le nombre de ces
pixels. Malheureusement, en présence du bruit non gaussien, cette solution peut conduire à des
résultats erronés [SGF96].
Critère de minimum de Kurtosis
Les fonctions de coût basées sur les statistiques d'ordre supérieur peuvent être construites à
partir de diﬀérents critères. Dans [Tug89], les auteurs ont déﬁni une fonction de coût d'ordre
quatre utilisant le kurtosis de la DFDn(d). Cette dernière reste asymptotiquement peu sensible
aux eﬀets de bruit additif de moyenne nulle. Elle est déﬁnie par :
J4n(d) = K(DFDn(d)) (3.31)
où le Kurtosis est déﬁni par :
K(DFDn(d)) = E{DFD4n(d)} − 3[E{DFD2n(d)}]2 (3.32)
On peut trouver le déplacement correct en minimisant J4n(d). Tugnait [Tug89] a été le premier
à proposer ce critère pour estimer le retard temporel entre deux signaux. Après, Anderson and
Giannakis [AG95] ont utilisé la fonction de coût utilisée ci-dessus pour une estimation récursive
du déplacement de pixels entre deux images. L'estimation correspondante à J4n(d) est donnée
par :
Jˆ4n(d) =
1
N
∑
s∈R
DFD4n(d)− 3
[
1
N
∑
s∈R
DFD2n(d)
]2
(3.33)
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Cette fonction de coût s'exprime en fonction des moments d'ordre deux et quatre.
Équation de mise à jour des paramètres : L'algorithme utilise une méthode de descente de
gradient et donne une extension algorithmique de la méthode basée sur les cumulants proposée
par Anderson-Giannakis [AG95] :
Θˆk+1 = Θˆk − ²∆dˆk Jˆ4n(dˆk) (3.34)
où ² est la matrice diagonale de gain de taille 4× 4. k représente l'index de la région. Le vecteur
du gradient 4-D est déﬁni par :
∆dˆk Jˆ4n(dˆ
k) =
[
∂Jˆ4n(dˆk)
∂θ1
∂Jˆ4n(dˆk)
∂θ2
∂Jˆ4n(dˆk)
∂θ3
∂Jˆ4n(dˆk)
∂θ4
]
(3.35)
Après quelques développements analytiques et en utilisant le modèle aﬃne linéaire, le vecteur
de gradient 4-D peut être exprimé en fonction de la DFD et du gradient de J4n. Le vecteur de
mouvement Θ = (θ1, θ2, θ3, θ4)T est identiﬁé pour chaque région.
Découpage
Cette phase est importante car elle permet de réduire l'erreur d'estimation. Il s'agit, pour cha-
cune des régions de vériﬁer si la valeur du critère basé sur la valeur absolue de l'erreur (DFD)
est inférieure à un seuil (noté SDFD). Sinon, la région est divisée en sous-régions et la phase
d'estimation est à nouveau enchaînée jusqu'à l'obtention d'une valeur satisfaisante. Une pre-
mière application immédiate de cette méthode concerne l'estimation du mouvement apparent de
l'image dû au mouvement de la caméra, appelé "mouvement global". Ce mouvement peut être
extrait à l'aide des méthodes appropriées détectant le mouvement global dans la scène, ce qui
peut être considéré comme une phase de pré-traitement.
Les résultats qui ont été rapportés dans la littérature montrent une amélioration importante des
performances.
3.4.4 Application sur des séquences d'images bruitées
Pour mettre en évidence les principales caractéristiques de cette méthode, dans la thèse de
Ibn El Haj [Elh00], des tests comparatifs avec la méthode basée sur les statistiques du second
ordre [NL91] ont été faits. Ces tests ont été eﬀectués sur des séquences à mouvement réel per-
turbées par un bruit synthétique additif. Ce bruit était de type gaussien corrélé dans l'espace
et dans le temps avec un rapport signal sur bruit SNR = 10 dB. Ces tests ont donné de bons
résultats en termes de champ de mouvement reconstruit et d'erreur de reconstruction résiduelle.
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Les résultats obtenus ont montré que la méthode basée sur les SOS a bien estimé et compensé
le champ de mouvement global divergeant de la caméra. Tandis que, les résultats obtenus par
la méthode à base des SSO ne restituent pas l'information correcte sur la nature du champ de
mouvement présent dans la séquence. En eﬀet, cette dernière conduit à une sur-segmentation de
l'image.
La suite de notre étude concerne l'utilisation de cette méthode dans un schéma de ﬁltrage spatio-
temporel. Pour cela, nous appliquons cette méthode pour estimer et compenser le mouvement
dans des séquences d'images bruitées.
Nous reproduisons les résultats obtenus sur deux séquences réelles "Trevor White" et "Caltrain".
Bien que la séquence "Trevor White" soit caractérisée par des objets qui varient lentement le long
de la direction temporelle dans un fond stationnaire, il y a plusieurs non stationnarités spatiales
dues aux bandes verticales dans le fond et la chemise portée Figure 3.2.
Au contraire, la séquence "Caltrain" contient des objets en mouvement dans un fond en mou-
vement qui donne lieu à des non stationnarités dans de grands secteurs, le long de la direction
temporelle avec une stationnarité spatiale plus forte que celle de la séquence "Trevor White"
ﬁgure 3.3.
Les types de bruits considérés dans nos simulations sont : α-stable, gaussien généralisé et le
bruit mixte (bruit gaussien et "sel et poivre"). Aﬁn de pouvoir comparer cet estimateur sur ces
diﬀérents modèles de bruits, nous avons cherché à optimiser les paramètres de ces modèles de telle
façon qu'ils aient des statistiques comparables et des degrés d'impulsivité diﬀérents. L'écart-type
est l'une des mesures les plus utilisées pour caractériser statistiquement le comportement d'un
bruit, mais elle présente l'inconvénient de ne pas être déﬁnie pour les bruits fortement impulsifs.
Pour remédier à ce défaut, nous avons utilisé une mesure basée sur un estimateur robuste appelée
Median Absolute Deviation (MAD) et déﬁnie par :
MAD = med(|Xi −med(X)|) (3.36)
Où X représente le vecteur de bruit. Le but est de comparer les performances de l'estimateur de
mouvement vis à vis des bruits diﬀérents et ayant le même MAD. Nous trouvons dans le tableau
3.1 les paramètres de chaque modèle de bruit que nous avons réglé aﬁn d'avoir le même MAD.
Nous avons nommé ces modèles sous la forme suivante :
 α-stable(α,δ) : le bruit α-stable symétrique. Où α et δ représentent respectivement, le
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(a) (b)
(c) (d)
Fig. 3.2: 4 images originales de la séquence Trevor white aux instants t = 1, t = 3, t = 6 et
t = 9.
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(a) (b)
(c) (d)
Fig. 3.3: 4 images originales de la séquence Caltrain aux instants t = 1, t = 5, t = 10 et
t = 15.
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MAD=5 MAD=10 MAD=15
α-stable(0.5,1.95) α-stable(0.5,2.8) α-stable(0.5,3.4)
α-stable(1,5) α-stable(1,10) α-stable(1,15)
α-stable(1.5,12) α-stable(1.5,33) α-stable(1.5,61)
GG(0.5,1.5) GG(0.5,2.1) GG(0.5,2.6)
GG(1,10) GG(1,20) GG(1,30)
GG(1.5,60) GG(1.5,170) GG(1.5,310)
Mixte(20,5) Mixte(20,10) Mixte(20,30)
Mixte(15,8) Mixte(15,25) Mixte(15,36)
Mixte(10,13) Mixte(10,37) Mixte(10,45)
Tab. 3.1: Diﬀérentes réalisations de bruits avec paramètres diﬀérents
paramètre exponentiel et la dispersion.
 GG(α,β) : le bruit gaussien généralisé. Où α et β représentent respectivement le paramètre
d'échelle et le paramètre de forme.
 Mixte(σ,p) : le bruit mixte (gaussien + "sel et poivre"). Où σ et p représentent respecti-
vement, l'écart type et le pourcentage.
Les ﬁgures 3.4 et 3.5 montrent quelques réalisations de diﬀérents types de bruits impulsifs ayant
le même MAD. Ces valeurs ont été calculées à base de 12 réalisations de chaque modèle de bruit
ayant les mêmes paramètres. Nous remarquons à travers ces images, que le comportement de ces
types de bruits diﬀère en fonction des distributions et les paramètres de ces modèles.
Après avoir ajusté les paramètres de bruit que nous allons utiliser dans la suite de notre étude,
nous appliquons la méthode région-récursive basée SOS sur les séquences d'images bruitées. Nous
comparons les performances de cette méthode par rapport à la méthode région récursive basée
SSO en calculant le PSNR moyen sur toutes les images reconstruites des séquences Trevor White
et Caltrain bruitées.
Les tableaux 3.2, 3.3 et 3.4 montrent la moyenne des PSNRs obtenus par les images recons-
truites pour chacune des deux séquences Trevor White et Caltrain.
Les principales conclusions que nous pouvons extraire sont :
 la méthode basée sur les SOS est plus performante que la méthode basée sur les SSO
quelque soit le type de bruit et la valeur du MAD.
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(a) (b)
(c) (d)
(e) (f)
Fig. 3.4: Les diﬀérentes réalisations de bruit additif avec des valeurs MAD=5 sur la troi-
sième image de la séquence Trevor White, (a) bruit α-stable(0.5,1.95), (b) bruit
α-stable(1.5,12), (c) bruit gaussien généralisé GG(0.5,1.5), (d) bruit gaussien gé-
néralisé GG(1.5,60), (e) bruit mixte(20,5), (f) bruit mixte(10,13).
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(a) (b)
(c) (d)
(e) (f)
Fig. 3.5: Les diﬀérentes réalisations de bruit additif avec des valeurs MAD=10 sur la troisième
image de la séquence Caltrain, (a) bruit α-stable(0.5,2.8), (b) bruit α-stable(1,10),
(c) bruit gaussien généralisé GG(0.5,2.1), (d) bruit gaussien généralisé GG(1,20),
(e) bruit mixte(20,10), (f) bruit mixte(15,25).
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Sequences Trevor White Caltrain
PSNR moyen SSO SOS SSO SOS
α-stable(0.5,1.95) 12.12 12.49 11.88 12.47
α-stable(1,5) 17.36 18.17 16.48 17.73
α-stable(1.5,12) 22.37 23.69 20.42 23.03
GG(0.5,1.5) 19.93 21.05 19.09 21.01
GG(1,10) 24.93 26.44 21.82 25.56
GG(1.5,60) 25.81 27.73 22.46 26.68
Mixte(10,13) 12.25 12.93 12.33 12.95
Mixte(15,8) 18.35 19.25 17.34 18.39
Mixte(20,5) 19.67 20.54 18.48 20.24
Tab. 3.2: Le PSNR moyen pour des bruits de MAD=5
Sequences Trevor White Caltrain
PSNR moyen SSO SOS SSO SOS
α-stable(0.5,2.8) 11.03 11.15 10.90 11.11
α-stable(1,10) 14.96 15.34 13.89 15.16
α-stable(1.5,33) 18.71 19.51 17.56 19.11
GG(0.5,2.1) 15.75 16.45 15.45 17.02
GG(1,20) 19.70 20.87 18.53 20.89
GG(1.5,170) 20.70 22.26 19.50 21.74
Mixte(10,37) 7.58 8.74 8.69 8.74
Mixte(15,25) 10.03 10.22 10.19 10.22
Mixte(20,10) 13.05 13.49 12.28 13.33
Tab. 3.3: Le PSNR moyen pour des bruits de MAD=10
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Sequences Trevor White Caltrain
PSNR moyen SSO SOS SSO SOS
α-stable(0.5,3.4) 10.20 10.46 9.59 10.34
α-stable(1,15) 13.41 13.67 12.21 13.60
α-stable(1.5,61) 16.19 17.02 15.86 16.77
GG(0.5,2.6) 13.35 14.13 13.65 15.10
GG(1,30) 16.85 17.65 16.69 17.99
GG(1.5,310) 17.83 19.00 17.49 18.97
Mixte(10,45) 7.9 7.89 6.91 7.97
Mixte(15,36) 8.80 8.73 8.59 8.79
Mixte(20,30) 9.24 9.33 8.32 9.39
Tab. 3.4: Le PSNR moyen pour des bruits de MAD=15
 moins le bruit est impulsif, plus performante est la méthode basée sur les SOS. Ces per-
formances augmentent selon l'ordre des types de bruit suivant
1 : bruit gaussien généralisé GG
2 : bruit α-stable
3 : bruit mixte
 les performances de la méthode SOS diminuent en augmentant la valeur de MAD.
En regardant la diﬀérence de PSNR pour des valeurs de MAD diﬀérentes, nous remarquons que
les performances de ces estimateurs se dégradent de la même façon en fonction de la puissance
du bruit. Sauf dans des cas particuliers, par exemple pour le bruit α-stable là où α est petit,
si on regarde les valeurs du PSNR pour les diﬀérentes valeurs du MAD, on trouve une petite
amélioration. Par contre, dans le cas de grande valeurs de α la diﬀérence des gains en terme du
PSNR peuvent aller jusqu'à 7 dB pour des valeurs de MAD=5.
Pour les bruits GG et mixte, nous observons des améliorations en gain de PSNR qui peuvent
aller de 6 dB jusqu'à 12 dB pour des valeurs de MAD allant de 15 jusqu'à 5. Et nous remarquons
aussi que l'estimation dans le cas de bruit mixte est inﬂuencée plus particulièrement par la valeur
du pourcentage d'impulsions p.
Nous présentons aussi quelques images extraites de cette estimation. Les ﬁgures 3.6 et 3.7
montrent les images reconstruites issues de l'estimation du mouvement en utilisant la méthode
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région récursive basée SOS. Pour les deux séquences, nous observons que la qualité des images
reconstruites diﬀère d'une image à l'autre et en fonction du type et des réalisations de bruits.
Pour des images fortement bruitées, nous remarquons que les impulsions couvrent de bonnes
parties des images, et qu'on garde suﬃsamment d'information de l'image pour pouvoir appliquer
un ﬁltre spatio-temporel adaptatif. Par contre, pour les images légèrement bruitées, nous retrou-
vons une très bonne qualité d'images reconstruites qui peuvent nous servir dans les applications
de type ﬁltrage spatio-temporel.
3.5 Conclusion
Cette méthode d'estimation du mouvement combine l'utilisation des statistiques d'ordre su-
périeur et l'introduction du modèle de mouvement 2D par région. Elle est basée sur la mini-
misation du kurtosis de la DFD non plus au niveau du pixel, mais au niveau d'une région. Les
résultats comparatifs avec une méthode similaire, basée sur la minimisation des moments d'ordre
deux, révèlent l'apport potentiel de la méthode proposée. Cet apport réside en la bonne qua-
lité de reconstruction et d'interprétation du mouvement des séquences d'images bruitées. Cette
approche permet d'estimer eﬃcacement le mouvement des objets (les champs du mouvement
correspondent aux déplacements réels) et elle est capable d'estimer le mouvement global dans
l'image ou dans une zone de l'image, sans que la présence du bruit, éventuellement signiﬁcatif,
ne vienne perturber cette estimation.
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(a) (b)
(c) (d)
(e) (f)
Fig. 3.6: Les diﬀérentes images reconstruites de la troisième image de la séquence Trevor White
avec une valeur de MAD=5, (a) bruit α-stable(0.5,1.95), (b) bruit α-stable(1.5,12),
(c) bruit gaussien généralisé GG(0.5,1.5), (d) bruit gaussien généralisé GG(1.5,60),
(e) bruit mixte(20,5), (f) bruit mixte(10,13).
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(a) (b)
(c) (d)
(e) (f)
Fig. 3.7: Les diﬀérentes images reconstruites de la troisième image de la séquence Caltrain
avec une valeur de MAD=10, (a) bruit α-stable(0.5,2.8), (b) bruit α-stable(1,10),
(c) bruit gaussien généralisé GG(0.5,2.1), (d) bruit gaussien généralisé GG(1,20),
(e) bruit mixte(20,10), (f) bruit mixte(15,25).
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Chapitre 4
Débruitage de séquences d'images par
les statistiques d'ordre supérieur
4.1 Introduction
Plusieurs techniques de ﬁltrage basées sur les cumulants ont été proposées pour le rehausse-
ment des signaux non-gaussiens. Le ﬁltre least mean fourth (LMF) et d'autres critères basés sur
les statistiques d'ordre supérieur ont montré une amélioration des performances en comparaison
avec les ﬁltres least mean square LMS [WW84]. Les performances des ﬁltres LMS et LMF ont
été étudiées dans le contexte du ﬁltrage adaptatif [TC94]. En plus, la combinaison de ces deux
approches LMS et LMF a été proposée pour un problème de restauration d'images [HSK02]. La
résolution de ce problème de restauration conduit à une minimisation d'énergie qui fait appel à
un terme de régularisation.
Dans ce chapitre, nous présentons tout d'abord les ﬁltres d'ordre classiques 1D (L-ﬁltres) et nous
proposons leur extension au cas spatio-temporel. Pour le calcul des coeﬃcients de ces ﬁltres les
critères d'optimisation employés sont : (LMS : Least Mean Square, LMF : Least Mean Fourth,
NLMS : LMS normalisé). Nous développons ensuite un nouveau critère d'optimisation minimi-
sant le kurtosis de l'erreur d'estimation (LMK : Least Mean Kurtosis, NLMK : LMK normalisé)
[HCA05]. Enﬁn, nous apportons quelques améliorations au ﬁltre "L-ﬁltre LMK" en le rendant
récursif [HCA02] et en adaptant le traitement au contenu informationnel local de l'image [HC02].
Pour l'évaluation de ces ﬁltres, nous considérons plusieurs modèles de bruit : α-stable, "poivre
et sel", mixte (gaussien et "poivre et sel") et gaussien généralisé. Nous comparons tout d'abord
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Fig. 4.1: Schéma d'un ﬁltre d'ordre ou L-ﬁlter
toutes les combinaisons possibles qui lient les méthodes d'estimation du mouvement et du ﬁltrage
basées sur des critères quadratiques et d'ordre supérieur en fonction du type de bruit et la va-
leur du MAD. Ensuite, nous évaluons les performances sans utilisation de la séquence originale.
Enﬁn, nous testons les performances des améliorations apportées au L-ﬁltre LMK. Toutes ces
évaluations sont faites à base des critères objectif (SNRI) et visuel.
4.2 Filtres d'ordre où L-ﬁltres
4.2.1 Déﬁnition
Les ﬁltres d'ordre ont fait l'objet de diﬀérentes études [PV92]. Ils sont constitués d'un opé-
rateur de tri, suivi d'un ﬁltre linéaire agissant sur les statistiques d'ordre précédentes comme le
montre la ﬁgure 4.1. La sortie du ﬁltre s'écrit alors :
Y =
N∑
r=1
arX(r) (4.1)
 X(r) représente l'élément de rang r dans le vecteur
−→
X ordonné.
 ar sont les coeﬃcients de la combinaison linéaire.
Les ﬁltres d'ordre appartiennent à la famille des L-estimateurs (estimateur basé sur le calcul des
statistiques d'ordre), et sont aussi appelés L-ﬁlters.
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4.2.2 Optimisation des L-ﬁltres
Les performances des L-ﬁltres sont déterminées par le choix des coeﬃcients de pondération
(ar, r = 1, , N). Il est possible de calculer le ﬁltre d'ordre optimal (au sens d'un critère donné)
pour une taille de ﬁltre donnée et pour un type de perturbation donné (modèle de bruit ﬁxé).
Si on suppose que le signal à traiter est la suite :
X(i) = s(i) + b(i) (4.2)
Où b(i) représente un bruit additif à distribution symétrique venant perturber un signal s(i).
La condition nécessaire pour obtenir une estimation non biaisée est utilisée :
N∑
r=1
ar = 1 et ar = aN+1−r pour 1 ≤ r ≤ N (4.3)
Posons :
AT = (a1, a2, ..., aN )
BT = (b(1), b(2), ..., b(N))
IIT = (1, 1, ..., 1)
On peut calculer R la matrice de corrélation des échantillons de bruits triés :
R = Rkl = E {bkbl} , k = 1, 2, ..., N (4.4)
L'optimisation selon le minimum d'erreur quadratique moyenne de sortie donne les coeﬃcients
du ﬁltre optimal :
A =
R−1II
IITR−1II
(4.5)
 Pour un bruit blanc gaussien, le ﬁltre d'ordre optimal précédent est simplement le ﬁltre
moyenneur (l'opérateur de tri est transparent).
 Pour un bruit uniforme, l'optimal est le ﬁltre milieu.
 Pour un bruit exponentiel, le L-ﬁltre optimal tend vers le ﬁltre médian.
4.3 Le L-ﬁltre spatio-temporel compensé en mouvement
4.3.1 Structure du ﬁltre
Les approches spatio-temporelles utilisées actuellement ont été développées en généralisant
les techniques de ﬁltrage bi-dimensionnel. Par exemple, une approche simple pour le ﬁltrage
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Fig. 4.2: Support du ﬁltre spatio-temporel à mouvement compensé
spatio-temporel est de prolonger le support bidimensionnel du ﬁltre à réponse impulsionnelle
inﬁnie suivant la direction temporelle (voir ﬁgure 4.2). Le ﬁltre spatio-temporel à mouvement
compensé est donné par :
fˆn(i, j) =
∑
(p,q,l)∈S
a(p, q, l)gn−l(i− p− dˆn,n−1x (i− p, j − q), j − q − dˆn,n−1y (i− p, j − q)) (4.6)
où dˆn,n−1x (i, j) et dˆn,n−1y (i, j) sont respectivement les composantes horizontale et verticale du
mouvement estimé entre les trames n and n− l.
4.3.2 Le L-ﬁltre 3-D
Dans le traitement des séquences d'images, le voisinage spatio-temporel représente un cube
autour de chaque pixel. Nous proposons une extension 3D du L-ﬁltre 1D. Le but est d'estimer
l'intensité du pixel fn(i, j) en minimisant un certain critère. Nous appliquons donc le ﬁltre sur le
cube d'observations ordonnées. Soit gr(k) le vecteur d'observations ordonnées au pixel k donné
par :
gr(k) = tri (gn−l(k), ..., gn+l(k))T (4.7)
où gn(s) est le support du ﬁltre rangé dans l'ordre lexicographique (i.e. ligne par ligne) dans un
vecteur mono-dimensionel
gn(k) = (gn(i− p, j − q), gn(i− p, j − q + 1), ..., gn(i− p, j + q), ..., gn(i+ p, j + q))T (4.8)
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Nous déﬁnissons un index scalaire s que nous allons utilisé à la place des coordonnées du pixel
k. Dorénavant, une notation 1D est adoptée pour sa simplicité. La sortie du L-ﬁltre que nous
cherchons à estimer dans la position s de l'image est exprimée par :
fˆ(s) = aT (s)gr(s) (4.9)
où gr(s) représente les observations triées et a(s) représente le vecteur de coeﬃcient du ﬁltre
qui minimise un critère sur l'erreur entre l'image estimée et l'image désirée. La théorie des
L-estimateurs, sur laquelle les L-ﬁltres sont basés, forme une des trois familles d'estimateurs
robustes [Hub72][HRRS86]. Elle n'était utilisée dans le contexte du ﬁltrage des signaux et des
images que dans les deux dernières décennies[PV92][BHM83]. Les coeﬃcients de pondération des
L-ﬁltres peuvent être déterminés aﬁn de satisfaire un certain critère d'optimalité qui dépend de
la distribution du bruit.
Dans la suite de ce chapitre nous appelons les L-ﬁltres 3D par les L-ﬁltres.
4.4 Les algorithmes du L-ﬁltre adaptatif
4.4.1 L'algorithme LMS (Least Mean Squares)
Dans cette section, nous décrivons l'algorithme adaptatif LMS pour l'optimisation du L-ﬁltre
proposé. Les coeﬃcients optimaux du ﬁltre minimisent la fonction de coût déﬁnie par l'erreur
quadratique moyenne :
J2(s) = E{ε2(s)} = E{(fˆ(s)− f(s))2} (4.10)
Les conditions nécessaires pour l'optimalité du ﬁltre sont obtenues en mettant le gradient de la
fonction de coût égal à zéro :
∂J2(s)
∂a
= 2E{ε(s)∂fˆ(s)
∂a
} = 0 (4.11)
La méthode de descente du gradient est une technique populaire qui résout ce problème en
mettant à jour les coeﬃcients du ﬁltre utilisant l'équation suivante :
aˆ(s+ 1) = aˆ(s) +
1
2
µ
∂J2(s)
∂a
(4.12)
où µ > 0 représente le pas de convergence. En exploitant la dérivation utilisant les équations
4.11 et 4.12, nous obtenons l'quation suivante :
aˆ(s+ 1) = aˆ(s) + µε(s)gr(s) (4.13)
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4.4.2 L'algorithme LMK (Least Mean Kurtosis)
Le Kurtosis de la diﬀérence entre l'image originale et l'image estimée est donné par :
J4(s) = E{ε4(s)} − 3E{ε2(s)}2 (4.14)
De même, nous utilisons l'algorithme basé sur la descente du gradient pour ajuster les coeﬃcients
du ﬁltre
aˆ(s+ 1) = aˆ(s) + µ
∂J4(s)
∂a
(4.15)
La dérivée de J4(s) est exprimée par :
∂J4(s)
∂a
= E{4ε3(s)∂ε(s)
∂a
} − 6E{ε2(s)}E{2ε(s)∂ε(s)
∂a
} (4.16)
où E{ε2(s)} = σ2ε , l'équation 4.16 devient :
∂J4(s)
∂a
= E{4ε3(s)∂ε(s)
∂a
} − 6σ2εE{2ε(s)
∂ε(s)
∂a
} (4.17)
En utilisant l'estimation instantanée de l'espérance E{.} et ∂ε(s)∂a = ∂fˆ(s)∂a = gr(s), l'équation de
mise à jour devient :
aˆ(s+ 1) = aˆ(s) + 4µ
[
ε2(s)− 3σ2ε(s)
]
ε(s)gr(s) (4.18)
L'estimation de σ2ε(s) peut être faite en utilisant la récursion [TC94] :
σ2ε(s) = βσ
2
ε(s− 1) + ε2(s) 0 < β < 1 (4.19)
Pour une très petite valeur de β, nous avons σ2ε(s) ≈ ε2(s) et l'équation 4.18 sera approximée
par :
aˆ(s+ 1) ≈ aˆ(s) + µε3(s)gr(s) (4.20)
Ce qui nous mène à l'algorithme LMF(Least Mean Fourth) qui se base sur la minimisation du
moment d'ordre quatre [WW84]. Comme pour l'algorithme décrit précédemment, le scalaire µ
représente le pas de convergence ou le facteur d'apprentissage de l'équation récursive qui contrôle
la vitesse de convergence de l'algorithme.
4.4.3 L'algorithme NLMS (Normalized LMS)
Quand on veut appliquer un ﬁltre adaptatif dans un environnement non stationnaire (ex.
image), il devient plus commode d'utiliser un paramètre de pas de convergence µ(s) qui varie
dans le temps et dans l'espace. Après l'évaluation de l'erreur a posteriori déﬁnie par :
ε´(s) = f(s)− aˆT (s+ 1)gr(s) (4.21)
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nous pouvons voir que
ε´(s) = ε(s)(1− µ(s)grT (s)gr(s)) (4.22)
Si µ(s) est choisie par :
µ(s) =
1
λ+ ‖gr(s)‖2 (4.23)
l'équation de mise à jour des coeﬃcients du LMS L-ﬁltre normalisé devient :
aˆ(s+ 1) = aˆ(s) +
µ0
λ+ ‖gr(s)‖2 ε(s)g
r(s) (4.24)
µ0 doit être choisi pour vériﬁer 0 < µ0 ≤ 23 .
4.4.4 L'algorithme NLMK (Normalized LMK)
En utilisant le même paramètre, le ﬁltre LMK normalisé devient[CZC03] :
aˆ(s+ 1) = aˆ(s) +
µ0
λ+ ‖gr(s)‖2 ε
3(s)gr(s) (4.25)
Ces équations décrivent l'adaptation des NLMS et NLMK L-ﬁltres. Elles sont équivalentes aux
algorithmes NLMS et NLMK linéaires. La seule diﬀérence est que ces équations utilisent le
vecteur d'observations ordonnées gr(s) pour mettre à jour les coeﬃcients du L-ﬁltre.
4.5 Quelques améliorations des ﬁltres
4.5.1 Implémentation récursive
Dans ce paragraphe, nous présentons l'implémentation récursive des coeﬃcients des L-ﬁltres
optimisés par les critères abordés ci-dessous. L'application des ﬁltres récursifs améliore les per-
formances en terme d'élimination du bruit.
Dans le ﬁltrage récursif, l'estimation du pixel courant dépend des nouvelles valeurs des pixels
traités précédemment au lieu des anciennes valeurs. Le vecteur d'observations obtenu dans la
position s est donné par
gr(s) = (fˆ (1)(s), fˆ (2)(s), ..., fˆ ((N−1)/2)(s), g((N−1)/2+1)(s), g((N−1)/2+2)(s), ..., g(N)(s))T
(4.26)
En général, le calcul des coeﬃcients des L-ﬁltres récursifs, comme les non-récursifs, conduit à un
problème d'optimisation. L'objectif de l'optimisation est de trouver les meilleurs coeﬃcients de
pondération qui minimisent la fonction de coût. En se basant sur l'optimisation des algorithmes
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LMS et LMK décrits dans les sections précédentes, les coeﬃcients sont mis à jour suivant les
équations 4.13 et 4.18. Dans le cas où gr(s) représente le vecteur d'observation, les estimées des
pixels traités précédemment doivent être calculées aﬁn de mettre à jour les coeﬃcients du ﬁltre.
Ceci met une analogie entre les L-ﬁltres et les ﬁltres à réponse impulsionnelle inﬁnie RII, tandis
que les L-ﬁltres non récursifs peuvent être considérés comme une modiﬁcation des ﬁltres linéaires
à réponse impulsionnelle ﬁnie (RIF).
4.5.2 Traitement adapté au contenu informationnel local de l'image
Dans ce paragraphe, nous décrivons une structure du ﬁltre qui dépend du signal. Cette struc-
ture ajuste les propriétés du lissage en chaque point selon le contenu local de l'image aﬁn de
réaliser une bonne préservation de contours aussi bien qu'une suppression maximale du bruit
dans les régions homogènes.
Cette structure nous conduit à traiter les contours et les régions homogènes séparément. Elle
consiste en deux L-ﬁltres adaptatifs qui ont comme sorties fˆL(s) et fˆH(s) (respectivement, don-
nées en hautes fréquences et basses fréquences) et qui sont combinés pour donner une réponse
ﬁnale comme suit :
fˆ(s) = fˆL(s) + β(s){fˆH(s)− fˆL(s)} (4.27)
= β(s)fˆH(s) + [1− β(s)] fˆL(s) (4.28)
où β(s) est un facteur de pondération qui dépend du signal. β(s) peut être choisi pour minimiser
l'erreur quadratique moyenne entre la sortie du ﬁltre fˆ(s) donnée par 4.27 et la réponse désirée
f(s). Soit aH(s) et aL(s) les vecteurs de coeﬃcients des L-ﬁltres déﬁnis respectivement, par les
données en haute fréquence et les données en basses fréquences. Il est plus facile de voir que
E
[
(f(s)− fˆ(s))2
]
est minimisée pour
β(s) =
(R(s)aL(s)− p(s))T (aH(s)− aL(s))
(aH(s)− aL(s))TR(s)(aH(s)− aL(s)) (4.29)
L'équation 4.29 suppose que les deux vecteurs aH(s) et aL(s) ont les mêmes dimensions. Ceci
pourrait être interprété comme suit. Dans les régions homogènes, nous avons
R(s)aL(s) = p(s) (4.30)
i.e., aL(s) est le ﬁltre optimal qui minimise l'erreur entre la sortie du ﬁltre et la réponse désirée.
Donc, β(s) est égal à 0. De même, pour les contours, nous avons
R(s)aH(s) = p(s) (4.31)
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En remplaçant 4.31 dans 4.29 nous remarquons que β(s) est égal à 1. Aﬁn d'éviter d'estimer la
matrice de corrélation R(s) et le vecteur d'inter-correlation p(s), nous remplaçons le facteur de
pondération optimal 4.29 par un autre qui partage avec lui les propriétés favorables, à savoir, le
rapport signal sur bruit local
β(s) = 1− σ
2
η
σ2g(s)
(4.32)
où σ2η est la variance du bruit et σ2g(s) est la variance locale de l'image bruitée. Les deux L-ﬁltres
adaptatifs utilisent des fenêtres de tailles diﬀérentes. Dans un tel cas, le coeﬃcient β(s) donné
dans 4.32 peut être utilisé comme un switch entre les deux L-ﬁltres, c'est à dire
fˆ(s) =
 fˆH(s) si β(s) > βtfˆL(s) ailleurs (4.33)
où 0 < βt < 1 est un seuil qui détermine la diﬀérence entre la suppression de bruit et la
préservation des contours.
4.6 Évaluation des performances des algorithmes proposés
Le ﬁltrage des séquences d'images est eﬀectué sur une fenêtre de trois images, l'image centrale
étant l'image reconstruite. La compensation du mouvement se fait donc en prenant l'image
centrale comme référence. Pour cela, nous estimons un modèle aﬃne de mouvement entre les
images t − 1 et t puis entre les images t et t + 1. On génère ensuite une version compensée en
mouvement de t − 1 vers t et de t + 1 vers t. On obtient ainsi une fenêtre temporelle d'images
recalées sur l'image centrale sur laquelle nous appliquons le ﬁltre.
Nous présentons un ensemble d'expérimentations aﬁn d'évaluer les performances des L-ﬁltres
adaptatifs que nous avons évoqué ci-dessus. Toutes ces expérimentations ont été conduites sur les
séquences Trevor White et Caltrain. Nous supposons dans un premier temps que nous disposons
de l'image de référence (exemple, l'image originale). Dans la pratique, les images de référence
sont souvent transmises dans les canaux de transmission pour mesurer leurs performances. Nous
verrons par la suite, le cas où l'image de référence n'est pas disponible.
Nous avons évalué la qualité des images reconstruites grâce à une mesure objective quadratique
de l'amélioration du rapport signal sur bruit (Signal to Noise Ratio Improvement : SNRI) :
SNRI = 10 log10
∑
i,j
(
fˆ(i, j)− f(i, j)
)2
∑
i,j (g(i, j)− f(i, j))2
(dB) (4.34)
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où f , g, fˆ notent respectivement l'image originale, l'image bruitée et l'image ﬁltrée.
Ensuite, nous comparons toutes les combinaisons possibles qui lient les méthodes d'estimation du
mouvement et du ﬁltrage basées sur des critères quadratiques et d'ordre supérieur. Nous avons
adopté la notation suivante pour interpréter nos résultats :
 SSO-SSO signiﬁe que nous avons utilisé la méthode d'estimation du mouvement basée
sur les statistiques du second ordre et un L-ﬁltre LMS spatio-temporel .
 SOS-SSO signiﬁe que nous avons utilisé la méthode d'estimation du mouvement basée
sur les statistiques d'ordre supérieur et un L-ﬁltre LMS spatio-temporel.
 SSO-SOS signiﬁe que nous avons utilisé la méthode d'estimation du mouvement basée
sur les statistiques du second ordre et un L-ﬁltre LMK spatio-temporel.
 SOS-SOS signiﬁe que nous avons utilisé la méthode d'estimation du mouvement basée
sur les statistiques d'ordre supérieur et un L-ﬁltre LMK spatio-temporel.
4.6.1 Évaluations en fonction du type de bruit
Aﬁn d'évaluer les performances du schéma proposé en fonction du type de bruit, nous avons
appliqué les quatres combinaisons SSO-SSO, SOS-SSO, SSO-SOS et SOS-SOS sur les deux sé-
quences d'images Trevor White et Caltrain corrompues par quelques types de bruits ayant la
même valeur du MAD. Pour cette comparaison, nous avons choisi quatre types de bruit ayant
comme valeur de MAD=5 et qui sont déﬁnis par :
 bruit sel et poivre (p = 10%).
 bruit mixte (σ = 20 et p = 5%).
 bruit α-stable(0.5,1.95).
 bruit GG(0.5,1.5)
En se basant sur les valeurs de SNRI obtenues et la qualité visuelle des images ﬁltrées, nous
constatons au début :
 la technique SOS-SOS est la plus performante indépendamment du type de bruit et de la
séquence d'images traitée.
 les techniques utilisées sont classées quelque soit le type de bruit dans l'ordre de la plus
performante à la moins performante :
1 : SOS-SOS
2 : SOS-SSO
3 : SSO-SOS
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4 : SSO-SSO
 plus le caractère du bruit est impulsif, meilleures sont les performances des techniques
utilisées. Ces bruits sont classés par :
1 : α-stable
2 : sel et poivre
3 : mixte
4 : GG
 les performances de la technique SOS-SOS se dégradent en fonction du mouvement. Ceci
est vrai en comparant les valeurs de SNRI obtenues par les deux séquences Caltrain et
Trevor White.
Méthodes image 3 image 4 image 5 image 6 image 7 image 8
SSO-SSO -5.04 -5.24 -5.18 -5.69 -5.16 -5.06
SSO-SOS -5.62 -5.39 -5.75 -5.32 -5.36 -5.42
SOS-SSO -7.37 -7.41 -7.31 -7.57 -7.51 -7.61
SOS-SOS -9.73 -9.61 -9.38 -9.54 -9.72 -9.63
Tab. 4.1: SNRI en (dB) obtenus en combinant les méthodes basées sur les SSO et les SOS
pour le ﬁltrage de quelques images de la séquence Trevor White contaminée par le
bruit mixte gaussien (σ = 20) plus impulsif (p = 5%).
Méthodes image 3 image 4 image 5 image 6 image 7 image 8
SSO-SSO -5.48 -5.33 -5.40 -5.22 -5.01 -5.12
SSO-SOS -5.54 -5.32 -6.09 -5.43 -5.21 -5.18
SOS-SSO -10.82 -10.94 -11.17 -10.58 -11.08 -11.12
SOS-SOS -11.47 -11.57 -11.86 -11.88 -11.68 -11.41
Tab. 4.2: SNRI en (dB) en combinant les méthodes basées sur les SSO et les SOS pour le
ﬁltrage de quelques images de la séquence Trevor White contaminée par le bruit
impulsif (p = 10%).
Les tableaux 4.1, 4.2, 4.3, 4.4, 4.5, 4.6, 4.7 et 4.8 illustrent les résultats obtenus en terme
du SNRI pour les deux séquences d'images corrompues par les types de bruits étudiés. Nous
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Méthodes image 3 image 4 image 5 image 6 image 7 image 8
SSO-SSO -3.64 -3.74 -3.83 -3.56 -3.98 -4.23
SSO-SOS -4.89 -5.47 -5.53 -5.58 -5.86 -6.04
SOS-SSO -6.19 -6.03 -6.20 -6.13 -5.98 -6.11
SOS-SOS -7.18 -7.61 -7.79 -7.68 -7.50 -7.76
Tab. 4.3: SNRI en (dB) obtenus en combinant les méthodes basées sur les SSO et les SOS
pour le ﬁltrage de quelques images de la séquence Caltrain contaminée par le bruit
mixte gaussien (σ = 20) plus impulsif (p = 5%).
Méthodes image 3 image 4 image 5 image 6 image 7 image 8
SSO-SSO -4.03 -4.19 -4.08 -4.017 -4.23 -4.31
SSO-SOS -5.61 -6.14 -6.03 -5.94 -6.31 -6.21
SOS-SSO -7.24 -7.39 -7.31 -7.61 -7.42 -7.23
SOS-SOS -8.16 -7.91 -7.88 -8.05 -7.68 -8.48
Tab. 4.4: SNRI en (dB) en combinant les méthodes basées sur les SSO et les SOS pour le
ﬁltrage de quelques images de la séquence Caltrain contaminée par le bruit impulsif
(p = 10%).
remarquons que les combinaisons SOS-SOS donnent de meilleurs résultats par rapport aux autres
combinaisons. Les méthodes de ﬁltrage LMK fonctionnent mieux pour les bruits de type α-
stable(0.5,1.95) et sel et poivre (10%) qui montrent une amélioration de 3 dB en terme de SNRI
par rapport aux bruits mixte(20,5) et GG(0.5,1.5).
De même, les ﬁgures 4.3 et 4.4 illustrent ces résultats en regardant les améliorations visuelles que
portent les méthodes basées sur SOS par rapport aux SSO. Ceci se fait en comparant les images
obtenues en ﬁltrant les deux bruits gaussien généralisé et α-stable.
En résumé, nous avons essayé le schéma de ﬁltrage spatio-temporel basé sur les SOS. Dans le cas
où le bruit est fortement impulsif (α-stable et sel et poivre), le ﬁltre agit d'une manière très eﬃcace
en se débarrassant des impulsions qui restent dans l'étape de l'estimation du mouvement. Par
contre, dans le cas où le bruit est légèrement impulsif (GG et mixte), ce ﬁltre agit moyennement
tout en lissant une bonne partie de l'image.
96
4.6. Évaluation des performances des algorithmes proposés
(a) (b)
(c) (d)
Fig. 4.3: La troisième image de la séquence Trevor ﬁltrée. (a) bruit α-stable(0.5,1.95) par la
combinaison SOS-SOS. (b) bruit α-stable(0.5,1.95) par la combinaison SOS-SSO.
(c) bruit GG(0.5,1.5) par la combinaison SOS-SOS. (d) bruit GG(0.5,1.5) par la
combinaison SOS-SSO.
97
Chapitre 4. Débruitage de séquences d'images par les statistiques d'ordre supérieur
(a) (b)
(c) (d)
Fig. 4.4: La troisième image de la séquence Caltrain ﬁltrée. (a) bruit α-stable(0.5,1.95) par
la combinaison SOS-SOS. (b) bruit α-stable(0.5,1.95) par la combinaison SOS-SSO.
(c) bruit GG(0.5,1.5) par la combinaison SOS-SOS. (d) bruit GG(0.5,1.5) par la
combinaison SOS-SSO.
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Méthodes image 3 image 4 image 5 image 6 image 7 image 8
SSO-SSO -3.54 -3.12 -3.25 -2.89 -2.87 -2.79
SSO-SOS -7.56 -7.73 -7.43 -7.57 -7.66 -7.74
SOS-SSO -10.17 -9.98 -9.97 -10.11 -10.15 -10.03
SOS-SOS -12.01 -11.99 -11.95 -12.07 -12.24 -11.94
Tab. 4.5: SNRI en (dB) en combinant les méthodes basées sur les SSO et les SOS pour le
ﬁltrage de quelques images de la séquence Trevor White contaminée par le bruit α-
stable(0.5,1.95)
.
Méthodes image 3 image 4 image 5 image 6 image 7 image 8
SSO-SSO -5.57 -5.04 -4.86 -4.67 -4.66 -4.53
SSO-SOS -7.92 -7.80 -7.37 -7.63 -7.51 -7.38
SOS-SSO -7.47 -7.53 -7.58 -7.56 -7.25 -7.50
SOS-SOS -9.00 -9.08 -9.23 -9.11 -8.94 -9.00
Tab. 4.6: SNRI en (dB) en combinant les méthodes basées sur les SSO et les SOS pour le
ﬁltrage de quelques images de la séquence Trevor White contaminée par le bruit
GG(0.5,1.5)
.
4.6.2 Évolution des performances en fonction du MAD
Aﬁn d'évaluer les performances des combinaisons utilisées précédemment en fonction de la
valeur du MAD, nous testons ces combinaisons sur plusieurs réalisations de bruits avec des MAD
diﬀérents (5,10 et 15). Les tableaux 4.9, 4.10 et 4.11 résument la moyenne des SNRI obtenus sur
chaque séquence issue par ﬁltrage par les quatres combinaisons pour les diﬀérentes réalisations
de bruit.
La première remarque que nous pouvons faire, c'est que la combinaison SOS-SOS est plus per-
formante que les autres combinaisons, quelque soit le type de bruit, sa valeur de MAD et la
séquence traitée.
Pour le même type de bruit, nous remarquons que les performances du ﬁltrage se dégradent légè-
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Méthodes image 3 image 4 image 5 image 6 image 7 image 8
SSO-SSO -3.33 -3.05 -2.69 -2.70 -2.82 -2.97
SSO-SOS -6.27 -6.54 -6.30 -6.36 -6.56 -6.71
SOS-SSO -7.51 -7.40 -7.36 -7.38 -7.14 -7.28
SOS-SOS -8.52 -8.63 -8.52 -8.51 -8.32 -8.44
Tab. 4.7: SNRI en (dB) en combinant les méthodes basées sur les SSO et les SOS pour
le ﬁltrage de quelques images de la séquence Caltrain contaminée par le bruit α-
stable(0.5,1.95)
.
Méthodes image 3 image 4 image 5 image 6 image 7 image 8
SSO-SSO -3.34 -3.38 -3.15 -3.99 -3.24 -3.32
SSO-SOS -5.29 -6.13 -6.00 -6.23 -6.34 -6.50
SOS-SSO -4.82 -4.76 -4.85 -4.70 -4.88 -4.81
SOS-SOS -5.01 -4.93 -4.95 -5.01 -5.12 -5.00
Tab. 4.8: SNRI en (dB) en combinant les méthodes basées sur les SSO et les SOS pour le ﬁl-
trage de quelques images de la séquence Caltrain contaminée par le bruit GG(0.5,1.5)
.
rement en fonction des valeurs décroissantes de MAD. Ceci est vrai pour tous les types de bruits
mais avec des diﬀérences de SNRI qui diﬀérent d'un type à l'autre. On remarque une diﬀérence
moyenne de SNRI entre des valeurs de MAD de 5 et 15 de l'ordre de 3 dB pour le bruit α-stable
et le bruit mixte et de 1 dB pour le bruit GG.
En résumé, nous remarquons que les performances du ﬁltrage obtenues par la combinaison SOS-
SOS changent d'un bruit à l'autre en fonction du degré d'impulsivité (meilleur pour le bruit
α-stable). Par contre ce ﬁltre marque une insensibilité des performances à la variation du MAD
dans le cas du bruit gaussien généralisé. Au contraire, nous remarquons une variation des perfor-
mances du ﬁltre dans le cas de bruits α-stable et bruit mixte ayant des valeurs de MAD élevées.
Il s'avère que le ﬁltre est robuste vis à vis des paramètres du bruit GG.
Après l'évaluation de ces quatre combinaisons, nous choisissons les deux combinaisons que
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Sequences Trevor White Caltrain
SNRI moyen SSO-
SSO
SSO-
SOS
SOS-
SSO
SOS-
SOS
SSO-
SSO
SSO-
SOS
SOS-
SSO
SOS-
SOS
α-stable(0.5,1.95) -3.08 -7.60 -10.07 -12.37 -2.92 -6.46 -7.34 -8.49
α-stable(1,5) -3.52 -4.02 -4.43 -5.19 -2.42 -2.81 -3.41 -4.09
α-stable(1.5,12) -3.12 -3.65 -4.72 -5.28 -1.68 -2.33 -3.56 -3.94
GG(0.5,1.5) -4.85 -7.60 -7.48 -9.06 -3.40 -6.80 -4.80 -5.00
GG(1,10) -4.08 -4.14 -3.90 -4.41 -2.44 -3.02 -3.84 -4.12
GG(1.5,60) -4.10 -4.31 -3.34 -4.38 -2.39 -2.82 -2.75 -3.06
Mixte(20,5) -5.29 -5.47 -7.46 -9.59 -3.83 -5.56 -6.11 -7.59
Mixte(15,3) -3.17 -3.56 -3.05 -3.50 -2.45 -2.65 -3.93 -4.38
Mixte(10,13) -4.11 -4.52 -6.01 -6.25 -2.14 -2.82 -3.95 -4.71
Tab. 4.9: Le SNRI moyen pour des bruits de MAD=5
Sequences Trevor White Caltrain
SNRI moyen SSO-
SSO
SSO-
SOS
SOS-
SSO
SOS-
SOS
SSO-
SSO
SSO-
SOS
SOS-
SSO
SOS-
SOS
α-stable(0.5,2.8) -1.98 -2.03 -6.30 -6.41 -1.85 -2.74 -4.44 -5.19
α-stable(1,10) -2.66 -3.46 -5.06 -5.57 -2.12 -2.60 -3.90 -3.71
α-stable(1.5,33) -3.46 -4.01 -3.59 -4.08 -1.22 -1.35 -2.01 -2.59
GG(0.5,2.1) -5.13 -6.12 -7.81 -9.21 -4.11 -4.57 -5.94 -6.55
GG(1,20) -6.44 -7.48 -6.46 -7.16 -4.36 -4.62 -5.86 -6.77
GG(1.5,170) -6.48 -7.59 -6.36 -7.06 -2.86 -3.47 -4.54 -5.18
Mixte(20,10) -2.44 -3.52 -5.72 -6.08 -2.69 -3.17 -3.72 -4.36
Mixte(15,25) -1.25 -2.20 -6.53 -7.42 -1.06 -2.38 -4.86 -5.55
Mixte(10,37) -2.72 -3.39 -6.07 -6.96 -1.63 -2.52 -5.25 -6.23
Tab. 4.10: Le SNRI moyen pour des bruits de MAD=10
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Sequences Trevor White Caltrain
SNRI moyen SSO-
SSO
SSO-
SOS
SOS-
SSO
SOS-
SOS
SSO-
SSO
SSO-
SOS
SOS-
SSO
SOS-
SOS
α-stable(0.5,3.4) -4.77 -5.08 -6.28 -6.25 -2.64 -3.72 -4.64 -5.24
α-stable(1,15) -2.55 -2.98 -5.74 -5.83 -3.15 -3.42 -4.22 -5.15
α-stable(1.5,61) -3.04 -3.65 -4.50 -4.76 -2.12 -2.28 -2.66 -3.09
GG(0.5,2.6) -5.61 -5.79 -9.17 -11.27 -6.48 -6.71 -7.32 -8.12
GG(1,30) -6.49 -8.04 -8.11 -9.58 -4.92 -5.78 -6.55 -6.99
GG(1.5,310) -7.59 -8.98 -7.98 -9.42 -6.13 -6.89 -7.59 -7.95
Mixte(20,30) -3.19 -4.64 -6.46 -6.48 -3.82 -4.03 -4.95 -5.79
Mixte(15,36) -2.24 -2.43 -6.45 -6.55 -4.12 -4.38 -5.10 -6.10
Mixte(10,45) -1.47 -2.27 -6.78 -7.37 -3.86 -4.44 -5.41 -6.49
Tab. 4.11: Le SNRI moyen pour des bruits de MAD=15
nous avons qualiﬁées d'avoir les meilleures performances (SOS-SOS) et (SOS-SSO). Dans la suite
de notre document, nous tenons à appeler ces deux combinaisons par :
 SOS-SOS par le L-ﬁltre NLMK
 SOS-SSO par le L-ﬁltre NLMS
Ces L-ﬁltres appliqués à un groupe d'images des deux séquences choisies, sont comparés avec
deux ﬁltres, le ﬁltre médian 3-D et le ﬁltre à moyenne pondérée adaptative MPA (voir Annexe).
4.6.3 Comparaisons de temps de calcul
Nous avons testé les performances de l'algorithme de ﬁltrage de séquences d'images en terme
de temps de calcul. Pour cette comparaison, nous avons estimé le temps de calcul eﬀectué par tous
les ﬁltres utilisés dans la comparaison précédente ainsi que les ﬁltres LMS et LMK. Nous avons
évalué les temps calculés sans estimation du mouvement et avec estimation du mouvement en
utilisant les méthodes SSO et SOS. Ces calculs ont été faits sur un PC Pentium III à une fréquence
d'horloge de 1 GHz sous le système d'exploitation Linux et le langage de programmation C++.
Aucune optimisation n'a été prise en compte.
Les tableaux 4.12 et 4.13 montrent les temps de calcul en seconde obtenus par ces ﬁltres appliqués
sur la troisième image de la séquence Trevor corrompue par le bruit mixte. A l'issue de ces
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Les ﬁltres L-ﬁltre L-ﬁltre L-ﬁltre L-ﬁltre ﬁltre
3-D LMK NLMK LMS NLMS Médian
Sans estimation 0.91 1.24 0.88 0.99 0.75
du mouvement
Avec un estimateur 2.63 2.96 2.60 2.72 2.47
du mouvement SSO
Avec un estimateur 2.99 3.32 2.96 3.07 2.83
du mouvement SOS
Tab. 4.12: Le temps de calcul en seconde eﬀectué pour le ﬁltrage de la troisième image de la
séquence Trevor White contaminée par le bruit mixte.
résultats, nous constatons que :
 le temps de calcul eﬀectué par le L-ﬁltre NLMK est le plus élevé par rapport aux autres
ﬁltres, sans et avec estimation du mouvement.
 l'utilisation de l'estimation du mouvement contribue avec un temps de calcul énorme pour
le schéma de ﬁltrage proposé.
 les temps de calcul indiqués dans le tableau 4.12 sont plus élevés que les temps de calcul
marqués dans le tableau 4.13. Ceci parce que les ﬁltres utilisés dans le premier tableau sont
tous des ﬁltres d'ordre.
 en utilisant l'estimateur du mouvement basé SOS, la diﬀérence en temps de calcul entre
le ﬁltre le plus rapide MPA et le ﬁltre le plus lent NLMK L-ﬁltre reste raisonnable vu la
diﬀérence en SNRI marquée entre ces deux ﬁltres.
En comparant le coût calculatoire eﬀectué par chaque ﬁltre, nous remarquons qu'il y a un com-
promis à faire entre l'eﬃcacité en terme du SNRI et la complexité algorithmique.
La complexité des deux algorithmes LMS et LMK sont presque similaires [TC94]. L'algorithme
LMS demande O(2N+1Multiplications, N+1 Additions) et l'algorithme LMK demande O(2N+
5 Multiplications, N + 3 Addition) où N représente le nombre de coeﬃcients. Donc, seulement
quatre multiplications et deux additions en plus pour l'algorithme LMK indépendamment de N .
En plus, d'autres opérations sont requises pour les L-ﬁltres (pour faire un tri de N pixels, la
complexité est de l'ordre de O(N logN)).
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Les ﬁltres Filtre Filtre Filtre Filtre Filtre
3-D LMK NLMK LMS NLMS MPA
Sans estimation 0.26 0.61 0.24 0.39 0.18
du mouvement
Avec un estimateur 1.98 2.33 1.96 2.11 1.90
du mouvement SSO
Avec un estimateur 2.34 2.69 2.32 2.47 2.26
du mouvement SOS
Tab. 4.13: Le temps de calcul en seconde eﬀectué pour le ﬁltrage de la troisième image de la
séquence Trevor White contaminée par le bruit mixte.
4.7 Évaluation des performances sans utilisation de la séquence
originale
Dans le cas où la séquence originale n'est pas disponible, nous avons testé la robustesse des
coeﬃcients du L-ﬁltre qui sont calculés par deux procédures, une utilisant une session d'appren-
tissage et une autre utilisant une image de la séquence comme référence.
Procédure A : session d'apprentissage
Dans cette procédure, nous appliquons le L-ﬁltre sur une séquence de test corrompue par un bruit
mixte utilisant comme image de référence l'image originale. Puis, nous calculons la moyenne sur
les coeﬃcients qui dérivent de la dernière ligne de l'image. Ensuite, nous appliquons ces coef-
ﬁcients pour ﬁltrer la séquence traitée corrompue par le même type de bruit. Dans le tableau
4.14, nous présentons les SNRI obtenus par le ﬁltrage d'une image de la séquence "Caltrain"
en utilisant les coeﬃcients du L-ﬁltre déterminés à la ﬁn d'une session d'apprentissage sur une
image de la séquence "Trevor White" et vice versa. Dans le même tableau, nous avons inclus
les valeurs de SNRI obtenues par le même ﬁltre en utilisant l'image originale comme image de
référence. D'après ces résultats, nous constatons que la réduction de bruit atteinte est proche de
celle réalisée quand l'image de référence est disponible.
Procédure B : utilisation d'une image de la séquence comme référence
Dans cette procédure, nous supposons qu'une seule trame originale peut agir en tant qu'image de
référence pour les autres images de la séquence. Le but de cette procédure, est aussi de démontrer
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Image ﬁltrée SNRI sans SNRI avec
image de référence image de référence
Trevor utilisant les coeﬃcients du -7.02 -7.37
L-ﬁltre NLMS de l'image Caltrain
Caltrain utilisant les coeﬃcients du -5.92 -6.19
L-ﬁltre NLMS de l'image Trevor
Trevor utilisant les coeﬃcients du -8.94 -9.73
L-ﬁltre NLMK de l'image Caltrain
Caltrain utilisant les coeﬃcients du -6.34 -7.18
L-ﬁltre NLMK de l'image Trevor
Tab. 4.14: Comparaison des SNRI en (dB) obtenus par les L-ﬁltres NLMS et NLMK avec et
sans utilisation de l'image de référence par la procédure A.
la performance du ﬁltre quand les statistiques de l'image d'entrée varient en fonction du temps.
Nous avons essayé de ﬁltrer la version bruitée de la troisième image des deux séquences étudiées
en utilisant comme image de référence la première image de la séquence qui, évidemment, diﬀère
de l'image à ﬁltrer. Dans le tableau 4.15, nous constatons que les performances des ﬁltres sont un
peu dégradées. Cependant la perte de performance est petite (1.3 dB au plus) et les valeurs de
SNRI obtenus lors de cette procédure restent toujours plus petites par rapport à celles obtenues
par la procédure A.
4.8 Résultats des améliorations
4.8.1 Comparaison avec la version non-récursive
Dans cette étape, nous utilisons l'implémentation récursive des L-ﬁltres (NLMS, NLMK )
étudiés. Nous comparons les performances de ces ﬁltres avec celles des méthodes non-récursives.
Les notations utilisées dans nos résultats sont exprimées par :
 L-ﬁltre RNLMS représente le L-ﬁltre NLMS récursif.
 L-ﬁltre RNLMK représente le L-ﬁltre NLMK récursif.
Dans ces expérimentations, nous utilisons les mêmes séquences d'images que celles traitées dans
les sections précédentes. Les tableaux 4.16 et 4.17 présentent les résultats comparatifs des deux
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Filtres Images
3ème image de Caltrain 3ème image de Trevor White
L-ﬁltre NLMS sans référence -5,76 -6,47
L-ﬁltre NLMK sans référence -6,09 -8,21
L-ﬁltre NLMS avec référence -6,19 -7,37
L-ﬁltre NLMK avec référence -7,18 -9,73
Tab. 4.15: Comparaison des SNRI en (dB) obtenus par les L-ﬁltres NLMS et les L-ﬁltres
NLMK avec et sans référence appliqués sur la troisième image de la séquence cor-
rompue par le bruit mixte, en considérant la première image de la séquence comme
image de référence (Procédure B).
Filtres Images
3ème image de Caltrain 3ème image de Trevor White
Filtre médian -4.08 -5.55
médian récursif -5.85 -6.11
L-ﬁltre NLMS -6.19 -7.37
L-ﬁltre RNLMS -7.67 -8.98
L-ﬁltre NLMK -7.18 -9.73
L-ﬁlter RNLMK -8.79 -10.93
Tab. 4.16: SNRI en (dB) obtenus avec les L-ﬁltres NLMS, RNLMS, NLMK, RNLMK pour la
suppression du bruit mixte.
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Filtres Images
3ème image de Caltrain 3ème image de Trevor White
Filtre médian -6.40 -9.89
Médian récursif -8.16 -10.96
L-ﬁltre NLMS -7.24 -10.82
L-ﬁltre RNLMS -8.96 -11.56
L-ﬁltre NLMK -8.16 -11.47
L-ﬁltre RNLMK -9.98 -12.34
Tab. 4.17: SNRI en (dB) obtenus avec les L-ﬁltres NLMS, RNLMS, NLMK, RNLMK pour la
suppression du bruit impulsif.
séquences corrompues par les deux bruits sel et poivre et mixte. Les performances des L-ﬁltres
récursifs sont comparées à leurs versions non récursives. Le paramètre de pas de convergence est
réglé expérimentalement aﬁn d'obtenir les valeurs optimales du SNRI. Pour chaque algorithme,
les valeurs de µ sont choisies comme µLMS = 0.8, µLMK = 10−4. De même, le support du ﬁltre
choisi est un cube de taille 3× 3× 3.
Le concept du ﬁltrage récursif permet de fournir de meilleures performances par rapport au
ﬁltrage non-récursif. En particulier, les gains en terme de SNRI obtenus marquent une augmen-
tation de 0.87 à 1.92 dB en comparant avec les algorithmes non-récursifs, ceci dépend de la
séquence traitée. Cette amélioration est aussi observée dans le cas où l'image est fortement brui-
tée. En plus des gains réalisés en terme de SNRI, l'exécution récursive conduit à une meilleure
qualité visuelle en ce qui concerne la suppression de bruit par rapport à sa version non récursive.
Quelques résultats obtenus sur les deux séquences sont rapportés dans les ﬁgures 4.5 et 4.6. Le
L-ﬁltre RNLMK montre son eﬃcacité en suppression de bruit sans introduire un ﬂou excessif
dans les détails des séquences.
4.8.2 Utilisation du traitement adapté au contenu informationnel local
Dans cette étape, nous appliquons une version améliorée du ﬁltre proposé à savoir le trai-
tement adapté au contenu informationnel local de l'image. Le choix de la taille de la fenêtre
associée à chaque pixel de l'image dépend du contenu local déterminé par la valeur du seuil βt.
Ce seuil prend dans toutes les expérimentations la valeur de 0.75. La taille de la fenêtre dans le
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(a) (b)
(c) (d)
Fig. 4.5: Résultats obtenus par ﬁltrage de la troisième image de la séquence Trevor White
corrompue par le bruit mixte en utilisant les ﬁltres : (a) Le L-ﬁltre NLMS avec
(µ0 = 0.8),(b) Le L-ﬁltre RNLMS avec (µ0 = 0.8), (c) Le L-ﬁltre NLMK avec
(µ0 = 10−4),(d) Le L-ﬁltre RNLMK avec (µ0 = 10−4)
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(a) (b)
(c) (d)
Fig. 4.6: Résultats obtenus par ﬁltrage de la troisième image de la séquence Caltrain corrompue
par le bruit mixte en utilisant les ﬁltres : (a) Le L-ﬁltre NLMS avec (µ0 = 0.8),(b)
Le L-ﬁltre RNLMS avec (µ0 = 0.8), (c) Le L-ﬁltre NLMK avec (µ0 = 10−4),(d) Le
L-ﬁltre RNLMK avec (µ0 = 10−4)
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Filtres Images
3ème image de Caltrain 3ème image de Trevor White
L-ﬁltre NLMS -6,19 -7,37
L-ﬁltre RNLMS -7,67 -8,98
L-ﬁltre NLMK -7,18 -9,73
L-ﬁltre RNLMK -8,79 -10,93
L-ﬁltre SDNLMK -7,98 -10,02
L-ﬁltre RSDNLMK -9,22 -11,43
Tab. 4.18: SNRI en (dB) obtenus par ﬁltrage des images corrompues par le bruit mixte avec
les L-ﬁltres NLMS, RNLMS, NLMK, RNLMK, SDNLMK et RSDNLMK
cas du ﬁltre passe-haut est de 3× 3× 3, et dans le cas du ﬁltre passe-bas est de 3× 5× 5. Le pas
de convergence utilisé pour chaque algorithme est de l'ordre de µLMS = 0.8 et de µLMK = 10−4.
Les performances de ce ﬁltre ont été également comparées avec sa version non-recursive.
Les notations utilisées dans nos résultats sont exprimées par :
 L-ﬁltre SDNLMK représente le L-ﬁltre NLMS adapté au contenu informationnel local
de l'image.
 L-ﬁltre RSDNLMK représente le L-ﬁltre NLMK adapté au contenu informationnel local
de l'image récursif.
Les tableaux 4.18 et 4.19 présentent les résultats comparatifs issus de l'application du ﬁltre à
fenêtre adaptative sur les deux séquences d'images corrompues par le bruit sel et poivre et le
bruit mixte. Le L-ﬁltre RSDNLMK est le plus performant en utilisant des fenêtres à dimension
plus large dans les régions homogènes.
Également, la version récursive de ce ﬁltre donne de meilleures performances par rapport à la
version non récursive. Le gain obtenu en terme de SNRI varie de 1.24 dB à 2.03 dB, et cela
dépend de la séquence traitée. Nous remarquons aussi que, la performance du ﬁltre augmente en
augmentant le degré d'impulsivité du bruit.
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Filtres Images
3ème image de Caltrain 3ème image de Trevor White
L-ﬁltre NLMS -7,24 -10,82
L-ﬁltre RNLMS -8,96 -11,56
L-ﬁltre NLMK -8,16 -11,47
L-ﬁltre RNLMK -9,98 -12,34
L-ﬁltre SDNLMK -8,82 -11,91
L-ﬁltre RSDNLMK -10,23 -12,96
Tab. 4.19: SNRI en (dB) obtenus par ﬁltrage des images corrompues par le bruit impulsif avec
les L-ﬁltres NLMS, RNLMS, NLMK, RNLMK, SDNLMK et RSDNLMK
4.9 Conclusion
Dans ce chapitre, nous avons étudié le ﬁltrage spatio-temporel compensé en mouvement et
basé sur un critère d'ordre supérieur pour la suppression de bruit non gaussien dans les séquences
vidéo. Nous avons appliqué les L-ﬁltres LMS et LMK sur les images compensées en mouvement.
Nous avons comparé les performances des méthodes basées sur les statistiques d'ordre supérieur
et celles basées sur les statistiques du second ordre. Ensuite, nous avons évalué les résultats
obtenus par les ﬁltres que nous avons choisi avec les ﬁltres qui existent dans la littérature,
notamment le ﬁltre de la moyenne pondérée adaptative et le ﬁltre médian. Les résultats obtenus
en terme de gain en SNRI montrent l'eﬃcacité des méthodes proposées appliquées sur les deux
séquences. Ceci est aussi justiﬁé par la qualité visuelle perçue sur les images ﬁltrées. Nous avons
appliqué quelques améliorations sur les ﬁltres étudiés. Il s'agit de l'implémentation récursive du
ﬁltre, qui a pour but d'exploiter les intensités des pixels débruités dans les itérations précédentes
aﬁn de préserver quelques détails de l'image. Cette amélioration nous a oﬀert une bonne qualité
d'estimation en terme de gain en SNRI et de perception visuelle. Une autre amélioration a été
apporté à ce ﬁltre, il s'agit du traitement adapté au contenu informationnel local de l'image. Pour
les pixels qui appartiennent à des régions homogènes, nous avons utilisé des fenêtres de grande
taille. Pour les pixels qui appartiennent à des contours ou qui représente un échantillon de bruit
dans l'image, nous avons utilisé des fenêtres de petite taille aﬁn d'éviter de lisser les contours.
Les valeurs SNRI et les images obtenues justiﬁent l'eﬃcacité de cette amélioration. Néanmoins
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cette amélioration est obtenue au détriment du temps de calcul.
Nous tenons à rappeler que le coût de calcul eﬀectué par les estimateurs étudiés est un paramètre à
ne pas ignorer. Eﬀectivement, l'utilisation des méthodes d'estimation du mouvement et de ﬁltrage
basées sur les statistiques d'ordre supérieur augmente le temps du traitement. Le rapport de ce
temps avec le temps du traitement eﬀectué par la méthode du second ordre est ' 10%. Ce qui
rend les méthodes basées sur les SOS exploitables dans des applications en temps réel vu le
développement rapide des performances des calculateurs numériques.
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Élimination du bruit α-stable dans les
séquences d'images
5.1 Introduction
L'utilisation des distributions gaussiennes a été souvent motivée par la physique des pro-
blèmes, et assure dans la plupart des cas une solution analytique. Ceci a conduit au développe-
ment de plusieurs algorithmes basés sur les statistiques du second ordre.
Il y a des applications, pour lesquelles le bruit est caractérisé par des distributions dont les
moments sont ﬁnis. Dans ce cas, les statistiques d'ordre supérieur oﬀrent de meilleures perfor-
mances en comparaison avec les méthodes d'estimation basées sur les statistiques du second
d'ordre [TC94].
Cependant, le bruit rencontré dans la réalité est parfois de nature plus impulsif que celui décrit
par la distribution gaussienne. Ce bruit peut être eﬃcacement modélisé par des processus à va-
riance inﬁnie pour lesquels la théorie des statistiques du second ordre et d'ordre supérieur n'est
pas utile. La classe des distributions α-stable peut être utilisée pour modéliser le bruit impulsif.
Plusieurs ﬁltres basés sur les statistiques d'ordre fractionnel inférieur ont été proposés pour ﬁltrer
le bruit α-stable en traitement du signal 1-D.
Dans ce chapitre, nous proposons d'étendre aux images ﬁxes et animées les ﬁltres développés en
signaux 1-D et nous évaluons leurs performances. Nous considérons que le problème est formulé
de la manière suivante :
g = f + η (5.1)
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Où g et f représentent respectivement les images bruitées et originales. η représente le bruit
additif de distribution α-stable symétrique. Nous commençons tout d'abord par l'application
de ces ﬁltres sur des images ﬁxes, et nous comparons les résultats avec ceux obtenus par le
ﬁltre myriad et le ﬁltre médian [HC03a]. Ensuite, nous passons au ﬁltrage de séquences d'images
contaminées par le même type de bruit. Pour cela, nous proposons dans un premier temps le ﬁltre
myriad spatio-temporel [HC04b], puis nous proposons une implémentation spatio-temporelle des
ﬁltres basés sur les statistiques d'ordre inférieur aﬁn de mener une comparaison générale entre
ces ﬁltres et les ﬁltres NLMS et médian [HC04a].
5.2 Le ﬁltre myriad pondéré
5.2.1 Le ﬁltre myriad
Le myriad est déﬁni par l'estimée du maximum de vraisemblance de données qui suivent
une distribution de Cauchy. Les ﬁltres myriad sont motivés par les propriétés de la distribution
α-stable. Pour des raisons de simplicité et de tractabilité, le myriad a été déﬁni en utilisant la
distribution de Cauchy, puisque c'est la seule distribution α-stable autre que la gaussienne qui
possède une expression analytique.
Considérons un ensemble de N variables aléatoires indépendantes et identiquement distribuées
{Xi}Ni=1, qui suivent une distribution de Cauchy avec un paramètre de position θ et un facteur
d'échelle K > 0. Ainsi, Xi ∼ Cauchy(θ,K), sa densité de probabilité est donnée par :
fXi(xi; θ,K) =
K
pi
.
1
K2 + (xi − θ)2 =
1
K
f(
xi − θ
K
) (5.2)
où f(υ) ,= 1pi . 11+υ2 est une densité de Cauchy(0,1). Considérons un ensemble d'observations
{xi}Ni=1, la myriade des échantillons est déﬁnie par la valeur θˆk qui maximise la fonction de
vraisemblanceΠNi=1fXi(xi; θ,K). En utilisant 5.2 et quelques manipulations, nous pouvons écrire :
θˆK = myriad(x1, x2, ..., xN ;K)
= argminθ
∏N
i=1
[
1 +
(
xi−θ
K
)2]
= argminθ
∑N
i=1 log
[
K2 + (xi − θ)2
] (5.3)
Il est intéressant de noter que la myriade d'échantillons contient la moyenne comme cas spécial
de limitation quand K →∞ : limK→∞ θˆK =
∑N
i=1 xi/N [Kal98].
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5.2.2 Le myriad pondéré
Le ﬁltre myriad peut être généralisé au ﬁltre myriad pondéré en aﬀectant des poids positifs
aux échantillons d'entrée (observations). Donnons N observations {xi}Ni=1 et de poids positifs
{wi ≥ 0}Ni=1, soit les vecteurs d'entrée et de poids déﬁnis respectivement par x , [x1, x2, ..., xN ]T
et w , [w1, w2, ..., wN ]T . L'échantillon est formé des v. a. de Cauchy indépendantes de même
paramètre central θ et de facteurs d'échelle diﬀérents {Si}Ni=1 : Xi ∼ Cauchy (θ, Si), où :
Si =
K√
wi
> 0, i = 1, 2, ..., N (5.4)
Une grande valeur pour les poids wi donne une distribution de Xi plus concentrée autour de θ,
ce qui accroît la vraisemblance de l'échantillon xi. Notons que lorsque tous les poids sont égaux
à l'unité, ce ﬁltre correspond au myriad avec un facteur d'échelle K.
La sortie du ﬁltre myriad pondéré θˆ(w, x) peut être déﬁnie par la valeur qui maximise la fonction
de vraisemblance
∏N
i=1 fXi(xi; θ, Si) donc nous avons
θˆ(w, k) = myriad(w1 ◦ x1, w2 ◦ x2, ..., wN ◦ xN ;K)
= argmin
∏N
i=1
[
1 + (xi−θSi )
2
]
= argmin
∏N
i=1
[
K2 + wi(xi − θ)2
]
= argmin P (θ)
(5.5)
la notation wi ◦xi représente l'opération de pondération dans les expressions précédentes. Alter-
nativement, nous écrivons θˆ(w, k) ≡ θˆ comme
θˆ = argminQ(θ) = argmin
N∑
i=1
log
[
K2 + wi(xi − θ)2
]
(5.6)
ainsi θˆ est le minimum global de P (θ) aussi bien que pour Q(θ) = log(P (θ)). Donc, nous nous
référons à l'une des fonctions P (θ) et Q(θ) comme fonction objectif du ﬁltre myriad. Notons
que quand wi = 0, l'échantillon xi est eﬀectivement ignoré. Le ﬁltre myriad pondéré est un
M -estimateur pondéré avec une fonction de coût ρ(u) = log(K2 + u2). Pour des raisons qui
vont paraître évidentes par la suite, le facteur d'échelle K est considéré comme un paramètre de
linéarité.
La nature sévèrement contrainte du ﬁltre myriad pondéré peut être aussi observée en considérant
le cas de limite où K → ∞, avec les poids {wi} restant constants. Nous pouvons constater que
pour K →∞, Q(θ) est réduit à avoir un seul extremum local qui est la moyenne pondérée :
lim
K→∞
θˆK(w, k) = θˆ∞(w, x) =
∑N
i=1wixi∑N
i=1wi
(5.7)
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5.3 Filtre linéaire basé sur les moments fractionnaires
5.3.1 Le critère de minimum de dispersion
Un problème de traitement statistique du signal peut être énoncé comme suit : donnons
un ensemble d'observations {X(t), t}, trouver la bonne estimée d'une v.a inconnue Y à partir
d'un espace linéaire engendré par {X(t), t}. Ceci est appelée la théorie linéaire des processus
stochastiques, qui inclue l'estimation linéaire, la prédiction et le ﬁltrage.
Pour des processus du second ordre, le critère le plus utilisé pour une estimation est le critère
du minimum de l'erreur quadratique moyenne. Sous ce critère, la meilleure estimation est celle
qui minimise la variance de l'erreur d'estimation. Si le processus est gaussien, on peut dire
que ce critère minimise ainsi la probabilité de large erreur d'estimation. Pour les processus
stables, ce critère n'est plus approprié. En eﬀet, la variance est inﬁnie. Mais le concept du
critère quadratique peut être facilement généralisé pour des processus stables. Spéciﬁquement,
le critère du minimum de dispersion (MD) est utilisé pour étudier la théorie linéaire pour les
processus stables. Sous le critère MD, la meilleure estimée d'une v.a S dans l'espace linéaire
des observations est celle qui minimise la dispersion de l'erreur de l'estimation. Rappelons que
la dispersion pour une variable aléatoire stable joue le rôle de la variance. Par exemple, plus
la dispersion d'une variable aléatoire stable est grande, plus la valeur des échantillons s'écarte
de la médiane. Ainsi, en minimisant la dispersion, on minimise l'amplitude moyenne des erreurs
d'estimation. En outre, on peut dire que la minimisation de la dispersion est aussi équivalente à
la minimisation de la probabilité des erreurs d'estimation. Le critère MD est ainsi bien justiﬁé
dans le cas stable. C'est une généralisation directe du critère MMSE (ce sont les mêmes dans
le cas gaussien) raisonnablement simple à calculer. Ce critère est introduit dans [Stu78] aﬁn de
résoudre un problème de ﬁltrage de Kalman associé à des processus stables. Il a été utilisé dans
[BS71] pour des modèles de regression avec des erreurs stables aussi bien que dans [CB85] pour
la prédiction linéaire des processus ARMA avec des variances inﬁnies.
Le critère MD est aussi équivalent à la minimisation des moments d'ordre inférieur fractionnaires
MOIF des erreurs d'estimation. Ces moments mesurent la distance Lp entre Y et son estimée Yˆ
dans l'espace linéaire généré par les observations {X(t), t ∈ T}, pour p < α. Ce résultat n'est
pas surprenant puisque les normes Lp pour p < 2 sont bien connues pour être robustes face aux
"outliers" comme ceux qui peuvent être décrits par des distributions stables. Notons que dans le
cas stable, tous les MOIF sont équivalents. Un choix commun consiste à utiliser la norme L1, ce
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qui est très commode.
Sous le critère MD, le problème d'estimation linéaire générique des processus stables peut être
formulé comme suit : Trouvez un élément Yˆ dans l'espace linéaire L(X(t), t ∈ T ) des observations
{X(t), t ∈ T} tels que
‖Y − Yˆ ‖α = inf
Z∈L(X(t),t∈T )
‖Y − Z‖α (5.8)
ou d'une manière équivalente
E|Y − Yˆ |p = inf
Z∈L(X(t),t∈T )
E|Y − Z|p (5.9)
Pour 0 < p < α. Puisque L(X(t), t ∈ T ) est un espace de Banach, Yˆ existe toujours et est unique
pour 1 < α < 2 [84]. Il est obtenu par une projection métrique sur l'espace de Banach convexe
L(X(t), t ∈ T ). Pour 1 < α < 2, Yˆ est également déterminé par :
[X(t), Y − Yˆ ]α = 0 pour tous t ∈ T (5.10)
Ceci est analogue au principe d'orthogonalité utilisé largement dans des problèmes d'estimation
linéaire des processus du second ordre. Quand α = 2 l'équation 5.10 est linéaire et également
une solution analytique existe pour Yˆ . Pour α < 2, elle est fortement non-linéaire et diﬃcile à
résoudre pour Yˆ .
Bien que le développement de la théorie linéaire pour des processus stables est toujours à l'étape
primitive, il y a des résultats explicites pour des types spéciaux de processus stables tels que les
processus harmoniques, linéaires et sous-gaussiens. Une grande proportion de ces résultats est
consacré aux processus stables harmoniques.
5.3.2 Filtres adaptatifs pour les processus stables
Les solutions adaptatives pour les problèmes d'estimation linéaire pour des processus stables
sont facile à implémenter. La dispersion de l'erreur d'estimation est souvent une fonction convexe
des paramètres. Ainsi, les méthodes numériques tels que les méthodes du gradient stochastiques
peuvent être utilisées pour chercher les paramètres en minimisant la dispersion de la fonction
erreur.
Considérons le concept d'un ﬁltre RIF suivant :
y(n) = wˆT (n)u(n) (5.11)
avec une entrée consistant en un processus S stationnaire {u(0), u(1), ...}. Le problème est de
choisir les poids {w0, w1, ..., wM−1} tels que la sortie du ﬁltre est près d'une réponse désirée donnée
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{d(n)}. Ici nous supposons que {d(n)} et {u(n)} sont supposés conjointement S. Spéciﬁquement,
nous voudrions chercher {w0, w1, ..., wM−1} tels que la dispersion de l'erreur
e(n) = d(n)−
M−1∑
k=0
wku(n− k) (5.12)
est minimisée. La fonction coût est donc donnée par :
J = ‖d(n)−
M−1∑
k=0
wku(n− k)‖α (5.13)
Cette fonction coût s'avère être intractable en général. Nous emploierons une forme équivalente.
La norme d'une variable aléatoire S est proportionnelle à son moment d'ordre p pour tous
0 < p < α. Donc, une fonction coût équivalente est donnée par :
J = E
(
|d(n)−
M−1∑
k=0
wku(n− k)|p
)
(5.14)
où 0 < p < α. Un cas particulier et simple est quand p = 1. Dans ce cas, la fonction coût est :
J = E
(
|d(n)−
M−1∑
k=0
wku(n− k)|
)
(5.15)
Il n'y a pas une forme bien déﬁnie de la solution pour l'ensemble des coeﬃcients qui minimisent
la fonction coût dans l'équation 5.14. Mais, J est convexe et on peut utiliser une méthode de
gradient stochastique pour trouver les coeﬃcients d'une façon similaire à celle du LMS. Par
conséquent, nous présentons LMP (least mean P-norm) qui minimise la fonction de coût 5.14.
L'équation d'adaptation des poids du ﬁltre LMP s'exprime par :
wˆ(n+ 1) = wˆ(n) + µu(n)|e(n)|p−1sign(e(n)) (5.16)
où µ > 0 est le pas de convergence. Quand p = 1, l'algorithme ci-dessus peut être appelé
l'algorithme LMAD (Least Mean Absolute Deviation). L'algorithme LMAD est identique à l'al-
gorithme LMS signé, bien qu'il soit dérivé d'un contexte diﬀérent. En utilisant la fonction de
coût 5.15, l'équation d'adaptation des poids du ﬁltre LMAD s'exprime par :
wˆ(n+ 1) = wˆ(n) + µu(n)sign(e(n)) (5.17)
Le second terme du côté droit de l'équation est un gradient instantané de la fonction valeur
absolue de l'erreur.
Motivé par les propriétés de la version normalisée du LMS (NLMS), Arkan et al. ont suggéré
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des versions adaptatives pour le LMP et LMAD, appelés LMP normalisé (NLMP) et LMAD
normalisé (NLMAD).
L'équation d'adaptation des poids du ﬁltre NLMP s'exprime par :
wˆ(n+ 1) = wˆ(n) + µpu(n)
|e(n)|p−1sign(e(n))
‖u(n)‖pp + λ (5.18)
L'équation d'adaptation des poids du ﬁltre NLMAD s'exprime par :
wˆ(n+ 1) = wˆ(n) + µu(n)
sign(e(n))
‖u(n)‖1 + λ (5.19)
Avec µ et λ sont des paramètres de l'algorithme qui servent à contrôler la convergence et
d'éviter la division par zéro. Dans tous ces algorithmes, le vecteur de coeﬃcients peut être
commodément initialisé à zéro s'il n'y a pas d'information a priori disponible.
Basée sur ces algorithmes, Aydin a développé un nouvel algorithme qu'elle a appelé l'algorithme
basé sur les statistiques d'ordre inférieur fractionnaire appelé FLOS. L'équation de mise à jour
des poids de ce ﬁltre s'exprime par :
wˆ(n+ 1) = wˆ(n) + µe(n)<a>Fq(u(n)) (5.20)
où
[Fq(u)]i =

|uk−i|(q−1)asign(uk−i)∑M−1
m=0 |uk−m|qa
si 2 < q <∞
1
u<a>k−n
δi−n q =∞
(5.21)
où Fq(.)i représente le ime du vecteur de la fonction évaluée Fq(.), q satisfait la relation 1/α +
1/q < 1 et 0 < a < 1/2. Finalement, Aydin et al. ont introduit l'algorithme RLMMN (Robust
Least Mean Mixed Norm), qui est une modiﬁcation de l'algorithme LMMN par Chambers et al.
en combinant deux fonctions d'erreur, la valeur absolue et l'erreur quadratique. L'équation de
mise à jour des poids de ce ﬁltre s'exprime par :
wˆ(n+ 1) = wˆ(n) + 2µe(n)<a>(η + 2(1− η)e(n)<a>2)u(n) (5.22)
où a < α/8. Aydin [ATC97] a eﬀectué quelques simulations pour montrer que leurs techniques
basées sur les FLOS et RLMMN donnent des performances légèrement meilleures que l'algorithme
NLMP. Ce pendant, elle n'a donné aucune analyse sur l'eﬀet des valeurs des paramètres sur les
performances des algorithmes.
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5.4 Résultats sur des images ﬁxes
Nous présentons ici quelques résultats de simulations pour montrer le comportement des ﬁltres
lp-norm bidimensionnels. Nous utilisons dans ces évaluations deux images Lenna et Maison. Ces
images sont corrompues par un bruit α-stable symétrique avec diﬀérentes valeurs de α, (γ = 1)
et (δ = 0). Nous supposons dans un premier temps disposer de l'image originale et nous évaluons
les performances des ﬁltres LMP et NLMP. Celles-ci sont comparées avec celles des ﬁltres NLMS,
myriad et médian en terme de critères objectifs et de qualité visuelle. Ensuite, nous testons la
robustesse de ces ﬁltres dans le cas où nous ne nous disposons pas de l'image originale.
Critères objectives
Pour l'évaluation objective, nous utilisons deux critères, à savoir, le rapport signal sur bruit
d'ordre fractionnaire (FSNR[KRF98]) déﬁni par le logarithme du rapport des moments d'ordre
p du bruit et du signal où 0 < p < α déﬁni par,
FSNR(dB)=10 log10
∑K
i=1
∑L
j=1 |f(i,j)|p∑K
i=1
∑L
j=1 |fˆ(i,j)−f(i,j)|p
(5.23)
Ce critère d'évaluation peut favoriser les ﬁltres LMP puisqu'il est déﬁni pour l'ordre p. Cependant,
nous proposons un index structurel de similarité moyen (MSSIM) décrit dans [WBSS04].
MSSIM(X,Y ) =
1
M
M∑
j=1
SSIM(xj , yj) (5.24)
où X et Y représentent respectivement l'image de référence et l'image dégradée ; xj et yj repré-
sentent le contenu de l'image dans la jème fenêtre locale ; et M est le nombre des fenêtres de
l'image. L'index SSIM est déﬁni par :
SSIM(x, y) =
(2µxµy + C1)(2σxy + C2)
(µ2x + µ2y + C1)(σ2x + σ2y + C2)
(5.25)
Où les constantes C1 = (K1L2) and C2 = (K2L2) sont inclus pour éviter l'instabilité quand
µ2x + µ
2
y et σ2x + σ2y sont très proches de zéro. L représente la gamme dynamique des valeurs des
pixels (255 pour des images à niveau de gris), et K1, K2 sont de très petites constantes ¿ 1.
Calcul de p
Un point qui a besoin d'être clariﬁé est le choix du paramètre p. La façon classique pour déter-
miner ce paramètre est l'utilisation de l'égalité suggérée par Money et al. [MAGB82] qui relie le
kurtosis des données à la détermination du paramètre p de l'algorithme :
p =
9
K2 + 1 (5.26)
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Où K représente le kurtosis. Bien que cette mesure soit très utilisée dans la littérature, elle
peut présenter quelques défauts, puisque le kurtosis est déﬁni par les moments d'ordre deux
et d'ordre quatre qui sont théoriquement inﬁnis pour les distributions α-stable. La meilleure
façon de déterminer le paramètre p est d'essayer plusieurs valeurs expérimentales, et de choisir
le paramètre qui oﬀre la meilleure estimation. Dans nos simulations, la valeur de p a été ﬁxée
expérimentalement. La ﬁgure 5.1 montre un exemple des mesures du PSNR et MSSIM obtenues
pour plusieurs valeurs de p pour des valeurs α bien déﬁnies. Nous remarquons que les deux
mesures donnent la même valeur optimale de l'algorithme pour le même paramètre exponentiel
α. Par exemple, pour le bruit de paramètre α = 1.5, la valeur optimale de p est autour de 1.3,
et la valeur de p dans le cas où α = 1.9 est proche de 1.7.
Évaluations des performances
En se basant sur les valeurs de FSNR et MSSIM obtenues et la qualité visuelle des images ﬁltrées,
nous constatons que :
 Pour des bruits fortement impulsifs (cas où α est petit), les ﬁltres sont classés par leurs
performances selon l'ordre suivant :
1 : NLMP
2 : LMP
3 : myriad
4 : médian
5 : NLMS
 Pour le bruit de Cauchy (le cas où α = 1), les performances des ﬁltres prennent l'ordre
suivant :
1 : myriad
2 : NLMP
3 : LMP
4 : médian
5 : NLMS
Le ﬁltre myriad dans ce cas marque une petite diﬀérence par rapport aux ﬁltres LMP et
NLMP.
 Pour des bruits légèrement impulsifs (cas où α est grand). Les performances des ﬁltres
suivent le même ordre que dans le cas où α est petit. Les diﬀérences de performances entre
les ﬁltres NLMP, LMP et myriad sont néanmoins plus faibles.
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Fig. 5.1: a) PSNR en fonction de la valeur de p pour Lenna corrompue par le bruit SαS avec
α = 1.9. b) PSNR en fonction de p pour Lenna corrompue par SαS α = 1.5. c)
MSSIM en fonction de p pour α = 1.9. d) MSSIM en fonction de p pour α = 1.5
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Les tableaux 5.1 et 5.2 résument respectivement, les mesures du FSNR et de MSSIM obtenues
par les diﬀérents ﬁltres présentés pour les valeurs de α = 0.5, 1, 1.5 sur les images Lenna et
Maison. Nous remarquons que les ﬁltres LMP et NLMP ont des mesures de FSNR et MSSIM
plus élevées que les autres ﬁltres inclus dans cette comparaison dans le cas où α = 0.5 et 1.5.
Dans le cas où α = 1, le ﬁltre myriad est le plus performant. Ceci est lié à l'optimalité du ﬁltre
myriad dans le cas de la distribution de Cauchy.
Nous montrons dans la ﬁgure 5.2 les résultats de ﬁltrage de l'image Lenna corrompue par un
bruit α-stable de paramètre α = 0.5. Nous tenons à rappeler que les paramètres de chaque ﬁltre
ont été réglés expérimentalement aﬁn d'oﬀrir les meilleurs résultats.
Nous remarquons que les ﬁltres basés sur les statistiques d'ordre inférieur oﬀrent une bonne
performance en terme de qualité visuelle. Cette performance se voit dans leur capacité de rejeter
les impulsions tout en préservant les contours et les détails de l'image.
La mesure MSSIM ne permet pas seulement d'évaluer la qualité des images par un index de
similarité, mais elle peut oﬀrir des cartes de similarités. Les zones de couleurs blanches dans ces
cartes correspondent à des zones parfaitement identiques à l'image originale, par contre les zones
noires correspondent à l'inverse. La ﬁgure 5.3 montre les cartes obtenues par les images issues
de l'opération du ﬁltrage dans la ﬁgure 5.2.
Dans le cas où l'image originale n'est pas disponible, nous avons testé la robustesse des coeﬃcients
du ﬁltre LMP qui sont calculés en utilisant une procédure d'apprentissage.
Dans cette procédure, nous appliquons le ﬁltre LMP sur une image de test corrompue par un
bruit α-stable en utilisant l'image originale. Puis, nous calculons la moyenne sur les coeﬃcients
qui dérivent de la dernière ligne de l'image. Ensuite, nous appliquons ces coeﬃcients pour ﬁltrer
l'image traitée corrompue par le même type de bruit.
La ﬁgure 5.4 présente l'image Maison ainsi que les valeurs MSSIM et FSNR obtenues par ﬁltrage
en utilisant la procédure d'apprentissage. Les deux images sont corrompues par le même bruit
(α = 0.5) mais non pas par la même réalisation. En se basant sur la qualité visuelle et les
mesures objectives obtenues, nous remarquons que les performances des ﬁltres LMP et NLMP se
dégradent légèrement. Ceci met en valeur la robustesse de l'estimation des coeﬃcients calculés
par la procédure d'apprentissage.
123
Chapitre 5. Élimination du bruit α-stable dans les séquences d'images
(a) (b)
(c) (d)
(e) (f)
Fig. 5.2: (a) Image Lenna corrompue par un bruit α-stable (α = 0, 5) (b) L'image ﬁltrée en
utilisant un ﬁltre NLMS (c) le ﬁltre médian pondéré (d) le ﬁltre myriad pondéré (e)
L'image ﬁltrée utilisant le ﬁltre LMP (f) l'image ﬁltrée utilisant le ﬁltre NLMP
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(a) (b)
(c) (d)
(e)
Fig. 5.3: Les cartes générées par l'index de similarité structurel pour les images ﬁltrées(a)
image ﬁltrée par le ﬁltre NLMS (b) image ﬁltrée par le ﬁltre médian pondéré (c)
image ﬁltrée en utilisant le ﬁltre myriad pondéré (d)l'image ﬁltrée en utilisant le
ﬁltre LMP (e) l'image ﬁltrée en utilisant le ﬁltre NLMP
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(a) (b)
(c) (d)
(e) (f)
Fig. 5.4: (a) L'image maison corrompue par le bruit (α=0.9)(b) l'image ﬁltrée en utili-
sant le ﬁltre NLMS (FSNR=12.49 dB, MSSIM=0.74) (c) le ﬁltre médian pondéré
(FSNR=13.94 dB, MSSIM=0.82)(d) l'image ﬁltrée en utilisant le ﬁltre myriad pon-
déré (FSNR=15.50 dB, MSSIM=0.87)(e) l'image maison ﬁltrée en utilisant le ﬁltre
LMP (FSNR=14.84 dB, MSSIM=0.86) (f) L'image ﬁltrée en utilisant le ﬁltre NLMP
(FSNR=16.33 dB, MSSIM=0.92)
126
5.5. Application sur les séquences d'images
Les valeurs de alpha α=0.5 α=1.0 α=1.5
Mesure FSNR(dB) MSSIM FSNR(dB) MSSIM FSNR(dB) MSSIM
(NLMS 2D 11.46 0.4865 14.01 0.806 13.66 0.824
3 ×3, µ = 0.8)
(Médian 2D 15.74 0.8230 15.35 0.8592 13.97 0.8678
3 ×3)
(Myriad 2D 15.87 0.8422 16.53 0.927 14.63 0.9034
3 ×3)
(LMP 2D 16.85 0.8736 16.28 0.9064 15.32 0.9126
3 ×3, µ = 0.000001)
(NLMP 2D 17.30 0.8984 16.33 0.9162 15.55 0.9135
3 ×3, µ = 0.05)
Tab. 5.1: FSNR et MSSIM obtenus par les diﬀérents ﬁltres appliqués sur l'image Lenna
5.5 Application sur les séquences d'images
5.5.1 Le ﬁltre myriad spatio-temporel
Considérons un ensemble d'observations {gr}Mr=1 et un ensemble de coeﬃcients du ﬁltre
{wr}Mr=1. Où M représente la taille du support du ﬁltre spatio-temporel et r un index scalaire.
Nous déﬁnissons le vecteur observations par :
g = [g1, g2, ..., gM ]T (5.27)
et le vecteur des coeﬃcients par :
w = [w1, w2, ..., wM ]T (5.28)
Déﬁnissons un index s qui peut être utilisé au lieu des coordonnées du pixel. Dorénavant, une
notation 1-D pourrait être adoptée pour sa simplicité.
Le ﬁltre myriad pondéré adaptatif
Soit K > 0, la sortie du ﬁltre myriad pondéré (WMyF) est donnée par :
fˆn(s) = myriad(K;w1 ◦ g1, w2 ◦ g2, ..., wM ◦ gM )
= argminGK(β,w,g)
(5.29)
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valeurs de α α=0.5 α=1.0 α=1.5
Mesure FSNR(dB) MSSIM FSNR(dB) MSSIM FSNR(dB) MSSIM
(NLMS 2D 8.84 0.5210 11.42 0.7621 10.56 0.7814
3 ×3, µ = 0.8)
( Médian 2D 12.92 0.8121 12.83 0.8463 10.82 0.8287
3 ×3)
(Myriad 2D 13.53 0.8346 14.41 0.9372 11.54 0.8643
3 ×3)
(LMP 2D 14.59 0.8622 13.89 0.9152 12.21 0.8762
3 ×3, µ = 0.000001)
(NLMP 2D 15.21 0.8813 14.22 0.9241 12.43 0.8835
3 ×3, µ = 0.05)
Tab. 5.2: FSNR et MSSIM obtenus par les diﬀérents ﬁltres appliqués sur l'image Maison
Où
GK(β,w,g) =
M∏
r=1
[K2 + wr(gr − β)2] (5.30)
est appelée la fonction objective myriad puisqu'elle est minimisée par la myriad pondérée. wr ◦gr
représente l'opération de pondération.
Optimisation
En utilisant le critère de la valeur absolue moyenne de l'erreur, nous obtenons la fonction de coût
suivante :
J(s) = E{|en(s)|} = E{|fˆn(s)− fn(s)|} (5.31)
Où l'erreur du ﬁltrage est déﬁnie par :
en(s) = fˆn(s)− fn(s) (5.32)
Les conditions nécessaires de l'optimalité ont été démontrées dans [GA96]. Pour mettre à jour les
coeﬃcients du ﬁltre, on utilise les méthodes basées sur le gradient. En incorporant la contrainte
de la non négativité des coeﬃcients du ﬁltre dans la méthode de descente du gradient, nous
obtenons l'algorithme suivant :
wr(s+ 1) = P
[
wr(s)− µ ∂J
∂wr
(s)
]
(5.33)
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Où wr(s) dénote le rème coeﬃcient de la sme itération, µ dénote le pas de convergence de
l'algorithme et P [.] projette le poids mis à jour sur l'espace de contrainte des poids. Dans ce cas
nous avons
P [u] =
 u, u ≥ 00, u < 0 (5.34)
En pratique, P [u] prend une petite valeur positive ² si u < 0. Il est diﬃcile de calculer le
gradient puisque ceci nécessite la connaissance des statistiques de l'image désirée f et le vecteur
d'observation g. Aﬁn de simpliﬁer ces calculs et aussi pour être capable de fonctionner dans un
environnement non stationnaire, on utilise les estimées instantanées du gradient [GA96].
5.5.2 Le ﬁltre LMP spatio-temporel adaptatif
L'algorithme LMS a des problèmes de convergence pour les signaux fortement impulsifs. Pour
cela, un algorithme LMP a été proposé par Shao et Nikias [NS93] en traitement du signal 1D.
L'objectif de cet algorithme est de minimiser la dispersion de l'erreur déﬁnie par :
J(s) = E {|ε(s)|p} (5.35)
L'equation de mise à jour des coeﬃcients du ﬁltre LMP est donnée par :
wˆ(s+ 1) = wˆ(s) + µp|e(s)|p−1sign(ε(s))g(s) (5.36)
Bien que le LMP soit beaucoup plus robuste au bruit impulsif que l'algorithme LMS, il pourrait
devenir moins performant en présence d'un bruit extrêmement impulsif. Nous proposons donc
une version normalisée du LMP (NLMP). L'équation de mise à jour des coeﬃcients du ﬁltre
NLMP est donnée par :
wˆ(s+ 1) = wˆ(s) + µp
|ε(s)|p−1sign(ε(s))
‖g‖pp(s) + λ g(s) (5.37)
Où µ représente le pas de convergence de l'algorithme et λ est un paramètre de très petite valeur
mis en place pour éviter la division par zéro. Dans ces algorithmes, le vecteur des coeﬃcients
peut être simplement initialisé par zéro, si aucune information préalable n'est disponible.
5.6 Résultats expérimentaux
Le ﬁltrage des séquences d'images est eﬀectué sur une fenêtre de trois images, l'image cen-
trale étant l'image reconstruite. La compensation du mouvement se fait donc en prenant l'image
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centrale comme référence. Pour cela, nous estimons un modèle aﬃne de mouvement entre les
images t − 1 et t puis entre les image t et t + 1. On génère ensuite une version compensée en
mouvement de t − 1 vers t et de t + 1 vers t. On obtient ainsi une fenêtre temporelle d'images
recalées sur l'image centrale sur laquelle nous appliquons le ﬁltre.
Nous présentons un ensemble d'expérimentations aﬁn d'évaluer les performances des ﬁltres LMP
adaptatifs que nous avons présenté ci-dessus. Toutes ces expérimentations ont été conduites sur
les séquences Trevor White et Caltrain.
Nous rappelons que nous utilisons la méthode région récursive basée SOS pour estimer le mou-
vement entre les images des séquences. Ces séquences sont corrompues par un bruit α-stable
symétrique pour diﬀérentes valeurs paramètres, (α = 0.5, ..., 1.5), (γ = 1) et (δ = 0). Comme
dans le cas de l'application sur les images ﬁxes, nous testons les performances des ﬁltres spatio-
temporels LMP, NLMP par rapport aux ﬁltres myriad, médian et NLMS. Ces comparaisons sont
faites à base des mesures de FSNR obtenus ainsi que sur la qualité visuelle des images ﬁltrées.
A partir des résultats obtenus, nous constatons que :
 Le classement des ﬁltres selon leurs performances et selon la valeur de α reste le même que
pour l'image ﬁxe.
 Les performances des ﬁltres LMP et NLMP dépendent de la complexité du mouvement.
Ceci se traduit par la comparaison des valeurs de MSSIM et FSNR obtenues par les deux
séquences Caltrain et Trevor White.
Nous présentons dans la ﬁgure 5.5, les résultats obtenus par ﬁltrage appliqué sur la troisième
image de la séquence Caltrain. Le bruit utilisé est un bruit α-stable avec une valeur de α = 0.8.
Les images d'erreur obtenues montrent que les ﬁltres oﬀrent une bonne élimination du bruit tout
en gardant les détails des images. Nous constatons même les capacités des ﬁltres LMP et NLMP
adaptatifs pour éliminer les erreurs dues à l'estimation du mouvement.
Les tableaux 5.3 et 5.4 résument les FSNR obtenus sur les deux images avec plusieurs valeurs
de α. Le choix de p se fait expérimentalement et dépend de α. Plusieurs valeurs de p < α sont
testées et nous choisissons ﬁnalement la valeur qui donne le meilleur FSNR. Nous remarquons
que les ﬁltres myriad spatio-temporel et NLMP spatio-temporel donnent de meilleurs résultats
que les ﬁltres concurrents. Ces deux ﬁltres sont les plus adaptés dans le cas du bruit α-stable.
Nous remarquons dans quelques cas qu'il y a un petit avantage du ﬁltre NLMP par rapport
au ﬁltre myriad. Sans oublier la comparaison faite avec le L-ﬁltre NLMK et qui donne des
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Valeurs de α 0.5 0.8 1.0 1.5
Le ﬁltre NLMS 3D 11.24 12.13 12.31 11.72
Le ﬁltre médian 3D 13.84 14.03 13.32 12.61
Le ﬁltre myriad 3D 14.22 14.95 16.64 14.41
Le L-ﬁltre NLMK 3D 14.98 16.12 16.24 16.15
Le ﬁltre LMP 3D 14.82 15.93 15.02 14.86
Le ﬁltre NLMP 3D 15.02 16.25 16.44 16.32
Tab. 5.3: FSNR (dB) obtenus par les ﬁltres spatio-temporels sur la séquence Caltrain
Valeurs de α 0.5 0.8 1.0 1.5
Le ﬁltre NLMS 3D 13.36 14.34 14.62 13.92
Le ﬁltre médian 3D 16.83 16.21 15.43 14.81
Le ﬁltre myriad 3D 17.22 17.63 18.51 16.01
Le L-ﬁltre NLMK 3D 18.08 18.16 18.22 18.42
Le ﬁltre LMP 3D 17.91 17.96 17.52 16.66
Le ﬁltre NLMP 3D 18.16 18.32 18.45 18.72
Tab. 5.4: FSNR (dB) obtenus par les ﬁltres spatio-temporels sur la séquence Trevor
résultats comparables à ceux obtenues par le ﬁltre NLMP en terme de critère objectif FSNR.
Nous avons testé les performances de l'algorithme de ﬁltrage de séquences d'images en terme de
temps de calcul. Le tableau 5.5 montre le temps de calcul des diﬀérentes implémentations utilisées
dans les paragraphes précédents et appliquées sur la 3ème image de la séquence Caltrain. Ces
calculs ont été faits sur un PC Pentium III à une fréquence d'horloge de 1 GHz sous le système
d'exploitation Linux et langage de programmation C++. Aucune optimisation n'a été prise en
compte. En comparant les temps de calcul des algorithmes proposés avec les autres utilisés dans
nos comparaisons, nous remarquons que le myriad a le temps de calcul le plus élevé, le ﬁltre
NLMP opère d'une façon plus rapide que le myriad avec des performances en terme du FSNR
très proche à celle du myriad.
En comparant le coût de calcul eﬀectué par chaque ﬁltre, nous remarquons qu'il y a un compromis
à faire entre l'eﬃcacité en terme du (FSNR, qualité visuelle) et la complexité algorithmique.
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Filtres NLMS LMP NLMP Myriad Median L-ﬁltre NLMK
Sans estimation 0.30 0.85 1.05 1.55 0.70 1.24
du mouvement
Avec estimation 2.38 2.93 3.13 3.63 2.78 3.32
du mouvement
Tab. 5.5: Le temps de calcul en second eﬀectué par le ﬁltrage de la troisième image de la
séquence Caltrain corrompue par le bruit α-stable avec (α=0.8)
5.7 Conclusion
Dans ce chapitre, nous avons étudié le ﬁltrage spatio-temporel compensé en mouvement et
basé sur les moments fractionnaires d'ordre faible pour la suppression de bruit α-stable dans les
images et les séquences vidéo. Une première étape a consisté à tester ces ﬁltres sur des images
ﬁxes, ce qui nous a permis de nous familiariser avec les paramètres du ﬁltre et les comparaisons
avec d'autres ﬁltres. Ensuite, nous avons proposé une extension spatio-temporelle de ces ﬁltres
en tenant compte de l'information mouvement. Pour cela, nous avons utilisé la méthode région-
récursive basée SOS pour l'estimation et la compensation du mouvement entre deux images
consécutives. Puis, nous avons appliqué les ﬁltres sur les images compensées en mouvement. Les
résultats obtenus, les ﬁltres LMP/NLMP et le myriad sont comparables en terme de qualité
objective et subjective obtenues. Le ﬁltre myriad montre un temps de calcul plus élevé que le
temps de calcul eﬀectué par les ﬁltres LMP/NLMP.
Les tests eﬀectués montrent que les ﬁltres NLMP et le L-ﬁltre LMK sont comparables suivant le
critère FSNR et le temps de calcul.
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(a) (b)
(c) (d)
(e) (f)
Fig. 5.5: (a) La troisième image originale de la séquence Caltrain, (b) L'image corrompue
avec le bruit (α = 0.8)(c)l'image erreur de l'image ﬁltrée en utilisant le ﬁltre NLMS
(d) l'image erreur de l'image ﬁltrée en utilisant le ﬁltre médian pondéré (e) l'image
image erreur ﬁltrée en utilisant le ﬁltre myriad pondéré (f) l'image erreur de l'image
ﬁltrée en utilisant le ﬁltre NLMP.
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Le travail mené dans cette thèse apporte sa contribution au diﬃcile problème de débruitage
de séquences d'images en présence de perturbations fortement impulsives. Les méthodes inno-
vantes proposées, apportent des améliorations signiﬁcatives par rapport aux méthodes classiques
et similaires utilisant les SSO.
Nous avons mené dans un premier temps une étude sur les modèles de bruit les plus fréquents
pour caractériser les perturbations fortement impulsives dans les images. Ensuite, nous avons
présenté une analyse de l'existant sur les méthodes de débruitage de séquences d'images. Cette
analyse nous a montré le rôle crucial de la connaissance du mouvement apparent pour le ﬁltrage
de séquences d'images. Elle montre aussi que les approches ﬁltrage adaptatif peuvent être perfor-
mantes avec néanmoins un souci de faible coût de calcul grâce à leur formalisme mathématique
simple.
Les contributions de cette thèse portent principalement sur les points suivants :
 Nous avons examiné la robustesse de la méthode région-récursive basée SOS pour estimer
le mouvement en présence de diﬀérents types de bruits (GG, α-stable et mixte). Les ré-
sultats comparatifs avec une méthode similaire, basée sur la minimisation des moments
d'ordre deux, révèlent l'apport potentiel de la méthode utilisée. Nous avons conclu qu'elle
est capable d'estimer le mouvement global dans l'image ou dans une zone de l'image, sans
que la présence du bruit, éventuellement signiﬁcatif, ne vienne perturber cette estimation.
 Nous avons proposé un schéma de ﬁltrage spatio-temporel compensé en mouvement basé
sur les SOS pour le débruitage vidéo. Il s'agit du L-ﬁltre spatio-temporel LMK appliqué sur
les images compensées en mouvement. A partir des résultats obtenus, nous avons conclu
que :
Ce ﬁltre est plus performant que le ﬁltre basé sur les SOS quelque soit le type du bruit et
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son degré d'impulsivité.
Ce ﬁltre est plus eﬃcace que les ﬁltres concurrents, notamment le ﬁltre de la moyenne
pondérée adaptative et le ﬁltre médian.
Plus le caractère du bruit est impulsif, meilleures sont les performances de ce ﬁltre.
Ces performances sont obtenues pour un temps de calcul comparable. En eﬀet, une aug-
mentation de ' 10% du temps de calcul normal rend les méthodes basées sur les SOS
exploitables dans des applications en temps réel vu le développement rapide des perfor-
mances des calculateurs numériques.
 Nous avons aussi proposé quelques améliorations sur le L-ﬁltre LMK. Il s'agit de l'implé-
mentation récursive du ﬁltre et le traitement adapté au contenu informationnel local de
l'image. Ces améliorations nous o nt permis d'obtenir une bonne qualité d'estimation en
terme de gain en SNRI et de perception visuelle, bien qu'elles soient obtenues au détriment
du temps de calcul.
 Enﬁn, nous avons étudié le ﬁltrage spatio-temporel compensé en mouvement et basé sur
les moments fractionnaires d'ordre faible pour la suppression de bruit α-stable dans les
images et les séquences vidéo. Une première étape a consisté à tester ces ﬁltres sur des
images ﬁxes, ce qui nous a permis de nous familiariser avec les paramètres du ﬁltre et
les comparaisons avec d'autres ﬁltres. Ensuite, nous avons proposé une extension spatio-
temporelle de ces ﬁltres en tenant en compte de l'information mouvement. Nous avons
conclu que les résultats obtenus par les ﬁltres LMP/NLMP et le myriad sont comparables
en terme de qualité objective et subjective obtenues. Le ﬁltre myriad marque un temps de
calcul plus élevé que le temps de calcul eﬀectué par les ﬁltres LMP/NLMP.
Tous ces travaux nous ont permis d'atteindre l'objectif initial de cette thèse, qui était de mettre au
point les méthodes permettant l'élimination des perturbations fortement impulsives. Les solutions
proposées restent comparables vis à vis de leurs performances par rapport aux ﬁltres concurrents
et le coût de calcul associé. En conclusion, nous constatons que les deux méthodes de ﬁltrage
spatio-temporel basées sur les SOS et les MOIF sont capables de résoudre un problème de
débruitage de séquences d'images dans un milieu fortement impulsif.
Nous pouvons envisager diverses extensions à ce travail :
 L'utilisation de cette méthodologie de ﬁltrage pour des schémas de compression
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des images stéréoscopiques bruitées. La méthode est inspirée du schéma du ﬁltrage 2-D
basé bloc utilisant les moindres carrés [SST00]. Des fonctions coût de l'erreur basées sur des
statistiques d'ordre supérieur peuvent être exploitées. La capacité de compensation dans ce
schéma est fourni en utilisant un ﬁltre transversal qui modélise les eﬀets de mismatching.
Des résultats préliminaires de ce travail montrent que les fonctions de coût basées sur
des statistiques d'ordre supérieur surpassent les statistiques du second ordre en terme
d'insensibilité aux eﬀets de bruit [HC03b].
 Débruitage des objets dans la réalité virtuelle. La présence du bruit dans les surfaces
d'objets 3D est une issue à ne pas ignorer. Le bruit dans ces surfaces peut être :
Topologique : Créé par des algorithmes utilisés pour extraire les mailles à partir d'un nuage
de points.
Géométrique : Dû aux erreurs des mesures et d'échantillonnage de données dans diﬀérents
traitements.
Pour éliminer ce bruit, plusieurs méthodes utilisées en traitement d'images ont été propo-
sées. Nous citons à titre d'exemple, le ﬁltre de Wiener et la diﬀusion isotrope. A l'issue de
ces travaux, nous envisageons de proposer les méthodes développées dans cette thèse pour
débruiter les surfaces en tenant compte de leur nature géométrique.
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Annexe : Comparaisons avec d'autres
ﬁltres
La méthode d'estimation du mouvement utilisée dans ces comparaisons est la méthode région
récursive basée sur les SOS. Dans tous les cas, une fenêtre temporelle composée de trois trames
est considérée. La fenêtre spatiale est de taille 3× 3 pixels. Pour chaque séquence, nous utilisons
les deux types de bruits : bruit sel et poivre et le bruit mixte.
Les ﬁgures 6 et 7 montrent les courbes de l'évolution du SNRI en fonction de numéro de trame. La
première constatation que nous pouvons relever, est que le L-ﬁltre NLMK produit des résultats
plus performantes pour les deux séquences d'images en terme de SNRI que les autres ﬁltres inclus
dans ces comparaisons. Ces ﬁltres sont classés selon leurs performances selon l'ordre suivant :
 1 : L-ﬁltre NLMK
 2 : L-ﬁltre NLMS
 3 : ﬁltre médian
 4 : ﬁltre MPA
Dans le cas du bruit sel et poivre, nous observons que le ﬁltre MPA est loin en terme de SNRI
par rapport aux autres ﬁltres avec une diﬀérence à l'ordre de 5 dB, le ﬁltre médian et L-ﬁltre
NLMS ont presque le même comportement avec un petit avantage au NLMS.
De même dans le cas du bruit mixte, Les ﬁltres médian, NLMS et NLMK agissent d'une façon
plus performante que le ﬁltre MPA avec un avantage du L-ﬁltre NLMK. La diﬀérence en terme
de SNRI avec le ﬁltre MPA est plus petite par rapport à la diﬀérence dans le cas du bruit sel et
poivre. Ceci se traduit par la présence de la composante gaussienne dans le bruit mixte et ce qui
rend ce bruit moins impulsif que le bruit sel et poivre.
La ﬁgure 8 montre les images résultantes des ﬁltres appliqués à la troisième trame de la séquences
"Trevor White". Cette trame est corrompue au départ par un bruit mixte (gaussien + sel et
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Fig. 6: Les valeurs de SNRI obtenus en fonction du nombre de l'image dans la séquence, (a)
Trevor White contaminée par un bruit mixte (gaussien σ = 20 + sel et poivre p = 5%),
(b) Trevor White contaminée par le bruit sel et poivre (p = 10%)
poivre). Visuellement, nous constatons que le L-ﬁltre NLMK permet une amélioration de la
qualité de l'image. Ceci se traduit aussi par la préservation de la texture qui se trouve dans le
fond de l'image.
De même, la ﬁgure 9 montre la comparaison en terme de qualité visuelle entre les diﬀérents
ﬁltres spatio-temporels appliqués sur la troisième image de la séquence Caltrain corrompue par
un bruit mixte. Visuellement, nous constatons que le L-ﬁltre NLMK permet d'avoir des images
correctement reconstruites. Ceci se traduit aussi par la préservation des objets en mouvement
dans l'image.
A partir de cet ensemble d'experimentations, nous avons abouti à un L-ﬁltre spatio-temporel
qui fournit de meilleurs résultats de restauration. Ces résultats permettent aussi d'avoir un ﬁltre
moins sensible aux erreurs de compensation de mouvement. Globalement, nous pouvons dire que
ce ﬁltre surpasse les autres ﬁltres utilisés dans cette comparaison.
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Fig. 7: Les valeurs de SNRI obtenus en fonction du nombre de l'image dans la séquence, (a)
Caltrain contaminée par un bruit mixte (gaussien σ = 20 + sel et poivre p = 5%), (b)
Caltrain contaminée par le bruit sel et poivre (p = 10%)
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(a) (b)
(c) (d)
(e) (f)
Fig. 8: Les résultats du ﬁltrage de la troisième image de la séquence Trevor White corrompue
par le bruit mixte gaussien, (a) image originale, (b) image bruitée, (c) résultat obtenu
par le ﬁltre MPA de taille 3 × 3 × 3, (d) résultat obtenu par le ﬁltre médian de taille
3 × 3 × 3, (e) résultat obtenu par le L-ﬁltre NLMS de taille 3 × 3 × 3 et de pas de
convergence (µ0 = 0.8), (f) résultat obtenu par le L-ﬁltre NLMK de taille 3× 3× 3 et
de pas de convergence (µ0 = 10−4).
142
(a) (b)
(c) (d)
(e) (f)
Fig. 9: Les résultats du ﬁltrage de la troisième image de la séquence Caltrain corrompue par le
bruit mixte gaussien, (a) image originale, (b) image bruitée, (c) résultat obtenu par le
ﬁltre MPA de taille 3×3×3, (d) résultat obtenu par le ﬁltre médian de taille 3×3×3,
(e) résultat obtenu par le L-ﬁltre NLMS de taille 3 × 3 × 3 et de pas de convergence
(µ0 = 0.8), (f) résultat obtenu par le L-ﬁltre NLMK de taille 3 × 3 × 3 et de pas de
convergence (µ0 = 10−4).
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Résumé
Dans ce document, nous nous intéressons au débruitage de séquences vidéo en présence de per-
turbations fortement impulsives. Ces perturbations additives qui peuvent être rencontrées lors
de l'acquisition, de la transmission ou compression des ﬂux vidéo ne peuvent être modélisées de
façon adéquate par une distribution gaussienne.
Pour aborder ce problème deux types de solutions sont généralement adoptées : les méthodes
paramétriques et les méthodes non paramétriques.
Dans une première partie, nous proposons d'utiliser des statistiques d'ordre supérieur. Les al-
gorithmes proposés sont comparés au techniques basées sur les statistiques du second ordre.
L'évaluation expérimentale des performances met en valeur l'intérêt d'une telle approche.
Dans une seconde partie, nous proposons de modéliser le processus perturbateur par une loi
α-stable. Les traitements issus de cette modélisation montrent l'eﬃcacité de l'approche proposée
en terme de gain en SNR et de temps de calcul.
Mots-clés : débruitage, bruit impulsif, statistiques d'ordre supérieur, α-stable, séquences d'images,
estimation du mouvement, ﬁltrage spatio-temporel.
Abstract
In this document, we are interested to the video denoising in the presence of heavily impulsive
perturbations. These additive perturbations which can occur during acquisition, transmission or
compression of video ﬂows cannot be modelled in an adequate way by a Gaussian distribution.
To address this problem two types of solutions are generally adopted : parametric methods and
non-parametric methods.
In a ﬁrst part, we propose to use the higher order statistics (HOS). The HOS-based algorithms
are compared with the techniques based on the second order statistics (SOS). The experimental
evaluation of the performances emphasizes the interest of such approach.
In a second part, we propose to model the perturbation process by the α-stable distribution.
The treatments resulting from this modelling show the eﬀectiveness of the approach suggested
in term of SNR and computational time gain.
Keywords : denoising, impulsive noise, higher order statistics, α-stable, image sequences, mo-
tion estimation, spatio-temporal ﬁltering.
