Abstract
Introduction
BLAST family [1, 2, 10] find short continuous word matches called "seeds" between sequences and extend seeds into highly homologous regions. However, they miss homologous regions that do not contain any seed. An advanced homology search program named PatternHunter [8, 7] has recently been developed. The PatternHunter program finds short word matches under a spaced model. A spaced model is represented as a binary string of length l, where a 1 bit at a position means that a base match is required at the position and a 0 bit at a position means that either a base match or mismatch is acceptable at the position. The number of 1 bits in a spaced model is the weight of the model. For examples, the two words ACGTC and AT-GAC form a word match under the spaced model 10101 of length 5 and weight 3. Because PatternHunter allows base mismatches in seeds, it is able to find more homologous regions than BLAST, which finds word matches under a consecutive model. A new version of BLASTZ also adapts the clever idea of spaced models [9] .
A measure called min value, to be defined in the next section, is used to evaluate a model. For a given pair of length l and weight w, say (l, w), a model of length l and weight w with the minimum min value is an optimal model under (l, w).
Choi and Zhang [5] performed a sensitivity analysis of optimal spaced models and designed efficient heuristic algorithms for finding optimal spaced models. Brejova et al. [3] studied the problem of computing optimal spaced models for detecting sequences generated by a Hidden Markov model. They also proposed an extension to spaced models that achieves substantial improvements in sensitivity and specificity [4] . In this paper, we present a new dynamic programming algorithm for finding an optimal model. Moreover, by analyzing optimal models under different pairs of length and weight, we observe a correlation between min value and sensitivity. Similar evaluation criteria are used to construct a set of spaced seeds, called a multiple model. A measure called cross min value is used to represent the min value between any two models within a model set. The size of the potential search space for finding an optimal 2-model, denoted by (l, w)-(l, w), is C l w × C l w combinations. In general, the size of the potential search space for finding an optimal
We present dynamic programming and hash-table preprocessing techniques to reduce the size of the search space.
Generating a good single model

Defining a good single model
The key point that makes PatternHunter more sensitive than BLAST is the model it uses. PatternHunter uses a spaced model, whereas BLAST uses a consecutive model. The spaced model shares fewer bases with any of its shifted copies than the consecutive one. We define the number of non-overlapping 1s between a model and its shifted copy as the number of 1s in the shifted copy that correspond to 0s in the model. If there are more non-overlapping 1s between the model and its shifted copy, then the probability of useless hit is lower 1 , resulting in higher sensitivity (for detail descriptions, please refer to [6] ). Thus, a sensitive model has a low sum of hit probabilities between the model and each of its shifted copies.
One might consider that collisions should be counted for C l 2 pairs among all shifted copies. However, a pair consisting of the first and the second copies, say 1-2, is equivalent to 2-3, 3-4, 4-5... And so as 1-3 is equivalent to 2-4, 3-5, 4-6... As a result, the hit probabilities of only l − 1 pairs have to be computed. Therefore, for a model of length l, we define min value as:
where N i denotes the number of non-overlapping 1s between the model and its ith shifted copy.
The sensitivity of a model is related to its min values. Observation 1 shows that the spaced model has a smaller min value than the consecutive one. Observation 2 [6] shows that a sensitive model can be found by selecting a model of low min value. Based on Observations 1 and 2, a model with the minimum min value has the highest level of sensitivity in computing homologous regions.
Observation 1
The spaced model has a lower min value than the consecutive one. 1 2 2 1 2 1 1 2 1 2 1 1 2 2 1 1 2 2 1 2 1 1 2 1 2 1 1 2 2 1 2 1 2 2 1 2 1 1 2 1 2 1 1 2 2 1 2 2 1 2 2 2 2 3 2 2 4 2 
Speeding up the computation
A model of length l has l − 1 shifted copies. An overlapping 1s happens when a pair of copies has a 1 in the same column. In order to calculate the min value of a model, we need to count the number of non-overlapping 1s between the model and each of its shifted copies, which can be computed by subtracting the number of overlapping 1s from the weight w. Figure 1 uses the model 11010010100110111 to illustrate a straightforward way for counting the numbers of overlapping 1s between the model and each of its shifted copies. Take the uppermost diagonal for example. That diagonal corresponds to the copy that shifts one position to the right, i.e., 1st shifted copy. If a position has both 1s in its corresponding row and column, we record the number 2 which means there's an overlapping 1 in this position. The last row, denoted as C 1 , C 2 , ..., C l , records the numbers of 2 in that diagonal. In other words, C i is the number of overlapping 1s in the ith shifted copy. Therefore, min value can be computed by the following equation.
A naïve method takes O(l 2 ) time to fill in the table for one model. By observing that only O(l) entries differ for two models with only one pair of 0 and 1 swapped, we develop an O(l) time algorithm for updating the table for a swapped model. Specifically, our method enumerates all models by swapping one pair of 0 and 1 at a time to keep most entries of the table unchanged, thus speed up the calculation. This method only needs to modify two rows and two columns of the table at a time. It reduces the time for a model's table calculation from O(l 2 ) to O(l). Even though the method still has to exhaust all possible models, it is good enough for current practical applications. It generates an optimal (18,11) model in less than one second on a PC. It also generates an optimal model of length more than 30 in just a few minutes.
Besides the exact solution given above, we have also developed a heuristic method that takes polynomial time to find "good" models directly from shorter optimal models. It will be useful when a very long spaced seed is required.
Generating a good multiple model
Recently, we have developed a program that utilizes a set of single models, called multiple models. In a multiple model, the model hits if any single model in the set generates a "hit." This strategy can increase the sensitivity, however it increases the probability of random hits as well. In order to avoid random hits, weights of the models are increased. On the other hand, increasing the weights might decrease the sensitivity. Thus, the combination of models should be carefully selected. A set with good combination can increase the sensitivity and reduce random hits at the same time.
Defining a good multiple model
Basically, the principle of multiple models follows that of a single model -"The fewer bases shared by a model and any of its shifted copies, the higher its sensitivity is." In addition to min values stated above, we propose cross min value, which means the min value between a pair of models. The best combination of models is the one with the minimum sum of all min values and all cross min values within the set. In the following, this sum is called total min value, and the term original min value refers to the min value of a single model. 
2-models
In Figure 2 , the triangles represent the overlapping 1s counting tables as depicted in Figure 1 . M 1 's and M 2 's original min values are the lower triangles in the left two tables. By placing different models in both sides of the right-
is considered as an optimal combination of a 2-model. 
k-models
If there are k models in a set, there will be k original min values and 2 × C k 2 cross min values. The optimal combination is the one with the minimum value defined in the function below.
, which again can be derived by dynamic programming. Note that the proportion of original min value over total min values in k-model is 1/k which decreases as the number of models increases in a set. This observation implies that the cooperations among single models within a set become more important as the number of models increases.
Speeding up the computation
In finding a good multiple model, the computational complexity of exhausting all possible combinations is extremely high. Here we propose some strategies to speed up the computation. × k steps to exhaust all possible combinations. Moreover, because all models have the same length in the set, using a preprocessing table that contains all of the cross min values and optimizing caching speedups each step dramatically. Therefore, the time complexity can be reduced from
A heuristic method
An alternative heuristic approach is merging a k 1 -model and a k 2 -model to form a (k 1 +k 2 )-model. In each merging step, we simplify the computation by setting a threshold which selects only good submodels. The process of merging k models is guided by a tree in a bottom-up manner, and yields the root as the resulting kmodel set. The tree topology determines the overall merging process. Our tests show that higher trees tend to result in better models.
As Figure 3 shows, in the merging process, if node M contains i m-models, and node N contains j n-models, and the threshold is 1%, then there are 0.01 × i × j models in the node O.
After the merging process, the models in the root are further adjusted by a greedy algorithm which optimizes the models locally. Finally, our program uses the best local model as the final multiple model. Two 8-models are given in Tables 1 and 2 .
An incremental approach
Another approach is to grow a multiple model from an optimal single model. We start with an optimal 1-model of a given length and weight. In the i th iteration, the single model which is the best complement to the current i-model is selected to form an (i+1) Table 2 . An 8-model with length=27 and weight=12. Table 3 gives an incremental 8-model with length=19 and weight=12. Notice that the first row of this 8-model, i.e. 1111010011010100111, is an optimal single model.
Results
The min values of optimal models with different lengths and weights are showed in Figure 4 . Models with length larger than 35 and weight above 19 are infeasible to exhaust. In that case, a heuristic method is applied to complete the statistics. Given a fixed weight, this figure is useful in determining which length yields the lowest min value. Conversely, for a fixed length, it helps in determining which weight yields the lowest min value. 
Simulation of single models
In order to evaluate the models found by the min value rules, a simulation of sequence comparison by these models is done as follows. We randomly generate a region of length 64 composed of 0s and 1s with 70% similarity. The probability of each base to be 1 is 70%. Then we compare each optimal 1-model with the generated 64-length region for hits. Repeatedly doing this simulation a million times gives the statistic results given in Figure 5 . The x coordinate is the length of every model and the y coordinate represents the model's sensitivity in this 70% similarity region. It implies that every model of different weight has its optimal length which is at the acme of the curve. Take weight=11 for example. Its optimal length is 18 and the corresponding optimal model is 111010010100110111, which is exactly the optimal model of weight 11 proposed by PatternHunter [8] . The optimal model of weight 12 in Figure 5 is the one of length 18, whereas by the min value rules the optimal one's length is 22. This difference seems to be conflict at the first glance. However, this is due to the length of the simulated region is fixed at 64. By extending this region's length gradually, the optimal model's length of weight 12 in simulation approaches 22.
We have also examined some models under 65% and 75% similarity, and the results are very similar to the 70% similarity case.
Simulation of multiple models
The simulation of multiple models shows they also have an optimal length for each weight. For weigth=12, the optimal 8-model's sensitivity in the region of length 64 with 70% similarity is 0.723327, which is much higher than that of an optimal 1-model whose sensitivity is 0.357021. 
A case study of weight 12
Models of smaller weights are not suitable for processing the large files. We have tested the models of smaller weights on the large files. But the results are not as expected. In theory, the models of smaller weights are more sensitive than the models of larger weights and should produce more HSPs. In practice, the program could not afford to look at too many word matches produced by models of smaller weights and hence ignored most of the word matches. Thus, models of smaller weights produce fewer HSPs than models of larger weights on the large files. This means that it is not appropriate to test models of different weights on the same pair of files. We need to use large files for large weights and small files for small weights. Because the program is designed for large files, results for weights 12 and 13 are more relevant in practice. Therefore, we decided to test models of weights 12 and 13 only. The two sequences used in the test are a human sequence (75 Mb), and a mouse sequence (15 Mb). Figure 6 illustrates the growth curve of the minimum min values for a single model of weight=12. The min values go down till length=27, and then go up again.
On the other hand, Figure 7 gives the growth curve of the numbers of HSPs produced by models of weight=12 and various lengths. The highest peak is located around length 27, which matches the lowest point of Figure 6 . 
Discussion
By the definition of min values, a model having many 1s in its front and rear tends to have a smaller min value than other models with the same weight and length. Besides, a multiple model's cross min value is likely to be smaller if its individual single models are not similar to each other.
It remains open to find good models in more efficient ways, either in single or multiple models, by adjusting the dynamic programming table and applying the skills of the heuristic methods stated in this paper.
Another open problem is: given a fixed number of 0s and 1s, how to find the combination efficiently such that the resulting binary sequence has the minimum number of 1s collisions between its original sequence and all its shifted copies?
