Molecular simulations of sound waves propagating in a dilute simple gas have been performed using the direct simulation Monte Carlo. A wide range of frequencies is investigated, including very high frequencies for which the period is much shorter than the mean collision time. The simulation results are compared to experimental data and approximate solutions of the Boltzmann equation. It is shown that free molecular ow is important at distances smaller than one mean free path from the excitation point. The simulation results are in good agreement with the existing experimental data, and con rm the inadequacy of the existing analytical or semi-analytical solutions that are limited to qualitative agreement with experimental results.
Introduction
In this paper we study the propagation of high frequency sound waves in a dilute gas using the direct simulation Monte Carlo (DSMC) technique. Our investigation focuses on the variation of the wave speed and absorption Permanent address: Dept. Physics, San Jose State Univ., San Jose, CA 95192-0106 coe cient as a function of frequency. When the period of oscillation is comparable to the molecular collision time, the sound speed is known 1] to deviate from the established adiabatic limit c = p k b T=m m , where is the ratio of heat capacities ( = 5=3 for the monoatomic gas studied here), k b is Boltzmann's constant, T is the temperature, and m m is the molecular mass.
Similarly, at high frequencies the attenuation coe cient di ers signi cantly from the classical continuum theory prediction based on the Navier-Stokes equations.
Solutions of the Boltzmann equation to various orders of approximation show that at high frequencies the sound speed increases with increasing frequency while the absorption coe cient increases less rapidly with increasing frequency. Cercignani 1] surveys the various molecular kinetic formulations based on the Boltzmann equation. Agreement with experimental data is reasonable but not perfect with typical discrepancies between theory and experiment 2, 3] of the order of 20% for a frequency range that spans ve orders of magnitude. Surprisingly the Maxwell molecule assumption, which simpli es the solutions signi cantly, seems to yield the same level of agreement with experimental data as the hard sphere approximation that is more appropriate for simple gases. Among the theoretical approaches discussed in 1] the 11-moment method of Sirovich and Thurber 4] is, in general, in best agreement with the experimental data.
We have developed a method to obtain accurate measurements of the wave speed and attenuation coe cient using the direct simulation Monte Carlo (DSMC). This is a signi cant improvement over the experimental data available that are subject to signi cant scatter. This is particularly important in the high frequency range where reliable data are required to establish an accurate theoretical description for acoustic propagation at molecular frequencies. DSMC simulations are particularly useful since they provide exact solutions corresponding to the hard-sphere model 5] that is typically used in the development of theory.
Our DSMC simulations span a wide spectrum of frequencies and produce results that are in good agreement with previous experimental data. Our results indicate that the Maxwellian Burnett and super-Burnett theories are only qualitatively correct. Good agreement is found between our results and the work of Sirovich and Thurber for hard sphere gases. Finally, we discuss the e ect of free molecular ow close to the excitation point. 2 Wave propagation using DSMC: Numerical Technique Figure 1 shows a sketch of the simulation geometry, a rectangular domain of length L lled with a dilute gas. Standard DSMC 6, 7] techniques were used to simulate the gas since it is well-established that DSMC accurately models high Knudsen number ows in which the characteristic length scale (in our case the acoustic wavelength,`) is comparable to the mean free path, . For the sake of brevity we will not present a description of the DSMC algorithm. In our simulations sound waves are excited at x = 0 by imposing a sinusoidally varying velocity in the x?direction. The velocity is imposed using the well-known Maxwellian reservoir method: particles exiting the domain at x = 0 are discarded, whereas particle in ux is accounted for by a reservoir attached to the simulation domain at x = 0 and extending to x = ?L R . Each timestep, particles at the simulation mean density are generated inside the reservoir and are given velocities drawn from a Maxwellian distribution at the simulation temperature. The Maxwellian distribution has a time-dependent mean velocity in the x?direction that is equal to the desired \boundary condition." The particle positions are advanced in time (one timestep t); the particles that cross the imaginary plane x = 0 and enter the simulation domain represent the half-space Maxwellian in ux and are retained. The particles remaining in the reservoir are discarded and the simulation proceeds as usual. The length of the reservoir is set to L R = v cuto t, where v cuto = 6 p 2k b T=m m is a velocity for which the probability (based on a Maxwellian distribution) is very small.
In order to minimize the cost of our simulations the domain length L was taken to be no longer than a few wavelengths. The far end of the domain was terminated by a specular wall leading to total re ection of the propagating waves. In the absence of dissipation, the system would exhibit pure standing waves. At low frequencies attenuation is relatively small and the re ected wave is only slightly diminished with respect to the incoming wave. At higher frequencies no appreciable re ected wave exists.
The simulation geometry resembles that of the acoustic interferometer used in the experiments 9] but with three di erences. First, the acoustic source is a reservoir rather than a transducer. However, the reservoir used is equivalent to a Maxwellian ux condition, and thus equivalent to a Maxwellian wall boundary condition, that approximates the transducer used in the experiments. The second di erence is that the velocity variation, v(x; t), is measured everywhere rather than at a single receiver. This permits us to obtain the sound speed and attenuation coe cient without varying the domain length. Third, and perhaps most importantly, our measurements are non-intrusive in contrast to the receiver used in the experiments. However, the distance that a wave must travel before it signi cantly steepens due to nonlinear e ects 10] is L nl = c`= ( + 1)v o . The systems we consider are small (L = 7 4`) so L nl 4:8L. From these arguments we expect the e ects of non-linearities to be small at both the high and low frequency ranges. Additionally, simulations at v o = 0:1c were performed at the lowest frequencies to verify this claim and these con rmed that non-linear e ects were absent. 
Here is the coe cient of bulk viscosity 1 , is the coe cient of thermal conductivity, and c p is the speci c heat at constant pressure. This classical result has been found to be very successful in describing the combined damping e ect of viscosity and thermal conduction. However, at high frequencies it is found that relaxation e ects are important and the classical result is no longer accurate. Molecular-kinetic calculations have been performed at various levels of approximation and with varying degrees of success 1] in capturing the variation of the attenuation coe cient and sound speed with frequency at the high frequency limit. Extensions of the Navier-Stokes results to the Burnett limit and super-Burnett limit have been shown to qualitatively describe the existing experimental data 2]. These results are useful because they are given in closed from and perform reasonably well given that the frequencies are not too high The solid line represents the Navier-Stokes prediction, the dash-dotted line represents the simulation result, and the dashed line represents a t to the simulation results. historical and convenience reasons: the hard sphere diameter for argon is well known to reproduce equilibrium and non-equilibrium properties accurately. It has been historically used in the majority of DSMC studies because it provides instant availability to a substantial literature of simulation and experimental results for code validation. This choice should have no e ect on our non-dimensionalized results that should apply to any dilute monoatomic gas. We ensured that there were more than 30 (on average) molecules per cell that is substantially more than the number (about 20) empirically determined to be required for accurate solutions. The number of cells was chosen so that the cell linear dimension is less than half of a mean free path. Alexander et al. 14] have shown that the transport coe cients deviate from the dilute gas Enskog values as the square of the cell size x with the proportionality constant such that for cell sizes of the order of one mean free path, an error of the order of 10% occurs. In our case x 0:5 so the error is less than 2.5%. We used the results of Alexander et al. 14] to correct all our results for the transport coe cients (viscosity and thermal conductivity).
The timestep of the simulation t was taken to be signi cantly smaller than =c o where c o = p 2k b T=m is the most probable velocity. It has been shown 15, 16] that the error in the transport coe cients is proportional to the square of the timestep, which for accurate simulations has to be much smaller than =c o . In our simulations t < =(5c o ) making the error negligible.
Temperature variations due to dissipation were closely monitored and the mean temperature was found to increase for R < 1. The maximum temperature increase observed was less than 3%, which leads to a change of less than 2% in the sound speed and transport coe cients given that these vary as p T. Experimentation at high frequencies is di cult because the strong absorption makes sampling very close to the wall necessary. Greenspan 9] limits his experiments to R > 0:3 because for R < 0:3 the \wave path is shorter than one mean free path" and su cient signal only exists at distances less than one mean free path from the input. Measurements closer than one mean free path from the transducer (or from the input reservoir in the simulations) is likely to be skewed by the input's Maxwellian distribution through free molecular ow 4]. In his discussion Cercignani argues that su cient collisions take place even at small distances from the input and subsequently the region excluded due to free molecular ow should be much smaller than one mean free path. Additionally he argues that while molecules with high velocities may bias the distribution function at large distances from the input, this is not expected to happen for hard sphere molecules due to the high collision rate associated with high velocity hard spheres. We examine these assertions below.
Our results indicate that the wavelength and attenuation coe cient attain constant values for x > . This is illustrated by considering the same data (R = 0:5) but restricting the t to x > x min with x min = in Fig. 3 and x min = 0:5 in Fig. 4 . Figure 3 shows that the waveforms are tted very well by a constant sound speed and attenuation coe cient model for x > ; the t extrapolated in the region 0 < x < deteriorates very quickly indicating that the free molecular ow is still important for x < . Figure 4 shows that the same constant parameters cannot t the waveform for both x < and x > . We should also reemphasize that for R < 4 larger initial amplitudes were gradually introduced due to the appreciable attenuation. The wave amplitude at the reservoir was increased up to v o =c = 0:15 to ensure that su cient signal was available for measurements to be made; however, care was taken to ensure that v o exp(?mx min )=c < 0:025.
In summary, we nd that our simulation results are consistent with the experimental data, and verify the observations of Cercignani 1] that the Navier-Stokes description fails for R < 10, and that none of the proposed theories can capture the variation of both sound speed and attenuation coe cient over the whole frequency range. Our results o er signi cantly less scatter compared to the experimental data that is essential for the development of an accurate theory valid over the whole frequency range.
Concluding Remarks
In this paper we consider the acoustic properties of a single species, monatomic dilute gas of hard sphere particles for small amplitude oscillations. This study demonstrates the usefulness of the simulation technique and the extension to more complex problems is apparent. For example, the sound speed and absorption are modi ed by thermal relaxation e ects 12], such as vibrational and rotational degrees of freedom, chemical reactions, etc. Interesting non-hydrodynamic e ects in binary mixtures (e.g., \fast sound" 17, 18]) are known to occur at high frequencies. Nonlinear e ects become comparable to viscous dissipation at amplitudes a few times larger than those considered here. Di erent DSMC collision models 7] can be used to simulate nonhard-sphere interactions. Finally, variants of DSMC, such as the Consistent Boltzmann Algorithm 19], can be employed to simulate dense gases.
Our DSMC technique uses a thermal reservoir with an oscillating mean velocity at the domain inlet (x = 0), to produce the input sound wave. Instead of generating the particles with a Maxwell-Boltzmann distribution, the Chapman-Enskog distribution 20] may be used to approximate bulk conditions, possibly minimizing the inhomogeneity associated with free molecule e ects. Alternatively, an oscillating solid wall (i.e., a transducer piston) can be used as the acoustic source. This will account for the displacement of the excitation point (recall that the reservoir should be equivalent to Maxwellian solid in terms of the velocity distribution function). This surface should thermal rather than specular otherwise there would be no way to remove the heat generated by viscous dissipation. We expect that these di erent methods of simulating the input acoustic source will have little e ect for the results presented here. However, it would be interesting to consider a constant temperature wall at x = L to measure the re ection phase shift 12]. Finally, an analysis of the reservoir/thermal wall-induced phase shift in the free molecular regime (at the excitation point) would be of interest.
