All rights reserved. Reproduction for educational and non-commercial purposes is permitted provided that the source is acknowledged. Monte Carlo experiments show that the test has good size and power under a wide range of circumstances. Finally, the test is illustrated in practice, in a brief study of the euro's effect on trade.
does not address the interesting alternative that only some -and not all -individuals are affected by a break. This is the more general question, but also likely to be the more prominent in applied work, as shocks rarely affect all individuals equally, if at all. This is the question addressed by this paper. This paper proposes a test for heterogeneous breaks in panels based on the Andrews (2003) end of sample stability test. In particular, this paper introduces a standardized statistic calculated by taking a weighted average of Andrews's (2003) statistics for each individual. Methodologically, this is similar to the approach in Im et al. (2003) which, while focusing on the different question of unit root tests, also considers an average of separate statistics. This paper derives the asymptotic distribution of the proposed test statistic using the Lindeberg-Feller Central Limit Theorem (LF-CLT). The test statistic is shown to follow a normal distribution as the number of individuals goes to infinity. This greatly simplifies the computation of the critical values with respect to Andrews (2003) . As in Andrews (2003) , though, the proposed statistic is robust to non-normal, heteroskedastic, serially correlated errors and when the instability occurs at the end of a given sample. In addition, the test allows for parameter heterogeneity pre-and post-instability.
Although the asymptotic results are derived under the assumption of cross sectional independence, this does not severely restrict the applicability of the test. The asymptotic results still hold in the case of cross sectional dependence as long as it can be "filtered out" using appropriate estimators. This paper provides an example of how this can be accomplished by modifying the proposed test statistics using the Common Correlated Effects (CCE) estimator proposed in Pesaran (2006) .
A series of Monte Carlo experiments show that the proposed structural break test performs very well in finite samples. The experiments accommodate serial correlation in the errors with a mixture of different distributions for the innovations. The results show that even under these circumstances the distribution of the test is close to a standardised normal. Furthermore, Monte Carlo results indicate that the test has good size and power with relatively few observations over time and moderate serial correlation within cross sections. For high levels of serial correlation, the performance of the test improves as the sample size increases. Lastly, the test has good power and size even when instabilities are of a small magnitude.
Finally, this paper considers an empirical application of the test, to demonstrate its usefulness in a real-world setting: did the introduction of the euro increase intra-Eurozone trade? The question has been at the center of lively debates in academic and policy circles alike. However, the papers that have tackled the issue have not provided strong empirical evidence in support of the presumed effect. This is largely due to two empirical issues: the few datapoints available after the euro's introduction and the heterogeneity of the trade effect over different countries. Given both of these characteristics, the test introduced in this paper is particularly well suited. Results show a break at the 10% significance level in Eurozone trade starting in 1999, thereby supporting the presumption commonly expressed in the literature.
The paper is organised as follows. Section 2 introduces the panel data stability test for heterogeneous breaks. A solution to the issue of cross sectional dependence is also discussed. Section 3 follows with a derivation of relevant asymptotic results. Section 4 investigates the test's finite sample properties with Monte Carlo simulations. And finally, section 5 illustrates how the test can be put to use to answer the question of the euro's effect on intra-Eurozone trade.
Heterogeneous Panel Data Stability Tests

Setup
Consider the following baseline model for panel data,
( 2) where is the dependent variable, is the x 1 vector of explanatory variables including intercepts and/or seasonal dummies, is the x 1 vector of coefficients. Moreover, are the idiosyncratic shocks specific to each individual and assumed to be uncorrelated to and have zero mean, is the x 1 vector of unobserved common effects and are the factor loadings associated with . For the purposes of deriving the test statistics, is assumed to be 0 for all = 1, ..., . The more practically relevant case in which ≠ 0 is discussed in Section 2.4.
Under equation (1) with = 0, the hypothesis of structural instability implies,
for = 1, … , , and where are the presumed break dates, which can differ for each individual .
Thus, , the number of post-break observations, can be different for each . is the parameter vector before the break and is the difference between the post-and pre-break coefficient vectors.
Thus, the hypothesis of structural stability is, with = 1, . . . , , + 1, . . . , + . can be estimated heterogeneously for each individual by OLS.
In this case, the consistency of relies on large only for all , whereas if is homogeneous, its consistency can rely on either large or large , as is standard in the panel literature.
Let
, where is the number of individuals for whom = 0 and is the number of individuals that exhibit a break ( ≠ 0). The null hypothesis states that there are no structural breaks across all individuals, whereas the alternative states that a proportion of individuals experience a structural break. The alternative requires that the proportion of individuals who experience a break relative to tends to a non-zero positive constant as . Mathematically, this implies lim , where 0 < ≤ 1 as introduced in Choi (2001) and used again in Im et al. (2003) . This assumption ensures the asymptotic validity of the test.
When the null hypothesis of structural stability is rejected, the exact proportion of individuals who experience a break can be found by conducting the Andrews (2003) 
Motivating and Defining the Individual Statistics
The proposed statistic, to test for heterogeneous instability in panel data models, essentially amounts to comparing two average statistics taken from both the pre-break and post-break samples.
These averages are based on test statistics for each individual in the panel, computed as in Andrews (2003) . The section below first motivates these statistics, then defines them explicitly. 
where is a null matrix and is a ( -+ 1) x 1 vector containing the residuals for the individual, , over the sample period spanning from to .
From equation (4), it is clear that the OLS estimator for is (5) and therefore the estimated residual for the post-break observations can be calculated as where is the x identity matrix and is the well known projection matrix. Therefore, the (unrestricted) sum squares residuals, , can be written as (6) where is the least squares estimate of using the sample spanning over the pre-break sample from 1 to , = 1, ..., . Under the null hypothesis ( = 0), the (restricted) sum squares residuals for the post-break period is defined to be
Obviously, equation (6) 
for all = 1, ..., .
There are two specific variants of that are used in calculating the standardised statistic essential to this paper:
Both sets of statistics are computed using observations. The post-break sample statistics, , are computed for the sample spanning from = + 1 to = , whereas the pre-break sample statistics, , are calculated over observations anywhere in the pre-break sample so long as .
The estimated time-series covariance matrix derived in Andrews (2003) 
where details are given in Andrews (2003) .
The Statistic
This paper defines the statistic to test for heterogeneous breaks in panels as follows (15) where , 1 are the average statistics for the pre-and post-break sample respectively. Intuitively, if the null hypothesis were true, would be centered around 0. Therefore, the further from 0 is the statistics, the more evidence there is to reject the null hypothesis in favor of the 
Cross Sectional Dependence
The test derived in the previous sub-section, though robust to serial correlation and heteroskedasticity, assumes cross sectional independence. If this assumption is not valid, appropriate estimators can be used to "filter out" the cross sectional dependence. The recent panel data literature has proposed several such solutions. Since the focus of the paper is not related to cross sectional dependence, this sub-section only provides an illustration of how this paper's results can be extended to allow for cross sectional dependence. The bottom line is that the asymptotic results supporting this paper's panel test (presented in the next section) still hold if it is possible to obtain consistent estimates of and .
The Common Correlated Effect (CCE) estimator proposed by Pesaran (2006) (2002), Bai and Ng (2002) and Bai (2005) can also be used with suitable modifications.
The CCE estimator is defined to be (16) where , with a matrix, such that is a vector containing the cross sectional averages of the endogenous variable from the sample spanning = , ..., and is matrix consisting of columns of vectors, with containing the cross sectional averages of the jth explanatory variable from the sample spanning = , ..., .
The idea of the CCE estimator is to use the cross sectional averages of the endogenous and explanatory variables as proxies for the common factors, . With this, the effect from the common factors can be "filtered out" using the residual maker, . Pesaran (2006) shows that such a proxy is consistent under certain regularity conditions. Therefore, it is possible to replace the OLS estimator with the CCE estimator in the proposed test in the presence of cross sectional dependence. The asymptotic properties of the modified test will be discussed more carefully in the next section. However, the additional assumption that = for all = 1, ..., is required in order to adopt the CCE estimator in the proposed test statistic.
This assumption restricts all the individuals to share the same break date. This is necessary given the construction of which contains the cross sectional averages from both the pre-break sample and the post-break sample. Without a common break date, it would be unclear how to compute these averages across individuals and whether the consistency results from Pesaran (2006) would hold.
2 is defined to include both observable and unobservable common effects in this paper, whereas is defined to be the unobservable common effect only in Pesaran (2006) .
With the CCE estimator, as defined in equation (16), the basic test statistic can be rewritten as follows: (17) (18) ( 19) and (20) (21) Likewise, can be computed following the same procedure as in section 2, that is, with Moreover, the average test statistics become,
Lastly, the test of structural stability using the CCE estimator can be defined as (24) 3. Asymptotic Results
Assumptions
This section provides the asymptotic properties of the proposed test. Define the data set as the outcomes of a sequence of random variables where . Under , the data are for and ,while under the data are for and for , where are some random variables with a joint distribution different from . Assume also that the distribution of is independent of . Note that under the data are from a triangular array since the breakpoint is changing with .
Let be a ball centered around with radius as in Andrews (2003) . For , the following assumptions underlying the asymptotic properties of , 1 are:
, is stationary and ergodic.
Assumption 2 (a)
, with with fixed under and .
(b) with with fixed under and , for some n o n s i n g u l a r m a t r i x , f o r a l l s e q u e n c e s o f c o n s t a n t and as .
Assumption 3 ( Assumptions (1), (3) and (4) are identical to that of Andrews (2003) . The assumptions also hold for when . The first assumption allows for both weakly dependent processes and long memory processes, as well as conditional variation in all moments, including conditional heteroskedasticity. Assumption 3 is required to ensure that the empirical distribution of the statistics converge to the true distribution as derived in Andrews (2003) . Furthermore, Assumption 3 ensures that the distribution of the statistics are differentiable and finite. Assumption 2 is required to ensure the consistency of the estimators for both the coefficient vector and the variance-covariance matrix; it is a panel extension to Assumption 2 in Andrews (2003) . The assumption covers estimators whose consistency properties rely on large and , as is the case in the presence of cross sectional dependence. Obviously, this assumption also covers estimators whose consistency properties rely on just a large or alone.
Assumptions (1) - (3) are sufficient for all the asymptotic results that follow. However, these assumptions can be simplified further if the parameter vector is estimated by Ordinary Least Squares. In such a case, assumptions (1) and (4) are sufficient for assumptions (2) and (3) to hold, as shown in Lemma (1) (see also Andrews, 2003) .
In the event of cross sectional dependence it is possible to use the Common Correlated Effect (CCE) estimator as proposed by Pesaran (2006) and discussed in section 2.4. Such an estimator would require slight modifications to the above assumptions for the asymptotic results to hold. These are:
Assumption CCE 1 (e) All other necessary assumptions required by Pesaran (2006) to ensure the consistency of the CCE estimator. Pesaran, 2006) .
Assumptions CCE 1 (b) -(e) are sufficient for the consistency of the CCE estimator (see Lemma 5 and
Results and Comments
This sub-section derives the asymptotic distribution for the (and ) statistic and defines the properties of the tests.
Lemma 1 Assumptions 1 and 4 imply that Assumptions 2 and 3 hold for the regression model estimated using OLS.
Proof. See Appendix.
Remark 1 Lemma 1 is useful for reducing the number of assumptions. Assumption 4, in its current formulation, is made strictly for the Least Squares estimation procedure. For other estimators, such as IV or GMM, the conditions in Assumption 4 must be modified accordingly. These, however, need not guarantee the result in Lemma 1. Therefore Assumptions 2 and 3 are still required for the remaining results of this paper to hold when different estimators are used. For the appropriate modifications to Assumption 4 for IV or GMM see Andrews (2003) . Theorem 1 Under Lemma 4, the statistic as described in equation (15) has an asymptotic distribution
Remark 2 Lemma 2 shows that each converges to a well defined distribution with finite mean and variance. This is an important result as it is a necessary condition for Lemma 3 and 4 to hold, which subsequently lead to the proof of asymptotic normality for the arithmetic average of (namely, ).
The asymptotic normality of the proposed test statistics removes the need of using sub-sampling techniques to calculate the critical values as proposed in Andrews (2003) . (14), when . (16) Proof. See Appendix.
Lemma 5 Under Assumptions CCE (1) (a) -(e), the CCE estimator, as defined in equation
Theorem 2 Under Assumptions (1), (4) and the Assumptions under Lemma 5
Remark 6 Lemma 5 is required to obtain consistency for the CCE estimator and Theorem 2 is homologous to Theorem 1 when using a CCE estimator to tackle cross sectional dependence.
Simulations
Monte Carlo Design
This section aims to provide some benchmark Monte Carlo results in order to investigate the normality, 
Monte Carlo Results
Size
The first results look at the probabilities of a type I error with significance level of 0.05. The main results can be summarised as follows:
Overall the Monte Carlo experiments reveal that the test statistic is close to normal with 2000
replications showing that the LF-CLT holds with moderate serial correlation and both relatively small time and cross-sectional dimensions. The Jarque-Bera test statistics show strong evidence of normality at the 5% level of significance. The results are shown in Table 1 and 2, where Table 2 presents results when the number of post-break observations are increased to 20% of instead of 10%. Table 3 The programming code is available upon request.
As shown in
3. The normality of the distribution worsens in the presence of extreme serial correlation ( = 0.95) as shown in Table 1 . The Jarque-Bera test for normality is rejected at the 5% level of significance.
4. The size, on the other hand, deteriorates with extreme serial correlation especially as the number of individuals increases. This result is expected as all individuals exhibit the same high degree of serial correlation. Under these conditions, increasing from 100 to 250 observations improves the size, as implied by ergodicity.
In sum, the test has reasonable size even in small temporal and cross-sectional samples with moderate serial correlation. However, under extreme serial correlation the size of the test deteriorates substantially, especially as the cross-sectional dimension increases.
Power
Overall the test has good power. The power of the test is analysed for the significance level of 0.05.
Results are shown in Table 4 Overall, the power of the test is good given the data generating process. Power increases with , , and . Power is better when serial correlation is moderate, but remains robust even to very high levels of serial correlation.
Empirical Example
This section provides an empirical application to demonstrate the usefulness of the proposed test, focusing on the question of whether the euro has increased intra-Eurozone trade. The question has recently been at the forefront of the empirical trade literature, revived after the seminal contribution of
Rose (2000), and has been discussed actively in policy circles. However, empirical evidence has been clouded by econometric techniques somewhat ill-suited for the very few available data.
Most papers in the literature, of which the most prominent are Micco et al. (2003) and Flam and Nordström (2003) , 5 introduce various flavors of dummy variables in their regressions to capture the new currency's introduction. Furthermore, the use of F-tests employed to evaluate the significance of the dummy coefficients rest on highly restrictive assumptions in finite samples: normal, homoskedastic and iid errors. These are particularly bold in light of the macro data typically used in these exercises, where heteroskedasticity and autocorrelated errors are commonplace. Lastly, Andrews (2003) shows that F-tests exhibit large size distortions when testing for parameter instability at the end of sample. Given these limitations, some authors like Micco et al. (2003) avoid, in part, the use of explicit tests and rely on eye-balling the size of the coefficients on the euro-dummies.
The test developed in this paper allows for a very different and more rigorous approach, better adapted for the question of the euro's effect on trade. First, the test is residual based and does not require the estimation of coefficients on dummy variables to capture the effect of the euro. Second, the test requires very few regularity conditions. It remains asymptotically valid despite non-normal, heteroskedastic and/or autocorrelated errors. Third, the test is explicitly designed for few datapoints following a presumed break and makes no distributional assumptions on any individual specific test-statistic; only the cross sectional average statistic is shown to be asymptotically normal as warranted by the panel's cross sectional dimension. Fourth, the test explicitly allows for some individuals, and not all, to exhibit a break.
This last characteristic, allowing for heterogeneous instability, is particularly well suited for the example at hand. For instance, while it was clear that Germany was going to play a central role in the euro from its inception, uncertainty over whether Italy would meet the strict accession requirements loomed almost until the euro's introduction. It would therefore seem natural that each country's trade pattern would have responded differently, if at all, to the new currency's introduction.
The test for the euro's effect on trade is rooted in a standard trade gravity equation, used in various flavors in all the above-mentioned papers, and whose microfoundations are discussed at some length in Mancini-Griffoli and Pauwels (2006) . The regression used here is: where is the value of imports from country to country , and are nominal GDP at time for country and country , respectively, to control for demand and country size effects, is the real exchange rate between the two countries engaged in trade, capturing relative price effects as well as changes in relative demand for tradables, and is a pair-specific fixed effect to control for variables of type common border, language, history, legal system, distance and others traditionally shown to matter in gravity equations. Also, includes observed and unobserved common effects, including time effects (responsible for any cross sectional correlation of the errors). Finally, is the individual specific idiosyncratic shock.
Several modifications to the above regression are necessary, though, in order to carry out proper estimation. First, all variables fail to reject the null of a unit root. Mancini-Griffoli and Pauwels (2006) present these results along with a discussion. Here, the most straightforward solution is adopted: that of taking all variables in first-differences. The test therefore becomes one for a break in the relation between the growth of trade and the growth of its explanatory variables. Other solutions to the problem of non-stationary data are considered in Mancini-Griffoli and Pauwels (2006), but are not adopted here, as this section limits itself to a mere illustration of the new panel test for heterogeneous breaks.
Second, the errors of the model are found to be cross sectionally dependent. It is necessary, therefore, to augment the proposed test in the fashion proposed in section 2.4, in order to "filter out" the common factors causing cross sectional correlations. These unknown common factors can be proxied by the cross sectional sample averages of the regressors and regressand, as proposed in Pesaran's (2006) common correlated effect (CCE) estimator.
Finally, quarterly data were obtained from Eurostat, IMF DOTS and IFS, as in most other relevant empirical papers. The unilateral import values were obtained from IMF DOTS. All data were seasonally adjusted using the standard X.12 smoothing algorithm.
Given these modifications, the equation serving as the baseline model for the panel stability test is written as (26) where indicates the first difference of the variable.
Results from this paper's proposed panel test for heterogeneous breaks are presented below. 6 For simplicity -again because this section merely aims to be an illustration -only one potential break point is considered, in 1998 Q1, one year prior to the actual adoption of the euro. This is to take into account the extent to which agents are forward looking, as well as directly test the findings of Micco et al. (2003) and Flam and Nordström (2003) who find a "euro effect" as early as 1998. Furthermore, results
6
All empirical results were generated using RATS 6.30. The programming code is available upon request. Estimation results and other specifications of the regression equation are covered in Mancini-Griffoli and Pauwels (2006).
are presented for statistics found by sampling from different date ranges in the pre-break sample. This is to gauge the sensitivity of the test to variations in data and to serial correlation in the errors: on the one hand, the closer are the sampling dates in the and statistics, the greater are the chances of disturbances due to serial correlation. On the other hand, the earlier is the pre-break sampling date, the more disturbances could arise from less reliable data. Thus, results are presented for four "test samples", each including a different pre-break sampling date : 1980 Q2, 1985 Q1, 1987 Q1 and 1990 Q1. Results are presented in Table 5 .
The first general pattern that emerges from glancing at the results across the various test samples, is that there indeed appears to be a break in the relation between trade and its explanatory variables in 1998 Q1. Indeed, most test samples have consistent periods over which the null of stability is rejected.
Second, and more specifically, the degree with which the null is rejected -if at all -is sensitive to the showing how the test's power increases with . Note that as more than 14 quarters of post-break data are considered, the null is no longer rejected. Thus, the break in trade due to the euro, although significant, seems to be limited in duration, lasting only slightly more than three years. In itself, this is an interesting finding, contradicting views sometimes expressed in political debates that common market effects will grow with time. It seems that the Eurozone has already reaped the benefits of the euro, at least in terms of gains in trade.
Third, results, although broadly consistent, can be somewhat sensitive to the choice of pre-break sampling dates. Indeed, there are slight variations in results across the various test samples. First, only the 1990 test sample rejects the null with 1-5% significance for 11-14 quarters. The other samples reject with 1-10% significance for a subset of these quarters. Again, these slight differences are to be expected given the noise in the data. Thus, testing for the robustness of results to the choice of pre-break sampling can be important empirically. Secondly, results with the most recent 1990 test sample are consistent and show strong significance. This highlights, once again, the relative robustness of the test to serial correlation, as mentioned in the earlier Monte Carlo results.
On the whole, the above exercise has allowed for both rigor and flexibility in testing an important policy question, and has delivered a statistically solid and relatively consistent answer; this is an improvement over previous work which, although pioneering, was clouded by somewhat ill-adapted traditional Note: is the autocorrelation coefficient, are the total number of individuals and where is the time dimension prior to the instability fixed for all individuals , is the number of observations post instability fixed for all individuals and is set to equal 10% of . The Jarque-Bera normality test has an asymptotic distribution and its critical value is 5.99 at the 5% level of significance. Note: is the autocorrelation coefficient, are the total number of individuals and where is the time dimension prior to the instability fixed for all individuals , is the number of observations post instability fixed for all individuals and is set to equal 20% of . The Jarque-Bera normality test has an asymptotic distribution and its critical value is 5.99 at the 5% level of significance. Note: is the autocorrelation coefficient, are the total number of individuals and where is the time dimension prior to the instability fixed for all individuals , is the number of observations post instability fixed for all individuals and is set to equal 10% of and also 20% of for = 30, 50. Note: is the autocorrelation coefficient, are the total number of individuals and where is the time dimension prior to the instability fixed for all individuals , is the number of observations post instability fixed for all individuals and is set to equal 10% of and also 20% of for = 30, 50. 
