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ENVY-FREE DIVISION USING MAPPING DEGREE
SERGEY AVVAKUMOV♠ AND ROMAN KARASEV♣
Abstract. In this paper we study envy-free division problems. The classical approach to
some of such problem reduces to considering continuous maps of a simplex to itself and finding
sufficient conditions when this map hits the center of the simplex. The mere continuity is not
sufficient for such a conclusion, the usual assumption (for example, in the Knaster–Kuratowski–
Mazurkiewicz theorem) is a boundary condition.
This time we try to replace the boundary condition by a certain equivariance condition under
all permutations, or a weaker condition of “pseudo-equivariance”, which has some economic
meaning for the problem of partitioning a segment. Such versions of the problem have positive
solutions when n, the number of players that partition the resource, is a prime power, and in
some cases we provide respective counterexamples for the case when n is not a prime power.
1. Introduction
Consider a situation when n players want to divide a “continuous” in certain sense resource
X among themselves. We assume that, for each partition of X into n pieces (some possibly
empty), each player would be satisfied to take one of the partition pieces, the choice of a player
need not be unique. When no player prefers an empty piece of the resource, the existence of an
equilibrium, where every player receives one piece of the partition and is satisfied, is guaranteed
by Gale’s theorem (see Theorem 2.2 below for the precise statement). For such situations, when
every player receives what she/he prefers from a given partition, the term envy-free partition
is usually used.
Making one step from the classical situations, we may try to make a generalization, following
[13]. The resource might come with some cost, so it might naturally happen that for certain
partitions the cost of all the non-empty pieces is too high for a player. Then some of the players
might prefer to take an empty piece. As in Gale’s theorem and other classical results, we make
a natural assumption on player’s preferences, mathematically speaking, a player prefers a part
if in another, but arbitrarily close to given partition configuration she/he also prefers this part.
We will mostly have in mind the segment partition problem, for a unit interval [0, 1], we
consider its partitions into n closed (possibly empty) segments with pairwise disjoint interiors,
see the details in Section 4. As a simple example, every player may rate the parts with her/his
own integrable “value” function fi on [0, 1], and prefers any of those segments which maximize
the value of the integral of fi over them.
Following the classical works, we consider a more general setting than the “value” function;
we allow any player to rate the pieces of a given partition with more complicated logic. The
very term “envy-free partition” is motivated by the fact that a player’s preference of a certain
piece may depend on how the rest of the resource is partitioned, and in the solution for the
problem no player has envy to take a different piece than she/he is given.
In the special case of the segment partitioning problem, in [16] it was proved that envy-free
segment partitions exist for n = 3 (the case n = 2 is an easy exercise). In [13] the result was
extended to n = 4, or any prime n. We prove that if n is a prime power then an envy-free
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ENVY-FREE DIVISION USING MAPPING DEGREE 2
segment partitioning always exists (Theorem 4.1). Conversely, if n is not a prime power then
there is an instance of the segment envy-free partition problem with no solution (Theorem 4.3).
Remark 1.1. The assumption that X is the unit segment is in fact not very restrictive. For
example, if our resource to partition is a compact set in a Euclidean space, then we may just
project it to a line segment and then partition. Therefore, our result implies that for a prime
power number of players n any compact set in a Euclidean space can be envy-free partitioned
into strips with parallel hyperplanes.
Section 2 of the paper contains an outline of the classical results and techniques, then we
prove the existence of solutions or existence of counterexamples. We start from the mapping
version of the Knaster–Kuratowski–Mazurkiewicz theorem, Theorem 2.1 and then proceed to
Gale’s theorem, Theorem 2.2, to some easy results in Section 3 that we provide for reader’s
convenience, and then to substantially new results in subsequent sections.
For classical results in Section 2 and for new results in Section 4.1 we emphasize that the
natural way to handle the envy-free partition problem is to analyze necessary and sufficient
conditions that a continuous map of a simplex to itself hits its center; which amounts to deter-
mining possible mapping degrees of maps between spheres under some additional assumptions,
analogous to equivariance with respect to a group action. In Section 5 we show that there is no
Borsuk–Ulam theorem for a wide class of equivariant maps, for n odd and not a prime power,
which prevents using some of the well-known general techniques for envy-free partition or fair
partition problems.
Acknowledgments. The authors thank Shira Zerbib, Fre´de´ric Meunier, Alfredo Hubard,
Oleg Musin, Arkadiy Skopenkov, and Peter Landweber for useful remarks and corrections to
the text.
2. Classical KKM-type results and partition problems
Let us recall some classical results around the Knaster–Kuratowski–Mazurkiewicz theo-
rem [10] with modifications from [5, 2]. Let us introduce some notation, let ∆n−1 be the
(n− 1)-dimensional simplex, which we usually parametrize as
∆n−1 = {(t1, . . . , tn) | t1, . . . , tn ≥ 0, t1 + · · ·+ tn = 1} .
We also denote ∆n−1i the facet of ∆
n−1 given by the additional constraint ti = 0. Sometimes,
when we know the dimension n, we will denote these objects simply as the simplex ∆ and its
facets ∆i.
In the above notation the KKM theorem reads: If A1, . . . , An are closed subsets of ∆
n−1,
covering the simplex, such that for every i = 1, . . . , n the intersection ∆n−1i ∩Ai is empty then
the intersection A1 ∩ A2 ∩ · · · ∩ An is not empty. We will also use the KKM theorem in the
mapping form:
Theorem 2.1 (The mapping KKM theorem). Assume f : ∆n−1 → ∆n−1 is a continuous map
such that for all i we have f(∆n−1i ) ⊂ ∆n−1i . Then f is surjective.
Proof. Let us approximate f with a PL map having the same property that any facet (and
hence any face of arbitrary dimension) is mapped to itself. Considering ∆ as a PL manifold
with boundary we notice that f takes boundary to the boundary. Therefore the mapping degree
of f is well defined and is equal to the mapping degree of its restriction f |∂∆.
Then we prove by induction on the dimension that the mapping degree of f equals 1. The
case of dimension n = 1 is clear, for the step we note f |∆i satisfies the same assumptions and
hence we assume its degree equals 1. But this is the same as the degree of f |∂∆, which in turn
equals the degree of f . 
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Reduction of the classical KKM to its mapping version. Replace Ai by a continuous function
gi : ∆ → R, such that gi(Ai) = 1 and gi(x) = 0 for x outside an ε-neighborhood of Ai. When
ε > 0 is sufficiently small, we will have gi(∆i) = 0 from the assumption ∆i ∩ Ai = ∅.
Since the Ai cover the simplex, we conclude that g1(x) + · · · + gn(x) > 0 for every x ∈ ∆.
Dividing every gi by this sum, we obtain non-negative continuous functions f1, . . . , fn with unit
sum everywhere in the simplex. Such fi are coordinates of a map
f : ∆→ ∆,
and the property fi(∆i) = 0 means that any facet goes to itself. Hence by the mapping KKM
theorem f is surjective and therefore there exists x ∈ ∆ such that fi(x) = 1/n for any i. Such a
point x is in the ε-neighborhood of each Ai. Passing to the limit ε→ 0 and using compactness
of ∆ and closedness of the Ai yields the result. 
Now we proceed to the generalization of the KKM theorem, useful in proving existence of
equilibria in economic questions.
Theorem 2.2 (Gale’s theorem). Let Aij be closed subsets of ∆
n−1, indexed by i = 1, . . . , n and
j = 1, . . . , n. Assume that for every fixed j the sets {Aij}ni=1 cover the simplex, and Aij ∩∆n−1i
is empty for every i and j.
Then there exists a permutation σ of size n such that the intersection
⋂
iAiσ(i) is not empty.
Proof. We essentially reproduce the (sketch of the) proof in [5], giving more details. Replace
each set Aij by a function gij. Using the covering assumption, we may normalize gij to obtain
fij such that
f1j + · · ·+ fnj = 1
at any point of the simplex and any j, and also fij(∆i) = 0. Now introduce non-negative
functions
hi =
fi1 + · · ·+ fin
n
,
which still satisfy h1 + · · · + hn = 1 everywhere in the simplex, and hi(∆i) = 0. Hence there
appears a continuous map h : ∆ → ∆ sending each facet to itself and by the mapping KKM
theorem we conclude that there exists x ∈ ∆ such that hi(x) = 1/n for every i.
Evaluating our original matrix of functions fij at the point x, we conclude that∑
i
fij(x) = 1,
∑
j
fij(x) = 1.
This matrix is doubly stochastic and the Birkhoff–von Neumann theorem [3] asserts that this
matrix is a convex combination of permutation matrices. In particular, there exists a permu-
tation σ such that fiσ(i)(x) > 0 for every i; alternatively, this can also be deduced with a little
effort from Hall’s marriage theorem [7]. Going to the limits and using the compactness, we
again obtain
⋂
iAiσ(i) 6= ∅. 
For far-reaching generalizations of these theorems, see [14]. Theorem 3.1 there provides
a Gale-type theorem corresponding to homotopy classes of maps from topological spaces to
spheres, of which the degree of a map between spheres of equal dimensions is a particular case.
The economic meaning of Gale’s theorem is as follows. The simplex ∆n−1 (sometimes)
parametrizes partitions of a certain resource into n parts, the set Aij corresponds to the par-
titions where the player j would be satisfied to take the ith part of the resource and leave the
rest to the other players. The other assumptions of the theorem mean that in every partition
every player would be satisfied with some part, and nobody will be satisfied to take the empty
part with ti = 0. The conclusion of the theorem then means that there exists a partition and
an assignment σ of the parts to the players such that every player will be satisfied.
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3. When some players may choose nothing
3.1. Assume that some parts may be dropped. What happens when Aij∩∆i is non-empty
in Gale’s theorem, or, in economic terms, if some players sometimes prefer to take nothing from
the resource partition? This question was left as an exercise to the reader in [13, middle of
page 3], let us perform this exercise here.
We may obtain a result about this by adjusting the situation to the assumption of Gale’s
theorem. Let us remove from Aij the part where ti < ε. This will satisfy the assumption
Aij ∩∆i = ∅ of Gale’s theorem, but will break the assumption that {Aij}ni=1 cover the simplex
for every j.
In order to fix the covering assumption, given j, let us add t ∈ ∆, which did not belong
to any Aij, to Aimaxj where timax is a maximal coordinate of the point t, there may be several
maximal coordinates. Such a modification of Aij keeps the assumption that the coordinate ti
is no smaller than ε on Aij.
Now apply Gale’s theorem to the modified sets to obtain a permutation σ and a point
xε ∈
⋂
Aiσ(i). If all the coordinates of xε are greater than ε then we are in the range where we
did not modify anything and the problem is solved.
Otherwise there exist coordinates of xε that are at most ε. In this case we are going to the
limit ε → +0, from the compactness we may assume that xε → x and the permutation is all
the time the same. In the coordinates x1, . . . , xn of the limit configuration some coordinates xi
will then be zero, otherwise we are in the first case.
In this limit configuration, speaking in economic terms, some player j = σ(i) may be dissat-
isfied with the assignment of the part i to her/him. But this may only happen in the situation
when this player preferred parts with some ti′ < ε in the neighborhood of x, we may assume
i′ fixed here. By the closedness of the preference set Ai′j we obtain that xi′ = 0 for the limit
point x and that the player j does prefer the emptyset in the partition x.
Now we conclude:
Corollary 3.1. Under the assumptions of Gale’s theorem, modified so that some players may
sometimes prefer nothing, it is possible to find a partition, assign some parts to the players,
drop some unwanted parts, and assign nothing to some of the players, so that all players will
be satisfied.
3.2. General observations when no part may be dropped. In our argument it is crucial
that whenever the player is satisfied with the part i such that ti = 0, he/she will also be satisfied
with any other part i′ such that ti′ = 0. In other words, there is only one sort of “nothing”.
Now we return to the setting when it is not allowed to drop parts in a partition. Let us
explain why any economic problem of KKM–Gale type is roughly equivalent to the study of
continuous maps f : ∆n−1 → ∆n−1. We will always use the covering assumption, in economic
terms, in every partition any player is satisfied with some of the parts.
In one direction, we start from the preference sets Aij and pass to functions fij, as in the
proof of Theorem 2.2 above. If certain assumptions on Aij imply certain other assumptions on
fij that, in turn, allow us to conclude that the map hits the center of the simplex, then we are
done by essentially the same argument.
In the other direction, having a continuous map f : ∆n−1 → ∆n−1, we put
Aij =
{
t ∈ ∆n−1 | ∀i′ fi(t) ≥ fi′(t)
}
.
This definition does not depend on j, that is the players have precisely the same preference,
hence we put Ai = Aij. The family of closed sets A1, . . . , An covers the simplex. Note that in the
case, when all the players have the same preference, the setting of Gale’s theorem degenerates
to the setting of the KKM theorem. Now we observe that the Ai have a common point if and
only if
f1(t) = · · · = fn(t) = 1
n
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for some t.
Since it is easy to build a continuous map f : ∆n−1 → ∆n−1 missing the center of the simplex,
it is now clear that in order to have a Gale-type theorem, we need some assumption like “no
player is satisfied with an empty part”. Here we give a very explicit example:
Example 3.2. One may ask if it is sufficient to have the assumption “if somebody prefers nothing
then he/she does not care on which position this nothing occurs” and prove a KKM–Gale-type
theorem, without using any equivariance assumptions or other similar assumptions. This is not
the case already for the KKM theorem. Take the triangle ∆2 and put
A1 = ∆
2, A2 = {t1 = t2 = 0}, A3 = {t1 = t3 = 0}.
In economic terms, in all cases the player prefers part 1. When parts 1 and 2 are empty, the
player also prefers part 2. When parts 1 and 3 are empty, the player also prefers part 3. But
there is no configuration where the player prefers all three parts; or in case of Gale’s theorem,
where the preferences of three identical players are met.
3.3. Using permutation equivariance. One possible way is to introduce an assumption of
“equivariance on the boundary” with respect to the action of the permutation group Sn on the
simplex ∆n−1 by permuting the coordinates. For example, in Gale’s theorem we may require
σAij ∩ ∂∆n−1 = Aσ(i)j ∩ ∂∆n−1, ∀i, j.
In economic terms this means that when a partition has empty parts (the boundary of the
simplex) and the parts of a partition are permuted, then the players trace the parts they prefer
and continue preferring them. When a partition has n non-empty parts, then the players may
take the order into account. Perhaps, the economic formulation here is not very natural, but
it may serve to us as a mathematically natural example, which we can handle. Here we give a
positive result for this setting:
Theorem 3.3. The KKM theorem and Gale’s theorem are valid when it is allowed to choose
empty parts if we impose the “equivariance on the boundary” assumption and also assume that
n is a prime power.
This theorem follows from well-known results on degrees of equivariant maps between spheres,
see for example [12] and the book [8]. But we prefer to give a direct geometric argument proving
this theorem, because we will use modifications of this argument to establish further results.
In particular, Theorem 4.2 asserts that dropping the assumption that n is a prime power, at
least for odd n, leads to an opposite conclusion.
Lemma 3.4. Assume G is a finite group acting on a polyhedron P and acting linearly on a
vector space V . Assume that for any subgroup H ⊆ G the inequality dimPH ≤ dimV H holds
for the subspaces of H-fixed points. Then for any G-invariant triangulation of P its barycentric
subdivision has the following property: The set of G-equivariant PL maps f : P → V , linear
on faces of the barycentric subdivision, has an open dense subset consisting of maps with finite
fibers f−1(y) for any y ∈ V .
Proof. Assume that P is triangulated G-invariantly and consider G-equivariant maps, linear on
faces of the barycentric subdivision P ′. We show that a dense open subset of such maps (that
is a generic map of this kind) has the required property. Such a map f : P → V is defined
whenever we define it equivariantly on vertices of the subdivision P ′, and we argue by induction
on the poset of the vertices of P ′, which is the same as the poset of faces of P .
Assume we have a vertex ϕ ∈ P ′ and consider possible values f(ϕ). Let H be the stabilizer
of ϕ, then f(ϕ) must be chosen in V H and f(ϕ) ∈ V H is the only constraint needed to extend
f to the orbit Gϕ equivariantly. For any face of P ′, given by a chain of vertices of P ′
ϕ1 < ϕ2 < · · · < ϕk < ϕ
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of faces of P , we assume by induction that generically f(ϕ1), . . . , f(ϕk) are affinely independent
and form a (k − 1)-dimensional simplex in V . The dimension assumption of the lemma means
that k ≤ dimϕ ≤ dimV H (speaking of dimension, we consider ϕ as a face of P ), hence
for a generic choice of f(ϕ) ∈ V H the points f(ϕ1), . . . , f(ϕk), f(ϕ) are affinely independent.
This applies to all chains that end in τ and completes the induction step and the proof is
complete. 
Proof of Theorem 3.3. Consider any Sn equivariant map ∂∆
n−1 → ∂∆n−1 and compose it with
the inclusion ∂∆n−1 ⊂ Wn into the affine span of ∆n−1 to obtain a Sn-equivariant map
f1 : ∂∆
n−1 → Wn.
Let f0 : ∂∆
n−1 → Wn be the standard Sn-equivariant inclusion. Connect them by an equivari-
ant homotopy
h : ∂∆n−1 × [0, 1]→ Wn,
which can be chosen as h(x, t) = (1− t)f0(x) + tf1(x).
Note that the difference in the degrees of f0 and f1 as maps of ∂∆
n−1 to itself equals the
degree of h over the center c ∈ ∆n−1, which may be considered as the origin 0 ∈ Wn. This
follows from the fact that the degree of a map between closed connected oriented manifolds
with boundary h : M → N satisfying h(∂M) ⊂ ∂N is well defined and equals the degree of the
restriction h|∂M : ∂M → ∂N . Here M = ∂∆n−1 × [0, 1] and N = ∆n−1.
Lemma 3.4 applies because(
∂∆n−1 × [0, 1])H = (∂∆n−1)H × [0, 1],
it allows us to assume, after a perturbation of h, that h−1(0) is finite and the degree can be
counted geometrically as the sum of local degrees at the points x ∈ h−1(0). The degree at a
point x ∈ ∂∆n−1 equals to the degree at any other point σx for σ ∈ Sn, because σ acts of the
orientation of the domain and the range by the permutation sign.
Hence we are interested in the size of the orbit of a point x, which is counted as follows: Split
the barycentric coordinates of x into blocks of equal coordinates, let k1, . . . , k` be the sizes of
the blocks, note that for the boundary points x we have at least two blocks. Then the stabilizer
of x has size k1! · · · k`! and the size of the orbit is
n!
k1! · · · k`! =
(
n
k1 k2 · · · k`
)
.
Since the multinomial coefficient is the product of the binomial coefficients(
n
k1 k2 · · · k`
)
=
(
n
k1
)
·
(
n− k1
k2
)
. . .
(
n− k1 − · · · − k`−1
k`
)
,
the Lucas theorem [11] on divisibility of the binomial coefficients by primes implies that the
size of the orbit is divisible by p when n = pα, because the first factor in the above formula is
already divisible by p. Hence the degree of h over zero is always divisible by p and the degree
of f1 as a map of ∂∆
n−1 to itself is 1 modulo p. 
4. A segment partition problem with choosing nothing
One particular setting, which we borrow from [16, 13], is when a point (t1, . . . , tn) ∈ ∆n−1
is interpreted as a partition of a unit segment, in this case different points of the simplex
in fact give the same partition. More precisely, in the vector (t1, . . . , tn) we may move zero
coordinates of this vector to any position, only keeping the order of positive coordinates, the
actual partition of the segment will be the same. Hence the preferences of the players have to
follow these permutations, which gives us a modification of the equivariance assumptions.
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4.1. Pseudo-equivariance assumptions. Now it is natural to introduce the segment parti-
tion problem with the possibility of choosing nothing so that preferences are in accordance with
the above described identifications. Those identifications can be described by identifying the
proper faces of ∆n−1 by linear maps. Those maps σFGZ : F → G may be viewed as permuta-
tions of the coordinates σFGZ : ∆
n−1 → ∆n−1 of the simplex, that move the nonzero coordinates
of a face F to the nonzero coordinates of another face G preserving their order, and move the
zero coordinates of a face F to zero coordinates of a face G with an arbitrary bijection, which
we denote by Z. In particular, for given F and G of dimension k there are (n−k−1)! bijections
Z. The possibility to permute the zero coordinates arises because those permutations do not
change the actual partition of the segment.
We also assume that a player is not allowed to take nothing in the presence of n non-empty
parts, otherwise we would have to drop a part, as we did in the previous section. This keeps
the covering property
∆n−1 =
⋃
i
Aij, ∀j
and allows, as in the proof of Theorem 2.2, to pass to the continuous map f : ∆n−1 → ∆n−1
setting. In terms of the continuous map, we then have the restrictions
(4.1) f ◦ σFGZ = σFGZ ◦ f valid on the face F.
Let us clarify these relation. For given F,G, Z this relation is only applied to points x ∈ F ⊂
∆n−1. The image σFGZ(x) on the left hand side then belongs to G, and then f applies to it.
On the right hand side we first apply f to x to obtain a point in the simplex that need not
belong to any specific facet; after that we apply σFGZ defined as a permutation, taking its Z
part into account.
Note that this setting resembles a certain equivariance assumption on the map f , at least
on the boundary of ∆n−1. But this is not quite that, because the permutations σFGZ do not
constitute a group and the commutation restrictions (4.1) are only applied for points lying on
the facet F . For briefness, let us call a continuous f : ∆n−1 → ∆n−1 satisfying the commutation
restrictions (4.1) pseudo-equivariant.
Of course, we need to explain, how to pass from sets to continuous functions in the pseudo-
equivariant case. Relations (4.1) in terms of closed sets Aij read
(4.2) σFGZ (Aij ∩ F ) = AσFGZ(i)j ∩G,
which assumes the form (4.1), when we pass from the closed sets Aij to their upper semicontin-
uous indicator functions χij = χAij . If we approximate the indicator functions by continuous
functions without due caution, the assumptions (4.1) may fail at a point x in a face F , because
during the approximation of the χij by continuous functions fij the values fij(σFGZ(x)) may
be influenced by nearby points not belonging to F and not subject to the relation (4.1).
In order to pass to continuous functions correctly, we put our ∆ into a slightly enlarged
concentric simplex ∆˜, and first extend the upper semicontinuous indicator functions χij to ∆˜
by composing them with the metric projection pi : ∆˜→ ∆, χA˜ij = χij ◦ pi. This does not affect
the existence of solutions for the partition problem, but allows us to conclude that (4.1) will
now hold not only on a face F˜ ⊂ ∆˜, but also in some ε-neighborhood of F˜ , for some ε > 0,
because the new F˜ projects to the corresponding original F along with its neighborhood. After
that we choose a single ε > 0 for all faces, take continuous functions
gij(x) = max
{
1− dist(x, A˜ij)
ε
, 0
}
,
and then normalize
fij(x) =
gij(x)∑
i′ gi′j(x)
.
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The relations (4.1) will hold for such functions on respective faces of ∆˜, since they only depend
on the behavior of A˜ij in the ε-neighborhood of x.
4.2. A positive solution when n is a prime power. The arguments in the previous section
reduce the segment partition problem with the possibility of choosing nothing to proving that
a pseudo-equivariant map f : ∆n−1 → ∆n−1 sends some point to the center of the simplex.
Theorem 4.1. When n = pα, for a prime p, any pseudo-equivariant map f : ∆n−1 → ∆n−1 in
the sense of (4.1) hits the center c ∈ ∆n−1.
Proof. We fix n = pα and omit it from the notation where appropriate. Like in the proof of
Theorem 3.3, in order to prove what we need, it is sufficient to show that f(∂∆) either has
nonzero linking number with the center of ∆, or touches the center. If it touches the center
then the problem is solved; hence assume that the center is not touched by f(∂∆) and study
the linking number.
Similar to the proof of Theorem 3.3, in order to have information about the linking number
we start with the identity map f0 : ∆ → ∆, which is pseudo-equivariant and has the linking
number of f(∂∆) with the center equal to 1. It then remains to show that once we deform this
f0 to arbitrary f1 pseudo-equivariantly, the linking number may only change by a multiple of
p, thus remaining always nonzero.
The linking number changes when a point in the boundary x ∈ ∂∆ passes through the center
c under a pseudo-equivariant homotopy ht with parameter t. If x lies in the relative interior of
a k-dimensional face F of ∆ then we may apply the relations (4.1) to x with different G and
Z. Those relations show that in total
(
n
k+1
)
images ht(σFG(x)) pass through c together with x.
Let us call the points σFGZ(x) for different G of dimension k (they do not depend on Z) the
pseudo-orbit of x.
The change in the linking number corresponds to the sum of mapping degrees of the homotopy
h : ∂∆× [0, 1]→ ∆
at the points of h−1(0). To make the argument correct, we may assume h piece-wise linear
and perturb it generically, keeping the pseudo-equivariance conditions. For any point x in the
relative interior of a face F , the relations (4.1) restrict the image h(x, t) to the linear span of
F (“linear” in the sense that we put the origin to the center of ∆), which has dimension no
less than F × [0, 1]. Hence, exactly as in the proof of Lemma 3.4, a generic pseudo-equivariant
PL map h has the property that the preimage of the center under h is a discrete point set,
consisting of several pseudo-orbits; and the local mapping degrees are correctly defined.
If we had an equivariance for h under a group action making this pseudo-orbit a real orbit,
and permuting their neighborhoods in ∂∆ accordingly, then we would have that the change in
the linking number equals
(
n
k+1
)
times an integer, which would do the job since such a binomial
coefficient is divisible by p when n = pα. But we only have pseudo-equivariance in (4.1), whose
equations with σFGZ are only applied on the respective face F .
In order to use the pseudo-equivariance correctly, we notice that any point of the considered
pseudo-orbit belongs to n−k−1 facets of ∆ and its disk neighborhood in ∂∆ splits into n−k−1
parts. Some of those parts of neighborhoods of the points in the pseudo-orbits are identified by
the maps σ∆i∆j , corresponding to pairs of facets (the bijection Z in this case is always unique).
Since we have n facets in total, we in fact split the parts of neighborhoods of the pseudo-orbit
to identified n-tuples.
We may calculate the sum of mapping degrees of h over the pseudo-orbit (or over all points
mapped to the center of ∆) by choosing a radially symmetric differential form ν ∈ Ωn−1(∆)
supported near the center of ∆ with unit integral and integrating its pull-back over the neigh-
borhoods of our pseudo-orbit points. The integration is possible, since we consider a piece-wise
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linear h. We essentially use the mapping degree formula (see [6, page 188], for example)∫
∂∆×[0,1]
h∗ν = (deg h)
∫
∆
ν = deg h,
taking in account that the image of the boundary of ∂∆× [0, 1] does not hit the support of ν,
the neighborhood of the center of ∆. From the assumption that the piece-wise linear map h is
in general position, the integral on the left hand side is in fact the integral over neighborhoods
of points in the preimage of the center of ∆, if we choose the support of ν sufficiently small.
Hence we assume that we are now studying one pseudo-orbit of such points and integrate over
a union of their neighborhoods, split into parts, in order to estimate the corresponding part of
the mapping degree of h.
Once we split the neighborhoods into parts according to the facets of ∂∆, we may integrate
h∗ν over every part P of a neighborhood of a point in the pseudo-orbit to obtain a partial
mapping degree of P ,
degP h =
∫
P
h∗ν.
Here we assume that the parts of neighborhoods P are oriented according to the orientation of
∂∆. Then the sum over all parts of neighborhoods will be the degree of h in the neighborhood
of the pseudo-orbit in question. Note that a partial mapping degree is a real number, not
necessarily an integer. The identifications σ∆i∆j show that among the numbers degP h obtained
by such integration some are equal, the whole collection of these partial mapping degrees in
fact split into n-tuples of equal real numbers. Those equalities appear with no sign, since
ν is radially symmetric and only changes its sign according to the sign of a permutation of
coordinates, which occurs simultaneously in the domain, where the orientation of ∂∆ also
changes according to the sign of the permutation, and in the image of h.
Another relation for the partial mapping degrees degP h is that the sum of partial mapping
degrees over the parts of the neighborhood of every point in the pseudo-orbit is an integer,
possibly depending on the point, the ordinary local mapping degree.
We want to use the two types of equalities described above and show that the sum of all
partial mapping degrees for the pseudo-orbit in question is an integer divisible by p. After the
summation over all pseudo-orbits going to the center of ∆ under h, this will show that the full
mapping degree of h is divisible by p and therefore the degree of f |∂∆ as a map from ∂∆ to
∆ \ {c} ∼ ∂∆ is always 1 modulo p, as it is for the identity map f0. From this we can conclude
that f , as a map ∆→ ∆, always touches the center of the simplex.
Let us introduce some notation in order to work with partial mapping degrees and their
sum. Consider a point x in the pseudo-orbit, describe its kind by the sequence [y1, . . . , yk+2],
where yi is the number of zero coordinates between the (i− 1)th and ith nonzero coordinates
of x. More precisely, if xi1 , . . . , xik+1 are the nonzero coordinates of x then the kind of x is
[i1−1, i2− i1−1, . . . , ik+1− ik−1, n− ik+1]. For example, the point (0, x2, 0, 0, x5) will have the
kind [1, 2, 0]. For any sequence y1, . . . , yk+2 of non-negative integers summing up to n− k − 1
there corresponds a unique point of kind [y1, . . . , yk+2] in the pseudo-orbit of a given point x
from a relative interior of a k-dimensional face of the simplex. Hence we may use the kinds to
enumerate points in a pseudo-orbit.
Let P be a part of the neighborhood of a point of the kind [y1, . . . , yk+2] in the facet given
by ti = 0. The ith coordinate of the point is 0 and there is some yj to which it corresponds.
Hence P is uniquely described by [y1, . . . , yk+2] with sum n− k− 1 and the choice of the index
j of the position of zero. We may view the points of P as k+ 1 big coordinates, n− k− 2 small
coordinates (which were zero for original pseudo-orbit points in k-faces), and one zero. The
sequence [y1, . . . , yj−1, yj − 1, yj+1, . . . , yk+2] then describes the positions of small coordinates
among big coordinates and ignores zero. The identifications of n such parts of neighborhoods
in a pseudo-orbit corresponds to inserting zero into arbitrary position of a given sequence of big
and small coordinates; therefore it is natural to call [y1, . . . , yj−1, yj − 1, yj+1, . . . , yk+2] the kind
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of a pseudo-orbit of parts of neighborhoods. Then to each sequence y1, . . . , yk+2 of non-negative
integers summing up to n− k − 2 there corresponds a unique part of neighborhood kind.
Moreover, we denote by deg[y1, . . . , yj−1, yj − 1, yj+1, . . . , yk+2] the partial mapping degree of
any part of a neighborhood of the given kind, this degree indeed only depends on the kind. In
order to prove the theorem, we need to show that the sum of all such degrees, multiplied by n, is
an integer divisible by p. We split this sum into several parts, for any integer 0 ≤ r ≤ n−k−2,
put
Sr =
∑
r+y2+···+yk+2=n−k−2
deg[r, y2, . . . , yk+2],
and put S−1 = 0 for consistency. What we need to prove then translates to
(4.3) n
n−k−2∑
r=0
Sr ≡ 0 mod p.
Summing up the partial mapping degrees in the neighborhood of the point of the kind
[y1, . . . , yk+2] we get
(4.4)
∑
i
yi deg[y1, . . . , yi − 1, . . . , yk+2] ∈ Z.
Summing up formulas of (4.4) for different kinds with y1 = r we get
(4.5) rSr−1 + (n− r − 1)Sr ∈ Z.
Indeed, each deg[r−1, y2, . . . , yk+2] contributes with coefficient r in (4.4) for the neighborhood of
the point of the kind [r, y2, . . . , yk+2]. And each deg[r, y2, . . . , yk+2] contributes with coefficient
y2 + 1 in (4.4) for the neighborhood of the point of the kind [r, y2 + 1, . . . , yk+2], with the
coefficient y3 + 1 in (4.4) for the neighborhood of the point of the kind [r, y2, y3 + 1, . . . , yk+2],
and so on. Its total contribution then is
(y2 + 1) + · · ·+ (yk+2 + 1),
which is equal to n− k − 2− r + (k + 1) = n− r − 1.
Let us prove by induction that
(4.6) (r + 1)
(
n− 1
r + 1
)
Sr ∈ Z.
The base r = 0 of induction follows from (4.5) with r = 0. Suppose we have proved (4.6) for
some r. Writing (4.5) for r + 1, we get
(r + 1)Sr + (n− r − 2)Sr+1 ∈ Z.
Multiply by
(
n−1
r+1
)
to get
(r + 1)
(
n− 1
r + 1
)
Sr + (n− r − 2)
(
n− 1
r + 1
)
Sr+1 ∈ Z.
By the induction assumption, we have
(n− r − 2)
(
n− 1
r + 1
)
Sr+1 ∈ Z.
Substituting
(
n−1
r+1
)
= r+2
n−r−2
(
n−1
r+2
)
, we get the desired result
(r + 2)
(
n− 1
r + 2
)
Sr+1 ∈ Z.
Since n = pα is a prime power, then all digits of n− 1 in p-adic notation are p− 1. Hence, by
the Lucas theorem [11] we get that
(
n−1
r+1
)
is not divisible by p. This means that (r+ 1)
(
n−1
r+1
)
is
not divisible by pα for all 0 ≤ r ≤ n− k− 2, since r is not divisible by pα. Therefore, the least
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common multiple m of the numbers (r + 1)
(
n−1
r+1
)
for all 0 ≤ r ≤ n− k − 2 is also not divisible
by pα.
From (4.6) we conclude that
m
∑
r
Sr ∈ Z.
For each kind of a neighborhood there are exactly n partial neighborhoods of this kind, so we
also know that
n
∑
r
Sr = p
α
∑
r
Sr ∈ Z.
Hence, n
∑
r Sr is divisible by
n
gcd(n,m)
, which in turn is divisible by p, because m is not divisible
by n = pα. This establishes (4.3) and completes the proof. 
4.3. Counterexamples when n is not a prime power. As it was shown above, in order to
build a counterexample, where the segment partition problem with possibility to choose nothing
and no part can be dropped has no solution, it is sufficient to build a pseudo-equivariant map
f : ∆n−1 → ∆n−1 missing the center c ∈ ∆n−1 and put
Aij =
{
t ∈ ∆n−1 | ∀i′ fi(t) ≥ fi′(t)
}
independent on the player index j.
The first observation is that it is sufficient to have a pseudo-equivariant map f such that the
image of the boundary f(∂∆n−1) is not linked with the center c ∈ ∆n−1. Since the homotopy
group pin−2 (∆n−1 \ {c}) is Z, the possibility to (re)extend f continuously to the interior of the
simplex ∆n−1 is fully governed by the linking number and any such continuous extension does
not violate the pseudo-equivariance relations (4.1), because the relations are only applicable on
the boundary of the simplex.
The second observation is that it is sufficient to find a continuous map f : ∂∆n−1 → ∆n−1
having zero linking number of the image with the center of the simplex and equivariant with
respect to the action of the full permutation group Sn. The full equivariance on the boundary
implies the pseudo-equivariance we need, and a continuous extension of f to the interior of the
simplex is possible provided the linking number is zero.
In what follows we will switch between the two points of view: To find f : ∂∆n−1 → ∆n−1
with zero linking number with the center is the same as to find f : ∂∆n−1 → ∂∆n−1 with zero
mapping degree. In order to see these are the same just compose f with a central projection
from the center of the simplex to have its image contained in the boundary of the simplex; and
note that such a projection preserves equivariance and pseudo-equivariance.
One counterexample is in fact a counterexample to Theorem 3.3.
Theorem 4.2. If n is odd and not a prime power then there exists an Sn-equivariant continuous
f : ∂∆n−1 → ∆n−1 of zero linking number with the center of ∆n−1.
Proof. We fix n and omit n from the notation where appropriate. We will start with the identity
f0 : ∂∆→ ∂∆, considered also as the inclusion ∂∆→ ∆. It definitely has degree 1 and we are
going to modify it equivariantly so that its mapping degree will become 0.
A modification will consist in taking a dimension k, all the centers of the k-dimensional
simplices c1, . . . , cN , N =
(
n
k+1
)
, and pulling the images f(ci) to the center of ∆ (along with
pulling their neighborhoods continuously and equivariantly). When the images f(ci) cross the
origin, the linking number of f(∂∆) will change by either +1 or −1 at every point, and by
±( n
k+1
)
in total.
Of course, in such a modification the sign + or −, at first glance, is fixed. But we may
not only pull a point c1 towards the origin, but also flip the mapping derivative image of the
tangent space Tc1F to the k-face F containing c1 on the way. Such a flip commutes with the
stabilizer of ci in the permutation group and can therefore be extended equivariantly to the
neighborhood of the orbit {ci}. Moreover, when k is odd, this flip will change the sign of the
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crossing and therefore we will be able to choose the sign of the modification by applying or
not applying the flip before the crossing. See the details of this pulling and flipping moves, for
n = 3, in Figures 1 and 2.
When k is even, the flip does not change the sign of the crossing, hence we are only able to
make one crossing, and when we pull the point c1 (and equivariantly its orbit) back through the
center of ∆, we just make the opposite crossing and return to where we started from in terms
of the linking number. When k is odd, we have much more freedom. We may pull the images
f(ci) and their neighborhoods to the center c ∈ ∆ once again and once again choose the sign of
the crossing using or not using the equivariant flip before the crossing. In total, for odd k, this
allows us to change the linking number by any multiple of
(
n
k+1
)
, positive or negative. Figure
3 shows how to make two successive changes of the linking number in the same direction.
Figure 1. Pulling one point towards the center with/without a flip of signs.
Figure 2. Pulling an orbit of points towards the center.
Figure 3. Pulling a point towards the center and then pulling it back with a
flip. The other points in the orbit are not shown.
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Recall Ram’s theorem [15] (or the Lucas theorem [11] that we have already used) that asserts
that there exist integers x1, . . . , xn−1 such that
x1
(
n
1
)
+ x2
(
n
2
)
+ · · ·+ xn−1
(
n
n− 1
)
= −1,
provided n is not a prime power. Note that in our case n is not a prime power.
Moreover, n is odd and therefore, in view of the symmetry
(
n
k+1
)
=
(
n
n−k−1
)
, the set of the
binomial coefficients is the same as the set of binomial coefficients with even k + 1. Hence, if
we repeatedly use our moves for odd k with possible flips then by Ram’s theorem we will be
able to modify the linking number of f(∂∆) with c from 1 to zero. 
It remains to handle the case of even n, but this is less easy. In the above argument we
cannot change the crossing sign for even k and n− k− 2, in particular, we can add or subtract(
n
k+1
)
from the linking number, but cannot repeat this operation, since when we move the orbit
back to the center of ∆, we just change the linking number back. A flip was really needed in
order to have a chance to repeat the change by ±( n
k+1
)
several times in the same direction. In
particular, for n = 6 we failed to produce a S6-equivariant map ∆
5 → ∆5 of zero degree by
hand.
What we are able to do now, is to do this in the setting of pseudo-equivariance instead
of full equivariance. The following result shows that the segment partition problem with the
possibility of choosing nothing has no solution if n is not a prime power.
Theorem 4.3. If n is not a prime power then there exists a pseudo-equivariant, in terms of
relations (4.1), continuous f : ∂∆n−1 → ∆n−1 of zero linking number with the center of ∆n−1.
Proof. We do the same modifications as in the previous proof, but we need to handle the case
of even k. In view of the relations
(
n
k+1
)
=
(
n
n−k−1
)
we may also assume that k ≥ n/2− 1 ≥ 2.
Note that, for a k-face F , any composition of the pseudo-equivariance symmetries σF ′G′Z
with F ′ ⊇ F cannot take the face F to itself and induce a non-identity map on it, because
all such symmetries preserve the order of the nonzero coordinates. Hence we can choose a
direction v1 ∈ Tc1F (because we only consider faces of positive dimension) in any point c1 in
the relative interior of F and we will have the well-defined defined pseudo-orbit {ci} of this
point and this direction vi ∈ TciFi, so that the pseudo-equivariance symmetries permute those
points and those directions whenever they are defined on them.
Now we modify the original identity map f0, we pull the images of the pseudo-orbit f(ci)
towards the center c of ∆ and on the way to the center we flip the tangent space f∗ (Tc1F1) along
the chosen direction f∗v1, if we need to switch the sign of the crossing. The corresponding flips
around every point of the pseudo-orbit {f(ci)} will be made in the pseudo-equivariant fashion,
in total allowing us to modify the linking number by ±( n
k+1
)
with a sign we choose.
It is possible to iterate such steps, moreover, in the absence of the true equivariance we are
allowed to choose c1 ∈ F different from the center of F , making every step independent of the
other steps. Having the possibility to choose the sign and iterate, in view of Ram’s theorem
for non-prime power n, we can obtain zero linking number. 
5. A negative result for the equivariant fair partition technique
One general approach to envy-free partition problems (or fair partition problems, as in [9, 1])
is to introduce a configuration space X with an action of Sn and a test map f : X → Rn
equivariant with respect to the action of Sn on X and its action on Rn by permuting the
coordinates so that a solution to the problem is a situation when for some x ∈ X the image
f(x) hits the diagonal
Dn = {(u, u, . . . , u) ∈ Rn | u ∈ R}.
ENVY-FREE DIVISION USING MAPPING DEGREE 14
Sometimes, a Borsuk–Ulam-type theorem guarantees such a diagonal hit. We now show that
Theorem 4.2 guarantees that there is no such Borsuk–Ulam-type theorem for certain values of
n:
Theorem 5.1. Assume n is odd and not a prime power. Then for any Hausdorff compactum
X with a free action of Sn there exists a continuous Sn-equivariant map X → Rn not touching
the diagonal Dn ⊂ Rn.
Proof. Consider the orthogonal decomposition Rn = Dn⊕Wn and the unit sphere S(Wn) in the
(n−1)-dimensional space Wn. It is possible to map the simplex ∆n−1 to Wn equivariantly, just
subtracting 1/n from every barycentric coordinate, then the radial projection from the origin
will identify ∂∆n−1 with S(Wn) equivariantly.
Theorem 4.2 in these terms says that there exists an equivariant map S(Wn) → S(Wn)
of mapping degree 0. It remains to use Lemma 5.2 below, that was communicated to us by
Alexey Volovikov; see also [8, chapter IV, 1(A)], where a similar but different application of the
zero degree equivariant map is given. This lemma gives a Sn-equivariant map X → S(Wn).
Composing it with the inclusion S(Wn) ⊂ Rn we obtain an equivariant map from X to Rn not
touching the diagonal of Rn. 
Lemma 5.2 (Volovikov, private communication). Let G be a finite group and S be a sphere
with an action of G. If there exists an equivariant map f : S → S of zero degree then any
Hausdorff compactum X with a free action of G has an equivariant map X → S.
Proof. A zero degree map of spheres S → S is null-homotopic and can be continuously extended
to a cone over the sphere S. Consider the join G∗S as a union of |G| such cones glued together
along their bases and extend the map from one cone to all other cones by equivariance with
respect to the diagonal action of G on the join, obtaining an equivariant map g : G ∗ S →
S. Then take joins of g with identity maps of G and compose them to extend the chain of
equivariant maps
· · · → G ∗G ∗G ∗ S → G ∗G ∗ S → G ∗ S → S.
Since every component of the join embeds into the join, we may drop S in the domain and
eventually have an equivariant map as a composition:
G ∗G ∗ · · · ∗G︸ ︷︷ ︸
N
→ G ∗G ∗ · · · ∗G︸ ︷︷ ︸
N
∗S → S
for any N .
The join in the domain of the last map is the (N − 2)-connected (N − 1)-dimensional ap-
proximation ENG to the classifying space EG of the group G. By standard properties of the
classifying spaces it follows that, given a Hausdorff compactum X with a free action of G, there
exists an equivariant map X → ENG for sufficiently large N , hence there exists an equivariant
map X → S as a composition of X → ENG→ S. 
Remark 5.3. In Lemma 5.2 we could start from any equivariant null-homotopic map f : Y → Y ,
for any G-space Y , and find an equivariant X → Y for any Hausdorff compactum X with a
free action of G.
Remark 5.4. Theorems 3.3 and 5.1 leave the question “For which n is it possible to have a
Sn-equivariant map S(Wn) → S(Wn)?” open in the case when n is not a prime power and is
even. The final resolution of this question seems to require more technicalities and we leave it
for future publications, in view of the fact that it is not quite related to the topic of this paper.
Remark 5.5. The assumption on compactness of X in Theorem 5.1 is not very restrictive in
practical situations, since in most cases the non-compact configurations spaces for fair partition
problem are Sn-equivariantly homotopy equivalent to their compact models, as it happened
in [4], for example. In terms of the works [9, 4], the theorems of this section show that the
direct approach to fair partition problems does not only fail in terms of the primary cohomology
obstruction, but also in terms of higher obstructions, when n is odd and not a prime power.
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Remark 5.6. Theorem 5.1 also provides counterexamples to a class of envy-free partition prob-
lems, where labeled partitions in n nonempty parts (n is odd and not a prime power) are
parametrized by a compact polyhedron X, on which Sn acts by permutations of the labels,
and the preferences of the n players do not depend on the labels. A counterexample is ob-
tained by taking equivariant f : X → S(Wn) and assigning the preference of any player to the
parts with corresponding maximal coordinate fi of the map; the situation when every part is
preferred by some player is then impossible.
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