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We consider the minimization problem
min f  x  h  x dx , Ž . Ž .Ž .Ž .H
n1 , 1 n m BŽ .W B , R0 R
where B n is the ball of  n centered at the origin and with radius R 0, f is aR
lower semicontinuous function, and h is a convex function. We give sufficient
conditions for the existence and uniqueness of minimizers. Our technique relies on
a detailed knowledge of the properties of the solutions to the convexified problem,
obtained using the corresponding EulerLagrange inclusions.  2001 Academic
Press
Key Words: calculus of variations; existence; uniqueness; EulerLagrange inclu-
sions; radially symmetric solutions; nonconvex problems; noncoercive problems.
1. INTRODUCTION
The study of the elastostatic equilibrium of a body can be reduced,
under suitable assumptions on its shape and on the deformation produced,
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to a minimization problem of the form
min f  x  h  x dx min J  , 1Ž . Ž . Ž . Ž .Ž .Ž .H
n1, 1 n m 1, 1 n mŽ . Ž .BW B , W B ,R0 R 0 R
where n, m 1 and B n is the ball of  n centered at the origin and withR
Ž radius R 0. In general the function f may be not convex see 1, 11, 17,
 .18 and the references therein .
Ž .Furthermore, nonconvex variational problems of the form 1 were also
introduced in order to describe mechanical models related to phase
Ž  . Ž  .transitions see 2 and shape optimization problems see 13, 14 .
Ž .In order to establish the existence of a solution to 1 , it is the custom to
take into account the convexified problem
min f  x  h  x dx min J  ,Ž . Ž . Ž .Ž .Ž .H
n1, 1 n m 1, 1 n mŽ . Ž .BW B , W B ,R0 R 0 R
2Ž .
 Ž  .where f is the bidual function of the map s f s .
Ž . Ž .In this paper, we consider the radially symmetric problems 1 and 2 ,
where the functions f and h satisfy the following assumptions.
Ž .    4H1 f : 0,	  is a lower semicontinuous function, not
 Ž .identically , such that M lim f s s 0.s
Ž . m  H2 h:   is a convex function, and there exists H 0, MnR
m mŽ .such that h u 
 B for every u .H
Under these assumptions, the sublevel sets of the functional J are not
1, 1Ž n m.necessarily compact in the weak topology of W B , ; hence the0 R
direct method of the calculus of variations does not apply. Nevertheless,
Ž .  the existence of solutions to 2 was proved in 10 . More precisely, it is
Ž .known that problem 2 admits at least one radially symmetric solution,
which satisfies a system of differential inclusions of the EulerLagrange
type.
These EulerLagrange inclusions are used in order to gather detailed
Ž . Ž . Ž .information about the solutions to 2 . Adding to H1 and H2 one of the
following assumptions:
Ž .H3 f has a minimum at the origin;
Ž . Ž .  mH4 the possibly empty convex set A argmin h u ; 0˙
Ž .4h u is not a singleton,
this information allows us to prove that there exists a radially symmetric
1, 1 n m nŽ . minimizer   W B ,  of J such that the set x  B ;0 0 R R
 Ž  Ž . . Ž  Ž . .4f  x  f  x has Lebesgue measure zero. Henceforth  is0 0 0
Ž .a solution to 1 and min Jmin J.
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Ž . Ž .We remark that the hypotheses H1 and H2 are not enough in order
to obtain an existence result for the nonconvex problem. Namely, if n 1,
Ž . Ž 2 .2 Ž .   Ž .f s  1 s , and h u  u , then inf J 0 J  for every  
1, 1Ž . Ž  .W 1, 1 see 4, 12 .0
Ž .The existence of solutions to 1 in the scalar one-dimensional coercive
 case, i.e., nm 1 and M, was recently studied in 12, 15 . In
particular, it was proved that, if h is a lower semicontinuous function,
Ž . Ž .bounded from below, then the conditions H1 and H3 are sufficient for
the existence of minimizers.
In the last section of this paper we give sufficient conditions for the
uniqueness of the solution. More precisely, we show that, if h is smooth,
Ž . Ž .H1 , H2 , and at least one of the following assumptions hold:
Ž .H3 f has a strict minimum at the origin,
Ž .H4 h does not have minimizers,
Ž . Ž .then problems 1 and 2 admit one and only one solution.
Ž . Ž .We remark that H3 and H4 generalize to the case m 1 the
 assumptions used in 3, 8 in order to prove the uniqueness of the solution.
2. PRELIMINARIES
² :  In what follows  ,  and  will denote respectively the standard
scalar product and the Euclidean norm in  d, d 1, while B d 
 d willr
denote the open ball centered at the origin and with radius r 0. We
1  shortly write  , and   , . The norm of a matrix Q˙ ˙
Ž .   Ž 2 .12q is defined by Q  Ý q .˙i j i j i ji1  n
j1  m
We shall denote by A and int A respectively the closure and the interior
of a set A. If A
 d is a convex set, then its relative interior ri A is
defined as the interior of A regarded as a subset of its affine hull. The set
of the extremal points of A will be denoted by ext A. We recall that
Ž .   ext A if  x 1  y  for x, y A and  0, 1 implies that
x y  .
pŽ d . 1, pŽ d .As customary, L , and W , , 1 p, will denote0
the Lebesgue and Sobolev spaces of functions defined in an open set 
d pŽ . pŽ .and with values in  . If d 1 we shortly write L   L , and˙
1, pŽ . 1, pŽ . pŽ d .W  W , . The usual norm in L , will be denoted by˙0 0
  p Ž  d . . We shall denote by AC 0, R , the set of all absolutely continu-L
  d Ž d .ous functions from 0, R to  , while AC I, will be the set of allloc
  Ž d .functions u defined on an interval I 0, R such that uAC J, for
every compact interval J I.
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1, 1Ž n m. Ž .If  W B , is a radially symmetric function, that is,  x 0 R
Ž  .   mu x for some function u: 0, R  , then u belongs to the set
m n1 1 W uAC 0, R , ; u R  0, t t u t  L 0, R .Ž . Ž . Ž . 4Ž .˙ loc
3Ž .
Ž  m.Namely, it can be easily checked that u belongs to AC 0, R , , andloc
Ž . nthat, denoting by 	 the n 1 -dimensional Hausdorff measure of B ,n 1
xR n1	 t u t dt  x , dx  x dx ,Ž . Ž . Ž .H H Hn ¦ ;n n x0 B BR R
n1  Ž .  1Ž . Ž .which implies that t u t  L 0, R . Finally, since  
R  0 for a.e.
  Ž .with 
  1, we obtain u R  0; hence uW.
dGiven a function  :  , we shall denote by Dom  its effective
 d Ž . 4 domain, that is, the set  ;    , and by  its dual function,
 Ž . ² : Ž .4 dddefined by  p  sup p,     for every p . As cus-˙ 
 Ž  . tomary, we denote by  the bidual function  . We recall that 
is the greatest convex lower semicontinuous function which is pointwise
less than  .
If  is a convex function, we define its subgradient at Dom  by
d ² : d   p ;       p ,   , for every  . 4Ž . Ž . Ž .˙
4Ž .
Ž .By definition, we set    for every Dom  . We recall that, if˙
 Ž .  Ž .Dom  , then p   if and only if   p . Furthermore, if
Ž .  Ž .4 is differentiable at  , then      . If  is a scalar convex
Ž .   Ž .  Ž .  function, then      ,   , where  and  denote re-   
spectively the left and right derivatives of  .
3. STUDY OF THE EULERLAGRANGE INCLUSIONS
 In the first part of this section we gather the basic results, proved in 10 ,
Ž .concerning the convexified problem 2 . Afterwards, we shall investigate
Ž .some additional properties of the solutions to 2 that will be fundamental
in order to prove existence and uniqueness of the solution to the noncon-
Ž .vex problem 1 .
Ž .The following proposition shows that the convexified problem 2 can be
Ž  .reduced to a one-dimensional problem see 10, Lemma 3.6 .
Ž .PROPOSITION 3.1. Problem 2 has a solution if and only if it admits a
1, 1Ž n m.radially symmetric solution. Furthermore,  W B , is a radially0 R
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Ž .symmetric solution to 2 if and only if the function uW defined by
Ž . Ž  . x  u x is a solution to the minimization problem
R n1min t f w t  h w t dt , 5Ž . Ž . Ž .Ž .Ž .H
wW 0
Ž .where W is the set defined in 3 .
Ž .The turning point due to the introduction of problem 5 is that we can
associate to it a system of differential inclusions of the EulerLagrange
Ž  .type see 10, Theorem 4.1 .
Ž . Ž .PROPOSITION 3.2. Assume that H1 and H2 hold. Let us define the set
 m 1n 1 W  pAC 0, R , ; p 0  0, t p t  L 0, R . 6 4Ž . Ž . Ž . Ž .Ž .˙
Ž . Then, a function uW is a solution to 5 if and only if there exists pW
Ž .such that the pair u, p is a solution of the EulerLagrange inclusions
p t  t n1 h u t , 7Ž . Ž . Ž .Ž .
u tŽ .
 n1p t  t  f u t , if u t  0,Ž . Ž . Ž .Ž . u tŽ . 8Ž .
n1p t  t B , if u t  0,Ž . Ž .r0
  Ž  . Ž .for a.e. t 0, R , where r  f 0  0.˙0 
  Ž .In 10, Theorem 3.16 , a radially symmetric solution to 2 was obtained
as limit of solutions to ‘‘smooth’’ approximating problems.
Ž . Ž .PROPOSITION 3.3. Assume that H1 and H2 hold. Then there exists a
1, 1Ž n m. Ž .radially symmetric solution  W B , to problem 2 . More precisely,0 R
Ž . Ž  . Ž .if uW is such that  x  u x , then u is a solution to 5 obtained by
Ž . Ž . Ž .approximation; that is, there exist three sequences h , u , and pk k k k k k
such that
Ž . Ž .  a lim u t for a.e. t 0, R ;k k
Ž . Ž . 2Ž m.b h is a sequence of conex functions of class C  , conergingk k
pointwise to h;
Ž . Ž . c for eery k, the pair u , p WW is a solution of thek k
EulerLagrange inclusions
p t  t n1 h u t , 9Ž . Ž . Ž .Ž .k k k
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u tŽ .k n1p t  t  f u t , if u t  0,Ž . Ž . Ž .Ž . k k ku tŽ .k 10Ž .
n1p t  t B , if u t  0,Ž . Ž .k r k0
 for a.e. t 0, R .
  Ž .Remark 3.4. In 10 it was proved that every solution uW to 5
Ž .obtained by approximation is actually a solution to 5 ; hence, by Proposi-
 Ž .tion 3.2, there exists pW such that u, p is a solution of the
Ž . Ž . 1Ž m.EulerLagrange inclusions 7 and 8 . If h C  , then p is uniquely
Ž . Ž .determined by 7 and the initial condition p 0  0. In the general case, if
Ž . Ž . Ž .h , u , and p are the sequences defined in Proposition 3.3, wek k k k k k
Ž .can always choose p in such a way that the sequence p convergesk k
pointwise to p. A function p with these properties will be called a
coextremal of u.
We collect here some a priori bounds concerning the solutions to the
Ž .EulerLagrange inclusions. In particular, the estimate 12 below implies
Ž . 1, Ž n m.that every radially symmetric solution to 2 belongs to W B , .R
Ž . Ž .LEMMA 3.5. Assume that H1 and H2 hold. Then there exists a
Ž . positie constant U such that, if u, p WW is a solution of the
Ž . Ž .EulerLagrange inclusions 7 and 8 , then
Ht n
 n1p t  t H , p t  , 11Ž . Ž . Ž .
n
u t U, 12Ž . Ž .
 for a.e. t 0, R .
Ž . Ž . Ž .Proof. The first estimate in 11 follows from 7 and H2 , whereas the
second one is obtained by integration taking into account the initial
Ž .condition p 0  0. In particular we get
HR
1n  t p t M  , for every t 0, R . 13Ž . Ž .˙0 n
Ž . Ž .   From H2 and H1 we have that M  M, M 
Dom f . Applying0
Ž .the duality property of the subgradient to 8 we infer that
  1n  u t   f t p t , a.e. t 0, R . 14Ž . Ž . Ž .Ž .
Ž . Ž .Hence, from 13 , 14 , and the monotonicity of the subgradient, we obtain
Ž . Ž . Ž .that 12 is fulfilled choosing U f M .˙  0
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The next result involves one-dimensional non-autonomous functionals,
Ž .which generalize the ones appearing in 5 . We recall that a function g :
    Ž .0, R  0, is said to be a normal integrand if the map g t,  is
 lower semicontinuous for a.e. t 0, R , and there exists a Borel function
    Ž . Ž .  g : 0, R  0, such that g t,   g t,  for a.e. t 0, R .ˆ ˆ
   PROPOSITION 3.6. Let g : 0, R  0, be a normal integrand
satisfying
 g t , 0  min g t , s , for a.e. t 0, R , 15Ž . Ž . Ž .
s0
and let h: m be a conex function. Let uW be a solution to the
problem
R n1min t g t , w t  h w t dt min G w .Ž . Ž . Ž .Ž .Ž .H
wW wW0
Ž . Ž Ž ..  Then the map  t  h u t is monotone non-decreasing in 0, R .˙
 Proof. Assume by contradiction that there exist t , t  0, R , t  t ,1 2 1 2
Ž . Ž .  such that  t   t . Since  is a continuous function in 0, R , then1 2
 there exist 0 a b t such that the interval a, b is the connected2
   Ž . Ž .4component of the open set t 0, t ;  t   t containing the point2 2
Ž . Ž .  t . Clearly we have that  b   t . If either a 0 or a 0, b and1 2
Ž . Ž .u a  u b , then the function
 u b , if t a, b ,Ž .
u t Ž .ˆ ˙ ½ u t , otherwise,Ž .
belongs to W and
 h u t   b   t   t  h u t ,  t a, b . 16Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .ˆ 2
Ž . Ž . Ž . Ž .By 15 and 16 we have that G u G u , contradicting the minimalityˆ
of u.
Ž . Ž .u b  u a  Ž . Ž .Assume now that a 0, b and u a  u b . Let  and˙  Ž . Ž .u b  u a
Ž . t  Ž .  Ž . Ž . Ž .  Ž . t  H u s ds. Since AC a, b ,  a  0, and  b  u b ˙ a
Ž .    Ž .  Ž . Ž . u a , then there exists  a, b such that    u b  u a . Let us
define the map
   u t , if t 0, a 	 b , R ,Ž .  u a   t  , if t a,  ,Ž . Ž .u t Ž .ˆ ˙  u b , if t  , b .Ž .
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Then uW andˆ
 0, for a.e. t  , b ,u t Ž .ˆ ½ u t , otherwise,Ž .
Ž .so that, by 15 ,
R R n1 n1t g t , u t dt t g t , u t dt . 17Ž . Ž . Ž .Ž . Ž .ˆH H
0 0
On the other hand, by the very definition of a and b, we have that
 h u t  h u a  h u b  t a, b . 18Ž . Ž . Ž . Ž .Ž . Ž . Ž .
Ž . t  Ž .  Moreover, for every t a,  one has  t   0, 1 and, by the˙  Ž . Ž .u b  u a
convexity of h,
h u t  h  t u b  1  t u aŽ . Ž . Ž . Ž . Ž .Ž . Ž .Ž .ˆ
  t h u b  1  t h u a  h u b  h u t .Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž . Ž . Ž . Ž .
19Ž .
Ž . Ž .Then, by 18 and 19 we obtain
R Rn1 n1t h u t dt t h u t dt ,Ž . Ž .Ž . Ž .ˆH H
0 0
Ž .which contradicts, together with 17 , the minimality of u.
In the following lemma we collect some properties of a coextremal of a
solution that will be used in the proof of Lemma 3.8 below. We recall that
Ž  . Ž .r  f 0  0.˙0 
Ž . Ž . 2Ž m.LEMMA 3.7. Assume that H1 and H2 hold, and that h C  .
Ž . Let uW be a solution to 5 , let pW be the coextremal of u, and let  :
   0, R  0, be the function defined by
 p tŽ .  , t 0, R , n1 t  20Ž . Ž .˙ t
0, t 0.
Then the following properties hold.
Ž . 2, Ž  m.i pW 0, R , ;
Ž . Ž .   Ž .ii  t  r for a.e. t 0, R such that u t  0;0
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Ž . Ž . ² Ž . Ž .:  iii u t  0 and p t , p t  0 for a.e. t 0, R such that
Ž . t  r .0
Ž . 2Ž m. Ž .Proof. i Since h C  we have that 7 becomes
 n1  p t  t h u t , a.e. t 0, R . 21Ž . Ž . Ž .Ž .
Ž . Ž Ž .. 1, Ž  m.By 12 , the map t h u t belongs to W 0, R , ; hence the
Ž .conclusion follows from 21 .
Ž .ii We can assume that r  0; otherwise there is nothing to prove.0
   Ž .Since f is a convex scalar function, for a.e. t 0, R such that u t  0
 Ž  Ž . .   Ž .  Ž .  n1we have that  f u t  0, r , and hence, by 8 , p t  t r .0 0
Ž .   Ž . Ž .iii For a.e. fixed t 0, R such that  t  r , by 8 we have that0
Ž .u t  0 and
p t u tŽ . Ž .
 , 22Ž .p t u tŽ . Ž .
Ž .which gives, together with 21 ,
p tŽ .
  ² : ² :p t , p t  p t , u tŽ . Ž . Ž . Ž .u tŽ .
p tŽ .
n1 ² : t h u t , u t  0,Ž . Ž .Ž .u tŽ .
where the last inequality follows from Proposition 3.6.
The main tool needed in the next sections is a monotonicity result for  .
Ž . Ž . Ž .LEMMA 3.8. Assume that H1 and H2 hold. Let u be a solution of 5
obtained by approximation, let p be a coextremal of u, and let  be defined by
Ž .20 . Then  is a monotone non-decreasing absolutely continuous function in
    Ž .0, R . Furthermore, there exists t  0, R such that  t  r for eery0 0
  Ž .  t 0, t , and  t  r for eery t t , R . More precisely:0 0 0
Ž . Ž .  i If t  R then  t  r for eery t t , R and  is a strictly0 0 0
 increasing function in t , R .0
Ž . Ž .  ii If t  0 and r  0 then p t  0 for eery t 0, t .0 0 0
Ž . Ž . Ž .  iii If t  0 and r  0, then u t  u t for eery t 0, t and0 0 0 0
Ž Ž ..   Ž . Ž n .there exists   h u t with   nr t such that p t  t n  for0 0 0
 eery t 0, t .0
Ž . Ž .  Proof. By 11 we deduce that 0  t  tHn for every t 0, R ;
 hence the function  is continuous on 0, R . We shall divide the proof
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into two steps. In the first step we shall analyze the case of smooth h,
whereas the second step will deal with the general case.
2Ž m.  Step 1. Assume that h C  . Let t  0, R be defined by0
   t  sup t 0, R ;  s  r s 0, t , 4Ž .˙0 0
Ž . Ž .and suppose that t  0. If r  0, then  t  0 and hence p t  0 for0 0
  Ž .every t 0, t , proving ii . If r  0, let us define0 0
    sup t 0, R ;  s  r s 0, t . 4Ž .˙ 0
Ž . Ž .Since  0  0, then 0  t . Moreover, by Lemma 3.7 ii we have that0
Ž .   Ž Ž .. Ž .u t  0 a.e. in 0,  . If we set   h u  , then by 21 we obtain˙
Ž . n1 Ž . Ž n .  p t  t  and p t  t n  for every t 0,  . In addition, by the
Ž .  continuity of  we have that    r , which implies   nr  .0 0
Ž .In order to complete the proof of iii , it remains to show that  t .0
Since  t , it is enough to prove the opposite inequality, which is trivially0
Ž .satisfied if  R. On the other hand, if  R then    r  0; hence0
Ž .     is differentiable in  . Moreover, since  t  t  n for every t 0,  ,
  Ž .  we have that   nr  0, and     n 0. This implies that0
Ž . Ž .  there exists  0 such that  t     r for every t  ,   , so0
that t   , and0
   t , t   
 B t 0, R ;  t  r . 23 4Ž . Ž .˙0 0 0
Ž .Concerning the proof of i , assume that t  R. We want to prove that0
  is strictly monotone increasing in t , R . This result will be achieved by0
Ž .  proving that the set B, defined in 23 , coincides with the interval t , R0
 and that, for every 0  1, the function  : 0, R  defined by
 p tŽ .  , t 0, R , n1 t  24Ž . Ž .˙ t
0, t 0,
  Ž .is monotone and non-decreasing in t , R . From Lemma 3.7 i we have0
1Ž  m. Ž .that p C 0, R , . Since p t  0 for every t B, we deduce that 
is differentiable in B, and
1
 t   t , for every t B , 25Ž . Ž . Ž . nt
where the function  : B is defined by
p tŽ .
 t  p t ,  n 1  p t .Ž . Ž . Ž . Ž .˙ ¦ ;p tŽ .
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Claim 1. The function  is continuous and monotone non-decreasing
in every connected component of B.
Ž . Ž .Proof. From Lemma 3.7 i and the fact that p t  0 for every t B,
we infer that  is differentiable almost everywhere in B. Moreover,
Ž .recalling 21 , we obtain that
p t d p tŽ . Ž .
 n1 n t  nt h u t ,  t h u t ,Ž . Ž . Ž .Ž . Ž .¦ ; ¦ ;p t dt p tŽ . Ž .
p tŽ .
 n 1  p t ,Ž . Ž .¦ ;p tŽ .
p t d p tŽ . Ž .
 n 1  p t ,  t h u t , . 26Ž . Ž . Ž . Ž .Ž .¦ ; ¦ ;p t dt p tŽ . Ž .
Let us prove that
d p tŽ .
 t  h u t ,  0, for a.e. t B. 27Ž . Ž . Ž .Ž .˙ ¦ ;dt p tŽ .
Ž . Ž .By 22 and 23 we have
d p tŽ .
 t  h u t ,Ž . Ž .Ž .Ž .¦ ;dt p tŽ .
p t p tŽ . Ž .
 h u t ,  p t , p tŽ . Ž . Ž .Ž . 3¦ ¦ ;;p tŽ . p tŽ .
u tŽ .
2  h u t  u t ,Ž . Ž .Ž . ¦ ;u tŽ .
1 2   p t , p t p t  p t p t , p t . 28² ² ::Ž . Ž . Ž . Ž . Ž . Ž . Ž .3n1t p tŽ .
² 2 Ž Ž .. Ž . Ž .:Since h is a convex function, it follows that  h u t  u t , u t  0
 for a.e. t 0, R . Finally, thanks to CauchySchwartz inequality,
2  p t , p t p t  p t p t , p t² ² ::Ž . Ž . Ž . Ž . Ž . Ž .
2 2 2 ² : p t p t  p t , p t  0,Ž . Ž . Ž . Ž .
Ž . Ž . Ž . Ž .so that  t  0. Hence, by 26 , 27 , and Lemma 3.7 iii , we deduce that
Ž . Ž . t  0 for a.e. t B. Finally, since AC I for every connectedloc
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component I of B, then  is continuous and monotone non-decreasing
on I.
Ž .By 11 we have that there exists a constant c 0 such that
n t  ct ,  t B. 29Ž . Ž .
     4Let us assume that r  0, and let t  sup t t , R ; t , t 
 B . From˙0 1 0 0
Ž .  23 , we deduce that t  t   , R . An easy consequence of Claim 1 and1 0
Ž .  29 is that the restriction of  to t , t can be extended continuously on0 1
  Ž .t , t . The next task will be to prove that  t  0.0 1 0
Ž .Claim 2. If r  0, then  t  0.0 0
Ž . Ž .   Ž .Proof. If t  0, then by 29 we get  0  0. If t  0, R then by iii0 0
 m n1 nŽ . Ž .there exists   such that p t  t  and p t  t , which0 0 0 0n
n 1  nŽ .    implies that  t  t 1   0; hence Claim 2 is proved.0 0 n
H 1Ž . Ž .  By 11 we have that 0  t  t for every t 0, R ; hence  is n
  Ž . Ž .continuous in 0, R . Furthermore, from 25 and 29 , we deduce that
 Ž .      1Ž . t  ct for a.e. t  t , t ; hence   L t , t . Since   0 1  0 1 
Ž . Ž .AC t , t , we conclude that  belongs to AC t , t .loc 0 1  0 1
Ž .  Finally, by Claims 1 and 2, we infer that  t  0 for every t t , t .0 1
Ž . Ž .  By 25 , one gets  t  0 for every t t , t ; hence  is monotone 0 1 
  Ž .  Ž .  non-decreasing in t , t . Since  t  t  t and  is positive in t , t ,0 1   0 1
 then  is a strictly monotone function in t , t ; hence t  R. Namely, if0 1 1
Ž . Ž .t  R, then, by the continuity of  , one has  t  r   t , which1 1 0 0
contradicts the strict monotonicity of  .
Ž .It remains to prove i when r  0. In this case, since t  R, then the0 0
set B is not empty. Let I be a connected component of B. From the
continuity of  we deduce that B is an open set in the relative topology of
     0, R ; hence we have either I a, b , with b R, or I a, R . By Claim
Ž .1 and 29 , the restriction of  to I can be extended continuously to I.
Ž . Ž . ² Ž . Ž .:Since p a  0 and, by Lemma 3.7 iii , p t , p t  0 in I, we deduce
Ž . Ž . Ž .that  a  lim  t  0. From Claim 1 we infer that  t  0 fort a
every t I, which implies that  is strictly monotone increasing in I.
Using the same argument given above for the case r  0, we conclude0
  Ž .that sup I R, so that B a, R . Since, by the definition of B,  t  0
  Ž .for every t 0, a , we deduce that t  a, completing the proof of i .0
We remark that, from the continuity of  and the analysis above, it
 easily follows that  is monotone non-decreasing on 0, R .
Ž . Ž .Step 2. Let h satisfy H2 , and let u be a solution of 5 obtained by
Ž . Ž . Ž .approximation. Let h , u , p be the sequences defined in Propo-k k k k k k
sition 3.3, let p be a coextremal of u, and let  and  be the functions
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Ž . Ž .  defined in 20 and 24 , respectively. For every k and every  0, 1
let us define the function
 p tŽ .k  , t 0, R , n1 t  30Ž . Ž .˙k ,  t
0, t 0.
Ž .   ŽSince the sequence p converges pointwise to p in 0, R see Remarkk k
.  3.4 , then for every  0, 1 we have that lim    . By Step 1, fork k ,  
   every  0, 1  is a monotone non-decreasing function in 0, R fork , 
 every k; hence  is a monotone non-decreasing function in 0, R .
   Ž . 4    Ž . 4Let t  inf t 0, R ;  t  r and t  inf t 0, R ;  t  r . Since˙ ˙0 0 k k 0
   Ž . 4 is a monotone function, we have that the set t 0, R ;  t  r0
  Ž . Ž .coincides with t , R ; hence i and ii are fulfilled.0
Claim 3. If t  0 and r  0, then lim t  t , and0 0 k k 0
lim u t  u t . 31Ž . Ž . Ž .k k 0
k
Proof. Suppose, by contradiction, that lim sup t  t t . Then fork k 0
 every t t , t one has0
r   t  lim  t  lim sup  t  r .Ž . Ž . Ž .0 k k k 0
k k
Hence lim sup t  t . Assume now that lim inf t  t t . Let us choosek k 0 k k 0
   t t, t , and let  0, 1 . From the monotonicity of  one has0 
 t t0 0
r   t   t  lim  tŽ . Ž . Ž .0 0 kž / ž /t t k
 t t0 0 lim inf  t  r  r .Ž .k k 0 0ž / ž /t tk
Ž .Then lim inf t  t , so that lim t  t . Finally, from 12 we have thatk k 0 k k 0
    Ž .u U for every k; hence 31 holds, and Claim 3 is proved.Lk
Ž .  Now we are in a position to prove iii . Namely, for every t 0, t there0
 exists k  such that t 0, t for every k k . Hence, thanks to the0 k 0
Ž . Ž .first step, u t  u t for every k k . Passing to the limit as k goes tok k k 0
Ž . Ž . Ž .  , from 31 we obtain that u t  u t for every t 0, t . The other0 0
Ž . Ž .conclusions of iii follow from 7 .
Ž . Ž .Finally, from the continuity of  , properties ii and iii , and the
  Ž  m.absolute continuity of  in t , R , we infer that AC 0, R , .0
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4. EXISTENCE
Ž  Ž ..Let E be the set of all s 0 such that s, f s is an extremal point0
of the epigraph of f , and let
s  sup s 0; f s  f 0 . 32 4Ž . Ž . Ž .˙0
Ž .   Ž .  Ž .4  Notice that, by H1 , s is finite and s 0; f s  f 0  0, s .0 0
 Moreover, s  E  s , and, since f is lower semicontinuous,0 0 0
f s  f s , for every s E 33Ž . Ž . Ž .0
Ž  .see 8, Remark 5.3 .
Remark 4.1. Under the assumptions of Lemma 3.8, from the Euler
Ž . Ž .Lagrange inclusions 7 and 8 we have that, if t  0 and r  0, then0 0
 Ž .  Ž Ž ..  u t  s and 0 h u t for a.e. t 0, t .0 0
 LEMMA 4.2. Under the assumptions of Lemma 3.8, there exists t  t , R1 0
such that
  u t  s , a.e. t 0, t ,Ž . 0 0
  u t  s , a.e. t t , t ,Ž . 34Ž .0 0 1
  u t  s , a.e. t t , R .Ž . 0 1
Ž .  Ž  Ž . .  Proof. Notice that, since  t   f u t for a.e. t 0, R , then by
 the monotonicity of the subgradient we deduce that, for a.e. t 0, R ,
if  t  r then u t  s , 35Ž . Ž . Ž .0 0
if  t  r , then u t  s . 36Ž . Ž . Ž .0 0
If r  0, then s  0 and, by Lemma 3.8, the function  is either0 0
Ž .identically zero if t  R and   0 or it is strictly monotone increasing0
  Ž . Ž .in 0, R . In both cases the conclusion follows from 35 and 36 , choosing
t  t .1 0
Ž  . Ž .Assume now that r  0, and let  f s . We have that, for a.e.˙0  0
 t 0, R ,
Ž . Ž .  Ž . i if  t  0, then u t  s ,0
Ž . Ž .  Ž . ii if 0  t   , then u t  s ,0
Ž . Ž .  Ž . iii if  t   , then u t  s .0
If  0, then the conclusion follows choosing t  t . If  0, we can1 0
Ž .assume without loss of generality that s  0. Then  t  0 for every0
 t 0, t , and  is positive, continuous, and strictly monotone increasing0
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  Ž .in t , R . Hence, if  R   then it is enough to choose t  R; other-0 1
  Ž .wise t will be defined as the unique point in t , R such that  t   .1 0 1
 From Lemma 4.2 we deduce that, if s  0, then t  t , and t  0, R0 1 0 0
Ž .  is uniquely determined by the conditions u t  0 for a.e. t 0, t ,0
Ž .  u t  0 for a.e. t t , R .0
The properties shown in Lemma 3.8 are now used in order to find out
 Ž .when f and f coincide along a solution of 2 .
Ž . Ž . Ž .LEMMA 4.3. Assume that H1 and H2 hold. Let u be a solution of 5
 obtained by approximation, and let t  0, R be defined as in Lemma 3.8.0
Then
Ž .  Ž .   i u t  E for a.e. t t , R ;0 0
Ž . Ž . Ž  .  Ž . ii if , in addition, either H3 or H4 holds, then u t  E for0
  Ž .  a.e. t 0, R , and u t  0 for a.e. t 0, t . In particular, if s  0 then0 0
t  0.0
Proof. Let p be the coextremal of u defined in Lemma 3.8, and let 
Ž .be defined by 20 . In order to prove the first part of the lemma, we can
assume that t  R. Assume by contradiction that there exist 	 0 and0
    Ž  .Ž .   a, b  0, such that f s  	 for every s a, b and the set
    Ž .   4S t t , R ; u t  a, b has positive Lebesgue measure. Then from˙ 0
Ž .  Ž .  n1 Ž .8 we obtain that p t  	 t and hence  t  	 for a.e. t S, which
 contradicts the strict monotonicity of the function  in t , R proved in0
Ž .Lemma 3.8 i .
Ž .Concerning the proof of ii , it is not restrictive to assume that t  0.0
Ž .Assume that H3 holds; that is, s  0. By Lemma 4.2, we have that0
 Ž .   u t  0 E for a.e. t 0, t .0 0
Ž .Assume now that H4 holds. Since t  0, from Remark 4.1 we deduce0
that necessarily r  0; hence s  0, which is the case considered above.0 0
We are now in a position to prove the existence of a solution to the
Ž .nonconvex problem 1 .
Ž . Ž .THEOREM 4.4. Let f and h satisfy H1 and H2 . Suppose in addition
Ž . Ž .that either H3 or H4 holds. Then there exists at least a radially symmetric
Ž .solution to problem 1 .
Ž .Proof. Let u be a solution of 5 obtained by approximation, let t be0
Ž .defined as in Lemma 3.8, and let s be the constant defined in 32 .0
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Ž . Ž .  Ž  Ž . .If t  0, then by Lemma 4.3 i and 33 , we have that f u t 0
Ž  Ž . .  f u t for a.e. t 0, R ; hence u is a solution to
R n1min t f w t  h w t dt , 37Ž . Ž . Ž .Ž .Ž .H
wW 0
Ž . Ž  . Ž .and  x  u x is a solution to 1 . From now on we shall assume that˙
t  0.0
Ž . Ž .Assume that H3 holds. If s  0, then the assumption H3 is satisfied0
Ž . Ž .  Ž  Ž . . Ž  Ž . .and, from Lemma 4.3 ii and 33 , we deduce that f u t  f u t
  Ž . Ž . Ž  .for a.e. t 0, R . Hence u is a solution to 37 and  x  u x provides
Ž .a solution to problem 1 . Consider now the case s  0. Let u W be0 0
the function defined by
 u t , if t 0, t ,Ž .0 0u t Ž . ˙0 ½ u t , otherwise.Ž .
 Ž .  Ž Ž ..From Remark 4.1 we have that u t  s and 0 h u t for a.e.0
   Ž  Ž . .  Ž . Ž   Ž . .  t 0, t ; hence f u t  f 0  f u t for a.e. t 0, t . More-0 0 0
Ž . Ž .  over both u t and u t belong to argmin h for every t 0, t , so that0 0
Ž Ž .. Ž Ž ..   Ž .h u t  h u t for every t 0, t . On the other hand, by Lemma 4.3 i0 0
Ž .  Ž  Ž . . Ž  Ž . .  and 33 , we have that f u t  f u t for a.e. t t , R ; hence u0 0
Ž . Ž . Ž  . Ž .is a solution to 37 and  x  u x is a solution to 1 .0 0
Ž .Suppose now that H4 holds. Clearly we can assume, without loss of
Ž .generality, that H3 does not hold, so that s  0 and r  0. If A,0 0
then by Remark 4.1 we have that t  0, which is the case considered at0
Ž .the beginning. If ri A, then by Remark 4.1 we have that u t  A.0
m  Furthermore, there exist  , with   s , and r 0 such that0
Ž .  u t   A for every  0, r . Let us define u W such that0 0
 u  u in t , R , and0 0
     , if t 0, t  t  2k 1 r , t  2kr ,Ž .0 0 0ž /
k0 u t Ž . ˙0
    , if t 0, t  t  2kr , t  2k 1 r .Ž .0 0 0ž /
k1
Ž .   Ž .   Then u t  A and u t  s for a.e. t 0, t . Hence0 0 0 0
    f u t  f s  f s  f u t , a.e. t 0, t ,Ž . Ž . Ž . Ž .Ž .Ž .0 0 0 0
Ž . Ž .  and u t , u t  argmin h for every t 0, t , which easily imply that0 0
Ž . Ž  . Ž . x  u x is a solution to 1 .0 0
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5. UNIQUENESS
Ž . Ž .In this section we shall show that, if H1 and H2 hold, h is smooth,
Ž . Ž .and at least one of the assumptions H3 or H4 holds, then the solution
Ž . Ž . Ž  . Ž . Ž .to 1 is unique. We remark that H3 and H4 imply H3 and H4 ,
respectively; hence the existence of a solution follows from Theorem 4.4.
Ž . Ž .THEOREM 5.1. Assume that H1 and H2 hold. Suppose in addition
2Ž m. Ž . Ž .that h is of class C  and that either H3 or H4 holds. Then problem
Ž .1 admits one and only one solution.
Before proving the uniqueness of the solution, we need some prelimi-
nary results. We mention that Lemma 5.3 below in the scalar, coercive
 non-autonomous case was proved in 3, Theorem 1 .
Ž .Remark 5.2. If  and  are two solutions of problem 2 , then for every˜
  Ž . Ž . 0, 1 the function     1   is a solution of 2 and˙ ˜
 f  x  f   x  1   xŽ . Ž . Ž . Ž .Ž . .˜Ž .
   f  x  1  f  x 38Ž . Ž . Ž . Ž .Ž . Ž .˜
n n Ž .for a.e. x B . In particular, for every x B such that 38 is satisfiedR R
 Ž .     Ž . and  x  s for some  0, 1 , we have that  x  s and 0 0
 Ž .   Ž .  Ž .  Ž .  x  s . Namely, if  x  s , then from 38 we infer that  x˜ ˜0 0
 Ž .   Ž .  Ž .  Ž .  s ; hence  x    x 1   x  s .˜0  0
LEMMA 5.3. Under the assumptions of Theorem 5.1, eery solution  to
Ž .  Ž .  nproblem 2 is radially symmetric, and  x  s for a.e. x B .0 R
1, 1Ž n m. Ž .Proof. Let  W B , be a solution to 2 , and let  be the˜0 R
radially symmetric function defined by
1
n  x   
 x d
 , x B .Ž . Ž .˜ ˙ H R	  
 1n
  1, 1Ž n m.By 10, Lemma 3.6 , the function  belongs to W B , and provides˜ 0 R
Ž .a radially symmetric solution to 2 .
Ž .  n  Ž . Let us define the function w   2, and let  x B ; w x˙ ˜ ˙ R
4  Ž .   Ž .  s . From Remark 5.2 we have that  x  s and  x  s for˜0 0 0
  a.e. x. Then, since f is a strictly increasing function in s , ,0
Ž .from 38 we deduce that
1 1w x   x   x , a.e. x . 39Ž . Ž . Ž . Ž .˜2 2
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From the strict convexity of the Euclidean norm we infer that there exists
 a measurable function :  0, such that
 x   x  x , a.e. x . 40Ž . Ž . Ž . Ž .˜
Ž n .Now it is enough to show that meas B   0. Indeed, in this case, fromR
Ž .40 we obtain that  is radially symmetric.
Ž . Ž n .If H3 holds, then s  0; hence meas B   0, and the proof is0 R
complete.
Ž .Assume that H4 holds. Without loss of generality, we can assume that
Ž . Ž  .s  0. If uW is defined by  x  u x , then by Lemmas 4.2 and˜0
Ž .   Ž .4.3 ii , there exists t  0, R , such that 34 holds with t  0; that is,1 0
n n n Ž .   Ž .  x  s for a.e. x B B , and  x  s for a.e. x B . Since˜ ˜0 R t 0 t1 1
 Ž .   Ž .  Ž .w x  s if  x  s , from 40 we obtain˜0 0
1 n nw x   x  1  x , a.e. x B B ,Ž . Ž . Ž .˜ R t2 1
n nwhich implies that w is radially symmetric in B B . On the other hand,R t1
we have that
1
n  x  w 
 x d
 , x B , 41Ž . Ž . Ž .˜ H R	  
 1n
which allows us to conclude that
n nw , w  , in B B ; 42Ž .˜ ˜ R t1
n n Ž . hence w x  s for a.e. x  B B . In order to prove that0 R t1
Ž n .  Ž . meas B   0, it is enough to show that, if t  0, then w x  sR 1 0
n  n  Ž .  4for a.e. x B . Assume by contradiction that the set x B ; w x  st t 01 1
Ž .has positive Lebesgue measure. Since, by 41 ,
1
n s   x  w 
 x d
 , a.e. x B ,Ž . Ž .˜ H0 t1	  
1n
 n  Ž .  4we have that also the set S x B ; w x  s has positive Lebesgue˙ t 01   measure. Moreover, by the strict monotonicity of f in s , , we have0
that
 f w x dx f w x dxŽ . Ž .Ž . Ž .H H
nB St1
 f w x dxŽ .Ž .H
nB  St1
  f s dx f  x dx . 43Ž . Ž . Ž .Ž .˜H H0
n nB Bt t1 1
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Ž . Ž Ž ..nFinally, from 41 and the Jensen’s inequality we obtain that H h w x dxBR
Ž Ž .. Ž . Ž . Ž . Ž .n H h  x dx; hence, by 42 and 43 , we infer that J w  J  , which˜ ˜BR
contradicts the fact that, as underlined in Remark 5.2, the function w is a
minimum point of J.
Proof of Theorem 5.1. Since min Jmin J, it is enough to prove that
Ž .the convex problem 2 admits one and only one solution.
Ž .  Let  and  be two solutions of 2 . By Remark 5.2, for every  0, 10 1
Ž . Ž .the function     1   is a solution to 2 . From Lemmas 5.3˙ 1 0
 and 4.3 we have that for every  0, 1 there exists a solution u W to
Ž . Ž . Ž  .5 , such that  x  u x and 
  u t  E , a.e. t 0, R . 44Ž . Ž . 0
Ž . Ž .Hence, from 38 , 44 , and the very definition of extremal point we
 Ž .  Ž .  conclude that u t  u t for a.e. t 0, R , which implies that   .0 1 0 1
Remark 5.4. It is easy to see that, under the assumptions of Theorem
4.4, the uniqueness of the solution may fail. For example, in the case
Ž .  2 4 Ž .   m n 1, if we consider the maps f s  0, s  1 , h u max 0, u˙ ˙
4 Ž . Ž .  Ž .  1 , then every function uAC 0, R satisfying u R  0, u t  1,
 Ž .    Ž .u t  1 for a.e. t 0, R , is a solution to 37 .
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