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On montre que pour toute matrice car&e A, definie sur un corps, n X n, de 
rang p < n, il existe une matrice diagonale D telle que pour tout scalaire X#O, le 
rang de A + hD soit &gal i p + 1. 
INTRODUCTION 
L’etude des matrices car&es i diagonale variable est issue de l’analyse 
factorielle au sens de Spearman. Celle-ci est une m&ode d’analyse des don&es 
qui depuis le premier article de C. Spearman [21] en 1904 a subi de profondes 
modifications et suscite de trbs nombreuses publications. Les exposes accessibles 
les plus r&cents se trouvent dans les livres de Rummel [20], Mu&k [15], et 
Torrens-Ibern (23). Le livre de Thurstone [22] inspire encore les chercheurs. 
Cependant la majorite des problemes poses par l’analyse factorielle restent en 
suspens. 
Parmi les problemes mathematiques les dew suivants semblent cruciaux dans la 
demarche de Thurstone (voir aussi Guttman [7]). Soit A une matrice reelle, n X n, 
positive (c’est-B-dire telle que ‘Z&X > 0 pour tout vecteur r de R”). Soit G(A) 
l’ensemble des matrices D diagonales, n x n, positives, telles que A-D soit 
positive. Etudier l’application de G(A) dans (0, 1 , . . . ,n} qui i D fait correspondre 
le rang de A-D; et Ctudier l’application qui a A fait correspondre la borne 
inferieure des rangs des matrices A-D oti D parcourt C(A). Le premier de ces 
deux problemes est tres fortement lie au probleme dit de l’identifiabilite dans les 
modeles economiques lineaires (cf. Reiersol [19]). 
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Les factorialistes ont beaucoup par16 des deux problemes precedents sans 
acquerir beaucoup de resultats. 11s ont essaye de tourner les difficult& en etudiant 
les applications rg(A - .) et T ci-dessous, sans se rendre compte qu’ils tombaient 
sur des problemes bien plus difficiles i traiter: 
l’application rg(A - .), oi A est une matrice n X n, fait correspondre i toute 
matrice diagonale, n X n, D le rang de la matrice A - D; 
l’application r fait correspondre P tout matrice A,n x n, la borne inferieure des 
rangs des matrices A - D oti D parcourt l’ensemble des matrices n X n diagonales; 
le theoreme demontre dans cet article montre que l’image par rg(A - .) de 
l’ensemble des matrices diagonales est l’intervalle {r(A),. . .,n} des entiers. Ce 
resultat, demontre par des astuces matricielles, est en fait un resultat mathemati- 
quement profond puis qu’il exprime la non vacuitl de l’intersection de certaines 
hypersurfaces algebriques sur un corps non algebriquement ~10s. 
Ce resultat etait soupqonnb par les factorialistes et parfois utilise sans vergogne 
par eux parce qu’il avait et6 dlmontre dans des cas t&s, trop, particuliers par 
Reiersol [19]. 11 &it done important de l’exprimer et de le demontrer dans toute 
sa gbnkrlite. D’autres r&&tats et questions ouvertes sur ces problemes se 
trouvent dans [9]. Beaucoup de problemes d’algebre lineaire sont poses par 
l’analyse des don&es, on doit esperer que de plus en plus de mathematiciens s’y 
interesseront. 
0. NOTATIONS 
On appellera R un corps, Z designera l’ensemble { 1,. . . ,n) oti n est un nombre 
entier strictement positif. M designe l’ensemble des matrices n x n. Si A est un 
element de M, on designe par: 
rg(A) le rang de A, 
A (i, .) la i-ibme ligne de A, 
A (i, j) le j-i&me element de A (i, .). 
Pour tout i E Z on designe par [ j] la matrice dont le seul element non nul est [ i] 
( j, j) = 1, et par ] i[ le vecteur dont la seule composante non nulle est ] i[ ( j) = 1. 
Si K est une partie de Z on note px la projection de R ’ sur R x, et 9x = Zd(R ‘) - 
PK. Si (Z&E est une famille finie d’applications de M dans lui-m6me qui 
commutent deux P deux, on notera O,,Ji la composee des fi. 
1. MATRICE ECHELLE 
1.1. Definition 
Une famille (~7~)~~~ de vecteurs rum nuls de R', mi K est une partie de I, est 
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dite une echelle si et seuZement si 
(a) l’application f: K-1, definie par f(k) = Inf { i E I/Q{ i) #O) est injective, 
(b) si kE K et si 9f(li)(uk)#0, alors la famille des 9rck,(uj), ou j parcourt 
l’ensemble des elements de K qui verifient f( j) > f(k), est libre. 
On remarque que toute famille verifiant (a) est libre. 
1.2 Lame 
Soient (vi)iEx une &he&, et f def inie cmnme ci-dessus. Soit w un &ment non 
nul de R’. Posons k=Inf( iEl/w(j)#O). Al ors w est combinuison linhaire des 
bi)iEK si et seulement si w est combinaison linbaire des vi tels que f(i) > k. 
Dans ces conditions il existe i E K tel que f(i) = k. Si de plus w = r ]k[, alors il 
existe i E K tel que, vi = h]k[, oi r et h sant des scalaires. 
Posons w=CkeKa,vk. Soit L={ j~I/j> k}. On a: 
et 
p,_,w=o= 2 atvt. 
IEK-f_'(L) 
Or les u1 forment une famille libre, done at = 0 pour tout 1 E K - f- ‘(L), ce qui 
demontre le premier point. On a done w = 2 t,f-~(Ljatvt. De plus on a k < f(1) 
pour tout l~f-‘(L). Comme w(k) n’esi pas nul, il existe un 1 tel que k=f-l(Z). 
Enfin si w=r]k[, P~_(~)(w)=O entraine C l Efmw4b (kj(ud = 0 ce qui par 
definition de l’echelle entrai ne qu’il existe 1 tel que y = h ] k [ (h E R - { 0)). 
1.3. Definition 
On appellera transformation t%mentaire dans M toute application de M dans M 
du type C(a, k, 1) a& a E R - (0) et k et 1 appartiennent a I, k # 1, et a& on pose 
pour A E M, 
C(a,k,l)(A)( j,.)= 1 A( i,.) si j#Z _ A(l,.)+aA(k,.) sij=l. 
On remarque que ces transformations sont li&aires et conservent le rang. On 
remarquera aussi que dew transformations C(a, k, I) et C(a’, k’, 1’) commutent si 
k=k’oul=I’. 
On dira que dew matrices A et B sont equivalents s’il existe une application X 
de M dam M, composke de transformations Blhmentaires, telle que X(A) = B. On a 
alors rg(A)= rg(B). 
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1.4. Dhfinition 
On appellera matrice bchelle toute m&rice A EM aht la lignes non nulks 
foment une &he&. 
Pour une telle matrice, si on note: 
on a Card (Z(A)) = n - rg(A). 
1.5. Lemnu? 
Pour tout matrice A E M, il existe we application ech de M dms M, cornpo&e 
de transfotmutions &mentaires, telle que ech(A) soit une m&rice ichelb et qui 
laisse inchanghe toute m&rice B qui vhifie: B(1, .) =0 pour tout 1 tel que 
ech(A)(Z,.)#O. 
Nous donnons simplement l’idee de la demonstration de ce lemme, fastidieuse 
par lecriture, mais tres simple. 
Soit p = rg(A), et K une partie de I, de cardinal n - p, telle que pour tout k E K, 
A (k, .) soit combinaison lineaire des A(i, .) (i E I - K). On voit que par la composi- 
tion de transformations elementaires telles que C(a, i, k) oti i E Z - K et k E K, on 
obtient une matrice A, identique a A sauf en A,(k, .) = 0 (k E K). De nouvelles 
transformations elementaires C(a, i, j) oi i, j E Z - K, permettent de transformer A, 
en une matrice echelle A,. On note ech la composee de transformations elk- 
mentaires ainsi construite: ech (A) = A,, ech ne comporte aucune transformation 
Blementaire C(a, k, 1) oi k E K, ce qui justifie le dernier point du lemme. 
2. DEMONSTRATION DU THEOREME 
THEOREME Soit A E M et p = rg(A) < n. AZors il existe K c I de cardinal 
infhieur ou 6gal b p + 1, tel que pour toute m&rice diagonale D b &ments tow 
non nuls I&A + DZ,) = p + 1 o& ZK est lu m&rice diagonule a’ont les se& &ments 
non nuls sont Z,(k,k)=l(kEK). 
Soient A E M et e, une application de M dans M telle que E = e,(A) soit une 
matrice echelle. 
Posons J={ jEZ/E(j,.)=O} et f:Z-J-+Z d&finie par f(i)=Inf{kEZ/E(i,k) 
#O). 
1” cas: Jplf(Z-1) 
Soit alors iE.Z tel que jgf(Z-I). P our tout scalaire a # 0, la matrice A + a [ j] 
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est de rang p + 1: elle est en effet Bquivalente a la matrice E’ = e,(A + a [ i]) = E + 
a[& et si nous posons J’={i~1/E’(i,.)=0} et f:I--J’-+I definie par f(i) 
=Inf{k~I/E’(i,k)#O), nous verifions que J’=J- ( i} est de cardinal n-p- 1. 
Or f(i)=f(i) si i ~1-1 et f(j)= i, done f est injective: E’ est bien une matrice 
ichelle de rang p + 1. 
2” GUS JCf(I-J) et il existe iEJ tel que ~~_(~)(E(f-‘(j),.))fO. 
Nous montrons alors que pour tout scalaire a#O, A + a[ i] est de rang p + 1, oi 
j designe un element de J tel que pr_cij(E(f-‘( i),.))#O. 
Soit en effet a un scalaire non nul. Posons: 
et 
On a 
e’=C((-E(f-l(j),i)lu),i~f-l(j))oe~ 
E’=e’(A+a[ i]). 
E’(l,.)=E(Z,.) si lg{ j,f-l(j)} 
E’( &.)=a] j[ 
E’(f-‘(j),.)=p~-(i~(E(f-‘(i),.)) 
La famille E’( I, .), 1 E (I- { f -‘( j)}) u { j} est une Cchelle de rang p, et 
E’( f -‘( i), .) est lineairement independante de cette famille. Done rg(E’) = p + 1. 
3” CUS: J cf(I-J) et pour tout i E], E(f-‘( i), .) a pour seul element non nul 
E(f-‘(j),j). 
Pour tout i E J, f - ‘( 1) est different de i. Si de plus f - ‘( i) E f( I - I), cela sign&e 
qu’ilexisteunentierf~2(j)EI-~-{f~1(~)}.Eneffetf~2(j)=f~‘(j)entrainerait 
f-‘(j)=i. De m&me si f-‘(i),...J-k+l(j) sont k- 1 elements differents de 
f(I-J), cela signifie qu’il existe un entierf-k(j)El-J-{f-‘(j),...,f-k+’(j)}. 
Onaalors (f-‘(i),f-2(i),...,~fk(j))cI-Jquiestdecardinalp,donck< p. 
Definissons pour tout ie_/ l’entier k(i) tel que f-‘( j),...J-k(i)+l( j)~f(l-_I) 
et f -k(i)( j)$!f (I - J). Et appelons indice de la matrice echelle E le nombre: 
infie,k( i). Par la suite i designera un element de J tel que k(j) soit egal Q l’indice 
de E. Nous allons montrer que si l’indice de E est 1 la matrice A + a [ j] + b [ f - ‘( j)] 
est de rang p + 1 quels que soient les scalaires a et b non nuls. Et si l’indice de E 
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est superieur i 1 nous construirons une matrice echelle Bquivalente i A + a[ Z] et 
d’indice strictement inferieur i celui de E: on aura gag&. 
Soient done a et b dew scalaires non nuls, nous considerons la matrice 
A + a[ Z] + b[f-‘( Z)]. Posons: 
el= C((-E(f-‘( i)~i)lo)3iK1( i))oeu 
et 
B=e,(A+a[ i]). 
B est une matrice echelle de rang p, en effet: 
B(Z,.)=E(Z,.) si ZF{ iyf-‘(i)> 
B(j,.)=alj[ 
B(f-l(j),.)=0 
done {ZEZ/B(Z,.)=O)=(J-( i})u(f-l(i)} estd e cardinal n - p, et l’application 
g:I-((J-{ ~})IJ{~-‘(Z)})+Z definie parg(i)=Inf(k~Z/B(i,k)#O} vbrifieg(i) 
=f(i)sii~I-_-{f-‘(j)},etg(i)=j,doncgestinjective. 
Par ailleurs, et pour tout 1 E I, 
oti xr est un certain scalaire dependant de e,. 
En posant es=(Or,,C(- xr/b,f-‘( i),Z)) eel on obtient e,(A + a [ j] + b [ f - ‘( j)]) 
= B + b[ f - ‘( j)]. Cette matrice est done de rang p ou p + 1. Elle est de rang p si et 
seulement si b[f -‘( i)] est combinaison lineaire des lignes de B, done, par le 
lemme 1.2, si et seulement si f-‘(Z) l f(l- J). Dans ce cas, oi l’indice de E est 
superieur a 1, la matrice B est d’indice k’(f-‘( i)) = k(Z) - 1, ou k’ est dbfini a 
partir de la matrice B comme l’est k a partir de la matrice A, ce qui termine la 
demonstration. 
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