We present an algorithm which decides the shift equivalence problem for Pfinite sequences. A sequence is called P-finite if it satisfies a homogeneous linear recurrence equation with polynomial coefficients. Two sequences are called shift equivalent if shifting one of the sequences s times makes it identical to the other, for some integer s. Our algorithm computes, for any two P-finite sequences, given via recurrence equation and initial values, all integers s such that shifting the first sequence s times yields the second.
Introduction
This paper is part of a long-term project concerning the development of a symbolic summation algorithm for finding closed forms of sums n k=1 rat(n, f 1 (n), . . . , f r (n)), where f 1 (n), . . . , f r (n) satisfy homogeneous linear recurrence equations with polynomial coefficients and rat is a multivariate rational function. The principal question is to decide whether there exists another rational function rat 1 such that the above sum is equal to rat 1 (n, f 1 (n), . . . , f r (n)) for n ≥ 1, and if so, to compute one.
Already the case where the f i (n) satisfy linear recurrence equations with constant coefficients is unsolved. In a recent paper, Greene and Wilf [13] have provided a partial result by restricting the f i (n) to such sequences and assuming in addition that the summand involves these sequences only polynomially. For this situation, they have obtained a complete summation algorithm.
The solution to the shift equivalence problem is a step towards allowing nontrivial denominators in the summand expression. The problem is, for two given sequences to decide whether one of them can be matched to the other by shifting it an appropriate number of times. Formally, given f, g : → k, we want to determine all s ∈ ¡ such that, for all possible n, f (n) = g(n + s).
Several summation algorithms include a subroutine for deciding this problem for some classes of sequences. Gosper's algorithm [12, 21] for indefinite hypergeometric summation requires solving the shift equivalence problem for univariate polynomials, i.e., given p, q ∈
¢
[n], to determine s ∈ ¡ with p(n) = q(n + s). Also the computation of a greatest factorial factorisation (GFF) requires solving shift equivalence problems [21, 9, 10] . The problem can be solved for polynomials by observing that all possible solutions s must be among the integer roots of the polynomial res n (p(n), q(n + s)) ∈
[s], so in order to solve the problem it suffices to check all those roots. Alternative algorithms are available, we refer to [2, 19, 22] for further information about this case.
Karr's algorithm [14, 15] for simplifying nested sum and product expressions also includes an algorithm for deciding shift equivalence. In Karr's algorithm, sequences are represented as elements of certain types of difference fields (k, E) [7] . The shift equivalence algorithm is, roughly stated, based on finding the orbits in the multiplicative group [3, 24] for details.
In the present paper, we present a solution to the shift equivalence problem for sequences f, g : → k which are defined by homogeneous linear recurrence equations with polynomial coefficients (P-finite sequences). This is sufficiently general for solving the shift equivalence problems arising in summation. There, we are given multivariate polynomials p 1 , p 2 and a tuple of P-finite sequences f 1 , . . . , f r and we have to solve the shift equivalence problem for f (n) := p 1 (f 1 (n), . . . , f r (n)) and g(n) := p 2 (f 1 (n), . . . , f r (n)). As the set of P-finite sequences is closed under addition and multiplication [25] , also f and g are P-finite and recurrence equations for them can be obtained algorithmically from p 1 , p 2 and recurrence equations for f 1 , . . . , f r [23, 18] .
P-finite and C-finite Sequences
In all theoretical statements made in this paper, it is assumed that k is an arbitrary field of characteristic 0. For the algorithms, however, it is necessary to choose the field k such that certain problems can be solved in k. These are explained at the end of Section 3.2 below.
Definition 1 [26] Let f : → k be a sequence.
1. f is called P-finite if there exist polynomials a 0 , . . . , a r ∈ k[n] such that a 0 (n)f (n) + a 1 (n)f (n + 1) + · · · + a r (n)f (n + r) = 0 (n ∈ ).
the electronic journal of combinatorics 13 (2006), #R00 2. f is called C-finite if there exist constants a 0 , . . . , a r ∈ k such that a 0 f (n) + a 1 f (n + 1) + · · · + a r f (n + r) = 0 (n ∈ ).
In this section, we recall some known facts about P-finite and C-finite sequences that will be needed in the sequel.
Annihilating Operators
Let k(n) be the field of univariate rational functions over k, and let k(n)[E] be the univariate skew polynomial ring over k(n) with the commutation rules En = (n + 1)E and Ec = cE for each c ∈ k. This is a special instance of an Ore ring [20] . It acts on the ring k of sequences via
In view of this action, we will refer to the elements of k(n)[E] as operators. If a sequence f : → k is P-finite, then there exists an operator L ∈ k(n) [E] such that L·f = 0. The set of all such operators forms a left ideal of k(n) [E] , the annihilating ideal of f . Occasionally we will allow also negative powers of E, naturally interpreting them as backwards shift. For s < 0, we understand that the sequence E s · f is defined only for n > −s, but we prefer to suppress this detail in order to keep the notation simple.
Annihilating operators are heavily used in symbolic computation algorithms for special functions. For a thorough account on annihilating operators, we refer to [26, 6] and the references given there.
We write deg(L) for the degree of L ∈ k(n)[E] with respect to E, i.e., the maximum index r ∈ such that the coefficient of E r in L is nonzero. Further we define deg(0) := −∞. In view of the operator interpretation, we shall use the words "order" and "degree" as synonyms for the degree of skew polynomials.
We need some elementary facts about the ring k(n) [E] . The greatest common right divisor of two operators A, B ∈ k(n)[E] is uniquely determined up to multiplication by elements of the ground field k(n). The monic greatest common right divisor of A and B is called the greatest common right divisor (gcrd). The gcrd of any two specific operators can be computed by a modified version of the Euclidean algorithm [4, Sect. 3] . Also, by a modification of the extended Euclidean algorithm, one can compute for any A, B ∈ k(n)[E] cofactor operators S, T with SA + T B = gcrd(A, B).
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As in the commutative case, S and T can be chosen such that deg(S) ≤ deg(B) and deg(T ) ≤ deg(A). Li [16, 17] has shown that the subresultant theory for efficient computation of gcds can be generalized to gcrds in k(n)[E] as well. This generalizes earlier results of Chardin [5] for differential operators. We need here the following resultant criterion, which is classic for commutative polynomials, and which is contained in Li's work for skew polynomials.
Then we call
the resultant of A and B (with respect to E), and denote the value of that determinant res(A, B).
The resultant of two operators
Note that no noncommutative arithmetic is required for its computation.
is an annihilating operator of a sequence f : → k, then so is AL for any A ∈ k(n) [E] . In particular, by choosing an appropriate A ∈ k(n), we can always replace L by an equivalent operator whose coefficients belong to
, then f is uniquely defined by L and sufficiently many initial values. The number of initial values necessary to define f is given by max(0, n 0 ) + r, where n 0 is the greatest integer root of l r . (Set n 0 := 0 if l r does not have any integer roots.) Given this data, many questions about f can be answered algorithmically [23, 18] , in particular, it can be decided whether already a right divisor D of L annihilates f .
where n 0 is the greatest integer root of a r .
Proof. First of all, we have (A · g)(n) = 0 for n = 0, . . . , max(0, n 0 ) + r if and only if g is the zero sequence. For n > max(0, n 0 ), this can be seen by induction:
Note that A can be computed from L and B by right division, if it is not given. Also note that more generally, we can test for any L ∈ k(n)[E] whether it annihilates f by applying the proposition to B := gcrd(L, L ).
Characteristic Polynomial and Companion Matrix
It will be convenient to adopt matrix notation for C-finite operators. If f :
, then we have the matrix identity
. . .
for every n ∈ . The r × r matrix in this equation is called the companion matrix of L.
Iterating the above equation n times, it follows that
thus any value of f can be obtained by multiplying the vector of initial values by a suitable power of the companion matrix. The characteristic polynomial of the companion matrix is precisely L. For this reason, L is also called the characteristic polynomial of the sequence f . We can always assume that a 0 = 0 by changing to an operator of lower order, if necessary. In this case, the companion matrix will not have 0 as an eigenvalue.
Shift Equivalence of C-finite Sequences
We now introduce an algorithm for solving the shift equivalence problem for two C-finite sequences. The algorithm for the P-finite case calls this algorithm as a subroutine.
Let
If there exists some s
Proof.
In order to solve the shift equivalence problem for f 1 , f 2 , we check in a preprocessing step whether these sequences are annihilated by the same recurrence. Computing L = gcd(L 1 , L 2 ), we need to check whether L · f 1 = 0 and L · f 2 = 0, which is possible by Prop. 2. If one or both of the two sequences is not annihilated by L, then there is no solution to the shift equivalence problem, and we return the empty set. Otherwise, we proceed as described in the remainder of this section. From now on, we may assume that
Reduction to a Matrix Equation
Let r = deg(L) and let C ∈ k r×r be the companion matrix of L. Writing
. . . we then have the matrix identities
for all n ∈ .
Lemma 2 In the notation above, we have f 1 = E s f 2 if and only if
as claimed.
Thus in order to solve the shift equivalence problem for f 1 , f 2 , it remains to solve the matrix equation (1).
Solution of the Matrix Equation
Let C ∈ k r×r be invertible, and u, v ∈ k r . We seek all s ∈ ¡ satisfying the matrix equation
Consider the Jordan decomposition of C, i.e., let T, J ∈k r×r be invertible such that C = T −1 JT and J is of the form
where each α i is an eigenvalue of C. Owing to the cancellation of T −1 with T , we have C s = T −1 J s T , and so we are done if we find all s ∈ ¡ such thatū = J sv , whereū := T u andv := T v.
Since Ifū r =v r = 0 we can drop the last entries ofū,v and the last row and the last column from J, and iterate if necessary. Ifū r = 0 andv r = 0 or u r = 0 andv r = 0, then the solution set is ∅.) As can be shown easily by induction, we have 
If r = 1, the solution set forū = Jv is simply given by The correctness of Algorithms 1 and 2 should be clear by the above discussion. Several restrictions, however, have to be made for the field k in order that every step in these algorithms can be carried out algorithmically. Of course, it is necessary that k is a computable, i.e., that every element has a finite representation, that the arithmetic operations +, −, ·, / are computable, and that zero equivalence can be decided. Furthermore, for the computation of a Jordan decomposition (Line 2 in Alg. 1), we need to be able to compute absolute factorizations of univariate polynomials in k[X]. The algebraic closurek also has to be a computable field. Line 11 of Algorithm 2 requires to decide whether an element ofk is an integer. All these requirements can be accommodated for most fields k that might be of interest. More restrictive is the final requirement, originating from line 9: We have to be able to compute the set {s ∈ ¡ : a = b s } for given a, b ∈k. An algorithm for this purpose was given by Abramov and Bronstein [1] . This algorithm is applicable whenever k is such that it can be decided for any given x ∈ k whether x is transcendental or algebraic over ¢ , and that for any two elements x, y ∈ k it can be decided whether these elements are algebraically independent over ¢ . Ge's algorithm [8] gives rise to an efficient alternative if k is a single algebraic extension of ¢ , i.e., if k = ¢ (α) for some algebraic number α.
Summary
Lemma 2 reduces the shift equivalence problem for C-finite sequence to solving a matrix equation, and this matrix equation can be solved by means of Algorithm 1. Putting things together, we thus obtain the following algorithm for solving the shift equivalence problem for C-finite sequences. 
Examples
, f 2 (1) = 7 16 , f 2 (2) = .
In operator notation, we have
The greatest common divisor of these operators is
and it can be checked that
Computing the Jordan decomposition of the companion matrix, we find
Applying T to the vectors of initial values leads tō
It remains to determine s ∈ ¡ such that
Since J consists of a single Jordan block of size two, we have a unique solution candidate:
Indeed, (2) is fullfilled for s = 8, and it follows that f 1 = E s f 2 if and only if s = 8.
Computing the Jordan decomposition of the companion matrix, we find 
The matrix J consists of two Jordan blocks which have to be considered separately. The first block has length 1, and it restricts the solutions to the set
of all odd integers. The second block has length 2, so it leads to the unique solution candidate s = 1(
Since S 1 ∩ {4} = ∅, it follows that the two sequences f 1 and f 2 are not shift equivalent.
Shift Equivalence of P-finite Sequences
The algorithm for the P-finite case consists of a case distinction: either the question can be reduced to a shift equivalence problem for C-finite sequences, and then Algorithm 3 above can be applied, or it is possible to determine a finite number of candidate solutions s, which can be checked one ofter the other.
Contrary to the C-finite case, for a general operator
The following definition is made in order to repair this deficiency.
and s ∈ k, we define
With this definition, we can formulate the following generalization of Lemma 1. 
The degenerate Case
Let L 1 , L 2 ∈ k(n)[E] be given. We may extend the ground field k by a new transcendental element s, commuting with E, and consider L 1 , L 2 as elements of k(s)(n) [E] , with coefficients free of s. In this setting we can form L (s) 2 for symbolic s and consider
2 ). It turns out that the coefficients of L neither contain s nor n:
2 ) ∈ k(s)(n). By Prop. 1, a nontrivial gcrd appears precisely for those values of s where the resultant vanishes. Since the resultant is a rational function in s over a field of characteristic zero, it can only have infinitely many integer roots if it is identically zero. Then, however, already the gcrd over k(s)(n) must be nontrivial, again by Prop. 1.
2. Since L is a right divisor of L 1 and L 1 does not involve s, also L is free of s.
Furthermore, we have that
and therefore it is free of s, too. But L and L (−s) can be simulaniously free of s only if they are also free of n.
The degenerate case happens if
) is already an annihilator for both f 1 , f 2 . In this case, the sequences f 1 , f 2 are C-finite and we can proceed with Algorithm 3.
The nondegenerate Case
The nondegenerate case happens if
is not an annihilator of f 1 , f 2 . In this case, in view of Lemma 3, part 2, it is necessary for every solution s ∈ 2 , L) have a nontrivial greatest common right divisor could also be obtained by an efficient algorithm due to Glotov [11] .
Summary
Putting things together, we obtain the following algorithm for solving the shift equivalence problem for P-finite sequences. , f 2 (1) = 7 16 , f 2 (2) = 3 4 , where L 1 := (n + 1)E 3 − (5n + 4)E 2 + 4(2n + 1)E − 4n, L 2 := nE 3 − (5n + 1)E 2 + 4(2n + 1)E − 4(n + 1).
2 ) in where L 1 := (n + 6)(n + 1)E 3 − (6n 2 + 33n + 7)E 2 + (9n 2 + 30n − 49)E − (2n − 3)(n + 4), L 2 := (n + 4) 2 E 3 − 2(3n 2 + 18n + 28)E 2 + 3(3n 2 + 9n + 4)E − 2n(n + 2).
We have gcrd(L 1 , L
2 ) = 1 when computing in
