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Numerical integration by using nonlinear techniques 
L. Wuytack (**) 
ABSTRACT 
In this paper several nonlinear techniques, mainly based on the use of  Pad6 approximation 
and rational interpolation, are given for computing the value of  a definite integral. Some con- 
vergence properties o f  these methods are proved. A comparison is made between these non- 
linear techniques and classical inear techniques on the base of  some numerical examples. 
1. INTRODUCTION 
Most classical formulas for approximate integration 
of a definite integral I = by a f (x). dx are linear 
(see [4]), which means that I is approximated by a 
linear combination of the values of the integrand f 
or  
I ~,w 1.f(x 1 )+w 2.f (x 2 )+. . .+w n.f (xn).  
The points x 1, x 2 . . . . .  x n usually belong to [a, b] 
and the numbers w 1, w 2 .... .  w n are called weights. 
In some cases the values of the derivatives of f are 
also taken into consideration and then linear com- 
binations of the values of f and its derivatives at 
certain points are formed to approximate he value 
I of the integral. 
Using such techniques, in general a sequence 11 , 
12 .... of approximate values is constructed having I
as limit. The convergence of the sequence I k can be 
accelerated by several techniques. Well-known is 
Romberg quadrature where the sequence {I k } is 
constructed by using the trapezoidal rule and the 
convergence of this sequence is then accelerated by 
using a linear extrapolation technique. Also non- 
linear acceleration techniques can be used, e. g. 
rational extrapolation and the e-algorithm. A com- 
parison of these different echniques for accelerating 
the convergence of {Ik) can be found in [3] and 
[81. 
In many cases the linear methods for approximating 
I give good results. There are however situations, 
e. g. if f has singularities, for which linear methods 
are unsatisfactory. Sometimes it is then possible to 
modify a classical method in order to adopt it to 
the special situation on hand (see e. g. [5] [11] and 
[12]). Another kind of approach which will be 
followed in this paper, is to use a nonlinear tech- 
nique. This means that I will be approximated by a 
nonlinear combination of the values of f and its 
derivatives at certain points. 
In this paper some methods will be described which 
are mainly based on the use of Pad~ approximation 
and rational interpohtion..Two different ypes of 
methods are considered. The first method is based 
on the approximation of the integrand f by a rational 
function r and then performing the integration 
bfa r (x) This approach is and dx. called "direct" 
considered in section 2. The second method is given 
in section 3 and is based on an "indirect" approach 
to the problem under consideration, by reformulat- 
hag it as an initial value problem. The resulting differ- 
ential equation is then solved by using nonlinear 
techniques. In order to apply a technique based on 
the use of Pad~ approximation, the derivatives of f 
must be known, which might be sometimes less 
interesting in practice. Therefore a modification of 
this method is given in section 5, having the same 
order of convergence but without the need to com- 
pute derivatives. In section 4 some convergence 
properties are proved. 
Some numerical examples are given ha section 6, 
illustrating the fact that the nonlinear techniques 
derived in this paper can be very useful. 
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2. THE DIRECT APPROACH TECHNIQUE 
m Let R n be the class of (ordinary) rational functions 
r = P-- where p resp. q is a polynomial of degree at 
q 
most m resp. n and such that P-- is irreducible. Let 
q 
r be an approximation for f in m R n ,e .g .aPad6 
approximation or a rational interpolating function, 
then I r = bf a r(x) .  dx can be considered as an 
approximate value for I. In general it is however not 
easy to find the value of I r, if it exists. If the poles 
of r are known then the partial fraction decomposi- 
tion of r can be formed. This sum can then be in- 
tegrated term by term in order to get I r. This process 
is numerically less interesting and several difficulties 
can be encountered. An application of this technique 
to the computation of Fourier Transforms can be 
found in [2]. 
3. THE INDIRECT APPROACH TECHNIQUE 
Put y (x )= Xfa f(t  ) .dt  then I=  y(b). If f is Riemann 
integrable on [a, b] then y is continuous on [a, b]. 
Furthermore if f is continuous at a point x of [a, b], 
then y is differentiable at x and y' (x) = f (x). The 
computation of  I can now be done by computing 
the value in b of the solution y of the following 
initial value problem :
y ' (x  7 = f (x), y Ca) = o (17 
In order to find a solution of (17 numerically a
discretization technique can be used. Let x i = a+ i.h 
for i = o, 1 . . . . .  M with M a positive integer and 
h= b-a  . Let Yo=Y(a)  and an approximate 
M 
value of y (xi) for i > o be denoted by Yi" We now 
describe two methods for computing Yi' for 
i=1 ,2  . . . . .  M. 
3.1. A method based on the use of Pad6 approxima- 
tion 
Assume that Yi is known and that the values of the 
derivatives f(k) (xi) exist for k >1 o. Then consider 
the series s i defmed as follows 
h 2 h 3 
si(h) = Yi + h'f(xi)  + ~.  f'(xi) + -~. f"(xi7 + .... 
(2) 
Let r i = P__i_i be the Pad6 approximant of s i of order 
qi 
m and (m, n 7. This implies that r i is an element of R n 
that 
si(h).qi(h) - pi(h) 0 (hm+n+ki+l  7 
= (3) 
for some integer value of k i, which is as high as 
possible. 
If q i (x i+  17 q= o then the value of Yi+ 1 is defined 
as follows 
Y i+ l  = r i (x i+ l ) "  (4) 
Since Yo is known and since r i exists for every i, this 
technique allows us to compute Yl' Y2 ' " "  YM" 
The value YM can be considered as an approximate 
value for y (b) or I. It will be proved in the next 
section that lira YM -= I if certain conditions are 
h-~o 
satisfied. 
A variant of the above technique has been used by 
P. J. S. Watson in [14], for the case where h =b-a  
or M =1. In the next example we illustrate what 
kind of formulas we get if (47 is used to compute 
approximate values for I. 
Example 1. 
Let m = n = 1 then the Pad6 approximant r i of 
order (1,1) of (2) is the rational function associated 
with the irreducible form of -P- where 
q 
P = Yi" f(xi) + h [f2(xi)  _ Yi 
f' (xi) 
q = f(xi) - h 
2 
f' 
( :)'xl" ] and 
2 
The formula (4) gives 
2 f2 (xi) 
Y i+ l  =Yi +h 
2 f (x i ) -  h.  f ' (x i )  
fo r i=o ,  1 . . . . .  M-1 
(5) 
It is clear that YM is a nonlinear combination of 
values of f and its first derivative at the points x i. 
As a consequence of (5) we also get the following 
formula for approximate integration between xi and 
x i+ 1 : 
X i+ l  2 f2(xi)  
f f ( t ) .d t .~h 
x i 2 f (x i ) -  h .  f ' (x i )  
3.2. A method based on the use of  rational inter- 
polation 
Pi 
Let r i = qi m if it exists, be the element in R n , 
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satisfying 
r i(xj) =Y j  fo r j - _ i - l ,  i - l+1  . . . . .  i (6) 
where 1 = m + n. In case that r i does not exist then 
it can be taken to be the (m, n)-interpolant of y in 
the points xi_ 1, X i_ l+ 1 ... . .  x i. This (m, n)-inter- 
polant always exists (see [15]). If qi (x i + 1) =/= o 
then the value of Yi + 1 is defined as follows : 
Y i+ 1 = ri (X i+ l ) "  
In order to apply this technique we need to know 
Yl' Y2 ' " "  Yl since (6) implies that r i can only be 
defined for i>~ 1. This drawback is the same as for 
the use of multistep methods in the numerical solu- 
tion of ordinary differential equations. A similar 
technique has been applied by J. D. Lambert and 
B. Shaw in [10], p. 255. 
Remark 
Let r i be defined by (6). If we replace f in (1) by r i 
and then integrate both sides between x i_ 1 and x i 
we get 
x i 
Y i=Yi-1 + f r i (x ) .dx  
x i - I  
In evaluating the integral in this formula we have 
the same difficulties as in the method described in 
section 2. If we take however n = o then we get the 
classical Newton-Cotes formulas. The case m = 1 
corresponds to the trapezoidal rule and the case 
m = 2 to Simpson's rule. 
4. CONVERGENCE PROPERTIES 
In this section some convergence properties of the 
method described in 3.1 will be given. Similar results 
can also be obtained for the methods based on the 
use of rational interpolation, but these results are 
more complicated. 
Consider any one-step method of the following 
form 
Y i+ l=Y i  +h 'g (x  i,h) fo r i=o ,  1 . . . . .  M-1  
(7) 
for computing a solution of (1) numerically. Assume 
that g(x, h) is defined and continuous for every (x, h) 
in [a, b] x [o, ho],  where h o is some positive real 
number. Under this condition we can prove the 
following result. 
Proof 
Theorem 1. 
Let Yi be defined by (7), then lira Yi = Y (x) for 
h -~o 
X ~X i 
every x in [a, b] if and only if g (x, o) = f(x). 
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This property is a special case of a theorem about 
the convergence of one-step methods for the numer- 
ical solution of ordinary differential equations (see 
[7], p. 71). 
Due to the definition of r i in section 3.1 it is clear 
that (4) can be written in the form (7) with 
g(x,h) =r i (x  ) -  Yi/h or g(x, h)= f(x) + ~ f'(x) 
h 2 f ,  
+ -ST., (x) + . . . .  
This implies that g (x, o) = f (x), consequently 
theorem 1 can be applied and lira YM = Y (b). 
h~o 
About the order of convergence we can prove the 
following result, for the case where k i = o in (3) 
for i = o, 1, 2, . . . ,  M-1.  
This case is called the case of normal Pad~ approxim- 
ants. 
Theorem 2. 
Let r i be the normal Pad~ approximant of s i of 
order (m, n) and Yi + 1 be defined by (4), then 
0(h m+n+l )  h-~ for Y (Xi+l) - Y i+ l  = as o, 
i=o ,  1 ,2  . . . . .  M-1 .  
Proof 
Since Yo -- Y (a) we have that r o is the Pad~ ap- 
proximant of y (Xo) + h. f (Xo) + h~ z- f' (x o) + . . . .  
As a consequence of (3), (4) and the normality of 
r o we get Y(Xl) -Y l  = 0(hm+n+l ) "  Assume now 
that y (x j ) -y j  = 0 (h m + n + 1) then we prove that 
y (x j+ l ) -  y j+  1 = 0(hm+n+l ) .  Let Rj be the 
Pad~ approximant of order (m, n) of the series 
h 2 h 3 
y (xj) + h. f(xj) + ~ f' (xj) + ~ f" (xj) + . . . .  
Since y (x j ) -y j  = 0(h m+n + 1) the definition of 
Pad~ approximant implies that rj = Rj. Using (4) 
and the property that Rj (h)- y (xj + 1) = 0(hm+n+l )  
we get yj + 1 - Y (xj + 1) = 0(hm + n + 1). This proves 
the theorem, by using induction. 
269 
5. ONE-STEP METHODS WITHOUT USING 
DERIVATIVES 
Consider any one-step method of the form (7) for 
computing a solution of (1). In order to find the 
value of g(x i, h) it might be possible that derivatives 
of f must be computed. This is e. g. the case if (77 
is derived by using the method in section 3.1 with 
m + n ~> 1. The need to compute derivatives of the 
integrand can be complicated and numerically less 
interesting. Therefore one could try to replace 
g(x i, h) in (7) by another expression, without deriv- 
atives, hoping to keep a method with the same order 
of convergence. This technique has successfully been 
applied in some cases. We shall illustrate it here by 
using the example given in section 3.1 
Let g (x, h) = 2 f2 (x) and 
2 f(x) - h. f' (x) 
t (x, h) = 2 f2 (x) 
c. f(x) + d . f (x  + e.h) 
The problem is now to find constants c, d and e 
such that 
g(x, h) - t (x, h) = 0 (h2), 
since this would imply Y(Xi+ 1) -Y i+ l  _-_0 (h3), ff 
Y i+ l=Y i+h ' t (x i  'h)  fo r i=o ,  1 . . . .  ,M-1. A 
solution to this problem must satisfy the following 
equations : 
c+d=2andd,  e=- l ,  o rc  = 2e+l  andd=-  1__ 
e 2 
for any e ~ o. This implies 
f2 
t (x, h) = 2 e . (x) with e 4: o. 
(2 e + 1) f(x) - f (x  + e.h) 
Put e = 1 then we get the following one-step 
method for finding a solution of (1) numerically :
2 f2 (xi) 
Y i+ l  = Yi +h 
3f(xi) - f (x i+  1) 
for i = o, 1 . . . . .  M-1 (8) 
This formula can also be considered as a nonlinear 
method for approximate integration of f between x i 
and x i+ 1 , namely as 
x i+ 1 2 f2 (xi) 
f f ( t ) .dt  ~ h 
x i 3 f(xi) - f (x i+  1) 
6. NUMERICAL RESULTS 
In this section some examples are given with a com- 
parison between the numerical results obtained by 
using some methods given in this paper and SOme 
classical methods for numerical integration. 
We assume that the amount of work in general will 
highly depend on the number of evaluations of the 
function f. Therefore the approximate values for the 
integrals in the tables below were computed by usia- 
about the same total number of evaluations of f and g
its derivatives for each entry in the tables. The 
following linear and nonlinear methods were used : 
(a) the trapezoidal rule : 
b 
f a f (x ) .dx= h [ + f(xl) + f(x2) +...  +f(XM_l) 
+ f(XM____~ ) ]. 
2 
(b) Simpsons's rule : 
f f (x ) .dx= 2h [ +2 a 3 f(xl) + f(x2) 
+ 2 f(x3) + + f(xM_2) +2 f(XM_l) + ~-~ 
(c) the method defined by formula (5) in section 3.1. 
(d) the method de£med by formula (8) in section 5. 
The value of k in the first column of each table gives 
the number of evaluations of f needed to compute 
the corresponding approximate values of the integral 
by using methods (a), (b) and (d), consequently 
k = M + 1. For method (c) the total number of 
evaluations of f and f' is equal to k + 1 or M = k + 1 
2 
in (5). The computations were done in double pre- 
cision on the PDP 11/45 of the UIA. 
1 
Example 1 : I= f  e x .dx= 1.7182818 
O 
k 
5 
15 
25 
35 
45 
method (a) 
1.7272219 
1.7190123 
1.7185304 
1.7184057 
1.7183558 
method (b) 
1.7183188 
1.7182821 
1.7182819 
1.7182818 
1.7182818 
method (c) 
1.7373386 
1.7206677 
1.7191629 
1.7187364 
1.7185585 
method (d) 
1.7627728 
1.7213715 
1.7193085 
1.7187885 
1.7185828 
Example 2 : 
1 
I=f  
O 
1 .dx= 4.2145937 
1.015-x 
5 
15 
25 
35 
45 
method (a) 
[0.212125 
5.3109278 
4.6849027 
4.4757759 
4.3802879 
method (b) 
7.6548788 
4.7020130 
4.3826362 
4.2910039 
4.2548474 
method (c) 
2.8750391 
3.5647872 
3.8143523 
3.9414439 
4.0162563 
method (d) 
1.5161701 
2.0850865 
1.1586123 
37.032458 
5.8784156 
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Example 3 : dx = 0.5 
1 
I=f  
0 
1 
1 +2 x--F x:~ 
k 
5 
15 
25 
35 
45 
method C a) 
0.50899376 
0.50074321 
0.50025309 
0.50012613 
0.50007532 
method (b) 
0.50041761 
O.5OOOO33O 
0.50000039 
O.5OOOOO1O 
0.50000003 
method (c) 
0.50000000 
0.50000000 
0.50000000 
0.50000000 
0.50000000 
Example 4 : 
1 
l= f  
O 
5 
15 
25 
35 
45 
method (a) 
5.3260882 
3.3212821 
3.1469370 
3.0988858 
3.0792432 
Example 
k 
5 
15 
25 
35 
45 
1 
5:  i=f  
0 
method Ca) 
6.0505410 
3.8480660 
3.6565302 
3.6037409 
3.5821616 
X 
e 
(3-eX) 2 
method (b) 
4.0759340 
3.1011560 
3.0590310 
3.0524307 
3.0507298 
3 -e  x + x .e  x 
(3-eX) 2 
method (b) 
4.6771386 
3.6062354 
3.5599564 
3.5527052 
3.5508366 
dx = 3.0496468 
method (c) 
3.1679644 
3.0573798 
3.0519517 
3.0507182 
3.0502605 
. dx = 3.5496468 
method (c) 
3.0308452 
3.5070085 
3.5367515 
3.5436232 
3.5461874 
Example 
k method (a) 
5 275.79170 
15 123.89979 
25 108.79017 
35 104.48886 
45 102.70891 
1 -x -1 .1  
6:  I =f  .dx= 100 
o Cx_1.1)3 
method (b) 
191.41896 
106.19887 
101.25003 
100.38871 
100.15509 
method (c) 
-23.881920 
179.43068 
116.30795 
107.06703 
103.92879 
method (d) 
0.52182747 
O.5O2O7618 
0.50072743 
0.50036699 
0.50022064 
method (d) 
-63.753354 
76.984314 
3.6495883 
3.2750184 
3.1694384 
method C d) 
1.9979022 
39.378940 
4.1958131 
3.7937413 
3.6796189 
method (d) 
-3.5416231 
363.04139 
674.38879 
137.66868 
116.13726 
We remark that for smooth integrands the classical 
linear methods give better results than the nonlinear 
techniques. If the integrand has a pole near the in- 
terval of integration then the nonlinear techniques 
can give better results Cexample 4 and 5). If the in- 
tegrand is the derivative of a rational function be- 
longing to R~ then method (c) integrates this func- 
tion exactly (example 3). The method (d) seems to 
suffer from instability. Due to the possible singularity 
of (5) for certain values of h, care must be taken in 
applying formulas of this type. 
7. REMARKS 
It is clear that the techniques described in section 3 
to solve (1) can also be used to find the numerical 
solution of more general initial value problems. See 
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e.g. [13] for some results. 10. 
Other nonlinear techniques, which can be used in 
n,lmerical integration, have been published. See e. g. 
[1] and [91. 
Considering the formulas derived in section 5 it might 11. 
be interesting to look for formulas o f  the following 
type 
b .~ a i. f(xi) 12. 
f f(x) dx ~ 1 
a .~ bj .  f(xj) 
J 
where the values of  a i, bj and the points xi, xj can 13. 
e.g. be obtained by requiring that this formula be 
exact if f belongs to a certain class of  rational func- 
tions. The solution to this problem would give a 14. 
generalization of  the classical Gaussian quadrature 
formulas. 
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