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ON THE (p, q)-TYPE STRONG LAW OF LARGE NUMBERS FOR
SEQUENCES OF INDEPENDENT RANDOM VARIABLES
LEˆ VAˇN THA`NH
Abstract. Li, Qi, and Rosalsky (Trans. Amer. Math. Soc., 2016) intro-
duced a refinement of the Marcinkiewicz–Zygmund strong law of large num-
bers (SLLN), so-called the (p, q)-type SLLN, where 0 < p < 2 and q > 0. They
obtained sets of necessary and sufficient conditions for this new type SLLN for
two cases: 0 < p < 1, q > p, and 1 ≤ p < 2, q ≥ 1. This paper gives a com-
plete solution to open problems raised by Li, Qi, and Rosalsky by providing
the necessary and sufficient conditions for the (p, q)-type SLLN for the cases
where 0 < q ≤ p < 1 and 0 < q < 1 ≤ p < 2. We consider random variables
taking values in a real separable Banach space B, but the results are new even
when B is the real line. Furthermore, the conditions for a sequence of random
variables {Xn, n ≥ 1} satisfying the (p, q)-type SLLN are shown to provide an
exact characterization of stable type p Banach spaces.
1. Introduction and Main Results
Let {Xn, n ≥ 1} be a sequence of random variables defined on a probability space
(Ω,F ,P), and taking values in a real separable Banach space B with norm ‖ · ‖.
Let Fn = σ(X1, · · · , Xn), n ≥ 1. The sequence {Xn,Fn, n ≥ 1} is said to be a
quasimartingale (see, e.g., Pisier [21, p. 55]) if E(‖Xn‖) <∞ for all n ≥ 1, and
∞∑
n=1
E(‖E(Xn+1|Fn)−Xn‖) <∞.
If the random variables are independent with mean zero, then it is easy to see that
{(X1 + · · ·+Xn)/n
α,Fn, n ≥ 1}, α > 0, is a quasimartingale if and only if
∞∑
n=1
E (‖X1 + · · ·+Xn‖)
n1+α
<∞.
The study of limit theorems for random variables taking values in a Banach
space is usually linked to the notion of “type” of the space. We refer to Gine´ and
Zinn [5], Hoffmann-Jørgensen and Pisier [8], Kuelbs and Zinn [10], Ledoux and
Talagrand [12], Marcus and Woyczyn´ski [18], Pisier [20] for definitions, equivalent
characterizations, properties of a Banach space being of Rademacher type p or of
stable type p, 1 ≤ p ≤ 2.
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Assume that {X,Xn, n ≥ 1} is a sequence of independent identically distributed
(i.i.d.) B-valued random variables, and 1 ≤ p < 2. In order to answer ques-
tion “when is
{
(X1 + · · ·+Xn)/n
1/p,Fn, n ≥ 1
}
a quasimartingale?”, Henchner
[6], Hechner and Heinkel [7] proved the following striking result. Here and there-
after, lnx denotes the logarithm of a positive real number x to the base e = 2.7182....
Proposition 1.1 (Henchner [6], Hechner and Heinkel [7]). Let 1 ≤ p < 2 and
{X,Xn, n ≥ 1} be a sequence of i.i.d. mean zero B-valued random variables. Sup-
pose that the Banach space B is of stable type p. Then
(1.1)
∞∑
n=1
E (‖
∑n
k=1Xk‖)
n1+1/p
<∞
if and only if {
E (‖X‖ ln(1 + ‖X‖)) <∞ if p = 1,∫∞
0
P
1/p(‖X‖ > t)dt <∞ if 1 < p < 2.
Motivated by the above result, Li, Qi, and Rosalsky [14], [15] provided conditions
for
(1.2)
∞∑
n=1
1
n
E
(
‖
∑n
k=1Xk‖
n1/p
)q
<∞
for 0 < p < 2 and q > 0. Clearly, (1.2) implies that
(1.3)
∞∑
n=1
1
n
(
‖
∑n
k=1Xk‖
n1/p
)q
<∞ almost surely (a.s.).
Li, Qi, and Rosalsky [15] proved that if (1.3) holds, then
(1.4)
∑n
k=1Xk
n1/p
−→ 0 a.s.,
i.e., the sequence {X,Xn, n ≥ 1} obeys the Marcinkiewicz–Zygmund SLLN. It is
well know that if 1 ≤ p < 2 and B is of Rademacher type p, then (1.4) holds if and
only if E(‖X‖p) < ∞ and E(X) = 0 (see, e.g., de Acosta [2]). For the case where
0 < q < p < 2, Li, Qi, and Rosalsky [15, Theorem 3] proved that (1.3) implies∫∞
0 P
q/p(‖X‖q > t)dt <∞, which is stronger than E(‖X‖p) <∞. Precisely, Li, Qi,
and Rosalsky [15] proved the following result.
Proposition 1.2 (Li, Qi, and Rosalsky [15]). Let 0 < p < 2, q > 0, and let
{X,Xn, n ≥ 1} be a sequence of i.i.d. random variables taking values in a real
separable Banach space B. Then (1.2) is equivalent to (1.3) and
(1.5)


∫∞
0
P
q/p(‖X‖q > t)dt <∞ if q < p,
E (‖X‖p ln(1 + ‖X‖)) <∞ if q = p,
E (‖X‖q) <∞ if q > p.
Furthermore, each of (1.2) and (1.3) implies the Marcinkiewicz-Zygmund SLLN
(1.4). For 0 < q < p < 2, (1.2) and (1.3) are equivalent so that each of them
implies that (1.4) and (1.5) hold.
Motivated by the results in [7, 14, 15], Li, Qi, and Rosalsky [16] introduced an
interesting type of SLLN as follows:
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Definition 1.3 (Li, Qi, and Rosalsky [16]). Let 0 < p < 2, q > 0, and let
{X,Xn, n ≥ 1} be a sequence of i.i.d. B-random variables. We say that X sat-
isfies the (p, q)-type SLLN (and write X ∈ SLLN(p, q)) if (1.3) holds.
Li, Qi, and Rosalsky [16] obtained sets of necessary and sufficient conditions
for X ∈ SLLN(p, q) for two cases: 0 < p < 1, q > p and 1 ≤ p < 2, q ≥ 1 ([16,
Theorems 2.1, 2.2 and 2.3]). For other cases, necessary and sufficient conditions
for X ∈ SLLN(p, q) remain open problems even when B = R as noted by Li, Qi,
and Rosalsky [16, p. 541]. In this note, we give a complete solution to these open
problems by providing the necessary and sufficient conditions for the (p, q)-type
SLLN for the remaining cases: 0 < q ≤ p < 1 and 0 < q < 1 ≤ p < 2. Our main
results for the real-valued random variable case can be summarized in the following
theorem. In this paper, the indicator function of a set A will be denoted by 1(A).
Theorem 1.4. Let 0 < p < 2 and q > 0. Let {Xn, n ≥ 1} be a sequence of
independent copies of a real-valued random variable X, and un the quantile of order
1− 1/n of |X |, n ≥ 1. The following two statements are equivalent:
(i) X ∈ SLLN(p, q).
(ii)


∫∞
0
P
q/p(|X |q > t)dt <∞ if 0 < q < p < 1,
E(|X |p) <∞ and
∑∞
n=1
E (|X |p1(min{upn, n} < |X |
p ≤ n))
n
<∞ if 0 < q = p < 1,
E(X) = 0 and
∫∞
0
P
q/p(|X |q > t)dt <∞ if 0 < q < 1 ≤ p < 2.
The following two statements are equivalent:
(iii)
∑∞
n=1
1
n
E
(
|
∑n
i=1Xi|
n1/p
)q
<∞.
(iv)


∫∞
0
P
q/p(|X |q > t)dt <∞ if 0 < q < p < 1,
E (|X |p ln(1 + |X |)) <∞ if 0 < q = p < 1,
E(X) = 0 and
∫∞
0
P
q/p(|X |q > t)dt <∞ if 0 < q < 1 ≤ p < 2.
Versions of the above results in the Banach space setting are also given, and,
especially, the conditions for the sequence {Xn, n ≥ 1} satisfying the (p, q)-type
SLLN are shown to provide an exact characterization of stable type p Banach
spaces. The latter result was not discovered by Li, Qi, and Rosalsky [16] even
for the case 1 ≤ p < 2, q ≥ 1. The results are obtained by developing some
techniques in Hechner and Heinkel [7], and in Li, Qi, and Rosalsky [14, 15, 16],
and by using some results regarding the notion of complete convergence in mean of
order p developed by Rosalsky, Thanh, and Volodin [22].
In the rest of paper, we always consider random variables that taking values in
a real separable Banach space B if no further clarification is needed. For a random
variable X and for each n ≥ 1, un denotes the quantile of order 1 − 1/n of ‖X‖,
i.e.,
un = inf
{
t : P(‖X‖ ≤ t) > 1−
1
n
}
= inf
{
t : P(‖X‖ > t) <
1
n
}
.
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We now present Banach space versions of Theorem 1.4. Theorem 1.5 provides
the necessary and sufficient conditions for X ∈ SLLN(p, q) for the case where 0 <
q ≤ p < 1, while Theorem 1.7 deals with the case where 0 < q < 1 ≤ p < 2.
Theorem 1.5. Let 0 < q ≤ p < 1 and {X,Xn, n ≥ 1} be a sequence of i.i.d.
random variables. Then
(1.6) X ∈ SLLN(p, q)
if and only if
(1.7)


∫∞
0
P
q/p(‖X‖q > t)dt <∞ if q < p,
E(‖X‖p) <∞ and∑∞
n=1
E (‖X‖p1(min{upn, n} < ‖X‖
p ≤ n))
n
<∞ if q = p.
Remark 1.6. We make some comments on Theorem 1.5 as follows.
(i) As noted by Li, Qi, and Rosalsky [15], if X ∈ SLLN(p, q) for some q > 0, then
X ∈ SLLN(p, q1) for all q1 > q. By Theorem 1.5 we will show that, for 0 < p < 1,
there exists a random variable X such that X ∈ SLLN(p, p) but X /∈ SLLN(p, q)
for all 0 < q < p (see Example 4.3 in Section 4).
(ii) For the case where q = p, each of two conditions E(‖X‖p) <∞ and
∞∑
n=1
E (‖X‖p1(min{upn, n} < ‖X‖
p ≤ n))
n
<∞
does not imply each other (see Examples 4.4 and 4.5 in Section 4).
Theorem 1.7. Let 0 < q < 1 ≤ p < 2 and {X,Xn, n ≥ 1} be a sequence of i.i.d.
random variables taking values in a separable Banach space B. If B is of stable
type p, then
(1.8) X ∈ SLLN(p, q)
if and only if
(1.9) E(X) = 0 and
∫ ∞
0
P
q/p(‖X‖q > t)dt <∞.
Li, Qi, and Rosalsky [16] also provided necessary and sufficient conditions for
(1.10)
∞∑
n=1
1
n
E
(
‖
∑n
k=1Xk‖
n1/p
)q
<∞
for the case where 0 < p < 1, q > p and for the case where 1 ≤ p < 2, q ≥ 1 (see [16,
Theorem 2.1 and Corollaries 2.2 and 2.3]). From Theorems 1.5 and 1.7, we have
the following corollary.
Corollary 1.8. Let {X,Xn, n ≥ 1} be a sequence of i.i.d. random variables taking
values in a separable Banach space B.
(i) If 0 < q ≤ p < 1, then (1.10) is equivalent to
(1.11)
{∫∞
0 P
q/p(‖X‖q > t)dt <∞ if q < p,
E (‖X‖p ln(1 + ‖X‖)) <∞ if q = p.
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(ii) If 0 < q < 1 ≤ p < 2, and B is of stable type p, then (1.10) is equivalent to
(1.12) E(X) = 0 and
∫ ∞
0
P
q/p(‖X‖q > t)dt <∞.
By combining Theorems 1.5 and 1.7, and Corollary 1.8, we obtain Theorem 1.4.
Characterizations of SLLN in Banach spaces was proved by Hoffmann-Jørgensen
and Pisier [8], de Acosta [2], and Mikosch and Norvaiˇsa [19]. Ledoux and Talagrand
[11], and more recently, Einmahl and Li [3] discovered characterizations of the law
of the iterated logarithm for Banach-valued random variables. Our Theorems 1.5
and 1.7, Corollary 1.8, and the findings by Li, Qi, and Rosalsky [16], and Hechner
and Heinkel [7] complete a picture of characterizations of the (p, q)-type SLLN in
Banach spaces, as well as characterizations of
∞∑
n=1
1
n
E
(
‖
∑n
k=1Xk‖
n1/p
)q
<∞, 0 < p < 2, q > 0.
The rest of the paper is organized as follows. In Section 2, we prove that the
(p, q)-type SLLN implies the Marcinkiewicz–Zygmund SLLN without assuming that
the random variables are identically distributed. This result allows us to provide an
exact characterization of stable type p Banach spaces through the (p, q)-type SLLN,
which we present and prove in Section 3. In Section 4, we will prove Theorems 1.5,
1.7, and Corollary 1.8. Finally, the paper is concluded with further remarks in
Section 5.
2. The (p, q)-type SLLN implies the Marcinkiewicz–Zygmund SLLN
A sequence of random variables {Xn, n ≥ 1} is said to be stochastically domi-
nated by a random variable X if
(2.1) sup
n≥1
P(‖Xn‖ > t) ≤ P(‖X‖ > t), t ≥ 0.
It is well known that for a sequence of independent mean zero random variables
{Xn, n ≥ 1} taking values in a real separable stable type p Banach space B, 1 ≤
p < 2, the condition that {Xn, n ≥ 1} are stochastically dominated by a random
variable X with E(‖X‖p) <∞ implies the Marcinkiewicz–Zygmund SLLN, i.e.,
lim
n→∞
∑n
i=1Xi
n1/p
= 0 a.s.
However, this is no longer true if B is of Rademacher type p only. To see this, let
1 ≤ p < 2, and ℓp denote the real separable Rademacher type p Banach space of
absolute pth power summable real sequences v = {vi, i ≥ 1} with norm
‖v‖ =
(
∞∑
i=1
|vi|
p
)1/p
,
and define a sequence {Vn, n ≥ 1} of independent random variables in ℓp by requir-
ing the {Vn, n ≥ 1} to be independent with
P(Vn = −v
(n)) = P(Vn = v
(n)) =
1
2
, n ≥ 1,
where for n ≥ 1, v(n) is the element of ℓp having 1 in its n
th position and 0
elsewhere. Then the sequence {Vn, n ≥ 1} is stochastically dominated by V1 with
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E(‖V1‖)
p = 1. However, {Vn, n ≥ 1} does not obey the Marcinkiewicz–Zygmund
SLLN since for all n ≥ 1,
‖
∑n
i=1 Vi‖
n1/p
= 1.
In this section, we will prove that for 1 ≤ p < 2, q > 0, and for a sequence of
independent mean zero random variables {Xn, n ≥ 1} which is stochastically dom-
inated by a random variable X with E(‖X‖p) < ∞, the (p, q)-type SLLN implies
the Marcinkiewicz–Zygmund SLLN. Li, Qi, and Rosalsky [15, Lemma 3] proved
this result for i.i.d. random variables {X,Xn, n ≥ 1} by using a generalization of
Ottavianis inequality developed by Li and Rosalsky [13] and the strong stationary
property of the sequence {Xn, n ≥ 1} without assuming that E(‖X‖
p) < ∞. In
our setting, {Xn, n ≥ 1} is no longer stationary. The method we present here is
completely different from that of Li, Qi, and Rosalsky [15, Lemma 3]. We involve
a symmetrization argument and some techniques regarding the notion of complete
convergence in mean of order p developed by Rosalsky, Thanh, and Volodin [22].
The result of this section will be used to show that the conditions for the sequence
{Xn, n ≥ 1} satisfying the (p, q)-type SLLN in Theorem 1.7 are shown to provide
an exact characterization of stable type p Banach spaces.
Firstly, we will need the following two lemmas. The first lemma is a simple
modification of Theorems 1 and 2 of Etemadi [4].
Lemma 2.1. Let α > 0, and let {Xn, n ≥ 1} be a sequence of independent random
variables. Then
(2.2) lim
n→∞
∑n
i=1Xi
nα
= 0 a.s.
if and only if
(2.3)
∞∑
n=1
1
n
P
(∥∥∥∥∥
2n∑
i=n+1
Xi
∥∥∥∥∥ > nαε
)
<∞ for all ε > 0
and
(2.4) lim
n→∞
∑n
i=1Xi
nα
= 0 in probability.
If we assume further that {Xn, n ≥ 1} are symmetric random variables, then (2.2)
and (2.3) are equivalent.
Proof. The proof of the first part is the same as that of Theorem 2 of Etemadi [4].
The proof of the last part is the same as that of Theorem 1 of Etemadi [4]. 
The next lemma shows that for independent (not necessary identically dis-
tributed) random variables {X,Xn, n ≥ 1}, (1.10) implies a SLLN. When α = 1
and 1 ≤ q ≤ 2, Lemma 2.2 is Theorem 3 of Rosalsky, Thanh, and Volodin [22]. The
double sum version of Theorem 3 of Rosalsky, Thanh, and Volodin [22] was proved
in [23].
Lemma 2.2. Let α > 0, q ≥ 1, and let {Xn.n ≥ 1} be a sequence of independent
mean zero random variables. If
(2.5)
∞∑
n=1
1
n
E
(
‖
∑n
k=1Xk‖
nα
)q
<∞,
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then
(2.6)
∑n
i=1Xi
nα
Lq
−→ 0, and
∑n
i=1Xi
nα
a.s.
−→ 0.
Proof. For n ≥ 1, set
Sn =
n∑
i=1
Xi.
Then {E‖Sn‖
q, n ≥ 1} is a non-decreasing sequence (see, e.g., [22, Lemma 2]).
Therefore, by applying (2.5), we have
E
(∥∥∥∥Snnα
∥∥∥∥
q)
≤ αq
∞∑
m=n
1
m1+αq
E (‖Sn‖
q)
≤ αq
∞∑
m=n
1
m1+αq
E (‖Sm‖
q)→ 0 as n→∞
(2.7)
thereby proving the first half of (2.6). Moreover, it follows from (2.5) and Markov’s
inequality that for arbitrary ε > 0
∞∑
n=1
1
n
P
(∥∥∥∥∥
2n∑
i=n+1
Xi
∥∥∥∥∥ > nαε
)
≤
(
2
ε
)q( ∞∑
n=1
1
n
E
(∥∥∥∥S2nnα
∥∥∥∥
q)
+
∞∑
n=1
1
n
E
(∥∥∥∥Snnα
∥∥∥∥
q))
<∞.
(2.8)
The second hafl of (2.6) then follows from the first part of Lemma 2.1, (2.8), and
the first part of (2.6). 
The main result of this Section is the following proposition.
Proposition 2.3. Let 1 ≤ p < 2 and q > 0, and let {Xn, n ≥ 1} be a sequence
of independent mean zero random variables which is stochastically dominated by
a random variable X with E(‖X‖p) < ∞. We assume further that the random
variables {Xn, n ≥ 1} are symmetric when 0 < q < 1. If
(2.9)
∞∑
n=1
1
n
(
‖Sn‖
n1/p
)q
<∞ a.s.,
then
(2.10) lim
n→∞
Sn
n1/p
= 0 a.s.
Proof. Set
Yn = Xn1(‖Xn‖
p ≤ n), S(1)n =
n∑
i=1
Yi, n ≥ 1.
Since E(‖X‖p) < ∞ and the sequence {Xn, n ≥ 1} is stochastically dominated by
X ,
(2.11)
∞∑
n=1
P(‖Xn‖
p > n) ≤
∞∑
n=1
P(‖X‖p > n) <∞.
By the Borel–Cantelli lemma, it follows from (2.11) that
(2.12) P(‖Xn‖
p > n i.o. (n)) = 0.
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Combining (2.9) and (2.12), we have
(2.13)
∞∑
n=1
1
n
(
‖S
(1)
n ‖
n1/p
)q
<∞ a.s.
To prove (2.10), recalling (2.12), it suffices to show that
(2.14) lim
n→∞
S
(1)
n
n1/p
= 0 a.s.
For n ≥ 1, set
an =
1
n1+q/p
, bn =
∞∑
k=n
ak.
Then
(2.15) E
(
sup
n≥1
bn‖Yn‖
q
)
≤ E
(
sup
n≥1
(
1 +
p
q
)
‖Yn‖
q
nq/p
)
≤ 1 +
q
p
.
Firstly, we consider the case where 0 < q < 1. Since {Xn, n ≥ 1} are symmetric
random variables, {Yn, n ≥ 1} are also symmetric. By applying inequality (11) in
Theorem 7 of Li, Qi, and Rosalsky [15], we conclude from (2.13) and (2.15) that
(2.16)
∞∑
n=1
1
n
E
(
‖S
(1)
n ‖
n1/p
)q
<∞.
It follows from (2.16) and Markov’s inequality that for arbitrary ε > 0
∞∑
n=1
1
n
P
(∥∥∥∥∥
2n∑
i=n+1
Yi
∥∥∥∥∥ > n1/pε
)
≤
(
2
ε
)q( ∞∑
n=1
1
n
E
(∥∥∥∥∥S
(1)
2n
n1/p
∥∥∥∥∥
q)
+
∞∑
n=1
1
n
E
(∥∥∥∥∥ S
(1)
n
n1/p
∥∥∥∥∥
q))
<∞.
(2.17)
The conclusion (2.14) then follows from the last part of Lemma 2.1.
Next, we consider the case where q ≥ 1. Let
{
X
′
, X
′
n, n ≥ 1
}
be an independent
copy of {X,Xn, n ≥ 1} . For n ≥ 1, set
Vn = Yn −X
′
n1(‖X
′
n‖
p ≤ n),
and
Sˆ(1)n =
n∑
i=1
Vi.
By (2.13), we have
(2.18)
∞∑
n=1
1
n
(
‖Sˆ
(1)
n ‖
n1/p
)q
<∞ a.s.
Similar to the proof of (2.16), (2.18) leads to
(2.19)
∞∑
n=1
1
n
E
(
‖Sˆ
(1)
n ‖
n1/p
)q
<∞.
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By Lemma 4 of Li, Qi, and Rosalsky [15], under (2.18), (2.19) is equivalent to
(2.20)
∞∑
n=1
1
n
E
(
‖S
(1)
n ‖
n1/p
)q
<∞.
This implies
(2.21)
∞∑
n=1
1
n
E
(
‖
∑n
i=1(Yi − E(Yi))‖
n1/p
)q
≤ 2q−1
∞∑
n=1
1
n
E
(
‖S
(1)
n ‖
n1/p
)q
<∞.
By Lemma 2.2, we have from (2.21) that
(2.22)
∑n
i=1(Yi − E(Yi))
n1/p
→ 0 a.s.
Since E(Xn) = 0 and {Xn, n ≥ 1} is stochastically dominated byX with E(‖X‖
p) <
∞, it is routine to prove that
(2.23) lim
n→∞
∥∥∥∥
∑n
i=1 E(Yi)
n1/p
∥∥∥∥ ≤ limn→∞
∑n
i=1 E (‖X‖1(‖X‖
p > i))
n1/p
= 0.
Combining (2.22) and (2.23), we obtain (2.14). 
3. Characterizations of stable type p Banach spaces
This section shows that for the sufficiency part of Theorem 1.7, we can relax the
identically distributed condition of the random variables {Xn, n ≥ 1}. Furthermore,
the conditions for the sequence {Xn, n ≥ 1} satisfying the (p, q)-type SLLN are
shown to provide an exact characterization of stable type p Banach spaces.
Theorem 3.1. Let 0 < q < 1 ≤ p < 2 and let B be a separable Banach space.
Then the following statements are equivalent.
(i) B is of stable type p.
(ii) For every sequence {Xn, n ≥ 1} of independent mean zero B-valued random
variables which is stochastically dominated by a random variable X, the
condition
(3.1)
∫ ∞
0
P
q/p(‖X‖q > t)dt <∞
implies
(3.2)
∞∑
n=1
1
n
(
‖Sn‖
n1/p
)q
<∞ a.s.
To prove Theorem 3.1, we first present some preliminaries. Let {Xk, 1 ≤ k ≤ n}
be n independent real-valued random variables and {X∗k , 1 ≤ k ≤ n} the nonin-
creasing rearrangement of the sequence {|Xk|, 1 ≤ k ≤ n}. Then the Marcus–Pisier
inequality [17] (see also Pisier [20, Lemma 4.11]) asserts that for all r ≥ 1,
(3.3) P
(
sup
1≤k≤n
k1/rX∗k > u
)
≤
2e
ur
sup
t>0
(
tr
n∑
k=1
P(|Xk| > t)
)
for all u > 0.
When q = 1, the following lemma is Lemma 1 of Hechner and Heinkel [7]. Li,
Qi, and Rosalsky [16] generalized Lemma 1 of Hechner and Heinkel [7] for the case
where 1 ≤ q < r < 2 (see Lemma 3.1 Li, Qi, and Rosalsky [16]). Lemma 3.2 shows
that their results also hold when 0 < q ≤ 1 < r < 2.
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Lemma 3.2. Let 0 < q ≤ 1 < r < 2 and let B be a Banach space of stable type r.
Then there exists a constant C(q, r) > 0 depending only on q and r such that, for
every finite sequence {Xk, 1 ≤ k ≤ n} of independent B-valued random variables
with max1≤k≤n E(‖Xk‖
q) <∞,
(3.4) E
(∥∥∥∥∥
n∑
k=1
(Xk − EXk)
∥∥∥∥∥
q)
≤ C(q, r)
(
sup
t>0
tr/q
n∑
k=1
P(‖Xk‖
q > t)
)q/r
.
Proof. Since 0 < q ≤ 1 < r < 2, we have
E
(∥∥∥∥∥
n∑
k=1
(Xk − EXk)
∥∥∥∥∥
q)
≤
(
E
∥∥∥∥∥
n∑
k=1
(Xk − EXk)
∥∥∥∥∥
)q
≤

C(r)
(
sup
t>0
tr
n∑
k=1
P(‖Xk‖ > t)
)1/r
q
= (C(r))q
(
sup
t>0
tr
n∑
k=1
P(‖Xk‖ > t)
)q/r
:= C(q, r)
(
sup
t>0
tr/q
n∑
k=1
P(‖Xk‖
q > t)
)q/r
,
(3.5)
where we have applied Liapunov’s inequality in the first inequality and Lemma 1
of Hechner and Heinkel [7] in the second inequality. This completes the proof of
Lemma 3.2. 
The following result is a variation of Lemma 3.2 for the case where 0 < q < r < 1.
Lemma 3.3. Let 0 < q < r < 1. Then for every finite sequence {Xk, 1 ≤ k ≤ n}
of independent random variables with max1≤k≤n E (‖Xk‖
q) <∞,
(3.6) E
(∥∥∥∥∥
n∑
k=1
Xk
∥∥∥∥∥
q)
≤ C1(q, r)
(
sup
t>0
tr/q
n∑
k=1
P(‖Xk‖
q > t)
)q/r
,
where
C1(q, r) =
(
1
1− r
)q (
1 +
2qe
r − q
)
.
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Proof. Let {‖Xk‖
∗, 1 ≤ k ≤ n} be the nonincreasing rearrangement of {‖Xk‖, 1 ≤
k ≤ n}. Since 0 < q < r < 1,
E
(∥∥∥∥∥
n∑
k=1
Xk
∥∥∥∥∥
q)
≤ E
(
n∑
k=1
‖Xk‖
)q
= E
(
n∑
k=1
(
k1/r‖Xk‖
∗
)
k−1/r
)q
≤ E
(
sup
1≤k≤n
(
kq/r(‖Xk‖
∗)q
)( n∑
k=1
k−1/r
)q)
= E
(
sup
1≤k≤n
(
kq/r(‖Xk‖
q)∗
)( n∑
k=1
k−1/r
)q)
≤
(
1
1− r
)q
E
(
sup
1≤k≤n
(
kq/r(‖Xk‖
q)∗
))
=
(
1
1− r
)q ∫ ∞
0
P
(
sup
1≤k≤n
(
kq/r(‖Xk‖
q)∗
)
> u
)
du.
(3.7)
Let ∆ = supt>0 t
r/q
∑n
k=1 P (‖Xk‖
q > t). Applying (3.3), we have∫ ∞
0
P
(
sup
1≤k≤n
(
kq/r(‖Xk‖
q)∗
)
> u
)
du
=
(∫ ∆q/r
0
+
∫ ∞
∆q/r
)
P
(
sup
1≤k≤n
(
kq/r(‖Xk‖
q)∗
)
> u
)
du
≤ ∆q/r + 2e
∫ ∞
∆q/r
∆
ur/q
du
=
(
1 +
2qe
r − q
)
∆q/r .
(3.8)
Combining (3.7) and (3.8), we obtain (3.6). 
Motivated by Lemma 3.4 of Li, Qi, and Rosalsky [16] which considered the case
where 1 ≤ q ≤ p < 2 and i.i.d. random variables, we have the following lemma.
Lemma 3.4. Let 0 < q ≤ p < 2, and let {Xn} be a sequence of independent B-
valued random variables. Suppose that {Xn, n ≥ 1} is stochastically dominated by
a random variable X satisfying
(3.9)
∫ ∞
0
P
q/p (‖X‖q > t) dt <∞
For each n ≥ 1, let the quantile un of order 1− 1/n of ‖X‖ be defined as in Section
1, and set
Yn,k = Xk1(‖Xk‖
p ≤ un), Zn,k = Xk1(‖Xk‖
p ≤ n),
Un,k =
k∑
i=1
Zn,i, U
(1)
n,k =
k∑
i=1
Yn,i, U
(2)
n,k = Un,k − U
(1)
n,k.
Then the following statements holds.
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(i) If 0 < p < 1, then
(3.10)
∞∑
n=1
E
(
‖U
(1)
n,n‖q
)
n1+q/p
<∞.
(ii) If 1 ≤ p < 2 and B is of stable type p, then
(3.11)
∞∑
n=1
E
(
‖U
(1)
n,n − EU
(1)
n,n‖q
)
n1+q/p
<∞.
In particular, if E(‖X‖p) <∞, then the following statements holds.
(iii) If 0 < p < 1, then
(3.12)
∞∑
n=1
E
(
‖U
(1)
n,n‖p
)
n2
<∞.
(iv) If 1 ≤ p < 2 and B is of stable type p, then
(3.13)
∞∑
n=1
E
(
‖U
(1)
n,n − EU
(1)
n,n‖p
)
n2
<∞.
Proof. Firstly, we consider the case where 0 < q ≤ p < 1. Let p < r < 1, and
C1(q, r) be as in Lemma 3.3. By applying Lemma 3.3, we obtain
E
(∥∥∥U (1)n,n∥∥∥q) ≤ C1(q, r)
(
sup
t>0
tr/q
n∑
k=1
P(‖Xk‖
qI{‖Xk‖ ≤ un} > t)
)q/r
= C1(q, r)
(
sup
0≤t≤uqn
tr/q
n∑
k=1
P(‖Xk‖
qI{‖Xk‖ ≤ un} > t)
)q/r
≤ C1(q, r)
(
n sup
0≤t≤uqn
tr/qP(‖X‖q > t)
)q/r
= C1(q, r)
(
n sup
0≤t≤uqn
(∫ t
0
P
q/r(‖X‖q > t)dx
)r/q)q/r
≤ C1(q, r)
(
n sup
0≤t≤uqn
(∫ t
0
P
q/r(‖X‖q > x)dx
)r/q)q/r
= C1(q, r)n
q/r
∫ uqn
0
P
q/r(‖X‖q > x)dx
= C1(q, r)n
q/r
n∑
k=1
∫ uqk
uqk−1
P
q/r(‖X‖q > x)dx.
(3.14)
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For k ≥ 1 and uqk−1 ≤ x < u
q
k, we have P(‖X‖
q > x) ≥ 1/k. It thus follows from
(3.14) that
∞∑
n=1
E
(
‖U
(1)
n,n‖q
)
n1+q/p
≤ C1(q, r)
∞∑
n=1
1
n1+q/p−q/r
n∑
k=1
∫ uqk
uqk−1
P
q/r(‖X‖q > x)dx
= C1(q, r)
∞∑
k=1
(∫ uqk
uqk−1
P
q/r(‖X‖q > x)dx
)(
∞∑
n=k
1
n1+q/p−q/r
)
≤
(
1 +
pr
q(r − p)
)
C1(q, r)
∞∑
k=1
1
kq/p−q/r
∫ uqk
uqk−1
P
q/r(‖X‖q > x)dx
≤
(
1 +
pr
q(r − p)
)
C1(q, r)
∞∑
k=1
∫ uqk
uqk−1
P
q/p(‖X‖q > x)dx
=
(
1 +
pr
q(r − p)
)
C1(q, r)
∫ ∞
0
P
q/p(‖X‖q > x)dx <∞
thereby proving (3.10) for the case where 0 < q ≤ p < 1.
For the case where 1 ≤ q ≤ p < 2, Li, Qi, and Rosalsky [16] proved (3.10)
under stronger assumption that {X,Xn, n ≥ 1} are identically distributed random
variables (see [16, Lemma 3.4]). When the sequence {Xn, n ≥ 1} is stochastically
dominated byX , their proof will be unchanged except for some simple modifications
and therefore we conclude that Lemma 3.4 holds for the case where 1 ≤ q ≤ p < 2.
Next, we consider the case where 0 < q < 1 ≤ p < 2. Li, Qi, and Rosalsky [16]
proved their Lemma 3.4 ([16, p. 548]) by applying (3.4) for 1 ≤ q < r < 2. In our
Lemma 3.2, we have showed that (3.4) holds for the case where 0 < q < 1 < r < 2.
Then by using the same argument as in the proof of Lemma 3.4 of Li, Qi, and
Rosalsky [16], we obtain (3.10) for the case where 0 < q < 1 ≤ p < 2.
Finally, by taking q = p, (3.9) holds if and only if E(‖X‖p) < ∞, and (3.10)
coincides with (3.12), (3.11) coincides with (3.13). Therefore, the last part of the
lemma follows from the first part. This completes the proof. 
Proof of Theorem 3.1. Firstly, we verify the implication (i)⇒(ii). For each n ≥ 1,
let the quantile un of order 1− 1/n of ‖X‖ be defined as in Section 1, and set for
1 ≤ k ≤ n,
Yn,k = Xk1(‖Xk‖
p ≤ un), U
(1)
n,k =
k∑
i=1
Yn,i.
By following the proof of Lemma 3.3 of Li, Qi, and Rosalsky [16] and noting that
every real separable Banach space is of Rademacher type q for 0 < q ≤ 1, we have
(3.15)
∞∑
n=1
E
(∥∥∥(Sn − U (1)n,n)− E(Sn − U (1)n,n)∥∥∥q)
n1+q/p
<∞.
By (3.11), we have
(3.16)
∞∑
n=1
E
(∥∥∥U (1)n,n − EU (1)n,n∥∥∥q)
n1+q/p
<∞.
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Combining (3.15) and (3.16) and noting that E(Sn) = 0, we obtain
∞∑
n=1
E(‖Sn‖
q)
n1+q/p
<∞
which yields (3.2).
We will now prove the implication (ii)⇒(i). Let {εk, k ≥ 1} be a Rademacher
sequence and let {xk, k ≥ 1} be a sequence of elements in B such that
(3.17) X := sup
k≥1
‖xk‖ <∞.
By Theorem V.9.3 in [24], (i) holds if we show that
(3.18) lim
n→∞
1
n1/p
n∑
k=1
xkεk = 0 a.s.
Set
Xk = xkεk, k ≥ 1.
Then {Xk, k ≥ 1} is a sequence of independent symmetric B-valued random vari-
ables, stochastically dominated by X . Since X is bounded, (3.1) holds. Therefore,
by (ii), we have
(3.19)
∞∑
n=1
1
n
(
‖
∑n
k=1Xk‖
n1/p
)q
<∞ a.s.
By applying Proposition 2.3, we obtain (3.18). 
Now, we consider the case where q ≥ 1 and 1 ≤ p < 2. Li, Qi, and Rosalsky [16]
provided set of necessary and sufficient conditions for the (p, q)-SLLN. Theorem 2.2
of Li, Qi, and Rosalsky [16] is as follows.
Proposition 3.5 (Theorem 2.2 of [16]). Let 1 < p < 2, q ≥ 1, and let {X,Xn, n ≥ 1}
be a sequence of i.i.d. random variables taking values in a real separable stable type
p Banach space B. Then X ∈ SLLN(p, q) if and only if E(X) = 0 and
(3.20)


∫∞
0
P
q/p(‖X‖q > t)dt <∞ if q < p,
E(‖X‖p) <∞,
∑∞
n=1
∫ n
min{upn,n}
P(‖X‖p > t)dt
n
<∞ if q = p,
E(‖X‖p) <∞ if q > p.
Similar to Theorem 3.1, the following theorem is a complement of Proposition
3.5 (i.e., Theorem 2.2 of Li, Qi, and Rosalsky [16]).
Theorem 3.6. Let 1 < p < 2, q ≥ 1, and let B be a real separable Banach space.
Then the following statements are equivalent.
(i) B is of stable type p.
(ii) For every sequence {Xn, n ≥ 1} of independent mean zero B-valued ran-
dom variables which is stochastically dominated by a random variable X,
condition (3.20) implies
∞∑
n=1
1
n
(
‖Sn‖
n1/p
)q
<∞ a.s.
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Proof. The proof of the implication (ii)⇒(i) is exactly the same as that of Theorem
3.1. The proof of the implication (i)⇒(ii) is similar to that of the sufficient part of
Theorem 2.2 of Li, Qi and Rosalsky [16] with some simple changes. We omit the
details. 
Similarly, we have the following theorem for the case where p = 1. It is a
complement of Theorem 2.3 of Li, Qi, and Rosalsky [16].
Theorem 3.7. Let q ≥ 1, and let B be a real separable Banach space. Then the
following statements are equivalent.
(i) B is of stable type 1.
(ii) For every sequence {Xn, n ≥ 1} of independent mean zero B-valued random
variables which is stochastically dominated by a random variable X, the
conditions
E(‖X‖) <∞,
∞∑
n=1
1
n2
(
n∑
i=1
‖E(Xi1(‖Xi‖ ≤ n))‖
q
)
<∞,
and
∞∑
n=1
1({q = 1})
∫ n
min{un,n}
P(‖X‖ > t)dt
n
<∞
implies
(3.21)
∞∑
n=1
1
n
(
‖Sn‖
n
)q
<∞ a.s.
(iii) For every sequence {Xn, n ≥ 1} of independent symmetric B-valued random
variables which is stochastically dominated by a random variable X, the
conditions E(‖X‖) <∞ and
∞∑
n=1
1({q = 1})
∫ n
min{un,n}
P(‖X‖ > t)dt
n
<∞
implies (3.21).
4. Proof of the main results
In this section, we will prove Theorems 1.5 and 1.7. The following lemma is
proved by Li, Qi, and Rosalsky [14, Lemma 5.4] for the case K = 1. Its proof is
similar to that of Lemma 5.4 of Li, Qi, and Rosalsky [14].
Lemma 4.1. Let Y1, ..., Yn be i.i.d. nonnegative real-valued random variables such
that
(4.1) P(Y1 > 0) ≤
K
n
for some constant K ≥ 1.
Then
(4.2) E
(
max
1≤k≤n
Yk
)
≥
n
2K
E(Y1).
Proof. For all t ≥ 0, we have
P
(
max
1≤k≤n
Yk > t
)
= 1− (1− P (Y1 ≤ t))
n
≥ 1− e−nP(Y1>t).(4.3)
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Elementary calculus shows that
1− e−x ≥
x
2K
for all 0 ≤ x ≤ K.
It thus follows from (4.1) and (4.3) that
P
(
max
1≤k≤n
Yk > t
)
≥
n
2K
P(Y1 > t) for all t ≥ 0,
which implies (4.2). 
The following lemma is a special case of Lemma 3.2 of Li and Rosalsky [13]. This
useful result will be used in our symmetrization procedure.
Lemma 4.2. Let g : B → [0,∞] be a measurable even function such that for all
x, y ∈ B,
g(x+ y) ≤ β(g(x) + g(y)),
where β ≥ 1 is a constant, depending only on the function g. If V is a B-valued
random variable and Vˆ is a symmetrized version of V , then for all t ≥ 0, we have
that
P(g(V ) ≤ t)E(g(V )) ≤ E(g(Vˆ )) + βt.
Proof of Theorem 1.5 (Sufficiency). Firstly we consider the case where 0 < q <
p < 1. We will prove that
∞∑
n=1
1
n
E
(
‖Sn‖
n1/p
)q
<∞.(4.4)
For each n ≥ 1, let the quantile un of order 1− 1/n of ‖X‖ be defined as in Section
1. For n ≥ 1, 1 ≤ k ≤ n, set
Yn,k = Xk1(‖Xk‖
p ≤ un), Zn,k = Xk1(‖Xk‖
p ≤ n),
and
Un,k =
k∑
i=1
Zn,i, U
(1)
n,k =
k∑
i=1
Yn,i, U
(2)
n,k = Un,k − U
(1)
n,k.
By (3.10) in Lemma 3.4, (4.4) holds if we can show that
∞∑
n=1
1
n
E
(
‖Sn − U
(1)
n,n‖
n1/p
)q
<∞.(4.5)
Since 0 < q < 1, we have
E
(
‖Sn − U
(1)
n,n‖
q
)
≤ nE (‖X‖q1(‖X‖q > uqn))
= nuqnP(‖X‖
q > uqn) + n
∫ ∞
uqn
P(‖X‖q > t)dt
≤ uqn + n
∫ ∞
uqn
P(‖X‖q > t)dt.
(4.6)
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Noting that for n ≥ 1, uqn is the quantile of order 1− 1/n of ‖X‖
q. Letting u0 = 0,
it thus follows from (4.6) that
∞∑
n=1
1
n
E
(
‖Sn − U
(1)
n,n‖
n1/p
)q
≤
∞∑
n=1
uqn
n1+q/p
+
∞∑
n=1
1
nq/p
∫ ∞
uqn
P(‖X‖q > t)dt
≤
∞∑
n=1
1
n1+q/p
n∑
k=1
(uqk − u
q
k−1) +
∞∑
n=1
1
nq/p
∞∑
k=n
∫ uqk+1
uqk
P(‖X‖q > t)dt
=
∞∑
k=1
(uqk − u
q
k−1)
(
∞∑
n=k
1
n1+q/p
)
+
∞∑
k=1
∫ uqk+1
uqk
P(‖X‖q > t)dt
(
k∑
n=1
1
nq/p
)
≤
(
1 +
p
q
) ∞∑
k=1
1
kq/p
(uqk − u
q
k−1) +
p
p− q
∞∑
k=1
k1−q/p
∫ uqk+1
uq
k
P(‖X‖q > t)dt
≤
(
1 +
p
q
) ∞∑
k=1
∫ uqk
uqk−1
P
q/p(‖X‖q > t)dt+
p
p− q
∞∑
k=1
∫ uqk+1
uqk
P
q/p(‖X‖q > t)dt
≤
(
1 +
p
q
+
p
p− q
)∫ ∞
0
P
q/p(‖X‖q > t)dt <∞
thereby proving (4.5).
Now we consider the case where 0 < q = p < 1. Since E(‖X‖p) < ∞, it is easy
to see that
(4.7) lim
n→∞
un
n1/p
= 0,
and
(4.8)
∞∑
n=1
P(‖Xn‖
p > n) =
∞∑
n=1
P(‖X‖p > n) <∞.
From (4.7), we can assume that un < n
1/p for all n ≥ 1. We then write
Sn = U
(1)
n,n + U
(2)
n,n +
n∑
k=1
Xk1(‖Xk‖
p > n), n ≥ 1.
By the Borel-Cantelli lemma, it follows from (4.8) that
P(‖Xn‖
p > n i.o.(n)) = 0
and hence
P
(
max
1≤k≤n
‖Xk‖
p > n i.o.(n)
)
= 0.
We thus have
(4.9)
∞∑
n=1
1
n
(
‖
∑n
k=1Xk1(‖Xk‖
p > n)‖
n1/p
)p
<∞ a.s.
By using (4.9), (1.6) (with 0 < q = p < 1) holds if we can show that
∞∑
n=1
1
n
E
(
‖U
(1)
n,n‖
n1/p
)p
<∞,(4.10)
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and
∞∑
n=1
1
n
E
(
‖U
(2)
n,n‖
n1/p
)p
<∞.(4.11)
By (3.12) in Lemma 3.4, we have
∞∑
n=1
1
n2
E(‖U (1)n,n‖
p) <∞
which proving (4.10). Since 0 < p < 1, it follows from (1.7) (with p = q) that
∞∑
n=1
1
n2
E
(
‖U (2)n,n‖
p
)
=
∞∑
n=1
1
n2
E
(∥∥∥∥∥
n∑
k=1
Xk1
(
un < ‖Xk‖ ≤ n
1/p
)∥∥∥∥∥
p)
≤
∞∑
n=1
1
n
E
(
‖X‖
p
1
(
un < ‖X‖ ≤ n
1/p
))
<∞
which proving (4.11). 
Proof of Theorem 1.5 (Necessity). By Proposition 1.2, we only need to prove for
the case where 0 < q = p < 1. Also by applying Proposition 1.2, we have from
(1.6) that
lim
n→∞
Sn
n1/p
= 0 a.s.,
which ensures E(‖X‖p) <∞. Therefore, we only need to show that (1.6) implies
(4.12)
∞∑
n=1
E(‖X‖p1(upn < ‖X‖
p ≤ n))
n
<∞.
Since 0 < p < 1,
∞∑
n=1
1
n2
E
(∥∥∥∥∥Un,n −
n∑
k=1
Xk1(‖Xk‖
p ≤ k)
∥∥∥∥∥
p)
≤
∞∑
n=1
1
n2
n∑
k=1
E (‖Xk‖
p
1(k < ‖Xk‖
p ≤ n))
=
∞∑
n=1
1
n2
n∑
k=1
n∑
j=k+1
E (‖X‖
p
1(j − 1 < ‖X‖p ≤ j))
≤
∞∑
n=1
1
n2
n∑
j=1
jE (‖X‖p 1(j − 1 < ‖X‖p ≤ j))
=
∞∑
j=1
jE (‖X‖p 1(j − 1 < ‖X‖p ≤ j))

 ∞∑
n=j
1
n2


≤ 2
∞∑
j=1
E (‖X‖p 1(j − 1 < ‖X‖p ≤ j))
= 2E (‖X‖p) <∞.
(4.13)
Using the same argument of proof of (3.3) in [16, p. 556], we have
(4.14)
∞∑
n=1
E (‖
∑n
k=1Xk1(‖Xk‖
p ≤ k)‖p)
n2
<∞.
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Combining (4.13) and (4.14), we have
(4.15)
∞∑
n=1
E (‖Un,n‖
p
)
n2
<∞.
It follows from (4.15) and (3.12) of Lemma 3.4 that
∞∑
n=1
E
(
‖U
(2)
n,n‖p
)
n2
=
∞∑
n=1
E
(
‖Un,n − U
(1)
n,n‖p
)
n2
≤
∞∑
n=1
E (‖Un,n‖
p)
n2
+
∞∑
n=1
E
(
‖U
(1)
n,n‖p
)
n2
<∞.
(4.16)
Let
{
X
′
, X
′
n, n ≥ 1
}
be an independent copy of {X,Xn, n ≥ 1} . For n ≥ 1, 1 ≤
k ≤ n, set
Vn,k = Xk1(u
p
n < ‖Xk‖
p ≤ n)−X
′
k1(u
p
n < ‖X
′
k‖
p ≤ n), Uˆ
(2)
n,k =
k∑
j=1
Vn,j , Uˆ
(2)
n,0 = 0.
It follows from (4.16) that
(4.17)
∞∑
n=1
E
(
‖Uˆ
(2)
nn ‖p
)
n2
<∞.
For n ≥ 1, applying Le´vys inequality (see, e.g., [12, p. 47-48]) for independent
symmetric random variables {Vn,k, 1 ≤ k ≤ n}, we have
E
(
max
1≤k≤n
‖Vn,k‖
p
)
= E
(
max
1≤k≤n
∥∥∥Uˆ (2)n,k − Uˆ (2)n,(k−1)∥∥∥p
)
≤ 2E
(
max
1≤k≤n
∥∥∥Uˆ (2)n,k∥∥∥p
)
≤ 4E
(∥∥∥Uˆ (2)n,n∥∥∥p) .
(4.18)
Since
P(‖Vn,1‖
p > 0) ≤ P(‖X1‖ > un) + P(‖X
′
1‖ > un) <
2
n
,
by applying Lemma 4.1 with the constant K = 2, we obtain
(4.19) E(‖Vn,1‖
p) ≤
4
n
E
(
max
1≤k≤n
‖Vn,k‖
p
)
Combining (4.17)–(4.19), we have
(4.20)
∞∑
n=1
E(‖Vn,1‖
p)
n
≤
∞∑
n=1
16E
(
‖Uˆ
(2)
n,n‖p
)
n2
<∞.
We see that Vn1 is a symmetrized version ofX11(u
p
n < ‖X1‖
p ≤ n), n ≥ 1. Applying
Lemma 4.2 with t = 1/n and g(x) = ‖x‖p, x ∈ B, we have
(4.21)
P
(
‖X1‖
p1(upn < ‖X1‖
p ≤ n) ≤
1
n
)
E(‖X1‖
p1(upn < ‖X1‖
p ≤ n)) ≤ E(‖Vn,1‖
p)+
1
n
.
20 LEˆ VAˇN THA`NH
Since
1−
1
n
≤ P(‖X‖ ≤ un) ≤ P
(
‖X‖p1(upn < ‖X‖
p ≤ n) ≤
1
n
)
= P
(
‖X1‖
p1(upn < ‖X1‖
p ≤ n) ≤
1
n
)
for all n ≥ 1,
it follows from (4.21) that
(4.22)
(
1−
1
n
)
E(‖X‖p1(upn < ‖X‖
p ≤ n)) ≤ E(‖Vn1‖
p) +
1
n
, n ≥ 1.
Combining (4.20) and (4.22), we have
∞∑
n=2
1
2n
E(‖X‖p1(upn < ‖X‖
p ≤ n)) ≤
∞∑
n=2
1
n
(
1−
1
n
)
E(‖X‖p1(upn < ‖X‖
p ≤ n))
≤
∞∑
n=2
1
n
(
E (‖Vn,1‖
p) +
1
n
)
<∞
thereby completing the proof of (4.12). 
Proof of Theorem 1.7. Since 0 < q < 1 ≤ p < 2, the necessity follows immediately
from Proposition 1.2 and the fact that (1.4) implies E(X) = 0. The sufficiency
follows from the implication (i)⇒(ii) of Theorem 3.1 in Section 3. 
Proof of Corollary 1.8. Recalling Proposition 1.2, if 0 < q < p < 2, then (1.10) is
equivalent to X ∈ SLLN(p, q). Therefore, the case where 0 < q < p < 1 follows
from Theorem 1.5, and the case where 0 < q < 1 ≤ p < 2 follows from Theorem
1.7.
We now consider the case where 0 < q = p < 1. If (1.10) holds, then by applying
Proposition 1.2 again, we obtain (1.11) (with q = p). Conversely, if (1.11) (with
q = p) holds, then by following the proof of Lemma 5.6 of Li, Qi, and Rosalsky [14]
with ‖X‖p in the place of ‖X‖, we obtain
∞∑
n=1
E (‖X‖p1(min{upn, n} < ‖X‖
p ≤ n))
n
<∞.
Therefore, (1.7) (with q = p) holds, and by applying Theorem 1.5, we have X ∈
SLLN(p, p), i.e., (1.6) holds with q = p. The conclusion (1.10) then follows from
Proposition 1.2. 
We close this section by presenting three simple examples to illustrate Theorem
1.5, as mentioned in Remark 1.6. The first example shows that, for 0 < p < 1,
there exists a random variable X such that X ∈ SLLN(p, p) but X /∈ SLLN(p, q)
for all 0 < q < p.
Example 4.3. Let 0 < p < 1. For q > 0, let X be a real-valued random variable
such that its tail probability function is
P (X > t) = 1{t ≤ e}+
eq
tq(ln t)2p/q
1{t > e}, t ∈ R.
Then for all t > eq, we have
P (|X |q > t) = P(X > t1/q) =
eq
t(ln t1/q)2p/q
.
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Therefore ∫ ∞
0
P
q/p(|X |q > t)dt =∞ if q < p.
For q = p, elementary calculus also shows that
(4.23) E
(
|X |p ln1/2(1 + |X |p)
)
<∞.
The proof of Lemma 5.6 of Li, Qi, and Rosalsky [14] shows that, for any random
variable X , if
E
(
‖X‖ lnδ(1 + ‖X‖)
)
<∞ for some δ > 0,
then
∞∑
n=1
E (‖X‖1(min{un, n} < ‖X‖ ≤ n))
n
<∞.
It thus follows from (4.23) that (1.7) holds for q = p. By Theorem 1.5 we see that,
for this example, X ∈ SLLN(p, p) but X /∈ SLLN(p, q) for all 0 < q < p.
The next two examples show that each of the two conditions that appeared in
(1.7) (for the case where p = q) does not imply each other. Examples 4.4 and 4.5
are inspired by Examples 5.2 and 5.3 of Li, Qi, and Rosalsky [14], respectively.
Example 4.4. Let 0 < p < 1 and let X be a real-valued random variable such
that its tail probability function is
P (X > t) = 1{t ≤ ee}+
eep+1
tp(ln t)(ln ln t)2
1{t > ee}, t ∈ R.
Then E(|X |p) < ∞ and by the same calculation as in Lemma 5.2 of Li, Qi, and
Rosalsky [14], we have
∞∑
n=1
E (|X |p1(min{upn, n} < |X |
p ≤ n))
n
=∞.
Example 4.5. Let 0 < p < 1 and let X be a real-valued random variable such
that its tail probability function is
P (X > t) = 1{t ≤ 1}+
1
tp
1{t > 1}, t ∈ R.
Then E(|X |p) =∞ and
∞∑
n=1
E (|X |p1(min{upn, n} < |X |
p ≤ n))
n
= 0
since upn = n.
5. Further remarks
This work has been devoted to (p, q)-type SLLN and related results for one-
parameter processes. As noted by Khoshnevisan [9], “there are a number of com-
pelling reasons for studying random fields, one of which is that, if and when pos-
sible, multiparameter processes are a natural extension of existing one-parameter
processes”. Some of the tools used in this paper such as the generalization of Ot-
tavianis inequality developed by Li and Rosalsky [13] or Lemma 2.2 are available
for multiparameter processes (see [1, 23]), but it is unclear whether the methods of
this paper can be pushed through.
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