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Abstract
Magnetic resonance imaging (MRI) is a non-invasive technique used to produce high-
quality images of the interior of the human body. Compared to other imaging modalities,
however, MRI requires a relatively long data acquisition time to form an image. Patients of-
ten have difficulty staying still during this period. This is problematic as motion produces
artifacts in the image.
This thesis explores the methods of imaging a moving object using MRI. Testing is per-
formed using simulations, a moving phantom, and human subjects. Several strategies de-
veloped to avoidmotion artifact problems are presented. Emphasis is placed on techniques
that provide motion correction without penalty in terms of acquisition time.
The most significant contribution presented is the development and assessment of the
‘TRELLIS’ pulse sequence and reconstruction algorithm. TRELLIS is a unique approach
to motion correction in MRI. Orthogonal overlapping strips fill k-space and phase-encode
and frequency-encode directions are alternated such that the frequency-encode direction
always runs lengthwise along each strip. The overlap between pairs of orthogonal strips is
used for signal averaging and to produce a system of equations that, when solved, quan-
tifies the rotational and translational motion of the object. Acquired data is then corrected
using this motion estimation. The advantage of TRELLIS over existing techniques is that
k-space is sampled uniformly and all collected data is used for both motion detection and
image reconstruction.
This thesis presents a number of other contributions: a proposed means of motion correc-
tion using parallel imaging; an extension to the phase-correlation method for determining
displacement between two objects; a metric to quantify the level of motion artifacts; a mov-
ing phantom; a physical version of the ubiquitous Shepp-Logan head phantom; a motion
resistant data acquisition technique; and a means of correcting for T2 blurring artifacts.
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Chapter 1
Introduction
This chapter contains three sections: an overview of the research and its objectives; a sum-
mary of the author’s contributions, including a list of relevant publications; and a guide to
the structure of this thesis.
1.1 Overview and objectives
Motion of the patient during anMRI scan can cause severe artifacts in the final image. Such
motion is commonplace as MRI requires a long data acquisition time to form an image,
typically of the order of minutes. Even healthy volunteers can have difficulty remaining
motionless for the required time. The situation is exacerbated by the claustrophobic en-
vironment within the scanner which makes many people feel anxious, resulting in more
motion. Some groups of patients, such as very young children or patients with tremors,
are especially problematic.
Numerous ‘partial solutions’ to this problem are available: physical restraints and seda-
tion are used frequently; rapid imaging techniques and other sequences less prone to the
effects of motion are common; and various motion correction approaches have become
widespread. Unfortunately, all such methods currently in use have their disadvantages.
Furthermore, as technology improves, the resolution in MRI improves and the sensitivity
to motion increases.
The aim of the research presented here is to contribute to a better understanding of how
motion artifacts in MRI might be ameliorated. This thesis describes the development, test-
ing and evaluation of novel algorithms to detect and compensate for motion effects inMRI.
In particular, the goal is to assess the feasibility of an algorithm that can provide motion
correction without penalty in terms of acquisition time. Acquisition time is of great im-
1
2 Introduction
portance in MRI, not only for reasons of patient comfort, but also due to the high cost of
scanner time.
1.2 Thesis contributions
The most significant contribution to the field made by this thesis is the TRELLIS algo-
rithm. TRELLIS adopts a novel approach to motion correction and the results presented
demonstrate that this method is feasible. The technique has several advantages over exist-
ing methods, as are described. Other contributions include:
The extension to the phase-correlationmethod. This has been developed in order to quan-
tify translational motion in MRI. It also has applications in areas other than MRI, however,
when the displacement of an object between two images must be determined with sub-
pixel accuracy.
TheDBEmetric. Anumerical measure is needed to indicate the severity of motion artifacts
present in an image. Provided that a reference image is available and the object is of limited
extent, it is shown that a measure related to the amount of energy outside the support can
be used to objectively assess the presence of motion-induced artifacts.
The physical Shepp-Logan phantom. The numerical version of the Shepp-Logan head
phantom is widely used in computer simulations for medical imaging. A physical Shepp-
Logan head phantom has been constructed to validate simulations performed using the
numerical version.
A means of correcting T2 blurring artifacts. A novel approach to reducing the effect of T2
decay is presented. This complements the particular data acquisition strategy used by the
TRELLIS algorithm.
Other, more minor, contributions can be found throughout this thesis. These include inno-
vations such as a pneumatically operated moving phantom and a system of simulating
motion effects in MRI. Such developments are by no means unique; however, the ap-
proach taken may well be original and of benefit to others in the future. Also worthy of
mention, is the asymmetric sequential acquisition, a motion-resistant sequence related to
the TRELLIS algorithm.
Finally, the results of a brief experiment to test an approach using parallel imaging for
motion correction are reported. Results are promising, and this is a strong candidate for
future work.
The following publications have resulted from this work:
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• J. R. Maclaren, P. J. Bones, R. P. Millane, and R. Watts,“MRI with TRELLIS: a novel approach
to motion correction”,Magnetic Resonance Imaging, in press.
• Julian R. Maclaren, Philip J. Bones, R. P. Millane, and Richard Watts,“A modified view or-
dering for artifact reduction in MRI”, In Proceedings of the IEEE Engineering in Medicine and
Biology Society, Lyon, 2007, pp. 2053–2056.
• Philip J. Bones and Julian R. Maclaren, “Improved bulk rotation detection and correction in
MRI”, In Proceedings of the IEEE Engineering in Medicine and Biology Society, Lyon, 2007, pp.
2106–2109.
• P. J. Bones and J. R. Maclaren, “Artifact reduction in magnetic resonance imaging”, In Signal
Recovery and Synthesis on CD-ROM, The Optical Society of America, SMA6, 2007.
• J. Maclaren, P. Bones, R. Millane, and R. Watts, “TRELLIS motion correction: initial results in
vivo”, In Proceedings of the International Society for Magnetic Resonance in Medicine, Berlin, 2007,
p. 3426.
• P. J. Bones, J. R. Maclaren, R. P. Millane, and R. Watts, “Quantifying and correcting motion
artifacts in MRI”, In Image Reconstruction from Incomplete Data IV, Proceedings SPIE, vol. 6316,
2006, pp. 6316–08.
• J. Maclaren, P. Bones, R. Millane, and R. Watts, “TRELLIS MRI: a novel approach to motion
correction”, In Proceedings of the International Society for Magnetic Resonance inMedicine, Seattle,
2006, p. 3194.
• P. Bones, J. Maclaren, R.Millane, and R.Watts, “An extension to the phase-correlationmethod
applied to MRI motion correction”, In Australasian Physical & Engineering Sciences in Medicine,
vol. 28(4), 2005, p. 286.
• J. R. Maclaren, P. J. Bones, R. P. Millane, and R.Watts, “Correctingmotion artifacts inmagnetic
resonance images”, In Proceedings of Image and Vision Computing New Zealand, Dunedin, 2005,
pp. 120–125.
• J. R. Maclaren, P. J. Bones, R. P. Millane, and R. Watts, “Correction of translational motion
artifacts in magnetic resonance imaging”, In Proceedings of the Fifth IASTED International Con-
ference on Visualization, Imaging, and Image Processing, Benidorm, 2005, pp. 448–452.
The work described in this thesis has been also been presented by the author in various
forms:
• Poster presentation, “A modified view ordering for artifact reduction in MRI”, presented
at the 29th Annual International Conference of the IEEE EMBS, Cite´ Internationale, Lyon,
France, 23–26 August, 2007.
• Poster presentation, “TRELLIS MRI: initial results in vivo”, presented at the 15th Scientific
Meeting, of the International Society for Magnetic Resonance in Medicine, 21–25 May 2007.
• Oral presentation, “Keep still please: the correction of motion artifacts inMRI”, Departmental
Seminar, Department of Electrical and Computer Engineering, University of Canterbury, 9
March 2007.
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• Oral presentation, “Keep still please: the correction of motion artifacts in MRI”, IET Present
around the World competition (NZ final), 24 February 2007.
• Oral presentation, “Motion correction in MRI”, Van der Veer Brain Institute for Parkinson’s
and Brain Research, Brain Research Forum No. 19, 4 December 2006.
• Oral presentation, “The correction of motion artifacts in magnetic resonance imaging”, Aus-
tralasian High Energy and Medical Physics Conference, 17–20 October 2006.
• Oral presentation, “Keep still please: the correction of motion artifacts in MRI”, IET (Canter-
bury Branch) short papers competition, 14 September 2006.
• Oral presentation, “Correcting motion artifacts in magnetic resonance images”, ENEL619 lec-
ture, 14 August 2006.
• Oral presentation, “Correcting motion artifacts in magnetic resonance images”, IEEE (New
Zealand South Section), Postgraduate Presentations, 19 July 2006.
• Poster presentation, “TRELLIS MRI: a novel approach to motion correction”, presented at the
14th Scientific Meeting of the International Society for Magnetic Resonance in Medicine, 6–12
May 2006.
• Oral presentation, “Correcting motion artifacts in magnetic resonance images”, presented at
Image and Vision Computing New Zealand, University of Otago, Dunedin, New Zealand,
28–29 November 2005.
• Oral presentation, “The correction of translational motion artifacts in magnetic resonance
imaging”, presented at the Fifth IASTED International Conference on Visualization, Imaging,
and Image Processing, Benidorm, Spain, 7–9 September 2005.
1.3 Thesis structure
The reader is assumed to have a basic knowledge of image processing but not a back-
ground in magnetic resonance imaging; hence, fundamental principles of MRI are pre-
sented in this thesis. Chapter 2, Magnetic Resonance Imaging, introduces these essential
background concepts, including a brief introduction to MR physics and the principles be-
hind image reconstruction. An outline of the historical development of MRI is also pre-
sented.
Chapter 3,Motion in MRI, examines the problem of imaging a moving object. Background
literature is reviewed and current correction techniques are explained. The chapters that
follow are MR Phantoms and MR Image Artifact Metrics. Here, tools to help assess motion
correction techniques are developed. First, MR Phantoms discusses how motion can be
both simulated and generated in practice in a repeatable and reliable fashion. Then MR
Image Artifact Metrics reports on the development of techniques to provide a numerical
and impartial means of assessing the resulting images.
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Chapters 6–8 present a new motion-correction pulse sequence and reconstruction algo-
rithm, known as TRELLIS. Chapter 6, TRELLIS: A Motion Correction Algorithm, describes
the workings of this new technique. Chapter 7, TRELLIS: Simulations, presents the results
of a number of computer simulations performed to test the algorithm. Chapter 8, TREL-
LIS: Implementation and Results, then documents the implementation of the algorithm on an
MRI scanner. Results obtained using this implementation are presented here also.
Chapter 9, Reduced Motion Sensitivity, presents a new pulse sequence that is resistant to
the effects of motion. This is actually a ‘by-product’ of the TRELLIS algorithm, but stands
alone as provides a means of reducing motion effects without any post-processing of data.
A summary of the work presented in this thesis is provided in the Conclusion chapter, as
are recommendations for future research.
Appendix A, Motion Correction using Parallel Imaging, suggests an alternative technique
to TRELLIS. This uses multiple receive coils and existing parallel imaging reconstruction
algorithms to correct for motion. Initial results are presented. Appendix B describes a brief
attempt to quantify the head motion of human subjects using an optical tracking system.
Appendices C provides a mathematical derivation of the T2 deblurring approach used in
this thesis. Finally, Appendix D contains the information and consent forms used when
conducting experiments with human subjects.
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Magnetic Resonance Imaging
The history, physics and imaging principles of MRI are discussed in this chapter with an
emphasis on information that will aid understanding of the work presented later in this
thesis.
For further general information, a vast amount of literature is available. A lucid descrip-
tion of MRI from a clinical perspective is given in McRobbie et al. [1]; this would be a good
choice for a reader with little existing knowledge of the subject. A free alternative is an
online book by J. Hornak, which explains the basic principles of MRI [2]. This is a use-
ful reference, mainly because it is so readily available. In the author’s opinion, however,
Nishimura’s Principles of Magnetic Resonance Imaging [3] gives by far the best introduction.1
It is clear and concise without glossing over the more technical details. For specific infor-
mation about a particular pulse sequence (more about these later), the Handbook of MRI
Pulse Sequences by Bernstein et al. [4] is indispensable.
A number of works by the original pioneers of MRI – who are mentioned in the following
section – are also available. A good summary is given by Mansfield’s Nobel Lecture [5]
which makes interesting reading. In print, Liang and Lauterbur [6] is a good description
of MRI from a signal processing perspective.
2.1 History of MRI
MRI has an interesting history. For this reason, a summary of its development over the
past fifty years or so is included here. This section also serves as a gentle introduction to
MRI for the reader who has no previous experience in the field. The following is largely
1At the time of writing, this book is out of print, but it can be ordered directly from the author (Prof.
Nishimura, Stanford University) for a very reasonable price.
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taken from an essay by the author,MRI: The product of a century of progress, submitted to the
Institute of Engineering and Technology (IET) ‘Write Around the World’ Competition.
The ability to see inside the human body is a miracle of modern technology. Historically,
the best a doctor could do to visualise the internal organs was to prod the patient from the
surface or to cut them open and look inside. In some cases these were valid and effective
techniques, although often distressing for the subject. Even early imaging techniques were
very invasive. For example, a procedure called ‘pneumoencephalography’ was used until
recently. This involved draining cerebrospinal fluid from around the brain and replacing it
with air to improve contrast in an X-ray image. This was very unpleasant for the patient.
Fortunately, todaywe have alternatives: magnetic resonance imaging (MRI) is one of these.
The development of MRI has been a global effort. Key concepts have come from scientists
and engineers from the UK, the USA, France, Germany, Austria and Switzerland as well as
other parts of the world. The scientific understanding and engineering capability built up
over the last hundred years has come together to make MRI possible. The combination of
powerful computers and the physical phenomenon of nuclear magnetic resonance (NMR)
has opened doors that we would once never have believed existed.
2.1.1 The early stages
One of the earliest contributors to the field of MRI was Joseph Fourier, a French mathe-
matician and physicist. It was he who proposed, in 1822, that a function could be repre-
sented by a series of sinusoids. The resulting mathematical transformation, later named
the Fourier transform, forms the basis of MRI today. At the time of Fourier (who was an
important official in Napoleon’s regime [7]), the concept of imaging the human brain sim-
ply did not exist. Fourier could not have had the slightest inkling where his ideas would
lead, although he knew he had developed a powerful new tool.
Many years later, in 1895, German physicist Wilhelm Ro¨ntgen (Fig. 2.1) discovered X-rays
and, in 1901, received the first Nobel Prize in Physics. Although this discovery did not
directly lead toMRI, it was the beginning of the new era of medical imaging. From then on,
it no longer required such a leap of imagination to consider using alternative tools for such
a purpose. This ‘conceptual jump’ often delays the implementation of new technology.
The first real step towards MRI was Austrian physicist Wolfgang Pauli’s prediction of the
existence of nuclear spin in 1924. Nuclear spin is a concept central to the development of
MRI.2 Around 20 years later, Isidor Isaac Rabi (also originally from Austria) received the
2Spin is a fundamental property possessed by protons, neutrons and electrons although the term is a little
confusing: in reality, it has nothing to do with something actually ‘spinning around’. Nevertheless, this is a
useful concept whenever MRI needs to be explained simply.
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(a) (b)
Figure 2.1 Early medical imaging: (a) Wilhelm Ro¨ntgen and (b) one of his original X-ray images
(taken 23 January 1896).
Nobel Prize in Physics for his method of measuring this spin in molecular beams and thus
determining the magnetic properties of atoms. His ideas were revolutionary for chemical
analysis and provided a crucial stepping stone in the development of MRI.
In 1946, nuclear magnetic resonance (NMR) in liquids and solids was independently ob-
served by both Felix Bloch (Swiss) and Edward Purcell (American) [8, 9]. They discovered
that a signal is emitted from a sample in a magnetic field irradiated with electromagnetic
energy of a particular frequency. In 1952, they both received the Nobel prize for their ef-
forts. At the time, an influential newspaper was quoted as saying:
[Nuclear magnetic precession] won’t revolutionize industry or help the housewife -
Boston Herald, 1952 [1]
The Boston Herald was mistaken: NMR has revolutionised several branches of science and
changed our daily lives (althoughmost people don’t realise it). This is not only due toMRI,
but also thanks to its power as a chemical analysis tool – a chemistry laboratory would now
not be considered complete without an NMR machine. Discoveries relating to NMR are
now responsible for a total of six Nobel prizes across three disciplines: chemistry, physics
and medicine.
Nuclear magnetic resonance, as used in MRI, can be explained using a simple analogy,
depicted in Fig. 2.2. Consider a hydrogen nucleus (a single proton in a hydrogen atom).
Under a strong magnetic field, this proton aligns itself parallel to the field, much the way a
spinning top aligns itself vertically under the influence of the Earth’s gravitational field. If a
spinning top is ‘pushed’ slightly, it begins to precess, that is, to wobble as it spins. This also
applies to the proton. If another, smaller, magnetic field is applied via an electromagnetic
pulse, the proton begins to precess around an axis aligned with the main magnetic field.3
3This description of NMR is an analogy only; a more complete explanation is given in Section 2.2.
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Figure 2.2 A precession analogy: (a) a spinning proton precessing about the axis of the main
magnetic field; (b) a spinning top precessing about the axis of Earth’s gravitational pull.
A spinning topmight take around 1 s to precess about its axis of rotation, giving it a preces-
sion frequency of 1 Hz. In the case of the proton, however, the precession period is only a
few nanoseconds at the field strengths commonly used in MRI. This produces a precession
frequency in the order of megahertz – similar to that of FM radio transmission and in the
radio frequency (RF) part of the electromagnetic spectrum. As the precessing proton also
has a charge, a signal is emitted at the same frequency as the precession frequency (more
on this in Section 2.3).
Although the emitted signal can be detected using a simple coil of wire, it dies away
quickly with time as the collection of protons are all precessing at slightly different fre-
quencies. Thus, their cumulative signal decays to zero as they get out of phase.
Then, in 1950, American physicist Erwin Hahn made a discovery that provided a simple
solution to this problem. The phenomenon he discovered is known as spin echo (described
in detail in Section 2.2). If you apply two RF pulses to a sample, you get a signal back,
delayed by the time interval between the two pulses. This makes the signal from the proton
much easier to measure than otherwise. Initially, Hahn thought this echo was caused by
some sort of error in his experiment; however, he came to realise that the true cause was the
rephasing of slowly dephasing spins. In the words of a well-known science fiction writer:
The most exciting phrase to hear in science, the one that heralds new discoveries, is not
Eureka! (I found it!) but rather, ”hmm.... that’s funny....” – Isaac Asimov
The application of NMR to the biological world started immediately when Bloch inserted
his finger into his magnet and observed a large resonance signal [10]! In 1956, Erik Ode-
blad from Sweden published NMR studies of of living cells and excised animal tissue [11].
Odeblad continued working on tissues throughout the 1950s and 1960s. While he applied
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NMR to a range of tissue types he never looked at cancerous tissue. In 1971, however, Ray-
mond Damadian showed that the nuclear magnetic relaxation times of tissues and tumors
differed in mice. This was a fundamental discovery in that NMR became known as not
only a tool for chemistry but also one that could be used to detect disease. The US Patent
Office granted Damadian a patent for the design shown in Fig. 2.3. Note that it is not an
imaging device – its aimwas purely to detect the presence of cancerous cells. His proposed
method, however, has never successfully been implemented.
Figure 2.3 Damadian’s invention for detecting cancer (US Patent and Trademark Office, patent
number 3789832).
2.1.2 From NMR to MRI
Why was NMR used for so long in analytical chemistry before being applied to imaging?
The problemwas that an NMR signal could provide information about the type of material
in a sample, but the exact location of the signal source was unknown. With no spatial
information it is impossible to form an image.
Eventually a solution was devised. In the 1970s, Paul Lauterbur [12] (American), Richard
Ernst (Swiss) and Peter Mansfield (British) all independently demonstrated the imaging
potential of NMR, and MRI was born.4 In 1978 the first image of a human head was taken.
The key to this sudden burst of success was something known as spatial encoding. Spatial
encoding is described in detail in Section 2.2.
Ernst received the Nobel Prize in Chemistry in 1991, and Lauterbur and Mansfield were
awarded the Nobel Prize in Medicine in 2003 for ‘their discoveries concerning magnetic
resonance imaging’. The press release [13] went on to say: ‘Paul Lauterbur . . . discovered
the possibility to create a two-dimensional picture by introducing gradients in the mag-
netic field. Peter Mansfield . . . showed how the signals could be mathematically analysed,
which made it possible to develop a useful imaging technique.’ The decision to award
Lauterbur and Mansfield the Nobel prize was the source of much controversy. The cause
4MRI was originally know as ‘NMRI’ (nuclear magnetic resonance imaging); however, the ‘nuclear’ was
dropped from the name due to its unfortunate connotations at the time.
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was not because Lauterbur andMansfieldwere undeserving recipients, but because Dama-
dian thought the prize should also have been awarded to him. Believing that he had been
treated unfairly, he put full-page advertisements in a number of international newspapers
protesting the decision. This controversy is recalled by many – even those who remember
nothing else about MRI.
The first scanners reached the market by 1982 but only became widely available in the
1990s. By 2003 there were around 75 million scans performed per year using 10 000 MRI
machines worldwide [2]. Fig. 2.4 shows a modern MRI scanner and an image.
(a) (b)
Figure 2.4 Modern MRI: (a) a scanner at St George’s Radiology (Christchurch, New Zealand), and
(b) an image of the author’s brain acquired using it.
Today, MRI has gone beyond merely mapping physical structure. Knowledge of structure
alone gives us only a tiny piece of the whole picture. This observation was also mademany
years ago:
We anatomists are like the porters of Paris, who are acquainted with the narrowest and
most distant streets, but who know nothing of what takes place in the houses – Bernard
le Bovier de Fontenelle, French author and philosopher, 1657–1757
Now, it is possible to gain an idea of the function of organs as well, especially the brain and
blood vessels. Functional MRI (fMRI) was developed around 1992 [14]. This technique,
which ‘highlights’ active areas of the brain, has much to offer the field of neuroimaging. A
more detailed description of the potential of MRI for neuroscience can be found in review
articles such as [15].
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2.2 Physics of NMR
Nuclear magnetic resonance, or NMR, is the physical phenomenon behind MRI. It can be
described in a quantum mechanical sense, or classically, using the concept of precession
as mentioned earlier. The quantum mechanical version is often used at the atomic scale
as it can describe the behaviour of individual protons. For a large collection of nuclei,
however, a classical description is more convenient and intuitive. Apart from the following
paragraph, the classical approach is used here. For a quantum mechanical treatment, refer
to [16].
Atoms containing an odd number of protons or neutrons possess a property called ‘nuclear
spin’. The atommost relevant to the human body is hydrogen (1H) due to its abundance in
water (H2O) and in lipids. The (1H) nucleus consists of only a single proton and thus has a
net spin. Normally randomly orientated, this spin is quantised when placed in a magnetic
field (see Fig. 2.5) and can adopt one of only two possible orientations: parallel or anti-
parallel. The parallel state has a slightly lower energy associated with it and therefore more
protons adopt this orientation. The exact ratio can be calculated using Boltzmann statistics
and is dependent on the strength of the external magnetic field and the temperature [1].
At field strengths used in MRI, the difference between the two states is only a few protons
per million. Each spin acts like a small magnetic dipole. Thus, a net magnetisation vector,
denoted M, is generated from the small imbalance between the parallel and anti-parallel
states.
B0 =0 M 0=
magnetic
dipoles cancel
(a)
B0
M
(b)
Figure 2.5 A depiction of spin polarisation. Under no external field (a), proton spins are randomly
orientated; thus, their individual magnetic dipoles cancel and their net magnetisation is zero. Under
an external magnetic field (b), however, they become polarised. The slight tendency of spins to
adopt the lower energy orientation then produces a net magnetisation vector, M. Here, the propor-
tion of spins adopting the parallel (‘spin up’) state is greatly exaggerated.
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It is now useful to introduce a coordinate system commonly used in MRI. By conven-
tion [3], the main magnetic field, referred to as B0, is usually defined as being in the z-
direction (also known as the longitudinal direction). This is also the orientation of the
patient table, shown in Fig. 2.6 (a), and the direction along which the patient lies. The x-
and y-directions are arbitrary.
The B0 field is both extremely uniform (normally the field inhomogeneity is only a few
parts per million) and extremely strong (normally 1.5 T or 3.0 T). It is measured in units of
tesla (T), where 1 T is equal to 10 000 gauss. For comparison, the Earth’s magnetic field is
strength is around 0.5 gauss. As shown in Fig. 2.5, the B0 field produces a net magnetisa-
tion vector,M. The magnitude and direction ofM can be represented by Fig. 2.6(b).
x
y
z
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(a)
z
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y
M
(b)
Figure 2.6 The coordinate system used in this thesis: (a) the main magnetic field, B0, acts in the
z-direction through the bore of the magnet; (b) this produces a magnetisation vector, M, in the same
direction.
2.3 Signal generation
A hydrogen proton can absorb a photon of a particular energy. Quantum mechanically,
this is determined by the energy required to enable a transition between the proton’s two
spin states. Classically, the addition of this energy to a collection of protons can be viewed
as causing the net magnetisation vector to be ‘pushed’ out of alignment with the main
magnetic field. It then begins to precess. This behaviour can be described by the Bloch
equation without relaxation,
dM
dt
=M× γB , (2.1)
where × represents the vector cross-product and γ is known as the gyromagnetic ratio
with units of MHz/T. The cross product operator indicates that the rate of change of M
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is perpendicular to both M and B; this implies precession about the direction of the main
magnetic field. The rate of precession, ω, can be derived from Eq. (2.1) as follows. In the
absence of any field other thanB0, the only non-zero component of B lies in the z-direction.
Given a net magnetisation purely in the z-direction. Eq. (2.1) can then be expanded to

∂Mx
∂t
∂My
∂t
∂Mz
∂t
 = γ

Mx
My
Mz
×

0
0
Bz
 .
Evaluating the cross-product term gives
∂Mx
∂t
= γMyBz (2.2)
∂My
∂t
= −γMxBz (2.3)
∂Mz
∂t
= 0 .
By rearranging Eq. (2.3) in terms of Mx and substituting this into Eq. (2.2), it can be seen
that
∂2My
∂t2
= −γ2B2zMy .
This is the equation for simple harmonic motion and the solution gives the angular pre-
cession frequency of the magnetisation vector under the influence of the magnetic field
B0,
ω0 = γB0 . (2.4)
Eq. (2.4) is known as the Larmor equation and is fundamental to MRI. As is shown later,
the proportionality of the precession frequency to the strength of the external magnetic
field is the key concept in image formation. For hydrogen protons in water, γ has a value
of 42.58 MHz/T. The value of γ differs between water and fat by 3.5 ppm – a phenomenon
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known as the chemical shift [3].
The effect on the magnetisation vector of applying RF energy at this frequency is depicted
in Fig. 2.7(a). The net magnetisation is pushed towards the transverse (x-y) plane while it
precesses at the Larmor frequency about the z-axis. Often in MRI, however, the situation is
instead depicted under the ‘rotating frame of reference’ in Fig. 2.7(b). Here, the coordinate
system itself is taken as spinning around the z-axis at the Larmor frequency; thus, the
magnetisation vector is no longer precessing with respect to the axes. This system is used
henceforth in this thesis, thereby avoiding the need to show the precession ofM explicitly.
The magnitude of the RF pulse determines the flip angle, α. An RF pulse is normally
named after the value of α that it produces: for example, a 90◦ pulse refers to one that
pushesM completely into the x-y plane (α = 90◦).
z
x
y
(a)
z
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(b)
Figure 2.7 The behaviour of the magnetisation vector after the introduction of an RF pulse. In (a),
the magnetisation vector precesses about the z-axis before eventually returning to its equilibrium
state. The same is shown in (b), except a rotating coordinate system is used. The angle, α, is
known as the flip angle; its magnitude is determined by the magnitude of the RF pulse.
After completion of the RF pulse, the magnetisation vector will continue precessing at the
Larmor frequency. Due to Faraday’s law of induction, a signal is generated in an RF re-
ceiving coil (arranged perpendicular to the B0 field) by the transverse component of the
magnetisation vector. The frequency of the received signal is that of the precession fre-
quency, ω0. Individual spins gradually dephase, resulting in a decreasing signal intensity
over time. This is known as free induction decay (FID).
The spin system eventually returns to an equilibrium state; that is, themagnetisation vector
realigns with the B0 field. The longitudinal or spin-lattice relaxation time, T1, is a measure
of how long this takes to occur. Physically, the T1 decay corresponds to an exchange of
energy between the precessing protons and the surrounding lattice. After application of
a 90◦ excitation pulse, Mz is reduced to zero: all magnetisation now lies in the transverse
plane. The recovery ofMz to its equilibrium state, whereMz = M0, can then be expressed
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as
Mz(t) =M0(1− e−t/T1) . (2.5)
Another simultaneous, but independent, effect is the decay of the measured signal, that is,
the decay of the component of magnetisation that lies in the transverse plane, Mxy.5 This
decay time is quantified by T2, the transverse or spin-spin relaxation time. This decay is
more rapid than T1 decay and is caused by the dephasing of spins leading to a cancellation
of their transverse magnetisation. This dephasing arises from spins experiencing slightly
different local magnetic fields and therefore precessing at slightly different frequencies, as
governed by Eq. (2.4). Again taking a 90◦ excitation pulse as an example, the T2-governed
decay ofMxy fromM0 back to zero is given by
Mxy(t) =M0e−t/T2 . (2.6)
Eqs (2.5) and (2.6) are illustrated in Fig. 2.8.
Mz =0
M Mxy 0=
Mxy = 0
Mz =M0
(a)
T1
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time
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T2
Transverse magnetisation, Mxy
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Figure 2.8 Net magnetisation (a) and signal decay resulting from T1 effects (b) and T2 effects (c). As
shown, T1 is normally significantly longer than T2. Although T1 and T2 decay occur simultaneously,
they are independent of each other.
5The spinning top analogy breaks down here due to the independence of T1 and T2 decay. The horizontal
and vertical components of the main axis of a top are directly related (by Pythagoras’ theorem and vector
algebra); not so for the magnetisation vector in MRI.
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As mentioned in Section 2.1, directly measuring the signal after application of the RF pulse
is problematic. The solution is to generate an echo. There are several ways to do this, but
the spin-echo pulse sequence is used here as an example (Fig. 2.9). First, a 90◦ RF pulse is
applied at the Larmor frequency, ω0. After this is switched off, free induction decay occurs
as spins dephase. Then, after a certain time period, TE/2, a 180◦ RF pulse is applied. After
a further interval of TE/2, there is an echo. This results from spins that were gradually
moving out of phase before the application of the 180◦ pulse, now moving back into phase
with each other. When these spins rephase, they produce a signal once again, centred at
the time TE after the initial 90◦ pulse. This is known as the echo time. For a more detailed
description of the spin-echo phenomenon, the reader is referred to any of the reference
books mentioned at the beginning of this chapter.
TE/2 TE/2
90º
180º
RF
Signal
FID echo
Figure 2.9 The spin-echo phenomenon. An echo is produced if a 90◦ RF pulse is followed by a
180◦ RF pulse. Both pulses must be at the Larmor frequency.
Thus, using a combination of the very strong static magnetic field, B0, and an RF pulse, a
signal has been generated from the tissue at time TE after the first pulse. The echo can be
easily detected and measured using a coil of wire: often the same coil used to apply the RF
pulses (i.e., a transmit/receive coil).
2.4 Image formation
If all hydrogen nuclei in the body were excited simultaneously as described and the result-
ing signal recorded, image reconstruction would not be possible. This could be likened to
using a digital camera and attempting to form a picture by summing the values of all indi-
vidual pixels in the image sensor. The result would be meaningless. The key to generating
an image is matching the received signal to the location of its source. In MRI, this is known
as spatial encoding.
Spatial encoding is achieved using three gradient coils fixed inside the scanner, each capa-
ble of generating of a magnetic field in the z-direction, that varies linearly in magnitude in
one of the x-, y- or z-directions. These field gradients are denoted Gx, Gy and Gz . Mathe-
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matically, they are defined as:
Gx =
∂Bz
∂x
, Gy =
∂Bz
∂y
, Gz =
∂Bz
∂z
.
The magnitude of the field in the z-direction, for example, is then given by:
Bz(z) = B0 +Gzz . (2.7)
Similar equations apply to Bz(x) and Bz(y).
The first step in the spatial encoding process is slice selection. This involves selectively
exciting spins in a single two-dimensional (2-D) plane through the three-dimensional (3-
D) object. This is achieved using a magnetic field gradient that adds to the main magnetic
field as shown in Eq. (2.7). The magnitude of this gradient field, and the centre frequency
and bandwidth of the RF pulse, can be adjusted to select the position and thickness of the
excited slice (Fig. 2.10). This slice can be at any angle as the three gradient coils can be used
together to produce a linear field gradient in any direction. If only Gz is used, however,
then the resulting slice is known as axial or transverse (it is a transverse slice of the brain
shown in Fig. 2.4(b)) andGz becomes the slice select gradient. Other perpendicular slices are
known as coronal or sagittal; a slice at any other angle is referred to as oblique.
z-direction
ω
ω0
fieldgradient
excited slice
Δz
Δω
Figure 2.10 Slice selection (axial): the position of the excited slice and its thickness, ∆z, can
be controlled using a magnetic field gradient (Gz, in this case – see Eq. (2.7)) and the bandwidth
and centre frequency of the applied RF pulse. The range of magnetic field strengths that result in
excitation is determined by the range of frequencies in the RF pulse (the bandwidth) and Eq. (2.4).
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After slice selection, spins have only been excited in a single slab of thickness, ∆z, so all
received signal has been localised to that slab. The problem of spatial encoding has now
in effect been reduced to two dimensions. The next step takes advantage of the fact that
any image can be represented as a series of 2-D sinusoids summed together (i.e., a Fourier
series).
It is also possible to work backwards, that is, to take a series of spatial frequencies and
then add them together to form an image. In spatial encoding in MRI, each sinusoidal
component is measured and then all components are combined. To achieve this, spins
are deliberately arranged in a succession of ‘wave patterns’ across the selected slice. If
slice selection is in the z-direction, then this is achieved using Gx and Gy, the magnetic
field gradients operating in the x- and y-directions, respectively. If a gradient is switched
on in a particular direction, then spins across the object in that direction accumulate a
phase difference. If both gradients are on, then phase differences accumulate in a diagonal
direction. The signal measured at any one point in time is a single value, and is the vector
sum of all the spins in the excited slice. It therefore reflects the contribution to the final
image of the corresponding sinusoid (Fig. 2.11).
Gy
Gx
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t
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Figure 2.11 Spatial encoding using gradients. With gradients switched off (a), spins all align with
the main magnetic field and the received signal is the vector sum of all these. This equates to
the average value across the image, or its ‘DC component’. When a gradient is applied (b), spins
speed up or slow down across the object generating a sinusoidal spin pattern. The received signal
then gives the amplitude and phase of this sinusoidal variation across the object and, therefore, the
image.
Each spatial frequency component through the object is measured individually and repre-
sented by a data point in k-space: a complex-valued array normally of the same dimen-
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sions as the final image.6 The k-space data is complex because each sinusoidal component
requires both a magnitude and a phase to describe it.
As each wave function must be measured individually, spins must be excited a number of
times (typically hundreds). Unfortunately, it is necessary to wait for spins to relax between
excitations in order to produce enough signal for the next excitation. The resulting time
between excitation pulses is known as the repetition time, TR (Fig. 2.12). Also shown in
Fig. 2.12 are the gradient fields, the RF excitation pulse and the signal generated in the
imaged object. Normally, the x-direction is referred to as the frequency-encode or readout
direction while the y-direction is referred to as the phase-encode direction. This terminology
can be confusing, however, so is avoided at present.
GZ
GY
GX
TE/2 TE/2
90º
180º
RF
Signal
90º
TR
dataacquisition
Figure 2.12 A simplified pulse sequence diagram showing the RF pulses, gradient fields and
received signal for the spin echo pulse sequence. The echo time, TE , and the repetition time, TR,
are also shown.
The acquisition order of the points in k-space is referred to as a k-space trajectory. Fig. 2.13(a)
and (b) show a possible pulse sequence and the resulting k-space trajectory. In this case,
Gz is the slice select gradient, explaining its presence during application of both RF pulses.
Spins in the excited 2-D plane are then manipulated using the Gx and Gy gradients. The
application ofGx andGy change the angle and frequency of the sinusoidal arrangement of
spins across the object (refer back to Fig. 2.11). This can be thought of as moving the point
of data acquisition in k-space, as each k-space point represents a specific spatial frequency.
The problemwith the system depicted in Fig. 2.13 (a) and (b) is that only a single point in k-
space has been acquired after the RF excitation shown. Clearly the acquisition of all points
will take a considerable time. A common solution to this problem is to apply a gradient
during data acquisition (Fig. 2.13(c)). This results in a constantly changing spin pattern
6The origins of the term ‘k-space’ appear to be in the field of solid-state physics. The earliest mention
of k-space in MRI literature known to the author is in a 1982 paper: ‘NMR chemical shift imaging in three
dimensions’ [17].
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Figure 2.13 Examples of possible pulse sequences (a) and (c) and their resulting k -space trajec-
tories. In (a), a single point in k -space is acquired; clearly it will take a long time to fill k -space using
such a system. The sequence shown in (c), however, acquires an entire line of k -space for each
RF excitation.
and thus movement of the data acquisition point in k-space (Fig. 2.13 (d)) enabling a whole
line of data to be acquired for each RF excitation.
Most trajectories involve collecting data directly onto the Cartesian grid; however, this is
not always the case. It is possible to collect points onto some other sampling system and
then interpolate them back so that the inverse Fourier transform (implemented using the
FFT) can be applied to reconstruct the image. A good example of this is spiral imaging (this
is discussed in Section 3.3.2). The number of possible trajectories is limitless. Research has
even been carried out applying a missile guidance trajectory [18] design approach to a 3-D
k-space trajectory.
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2.4.1 The Bloch equation and the Fourier transform
The above description of image formation in MRI is relatively qualitative. A more mathe-
matical description follows.
The behaviour of the nuclear magnetisation vector, M(t), is governed by the Bloch equa-
tion. This was given earlier in Eq. (2.1), neglecting the effects of T1 and T2 relaxation.
Including these effects, the Bloch equation is
dM
dt
=M× γB− Mxi+Myj
T2
− (Mz −M0)k
T1
, (2.8)
where × represents the vector cross-product; i, j and k are the unit vectors in the x-, y-
and z-directions, respectively; B represents the vector sum of the main magnetic field (B0),
the applied RF field and the gradients (Gx, Gy and Gz); γ is the gyromagnetic ratio (see
Eq. (2.4); and M0 is the magnitude of the equilibrium magnetisation arising from the B0
field.
The Bloch equation can be solved (refer to [3]) to relate the transverse nuclear magnetisa-
tion distribution,m(x, y), to the measured signal at a particular time, s(t), namely,
s(t) =
∫
x
∫
y
m(x, y)e−i2pi[kx(t)x+ky(t)y]dxdy , (2.9)
where kx(t) and ky(t) are given by
kx(t) =
γ
2pi
∫ t
0
Gx(τ)dτ ,
ky(t) =
γ
2pi
∫ t
0
Gy(τ)dτ .
Eq. (2.9) is immediately recognisable as a Fourier transform. Samples of s(t) therefore
correspond to samples in k-space, that is, samples of F (kx, ky). Given the k-space data, we
can use the inverse Fourier transform to reconstruct an image, i.e.,
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f(x, y) =
∫ ∞
−∞
∫ ∞
−∞
F (kx, ky)ei2pi(kxx+kyy)dkxdky , (2.10)
where F (kx, ky) is the acquired k-space data and f(x, y) is the reconstructed image. In
practice, however, the k-space data is discrete as it is sampled and stored in an array, and
so the inverse discrete Fourier transform (DFT),
f(x, y) =
Nkx−1∑
kx=0
Nky−1∑
ky=0
F (kx, ky)ei2pi(kxx+kyy) , (2.11)
is used, for which x, y, kx and ky all take integer values and Nkx and Nky are the k-space
matrix sizes in the x- and y-directions respectively. Eq. (2.11) is referred to from now on
as the inverse 2DFT while the forward transform will be referred to as the 2DFT. A rapid
implementation of these transforms exists; this is the Fast Fourier Transform (FFT). To enable
the use of the FFT, all samples must be on a regular Cartesian grid. The dimensions of
k-space (and therefore the dimensions of the final image) are typically a power of two,
although this is not always the case.
2.5 Image contrast
An X-ray image is a ‘map’ of the imaged tissue’s X-ray attenuation. An MR image, how-
ever, is a map that indicates one of many possible tissue properties or a combination of
several. When imaging is configured to show one particular property over the others, the
reconstructed image is weighted by that property. Three weightings are intrinsic: T1, T2 and
proton density (PD).
The time constant T1 defines the time taken for the longitudinal magnetisation to return to
its equilibrium value after application of an RF pulse (refer back to Eq. (2.5)). To obtain an
image weighted by this property, both the repetition time, TR, and the echo time, TE , are
kept relatively short. Keeping TE short ensures that T2 decay has little influence on the sig-
nal strength. Keeping TR short, however, has the opposite effect for T1 as the longitudinal
relaxation does not have time to fully recover between excitations. The extent to which it
does recover – and the resulting signal strength – is governed by the T1 of the tissue; thus,
an image weighted by T1 is formed. Water has a long T1 so magnetisation does not fully
recover if a short TR is used; therefore, water appears dark. Fat has a shorter T1 so the
longitudinal magnetisation has time to recover; therefore, fat appears bright on the final
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image.
To obtain a T2-weighted image, both the repetition time, TR, and the echo time, TE , are
long. A long TR means that all longitudinal magnetisation recovers between excitations.
Thus, T1 does not influence the final image contrast. A long TE means that significant
signal dephasing and decay occurs. The exact amount depends on the T2 of the tissue;
therefore, the resulting image is T2 weighted. As water has a long T2 it appears bright on a
T2 weighted image while fat, with a shorter T2, appears dark.
Proton density refers to the number of hydrogen protons per unit volume of tissue. To
generate a PD-weighted image, the TR must be long and the TE must be short. This results
in minimal T1 weighting (longitudinal magnetisation recovers fully between excitations)
andminimal T2 weighting (there is little time for T2 signal decay using a short TE). Without
T1 or T2 weighting, the image is weighted by the density of protons as these are the source
of the NMR signal. The relationship of TE and TR to the image weighting is summarised
in Table 2.1. As seen in Table 2.2, however, the difference in PD between tissues is not as
significant as it is for T1 or T2, so a PD-weighted image has relatively poor contrast.
Image weighting TR TE
T1 short short
T2 long long
PD long short
Table 2.1 The relationship of image weighting to the repetition time, TR, and the echo time, TE .
The choice of weighting depends on the anatomy being scanned and the diagnostic infor-
mation required. Fluids are very dark in T1 images, while fat-based tissues are very bright.
The boundaries between different tissue types are very clear so this type of scan is some-
times known as an ‘anatomy scan’ [1]. In T2 images, fluids are bright and fat-based tissues
are grey. In abnormal tissue there is often an increase in water content. As this abnor-
mal fluid shows up bright against a dark background, a T2-weighted image is excellent for
identifying pathology and is sometimes termed a ‘pathology scan’.
An example showing the same sagittal slice but with different image weightings is given
in Fig. 2.14. The TR and TE values used to produce the images shown are given; the choice
of these values is influenced by a number of factors, however, including the main magnetic
field strength of the scanner.
A number of other image contrast mechanisms are available; this flexibility is one reason
why MRI is such a powerful imaging modality. For example, images can be weighted to
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Tissue type T1 T2 Proton density
(ms) (ms) (relative to CSF)
White matter 600 80 0.65
Grey matter 950 100 0.8
CSF 4500 2200 1.0
Fat 250 60 0.9
Table 2.2 Approximate PD, T1 and T2 values for different tissue types at 1.5 T [16]. Bone produces
little signal in MRI.
(a) (b) (c)
Figure 2.14 The same sagittal slice imaged using different weightings: (a) T1 (TR = 400 ms,
TE = 14 ms), (b) T2 (TR = 1500 ms, TE = 100 ms) and (c) PD (TR = 1500 ms, TE = 14 ms). Images
are from MDPH406 course notes, 2005, University of Canterbury.
show the diffusion of water molecules; this can reveal information about tissue structure
on a microscopic scale. When applied to the brain and with the inclusion of direction
information, this can show the orientation of white matter fibre tracts.7
2.6 Properties of k-space
This section introduces the properties of k-space that are referred to later in this thesis.
This is by no means a complete treatment, however. For further information, an excellent
description of concepts relating to k-space in MRI is given in [20].
2.6.1 Signal energy distribution
High spatial frequency information is found around the edge of k-space while lower spatial
frequency information is located near the centre. Fig. 2.15 illustrates this point using a
photo (Ama Dablam, Nepal) taken by the author. If an image is reconstructed without the
periphery of k-space, then it is lacking in detail; if an image is reconstructed without the
centre of k-space, then it is lacking in contrast. It should also be clear from Fig. 2.15 that
7This is a fascinating topic but well outside the scope of this thesis. The reader is referred to Watts et al. [19]
for an excellent overview and some amazing images generated using this technique.
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most of the signal energy is found at the centre of k-space. In fact, the k-space magnitude
shown is displayed on a logarithmic scale – without this scaling, all that would be visible
is a bright point in the centre.
(a) (b) (c)
(d) (e) (f)
Figure 2.15 The distribution of spatial frequencies in k -space: (a) is the k -space equivalent (log
of magnitude values) of the image in (d). If only the central portion of k -space is taken (b) and an
image reconstructed (e), the result retains most of its contrast but is very blurred. If, however, the
periphery of k -space is used in the reconstruction and the centre omitted (c), the resulting image (f)
contains all its original sharp edges but little contrast.
2.6.2 Noise in k-space
Although the distribution of signal energy in k-space is weighted extremely heavily to-
wards the centre, this is not the case for noise. Noise in MRI is considered to be white and
Gaussian distributed, that is, of zero mean and with equal power at all frequencies within
the readout bandwidth. Noise is present due to random fluctuations in electrical current
in the receive coil electronics and the object being imaged [16,1].
In the MRI community, several different ways of measuring the signal-to-noise ratio (SNR)
are common. One definition is the ratio of peak signal amplitude to noise standard de-
viation (the noise standard deviation is equivalent to its root mean squared value since
white noise has zero mean). This definition is convenient when determining the SNR of
a magnitude image (when k-space has already been inverse Fourier transformed and the
magnitude taken). Noise can be readily quantified by using regions of the image outside
the support region of the object. In this case a conversion factor (≈ 0.655) must be used to
obtain the standard deviation of the underlying Gaussian-distributed white noise from the
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Raleigh-distributed noise in the magnitude image. A derivation of this value is provided
in [16].
This work, however, deals largely with k-space data and largely (as far as experiments
involving SNR are concerned) with simulations. Thus, it is possible to evaluate the signal
energy, SE , and the noise energy, NE , separately. Therefore, the definition of SNR used
here is the ratio of signal energy to noise energy, that is,
SNR (dB) = 10 log
SE
NE
, (2.12)
where the conventional definition of ‘energy’ is used, that is,
SE =
Nkx−1∑
p=0
Nky−1∑
q=0
|s(p, q)|2 ,
NE =
Nkx−1∑
p=0
Nky−1∑
q=0
|n(p, q)|2 ,
where s(p, q) is the uncorrupted signal, and n(p, q) the Gaussian-distributed noise, at point
(p, q) in k-space.
Parseval’s theorem for the Fourier transform states that the energy computed in one do-
main is equal to the energy computed in the other. Here, the signal energy computed in
the Fourier domain (k-space) is therefore equal to the signal energy computed in the image.
The same applies to the noise energy. Thus, the SNR can be computed in either domain as
shown in Eq. (2.12) and will yield the same result.
There are occasions in this thesis when simulated data, with SNR calculated as shown in
Eq. (2.12), are compared to data acquired using an MRI scanner. The SNR for the scanner
data can also be estimated by dividing the signal energy by the noise energy. The noise
energy is approximated by taking an region of area A, outside the support region of the
object in the image, computing the energy within this region, and scaling this by the ratio
of the full image size to A. The signal energy is simply taken as the total energy in the
image: a reasonable approximation because the signal energy is usually much greater than
the noise energy.
The SNR is influenced by a number of imaging parameters, most of which can be controlled
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by the scanner operator. In some situations, it is common to measure the k-space data
more than once and compute the average value to improve the SNR. The number of signal
averages is denoted NSA, and is of particular relevance to this thesis. It is related to the
SNR by
SNR ∝
√
NSA . (2.13)
Thus, if two images are taken and averaged (NSA = 2), then the SNR will improve by a
factor of
√
2.
2.6.3 Hermitian symmetry
Another important property of k-space data is that it exhibits Hermitian symmetry, that
is, it is equal to its own conjugate transpose: for a matrix F containing data in k-space,
F = FH , where the H superscript indicates the conjugate transpose operation. This is true
if and only if the image is real.
Hermitian symmetry is used in half-Fourier imaging, where an image is reconstructed af-
ter collection of only half the k-space data. The main penalty is a slight drop in SNR by
around 30%. More exactly, SNR is modified by the factor 1/
√
2 (substitute NSA = 1/2 into
Eq. (2.13) to see this). In practice, however, imperfections exist which violate the Hermitian
symmetry of the k-space data to some extent. Thus, slightly more than half of k-space is
typically acquired to provide enough information to estimate, and correct for, these effects.
2.6.4 Translation and rotation properties
Translation of the imaged object affects the phase of the k-space data. If the object is trans-
lated a distance (x0, y0) from a reference position during data acquisition, a phase offset is
generated in the data which is linearly dependent on the k-space location, that is,
f(x, y) ←→ F (kx, ky)
f(x− x0, y − y0) ←→ F (kx, ky)e−i2pi(kxx0+kyy0). (2.14)
where ←→ represents the two-dimensional Fourier transform. Eq. (2.14) is known as the
Fourier shift theorem.
It is also useful to examine the effect in k-space of rotating the object within the field-of-
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view. Take, for example, a point (x, y) within an image. If this point is rotated by an angle
θ about the centre of the image, its new coordinates, (x′, y′), are given by
x′
y′
 =
 cos θ sin θ
− sin θ cos θ
x
y
 .
A property of the two-dimensional Fourier transform is, however,
f(x cos θ − y sin θ, x sin θ + y cos θ)←→ F (kx cos θ − ky sin θ, kx sin θ + ky cos θ) . (2.15)
Eq. (2.15) indicates that if an object is rotated, the k-space data representing that object
is also rotated by the same angle. This is a well-known property of the Fourier transform
[21,22] and is sometimes referred to as the Fourier rotation theorem. Fig. 2.16 demonstrates
this property using an image.
(a) (b)
(c) (d)
Figure 2.16 A demonstration of the effect of rotating an object on its Fourier transform. If the object
is rotated by angle θ, then its Fourier transform also rotates by angle θ.
Chapter 3
Motion inMRI
This chapter draws on the general concepts presented in the previous chapter and focuses
on the problem of imaging a moving object. The first section, The effects of patient motion,
explains how motion of the object causes artifacts in the image. The remaining three sec-
tions, Motion prevention, Motion effects avoidance and Motion correction, describe three gen-
eral approaches to solving this problem. These sections review background literature and
describe specific techniques. Finally, conclusions are drawn that provide direction for the
research.
3.1 The effects of patient motion
The data acquisition time in MRI varies depending on the particular sequence used. It is,
however, often of the order of minutes, meaning that there is a high chance the patient will
move during the acquisition. A number of types of motion can adversely affect the final
image:
• Large-scale/bulk motion: motion of the entire object being imaged, such as the head
or torso of a patient.
• Respiration: motion caused by the breathing of the patient.
• Cardiac motion: motion of the heart muscle and major blood vessels.
• Blood flow: blood moving through an otherwise stationary slice.
• Gastrointestinal peristalsis: motion of the intestine and its contents due to peristalsis.
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Of these five, the last four have somewhat satisfactory solutions. Motion from respiration
can sometimes be prevented by breath-holding [4]; however, for longer scans techniques
such as respiratory gating [23] or respiratory ordered phase encoding (ROPE) are used [24].
Similarly, the problem of cardiac motion is commonly mitigated by cardiac gating [25].
Blood flow effects can be reduced using techniques such as gradient moment nulling [4].
Peristalsis can be temporarily ‘frozen’ for a short time during imaging using antiperistaltic
drugs such as hyoscine butylbromide [1].
Most of the above techniques have been available for many years: a summary is available
in a 1986 review article by Bellon et al. [26]. Bulk motion is, however, still a major problem
inMRI. This thesis focuses on bulk motion that occurs during a single acquisition sequence,
not motion occurring between sequences; the latter can be corrected for using image regis-
tration techniques.
The author performed a simple experiment to quantify the head motion of healthy subjects
trying to remain motionless. Results of this experiment are given in Appendix B.
3.1.1 Motion artifacts
For simplicity of analysis, attention is restricted to motion consisting of rigid-body trans-
lation and rotation within the slice being imaged and therefore involving the x- and y-
dimensions only. As shown in Eq. (2.14), if a body is translated a distance (x0, y0) from a
reference position during data acquisition, a phase error is generated in the data. Similarly,
as shown in Eq. (2.15), if the body is rotated from a reference position, acquired lines in
k-space are correspondingly rotated from their nominal orientation.
Data acquisition is extremely rapid in the frequency-encode (FE) direction so motion is
effectively ‘frozen’ for this time. Thus, inconsistencies which exist in k-space due to motion
only occur between lines in the phase-encode (PE) direction.
Inconsistencies in the PE direction result in ghosting or blurring in the same direction in
the image (Fig. 3.1). Here, ghosting is defined as repeated versions of the image or part
of the image while blurring is similar to motion blur in a photograph. Blurring is caused
by a wide central peak in the point spread function (PSF). Ghosting is generated by more
widely spread oscillations in the PSF. The reconstructed image, f(x, y), is related to the PSF,
h(y), and the ideal image, g(x, y), by
f(x, y) = g(x, y)⊗ h(y), (3.1)
where ⊗ represents the convolution operation.
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(a) (b) (c)
Figure 3.1 A demonstration of blurring and ghosting using simulated motion: (a) a normal image;
(b) a blurred image; and (c) an image showing ghosting. The effects in (b) and (c) occur mainly in
the phase-encode direction (vertical in these examples).
Although not the focus of this thesis, it is worth mentioning that multiple-shot diffusion
MRI (clinically important for the assessment of stroke patients) is especially sensitive to
motion [27]. Head motion is also a particular problem in fMRI as it can corrupt the signal
induced by brain activation [28].
3.1.2 Case study: research into babies born under the methadone programme
in NZ
The Christchurch Methadone Programme involves substituting methadone in place of
other opioid drugs. Pregnant women are regularly admitted to this programme. Research
is now being carried out, however, to determine the effect of methadone during pregnancy
on the child. One study in Christchurch, New Zealand, aims to answer the question: “Does
dose matter?”, or more specifically, whether a 15 mg or 180 mg dose of methadone affects
the outcome for the child.
MRI is used to determine the volume of different areas of the brain in the newborn child, as
well as performing fibre tracking and checking for anatomical changes. The study involves
three groups of babies, imaged between two weeks and two months after birth:
• Babies born pre-term. These move very little and can normally be held in place with
a cushion.
• Normal babies. This forms the control group. Motion is problematic unless the baby
is asleep.
• Methadone babies. According to the research nurse involved, these babies cause
severe motion problems and therefore require the most scanner time.
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Imaging is carried out on a 1.5 T scanner (GE Medical Systems) at Southern Cross Radi-
ology in Christchurch. Images acquired include: T1 sagittal, coronal dual echo, coronal
FSPGR, axial T2, and diffusion tensor imaging. The data acquisition time for each of these
sequences is between 3 and 9 minutes; this is the time that the baby must remain motion-
less.
Currently, the only motion prevention method used is a vacuum cushion that holds the
baby in place. Imagingmethadone babies takes typically twice as long as imaging a normal
baby due to scans having to be repeated. The images shown in Fig. 3.2 are from one such
baby.
(a) (b)
Figure 3.2 The effects of motion. An axial head image of a child (two months old) showing (a) se-
vere motion artifacts and (b) mild motion artifacts (Lianne Woodward, Child Development Research
Group, University of Canterbury).
A further motion-related issue has recently arisen in the study. It would be beneficial to
image using a 3 T scanner (recently installed in Christchurch) due to better SNR and res-
olution. This is problematic, however, as the acoustic noise generated by a 3 T scanner is
up to 20 dB greater than that produced by a 1.5 T system. The noise level can easily reach
130 dB SPL [29,30] so high-quality hearing protection is essential. Even with this, however,
the extra noise is expected to cause greater motion problems, largely due to the reduced
chance of babies sleeping through the procedure.
3.2 Motion prevention
The most obvious – and the most commonly used – approach to avoiding motion artifacts
in MRI is preventing motion of the subject. Most examinations use at least one of the
techniques described here.
3.2 Motion prevention 35
3.2.1 Physical restraints
InMRI, the patient is almost always immobilised using a physical restraint: often cushions,
bean bags or foam packed around the head within the head coil. These methods are easy
to use and cause little distress to the patient; however, the level of immobilisation achieved
is low.
Several other types of physical restraint exist. Bite bars are sometime used; these involve
making a dental mold and then having the subject hold it firmly in their mouth [31, 32].
As the mold is custom-made, it fits the user well and can greatly reduce motion. The
inconvenience of constructing a personalised restraint is a major disadvantage, however.
In addition, the presence of an object in the mouth of a patient can increase swallowing,
leading to an increase in head motion [33].
Edward et al. [33] report success using a plaster cast head holder. Again, this is custom-
made and uses the head of the subject as a mold; hence, it exerts an even pressure on the
skull and fits comfortably. Considerably lower levels of translational and rotational head
motion are achieved compared to restraining straps and subject tolerance of this device
is reportedly good. Unlike some systems, the subject can remove themselves from the
scanner at any time - knowledge that this is possible undoubtedly reduces patient anxiety.
The main disadvantage is the time (and resulting expense) involved in preparing each
cast, which then needs to set overnight. Although possibly useful for research, this system
would not be accepted clinically for this reason.
In general, physical restraints often cause problems by adding to patient discomfort and
feelings of claustrophobia. Claustrophobia is a major problem in MRI and patients some-
times need to have ‘breaks’ during their scan if they suffer from this. Any restraint must
also be easy to use: if a system can only be used on a well-behaved and fully conscious
patient, then it is of limited use clinically. Physical restraints are also often inappropriate
for use in fMRI as they may interfere with the study itself.
3.2.2 Sedation
Sedation of the patient may be considered in some cases to avoid motion. There are, how-
ever, several disadvantages associated with sedation. Monitoring sedated patients adds
an unwanted complication to the scan and often requires the presence of an anaesthetist.
Although in widespread clinical use, it is unacceptable for use on normal volunteers (for
research) due to safety concerns. For example, sedation of children for MRI and CT is
associated with risks of hypoxemia [34, 35]. One of these studies, by Malviya et al. [34],
also showed that excessive motion was still present in 12% of sedated children. Further-
more, sedation cannot be used for functional MRI (fMRI) due to the potential for interfer-
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ing with experimental results. According to local radiographers, less than 3% of patients
in Christchurch are sedated for their scan: this course of action is used only when all other
alternatives fail.
3.2.3 Training
It is possible to train subjects to hold themselves still prior to their scan. While this is
time-consuming, scanner time can be saved due to a reduction in repeated scans.
Slifer et al. [36] trained subjects to lie still in a simulator constructed from an inactive scan-
ner. The situation wasmade as realistic as possible: taped scanner noise was played at high
volume and a standard head support and restraining straps were used. Subjects (all chil-
dren) watched a video which was halted whenever their head motion exceeded a certain
threshold. Over time, this threshold was gradually reduced. This proved to be an effective
technique. While this approach has potential for studies of healthy subjects, it could not be
generalised to acutely ill patients.
3.3 Motion effects avoidance
Some methods of imaging in MRI are less prone to motion artifacts than others. Of course
the use of these comes at a cost: normally overall image quality or resolution. Neverthe-
less, if patient motion is anticipated, the scanner operator may decide that this trade-off is
worthwhile.
3.3.1 Fast imaging
If data acquisition in MRI were as rapid as taking a simple chest X-ray (for example), pa-
tient motion would not be problematic. MRI is extremely slow, however. Nevertheless,
there are many ways that acquisition time can be reduced; a good comparison of these
methods is presented by Li and Mirowitz [37]. Such a comparison is useful because there
is normally a trade-off between acquisition time and image quality. Thus, it is often the
case that although an image may be free of motion artifacts, it is badly degraded due to
other effects.
Fast spin echo (FSE), first introduced by Hennig et al. in 1986 [38], is one rapid imaging
technique that produces images with relatively little distortion.1 While conventional spin
echo sequences produce only a single echo per 90◦ excitation pulse, FSE uses multiple
180◦ refocusing pulses to produce multiple echoes for each excitation pulse (Fig. 3.3). This
1FSE is also known as RARE (rapid acquisition with relaxation enhancement) or TSE (turbo spin echo).
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substantially reduces imaging time by acquiring multiple lines of k-space in a single TR
period.
90º
180º
RF
signal
tesp
180º 180º
dataacquisition data acquisition
Figure 3.3 Applied RF pulses and received signal for the fast spin echo (FSE) sequence. Multiple
180◦ pulses produce multiple echoes; combined with the appropriate gradient fields, this corre-
sponds to acquiring multiple lines of k -space rapidly. The signal strength drops with each echo,
however, due to T2 effects.
The number of echoes in FSE is known as the echo train length (Netl). Each 90◦ pulse fol-
lowed by Netl 180◦ pulses is often referred to as a shot. Signal decay due to T2 effects limits
the number of k-space lines that can be acquired in a single shot: in practice, this number
rarely exceeds 32. Nevertheless, if 32 lines of k-space are acquired in each TR period this
reduces imaging time over a standard spin echo sequence by a factor of 32 – a significant
reduction.
Motion artifacts still affect images acquired using FSE. Imaging time for multiple-shot FSE
is reduced over conventional spin echo sequences but is still of the order of tens of seconds.
Single shot FSE, that is, the acquisition of all k-space data in a single RF excitation can
provide a solution. Due to T2 signal decay problems mentioned above, however, image
resolution is severely limited.
Another rapid imaging technique is echo planar imaging, or EPI. EPI was one of the first
pulse sequences to be developed [39] but is still one of the fastest: an entire image can be
acquired in less than 100 ms. It achieves such a short acquisition time by using a series
of gradient-echo trains, that is, it uses gradient-refocusing rather than RF-refocusing as is
used for FSE. EPI, however, is extremely prone to image artifacts. It is discussed in more
detail in Section 8.1.2.
Although not described here, other rapid imaging techniques exist. These present a sim-
ilar trade-off to that provided by FSE and EPI: imaging time (and motion effects) can be
reduced dramatically, but resolution and general image quality suffer.
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3.3.2 Radial imaging
Rather than acquiring data in k-space directly onto a Cartesian grid (refer back to Fig. 2.13),
it is possible to use a radial k-space acquisition. Such acquisitions are inherently more
robust to motion artifacts than Cartesian methods [40]. The reasons for this are in part
explained in Chapter 9 of this thesis. A number of radial schemes have been proposed:
notable recent examples are WHIRL [41] (an extension to TWIRL [42]), ROSE [43] and
STAR [40].
In spiral imaging (Fig. 3.4), data acquisition begins at the k-space centre and gradually
moves outwards. Good results have been obtained using spiral techniques for fMRI [44].
Spirals can also be interleaved [45], meaning that it is not necessary to acquire all k-space
data in a single shot. Radial imaging can also be extended to three dimensions. For exam-
ple, Shu et al. [46] have demonstrated the effectiveness of their ‘Undersampled Spherical
Shells’ trajectory.
(a)
1
2
3
(b)
Figure 3.4 Two possible spiral acquisitions: (a) single-shot and (b) an interleaved scheme with
three shots, numbered from 1 to 3. Data is acquired at points lying on the spiral. A gridding
algorithm is then normally used to calculate values on the Cartesian grid so that the inverse DFT
can be applied.
Some major problems affect radially acquired acquisitions. One is off-resonance blur-
ring [4], although methods to reduce this do exist [47]. Also, radial methods commonly
oversample the centre of k-space; this can be a disadvantage as it is an inefficient use of
sampling time (the central k-space data already has a high SNR compared to data at the
k-space periphery). Furthermore, if a non-Cartesian trajectory is used, data must then be
gridded in order to reconstruct an image using the FFT.
In terms of motion effects, radial imaging does have something to offer. The central k-
space data is often all acquired in the same time period so discontinuities here due to
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motion are less likely. Thus, obvious ghosting across the image is rare with spiral imaging.
Contributing to this effect is the fact that discontinuities are unlikely to cause a periodic
modulation across k-space. This topic is investigated in more detail in Chapter 9.
3.4 Motion correction
The third approach to avoiding motion artifacts is to allow motion to occur, quantify it,
and then discard or correct corrupted data. A number of correction techniques have been
attempted and a few are now regularly used in a clinical environment. Such methods often
involve a combination of sequence design and post-processing.
3.4.1 Navigator echoes
The first mention of navigator echoes in the literature was in 1989 by Ehman and Felm-
lee [48, 49]. Since then, navigator echoes have been used extensively in the research com-
munity, but are not widely available on clinical scanners to correct for head motion. They
are used routinely, however, for cardiac motion.
In the simplest implementation of the technique, a line of data in k-space is repeatedly
sampled during acquisition of the remainder of the k-space data. Post-processing of the
navigator data reveals information about the motion of the object. Data collected during
periods of motion can then be discarded, based on the assumption that it has been cor-
rupted. This system is not very efficient: in cases of severe motion, most acquired data
may need to be discarded.
If navigator echoes are used to correct motion-corrupted data, rather than just discarding it,
a further step is required. This often involves the rotation and phase correction of k-space
data. If data is rotated, it may then need to be regridded onto the Cartesian coordinate
system so that the Fourier transform can be applied. Various methods for doing this exist
specifically for use with navigator echoes [50].
Navigator techniques have been successfully combined with spiral imaging. One example
by Moriguchi et al. [51] uses a circular ‘navigator ring’ that is identical for each interleaved
spiral in the trajectory. Data in the navigator ring can be compared to identify rigid-body
rotations and translations that occurred between acquisition of each interleaved spiral.
Recent attempts have also been made to combine parallel imaging with navigator echoes.
One approach by Bydder et al. [52] uses SMASH (simultaneous acquisition of spatial har-
monics) to obtain navigator information. Instead of using SMASH to reduce acquisition
time, it is used to produce redundant data. This can then be compared to data measured
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at a different time to determine motion parameters. Parallel imaging can also be used to
synthesise missing k-space data [53] once motion has been determined using navigators.
Many modified versions of navigator echo techniques exist [54, 55] but none make use
of all the collected data for motion correction purposes, reducing scan efficiency. Some
techniques do obtain motion information from some of the data that will eventually be
used for image reconstruction. Such sequences are often referred to as ‘self-navigating’
(see [56] for example). The most well-known of these is PROPELLERMRI. This is the topic
of the next section.
3.4.2 PROPELLER
Perhaps the most widespread motion-correction technique available is PROPELLER (Pe-
riodically Overlapping Parallel Lines with Enhanced Reconstruction) MRI, first proposed
by Pipe [57]. PROPELLER MRI has subsequently been shown to be effective in reducing
motion artifacts in both simulations [58, 59] and clinical trials [60] (initially T2-weighted
imaging only). Since work began on this thesis, the PROPELLER sequence has been in-
stalled on three of the four MRI scanners in Christchurch.
A description of the original implementation of PROPELLER, as first described by Pipe, is
given here in brief. It consists of six distinct steps:
1. Data acquisition
2. Phase correction
3. Rotation correction
4. Translation correction
5. Through-plane motion detection
6. Final reconstruction
Data acquisition in PROPELLER is normally described as radial (rather than Cartesian).
Although data are collected in rectangular strips using FSE, the strips (often referred to as
‘blades’) are rotated about the centre of k-space (Fig. 3.5). This results in a region of overlap
between each strip near the origin. This is used to obtain information about the motion of
the object (steps 3 to 5 above).
The first step in reconstructing an image from the PROPELLER data is phase correction.
This ensures that each k-space strip is centred exactly on the k-space origin. This is achieved
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Figure 3.5 (a) The k -space trajectory used by PROPELLER. It consists of a number of concentric,
rectangular strips. The centre of k -space is heavily oversampled while the periphery is minimally
sampled. (b) The frequency-encode direction runs lengthwise along each strip, which is acquired
using FSE.
by windowing each strip with a pyramid function and removing the phase of the win-
dowed data from the original data in image space (refer to [57] for specific details).
The next step is bulk rotation correction. A correlation approach is used, whereby the
correlation of each strip with the ‘weighted average’ of all strips is found as a function of
rotation angle. A second-order polynomial is fitted to this function and the peak is taken to
be the angle of rotation for the given strip. The strip coordinates in k-space are then rotated
to correct for this.
Translational motion is quantified by again comparing the data in the central circle between
strips. An average data set from all strips is formed and used to generate a low-resolution
image. A similar image is produced for each individual strip. Translation parameters are
then estimated by finding the location of the maximum value of the convolution of the two
images. Removing the corresponding linear phase from each strip in k-space then corrects
for this.
Through-plane detection and correction in PROPELLER merely involves discarding strips
that do not match well with the average data set. Poor correlation is assumed to indicate
through-plane motion or any other effect previously unaccounted for.
A number of improvements to the original PROPELLER algorithm have been suggested.
Some of the more recent and notable suggestions include:
• Undersampling of k-space combined with PROPELLER [61]. The aim here is to im-
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prove acquisition time: PROPELLER takes approximately 50% longer than multiple-
shot FSE to fill k-space. The problem is that undersampling is also possible for
multiple-shot FSE (half-Fourier imaging, for example) so such methods are unlikely
to reduce the gap between the two techniques in terms of speed.
• Improved approaches to motion detection in PROPELLER, such as that proposed by
Patch et al. [62]. A system to change the order of rotation and translation detection
has been proposed [63]. Also, the effect of changing the various PROPELLER param-
eters on motion correction has been studied [64].
• The combination of parallel imaging (discussed in more detail in Appendix A) with
PROPELLER [65,66].
• The use of EPI for acquiring the PROPELLER blades [67,68]. EPI has also been used to
acquire PROPELLER blades with the frequency-encode and phase-encode directions
reversed [69]. This is an interesting approach and one that may be applicable to the
TRELLIS technique discussed later in this thesis.
• Approaches to generate T1-weighted images using PROPELLER [70,71].
• The application of PROPELLER to diffusion-weighted imaging [72, 73, 67]. This is of
particular interest due to the sensitivity of DWI to motion. PROPELLER DWI has
been shown to be advantageous in some situations [74].
• Improved methods of gridding and image reconstruction from PROPELLER k-space
data [75].
PROPELLER is not used only for the correction of head motion. It has also been ap-
plied to imaging of the pelvis [76], with no resulting penalty over respiratory-triggered
fast spin echo (RT-FSE) but with less motion tolerance than single-shot fast spin echo (SS-
FSE). Diffusion-weighted PROPELLER has also been shown to be promising for imaging
abdominal organs [77].
Despite its success, and the high level of interest it has generated, PROPELLER is not with-
out its disadvantages. The original version takes longer to acquire data than conventional
scans by a factor of pi/2 [57]. Hence, it may sometimes be better to use a faster scanning
technique to minimise the motion occurring during the scan time. This conclusion is some-
what supported by research such as that presented by Forbes et al. [78] where PROPELLER
is compared to a single-shot fast spin-echo (SS-FSE) sequence. In this case it was found that
the two sequences provide equal motion insensitivity although PROPELLER did provide
better assessment of the brain tissue characteristics.
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Other disadvantages include ring artifacts [79] and coloured noise problems [80]. The latter
was also noted by Tamhane et al. [81], who compared the effect of noise at high spatial
frequencies between PROPELLER and Cartesian sampling methods. As stated in Pipe’s
original paper, ‘. . . the oversampling also results in increased SNR’ [57]. This is, of course,
true. The trouble is that the noise is then no longer white but instead is coloured. The
increased SNR is due to oversampling at the centre of k-space. Thus, SNR is improved
here (where it is already high) and not at the edges of k-space (where the noise floor may
approach the level of the signal).
3.4.3 Motion tracking and correction
It is possible to monitor subject motion using some external mechanism and use this in-
formation to correct for motion, either after the scan (retrospective correction) or during
the scan (real-time correction).2 Although neither of these approaches are widely used in
practice, several successful systems have been implemented.
Motion tracking with retrospective correction requires both an external tracking system
and a system of post-processing the data to correct for detected motion. Real-time motion
correction offers an added benefit. Motion of the imaged object is monitored throughout
the scan and the scanner gradients are simultaneously adjusted to ‘track’ the object using
the knowledge of its motion. This is achieved by passing the six parameters representing
position and orientation in a 3-D space to the scanner (Fig. 3.6). No special post-processing
is then needed.
BEGINSCAN
external tracking
system determines
current object position
gradients adjusted to
follow object while a
line of k-space data is
collected
repeat until all -space data is acquiredk
TRACK OBJECT ACQUIRE DATA RECONSTRUCT
IMAGE
Figure 3.6 A flowchart depicting a possible real-time tracking system to prevent motion artifacts.
The gradient fields are adjusted to follow the object being scanned. No special post-processing is
required to reconstruct the final image from the k -space data.
The general concept of real-time gradient adjustment has existed since at least 1997 [82].
Since then, some progress has been made towards producing a useful system.
An early example was by Derbyshire et al. [83], where motion tracking of the subject was
carried out using three ‘locator coils’, containing a copper sulfate solution to provide a
2Real-time correction is commonly referred to as ‘prospective’ motion correction; however, the author finds
this terminology misleading so will avoid it here.
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signal, in a fixed triangular configuration. A feedback system was used to update the
scan plane. This system demonstrated real-time motion correction between images, but no
attempt was made to correct for motion within an image.
As early as 1999, work was carried out using a laser detection device to track motion [84].
Three lasers and three solid-state position detectors were used. Each laser illuminated a
reflector on the head of the subject. The angle of reflection then indicated the position of
the head and the gradients were adjusted to compensate. In this case good results were
claimed; however, no experimental data or images were presented in this single-page ab-
stract.
In 2000, Thesen et al. [28] published their technique known as PACE (Prospective Acqui-
sition CorrEction). This was designed to help with head motion in fMRI. Again, however,
this method deals with the registration of entire images. In 2003, Peshkovsky et al. [85]
demonstrated subject tracking using a deuterium crystal. This was rotation correction on
a single axis only, however. Ultrasound has also been used to track motion in conjunction
with MRI [86]. One obvious disadvantage is the extra hardware required and the resulting
complexity and expense.
One study in 2005, by Tremblay et al. [87], used a tracking system that reflected infrared
light off markers attached to the subject. This was used in conjunction with a retrospective
correction system. While this was between whole images (for fMRI purposes) rather than
within an image, the tracking system proved itself as an effective means of monitoring
subject motion.
More recently, in 2006, Zaitsev et al. [88, 89] demonstrated a system using cameras to track
a optical marker held in the mouth of a patient. A dental cast was used to provide better
contact between the mouthpiece and the subject (similar to methods designed to restrain
the patient - see Section 3.2.1). This produced excellent results. The question remains,
however, as to whether or not this system would work for a genuinely uncooperative pa-
tient. Also, the system requires a clear view down the scanner bore to the optical marker.
Perhaps an endoscopic system, such as that used in eye-tracking for MRI [90], could be
applied to solve this problem.
Unlike navigator echoes or the PROPELLER sequence, the real-time tracking and gradient
adjustment approach has the advantage of not requiring redundant sampling of k-space,
hence saving acquisition time. It can also be applied to any existing pulse sequence and
would be a good for correcting through-plane motion as it would for in-plane motion.
The question is, why has it not been taken up clinically? One obvious disadvantage is
that the motion must be genuinely ‘rigid body’. For example, if the motion of a marker
fixed to the outside of the skull does not accurately reflect brain motion for some reason,
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then this approach will fail. Another disadvantage is the need for calibration. In MRI, the
operator can select any slice of their choice without moving the patient (assuming that the
appropriate receive coil is fitted at the time). This advantage could be lost with the addition
of items such as cameras, lasers, detectors or mirrors. To be clinically useful any system
must be reliable and easy to use, even with an uncooperative patient.
It would seem that this approach may well be successful in the future. The problems lie not
in the technical development of a working prototype but rather in the physical construction
of a system capable of performing reliably in the clinic.
3.4.4 Post-processing techniques
Various mathematical approaches have been proposed to correct motion effects in images
after data collection, such as those presented by Yang and Smith [91] and Bourgeois et
al. [92]. Unfortunately, such techniques are normally very limited: sometimes a motion-
free reference image is required; sometimes motion is restricted to one dimension, or other
simplifications or assumptions made that do not hold in practice.
An autofocus method has been proposed by Atkinson et al. [93]. This can reduce motion
artifacts using an optimisation procedure that finds the patient motion that minimises a
focus criterion – entropy in the image, in this case. Results obtained have shown some
improvements in motion artifact levels. A similar technique has also been combined with
parallel imaging [94].
A technique has also recently been published by Batchelor, Atkinson et al. [95] which rep-
resents the problem of motion corruption using a matrix equation: this gives the corrupted
image in terms of the ideal version. The goal then becomes the inversion of the system;
this would give the ideal image given the corrupted version as in input. The inversion is
performed using the LSQR routine in MATLABr (this uses a conjugate gradient approach).
This requires a cost function to assess the image and to allow the algorithm to converge
(again, entropy is used).
The type of sequence the above technique is applied to is multiple-shot imaging, where
the object moves between shots. The authors claim that the main disadvantage of this ap-
proach is computation time. Convergence also seems to be a possible problem, however. A
starting estimate of the motion needs to be provided to obtain good correction. In addition,
the motion parameters must be highly constrained. For example, the only in vivo result
provided is an axial image of two legs. The motion is constrained to the movement of one
leg relative to the other.
The methods discussed above have the advantage that, in most cases, no sequence modifi-
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cation is required. Results so far, however, have not been as promising as the othermethods
mentioned in this chapter and it seems that there is some way to go before these methods
will be clinically useful for correcting bulk head motion.
3.5 Conclusions
Motion problems have plagued MRI since its introduction. Satisfactory solutions have
been developed for some types of motion, such as cardiac motion or respiration. Rigid-
body motion, however, still poses a problem. Such motion causes inconsistencies in k-
space, which leads to artifacts in the final image. A number of methods to alleviate this
problem have been proposed; some of these are currently used clinically. Table 3.1 provides
a summary of the main methods.
Technique Main advantages and disadvantages
Physical restraints Simple and fairly easy to use but can add to patient discom-
fort. Not completely effective.
Sedation Very effective in some cases but has safety concerns.
Training Safe and effective but only suitable in very specific cases.
Fast imaging A useful technique but suffers from poor image quality.
Radial imaging Some robustness to motion but not completely effective. In-
creased acquisition time.
Navigator echoes Increased acquisition time. Limited success for rigid-body
head motion.
PROPELLER Highly effective in some situations. Increased acquisition
time and relatively poor SNR for high spatial frequencies.
Real-time tracking No special post-processing required. An external tracking
mechanism is needed.
Post-processing No sequence modification required but success is limited
so far. Computation time can be a limiting factor.
Table 3.1 A brief summary of strategies used to help reduce artifacts from rigid-body head motion.
This thesis describes the development of an imaging method that aims to avoid the disad-
vantages of some of the techniques listed in Table 3.1. In particular, the focus is on deriving
an acquisition method with no external hardware requirements but without an increase in
acquisition time over conventional scans. More specifically, the aim is to find a technique
that can use all the collected data for both image reconstruction and motion detection.
Chapter 4
MRPhantoms
As described in the previous chapter, a wide variety of techniques have been proposed
to ameliorate the effects of patient motion in MRI. It is important to have a means to test
and compare different techniques. Such testing must be repeatable, and in this respect
phantoms (test objects that can be imaged) are preferable to human subjects. Phantoms
can be divided into two categories: computational phantoms and physical phantoms. This
chapter discusses both.
4.1 Computational phantoms
The analytical Shepp-Logan head phantom (Fig. 4.1) is useful for simulation purposes. The
phantom was originally designed to be ‘a reasonable model of a section of the skull’ [96].
The bright region on the outer edge, for example, is analogous to bone, while the small
circular feature at the bottom centre represents a tumor. The grey levels in the original
version, shown in Fig. 4.1(a), were chosen to represent the radiographic density variations
in the human brain, as the phantom was originally developed for X-ray imaging. In MRI,
radiographic density is not the measured parameter and therefore the original grey levels
are inappropriate. For this research, themodificationsmade by Pan andKak [97] are useful:
these provide improved contrast for viewing purposes. The phantom shown in Fig. 4.1(b)
is generated using the parameters in Table 4.1 which are taken directly from [97]. Unless
stated otherwise, the analytical phantom used throughout this thesis is generated using
these parameters, although in some cases the dimensions are scaled.
MATLABr code written to analytically generate the k-space data corresponding to the
Shepp-Logan head phantom is based on that written by Blakeley [98]. This was modified
by the author to allow the introduction of motion during data acquisition.
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(a) (b)
Figure 4.1 The Shepp-Logan head phantom in (a) and (b) consists of the sum of 10 ellipses
and is useful in medical imaging because its Fourier transform can be calculated analytically. The
parameters originally specified produce the phantom in (a) as they correspond to density variations
in human tissue. The parameters given in Table 4.1 produce the phantom in (b); this is much more
convenient for display purposes.
ellipse centre coordinates major axis minor axis rotation angle grey level
a (0, 0) 0.92 0.69 90◦ 1.0
b (0,−0.0184) 0.874 0.6624 90◦ −0.5
c (0.22, 0) 0.31 0.11 72◦ −0.2
d (−0.22, 0) 0.41 0.16 108◦ −0.2
e (0, 0.35) 0.25 0.21 90◦ 0.15
f (0, 0.1) 0.046 0.046 0◦ 0.15
g (0,−0.1) 0.046 0.046 0◦ 0.15
h (−0.08,−0.605) 0.046 0.023 0◦ 0.15
i (0,−0.605) 0.023 0.023 0◦ 0.15
j (0.06,−0.605) 0.046 0.023 90◦ 0.15
Table 4.1 Ellipse parameters from Pan and Kak [97] used here to generate the Shepp-Logan
phantom in Fig. 4.1(b).
4.1.1 Motion
A simulator was developed by the author that generates a motion-corrupted k-space data
set using the analytical Shepp-Logan phantom. This can then be transformed into the
corresponding motion-corrupted image using the inverse DFT.
The simulator accepts a number of parameters, some of which can be modified using a
graphical user interface (Fig. 4.2). These parameters fall into three main categories:
• Phantom parameters: phantom size (relative to the field-of-view); k-space matrix
size, Nkx and Nky, (equivalent to the final image resolution); and the SNR.
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• Acquisition parameters: the order in which k-space data is acquired (i.e., the k-space
trajectory).
• Motion parameters: rotation and translation (x- and y-directions).
Based on these inputs, the simulator computes k-space data points corresponding to the
Shepp-Logan phantom specified. When motion is simulated, the position of the phantom
varies between k-space values. The position used in the calculation of each k-space data
value is determined by the specified k-space trajectory and the motion parameters.
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Figure 4.2 The MRI motion artifact simulator developed by the author. Frequently used parameters
can be modified here; other options, such as the selection of different trajectories, can be altered
by changing settings within the MATLABr code.
Pseudo-random Gaussian white noise is added directly to the k-space data. Initially, the
complex noise component for each point in k-space, (u, v), is generated using
n(u, v) = x1 + ix2 , (4.1)
where both x1 and x2 are samples of a normally distributed random variable with zero
mean and a variance of one. The total noise energy required is computed by rearranging
Eq. (2.12) and using the SNR specified by the user. The set of values generated using
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Eq. (4.1) are then scaled so that the total noise energy required is achieved.
4.2 Physical phantoms
Physical phantoms are often used in medical imaging, and in MRI in particular, for quality
assurance purposes. They are useful for verifying parameters such as the SNR, contrast-
to-noise ratio (CNR), geometric distortion, and slice profile. They also provide a means to
assess image sharpness, since the phantommay be made with virtually perfect boundaries
between materials. Phantoms for MRI often use dilute solutions to provide a signal, with
T1 and T2 normally shortened compared to water to reduce imaging time and to be more
comparable with tissue. This is commonly done by adding paramagnetic metal ions (often
nickel, manganese or copper) to the water.
Although commercial phantoms were readily available for this research, none were suit-
able for use in experiments simulating motion (moving phantoms are discussed later in
this section). A phantom was therefore designed and built by the author. One slice of
this phantom is modeled on the Shepp-Logan analytical head phantom: this enables direct
comparison between the physical phantom and the computational version (where k-space
data can be computed exactly, as described earlier).
The phantom is constructed of polycarbonate layers glued together and mounted inside
an acrylic cylinder. Each layer was laser cut to achieve a precise shape. The resulting 3-D
surface has varying thickness as shown in Fig. 4.3 (a). The phantom contains dilute copper
sulfate (CuSO4) solution to generate a signal. Polycarbonate and acrylic produce zero sig-
nal – this difference results in images with good contrast. Copper sulfate was selected for
its low toxicity (compared to NiCl2, for example) and availability. Specifically, the solution
was 1.25 g/L CuSO4.5H2O (5 mmol), with the concentration chosen to reduce T1 and T2
to levels consistent with achieving a realistic contrast in a reasonable acquisition interval.
Although T1 and T2 values have not been directly measured, the author estimates a T2 of
approximately 250 ms using values reported for copper sulfate solution of this concentra-
tion at 1.5 T [99].
The range of intensities required to produce a good approximation to the Shepp-Logan
phantom are generated through the partial volume effect (when a voxel contains more
than one type of tissue or material). To achieve this, the phantom must be imaged using a
slice thickness of 10 mm and all polycarbonate layers must be contained within one slice.
A reconstructed image of the physical Shepp-Logan phantom is given in Fig. 4.3(b). The
small imperfection at the base of the phantom is caused by an air bubble in the copper
sulfate solution.
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Figure 4.3 The physical Shepp-Logan phantom construction (a) showing thicknesses of polycar-
bonate in the imaged slice. The shaded region surrounding the outer ellipse is made of acrylic.
When scanned using a slice thickness of 10 mm, the image shown in (b) results.
The layers of polycarbonate combined occupy less than half the depth of the cylinder. The
remaining space contains two further circular disks featuring imageable shapes: a kiwi on
one disk; and a fern leaf and ‘NZ’ on the other (Fig. 4.4). Sufficient spare depth remains to
allow a uniform circular disk containing only fluid to be imaged as well.
(a) (b)
Figure 4.4 MR images of the two additional slices in the phantom constructed by the author.
An experiment was performed to compare images generated using the analytical Shepp-
Logan phantom with those obtained by scanning the physical version. The phantom was
imaged on a 1.5 T scanner (GE Medical Systems) using a fast spin echo sequence (FSE-
XL, 256 × 256 resolution, Netl = 3). Images were reconstructed directly from the raw data
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without explicit filtering of k-space.
Fig. 4.5 compares an image of the analytical Shepp-Logan phantom to the image of the
physical phantom shown earlier in Fig. 4.3(b). The SNR used in the generation of the
analytical phantom was 34.7 dB, chosen to match the SNR in the image of the physical
phantom. Likewise, the analytical phantom was rotated by 2.2◦ to match the physical
version. It is evident, from both the image-space and k-space magnitudes, that the two
phantoms are very similar. In k-space there appears to be less obvious structure and lower
magnitude in the higher frequency components of the physical phantom compared to the
analytical version.
Another interesting difference is the reduced amount of Gibbs ringing in the physical phan-
tom compared to the analytical phantom. This discrepancy is apparent in both the phase-
encode and frequency-encode directions. A cross-section shows this more clearly than the
images themselves: an example is given in Fig. 4.5(e) and (f). This is taken horizontally
through both images on the left side of the outermost ellipse (marked with a black line on
the images).
To investigate this further, a second comparison between a simulation and a physical phan-
tom is made (Fig. 4.6). A slice containing uniform copper sulfate solution confined within
the circular cylinder was imaged simultaneously with the Shepp-Logan phantom already
discussed (multiple slices were acquired in the same scan). An analytical version of this
object was computed by calculating the Fourier components of a circular region of a similar
size and then adding noise. The analytical k-space data set in Fig. 4.6(c) is very similar to the
physical data set in Fig. 4.6(d). Cross-sections from the images in Fig. 4.6(a) and Fig. 4.6(b)
are shown in Fig. 4.6(e) and (f). Again, the position of the cross-section is marked with a
black line. The images exhibit very similar amounts of Gibbs ringing.
Why are Gibbs artifacts reduced for the physical Shepp-Logan phantom compared to simu-
lations but not for the circular disk imaged during the same scan? The author suggests this
is because the laser-cut edges of the polycarbonate sheets are slightly rounded, whereas
perfectly sharp edges are modeled in the analytical version. In the case of the circular disk,
edge sharpness is defined by the smoothness of the inner wall of the acrylic tube. This is
presumably very smooth. Thus, the edge of the disk is very sharp; hence, high frequency
components play a greater part in the Fourier representation of this object, truncation of
k-space is more pronounced, and Gibbs ringing results.
The above suggests that the (infinitely) sharp edges in the analytical Shepp-Logan phantom
are unrealistic in a physical object and that this difference is of some practical significance.
This may be important for researchers who use the analytical Shepp-Logan phantom in
simulations involving Gibbs ringing, such as in [100]. Multiplying the magnitude of the
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Figure 4.5 A comparison between images of the analytical and the physical phantom: (a) and (c),
the analytical phantom magnitude in image-space and k-space; (b) and (d), the physical phantom
magnitude in image-space and k-space. A log scale is used to show k -space magnitudes. The
resolution in both cases was 256 × 256. Cross-sections of (a) and (b) (position indicated by the
black horizontal lines) are shown in (e) and (f) respectively. Gibbs ringing is more apparent in (e)
than in (f).
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Figure 4.6 A comparison between magnitude images of a computer-generated circular phantom
(a) and a slice through the physical phantom (b) consisting of only CuSO4 solution inside the acrylic
cylinder. The corresponding k -space magnitudes (log scale) are given in (c) and (d). Cross-sections
of (a) and (b) (position indicated by the black horizontal lines) are shown in (e) and (f) respectively.
Approximately equal Gibbs ringing is present in both cases.
4.2 Physical phantoms 55
k-space data by a smooth two-dimensional window function has the effect of attenuating
high spatial frequencies, thereby reducing Gibbs ringing in the image reconstruction and
making the analytical k-space data set more closely approach the physical version.
4.2.1 Motion
The author is not aware of any commercially available moving phantoms suitable for MRI.
There are, however, a number of custom-made moving phantoms described in the litera-
ture. Drangova et al. [101] constructed a computer controlled phantom from deformable
silicone gel to mimic physiological motion. The motion achievable with this phantom
includes bulk rotation and translation, rotational shear, axial shear, and combinations of
some or all of these. Three stepper motors situated a safe distance from the scanner are
used to drive three shafts connected to the phantom. Although the construction of such
a versatile phantom was complex, the resulting motion is highly reproducible and motion
such as the cardiac cycle can be imitated.
Leung and Plewes [102] tested their retrospective motion correction technique using a
custom-made phantom, designed to mimic respiration. The phantom itself consists of agar
gel in a circular mold doped with a standard MR contrast agent (Gd-DTPA) to reduce
T1 and T2 times. Again, motion is applied using a stepper motor mounted at the end of
the scanner patient table and transferred to the phantom using a single long plastic shaft.
Motion is limited to a repeating cycle of rotation and translation together (these are not
separable) as only a single motor is used.
A less sophisticated, but more affordable solution has been developed using a commer-
cially available K’NEX construction set (Hyper Space Training Tower, K’NEX Industries,
Inc., Hatfield, PA) by Huber et al. [103]. This produces periodic motion with simultaneous
translation and rotation designed to simulate cardiac or respiratory motion. The design
was deliberately chosen for its low cost. Again, a motor is connected to a rigid rod to
transfer motion to the phantom itself. This is not a stepper motor, however, but a low-cost
K’NEX 12 V DC motor.
As mentioned in Section 3.4.3, ultrasound has been used to track motion in conjunction
withMRI by Gu¨nther et al. [86]. The authors developed amoving phantom to test their sys-
tem. This phantom generated sinusoidal displacement at two different frequencies (about
1 Hz and 1/6 Hz) to simulate cardiac and respiratory motion. The phantom was based
on the work discussed above and was also constructed of K’NEX. The object being moved
was a water-filled balloon. The source of motion was again an electric motor outside the
magnet and again plastic rods and gears were used to move the balloon.
An even simpler system has been used to rotate a pineapple inside the scanner by van der
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Kouwe et al. [104]. A pineapple was used due to its good internal structure and contrast.
It was connected to a plastic shaft and then to a motor situated outside the scanner bore.
In this case the only motion achievable was rotation about a single axis.
Although varying in complexity, all the systems above use a motor connected to a plastic
drive shaft to maintain a safe distance from the scanner. This also requires a control system
for the motor to be located in the same room as the scanner. While metallic items can be
taken into the scanner room, this is generally undesirable for reasons of safety and, in the
case of a motor, RF interference. An alternative system was therefore developed and is
described in the following.
A pneumatic moving phantom
Amoving platform for the phantom described earlier was designed and built by the author
with the assistance of workshop staff. It is constructed entirely from non-metallic materials
so as not to affect the magnetic field homogeneity in the scanner or pose a safety hazard.
The platform and phantom are shown in Fig. 4.7.
Two 60 mL plastic syringes act as pneumatic actuators: one translates the platform while
the other rotates it. They can operate simultaneously or independently. Compressed air
and vacuum is coupled to the syringes through 10 m of plastic pipe. This is sufficiently
long to reach from the magnet room through a built-in waveguide into the control room;
thus, there are no metallic components in the scanner room. Also, no wires (potential
sources of RF interference) are needed to connect the phantom inside the scanner room
with the control system outside.
In the control room, a pneumatic system designed by the author manipulates the pres-
surised air or vacuum connected to each pipe. The control unit for this system consists of
a programmable logic controller (PLC) designed for real-time operation. This generates a
repeatable motion sequence. When used in the hospital, the apparatus is connected to the
hospital’s 400 kPa air supply. For testing purposes away from the hospital, a 50 L portable
air tank is used; in either case, regulators in the pneumatic system maintain a constant air
pressure. Any compressed air supply can be used to fill the tank.
A video tracking system has also been developed to independently quantify the motion
of the phantom. To date, however, this has only been used outside the MR environment.
This system is discussed further in Chapter 8, where results using this and those from the
author’s TRELLIS algorithm are compared.
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Figure 4.7 The moving phantom. Translation (along a single axis only) and/or rotation are achieved
using a pneumatic system. Air is fed to syringes which then act as actuators to move the platform
holding the phantom. The entire construction is MR-compatible with no metallic components.
4.3 Summary
The analytical Shepp-Logan phantom has been adapted to test the effects of bulk motion
in MRI. A simulator has been developed that allows imaging and motion parameters to be
modified easily. A physical phantom has also been constructed. One slice of this phantom
has been modeled on the Shepp-Logan phantom, enabling comparisons to be made with
simulations. A computer-controlled moving platform has been designed and built. This
has no metallic components so is safe for use in an MR environment.
These tools allow testing of motion-correction techniques in MRI to be performed in a
controlled and repeatable manner.
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Chapter 5
MR Image Artifact Metrics
Aswell as using phantoms to conduct repeatable testing inMRI, it is important to be able to
quantify the effect that different data acquisition and reconstruction methods have on the
final image. This chapter compares a number of metrics that can be used for this purpose.
Provided that a reference image is available, and the object is of limited extent, it is shown
that a measure relating to the amount of energy outside the object support can be used
to objectively compare the severity of motion-induced artifacts. This work has been pub-
lished in the Proceedings of SPIE: Image Reconstruction from Incomplete Data IV [105].
5.1 Introduction
It would be useful to have a metric capable of providing a numerical measure of how badly
an image is corrupted by artifacts. Most work reporting the testing of other correction
algorithms (such as that presented by Pipe [57] and Forbes et al. [106]) relies instead on the
visual appearance of the image. While not denying the importance of assessing images for
their clinical utility, an objective metric allows the effect of subtle changes to an algorithm
to be quantified.
There are several important considerations in the development of an image-comparison
metric for motion-correction experiments. First, it is normally possible to produce some
form of reference image to compare reconstructions to. This applies to all tests that might
reasonably be carried out: an analytical phantom can be generated without introducing
motion artifacts; a physical phantom can be imaged while stationary in the scanner; and a
human subject can hold their head still during imaging.
Invariance of the metric to translation and rotation of the imaged object is critical. If an
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image is motion corrected, the precise location of the reconstruction within the FOV may
be unknown. Likewise, for in vivo experiments, it is difficult to ensure that the subject
is in exactly in the same position in the scanner during acquisition of different sequences.
The metric should be unaffected by such imprecision. As example, consider the images
shown in Fig. 5.1. Apart from noise differences, test image (a) is identical to the reference
image. The same applies to test image (b), although it is in a different position in the FOV
and has been rotated. An image comparison metric would ideally produce the same result
for both: the images show the same information and would be of equal diagnostic value.
Images (c) and (d), on the other hand, are corrupted by motion artifacts; they therefore
differ significantly from (a) and (b).
Invariance to image amplitude is not a useful feature here. If necessary, images can easily
be scaled so that they have the same energy as the reference image. It can also be assumed
that the relative size of the imaged object (analytical phantom, physical phantom or hu-
man head) and the FOV will not change between images. There is a need to compare
reconstructions from the same subject, but no need to compare reconstructions from dif-
ferent subjects. This principle applies to the test images in Fig. 5.1: they are all of the same
object and are all the same size.
In summary, a useful metric must produce the following results for the test images in
Fig. 5.1: images (a) and (b) should be shown as virtually identical to the reference im-
age; image (c) should be less similar to the reference image than (a) or (b); and image (d)
should be the least similar to the reference. In the absence of changes in the imaged object
or noise level, the difference between the test and (motion free) reference image can then
be taken to quantify the level of motion artifacts in the test image.
In the following, several metrics are discussed:
• Mean squared error (MSE): a measure widely used for determining the difference
between two images (or signals of any kind).
• Blur metric: a means of quantifying image blur by determining the ‘edge width’ of
objects in the image.
• Difference in background energy (DBE): a new metric proposed here specifically to
assess the severity of motion artifacts.
A number of other metrics exist. Image entropy has previously shown to be useful in MRI
as a focus criterion for some of the methods discussed in Section 3.4.4 [107]. Its primary
advantage, however, is the lack of a requirement for a reference image, which is not a useful
feature here. Another possible technique is structural similarity [108, 109]. It is claimed
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test(a) test (b)
test (c) test (d)
Figure 5.1 A reference image and four test images. The SNR used in all cases is 25 dB. Test
image (a) is identical to the reference image except for noise differences. Test image (b) is offset by
10 pixels (to the right) and is rotated by 10degs. Test images (c) and (d) have motion added during
the simulated acquisition, with the motion greater for (d) than for (c). A metric is sought that will
show that test images (a) and (b) are essentially identical to the reference and will quantify the level
of artifact in (c) and (d).
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that this metric quantifies the effect of errors in an image on human visual perception
more accurately than other techniques. It has, for example, been shown to be useful for
evaluating the effect of errors in video encoding [110].
The author has briefly experimented with entropy and structural similarity measures and
has had little success obtaining useful results. These two techniques may still be worthy of
further investigation, however. This is left for future work.
5.2 Mean squared error (MSE)
A commonmetric for quantifying the difference between two images is mean squared error
(MSE) defined for two images, the reference image, R(x, y), and the test image, T (x, y), as
MSE =
1
MN
M∑
x=1
N∑
y=1
(R(x, y)− T (x, y))2, (5.1)
where both R(x, y) and T (x, y) have dimensionsM ×N .
MSE is not translation/rotation invariant. It could, however, be combined with an image
registration algorithm to align the two images prior to computing the MSE. Unfortunately,
even small errors in the image registration step significantly contribute to the MSE value
(this is shown in Section 5.5). Despite this failing, MSE is so widely used it is included here
for comparison with other metrics.
MSE is sometimes normalised by, for example, dividing the result in Eq. (5.1) by a quantity
such as
∑∑
(R(x, y))2. This is discussed in more detail when the mean squared error is
used for a different purpose in Section 6.3. For the task at hand, however, the expression
in Eq. (5.1) is sufficient.
When applied to each of the test images in Fig. 5.1, MSE values are: (a) 2.7×10−4; (b)
4.7×10−2; (c) 7.5×10−2; and (d) 1.5×10−2. The results suggest that test image (c) is the least
like the reference image, followed by test image (b). This is not the image ranking required;
however, since the images have not been registered, these results are not surprising.
Despite its disadvantages, MSE is still investigated further as a metric. For simulation
purposes, translation/rotation invariance is not critical as it is possible to ensure the objects
to be compared are properly aligned. This is done in a later experiment in this chapter.
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5.3 Blur metric
Measuring the ‘blur’ of an image is an intuitive approach to quantifying reconstruction
accuracy: a blur measure could be expected to increase with increasing motion corruption.
It is also likely to be fairly rotation/translation invariant. For these reasons a ‘blur metric’
was developed, largely based onwork reported byMarziliano et al. [111]. This metric does
not require a reference image, although the result can be compared to that of the reference
image if a relative measure is desired.
The blur metric is defined as the mean edge width of all edges located in the image. The
process to find this value is summarised as follows:
1. Find all edges in the image.
2. Classify edges as horizontal, vertical or both.
3. Find the width of each edge.
4. Compute the mean edge width: this is the blur metric.
The edge detection process is shown in Fig. 5.2 for the reference image shown in Fig. 5.1. In
Fig. 5.2(a), edges are identified using the method developed by Canny [112]. A Gaussian-
smoothed version of the image is generated and local maxima in the gradient of this
smoothed image are taken to be edges. A binary mask is formed which indicates the lo-
cation of these maxima and thus corresponds to edge pixels in the original image. At this
stage, detected edges are all one pixel wide.
Edges are then classified as ‘vertical’ or ‘horizontal’ and a corresponding ‘edge mask’ is
formed, as shown in Fig. 5.2(b) and (c). Diagonal edges are classified as both vertical and
horizontal. In this case it is possible to obtain two measurements from the same edge:
one is the edge width in the vertical direction, the other the edge width in the horizontal
direction.
Thewidth of each edge is then estimated (see Fig. 5.3). Treating the vertical edges first, each
row of the image is scanned. For pixels corresponding to an edge in the edge mask, the
edge width is defined as the distance (in pixels) from the nearest local extremum left of the
edge in the image to the nearest local extremum right of the edge in the opposite direction.
If a local maximum is found left of the edge, a local minimum is sought right of the edge,
and vice versa. The procedure is repeated for horizontal edges, using the columns of the
image and the horizontal edge mask. This means that a particular pixel may be counted
twice if it is classified as being on both a horizontal and vertical edge. The blur metric is
then the mean edge width over all edge pixels.
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(a) (b) (c)
Figure 5.2 The edge detection process. The original image is the reference image in Fig. 5.1.
Edges detected after application of a Canny filter are shown in (a). Two ‘edge masks’ are then
formed: (b) a vertical edge mask and (c) a horizontal edge mask.
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Figure 5.3 Measuring the edge width: (a) the original image with a small cross-section marked in
black; (b) the same cross-section showing an edge width measurement of 2 pixels.
When applied to each test image in Fig. 5.1, blur metric values (edge width in pixels) are
(a) 3.3, (b) 3.3, (c) 4.7, and (d) 4.3. Unlike MSE, the blur metric has coped well with test
image (c). Image (d), however, is classified as better than (c) according to the blur metric
values. This is problematic.
The unexpected result with test image (d) is caused by the incorrect identification of edges.
Fig. 5.4 illustrates this situation by showing edges detected for each image. If edges are
incorrectly identified, their (meaningless) edge width affects the final result.
In summary, the blur metric may provide good results for very slightly blurred images
for which it can still detect all image edges correctly. It is unreliable, however, for badly
distorted images.
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(a) (b)
(c) (d)
Figure 5.4 Images (a)-(d) show the edge identification results for the respective test images in
Fig. 5.1. A large number of edges in (d) are identified incorrectly, leading to a failure of the blur
metric in this case.
5.4 Difference in background energy (DBE)
In an MR image, pixels within the field-of-view (FOV) but outside the support region of
the object should have a value close to zero in the absence of artifacts. The DBE measure
exploits this property: it quantifies the amount of energy that has ‘escaped’ outside the
support region as a result of image artifacts. It is only applicable when the support region
is smaller than the FOV; in MRI, this is normally the case in brain imaging.
The principle behind DBE is that any energy outside the support region is the result of ei-
ther noise or artifacts. This assertion can be demonstrated as follows. Let the field-of-view
be Γ, partitioned into the support region, Ωi, and the region outside the support, Ωo, so
Γ = Ωi
⋃
Ωo and Ωi
⋂
Ωo = 0. In the absence of noise or motion, adequate sampling of the
k-space data allows the object to be reconstructed entirely within Ωi. If the object under-
goes rigid-body motion that takes any part of it into Ωo, changes to its Fourier transform
reflect this. Therefore, accurate measurements taken in k-space of a moving object must
necessarily reconstruct to an image with some energy inside Ωo.
If the measurements are noisy, the reconstruction throughout Γ is affected, with or without
the presence of motion artifacts. There is no reason to expect that the mean noise power
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per pixel differs significantly between Ωi and Ωo. Thus, while the relative energy outside
the support is due to both noise and artifacts, only the portion of this due to artifacts will
change between a reference image and a motion-corrupted image.
The estimation of DBE proceeds as follows:
1. Locate the background in the reference image using thresholding followed by mor-
phological ‘opening’. Form a binary mask that can be used to partition the image
into the object and the background (Fig. 5.5).
2. Use this mask to locate an equivalent background region in the test image. This
is achieved by shifting and rotating the mask in order to minimise the amount of
energy in the located background.
3. Compute the total energy in the reference (Tref ) and test (Ttest) images as well as the
background energy for both images (Bref and Btest).
4. The metric is then given by:
DBE =
Btest
Ttest
− Bref
Tref
(5.2)
Energy is defined as in Section 2.6, that is, the energy of an image (or signal) is equal to the
integral of the signal squared over the region (or interval) of interest.
For Step 1, pixels with intensity below a threshold value are considered to be ‘background’.
The threshold found to be appropriate is 25% of the mean pixel intensity. A morphological
opening is then applied to remove isolated points erroneously classified as part of the ob-
ject due to noise. Sample results for this are shown in Fig. 5.5. Experience shows that this
simple thresholding technique is sufficiently robust for the application. Acceptable results
have been achieved using a threshold of anywhere between 15% and 35% of the mean
pixel intensity, suggesting that the choice of threshold is not critical.
Step 2 allows the reconstructed image under test to be translated or rotated with respect to
the reference image. By searching for the mask position and orientation which minimises
Btest, the value of the resulting metric best represents the degree to which the background
is corrupted by artifacts. This is currently achieved using an exhaustive search of position
and rotation angle to find the global minimum: not a very computationally efficient ap-
proach. A more efficient means of calculating the DBE metric is presented in Section 5.5.1.
Step 4 involves subtracting the proportion of energy in the background of the reference im-
age from the proportion of energy in an equivalent region in the test image. Since measure-
ment errors in MRI affect k-space measurements and image space noise level is relatively
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(d) (e) (f)
Figure 5.5 Three images and the binary masks representing their backgrounds, as found using the
thresholding and opening technique described in the text. The segmentation does not need to be
exact: minor changes make little difference to the final DBE metric.
independent of location, the contribution of noise energy to the ratio Btest/Ttest is largely
canceled by subtracting Bref/Tref . As a result, the DBE metric is very insensitive to the
level of noise in the k-space measurements.
When applied to each test image in Fig. 5.1, DBE values are: (a) 3.2×10−6, (b) 6.0×10−4, (c)
1.2×10−2, and (d) 2.6×10−2, respectively. Values for images (a) and (b) are relatively close
to zero, indicating that the images are essentially the same as the reference image. The DBE
values for images (c) and (d) indicates major differences between them and the reference;
this is the case for image (d) more so than image (c). These results are promising as they
correspond well to human perception of the test images.
Having performed these basic tests, an experiment to further compare these three metrics
was carried out.
5.5 Application to a motion corrupted sequence
A sequence of images corrupted by simulated motion is shown in Fig. 5.6. The uncor-
rupted reference image is that shown in Fig. 5.6(a). Each image in the sequence (b)–(h) is
corrupted by a slightly greater amount of motion than the previous one. In images (a)–
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(c) the increasing image corruption is so slight that it is not readily apparent to the eye,
while in images (c)–(f) the ghosting becomes progressively more obvious. From (f)–(h) the
ghosting continues to increases, but the change is less noticeable.
Motion has been simulated by modifying the phase of every third line of data in k-space.
This is consistent with an acquisition method such as multiple-shot FSE, using three shots
to fill k-space. The simulated motion corresponds to a horizontal shift in the object after
acquisition of the second shot. The result is a modulation of k-space data resulting in
ghosting in the phase-encode (vertical) direction.
The simulation of motion is such that the MSE metric can be estimated without image
registration in this case. This is because the centre of k-space is acquired with the object
in the same position in each test case. Also, note that this simulation maintains the same
energy for each image because only k-space phase, not magnitude, is modified. Thus, k-
space energy does not change between simulated data sets and Parseval’s theorem ensures
that this also applies to the image-space reconstructions.
Fig. 5.7 shows the performance of the threemetrics presented here for the images in Fig. 5.6.
Both MSE and DBE provide a good indication of the level of artifacts in the images shown.
Furthermore, the similarity between the two is striking. The blur metric does not behave
consistently with increasing artifact levels; this is the result of incorrect edge detection, as
identified in Section 5.3.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 5.6 A sequence of motion corrupted images. The artifact metrics for these are plotted in
Fig. 5.7.
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Figure 5.7 Artifact metrics for the images shown in Fig. 5.1: (a) MSE, (b) the blur metric and (c)
DBE. Note the close similarity of the MSE and DBE metrics for this example.
Determining the DBE metric involves registering the mask with the test image. This is
significantly easier than registering two images in order to obtain the MSEmetric. A minor
error in registration with MSE can lead to a grossly different metric value. A minor error
in registration with DBE produces only a small change in the final result. This is illustrated
in Fig. 5.8 in which a registration error of 1 pixel (horizontally) is deliberately introduced
for image (d) in the original sequence. Registration of the background mask was disabled
when calculating DBE values in this experiment. The MSE metric (Fig. 5.8(a)) is affected to
a much greater degree than the DBE metric (Fig. 5.8(b)).
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Figure 5.8 The effect of a relatively minor registration error on (a) the MSE metric and (b) the DBE
metric shown previously in Fig. 5.7(a) and (c). A fitting error of one pixel in the horizontal direction
has been introduced for image (d) within the set shown in Fig. 5.6.
Another disadvantage of MSE is that it is affected by noise in the images. A metric is
required that provides a measure of the severity of artifacts in an image, but is not sensitive
to the level of noise inherent in the measurements. Both the MSE and blur metric measures
are sensitive to the noise level, while DBE is not (this is apparent in an experiment shown
in Section 7.4).
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5.5.1 Extension to the DBE metric
The DBE metric requires a background mask to be fitted to the test image (a somewhat
computationally expensive process). To alleviate this limitation an approximation is pro-
vided here which is useful if the metric is to be used in a situation where computational
speed is important. The approximation is described as follows:
1. Locate the background in the reference image in the same way as described in Sec-
tion 5.4.
2. Count the number of pixels, NB , in the background of the reference image.
3. Rank the pixels of each image according to intensity.
4. Make the assumption that the smallest ranked NB pixels in each image correspond
to the background, and use those pixels to compute the values Bref , Btest.
5. Compute the metric by Eq. (5.2).
The advantage of this approximation is computational speed. The relatively expensive reg-
istration of a mask is not required: the algorithm is already unaffected by shifts or rotations
of the object within the field-of-view. The assumption that the NB smallest-valued pixels
will all be found in the background holds well for images with reasonably low artifact and
noise levels. Fig. 5.9 shows a comparison of the original DBEmetric for the sequence of im-
ages shown in Fig. 5.6 with this approximation. It is clear that qualitatively similar results
are obtained with the simpler background definition algorithm.
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Figure 5.9 A comparison of the DBE metric described originally (dotted line) and its approximation
as described in Section 5.5.1 (solid line) for the sequence of images shown in Fig. 5.6.
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5.6 Discussion and conclusions
Three metrics for quantifying image artifacts have been compared: MSE, the blur metric,
and the DBE metric.
MSE proved to be unsuitable for this purpose. It requires accurate image registration in
order to produce a reliable result. This is difficult to achieve for motion-corrupted images.
It is also sensitive to differing noise levels in the images.
The blur metric performed badly in the experiments shown. Nevertheless, the author be-
lieves that it has some potential for this application. It is interesting to analyse why and
where it failed. Results in Fig. 5.4 show that extra edges are detected if significant ghost-
ing is present. This suggests an alternative approach: seeking a metric that quantifies how
well edges match between the reference and the test images. This measure could be quite
similar to the human perception of image quality (humans identify edges well).
The DBE metric is found to perform the best in simulations. It has ideal properties for
MRI applications involving artifacts: translation invariance, rotation invariance and a high
level of sensitivity to artifacts with a low noise sensitivity. In Chapter 7, the DBE metric
is shown to be useful in conjunction with the author’s TRELLIS algorithm (for motion
correction). It is used to investigate TRELLIS to automatically determine the noise level
at which TRELLIS no longer performs satisfactorily. Without a metric such as DBE, this
experiment would be more difficult to carry out.
A number of questions remain unanswered, however. It would be useful to investigate
how different metrics correlate with diagnostic utility in an image. It would also be inter-
esting to try using separate metrics to quantify different types of motion artifact. The DBE
metric, for example, may be more sensitive to ghosting than to blurring in an image. Thus,
a separate measure of blur might complement the DBE metric well.
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Chapter 6
TRELLIS: AMotion Correction
Algorithm
Although numerous motion-correction techniques have been developed, these all have
their disadvantages. Navigator echoes and PROPELLER, for example, collect extra data
to obtain motion information, leading to an increased acquisition time. Real-time track-
ing and gradient adjustment requires external hardware; this added complication perhaps
explains why this method is not widely used. Post-processing techniques, although con-
venient, have had limited success so far.
This chapter presents a motion-correcting pulse sequence and reconstruction algorithm,
termed TRELLIS [113]. This technique uses all collected data for both image reconstruction
and motion detection; thus, it differs significantly to existing techniques.
This chapter describes the initial simulated version of TRELLIS; modifications associated
with the implementation of TRELLIS on a scanner are discussed in subsequent chapters.
6.1 Introduction
The term ’TRELLIS’ is an acronym for Translation and Rotation Estimation using Linear
Least-squares and Interleaved Strips, and is so named because its sampling pattern resem-
bles a trellis. This technique has some similarities to PROPELLER: it does not require extra
hardware; it samples k-space more than once to obtain information about patient motion;
it is capable of estimating translation (x- and y-directions) and rotation (in-plane only) pa-
rameters; and the final reconstruction requires some form of gridding. The data acquisition
and image correction methods differ substantially, however, and TRELLIS may offer some
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advantage because k-space is uniformly sampled instead of concentrating sampling in the
centre of k-space as in PROPELLER. All acquired data is used for both motion detection
and image reconstruction. Thus, extra time spent oversampling results in a useful SNR
improvement across all spatial frequencies.
The description of TRELLIS is broken down into four consecutive steps:
1. Data acquisition: k-space is filled using orthogonal overlapping strips. Data from
horizontal and vertical strips are stored in separate arrays denoted H and V, respec-
tively.
2. Rotation estimation and correction: overlap between the horizontal and vertical
strips in k-space magnitude data is used to estimate the rotation parameters of the
object. Strips are then rotated in k-space to correct for this.
3. Translation estimation and correction: Translation parameters are estimated by us-
ing overlap between the horizontal and vertical strips in the k-space phase data. Cor-
rupted data is then corrected in k-space by adjusting its phase.
4. Image reconstruction: all corrected k-space data is gridded onto a Cartesian coordi-
nate system to allow application of the inverse Fourier transform. The final result is
a motion-corrected image.
Each of the above steps is described in detail in the following sections.
6.2 Data acquisition
TRELLIS uses a unique k-space trajectory. Data is acquired using interleaved horizontal
and vertical strips as shown in Fig. 6.1(a). In the example shown, the number of strips
used to fill k-space, Ns, is 16. The acquired data is stored separately in two arrays: H,
k-space data acquired using horizontal strips; and V, k-space data acquired using vertical
strips.
The description of the practical implementation of this trajectory is deferred to Chapter 8.
In the meantime, it is sufficient to state that each strip consists of a number of lines and the
phase- and frequency-encode directions are selected so that the frequency-encode direction
is always parallel to these (Fig. 6.1(b)). For now, the assumption is that each individual strip
is acquired so rapidly that negligible motion occurs during the strip acquisition.
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Figure 6.1 (a) The k -space trajectory used by TRELLIS. In this example, 16 strips are used to fill
k -space (Ns = 16). The first 7 strips are shown; their numbers indicate the order of acquisition.
(b) Each strip comprises a number of lines, with the frequency-encode direction always parallel to
these.
6.3 Rotation estimation and correction
The next step after data acquisition is the estimation of rotation parameters. Referring
back to Eq. (2.15) in Section 2.6, a rotation of the imaged object is equivalent to an equal
rotation in k-space. Here, the goal is to determine the rotation of the object from k-space
samples. This is achieved using k-space magnitude data: k-space phase information may
have been corrupted by translational motion as described by Eq. (2.14). The rotation de-
tection procedure is therefore decoupled from the translation estimation stage (Section 6.4)
by using k-space magnitude to estimate rotation, whereas k-space phase is used to estimate
translation. This section describes how rotation estimation is achieved [114].
6.3.1 Initial rotation estimation
Data is acquired as Ns strips of k-space, Ns/2 horizontal and Ns/2 vertical, where Ns is
even. Each strip therefore overlapsNs/2 other strips. If there is no motion while the data is
acquired, the k-space data in each region of overlap between a pair of strips, one horizontal
and the other vertical, should be identical except for the inevitable presence of noise. Strips
are acquired in the order 1, 2, . . . , Ns. Consider two k-space strips (Fig. 6.2), a horizontal
strip with odd integer index p and a vertical strip with even integer index q. Each strip is
measured at a known time when the object is rotated by an unknown angle θ. The rela-
tive angle of rotation between the two strips is determined by comparing the magnitude
values within the overlapping region, using complex interpolation to generate correspond-
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ing points. Let θp be the angle that the strip p data is rotated from its nominal horizontal
orientation and θq be the angle that the strip q data is rotated from its nominal vertical ori-
entation. The relative angle of rotation is then θpq = (θp − θq), which has zero value if the
strips are perpendicular. The area of overlap between two strips is henceforth referred to
as a ‘patch’. Note that rotations are made about the origin of k-space.
p
q
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Figure 6.2 Each strip in k -space is acquired at a different time; thus, the imaged object may
have moved between acquisition of the two strips (a). Any given horizontal strip, p, in k -space will
overlap any given vertical strip, q. The overlapping patch of data between strips p and q (b) is used
to determine the relative angle of rotation, θpq.
Rotation that has occurred between the measurement of two orthogonal strips is deter-
mined by rotating one strip relative to the other to achieve the largest correlation between
the k-space magnitudes in the overlapping patch. In practice, the k-space data from each
strip is first transformed into polar coordinates with respect to the origin of k-space us-
ing spline interpolation of the real and imaginary parts. This is computationally efficient
since interpolation only needs to be performed once and testing individual rotation an-
gles is reduced to a simple matrix shift. For each patch, the normalised mean square
error (NMSE) between the strip magnitudes is computed for a range of relative angles,
−10◦ ≤ θpq ≤ +10◦, in 0.1◦ increments. The NMSE metric is defined as
NMSE =
∑
patch [ |Fp| − |Fq| ]2∑
patch |Fp|
∑
patch |Fq|
, (6.1)
where Fp and Fq are the k-space data values from the strips concerned. The angle for
which NMSE is minimum is taken to be an initial estimate of θpq (Fig. 6.3). The magnitude-
dependent normalisation in Eq. (6.1) prevents a bias when changing the angle θpq and
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moving the position of the overlapping patch in relation to the centre of k-space (and hence
changing the magnitude of the data within the patch).
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Figure 6.3 Correlation as a function of rotation angle for two overlapping strips, p and q, in k -space.
The relative angle, θpq, between the two strips is 2.2◦ in this example.
The procedure described above is performed for all overlapping strips so that a value for
θpq is obtained for all possible values of p and q. The goal is then to estimate the set of
individual strip angles, {θp} and {θq}.
A set of equations can then be written that links measured values for θpq to the individual
strip angles {θp} and {θq}. A weighted least squares estimate of {θp} and {θq} is made; the
weight given to each equation is (minimum NMSE)−1. This weighting scheme has been
chosen to give more emphasis to those patches where the best match between the strip
magnitudes has been found, as measured by a relatively low minimum value for NMSE.
As an example of the system to be solved, for Ns = 16 there are 8 horizontal and 8 vertical
strips and 64 patches. There are therefore 64 linear equations in 15 unknowns (the orien-
tation of the first strip acquired is arbitrarily set as zero). In general, however, the set of
linear equations is
S x = r , (6.2)
where the elements of the (Ns/2)2×1 vector r consist of all relative rotation angles, θpq, esti-
mated using the NMSE technique described above. Thematrix S has dimensions (Ns/2)2×
(Ns − 1). Each row in S contains two non-zero elements of value 1 and −1, positioned to
represent the two strips p and q that correspond to the measured rotation angle in r. The
sign of these values reflects the definition of relative rotation mentioned earlier, that is,
θpq = θp − θq.
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Eq. (6.2) is solved for the (Ns−1)×1 vector x in a least squares sense using the lscov function
in MATLABr and the weighting scheme described above. The angle of the reference strip
(0◦) is then inserted in the first position in x, increasing the dimensions of x toNs× 1. Each
value in x then gives the initial estimate of {θp} and {θq}, that is,
xj =
 θp j, p = 1, 3, 5, . . . , Ns − 1θq j, q = 2, 4, 6, . . . , Ns . (6.3)
As a rotation by θ in image-space results in a rotation by θ in k-space, the result in Eq. (6.3)
is applicable to either domain. In image-space, θp and θq represent the relative rotation
angle of the imaged object at the time of acquisition of strip p or q. In k-space, θp and θq
represent the angle by which data in individual strips p or q have been rotated about the
centre of k-space. Although the first strip acquired has been used as the reference strip,
this choice is arbitrary. Choosing a different reference equates to rotating all k-space data
together around the k-space origin: the relative strip angles remain the same.
6.3.2 Pruning
In the absence of noise and other measurement errors, the estimated angles can be expected
to be accurate enough for successful rotation correction. Indeed, the author’s early work
on TRELLIS demonstrated some success with the straightforward estimation described
above [105, 115]. In practice, however, some of the strip angle estimates are found to be
significantly in error. The inaccuracy of the initial angle estimates is particularly notice-
able for strips lying outermost in k-space. Having estimated the individual strip angles as
described, it is possible to recompute the expected angle difference, θpq, for each patch and
compare this with the value derived from the NMSEminimum. The author postulates that
small discrepancies from the expected angle differences are more likely to be observed in
patches for which the NMSE minima are reliable because of a relatively good SNR, while
larger discrepancies are more likely to be observed for NMSEminima which are unreliable
because of a relatively poor SNR. The latter patches can therefore be ‘pruned’ from the
estimation process, thereby improving the accuracy of the estimation. This technique is
similar to a class of ‘robust least-squares’ approaches described in the literature [116].
The pruning is implemented as follows:
1. The discrepancies between the re-computed angle difference and the value derived
from the NMSE minimum are determined for all patches not yet pruned.
2. The standard deviation σd of the distribution of discrepancies is computed.
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3. Those patches for which the discrepancy in angle difference exceeds 2σd in magni-
tude are pruned.
4. The reduced set of equations is re-solved using the weighting (minimum NMSE)−1
as described above.
Steps 1 to 4 are performed three times. The number of iterations has been determined
empirically over a range of different values of Ns. As is shown in Chapter 7, the pruning
process significantly improves the rotation estimation accuracy.
6.3.3 Rotation correction
Once rotation angles for all Ns strips have been estimated, each strip is corrected individ-
ually by rotating the coordinates of each data point relative to the coordinate system. For
example, if strip p is found to have been rotated by θp from its nominal position, then the co-
ordinate system is rotated by θp to match. Data is then gridded to the Cartesian coordinate
system using 2-D spline interpolation of the real and imaginary parts. This is straightfor-
ward because data points within each individual strip are still on a rectangular grid; thus,
interpolation is from one rectangular grid to another and the sampling density is constant.
Each strip is not yet combined with other strips, but stored separately: individual strips
are required for the translation estimation stage that follows.
The rotation correction of k-space strips is depicted in Fig. 6.4.
kx
ky
(a)
kx
ky
(b)
Figure 6.4 Rotation correction in k -space. A depiction of all acquired strips (a) before rotation cor-
rection and (b) after correction. The position of the object during acquisition of each strip in k -space
defines the frame of reference for that strip. Thus, k -space strips have been rotated individually so
that these frames of reference are all aligned.
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6.4 Translation estimation and correction
Given rotation-corrected strips of k-space data, it is now possible to detect translational
motion [117, 118, 119]. The goal is to identify the (x, y) position of the imaged object at the
time each of the Ns strips of data in k-space were acquired. This position is relative to the
position of the object when the first horizontal strip, with index p = 1, was acquired.
The procedure is similar to that used for rotation detection. To ultimately obtain the posi-
tion of the object for each k-space strip, the relative shifts that have taken place between the
sampling of each pair of strips are first calculated. The relative shift between a horizontal
strip, p, overlapping a vertical strip, q, is denoted∆xpq and∆ypq in the x- and y-directions
respectively.
6.4.1 Relative displacement
First, sections of data that overlap between strips p and q are identified using a simple
binary mask. This is now possible as the rotation angle of each strip in k-space has been
determined, and each rotation-corrected strip has been gridded to the same coordinate sys-
tem (Fig. 6.5(a)). Although the overlapping patch between strips p and q is not necessarily
square, the overlapping region is taken to be an Nt × Nt region which incorporates all of
the overlap between the strips (Fig. 6.5(b)). The dimension Nt is always chosen to be even
for computational convenience in the later stages of the algorithm. The phase difference
between each repeated data point is computed giving the Nt × Nt matrix Φpq and a mask
is formed to indicate which of the values in Φpq lie inside the patch.
(a)
Nt
Nt
strip p
strip q
patch
(b)
Figure 6.5 Forming Φpq from the overlap between strips: (a) two rotation-corrected overlapping
strips of data in k -space; (b) dotted lines show the region used to form the Nt ×Nt matrix Φpq.
In each patch each sample is acquired twice: once as part of a vertical strip and once as
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part of a horizontal strip. As rotational motion has already been corrected for, if the object
has not been translated between the acquisitions, both samples will be identical except for
noise. If, however, the object has been translated by an amount (∆x,∆y), the phase of the
second sample will differ from the phase of the first sample by an amount proportional to
(∆x,∆y) and dependent on the location in k-space, (kx, ky). This is a direct result of the
Fourier shift theorem (refer to Eq. (2.14)). The measured phase difference, Φpq, between
matching points in strip p (horizontal) and strip q (vertical) within the region of overlap in
k-space can therefore be expressed as
Φpq(kx, ky) = [2pi(kx∆xpq + ky∆ypq) + noise]mod 2pi , (6.4)
p, q ∈ 1, 2, . . . , Ns for p odd, q even ,
where Ns is again assumed to be even.
Given the measured phase difference, Φpq, a means of estimating ∆xpq and ∆ypq is re-
quired. Although ∆xpq and ∆ypq correspond to the gradient of Φpq in the kx and ky di-
rections respectively, calculating this gradient is problematic. Phase can only be measured
modulo-2pi as indicated in Eq. (6.4). Therefore the measured phase difference values must
be unwrapped if the gradient is to be used to determine ∆xpq and ∆ypq. Two-dimensional
phase unwrapping is not a trivial problem in the presence of noise [120].
6.4.2 The phase correlation method
To avoid the need for phase unwrapping the phase correlation method is applied, and
the method is extended to allow sub-pixel accuracy. Phase correlation is a well-known
approach when a measure of the translation of an object between images is required [121,
122, 123]. It relates phase differences between the Fourier transforms of the two images to
the translation using the Fourier shift theorem (see Section 2.6).
First, the unity-magnitude complex-valued function F (kx, ky) = eiΦpq(kx,ky) is formed for
the k-space coordinate values, N2t in number, which fall into the region of dimensions
Nt × Nt around the patch. The magnitude of F (kx, ky) is set to zero for any sample that
corresponds to a location outside the original patch but within theNt×Nt region. For ease
of explanation of the phase correlation algorithm, F (kx, ky) is expressed as F (u, v), where
u, v = 0, 1, . . . , Nt − 1, are the indices of samples in the Nt ×Nt k-space patch. The inverse
DFT of F (u, v) is given by
82 TRELLIS: A Motion Correction Algorithm
f(m,n) = IDFT(F (u, v)), m, n = 0, 1, ..., Nt − 1.
Since the majority of values of F (u, v) have unit magnitude and Φpq approximates to a
ramp function, f(m,n) approximates to a delta function, that is, a single peak. The spacing
of the Cartesian samples in the k-space patch correspond to the same FOV as the whole
image, but in f(m,n) that FOV is spanned by onlyNt samples in each coordinate direction.
Thus, the location of the peak in the function f(m,n), denoted (m0, n0), is only a coarse
approximation to the precise location representing the shift (∆xpq,∆ypq).
To improve the estimate of (∆xpq,∆ypq), the Nt × Nt k-space patch could be padded by
zeros out to a much larger space Nˆ × Nˆ , where Nˆ = LNt, where L is an integer chosen
according to the required accuracy sought for (∆xpq,∆ypq). The corresponding image-
domain function would be an interpolated version of f(m,n), denoted f(m′, n′), where
m′ = Lm and n′ = Ln. For example, if L was chosen so that Nˆ × Nˆ had the dimensions
of the original k-space data set, then the peak could be found to nearest-pixel accuracy. If
L was larger still, sub-pixel accuracy would be possible. This would require taking the
inverse DFT (implemented by the inverse FFT) of the function F (u, v) and would thus
become unworkable for very large values of L.
In practice, however, only a very small region of image-space needs to be evaluated to
locate the maximum point in the interpolated function f(m′, n′). Therefore, a more efficient
direct calculation of the inverse DFT is performed by matrix multiplication as follows.
The general relationship between the interpolated function, f(m′, n′), and the padded func-
tion, F (u, v), is
f(m′, n′) =
Nˆ−1∑
u=0
Nˆ−1∑
v=0
F (u, v)ei2pi(um
′+vn′)/LNt , m′, n′ = 0, 1, . . . , Nˆ − 1. (6.5)
The summations on the right-hand-side of Eq. (6.5), however, are only required to include
theNt indices corresponding to the patch, while f(m′, n′) is only required for a small subset
of locations in the interpolated image space. The ranges required are
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m′ = (m0 − 1)L, (m0 − 1)L+ 1, . . . ,m0L, . . . (m0 + 1)L
and n′ = (n0 − 1)L, (n0 − 1)L+ 1, . . . , n0L, . . . (n0 + 1)L .
Eq. (6.5) can be expressed as
f(m′, n′) =
Nˆ−1∑
u=0
e(i2pium
′/LNt)
Nˆ−1∑
v=0
F (u, v)e(i2pivn
′/LNt)
 , (6.6)
again noting that summations are limited only to indices around the peak previously lo-
cated. Given Eq. (6.6), a matrix equation can be formed as
f = QFP ,
where f is a (2L + 1) × (2L + 1) square matrix of the interpolated values f(m′, n′), Q is a
(2L+ 1)×Nt matrix of Fourier kernel values of form e(i2pium′/LNt), F is an Nt ×Nt matrix
of values F (u, v), and P is an Nt × (2L + 1) matrix of Fourier kernel values of the form
e(i2pivn
′/LNt).
This implementation makes use of MATLAB’s ability to perform high-speed matrix mul-
tiplications. The process is illustrated in Fig. 6.6. The peak in f(m,n) is located and the
interpolated function f(m′, n′) is computed around that location. The process is repeated
once more to obtain an accuracy of within 0.01 pixels; any greater accuracy becomes mean-
ingless due to the effects of noise. The final location of the peak, when specified in terms
of the original coordinate system, f(m,n), is straightforwardly converted into the relative
translation for the object, (∆xpq, ∆ypq).
Other methods have been proposed to obtain sub-pixel accuracy using phase correlation. It
is possible to fit a curve, such as sinc function [124], to the initial peaked function to enable
interpolation between samples. The author also experimented with spline interpolation.
However, the proposed method has proved to be more effective and less computationally
demanding than other methods.
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f(m,n)
f(m',n')
Figure 6.6 Plot of initial peak in f(m,n) (left). For computational feasibility, the interpolated function
f(m′, n′) is then computed directly only in the area shown in the grey box. The result of this is shown
on the right. The peak can be located to much greater precision in f(m′, n′) than in f(m,n).
6.4.3 Absolute displacement
Using the phase difference, Φpq, between overlapping data points in strips p and q, relative
displacement values, ∆xpq and ∆ypq, between each pair of overlapping strips have now
been estimated. The procedure which follows is almost identical to that used for rotation
estimation as described in Section 6.3.1. Again, there are Ns/2 horizontal strips and Ns/2
vertical strips, so there are (Ns/2)2 equations linking the positions of each pair of strips.
If the position of the object at the time the first strip, p = 1, is measured is taken to be
the reference position, there are Ns − 1 pairs of unknowns: the Ns − 1 shifts of the object
in image-space as the sequence of strips is acquired. A system of linear equations linking
relative displacements to absolute displacements is then formed and solved (as was done
for rotation).
The displacement in the x- and y-directions is treated separately. Only the set of equa-
tions used to identify the set of absolute displacement values in the x-direction, {∆xp} and
{∆xq}, from∆xpq are presented here: an identical system is used to find {∆yp} and {∆yq}.
The form of the system of equations is the same as that used for rotation estimation, namely
S x = r , (6.7)
where the elements of the (Ns/2)2×1 vector r now consist of all relative displacement mea-
surements,∆xpq, estimated using the technique described above. The matrix S is identical
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to before. Again, it has dimensions (Ns/2)2×(Ns−1), and again each row in S contains two
non-zero elements of value 1 and −1, positioned to represent the two strips p and q that
now correspond to the measured displacement in r. The sign of these values now reflects
the definition of relative translation, that is,∆xpq = ∆xp −∆xq.
As was the case for Eq. (6.2), Eq. (6.7) is solved for the (Ns−1)×1 vector x in a least squares
sense using MATLAB’s lscov function. After inserting the x-position of the reference strip
(0 pixels) in the first position in x (increasing the dimensions of x to Ns × 1), this produces
an estimate of the x-position of the imaged object at the point in time when each strip was
acquired, that is,
xj =
 ∆xp j, p = 1, 3, 5, . . . , Ns − 1∆xq j, q = 2, 4, 6, . . . , Ns (6.8)
Weighting and pruning schemes – as described for rotation estimation – have not been
implemented for translation estimation in TRELLIS. The weighting function would have
to differ, as the NMSE metric is used for rotation estimation but is not used here. There
is no obvious replacement for the weighting function in translation estimation, although
perhaps a measure relating to the relative magnitude of the peak generated in the phase
correlation stage could be used.
A pruning scheme similar to that used for rotation estimation would presumably improve
results if applied to translation estimation. Such a scheme was not implemented, however,
as the translation estimation algorithm proved to be robust. A simpler system for identi-
fying translation estimates that are in error is described later in Section 7.4 where results
obtained from data with poor SNR are evaluated.
6.4.4 Translation correction
The translation detection algorithm gives the displacement of the imaged object at the sam-
pling time of each strip in k-space. Given this, the phase of each data point in each k-space
strip is adjusted. This is equivalent to shifting the object back to the reference position for
each strip. It can also be thought of as making all k-space phase data consistent. The exact
phase added to each point (kx, ky) in a strip p or q in k-space is
Φa(kx, ky) = 2pi(kx∆x+ ky∆y)
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where ∆x,∆y gives the estimated translation of the imaged object at the time the data in
the strip in question was acquired.
6.5 Image reconstruction
Once all data has been corrected for the effects of rotational and translational motion, a
complete k-space data set is formed so that a final image can be reconstructed.
Data values obtained from different strips gridded to the same k-space coordinate are aver-
aged. During the rotation correction stage, however, ’holes’ may have appeared in k-space
data where no sampling occurred. To some extent these can be corrected using the Hermi-
tian symmetry property of k-space. Fig. 6.7 demonstrates this process. In some cases a hole
may exist in both sides of k-space meaning this ’Hermitian filling’ is not possible. In this
case, zeros are substituted in the place of missing data.
Knowledge of the location of the centre of k-space is required to correct for missing data in
this way. For simulated data, this does not pose a problem: analytical k-space values have
been calculated with a known centre. In the case of data obtained from a scanner, however,
k-space must be centred after data is acquired. This process is described in Section 8.2.1.
Figure 6.7 Filling ‘holes’ in k -space using the Hermitian symmetry property of k -space. The orig-
inal version of k -space is shown on the left. On the right, holes have been filled using conjugate
transpose data: if this is also missing, then zeros are used in place of measured data.
The author acknowledges that this means of replacing missing k-space data is not a partic-
ularly sophisticated approach. The implementation of other methods, such as reported by
Pipe [125,126] or Gabr et al. [127], may improve results.
Once a complete k-space data set has been formed, the inverse discrete Fourier transform
is applied to produce the final motion-corrected image.
Chapter 7
TRELLIS: Simulations
This chapter presents the results of simulations performed to test the TRELLIS algorithm.
One benefit of simulations is that motion is known exactly, enabling the performance of
TRELLIS to be accurately quantified. It is also possible to test the robustness of the al-
gorithm under a range of noise levels. Such simulations, while obviously overshadowed
by clinical results, are therefore an important indicator of performance. These simulation
results led to several proposed changes to aspects of the TRELLIS algorithm.
The results shown here were obtained using motion simulations generated using the an-
alytical Shepp-Logan phantom described in Chapter 4. The motion simulated is exactly
in plane and exactly rigid-body in nature. Simulations ignore effects such as T2 signal
decay and hardware imperfections such as field inhomogeneities. Furthermore, motion is
assumed to occur only between the acquisition of each TRELLIS strip and not within strips.
7.1 Rotation estimation and correction
Simulations testing the rotation estimation and correction stage of TRELLIS were carried
out. Translation estimation and correction was disabled for this experiment. Simulated
motion involving rotation only is possible given knowledge of the exact centre of the object
and the FOV. The simulated motion was an arbitrary sequence of small rotations resulting
the variation in angular position over time shown in Fig. 7.1(a).
The rotation sequence was generated using a ‘random walk’, where the change in angle of
the phantom between each strip acquisition was determined by a pseudo-random number
generator with angle changes uniformly distributed over an interval of [−5◦,+5◦]. This
limits the rotation that can take place between consecutive strips.
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The rotation angles generated were specified to double precision to minimise the probabil-
ity of them coinciding exactly with the rotation angles tested by TRELLIS, which uses an
angular search increment of 0.1◦. The maximum range of rotation is 9.88◦. The same sim-
ulation was repeated using a motion sequence with 25% of the rotation magnitude used
initially, giving a maximum rotation range of 1.77◦ (Fig. 7.1(b)).
The number of strips used for both simulations, Ns, was 16 and the image resolution was
256× 256 pixels. These parameters result in 8 strips in bothH andVwithNetl = 32. Image
reconstructions were performed for the simulations, with and without motion correction.
Themean difference between simulated and detected angles was 0.02◦ (standard deviation,
σ = 0.03◦) for both Fig. 7.1(a) and Fig. 7.1(b). These errors are smaller than the 0.1◦ angular
search increment used for rotation detection. This is expected: the 8 strips inH overlap the
8 strips in V and result in 64 overlapping patches and 64 estimates of relative strip angles.
Thus, the system of equations solved for the 16 strip angles is overdetermined and the least
squares solution produces a more accurate estimate that obtained by each individual angle
estimate alone.
Motion-corrupted images are shown in Fig. 7.1(c) and (d) and motion corrected versions
of these are shown in Fig. 7.1(e) and (f), respectively. The image shown in (c) is visually
more blurred than the image shown in (d) as expected due to the four-fold difference in
the magnitude of simulated rotation. This visual assessment is supported by DBE values:
3.3×10−3 for the image in (c) and 5.2×10−4 for the image in (d). After correction (Fig. 7.1
(e) and (f)), artifacts are not visible to the eye, and the DBE values are reduced to 4.1×10−4
and 1.5×10−5, respectively. DBE values were calculated using the simplified version of the
metric described in Section 5.5.1 and using a reference image free of artifacts.
The results for a second set of simulations are shown in Fig. 7.2. This simulation set was
identical to that described above, except for the addition of complex white Gaussian noise,
giving a SNR of 25 dB. Noise was added in k-space as described in Section 4.1.1. Again,
good agreement between simulated and estimated rotation angles is obtained with a mean
difference of 0.064◦ (σ = 0.05◦) in Fig. 7.2(a) and 0.048◦ (σ = 0.05◦) in Fig. 7.2(b).
Images in Fig. 7.2(c)–(f) demonstrate the same effects as those in Fig. 7.1 discussed above,
namely a reduction in image artifacts and the DBE values after motion correction. Val-
ues are 3.3×10−3 for the image in Fig. 7.2(c) reducing to 1.7×10−4 in (e) and 5.1×10−4
for the image in Fig. 7.2(d) reducing to -2.2×10−4. The negative DBE value is caused by
near-perfect rotation correction and a slight noise reduction in the image (compared to the
reference) due to the simulated rotation resulting in some outer parts of k-space (with poor
SNR) being left unsampled. This discrepancy could be corrected using a reference image
with the same k-space sampling pattern as the test image.
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Figure 7.1 Simulation results for TRELLIS data acquired with no added noise during rigid-body ro-
tation. The dotted line in (a) and (b) shows the simulated rotation of the phantom, while the solid line
shows rotation estimated by TRELLIS. Reconstructed images are shown without motion correction,
(c) and (d), and with motion correction, (e) and (f). Reconstructions in (c) and (e) correspond to the
motion shown in (a), while (d) and (f) correspond to the lesser magnitude motion in (b).
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Figure 7.2 The effect of noise (SNR = 25 dB for both H and V) on the simulations shown in
Fig. 7.1. The simulated rotation of the phantom is shown by the dotted line in (a) and (b), with
rotation estimated by TRELLIS shown by the solid line. The resulting images are shown without
motion correction in (c) and (d), and with motion correction in (e) and (f). Although the error in
detection of strip angles has doubled due to the addition of noise, the mean rotation estimation
accuracy remains better than 0.1◦.
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7.2 Translation estimation and correction
In the previous section, the rotation estimation stage of TRELLIS was tested independently
of translational motion. Here, simulation results testing the translation estimation and cor-
rection aspect of TRELLIS are presented. Rotation estimation and correction was disabled
for this experiment. The simulated motion was again an arbitrary sequence, as shown in
Fig. 7.3(a), generated using a ‘random walk’ approach. The maximum allowed change in
position of the object between consecutive strips was 5 pixels in the x-direction and 3 pix-
els in the y-direction. The full range of translation in the simulation was 11.75 pixels in the
x-direction and 6.96 pixels in the y-direction. The same motion sequence was repeated in a
second simulation using motion with 25% of the magnitude (shown in Fig. 7.3(b)), as was
done for the rotation estimation simulation.
The same parameters as in the previous section were used, namely, Ns = 16, resolution =
256 × 256 pixels and Netl = 32. Good agreement between simulated and detected transla-
tional motion was obtained. The mean difference between simulated and detected angles
was less than 1×10−3 pixels for both simulations and in both directions.
Reconstructed images are shown in Fig. 7.3(c)–(f). The uncorrected images corrupted by
translational motion exhibit more artifacts than those corrupted by rotation. This visual
comparison is in agreement with DBE values: 9.3×10−3 and 1.4×10−3 for images corrupted
by translational motion compared to 3.3×10−3 and 5.2×10−4 for the equivalent rotation
corrupted images shown earlier. This difference should be expected: the Shepp-Logan
phantom has some degree of circular symmetry; thus, a rotation causes smaller disconti-
nuities in the k-space data than a translation. DBE values for the corrected images, (e) and
(f), are close to zero, indicating near-perfect motion correction in this case.
The results for a second set of simulations is given in Fig. 7.4. Simulation parameters used
were identical to the first translation simulation, except for the addition of complex white
Gaussian noise to the k-space data, giving a SNR of 25 dB. Again, good agreement between
simulated and estimated motion is obtained. The mean difference between the two curves
in Fig. 7.4(a) is 0.029 pixels in the x-direction (σ = 0.03 pixels) and 0.019 pixels in the y-
direction (σ = 0.01 pixels). For Fig. 7.4(b), these figures are 0.023 pixels (σ = 0.02 pixels)
and 0.027 pixels (σ = 0.03 pixels) in the x- and y-directions respectively.
DBE values reduced from 9.3×10−3 to 1.8×10−5 for the images in Fig. 7.4(c) and (e) re-
spectively, and from 1.4×10−3 to 4.1×10−6 for the images in Fig. 7.4(d) and (f). As seen in
these results and those shown earlier, any DBE value below about 1×10−4 corresponds to
an image with no visually-apparent motion artifacts.
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Figure 7.3 Simulation results for TRELLIS acquired during rigid-body translation. The simulated
motion of the phantom is shown by the dotted line in (a) and (b), with motion estimated by TRELLIS
shown by the solid line. Reconstructions are shown without motion correction in (c) and (d), and
with motion correction (e) and (f). This simulation does not include the effects of noise: estimated
motion is almost identical to simulated motion. Reconstructions in (c) and (e) correspond to the
translation shown in (a), while (d) and (f) correspond to the lesser translation in (b).
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Figure 7.4 The effect of noise (SNR = 25 dB) on the simulation shown in Fig. 7.3. The simulated
motion of the phantom is shown by the dotted line in (a) and (b), with motion estimated by TRELLIS
shown by the solid line. The resulting images are shown without motion correction in (c) and (d),
and with motion correction (e) and (f), respectively.
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7.3 Combined rotation and translation
The effectiveness of both the rotational and the translation motion estimation stages of the
TRELLIS algorithm have been demonstrated independently; now they are tested together.
It is reasonable to expect that TRELLIS rotation estimation should function as well in this
experiment as it did in the experiments reported in Section 7.1. The addition of simulated
translational motion affects only k-space phase; k-space magnitude is used for rotation
estimation while phase is ignored.
Translation estimation is likely, however, to be adversely affected by rotational motion.
It is hypothesised that small errors in the rotation estimation will propagate through to
the translation estimation stage. For example, if two strips, p and q, are misaligned (rela-
tive to each other) by some angle, θe, after rotation correction, this will result in an offset,
(∆xe,∆ye), between points from p and q that are supposedly exactly aligned. This offset
will result in errors in the phase patch Φpq which, in turn, may lead to errors in the location
of the delta function found using the phase correlation method described in Section 6.4.2.
Simulation results are shown in Fig. 7.5. The motion simulated was combined rigid-body
rotation and rigid-body translation using the same parameters as used previously to fa-
cilitate easy comparison between the experiments. The only difference is noise: the SNR
remains at 25 dB, but noise values have been regenerated.
Error values are 0.034◦ (σ = 0.03◦) for estimated rotation, 0.047 pixels (σ = 0.05 pixels)
for estimated translation in the x-direction, and 0.045 pixels in the y-direction (σ = 0.04
pixels). These results are as expected: rotation error is similar to that obtained for the test
involving purely rotational motion; translation estimation error is slightly higher than that
found when translation alone was simulated.
Overlapping patches between strips are visible in the uncorrected k-space magnitude data
shown in Fig. 7.5(c). This is caused by discontinuities due to rotation errors and signal
cancellation caused by phase errors due to translational motion. After TRELLIS motion
correction, the resulting k-space magnitude data, shown in Fig. 7.5(d), no longer exhibits
these errors. Note, however, that ’holes’ appear in the k-space data at the top-right and
bottom-left of (d). These are areas where k-space data values were not acquired due to in-
consistent k-space sampling caused by rigid-body motion. Filling has not been possible in
these instances using the Hermitian properties of k-space, as matching data is also missing.
Uncorrected and corrected images are shown in Fig. 7.5(e) and (f), respectively. The visual
improvement in image quality is consistent with DBE values of 9.5×10−3 for the image in
(e) and 2.1×10−4 for the image in (f).
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Figure 7.5 A simulation involving both translation and rotation with parameters shown by the dotted
lines in (a) and (b). The H and V SNR was 25 dB. Estimated motion is shown by the solid line and
follows simulated motion closely. Uncorrected k -space magnitude and image-space data is shown
in (c) and (e), respectively. Corrected versions of k -space magnitude and image-space are shown
in (d) and (f).
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7.4 Noise performance
Simulations presented so far have used an SNR of either ∞ (no noise) or 25 dB. Results
have indicated that the algorithm performs well at these noise levels. Nevertheless, at
some point TRELLIS will cease to function correctly as the SNR decreases.
It is obviously important that the estimated motion values are accurate; otherwise, at-
tempted motion correction will not improve the overall image quality and may instead
make it worse. This can be seen in Fig. 7.6. In this case motion corruption has been simu-
lated using the motion parameters described earlier, but with an SNR of 14 dB. Rather than
correcting the image, TRELLIS has introduced further artifacts.
(a) (b) (c)
Figure 7.6 The Shepp-Logan phantom reconstructed from TRELLIS data with an SNR of 14 dB in
H and V: (a) no motion, (b) uncorrected motion, and (c) corrected motion. Failure of the correction
algorithm under noisy conditions has led to a reconstructed image with increased artifacts.
It is surmised that there is a ‘noise threshold’, above which TRELLIS motion correction no
longer produces an improvement in image quality. The basis for this assumption is that
as noise increases, errors in rotation and translation estimation will also increase. This will
lead to a reconstructed image that contains motion artifacts. At some point, these artifacts
will become worse than those in the original image.
An experiment was performed to identify the noise threshold and to determine the limiting
factor in the TRELLIS algorithm that leads to a failure to correct for motion. The same
motion parameters as used previously, and shown in Fig. 7.5(a) and (b), were used. SNR
was varied from 40 dB to 14 dB. The simplified version of the DBE metric was used to
quantify image artifacts.
Results are graphed in Fig. 7.7. The dashed line shows the DBE values for uncorrected
images. The DBE metric is not significantly affected by noise levels, so this line is nearly
horizontal. The solid line shows the DBE values for the motion-corrected images. Initially
the DBE value is significantly lower than for uncorrected images, indicating that image
quality is higher. As noise increases, however, the DBE values increase and eventually
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exceed those calculated for uncorrected images.
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Figure 7.7 The effect of k -space SNR on TRELLIS motion correction: (a) DBE values for uncor-
rected images (dotted line) and corrected images (solid line) plotted against decreasing SNR. The
intersection point near 18 dB indicates the SNR at which TRELLIS motion correction no longer
results in an improvement in image quality. Results after introduction of a maximum displacement
threshold are shown in (b).
Taking the simulation at 16 dB as an example, TRELLIS results were analysed to identify
the main cause of the errors in motion correction. Although estimated values were mostly
reasonable, a number of relative displacement values were in error bymore than 100 pixels.
Referring back to Eq. (6.7), this corresponds to significant errors in r. These errors lead to
errors in x, the vector of displacement values when Eq. (6.7) is solved in a least-squares
sense.
A simple solution to this problem is to limit the allowed range of translation. Any relative
displacement values, ∆xpq and ∆ypq, that exceed a certain threshold ∆xmax or ∆ymax are
ignored and removed from the set of equations to be solved.
The experiment described above with results shown in Fig. 7.7(a) was repeated, this time
with maximum translation thresholds in place. The threshold values chosen were 40 pixels
for both ∆xmax and ∆ymax. These represent the assumed maximum possible translational
motion between strips p and q for all allowed values of p and q. In a scanner with a 24 cm
field-of-view and image resolution 256× 256, this equates to a maximum range of motion
of 3.75 cm in the x- and y-directions. Given the restriction imposed by the head coil and
head support, this value is reasonable. This value is also well above the motion observed
in normal subjects in the experiment described in Appendix B.
Results are given in Fig. 7.7(b). A significant improvement in motion correction for high
noise levels is observed. This takes the noise performance of TRELLIS to levels well above
that needed for clinical usefulness.
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7.5 Effect of pruning
The pruning algorithm for rotation estimation was introduced in Section 6.3.2. Its perfor-
mance is evaluated here. The simulated motion sequence from Section 7.1 was used again
(a range of 9.88◦ for rotation and no translation). This time the SNR used was 18 dB. This
value is relatively low compared to that expected clinically, but was chosen so that errors
in rotation estimation become more significant. TRELLIS was used to reconstruct motion
corrected data, with and without the pruning algorithm. Results are shown in Fig. 7.8 and
show a reduction of nearly 40% in the error of estimated rotation angles. In each case the
estimated rotation angle plots have been shifted vertically to minimise the mean difference
between them and the simulated angles. This ensures that the comparison in Fig. 7.8 is fair
and is a legitimate adjustment, since strip angles are unchanged relative to the first strip.
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Figure 7.8 The effect of the pruning algorithm on rotation estimation: (a) without pruning, and (b)
with pruning. The mean error in angle estimation is 1.23◦ in (a) and 0.77◦ in (b). The SNR used
was 18 dB. Simulated motion (dotted line) and estimated motion (solid line) are shown for each
case.
It is interesting to note the relative distribution of errors in the estimated values shown in
Fig. 7.8. Strips near the centre of k-space (numbered 7–10, for example) tend to be more
accurately located than those near the edges. This should be expected: data near the centre
of k-space has greater energy, and therefore greater SNR, than data at the k-space periphery.
Thus, for acquisitions with a poor SNR, strips at the edges of k-space may not be accurately
motion corrected.
This observation leads to the next section, where a version of TRELLIS is proposed that
omits some of these outer strips.
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7.6 Fast TRELLIS
A version of TRELLIS requiring reduced acquisition time is now proposed. Acquisition
time is reduced by omitting some of the outer strips of k-space data, as depicted in Fig. 7.9.
The sequence shown in Fig. 7.9(a) has an acquisition time of 50% of the original; this se-
quence is henceforth known as ‘fast TRELLIS’ and is analysed here. As shown in Fig. 7.9(b),
however, other possibilities for reduced acquisition time exist.
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Figure 7.9 A version of TRELLIS requiring only (a) 50% and (b) 75% of the acquisition time of the
original algorithm by reducing Ns to 8 and 12, respectively, from its original value of 16.
As discussed in the previous section, in cases of poor SNR, outer k-space strips may be
incorrectly motion-adjusted, rendering them useless. Little is lost, therefore, if these strips
are not acquired. The effect on the final image is less obvious, however, in cases of good
SNR when every strip is correctly motion-adjusted. To understand this better, it is helpful
to examine the contribution of data from different regions of k-space to the reconstructed
image.
As shown in Chapter 2 (Fig. 2.15), most of the signal energy is found at the centre of k-space.
The noise energy inMRI, on the other hand, is distributed evenly across all spatial frequen-
cies measured [128, 129]. The SNR therefore drops significantly towards the periphery of
k-space. Nothing can be gained, therefore, by sampling k-space infinitely in each direction
as any received signal would be below the noise floor. Furthermore, it has been shown by
Watts and Wang [130] that noise does limit spatial resolution in many practical imaging
situations and that a ‘cutoff k-space sampling radius’ exists in these cases. Sampling data
from outside this region may even degrade the image, due to increased noise.
The exact cutoff depends on the spatial frequency content on the imaged object, as well as
the overall SNR, and is thus difficult to determine. Its existence, however, indicates that
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the corners of a rectangular acquisition of k-space contain little useful information about
the image if the resolution in the x- and y-directions is noise limited. Fig. 7.10 illustrates
this concept and its applicability to the fast TRELLIS algorithm.
The cutoff radius in Fig. 7.10 is denoted by kr. Any point in k-space further from the centre
than kr does not contribute useful information to the image; rather, the extra noise acquired
may reduce image quality. The assumption that the dimensions of k-space in the x- and
y-directions correspond to kr will not always be true. This, however, is the case if image
resolution is to be maximised.
kr
Figure 7.10 The useful sampling radius, kr, superimposed over k -space.
In the example shown in Fig. 7.10, nothing is gained by acquiring data outside the circle;
therefore, the fast TRELLIS technique (shown here for a 50% reduction in acquisition time)
results in an information loss of only the unsampled area within the circle. The proportion
of the sampled area over the maximum area usefully sampled is
SP =
Acirc − 4×Acorners
Acirc
≈ 0.90 (7.1)
where Acirc denotes the area of the circle and Acorners denotes the area of each unsampled
corner within the circle and can be calculated using basic trigonometry.
Eq. (7.1) holds when both the frequency and phase-encode resolutions are set to their noise-
limited maximum, as defined by kr. If the specified resolution is lower than this threshold,
then SP is smaller, and has a minimum value of 0.75; if the specified resolution is higher,
then it will be greater, potentially as high as 1.
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In terms of information loss when fast TRELLIS rather than the standard version is used,
the worst case, therefore, is when the SNR is infinite. In this case kr = ∞, that is, for
practical purposes there is no cutoff k-space sampling radius and every point sampled
contributes information to the reconstructed image.
Fig. 7.11 shows simulation results of this situation. Three different sampling patterns in
k-space are compared: Fig. 7.11(a) and (b) use the full TRELLIS algorithm; Fig. 7.11(c) and
(d) represent fast TRELLIS; and Fig. 7.11(e) and (f) show a reduced resolution image for
comparison. There is little visual difference between the images in (b) and (d). The 50%
decrease in acquisition time by using fast TRELLIS over the full version seems, therefore,
to be worthwhile. The image in Fig. 7.11(f), however, is of very poor quality due to lower
resolution and Gibbs artifacts.
It is possible to describe the effect above in terms of the point spread function (PSF) for each
sampling pattern used. Sampling in k-space corresponds to multiplying k-space data by a
binary mask; therefore, the Fourier transform of this binary mask gives the PSF in image-
space. Fig. 7.12 shows the corresponding PSFs for the three sampling patterns in Fig. 7.11.
The real part of each PSF is shown, and is cropped around the central region for clarity in
the diagram. Not surprisingly, the PSF corresponding to Fig. 7.11(a), shown in Fig. 7.12(a),
is simply an approximation to a delta function. The sampling pattern in Fig. 7.11(c), pro-
duces a PSF consisting of a main peak with some small side lobes (Fig. 7.12(b)). The sam-
pling pattern in Fig. 7.11(e), however, produces a PSF consisting of side lobes that are a
significant proportion of the magnitude of the main peak (Fig. 7.12(c)).
7.7 Summary
In the simulations described in this chapter, TRELLIS has performed well at estimating
and corrected rigid-body rotation and translation. Results indicate that TRELLIS performs
at noise levels above that expected in a clinical setting. It is important to note, however,
that simulations have not included a number of imperfections that are present in practice.
Rather than attempting to account for the effects of these (with no guarantee of successfully
replicating these effects), further testing requires the use of moving physical phantoms and
human subjects. This is the subject of the following chapter.
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(a) (b)
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(e) (f)
Figure 7.11 Three different sampling patterns in k -space, (a), (c) and (e), and the reconstructed
images that result from these, (b), (d) and (f), respectively. Unsampled data points in (c) and (e) are
replaced with zeros.
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(a)
(b)
(c)
Figure 7.12 Point spread functions: (a), (b) and (c) correspond to the sampling patterns shown in
Fig. 7.11(a), (c) and (e), respectively. The real part of the PSF, cropped around the central peak, is
shown here in each case. Each figure is scaled identically.
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Chapter 8
TRELLIS: Scanner Implementation
Given the promising simulation results presented in the previous chapter, TRELLIS was
implemented on an MRI scanner and ethical approval to scan human subjects was ob-
tained. This chapter briefly describes initial attempts made to implement TRELLIS in prac-
tice and then discusses the final implementation in detail. Numerous practical problems
were encountered and solutions to these are presented here. Results show that, in agree-
ment with simulations, TRELLIS can be an effective motion-correcting tool [131].
8.1 Pulse sequence development
The data acquisition stage of the TRELLIS algorithm was implemented in the EPIC1 pro-
gramming environment (GE Medical Systems, Milwaukee, USA). Software versions used
were 11m4 and 14m3; the change corresponds to a GE upgrade on the scanner used. Sim-
ulations were run using WTools, the built-in development tool, to ensure code was func-
tioning correctly. This prevented wasting limited scanner time.
8.1.1 Gradient echo experiments
Initial experiments provided a ‘bridge’ between simulation studies and more realistic ex-
periments. Data were collected from a phantom using a 1.5 T Signa Excite HDx scanner
(GE Medical Systems), but rotational motion was simulated by adjusting the scanner gra-
dients.
A standard gradient echo sequence (GE’s 2Dfast) was modified to allow the collection of
k-space data at an arbitrary angle. Control variables (variables adjustable by the user at the
time of scanning) were established to control the required rotation angle of the acquisition.
1Environment for Pulse Programming in C.
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The scanner gradients were then manipulated using a rotation matrix applied to the k-
space coordinate system that maps logical gradients to physical gradients.
Data were collected from a phantom using the modified 2Dfast sequence for a range of
different angles. Two ‘composite’ k-space data sets, H and V, were then created by taking
strips of data from each scan. H comprised k-space data acquired at 0◦, 5◦, 10◦ and 15◦,
while V comprised k-space data acquired at 90◦, 95◦, 100◦ and 105◦. All data within each
individual TRELLIS strip were collected at the same rotation angle.
TRELLIS motion correction and estimation was then applied. Reconstructed images before
and after motion correction are shown in Fig. 8.1(a) and (b), respectively. The mean error
in estimation of rotation angles was 0.05◦. Ideally, estimated translation values would
equal zero in this case. There were, however, small errors: the mean estimated (absolute)
translation value for each strip was 0.08 pixels in the x-direction and 0.12 pixels in the
y-direction. The motion corrected image is of good quality, however.
(a) (b)
Figure 8.1 Phantom data collected during motion simulated by rotation of the scanner gradients:
(a) the reconstructed image, and (b) after correction by TRELLIS.
A second experiment was performed where the k-space coordinate system was continu-
ously rotated during data acquisition. To test motion correction in TRELLIS, k-space strips
were arbitrarily assigned inH andV, despite the fact that data were collected in individual
lines, not strips composed of a number of lines. Not surprisingly, motion estimation and
correction failed in this case: the assumption that no motion occurred during the acqui-
sition of each individual strip was violated, making the correlation of overlapping strips
difficult.
Clearly, it is important that each TRELLIS strip is acquired rapidly so that minimal motion
occurs. The time delay between strips is not important: motion between strips is corrected
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by TRELLIS. The initial gradient echo sequence used is not suited to these requirements so
alternatives were investigated.
8.1.2 EPI implementation
Echo planar imaging, or EPI, was briefly mentioned in Section 3.3.1 where fast imaging
methods were discussed. It is possible to acquire an entire image, albeit at low resolution,
in less than 100 ms. This is achieved by using a single RF pulse followed by a series of
gradient-echo trains.
It is also possible to use multiple-shot EPI, where multiple RF pulses are interleaved to ac-
quire k-space piece-by-piece as shown in Fig. 8.2(a). A higher resolution image can thereby
be formed than when using single-shot EPI, although imaging time is much longer. As
multiple lines can be acquired in a single RF pulse, EPI is a logical means of implementing
TRELLIS. Each strip inH and V is acquired in a single-shot in around 10 ms, meaning that
motion within the acquisition time for a strip is likely to be small. The acquisition scheme
used is depicted in Fig. 8.2(b) forH data with 4 strips (Ns = 8). In practice, values used for
Ns were 16 and 32.
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Figure 8.2 (a) A typical multiple-shot interleaved EPI sequence. (b) The version modified for
TRELLIS. The number of shots shown here to acquire H (4) is less than that actually used in
practice for TRELLIS (8 or 16).
EPI was used to implement TRELLIS bymodifying the standard GE EPI sequence. The odd
lines in k-space are acquired in the opposite direction to the even lines. Every second line
of k-space was therefore flipped in the FE direction to compensate for this. This operation,
normally referred to as row flipping, is standard practice in EPI image reconstruction [4].
Collected data and a reconstructed image (after row flipping) is given in Fig. 8.3.
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(a) (b)
Figure 8.3 (a) TRELLIS k -space magnitude data (H data only) acquired using the EPI implemen-
tation. (b) The image reconstructed from H exhibits very destructive artifacts. The image is a slice
through a standard GE phantom and should be circular.
EPI is very prone to artifacts and is particularly sensitive to imperfections in the system
such as inhomogeneities in the main magnetic field and phase errors caused by eddy cur-
rents. These are corrected to some extent in the GE implementation of the EPI sequence
by acquiring reference lines through k-space to quantify phase inconsistencies (refer to [4]
for more information about this process). The same technique was applied to TRELLIS but
with little success. The author suggests that the errors mentioned above apply to the TREL-
LIS implementation in Fig. 8.2(b) more so than the standard interleaved EPI sequence in
Fig. 8.2(a) as they cause amodulation of k-space, leading to severe ghosting (see Fig. 8.3(b)).
Work by Skare et al. [69] applying EPI to PROPELLER with reduced artifacts could possi-
bly be also applied to TRELLIS. Instead of acquiring PROPELLER blades line-by-line along
each blade, data is collected line-by-line across each blade (called ‘short axis PROPELLER’
in [69]). This might mitigate some of the artifact problems encountered but was not at-
tempted here. Instead, fast spin echo (FSE) was investigated as an alternative means of
implementing TRELLIS.
8.1.3 FSE implementation
For TRELLIS to work successfully, acquisition time for each strip must be small, so that
motion occurring while a strip is acquired is negligible. EPI is a obvious choice to satisfy
this requirement. As seen in Fig. 8.3, however, severe artifacts in the reconstructed image
result in the author’s EPI implementation of TRELLIS.
An alternative to EPI is fast spin echo (FSE), mentioned in Section 3.3.1. As is the case for
EPI, FSE can be used to rapidly acquire an entire image to avoid motion artifacts. Again,
the amount of data that can be acquired in a single shot is limited; thus, image resolution
is restricted somewhat. An advantage of FSE over EPI, however, is the relative robustness
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of FSE to imperfections in the imaging system.
FSE uses a train of refocusing pulses to produce multiple spin echoes and it is thus possi-
ble to acquire multiple k-space lines in a single excitation pulse (a single shot). TRELLIS
was implemented using this approach by modifying the GE FSE sequence. The echo train
length (Netl) gives the number of spin echoes and the number of lines acquired in a single
shot. The FSE implementation of TRELLIS uses a single shot to acquire all lines in each
strip withinH and V. Thus, the strip width in lines is equal to the echo train length, and is
also denoted by Netl.
The order of acquisition used was all horizontal strips (left to right) followed by another
scan containing all vertical strips (top to bottom). This is shown in Fig. 8.4. The reason
for acquiring all strips in H followed by all strips in V, rather than using the interleaved
scheme shown in Fig. 6.1, is simplicity of implementation. This order is not important for
image reconstruction – the only requirement is that individual strips are acquired rapidly.
The relative timing between strips is currently not used by TRELLIS.
The time interval between the acquisition of each consecutive strip is equal to the TR of
the FSE sequence (around 2000 ms). This is longer than the time required to acquire each
strip (around 100 ms) by a factor of approximately 20 (depending on scan parameters).
Therefore, the assumption that most motion occurs between the acquisition of each strip
and not during the acquisition of each strip is reasonable.
Arrows in Fig. 8.4(a) and (b) indicate the phase-encode direction for each strip in H and
V respectively. The phase-encode direction is alternated between neighbouring strips to
reduce discontinuities in k-space caused by T2 decay. This is discussed further in Section
8.2.2 and in Chapter 9.
8.2 Post-processing
Using the FSE implementation of TRELLIS, collected data must be post-processed before
TRELLIS motion correction can take place. Unlike EPI, all lines are acquired in the same
direction so there is no need for row-flipping. There are, however, two other steps that
must be carried out: k-space alignment and T2 blurring correction. These are discussed in
this section.
8.2.1 K-space alignment
The k-space data sets H and V, taken in their entirety, may be incorrectly centred (relative
to the k-space origin) or misaligned (with respect to each other) due to eddy currents and
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Figure 8.4 TRELLIS data collection for Ns = 16 using FSE: (a) shows acquisition of 8 horizontal
strips forming the set H, (b) shows acquisition of 8 vertical strips, forming the set V. The phase-
encode direction is indicated by arrows for each strip. Each strip comprises Netl lines as shown in
(c), with the frequency-encode (FE) direction indicated.
other imperfections in the system, such as slight differences between the gradients. They
must therefore be aligned and centred for subsequent processing.
Misalignment between H and V manifests itself as a spatially varying phase difference
between the two data sets after inverse transformation to image-space, which leads to can-
cellation if the two complex data sets are combined, as illustrated in Fig. 8.5(a). To align H
and V in k-space the phase correlation method presented in Section 6.4.2 is used again.
The process is summarised here using H and V, rather than the overlapping patches in
k-space mentioned in Section 6.4.2 (the main difference between the two cases is that the
displacement to be determined is in a different domain). First, denote the inverse discrete
Fourier transforms of H and V as H˜ and V˜, respectively, defined in image-space. The
procedure is as follows:
1. Form a two-dimensional phase ramp function, ∆Φ, from the phase difference be-
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tween H˜ and V˜ in image-space.
2. Discrete Fourier transform the function ei∆Φ and find the coordinates of the resulting
maximum value in k-space. These provide an estimate of the slope of ∆Φ and hence
an estimate of the displacement between H and V in k-space.
3. To obtain sub-pixel accuracy, repeat step 2. This time compute the DFT for values at
and around the peak previously found in step 2 in order to achieve a 100-fold increase
in resolution of the peak location in k-space. The method for computing the DFT in
this way was described earlier in Section 6.4.2.
4. Add a phase ramp (with the slope found in step 3) to V˜ in image-space and Fourier
transform. This produces a new version of V, now aligned with H in k-space.
Once k-space alignment is complete, a constant phase offset between H and V may still
exist. This is undesirable, as it is necessary to combine the two data sets later and any
phase offset may result in signal cancellation. To remove this offset, the phase distribution
of the central 20× 20 points in each data setH and V is computed. The difference between
the peaks of the distributions corresponds to the phase offset betweenH andV. A constant
phase is added to V to correct for this.
When H and V are aligned, and have a similar phase, the addition of H and V no longer
results in signal cancellation (Fig. 8.5(b)).
(a) (b)
Figure 8.5 (a) Poor k -space alignment of H and V leads to cancellation in image-space if the two
data sets are combined. (b) Correction by phase correlation prior to combination of H and V solves
this problem.
It is normally the case that H and V, although now aligned with respect to each other, are
not exactly centred in k-space. The TRELLIS algorithm uses knowledge of the centre of
k-space to determine the centre of rotation; thus, it is important that this is accurate.
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The sum S = H + V is formed, and used to determine the displacement of both H and
V away from the k-space centre. Experience has shown that prior alignment of H and
V before finding the k-space centre is more accurate than finding the centres of H and V
individually. If S is not correctly centred in k-space, a phase ramp will be present in S˜, the
inverse Fourier transform of S. This phase ramp is shown in Fig. 8.6(a). This is used to
identify, and correct for, the displacement from the k-space origin in the same way as the
displacement between H and V was found. It is also possible to locate the k-space centre
using a ‘centre of mass’ approach based on k-space magnitude; this alternative method
appears to be equally effective.
(a) (b)
Figure 8.6 (a) If S is incorrectly centred in k -space, a phase ramp is present in its Fourier transform
in the image domain, S˜. The slope of this phase ramp indicates the displacement of S from the
centre of k -space. (b) After correction, the linear phase variation across S˜ is no longer present.
8.2.2 T2 blurring correction
The decay of transverse magnetisation due to T2 effects was discussed in detail in Sec-
tion 2.3. This has important implications for the implementation of TRELLIS using FSE.
Signal amplitude decay due to T2 effects causes a modulation of the k-space data. In turn,
this produces blurring in the image in the direction corresponding to phase-encoding. The
reasons for this are discussed in detail in Chapter 9. This problem is partly mitigated by
reversing the order of acquisition of lines within neighbouring strips (see Fig. 8.4(a) and
(b)). Despite this reversal of direction, some blurring remains. The effect of the modulation
on k-space and image-space (H and H˜ data only) is shown in Fig. 8.7(a) and (b) for one slice
of the phantom constructed by the author. Note the blurring in the phase-encode direction
in Fig. 8.7(b). The effect is especially obvious here, due to the relatively short T2 of the fluid
in the phantom (approximately 250 ms, compared to about 2200 ms for CSF in the brain).
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Figure 8.7 Correction of H data using T2 demodulation. Before correction: (a) log k -space magni-
tude and (b) reconstructed image. After modulation correction: (c) log k -space magnitude and (d)
reconstructed image. Note the reduced blurring in the phase-encode direction in (d) compared to
that in (b).
Not only are the artifacts resulting from T2 decay undesirable, but the magnitude decay
in k-space causes errors in the rotation estimation stage of TRELLIS. Thus, T2 correction
is required. If the modulation function can be estimated, then its effect can be undone to
some extent.
This is not the first time an attempt has been made to reduce T2 effects in MRI images
acquired using FSE. Chen et al. [132], for example, have attempted to enhance MR images
degraded by T2 effects. Their algorithm estimates a single T2 value from the acquired
data, based around the Hermitian symmetry property of k-space. They note, however, that
T2 correction based on this single estimated value of T2 may result in a under- or over-
compensation for certain objects in the image. Similar techniques have also been applied
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by others [133,134].
A similar approach to that discussed above was initially used by the author and results
were reasonable in some cases. An obvious weakness, however, is that such a technique
does not take advantage of the unique situation provided by TRELLIS, namely, that k-
space is acquired twice, and that the two acquisitions are perpendicular to each other. A
new technique was therefore developed here.
The modulation function is estimated directly from the complete H and V data sets. To
obtain mH , the modulation function in the phase-encode direction in the H data set, the
magnitudes of both H and V k-space data sets are summed along their rows to form two
vectors. Dividing the H vector by the V vector element-by-element yields the noisy esti-
mate of mH shown in Fig. 8.8(a). Denoting the number of frequency-encode samples as
Nkx and the number of lines acquired in the phase-encode direction asNky, this procedure
can be expressed as
mH(ky) =
Nkx∑
kx=1
|H(kx, ky)|
Nkx∑
kx=1
|V (kx, ky)|
, ky = 1, 2, . . . , Nky . (8.1)
As seen in Fig. 8.8(a), the modulation function, mH , is approximately periodic with a pe-
riod corresponding to the eight pairs of opposing strips used in this example. A smoother
modulation function, shown in Fig. 8.8(b), is formed by combining the eight repeating
sections in Fig. 8.8(a) to form an average and replicating this unit eight times to form an
exactly periodic function. TheH data is then corrected by normalising each row ofH using
the modulation function (Fig. 8.7(c) and (d)). The same process is used to correctV, but the
initial summation is performed down each column rather than along each row.
Imperfections in the final image caused by T2 signal decay still exist, particularly in the
case of human subjects where T2 values vary widely between different tissue types. Nev-
ertheless, the two steps described here greatly mitigate the effect.
An alternative approach to estimating the modulation function is also proposed here. This
produces a similar final result to the technique already mentioned, but has a more solid
theoretical justification. First, the assumption is made that T2 effects are negligible within
each single k-space row (for H) or column (for V ). This is reasonable: in a standard in-
terleaved sequence, T2 blurring is almost unnoticeable in the FE direction and TRELLIS
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Figure 8.8 (a) The initial modulation function, mH , as a function of ky computed for the data
shown in Fig. 8.7. (b) The eight repeating sections in (a) are averaged to form a single T2 decay
curve which is then replicated eight times along the length of ky to form the final smoothed periodic
function. The vertical axis on each plot shows the relative magnitude of the k -space data plotted as
a function of position in k -space in the phase-encode direction.
H and V acquisitions do not differ from a standard sequence in the FE direction (the only
change is to the PE ordering). Again denoting the T2 modulation forH asmH and that for
V asmV , we have therefore
|H(kx, ky)| = |F (kx, ky)|mH(ky) (8.2)
|V (kx, ky)| = |F (kx, ky)|mV (kx), (8.3)
where F (kx, ky) is the k-space data that would be measured in the absence of T2 modula-
tion. Clearly, the aim in estimating the T2 modulation is to estimate F (kx, ky) from H and
V . Given Eqs (8.2) and (8.3), dividing one k-space magnitude measurement by the other at
each point in the space gives a set of equations of the form
|H(kx, ky)|
|V (kx, ky)| =
mH(ky)
mV (kx)
. (8.4)
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To linearise these, the logarithm of each side is taken to form
ln
( |H(kx, ky)|
|V (kx, ky)|
)
= ln (mH(ky))− ln (mV (kx)) . (8.5)
Without loss of generality, let the dimensions of the k-space measurements be N ×N . For
simplicity, row and column coordinates for the k-space data sets are adopted, so that (m,n)
corresponds to the point in k-space for the pixel occupying the mth row and nth column,
wherem and n both number from 1 toN . A lexicographic ordering of the pixels is adopted
to form a one-dimensional vector of all pixels. A sparse set of linear equations can then be
formed from Eq. (8.5) as
Ax = b. (8.6)
In Eq. (8.6), the elements of the 2N vector x are
xj =
 ln(mH(j)) j = 1, . . . , Nln(mV (j −N)) j = (N + 1), . . . , 2N , (8.7)
and the elements of the N2 vector b are
bi = ln
( |H(m,n)|
|V (m,n)|
)
, i = (N − 1)m+ n. (8.8)
ThematrixA isN2×2N . Each row inA contains two non-zero elements, of value 1 and−1,
positioned so that Eq. (8.5) is satisfied. A least squares solution for x can straightforwardly
be obtained. To avoid the inherent rank deficiency in A, mH(1) is set to 1, thus reducing
the number of unknowns to (2N − 1).
The results are very similar to those shown in Fig. 8.8(a). The difficulty with this approach
is that it appears to require a computationally expensive inversion due to the size of the sys-
tem being solved. Fortunately, it is possible to compute the least-squares solution directly.
This derivation is given in Appendix C. This technique is the one used for the remaining
TRELLIS results presented.
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8.3 Results
The implementation of TRELLIS described in Section 8.1.3 was tested using a 1.5 T Signa
Excite HDx scanner (GE Medical Systems) at St George’s Hospital in Christchurch, New
Zealand. This section is divided into two parts: results collected using the moving phan-
tom described in Section 4.2.1, and results obtained from imaging human subjects.
8.3.1 Experiments using a moving phantom
The moving phantom described in Section 4.2.1 was imaged using both a standard FSE
sequence and using TRELLIS. In each case, the k-space matrix size used was 256 × 256,
NSA = 1, and the slice thickness was 10 mm. The phantommotion was a pre-programmed
rotation sequence, which was started simultaneously with the scanner data acquisition.
The current implementation of the TRELLIS sequence is effectively split into two scans,
whereH and V are obtained separately. Phantommotion was started in the same place for
each of these. This synchonisation was performedmanually; ideally an automated method
would be used but this has not yet been developed.
Echo train lengths of both 16 and 32 were used successfully. For results shown here, pa-
rameters were Netl = 16, giving Ns = 32. Therefore, H and V comprise 16 strips each. The
value of the repetition time used, TR, was 2000 ms. This is the time between the acquisition
of each strip.
Reconstructed images obtained from this experiment are shown in Fig. 8.9. These corre-
spond to interleaved FSE (a), TRELLIS without motion correction enabled (b), and TREL-
LIS with motion correction (c). The image in (b) is reconstructed from combined H and V
data after k-space alignment and T2 correction, but without motion estimation or correc-
tion.
Fig. 8.9(a) shows a considerable amount of ghosting in the phase-encode direction (hor-
izontal, in this case). This is often seen in motion-corrupted images obtained using an
interleaved FSE sequence. The images in Fig. 8.9(b) (TRELLIS with no motion correction)
and Fig. 8.9(c) (TRELLIS with motion correction) are significantly less motion-corrupted
although the motion of the object was the same in all cases. Not surprisingly, the relatively
large motion (a maximum range of 14◦) produces a marked blurring in Fig. 8.9(b) when no
rotation correction is employed. The rotation-corrected reconstruction shown in Fig. 8.9(c)
shows a greatly improved result.
To compare the fast TRELLIS algorithm (Section 7.6) to the regular version of TRELLIS,
the outer strips in H and V are omitted resulting in a reduced number of strips. In the
following, the number of strips used is henceforth denoted N ′s, where N ′s ≤ Ns. This is
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(a) (b) (c)
Figure 8.9 Moving phantom results: (a) an image obtained using standard interleaved FSE with an
echo train length of 16; (b) an image reconstructed using TRELLIS with motion correction disabled;
and (c) an image reconstructed using TRELLIS with motion correction. Phantom motion used was
a repeating rotation sequence (up to 14◦ in magnitude).
(a) (b) (c)
(d) (e) (f)
Figure 8.10 Corrected k -space data after applying the fast TRELLIS algorithm for three different
values of N ′s: 24 (a), 16 (b), and 8 (c). The respective reconstructed images are shown below in
(d)–(f).
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distinct from Ns, which denotes the number of strips that are required to completely fill
H and V for a given k-space matrix size and echo train length. In the results shown in
Fig. 8.9, the N ′s value used was 32. In Fig. 8.10, results are presented using N ′s values of
24, 16 and 8. When N ′s of 24 and 16 is used, the resulting image appears better that that
in Fig. 8.9(c). This is due to errors in the translation estimation stage of the algorithm for
patches in the outer region of k-space. In fast TRELLIS, these strips are omitted removing
these errors from the estimation process. Using N ′s = 8 results in a reconstructed image
showing artifacts presumably caused by the sub-sampling of k-space. Thus, the choice for
N ′s here is 16, resulting in a good quality image in half the acquisition time of the normal
TRELLIS sequence.
DBE values for the images in Fig. 8.10 have not been computed. The images have different
spectral weightings due to the different portions of k-space that they sample and this would
presumably affect the DBE metric. Without having quantified this effect, it is best to leave
the judgment of image quality to the observer.
Fig. 8.11 compares the rotation parameters of the phantom estimated by TRELLIS with
those measured using an independent optical tracking system. The tracking system con-
sists of a video camera recording images of a marker attached to the top of the phantom at
a rate of 15 frames per second. Themeasurements were not simultaneous with theMR data
collection as the optical system has not yet been used in an MR environment. Fig. 8.11(a)
is a plot of angle versus time for one cycle of the phantom rotation, as determined by the
optical tracking system. Figures Fig. 8.11(b) and Fig. 8.11(c) show the angles for the phan-
tom rotation estimated by TRELLIS for the set of horizontal k-space strips and for the set of
vertical k-space strips, respectively, with angle plotted against strip number in each case.
There is an acceptable level of qualitative agreement between the three plots.
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Figure 8.11 Plots of rotation for the moving physical phantom: (a) estimated by an independent
optical system (angle vs time); (b) estimated by the algorithm from the set of 16 k -space strips in H
(angle vs strip number); and (c) estimated by the algorithm from the set of 16 k -space strips in V
(angle vs strip number).
The slope of the curve in Fig. 8.11(b) looks somewhat different to that in Fig. 8.11(c). The
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author conjectures that this is due to a slight timing difference between the acquisition of
the two data setsH andV. In each graph, there are only 16 data points; these correspond to
each of the 16 strips inH andV. Sampling the curve in Fig. 8.11(a) with only 16 points could
lead to either of the plots in Fig. 8.11(b) and Fig. 8.11(c) depending on the time delay of the
samples. If the phantom motion started at a slightly different time compared to imaging,
then this would explain the result. Estimated angles for strips 30–32, however, are probably
in error. The author recommends that future work should involve simultaneous tracking
of the phantom motion during the TRELLIS acquisition.
8.3.2 Results using human subjects
Ethics approval was obtained for this study from the Upper South B Regional Ethics Com-
mittee (Christchurch, New Zealand) under the project title: Correction of Motion Artifacts in
Magnetic Resonance Imaging. Informed consent was obtained from several normal, healthy
volunteers. The information sheet and consent form given to each subject (as required for
ethics approval) are included in Appendix D.
Subjects were imaged using both interleaved FSE and the TRELLIS sequence andwere told
to move their head in all directions throughout the scan and to try and to make this motion
as consistent as possible between scans. Thus, through-plane motion existed but was not
corrected for. This would also be the case in a clinical situation.
The TRELLIS sequence with matrix size 256 × 256 and NSA = 1 was used for imaging.
Parameters were Netl = 32, N ′s = Ns = 16, TR = 4520 ms, and slice thickness 10 mm.
Typical results are shown in Fig. 8.12 for imaging using a standard FSE sequence (a), us-
ing TRELLIS without motion correction (b), and using TRELLIS with motion correction
(c). The maximum motion detected was rotation of 3.8◦ and translation of 1.6 pixels (x-
direction) and 3.6 pixels (y-direction). The reduction in ghosting from (a) to (b) is obvious,
indicating the high sensitivity of interleaved acquisitions to motion. Due to the relative
insensitivity to motion of the TRELLIS sequence, the differences between (b) and (c) are
small. Note, however, the improved appearance of the middle cerebral artery and the eye
in (c), as indicated by arrows.
In Fig. 8.12, image contrast differs between (a) and (b)–(c). This is due to different effective
echo times (the time point at which the k-space centre is sampled) between the FSE and the
TRELLIS sequences.
Again, the fast TRELLIS sequence was compared to the regular version of TRELLIS. In the
results shown in Fig. 8.12, the N ′s value used was 16. In Fig. 8.10, results are presented
using N ′s values of 12, 8 and 4. As for the moving phantom, fast TRELLIS performs well
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(a) (b) (c)
Figure 8.12 In vivo results. In (a) the subject was imaged with a standard interleaved FSE se-
quence; in (b) the same subject was imaged using TRELLIS (motion correction off); (c) shows
the same as (b) except motion correction is on. Arrows show improved appearance of the middle
cerebral artery and the eye.
(a) (b) (c)
(d) (e) (f)
Figure 8.13 Corrected k -space data after applying the fast TRELLIS algorithm for three different
values of N ′s: 12 (a), 8 (b), and 4 (c). Reconstructed images are shown below in (d)–(f).
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with a 25% or 50% reduction in the number of sampled strips. With a 75% reduction
in the number of strips (N ′s = 4, in this case), however, blurring is evident in the image.
The optimal choice for N ′s is probably 8, again requiring half the acquisition time of the
standard TRELLIS sequence.
8.3.3 Computational requirements
The motion estimation and image reconstruction stage of the TRELLIS algorithm was im-
plemented using MATLABr on a desktop PCwith a 2.8 GHz Pentium 4 processor and 2 GB
of RAM.When applied to TRELLIS data withH andV of size 256×256 pixels andNs = 16,
the time taken for each stage of the algorithm is as follows.
Task Time (s)
Alignment of H and V 2.46
T2 correction 1.31
Rotation estimation 41.89
Rotation correction 11.61
Translation estimation 6.74
Translation correction 2.13
Image reconstruction 0.96
TOTAL 67.10
Table 8.1 The execution time of various stages of the TRELLIS algorithm.
Although only useful as a rough guide, the data in Table 8.1 indicates that the estimation
of rotation parameters is by far the most computationally expensive stage of the TRELLIS
algorithm. Nevertheless, the overall time required (67 s) is reasonable. Some steps have
been taken to optimise the algorithm for speed, namely, the use of polar coordinates for
rotation estimation and the direct implementation of the T2 correction algorithm. Most
code, however, has not been written with computational efficiency as the highest priority.
If converted to optimised C code, the author expects the TRELLIS reconstruction algorithm
would execute in only a few seconds for the example data tested here. Computational
requirements are therefore not a limiting factor in the performance of TRELLIS.
8.4 Discussion
TRELLIS has been successfully implemented using FSE. Alternatives exist, however, in-
cluding EPI (although the author’s attempts using this were unsuccessful) and GRASE
(gradient- and spin-echo), first proposed by Oshio and Feinberg [135]. GRASE has been
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successfully applied to PROPELLER [68] with reduced scan time over the conventional
FSE-based implementation.
The TRELLIS algorithm is effective at reducing motion artifacts for both a moving phan-
tom and a human subject, in agreement with simulations. It could be assumed that data in
the outer part of k-space are not useful for motion detection due to poor SNR. Examination
of TRELLIS results, however, has shown this not to be the case. Althoughmotion estimates
from these areas are noticeably less reliable than those obtained by using data from the cen-
tre of k-space, these estimates are still useful, particularly for rotation detection. This can
probably be explained by the fact that a small rotation produces a significant displacement
of data in the outer regions, while the change may be too small to detect near the k-space
origin.
Results from the moving phantom experiment show reasonable detection of rotation pa-
rameters. A system of synchronising the phantom motion with data acquisition has not
yet been developed, so this comparison is qualitative only. Also, one important distinction
between the physical phantom and a patient is the different T1 and T2 characteristics. In
the human body the T1 and T2 characteristics vary continuously from region-to-region, al-
though they are relatively homogeneous in some tissues [6]. In the phantom constructed,
T1 and T2 each take a single value only. Care must be taken therefore in interpreting the
phantom results.
It would have been interesting to image themoving phantom using PROPELLER. Unfortu-
nately, the commercial version of PROPELLER (GE Medical Systems) can only image axial
slices, whereas the moving phantommust be imaged coronally. Access to the PROPELLER
source code was not available. Having seen PROPELLER images of moving patients, how-
ever, the author believes PROPELLER motion correction for the moving phantom would
be at least as good as that achieved by TRELLIS.
Results shown here use an even number of strips in H and V. Using an odd number of
TRELLIS strips may be advantageous to maintain the integrity of the k-space origin as the
middle strip in H and V would then lie directly over the centre of k-space. The centre of
k-space will then always be kept intact, no matter what motion occurred during imaging.
Currently, ‘holes’ in k-space near the origin caused by a gap between strips after rotation
correction can occasionally cause artifacts. The optimum width of each strip has yet to
be found. This is a trade-off: wider strips result in more accurate motion detection, but
suffer greater T2 artifact problems, than narrower strips. Also note that TRELLIS has been
demonstrated here using a square FOV but is equally applicable to a rectangular FOV: H
and V do not need to contain the same number of strips.
It is interesting to note that the TRELLIS sequence is relatively robust to motion even with-
124 TRELLIS: Scanner Implementation
out the application of motion correction performed in post-processing. This appears to
be due to the damaging modulation of k-space that results from motion in standard inter-
leaved sequences. Such modulation does not apply to TRELLIS; disruptions to k-space are
inherently more gradual. In interleaved sequences, motion artifacts manifest themselves
as ‘ghosts’ spread across the entire image. Using a sampling scheme like TRELLIS, motion
tends to result in blurring that is arguably less problematic in terms of image interpre-
tation. The same effect has been observed with PROPELLER [60, 73]. This leads to the
possibility of acquiring only the H data, for example, and reconstructing an image from
that. Although no TRELLIS motion correction is possible, some degree of motion artifact
suppression occurs. This is the subject of the next chapter.
Chapter 9
ReducedMotion Sensitivity
Results in Chapters 7 and 8 indicated that the TRELLIS acquisition without motion correc-
tion is relatively insensitive to motion artifacts compared to a standard acquisition. Based
on this observation, a new sequence, termed an asymmetric sequential acquisition, is pro-
posed [136]. This does not correct for motion, but is relatively robust to motion effects.
9.1 Introduction
Two common sources of image artifacts when acquiring data using multiple-shot FSE are
motion and T2 signal decay. Motion causes discontinuities in k-space leading to blurring or
ghosting in the image as seen in Chapter 8. Transverse magnetization decay, characterized
by the relaxation time T2, can have a similar effect. The order of acquisition of k-space
data affects the sensitivity of the acquisition to these effects. This chapter proposes an
acquisition order that minimises these artifacts.
As mentioned earlier, a number of lines in k-space can be acquired by FSE in a single ex-
citation sequence using a train of echoes. The number of echoes is known as the echo train
length (Netl). Each 90◦ pulse followed by Netl 180◦ pulses is known as a shot. The number
of shots,Nshots, is equal to the image size in the ky direction,Nky, divided by the echo train
length, that is,
Nshots = Nky/Netl . (9.1)
As is the case for the TRELLIS algorithm it is assumed here that the acquisition time of
data within a single shot is sufficiently small that motion can be regarded as ‘frozen’. Thus,
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inconsistencies in k-space only occur between shots in the ky (phase-encode) direction.
A lookup table (the view table) links echoes to lines in k-space. The order of acquisition of
these lines is the view order. A common view order is an interleaved acquisition where each
shot runs from the top to the bottom of k-space (Fig. 9.1). In the example shown, Netl = 4,
Nshots = 4 and Nky = 16. These values are used purely for clarity in the figure; more usual
values for Nky are 128 or 256.
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Figure 9.1 (a) An example of an interleaved acquisition in k -space. Data from the first three shots
has been collected (solid lines) while data from the fourth shot has yet to be acquired (dotted lines).
Numbering indicates the order of acquisition. The first shot comprises lines 1–4, the second shot
lines 5–8, etc. (b) The resulting modulation function in the ky direction.
Transverse magnetisation decay continues throughout the entire FSE echo train so that the
signal measured for the later acquired lines is attenuated relative to the earlier lines. The
measurement sensitivity in the nth acquired line can be approximated by
S(n) = S(0)e−ntesp/T2 , (9.2)
where n = 0, 1, 2, . . . , Netl − 1, tesp is the echo spacing (the time between line acquisitions)
and T2 is the transversal relaxation time of the tissue. There is thus a modulation imposed
on the k-space data in the phase-encode direction; this is denoted as m(ky). As Nshots > 1
for all acquisitions considered here, m(ky) consists of repeated versions of S(n). Its exact
form, however, depends on the order in which lines are acquired.
For the view ordering given in Fig. 9.1, m(ky) is a step-like decay function as the top four
lines are all acquired at the same point in the echo train, as are the next four and so on. This
is shown in Fig. 9.1(b) for tesp = 5ms and T2 = 100ms.
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9.2 Modified view orders
The view order shown in Fig. 9.1 is commonly used. Several alternatives are presented
here; the first has been considered before [4], but is not normally employed for reasons
explained shortly. Fig. 9.2(b)–(d) shows the three alternative view orders to be compared
to that shown in Fig. 9.1. Each ordering scheme has been implemented in practice by
generating a view table that is then used by the scanner to determine the view order.
The first view order, shown in Fig. 9.2(b), acquires data from the top to bottom of k-space in
sequential strips. Each strip corresponds to a single shot comprisingNetl lines, acquired as
illustrated in Fig. 9.2(a). The view order in Fig. 9.2(c) is the same as that in Fig. 9.2(b) except
that the direction of acquisition of each strip alternates as shown. Strips are still acquired
sequentially, from the top to the bottom of k-space. This is the order of acquisition used by
TRELLIS in the results presented in Chapters 7 and 8. The final ordering system, Fig. 9.2(d),
is a shifted version of Fig. 9.2(c) so that the centre of k-space is acquired during the middle
of an echo train. The author calls this an asymmetric sequential acquisition. As Nshots is still
an even number, the top-most strip must be split as shown. This means that the very top
and bottom of k-space is filled in the first shot, but then acquisition is from top to bottom
as previously described.
In Fig. 9.3(a)–(h) the imposed k-space modulations and the corresponding point spread
functions (PSFs) that result from the different view ordering schemes are compared. Again,
the parameters used were tesp = 5 ms and T2 = 100 ms, but this time with Nky = 256,
Netl = 32 and, as required by Eq. (9.1), Nshots = 8. The PSF, denoted h(y), directly affects
the final image quality, as the measured k-space data is equal to the ideal data multiplied
by m(ky). In image-space this is equivalent to a convolution of the ideal image with h(y),
as shown in Eq. (3.1).
Note that blurring and ghosting in the image is best indicated by the real part of the point
spread function. This has been observed before [137].
9.3 Results and discussion
For simulation purposes, the Shepp-Logan head phantom has been used once more. Data
is modulated in k-space and an image reconstructed. These reconstructions are compared
in Fig. 9.3(i)–(l), and each corresponds to the view order and PSF directly above the figure.
The use of an interleaved view order for multiple-shot FSE is prevalent as, in the absence
of motion, image quality is good (Fig. 9.3(i)). The first sequential acquisition method pre-
sented produces images of unacceptable quality due to T2 artifacts (Fig. 9.3(j)). The reason
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Figure 9.2 A strip of data can be acquired rapidly in k -space using FSE. Each strip is composed
of Netl lines as shown in (a), corresponding to the echo train length used. The three proposed view
orders (b)–(d) use such strips.
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Figure 9.3 Four different view orders: (a) is commonly used; (b) is not often used due to T2 artifact
problems; (c) and (d) are proposed here. Note that (b), (c) and (d) correspond to the respective
view orders shown in Fig. 9.2. The four resulting point spread functions are shown in (e)–(h), and
the effect on reconstructions of the Shepp-Logan head phantom is shown in (i)–(l).
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is the sharp discontinuities inm(ky), apparent in Fig. 9.3(b), which manifest themselves as
widely spread oscillations in the PSF and thus generate ghosts in the image.
The next alternative ordering scheme proposed here, that is, sequential strips with alter-
nating phase-encode direction, Fig. 9.2(c), significantly improves the situation through re-
duction of discontinuities in m(ky). The real part of the new point spread function does,
however, have significant energy close to the origin; this leads to the blurring of the image
seen in Fig. 9.3(k).
The asymmetric sequential view order shown in Fig. 9.2(d) improves the situation further
as is apparent from Fig. 9.3(h) and (l). The author proposes that this is due to the inherent
‘averaging effect’ the Fourier transform has on Hermitian points in k-space. This provides
a first order correction form(ky).
The view order shown in Fig. 9.2(d) exhibits T2 artifacts that are only slightly worse than
those in the interleaved order. It is markedly superior, however, in terms of robustness to
motion. This is illustrated in Fig. 9.4. The simulated motion is a clockwise rotation (from 0
to 7◦ in 1◦ increments) and a translation (from 0 to 7 pixels in the positive x-direction in 1
pixel increments and from 0 to 3.5 pixels in the positive y-direction in 0.5 pixel increments).
As seen in Fig. 9.4(a), image quality is poor if an interleaved view order is used. Using
the asymmetric sequential ordering, however, motion manifests itself as a more tolerable
blurring.
(a) (b)
Figure 9.4 Comparison of interleaved FSE and the proposed asymmetric sequential method shown
in Fig. 9.2(d) under motion, including both rotation and translation.
Not all motion inMRI is rigid-bodymotion. The Shepp-Logan phantommotion simulation
was modified as shown in Fig. 9.5(a)–(b) so that one of the Shepp-Logan ellipses moved
during the scan (14 pixels total, in increments of 2 pixels per shot) rather than the entire
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phantom. The results are shown in Fig. 9.5(c)–(d). They indicate that the proposed view
ordering technique is superior to the standard interleaved acquisition for deformable mo-
tion as well as for rigid-body motion. In Fig. 9.5(d) the position of the moving ellipse in the
reconstructed phantom is its position at the time the central strip in k-space was acquired.
(a) (b)
(c) (d)
Figure 9.5 (a) The Shepp-Logan head phantom with an SNR of 25 dB. (b) To simulate motion
other than rigid-body motion, a single ellipse is moved inside the phantom as shown. This is done
in increments of 2 pixels between every shot acquired in k -space. (c) An image reconstructed using
interleaved FSE under this motion. (d) An image reconstructed using the proposed asymmetric
sequential method under the same motion.
It may also be possible to demodulate k-space to remove the effects of m(ky). This is not
entirely straightforward, however, as T2 values are not normally known in advance. Also,
the expression in Eq. (9.2) only approximates the real situation. In practice, T2 varies be-
tween different tissue types. This approximation does little to change the results shown
here; however, it adds complexity to the process of estimating m(ky) in order to attempt
any demodulation.
As well as the simulations presented above, sequences have been implemented on a 1.5 T
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Signa Excite HDx scanner (GE Medical Systems) using a modified FSE sequence with ma-
trix size 256×256. Echo train lengths of both 16 and 32 were used successfully. An example
usingNetl = 32 is shown in Fig. 9.6. Results are consistent with simulations and show a sig-
nificant reduction in ghosting when using the proposed asymmetric sequential sequence to
image a moving object. Some T2 blurring, however, is present both with and without mo-
tion. DBE values for images in Fig. 9.6(b), (c) and (d) are 1.5×10−3, 2.0×10−2 and 5.0×10−3,
respectively, when using the image in Fig. 9.6(a) as a reference. These values confirm the
order of image quality that is already apparent to the eye and quantify the level of artifacts.
(a) interleaved, no motion (b) asymmetric, no motion
(c) interleaved, motion (d) asymmetric, motion
Figure 9.6 An in vivo comparison between the interleaved FSE sequence (images (a) and (c)) and
the proposed asymmetric sequential sequence (images (b) and (d)). The subject was instructed to
stay still in (a) and (b) and move slightly throughout the scan in (c) and (d).
The only problem observed when implementing the asymmetric sequential acquisition in
practice was a lack of flexibility over the effective echo time, TEeff. The TEeff affects image
contrast and is determined by which echo in the echo train acquires the centre of k-space
(the centre of k-space provides most contrast information). Using the standard interleaved
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sequence, acquisition does not necessarily need to begin at the top of k-space; rather, it
can be shifted depending on the desired TEeff. This is not possible with the asymmetric
sequential view order as, under a large shift, it will reduce to the view ordering shown in
Fig. 9.2(c) and will suffer from T2 induced blurring. Clinically, this may be a limitation in
some cases.
9.4 Conclusions
Fast spin echo imaging in MRI is sensitive to motion and T2 artifacts. Modifying the view
order changes the sensitivity of the technique to these effects. A standard interleaved se-
quence produces good quality images in the absence of motion. The asymmetric sequential
acquisition shown here, however, offers a significant advantage in the presence of either or
both rigid-body and deformable motion. Disadvantages of the technique include increased
artifacts from T2 effects and a lack of flexibility in setting the effective echo time.
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Chapter 10
Conclusions and FutureWork
This chapter summarises the main contributions made by this thesis and draws conclu-
sions from the research performed. Recommendations are then made concerning future
work in the area.
10.1 Thesis summary and conclusions
This thesis aims to answer one particular question in the field of motion correction in MRI,
namely, ‘is it possible to develop a motion correction system that requires no external hard-
ware and uses all collected data for both image reconstruction and the estimation of motion
parameters?’. The development of TRELLIS answers this question. Examination of TREL-
LIS results shows that data in the outer part of k-space is still useful for motion estimation,
despite poor SNR. Strips in these regions can therefore be motion corrected and thus con-
tribute to the final image.
The TRELLIS algorithm is unique in that it acquires data in a series of overlapping strips,
and then forms and solves a system of equations linking all motion estimation information
together. Unlike existing techniques such as PROPELLER, all collected data is used for both
motion detection and image reconstruction and excessive oversampling of the centre of k-
space is avoided. It is likely, however, that this advantage is gained at a cost of decreased
motion detection accuracy compared to PROPELLER. Nevertheless, the accuracy of the
TRELLIS algorithm is sufficient to enable accurate motion estimation in simulations and it
has proved effective at reducing motion artifacts for both a moving phantom and human
subjects.
The sampling of k-space in TRELLIS is uniform which effectively achieves a
√
2 improve-
ment in SNR everywhere. This means that the integrity of high spatial frequencies is more
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likely to be preserved (and result in better detail in the image) when compared to PRO-
PELLER, which samples the centre of k-space much more densely than the outer regions.
The fast TRELLIS algorithm trades this advantage for a 50% reduction in acquisition time.
This may be a worthwhile trade-off in most cases. This gives fast TRELLIS an acquisition
time equal to that of a standard FSE sequence (with an equivalent echo train length) and
therefore less than that required by the original implementation of PROPELLER.
A means of simulating motion has been developed using the analytical Shepp-Logan head
phantom and a physical Shepp-Logan phantom has been built to confirm that these sim-
ulations are reasonable. To the knowledge of the author, this is the first time that an
MR-phantom closely resembling the simulated Shepp-Logan head phantom has been con-
structed. It has the potential to produce a number of interesting results. To test the effect
of motion, a MR-safe platform has been constructed capable of moving a phantom in a
reproducible manner. The DBE metric has also been developed and tested and has been
valuable for optimising the TRELLIS algorithm.
Several practical problems have been solved in the implementation of TRELLIS: a means
of correcting T2 blurring artifacts has been developed; the phase-correlation method has
been extended to provide sub-pixel displacement information; and, using this, a means
of aligning k-space data accurately has been demonstrated. These developments could be
applied to algorithms other than TRELLIS.
As well as the TRELLIS algorithm, two other data acquisition techniques are proposed in
this thesis. The first is the asymmetric sequential acquisition in Chapter 9. This is very mo-
tion tolerant while resulting in images with fewer T2 artifacts than a standard sequential
acquisition using FSE. Finally, the experiment undertaken by the author to correct motion
using parallel imaging (Appendix A) shows promising results. The possibility of develop-
ing this into a convenient and robust motion correction technique has been demonstrated.
A key advantage of this technique is that a standard reconstruction and a motion-corrected
reconstruction can be generated from the same acquired data.
10.2 Suggested future work
As well as the development of TRELLIS, this thesis has introduced systems to test motion
correction algorithms. Given ample time on an MRI scanner, there are now a number of
experiments that could be performed based on this development work. These include
more thorough testing of TRELLIS using the moving phantom with different amounts of
translation and rotation, and modifying the various TRELLIS parameters. Ideally these
experiments should be performed simultaneously with optical tracking of the phantom.
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The study shown in Appendix B could be repeated with subjects more prone to motion
than the healthy volunteers tested. This data could be applied to constrain the motion esti-
mates in TRELLIS. Incorporating prior knowledge of the maximum possible values of ve-
locity or acceleration, for example, would further improve results. This was demonstrated
to some extent in Section 7.4.
The use of information from all slices in an acquired data set could greatly improve the
robustness of the algorithm. As neighbouring slices are affected by motion with similar
parameters, combining this motion information when correcting a single slice could be
beneficial. It is anticipated that this extra information would be best included before solv-
ing the system of equations for rotation and translation. Instead of a single measurement of
rotation between two strips, several measurements could be obtained. These could be av-
eraged prior to solving the system of equations and the inverse variance between measure-
ments used as a weighting function. A similar approach could be applied to PROPELLER.
The FSE implementation of TRELLIS described here incorporates T2 correction. Slight ar-
tifacts caused by T2 decay remain, however. Application of the work on short axis PRO-
PELLER by Skare et al. [69] (discussed in Section 8.1.2) could possibly solve this problem.
Artifacts caused by fat/water chemical shift effects could probably be reduced by using
high-bandwidth sequences: this is worth investigating.
This focus of this thesis has been on the initial development of TRELLIS rather than its
optimisation for clinical use or comparisons of TRELLIS to other techniques. These are
major areas that require further study. A thorough theoretical investigation on the effect
on image resolution and spectral SNR of the relative sampling patterns methods used by
TRELLIS and PROPELLER is required. Work by Newbould et al. [80] is recommended as
a good starting point.
The author is often asked whether TRELLIS could be applied to imaging in three dimen-
sions. Unfortunately, the concept of implementing the current version of TRELLIS using
solid ‘rods’ in three-dimensional space, rather than strips in two dimensions, is not very
practical. The key principle of ‘no motion within a strip’ (or within a rod in this case)
would be violated if the rod was a useful size. The general concept, however, of estimating
relative motion parameters between segments of collected data, and then combining this
information using a linear system of equations, could perhaps be applied to three dimen-
sions. It would be interesting to examine this possibility more closely.
The DBE metric could be developed further. It would be worthwhile deriving a theoretical
justification for performance of the metric to strengthen the qualitative explanation given
here. As seen in this thesis, the DBE metric has some useful properties. It would be inter-
esting, however, to see if it can be extended to remove its reliance on a reference image.
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Given knowledge of the SNR it would be possible to calculate how much energy should lie
out the support region and to compare this to the measured amount. A metric that could
quantify artifact levels in an MR image without a reference image would be valuable.
The asymmetrical sequential sequence needs to be investigated further. If techniques to
further reduce T2 effects could be applied to it, then it may be worthwhile comparing it to
other motion-resistant sequences such as spiral imaging. Similarly, the author has shown
that motion correction using parallel imaging is both desirable and possible. Little has
been done, however, to progress this idea beyond its original concept. This is a major area
that could be examined in more detail.
Appendix A
Motion Correction using Parallel
Imaging
Parallel image reconstruction techniques are a relatively recent innovation in MRI and are
used mainly to reduce acquisition time. The author has, however, briefly experimented
with the application of parallel imaging to motion correction. Results are given here. This
work is attached as an appendix as it does not constitute a chapter in its own right; rather,
it is a single brief experiment that demonstrates the merit of further work in this area.
A.1 Background
In general, ‘parallel imaging’ describes the use of multiple receive coils to obtain extra
spatial information. This can reduce the number of phase-encode steps required to form
an image. The extra spatial information is obtained through knowledge of the spatially-
varying sensitivity of each individual coil, often referred to as a coil sensitivity map.
The first practical implementation of parallel imaging was in 1997 by Sodickson et al. [138]
using their technique known as SMASH (simultaneous acquisition of spatial harmonics).
SMASH estimates unsampled k-space lines based on adjacent sampled lines and knowl-
edge of the coil sensitivity function. In 1999, a technique named SENSE (sensitivity encod-
ing) was introduced by Pruessmann et al. [139]. Unlike SMASH, SENSE operates directly
in the image domain.
Parallel imaging has been applied to motion correction before. In 2002, Bydder et al. [140]
proposed a technique that generates multiple copies of k-space using SENSE, compares
these copies, discards suspect data, and rejects lines that are found to have been corrupted.
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A final version of k-space is then generated using SMASH to estimate data in discarded
lines, and an image reconstructed. This technique has the disadvantage that data is being
discarded, hence there is a SNR loss if motion occurs. Also, in cases of severe or continuous
motion, there may not be enough uncorrupted data to form an artifact-free image.
An optimisation technique has been presented by Atkinson et al. [94] that iteratively mod-
ifies estimates of the coil sensitivity maps to reduce artifacts in the final image. This is
achieved using a nonlinear least-squares optimisation process. Results are promising al-
though the algorithm is very computationally intensive, which may be a limitation.
Parallel imaging has also been used in conjunction with other motion-estimating tech-
niques. Bammer et al. [141, 53] have used SENSE to synthesise missing data after motion
estimation and correction using navigator echoes. Another method, reported by Chen et
al. [142], used a recent parallel imaging technique known as GRAPPA (generalized autocal-
ibrating partially parallel acquisitions) [143] for motion correction. GRAPPA was applied
to rapidly obtain individual images. Imaging was done on a phantom that was manu-
ally shifted between each scan, meaning motion was not continuous. Another limitation
was the repeated sampling of the centre of k-space that was required for motion estima-
tion. This reduces the technique to that of a simple navigator echo system and increases
acquisition time over a standard scan.
Here the author proposes a technique that, along the theme of this thesis, uses all collected
data for image reconstruction and motion correction. Motion-corrupted data is not dis-
carded, but instead corrected. Navigator echoes as such are not used: the technique is
‘self-navigated’.
A.2 Method
The method used is illustrated in Fig. A.1. Data were collected using an 8-channel head
coil and a modified FSE sequence with Netl = 32. The number of lines acquired in the PE
direction was chosen to be 128; therefore, 4 shots were required to fill k-space. The image
resolution in FE direction was 256; this does not significantly affect imaging time so the
extra resolution comes at little cost.
Images were reconstructed using two different techniques: directly from the full k-space
data set, and using the parallel motion correction technique proposed here. This recon-
structs four images independently: one from each shot of acquired data. As the acquisition
time of a single shot is very rapid, the amount of motion occurring within this interval is
assumed to be minimal.
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Figure A.1 The motion correction technique using SENSE tested here. Actual k -space dimensions
used were 128 (PE direction) and 256 (FE direction) with Netl = 32. Two different reconstructions
were produced from each data set as shown.
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The parallel reconstruction method used is SENSE, incorporating the support constraint of
the object to improve the SNR in the reconstructed image as described by Pruessmann et
al. [139]. The SENSE implementation used here was that written by BingWu at the Univer-
sity of Canterbury; Bing’s expertise in parallel imaging reconstruction methods have been
essential to this work.
To reconstruct an image free of aliasing, SENSE requires coil sensitivity maps for each coil.
These were estimated using a low-resolution 32 × 32 image, acquired when the patient
was stationary. This was same data set used to obtain knowledge of the support region
of the object. This data set is small enough to be acquired in a single shot, reducing any
problems caused by motion. As the coil sensitivity profiles for each coil are fairly smooth,
a polynomial function was fitted to each sensitivity map allowing extrapolation of the map
slightly beyond the boundaries of the object. This is necessary as, with motion, part of
the patient may move outside the region over which the coil sensitivity map is directly
estimated.
Image registration of the four images was performed using MATLABr code written by the
author. Techniques similar to those used in TRELLIS were applied. Rotation estimation
was performed in the Fourier domain using the k-space magnitude (in polar coordinates).
An angular search increment of 0.1◦ was used. Rotation correction was then performed in
image-space by rotating the coordinate system and regridding using bilinear interpolation.
Translation estimation was performed using the phase correlation method. A phase ramp
was added in k-space to correct for any translation errors found. Finally, the four images
were combined in the image-domain by taking the sum of their magnitudes. The execution
time of the algorithm was less than 10 seconds for a single slice.
A.3 Results and discussion
Only a single study has been carried out to date. Imaging was performed on a normal vol-
unteer. The subject was told to move different amounts during each of three scans: first,
to stay as still as possible; second, to move slightly once; and third, to move more contin-
uously. The resulting images, reconstructed from one slice, are shown in Fig. A.2. Gibbs
ringing is evident in the PE direction (horizontal) in all images shown. This is due to zero-
padding in k-space, performed to make the images square to simplify image registration.
The maximum motion detected between any two of the four images reconstructed from
the first scan (no motion) was 0◦ rotation, 0.02 pixels in the x-direction and 0.01 pixels in
the y-direction. For the second scan (slight motion), these figures rose to 2.6◦, 3.21 pixels
(x-direction) and 0.65 pixels (y-direction). In the third scan (continuous motion), maximum
detected motion was 3.9◦, 5.49 pixels (x-direction) and 1.00 pixels (y-direction).
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(a) (b)
(c) (d)
(e) (f)
Figure A.2 In vivo experimental results for no motion, (a) and (b), slight motion, (c) and (d), and
more significant motion, (e) and (f). Images (a), (c) and (e) are reconstructed by inverse Fourier
transform of the full k -space data set. Images (b), (d) and (f) are reconstructed from the same
data as (a), (c) and (e), respectively, but the parallel reconstruction and image registration scheme
described is used.
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An SNR drop is noticeable when using the parallel reconstruction technique rather than
the direct reconstruction. It is difficult to quantify this as the background in Fig. A.2(b) has
effectively been masked by the application of the support constraint in the reconstruction:
the SNR can therefore not be computed from the background noise. In some respects the
reduced SNR is inherent to SENSE, and is related to factors such as the coil geometry, as
described in [139]. The author suggests, however, that the drop in SNR in this case is also
due to errors in the coil sensitivity map. Small errors in the map are expected to result in
larger errors in the final image as reconstruction involves a matrix inversion.
An advantage of the approach demonstrated here is that motion correction reduces to the
problem of registering a number of images. This is straightforward compared to the com-
plexity of TRELLIS or PROPELLER as far as image reconstruction is concerned. A further
advantage is that corrected data can be combined in the image domain meaning no inter-
polation of k-space is required. Another important strength of the technique is the ability
to generate two images from the same collected data. The first of these is essentially a
standard interleaved FSE scan; the second is motion corrected. This gives the end user a
choice: the image acquired using the standard sequence would be the preferred option if
no motion occurred, as it would achieve a better SNR.
Only an 8-channel head coil was available for this experiment. If a 16-channel or 32-channel
coil could be used, it might be possible to extend the FOV up to a full 256× 256 resolution
(rather than zero-padding), making the images of much greater clinical utility.
In conclusion, the results shown here are very promising. The author strongly recommends
that this approach be investigated further.
Appendix B
Motion Quantification Experiment
To develop and test algorithms for motion estimation and correction in MRI, it is useful to
know as much as possible about the nature of the motion likely to occur during scanning.
Quantifying head motion in MRI is a little-researched area, so the author carried out a
simple experiment to obtain some preliminary data on normal subjects and to determine
the merits of future work in this area.
B.1 Previous work
In a study by Atkins and Menke [144], head motion was measured during positron emis-
sion tomography (PET) scans. Two fixed cameras recorded the position of infrared reflec-
tors attached to a mouthpiece and a custom-made tooth splint, held in the patient’s mouth.
Motion information was obtained in three dimensions over 10 min and 30 min scans. Pa-
tient motion of up to 10 mm was observed (the measurement accuracy of this system is
claimed to be around 0.2 mm). Although PET and MRI are completely different imaging
modalities, the patient, lying supine, must hold their head still for a substantial period of
time in both. Thus, these results may be applicable to MRI.
Seto et al. [145] used a Polaris tracking system (Northern Digital Inc., Ontario, Canada)
to quantify subject head motion in a simulated fMRI scan. Eight stroke subjects were re-
cruited for this experiment. Although selection criteria included the ability to stay rea-
sonably still, the stroke subjects exhibited approximately twice the head motion of age-
matched controls and moved by around 2 mm during a simulated fMRI task.
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B.2 Tracking device
The tracking system used in the study reported here was developed at the University of
Canterbury by Porer [146], but is unrelated to this thesis work.
A three-dimensional marker (Fig. B.1) is attached to the head and is monitored using a
simple webcam at a distance of 1 m. The marker consists of black and white components
to achieve maximum contrast. It includes a sphere of known diameter (19 mm); this is
used to determine the relationship between pixels in the image and the physical size of the
object. A sphere is used because its appearance is unaffected by the angle at which it is
viewed. The white octagon shown in Fig. B.1 is used to determine rotation parameters in
the x-y plane.
z
x
y
Figure B.1 The marker shown from the top (left) and from an angle (right). The diameter of the
sphere is 19 mm. Images are modified from [146].
The system produces five parameters which quantify five components of rigid-body mo-
tion: translation in the x- and y-directions and rotation about the x-, y-, and z-axis. The
sixth parameter, translation in the z-direction, can not be accurately obtained using the
system; z-direction translation corresponds to movement away from the camera. The sys-
tem has been shown to be accurate to within 0.1 mm [146] for translation and 0.06◦ for
rotation. The camera currently used limits the frame rate to 15 frames/s (sufficient for the
experiment described here).
B.3 Experiment description
The aim of this experiment was to determine whether the system described above is suit-
able for quantifying patient motion in MRI and to identify the range of in-plane motion
likely for healthy subjects.
Four volunteers aged between 25 and 33were told to lie in a supine position on a horizontal
table and place their head on a cushion similar to that normally used in an MR scanner.
The marker shown in Fig. B.1 was attached to the head of each subject using elastic strap.
Subjects were instructed to keep their head as motionless as possible for 10 minutes, as if
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they were having a real scan.
The position of the marker was tracked over the 10 minute period using the system de-
scribed.
B.4 Results and discussion
When imaging axially, in-plane rotation corresponds to rotation around the z-axis. This
was measured and the resulting relative angular position of the marker, δθ, for each subject
is shown in Fig. B.2. The position is relative to the mean angular position around the z-axis
of the marker over the duration of the experiment.
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Figure B.2 The in-plane rotation of the marker attached to the head of each subject.
The rotation range for each subject during the experiment was 1.6◦, 2.8◦, 5.6◦ and 3.1◦ for
subjects 1–4, respectively. This was greater than expected by the author. The angle mea-
sured, however, generally varies slowly over time. Thus, the angular difference in the
position of the marker between two points close together in time is relatively low. The
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spikes in Fig. B.2(d) are an exception to this, and are thought to be caused by involun-
tary swallowing of the subject, perhaps due to the elastic strap under his chin holding the
marker in place. This swallowing produces a movement of the jaw which, in turn, causes a
movement of the marker that is much greater than the corresponding motion of the skull.
The author suggests, therefore, that these spikes can be ignored.
Measurements of relative translation in the x-direction, δx, (corresponding to motion in a
horizontal direction) are shown in Fig. B.3. The range of translation for each subject during
the experiment was 3.3 mm, 5.8 mm, 13.4 mm and 5.4 mm for subjects 1–4, respectively.
The spikes in Fig. B.2(d) are much less apparent in Fig. B.3(d). This is unsurprising: jaw
motion in a subject lying in the supine position does not cause any visible x-direction trans-
lation of the marker.
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Figure B.3 The x-position of the marker attached to the head of each subject.
Measurements of relative translation in the y-direction, δy, (corresponding to motion in a
vertical direction) are shown in Fig. B.4. The range of translation for each subject during
the experiment was 2.2 mm, 4.2 mm, 8.8 mm and 6.7 mm for subjects 1–4, respectively. As
expected, spikes assumed to be caused by swallowing are obvious in Fig. B.4(d). Apart
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from these spikes, and those in Fig. B.4(c), measured motion is generally much less in the
y-direction than in the x-direction.
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Figure B.4 The y-position of the marker attached to the head of each subject.
The experiment described was simple and easy to perform, yet effectively quantifies in-
plane head motion for the four normal volunteers. In future, a means of fastening the
marker that does not involve attaching a strap under the jaw should be used. This might
avoid the spikes in the recorded data caused by swallowing. The author suggests that
instead of using the elastic strap, the marker be attached to a tight rubber swimming cap
that can then be worn by the subject.
It would be interesting to repeat the same experiment with stroke or Parkinson’s patients,
the elderly, or with the neonates discussed in Section 3.1.2. Having done this, the data col-
lected could be analysed to form a statistical model of motion over time. This information
could be used directly in TRELLIS to limit the range of estimated rotation or translation
between strips using the maximum likely values of motion.
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Appendix C
Direct Solution for T2 Blurring
Correction
In Section 8.2.2, a method for estimating the modulation of k-space data in TRELLIS due to
T2 effects is presented. An alternative direct solution for Eq. (8.6) is derived here. The least
squares solution of Eq. (8.6) is given by
x =
(
AT A
)−1
AT b. (C.1)
The productAT A has a simple form with dimensions 2N × 2N , that is,
AT A =

N 0 · · · 0 −1 −1 · · · −1
0 N · · · 0 −1 −1 · · · −1
...
...
. . .
...
...
...
...
0 0 · · · N −1 −1 · · · −1
−1 −1 · · · −1 N 0 · · · 0
−1 −1 · · · −1 0 N · · · 0
...
...
...
...
...
. . .
...
−1 −1 · · · −1 0 0 · · · N

,
which is poorly conditioned because of rank deficiency. A modified version of the system
matrix, Aˆ, which is dimensioned N2 × (2N − 1) and setsmH(1) to 1, generates the (2N −
1)× (2N − 1) product
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AˆT Aˆ =

N 0 · · · 0 −1 −1 · · · −1
0 N · · · 0 −1 −1 · · · −1
...
...
. . .
...
...
...
...
0 0 · · · N −1 −1 · · · −1
−1 −1 · · · −1 N 0 · · · 0
−1 −1 · · · −1 0 N · · · 0
...
...
...
...
...
. . .
...
−1 −1 · · · −1 0 0 · · · N

,
which is much better conditioned. By observation, the inverse
(
AˆT Aˆ
)−1
is a close ap-
proximation to the form
(
AˆT Aˆ
)−1 ∼=

2a a a · · · · · · a a a
a 2a a · · · · · · a a a
...
...
. . .
...
...
...
a a · · · 2a a a · · · a
b b · · · b 2b b · · · b
b b · · · b b 2b · · · b
...
...
...
...
...
. . .
...
b b · · · b b b · · · 2b

,
where a ∼= 1/N and b ∼= 1/(N + 1).
As a result Λ =
(
AˆT Aˆ
)−1
AˆT , of dimension (2N − 1) × N2, also has a relatively simple
form,
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Λ ∼=

−a −a · · · −a a a · · · a 0 0 · · · · · · 0 0
−a −a · · · −a 0 0 · · · 0 a a · · · · · · 0 0
...
...
...
...
−a −a · · · −a 0 0 · · · 0 0 0 · · · · · · a a
−2b −b · · · −b −b c · · · c −b c · · · · · · c c
−b −2b · · · −b c −b · · · c c −b · · · · · · c c
...
. . .
...
. . . . . .
...
...
−b −b · · · −2b c c · · · −b c c · · · · · · c −b

,
where c ∼= 1/N2.
Recalling from Eq. (C.1) that Λ is multiplied by b to form the least-squares solution, x, a
(2N − 1)× 1 column vector, and noting from Eq. (8.8) that
bi = ln(|H(i)|)− ln(|V (i)|), i ∈ Λ,
it can be seen that each element of x is a weighted average of one or more rows of the H
and V data sets and therefore
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x1 =
1
N
[
N∑
n=1
ln(|H(2, n)|)−
N∑
n=1
ln(|H(1, n)|)−
N∑
n=1
ln(|V (2, n)|) +
N∑
n=1
ln(|V (1, n)|)
]
x2 =
1
N
[
N∑
n=1
ln(|H(3, n)|)−
N∑
n=1
ln(|H(1, n)|)−
N∑
n=1
ln(|V (3, n)|) +
N∑
n=1
ln(|V (1, n)|)
]
xN−1 =
1
N
[
N∑
n=1
ln(|H(N,n)|)−
N∑
n=1
ln(|H(1, n)|)−
N∑
n=1
ln(|V (N,n)|) +
N∑
n=1
ln(|V (1, n)|)
]
xN =
1
N + 1
[
N∑
m=1
ln(|V (m, 1)|) +
N∑
n=1
ln(|V (1, n)|)
−
N∑
m=1
ln(|H(m, 1)|)−
N∑
n=1
ln(|H(1, n)|)
]
+
1
N2
[
N∑
n=1
N∑
m=1
ln(|H(m,n)|)−
N∑
n=1
N∑
m=1
ln(|V (m,n)|)
]
x2N−1 =
1
N + 1
[
N∑
m=1
ln(|V (m,N)|) +
N∑
n=1
ln(|V (1, n)|)
−
N∑
m=1
ln(|H(m,N)|)−
N∑
n=1
ln(|H(1, n)|)
]
+
1
N2
[
N∑
n=1
N∑
m=1
ln(|H(m,n)|)−
N∑
n=1
N∑
m=1
ln(|V (m,n)|)
]
This implementation allows the evaluation of Eq. (8.6) in only a few seconds, rather than
minutes using MATLABr’s lscov function.
Appendix D
Consent Form and Information Sheet
The following two forms were given to each volunteer before scanning. This was a condi-
tion of the ethics committee approval gained for this research.
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Version 2, 10/1/06                                                                                     
 
 
 
Consent Form 
 
Correction of Motion Artifacts in Magnetic Resonance Imaging (MRI) 
 
I have read and I understand the information sheet dated 10/1/06 for volunteers taking part in 
the study designed to test a technique to help prevent motion artifacts in MRI. I have had the 
opportunity to discuss this study and am satisfied with the answers I have been given. I have 
had the opportunity to use the support of family or friends to help me understand this study. I 
have had time to consider whether to take part. 
  
I understand that taking part in this study is voluntary (my choice), that I may withdraw at any time 
without giving a reason and that my withdrawal will not affect my future health care, academic progress 
or employment prospects. 
 
I understand that my participation in this study is confidential and that no material which could identify 
me will be used in any reports on this study. 
 
I know who to contact if I have any side effects to the study or if I have any questions about the study. 
 
I understand the compensation provisions for this study. 
 
I wish to receive a copy of the results of this study.  I am aware that a significant delay may occur 
between data collection and publication of the results.   YES/NO 
 
 
I, ______________________________________ (full name), hereby consent to take part in this study. 
  
Signature of participant ______________________________ 
 
Date ______________________________    
 
Project explained by ______________________________ 
 
Signature ______________________________ 
 
Date ______________________________ 
 
 
Names and contact numbers of researchers:  
 
Mr Julian Maclaren   Dr Richard Watts 
(03) 364 7001 ext. 7118   (03) 364 2987 ext. 7559 
 
Assoc. Prof. Philip Bones  Prof. Rick Millane  
(03) 364 2987 ext. 7275  (03) 364 2987 ext 4918 
 
 
(Note: A copy of the consent form to be retained by participant and a copy to be placed on file) 
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Correction of Motion Artifacts in Magnetic Resonance 
Imaging (MRI) 
Investigators:  Mr Julian Maclaren, Dr Richard Watts, Assoc. Prof. Philip Bones, 
Prof. Rick Millane 
Version 2: 10/1/06 
 
You are invited to participate in a study to help determine the effectiveness of a 
motion-correction system for use in MRI. This study will contribute to an academic 
qualification (the doctoral research of the principal investigator, Mr Julian Maclaren). 
In order to decide whether you wish to participate, you should understand enough 
about the possible risks and benefits to make an informed decision.  
 
Introduction 
MRI is a valuable tool for diagnosis of a range of medical conditions. However it is a 
requirement that the patient must hold themselves still during scanning. Obviously this is 
difficult for some people. A technique has been developed to help solve this problem and we 
would like to run some preliminary tests to determine its effectiveness. 
 
What will you have to do if you participate in this study? 
If you choose to participate in the study you will be required for a period of around 30 
minutes to undergo several MRI scans. The exact time and date of the appointment will be 
made to suit both your schedule and that of the MRI technician whose presence will be 
required to operate the MRI scanner. During the test you will be placed inside the MRI 
scanner and for the first scan will be required only to lie still. During the second scan you will 
be required to move your head slightly in order to generate some motion artifacts in the final 
image. 
 
Please wear comfortable clothes without metal if possible. You will also need to remove any 
metallic objects from your person. There is no need to stop medication for the examination, 
and you may eat and drink normally unless instructed otherwise. 
 
What is involved in an MRI scan? 
MRI is a very good means of obtaining detailed images of the body without the use of X-rays. 
Instead it uses a very powerful magnet and radio waves with similar frequencies to those used 
by FM radio stations.  
 
You will be asked to lie on our examination bed, which will be raised up and into the 
magnetic field. You will find yourself in a well-lit, open-ended cylinder just over a metre in 
length. It remains open at both ends for the entire duration of your scan; however the 
experience can still be slightly claustrophobic. You will hear a variety of loud noises during 
the scan but we will provide you with either earphones or earplugs to compensate for this. 
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What are the possible risks of participating in this study? 
MRI is one of the safest medical imaging techniques available and does not involve any 
radioactive materials or harmful radiation. The only potential danger involved in the scanning 
procedure arises due to the high magnetic field. This occurs when metallic objects such as a 
watch or hair clip is worn inside the scanner or if you have a pace-maker or metallic implant. 
However, before being allowed to enter the scanner, the MRI technicians will inform you of 
these potential dangers and make sure that you do not take in anything metallic. 
 
Will my results be assessed in any way? 
Your scan results will not be assessed by a radiologist in any formal sense.  
 
Compensation 
In the unlikely event of a physical injury as a result of your participation in this study, you 
may be covered by ACC under the Injury Prevention, Rehabilitation and Compensation Act. 
ACC cover is not automatic and your case will need to be assessed by ACC according to the 
provisions of the 2002 Injury Prevention Rehabilitation and Compensation Act. If your claim 
is accepted by ACC, you still might not get any compensation. This depends on a number of 
factors such as whether you are an earner or non-earner. ACC usually provides only partial 
reimbursement of costs and expenses and there may be no lump sum compensation payable. 
There is no cover for mental injury unless it is a result of physical injury. If you have ACC 
cover, generally this will affect your right to sue the investigators. If you have any questions 
about ACC, contact your nearest ACC office or the investigator.  
 
Participation 
Participation in the study is voluntary (your choice). Your family may be involved in the 
decision on whether to take part. If you do agree to participate, you are free to withdraw from 
the project at any stage and do not have to give a reason. 
 
Confidentiality 
No material which could personally identify you will be used in any reports on this study. If 
you would like a copy of your scan in digital form, please mention this at the time of the 
examination. The data will be stored for a number of years, but no permanent record 
connecting you to any particular data set will be kept. 
 
Publication of Results 
It is expected that the results of the study when completed will appear as an article in a 
scientific journal. A copy of this article can be sent to you if you wish. 
 
Further Information 
For further information you can ask Mr Julian Maclaren (03 3667001 ext. 7118) or Dr 
Richard Watts (03 364 2987 ext. 7559). If you have any queries or concerns regarding your 
rights as a participant in this study you may wish to contact a Health and Disability Advocate, 
telephone (03) 377 7501. 
 
 
 
This study has received ethical approval from the Upper South B Ethics Committee. 
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