Abstract-We develop a Tanner graph (TG) construction for an Abelian group block code with arbitrary alphabets at different coordinates, an important application of which is the representation of the label code of a lattice. The construction is based on the modular linear constraints imposed on the code symbols by a set of generators for the dual code . As a necessary step toward the construction of a TG for , we devise an efficient algorithm for finding a generating set for . In the process, we develop a construction for lattices based on an arbitrary Abelian group block code, called generalized Construction A (GCA), and explore relationships among a group code, its GCA lattice, and their duals.
I. INTRODUCTION
T HE study of codes defined on graphs is currently of great interest in coding theory, mainly because of the superb performance which can be achieved with practical decoding complexity. In this paper, we study the construction and complexity of Tanner graphs (TGs) for finite Abelian group block codes ("group codes" for short), an important application of which is the representation of lattice label codes. One of the main contributions of this work is to represent a group code with a set of modular linear equations, that can in turn be used for a graph representation of the code. We also establish relationships among group codes, lattices, and their duals. At the core of these relationships, we introduce "generalized Construction A" for lattices based on an arbitrary group code, and use this to Manuscript received November 29, 1999; revised September 29, 2000. This work was supported in part by an NSERC Postdoctoral Fellowship. The material in this paper was presented in part at the 1998 IEEE International Symposium on Information Theory, MIT, Cambridge, MA, August [16] [17] [18] [19] [20] [21] 1998 , and in partdevelop an efficient algorithm for finding a generating set for the dual of the group code. This is a necessary step toward the construction of a TG for the code. Complexity results are also obtained which support the conjecture that "good lattices cannot be represented by cycle-free TGs."
Bipartite graph representations for codes begin with the work of Tanner [24] , who generalized Gallager's low-density paritycheck (LDPC) codes [13] to codes defined by general bipartite graphs, where the two types of nodes represent the symbols and the linear constraints, respectively. Tanner also developed two types of algorithms, here called min-sum and sum-product, for the decoding of the corresponding code, and proved that they converge on finite cycle-free graphs. These algorithms are also called two-way algorithms, since they perform the decoding by passing the information along the edges of the graph in both directions.
The graph representation of codes and the corresponding decoding algorithms have continued to be an active area of research. A major step was taken in [27] , [28] , where the authors extended TGs to include hidden nodes. This established a bridge to the extensive literature on the trellis representation of codes. In this light, many well-known decoding algorithms such as the Viterbi algorithm and the Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm can now be seen as special cases of the min-sum and sum-product algorithms that arise when the underlying graph is a trellis. Other soft-output decoding algorithms such as the soft-output Viterbi algorithm are also closely related to this class of algorithms. In [27] , it was shown that the standard decoding algorithms for turbo codes, LDPC codes, and tail-biting codes also fit into this category.
Generalizations of graph-based decoding algorithms to the cases where the set of symbol costs form a semiring with two binary operations have been considered in [20] , [27] . It has been realized [16] , [19] , [21] that many of these algorithms may be viewed as versions of "probability propagation" in various graphical models of the code, such as TGs, Bayesian networks, and Markov random fields. Most recently, these graphical representations and the corresponding algorithms, as well as a variety of algorithms developed in artificial intelligence, statistics, and signal processing, have been brought under the same umbrella and are discussed as distributed "message-passing" algorithms in a factor graph [17] . For a history of graph representation of codes and decoding algorithms, see [10] . More recent results on the construction and complexity of factor graphs of codes and the performance analysis of iterative decoding can be found in [1] , [5] , [8] , [12] , [15] , [18] , [23] , and [25] .
The application of the two-way algorithm, in either its minsum or sum-product form, has proved to be very efficient in the decoding of TGs [10] , [27] , [28] . For some codes, such as turbo codes and LDPC codes, iterative decoding, though suboptimal, is the only practical means of decoding the code. Even for the optimal (maximum-likelihood) decoding, some codes have graphs which lead to decoding algorithms with smaller complexity than the application of the Viterbi algorithm to the least complex trellis [22] . Despite the excellent performance of these techniques and their reasonable complexity in many applications, little is known so far in general about the analysis and synthesis of codes based on graphs and the corresponding iterative decoding algorithms.
Historically, and partly because of their more complicated structure, lattices became an active subject of research in the coding community only after the corresponding problems were solved for linear block codes. For lattices, therefore, even less is known about the nontrellis graph representations. Nevertheless, the increasing interest in lattice codes for signaling over band-limited channels and for vector quantization, and also the capability of lattice codes to achieve channel capacity [7] , make the study of such problems of importance.
For nontrellis TGs of lattices, the only work of which we are aware is [26] . In [26] , a TG construction for lattices, using a method different from the one discussed here, was briefly sketched. In this work, we elaborate the method of [26] , and establish relationships between the two constructions. In general, the method of [26] appears to be computationally more complex in searching for simple TGs of a lattice.
The construction of a TG for a linear block code is well known, and is based on using a parity-check matrix of the code [24] , [27] . In [8] , the authors derive upper bounds on the minimum distance of linear block codes that can be represented by cycle-free TGs, and show that cycle-free TGs cannot support good codes. In this work, we develop a TG construction for the more general category of Abelian group block codes (here simply called group codes) with arbitrary alphabets at different coordinates. An important application of this construction is to represent the label code of a lattice.
In Section II, we consider group codes that are subgroups of , where is the additive cyclic group of integers modulo . We then define an inner product (or pairing) between elements of . Given any subgroup of , the set of elements of whose inner product with each element of is zero is a subgroup of that can be viewed as the dual of . Our approach here is closely related to the conventional way of defining the dual group as a subgroup of the character group of . However, it is somewhat easier to apply, since the dual code is drawn from the same underlying group. Using this approach, we then construct a TG for based on the modular linear constraints that a set of generators for imposes on the symbols of . Structural properties of group codes such as trimness and fully dynamical property are also discussed in this section, and it is shown that is trim if and only if is fully dynamical. This is then used for discussions on the TG structure of isomorphic codes.
In Section III, using the label code of a lattice, we apply the TG construction of Section II to lattices. The comparison with the construction of [26] is also given in this section.
In Section IV, we describe an efficient algorithm that computes a generating set for , given the codewords for . This is done through the introduction of generalized Construction A (GCA) for lattices.
In Section V, we study the complexity of TGs for group codes and lattices. Tight lower bounds on lattice label-code complexity are derived, and it is shown that minimal TGs for many important lattices do have cycles.
II. ABELIAN GROUP BLOCK CODES

A. Definitions
Let be an Abelian group block code defined over the alphabet sequence space , where is the finite Abelian group representing the th alphabet of the code. Since any finite Abelian group can be expressed as a direct product of finite cyclic groups, without loss of generality, we assume that is cyclic. Suppose that . The group is then isomorphic to the additive cyclic group of integers modulo , so we assume that under componentwise addition, and that is a subgroup of . We also use the notation to denote a general Abelian group. Particular cases of interest are and . Let be a finite Abelian group with a binary addition operation and identity element . For , and for positive integers , we use the notation to denote the -fold addition of with itself,
. By convention, we extend this notation to arbitrary integer values of by defining , and when , , where is the inverse of . A set of nonzero elements of is said to be independent if the only solutions to the equation with integer unknowns are the trivial ones in which . We say that the set is a generating set of if every element can be written as , for some integers . The set is called a basis of if it is a generating set and the elements are independent.
Given an Abelian group , a character of is a homomorphism from into the additive circle group of real numbers modulo . The circle group is sometimes denoted as . It is isomorphic to the group of complex numbers with unit magnitude under multiplication. The character group 1 of is the Abelian group of all homomorphisms under the operation defined by
The identity element of , also referred to as the neutral element or the zero element, is denoted by , and maps all the elements of into . It is well known that when is finite, then is isomorphic to [14] . 
B. TG Construction
characterizes the codewords . To construct a TG for , we associate a check node to each such constraint; i.e., there are check nodes, and each symbol of is represented by a symbol node. There is an edge between symbol node and check node if and only if . For computational purposes, it is convenient to parameterize the character group by , using the fact that there is a (noncanonical) isomorphism between them. This in turn reduces the pairing to an inner product between the elements of , and results in a dual code for which is a subgroup of (rather than a subgroup of ). The orthogonality constraints (1) associated with the check nodes will then translate to modular linear equations imposed on the code symbols by a set of generators for . The complete derivation follows.
2) Inner Product, Associated Dual, and Construction of Modular Linear Check Constraints: For the special case
, an isomorphism between and is obtained by (2) where is a generating character for , and represents the -fold " " operation on . A generating character generates the dual group and is defined by , where is an integer relatively prime to Associated with the isomorphism and the generating character , we now define an inner product into for every pair by . It is easy to see that . To parameterize by , one chooses a generating character for each component cyclic group , and defines isomorphisms as in (2). This results in the following isomorphism between and :
The isomorphism induces an inner product on given by . Given two elements , this inner product can be written as (4) for some integers relatively prime to , respectively. It is clear that based on the isomorphism , the dual can be parameterized by , and the generating set for can be characterized by elements of by setting . Clearly, is a generating set for , and conversely, any generating set of is mapped via to a generating set of of the same cardinality. From the above derivation, it follows that instead of working with the dual and the pairing , one can work with the transformed dual and the inner product ; i.e., the following proposition holds.
Proposition 1: Let
. Then any choice of integers such that defines an isomorphism (3) and an inner product (4) with the following properties.
i) There are one-to-one correspondences among a subgroup , its dual , and its transformed dual . In particular, is orthogonal to with respect to the inner product if and only if is orthogonal to with respect to the pairing .
ii) The TG for based on the generating set and the pairing is the same as the TG for based on the generating set and the inner product .
Proof: Property i) follows directly from the definition of the dual and the properties of isomorphism. For property ii), since , both TGs have the same number of check nodes. Moreover, let the elements of be denoted by . Then the orthogonality constraints (1) are equivalent to for (5) In particular, the condition , which determines the edges of the TG, is equivalent to the condition in . Note that this condition is independent of the particular choice of the generating character and its corresponding isomorphism .
As explained above, the choice of the inner product in (4), or equivalently, the choice of the dual code , does not influence the TG of . In the remainder of the paper and for the sake of simplicity, we choose the inner product (4) with and use the notation for it. We also use the notation to denote the corresponding dual. We refer to these as "inner product" and "dual group of ," respectively.
To summarize, for the inner product, we have where the multiplications and divisions are performed in the field of real numbers. To construct a TG, we use the following set of check equations, which fully describes the codewords : (6) or equivalently (7) where is a generating set for with generators. For linear block codes, these equations reduce to the well-known parity-check equations.
Example 1: Let , and
We then have
It can be seen that is a generating set for . The corresponding TG is given in Fig. 1 . It is easy to see that the modular constraints of Fig. 1 are the same as the check equations in (6).
To construct a TG for a code , one needs to find a generating set for . Later, in Section IV, we develop an algorithm to perform this task efficiently. 
C. Fully Dynamical Property, Trimness, and TG Structure of Isomorphic Codes
In this subsection, we discuss two properties of group codes which appear to be important in the following discussions.
We call fully dynamical if it contains no codeword of Hamming weight . The minimal trellis of a fully dynamical code does not contain any parallel edges. For codes which are not fully dynamical, we adopt the notation of [11] to denote the fully dynamical component of . We thus have the coset decomposition , where is a subgroup of generated by all codewords of Hamming weight , and . The minimal trellis for has only one state at each level. If is isomorphic to for some , then is a group code defined over . 2 We call trim [11] , if for every coordinate , the projection of onto that coordinate is equal to the corresponding symbol alphabet .
Example 2: The group code defined over is fully dynamical. However, the code is not trim since its projection onto the first coordinate is . is in fact isomorphic to defined over . We have which is trim but not fully dynamical. It is easy to see that , which is a group code over , and .
Lemma 1: A group code is trim if and only if is fully dynamical.
Proof: Suppose that is not fully dynamical. Then it has a nonzero element of weight one. For all , the inner product and thus , the dual group of the projection of onto coordinate . Since is nonzero, is nontrivial, which implies that , the th symbol alphabet. Therefore, is not trim. Now suppose is not trim. Then for some , , and hence is nontrivial. From any nonzero , form the word , where occurs in
and L L L are referred to as the label code and the
coordinate . Then, for all , we have ; hence is an element of of Hamming weight one, which implies that is not fully dynamical.
The following example shows that there is not necessarily a one-to-one correspondence between the TGs of two isomorphic codes defined over different alphabet sequence spaces. Despite the lack of a one-to-one correspondence between the TGs of two isomorphic codes, in the following, we show that if the group code is trim, then any TG of has a correspondence, essentially with the same structure, in the set of TGs for of any group code isomorphic to and defined over a larger sequence space.
Theorem 1: Let a trim group code be defined over the alphabet sequence space . Suppose that a larger sequence space is defined such that for some . Also, let be a group code isomorphic to and defined over . Then for any TG of , there is a TG for with the same structure. Proof: Since is trim, is fully dynamical. A TG for can be constructed based on a generating set of . The code , however, is not trim. This means that is not fully dynamical, and can be decomposed as , where is isomorphic to , and is a group code over . In fact, is the same as ; i.e., both and have the same dynamical structure. It can be seen that along with the following codewords of form a generating set for :
In the following, we show that the TG constructed for based on this generating set has the same structure as .
The check equation for resulting from the th codeword of (8) Theorem 1 implies that to obtain a TG for a group code, one can first find a trim isomorph of the code defined on a smaller sequence space. The TG of this code can be then used to represent the original code through simple symbol-by-symbol transformations.
Example 3 (Continued):
Codewords form a generating set for . The corresponding check equations for are , , and . Using the change of variables and the check equations will be reduced to which is the same as the check equation describing .
In the following section, by defining the label code of a lattice, we describe how the construction presented in Section II-B can be used to obtain TGs for lattices.
III. LATTICES
A. Definitions
Let be the -dimensional ( -D) real vector space with the standard inner product , and Euclidean norm . The subspace generated by a subset of is denoted by span , and its orthogonal complement by span . A discrete, additive subgroup of is called a lattice. Every lattice can be generated as an Abelian group by the integer linear combinations of some set of vectors . These vectors form a generating set for the lattice, and the matrix which has the generator vectors as its rows is called a generator matrix of . We use the brief notation span to denote the real span of the set of generator vectors; i.e., span span . If the generators are linearly independent, they form a basis for , and the matrix is called a basis matrix of . In this case, the integer is referred to as the dimension of . We call a lattice full-dimensional if . A lattice is called orthogonal (rectangular) if it has a basis with mutually orthogonal vectors.
The determinant (or volume) of an -D lattice , , is defined as the common volume of the ( -D) fundamental regions of , where a fundamental region of is defined as any building-block region which, when translated by the vectors of , then is called iso-dual. Many important lattices are self-or iso-dual [6] .
If is a basis matrix for a lattice , then there exists a matrix such that . It can be seen that is a basis matrix for . Thus, for a full-dimensional lattice , forms a basis matrix for . For every lattice, we also have (10) Let lattices and have basis matrices and , respectively. The direct sum lattice is defined by the following basis matrix: (11) It is easy to see that . We also use the notation for the -fold direct sum of with itself.
B. Label Code of a Lattice
A set of check equations which characterizes a lattice , and is similar to for linear block codes, is , where belongs to , and is a generating set with generators for the dual lattice . Although this set of equations fully describes the lattice, it does not provide an appropriate form for constructing a TG for , simply because is a real vector. (Note that for the two-way algorithm to be applicable to a TG, the sizes of the symbol alphabets must be finite.) To resolve this, one needs to transform to a vector from a finite alphabet space. This task is performed in the following by using the label code of . The same notations as used in Section II are adopted here.
Let be an -D lattice defined in an -D real vector space . Suppose that has an -D orthogonal sublattice , and let have a set of basis vectors along the orthogonal one-dimensional (1-D) subspaces
. A useful representation of is a description in terms of the quotient group . In fact, the trellis of [9] is a combinatorially efficient graph representation of in terms of the cosets of in . In this light, it is natural to also think of the construction of a TG for based on . For the rest of the paper, we assume that has the smallest determinant among all the orthogonal sublattices of with their basis vectors along . Such an orthogonal sublattice, which results in a minimal trellis for with no parallel edges, is called primitive (with respect to ). In the trellis of , to label the cosets of , one uses the elements of the Abelian group for labeling the edges of the trellis section , for where and denote the projection and cross section of on , respectively [3] . The groups are thus called the label groups of in the coordinate system , referred to as the graph coordinate system, or briefly the "coordinate system" hereafter. (In the following, we often assume that the vectors are presented in the graph coordinate system. In this system, all the vectors belong to
.) The set of all label sequences, denoted by , is then called the label code. The label code, which is isomorphic to , is apparently an Abelian group block code defined over the alphabet sequence space . Note that in general the symbol alphabets at different coordinates differ in size. By definition, the label code of a lattice is fully dynamical and trim.
For simplicity, and based on the isomorphism , we assume . Moreover, let , where is a generator for the 1-D lattice . To uniquely specify the isomorphism, we map to .
Example 4:
The following basis matrix generates the checkerboard lattice :
The associated Gram-Schmidt vectors are
In the graph coordinate system span , we obtain the following projection and cross-section lattices:
This results in the following label groups for :
which corresponds to the given in Example 1. In fact, the label code is also the group code of Example 1.
When a lattice has label code in some (graph) coordinate system , it can be decomposed as (12) where and is a diagonal matrix. The decomposition (12) (12) . Since the label complexity profiles of dual lattices in the same coordinate system are the same [3] , is defined over the same alphabet sequence space as . From the duality results and [9] , combined with (10), we find that and . Thus, , where is a group code over . Now let and be an arbitrary element of . Similarly, let be an element of . Then
Each term on the right-hand side of (13) is an integer. This is the case because where is the identity matrix, and that for and 3 It can be proved that the theorem still holds if L L L is not fully dynamical, i.e., if the orthogonal sublattice 3 is not primitive.
by the definition of the dual code. The inner product is thus an integer, and since is chosen arbitrarily, , and thus . Now let be an arbitrary element of , and write as , where . With as above, can be written as in (13) with replaced by . Since must be an integer and the terms corresponding to the first three terms of (13) are integers, it follows that the last term, i.e., is an integer and hence is an element of . Thus, . Since and , we have .
Corollary 1:
The label code of a self-dual lattice in any coordinate system is a self-dual group block code.
C. TGs for Lattices
The TG construction for group codes, developed in Section II-B, can be applied to the label code of a lattice as a special case. In [26] , Tarokh sketched another TG construction for a lattice based on , using a basis of . In the following, we elaborate this construction and explicitly derive the check equations.
Proposition 2: Let
. Then if and only if (14) where is a generator matrix for in the graph coordinate system, is the number of generators in (number of rows), and is defined in (12). Proof: If , then in the graph coordinate system, the vector belongs to and is in the coset of which corresponds to . It thus satisfies (14) .
Conversely, if (14) is satisfied then . This along with and the definition of label code proves that .
Proposition 2 provides us with check equations to characterize . Now, a natural question is: "How can the two constructions be compared, and are they related?" As the first step in comparing the two constructions, we notice that there are infinitely many generator matrices for . However, in (7), the number of possible generating sets for is finite. In fact, it appears that searching for a simple TG based on the construction of (14) is more difficult than using (7) . In the following, we establish relationships between the two constructions, and compare them.
D. Comparison of the Two Constructions
Let be a generating set for the lattice . Also, in a given coordinate system and for , let for and . We define a homomorphism by mapping the point to the codeword (similarly, we define ). It can then be seen that forms a generating set for . Note that the derivation of from is quite easy. To obtain the th coordinate, one needs to divide the th graph coordinate of by , and then evaluate the result modulo . On the other hand, if is a generating set for , then along with the following vectors in the graph coordinate system form a generating set for : (15) Combining these with Theorem 2 implies that under the proper transformation of the generating sets for the dual lattice and its label code, the two constructions (7) and (14) result in essentially the same set of check equations (up to straightforward modular simplifications). This is proved in the following theorem.
Theorem 3:
For creating check equations to describe the label code of a lattice, the two methods of (7) and (14) are equivalent in the sense that any set of check equations created by one can also be created by the other.
Proof: Let be a generating set for . We first prove that by using as in (14), we obtain the same set of check equations as in (7) . Substituting as in (14), and using
, we obtain Combining this with results in (7) . Note that for , substituting the generator vectors of the form (15) in (14) results in redundant check equations since . Now let be a generating set for . We then prove that the set of equations (7) is the same as (14) (up to modular simplifications) if one uses in (7). We start from (7), where is substituted by . This results in the set of equations and thus (16) for some , . For the last step, we have used . Since the second term in (16) is integer, the first term must also be integer, i.e. This is the same as (14) .
However, it is worth noting that although the two constructions are equivalent in the sense described in Theorem 3, for there exist infinitely many generating sets for that are mapped to the same generating set for . It is thus easier to search for an "appropriate" than for an "appropriate" . In the following section, by introducing a lattice construction based on an arbitrary group code , we devise an efficient algorithm to find a generating set for .
IV. COMPUTING THE DUAL OF A GROUP BLOCK CODE
A. Generalized Construction A (GCA)
Let be a group block code defined over . We then construct (17) where and are positive diagonal matrices, and . It can be seen that is discrete and has a group structure and is therefore a lattice. If , then and where is an orthogonal sublattice of . The construction reduces to the so-called "Construction A" [6] for . For the rest of the paper, we assume that none of the coordinates of is always zero. This eliminates the trivial cases where the GCA lattice can be decomposed as the direct sum of an orthogonal lattice and a nonorthogonal lattice.
Proposition 3:
In the GCA given in (17) , is the label code of if is fully dynamical and trim. Otherwise, the label code is a trim group code which is isomorphic to in the coset decomposition , where is the subgroup of generated by all codewords of Hamming weight one.
Proof: Suppose that is isomorphic to . It can then be seen that , where is the primitive sublattice of in the coordinate system along the orthogonal basis of , and is a fully dynamical code defined over . The result then follows by the definition of the label code.
Example 5: Let be defined over . Clearly is not fully dynamical, and we have over . The label code of GCA is therefore over .
The following proposition and example show the generality and the potential strength of GCA.
Proposition 4:
Every lattice with a finite label code in some coordinate system can be constructed by a GCA in that coordinate system.
Example 6: For the repetition code maximizing the coding gain of GCA with respect to and results in the hexagonal lattice with . This is achieved for or . Note that the Construction A lattice of has a coding gain of just one.
It is important to note that although the coding gain of depends on the values of , its TG structure in the corresponding coordinate system is independent of these values. For the rest of the paper, to simplify the discussions, we assume that is fully dynamical and trim. This covers the important case of the label code of a lattice.
B. Algorithm for Generating the Dual Code
In the following, we first develop an algorithm which obtains a generating set with at most codewords for a group code of length , given the codewords of . The flowchart for the algorithm is given in Fig. 2 . The main idea is to construct a lattice from by GCA, then find a basis for , and finally apply the homomorphism to to obtain . The following proposition explains this in more detail.
Proposition 5:
The algorithm of the flowchart of Fig. 2 results in a generating set for a group code . Proof: We first construct a lattice from by GCA and by selecting . Let and , where is the 1-D subspace corresponding to the th coordinate. We then construct a basis for . We begin by selecting as a shortest vector of the lattice . Now suppose that vectors have been chosen . We then choose to be a lattice vector in with a minimum nonzero distance to . This results in a basis for [3] . To select in the above algorithm, one only needs to check the codewords of in the flowchart of Fig. 2 . If , then , where is the th unit coordinate vector. If , then will be a modification of a codeword for which has the minimum distance to zero. The modification is to replace with the closest point of to zero. Let and denote the set of indices for which and its complement, respectively.
By construction, the basis matrix is lower triangular. To obtain a generating set for , we apply the homomorphism to . For every , is mapped to the zero codeword, and for , it is mapped to the codeword such that has the minimum distance to zero.
We can now proceed to obtain a basis for using the relationship , where is the basis of described in the above proof. Since by Theorem 2 is in fact the label code of , its generating set can be obtained by applying the homomorphism to . This procedure is explained by the following example.
Example 1 (Continued): By applying the above algorithm to the group code of Example 1, we obtain the following matrices as a basis for (GCA lattice) and a generator for , respectively:
It can be seen that is in fact a basis of . We then have Note that the proposed algorithm is much more efficient than an exhaustive search, particularly for long codes with large alphabets.
C. Relationships Between Dual Codes and Dual Lattices
We end this section by further investigating the relationships among a group code, its GCA lattice, and their duals. These are summarized in Fig. 3 . 
V. TG COMPLEXITY
A. Group Codes
Based on the construction of Section II-B, the problem of finding an optimal TG (with respect to a certain measure) for a group code can be reduced to the problem of finding an appropriate set of generators for . We call a TG of minimal if it minimizes both the number of check nodes and the number of edges. This corresponds to a minimal set of generators with minimum number of nonzero elements for , and for a cycle-free graph, it translates to the minimum decoding complexity for . Note that in a conventional TG for a linear block code, the number of check nodes is fixed and is equal to the rank of the parity-check matrix. For a group code, however, this can vary considerably depending on the selected set of generators for the dual code.
Example 1 (Continued):
It is easy to see that is not cyclic, and thus cannot be generated by a single generator. It can also be verified that an optimum set of generators which results in a minimal TG is the basis . The corresponding TG is given in Fig. 4 . Note that this graph is much simpler than the TG of Fig. 1 .
B. Lattices
For lattices, the problem of finding a low-complexity TG is more complicated, since one has also the freedom of selecting the graph coordinate system. For a given coordinate system, however, the problem is reduced to that of a group code. In the following, to tackle the problem for a lattice, we divide it into two subproblems: 1) finding a graph coordinate system which minimizes the label-code complexity; 2) obtaining a minimal TG for the label code obtained in the first part. In the following section, we discuss the first subproblem.
1) Lower Bounds on Label-Code Complexity:
There are many possible complexity measures for the label code , among which are the sizes of the label groups , and the size of the label code . The sizes of the label groups play an important role in the graph-based decoding complexity of the label code [27] , as determines the size of the symbol alphabet at the th position of the code. On the other hand, the size of the label code is equal to the number of paths in the trellis of the lattice (constructed in the same coordinate system), which is a fundamental measure of trellis complexity [3] . In this work, we take as a measure of label-code complexity. Since , this measure is also related to . In fact, by Theorem 2, for the important class of self-dual lattices, minimizing is equivalent to minimizing . We call a graph coordinate system optimal if it minimizes , and strictly optimal if it also minimizes . In the following, we derive tight lower bounds on label-code complexity in terms of the coding gain of the lattice and its dual, and show that for many important lattices, there are coordinates in which the bounds are achieved.
Theorem 5:
For any -D lattice , and in any graph coordinate system (19) For each , the bound is achieved if and only if both and have a vector of minimum length along the graph coordinate .
Proof: We have where for the last step we have used (10) .
The bound of (19) imposes constraints on the coding gain of lattices constructed from codes. For instance, the bound would explain why "Construction A" cannot result in lattices with high coding gains.
Corollary 2: For any lattice , and in any graph coordinate system (20) where the bound is achieved if and only if both and have mutually orthogonal vectors of minimum length along the graph coordinates.
For a self-dual lattice , minimizing is equivalent to minimizing , which in turn is the same as minimizing the number of paths in the trellis of constructed in the same coordinate system. The latter problem has been extensively studied in [2] - [4] . Based on the results of [2] , for many important self-dual lattices such as the Leech lattice and the Barnes-Wall lattices odd, the lower bounds of (19) and (20) are achieved.
It is also interesting to note that (19) implies that the coding gain of a self-dual lattice must be an integer.
The following corollary follows from Theorem 5 and the fact that must be an integer for every .
Corollary 3:
For any lattice , and in any graph coordinate system
The lower bounds of Corollary 3 are achieved for many wellknown lattices such as and [2] . For many other important lattices, however, we are able to further improve the lower bounds of Corollary 3. This is explained in the following. Strictly optimal coordinate systems which achieve these lower bounds can be found in [2] .
Lattices and are, respectively, the densest packing and the best quantizer in six dimensions. For these lattices, the lower bounds of Corollary 3 are and . These are improved in the following proposition.
Proposition 7:
For and , in any coordinate system, we have ; i.e., at least two of the label groups have a size of at least , and . Proof: We consider a version of such that and have the following lengths of nonzero vectors in increasing order: 
For
to be equal to two, has to be for . Examination of the minimal vectors of (given in [6, p. 126] ) shows that there exist at most four of them which are mutually orthogonal. Moreover, by examining the above lengths of the vectors for and , it can be seen that cannot be equal to three for any value of . This completes the proof.
Strictly optimal coordinate systems for and can be found in [3] .
Another important lattice is the Coxeter-Todd lattice , which is the best known packing and quantizer in . For , the lower bounds of Corollary 3 are , and . The following proposition improves these bounds. We omit the proof, since it is similar to those of previous propositions.
Proposition 8: For
, in any coordinate system, we have , and .
A strictly optimal coordinate system for can be found in [2] .
2) Tanner Graph Structure of Specific Lattices: In this subsection, we study the TG structure of some important lattices in (strictly) optimal coordinate systems.
Example 7:
A well-known construction for lattices , is based on applying Construction A to the binary linear single-parity-check code . In the corresponding coordinate system, and . To construct the TG in this coordinate system, the only possible selection for the generating set of is the all-one vector, which results in the TG of Fig. 5 .
In [3] , another coordinate system which also minimizes was introduced. In this strictly optimal system, the label code is the binary linear code or , for even or odd, respectively. The corresponding minimal TGs are given in Fig. 6 . They are constructed based on the following generating sets for , for even and odd, respectively: It is worth noting that compared to the TG of Fig. 5 , the TGs of Fig. 6 require a smaller number of computations to decode using a two-way algorithm.
In [8] , the authors derived upper bounds on the minimum distance of a linear block code that can be represented by a TG without cycles. It is easy to see that for both Figs. 5 and 6, the label codes are optimal cycle-free linear block codes in the sense that they achieve the upper bounds of [8] . Using these bounds, we also show that the optimal label codes of some important lattices do not have conventional cycle-free TGs. For some other lattices, however, the label codes are not defined over a finite field, and thus the results of [8] are not applicable. In the following, we study a few such cases, and prove that cycle-free TGs, in fact, do not support the corresponding label codes. Although in this work, we consider only a few categories of lattices, the same ideas can also be applied to other lattices.
Example 8:
In the strictly optimal coordinate system of [3] , the label code of is the first-order binary Reed-Muller code. This code does not satisfy the upper bound of , for cycle-free linear codes of length and dimension [8] . It thus does not have a cycle-free TG. In fact, it can be seen that any minimal TG for this code has 16 edges, four check nodes, and cycles of minimum length .
For and also, the label codes in the strictly optimal coordinate systems of [3] are linear block codes. They are in fact the little Hamming code and the Hamming code , respectively. For both codes, the upper bound of [8] proves that there does not exist any cycle-free TG. For , , and , however, the optimal label codes are not linear block codes, and therefore the results of [8] cannot be applied. For all these cases, we have proved that the label codes cannot, in fact, be supported by cycle-free TGs. In the following, we provide the proof only for .
Example 9:
In an strictly optimal coordinate system for , we have the following label code and its dual over as shown at the bottom of the page. Let and denote the number of edges and the number of nodes in any TG for , respectively. The maximum order of any codeword of is , and none of the codewords of order are independent. This implies that any generating set for will have codewords. If , at least one of the codewords must have a weight of , because any codeword with a weight different than has an order of only , and thus three of them cannot generate . This combined with the fact that there exists only one nonzero codeword of weight results in which in turn implies that the TG contains a cycle. If , we have which again implies that the TG has a cycle.
VI. CONCLUDING REMARKS
One of the main results of this paper is Theorem 2, which shows that by properly defining the dual of an Abelian group block code , the dual of the label code of a lattice is the label code of the dual lattice ; i.e.,
. Using this theorem, given a group code , we can find a generating set for . This can be then used to form a set of modular linear constraints which defines a Tanner graph for , and as a special case, for every generalized Construction A (GCA) lattice.
There are still many unanswered questions and open problems, and we hope that this paper will stimulate more work in this area. Probably the most important question is: "Which TGs are good for decoding?" It is also interesting to rigorously state and prove the following conjecture: "Good lattices cannot be supported by cycle-free TGs." GCA seems to be a promising approach to the construction of dense lattices with low iterative decoding complexity, probably based on a group replica of LDPC codes. How GCA can be used in such a construction remains to be studied.
