We present precision calculations of the processes e + e − → 4-fermions in which the double resonant W + W − intermediate state occurs. Referring to this latter intermediate state as the 'signal process', we show that, by using the YFS Monte Carlo event generators YFSWW3-1.14 and KORALW1.42 in an appropriate combination, we achieve a physical precision on the signal process, as isolated with LEP2 MC Workshop cuts, below 0.5%. We stress the full gauge invariance of our calculations and we compare our results with those of other authors where appropriate. In particular, sample Monte Carlo data are explicitly illustrated and compared with the results of the program RacoonWW of Dittmaier et al.. In this way, we show that the total (physical⊕technical) precision of tag for the W W signal process cross section is 0.4% for 200 GeV, for example. Results are also given for 500 GeV with an eye toward the LC.
The excitement created by the award of the 1999 Nobel Prize to G. 't Hooft and M. Veltman for the success of the predictions of their formulation [1] of the renormalised non-Abelian quantum loop corrections for the Standard Model [2] of the electroweak interaction underscores the need to continue to test this theory at the quantum loop level in the gauge boson sector itself. This then emphasises the importance of the ongoing precision studies of the processes e + e − → W + W − + n(γ) → 4f + n(γ) at LEP2 energies [3, 4, 5] , as well as the importance of the planned future higher energy studies of such processes in LC physics programs [6, 7, 8, 9] . We need to stress also that hadron colliders also have considerable reach into this physics and we hope to come back to their roles elsewhere [10] .
In what follows, we present precision predictions for the event selections (ES) of the LEP2 MC Workshop [11] for the processes e + e − → W + W − + n(γ) → 4f + n(γ) based on our new exact O(α) prod YFS exponentiated LL O(α 2 ) FSR leading pole approximation (LPA) formulation as it is realized in the MC program YFSWW3-1.14 [12, 13] in combination with the all four-fermion processes MC event generator KoralW-1.42 [14] so that the respective four-fermion background processes are taken into account in a gauge invariant way. Indeed, gauge invariance is a crucial aspect of our work and we stress that we maintain it through-out our calculations. Here, FSR denotes final-state radiation and LL denotes leading-log as usual.
Recently, the authors in Refs. [15] have also presented MC program results for the processes e + e − → W + W − + n(γ) → 4f + n(γ), n = 0, 1 in combination with the complete background processes which feature the exact LPA O(α) correction. Thus, we will compare our results where possible with those in Refs. [15] in an effort to check the over-all precision of our work. As we argue below, the two sets of results should agree at a level below 0.5% on observables such as the total cross section.
More specifically, in YFSWW3-1.13 [13] , the leading pole approximation (LPA) is used to develop a fully gauge invariant YFS exponentiated calculation of the signal process e + e − → W + W − +n(γ) → 4f +n(γ) which features the exact O(α) electroweak correction to the production process and the O(α 2 ) LL corrections to the final state decay processes. The issue is how to combine this calculation with that of KoralW-1.42 in Ref. [14] for the corresponding complete Born level cross section with YFS exponentiated initial state O(α 3 ) LL corrections. In this connection, we point-out that the LPA enjoys some freedom in its actual realization, just as does the LL approximation in the precise definition of the big log L, without spoiling its gauge invariance. This can already be seen from the book of Eden et al. [16] , wherein it is stressed that the analyticity of the S-matrix applies to the scalar form factors themselves in an invariant Feynman amplitude, without any reference to the respective external wave functions and kinematical (spinor) covariants. The classic example illustrated in Ref. [16] is that of pion-nucleon scattering, with the amplitude
wherein the p i are the nucleon 4-momenta, the q i are the pion 4-momenta, u(p) is the usual Dirac wave function of the nucleon, and the invariant scalar functions A(s, t) and B(s, t) of the Mandelstam invariants s = (p 1 + q 1 ) 2 , t = (q 2 − q 1 ) 2 realize the analytic properties of the S-matrix themselves in the complex s and t planes. This means that, whenever we have spinning particles, we may focus on the analogs of A and B in eq. (1) in isolating the respective analytic properties of the corresponding S-matrix elements. We note the Stuart [17] has emphasised this point in connection with the production and decay of Z-pairs in e + e − annihilation and in connection with the production and decay of single W 's in e + e − annihilation. What this means is that, in formulating the Laurent expansion of the S-matrix about its poles to isolate the dominant leading pole term (the leading pole approximation is then realized by dropping all but this leading term), we may focus on only A and B, or we may insist that in evaluating the residues of the poles in the S-matrix the wave functions and kinematical covariants are also evaluated at the pole positions. When we focus only on the analogs of A and B in formulating the LPA, we shall refer to the result simply as the LPA a ; when we also evaluate the wave functions and kinematical covariants at the pole positions in isolating the poles in the analogs of A and B for the LPA, we shall refer to the respective result as the LPA b . As Stuart has stressed as well, both the LPA a and the LPA b are fully gauge invariant.
For the process under discussion, a general representation is [17] 
where {ℓ j } are a complete set of kinematical covariants which carry the same transformation properties as does M and the Lorentz scalars {q k q l } are a complete set Lorentz scalar invariants for the external 4-momenta of M. In the LPA a , we make a Laurent expansion of the A j and retain only their leading poles, without touching the {ℓ j }; in the LPA b , we also evaluate the ℓ j at the position of the respective leading poles. Evidently, in the latter case, we must make an analytic continuation of the phase space point originally associated to the {ℓ j } to a corresponding such point for the respective pole positions. See Ref. [12] for an illustration of such a continuation in the context of the YFS exponentiated exact O(α) calculation for the production process in e + e − → W + W − +n(γ) → 4f +n(γ) and Refs. [5] for the similar illustration in the context of the O(α) correction to e + e − → W + W − → 4f . Having isolated the appropriate realization of the LPA at the level of M, one still must decide whether to treat the phase space used to integrate the cross section exactly or approximately to match what one has done for the {ℓ j } in the case of the LPA b . In all of our work, we stress that we always treat the exact phase space, both in the LPA a and in the LPA b .
In the context of YFS exponentiation, we realize the LPA as follows, as we have briefly described already in Ref. [12] . Considering the respective 4-fermion plus n photons process kinematics to be as given by ( here, dτ N is the respective N-particle phase space differential with the appropriate normalisation )
and that of the corresponding W + W − production and decay process to be as given by
in the context of YFS exponentiation [18, 19] , we proceed according to Refs. [18, 19, 12 ]
so that M 2 is the pole in the complex q 2 plane when q is the respective W 4-momentum and M W and Γ W are the on-shell scheme mass and width, respectively. The residues in (5) are all defined at q 2 i = M 2 with a prescription according to whether we have LPA a or LPA b , so that (5) is our YFS generalisation of the formula in eq. (12) in the first paper in Ref. [5] ,
where
We stress that, unlike what is true of the formula in eq. (12) in the first paper in Ref. [5] and in eq. (6) here, in eq. (5) n is arbitrary. We make the further approximation that
W in the residues in (5), maintaining always gauge invariance, as explained. The eqs. (3) and (4) in Ref. [20] then give us, in the presence of renormalization group improved perturbation theory, for the representation
is the j-th virtual photon loop contribution to the residues in M (n) LP A , the identifications
where B ′ is now the on-shell virtual YFS infrared function which reduces to that given in eqs. (8) and (9) in Ref. [19] when we restrict our attention to the production process and α is indeed α(0) when it multiplies B ′ here. Let us keep this limit of B ′ in mind, as we focus on the gauge invariance of YFSWW3-1.11 in Ref. [12] , which treats the radiation in the production process, and on that of YFSWW3-1.13 and YFSWW3-1.14 in which the radiation from the decay processes is also treated.
Here, since the SU(2) L × U(1) Ward-Takahashi identities require (see eq. (47) in Ref. [21] )
invariant from the equations in (9) and our result eq. (8) in Ref. [19] . From eq. (8) it then follows that the infrared residuals m
± are the usual unphysical Higgs fields in our general renormalizable gauges and we use the notation of Ref. [21] so that M Z µ is their respective amplitude for the emission of a Z of Lorentz index µ and 4-momentum k and M χ is their corresponding amplitude for the emission of a χ with the same 4-momentum, etc.
Introducing eq. (8) into (7) gives
The eq. (2.13) of Ref. [18] and eq. (7) in Ref. [20] then give our n-photon differential cross section, for Q = p 1 + p 2 = 0, as
where we note that, when we only focus on the production process in eq. (11),
Using the second theorem of the YFS program (eq. (2.15) in [18] ), we get
where the real emission functionS(k) is given byS P rod (k), the real emission infrared function in eq. (8) in Ref. [19] for on-shell W ′ s when we only focus on the emission from the production process as we did in Refs. [12, 13] . We again stress that, since, in general,
is really composed of the scalar product of emission currents {j
This analytical continuation, already described in Ref. [12] , does not spoil the gauge invariance, as we see from Eqs. (13, 18) . It follows that the hard photon residuals {β n } are also SU(2) L × U(1) invariant.
Collecting (12) into (11) we get finally the SU(2) L × U(1) invariant expression
where we have defined
This shows that the parameter K max is a dummy parameter on which dσ does not depend. Since the residuals on the RHS (right-hand side) of (5) are on-shell amplitudes in the SU(2) L × U(1) theory, for both the production and the decay process, it follows that they satisfy the renormalization group equations [22, 23] for the SU(2) L × U(1) theory, as explained in Ref. [20] ,
, where µ is the arbitrary renormalization point, {g iR } are the respective renormalized SU(2) L × U(1) couplings, and {m iR } are the corresponding renormalized mass parameters, etc., as defined in Ref. [23] . It follows that any two schemes for computing M
are related by a finite renormalization group transformation. Thus, the complex pole scheme (CPS) and the fermion loop scheme
are related by such a finite renormalization group transformation. Indeed, as we take the normalisation points for the two schemes to be the complex pole position M 2 = µ W and as we evaluate M
at this normalisation point, the the only difference in using FLS instead of CPS will be the approximate treatment in the FLS of the actual values of M
, and µ W for the pole position, as already shown in eq. (8) of the first paper in Ref. [5] : for example, if we keep only fermion loops in O(α), only the lowest order width appears in eq. (6) of the first paper in Ref. [5] so that, if one would express the resulting µ W = M 2 in terms of the respective on-shell mass and width, only the lowest order part of Γ W would be given properly. Similarly, as both schemes normalise at µ W , the difference in the residues M
is that in the FLS only the fermion loop contributions are retained whereas the CPS keeps all loops. Evidently, we may extend our O(α) calculation in the FLS scheme by using the complete value of µ W and including all the one-loop corrections and attendant O(α) real corrections from Ref. [24] as we have done in Ref. [12] . We conclude that, after adding in the entire O(α) correction from Ref. [24] , our LPA exact O(α) prod YFS exponentiated calculation arrives at the same amplitudes independent of whether we start with the FLS scheme or the CPS scheme.
Let us now comment on the issue of the pure FSR YFS exponentiation for the decay processes, treated in the LPA. We proceed in complete analogy to what is done in Ref. [25] for the MC YFS3 for the respective FSR. Specifically, for both decay residue amplitudes M (n) Dec i ,λ i , we may have contributions to the respective hard photon residualsβ n due to emission for the final state decay processes, where we follow the procedure described in Refs. [25, 26] and already illustrated in Ref. [27] for including these contributions using the same YFS methods as we used above for radiative effects for the initial, intermediate and final states. Here, we shall neglect all interference effects between the production and decay processes; this is completely analogous to the neglect of all interference effects between the initial and final states in theβ n in Refs. [25, 27] . In this way we see that the use of eq. (19) to include exponentiation of the FSR is fully realizable by Monte Carlo methods we already tested. We shall present this version of YFSWW3, YFSWW3-1.2, elsewhere [10] . We stress that, for the same reasons as we gave for the complete process's exponentiation, these FSR contributions to theβ n are fully gauge invariant.
In the current version of YFSWW3, version 1.14, we include the FSR using the program PHOTOS [28] , which gives us a LL O(α 2 ) realization of the FSR in which finite p T effects are represented as they are in the O(α) soft photon limit. This LL implementation of FSR is fully gauge invariant. The ratio of BR's is then used to obtain the O(α) correction in the normalisation associated with the O(α) correction to the decay processes themselves. Evidently, these ratio's of BR's are also gauge invariant.
We also point-out that the current version 1.14 differs from the version 1.13 in Ref. [13] because it uses a different renormalization scheme. Specifically, the scheme used in version 1.13 is the so-called G µ of Ref. [24] , in which the weak scale coupling [24] α G F is used for all terms in the virtual correction except those which are infrared singular, which are given the coupling α ≡ α(0). In the renormalization group improved YFS theory, as formulated in Ref. [20] , all terms in the amplitude which involve corrections in which the emitted photon of 4-momentum k has k 2 → 0 should have the coupling strength corresponding to α(0) -not just those which are IR singular. We therefore have introduced into YFSWW3 this requirement of the renormalization group improved YFS theory to arrive at version 1.14. We refer to this scheme as our scheme A. According to the renormalization group improved YFS theory, it gives a better representation of the effect of the higher orders than does the G µ scheme of Ref. [24] . We stress that this scheme A is also gauge invariant.
The main effect of this change in renormalization scheme between versions 1.13 and 1.14 is to change the normalisation of version 1.14 by ∼ −0.3% ÷ −0.4% relative to that of version 1.13 [11] .
The generic size of the resulting shift in the YFSWW3 prediction which we just quoted can be understood by isolating the well-known soft plus virtual LL ISR correction to the process at hand, which has in O(α) the expression [24] 
, and k 0 is a dummy soft cut-off which cancels out of the cross section as usual. In the G µ scheme of Refs. [24] which is used in YFSWW3-1.13, only the part β ln k 0 +(α/π)(π 2 /3) of δ v+s ISR,LL has the coupling α(0) and the remaining part of δ v+s ISR,LL has the coupling α Gµ ∼ = α(0)/(1−0.0371). The renormalization group improved YFS theory implies, however, that α(0) should be used for all the terms in δ v+s ISR,LL . This is done in YFSWW3-1.14 and results in the normalisation shift (α(0) − α Gµ )/π (1.5L − 2), which at 200GeV is ∼ −0.33%. This explains most of the change in the normalisation of YFSWW3-1.14 vs that of YFSWW3-1.13. Moreover, it does not contradict the expected total precision tag of either version of YFSWW3 at their respective stages of testing. We stress that, according to the renormalization group equation, version 1.14 is an improvement over version 1.13 -it better represents the true effect of the respective higher order corrections.
For the purposes of cross checking with ourselves and with Ref. [15] , we have also created a second scheme, scheme (B), for the realization of the renormalization in YFSWW3-1.14. In this scheme, we put the entire O(α) correction from Refs. [24] at the coupling strength α = α(0). Since the pure NL hard O(α) correction is only ∼ −0.006 at 200 GeV, this scheme (B) differs in the normalisation from scheme (A) by ∼ (α(0)/α Gµ − 1)(−0.006) ∼ = 0.0002 which is well below the .5% precision tag regime of interest for LEP2. Thus, scheme (B), which is used in Ref. [15] , is a perfectly acceptable scheme for LEP2 applications. It gives us a useful reference point from which to to interpret our comparison with the results of RacoonWW from Ref. [15] that we discuss below.
Having presented our gauge invariant calculation as it is realized in the MC YFSWW3-1.14, we will now turn to illustrating it in the context of LEP2 applications. Specifically, we always have in mind that one will combine the cross section from YFSWW3 with that from an all 4-fermion process MC such as KoralW-1.42 [14] so that the background processes will be included in a gauge invariant way. We can do this in two ways. In the first way, we start with version (a) of the LPA and we denote the corresponding cross section from YFSWW3-1.14 as σ(Y a ). This is then corrected for the missing background graphs' contribution by adding to it a correction ∆σ(K) from KoralW-1.42 to form the result
where ∆σ(K) is defined by
Here, the cross section σ(K 1 ) is the basic all 4-fermion processes result from KoralW-1.42 with the YFS exponentiated O(α 3 ) LL ISR and the cross section σ(K 3 ) is the restricted CC03 Born level result from KoralW-1.42 again with the YFS exponentiated O(α 3 ) LL ISR. The result in eq. (23) is then accurate to O(
). Alternatively, one may start with the cross section for version (b) of the LPA in YFSWW3-1.14, which we refer to as σ(Y b ) and isolate the respective YFS exponentiated O(α) correction, ∆σ(Y ), which is missing from the cross section σ(K 1 ) as
where σ(Y 4 ) is the cross section from YFSWW3-1.14 with the non-leading (NL) O(α) corrections toβ n , n = 0, 1, switched off. Then the cross section
has the accuracy of O(
). We have checked that the results σ Y /K and σ K/Y are numerically equivalent at the 0.1% level of interest to us here. In the following we only show results from the former of the two. For completeness, we also note that we sometimes identify σ(
to be identified as the cross section from KoralW-1.42 with the the restricted on-pole CC03 Born level matrix element with YFS exponentiated O(α 3 ) LL ISR. This latter cross section is a future option of KoralW [10] . It would allow further combinations of YFSWW3 and KoralW with the desired O(
) accuracy. Such combinations would be of use in cross checks of our work. We now illustrate our precision predictions using σ Y /K . We have checked that the correction ∆σ(K) is small, .2% for cms energies ∼ 200 GeV, so that in what follows, we shall ignore it, as our ultimate precision tag objective, < 0.5%, does not require that we keep it. Further, for the cross section σ(Y a ) we have already presented, for version 1.13, in Ref. [13] in its Figs. 1-8 for the csℓν ℓ , ℓ = e − , µ − final states, the W +,− angular distributions in the e + e − cms system and their corrections relative to the Born level, the W +,− mass distributions and their corrections relative to the Born level, the distributions of the final state lepton energies in the LAB frame (e + e − cms frame) and their corrections relative to the Born level, and the final state lepton angular distributions in the W − rest frame and their corrections relative to the Born level. The main effect on these differential distributions of the improved normalisation of version 1.14 is to shift the normalisation as we discussed above. Thus, we do not repeat their presentation here. We refer the reader to the results in Ref. [13] for an investigation into the size of the EW=NL and FSR effects in the other cases listed above insofar as YFSWW3-1.14 is concerned with the understanding that the shapes of the distributions apply directly to version 1.14 but that the normalisation of the EW correction should be reduced by −0.3% ÷ −0.4%. In general, we found in Ref. [13] that, depending on the experimental cuts and acceptances, both the FSR and the EW corrections were important in precision studies of these distributions and this conclusion still holds for version 1.14, of course. For example, in the lepton decay angle distribution, for the BARE acceptance (the final charged lepton is not combined with any photons) both the FSR and the EW correction The legend for the curves is the same as that in Fig. 1 , for the same final state as that in Fig. 1. modulate the distribution whereas for the CALO acceptance of Ref. [13] (all photons within 5 o of the final state charged lepton are combined with it) the FSR effect is almost nil whereas the EW correction effect remains at the level of ∼ 2.0%. Here, we focus on the total cms photon energy distribution (Fig. 1) , and the cms photon angular distribution (Fig. 2) . We show these results both for the BARE and CALO acceptances as defined in the 4f Section of the Proceedings of the LEP2 MC Workshop [11] . In Fig. 1 , we see that the total photon energy distributions are different for the BARE and CALO cases but that the NL correction does not affect these two distributions strongly. In Fig. 2 , we see that, for both the BARE and CALO cases, the NL correction does affect the photon angular distribution away from the beam directions, as we expect. Finally, in Fig. 3 , we show the effect, in the W mass distribution, of using the screened Coulomb correction from Ref. [29] versus using the usual Coulomb correction from Ref. [30] . We see an effect of a 5 MeV shift in the peak position associated with the difference between the screened and usual Coulomb corrections. In summary, from the results in Ref. [13] and those presented here, we see that the FSR and EW corrections are necessary for a precision study of the distributions in the W -pair production and decay process at LEP2 energies.
We have made a detailed comparison between our results and those from Ref. [15] based on the program RacoonWW in the context of the LEP2 MC Workshop [11] . A complete description of the respective results of this comparison will appear in the Ref. [11] . Here, we focus on the normalisation comparison of the two calculations at LEP2 energies. We show in Table 1 the comparison of the RacoonWW and YFSWW3-1.14 results for the respective cross sections as indicated without cuts at 200 GeV (we have looked at the lower energies 184 and 189 GeV and the comparisons there are similar if not better). In Table 2 , we show the analogous comparisons with the LEP2 MC Workshop cuts as described in Ref. [11] .
We see that for all channels considered, the two sets of results agree to the level of 0.3%. This gives the total precision estimate of 0.4% for the theoretical uncertainty on the 200 GeV cms energy WW signal cross section normalisation when allowance is made for further possible uncertainties in the higher order radiative corrections and the implementation of the LPA. This is a significant improvement over the currently quoted 2% for this uncertainty when the NL O(α) corrections are not taken into account [31] . An effort to further reduce this 0.4% is currently in progress. Finally, with an eye toward the LC projects, we have made simulations using YFSWW3-1.14 for the cms energy of 500 GeV. We show our results in Table 3 for the total cross section without cuts, where we again compare them to the corresponding ones from RacoonWW [15] . The NL corrections are significant in these results. Precision studies at LC energies must take these effects into account. As expected, the percentage difference between YFSWW3-1.14 and RacoonWW remains below 0.3% at 500 GeV cms energy and is smaller than it is at 200 GeV cms energy.
In summary, we have presented two recipes for combining YFSWW3 and KoralW-1.42 to arrive at a gauge invariant calculation of the WW pair production and decay in which the YFS exponentiated exact O(α) prod corrections are taken into account as well as the O(α 2 ) LL FSR and YFS exponentiated O(α 3 ) LL ISR correction to the background processes are all taken into account. We have illustrated our calculation with several sample MC results and we have compared our results on the cross section normalisation with those on Refs. [11] at 200 GeV. In this way, the new precision tag of 0.4% has been established for this normalisation, which represents a considerable improvement over the current result [31] 
