A model describing the dynamics of the synaptic weights of a single neuron performing Hebbian learning is described. The neuron is repeatedly excited by a set of input patterns. Its response is modeled as a continuous, nonlinear function of its excitation. We study how the model forms a self-organized representation of the set of input patterns. The dynamical equations are solved directly in a few simple cases. The model is studied for random patterns by a signal to noise analysis, and by introducing a partition function and applying the replica approach. As the number of patterns is increased a rst order phase transitions occurs where the neuron becomes unable to remember one pattern but rather learns to a mixture of very many patterns. The critical number of patterns for this transition scales as N b , where N is the number of synapses and b is the degree of nonlinearity. The leading order nite size corrections are calculated and compared with numerical simulations. It is shown how the representation of the input patterns learned by the neuron depends upon the nonlinearity in the neuron's response. Two types of behaviour can be identi ed depending on the degree of nonlinearity: either the neuron learns to discriminate one pattern from all the others, or it will learn to a complex mixture of many of the patterns.
Introduction
The mechanism rst outlined by Hebb 1] is widely accepted as an important form of learning in neural systems. He proposed that when the activation of a neuron coincides with that of an input neuron, the synaptic weight from the input neuron increases. In this paper, we will study a simple mathematical model of a single neuron which takes the mechanism of Hebb very literally. Our aim is to model the behaviour of neurons with many synapses (10 4 {10 5 ), so that statistical mechanics can be used. In the model, a neuron learns in an unsupervised fashion | the neuron responds to a stimuli, and the synaptic weight is changed proportionally to the stimuli and the response. A regularizing mechanism is incorporated to prevent the weights from growing too large. The response of the neuron to its inputs is described by a simple nonlinear function.
A neuron learning in this way, when repeatedly presented with a set of input stimuli, develops a self-organized representation of those stimuli. The precise nature of this representation is important in determining what processing functions can be computed by networks made of these neurons. We nd that the representation which the neuron learns is strongly dependent upon the shape of the activation function | that is the function which determines the neuron's response for a given excitation. If the activation function is linear, the neuron learns a statistical property of the ensemble of patterns. When the activation function is su ciently nonlinear, the neuron becomes a discriminator, learning to distinguish one pattern from the others.
Over the past ten years, a number of authors have considered unsupervised Hebbian learning in neurons with linear activation functions, see for example 2, 3, 4, 5] . In a model very similar to the one consider here, but with a linear activation function, Oja 2] found that the neuron learns to the maximal eigenvector of the correlation matrix of the patterns (this is described in section 2.1). Using those neurons as building blocks, Oja and others have developed neural network architectures which perform principal component analysis 6, 7, 8] , a well-known method of dimensional reduction. What is new in our work is that we study the model with nonlinear response functions, and also that we apply methods of statistical mechanics to the model. Our results show that neurons with nonlinear activation functions learn very di erently from linear neurons. Instead of learning to nd the principal component of all of the patterns, they learn to discriminate one pattern from the others.
Experimental measurements of the shape of the activation function are still an open and active area of research. It is known from measuring the spike frequency versus the injected currents (so called F-I plots) that, the activation functions di er in di erent cell types 9]. However, these measurements are still too crude to deduce the form of the activation function. In this paper we have therefore modeled the activation function as simply as possible, that is as a power law with a threshold. This can only be regarded as a rst approximation as it does not incorporate any saturation of the ring for large post-synaptic potentials. However with random patterns the vast majority of patterns will produce very small excitations, where the activation function may be well described by a power law. Much of the behaviour of the neuron will depend on the response of the neurons to these small excitations. In particular, if the activation function is initially concave then these small excitations will act like a \noise", the magnitude depending on the power of the nonlinearity. While if the activation function is convex then the neuron will learn to a mixture of these patterns. Thus the form of the activation function might provide an important clue to the neuron function. More complicated activation functions will give rise to more complicated behaviour. For example, neurons with sigmoid activation functions might learn to a mixture of a few patterns. In the conclusion we will discuss how some of the calculations presented here can be extended to sigmoid activation functions.
The model presented here also has an interesting statistical interpretation. As mentioned above the Oja model learns the principle component (technically this is only true for patterns drawn from a distribution with zero mean). That is the synaptic weights learn to the vector which maximizes the second moment of the pattern distribution. In our model the weights learn to maximize higher moments of the pattern distribution. This is discussed in more detail in section 2.2. Although, in this paper, we will discuss this model mainly as a neuron model, with very minor modi cations, the results can be equally well applied to this statistical interpretation. An important di erence emerges between the principle component analysis performed by the Oja model and the higher moment analysis. In the Oja model all eigenvectors of the correlation matrix are stationary solutions, but they are all unstable in the direction the maximum eigenvalue. Thus the Oja model will, with probability 1, nd the maximum eigenvalue. In the case of higher moments there exists many local maxima so that a nonlinear generalization of Oja's model is no longer guaranteed to nd the global maximum. The model is solved using two approaches: the dynamical equation is studied directly, and a partition function is introduced which has the same stationary states as the dynamical equation. For two patterns and for patterns with a single correlation between them, the dynamical equations can be solved exactly. From this one nds that the ability to learn to discriminate one pattern from many others is determined by the degree of nonlinearity of the activation function and the correlation between patterns. A type of signal to noise analysis is used to study the dynamical equations when many random patterns are learned. We identify two transitions as the number of patterns is increased. When only a few patterns are shown to the neuron, it will learn to discriminate one of the patterns from all the others. As more patterns are shown the neuron increasingly feels the in uence of the other patterns and becomes less well \tuned" to the pattern it has learned. The rst transition occurs when the neuron experiences so many patterns that it is no longer able to learn a new pattern, although if it has learned a pattern it will retain a \memory" of it. As the number of patterns is increased there is a second transition where the neuron loses any memory of a pattern.
The case of many random patterns is also studied using a replica analysis of the partition function. This analysis con rms the results obtained from the signal to noise analysis. It also allows us to study the e ects of introducing additive stochastic noise. These e ects are similar to those caused by introducing many random patterns. Again the noise produces a deterioration in the ability to learn a pattern and two transitions analogous to those described above can be identi ed. The replica calculation is unusual as the energy function is not quadratic. As a consequence the critical number of patterns required for the neuron to be unable to remember a single pattern scales as N b where N is the number of synapses and b measures the degree of nonlinearity in the activation function. This is the rst time, to the authors knowledge, that a replica calculation has given rise to this kind of scaling.
The leading nite size e ects, for b < 4, in the case of many random patterns have been calculated using the signal to noise analysis. For small nonlinearities, the size of these nite size e ects are very large and will be noticeable even in large neurons. The theoretical calculations are compared with numerical simulations and found to agree, although the simulations are only possible on relatively small systems as the number of patterns that can be learned rapidly becomes prohibitively large.
The organization of the paper is as follows. In the next section the model is de ned and its biological motivations are discussed. In section 3 the dynamical equations are solved, rstly in the case when the neuron is presented with orthogonal patterns (in part 3.1), and then for two correlated patterns and for many patterns each with the same correlation (part 3.2). In section 4.1, the signal-to-noise analysis for many random patterns is developed. In the second part of this section, the solution to the signal-to-noise analysis is discussed. The next section describes the mean eld solution for the partition function. Part 5.1 contains the solution when only a few patterns are present. Part 5.2 contains the solution for many random patterns where the replica approach is used. These results con rm those obtained from the signal to noise analysis. To test for replica symmetry breaking we examined the solution with one step of replica breaking, this is described in the appendix. No evidence for replica symmetry breaking was found, suggesting these results are exact. In section 6 the nite size corrections and simulations of the model are brie y described. The nal section discusses some of the biological implications of the results obtained in the preceding sections.
The Model
In this section, we present the model of the neuron. First, we give the the dynamical equation describing Hebbian learning. The biological motivation is brie y discussed, although most features of the model are standard in neural modeling. The only novel aspect is our form for the activation function. In the second part of this section, the partition function for this model is described, and the relationship between it and the dynamics is discussed.
The Dynamical Equations
We consider a neuron which receives stimuli through N synapses with coupling weights denoted by w i , where i labels the N di erent synapses. The stimuli experienced by a real neuron comes in the form of a train of spikes. We use the standard assumption that the the inputs vary su ciently slowly in time that we can replace the spike train by a single continuous valued quantity, the \pre-synaptic activity", related to the frequency of the spike train. We will treat the pre-synaptic activities across all the axons at any one time as a pattern vector. The pre-synaptic activity experienced by axon i when pattern is present is denoted by i . Each pattern produces a post-synaptic potential, V , given by the weighted sum of the input activities
The post-synaptic potential will excite the neuron which then res according to its activation function, A(V ). We assume that there is some threshold below which the neuron does not re and above which the neuron res according to a simple power law, that is
where b measures the degree of nonlinearity of the response.
The synapses are assumed to modify according to the learning rule w i ! w 0 i = w i + rA(V )( i ? V w i ):
When the learning rate, r, is very small, so that w i hardly changes during a single presentation of all the patterns, then we can make the (adiabatic) approximation, that after all the patterns have been presented once, the synaptic weights change by an amount
The rst term is a \linear Hebbian" term | the change in weight is proportional to the input activity and the cell activation. The second term prevents the synapses growing unboundedly by tending to normalize the weights. In order to see this, we observe that so that when the neuron has learned to a steady state ( w = 0) the weight vector will be normalized.
Furthermore as r P A(V )V is always positive (strictly only for 0) jwj 2 will always move towards 1 and thus the steady state solutions will always be stable to perturbations in the direction ofw.
Learning is unsupervised in the sense that there is no teacher. The system starts with some (non-zero) initial weights, then equation 2.4 is applied until the system converges. The neuron forms a representation of the pattern set. This depends on the initial weights, the form of the activation function, and the properties of the patterns.
The dynamical equation (2.4) with A(V ) = V has been solved by Oja 2] . He showed that the weight vector learns to the eigenvector with the largest eigenvalue (i.e. the principle component) of the correlation matrix M ij = P i j . This is a property of the ensemble of patterns. When the principle component is unique, the weight vector after learning will be independent of the initial weights. A lot of work has be done subsequently on this model, for a review see 10, pages 204{207] . The model in this paper can be viewed as an extension of Oja's model to the nonlinear activation function (2.2). As we shall see this nonlinearity can radically alter the nal state the neuron learns to.
The Partition Function
We have also studied a partition function which has the same stationary states as the dynamical equation (2.4) . This allows us to average over random patterns to nd the probability distribution of weights after learning. We solve this model in the framework of mean eld theory. A further bonus of this approach is that it allows us to study the in uence of additive noise in the dynamical equations. We consider the partition function .7) is not the integral of the right-hand side of equation (2.4) . The di erent is that in the partition function formulation, the weights must lie on the unit sphere, whereas in the dynamical equation the weights are merely attracted to the unit sphere. However, these equations (2.6) and (2.7) do indeed have the same stationary states as the dynamical equation where b = a ? 1. For positively correlated patterns this model is identical to the neuron model discussed throughout this paper. With very small modi cations all the calculations presented in here can be applied to this higher moment model.
The Stationary Solutions of the Dynamical Equations
Here we examine the stationary solutions of the dynamical equations. Clearly this only makes sense in terms of the adiabatic approximation (2.4) rather than equation (2.3) where the stationary solutions correspond to small cycles. The stationary solutionsw satisfy the equation
and are thus independent of the learning rate, r. We will examine two simple case where the model can be solved exactly. In the rst part of this section we will consider orthogonal patterns. In the second part we will examine two correlated patterns and, in a very special case, many correlated patterns.
Orthogonal Patterns
For orthogonal patterns there are stationary solutions atw =~ =j~ j for each pattern~ . For simplicity we consider normalized patterns so that~ ~ = ;
, and we set the threshold, , to zero. The mixed solutions are of the formw = P 2Sn~ = p n where S n is any set of n of the patterns. We examine rst the case of a two-patterns mixed statew = (~ 1 +~ 2 )= p 2. We consider perturbation in the direction w = 1~ 1 + 2~ 2 . Substitutingw =w + w into the equations for V and keeping only terms up to rst order in 1 For orthonormal patterns, all the patterns and all mixtures of patterns have the same maximum eigenvalue of 1 Thus, the principal component is degenerate and any mixture is also a principal component. For su ciently many random patterns the principle component will be unique.
Two Correlated Patterns
Although the analysis for orthogonal patterns provides some insight into how neurons learn, in general patterns will be correlated with each other. This situation is much more complicate and can only be solved completely for two patterns. We therefore consider two correlated patterns~ 1 and~ 2 . For simplicity we will assume that both patterns have the same length 1, although the generalization to patterns of di erent lengths is quite straightforward. We look for solutions of the formw = u~ This analysis can be extended to a greater number of patterns but the number of stationary solutions rapidly increases and they cannot in general be examined analytically. Nevertheless in the special case when all the patterns have the same mutual correlation, the stability of the completely mixed state can be studied. For P patterns with mutual correlation c one nds the 
Signal to Noise Analysis for Many Random Patterns
In the rst part of this section we derive the steady state equation for a neuron which has a macroscopic overlap with one of the patterns and a microscopic overlap with all the the other patterns. The second part of this section discusses the solutions of this steady state equation.
Signal to Noise Calculation
We consider input activities, i which are independently chosen from a distribution with zero mean and variance 1= p N. The patterns will therefore have an average length of 1 and will have correlations of order 1= p N. These correlations will prevent any pattern from being learned perfectly. As more and more patterns are shown the neuron will eventually be unable to remember any single pattern but will learn to some mixture of very many patterns. We will assume that there is one pattern with a macroscopic correlation (of order 1) with the weight vector. Learning towards this pattern will be the treated as the \signal". The other P ? 1 patterns are assumed to have microscopic correlations (of order 1= p N) with the neuron. Learning towards these patterns will be treated as \noise". Note, however, that this noise is not real stochastic noise | the neuron behaves deterministically | but comes from the large number of random patterns. In the derivation given below we do not attempt to give a full justi cation for every step. The results derived here will also be derived using mean eld theory where the approximations are more easily controlled. We consider the case of a neuron that has a macroscopic overlap with pattern~ 1 and microscopic overlaps with all the other patterns. The weight vector can be resolved into a component in the direction of pattern~ 1 
where we have used (4.4). The last term depends on V and can be expanded out ad in nitum. However, the magnitude of this term is of order N b=2 and thus it will be smaller than the other terms provided b > 1. Thus we need to keep only the rst few terms to nd the large N behaviour.
Substituting equation ( where = P=N b . We will discuss the solution to this equation in detail in the next part of this section. We can also extract the nite size corrections from this formalism. This will be discussed in section 6.
Solutions of the Signal to Noise Equation
In the remainder of this section we discuss the solutions to equation (4.14) . Provided is less than some critical value, equation (4.14) has two solutions: a stable solution u and an unstable solution u (u u). The stable solution corresponds to the point where the neuron has learned the pattern .) The transitions just described represents \forgetting" | for > c no memory of any pattern can be retained. This is true even if the weights were set to be equal to the pattern before learning. However, a neuron will only learn a pattern in the rst place if the weights at the start of learning were within the basin of attraction of the stored pattern state u . A glance at gure 2 shows that this could be unlikely, since u determines the size of the basin of attraction. For example, for the parameters in that gure, if is 0:1, then the initial weights would have to have an overlap with a pattern of almost 0.5 in order to learn that pattern. Assuming no prior knowledge of the patterns to be learned, this will almost never happen. Thus, we address the question, how small must be in order for the neuron to learn a pattern from random starting weights. The neuron will learn a pattern only if the initial overlap of the weights with that pattern is larger than u. Thus, there is another transition which occurs when u is greater than the initial overlap of the weights with all patterns. This could be deemed the \learning" transition because it separates the system which can learn a pattern, from one which will not forget a learned pattern . This asymptotic result is not terribly useful in nite systems, however, because convergence to it is only logarithmic in N. , the neuron will not forget a pattern which it has learned, but is unlikely to learn from a random start. Above the second transition, the neuron learns to a mixture of very many patterns. We have note examined this mixed state as for random patterns there is nothing in the distribution of the patterns for the neuron to learn. For more complicated distributions the nature of the mixed state will be more important.
We have seen that increasing b and increases both c andP c . However increasing b and will slow the rate of learning. To see this, we consider learning a single pattern from a small initial overlap V 0 . The time required for the overlap to grow to macroscopic size is proportional to rb(V 0 ? = p N) 1?b . For random initial weights V max 0 is of order 1= p N. Thus, for random patterns, the time taken will scale as N (b?1)=2 . The e ect of having many random patterns will be to introduce a \friction" like term which will slow down the learning. For a neuron to learn quickly it is advantageous to chose b and as small as possible. Of course they must be chosen su ciently large that the neuron is able to learn new patterns and this will depend on how many random patterns the neuron experiences and on how noisely the neuron behaves.
Mean Field Theory for Hebbian Learning
In section 2.2 we introduced a partition function which describes the distribution of stationary solutions of the dynamical equations. Here we will study this partition function using mean eld theory. This is done in two stages. In the rst part of this section, we examine the case when P=N b is negligible and the partition function self-averages. In the second part, we consider the case when . When A(V ) = V , the partition function is just that of the spherical Hop eld model. This is also the partition function which corresponds to Oja's rule. We will not discuss the mean eld theory for this case, because the only stable solution for this model is the principle component of the correlation matrix of patterns.
The signi cance of the calculation presented here is that it validates the signal-to-noise analysis. The resulting equation, (5.54), and the signal-to-noise equation, (4.14) , are the same. In addition, it provides a more general formalism which allows that result to be extended to the consideration of more than one macroscopic overlap and to additive noise. The replica calculation is of interest as the energy function is not quadratic and the position of the rst order phase transition scales as where C is a constant, h i denotes averaging over the patterns, and G( ; V ; t ) = 2 ? X t V + X u(V (5.9)
In the large N limit the integral in the partition function (5. For b > 1 this last eigenvalue, which is associated with uctuations of anisotropy in the space of the n learned patterns, is always negative. Thus the mixed solutions are all unstable to uctuation in the direction of any of the patterns. The only stable solutions are the single pattern solutions.
When T = 0 and = 0 we retrieve the symmetric solutions of section 3.1 with V n = 1= p n. Note that for T = 0 the eigenvalues 2 and 3 in this section are identical to those in section 3.1 up to a constant factor of ?r. Whereas, from (5.17), 1 ! 1 as T ! 0 re ecting the strong constraint jwj 2 = 1 in contrast to section 3.1 where 1 is nite re ecting the fact that the condition jw j 2 = 1 is a consequence of the dynamics.
As T increases, V n decreases until it reaches a critical transition temperature, T c , at which point the only solution is V = 0 for all . This behaviour is reminiscent of the behaviour described in the previous section when the neuron was overloaded with patterns. and expanding in powers of N (1?b)=2 we nd after some algebra that, to rst order in n and neglecting terms of order PN (1?3b) (5.54) This is identical to equation (4.14) derived using the signal to noise analysis.
There is also a solution V = 0 for all . In this case the synaptic weight vector aligns itself with a mixture of many patterns, but does not have a macroscopic overlap with any one of them. We have looked for replica symmetry breaking by examining the mean eld equations assuming one step of replica symmetry breaking. This is presented in Appendix A. No evidence for replica symmetry breaking was found. We therefore postulate that the mean eld solution is exact.
Finite Size E ects and Simulations
In the signal to noise analysis described in section 4.1 we obtained the xed point equation (4.14) by keeping only the leading order terms in N. To nd the dominant nite size corrections we must keep the next largest terms. What these terms are depend on the size of the nonlinearity b. Figure 7 shows a typical simulation with b = 2, = 0, r = 0:1, and N = 256. In this case 2000 iterations were required beforew e ectively stopped changing. We also show the theoretical curve for the large N limit (4.14) as well as the theoretical curve (6.2) for the leading order nite size corrections. We see that in the nite system the sharp transition has been smoothed. We nd that above the transition the nal overlap with the original pattern always remained positive and was of order 1= p N. This suggests the the mixed state is not unique but depends on the starting position.
In gure 6 we also show numerical estimates of c (N) for b = 2, = 0 and N = 64, 128 and 256. The point and the error bars show where the simulation curve cross the point V 1 = 0:8, 0.6 and 0.4. We have used these crossing points as the curves round o at lower overlaps due to the residual overlap. The simulations are in reasonable agreement with the theoretical results although a better analysis of the higher order correction would be required to establish the theoretical results more rmly. We note that for realistic sizes of neurons the nite size e ects are very important.
However, these nite size e ects depend on b and will be smaller as b is increased. 
Conclusions
We have demonstrated that neurons with nonlinear activation functions can learn to very di erent nal states than neurons with linear activation functions. Depending on the size of the nonlinearity b and inter-pattern correlations, a neuron will either learn close to a single pattern or to some mixture of patterns. When the neuron learns close to a single pattern, it has learned to recognize that pattern in the presence of the other patterns. When it learns to the mixture, it cannot recognize any individual pattern. The nature of the mixed state was not investigated here, although in the case of two or a few patterns with single correlation, the mixed state is the symmetric midpoint of the patterns. From the signal to noise analysis we solved the dynamics with many random patterns. Here we found that for a given nonlinearity b and threshold = = p N the neuron could learn a random pattern provided the number of random patterns was below some critical number. Increasing the nonlinearity and the threshold increases the critical capacity, however, it also slows down the speed of learning. Finite size corrections were also obtained from the signal to noise calculation. The theoretical predictions were compared with simulations on nite systems and found to be consistent. By introducing a partition function describing the stationary states of the neuron we were able to reproduce and extend the signal to noise results, thus giving more con dence in their validity. The mean eld calculation is of interest as the energy function is not We have not examined what happens above c as there is nothing in the distribution of random patterns for the neuron to learn. For inputs drawn from a more complicated distribution the behaviour above c would be more interesting. An indication of what we might expect is provided by the clustered patterns discussed in section 3.2. In this case as the number of patterns in the cluster is increased above a critical number the neuron stops learning to a single pattern but instead learns to the centre of one of the clusters.
This model is a highly idealized version of a real neuron. Some of the neurophysiologically implausible features make very little di erence to the result. For example, in some situations it would be more realistic to restrict the weights and patterns to positive values. An appropriate rede nition of the learning rule (2.4) and the threshold could model this. Also, we have assumed that the learning rule is linear and the nonlinearity is due to the activation function. However, certain combinations of nonlinear learning rules with the activation functions would have the same form of the learning equation. In this sense, the distinction does not exist; it does not matter whether the nonlinearity is in the activation function or in the learning rule. Many relevant features of real neurons such as the shape of their activation function and the mechanism they use to prevent their synaptic weights from growing unboundedly are still open areas of research. We would hope that this work might provide a useful link between the characteristics of a single cell and its functionality in a larger network.
As mentioned in the introduction, for real neurons there is no reason to believe that the activation function takes the form of a simple power law. Indeed, the ring rate of all neurons must saturate at some point as the excitation is increased, so a sigmoid is probably more realistic. It would be straightforward to extend these results to sigmoids or other functional forms. Any part of the activation function can be approximated by a simple power law and the analysis given above can be applied to these parts separately. In the derivation of the critical capacity the part of the activation function associated with the microscopic post-synaptic potentials | denoted by A(V ) | was treated separately from the part associated with the macroscopic post-synaptic potentials. The noise depends only on a very small part | of order 1= p N | of the activation function around the average post-synaptic potential of the unlearned patterns and will be independent of the shape of the activation function elsewhere. Provided that the small excitation part of the activation function can be described by a power law, then the noise term | k in equation (4.14) | will remain unchanged. The macroscopic part of the activation function, A(V ), can be substituted into equation (4.14) no matter what form it takes. If the activation function is sigmoid then a mixture of a few random pattern may be stable, although whether such a mixture is learned will depend on the structure of the input world and how it is experienced by the neuron.
In the brain, neurons function as part of a network and will interact. One role of the interactions could be to equipartition the patterns among the neurons. Imagine a collection of noninteracting neurons with random initial weights. These neurons would learn grandmother cell representations of the input patterns. Unfortunately, some patterns would be represented by many neurons, while others would be recognized by none at all. A more favorable representation would have every pattern represented by the same number of neurons. This could be accomplished by inhibitory connections between nearby neurons. This would form a competitive network, where the activation of a neuron suppresses the ring of its neighbours (for a review of competitive networks see 10, Chapter 9] and 17, pages 63{70]). In such a network each neuron would tend to learn to discriminate a di erent pattern.
We have seen that for this model the shape of the activation function is important in determining what a neuron computes. Although this model involves many simpli cations, it is fairly typical of the models used to describe neurons. With no teacher, this model can learn to discriminate a single pattern from many others. Of course real neurons would operate as part of a complex interacting neural network. The real potential for useful processing would come from this higher architecture. Nevertheless, much can be learned by studying a single neuron in isolation. 
