Abstract. In this paper we study stochastic optimal control problems of general fully coupled forwardbackward stochastic differential equations (FBSDEs). In Li and Wei [8] the authors studied two cases of diffusion coefficients σ of FSDEs, in one case when σ depends on the control and does not depend on the second component of the solution (Y, Z) of the BSDE, and in the other case σ depends on Z and doesn't depend on the control. Here we study the general case when σ depends on both Z and the control at the same time. The recursive cost functionals are defined by controlled general fully coupled FBSDEs, then the value functions are given by taking the essential supremum of the cost functionals over all admissible controls. We give the formulation of related generalized Hamilton-Jacobi-Bellman (HJB) equations, and prove the value function is its viscosity solution.
We define the value function of our stochastic control problems as follows:
W (t, x) := ess sup u∈Ut,T J(t, x; u).
3)
The objective of our paper is to investigate this value function. The main results of the paper state that W is deterministic (Proposition 2.1), continuous viscosity solution of the associated HJB equations (Theorem 3.1). The associated HJB equation is combined with an algebraic equation as follows:
(1.4)
In this case
where t ∈ [0, T ], x ∈ R n . Our paper is organized as follows: Section 2 introduces the framework of the stochastic control problems. In Section 3, we prove that W is a viscosity solution of the associated HJB equation described above.
Framework
Let (Ω, F , P) be the classical Wiener space, where Ω is the set of continuous functions from [0, T] to
, F is the completed Borel σ-algebra over Ω, and P is the Wiener measure. Let B be the canonical process:
We denote by F = {F s , 0 ≤ s ≤ T } the natural filtration generated by {B t } t≥0 and augmented by all P -null sets, i.e.,
where N P is the set of all P -null subsets and T is a fixed real time horizon. For any n ≥ 1, |z| denotes the Euclidean norm of z ∈ R n . We introduce the following two spaces of processes which will be used later:
which also satisfies
|ψ t | 2 dt] < +∞; where t 0 ∈ [0, T ]. First we introduce the setting for stochastic optimal control problems. We suppose that the control state space U is a compact metric space. U is the set of all U-valued F-progressively measurable processes. If u ∈ U, we call u an admissible control.
For a given admissible control u(·) ∈ U, we regard t as the initial time and ζ ∈ L 2 (Ω, F t , P ; R n ) as the initial state. We consider the following fully coupled forward-backward stochastic control system
where the deterministic mappings
In this paper we use the usual inner product and the Euclidean norm in R n , R m and R m×d , respectively. Given an m × n full-rank matrix G, we define:
where G T is the transposed matrix of G.
We assume that (B1) (i) A(t, λ) is uniformly Lipschitz with respect to λ, and for any λ,
is uniformly Lipschitz with respect to x ∈ R n , and for any
The following monotonicity conditions are also necessary:
., β 2 > 0), when m > n (resp., m < n).
The coefficients satisfy the assumptions (B1) and (B2), and also (B4) there exists a constant K ≥ 0 such that, for all t
Remark 2.2. Under our assumptions, it is obvious that there exists a constant C ≥ 0 such that,
Hence, for any u(·) ∈ U, from Lemma 2.4 in [8] , FBSDE (2.1) has a unique solution. From Proposition 6.1 in [8] , there exists C ∈ R + such that, for any t
(Ω, F t , P ; R n ), u(·) ∈ U, we have, P-a.s.:
We now introduce the subspaces of admissible controls. An admissible control process u = (u r ) r∈[t,s] on [t, s] is an F-progressively measurable, U -valued process. The set of all admissible controls on [t, s] is denote U t,s , t ≤ s ≤ T.
For a given process u(·) ∈ U t,T , we define the associated cost functional as follows:
where the process Y t,x;u is defined by FBSDE (2.1). From Theorem 6.1 in [8] we have, for any t ∈ [0, T ] and ζ ∈ L 2 (Ω, F t , P ; R n ),
For ζ = x ∈ R n , we define the value function as W (t, x) := ess sup u∈Ut,T J(t, x; u). (2.6) Remark 2.3. From the assumptions (B1) and (B2), the value function W (t, x) as the essential supremum over a family of F t -measurable random variables is well defined and it is a bounded F t -measurable random variable too. But it turns out to be even deterministic.
In fact, inspired by the method in Buckdahn and Li [2] , we can prove that W is deterministic.
Proposition 2.1. Under the assumptions (B1) and (B2), for any (t, x) ∈ [0, T ] × R n , W (t, x) is a deterministic function in the sense that W (t, x) = E[W (t, x)], P-a.s.
The proof can be consulted in Li and Wei [8] , Proposition 3.1.
From (2.3) and (2.6) we get the following property of the value function W (t, x):
Lemma 2.2. Under the assumptions (B1) and (B2), the cost functional J(t, x; u), for any u ∈ U t,T , and the value function W (t, x) are monotonic in the following sense:
For the proof the reader is referred to Lemma 3.3 in Li and Wei [8] .
Remark 2.4.
(1) From (B2)-(i) we see that if σ doesn't depend on z, then β 2 = 0. Furthermore, we assume that: (B5) the Lipschitz constant L σ ≥ 0 of σ with respect to z is sufficiently small, i.e., there exists some
(2) On the other hand, notice that when σ doesn't depend on z it's obvious that (B5) always holds true.
The notation of stochastic backward semigroup was first introduced by Peng [17] and was applied to prove the DPP for stochastic control problems. Now we discuss a generalized DPP for our stochastic optimal control problem (2.1), (2.6) . For this we have to adopt Peng's notion of stochastic backward semigroup, and to define the family of (backward) semigroups associated with FBSDE (2.1).
For given initial data (t, x), a real 0 < δ ≤ T − t, an admissible control process u(·) ∈ U t,t+δ and a real-valued F t+δ ⊗ B(R n )-measurable random function Ψ : Ω × R n → R, such that (B2)-(ii) holds, we put [8] we know that, if Ψ doesn't depend on x, FBSDE (2.8) has a unique solution ( X t,x;u , Y t,x;u , Z t,x;u ). (ii) We also point out that if Ψ is Lipschitz with respect to x, FBSDE (2.8) can be also solved under the assumptions (B4) and (B5) on the small interval [t, t + δ], for any 0 ≤ δ ≤ δ 0 , where the small parameter δ 0 > 0 is independent of (t, x) and the control u; see Proposition 6.4 in [8] . 
