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We demonstrate a density-dependent gauge field, induced by atomic interactions, for quantum
gases. The gauge field results from the synchronous coupling between the interactions and micro-
motion of the atoms in a modulated two-dimensional optical lattice. As a first step, we show that
a coherent shaking of the lattice in two directions can couple the momentum and interactions of
atoms and break the four-fold symmetry of the lattice. We then create a full interaction-induced
gauge field by modulating the interaction strength in synchrony with the lattice shaking. When
a condensate is loaded into this shaken lattice, the gauge field acts to preferentially prepare the
system in different quasimomentum ground states depending on the modulation phase. We envision
that these interaction-induced fields, created by fine control of micromotion, will provide a stepping
stone to model new quantum phenomena within and beyond condensed matter physics.
Synthesizing gauge fields for cold atoms opens the door
to investigate novel quantum phenomena associated with
charged particles in an electromagnetic field [1, 2]; ex-
amples include quantum Hall effects, topological matter
and anyonic excitations. Many experimental approaches
have been developed in the past years to introduce gauge
fields, including rapidly rotating gases [3–5], Raman tran-
sitions [6, 7], laser-assisted tunneling [8, 9], and lattice
shaking [10, 11].
As charged particles in motion also generate electro-
magnetic fields, a complete simulation of the particle-
field system should include the feedback of the matter to
the gauge field [12]. Such a dynamical gauge field would
enable simulation of important models in condensed mat-
ter [13–15] and in high energy physics, as in Yang-Mills
theories [16]. Many mechanisms have been proposed for
introducing dynamical gauge fields in quantum gases [17–
22], opening exciting directions for cold atom research.
On the way to dynamical fields, there is a great deal
of interest in generating density-dependent (equivalently,
interaction-induced) gauge fields in which the effective
field depends on the arrangement of atoms [2]. For ex-
ample, such a field can be used to study new phase transi-
tions [23, 24] and one-dimensional particles with anyonic
statistics [23, 25–27]. Proposals have suggested gener-
ating density-dependent gauge fields using light-matter
interactions [28, 29], lattice modulation [23, 25–27], or
interaction strength modulation [24]. Experimental real-
ization, however, remains elusive.
Lattice shaking has recently emerged as a promising
experimental tool for generating gauge potentials in cold
atom systems [30], enabling exciting developments in-
cluding topological bands [31–33]. In our recent work,
lattice modulation at a frequency near-detuned to an
inter-band transition induces a quantum phase transi-
tion in Bose-Einstein condensates, resulting in domain
formation [11], roton excitations [34], and critical dynam-
ics that are both universal [35] and coherent [36]. In this
lattice shaking scheme, the superfluid remains long lived
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FIG. 1. Atoms in a two-dimensional shaken lattice. (a)
A 2D, square lattice (orange surface) is shaken by inducing
periodic displacements δx and δy along the x− and y−axes
respectively (arrows) with equal amplitude s at frequency
ω ≡ 2pi/τ , shaking period τ and relative phase θs. (b) Shaking
above the critical amplitude s > sc results in a single particle
dispersion with four degenerate minima in the ground band
at q = (+q∗,+q∗), (−q∗,+q∗), (−q∗,−q∗) and (+q∗,−q∗),
denoted respectively by red, black, blue, and white dots. (c)
The shaking phase θs controls the polarization of the lattice
displacement. The polarization does not affect the single par-
ticle dispersion shown in (b).
and the atomic interactions play an important role to
establish the ordering of superfluid domains.
In this paper, we experimentally demonstrate an
interaction-induced synthetic gauge potential in a Bose-
Einstein condensate. The gauge potential A(ρ) appears
as the substitution,
q→ q−A(ρ)/h¯ (1)
in the Hamiltonian, linking its dependence on the mo-
mentum, represented by the wavevector q = (qx, qy),
with ρ, the density coarse-grained over one unit cell.
Equivalently, one can view the interaction-induced field
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2in a tight-binding model as an imaginary part of the tun-
neling which depends on the occupation number opera-
tors Nˆk and Nˆk+1 of the tunnel coupled sites,
J → J + iJ ′
(
Nˆk + Nˆk+1
)
, (2)
where J is the tunneling energy without the field and J ′
encodes the strength of the density-dependent field [37].
To create this density-dependent gauge field we ex-
ploit the micromotion of atoms in a shaken 2D square
optical lattice in combination with periodically modu-
lated interaction strength. For atoms condensed in a two-
dimensional momentum state q, this combination yields
a mean-field energy shift,
Eq = ηqρg0, (3)
where g0 = g(t) is the period-average of the interac-
tion strength g(t) = 4pih¯2a(t)/m, a(t) is the scattering
length, m is the atomic mass, and 2pih¯ is Planck’s con-
stant. The dimensionless interaction factor ηq accounts
for the coupling between the micromotion and atomic in-
teractions, as detailed below. A gauge potential in the
form of Eq. (1) requires ηq to be linear in q.
We perform the experiment in two stages. In the
first stage we show the effect of micromotion on in-
teractions by tuning the relative phase θs between the
lattice shaking in the x− and y−directions while keep-
ing the scattering length stationary. The micromotion
raises the time-averaged interaction energy along the di-
rection of shaking and can break the four-fold symme-
try of the dispersion. In the second stage we generate a
density-dependent gauge field by modulating the scatter-
ing length with a phase θg relative to the lattice shaking.
This scheme creates a gauge field with A ∼ eΘρg0, where
eΘ is a unit vector in the direction Θ ≡ θg−θs/2. In both
stages we test for the predicted effects via their influence
on the phase transition in the shaken lattice.
Our experiments utilize disk-shaped Bose-Einstein
condensates of cesium atoms prepared in a 2D, square
optical lattice. The lattice depths along both directions
are equal and small enough to maintain superfluidity of
the gas. The lattice can then be shaken with identi-
cal peak-to-peak amplitudes s and angular frequencies ω
along both axes, see Fig. 1(a). The shaking frequency is
chosen to be slightly higher than the excitation gap at
zero momentum in the lattice [11]. See supplement for
details [37].
When the shaking amplitude s exceeds a critical value
sc, the single particle dispersion Ekin develops four min-
ima at momenta q = (±q∗,±q∗) and (±q∗,∓q∗), where
q∗ is controlled by s, see Fig. 1(b). We calculate the ef-
fective dispersion of this periodically-modulated system
using Floquet theory [37]. The four-fold degeneracy is
the result of the D4 symmetry of the lattice, a 2D gener-
FIG. 2. Interaction-momentum coupling due to micro-
motion. (a) Examples of micromotion for linear shaking
(θs = 0
◦). Snapshots of the density |ψq (x, y, t)|2 within a
single 2D lattice site are shown for two states, (+q∗,+q∗)
(red) and (−q∗,+q∗) (black), within a shaking period τ . (b)
As a result of the micromotion, the mean microscopic density
〈nq (t)〉 oscillates and reaches a maximum when the wavefunc-
tion is most localized, and a minimum when it is most delo-
calized. Each curve is colored as in Fig. 1(b); note that the
density oscillations of the white state are identical to the plot-
ted black curve. Dashed lines show the averaged densities. (c)
Maps of the interaction factor ηq, equal to the time-averaged
microscopic density (see text), for different polarizations. The
colored dots mark the ground states after accounting for the
interaction factor. Note that circular polarization retains the
D4 symmetry of the single particle dispersion.
alization of previous experiments in 1D [11, 34–36]. Sim-
ilar to the 1D system, the change in dispersion induces
a phase transition in which the condensate segregates
into domains, each containing atoms occupying one of
the four minima. Since the single particle Hamiltonian
is separable along the lattice axes, the kinetic energy is
independent of the shaking polarization θs, defined as
the relative phase between the two shaking lattices, see
Fig. 1(c).
We first explore the intriguing interplay between mi-
cromotion and interactions. Examples of the micromo-
tion, the back-and-forth oscillation of the atomic wave-
function during one period τ of the lattice shaking, are
shown in Fig. 2(a). Since the atomic density depends
on the wavefunction spread in both x– and y–directions,
interactions effectively couple the motion in the two di-
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FIG. 3. Observed coupling of interaction and momentum.
(a) Example, reconstructed domain structures (see text) rep-
resenting the density profiles of atoms in each well, measured
after crossing the effectively ferromagnetic phase transition
with the shaking polarizations indicated on each image. The
dashed circles guide the eye to the region containing the con-
densate. The correspondence between color and pseudo-spin
density (see text) is shown in the upper-right corner of panel
(b). (b) The imbalance D (see text) of the atomic populations
between the two quasi-momentum diagonals characterizes the
anisotropy which results from the quasimomentum-dependent
interactions for different polarizations. The solid curve is a
sinusoidal fit. The orange, dashed curve shows the expected
imbalance in the absolute ground state; the star emphasizes
that the expected imbalance is D = 0 for circular shaking
(θs = 90
◦).
rections and destroy the separability of the system. In
particular, the micromotion creates a microscopic density
enhancement factor 〈nq(t)〉 = d2
´ d
0
´ d
0
dxdy|ψq(x, y, t)|4,
where ψq(x, y, t) is the (unit-normalized) Floquet steady
state wavefunction and the angle brackets denote the ex-
pectation value [37]. The enhancement factor character-
izes the ratio of the average density in a lattice site to the
coarse-grained density ρ. This enhancement factor oscil-
lates at the shaking frequency and can differ between the
four kinetic energy minima, as shown in Fig. 2(b). In
this example, the wavefunction expands and contracts
along the x– and y–axes in-phase for momenta along the
lattice shaking direction, leading to strong oscillations in
density. In contrast, the wavefunctions along the x– and
y–axes oscillate out-of-phase for states with momentum
perpendicular to the axis of lattice motion, reducing the
density oscillation. For circular shaking the wavefunc-
tions oscillate 90◦ out of phase for all four momentum
states, causing all four to have the same amplitude of
density oscillation and therefore the same interaction en-
ergy.
Since the typical dynamics of the condensate, includ-
ing the formation of domains after the phase transition,
occur on timescales spanning many shaking periods, they
are predominantly sensitive to the interaction energy,
Eq = ρg(t) 〈nq(t)〉, where the bar denotes time-averaging
over one shaking period. Therefore, we define the inter-
action factor,
ηq =
1
g0
g(t) 〈nq(t)〉, (4)
which accounts for the interplay between the interaction
strength and the micromotion, see Eq. (3).
In the first stage of our experiments, with static inter-
actions g(t) = g0, we control the interaction-momentum
coupling by tuning the shaking polarization, as shown in
Fig. 2(c). To leading order in q/qL the interaction factor
is,
ηq = α+ βs
2 cos θsqxqy, (5)
where α and β are dimensionless constants that depend
on the shaken lattice parameters [37]. The strength of
this effect is greatest for linear shaking (θs = 0
◦ or 180◦),
with which the momentum states along the axis of lat-
tice motion experience much stronger density modula-
tion, leading to a higher interaction factor than the mo-
mentum states perpendicular to the axis of lattice motion
(hereafter “off-diagonal states”), whose density is more
consistent over time. This effect causes domains to form
preferentially in the off-diagonal states.
We test for the presence of interaction-momentum cou-
pling by driving condensates across the phase transition
with different shaking phases θs and measuring the re-
sulting quasimomentum distribution. After loading the
condensate into the lattice, we linearly ramp up the shak-
ing amplitude, exceeding the critical amplitude and thus
driving the condensate across the phase transition. After
a brief time-of-flight we measure the density distributions
ni(r) of atoms occupying the quasimomentum state in
the i’th quadrant; for example, n1 is the density in the
(+q∗, +q∗) state. Finally, we calculate the pseudo-spin
density along each lattice axis, jx = n1 + n4 − n2 − n3
and jy = n1 + n2 − n3 − n4. See supplement for details
[37].
Typical reconstructed domain images for various shak-
ing polarizations are shown in Fig. 3(a). To better quan-
tify the biasing of the domains toward particular wells
for ensembles of many images, we introduce an imbal-
ance factor D = (N2 + N4 − N1 − N3)/Ntot, where Ni
is the population in the i−th quadrant and Ntot is the
4total atom number. We observe a clear, polarization-
dependent biasing of the domains toward forming in off-
diagonal states, indicative of interaction-momentum cou-
pling, see Fig. 3(b). For linear shaking, which maximizes
the interaction-momentum coupling, the diagonal imbal-
ance approaches 1 (-1) with θs = 0
◦ (180◦), as expected.
Under these conditions, the D4 symmetry of the ground
states is clearly broken by interactions. As the shak-
ing polarization becomes more circular, the imbalance
is progressively reduced. For precisely circular shaking
(θs = 90
◦) the interaction-momentum coupling disap-
pears and the D4 symmetry is restored, resulting in a
diagonal imbalance of D = 0.04(5) consistent with zero.
Because of the finite ramp speed in our experiments, the
phase transition is not adiabatic [35]. As a result, the bias
of the gas toward off-diagonal states increases with the
energy difference between the wells. This effect causes
the magnitude of the diagonal imbalance to smoothly in-
crease as the interaction-momentum coupling is enhanced
by tuning the shaking polarization from circular toward
linear, as observed in Fig. 3(b).
In the second stage of our experiments, we gener-
ate a density-dependent gauge field by applying syn-
chronized shaking and interaction strength modulation.
We tune the magnetic field near a Feshbach resonance
[38] to modulate the interaction strength as g(t) =
g0 − g1 cos (ωt− θg) at the same frequency as the lat-
tice shaking and with phase θg, see Fig. 4(a). In this
case, the interaction-momentum coupling can be under-
stood intuitively by comparing the microscopic density
and the interaction strength during each shaking period,
see Fig. 4(a). When the interaction strength oscillates
in phase (out of phase) with the density, the interaction
energy is maximized (minimized).
To quantify the interaction-induced field, the interac-
tion factor can be decomposed as, see Eq. (4),
ηq = η
(0)
q +
g1
g0
η(1)q , (6)
where η
(0)
q = 〈ηq(t)〉 is the static interaction factor and
η
(1)
q = −〈ηq(t)〉 cos(ωt− θg) is the modulated interaction
factor. We use circular shaking (θs = 90
◦) so that the
static interaction factor maintains the D4 symmetry. For
small momentum |q|  qL the modulated interaction
factor takes the form [37],
η(1)q = −
√
αβ
2
s eΘ · q, (7)
which corresponds to the density-dependent gauge po-
tential,
A(ρ) =
√
αβ
2
msg1ρ eΘ, (8)
whose direction is given by eΘ with Θ ≡ θg − θs/2. The
equivalent treatment of the gauge field in terms of an
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FIG. 4. Density-dependent synthetic field from synchro-
nized shaking and interaction strength modulation. (a) The
upper panel plots the mean, microscopic density for circular
shaking (θs = 90
◦). Each curve is colored as in Fig. 1(b).
The lower panel shows the modulated interaction strength
g (t) = g0−g1 cos (ωt− θg). The modulated interactions raise
(lower) the energy of quasimomentum states whose density
oscillates in phase (out of phase) with the interaction modu-
lation. (b) Modulated interaction factors for θg = 90
◦ (left)
and θg = 45
◦ (right). (c) Measurement of the average quasi-
momentum of the condensate (q∗ = 0.08 qL) in the presence of
the interaction-induced field (circles). Error bars show stan-
dard error. The dashed curves show simultaneous, sinusoidal
fits, which yield a phase offset of only 4 ± 3◦ from expecta-
tions. Simulations using the Gross-Pitaevskii equation [39]
(solid magenta curves) agree well with the experiment.
occupation-dependent Peierls phase does not rely on the
small momentum limit [37]. The static interaction factor
η
(0)
q , which does not correspond to a gauge potential, can
be made negligible by reducing the average interaction
strength g0. Salient examples of the modulated interac-
tion factors from a numerical calculation are shown in
Fig. 4(b).
5Experimentally, we test for the interaction-induced
gauge field by measuring the bias toward particular
quasimomenta as a function of the interaction phase θg.
We first prepare the condensate in a stationary lattice
with an oscillating scattering length. We then begin to
circularly shake the lattice, linearly increasing the shak-
ing amplitude and driving the system across the phase
transition. After a brief settling time, we measure the
momentum distribution ρ(q) based on time-of-flight ex-
pansion [36] and calculate the average quasimomentum
〈q〉 = ´ dqqρ(q) [37].
The average quasimomentum after the phase transition
shows a clear bias depending on the interaction mod-
ulation phase θg, indicative of the interaction-induced
gauge field, see Fig. 4(c). Based on the form of the
gauge potential shown in Eq. (7), we expect the bias-
ing along the x− and y−axes to take the approximate
forms 〈qx〉 ∝ cos(θg − 45◦) and 〈qy〉 ∝ sin(θg − 45◦). Si-
multaneous, sinusoidal fits to the data in Fig. 4(c) yield
a phase consistent with this prediction. The magnitude
of the bias in momentum does not reach q∗, since it de-
pends sensitively on the dynamics of crossing the phase
transition [11, 35] as well as the magnitude of the gauge
potential. In principle, the size of the interaction induced
field, and therefore the bias, can be increased by using a
larger interaction modulation amplitude. However, doing
so can induce other instabilities in the gas [40–42].
To confirm that the magnitude of the observed ef-
fect matches theoretical expectations, we have performed
simulations of this experiment using the Gross-Pitaevskii
equation [39]. The resulting magenta curves in Fig. 4(c),
which show the average outcomes of five simulations at
each θg (20
◦ steps) with different random noise seeds,
agree nicely with our experiments.
In summary, we have demonstrated an interaction-
induced gauge field based on synchronous lattice shaking
and interaction strength modulation. Our work presents
a paradigm to guide the simulation of gauge field theories
using ultracold atom systems. For example, this scheme
can be used directly to simulate the anyon-Hubbard
model [23, 25–27], as detailed in the supplement [37].
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SUPPLEMENTARY MATERIAL
In the first section of the supplement we provide de-
tails on the experimental procedures used to test for the
density-dependent gauge field. In the remainder of the
supplement we sketch the theoretical treatment which
demonstrates how our synthetic gauge potentials arise.
In the second section, we treat our system in momentum-
space within the mean-field approximation, deriving the
key results presented in the main text. In the third sec-
tion, we lift the mean-field approximation and develop
a tight-binding model for a one-dimensional version of
our system, showing that synchronized shaking and inter-
action strength modulation lead to a density-dependent
Peierls phase for tunneling in the lattice. Finally, using
this tight-binding picture, we present a mapping of our
bosons with an interaction-induced gauge field onto the
Anyon-Hubbard model for particles with fractional ex-
change statistics propagating in a one-dimensional chain.
EXPERIMENT DETAILS
Our experiments utilize Bose-Einstein condensates of
N = 30, 000 cesium atoms prepared in a harmonic trap
with horizontal frequencies ωx ≈ ωy = 2pi × 8Hz and
tight vertical confinement of ωz = 2pi× 200 Hz. We load
the atoms into a 2D, square optical lattice with lattice
spacing d = pi/qL = 532 nm. The lattice depths V0 along
both directions are equal and small enough to maintain
superfluidity of the gas. The lattice can then be shaken
with identical peak-to-peak amplitudes s and angular fre-
quencies ω along both axes.
To test for the presence of interaction-momentum cou-
pling in the presence of the shaken lattice but without
interaction strength modulation, we drive condensates
across the phase transition with different shaking phases
θs and measured the resulting quasimomentum distribu-
tion, as shown in Fig. 3 of the main text. For these
experiments, we use a lattice depth of V0 = 8.86 ER,
where ER = h¯
2q2L/2m = h × 1.33 kHz is the recoil en-
ergy, and shaking frequency ω = 2pi × 8 kHz; at this
depth, the bare tunneling energy is J = h × 33 Hz. We
employ a constant scattering length of a0 = 16 aB , where
aB is the Bohr radius, such that g0ρ = h × 80 Hz in
the center of the gas. After loading the condensate into
the lattice, we linearly increase the shaking amplitude
to s = 20 nm over 100 ms, exceeding the critical am-
plitude sc = 13 nm to drive the condensate across the
phase transition. This slow ramp causes domains to form
close to the critical point, where the four kinetic energy
wells are shallow and therefore the relative importance of
the interaction-momentum coupling energy to determin-
ing the domain structure is enhanced. We subsequently
increase the shaking amplitude to s = 32 nm over 10 ms
in order to increase the momentum separation between
the states, making them easier to distinguish during de-
tection. Finally, we hold the gas for another 120 ms to
ensure that domains have clearly formed, after which we
perform a short (5 ms) time-of-flight which enables us
to reconstruct the original, in-situ domain distribution;
see Ref. [35] for details on the reconstruction procedure.
In particular, we can extract the density distributions
ni(r) of atoms occupying the quasimomentum state in
the i’th quadrant; for example, n1 is the density in the
(+q∗, +q∗) state. From these we calculate the pseudo-
spin density along each lattice axis, jx = n1+n4−n2−n3
and jy = n1 + n2 − n3 − n4.
To test for the density-dependent gauge field we ap-
ply synchronized lattice shaking and interaction strength
modulation and measure the bias toward particular
quasimomenta as a function of the interaction phase θg.
Here, we prepare the condensate in a stationary lattice
of depth V0 = 4 ER with a static scattering length of
a0 = 16 aB before ramping up the scattering length mod-
ulation amplitude to a maximum value of a1 = 25 aB over
25 ms. At this stage, the modulated interaction energy
scale is g1ρ = h× 125 Hz, comparable to the bare tunnel
coupling of J = h × 113 Hz. We then begin to circu-
larly shake the lattice with frequency ω = 2pi × 6.3 kHz,
increasing the shaking amplitude to s = 26 nm over
70 ms, which drives the system across the phase tran-
sition. After a settling time of 10 ms, we measure the
momentum distribution ρ(q) based on time-of-flight ex-
pansion [36] and calculate the average quasimomentum
7〈q〉 = ´ dqqρ(q). Note that experiments performed for
a wide range of lattice depths and shaking frequencies
exhibit qualitatively similar results.
INTERACTION-INDUCED GAUGE FIELDS
FROM FLOQUET THEORY
We describe our system, consisting of a Bose conden-
sate in a shaken two-dimensional optical lattice with the
many-body Hamiltonian
H (t) =
ˆ
dr ψˆ† (r, t) (H0 (t)− µ) ψˆ (r, t) (S1)
+
g (t)
2
ˆ
dr ψˆ† (r, t) ψˆ† (r, t) ψˆ (r, t) ψˆ (r, t) ,
where ψˆ† (r, t)
(
ψˆ (r, t)
)
creates (destroys) a bo-
son at position r = (x, y) and time t, H0 (t) =
− h¯22m∇2 + VL (r− δr (t)) is the time-dependent single-
particle Hamiltonian in a shaken lattice, µ is the chemical
potential of the Bose gas, and the interaction constant
g (t) is periodically modulated.
Central for this paper is the assumption that the in-
teraction energy is sufficiently small so that the system
samples only the lowest Floquet band. This assumption
is well justified for the experimental parameters consid-
ered. While the question of optimal preparation of many-
body states is still a generally open question, we assume
we can use the Floquet adiabatic preparation scheme.
Single particle Floquet.– Our lattice VL (r) =
VL (x) + VL (y) is separable, with a shaking function
δr (t) = s [sin (ωt− φx) , sin (ωt− φy)] /2 composed of
a pure sine-wave oscillating at frequency ω = 2pi/τ ;
the phases φx = −φy = −θs/2 define the shaking
polarization θs, which tunes the system from circular
(θs = (j + 1/2)pi where j = 0, 1, ... is an integer) to
linear shaking (θs = jpi). Separability of the lattice
transfers to the single particle Floquet band structure,
since H0 (t) = Hx (t) + Hy (t), where Hx (t) and Hy (t
′)
commute at distinct times. The Floquet Hamiltonian
Hfloq = − iT lnU (τ) is therefore the sum of the Floquet
Hamiltonian as calculated along each direction individu-
ally, i.e., Hfloq = Hfloqx +H
floq
y , with Floquet eigenstates
given by product states ψfloq2D = ψ
floq
x ψ
floq
y , with corre-
sponding energy Efloqq = E
floq
qx + E
floq
qy .
We chose our shaking frequency h¯ω = Esp + δ to be
near resonant with the zero-momentum band gap Esp of
the two lowest bands, and choose δ > 0. This allows us
to approximate Hfloqx,y along direction x, y by a two-band
model [43]:
Hfloqx,y (qx,y) =
(
Es (qx,y) e
±iφx,yΩqx,y
e∓iφx,yΩ∗qx,y E
p (qx,y)− ω
)
. (S2)
The coupling Ωqx,y ∼ s can be used to drive the single
particle dispersion along each axis from a single well at
qx,y = 0 to a double-well structure at qx,y = ±q∗ at the
critical shaking amplitude s = sc.
Diagonalizing the 2× 2 Hamiltonian in Eq. (S2) gives
two Floquet bands. We consider only the band adia-
batically connected to the s band in the limit of zero
shaking. Since the rotating-wave approximation is valid,
ψfloqx,y is composed of only an s-band term coupled to
a p-band term rotating as eiωt; we denote the Floquet
wavefunction for this state as ψfloqq (x, t) = c
(s)
q u
(s)
q (x) +
ei(ωt−φ)c(p)q u
(p)
q (x), where u
(s,p)
q and c
(s,p)
q are respec-
tively the Bloch eigenfunction and Floquet coefficient for
the s, p bands in question. For notational convenience,
we will henceforth drop the superscript floq on Floquet
states. We will also sometimes drop the subscript on
qx,y and φx,y; this is meant to imply that there are two
equations, one for {x, qx, φx}, and one for {y, qy, φy}.
We conclude with a key observation: because of the
separability of H0 (t), the relative shaking phase between
the x and y components will not enter in the Floquet
energy.
Effects of time dependent interactions.– We now con-
sider a Bose condensate, and turn to the effects of many
body interactions through the mean field interaction en-
ergy, EI (t) = g(t)2
´
n2 (r, t) dr. Ultracold bosons will
tend to occupy the combination of the four kinetic energy
minima which also minimizes the total, time-averaged
interaction energy E¯I = 1τ
´ τ
0
EI (t) dt over one period
τ = 2pi/ω.
Since the interaction energy is minimized when all of
the atoms occupy the same quasi-momentum state, we
consider the marginal interaction energy for a particular
quasi-momentum state in the ground Floquet band,
Eq (t) = ∂EI
∂N
= ρg (t) 〈nq (t)〉 . (S3)
The factor,
〈nq (t)〉 = d2
ˆ d
0
ˆ d
0
|ψq (x, y, t)|4 dxdy, (S4)
is the density enhancement factor that characterizes the
increase in interaction energy due to the microscopic
density modulation induced by the lattice structure.
Here, the Floquet wavefunctions are normalized such
that
´ d
0
´ d
0
|ψq (x, y, t)|2 dxdy = 1. Without any lattice,
the density enhancement factor would take its minimum
value 〈nq (t)〉 = 1. In a shaking lattice, the density en-
hancement factor becomes greater than one and oscillates
at the shaking frequency ω.
The mean interaction energy per particle is,
Eq ≡ Eq (t), (S5)
where f (t) = 1τ
´ τ
0
f (t) dt represents period averaging.
We factor the energy as,
Eq = g0ρηq, (S6)
8where
ηq =
1
g0
g (t) 〈nq (t)〉 (S7)
is the interaction factor discussed in the main text. With
g (t) = g0−g1 cos (ωt− θg), we see that ηq = η(0)q + g1g0 η
(1)
q
naturally decomposes into a static term η
(0)
q = 〈nq (t)〉
and a dynamic term η
(1)
q = −cos (ωt− θg) 〈nq (t)〉.
We now calculate the interaction factor, starting with
the factorizeable Floquet wavefunction ψq (x, y, t) =
ψqx (x, t)ψqy (y, t), where ψq (x, t) = c
(s)
q u
(s)
q (x) +
ei(ωt−φ)c(p)q u
(p)
q (x); factorizability implies
〈nq (t)〉 = 〈nqx (t)〉
〈
nqy (t)
〉
. (S8)
The density can then be expressed as
nq (x, t) = |ψq (x, t)|2 = nq (x) + δnq (x, t) , (S9)
where
nq (x) =
∣∣∣c(s)q u(s)q (x)∣∣∣2 + ∣∣∣c(p)q u(p)q (x)∣∣∣2 , (S10)
and
δnq (x, t) = δnq (x) cos (ωt− φ) (S11)
= 2<
[
c(s)q u
(s)
q (x)
(
c(p)q u
(p)
q (x)
)∗
e−i(ωt−φ)
]
,
so
〈nq (t)〉 = 〈nq〉+ 〈δnq〉 sin (ωt− φ) +O
(
δn2q
)
.
When calculating the static interaction factor,
η(0)q = 〈nq (t)〉 = 〈nqx (t)〉
〈
nqy (t)
〉
(S12)
we get
η(0)q = 〈nqx〉
〈
nqy
〉
+ 〈δnqx〉
〈
δnqy
〉
sin (ωt− φx) sin (ωt− φy)
= 〈nqx〉
〈
nqy
〉
+ 〈δnqx〉
〈
δnqy
〉
cos (θs) /2, (S13)
where φx−φy = −θs/2, plus terms that are O
(
δn2q
)
, but
which are isotropic to O (q2), and therefore are not the
dominant symmetry breaking terms.
Performing a small q expansion, 〈δnq〉 →
√
2βsq, and
defining α = 〈nqx〉
〈
nqy
〉
, we obtain Eq. (4) in the main
text:
η(0)q = α+ βs
2qxqy cos θs (S14)
where α, and β depend on the shaken lattice parameters.
Numerical calculation of the interaction factor starting
with the the full Floquet-Bloch approximation results in
Fig. 2(c) of the main text.
Finally, the dynamic interaction factor η
(1)
q , is given by
η(1)q = −〈nqx〉
〈
δnqy
〉
cos (ωt− θg) sin (ωt− φy)−
〈
nqy
〉 〈δnqx〉 cos (ωt− θg) sin (ωt− φx) (S15)
= −〈nqx〉
〈
δnqy
〉
sin (Θ) /2− 〈nqy〉 〈δnqx〉 sin (Θ + θs) /2 +O(q2)
Expanding in small momentum, and taking θs = 90
◦, we have
η(1)q = −
√
αβ/2s (qx cos Θ + qy sin Θ) (S16)
= −
√
αβ/2sq · eΘ
This analysis has yielded Eq. (6) in the main text. Again, a complete numerical calculation of the interaction factor
can be performed, resulting in Fig. 4(b) of the main text.
The energy shift due to the dynamic interaction factor
can be understood as an interaction-induced synthetic
gauge field by noting that a charged particle of mass m in
a gauge potential A experiences a momentum-dependent
energy shift,
E = −q ·A
m
, (S17)
where we have incorporated the hypothetical charge of
the particle in the gauge potential itself. Equating this
form with the mean interaction energy per particle from
the dynamic interaction factor, Eq = −
√
αβ
2 sρg1q · eΘ,
yields the interaction-induced synthetic gauge field,
A(ρ) =
√
αβ
2
msg1ρ eΘ (S18)
presented as Eq. (7) of the main text.
9TIGHT-BINDING MODEL WITH
DENSITY-DEPENDENT PEIERLS PHASE
In this section we derive a Hubbard-type model for
our system in the tight-binding limit with an occupation-
dependent Peierls phase. We limit the discussion to one-
dimension for clarity, but the extension to multiple di-
mensions is straightforward. We will later show that, in
the mean-field and small-q limits taken above, this ap-
proach reproduces our previous results. However, the
tight-binding model provides a more complete picture of
the interaction-induced gauge field produced in our sys-
tem. Moreover, in the next section we utilize this tight-
binding model to show that our system can be mapped
onto the Anyon-Hubbard model for anyons in a one-
dimensional lattice.
In the tight-binding limit of a deep lattice, the un-
shaken j’th Bloch wavefunction can be written simply
as a sum of j’th harmonic oscillator eigenstates φ(j)(x)
centered on each lattice site,
u(j)q =
∑
n
eiqdnφ(j)(x− dn). (S19)
As before, we assume that the interaction energy is suf-
ficiently small that the system samples only the lowest
Floquet band. For small shaking amplitudes, the low-
est Floquet wavefunctions are predominantly composed
of the s-state with a small admixture  sd (  1) of the
p-state,
ψq(x, t) = u
(s)
q + 
s
d
ei(ωt−φ)u(p)q , (S20)
where we have assumed that the detuning δ(q) ≡ ω −
(Ep(q)−Es(q)) is large compared to the bandwidth, such
that it can be treated as essentially constant across the
Brillouin zone.
Here, we wish to work with the corresponding Floquet
Wannier functions on each site,
wn(x, t) = φ
(s)(x−dn)+ s
d
e−i(ωt−φ)φ(p)q (x−dn). (S21)
Having restricted to the lowest Floquet band, we can
write the field operator as
ψˆ(x) =
∑
n
wn(x)bn (S22)
where the operator bn annihilates a boson in the lowest
Floquet band at site n. Under these assumptions, the
effective Hamiltonian (see Eq. S1) becomes
Heff = −J
∑
n
(
b†nbn+1 + b
†
n+1bn
)
+
1
2
∑
npqr
Unpqrb
†
nb
†
pbqbr
(S23)
where the bare tunneling J is determined by the width of
the lowest Floquet kinetic energy band, the interaction
coefficients are
Unpqr =
1
T
ˆ T
0
dtg(t)
ˆ
dxw∗n(x, t)w
∗
p(x, t)wq(x, t)wr(x, t),
(S24)
and we have assumed an infinite chain of sites for sim-
plicity.
We can greatly simplify the interaction terms by noting
that, just as the tight-binding limit allows us to neglect
tunneling terms beyond nearest-neighbors, the wannier
functions are sufficiently well localized that we can drop
most of the terms in the series. As usual, the domi-
nant term arises from the on-site interaction term Unnnn.
However, here the next-lowest order terms, for example
Unnnn+1 in which a single neighboring site is included,
are also relevant. These terms encode tunneling processes
whose amplitude depends on the number of atoms occu-
pying the sites tunneled between, which give rise to the
interaction-induced gauge field that we have observed.
Dropping all of the higher order terms, the Hamiltonian
becomes,
Heff = −J
∑
n
(
b†nbn+1 + H.c.
)
+
1
2
∑
n
U0N
2
n+∑
n
(
b†n
(
U1Nn + U
∗
−1Nn+1
)
bn+1 + H.c.
)
(S25)
where H.c. denotes the Hermitian conju-
gate of the previous term, Nn ≡ b†nbn is the
atom number in site n, and the interaction
coefficients U0 ≡ 1T
´ T
0
dtg(t)
´
dx |w0(x, t)|4,
U1 ≡ 1T
´ T
0
dtg(t)
´
dx |w0(x, t)|2 w∗0(x, t)w1(x, t),
and U−1 ≡ 1T
´ T
0
dtg(t)
´
dx |w0(x, t)|2 w∗0(x, t)w−1(x, t)
are determined by the shaken lattice and interaction
modulation parameters.
To show that this result corresponds to an interaction-
induced gauge field we rewrite the effective Hamiltonian
in the form,
Heff = −
∑
n
(
b†nJ˜n,n+1bn+1 + H.c
)
+
1
2
∑
n
U0Nn(Nn − 1), (S26)
which appears as a Bose-Hubbard model but with an
occupation-dependent tunneling amplitude
J˜n,n+1 ≡ J − U1Nn − U∗−1Nn+1. (S27)
When the coefficient U1 is complex, this results in
an occupation-dependent Peierls phase for the tunnel-
ing amplitudes, which is equivalent to the interaction-
induced gauge field [23–25]. For clarity, in the remainder
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of this section, we will assume that the average interac-
tion strength g0 is negligible and focus on the gauge field
which arises from g1. Evaluating the integrals above, we
find the expressions for U±1:
U±1 = ±g1sγ
2
e−i(θg−φ), (S28)
where the constant γ is determined by the shaken lattice
parameters.
To verify that this result is equivalent to the mean-
field, momentum-space result above, we can take the
mean-field approximation where Nn = Nn+1 = ρd
2. In
that case, the mean-field effective tunneling is J˜MF =
J + isg1ργd
2 cos(Θ). Transforming back to momentum-
space with momentum q, the ordinary tunneling term J
contributes the cosine band Eq = −2J cos(qd), while the
imaginary density-dependent term in J˜MF adds a sinu-
soidal contribution,
Eqx,MF = −
√
αβ/2
s
md
cos(Θ) sin(qxd) (S29)
where we have identified g1ργd
3m ≡ √αβ/2 by com-
paring our two derivations (in both cases, the additional
constants α, β, and γ are determined by the lattice pa-
rameters ). In the limit qxd  1, where sin(qxd) ≈
qxd, this expression reproduces the x-component of
Eq. (S17) above for the mean-field momentum-dependent
energy shift from the interaction-induced gauge poten-
tial. This correspondence verifies that the real-space and
momentum-space approaches are equivalent. Moreover,
this derivation provides the complete form of the energy
shift across the Brillouin zone, showing that it is sinu-
soidal in quasimomentum.
Returning to the full treatment without the mean-
field approximation, we can substitute Eq. (S28) into
Eq. (S27) to find that the effective tunneling takes the
simple form,
J˜n,n+1 ≡ J + iJint cos(Θ) (Nn +Nn+1) , (S30)
where the real constant Jint ≡ g1sγ2 is determined by
the shaken lattice and interaction-strength modulation
parameters. The tunneling coefficient can be re-written
in the form,
J˜n,n+1 ≡ Jn,n+1 exp (iθn,n+1) , (S31)
with magnitude,
Jn,n+1 ≡
√
J2 + J2int cos
2(Θ) (Nn +Nn+1)
2
, (S32)
and an occupation-dependent Peierls phase,
θn,n+1 ≡ arctan
(
Jint cos(Θ)(Nn +Nn+1)
J
)
. (S33)
This occupation-dependent Peierls phase encodes the
interaction-induced gauge potential which is experimen-
tally demonstrated in our work.
In some cases systems with apparent gauge fields can
be directly mapped to a trivial Hamiltonian with no
gauge field; for an example, see the supplementary ma-
terial of Ref. [24]. We note that, unlike the trivial case
explained there, our Peierls phase depends on the sum of
the occupations on adjacent sites (Eq. S33), rather than
the difference. Moreover, in the next section we present
a mapping of our system onto the Anyon-Hubbard model
[23, 25–27], precluding the possibility that it can gener-
ally be mapped onto an ordinary Bose-Hubbard model.
REALIZING THE ONE-DIMENSIONAL
ANYON-HUBBARD MODEL
In synthetic systems, one can sometimes generate par-
ticles which are neither bosons nor fermions, but behave
as anyons with annihilaton operator an that have a sta-
tistical exchange phase θ which differs from both 0 and pi,
such that they satisfy a generalized commutation relation[
an, a
†
m
]
θA
≡ ana†m − e−iθAsgn(n−m)a†man = δnm (S34)
where sgn(x) is the sign function,
sgn(n−m) =
 1, n > m0, n = m−1, n < m
 .
Note that these anyons acquire a phase θA when two par-
ticles on different sites exchange places, but two particles
on the same site satisfy the normal bosonic commutation
relation even for θA 6= 0. A variety of recent proposals
have suggested the possibility of generating effectively
anyonic gases in one-dimensional ultracold atomic gases
[23, 25–27]. A paradigmatic model describing such par-
ticles is the Anyon-Hubbard model [23, 25–27], in which
these quasiparticles with exotic exchange phases are gov-
erned by a typical Hubbard Hamiltonian,
HA = −JA
∑
n
(
a†nan+1 + a
†
n+1an
)
+
1
2
∑
n
UAa
†
na
†
nanan.
(S35)
The Hamiltonian for our system derived in the previous
section can be readily mapped onto the one-dimensional
Anyon-Hubbard model. The bosonic operators transform
into anyon operators with the relationship,
an = exp
(
i
θA
2
Nn + iθA
∞∑
m=n+1
Nm
)
bn. (S36)
With this transformation, simple algebra can verify
that the effective Hamiltonian maps onto the Anyon-
11
Hubbard Hamiltonian Eq. (S35) and that the anyon oper-
ators Eq. (S36) satisfy the desired commutation relation
Eq. (S34).
The parameters of the resulting Anyon-Hubbard model
after the transformation are
θA ≈− 2Jint cos(Θ)J , (S37)
JA ≈ J, (S38)
UA = U0, (S39)
where the first two relationships rely on the assump-
tion that the statistical angle θA is small (specifically,
tan(θA/2) ≈ θA/2; c.f. Eq. (S33)). Note that this limi-
tation is not too stringent, especially in light of the fac-
tor of two in Eq. (S38) (which arises because particles
acquire the phase θA/2 when tunneling onto and again
when tunneling away from other particles). For exam-
ple, one can set parameters to achieve an anyon phase
of θA1 = pi/4 for atoms tunneling across one neighbor
at a time, and the effective phase per exchange θA2 for
tunneling across two neighbors simultaneously (i.e. tun-
neling into, and subsequently out of, a site which was
already doubly occupied) would have an error of only
θA2 − 2θA1 = 2 arctan (2 tan (θA1/2)) − 2θA1 ≈ −pi/17.
Further improvement in this respect can be achieved by
taking advantage of other interaction terms which add
a negative real component to the density-dependent tun-
neling, but the details of these corrections are beyond the
scope of this work. Alternatively, one can exactly achieve
arbitrary statistical angles (up to pi) as long as it is possi-
ble to neglect events in which particles tunnel onto sites
which were already occupied by two (or more) other par-
ticles; for example, this treatment would be valid in the
limit of low density.
The correspondence between the occupation-
dependent Peierls phase and anyonic statistics is
only valid in one dimension. When the system has
multiple dimensions, particles can exchange locations
without ever residing in the same site. In the one-
dimensional chain, particles are forced to tunnel on top
of each other in the process of exchanging locations,
and thus the occupation-dependent tunneling phase is
equivalent to a statistical exchange phase as shown.
Note that our method for simulating the Anyon-
Hubbard model takes an approach distinct from pre-
vious proposals; for example, while the proposals in
Ref. [25, 27] relied on a shaking protocol which induces
photon-assisted tunneling to modify the dynamics within
the s-band while maintaining static interaction strength,
our proposal relies on creating a small admixture of the
p-band into the s-band and synchronizing the shaking
lattice with interaction strength modulation using a Fes-
hbach resonance.
