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We prove the following simple uniqueness theorem: Let A and B
be two integral symmetric matrices with the same irreducible
characteristic polynomial. If there exist rational orthogonal matrices
Q such that B = Q T AQ , then Q is unique up to a sign. An
application of the theorem to the reconstruction conjecture is
provided.
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1. Introduction
We start by ﬁxing some notations (see e.g. [7]). Given a graph G = (V , E) with vertex set V =
{v1, v2, . . . , vn}, let Gi denote the graph obtained from G by deleting the ith vertex vi and its incident
edges. G is said to be reconstructible if it can be determined (up to isomorphism) by the collections of
its vertex-deleted graphs Gi . Fix n  3 from now on. The famous reconstruction conjecture in graph
theory, also known as Ulam’s conjecture, states that every graph with n vertices is reconstructible.
The reconstruction conjecture can be formulated in algebraic terms (see also [2]): Let A and B
be two n by n real symmetric matrices, let Ai and Bi denote the matrix obtained from A and B by
deleting the ith row and ith column, respectively. Matrices A and B are said to be hypomorphic, if
there exists an n − 1 by n − 1 permutation matrix σi such that Bi = σi Aiσ Ti for each i. Then the
algebraic version of the reconstruction conjecture can be stated as follows:
Conjecture 1. If A and B are hypomorphic, then there exists an n by n permutation matrix σ such that
B = σ Aσ T .
Clearly, Conjecture 1 implies the reconstruction conjecture. Let us remark that it is not diﬃcult to
show that Conjecture 1 is true for any real symmetric matrices, iff it is true for any integral symmetric
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to assume that A and B are symmetric matrices with integer entries.
Some linear algebra methods, pioneered by Tutte [7], have been used successfully to attack the
reconstruction conjecture. For example, Tutte showed, among other things, that the characteristic
polynomial of a graph is reconstructible. In particular, he proved that graphs with irreducible charac-
teristic polynomials are reconstructible.
Considerable efforts have been made by some authors to rebuild or to extend Tutte’s results, by
using different methods, see e.g., [1–3,5]. In this paper, we give some results along this line of re-
search. Our method is purely linear algebraic and has an arithmetical ﬂavor. Our starting point is a
simple theorem on the uniqueness of those rational orthogonal matrices, which carry out the similar-
ity of two given integral symmetric matrices with the same characteristic polynomial. More precisely,
let φ(A, x) = det(xI − A) (or brieﬂy φ(A)) denote the characteristic polynomial of matrix A, we prove
the following theorem:
Theorem 1.1. Let A and B be two integral symmetric matrices such that φ(A) = φ(B) with φ(A) being ir-
reducible over Q[x]. Suppose that there exist rational orthogonal matrices Q such that Q T AQ = B. Then Q
must be unique (up to a sign).
We remark that in general, φ(A) = φ(B) does not imply that there must exist a rational orthogonal
matrix Q such that Q T AQ = B . Here is a simple example: Let A and B be the adjacency matrices of
two graphs C4 ∪ K1 and K1,4, respectively. Then it is not diﬃcult to show that φ(A) = φ(B), but there
is no rational orthogonal matrix Q such that Q T AQ = B (we leave this as an exercise to the reader).
As a simple application of Theorem 1.1, we obtain the following theorem on matrix reconstruction:
Theorem 1.2. Suppose that A and B are two integral symmetric matrices such that φ(A) = φ(B) and φ(Ai) =
φ(Bi) for each i. If φ(A) is irreducible overQ[x], then there exists a diagonal matrix D with each diagonal entry
being ±1 such that B = DT AD.
On the one hand, Theorem 1.2 slightly generalizes a theorem of Tutte’s (see [7, Theorem 10.1])
in the following sense: By Tutte’s argument, it can only be deduced that bij = ±aij , where A = (aij)
and B = (bij). In the proof of his theorem, Tutte actually uses the fact that A and B are non-negative
matrices since they are the adjacency matrices of two graphs. However, if A and B are integral sym-
metric matrices, the fact that bij = ±aij for each i, j does not imply that B = DT AD as shown in
Theorem 1.2.
On the other hand, Theorem 1.2 enables us to give a partial answer to a conjecture of He. More
recently, He [3] posed the following conjecture:
Conjecture 2. Let A be a real symmetric matrix. Then there exists a subgroup G(A) ⊂ O (n) (the orthogonal
group of order n) such that a real symmetric matrix B satisﬁes the property that φ(A) = φ(B) and φ(Ai) =
φ(Bi) for each i iff B = U AU T for some U ∈ G(A).
Thus, Conjecture 2 is true if A and B are integral symmetric matrices with φ(A) being irreducible.
And accordingly, G(A) can be chosen to be Zn2, i.e., the set of all diagonal matrices with each diagonal
entry being ±1.
Finally, we mention that Theorem 1.2 is not true if φ(A) is allowed to be reducible. A counterex-
ample will be given by using Hadamard matrices. This means that group G(A) in Conjecture 2 cannot
always be chosen to be Zn2 generally.
The rest of the paper is organized as follows: In Sections 2 and 3, we give the proof of Theorems
1.1 and 1.2, respectively. The above mentioned counterexample will be given in Section 4.
2. Proof of Theorem 1.1
We begin by recalling some elementary results from algebraic number theory. Let Q be the ﬁeld
of rational numbers. An algebraic number is a root of a polynomial with rational coeﬃcients. For an
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(called the minimal polynomial of α) such that χ(α) = 0. If f (x) ∈ Q[x] with f (α) = 0, then χ(x)
divides f (x). This property will be frequently used in the sequel. Denote by Q(α) the ﬁnite extension
of Q by adding α. Q(α) is a number ﬁeld and each element of which can be written as a polynomial
of α of degree less than m.
The following lemma shows that the entries of the eigenvectors of A can be written as some
polynomials of the corresponding eigenvalues.
Lemma 2.1. Suppose that A is an integral symmetric matrix with φ(A) being irreducible. Let λ1, λ2, . . . , λn
be the eigenvalues of A. Then there exist polynomials φi(x) ∈ Q[x] (i = 1,2, . . . ,n) such that ξk =
(φ1(λk),φ2(λk), . . . , φn(λk))
T is an eigenvector of A associated with λk, for k = 1,2, . . . ,n.
Proof. Solving the linear systems of equations Aξ1 = λ1ξ1 by Gaussian elimination gives that ξ1 =
(v1, . . . , vn)T , where vi ∈ Q(λ1) (i = 1, . . . ,n). Note that each element in Q(λ1) can be written as a
polynomial of λ1 of degree less than n. Thus we have
ξ1 =
(
φ1(λ1),φ2(λ1), . . . , φn(λ1)
)T
,
where φi(x) ∈ Q[x] with degree less than n, for i = 1, . . . ,n. Next we need to show that ξk =
(φ1(λk),φ2(λk), . . . , φn(λk))
T (k = 2, . . . ,n) are eigenvectors of A(G). By the ith equation of Aξ1 =
λ1ξ1, we have
θi(λ1) :=
n∑
j=1
aijφ j(λ1) − λ1φi(λ1) = 0, i = 1, . . . ,n.
Note that φ(A) is irreducible. It follows that φ(A)|θi(λ), and hence θi(λk) = 0, for k = 2, . . . ,n. Thus
ξk is the eigenvector associated with λk for k = 2, . . . ,n. The proof is complete. 
With the same notations as in Lemma 2.1, we have the following lemma:
Lemma 2.2. Suppose that φ(A) is irreducible. Let
ξ˜i = 1√∑n
l=1 φ2l (λi)
(
φ1(λi),φ2(λi), . . . , φn(λi)
)T
be the normalized eigenvector of A associated with λi (i = 1, . . . ,n). Let P = [ξ˜1, ξ˜2, . . . , ξ˜n] and Λ =
diag(ε1, ε2, . . . , εn), where εi = ±1 for each i. Suppose that PΛP T is a rational matrix. Then Λ = ±I .
Proof. Let Q = (qij) := PΛP T be a rational matrix. Clearly we have PΛ = Q P . Comparing the (1, i)th
entry of both sides of the above matrix equality gives:
εiφ1(λi) =
n∑
k=1
q1kφk(λi), i = 1, . . . ,n. (1)
For i = 1, we have ε1φ1(λ1) = ∑nk=1 q1kφk(λ1). Note that q1k is a rational number for each k. It
follows that λ1 is a root of the polynomial ψ(x) := ε1φ1(x) −∑nk=1 q1kφk(x) ∈ Q[x]. Thus φ(A)|ψ(x),
which implies ψ(λi) = 0 for each i. Therefore, ε1φ1(λi) =∑nk=1 q1kφk(λi) for i = 2, . . . ,n. Moreover,
φ1(λi) = 0 for each i (for otherwise, if φ1(λi) = 0 for some i, then φ1(λi) = 0 for each i. The matrix P
would be singular; a contradiction!). Combining these with Eq. (1), we get that εi = ε1 for each i.
That is, all εi are equal. Thus the lemma follows. 
Proof of Theorem 1.1. Suppose that there exists another rational orthogonal matrix Q 1 such that
Q T1 AQ 1 = B . We prove that Q 1 = ±Q . Note that
Q T1 AQ 1 = B = Q T AQ .
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normalized eigenvectors of A associated with eigenvalues λi . Clearly we have
AU ξ˜i = U Aξ˜i = λiU ξ˜i, i = 1,2, . . . ,n.
Moreover, since λi (i = 1,2, . . . ,n) are distinct, and ξ˜i (i = 1,2, . . . ,n) are all real vectors. It follows
from the orthogonality of U that U ξ˜i = ±ξ˜i holds for each i. Let P = [ξ˜1, ξ˜2, . . . , ξ˜n]. Then we have U =
PΛP T , where Λ is a diagonal matrix with each diagonal entry being ±1. It follows from Lemma 2.2
that Λ = ±I , and hence U = ±I . So we have Q 1 = ±Q . The proof is complete. 
3. Proof of Theorem 1.2
Before giving the proof of Theorem 1.2, we need a few more lemmas.
Lemma 3.1. (See [4].) Let A and B be two symmetric matrices such that φ(A) = φ(B). Suppose that all the
eigenvalues of A are simple. Then for a ﬁxed i, φ(Ai) = φ(Bi) iff (eTi ξ˜k)2 = (eTi η˜k)2 (k = 1, . . . ,n), where ξ˜k
and η˜k (k = 1, . . . ,n) are the normalized eigenvectors of A and B respectively, and ei is the ith standard unit
vector of Rn.
Lemma 3.2. Let A and B be two integral symmetric matrices such that φ(A) = φ(B) and φ(Ai) = φ(Bi) for
some i. Assume further that all the eigenvalues of A are simple. Then there exists an orthogonal matrix Q i such
that
Q Ti AQ i = B, Q Ti ei = ei . (2)
Proof. Let ξ˜k and η˜k be the normalized eigenvectors of A and B associated with the eigenvalues λk ,
respectively (k = 1,2, . . . ,n). By Lemma 3.1, we have eTi ξ˜k = ±eTi η˜k . Choose the sign of η˜k such that
eTi ξ˜k = eTi η˜k . Let P1 = [ξ˜1, ξ˜1, . . . , ξ˜n], P2 = [η˜1, η˜1, . . . , η˜n] and Q i = P1P T2 . Then it can easily be veri-
ﬁed that Q i is an orthogonal matrix, Q Ti ei = ei , and Q Ti AQ i = B . 
Lemma 3.3. Suppose that A and B are as in Lemma 3.2. Suppose that φ(A) is irreducible. If Q i is an orthogonal
matrix that satisﬁes Eq. (2), then Q i is rational.
Proof. It follows from Eq. (2) that
Q Ti
[
ei, Aei, . . . , A
n−1
i ei
]= [ei, Bei, . . . , Bn−1i ei
]
.
Next we show that matrix Wi =: [ei, Aei, . . . , An−1i ei] is non-singular.
Suppose there exist c0, c1, . . . , cn−1 such that
c0ei + c1Aei + · · · + cn−1An−1ei = 0.
Let ξ˜k be the normalized eigenvectors of A associated with λk (k = 1, . . . ,n). Let P = [ξ˜1, ξ˜2, . . . , ξ˜n].
Write A = P diag(λ1, λ2, . . . , λn)P T . It follows that P diag(h(λ1),h(λ2), . . . ,h(λn))P T ei = 0, where
h(x) = c0 + c1x+ · · · + cn−1xn−1. Since P T ei is not zero, we have h(λk) = 0 for some k, and hence for
k = 1, . . . ,n. By the irreducibility of φ(A) we get that h(x) ≡ 0, and hence c0 = 0, c1 = 0, . . . , cn−1 = 0.
That is, the columns of Wi are linearly independent, and hence Wi is non-singular. Thus Q Ti =
[ei, Bei, . . . , Bn−1i ei]W−1i is rational, and hence Q i is rational. This completes the proof. 
Now we are ready to give the proof of Theorem 1.2.
Proof of Theorem 1.2. For each i, by Lemmas 3.2 and 3.3 we get that there exists a rational or-
thogonal matrix Q i such that Q Ti AQ i = B and Q iei = ei . Note that Q iei = Q Ti ei = ei , it follows that
(Q i)ii = 1 and (Q i)i j = 0 for j = i. Using Theorem 1.1 we get Q 2 = ±Q 1, Q 3 = ±Q 1, . . . , Qn = ±Q 1.
Thus Q 1e1 = e1, Q 1e2 = ±e2, . . . , Q 1en = ±en , i.e., Q 1 is a diagonal matrix with each diagonal entry
being ±1. Let D = ±Q 1. Then we have DT AD = B . This completes the proof. 
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An n by n matrix H is a Hadamard matrix if each entry of H is ±1 and HT H = nIn . Two Hadamard
matrices H1 and H2 are said to be inequivalent if H1 cannot be obtained from H2 by permuting rows,
permuting columns, and multiplying rows or columns by −1.
It is known (see e.g. [6]) that there exist two 16 by 16 inequivalent Hadamard matrices H1 and H2.
This fact will be used to construct a counterexample to Theorem 1.2 without the assumption that
φ(A) being irreducible.
Let H˜1 = H1/4 and H˜2 = H2/4. Then H˜1 and H˜2 are orthogonal matrices. Let
A = H˜1ΔH˜ T1 , B = H˜2ΔH˜ T2 , (3)
where Δ = diag(λ1, λ2, . . . , λn) is a diagonal matrix with λ1, λ2, . . . , λn being distinct integers. Clearly,
the eigenvector ξk (resp. ηk) of A (resp. B) associated with λk corresponds to the kth columns of H˜1
(resp. H˜2). Thus, for a ﬁxed i, ξ Tk ei = ±ηTk ei for each k. By Lemma 3.1, we have φ(A) = φ(B) and
φ(Ai) = φ(Bi) for each i. Now we claim that there exists no Q = P D such that Q T AQ = B , where
P is a permutation matrix, and D is a diagonal matrix all of whose diagonal entries are ±1. If not,
suppose Q T AQ = B , from which we get
DP T H˜1ΔH˜
T
1 P D = H˜2ΔH˜ T2 ,
that is, Δ(H˜ T1 P DH˜2) = (H˜ T1 P DH˜2)Δ. Since the diagonal entries of Δ are distinct, we get that D1 :=
H˜ T1 P DH˜2 is a diagonal matrix. Since D1 is also an orthogonal matrix, all of the diagonal entries
of D1 must be ±1. It follows that H1 = P DH2D1, which contradicts the fact that H1 and H2 are
inequivalent.
Let us summarize the above discussions as follows: Let A and B be two matrices given as in
Eq. (3). We can assume that A and B are integral symmetric matrices, otherwise we can clear the
denominators. Now, φ(A) can be completely factored over Q[x] (note λk,k = 1,2, . . . ,n are all inte-
gers), and φ(A) = φ(B) and φ(Ai) = φ(Bi) for each i. Nevertheless, there is no matrix of the form P D
such that B = DT P T AP D , where P is a permutation matrix, and D is a diagonal matrix all of whose
diagonal entries are ±1. Thus, we get the conclusion that Theorem 1.2 is no longer true if φ(A) is
allowed to be reducible. This also shows that the group G(A) in Conjecture 2 can be other group
than Zn2.
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