The Cluster-Weighted Modeling (CWM) is emerging as a versatile tool for modeling dynamical systems. It is a mixture density estimator around local models. To be specific, the input regions together with output regions are treated to be Gaussian serving as local models. These models are linked by a linear or non-linear function involving the mixture of densities of local models. The present work shows a connection between the CWM and Generalized Fuzzy Model (GFM) thus paving the way for utilizing the concepts of probability theory in fuzzy domain that has already emerged as a versatile tool for solving problems in uncertain dynamic systems.
Introduction
Cluster-Weighted Modeling, introduced by Gershenfeld et al. [1] is a versatile approach for deriving functional relationship between input data and output data by using a mixture of expert clusters. Each cluster is localized to a Gaussian input region having its own local trainable model. The CWM algorithm uses expectationmaximization (EM) to find the optimal location of the clusters in the input space and to solve for the parameters of the local model [2] .
CWM can be used as a modeling tool that allows one to characterize and predict systems of arbitrary dynamic character [3] . The framework employed in CWM is concerned with density estimation around Gaussian kernels containing simple local models that describe the system dynamics of a data subspace. In the simplest case, where we require only one kernel, the framework boils down to a simple model that is linear in the coefficients. In the complex case, we may need non-Gaussian, discontinuous, high-dimensional and chaotic models. In between CWM covers a wide range of models, each of which is characterized by a different local model. We can also create globally non-linear models with transparent local structures through the embedding of past practice and mature techniques in the general non-linear framework.
Fuzzy modeling has evolved over the years for dealing with problems of dynamic systems. Recently, Generalized Fuzzy Model is proposed in [7] , which generalizes the existing fuzzy models, viz., Compositional Rule of Inference (CRI) model and Takagi-Sugeno (TS) model. In this paper, we will show a strong connection between CWM and GFM. So far, GFM lacks a sound mathematical footing. But now, with this connection, GFM can gain a strong foothold and can be used to assimilate the strong points of probabilistic framework.
The organization of the paper is as follows. Section 2 gives the concept of CWM, the use of EM in estimating density functions and the model estimation. Section 3 briefly reviews the fuzzy models. Section 4 establishes the equivalence between the CWM and GFM. Finally, conclusions are drawn in Section 5.
Cluster-Weighted Modeling
It is hard to capture the local behavior with global beliefs. For example, if a smooth curve has some discontinuities then trying to fit the discontinuity we may miss the smoothness. Here, comes the need for a proper choice of a function to fit in so that the transition from low dimensional space to high dimension is easily achieved.
The above considerations suggest that for capturing the local behavior we need to estimate density using local rather than global functions. Kernel density estimation adopts this approach by placing a Gaussian at each data point. This requires retention of every point in the model. The better approach is to find important points to fit in a smaller number of local functions that can model larger neighborhoods. Mixture models preferably involving Gaussians can achieve this. These models lead to splitting of a dataset into a set of clusters. An example is the unsupervised learning algorithm, which must learn itself where to fit in the local functions. The next problem is to fit a mixture of Gaussians on random data uniformly distributed over the interval [0, 1] . This fitting requires a proper overlap of multiple Gaussians. What we need is the expansion of density around models that can locally describe more complex behavior. The goal is to capture the functional dependence as part of density estimate for a system. Assuming N observations, we have{ 
Or using the full covariance matrix as in (1)
Note that the covariance matrix lets one cluster capture a linear relationship that would require many separate clusters to describe. The output term is also taken be Gaussian but incorporating its dependence with the input.
The mean of the Guassian is a function f that depends on x and a set of parameters m α . So, the conditional expected value of y is: 
We observe that the expected y is a superposition of all the local functionals
where the weight of each contribution depends on the posterior probability that input was generated by a particular cluster. The denominator assumes that the sum of weights of all contributions equals unity.
In the expected output (10), the Gaussians control the interpolation among the local functions, instead of serving directly as the basis for functional approximation. This means that the function f can be chosen to reflect the local relationship between x and y , which could be linear and even one cluster could model its behavior. We now calculate the posteriors using the forward probabilities.
Expectation-Maximization (EM)
The Expectation-Maximization algorithm [8] is used to estimate the probability density of a set of given data. In order to model the probability density of the data, Gaussian Mixture Model is used. The probability density of the data is modeled as the weighted sum of a number of Gaussian distributions. In other words, EM is typically used to compute maximum likelihood estimates given incomplete samples.
Since, we fit the local model parameters m in CWM and then find the remaining cluster parameters in charge of the global weighting; we can use a variant of the EM algorithm [8] . It is an iterative search that maximizes the model likelihood given a data set and initial conditions. We start with a set of initial values for the cluster parameters and then enter the iterations in the Expectation step.
E-step:
In the E-step, we proceed with the current cluster parameters assuming them to be current in order to evaluate the posterior probabilities that relate each cluster to each data point. These posteriors can be interpreted as the probability that a particular data was generated by a particular cluster or as the normalized responsibility of a cluster for a point. where, the sum over densities in the denominator causes clusters to interact, fight over points and specialize in data, they best explain.
M-Step:
In the M-step, we proceed with the current data distribution assuming it to be correct in order to find the cluster parameters that maximize the likelihood of data. The new estimate for the unconditional cluster probabilities is Here, the idea is that an integral over a density can be approximated by an average over variables drawn from the density. Next, we compute the expected input mean of each cluster, which is the estimate of the new cluster means. These are used to update the cluster weights.
The new means are obtained as, (15) which is the cluster weighted expectation value for the m th cluster. In the above, we have used the sampling trick to evaluate the integrals and guide the cluster updates. This permits clusters to respond to both where the data are in the input space and their models in the output space. A cluster won't move to describe nearby data if they are better described by another cluster's model. If the two clusters' models work equally well then they will separate to better describe where the data are.
The cluster-weighted expectations are also used to update the variances. 
Model Estimation
The model parameters are chosen to maximize the cluster-weighted log-likelihood as follows: 
Linear Function Fitting
For linear output models, we assume the output function relative to the input centre as follows: α . This form was first conjectured in [4] . The actual form is shown in the Appendix by adapting a result from [10] .
The optimal parameters α of the cluster can be obtained by equating J ′ to zero. That is,
The above yield a set of linear equations for
.
In matrix form, the above equations appear as,
,
The mean of the output clusters are updated using the new means, : IF is is ... is
with k = 1, 2, …, K, K being the number of rules. The defuzzified output of CRI-model is given by
where, ( ) 
The Takagi-Sugeno (TS) Model
Rules of TS-model are of the following form:
: IF is
A linear form of ( ) k k f x is as follows: 
Conclusions
An overview of the Cluster-Weighted Modeling (CWM) is presented. The maximum likelihood estimation of parameters of function, linking the local models is derived. A linear form is derived for this function. The nonlinear form can fit into any type of model. The parameters of the local models are related to the input variances and input-output co variances.
The expected output of the CWM is shown to be similar to the defuzzified output of Generalized Fuzzy model (GFM). The conditions for their equivalence are also given. Because of this equivalence, the framework for the fuzzy model is established through CWM. As a consequence, it is now possible to determine the parameters of a fuzzy model by EM algorithm thus making learning process much simpler.
In this work, we have not touched upon the clustering using EM algorithm. Also, applications of the present work have not been explored into as this work is intended to provide mainly a statistical basis for fuzzy modeling.
