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Let J beamonic Jacobimatrix associatedwith theCauchy transform F
of a probabilitymeasure.We construct a pair of the lower and upper
triangular block matrices L and U such that J = LU and the matrix
JC = UL is a monic generalized Jacobi matrix associated with the
function FC(λ) = λF(λ) + 1. It turns out that the Christoffel trans-
formation JC of a boundedmonic Jacobimatrix J can be unbounded.
This phenomenon is shown to be related to the effect of accumulat-
ing at ∞ of the poles of the Padé approximants of the function FC
although FC is holomorphic at ∞.
The case of the UL-factorization of J is considered as well.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let σ be a probability measure with an infinite support contained in R. Also, assume that all the
moments of σ , i.e.∫
R
tjdσ(t), j ∈ Z+
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are finite. It is well known that the sequence {Pj}∞j=0 of monic polynomials orthogonal with respect to
σ satisfies a three-term recurrence relation [1]
λPj(λ) = Pj+1(λ) + bjPj(λ) + cj−1Pj−1(λ), j ∈ Z+ (1.1)
with the initial conditions
P−1(λ) = 0, P0(λ) = 1,
where bj ∈ R and cj > 0, j ∈ Z+. Recall that the polynomials Pj are also called the polynomials of the
first kind corresponding to σ . Besides the polynomials of the first kind, one can also associate with σ
polynomials Qj of the second kind as solutions of (1.1) with the following initial conditions
Q−1(λ) = −1, Q0(λ) = 0.
Clearly, the relation (1.1) can be rewritten as follows
Jp(λ) = λp(λ),
where p = (P0, P1, P2, . . .) and J is a semi-infinite tridiagonal matrix of the form
J =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
b0 1
c0 b1 1
c1 b2
. . .
. . .
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
(1.2)
The matrix J is said to be the monic Jacobi matrix associated with σ .
As is known [6], a monic Jacobi matrix J admits the unique LU-factorization J = LU with the
bidiagonal matrices L and U having the forms
L =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0
l1 1 0
l2 1
. . .
. . .
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
, U =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
u1 1
0 u2 1
0 u3
. . .
. . .
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
(1.3)
if and only if the condition
Pj(0) = 0, j ∈ Z+ (1.4)
is satisfied. The Christoffel transformation of J is defined as follows
J = LU → JC := UL.
The matrix JC is the tridiagonal matrix associated to the measure tdσ(t) [6].
On the other hand, if s−1 is a real number such that
Qj(0) − s−1Pj(0) = 0, j ∈ Z+, (1.5)
then the monic Jacobi matrix J admits the UL-factorization
J = UL
where U and L are defined by (1.3). The matrix
JG := LU
is clearly a tridiagonal matrix and it is called the Geronimus transformation of J with the parameter
s−1. Notice that the LU-factorization of a monic Jacobi matrix is unique while the UL-factorization
depends on the free parameter s−1. Both the Christoffel and Geronimus transformation are also called
the Darboux transformations [6]. The study of discrete Darboux transformations was originated in [25]
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and has been further developed in [15,29,30]. Also, note that discrete Darboux transformations are
applied in bispectral problems [16], Toda lattices [26] and numerical linear algebra [19]. We refer the
reader to [6] for more details.
In the present paper we extend the Darboux transformations beyond the conditions (1.4) and (1.5).
Namely, for an arbitrary monic Jacobi matrix J a pair of lower and upper triangular block matrices L
and U is constructed such that J = LU and the matrix
JC = UL
is amonic generalized Jacobimatrix in the sense of [11], i.e. JC is a tridiagonal blockmatrixwith blocks
specified below in Definition 2.4.
Similarly, for anymonic Jacobimatrix J and the free parameter s−1 theUL-factorization J = ULwith
the lower and upper triangular block matrices L and U is found. In this case the Geronimus transform
JG = LU
is also a tridiagonal block matrix (a monic generalized Jacobi matrix).
Recall that the monic Jacobi matrix J can be also associated with the Nevanlinna function (see [1])
F(λ) =
∫
R
dσ(t)
t − λ .
Analogously, one can associate the generalized Jacobi matrices JC and JG with the functions FC and
FG , respectively (see [11]). We show that for the case in question they have the following forms
FC(λ) = λF(λ) + 1, FG(λ) = − s−1
λ
+ F(λ)
λ
,
where s−1 is a free parameter.
It turns out that the Christoffel transformation JC of a bounded monic Jacobi matrix can be
unbounded, that is, the entries of JC are not necessarily bounded. In Section 6 we relate this phe-
nomenon to the effect of accumulating at ∞ of the poles of the Padé approximants to FC . In fact, we
show that the LU-factorization of J is bounded in the sense that L and U are bounded if and only if
the diagonal Padé approximants to the corresponding function FC converge to FC locally uniformly
outside of a finite interval of the real line. A similar situation takes place in the case of the Geronimus
transformation.
The paper is organized as follows. In Section 2 we recall some basic facts and definitions. In par-
ticular, the definition of monic generalized Jacobi matrices is given. The Darboux transformations for
arbitrary Jacobi matrices as well as for monic generalized Jacobi matrices are presented in Sections 3
and 4. Next section deals with triangular factorizations of arbitrary symmetric Jacobi matrices. In Sec-
tion 6, we restrict our consideration to the case of probability measures supported on [−1, 1] and
some criteria for the locally uniform convergence, outside of a finite interval, of the diagonal Padé ap-
proximants to the functions FC and FG in terms of the LU- and UL-factorizations are obtained. Finally,
in Section 7 we provide the reader with some concrete examples.
2. Preliminaries
2.1. Classes D
+−∞ and D−−∞.
Let N be the class of all Nevanlinna functions which map the upper half plane C+ into the upper
half planeC+. We will say (cf. [17]) that a Nevanlinna function F ∈ N belongs to the class N−2n if for
some numbers s0, . . . , s2n ∈ R the following asymptotic expansion holds true
F(λ) = − s0
λ
− s1
λ2
− · · · − s2n
λ2n+1
+ o
(
1
λ2n+1
)
, λ→̂∞, (2.1)
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where λ→̂∞means that λ tends to∞ nontangentially, i.e. inside the sector ε < arg λ < π − ε for
some ε > 0. Let us set
N−∞ :=
⋂
n≥0
N−2n.
Recall [1] that F ∈ N−∞ if and only if it admits the following representation
F(λ) =
∫
R
dσ(t)
t − λ ,
where σ is a bounded measure supported on the real line and sj = ∫R tjdσ(t), j ∈ Z+. It will be
sometimes convenient to use the following notation
F(λ) ∼ −
∞∑
j=0
sj
λj+1
, λ→̂∞ (2.2)
to denote the validity of (2.1) for all n ∈ Z+. The Jacobi matrix J associated with the probability
measure σ/s0 will be also called the Jacobi matrix associated with F ∈ N−∞.
Definition 2.1. Let us say that a function Fmeromorphic inC+ belongs to the class D+−∞ if it admits
the asymptotic expansion
F(λ) ∼ −s0
λ
− s1
λ2
− · · · − s2n
λ2n+1
− · · · , λ→̂∞, (2.3)
with some sj ∈ R (j ∈ Z+) and λF(λ) + s0 ∈ N−∞.
Definition 2.2. Let us say that a function Fmeromorphic in C+ belongs to the class D−−∞ if there
exists a number s−1 ∈ R \ {0} such that
−s−1
λ
+ F(λ)
λ
∈ N−∞.
In what follows we use the Gothic script for all the notations associated with the D
±−∞-functions
and the Roman script for the N−∞-functions to avoid confusion.
2.2. The Schur transform of the D
±−∞-functions.
LetFbe a nonrational function fromD
±−∞ having an asymptotic expansion of the form (2.3). Define
the set N(s) of normal indices of the sequence s= {si}∞i=0 by
N(s) =
{
nj : det(si+k)nj−1i,k=0 = 0, j = 1, 2, . . .
}
. (2.4)
We will say that the function F ∈ D±−∞ is normalized if the first nontrivial coefficient in its asymp-
totic expansion (2.3) has modulus 1, i.e. |sn1−1| = 1.
The following statement can be found in [11, Theorem 4.8].
Theorem 2.3. Let F be a nonrational normalized function of the class D
±−∞, let the sequence s= {sj}∞j=0
be defined by the asymptotic expansion (2.3), and let N(s) = {ni}∞i=1 be a set of normal indices of s. Then
F admits the expansion into the following P-fraction
− 0
p0(λ)−
01b
2
0
p1(λ) − · · ·−
N−1Nb2N−1
pN(λ) − · · · , (2.5)
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where pi are monic polynomials of degree ki := ni+1 − ni (≤ 2), i = ±1, bi > 0, i ∈ Z+, and
n0 = 0.
For the convenience of the reader we sketch the proof. Actually, the proof is based on the following
step-by-step Schur process [11] (see also [2,7]). If s0 = 0 then n1 = 1 and the polynomial p0 is defined
as follows
p0(λ) = λ − s1
s0
= 1
s0
∣∣∣∣∣∣s0 s11 λ
∣∣∣∣∣∣ .
If s0 = 0 then s1 = 0, n1 = 1, and
p0(λ) = 1
det(si+j)1i,j=0
∣∣∣∣∣∣∣∣∣
0 s1 s2
s1 s2 s3
1 λ λ2
∣∣∣∣∣∣∣∣∣ .
In both cases the Schur transform F̂of F ∈ D±−∞ is defined by the equality
− 1
F(λ)
= 0p0(λ) + b20F̂(λ), (2.6)
where 0 = sn1−1 and b0 is chosen in such a way that F̂ is normalized. Also, it is easy to see that
F̂ ∈ D∓−∞ (see [11] for details). Further, considering the asymptotic expansion of F1 := F̂
F̂(λ) ∼ −s
(1)
0
λ
− s
(1)
1
λ2
− · · · − s
(1)
2n
λ2n+1
− · · · , λ→̂∞,
one can construct the number 1 = ±1, the monic polynomial p1, and the function F2 := F̂1. Contin-
uing this procedure leads us to (2.5).
2.3. Generalized Jacobi matrices associated with the D
±−∞-functions.
The P-fraction (2.5) enables us to associate a generalized Jacobi matrix with the function F ∈ D±−∞
(see [8–10]).
Definition2.4. LetFbeanonrational normalizedD
±−∞-functionhaving theP-fractionexpansion (2.5).
Then a monic generalized Jacobi matrix associated with the function F ∈ D±−∞ is the tridiagonal block
matrix
J=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
B0 D0
C0 B1 D1
C1 B2
. . .
. . .
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (2.7)
where the diagonal entries have the following form
Bj =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
−p(j)0 , if kj = 1;⎛⎝ 0 1
−p(j)0 −p(j)1
⎞⎠ if kj = 2,
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the super-diagonal is built up with kj × kj+1 matrices
Dj =
⎛⎝0 0
1 0
⎞⎠ ,
⎛⎝0
1
⎞⎠ , (1 0) , (1),
and the sub-diagonal consists of kj+1 × kj matrices
Cj =
⎛⎝0 0
cj 0
⎞⎠ ,
⎛⎝0
cj
⎞⎠ , (cj 0) , (cj),
here cj = jj+1b2j .
Remark 2.5. Actually, one can associate a monic generalized Jacobi matrix Jwith an arbitrary non-
rational function F ∈ D±−∞. Namely, every function F ∈ D±−∞ can be normalized as follows Fnor =
F/|sn1−1| and the monic generalized Jacobi matrix associated with Fnor will be also called associated
with F (see Remark 2.5).
Setting c−1 = 0, let us define polynomials of the first kindPj(λ), j ∈ Z+, as solutions yj = Pj(λ)
of the following system:
cj−1yj−1 − pj(λ)yj + yj+1 = 0, j ∈ Z+, (2.8)
with the initial conditions
y−1 = 0, y0 = 1. (2.9)
Similarly, the polynomials of the second kind Qj(λ), j ∈ Z+, are defined as solutions uj = Qj(λ) of
the system (2.8) with the initial conditions
y−1 = −1, y0 = 0. (2.10)
It follows from (2.8) thatPj is a monic polynomial of degree nj andQj is a polynomial of degree nj − k0
with the leading coefficient 0. Eq. (2.8) coincide with the three-term recurrence relations associated
with P-fractions [24] (see also [18, Section 5.2]). The following statement is immediate from (2.8).
Proposition 2.6. [10]. PolynomialsPj andPj+1 (Qj andQj+1) are coprime.
Recall (see [21]) that the polynomialsPj can be found by the formulas
Pj(λ) = 1
dj
det
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
s0 s1 . . . snj
. . . . . . . . . . . . . . . . .
snj−1 snj . . . s2nj−1
1 λ . . . λnj
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
(
dj = det(si+k)nj−1i,k=0
)
, (2.11)
and hence
Pj(0) = (−1)
nj
dj
det(si+k+1)
nj−1
i,k=0, Qj(0) =
(−1)nj
dj
det
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 s0 . . . snj−1
s0 s1 . . . snj
. . . . . . . . . . . . . . . . . . . .
snj−1 snj+1 . . . s2nj−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (2.12)
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sinceQj(λ) = Ct
(
P j(λ)−P j(t)
λ−t
)
, where Ct is a linear functional such that
Ct(t
j) = sj, j ∈ Z+.
Introducing for arbitrary j ∈ Z+ the shortened matrices
J[0,j] =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
B0 D0
C0 B1
. . .
. . .
. . . Dj−1
Cj−1 Bj
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, J[1,j] =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
B1 D1
C1 B2
. . .
. . .
. . . Dj−1
Cj−1 Bj
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (2.13)
one can obtain the following connection between the polynomials of the first and second kindPj ,Qj
and the shortened Jacobi matrices J[0,j] and J[1,j] (for the classical case see [5, Section 7.1.2]).
Pj(λ) = det(λ − J[0,j−1]), Qj(λ) = 0 det(λ − J[1,j−1]). (2.14)
Remark 2.7. Let us define an infinite matrix G by the equality
G = diag(G0, . . . , Gn, . . .), Gj =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
j, if kj = 1;
j
⎛⎝0 1
1 −p(j)1
⎞⎠ if kj = 2, (2.15)
and let 2[0,∞)(G) be the space of 2-vectors with the inner product
[x, y] = (Gx, y)2[0,∞) , x, y ∈ 
2[0,∞). (2.16)
The inner product (2.16) is indefinite, if either kj > 1 for some j ∈ Z+, or at least one εj is equal to−1.
The space 2[0,∞)(G) is equivalent to a Kreı˘n space (see [3]) if both G and G−1 are bounded in 2[0,∞).
If kj = εj = 1 for all j big enough, then 2[0,∞)(G) is a Pontryagin space.
Them-function of the shortened matrix J[0,j−1] is defined by
m[0,j−1](λ) =
[(
J
[0,j−1] − λ
)−1
e0, e0
]
, (2.17)
where e0 = (1, 0, 0, . . . , 0) ∈ Cnj . Due to (2.14) it is calculated by
m[0,j−1](λ) = −ε0 det(λ − J[1,j−1])
det(λ − J[0,j−1]) = −
Qj(λ)
Pj(λ)
. (2.18)
Remark 2.8. Let us emphasize that the polynomialsPj andQj have no common zeros (see [9, Propo-
sition 2.7]) and due to (2.18) the set of holomorphy of m[0,j−1] coincides with the resolvent set of
J[0,j−1].
It was shown in [9] thatm[0,j−1] has the following property
F(λ) − m[0,j−1](λ) = O
(
1
λ2nj+kj
)
, λ→̂∞. (2.19)
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The lattermeans that one can reconstruct the sequence {sk}∞k=0 by themonic generalized Jacobimatrix
J. Namely, it follows from (2.19) that for any k ∈ Z+
sk =
[(
J
[0,j−1]
)k
e0, e0
]
, for all j such that nj ≥ k
2
. (2.20)
3. The Christoffel transformation and its inverse
From now onwe always assume that F ∈ N−∞ (or F ∈ D±−∞) is a nonrational function. Then there
is a monic Jacobi (or generalized Jacobi) matrix associated with F (or F, respectively).
3.1. LU-factorizations of Jacobi matrices
In the following proposition we introduce a block LU-factorization of an arbitrary Jacobi matrix.
Proposition 3.1. Let J be a monic Jacobi matrix associated with F ∈ N−∞ with the asymptotic expan-
sion (2.1), let {nj}∞j=1 be the set of normal indices of the sequence s = {sj}∞j=0 := {sj+1}∞j=0 and let
kj := nj+1 − nj , j ∈ Z+, where n0 = 0. Then J admits the following factorization
J = LU, (3.1)
where L and U are block lower and upper triangular matrices having the forms
L =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Ik0 0
L1 Ik1 0
L2 Ik2
. . .
. . .
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, U =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
U0 D0
0 U1 D1
0 U2
. . .
. . .
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(3.2)
in which the sub-diagonal of L consists of kj+1 × kj matrices
Lj+1 =
⎛⎜⎝lj+1 0
0 0
⎞⎟⎠ ,
⎛⎜⎝lj+1
0
⎞⎟⎠ , (lj+1 0) , (lj+1), (3.3)
the diagonal entries of U are of the form
Uj =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
u
(j)
0 , if kj = 1;⎛⎝ 0 1
u
(j)
0 u
(j)
1
⎞⎠ if kj = 2, (3.4)
and the super-diagonal of U is built up with kj × kj+1 matrices
Dj =
⎛⎝0 0
1 0
⎞⎠ ,
⎛⎝0
1
⎞⎠ , (1 0) , (1). (3.5)
Moreover, the factorization (3.1) is unique and the following relations hold true
u
(j)
0 = −
Pnj+1(0)
Pnj(0)
, u
(j)
1 = bnj+1, j ∈ Z+. (3.6)
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Proof. It is natural to consider the following relation
LU =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
U0 D0
L1U0 L1D0 + U1 D1
L2U1 L2D0 + U2 . . .
. . .
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
b0 1
c0 b1 1
c1 b2
. . .
. . .
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
which enables us to find the entries of L and U. By the definition, there are two possibilities for the
matrix U0. If k0 = 1 then
u
(0)
0 = b0 = −
P1(0)
P0(0)
= −Pn1(0)
Pn0(0)
.
In case k0 = 2 we have⎛⎝ 0 1
u
(0)
0 u
(0)
1
⎞⎠ =
⎛⎝b0 1
c0 b1
⎞⎠ ,
and, hence, one obtains the equalities
u
(0)
0 = c0, u(0)1 = b1.
Since k0 = 2 then s1 = 0, P1(0) = 0 and (6.1) yields
u
(0)
0 = c0 = −
P2(0)
P0(0)
= −Pn1(0)
Pn0(0)
.
The equality b0 = 0 follows from the relation b0 = s1s0 (see [1]).
Now, assume that
u
(j−1)
0 = −
Pnj(0)
Pnj−1(0)
. (3.7)
We will consider 4 cases.
Case 1. kj = kj−1 = 2, j ∈ N. In this case one obtains the following relations
LjUj−1 =
⎛⎝0 lj
0 0
⎞⎠ =
⎛⎝0 cnj−1
0 0
⎞⎠ ,
LjDj−1 + Uj =
⎛⎝ 0 1
u
(j)
0 u
(j)
1
⎞⎠ =
⎛⎝bnj 1
cnj bnj+1
⎞⎠ ,
which immediately imply
lj = cnj−1, u(j)1 = bnj+1, u(j)0 = cnj . (3.8)
It follows from kj = kj−1 = 2 that det(si+l)nj±1i,l=0 = 0. Hence by (2.12) Pnj+1(0) = Pnj−1(0) = 0 and
then (1.1) yields bnj = 0. Moreover, from (1.1) one gets also
u
(j)
0 = cnj = −
Pnj+2(λ) + (bnj+1 − λ)Pnj+1(λ)
Pnj(λ)
∣∣∣
λ=0 = −
Pnj+1(0)
Pnj(0)
. (3.9)
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Case 2. kj = 2, kj−1 = 1, j ∈ N. In this case we have
LjUj−1 =
⎛⎝lju(j)0
0
⎞⎠ =
⎛⎝cnj−1
0
⎞⎠ ,
LjDj−1 + Uj =
⎛⎝ lj 1
u
(j)
0 u
(j)
1
⎞⎠ =
⎛⎝bnj 1
cnj bnj+1
⎞⎠ .
Since Pnj+1(0) = 0, one concludes as in (3.9) that
u
(j)
1 = bnj+1, u(j)0 = cnj = −
Pnj+1(0)
Pnj(0)
. (3.10)
In order to see that the relations
lj = bnj , lju(j−1)0 = cnj−1 (3.11)
hold true simultaneously, let us set lj := bnj . Thus, according to the assumption (3.7), the second
relation in (3.11) can be rewritten as follows
bnj Pnj(0) + cnj−1Pnj−1(0) = 0, (3.12)
and formula (3.12) follows from (1.1) and the fact that Pnj+1(0) = 0.
Case 3. kj = 1, kj−1 = 2, j ∈ N. The identities kj = 1 and kj−1 = 2 yield
LjUj−1 =
(
0 lj
)
=
(
0 cnj−1
)
, LjDj−1 + Uj = u(j)0 = bnj .
Consequently, by taking into account the equalities Pnj−1(0) = 0 and nj+1 = nj + 1 we get that
lj = cnj−1, u(j)0 = bnj = −
Pnj+1(0)
Pnj(0)
. (3.13)
Case 4. kj = 1, kj−1 = 1, j ∈ N. This case reduces to the following relations
LjUj−1 = lju(j)0 = cnj−1, LjDj−1 + Uj = lj + u(j)0 = bnj . (3.14)
Eliminating lj from the first equation in (3.14) and substituting it to the second one, we get
u
(j)
0 =
bnj Pnj(0) + cnj−1Pnj−1(0)
Pnj(0)
= −Pnj+1(0)
Pnj(0)
.  (3.15)
Theorem 3.2. Let J be a monic Jacobi matrix associated with F ∈ N−∞ and let J = LU be its LU
factorization. Then the matrix J= UL is the monic generalized Jacobi matrix associated with λF(λ)+ s0 ∈
D
−−∞.
Proof. The fact that J= UL is a monic generalized Jacobi matrix can be easily verified by straightfor-
ward calculations.
We can assume that the function F is normalized and let F have the asymptotic expansion (2.2).
Then the function λF(λ) + 1 has the asymptotic expansion
λF(λ) + 1 ∼ − s1
λ
− s2
λ2
− · · · (λ→̂∞)
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and is not necessarily normalized. Since according to (3.6) we have
0u
(0)
0 = −0
Pn1(0)
Pn0(0)
=
⎧⎨⎩ 0s1, if k0 = 1;0s2, if k0 = 2 =
⎧⎨⎩ |s1|, if k0 = 1;|s2|, if k0 = 2,
the function Fnor = (F(λ) + 1)/0u(0)0 is normalized.
Further, observe that
L[0,j]e0 = e0, G[0,j]e0 =
0
u
(0)
0
U[0,j]e0, j ∈ Z+, (3.16)
where the shortened matrices L[0,j], U[0,j], and G[0,j] are defined analogously to (2.13).
Clearly, for j big enough
sn =
(
e0, J
n[0,nj+1−1]e0
)
, n ∈ Z+,
where J[0,nj+1−1] is the leading principal submatrix of J constructed from the first nj+1 rows and
columns of J. Thus, we have
sn =
(
e0, J
n[0,nj+1−1]e0
)
=
⎛⎜⎜⎝e0, L[0,j]U[0,j] . . . L[0,j]U[0,j]︸ ︷︷ ︸
n times
e0
⎞⎟⎟⎠
=
⎛⎜⎜⎝Le0,U[0,j]L[0,j] . . .U[0,j]L[0,j]︸ ︷︷ ︸
n−1 times
U[0,j]e0
⎞⎟⎟⎠ , n ∈ N.
Further, using (3.16) gives the equality
sn = 0u(0)0
(
e0, (U[0,j]L[0,j])n−1Ge0
)
.
Hence for sufficiently large j one calculates the moments[(
J
[0,j]
)n−1
e0, e0
]
= sn
0u
(0)
0
, (3.17)
which coincide with the coefficients in the asymptotic expansion of Fnor . In view of (2.20) this means
that the generalized Jacobi matrix J is associated with the function λF(λ) + s0 ∈ D−−∞. 
The transform J = LU → J= UL is called the Christoffel transform of the Jacobi matrix J.
Corollary 3.3. Let J be amonic Jacobimatrix associatedwith F ∈ N−∞ with theasymptotic expansion (2.1)
Assume that Pj(0) = 0 for all j ∈ N. Then nj = j for j ∈ N and
(i) Thematrix J admits the LU-factorization (3.1), where L andU are lower andupper triangularmatrices
having the forms (3.2) with
Dj = 1, Uj = −Pj+1(0)
Pj(0)
, Lj+1 = bj+1 − Uj+1, j ∈ Z+. (3.18)
(ii) The matrix J= UL is the monic tridiagonal generalized Jacobi matrix associated with λF(λ)+ s0 ∈
D
−−∞.
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The statement of this corollary is contained in [6],where, in fact,more generalmonic three-diagonal
matrices of the form (1.2) were considered (their matrices are associated with a class of quasi-definite
linear functionals which includes finite measures on the real line as a subclass).
3.2. UL-factorizations of generalized Jacobi matrices
Here we present a block UL-factorization of monic generalized Jacobi matrices.
Proposition 3.4. Let Jbe a monic generalized Jacobi matrix associated with F ∈ D−−∞, let {nj}∞j=1 be the
set of normal indices of the sequence s= {sj}∞j=0 defined by the asymptotic expansion (2.3) of the function
F, kj := nj+1 − nj , j ∈ Z+, where n0 = 0, let s−1 ∈ R be the same as in Definition 2.2, let Pj(λ) and
Qj(λ) be polynomials of the first and the second kind associated with the sequence s= {sj}∞j=0, and let the
polynomials P̂j be defined by
P̂j(λ) = Pj(λ) − 1
s−1
Qj(λ).
Then:
(i) P̂j(0) = 0 for j ∈ Z+;
(ii) the GJM J admits the following factorization
J= UL (3.19)
where U and L are block lower and upper triangular matrices having the form (3.2)–(3.5). Moreover,
the following relations hold true
u
(j)
1 = −p(j)1 , lj+1 = −
P̂j+1(0)
P̂j(0)
, u
(0)
0 =
1
s−1
, u
(j+1)
0 =
cj
lj+1
. (3.20)
Proof. (i) Notice first that the sequence {sj}∞j=0 = {sj−1}∞j=0 satisfies the asymptotic expansion (2.3)
of the function F(λ) = F(λ)−s−1
λ
∈ N−∞. Then
dk := det
⎛⎜⎜⎜⎜⎜⎜⎝
s−1 s0 . . . sk
s0 s1 . . . sk+1
. . . . . . . . . . . . . . . . .
sk sk+1 . . . s2k+1
⎞⎟⎟⎟⎟⎟⎟⎠ = 0, k ∈ Z+,
by Definition 2.2 and the property of Nevanlinna functions. In particular, one gets from (2.12) the
relation
dnj−1 = s−1 det
⎛⎜⎜⎜⎝
s1 . . . snj
. . . . . . . . . . . .
snj . . . s2nj−1
⎞⎟⎟⎟⎠+ det
⎛⎜⎜⎜⎜⎜⎜⎝
0 s0 . . . snj−1
s0 s1 . . . snj
. . . . . . . . . . . . . . . . . . . .
snj−1 snj+1 . . . s2nj−1
⎞⎟⎟⎟⎟⎟⎟⎠
[12pt] = (−1)j+1 (s−1Pj(0) −Qj(0)) det(si+k)nj−1i,k=0 = 0,
,
which shows that P̂j(0) = 0 for j ∈ Z+.
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(ii) Further, the equality J= UL yields
u
(j)
1 = −p(j)1 , u(j)0 + lj+1 = −p(j)0 , u(j+1)0 lj+1 = cj, j ∈ Z+. (3.21)
Setting u
(0)
0 := 1/s−1, we see that
l1 = −p(0)0 −
1
s−1
= − P̂1(0)
P̂0(0)
.
Next, the second formula in (3.20) follows by induction with the help of the second and third
equations in (3.21), and the fact that the polynomials P̂j satisfy (2.8). 
Remark 3.5. It should be noted that, actually, both thematrices in theUL-decomposition (3.19) depend
on s−1, that is, U = U(s−1) and L = L(s−1).
Theorem 3.6. Let J be a monic generalized Jacobi matrix associated with F ∈ D−−∞, let s−1 ∈ R be the
same as in Definition 2.2, and let J = UL be its UL factorization of the form (3.19), (3.2)–(3.5). Then the
matrix J = LU is the monic Jacobi matrix associated with F(λ)
λ
− s−1
λ
∈ N−∞.
Proof. The fact that J is a classical Jacobi matrix can be easily verified by straightforward calculations.
The rest of the proof can be done by reversing the reasoning given in the proof of Theorem 3.2. 
4. The Geronimus transformation and its inverse
4.1. LU-factorizations of generalized Jacobi matrices
Proposition 4.1. Let J be a monic generalized Jacobi matrix associated with F ∈ D+−∞ and let kj :=
nj+1 − nj , j ∈ Z+, where n0 = 0 and {nj}∞j=1 is the set of normal indices of the sequence s = {sj}∞j=0
defined by (2.3) and let Pj(λ) be polynomials of the first kind associated with the sequence s = {sj}∞j=0.
ThenPj(0) = 0 for all j ∈ Z+ and the GJM J admits the following factorization
J= LU, (4.1)
where L and U are block lower and upper triangular matrices having the forms
L=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
E0 0
L1 E1 0
L2 E2
. . .
. . .
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
, U =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
U0 D0
0 U1 D1
0 U2
. . .
. . .
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
(4.2)
in which the sub-diagonal of L consists of kj × kj−1 matrices
Lj =
⎛⎝0 0
0 lj
⎞⎠ ,
⎛⎝0
lj
⎞⎠ , (0 lj) , (lj), (4.3)
Dj are of the form (3.5) and Uj , Ej are kj × kj matrices
Uj =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
u
(j)
0 , if kj = 1;⎛⎝0 1
uj 0
⎞⎠ if kj = 2, Ej =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1, if kj = 1;⎛⎝1 0
ej 1
⎞⎠ if kj = 2. (4.4)
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Moreover, the following relations hold true
uj = −Pj+1(0)
Pj(0)
, lj+1 = cj
uj
, ej = −p(j)1 , j ∈ Z+. (4.5)
Proof. First, notice that it follows from formula (2.11) that
Pj(0) = det(si+k+1)
nj−1
i,k=0
det(si+k)
nj−1
i,k=0
= 0,
since F ∈ D+−∞ and si := si+1 (i ∈ Z+) are moments of the Nevanlinna function λF(λ)+ s0 ∈ N−∞.
Consider the product LUof the matrices L and U
LU=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
E0U0 E0D0
L1U0 L1D0 + E1U1 E1D1
L2U1 L2D1 + E2U2 . . .
. . .
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
B0 D0
C0 B1 D1
C1 B2
. . .
. . .
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Comparing it with the matrix J in (2.7) one finds the entries of L and U.
Next, we will prove formula (4.5).
If k0 = 1 then the equality E0U0 = B0 yields
u0 = −p(0)0 = −
P1(0)
P0(0)
. (4.6)
In the case k0 = 2 we have
E0U0 =
⎛⎝ 0 1
u0 e0
⎞⎠ =
⎛⎝ 0 1
−p(j)0 −p(j)1
⎞⎠
and, again, we obtain the equalities
u0 = −p(0)0 = −
P1(0)
P0(0)
, e0 = −p(0)1 .
Now, assume that
uj−1 = Pj(0)
Pj−1(0)
, j ∈ N. (4.7)
We will analyze four cases.
Case 1. kj = kj−1 = 2, j ∈ N. In this case one gets the following relations
LjUj−1 =
⎛⎝ 0 0
ljuj−1 0
⎞⎠ =
⎛⎝ 0 0
cj−1 0
⎞⎠ , (4.8)
LjDj−1 + EjUj =
⎛⎝ 0 1
lj + uj ej
⎞⎠ =
⎛⎝ 0 1
−p(j)0 −p(j)1
⎞⎠ . (4.9)
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Hence one obtains
lj = cj−1
uj−1
, ej = −p(j)1 , (4.10)
uj = −(p(j)0 + lj) = −
pj(0)Pj(0) − cj−1Pj−1(0)
Pj(0)
= −Pj+1(0)
Pj(0)
. (4.11)
Case 2. Let kj = 2, kj−1 = 1, j ∈ N. Then (4.9) holds true and (4.8) takes the form
LjUj−1 =
⎛⎝ 0
ljuj−1
⎞⎠ =
⎛⎝ 0
cj−1
⎞⎠ .
Hence one obtains (4.10) and (4.11).
Case 3. Let kj = 1, kj−1 = 2, j ∈ N. Then
LjUj−1 =
(
ljuj−1 0
)
=
(
cj−1 0
)
, (4.12)
LjDj−1 + EjUj = lj + uj = −p(j)0 . (4.13)
Case 4. In the case kj = 1, kj−1 = 1, j ∈ N the equality (4.13) holds true and (4.12) takes the form
ljuj−1 = cj−1.
In both cases the calculations in (4.11) are still in force. 
Theorem 4.2. Let J be a monic generalized Jacobi matrix associated with F ∈ D+−∞ and let J = LU be
its LU-factorization of the form (4.1)–(4.5). Then the matrix J = UL is the monic Jacobi matrix associated
with λF(λ) + s0 ∈ N−∞.
Proof. The fact that J = UL is a monic Jacobi matrix follows by straightforward calculations. Next,
notice that
L
[0,j]e0 = e0, U[0,j]G[0,j]e0 = αe0, j ∈ Z+, (4.14)
where
α =
⎧⎨⎩ 0u0, if k0 = 1;0, if k0 = 2
and the shortened matrices L[0,j], U[0,j], and G[0,j] are defined analogously to (2.13). We can assume,
without loss of generality, that the function F is normalized. Then it follows from (4.6) that α = s1
both for k0 = 1 and k0 = 2.
It follows from (2.20) and (4.1) that for j big enough one has
sk =
(
e0, J
k[0,j−1]G[0,j−1]e0
)
=
⎛⎜⎜⎝e0,L[0,j]U[0,j] . . .L[0,j]U[0,j]︸ ︷︷ ︸
k times
G[0,j]e0
⎞⎟⎟⎠
=
⎛⎜⎜⎝Le0,U[0,j]L[0,j] . . .U[0,j]L[0,j]︸ ︷︷ ︸
k−1 times
U[0,j]G[0,j]e0
⎞⎟⎟⎠ , k ∈ N.
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Further, using (4.14) we get
sk = α
(
e0, (U[0,j]L[0,j])k−1e0
)
,
which for sufficiently large j can be rewritten as follows(
e0, J
k−1
[0,nj+1−1]e0
)
= sk
s1
, k ∈ N.
This implies that the Jacobi matrix J is associated with the normalized function F(λ) = λF(λ)+s0
s1
∈
N−∞ and, thus, also with λF(λ) + s0. 
4.2. UL-factorizations of Jacobi matrices
Proposition 4.3. Let J be a monic Jacobi matrix associated with F ∈ N−∞ which has the asymptotic ex-
pansion (2.1), s−1 ∈ R, and let Pj(λ) andQj(λ) be polynomials of the first and the second kind, respectively,
associated with the sequence s = {sj}∞j=0. Then:
(i) the normal indices nj (j ∈ N) of the sequence s = {sj−1}∞j=0 can be characterized by the
conditions
P̂nj−1(0) = 0, j ∈ N,
where P̂j(λ) := Qj(λ) − s−1Pj(λ);
(ii) the Jacobi matrix J admits the following factorization
J = UL, (4.15)
whereLandUare block lower and upper triangular matrices having the form (4.2)–(4.4). Moreover,
the following relations hold true
lj = − P̂nj+1−1(0)
P̂nj−1(0)
, j ∈ Z+. (4.16)
Proof. (i) The normal indices nj (j ∈ N) of the sequence s = {sj−1}∞j=0 can be characterized by the
conditions
dj := det
⎛⎜⎜⎜⎜⎜⎜⎜⎝
s−1 s0 . . . snj−2
s0 s1 . . . snj−1
. . . . . . . . . . . . . . . . . . . .
snj−2 snj−1 . . . s2nj−3
⎞⎟⎟⎟⎟⎟⎟⎟⎠ = 0, j ∈ N.
Now the first statement follows by the equalities
dj = s−1 det
⎛⎜⎜⎜⎜⎝
s1 . . . snj−1
. . . . . . . . . . . . . .
snj−1 . . . s2nj−3
⎞⎟⎟⎟⎟⎠+ det
⎛⎜⎜⎜⎜⎜⎜⎜⎝
0 s0 . . . snj−2
s0 s1 . . . snj−1
. . . . . . . . . . . . . . . . . . . .
snj−1 snj+1 . . . s2nj−3
⎞⎟⎟⎟⎟⎟⎟⎟⎠ ,
= (−1)nj
(
s−1Pnj−1(0) − Qnj−1(0)
)
det(si+k)
nj−1
i,k=0 = 0.
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(ii) Comparing the matrix
UL=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
U0E0 +D0L1 D0E1
U1L1 U1E1 +D1L2 D1E2
. . .
. . .
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
with the matrix J in (1.2) one finds the entries of L and U. Let us consider four cases.
Case 1. k0 = k1 = 2. In this case s−1 = P̂0(0) = 0, P̂1(λ) ≡ 1 and P̂2(λ) = Q2(λ) = λ − b1.
Since b1 = −P̂2(0) = 0 the equation
U0E0 +D0L1 =
⎛⎝e0 1
u0 0
⎞⎠ =
⎛⎝b0 1
c1 b1
⎞⎠ , (4.17)
is solvable and it follows from
U1L1 =
⎛⎝0 l1
0 0
⎞⎠ =
⎛⎝0 c2
0 0
⎞⎠ (4.18)
that
l1 = c2 = − P̂3(0)
P̂1(0)
.
Case 2. k0 = 2, k1 = 1. In this case s−1 = P̂0(0) = 0. It follows from the equation
U0E0 +D0L1 =
⎛⎝e0 1
u0 l1
⎞⎠ =
⎛⎝b0 1
c1 b1
⎞⎠ ,
that
l1 = b1 = − P̂2(0)
P̂1(0)
.
Case 3. In the case k0 = 1, k1 = 2 one gets P̂0(0) = 0, P̂1(0) = 0, and the equations take the form
U0E0 +D0L1 = u0 = b0,
U1L1 =
⎛⎝l1
0
⎞⎠ =
⎛⎝c1
0
⎞⎠ .
Hence
l1 = c1 = − P̂2(0)
P̂0(0)
.
Case 4. In the case k0 = k1 = 1 one has s−1 = P̂0(0) = 0, and the equation
U0E0 +D0L1 = u0 + l1 = b0,
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contains a free parameter u0. Setting u0 = − 1s−1 one obtains
l1 = b0 − u0 = − P̂1(0)
P̂0(0)
.
Assume now that (4.16) is satisfied for some j ∈ N and consider again four cases.
(1) kj = kj−1 = 2. These conditions can be rewritten as follows
P̂nj−1(0) = 0, P̂nj+1(0) = 0, P̂nj(0) = 0, P̂nj+2(0) = 0.
This implies bnj+1 = 0 and hence the equations
UjEj +DjLj+1 =
⎛⎝ej 1
uj 0
⎞⎠ =
⎛⎝bnj 1
cnj bnj+1
⎞⎠ , (4.19)
U1L1 =
⎛⎝0 lj+1
0 0
⎞⎠ =
⎛⎝0 cnj+1
0 0
⎞⎠
are solvable and
lj+1 = cnj+1 = −
P̂nj+2−1(0)
P̂nj+1−1(0)
. (4.20)
(2) kj−1 = 2, kj = 1. In this case
P̂nj−1(0) = 0, P̂nj(0) = 0, P̂nj+1(0) = 0, P̂nj+2(0) = 0.
It follows from the equation
UjEj +DjLj+1 =
⎛⎝ej 1
uj lj+1
⎞⎠ =
⎛⎝bnj 1
cnj bnj+1
⎞⎠ ,
that
lj+1 = bnj+1 = −
P̂nj+2−1(0)
P̂nj+1−1(0)
. (4.21)
(3) In the case kj−1 = 1, kj = 2 one obtains
P̂nj−1(0) = 0, P̂nj(0) = 0, P̂nj+1(0) = 0, P̂nj+2(0) = 0.
It follows that
UjEj +DjLj+1 = uj = bnj .
Hence
lj+1 = cnj+1 = −
P̂nj+2−1(0)
P̂nj+1−1(0)
. (4.22)
(4) In the case kj−1 = kj = 1 one has
P̂nj−1(0) = 0, P̂nj(0) = 0, P̂nj+1(0) = 0,
and the equations
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UjLj = ujlj = cnj−1,
UjEj +DjLj+1 = uj + lj+1 = bnj , (4.23)
yield
lj+1 = bnj − uj = bnj −
cnj−1
lj
= bnj P̂nj(0) + cnj−1P̂nj−1(0)
P̂nj(0)
= − P̂nj+2−1(0)
P̂nj+1−1(0)
. (4.24)
This completes the proof of (4.16). 
Remark 4.4. It should be noted that, actually, both thematrices in theUL-decomposition (4.15) depend
on s−1, that is, U= U(s−1) and L= L(s−1).
Theorem 4.5. Let J be a monic Jacobi matrix associated with F ∈ N−∞, s−1 ∈ R, and let J = UL be the
corresponding UL factorization of J of the form (4.2)–(4.4). Then J = LU is the monic generalized Jacobi
matrix associated with
F(λ)
λ
− s−1
λ
∈ D−0,−∞.
Proof. The fact that J is the monic generalized Jacobi matrix can be easily verified by straightfor-
ward calculations. The rest of the proof can be done by reversing the reasoning given in the proof of
Theorem 4.2. 
The transform J = UL → J = LU in Theorem 4.5 is called the Geronimus transform of the Jacobi
matrix J with the parameter s−1.
4.3. Jacobi matrices associated with generalized Stieltjes functions
Let κ be a nonnegative integer. Remind that a function F , meromorphic inC \ R, is said to belong
to the class Nκ if the domain of holomorphy ρ(F) of the function F is symmetric with respect to R,
F(λ¯) = F(λ) for λ ∈ ρ(F), and the kernel⎧⎪⎨⎪⎩
NF(λ, ω) = F(λ)−F(ω)λ−ω , λ, ω ∈ ρ(F);
NF(λ, λ) = F ′(λ), λ ∈ ρ(F)
has κ negative squares on ρ(F). The last statement means that for every n ∈ N and λ1, λ2, . . . , λn ∈
ρ(F), n×nmatrix (NF(λi, λj))ni,j=1 has atmost κ negative eigenvalues (with account ofmultiplicities)
and for some choice of n, λ1, λ2, . . . , λn it has exactly κ negative eigenvalues (see [21]). Clearly,
N0 = N.
Definition 4.6. Let us say that a function F holomorphic in C+ belongs to the generalized Stieltjes
class S±κ if F(λ) ∈ N and λ±1F(λ) ∈ Nκ . Let us set
S±κ−∞ = S±κ ∩ N−∞.
According to [13, Theorem 2.4] any function F ∈ Sκ−∞ admits the integral representation
F(λ) =
p∑
j=1
Aj
tj − λ +
∫ ∞
0
dσ(t)
t − λ , (4.25)
where Aj > 0 (j = 1, . . . , p), p = κ and σ is a finite measure on [0,+∞), such that∫ ∞
0
t2ndσ(t) < ∞ for all n ∈ N. (4.26)
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Similarly, any function F ∈ S−κ−∞ admits the integral representation (4.25), where Aj > 0
(j = 1, . . . , p), σ is a finite measure on [0,+∞), which satisfies (4.26) and
p =
⎧⎪⎨⎪⎩
κ − 1, if 0 < F(0−) ≤ ∞;
κ, if F(0−) ≤ 0.
(4.27)
This implies, in particular, that every function F ∈ S−κ−∞ belongs either to Sκ−∞ or to Sκ+1−∞ .
Corollary 4.7. Let F ∈ Sκ−∞ have the asymptotic expansion (2.1), let J be a monic Jacobi matrix associated
with F, let {nj}∞j=1 be the set of normal indices of the sequence s = {sj+1}∞j=0, and let J = LU be its
LU-factorization of the form (3.1) and (3.2). Then:
(i) the sequence kj := nj+1 − nj , j ∈ Z+ is stabilized, i.e. there is N > 0 such that kj = 1 for j ≥ N;
(ii) the matrix J= UL is the monic generalized Jacobi matrix of the form
J=
⎛⎜⎝ J[0,N] J12
J21 J[N+1,∞)
⎞⎟⎠ , J12 =
⎛⎜⎝ 0
1
⎞⎟⎠ , J21 =
⎛⎜⎝ cN
0
⎞⎟⎠ ,
J[N+1,∞) is a monic Jacobi matrix, J[0,N] is a monic generalized Jacobi matrix of the form (2.7);
(iii) the matrix J= UL is associated with λF(λ) + s0 ∈ D−−∞.
5. Generalized Cholesky decomposition
Recall that the Cholesky decomposition is a decomposition of a symmetric positive-definite real
matrix A as the product of a lower triangular matrix L and its transpose L, that is A = LL. The
decomposition can be also rewritten in the form A = LL, where is a diagonal matrix and all the
diagonal entries of L are equal to 1. In this section, we give a generalization of the latter decomposition
to an arbitrary symmetric Jacobi matrix Js.
At first, note that every monic Jacobi matrix J can be reduced to a symmetric Jacobi matrix via the
following transformation
Js = −1J, (5.1)
where  = diag (1,√c0,√c0c1,√c0c1c2, . . .); here the square root is chosen to be positive. In
fact, every symmetric Jacobi matrix can be represented in such a way. So, now we can reformulate
Proposition 3.1 in an appropriate way.
Proposition 5.1. Let Js be a symmetric Jacobi matrix associated with F ∈ N−∞ and let kj := nj+1 − nj ,
j ∈ Z+, where n0 = 0 and {nj}∞j=1 is the set of normal indices of the sequence s= {sj}∞j=0 defined by the
asymptotic expansion (2.3) of the function λF(λ) + s0. Then J admits the following generalized Cholesky
decomposition
Js = LL, (5.2)
where L is a block lower triangular matrix having the form
L =
⎛⎜⎜⎜⎜⎜⎜⎝
Ik0 0
L̂1 Ik1 0
L̂2 Ik2
. . .
. . .
. . .
⎞⎟⎟⎟⎟⎟⎟⎠ ,
3076 M. Derevyagin, V. Derkach / Linear Algebra and its Applications 435 (2011) 3056–3084
in which the sub-diagonal of L consists of kj+1 × kj matrices
L̂j+1 =
⎛⎝lˆj+1 0
0 0
⎞⎠ ,
⎛⎝lˆj+1
0
⎞⎠ , (lˆj+1 0) , (lˆj+1),
and  = diag (0, 1, . . .) is a block diagonal matrix with the entries
j =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

(j)
0 , if kj = 1;⎛⎝ 0 (j)0

(j)
0 
(j)
1
⎞⎠ if kj = 2.
Moreover, the factorization (5.2) is unique.
Proof. Making use of (3.1) and (5.1) gives
Js = −1LU. (5.3)
Further, let = diag (0, 1, 2, . . .) be a partition corresponding to the one of L. Then (5.3) can be
rewritten as follows⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
b0
√
c0
√
c0 b1
√
c1
√
c1 b2
. . .
. . .
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
̂0 D̂0
L̂1̂0 L̂1D̂0 + ̂1 D̂1
L̂2̂1 L̂2D̂0 + ̂2 . . .
. . .
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (5.4)
where
̂j = −1j Ujj, D̂j = −1j Djj+1, L̂j+1 = −1j+1Lj+1j, j ∈ Z+.
Since the matrices in (5.4) are symmetric we have that ̂j = ̂j and D̂j = (̂Lj+1̂j) = ̂ĵLj+1 for
j ∈ Z+. This observation and the representation (5.4) yield (5.2). 
6. Convergence of Padé approximants for D±−∞-functions
In this section we restrict our consideration to the case of probability measures supported on
[−1, 1]. As a consequence, the corresponding monic classical Jacobi matrices will be bounded. To
specify the results of this section, let us recall the notion of Padé approximants. Suppose we are given
a formal power series F(λ) = −∑∞j=0 sjλj+1 with sj ∈ R. Let L, M be positive integers. Then an [L/M]
Padé approximant for F is defined as a ratio
F[L/M](λ) = A
[L/M] ( 1
λ
)
B[L/M]
(
1
λ
)
of polynomials A[L/M], B[L/M] of formal degree L andM, respectively, such that B[L/M](0) = 0 and
L+M−1∑
j=0
sj
λj+1
+ F[L/M](λ) = O
(
1
λL+M+1
)
, λ → ∞. (6.1)
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More information about Padé approximants can be found in [4]. In what follows Ĉ is considered as
C ∪ {∞} equipped with the spherical metric.
6.1. Padé approximants for D
−−∞-functions
In a previous work we proved the following result.
Theorem 6.1 [11]. Let σ be a finite nonnegative measure on E = [−1, α] ∪ [β, 1], 0 ∈ [α, β], and let
F(λ) =
∫
E
tdσ(t)
t − λ . (6.2)
Then F ∈ D−−∞ and the sequence
{
F[nj/nj]
}∞
j=0 converges to F locally uniformly in Ĉ \ ([−1 − ε, α] ∪[β, 1 + ε]) for some ε ≥ 0 if and only if the condition
sup
j∈Z+
∣∣∣∣∣Pnj+1(0)Pnj(0)
∣∣∣∣∣ < ∞ (6.3)
is fulfilled for the polynomials Pj orthogonal with respect to σ .
Remark 6.2. In [11, Section 5.3] we gave some sufficient conditions for the measure σ to possess the
property (6.3).
This result can be interpreted in terms of the Darboux transformations as follows.
Theorem 6.3. Let F ∈ D−−∞ have the form (6.2). Then the following statements are equivalent:
(i) for the number
s−1 :=
∫
E
dσ(t),
the operator U = U(s−1) in the factorization (3.19) of J corresponding to F is bounded in 2[0,∞);
(ii) the operator U in the factorization (3.1) of J corresponding to the function
F(λ) =
∫
E
dσ(t)
t − λ
is bounded in 2[0,∞);
(iii) the sequence {F[nj/nj]}∞j=0 of diagonal Padé approximants converges to F locally uniformly in
Ĉ \ ([−1 − ε, α] ∪ [β, 1 + ε]) for some ε ≥ 0.
Proof. Clearly, the first statement is equivalent to the second one by construction. So, it remains to
prove the equivalenceof (ii) and (iii). First, suppose that (iii) holds true and, therefore, fromTheorem6.1
we see that (6.3) is fulfilled. Then, according to (3.8), (3.10), (3.13), and (3.15), the operatorU is bounded.
The implication from (ii) to (iii) follows from formulas (3.13), (3.15) and Theorem 6.1. 
Remark 6.4. Under the assumptions of Theorem 6.3, from (3.8), (3.10), (3.11), (3.13), and (3.14) we see
that the operators U and L, given by (3.1), are bounded or unbounded simultaneously.
In some cases, we can specialize Theorem 6.3.
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Corollary 6.5. Let F admit the following representation
F(λ) =
∫ 1
0
tdσ(t)
t − λ +
p∑
j=1
ajtj
tj − λ, (6.4)
where σ is a finite nonnegative measure on [0, 1], tj ≤ 0, and aj ≥ 0 for j = 1, . . . , p. Then the following
statements hold true:
(i) the sequence
{
F[nj/nj]
}∞
j=0 of diagonal Padé approximants converges to F locally uniformly in
Ĉ \ ([0, 1] ∪ {tk}pk+1);
(ii) the polynomials Pj orthogonal with respect to σ +∑pj=1 ajΘ(· − tj) possess the following property
sup
j∈Z+
∣∣∣∣∣Pnj+1(0)Pnj(0)
∣∣∣∣∣ < ∞
(here Θ denotes the Heaviside step function);
(iii) for the number
s−1 :=
∫ 1
0
dσ(t) +
p∑
j=1
aj,
the operator U = U(s−1) in the factorization (3.19) of J corresponding to F is bounded in
2[0,∞);
(iv) the operator U in the factorization (3.1) of J corresponding to the function
F(λ) =
∫ 1
0
dσ(t)
t − λ +
p∑
j=1
aj
tj − λ (6.5)
is bounded in 2[0,∞).
Proof. Clearly, F ∈ D−−∞. In fact, statement (i) for the class in question was proved in [27].
Statement (ii) is an immediate consequence of statement (i) and Theorem 6.1. The rest follows from
Theorem 6.3. 
Remark 6.6. As was mentioned in Section 4.3 the function F in (6.5) belongs to the class S−p.
6.2. Padé approximants for D
+−∞ functions
In this section we present convergence results for diagonal Padé approximants D
+−∞ for-functions.
By re-examining [10, Theorem 4.16], [11, Theorems 3.3 and 5.5], we arrive at the following more
general result.
Proposition 6.7. Let
F(λ) =
∫ 1
−1
dσ(t)
t − λ .
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Then for any sequence {τj}∞j=1 of real numbers the following relation holds true
F̂[nj/nj] := −Qnj(λ) + τjQnj−1(λ)
Pnj(λ) + τjPnj−1(λ)
= −
2nj−2∑
i=0
si
λi+1
+ O
(
1
λ2nj
)
, λ → ∞, (6.6)
where Pj and Qj are polynomials of the first and second kind, respectively, corresponding toσ . Moreover, the
sequenceof themodifiedPadéapproximants F̂[nj/nj] converges to F locally uniformly in Ĉ\([−1−ε, 1+ε])
for some ε ≥ 0 if and only if the condition
sup
j∈N
∣∣τj∣∣ < ∞ (6.7)
is satisfied.
Proof. The relation (6.6) is an appropriate reformulation of the results of [1, Section I.4.2]. Next, notice
that the symmetric Jacobi matrix J associated with σ is a bounded linear operator in 2[0,∞). Further-
more, using the classical versions of formulas (2.14), (2.17), and (2.18), the modified Padé approximant
can be rewritten as follows
F̂[nj/nj](λ) = −Qnj(λ) + τjQnj−1(λ)
Pnj(λ) + τjPnj−1(λ)
= −det(λ − J
(τj)
[1,nj−1])
det(λ − J(τj)[0,nj−1])
=
(
(J(τj)[0,nj−1] − λ)−1e, e
)
,
(6.8)
where J(τj)[0,nj−1] is a rank-one perturbation of J[0,nj−1] of the form
J(τj)[0,nj−1] =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
b0
√
c0
√
c0
. . .
. . .
. . .
. . .
√
cnj−2√
cnj−2 bnj−1 + τj
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
= J[0,nj−1] + diag {0, . . . , 0, τj}
(cf. [28, Proposition 5.8]). Now, let us suppose that (6.7) is satisfied. Then one obtains
‖J(τj)[0,nj−1]‖ ≤ ‖J[0,nj−1]‖ + |τj| ≤ 1 + ε, j ∈ Z+, (6.9)
for some ε > 0. It follows from (6.8), the inequalities∥∥∥∥∥
(
J(τj)[0,nj−1] − λ
)−1∥∥∥∥∥ ≤ 1|λ| − ∥∥∥∥J(τj)[0,nj−1]
∥∥∥∥
(
|λ| >
∥∥∥∥J(τj)[0,nj−1]
∥∥∥∥)
and (6.9) that∣∣∣̂F[nj/nj](λ)∣∣∣ = ∣∣∣∣(J(τj)[0,nj−1] − λ)−1e, e
)
2
∣∣∣∣
≤
∥∥∥∥∥
(
J(τj)[0,nj−1] − λ
)−1
e‖2‖e
∥∥∥∥∥
2
≤ 1|λ| − 1 − ε .
for |λ| > 1 + ε. The pointwise convergence F̂[nj/nj](λ) to F(λ) for λ ∈ C \ R follows from the proof
of [28, Proposition 5.3]. Finally, it remains to apply the Vitali theorem.
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Let us prove the necessity by proving the contrary statement. So, suppose that
sup
j∈N
∣∣τj∣∣ = ∞.
Further, note that the poles of themodified Padé approximant F̂[nj/nj] coincide with eigenvalues of the
matrix J(τj)[0,nj−1]. Taking into account that J
(τj)
[0,nj−1] is a self-adjoint matrix, one obtains∣∣∣∣λmax (J(τj)[0,nj−1]
)∣∣∣∣ = ∥∥∥∥J(τj)[0,nj−1]
∥∥∥∥ ≥ ∣∣∣∣(J(τj)[0,nj−1]enj−1, enj−1
)∣∣∣∣ = ∣∣∣bnj−1 + τj∣∣∣ ,
where λmax(J
(τj)
[0,nj−1]) is the eigenvalue of the matrix J
(τj)
[0,nj−1] with the largest absolute value. Since
the sequence {bk}∞k=0 is bounded, ∞ is an accumulation point of the set of all poles of the modified
Padé approximants F̂[nj/nj]. 
Theorem 6.8. Let σ be a finite nonnegative measure on [−1, 1] and let
F(λ) = 1
λ
∫ 1
−1
dσ(t)
t − λ −
s−1
λ
, (6.10)
where s−1 is a fixed real number. Then F ∈ D+−∞ and the sequence {F[nj/nj]}∞j=0 converges to F locally
uniformly in Ĉ \ ([−1 − ε, 1 + ε]) for some ε ≥ 0 if and only if the condition
sup
j∈Z+
∣∣∣∣∣ Qnj(0) − s−1Pnj(0)Qnj−1(0) − s−1Pnj−1(0)
∣∣∣∣∣ < ∞ (6.11)
is fulfilled for the polynomials Pj and Qj of the first and second kind corresponding to σ .
Proof. Observe that by setting
τj = − Qnj(0) − s−1Pnj(0)
Qnj−1(0) − s−1Pnj−1(0)
we have that F[nj/nj](0) = s−1. Thus, due to (6.1) and (6.6) one has the following representation of the
diagonal Padé approximants to F
F
[nj/nj](λ) = 1
λ
(
Qnj(λ) + τjQnj−1(λ)
Pnj(λ) + τjPnj−1(λ)
− s−1
)
.
Now the statement is an immediate consequence of Proposition 6.7. 
The above result can be reformulated in terms of the Darboux transformations as follows.
Theorem 6.9. Let F ∈ D+−∞ have the form (6.2). Then the following statements are equivalent:
(i) the operator L in the factorization (4.1) of J corresponding to F is bounded in 2[0,∞);
(ii) the operatorL= L(s−1) in the factorization (4.15) of J with the parameter s−1 = s0 corresponding
to the function
F(λ) =
∫
E
dσ(t)
t − λ
is bounded in 2[0,∞);
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(iii) the sequence {F[nj/nj]}∞j=0 of diagonal Padé approximants converges to F locally uniformly in
Ĉ \ ([−1 − ε, 1 + ε]) for some ε ≥ 0.
Proof. Obviously, the first statement is equivalent to the second one by construction. So, the equiva-
lence of (ii) and (iii) proves the theorem. First, suppose that (iii) holds true and, therefore, from Theo-
rem 6.8 we see that (6.11) is fulfilled. Then, according to (4.20), (4.21), (4.22), and (4.24), the operator L
is bounded. The implication from (ii) to (iii) follows from formulas (4.21), (4.24) and Theorem 6.8. 
In some cases, we can specialize Theorem 6.9.
Corollary 6.10. Let F admit the following representation
F(λ) = 1
λ
∫ 1
0
dσ(t)
t − λ +
1
λ
p∑
j=1
aj
tj − λ −
s−1
λ
, (6.12)
where σ is a finite nonnegative measure on [0, 1], tj < 0, aj ≥ 0 for j = 1, . . . , p, and s−1 is a fixed real
number. Then the following statements hold true:
(i) the sequence {F[nj/nj]}∞j=0 of diagonal Padé approximants converges to F locally uniformly in
Ĉ \ ([0, 1] ∪ {tk}pk+1);
(ii) the polynomials Pj and Qj corresponding to σ +∑pj=1 aj(· − tj) possess the following property
sup
j∈Z+
∣∣∣∣∣ Qnj(0) − s−1Pnj(0)Qnj−1(0) − s−1Pnj−1(0)
∣∣∣∣∣ < ∞;
(iii) the operator L in the factorization (4.1) of J corresponding to F is bounded in 2[0,∞);
(iv) the operatorL= L(s−1) in the factorization (4.15) of J with the parameter s−1 = s0 corresponding
to the function
F(λ) =
∫ 1
0
dσ(t)
t − λ +
p∑
j=1
aj
tj − λ (6.13)
is bounded in 2[0,∞).
Proof. Clearly, F ∈ D+−∞. Actually, statement (i) for the class in question was proved in [10]. State-
ment (ii) is an immediate consequence of statement (i) and Theorem 6.8. The rest follows from Theo-
rem 6.9. 
Remark 6.11. 1) In fact, in [10] we proved the convergence results for the Padé approximants to Nκ -
functions having the asymptotic expansion (2.1).
2) As follows from (4.25), (4.27) the function F in (6.13) belongs to the class S−κ , where κ = p, if
F(0−) = ∫ 10 dσ(t)t +∑pj=1 ajtj ≤ 0, and κ = p + 1, if 0 < F(0−) ≤ ∞.
7. Examples
7.1. The appearance of the block structure
In this subsectionwe present a family of Jacobimatrices such that the Christoffel transformof these
matrices leads to block tridiagonal matrices.
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Let us consider a sequence {Pj}∞j=0 of monic orthogonal polynomials satisfying the following three
term recurrence relation
λPj(λ) = Pj+1(λ) + cj−1Pj−1(λ), j ∈ Z+,
where cj > 0 and P−1(λ) = 0, P0(λ) = 1. For example, if cj ≡ 1/4, j ∈ Z+, then Pj are Chebyshev
polynomials of second kind. Clearly, the polynomials Pj are symmetric, i.e.
Pj(−λ) = (−1)jPj(λ), j ∈ Z+. (7.1)
Besides, the corresponding monic Jacobi matrix has the following form
J =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1
c0 0 1
c1 0
. . .
. . .
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
and is associated with the Markov function
F(λ) =
∫ 1
−1
dσ(t)
t − λ ,
where dσ is a symmetric measure.
It follows from (7.1) that P2j+1(0) = 0 and P2j(0) = 0 for every j ∈ Z+. The latter fact immediately
implies that nj = 2j, j ∈ Z+, and, thus, kj = 2 for j ∈ Z+. Now, Proposition 3.1 gives the LU-
factorization J = LU, where L and U are block lower and upper triangular matrices having the forms
L =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
Ik0 0
L1 Ik1 0
L2 Ik2
. . .
. . .
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
, U =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
U0 D0
0 U1 D1
0 U2
. . .
. . .
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
which entries are as follows
Lj+1 =
⎛⎝c2j+1 0
0 0
⎞⎠ , Uj =
⎛⎝ 0 1
c2j 0
⎞⎠ , Dj =
⎛⎝0 0
1 0
⎞⎠ , j ∈ Z+.
Multiplying L and U the other way around, we arrive at the monic generalized Jacobi matrix
J= UL =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
B0 D0
C0 B1 D1
C1 B2
. . .
. . .
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where the entries have the following form
Bj =
⎛⎝ 0 1
c2j 0
⎞⎠ , Cj =
⎛⎝ 0 0
cj+1cj+2 0
⎞⎠ , Dj =
⎛⎝0 0
1 0
⎞⎠ , j ∈ Z+.
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Finally, observe that F can be represented as follows
F(λ) = λ
∫ 1
0
dρ(t)
t − λ2 ∈ N.
Thus, due to Theorem 3.2, J is associated with the function
λF(λ) + 1 = λ2
∫ 1
0
dρ(t)
t − λ2 + 1 =
∫ 1
0
tdρ(t)
t − λ2 ∈ D
−−∞.
7.2. Unboundedness of the Christoffel transform
Here we give an example of a bounded Jacobi matrix such that its Christoffel transform is an un-
bounded matrix.
Consider the following monic 2-periodic Jacobi matrix (see [11, Example 1])
J =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
a0 1
1 a1 1
1 a2
. . .
. . .
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
, an = (−1)
n + 1
2
, n ∈ Z+,
associated with the function
F(λ) = −λ
2
+ 1
2
√
λ(λ2 − λ − 4)
λ − 1 ,
where the branch is chosen so that F(λ) → 0 as λ → ∞ (see [11]).
Let us find the LU-factorization of J, that is, let us represent J as follows
J = LU =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
u1 1
u1l1 u2 + l1 1
u2l2 u3 + l2 . . .
. . .
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Clearly, we have the following relations
u1 = 1, uklk = 1, u2k + l2k−1 = 0, u2k+1 + l2k = 1, k ∈ N.
Next, by induction we have that u1 = 1, l1 = 1, u2 = −1, l2 = −1, and
u2k+1 = k + 1, u2k+2 = − 1
k + 1 , l2k+1 =
1
k + 1 , l2k+2 = −(k + 1), k ∈ N.
Therefore, the operators L and U in LU-factorization of J are unbounded. Moreover, the Christoffel
transformation
JC = UL =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
u1 + l1 1
u2l1 u2 + l2 1
u3l2 u3 + l3 . . .
. . .
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
2 1
−1 −2 1
−2 5/2 . . .
. . .
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
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is also an unbounded monic generalized Jacobi matrix associated with the function
λF(λ) + 1 = −λ
2
2
+ 1 + λ
2
√
λ(λ2 − λ − 4)
λ − 1 ∈ D
−−∞.
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