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Motivated by applications such as the spread of epidemics and the propagation of influence
in social networks, we propose a formal model for analyzing the dynamics of such
networks. Our model is a stochastic version of discrete graphical dynamical systems. Using
this model, we formulate and study the computational complexity of two fundamental
problems (called reachability and predecessor existence problems) which arise in the
context of social networks. We also address other problems that deal with the time
evolution of such stochastic dynamical systems. Further, we point out the implications
of our results to problems for other computational models such as Hopfield networks,
communicating finite statemachines and systolic arrays. In particular, our polynomial time
algorithms for the predecessor existence problem for stochastic dynamical systems imply
similar results for one-dimensional finite cellular automata.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction and motivation
With the growing importance of social networks, analysis of the dynamics of these networks is attracting the attention
of researchers [16]. In this paper, we propose a multiagent-based formal model of social network dynamics and study
two fundamental analysis problems arising in that context. We take an abstract view of social network dynamics. In our
model, each individual (agent) in the social network is represented by a node in the underlying undirected graph. The
edges of the graph model dependences among the agents. Depending on the context, an edge in the underlying graph may
denote a ‘‘knows’’ relationship, a ‘‘can be infected by’’ relationship, a ‘‘lives close to’’ relationship, a ‘‘has common interests’’
relationship, etc. Further, each node has a state and a stochastic transition function that it evaluates at each time step to
compute the value of its state at the next time step. The inputs to the transition function at a node are the state of the node
itself and those of its neighbors in the underlying graph.
Using such an abstract framework for a stochastic graphical dynamical system, one can study several problems that
model the dynamic behavior of the underlying social network. The following examples present the motivation for two of
the problems considered in this paper.
Example 1.1. Consider the social contact network for the population of a city, where the nodes represent individuals and
edges represent contact between individuals; that is, there is an edge between two nodes if the corresponding individuals
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come into contact with each other during a certain period of time. We want to study the spread of epidemics in this
population and how to best control it. A popular method of modeling the spread of epidemics is the SIR model [15], where
the acronym denotes Susceptible–Infected–Recovered, the three possible states for each individual. Assume for simplicity
that the total population is fixed; that is, there are no births or deaths. At any time, a susceptible node may become infected
with a certain probability, depending on the number of infected neighbors. Let t0 denote the start time. At any given time
instant t , let s(t) denote the fraction of susceptible individuals, i(t) denote the fraction of infected individuals and r(t) denote
the fraction of recovered individuals. This context gives rise to questions of the following form: Given positive numbers
0 < α < 1, 0 < β < 1, 0 < p < 1, and a positive integer τ , is the probability of the event ‘‘i(t0 + τ) > β ’’ conditioned on
the event ‘‘i(t0) < α’’ at least p? Questions such as these provide the motivation for the reachability problem for the formal
model considered in this paper. 
Example 1.2. As a second example, consider the social influence network, where an edge between two individuals denotes
that they can exert a certain degree of influence on each other. Suppose a company wants to market a new product using
word ofmouth advertising [23]. The company’s goal is to identify a suitable initial subset of individuals towhom free samples
should be sent so that with probability at least p the number of individuals to whom the idea will propagate in t steps is
at least N . (It is reasonable to model this propagation as a stochastic process since individuals may use different criteria to
decide whether or not to participate in the propagation.) This example represents a more general form of the predecessor
existence problem studied in this paper. 
The remainder of this paper is organized as follows. Section 2 provides formal definitions of the stochastic dynamical
system model and the problems studied in this paper. Section 3 provides a summary of the results presented in this paper.
Sections 4 and 5 present our results for the reachability and predecessor existence problems respectively. Additional results
for other problems, namely computing themost probable next configuration and 2-step transition probability, are presented
in Section 6. Discussion on related work is presented in Section 7 and some directions are future work are provided in
Section 8.
2. Definitions and problem formulation
2.1. Stochastic synchronous dynamical systems
Formally, wemodel dynamics of social networks using discrete graphical dynamical systems. Building on knownmodels
for deterministic graphical dynamical systems [4,5,7,31,34], we refer to this model as a Stochastic Synchronous Dynamical
System (SSyDS). Each SSyDS S over a domain D is specified as a pair S = (G,F ). Here, G(V , E) is an undirected graph with
n nodes, with each node having a state value from the domain D. This graph represents the topological structure of the
social network. The set F = {f1, f2, . . . , fn} is a collection of stochastic interaction functions in the system. Here, fi denotes
the stochastic local transition function associated with node vi, 1 ≤ i ≤ n. A configuration of an SSyDS is an n-vector
(b1, b2, . . . , bn), where bi ∈ D is the value of the state of node vi (1 ≤ i ≤ n).
A single SSyDS transition from one configuration to another is obtained by updating the state of each node synchronously
using the corresponding local transition function. For 1 ≤ i ≤ n, the inputs to the function fi are the state values of node vi
and those of the neighbors of vi. For each combination of inputs to fi and each element θ of D, the function fi specifies the
probability that the next state value of vi is θ . (For each combination of inputs, the sum of the probabilities assigned by fi
over the values θ ∈ Dmust be 1.)
To further clarify the notion of stochastic local transition functions used here, consider a node vi and let vi1 , vi2 , . . . , vir
represent the neighbors of vi in G. For any j and t , let stj denote the state of node vj at time t . The local transition function fi
at node vi specifies the following probability:
fi(θ ′, θ1i1 , . . . , θ
1
ir , θ) = Pr{sti = θ | st−1i = θ ′, st−1i1 = θ1i1 , . . . , st−1ir = θ1ir }. (1)
Example 2.1 presents a SSyDS over the domain D= {0, 1}.
In our model, it is assumed that in each time step, every node vi updates its state using its stochastic local transition
function vi independent of the other nodes in the system. Thus if C1 = (b1, b2, . . . , bn) and C2 = (b′1, b′2, . . . , b′n) denote
two configurations, the probability Pr{C1 → C2} of the 1-step transition from C1 to C2 is given by
Pr{C1 → C2} =
n∏
i=1
fi(bi, bi1 , . . . , bir , b
′
i) (2)
where vi1 , . . . vir are the neighbors of vi in G and fi is the stochastic transition function at vi as defined by Eq. (1), 1 ≤ i ≤ n.
We now present an example to illustrate this probability computation.
Example 2.1. Consider the SSyDS whose underlying graph is shown in Fig. 1. The state values of nodes a, b, c and d are
denoted by sa, sb, sc and sd respectively. The local transition functions for this SSyDS are defined below.
(1) Transition function fa is a 3-input stochastic OR function with the following probability values. If all the three inputs are
0, then Pr{fa = 1} = 0. Otherwise (i.e., when at least one of the inputs is 1), Pr{fa = 1} = 3/4. The table below shows an
alternative description of fa.
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Fig. 1. The underlying graph of a stochastic synchronous dynamical system over the domain {0,1}.
Fig. 2. A portion of the generalized phase space of the stochastic synchronous dynamical system of Fig. 1. (The configuration (1, 1, 0, 0) indicates that
sa = 1, sb = 1, sc = 0 and sd = 0.)
sa sb sc Pr{fa = 1} sa sb sc Pr{fa = 1}
0 0 0 0 1 0 0 3/4
0 0 1 3/4 1 0 1 3/4
0 1 0 3/4 1 1 0 3/4
0 1 1 3/4 1 1 1 3/4
(2) Transition function fb is also a 3-input stochastic OR function and its table is identical to that of fa (except that the table
specifies Pr{fb = 1}).
(3) Transition function fc is a 4-input stochastic AND function with the following probability values. If any of the inputs is 0,
then Pr{fc = 1} = 0. Otherwise (i.e., when all the inputs are 1), Pr{fc = 1} = 4/5. (If fc is specified as a table, it will have 16
rows. For each of the 15 rows in which at least one of the inputs is 0, Pr{fc = 1} = 0. For the row in which all of the inputs
are 1, Pr{fc = 1} = 4/5.)
(4) Transition function fd is a 2-input stochastic OR function with the following probability values. If all of the inputs are 0,
then Pr{fd = 1} = 0. Otherwise (i.e., when at least one of the inputs is 1), Pr{fd = 1} = 2/3.
Any configuration of this SSyDS can be specified as a 4-tuple (α, β, γ , δ), with the interpretation that sa = α, sb = β ,
sc = γ and sd = δ. Let C1 = (1, 0, 0, 0) and C2 = (0, 1, 0, 0). We now illustrate how Pr{C1 → C2} is computed.
Under C1, the inputs to fa are 1, 0 and 0. Thus, according to the table for fa, Pr{fa = 1} = 3/4. However, in C2, we want
sa = 0. Thus, Pr{fa = 0} = 1/4. Using the table for fb, Pr{fb = 1} = 3/4. In C1, not all the inputs to fc are 1; therefore,
Pr{fc = 0} = 1. In a similar manner, Pr{fd = 0} = 1. Therefore, Pr{C1 → C2}, the probability of the 1-step transition from
C1 to C2 = (1/4) ∗ (3/4) ∗ 1 ∗ 1 = 3/16. 
The generalized phase space PS of an SSyDS S is a directed graph defined as follows. There is a node in PS for each
configuration of S. There is a directed edge from the node representing configuration C ′ to that representing configuration
C if the probability that the systemwill reach C from C ′ in one step is (strictly) greater than zero. The directed edge from C ′
to C is associated with a positive number p, 0 < p ≤ 1, representing the probability of the corresponding 1-step transition.
Fig. 2 shows a portion of the generalized phase space1 for the SSyDS of Fig. 1.
With a probability value for directed each edge, the generalized phase space represents the Markov chain for the
dynamical system. If a dynamical system over the domain {0, 1} has n nodes, then the number of possible configurations is
2n. Thus, the size of the Markov chain is exponential in the size of the underlying dynamical system. For this reason, known
results for Markov chains cannot be directly used to obtain the results presented in this paper.
1 The complete generalized phase space, which has 16 nodes and more than 100 edges, is not shown to avoid clutter.
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In the generalized phase space, when there is a directed edge from C ′ to C, we say that C ′ is a predecessor of C and
that C is a successor of C ′. In general, a configuration in generalized phase space may have multiple predecessors and/or
successors. A configuration C in the generalized phase with no incoming edges (i.e., one which has no predecessor C ′ such
that Pr{C ′ → C} > 0) is called a Garden of Eden configuration.
Sequential dynamical systems (SDSs) where nodes update their states in a given sequential order (rather than
synchronously) have also been considered in the literature (see for example [30,31]). For such systems, the update order is
specified as a permutation of the nodes. Suppose vi and vj are two adjacent nodes and vi appears before vj in the permutation.
Then, the local transition function at vj uses the new state value of vi in computing the new state of vj. When the local
transition functions of an SDS are stochastic, one obtains a stochastic SDSs (denoted by SSDSs).
The focus of this paper is on the computational aspects of both SSyDSs and SSDSs. For most of the problems considered
in this paper, the behaviors of these two stochastic dynamical system models are identical. In what follows, the phrase
‘‘dynamical system" refers to a stochastic graphical dynamical system, unless otherwise specified.
2.2. Problem formulations
The goal of an analysis problem is to determine whether a given stochastic dynamical system has a specified property.
We consider two main analysis problems in the context of such dynamical systems, namely reachability and predecessor
existence. As mentioned earlier, a study of such analysis problems is useful in obtaining an understanding of the dynamics
of social networks. We now provide the definitions of these analysis problems.
In the reachability problem, we are given a dynamical system S, two configurations I andB and a probability value p;
the question is whether S starting from I can reach B with a probability of at least p. In this definition, the probability of
reaching configurationB starting from I is the sum of the probabilities of all the paths that start at I and end atB with no
intervening occurrence ofB. This abstract problem, denoted by Reachability, is motivated by Example 1.1.
We also consider a variant of the reachability problem, called the t-Reachability problem, where an integer t is also
specified as part of the problem instance and the goal is to determine whether S starting from I can reach B in at most t
steps with a probability of at least p.
In the predecessor existence problem (denoted by Pre), we are given a dynamical system S, a configuration C and a
probability value p; the question is whether there is a configuration C ′ such that the system starting from C ′ can reach C in
one step with a probability of at least p. This is an abstract and simplified version of the question presented in Example 1.2.
While Example 1.2 addresses t-step predecessors for some t ≥ 1, the Pre problem is concerned with finding immediate
(i.e., 1-step) predecessors.
As formulated, there is an asymmetry between the statements of predecessor existence and reachability problems. The
predecessor existence problem deals with immediate (i.e., 1-step) predecessor while the reachability problem deals with
the transitive closure of the 1-step successor relationship. Our formulations are consistent with previous work on graphical
discrete dynamical systems. In the literature, the problem of finding a predecessor (if it exists) has also been referred to as
the ‘‘preimage computation" problem (e.g. [21,40]).
One can also formulate other analysis problems that address the time evolution of a stochastic dynamical system. One
such problem, namely the s-step transition probability problem (denoted by s-Stp), is the following: Given a dynamical
system S, two configurations C1 and C2 and an integer s ≥ 1, compute the probability that the system starting from C1
reaches C2 in exactly s steps, i.e., the probability that starting in C1, after s steps, the system will be in configuration C2.
In the context of disease propagation, this formulation is an abstract version of the following general problem: Given that
a certain fraction of the population is infected at the current time, compute the probability that the disease will become a
pandemic (i.e., infect a large fraction of the people) in s days.
A related but different problem, which we call the most likely successor problem (denoted by Mls), is the following:
Given a stochastic dynamical system S and a configuration C1, find a configuration C2 such that the probability of the 1-
step transition from C1 to C2 is the maximum among all successors of C1. In the context of disease propagation, successive
solutions to theMls problem can be used to identify a path along which the disease is most likely to spread.
2.3. Other definitions
2.3.1. Additional definitions pertaining to dynamical systems
In presenting our results for the predecessor existence problem for stochastic dynamical systems, we use a
transformation to a similar problem for deterministic dynamical systems. In a deterministic dynamical system, the local
transition function fv at a node v specifies the next state of v given the current states of v and its neighbors. In other words,
all the transitions are deterministic. Thus, in the phase space of a deterministic dynamical system, each configuration has
exactly one successor. Following [9], we use the abbreviation SyDS to denote a deterministic synchronous dynamical system.
The predecessor existence problem for SyDSs is the following: Given a SyDS S and a configurationC, is there a configuration
C ′ such that there is a one step transition from C ′ to C? We denote this problem by Det-Pre.
Deterministic dynamical systems in which local transition functions form special classes of Boolean functions have been
considered in [9]. A symmetric Boolean function is one whose value does not depend on the order in which the input bits
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are specified; that is, the function value depends only on how many of its inputs are 1. Thus, a t-input symmetric Boolean
function can be specified using a tablewith t+1 rows, with the ith row specifying the value of the functionwhen the number
of 1’s in the input is equal to i, 0 ≤ i ≤ t . A Boolean function f is r-symmetric if the inputs to f can be partitioned into atmost
r classes such that the value of f depends only on how many of the inputs in each of the r classes are 1. (Thus, a symmetric
Boolean function is 1-symmetric.) Note that an r-symmetric Boolean function with t inputs can be specified using a table of
size O(t r). A deterministic dynamical system is r-symmetric if each of its local transition functions is r ′-symmetric for some
r ′ ≤ r .
The notions of symmetric and r-symmetric Boolean functions can also be extended to the local transition functions for
stochastic dynamical systems. We say that the stochastic transition function fv at a node v of a SSyDS over the Boolean
domain is r-symmetric if the inputs to fv can be grouped into r classes such that probability value assigned by fv depends
only on how many inputs in each of the r classes are 1. An SSyDS is r-symmetric if each of its local transition functions is
r ′-symmetric for some r ′ ≤ r .
Throughout this paper, when we use r-symmetric functions, we assume that r is a fixed integer which is independent
of the problem instance. We observe that when the maximum node degree ∆ of the underlying graph is bounded, the
corresponding SSyDS is (∆+ 1)-symmetric.
2.3.2. Graph theoretic definitions
The following definitions of tree decomposition and treewidth are from [13].
Definition 2.1. Given an undirected graph G(V , E), a tree decomposition of G is a pair
({Xi | i ∈ I}, T = (I, F)), where {Xi | i ∈ I} is a family of subsets of V and T = (I, F) is an undirected tree with the following
properties:
1.

i∈I Xi = V ;
2. for every edge e = {v,w} ∈ E, there is a subset Xi, i ∈ I , with v ∈ Xi andw ∈ Xi;
3. for all i, j, k ∈ I , if j lies on the path from i to k in T , then Xi Xk ⊆ Xj.
The treewidth of a tree decomposition ({Xi | i ∈ I}, T ) is maxi∈I{|Xi| − 1}. The treewidth of a graph is the minimum over
the treewidths of all its tree decompositions. A class of graphs is treewidth bounded if there is a constant k such that the
treewidth of every graph in the class is at most k.
We note here that a number of graph classes are known to have bounded treewidth. They include trees, k-outerplanar
graphs, k-bandwidth bounded graphs (both for constant k), series parallel graphs, Halin graphs, chordal graphs of bounded
clique size, etc. A number of problems that are NP-hard on general graphs can be solved efficiently when restricted to the
class of treewidth-bounded graphs. A considerable amount of work has been done in this area (see [13] and the references
therein). Grid graphs are a prototypical example of class of graphs that do not have bounded treewidth. In general, a grid
graph with n nodes has a treewidth ofΘ(
√
n).
Deterministic SyDSs and SDSs and their stochastic versions (SSyDSs and SSDSs) strictly generalize finite cellular automata
(CA). Furthermore, SSyDSs and SSDSs on bounded treewidth graphs generalize finite 1D-stochastic CA and SSyDSs and SSDSs
on graphs of treewidth O(
√
n) generalize finite 2D-stochastic CA. Predecessor existence problems and their generalizations
have been actively studied by the dynamical systems community. Our polynomial time algorithms for Pre problems
for SSyDS on bounded treewidth graphs immediately imply similar easiness results for finite 1D-stochastic CA. To our
knowledge, these are the first non-trivial polynomial time algorithms for the Pre problem on finite 1D-stochastic CA. See
[21,40] for recent work on computing preimages and a discussion of literature concerning the Pre problem for 1D-CA.
3. Summary of results
3.1. Results for the reachability problem
Two versions of the reachability problem (denoted by Reachability and t-Reachability) for SSyDSs were defined in the
previous section. We show that both the versions are hard for the complexity class2 RSPACE(n). The result is proven by
showing how a stochastic dynamical system can efficiently simulate a linear space bounded probabilistic Turing machine.
Moreover, the hardness results hold even when the underlying graph is a simple path. By aminor modification to this proof,
the hardness result can also be shown to hold for SSDSs (where nodes update their states sequentially). These results point
out that, unless the complexity classes P and RSPACE(n) coincide, there is no efficient method for predicting the behavior
of a stochastic dynamical system.
In contrast to stochastic dynamical systems, where reachability problems are RSPACE(n)-hard, the corresponding
reachability problems for deterministic discrete dynamical systems are complete for DSPACE(n) [5]. It is known that
RSPACE(n)⊆ DSPACE(n3/2) [38]; however, it is not known whether the exponent of n can be reduced from 3/2 to 1. Thus,
under reasonable complexity theoretic assumptions, reachability problems for stochastic systems appear to be harder than
the corresponding problems for deterministic systems.
2 For definitions of the complexity classes used in this paper, we refer the reader to [36].
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3.2. Results for predecessor existence
The predecessor existence problem is known to be efficiently solvable for finite one-dimensional CA but is NP-complete
for finite two-dimensional CA as well as deterministic synchronous and sequential dynamical systems [6,9,18,41]. In the
dynamical systems case, the hardness result holds even when the underlying graph is a star (i.e., has treewidth 1) or
has bounded degree [9]. As a simple consequence, the problem remains computationally intractable for such restricted
stochastic dynamical systems as well. So, it is of interest to investigate whether there are additional restrictions that lead to
efficiently solvable versions of the problem for stochastic dynamical systems.
We show that the predecessor existence problem for SSyDSs over the Boolean domain can be solved in polynomial time
when the following conditions hold: (i) the treewidth of the underlying graph is bounded, (ii) each stochastic transition
function is r-symmetric for some fixed integer r and (ii) the number of distinct probability values used in specifying the
probability distributions for the local transition functions is bounded. Interestingly, we obtain this result by reducing the
Pre problem for a stochastic dynamical system to the same problem (Det-Pre) for an appropriate deterministic dynamical
system; the latter problem is known to be efficiently solvable [9]. We also present some extensions of this basic result.
3.3. Results for the other analysis problems
Here, we summarize our results for the s-step transition probability (s-Stp) and themost likely successor (Mls) problems.
For both synchronous and sequential stochastic dynamical systems defined above, it can be seen that the problem of
computing the 1-step transition probability from a configuration C1 to another configuration C2 can be solved efficiently.
(See Example 2.1 for an illustration of how this can be done for SSyDSs.) However, we show that the problem of computing
the 2-step transition probability (i.e., the probability of reaching C2 from C1 in two steps), which we denote by 2-Stp, is
computationally intractable; more specifically, we show that the problem is #P-complete. This result also holds for both
SSyDSs and SSDSs.
Given a stochastic dynamical system S and a configuration C1, recall that the goal of the Mls problem is to find a
configuration C2 such that the probability of the 1-step transition from C1 to C2 is the maximum among all successors
of C1. We observe that theMls problem can be solved efficiently for synchronous dynamical systems (SSyDSs). In contrast,
for sequential dynamic systems (SSDSs), we show not only that the problem is NP-hard but also that approximating the
maximum value to within any factor ρ > 1 is NP-hard. This result points out an interesting difference in the behaviors of
the synchronous and sequential system models.
3.4. Applications to other computational models
SSyDSs can be viewed as stochastic analogs of systolic networks [27]. As mentioned earlier, SSyDSs can also serve as
a formal model for studying problems in the context of multiagent systems [44]. In addition, SSyDSs are also related to
other well known computational models including discrete recurrent Hopfield networks [35] which are used in machine
learning and pattern recognition and concurrent communicating finite state machines [19] which are used tomodel and verify
distributed systems. The hardness results for the reachability problems for SSyDSs immediately imply analogous results for
each of the above models.
4. Complexity of reachability for SSyDSs and SSDSs
In this section,we show that the reachability problems for SSyDSs and SSDSs are hard for the complexity classRSPACE(n).
Our proof also shows that the problem remains computationally intractable even for simple SSyDSs and SSDSs (e.g. systems
in which the underlying graph is a simple path).
As mentioned earlier, we establish this complexity result by showing that a given linear space bounded probabilistic
Turing Machine (TM) can be simulated by an appropriate SSyDS. We recall a few definitions related to probabilistic TMs.
A probabilistic Turing machine [36]M is a TM consisting of a finite control and a read-write tape which initially contains
the input string. The finite control has one accepting state, one rejecting state and a collection of coin tossing states. A
configuration of the Turing machine specifies the state of the finite control, description of the contents of the tape and the
position of the head on the tape. A configuration is accepting, rejecting or coin tossing if the state of the finite control is
accepting, rejecting or coin tossing respectively. The transition relation of the Turing machine is such that from any coin
tossing configuration, there are exactly two possible next moves, each with probability 1/2. Once the machine reaches an
accepting or rejecting configuration, it halts.
Given a probabilistic O(n)-space bounded Turing machine M which always halts after 2O(n) moves and input string x,
we say that M accepts x if the probability of the event that M reaches an accepting configuration starting from the initial
configuration on input x is at least 1/2. One way to view the computation of M on x is via a proof tree: the leaf nodes are
labeled as either accepting or rejecting configurations, the root is the initial configuration and each internal node has exactly
two children with the labels on the edges being 1/2, denoting the probability of transition to that configuration. Thus the
probability of reaching a given leaf node (or a terminating configuration) l, denoted by Pr(l), is the product of weights of the
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edges on the unique path from the root to the leaf. The probability of accepting an input string is
∑
l∈A Pr(l), where A is the
set of leavesmarked as accepting. The class RSPACE(n) is the set of languages accepted by probabilistic O(n)-space bounded
Turing Machines. Some papers (e.g. [37]) also refer to this complexity class as PrSPACE(n).
Theorem 4.1. There exists a constant µ such that the t-Reachability and Reachability problems for SSyDSs and SSDSs are
RSPACE(n)-hard, even when the following restrictions hold: (i) the underlying graph is a simple path (and thus has treewidth of
1); in particular, the degree of each node is at most two; (ii) the size of the domain of state values for each node is at most µ; (iii)
the number of distinct local transition functions is at most three.
Proof. We give the proof details for the t-Reachability problem SSyDSs. The proof for Reachability and extension of the
results to SSDSs are straightforward.
LetM = (Q ,Σ,Σ ′, q0, qf , F) denote a linear space bounded probabilistic Turing machine where Q is the (finite) set of
states, Σ is the tape alphabet, Σ ′ ⊂ Σ is the input alphabet, q0 ∈ Q is the initial state, qf ∈ Q is the final accepting state
and F is the transition relation: given the current state and the current symbol scanned by the (read-write) head, F specifies
the next state, the symbol to be written on the cell scanned by the head and the direction of head movement (left or right
by one tape cell or stay on the same cell). The relation F specifies two moves, each with probability 1/2. Let x = a1a2 . . . an
be the input string given toM with a1 = $ and an = c⃝ being the endmarkers. A configuration or instantaneous description
(ID) of M consists of the current state, the contents of the tape cells and the position of the head. The machine starts at q0
with its head on the tape cell containing a1 = $. The ID at time zero is I = ⟨(q0, a1), a2, . . . , an⟩. We may assume without
loss of generality that ifM accepts x, it replaces all the symbols on the tape cells between the end markers with the symbol
̸ b, moves the head to the cell containing $, and halts in state qf . Thus, the final ID isB = ⟨(qf , $), ̸ b, . . . , ̸ b, c⃝⟩. The ID of
M at time τ will be denoted by ID(τ ).
Given M and input string x, we create an SSyDS SMx = (G,F ) whose set of configurations includes those of M . SMx is
constructed so that for any t ≥ 0, if M starting from I reaches a configuration C in t steps with probability p, then SMx
starting from I reaches configuration C in 2t steps with probability p.
The underlying graph G(V , E) of SMx is a simple path on n nodes, where n = |x|. Node vi corresponds to the ith tape cell,
1 ≤ i ≤ n. Node vi is adjacent only to nodes vi−1 and vi+1, with the exceptions that node v1 is adjacent only to node v2 and
node vn is adjacent only to node vn−1. The state of each node vi takes a value from the domainΣ∪(Q×Σ)∪(Q×Σ×{0, 1}).
For any τ ≥ 0, a step of M that transforms ID(τ ) into ID(τ + 1) probabilistically, can be captured by the collection of
local probabilistic transition functions F = ⟨f1, f2, . . . , fn⟩ where fi is the function at node vi, 1 ≤ i ≤ n, as follows. The
SSyDS simulates each step of M in two steps. Let ID(τ ) = ⟨c1, . . . cj−1, (q, cj), cj+1, . . . cn⟩. Here, (q, cj) denotes that the
current state is q, the content of tape cell j is cj and the head is currently scanning cell j. The node corresponding to cell j is
vj. In the first step, all nodes except vj make a deterministic move; they copy their contents and do not change their state.
Node vj does a coin toss and modifies (q, cj) to (q, cj, σ ) where σ denotes the outcome of coin toss (which is either 0 or
1). Note that ID(τ + 1) is identical to ID(τ ), except possibly for cj−1, (q, cj) and cj+1. Let these three values be dj−1, dj and
dj+1 with probability 1/2 and aj−1, aj, aj+1 with probability 1/2. Note that the aj, dj values also encode the head location.
Correspondingly, in the next step, all nodes of the SSyDS except vj−1, vj and vj+1 again copy their state; vj goes to dj or aj, vj−1
goes to dj−1 or aj−1 and vj+1 goes to dj+1 or aj+1, depending on the coin toss value σ . These moves again are deterministic.
Thus, the probability of reaching either of the configuration is 1/2 over the two steps.
It can be seen that SMx reaches configurationB with probability at least 1/2 iffM accepts xwith probability at least 1/2.
The size of the domain of SMx is a constant that depends only onΣ and Q . 
It is also possible to formulate reachability problems where a family of final configurations is specified and the question
is whether the system can reach any of these configurations with a given probability. An example of such a family consists
of configurations in which at least k of the nodes have the state value 1. In the context of studying the spread of epidemics in
social networks, such a family of configurationsmay represent situations where a large section of the population is infected.
By slightly modifying the proof of the above theorem, it can be shown that the corresponding reachability problem remains
RSPACE(n)-hard.
5. Results on predecessor existence
5.1. Main result
This section develops a polynomial time algorithm for the Pre problem for restricted forms of stochastic dynamical
systems. Recall (from Section 2.3) that an r-symmetric SSyDS (or SyDS) is one in which each of the local transition functions
is r ′-symmetric for some r ′ ≤ r . The main result of this section is the following.
Theorem 5.1. Let r be a fixed integer. Consider the class of r-symmetric SSyDSs over the Boolean domain satisfying the following
conditions: (a) the treewidth of the underlying graph is bounded; (b) the number of distinct probability values used in specifying
all the stochastic node functions is bounded. The Pre problem for such SSyDSs can be solved in polynomial time.
Our proof of the above theorem is based on the following known result concerning (deterministic) SyDSs.
Theorem 5.2. Let t be a fixed integer. TheDet-Pre problem for t-symmetric SyDSs over the Boolean domainwhere the underlying
graph is treewidth bounded can be solved in polynomial time.
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Proof. See Section 4.2 of [9]. 
The main idea behind the proof of Theorem 5.1 is the following. The Pre problem for r-symmetric SSyDSs satisfying
the conditions of Theorem 5.1 can be efficiently reduced to the Det-Pre problem for an appropriate t-symmetric SyDS that
satisfies the conditions of Theorem5.2. Since the latter problemcanbe solved in polynomial time (Theorem5.2), Theorem5.1
would follow. We now present the details of this reduction.
Let S be an SSyDS satisfying the conditions of Theorem 5.1. Let C denote the given configuration for which we need
to determine whether there is a predecessor with a given probability of at least p. Let k (a fixed value) denote the
treewidth of the underlying graph G(V , E), with n denoting |V |. Consider any node vi, and let Γi denote the total number
of probability values used to specify the stochastic local transition function fi at vi. (Note that if the distinct probability
values used to specify fi are ρ1, ρ2, . . . , ρt , then the value of Γi represents the number of distinct values in the collection
{ρ1, 1− ρ1, ρ2, 1− ρ2, . . . , ρt , 1− ρt}.) Let Γ (also a fixed value) denote the number of distinct probability values used in
specifying all the stochastic node functions.
We construct a deterministic SyDS S1 from the stochastic SyDS S as follows. First, the underlying graph G1(V1, E1) of S1
has the following nodes and edges.
(i) A copy of all the nodes and edges of G.
(ii) For each node vi of G, 1 ≤ i ≤ n, create q = Γi additional nodes. Let v1i , v2i , . . . , vqi , denote these additional nodes,
called the auxiliary nodes associated with vi. (Thus, each auxiliary node of vi is associated with one probability value
from the specification of the stochastic local transition function fi in S.) If vi is adjacent to vi1 , vi2 , . . . , viℓ in G, then each
of the nodes vji , 1 ≤ j ≤ q, is adjacent to vi and vi1 , vi2 , . . . , viℓ in G1.
(iii) G1 has one more node, denoted by X . There is an edge between X and each auxiliary node added in Step (ii) above.
The local transition functions for the nodes of G1 are chosen as follows.
(i) For each node vi, 1 ≤ i ≤ n, the local transition function gi is the constant function which outputs 1 for every input.
(ii) For each node vi, the local transition functions for the auxiliary nodes of vi are chosen as follows. Let C(vi) denote the
state value of node vi in the specified (final) configuration for S. For each j, 1 ≤ j ≤ q, consider the auxiliary node vji ,
and let ρj denote the probability value associated with v
j
i . Let N
j
i denote the node v
j
i and the set of all neighbors of v
j
i ,
except X . The (deterministic) local transition function g ji at v
j
i outputs 1 if and only if one of the following conditions
holds.
(a) The initial value of vji is 1 and the probability assigned by fi for the input formed by the values assigned to the nodes
in N ji and the transition of vi to C(vi) is equal to ρj.
(b) The initial value of vji is 0 and the probability assigned by fi for the input formed by the values assigned to the nodes
in N ji and the transition of vi to C(vi) is not equal to ρj.
(iii) The local transition function gX at node X is defined as follows. Let NX denote the set of neighbors of X . (By our
construction, NX is the set of all auxiliary nodes.) For any w ∈ NX , define the function η(w) as follows: If the state
value ofw is 0, then η(w) = 1; otherwise, η(w) is the probability value associated with the auxiliary nodew. The value
of the function gX is equal to 1 if and only if
∏
w∈NX η(w) ≥ p, where p is the probability threshold specified as part of
the Pre problem instance for the SSyDS S.
The final configuration C1 for S1 has the value 1 for all the nodes of G1. The following lemma points out all the properties of
this transformation.
Lemma 5.3. Consider the construction of the deterministic SyDS S1 and the final configuration C1 starting from the stochastic
SyDS S, the final configuration C and the probability value p. The following properties hold:
1. The construction can be carried out in polynomial time;
2. the graph G1(V1, E1) is treewidth bounded;
3. SyDS S1 is t-symmetric for some fixed integer t;
4. there is a predecessor for the configuration C with probability at least p in S iff there is a predecessor for the configuration C1
in S1.
Proof.
Part 1: This can be seen from the description of the construction.
Part 2: Let k denote the treewidth of G, the underlying graph of S. Recall that Γ denotes the number of distinct probability
values used to specify all the stochastic local transition functions in S. Wewill show that the treewidth of G1, the underlying
graph of S1, is at most O(kΓ ). This would imply the result of Part 2, since k and Γ are fixed.
Consider any tree decomposition T of G. Since the treewidth of G is k, the bag associated with each node of the tree
decomposition has at most k+ 1 nodes of G. To obtain a tree decomposition of G1, we use the same tree structure as T ; the
only difference is that the bags associated with the nodes of T are modified. For each node w of T , let Bw denote the bag of
nodes associated with w in the tree decomposition of G. The bag B′w associated with w in the tree decomposition for G1 is
constructed as follows. B′w is initialized to be the same as Bw . Then, for each node vi ∈ Bw , we add all the auxiliary nodes
of vi to B′w . Further, we add the node X to B′w . It can be verified that the result is a valid tree decomposition for G1. For each
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node vi, the number of auxiliary nodes is at most Γ . We also add node X to each bag. Therefore, the maximum number of
nodes in any bag is (Γ + 1)(k+ 1)+ 1 = O(kΓ ). Thus the treewidth of G1 is O(kΓ ). Since k and Γ are constants, it follows
that G1 has bounded treewidth.
Part 3:We consider each local transition function of S1, and argue that it is q-symmetric for some fixed q ≥ 1.
First, consider the local transition function gi associated with any node vi, 1 ≤ i ≤ n. This is the constant function which
always outputs 1. Obviously, this is a 1-symmetric function.
Next, consider the function g ji associated with the auxiliary node v
j
i , 1 ≤ i ≤ n and 1 ≤ j ≤ Γi. The stochastic transition
function fi associatedwith vi in S is r-symmetric for some fixed integer r . The inputs to the function g
j
i can the be partitioned
into at most r + 2 groups, with the r groups from the function fi and two additional groups, one containing only vji and the
other containing only X . It can be seen that the function g ji depends only on how many of the inputs from each of these (at
most) r + 2 groups are 1. Thus, the function g ji is (r + 2)-symmetric.
Finally, consider the function gX associated with the node X . The function gX can be specified as a (Γ + 1)-symmetric
function. For each j, 1 ≤ j ≤ Γ , suppose nj denotes the number of auxiliary nodes that are associated with the probability
value ρj and whose state value= 1. Then, the value of gX is 1 iff∏1≤j≤Γ ρnjj ≥ p. Thus, the auxiliary nodes can be grouped
into Γ classes such that the value of function fX depends only on how many inputs from each class have the value 1. Node
X is an additional input to fX , and is placed in a class by itself. Overall, gX is (Γ + 1)-symmetric.
Therefore, S1 is t-symmetric, where t is the fixed integer given by t = max{r + 2,Γ + 1}.
Part 4:
Only If: Suppose there exists a predecessor for C with probability at least p in S. Let C ′ be such a predecessor. Based on C ′,
we can construct a configuration C ′1 in S1, as follows:
(i) For each node vi in S, set C ′1(vi) in S1 equal to C ′(vi) in S.
(ii) Let the neighbors of vi in S be x1, x2, . . . , xd. Let fi be the stochastic local transition function for vi in S. For each
auxiliary node vji in S1, let ρ
j
i denote the probability value associated with v
j
i ; set C
′
1(v
j
i) equal to 1 iff fi(C
′(vi),C ′(x1),
C ′(x2), . . . ,C ′(xd), C(vi)) is equal to ρ ji .
(iii) For node X in S1, set C ′1(X) equal to 1.
Let C ′′1 denote the next configuration that C
′
1 transitions to in S1. For each node vi in S1, by the construction of gi of S1,
C ′′1 (vi) equals 1. For each auxiliary node v
j
i in S1, by the construction of g
j
i and the construction of C
′
1(v
j
i), C
′′
1 (v
j
i) equals 1.
Consider node setNX and function η, as defined in the construction of the transition function gX of S1. ForC ′1,
∏
w∈NX η(w)
equals the probability that for S starting in configuration C ′, the next configuration is C. Since this probability is at least p,
C ′′1 (X) equals 1.
Thus, C ′′1 is identical to configuration C1, and the constructed configuration C
′
1 is a predecessor of C1 in S1.
If: Suppose there exists a predecessor C ′1 of C1 in S1. Based on C
′
1, we can construct a configuration C
′ in S, as follows:
Configuration C ′ is the restriction of C ′1 to the nodes of S; that is, for each node vi in S, set C ′(vi) equal to C
′
1(vi) in S1. Then,
it can be verified that the constructed configuration C ′ is a predecessor for C with probability at least p in S. This completes
the proof of Lemma 5.3. 
Theorem 5.1 follows from Theorem 5.2 and Lemma 5.3. 
It is shown in [9] that the result of Theorem 5.2 can be generalized to the case where the domain of the deterministic
dynamical system is finite (instead of being {0, 1}), with an appropriate extension of the notion of t-symmetric functions.
As a consequence, a similar generalization of Theorem 5.1 can also be obtained.
Theorem 5.1 shows that the Pre problem for SSyDSs can be solved efficiently when the following three conditions hold:
(a) each local transition functions is r-symmetric for some fixed integer r , (b) the underlying graph has bounded treewidth
and (c) the number of distinct probability values that appear in all the tables is bounded. We now examine whether
the Pre problem remains efficiently solvable when some of the conditions are removed. Let us first consider eliminating
Condition (a). It is known that if node functions are not r-symmetric, the Pre problem is NP-complete for deterministic
SyDSs even when the underlying graph is a star, whose treewidth is 1 [9]. Also, deterministic SyDSs are a special case of
stochastic SyDSs, with only two distinct probability values (namely, 0 and 1). Therefore, if node functions are not required
to be r-symmetric, then the Pre problem is NP-complete for stochastic SyDSs, even when the other two conditions hold.
Now consider eliminating Condition (b). It is shown in [9] that when the treewidth of the underlying graph is not bounded,
the Pre problem isNP-complete for deterministic dynamical systems evenwhen each local transition function is symmetric.
Hence, if the bounded treewidth assumption is removed, the problem remainsNP-complete for stochastic SyDSs evenwhen
the other two conditions hold. Whether the Pre for SSyDSs remains NP-complete when Condition (c) is removed while the
other two conditions hold is an open question.
5.2. Extensions of the main result
Here we briefly mention two extensions of Theorem 5.1.
(a) Allowing a general predicate on predecessor probability: Recall that the goal of the Pre problem for SSyDSs is to
determine whether a given configuration C has a predecessor C ′ such that the 1-step transition probability from C to C ′ is
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at least p. This is one particular example of a predicate on the transition probability. Another useful predicate is ‘‘transition
probability> 0". We note that a given configuration C is not a Garden of Eden configuration in the generalized phase space
iff C has a predecessor satisfying this predicate. Thus, it is of interest to consider the Pre problem under a general predicate.
We assume that given the value of the transition probability, the predicate can be computed efficiently. (The two examples
of predicates given above satisfy this requirement.)
The algorithm of Section 5.1 can be extended to handle such a predicate, sayΠ1, on the transition probability value. The
only change is that in the construction of the deterministic SyDS, the table for the local transition function gX (corresponding
to node X) is constructed as follows. The value of gX is 1 iff the predicateΠ1 applied on the value
∏
w∈NX η(w) is true. Because
of the assumption that Π1 can be evaluated efficiently, the reduction to the deterministic dynamical can be carried out in
polynomial time.
(b) Allowing a predicate on predecessor state values: As another example of restrictions on predecessors, one may be
interested in determining whether there is a predecessor C ′ of a given configuration C such that the transition probability
from C ′ to C is at least p and the number of nodes with value 1 in C ′ is at least m. This requirement on the number of 1-
valued nodes is one example of a predicate on the state values of nodes. In particular, this predicate can be expressed using a
symmetric function since it merely counts the number of 1-valued inputs. One can imaginemore general predicates on state
values (e.g. ‘‘at least αi nodes in group i have value 1, 1 ≤ i ≤ r"), which can be expressed using r-symmetric functions. So,
it is of interest to consider the Pre problem with this a predicate on the state values of nodes. We require that the predicate
can be represented using an r-symmetric function for a fixed integer r and that it can be evaluated efficiently.
To accommodate such a predicate, we firstmodify the given SSyDS S into another SSyDS S’ as follows.We add a newnode
Y to the underlying graph G of S and join Y to each node of G. The local transition function fY associated with Y is defined
as follows. If Y has the value 0 and the predicate on the state values is true, then the value of fY (i.e., the probability that Y
changes to 1) is 1; otherwise, the value of fY is 0. Since the predicate on state values can be expressed as an r-symmetric
function and we can have an additional group containing just the node Y , fY is (r + 1)-symmetric function. Since Y is now
an input to the local transition functions at the other nodes, each of these functions is also (r + 1)-symmetric. Further, a
tree decomposition for the new graph can be obtained from the tree decomposition of the old graph by adding the node
Y to each bag. Thus, the new graph G′ has a treewidth of at most k + 1. Therefore, the resulting SSyDS S’ satisfies all the
conditions of Theorem 5.1 and hence the Pre problem with the additional predicate can be solved in polynomial time.
The following proposition summarizes the above extensions.
Proposition 5.4. Let r be a fixed integer. Consider the class of r-symmetric SSyDSs over the Boolean domain satisfying the
following conditions: (a) the treewidth of the underlying graph is bounded; (b) the number of distinct probability values used
in specifying all the stochastic node functions is bounded. The following results hold for this class of SSyDSs.
(i) LetΠ1 be an efficiently computable predicate on the transition probability. LetΠ2 be a predicate on the state values of nodes
such that Π2 can be expressed using an t-symmetric function for some fixed integer t and can be computed efficiently. The
problem of determining whether there is a predecessor which satisfies bothΠ1 andΠ2 can be solved in polynomial time.
(ii) The problem of determining whether a given configuration is a Garden of Eden configuration in the generalized phase space
can be solved in polynomial time. 
The above proposition can also be generalized to finite domains. In addition, using O(n) calls to the algorithms referred
to in the above propositions (where n is the number of nodes in the given SSyDS), it is also possible to efficiently determine
(i) whether there is a unique predecessor satisfying the required predicates or (ii) there are two or more such predecessors.
6. Results for other analysis problems
In this section, we establish our results for the 2-Stp andMls problems. In proving these results we use reductions from
the following special version of the Satisfiability problem.
Monotone 1-in-3 3SAT (M3SAT)
Instance: A collection X = {x1, x2, . . . , xn} of n Boolean variables; a collection Q = {Q1,Q2, . . . ,Qm} of m clauses, where
each clause Qj contains three unnegated variables from X , 1 ≤ j ≤ m. Further, each variable xi, 1 ≤ i ≤ n, appears in at most
3 clauses.
Question: Is there an assignment of values to the variables in X such that in each clause exactly one variable is set to True?
It is well known that M3SAT is NP-complete [17]. Further, it is also known that the counting version of M3SAT, which
we denote by #M3SAT, is #P-complete [20]. We will use both of these results in proving the results of this section. When
dealing with instances ofM3SAT, we use the phrase ‘‘a clause is satisfied" to mean that exactly one variable in that clause is
set to True.
Given an instance I ofM3SAT (or #M3SAT), the bipartite graph B(V1, V2, E) corresponding to the instance I is defined as
follows. The node sets V1 and V2 are in one-to-one correspondence with the variable set X and the clause set Q respectively.
For this reason, we refer to the nodes in V1 and V2 as variable nodes and clause nodes respectively. If the clause Qj
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(1 ≤ j ≤ m) contains variables xj1 , xj2 and xj3 , then the clause node corresponding to Qj is adjacent to the variable nodes
corresponding to xj1 , xj2 and xj3 . The edge set E is the union of all such edges. This graph will be used in proving the results
in this section.
We begin with the result for the 2-Stp problem.
Theorem 6.1. The 2-Stp problem is #P-complete for both SSyDSs and SSDSs.
Proof. We present the details for SSyDSs (where all nodes update their states synchronously) and then indicate the
modifications needed for SSDSs (where node update order is specified as a permutation).
It is easy to see that 2-Stp for SSyDSs is in #P. To prove #P-hardness, we use a reduction from the #M3SAT problem
defined above. Let I be an instance of #M3SAT, with X and Q denoting the set of variables and clauses respectively. We
construct an SSyDS S over the domain {0, 1} from I as follows.
Construction of the underlying graph G(V , E) of S: The graph G(V , E) is the bipartite graph corresponding to the instance
I . (Thus, the node set V = V1 ∪ V2, where V1 and V2 are the node sets for the bipartite graph.)
Constructionof stochastic local transition functions: Consider any variable node vi ∈ V1. Since the variable corresponding
to vi occurs in at most three clauses, the number of inputs to the stochastic transition function fi at vi is at most four. Thus,
there are at most 24 = 16 rows in the table for fi. For each row, we set Pr{fi = 1} = 1/2. (Thus, vi changes to 1 with
probability 1/2 regardless of the inputs.)
Consider any clause node wj ∈ V2 and let Qj denote the clause corresponding to wj. Since Qj has exactly three variables,
the number of inputs to the stochastic transition function gj at wj is four. So, there are 24 = 16 rows in the table for gj,
with each row specifying values forwj and the three variables that appear in Qj. For each rowwhere the value ofwj is 0 and
exactly one of the three variables that appear in Qj is 1, we set Pr{gj = 1} = 1. For all other rows, we set Pr{gj = 1} = 0.
(Thus, wj changes to 1 with probability 1 only when its current value is 0 and the values of its neighbors form a satisfying
assignment for Qj.)
Construction of configurations C1 and C2: In configuration C1, all the nodes have value 0. In configuration C2, all the
variable nodes have value 0 and all the clause nodes have value 1.
This completes the construction. It can be seen that the SSyDS S and configurations C1 and C2 can be constructed in
polynomial time. We need to show that if the 2-step transition probability from C1 to C2 can be computed in polynomial
time then one can also find the number of solutions to the #M3SAT instance I in polynomial time. We do this through the
following lemmas.
Lemma 6.2. Suppose C1 → C ′ → C2 is a 2-step transition of S such that the probability of this 2-step transition is greater than
0. Then, the following conditions hold.
(a) The state value of each clause node in C ′ is 0.
(b) The state values of the variable nodes in C ′ form a satisfying assignment for the clauses in Q .
Proof of Lemma 6.2. Since the 2-step transition C1 → C ′ → C2 has nonzero probability, both the 1-step transitions
C1 → C ′ and C ′ → C2 must have nonzero probabilities.
First consider Part (a) of the lemma. Note that in C1, all the variable nodes have the value 0. This assignment does not
satisfy any of the clauses in Q . Therefore, by the definition of the transition functions for clause nodes, any transition from
C1 with nonzero probability can only be to other configurations in which all clause nodes have value 0. Thus, C ′ has this
property.
The proof of Part (b) is similar. In configurationC2, all clause nodes have value 1. From the definition of the local transition
functions at each of the clause nodes, it follows that the 1-step transition C ′ → C2 has a nonzero probability only when the
variable nodes in C ′ form a satisfying assignment. This completes the proof of Lemma 6.2. 
Lemma 6.3. Let N denote the number of satisfying assignments to the #M3SAT instance I. Then, the 2-step transition probability
from C1 to C2 is N/22n.
Proof of Lemma 6.3. Consider any 2-step transition C1 → C ′ → C2 with nonzero probability. By Lemma 6.2, all clause
nodes have value 0 in C ′ and the values of variable nodes in C ′ form a satisfying assignment for the clauses of I . Thus,
the number of possible choices for C ′ is exactly N . For any such configuration C ′, it can be seen that the probability of the
1-step transition from C1 to C ′ and that of the 1-step transition from C ′ to C2 are both 1/2n. Thus, the probability of the
2-step transition from C1 to C2 with C ′ as the intermediate configuration is 1/22n. Since there are N possibilities for C ′, the
probability of the 2-step transition from C1 to C2 is N/22n. 
It can be seen from Lemma 6.3 that given the probability of the 2-step transition from C1 to C2, the number N of the
satisfying assignments to the#M3SAT instance I can be computed efficiently. It follows that 2-Stp is #P-complete for SSyDSs.
The proof for SSDSs is similar to the above. The only difference is that in each transition, values of clause nodes are
updated (in arbitrary order) before updating the values of variable nodes (also in arbitrary order). This order ensures that
the intermediate configuration C ′ satisfies the two properties indicated in Lemma 6.2. 
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It is known that the #M3SAT problem remains #P-complete even when restricted to instances in which the bipartite
graph corresponding to the instance is planar [20]. Further, because each clause has exactly three literals and each variable
appears in at most three clauses, the maximum node degree in the bipartite graph is three. Therefore, we get the following
corollary from the proof of Theorem 6.1.
Corollary 6.4. The 2-Stp problem is #P-complete for SySDSs and SSDSs even when the underlying graph is planar with a
maximum node degree of three. 
We now state and prove our results for theMls problem.
Theorem 6.5. TheMls problem can be solved in polynomial time for SSyDSs. However, the problem is NP-complete for SSDSs.
Proof. First consider theMls problem for SSyDSs, where all the nodes update their states synchronously. Let S be the given
SSyDS and C1 be a configuration for which we need to find a most likely successor. For each node v of S, all the inputs to the
local transition function fv at v are known from C1. This is because the updates are synchronous. Therefore, by examining
the table for the function fv , a new state for v for which the transition probability is the maximum can be found in time that
is linear in the size of the table for fv . By repeating this for each node of S, a most likely successor of C1 can be obtained. The
running time of this algorithm is linear in the sum of the sizes of the tables for the local transition functions.
Wenow consider theMls problem for SSDSs,where nodes update their states in a specified order (which is a permutation
of the nodes). The decision version of theMls problem is the following: Given an SSDS S, a configurationC1 and a probability
p (0 < p ≤ 1), is there a configuration C2 such that the probability of the 1-step transition from C1 to C2 is at least p? We
now show that this decision problem is NP-complete.
It can be seen that theMls problem for SSDSs is in NP. So, we will focus on proving the NP-hardness part. The reduction
is from the M3SAT problem defined earlier and the construction is almost the same as that presented in the proof of
Theorem 6.1. The differences are the following.
(a) Variable nodes are updated (in arbitrary order) before the clause nodes are updated (also in arbitrary order).
(b) For each clause node wj, the local transition function gj is defined as follows. Let Qj denote the clause corresponding to
nodewj.
(i) If the inputs from the variable nodes to the function gj form a satisfying assignment for Qj, then Pr{gj = 1} = 1,
regardless of the value ofwj.
(ii) Otherwise (i.e., the inputs from the variable nodes to the function gj do not form a satisfying assignment for Qj),
Pr{gj = 1} = 1/2, regardless of the value ofwj.
We set p = 1/2n. Further, in the configuration C1, all the state values are 0. This completes the construction which can be
carried out in polynomial time. We now prove that there is a successor to C1 with probability at least p if and only if there
is a satisfying assignment for theM3SAT instance.
Claim 6.6. Suppose there is a satisfying assignment to the M3SAT instance I. Then, there is a configuration C2 such that the
probability of the 1-step transition from C1 to C2 is equal to p.
Proof of Claim 6.6. Suppose xi = αi (where αi ∈ {0, 1}) is a satisfying assignment, 1 ≤ i ≤ n. Consider the configuration
C2 where variable node vi has the value αi and each clause node has the value 1. From the local transition function at node
vi, we know that Pr{vi = αi} = 1/2, 1 ≤ i ≤ n. Since the assignments to the variables satisfies each clause, the probability
of each clause node changing to 1 is 1. Therefore, the probability of 1-step transition from C1 to C2 is 1/2n, which is p. This
completes the proof of Claim 6.6.
Claim 6.7. Suppose there is a configuration C2 such that the probability of the 1-step transition from C1 to C2 is at least p. Then,
there is a satisfying assignment to theM3SAT instance I.
Proof of Claim 6.6. Suppose C2 is a 1-step successor of C1 such that the probability of transition from C1 to C2 is at least
p. In C2, let αi denote the value assigned to variable node vi, 1 ≤ i ≤ n. We show by contradiction that the assignment
xi = αi, 1 ≤ i ≤ n, satisfies theM3SAT instance I . To see this, suppose the assignment does not satisfy some clause Qj. Let
βj be the value assigned to the clause node wj (which corresponds to Qj) in C2. When wj is updated, the inputs to the local
transition function gj do not form a satisfying assignment to Qj. Therefore, by the definition of gj, Pr{wj = βj} = 1/2. For
each variable node vi, Pr{vi = αi} = 1/2, 1 ≤ i ≤ n. Therefore, the probability of the 1-step transition from C1 to C2 is at
most 1/2n × 1/2 = 1/2n+1, which is less than p = 1/2n. This is a contradiction and this completes the proof of Claim 6.7.
The NP-hardness of theMls problem for SSDSs follows from the two claims above. 
As observed earlier, the M3SAT remains NP-complete even when the corresponding bipartite graph is planar with a
maximum degree of three. Therefore, a similar hardness result holds for theMls problem for SSDSs. Bymodifying the above
proof, one can also prove that the optimization version of the Mls problem for SSDSs, where the goal is to maximize the
probability of the successor, cannot be approximated to within any factor ρ > 1 efficiently. This result is presented below.
Proposition 6.8. Unless P = NP, the Mls problem for SSDSs cannot be approximated in polynomial time to within any factor
ρ > 1. Moreover, this result holds even when the underlying graph of the SSDS is planar with maximum node degree three.
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Proof. We use a reduction from M3SAT similar to the one used in the proof of Theorem 6.5. The changes are as follows.
Given ρ, let r = ⌈log2 ρ⌉ + 1. This choice of r ensures that 2r > ρ. The underlying graph consists of r disjoint copies of
the bipartite graph corresponding to theM3SAT instance. In each copy, the local transition functions for the variable nodes
and clause nodes are chosen as in the NP-hardness proof used in Theorem 6.5. In the initial configuration C1, the state of
each node is 0. Again, the update order has all the variable nodes (in arbitrary order) followed by all the clause nodes (also
in arbitrary order).
Suppose the givenM3SAT instance has a satisfying assignment. Consider the following successor C2 to C1: in each copy
of the bipartite graph, variable nodes are given values from the satisfying assignment and clause nodes are set to 1. The
probability that variable nodes change to their values in C2 is 1/2rn and the probability that clause nodes change to their
value (namely, 1) in C2 is 1. Hence, C2 is a successor of C1 with probability 1/2rn. In other words, there is a successor of
C1 with probability at least 1/2rn. Therefore, when the M3SAT instance is satisfiable, any polynomial time approximation
algorithm with a performance guarantee ρ > 1 for the problem will produce a successor with a probability of at least
1
ρ2n
.
Now, suppose theM3SAT instance is not satisfiable. Thus, for every possible assignment of values to the variables, at least
one clause is not satisfied. Consider any successor C2 of C1. The probability that all variable nodes change to their values in
C2 is 1/2rn. To compute the corresponding probability for clause nodes, consider the restriction of C2 to the variable nodes
of any one copy j of the bipartite graph. This restriction defines a truth assignment to the variables of theM3SAT instance.
Since there is at least one clause that is not satisfied by this assignment, there is at least one clause node in copy j of the
bipartite graph for which the probability of changing to its value in C2 is at most 1/2. Since this holds for each of the r
copies, the probability that clause nodes change to their values in C2 is at most 1/2r . Therefore, the probability of transition
to configuration C2 is at most
1
2r2rn
. Since 2r > ρ, the probability of transition to C2 is less than
1
ρ2n
. In other words, when
theM3SAT instance is not satisfiable, every successor has probability strictly less than
1
ρ2n
.
Thus, any polynomial time approximation algorithm which provides a performance guarantee of ρ for theMls problem
can be used to distinguish between satisfiable and unsatisfiable instances of M3SAT efficiently, and this contradicts the
assumption that P ≠ NP. 
7. Related work
Sequential dynamical systems (SDSs) were introduced in [10]. Their mathematical properties have been studied in a
series of papers [10–12,26,29]. Computational versions of SDS and SyDSwere introduced in [4] as a formalmodel to represent
and analyze socio-technical systems. Since then a number of papers have investigated the computational complexity of
analyzing phase space properties [5–7,24,25,42]. We introduced Stochastic SDS in [8] as a natural model socio-technical
systems that have a stochastic component. For further discussion on mathematical and computational theory of SDS and
their applications to modeling realistic socio-technical systems, see [2,3,28,31].
Many social scientists have studied stochastic transition functions similar to the ones considered in this paper; see
for example [1,14,32]. Computational aspects of CA have been studied by a number of researchers; see for example [43].
Much of this work addresses decidability of properties for infinite CA. A stochastic version of one-dimensional CA has been
studied from a formal language perspective in [33]. Comprehensive surveys by Kari [22] and Sarkar [39] provide additional
information regarding known results for CA. Some results on counting preimages for one-dimensional CA are reported in
[21]. Questions concerning the existence of fixed points and garden of Eden configurations (i.e., configurations which do not
have predecessors) in deterministic SDSs are addressed in [6,42].
The predecessor existence problem has been studied in the context of CA [41,18] and other computational models [35].
The problem also arises naturally in other applications such as reverse engineering finite discrete dynamical systems from
time series data, testing liveness properties of certain network protocols and detecting unreachable states in distributed
systems; see [3] and the references cited therein.
Since SSyDSs are closely related to stochastic cellular automata (CA) [43], they also serve as a formal model for studying
problems in the context of multiagent systems [44]. Each agent i is represented by a node vi of the system. The set of other
agents with whom i interacts corresponds to the set of neighbors of node vi in the graph. The local transition function at
node vi determines the new state of agent i based on the current state of i and the states of agents with whom i interacts.
Thus, the stochastic dynamical system model allows one to introduce randomness into the interaction among agents.
8. Future work
There are several directions for further work. First, it will be useful to study the complexity of reachability problems
when there are additional restrictions on the stochastic local transition functions. Second, it is of interest to extend the
results for the immediate predecessor problem to a more general version, namely finding t-step predecessors, for fixed
t ≥ 1. A different research direction is to formulate and study other problems that arise in the context of social network
dynamics as problems on stochastic dynamical systems.
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In our earlier work, we proved DSPACE(n)-hardness for reachability problems for restricted classes of deterministic
dynamical systems (SyDSs and SDSs) [5,7]. These results, which were obtained via a sequence of reductions, showed that
the reachability problems for SyDSs and SDSs remain DSPACE(n)-hard even when all of the following restrictions hold:
(i) the domain is finite (bounded), (ii) the underlying graph has bounded pathwidth and (ii) the local transition functions are
symmetric. Devising similar reductions for stochastic versions in a way that preserves appropriate probability distributions
appears to be a challenging open question.
The problem of counting the number of predecessors in suitably restricted forms of stochastic dynamical systems is
another direction for further research. We believe that our techniques can in fact be extended to obtain these results and
we are currently pursuing this research direction.
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