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GALOIS EMBEDDING PROBLEMS WITH CYCLIC
QUOTIENT OF ORDER p
JA´N MINA´Cˇ∗† AND JOHN SWALLOW‡
Abstract. Let K/F be a cyclic field extension of odd prime de-
gree. We consider Galois embedding problems involving Galois
groups with common quotient Gal(K/F ) such that correspond-
ing normal subgroups are indecomposable Fp[Gal(K/F )]-modules.
For these embedding problems we prove conditions on solvability,
formulas for explicit construction, and results on automatic realiz-
ability.
Introduction
Let p > 2 be a prime, and suppose thatK/F is a cyclic field extension
of degree p. In this paper we consider Galois embedding problems
involving Kummer extensions of K of degree pn that are Galois over
F , and we establish new automatic realizability results, whereby the
solvability of one Galois embedding problem implies the solvability of
another. (See e. g. [GSS, Section 5] for some automatic realizations
of 2-groups as Galois groups.) We restrict ourselves to the case p > 2
because the case p = 2 is quite simple and does not lead to new results.
We focus particularly on the case when F contains a primitive pth
root of unity. In fact, this paper is a continuation of [MS] wherein,
under this hypothesis, we classified Fp[Gal(K/F )]-modules K×/K×p
using arithmetic invariants attached to K/F , and the investigations
there were motivated by the embedding problems solved in this paper.
When F is not of this type, we employ a descent argument in the case
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2 JA´N MINA´Cˇ AND JOHN SWALLOW
charF 6= p and Witt’s Theorem in the case charF = p to extend our
results to arbitrary fields.
When F contains a primitive pth root of unity, we additionally pro-
vide explicit solutions of some Galois embedding problems, and we
show that these formulas are natural and quite transparent conse-
quences of our method. For most of these embedding problems, explicit
solutions were not previously known. For others, such as the example
of Section 1, our methods yield an explanation of explicit solutions
determined previously via ad hoc methods.
In Section 1 we present a motivating example and our Main Theo-
rem on automatic realizability and explicit solution. In Section 2 we
introduce notation and results in preparation for Section 3, where we
give conditions and explicit solutions for a class of embedding problems
under the hypothesis that a primitive pth root of unity lies in the base
field. In Section 4 we use a descent argument and Witt’s Theorem to
establish equivalent conditions for embedding problems over all fields,
and in Section 5 we prove our Main Theorem. Although this paper uses
ideas and results developed in [MS] and in [W], we decided to make our
paper largely self-contained, and hence we make minimal references to
results in [MS] and [W].
1. Example and Main Theorem
A simple example serves as a motivating introduction to Galois em-
bedding problems of the type we will consider. Assume that F contains
a primitive pth root of unity ξp and K = F ( p
√
a) is a cyclic extension
of degree p, and consider Heisenberg’s group E, a noncommutative
group of order p3 and exponent p. These conditions determine E up
to isomorphism. The center of E is cyclic of order p, and we have the
following short exact sequence:
1→ Z/pZ→ E → Z/pZ× Z/pZ→ 1. (1)
Now let L/K be an extension Galois over F such that Gal(L/F ) ∼=
Z/pZ×Z/pZ. Then the exact sequence naturally gives rise to a Galois
embedding problem, asking whether L embeds in a Galois extension
L˜/F with group E and such that the surjection in the exact sequence
is the surjection of Galois theory.
The obstruction to the solvability of this embedding problem may
be computed as follows. Assume that K = F ( p
√
a) is contained in
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L. Fix a primitive root ξp. By Kummer theory there exist elements
σ, τ ∈ Gal(L/F ) and b ∈ F× such that p√aσ−1 = ξp = p
√
b
τ−1
and
p
√
b
σ−1
= 1 = p
√
a
τ−1
. Then the lifts of σ and τ in E generate E. It
is well-known that the Galois embedding problem admits a solution if
and only if b ∈ N(K×), where N denotes the norm map from K to F .
(See, for instance, [JLY, page 161].)
Moreover, if we suppose that ω ∈ K satisfies N(ω) = b, then
it has been observed in [Ma, Cor. p. 523 & Thm. 3(A)] (see also
[JLY, page 161]) that all field extensions L˜/F solving the Galois em-
bedding problem may be written L˜ = L( p
√
fα), where f ∈ F× and
α = ωp−1σ(ω)p−2 · · ·σp−2(ω).
In our Main Theorem we generalize and motivate both the condition
on solvability and the form of the solution. The condition implies that
a new automatic realizability result holds for fields containing ξp, and
we extend the automatic realizability result to all fields F . Further
generalizations and explicit solutions appear in Theorems 2, 3, and 4.
Observe that in the example above L and L˜ are Kummer extensions
of K of pth-power degree that are Galois over F , and the Galois groups
Gal(L/K) and Gal(L˜/K) are naturally acted upon by Gal(K/F ). The
appropriate context for our results turns out to be Kummer exten-
sions L of K such that Gal(L/K) is an indecomposable Fp[Gal(K/F )]-
module; as we show later in Proposition 2, any Kummer extension of
K of degree pn that is Galois over F decomposes into a compositum of
extensions L/F of this type.
Let F be an arbitrary field, and suppose that K/F is a cyclic exten-
sion with Galois group G = Gal(K/F ) ∼= Z/pZ, with generator σ. Let
A = ⊕p−1j=0Fpτ j be a free Fp[G]-module on the generator τ , where σ acts
by multiplication by τ . Let Ai be the Fp[G]-submodule generated by
(τ − 1)i. (See Section 2 for details.) Finally let Ei, 1 < i ≤ p, denote
the following Galois embedding problem:
Ei : 1→ A1/Ai → (A/Ai)⋊G→ (A/A1)⋊G = Gal(L/F )→ 1.
Observe that A/A1 ∼= Fp, a trivial Fp[G]-module; hence (A/A1)⋊G ∼=
Z/pZ × Z/pZ. We also assume that the projection of (A/A1) ⋊ G =
Gal(L/F ) onto G coincides with the restriction map Gal(L/F ) −→
G = Gal(K/F ). Assume now that charF 6= p. Then [L : F ] and
[F (ξp) : F ] are coprime. Therefore Gal(L/F ) is naturally isomorphic
to Gal(L(ξp)/F (ξp)). After identifying these two Galois groups we set
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F (ξp,
p
√
b) to be the fixed field of 1 ⋊G in L(ξp). (Here b is a suitable
element in F (ξp)
×.)
Further observe that in the case i = 2, (A/A2) ⋊ G ∼= E. Hence E2
is precisely the embedding problem in equation (1) above.
In the following theorem we consider the embedding problems Ei
where i = 2, . . . , p. We prove:
Theorem 1 (Main Theorem).
A) Let F be an arbitrary field. Then the following are equivalent:
(1) Some Ei is solvable.
(2) Each Ei is solvable.
Consequently, if (A/A2) ⋊ G occurs as a Galois group over F , then
(A/Ai)⋊G occurs as well, for all 2 ≤ i ≤ p.
B) Now assume that charF 6= p. Then (1) and (2) are also equiva-
lent to
(3) b ∈ NK(ξp)/F (ξp)(K(ξp)×).
C) Now assume further that ξp ∈ F . Suppose that (1)–(3) hold, and
let ω ∈ K× satisfy N(ω) = b. Suppose i > 2. Then a solution to Ei is
given by
L˜ = K(
p
√
fω(σ−1)p−i ,
p
√
ω(σ−1)p−i+1 , . . . ,
p
√
ω(σ−1)p−2),
f ∈ F×. If i = 2 then a solution to E2 is given by L˜ = K( p
√
fω(σ−1)(p−2)).
Moreover, all solutions of Ei arise in this way.
In particular, we have the following automatic realization of Galois
groups: if E = (A/A2) ⋊ G is a Galois group over F , Fp[G] ⋊ G is a
Galois group over F .
The explicit construction result in the theorem says that in the case
ξp ∈ F , solutions of Ei are parameterized by ω with N(ω) = b and
f ∈ F×. Note that in Fp[G] we have the identity
(σ − 1)p−2 = (p− 1) + (p− 2)σ + · · ·+ σp−2,
so the construction of L˜ in the theorem above is equivalent to that of
[JLY, page 161] in the case i = 2.
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2. Preliminaries
In this Section and Section 3 we assume that F is a field containing
a primitive pth root of unity ξp, K = F ( p
√
a), and G = Gal(K/F ) ∼=
Z/pZ. We let σ denote the generator of G such that p
√
a
σ−1
= ξp. Since
σ−1 is used frequently, we use the abbreviation ρ := σ−1. All modules
and Galois extensions will be acted upon on the left by their respective
groups, even though we will use exponential notation to denote Galois
action on fields. We denote by F× the multiplicative group of a field
F , and we write N = NK/F for the norm map from K to F . For a
subset S of an Fp-module V we denote by 〈S〉 the Fp-span of S in V .
2.1. Fp[G]-modules.
Let A = ⊕p−1j=0Fpτ j be a free Fp[G]-module on the generator τ , where
σ acts by multiplication by τ . There are p quotient modules A/Ai, i =
1, . . . , p of A where for i < p,
Ai = 〈(τ − 1)i, (τ − 1)i+1, . . . , (τ − 1)p−1〉, and Ap = {0}.
These quotients are all cyclic and together form a complete set of in-
decomposable Fp[G]-modules. Each A/Ai is of dimension i as a vector
space over Fp. We call this dimension the length, and denote the length
of a cyclic Fp[G]-module M by l(M), because we have the following
criterion for l(M), where M is a cyclic Fp[G]-module generated by m:
l(M) = i such that ρim = 0, ρi−1m 6= 0. Moreover, such a cyclic
module M of length l contains precisely one submodule of each length
1 ≤ j ≤ l: Mi = 〈ρl−jm, . . . , ρl−1m〉.
For each i ∈ {1, . . . , p} we pick a basis {1, τ − 1, . . . , (τ − 1)i−1} of
A/Ai consisting of images of 1, τ − 1, . . . , (τ − 1)i−1. We define an Fp-
linear map λ : A/Ai −→ Fp by λ(f0+f1(τ − 1)+ · · ·+fi−1(τ − 1)i−1) =
fi−1, where fk ∈ Fp, k = 0, . . . , i − 1. Observe that ker(λ) contains
no nonzero ideal of A/Ai. Then B(a, b) := λ(ab) for each a, b ∈ A/Ai
defines a nonsingular, symmetric bilinear form B : A/Ai×A/Ai −→ Fp.
Thus A/Ai is a symmetric algebra. (See [La, page 442].) Further we
have B(aσ, bσ
−1
) = B(a, b) for each a, b ∈ A/Ai and our bilinear form
B induces a G-equivariant isomorphism between A/Ai and its dual.
2.2. Groups.
In this section we classify the groups of interest in this paper and the
surjections among them. For e ∈ Fp, let Bi,e be the group extension of
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A/Ai by G with σ˜
p = e(τ − 1)i−1. Here σ˜ is a lift in Bi,e of σ ∈ G. Note
that for e = 0, Bi,0 = (A/Ai) ⋊ G. First we consider the equivalence
classes of these groups.
Lemma 1. (See [W, Theorem 2])
(1) If H is a group with a normal subgroup isomorphic to A/Ai as
a G-module, with quotient group G, then H = Bi,e for some e.
(2) For fixed 1 ≤ i < p, all Bi,e, e 6= 0, are isomorphic, and these
groups are not isomorphic to Bi,0 = (A/Ai)⋊G.
(3) For i = p, all Bi,e are isomorphic to Bp,0 ∼= Fp[G]⋊G.
The Galois embedding problems in this paper consist of embedding
an extension L/F with group Bj,e′ in an extension with strictly larger
group Bi,e. We are interested in all surjections Bi,e → Bj,e′ for which
the kernel lies in A/Ai ⊂ Bi,e and which are induced by the projection
of Bi,e on its quotient. We call these G-surjections.
Lemma 2. The G-surjections in the set of groups {Bi,e}i≥1 are pre-
cisely
Bi,e → Bj,0, i > j ≥ 1, e ∈ Fp, with kernel Aj/Ai.
Proof. Considering the dimensions of A/Ai and A/Aj, if Bi,e → Bj,e′
is a G-surjection then i > j. Now a surjection of G-modules A/Ai
to A/Aj must have as kernel an Fp[G]-submodule of A/Ai of Fp-rank
i− j. But since A/Ai is cyclic, there is precisely one such submodule,
namely Aj/Ai. Hence (τ − 1)k lies in the kernel for all j ≤ k < i.
In particular, the kernel must contain e(τ − 1)i−1, which is σ˜p in Bi,e.
Therefore σ˜ ∈ Bi,e is sent to some lift σˆ ∈ Bj,e′ of σ ∈ G and hence
σˆp = 1 in Bj,e′, or e
′ = 0. 
We list some characteristics of the groups Bi,e. Each Bi,e has order
pi+1, nilpotent index i, and rank (the smallest number of generators)
2. The exponent of Bi,0 is p, and the exponent of Bi,e, e 6= 0 is p2. The
Frattini subgroup Φ(Bi,e) of Bi,e is A1/Ai ∼= (Z/pZ)i−1. Finally, we
have presentations
Bi,0 = 〈σ, {τj}i−1j=0 :
σp = τ pj = [σ, τi−1] = 1; for j < i− 1, [σ, τj ] = τj+1〉
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and, for e 6≡ 0 mod p,
Bi,e = 〈σ, {τj}i−1j=0 : σp = τ ei−1;
τ pj = [σ, τi−1] = 1; for j < i− 1, [σ, τj ] = τj+1〉.
2.3. Extensions and Submodules, ξp ∈ F .
Now let J denote the Fp[G]-module J := K×/K×p. We denote
elements of J by [γ], γ ∈ K×. Let Ji be the kernel of the endomorphism
(σ−1)i and letMγ be the cyclic submodule of J generated by [γ]. Then
[γ] ∈ Ji if and only if l(Mγ) ≤ i.
We denote by M ↔ LM the Kummer correspondence over K of sub-
spaces M of the Fp-vector space J and abelian exponent p extensions
LM of K:
M = (L×pM ∩K×)/K×p ↔ LM = K( p
√
γ : [γ] ∈M).
Set C = Gal(LM/K). Then M and C are dual G-modules and the
canonical duality 〈m, c〉 := c( p√m)/ p√m of M and C is G-equivariant.
(See [W, pages 134 and 135].) The following proposition rephrases the
results in [W, page 135] in our notation.
Proposition 1. Under the Kummer correspondence above,
(1) LM is Galois over F if and only if M is an Fp[G]-submodule of
J .
(2) The following are equivalent:
(a) LM is the Galois closure, over F , of K( p
√
γ) for some γ ∈
K×;
(b) M = Mγ for some γ ∈ K×;
(c) Gal(LM/K) ∼= A/Ai, as G-modules, for some i;
(d) Gal(LM/F ) ∼= Bi,e, as G-extensions, for some i and e.
If these conditions hold, then i = l(M) and
LM = K( p
√
γ, p
√
γρ, . . . ,
p
√
γρi−1).
Proof. Because LM is Galois if and only if each automorphism of K
extends to an automorphism of LM , item (1) and (2a)⇔(2b) follow.
That (2c)⇔(2d) follows from Lemma 1.
Suppose (2b) holds. Then M ∼= A/Ai for some i ∈ {1, . . . , p} and
Gal(LM/K) is a G-equivariant dual of M . Since M is a G-equivariant
self-dual module, we see that Gal(LM/K) and A/Ai are G-isomorphic
and (2c) follows.
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Suppose now that (2c) holds. Then again using the G-equivariant
self-duality of A/Ai and Kummer theory, we see that M must be a
cyclic module Mγ for some γ ∈ K×. Hence (2b) follows.
The presentation of LM follows from the fact that a cyclic Fp[G]-
module M generated by m is generated over Fp by {ρk(m)}l(M)−1k=0 . 
We can now prove
Proposition 2. Let L/K be a finite Kummer extension of pth-power
degree which is Galois over F . Then L is a compositum of finitely
many Galois closures, over F , of extensions of the form Lγ = K( p
√
γ),
γ ∈ K×.
Proof. The extension L/K corresponds to an Fp[G]-submodule M of
J . Since M is finite, it is decomposable into a direct sum of finitely
many indecomposable Fp[G]-modulesMj . Each indecomposable Fp[G]-
module Mj is isomorphic to some A/Ai and is hence cyclic. By Propo-
sition 1 (2), these submodules correspond to Galois closures over F of
extensions Lγ = K( p
√
γ). The submodule of J generated by each of the
indecomposables Mj then corresponds to the compositum of the Lγ,
and we are done. 
2.4. The index.
The following homomorphism appears in a somewhat different form
in [W, Theorem 3]:
Definition. The index e([γ]) ∈ Fp for [γ] ∈ Jp−1 is defined by
ξe([γ])p =
(
p
√
NK/F (γ)
)ρ
.
The index is well-defined, as follows. First, since
1 + σ + · · ·+ σp−1 = (σ − 1)p−1 = ρp−1 (2)
in Fp[G], [N(γ)] = [γ]ρ
p−1
, which is the trivial class [1] by the assump-
tion [γ] ∈ Jp−1, and as a result p
√
N(γ) lies in K and is acted upon by
σ. Observe further that e([γ]) depends neither on the representative
γ of [γ] nor on the particular pth root of N(γ). Also the index func-
tion e above is a group homomorphism from Jp−1 to Fp. Therefore the
restriction of e to any Mγ is either trivial or surjective.
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We show that the index is trivial for any [γ] in the image of ρ:
ξe([γ]
ρ)
p =
p
√
N(γσ−1)
ρ
=
p
√
1
ρ
= 1,
or e([γ]ρ) = 0.
Lemma 3. (See [W, Theorem 2].) Let [γ] ∈ J and M =Mγ.
(1) If l(M) < p and e = e([γ]) then Gal(LM/F ) ∼= Bi,e.
(2) If l(M) = p then Gal(LM/F ) ∼= Bp,0.
Proof. The second item follows from Proposition 1 and Lemma 1. The
fact that Gal(LM/F ) ∼= Bi,e for some e ∈ Fp follows in the same man-
ner. Therefore it remains only to show that Gal(LM/F ) ∼= Bi,e([γ]).
Let σ˜ denote a pullback of σ ∈ G to Gal(LM/F ). Then σ˜p lies
in Z(Gal(LM/F )) ∩ Gal(LM/K). (Here Z(Gal(LM/F )) means the
center of Gal(LM/F ).) Recall that using Kummer theory and the G-
equivariant self-duality of A/Ai we may identify Gal(LM/K) withA/Ai.
Adopting this identification we pick a basis {1, τ − 1, . . . , (τ − 1)i−1} of
the Gal(LM/F ) dual with {[γ](σ−1)i−1 , . . . , [γ]σ−1, [γ]} with respect to
Kummer pairing. Under our identification, σ˜p lies in the G-invariant
submodule of A/Ai, which is 〈(τ − 1)i−1〉. Observe that (τ − 1)i−1
sends p
√
γ to ξp p
√
γ. If σ˜p = e(τ − 1)i−1 then
( p
√
γ)(σ˜
p−1) = ξep.
Therefore
p
√
γ(σ˜
p−1) = p
√
γ(1+σ˜+···+σ˜
p−1)(σ˜−1) =
(
p
√
NK/F (γ)
)(σ˜−1)
= ξe([γ])p .

We characterize elements of J fixed by σ and of trivial index with
the following
Lemma 4. If [γ] ∈ J1 and e([γ]) = 0 then there exists f ∈ F× such
that [γ] = [f ].
Proof. By [MS, Remark 2], we have the following short exact sequence:
0→ 〈[a]〉 i−→ F×/F×p ǫ−→ J1 N−→ 〈[a]〉,
where 〈[a]〉 is the subgroup of F×/F×p generated by [a] ∈ F×/F×p, i
is the inclusion map, ǫ is the natural homomorphism induced by the
inclusion map F× → K×, and N is the map induced by the norm map
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from K to F . Now e([γ]) = 0 implies that [γ] is in the kernel of the
surjection N above, and we are done. 
We will also need a lemma on the smallest lengths of cyclic submod-
ules of J generated by an element [γ] with nontrivial index. Let Υ = 1
if ξp ∈ N(K×) and Υ = 0 otherwise. In the proof of the next lemma
we refer to [A] only for the sake of convenience. One can use basic
Kummer theory instead.
Lemma 5.
(1) If Υ = 1 then there exists δ ∈ K× such that [δ] ∈ J1 and
e([δ]) 6= 0. These are precisely the δ such that K( p√δ)/F is a
cyclic extension of degree p2.
(2) If Υ = 0 then [ p
√
a] ∈ J2 \ J1, e([ p
√
a]) 6= 0, and e([γ]) = 0 for
all [γ] ∈ J1.
Proof. By [A, Theorem 3], Υ = 1 if and only if K/F embeds in an
extension L = K(
p
√
δ) Galois over F with group Z/p2Z ∼= B1,e, e 6= 0.
By Proposition 1 and Lemma 3, then, Υ = 1 if and only if there exists
[δ] ∈ J1 with e([δ]) 6= 0. This proves the first statement.
Assume now that Υ = 0. We have [ p
√
a] ∈ J2, since [ p
√
a]ρ = [ξp] ∈ J1,
and we calculate e([ p
√
a]) = 1. Since Υ = 0, [ξp] 6= [1] in J1 and therefore
[ p
√
a] 6∈ J1. Now consider any [γ] ∈ J1. Then L = K( p√γ) is Galois
over F and since Υ = 0 we see from [A, Theorem 3] that Gal(L/F ) is
B1,0 ∼= Z/pZ × Z/pZ. Hence e([γ]) = 0 and the second statement is
proved. 
Finally, we introduce a variant of [MS, Lemma 1] for submodules
generated by elements with trivial index. This is our key lemma:
Lemma 6. Let [γ] ∈ J . Suppose that 2 ≤ l(Mγ) < p and e([γ]) = 0.
Then there exists [γ′] ∈ J such that
(1) l(Mγ′) = l(Mγ) + 1.
(2) [γ′]ρ
2
= [γ]ρ.
(3) The fixed elements MGγ of Mγ under G coincide with M
G
γ′ .
(4) If l(Mγ) < p− 1 then e([γ′]) is defined and has a value of 0.
Proof. Let c = Nγ. Since l(Mγ) < p, we have [c] = [γ]
ρp−1 = [1]. Hence
c ∈ F× ∩K×p. In fact, c = asf p for some f ∈ F and s ∈ Z, as follows.
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Since c ∈ K×p, F ( p√c) ⊂ K. The Kummer extension F ( p√c) is either F
or K; if the former, then c ∈ F×p, while if the latter, then by Kummer
theory c also has the desired form.
Thus Nγ = asf p for some s and f . But e(γ) = 0, so p divides s
and we see that Nγ = f p for some f ∈ F×. Since N(γ/f) = 1, by
Hilbert’s Theorem 90 there exists a ω ∈ K× such that ωσ−1 = γ/f .
Then l(Mω) = l(Mγ) + 1.
If l(Mγ) < p− 1 then let t = e([ω]) and set γ′ = ω/(at/p); otherwise
let t = 0 and set γ′ = ω.
We compute [γ′]ρ = [ξ−tp γ/f ] and, since ξp, f ∈ F×, [γ′]ρ2 = [γ]ρ,
which is nontrivial since 2 ≤ l(Mγ). Hence (1) and (2) follow.
Now if l(Mγ) < p− 1 then l(Mγ′) = l(Mγ) + 1 < p and so γ′ ∈ Jp−1.
Then e([γ′]) = e([ω])− t = 0. Therefore (4) is valid.
Finally observe thatMGγ is generated by [γ]
ρl(Mγ )−1 as well as [γ′]ρ
l(M
γ′
)−1
,
which in turn generates MGγ′ . Hence M
G
γ = M
G
γ′ and therefore (3) fol-
lows from (2). 
3. Embedding Problem Conditions and Solutions, ξp ∈ F
We consider all embedding problems involving groups Bi,e, based
on the G-surjections determined in Lemma 2, defining the following
embedding problems for i > j ≥ 1:
Ei,j(L) : 1→ Aj/Ai → Bi,0 → (A/Aj)⋊G = Gal(L/F )→ 1.
and, for any e 6= 0,
E ′i,j(L) : 1→ Aj/Ai → Bi,e → (A/Aj)⋊G = Gal(L/F )→ 1.
In each case we ask if there exists a Galois extension L˜/F containing
L such that Gal(L˜/F ) ∼= Bi,0 or Gal(L˜/F ) ∼= Bi,e, and under the iden-
tification of Gal(L˜/F ) with Bi,0 (or Bi,e), the surjection Gal(L˜/F ) →
Gal(L/F ) is identical to the surjection above.
Since Bp,0 ∼= Bp,e as G-extensions for all e, the embedding problems
Ep,i(L) and E ′p,i(L) are identical. Moreover note Ei,1(L) = Ei(L). (See
page 2 for the discussion of Ei.)
For each of these problems, by Proposition 1, L is the Galois closure
of K( p
√
γ) for some γ ∈ K×. Hence under the Kummer correspondence
Mγ ↔ L, and by Proposition 1, l(Mγ) = j.
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Theorem 2. Suppose that ξp ∈ F . Let p ≥ i > j ≥ 1 and L be the
Galois closure of K( p
√
γ) over F .
Then Ei,j(L) is solvable if and only if [γ] = [ω]ρp−j for some ω ∈ K×.
If so, then a solution L˜ to Ei,j(L), where i > j + 1, is given by
L˜ = L(
p
√
fωρp−i,
p
√
ωρp−i+1, . . . ,
p
√
ωρp−j−1),
f ∈ F×.
In the case when i = j + 1 a solution L˜ to Ej+1,j is given by L˜ =
L( p
√
fωρp−i), f ∈ F×.
Moreover, all solutions to Ei,j(L) arise in this way if one allows ω to
vary over all elements of K× with [ω]ρ
p−j
= [γ].
Proof. By Proposition 1, there exists a field L˜ with Gal(L˜/F ) ∼= Bi,e
for some i and e if and only if there exists a cyclic submodule Mβ of
J of length i, and in this case we have Mβ ↔ L˜ under the Kummer
correspondence.
Furthermore, by Lemma 3, if i < p then Gal(L˜/F ) ∼= Bi,e, where
e = e([β]), and if i = p then Gal(L˜/F ) ∼= Bp,0. Hence if i < p then
Ei,j(L) is solvable if and only if there exists β ∈ K× with e([β]) = 0,
l(Mβ) = i, and Mβ ⊃ Mγ . If i = p then Ep,j is solvable if and only if
there exists β ∈ K× with l(Mβ) = p and Mβ ⊃Mγ .
Now suppose that [γ] = [ω]ρ
p−j
for some ω ∈ K×. Then let β = ωρp−i.
Since l(Mγ) = j and [γ] = [β]
ρi−j , l(Mβ) = i. Now if i = p then the
condition of the previous paragraph is satisfied. If i < p then β is in the
image of the endomorphism ρ, therefore e([β]) = 0 and the condition
of the previous paragraph is satisfied.
Going the other way, suppose that there exists β ∈ K× with l(Mβ) =
i, Mβ ⊃ Mγ , and, if i < p, e([β]) = 0. Since Mγ is the unique Fp[G]-
submodule of Mβ of length j, Mγ = Mβρi−j . Further since the linear
map Mβ → Mγ defined by [α] 7→ [α]ρi−j is surjective, there is a [β ′] ∈
Mβ such that we have [β
′]ρ
i−j
= [γ]. Moreover, l(Mβ′) = l(Mβ) so
Mβ′ = Mβ . In the case of i < p, because e is trivial on [β], then e is
trivial on Mβ and hence e([β
′]) = 0.
If i = p then let ω = β ′. Otherwise, by repeated application of
Lemma 6, we may find an ω ∈ K× such that [ω]ρp−i+1 = [β ′]ρ. Then
[ω]ρ
p−j
= [β ′]ρ
i−j
= [γ].
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We now treat the explicit construction of the solution fields. Let Mβ
be an Fp[G]-module corresponding to a solution field to the embedding
problem Ei,j(L). Let β ′ and ω be defined as above. Note that [ω]ρp−i+y =
[β ′]ρ
y
for all y ≥ 1. Hence δ = ωρp−i/β ′ satisfies [δ]ρ = [1]. Now
e([δ]) = 0, so by Lemma 4, [δ] = [f ] for some f ∈ F×. If we have a
solution L˜ to Ei,j(L) with Mβ ↔ L˜, then L˜ = L( p
√
θ : [θ] ∈Mβ), or
L˜ = L( p
√
β, p
√
βρ, . . . ,
p
√
βρi−j−1),
by Proposition 1. Since Mβ′ = Mβ, [ω]
ρp−i+y = [β ′]ρ
y
for all y ≥ 1, and
[β ′] = [ωρ
p−i
/f ], we have
L˜ = L(
p
√
f−1ωρp−i,
p
√
ωρp−i+1, . . . ,
p
√
ωρp−j−1),
in the case when i > j + 1 and L˜ = L( p
√
f−1ωρp−i) if i = j + 1 again
by Proposition 1.
Finally observe that if we have a solution L˜ to Ei,j(L) with Mβ ↔ L˜,
then for each f ∈ F× a module Mfβ also corresponds to a solution of
Ei,j(L). Hence in our explicit formula for a solution field L˜, any f ∈ F×
is eligible. 
Theorem 3. Suppose ξp ∈ F . Let p ≥ i > j ≥ 1 and L be the Galois
closure of K( p
√
γ) over F .
(1) E ′i,j(L), i > j + 1 − Υ or j = p − 1, is solvable if and only if
[γ] = [ω]ρ
p−j
for some ω ∈ K×. If so, then a solution L˜ to
E ′i,j(L) is given by
L˜ = L(
p
√
fαω′ρp−i,
p
√
ω′ρp−i+1, . . . ,
p
√
ω′ρp−j−1),
f ∈ F×, where in the case Υ = 1, α is any element in K× with
K( p
√
α)/F cyclic of degree p2, and in the case Υ = 0, α is p
√
a.
Furthermore ω′ = ωc0+c1ρ+···+ci−1ρ
i−1
for suitable ck ∈ Z.
(2) E ′j+1,j(L), Υ = 0, is solvable if and only if [γ] = [ξp]e[ω]ρp−j for
some ω ∈ K× and e 6≡ 0 mod p. If so, then a solution L˜ to
E ′i,j(L) is given by
L˜ = L(
p
√
fae/pωρp−j−1), f ∈ F×.
Moreover, all solutions to E ′i,j arise in the way described above.
Note that the two parts of the theorem overlap when i = p, j = p−1,
and Υ = 0.
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Proof. We begin in the same manner as the previous proof: if i < p then
E ′i,j(L) is solvable if and only if there exists β ∈ K× with e([β]) 6= 0,
l(Mβ) = i, and Mβ ⊃ Mγ . If i = p then E ′p,j is solvable if and only if
there exists β ∈ K× with l(Mβ) = p and Mβ ⊃Mγ .
We first treat the conditions on [γ] that are equivalent to solvability.
Then we consider the explicit presentations of the solution fields.
In the case i = p, since E ′p,j = Ep,j, the condition on [γ] is the same as
the condition on [γ] for the solvability of Ep,j determined in the previous
theorem. This gives us the condition in part 1. Now if additionally
j = p−1, consider the condition of part 2: [γ] = [ξp]e[ω′]ρp−j = [ξp]e[ω′]ρ
for e 6≡ 0 mod p. If this condition holds, ω = a−e/pω′ satisfies the
condition [γ] = [ω]ρ
p−j
= [ω]ρ of part 1. Conversely, if the condition of
part 1 holds, set ω′ = a1/pω and observe that the condition of part 2
holds with e = 1.
Now suppose i < p and E ′i,j(L) is solvable with field L˜ such that
Mβ ↔ L˜. We show that the specified conditions on [γ] must hold.
If i > j + 1, then Mβρ ↔ L¯, where, by Lemma 3, L¯ is a solution to
Ei−1,j(L). Then by the previous theorem the condition [γ] = [ω]ρp−j is
satisfied.
If i = j + 1 and Υ = 1, then let [α] ∈ J1 with e([α]) 6= 0. (See
Lemma 5. Observe that K( p
√
α)/F is cyclic of degree p2.) Since
E ′j+1,j(L) is solvable there existsMβ ⊃Mγ , l(Mβ) = j+1 and e([β]) 6= 0.
Set β ′ = βe([α])/αe([β]). Then e([β ′]) = 0. Since α ∈ J1 we have
M(β′)ρ = Mβρ =Mγ . By Proposition 1 and Lemma 3, Mβ′ ↔ L¯, where
L¯ is a solution to Ej+1,j(L). By the previous theorem, the condition
[γ] = [ω]ρ
p−j
is satisfied.
Now consider the case i = j + 1 and Υ = 0. By choosing another
generator [β] of Mβ if necessary, we may assume that [β]
ρ = [γ]. Con-
sider β ′ = βa−e([β])/p. Then e([β ′]) = 0. Now [a−e([β])/p]ρ = [ξ−e([β])p ], so
[β ′]ρ = [ξ−e([β])p γ]. Therefore if l(Mξ−e([β])p γ) is at least 1 there exists a
solution to an embedding problem corresponding to Mβ′ and Mξ−e([β])p γ.
By the previous theorem, the condition [ξp]
−e([β])[γ] = [ω]ρ
p−j
is satis-
fied. If [ξ
−e([β])
p γ] = [1] then we can set ω = 1 and again the condition
[ξp]
−e([β])[γ] = [ω]ρ
p−j
is satisfied.
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In all cases, then, we have shown that if E ′i,j(L) is solvable, the cor-
responding condition on [γ] holds.
Now suppose that the condition of part 1 holds: [γ] = [ω]ρ
p−j
for
some ω. Here we include the case i = p.
If Υ = 1 then let [α] ∈ J1 with e([α]) 6= 0. (See Lemma 5.) Consider
β = αωρ
p−i
. If i < p, e([ω]ρ
p−i
) = 0 and hence e([β]) 6= 0. Since
[α] ∈ J1, l(Mβ) = l(Mωρp−i ) = l(Mγ) + i − j = i. Moreover, since
[β]ρ
i−j
= [γ], Mβ ⊃ Mγ and we have shown that E ′i,j(L) is solvable.
In the case when i = p and Υ = 1 we observed above that E ′p,j(L) is
equivalent with Ep,j(L) and also the solvability conditions are the same.
Hence by Theorem 2 we see that E ′p,j(L) is solvable.
If Υ = 0 and i > j + 1, then let α = p
√
a. Consider β = αωρ
p−i
.
Again if i < p then e([ω]ρ
p−i
) = 0 and hence e([β]) 6= 0. Since [α] ∈ J2
(see Lemma 5) and i > j + 1, l(Mβ) = l(Mωρp−i ) = l(Mγ) + i− j = i.
Moreover, since [β]ρ
i−j
= [γ], Mβ ⊃Mγ and we have shown that E ′i,j(L)
is solvable. (Observe that we employed the condition i < p only to
ensure that e([β]) 6= 0 in this case. If i = p then e([β]) plays no role,
and therefore we have covered this case in the construction above.)
Now suppose that the condition of part 2 holds: [γ] = [ξp]
e[ω]ρ
p−j
for some ω ∈ K× and e 6≡ 0 mod p. Let β = ae/pωρp−j−1. If j + 1 < p
then because e([ω]ρ
p−j−1
) = 0 we have e([β]) = e 6≡ 0 mod p. Moreover,
[β]ρ = [ξep][ξ
−e
p ][γ] = [γ], so Mβ ⊃Mγ and we have shown that E ′j+1,j(L)
is solvable. Finally observe that if j+1 = p we showed at the beginning
of our proof that both embedding problems E ′p,p−1 and Ep,p−1 are the
same, and that also the conditions in Theorem 2 and Theorem 3 for
the existence of a solution of this problem are equivalent. Hence the
existence of a solution in this case follows from Theorem 2.
Next we shall derive an explicit form of any solution field L˜ of our
embedding problem.
Observe that for any f ∈ F× and Jp−1 ⊃ Mβ % Mγ, we have
l(Mfβ) = l(Mβ), Mfβ ⊃ Mγ , and e([fβ]) = e([β]). Recall that in the
case Υ = 1, α is any element in K× with K( p
√
α)/F cyclic of degree p2,
and in the case Υ = 0, α is p
√
α. By Proposition 1, then,
L˜ = L( p
√
fβ, p
√
βρ, . . . ,
p
√
βρp−1)
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is a solution to the appropriate embedding problem for β = αωρ
p−i
in
the case i > j + 1 − Υ or j = p − 1 and β = ae/pωρp−i in the case
i = j + 1, Υ = 0, as above.
To show that every solution field L˜ takes this form, suppose that
Mβ ↔ L˜ is a solution to E ′i,j(L). Hence Mβ ⊃ Mγ . We consider first
the case of part 1 when Υ = 1. If i < p then by Lemma 3, e([β]) 6= 0;
in this case we let c ∈ Z be such that e([βc]) = e([α]) and set β ′ = βc
so that e([β ′/α]) = 0. If i = p then let β ′ = β. Because i > j ≥ 1
and [α] ∈ J1, l(Mβ′/α) = l(Mβ′) = i. Observe that [β ′/α]ρ = [βc]ρ, so
Mβ′/α ⊃ M(β′/α)ρ = Mβρ ⊃ Mγ , because Mγ is properly contained in
Mβ and Mβρ is the maximal proper Fp[G]-submodule of Mβ . Hence
Mβ′/α ↔ L¯, for L¯ a solution to Ei,j(L).
By Kummer theory and Theorem 2,
Mβ′/α = 〈[fωρp−i], [ωρp−i+1], . . . , [ωρp−1]〉
for some f ∈ F× and ω ∈ K×. Observe that hence Mβ′/α = Mfωρp−i .
Because [β ′/α] and [fωρ
p−i
] are both Fp[G]-module generators of the
same module of length i,
β ′/α = (fωρ
p−i
)c0+c1ρ+···+ci−1ρ
i−1
for some ck ∈ Fp. Let f ′ = f c0 and ω′ = ωc0+c1ρ+···+ci−1ρi−1 . Then
β ′/α = f ′(ω′)ρ
p−i
, or β ′ = f ′α(ω′)ρ
p−i
. Since Mβ′ = Mβ ↔ L˜, L˜ takes
the form
L˜ = L( p
√
f ′α(ω′)ρp−i , p
√
(ω′)ρp−i+1, . . . , p
√
(ω′)ρp−1)
by Proposition 1.
The case when Υ = 0 can be treated as above with slight modifica-
tions. First in this case instead of [α] ∈ J1 we take [ p
√
a]. We use our
hypothesis i > j + 1 to make sure as above that l(Mβ′/ p√a) = l(Mβ′).
Next observe that
Mβ′/ p√a ⊃M(β′/ p√a)ρ2 = Mβρ2 ⊃Mγ
as the Fp[G]-submodules of Mβ are linearly ordered by inclusion and
l(Mβ)− l(Mγ) ≥ 2. The rest of the argument for case (1) when Υ = 0
faithfully follows the argument for case (1) when Υ = 1 as above.
In order to show that every solution field L˜ in part 2 takes the spec-
ified form, observe that Aj/Aj+1 is in the center of Bj+1,e. Therefore,
since we have one solution of the embedding problem E ′j+1,j of the form
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L′ = L(
p
√
ae/pωρp−j−1), by the well-known theorem on solutions of cen-
tral embedding problems (see [JLY, Lemma A.1.1]), any other solution
L˜ of the embedding problem E ′j+1,j takes the form
L˜ = L(
p
√
fae/pωρp−j−1), f ∈ F×,
as required. 
Remark. Lemma 2 implies that among our embedding problems, only
Galois extensions L/F with Gal(L/F ) ∼= Bj,0 may be solved. This
result agrees with our Theorems 2 and 3, as follows. Suppose that
L is the Galois closure of K( p
√
γ), γ ∈ K×, and l(Mγ) = j. From
our solvability conditions we see that if L can be embedded in some
extension L˜ such that Gal(L˜/F ) ∼= Bi,e and p ≥ i > j ≥ 1, e ∈ Fp,
then necessarily e([γ]) = 0.
4. Arbitrary Fields
4.1. Characteristic not p.
We now suppose that K0/F0 is a cyclic extension of degree p of
fields of characteristic not p. Set F = F0(ξp), K = K0(ξp), and s =
[F : F0]. Let ǫ denote a generator of Gal(F/F0) and σ a generator of
G = Gal(K0/F0). Since p and s are relatively prime, Gal(K/F0) ∼=
Gal(F/F0)×Gal(K0/F0). Therefore we may naturally extend ǫ and σ
to K, and they commute in Gal(K/F0). Using the extension of σ to
K, we write G for Gal(K/F ) as well.
Let t ∈ Z such that ǫ(ξp) = ξtp. Then t is relatively prime to p. Let
J ǫ be the t-eigenspace of J = K×/K×p under the action of ǫ. Observe
that since ǫ and σ commute, J ǫ is an Fp[G]-subspace of J . By [W, §5,
Prop.], we have a Kummer correspondence over K0 of subspaces M
ǫ of
the Fp-vector space J ǫ and abelian exponent p extensions L0 of K0:
M ǫ = ((KL0)
×p ∩K×)/K×p ↔
L0 = maximal p-extension of K0 in LMǫ = K( p
√
γ : [γ] ∈Mǫ).
As Waterhouse shows, for M ǫ ⊂ J ǫ, ǫ ∈ Gal(K/K0) has a unique lift ǫ˜
to Gal(LMǫ/K0) of order s, and L0 is the fixed field of ǫ˜.
We first prove a lemma on the decomposition of J :
Lemma 7. J = J ǫ ⊕ Jν, where Jν is an Fp[G]-submodule of J , and e
is trivial on Jν ∩ Jp−1.
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Proof. We adapt an approach to descent from [Sa, page 258]. Let z ∈ Z
satisfy zsts−1 ≡ 1 mod p, and set
T = z ·
s∑
i=1
ts−iǫi−1 ∈ Z[Gal(K/F0)].
We calculate that (t − ǫ)T ≡ 0 mod p, and hence the image of T on
J lies in J ǫ. Moreover, on J ǫ, ǫ acts by multiplication by t, and hence
T acts as the identity on J ǫ. Finally, since ǫ and σ commute, T and
I−T commute with σ. Hence J decomposes into a direct sum J ǫ⊕Jν ,
with associated projections T and I − T .
Let a ∈ F× satisfy K = F ( p√a), and consider [a]F ∈ F×/F×p. By
[W, §5, Prop.], ǫ([a]F ) = [a]tF . Suppose γ ∈ K× satisfies [γ] ∈ Jp−1.
Then, since ǫ and σ commute,
[N(ǫ(γ))]F = [ǫ(N(γ))]F = ǫ([N(γ)]F ) = [N(γ)]
t
F .
Hence e(ǫ([γ])) = t · e([γ]), and we then calculate that e([Tγ]) = e([γ]).
Therefore e((I − T )[γ]) = 0. 
Now we establish that the Galois structure of LMǫ/F is equivalent
to that of L0/F0.
Proposition 3. Under the Kummer correspondence above, L0 is Ga-
lois over F0 if and only if M
ǫ is an Fp[G]-submodule of J ǫ. In this
case the base extension F0 → F induces a natural isomorphism of G-
extensions Gal(L0/F0) ∼= Gal(L/F ).
Proof. If L0/F0 is Galois, then LMǫ = L0K/F is Galois as well, and by
Proposition 1 (1), Lǫ is an Fp[G]-submodule of J .
Going the other way, suppose that M ǫ is an Fp[G]-submodule of
J ǫ. By the correspondence, LMǫ/K0 is Galois. Then M
ǫ is also an
Fp[Gal(K/F0)]-submodule of J ǫ and therefore LMǫ/F0 is Galois.
Now since K0/F0 is Galois, every automorphism of LMǫ sends K0
to K0. Moreover, since L0 is the unique maximal p-extension of K0 in
LMǫ, every automorphism of LMǫ sends L0 to L0. Therefore L0/F0 is
Galois.
Finally we show that base field extension F0 → F induces a natu-
ral isomorphism of G-extensions Gal(L0/F0)→ Gal(L/F ). Now F/F0
and L0/F0 are of relatively prime degrees, and hence Gal(L0F/F0) ∼=
Gal(F/F0)×Gal(L0/F0). Moreover we deduce that we have the natural
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isomorphism G = Gal(K0/F0) ∼= Gal(K/F ), and that the natural iso-
morphism Gal(L/F ) ∼= Gal(L0/F0) is a G-extension isomorphism. 
Now we make the connection between embedding problems over F0
and embedding problems over F . For p ≥ i > j ≥ 1, denote by Ei,j(L0)
and E ′i,j(L0) the embedding problems
Ei,j(L0) : 1→ Aj/Ai → Bi,0 → (A/Aj)⋊G = Gal(L0/F0)→ 1
and, for any e 6= 0,
E ′i,j(L0) : 1→ Aj/Ai → Bi,e → (A/Aj)⋊G = Gal(L0/F0)→ 1.
Warning.
In order to avoid possible confusion, let us recall that by [δ]ǫ we mean
the projection of [δ] into the summand J ǫ of J . Similarly [δ]ν means
the projection of [δ] into the summand Jν of J .
Proposition 4.
(1) Ei,j(L0) is solvable if and only if Ei,j(L) is solvable.
(2) E ′i,j(L0) is solvable if and only if E ′i,j(L) is solvable.
Proof. Let L˜0 be a solution to Ei,j(L0). Then by Proposition 3, L˜ :=
L˜0F is a solution to Ei,j(L).
Going the other way, let L˜ be a solution to Ei,j(L). Kummer theory
gives correspondences M ǫ ↔ L0 over K0, as well as M ǫ ↔ L and
M˜ ↔ L˜ over K. By Proposition 1 (2), M˜ = Mδ and M ǫ = Mγ for
some δ, γ ∈ K×, with [γ] ∈ J ǫ. By Lemma 7, we may write [δ] =
[δ]ǫ + [δ]ν ∈ J ǫ ⊕ Jν , with e([δ]ǫ) = e([δ]) if [δ] ∈ Jp−1. Moreover,
since [δ]ρ
i−j
= [γ] and Jν is a Fp[G]-submodule, ([δ]ǫ)ρ
i−j
= [γ]. Let
M˜ ǫ =Mδǫ . Then M
ǫ ⊂ M˜ ǫ. By the Kummer correspondence over K0,
there exists a field L˜0 such that M˜
ǫ ↔ L˜0 and L0 ⊂ L˜0. By Lemma 3
and Proposition 3, L˜0 is a solution to Ei,j(L0).
The case of E ′i,j follows analogously. 
4.2. Embedding Problem Conditions, Arbitrary Fields.
To state the general result, we alter our notation to let F take the
place of F0. If charF 6= p, then J now denotes K(ξp)×/K(ξp)×p.
Theorem 4. Let F be an arbitrary field.
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(1) If charF = p, then Ei,j(L) and E ′i,j(L) are solvable.
(2) If charF 6= p, let γ ∈ F (ξp)× satisfy K(ξp) = F (ξp)( p√γ), and
set Υ = 1 if ξp ∈ NK(ξp)/F (ξp)(K(ξp)×) and Υ = 0 otherwise.
Then
(a) Ei,j(L) is solvable if and only if [γ] = [ω]ρp−j in J for some
ω ∈ K(ξp)×.
(b) E ′i,j(L), i > j + 1 −Υ or j = p− 1, is solvable if and only
if [γ] = [ω]ρ
p−j
in J for some ω ∈ K(ξp)×.
(c) E ′j+1,j(L), Υ = 0, is solvable if and only if [γ] = [ξp]e[ω]ρp−j
in J for some ω ∈ K(ξp)× and e 6≡ 0 mod p.
Proof. If charF = p, then by Witt’s theorem all central non-split em-
bedding problems with kernel Fp are solvable. (See [JLY, Appendix A].)
Since Bi,e and Bj,0 have the same minimal number of generators for all
1 ≤ i, j and e, Witt’s theorem gives that Ei,j(L) and E ′i,j(L) are solvable.
Indeed one can successively solve a chain of suitable central non-split
embedding problems with kernel Fp leading to solutions of Ei,j(L) and
E ′i,j(L).
If charF 6= p, then the statements follow from Theorems 2 and 3
using Proposition 4. 
5. Proof of Main Theorem
Proof. Observe that Ei = Ei,1. The equivalence of (1) and (2) follows
from Theorem 4.
Now assume that charF 6= p. By Proposition 4, Ei,1(L) is solvable
if and only if Ei,1(L(ξp)) is solvable. The condition on b implies that
Mb ↔ L(ξp)/K(ξp) under the Kummer correspondence. To show (3),
by Theorem 2 we need only show that there exists α ∈ K(ξp)× with
[b] = [α]ρ
p−1
if and only if there exists ω with NK(ξp)/F (ξp)(ω) = b. Let
N denote NK(ξp)/F (ξp).
By equation (2) of Section 2.4,
[ω]ρ
p−1
= [ω]1+σ+···+σ
p−1
= [ω1+σ+···+σ
p−1
] = [N(ω)] = [b],
so if ω exists satisfying N(ω) = b, then α = ω satisfies [b] = [α]ρ
p−1
.
Going the other way, suppose that [b] = [α]ρ
p−1
for some α. By
equation (2) again, [b] = [N(α)]. Then N(α) = kpb for some k ∈
K(ξp)
×. Hence N(α)/b ∈ F (ξp)× ∩ K(ξp)×p. Let a ∈ K(ξp)× satisfy
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K(ξp) = F (ξp)( p
√
a). Then by Kummer theory kp = asf p for some
s ∈ Z. Choosing ω = α/(as/pf) we obtain N(ω) = b.
Finally, the explicit solution of solution fields in the case ξp ∈ F
follows directly from Theorem 2. 
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