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Abstract
We investigate stochastic comparisons of lifetimes of series and parallel systems with
dependent and heterogeneous components having lifetimes following the proportional odds
(PO) model. The joint distribution of component lifetimes is modeled by Archimedean sur-
vival copulas. We discuss some potential applications of our findings on stochastic compar-
isons between lifetimes of two series systems arising from random variables with associated
random shocks.
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1 Introduction
Suppose X1,X2, . . . ,Xn are the random variables denoting the lifetimes of the components of
a system with n components. Then the system lifetime is function of X1,X2, . . . ,Xn. Let
Xk:n, k = 1, 2, . . . , n denotes the kth order statistic corresponding to the random variables
X1,X2, . . . ,Xn. Then the smallest and the largest order statistics X1:n and Xn:n, respectively,
represent the lifetimes of the series and the parallel systems. There have been a number of
works on stochastic comparisons of system lifetimes where component lifetimes follow different
family of distributions. See for example, Barmalzan et al. [1], Ding and Zhang [6] , Fang
and Balakrishnan [7, 8], Fang et al. [9], Gupta et al. [10], Hazra et al. [11], Li and Fang
[16] and Navarro and Spizzichino [21]. However, most of the works have considered mutual
independence among the concerned random variables. Recently, Fang et al. [9], Li and Fang
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[16] and Li and Li [17] have considered stochastic comparison of system lifetimes with dependent
and heterogeneous component lifetimes following the proportional hazard rate (PHR) model.
The proportional odds (PO) model, as introduced by Bennet [2] and later discussed by
Kirmani and Gupta [12] is a very important model in reliability theory and survival analysis. Let
X and Y be two random variables with distribution functions FX(·), FY (·), survival functions
F¯X(·), F¯Y (·) and hazard rate functions rX(·), rY (·) respectively. Let the odds functions of
X and Y be defined by τX(t) = F¯X(t)/FX(t) and τY (t) = F¯Y (t)/FY (t), respectively. If the
random variable X represents lifetime of a component, then the odds function τX(t) represents
the odds of that component functioning beyond time t. The random variables X and Y are
said to satisfy PO model if τY (t) = ατX(t) for all admissible t, where α is a proportionality
constant known as proportional odds ratio. Then the survival functions of X and Y are related
as
F¯Y (t) =
αF¯X (t)
1− α¯F¯X(t)
, (1)
where α¯ = 1 − α. We will say that the random variable Y is following the PO model with
baseline survival function F¯X(·) and parameter (proportionality constant) α. For easy inter-
pretation, we can think of X as the lifetime of a member of control group, and Y as that of a
member of treatment group. For two random variables satisfying the PO model, the ratio of
hazard rates converges to unity as time tends to infinity, which is in contrast to the PHR model
where this ratio remains constant with time. The convergence property of hazard functions
makes the PO model reasonable in many practical applications as discussed by Bemmett [2],
Kirmani and Gupta [12], Rossini and Tsiatis [22]. For more applications of PO model one may
refer to Collett [4] and Zhang et al. [24]. Also, the model (1), with 0 < α < ∞, provides us a
method of generating more flexible new family of distributions by introducing the parameter α
to an existing family of distributions (Marshall and Olkin [18]). The family of distributions so
obtained is known as Marshall-Olkin family of distributions [5, 18]. Thus, model (1) has impli-
cations both in terms of the PO model and in generating new family of flexible distributions,
which makes it worth investigating.
Let X = (X1,X2, . . . ,Xn) be a random vector with joint distribution function F (·) and joint
survival function F¯ (·). Also let the distribution function and the survival function of Xi are
Fi(·) and F¯i(·) respectively for i = 1, 2, . . . , n. The joint distribution of X1,X2, . . . ,Xn can
be represented by a copula model. If there exist K : [0, 1]n 7→ [0, 1] and K¯ : [0, 1]n 7→ [0, 1]
such that F (x1, . . . , xn) = K(F1(x1), . . . , Fn(xn)) and F¯ (x1, . . . , xn) = K¯(F¯1(x1), . . . , F¯n(xn))
for all xi, i ∈ In, then K and K¯ are called the copula and survival copula of X, respectively.
If ϕ : [0,+∞) 7→ [0, 1] with ϕ(0) = 1 and limt→+∞ ϕ(t) = 0 is (n − 2)th differentiable, then
Kϕ(u1, . . . , un) = ϕ(ϕ
−1(u1)+ . . .+ϕ−1(un)) = ϕ(
∑n
i=1 φ(ui)) for all ui ∈ (0, 1], i ∈ In is called
an Archimedean survival copula with generator ϕ provided (−1)kϕ(k)(t) ≥ 0, k = 0, 1, . . . , n−2
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and (−1)n−2ϕ(n−2)(t) is decreasing and convex for all t ≥ 0. Here φ = ϕ−1 is the right
continuous inverse of ϕ so that φ(u) = ϕ−1(u) = sup{t ∈ R : ϕ(t) > u}. Navarro and
Spizzichino [21] have derived usual stochastic ordering for lifetimes of series and parallel systems
having component lifetimes sharing a common copula, with the idea of mean reliability function
associated with the common copula. Li and Fang [16] investigated stochastic order between two
samples of dependent random variables following PHR model and having Archimedean survival
copula. Fang et al. [9] derived some stochastic ordering results for minimum as well as for
maximum of samples equipped with Archimedean survival copulas and following PHR model
and proportional reversed hazard rate (PRH) model, respectively. Li and Li [17] investigated
hazard rate order on minimums of sample following PHR model, and reversed hazard rate
order on maximums of sample following PRH model, where both the samples coupled with
Archimedean survival copula.
In case of PO model, some authors, e.g. Kundu and Nanda [14], Kundu et al. [15], Nanda
and Das [20] have investigated stochastic comparison of systems with independent components.
However, to the best of our knowledge, no research work has been done on stochastic comparison
of system lifetimes with dependent and heterogeneous component lifetimes following PO model.
In this work, we investigate stochastic comparisons of lifetimes of series and parallel systems
with dependent and heterogenous components having lifetimes following the PO model. The
joint distribution of component lifetimes is modeled by Archemedian survival copula. It is
shown that the usual stochastic ordering and hazard rate ordering holds for series systems
under certain conditions whereas for parallel system stochastic ordering and reversed hazard
rate ordering holds.
The organization of the paper is as follows. Section 2 recalls some definitions of majorization,
stochastic orders, and some lemmas used in the sequel. In Section 3, we investigate stochastic
comparisons between series systems of dependent and heterogenous components having lifetimes
following the PO model and coupled by Archimedean survival copulas. Section 4 investigates
the same in case of parallel systems. Section 5 presents some examples to illustrate the main
results of the paper. Section 6 presents some potential applications of the proposed results. In
Section 7, we make concluding remarks.
2 Preliminaries
Given a vector x = (x1, x2, ..., xn) ∈ R
n, denote x(1) ≤ x(2) ≤ ... ≤ x(n) as increasing arrange-
ment of x1, x2, . . . , xn.
Definition 2.1 Let x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn) in R
n be any two vectors.
(i) The vector x is said to majorize the vector y, i.e., x is larger than y in majorization
3
order (denoted as x
m
 y) if (cf. Marshall et al. [19])
j∑
i=1
x(i) ≤
j∑
i=1
y(i), for all j = 1, 2, . . . , n− 1, and
n∑
i=1
x(i) =
n∑
i=1
y(i).
(ii) The vector x is said to weakly supermajorize the vector y, denoted as x
w
 y if (cf.
Marshall et al. [19])
j∑
i=1
x(i) ≤
j∑
i=1
y(i), for all j = 1, 2, . . . , n.
(iii) The vector x is said to be p-larger than the vector y (denoted as x
p
 y) if (cf. Bon and
Paˇltaˇnea [3])
j∏
i=1
x(i) ≤
j∏
i=1
y(i), for all j = 1, 2, . . . , n.
It can be seen that
x
m
 y⇒ x
w
 y⇒ x
p
 y.✷
Definition 2.2 (Shaked and Shanthikumar [23]) Let the random variables X and Y are abso-
lutely continuous nonnegative random variables with cumulative distribution functions FX(·),
FY (·), survival functions F¯X(·), F¯Y (·), hazard (failure) rate functions rX(·), rY (·), and the re-
versed hazard rate functions r˜X(·) and r˜Y (·), respectively. Then X is said to be smaller than Y
in the
(i) usual stochastic order (denoted as X ≤st Y ) if F¯X(t) ≤ F¯Y (t) for all t;
(ii) hazard rate order (denoted as X ≤hr Y ) if F¯Y (t)/F¯X(t) is increasing in t ≥ 0, or equiva-
lently if rX(t) ≥ rY (t) for all t ≥ 0;
(iii) reversed hazard rate order (denoted as X ≤rhr Y ) if FY (t)/FX (t) is increasing in t > 0,
or equivalently if r˜X(t) ≤ r˜Y (t) for all t > 0. ✷
Lemma 2.1 (Marshall et al. [19]) Let I ⊆ R be an open interval and let ζ : In → R be
continuously differentiable. Necessary and sufficient conditions for ζ to be Schur-convex (resp.
Schur-concave) on In are that ζ is symmetric on In, and for all i 6= j,
(ui − uj)
(
ζ(i)(u)− ζ(j)(u)
)
≥ (resp. ≤) 0 for all u = (u1, u2, ..., un) ∈ I
n,
where ζ(k)(u) = ∂ζ(u)/∂uk.
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Lemma 2.2 (Marshall et al. [19]) Let A ⊆ Rn, and ζ : A → R be a function. Then, for
x,y ∈ A,
x
w
 y =⇒ ζ(x) ≥ (resp. ≤) ζ(y)
if and only if ζ is both decreasing (resp. increasing) and Schur-convex (resp. Schur-concave)
on A.
Lemma 2.3 (Khaledi and Kochar [13]) Let ζ : (0,∞)n → R be a function. Then,
x
p
 y =⇒ ζ(x) ≥ (resp. ≤) ζ(y)
if and only if the following two conditions hold:
(i) ζ(ev1 , . . . , evn) is Schur-convex (resp. Schur-concave) in (v1, . . . , vn),
(ii) ζ(ev1 , . . . , evn) is decreasing (resp. increasing) in each vi, for i = 1, . . . , n,
where vi = lnxi, for i = 1, . . . , n. ✷
Lemma 2.4 (Fang et al. [9]) For two n-dimensional Archimedean copulas Kϕ1 and Kϕ2 , if
φ2 ◦ ϕ1 is supper-additive, then Kϕ1(u) ≤ Kϕ2(u) for all u ∈ [0, 1]
n.
3 Series systems with dependent and heterogeneous component
lifetimes following PO Model
Here, we consider the comparison of lifetimes of two series systems with heterogeneous and
dependent components. We assume that the lifetime vector X = (X1,X2, ...,Xn) is a set of
dependent random variables coupled with Archimedean survival copula with generator ϕ and
following the PO model with baseline survival function F¯ , denoted as X ∼ PO(F¯ ,α, ϕ), where
α = (α1, α2, ..., αn) ∈ R
n
+ is the proportional odds ratio vector. The survival function and the
hazard rate function of Xi are
F¯αi(x) =
αiF¯ (x)
1− α¯iF¯ (x)
and rαi(x) =
r(x)
1− α¯iF¯ (x)
, respectively,
where α¯i = 1 − αi, i = 1, . . . , n and r denotes the baseline hazard rate function. The survival
functions of X1:n is given by
F¯X1:n(x) = P (X1:n > x) = P (Xi > x, i ∈ In) = ϕ
(
n∑
i=1
φ
(
F¯αi(x)
))
= S1(F¯ (x),α, ϕ), say,
(2)
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where φ(u) = ϕ−1(u), u ∈ (0, 1].
The hazard rate function of X1:n is obtained as
rX1:n(x) = r(x)
ϕ′
(∑n
i=1 φ
(
F¯αi(x)
))
ϕ
(∑n
i=1 φ
(
F¯αi(x)
)) n∑
i=1
φ′
(
F¯αi(x)
) F¯αi(x)
1− α¯iF¯ (x)
. (3)
Lemma 3.1 For any x ∈ [0, 1], S1(x,α, ϕ) is increasing in αi, i ∈ In. Furthermore S1 is
Schur-concave with respect to α.
Proof: For s ∈ In,
∂S1
∂αs
= ϕ′
(
n∑
i=1
φ
(
αix
1− α¯ix
))
φ′
(
αsx
1− α¯sx
)
x(1− x)
(1− α¯sx)2
.
Since both ϕ(u) and φ(u) are decreasing for all u ≥ 0, ∂S1∂αs ≥ 0. As a result S1(x,α, ϕ) is
increasing in αi, i ∈ In for any x ∈ [0, 1].
For s 6= t,
(αs − αt)
(
∂S1
∂αs
−
∂S1
∂αt
)
= (αs − αt)ϕ
′
(
n∑
i=1
φ
(
αix
1− α¯ix
))[
φ′
(
αsx
1− α¯sx
)
x(1− x)
(1− α¯sx)2
− φ′
(
αtx
1− α¯tx
)
x(1− x)
(1− α¯tx)2
]
sign
= (αs − αt)
(
−ϕ′
(
n∑
i=1
φ (ui)
))[(
−φ′ (us)
) 1
(1− α¯sx)2
−
(
−φ′ (ut)
) 1
(1− α¯tx)2
]
, (4)
where ui =
αix
1−α¯ix and
‘sign′
= means equal in sign. Since both ϕ and φ are decreasing, and φ′
is increasing, it follows from (4) that (αs − αt)
(
∂S1
∂αs
− ∂S1∂αt
)
≤ 0. So from Lemma 2.1, S1 is
Schur-concave in α = (α1, α2, ..., αn). ✷
Suppose there are two series systems formed out of n statistically dependent and heteroge-
neous components where the component lifetimes follow the PO model. The joint distribution of
lifetimes of components is represented by Archimedean copula. Consider two such series systems
with lifetime vectors X = (X1,X2, ...,Xn) and Y = (Y1, Y2, ..., Yn) having respective propor-
tionality odds ratio vectors α = (α1, α2, ..., αn) and β = (β1, β2, ..., βn), where α,β ∈ R
n
+. The
following theorem compares the lifetimes of these series systems in the sense of usual stochastic
order.
Theorem 3.1 Suppose the lifetime vectors X ∼ PO(F¯ ,α, ϕ1) and Y ∼ PO(F¯ ,β, ϕ2). If ϕ1
or ϕ2 is log-convex and φ2 ◦ ϕ1 is supper-additive, then
α
p
 β implies X1:n ≤st Y1:n.
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Proof: Write vi = lnαi, i = 1, 2, ..., n. Then
F¯X1:n(x) = ϕ1
(
n∑
i=1
φ1
(
evi F¯ (x)
1− (1− evi)F¯ (x)
))
= S1(F¯ (x), (e
v1 , ev2 , ..., evn ), ϕ1).
Here S1(F¯ (x), (e
v1 , ev2 , ..., evn ), ϕ1) is symmetric with respect to (v1, v2, ..., vn) ∈ R
n. Now, for
s ∈ In,
∂S1
∂vs
= ϕ
′
1
(
n∑
i=1
φ1
(
evix
1− (1− evi)x
))
φ
′
1
(
evsx
1− (1− evs)x
)
x(1− x)evs
(1− (1− evs)x)2
,
so that S1(x, (e
v1 , ev2 , ..., evn ), ϕ1) is increasing in each vi, i = 1, 2, ..., n for any x ∈ [0, 1].
Now, for s 6= t,
(vs − vt)
(
∂S1
∂vs
−
∂S1
∂vt
)
= (vs − vt)
(
−ϕ
′
1
(
n∑
i=1
φ1
(
evix
1− (1− evi)x
)))[(
−φ
′
1
(
evsx
1− (1− evs)x
))
xevs
(1− (1− evs)x)2
−
(
−φ
′
1
(
evtx
1− (1− evt)x
))
xevt
(1− (1− evt)x)2
]
sign
= (vs − vt)
[(
−
ϕ1(φ1(us))
ϕ
′
1(φ1(us))
)
1
1− (1− evs)x
−
(
−
ϕ1(φ1(ut))
ϕ
′
1(φ1(ut))
)
1
1− (1− evt)x
]
, (5)
where us =
evsx
1−(1−evs )x . If ϕ1 is log-convex, from (5) it follows that (vs − vt)
(
∂S1
∂vs
− ∂S1∂vt
)
≤ 0.
Hence from Lemma 2.1, S1(x, (e
v1 , ev2 , ..., evn ), ϕ1) is Schur-concave in (v1, v2, ..., vn) if ϕ1 is
log-convex. Then from Lemma 2.3, we have
α
p
 β implies S1(F¯ (x),α, ϕ1) ≤ S1(F¯ (x),β, ϕ1). (6)
Since φ2 ◦ ϕ1 is supper-additive, from Lemma 2.4, we have
S1(F¯ (x),β, ϕ1) ≤ S1(F¯ (x),β, ϕ2). (7)
Thus combining (6) and (7) we get S1(F¯ (x),α, ϕ1) ≤ S1(F¯ (x),β, ϕ2), that is X1:n ≤st Y1:n.
Now suppose ϕ2 is log-convex, then S1(F¯ (x),α, ϕ2) ≤ S1(F¯ (x),β, ϕ2). Since φ2 ◦ϕ1 is supper-
additive, we have S1(F¯ (x),α, ϕ1) ≤ S1(F¯ (x),α, ϕ2). So combining we get X1:n ≤st Y1:n. ✷
Corollary 3.1 Suppose the lifetime vectors X ∼ PO(F¯ ,α, ϕ) and Y ∼ PO(F¯ ,β, ϕ). If ϕ is
log-convex, then
α
p
 β implies X1:n ≤st Y1:n. ✷
Since p-larger order is stronger than weakly supermajorization order, the following theorem
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shows that we can get the ordering result in Theorem 3.1 under weakly supermajorization
order with fewer condition.
Theorem 3.2 Suppose the lifetime vectors X ∼ PO(F¯ ,α, ϕ1) and Y ∼ PO(F¯ ,β, ϕ2). If
φ2 ◦ ϕ1 is supper-additive, then
α
w
 β implies X1:n ≤st Y1:n.
Proof: From Lemma 3.1 and Lemma 2.2, we have
α
w
 β implies S1(F¯ (x),α, ϕ1) ≤ S1(F¯ (x),β, ϕ1).
Since φ2◦ϕ1 is supper-additive, so from Lemma 2.4, we have, S1(F¯ (x),β, ϕ1) ≤ S1(F¯ (x),β, ϕ2).
Combining the above results we have S1(F¯ (x),α, ϕ1) ≤ S1(F¯ (x),β, ϕ2). That isX1:n ≤st Y1:n.✷
Remark 3.1 It is to be noted that super-additive assumption of φ2 ◦ ϕ1 is satisfied by many
members of Archimedean survival copulas. For example, Archimedean survival copula with
generators (i) ϕ1(t) = e
1−(1+t) 1θ and ϕ2(t) = θlog(eθ+t) , where 0 < θ ≤ 1, (ii) ϕ1(t) =
θ
log(eθ+t)
and ϕ2(t) = log(e + t)
−1/θ, where θ > 1 and (iii) ϕ1(t) = e1−(1+t)
1
θ1 and ϕ2(t) = e
1−(1+t)
1
θ2 ,
where θ2 ≥ θ1 ≥ 1, satisfy super-additivity.
Corollary 3.2 Suppose the lifetime vectors X ∼ PO(F¯ ,α, ϕ) and Y ∼ PO(F¯ ,β, ϕ). Then
α
w
 β implies X1:n ≤st Y1:n.
Lemma 3.2 I1(u) =
ϕ′(
∑n
i=1 ui)
ϕ(
∑n
i=1 ui)
∑n
i=1
ϕ(ui)
ϕ′(ui)
(1− ϕ (ui)) is increasing in us, s ∈ In and Schur-
convex with respect to u = (u1, ..., un) if ϕ is log-concave and
ϕ(1−ϕ)
ϕ′ is decreasing and concave.
Proof: Here I1(u) is symmetric in u. For s ∈ In,
∂I1(u)
∂us
=
∂
∂us
(
ϕ′ (
∑n
i=1 ui)
ϕ (
∑n
i=1 ui)
) n∑
i=1
ϕ (ui)
ϕ′ (ui)
(1− ϕ (ui))+
ϕ′ (
∑n
i=1 ui)
ϕ (
∑n
i=1 ui)
∂
∂us
(
ϕ (us)
ϕ′ (us)
(1− ϕ (us))
)
.
Since ϕ is log-concave, ∂∂us
(
ϕ′(
∑n
i=1 ui)
ϕ(
∑n
i=1 ui)
)
≤ 0. As ϕ(1−ϕ)/ϕ′ is decreasing, ∂∂us
(
ϕ(us)
ϕ′(us)
(1− ϕ (us))
)
≤
0. Then using the fact that ϕ is deceasing, we have ∂I1(u)∂us ≥ 0. So I1(u) is increasing in us for
any s ∈ In. For s, t ∈ In with s 6= t,
∂
∂us
(
ϕ′ (
∑n
i=1 ui)
ϕ (
∑n
i=1 ui)
)
=
∂
∂ut
(
ϕ′ (
∑n
i=1 ui)
ϕ (
∑n
i=1 ui)
)
.
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Then
(us − ut)
(
∂I1(u)
∂us
−
∂I1(u)
∂ut
)
= (us − ut)
ϕ′ (
∑n
i=1 ui)
ϕ (
∑n
i=1 ui)
[
∂
∂us
(
ϕ (us)
ϕ′ (us)
(1− ϕ (us))
)
−
∂
∂ut
(
ϕ (ut)
ϕ′ (ut)
(1− ϕ (ut))
)]
≥ 0,
where the inequality follows from the fact that ϕ(1−ϕ)ϕ′ is concave. So from lemma 2.1, I1(u) is
Schur-convex with respect to u. ✷
Next we show hazard rate ordering of two series systems formed out of n statistically depen-
dent and heterogeneous components having lifetimes following PO model.
Theorem 3.3 Suppose the lifetime vectors X ∼ PO(F¯ ,α, ϕ) and Y ∼ PO(F¯ ,β, ϕ). If ϕ is
log-concave and ϕ(1−ϕ)ϕ′ is decreasing and concave (or convex), then
α
w
 β implies X1:n ≤hr Y1:n.
Proof: From (3), we have
rX1:n(x) = r(x)
ϕ′
(∑n
i=1 φ
(
F¯αi(x)
))
ϕ
(∑n
i=1 φ
(
F¯αi(x)
)) n∑
i=1
φ′
(
F¯αi(x)
) F¯αi(x)
1− α¯iF¯ (x)
=
r(x)
F (x)
ϕ′
(∑n
i=1 φ
(
F¯αi(x)
))
ϕ
(∑n
i=1 φ
(
F¯αi(x)
)) n∑
i=1
F¯αi(x)
ϕ′
(
φ
(
F¯αi(x)
)) F (x)
1− α¯iF¯ (x)
=
r(x)
F (x)
I1
(
φ
(
F¯α1(x)
)
, . . . , φ
(
F¯αn(x)
))
,
where
I1
(
φ
(
F¯α1(x)
)
, . . . , φ
(
F¯αn(x)
))
=
ϕ′
(∑n
i=1 φ
(
F¯αi(x)
))
ϕ
(∑n
i=1 φ
(
F¯αi(x)
)) n∑
i=1
ϕ
(
φ
(
F¯αi(x)
))
ϕ′
(
φ
(
F¯αi(x)
)) (1− ϕ (φ (F¯αi(x)))) .
It is easy to check that φ
(
F¯αi(x)
)
is decreasing and convex in αi. From Theorem A.2 (Sec. 5) of
Marshall et al. [19], α
w
 β implies
(
φ
(
F¯α1(x)
)
, . . . , φ
(
F¯αn(x)
))
w
(
φ
(
F¯β1(x)
)
, . . . , φ
(
F¯βn(x)
))
.
From Lemma 3.2, I1(u) is increasing in ui for i ∈ In and Schur-convex with respect to u when-
ever ϕ is log-concave and ϕ(1−ϕ)ϕ′ is decreasing and concave. Then from Theorem A.8 (Sec. 3)
of Marshall et al. [19], we get
I1
(
φ
(
F¯α1(x)
)
, . . . , φ
(
F¯αn(x)
))
≥ I1
(
φ
(
F¯β1(x)
)
, . . . , φ
(
F¯βn(x)
))
which implies rX1:n(x) ≥ rY1:n(x), that is X1:n ≤hr Y1:n.
Next we prove the theorem when ϕ(1−ϕ)ϕ′ is convex. Let zi = φ
(
F¯αi(x)
)
. Then the hazard rate
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function is given by
rX1:n(x) =
r(x)
F (x)
ϕ′ (
∑n
i=1 zi)
ϕ (
∑n
i=1 zi)
n∑
i=1
ϕ (zi)
ϕ′ (zi)
(1− ϕ (zi)) .
Now, for s ∈ In,
rX1:n(x)
∂αs
=
r(x)
F (x)
[
∂
∂zs
(
ϕ′ (
∑n
i=1 zi)
ϕ (
∑n
i=1 zi)
)
∂zs
∂αs
n∑
i=1
ϕ (zi) (1− ϕ (zi))
ϕ′ (zi)
+
ϕ′ (
∑n
i=1 zi)
ϕ (
∑n
i=1 zi)
∂
∂zs
(
ϕ (zs) (1− ϕ (zs))
ϕ′ (zs)
)
∂zs
∂αs
]
.
Note that zs is decreasing in αs and
∂zs
∂αs
is increasing in αs. Since ϕ is log-concave and
ϕ(1−ϕ)
ϕ′
is decreasing, we have
rX1:n (x)
∂αs
≤ 0. Again
∂
∂zs
(
ϕ′ (
∑n
i=1 zi)
ϕ (
∑n
i=1 zi)
)
=
∂
∂zt
(
ϕ′ (
∑n
i=1 zi)
ϕ (
∑n
i=1 zi)
)
, for s 6= t.
For s 6= t,
(αs − αt)
(
rX1:n
∂αs
−
rX1:n
∂αt
)
sign
= (αs − αt)
(
∂zs
∂αs
−
∂zt
∂αt
)
+ (αs − αt)
ϕ′ (
∑n
i=1 zi)
ϕ (
∑n
i=1 zi)
×[(
−
∂
∂zs
(
ϕ (zs) (1− ϕ (zs))
ϕ′ (zs)
))(
−
∂zs
∂αs
)
−
(
−
∂
∂zt
(
ϕ (zt) (1− ϕ (zt))
ϕ′ (zt)
))(
−
∂zt
∂αt
)]
≤ 0,
whenever ϕ(1−ϕ)ϕ′ is convex in addition to the log-concave ϕ and decreasing
ϕ(1−ϕ)
ϕ′ . Thus we
have rX1:n(x) is decreasing in αi, i ∈ In and Schur-convex in α = (α1, α2, ..., αn). Then from
Lemma 2.2, we have
α
w
 β implies rX1:n(x) ≥ rX1:n(x).
Hence the theorem follows.
Corollary 3.3 Suppose lifetime vectors X ∼ PO(F¯ ,α, ϕ) and Y ∼ PO(F¯ , α1, ϕ). Then,
X1:n ≤hr Y1:n if α ≥
1
n
∑n
i=1 αi, ϕ is log-concave and
ϕ(1−ϕ)
ϕ′ is decreasing and concave (or con-
vex). This follows from the Theorem 3.3 and using the fact that (α1, α2, . . . , αn)
w
 (α,α, . . . , α︸ ︷︷ ︸
n terms
),
for α > 1n
∑n
i=1 αi. ✷
Remark 3.2 It is to be noted that Archimedean copulas with generators ϕ(t) = 2/(1 + et)
and ϕ(t) = (−1 + θ)/(−et + θ) for −1 ≤ θ ≤ 0 are some examples of survival copula such that
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ϕ is log-concave, and ϕ(1−ϕ)ϕ′ is decreasing and convex.
4 Parallel systems with dependent and heterogeneous compo-
nent lifetimes following PO Model
Here, we compare the lifetimes of two parallel systems consisting of dependent and heteroge-
neous components having lifetimes following the PO model, with respect to some stochastic
orders.
Let the lifetime vector X = (X1,X2, ...,Xn) be a set of dependent random variables following
the PO model with baseline survival function F¯ and having the joint distribution function
coupled with Archimedean survival copula with generator ϕ, denoted as X ∼ PO(F¯ ,α, ϕ),
where α = (α1, α2, ..., αn) ∈ R
n
+ is the proportional odds ratio vector. The distribution function
of Xi is Fαi(x) =
F (x)
1−α¯iF¯ (x) . The distribution function of Xn:n is given by
FXn:n(x) = P (Xn:n ≤ x) = P (Xi < x, i ∈ In) = ϕ
(
n∑
i=1
φ (Fαi(x))
)
= S2(F (x),α, ϕ), say,
where φ(u) = ϕ−1(u), u ∈ (0, 1]. The reversed hazard rate function of Xn:n is obtained as
r˜Xn:n(x) = r˜(x)
ϕ′ (
∑n
i=1 φ (Fαi(x)))
ϕ (
∑n
i=1 φ (Fαi(x)))
n∑
i=1
φ′ (Fαi(x))
αiFαi(x)
1− α¯iF¯ (x)
, (8)
where r˜ denotes the baseline reversed hazard rate function.
Lemma 4.1 For any x ∈ [0, 1], S2(x,α, ϕ) is decreasing in αi, i ∈ In. Furthermore S2 is
Schur-convex with respect to α whenever ϕ is log-concave.
Proof: For s ∈ In,
∂S2
∂αs
= −ϕ′
(
n∑
i=1
φ
(
x
1− α¯i(1− x)
))
φ′
(
x
1− α¯s(1− x)
)
x(1− x)
(1− α¯s(1− x))2
.
Since both ϕ(u) and φ(u) are decreasing for all u ≥ 0, ∂S2∂αs ≤ 0. So S2(x,α, ϕ) is decreasing in
αi for any x ∈ [0, 1].
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For s 6= t,
(αs − αt)
(
∂S2
∂αs
−
∂S2
∂αt
)
= −(αs − αt)ϕ
′
(
n∑
i=1
φ (vi)
)[
φ′ (vs)
x(1− x)
(1− α¯sx)2
− φ′ (vt)
x(1− x)
(1− α¯tx)2
]
, vi =
x
1− α¯i(1− x)
sign
= (αs − αt)
[
−
(
−
ϕ(φ(vs))
ϕ′(φ(vs))
)
1
1− α¯sx
+
(
−
ϕ(φ(vt))
ϕ′(φ(vt))
)
1
1− α¯tx
]
≥ 0,
where the last inequality is derived using the fact that ϕ is log-concave. So from Lemma 2.1,
S2 is Schur-convex in α = (α1, α2, ..., αn). ✷
Suppose there are two parallel systems with lifetime vectors X = (X1,X2, ...,Xn) and Y =
(Y1, Y2, ..., Yn), formed out of n dependent and heterogeneous components where the component
lifetimes follow PO model. The following theorem compares the lifetimes of two such parallel
systems in the sense of usual stochastic order.
Theorem 4.1 Suppose the lifetime vectors X ∼ PO(F¯ ,α, ϕ1) and Y ∼ PO(F¯ ,β, ϕ2). If ϕ1
or ϕ2 is log-concave and φ1 ◦ ϕ2 is supper-additive, then
α
w
 β implies Xn:n ≤st Yn:n.
Proof: If ϕ1 is log-concave, then from Lemma 4.1 and Lemma 2.2, we have
α
w
 β implies S2(F (x),α, ϕ1) ≥ S2(F (x),β, ϕ1). (9)
Since φ1 ◦ϕ2 is supper-additive, so from Lemma 2.4 (by replacing ϕ1 by ϕ2 and vice versa), we
have
S2(F (x),β, ϕ1) ≥ S2(F (x),β, ϕ2). (10)
Combining (9) and (10), we get S2(F (x),α, ϕ1) ≥ S2(F (x),β, ϕ2). That is Xn:n ≤st Yn:n.
Now suppose ϕ2 is log-concave, then
S2(F (x),α, ϕ1) ≥ S2(F (x),α, ϕ2)
≥ S2(F (x),β, ϕ2),
where the first inequality follows from the fact that φ1 ◦ ϕ2 is supper-additive, whereas the
second inequality follows from the fact that α
w
 β. This proves the result. ✷
Corollary 4.1 Suppose the lifetime vectors X ∼ PO(F¯ ,α, ϕ) and Y ∼ PO(F¯ ,β, ϕ). If ϕ is
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log-concave, then
α
w
 β implies Xn:n ≤st Yn:n.✷
Next we show the reversed hazard rate order of lifetimes of two parallel systems of dependent
and heterogeneous components.
Theorem 4.2 Suppose the lifetime vectors X ∼ PO(F¯ ,α, ϕ) and Y ∼ PO(F¯ ,β, ϕ). If ϕ is
log-concave and ϕ(1−ϕ)ϕ′ is decreasing and convex, then
α
w
 β implies Xn:n ≤rhr Yn:n.
Proof: From (8), the reversed hazard function of Xn:n is given by
r˜Xn:n(x) =
r˜(x)
F¯ (x)
ϕ′ (
∑n
i=1 φ (Fαi(x)))
ϕ (
∑n
i=1 φ (Fαi(x)))
n∑
i=1
Fαi(x)
ϕ′ (φ (Fαi(x)))
F¯αi(x)
=
r˜(x)
F¯ (x)
ϕ′ (
∑n
i=1 φ (Fαi(x)))
ϕ (
∑n
i=1 φ (Fαi(x)))
n∑
i=1
ϕ (φ (Fαi(x)))
ϕ′ (φ (Fαi(x)))
(1− ϕ (φ (Fαi(x))))
=
r˜(x)
F¯ (x)
ϕ′ (
∑n
i=1 ξi)
ϕ (
∑n
i=1 ξi)
n∑
i=1
ϕ (ξi)
ϕ′ (ξi)
(1− ϕ (ξi)) ,
where ξi = φ (Fαi(x)). Now, for s ∈ In,
r˜Xn:n(x)
∂αs
=
r˜(x)
F¯ (x)
[
∂
∂ξs
(
ϕ′ (
∑n
i=1 ξi)
ϕ (
∑n
i=1 ξi)
)
∂ξs
∂αs
n∑
i=1
ϕ (ξi) (1− ϕ (ξi))
ϕ′ (ξi)
+
ϕ′ (
∑n
i=1 ξi)
ϕ (
∑n
i=1 ξi)
∂
∂ξs
(
ϕ (ξs) (1− ϕ (ξs))
ϕ′ (ξs)
)
∂ξs
∂αs
]
.
Note that ξs is increasing in αs and
∂ξs
∂αs
is decreasing in αs. Since ϕ is log-concave and
ϕ(1−ϕ)
ϕ′
is decreasing, we have
r˜Xn:n(x)
∂αs
≥ 0. Again
∂
∂ξs
(
ϕ′ (
∑n
i=1 ξi)
ϕ (
∑n
i=1 ξi)
)
=
∂
∂ξt
(
ϕ′ (
∑n
i=1 ξi)
ϕ (
∑n
i=1 ξi)
)
, for s 6= t.
For s 6= t,
(αs − αt)
(
r˜Xn:n
∂αs
−
r˜Xn:n
∂αt
)
sign
= (αs − αt)
(
∂ξs
∂αs
−
∂ξt
∂αt
)
+ (αs − αt)
(
−
ϕ′ (
∑n
i=1 ξi)
ϕ (
∑n
i=1 ξi)
)
×[(
−
∂
∂ξs
(
ϕ (ξs) (1− ϕ (ξs))
ϕ′ (ξs)
))
∂ξs
∂αs
−
(
−
∂
∂ξt
(
ϕ (ξt) (1− ϕ (ξt))
ϕ′ (ξt)
))
∂ξt
∂αt
]
≤ 0,
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Figure 1: Plot of ξ1(t) and ξ2(t) against t ∈ [0, 1].
as ϕ(1−ϕ)ϕ′ is decreasing and convex. Thus we have r˜Xn:n(x) is increasing in αi, i ∈ In and
Schur-concave in α = (α1, α2, ..., αn). Then from Lemma 2.2, we have
α
w
 β implies r˜Xn:n(x) ≤ r˜Yn:n(x).
Hence the theorem follows.
5 Examples
Here we provide some examples to demonstrate the proposed results. The first example illus-
trates the result of Theorem 3.1.
Example 5.1 Consider two series systems, each comprising of four dependent and heteroge-
neous components with respective survival functions S1(F¯ (x),α, ϕ1) and S1(F¯ (x),β, ϕ2) with
F¯ (x) = e−(x/5)
2
, x ≥ 0, α = (0.2, 0.4, 0.6, 0.8), β = (0.35, 0.55, 0.75, 0.95) so that α
p
 β. Also
ϕ1(x) = e
1−(1+x)1/θ and ϕ2(x) = θ/ log(eθ + x), 0 < θ ≤ 1 so that φ2 ◦ ϕ1 is super additive
and ϕ2 is log-convex. In particular we take θ = 0.7. In order to plot the survival functions for
x ∈ [0,∞), we change the scale by substituting t = x/(1 + x), so that for x ∈ [0,∞), we have
t ∈ [0, 1). Suppose ξ1(t) and ξ2(t) denote the respective survival functions. We plot ξ1(t) and
ξ2(t) against t. From Figure 1 we observe that ξ1(t) ≤ ξ2(t) for all t ∈ [0, 1), which implies that
F¯X1:4(x) ≤ F¯Y1:4(x) for all x ≥ 0. Thus X1:4 ≤st Y1:4. ✷
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Figure 2: Plot of h1(t) and h2(t) against t ∈ [0, 1].
Example 5.2 Consider two series systems, each comprising of three dependent and heteroge-
neous components with respective hazard rate functions rX1:3(x) and rY1:3(x), with common
baseline survival function F¯ (x) = e−2x, x ≥ 0, α = (3, 4.5, 6.5), β = (4, 5, 6.5) so that α
w
 β.
Also we take the common generator ϕ(x) = 2/(1 + ex) which is log-concave and ϕ(1−ϕ)ϕ′ is de-
creasing and convex. We consider the transformation t = x/(1 + x), so that for x ∈ [0,∞),
we have t ∈ [0, 1). After this substitution, let us denote the respective hazard rate functions
as h1(t) and h2(t), respectively. From Figure 2 we observe that h1(t) ≥ h2(t) for all t ∈ [0, 1),
which implies that rX1:3(x) ≥ rX1:3(x) for all x ≥ 0. Thus X1:3 ≤hr Y1:3. This illustrates Theo-
rem 3.3. ✷
Example 5.3 Consider two parallel systems, each comprising of three dependent and hetero-
geneous components with respective survival functions S2(F¯ (x),α, ϕ1) and S2(F¯ (x),β, ϕ2),
where F¯ (x) = e−(x/2)
2
, x ≥ 0, α = (3, 4.5, 6), β = (4, 5, 6) so that α
w
 β. Also take
ϕ1(x) = θ/ log(e
θ + x) and ϕ2(x) = e
1−(1+x)1/θ , θ ≤ 1 so that ϕ2 is log-concave and φ1 ◦ ϕ2 is
super additive. In particular we take θ = 0.5. Consider the transformation t = x/(1 + x), so
that for x ∈ [0,∞), we have t ∈ [0, 1). After this substitution, let us denote the respective dis-
tribution functions as η1(t) and η2(t), respectively. From Figure 3 we observe that η1(t) ≥ η2(t)
for all t ∈ [0, 1), which implies that FX3:3(x) ≥ FY3:3(x) for all x ≥ 0. Thus X3:3 ≤st Y3:3. This
example verifies Theorem 4.1. ✷
Example 5.4 Consider two parallel systems, each comprising of four dependent and het-
erogeneous components with respective reversed hazard rate functions r˜X4:4(x) and r˜Y4:4(x),
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Figure 3: Plot of η1(t) and η2(t) against t ∈ [0, 1].
with common baseline survival function F¯ (x) = e−
√
7x, x ≥ 0, α = (0.2, 0.6, 1.5, 4.5), β =
(0.5, 0.9, 3.5, 5.5) so that α
w
 β. Also we take the common generator ϕ(x) = (−1+θ)/(−ex+θ)
which is log-concave and ϕ(1−ϕ)ϕ′ is decreasing and convex for −1 ≤ θ ≤ 0. Consider the trans-
formation t = x/(1 + x), so that for x ∈ [0,∞) we have t ∈ [0, 1). Let ρ1(t) and ρ2(t) be the
respective hazard rate functions. From Figure 4 we observe that ρ1(t) ≤ ρ2(t) for all t ∈ [0, 1),
which implies that r˜X4:4(x) ≤ r˜X4:4(x) for all x ≥ 0. Thus X4:4 ≤rhr Y4:4. This example
demonstrates Theorem 4.2.
6 Applications
We consider an example in Fang and Balakrishnan [8] to illustrate the applications of the
proposed results. In this application we compare the lifetime of two series systems whose com-
ponents are subjected to random shock instantaneously. Suppose random variable Xi denotes
the lifetime of i-th component of the series system. Define Bernoulli random variable Ipi , where
Ipi = 1 if shock does not occur and 0 if shock occurs with pi = P (Ipi = 1), i = 1, . . . , n.
Assume that Ip1 , . . . , Ipn are independent random variables, and also they are independent of
X1, . . . ,Xn. Let X
∗
i = XiIpi , i = 1, . . . , n, and denote X
∗
1:n = min(X
∗
1 , . . . ,X
∗
n). Similarly
assume that Iq1 , . . . , Iqn are independent Bernoulli random variables, and also they are inde-
pendent of Yi’s with qi = P (Iqi = 1), i = 1, . . . , n. Denote Y
∗
1:n = min(Y
∗
1 , . . . , Y
∗
n ), where
Y ∗i = YiIqi , i = 1, . . . , n. Here X
∗
1:n represents the smallest order statistic arising from such
random variables with associated random shocks. Similarly Y ∗1:n represents the smallest or-
der statistic arising from another set of random variables with associated random shocks. If
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Figure 4: Plot of ρ1(t) and ρ2(t) against t ∈ [0, 1].
X ∼ PO(F¯ ,α, ϕ1) and Y ∼ PO(F¯ ,β, ϕ2), then with the help of the Theorems 3.1, 3.2, 3.3, and
the associated corollaries 3.1, 3.2, we can establish following stochastic comparisons between
such smallest order statistics from the fact that P (X∗1:n > x) = P (X1 > x, . . . ,Xn > x)P (Ipi =
1, i ∈ In) = P (X1:n > x)
∏n
i pi.
Theorem 6.1 Suppose the lifetime vectors X ∼ PO(F¯ ,α, ϕ1) and Y ∼ PO(F¯ ,β, ϕ2). If ϕ1
or ϕ2 is log-convex, φ2 ◦ ϕ1 is supper-additive and
∏n
i pi ≤
∏n
i qi, then
α
p
 β implies X∗1:n ≤st Y
∗
1:n.
Corollary 6.1 Suppose the lifetime vectors X ∼ PO(F¯ ,α, ϕ) and Y ∼ PO(F¯ ,β, ϕ). If ϕ is
log-convex and
∏n
i pi ≤
∏n
i qi, Then
α
p
 β implies X∗1:n ≤st Y
∗
1:n.
Theorem 6.2 Suppose the lifetime vectors X ∼ PO(F¯ ,α, ϕ1) and Y ∼ PO(F¯ ,β, ϕ2). If
φ2 ◦ ϕ1 is supper-additive and
∏n
i pi ≤
∏n
i qi, then
α
w
 β implies X∗1:n ≤st Y
∗
1:n.
Corollary 6.2 Suppose the lifetime vectors X ∼ PO(F¯ ,α, ϕ) and Y ∼ PO(F¯ ,β, ϕ). If∏n
i pi ≤
∏n
i qi, then
α
w
 β implies X∗1:n ≤st Y
∗
1:n.
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Theorem 6.3 Suppose the lifetime vectors X ∼ PO(F¯ ,α, ϕ) and Y ∼ PO(F¯ ,β, ϕ). If ϕ is
log-concave and ϕ(1−ϕ)ϕ′ is decreasing and concave, then
α
w
 β implies X∗1:n ≤hr Y
∗
1:n.
We will end this section by mentioning an other potential application. In actuarial science, X∗1:n
corresponds to the smallest claim amount in a portfolio of risks (cf. Barmalzan et al. [1], Li and
Li [17]), where Xi’s represent sizes of random claims of multiple risks covered by a policy that
can be made in an insurance period and the corresponding Ipi ’s indicate the occurrence of these
claims. Similarly suppose Y ∗1:n represents the smallest claim amount in an another portfolio of
risks. The above theorems can be used in stochastic comparisons between the smallest claim
amounts.
7 Concluding remark
The model considered in our study has implications not only in terms of the PO model with its
convergent hazard rate property, but also in generating new family of flexible distributions, and
hence it is worth investigating. This is the first attempt to study some stochastic comparisons
of series and parallel systems with dependent and heterogeneous component lifetimes following
the PO model. It is important to consider comparison of lifetimes of coherent systems other
than series and parallel systems. More work is required in this direction.
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