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Abstract. We demonstrate that the most well-known approach to rewriting graphical
structures, the Double-Pushout (DPO) approach, possesses a notion of sequential composi-
tions of rules along an overlap that is associative in a natural sense. Notably, our results
hold in the general setting of M-adhesive categories. This observation complements the
classical Concurrency Theorem of DPO rewriting. We then proceed to define rule algebras
in both settings, where the most general categories permissible are the finitary (or finitary
restrictions of) M-adhesive categories. If in addition a given such category possess an
M-initial object, the resulting rule algebra is unital (in addition to being associative). We
demonstrate that in this setting a canonical representation of the rule algebras is obtainable,
which opens the possibility of applying the concept to define and compute the evolution of
statistical moments of observables in stochastic DPO rewriting systems.
Introduction
Double pushout graph (DPO) rewriting [15] is the most well-known and influential approach
to algebraic graph transformation. The rewriting mechanics are specified in terms of the
universal properties of pushouts — for this reason, the approach is domain-independent
and instantiates across a number of concrete notions of graphs and graph-like structures.
Moreover, the introduction of adhesive, quasi-adhesive and M-adhesive categories [19, 16,
14]—which, roughly speaking, ensure that the pushouts involved are “well-behaved”, i.e.
they satisfy similar exactness properties as pushouts in the category of sets and functions—
entailed that a standard corpus of theorems [22] that ensures the “good behaviour” of DPO
rewriting holds if the underlying ambient category is (quasi-,M-)adhesive.
An important classical theorem of DPO rewriting is the Concurrency Theorem, which
involves an analysis of two DPO productions applied in series. Given a dependency relation
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2 N. BEHR AND P. SOBOCIN´SKI
(which, intuitively, determines how the right-hand side of the first rule overlaps with the
left-hand side of the second), a purely category-theoretic construction results in a composite
rule which applies the two rules simultaneously. The Concurrency Theorem then states
that the two rules can be applied in series in a way consistent with the relevant dependency
relation if and only if the composite rule can be applied, yielding the same result.
The operation that takes two rules together with a dependency relation and produces a
composite rule can be considered as an algebraic operation on the set of DPO productions
for a given category. From this viewpoint, it is natural to ask whether this composition
operation is associative. It is remarkable that this appears to have been open until recently:
an elementary proof of this, in the context of adhesive categories, was announced by us in
the conference version [6] of this article.
In this extended version we:
. generalise the associativity result to the setting of M-adhesive categories, giving a careful
account of the precise technical conditions that are involved in the proof, which is given
in its entirety here for the first time;
. tie the proof of associativity to the classical Concurrency Theorem, showing the relevant
categorical constructions that are shared by the two results
. give a more complete and detailed account of how the associativity theorem leads to the
rule algebra framework, on which we elaborate below.
Indeed, associativity is advantageous for a number of reasons. In [3, 4], the first author
and his team developed the rule algebra framework for a concrete notion of multigraphs.
Inspired by a standard construction in mathematical physics, the operation of rule com-
position along a common interface yields an associative algebra: given a free vector space
with basis the set of DPO rules, the product of the associative algebra takes two basis
elements to a formal sum, over all possible dependency relations, of their compositions.
This associative algebra is useful in applications, being the formal carrier of combinatorial
information that underlies stochastic interpretations of rewriting. The most famous example
in mathematical physics is the Heisenberg-Weyl algebra [8, 9], which served as the starting
point for [3]. Indeed, [3, 4] generalised the Heisenberg-Weyl construction from mere set
rewriting to multigraph rewriting. Our work, since it is expressed abstractly in terms of
(M-)adhesive categories, entails that the Heisenberg-Weyl and the DPO graph rewriting rule
algebra can both be seen as two instances of the same construction, expressed in abstract
categorical terms.
Structure of the paper. The necessary categorical preliminaries are collected in
Section 1. Our main original results are collected in Section 2: following a brief recap of the
DPO framework we first return to the classic Concurrency Theorem in Section 2.1, then
prove our main associativity result (Theorem 2.9) in Section 2.2. We devote Section 3 to
developing the rule algebra framework in the abstract setting, and proceed to give a number
of applications: Heisenberg-Weyl algebra in Section 3.1, applications to combinatorics in
Section 3.2 and stochastic mechanics in Section 3.3. Our concluding remarks are in Section 4.
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1. Background: M-adhesive categories
We briefly review standard material, following mostly [19] (see [11, 22] for further references).
Definition 1.1 ([19], Def. 3.1). A category C is said to be adhesive if
(I) C has pushouts along monomorphisms,
(II) C has pullbacks, and if
(III) pushouts along monomorphisms are van Kampen (VK) squares.
Examples include Set (the category of sets and set functions), Graph (the category of
directed multigraphs and graph homomorphisms), any presheaf topos, and any elementary
topos [20]. One might further generalise by considering quasi-adhesive categories (see [19,
16]). Our development can be carried out in the more general setting of M-adhesive
categories, where in particular the specialisation to finitary M-adhesive categories will prove
quintessential in defining the rule algebra framework (see Section 3).
Definition 1.2 ((Finitary) M-adhesive categories, cf. [10], Defs. 2.1, 2.8 and 4.1). An
M-adhesive category is a category C with pullbacks, withM a class of monomorphisms of C
that contains all isomorphisms and is stable under compositions and pullbacks. Additionally,
C has pushouts along M-morphisms, which are stable under pushout, and the pushouts
themselves are M-van Kampen (VK) squares, whence if in any commutative cube such as
below
C ′ A′
D′ B′
C A
D B
n′ c
f ′
a
m′
d
g′
n
f
m
g
b
• the bottom face is a pushout with m ∈M,
• b, c, d ∈M, and
• the back and right faces are pullbacks,
then the top face is a pushout if and only if the front and left faces are pullbacks.
A finitaryM-adhesive category is anM-adhesive category in which each object is finite
(i.e. has only finitely many (M-) subobjects). Given anM-adhesive category C, the finitary
restriction (Cfin,Mfin) of C is defined as the restriction of C to the full subcategory Cfin
of finite objects, and with Mfin :=M∩Cfin.
Theorem 1.3 ([10], Thm. 4.6). The finitary restriction (Cfin,Mfin) of any M-adhesive
category C is a finitary M-adhesive category.
An important concept used throughout the paper is that of (isomorphism classes of)
spans of M-morphisms. A span consists of two M morphisms with a common source
C
b←−↩ B a↪−→ A. A homomorphism of spans from C b←−↩ B a↪−→ A to C b←−↩ B′ a↪−→ A consists of a
morphism h : B → B′ such that the two resulting triangles commute. The spans are said to
be isomorphic when h is an isomorphism. The following shows that isomorphism classes of
spans are composable, and so are the arrows of a category SpanM(C) with the same objects
as C.
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Lemma 1.4. Let C be an M-adhesive category, and let R = (C b←−↩ B a↪−→ A) and S =
(E
d←−↩ D c↪−→ C) be two composable spans with a, b, c, d ∈M. Then their composition S ◦R,
calculated via taking the pullback marked PB below,
F
D B
E C A
f e
PB
d c b a
S ◦R := (E d◦f←−−↩ F a◦e↪−−→ A) , (1.1)
is also a span of M-morphisms (i.e. d ◦ f, a ◦ e ∈M).
Proof. The proof follows from the M-adhesivity properties, whence from stability of the
class M under pullback and composition.
Note in particular that the pullback composition operation ◦ on spans behaves in
complete analogy to the composition operations of functions as well as on linear operators,
at least if considering the following convention1:
Convention 1.5. We read spans in the “right-to-left” convention , such that if we
consider spans R,S as above to encode partial functions r : A ⇀ C, s : C ⇀ E, then
function composition and span composition are compatible (i.e. s ◦ r is computed via S ◦R).
1.1. Some useful technical results. We recall first some basic pasting properties of
pushouts and pullbacks that hold in any category.
Lemma 1.6. Given a commutative diagram
A B E
C D F
,
. (pullback version) if the right square is a pullback then the left square is a pullback if and
only if the entire exterior rectangle is a pullback;
. (pushout version) if the left square is a pushout then the right square is a pushout if and
only if the entire exterior rectangle is a pushout.
Lemma 1.7. In any category, given commutative diagrams of the form
A B
A B
f
(A)
f
A A
A B
(B) g
g
A B
A C
f
(C) g
g◦f
, (1.2)
it holds that
(I) the square marked (A) is a pushout for arbitrary morphisms f ,
1This convention is standard in much of the mathematics literature; however, traditionally the opposite
convention of reading spans “left-to-right” is encountered in the literature on graph rewriting. Since in our
framework we will eventually assign linear operators to spans, the “right-to-left” convention offers the more
convenient encoding.
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(II) the square marked (B) is a pullback if and only if the morphism g is a monomorphism
(III) the square marked (C) is a pullback for arbitrary morphisms f if g is a monomorphism.
In addition, if the category is an M-adhesive category with M a class of monomorphisms,
the above statements hold for “monomorphisms” replaced by “M-morphisms”.
Proof. The statements (I) and (II) are classical, whence their proof is omitted for brevity.
In order to prove the statement (III), it suffices to combine (I) and (II) to conclude that a
square (C) as in the diagram below left
A B
A C
f
(C) g
g◦f
A B B
A B C
f
f
(D) (E) g
f
g◦f
g
(1.3)
is a pullback square if f is an arbitrary morphism f and g is a monomorphism, since
the square (C) may be obtained as the composition of a pushout square (D) along an
isomorphism (whence an M-morphism), which is according to Lemma 1.8 also a pullback,
and a pullback square (E), by pullback composition (Lemma 1.6) (E)+(D) and thus (C) is a
pullback. As for the specialisation of the statements to the setting ofM-adhesive categories,
the claims follow trivially for (I) (no modification) and also for (II) and (III) (since M is
assumed to be a class of monomorphisms).
Next, we recall a number of useful properties of pushouts and pushout complements in
M-adhesive categories.
Lemma 1.8 ([13], Lemma 2.6). In any M-adhesive category:
(I) pushouts along M-monomorphisms are also pullbacks;
(II) (M-pushout-pullback decomposition) if, in the following diagram
A B E
C D F
b
c
=
e
a
d
=
f
• the exterior face is a pushout,
• the right face is a pullback, and
• f ∈M and (b ∈M or c ∈M),
(1.4)
then the left and right squares are both pushouts and pullbacks.
(III) (uniqueness of pushout complements) given A ↪→ C in M and C → D, the respective
pushout complement A → B b↪−→ D (if it exists) is unique up to isomorphism, and
with b ∈M (due to stability of M-morphisms under pushouts).
Note that in (1.4) by virtue of stability of M-morphisms under pushouts and pullbacks,
these conditions entail that since f ∈M, we also have that e ∈M, while b ∈M means that
d ∈M (and c ∈M that a ∈M).
1.2. Additional category-theoretical prerequisites. Passing from adhesive toM-adhesive
categories on the one hand permits to study rewriting in the most general setting known to
date, yet it comes at the price of a number of technicalities that are necessary to ensure
certain associativity properties for the rewriting as introduced in the main part of the paper.
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While we believe that we have struck a well-balanced compromise between generality and
practicality with the list of additional requirements as presented in the following, it remains
an open research question of which properties are in fact strictly necessary.
Definition 1.9 (Epi-M-factorizations; cf. e.g. [17], Def. 3). An M-adhesive category C is
said to possess an epi-M-factorisation if every morphism f of C may be factorised into
an epimorphism e and a monomorphism m ∈ M such that f = e ◦m, and such that this
factorisation is unique up to isomorphism.
Since in the applications of associative rewriting theories to the formulation of rule
algebras one requires the notion of an initial object, it is worthwhile to mention the following
generalisation in the M-adhesive setting:
Definition 1.10 (M-initial object; [10], De. 2.5). An object I of an M-adhesive category
C is defined to be an M-initial object if for each object A ∈ obj(C) there exists a unique
monomorphism iA : I ↪→ A, which is moreover required to be in M.
Lemma 1.11 ([10], Fact 2.6). If an M-adhesive category possesses an M-initial object
I ∈ obj(C), the category has finite coproducts, and moreover the coproduct injections are in
M.
Proof. We quote the proof from [10] for illustration of this important property: it suffices
to consider the case of binary coproducts. One may construct the coproduct A+B of two
objects A,B ∈ obj(C) via taking the pushout
I
A B
A+B
iA iB
PO
inA inB
. (1.5)
Since the underlying category is assumed to be M-adhesive, according to Definition 1.2
the above pushout is guaranteed to exist since iA, iB ∈ M via the assumption of I being
an M-initial object, and by virtue of stability of M-morphisms under pushouts, we may
moreover conclude that indeed inA, inB ∈M.
Let us next present a number of technical results that are important for deriving the
main statement of this subsection.
Lemma 1.12 (Variant of [19], Lemma 4.9). Let C be an M-adhesive category (with M
a class of monomorphisms). Then C is M-balanced, i.e. a morphism which is both a
M-morphism and an epimorphism is an isomorphism.
Proof. Following precisely the proof strategy of [19], suppose a morphism f : A → B is
both a M- and an epimorphism. f being an epimorphism entails that the square (1) in the
diagram below is a pushout,
A B
B B
f
f (1) . (1.6)
Since Definition 1.2 implies according to Lemma 1.8 that in every M-adhesive category
pushouts along M-morphisms are also pullbacks, the square marked (1) is also a pullback,
which implies that f is an isomorphism.
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Lemma 1.13 (Variant of [16], Lem. 2.2). Let C be anM-adhesive category. In the diagrams
below (for i = 1, 2),
A B1
B2 C
b2
b1
(1) c1
c2
B′i C
′ D′
Bi C D
pi
c′i
(2i) p
f ′
(3) q
ci f
(1.7)
suppose that either b1 ∈M or b2 ∈M, and that (1) is a pushout. Then if p, p1, p2, q ∈M,
(21) and (22) are pullbacks and both (21) + (3) and (21) + (3) are pullbacks, then (3) is a
pullback.
Proof. Adopting the proof strategy of [16], let us construct first the following two diagrams
(i = 1, 2):
A′i B
′
i C
′ D′
A′i B
′
i C
′′ D′
A Bi C D
bi
(7i)
c′i
(8i) p
′
f ′
=
b′i
(6i) pi
c′′i
(5i) p
′′
f ′′
(4) q
bi ci f
(1.8)
Here, (4) is constructed by taking pullback of C
f−→ D q←−↩ D′, which by virtue of M-stability
under pullbacks along M-morphisms and under decompositions entails that p′′ ∈M, and
thus since p = p′′ ◦ p′ ∈M also p′ ∈M. Since by assumption (51) + (4) and (52) + (4) are
pullbacks, and since (4) is a pullback, by pullback decomposition also (51) and (52) are
pullbacks. Construct the squares (6i) by taking the appropriate pullbacks, and construct the
squares (7i) in the evident fashion. Then the squares (81) and (82) are found to be pullbacks
by virtue of Lemma 1.7.
Next, construct the commutative cube below left:
B′2 A′
C ′ B′1
B2 A
C B1
B′2 A′
C ′ B′1
B′2 A′
C ′′ B′1
B2 A
C B1
p2 p
b2
b1
c1
c2
p′
p2
p′′
p1
p1
(1.9)
Here, the right face is constructed by taking pullback, and the left and front faces are
pullbacks as before, thus invoking pullback-pullback decomposition (Lemma 1.6), the back
face is a pullback, too. We may thus assemble all the information obtained in the earlier
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steps into the stack of commutative cubes in the diagram above right. Since the bottom
square is M-VK, all vertical morphisms are in M and all squares in the front and left
are pullbacks, the middle and top horizontal squares are pushouts. Thus by the universal
property of pushouts, we conclude that p′ is an isomorphism. Thus the claim that the square
(3) is a pullback follows by pasting of pullback squares.
Proposition 1.14 (Variant of [16], Prop. 2.4). Let C be an M-adhesive category. If in
the diagram below b1, b2 ∈M (and thus also c1, c2 ∈M) and d1, d2 ∈M, and if the square
(1) is a pushout and the exterior a pullback, then the morphism x is a monomorphism (not
necessarily in the class M):
A B1
B2 D
E
b2
b1
(1) c1
d1
c2
d2
x
(1.10)
Proof. Construct the squares (2i) + (3i) in the diagram below as the pullbacks of the cospans
Bi
di
↪−→ D di←−↩ Bi (i = 1, 2) in the diagram below left:
A B1 B1 A B1 B1
B2 C B1 B2 C C
D B1 D C
B2 B2 B2 C
B2 C
b1
(1) (41)b2 c1 c1
c2
(42)
x (51)
(52)
c2
x
c2
x
b1
(1) (21)b2 c1
c2 c1
(22)
(32)
x (31)
c2
d1
d2
d1 c1
d2
d1
d2
(1.11)
Since the morphisms c1 and c2 are monomorphisms, the induced squares (21) and (22) are
pullbacks, whence according to Lemma 1.13, the squares (31) and (32) are pullbacks as well.
Next, construct the right diagram presented in (1.11) via taking the squares (4i)+(5i) to
be equal to the aforementioned pullbacks (3i). Again due to c1 and c2 being monomorphisms,
the squares (41) and (42) are pullbacks, whence invoking Lemma 1.13 once more, we may
conclude that the (identical) squares (51) and (52) are pullbacks, too. Since by virtue of
Lemma 1.7 a square (C,C,D,C) formed by the span C idC←−− C idC−−→ C and the cospan
C
x−→ D x←− C is a pullback if and only if x is a monomorphism, this entails that x is a
monomorphism.
Coincidentally, specialising Proposition 1.14 to the case of M being the class of all
monomorphisms (which is in particular the case in adhesive categories) or, equivalently, by
directly considering the original Lemma 2.2 of [16] (which was formulated in the setting of
adhesive categories), we find that if one is working under the stronger assumptions of the
underlying category being adhesive, the composition of linear rules is well-posed without
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any further assumptions. However, more work is needed under the considerably weaker
assumptions of M-adhesivity.
With these preparations, we may finally state the following result (which is necessary in
order to ensure a well-posed notion of sequential compositions of rewriting rules as presented
in the following section):
Theorem 1.15. Let C be an M-adhesive category with epi-M-factorisation. Then for any
commutative diagram as below, where A = PB(B
b−→ E c←− C) is the pullback of the two
M-morphisms b, c ∈ M (which implies that b′, c′ ∈ M), and where D = PO(B b←− A c−→ C)
is a pushout (which implies that e, f ∈M),
A
B C
D
E
b′ c′
b
e
c
f
∃! d
, (1.12)
the morphism d is in M.
Proof. Applying epi-M-factorisation to the morphism d,
d = m ◦ p , (p : D → F ) ∈ epi(C) , (m : F ↪→ E) ∈M .
let us construct the following commutative diagram:
Here, since the bottom square and (by virtue
of Lemma 1.7) also the bottom left, back,
right and front squares are pullbacks, so is the
middle square (A,B, F,C). Consequently,
by virtue of Proposition 1.14, the morphism
p : D → F is a monomorphism, and since it
is by construction also an epimorphism, we
may conclude via Lemma 1.12 that p ∈ iso(C).
Since isomorphisms are included in the class
M, we conclude that d = m ◦ p ∈M.
B A
D C
B A
F C
B A
E C
b′
c′e
p b
′
c′
m
b′
c′b
c
f
(1.13)
2. Double-pushout (DPO) rewriting
We now recall Double-Pushout (DPO) rewriting forM-adhesive categories (adapted according
to the results of [10] and to our notational convention 1.5).
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Assumption 2.1. Throughout the remainder of this paper, we fix in each definition an
M-adhesive category C that is assumed to possess an epi-M-factorisation, and where in
addition M is a class of monomorphisms.
Definition 2.2 ([19], Def. 7.1). A span p of morphisms (with Output, Kontext, Input)
O
o←− K i−→ I (2.1)
is called a production. p is said to be linear if both i and o are monomorphisms in M. We
denote the set of linear productions by Lin(C). We will also frequently make use of the
alternative notation O
p
↼− I where p = (O o←− K i−→ I) ∈ Lin(C).
A homomorphism of productions p → p′ consists of arrows, O → O′, K → K ′ and
I → I ′, such that the obvious diagram commutes. A homomorphism is an isomorphism
when all of its components are isomorphisms. We do not distinguish between isomorphic
productions. Note that the notion of morphism of productions is different than that for
general spans.
Definition 2.3 ([19], Def. 7.2). Given a production p as in (2.1), a match of p in an object
X ∈ obj(C) is a morphism m : I → X. A match is said to satisfy the gluing condition if
there exists an object E and morphisms k : K → K and x : K → X such that (2.2) is a
pushout.
K I
K X
k PO
i
m
x
. (2.2)
More concisely, the gluing condition holds if there is a pushout complement of K
i−→ I m−→ X.
From here on, we will focus solely on linear productions, which entails due to the above
statements a number of practical simplifications, and which allows us to simplify also the
notations as follows:
Convention 2.4. Unless mentioned otherwise, henceforward all arrows are understood to
be morphisms of the class M of the underlying M-adhesive category C, whence we will use
the notation → of “ordinary” arrows (instead of ↪→) to denote arrows of M in all diagrams
and formulae.
Definition 2.5 (compare [19], Def. 7.3). Given an object X ∈ obj(C) and a linear production
p ∈ Lin(C), we define the set of admissible matches Mp(X) as the set of monomorphisms
m : I → X in M for which m satisfies the gluing condition. As a consequence, there exist
objects and morphisms such that in the diagram below both squares are pushouts (where
the square marked POC is constructed as a pushout complement):
O K I
X ′ K X
m∗
o i
kPO POC m
o′ i′
(2.3)
We write pm(X) := X
′ for the object “produced” by the above diagram. The process is called
derivation of X along production p and admissible match m, and denoted pm(X)⇐==
p,m
X.
RULE ALGEBRAS FOR ADHESIVE CATEGORIES 11
Note that by virtue of Lemma 1.8, the object pm(X) produced via a given derivation
of an object X along a linear production p and an admissible match m is unique up to
isomorphism. From here on, we will refer to linear productions as linear (rewriting) rules.
Next, we recall the concept of (concurrent) composition of linear rules.
2.1. Concurrent composition and concurrency theorem. Given two linear produc-
tions p1, p2 ∈ Lin(C) and an object X ∈ obj(C), it is intuitively clear that one may consider
acting with p2 on a produced object X
′ = p1m1 (X) (for some admissible match m1). However,
there exists also the interesting possibility to consider first composing the rules in a certain
sense, and then applying the sequential composite to the object X. To this end, consider
the following well-known definition.
Definition 2.6 (DPO-type concurrent composition). Let p1, p2 ∈ Lin(C) be two linear
productions. Then a span m = (I2
m2←−−M21 m1−−→O1) with m1,m2 ∈ M—where we use the
blue colouring to signify the overlap of p1 and p2—is called
2 an admissible match of p2 into
p1, denoted m ∈Mp2(p1), if in the diagram below the squares marked POC are constructable
as pushout complements (where the cospan I2
n2−→ N21 n1←− O1 is obtained by taking the
pushout marked PO):
O2 K2 I2 M21 O1 K1 I1
O21 K2 N21 K1 I21
n∗2
o2 i2
k2PO n2POC
m2 m1
PO n1 POC
o1 i1
k1 PO n∗1
o′2 i
′
2 o
′
1
i′1
(2.4)
In this case, we write3 p2
m
J p1 ∈ Lin(C) for the composite of p2 with p1 along the admissible
match m, defined as
p2
m
J p1 ≡ (O21 o21←−− K21 i21−−→ I21) := (O12 o
′
2←− K2 i
′
2−→ N21) ◦ (N21 o
′
1←− K1 i
′
1−→ I21) (2.5)
where we have used the orange colouring to emphasise the components of the composite
production.
The following theorem is a refinement of a well-known result from the literature, where the
novel feature of our version that will prove quintessential in the following is the specification
of the theorem via admissible matches of linear rules (rather than the less specific notion
of E-concurrent derivations as in the work of Ehrig et al. [13]). In the adhesive category
setting, this approach had already been investigated in [19]. The reason our modification
(which hinges on Theorem 1.15) provides a strong improvement over the traditional results
resides in the fact that in the synthesis step (see below), one is not only led to derive a
certain cospan encoding the causal interaction of the two sequentially applied rules, but in
fact a span of M-morphisms that is unique up to isomorphism, and that thus in a certain
sense provides a minimal encoding of said causal interaction. Besides practical advantages,
this result is in particular strictly necessary in order to lift the notion of associativity of
2In the DPO rewriting literature, admissible matches of rules are also referred to as dependency relations.
3It follows from the properties of M-adhesive categories (i.e. stability of M-morphisms under pushouts)
that all morphisms in (2.4) areM-morphisms, whence the span p2 mJ p1 is a span ofM-morphisms, and thus
indeed an element of Lin(C).
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sequential compositions, DPO-type rule algebras and canonical representations of DPO-type
rule algebras from the adhesive to the M-adhesive setting.
Theorem 2.7 (DPO-type Concurrency Theorem; modification of [13], Thm. 4.17, compare
[19], Thm. 7.11). Let C be an M-adhesive category satisfying Assumption 2.1. Let p1, p2 ∈
Lin(C) be two linear rules and X0 ∈ ob(C) an object.
• Synthesis: Given a two-step sequence of derivations
X2 ⇐===
p2,m2
X1 ⇐===
p1,m1
X0 ,
with X1 := p1m1 (X0) and X2 := p2m2 (X1), there exists a composite rule q = p2
n
J p1 for a
unique n ∈Mp2(p1), and a unique admissible match n ∈ Mq(X), such that
qn(X)⇐=
q,n
X0 and qn(X0) ∼= X2 .
• Analysis: Given an admissible match n ∈Mp2(p1) of p2 into p1 and an admissible match
n ∈ Mq(X) of the composite q = p2
n
J p1 into X, there exists a unique pair of admissible
matches m1 ∈ Mp1(X0) and m2 ∈ Mp2(X1) (with X1 := p1m1 (X0)) such that
X2 ⇐===
p2,m2
X1 ⇐===
p1,m1
X0 and X2 ∼= qn(X) .
Proof. — Synthesis: Consider the setting presented in (2.8a). Here, we have obtained the
candidate match n = (I2←M21 →O1) via pulling back the cospan (I2→X1←O1). Next, we
construct N21 via taking the pushout of n, which induces a unique arrow N21 →X1. Crucially,
it follows from Theorem 1.15 that this arrow is in the class M. The diagram in (2.8b) is
obtained by taking the pullbacks of the spans Ki → X1← N21 (obtaining the objects K ′i, for
i = 1, 2), followed by letting O21 := PO(O2 ← K2 → K ′2) and I21 := PO(O1 ← K1 → K ′1).
By virtue of pushout-pullback (Lemma 1.8) and pushout-pushout decomposition (Lemma 1.6),
respectively, the resulting squares are all pushouts. The final step as depicted in (2.8c)
consists in constructing K21 = PB(K
′
2 → N21 ← K ′1) and K21 = PB(K2 → X1 ← K1),
which by universality of pullbacks induces a unique arrow K21 → K21. By invoking pullback
decomposition (Lemma 1.8) and the M-van Kampen property (cf. Def. 1.2) twice, one may
demonstrate that the squares (K21,K21,Ki,K ′i) (for i = 1, 2) are pushouts. Thus the
claim follows by invoking pushout pasting according to Lemma 1.6 twice in order to obtain
the pushout squares (K21,K21, X2, O21) and (K21,K21, X0, I21).
— Analysis: Given the setting as depicted in (2.9a), we may obtain the configuration
of (2.9b) by letting Ki = PO(K
′
i ← K21 → K21) (for i = 1, 2). By virtue of pushout decom-
position (Lemma 1.6), the resulting new squares are all pushouts. Next, by constructing4
X1 = PO(K1 ← K ′1 → N21), we obtain the diagram in (2.9c). Since (K21,K21, X1, N21)
and (K21,K21,K2,K ′2) are pushouts, by pushout decomposition so is (K ′2,K2, X1, N21).
Thus we finally arrive at the configuration in (2.9d) via compositions of pushout squares,
thus concluding the proof.
The details of the above proof permit to easily derive the following technical corollary:
4Since the construction is entirely symmetric in this step, we could have equivalently chosen to define
X1 = PO(K2 ← K′2 → N21).
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Corollary 2.8. Under the assumptions of Theorem 2.7, every configuration such as in the
lower part of the diagram in (2.9a), whence the commutative sub-diagram form by the two
pushout squares below,
O21 K21 I21
X2 K21 X0
PO PO , (2.6)
uniquely induce the configuration of four adjacent pushout squares presented the lower back
part of (2.9c), whence
O21 K
′
2 N21 K
′
1 I21
X2 K2 X1 K1 X0
PO PO PO PO , (2.7)
and vice versa.
O2 K2 I2 M21 O1 K1 I1
N21
X2 K2 X1 K1 X0
(2.8a)
O2 K2 I2 M21 O1 K1 I1
O21 K
′
2 N21 K
′
1 I21
X2 K2 X1 K1 X0
(2.8b)
O2 K2 I2 M21 O1 K1 I1
O21 K
′
2 N21 K
′
1 I21
X2 K2 X1 K1 X0
K21
K21
(2.8c)
Figure 1: Synthesis part of the concurrency theorem.
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O2 K2 I2 M21 O1 K1 I1
O21 K
′
2 N21 K
′
1 I21
X2 X0
K21
K21
(2.9a)
O2 K2 I2 M21 O1 K1 I1
O21 K
′
2 N21 K
′
1 I21
X2 K2 K1 X0
K21
K21
(2.9b)
O2 K2 I2 M21 O1 K1 I1
O21 K
′
2 N21 K
′
1 I21
X2 K2 X1 K1 X0
K21
K21
(2.9c)
O2 K2 I2 M21 O1 K1 I1
O21 K
′
2 N21 K
′
1 I21
X2 K2 X1 K1 X0
K21
K21
(2.9d)
Figure 2: Analysis part of the concurrency theorem.
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2.2. Concurrent composition and associativity. While the concurrency theorem (The-
orem 2.7) for DPO rewriting is classical, to the best of our knowledge the following result is
new. It states a certain form of associativity for compositions of linear productions.
Theorem 2.9 (DPO-type associativity theorem). Let C be an M-adhesive category with
epi-M-factorisation, and where M is a class of monomorphisms. Then the composition
operation .
.
J . on linear productions of C is associative in the following sense: given linear
productions p1, p2, p3 ∈ Lin(C), there exists a bijective correspondence between pairs of
admissible matches (m21,m3(21)) and (m32,m(32)1) such that
p3
m3(21)
J
(
p2
m21J p1
) ∼= (p3 m32J p2) m(32)1J p1 . (2.10)
Proof. Since DPO derivations are symmetric, it suffices to show one side of the correspondence.
Our proof is constructive, demonstrating how, given a pair of admissible matches
m21 = (O2←M21 →I1) ∈Mp2(p1)
m3(21) = (O3←M3(21) →I21) ∈Mp3(p21) , p21 = p2
m21J p1 ,
(2.11)
one may uniquely (up to isomorphisms) construct from this information a pair of admissible
matches
m32 = (O3←M32 →I2) ∈Mp3(p2)
m(32)1 = (O32←M(32)1 →I1) ∈Mp32(p1) , p32 = p3
m32J p2 ,
(2.12)
and such that the property described in (2.10) holds. We begin by forming the composite
rule p3(21) = p3
m3(21)
J p21, which results in the diagram
O2 K2 I2 M21 O1 K1 I1
O3 K3 I3 M3(21) O21 K
′
2 N21 K
′
1 I21
O321 K3 N3(21) K2 N(32)1 K1 I321
(2.13)
if we invoke Corollary 2.8 to construct the four rightmost squares on the bottom. Constructing
the pullback M32 = PB(M3(21) →O21 ← O2) (which by universality of pullbacks also leads
to an arrow M32 →I3) and forming the three additional vertical squares on the far left in
the evident fashion in the diagram below
O3 K3 I3 M32 O2 K2 I2 M21 O1 K1 I1
O3 K3 I3 M3(21) O21 K
′
2 N21 K
′
1 I21
O321 K3 N3(21) K2 N(32)1 K1 I321
(2.14)
allows us to construct N32 = PO(I3←M32 →O2), which in turn via universality of pushouts
uniquely induces an arrow N32 → N3(21):
O3 K3 I3 M32 O2 K2 I2 M21 O1 K1 I1
O3 K3 I3 M3(21) O21 K
′
2 N21 K
′
1 I21
O32 K
′
3 N32 K
′′
2 I32 O1 K1 I1
O321 K3 N3(21) K2 N(32)1 K1 I321
(2.15)
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Here, the rightmost three squares on the top are formed in the evident fashion (and
are pushouts according to Lemma 1.7), while the other arrows of the above diagram are
constructed as follows:
K ′3 = PB(K3 → N3(21) ← N32) , O32 = PO(K ′3 ← K3 → O3)
K ′′2 = PB(N32 → N3(21) ←K2) , I32 = PO(K ′′2 ← K2 → I2)
(2.16)
Invoking pushout-pullback and pushout-pushout decomposition repeatedly, it may be verified
that all squares thus created on the top and in the front are pushout squares. Defining the
pullback object M(32)1 = PB(I32→ N3(21) ←O1), thus inducing an arrow M21 →M3(21),
O3 K3 I3 M32 O2 K2 I2 M21 O1 K1 I1
O3 K3 I3 M3(21) O21 K
′
2 N21 K
′
1 I21
O32 K
′
3 N32 K
′′
2 I32 M(32)1 O1 K1 I1
O321 K3 N3(21) K2 N(32)1 K1 I321
(2.17)
it remains to verify that the square (M3(21), I32, N3(21), O1) is not only a pullback, but also
a pushout square. To this end, construct5 the auxiliary diagram depicted in Figure 3, where
the top, back, bottom and front cubes that are formed via the newly added arrows compared
to (2.17) are also drawn separately for clarity, with suitable 3d rotations applied such as
to facilitate the application of further steps in the proof based upon the M-van Kampen
property. Note in particular that the four additional new arrows exist due to universality of
pullbacks.
Invoking pullback decomposition as well as the M-van Kampen property repeatedly,
the new commutative cube on the top (i.e. the one sitting over the two pushout squares
(M32, I3, N32, O2) and (K2, O2, N32,K ′′2 )) and the new commutative cube on the bot-
tom (i.e. the one sitting under the two pushout squares (M3(21), I3, N3(21), O(21)) and
(K ′2, O21, N3(21),K2)) have pushouts on all of their faces.
As for the new cubes in the front and back, note first that by virtue of Lemma 1.7
the back left square (I3, I3, N3(21), N32) of the front cube is a pullback, while the square
(M32,M3(21), O21, O2) had been constructed as a pullback in the main part of the proof.
Thus invoking pullback decomposition twice, we may conclude that also the squares
(Q,S,K2,K ′′2 ) in the front and (P,R, I32,K2) in the back are pullbacks, whence in-
voking the M-van Kampen twice allows to conclude that the squares (Q,S, I3, I3) in the
front left and (P,R,M3(21),M32) in the back left are pushouts. Moreover, since isomor-
phisms are stable under pushouts by virtue of Lemma 1.7, we may conclude that Q ∼= S.
5On a philosophical note, it might be worth observing that while sequential compositions of rules are
essentially described by two-dimensional commutative diagrams, this final step of the associativity proof
appears to have an inherently three-dimensional character, in that the properties of the commutative cubes
in question delicately rely on each other as described in the proof.
R
U
L
E
A
L
G
E
B
R
A
S
F
O
R
A
D
H
E
S
IV
E
C
A
T
E
G
O
R
IE
S
1
7
R
O3 K3 I3 M32 O2 K2 I2 M21 O1 K1 I1
O3 K3 I3 M3(21) O21 K
′
2 N21 K
′
1 I21
O32 K
′
3 N32 K
′′
2 I32 M(32)1 O1 K1 I1
O321 K3 N3(21) K2 N(32)1 K1 I321
P
M32 P
I3 Q
O2 K2
N32 K
′′
2
R P
M3(21) M32
K ′2 K2
O21 O2
K ′2 R
K2 S
O21 M3(21)
N3(21) I3
I3 Q
I3 S
N32 K
′′
2
N3(21) K2
P = PB(M32 → O2 ← K2)
R = PB(M3(21) → O21 ← K ′2)
Q = PB(I3 → N32 ← K ′′2 )
S = PB(I3 → N3(21)← K2)
cube 1 (top) cube 2 (back)
cube 3 (bottom) cube 4 (front)
Q
S
Figure 3: Auxiliary diagram for the second part of the DPO associativity proof.
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We collect all of this information into the following diagram:
M32 P K2 I2 M21
M3(21) R K ′2 N21 O1
I3 S K2 N(32)1 O1
I3 Q K
′′
2 I32 M(32)1
To prepare the final steps, let us perform the following “splitting” of the above diagram:
M32 P K2 I2 M21
M3(21) R K ′2 N21 O1
M3(21) R′ K
′
2 N
′
21 O
′
1
I3 S K2 N(32)1 O1
M3(21) P ′ K ′′′2 I
′
2 M
′
21
I3 Q K
′′
2 I32 M(32)1
We start the construction from the very left: evidently (I3,M3(21),M3(21), I3) is both a
pullback and a pushout. Next, construct the pullbacks P ′ = PB(M3(21) → I3 ← Q) and
R′ = PB(M ′3(21) → I3 ← S); by pushout-pullback decomposition, they split the pushout
square (P,Q, I3,M23) on the top and (R,S, I3,M3(21)) into two pushout squares each.
The latter also implies that R′ ∼= R.
Pasting pushouts, we have that (M ′3(21), R′, S, I3) is a pushout, whence by pushout-
pushout decomposition so is (P ′, R′, S,Q) (and thus P ′ ∼= R′).
Next, construct the two pushouts K ′′3 = PO(P ′ ← P → K2) in the top and K ′2 =
PO(R′ ← R→ K ′2) on the bottom (which implies K ′2 ∼= K ′2). Pushout-pushout decomposi-
tion then entails that (P ′,K ′′′2 ,K ′′2 , Q) and (R′,K
′
2,K2, S) are pushouts, and consequently
so is the square (K ′′′2 ,K
′
2,K2,K
′′
2 ).
We repeat the construction of the previous step and construct the pushouts I ′2 =
PO(K ′′′2 ← K2 → I2) and N ′21 = PO(K ′2 ← K ′2 → N21) (which implies that N ′21 ∼= N21).
Pushout-pushout decomposition then yields the pushout squares (K ′′′2 , I ′2, I32,K ′′2 ) and
(K ′2, N ′21, N(32)1,K2), and thus also (I ′2, N ′21, N(32)1, I32) is a pushout.
Next, split the pullback squares(M21,M(32)1, I32, I2) in the top and(O1, O1, N(32)1, N21)
on the bottom into two pullback squares each via pullback-pullback decomposition, whence
via letting M ′21 = PB(I ′2 → I32 ← M(32)1) and O′1 = PB(N ′21 → N3(21) ← O1). By virtue
of Lemma 1.7 (i.e. stability of isomorphisms under pullbacks), this entails that O′1 ∼= O1,
whence the square (O1, O′1, N ′21, N21) is a pushout.
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By pullback-pullback decomposition, the square (M ′21, O′1, N ′21, I ′2) is a pullback. By
pushout-pullback decomposition, since by virtue of the previous step the square(M21, O′1, N ′21, I2)
is a pushout and (M ′21, O′1, N ′21, I ′2) a pullback, (M ′21, O′1, N ′21, I ′2) is also a pushout.
Finally, since by pushout pasting the square (M ′21, O′1, N(32)1, I32) is a pushout, and
since (M(32)1, O1, N(32)1, I32) is by construction a pullback, pushout-pullback decomposition
entails that (M(32)1, O1, N(32)1, I32) is also a pushout, which concludes the proof.
In summary, the associativity property manifests itself in the following form, whereby
the data provided along the path highlighted in orange below permits to uniquely compute
the data provided along the path highlighted in blue (with both sets of overlaps computing
the same “triple composite” production):
O3 K3 I3 M32 O2 K2 I2 M21 O1 K1 I1
O3 K3 I3 M3(21) O21 K
′
2 N21 K
′
1 I21
O32 K
′
3 N32 K
′′
2 I32 M(32)1 O1 K1 I1
O321 K3 N3(21) K2 N(32)1 K1 I321
(2.18)
3. From associativity of concurrent derivations to rule algebras
In DPO rewriting, each linear rewriting rule has a non-deterministic effect when acting on a
given object, in the sense that there generically exist multiple possible choices of admissible
match of the rule into the object. One interesting way of incorporating this non-determinism
into a mathematical rewriting framework is motivated by the physics literature:
. Each linear rule is lifted to an element of an abstract vector space.
. Concurrent composition of linear rules is lifted to a bilinear multiplication operation on
this abstract vector space, endowing it with the structure of an algebra.
. The action of rules on objects is implemented by mapping each linear rule (seen as an
element of the abstract algebra) to an endomorphism on an abstract vector space whose
basis vectors are in bijection with the objects of the adhesive category.
While this recipe might seem somewhat ad hoc, we will demonstrate in Section 3.1 that
it recovers in fact one of the key constructions of quantum physics and enumerative com-
binatorics, namely we recover the well-known Heisenberg-Weyl algebra and its canonical
representation.
Let us first fix the precise type of categories for which our constructions are well-posed.
A very general class of such categories is covered by the following set of assumptions:
Assumption 3.1. We assume that C is a finitary M-adhesive category, with M a class
of monomorphisms, and such that C possesses an epi-M-factorisation.
Definition 3.2. Let δ : LinC→ RC be defined as a morphism which maps each linear rule
p = (I
r
↼− O) ∈ Lin(C,M) to a basis vector δ(p) of a free R-vector space RC ≡ (RC,+, ·).
In order to distinguish between elements of Lin(C,M) and RC, we introduce the notation
(O
r⇐= I) := δ
(
I
r−⇀ O
)
. (3.1)
We will later refer to RC as the R-vector space of rule algebra elements.
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Definition 3.3. Define the DPO rule algebra product ∗RC on an M-adhesive category C
satisfying Assumption 3.1 as the binary operation
∗RC : RC ×RC → RC : (R1, R2) 7→ R1 ∗RC R2 , (3.2)
where for two basis vectors Ri = δ(pi) encoding the linear rules pi ∈ Lin(C,M) (i = 1, 2),
R2 ∗RC R1 :=
∑
m∈Mp2 (p1)
δ
(
p2
m
J p1
)
. (3.3)
Here, we take the notational convention that
∑
∅ . . . = 0RC (i.e. the summation over an
empty set of admissible matches evaluates to the zero element of the vector space RC). The
definition is extended to arbitrary (finite) linear combinations of basis vectors by bilinearity,
whence for pi, pj ∈ Lin(C,M) and αi, βj ∈ R,(∑
i
αi · δ(pi)
)
∗RC
∑
j
βj · δ(pj)
 := ∑
i,j
(αi · βj) · (δ(pi) ∗RC δ(pj)) . (3.4)
We refer to RC ≡ (RC, ∗RC) as the rule algebra (of linear DPO-type rewriting rules over
the M-adhesive category C).
It is worthwhile noting that if the category C possesses an M-initial object, the “trivial
match” of two linear productions pj = (Oj ← Kj → Ij) (for j = 1, 2), i.e. mI = (I2 ←
I → O1), may be verified to be always an admissible match according to the definition
of the DPO-type concurrent composition of productions (Definition 2.6) and by virtue of
Lemma 1.11.
Theorem 3.4. For every category C satisfying Assumption 3.1, the associated DPO-type rule
algebra RC ≡ (RC, ∗RC) is an associative algebra. If C in addition possesses an M-initial
object I ∈ ob(C), RC is in addition a unital algebra, with unit element RI := (I idI⇐= I).
Proof. Associativity follows immediately from the associativity of the operation .
.
J . proved
in Theorem 2.9. The claim that RI is the unit element of the rule algebra RC of an
adhesive category C with strict initial object follows directly from the definition of the rule
algebra product for RI ∗RC R and R ∗RC RI for R ∈ RC. For clarity, we present below the
category-theoretic composition calculation that underlies the equation RI ∗RC R = R:
I I I I O K I
O O O K I
PO POC PO POC
o i
PO
o i
(O
idO←−− O idO−−→) ◦ (O o←− K i−→ I) = (O o←− K i−→ I)
(3.5)
The property of a rule algebra being unital and associative has the important consequence
that one can provide representations for it. The following definition, given at the level of
adhesive categories with strict initial objects, captures several of the concrete notions of
canonical representations in the physics literature; in particular, it generalises the concept
of canonical representation of the Heisenberg-Weyl algebra as explained in Section 3.1.
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Definition 3.5. Let C be a category satisfying Assumption 3.1, and which in addition
possesses an M-initial object I ∈ ob(C), and let RC be its associated rule algebra of DPO
type. Denote by Cˆ the R-vector space of objects of C, whence (with |C〉 denoting the basis
vector of Cˆ associated to an element C ∈ ob(C))
Cˆ := spanR ({|C〉|C ∈ ob(C)}) ≡ (Cˆ,+, ·) . (3.6)
Then the canonical representation ρC of RC is defined as the algebra homomorphism
ρC : RC → End(Cˆ), with
ρC(p) |C〉 :=
{∑
m∈Mp(C) |pm(C)〉 if Mp(C) 6= ∅
0Cˆ otherwise,
(3.7)
extended to generic elements of RC and of Cˆ by linearity.
The fact that ρC as given in Definition 3.5 is a homomorphism is shown below.
Theorem 3.6 (Canonical Representation). For C a category satisfying Assumption 3.1 and
with M-initial object, ρC : RC → End(Cˆ) of Definition 3.5 is a homomorphism of unital
associative algebras.
Proof. In order for ρC to qualify as an algebra homomorphism (of unital associative algebras
RC and End(Cˆ)), we must have (with R∅ = δ(rI), rI = cI idI↼− I)
(i) ρC(RI) = 1End(Cˆ) and (ii) ∀R1, R2 ∈ RC : ρC(R1 ∗RC R2) = ρC(R1)ρC(R1) .
Due to linearity, it suffices to prove the two properties on basis elements δ(p), δ(q) of RC
and on basis elements |C〉 of Cˆ. Property (i) follows directly from the definition,
∀C ∈ ob(C) : ρC(RI) |C〉 (3.7)=
∑
m∈MrI (C)
|(rI)m(C)〉 = |C〉 .
Property (ii) follows from Theorem 2.7 (the concurrency theorem): for all basis elements
δ(p), δ(q) ∈ RC (with p, q ∈ Lin(C)) and for all C ∈ ob(C),
ρC (δ(q) ∗C δ(p)) |C〉 (3.3)=
∑
d∈Mq(p)
ρC
(
δ
(
q
d
J p
))
|C〉
(3.7)
=
∑
d∈Mq(p)
∑
e∈Mrd (C)
|(rd)e(C)〉 (rd = q
d
J p)
=
∑
m∈Mp(C)
∑
n∈Mq(pm(C))
|qn(pm(C)〉 (via Thm. 2.7)
(3.7)
=
∑
m∈Mp(C)
ρC (δ(q)) |pm(C)〉
(3.7)
= ρC (δ(q)) ρC (δ(p)) |C〉 .
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3.1. Recovering the blueprint: the Heisenberg-Weyl algebra. As a first consistency
check and interesting special (and arguably simplest) case of rule algebras, consider the
adhesive category F of equivalence classes of finite sets, and functions. This category might
alternatively be interpreted as the category G0 of isomorphism classes of finite discrete
graphs, whose monomorphisms are precisely the injective partial morphisms of discrete
graphs. Specialising to a subclass or morphisms, namely to trivial monomorphisms,
O
∅
↼− I ≡ (O ← ∅ → I) ,
we recover the famous Heisenberg-Weyl algebra and its canonical representation:
Definition 3.7. Let R0 ≡ RG0 denote the rule algebra of DPO type rewriting for finite
discrete graphs. Then the subalgebra H of R0 is defined as the algebra whose elementary
generators are
x† := (• ∅⇐= ∅) , x := (∅ ∅⇐= •) , (3.8)
and whose elements are (finite) linear combinations of words in x† and x (with concatenation
given by the rule algebra multiplication ∗R0) and of the unit element R∅ = (∅ ∅⇐= ∅). The
canonical representation of H is the restriction of the canonical representation of R0 to H.
The following theorem demonstrates how well-known properties of the Heisenberg-Weyl
algebra (see e.g. [9, 4, 5] and references therein) follow directly from the previously introduced
constructions of the rule algebra and its canonical representation. This justifies our claim
that the Heisenberg-Weyl construction is a special case of our general framework.
Theorem 3.8 (Heisenberg-Weyl algebra from discrete graph rewriting rule algebra).
(I) For integers m,n > 0,
x† ∗R0 . . . ∗R0 x†︸ ︷︷ ︸
m times
= x† unionmulti . . . unionmulti x†︸ ︷︷ ︸
m times
, x ∗R0 . . . ∗R0 x︸ ︷︷ ︸
n times
= x unionmulti . . . unionmulti x︸ ︷︷ ︸
n times
, (3.9)
where we define for linear rules p1, p2 ∈ Lin(C)
δ(p1) unionmulti δ(p2) := δ(p1
∅
J p2) . (3.10)
(II) The generators x, x† ∈ H fulfil the canonical commutation relation
[x, x†] ≡ x ∗R0 x† − x† ∗R0 x = R∅ , R∅ = (∅ ∅⇐= ∅) . (3.11)
(III) Every element of H may be expressed as a (finite) linear combination of so-called
normal-ordered expressions x† ∗r ∗ x∗s (with r, s ∈ Z≥0).
(IV) Denoting by |n〉 ≡ |•unionmulti n〉 (n ∈ Z≥0) the basis vector associated to the discrete graph
with n vertices in the vector space Gˆ0 of isomorphism classes discrete graphs, the
canonical representation of H according to Definition 3.5 reads explicitly
a† |n〉 = |n+ 1〉 , a |n〉 =
{
n · |n− 1〉 if n > 0
0Gˆ0 else
, (3.12)
with a† := ρG0(x†) (the creation operator) and a := ρG0(x) (the annihilation
operator).
Proof.
(I) Since there is no partial injection possible between the input of one copy and the
output of another copy of x† other than the trivial match, and similarly for two
copies of x, the claim follows.
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(II) Computing the commutator [x, x†] = x ∗x†−x† ∗x (with ∗ ≡ ∗R0) explicitly, we find
that
x ∗ x† = x unionmulti x† +R∅ , x† ∗ x = x† unionmulti x , (3.13)
from which the claim follows due to commutativity of the operation unionmulti on R0,
x unionmulti x† = x† unionmulti x. Here, the contribution R∅ arises from the following sequential
composition:
∅ ∅ ∅ ∅
∅ ∅ ∅ ∅
PO POC PO POC PO
(∅ ← ∅ → ) ◦ ( ← ∅ → ∅) = (∅ ← ∅ → ∅)
(3.14)
(III) It suffices to prove the statement for basis elements of H. Consider thus an arbitrary
composition of a finite number of copies of the generators x and x†. Then by repeated
application of the commutation relation [x, x†] = R∅, and since R∅ is the unit element
for ∗R0 , we can convert the arbitrary basis element of H into a linear combination of
normal-ordered elements.
(IV) Note first that by definition |0〉 = |∅〉. To prove the claim that for all n ≥ 0
a† |n〉 = |n+ 1〉 ,
we apply Definitions 2.5 and 3.5 by computing the following diagram (compare (2.3)):
there exists precisely one admissible match of the empty graph ∅ ∈ obj(G0) into the
n-vertex discrete graph unionmulti n, whence constructing the pushout complement marked
with dashed arrows and the pushout marked with dotted arrows we verify the claim:
∅ ∅
unionmulti (n+1) unionmulti n unionmulti n
PO POC ∃!
Proceeding analogously in order to prove the formula for the representation a =
ρG0(x),
a |n〉 :=
{
n · |n− 1〉 if n > 0
0Gˆ0 else,
we find that for n > 0 there exist n admissible matches of the 1-vertex graph into
the n-vertex graph unionmulti n, for each of which the application of the rule ↼− ∅ along the
match results in the graph unionmulti (n−1):
∅ ∅
unionmulti (n−1) unionmulti (n−1) unionmulti n
PO POC n different matches ⇒ ∀n > 0 : a ∣∣ unionmulti n〉 = n · ∣∣∣ unionmulti (n−1)〉
Finally, for n = 0, since by definition there exists no admissible match from the
1-vertex graph into the empty graph ∅, whence indeed
a |∅〉 = ρG0
(
∅ ∅⇐=
)
|∅〉 = 0Gˆ0 .
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3.2. Applications of rule algebras to combinatorics. Here we consider an example
application, working with undirected multigraphs.
Given a set X, let P2X be the set of subsets of X of cardinality 2. Note that, unlike
the ordinary powerset construction, P2 fails to be a covariant functor on the category of
sets, since it is undefined on non-injective functions. An undirected multigraph is a triple
U = (V, E, t : E → P2V ) where V is a set of vertices, E a set of edges, and t assigns two
distinct vertices to each edge. A homomorphism f : U → U ′ of undirected multigraphs
consists of two functions, fE : E → E′ and fV : V → V ′, such that fV is
• non-edge collapsing, i.e. for all e ∈ E with t(e) = {v, v′}, we have fV (v) 6= fV (v′), and
• edge preserving, i.e. for all e ∈ E with t(e) = {v, v′}, we have t′fE(e) = {fV (v), fV (v′)}.
Let uGraph the the category of undirected multigraphs and their morphisms. It is easy to
see that the empty multigraph (V = E = ∅) is a strict initial object. Moreover, it is not
difficult to show that pullbacks and pushouts exist and are calculated point-wise for vertices
and edges in the category of sets. It follows that uGraph is adhesive for similar reasons to
why the usual category of directed multigraphs—which is a presheaf category—is adhesive.
For convenience, we adopt a notation in which we consider a rule algebra basis element
(O
f⇐= I) ∈ RuGraph as the graph of its induced injective partial morphism (I f−⇀ O) ∈
Inj(I,O) of graphs I and O, with the input graph I drawn at the bottom, O at the top,
where the structure of the morphism f is indicated with dotted lines. See the example below:
Definition 3.9. We define the algebra A as the one generated6 by the rule algebra elements
e+ :=
1
2 ·
( )
, e− := 12 ·
( )
, d := 12 ·
( )
. (3.15)
The algebra thus defined may be characterised via its commutation relations, which
read (with [x, y] := x ∗R y − y ∗R x for R ≡ RuGraph)
[e−, e+] = d , [e+, d] = [e−, d] = 0 . (3.16)
Here, the only nontrivial contribution (i.e. the one that renders the first commutator non-
zero) may be computed from the DPO-type composition diagram7 below and its variant for
the admissible match
1 2
←
12′ 21′
→
1′ 2′
:
1 2 11′ 22′ 1′ 2′
PO POC PO POC PO
( ← → ) ◦ ( ← → ) = ( ← → )
(3.17)
We find an interesting structure for the representation of A:
6As in the case of the Heisenberg-Weyl algebra, by “generated” we understand that a generic element
of A is a finite linear combination of (finite) words in the generators and of the identity element R∅, with
concatenation given by the rule algebra composition.
7Note that the number indices are used solely to specify the precise structure of the match, and are not to
be understood as actual vertex labels or types.
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Lemma 3.10. Let E± := ρ(e±) and D := ρ(d), and for an arbitrary basis vector |G〉 ∈ Gˆ
(with G denoting the set of isomorphism classes of finite undirected multigraphs), we find that
the linear endomorphisms ρ(X) for X ∈ {E+, E−, D} admit a decomposition into invariant
subspaces Gˆn, with n ∈ Z≥0 denoting the number of vertices of the graphs in a given subspace:
ρ(X) =
⊕
n≥0
(ρ(X))|Gˆn . (3.18)
Proof. The three rules that define the algebra A do not modify the number of vertices when
applied to a given graph (via the canonical representation).
One may easily verify that the operator D = ρ(d) may be equivalently expressed as
D = 12 · ρ
( )
= 12 (O•O• −O•) , O• := ρ
( )
. (3.19)
Since the diagonal operator O• when applied to an arbitrary graph state |G〉 for G ∈ G
effectively counts the number nV (G) of vertices of G,
O• |G〉 = nV (G) |G〉 , (3.20)
one finds that
D |G〉 = 12O•(O• − 1) |G〉 = 12nV (G)(nV (G)− 1) |G〉 . (3.21)
One may thus alternatively analyse the canonical representation of A split into invari-
ant subspaces of D. The lowest non-trivial such subspace is the space Gˆ2 of undirected
multigraphs on two vertices. It in fact furnishes a representation of the Heisenberg-Weyl
algebra, with E+ and E− taking the roles of the creation and of the annihilation opera-
tor, respectively, and with the number vectors |n〉 ≡ |•unionmulti n〉 implemented as follows (with
(m)n := Θ(m− n)m!/(m− n)!):
En+ | 〉 =
∣∣∣∣ ...n times 〉 , E− ∣∣∣∣ ...n times 〉 = (n)1 ∣∣∣∣ ...(n− 1) times 〉 . (3.22)
But already the invariant subspace based on the initial vector | 〉 ∈ Gˆ3 has a very
interesting combinatorial structure:
E+ | 〉 = 3 | 〉 ≡ 3 |{1, 0, 0}〉
E2+ | 〉 = 3 (| 〉+ 2 | 〉) ≡ 3 (|{2, 0, 0}〉+ 2 |{1, 1, 0}〉)
E3+ | 〉 = 3 (| 〉+ 6 | 〉+ 2 | 〉)
≡ 3 (|{3, 0, 0}〉+ 6 |{2, 1, 0}〉+ 2 |{1, 1, 1}〉)
...
En+ | 〉 ≡ En+ |{0, 0, 0}〉 = 3
n∑
k=0
T (n, k) |S(n, k)〉
(3.23)
Here, the state |{f, g, h}〉 with f ≥ g ≥ h ≥ 0 and f + g + h = n is the graph state on
three vertices with (in one of the possible presentations of the isomorphism class) f edges
between the first two, g edges between the second two and h edges between the third and
the first vertex. Furthermore, T (n, k) and S(n, k) are given by the entry A286030 of the
OEIS database [1]. The interpretation of S(n, k) and T (n, k) is that each triple S(n, k)
encodes the outcome of a game of three players, counting (without regarding the order of
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players) the number of wins per player for a total of n games. Then T (n, k)/3(n−1) gives
the probability that a particular pattern S(n, k) occurs in a random sample.
It thus appears to be an interesting avenue of future research to investigate the apparently
quite intricate interrelations between representation theory and combinatorics.
3.3. Applications of rule algebras to stochastic mechanics. One of the main motiva-
tions that underpinned the development of the rule algebra framework prior to this paper [3, 4]
has been the link between associative unital algebras of transitions and continuous-time
Markov chains (CTMCs). Famous examples of such particular types of CTMCs include
chemical reaction systems (see e.g. [5] for a recent review) and stochastic graph rewriting
systems (see [3] for a rule-algebraic implementation). With our novel formulation of unital
associative rule algebras and their canonical representation for generic strict initial adhesive
categories, it is possible to specify a general stochastic mechanics framework. While we
postpone a detailed presentation of this result to future work, suffice it here to define the
basic framework and to indicate the potential of the idea with a short worked example. We
begin by specialising the general definition of continuous-time Markov chains (see e.g. [21])
to the setting of rewriting systems (compare [3, 5]):
Definition 3.11. Consider an M-adhesive category C with strict initial object I ∈ ob(C)
and satisfying Assumptions 3.1, and let Cˆ denote the free R-vector space of objects of C
according to Definition 3.5. Then we define the space Prob(C) as the space of sub-probability
distributions in the following sense:
Prob(C) :=
|Ψ〉 = ∑
o∈ob(C)
ψo |o〉
∣∣∣∣∣∣ ∀o ∈ ob(C) : ψo ∈ R≥0 ∧
∑
o∈ob(C)
ψo ≤ 1
 . (3.24)
In particular, this identifies the sequences {ψo}o∈ob(C) ∈ `1R(ob(C)) as special types of `1R-
summable sequences indexed by objects of C. Let Stoch(C) := End(Prob(C)) be the
space of sub-stochastic operators. Then a continuous-time Markov chain (CTMC) is
specified in terms of a tuple of data (|Ψ(0)〉 , H), where |Ψ(0)〉 ∈ Prob(C) is the initial state,
and where H ∈ EndR(SC) is the infinitesimal generator or Hamiltonian of the CTMC (with
SC the Fre´chet space of real-valued sequences f ≡ (fo)o∈ob(C) with semi-norms ‖f‖o := |fo|).
H is required to be an infinitesimal (sub-)stochastic operator, whence to fulfil the constraints
H ≡ (ho,o′)o,o′∈ob(C) ∀o, o′ ∈ ob(C) :
(i) ho,o ≤ 0 , (ii)∀o 6= o′ : ho,o′ ≥ 0 , (iii)
∑
o′
ho,o′ = 0 .
(3.25)
Then this data encodes the evolution semi-group E : R≥0 → Stoch(C) as the (point-wise
minimal non-negative) solution of the Kolmogorov backwards or master equation:
d
dtE(t) = HE(t) , E(0) = 1EndR(SC) ⇒ ∀t, t′ ∈ R≥0 : E(t)E(t′) = E(t+ t′) . (3.26)
Consequently, the time-dependent state |Ψ(t)〉 of the system is given by
∀t ∈ R≥0 : |Ψ(t)〉 = E(t) |Ψ(0)〉 . (3.27)
Typically, our interest in analysing a given CTMC will consist in studying the dynamical
statistical behaviour of so-called observables:
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Definition 3.12. Let OC ⊂ EndR(SC) denote the space of observables, defined as the space
of diagonal operators,
OC := {O ∈ EndR(SC) | ∀o ∈ ob(C) : O |o〉 = ωO(o) |o〉 , ωO(o) ∈ R} . (3.28)
We furthermore define the so-called projection operation 〈| : SC → R via extending by
linearity the definition of 〈| acting on basis vectors of Cˆ,
∀o ∈ ob(C) : 〈 | o〉 := 1R . (3.29)
These definitions induce a notion of correlators of observables, defined for O1, . . . , On ∈ OC
and |Ψ〉 ∈ Prob(C) as
〈O1, . . . , On〉|Ψ〉 := 〈|O1, . . . , On |Ψ〉 =
∑
o∈ob(C)
ψo · ωO1(o) · · ·ωOn(o) . (3.30)
The precise relationship between the notions of CTMCs and DPO rewriting rules as
encoded in the rule algebra formalism is established in the form of the following theorem
(compare [3]):
Theorem 3.13 (DPO-type stochastic mechanics framework). Let C be an M-adhesive
category satisfying Assumption 3.1, and which in addition possesses an M-initial object.
Let {(Oj rj⇐= Ij) ∈ RC}j∈J be a (finite) set of rule algebra elements, and {κj ∈ R≥0}j∈J a
collection of non-zero parameters (called base rates). Then one may construct a Hamiltonian
H from this data according to
H := Hˆ + H¯ , Hˆ :=
∑
j∈J
κj · ρC
(
Oj
rj⇐= Ij
)
, H¯ := −
∑
j∈J
κj · ρC
(
Ij
iddom(rj)⇐===== Ij
)
.
(3.31)
Here, we define for arbitrary (O
r
↼− I) ≡ (O o←− K i−→ I) ∈ Lin(C,M)
(I
iddom(r)
↼−−−−− I) := (I i←− K i−→ I) . (3.32)
The observables for the resulting CTMC are operators of the form
OtM = ρC
(
M
t⇐= M
)
. (3.33)
We furthermore have the jump-closure property, whereby for all (O
r⇐= I) ∈ RC
〈| ρC(O r⇐= I) = 〈|Oiddom(r)I . (3.34)
Proof. By definition, the DPO-type canonical representation of a generic rule algebra element
(O
r⇐= I) ∈ RC is both a row- and a column-finite object, since for every object C ∈ obj(C)
the set of admissible matches Mp(C) of the associated linear rule p ≡ (I r↼− O) is finite, and
since for every object C ∈ obj(C) there exists only finitely many objects C ′ ∈ obj(C) such
that C = pm(C
′) for some match m ∈ Mp(C ′). Consequently, ρC(O r⇐= I) lifts consistently
from a linear operator in End(Cˆ) to a linear operator in End(SC). Let us prove next the
claim on the precise structure of observables. Recall that according to Definition 3.12, an
observable O ∈ OC must be a linear operator in End(SC) that acts diagonally on basis
states |C〉 (for C ∈ ob(C)), whence that satisfies for all C ∈ obj(C)
O |C〉 = ωO(C) |C〉 (ωO(C) ∈ R) .
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Comparing this equation to the definition of the DPO-type canonical representation (Def-
inition 3.5) of a generic rule algebra basis element δ(p) ∈ RC (for p ≡ (I i←− K o−→ O) ∈
Lin(C,M)),
ρC(δ(p)) |C〉 :=
{∑
m∈Mp(C) |pm(C)〉 if Mp(C) 6= ∅
0Cˆ else,
we find that in order for ρC(δ(p)) to be diagonal we must have
∀C ∈ obj(C) : ∀m ∈ Mp(C) : pm(C) = C .
But by definition of derivations of objects along admissible matches (Definition 2.5), the
only linear rules p ∈ Lin(C) that have this special property are precisely the rules of the
form
prM = (M
r←− K r−→M) .
In particular, defining OrM := ρC(δ(p
r
M )), we find that the eigenvalue ωOrM (C) coincides
with the cardinality of the set MprM (C) of admissible matches,
∀C ∈ obj(C) : OrM |C〉 = |Mp(C)| · |C〉 .
This proves that the operators OrM form a basis of diagonal operators on End(C) (and thus
on End(SC)).
To prove the jump-closure property, note that it follows from Definition 2.5 that for an
arbitrary linear rule p ≡ (I i←− K o−→ O) ∈ Lin(C,M), a generic object C ∈ obj(C) and a
M-morphism m : I → C, the admissibility of m as a match is determined by whether or
not the match fulfils the gluing condition (Definition 2.3), i.e. whether or not the following
pushout complement exists,
I K
C E
i
m gPOC
v
.
Thus we find that with p′ = (I i←− K i−→ I) ∈ Lin(C), the set Mp(C) of admissible matches of
p in C and Mp′(C) of p
′ in C have the same cardinality. Combining this with the definition
of the projection operator 〈| (Definition 3.12),
∀C ∈ obj(C) : 〈 |C〉 := 1R ,
we may prove the claim of the jump-closure property via verifying it on arbitrary basis
elements (with notations as above):
〈| ρC(δ(p)) |C〉 = |Mp(C)| = |Mp′(C)| = 〈| ρC(δ(p′)) |C〉 .
Since C ∈ obj(C) was chosen arbitrarily, we thus have indeed that
〈| ρC(δ(p)) = 〈| ρC(δ(p′)) .
Finally, combining all of these findings, one may verify that H as stated in the theorem fulfils
all required properties in order to qualify as an infinitesimal generator of a continuous-time
Markov chain.
We illustrate the framework with an example of a stochastic rewriting system based
on the category of (isomorphism classes of) finite undirected multigraphs and morphisms
thereof, where we pick the two rule algebra elements e+ and e− specified in (3.15) to define
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the transitions of the system. Together with two non-negative real parameters κ+, κ− ∈ R≥0,
the resulting Hamiltonian H = Hˆ + H¯ reads (with E± := ρ(e±) and O• as in (3.19))
Hˆ = κ+E+ + κ−E− , H¯ = −12κ+O•(O• − 1)− κ−OE , OE := 12ρ
( )
. (3.35)
Let us assume for simplicity that we start our evolution from an initial state |Ψ(0)〉 = |G0〉,
with G0 some finite undirected graph. We denote by NV and NE the number of vertices
and edges of G0, respectively, which may be computed as
〈|O• |G0〉 = NV , 〈|OE |G0〉 = NE . (3.36)
Since the two linear rules that define the system create and delete edges, but do not modify
the number of vertices, the time-dependent probability distribution |Ψ(t)〉 (for t ≥ 0) with
|Ψ(0)〉 = |G0〉 is supported on graph states that all have the same number of vertices NV as
the initial graph G0, which entails that
∀ t ≥ 0 : 〈|O• |Ψ(t)〉 = NV . (3.37)
Let us thus focus on the dynamics of the edge-counting observable OE . We follow the
strategy put forward in [3] and consider the exponential moment generating function E(t; )
of OE , defined as
E(t; ) := 〈| eOE |Ψ(t)〉 . (3.38)
where  is a formal variable. More explicitly, E(t; ) encodes the statistical moments of OE ,
in the sense that for all (finite) n ≥ 1,[
∂n
∂εnE(t; ε)
] ∣∣
ε→0 = 〈|OnE |Ψ(t)〉 . (3.39)
We may calculate the evolution equation for E(t; ε) as follows (compare [3]):
∂
∂tE(t; ε) = 〈| eεOEH |Ψ(t)〉
= 〈| (eεOEHe−εOE) eεOE |Ψ(t)〉
=
∑
n≥0
1
n!
〈| (ad◦ nεOE (H)) eεOE |Ψ(t)〉 . (3.40)
Here, in the last step, we have taken advantage of a variant of the BCH formula (see e.g.
[18], Prop. 3.35), whereby for two composable linear operators A and B and for a formal
variable λ,
eλABe−λA =
∑
n≥0
1
n!
ad◦ nλA(B) , (3.41)
with the adjoint action defined via the so-called commutator [., .],
adA(B) := [A,B] = AB −BA . (3.42)
Moreover, we let ad0A(B) := B, and for n ≥ 1,
ad◦ nA (B) := [A, [A, [. . . , [A,B] . . . ]]] (3.43)
denotes the n-fold nested commutator. Taking advantage of the general fact that a Hamil-
tonian as constructed according to Theorem 3.13 verifies
〈|H = 0 , (3.44)
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we may conclude that the term in (3.40) for n = 0 vanishes identically. In order to compute
the terms for n ≥ 1, it is straightforward to verify that
adεOE (κ+E+) = εκ+E+ , adεOE (κ−E−) = −εκ−E− , adεOE (H¯) = 0 , (3.45)
which entails that8∑
n≥1
1
n!
ad◦ nεOE (H) = κ+ (e
ε − 1)E+ + κ−
(
e−ε − 1)E− . (3.46)
To proceed, we invoke the jump-closure property as described in (3.34) to conclude that
〈|E+ = 12 〈|O•(O• − 1) , 〈|E− = 〈|OE . (3.47)
Recalling our earlier result as presented in (3.37), we find that
1
2 〈|O•(O• − 1)eεOE |Ψ(t)〉 = 12 〈| eεOEO•(O• − 1) |Ψ(t)〉
(3.37)
=
(
NV
2
)
E(t; ε) , (3.48)
where in the first step we have made use of the fact that observables commute (i.e. in
particular [O•, OE ] = 0). As for the contribution due to 〈|E−, note that
〈|E−eεOE |Ψ(t)〉 (3.47)= 〈|OEeεOE |Ψ(t)〉 = ∂∂ε 〈| eεOE |Ψ(t)〉 = ∂∂εE(t; ε) . (3.49)
Assembling these results into (3.40), and with E(0; ε) = eεNE (for |Ψ(0)〉 = |G0〉, and with
NE edges in G0), we obtain the following refined form for the evolution equation of E(t; ε):
∂
∂tE(t; ε) =
[
κ+
(
NV
2
)
(eε − 1) + κ−
(
e−ε − 1) ∂∂ε]E(t; ε) , E(0; ε) = eεNE . (3.50)
In other words, we have thus transformed the problem of studying the dynamics of the
edge-counting observable OE into the problem of studying the evolution-equation (3.50).
We may employ a standard technique well-known from the combinatorics literature to solve
this problem in closed form, namely the so-called semi-linear normal-ordering technique
as introduced in [12, 7, 9] (and recently applied in [5] to semi-linear PDEs for chemical
reaction systems). More concretely, we recognise that the differential operator in (3.50) has
the “semi-linear” structure,
h = q(ε) ∂∂ε + v(ε) , q(ε) = κ−
(
e−ε − 1) , v(ε) = κ+(NV
2
)
(eε − 1) . (3.51)
The general semi-linear normal-ordering formula then implies that given such a semi-linear
differential operator and an evolution equation such as (3.50),
∂
∂tE(t; ε) =
[
q(ε) ∂∂ε + v(ε)
]
E(t; ε) , E(0; t) = E0(ε) , (3.52)
the solution of this equation reads9
E(t; ε) = g(t; ε)E0(T (t; ε)) ,
{
∂
∂tT (t; ε) = q(T (t; ε)) , T (0; ε) = ε
ln(g(t; ε)) =
∫ t
0 dw v(T (w; ε)) .
(3.53)
8It may be worth emphasising that it is this particular type of calculation for which the rule algebra
framework provides the technical prerequisites, as it would be otherwise impossible to reason about infinite
series of causal interactions and rewriting steps.
9To be fully precise, in a given problem one first has to compute the formal solution (i.e. with t a formal
rather than a real-valued variable) using the normal-ordering formula, and then in a separate step verify that
the solution thus obtained is convergent upon specialising t to a real-valued variable.
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Thus via solving the above PDE for T (t; ε) and performing the integration to obtain ln(g(t; ε)),
we finally arrive at the following closed-form solution of the evolution equation (3.50):
E(t; ε) = e
κ+
κ− (
NV
2 )(e
ε−1)(1−e−κ−t) (
(eε − 1) e−κ−t + 1)NE . (3.54)
For illustration, we present in Figure 4 the time-evolution of 〈OE〉(t) (whence of the first
ε-derivative of E(t; ε) evaluated at ε = 0) for three different choices of parameters κ+ and
κ−, and for four different choices each of initial number of edges NE .
As a further refinement, since E(t; ε) is the moment-generating function of a univariate
probability distribution, we may take advantage of the well-known relationship (see e.g.
[5] for further details) between the moment-generating function E(t; ε) and the probability
generating function (PGF) P (t;λ),
P (t;λ) =
∑
n≥0
pn(t)λ
n = E(t; lnλ) , (3.55)
with pn(t) interpreted as the probability to count precisely n edges at time t (for t ≥ 0).
Thus we may transform the result (3.53) into the easier to interpret form
P (t;λ) = Pois
(
λ;
κ+
κ−
(
NV
2
)(
1− e−κ−t))Binom(λ; e−κ−t, NE)
Pois(λ;α) = eα(λ−1) , Binom(λ;α,N) = (αλ+ (1− α))N ,
(3.56)
where Pois(λ;α) denotes the PGF of Poisson distribution (of parameter 0 ≤ α <∞), and
where Binom(λ;α,N) denotes the PGF of a Binomial distribution (of parameters 0 ≤ α ≤ 1
and N ∈ Z≥0). Referring yet again to [5] for further details, since the PGF of the convolution
of two probability distributions is given by the product of their PGFs, we thus find that the
dynamics of the edge-counting observable OE is described in terms of a convolution of a
Poisson-distribution with a binomial distribution. Moreover, in the limit t→∞ we simply
find that the number of edges in the distribution over graph states is Poisson-distributed,
lim
t→∞P (t;λ) = Pois
(
λ;
κ+
κ−
(
NV
2
))
. (3.57)
Interestingly, the coefficient
(
NV
2
)
in this equation is precisely the number of edges of a
complete graph on NV vertices. Another interesting observation concerns a special choice of
base rates κ± and initial state |Ψ(0)〉: if κ+ = κ− and NE = NE∗ =
(
NV
2
)
, one may compute
from (3.53) 〈OE〉(t) = NE∗ = const for all t ≥ 0. All of these findings combined entail that
the edge creation and deletion process described here is in fact nothing else but a so-called
birth-death process of random deletion and creation of “particles”, with the role of “particles”
played in the present case by the edges of the graphs that the system evolves upon. This
result might be somewhat anticipated, in that for the special case NV = 2 we found in the
previous section that E+ and E− acting on the states with two vertices effectively yield
a representation of the Heisenberg-Weyl algebra, whence in this case the process reduces
trivially to a birth-death process on edges with rates κ+ and κ− (see [5] for further details
on chemical reaction systems). As an outlook, we are currently in the process [2] to conduct
a full study of the interesting phenomenon of a stochastic rewriting system on state-spaces
of graph-like structures exhibiting dynamics that is comparable in nature and mathematical
structure to the dynamics of discrete transition systems such as chemical reaction systems
and branching processes.
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Figure 4: Time-evolution of 〈OE〉(t) for |Ψ(0)〉 = |G0〉 with NV = 100.
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4. Conclusion and Outlook
Based on our novel theorem on the associativity of the operation of forming DPO-type
concurrent compositions of linear rewriting rules, we introduced the concept of rule algebras :
each linear rule is mapped to an element of an abstract vector space of linear rules, on which
the concurrent composition operation is implemented as a binary, bilinear multiplication
operation. For every adhesive category C, the associated rule algebra is associative, and if
the category possesses a strict initial object (i.e. if C is an extensive category), this algebra is
in addition unital. We hinted at the potential of our approach in the realm of combinatorics,
and, as a first major application of our framework, we presented a universal construction of
continuous-time Markov chains based on linear rules of extensive categories C. It appears
reasonable in light of the deep insights gained into such CTMC theories for the special
cases of discrete rewriting rules [5] and multigraph rewriting rules [2, 3] to expect that our
approach will lead to progress in the understanding and analysis of stochastic rewriting
systems in both theory and practise.
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