Outlier detection is a complex task to perform because of the uncertainty involved in it. Fuzzy logic is more suitable for handling uncertainty. Many applications require real time outlier detection. Neural networks are good at real time operation, online adaption and efficient as they are massively parallel in nature. The hybridization of fuzzy and neural computing system is very promising, since they exactly tackle the situation associated with outliers. In this paper, a Fuzzy min-max neural network is used for outlier detection. In testing phase, a method is proposed for outlier detection which is based on majority voting. User has to define a threshold (t) and if the fuzzy membership value of test pattern in a hyper-box is below t then the pattern will be declared as an outlier with respect to the hyper-box. User should also define a parameter p which decides the percentage of hyper-boxes to be considered for voting a test pattern as an outlier. Experimentation is done on synthetic data and a standard database available on UCI Machine Learning Repository [19] . The proposed method has increased the recognition accuracy whereas the drawback is recall time increased as one more level of voting calculation with a serial time complexity of ) (k O is added in the testing phase.
Introduction
Data mining is defined as "a process of nontrivial extraction of implicit, previously unknown and potentially useful information from the data stored in a database" by Fayyad [1] . In simple words it can be defined as a method of extracting knowledge from huge amount of data or knowledge discovery from databases. However it may mislead the decisions and adversely affect business management if the input data it is not clean and correct. Therefore data cleansing should be done as a pre-processing part for the successful knowledge discovery from databases (KDD). Data cleansing is a method to resolve incomplete, inaccurate, or unreasonable data and then to improve the quality of data by correcting the detected errors and omissions. However the definition of data cleansing varies according to the area in which the process is applied. Data cleansing plays a vital role in data warehousing, KDD, data/information quality management and considered as an integral part of these processes. Data cleansing process can be format checking, limits or completeness checking, subject area specialist may assess data, sensibleness checking, identifying outliers (geographic, statistical, environmental, or temporal) or other errors. Outliers may obstruct the process of data mining due to incorrect knowledge discovery which may badly affect the business profit. An outlier is an observation that deviates so much from other observations as to arouse suspicions that is was generated by a different mechanism [2] . Outlier may occur due to data error, improper sensors, anomaly, noise, or typo error. Outlier detection is to find objects in the database which do not obey the laws valid for major part of the data. Outlier detection is an important pre-processing task [3] and has applications in diverse areas [4, 5, 6, 7, 8] . For any outlier detection technique, there are two ways to report the outliers which are scores (i.e. assigning outlier scores) and labels (just assigning label as normal or anomalous) [9] .
Outlier detection methods are derived from three fields of computing which are statistics (proximity-based, parametric, non-parametric and semi-parametric), machine learning and neural networks (supervised and unsupervised) [10] . Statistical models are commonly appropriate to quantitative real-valued data sets and are less applicable for least quantitative ordinal data. Machine learning techniques works well on noisy data, do not suffer the Curse of Dimensionality, robust in nature, and have simple class boundaries. Machine Learning has mainly centred on categorical data whereas much outlier detection has only focused on continuous real-valued data attributes. Neural networks (NN's) represent a computational approach to intelligence as contrasted with the traditional, more symbolic approaches [11] . NN's can generalize well to unseen patterns and are good at adaptive learning, fault tolerance using redundant information coding, real time operation, managing complex nonlinear input-output relationships, self-organization, nonparametric i.e. they can work without any prior information and are efficient as they are massively parallel in nature. NN has the ability to learn by example which makes them very flexible and powerful. Most of the literature in this area says that neural networks are best at identifying patterns or trends in data. Hence they are mainly used for pattern recognition including, speech recognition, image recognition, prediction or forecasting including, sales forecasting, customer research, target marketing, industrial process control, data validation , risk management, SAR/Sonar data classification to stock market tracking, and so on [12] . Much of the pattern recognition task is now implemented using fuzzy logic as it can handle uncertainty and can be used to reason in imprecise situations [13] . The advantages of fuzzy logic are human type reasoning, can be represented in terms of If-THEN rules which can be used as expert knowledge, good at higher level decision making, etc. However fuzzy systems create their fuzzy rule base using human expert knowledge and hence, lack adaptation. Elicitation of fuzzy rules from experts is usually difficult. As well as they do not have the ability to construct models solely based on the target system's sample data. To overcome this, much of the research work is going on building fuzzy systems with learning and adaptation capabilities. Various methods have been proposed to automatically generate and adjust the fuzzy rules without human experts assistance; the neural fuzzy [14, 15, 16] and genetic fuzzy [17, 18] are two most successful approaches in this regard.
Based on this survey, in this paper, a neural fuzzy system proposed in [16] is used for training. In the testing phase, a method is proposed which is based on the voting done by majority of the hyper-boxes to detect outliers. Experimentation is done on synthetic data and a standard database available on UCI Machine Learning Repository [19] . The paper is organized as follows: section-2describes the survey done on Fuzzy min-max neural network (FMN) and its variants as well as its applications in various domains. Section-3 gives an overview of the FMN learning and recall phase. In section-4, majority voting based method for outlier detection is proposed. Section 5 describes about the synthetic dataset and a standard dataset used for the experimentation on FMN for outlier detection and the results are obtained. Conclusions are given in section-6 and references are cited at the end.
Literature survey
Many researchers today, believe that future systems will be of hybrid in nature that combines more than one approach to solve a given type of problem. As outlier itself is a fuzzy concept and required in many real time operations, we believe that the hybridization of fuzzy logic and neural network for outlier detection is a promising area of research. However, a very less work is done in this area. This survey discusses about FMN, the variants of FMN proposed by different researchers and its application in various domains including outlier detection. P. K. Simpson proposed a fuzzy min-max neural network (FMN) a classifier based on supervised learning [16] . FMN learns patterns in terms of fuzzy sets called hyper-boxes having two end points called min point and max point. A pattern class is a union of all the hyper-box fuzzy sets which belongs to the same class. In the training phase, FMN creates hyper-box fuzzy sets and learns the non-linear decision boundary between various pattern classes. In the recall phase FMN uses fuzzy membership to decide class of a test pattern. Jawarkar [22] . Upasani and Potey have successfully used FMN classifier for face recognition [23] . Bogdan and Andrzej have done fusion of fuzzy min-max clustering and classification algorithms, named it as general fuzzy min max neural network (GFMN) [24] . The algorithm created with this hybridization can be used as pure clustering, pure classification, or hybrid clustering classification. They have also updated the fuzzy membership function of FMN, since the original fuzzy membership function defined in [16] is not properly convex. Nandedkar and Biswas have updated FMN by including compensatory neurons to handle the overlapping and containment situation and also to describe the gradation error in FMN [25] . Liu et al. have used FMN based on cancroids rather than min max points for faster recall [26] . Meneganti et al. have proposed a learning algorithm to remove 2 major drawbacks of the Simpson's model which are difficulty to finalize the threshold value and dependence of the classification performance on the presentation order of the input patterns [27] [28] . They have used the modified algorithm for outlier detection and found that its performance is better than other well-known methods. Anas and Lim have modified FMN to maintain a small rule set in order to get high classification performance and used it for fault detection and classification [29] .
FMN working
The FMN is a supervised learning algorithm proposed in [16] which creates decision boundaries by creating subsets of pattern space. It is an example of hyper-spherical attractor neural network [30] . FMN defines the pattern classes by a union of fuzzy set of hyper-boxes. Hyper-boxes are defined by min-max points which are updated and fine-tuned during learning. Min point of a hyper-box is the closest point to the origin and max point is the farthest point from the origin. Hyper-box has an associated membership function (also called as a discrimination or characteristic function) which is compliment of a sum of average amount of min point and max point violations. The fuzzy membership values range between 0 and 1, with 1 indicating full membership, 0 indicating no membership and values between 0 and 1 indicate partial membership. The FMN learning algorithm determines the min-max points during the single pass through the data, which leads to creation of new classes and refining the existing ones (without retraining). In learning process, pattern is selected from training set and the best match hyper-box for the same class is searched to accommodate the new training pattern. This process is called hyper-box expansion. If the expansion criteria are not satisfied then a new hyper-box is created from that pattern and added to the system. FMN allows overlap between hyper-boxes from same class but overlap between hyper-boxes belonging to different classes need to be removed. Thus, the newly created or expanded hyper-box is checked for the possibility of overlap with the hyper-boxes belonging to the other classes. If it indeed overlapped, then the contraction of hyper-box is done to remove the overlap. In the process of contraction both the overlapping hyper-boxes are minimally contracted just to remove the overlap. This process is repeated for all the patterns in the training set. The membership function for each hyper-box fuzzy set states the degree to which a pattern belongs (or fits) to a respective hyper-box. The fuzzy membership value can be used to give a fuzzy or a soft decision for any pattern, whereas a union operation can be applied on those fuzzy sets to get a crisp or a hard decision. The FMN has the advantages such as it has on-line learning ability, learning is done with a single pass through data, can learn any realistic and multidimensional data generally having great nonlinear decision boundaries and can be executed with a great speed on parallel hardware as it can be implemented using single precision arithmetic operations such as add, subtract and compare. Its recall time per pattern is less and hence can be used in real-time applications.
Classification accuracy is largely dependent on the size of hyper-box (θ). More is the hyper-box size (θ), less number of hyper-boxes is created and the classification accuracy reduces .To get good classification rate, θ should be reduced which will adversely affect the training and recall time. In the training phase, θ should be selected such that the classification accuracy is good as well as training and recall time is optimal.
Majority voting based method proposed in the recall phase to detect outliers
Consider n number of training samples is used to train FMN and k number of hyper-boxes is created in training phase. In the testing phase, a method is proposed for outlier detection, which is based on majority voting.
User has to define a threshold (t) and if the fuzzy membership value of test pattern in a hyper-box is below t then the pattern will be declared as an outlier with respect to that hyper-box only. User should also define a factor p which decides the percentage of hyper-boxes to be considered for voting a test pattern as an outlier. If p percentage of hyperboxes declares any test pattern as an outlier then the pattern will be considered as an outlier. Value of parameters p and t should be selected such that . The parameters p and t need to be tuned such that all the test patterns from testing set are correctly recognized as outliers. Following algorithm is proposed to detect outliers, which is based on majority voting.
The serial time complexity of this method is
Simulation and results
Experimentation is done on synthetic data and a standard database available on UCI Machine Learning Repository.
Dataset description
A 2-Dimentional synthetic dataset and a standard UCI Machine Learning Repository dataset are used for the experimentation on FMN for outlier detection. The datasets are described in 5. A 2-D Synthetic data is shown in Fig.1 . Fig. 1 . Synthetic dataset
UCI Machine Learning Repository Dataset of Mechanical Analysis
This dataset [19] describes the Fault Diagnosis problem caused by vibration in electro-mechanical devices (mechanical pumps). Total 209 instances are included in the database. Each instance contains many components and each component is described with 8 features or attributes. First one is a dummy attribute used for numbering and can be ignored. The other 7 important attributes are: component number, support in the machine where measure was taken, frequency of the measure, measure (real), earlier measure (real), dir, rpm of the machine, and class label. Dir feature is described with 3 values viz. filter, type of the measure and direction. It is a 10 class problem out of which 6 are the basic classes. Class 1 depicts problems in the joint, Class 2 describes faulty bearings, Class 3 is mechanical loosening, Class 4 is about basement distortion, Class 5 describes unbalance situation and Class 6 is normal operating conditions. The other 4 classes which are combinations of these 6 basic classes are -Class 7 describes the shaft misalignment (includes class 1 and class 4), Class 8 is about problems in the pump (includes classes 2, 3 and 5), Class 9 depicts problems in the motor (includes classes 2, 3 and 5) and Class 10 is about the problems in the machine (includes all basic classes except Class 6 which is normal operating conditions). Total 9254 patterns are there in the dataset. This dataset is normalized and used to prepare Training and Testing set. 
Experimental results of outlier detection using FMN
Experimentation is done on synthetic data and a standard database and results are obtained by varying the thresholds. The results are discussed in 5.2.1 and 5.2.2 section.
Results by varying thresholds for Synthetic dataset
FMN is trained with the nominal data by varying the size of hyper-box (θ). The size of hyper-box which has given 100% classification rate is finalized, with minimum number of hyper-boxes and optimal training time, the readings are as follows: Hyper-box size (θ) = 0.05 Training time = 0.0620 seconds No. of hyper-boxes created (k) = 25
After getting 100% classification, the algorithm proposed in section-4 is used to detect the outliers. Results which are shown in Table 1 are monitored by varying the value of threshold (t) and percentage of hyper boxes voting for outlier (p), such that the algorithm will correctly identify outliers. 
Results by varying thresholds for Standard dataset
FMN is trained with 967 normal patterns and the optimum size of hyper-box is selected yielding 100% classification rate and the readings are: Hyper-box size (θ) = 0.001 Training time = 3.688000 seconds No. of hyper-boxes created (k) = 60 Then 8287 patterns are used for testing and the algorithm mentioned in section-4 is used to detect the outliers. Results which are shown in Table 2 are monitored by varying the value of threshold (t) and percentage of hyper boxes voting for outlier (p), such that the algorithm will correctly identify outliers. It is observed that if the value of p is increased then threshold t should also be increased to get 100 % outlier detection. However if the threshold is increased then there is a possibility that few normal patterns are also recognized as outliers. Therefore the parameters p and t should be tuned such that 100% recognition is achieved without detecting normal patterns as outliers.
Conclusion and future directions
The modification proposed here in the testing phase of FMN is efficient and robust as it has successfully recognized all the outliers. Drawback is one more level of voting calculation with a serial time complexity of ) (k O is added in the testing phase. Therefore, the recall phase is more effortful compared to FMN and the recall time is increased. With the experimentation done in this paper on synthetic and standard UCI dataset, it is concluded that FMN with this additional method in the recall phase has good ability of classification and can be successfully used for outlier detection. Thus we recommend using FMN for outlier detection.
Limitation of this method is user has to tune the parameters p and t to get good recognition accuracy. The proposed method has increased the recognition accuracy at the cost of recall time. Future work can be done to retain the recognition rate without increasing the recall time.
