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CHAPTER r .  AN INTRODUCTION TO STEP GROWTH 
The phenomenon of step growth involves the advancement 
of an otherwise flat and molecularly sharp interface by the 
motion of steps along its surface. A portion of such an inter­
face is shown in Figure 1, where the steps of height h are 
X apart and move in the direction of , while the normal 
to the interface is in the direction. It can be seen 
that a point on this surface moves normal to it only when a 
step passes, since no vertical motion of the boundary be­
tween steps is allowed. 
The idea of such a mechanism for interface motion was 
first presented by Gibbs (1) in 1878. He stated that the 
sublimation of atoms from a crystal surface probably occurred 
inward, from the corners of the crystal in layers, which of 
course would produce a stepped surface. Since the corners 
of any substance cannot be molecularly sharp at finite 
temperatures, there is no problem in obtaining new steps 
as others pass out of existence in this dissolution process. 
However, when applied to a growth problem, the steps can 
form on a perfect surface only by consecutive nucleation of 
new monolayers. It was subsequently found by Volmer (2) in 
1939 that a finite supersaturation was required to overcome 
the energy barriers to nucleation and form now layers of 
sufficient size to remain stable. Assuming reasonable surface 
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energy values it was shown that supersaturations on the 
order of 50% were needed. However, crystals had been ob­
served to grow at supersaturations of 1% and lower, where 
the probability of new layer formation is = 0. This anomaly 
was finally resolved in 1949 when Frank (3) noted that any 
spiral-type dislocation intersecting the surface would pro­
vide an inexhaustive source for new layers. In fact, this 
is true for any dislocation whose Burger's vector lies out 
of the plane of the surface. Although this held only for 
imperfect crystals, these were the only types found to exist, 
probably because of this very reason. 
Subsequent experimental observations of the step spirals 
(4-6), and studies of the behavior of the steps themselves 
(7), have served to verify the initial theoretical hypo­
thesis. Therefore the importance of the step mechanism in 
both the growth and dissolution of crystals, whether in solu­
tion or in contact with the vapor phase, was recognized. 
However no attempt was made to apply step growth to the re­
maining solid phase formation cases - growth of a precipitate 
from its molten state, and solid-solid phase transformation. 
It has long been thought that materials near their melt­
ing point possess a molecularly rough surface (8), and there­
fore atoms can attach themselves to it at any point, with 
equal probability. Such an interface moves normal to itself 
uniformly along its surface, and is therefore said to proceed 
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by the continuous growth mechanism. A cross section of the 
interface in Figure 2 shows that it is not "sharp", as 
is the surface in Figure 1, but rather "diffuse" in nature. 
It was once thought that all solidification processes pro­
ceeded by this method (9), but experimental evidence was 
found that some crystals might grow from the melt by the 
spiral dislocation mechanism (10, 11). It was subsequently 
shown theoretically (9, 12) that indeed some materials should 
solidify by the lateral growth mechanism. However the 
criteria for the choice of interface morphology is still in 
doubt. Nonetheless, it is apparent that as far as solidifi­
cation is concerned, the movement of an interface by means 
of step motion takes place in the transformation of at least 
some organic, inorganic, and metallic materials (9). 
The most recent application of the lateral growth mech­
anism has come in the area of solid-solid phase transformation. 
Aaronson (13) has noted that in some materials the structure 
of the interface between the precipitate and the matrix, 
(host phase), has a definite relation to the crystal struc­
ture and orientation of the two phases. In some of these 
the boundary contains a dislocation array due to crystallo-
graphic mismatch, so that in order for the precipitate to 
grow uniformly synchronous dislocation climb must occur. 
However, if the interface moved by step growth,the structure 
of the boundary would remain unchanged except at the step 
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face which essentially possesses no area. Therefore Aaronson 
has proposed that it is easier for the interface to move by 
this method than to expect all the dislocations to climb. 
Although the detailed theory for the actual mechanism has 
not yet been developed, the observations available at this 
time seem to substantiate the hypothesis (14, 15). 
From its application in all fields of phase transfor­
mation involving one solid phase, it is obvious that lateral 
growth is physically important. It occurs in processes 
where thermal diffusion is the rate controlling process and 
in those where surface or volume diffusion of solute atoms 
controls the rate of interface advance. If it were better 
understood it might prove possible to control the micro-
structure in alloys or grow better crystals for use in solid 
state electronics and many other areas. In any case, the 
phenomenon of interface advance by the lateral movement of 
steps along its surface is one of the most universal trans­
formation mechanisms known, and, as such, is also one of the 
most important problems in materials science. 
The General Problem 
It has already been noted that the lateral growth of 
precipitates occurs in many many transformations and in 
response to several different driving forces. In all of 
these cases the general mechanism for interface advance is the 
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same, and yet the governing processes make each a little 
different and unique. In some situations the interface 
velocity is controlled by the rate of step production, while 
in others the transport of heat or atoms in the matrix 
determines its motion. The problems of step source behavior 
and growth by surface diffusion have been covered extensive­
ly (3, 16-21), while little work exists in the areas of 
volume diffusion or heat transport control. This work will 
be concerned with step kinetics when volume diffusion in the 
matrix is the rate controlling process. The effects of 
surface diffusion and heat transport will be assumed to be 
negligible. (However the results of this model should have 
valid qualitative predictions for these cases as long as 
similar boundary conditions are obeyed.) Volume diffusion 
itself is characterized by the concentration field in the 
matrix that surrounds each source or sink, much as a po­
tential field surrounds a point charge. In the case of 
lateral growth, the atoms enter the step directly from the 
field in volume diffusion controlled motion, instead of from 
one of the surrounding "terraces" as happens in surface 
diffusion. 
Even though it has been limited to volume diffusion, the 
area to be treated is still not clearly defined. In volume 
diffusion, the moving atomic or molecular spccies can 
either leave or enter the precipitate, depending on the 
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relative concentrations of the precipitate and the matrix. 
Therefore it should be stated that the present problem will 
deal with the growth of precipitates by the step mechanism 
where volume diffusion is the rale controlling process and 
where the concentration of the diffusing species in the 
precipitate is much greater than it is in the matrix. 
This particular choice not only allows for certain simplifi 
cations in the mathematics but also includes most of the 
important transport controlled growth situations. The 
problem, as defined above, includes all the work involving 
crystal growth from solution and most solid-solid phase 
transformations. 
Since the problem to be considered is now well defined 
it remains to develop equations which describe the motion 
of the steps on the interface as functions of system 
parameters. In the case of volume diffusion, it is the con 
centration of solute atoms at various points in the precipi 
tate-matrix complex that need to be known or determinable 
to characterize the process. If the concentration in the 
matrix far from the precipitate is denoted as c^ while at 
the interface it is c^, and the concentration in the 
precipitate is c^, a one-dimensional representation of the 
concentration field would have the form of the curve in 
Figure 3. (Note that all concentrations are in units of 
number of atoms per unit volume.) In most solidification 
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processes, the value of is known from the start. Those 
of Cp and , the latter being the equilibrium interface 
concentration in the matrix, are then determinable from a 
phase diagram, such as Figure 4, as functions of the trans­
formation temperature. The difference between c^ and c^ 
will be shown shortly. 
It is possible to separate the actual growth process 
into two parts, one representing the diffusion transport 
process and the other the interface kinetics aspect of the 
problem. First it is obvious that enough atoms must arrive 
at the interface in the time At as are needed by the inter­
face if it moves Ax in that period. This is just a verbal 
statement of the flux balance equation which states that the 
number of atoms incorporated into the precipitate must equal 
the number of atoms provided by the matrix. Now the number 
of solute atoms, N, incorporated by the interface of area A 
in moving forward AX is just 
N = (c, -c )A.AX (1.1a) 
p m 
while the number of solute atoms provided by the matrix in 
time At is 
N = D•A•At (dc/dX) step • U-lb) 
(This last equation was obtained by using Pick's First Law 
(22)) . Equating these two relations gives 
D(Bc/3X) 
step 
( c - c ]  (1.2) 
'p m 
where is the velocity of the step. 
The above relation for the velocity takes into account 
only the diffusion of particles to the surface while there 
is still the problem of incorporation of these atoms into 
the interface. Since there is normally some energy barrier 
between the precipitate and matrix, a local drivinq force 
is needed to overcome the obstacle and boost particles across 
the barrier into the precipitate. This force appears in 
Figure 3 as the difference between the equilibrium interface 
saturation, c^, and the actual interface concentration, c^. 
Employing the normal force-velocity relation then, the velo­
city of the step must also obey the equation 
in addition to Equation (1.2). The interface supersaturation 
to the nth power represents the driving force in the process. 
The exponent is generally taken as equal to unity, although 
it may differ on occasion. The parameter ij^, the interface 
mobility, is defined by Equation (1.3) and is a measure of 
the rate of exchange of particles between the precipitate 
and the matrix - a kind of "stickiness" index. In order to 
understand its origin, note that at non-zero temperatures 
the step is not straight, but possesses a great many kinks 
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as is shown in Figure 5. These are preferential sites for 
atomic attachment so that is a measurement of the kink 
density. 
Since Equation (1.2) represents the diffusional aspects 
of the problem, while Equation (1.3) represents the inter­
face kinetics aspects, both must be satisfied for the inter­
face to move. In order to obtain the gradient in Equation 
(1.2), the concentration in the matrix must be obtained as a 
function of position and time. This in turn involves the 
solution of the two-dimensional time dependent diffusion 
equation (23) 
In order to make the solution simpler, a shift in coordinates 
is usually made by assuming the step velocity is constant, 
and locating the coordinate system at the base of the step. 
It is also found to be advantageous to work with dimension-
less coordinates so that the new system's x and y are related 
to the original X and Y by 
Rewriting Equation (1.4) in terms of the now coordinates, the 
diffusion equation in moving coordinates results. 
D V^c' - 3c/3t = 0. (1.4) 
X = (X-V t)/h 
y = Y/h . 
(1.5a) 
(1.5b) 
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V^c(x,y) + 2p[9c(x,y)/3x] = 0 (1.5) 
where p is the peclet number and defined as 
p = Vgh/2D . (1.7) 
Equation (1.6) can now be solved for c(x,y). However the 
results can be made more general by normalizing the concen­
tration and defining a new function 
r(x,y) = tc(x,y)-c^]/ic°-c^] (1.8) 
where c° = c(0,0) is the interfacial concentration at the 
base of the step. Since c(x,y) is the only variable in F, 
the form of Equation (1.6) does not change and 
v^r + 2por/3x) = 0 (1.9) 
becomes the relation characterizing the growth process. Once 
it is solved, the velocity can be determined from Equations 
(1.2) and (1.3) . 
If the function Q is defined as (9r/9x) 
tion (1.2) is related to the new coordinates and F by 
step' the" C?"*' 
^3 = D(c„-o°)-Q/ h.(Op-c^). (1.10) 
If c is known, then the velocity is determined as soon as 
m •' 
Equation (1.9) is solved. However, if it is not known, it 
is necessary to use Equation (1.3) to eliminate it from the 
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above relation. If n - 1 in Equation (1.3), and the value of 
at the base of the step is used, c° is given by 
Cm = =8 + Vg/Mo . (1-11) 
The in the denominator of Equation (1.10) can be ignored 
since it was assumed that c >> c^ so that c - c: ^ c^. p m p m p 
Therefore using Equation (1.11) to replace c° in Equation 
(1.10) gives the final velocity relation 
Vg = jj^c^a [l + y^Cp (h/D) a] ^ (1.12) 
where a = (c -c )/c . The variable a is defined by Û0 e e 
a = -1/0 (1.13) 
and represents the only real unknown in Equation (1.12). It 
is a kind of diffusion distance since 3c/ox=(c -c )/i, and is 
m 
determined precisely from the solution of Equation (1.9). 
In general it is a function of p, the peclot number, and \/h, 
the spacing between adjacent steps. 
The different theoretical models proposed to describe 
volume diffusion controlled step growth will differ in their 
methods of solving Equation (1.9) and hence in determining the 
value of a, and its dependence on other parameters. For 
this reason it is appropriate at this point to investigate the 
existing attempts to characterize step motion and the 
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advantages and disadvantages of each. 
The Existing Step Growth Models 
Since 1949, when Frank (3) first postulated the spiral 
layer mechanism for crystal growth, there have been only a few 
significant attempts to predict step behavior. And in all of 
these approaches, the velocity of the step is assumed to be 
much less than the velocity of the diffusing atom so that step 
velocity can be ignored and Equation (1.9) reduces to Laplace's 
equation, 
V^r = 0. (1.14) 
The validity of this requires that (c -c ) >> (c -c ) as is 
•' ^ p m 00 m 
discussed in Appendix D. Therefore, the discussion of these 
models will deal with the techniques and assumptions employed 
by their authors in solving Equation (1.14) and then finding 
^s-
Burton, Cabrera, and Frank (16) 
Almost immediately following the publication of the 
spiral growth theory. Burton, Cabrera, and Frank (16) carried 
out a detailed analysis of the kinetics of spiral growth. 
They showed that for a dislocation source the step spacing 
increases as one goes away from the origin of the spiral, 
until a constant value is reached. They calculated this 
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terminal spacing and obtained, 
X = 4TT({)/a (1.15) 
where ^ is a capillary constant and a function of surface 
energy and temperature as will be shown in Chapter II. This 
equation allows the computed step velocity to be compared 
to the observed growth rate, , since by Figure 1, 
= Vgh/X (1.16a) 
so that 
= VgOh/(4TT(})) . (1.16b) 
Although the main part of the paper dealt mostly with the 
energetics of steps, and the calculation of when surface 
diffusion is the predominant factor, there is a small section 
devoted to the growth of crystals from solution. Consider­
ing the case in which volume diffusion of the solute to the 
step is important, they obtained an approximate expression 
for the velocity of a step. They assumed that there was 
partial mixing of the solution which is the method normally 
used to grow crystals. In this process, the liquid is stirred, 
but due to flow properties, a small layer of thickness 6 next 
to the crystal surface remains stationary. 
In the model used by Burton e_t (16) , the atoms join 
the steps only at the kink sites, which are assumed to be x 
14 
apart, while the steps themselves are separated by De­
pending on the location of a diffusing atom with respect to 
the steps, it sees one of three types of diffusion fields -
a hemispherical field of radius about each kink, a semi-
cylindrical field extending from a radius of x^ to y^, and 
a planar field going from to 6. The flux balance equation 
must hold throughout the three part field, so applying it at 
the hemispherical surface about the kinks gives a step 
velocity where 
Vg = D(Cg/Cp) [2TTa (x^)/x^] (1.17) 
and o(Xg) is the supersaturation at r = x^ from the kinks. 
(It is readily apparent that the term in the brackets above 
has the form of a gradient, such as the one in Equation (1.2). 
However the use of the kink spacing x^ has modified the actual 
gradient somewhat, so that it can be seen that Equation (1.3) 
is already implicitly contained in the velocity relation above 
in the form of x and a(x^).) It is possible to balance the 
fluxes between the three segments of the diffusion field and 
in doing so obtain ofx^) as a function of x , y , 6, and a, 
the supersaturation in the solution far from the surface. 
When this relation is then placed in Equation (1.17) it is 
seen that for low values of a, is linearly proportional 
to it so that by Equation (1.16b) 
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2 (1.18a) 
In this region the steps are far apart and it is the kink 
density and the value of 6 that governs the step velocity. 
However, when the value of a is very high, the steps come 
very close together and interact thus changing the super-
saturation at the kinks. When this occurs, becomes 
a function of 6 and is independent of a. Therefore 
is essentially constant with respect to the solution super-
saturation so that 
These results are significant, especially for the low 
values since the parabolic dependence in that region had not 
yet been experimentally observed. However, the fact that x 
is contained in the relations leads to some difficulty in 
their quantitative application. It should also be noted that 
the actual shape of the step has been ignored, and that the 
steps that do interact are slowed uniformly so that capture of 
one step by another cannot take place. This last fact makes 
the occurrence of large, multiatomic macrosteps difficult to 
explain by this model. Nonetheless, the low a predictions 
of this theory have been borne out, and proved the worth of 
even this rather qualitative approach to growth from solution. 
(1.18b) 
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Chernov (17) 
The second major model for lateral growth was also con­
fined to growth from solution where partial mixing is present. 
Chernov (17) did not consider the actual step geometry but 
rather he replaced the ledges by line sources, which corres­
ponds to a constant x^ in Equation (1.17), and used Equation 
(1.3) . Therefore, a parallel sequence of steps can be 
treated as a grid of line sources and the diffusion field 
can be found by conformai mapping just as the potential field 
is found for the similar case in electrostatics (24) . If the 
boundary conditions are then applied, the velocity of the 
step is given by Equation (1.12) where 
Note that if the steps are far apart, that is if A >> 7t6, 
this reduces to 
which when placed in Equation (1.12) shows that again V =0 
for low supersaturations, and as before Equation (1.18a) 
holds. However, if A << ttô, then a is the controlling term 
a (I/TT) ln{ ( A/ïïh) sinh (ïïô/A) } . (1.19) 
a - (I/TT) In (6/h) (1.20) 
in the denominator of V so that 
s 
(1.21a) 
D (c /c . ) 0 A/ (6h) . 
e p (1.21b) 
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Since by Equation (1.15), X=l/o, it can be seen that is 
again constant and a linear results which is given by 
- D(c^/Cp)a/6 . (1.22) 
It is obvious that the model presented by Chernov (17) 
is very similar to that proposed by Burton, Cabrera and Frank 
(16) except that the kink density is assumed large enough to 
replace the steps by line sources. However this assumption is 
made valid by employing Equation (1.12) with its mobility 
terms which take care of kink density. Also, as before, this 
model predicts the observed parabolic to linear cutoff as a 
is increased, and it does not allow for step collapse. It 
is, however, more quantitative in the approach. Note though, 
that because of the use of the parameter 6, neither model 
can be used to describe solid-solid phase transformations. 
Seeger (25) 
During the time between the publication of the first and 
second models given above, a method was presented which took 
into account the shape of the step. A. Seeger (25), in a 
paper dealing with the use of conformai mapping in the solution 
of diffusion problems, considered a step whose face had varying 
angles with the terrace at its base. In his treatment he also 
held the velocity , in Equation (1.10), constant along the 
step face by using a constant normal gradient boundary 
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condition. He found that under these conditions, the super-
saturation must vary along the step face. However, the 
integral solution of Laplace's equation was not solved in 
general so that the concentration field, and hence the velo­
city, could be found. Therefore the approach used by 
Seeger (25) serves more as a guideline to further work than as 
a possible model. The actual method used is explained and 
extended to multi-step geometries in Appendix C. 
Other approaches 
Several other authors have considered the problem of 
step motion, but, like Seeger (25) , these are incomplete 
and serve as guidelines or tools. One of the foremost among 
these is the kinetic wave approach given by Frank (26) and 
Cabrera and Vermilyea (27) which gives a method for a pre­
dicting step behavior as a function of step density. However 
this technique is useless without some idea of step velocity 
as a function of the spacing of adjacent steps. 
It has already been mentioned that a great deal of work 
has been done in the area of surface diffusion, and this has 
a great deal of influence on the development of theories in 
this area. The interaction function technique introduced by 
Mullins and Hirth (19) is of great interest, and will be used 
in a later chapter. 
19 
The Present Treatment 
From the models presented here, it can be seen that other 
than the Chernov approach, no quantitative model for step 
kinetics during growth from solution exists in a form which 
can be easily employed. Furthermore the Chernov result 
does not take the shape of the step into account. (It should 
be noted that Chernov (17) has studied the stability of single 
macroscopic steps with respect to their shape. However, he 
has made no attempt, other than the one described here, to 
characterize the rate of advance of an interface by means of 
lateral growth.) Under certain conditions, such as very low 
supersaturations and completely independent steps, the kinetics 
of a step train will not be greatly influenced by the shape of 
the step. Then the Chernov model will be a good approximation 
as far as the growth velocity calculations are concerned. How­
ever, as the steps approach each other at higher supersatura­
tions, the problem of step interactions becomes important. If 
the step geometry causes any asymmetry in the diffusion field, 
it is likely that a given step will not be influenced equally 
by the step behind it and the one in front of it. Therefore 
the Chernov treatment will yield different results than one 
in which the step shape has been considered, and it is then no 
longer a valid approximation. A complete study of step 
kinetics must include a model for the interaction of steps and 
20 
the stability of step trains. This is essential not only to 
predict the growth rate, but also is required if the occurrence 
of macrosteps or interface faceting is to be explained. 
It should also be pointed out that the models discussed 
thus far have involved the boundary layer thickness 6. 
Although it is possible to calculate this parameter in problems 
involving growth from solution, its magnitude is difficult to 
find in the case of solid-solid phase transformations. In 
fact, the size of the diffusion field in the latter situation 
will depend on the velocity of the step. Therefore none of 
the existing theories is valid for solid-solid phase changes. 
The model which will be developed in the succeeding 
chapters is an attempt to overcome the shortcomings of the 
existing theories. The geometry of the steps will ba taken into 
account by assuming a right angle ledge and using the conformai 
mappings discussed in Appendix B. First the case of a single 
independent step will be considered in detail to find the 
diffusion field and certain functional relations. In the case 
of growth from solution, the actual results will be seen to 
differ from those of Chernov (17) , especially in the shape 
of the diffusion field. However, the difference in the value 
of will not be large, as long as single steps are con­
sidered. A method to find the dimensions of the diffusion 
field in solid-solid transformations will be presented, in­
volving the approximate solution of the complete diffusion 
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equation, Equation (1.9). 
Interacting steps and step train stability will then be 
considered, based on the properties of an independent step, 
and the effect of overlapping diffusion fields on the step 
velocity. It will be shown that indeed the nearest neighbors 
in a step train do not affect any given member equally, a 
result that differs from the assumption of Mullins and Hirth 
(19), and the results of the Chernov model (17). The case 
of lateral growth at high supersaturations will then be con­
sidered for both areas of interest. 
Since some of the calculations require the validity of 
Laplace's equation, it will still be assumed that 
(c -c ) >> (c -c ). This requirement is discussed in more p 00 00 m 
depth in Appendix D. Once the model has been covered in 
detail, its predictions and ramifications will be compared to 
the available experimental results in Chapter V. 
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CHAPTER II. THE INDEPENDENT STEP 
In the case of volume diffusion controlled growth, the 
members of a step train interact with one another by means 
of their diffusion fields. If the fields of two adjacent 
steps overlap, the gradient of each will be affected and 
their velocities will be changed. However, if a step is 
separated from its neighbors so that no impingement of the 
fields occurs, there is no interaction. Such a step is inde­
pendent of the configuration of the surrounding ledges. 
Since its environment has no effect, a member of a train 
of widely spaced independent steps will have the same 
properties as a single step on an infinite surface. However, 
because of its obvious simplicity, compared to an n-step 
train, the single step is much more suited to a study of non-
interacting ledges. Therefore, the present chapter involves 
the solution of both Laplace's equation, Equation (1.14), and 
the complete diffusion equation. Equation (1=9), for this 
geometry. These results are then applied to the cases of 
growth from solution, (partial mixing), and solid-solid phase 
transformation, (no mixing), respectively. 
Laplace's Equation 
If the diffusion equation is replaced by Laplace's equa­
tion, the lack of any single derivative or constant terms 
2 3 
makes it possible to transform the problem into a simpler 
geometry without making the equation more complex. The diffi­
cult geometry of the stepped surface makes this conformai 
transformation of the problem a necessity. Such a shift is 
shown as step 1 in Figure 6. The conformai mapping of the 
stepped z-plane to the upper half of the ç-plane is accomp­
lished by means of the Schwartz-Christoffel transformation 
(28). The process is discussed in detail in Appendix B, 
but for a single step it gives 
Z = (1/TT) {/T(ç+1) (Ç-1; ] + In[;+/T;2-1)]} (2.1) 
where z = x + iy and ç = + i^g-
Once the shift to the new coordinate system is complete 
all that remains is to specify the boundary condition for 
Laplace's equation. It is obvious that there are two pos­
sible choices since either the gradient or the concentration 
can be specified. Therefore in the first case, the concen­
tration along the step face is held constant, so that 
Equation (1.3) gives a constant for a constant In 
terms of the (-coordinates this means that along the curve 
defined by |ç^| _< 1; ~ 0, 0(^2,^2) does not change. The 
second boundary condition specifies the normal gradient 
along the interface, so that in the xy-plane, the normal 
gradient is taken as zero along the terraces and a constant 
along the step face, and in Equation (1.2) is independent 
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of position on the face. Both cases forbid growth normal 
to the step terraces. 
Constant concentration boundary condition 
If the supersaturation along the step face is to be 
constant, then the axis for £ 1 must be an iso-
concentrate. This can be achieved very simply by using a 
second conformai mapping. If the problem is transformed 
from the %-plane to the w-plane, as shown in step 2 of 
Figure 6, by the relations (29) 
the semicircle w=l, represents the region of the step face. 
The middle, ^-mapping can now be eliminated so that x and 
y are known as functions of w = u + iv. Substituting 
Equation (2.2) in Equation (2.1) gives 
2Ç = w + 1/w ( 2 . 2 )  
or 
W = Ç + V^Ç^-1) , (2.3) 
z — —[-y (w- —) + In (w) ] . 7T Z W (2.4) 
Using the polar form for w, w = Re^^, Equation (2.4) can 
be split into real and imaginary parts giving 
X = (R _ I/R) + in(R)] (2.5a) 
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y  =  ( R  +  I / R )  +  V ]  . (2.5b) 
The shift to the w-plane makes the problem of obtaining 
a constant concentration along the step face quite simple. 
Using an electrostatic analogy, if a unit line charge is 
placed at w = 0, the solution of Laplace's equation is 
(30) 
^ =-2[In(w/w^)] (2.6) 
where $ is the complex potential. The concentration field, 
represented by the real part of $ has isopotentials corres­
ponding to constant R curves, including R=l. If the charged 
line is replaced by a diffusion source Equation (2.6) becomes 
c(R) - c^ = -2K'ln(w/w^) (2.7) 
and the problem is solved. In both equations represents 
the limits of the field, so that in Equation (2.7), w is 
just the effective diffusion distance in the w-plane. The 
constant K' can be eliminated if the value of c(l) is known, 
or by normalizing Equation (2.7). Doing the latter gives 
where V represents a normalized complex concentration as 
appears in Equation (1.14) and the subscript c denotes the 
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constant concentration boundary condition. (The complex 
form of the field parameter has been used since the imaginary 
part of represents the flow lines, while the real part 
gives the concentration field (30)). 
The shape of r^(w) in the w-plane is identical with 
that obtained in earlier treatments (16, 17) as the final 
result. Any change in the slope of r^(w) must therefore be 
the result of the conformai transformation back to the 
stepped z-plane. If the isoconcentrate and flow curves 
obtained from Equation (2.8) are now mapped into the z-plane, 
Figure 7 results. 
It is obvious that there is a pronounced asymmetry dis­
played by the isoconcentrates with respect to the step. A 
measure of this can be obtained for large diffusion distances 
for which the constant concentration curves are nearly 
semicircles. If the intercepts of the r^=0 curve with the 
terraces behind and in front of the step face are given by 
and Xj, respectively, then, from Equation (2.5a), 
(2.9a) 
and 
Xf = x(R^,0) = i[i(R^- gi) + In(R^)) (2.9b) 
o 
where R w 
o o 
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Since for large the isoconcentrates approximate semi­
circles, they are centered at e/2 = (|xg| - |x^|)/2. From 
Equations (2.9) it can then be seen that an asymmetry 
parameter, e, may be defined by 
E =2tln(R^)/TT] . (2.10) 
Therefore even for diffusion distances large compared to 
the step height, the asymmetry is still present and can in­
fluence the behavior of interacting steps. Equation (2.10) 
also indicates that within any particular field, the iso­
concentrates are not concentric; a result that differs great­
ly from those obtained in previous models. 
Since the velocity is desired for these steps, one very 
important result must still be obtained from Equation (2.8). 
This is the gradient normal to the step face, which is need­
ed before the a in Equation (1.12) can be calculated. The 
gradient, Q^, will involve two factors, since is a func­
tion of w and is [9r^/8n] evaluated in the z-plane. 
Therefore, 
R=1 ip 
where ip  denotes the region of evaluation. Only the x deriva­
tive of R needs to be considered since along the step face R 
is a function of x only, while y is determined by v. The 
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first differential is easily obtained from Equation (2.8) 
and is simply [-ln(w^)] ^. The second factor can be 
evaluated by noting that since [3R/3y] = 0, 
'il ='i' = tii:\ 
ijj ijj R= 1 
so that by Equation (2.5a) 
Putting Equations (2.11), (2.12) and (2.13) together gives 
= -TT/{ [cos (v)+l] [In (w^) ] } (2.14) 
which is plotted versus y, along the step face, in Figure 8. 
It is obvious that is not well behaved as y^l or V->-TT . 
It is also worth noting that Q is a strong function of w , 
the effective diffusion distance. If it is transformed to 
the z-plane w can be denoted by A . A plot of A versus 
* ^ 0  o  o  
for 0 evaluated at the base of the step, y=0, is shown 
in Figure 9. 
The fact that the gradient goes to infinity near the 
top of the step indicates that the step is unstable under 
the assumed boundary conditions. If the assumption of a 
right angular step is to be kept, it is apparent that for 
shape preserving growth, the supersaturation at the interface 
must not be held constant. However, because of Equation (1.3), 
allowing concentration to vary along the step height requires 
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that vary also, in order to keep the velocity constant. 
If is to change sufficiently, and yet have the step 
geometry remain nearly unchanged, the mobility must be a 
very strong function of orientation. This is true near a 
cusp in the mobility plot, such as the one shown in Figure 
10. If a step possessed such an interface parameter, then 
a slight degree of curvature along its face could cause the 
necessary supersaturation variation but yet have negligible 
effect on the shape of the diffusion field. (If the shape is 
allowed to vary greatly, and the gradient can be held 
constant as is done for platelike precipitates. However, 
this leads to growth along the terrace (31).) 
Assuming that the mobility variation will allow the 
interface concentration to vary along the step face, it 
can be seen that for a shape preserving step, that is, one 
with constant velocity along its face, the normal gradient 
must be constant. As mentioned before, it is assumed that 
c >> c^ so that the change in interface supersaturation 
does not appreciably affect (c^-c^) in the denominator of 
the velocity equation. Equation (1.2). 
Constant gradient boundary conditions 
For the step to have constant forward velocity along its 
face, Laplace's equation must again be solved, but this time 
the boundary conditions in the z-plane are 
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•|^ 1 = constant = g (2.15a) 
3*1x=0 
0<y<l 
dc 
9y 
9c 
y=i 
= 0 .  ( 2 . 1 5 b )  
y=0 
x<0 x>0 
Since this problem is easier to solve in the ç-plane, it is 
necessary to transform Equations (2.15) into that coordinate 
system, even though Laplace's equation remains unchanged. 
The relationships between (x,y) and are derived 
in Appendix B, but will be repeated here. 
They are 
1 
X = [^r^ cos((j)) + iln(p^ +q^ )] (2.16a) 
1 
1 9  - 1  
y = ^ir^sin(9) + tan (p/q)] 
where 
1 
r 5 
^ =_ l[tan-^(^) + tan"^(^)] 
1 1 
p = + r^ cos ((})); q s ^2 + r^sin(O) 
/ • )  
In order to transform Equations (2.15) into the r,-plane, it is 
necessary only to evaluate (Sx/ar,^) for £ 1» 
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since x is not a function of along the step face. Differ­
entiating Equation (2.16a) with respect to letting \p  
denot'; the region for evaluation gives 
9x 
a;.  ^= I^jr ^ cosW Ifj - r^sin(O) * 3^2 
(2.17) 
1 (piE_ 
(P^ q') "^ '^ 2 
+ q 
Bç. 
)] 
where 
3r 
3;. 
f"4(^ 'l ~^ 2 ^2 1 
= 0 
3(|) 
3Ç. 
^1+1 
(Ç j^ -1 )  "+1^2 ' '  (^2+1)^ + ^2^ 
-^ '^ 77' • 
Both (9p/3ç^) and Oq/Sç^) can be expressed in terms of r 
and ()) and their derivatives, while in the region of interest 
1 1 
r^ = (1-C^^)^; <j)=ïï/2. 
Putting all this together reduces Equation (2.17) to 
1 
9x 
9Ç 
2 ) ^ 2 J  
+ [;/- + (l-ÇjL ) ]) 
(1- ) 
= ^^(i+Ci)/(i-;i)] (2.18) 
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Using the above relations, the boundary conditions in 
Equation (2.15) become 
9c 
9;. 9x 
9x 
9;, = |[(1+Cl)/(1-Cl)] (2.19a 
I till <1 
x=0 ^2=0 
qlll 
9c 
3ç, 
= 0 (2.19b) 
^2=0 
?ll>l 
in the ç-plane. Laplace's equation was solved for this case 
by Seeger (25) using Fourier transform methods as is shown in 
Appendix C, There is an alternate method, however, which is 
much easier to use especially in the case of interacting 
steps. 
According to Green's function theory, the complex field 
for a two-dimensional Dirichlet problem confined to a half 
plane is given to within an additive constant by (32), 
*(;) = - ^  G(C,E)[90(E)/9n], de . ( 2 . 2 0 )  
The function G(ç,e) is the Green's function for the particu­
lar source on the surface ip for the case in question, while 
[ 9<I> ( e ) / 9n] ^ is the known normal derivative at the surface. 
For the present problem, the Green's function for a line 
source is used so that (33), 
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G(;,E) =-2[ln(ç-e)]. (2.21) 
Therefore the concentration field c(ç) can be obtained from 
Equations (2.20) by means of Equations (2.21) and (2.19) so 
that 
g /I J 
c(ç) = In(ç-e) [(1+E)/(1-C)]^ de . (2.22) 
TT -1 
This Green's function technique is much simpler and ob­
viously shorter than the Fourier transform method. 
It is shown in Appendix C that Equation (2.22) can be 
integrated, and 
1 1 
c(ç) = (g/n2){ln[;+(;2_i)2]+(;2_l)2_;_ln2} . (2.23) 
If the same procedure as was used in the constant concentra­
tion case is again employed to normalize the concentration, 
then 
Fg = l-{[c(ç)-c(l)]/tc(ç^)-c(l)]} (2.24) 
where ( defines the diffusion distance in the ^-plane while 
the value of is normalized to the base of the step. Since 
2 
c(l) = (g/ïï ){-l-ln(2)}, Fg can be rewritten in the form 
Fg = 1 - F(c)/F(f;^) (2.25a) 
where 
F(r,) = (Ç-1) + ln[c+(c2_i)2] + (ç^-1)^ . (2.25b) 
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Because the real part of F(ç) has the same dependence on 
as X, 9 {Re [F(z:) ]/9Ç2^ = nfSx/SGg) so that 
SIPgI 
"=2 
= -ïï/F (C ) = Or (2.26) 
C VJ 
'P 
Therefore the final form for Equation (2.24) is 
= l+F(c)Og/n . (2.27) 
The resulting concentration field and its flow lines obtained 
for Fg are shown in Figure 11. 
The asymmetry present in the constant concentration case 
is even more pronounced now. However, this is reasonable 
since the value of r„ is less at the top of the step than (j 
at the base, as can be shown. Since F(;) has the form of 
z+(ç-l), the concentration given by the real part of along 
the step face is 
Re(r^l^) = l+(;^-l)Qg/n . (2.28) 
The variation of with y along the step face is shown in 
Figure 12. Evaluating Equation (2.28) at the top and bottom 
of the step, corresponding to = -1 and = +1, respective­
ly, shows that (8) 
- r 
top 
= 2Q^ /tt (2.29) 
base 
which is what Seeger (25) obtained for a right angle step. 
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It is again obvious from Equation (2.26) that the gradient 
is a function of diffusion distance. Letting have the 
value of X corresponding to = 0' before, the 
dependence of on A is shown in Figure 13. This dependence 
presents a problem since although the concentration fields 
found so far are rigorous solutions to Laplace's equation 
under the assumed conditions, the diffusion distance X is 
still undetermined. This difficulty can be overcome either 
by starting over with the complete diffusion equation or 
finding an alternate method to determine the present in 
the Laplace equation solutions. Both of these methods will 
eventually be employed. 
Growth from solution; partial mixing 
In the case of growth of a crystal from solution, there 
does exist an independent means of determining the value of 
A for a particular case. Normally, in such work, the 
solution is stirred in order to keep it homogeneous. How­
ever, there remains a thin layer of unstirred fluid next to 
the precipitate surface. If this boundary layer has a depth 
denoted by 6, then it can be said that c(x=0, y=6) = c^ or 
r(x=0, y=S) = 0. Bennema (34) has expressed 6 in terms of 
rate of flow of solution, oi, and the solution properties 
so that 
1 1 
« p (jJ TT- , 
6 = [4(-^ ) "'(—)"']" (2.30) 
3 PgD nx 
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where 
n = viscosity 
= density of the solution 
D = diffusion constant of the solution 
and 
X = characteristic length dimension of a crystal face. 
Therefore if the value of 6/h is equated with the intercept 
the transformed ç = curve on the y-axis, a connection 
exists between the gradient, and hence the velocity, and 
known or determinable parameters. 
Since the gradient is now a function of the depth of th 
unstirred layer, 6, Equation (1.13) which defines the a in 
Equation (1.12) is now more properly written as 
a(6/h) = -1/Og . (2.31) 
In order to see the effect of including step geometry in a 
model for step motion, it is only necessary to compare 
the a(u/h) given by the present model with that found by 
Chernov (17). It was noted in Chapter I, that for X >> TTÔ, 
the Chernov treatment gave a step velocity of 
= u^c^a[l4-ii^Cp(h/D) (l/7T)ln(6/h) ]"^ (2.32a) 
when transformed to the present notation, while Equation 
(1.12) gives 
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= y^c^a[1+y^Cp(h/D)a(6/h)] ^ (2.32b) 
Therefore a comparison of the two models reduces to com­
paring the two differing terms 
as is done in Figure 14. The Chernov result goes to zero 
for finite values of 6/h while at large diffusion distances 
the two models appear proportional. 
By means of Figure 14 and Equations (2.30) and (2.32b) 
it should be possible to calculate step velocity as a 
function of known or determinable parameters. The velocity 
of the interface normal to the step motion, V^, must be 
related to step velocity, by 
where p is the density of steps at the given point of con­
sideration. For a train of equidistant steps p can be 
replaced by 1/A. Although the present treatment may not be 
strictly valid for monatomic steps, it is reasonable to 
consider it a first order approximation, and more accurate 
than the line source used by Chernov. Taking this point 
of view, for a dislocation or spiral source of steps, the 
spacing has been given by Burton, Cabrera and Frank (16) as 
A = 4nr^ = 4Tj<p/a (2.35) 
A (6/h) (1/TT) In (6/h) (2.33) 
(2.34) 
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where r is the critical radius for nucleation of a spiral 
c 
source. (There is a question as to whether the factor of 4tt 
in this relation should be replaced by 19 (27) . However 
the consensus seems to be to keep the 4n.) The parameter a 
is the supersaturation as before while ^ is a capillary 
constant equal to yV^/RT. y is the interfacial free energy, 
Vp is the partial molal volume of the solute in the precipi­
tate, R is the gas constant and T is the temperature in 
degrees Kelvin. Therefore as long as the steps are inde­
pendent the normal growth is given by 
= [h/(4TT(j)) ] y^ c^ a^  [1+y^ Cp (h/D) a (6/h) ] ^  . (2.36) 
This should hold for all spacings or a<o where is 
defined as 4IT({)/X^ . Under these conditions the steps are 
far apart so that nt(ô/h) is not affected by the positions of 
the surrounding ledges. 
2 
The a dependence of for these small a values agrees 
with the previous models and also the experimental results 
such as those of Smythe (35). For large supersaturations, the 
diffusion fields of the steps interact and will decrease 
as A decreases. The effect of this interaction is not 
certain yet but will be investigated further in Chapters III 
and IV. 
This section has assumed that the existence of a layer of 
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unstirred material can be used to determine X for the case 
of growth from solution. However in the problem of solid-
solid phase transformations, there can obviously be no mixing 
so that this method is useless. The second alternative 
mentioned earlier must then be used: the complete diffusion 
equation must be solved. 
The Diffusion Equation 
In the case of the complete diffusion equation in the 
moving coordinate system, 
A^r + 2p[3r/3x] = 0 (2.37) 
the effective diffusion distance is a function of p, the 
peclet number. The faster the step moves, the more the field 
is bunched up, as with any moving source (36). It was mentioned 
earlier that the solution of Equation (2.37) in the z-plane 
is extremely difficult due to the step geometry. Furthermore 
a transformation does not simplify the problem since a second 
order differential equation with non-constant coefficients 
results. It is possible however to obtain an approximate 
solution by using the results given in Equation (2.27). 
If the diffusion equation is solved by separation of 
variables and Fourier transform techniques in the region of 
the z-plane in front of the step where x,y^O, the results of 
Equation (2.27) for x=0, (y-axis), can be used as a boundary 
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condition. (This region is shown in Figure 15). Letting 
rj^(x,y) = G(x)H{y), allows Equation (2.37) to be written as 
I + 2p I = - I . (2.38) 
2 
Taking the separation constant to be b , gives 
H(b) = cos (by) (2.39a) 
and ^ 
G(b) = Kg exp {-[p+(p^+b^)^]x} . (2.39b) 
In order that rj^(x,y) go to zero as x-»-°°, the plus sign in 
Equation (2=39b) must be chosen. Putting all this together 
and noting that the geometry allows the use of the cosine 
transform gives 
fr/X'y) = I K(b) cos(by) exp{-[p+(p^+b^)^]x}db . 
U 
(2.40) 
The factor K(b) can be found by letting x=0 and taking the 
inverse transform so that 
K(b) = - [ f(n) cos(by) dn (2.41) 
J 0 
where f(y) 5 r^(0,y). Substituting for K(b) in the relation 
for rj^(x,y) and reversing the order of integration yields 
1 
2 2 
(x,y) = (2/TT) e P* f(n)l e ^ ^  cos(by)cos(bn)db dn. 
0 ; 0 
(2.42) 
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WG will only need R^ tx^O) so the cos.(by) term can be dropped. 
The inside integral is just the cosine transform of 
1 
2 2 2 
exp[-(p +b ) x] and can be found in integral tables (37) so that 
r^CXfO) = (2px/TT)e P* 
0 
f(ri)(n^+x^) ^K^[p(n^+x^)^]dn 
(2.43) 
where [ ] is the first order, modified Bessel function of 
the second kind. Referring to Figure 12, it can be seen 
that rj^(0,y) is very nearly unity for y^O.l. Therefore 
Equation (2.43) can be split into an integral from 0 to e 
and from e to •», where e = 0.10, and in the first integral 
f(n) is approximately 1.0. If discussion is confined to 
small X values also, and p, as before, is small, then 
1 
2 2 2 
K^[p(n +x ) ] can be replaced by its small argument approxi­
mation (38). This allows Equation (2.43) to be rewritten 
so that 
r_(x,0) - (2px/TT)e {[ [p(ri^+x^)] ^ dn . 
•J 0 (2.44) 
f (n)K^tp (n^+x^) (n^+x^) ^ dn} . 
Finally, the first integral can be evaluated and 
rj^(x,0) = 2/ïïe P^Itan ^(e/x)+px } . (2.45) 
The f(n) in all the above relations is a function of Q, 
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as is written in Equation (2.27) or (2.28). If, then, 
r^fXyO) is differentiated with respect to x, and evaluated 
at x=0, a transcendental equation for as a function of the 
peclet number results. Noting the definition of a in 
Equation (1.13) it is now apparent that it is a function of p 
also and should be denoted as such. In order to obtain a(p) 
first differentiate Equation (2.45) with respect to x, ob­
taining, 
-ox 2 2 
= -prp,(x,0) - (2/n)e ^  [e/(e +x )] 9x ^ D 
+(2/e)e 
1 (2.46) 
00 . f(n)K^[p(n^+x^) 
'P+P* 3ÏÏ , , 1/2 • 
 ^ {ri +x ) 
Since the limit as x->-0 will be taken, the derivative of the 
integrand can be ignored since it is multiplied by x and the 
differentiation will not remove it. Therefore, evaluating 
3rg(x,0)/3x at x=0 gives 
'  OG = -  = -P+(2A) tp 3x f(n)K^(pn)n 
E 
^ ° (2.47) 
-  1 / e ]  .  
This relation can be numerically evaluated as a function 
of p for various The value of e = 0.10 proved most 
effective for optimization of computation time and accuracy. 
The resulting variation of ot(p) with respect to p is shown 
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in Figure 16. As an aid to the use of these results, the 
plot was approximated by a series expansion in terms of 
log^gp. The summation, valid for 0.003 £ p £ 0.500, is 
given by 
-1 i [ a ( p ) ]  = p +  Z  C .  [ l o g i n ( p ) ]  ( 2 . 4 8 )  
i=0 
where 
Cq = 1.68262 = 5.49601 
= 2.84725 = 2.41352 
Cp = 5.58040 Cg = 0.55658 
= 7.19946 Cy = 0.05182 . 
Solid-solid transformation: no mixing 
With the above results, it is now possible to obtain 
the growth velocity in terms of the supersaturation in the 
matrix. The rate of growth of a step will depend on how 
quickly the atoms reach the interface, and how easy it is 
for them to cross it, once they are there. The first 
condition is expressed by the flux balance, Equation (1.2), 
or in this case. 
This can be rewritten in terms of p and a(p) so that 
(c^-c^)/(cp-c^) = 2pa(p) . (2.50) 
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The value of with respect to the equilibrium interface 
value, Cg, will depend on the ease with which an atom can 
cross the boundary. This is represented by the velocity 
relation, Equation (1.3), 
which is just a generalized form of the usual mobility 
equation where n is taken to be unity (17). Solving Equation 
(2.51) for c^, and replacing by p(2D/h) gives 
Cm = Ce + [p(2D/h)/UQ]l/* . (2.52) 
Substitution of this relation into Equation (2.50) yields 
(c^-Cg)/(Cp-Cg) = = 2pa(p)+(p/q)[l-2pa(p)] 
(2.53) 
where q is a dimensionless parameter defined by 
q = tJ^ (Cp-Cg) "/(2D/h) . (2.54) 
The value of q reflects the ratio of the diffusion control 
to the interface control of . For q=<», there is no inter­
face control of the velocity and c = c . For q=0, diffusion 
me
plays no part in the growth. The value of 0 is normalized 
supersaturation and should be determinable from a phase 
diagram, such as the one in Figure 4. The value of p for a 
given is plotted in Figure 17 for various values of q. 
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Note that the present model for growth is valid only for p£q 
and that at p=q the maximum supersaturation is reached, 
namely n =1. 
o 
Another set of velocity equations can be obtained from 
Equations (2.50) and (2.52) if use is made of the fact that 
(c -c ) c since c >> c • Replacing the c in the 
p m p  p  m  ^  m  
numerator of Equation (2.50) with the relation obtained 
earlier gives 
2pa(p) = [c=^C2-(Vg/wQ)l/^]/Cp. (2.55) 
Rearranging terms it is possible to write 
V^l/n[1^(^^/V^)1/n 2pa(p)Cp] = ^^^/"(c^-c^). (2.56) 
This is of interest because the value in the brackets de­
pends on the controlling mechanism. When it is near 1, this 
indicates that is small and as should be, 
Vg = Wc/c.-Ce)* = (2" 5?) 
where a is defined as (c -c )/c and is a measure of the 
oo e e 
matrix supersaturation. In the realm where Equation (2.57) 
is valid, the step velocity is not necessarily a linear 
function of a, but varies as . The value of n is deter­
mined by the interface structure. 
If, however, is large, diffusion is the rate con­
trolling process and 
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2pa(p) = (c^-c^)/(Cp-Cg). (2.58a) 
Since c >> c , this can be rewritten in terms of step 
P e 
velocity so that 
= Dc^a/[ha(p)Cp] . (2.58b) 
Here the step velocity varies almost linearly with a, any 
variation being due to changes in a(p). 
Discussion 
It has been assumed throughout this work that Laplace's 
equation can be used to replace the diffusion equation. It 
is shown in Appendix D that this places a restriction on the 
ratio of (c -c ) to (c -c ). In the case of growth from solu-p e 00 e 
tion, the results of Laplace's equation are directly employed. 
Therefore, by Equation (D.5), the results should be within 
10% of the rigorous solution values if ^ 0.1. At higher 
values of supersaturation the error will be greater and the 
theory applied accordingly. The solid-solid transformation 
problem was approached by making an approximate solution to 
the diffusion equation. This should allow the restrictions 
on to be eased. It does not seem too unreasonable to 
o 
expect that ^2 can be as high as 0.6 before unacceptable error 
is incurred. This would place a maximum value of approximately 
0.5 on the peclet number corresponding to q=°°. 
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This particular chapter has also assumed that the steps 
are separated sufficiently so that they are independent of 
one another. This requires that the step spacing be greater 
than some minimum value, . For growth from solution, X 
will be a function of the boundary layer thickness, 6/h, as 
is shown in Figure 18. In solid-solid transformations, how­
ever, the forward dimension of the diffusion field is deter­
mined by a(p) and therefore is eventually describable as a 
function of p, as is shown in Figure 19. In either case, if 
X < X , the steps interact with one another, and the diffi­
culty of the problem increases. The next chapter considers 
trains of two and three steps, where interactions are present 
and the velocity of the ledges is a function of X/X and 
their position within the train. 
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CHAPTER III. INTERACTING STEPS 
As two independent steps are brought close to one another, 
a point is reached where the diffusion field of the trailing 
ledge just reaches the top of the leading one, as is shown in 
Figure 20. If the separation is further decreased, the two 
steps will no longer be independent and interaction begins. 
The cause of the interdependent behavior is the removal of 
atoms from the face of the lead step into the field of the 
rear one. Obviously this affects the interfacial concentration 
and reduces the rate of advance of the lead ledge. 
It was shown in the previous chapters that the interface 
concentration will depend on the conditions under which the 
phase transformation occurs. This includes such things as 
the temperature and the value of the interface kinetics 
parameter, If the shape of the step does not change, so 
that is constant, and the temperature and other conditions 
remain the same, the value of the concentration at the step 
face should be that of the independent step for the particular 
system in question. Therefore in order to retain the 
necessary number of atoms adjacent to the interface, a shift 
in the normal gradient is required- Hence, the problem is 
to find the correct normal gradient as a function of normalized 
step spacing It will be assumed throughout the 
chapters involving step interaction that the approach velocity 
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of two adjacent ledges is sufficiently small so that the 
diffusion field which the steps jointly support is not a 
function of their velocities. This should be valid as long 
as the approach velocity is less than the velocity of an 
independent step in the same system, which it obviously is. 
Some increase in the vertical dimension of the diffusion 
field might be expected, so for this reason the results when 
applied to growth from solution could be in error, with a 
predicted velocity a little too low. However all steps should 
be affected in the same way so the stability will not be in­
fluenced, and only at very small values of should the error 
become appreciable. This will be discussed in more detail 
in a later section. 
Due to the difficulty of the calculations and the fact 
that the number of interactions go as n*(n-l) for n steps, 
only the cases of n=2 and n=3 have been considered. These 
cases, however, are sufficient to study the general n-step 
interaction problem since only nearest and next-nearest 
neighbor ledges should significantly affect the movement of 
a given step. The techniques used to study the interactions 
are basically the same as those used in Chapter II. A map­
ping was first carried out from the z to the w-plane as is 
discussed in Appendix B. The concentration fields are then 
obtained by the constant gradient boundary condition and the 
Green's function treatment, the latter having the form of 
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Equation (2.20). Because of the fact that the method of 
calculation is general, and does not depend on the number of 
steps, it will be considered separately at this point. 
General Method of Calculation 
If a group of steps, such as the two in Figure 20, lie in 
the z-plane and are independent they can each be considered 
separately. As they approach they interact, but they still 
represent two individual sinks lying on a stepped surface. 
Therefore their concentration fields are calculated independent­
ly, then a point by point addition is made to find the effect 
of overlap. The basic equation for each step is a restatement 
of Equation (2.20), using (2.21), so that 
c(w) = (1/TT) f In (w-E) f (E) de (3.1) 
J S 
where f(e) is the normal gradient evaluated along the boundary 
denoted by S. For a constant gradient boundary, f(f:) will be 
zero except along the face of the step boina considered. If 
the region of the stop face is denoted by for the j th 
step, the non-zero part of f(c) is given by 
f (t; ) = g- [dx/dv] , (3.2) 
Vj 
where g is the normal gradient in the z-plane, and w=u+iv. 
Employing the Cauchy-Riemann conditions (39) and noting that x 
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along is not a function of u, it can be seen that 
dx 
dv 
. dz 
] 
(3.3) 
The right hand side of this relation is just i times the 
differential form of the Schwartz-Christoffel transformation 
as mentioned in Appendix B. The imaginary is removed by the 
one produced by the negative term in the denominator of 
(dz/dw) along ipy Therefore f(e)for the jth step is zero 
except along the step face image and there has the value 
given by 
f(e) = g* I (dz/dw) I . (3.4) 
Actually g is constant only for the independent step, so 
that Equation (3.1) should be written as 
c(w) = (l/7r) q(e) In (w-e) I (dz/dw) , | de (3.5) 
in general. 
The form of the normalized concentration (w) is not 
as simple as for the independent step. It is reasonable to 
assume that the size of a step's diffusion field should be 
independent of the adjacent steps but rather it should be 
determined by or ô/h and the physical properties of the 
system. Once it is established it should be invariant. 
Before overlap begins g is constant, so that a w^ can be 
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defined by c(w^)/g = c^/g. Then, following the lead of 
Equation (2.8), (w) can be written as 
Fj (w) = [c(w^)-c (w) ]/[c^-Cj.] (3.6) 
where c^ is the concentration at the base of the independent 
step, and c(w) is given by Equation (3.5). For no overlap, 
Equation (3.6) is the same as for the independent step, 
while if interactions are present, the effective super-
saturation in the matrix may appear to the ith step to have 
been reduced. A simplification of this equation can be 
obtained by noting that for g=l, (3c/9w)|, =1 also, so that 
ipj 
9F.(w) , 
Using this relation, Equation (3.6) becomes 
Fj(w) = [c(w)-c(w^)] • Q^, (3.8) 
which is independent of the value of g. 
To calculate the effect of overlapping concentration 
fields, first assume that Fj(w) along 4^^ should be kept 
constant. Then it becomes apparent that g(e) in Equation 
(3.5) will have to vary in order to cancel out the effect of 
an overlapping field. A solution can be obtained as follows. 
Consider any two interacting ledges denoted by the sub­
scripts k and I. Allow the field of the kth step to overlap 
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the face of the &th. The overlapping concentration, defined 
as is just 
where is the distance from the kth step to a point on the 
2th. If the interface concentration at the &th step is to 
return to its equilibrium value, the change in the gradient, 
6g^(E) = g^(E) - 1, must be the solution to the integral 
equation, 
Ag^ (E)lnl-JJ^ 
(3.10) 
where w^ lies on the interface at the point corresponding to 
w^^. This is a very difficult problem in its present form. 
However, it can be evaluated numerically along the step 
face if Ag^(e) is slowly varying. In this case, for a 
small region Ae, g^(e) can be assumed to be constant. This 
allows Equation (3.10) to be replaced by an equivalent matrix 
equation. Using equal length intervals along the step face 
in the z-plane, the overlap concentration is evaluated at 
the center of each segment and stored in column matrix de-
£ T 
noted by AC^. The value of the c(w ) integral with the Ag(e) 
removed produces a square matrix denoted by where the 
subscripts denote the contribution of the jth segment to the 
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î, ith element. Finally the desired Ag^ values are stored in 
a column matrix so that a solution has been found if 
AC^ = 1^. Aq^ . (3.11) 
1 1] 
Note that the repeated indices indicate summation. The 
values of Ag^ are obtained from the inverse of Equation (3.11), 
Ag! = (I*.)"l Ac! . (3.12) 
This is just the first step in the calculation, since if the 
£ field of the &th step falls on the kth, a change in Ag 
If 
affects Ag . The equations must then recycle, and calculate 
If 
a new AC . This is easily accomplished by use of a matrix 
I  
which lists the contribution of the jth element of the 
nth step on the ith element of the kth step. Putting all 
I  this together and defining an initial AC , gives the series 
A g 4  =  ( I ^  .  ) A c J  ] ID 1 
0 0 
g^ = 1.0 + AgJ 
AC^ = jf. g!' 
1 1] 
Ag^ = (1^%)"! AC^ (3.13) ] 1] 1 
k , . k 
gj = 1.0+ Agj 
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which must be recycled until a self consistent result is 
found. If there are n steps involved in overlapping the &th 
step, 
0 ^ k 
AC^ = E J.. g? (3.14) 
^ k=l ] 
and the entire set must be gone through before the equations 
can be recycled. It is apparent from Equations (3.13) that 
this method is best suited to a digital computer. 
I  Once the values of Ag have been obtained, the concentra­
tion field can be found by solving the concentration integral 
i  for each element and multiplying by the correct g values. 
The final field is just the result of pointwise addition of 
the individual ones. It was also assumed that some inter­
face diffusion occurs along the step face so that the average 
gradient can be used, and 
k " k 0 = ( Z g^)-Q^ . (3.15) 
i=l ^ ° 
It was found that when twenty segments were used to find 
Q , reasonable stability was found. Even relatively large 
increases over this number did little to change Q . 
It should be noted that in the sections that follow, 
only the real parts of F are desired. For this reason, the 
variable names used in the foregoing equations will remain 
the same, but they will only represent the real part. 
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The Two Step Train 
When the z-plane contains only two steps, there are only two 
interactions to consider and Equations (3.13) have their sim­
plest form. However, before the matrices can be calculated, 
the actual form of Equation (3.5) for this case must be found. 
In what follows, let the step on the right in Figure 20 be the 
lead step, whose properties will have the subscript L. The 
other is called the trail, and is denoted by T. 
According to Appendix B, the differential form of the 
mapping between the z and w plane is given by 
^ _ 1 r(w+A)(w-C), 
dw ÏÏ (w+B) (w-D) (3.16) 
for two steps. The parameters A, B, C and D are functions of 
step spacing, and are defined by Figure 21. Equation (3.16) 
can be placed directly into Equation (3.5) and the two con­
centration fields are then described by 
1 
f D  
C_ (w) - — g^^ (e) In I (w-e ) (e+A)(£-C) ( e + B ) ( e - D )  
and 
C^(w) - ^  
-B 
g„ (e)In I (w-e) 
-A 
(E+A)( E-C) 
(e+B) (e-D) 
de 
:3.17a) 
de. 
(3.17b) 
However, it is fairly clear that a numerical solution will be 
needed, so a more suitable form of Equations (3.17) may be 
sought. The integrals can be shifted, so that e goes from 
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-1 to 1 in each, by the use of appropriate parameters. If E 
is then replaced by cos (0) , a general form of the concentra­
tion field results. By using the general equation. 
' T T  
< 
0 
C (u, v) = [s/ (27T^) ] g (0)ln{[u'-s•cos(0)]^+v^}[1+cos(0)] 
1 
. ,a+cos(8)]2aQ ^ (3.18) 
^ B+cosceT 
either concentration can be determined by simply substituting 
the correct definition for the constants as below; 
(3.19) 
= (D+C+2A)/(D-C) = -(A+B+2C)/(A-B) 
6^ = (D+C+2B)/(D-C) By = -(A+B+2D)/(A-B) 
= (D-C)/2 Sy = (A-B)/2 
u^ = u-(D+C)/2 u^ = u+(A+B)/2 . 
Results 
The set of relations represented by Equation (3.18) and 
(3.19) can then be used to evaluate g(0) by use of Equations 
(3.19) as outlined earlier. A typical plot of g(0)*Q^ versus 
y is shown in Figure 22, with the dashed line representing the 
original value. To check the validity of splitting the 
step face into twenty segments, the magnitude of the overlap 
concentration was found at the points between segments and was 
compared to the magnitude of the correction at those points, 
for the case of X/X = 0.75. The resulting plot is shown 
in Figure 23. Finally, the gradient change was evaluated for 
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X = 4.067h as a function of separation. The sets of plots in 
Figure 24 show the isoconcentrates as the steps approach each 
other. The corresponding gradient changes are shown in 
Figure 25 for both the lead and trail steps as functions of 
X/XQ = X^. The minimum in is due to the large reduction in 
0^ for small X. Hence, the effect of the lead step is greatly 
reduced for small spacings. 
The shape of the gradient curves leads to the obvious 
question of step train stability which will be discussed in the 
next chapter. It does however seem apparent that the trail 
step can capture the lead step since at any given 
X < 1, Q > Q . Note also that as the steps approach each 
n 1 Jj 
other in Figure 24, the diffusion fields tend to those pos-
essed by an independent step of height 2h, which would result 
if capture took place. It is at this point that the treatment 
is in error when applied to growth from solution, since 6 is 
a constant and 6 divided by the step height is the argument of 
a. At its worst the error is the same as found by replacing 
a(6/2h) by a(6/h). To obtain an estimate of the error, use 
the equivalent Chernov (17) relation so that the fractional 
deviation in V, denoted by [f^], becomes 
[f^J = [a(6/h)-a(6/2h) ]/[a(ô/2h) ] 
^ ln(2)/ln[ô/(2h)] (3.20) 
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which should be quite small in most problems. Before collapse 
actually occurs the error is less and for = 0.25 in 
Figure 24, it appears to be only about [f^]/4. 
Three Step Train 
The case of a train of three interacting steps is quite 
important since it is the simplest train possessing an interior 
member. Therefore results from this case can be extrapolated 
to describe an n-step train with reasonable accuracy, as will 
be shown later. It is however much more difficult than the pre­
ceding case since there are now two step spacings that may vary. 
For this reason only configurations involving equispaced ledges 
have been considered. This is however sufficient to serve at 
least as a first approximation to large trains when \ is slow­
ly varying. 
The differential form of the conformai mapping is similar 
to the previous cases and is given by 
1 
dz _ r(£+A) (e+F) (e-C)1^ \ 
d ^  -  [ ( e + B )  i e - E )  ( e - D W  ( 3 . 2 1 )  
as is discussed in Appendix B. The relative positions of the 
parameters A, B, C, D, E and F are shown in Figure 26. If the 
variables describing the middle step are denoted by M, while 
the lead and trail steps are defined as before, the three 
step analogy to Equation (3.18) and (3.19) is 
c (u,v) = [s/ (2T T ^ )  ]  
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2 .  2  g (6)ln{[u'-s-cos(0)] +v }[l+cos(8)] 
0 
1 
j-[a+cos (9) ] [g+cos (9) ] (3.22) 
[6+cos (0) ] [ri+cos (0) ] 
where 
a^=(D+C+2A)/(D-C); a^=(E-F+2A)/(E+F); a^=-(A+B+2C)/(A-B) 
B^=(D+C+2B)/(D-C); 6^^= {E-F+2B) / (E+F) ; B^=-{A+B+2D) / (A-B) 
c =(D+C+2F)/(D-C); S^=-(F-E+2C)/(E+F);(A+B-2F)/(A-B) 
nj^=(D+C-2E)/(D-C) ; nj^=-(F-E+2D)/ (E+F) ; n^=-(A+B+2E) / (A-B) 
s^=(D-C)/2; 3^=(E+F)/2; s^=(A-B)/2 
u^=u-(D+C)/2; uj[^=u-(E-F)/2 ; u^=u+(A+B)/2 
Results 
Equations (3.22) were used in conjunction with Equation 
(3.13) to find the three gradients involved as functions of 
step separation. A typical result, corresponding to a X 
of 8.735h, is shown in Figure 27, plotted as a function of 
X/X^. It was found that for any the gradient of 
the trail step is greatest while the lead step normally moves 
faster than the middle one. This indicates that the finite 
equispaced step train is unstable and with time the spacings 
change. 
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In order to extrapolate the n=3 results to larger n-
values, the second nearest neighbor effects must be small. To 
check this, the gradient of the lead step in a two step train 
was plotted in Figure 28 versus with the gradient for the 
same ledge in a three step geometry. The value of X is 
about 4h, (Q^ = -0.8000). In this comparison the lead step 
was used since it exhibits the greatest dependence on step 
spacing. In order to explain the crossover exhibited by the 
gradients in Figure 28, note that in Figure 27, the value of 
Q for the lead step is always greater than that of the middle 
step. This is due to the effect of the trail step on the 
middle one, thereby reducing the interaction between the middle 
and lead ledges. This same effect occurs for the larger 
values in Figure 28. However, at small spacings the trail 
and lead steps interact directly, causing the reduction of Q 
for the three step train, and hence producing the observed 
crossover. It can be seen that the maximum deviation between 
these two curves occurs near - 0.5, just before the direct 
lead-trail interaction becomes appreciable. The error is on 
the order of 10 to 15%, with the larger values corresponding 
to the smaller diffusion distances. This relatively small 
amount of error should be an acceptable uncertainty for a 
first order approximation and should make it possible to 
replace the internal step of a large train by the middle step 
of the three step problem. 
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The n-Step Train 
In a long chain of equispaced steps, the observed velocity 
should be close to that given by for the middle step above. 
(This assumes that the train is stable and next-nearest 
neighbor interactions are small. The former assumption is 
discussed in the next chapter.) It is therefore very useful 
to approximate as a function of and X/X^, so that 
general spacing can be used. Using a fit which is linear in 
Q , it was found that if Q., was written as 
O M 
«M = QsTo'^n' * "V • U.O+Qo) (3.23) 
where the parameters QgTD^^n^ and A(X^) are shown in Figure 
29, a good approximation could be obtained for between 
-1.0 and -0.3. This is a range of X from 2.Oh to approximate­
ly 1000.Oh. The curves generated by Equation (3»23) are 
shown in Figure 30, with the data points obtained for the 
three step case. The maximum error is about 5%, and its 
direction tends to cancel out some of the error resulting 
from ignoring second nearest neighbor interaction. 
By use of Equation (3.23) and Figure 22, it should be 
possible to find the velocity of a step train as a function 
of diffusion distance and step separation. This is done by 
finding a(p',X/X^) for Equation (1.12). When there is no 
overlap, w(p,X /X ) can be written as (p), which is defined 
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by 
a^(p) = -1/QQ • (3.24) 
By an analogous definition, ct (p', X/X^) is obtained by re­
writing Equation (3.22) so that 
- -a^(p) + [l-a^(p)]-A(X^)-ag^j^(A^) 
where Og^i^fX^) % "l/OsTc/^n^ * 
To find the new value of the peclet number, denoted by 
p', it has only to be remembered that [ (c^^^'Cg)/ (0^-0^) ] 
must be independent of spacing, as in the relation 
Og=2p'.a(p',X^) + (p'/q)l/" [ l-2p ' • a (p ' , X^^) ] . (3.26) 
This is solvable for p' as a function of q, n , and a(p',X^), 
once Equation (3.25) has been used. However, in the case 
that n = 1, corresponding to in Equation (2.56), 
a direct solution for p' can be made by expanding the above 
relation into a quadratic in p', so that 
2 1 
2qa(p' ,X )+l 2q-a(p',X )+l 0 a 2 
P'= -"-4.a(p',0 • - ItTof-rx-j' 
The minus sign in front of the radical was chosen so that at 
n = 0, p' also was zero. 
It should be noted that the only new variable in any of 
these equations is X. All the other parameters are present 
in Equation (2.53) which represents a case where there is no 
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interaction. 
Discussion 
It seems appropriate at this time to compare the results 
obtained from the velocity equation, Equation (1.12) using 
Equation (3.25), with those found by other authors in previous 
treatments. Unfortunately, only one such result is available, 
it being the one by Chernov (17) , for the case of growth from 
solution. 
If a((S/h) replaces a^(p). Equation (3.25) yields a value 
of a(6/h,X^). This can then be placed in the velocity equa­
tion to give the generalized form of Equation (2.32b) 
= y c a[l+(y c h/D)a(6/h,X^) ]"^ . (3.28) 
S O G O P 1* 
The equivalent result of Chernov's treatment can be put in 
the present notation as was done for Equation (2.32a) so that 
( C) -1 
Vg = u^c^a{l+(p^c h/D) (1/ïï)In[ (X/ïïh)sinh (ÏÏ6/X)]} 
(3.29) 
It is apparent that the only difference in these two relations 
is in the last term of the denominators. Therefore any com­
parison of the velocities reduces to a comparison of the 
differentiating factors; A(Ô/h,X^) and (1/IT) In (X/irh) sinh (ïï6/X) . 
These are both shown in Figure 31 plotted against X/X for 
6/h ~ 7.78, (Q^ = -0.6500). The plots of these two functions 
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for other values of 6/h are extremely similar and they will 
not be presented here. It is obvious that the rate of change 
of with respect to X, for > 0.1, is less in the present 
treatment than for the Chernov approach, while the two tech­
niques give nearly the same result for > 0.4. 
It should be noted here that Equation (3.29) does not re­
duce to Equation (2.32a) unless Tr6 << X. When the separation 
is reached when overlap should just begin the two equations do 
not give the same result. This is due to the conformai mapping 
used by Chernov to find c(x,y) for a line source in a grid of 
sources. The symmetry argument used in this process actually 
requires infinite fields and when applied to finite fields, a 
discontinuity occurs in the gradient when the mapping is per­
formed. 
Conclusions 
It is apparent from the results obtained for interacting 
steps in this chapter, that trains of such ledges are unstable. 
This is especially obvious from the two-step treatment. It is 
therefore quite reasonable to want to study the change in step 
density with time. The two step case indicated that a pair 
of steps will collapse, but for a three step train and even 
more so for larger ones, some method must be used to character­
ize the spacings as a function of time. This is due to the 
presence of many variables resulting in a classic 1-dimensional 
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n-body problem. Two main techniques for studying the train 
density stability are known, and will be discussed in the 
next chapter. 
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CHAPTER IV: THE STABILITY OF STEP TRAINS 
A surface configuration, represented by a train of 
steps,can be called stable only if the spacings between the 
member ledges do not change with time. This requires that 
each member move with exactly the same forward velocity, which 
is given by 
Vg = M^c^a[l+y^Cp(h/D)a] ^ . (4.1) 
(The argument of the function, a, has been omitted so that 
the discussion is as general as possible.) The ct in this 
equation is just the negative inverse of the normal gradient 
Q, so that Vg depends on this derivative of the concentration 
at the interface. In the last chapter it was found that Q 
varied with for X<X as is shown in Figure 25 and Figure 
27. It is ; therefore, likely that any train with spacings 
less than the critical value for overlap will be somehow 
affected. 
In order to obtain a better idea of the dependence of 
on Q, rewrite Equation (4.1) in terms of q, the dimensionless 
parameter defined in Equation (2.4). For this discussion, 
simplify q by letting n=l and noting that c >> c so that 
P ® 
q - liQCph/(2D) . (4.2) 
This relation allows the velocity to be written as 
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è'"' U.3, 
in which the two types of control are easily identified. If 
the mobility of the interface is large, as in diffusion con­
trolled growth, q will be large also, and it is apparent 
from Equation (4.3) that will be proportional to Q. There­
fore the change in with will be proportional to the 
change in Q with In such a situation it seems quite 
doubtful that a train of ledges is stable if is less than 
unity, in view of the results of Chapter III. In this case 
it is obvious that some study of the train stability is in 
order. However, in a process where the rate of attachment of 
the atoms at the interface is the controlling factor, 
and therefore q also, will be small. There is then a grave 
temptation to simply drop the Q in Equation (4.3) and say that 
V does not change with X , However, this is valid onlv if 
s n • 
(3Vg/3Q) is negligible under these same conditions. Differ­
entiating the above velocity equation gives 
• 
2 2 For values of q << Q, this reduces to 3V /3Q «:4q /Q so that 
the assumption that small values of q can stabilize the train 
is false. The velocity is still a function of X^, although 
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the magnitude of the interaction is reduced. The pseudo-
stability implied by the form of for 2q << Q is actually a 
temporary condition, and eventually the velocity will respond 
to the presence of the adjacent ledges although at smaller 
spacings. Even though the magnitude of the interactions vary, 
they are still present, and become important once a small 
enough is reached. 
Methods of approach 
There are two methods for studying the effect of inter­
actions on ledge spacings, depending on the level at which 
the steps are viewed. If considered macroscopically, it is 
possible to characterize the shape of the surface on which the 
steps move in terms of the step density. The velocity of the 
elements of the train is then taken to be a function of the 
density at that point. This treatment is obviously rather macro­
scopic in nature, and limited in its predictions as to the 
microscopic behavior. It is useful, however in describing the 
change in a surface's shape, if it is known at some previous 
time. The technique was developed by Lighthill and Whitham 
(40) for flood crests in rivers and traffic flow, and used 
first by Frank (26) and Cabrera and Vermilyea (27) for step 
growth. 
If the microscopic interactions of the steps are desired, 
a different approach is needed. The individual step can be 
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said to have a velocity that is a function only of the 
spacings between its two nearest neighbors, if higher order 
interactions are ignored. (The error in this assumption was 
discussed in Chapter III and shown in Figure 28.) The change 
in step spacings is then determined from the difference in 
the interaction functions for two adjacent steps. This is 
then repeated for each pair of ledges in the train. The 
technique was first very elegantly applied to the surface 
diffusion problem by Mullins and Hirth (19). 
Kinematic Wave Theory 
As presented by Lighthill and Whitham (40) for the general 
case, the kinematic wave theory makes it possible to find the 
density of members within some type of one-dimensional distri­
bution as a function of position and time if the original 
density function is known. To accomplish this, it is required 
only that the flux of the objects of interest past some point 
is dependent on the density surrounding that same point. It 
is assumed that the spacing between the members of the distri­
bution is a slowly varying function of position, so that it is 
possible to obtain some sort of member concentration about a 
location even though this is not strictly definable for a 
series of discrete entities. It is also necessary that the 
number of objects in our distribution be a constant so that 
the continuity equation is valid, as will be shown later. 
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In order to apply this technique to a train of steps on 
a surface, it is necessary that the supersaturation, diffusion 
coefficient and diffusion distance remain constant so that the 
flux of steps, J (k), past some point is solely a function of 
the density of steps per unit/length, k(x,t). This is not 
too difficult to justify. However it is not strictly valid to 
take the number of steps of height h to be a constant since 
it is possible to have two steps coalesce and form a 2h step. 
If this possibility is acknowledged, it still seems appropriate 
to proceed since the effect of step collapse on the results 
may not be drastic. In any event, this method provides an 
interesting approach to the change of a surface profile for 
the case of interacting ledges. 
The Frank (26) approach 
The slope of any surface on which the steps move will 
have the form 
h'k(x,t) = (dy/dx) (4.5) 
since the density is just the inverse of the step spacing. 
(The X and y in this section are general and not related to 
the moving coordinate system.) Therefore given dy/dx at 
t=0, it is possible to determine k(x,0). The "average" 
velocity of the individual steps around the point x is 
defined by the relation 
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J (k) = k(x,t) Vg(k) . (4.6) 
Another relation between J (k) and k(x,t) can be obtained from 
the continuity equation which states 
+ 3k(x,tl . 0 (4.7a) 
O X  0 1  
if the number of steps is conserved as will be assumed. This 
can also be written as 
(k) . 3k (x,t) 9k (x,t) ^  
3k 3x 9t ^ ' 
where 3J(k)/9k has the units of distance per time, and has 
been called (40) the "kinematic wave velocity". Following the 
convention of Frank (26), let 3J(k)/9k = c(k) so that Equa­
tion (4.7b) becomes 
c(k) 1%. + ^1= 0 M.8) 
The physical meaning of c(k) can now be seen from this rela­
tion since along the curves defined by 
x=c(k)t + x^. (4.9) 
k(x,t) reduces to k(t) and Equation (4.8) reduces to 
(3k/9t) = 0. Therefore k(x,t) is the shape of a density wave 
where each point propagates with a velocity c(k). Once c(k) 
has been determined, the density of steps at any point in the 
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(x,t) plane is known in terms of k(x^,t). Likewise, the slope 
of any surface profile is related to the original slope through 
and so can be found since this reduces to 
^=h[k(x^,0) + J(k)/c(k)] . (4.10b) 
(Note that Oy/9t) is just the growth rate at some point 
and must be simply h«J(k).) 
There is another type of surface feature which is not 
quite covered by Equation (4.9). This is the phenomenon of 
step bunching which is actually a discontinuity in k(x,t) and 
y(x). In the example case to follow, a density "shock wave" 
will be produced so it is advisable now to find its velocity. 
If the discontinuity is located at x, let the density and 
flux at X - G be and , while at x + e they are denoted by 
k^ and . Then following a procedure similar to the defi­
nition of c(k), the propagation rate for the discontinuity 
should be given by, 
s(x) = . (4.11) 
E-+0 ^ 2 1 
This is also the rate at which the resulting surface dis­
continuity moves. 
To sum this up, the kinematic theory assumes that if the 
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local density of steps is k^, all the ledges in the region move 
with the velocity characteristic of a train of constant density 
Therefore if the value of as a function of k is known, 
the rate at which any point on a surface moves is also known 
once k(x^,0) is specified. This can be seen more clearly in 
the example case that follows. 
A sample calculation 
Before evaluating c{k) from the results obtained in 
Chapter III, it is quite useful to consider a sample calcu­
lation. Let the initial density distribution in this hypo-
2 
thetical case have the form k(x^,0) = cos (x^) as is shown 
in part A of Figure 32. Usually the value of k(x,0) is found 
from the surface profile. However, for this example the re­
verse is true so that, from Equation (4.5), 
y(x^)=h k(x,0)dx (4.12a) 
J o 
or 
y(x)/(2h) = + (1/2)sin (2x^) . (4.12b) 
Therefore the surface corresponding to the assumed density 
is that drawn in part B of Figure 32. 
To find the new k(x,t), lines of slope l/c(k) have been 
drawn from points on the x-axis in the (x,t) plot in 
part C of Figure 32. The intercept of these lines with the 
x-axis, corresponding to t=0, occurs at various values of x . 
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A dashed line marking t=t^ has been drawn on the plot also. 
To find k(x,t^) it is necessary only to find the value of 
k(x^,0) whose "characteristic" line crosses the t=t^ line at 
the position x. The intersection of the characteristics 
produces a shock wave whose position is denoted by the heavy 
line in part C of Figure 32. Evaluating k(x,t^) by this 
method produces the graph shown in part D of Figure 32 in 
which the density jump is quite pronounced. Finally, by 
using Equation (4.5), the shape of the surface can be found and 
part E of Figure 32 shows the end product. Note that the slope 
discontinuity corresponds to the discontinuity in k(x,tj^) in 
part D of Figure 32. It is also of interest to note that 
since k(-TT/2,0) = k(ïï/2,0), the c(k) for both were the same. 
Therefore the length of the surface region under considera­
tion remained unchanged, although it was shifted. 
Evaluation of c(k) 
In order to find the form of c(k) from the results ob­
tained in Chapter III for the velocity of a member of an 
n-step train, note first that Equation (4.6) gives 
+ k(x.t, 
The only factor in which depends on step placement is the 
gradient Q so that 
an 
c(k) = Vg(k) + k(x,t) . (4.14) 
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However, Q is not actually known as a function of step 
density but rather of step spacing. If k(x,t) is a slowly 
varying function of x then l/k(x,t) = X(x,t). This 
change gives 
c(k) = âÔ" (4.15) 
which is now in terms of factors already found. The 
rate of change of with respect to Q is given in Equa­
tion (4.4). However using the definition of it can also 
be written as 
On 
Putting this in Equation (4.15) results in a kinematic wave 
velocity given by 
c(k) = V {1+ X„[—^—] 1^) . (4.17) 
" (Q^-2qQ) "n 
In order to find [9Q(X^)/3X^] use Equation (3.23) so that 
30(An) % 
n n 
or 
- >"•' • r-' • 
n n n 
Figure 33 shows the derivatives of and 6(A^) 
plotted versus X^. By means of this graph, and Equations 
(4.17) and (4.18b), it should be possible to find the 
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profile of a surface at time t, if it is known at t=0, as was 
done in the example. 
As was mentioned at the beginning of this section, the 
kinematic wave theory is basically macroscopic in nature, 
and therefore only an approximate method for treating the 
stability of step trains. The requirement that the number of 
steps be conserved, leads to problems as l/k(x,t) = A tends 
to zero. It is also apparent that the assumption that the 
velocity is a function only of the average step spacings in 
a region does not allow for the effect of local interactions. 
This will be shown in detail in the next section. 
Interaction Function Analysis 
Mullins and Hirth (19) have given an elegant treatment 
of step train kinetics for the case of surface diffusion 
controlled growth. They started with the assumption that 
the velocity of a ledge is a function of the spacings between 
it and its nearest neighbors. Using the notation defined in 
Figure 34, this approach yields 
Vi = f + f (X^) , (4.19) 
since it also takes the effect of the near step and the lead 
step to be the same at equal spacings. The difference between 
this technique and the kinematic approach can be easily shown. 
If the average spacing X is defined by X=(X^+X^_^)/2, for 
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only small departures from equal spacing Equation (4.19) can 
be written in terms of a Taylor expansion. To do this it 
should be noted that X. ,-X'=X-X. both of which will be defined 
1-1 1 
as AX. Therefore Equation (4.19) becomes 
V. = 2[f(X) + AX] . (4.20) 
1 o 
The first term involves only the average spacing and there­
fore represents the realm of the kinematic wave theory. The 
second term involves the departure of local step spacings 
from the average and this will be covered by the interaction 
function approach. 
As a result of the use of Equation (4.19) with its 
equal interactions, Mullins and Hirth (19) found that when 
only two steps are present, they are neither attracted nor 
repelled, but move at the same velocity, which is reduced as 
the distance between them lessens. It can be seen from 
Figure 25 that the velocities of two such ledges cannot be 
equal in the present case. Therefore the form of Equation 
(4.19) must be modified if it is to be used. It will still 
be assumed that only nearest neighbor interactions are present, 
so that the equations will remain as simple as possible. 
Because of this, only X^ > 0.4 will be considered, although 
extrapolation of the results will be seen to be possible. 
Other than these changes, the general line of the Mullins-
Hirth treatment will be followed. 
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The most elementary modification to Equation (4.19) to 
take care of the unequal interactions is to write 
+ f(X^) . (4.21) 
The function b(X) represents the interaction within the 
trailing step while f(A) denotes the leading steps contribu­
tion to V. For a train of n-steps the equations that must 
be considered are 
Vi = b(AQ)+f(A^) = b(X^_^)+f(X^) 
Vg = b ( Xj^) +f ( X2I 
= b ( X2) ( X^) 
Vn-l = 
where b(X^) and f(X^) represent the maximum value of their 
respective functions. Since it is stability of the train that 
is being studied, it is advantageous to define X^^, the time 
rate of change of the step spacings. The value of X^ is given 
by the difference between the velocity of the i+1 and the i 
step, so that 
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or 
X^=b(X^)+f (X^^^)-b(X._3_)-f (X. ) . (4.23b) 
Since btX^) and f(X^) represent unknown constants, it is 
appropriate to define two new functions, B'(X) and F'(X) by 
B' (X^)=b(X^)-b(X^); F' (X^)=f (X^)-f(X.) . (4.24) 
Using these in the equations for the X^ for an n-step train 
gives 
X^ = -B'(X^)+F'(X^)-F'(Xg) 
X^ = B' (X^)-B' (Xgi+F" (Xg)-?' (X3) 
X3 = B' (X2)-B' (X3)+F' (Xji-F" (X^) 
(4.25) 
X^ = b' (X^_^)-b' (Xj^) ' (Xj^)-r' (X^^^) 
since B' (X^)=F' (X^) = 0. (It should be noted that all cases 
of X>X have been denoted by X since there is no change 
o o 
in the functions once this point has been reached.) 
To obtain the actual interaction functions themselves , 
the results of Chapter III can be called upon. In the case 
of the two step train the velocities are given by 
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Vg = b(X^)+f(A^) . (4.26) 
In Figure 25 it is shown that the gradient of the lead step, 
and therefore , goes to zero as tends to zero. Likewise 
the value of Qrp returns to as goes to zero so that v^(0) 
is Vg(X^). Therefore from Equation (4.26) it is apparent 
that b(0) = -f(Xg) and f (0) = ffX^) so that F'(0) = fXX^) -
f(X ) = 0 and B'(0) = b(X ) + f(X ) = V (X ). In order to 
o o o s o 
find the X dependence of B'(X) and F'(X) between 0 and X , 
the results of the three step problem can now be used. In 
Chapter III, only the case of X^ = X^ was considered, for 
which the velocity equations become 
It is easily seen that Vg-v^ = X^ = -B' (X^) while ^^'^2 ~ ^2 
= F' (X^). This same result could have easily been obtained 
from Equation (4.25) except that in this way it is easier 
to see how to use the previous results. It was stated at 
the beginning of this chapter that the value of q in Equation 
(4.3) could only delay the end result of ledge interactions 
^1 ~ b(X_) + f (X^ ) 
v^ = b(X^) + f (X^) 
(4.27) 
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but not prevent it. Following this argument set q = <» 
so that 
V = -(DOg/h)Q = 0^Q . (4,28) 
B(X) and F{A) can then be defined as B'(X)/0^ and F'(X)/0^ 
so that the left hand side of Equations (4.25) becomes X./G^ 
The division has the effect of changing the time scale, and 
for the present discussion this is unimportant. Therefore 
just define 
= X^/0^ = B (X^_j^)-B (Xj^)+F (X^)-F (X^_^^) (4.29) 
where i is simply the rate of change of X^ per 0^ seconds. 
The new F(X) and B(X) in Equation (4.29) can now be found 
directly from the results of Chapter III for the gradients, 
such as those shown in Figure 27. From Equation (4.27), as 
discussed previously, it can be seen that 
£ = -B(X, ) = Orp-0,, 
^ ^ (4.30) 
'2 = = V«L 
which results in the functions shown in Figure 35, for 
several values of X^. It will be noticed immediately that 
B(X.) > F(X.) for all values of X and the equality holds 
1 — 1 
only if both are zero. This single fact is responsible for 
the instability which step trains will be seen to exhibit. 
83 
At this point it would be quite nice to proceed in the 
elegant manner of the Mullins-Hirth treatment and derive some 
conservation relations by appropriate summation on How­
ever, as can be seen from Equation (4.25) no such sums exist, 
even though the equation for v^ was taken to be as simple as 
possible. There are only two relations of even passing in­
terest and these do not result in any type of conservation 
relation. The first is a sum over all the spaces yielding 
n-1 . • 
Z A.=&_=F(A.)-B(A ,) (4.31) 
i^l 1 i ± n- 1  
which gives the rate at which the train, as a whole, 
collapses or expands. The second relation is presented 
not because of its usefulness here so much as a comparison 
to the Mullins-Hirth results. Summing over all the odd 
numbered spacings gives 
j={j -1). n-1 . n-1 , 
Z Z (-1)*[B(X,)-F(X.) E I (-l)^A(X,) 
j=0 2]+l k=l k=l 
(4.32) 
where A (A) is always greater than or equal to zero. Use 
will be made of Equation (4.31) and the definition of A(X^) 
in the succeeding discussion. 
Since it is not possible to use summations to simplify 
the problem, it becomes necessary to seek numerical solutions 
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to the interaction equations, especially for trains having 
four or more ledges. Therefore some type of polynomial fit 
must be made for B(X^) and F(X^) over the region of interest, 
In order to avoid second nearest neighbor contributions, X^ 
has been kept greater than, or equal to, 0.40. It was also 
decided that X^ = 6.Oh or = -0.7000 presented the most 
rapid change in X for the three sets shown in Figure 35. 
Noting these qualifications, it was found that a reasonable 
fit for B(X ) and F(X ) for X = 6.Oh was obtained if 
n n 
B(X^) -
i=0 
0 . 0  
where 
and 
a = 0.02850 
o 
a^ = 2.23357 
a^ =-8.81890 
0.40 < X <1.0 
— n 
1.0 < X. 
n 
a^ = 14.04579 
a^ =-10.64819 
a^ = 3.15915 
(4.33a) 
0.08 sin^(7TX ) + I d.X^ 0.40 < X < 0.93 
n i=o 1 n - n 
F(X^) = ^ B(X^)/4.25 0.93 < X <1.0 
— n 
0.0 1.0 < X„ 
— n 
(4.33b) 
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where 
do = -6. 51335 ^5 = 6940 .52021 
^1 = 101. 36867 ^6 = -5632 .13733 
-663. 42333 ^7 = 2539 .03905 
^3 = 2388. 32367 ^8 = -488 .50370 
II 
-5178. 67387 
Using these in Equation (4.29), a numerical solution was then 
obtained by use of the Runge-Kutta quartic method (41), 
slightly modified for this particular case. The discussion 
of the subsequent results and predictions has been broken 
into two main sections depending on the size of the step 
train being considered. The first section will deal with the 
quantitative results found for two, three and four member 
trains, while the second will involve the extrapolation of 
these results to the general n-step problem where n is large. 
Small step trains 
n=2 The case of a surface containing only two inter­
acting ledges represents the simplest possible configuration 
for a study of step train stability. It is obvious from the 
results of Chapter III that the velocity of the trail step is 
larger than that of the lead for all X<À . This is borne out 
o 
by Equation (4.28) which yields 
a - F(X)-B(X)=-A(A) (4.34) 
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where A(X) is always positive. Therefore the only conclusion 
possible is that the collapse of the pair must occur unless 
some presently unspecified force can cause a repulsion. Such 
forces could be due to the interface dislocations interacting 
in a solid-solid phase transformation or atomic interactions 
between the ledges. Assuming, however, that these effects are 
small, the two single h steps collapse to form one of height 
H = 2h, so that it becomes necessary to characterize the 
properties and kinetics of multi-h steps. 
This result is obviously in contrast to the one obtained 
by Mullins and Hirth (19) for the surface diffusion case. 
Since this change is due only to the use of Equation (4.21) 
in place of (4.19), it should be valid in that case also when 
B(X) is always greater than F(X). 
Mulhi-h steps In Chapter II the characteristic 
properties of the independent step were obtained in terms of 
dimensionless parameters such as X^/h and p = Vgh/(2D). Un­
less the dimensionless boundary conditions are changed, as 
does occur for the case of partial mixing, the new H step 
should possess the same X^/H, VH/(2D) and 0 parameters as the 
Ih step. If the velocity of the new ledge is denoted by 
V(H/h), it can be seen that it is simply related to the single 
step velocity by 
V(Il/h) = V h/H . (4.35a) 
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If, however, the boundary layer thickness 6 is a constant, 
the equality above is not quite correct and a more general 
relation involving the ratios of the a's must be used. There­
fore, for pure diffusion controlled growth from solution 
Equation (4.35a) becomes 
V(H/h) = Vg{ha(6/h)/[Ha(ô/H)]} . (4.35b) 
It was pointed out in Equation (3.10) that these two rela­
tions are really almost equal for large 6 so that Equation 
(4.35a) can be used in almost all cases, with only a few per­
cent error in the case of growth from solution. 
A physical interpretation of the drop in velocity indi­
cated by these relations can be obtained by noting the rate 
of volume addition per unit time per unit step length in the 
single h and multi-h cases. The step moves a distance V per 
unit time and therefore sweeps out volume VH per unit time per 
unit length. The rate of volume addition, w, for an H = Nh 
ledge is therefore given by 
w = V(H/h)-Nh = V h (4.36) 
indicating that this parameter is independent of H, and 
explaining the h/H ratio of V/V^. However, the rate of total 
volume addition, Z w., (where i goes from 1 to the total 
i ^ 
number of steps), is not the same before and after collapse. 
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For instance, in the two step case, E w. before interaction 
i 
was (2Vgh) while afterwards it was only (V^h). Therefore 
Ï ÙJ. was reduced by a multiplicative factor h/H, which 
i ^ 
should show in the growth rate. 
Before returning to the discussion of step interactions, 
it should be pointed out that there is no reason that a multi-
step cannot break down into its individual members if a suf­
ficiently strong force arises. However a spontaneous breakdown 
is unlikely since the escaping lead ledge would only be recap­
tured. It will be shown, though, in the section involving 
three step interactions that such a force does exist and some 
ledges may escape from the base of these Nh steps under 
special conditions. 
n = 3 When three ledges are allowed to interact, the 
appropriate differential equations are 
= -B(À^) + F(X^) - FfXg) 
= B(X^) - + FtLg) (4.37) 
= F(A^) - B{\^). 
The discussion has been broken down into regions where is 
either greater than, equal to, or less than X.. The special 
cases of or Xg = 0 are also considered. As a check on the 
reasoning that follows, Equations (4.37) were solved 
numerically for some sample cases giving the results listed 
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in Table 1. In all cases calculations were stopped when 
Xi/AQ became less than 0.40, so that the final configuration 
corresponds to the last value printed by the digital computer. 
Table 1. Results of numerical solution of stability problem 
for three step train 
Starting conditions 
1. = Xg < X a) Xm/X 0.950 0.415 
X./X 0.950 2.078 
b) X^/X^ 0.750 0.425 
X./X 0.750 1.450 
2. X. < X_ < X Xi/X 0.750 0.442 1 2 o 1 o 
X./X^ 0.950 1.773 
3. ^ X, < X X_/X 0.950 0. 417 / 1 o 1 o 
Xg/Xg 0.750 1.374 
Starting values near were used since the most likely 
source of interacting steps is a perturbation of a train of 
independent ledges. The exception to this is the rather 
special case of interactions occurring near a growth spiral. 
This will be discussed at the end of this chapter. 
Ai = A2 < A^ This starting set of facings is of 
the typo used for n — 3 in Chapter III. In t-0, just as the 
interaction "begins". Equation (4.37) yields 2,^ = -B(A^) 
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while = F(X^). This indicates that decreases and Xg 
increases which leads to the next case. 
X^ < Xg < X^ In this case it is obvious that X^ in-
' ' I • 
creases since is positive. The sign of is initially un­
certain, but even if it is positive it is less than , so 
that eventually it will become negative and X^ will decrease. 
This is borne out by the results in Table 1. It can therefore 
be seen that the first two cases considered show that X^ ->• 0 
while X- increases. It remains to be seen if this is true 
for X^ > Xg at t = 0. 
X_ < X, < X The case of X„ < X, is similar to 2 1 o 2 1 
the situation considered by Mullins and Hirth (19) , where an 
independent fast moving trail step comes upon an inter­
acting pair. The difference in the present treatment is that 
the lead pair are not only interacting, but collapsing. The 
results in Table 1 indicate that the trail step forces the 
middle step to release the lead one in much the same way as 
the transfer of momentum in collisions occurs. 
This effect can be explained as follows. The interaction 
between steps 2 and 3 is essentially due to the fact that 
B(X^) > F(X^). But if step i affects step 2 the same is true, 
and the 1-2 interaction is strong. This in turn reduces the 
2-3 interaction and releases the lead step. 
It can be seen that all three of the cases considered 
thus far should result in a single independent step followed 
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by one of height = 2h. However two questions remain un­
answered. First, is there a value of for which 
allows the lead pair to collapse first, and second, can the 
lead step always escape when ->• 0? These will now be con­
sidered . 
Xg > = 0 The problem of whether the lead step 
escapes the collapsing trail pair is very important, since 
this seems to be the end configuration of all the cases con­
sidered. The velocity of the 2h ledge will be V^/2 while the 
lead step moves at a rate . Therefore if the lead step is 
to be captured its velocity must be reduced by more than 
half, which requires that the spacing X2 be nearly zero, as 
is shown in Figure 25. Since this is unlikely, it appears 
that the lead step escapes. 
X-, > X^ = 0 It can be seen from the results ob­
tained so far that a three step train will eventually decay to 
a collapsing trail pair and an escaping lead ledge for the 
values of X_ considered. The question however arises as to 
whether or not a minimum value of X_, for the point X^ = X^, 
exists below which the lead pair collapses first and repels 
the trail step. To find out, the case of a trail step 
impinging on a collapsed pair is considered. 
In such a configuration the rear step will have a veloc­
ity of until it reaches the point where interaction should 
begin due to the double sized field of the lead, double ledge. 
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Meanwhile, as long as the trail step does not affect the 2h 
step, the latter has a velocity Vg/2. Therefore, if the 
collision of these two objects is to be prevented, the 
velocity of the trailing step must be made equal to the 
leading one, requiring that it be reduced by at least one-
half Vg. This in turn requires that one half of the material 
the lead step needs be taken from the diffusion field of the 
rear step. However the geometry of the field prohibits this 
until X<Xg, the diffusion distance for the trail step, at which 
point, it removes material from the lead step's field, slow­
ing it and thereby reducing the interaction. There is 
therefore no way to prevent the collision, although the end 
result is still in doubt. It is possible, depending on the 
bonding energy of the two steps, to either form a 3h step, 
or release the lead step from the pileup. The exact result is 
in doubt and a study of the atomic interactions and step shape 
stability is required before the problem can be solved. 
However, the latter case, which is equivalent to a single ledge 
passing through a slow moving bunch, is a little more compatible 
with the experimental results to be discussed in the next 
chapter. 
It should be pointed out that the arguments given above 
are also good for the case of a single ledge impinging on a 
general Nh step. In this case the velocity of the single step 
would have to be reduced by (N-1) /N, requiring the lead 
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"macrostep" to remove (N-l)/N of its material from the field 
of the trailing ledge, which is not possible. Much use will 
be made of this argument in the next chapter. 
Summary The results of the study of the three 
step train are quite easy to summarize. In all cases in 
which the spacings are not almost zero to start with, the lead 
step escapes and the trail pair collapse. This is due to 
the fact that B(X) is always greater that F(X). In the case of 
a single trail step coming upon a collapsed pair, either a 
3h step is formed or the lead step is released, depending on 
the relative energies involved. In any case, the situation 
in which the lead ledge has height 2h is the only one that 
results in all three steps coming together. In all others 
the lead step escapes. 
n = 4 For the n = 3 case, it was found that the lead 
step eventually escapes, indicating that interaction between 1 
and 2 is greater than between 2 and 3. This should still hold 
for the four step problem so that it might be expected that 
the 3-4 interaction would again be strong. This is essen­
tially what the calculation, whose results are listed in 
Table 2, indicated. Pairwise breakdown was found in all 
cases except that corresponding to a convex surface where 
X3 < < X^ initially. Two sets of Xwere used for each 
type of surface to check the generality of the results, so 
that there is apparently something unique about the convex 
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Table 2. Results of numerical solution of stability problem 
for four step train 
starting conditions 
stop 
1. Flat Surface a) 0.950 0.407 
(Xl=X2=X3<Xo) X /A 0.950 1.988 + 
0.950 0.718 
b) 0.750 0.458 
Xg/X 0.750 1.325 + 
X_/X 0.750 0.717 
2. Concave Surface a) X./X 0.900 0.457 
(XI<X2<X3<>^o^ 0.950 1.939 + 
Xg/Xg 0.990 0.996 
b) X,/X 0.750 0.427 
Xg/X 0.850 1.660 + 
Xg/X 0.950 0.971 
3. Convex Surface a) A,/A 0.990 0.439 
(X2<X2<X1<XQ) ^3/^0 0.950 1.532 + 
Xg/X 0.900 1.188 0 
b) X^/X 0.950 0.450 
Xg/X 0.850 1.310 + 
Xg/X 0.750 1.004 0 
surface, at least in the range of values used. 
Because of the form of Equation (4.25), the lead step in 
the convex case may have &_<0 but it will have the smallest 
magnitude of any Therefore as long as the 2-3 interaction 
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is strong, the 3-4 interaction is not, and in the convex case, 
changes sign and moves toward Note however that 
the starting values are important since they determine the 
magnitudes of the relative interactions. To show this a 
little better, Figure 36 and Figure 37 show the divided by 
X as functions of time for the convex cases in Table 2. 
o 
(tsTOp is defined by - 0.4.) Once X^ has reached a 
point at which B(X2) < h{X^) , the sign of reverses. (One 
obvious case in which the inequality is satisfied corresponds 
to Xg = Xg > Xg.) Note that in the case listed as 3b in 
Table 2, pairwise breakdown almost started since X^ at the 
end is only 1.004 X^. It is reasonable to conclude that if 
the initial X^ were smaller, the final one would also be, so 
that extremely convex surfaces are probably subject to pair-
wise decay, too. To sum this up, it appears that all finite 
step trains undergo collapse of the odd numbered terraces ex­
cept in the case of ^3 ^2 ^ ^ 1' Provided X^ is not too small 
(2 0.650). 
Summary The problem of a train of four inter­
acting steps indicates that the interactions present lead to 
pairwise breakdown of the trains, starting at the trail end. 
The only exception to this is the case of a convex surface 
in which the lead pair does not collapse, but rather both 
escape. Note that if five steps were present, even this case 
96 
would lead to pairwise collapse from the rear since as the 
trail pair interact, the three remaining lead steps would 
behave as a three step train. This leads to the consideration 
of the general n-step train. 
Long step trains 
Consider a large but finite train of interacting equi-
distanced steps, such as would result from some field perturba­
tions on a stable train. It is by now apparent that when the 
number of interacting ledges is finite, the last pair of 
steps tends to collapse first. This in turn increases , 
by Equation (4.25), which decreases and so on, indicating 
pairwise breakdown. Meanwhile at the other end of the train, 
is increasing since for constant spacing = F(X) 
initially. This in turn increases X^_2 and so on so that 
the lead end of the train is spreading. In both cases, 
15,^ I decreases as one proceeds to the interior of the train. 
For a small train, is so large that pairwise breakdown 
occurs over the whole train. However in large ones, the 
effect of the trail pair finally is diminished so that 
beyond some point all steps become independent. The posi­
tion of the point depends on the starting conditions and the 
length of the train. These results should also hold for con­
vex and concave configurations, since the results of Table 2 
indicate that the final value of X^ is a minimum for the 
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equispaced step train, and any departure from this initial con­
dition just increases the number of the escaping steps. To 
sum this up, if a large train of ledges is perturbed, collapse 
begins in a pairwise manner from the trailing end with 
X . going to zero. The lower the value of j the sooner 
collapse should occur. However since the effect is minimized 
at high j values, not all members of the train are involved, 
but only those behind some point determined by the strength of 
the perturbation, the initial configuration and the length 
of the train. Please note that these results apply only to 
trains of finite length which are in no way connected with 
their source. The more reasonable case of a train which ends 
at its source will now be considered. 
Step trains during growth 
Since most step trains originate at a source during 
growth and are to some extent tied to that source, the behavior 
of their member steps is a problem of great interest. 
Earlier it was seen that if a trail step impinges on a collaps­
ing pair in front of it, it stops the collapse, releases the 
lead step and captures the middle one. If this pair is in 
turn influenced by a trailing step, the process is repeated. 
This is essentially what should happen when a source tries to 
produce steps with spacings much less than X . 
Consider the general case in which the spacing between 
steps is some function of the supersaturation, a. Above the 
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critical value where f(o^) = the source will begin to 
produce steps with This then immediately causes the 
step interactions to begin, as outlined above. If the super-
saturation is much larger than the interactions will be 
very strong and a pileup will occur at or near the source. 
This, in turn, reduces the supersaturation at this point and 
the actual production of steps is slowed down. Finally some 
type of equilibrium is reached between the rate of step 
creation and step interactions. The steps which then leave 
the affected source should have a spacing, X*, whose value 
will depend on the size of X^, as can be shown. 
For a just over a^, the spacings are only slightly below 
X^, so the interactions start out slowly. The interaction 
strength will increase as a increases, or as X decreases. 
The rate of increase,- however, depends on the value of X_ 
and the interface kinetics factor q, as can be seen in Equa­
tion (4.4). If X^ is small, as it was for the interactions 
considered in previous section, and q = equilibrium occurs 
for a almost equal to a , and X* - X . However, there are 
^ c o 
many physical problems which involve diffusion distances many 
times larger than the 150h value whose interaction functions 
are shown in Figure 35, There is also good reason to believe 
that very small q values are possible. For these cases, the 
effect of overlap will be minimal for a ~ and the pileup 
near the source will occur only for o *  > >  a .  
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Following these arguments it is possible to divide the 
predicted step spacing as a function of supersaturation into 
three regions. In the first, the supersaturation is small so 
the steps act as if they are independent and 
X = f (a) ; (4.38a) 
As the supersaturation is increased, a region of metastable 
configurations is reached where the true spacing may be equal 
to, or just a little greater than, the value found from Equa­
tion (4.38a). Assuming only the equality for now, 
X = f (a) ; 0^ < a < a* (4.38b) 
where a = a* marks the beginning of interactions affecting 
the source, and, as stated, is a function of and q. 
Finally, the third region is characterized by a nearly constant 
spacing, at least near the source. Once the surface has 
reached an equilibrium with the interactions the equation 
X* = f(a*); a>o* (4.38c) 
should describe the situation. This control of the step 
source is possibly the biggest major distinction between this 
and previous models. 
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Conclusions 
On the microscopic, or individual step level, it has been 
shown that finite step trains undergo decay by having the odd 
numbered spacings tend to zero, starting with However, 
spreading occurs at the lead end of the chain of ledges, so 
that pairwise collapse will terminate in the interior of 
large trains. 
For an infinite train, which includes those still tied to 
the source, pairwise collapse itself does not occur. However, 
the interactions are passed backwards within the train, with 
those at the lead end being released. This should also hold 
for local perturbations in large trains. 
The case of the large, macrosteps was also considered, 
and it was found that a single step coming upon a multistep 
would collide with it due to the difference in velocity, and 
could possibly displace a step from the base of the macrostep. 
The latter effect will be determined by the bonding energy of 
steps, and the difference in the influence of the trail step 
on the lead step's face at top and bottom. 
On the macroscopic level, a short explanation of the 
kinematic wave theory (or kinematic continuum theory), follow­
ing Frank's (26) approach was given. A sample case was worked 
out and shown in Figure 32. The necessary equations and 
functions for use with the present theory are given in Equa­
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tions (4.17) and (4.18) and Figure 33. 
Finally, the only thing that has not been covered which 
pertains to step interactions is the short range forces 
between ledges. This includes such things as dislocation 
repulsion, atomic interactions, and surface energy considera­
tions. All of these should not present a problem at reason­
able step spacings, and they should only come into play at the 
moment of collapse. Their range should be on the order of 
only a few atomic diameters, so the results of this chapter 
will not be affected in general. However, before the 
stability of an Nh step can be predicted, they will have to 
be studied in some detail. 
The last three chapters have been devoted to the develop­
ment of a theoretical model for diffusion controlled lateral 
growth. It is therefore time to test the predictions of the 
model against experimental fact. This confrontation will 
take place in Chapter V. 
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CHAPTER V. ANALYSIS OF EXPERIMENTAL DATA 
This chapter will be concerned with the confrontation of 
the proposed model, and its subsequent predictions, with the 
available body of relevant experimental data. The first 
section will deal with the observed growth rate and step 
velocities and will be divided into liquid-solid and solid-
solid phase transformation data. The second area will cover 
the observation of surface ledges, particularly macrosteps, 
and will include an explanation of their occurrence based 
on this theory. 
Growth Rate Observations 
The observed growth rate depends on three main factors -
the step velocity, the step height, and the step spacing. 
This is expressed by the relation 
\ = Vgh/X . (5.1) 
At the end of the last chapter, the dependence of A on super-
saturation was discussed with attention given to the effect 
of q and X . Therefore, sincc both V and X are functions of 
o s 
0, one or the other must be isolated if the theory is to be 
verified more than in just form. Although the data in 
liquid-solid transformations is more extensive, at least in 
the number of materials observed, there still remain too many 
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unknowns to say anything about or X separately. However, 
a recent set of experiments involving a solid-solid phase 
transformation makes a quantitative check of the value of 
predicted by the theory possible. Once the validity of the 
theory in predicting has been established, growth rate 
data can then be used to check the dependence of X on the 
supersaturation as discussed in Chapter IV. For the most 
part however, due to the complexity of the q and X dependence 
of X, this will have to be a qualitative check. 
Solid-solid phase transformation 
At the present time, there exists only one set of pub­
lished data with sufficient accuracy to be used as a test of 
the proposed model. Laird and Aaronson (14), have completed 
an extensive study on the kinetics of lengthening and thick­
ening of platelike y-phase precipitates for Al-15 w/o Ag. By 
use of a hot state electron microscope they were able to 
directly observe the dislocation structure of the interfaces 
as a function of time. The interface, which is coherent be­
tween the dislocations, can advance only by the passage of a 
step across it. The steps are located at and are essentially 
one with the Schockley (42) partial dislocations in the inter­
face so that a measurement of dislocation velocity is a 
measurement of V , 
s 
For the material which was studied, the dislocations also 
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change the crystal structure of the matrix to that of the 
precipitate, so that their vertical spacing can be uniquely 
determined. This is the same as the step height and in the 
present case is equal to the c lattice parameter of the 
O 
matrix phase, or h = 4.573 A. 
Laird and Aaronson (14) were also able to find c^ from 
the heat treating history of their foils. The samples were 
heated to 435°C for ten minutes and 450°C for thirty seconds 
before quenching to the two temperatures at which measure­
ments were made. The authors then set the initial c^ to the 
interface concentration at 450°C and then assumed it slowly 
dropped to the value of c^ at 435°C. This therefore gives an 
upper and lower limit to and therefore an upper and lower 
value for p. Since the dislocations displayed a very high 
kink density, the mobility can be assumed to be large so that 
q ~ 00. The peclet number was then obtained from Figure 38, 
a log^pP versus 0 plot, for q = «>. 
Laird and Aaronson have published values for step veloci­
ties at the transformation temperatures of 425°C and 400°C. 
They also have listed the diffusion coefficients at the two 
temperatures to be (15), 9.16 x 10 cm^/sec and 5.67 x 10 
2 
cm /sec, respectively. These values have been obtained as an 
extrapolation from the data of Heumann and Dittrich (43). 
Therefore, since all the necessary experimental parameters have 
either been specified by Laird and Aaronson (14) or are 
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determinable from other sources, a theoretical velocity can 
be calculated. This is accomplished by using the relation 
^CALC ^ 2p D/h (5.2) 
where the value of the peclet number p is determined from the 
value Q . Table 3 shows the calculated and observed veloci-
o 
ties at the two temperatures and the value of p and ^2 used 
CALC 
to find them. The two values for p, and correspond 
to the upper and lower limits placed on the value of c . 
Table 3. Comparison of calculated and observed step veloci­
ties, based on the data of Laird and Aaronson (14) 
calc. ,, obs . 
Tpmn ^s vs 
(or\' p (cm/sec, (cm/sec, 
^ ' 5 5 
X 10^) X 10 ) 
400 0.0458-0.0281 0.009-0.0026 2.23-0.645 2.96-1.18 
425 0.0247-0.0073 0.0015-0.0002 0.602-0.080 1.75-0.082 
It is obvious that the agreement between theory and 
experiment is excellent. This is made additionally impressive 
when it is realized that a foil was used, which is definitely 
not an infinite sized sample, even with respect to the small 
steps. The step height is also extremely small, almost 
monatomic, while the theory assumes an almost macroscopic 
step. 
Laird and Aaronson (14) also measured the distance between 
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the moving dislocations and obtained spacings in the range of 
100 to 250 times the step height. This agrees with the value 
of X/X for p = 0.009 which is just 160 h. However at smaller 
values of p, goes up to over one thousand h. Therefore 
the step spacing was still controlled by the source for the 
low $7^'s and the configuration seen at 425°C must be meta-
stable. Even at q = <», the value of Q in Equation (4.4) is so 
small that is not greatly affected by the overlap until 
very small X's are reached. As further evidence of this 
being the case, it should be noted that in the first minutes 
of the transformation, when the driving force was highest, 
macrosteps were observed. Then as time passed single steps 
came into prominence. The macrosteps will be discussed in 
the second half of the chapter while the X vs a dependence 
will be checked next. 
Growth from solution 
The dependence of the step spacing on supersaturation 
was first discussed in Chapter IV, where the effects of inter­
face mobility and diffusion distance were mentioned. If it 
is again assumed that the theory proposed herein is valid for 
monatomic steps, as the results of the foregoing discussion 
would seem to indicate, the function f(a) in Equations (4.38) 
can be replaced by Equation (2.35). Finally, can be 
obtained from Equation (2.32b) for o < o and Equation (3.28) 
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for a > a^. Placing these in Equation (5.1) yields 
= [h/(4n(j)) ]y^c^a^ [1+U^Cp (h/D) a (6/h) ] ^  (5.3a) 
for a << a* 
while 
= [h/(4Tr(})) ]y^Cga*a[l+y^Cp(h/D)a(6/h,X*) ] ^  (5.3b) 
for a >>0*. The factor X* is just while a* = 4n^/A*. 
The basis for the first equation is the fact that, far 
from X*, interactions are weak and ineffectual. Therefore 
the spacings still obey the X = 4n^/o relation and the step 
velocity is that of the independent step. The second relation 
is valid in the region in which the interactions are strong, 
and the pileup of steps near the source has caused the rate 
of step production to reach a constant, independent of a. 
Since there is every reason to believe that X* is in general 
less than X , the factor a(6/h,X*) is also greater than 
a(6/h) so that two factors are changed in Equation (5.3b). 
It should also be noted that Equation (5.3b) represents the 
maximum velocity for this region, since any fluctuation in 
spacings for X - X* does give rise to strong interactions and 
will slow the growth rate. 
In the middle region which is not covered by these 
velocity relations, two main problems arise. It is along this 
part of the a axis that interactions start to have an effect, 
yet the source is not yet stabilized. The a(6/h,X^) in the 
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denominator will be someplace between a(6/h,l) and a(6/h,X*) 
depending on the value of a, Fluctuations in spacing are 
extremely important while the source is being stabilized and 
are sure to be present in this region. Therefore the section 
of the versus a graph will be approached as an extra­
polation between the two extreme sections. 
Before going further, it is advantageous to consider 
exactly what type of - a curve is expected from this model 
of step kinetics. If Equations (5.3) were obeyed right 
up to a = (J*, with the first relation slightly modified 
so that (x(S/h) changes to a(6/h,X*) by a = a*, a curve such as 
the solid one in Figure 39 would result. However, if fluctua­
tions and step bunching are allowed, a slight depression of 
in the region of o* would result and versus a would have 
the form of the dashed curve in Figure 39. This latter seems 
to be a more physically reasonable result since the fluctua­
tions should always be present. 
In either case, it is apparent from the discussion that 
any versus a curve should be parabolic at low supersatura-
tion values, and more or less linear at high values. The 
cutoff between these two regions should be in the area of a*, 
the suporsaturation value at which the interactions first be­
come strong. It can be seen however, from Equation (4.4) that 
a decrease in mobility, (decrease in q), or an increase in 
diffusion distance, (decrease in Q), results in a weakening of 
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the interactions. This will in turn increase a* and extend 
the parabolic region of the curve. It would therefore be 
possible to check the arguments for X as a function of a 
by changing or and noting the shape of the curve. The 
necessary data are available in a paper by Smythe (35). 
In a series of experiments on the growth of sucrose 
crystals, Smythe studied the effect of impurities on the rate 
of growth. Now it is obvious that decreasing step mobility on 
the surface, which is the effect of most impurities, will 
decrease the growth velocity. However there is no reason why 
the value of o* should change since X is constant, unless 
there is a strong dependence on q as postulated above. Smythe's 
results, shown in Figure 40, do display the shift in a* as 
predicted and therefore uphold the hypothesized dependence. 
It is also apparent that all curves conform to the shape 
expected. It should be noted before going on, that the 
curves for high a tend to that of pure sugar. This is due to 
the effect of the impurities being reduced, since more steps 
per unit time pass any point than at low o values and therefore 
there is no time for an impurity buildup on the surface. It 
should also be noted that curves with relatively small o* 
values will have linear reactions that tend to intersect the 
origin. However this is principally a problem of scale on 
the a-axis. 
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Surface diffusion versus volume diffusion 
Recently, Bennerca (34, 44-47) in a series of papers has 
challenged the application of volume diffusion-controlled step 
kinetics to growth from solution. He has based his argu­
ments on the failure of the previously available models to 
explain the experimental results adequately. An effort will 
now be made to show that the present theory does take care 
of his objections. 
The first problem stems from the fact that in all other 
theories, the source continues to obey Equation (2.35) over 
the entire a range. Therefore the linear dependence comes only 
from the step bunching produced by the sources, and since the 
steps repel each other, the spacing is held constant, and the 
value of X in Equation (1.12) is determined by the source. 
In the case of very small the effect of the bunching on 
the velocity is minimal due to Equation (4.4), and the para­
bolic dependence continues over the entire region, which 
does not agree with experiment. The present model, however, 
predicts a linear dependence not because of step bunching but 
because of source rate control. Since the steps do attract 
each other, a spacing is eventually reached where the inter­
actions become important, and this is not dependent on the 
spacing of steps at the source, except to start the inter­
actions. Therefore the present model predicts linear de­
pendence at high o values with only affecting the value 
Ill 
of a*. 
The second problem arises from some results which 
Bennema obtained which showed no dependence of on the stir­
ring rate. It therefore seems that is independent of 6, 
as it would be for surface diffusion. However, for the case 
he considered, by Bennema's own calculations q - 10 ^ and 
therefore the dependence of on stirring rate will be small 
unless drastic changes in w are made. Since only doubling and 
tripling of w were considered the results are reasonable. 
This is further borne out by the results of Smythe (35) who 
found the growth rate doubled when the stirring rate changed 
from zero to 3000 rpm, as is shown in Figure 41. It would 
also seem likely that for very small values of q, no stirring 
is even necessary, since some diffusion and convection in 
the solution will always be present and the growth rate is so 
small. At these times the results of the complete diffusion 
equation are needed as in solid-solid transformations. 
Summary 
While the results for the case of growth from solution 
only qualitatively match those of the theory, they do agree. 
It is also apparent that this model does answer the objections 
presented by Bennema (34, 44-47) for the use of volume diffu­
sion theory. His hypothesis that growth from solution is 
surface diffusion controlled may be correct, but in light of 
112 
the theory developed here, the arguments presented thus far 
are inconclusive. 
The Direct Observations of Steps 
As was mentioned in the discussion in Chapter I and again 
just above, the previous models proposed for interacting steps 
do not allow for step collapse. It is therefore difficult 
to explain the occurrence of macrosteps, that is a ledge made 
up of many small unique steps, by their use. However it is 
possible to explain such entities if step collapse is allowed, 
as the present model proposes. It now remains to prove they 
do occur, as the model predicts. 
As was mentioned in the first part of this chapter Laird 
and Aaronson (14) noted that in the earliest stages of growth 
O 
most of the thickening was done by macrosteps of between 100 A 
and 250 A in height. Since the y-plates were partially dis­
solved just before being quenched to the transformation 
temperatures of 400°C and 425°C, the pileup that gave rise to 
these steps probably existed at the source from time t = 0. 
The effect of the dissolution congestion was heightened by 
the fact that the driving force was highest at the very 
beginning of the transformation. 
Albon and Dunning (48) have reported steps of from 10 to 
500 atoms high in their experiments on the growth steps on 
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sucrose crystals. These have been explained by Bennema (46) 
as due to the shifting in position of the center of the source 
dislocation, and the resultant fluctuations in the spacings 
of steps from neighboring dislocations. It is of interest to 
note that, in this experiment, spacings near the source were 
the only ones subject to change while those further away were 
constant. This agrees with the predictions for a >> a*, and 
a stabilized source region beyond which A is constant. 
Finally, although direct verification of the stability 
of step trains is not yet possible, a type of secondary sub­
stantiation can be obtained from some work done in surface 
diffusion. It was pointed out in Chapter IV that many of the 
predictions of Mullins and Hirth (19) for step stability in 
cases where surface diffusion was the controlling mechanism 
are quite similar to those obtained from the present volume 
diffusion model. Recently, two scientists, Hulett and Young 
(7), found that the experimentally observed profiles of dis­
location etch pits in copper coincided with the profiles pre­
dicted by the step kinetics of Mullins and Hirth (19). They 
also found that no step interactions were present for steps 
O O 
over 500 A to 700 A apart, indicating a finite diffusion field, 
even in surface diffusion. Noting these results it can be 
seen that the assumptions made in the beginning and the re­
sulting predictions for step stability at least lie in the 
area of the physically reasonable. 
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Conclusions 
It was shown in this chapter that the step velocity pre­
dicted by the model proposed in Chapters II through IV is in 
excellent agreement with experiment. The fact that this 
agreement occurred for a very small step height indicated that 
steps almost monatomic in height can validly be treated. When 
the theory was then compared to the experimental results ob­
tained from the growths of crystals from solution, it was 
seen that the observed growth rate versus supersaturation 
curves agree substantially with the predicted curve form. It 
was also shown in this chapter that the problems which the 
previous theories encountered as noted by Bennema (34, 44-47) , 
are not present in this model. For this reason the arguments 
presented by Bennema to justify his hypothesis of surface diffu­
sion control in growth from solution have been found inconclu­
sive, although the hypothesis may still be valid. 
In view of all these facts, the proposed model seems to be 
in very good agreement with the available experimental data 
for solid-solid and liquid-solid phase transformations. This 
agreement is also substantially better than that given by 
previously developed theories. It is therefore left to future 
experiments to either further verify or disprove the arguments 
given herein. 
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CHAPTER VI. SUMMARY AND CONCLUSIONS 
In the first chapter of this work, the models which had 
previously been proposed to characterize volume diffusion con­
trolled lateral growth of solids were discussed and found to 
have several shortcomings. All of these theories have ignored 
the shape of the ledge and have replaced it by a line source 
moving on a flat surface (16, 17). This in turn can lead to 
erroneous conclusions in the area of surface stability and 
step train interactions. It was also shown that none of the 
available approaches validly describes the kinetics of steps 
during solid-solid phase transformations, since all include 
a boundary layer thickness parameter 6. For these reasons 
the present work was undertaken. 
The study of step kinetics was broken into three main 
sections. The first dealt with the independent, non-inter­
acting step, the second considers short trains of interacting 
ledges, and the third section concerns the stability of 
step trains, and hence the surface on which they move. The 
steps in all these sections are assumed to be right angular, 
or very nearly so, as the ones in Figure 1, and it is further 
assumed that they are of equal height. 
In order to obtain the normal gradient at the step face 
for the case of the independent step, Laplace's equation was 
solved for both a constant concentration, and a constant 
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normal gradient boundary condition. The velocity was then 
expressed in terms of the boundary layer thickness 6 for 
the problem of growth from solution. However, in order to 
handle solid-solid phase transformations, an approximate 
solution to the diffusion equation was obtained, and the 
step velocity in this case is a function of the system 
supersaturation When the results for growth from solu­
tion were compared to those of Chernov (17), it was found 
that the velocities would not differ greatly. However, there 
was a very noticeable difference between the shapes of the 
diffusion fields, indicating that a study of step interactions 
would be in order. Meanwhile, the results for the solid-solid 
phase transformation case were compared to the available ex­
perimental results and the agreement was found to be excellent. 
The comparison is shown in Table 3. 
The second section extended the single step results into 
the area of step interactions. Trains of two and three ledges 
with overlapping diffusion fields were considered, and the 
normal gradient of each step was calculated as a function of 
step separation. This lead to the immediate result that 
two interacting steps will collapse to form a 2h ledge, ex­
plaining, at least in part, the origin of macrosteps. It was 
also shown in this section that the next nearest neighbor 
interactions in step trains is not large enough to worry about 
at this time. Therefore the three step train gives enough 
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information to generalize to the behavior of an n-step 
system. 
The stability of a general step train was studied by 
the use of both the kinematic continuum theory (26, 27, 40), 
and an interaction function method (19). One of the first 
conclusions reached was that the effect of the rear step on 
a given ledge is always greater than the effect of the one in 
front. This was found to lead to pairwise breakdown of 
finite step trains, starting from the trailing end, in most 
cases. However, in the case of steps still tied to a step 
source, it was found that the interactions can cause a pile-
up near the source and actually slow down the production of 
new ledges. This is an exceedingly important result, as 
was shown in Chapter V where it was applied to the problem 
of growth from solution. It was shown that the observed 
growth will be parabolic at low supersaturations, (a), 
and linear with respect to a at high values as with the 
previous models. However the linear dependence is not due 
to step bunching as predicted by Chernov (17), but rather it 
is due to the stabilization and control of the step source, 
due to step interactions. This result overcomes the objec­
tions presented by Bennema (34, 44-47) to the previous 
models and makes inconclusive the arguments which he presents 
to prove that surface diffusion controls growth from solution. 
The arguments presented here for source stabilization were 
118 
further verified by a study of the experimental results ob­
tained by Smythe (35), which show the predicted behavior when 
impurities are added. 
The theory presented in this work has been seen to agree 
with the available experimental data over the range considered. 
It has been seen that the values of the velocity obtained 
O 
for steps as low as 4.573 A has been quite acceptable when 
compared to the measured values. It was also shown that the 
linear dependence of growth rate curves on supersaturation 
at high values could be explained by this model even for 
small values of interface mobility y^. 
Further verification of this theory will require more 
measurements in the area of step velocity in both growth from 
solution and solid-solid phase transformations. The latter 
is possible by means of electron microscopy, as was done by 
Laird and Aaronson (14), while the former will probably in­
volve decanting. Meanwhile, the full use of any velocity 
relations requires the knowledge of the interface mobility, 
which is as yet not available. Once these measurements 
have been made, the final verification of this theory can 
be made, and a decision can be reached as to the controlling 
process in growth from solution. 
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Figure 1. A cross section of a stepped surface showing the 
step velocity as , while the rate of interface 
advance is 
PRECIPITATE 
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Figure 2. A cross section of the diffuse interface involved 
in the uniform interface advance of the continuous 
growth mechanism 
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Figure 3. A one dimensional concentration profile for step 
growth with the precipitate concentration denoted 
by Cp and the matrix concentration far from the 
interface by c 
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Figure 4. A hypothetical phase diagram, where the circle at 
the intersection of the two dashed lines indicates 
the matrix starting conditions 
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Figure 5. A stepped surface showing kinks in the interface 
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Figure 6. The two conformai mappings involved in the single step solution 
to Laplace's equation 
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Figure 7. The concentration field and dashed flow lines for the single step 
with the isoconcentrate interface and a diffusion distance of 4.1 h 
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dT 
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Figure 8. The normal gradient evaluated at the step face, 
shown as a function of position on that face for 
a diffusion distance of 4.1 h 
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Figure 9. The value of the normal gradient at the base of 
the step as a function of diffusion distance 
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Figure 10. The cross section of a hygothetical mobility plot, 
showing the cusp at 0 = 0 
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Figure 11. The concentration field and dashed flow lines for the single step 
with a constant normal gradient at its interface and a diffusion 
distance of 4.1 h 
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Figure 12. The interface concentration for four different 
normal gradients plotted as a function of inter­
face position 
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Figure 13. The normal gradient for the single step with 
constant normal gradient, as a function of 
diffusion distance 
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Figure 14. A comparison of the term obtained by Chernov (17), (l/n)ln(6/h),^ 
and the one given by the present treatment for relating to o/n 
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Figure 15. The stepped plane showing the region for which the complete 
diffusion equation was solved 
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Figure 16. The velocity factor a(p) plotted versus the 
peclet number, p 
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Figure 17. The peclet number as a function of the system 
supersaturation fi and interface kinetics 
parameter q 
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Figure 18. The forward diffusion field dimension, Aq/H 
plotted versus the boundary layer thickness, 
6/h 
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Figure 19. The peclet number p versus the forward diffusion 
field dimension, X /h 
Figure 20. Two steps just before the rear step's field overlaps the 
face of the lead 
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Figure 21. A schematic representation of the two step mapping showing the 
positions of A, B, C, and D 
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Figure 22. The gradient change as a function of step face 
position for a two step case 
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Figure 23. The actual and corrected overlap concentration 
values for a two step case 
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Figure 24a. The diffusion field of two steps as they approach 
one another, where X =1.54, 1.24, 1.08, 0.92, 
and 0.76 
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Figure 24b. The diffusion field of two steps as they approach 
one another where X^=0.50, 0.43, 0.34, and 0.2 5 
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Figure 25. The normal gradients in the two step case as functions of step 
separation for = -0.8000 
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Figure 26. A schematic representation of the three step mapping showing 
the positions of A, B, C, D, E and F 
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Figure 27. The normal gradients in the three step case as functions 
step separation for = -0.6500 
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Figure 28. A comparison of the normal gradients for the lead steps in the 
two and three step cases 
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Figure 29. The two factors needed to calculate Q.. (X ) shown as functions 
of A M n 
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Figure 30. The value of by the expansion (solid line) compared 
to the ones obtained f:rom the interaction calculations 
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Figure 31. A comparison of the Chernov velocity factor and 
the one obtained from the present model for X<X , 
for a representative 6/h value 
Figure 32. An example of the use of kinetic wave theory 
(26, 27, 40) showing the initial density 
distribution, (A), the initial interface, 
(B), the characteristic lines versus time, 
(C), the final density, (D), and the final 
interface, (E) 
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Figure 33. The two functions needed to apply kinetic wave 
theory (26, 27, 40) to the present model 
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Figure 35. The two interaction finotions plotted versus for three 
values of diffusion distance 
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Figure 36. The normalized step spacing as a function of 
time for the starting values of 0.99, 0.95, 
0.90 
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Figure 37. The normalized step spacing as a function of time 
for the starting values of 0.95, 0.85, 0.75 
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Figure 39. The normal growth rate versus a for the ideal case (solid) 
and the more physically reasonable one (dashed) 
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Figure 40. The data obtained by Smythe (35) for growth rate 
as a function of impurity concentration 
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Figure 41. The data obtained by Smythe (35) for growth 
velocity as a function of stirring rate 
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Figure 42. The planes involved in the general Schwartz-
Christoffel transformation defining and 6^ 
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Figure 43. A schematic representation of the single step mapping 
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Figure 44. The integration path used in the conformai mappings 
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Figure 45. The separation in the two step case plotted 
versus (A+B)/2 
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Figure 46. A-B versus (A+B)/2 for the two step case 
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stationary source, (A), with that of a moving 
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APPENDIX A: A GLOSSARY OF SYMBOLS 
Symbol Meaning 
A,B,C,D,E,F The parameters used to describe step posi­
tion in the two and three step Schwartz-
Christoffel mappings 
B(A) The interaction function for the trail step 
in the Mullins-Hirth type stability analysis 
c The equilibrium interface concentration in 
e . 1 . • the matrix 
c The concentration in the matrix far from the 
00  ^ , 
precipitate 
c The actual interface concentration in the 
m . . 
matrix 
c° The actual interface concentration in the 
m 
matrix at the base of the step 
Cp The concentration of the precipitate 
c(k) The velocity of a step in a region where 
the density is k(x,t) as given in the kine­
matic wave theory 
D The diffusion coefficient of the solute in 
the matrix 
F(A) The interaction function for the lead step 
in the Mullins-Hirth type stability analysis 
g, g(£), g(0) The concentration gradient normal to the 
interface before the field is normalized 
and put in terms of F 
h, H The height of a step, where H is some 
multiple of h 
J(k) The flux of steps in a region of density 
k(x,t) as described in kinematic wave theory 
k(x,t) The density of steps as a function of position 
and time in the kinematic wave theory 
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Z A parameter describing the rate of step 
spacing change, defined by Equation (4.28) 
p The peclet number, defined as Vgh/(2D) 
q The interface kinetics parameter, defined in 
Equation (2.54) 
Q ,Qq/Qq The normal gradient of r^, , or r^, 
evaluated at the step face 
Q The value of the normal gradient for 
° that is, before interaction 
Q The normal gradient of the middle step in a 
three step train, which is used to represent 
any interior step in an n-step train 
(X ) One of the functions used to describe 0^ as 
^ a function of X and Q in Equation (3.23) 
n o ^ 
V. The velocity of the ith member of a train in 
the Mullins-Hirth type analysis 
Vg The forward velocity of the step 
The velocity of an interface normal to itself 
and therefore the same as the growth rate 
w(=Re^^) The plane in which the constant concentration 
boundary condition for a single step was 
solved 
w(=ufiv) The mapped plane used in the two and three 
step calculations 
X The physical coordinate in the stepped plane 
parallel to the interface 
Y The physical coordinate in the stepped plane 
normal to the interface 
z(=x+iy) The moving coordinate system in the stepped 
plane as defined by Equations (1.5) 
a,a(p), a(6/h) The variable factor in the relation for V , 
a(p,X^), defined as the negative inverse of the normal 
a(5/h,X ) gradient 
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The mapped vertex position in the general 
Schwartz-Christoffel transformation 
The interior angle of the polygon in the 
general Schwartz-Christoffel transformation 
The normalized concentration in the constant 
concentration, constant gradient, or diffu­
sion equation solutions 
The thickness of the unstirred layer next 
to the surface, given by Equation (2.30) 
One of the functions used to describe Q„ as 
a function of and in Equation (3.73) 
The asymmetry parameter for the isocon-
centrates, defined by Equation (2.10) 
The coordinates of the plane in which the 
constant gradient boundary condition is 
solved for the single step 
The spacing between steps 
The spacing between the i and i+1 steps in 
the Mullins-Hirth type stability analysis 
The value of X/X 
The forward diffusion distance 
The spacing of the steps once the source 
is stabilized at high supersaturations 
The time rate of change of X. 
The value of B(A)-F(X) 
The mobility of an interface, defined by 
Equation (1.3) 
The supersaturation in the matrix, given 
by (c*-Cg)/Cg . 
The value of a for which X=X by Equation 
(1.15) ° 
The supersaturation at which the source is 
stabilized for a > ( S  
c 
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The capillary constant relating X and o 
in Equations (1.15) and (2.35) 
The region in the mapped plane which repre­
sents the step face 
The system supersaturation given by 
(Ca,-Ce)/(Cp-Cg) = (C.-Cgl/Cp 
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APPENDIX B: CONFORMAI MAPPING AND STEPPED PLANES 
When studying the kinetic behavior of ledges on an inter­
face during lateral growth processes, it is necessary to con­
sider geometries such as the one shown in Figure 1. However, 
if Laplace's equation is assumed to be acceptable, it is 
possible to move the entire problem into a simpler geometry, 
by means of the Schwartz-Christoffel (28) conformai trans­
formation. This is a one to one conformai mapping of the 
upper half plane into the interior of a polygon. The poly­
gon itself may be degenerate in that there may be a vertex, 
possibly multiple, at the point at infinity. (The stepped 
surface in Figure 1 is degenerate.) Although the technique 
is well known, a short introduction will be given to facili­
tate the later discussion. 
Let the coordinates of the upper half plane be denoted 
by r, while those of the polygon are given by z, as is shown 
in Figure 42. The polygon, which has internal angles g, has 
an image in the ç plane. The real axis in the ç-plane 
corresponds to the polygon surface in the z-plane, while the 
are the image points for the polygon vertices. For a 
figure with n enclosed angles, the transformation has the form 
- 1  ^  -1 - 1  
~ K(^-a^) (ç-a2)^ ... (B.l) 
The are determined by the relative lengths of the sides of 
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the polygon, while its overall size and orientation give the 
magnitude and argument respectively of the complex constant 
K. The integral form of the transformation is sometimes 
given instead of Equation (B.l). It is simply 
2 = K{ 
; ^ -1 ^ -1 ^ -1 
(e-a,)^ (E-A_) ...(e-a ) de} + R 
0 i ^ n 
(B.2) 
where e is a dummy integration variable and R is determined 
by the position of the polygon in the z-plane. 
The solution of Equation (B.2) is difficult for all but 
the simplest geometries. For stepped surfaces such as Figure 
1, only the case of a single ledge produces an integral which 
can be solved analytically. When two or more steps are pre­
sent, not only does the integration present a problem, but 
the a. which correspond to the particular case must be found. 
For these reasons the discussion that follows is divided 
so that the single step is treated as a separate case. 
The Single Step (49) 
When there is just one step in the z-plane, as is de­
picted in Figure 43, there are two enclosed vertices. Since 
only right angle steps are being considered, it can be seen 
that = 3IT/2 and = v/2. For simplicity, the two are 
usually chosen to be symmetric about the origin with 
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= -a^ = -1. Putting these in Equation (B.2) for the case 
n=2, gives 
z = K{ Ç 2 [ (G+1)/(E-1)] ^ de } + R . (B.3) 
0 
Equation (B.3) is a standard form and can be found in most 
integral tables (50), with the result, 
1 1 
z = K{(;2_i)2 + in[ç+(ç^-l)^]} + R. (B.4) 
If ç = +1, then, by Equation (B.4), z=0, while if 
Ç = -1, then z = iiT. Therefore, if the step is to be of 
unit height and located at x=0, K=1/TT and R=0. This equation 
can be easily separated into real and imaginary parts if 
2 1 it is noted that argt/""(ç -1)] is equal to •2[arg(ç-l) 
+ arg(ç+l)]. Letting z = x + iy and C = + 1^2 yields 
1 
X = (1/ïï) [r'" cos(^) + (1/2) ln(p"+q")] (B.5a) 
1 
y = (1/TI) [r^ sin(^) + tan ^ (p/q) ] (B.5b) 
where ^ 
r = _ ^2% -1)2 + ' 
(f) 5 i{tan~^[^2/(^i"l) ^ + tan~^[Ç2/(^3_+l) ]} ; 
1 1 
2 2 
P  =  ^ 2  + r cos ((})); q  =  + r sin(^) . 
It can be seen that Equations (B.5) have no simple 
inverse to give and as functions of % and y. Therefore 
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a computer is a great aid even in this simple case so that 
by using Equations (B.5) a table of (x,y) versus 
can be set up. 
Multiple Steps 
When a train of n steps is considered, Equation (B.2) 
becomes very difficult to integrate. There are also 
2n to be found for each configuration to be discussed. 
The most reasonable approach, therefore, is to seek a 
numerical solution by use of a digital computer. However, 
before this can be done a more acceptable form of the 
integral must be found. 
Noting Figure 1, if we take the steps starting at the 
left, then all 6^ for i odd will be 3n/2, while the for i 
even will be equal to n/2. Equation (B.2) for this case 
can then be writcen in product form so that 
1 
1  r Ç  ( c — 2  
' ° 7 LtfT'ie-l ) ' dc. (B.6) 
" j=l 
(K and R have been given the values found for a single step 
in order to standardize the approach.) The integrand above 
is well behaved except near e = j, so that as long as these 
points are avoided, the answer should be independent of the 
integration path. Therefore a path which simplifies the 
calculations can be chosen, such as the one shown in Figure 
44. Along this contour the integration variable, e, is 
183 
either completely imaginary or completely real. To make use 
of this effect let E = and then define R(E^, as 
the magnitude of the integrand, and E^) as its argu­
ment, so that 
* ( c i '  ^ 2 )  =  n 
j = l '*'^2 ] 
(B.7a) 
and 
n 
4)(e^, Eg) = J {tan ^ [^2^ ^^1~°'2 j-1^ ^ 
-tan ^ [£2/ (e-otg j ) ] ) (B.7b) 
Using these definitions and the integration contour in 
Figure 44, Equation (B.6) becomes 
ITJ) (0,E_) 
dEg 
(B.8) 
f^2 
z = (1/TT) [i R f O f E g i e  
0 
R(£^,^2)e d£^] . 
This can be easily separated into real and imaginary parts 
since = cos 9 + isin6. Doing this gives x and y again, 
so that 
1 
ÏÏ 
f^2 
{- R(0,E_] 
0 ^ 
sin [({) (0,c^) IdEg 
/'I 
0 
R(£-,, Cg) cos[(J)(e^, C2)]d£^} (B.9a) 
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0 
RFOFCG) COS[0(0,EG)IDEG 
R(G^, Cg) sin[4(E^, (B.9b) 
The numerical evaluation of Equations (B.9) is straight­
forward if caution is exercised for small values of -
Because of the rapid variation of when both Çg and 
gration must be chosen carefully. Satisfactory results were 
obtained as long as the interval size for was smaller 
than the smallest Cg-
Although the integration is now possible for an n-step 
train, the must still be found. This proves to be ex­
tremely tedious since the only method available is trial 
and error, and the difficulty increases rapidly with n. 
Therefore only two cases were considered in the present work; 
n=2 and n=3. In both, the steps are taken to be of unit 
height, while for n=3 they are also assumed to be equispaced. 
If the surface being considered has two steps on it, 
there are four needed. Let them be denoted by A, B, C, 
and D where = -A, = -B, = C and = D, as in 
Figure 21. The functions R(K^, and ^9^ are then 
(Cl-tti) are small, the interval size in any numerical inte-
n = 2 
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given by 1 
R(E^, Eg) 
t(E.+A)2+E 2][ (e -c)2+e 2] ^ 
{ 5—^ 5—-.—} (B.lOa) 
[(E +B) +6% ][ (E^-D) +^2 ]  
and 
(})(e^, Eg) = ^{tan ^te^/Ce^+A)] + tan ^ [£2/(e j^-C) ] 
- tan - tan ^ [£2/(E j^ -D) ]}. 
(B.lOb) 
Equations (B.IO) were substituted into Equations (B.9) and 
the result integrated so that the correct A, B, C, and D could 
be found for equiheight steps. In order to keep things as 
simple as possible, it was decided to constrain the centers 
of the step face images to be symmetric about the origin 
It was found from the results that for steps of height 
1 + 0.01, the A, B, C and D not only obeyed Equation (B.ll) 
but also 
There is no apparent reason for this except that only a 
limited range of step separations were considered. Nonethe­
less it does make calculations somewhat simpler, and means 
that the total length of step face images is just twice that 
so that 
(A+B)/2 = (C+D)/2 . (B.ll) 
(A-B)+(D-C) = 4. (B.12) 
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of a single step. The resulting value of A, B, C and D are 
plotted as functions of step separation in Figure 45 and 
Figure 46. In the former, step separation is plotted versus 
(A+B)/2 = (C+n)/2, while in the latter (A-B) and (D-C) are 
graphed as functions of (A+B) /2 .  
Once the step spacing is determined, these two graphs 
give the correct parameters to be used in Equations (B.IO). 
These are in turn used in Equations (B.9) to obtain the 
(ç^, ^2^ relations. Figure 47 shows the constant 
and curves in the x,y plane for a sample step separation. 
n = 3 
With three steps on a surface, six ct^ must be found for 
every desired configuration. As is shown in Figure 26, let 
them be denoted by A,B,C,D,E and F where = -A, = -B, 
= -F, = E, = C, and = D. Equations B.7 then 
become 1 
R(E^, Eg) 
[ ( e ^ + B ) ^ + £ 2 ^ ] [ [  ( e ^ - D ) ^ + 0 2 ^ 3  
(B.13a) 
and 
Eg) = j{tan ^[Eg/lE^+Ajl+tan ^[e2/(e^+F)] 
+ tan ^ [£2/(e^^-C) ]-tan ^[e^/(e^+B)] 
- tan ^[£2/]-tan ^ [£2/(^^-0)]}. (B.13b) 
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Due to the complexity of the three step mapping problem and 
the desire for equispaced, unit height steps, no constraints 
of the type used for two steps were assumed or even found. 
However, since it is obvious that one of the parameters can 
be held constant, F was set equal to -1.0. Equations (B.13) 
were then substituted into Equations (B.9) and the remaining 
values found by trial and error methods. In the process 
of obtaining the correct A,B,C,D,E sets, it was found that 
if they were determined to three significant figures behind 
the decimal point, the error in height and separation is 
less than 0.2%. The curves in Figure 4 8 show the resulting 
parameter values as functions of step separations. 
Summary 
In order to transform any step train configuration it 
is necessary only to construct the correct (x,y) relations 
from Equations (B.7) and (B.9) for the particular case under 
consideration. Once these are constructed, the must be 
found that give a mapping consistent with the starting 
geometry, and a new set of are required for each geo­
metry. The computer programs and techniques used in both 
the two and three step problems are presently available 
in reference (51). 
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APPENDIX C: THE CONSTANT GRADIENT BOUNDARY CONDITION 
In 1953 Seeger (25) first derived the concentration field 
for a single step with a constant normal gradient along its 
face and zero normal gradient elsewhere. He obtained the 
integral solution to Laplace's equation by means of separation 
of variables and Fourier transform techniques but he did not 
actually solve the equation. In this section, his derivation 
will be presented by way of comparison of the Green's function 
technique discussed in Chapter II. The integral will then be 
solved, and some of its more interesting properties discussed. 
Derivation 
Laplace's equation can be separated into two ordinary 
differential equations in the ç-plane of Figure 6, if 
c(Ci, Cg) = M(Ç^) LfCg) • (C.l) 
Assuming that the concentration can be split into two such 
2 independent functions, V c = 0 becomes 
where the dots represent second derivatives with respect to 
the particular function variable. Since I. and M are assumed 
to be independent, each of the ratios in Equation (C.2) must 
be always equal to a constant, which in this case will be 
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2 taken as -b , a separation parameter. Making use of the 
fact that c(c^, r,^) should go to zero as 9oes to infinity, 
the solutions of the resulting ordinary differential equa­
tions are 
ibç, 
M = M^e (C.3a) 
-  l b  I C 2  
L = L^e . (C.3b) 
Now taking a linear combination of these two results, 
c(;^, Cg) finally given by 
^oo ibç, -|b|;_ 
f(b)e e db (C.4) 
where f(b) represents a weight factor for each value of b, 
and is determined from the boundary conditions. 
It was shown in Equations (2.19) that if a constant 
gradient, g, is desired along the step face in the z-plane, it 
1 
2 becomes (g/ir) [ (l+?;2^)/(l-ç^) ] when transformed to the %-plane. 
Therefore, using Equation (C.4), 
9c (Ct , Ç^) |.OO ib; 
f(b)(-IbI)e db ' l ' ^ 2  3; 
' Ç 9—0 
1 
= (g/TT) [ (1+ç^)/(1-ç^) (C.5) 
for ^ 1, while it is zero elsewhere. Using the inverse 
transform to get f(b) gives, 
f(b) = 1 
2ïï^|b 
1 2 -lb r g[(l+t)/(l-C)] e dr(c.6) 
-1 
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where Ç is just a dummy integration variable. Placing Equa­
tion (C.6) in (C.5) finally gives 
= [-g/(2TT )]{ 
ibç^ -|b|;_ 
e e ( 1/1 b 
(C.7) 
[(1+E)/(1-C)]2 e'lbE dC db} . 
- 1  
In order to simplify this result, the order of integration 
can be interchanged. Also if the integral over b is split 
into two, one from -«> to 0 and one from 0 to «», the expo­
nentials involving and Ç can be combined and one integral 
on b from 0 to <» results. Equation (C.7) then becomes 
1 "^^2 
rl r-/"» cos [b(ç,-Ç) je i 
[(l+5)/(l-E)]^ 
-1 JQ G 
(C.8a) 
[(1+C)/(1-S)] 
db dU (C.8b) 
or 
c (r,^ , ï;2)=Re [c (ç) ]=Re{-(g/iT ) 
(1/b)e 
-1 
ib(C-C) 
0 
^1 use has been made of the fact that 
IX 
where r, 
cos (x) equals the real part of e^^. The Re in front of the 
functions in Equation (C.8b) indicates that c(c^,c2) only 
the real part of c(ç). Consider only the inner integral and 
let it be denoted by I so that 
'O O  
I = gib(ç-rj (i/b) db. (C.9) 
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If this is differentiated with respect to C, it becomes 
3; 
ie^bfS O (C.IO) 
0 
which can be very easily integrated to give 
This in turn can be integrated on r, so that, to within an 
additive constant, 
I = -ln(r,-0 , (C.12) 
which finally gives the complex concentration 
1 
c(c) = ( g/iT ^  ) 
1 2 
ln(;-C) [ (l+O/d-O ] dC. (C.13) 
-1 
This is exactly the same result obtained by means of the 
Green's function calculation and given in Equation (2.22). 
However, it is obvious that this method is more tedious, and 
to a great extent less satisfying. Any attempt at directly 
interpreting Equation (C.9) leads to an infinite result, while 
by the method used above the desired relation is obtained. 
Not only are such difficulties absent in the Green's function 
method, but it is easier to see physically what the integral 
means - it is just the sura over the distribution of line 
sources that gives the correct gradient. 
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Solution 
In order to solve Equation (C.13) it is first advan­
tageous to make the substitution of C = cos (a) and let 
J(rj c(ç)/g. Doing this yields the result 
J(C) = ^  [ In [ ;-cos (a) ] sin (a) da (C.14a) 
TT J 0 /Tl-cos(o()] 
or 
rTT 
In [ç-cos(a)][1 + cos (a)] da. (C.14b) 
0 
J ( O - ~ 
IT 
This in turn can be somewhat simplified by replacing 
2 [l+cos(a)] with [2 cos (0)] where a=20 so that 
2. r , , . • 2 , 2 
J (0 = ( 4 / TT ) ln[ç-l+2 sin (O)]cos (0) dO. (C.15) 
Jo 
If the argument of the natural logarithm is now split into 
2 ( r,-l) [1+2/(Ç-1) sin 0] two integrals result, and solving the 
first one gives 
'  ï ï / 2  
0 
_ f'T/2 2 2 
J ( ç )=4/7t  {In (( ; - 1 )  (t t/'I) + [ ln[l+a sin ( ô)]cos (0)dû}. 
(C 
The parameter a is just 2/(r,-l) and as such is complex 
rxcopt for Therefore except on the r,^ axis, it is 
impossible for the argument of the natural loqarithm to be 
zero and the solution available for the integral in the 
literature [ref. (52), number 4.399.2] can bo used. Doinq 
this, Equation (C.15) becomes 
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1 1 
J(c)=c(t)/g=(l/n){ln[;+(c2_i)2]+((2_i)2_t_in(2)}. (C.17) 
This is so similar to the results for the conformai mapping 
for a single step, the real and imaginary parts can now be 
separated and involve the same functions as the mapping. 
There are two very interesting details concerning Equa­
tion (C.17) that should be mentioned. The first deals with 
the area for which it is valid, which was stated to be 
in the discussion above. However, it can be seen by in­
spection that J(r,) is well behaved for all values of ç, 
even on the negative r^^-axis. This is a direct application 
of the principle of analytic continuation (53) of a function 
into a region where its integral representation is undefined. 
The second point of interest concerns the form of Equa­
tion (C.13) and its connection to higher transcendental func­
tions. The general equation, as found by Seegor (25), was 
for a stop with the angle ^TI at its base between ttic face and 
the terrace in front. This gave an integral for c(r) where 
y replaces the 1/2 exponent in Equation (L.13) sfi that 
' -1 
Letting \ = 2r; - 1 allows this equation to eventually be 
written as 
Properties 
(C.18) 
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c ( ç )  =  ( g / T T ^ )  2 [  n ^ C l - T i )  ^  I n [ n  ( Ç - 1 )  +  ( 1 - n )  ( Ç + 1 )  ]  d n .  ( C . l 9 )  
Jo 
Equation (C.I9), in turn, has the form of (54) 
•1 
c(Ç) = (2g/ïï^) [B(1+Y,1-Y) ln[(Ç-1)n+(l- n )(ç+1)]P(1+Y,n)dn 
0 
(C.20) 
where B denotes the beta function (55) and P is a weight 
function. This is the general form of a hyperqeometric 
function of two variables, which in this case are (r,-l) and 
(r+1). Therefore following the notation of Carlson (54), 
Equation (C.20) can be written as 
c(Ç) = (2g/TT^) [B(1+Y,1-Y) ]~^L(1+Y,1-Y;Ç-1,Ç + 1) (C.21) 
where L is the hyperqeometric log-function. 
This is of interest because it indicates that any number 
of problems involving finite distributions of line sources 
can be expressed as L-functions or linear combinations of L-
functions. Since almost all two-dimensional solutions to 
Laplace's equation will involve such distributions, a large 
number of problems can probably be represented in this way. 
It is therefore obvious that more work on this function, and 
its relation to problems in potential theory, is warranted. 
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APPENDIX D: THE CONDITIONS UNDER WHICH LAPLACE'S 
EQUATION MAY VALIDLY REPLACE THE DIFFUSION EQUATION 
It is obvious that if the velocity of a diffusion source 
or sink goes to zero with respect to the surrounding medium, 
the diffusion equation 
D V^c + Vg(9c/3x) = 0 (D.l) 
2 
simply reduces to Laplace's equation, V c = 0. However, 
there are conditions under which Laplace's equation is a good 
approximation to Equation (D.l) even for non-zero source 
velocities. This can be seen if the field of a stationary 
source of some type is compared with the field of the same 
source when moving,as is done in Figure 49. 
If a "signal" leaves the stationary source at time t=0, 
by time t an isopotential circle of radius R = V^t will have 
been reached which is centered on the source. In the case of 
steady state growth with Vg=0, a complete set of concentric 
isoconcentrates will surround the source, as in Figure 49a. 
However, if the source moves along the x-axis with a velocity 
, by the time the signal has gone a distance V^t, the source 
has moved V^t, and no longer lies at the center of the iso-
concentrate. Such motion produces the nested, but not con­
centric, isoconcentrates in Figure 49b. 
The shift of the isoconcentrates with respect to a moving 
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source can be measured by noting that for any circle of radius 
V t, the closest point of approach of the source is (V -V )t, 
p P s 
while the farthest is (V +V )t. Therefore if the distance 
P ^ 
between the source and a point on an isoconcentrate circle 
of radius R is denoted by R', the condition 
1 - V /V <R'/R< 1 + V^/V (D.2) 
s p — — s p 
must hold. This relation indicates that the error in the 
diffusion field obtained when Equation (D.l) is replaced by 
V c = 0 is of the order of V /V . However before this can be 
s p 
used a reasonable value for is needed. 
In order to obtain V^, consider a flux balance as was 
used in Chapter I. It was shown at that time that in a time 
At, N atoms per unit area must cross the step face where 
N = V At(c -c ) . (D.3) 
s p m 
To do this, a region of solute must be drained and N atoms 
per unit area cross the step face from the matrix. In the 
case of steady-state growth which is being considered, 
the net available number of atoms in the matrix per unit 
volume when the diffusion field has been displaced is (c^-c^). 
Therefore the flux of atoms across the interface from the 
matrix must obey the relation 
N = (D.4) 
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where the value of represents the effective velocity of the 
diffusing atoms in the matrix. If this is equated to , 
Equation (D.3) and (D.4) can be combined so that 
Vg/Vp = ' "o- (D-S) 
Although Equation (D.5) is only approximate it serves 
as a guide, and if anything, should be larger than so 
that the actual error is less than predicted by this result. 
Using this argument then, it seems that for values of 0 of 
0.1, Laplace's equation should result in only about 10% 
error, which is normally acceptable due to the other unknowns 
in the calculations. 
