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In this paper, we study properties of the eigenfunctions of singular boundary
value problems. The main results show that for a class of singular boundary value
problems, the Sturmian oscillation theorem holds. It is a generalization of the
standard case to the singular case. Q 1999 Academic Press
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1. INTRODUCTION AND THE MAIN RESULTS
The Sturmian theory and the Sturmian oscillation theorem is an impor-
tant tool in the study of ordinary differential equations of second order,
w x w xsee 1 for more details. In 2, 3 , the authors use the Sturmian oscillation
theorem to get multiplicity results and continua of the solution set of
w xnonlinear boundary value problems. In 4, 5 , the authors studied the
oscillation theorem in some nonlinear and higher order cases. In the study
Ž w x.of singular boundary value problems and resonance problems see 6]8 ,
the Sturmian oscillation theorem is vital for multiplicity results. But up to
now, there is still not the singular version of this important theorem.
In this paper, we show that the Sturmian theorem holds for singular
boundary value problems. Thus we extend this important theorem to the
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singular case. Our technique is different from the Prufer method. It reliesÈ
heavily on the compact property, weighted spaces, and estimates of zeroes.
1w x Ž . Ž . Ž . Ž . Ž .Let p g C 0, 1 , p t ) 0, t g 0, 1 , r g C 0, 1 , r t ) 0, t g 0, 1 .
Consider the following problem
XXyLx s y p t x t s l p t r t x t , t g 0, 1 ,Ž . Ž . Ž . Ž . Ž . Ž .Ž . 1.1Ž .
2w xx 0 s x 1 s 0, x g C 0, 1 l C 0, 1 ,Ž . Ž . Ž .
where the functions p, r are singular at the boundary t s 0, 1, for example,
Ž . n Ž . ya Ž .ybp t s t , r t s t 1 y t , n ) 0, a ) 0, b ) 0. Assume
dt1 1
- ‘, u t p t r t dt - ‘, H1Ž . Ž . Ž . Ž .H Hp tŽ .0 0
where
dt dtt 1
t t s , t t s ,Ž . Ž .H H0 1p t p tŽ . Ž .0 t
1t t , t g 0, ,Ž . .0 2
u t sŽ . 1½ t t , t g , 1 .Ž .1 2
We also need the following assumptions,
lim p2 t r t t 3 t s 0; lim p2 t r t t 3 t s 0; H2Ž . Ž . Ž . Ž . Ž . Ž . Ž .0 1
t“0 t“1
w x 2Ž . Ž .We call x g C 0, 1 l C 0, 1 an eigenfunction of 1.1 , if there exists a
< Ž . < Ž . Ž . Ž . Ž .constant C ) 0 such that x t F Cu t , t g 0, 1 , and x t satisfies 1.1
for some l.
Now we can state the main result of this paper.
Ž .Ž .THEOREM 1.1. Suppose that Conditions H1 H2 are satisfied. Then
Ž .Problem 1.1 has a sequence of simple eigen¤alues
l - l - ??? - l - ??? “ q‘,0 1 n
Ž .and the eigenfunctions x t corresponding to l ha¤e the following properties:n n
Ž . Ž . Ž .1 x t has at least n zeroes in 0, 1 ;n
Ž . Ž . Ž .2 Let G be the number of zeroes of x t in 0, 1 . Thenn n
G y G G 1.nq1 n
Ž .COROLLARY 1.2. The first eigen¤alue l of 1.1 is positi¤e, with a0
Ž . Ž .corresponding eigenfunction x t ) 0, t g 0, 1 .0
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Ž . w xRemark. The main condition of Theorem 1.1 is H1 . By 7 we know
that this condition is a restriction on the degree of singularities of the
w x Ž . nfunction r. By 7 we know that this is optimal. For example, if p t s t ,
Ž . ya Ž .yb Ž .Ž .0 - n - 1, r t s t 1 y t , then Conditions H1 H2 are satisfied
w xwhen a - 2, b - 2. From 7 we know that this is the strong singular case.
One can show by the standard Prufer's technique that for the weakÈ
w xsingular problems, G s n. See 9 for details.n
w xBy the technique of ``change of independent variable'' of 1, p. 28 ,
Ž .Problem 1.1 can be reduced to a simpler form as
yuY t s lq t u t , t g 0, T ,Ž . Ž . Ž . Ž . 1.2Ž .
u 0 s u T s 0,Ž . Ž .
Ž . Ž . Ž .where q t ) 0 in 0, T . Then Condition H1 becomes
T
t T y t q t dt - ‘. 1.3Ž . Ž . Ž .H
0
Ž . ya Ž .ybFor q t s t T y t , this again yields a - 2, b - 2, and it is optimal.
2. PROPERTIES OF THE EIGENFUNCTIONS
Ž .Ž .In this section, we always assume that Conditions H1 H2 are satis-
fied. We give some preliminary lemmas for the proof of the theorem. First
by the standard argument of the maximum principle we have the following
lemma.
2Ž . w xLEMMA 2.1. Suppose that x g C 0, 1 l C 0, 1 and satisfies
Lx s 0, t g 0, 1 ,Ž .
x 0 s x 1 s 0.Ž . Ž .
Ž . w xThen x t s 0, for t g 0, 1 .
Ž . Ž . Ž .LEMMA 2.2. Let x t be an eigenfunction of 1.1 . Then x t has at most
a finite number of zeroes.
Ž . Ž .Proof. It is important to note that any zero t g 0, 1 of x t satisfies0
XŽ .x t / 0. This can be derived by the uniqueness result of the initial value0
Ž . w x Ž .problems. Hence x t has only finite zeros in any subinterval a, b ; 0, 1 .
Next we go on in two cases.
Ž .1 l - 0.
Ž . Ž . XŽ .Let t g 0, 1 be a zero of x t . Suppose, for example, that x t ) 0.0 0
XŽ . Ž . Ž .Then for t ) t and t close to t we have x t ) 0, and x t ) 0. By 1.10 0
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Ž . XŽ . Ž .we know p t x t increases for such t. Thus we have x t ) 0 for
Ž . Ž . Ž .t g t , 1 , and x 1 ) 0. Consequently x t does not have any zeros in0
Ž . Ž . Ž .0, 1 . Assume without loss of generality that x t ) 0 in 0, 1 , and
XŽ . Ž . X Ž .x t s 0, t g 0, 1 . Then px increases in 0, 1 , in contradiction with the0 0
boundary conditions. Hence we conclude that any eigenvalues must be
positive.
Ž .2 l ) 0.
Suppose that x has a sequence of zeros a tending to 1. Assume thatn
Ž . Ž .x t ) 0 on a , a . Writen nq1
a a1 1 1tnq1 nq1n nr s , t t s , t t s ,Ž . Ž .H H Hn 1 0p p pa t an n
1¡
n nt t t s , a F s F t F a ,Ž . Ž .1 0 n nq1rn~G t , s sŽ .n 1
n nt s t t , a F t F s F a .Ž . Ž .1 0 n nq1¢rn
By Lemma 2.1 we know
anq1 w xx t s G t , x l prx ds, t g a , a .Ž . Ž .H n n nq1
an
Let
a q an nq1¡ nt s , s g a , ,Ž .0 n 2~u s sŽ .n a q an nq1nt s , s g , a .Ž .¢ 1 nq1ž 2
Note the fact that
t n t s t a y t t ; t n t s t t y t a .Ž . Ž . Ž . Ž . Ž . Ž .0 1 n 1 1 1 1 nq1
Hence
al t nq1X n nyp t x t s t prx y t prx .Ž . Ž . H H0 1r a tn n
Ž . Ž 0. 0Let s s max x t . Then s s x t , where t satisfiesn w a , a x n n nn nq1




al 0 nq1tnn 0 n n 0 ns s t t t prx q t t t prx .Ž . Ž .H Hn 1 n 0 0 n 1
0r a tn n n
Ž .By 2.1 we have
l 0tnn 0 n 0 ns s t t q t t t prxŽ . Ž . Hn 0 n 1 n 0r an n
al 0 nq1tn n ns t prx q t prxH H0 1
02 a tn n
al 0 nq1tns t a prx y t a prxŽ . Ž .H H1 n 1 nq1
02 a tn n
al 0 nq1tny t prx y t prx .H H1 1
02 a tn n
Ž .By 2.1 we have
a a0 nq1 nq1tnt a prx q t a prx s t prx.Ž . Ž .H H H1 n 1 nq1 1
0a t an n n
Hence
a al 0 nq1 nq1tns F t a prx q t a prx q t prxŽ . Ž .H H Hn 1 n 1 nq1 1
02 a t an n n
a anq1 nq1
F l t prx F ls t prH H1 n 1
a an n
1
F ls t pr .H 1
an
Ž .Since a “ 1, by Condition H1 we can choose N such that for n ) N,n
1 1l t pr - .H 1 2
an
This is a contradiction.
The next lemma is a simple application of the Picone's identity, see p. 35
w xof 1 .
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w xLEMMA 2.3 1 . Let l F l be two eigen¤alues, and f , f be the1 2 1 2
Ž . Ž . Ž .corresponding eigenfunctions. Suppose c, d ; 0, 1 , and f t / 0 on2
Ž . Ž .c, d . Then the following identity holds on c, d . Thus,
X 2X2f pf f1 2 1X X X2y f pf q l y l prf q p f y f s 0.Ž .1 1 2 1 1 1 2½ 5½ 5f f2 2
Proof. By direct computation we have
X 2X2f pf f1 2 1X X X2y f pf q l y l prf q p f y fŽ .1 1 2 1 1 1 2½ 5½ 5f f2 2
2f fX pfX f 21 1 2 1 X X2s y l prf y pf f2 1 2 22f f2 2
y fX pfX q l prf 2 q l y l prf 2 q pfX 2Ž .1 1 1 1 2 1 1 1
fX 2f 2 f2 1 1X Xqp y 2 pf f s 0.1 22 ff 22
LEMMA 2.4. Let l - l be two eigen¤alues, l / 0, and f , f be the1 2 2 1 2
Ž . Ž . Ž . Ž .corresponding eigenfunctions. Let c, d ; 0, 1 , and f c s f d s 0,1 1
Ž . Ž . Ž . Ž .f t / 0 on c, d . Then there exists s g c, d such that f s s 0.1 2
Ž . Ž .Proof. Suppose the contrary, and f s / 0 on c, d . Then by Lemma2
2.3 we have
d 2X2f pf fd d1 2 1X X X2y y f pf s l y l prf dt q p f y f dt.Ž .H H1 1 2 1 1 1 2½ 5½ 5f fc c2 2c
Next we compute the left-hand term of the above equality. By Condition
Ž .H1 and Lemma 2.1 it is easy to show that
1
f s l G t , s prf ds,Ž .H1 1 1
0
1Ž .where r s H 1rp ds, and0
1¡
t t t s , 0 F s F t F 1,Ž . Ž .1 0r~G t , s sŽ . 1
t t t s , 0 F t F s F 1.Ž . Ž .0 1¢r
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Thus we have
l lt 11 1Xpf s y t prf q t prf . 2.2Ž .H H1 0 1 1 1r r0 t
Ž . Ž .First if d g 0, 1 and f d / 0, then2
f 2 pfX1 2
lim s 0.
ft“d 2
Ž . Ž .Next if d g 0, 1 and f d s 0, then2
f 2 pfX 2f fX pf y f 2l prf1 2 1 1 2 1 2 2
lim s s 0.Xf ft“d 2 2
Ž . Ž .Now if d s 1. Then f d s 0. By 2.2 we have2
< < < <l lt 12 2X< < < < < <pf F t pr f q t pr f .H H2 0 2 1 2r r0 t
Hence pfX is bounded by the definition of eigenfunctions. Consequently2
we get
f 2 pfX 2f fX pf y f 2l prf prf 2f1 2 1 1 2 1 2 2 1 2
lim s s yl lim .X X2f f ft“d t“12 2 2
Ž .Also by 2.2 we have
l 12Xlim pf s y t prf .H2 0 2rt“1 0
Ž .Let the maximal zero of f in 0, 1 be s , then substituting 0 with s2
yields
sl 112Xlim pf s y prf ds s c s const.H H2 21 ž /pH 1rpt“1 s ss
Since l / 0 we have lim pfX / 0. Therefore2 t “ 1 2
f 2 pfX l1 2 2 2 2lim s y lim p rf f .1 2f ct“1 t“12
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Ž .By the definition of eigenfunctions we have for t close to 1
< 2 2 < 2 3p rf f F Mp rt .1 2 1
Ž .Then by Condition H2 we have





fd d 1X X2l y l prf dt q p f y f dt s 0,Ž .H H2 1 1 1 2½ 5fc c 2
and
d 2l y l prf dt s 0.Ž .H2 1 1
c
This is a contradiction.
wRemark. The technique of the above lemma was first developed in 1,
xp. 36 . It is useful in the study of zeroes of eigenfunctions.
3. ZEROES AND MULTIPLICITY OF EIGENVALUES
Ž .Ž .In this section, we assume that conditions H1 H2 are satisfied.
Before proving the main theorem, we give two final lemmas. The argu-
w xments are modifications of the techniques developed in 1 . Let l be an
Ž .eigenvalue of Problem 1.1 , and f , f be two eigenfunctions correspond-1 2
ing to l. It is clear that l / 0 by Lemma 2.1.
Ž . Ž . Ž . Ž .LEMMA 3.1. Let f c s f d s 0, and f t / 0 for t g c, d . If1 1 1
Ž . Ž .f t / 0 for t g c, d , then there exists a nonzero constant c such that2
f t s cf t , for t g c, d .Ž . Ž . Ž .1 2
Proof. By Lemma 2.3 we have the following identity:
X 2X2f pf f1 2 1X X Xy f pf q f y f s 0.1 1 1 2½ 5½ 5f f2 2
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By the proof of Lemma 2.3 we also get
2
fd 1X Xp f y f dt s 0.H 1 2ž /fc 2
Hence we have
X
f f1 1X Xf s f y f s 0.2 1 2ž /f f2 2
The proof is complete.
LEMMA 3.2. f and f ha¤e exactly the same zeroes and there exists a1 2
constant c / 0 such that
f t s cf t , for t g 0, 1 . 3.1Ž . Ž . Ž . Ž .1 2
Ž .Proof. Let the smallest zero of f in 0, 1 be t , and the smallest zero1 1
of f by s . Then t s s . In fact, suppose the contrary, and without loss of2 1 1 1
Ž .generality suppose t - s . Then on the interval 0, t we can apply1 1 1
Lemma 3.1 and get
f t s c f t for t g 0, t . 3.2Ž . Ž . Ž . Ž .1 1 2 1
1Ž . Ž .Hence f t s f t s 0. This is a contradiction. Thus by induction we2 1 1 1c
Ž .can show that f and f has the same zeros. By 3.2 we know that1 2
fX tŽ .1 1
c s .X1 f tŽ .2 1
Ž .Hence 3.1 holds for one constant c. The proof is complete.
Now we can prove the main result.
Ž .Proof of Theorem 1.1. The Green's function corresponding to 1.1 is
1¡
t t t s , s F t ,Ž . Ž .1 0r~G t , s sŽ . 1
t t t s , t F s,Ž . Ž .0 1¢r
11where r s H . Consider the following integral equation0 p
1
x s l Ax s l G t , s p s r s x s ds. 3.3Ž . Ž . Ž . Ž . Ž .H
0
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Let the Banach space E be
x tŽ .w xE s x g C 0, 1 : sup - ‘ .½ 5u tŽ .Ž .tg 0, 1
For x g E we define its norm as
x tŽ .
5 5x s sup .
u tŽ .Ž .tg 0, 1
Ž .By Lemma 2.1 we know that the eigenfunctions of 3.3 correspond to
Ž .eigenfunctions of 1.1 . Now we show that the operator A maps E into E
completely continuously.
w x w x Ž .Let x g E, y s Ax. By 7 we know y g C 0, 1 . Moreover, for t g 0, 1
we have
1 1t 1Xypy s t prx y t prx.H H0 1r r0 t
Ž . Ž .Thus y 0 s y 1 s 0, and
1 1t 1X< < 5 5 5 5py F t pru x q t pru xH H0 1r r0 t
1
5 5F x pru .H
0
X w xConsequently py g C 0, 1 and
1
5 5y t F x u t pru , 3.4Ž . Ž . Ž .H
0
5 5which yields that A: E “ E. Let x g E, x F C, then
C 1X 1y t F pru ds g L 0, 1 ,Ž . Ž .Hp tŽ . 0
XX 1p t y t F Cpru g L 0, 1 .Ž . Ž . Ž .Ž .
By the standard Arzela's technique we can choose a sequence y amongn
 4y s Ax such that
X Xsup y t y y t “ 0, sup p t y t y p t y t “ 0.Ž . Ž . Ž . Ž . Ž . Ž .n n
w x w xtg 0, 1 tg 0, 1
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Hence for n large enough, we have
pyX y « - pyX - pyX q « .n
Integration yields
y y «u F y F y q «u .n
5 5Thus y y y “ 0. We have proved that A is completely continuous. ByEn
w xthe technique of 8 we know that A has an eigenvalue l ) 0 with0
Ž . Ž .corresponding eigenfunction f t ) 0 in 0, 1 . And A has a sequence of0
eigenvalues
l - l - ??? l - ??? “ ‘.0 1 n
By Lemmas 2.4, 3.1, and 3.2 the final conclusion follows.
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