Abstract. This paper explores the semantics of the meta-notation used in the style of operational semantics introduced by Felleisen and Hieb. Specifically, it defines a formal system that gives precise meanings to the notions of contexts, decomposition, and plugging (recomposition) left implicit in most expositions. This semantics is not naturally algorithmic, so the paper also provides an algorithm and proves a correspondence with the declarative definition. The motivation for this investigation is PLT Redex, a domain-specific programming language designed to support Felleisen-Hieb-style semantics. This style of semantics is the de-facto standard in operational semantics and, as such, is widely used. Accordingly, our goal is that Redex programs should, as much as possible, look and behave like those semantics. Since Redex's first public release more than seven years ago, its precise interpretation of contexts has changed several times, as we repeatedly encountered reduction systems that did not behave according to their authors' intent. This paper describes the culimation of that experience. To the best of our knowledge, the semantics given here accommodates even the most complex uses of contexts available.
Introduction
The dominant style of operational semantics in use today has at its heart the notion of a context that controls where evaluation occurs. These contexts allow the designer of a reduction semantics to factor the definition of a calculus into one part that specifies the atomic steps of computation and a second part that controls where these steps may occur. This factoring enables concise specification, e.g., that a language is call-by-value or call-by-name or call-by-need (Ariola and Felleisen 1997) , that if expressions must evaluate the test position before the branches, and even that exceptions, continuations, and state (Felleisen and Hieb 1992) behave in the expected ways, all without cluttering the rules that describe the atomic steps of computation.
Unfortunately, the precise meaning of context decomposition has not been nailed down in a way that captures its diverse usage in the literature. Although an intuitive definition is easy to understand from a few examples, this intuition does not cover the full power of contexts. For example, which terms match the pattern ���� from this language, in which values and contexts are mutually referential?
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And which terms match this bizarre, small language?
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To remedy this lack, we have developed a semantics for matching and reduction that not only supports these exotic languages but also captures the intuitive meanings of countless existing research papers. This semantics does not assume explicit languagespecific definitions of plugging and decomposition, since most expositions leave these concepts implicit.
Our motivation for studying context-sensitive matching is its implementation in the domain-specific programming language Redex (Felleisen et al. 2010; Matthews et al. 2004) . Redex is designed to support the semantics engineer with a lightweight toolset for operational semantics and related formalisms. Specifically, Redex supports rapid prototyping of context-sensitive operational semantics, random testing, automatic typesetting, and, via its embedding in Racket, access to a large palette of standard programming tools. Redex is widely used, having supported several dozen research papers as well as the latest Scheme standard (Sperber et al. 2007 ) and a number of larger models, including one of the Racket virtual machine (Klein et al. 2010) .
In keeping with the spirit of Redex, we augment a standard proof-based validation of our work with testing. More concretely, in addition to proving a correspondence between a specification of context-sensitive matching and an algorithm for that specification, we have conducted extensive testing of the semantics, using a Redex model of Redex (there is little danger of meta-circularity causing problems, as the embedding uses a modest subset of Redex's functionality-notably, no contexts or reduction relations). This model allows us to test that our semantics gives the intended meanings to interesting calculi from the literature, something that would be difficult to prove.
The remainder of this paper builds up an intuitive understanding of what contexts are and how they are used via a series of examples, gives a semantics for Redex's rewriting system, and discusses an algorithm to implement the semantics.
Matching and Contexts
This section introduces the notion of contexts and explains through a series of examples how matching works in their presence. Each example comes with a lesson that informs the design of our context-sensitive reduction semantics semantics.
In its essence, a pattern of the form ���� �������� � ����������� �������� � ������� � ������� that matches � and an inner part that matches �. The outer part marks where the inner part appears with a hole, written ��. In other words, when thinking of an expression as a tree, matching against ���� finds some subtree of the expression that matches �, and then replaces that sub-term with a hole to build a new expression in such a way that the new expression matches �.
To get warmed up, consider figure 1. In this language � matches addition expressions and � matches contexts for addition expressions. More precisely, � matches an addition expression that has exactly one hole. For example, the expression �� � �� matches ���� three ways, as shown in figure 2. Accordingly, the reduction relation given in figure 1 reduces addition expressions wherever they appear in an expression, e.g., reducing �� �� � �� �� � ��� to two different expressions, �� � �� � ��� and �� �� � �� ��. This example tells us that our context matching semantics must support multiple decompositions for any given term.
A common use of contexts is to restrict the Figure 3 gives a definition of � that enforces call-by-value left-to-right order of evaluation. For example, consider this nested set of function calls, ��� �� �� ���, in which the result of �� �� is passed to the result of �� ��. It decomposes into the context ��� �� ���, allowing evaluation in the first position of the application. It does not, however, decompose into the context ��� �� ���, since the grammar for � allows the hole to appear in the argument position of an application expression only when the function position is already a value. Accordingly, the reduction system insists that the call to � happens before the call to �. This example tells us that our semantics for decomposition must be able to support multiple different ways to decompose each expression form, depending on the subexpressions of that form (application expressions in this case).
Contexts can also be used in clever ways to �������� ���������� �������� ��� ���������������� �������� ������� ������� Figure 3 : λ-calculus model the call-by-need λ-calculus. Like call-byname, call-by-need evaluates the argument to a function only if the value is actually needed by the function's body. Unlike call-by-name, each function argument is evaluated at most once. A typical implementation of a language with callby-need uses state to track if an argument has been evaluated, but it is also possible to give a direct explanation, exploiting contexts to control where evaluation occurs. tion. Intuitively, this case says that once we have determined the function to be applied, then we can begin to evaluate its body. Of course, the function may eventually need its argument, and at that point, the final alternative comes into play. It says that when an applied function needs its argument, then that argument may be evaluated.
As an example, the expression ��� ��� ��� ��� ��� ��� reduces by simplifying the body of the �-expression to �, without reducing the argument, because it decomposes into this context ��� ��� ��� ��� ��� using the fourth alternative of � . In contrast, ��� ��� ��� ��� ��� ��� reduces to ��� ��� ��� ��� �� because the body of the �-expression decomposes into the context ��� ��� with � in the hole, and thus the entire expression decomposes into the context ��� ��� ��� ��� ���. This use of contexts tells us that our semantics must be able to support a sophisticated form of nesting, namely that sometimes a decomposition must occur in one part of a term in order for a decomposition to occur in another.
When building a model of first-class
Figure 5: Continuations continuations, there is an easy connection to make, namely that an evaluation context is itself a natural representation for a continuation. That is, at the point that a continuation is grabbed, the context in which it is grabbed is the continuation. Figure 5 extends the left-toright call-by-value model in figure 3 with support for continuations. It adds �������, the operator that grabs a continuation, and the new value form ����� �� that represents a continuation and can be applied to invoke the continuation.
For example, the expression ��� �������� �� ��� �� ����� reduces by grabbing a continuation. In this model that continuation is represented as ����� ��� ����, which is then applied to �������'s argument in the original context, yielding the expression ��� ��� ��� �� ��� ����� ��� ������. The next step is to substitute for �, which yields the expression ��� ������ ��� ���� ��� . This expression has a continuation value in the function position of an application, making the next step invoke the continuation. So, we can simply replace the context of the continuation invocation with the context inside the continuation, plugging the argument passed to the continuation in the hole, yielding ��� ��. This reduction system tells us that our context decomposition semantics must be able to support contexts that appear in a term that play no part in any decomposition
(and yet must still match a specified pattern, such as � ).
Generalizing from ordinary continuations to ��������������� �� ������������������������������ �� �������� ������� ������� �������������� ��� ���� ������������ ����� ���� ���� ����� ������ Figure 6 : Delimited Continuations delimited continuations is simply a matter of factoring the contexts into two parts, one that may contain prompts and one that may not. Figure 6 shows one way to do this, as an extension of the call-by-value lambda calculus from figure 3.
The non-terminal � matches an arbitrary evaluation context and � matches an evaluation context that does not contain any prompt expressions. Accordingly, the rule for grabbing a continuation exploits this factoring to record only the portion of the context between the call to ��������� and the nearest enclosing prompt.
The interesting aspect of this system is how � refers to � and how that makes it difficult to support an algorithm that matches � . For all of the example systems in this section so far, a matching algorithm can match a pattern of the form ���� by attempting to match � against the entire term and, once a match has been found, attempting to match what appeared at the hole against �. With � , however, this leads to an infinite loop because � expands to a decomposition that includes � in the first position. an algorithm that treats that cycle as a failure to match, but the context �� ��� should match �, and more generally, the two definitions of � in figure 7 should be equivalent.
A Semantics for Matching
This section formalizes the notion of matching Ignoring embedded contexts, a term � is simply a binary tree where leaf nodes are atoms � and interior nodes are constructed with ����. A context � is similarly a binary tree, but with a distinguished path (marked with ���� and �����) from the root of the context to its ����.
Contexts are generated by decomposition and represent single-holed contexts. Although the ���� can appear multiple times in a single term, such terms represent expressions that contain multiple, independently pluggable contexts.
Patterns � take one of six forms. Atomic patterns � and the ���� pattern match only themselves. A pattern ����� � �� binds the pattern variable � to the term matched by �. Repeated pattern variables force the corresponding sub-terms to be identical. A pattern ��� �� matches terms that match any of the alternatives of the non-terminal � (defined outside the pattern). We write decomposition patterns p 1 [p 2 ] using a separate keyword for clarity: �������� � � � � �. Finally, interior nodes are matched by the pattern ����� � � � � �, where � � and � � match the corresponding sub-terms.
3 Some find the equivalent, non-problematic grammar �������������� ��� clearer. At least one author of the present paper (who has spent a considerable amount of time hacking on Redex's implementation, no less), however, does not and was surprised when Redex failed to terminate on a similar example. We have also received comments from Redex users who were surprised by similar examples, suggesting that Redex should support such definitions.
For example, the left-hand side of the reduction rule in figure 1 corresponds to the following pattern, where the literal ����� is used for the empty sequence and the pattern ������ matches literal numbers: Figure 9 gives a semantics for patterns via the judgment form � � ���������, which defines when the pattern � matches the term �. The grammar � is a finite map from non-terminals to sets of patterns. The bindings � is a finite map from pattern variables to terms showing how the pattern variables of � can be instantiated to yield �. The � � ��������� judgment relies on an auxiliary judgment � � ������� � ��������� that performs decompositions. Specifically, it holds when � can be decomposed into a context � that matches � and contains the sub-term � � at its hole.
Many of the rules for these two judgment forms rely on the operator � . ���� decomposition rule is similar to the corresponding matching rule, but it introduces a binding to the context that is matched, not the entire term. 
An Algorithm for Matching
The rules in figure 9 provide a declarative definition of context-sensitive matching, but they do not lead directly to a tractable matching algorithm. There are two problems.
First, as reflected in the two ���� decomposition rules, an algorithm cannot know a priori whether to match on the left and decompose on the right or to decompose on the left and match on the right. An implementation that tries both possibilities scales exponentially in the number of nested ���� patterns matched (counting indirect nesting through non-terminals). Second, the rules provide no answer to the question of whether to proceed in expanding a non-terminal if none of the input term has been consumed since last encountering that non-terminal. This question arises, for example, when decomposing by the non-terminal � from the grammar in figure 6 , since �'s second alternative causes the ������� rule to decompose the same term by �. This second problem is the manifestation of left recursion in the form of grammars we consider. The first problem can be solved by matching and decomposing simultaneously.
Since these tasks differ only in their treatment of ���� patterns, much work can be saved by sharing intermediate results between the tasks. Figure 10 demonstrates this approach with a function � that returns a set of pairs ������ representing possible ways to match or decompose the input term. In a pair representing a match, � is the marker �; in a pair representing a decomposition, � is a pair ������ such that the input term can be decomposed into a context � and a sub-term � occurring in �'s hole. The first two � cases handle the pattern ����. If the term in question is also ����, then it may be considered either to match ���� or to decompose into ���� in the empty context. If the term is not ����, then only decomposition is possible. The third case handles atomic patterns by producing a match result only if the given term is identical to the atom. Putting aside the problem of left recursion, the call ����� �� � � � computes the set of � such that � � ��������� or � � ������� � ��������� for some � and � � , and the toplevel wrapper function ������� restricts this set to the bindings associated with match derivations.
To make this precise, we first give a definition of left-recursion. Intuitively, a grammar is left-recursive if there is a way, in a straight-forward recursive parser, to get from some non-terminal back to that same non-terminal without consuming any input. So, our definition of left-recursion builds a graph from the grammar by connecting each pattern to the other patterns that might reached without consuming any input, and then checks for a cycle in the graph. The most interesting case is the last one, where an ������� pattern is connected to its second argument when the first argument can generate ����.
Definition. A grammar G is left recursive if p → * G p for some p, where → * G is the transitive (but not reflexive) closure of → G ⊆ p × p, the least relation satisfying the following conditions:
Theorem. For all G, p, and t, if G is not left recursive, then b ∈ matches G, p, t ⇔ G t : p | b.
The complete proof is available at eecs.northwestern.edu/~robby/plug/.
Parsing algorithms that support left recursive context-free grammars go back nearly fifty years (Kuno 1965) . We refer the reader to Frost et al. (2007, section 3) for a summary. We have implemented an extension of the packrat parsing algorithm (Warth et al. 2008 ) that dynamically detects left recursion and treats the choice leading to it as a failure. If the other choices for the same portion of the input make any progress at all, the algorithm repeats the parse attempt, in hopes that the entries added to the memo table during the failed attempt will cause a second attempt to succeed. This process continues as long as repeated attempts make additional progress. Extending the algorithm in figure 10 with a similar iterative phase allows matching of terms from left recursive grammars, such the ones in figure 6 and figure 7.
A Semantics for Reduction
We now put the notion of matching from section 3 to work in a formalization of the standard notation for context-sensitive reduction rules. As with patterns, we consider a core specification language that lacks many of the conveniences of a language like Redex but nevertheless highlights the principal ideas. Figure 11 shows our definition. A user of Redex specifies a grammar and rules of the shape � �, each consisting of a pattern � and a term template �. Redex uses the judgment form in the upper-left corner of the figure to determine if a particular term � reduces to � � by the given rule. The grammar in the figure's top-right gives the syntax for term templates, which include atoms, the context ����, references to variables bound by the left-hand side, applications of meta-level functions (e.g., substitution), hole-filling operations, and pairing operations.
The rest of the figure defines template instantiation. Atoms and ���� instantiate to themselves, variables instantiate to their values, and meta-applications instantiate to the result of applying the meta-function to the instantiated argument template. In addition to these contrived reduction rules, the semantics in figure 11 supports all of the systems in section 2, as well as the most sophisticated uses of contexts we have encountered in the literature, specifically:
-Ariola and Felleisen (1997)'s core call-by-need calculus. Their extension of this calculus to letrec uses decomposition in fundamentally the same way, but the particular formulation they choose makes use of pattern-matching constructs orthogonal to the ones we describe here, namely associative-commutative matching and a Kleene star-like construct that enforces dependencies between adjacent terms.
The examples directory distributed with Redex shows one way to define their letrec evaluation contexts without these constructs, which Redex does not currently support. 's semantics for delimited control in the presence of dynamic binding, exception handling, and Scheme's dynamic-wind form. -Chang and Felleisen (2011)'s call-by-need calculus, which defines evaluation contexts using a heavily left-recursive grammar.
6 Related Work Barendregt (1984) makes frequent use of a notion of contexts specialized to λ-terms. Like ours, these contexts may contain multiple holes, but plug's behavior differs in that it fills all of the context's holes. Felleisen and Hieb (1992) exploit the power of a selective notion of context to give equational semantics for many aspects of programming languages, notably continuations and state. The meaning of multi-holed grammars does not arise in their work, since the grammar for contexts restricts them to exactly one hole. Lucas (1995) later explored an alternative formulation of selective contexts. This formulation defines contexts not by grammars but by specifying, for each function symbol, which sub-term positions may be reduced. Because the specification depends only on the function symbol's identity (i.e., and not on its sub-terms), this formulation cannot express common evaluation strategies, such as left-to-right, call-by-value evaluation. Follow-up work on this form of context-sensitive rewriting focuses on tools for proving termination, generally a topic of limited interest when studying reduction systems designed to model a programming language since these systems are not expected to terminate.
As part of their work on SL, a meta-language similar to Redex, Xiao et al. (2001) define a semantics for Felleisen-Hieb contexts by translating grammars into their own formalism, an extension of finite tree automata. This indirect approach allows SL to prove decomposition lemmas automatically using existing automata algorithms, but it is considerably more complicated than our approach and does not allow for multi-holed grammars like the ones in figure 5 and figure 6 . Dubois (2000) develops the first formulation of a Felleisen-Hieb reduction semantics in a proof assistant, as part of a mechanized proof of the soundness of ML's type system. Her formulation encodes single-hole contexts as meta-level term-to-term functions (restricted to coincide with the usual grammar defining call-by-value evaluation) and therefore models plug as meta-application. The formulation does not use an explicit notion of decomposition; instead, the contextual closure reduction rule applies to terms that may be formed using the plug operation.
Berghofer's, Leroy's, and Xi's solutions to the POPLmark Challenge (Aydemir et al. 2005 ) use Dubois's encoding for the challenge's reduction semantics. Vouillon's solution uses a first-order encoding of contexts and therefore provides an explicit definition of plugging. The other submitted solutions use structural operational semantics, do not address dynamic semantics at all, or are no longer available online. Danvy and Nielsen (2004) and Sieczkowski et al. (2010) provide an axiomatization of the various components of a Felleisen-Hieb reduction semantics, such as a decomposition relation, that together define the semantics. This axiomatization is not an appropriate basis for Redex for two reasons. First, it requires users to specify plugging and decomposition explicitly. Common practice leaves these definitions implicit, and one of our design goals for Redex is to support conventional definitions. Second, the axiomatization requires decomposition to be a (single-valued) function, ruling out the semantics in figure 1 and, more problematically, reduction semantics for multi-threaded programs and programs in languages like C and Scheme, which do not specify an order of evaluation for application expressions.
More broadly speaking, there are hundreds 4 of papers that use evaluation context semantics to model programming languages for just as many different purposes. Although we have not implemented anywhere near all of them in Redex, we have sought out interesting and non-standard ones over the years to try them out and to build our intuition about how a semantics should behave.
