We propose a new approach for analyzing skewed and heteroscedastic health care cost data through regression of the conditional quantiles of the transformed cost. Using the appealing equivariance property of quantiles to monotone transformations, we propose a distribution-free estimator of the conditional mean cost on the original scale. The proposed method is extended to a two-part heteroscedastic model to account for zero costs commonly seen in health care cost studies. Simulation studies indicate that the proposed estimator has competitive and more robust performance than existing estimators in various heteroscedastic models.
INTRODUCTION
Accurate prediction of health care cost is an important first step in addressing the problem of the rising cost (Ettner et al., 1998 (Ettner et al., , 2001 Cuffel et al., 1999) . For example, predicting health care costs of plan participants or patients can help a health insurance company decide proper risk-adjusted physician payments and help hospitals identify high-cost patients for better disease management.
We are interested in estimating the mean function μ W |x = E(W | X = x), where W is the future health care cost of an individual, say in the next year, and X is the vector of that person's characteristics, including the prior health status. One common approach is to regress the logtransformed cost, Y = log(W ), on x in a linear model to estimate E(Y | x) and then convert it back to E(W | x) by a suitable transformation. For a homogeneous linear regression model, Duan (1983) proposed a nonparametric estimator. For heteroscedastic regression models, Zhou et al. (2001) proposed two maximum likelihood estimators assuming normality of the log-transformed cost data, and Welsh & Zhou (2006) proposed a semiparametric approach that approximates the error distribution by the empirical distribution of the estimated residuals. The latter two papers require a parametric specification of the error variance function, and the resulting estimators may lose efficiency when the variance function is misspecified; see §3 for more discussion.
In real applications, the symmetry implicit in the lognormal model is often unrealistic . Bang & Tsiatis (2002) proposed median regression models for positive cost data with possible censoring, which could help identify factors that affect median cost for the general population. developed a smooth quantile ratio approach to estimate the mean cost difference between two groups by smoothing the log ratios of two quantile functions across percentiles. To estimate the marginal mean cost difference between two groups after adjusting for confounders X , applied the smooth quantile ratio algorithm to strata with similar covariate profiles determined by propensity score matching. Although this extension provides a way to adjust for confounders in comparing the overall marginal means of two groups, it does not provide a method for estimating the conditional mean costs of individuals given their covariates, which is the focus of this paper.
As most health care cost data are complicated by heteroscedasticity, nonnormality and the presence of zero values, having a unified approach in the analysis to account for all these issues is desirable. In this paper, we provide a new and flexible approach for estimating μ W |x through regression of quantiles of the transformed cost data. The equivariance property of quantiles to monotone transformations enables us to estimate the conditional quantiles and consequently the conditional mean of the health care cost on the original scale. The advantages of the proposed method over existing approaches are threefold. First, it does not assume any parametric error distribution and thus is able to accommodate nonnormally distributed errors. Second, it does not require modelling or estimating the error variance function and has robust performance for a wide class of heteroscedastic data. Third, the new method could reveal the contributions of different quantiles to the mean cost. Modelling at different quantiles could also provide a complete profile of the covariate effects on the cost distribution and thus help identify factors associated with, for example, higher or lower costs.
CONDITIONAL MEAN ESTIMATION THROUGH QUANTILE REGRESSION

2·1. Proposed estimator for studies with positive measurements
Let W denote the health care cost and X be a p-dimensional vector of covariates of a subject, where W > 0. Our main interest is in estimating the conditional mean cost, μ W |x = E(W | X = x). For any quantile level 0 < τ < 1, we assume the following linear quantile regression model:
where g is a known nondecreasing function, β(τ ) is the unknown p-dimensional coefficient vector and e i (τ ) is the random error whose τ th quantile conditional on x i equals zero. The transformation is often applied to achieve linearity and additivity. Throughout this paper, we assume that the first element of x i is 1, making the first component of β(τ ) an intercept. In model (1), β(τ ) may change with τ , indicating some form of heteroscedasticity. An important special case of this kind of heteroscedasticity is the following linear location-scale model:
where e i are independent and identically distributed. This model includes many models of systematic heteroscedasticity (Koenker & Bassett, 1982) . Quantiles possess an appealing property of equivariance to monotone transformations. The quantiles of the transformed random variable are simply the transformed quantiles of the original variable. Such a property is not shared by the mean. Under model (1), the τ th conditional quantile
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where ρ τ (u) = u{τ − I (u < 0)} is the quantile loss function and I is the indicator function; see Koenker (2005) for a comprehensive review of quantile regression.
The quantile curvesQ Y (τ | x) = x Tβ (τ ) converge to the true conditional quantile functions as the sample size increases. In real applications, however, because of the estimation error or lack of data in the region of interest, the estimated quantile curves may cross with each other for some τ s, and consequentlyQ Y (τ | x) may not be monotonically increasing in τ . This phenomenon is seen more frequently in multiple regression models (He, 1997) . In this paper, we employ a quantile rearrangement procedure to account for this nonmonotonicity issue. LetF Y (y | x) denote the empirical distribution function of x Tβ (τ ) for a large number of τ s. Inverting the distribution function, we obtain a rearranged quantile functionQ
We propose to estimate the conditional mean
and estimate
where α n = cn −1/(1+4b) , 0 < b < 1/4 − /2, c and are some positive constants. Theμ W |x can be viewed as the α n th trimmed conditional mean and it converges to E(W | x) as α n → 0. In practice, let α n = τ 1 < · · · < τ m = 1 − α n be a set of quantile levels, where m is some large number. We fit the quantile regression model (1) at each quantile level τ j to obtain the τ j th estimated quantile coefficientsβ(τ j ). Applying the quantile rearrangment algorithm, we obtain the rearranged conditional quantile functions of
, where τ 0 = 0. Throughout the numerical studies in this paper, we let m = n and τ j be uniformly spaced within [α n , 1 − α n ]. Specific choices of α n and b are provided in §3·3; see also Remark 2 for the discussion on the rate of α n . The proposed method can be easily implemented using the rq function in the R package quantreg. Koenker & Portnoy (1997) showed that the interior point algorithm, one of the options given in rq, could effectively improve the computational efficiency of quantile regression, making it comparable to least-squares methods even in massive datasets. Remark 1. proposed a smoothed quantile ratio approach to estimate the mean cost difference between two groups, denoted by . Our proposed method can also estimate as a special case. Consider a treatment-control study with n subjects in each group. For illustration, we consider g(w) = w. Let w i be the cost, d i be the group indicator and
T be the covariate vector of the ith subject, where
, where β 0 (τ ) is the τ th quantile of the control group and β 1 (τ ) is the quantile treatment effect. Therefore,
HUIXIA JUDY WANG AND XIAO-HUA ZHOU between the τ th ordinary sample quantiles of the two groups; see Corollary 2.2 of Koenker (2005) for a detailed proof. Let α n = 1/(n + 1) and τ j = j/(n + 1), where j = 1, . . . , n. Since j − 1 < nτ j < j, the τ j th sample quantile of a sample of size n is the jth-order statistic of the sample. Then our proposed estimatorˆ = (n − 1) −1 n j=1β 1 (τ j ) is n/(n − 1) times the sample mean cost difference between the two groups.
2·2. Asymptotic properties
For easy demonstration, we shall establish the asymptotic distribution ofμ W |x under the location-scale model (2). The derivation can easily be extended to the more general linear model (1), but the asymptotic variance ofμ W |x takes a very complicated form. Define 0 < a < min(1/4 − , 1/2 − 2b, 1/6 + 2/3b), where > 0. Let c be some positive constant and 0 < τ 0 < 1. Denote F as the cumulative distribution function and f as the density function of the random errors e i in (2). We make the following basic assumptions.
Assumption 2. The density function f (x) > 0 is absolutely continuous, bounded and monotonically decreasing outside some compact interval, and it has a uniformly bounded first derivative.
Assumption 3. The parameter vector β(τ ) is an element of a compact parameter space.
Assumption 5. The transformation function g is nondecreasing and twice-differentiable.
Remark 2. There is a trade-off between the rate at which α n goes to zero and the rate at which the error density tends to zero in the tails. To approximate μ Y |x with the α n th trimmed meanμ Y |x , either α n or the tail density needs to go to zero at sufficiently rapid rates. On the other hand, α n cannot go to zero too fast to achieve the uniform convergence ofβ(τ ) in the tails. Assumption 1 is basically a moment condition and implies that |x| 4+δ d F(x) < ∞ for some δ > 0. Assumptions 1 and 2 are satisfied, for example, by the normal, logistic, double exponential and t distributions with five or more degrees of freedom. The transformation function g can be decreasing, in which case 
where D and Q are defined in Assumption 4,
where
2·3. Two-part model for studies with zero measurements Transforming health care cost data is often complicated due to a high proportion of zero measurements. We adopt a two-part modelling approach to estimate the conditional mean of costs with zero values. The two-part model is one of the most commonly used methods to account for zero-cost data. The method separately models the probability of the cost being zero and the actual amount of the cost conditional on its being positive Mullahy, 1998; Buntin & Zaslavsky, 2004; Welsh & Zhou, 2006) .
Let π(x) = pr(W > 0 | x) denote the conditional probability of the cost being positive. We assume that π(x) is related to the covariates through a logistic link,
where θ is a p-dimensional vector of unknown parameters. In the first step, we fit this logistic regression model and estimate π(x) byπ (x) = exp(x Tθ ){1 + exp(x Tθ )} −1 , whereθ is the maximum likelihood estimator of θ. In the second step, we use only the positive measurements and estimate
dt as the estimate of the conditional mean of costs given covariates x and given that some costs have occurred. The conditional mean, (2), (5) and Assumptions 1-5 hold. Then as n → ∞,
where 
SIMULATION STUDY
3·1. Design of the experiment
We simulate the health care cost data using a two-stage procedure. We first generate a sample of size n from a Bernoulli distribution with the probability of getting zero values determined by model (5) with θ = (0·5, 0·2, 0·9) T . Let n 1 denote the number of ones in the Bernoulli sample. The logarithm of n 1 positive cost observations are then generated from the model,
T , z i is a binary variable taking value 1 for cases and 0 for controls and σ (x i , z i ; γ ) captures the scaling and heteroscedasticity on the transformed scale. We focus on two sample sizes n = 100 and n = 500. The following cases are considered for generating the positive costs. Cases 1-3 represent the linear heteroscedastic model with σ (x, z; γ ) = γ 0 + xγ 1 + zγ 2 , while Case 4 has a multiplicative heteroscedasticity with σ (x, z; γ ) = exp{(γ 0 + xγ 1 + zγ 2 )/2}. In Case 1, z i = 1 for i = 1, . . . , n/2 and 0 otherwise, x i = 1 for odd i and x i = 2 for even i and e i ∼ N (0, 1). In Cases 2 and 4, z i ∼ Ber (0·3), x i ∼ Ex (1) and e i ∼ N (0, 1). Case 3 is similar to Case 2 except that e i ∼ U (−3, 3) . The simulation is repeated 500 times for each case.
3·2. Estimation of the conditional mean difference between two groups
The smooth quantile ratio method proposed by models the log ratios of percentiles of two groups, so it can only estimate the mean difference between two groups. In contrast, our proposed method models the conditional distribution of the response variable ERQ  0·70  0·74  0·73  0·81  0·63  0·70  1·28  1·46  0·57  0·65  MLE  0·78  0·83  0·85  1·01  3·14  7·27  1·86  3·06  0·69  0·81  GLM  0·81  0·82  0·84  0·91  0·65  0·70  1·19  1·14  0·58  0·66  WZ  0·78  0·88  0·90  1·12  0·93  1·37  2·79  2·38  0·63  0·71  SQ  0·91  1·1 
ERQ, the proposed estimator through regression of quantiles; MLE, the maximum likelihood estimator; GLM, the generalized linear model estimator; WZ, Welsh & Zhou's internal weighted estimator; SQ, the smooth quantile ratio estimator.
directly, and thus is useful for predicting the conditional mean or any quantiles of the cost of a new patient, as well as for estimating the conditional mean difference between two groups. For comparison, we focus on the estimation of (
, the conditional mean difference between the case and control groups, adjusting for the confounders, x 0 . We compare the proposed estimator to four other estimators including the maximum likelihood estimator, the generalized linear model estimator, Welsh & Zhou's internal weighted estimator, and the smooth quantile ratio estimator. The maximum likelihood estimator is obtained by assuming normality on the log-transformed scale . The generalized linear model estimator is based on quasilikelihood with the log link and quadratic variance function (Blough & Ramsey, 2000) . Welsh & Zhou's estimator is obtained by fitting a semiparametric regression model to the log-transformed response variable (Welsh & Zhou, 2006) . Finally, we calculate the smooth quantile ratio estimator proposed by for estimating = E(W | z = 1) − E(W | z = 0) without conditioning on the other covariates. To estimate (x 0 ), we apply the smooth quantile ratio method only to Case 1 using the subset data with x = x 0 , x 0 = 1 or 2.
The numerical results are summarized in Table 1 . For each estimator, we provide the average scaled root mean square error, that is, the root mean square error of the estimator divided by the true value. In general, the smooth quantile ratio estimator is less efficient because the stratification reduces the effective sample size. The maximum likelihood estimator performs reasonably well in Cases 1, 2 and 4 with lognormal data, but it loses a great deal of efficiency in Case 3, where the lognormality assumption is violated. Welsh & Zhou's estimator is less efficient than our proposed estimator, especially for small samples. Furthermore, additional studies show that Welsh & Zhou's estimator is sensitive to the misspecification of the form of the variance function σ 2 and the covariates involved in that function. The proposed estimator is more efficient than the generalized linear model estimator in Cases 1-3 and comparable to the latter even in Case 4, where the global linear heteroscedastic model (1) fails to hold. 100  0·813  0·813  0·813  0·813  0·813  0·813  0·767  0·734  0·734  300  0·511  0·511  0·511  0·511  0·511  0·486  0·486  0·482  0·482  500  0·407  0·407  0·407  0·407  0·389  0·389  0·389  0·388  0·390 3·3. Sensitivity analysis To examine how sensitive the proposed method is to the misspecification of the transformation function g, we consider another case, Case 5. The transformed cost, y i = (w λ i − 1)/λ with λ = 0·25, is generated in the same way as in Case 2, but the estimation is still obtained by assuming a log-transformation. The simulation results for estimating (x 0 ) are summarized in Table 1 . The proposed method shows good robustness and gives smaller mean square errors than all the other four methods for both n = 100 and n = 500.
Recall from §2·1 that the proposed estimatorμ W |x can be viewed as the α n th trimmed conditional mean, where α n → 0 as n → ∞. In our empirical studies, we choose α n = 0·2n −1/(1+4b) with b = 0·05. Table 2 summarizes the results of the proposed estimator at n = 100, 300 and 500 for different b values in Case 2. The results show that the average scaled root mean square error changes very little for 0·01 b 0·1. Similar phenomena are also found in the other four cases.
4. REAL DATA ANALYSIS Yu et al. (2003) conducted a study on health care cost for chronic conditions in the Department of Veterans Affairs. Findings from this study would be useful for informing policy makers and providers about resource utilization of patients with chronic diseases, in determining budget allocations and in setting priorities for areas most in need of further research. To illustrate our method, we use a subset of the data from this study, consisting of 3902 subjects. We focus on the total inpatient costs of medical care incurred by the Department of Veterans Affairs for the fiscal year 1999. Fifty-six percent of subjects did not incur any inpatient cost and hence had zero-cost outcomes. We consider six covariates including age, gender, an indicator for Hispanic or non-Hispanic ethnicity, an indicator for hypertension, an indicator for asthma and an indicator for diabetes. We use the method proposed in §2·3 to account for zero values. The linear quantile regression model (1) with log-transformation is considered for the positive costs. The conditional probability of incurring any cost, π(x), is estimated by fitting the logistic regression model (5).
To check the adequacy of model (1) with log-transformation, we perform a lack-of-fit test following the procedure proposed by He & Zhu (2003) . The p-values of the test at quantile levels τ = 0·1, . . . , 0·9 are 0·85, 0·12, 0·03, 0·21, 0·14, 0·08, 0·20, 0·50 and 0·80, respectively, suggesting a reasonable fit of model (1) after multiple test adjustment across the nine deciles. Table 3 summarizes the estimated mean cost differences between non-Hispanic males with and without one of the three chronic diseases, using the proposed and the smooth quantile ratio methods. The smooth quantile ratio estimator is obtained by applying the method to the subsets of non-Hispanic males. The (x) is the conditional mean difference given age x and is the marginal mean difference obtained by averaging over the ages of all subjects. Unsurprisingly, the proposed method suggests that, on average, males with hypertension or diabetes spend significantly more on health care than healthy males. When either conditioning on or averaging 
ERQ, the proposed estimator through regression of quantiles; SQ, the smooth quantile ratio estimator; (x), the conditional mean differences given age x; , the marginal mean difference obtained by averaging over all observed ages. The numbers in the parentheses are bootstrap standard errors obtained by resampling the paired observations {(W i , x i ), i = 1, . . . , n} 500 times with replacement.
over ages, the proposed method shows no significant mean difference between those with and without asthma. This lack of significance is possibly due to the small number, total 57, of cases with asthma. The two methods give similar significance results on the marginal mean differences, but our proposal has much smaller standard errors, suggesting greater efficiency. To examine the contribution of different quantiles to the mean health care costs, Fig. 1 plots the estimated quantile curves of costs for 60-year-old non-Hispanic healthy males and those for 60-year-old non-Hispanic males with hypertension, asthma or diabetes. The estimated probabilities of incurring any cost are 0·39, 0·54, 0·45 and 0·41 for healthy males, and males with hypertension, asthma and diabetes, respectively. Compared to healthy males, males with hypertension are clearly more likely to seek health care services, and Fig. 1(a) suggests that the costs of these two groups differ at quantiles 0·46 < τ < 1. Asthma increases the likelihood of seeking services slightly, but it has little impact on the total costs. In contrast, the likelihoods of seeking services are similar between healthy males and those with diabetes. The significant difference between these two groups mainly comes from the right tail of the distribution, that is, the high-cost individuals.
In health care cost studies, another question of practical interest is predicting the health care cost for an individual given that person's characteristics. In Fig. 2 , we compare the predicted mean costs for a non-Hispanic male with hypertension between the ages of 50 and 80 using our proposed and Welsh & Zhou's methods. Both methods suggest that the mean costs of middle-aged males are higher than those of older males in this study. However, Welsh & Zhou's method gives larger mean cost estimates and wider confidence intervals than the proposed method across all ages considered.
DISCUSSION
We focused on predicting the conditional mean costs of patients given their characteristics, when the total health care costs are observed for all study patients. In some studies, however, some patients may drop out before the end of the study and their total health care costs over the entire study period are hence censored. We can extend our method to handle censored cost data by employing the idea of inverse probability weighting, which was used by several authors to estimate the mean cost of patients with possible censoring; see Zhao et al. (2007) for a detailed review. Such an extension is beyond the scope of this paper and needs further development. 
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