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Abstract
In this paper, we study a stationary and a nonstationary problem of the Ginzburg–Landau–Maxwell equa-
tions with Coulomb gauge in the Lp framework. First we prove a unique existence of stationary solution
near the constant state with a small external magnetic field. Moreover, we prove a globally in time existence
of solutions to the time dependent Ginzburg–Landau–Maxwell equations with small initial data and exter-
nal magnetic field, and we show its convergence to the corresponding stationary solution when time tends
to infinity. The key of our approach is to use various Lp–Lq estimates of the analytic semigroup generated
by the linearized problem. Especially our initial data belong to L3 without any additional regularity.
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1. Introduction
In this paper we consider the time dependent Ginzburg–Landau–Maxwell equations with
Coulomb gauge:
(ρt − iΦρ)= (∇ − iA)2ρ + κ
(
1 − |ρ|2)ρ in Ω × R+, (1.1)
* Corresponding author.
E-mail address: akiyama@tutumi.phys.waseda.ac.jp (T. Akiyama).0022-0396/$ – see front matter © 2005 Published by Elsevier Inc.
doi:10.1016/j.jde.2005.09.005
2 T. Akiyama, Y. Shibata / J. Differential Equations 243 (2007) 1–23η(At − ∇Φ)+ ∇ × (∇ × A)+ ∇ × H = JGL(ρ,A) in Ω × R+, (1.2)
JGL(ρ,A)= − i2
[
ρ(∇ − iA)ρ − ρ(∇ − iA)ρ
]
, (1.3)
∇ · A = 0 (Coulomb gauge) in Ω × R+, (1.4)
ρ(x,0)= ρ0(x), A(x,0)= A0(x), in Ω, (1.5)
∂νρ|Γ = 0, ν · A|Γ = 0, (∇ × A + H)× ν|Γ = 0, (1.6)
where R+ = (0,∞); ρ(x), Φ(x) and A(x) = T (A1(x),A2(x),A3(x))1 are the complex-valued
order parameter, the scalar electric potential and the magnetic vector potential, respectively;
η and κ are positive constants called the conductivity and the Ginzburg–Landau parameter of
substance, respectively; H(x) = T (H1(x),H2(x),H3(x)) is the external magnetic field; ρ is the
complex conjugate of ρ; JGL(ρ,A) is called the Ginzburg–Landau current; Ω is a domain in the
three dimensional Euclidean space R3 which satisfies one of the following assumptions:
(i) Ω is bounded.
(ii) Ω is an exterior domain, i.e., a domain having a compact nonempty complement.
(iii) Ω is a perturbed half space, i.e., there exists some open ball B such that Ω \ B = R3+ \ B ,
where
R
3+ =
{
x = (x1, x2, x3) ∈ R3
∣∣ x3 > 0};
Γ = ∂Ω denotes the boundary of Ω which is a C2,1 hypersurface; and ν = T (ν1, ν2, ν3) is
the unit outer normal vector to the boundary Γ . In this paper, we call the system (1.1)–(1.6)
the TDGLM equations, which were proposed by Schmid [9] or Gor’kov and Eliashberg [7]. It
describes a gauge invariant variant of the gradient flow of the minimizing problem of the Gibbs
free energy for the order parameter ρ. They also proposed the time dependent Ginzburg–Landau
equations coupled with the hyperbolic Maxwell equations.
The TDGLM was treated first in the L2 framework as far as the author knows. In fact, Klimov
[5] investigated the existence of multiple weak solution with the assumption that external mag-
netic field is not applied. Tsutsumi, Kasai and Oishi [11] established the existence of nontrivial
stationary solution in the presence of an external magnetic field for any κ > 0. But, to show the
stability of such nontrivial stationary solution in the L2 framework, some regularity assumption
on the initial data was necessary. In order to avoid such regularity assumption on the initial data,
according to the well-known argument due to Kato concerning the Navier–Stokes equation, it
is better to treat the TDGLM in the Lp framework. From this point of view, Akiyama et al. [1]
studied (1.1)–(1.6) in the Lp framework without any regularity assumptions on the initial data.
They studied the case where the external magnetic field H depends on (t, x) and they proved a
globally in time existence of solutions to TDGLM provided that some norms of H(t, x), Ht (t, x)
and initial data are small enough. Moreover, roughly speaking, they proved that the asymptotic
behavior of solutions is the same as that of H(t, x) and Ht (t, x) as time tends to infinity.
The purpose of this paper is to show the unique existence theorem of solutions to the stationary
problem corresponding to the problem (1.1)–(1.6) with time independent external magnetic field
1 Given vector or matrix M , T M means the transposed M .
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and (Φ,A) = (0,0) in the Lp(Ω) framework and to show its stability concerning the initial
disturbance by the small initial data in L3(Ω). First, given (α,β) ∈ R2 with α2 + β2 = 1, by
setting ρ = α + ξ + i(β + ζ ) and Ψ = −ηΦ + βξ − αζ in (1.1)–(1.3), we see that real valued
unknown functions ξ , ζ , A and Ψ enjoy the following equations:
ξt −ξ + c1ξ + c2ζ =E1(ξ, ζ,Ψ )+ F1(ξ, ζ,A) in Ω × R+, (1.7)
ζt −ζ + c2ξ + c3ζ =E2(ξ, ζ,Ψ )+ F2(ξ, ζ,A) in Ω × R+, (1.8)
ηAt + ∇ × (∇ × A)+ A + ∇ × H + η∇Ψ = F3(ξ, ζ,A) in Ω × R+, (1.9)
∇ · A = 0 in Ω × R+, (1.10)
∂νξ |Γ = ∂νζ |Γ = 0, ν · A|Γ = 0, (∇ × A + H)× ν|Γ = 0, (1.11)
(ξ, ζ,A)|t=0 = (ξ0, ζ0,A0) (1.12)
where
c1 = 2κα2 + η−1β2, c2 = αβ
(
2κ − η−1), c3 = 2κβ2 + η−1α2;
E1(ξ, ζ,Ψ )= η−1(β + ζ )Ψ, E2(ξ, ζ,Ψ )= −η−1(α + ξ)Ψ ;
F1(ξ, ζ,A)= 2(A · ∇)ζ − 3καξ2 −
(
2κ + η−1)βξζ + (η−1 − κ)αζ 2
− α|A|2 − (κ(ξ2 + ζ 2)+ |A|2)ξ ;
F2(ξ, ζ,A)= −2(A · ∇)ξ +
(
η−1 − κ)βξ2 − (2κ + η−1)αξζ − 3κβζ 2
− β|A|2 − (κ(ξ2 + ζ 2)+ |A|2)ζ ;
F3(ξ, ζ,A)= ξ∇ζ − ζ∇ξ −
(
2αξ + ξ2 + 2βζ + ζ 2)A. (1.13)
Assuming that ξ = ξ˜ (x), ζ = ζ˜ (x), A = A˜(x) and Ψ = Ψ˜ (x) in (1.7)–(1.12), we have the corre-
sponding stationary problem:
−ξ˜ + c1ξ˜ + c2ζ˜ =E1(ξ˜ , ζ˜ , Ψ˜ )+ F1(ξ˜ , ζ˜ , A˜) in Ω, (1.14)
−ζ˜ + c2ξ˜ + c3ζ˜ =E2(ξ˜ , ζ˜ , Ψ˜ )+ F2(ξ˜ , ζ˜ , A˜) in Ω, (1.15)
∇ × (∇ × A˜)+ A˜ + ∇ × H˜ + η∇Ψ˜ = F3(ξ˜ , ζ˜ , A˜) in Ω, (1.16)
∇ · A˜ = 0 in Ω, (1.17)
∂ν ξ˜ |Γ = ∂ν ζ˜ |Γ = 0, ν · A˜|Γ = 0, (∇ × A˜ + H˜)× ν|Γ = 0. (1.18)
To treat Eqs. (1.9) and (1.10) with boundary condition (1.11) for A and Eqs. (1.16) and (1.17)
with boundary condition (1.18) for A˜, we introduce the Helmholtz decomposition, which was
proved by Fujiwara and Morimoto [4] in the bounded domain case, by Miyakawa [8] and Simader
and Sohr [10] in the exterior domain case and by Farwig and Sohr [3] in the perturbed half space
case. Set
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{
u= T (u1, u2, u3) ∈ C∞0 (Ω)3
∣∣ divu= 0 in Ω};
Xp(Ω)= the closure of C∞0,σ (Ω) in Lp(Ω);
Gp(Ω)=
{∇π ∣∣ π ∈ Wˆ 1p(Ω)3};
Wˆ 1p(Ω)=
{
π ∈ Lp,loc(Ω)
∣∣∣∣∇π ∈ Lp(Ω)3,
∫
Ω0
π dx = 0
}
,
where Ω0 is a bounded domain contained in Ω . Then, for 1 <p <∞ there holds the Helmholtz
decomposition:
Lp(Ω)
3 =Xp(Ω)⊕Gp(Ω) (direct sum). (1.19)
It is well known that
Xp(Ω)=
{
u ∈ Lp(Ω)3
∣∣ divu= 0 in Ω , ν · u|Γ = 0}. (1.20)
It follows from the Helmholtz decomposition (1.19) that given u ∈ Lp(Ω)3, there exist unique
v ∈ Xp(Ω) and π ∈ Wˆ 1p(Ω) such that u = v + ∇π . Let us define the projection P :Lp(Ω) →
Xp(Ω) by Pu= v, and then we know that
‖Pu‖Lp Cp‖u‖Lp, (1.21)
‖∇π‖Lp  Cp‖u‖Lp . (1.22)
In order to state our main results, at this point we outline our notation. The norms in the
Lebesgue space Lp(Ω) and in Sobolev space Wkp(Ω), k  1, are denoted by ‖ · ‖Lp and ‖ · ‖Wkp ,
respectively. Given Banach spaces X and Y with norms ‖ · ‖X and ‖ · ‖Y , respectively, we set
‖v‖X∩Y = ‖v‖X + ‖v‖Y ,
Xn = {v = T (v1, . . . , vn) ∣∣ vj ∈X}, ‖v‖X = n∑
j=1
‖vj‖X.
We set
(u, v)Ω =
∫
Ω
u(x)v(x) dx, (u, v)Γ =
∫
Γ
u(x)v(x) dσ,
where dσ is the surface element on Γ . C = Ca,b,... means that the constant C depends on the
quantities a, b, . . . in the parenthesis. To denote generic constants we use the same letter C, and
therefore the constants C and Ca,b,... may change from line to line.
Now, we introduce the notion of the weak solutions to (1.14)–(1.18).
Definition 1.1. Let p and p′ be numbers such that 1 <p, p′ <∞ and 1/p + 1/p′ = 1. Set
W˙ 1p(Ω)=Xp(Ω)∩W 1p(Ω)3, Yp(Ω)=W 1p(Ω)2 × W˙ 1p(Ω).
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variational equation:
(∇ ξ˜ ,∇ ξ˜ ′)Ω + c1(ξ˜ , ξ˜ ′)Ω + c2(ζ˜ , ξ˜ ′)Ω =
(
E1(ξ˜ , ζ˜ , Ψ˜ )+ F1(ξ˜ , ζ˜ , A˜), ξ˜ ′
)
Ω
; (1.23)
(∇ ζ˜ ,∇ ζ˜ ′)Ω + c2(ζ˜ , ζ˜ ′)Ω + c3(ξ˜ , ζ˜ ′)Ω =
(
E1(ξ˜ , ζ˜ , Ψ˜ )+ F2(ξ˜ , ζ˜ , A˜), ζ˜ ′
)
Ω
; (1.24)
(∇ × A˜,∇ × A˜ ′)Ω + (A˜, A˜ ′)Ω =
(
PF3(ξ˜ , ζ˜ , A˜), A˜ ′
)
Ω
− (H,∇ × A˜ ′)Ω (1.25)
for any (ξ˜ ′, ζ˜ ′, A˜′) ∈ Yp′(Ω), where Ψ˜ is chosen in such a way that
F3(ξ˜ , ζ˜ , A˜)= PF3(ξ˜ , ζ˜ , A˜)+ η∇Ψ˜ . (1.26)
Concerning the existence of stationary solutions, we have the following theorem.
Theorem 1.2. There exists an  > 0 such that if H ∈ L3(Ω)3 ∩L6(Ω)3 and
‖H‖L3∩L6  , (1.27)
then (1.14)–(1.18) admits a weak solution (ξ˜ , ζ˜ , A˜) ∈ Y3(Ω) ∩ Y6(Ω) and Ψ˜ ∈ W 13 (Ω) ∩
Wˆ 13/2(Ω), which satisfies the estimate
∥∥(ξ˜ , ζ˜ , A˜)∥∥
W 13 ∩W 16 + ‖Ψ˜ ‖W 13 + ‖∇Ψ˜ ‖L3/2  C (1.28)
with some constant C > 0 independent of .
In addition, the weak solution satisfying (1.28) is unique.
Now, we consider the stability of (ξ˜ , ζ˜ , A˜) concerning the initial disturbance. To do this, we
set
ξ = ξ˜ + ϕ, ζ = ζ˜ +ψ, A = A˜ + B, Ψ = Ψ˜ +Ξ (1.29)
in (1.7)–(1.12), and then (ϕ,ψ,B,Ξ) enjoys the equations:
ϕt −ϕ + c1ϕ + c2ψ = E1(ϕ,ψ,Ξ)+F1(ϕ,ψ,B) in Ω × R+, (1.30)
ψt −ψ + c2ϕ + c3ψ = E2(ϕ,ψ,Ξ)+F2(ϕ,ψ,B) in Ω × R+, (1.31)
Bt + η−1(∇ × (∇ × B)+ B)+ ∇Ξ = η−1F3(ϕ,ψ,B) in Ω × R+, (1.32)
div B = 0 in Ω × R+, (1.33)
∂νϕ|Γ = ∂νψ |Γ = 0, ν · B|Γ = 0, (∇ × B)× ν|Γ = 0, (1.34)
(ϕ,ψ,B)|t=0 = (ϕ0,ψ0,B0)= (ξ0 − ξ˜ , ζ − ζ˜ ,A0 − A˜), (1.35)
where
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E2(ϕ,ψ,Ξ)= −η−1(α + ξ˜ )Ξ − η−1ϕ(Ψ˜ +Ξ);
F1(ϕ,ψ,B)= 2
(
A˜ · ∇ψ + B · ∇(ζ˜ +ψ))− 3κα(2ξ˜ϕ + ϕ2)+ (η−1 − κ)α(2ζ˜ψ +ψ2)
− (2κ + η−1)β(ξ˜ψ + ζ˜ ϕ + ϕψ)− α(2A˜ · B + |B|2)
− κ(2ξ˜ϕ + 2ζ˜ψ + ϕ2 +ψ2)ξ˜
− (2A˜ · B + |B|2)ξ˜ − {κ((ξ˜ + ϕ)2 + (ζ +ψ)2)+ |A˜ + B|2}ϕ;
F2(ϕ,ψ,B)= −2
(
A˜ · ∇ϕ + B · ∇(ξ˜ + ϕ))− 3κβ(2ζ˜ψ +ψ2)+ (η−1 − κ)β(2ξ˜ϕ + ϕ2)
− (2κ + η−1)α(ξ˜ψ + ζ˜ ϕ + ϕψ)− β(2A˜ · B + |B|2)
− κ(2ξ˜ϕ + 2ζ˜ψ + ϕ2 +ψ2)ζ˜ − (2A˜ · B + |B|2)ζ˜
− {κ((ξ˜ + ϕ)2 + (ζ +ψ)2)+ |A˜ + B|2}ψ;
F3(ϕ,ψ,B)= ξ˜∇ψ + ϕ∇(ζ˜ +ψ)− ζ˜∇ϕ −ψ∇(ξ˜ + ϕ)−
(
2αϕ + 2ξ˜ϕ + ϕ2)A˜
− (2βψ + 2ζ˜ψ +ψ2)A˜
− (2α(ξ˜ + ϕ)+ (ξ˜ + ϕ)2 + 2β(ζ˜ +ψ)+ (ζ˜ +ψ)2)B. (1.36)
To treat (1.30) and (1.31), we use the analytic semigroup {TL(t)}t0 corresponding to the system
of the heat equations:
ϕt −ϕ + c1ϕ + c2ψ = 0 in Ω × R+, (1.37)
ψt −ψ + c2ϕ + c3ψ = 0 in Ω × R+, (1.38)
∂νϕ|Γ = ∂νψ |Γ = 0, (ϕ,ψ)|t=0 = (ϕ0,ψ0). (1.39)
The problem (1.37)–(1.39) and the corresponding resolvent equation are treated in Section 2,
below. Applying the projection P to (1.32), we have
Bt + η−1(∇ × (∇ × B)+ B)= η−1PF3(ϕ,ψ,B) in Ω × R+, (1.40)
F3(ϕ,ψ,B)= PF3(ϕ,ψ,B)+ η∇Ξ. (1.41)
Let us define the operator M by the formula
MB = η−1(∇ × (∇ × B)+ B) for B ∈Dp(M), (1.42)
where the domain Dp(M) is defined by the relation
Dp(M)=
{
B ∈Xp(Ω)∩W 2p(Ω)3
∣∣ (∇ × B)× ν|Γ = 0}. (1.43)
As we will see in Section 3, the operator M generates an analytic semigroup {TM(t)}t0. By
using {TL(t)}t0 and {TM(t)}t0, we reduce (1.30), (1.31) and (1.40) to the integral equation:
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(
ϕ(t)
ψ(t)
)
= TL(t)
(
ϕ0
ψ0
)
+
t∫
0
TL(t − s)
(E1(ϕ(s),ψ(s),Ξ(s))+F1(ϕ(s),ψ(s),B(s))
E2(ϕ(s),ψ(s),Ξ(s))+F2(ϕ(s),ψ(s),B(s))
)
ds, (1.44)
B(t)= TM(t)B0 + η−1
t∫
0
TM(t − s)PF3
(
ϕ(s),ψ(s),B(s)
)
ds, (1.45)
F3
(
ϕ(s),ψ(s),B(s)
)= PF3(ϕ(s),ψ(s),B(s))+ η∇Ξ(s). (1.46)
Concerning the integral equations (1.44) and (1.45) with (1.46), we have the following theo-
rem which shows the stability of the stationary solution (ξ˜ , ζ˜ , A˜, Ψ˜ ) by the initial disturbance
(ϕ0,ψ0,B0). To state the theorem, we set
Zp(Ω)= Lp(Ω)2 ×Xp(Ω).
Theorem 1.3. There exists a γ > 0 such that for sufficiently small  > 0, given any H ∈ L3(Ω)3 ∩
L6(Ω)3 and initial data (ϕ0,ψ0,B0) ∈ Z3(Ω) which satisfy the smallness assumption:
‖H‖L3∩L6 +
∥∥(ϕ0,ψ0,B0)∥∥L3  , (1.47)
the integral equations (1.44) and (1.45) with (1.46) admit a solution
(
ϕ(t),ψ(t),B(t)
) ∈ C([0,∞),Z3(Ω))∩C((0,∞),Z6(Ω)∩ Y3(Ω)),
Ξ(t) ∈ C((0,∞),W 13 (Ω)∩ Wˆ 13/2(Ω)),
which possess the properties:
[
(ϕ,ψ,B)
]
3,0,γ,t +
[
(ϕ,ψ,B)
]
6,1/4,γ,t +
[
(ϕ,ψ,B)
]
∞,1/2,γ,t +
[∇(ϕ,ψ,B)]3,1/2,γ,t
+ [Ξ ]3,1/2,γ,t + [∇Ξ ]3/2,1/2,γ,t + [∇Ξ ]3,1,γ,t  C, (1.48)
lim
t→0+
∥∥(ϕ(t),ψ(t),B(t))− (ϕ0,ψ0,B0)∥∥L3 = 0,
lim
t→0+
[
(ϕ,ψ,B)
]
6,1/4,γ,t +
[∇(ϕ,ψ,B)]3,1/2,γ,t = 0. (1.49)
In addition, the solution of the integral equations (1.44) and (1.45) with (1.46) satisfying (1.48)
and (1.49) is unique.
Here and hereafter, we set
[ϕ]p,,γ,t = sup
0<st
f,γ (s)
∥∥ϕ(s)∥∥
Lp
, (1.50)
f,γ (s)=
{
s, 0 < s  1,
eγ s, s  1. (1.51)
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In this section, we consider the equation
vt −v +Qv = 0 in Ω × R+, ∂ν v|Γ = 0, v|t=0 = v0, (2.1)
where v = T (ϕ,ψ), v0 = T (ϕ0,ψ0) and
Q=
[
c1 c2
c2 c3
]
=
[
2κα2 + η−1β2 αβ(2κ − η−1)
αβ(2κ − η−1) 2κβ2 + η−1α2
]
.
Q is a 2 × 2 symmetric matrix and its eigenvalues are two positive numbers 2κ and η−1. Choose
an orthogonal matrix R in such a way that
TRQR =
[
2κ 0
0 η−1
]
. (2.2)
Multiplying (2.1) by TR, we have
(
TRv)
t
−(TRv)+ TRQR(TRv)= 0 in Ω × R+,
∂ν
(
TRv)|Γ = 0, TRv|t=0 = TRv0,
and therefore setting TRv = w = T(w1,w2) and TRv0 = w0 = T(w01,w02), we see that wj ,
j = 1,2, enjoy the equations
(wj )t −wj + jwj = 0 in Ω × R+, ∂νwj |Γ = 0, wj |t=0 =w0j (2.3)
for j = 1,2 where 1 = 2κ and 2 = η−1. Equations (2.1) and (2.3) are equivalent. Therefore, it
suffices to solve (2.3).
The following theorem is well known at least in the bounded domain case and it was proved
by Akiyama et al. [2] under our assumption on the domain.
Theorem 2.1. Let 1 < p < ∞, 0 <  < π/2 and δ > 0. Then, for every λ ∈ C \ (−∞,0] and
f ∈ Lp(Ω), there exists a unique solution w ∈W 2p(Ω) to the resolvent equation
λw −w = f in Ω, ∂νw|Γ = 0, (2.4)
which satisfies the estimate
|λ|‖w‖Lp + ‖w‖W 2p C‖f ‖Lp , (2.5)
|λ|1/2‖w‖Lp + ‖w‖W 1p C‖f ‖Lp (2.6)
for any λ ∈ with |λ| δ, where we have set
 =
{
λ ∈ C | |argλ|< π − }.
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is defined by the formula
Dp(L)=
{
u ∈W 2p(Ω)
∣∣ ∂νu|Γ = 0}. (2.7)
Then, by Theorem 2.1 the operator Aj generates an analytic semigroup {Tj (t)}t0 on Lp(Ω),
which satisfies the estimate:
‖Tj (t)a‖Wkp  Cp,∗j e
−∗j t t−k/2‖a‖Lp, ∀a ∈ Lp(Ω), t > 0, k = 0,2,
‖Tj (t)a‖W 2p Cp,∗j e
−∗j t‖a‖W 2p , ∀a ∈Dp(L), t > 0, (2.8)
where ∗j ∈ (0, j ) and W 0p(Ω)= Lp(Ω). Therefore, if we define {TL(t)}t0 by the formula
TL(t)v0 =R
[
T1(t) 0
0 T2(t)
]
TRv0, (2.9)
then v(t)= TL(t)v0 solves (2.1). From (2.8) it follows that
∥∥TL(t)v0∥∥Wkp Cpe−δt t−k/2‖v0‖Lp , ∀v0 ∈ Lp(Ω)2, t > 0, k = 0,2, (2.10)∥∥TL(t)v0∥∥W 2p  Cpe−δt‖v0‖W 2p , ∀v0 ∈Dp(L)2, t > 0, (2.11)
where δ = min(2κ,η−1)/2.
Now, we shall show the Lp–Lq estimate:
Theorem 2.2. Let 1 <p <∞ and let {TL(t)}t0 be an analytic semigroup defined by (2.9). Set
δ = min(2κ,η−1)/2.
Then, we have the following estimates:
∥∥TL(t)v0∥∥Lq  Cp,qe−δt t− 32 ( 1p− 1q )‖v0‖Lp , ∀t > 0, v0 ∈ Lp(Ω), (2.12)
provided that 1 p  q ∞ (p = ∞, q = 1);
∥∥∇TL(t)v0∥∥Lq Cp,qe−δt t− 32 ( 1p− 1q )− 12 ‖v0‖Lp, ∀t > 0, v0 ∈ Lp(Ω), (2.13)
provided that 1 <p  q <∞.
Proof. Using the complex interpolation
Wsp(Ω)=
(
Lp(Ω),W
2
p(Ω)
)
, 2θ = s,θ
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v0∥∥Wsp  Cs,pe−δt t−s/2‖v0‖Lp . (2.14)
Set s = 3(1/p − 1/q). Assume first that 0 < s < 2. Since Wsp(Ω) ⊂ Lq(Ω), it follows from
(2.14) that
∥∥TL(t)v0∥∥Lq  Cs∥∥TL(t)v0∥∥Wsp Cp,qe−δt t− 32 ( 1p− 1q )‖v0‖Lp (2.15)
for any v0 ∈ Lp(Ω)3 with 3(1/p − 1/q) ∈ (0,2). Assuming next that s  2, we choose
p1, . . . , pm−1 in such a way that p = p0 < p1 < · · · < pm−1 < pm = q and 0 < 3(1/p −
1/p+1) < 2 for = 0,1,2, . . . ,m− 1. Then, by (2.15) we have∥∥TL(t)v0∥∥Lq = ∥∥TL((t/m)+ · · · + (t/m)︸ ︷︷ ︸
m times
)v0‖Lq
 Ce−δt/mt−
3
2 (
1
pm
− 1
pm−1 )
∥∥TL((t/m)+ · · · + (t/m)︸ ︷︷ ︸
m−1 times
)v0∥∥Lpm−1
 Cp,qe−δt t−
3
2 (
1
p
− 1
q
)‖v0‖Lp ,
which shows (2.12) provided that 1 < p  q < ∞. Combining (2.14) with s = 1 and (2.15), we
have
∥∥∇TL(t)v0∥∥Lq = ∥∥∇TL((t/2)+ (t/2))v0∥∥Lq Ce−δt/2t−1/2∥∥TL(t/2)v0∥∥Lq
 Cp,qe−δt t−
3
2 (
1
p
− 1
q
)− 12 ‖v0‖Lp
provided that 1 < p  q < ∞. By the Gagliardo–Nirenberg inequality, we have for
r > max(3,p),
∥∥TL(t)v0∥∥L∞  C∥∥TL(t)v0∥∥3/rW 1r ∥∥TL(t)v0∥∥1−(3/r)Lr
 C
[
e−δt t−
3
2 (
1
p
− 1
r
)− 12 ‖v0‖Lp
]3/r[
e−δt t−
3
2 (
1
p
− 1
r
)‖v0‖Lp
]1−(3/r)
= Ce−δt t− 32p ‖v0‖Lp
provided that 1 < p < ∞. Finally, the duality argument and the density of C∞0 (Ω)n in L1(Ω)n
implies that
∥∥TL(t)v0∥∥Lp  Ce−δt t− 32 (1− 1p )‖v0‖L1 ,
which completes the proof of the theorem. 
Let p and p′ be numbers such that 1 < p, p′ < ∞ and 1/p + 1/p′ = 1. If (ξ, ζ ) ∈ W 1p(Ω)2
satisfies the variational equations
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(∇ζ,∇ζ ′)Ω + c2(ξ, ζ ′)Ω + c3(ζ, ζ ′)Ω = (g, ζ ′)Ω (2.16)
for any (ξ ′, ζ ′) ∈W 1
p′(Ω)
2
, we say that (ξ, ζ ) is a weak solution to the system of equations
−ξ + c1ξ + c2ζ = f, −ζ + c2ξ + c3ζ = g in Ω,
∂νξ |Γ = ∂νζ |Γ = 0. (2.17)
If (ξ, ζ ) ∈ W 2p(Ω)2 solves (2.17), then integration by parts implies that ξ and ζ satisfy (2.16).
By using the orthogonal transform R, (2.17) is reduced to the two equations
−wj + jwj = fj in Ω , ∂νwj |Γ = 0
for j = 1,2 where 1 = 2κ and 2 = η−1. Therefore, by Theorem 2.1 with λ = 2κ and λ = η−1
and the density argument, we have the following theorem.
Theorem 2.3. Let 1 < p < ∞. Then, for every (f, g) ∈ Lp(Ω)2 (2.17) admits a unique weak
solution (ξ, ζ ) ∈W 1p(Ω)2 which satisfies the estimate∥∥(ξ, ζ )∥∥
W 1p
C
∥∥(f, g)∥∥
Lp
. (2.18)
3. About the parabolic Maxwell equation
In this section, we consider the equations
Bt + η−1
[∇ × (∇ × B)+ B]= 0, ∇ · B = 0 in Ω × R+,
ν · B|Γ = 0, (∇ × B)× ν|Γ = 0, B|t=0 = B0, (3.1)
where B = T (B1,B2,B3) and B0 = T (B01,B02,B03). Let us consider the resolvent problem
corresponding to (3.1):
λA + η−1[∇ × (∇ × A)]+ ∇Ψ + ∇ × H = F, ∇ · A = 0 in Ω,
ν · A|Γ = 0, (∇ × A + H)× ν|Γ = 0. (3.2)
From Akiyama et al. [2] we know the following theorem concerning (3.2).
Theorem 3.1. Let 1 <p <∞, 0 <  < π/2 and δ > 0. Let P be the projection corresponding to
the Helmholtz decomposition (1.19). If we choose Ψ ∈ Wˆ 1p(Ω) in such a way that
F = PF + ∇Ψ, (3.3)
then for every λ ∈ C \ (−∞,0], H ∈ W 1p(Ω)3 and F ∈ Lp(Ω)3, (3.2) admits a unique solution
A ∈W 2p(Ω)3, which satisfies the estimate
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{‖F‖Lp + |λ|1/2‖H‖Lp + ‖∇H‖Lp}, (3.4)
|λ|1/2‖A‖Lp + ‖A‖W 1p  C
{‖F‖Lp + ‖H‖Lp} (3.5)
for any λ ∈ with |λ| δ with some constant C = Cp,,δ .
Let M be a linear operator defined by (1.42) with domain Dp(M) defined by (1.43). Then, by
Theorem 3.1, M generates an analytic semigroup {TM(t)}t0 on Xp(Ω). Moreover, we have
∥∥TM(t)B0∥∥Wkp Cpe−t/2t−k/2‖B0‖Lp , ∀t > 0, B0 ∈Xp(Ω), k = 0,2,∥∥TM(t)B0∥∥W 2p  Cpe−t/2‖B0‖W 2p , ∀t > 0, B0 ∈Dp(M). (3.6)
Employing the same argument as in Section 2, from (3.6) we have the following theorem.
Theorem 3.2. The analytic semigroup {TM(t)}t0 satisfies the following estimates:
∥∥TM(t)B0∥∥Lq Cp,qe−t/2t− 32 ( 1p− 1q )‖B0‖Lp, ∀t > 0, B0 ∈ Lp(Ω)3 (3.7)
provided that 1 p  q ∞ (p = ∞, q = 1);
∥∥∇TM(t)B0∥∥Lq Cp,qe−t/2t− 32 ( 1p− 1q )− 12 ‖B0‖Lp, ∀t > 0, B0 ∈ Lp(Ω)3 (3.8)
provided that 1 <p  q <∞.
Finally, we consider the weak solution to the equations
∇ × (∇ × A)+ A + ∇ × H + η∇Ψ = F in Ω ,
∇ · A = 0 in Ω ,
ν · A|Γ = 0, (∇ × A + H)× ν|Γ = 0. (3.9)
Let p and p′ be numbers such that 1 <p, p′ <∞ and 1/p+ 1/p′ = 1. If A ∈ W˙ 1p(Ω)3 satisfies
the variational equation
(∇ × A,∇ × A′)Ω + (A,A′)Ω = (PF,A′)Ω − (H,∇ × A′)Ω (3.10)
for any A′ ∈ W˙ 1
p′(Ω)
3
, then we say that A ∈ W˙ 1p(Ω)3 is a weak solution to (3.9). If A ∈W 2p(Ω)3
satisfies (3.9), then by using the formula
(∇ × A,A′)Ω = −(A × ν,A′)Γ + (A,∇ × A′)Ω, (3.11)
we see that A also satisfies (3.10). Therefore, using Theorem 3.1 and the density argument, we
have the following theorem.
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for any H ∈ Lp(Ω)3 and F ∈ Lp(Ω)3 (3.9) admits a unique weak solution A ∈ W˙ 1p(Ω)3 which
satisfies the estimate
‖A‖W 1p  C
(‖F‖Lp + ‖H‖Lp). (3.12)
4. A proof of Theorem 1.2
In this section, we shall show Theorem 1.2 by the contraction mapping principle. To do this,
as the underlying space we set
I =
{
U˜ = (ξ˜ , ζ˜ , A˜) ∈ Y3(Ω)∩ Y6(Ω)
∣∣ ‖U˜‖W 13 ∩W 16  }, (4.1)
where  is a positive number which is smaller than 1. It will be determined later. Below, to
estimate the nonlinear terms, we shall use the following Sobolev’s inequalities:
‖u‖L∞  C‖u‖W 16 , ‖u‖L6 C‖u‖W 13 (4.2)
and the following estimates:
‖u∇v‖L3/2  ‖u‖L3‖∇v‖L3, ‖uv‖L3/2  ‖u‖L3‖v‖L3,
‖uvw‖L3/2  ‖u‖L3‖v‖L6‖w‖L6,
‖u∇v‖L3  ‖u‖L∞‖∇v‖L3  C‖u‖W 16 ‖∇v‖L3,
‖uv‖L3  ‖u‖L∞‖v‖L3  C‖u‖W 16 ‖v‖L3,
‖uvw‖L3  ‖u‖L∞‖v‖L6‖w‖L6  C‖u‖W 16 ‖v‖L6‖w‖L6,
‖u∇v‖L6  ‖u‖L∞‖∇v‖L6  C‖u‖W 16 ‖∇v‖L6,
‖uv‖L6  ‖u‖L∞‖v‖L6  C‖u‖W 16 ‖v‖L6,
‖uvw‖L6  ‖u‖L∞‖v‖L∞‖w‖L6  C‖u‖W 16 ‖v‖W 16 ‖w‖L6 . (4.3)
First, we consider the Helmholtz decomposition of the nonlinear term F3(U˜ ). If Ψ ∈ Wˆ 1p(Ω) and
1 <p < 3, then we have
‖Ψ ‖L3p/(3−p)  Cp‖∇Ψ ‖Lp, (4.4)
which is proved in Appendix A. Given U˜ = (ξ˜ , ζ˜ , A˜) ∈ I we choose Ψ˜U˜ in such a way that
F3(U˜)= PF3(U˜)+ η∇Ψ˜U˜ . (4.5)
Applying (1.22) with p = 3 and 3/2 to (4.5) and using (4.4) with p = 3/2 and the Sobolev’s
inequality (4.2), we have
‖Ψ˜
U˜
‖L6 + ‖Ψ˜U˜‖W 1 + ‖∇Ψ˜U˜‖L3/2  C
∥∥F3(U˜)∥∥ . (4.6)
3 L3/2∩L3
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provided that ‖(ξ˜ , ζ˜ , A˜)‖W 13 ∩W 16  . Here and hereafter, we use the inequality: 
k   for k  2,
which follows from the fact: 0 <   1. Therefore, combining (4.6) and (4.7) implies that
‖Ψ˜
U˜
‖L6 + ‖Ψ˜U˜‖W 13 + ‖∇Ψ˜U˜‖L3/2 C
2, (4.8)
provided that U˜ = (ξ˜ , ζ˜ , A˜) ∈ I . By (4.7), (4.8) and (4.3), we have∥∥Ej(ξ˜ , ζ˜ , Ψ˜U˜ )∥∥L3∩L6  C2 (j = 1,2), ∥∥Fj (U˜)∥∥L3∩L6 C2 (j = 1,2,3) (4.9)
provided that U˜ = (ξ˜ , ζ˜ , A˜) ∈ I .
In the same manner, we have
‖Ψ˜
U˜1
− Ψ˜
U˜2
‖L6 + ‖Ψ˜U˜1 − Ψ˜U˜2‖W 13 +
∥∥∇(Ψ˜
U˜1
− Ψ˜
U˜2
)
∥∥
L3/2
 C‖U˜1 − U˜2‖W 13 ∩W 16 ,
3∑
k=1
∥∥Fk(U˜1)− Fk(U˜2)∥∥L3∩L6  C‖U˜1 − U˜2‖W 13 ∩W 16 ,
2∑
k=1
∥∥Ek(ξ˜1, ζ˜1, Ψ˜U˜1)−Ek(ξ˜2, ζ˜2, Ψ˜U˜2)∥∥L3∩L6 C‖U˜1 − U˜2‖W 13 ∩W 16 (4.10)
provided that U˜j = (ξ˜j , ζ˜j , A˜j ) ∈ I , j = 1,2. By Theorems 2.3 and 3.3, there exists a unique
(ξ, ζ,A) ∈ Y3(Ω)∩ Y6(Ω), which solves the equations
(∇ξ,∇ ξ˜ ′)Ω + c1(ξ, ξ˜ ′)Ω + c2(ζ, ξ˜ ′)Ω =
(
E1(ξ˜ , ζ˜ , Ψ˜U˜ )+ F1(ξ˜ , ζ˜ , A˜), ξ˜ ′
)
Ω
,
(∇ζ,∇ ζ˜ ′)Ω + c2(ξ, ζ˜ ′)Ω + c3(ζ, ζ˜ ′)Ω =
(
E2(ξ˜ , ζ˜ , Ψ˜U˜ )+ F2(ξ˜ , ζ˜ , A˜), ζ˜ ′
)
Ω
,
(∇ × A,∇ × A˜′)Ω + (A, A˜′)Ω =
(
PF3(ξ˜ , ζ˜ , A˜), A˜′
)
Ω
− (H,∇ × A˜′)Ω (4.11)
for any (ξ˜ ′, ζ˜ ′, A˜′) ∈ Yp′(Ω) with p′ = 3/2 and p′ = 6/5. Here we note that p′ = 3/2 and
p′ = 6/5 are conjugate exponents corresponding to p = 3 and p = 6, respectively. And also,
by Theorems 2.3 and 3.3 and (4.9), we have∥∥(ξ, ζ,A)∥∥
W 13 ∩W 16  C
2 +C‖H‖L3∩L6 . (4.12)
Therefore, we define the map K by (ξ, ζ,A)=K(ξ˜ , ζ˜ , A˜). Then, assuming that
C  1/2, C‖H‖L3∩L6  /2, (4.13)
by (4.12) we have ∥∥K(ξ˜ , ζ˜ , A˜)∥∥ 1 1   (4.14)W3 ∩W6
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Given U˜j = (ξ˜ , ζ˜ , A˜) ∈ U , j = 1,2, by Theorems 2.3 and 3.3 and (4.10) we have
‖KU˜1 −KU˜2‖W 13 ∩W 16  C‖U˜1 − U˜2‖W 13 ∩W 16 . (4.15)
Since C  1/2 as follows from (4.13), (4.15) implies that K is a contraction map of I , and
therefore the map K has a unique fixed point U˜ = (ξ˜ , ζ˜ , A˜) ∈ I , which solves (1.23)–(1.25).
Since Ψ˜
U˜
is defined by (4.5), we have (4.8). Therefore, we have proved the existence of a weak
solution (ξ˜ , ζ˜ , A˜) ∈ Y3 ∩Y6 to (1.14)–(1.18) which possesses the estimate (1.28). This completes
the proof of Theorem 1.2.
5. A proof of Theorem 1.3
In this section we shall prove Theorem 1.3 by contraction mapping principle. For the nota-
tional simplicity, we set
(
ϕ(t)
ψ(t)
B(t)
)
, T (t)U0 =
⎛
⎝TL(t)
(
ϕ0
ψ0
)
TM(t)B0
⎞
⎠ , U0 =
(
ϕ0
ψ0
B0
)
.
Setting 2γ = min(δ,1/2), by Theorems 2.2 and 3.2 we have
∥∥T (t)U0∥∥Lq  Cp,qe−2γ t t− 32 ( 1p− 1q )‖U0‖Lp (5.1)
for any U0 ∈Zp(Ω) and t > 0 provided that 1 p  q ∞ (p = ∞, q = 1) and
∥∥∇T (t)U0∥∥Lq  Cp,qe−2γ t t− 32 ( 1p− 1q )− 12 ‖U0‖Lp (5.2)
for any U0 ∈ Zp(Ω) and t > 0 provided that 1 < p  q < ∞. Moreover, by (2.11) and (3.6) we
have ∥∥T (t)U0∥∥W 2p + ∥∥∂tT (t)U0∥∥Lp Cpe−2γ t‖U0‖W 2p (5.3)
for any U0 ∈Dp(L)2 ×Dp(M).
By using T (t), (1.44) and (1.45) are rewritten in the form
U(t)= T (t)U0 +
3∑
j=1
t∫
0
T (t − s)Gj
(
U(s)
)
ds, (5.4)
where
G1
(
U(s)
)= T (η−1β ΞU(s),−η−1αΞU(s),0)
G2
(
U(s)
)=
(
η−1ζ˜ΞU (s)+ η−1ψ(s)(Ψ˜ +ΞU(s))
−η−1ξ˜ΞU(s)− η−1ϕ(s)(Ψ˜ +ΞU(s))
)
,0
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(
U(s)
)= T (F1(U(s)),F2(U(s)),F3(U(s)))
and ΞU(s) is chosen in such a way that
F3
(
U(s)
)= PF3(U(s))+ η∇ΞU(s). (5.5)
Let  be a small positive number determined later. To solve the integral equation (5.4), as the
underlying space we set
J =
{
U(t) ∈ C([0,∞),Z3(Ω))∩C((0,∞),Z6(Ω)∩ Y3(Ω)) ∣∣∣
|||U |||t   ∀t > 0, (5.6)
lim
t→0+
∥∥U(t)−U0∥∥L3 = 0, limt→0+([U ]6,1/4,γ,t + [∇U ]3,1/2,γ,t )= 0
}
, (5.7)
where we have set
|||U |||t = [U ]3,0,γ,t + [U ]6,1/4,γ,t + [∇U ]3,1/2,γ,t .
Set
ΦU(t)= T (t)U0 +Φ1U(t)+Φ2U(t),
Φ1U(t)=
t∫
0
T (t − s)G1
(
U(s)
)
ds, Φ2U(t)=
3∑
j=2
t∫
0
T (t − s)Gj
(
U(s)
)
ds.
We start with the following lemma.
Lemma 5.1. Given U0 ∈Z3(Ω), we have
lim
t→0+
∥∥T (t)U0 −U0∥∥L3 = 0, (5.8)
lim
t→0+
([
T (·)U0
]
6,1/4,γ,t +
[∇T (·)U0]3,1/2,γ,t )= 0, (5.9)∣∣∣∣∣∣T (·)U0∣∣∣∣∣∣t C‖U0‖L3 . (5.10)
Proof. Since C∞0 (Ω)2 ×C∞0,σ (Ω) is dense in L3(Ω)2 ×X3(Ω), given any δ > 0 there exists a
U˜0 ∈ C∞0 (Ω)2 ×C∞0,σ (Ω) such that ‖U0 − U˜0‖L3 < δ. To obtain
lim
t→0+
∥∥T (t)U0 −U0∥∥L3  δ,
by (5.1) and (5.3) we observe that
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
(
C3,3e
−2γ t + 1)δ + t∫
0
∥∥∂sT (s)U˜0∥∥L3 ds
 (C3,3 + 1)δ +C3,3t‖U˜0‖W 23 .
The arbitrariness of choice of δ implies (5.8).
To obtain
lim
t→0+
[
T (·)U0
]
6,1/4,γ,t C3,6δ,
by (5.1) we observe that
∥∥T (t)U0∥∥L6  ∥∥T (t)(U0 − U˜0)∥∥L6 + ∥∥T (t)U˜0∥∥L6
 C3,6t−1/4e−2γ t δ +C6,6e−2γ t‖U˜0‖L6 .
The arbitrariness of choice of δ implies that
lim
t→0+
[
T (·)U0
]
6,1/4,γ,t = 0.
To obtain
lim
t→0+
[∇T (·)U0]3,1/2,γ,t  C3,6δ,
by (5.2) we observe that
∥∥∇T (t)U0∥∥L3  ∥∥∇T (t)(U0 − U˜0)∥∥L3 + ∥∥∇T (t)U˜0∥∥L3
 C3,3t−1/2e−2γ t δ +C3,3e−2γ t‖U˜0‖W 23 .
The arbitrariness of choice of δ implies that
lim
t→0+
[∇T (·)U0]3,1/2,γ,t = 0.
Therefore, we have (5.9).
By (5.1) and (5.2) we have (5.10), which completes the proof of the lemma. 
Assume that the stationary solution (ξ˜ , ζ˜ , A˜, Ψ˜ ) obtained by Theorem 1.2 satisfies the esti-
mate
∥∥(ξ˜ , ζ˜ , A˜)∥∥ 1 1 + ‖Ψ˜ ‖W 1 + ‖∇Ψ˜ ‖L3/2  . (5.11)W3 ∩W6 3
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the inequalities: k   and |||U |||kt  |||U |||t for k  2, which follows from the fact that |||U |||t 
  1. By (4.4) with p = 3/2 and (1.22), we have∥∥ΞU(s)∥∥L3 + ∥∥∇ΞU(s)∥∥L3/2  C∥∥F3(U(s))∥∥L3/2 . (5.12)
Below, we set f(t) = f,γ (t), because γ has been fixed, where f,γ (t) is a function defined
in (1.51). To get the estimate of the right-hand side of (5.12), we use the following estimates
obtained by Hölder’s inequality and the definition of f(s):∥∥a˜∇u(s)∥∥
L3/2
 ‖a˜‖L3
∥∥∇u(s)∥∥
L3
 ‖a˜‖L3[∇u]3,1/2,γ,sf−1/2(s) (5.13)∥∥u(s)∇a˜∥∥
L3/2

∥∥u(s)∥∥
L3
‖∇a˜‖L3  ‖∇a˜‖L3[u]3,0,γ,sf0(s),∥∥u(s)∇v(s)∥∥
L3/2

∥∥u(s)∥∥
L3
∥∥∇v(s)∥∥
L3
 [u]3,0,γ,s [∇v]3,1/2,γ,sf−1/2(s),∥∥a˜b˜u(s)∥∥
L3/2
 ‖a˜‖L3‖b˜‖L6
∥∥u(s)∥∥
L6
 ‖a˜‖L3‖b˜‖L6 [u]6,1/4,γ,sf−1/4(s),∥∥a˜u(s)v(s)∥∥
L3/2
 ‖a˜‖L6
∥∥u(s)∥∥
L3
∥∥v(s)∥∥
L6
 ‖a˜‖L6[u]3,0,γ,s [v]6,1/4,γ,sf−1/4(s),∥∥u(s)v(s)w(s)∥∥
L3/2

∥∥u(s)∥∥
L3
∥∥v(s)∥∥
L6
∥∥w(s)∥∥
L6
 [u]3,0,γ,s [v]6,1/4,γ,s[w]6,1/4,γ,sf−1/2(s). (5.14)
Noting that f0(s) f−1/4(s) f−1/2(s), by (5.14), (5.6), (5.11) and (5.12) we have∥∥ΞU(s)∥∥L3 + ∥∥∇ΞU∥∥L3/2 + ∥∥F3(U(s))∥∥L3/2  Cf−1/2(s)( + |||U |||s)|||U |||s . (5.15)
To estimate ΦjU(t), j = 1,2, we use the following estimates:
t∫
0
e−2γ (t−s)(t − s)−f−m(s) ds  Cf1−−m(t) (5.16)
for 0 , m< 1. By (5.1), (5.2), (5.15) and (5.16), we have
∥∥Φ1U(t)∥∥L3  C3,3
t∫
0
e−2γ (t−s)f−1/2(s) ds
(
 + |||U |||t
)|||U |||t
 Cf1/2(t)
(
 + |||U |||t
)|||U |||t .
In the similar manner, we have also
∥∥Φ1U(t)∥∥L6  C3,6
t∫
0
e−2γ (t−s)(t − s)− 32 ( 13 − 16 )f−1/2(s) ds
(
 + |||U |||t
)|||U |||t
 Cf1/4(t)
(
 + |||U |||t
)|||U |||t ;
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t∫
0
e−2γ (t−s)(t − s)− 12 f−1/2(s) ds
(
 + |||U |||t
)|||U |||t
 Cf0(t)
(
 + |||U |||t
)|||U |||t .
Noting that f(t)fm(t) f+m(t) and combining above three estimates, we have
|||Φ1U |||t C min
(
t1/2,1
)(
 + |||U |||t
)|||U |||t . (5.17)
In particular, by (5.17) we have
lim
t→0+ |||Φ1U |||t = 0, |||Φ1U |||t  C
(
 + |||U |||t
)|||U |||t . (5.18)
Now, we shall estimate |||Φ2U |||t . To do this, first we shall estimate the L2 norm of G2(U(s))
and G3(U(s)). By (4.2), (4.3), (5.6), (5.11) and (5.15) we have
∥∥a˜ΞU(s)∥∥L2  ‖a˜‖L6∥∥ΞU(s)∥∥L3  C‖a˜‖L6( + |||U |||s)|||U |||sf−1/2(s),∥∥u(s)Ψ˜ ∥∥
L2

∥∥u(s)∥∥
L6
‖Ψ˜ ‖L3  ‖Ψ˜ ‖L3[u]6,1/4,γ,sf−1/4(s),∥∥u(s)ΞU(s)∥∥L2  ∥∥u(s)∥∥L6∥∥ΞU(s)∥∥L3 C( + |||U |||s)|||U |||s [u]6,1/4,γ,sf−3/4(s),
and therefore by (5.6) and (5.11) we have
∥∥G2(U(s))∥∥L2 C( + |||U |||s)[|||U |||sf−1/2(s)+ [U ]6,1/4,γ,sf−3/4(s)]. (5.19)
And also, we have
∥∥a˜∇u(s)∥∥
L2
 ‖a˜‖L6
∥∥∇u(s)∥∥
L3
 ‖a˜‖L6[∇u]3,1/2,γ,sf−1/2(s),∥∥u(s)∇a˜∥∥
L2

∥∥u(s)∥∥
L6
‖∇a˜‖L3  ‖∇a˜‖L3 [∇u]6,1/4,γ,sf−1/4(s),∥∥u(s)∇v(s)∥∥
L2

∥∥u(s)∥∥
L6
∥∥∇v(s)∥∥
L3
 [u]6,1/4,γ,s [∇u]3,1/2,γ,sf−3/4(s),∥∥a˜u(s)∥∥
L2
 ‖a˜‖L3
∥∥u(s)∥∥
L6
 ‖a˜‖L3[u]6,1/4,γ,sf−1/4(s),∥∥u(s)v(s)∥∥
L2

∥∥u(s)∥∥
L6
∥∥v(s)∥∥
L3
 [∇u]6,1/4,γ,s[v]3,0,γ,sf−1/4(s),∥∥a˜b˜u(s)∥∥
L2
 ‖a˜‖L6‖b˜‖L6
∥∥u(s)∥∥
L6
 ‖a˜‖L6‖b˜‖L6[u]6,1/4,γ,sf−1/4(s),∥∥a˜u(s)v(s)∥∥
L2
 ‖a˜‖L6
∥∥u(s)∥∥
L6
∥∥v(s)∥∥
L6
 ‖a˜‖L6[u]6,1/4,γ,s [v]6,1/4,γ,sf−1/2(s),∥∥u(s)v(s)w(s)∥∥
L2

∥∥u(s)∥∥
L6
∥∥v(s)∥∥
L6
∥∥w(s)∥∥
L6
 [u]6,1/4,γ,s [v]6,1/4,γ,s [w]6,1/4,γ,sf−3/4(s)
and therefore by (5.6) and (5.11) we have
∥∥G3(U(s))∥∥ C( + |||U |||s)[|||U |||sf−1/2(s)+ [U ]6,1/4,γ,sf−3/4(s)]. (5.20)L2
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|||Φ2U |||t C
(
 + |||U |||t
)([U ]6,1/4,γ,t + |||U |||t min(t1/4,1)), (5.21)
using (5.19), (5.20), (5.16), (5.1) and (5.2), we observe the following estimates:
∥∥Φ2U(t)∥∥L3 C2,3
t∫
0
e−2γ (t−s)(t − s)− 32 ( 12 − 13 )[f−3/4(s)[U ]6,1/4,γ,t + f−1/2(s)|||U |||t ]ds
× ( + |||U |||t )
C
(
 + |||U |||t
)(
f0(t)[U ]6,1/4,γ,t + f1/4(t)|||U |||t
);
∥∥Φ2U(t)∥∥L6 C2,6
t∫
0
e−2γ (t−s)(t − s)− 32 ( 12 − 16 )[f−3/4(s)[U ]6,1/4,γ,t + f−1/2(s)|||U |||t ]ds
× ( + |||U |||t )
C
(
 + |||U |||t
)(
f−1/4(t)[U ]6,1/4,γ,t + f0(t)|||U |||t
);
∥∥∇Φ2U(t)∥∥L3 C2,3
t∫
0
e−2γ (t−s)(t − s)− 32 ( 12 − 13 )− 12 [f−3/4(s)[U ]6,1/4,γ,t + f−1/2(s)|||U |||t ]ds
× ( + |||U |||t )
C
(
 + |||U |||t
)(
f−1/2(t)[U ]6,1/4,γ,t + f−1/4(t)|||U |||t
)
.
By (5.21) and (5.7), we have
lim
t→0+ |||Φ2U |||t = 0, |||Φ2U |||t  C
(
 + |||U |||t
)|||U |||t . (5.22)
Therefore, by (5.6), Lemma 5.1, (5.18) and (5.22) we have
lim
t→0+
∥∥ΦU(t)−U0∥∥L3 = 0, limt→0+([ΦU ]6,1/4,γ,t + [∇ΦU ]3,1/2,γ,t )= 0, (5.23)
|||ΦU |||t  C‖U0‖L3 + 2C2. (5.24)
If we choose  ∈ (0,1) in such a way that
C‖U0‖L3  /2, 2C  1/2, (5.25)
by (5.24) we have
|||ΦU |||t  , ∀t > 0, (5.26)
which implies that Φ is a map from J into itself.
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|||ΦU1 −ΦU2|||t  C
(
 + |||U1|||t + |||U2|||t
)|||U1 −U2|||t  3C|||U1 −U2|||t , (5.27)
where we have used the fact that |||Uj |||t    1 to have |||Uj |||2t  |||Uj |||t (j = 1,2). Therefore,
if we choose  ∈ (0,1) in such a way that 3C  1/2, by (5.27) we have
|||ΦU1 −ΦU2|||t  12 |||U1 −U2|||t (5.28)
for any U1, U2 ∈ J , which implies that Φ is a contraction map on J . Since J is a complete
metric space endowed with the metric induced by the norm sup{||| |||t ; t > 0}, there exists a
unique fixed point U ∈ J such that U =ΦU , which solves (5.4).
Now, we shall estimate ‖U(t)‖L∞ . By (5.1), (5.2), (5.15), (5.16), (5.19) and (5.20) we have∥∥T (t)U0∥∥L∞  C3,∞f−1/2(t)‖U0‖L3;
∥∥Φ1U(t)∥∥L∞  C3,∞
t∫
0
e−2γ (t−s)(t − s)−1/2f−1/2(s) ds
(
 + |||U |||t
)|||U |||t
 Cf0(t)
(
 + |||U |||t
)|||U |||t ;
∥∥Φ2U(t)∥∥L∞  C2,∞
t∫
0
e−2γ (t−s)(t − s)−3/4[f−1/2(s)|||U |||t + f−3/4(s)[U ]6,1/4,γ,t ]ds
× ( + |||U |||t )
 C
(
f−1/4(t)|||U |||t + f−1/2(t)[U ]6,1/4,γ,t
)(
 + |||U |||t
)
. (5.29)
Since U(t)=ΦU(t), it follows from (5.29) that
[U ]∞,1/2,γ,t  C. (5.30)
Finally, we discuss the estimate of ΞU . By (5.15) we have
[ΞU ]3,1/2,γ,t + [∇ΞU ]3/2,1/2,γ,t C2. (5.31)
To obtain
[∇ΞU ]3,1,γ,t  C2, (5.32)
in view of (1.22) we shall estimate ‖F3(U(t))‖L3 . By (4.2) and Hölder’s inequality, we have∥∥a˜∇u(t)∥∥
L3
 ‖a˜‖L∞
∥∥∇u(t)∥∥
L3
 C‖a˜‖W 16 [∇u]3,1/2,γ,t f−1/2(t),∥∥u(t)∇v(t)∥∥
L3

∥∥u(t)∥∥
L∞
∥∥∇v(t)∥∥
L3
 C[u]∞,1/2,γ,t [∇v]3,1/2,γ,t f−1(t),∥∥a˜u(t)∥∥  ‖a˜‖L∞∥∥u(t)∥∥  C‖a˜‖W 1[u]3,0,γ,t f−1/2(t),L3 L3 6
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L3

∥∥u(t)∥∥
L∞
∥∥v(t)∥∥
L3
 C[u]∞,1/2,γ,t [v]3,0,γ,t f−1/2(t),∥∥a˜b˜u(t)∥∥
L3
 ‖a˜‖L∞‖b˜‖L∞
∥∥u(t)∥∥
L3
 C‖a˜‖W 16 ‖b˜‖W 16 [u]3,0,γ,t f0(t),∥∥a˜u(t)v(t)∥∥
L3
 ‖a˜‖L∞
∥∥u(t)∥∥
L∞
∥∥v(t)∥∥
L3
 C‖a˜‖W 16 [u]∞,1/2,γ,t [v]3,0,γ,t f−1/2(t),∥∥u(t)v(t)w(t)∥∥
L3

∥∥u(t)∥∥
L∞
∥∥v(t)∥∥
L∞
∥∥w(t)∥∥
L3
C[u]∞,1/2,γ,t [v]∞,1/2,γ,t [w]3,0,γ,t f−1(t),
and therefore by (5.11), (5.26) and (5.30) we have∥∥F3(U(t))∥∥L3  Cf−1(t)2,
which combined with (1.22) implies (5.32). This completes the proof of Theorem 1.3.
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Appendix A. A proof of (4.4)
In this appendix, we shall prove that
‖u‖L3p/(3−p)(Ω)  C‖∇u‖Lp(Ω) (A.1)
for any u ∈ Wˆ 1p(Ω). Since the boundary is assumed to be a C2,1 hypersurface, given u ∈ Wˆ 1p(Ω)
there exists an extension v ∈ Wˆ 1p(R3) of u such that
‖∇v‖Lp(R3)  C
{‖∇u‖Lp(Ω) + ‖u‖Lp(Ω∩BR)} (A.2)
for some large R such that BR ⊃ Ω when Ω is a bounded domain, BR ⊃ Rn \Ω when Ω is an
exterior domain and Ω \BR = R3+ \BR when Ω is a perturbed half space. Since∫
Ω0
udx = 0,
by the Poincaré inequality we know that
‖u‖Lp(Ω∩BR)  C‖∇u‖Lp(Ω),
which combined with (A.2) implies that
‖∇v‖Lp(R3) C‖∇u‖Lp(Ω). (A.3)
As we know well (cf. Farwig and Sohr [3]), there exists a sequence {vj } ⊂ C∞0 (R3) such that
lim
∥∥∇(vj − v)∥∥Lp(R3) = 0. (A.4)j→∞
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‖vj‖L3p/(3−p)(R3)  C‖∇vj‖Lp(R3), (A.5)
‖vj − vk‖L3p/(3−p)(R3)  C
∥∥∇(vj − vk)∥∥Lp(R3). (A.6)
By (A.4)–(A.6), we see that v ∈ L3p/(3−p)(Rn) and
‖v‖L3p/(3−p)(R3)  C‖∇v‖Lp(R3). (A.7)
Since u= v in Ω , by (A.7) we have
‖u‖L3p/(3−p)(Ω) = ‖v‖L3p/(3−p)(Ω)  ‖v‖L3p/(3−p)(R3)  C‖∇v‖Lp(R3),
which combined with (A.3) implies (A.1).
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