The paper concerns the sharp boundary regularity estimates in homogenization of Dirichlet problem for Stokes systems. We obtain the Lipschitz estimates for velocity term and L ∞ estimate for pressure term, under some reasonable smoothness assumption on rapidly oscillating periodic coefficients. The approach is based on convergence rates, originally investigated by S. Armstrong and Z. Shen in [2, 17] , however the argument developed here does not rely on the Rellich estimates. In this sense, we find a new way to obtain the sharp uniform boundary estimates without imposing the symmetry assumption on coefficients. Additionally, we emphasize that L ∞ estimate for the pressure term does require the O(ε 1/2 ) convergence rate, locally at least, compared to O(ε λ ) for the velocity term, where λ ∈ (0, 1/2).
Instruction and main results
In the paper [13] , the first author and Z. Shen have systematically established the uniform estimates for Stokes systems with rapidly oscillating periodic coefficients, such as the W 1,p , Hölder estimates, and interior Lipschitz estimates. The compactness argument in [13] , however, may not be directly applicable in obtaining the boundary Lipschitz estimate for the velocity yet, because of the lack of Green function estimates of Stokes systems with variable coefficients. In this paper, we would like to investigate the sharp boundary estimates of Dirichlet problem, by using the convergence rate estimates instead.
To be precise, we consider the following Stokes systems with the Dirichlet boundary condition
with the compatibility condition
where n is the unit outward normal to ∂Ω, ε > 0 is a small parameter, and the operator L ε is defined by
Here d ≥ 2 and 1 ≤ i, j, α, β ≤ d, and the summation convention for repeated indices is used throughout. We now assume that the coefficient matrix A = (a αβ ij ) is real and satisfies the uniform ellipticity condition We also impose the smoothness condition, i.e., The following is the main result of the paper. 5) where C depends only on µ, κ, τ, d, η, p and Ω.
|A(x)
We mention that the estimate (1.5) is sharp even with the C ∞ data and domains. Let us first recap the important development in quantitative homogenization theory, especially in the periodic settings. In the late 1980s, uniform regularity estimates for elliptic systems with Dirichlet boundary conditions was first proved by M. Avellandeda and F. Lin [3] , where the compactness method was introduced. However, it was not until 2013 that the regularity estimates for the elliptic Neumann boundary problems was solved by C. Kenig, F. Lin and Z. Shen [14] . Another recent breakthrough was made by S. Armstrong and Z. Shen in [2] for the almost-periodic setting, and they developed a new method which based on convergence rates rather than the compactness methods. We refer the reader to [1, 19, 26] and its reference therein for more details on non-periodic cases. Meanwhile, T. Suslina [20, 21] obtained the sharp O(ε) convergence rates in L 2 (Ω) for elliptic homogenization problems in C 1,1 domains, while C. Kenig, F. Lin, and Z. Shen [15] figured out the almost sharp one O(ε ln(1/ε)) concerned with Lipschitz domains, and their results have been improved by the second author in [23] , recently. If the reader interests in the boundary estimates, we highly recommend Z. Shen's elegant work [17] . The quantitative homogenization has been extensively studied, we refer the reader to [1, 2, 3, 4, 7, 8, 9, 10, 13, 18, 19, 24, 25] and their references therein.
For the case of Stokes systems (D ε ), the uniform interior estimates and boundary Hölder estimates for the Dirichlet problem have already been established by the first author and Z. Shen [13] . Now we only focus ourselves on the corresponding boundary estimates. For simplicity, we use the following notation throughout. Let
where ψ : R d−1 → R is a C 1,τ function for some τ ∈ (0, 1) with ψ(0) = 0 and ∇ψ C 0,τ (R d−1 ) ≤ M.
Theorem 1.2 (Local boundary estimates). Assume the same conditions as in Theorem
(1.6) for any 0 < r < 1/4, where C depends only on µ, κ, τ, d, M, η and p.
The scaling-invariant estimate (1.6) ought to be regarded as a Lipschitz estimate for the velocity u ε and L ∞ estimate for the pressure p ε , since it is not hard to bound the quantity
by the right-hand side of (1.6) due to the blow-up argument, where 0 ∈ ∂Ω. Before explaining our tactics, let us review the ideas developed in [2, 17] . For elliptic operator L ε with Dirichlet or Neumann boundary conditions, they found that the quantity
could be bounded for any scale r uniformly down to ε, provided the coefficients own some repeated self-similar structure, for example, which may be periodic or almost-periodic, even random in stationary and ergodic setting. This result indeed came from the so-called Campanato iteration. However, it requires an effective control of the error in homogenization as a precondition. Take the periodic homogenization as an example, Z. Shen [17] construct a function v such that L 0 (v) = F in D r with the same (Dirichlet or Neumann) data on ∆ r as u ε , where L 0 is the homogenized (effective) operator of L ε , and
It is a scaling-invariant estimate, so it suffices to consider the case of r = 1, and this is exactly where the convergence rates L −1
) play a role. We mention that this estimate is not as simple as it appears, even for elliptic systems in a bounded C 1,τ domain. The hard part is to control the second order derivative lacking the smoothness assumptions on coefficients or domains. However, if the operator L ε satisfies a symmetry condition, i.e., A = A * , then the Rellich estimate became a powerful tool, which makes it possible to use the nontangential maximal function to control the boundary behavior of the solution. We mention that the estimate (1.7) is established in Lipschitz domains without any smoothness assumption on coefficients, but it relies on the symmetry condition. We refer the reader to [2, 17] for the original thinking. In the paper, although the main idea is similar as that in [2, 17] , the innovation clearly reflects in two aspects: the estimate (1.6) does not depend on any symmetry condition, which can be extended to the Neumann boundary problems without real difficulties; using convergence rates on pressure term recovers its uniform boundary L ∞ estimate, which shows an approach unlike the iteration arguments applied to the velocity term.
In the following paragraphs, we will outline our strategy related to the estimate (1.6). As the second author has found in [23] , originally motivated by Z. Shen in [17] , the order of the convergence rates is determined by the so-called "layer" and "co-layer" type estimates for the homogenized boundary problems. If Ω is a bounded C 1 domain, the interior Schauder estimate combining with the global Hölder estimate leads to
for any σ ∈ (1/2, 1). Hence, under the same assumptions as in Theorem 1.2, we construct the solution
, and u 0 = u ε on ∂D 2 , it follows from the estimate (1.8) that
Obviously, the challenging task is to estimate the quantity ∇u ε L ∞ (∂D 2 \∆ 2 ) . Although we can not count on bounding it uniformly, it is possible to derive a nonuniform estimate for the first term of the right-hand side of (1.9), and we hope that its "diverging order" will be smaller than σ − . In fact, the local Lipschitz estimate together with the uniform global Hölder estimate gives us
(1.10)
Combining the estimates (1.9) and (1.10), we arrive at
. It is clear to see that λ ∈ (0, 1/2) whenever (3/4) < σ < 1. We emphasize that we just require a positive power λ to proceed the Campanato iteration for Lipschitz estimates on velocity u ε .
Compared to the methods developed in [17] , ours involve with the microcosmic information on coefficients, which may be regarded as the price of sacrificing the symmetry conditions. The lucky thing is that the requirements of additional smoothness assumptions are not beyond those in common cases. Another remark is that we essentially use the uniform Hölder estimates in (1.10), which have already been established in [13] by the well known compactness method. In this sense, the arguments developed here actually blend the compactness methods, convergence rates coupled with the Campanato iteration. Here the iteration argument (see Lemma 4.6) belongs to Z. Shen, who notably simplified the proof in [17] . If the model is replaced by elliptic systems, we may even obtain sharp Hölder estimates for Dirichlet problems, that means it suffices to bound the quantity u ε C 0,η ′ (∂D 2 \∆ 2 ) , where η ′ ∈ (0, 1), and it will be done by the uniform Hölder estimates without the blow-up arguments. However, the case of Neumann boundary follows the same way as we addressed here, since one has to estimate the quantity ∇u ε L ∞ (∂D 2 \∆ 2 ) , as well. To some extend, this suggests that the Neumann problem will be more complicated than the Dirichlet one. We will show the Stokes systems with the Neumann boundary conditions in a separate work. The paragraph ends here by mentioning that the idea of a nonuniform estimate has already been used in the study of elliptic systems with lower order terms by the second author (see [24] ). We now turn to show how to bound the pressure p ε in L ∞ -norm, which reflects the other innovation of the paper. Note that Lipschitz estimates for u ε do not simply implies the L ∞ estimate for p ε , since p ε is related to ∇u ε by a singular integral. We find that due to the local Schauder estimates for L 0 , it is not hard to derive
for any 0 < r ≤ s ≤ 1, where 0 < ρ < min{η, 1 − d/p}. In this form, the above estimate is quite similar to the desired estimate for p ε . Hence, roughly speaking, the idea is to transfer the corresponding estimate for p ε to a similar one for p 0 by using the convergent relationship between p ε and p 0 . However, the first intractable problem is that p ε just weakly converges to p 0 in L 2 (Ω), and we can not expect any precise control of the error. Fortunately, it is known that p ε subtracting its first order approximating corrector strongly converges in
As will be shown in Section 5, we indeed obtain
where (χ, π) is the corrector associated with (D ε ), defined in Subsection 2.3, and ψ 2ε is a smooth cutoff function whose expression will be given in Subsection 2.1. Although the estimate (1.12) provides us an accurate way to control the rate of the convergence, the control, in fact, is required in each scale r from ε to 1. That means, for example, to bound the quantity − Dr p ε − − D 1 p ε dx for any ε ≤ r < (1/4), it suffices to consider the quantity
Hence we need the scaling-invariance version of (1.12) and it will be established in Lemma 5.2. Besides, in the calculation, we also need to estimate the quantity
where Σ 4ε = {x ∈ Ω : dist(x, ∂Ω) > 4ε}, and it will be controlled by
The concrete statement can be found in Lemma 3.4. The above expression also reveals that the convergence rate related to pressure term must reach O(ε 1/2 ) in the local sense, and it guarantees
rates for the velocity term, where λ ∈ (0, 1/2), it seems to be an evidence that the L ∞ estimate for the pressure term is harder than the Lipschitz estimate for the velocity term. In the last step of the proof, we use the fact that u ε strongly converges to u 0 in L 2 (D 2 ) due to the homogenization theory. We finally remark that the case of 0 < r ≤ ε always follows from the blow-up argument.
The paper is organized as follows. Section 2 is divided into four subsections, including notation, smoothing operator and its properties, corrector and its properties, and the classical regularity theory. Section 3 is devoted to study the rate of convergence. We show the uniform Lipschitz estimates on velocity u ε in Section 4, and the L ∞ estimates on pressure p ε in Section 5.
Preliminaries 2.1 Notation in the paper
We first introduce some notation that will be used in the following sections.
•
• δ(x) = dist(x, ∂Ω) denotes the distance function for x ∈ Ω, and we set δ(
• S r = {x ∈ Ω : dist(x, ∂Ω) = r} denotes the level set.
• Ω \ Σ r denotes the boundary layer with thickness r > 0, where Σ r = {x ∈ Ω : dist(x, ∂Ω) > r}.
• Let B = B(x, r) = B r (x), and kB = B(x, kr) denote the concentric balls as k > 0 varies.
• Let ψ r denote the cut-off function associated with Σ r , such that
Throughout the paper, the constant C never depends on ε. Finally we mention that we shall make a little effort to distinguish vector-valued functions or function spaces from their real-valued counterparts, and they will be clear from the context.
Smoothing operator and its properties
We first state the definition and properties of the smoothing operator S ε . Detailed proof may be found in [17] . We fix ζ ∈ C ∞ 0 (B(0, 1/2)), and R d ζ(x)dx = 1 and denote ζ ε by ζ ε = ε −d ζ(x/ε). The smoothing operator S ε is defined by
where C depends only on d.
4)
and further obtain
5)
where q = 2d/(d + 1), and C depends only on d.
Correctors and its properties
We will use this subsection to introduce the correctors and dual correctors of Stokes systems in the homogenization theory. Details can be found in the literatures such as [13, 10, 11, 12, 22] .
per (Y ) associated with the Stokes system (D ε ) by the following cell problem:
where P γ k = y k e γ = y k (0, · · · , 1, · · · , 0) with 1 in the γ th position, and χ
where C depends only on µ and d. Then the homogenized operator is given by
By the homogenization theory proved in [13, 4] , we know that
where (u 0 , p 0 ) is the weak solution of the homogenized problem,
We define
and it is obvious that Y b αγ ik dy = 0, and
As usual, the following lemma provides the definition and the properties of (E αγ jik , q γ ik ) of Stokes systems, we refer [10, 11, 12, 22] 
The proof is similar to that in [22, Lemma 5.1].
Classical regularity theory
In this section, we recall some classical results, including the local and global versions, which mainly come from [5, 6, 16] and the reference therein. To avoid confusion, we use the notation L(u) = div A(x)∇u to denote the operator with variable coefficients that does not depend on ε.
Theorem 2.6 (Global Hölder estimates).
Let Ω be a bounded
be the weak solution to the Dirichlet problem: L(u) + ∇̺ = F and div(u) = h in Ω and u = g on ∂Ω. Then for any 0 < σ < 1, we have
11)
where C depends on µ, ω, d, p, σ and Ω.
Theorem 2.7 (Local estimates).
Let Ω be a C 1,τ domain. Assume that A satisfies (1.2) and (1.4). 
for any c ∈ R d , where C depends only on µ, τ, κ, d, p and ρ.
( 
(2.14) where C depends on µ, τ, κ, d, p, η, M and ρ.
3 Convergence rates
satisfying the compatibility condition (1.1), and we assume that
(3.1) where C depends only on µ, d, σ, p and Ω.
Lemma 3.2. Assume the same conditions as in Theorem
3.1. Let (u 0 , p 0 ) ∈ H 1 (Ω; R d ) × L 2 (Ω) be the weak solution to (D 0 ). Then for any σ ∈ (1/2, 1), we have ∇u 0 L 2 (Ω\Σp 1 ε) ≤ Cε σ− 1 2 F L p (Ω) + h W 1,p (Ω) + g C 0,1 (∂Ω) ,(3.
2)
and
3)
where p 1 , p 2 > 0 are fixed real number, and C depends on µ, d, p 1 , p 2 , σ, p and Ω.
Proof. We first handle the estimate (3.2). It is convenient to assume
For any x ∈ Ω, let r = δ(x). It follows from the interior Schauder estimates (2.12) that
where the global Hölder estimate (2.11) was used in the last inequality. We mention that the range of the Hölder exponent in (2.11) is (0, 1). Then it follows from the co-area formula that
whenever σ ∈ (1/2, 1). And hence this directly leads to (3.2). Now we turn to show the estimate (3.3). Proceeding as in the proof of [22, Lemma 3.5], we let u 0 = v + w and p 0 = p 0,1 + p 0,2 , and they satisfy
whereF is the extension of F to R d by 0 outside of Ω, andh is the W 1,q -extension of h to R d such thath = h a.e. in Ω and h W 1,q (R d ) ≤ C h W 1,q (Ω) . Due to the singular integral estimates (see [22, Lemma 3.4] ) for Stokes system with constant coefficients, we have
To deal with the system (ii), as in the proof (3.4), we first obtain
where p > d, the fourth inequality above is a result of Sobolev imbedding theorem, and the last one follows from estimate (3.5). Also, it is clear to derive the following interior estimate
Then we arrive at
where we use the observation that δ(y) ≈ δ(x), and the estimate (3.6). This together with the estimates
and the desired estimate (3.3) follows, and we have completed the proof.
Proof of Theorem 3.1. The following estimate can be derived by using the properties of smoothing operator and dual correctors as we stated in Section 2, details can be found in [22, Lemma 3.2] , for example. 
where σ ∈ (1/2, 1) is given in Theorem 3.1, and
Proof. The result follows from Theorem 3.1, Lemma 2.2 and Lemma 3.2.
, and u ε = g on ∆ 2 . Then for any 5ε ≤ r < (1/4), there holds 1
where C depends on µ, d, η, τ, p and M.
Proof. The argument is quite similar to the one used in Lemma 3.2, and we will simply sketch the proof here. First, it is clear to see that the estimate (3.8) could be derived from
which follows from the estimate (2.14). Once again, we let u 0 = v + w and p 0 = p 0,1 + p 0,2 , which satisfy
HereF andh are the same extensions of F and h respectively as in the proof of Lemma 3.2. Also it follows from the local boundary estimate (2.14) that
where we use the Sobolev imbedding theorem and the estimate (3.5) in the last step, as well as the fact that w = u 0 − v in D 1 and v − v(0) still satisfies (i). Then we have
and this implies the estimate
Moreover, using the estimate (3.5) again, we derive
By noting that p > d and ε < r < 1, this together with (3.11) leads to the desired estimate (3.9), and we have completed the proof.
Lipschitz estimates on velocity term
We will use this section to provide the boundary Lipschitz estimate of the velocity, which is stated in the following theorem.
for any 0 < r < (1/4), where C depends only on µ, ω, d, M, σ and p.
Before we give the proof, we recall the following uniform boundary Hölder estimate of the velocity, obtained by compactness argument in [13, Theorem 6.1].
Theorem 4.2 (Boundary Hölder estimates).
for any ε ≤ r < (1/4), where C depends only on µ, p, d, σ, M. 
, and for some λ > 0, then
3)
where λ = 2σ − 3 2 , and C depends only on µ, ω, λ, τ, η, M, σ and d.
Proof. By rescaling argument, we may assume r = 1.
, and u 0 = u ε on ∂D 2 . In view of Theorem 3.1, we have
and it remains to estimate the last term in the right-hand side of (4.4). It is clear to see that ∂D 2 \∆ 2 may be covered by {D 4ε } and {B ε }. Hence it follows from the local estimate (2.14) that 5) where the second inequality follows from the uniform Hölder estimate (4.2). Then for anyB ε (x), where x ∈ ∂D 2 \ ∆ 2 , there are two cases: (1) r = dist(x, ∆ 2 ) ∈ [ε, 1/8] and (2) r > 1 8 . Obviously, the second case follows from the uniform interior Lipschitz estimates [13 6) where ρ = 1 − d/p, we use Caccippoli's inequality [13, Theorem 6.2] and the Sobolev imbedding theorem in the last inequality. We now turn to study the case (1):
where we use the uniform Hölder estimate (4.2), as well as the fact that r > ε, in the last inequality. Consequently, combining (4.4), (4.5), (4.6) and (4.7), we have
where λ = 2σ − 3 2
. By rescaling argument we can derive the desired estimate (4.3), and we have completed the proof.
Before we proceed further, for any matrix M ∈ R d , we denote G(r, v) as the following 8) where Tr(M) denotes the trace of M.
, and u 0 = g, where g ∈ C 0,1 (∆ 4 ) with g(0) = 0. Then there exists θ ∈ (0, 1/4), depending on µ, d, η and M, such that
holds for any r ∈ (0, 1).
Proof. We may assume r = 1 by rescaling argument. By the definition of G(θ, u 0 ), we see that
where we choose M 0 = ∇u 0 (0). For any M ∈ R d×d , we letũ 0 = u 0 − Mx. Clearly it satisfies the system: L 0 (ũ 0 ) + ∇p 0 = F , and div(ũ 0 ) = h − Tr(M) in D 4 ,ũ 0 = g − Mx on ∆ 4 . Hence it follows from boundary Schauder estimates (2.13) that
It is clear to see that there exists θ ∈ (0, 1/4) such that G(θ, u 0 ) ≤ 1 2 G(1, u 0 ). Then the desire result (4.9) can be obtained simply by a rescaling argument.
For simplicity, we also denote Φ(r) by
Lemma 4.5. Let λ be given in Lemma 4.3. Assume the same conditions as in Theorem 4.
for any r ∈ [ε, 1/2], where θ ∈ (0, 1/4) is given in Lemma 4.4.
Proof. Fix r ∈ [ε, 1/2], let (u 0 , p 0 ) be a solution to L 0 (u 0 ) + ∇p 0 = F and div(u 0 ) = h in D r , and u 0 = u ε on ∂D r . Then we have
where we use the estimate (4.9) in the second inequality, and (4.3) in the last one. The proof is complete. where C depends only on C 0 , θ and w.
Proof. See [17, Lemma 8.5] .
Proof of Theorem 4.1. It is fine to assume 0 < ε < 1/4, otherwise it follows from the classical theory. In view of Lemma 4.6, we set Ψ(r) = G(r, u ε ), w(t) = t λ , where λ > 0 is given in Lemma 4.3. In order to prove the desired estimate (4.1), it is sufficient to verify (4.11) and (4.12). Let ψ(r) = |M r |, where M r is the matrix associated with Ψ(r), i.e., in the following sense,
Then we have, Φ(2r) ≤ Ψ(2r) + ψ(2r).
This together with Lemma 4.5 gives 15) where the second and the last steps are based on the fact that s, t ∈ [r, 2r]. Due to the same reason, it is easy to obtain Ψ(r) ≤ CΨ(2r), and the estimate (4.15) admits the condition (4.11). Besides, w here obviously satisfies the condition (4.13). Hence, according to Lemma 4.6, for any r ∈ [ε, 1/4], we have the following estimate
Hence, for ε ≤ r < (1/4), the desired estimate (4.1) consequently follows from (4.16) and the Cacciopoli's inequality [13, Theorem 6.2] . Obviously, the case of 0 < r < ε can be done simply by the blow-up argument, and we have completed the proof.
L ∞ estimates on pressure term
Now we move on to provide the boundary L ∞ estimates on the pressure term. 
where we use Remark 2.5 in the second inequality, and the estimates (3.8), (3.9) and (2.14) in the last one. We now turn to estimate I 33 . It follows that 
where we employ the estimate (2.14) and (2.13) in the last step. Moreover, it is clear to see that the estimates (5.9) and (5.10) give
(5.11) Combining the estimates (5.7), (5.8) and (5.11), we obtain that
Noting that 0 < ε < 2 −k , there exists a constant C independent of k such that
(5.12)
In fact, we know that u ε → u 0 strongly in L 2 (D 2 ; R d ) according to the construction of (u 0 , p 0 ) in Lemmas 4.3 and 5.3. Hence, it is not hard to see that
Put this inequality into (5.12), and we finally derive the desired estimate.
Proof of Theorem 1.2. The desired estimate (1.6) directly follows from Theorems 4.1 and 5.1.
Proof of Theorem 1.1. The estimate (1.5) follows from Theorem 1.2 and [13, Theorem 1.1], and we are done.
