Submodularity is an important concept in combinatorial optimization, and it is often regarded as a discrete analog of convexity. It is a fundamental fact that the set of minimizers of any submodular function forms a distributive lattice. Conversely, it is also known that any finite distributive lattice is isomorphic to the minimizer set of a submodular function, through the celebrated Birkhoff's representation theorem. M ♮ -concavity is a key concept in discrete convex analysis. It is known for set functions that the class of M ♮ -concave is a proper subclass of submodular. Thus, the minimizer set of an M ♮ -concave function forms a distributive lattice. It is natural to ask if any finite distributive lattice appears as the minimizer set of an M ♮ -concave function. This paper affirmatively answers the question.
Introduction

The minimizer set of a submodular function forms a distributive lattice
A set function f : 2 N → R for a finite set N is submodular if
holds for any X, Y ∈ 2 N . Submodularity is often regarded as a discrete analog of convexity [18, 9, 20, 25] . A submodular function is efficiently minimized [27, 11, 12, 17] , and it has many applications in economics, machine learning, etc. On the other hand, maximization of a submodular function, e.g., max cut, is a celebrated NP-hard problem, and approximation is recently investigated with applications in machine learning, see e.g., [26, 8] .
It is a fundamental fact on submodular functions that the set of minimizers of a submodular function forms a distributive lattice. Conversely, any finite distributive lattice "appears" as the minimizers of a submodular function. For a finite partially ordered set (poset) P = (N, ), I ⊆ N is an ideal of P if x y ∈ I ⇒ x ∈ I holds for any x, y ∈ N . Let I(P) denote the set of whole ideals of the poset P. Then, I(P) forms a distributive lattice. The following celebrated theorem is due to Birkhoff [1]. Theorem 1.1 (Birkhoff's representation theorem [1, 9] ). For any finite distributive lattice D, there exists a poset P such that I(P) is isomorphic to D.
Using Theorem 1.1, it is known that any finite distributive lattice is isomorphic to the minimizer set of a submodular function, as follows. Proposition 1.2 (see e.g., [9] ). As given a finite poset P = (N, ), let f : 2 N → R be defined by f (X) = |{i ∈ X | ∃j such that j ≺ i and j ∈ X}| (2) for any X ∈ 2 N , where j ≺ i denotes j i and j = i. Then f is submodular, and it satisfies f (X) = 0 if X ∈ I(P), > 0 otherwise, for any X ∈ 2 N . Proposition 1.2 provides a representation of a finite distributive lattice with a submodular function; any finite distributive lattice is represented as the minimizer set of a submodular function. Another interesting representation theorem for finite distributive lattices is described by stable matchings; John Conway showed that the set of stable matchings forms a distributive lattice under the preferences of Men (or Women, similarly) [16] . Blair [2] showed that any finite distributive lattice is isomorphic to the distributive lattice of the stable matchings for a stable marriage instance.
M ♮ -concavity is a proper subclass of submodularity
A set function f : 2 N → R is M ♮ -concave (cf. [23] ) if, for any X, Y ∈ 2 N and i ∈ X \ Y , we have
or else
holds for some j ∈ Y \X, where X −i, Y +i, X −i+j, Y +i−j are abbreviations of X \{i}, Y ∪{i}, (X \ {i}) ∪ {j}, (Y ∪ {i}) \ {j}, respectively. M ♮ -concavity is introduced by Murota [20, 24] as a quantitative version of matroid extending the exchange property to set functions [23] , and it is a closely related to valuated matroid introduced by Dress and Wenzel [5, 6] . Fujishige and Yang [10] showed that M ♮ -concavity is equivalent to gross substitutes property of Kelso and Crawford [14] in economics. M ♮ -concavity is also found in many areas such as systems analysis, inventory theory in operations research, and mathematical economics and game theory [23, 19, 29] . M ♮ -concavity is extensionally defined on multidimensional integer lattice, and it is a key concept in the theory of "discrete convex analysis" [20, 21, 22, 23, 24, 28, 29] . Interestingly, any M ♮ -concave set function is submodular [20] . Thus, an M ♮ -concave set function is minimized efficiently, using an algorithm for submodular minimization. In contrast, not every submodular function is M ♮ -concave; meaning that M ♮ -concavity is a proper subclass of submodularity for set functions. In fact, any M ♮ -concave set function is efficiently maximized by a greedy algorithm, so is a matroid rank function [6, 28, 21] . It is known that the set of maximizers of an M ♮ -concave set function forms a generalized matroid (a.k.a. M ♮ -convex family), and conversely any generalized matroid appears as the maximizer set of an M ♮ -concave set function [20, 22] .
Since an M ♮ -concave set function is submodular, the minimizer set of an M ♮ -concave set function forms a distributive lattice. It is a natural question if any finite distributive lattice appears as the minimizer set of an M ♮ -concave function. A naive candidate may be the function given by (2) . We briefly remark that this is not the case. Proof. Let P = ({1, 2, 3}, ) be given by 1 ≺ 2 and 1 ≺ 3. Then, I(P) = {∅, {1}, {1, 2}, {1, 3}, {1, 2, 3}}. We will check that the set function f given by (2) is not M ♮ -concave for P (see Figure 1 ). Let X = {1}, Y = {2, 3} and i = 1. Then, it is easy to observe that f does not satisfy (3), because f (X) = 0, f (Y ) = 2, f (X − i) = 0 and f (Y + i) = 0. It is also easily confirmed that f does not satisfy (4) for any j ∈ {2, 3}.
This paper presents a representation theorem for finite distributive lattices, and affirmatively answers the question. Our result supports the fact that M ♮ -concavity covers a large part of submodularity for set functions; the minimizer sets of M ♮ -concave set functions represent all finite distributive lattices, so do submodular functions.
An M
♮ -concave function with the minimizer set I(P)
As given an arbitrary finite poset P = (N, ) of order n, we define a weighted bipartite graph G := (U, V ; E) as follows; the vertex set consists of U = {u 1 , u 2 , . . . , u n } and V = {v 1 , v 2 , . . . , v n }, the edge set is given by E = {{u i , v j } : u i ∈ U , v j ∈ V and j ≺ i on P} and the edge weight w : E → Z ≥0 of an edge {u i , v j } ∈ E is given by
where S ⊆ N is a chain of c if (S, ) is a totally ordered set, i.e., w({u i , v j }) denotes the "length 1 " of a maximum 2 chain between j and i for j ≺ i. We also extend the definition of w to edge sets by w(F ) = e∈F w(e) for any F ⊆ E. In particular, w(∅) = 0. An edge subset M ⊆ E is a matching if any distinct edges in M do not share a common end-vertex. Particularly, we remark that ∅ ⊆ E is a matching. For convenience, let ∂F for F ⊆ E denote the set of end-vertices of F . We say "M ⊆ E is a matching (of
Theorem 2.1. As given a finite poset P = (N, ), let f : 2 N → R be defined by
for any X ∈ 2 N , where U X := {u i ∈ U : i ∈ X} and V X := {v i ∈ V : i ∈ X}. Then, f is M ♮ -concave, and it satisfies
for any X ∈ 2 N .
It is relatively easy to prove that f satisfies (7). The M ♮ -concavity of f accounts for a large part of the proof of Theorem 2.1. The M ♮ -concavity of f highly depends on the weight w defined by (5); the following lemma claims that the "reversed" triangle inequality holds for w, and it plays an important role in the proof of Theorem 2.1.
holds.
Proof. By the definition of E, {u i , v j } ∈ E and {u j , v k } ∈ E respectively imply that i ≻ j and j ≻ k. Thus, i ≻ k, and {u i , v k } ∈ E. Let X be a maximum chain between i and j (i ≻ j), and let Y be a maximum chain between j and k (j ≻ k). Note that w({u i , v j }) = |X|−1 and w({u j , v k }) = |Y |−1, by the definition of w. It is easy to see that X ∪ Y is a chain between i and k (i ≻ k), and its length is
is the length of the maximum chain between i and k, w(
We remark that M ♮ -concavity is known for some set functions defined by weighted matchings (see e.g., [22] , Section 3.6, Examples 6 and 7, p. 172). Our function f , defined by (6) , is different from them, meaning that the M ♮ -concavity of f is not derived from them 3 .
Before a rigorous proof of Theorem 2.1, we try to explain a brief idea of the proof that f is M ♮ -concave.
A sketch of the proof of the
Now, we obtain (3) in the case (corresponding to Case 1 in the proof of Theorem 2.1). Next, suppose u i ∈ ∂M X . Let e 1 , . . . , e k denote the alternating path of M X and M Y starting from u i , i.e., u i ∈ e 1 . Notice that e l ∈ M X if l is odd, otherwise e l ∈ M Y for l = 1, . . . , k. For convenience, assume that k is even (the argument for odd k is similar; see Case 2-ii in the proof of Theorem 2.1). When k is even, the other end of the alternating path is in U . Suppose e k = {v p , u q } holds for some distinct p, q ∈ N , i.e., u q ∈ U is the other end vertex of the alternating path. If q ∈ X, then u q ∈ U X . In this case, by exchanging edges in the alternating path, we obtain two matchings between U X−i and V X−i , and between U Y +i and V Y +i . More precisely, let
and
l is odd} \ {e l : l is even}. 3 We also remark that M ♮ -concavity is known for some functions defined by maximum cost flow (see e.g., [22] , Section 4.6, Examples 5, p. 191), as a generalization of weighted matchings. The M ♮ -concavity of our f is not derived from it, either. Then, F 1 is a matching between U X−i and V X−i . Similarly, F 2 is a matching between U Y +i and V Y +i , unless v i ∈ ∂M Y (here we omit the case of v i ∈ ∂M Y ; see Case 3 in the proof of Theorem 2.1). This implies that
hold, and we obtain (3) (corresponding to Case 2-i-A in the proof of Theorem 2.1). Figure 2 illustrates the construction of F 1 and F 2 in this case. Solid circles (resp. dashed circles) represent vertices in U X ∪ V X (resp. NOT in U X ∪ V X ) in the left figure, while those are in or not in U X−i ∪ V X−i in the right figure.
Similarly, solid squares (resp. dashed squares) represent vertices in
in the left figure, while those are in or not in U Y +i ∪ V Y +i in the right figure. We can observe in the right figure that F 1 denoted by solid lines (resp. F 2 denoted by dashed lines) is a matching between U X−i and V X−i denoted by solid circles (resp. U Y +i and V Y +i solid squares). If q ∈ X, then u q ∈ U X , meaning that e k is not an edge between U X−i and V X−i . Then, we will claim (4) for j = q. It is not difficult to see that F 2 is a matching between U Y +i−q and V Y +i−q . Similarly, F 1 is a matching between U X−i+q and V X−i+q , unless v q ∈ ∂M X . If v q ∈ ∂M X , then
hold, and we obtain (4) for j = q. (corresponding to Case 2-i-B-a in the proof of Theorem 2.1). Figure 3 illustrates the case, where we can observe that F 1 denoted by solid lines (resp. F 2 denoted by dashed lines) is a matching between U X−i+q and V X−i+q denoted by solid circles (resp. U Y +i−q and V Y +i−q denoted by solid squares).
However, if v q ∈ ∂M X , then ∂F 1 contains both u q and v q . Thus F 1 is NOT a matching between U X−i+q and V X−i+q , as well as NOT a matching between U X−i and V X−i . In this case, i.e., q ∈ X and v q ∈ ∂M X , we claim (3) holds. By the above argument, F 2 is a matching between U Y +i and V Y +i . Instead of F 1 , let
then it gets rids of the trouble that ∂F 1 contains both u q and v q . In fact, F 3 is a matching between U X−i and V X−i . Here, holds, where the last inequality follows from (8) in Lemma 2.2. Consequently,
hold, and we obtain (3) (corresponding Case 2-i-B-b in the proof of Theorem 2.1). Figure 4 illustrates the case, where we can observe in the right figure that F 2 denoted by solid lines (resp. F 3 denoted by dashed lines) is a matching between U X−i and V X−i denoted by solid circles (resp. U Y +i and V Y +i denoted by solid squares).
Finally, the case of u i ∈ ∂M X is proved in a similar way (Case 4 in the proof of Theorem 2.1).
Proof of Theorem 2.1
Here we give a rigorous proof based on the complete cases analyses.
Proof of Theorem 2.1. To begin with, we show that f satisfies (7). Firstly, suppose X ∈ I(P). Then, there exists a pair of i ∈ X and j ∈ X such that j ≺ i. This implies that {u i , v j } ∈ E, and it is not difficult to see that 0 < w({u i , v j }) ≤ f (X) holds. Secondly, suppose X ∈ I(P). Then, no edge between U X and V X : if u i ∈ U X (i.e., i ∈ X) and v j ∈ V X (i.e., j ∈ X) then i ≺ j since X ∈ I(P), it implies {u i , v j } ∈ E. Clearly, M = ∅ is the unique matching satisfying ∂M ⊆ U X ∪ V X , which implies f (X) = 0. Next, we prove that f is M ♮ -concave. Let M X be a matching satisfying ∂M X ⊆ U X ∪ V X and f (X) = w(M X ), and let M Y be a matching satisfying
The hypotheses that i ∈ X and i ∈ Y respectively imply that v i ∈ ∂M X and u i ∈ ∂M Y . We are concerned with the following four cases: Case 1. u i ∈ ∂M X and v i ∈ ∂M Y , Case 2. u i ∈ ∂M X and v i ∈ ∂M Y , Case 3. u i ∈ ∂M X and v i ∈ ∂M Y , and Case 4. u i ∈ ∂M X and v i ∈ ∂M Y . Figure 5 shows the structure of the whole cases analyses in the proof. Case 1. The condition u i ∈ ∂M X implies that M X is also a matching between U X−i and V X−i . This implies f (X) ≤ f (X − i). Similarly, the condition v i ∈ ∂M Y implies that M Y is also a matching between U Y +i and V Y +i . This implies f (Y ) ≤ f (Y + i). Now, we obtain (3) in the case.
Case 2. Let e 1 , . . . , e k denote the alternating path of M X and M Y starting from u i , i.e., u i ∈ e 1 . Notice that e l ∈ M X if l is odd, otherwise e l ∈ M Y for l = 1, . . . , k. We are concerned with two cases 4 whether k is even (case 2-i) or odd (case 2-ii).
Case 2-i. When k is even, the other end of the alternating path is in U . Suppose e k = {v p , u q } holds for some distinct p, q ∈ N , i.e., u q ∈ U is the other end vertex of the alternating path. We are concerned with the two cases whether q ∈ X (case 2-i-A) or not (case 2-i-B).
Case 2-i-A. The condition q ∈ X implies u q ∈ U X . Then, by exchanging edges in the alternating path, we obtain two matchings between U X−i and V X−i , and between U Y +i and V Y +i . More precisely, let F 1 , F 2 ⊆ E be defined by
l is even} \ {e l : l is odd}, and (9)
then F 1 is a matching between U X−i and V X−i , and F 2 is a matching between U Y +i and V Y +i . This implies that
hold, and we obtain (3) in the case. Case 2-i-B. The condition q ∈ X implies u q ∈ U X . Then, F 1 is NOT a matching between U X−i and V X−i because u q ∈ U X−i . The condition q ∈ X implies v q ∈ V X . We are concerned with the two cases whether v q ∈ ∂M X (case 2-i-B-a) or v q ∈ ∂M X (case 2-i-B-b). Case 2-i-B-a. We will claim (4) for j = q. In fact, F 1 is a matching between U X−i+q and V X−i+q , and F 2 is a matching between U Y +i−q and V Y +i−q . This implies that
hold, and we obtain (4) for j = q in the case. Case 2-i-B-b. We will claim (3). It is not difficult to see that F 2 is a matching between U Y +i and V Y +i . Since the case assumes that v q ∈ ∂M X , suppose {v q , u r } ∈ M X for some r ∈ N . Notice that r ∈ X. We also remark that r = p; by Lemma 2.2, {v p , u q } ∈ E and {v q , u r } ∈ E imply {v p , u r } ∈ E, meaning that p ≺ r. Then, let
where we remark that {v p , u r } ∈ E as we stated two lines above. It is not difficult to see that F 3 is a matching between U X−i and V X−i . By (11),
hold, where the last inequality follows from (8) . Consequently,
hold, and we obtain (3) in the case.
Case 2-ii. This case is essentially the same as Case 2-i. When k is odd, notice that e k ∈ M X , and that the other end of the alternating path is in V . Suppose e k = {u p , v q } holds for some distinct p, q ∈ N , i.e., v q ∈ V is the other end vertex of the alternating path. We are concerned with the two cases whether q ∈ Y (case 2-ii-A) or q ∈ Y (case 2-ii-B).
Case 2-ii-A. The condition q ∈ Y implies v q ∈ V Y . Then, F 1 (resp. F 2 ) is a matching between U X−i and V X−i (resp. U Y +i and V Y +i ). We obtain (3). Case 2-ii-B. The condition q ∈ Y implies v q ∈ V Y . Then, F 2 is NOT a matching between U Y +i and V Y +i because v q ∈ V Y +i . The condition q ∈ Y implies u q ∈ U Y . We are concerned with the two cases whether u q ∈ ∂M Y (case 2-ii-B-a) or u q ∈ ∂M Y (case 2-ii-B-b). Case 2-ii-B-a. In this case, F 1 (resp. F 2 ) is a matching between U X−i+q and V X−i+q (resp. U Y +i−q and V Y +i−q ). Then, we obtain (4) for j = q. Case 2-ii-B-b. In this case, F 1 is a matching between U X−i and V X−i . Since the case assumes that u q ∈ ∂M Y , suppose {u q , v r } ∈ M Y for some r ∈ N . Notice that r ∈ Y . We also remark that r = p since {u p , v r } ∈ E holds by Lemma 2.2 (see Case 2-i-B-b). Then, let
It is not difficult to see that F 4 is a matching between U Y +i and V Y +i . By (13),
hold, and we obtain (3).
Case 3. This case is similar to Case 2, but the assumption v i ∈ ∂M Y of the case causes some trouble. Suppose {u s , v i } ∈ M Y for some s ∈ N . Let e 1 , . . . , e k denote the alternating path of M X and M Y starting from u i , where suppose e 1 = {u i , v t } for some t ∈ N . Here, we remark that t = s; by Lemma 2.2, {u s , v i } ∈ E and {u i , v t } ∈ E imply {u s , v t } ∈ E, meaning that t ≺ s. Intuitively, F 2 is not a matching between U Y +i and
To get rid of the issue, we use a technique similar to Case 2-i-B-b; we employ
See the following detailed argument for the precise argument. We are concerned with the two cases 5 whether k is even (case 3-i) or odd (case 3-ii).
Case 3-i. When k is even, the other end of the alternating path is in U . Suppose e k = {v p , u q } holds for some distinct p, q ∈ N , i.e., u q ∈ U is the other end vertex of the alternating path. We are concerned with the two cases whether q ∈ X (case 3-i-A) or not (case 3-i-B).
Case 3-i-A. The condition q ∈ X implies u q ∈ U X . Then, F 1 is a matching between U X−i and V X−i . However, F 2 is NOT a matching between U Y +i and V Y +i , as we stated above, because {u s , v i } ∈ F 2 but v i ∈ V Y +i . Then, let Figure 6 : Exchanging edges in the alternating path in Case 3-i-A.
where we remark that {u s , v t } ∈ E by Lemma 2.2. It is not difficult to see that F 5 is a matching between U Y +i and V Y +i . By (14),
hold, and we obtain (3). Figure 6 illustrates the case, where we can observe in the right figure that F 1 denoted by solid lines (resp. F 5 denoted by dashed lines) is a matching between U X−i and V X−i denoted by solid circles (resp. U Y +i and V Y +i denoted by solid squares). Case 3-i-B. The condition q ∈ X implies u q ∈ U X . Then, F 1 is NOT a matching between U X−i and V X−i because u q ∈ U X−i . The condition q ∈ X implies v q ∈ V X . We are concerned with the two cases whether v q ∈ ∂M X (case 3-i-B-a) and v q ∈ ∂M X (case 3-i-B-b).
Case 3-i-B-a. In this case, F 1 (resp. F 5 ) is a matching between U X−i+q and V X−i+q (resp. U Y +i−q and V Y +i−q ). Then, we obtain (4) for j = q. Case 3-i-B-b. In this case, F 3 (resp. F 5 ) is a matching between U X−i and V X−i (resp. U Y +i and V Y +i ). Then,
(by (12) and (15)
Case 3-ii. This case is essentially the same as Case 3-i. When k is odd, notice that e k ∈ M X , and that the other end of the alternating path is in V . Suppose e k = {u p , v q } holds for some distinct p, q ∈ N , i.e., v q ∈ V is the other end vertex of the alternating path. We are concerned with the two cases whether q ∈ Y (case 3-ii-A) or q ∈ Y (case 3-ii-B).
Case 3-ii-A. The condition q ∈ Y implies v q ∈ V Y . Then, F 1 (resp. F 5 ) is a matching between U X−i and V X−i (resp. U Y +i and V Y +i ). We obtain (3). Case 3-ii-B. The condition q ∈ Y implies v q ∈ V Y . Then, F 5 is NOT a matching between U Y +i and V Y +i because v q ∈ V Y +i . The condition q ∈ Y implies u q ∈ U Y . We are concerned with the two cases whether u q ∈ ∂M Y (case 3-ii-B-a) or u q ∈ ∂M Y (case 3-ii-B-b). Case 3-ii-B-a. In this case, F 1 (resp. F 5 ) is a matching between U X−i+q and V X−i+q (resp. U Y +i−q and V Y +i−q ). Then, we obtain (4) for j = q.
Case 3-ii-B-b. In this case, F 1 is a matching between U X−i and V X−i . Since the case assumes that u q ∈ ∂M Y , suppose {u q , v r } ∈ M Y for some r ∈ N . Notice that r ∈ Y . We also remark that r = p holds since {u p , v r } ∈ E by Lemma 2.2 (see Case 2-i-B-b). Then, let
It is not difficult to see that F 6 is a matching between U Y +i and V Y +i . By (16) ,
by (15)
Case 4. This case is essentially the same as Case 2, but swapping the role between U and V . For the completeness of the proof, here we briefly give certificates. Let e 1 , . . . , e k denote the alternating path of M Y and M X starting from v i , i.e., v i ∈ e 1 . Notice that e l ∈ M Y if l is odd, otherwise e l ∈ M X for l = 1, . . . , k. We are concerned with the two cases whether k is even (case 4-i) or odd (case 4-ii).
Case 4-i. When k is even, the other end of the alternating path is in V . Suppose e k = {u p , v q } holds for some distinct p, q ∈ N , i.e., v q ∈ V is the other end vertex of the alternating path. We are concerned with the two cases whether q ∈ Y (case 4-i-A) or q ∈ Y (case 4-i-B).
Case 4-i-A. The condition q ∈ Y implies v q ∈ V Y . Let
l is even} \ {e l : l is odd}, and (18)
then F 7 (resp. F 8 ) is a matching between U Y +i and V Y +i (resp. U X−i and V X−i ). This implies that
hold, and we obtain (3). Figure 7 illustrates the case, where we can observe in the right figure that F 8 denoted by solid lines (resp. F 7 denoted by dashed lines) is a matching between U X−i and V X−i denoted by solid circles (resp. U Y +i and V Y +i denoted by solid squares). Case 4-i-B-a. In this case, F 7 (resp. F 8 ) is a matching between U Y +i−q and V Y +i−q (resp. U X−i+q and V X−i+q ). Then, we obtain (4) for j = q. Case 4-i-B-b. In this case, F 8 is a matching between U X−i and V X−i . Since the case assumes that u q ∈ ∂M Y , suppose {u q , v r } ∈ M Y for some r ∈ N . Notice that r ∈ Y . We also remark that r = p holds since {u p , v r } ∈ E by Lemma 2.2 (see Case 2-i-B-b). Then, let
It is not difficult to see that F 9 is a matching between U Y +i and V Y +i . By (20) ,
Case 4-ii. This case is essentially the same as Case 4-i. When k is odd, notice that e k ∈ M Y , and that the other end of the alternating path is in U . Suppose e k = {v p , u q } holds for some distinct p, q ∈ N , i.e., u q ∈ U is the other end vertex of the alternating path. We are concerned with the two cases whether q ∈ X (case 4-ii-A) or q ∈ X (case 4-ii-B).
Case 4-ii-A. The condition q ∈ X implies u q ∈ U X . Then, F 7 (resp. F 8 ) is a matching between U Y +i and V Y +i (resp. U X−i and V X−i ). We obtain (3). Case 4-ii-B. The condition q ∈ X implies u q ∈ U X . Then, F 8 is NOT a matching between U X−i and V X−i because u q ∈ U X−i . The condition q ∈ X implies v q ∈ V X . We are concerned with the two cases whether v q ∈ ∂M X (case 4-ii-B-a) or v q ∈ ∂M X (case 4-ii-B-b). Case 4-ii-B-a. In this case, F 7 (resp. F 8 ) is a matching between U Y +i−q and V Y +i−q (resp. U X−i+q and V X−i+q ). Then, we obtain (4) for j = q. Case 4-ii-B-b. In this case, F 7 is a matching between U Y +i and V Y +i . Since the case assumes that v q ∈ ∂M X , suppose {v q , u r } ∈ M X for some r ∈ N . Notice that r ∈ X. We also remark that r = p holds since {v p , u r } ∈ E by Lemma 2.2 (see Case 2-i-B-b). Then, let F 10 = F 8 ∪ {{v p , u r }} \ {{v p , u q }, {v q , u r }}.
It is not difficult to see that F 10 is a matching between U X−i and V X−i . By hold, and we obtain (3).
The indicator function of a distributive lattice
Let r ∈ R >0 be an arbitrary. As given a finite poset P = (N, ), we define g r : 2 N → R by g r (X) = exp(−rf (X))
for X ∈ 2 N , where f is given by (6) . For convenience, let g ∞ (X) = lim r→∞ g r (X), then g ∞ (X) = 1 if X ∈ I(P), 0 otherwise,
holds for any X ∈ 2 N , meaning that g ∞ is the indicator function of the distributed lattice I(P). Specifically, if we set r = (n + 2) ln 2, then we obtain g r (X) = 2 −(n+2)f (X) , and then |I(P)| − holds. This implies that if we have an approximation algorithm for the partition function of a log-M ♮ -convex function, then we can approximate the number of ideals of a poset. By standard arguments (cf. [13, 7] ) about a fully randomized approximation scheme (FPRAS), we can conclude as follows.
Theorem 3.1. If there is a polynomial time approximate sampler for a log-M ♮ -convex distribution, then counting bipartite independent set (#BIS) has an FPRAS.
Concluding Remarks
We have shown that any finite distributive lattice is isomorphic to the minimizer set of an M ♮ -concave set function. The result implies that sampling from log-M ♮ -convex set function is #BIS-hard under the polynomial-time randomized approximate reduction. It is a major open problem if an FPRAS exists for #BIS (cf. [3] ), with some applications such as stable matching [4, 15] .
