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Abst ract - -A  basic process is the observation ofan N-dimensional quantity x(t) in discrete time 
steps a + jh where j runs through the natural numbers. Naturally, one looks for the rate of change 
of this 'information' during one time step. We show that we obtain a discrete volution equation 
which turns up in many fields of numerical analysis: Newton's method, descent methods, numerical 
methods for solving initial- or boundary value problems in ODEs, as examples. We show that such a 
method always approaches a solution of a differential equation if the time step h is sent to zero and 
if we compute over a fixed finite real time interval [a, b]. We also discuss the speed of convergence in 
terms of the convergence order. We present a unified theory for initial- and boundary value problems. 
Keywords - -D isc re te  volutions, Discrete methods for initial- and boundary value problems, Or- 
der of convergence. 
1. INTRODUCTION 
Sect ion  1.1. 
In this paper,  we consider the evolution of an N-dimensional  quant i ty  x of value x(t) at t ime t. 
We follow this evolution in discrete t ime steps of length h > 0, and hence, we see the sequence 
x(t) ,  x(t + h), x(t + 2h) , . . -  E R N, (1) 
in i t iated at t ime t = a. We call x(t) the ' information'  at t ime t given by the process (1). Then, 
the change of information x(t + h) - x(t) will be proport ional  to the durat ion h of t ime 
x(t + h) - x(t) = hV (h, z(t, h, x)), (2) 
where V denotes the rate of change of information per t ime unit. z(t, h, x) represents the way V 
will depend on the actual  t ime t, the t ime step h and the complete information x. In this paper,  
we consider ' local processes' which are defined by 
z ( t ,h ,x )=(x( t+a l ( t )h ) , . . . , x ( t+aL( t )h ) )  a j ( t )  eZ ,  I(~i(t)l<_p, j= I , . . . , L ,  (3) 
where the t ime t is on the grid t = a4-kh,  k E N. In (3) the number p i s  supposed to be 
independent  of the grid points, the t ime step h and j = 1 , . . . ,  L. This describes the ' local i ty '  of 
the process. Indeed, note that  
[t + aj(t)h - tl = la j ( t ) l  h < ph h--.o O, (4) 
holds uni formly in t, j .  This means that  the grid points appear ing on the r ight-hand side of (2) 
eventual ly concentrate at the point  t. The l imit (4) is also true under much weaker condit ions. 
My thanks go to R. Miiller for assistance with the calculations. 
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However, we want to use our theory in [1,2] which is only developed under the conditions tated 
above. 
We cannot follow an evolution (2),(3) for all times in the future. In all realistic situations there 
is an end time b such that we consider (2),(3) in the time interval [a, b]. A number of the grid 
points fall into this interval, therefore, the function a(h) --* N is well defined by 
a + Ca(h) - 1) h < b < a +a(h)h .  (5) 
Note that, in general, b need not be a grid point. After all, we write down (2) for the grid points 
~h defined as 
t = a+jh ,  j = 0 , . . . ,~(h)  - 1. (6) 
Any solution of the resulting system (2),(3),(6) is at least defined on the grid points t = a + jh ,  
j = O, . . . ,a (h ) .  There may be more grid points involved depending on the choice of the a's 
from (3). We perform linear interpolation between grid points and extend the resulting function 
in a constant fashion to the left and to the right so that we may view any solution of (2),(3),(6) 
as an element of C (R, RN). We call these elements grid-functions. 
Sect ion 1.2. 
We have shown in [1,2] that, under very mild conditions, a process (2), (3) and (6) is close to 
the continuous evolution equation 
= v (0, z(t ,  0, v ) ) ,  a < t < b. (7) 
In Section 2, we state the exact theorem in a special case. It shows that pure convergence holds 
true under conditions which are so weak that one can, loosely speaking, state the following: 
Convergence is a generic property for processes of the form (2),(3),(6). In this paper, we supple- 
ment pure convergence by speed of convergence using the notation of order of convergence. The 
general form (2) calls for a well-known technique to prove a stability inequality under the more 
restrictive assumption of a global Lipschitz condition which only now comes into the discussion 
and is normally already used for pure convergence r sults. It shows that the order of convergence 
is regulated by the order of convergence at the initial point a and the overall order of consistency. 
If the consistency order is p, then we must make sure that the order of convergence at the initial 
point t -- a is at least of order p to prove overall convergence order p. Numerical examples how 
that the overall order of convergence drops if the order of convergence at the initial point t -- a 
is less than p, the overall order of consistency. We have no problem if we supplement (1) by N 
initial conditions prescribing x(a). Then, according to our theorem, the overall convergence order 
coincides with the overall consistency order of the method. However, if we have side conditions 
involving two or more fixed points in the interval [a, b], then some coordinates are undetermined 
at the initial point t = a since we have only N side conditions at our disposal. Now the whole 
system (1) along with these side conditions determines whether the convergence order at the 
point t -- a is at least equal to the overall order of consistency to establish this overall order 
of convergence. Again, numerical examples how that, with some side conditions, the order of 
convergence may drop below the order of overall consistency. Section 2 is a framework for a 
unified theory of discretization for initial- and boundary value problems in ODE's. 
2. A CONVERGENCE THEORY 
Sect ion 2.1. 
In this section, we consider (2) in Section 1.1 for z(t, h, x) = (x(t + h), x(t)).  This is the special 
case for which L = 2, al( t )  = 1, a2(t) = 0 for t E ~-~h olds. The dynamical system reads 
z ( t+h) -x ( t )=hV(h ,x ( t+h) ,x ( t ) ) ,  t=a+jh ,  j=O . . . .  ,a(h) - 1, 
V : ~ x R N x ~N ~ RN. (8) 
Our general theorem in [1,2] yields in this particular case the following theorem. 
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Sect ion  2.2. 
THEOREM 2.2. Let V E C(R x R g x RN,~N). Let h~ ~ 0. Let xhn(t) be a solution of the 
evolution equation (1) such that 
[Ix h" (a)[]~ = 0(1) (9) 
holds. Then, there exists a vector v(t) = (v l ( t ) , . . . ,vN(t) )  with components vj E Cl[a,b], 
j = 1 , . . . ,  N satisfying the continuous ystem 
~)(t) = V (0, v(t), v(t)), a < t < b. (10) 
Furthermore, 
max { l lv ( t )  - xhn(t)ll  : a < t < b} O, (11) 
after a possible selection of a subsequence. Note that we did not change notations if we really 
have to go through a selection process to ensure (11). 
Here and in the following, the norm 
[[y[[~ := max{[yi[: i=  1 , . . . ,S} ,  (12) 
is defined for any y = (Yl,-.. ,Ys) E its. 
Theorem 2.2 is almost universally true. We only have to assume V E C(R2N+I,~ N) and a 
uniform bound 
[[V(h,u,v)[[ <<_ M, for u,v e R N, O < h < ho. (13) 
In [1,2] we have justified that (13) can be assumed almost without loss of generality smce we 
can restrict ourselves to a compact subset of the N-dimensional phase space. In particular, it is 
important to note that no Lipschitz condition is needed. Hence, we may say that pure convergence 
of a process (8) in the sense of (11) is indeed 'generically true' since, apart from (9), there is no 
further substantial restrictive condition needed. Lipschitz properties come only into the game if 
one wants to insure a 'good method' in the sense of 'fast convergence'. This matter is discussed 
in Section 2.3. For more information we refer the reader to [1,2]. 
The theorem above shows that discrete volutions of the type (8) have a limiting continuous 
process which is a first-order differential equation (10) if we follow the process in a finite time 
interval only. In this case, the complexity of (8) is the same as the complexity of the solution of 
a differential equation. This is no longer true anymore if the underlying time interval is infinite. 
Then it is possible that a process (8) develops chaotic structures if the underlying continuous 
process (10) exhibits only simple time structures which are nonchaotic. For an example the reader 
is referred to [3]. 
Note that, under our weak assumptions, the initial value problem to (10) need not even have 
a unique solution. For given initial values (9) is trivial if we assume for our calculations the true 
initial values which are prescribed. If we count the number of unknowns and equations in (8), we 
observe that there are N more unknowns than equations. Hence, we are free to add N free side 
conditions to complete (8) to a system with as many unknowns as equations. We take advantage 
of this fact in a general way in the next section. 
Sect ion 2.3. 
Next, we assume the traditional global Lipschitz condition [4,5] 
[IV (h, u l ,v  1) - V (h,u~,v2)[[~ _< L( l lu 1 -  u2[[ ~ + l l v ' -  v2IL~) 
for any u 1, u 2, V 1, V 2 e R N, h E [0, h0]. (14) 
It is almost no loss of generality to formulate this condition in the global way. It is always possible 
to localize it which works in the same way as we can localize the global assumption (13). Now, 
we can prove the following theorem. 
102 E. BOHL 
Sect ion  2.4. 
THEOREM 2.4. Consider two grid functions x ,y  E C(R,R N) as defined in 1.1. Then there are 
two constants Cl , c2 independent of h sutficiently smafl such that the stability inequality 
max{l[x(t) - y(t)[[~ : t = a + jh,  j = 0, . . . ,a (h)}  
_< cl [[z(a) - y(a)[16 + c2 max {[[T(h, z)(t)  - T(h,  y)(t)[[~ : t = a + kh, k = 0 . . . .  , a( h) - 1} (15) 
holds. Here, T(h ,x )  is defined via 
T(h,  x)(t) = h -1 (x(t + h) - x(t)) - V (h, x(t  + h), x( t ) ) .  (16) 
This defines the de£ect o£ the system (8) produced by the grid function x. Note that we have 
divided (8) by h as is common in the theory of numerical methods for ordinary differential 
equations. 
Sect ion 2.5. 
Assume the situation of Theorem 2.2 where the grid function xh(t) is a solution of (8) and v(t) 
solves the continuous problem (10). Then we have, in particular, 
T (h, X h) (a + jh)  = O, j = 0 , . . . ,  a(h) - 1. (17) 
Substituting xh(t), v(t) into (15) yields 
max {[[xh(t) -- v(t)l[~: t = a + jh,  j = O, . . . ,a (h )  } 
<_ Cl [[xh(a) --v(a)[I 6 + c2 max {[[T(h, v)(a + kh)[[6: k = O, . . . ,a(h)  - 1} (18) 
if we use (17). On the right-hand side of (18), the traditional consistency term 
max{[ [T (h ,v ) (a+ kh)[[: k = O, . . . ,a (h )  - 1} = 0(h p) (19) 
shows up. If we assume consistency of order p which is (19) and if we find convergence at the 
point a of order q according to 
Ilxh(a) - v(a)ll  = 0 (hq),  (20) 
we have the error bound 
max{l lxh( t ) -v ( t ) l l~ : t=a+jh ,  j=O, . . . ,a (h )}  = 0 (hmln("q)). (21) 
The very general straight-forward convergence r sult of Theorem 2.2 can be turned into a con- 
vergence result of a particular order if we have the restrictive assumption (14) in addition. Note 
that (9) and (20) are parallel conditions. They assume a particular behaviour at only one grid 
point (which must, of course, be a point in any grid) to conclude global behaviour of the sequence 
of grid functions in a compact ime interval. 
Sect ion  2.6. 
The application of the result in Section 2.5 is obvious. If initial values are prescribed, then the 
left-hand side in (20) is always identical to zero, hence, the order of consistency is equal to the 
order of convergence. However, if the N free side conditions for the system (8) are not initial 
conditions, then the consistency order might not be the convergence order if q in (20) is less than 
the consistency order p in (19). 
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It is obvious that we can easily complete (8) by N conditions of the form 
R (x(a), x (a + a(h)h) ,  h) = O, (22) 
where R is any function taking R N x R N x R into R N. A standard situation is described as follows. 
If, for example, N = 2 and we have the discretization of a two-point-boundary-value-problem, 
the boundary conditions 
~V(T)  + fl~V'(~') = "y~, T = a, b, ~ ,  fl~, ~r • R, (23) 
are quite common. In this case we have the identification xl( t )  = v(t), x2(t) -- v'(t) and (22) 
might read 
OLaxl(a) -{- 13ax2(a) - 7a = O, OZbX 1 (a + a(h)h) + 13bX2 ( a + a(h)h) - % = 0 (24) 
to complete the corresponding dynamical system (8) to a set of equations of as many unknowns 
as equations. It is, of course, not obvious what order of convergence q in (20) shows up if we 
solve the corresponding system (8), (24). To show some of the possibilities which may happen, 
we turn to the boundary value problem 
1 . 
v"(t) = ~ sm (v(t)) + p(t) in [0, 1], av(0) +/3v'(0) = 7, v(1) = 1, (25) 
constructed in such a way that 
v(t) = sin ~r t  (26) 
is the solution of (25). Also, the constants c~, fl, ~, have to be adjusted accordingly. If we put 
xl ( t )  = v(t), x2(t) = v'(t), the problem (25) turns into the system 
i sin(xl(t)) +p(t) ,  c~xl(O) +flx2(O) = % xl(1) = 1, (27) e~(t )  = z2( t ) ,  e2( t )  = 
which is of our standard form (10). We have applied to the system in (27) the Euler-Cauchy 
method (EC), the improved Euler-Cauchy method (IEC), the fourth order classical Runge-Kutta 
method (RK) and Lawson's method (L) which are all listed in [4]. These formulae are of con- 
sistency order 1, 2, 4, 5, respectively. The corresponding system has been supplemented by the 
last equation in (27) and a further equation which stands for the first boundary condition in (27) 
and is given in the subtitle of the following tables. 
Table 1. Xl (0 )  = 0 or x2(0) = 0. Table 2. 2(Xl(h) - xl(0)) - 5hTr = 0 or 
=l(h) - =l(-h) - 5h~ = O. 
Order of Order of 
Convergence EC IEC RK L Convergence EC IEC R.K L 
att - - - -a=0 1 2 4 5 a t t - -a=0 1 2 2 2 
overall 1 2 4 5 overall 1 2 2 2 
Table 2 corresponds to a = 0,/3 = 1 and in Table 1 we have a = 1,/3 = 0 or ~ -- 0,/3 = 1. The 
last constants "y must be calculated such that (26) solves the problem. Both tables show that the 
overall convergence (last line in both tables) depends on the convergence at the point t -- a = 0, 
as is suggested by (21). Full convergence is obtained in Table 1 and the second and third columns 
of Table 2. In the last columns of Table 2 we see that the high order of the scheme represented 
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by V is considerably reduced due to the low convergence order at the point t -- a = 0. If we 
substitute the derivative in the boundary condition by the fourth order formula 
h 
1--2 (x l ( -2h)  - 8z l ( -h )  + 8hi(h) + xl(2h)),  (28) 
the corresponding table differs from Table 2 above in the last two columns. There, a 4 shows 
up instead of the 2. Hence, the Runge-Kutta method shows full convergence order but Law- 
son's method still suffers from a reduction of the overall order by 2. We have done many more 
calculations showing the same trend. 
Finally, we note that the way of describing numerical methods for boundary value problems is 
in the spirit of the work of Keller [6-8]. 
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