This paper is devoted to abstract second order complete elliptic differential equations set on [0, 1] in non-commutative cases. Existence, uniqueness and maximal regularity of the strict solution are proved. The study is performed in C θ ([0, 1] ; X).
Introduction and hypotheses
In this work, we will study the following abstract second order complete elliptic differential equation
x ∈ (0, 1), This paper is the natural continuation of [3] where we have studied, in a non-commutative framework, equation (1) [4] have proved existence, uniqueness and maximal regularity of the strict solution of (1)- (2) . Here, we improve this study by developing a new non commutative approach.
One of our motivation in the study of (1)- (2) is the fact that it leads us to obtain results on the following equation u (x) + 2Bu (x) + Au(x) − ωu(x) = f (x), x ∈ (0, 1),
where A, B are two closed linear operators in X. In forthcoming work, we will give assumptions on A and B which allow us to build L ω , M ω satisfying
and in this case the study of problem (3) can be reduced to the one of (1)- (2) . We will seek for a strict solution to (1)- (2) , that is a function u such that
and satisfying (1)- (2) . We also study the maximal regularity property of the strict solution u, that is
In the following, we use, for linear operators P, Q in X, the commutator notation
D([P ; Q]) = {ϕ ∈ D(P ) ∩ D(Q) : P ϕ ∈ D(Q) and Qϕ ∈ D(P )} , [P ; Q] = P Q − QP,
we use also (X, D (P )) θ,∞ = (D (P ) , X) 1−θ,∞ , the well known real interpolation space (see Triebel [10] , p. 25 and 76), and (X, D(P )) 1+θ,∞ := ϕ ∈ D(P ) : P ϕ ∈ (X, D(P )) θ,∞ .
Our hypotheses with respect to operators L ω , M ω are the following. There exists some fixed non negative number ω 0 such that
where S δ := z ∈ C \ {0} : |arg z| ≤ , not necessarily continuous at 0.
For any ω ≥ ω 0 , we assume also
L ω , M ω are boundedly invertible,
L ω + M ω is boundedly invertible,
I − e Lω e Mω or I − e Mω e Lω is boundedly invertible,
We assume moreover in all this work the following non-commutativity hypothesis
where
Note that, in many concrete cases, χ(ω) = C ω α , where C, α > 0. Our assumptions need some comments.
Remark 1. Note that under assumption (6)
Remark 2. Assume (5), (6) , (8) , (9) and consider the commutative case, that is 
Indeed, under hypothesis (13), we have
where γ is the boundary curve oriented positively of the following sectorial re-
for given small positive δ 1 , δ 2 . Moreover, for all z ∈ γ, there exists a > 0 such that
but on γ, it is not difficult to see that
and we can suppose ω 0 large enough so that for any ω ≥ ω 0 e Mω < 1, and then by (5) 
Here C denotes various constants which do not depend on ω.
Remark 5. Assume (5)∼(9). If in addition we suppose
(see Lemma 8 below) , then for any
so, by the reiteration property (see ), we obtain
and
Following Lemma 7 will show that ( 
The plan of this paper is as follows. Section 2 contains some technical lemmas. In section 3, we use the representation formula of the solution given in the commutative case and some heuristic consideration to obtain an integral equation verified by the eventual strict solution
for a large ω. In section 5, we will prove Theorem 6 by using this representation. Finally, in section 6, we give one example to which our theory applies. When we do not need the dependence of ω, we drop ω in the notations and for instance, we simply denote
Technical lemmas
Now, we assume (5)∼(12). The two following results were obtained by Favini et al. in [3] .
Remark 9. Due to Lemma 8, statement 3 ., (1) can be written as
We also have
This leads us to write our essential commutator assumption (12) in the form
∀ω ≥ ω 0 , [M ω ; L ω ] (L ω + M ω ) −2 L(X) ≤ χ(ω).
Remark 10. We notice that
from which we deduce that
Lemma 11. Under assumptions (5)∼(9), hypothesis (11) is equivalent to
, which gives the first line of (16). The second line is similarly obtained.
Conversely, assume (16
Representation formula
Assume that there exists a strict solution u to (1)- (2) satisfying the maximal regularity property (4). We want to find an integral equation satisfied by
To this end, we set for
Here, we consider ϕ and ψ since, in the commutative case, the representation of the solution given by Favini et al. in [4] , formula (10) p. 977, can be written
Now, in our non-commutative case, we write for all x ∈ [0, 1]
and we set
The main idea is to carry out integration by parts in view to deduce the integral equation satisfied by ϕ. Since u satisfies (4), all the above calculations are justified. Then
where we have used the continuity of the semigroup
. Similarly, one has
Now, for u 3 (x) + u 4 (x), one integration by parts gives
Here we use the fact that
4., and
remark that all the elements in the integrals are in the domain of L + M for s = x, in virtue of assumption (6) . Finally
Thanks to Lemma 7, statements 3. and 6., we have
it follows that
Then, using (18), (19) and (20), we have
In virtue of Lemma 7, statements 2. and 6., we deduce the following integral
Now, we consider ψ defined by (17). Note that (21) for x = 0 and x = 1 gives
Then, we obtain the following integral equation
This last equation together with (21) leads us to set v +R(v) = F (f )+D, where
in addition, by factorizing, D can be written as
Finally, if u is a strict solution to (1)-(2) satisfying (4), then v := (L + M )
2 u satisfies the integral equation
with R, F (f ), D given by (22), (23) and (24). Now, we need the dependence of ω and denote R,
In this case, for ω ≥ ω * , one can deduce that if there exists a strict solution u to (1)-(2) satisfying (4), then u is uniquely determined by the following representation formula
Then, to obtain a uniqueness and existence result for our problem, it will be sufficient to study the regularity of the previous representation formula. Of course, when L ω and M ω commute, formula (25) coincides with the one given by Favini et al. in [4] . , not necessarily continuous at 0.
Let θ ∈ ]0, 1[ and ϕ ∈ X.
Then the two following assertions are equivalent.
and there exists K > 0 such that
Statement 2. is obtained by applying the Da Prato-Grisvard sum theory [2] . Statement 3. which improves statement 2. is due to Sinestrari [9] , see also Da Prato [1] .
Set for a given function g from [0, 1] to X and for x ∈ [0, 1]
Proposition 13. Assume (5)∼(11). Let
Proof. Using Remark 10, we can write
=(I) + (II) + (III) + (IV ) + (V ) + (V I) + (V II) + (V III).

Recall that (L +
For (III) and (V ), we use
Thanks to (16) and Proposition 12, statement 4., we have
from which we deduce that K 1 and K 4 are in C θ ([0, 1] ; X) thanks to Proposition 12, statement 1. Again, using (16), we get
The previous study shows that
is in C θ ([0, 1] ; X) if and only if (26) is satisfied. So we obtain the result.
The following proposition justifies space C 
Proposition 14. Assume (5)∼(12). Let
By a similar analysis as in Proposition 13, we have
Similarly 
Note that it is necessary to consider Proof. Due to Proposition 13, it is enough to compute F (f ) + D at 0 and 1.
thus, in virtue of (27) and (28)
Similarly
Therefore we obtain the result. 
for ω ≥ ω * . We then deduce the uniqueness of the strict solution and also that,
2 , which implies, in virtue of hypothesis
Proof of Theorem 6
We consider some ω ≥ ω * (fixed), and denote
.. First, we show that statement 2. implies statement 1. Assume (15) and f ∈ C θ ([0, 1] ; X), we have to prove that u defined by (25) is the strict solution of
Moreover, from (33), we obtain, using (22), (23) and (24), that for all x ∈ [0, 1]
that we can write
We note that u is (in some sense) a "perturbation" of the one used in the commutative case.
In virtue of Proposition 12, statement 3.,
Moreover we obtain for all
Then, by using Lemma 7, statement 2., we have
therefore, inserting (36) in (35) and using also formulae (37) and (38), we have for all x ∈ [0, 1]
We finally get
Moreover we have in virtue of (31) and (29)
similarly, thanks to (32) and (30) we have
Conversely, assume statement 1. Then, from 
Application
We want to deal with the problem • L ω , M ω are boundedly invertible and generate analytic semigroups; 
• There exists C 0 > 0 such that for z ∈ S δ = z ∈ C \ {0} :
