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Abstract
Glasses play a significant roll in both modern manufacturing industry and scientific researches. However, the
physical nature of glass, especially the unique issues on its surfaces, has remained unsolved for decades. In
this work, we performed MD simulations on Zr50Cu50 supercooled metallic liquid in the bulk, near the free
surfaces and the constrained surfaces at a target temperature of 900 K. The goal is to unveil the mechanism
of enhanced mobility near the free surface. We examined the atomic motions by decomposing them into
in-plane motions parallel to the interface and out-of-plane motions perpendicular to the interface. We found
that the in-plane dynamics near the free surface is faster than the bulk, and surprisingly, the local structure
near the free surface can be even more compact. Besides, the investigation on the exchange rate of atoms
shows that the out-of-plane dynamics on the free surface was almost the same or even weaker than that
in the bulk. The mean square displacement and the velocity autocorrelation function indicate an earlier
termination of the cage effect and larger atomic arrangements near the free surface, which attenuates the
phonons with higher energy and shifts the phonon density of states towards lower energy domain. In contrast,
when the vacuum space is filled with pinned atoms, the mobility near the interface decreases to zero rapidly.
These observations suggest that the enhanced dynamics near the free surface does not originate from larger
free volumes, or, the atoms occasionally extracting themselves from the bulk and moving rapidly on the free
surface. Instead, with missing coordination atoms in the vacuum space, the in-plane friction induced on
those atoms on the free surface is halved, which finally strengthens the in-plane collective motions on the
free surface.
Furthermore, we examined the temperature-dependence of dynamics and dynamic heterogeneity of
Zr50Cu50 supercooled metallic liquid near the free surface. Dynamic heterogeneity can be displayed by
the dynamic correlation length directly. RFOT theory proposed that the enhanced dynamics near the free
surface is induced by the decreased dynamic correlation length. Here, the out-of-plane dynamic correlation
length extracted from fitting the mobility gradient near the free surface shows little temperature dependence,
which demonstrates the unique behavior of the outmost atomic layer on the free surface. However, the in-
plane dynamic correlation length characterized by 2-dimensional α2,max was found to be larger on the free
ii
surface than in the bulk. Considering the enhanced in-plane dynamics, we realize that the assumption made
by RFOT theory that the dynamic rearranging region is hemispherical near the free surface is oversimpli-
fied. Instead, we propose that the dynamic rearranging region is distorted from 3-dimension to 2-dimension
from the bulk to the free surface, which results in the counter-intuitive simultaneous enhancement of both
dynamics and dynamic heterogeneity on the free surface.
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Chapter 1
Introduction
1.1 Supercooled Liquids and Glasses
The three most common states of matter are gas, liquid, and solid. Even though modern physics classifies
liquids and solids as condensed matter [2], which differ from gases, Van der Waals pointed out there is
no qualitative difference between liquids and gases [3]. Both liquids and gases are the random disordered
arrangement of particles and the only differences between liquids and gases are the packing ratio and the
dynamics. With the temperature decreasing, the dynamics of particles in the gas becomes sluggish, while
the packing ratio increases. Finally, as the temperature reaches the vaporization point Tv, a phase transition
will bring the gas to the corresponding liquid with heat released below the critical pressure Pc while the gas
will evolve continuously into liquid above Pc.
The transitions between the liquid state and the solid state are much more complicated. Figure 1.1 shows
the temperature dependence of volume or enthalpy of liquids at constant pressure. Two typical transitions
from liquids to solids are marked in the figure when temperature drops, which are the crystallization and
the glass transition.
When the cooling rate is comparatively low, the rearrangements of particles in liquids happen and the
system evolves into an ordered solid state to lower the free energy. This phenomenon is called the crystalliza-
tion, and the temperature for the crystallization to happen is called the melting point Tm. Crystallization is
a first-order thermodynamic phase transition, indicating that latent heat will be released. The vertical part
of the blue line in Figure 1.1 marks this process.
However, if the system contains insufficient crystal nucleus or is under little perturbation, the crystal-
lization can be avoided [4]. In this case, the system, corresponding to the region between the spinodal
curve and the binodal curve in a phase diagram [5], is called supercooled liquids. Since supercooled liquids
are thermodynamically unstable, perturbations such as stir or vibration can induce crystallization. The
release of latent heat and the rearrangement of particles during the crystallization will reduce the entropy
of the system, thus, the entropy of a supercooled liquid is expected to be higher than the entropy of the
1
Figure 1.1: A demonstration of the temperature dependence of volume at constant pressure when liquids
undergo crystallization and glass transition. Tm represents the melting point. Tg represents the glass
transition points of glass-forming liquids. Tk represents the Kauzmann temperature.
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corresponding crystal at Tm. Typically, the specific heat of a liquid is larger than that of the corresponding
stable crystal at the given temperature. Therefore, the entropy difference between a supercooled liquid and
its corresponding stable crystal at the temperature T0 can be calculated by the following equation
∆S = ∆Sm −
∫ Tm
T0
∆Cp
T
dT (1.1)
where ∆Sm and ∆Cp represent the difference of entropy and specific heat between the supercooled liquid
and its corresponding stable crystal at and below Tm respectively. According to Boltzmann’s formula of
entropy [5]
S(N,V,E) = kB lnΩ (1.2)
where S is the entropy of the system, kB is Boltzmann constant, and Ω is the number of accessible quantum
states in the microcanonical ensemble, entropy will always be non-negative. In addition, with the tem-
perature approaching zero, the entropy of crystal also goes to zero due to the unique state of the lowest
energy. Therefore, if the entropy of a supercooled liquid is lower than the entropy of the corresponding
stable crystal, it will finally become negative with the temperature decreasing. This paradox is called the
entropy crisis [6, 7, 8], and the temperature from where the entropy of supercooled liquid is extrapolated to
be lower than that of the corresponding stable crystal is defined as the Kauzmann temperature TK [9, 10].
The mathematical form of TK is given by
∆Sm =
∫ Tm
T0
∆Cp
T
dT (1.3)
via letting ∆S = 0 in Equation 1.1. This crisis is practically avoided by the glass transition.
The physical nature of the glass transition is a fascinating issue that has haunted scientists for decades
until recent [11, 12]. With supercooled liquids cooled sufficiently fast, even though some of them will lose
metastability and crystallize [13, 14], others will fall out of equilibrium and form a solid-like state, the
relaxation time of which will eventually exceed the timescale accessible in the laboratory. This phenomenon
is called the glass transition, and corresponding liquids are called glass-forming liquids [15, 16]. Since Tg is
always higher than TK , and the physical properties including specific heat become time-dependent below Tg
with the system aging, the entropy crisis can be temporarily avoided.
Whether the glass transition contains an underlying phase transition or is just a dynamical trapping is
still under debate. There are several remarkable features of the glass transition. First, the thermal expansion
coefficient αp and the specific heat cp suddenly but continuously change at Tg, which also depends on the
3
Figure 1.2: The logarithmic viscosities of various categories of strong and fragile liquids as a function of
inverse temperature. The inner figure shows the ratio of specific heat of supercooled liquids to that of
corresponding stable crystals near Tg. Figure taken from Reference [1].
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thermal history of the system [6, 17, 18]. Based on this, the most frequently adopted definition of Tg is the
intersection of the liquid and vitreous portions of the volume versus temperature curve, which is usually
approximately equal to 2Tm/3 and can be measured by differential scanning calorimetry (DSC) [6, 18]. The
second feature of the glass transition is the accelerated increase of shear viscosity η when approaching Tg.
Figure 1.2 shows viscosities of various categories of supercooled liquids as a function of inverse temperature,
and the inner panel plots the abrupt change of specific heat at Tg. According to the relation of viscosity η
on temperature near Tg, liquids can be classified as “strong” and “fragile” [11]. If the relation can be well
described by the Arrhenius form
η = η0e
E/kBT (1.4)
where η0 and E are independent of temperature and kB is Boltzmann constant, the liquids will be classified
as strong [19]. Otherwise, the liquids will be classified as fragile and the relation can sometimes be fitted by
the Vogel-Tammann-Fulcher (VTF) equation [19, 20, 21, 22]
η = η0e
B/(T−T0) (1.5)
where η0, B and T0 are independent of temperature. Interestingly, some researches have shown that the
temperature T0 where the viscosity becomes divergent has a strong correlation with the Kauzmann temper-
ature TK [12]. Compared to strong liquids, fragile liquids exhibit a more obvious increase of viscosity over
2–4 orders of magnitude near Tg [23]. The sharp increase of the viscosity when the glass transition happens
naturally leads to another definition of Tg—the temperature where the shear viscosity reaches 10
13 poise [6].
The structural relaxation time τα shows a similar trend with the shear viscosity. From the perspective of
viscosity or relaxation time, particles are dynamically trapped without noticeable structural rearrangement
when the supercooled liquids undergo glass transition. Therefore, whether the glass transition is purely a
dynamical slow-down process is still an open question for scientists.
As a summary, Figure 1.3 demonstrates the temperature regimes for liquid and glass physics. From
high temperature to low temperature, Tv is the vaporization point and Tm is the melting point. Arrhenius
crossover temperature TA can sometimes be higher than Tm, and it represents a boundary of whether the
transport of the liquids is predominated by collisions or energy landscape. Particles with higher mobility
can move independently above TA with phonon localized [24]. When the temperature is lower than TA, the
motions of the molecules start to be affected by the rugged energy landscape so that the cooperative motions
predominate the transport and the dynamics become heterogeneous [25, 26]. Tg is the glass transition point
and is always higher than the Kauzmann temperature TK to practically avoid the entropy crisis. Below
5
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Figure 1.3: Temperature regimes for liquid and glass physics. Tv represents the vaporization temperature;
Tm represents the melting temperature; TA represents the Arrhenius crossover temperature from where the
activated motions start to be predominant; Tg represents the glass transition temperature; TK represents
the Kauzmann temperature; TD represents the Debye temperature. Figure adapted from Reference [1].
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Tg, the typical structural relaxation time of the system exceeds the timescale accessible in the laboratory
and the system falls out of equilibrium. Finally, TD is the Debye temperature indicating the onset of the
quantization of vibrational motions.
1.2 Enhanced Free Surface Mobility
One of the most intriguing issues remaining in the glasses is the enhanced free surface mobility and diffusion
[27, 28, 29]. The mobility near the free surface of glasses has been observed to exceed that of the bulk by
more than 6 orders of magnitude in polymer glasses [30, 31, 32, 33, 34], molecular glasses [35, 36, 37], or
atomic glasses [38, 39, 40, 41, 42, 43, 44], and has been shown to be significantly larger than that of the
corresponding melting crystal [45], from both experiments and simulations. More drastic relaxation due
to the higher mobility on the free surface enables the glass to approach metastable states with lower free
energy, which can be applied in developing ultrastable glasses by vapor deposition [46, 47, 48, 49, 50, 51].
Besides the enhanced mobility, there are several other associated intriguing phenomena near the free
surface of glasses. As a consequence of the higher mobility, the local glass transition temperature near the
free surface has been proved to be lower than that in the bulk [52]; the accelerated crystallization near the
free surface has been observed in metallic glasses [42, 44]; the dynamic relaxation has been identified to be
decoupled from the diffusion on the free surface of molecular glasses [53]; the Debye-Waller factor indicating
the local mobility propensity [54, 55] near the free surface is significantly greater than that in the bulk [43].
Although plentiful phenomenological studies have been performed on the enhanced surface mobility from
both experiments and simulations, it still lacks systematic and detailed research on the origin and impacts
of this phenomenon, and the possible mechanism behind it is under drastic debate. The next section will
cover the perspectives of theorists on this unsolved problem.
1.3 Theoretical Perspectives
Many theories, such as the energy landscape perspective [56] and the mode-coupling theory (MCT) [45],
have been put forward to unveil the mysteries of the glass transition. Although these viewpoints have some
weaknesses, they still provide insightful and comprehensive perspectives on the glass transition.
Energy landscape theory was put forward by Goldstein [56] in 1969 and has been adopted to describe
the structure and dynamics of protein folding [57, 58, 59, 60, 61, 62, 63], the dynamics of supercooled
liquids [64, 65, 66], and the mechanical properties of glasses [67, 68]. In detail, the potential energy of
the system Φ(r1, r2, ..., rN ) is determined by a set of generalized coordinates ri of each particle, where N
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represents the amount of the particles. The multidimensional potential energy surface versus the degree of
freedom of the system constitutes the energy landscape. In the perspective of the energy landscape, the
Arrhenius behavior of relaxation and transport properties of liquids at high temperature originates from the
sufficient kinetic energy which endows ergodicity to the system. As temperature approaches TA, the kinetic
energy will no longer be adequate to support the system to surmount all of the energy barriers. Therefore,
supercooled liquids will be trapped in local energy minima and the activation energy becomes temperature-
dependent which induces a super-Arrhenius behavior of relaxation and transport properties [64]. Also, the
energy landscape perspective explains the strong-fragile behavior of glass-forming liquids by the topographic
distinction of the landscape, that is, the energy landscape of strong liquids consists of a single megabasin
while the energy landscape of fragile liquids includes multiple well-separated megabasins [6]. Although the
energy landscape provides a vivid picture to envision relaxation and transport within supercooled liquids
and glasses, it is hard to be described with a strict and appropriate mathematical expression, to which, the
mode-coupling theory (MCT) offers complementary viewpoints.
MCT regards the dynamic slow-down as a consequence of a feedback mechanism that transport diffusion
contributes to the shear-stress relaxation and inversely relates to the viscosity which is proportional to the
shear-stress relaxation time [6, 45]. MCT predicts a divergence of transport properties at temperature TC
where the kinetic arrest happens [69, 70]. However, as one found that TC > Tg, a paradox appears, that
the kinetic arrest predicted by MCT will advert when the system is still ergodic [71]. Although subsequent
modification introduced additional relaxation to explain the paradox [72], there still exists other failures of
MCT such as the inaccurate prediction on the non-Gaussian parameter
α2(t) =
3〈r4(t)〉
5〈r2(t)〉2 − 1 (1.6)
where
〈r2(t)〉 = 〈|r(t)− r(0)|2〉 (1.7)
is the mean square displacement [71]. Thus, theorists are still complementing current theories or developing
new theories to describe the glass transition self-consistently.
Random first-order transition (RFOT) theory proposed by Dr. Peter Wolynes [1, 15, 73, 74] provides
another insightful thought to deal with the glass transition. RFOT theory first adopted the density functional
form to describe the free energy of the system as
F [ρ(r)] = kBT
∫
d3r[lnρ(r)− 1] + 1
2
∫ ∫
d3rd3r′[ρ(r)− ρ0]c(r, r′; ρ0)[ρ(r′)− ρ0] + Funi (1.8)
8
Figure 1.4: A demonstration of the appearance of the second minimum α = α0 of the free energy F (α) at
TA. Figure adapted from Reference [1].
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where kB is Boltzmann constant, T represents temperature, ρ(r) is the density distribution of the system,
and Funi is the free energy of the uniform liquid [75, 76]. The first term on the right-hand side of Equation 1.8
represents the entropy of ideal gas, while the second term represents the potential energy that takes only
the lowest order of interaction between particles into consideration. RFOT theory employs a Gaussian form
to describe the variational profile of density as
ρ(r) =
∑
i
(
α
pi
)3/2e−α(r−ri)
2
(1.9)
where ri represents the coordinates of particles in an aperiodic lattice, and α is the average lattice space
[1, 77]. According to Equation 1.9, α = 0 indicates a completely delocalized regime corresponding to uniform
liquids, while α 6= 0 indicates a localized regime where transient local quasiharmonic environment forms [1].
As a function of α, the free energy F (α) of a supercooled liquid always has a single minimum α = 0 at
sufficiently high temperature, nevertheless, as temperature decreases to TA, a non-zero minimum α = α0
emerges [74, 78] as Figure 1.4 shows, indicating the formation of metastable structures at TA. The transition
of the minimum from α = 0 to α = α0 resembles a first-order phase transition, explaining the “first-order”
in the name of the theory. The transition is called random because “Although first order in α, it results in
many random (infinite-lifetime) phases that are distinct both morphologically and spatially” [1]. A detailed
discussion of the RFOT theory can be found in Reference [1] and therein.
Many important conclusions and predictions have been made by the RFOT theory. For example, it
directly derives the VTF law via
F ‡ =
γ2
4∆cp(T − TK) (1.10)
where F ‡ is the most probable relaxation barrier [1], and it predicts the scale of dynamical heterogeneity
length ξ as [15]
ξ‡ ∝ 1
(T − TK)2/3 (1.11)
Those predictions can be directly compared with data obtained from experiments and computer simulations,
and have been testified to have good agreement with observations.
The RFOT theory also provides an explanation for the enhanced dynamics near the free surface [79]. In
their perspective, the activation energy near the free surface should be one half of that in the bulk. However,
the neglect of coarse structures and static perturbations on the surface restrains the validity and feasibility
of the theory.
Recently, some latest theories focusing on the glassy system have also proposed hypotheses on the mech-
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anism of enhanced mobility near the free surface, including the elastically collective nonlinear Langevin
equation (ECNLE) theory [80, 81] and the theory put forward by Dr. Simmons [82]. All of these theories
predict an exponential increment of the mobility as a function of the depth to the free surface, or, the mobil-
ity gradient near the free surface obeys an exponential form. In the following content, We will demonstrate
that this prediction aligns with our observations from MD simulations.
1.4 Workscope
Metallic glass, also known as amorphous metals, was first produced in 1960 [83]. Unlike common crystalline
metal, the suddenly quenching process freezes the atoms and prevents them from crystallization, thus, it
brings the system into a glassy state. The metallic glass was first made into stripes due to the limitation of the
cooling rate [83, 84, 85]. Recent development enables the manufacture of large bulk metallic glasses (BMGs)
[86, 87, 88, 89]. The thoroughly different properties of BMGs from conventional crystalline metals, such as
higher tensile yield strengths and hardness, higher elastic strain limits, higher wear and corrosion resistance,
lower thermal conductivity, and easier castability [90, 91, 92, 93], endow BMGs unique applications including
nanoparticles, nanoimprint lithography, field electron emission devices, artificial bones, etc. [93, 94, 95, 96]
For our interests, the simple atomic constitution of metallic glasses with no intramolecular structure
makes it a comparatively simple model to study the structural and dynamic properties of glasses. In our
work, we employed Zr50Cu50 supercooled metallic liquid as a model and performed MD simulations to explore
the structural and dynamic properties both in the bulk and near the interfaces. From the computation of
normalized depth-dependent density, we found that the local density near the free surface is even greater than
that in the bulk. Within this region, the mean square displacement and the velocity autocorrelation function
identified an enhanced in-plane surface dynamics, which shifts the phonon density of states towards the lower
energy domain. Further examination of out-of-plane motions showed that the out-of-plane dynamics were
not enhanced. We, therefore, concluded that the enhanced dynamics near the free surface is introduced
by the missing coordination atoms in the vacuum space which halve the friction, and thus, accelerate the
in-plane dynamics within the outmost atomic layer. In addition, we also investigated temperature dependent
dynamic heterogeneity from in-plane and out-of-plane dynamic correlation lengths characterized by mobility
gradient and in-plane non-Gaussian parameter, respectively. It revealed the particularity of the outmost
atomic layer, where the dynamics are strengthened and more heterogeneous. By modifying the assumption
made by RFOT theory, we finally credited the mechanism of this phenomenon to the extension of the in-plane
dynamic rearranging region as a consequence of the enhancement of in-plane mobility.
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The thesis is divided into four chapters. The first chapter provides a background introduction. The
second chapter will discuss the phenomenon and the mechanism of enhanced mobility near the free surface
of the supercooled metallic liquid with simulation done at a certain temperature. The next chapter is going
to investigate a counter-intuitive phenomenon that both the dynamics itself and dynamic heterogeneity are
enhanced within the outmost atomic layer near the free surface which is contradictory with the predic-
tion of existing theory. The final chapter, will summarize the findings in this thesis and outlook on the
complementary work in the future.
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Chapter 2
Study of Enhanced Dynamics on the
Free Surface of Supercooled Metallic
Liquid
In this chapter, we discuss our MD simulations on Zr50Cu50 supercooled liquid to study the structural and
dynamic properties in the bulk, near the free surface and the constrained surface. The target temperature
of the simulation in this chapter was set to 900 K between the reported Tg = 677 K and Tm = 1231 K
[97]. The first section demonstrates the setup and detailed processes of our simulation. The second section
successively enumerates introductions and calculations of various quantities to characterize the structures
and dynamics in the system. Proper discussion follows the demonstration of each quantity. Finally, we glue
pieces of evidence together and put forward our hypothesis of the mechanism of enhanced dynamics near
the free surface. The last section summaries the discussion in this chapter and draw conclusion explicitly.
2.1 Method
We performed MD simulations on three Zr50Cu50 supercooled liquid systems with different configurations
including (a) a bulk, (b) with two free surfaces, and (c) with two constrained surfaces as shown in Figure 2.1
respectively. For each system, 50000 zirconium atoms and 50000 coppers atoms were placed in cuboid boxes
with periodic boundary conditions enforced in all three dimensions.
For the bulk system, the dimensions of the simulation box were initially set to 120.0× 120.0× 120.0 A˚3.
Enforced in the NPT ensemble, the system was equilibrated at 2000 K for 1 ns and quenched to the target
temperature 900 K with a cooling rate of 1012 K/s. After equilibrated for 5 ns in the NPT ensemble, the
system was carried out for 5 ns while the atomic number density was collected and averaged to be 0.0554
A˚−3 which was adopted in the following simulations. According to the corrected density, the side length
of the simulation box was reset to 121.75 A˚, and all of the following simulations were carried out in NVT
ensembles. The system was well equilibrated again at 900 K for 5 ns after the dimensions of the simulation
box got adjusted, then was ready to generate trajectories.
For the system with two free surfaces, a cuboid simulation box with dimensions 212.4× 212.4× 40.0 A˚3
was first created. The system was first equilibrated at 2000 K for 1 ns, then, quenched to 900 K with the
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Figure 2.1: Schematic of the setup of simulation Zr50Cu50 supercooled liquid systems including (a) a bulk
system, (b) a system with two free surfaces, and (c) a system with two constrained surfaces. Dimensions of
the systems are marked out. The origins are placed on and the z-axes are set perpendicular to the surfaces.
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same cooling rate. After the system had been well equilibrated for 5 ns, the simulation box was doubly
enlarged in the z-direction, creating two free surfaces perpendicular to the z-axis and reserving two vacuum
volumes to avoid the interaction from periodic images. Finally, the system was equilibrated for another 5
ns before ready to generate simulation trajectories.
For the system with constrained surfaces, a cuboid simulation box with dimensions 212.4× 212.4× 40.0
A˚3 was first set up. The system was first equilibrated at 2000 K for 1 ns, and then quenched to 900 K
with the same cooling rate. After the system had been well equilibrated for 5 ns, the atoms locating in the
two regions within 5 A˚ to the boundary of the simulation box in the z-direction were pinned, so that two
constrained surfaces were created as demonstrated in Figure 2.1(c). With the rest of the atoms between two
constrained surfaces free to move, the system was well equilibrated for 5 ns, and finally, we started to collect
trajectories for unfixed atoms.
For all of the three systems, the integration time step was set to 1 fs using the Verlet algorithm [98],
and for each system, trajectories were dumped in two different ways—a short dense trajectory dumped
every 1 fs for 105 frames and a long sparse trajectory dumped every 100 fs for 105 frames. This dumping
strategy brought convenience for computing dynamical properties both in a short time scale such as the
velocity autocorrelation function or in a long time scale such as the mean square displacement. All of the
simulations were carried out using Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS)
[99]. Interactions between zirconium and copper atoms were described by a binary EAM potential [100].
The temperature and the pressure were controlled by the Nose´-Hoover thermostat and barostat respectively
[101, 102, 103]. The trajectories were analyzed using LiquidLib [104], a C++ based package for post-
processing simulation trajectories developed by our group. Three-dimensional visualizations were conducted
using Visual Molecular Dynamics (VMD) [105].
The target temperature of our simulations is 900 K which largely exceeds the glass transition temperature
of the system (677 K). Besides, we well equilibrated the systems for at least 5 ns before collecting trajectories.
Therefore, the ergodicity of our simulation can be guaranteed. In the calculation of each quantity, we took
an ensemble average of at least 50000 frames, which was supposed to well represent the real ensemble.
Therefore, the uncertainty, which only originates from the round-off error of the computation device and the
error that we assume our trajectory can well represent the real ensemble, is supposed to be negligible in our
calculations.
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2.2 Normalized Depth-Dependent Density
For the systems with free surfaces or constrained surfaces, we first examined the effects of the surfaces on
local structures. In an isotropic system, the structure is usually described by radial distribution function
(RDF) [106]
g(r) =
1
ρ
〈
∑
l 6=l′
δ(r − |rl − rl′ |)〉 (2.1)
where g(r) is RDF, ρ is the average atomic number density of the bulk system, rl is the coordinates of the l-th
particle, δ(x) is the Dirac delta function, and 〈·〉 takes the average over the corresponding ensemble. RDF
provides a description of the average structure and the inter-particle interactions in the isotropic system
and can be directly measured by scattering experiments. Therefore, RDF is insightful and significant in
structural characterization.
In an anisotropic system, however, RDF no longer works. Instead, we adopted a normalized depth-
dependent density function (shown in Figure 2.2) calculated by
ρ(z) =
1
ρ0
〈
∑
l 6=l′
δ(|zl − zl′ |)〉 (2.2)
to characterize the structures of the systems with long-range broken symmetry. In Equation 2.2, ρ(z)
represents the normalized depth-dependent density, ρ0 represents the density of the bulk system, zl is the
z-component of the l-th atom’s coordinates, and 〈·〉 takes the average over the corresponding ensemble.
Comparing Equation 2.1 with Equation 2.2, RDF describes the surrounding radial density fluctuation by
regarding each atom as the center while ρ(z) provides information about layered density fluctuation from
bulk to the surface. Thus, ρ(z) can be analogous to and regarded as a substitution of g(r) in anisotropic
systems, which provides the same category of structural and interactional information.
During practical calculations, the summation of δ functions is usually implemented by a binning strategy,
that is, the range of z ∈ (z0, zN ) is evenly divided into N continuous bins {(z0, z1), (z1, z2), · · · , (zN−1, zN )},
and each atom is classified into the corresponding bin according to its z-component of the coordinates.
Finally, the number of atoms classified into bin (zi, zi+1) is adopted to represent the local density at z =
(zi + zi+1)/2 where i = 0, 1, · · · , N − 1. To be specific,
ρ(
zi + zi+1
2
) ≈ 〈Ni〉
ρVi
(2.3)
where Ni represents the number of atoms in the i-th bin, Vi represents the volume of the i-th bin, ρ is the
atomic number density of the bulk system, and 〈·〉 takes the average over the corresponding ensemble. Since
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free surface
constrained
surface
Figure 2.2: The normalized depth-dependent density of Zr50Cu50 supercooled metallic liquid systems (a)
with free surfaces and (b) with constrained surfaces at 900 K. The origins are set on the surface and z
represents the depth to the surfaces. The normalization is performed by dividing the local atomic number
density of the systems with surfaces by the value of the bulk system, thus, the normalized depth-dependent
density of the bulk system is 1 and indicated by the black dash line. The light pink regions represent the
supercooled metallic liquid where the atoms are free to move. The light cyan regions represent the vacuum
space in figure (a) and pinned atoms in figure (b). The boundaries between the two regions located at z = 0
represent the free surfaces in figure (a) and the constrained surfaces in figure (b). The deep pink stripes
covering around z = −2 to z = −1 indicate the regions where the total normalized local density is larger
than 1.
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ρ(z) becomes discrete after the binning strategy adopted, the number of bins N is a critical parameter which
significantly affects the resolution and the signal to noise ratio (SNR) of ρ(z). If the distribution of the
bins is excessively sparse, the fine structural fluctuation in the system will be omitted, which might reduce
the resolution of ρ(z). On the other hand, if the distribution of the bins is unnecessarily dense, the peaks
contributed by δ functions will become towering and noisy, and cover up the average structural information
of ρ(z). During our calculations, the bins were evenly distributed with a width of 0.1 A˚, which has been
proved by the fact to hold a reasonable resolution and be able to reflect local structures.
Figure 2.2 shows the normalized depth-dependent density of the Zr50Cu50 supercooled metallic liquid
(a) with free surfaces and (b) with constrained surfaces at 900K. The light pink regions with negative z
represent the inner metallic atoms with free mobility. The light cyan regions with positive z represent the
vacuum volume in figure (a) and represent the pinned atoms in figure (b), respectively. Therefore, both the
free surfaces and the constrained surfaces are located at z = 0. The red, blue and black solid lines represent
the ρ(z) of zirconium, copper, and totality respectively, and the ρ(z) of the bulk system is indicated by the
black dash lines located at ρ(z) = 1 as a reference.
A periodic density fluctuation near the free surfaces can be clearly observed in Figure 2.2(a). Sine-shaped
oscillation of ρ(z) indicates the existence of an ordered layer structure. The closer to the free surfaces, the
more violent the oscillation is, which means that the structure near the free surfaces is more ordered than
the structure in the bulk. Surface crystallization has been observed in metallic glasses either by experiments
[42] or simulations [107]. Whether crystallization is induced by the enhanced free surface mobility is under
discussion [42]. However, our observation contradicts this hypothesis, and details will be discussed in the
following content. Another interesting phenomenon is that near the free surfaces, the density of zirconium is
higher while the density of copper is lower than those in the bulk. Therefore, zirconium tends to accumulate
near the free surfaces while copper prefers a bigger coordination number. This can be explained by that the
attractive interaction between copper is stronger than that between zirconium [100]. When the free surfaces
are introduced, copper prefers to stay inside the bulk with fully coordinated while leaving zirconium to the
surfaces with broken coordination. As a consequence, the free energy is reduced and the whole system is
more thermodynamically stable.
Oscillation of density profile was also observed near the constrained surfaces but is not as strong as
that near the free surfaces. The observation of ordered layer structures near either the free surfaces or the
constrained surfaces refutes the possible origin from enhanced mobility. Here, we argue that the formation
of layer structure is due to the symmetry-broken interaction near the surfaces. When the surface exists, the
broken symmetry of the structure on the surface results in imbalanced interaction, which affects the structure
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itself in reverse. In addition, there is no obvious preference of a certain type of element to accumulate near
the constrained surfaces because of the same number of coordination in the bulk or on the interface, which
differs from the situation on the free surfaces.
2.3 Mean Square Displacement
Besides static structural properties, we further examined dynamic properties including mean square displace-
ment, velocity autocorrelation function, phonon density of states, and diffusion coefficient for all of the three
systems. For the systems with surfaces, we evenly divided the systems into multiple layers perpendicular
to the z-direction, so the atoms in each layer are assumed to have the same dynamics because of the ap-
proximately same depth to the surfaces in the z-direction and the enforced periodic boundary conditions in
the x- and the y-directions. All of the dynamic properties mentioned below were calculated in 2-dimension,
and therefore, reflect the in-plane dynamics as functions of depth to the surfaces. Resembling the binning
strategy, the width of the layers should also be determined carefully. Over-widely layering might cause a poor
resolution in the z-direction and the assumption of the unified dynamics in the same layer might no longer
be valid. On the other hand, excessively narrowly layering might induce noisy due to insufficient statistics
with a limited number of atoms in each layer. In our simulations, we adopted a layer width of 1.0 A˚ which is
smaller than the Van der Waals radii of the copper atom (1.40 A˚) and zirconium atom (2.30 A˚) in order to
guarantee a detailed resolution. Besides the dilemma of layering, the definition of which atoms belonging to
a certain layer was also tricky. In our simulation, the atom was designated into a specific layer if the center
of that atom was in the layer both at t0 (initial time) and t, that is, even if the atom had moved out of
the layer and moved in again, we still designated it into that layer. The advantage of this treatment is the
economy of computation. In addition, considering our neglect of out-of-plane motions and no diffusion on
the surfaces due to periodic boundary conditions, this treatment should be quantitively acceptable and was
adopted in all of the following computations. For the bulk system, the dynamic quantities were calculated
in 3-dimension and scaled by 2/3 to be compatible with 2-dimensional versions. Detail explanation and
analysis of each property are illustrated in the following content.
Mean square displacement describes the deviation of the positions of particles over time respect to their
original positions and is computed by
〈r2(t)〉 = 1
N
〈
N∑
l=1
|rl(t)− rl(0)|2〉 (2.4)
where N represents the number of particles, l represents the index of each particle, and 〈·〉 takes the average
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over the corresponding ensemble. r is the coordinates of each particle which contain x and y components in
2-dimensional calculations and contain x, y, and z components in 3-dimensional calculations.
We first computed mean square displacement of zirconium and copper near the free surfaces, near the
constrained surfaces, and in the bulk, and the results are shown in Figure 2.3. In the figure, the solid lines
and the dotted lines show the 2-dimensional mean square displacement of atoms in the regions marked out
by deep pink stripes in Figure 2.2. Notice that in these regions with a width of approximately 1 A˚, the
local atomic number density is larger than that in the bulk. The dash lines in the Figure 2.3 show the 3-
dimensional mean square displacement in the bulk, which has been scaled by 2/3 in order to be compatible
with the 2-dimensional results.
The involvement of mean square displacement can be divided into three regions governed by three different
mechanisms including ballistic motion, cage effect, and diffusion, respectively. Firstly, within a short time
period, particles move freely without interacting with each other due to the existence of the interval between
them. This category of motion is referred to as ballistic motion [108]. That the mean square displacement
is initially proportional to the time squared is a typical symbol of the ballistic motion. The cage effect
originates from the interaction of particles with their neighbors. If the ballistic motion is impeded by the
surrounding particles, the particle will be bounced back and rattle within the cage formed by its coordination
particles. During the caging period, the growth of the mean square displacement slows down and exhibits a
shoulder, and moreover, the width of the shoulder reflects the duration of the cage effect. Finally, once the
structural relaxation breaks up the cage and induces the rearrangement of particles, the particle starts to
diffuse within the system, and this procedure can be reflected from the characteristic that the mean square
displacement becomes proportional to t again. In addition, the diffusion coefficient can be obtained from
linear fitting to the mean square displacement in the diffusion domain by
D = lim
t→∞
|r(t)− r(0)|2
6t
(2.5)
From Figure 2.3, we can clearly identify enhanced mobility near the free surfaces and a suppressed
mobility near the constrained surfaces of Zr50Cu50 supercooled metallic liquid. t < 0.1 ps corresponds to
the ballistic motion domain. During this period, the dash lines and the dotted lines overlap with each other,
indicating 〈∆2r〉 ∝ t2 and dynamics of atoms have little difference in the bulk and near the constrained
surface. However, the tail of ballistic motion is obviously longer near the free surfaces, indicating that the
average cage size is larger. Notice that the local density near the free surfaces is even larger than that in
the bulk, so here emerges a counter-intuitive phenomenon that the regions with higher density and less free
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Figure 2.3: Mean square displacement near the free surfaces, near the constrained surfaces, and in the bulk of
(a) zirconium and (b) copper atoms in Zr50Cu50 supercooled metallic liquid at 900K. The solid lines and the
dotted lines represent the in-plane 2-dimensional mean square displacement of atoms near the free surface
and near constrained surface respectively in the regions marked out by deep pink stripes in Figure 2.2. In
these regions, the local atomic number density is larger than that in the bulk. The dash lines represent the
3-dimensional mean square displacement in the bulk scaled by 2/3.
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volume have the larger cage size. From approximately t = 0.1 ps, all of the three lines bend downwards
and exhibit shoulders with various widths, indicating the onset of the caging period. Near the constrained
surfaces, the shoulder extends until about t = 102 ps, which is excessively wider than the shoulder either
near the free surfaces or in the bulk. Thus, the cage effect near the constrained surfaces is the strongest and
the relaxation of the system is the slowest. Near the free surfaces, the caging period ends slightly earlier
than that in the bulk. Therefore, dynamics near the free surface is faster than dynamics in the bulk, either
of which greatly exceeds dynamics near the constrained surfaces, despite the fact that the local structure
near the free surfaces is more compact.
2.4 Velocity Autocorrelation Function
While mean square displacement reflects the dynamics in a long time scale, the velocity autocorrelation
function is employed to describe the dynamics in a short time scale. The velocity autocorrelation function
is a time-dependent correlation function computed by
Cvv(t) = 〈vi(0)vi(t)〉 (2.6)
where vi is the velocity of each particle which contains x and y components in 2-dimensional calculations
and contains x, y, and z components in 3-dimensional calculations, and 〈·〉 takes the average over all atoms
and over the corresponding ensemble. At t = 0, the absolute value of the velocity autocorrelation function
provides information about the average kinetic energy of each particle. As time goes on, the velocity
autocorrelation function decreases due to the loss of velocity autocorrelation of particles. It can become
negative in a highly compact system since the cage effect bounces back particles from ballistic motion.
Therefore, the depth of the negative part of the velocity autocorrelation function represents the intensity
of the cage effect. As time goes to infinity, the velocity autocorrelation function is supposed to converge to
0 in liquids if the system is ergodic. The remaining oscillation around 0 at large t is induced by collective
motions of the particles in the system referred to as “phonons” and damping fast in liquids [109].
We computed the velocity autocorrelation function of zirconium and copper near the free surfaces, near
the constrained surfaces, and in the bulk of Zr50Cu50 supercooled liquid respectively. Figure 2.4 shows the
results normalized by the corresponding values at t = 0. The solid lines and the dotted lines represent the
in-plane 2-dimensional velocity autocorrelation function of atoms in the regions marked out by deep pink
stripes in Figure 2.2. The dash lines represent the 3-dimensional velocity autocorrelation function in the
bulk. As can be observed in the figure, the velocity autocorrelation function goes negative deeply near the
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Figure 2.4: Velocity autocorrelation function normalized by 〈vi(0)2〉 near the free surfaces, near the con-
strained surfaces, and in the bulk of (a) zirconium and (b) copper in Zr50Cu50 supercooled metallic liquid
at 900 K. The solid lines and the dotted lines represent the in-plane 2-dimensional velocity autocorrelation
function of atoms in the regions marked out by deep pink stripes in Figure 2.2. In these regions, the local
density is larger than that in the bulk. The dash lines represent the 3-dimensional velocity autocorrelation
function in the bulks.
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constrained surfaces but shallowly near the free surfaces. Therefore, the cage effect near the free surfaces is
the weakest despite the highest local density and the most compact structure, which is consistent with our
previous observation in mean square displacement. As time goes on, the velocity autocorrelation function
near the free surfaces attenuates faster, indicating easier damping of phonons. On the other hand, the
situation near the constrained surfaces is throughout the opposite to the situation near the free surfaces: the
velocity autocorrelation function goes negative deeply and the oscillation at long time scale decays slowly.
Therefore, the dynamics near the constrained surfaces are tightly restrained and more locally, while the
dynamics near the free surfaces are largely enhanced and spreads widely.
2.5 Phonon Density of States
Since the oscillation of velocity autocorrelation function is induced by the phonons in the system, we can also
examine the phonon behaviors through phonon (or vibrational) density of states via Fourier transforming
velocity autocorrelation function into frequency domain as following [108]
ρ(ω) =
1
2pi
∫ ∞
−∞
〈vi(t)vi(0)〉e−iωtdt (2.7)
In Equation 2.7, the phonon density of states is described as a function of frequency ω, nevertheless, it is
usually expressed as a function of energy E in practice since it can be directly compared with experimental
data obtained from inelastic neutron scattering.
Figure 2.5 shows the phonon density of states of zirconium and copper in Zr50Cu50 supercooled liquid
near the free surfaces, near the constrained surfaces, and in the bulk. The results have been normalized by
dividing the vibrational degree of freedom, that is, dN , where d is the dimension and N is the number of
atoms. Firstly, the phonon density of states shifts towards domain with higher energy from in the bulk to
near the constrained surfaces, which can be explained by that the dynamics near the constrained surfaces are
more localized and therefore the phonon frequency is higher. However, the phonon density of states shifts
towards domain with lower energy near the free surfaces although the local density is larger. Typically in a
highly compact system, the phonon density of states tends to shift towards high-frequency domain because
of the reduction of free volume. In this case, the enhanced dynamics near the free surfaces strengthens the
relaxation processes which accelerates the structural rearrangement and the breaking of cages. Those effects
surpass the effect of higher local density and speed up the damping of phonons with high frequencies, and
therefore, the overall effect on phonon density of states near the free surfaces shifts it towards domain with
lower energy.
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Figure 2.5: Normalized phonon density of states near the free surfaces, near the constrained surfaces, and
in the bulk of (a) zirconium and (b) copper in Zr50Cu50 supercooled metallic liquid at 900K. The solid lines
and the dotted lines represent the 2-dimensional in-plane phonon density of states in the regions marked out
by deep pink stripes in Figure 2.2. In this region, the local density is larger than that in the bulk. The dash
lines represent the 3-dimensional phonon density of states in the bulk.
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2.6 Diffusion Coefficient and Mobility Gradient
Our previous discussion based on density profile, mean square displacement, velocity autocorrelation func-
tion and phonon density of states qualitatively identify enhanced mobility near the free surfaces which is
independent with the fluctuation of local density. Therefore, the hypothesis that the enhanced dynamics
near the free surfaces originates from larger local free volume may not tell the whole story. However, there
is a lack of quantitative analysis of mobility gradient near the free surfaces, that is, how intensively the
mobility increases near the free surfaces and how depth the enhanced mobility can penetrate into the bulk.
In the following content, we demonstrate our calculation of diffusion coefficient at different depths from the
surfaces which provides a quantitative profile of mobility gradient.
Diffusion coefficient D contains information about the mobility of particles in the system, which can be
correlated with the relaxation process via fractional Stokes-Einstein relation [110]
D ∝ (τ/T )−β (2.8)
where τ represents the structural relaxation time and β is a species-dependent parameter typically ranging
from 0.6 to 0.9 [111, 112, 113, 114, 115]. In our calculations, D was calculated by integrating velocity
autocorrelation function according to Green-Kubo relation [116]
D =
1
d
∫ ∞
0
〈vi(t)vi(0)〉dt (2.9)
where d is the dimension. Notice that D is equivalent to the value of ρ(ω) at ω = 0 since diffusion can be
regarded as the limit of vibration with infinitely low frequency.
In our work, we computed the 2-dimensional in-plane diffusion coefficient of zirconium and copper as a
function of depth to the free surfaces and to the constrained surfaces in Zr50Cu50 supercooled liquid and
the results are shown in Figure 2.6. The solid lines in the figure are the reference value of the 3-dimensional
diffusion coefficient in the bulk system scaled by 2/3, and the dash lines are the fitting of D as a function of z
near the free surface according to the RFOT theory [79]. From the figure, we observe that the surface effect
can penetrate around 10 A˚ into the bulk, from where the diffusion starts to increase near the free surfaces
and decrease near the constrained surfaces. Near the free surfaces, ROFT theory provides an analytical form
of relaxation gradient as
τ−1(z) = (τ−1surf − τ−1bulk)ez/ξ + τ−1bulk (2.10)
where τsurf and τbulk are the structural relaxation time on the surface and in the bulk respectively, and ξ is
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Figure 2.6: 2-dimensional diffusion coefficient along the x- and the y-directions of zirconium and copper as
a function of depth to the free and the constrained surfaces in Zr50Cu50 supercooled metallic liquid at 900
K. The solid lines represent the 3-dimensional diffusion coefficient in the bulk system and are scaled by 2/3.
The dash lines represent the exponential fitting to the diffusion coefficients in the system with free surfaces
according to the RFOT theory.
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the dynamic correlation length [117]. Considering the inverse relation between D and τ , we can express the
mobility gradient as
D(z) = (Dsurf −Dbulk)ez/ξ +Dbulk (2.11)
by taking ξ = 1 in Equation 2.8. The dash lines in Figure 2.6 show good fitting results according to
Equation 2.11. The D of zirconium was fitted by
DZr = (0.050− 0.018)ez/3.5 + 0.018 (2.12)
and the D of copper was fitted by
DCu = (0.091− 0.027)ez/2.0 + 0.027 (2.13)
According to the fitting, the diffusion coefficient on the free surfaces is larger than that in the bulk approxi-
mately 2.8 times for zirconium and 3.4 times for copper. That the mobility of copper surpasses the mobility
of zirconium can be explained by the radius difference between zirconium atoms and copper atoms. With
a smaller radius, copper is more likely to flee from the cage effect and participates in long-range diffusion
processes. In addition, the dynamic correlation lengths are approximately 3.5 A˚ for zirconium and 2.0 A˚
for copper, which are about 1.5 times of their Van der Waals radii respectively. Therefore, only the first
layer of atoms near the free surfaces constitute a region with mobility enhanced collectively. This enhanced
mobility can penetrate into the bulk due to the reduction of collective elasticity but decay exponentially,
which is also accordance with the latest theoretical works [81]. On the other hand, the mobility decreases
to zero when approaches the constrained surfaces. Obviously, the fixed boundaries restrain the motion of
atoms adjacent to the constrained surfaces by friction and affect the inner atoms by enforced elasticity.
2.7 Out-of-Plane Motions
Our previous discussion only takes in-plane motions of atoms into consideration, nevertheless, out-of-plane
motions in the z-direction may also contribute to the enhanced mobility near the free surfaces. In order to
characterize out-of-plane motions, we introduced the exchange rate defined as the ratio of atoms in a certain
layer transferring to an adjacent layer in a specific time interval. The exchange rate represents the frequency
of atoms transferring between different layers. Therefore, it is proportional to the intensity of the motions
in the z-direction.
Figure 2.7 shows the exchange rates of zirconium and copper respectively. The blue bars represent the
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Figure 2.7: Inward and outward out-of-plane exchange rate of zirconium and copper atoms between layers
as a function of depth to the free surfaces in Zr50Cu50 supercooled metallic liquid at 900 K.
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inward exchange rate, that is, the rate of atoms in a certain layer transferring to its interior neighboring layer.
In contrast, the outward exchange rate means the exchange of atoms to its exterior neighboring layer. For
the outmost layer where the local density is smaller than the average bulk value, the inward exchange rate
is larger than the outward exchange rate, indicating attractive interaction predominates in this region. As a
consequence of the lower density and lack of coordinates, the mobility in this region is no wonder enhanced.
However, the enhanced mobility still exists in the second layer close to the free surfaces even though the local
density is larger and the atomic stacking is more compact. From the figure, it is hard to identify a distinction
between the exchange rate in the second layer and in the bulk. The overall exchange rate in the second layer
is approximately equal to that in the inner layers, and also the inward and outward exchange rates in the
second layer are almost equivalent. Therefore, the atoms in the second layer do not have an obvious enhanced
out-of-plane mobility propensity and do not have a preferred direction of out-of-plane motion. According
to the discussion, we can eliminate a possible origin of the enhanced mobility near the free surfaces called
the “skating” mechanism that particles can occasionally extract themselves from the bulk and move rapidly
across the free surfaces until they get re-immersed into the dense phase. Comparing to adatom diffusion
in the lattice which has fixed activation energy, the skating mechanism has a widely distributed activation
energy due to the complexity of the energy landscape in amorphous materials. Therefore, the staking can
persist in much lower temperatures if the surface maintains amorphous. This finding is consistent with
the calculation that compares the diffusions including and excluding those skating particles near the free
surface [43]. Therefore, we conclude that there is no evidence that the out-of-plane motion contributes to the
enhanced mobility near the free surfaces and it can only originate from the collective in-plane motions even
though the local structure could be more compact. This counter-intuitive phenomenon proves that, near the
free surfaces, the dynamics of atoms are enhanced collectively rather than locally. Considering that if the
surface is constrained, the mobility will become zero on the surface as a consequence of transverse friction
and restriction enforced by those pinned atoms. Therefore, we can explain the enhanced mobility near the
free surfaces by the vanished constraints and friction from the outside atoms. The out-of-plane constrain
actually contributes little to the enhanced surface mobility. Instead, the vanishing of in-plane constraint
can be the predominant reason, because attractive interaction near the free surface prevents the atoms from
skating via vacuum and the in-plane mobility is predominantly enhanced.
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2.8 Conclusions
In this work, we performed MD simulations on Zr50Cu50 supercooled metallic liquid in the bulk, near the
constrained surfaces, and near the free surfaces at 900 K. Our calculations of mean square displacement
and diffusion coefficient show that, near the constrained surfaces, the mobility of atoms decreases to zero,
nevertheless, near the free surfaces, although the local density can be even higher, the in-plane mobility
is approximately 3 times greater than that in the bulk. Further examination of velocity autocorrelation
function identifies obstructed dynamics near the constrained surfaces with everlasting cage effect and a
boosted dynamics near the free surfaces with early termination of the cage effect. The enhanced mobility near
the free surfaces accelerates the damping of high-frequency phonons, and therefore, shifts the distribution of
phonon density of states towards lower energy domain. In contrast, localized dynamics near the constrained
surfaces alters the distribution of phonons to a higher energy domain. In addition, we computed the in-plane
diffusion coefficient as a function of depth to the surfaces to characterize the mobility gradient. RFOT theory
provides an exponential form of the mobility gradient near the free surfaces which fits well to out results.
Finally, we calculated the atomic exchange rate between layers and found that the enhanced mobility near
the free surfaces cannot be contributed by out-of-plane motions or “skating” atoms on the surfaces. Instead,
in-plane motions should predominate the mobility near the free surfaces. Therefore, we conclude that the
enhanced dynamics near the free surfaces should be collective and nearly independent with local density.
Besides, the mechanism of enhanced dynamics near the free surfaces is the elimination of obstruction from
those missing coordinations which enhances in-plane motions rather than out-of-plane motions of atoms on
the surfaces. Our finding fills in the gap of understanding the mechanism of enhanced dynamics near the
free surfaces of supercooled liquids or glasses. It directly testifies the prediction of existing theories such
as RFOT theory on the dynamics gradient near the free surfaces. Finally, it gives insight to quantitatively
adjust the dynamics near the free surfaces which is applicable in the real industry such as vapor deposition
to produce ultrastable glasses.
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Chapter 3
Temperature-Dependent Dynamics
and Dynamic Heterogeneity in
Supercooled Metallic Liquid
In this chapter, we study the temperature dependence of dynamics and dynamic heterogeneity of Zr50Cu50
supercooled liquid in the bulk and near the free surface using classical MD simulations. We calculated the
dependence of diffusion coefficient on temperature and depth to the free surfaces. By fitting the mobility
gradient to Equation 2.11, we extracted out-of-plane dynamic correlation length near the free surfaces as
a function of temperature. Besides, we examined the dynamic heterogeneity as a function of temperature
and depth by computing 2-dimensional non-Gaussian parameter [118]. Suprisingly, we observed a stronger
dynamic heterogeneity of the outmost atomic layer on the free surface and a weaker dynamic heterogeneity
in the bulk, which is contradictory with the prediction of existing theory. By correcting the assumption made
by RFOT theory near the free surface, we explain this extra dynamic heterogeneity as the particularity of
local environment of the outmost atomic layer. Due to the missing of unilateral neighboring atoms and the
enhanced in-plane dynamics, the rearranging region on the free surface deforms from RFOT-predicted hemi-
sphere to semi-ellipsoid, which extends the in-plane dynamic correlation length, and therefore, strengthens
the dynamic heterogeneity on the free surface.
3.1 Method
In this study, we performed MD simulations on Zr50Cu50 supercooled liquid slabs with two free surfaces
at different temperatures from 900 K to 1200 K with an interval of 20 K, that is, a total of 21 systems at
different target temperatures were carried out. For each system, 20000 zirconium atoms and 20000 copper
atoms were placed in cuboid boxes with periodic boundary conditions enforced in all three dimensions.
Before carrying out simulations, we determined the corrected density of each system at various tempera-
tures by simulating the corresponding bulk system. The initial dimensions of the simulation boxes were set
to 45.0 × 45.0 × 45.0 A˚3. Enforced in the NPT ensemble, each system was equilibrated at 2000 K for 1 ns
and quenched to the corresponding target temperature with a cooling rate of 1012 K/s. After equilibrated
for 5 ns in the NPT ensemble, each system was then carried out for another 5 ns, during which the density
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was collected and averaged to obtain the corrected density.
Figure 3.1 shows the corrected density of Zr50Cu50 supercooled liquid between 900 K to 1200 K. The
density as a function of temperature was fitted well by a quadratic form
ρ(T ) = 6.543955−10T 2 − 4.729302× 10−6T + 5.913360× 10−2 (3.1)
In our simulations, the setup of each system was almost the same as shown in Figure 2.2(b), except the
dimensions. For each system, the side length of the simulation boxes in the z-direction was set to 40.0 A˚, and
the side lengths in the x- and the y-directions were set to be equivalent and determined from the corrected
density calculated from Equation 3.1 according to the target temperature. All of the following simulations
were performed in the NVT ensemble. Each system was first equilibrated at 2000 K for 1 ns, then, quenched
to the target temperature with a cooling rate of 1012 K/s. After the system had been well equilibrated for
5 ns, the simulation box was doubly enlarged in the z-direction and two free surfaces perpendicular to the
z-axis were created. Two vacuum volumes were reserved to eliminate the interaction from periodic images.
Finally, the system was equilibrated for another 5 ns before ready to generate simulation trajectories.
Simulation parameters including integration time step and algorithm, trajectory dumping strategy, force
field, and temperature and pressure control algorithms were the same as described in Chapter 2. All of the
simulations were also carried out using LAMMPS [99] and part of the trajectory analysis was performed
using LiquidLib [104].
The target temperatures of our simulations range from 900 K to 1200 K which largely exceed the glass
transition temperature of the system (677 K). Besides, we well equilibrated the systems for at least 5 ns before
collecting trajectories. Therefore, the ergodicity of our simulation can be guaranteed. In the calculation of
each quantity, we took an ensemble average of at least 50000 frames, which was supposed to well represent the
real ensemble. Therefore, the uncertainty, which only originates from the round-off error of the computation
device and the error that we assume our trajectory can well represent the real ensemble, is supposed to be
negligible in our calculations.
3.2 Temperature and Depth Dependent Dynamics
We first calculated the diffusion coefficient of zirconium and copper individually as a function of temperature
and depth to the free surfaces by integrating velocity autocorrelation function (Equation 2.5). The results
are plotted as heat maps and shown in Figure 3.2. From the figure, we clearly identify enhancement of
diffusion near the free surfaces and at higher temperatures. The copper atoms are universally more diffusive
33
ρ = 6.543955×10−10T 2
      − 4.729302×10−6T
      +5.913360×10−2
Figure 3.1: The density of Zr50Cu50 supercooled metallic liquid obtained at various temperature by MD
simulations in the NPT ensemble. The black line shows a quadratic fitting of the density to temperature.
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Figure 3.2: Diffusion coefficient of (a) zirconium and (b) copper in Zr50Cu50 supercooled metallic liquid as
a function of temperature and depth to the free surfaces plotted as heat maps. The unit of color bars is
A˚2/ps.
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than the zirconium atoms, which can be explained by the larger size of the zirconium atom. As temperature
increases, the contrast of diffusion near the free surfaces and in the bulk decreases, indicating the effect of
enhanced dynamics is more drastic at lower temperatures. This observation is consistent with the reports
that the mobility near the free surfaces can be several orders of magnitude larger than the mobility in the
bulk when it approaches Tg [38, 39, 40, 41, 42, 43, 44]. However, the temperature near Tg is inaccessible
by classical MD simulation as a consequence of the exponentially increasing structural relaxation time with
temperature decreasing. Therefore, enhanced sampling techniques must be employed in the future study if
we want to reach the temperature domain near or even below Tg.
By fitting the diffusion coefficient as a function of depth to the free surfaces according to Equation 2.11
at each temperature, we extracted out-of-plane dynamic correlation length ξ as a function of temperature
and plotted in Figure 3.3. Out-of-plane dynamic correlation length, in this case, represents how deep the
enhanced dynamics near the free surfaces can penetrate into the bulk. Taking errors into consideration,
the out-of-plane dynamic correlation length does not possess a temperature-dependent obviously. For either
zirconium or copper, the out-of-plane dynamic correlation length is approximately 1.3 times greater than
its radius, which means, the enhanced dynamics can only effectively affect the first atomic layer on the free
surfaces. Since the atomic radii of zirconium and copper will not change significantly with temperature
increasing, the out-of-plane dynamic correlation length, therefore, shows little temperature dependence in
the temperature range we studied. At low temperatures, the characteristic relaxation time scale exceeds
the capability of classical MD simulations. Therefore, more advanced sampling method should be utilized
to probe the structural and dynamic properties under low-temperature condition. This finding is consistent
with our previous conclusion in Chapter 2.
3.3 Temperature and Depth Dependent Dynamic Heterogeneity
Besides the dynamic properties, we further examined the dynamic heterogeneity in the system as a function
of temperature and depth to the free surfaces. In a homogeneous system, the diffusion or the stochastic
displacements of the particles should follow a Gaussian distribution [119]. However, when the dynamics
in a system are heterogeneous, the Gaussian distribution no longer works for diffusion. In this case, the
non-Gaussian parameter and its maximum value are usually adopted to quantify the dynamic heterogeneity
of a supercooled liquid or glass [118, 120]. The non-Gaussian parameter is defined by the following equation
[121]
α2,d(t) =
d〈r4(t)〉
(d+ 2)〈r2(t)〉2 − 1 (3.2)
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Figure 3.3: Dynamic correlation length near the free surfaces of Zr50Cu50 supercooled metallic liquid as a
function to temperature obtained from fitting diffusion coefficient according to Equation 2.11.
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where d is the calculation dimension, r(t) represents the displacement of particles at time t, and 〈·〉 is the
ensemble average. Since our computation only took in-plane motion into consideration, d = 2 was adopted
over the computation. α2(t) reflects the deviation of the statistics of diffusion from a Gaussian distribution.
α2(t) = 0 means the diffusion follows Gaussian distribution and the dynamics of the system is homogeneous.
In contrast, α2(t) 6= 0 indicates a heterogeneous dynamics in the system and the maximum value of α2(t),
α2,max describes the degree of this deviation.
Figure 3.4 shows the 2-dimensional α2(t) of zirconium and copper at 1100 K. Each line represents the
α2(t) within a certain layer with a width of 1 A˚ in the z-dircetion. The depths to the free surfaces range
from 19.5 to 0.5 A˚, and the lighter the color of a line, the closer the corresponding layer is to the free
surfaces. From the figure, we can observe an unexpected non-monotonic trend of α2,max with z increasing.
To be specific, from the bulk to the surfaces, α2,max first gradually decreases, indicating a more homoge-
neous dynamics approaching to the free surfaces. However, α2,max suddenly increases at the outmost three
layers showed by the three lines with the lightest color, which means, dynamic heterogeneity has an abrupt
increment near the free surfaces. RFOT theory regards the mechanism of the enhanced surface mobility
as the shortening of dynamic correlation length, thus, it predicts that the dynamics near the free surface
should be less heterogeneous [1, 79]. Nevertheless, our observation shows that, rather than weakened, the
dynamic heterogeneity near the free surfaces is even enhanced. Therefore, there must be additional mecha-
nisms accounting for the simultaneous enhancement of both dynamics and dynamic heterogeneity near the
free surface.
To identify the dependence of dynamic heterogeneity on the depth to the free surfaces, we plotted α2,max
of zirconium and copper as a function of temperature T and depth z as heat maps in Figure 3.5. The figure
transparently indicates a region near the free surfaces with more heterogeneous dynamics than in the bulk.
The width of the region changes from approximately 3 A˚ to 1.5 A˚ when temperature increases from 900 K
to 1200 K. The degree of dynamic heterogeneity suddenly drops off below this region, and gradually rises
back with z increasing. This counter-intuitive phenomenon unveils the particularity of the outmost atomic
layer. For except the outmost atomic layer, dynamics strengthens and dynamic heterogeneity weakens with
the depth decreasing, which is consistent with the predictions of the RFOT theory. However, the behaviors
of the outmost atomic layer break this law. This violation between the theory and the observation does not
indicate the invalidity of the RFOT theory. Instead, it illustrates that the assumption made by the RFOT
theory near the free surface is oversimplified. Namely, the dynamic rearranging regions are spherical in the
bulk and hemispherical near the free surface as assumed by the RFOT theory[79], nevertheless, our results
and discussion in Chapter 2 have shown that the dynamics near the free surface is predominantly contributed
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closer to the free surfaces
closer to the free surfaces
Figure 3.4: The non-Gaussian parameter α2(t) of (a) zirconium and (b) copper at various depth to the free
surfaces in Zr50Cu50 supercooled metallic liquid at 1100 K. Each line represents the 2-dimensional α2(t)
within a certain layer with a width of 1 A˚. The lighter the color of a line, the closer the corresponding layer
is to the free surfaces. The depths of the layers to the free surfaces range from 19.5 to 0.5 A˚.
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Figure 3.5: α2,max of (a) zirconium and (b) copper in Zr50Cu50 supercooled metallic liquid as a function of
temperature and depth to the free surfaces plotted as heat maps.
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by in-plane motions. Therefore, the rearranging region near the free surface should be a semi-ellipsoid with
the long axis parallel to the free surface, which extends the dynamic correlation length and introduces extra
dynamic heterogeneity on the free surface.
The particularity of the outmost atomic layer is also supported by the recent ECNLE theory [81]. Due
to the missing neighboring atoms, the local environment of the first atomic layer is different from the
environment in the bulk. The unilateral roughness brought by inner atoms creates tiny local structures that
accelerate or hinder the in-plane motions of the surface atoms, thus, it introduces extra dynamic heterogeneity
on the free surface. For other atoms, as a consequence of approximately isotropic local environment, the
shape of the dynamic rearranging region is close to spherical. In this case, the RFOT theory can be applied
suitably.
3.4 Conclusions
In this chapter, we study the temperature dependence of dynamics and dynamic heterogeneity of Zr50Cu50
supercooled liquid using classical MD simulations. The calculation of diffusion coefficient as a function
of temperature and depth to the free surfaces identifies a temperature-independent out-of-plane dynamic
correlation length near the free surfaces, the width of which can only cover the outmost atomic layer.
The investigation of in-plane dynamic heterogeneity characterized by 2-dimensional α2,max reveals that
the dynamics within the outmost atomic layer are more heterogeneous than that in the bulk, which is
contradictory with the prediction made by the RFOT theory. Considering the finding that the dynamics
near the free surface is only enhanced in the transverse direction in Chapter 2, we realize that the assumption
made by the RFOT theory that the dynamic rearranging region near the free surface is hemispherical cannot
describe the real physics appropriately. Instead, we argue that the dynamic rearranging region near the
free surface is distorted from 3-dimension to 2-dimension as a consequence that the dynamics near the free
surface is predominately contributed by in-plane motions. Therefore, the in-plane dynamic correlation length
is extended and the dynamic heterogeneity is enhanced in the outmost atomic layer on the free surface.
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Chapter 4
Summary and Future Work
In this work, we first performed MD simulations on Zr50Cu50 supercooled metallic liquid in the bulk, near the
free surfaces, and near the constrained surfaces at a target temperature 900 K to figure out the mechanism
of enhanced mobility near the free surface. The atomic motions in the system were examined separately
as in-plane motions parallel to the interface and out-of-plane motions perpendicular to the interface. The
in-plane dynamics near the free surface is shown to be faster than the dynamics in the bulk, although the
local structure near the free surface can be even more compact. However, the investigation on the jumping
rate of atoms shows that the out-of-plane dynamics on the free surface was almost the same or even weaker
than that in the bulk. Mean square displacement and velocity autocorrelation function indicate that the cage
effect terminates earlier and atomic rearrangement is more drastic near the free surface, which attenuates
phonons with higher energy and shifts phonon density of states towards lower energy domain. In contrast,
when the vacuum space is filled with pinned atoms, the mobility near the interface decreases to zero rapidly.
These facts and phenomena conclude that the enhanced dynamics near the free surface does not originate
from larger free volumes or skating atoms on the free surface. Instead, with missing coordination atoms in
the vacuum space, the in-plane friction induced on those atoms on the free surface is halved, which finally
strengthens the in-plane collective motions on the free surface.
Further on, we examined the temperature-dependence of dynamics and dynamic heterogeneity of Zr50Cu50
supercooled metallic liquid near the free surface. Dynamic heterogeneity can be reflected by the dynamic
correlation length directly. The RFOT theory proposed that the enhanced dynamics near the free surface
is induced by the shortening of the dynamic correlation length. Here, the out-of-plane dynamic correlation
length extracted from fitting the relation between the diffusion coefficient and the temperature to Equa-
tion 2.11 shows little temperature dependence, which demonstrates the particularity of the outmost atomic
layer on the free surface. However, the in-plane dynamic correlation length characterized by 2-dimensional
α2,max was found to increase on the free surface. Considering the enhanced in-plane dynamics, we realize
that the assumption made by RFOT theory that the dynamic rearranging region near the free surface is
hemispherical is oversimplified. Instead, the dynamic rearranging region is distorted to semi-ellipsoid with
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the long axis parallel to the free surface, which results in the counter-intuitive simultaneous enhancement of
both dynamics and dynamic heterogeneity on the free surface.
This study unveils the mechanism of enhanced dynamics near the free surface of supercooled metallic
liquid. It also reveals the defects of the existing theory describing the behaviors of dynamics and dynamic
heterogeneity near the free surface. Therefore, this study offers insight into solving the mystery of the
glass transition and even sheds light on the investigation of complicated relaxation processes in the glassy
systems. On the other hand, it also provides simulational guidance for application relying on enhanced
surface mobility, for example, the manufacture of ultrastable glasses by vapor deposition.
In future work, we will focus on the extension of this research and attempt to solve the problem remaining
in this study. First, the energy landscape near the free surface is too complex to sample using classical
MD simulations, and thus, it is hard to quantify the distribution of the activation energy of structure
rearrangement. To solve this issue, we will utilize more advanced sampling methods, for instance, the Ascent
Dynamics method developed by our group, to sample the energy landscape of the supercooled liquids at
the free surface or in the bulk. Second, experimental evidence is still lacking to support simulation results
and theoretical viewpoints. For example, our hypothesis that the rearranging region at the free surface is
distorted to semi-ellipsoid is hard to be validated with existing experimental results. Neutron scattering
experiment, whose measurement time scale covers the typical characteristic relaxation time scale of glasses
and supercooled liquids, is a suitable technique to explore the dynamics in glasses or supercooled liquids.
We may take advantage of this technique and design experiments to directly measure the surface dynamics
and dynamic heterogeneity. Finally, the current force field describing the metallic glasses is not universal,
especially for those elements with angular dependent interactions. Neural network potential [122], which
reaches the first-principle accuracy at force field computational cost, can be a perfect extension of currently
used classical force field. We hope to develop accurate neural network potentials for the systems we are
interested in, to assist study the physical questions with the first-principle accuracy at classical MD cost.
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