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Anthony O'Hare 
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Supervisor: Prof. F. V. Kusmartsev 
For several decades the formation of different kinds of superstructures in solids 
has been a topical issue in condensed matter physics. The superstructures (or spatially 
modulated structures) may be of a different nature: magnetic patterns like spin-density 
waves, inhomogeneous charge distributions in charge-ordered compounds, dipolar and 
quadrupolar ordering in ferroelectrics or ferroelastics, regular lattice distortions and 
related orbital structures, stripe-like arrangements of dopants in alloys, etc. The phase 
diagrams of such compounds can be rather complicated involving a large number of 
phases with non-trivial types of ordering. Fortunately, all this wealth of seemingly 
unrelated phenomena can be often described by rather simple models with a due 
account taken of a competitive character of the most important interactions. 
In this thesis I will investigate the Ising model in 2D with nearest- and next-
nearest neighbour interactions using several methods including exact diagonalisation 
of small clusters, transfer matrix technique and Monte Carlo simulation of large 
lattices. The complete phase diagram resulting from this study includes, together with 
conventional antiferromagnetic, Ising and stripe phases, an additional glassy phase 
which is characterised by a formation of long-range superstructures. This finding 
of superstructures is consistent with the general glassy phenomenology discovered 
recently in experiments based on planar arrays of n-rings where it was found that both 
the topological and chemical ordering in a glass are described by two length scales at 
distances greater than nearest-neighbour length scales and with a surge of experimental 
results recently that may be explained (at least in part) by the simple system examined 
in this thesis. 
These planar arrays of it'-rings may be used in adiabatic quantum computations 
(AQC) similar to those used with superconducting flux qubits with a possible imple-
mentation already having been achieved. The simple model investigated in this thesis 
has been shown to be applicable to adiabatic quantum computing where the states are 
switched adiabatically with the slow change of coupling constants. 
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Chapter 1 
Introduction 
The formation of different kinds of superstructures in solids has recently 
attracted much attention in condensed matter physics. The phase diagrams of 
compounds exhibiting such superstructures can be rather complicated involving a large 
number of phases with non-trivial types of ordering. 
The competition in the interactions between neighbouring sites in a lattice such 
that not all the interactions can be satisfied, a phenomenon known as frustration, is 
an important facet of modem materials and systems ranging from neural networks to 
glasses. A recent topic garnering considerable interest is geometrical frustration, arising 
from the topology of a well-ordered state rather than from disorder. In particular, a 
system where geometrical frustration leads to the formation of exotic low-temperature 
states that can be studied is a magnet with the pyrochlore structure where the spin 
orientation plays a similar role to that of the hydrogen ion positions in water ice. 
Common water ice is an unusual solid in that the oxygen atoms form a 
periodic structure but the hydrogen atoms are highly disordered due to there being 
two inequivalent O-H bond lengths [1]. Pauling showed that the presence of these two 
bond lengths leads to a macroscopic degeneracy of possible ground states [2][3], such 
that the system has finite entropy as the temperature tends towards zero. An example 
of such a material that exhibits these low-temperature exotic states due to geometrical 
frustration, so called spin ice [4, 5, 6, 7, 8, 9,10,11,12,13,14] system is DY2Ti207 [15] 
• a site-ordered magnetic material where the spins reside on a lattice of corner-sharing 
tetrahedrons. 
The large degeneracy of states resulting from the geometrical frustration of 
competing interactions is an essential ingredient of important problems in fields as 
diverse as magnetism, protein folding and neural networks. 
Fortunately, all this wealth of seemingly unrelated phenomena can often be 
described by rather simple models with due account taken of the competitive character 
of the most important interactions. One of the most popular models of such type 
was proposed by Elliott [16] as early as 1961, who analysed specific features of 
magnetic ordering in heavy rare-earth metals. This model was subsequently named 
the Anisotropic Next-Nearest-Neighbour /sing (ANNNI) model by Fisher and Selke 
[17]. In its initial form the ANNNI model describes a cubic lattice of Ising spins 
composed of ferromagnetic planes with the nearest-neighbour spin-spin interaction, 
where a ferromagnetic interaction J1 exists between neighbouring planes and an 
antiferromagnetic interaction J2 exists between next-nearest planes. Owing to this 
rather straightforward competition of interactions, the ANNNI model exhibits an 
unexpectedly complicated phase diagram in the hi J1 - T plane being a manifestation 
of the so called "devil's staircase" [18, 19]. The properties of this model were 
thoroughly studied (see, e.g. [20]) and it was successfully applied to the analysis 
of numerous systems exhibiting modulated structures [21] (for review, see [22] and 
references therein). This work still continues: as an example, in a recent paper [23] 
a modified version of the ANNNI model was applied to describe the evolution of the 
spin and orbital structure in distorted perovskite manganites. At the same time, there 
are a lot of other systems where the competition of nearest- and next-nearest-neighbour 
interactions plays an important role, but where the ANNNI-type approach is hardly 
applicable. 
As an example of current discussed systems with a competition between nearest-
2 
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and next-nearest-neighbour interactions but cannot be described by the ANNNI model 
are currently magnetic systems with a pyrochlore structure [24, 25] and also spinels. 
In such structures, a three-dimensional network of corner-shared cubic cells could be 
mapped onto the square lattice (with holes) having the nearest-neighbour and diagonal 
interactions of the same sign. In principle, such a situation could be treated as a natural 
generalisation of the ANNNI model to the two-dimensional case. However, there is a 
qualitative difference. Indeed, if here we take J1 and Jz of the same (antiferromagnetic) 
sign, we get the system even more frustrated (we cannot meet the minimum energy 
conditions for either of diagonal neighbours, if we meet them for nearest neighbours 
and vice versa). So, one could expect a rather interesting and complicated phase 
diagram for such a simply formulated model as an Ising model on a square lattice 
with antiferromagnetic nearest and diagonal interactions, where the spin variable, 8, 
has two values, s == ± I. Despite the evident simplicity of this model and its possible 
importance for the analysis of different types of superstmctures, it received much less 
attention than, say, the ANNNI model. At least, I am unaware of any detailed study 
of its properties, although the problem itself was formulated as early as in 1969 [26] 
and the critical properties of such a model were addressed both numerically and 
analytically [27, 28, 29, 30, 31]. 
In this thesis I will show the phase diagram of the two-dimensional Ising 
model with competing nearest-neighbour and next-nearest-neighbour interactions. I 
also discuss the relationship of this model to real systems, with a special emphasis put 
on arrays of superconducting n--rings as may be used in adiabatic quantum computing 
(AQC). The characteristic features of this model are analysed based on the exact 
diagonalisation of small clusters up to 5 x 5 in size as well as with the use of the transfer 
matrix and Monte Carlo simulations and are compared to recent experimental results 
for arrays of n--rings [32], [33]. 
3 
1.1 The Ising Model 
The motion of electrons about an atomic nucleus creates a tiny magnetic field 
in a similar manner to electrical currents flowing in a loop creates a magnetic field 
around the loop. Very simply, these 'atomic' magnetic fields may be thought of as 
magnetic vectors, i.e. with a north and south pole. Usually these 'atomic' magnets 
point in random directions and so effectively cancel out in 'normal' matter where there 
are large numbers of these magnets. However, in some materials, such as iron, these 
magnets 'line up' so there is perceptible magnetic field in a sample of material!. 
In order for these atomic scale magnetic fields to line up (order), there requires 
a balance between two opposing physics principles: energy minimisation and entropy 
maximisation. 
1\vo spins (atomic magnets) interact in such a manner that their combined 
energy is minimised if they point in the same direction (are aligned). If a sample of 
matter had all its spins aligned there would be a huge magnetic field in the sample. 
This case (the ground state) however, is a very special one and only one of a huge 
number of possible combinations of spins. Flipping a spin in this ground state costs 
energy and if this cost is not exorbitant then a large number of configurations can occur 
where there are a small number of unaligned spins. This randomness in the ground state 
means that the magnetism predicted by having an energy minimum vanishes. Entropy, 
essentially, is a measure of this randomness in the system. 
In the early 1920's a model to describe ferromagnetism was proposed by 
Wilhelm Lenz. The model consists of a set of spins, Si, localised on lattice sites 
i, aligned along, say, the z axis interacting with its nearest neighbours via nearest-
neighbour exchange J < 0 and with an external magnetic field, H. The spin at each site 
can be either 'up' (+1) or 'down' (-I). The total energy can be expressed as 
6" = J~>iSj -HEsi (1.1) 
i,j i 
1 I should point out that atomic magnetic moments are mainly due to electron spin rather than the 
orbital motion of electrons, for this reason I use the term 'atomic' magnet in this discussion loosely. 
4 
Of course the spin is a quantum mechanical object and thus is represented as 
an operator. This being the case, the above expression for the energy is really an 
Hamiltonian. Also, we expect that the commutator of the spin and the Hamiltonian 
to be non-zero. However, we can treat the spins in the Ising model as classical objects 
since the commutator is zero because the Ising model only retains the component of the 
spin along the magnetic field. 
The first sum in eqn. 1.1 is over all pairs of spins that are nearest neighbours, 
counting the interaction between the spin only once. The (external) magnetic field is 
assumed to lie along the same axis as the spins. 
Despite the simplicity of the Ising model, exact solutions only exist in one and 
two dimensions in the absence of a magnetic field. In 1924 Ernst Ising, a PhD student 
of Lenz, solved the model in ID [34] and was able to show that in ID there is no phase 
transition. It was not unti11944 that the (by now named) Ising model was solved in 
2D by Lars Onsager [35]. He was able to show that the Ising model exhibits a phase 
transition in 2D in the absence of a magnetic field [35, 36] at a temperature given by 
where f3 = k8T. His solution was not only important in itself but also because it showed 
that the approximation methods used until then failed in the critical regime. 
The 3D Ising model remains unsolved. 
Since its inception the Ising model has been employed to simulate many 
different phenomena. It has been used to model phase separation in binary alloys and 
spin glasses. The influence of the Ising model is not restricted to physics, it has been 
used to model flocking birds, neural networks and sociology. 
In recent decades, the model has been extended by introducing many competing 
interactions and a renewed interest in the model has occurred. An important and 
highly cited variant is the Anisotropic Next-Nearest Neighbour [sing model (ANNNI 
model), introduced by (Sir) Roger Elliott in 1961. In this model there are two exchange 
interactions between spins, each along different crystal axes. The model has been 
used to examine commensurate and incommensurate structures and other complicated 
5 
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Figure 1.1: Phase diagram of the 2D Ising model. Onsager calculated that the phase 
transitions occur at J (k8 T = 0.44. 
J 
, 
Figure 1.2: Exchange interactions in the ANNNI model, the J interactions are shown 
horizontally while the J' interactions are shown vertically. 
spatially modulated magnetic superstructures observed experimentally in maguetic 
systems [17], [18], [19], [20], [22]. 
For an excellent history of the Ising model see [37J 
1.2 Spin Glass 
The term spin glass describes a class of magnetic materials whose low-
temperature ground state is a frozen disordered state instead of an ordered one, as is 
the case for ferromagnets, or a periodic one, as it is the case for antiferromagnets. 
In fact, they have several ground states in close proximity to each other and can hop 
between these states. Frustration, the inability for neighbouring spins to align because 
not all interactions can be satisfied, is a cause of this behaviour in these materials. 
The typical example of frustration cited is an antiferromagnetic exchange in the Ising 
6 
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model on a triangular lattice studied by G H Wannier in 1950 [38] and the Heisenberg 
helical structure discovered independently by A Yoshimori [39], J Villain [40] and T 
A Kaplan [41] in 1959. In the triangular lattice it is possible to align two of the three 
spins antiferromagnetically but the third cannot be aligned antiferromagnetically with 
both spins. 
Frustration, or rather the conflict 
between interactions, may be introduced 
by disorder in structures, impurities in 
materials. 
A common example of a spin 
glass that is often found in the liter-
ature is a metal in which ferromag-
netic impurities have been introduced 
(e.g. manganese impurities introduced 
into copper). The magnetic moments 
of the impurities induce an oscillatory 
behaviour that introduces frustration into 
the material [42]. 
+ 
... -----------.1 
J 
Figure 1.3: Geometric frustration on 
a triangular lattice due to antiferro-
magnetic interactions. TIvo of the 
three sites may be antiferromagnetically 
aligned but the third cannot be aligned 
antifelTomagnetica1ly with both sites. 
Usually physics is concemed with ordered systems and so the disorder exhibited 
by spin glasses was ignored until relatively recently. One of the first advances (and one 
of the most important) in developing a theoretical understanding of spin glasses was 
made by Giorgio Parisi in 1979 [43,44,45, 461 by developing a mean field solution. 
This solution was at odds with what was understood about statistical physics. There 
were infinitely many solutions, each corresponding to a different thermodynamic state 
of the system. Furthermore, there was a peculiar relationship amongst these states, 
analogous to a hierarchical tree, similar to the way biological species are related. Until 
then most systems had, at most, only a few solutions. Ice, being particularly complex, 
has the order of 10 thermodynamic states [47]. Since the 1980's, interest in spin glass 
materials exploded, with scientists outside the condensed matter physics field becoming 
interested with applications found in the fields of protein biophysics, neural networks, 
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computer science and economics. 
However, a new twist in the development of spin glass theory was made when 
the Parisi's (mean field) solution was shown to be inapplicable to realistic spin glasses. 
What is known for sure is that spin glasses are not treatable by standard thermodynamic 
or statistical mechanics methods and new treatments are called for. 
The two Hamiltonians that are usually used to describe a spin glass are; the 
Edwards-Anderson model [48], 
N 
.Yt' = - E JijSiS j 
(i,j) 
where the sum is taken over nearest neighbours, Si = ± 1 are Ising variables and Jij are 
random (quenched) variables. In general the Jij are drawn from a Gaussian distribution 
with zero mean and unit variance. One can also choose the random couplings from a 
bimodal distribution: Jij = ±l with equal probability. 
The other Hamiltonian that is routinely used is the Sherrington-Kirkpatrick 
model [49] 
N 
.Yt' = - E JijSiSj 
(i,j) 
where the summation here is taken over all pairs of spins (Si, Sj) in the lattice with 
i =I j. The coupling constants Jij are quenched Gaussian random variables with zero 
mean and variance J IN where J is a positive constant of 0'(1) that sets the energy scale. 
We will see later that the Hamiltonian proposed in this thesis can give rise to a 
spin glass state at Iow temperatures without the requirement of random interactions. 
1.3 Arrays of Josepbson Junctions and n-rings 
In 1962, a British physicist, Brian David Josephson, predicted that it is possible 
for a current to flow across two weakly coupled superconducting materials separated by 
a very thin insulating barrier. This arrangement of superconducting circuits separated 
by a thin insulating barrier is eponymously called a Josephson Junction [50]. 
Many important applications have been found for the Josephson Junction; its 
properties are exploited in superconducting quantum interference devices (SQUIDs), 
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magnetic field sensors and to build photon or particle detectors. They can be used in 
the construction of quantum gyroscopes and as microwave detectors in the giga- and 
terahertz range. 
Arrays of superconducting rings have been shown to be a possible model for spin 
systems [51, 52, 53] since they interact antiferromagnetically upon cooling. However, 
these arrays have never shown long-range antiferromagnetic ordering [52] 
It is possible to create a Josephson Junction where the phase difference of 
the superconducting wave functions in the two electrodes differ by 7r, a so-called 7r-
junction. 
A single 7r-ring is a superconducting loop consisting of Josephson Junctions 
where at least one junction is a 7r-junction [54] and have an intrinsic phase shift of 
7r in the absence of an externally applied field or super-current [55]. If there is an 
odd number of 7r-junctions in the loop, then the phase shift by 7r in such a junction 
results in doubly degenerate time-reversed ground states created in the loop resulting in 
a persistent super-current, circulating in either a clockwise or anti-clockwise direction 
(see [54] for details) forming a magnetic moment, is created in the ring. Such orbital 
magnetic moments give rise to a paramagnetic response of the superconductor, i.e. to 
the Paramagnetic Meissner Effect [54] observed in cuprate superconductors [56, 57]. 
A chain or a planar array of electrically isolated 7r-rings could also be treated 
as a set of magnetic moments oriented perpendicular to the plane (i.e. Ising spins) and 
interacting via magnetic dipole forces (of the antiferromagnetic sign in this geometry). 
This dipole-dipole interaction may modify the values of the orbital magnetic moments 
and leads to a formation of the disordered and/or fractal structures in a one-dimensional 
chain [58]. 
Such moments are oriented perpendicular to the plane and therefore they interact 
with each other via long-range antiferromagnetic (dipole) interaction. Since such 
interactions decrease with a distance between moments as 1/ y3 , i.e. very fast, we need 
only consider interactions between the nearest and next-nearest neighbouring spins, 
i.e. there will be two constants of antiferromagnetic interaction, J and J', for nearest 
and next-nearest neighbours respectively. Of course, on a square lattice, due to the 
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dipolar character of interaction the values of I and It for arrays of n--rings are related 
as It = I /2 y"i, but here I consider a more general case, when their values are arbitrary. 
n--rings, should not have the source of disorder that is thought to be responsible 
for the absence of long-range antiferromagnetic order, and may therefore be a more 
ideal model for a spin system. However, use of n--rings for a model spin system requires 
a large number of rings and only recent advances in Josephson Junction technology 
have allowed the construction of such arrays making these tests a reality [32, 33]. 
Recently such n--rings made of a combination of different, high and low 
temperature superconducting materials were deposited on a substrate in the form of 
one- and two-dimensional arrays [32, 33]. Recently, it was also shown that the 
macroscopic ground state of a highly damped Josephson junction with the PdNi 
ferromagnetic layer shorted by a weak link mimics the n--ring [59, 60]. Such 
a n--ring behaves macroscopically as a magnetic nanoparticle with the quantised 
flux, the magnetic anisotropy axis being determined by the junction plane. Due to 
very interesting properties observed in these systems, they now attract a widespread 
attention, see also [32, 33, 61, 62, 63]. 
1.4 Adiabatic Quantum Computing 
The planar clusters of n--rings may be used in adiabatic quantum computations 
(AQC) [64] similar to those used with superconducting flux qubits. Possible 
implementation of an adiabatic quantum algorithm with such qubits have already been 
achieved at an effective temperature of 30 mK [65]. The experimental data are found 
to be in complete agreement with quantum mechanical predictions in full parameter 
space. The idea of quantum computation by adiabatic evolution is very simple and 
based on the original Feynman proposal to use an evolution of quantum system to find 
a ground state of certain Hamiltonians like the 3D Ising model, which is very difficult 
to find by other ways [66]. 
The ground state of a n--ring cluster depends on the coupling between the 
n--rings. Varying the couplings, one can obtain different ground states. For the 
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conventional planar array of If-rings studied, for example, in [32], the interaction 
between the individual If-rings is mainly of the dipole-dipole character and fixed. 
However, the introduction of an additional Josephsonjunction or a current loop located 
between the If-rings or other Josephson loops with persistent current may change 
this coupling significantly. For example, an introduction of an additional Josephson 
junction between two flux qubits, each consisting of three Josephson junctions formed 
a well controllable coupling between these qubits [67]. 
The If-ring is usuaIly considered a primary candidate for the flux qubit due to a 
long decoherence time and low noises. The detailed measurements presented in [67] 
illustrate the flexibility of this two-loop tunable coupling that may be easily changed in 
a very broad range. 
• 0 
0 C{p 
Figure 1.4: The smallest square cluster of n-rings 
is a 2 x 2 lattice. Here the value and the ratio of 
nearest-neighbour J and diagonal J' interactions 
can be controlled by the external bias current I. 
The directions of currents in the n-rings and in 
control loops are indicated by arrows, which may 
Another possible means 
of controlling the interactions 
between If-rings is by intro-
ducing an external bias current 
which is shown in fig. 1.4. 
If the currents flow along the 
pairs of the straight lines in 
opposite directions the magnetic 
field induced by these currents 
will influence the interaction 
between the If-rings and the 
ratio of the values J / J' will be 
changed. 
Clusters of If-rings may 
be described by the Ising model 
with competing interactions, the 
value and the type of these interactions depend on the coupling between If-rings, which 
be represented by Ising spins with values of s = 
±1. 
we are able to control. Thus, planar clusters of If-rings may be used for AQC if the 
problem which is intended to be; solved with the use of the AQC is encoded into the 
Ising model with the competing interaction of the finite size lattice associated with 
a planar if-ring cluster. There are many such problems that can be encoded into the 
ground state of such an Ising model that include, for example, the distribution of goods 
and wealth between customers, the travelling salesman problem, and many others. Each 
of them is characterised by its own Ising model with competing interactions with its 
own distribution of couplings between the sites of the square lattice or of the lattice of 
another type. 
The solution of the problem under consideration is related to finding the ground 
state of such an Ising model of the particular type. The AQC deals with the adiabatic 
evolution of the ground state of the planar system of if-rings from initial state to the final 
state under the slow changing of coupling constants. For the initial state we choose 
the conventional chequerboard antiferromagnetic state where there is only one type 
of coupling constant - the nearest-neighbour antiferromagnetic one. The final state is 
associated with a specified distribution of the coupling constants related to the given 
problem. The reading the distribution of the orientations of the orbital moments of the 
if-rings in the final state will give a solution of the given problem. 
Thus, the implementation of AQC with the use of the planar clusters of if-rings 
is straightforward. The matter is only to find and to determine the possible ground 
states arising in the Ising model with competing interactions at the different values of 
the coupling constants. 
1.5 Hamiltonian Investigated in this Thesis 
In this thesis I introduce the two-dimensional Ising model antiferromagnetic 
nearest neighbour and diagonal interactions. The Hamiltonian for such a system can be 
written as 
H = J E SiSj +J' E SiSj (1.2) 
(i,j)" (i,j)dn 
Here J,J' > 0, S is a two-value Ising variable s = ±I, (i,j)nn and (i,j)dn denote the 
summation over sites i and j being respectively nearest neighbours (nn) and next-
nearest neighbours (dn). The geometry of this model is schematically illustrated in 
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fig. 1.5 
J J 
J 
Figure 1.5: [sing model with nearest neighbour J and next-nearest neighbour J' 
interactions on a square lattice. Filled and open circles mean s = + 1 and s = -1. 
respectively. Here. the usual two-sublattice arrangement of spins is shown. 
This Hamiltonian is similar to, but should not be confused with either the 
anisotropic next-nearest neighbour model (ANNNI) where the horizontal interactions 
are given by J and the vertical interactions are given by JI or the Shastry-Sutherland 
model [68] where the J acts along the nearest neighbour links (shown as full lines in 
fig. 1.6), while J' > 0 acts on the diagonal links, shown as dashed in lines in fig. 1.6. 
The Hamiltonian, however, was formulated as early as 1969 [26] and its critical 
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Figure 1.6: A schematic of the Shastry-Sutherland lattice. The exchange J acts between 
sites separated by the horizontal and vertical links. which the exchange JI acts across 
the diagonal links. 
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properties studied both numerically and analytically [27, 28, 69, 70, 71, 29, 72]. 
However, the low temperature superstructures that are presented in this thesis have 
not been shown previously. 
1.6 Thesis Layout 
The layout of this thesis is as follows: 
In this chapter I have provided an outline of the history of the Ising model and its 
variants, and a brief review of n-rings and Josephson Junctions. I have also introduced 
the model that I investigate for the remainder of this thesis. 
Firstly, I will briefly review the statistical physics that is pertinent to this thesis 
(Chapter 2). 
In chapter 3, I will examine the possible phases in the smallest plaquette of a 
square lattice that incorporates all the physics of the model under investigation. I will 
show the value J / J' = 2 on a square lattice shows a tendency for superstructures to 
form, as the energy difference of the degenerate ground states is almost zero. 
I will extend the discussion of small lattices in chapter 4, to infinite square 
lattices. I will examine the energies of possible defects in the lattice and show that 
there is a critical value of J / J' where the energy of some topological defects is the 
same as an ordered state. 
Chapter 5, I will show that the transfer matrix method can be applied to the 
model investigated here. I will show how to create a transfer matrix for square and 
honeycomb lattices and explain the difficulty of doing so for hexagonal lattices. I will 
provide results for lattices up to 8 x 8 in size (the reasonable limit for todays computing 
power) .. 
The Monte Carlo method is introduced in chapter 6 where I give a brief summary 
of how the method works and how system observables can be calculated by the method . 
. "," ',' . ,. , 
I will then show the results of the simulations for square, honeycomb and hexagonal 
(triangular) lattices in chapter 7. The results will take the form of the magnetisation, 
specific heats and correlation functions. Where possible these results will be compared 
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to those obtained in previous chapters. 
Several potential order parameters are defined and investigated in chapter 7 and 
the correlations and structure factors for these order parameters are calculated in chapter 
8. We will see that there is unusual ordering in the system at low temperature on several 
different lattice geometries. 
Finally, I will conclude this thesis by showing remarkable similarity between 
the results obtained in this thesis and some results obtained experimentally. 
Some of the results presented in this thesis are published as [73, 74]. 
15 
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Chapter 2 
Statistical Physics of Spin Systems 
2.1 Review of Statistical Physics 
Before we discuss the solutions of the model Hamiltonian given in e.q. 1.2 let 
us take a quick detour to review those aspects of statistical physics that will be pertinent 
to our present discussion. 
The goal of statistical physics is the detennination of the partition function, Z, 
from which all other thennodynamic properties can be detennined. The partition is 
nonnally written as 
z = I>-Jl.n' = Tr e-J3.n' (2.1) 
(J 
where f3 = l/kBT is the inverse of the product of the temperature and Boltzmann's con-
stant, kB = 8.617 x lO-se V /K. The sum extends over all possible spin configurations, 
N, and the trace, Tr {Si}, means a sum over the discrete states of the system. For a 
2-spin Ising model, as we analyse in this thesis, we have 2N tenns in the trace, where 
N is the number of sites in the Ising lattice and we will use both expressions for the 
calculation of the partition function. 
The partition function is used to calculate the expectation of a quantity. Q, in a 
system in thermal equilibrium. 
The expectation value of the energy, (E), which is known as the internal energy, 
U, in thermodynamics, is given as 
Using e.q. 2.1 we can rewrite this in terms of a derivative of the partition 
function 
1 az 
u=---= zap 
alogZ 
ap (2.2) 
We know from thermodynamics that the specific heat at constant volume is 
calculated as the derivative of the internal energy with respect to temperature. 
(2.3) 
We also know the specific heat is related to the entropy in a system as 
as as Cv=T-=-P-aT ap (2.4) 
Combining these expressions we can derive an expression for the entropy based 
on the partition function as 
alogZ 
s = -kBP ap +kBlogZ (2.5) 
We can combine the expression for the internal energy, e.q. (2.2), and the 
entropy, e.q. (2.5), to obtain an expression for the (Helrnholtz) free energy 
kBT F(T,H) = U - TS = -I{ 10gZN (2.6) 
In thermodynamics, parameters, constraints and fields acting on a system each 
have conjugate variables which represent the response of the system to the perturbation 
of the system due to the corresponding parameter. For example, the response of a gas 
in a box to a change in volume V, is a change in pressure, p. The pressure here is the 
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conjugate variable to the volume parameter. Also the magnetisation of a magnet, rn, 
changes in response to an external magnetic field, B. 
Thermodynamics also tells us that we can calculate the conjugate variables from 
the derivative of the free energy. 
p - -G~tB 
, 
rn = (~~)T'V (2.7) 
Thus knowing the free energy of the systems allows us to calculate the effects 
of parameter variations. 
total free energy per spin 
magnetisation per spin 
internal energy per spin 
susceptibility per spin 
specific heat per spin 
f{T,H) = -9JlogZ= - (a~f)v 
rn{T,H) = - (~) T,V 
U{T,H) = e!%TI) H 
;(T,H) = (~)T = - (~)T 
"(au\ a2 f Cv{T,H) = \dfh = -Tarz 
Table 2.1: Fonnulae for calculating thennodynamic observables 
The goal is thus to calculate the partition function of a system as it allows us to 
calculate all the thermodynamics of a system (table 2.1). We will derive alternative 
expressions for the thermodynamic observables outlined above in the next section 
and this will allow us to calculate these observables directly in a, say, Monte Carlo 
simulation where the partition function is not calculated directly. 
2.2 Fluctuations and Response Functions 
The expectation values outlined in the previous section can be thought of as the 
average over time of many measurements of the same property! . For example, the free 
energy derived in the previous section is the mean free energy, the actual energy will 
fluctuate around this mean value. It is interesting to study these fluctuations as they can 
Ithis is a simplification but is adequate for our discussion here 
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give us a measurement of how the property we are observing varies over time and gives 
us a quantitative measure of the approximation we are making by only taking one mean 
value for our expectation. 
The magnitude of these fluctuations is, of course, the standard deviation. Again, 
considering the free energy 
We can calculate (f2) from the derivatives of the partition function as we did for 
(f) in the previous section as 
(f2) =! ~ J? -/ljj =! (a2z) Z't J e Z ap2 v 
We can now write an expression for the deviation in the internal energy as 
(f2) _ (f)2 =! iJ2z _ [! az] = (a210gZ) 
zap2 zap ap2 v 
Using e.q.2.3 we can write an expression for the fluctuations in terms of the 
specific heat 
(2.8) 
The standard deviation of f is simply the square root of this expression. The free 
energy of a system scales like V where V is the volume of the system whereas the RMS 
energy fluctuations scale as /V so the relative size of the fluctuations to the energy 
decreases as 1/ /V so that in a large system we can ignore fluctuations altogether. The 
limit of a large system is called the thennodynamic limit and it is the behaviour of 
systems in this thermodynamic limit we wish to understand. Unfortunately, it is not 
feasible to simulate a large enough system using Monte Carlo simulations to give a 
good approximation for the thermodynamic limit, most of the time we use the largest 
system possible for the computer power available in the hope it provides a reasonably 
good approximation for the thermodynamic limit. 
Rearranging e.q. 2.8 we can write an expression for the specific heat of a system 
in terms of the energy fluctuations. 
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This is a useful result in that it allows us to calculate the specific heat of a 
system without calculating the partition function. Calculating the energy fluctuations is 
much easier to accomplish using Monte Carlo simulations than trying to calculate the 
partition function2• 
The fluctuations in the system can be shown to depend on the size of the system 
according to 
where N is the size of the system (Le. the number of lattice sites, particles etc). 
The specific heat is not the only thermodynamic variable we can calculate using 
fluctuations in other thermodynamic variables, the magnetic susceptibility is also easily 
calculated as 
x=_(a2~) = ((M2)_(M))2) 
aB T,V ksT 
The magnetic susceptibility, X, per site is the systems linear change in magneti-
sation per site due to the application of an external applied field. 
2.3 Statistical Mechanical Measures of Structure 
2.3.1 Correlation Functions 
One can study complicated systems by treating it as a 'black box' and measuring 
its responses to external perturbations. A usual measure of this response is a change in 
the free energy, of = F [H(x)j- F [OJ. In general, the functional, F [H(x)J. includes all 
accessible information about the system. We have seen in the previous section that the 
thermodynamic observables can be viewed as derivatives of this functional. Indeed, it 
is these derivatives that we measure experimentally. 
We can divide our system up so that we can represent it as a discrete lattice 
where the field, H(x), is essentially constant at each lattice point, H(x) = H(xn ). We 
2recently a number of papers have appeared that show how to calculate the partition function using 
Monte Carlo simulations [75),[76) 
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can now treat the free energy functional as the limiting case of large (but finite) number 
of arguments i.e. F [H] = limo-+o F (HI, ... ,HN ) and so the treatment of the free energy 
as a function in the preceding sections is valid. 
By performing the differentiations of the free energy with respect to an external 
field we define the following quantities, which are called correlation functions; 
of[H] (M(x)) - oH(x) = (Si) 
of[HJ2 ((M(X2)M(xI}}) - oH(X2)oH(xJ) = (SiSj) - (Si) (Si) 
of [H]N ((M(XN)M(XN_J) ... M(xI)}} == oH( ) 0 ( ) = (Sil···SiN) (2.9) XN ... H XI 
Response functions are usually, at least in principle, measurable experimentally. 
The correlation functions derived here are referred to as irreducible correlation 
functions. Related reducible correlations are similarly defined in terms of the 
derivatives of a generating function. For a complete description of the derivatives see 
[77]. Computationally, I will refer to both forms of the correlation functions in this 
thesis, the practical difference being that the reducible correlation function does not 
have the irreducible part subtracted off. 
The most common statistical mechanical measurement of the structure encoun-
tered is the spin-spin correlation function, r(r). It is a measure of the correlation 
between spins on sites i and j, separated by rli_jl. The spin-spin correlation function is 
defined as 
In a translationally invariant system, such as the one investigated in this thesis, 
where (Si) = (Sj) we can rewrite the expression above as 
where m is the magnetisation per spin (M / N). The ( ... ) denotes a thermal average over 
all spin configurations. 
r(r) is independent of the choice oflattice site (because all sites are equivalent) 
and only depends on the separation of the sites, for a given temperature and field. (The 
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separation of lattice sites is in units of the lattice constant). For r = 0, qr) = (m2) -
(m)2 ~X. 
Away from the critical point, in the absence of magnetic ordering, the two-spin 
correlation function decays to zero since the spins become uncorrelated as r -> 00. The 
decay is approximately exponential with distance between the spins 
(2.10) 
This defines a correlation length, g, which measures the range of influence of an 
individual spin. Another way of looking at the correlation length is a measure of the 
typical size of a ordered cluster of spins (a domain). We can get a physical measure 
of this by plotting the correlation function rCri - rj) against r, the first zero of which 
gives a measure of the typical domain size. C< 
At a critical point (a phase transition) the correlation length becomes infinite as 
long range order develops, i.e. (2.10) fails, and the function typically becomes a power 
law 
q-p) ~ rd ; v (2.11) 
Also the correlation length diverges as 
(2.12) 
and the order parameter vanishes as 
(2.13) 
In a finite system the largest value the diverging correlation length can assume 
is the size of the lattice, L. So, instead of g -> 00 we have g -> L at T = Tc. Thus 
(2.14) 
which implies 
LfJ Iv m = constant at T = Tc (2.15) 
Plotting LfJ Iv m vs. T for different system sizes, L, produces curves that becomes 
size independent and intersect at T = Tc allowing us to accurately calculate Tc if the 
critical exponents are known. 
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Taking the logarithm of (2. 1 5) for two different lattice sizes Land L'. 
10g(m(L) / m(L' )) _ - f3 / T -
10g(L/ U) - v at - Te (2. 16) 
allows us to calculate both the ratio of the critical parameters and the critical 
temperature. 
Calculating the critical temperature for a range of J /1' determines a phase 
diagram for the model. 
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Figure 2.1: Plots ofe.q. 2.16 at J /1' = 2.0 for the [sing model with next-nearest neighbour 
interactions studied in this thesis, we have an estimate of - {3 / v "" 1.57. 
As an illustration of this method of calculating the location of a phase transition 
and the critical parameters I will skip ahead a little and plot eqn. 2. 16 for the 
Hamiltonian examined in this thesis (eqn. 1.2). Figs 2.1 ,2.2 show the value of 
10 ;~g LL ~ (L' on square lattices of L = 8, 12, 16. For this method of obtaining a phase 
diagram the errors in the magnetisation need to be low. In the above plots there is a 
lot of noise due to the limits on the lattice size and length of simulation. The effects of 
these will be discussed in a later chapter (chap 7). 
Throughout this thesis we will obtain the phase transition temperature by cal-
culating the peak of the specific heat. A second order phase transition is characterised 
by a discontinuity in a second derivative of the free energy and we have already seen 
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Figure 2.2: Plotsafe.q. 2. 16at J If = 2.2 far the lsing model with next-nearest neighbour 
interactions studied in this thesis, we have an estimate of - f3 I y "" 1.8. 
that the specific heat at constant yolume is given by the second derivative of the free 
energy with respect to temperature. In a Monte Carlo simulation, a phase transition can 
be seen as a peak in the specific heat as calculated using the methods outlined earlier 
in this chapter. This peak will be sharper for larger lattices and much easier quantity to 
measure than the transition on the magnetisation on the size of lattices on which we can 
run our Monte Carlo simulations. However, this is not without its difficulty. We will see 
in the next chapter where two phase transitions occur close to each other, the peak in 
the specific heat for one phase is larger and wider than the other. It is also poss ible, but 
more difficult to calculate the transition from a low magnetisation state to a high one. 
This is a characteristic of a first order phase transition and we will use this to observe 
the phase transition into a low temperature ordered state. 
2.3.2 Structure Factors 
Somewhat surprisingly, a lot can be learnt about a systems criticality by 
scattering radiation (x-rays, neutrons etc.) off it. In a standard scattering experiment., 
a well collimated beam of radiation, with a known wavelength, A. , is directed at the 
sample and one measures the intensity, I (e), of the scattered radiation at an angle e 
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from the 'forward' direction. The radiation undergoes a shift in wavevector, k, which 
is related to the scattering angle and wavelength through 
(2. 17) 
What can be derived about the sample from the scattered radiation? Well, if the 
sample were perfectly uniform (by which I mean spatially homogeneous) there would 
be no scattering at all. The scattering intensity, I (e), is determined by the fluctuations 
in the sample. For neutron scattering from a magnet, fluctuations occur in the spin or 
magnetisation density. 
We actually need to calculate the normalised scattering intensity 
l (e;T,H) 
lidea! (e) 
where I (e; T , H ) is the scattering intensity observed at e which depends on factors such 
as temperature, magnetic field etc. whi le lide.! (e) is the ideal scattering that would 
occur if the individual particles (or spins) in the sample that cause the scattering could 
be made not to interact and so become uncorrelated with each other. This nornlalised 
scattering intensity turns out to be proportional to the quantity 
S(k) = J l( r)eikr dr (2. 18) 
which represents the Fourier Transform of the appropriate real-space correlation 
function l(r). 
As the critical point is approached there is a peak in the level of scattering, 
especiaJly at low angles which correspond to one wavelength density fluctuations in the 
sample. If neutrons are scattered from iron in the vicinity of the Curie point, one sees 
a dramatic growth in the low-angle neutron scattering intensity. We see a pronounced 
peak in the low-angle scattering I (e; T) as a function of temperature and the peak 
approaches Te as the scattering angle approaches O. 
The term g(r) is the correlation among fluctuations in the order-parameter of the 
system at sites separated by r . Given two sites, i , j, we can write this correlation as 
r(i, j ) = «Si - (Si)) (s j - (Sj))) 
2S 
As the separation between i and ) increases the spins, Si and S j get uncorrelated so that 
f'(i ,) ) -> O. 
As the wave vector, k, tends either to zero or 00 the structure factor tends to 
zero. Between these two points there is a peak in the structure factor at the wave vector 
corresponding to size of the typical ordered domain, k! . By measuring the position of 
this peak we can obtain a measure of the typical domain size. 
The typical size of domains is then given by 
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R = -k' 
Thus scattering measures the density-density correlation function. 
2.4 Calculating Neighbours on Lattices 
Before starting our analysis proper, let us examine, briefly, some common lattice 
geometries, specifically how to calculate the neighbours on each lattice type. 
2.4.1 Square Lattice 
The simplest form of lattice that is representable on a computer is a square 
lattice. We can represent it as a 2D array of spins with each spin indexed by its 
X,Y coordinates within the array. It is imposs ible to represent an infinite lattice on a 
computer, therefore approximation is used. 
The easiest approximation of an infinite lattice to visualise is by using periodic 
boundary conditions on the lattice. Each boundary is wrapped around so the lattice 
becomes a torus. In this case the neighbours of site X,y are given by 
S(x±I)%L,y 
Sx,(y±I)%L (2.1 9) 
where L is the length of one side of the square lattice and % is the modulo operator J . 
Jeare mUSl be laken when using the modulo operator on negative numbers as the result varies 
from computer la computer, the neighbours are more generally writlen as «x + I )%L,y), «x + L -
1)% I,y),(x,(y+ 1)%L),(x,(y+ L- I)%L) 
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I should make a quick note to say that this method of finding the neighbours on a 
square lattice is not optimal. Knowing how arrays are laid out in a computers memory 
allows for a more efficient method of calculating the neighbours. Arrays are stored 
as contiguous memory locations in computer memory so that coordinates of a site x,y 
can be converted to a 'distance' from the beginning of the array. Different compi lers 
lay the memory differently e.g. the C programming language (and its' derivatives) 
uses so-called 'row major' layout giving an offset of x * L + y while FORTRAN uses 
'column major' format giving an offset of x + y * L. By converting a 2D lattice to a ID 
array allows a more efficient calculation of the neighbours of a site by using ' helical 
boundary conditions'. 
2.4.2 Triangular Lattice 
It is possible to simulate other lattice geometries using a similar array on a 
computer, however, care must be taken to ensure the correct neighbours are calculated. 
Fig 2.3 shows the nearest- and next-nearest neighbours on a hexagonal lattice. 
Figure 2.3: Neighbouring sites in a 
hexagonal lattice. The next-nearest 
bonds are shown as dashed Jines. 
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The 6 nearest neighbours of a s ite. 
sX,Y' on a hexagonal lattice are 
Sx± Jly , s-r,y± J 
Sx- l ,y± 1 for x odd 
Sx+ 1 ,y± 1 for x even (2.20) 
The 6 next-nearest neighbours of 
a site, S;,j . on a hexagonal lattice are 
Sx,y±2 
Sx± l ,y-1 , Sx±l ,y+2 for x odd 
Sx± l ,y- 2,Sx±l,y+ 1 for x eve(Q.21) 
2.4.3 Honeycomb Lattice 
Let us now examine a honeycomb lattice to determine the labels of the nearest 
and next-nearest neighbours on thi s type of latti ce. Fig. 2.4 shows a honeycomb lattice 
with sites labelled. From this diagram it is easy to calculate the three nearest and six 
next-nearest neighbours of any site. 
The 3 nearest neighbours of a site, 
Sx,y , in a honeycomb lattice are: 
Sx,y±1 
s.<+ I.y+ 1 for x%4 
-
0 
Sx- I,y- I fo r x%4 
-
S,,_ I,y+ 1 fo r x%4 - 2 
-
'" 
........... __ .. ---_ .. ----------
,\',0.1 
..... /.$0.,,\\ 
"0.1. , 
... ... 
S,,+ I,y_ 1 for x%4 3 (2.22) 
The 6 next-nearest neighbours of 
a site, S;,j , in a honeycomb lattice are: 
Figure 2.4: Neighbouring sites in all 
honeycomb lattice. The next-nearest 
bonds are shown as dashed lines. 
SI,y± 1 
Sx±2,y_ l , Sx±2,y fo r x%4 
- 0 
SX±2,y, SX±2,y+ 1 for x%4 -
S.d2,y , S,,±2,y+1 for x%4 2 
S,,±2,y_ l , Sx±2,y for x%4 - 3 (2.23) 
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Chapter 3 
Analysis of the Simplest Plaquette of A 
Square Lattice 
3.1 Thermal Properties of a Small Square Plaquette 
The simplest system, which may already have nontriviai features but contains 
all the physics of the model investigated here, is a cluster consisting of five sites. Such 
a cluster has a similar geometry to the square lattice, i.e. it is a site with four neighbours 
(a plaquette). Furthermore, we choose this plaquette for the further analysis because it 
also retains the symmetry and the characteristic geometry of the lattice as a whole (the 
number of nearest-neighbour and diagonal bonds are equal, see Fig. 3.1). 
3.1.1 Ground State and Possible Configurations 
The possible configurations of this 5-site plaquette are easily listed (we have 
25 = 32 configurations with different values of energy), see Fig. 3.2. 
It is possible to plot the dependency of the lowest of these states on the 
parameters JIJ', In Fig. 3.3 we plot the dependence of energies for the lowest energy 
J' J' 
J' J' 
Figure 3.1: Square p1aquette of the minimum size (with equal numbers of nearest- and 
next-nearest neighbour bonds.) 
(4} 
{4} 
Figure 3.2: Possible spin configurations of a 5-site p1aquette and the corresponding 
energies; the degree of degeneracy of each energy value is shown in curly brackets. 
Only 16 configurations with the filled circle in the centre are shown; there are also 16 
similar configurations with the open circle in the centre of the p1aquette. 
states (states I - 4) on the J I J' ratio. 
One can see that state I corresponding to the usual two sub-lattice antiferro-
magnetism (the chequerboard arrangement of filled and open circles) is favourable at 
J I J' > 2, whereas state 2 corresponding to the alternation of chains fonned by filled and 
open circles becomes favourable at a rather large magnitude of the diagonal interaction, 
J 11' < 2. Note that state E4(J I J') also passes through the intersection of E\ (J I 1') and 
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Figure 3,3: Energies of different slales of a 5-sile pJaquel/e versus parameter J I 1'. 
E2 (J I 1'). State 4 could be treated as a defect in regular lattices corresponding to states 
I and 2. So the intersection of plots at J I J' = 2 gives a clear indication of a possible 
formation of some more complicated phases near this point. Indeed, an almost zero 
barrier to the formation of defects, like domain boundaries and dislocations, is usually 
a good signature of the situation when some IOnd of superstructure could be favourable_ 
For the case of the 7r-ring cluster on a square lattice, the value of J I J' = 2/2 
and therefore the ground state must correspond to the plain an ti ferromagne tic order. 
However, at non-zero temperatures the situation is much more subtle than that. 
3.1.2 Partition Function, Free Energy And Peaks in The Specific 
Heat 
Now, let us discuss the behaviour of the plaquette at fini te temperatures. 
Knowing the set of energy levels and their degeneracy (see Fig. 3.2), we can easi ly 
write the partition function in the form (the Boltzmann constant is taken to be equal to 
one) 
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Z - 2 e --,- + 2e T + 4 + 4e"'- + 4e -.,.-- + e-----"'--[ 
4J- 4)' 4/ 2J - 1J - 4J- 4J'] 
[ 
- 41' 2J 2J 4J'] 
- 8 e-rcoshy+2coshy + 2sinhr+1 . (3.1 ) 
The free energy F and heat capacity C for the plaquette are given by stan-
dard thermodynamic formulae given in the previous chapter, F = - TlnZ and C = 
- T ($;') v' Then, the peaks in the C(T ) curves at different values of J I J' can be 
treated as manifestations of phase transitions, which are going to occur for the infinite 
lattice. From this viewpoint, let us analyse the low-temperature behaviour of the heat 
capacity. 
From the usual expression for the heat capacity 
(3.2) 
we can see that the structure of the C(T ) function is such that it is possible to get rid of 
the growing exponentials in the partition function, Z, by dividing both numerator and 
denominator in C(r ) by the largest exponential. Then, we can work with exponentials 
having negative arguments . Indeed, let 
A D 
Z = A'e"( 1 + Be- " + .. . ). (3.3) 
From eqn. (3 .2), it is obvious that C(T ) does not depend either on A or on A' . In the 
low-temperature limit, taking into account only the terms proportional to e- ¥, we find 
BD2 D 
C(T ) ~ T2 e- ". (3.4) 
Note that the terms ~ e-¥ IT are cancelled. Using expression (3.4) and condition 
dC I dT = 0, we find temperature Te corresponding to the position of the heat capacity 
peak (in the limit T --> 0) 
D 
Tc ='2' 
Let us introduce for convenience the following dimensionless variables 
T 
t = 1" 
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(3.5) 
(3.6) 
In this notation, eqn. (3.1) for the partition function can be rewritten in the 
following way 
Z=2 e-'-+2eT +4+4eT +4e-'-+e-'- . [ 
4a- 4 4 2a - 2a - 4a- 4] (3.7) 
As mentioned above, to analyse the low-temperature limit, it is reasonable to 
retain only growing exponentials in eqn. (3 .1 ) or (3.7). Thus, we get 
Z",,2 e-,-+ 2e T + 4eT . [ 4a-4 4 2a ] (3.8) 
At a = f > 2, we can write the partition function in the form similar to (3.3) 
(3.9) 
whereDI = 2J-4J'. 
In the case a = f < 2, we find 
(3. 10) 
where D2 = 41' - 21. 
As a result, using (3.5), we find the following positions of the heat capacity 
peaks in the low-temperature limit 
a =2+ t, a > 2. (3.11) 
a=2-t, a < 2. (3.12) 
The dependence of the specific heat at the different ratios J / J' is presented on 
the Fig. 3.4. One may see that at the value J/ J' = 2.,fi, i.e. when there is only the 
dipole-dipole interaction between magnetic moments, there is one very broad peak in 
the specific heat. Such a broad peak means that if there is a phase transition in such a 
system, then it will have more a crossover character than a real thermodynamic phase 
transition. 
It is interesting to note that when the ratio J / J' decreases there arises another, 
second even broader peak, see fig. 3.4, in the specific heat. In comparison, a 
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specific heat dependence on the temperature for a conventional two-dimensional Ising 
model has only one sharp peak associated with the phase transition between ordered, 
antiferromagnetic and disordered state. The one broad peak might be a transformation 
of such a peak associated with the frustrations induced by dipole-dipole interaction. It 
is natural to assume that such frustration could result in a broad crossover between the 
ordered and disordered state. 
Plotting the positions of heat capacity max ima in the t - a plane yields a kind 
of phase diagram for a small plaquette. Indeed, the positions of C(t , a) peaks could 
be related to the actual phase transitions occurring in infinite systems. Such a phase 
diagram for the plaquette under study is shown in fig. 3.5. Note that at a < 2, the lowest 
energy corresponds to state 2 in Fig. 3.2 (chai ns of spins with the same direction), 
whereas at a > 2, state I (two sub-lattice antiferromagneti sm) is the most favourable. 
However, at non-zero temperatures, there is no boundary between these two phases. 
Instead, we have a whole quadrant in the t - a plane (with the vertex at point (0, 2)), 
where one could expect numerous phases in the infinite lattice, intermediate between 
the two sub-latt ice and chain-like structures. The situation is very much like that of 
the ANNNI model [22l, where the "devil's staircase" of different phases arises at finite 
0.00014 
0.00012 
0.0001 
" 
Be-05 
J 6<-05 
4< -05 
2r-Q; 
0 
,,'" 
'J.'J. 
0.1 I 
I = T / JI 
10 
Figure 3.4: The dependence of the specific heat C(t , a) on the temperature t = T / l' for a 
5-sile plaqueue calculaled al different values of the ralio J / 1'_ 
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temperatures between two main phases existing at zero temperature. Region 3 within 
this quadrant is bounded by a curve corresponding to the positions of an additional 
(high-temperature) peak in the temperature dependence of the heat capacity. So, this is 
another indication that in the infinite system, one should expect in this range a phase 
with a certai n kind of ordering, maybe quite unusual, rather than simply a disordered 
paramagnetic phase. For illustration, we present here also a three-dimensional plot 
of heat capacity C(t , a) (see Fig. 3.6) corresponding to the phase diagram shown in 
Fig. 3.5. 
To summarise, for the plaquette cluster, the antiferromagnetic ground state (l) 
having the zero entropy (non-degenerate) is very difficult to reach. So the system is 
practically always disordered due to a proliferation of defects (4), see, Figs. 3.2 and 
3.3. However, the broad peak in spec ific heal indicates that a true phase transition may 
arise for large system of tr-rings. 
3 r---.---.----r---r---,---,~--r_--._--._--~ 
2.5 
TIJ' 
2 
\.5 
0.5 
3 
2 
°0~--~----L---~--~2~~----~3--~----~4----L-~5 
JIJ' 
Figure 3.5: Phase diagram (positions of (he heat capacity peaks) for a 5-site plaquette in 
the ( - a plane. Region I corresponds to state I of the plaquette (see Fig. 3.2), region 
2 could be related to state 2 of the plaquette. In region 3, one could expect for the 
corresponding infinite square lattice multiple phases (similar to those in the ANN NI 
model) or a phase with a complicated spin ordering. 
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Figure 3.6: A lhree-dimensionai plOI of hear capaciry C versus r = T / l' and Cl: = J / 1', 
which corresponds co lhe phase diagram shown in Fig. 3.5. 
3.2 Exact Solution for Small Lattices 
In the previous section we iterated all the possible energy states for the 5 site 
plaquette, see Fig. 3.3. For a small lattice (less than "" 5 x 5 sites), it is possible to 
list the different configurations of the system and calculate the macroscopic quantities 
exactly. For example, in a 3 x 3 site lattice we find I I non-degenerate states and can 
rather easily reproduce the analysis of the minimum of energy but due to its small 
size this is of limited value. For a 5x5 site lattice (which has 225 "" 3 X 107 distinct 
configurations that can be enumerated to calculate the partition function) there are 
161 non-degenerate energy levels and thus the analysis of the previous paragraph is 
impractical. 
Numerically, we can easily calculate the partition function for these small 
lattices and differentiate the partition function numerically using a finite difference 
scheme, eqn. 3.13. 
I (x) "" /11+ 1 ~/"- 1 
If (x) "" /11+1 - ;;" + /11- 1 (3. 13) 
To calculate the energy of each of the 2N x N states we can convert the state 
(0 . . . 2N - I ) into a base 2 number where the 0,1 digit of the binary form corresponds to 
an up or down spin in our Hamiltonian. For example, a 2 x 2 lattice has 24 = 16 distinct 
configurations that we label O ... 15. Converting these state labels to binary we have a 
configuration of 0 and I (or up and down spins) for each state. 
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Configuration State State Config uration State State 
0 0000 ++++ 8 1000 -+ + + 
I 0001 +++ - 9 1001 - + + -
2 0010 ++ - + 10 1010 - + - + 
3 0011 + + - - 11 1011 - + - -
4 01 00 + - ++ 12 1100 - - + + 
5 0101 + - + - 13 1101 - - + -
6 0 11 0 + - - + 14 111 0 - - - + 
7 0 111 + - - - 15 I I II - - - -
Table 3.1 : Possible configurations of a 2 x 2 lallice illustrated by convening the binary 
form of the spin configuration ineo spin scates. 
The energy states of this trivi al latti ce are shown in Fig 3.2. 
Knowing the energy states in the lattice we can easily calculate the panition 
function as 
Z = 2 (41 + 21') + 8 (0) + 4 (- 2]') + 2 (-41 + 2]') 
and thus any system property we wish. The specific heat (and the phase diagram 
determined by the peaks in the specific heat) are shown in fig . 3.8. 
The differences between the two phase diagrams in fig. 3.8 are startling as is 
the di fference between them and the phase diagram for the 5-site plaquette. For one 
thing the critical value of 1 / 1' is no longer 2! This is due to so-called surface effects 
In 
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Figure 3.7: Energy states in a (trivial) 2 x 2 square lattice. 
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Figure 3.8: The specific heal and che phase diagram (decemlined the peaks in the specific 
heat) on a 2 x 2 square lattice. Tn the figure on che top T have noc used periodic 
boundaries whereas periodic boundaries were included in the bottom figures. 
(i.e. to non-equal numbers of J and J' bonds) which ace minimised but not removed by 
using periodic boundary conditions. In the 5-site plaquette we have equal number of J 
and J' bonds. this is not the case for the 2 x 2 lattice here. In this case the ratio of J to 
J' bonds is 2 without periodiC boundary conditions and 6/ 7 with periodic boundaries. 
Using larger lattices minimises these surface effects but we require an infinity lattice 
to remove them entirely. We can easily see the difference larger lattice sizes make by 
plotting the specific heat and phase diagram for 4 x 4 and 5 x 5 site lattices, fig. 3.9 and 
3. 10. 
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Figure 3.9: The phase diagram of a 4 x 4 lattice cal culaced using periodic boundaries. 
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Figure 3.10: The phase diagram ora S x 5 laC/ice calculated using periodic boundaries. 
We can see from the plots of the specific heat for 4 x 4 and 5 x 5 lattices that 
the low temperature superstructures are still present. These are the result of the model 
we are investigating and so are expected here. However, the location of the critical 
parameter J 11' is not as we expect from our analysis of the 5-site plaquette. This is 
entirely due to the surface effects as discussed for the 2 x 2 lattice. 
In later chapters we will use approximate methods to calculate the phase diagram 
of larger lattices where surface effects are minimised. 
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Chapter 4 
Thermodynamics of Infinite Square 
Lattices 
40 
In the last chapter I examined the minimal plaquette on a square lattice that 
retains all the physics of the system and showed that there is a low temperature region 
that does not exhibit large scale ordering. I then extended this analysis to small lattices 
where these regions were also seen. 
I will extend the discussion of the previous chapter to an infinite square lattice 
and examine the possible defects that may arise and how they may be manifest in the 
system. 
4.1 Qualitative Analysis of an Infinite Square Lattice 
Let us now discuss the poss ible spin configurations corresponding to Hamilto-
nian (1.2) for the infinite square lattice. We will limit ourselves in this discussion to 
infinite square lattices but the analysis here is applicable to other geometries. 
Two configurations with the lowest energy per site are shown in Fig. 4. 1. 
------------------------------------------- ----------------- --- ---
" 
., 
Figure 4.1: Two types of spin ordering corresponding CO the lowest energy states 
for the square lattice with antiferromagnetic nearest neighbour J and diagonal l' 
interactions: (a) two·sub-Iattice anciferromagnetism (diagonal stripes) and (b) chain-
like antiferromagnetic ordering (horizontal slripes). The rotation of configuration (b) 
by 9(J' gives vertical stripes with the same energy. 
For diagonal stripes, we gain energy at nearest-neighbour interactions and 
loose energy at diagonal bonds, hence this configuration is the most favourable at 
J I l' » I. For the horizontal (and vertical) stripes, the main energy gain comes from 
the diagonal neighbour, and it becomes favourable at large values of J' (J I J' « I). The 
corresponding energies (per site) are 
Eds = - 2J + 21' for diagonal stripes, (4. 1) 
Ehs = - 21' for horizontal (vertical) stripes . (4 .2) 
The transition between diagonal and horizontal stripe states (Eds = Ehs) occurs 
at J /1' = 2. These two configurations are shown in Fig. 4. 1. 
Let us now discuss the possible types of defects and phase boundaries, which 
could arise in our model. 
First, let us analyse the state with horizontal or vertical stripes. The most natural 
defect for this state is just the boundary between the domains corresponding to vertical 
and horizontal stripes (see Fig. 4.2). 
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Figure 4.2: Domain boundary between horizontal and vertical stripes (horizontal or 
vertical boundary). 
Let us now calculate the energy (per site) for the fl at portion of this domain 
boundary. We take a 4-site plaquette around point A in Fig. 4.2 and calculate energies 
of sites numbered from I to 4. Thus, we have 
I [ '] , EI =23J - J - 4J = J - 21 , 
I [ " ] E2 = 2 21 - 2J - 2J + 2J = 0, 
I [ "] E3 = 2 21 - 2J - 2J + 2J = 0, 
I [ '] , E4 = 2 J - 3J - 4J = - J - 21 , 
Efp = ~ [EI +E2+E3+£4] = - 1'. (4.3) 
The factor 1/ 2 arises due to double counting of the bonds at each site. 
The same calculation can be performed for the corner portion of this domain 
boundary (see four sites surrounding point B in Fig. 4.2). After the procedure similar 
to that used to arrive at eqn. (4.3). we find 
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Eep = - 1'. (4.4) 
So, we see that Eel' = E Jp, that is, kinks at the domain boundary do not cost 
additional energy. This means that at finite temperatures, the formation of polygonal 
domain boundaries could be favourable from the viewpoint of the configurational 
entropy. 
In addition to the domain boundaries along the vertical and horizontal axes, it is 
possible to consider also a diagonal domain boundary illustrated in Fig. 4.3. 
Again, calculating the energies of four sites surrounding point A in the left panel 
of Fig. 4.3 , we find 
(4.5) 
So, we see that the diagonal domain boundary has even lower energy than the 
vertical and horizontal boundaries. The corner point of this kind of domain boundary 
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Figure 4.3: Diagonal domain boundary between (he phases with horizontal and vertical 
stripes (left panel) and the corner portion for this type of domain boundary (right panel). 
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is illustrated in the right panel of Fig. 4.3, the energy per site for this corner point can 
be found by considering the neighbour of site A in the right panel of Fig. 4.3. Thus, we 
have 
E cp- d = - 21' + 1. (4.6) 
At large 1', this energy can be even smaller than that given by eqn. 4.5. 
In add ition to the domain boundaries, there are also dislocations of the type 
shown in Fig. 4.4. 
Calculating the energy of four spins around point A in the left panel of Fig. 4.4, 
we find that the energy of such a dislocation per site is 
Edisf = - J. (4.7) 
The corresponding type of dis locations also exists for the phase with diagonal 
stripes, see right panel of Fig. 4.4. Again, calculating the energy of four spins around 
point A in the right panel of Fig. 4.4, we find that the energy of the dislocation equal 10 
that for the dislocation shown in the left panel of Fig. 4.4 
(4.8) 
/I f-- !\ /l: ~ ~ 
- - - - it - A -i - - - - - - - - r- -/'< -J - - - - -
~ 
:--- V '( t::-- [Y 
Figure 4.4: A dislocation (shift by one lattice constant) in the phases with horizonlal and 
vertica l wipes (Iefl panel) and wi th diagonal slripes (right panel) . 
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Now, let us consider the energy of phase boundaries between phases with 
horizontal/vertical and diagonal stripes. Two types of such a boundary are illustrated in 
Fig. 4.5. 
Following the same procedure of calculating the energies of four sites around 
point A both in Fig. 4.5 Ca) and Cb), we find the values of energy per site corresponding 
to phase boundaries I and 11. Thus, we have 
3 I 
-z1+ J , 
= O. (4 .9) 
The energies of all phases and defects per site are summarised in table 4.1 and 
plotted in fig . 4.6 from which we can see that the crossing point of energies for phases 
with diagonal and horizontal/vertical stripes (J ! l' = 2) is also the crossing point for 
the energies of di slocations. On the other hand the entropy of a state with the defects 
is significantly larger than the entropy of disordered state. This implies, of course, the 
possibility of the creation of dislocations near the crossover between these two phases. 
Therefore, at non-zero low temperatures the defects described above will proliferate 
into the ordered anti ferromagnetic and stripe states. The proliferation phenomenon 
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(a) phase boundary I Cb) phase boundary 11 
Figure 4.5: Boundaries between phases with diagonal stripes and (a) horizontal and (b) 
vertical stripes. 
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Figure 4.6: Energies of different phases and defects for the square [sing lattice with nearest 
neighbour and diagonaJ interactions versus parameter a = J / 1'. 
Ediagonal stripes = - 2J + 21' 
Ehorizontal stripes = - 2J f 
Ehori zontal (stripe) domain boundary = _ Jf 
Ediagonal (stripe) domain boundary = - ~Jf 
Ecomer (stripe) domain boundary = J - 2Jf 
Edislocat ion = - J 
Ephasc boundary I = - ~J + Jf 
Ephasc boundary 11 = 0 
Table 4.1: Defect energies in an infinite square lattice. 
happens in a broad range of the parameter a. Even for the case of the planar array of 
the ,,-rings, when the value a = 2 y'2, we expect that the proliferation of the defects 
will strongly modify the ordered antiferromagnetic state. The similar possibility was 
also revealed in the analysis of thermodynamics of as-site plaquette. 
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Chapter 5 
Transfer Matrix Method 
In this chapter I will show how the transfer matrix for a 20 Ising model can 
be derived and how one can calculate the panition function by numerically calculating 
the largest eigenvalue of the transfer matrix. I will then discuss the limitations of the 
transfer matrix method before extending the method by introducing the next-nearest 
neighbour interactions that we have been studying in this thesis into the Hamiltonian 
and derive a new transfer matrix. 
We start by writing out the Hamiltonian for the 20 [sing model with isotropic 
nearest neighbour interactions, J, and external magnetic field, H, 
Ye> = JE (Ui,jUi+ l,j + Ui,j Ui,j+l ) + HE si 
i,j 
(5. 1) 
As a illustrative example of the derivation of the transfer matrix method I will 
write out all the terms in this Hamiltonian in terms of the columns in the lattice grouping 
the inter-column and intra-column interactions. 
0'1 , 10"1 ,2 + 0'2 ,10'2,2 + 0'3,10'3,2 + j=1 
0'1 ,2 0'1 ,3 + 0'2 ,20'2 ,3 + 0'3,20'3,3 + j=2 
+ + + j = 3,4, ... 
0'1 ,10'2,1 + 0'2, 10'3 ,1 + 0'3,10'4,1 + j=1 
+J 0'1 ,20'2 ,2 + 0'2,20'3,2 + 0'3,20'4 ,2 + j=2 
+ + + j = 3,4, ... 
0"1 , 1 + 0'2,1 + 0'3,1 + j = I 
+H CJl ,2 + 0'2,2 + 0'3,2 + j=2 
+ + + j = 3,4, ... 
It is useful at this stage to introduce notation for the terms for the inter- and 
intra-column interactions as 
N 
E (J1j ,J1k) - - } L ai,jai,k 
;= 1 
N N 
- } '\' (J' ' 0" + 1 . - H '\' (J .. i...J I .) ' .j J...., , ,) (5.2) 
;= 1 ;= 1 
Here I denote J1j as the the set of spins in a column of the lattice, 
Il j = { al ,j,"" ai,j, ai+\ ,j'" aN,j} and J1k as the selS of spins in the adjacent column. 
as 
Thus the Hamiltonian is now simply written for the configuration {J1I , ... , J..l1I} 
N 
.Yt'= L [E(J..lj,J1j+ l) +E(J1j)] 
j=1 
(5.3) 
and the partition function as 
N 
Z(.Yt',T) = L '" L exp{ - ,8 E [E (J1j, J1j+l) + E (J1j)) (5 .4) 
/ll /IN j = I 
We can now define a transfer matrix with elements 
(5.5) 
which is a 2N x 2N matrix, due to the fact we are dealing with 1/2 spins. The size of the 
transfer matrix depends on both the degree of freedom of the spins on each sites and on 
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the range of interactions of the spins, e.g. for the nearest neighbour q state Potts model 
(where the spins Si may have q distinct states, unlike the 2 states of the Ising model) the 
matrix is qN x ~. 
So replacing our transfer matrix into the expression for the partition function 
(5.4) we have 
(5.6) 
The partition function , Z(YC', T), is a matrix product. Performing thi s product 
corresponds to performing the trace over Jlr 
Z(YC' , T) = TrTN (5 .7) 
To illustrate the transfer matrix method, let us look at a 3 x 3 lattice and construct 
the transfer matrix. Even with this limited lattice our transfer matrix consists of 8 x 8 
elements and is enough to demonstrate how to construct the matrix. 
We list all the possible states of the Jlj vector as 
Jlj = (m!, (TT1 \' (TlT!, (Tll!,(lTT!,(lTl! , (W\' (lll! 
where the states T, 1 represents an 'up', + I , spin and a 'down' , - I spin. The Jlk 
vector consist of similar states. 
We can now write out an expression for the first (I , I ) element of the transfer 
matri x using eqn. 5.5. If we list the states of Jlj and Jlk as above we have Jlj=1 = (TTT! 
and Jlk=1 = !TTT) and using eqn. 5.5 we have: 
(Jlj=J! T !Jlk=l) = exp(- /3 [E (Jlj=I,Jlk=d + E(Jlj=dJ) 
exp ( - /3 [-J t Gi,j=1 Gi,k=1 - J t Gi,j=1 Gi+l ,j = I]) 
1= 1 1= 1 
- exp(- /3 [-J (GI,IGI ,1 + G2,IG2,1 + G3,10"3,1) 
- J ( 0"1 ,10"2,1 + 02,1 0"3,1 + 0"3,1 0"1 , I)]) 
- exp ( -/3 [-J (TT + TT + iT) - J (TT + TT + TT)]) 
- exp (6/3J) (5.8) 
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Figure 5.1: Interactions between laltice clumsy in the 2D Ising model that define !he 
transfer matrix. 
In the last step I substituted + I for the state T and - I for the state 1. The matrix element 
(i ,2) is obtained by using the first state in the /1j list, (iTn and the second in the /1k 
li st, I TT 1), giving exp(-{3 [-J(TT + TT + T 1) - J(Tj + TT + TT)]) = exp(4{3J). We 
can then create a transfer matrix for our 3 x 3 lattice as 
/1j = (HT I (TTlI (T 1 T I (T 111 (HT I (l T 11 (UT I (UlI 
J.lk = I TTT) e6{JJ eO eO e- 2{JJ eO e- 2{JJ e- 2{JJ e6{JJ 
I TT 1) e4{JJ e2fJJ e- 2{JJ eO e- 2{JJ eO e- 4{JJ e4fJJ 
IT 1 1) e4{JJ e- 2fJJ e2{JJ eO eO e- 4{JJ eO e2fJJ 
I Tll) e2{JJ eO eO e2fJJ e- 4{JJ e2{JJ e- 2{JJ e4fJJ 
I HT) e4{JJ e- 2{JJ e- 2{JJ e- 4{JJ e2{JJ eO eO e2{JJ 
11 Tl) e2{JJ eO e- 4{JJ e- 2{JJ eO e2{JJ e- 2{JJ e4{JJ 
11lT) e2/3J e- 4{JJ eO e- 2/3J eO e- 2/3J e2{JJ e4fJJ 
I Ul) eOfJJ e- 2{JJ e- 2{JJ e2fJJ e- 2fJJ eO eO e- 6fJJ 
Listing the eigenvalues of the transfer matrix in descending modulus we can 
write the trace as 
TrTN At + A~ +?f + ... + AI: 
-
( AN?f ) At 1 +~+At+··· (5.9) 
It is obvious that in the thermodynamic limit (N --> 00) the largest eigenvalue 
dominates. So in this limit our partition function becomes 
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The transfer matrix belongs to a class of matrices that have a non-degenerate, 
positive largest eigenvalue (the Perron-Frobenius theorem I ) . It is not necessarily the 
case that the eigenvalues A.;;o1o are real but the equations derived in this chapter remain 
valid nonetheless. 
Calculating the largest eigenvalue analytically for arbitrary size lattice is highly 
nontrivial, especially since the transfer matrix is not always symmetri cal (and, as in the 
case of the Hamiltonian studied here, is usually non-symmetric due to the next-nearest 
neighbour interactions). Fortunately, several algorithms exist for calculating the largest 
eigenvalue of a matrix numerically. Perhaps the easiest method to use in this case is the 
Power method. An excellent description of th is method is given in [78]. Here, I wi ll 
outline the method briefl y as described there. 
Consider the generalised eigenvalue equation 
where Ak are the eigenvalues and Vk the corresponding eigenvectors. We can take any 
vector, x, and write it as 
N 
X = L CkVko 
k= 1 
assuming that x is not orthogonal to any of the eigenvectors, Vk. 
The Power Method states that the eigenvector corresponding to the eigenvalue 
with largest absolute value is given by 
M"x 
VI = IIM"xll 
as 11 -> 00. We can iteratively compute M"x until the value of V I has converged to the 
required accuracy. Given V I we can simply calculate the eigenvalue AI as 
To calculate some observables, we require the eigenvalue and eigenvector with 
second largest absolute value. It is possible to obtain this from the Power method by 
1 In this context it is often referred to as the Ruelle-Perron-Frobenius theorem where the leading 
eigenvalue corresponds to the thermodynamic equilibrium of a dynamical system 
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forming a new matrix 
I A) ( T) M = M --T- v)v) 
v) v) 
This matrix has the same eigenvalues and eigenveclors as the original matrix but ~ has 
been replaced with O. This process is known as deflation and is really on ly useful for 
obtaining the first 2 or 3 eigenvalues, beyond that there are more efficient algorithms. 
Our free parameters in the transfer matrix are the exchange ratio, J / 1', and 
the temperature, T so we can create the transfer matrix at each value of (J /1', T). 
Calculating the largest eigenvalue at each (J /1', T) allows the partition function to 
be calculated as a fu nction of the free parameters. In the next section I will discuss 
how various thermodynamic properties can be calculated and thus a phase diagram 
calculated. 
The usefulness of the transfer matrix method depends on whether or not the 
matrix can be diagonalised analyticall y or numerically. The longer the range of 
interactions in the lattice the larger the matrix wi ll be and so calculati ng the eigenvalues 
may be prohibitively expensive. In this case other methods are more applicable such as 
renormalisation group and its variants or Monte Carlo simulations. 
5.1 Calculating Thermodynamic Properties Using the 
Transfer Matrix Method 
Once the partition function has been calculated, other thermodynamic quantities, 
such as the free energy, specific heat, correlation fu nctions etc can be calculated. Before 
discussing how to add the competing interactions to the model in the preceding section 
[ will show how thermodynamic properties of spin systems can be calculated from the 
transfer matrix approach. 
Remembering our discussion of statistical physics in a previous chapter, we 
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recall that the free energy is written as 
ff = -KBT lim 10gZN 
N_~ 
-KBT ~~~ Iog (At (I + ~ + ... )) 
Thus for N -+ 00, (~) N -+ 0 and so 
ff = - KBTlogAt (5.10) 
We have seen previously that the specific heat can be calculated from the free 
energy according to 
If we calculate the eigenvalues numerically, as is often necessary, we need to perform 
the differentiation numerically also. 
c = - T.. (F; - 2F;- 1 +F;-2) 
V;_ I ,- I aT (5 .11 ) 
We can draw a phase diagram for the system from a knowledge of the peaks in 
the specific heat. 
It is not necessary, in general, to calcu late the whole spectrum of eigenvalues for 
the transfer matrix, only the eigenvalue with largest modulus is necessary to calculate 
the free energy, specific heat and thus a phase diagram. 
Other quantities of interest, however require knowledge of second largest moduli 
eigenvalues. For example, the correlation length can be written as 
): _1 (1..1) 
., = - log Ao (5. 12) 
5.2 Ising Model with Competing (Diagonal) Interac-
tions 
We can now extend the formulation of the 2D, spin 1/ 2, Ising model in the 
previous sections to include the nearest-neighbour interactions under investigation in 
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this thesis. Using this formulation we write our Hamiltonian as 
.Yt' = - JLO'i,j O'i,j+ 1 + O'i,jO'i+ l,j 
itj 
- 1' L O'i,j O'i+ l ,j+ 1 + O'i,j O'i+ I,j_ 1 
i,j 
(5 .1 3) 
where the summation is over all poss ible configurations, O'i,j ' Using the notation 
introduced earlier, terms E ()1j, )1j+ l ) and E()1j) are now written (using the extra 
competing interaction) as 
N 
- J L O'i,j O'i,k 
;= 1 
N 
- 1' L ( O'i,j O'i+ l,k + O'i+ I ,j O'i,k) 
;= 1 
N N 
- J L O'i ,j O'i+ I ,j - H L O'i,j 
;= ) ;= 1 
(5. 14) 
Again , )1j denotes the set of spins in a column of the lattice )1j == { O'I ,j , 0'2,j' .. O'N,j} . 
As in the case of the ' nearest-neighbour' Ising model, we can visualise the interactions 
between sites as in fig 5.2. To show that this new term includes al l the terms of the 
Hamiltonian let us write out the terms: 
• • • 
• ° ik , 
Figure 5.2: Interactions between lattice columns in the 2D [sing model with next-nearest 
neighbour interactions that define the transfer matrix. 
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.Yt' = -J 
-1' 
-J 
-H 
<JI, I <JI ,2 + <J2, I <J2 ,2 + <J3, I <J3,2 + 
<J, ,2 <J, ,3 + <J2,2 <J2,3 + <J3,2 <J3,3 + 
+ + + 
<JI , I <J2,2 + <J2, I <J3,2 + <J3, I <J4,2 + 
<J2, I <J1,2 + <J3, I <J2,2 + <J4, I <J3,2 + 
+ + + 
<JI ,2 <J2.3 + 02,2 <J3,3 + <J3,3 <J4,3 + 
02)~ J + ~)02J + ~)~J + 
+ + + 
<J1, 1<J2,1 + <J2,1<J3,1 + <J3,1<J4,1 + 
<J, ,2 <J2,2 + <J2,2 <J3,2 + <J3,2 <J4,2 + 
+ + + 
0'1,1 + <J2,1 + <J3,1 + 
0'1,2 + <J2,2 + <J3,2 + 
+ + + 
We can see that the crossing terms we added do contain all the interactions in 
the Hamiltonian, 5. 13. 
We can now follow the procedure introduced in the last section for calculating 
the partition function for this Hamiltonian. 
The peaks of the specific heat are plotted in figs. 5.3-5.4. We can see from 
fi g. 5.3 that the phase diagram (from the peaks in the specific heat) calculated using the 
transfer matrix method is the same as that calculated exactly in figs . 3.9 - 3. 10. The 
low temperature phase boundaries in the smaller lattices are due to the surface effects 
mentioned in chapter 3. The 8 x 8 lattice contains too many sites to calculate the phase 
diagram exactly but is large enough that the surface effects seen in the smal ler lattices 
are minimised (surface effects are minimised by using a larger lattice size) . 
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Figure 5.3: Phase diagrams for different size square lattices. We can see that the critical 
J / J' value is different for the different lattice sizes, this is due to the surface effects 
mentioned in chapter 3 
5.3 Other Models and Geometries 
We are not limited to using the transfer matrix method to solve the model 
on square lattices. Indeed, any lattice where the interactions are limited to adjacent 
columns in a lattice can be solved in a manner si mi lar above. 
5.3.1 2D Ising Model with Next-Nearest Neighbours on a Honey-
comb Lattice 
Following the logic we set out for creating a transfer matrix for a square lattice 
we can see that the important interactions for a honeycomb lattice exist between 
adjacent columns in the lattice. Fig 5.6, shows the interactions, to avoid double 
counting of these interactions I only show the minimum used to construct the transfer 
matrix. 
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Figure 5.4: Phase diagrams for an 8 x 8 lattice calculated by the transfer matrix method. 
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Figure 5.5: Specific heat on an 8 x 8 square lattice with next-nearest neighbour interactions 
computed by the transfer matrix. 
Again, following the notation as for square lattices set out earlier in this chapter 
we can write 
N N N 
E{J-I.j) - J L eJ;,j eJ;+ I,j + 1' L eJ;,j eJ;+ 2,j + H L eJ;,j 
;= 1 ;= 1 i= 1 
N N 
E (J-I. jlJ-l.k) - l' L <Y;,j eJ;,k + 1' L eJ; ,j eJ;± 2,k 
;= 1 ;= ) if i%4= 1 or 2 
N N 
+ JLeJ;,jeJ;- I,k + JLeJ;,jeJ;+I,k (5.15) 
;= 1 if i%4= 1 ;= 1 if i%4= 2 
The phase diagram for this model on a honeycomb lattice, obtained from the 
peaks in the specific heat (fig. 5_7), is shown in fig. 5.8 from which we can identify a 
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Figure 5.6: The imponant (nearest and next-nearest neighbour) interactions on a 
honeycomb lattice are between adjacent columns in [he latcice allowing a transfer matrix 
approach to solving the latcice (only Chose interactions that are included in e.q. 5. 15 are 
shown here). 
critical temperature of J / J' "" 4. 
We have seen already in this chapter that the square lattice was adequately 
described by an 8 x 8 transfer matrix. In a later chapter I will present the results 
of Monte Carlo simulations where we will see that the honeycomb lattice is also 
adequately described by an 8 x 8 lattice. 
0.0005 
0.0004 
0.0003 
0.0002 
0.000 I 
o 
5 
6 T/ }' 
Figure 5.7: Specific heat of a 2D [sing model on a honeycomb latcice wiCh next-nearest 
neighbour interactions computed by Che transfer matrix meChod. 
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Figure 5.8: Phase diagram (peaks in the specific heat) of a 2D ising model with next-
nearest neighbour interactions computed by the transfer matrix method on an 8 x 8 
honeycomb lattice. There are actually two ordered phases separated by the critical 
temperature J / l' "" 4. 
5.3.2 2D Ising Model with Next-Nearest Neighbours on a Triangu-
lar Lattice 
We have seen that it is possible to construct the transfer matrix for square and 
honeycomb lattices as the nearest and next-nearest neighbour sites lie on adjacent rows 
of the lattice. This is not the case for triangular lattices as the nearest and next-nearest 
neighbour sites lie on adjacent but one rows in the lattice. The transfer matrix in this 
case would be a 3D matrix and its construction is highly non-trivial. Fortunately, there 
are other methods available for us to analyse the Hamiltonian on thi s lattice and we will 
use some of them later in this thesis. 
59 
60 
Chapter 6 
The Monte Carlo Technique 
The calculation of the partition function for the Hamiltonian under investigation 
in this thesis is impractical, if not impossible, even for the most modest size lattices as 
the number of terms involved is truly enormous e.g. for the Ising model with competing 
interactions investigated here on a 50 x 50 lattice the number of term is ?500 "" 10753 
which would require the diagonalisation of a 10753 X 10753 matrix . 
The goal of the Monte Carlo method is to simulate the random thermal 
fluctuations of the system from state to state. This is achieved by directly creating a 
series of states where the probability of being in a particular state is proportional to 
the the probability of finding that state in the real system. A naive random sampling 
of states would not work since many states will contribute very little, if anything, to 
the calculation of the partition function since the relevant region in phase space is quite 
small and too rarely hit by random sampling. So the goal of Monte Carlo simulations 
is to determine those states that contribute to the sum so that only a fraction of the total 
number of contributions need to be sampled thus allowing the partition function of large 
lattices to be approximated. Here we use a techn ique known as importance sampling 
which selects states, cri, according to their Boltzmann weight 
P[cri] cc exp (- !3H[cri]) 
Here, P[cr;] is the probability of state cri being sampled. 
In mathematical terms, a Markov chain of possible states is created 
W ,W /fW 
. .. (Ji ~ (Ji ~ (J'i -----+ .. . 
where the transition operator, ~, satisfies the conditions: 
a) W (cri ---> cr[) 2: 0 for all cri, crf 
b) LIf W (cri ---> cr[) = I for all cri , 
c) La; W(cri ---> cr[) P[cr;] = P[crfl for all cr/ 
A simpler sufficient condition of detailed balance is often used in place of (c) 
P[ cr;] W (cri ---> cr/) = P [ crfl W (crf ---> cri) 
Expectation values may be estimated (after a sufficient initial equilibration time) 
as an arithmetic mean over this Markov chai n 
I N 
< H >= LH[cr;] P[cr;] = - L H[cri]j 
a; N j = ) 
There are two physically different mechanisms that may drive the dynamical 
evolution in a Monte Carlo simulation of, say, a spin system. 
Spin-Flip dynamics: A spin at site Si is flipped in one time step (Si ---> -Si). In 
this way the total magnetisation is not conserved. 
Kawasaki dynamics: A spin at site Si is exchanged with one of its neighbours, 
Sj, in one time step (Si ---> Sj). In this type of dynamics total magnetisation is 
conserved and is often referred to as the conserved order parameter (COP) model. 
The algorithms used in spin-flip dynamics can be divided into two groups, single 
spin flip algorithms and cluster flip algorithms. In a single spin flip algorithm a spin 
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is selected at random and a decision is made as to whether it should acquire a new 
value. The common algorithms encountered in this class of algorithms are Metropolis 
algorithm and the Glauber (or heat-bath) algorithm. 
Cluster flip algorithms create clusters of spins and change the value of the whole 
cluster at once. The decision to add spins to a cluster is what differentiates cluster-flip 
algorithms. Commonly encountered algorithms of this type are the Swendsen-Wang 
algorithm and the Wolff algorithm. 
The flipping of spins creates a new spin configuration and thus as we apply 
these spin flipping algorithms we create a (random) walk through a sequence of 
configurations i.e. a random walk in configuration space. The goal of this random walk 
is to reach the ground state of the system for a given et of parameters e.g. temperature, 
exchange interaction, external field etc. 
In thermodynamic equilibrium, we have an important condition for our random 
walk to satisfy, detailed balance. The definition of equilibrium is that the rates that the 
system makes a transition from state Y to state Y ' must be equal to the rates of the 
system making the reverse transition i.e. from Y ' to Y . 
6.1 The Metropolis Algorithm 
The method proposed by Metropolis et al in 1953 [79] is a single-spin flip 
method that has become an almost ubiquitous feature of any Monte Carlo simulation. 
Since the results shown in thi s thesis are taken from Monte Carlo simulations using 
the Metropolis algorithm it is useful to describe the method here (for a more detailed 
discussion of this and other Monte Carlo methods as applied to statistical physics see 
[80, 81 , 82]). 
In the Metropolis method, the Markov chain is created by performing local 
updates of single spins. If E and E' denote the global energy for the states cYj and 
er[ before and after the update (a single spin flip) respectively then the probability to 
accept the proposed update is given by 
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W(O"j --> 0;') = { exp [-,8 (E' - E)] , E';::: E 
I , E' < E 
So if the proposed update lowers the global energy the update (spin flip) is 
always accepted. If the energy is increased the update is accepted according to a certain 
probability that ensures the correct treatment of entropic conditions. An outline of how 
thi s method may be used in practise is given in the fo llowing algorithm: 
The Metropolis Algorithm 
I . Calculate the energy of the state, E. 
2. Pick a site, s, in the lattice, (at random). 
3. Flip the spin at s. 
4. Calculate the energy of this new state, E'. 
5. Calculate the difference in energy due to the spin fl ip, M = E' - E. 
6. if M S ° accept the spin flip, otherwise 
7. Calculate g'J = exp -,8M and pick a random number, r in [0, I]. 
8. Accept the spin flip if r S g'J . 
Calculating the energy of the state can be computationally expensive; however, 
in an Ising-like system with spins ± I the diffe rence in energy between the two states 
with energy E and E' is the di fference of one spin fl ip (here 6£ = - 2 so the algorithm 
above can be simplified to 
The Metropolis Algorithm 
I . Pick a site, s, in the lattice, (at random). 
2. M =-2.0. 
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3. Flip the spin if M::; 0 or r ::; fYJ = exp (- f3M ) 
This represents a huge saving of computer time as for each spin flip we only 
need to calculate the energy of one site rather than summing over the whole lattice 
twice! 
For a system with N sites, N sites are selected at random and the Metropolis 
algorithm is applied at each site to determine whether or not to flip the spin at the 
site. This is referred to as a single Monte Carlo step. Several (thousand) Monte Carlo 
steps are performed at a set temperature to thermalise the system. Then many more 
Monte Carlo steps are performed and measurements of the systems parameters are 
taken after each step (it is usual to allow several steps between each measurement step to 
avoid correlations between measurements). Once parameters are changed (such as the 
temperature) the Metropolis algorithm is repeated as described above. We can choose 
to start the calculations of the systems thermodynamic properties in a random state at 
a temperature, say Tlow, and run the Metropol is algorithm to thermalise the system and 
then perform several Monte Carlo steps over which we can take measurements. We can 
then choose another (higher temperature), T = T10w + oT, and repeat the process until 
a sufficiently large temperature is reached. 
A brief outline of how the Metropolis algorithm is applied to a Monte Carlo 
simulation of the Ising model is shown below: 
Typical Monte Carlo Simulation 
I. Populate a lattice with spins (usually the spins are distributed randomly but 
any distribution is permitted). 
2. For a lattice containing N spins, randomly pick N sites and for each lattice site 
selected apply the Metropolis algorithm. This process is called one Monte 
Carlo Step. 
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3. Perform a large number of Monte Carlo steps without performing any 
measurements of the system. This allows the system to come to equilibrium. 
4. Once the system has come to equilibrium, perform another large number of 
Monte Carlo steps, measuring whatever system properties you are interested 
in after each Monte Carlo step. 
5. Change a system variable (often the temperature is changed) and repeat the 
whole process, from creating a new lattice to taking measurements. 
A number of important points need to be elucidated, probably the most 
important being determining how many Monte Carlo steps are required for thermalising 
the lattice and for taking measurements, in the above description I have referred to 
a ' large number', the question is, "How large is large enough?". The Metropolis 
algorithm (or any other Monte Carlo algorithm) does not determine this but it is possible 
to arrive at a satisfactory value by other means. The next section deals with the problem 
of knowing when we have arrived at thermal equilibrium. 
6.2 Autocorrelation Time 
A simple method of determining whether or not the system has reached 
equilibrium before taking any measurements is to see how correlated an observable is 
with the same observable at a previous step. 'TYpically the correlation of an observable 
with its initial state decays exponentially with the number of steps taken. Once the 
correlation has decayed to an equilibrium value then the system may be considered to 
be thermalised. This characteristic decay time is called the autocorrelation time and 
may be written as 
A _ (AoA/) - (A6) 
/ - (A6 ) (AO}2 
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where AI is the value of the order parameter (magnetisation) at time step t, Ao is the 
initial value and the ( ... ) denotes an average over all the sites in the lattice. 
The autocorrelation time decays and it can be shown that (A 2) :::: (A (0)) (A (t) ) = 
(A)2 In some situations the decay is exponential and so 
(Ao ) (AI ) - (AI )2+ ((Af ) - (AI )2)e- t/,r 
_ (AI )2 + (}'2e- I /< (6.1 ) 
where (}'2 = ((AI - (AI ))2) is the dispersion of A. There is no specific requirement that 
the decay should be exponential, it may oscillate. The 't' in 6.1 is the relaxation time, 
it characterises the time scale beyond which the value A(t ) is no longer correlated with 
its value at earlier time, A(O). 
To obtain measurements that are stati stically independent of each other the 
simulation should allow the system to run for at least one autocorrelation time between 
measurement steps. 
T/J' =0.001 
T/ J' = 1.0 
0.2 
o 
T/ - 100 . - -. ,. 
-0.2 L) -~~~~...cL)O:--~~~~"""':')OO=-~-~~~I~OOO:-::-~~~...........J 
N 
Figure 6.1: AutocolTelation function for the ising model with competing interactions 
investigated here on a 64 x 64 square lattice at J / J' = 2 viz. 
From Fig. 6.1 we can see that in order to therrnalise a 64 x 64 square lattice at 
J/ J' = 2.)2 and T/JI « I or T/i' » I roughly 100 Monte Carlo steps are required 
for the system to reach equilibrium. In practise, many more should be used and at 
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least this many steps should be used between successive measurements of the system 
parameters. For values of T /1' ", 1.0 many more Monte Carlo steps are required for 
thermalising. As discussed in chapter 2 the correlation length of a system diverges at a 
phase transition. A related phenomenon is that the autocorrelation time also diverges, 
referred to as critical slowing down. This is what is seen here at T /1' ", 1.0 as it is 
close to the glassy transition. 
6.3 Simulations of The Model 
We use a Monte Carlo simulation on a 16 x 16 lattice to calculate the specific 
heat, the peaks of we will use to create a phase diagram. For comparison, we perform 
two separate Monte Carlo simulations. 
In the first simulation the lattice is initialised to a random state at T 11' ", 0 
and thermalised using the Metropolis algorithm. Several thousand (2500) Monte Carlo 
steps are then performed calculating the observables outlined in chapter 2 at each step, 
the mean over all the steps are recorded. Several, (10), such runs are performed and the 
mean and variance over all runs is recorded. The simulation continues after reselling 
the lattice to a random initial state at (T + D.T) /1' and recalculating the observables. 
An alternative way of running the simulation is to initialise the lattice to a 
random state at a finite T /1'. The observables are calculated as already described. The 
temperature is then lowered and the Monte Carlo simulation proceeds as before until 
T /1' ", O. However, instead of initialising the system lattice at each new temperature 
we take the final state of the previous (higher) temperature as the initial state of the 
new (lower) temperature. We can then thermalise the system and take measurements as 
normal. In thi s way the lattice is driven through a random, high temperature phase 
through an ordered low temperature phase. At very low temperatures the lattice, 
effectively, has an ordered initial state. Plotting the order parameter in this case shows 
a very interesting difference to the method of running the simulation. 
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Chapter 7 
Monte Carlo Results 
We will now examine the results of the Monte Carlo technique outlined in the 
previous chapter. Specifically we will calculate thermodynamic observables, order 
parameters and correlation functions on square, honeycomb and triangular (hexagonal) 
lattices. In each case 2500 thermalisation steps and 25000 measurement steps were 
performed on a 16 x 16 lattice and the mean of 10 simulations were plotted. 
Firstly, let us plot the spin order parameter, 1 (Si ) I, for the system over the range 
of J I J' for both simulation methods outlined in the previous chapter i.e. independent 
Monte Carlo simulations and simulated annealing. Choosing the absolute value of 
the value of the thermodynamical average of the spins ensures that the spin order 
parameter points along the position z-axis. Comparing the plots of the spin order 
parameter in fig 7.2 we immediately see there is a non-zero low-temperature value of 
the order parameter in the first simulation, where all the points in the J I J',T I J' space 
is simulated uniquely, showing a type of disorder at low temperatures. We have run 
several simulations on different size lattices with various numbers of thermalising steps 
and can see superstructures appearing at low temperatures. These are not the result of 
a peak in the specific heat, nor are they expected from transfer matrix results and so are 
not due to a true thermodynamic phase transition but rather suggest the appearance of 
a possible 'glassy' phase. 
The absence of the glassy phase at lower temperatures in the simulated annealing 
simulation is due to the cooling process where the system is driven from a disordered 
(paramagnetic) phase at high temperatures through an ordered (antiferromagnetic or 
stripe) phase. As the temperature is lowered further we see that the system does not 
undergo a order-disorder phase transition. 
We can create a phase diagram for this model on a square lattice by taking 
the peaks in the specific heat as a manifestation of a phase transition (see fig. 7.2). 
This does not show the low temperature transition to a glassy state but instead the 
specific heat explodes at the transition, so we take the transition from an ordered stripe 
or antiferromagnetic phase to a disordered one as shown by the spin order parameter 
in fig. 7.2 as the phase transition to the 'glassy' state at low temperatures in this case. 
Fig. 7.1 shows the phase diagram as calculated by both the Monte Carlo method and 
the transfer matrix method. 
To examine the possible structures In the lattice we thermaJise a 100 x 100 
square lattice at J / J' = 2 V2 using the Monte Carlo method as described in the previous 
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Figure 7.1: Peaks in the specific heat of the 2D Ising model with competing interactions 
on a square lattice using a 16 x 16 Monte Carlo simuJation and an 8 x 8 transfer matrix. 
The Iow temperature 'phase transition' is not a peak in the specific heat but rather a 
change in the spin order parameter (see fig 7.2) 
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Figure 7.2: Monte Carlo simulation of the 2D [sing model with next-nearest neighbour 
interactions on a square lattice of the order parameter ~ (Sj) I) (top) and speci fic heat 
(bottom). Simulated annealing was used to cool the lattice to low temperatures for the 
plots on the right and we can see that there is no glassy state in this case. The specific 
heat explodes as the transition to the spin glass type state is reached. 
chapter. The snapshots of the lattice at various temperatures is shown in fig. 7 .3 where 
dark and light square denote 'up' and 'down' spins. I have presented the snapshots in 
increasing temperature to show the effect of heating the lattice. At low temperatures 
we see a complicated mixture of light and dark squares where the antiferromagnetic 
or stripe ordering is infused with topological defects such as dislocations and domain 
boundaries. This is in agreement with the previous discussion demonstrating the 
possibility of a rather low energy barrier and large entropy for the creation of defects. 
A similar picture of the spin distribution was also observed recently in experiments the 
arrays of It-rings [33] . 
As the temperature is increased thi s complicated mixture becomes ordered as 
70 
- ------ - - -------
(a) T / )'=0. \ (b) T / J'=0.25 (c) T / J'=1.0 
(d) T / )'=2.5 (e) T / J'=3 .0 (I) T / )'=4.0 
Figure 7.3: Snapshots of the superstructures formed in a square lattice with J / J' = 2/2. 
At very low temperatures a mixture of states exists while the usual antiferromagnetic 
domains dominate at low temperatures which melt into the usual paramagnetic phase. 
enough energy is available to the system to overcome the energy barrier presented 
by the topological defects. Increasing the temperature further. the order gives way 
to a disordered/paramagnetic phase where the high temperature makes enough energy 
available to the lattice that ordering is no longer possible. 
When we use annealing to reach low temperatures we have a situation where. 
al low-temperatures. the system is in an ordered state (striped ordering at) / ) ' < 2 and 
antiferromagnetic ordering at ) / ) ' > 2). We can see why this is so from the snapshots 
in fig. 7.3; starting from a high temperature. T / J' = 4.0 in the figure. and annealing 
we see that the system orders antiferromagnetically around T / ) ' = 1.0. If we were to 
anneal this system further we would have a si tuation where the system is in an ordered 
ground state where there is no energy available to create the superstructures that we see 
in the snapshots presented in fig. 7.3. 
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7.1 Number of Antiferromagnetic Boundaries Per Site 
Measuring the total length of the antiferromagnetic domain boundaries per site 
can give us an important insight into the ordering the system I. Fig. 7 A shows the phases 
that may exist as a result of the Hamiltonian investigated in this thesis. 
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• • • • • 
• o • o • o • o • o 
• • • • • 
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• • • • • 
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(a) A stripe ordered phase has 2 (b) There are no domain (c) Ferromagnetic order can 
domain boundaries per site boundaries in an an tiferro- be seen as having 4 domain 
magnetically ordered lat- boundaries per site 
lice 
Figure 7.4: Simple ordered phases lhat may exis t on a square lactice a) stripes b) 
anciferromagnetic order c) ferromagnelic order. 
An antiferromagnetic domain boundary exists when the 'spins' on neighbouring 
sites are equal (the opposite is true for ferromagnetic domain boundaries). 
We can picture these domain boundaries as topological defects. Normally, these 
defects introduce disorder into the system but here we are are measuring their length 
purely to determine any order that may exist. While this may seem counter-intuitive at 
first we can see that a stripe phase has 2 boundaries (fig. 7A(a» per site, a ferromagnetic 
phase has 4 (fig. 7A(c )) and an antiferromagnetic phase has no domain boundaries 
(fig. 7.4(b» per site. Despite this simple analysis of the domain boundaries on lattice 
sites we have enough information here to be able to adequately analyse the phase 
diagram. 
I we may also use it to get an idea of the average domain size in the lattice. However, it wi ll usually 
overestimate the domain size as the spins inside a domain that are temporari ly flipped in the Monte Carlo 
process are added to the overall domain size. 
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Figure 7.5: Numberofantiferromagnetic domain boundaries on a square lattice. The figure 
on the left is the result of several independent Monte Carlo simu/ations. The figure on 
the right is the result of a simulation using a simulated annealing procedure to cool the 
lattice to low temperatures, we can see thar there is no glassy state in this case. 
Using this simple analysis we can quite easi ly see that there are two regions in 
the plot of the length of the domain boundaries over the ) / )1 . V. T / l' plane that are 
identifiable as having a stripe order and antiferromagnetic order, having a value of 2 
and 0 respectively. We can see that both the Monte Carlo simulation and the annealed 
simulation both show these phases as well as the high temperature phase that is not 
quantifiable using the analysis outlined above. Also, the Monte Carlo simulation shows 
a low-temperature region that we have identified elsewhere as a phase glass i.e. one 
which is characterised by small domains having a large energy barrier at the boundary. 
We can use this analysis to plot a phase diagram for the antiferromagnetic domain 
boundary as shown in fig. 7.6. 
7.2 Edwards-Anderson Order Parameter 
In a typical antiferromagnet at high temperature, the system exists in a 
paramagnetic state where the global magnetic moment, m = (Si) is non-zero where 
there is a slight imbalance between the number of ' up' and 'down' spins and each 
spin is able to flip its orientation randomly. As the temperature is lowered the spins 
' freeze' in particular orientations so that the global magnetisation becomes zero as 
73 
6 
... .. . ... .. ... . . 
Stripe 
0.1 
0.5 1.5 
Paramagnetic: 
. . 
.. 
. . 
• • • 
.. ...... .. .. A 
. , 
AFM 
.. .. ·· · · · .. o:.··.~ . c ... 
GI"" 
2. 2.5 3 3.5 
J / J' 
4 
Figure 7.6: Phase diagram of the [sing model with competing interactions on a square 
lattice. The phases are identified by either the peaks in che specific heat or the change 
in che spin order paramecer. 
antiferromagnetic ordering develops. 
The order parameter cited for an antiferromagnet is the staggered magnetisation 
I 
- [miexp(-i k ri ) 
V i 
At low temperatures. the system should exist in an ordered state with long-range 
order. However. randomness reduces correlations to a few spins. but temporal corre-
lations due to freezing of the spins can be very strong. Local squared magnetisation 
is given by the average of the auto-correlation functions. This is the order parameter 
proposed by Edwards and Anderson [48] . 
qEA = lim lim [(Si(tO)Si(tO + t))] 
t ---too V _00 
Spin glass ordering. if it can be described within the framework of equilibrium 
stati stical mechanics. corresponds to a non-zero value of the Edwards-Anderson order 
parameter. We can see from fig. 7.7 that Monte Carlo simulations clearly show the 
Edwards-Anderson order parameter exploding as T / J' -+ O. This is indicative of spin-
glass ordering. Since we are not modelling a spin-glass in this thesis I refer to the 
low-temperature region where this occurs as a 'glassy' phase or phase glass. 
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Figure 7.7: Edwards-Anderson order parameter for the 2D /sing model with next-nearest 
neighbour interactions on an 16 x 16 square lattice. The figure on the left is the result of 
Monte Carlo simulations while the one on the nght is the result of an simulation using 
annealing. The explosion of the Edwards-Anderson order parameter at low cemperature 
is an indication of the fonnation of a spin glass state, which does not occur in the 
simulated annealing simulation. 
7.3 Monte Carlo Results on Geometrically Frustrated 
Lattices 
I will now show some results of the model on the geometrically frustrated 
lattices that were introduced in a previous chapter (triangular and honeycomb). Simjlar 
to the square lattice we have a low temperature ' glassy' state but now it is unclear 
whether this state is the result of the frustration introduced by the next-neighbour 
interactions or simply by the geometry of the lattice itself. In the nex t sectjon we will 
investigate the possible ordering in this lattice from the values of the order parameters 
and domain lengths in these plots. 
7.3.1 Honeycomb Lattice 
The low-temperature glassy phase is also seen in the magnetisation on a 
honeycomb lattice, fig . 7.8. We can see from these figures that there is a critical value 
here of J / l' = 4 which may be the crossover between two different types of order (see 
fi g. 7.8-c,d). The low-temperature phase here has a non-zero value of the Edwards-
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Anderson order parameter (fig. 7.9) indicating that this phase, like those in the previous 
lattices, has glass-type ordering. 
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Figure 7.8: Magnetisation (rop) and the mean length of domain boundaries (bo((om) 
calculated on a 16 x 16 honeycomb lattice. On the left are the results of independent 
MC calculations, on the right are the results of an annealed simulation. 
The peaks in the specific heat and the crossover to a non-zero value of the 
Edwards-Anderson order parameter as used to calculate a phase diagram on the 
honeycomb lattice, fig . 7.1 O. 
Taking snapshots of the system at various J I J' and temperatures shows the 
underlying order in the glassy phase as well as indicating the ordering that is possible 
in the ordered phase. 
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Figure 7.9: The Edwards-Anderson order parameter and specific heat on a honeycomb 
laccice, the figures on the left are the result of independent Monte Carlo simulations 
while the figures on the right are the result of annealed simulations. 
7.3.2 Triangular Lattice 
The magnetisation and mean domain boundary length in fig. 7.1 2 show the high 
temperature disordered phase as well as the ordered phase. For the triangular lattice 
we have two distinct low-temperature disordered phases around the critical value of 
J / J
' 
~ 1.5. There is a non-zero value of the Edwards-Anderson order parameter in 
these phases suggesting the existence of a spin glass state. 
From the peaks specific heat (fig. 7.13) we can determine the position of the 
second-order phase transition. For the transition to a spin glass type state we resort to 
magnetisation or Edwards-Anderson order parameter. We can use this information to 
produce a phase diagram for the model on a triangular lattice, fig. 7.14. 
We can see from the lattice snapshots, fig. 7. 15 that we have a variety of 
superstructures existing at low temperatures similar to the superstructures observed in 
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Figure 7.10: Phase diagram for the model on a honeycomb lattice. The high temperature 
phase transition is calculated from the peaks in the specific heat while the low-
temperature transition is obtained from the change in the magnetisation. 
(a) T /f = 0.5,./ /J' = 1.5 (b) T fJ' = 4.0,1 /J' = 1.5 (c) T /J' = 0. 1,1 /J' = 3.5 
(d) T/ f = 0.0 1,1/ J' = 5.0 (e) T /J' = 0.5,./ / f = 5.0 (t) T /1' = 2.0,1 /J' = 5.0 
Figure 7.11: Snapshots of the superstructures formed on a honeycomb lattice with various 
J / J' and T / J" At very low temperatures a mixture of stares exists, the ordered and 
high-temperature disordered phases be seen here. 
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Figure 7.12: Magnetisation (top) and the mean length of domain boundaries (bottom) 
calculated on a 16 x 16 triangular lattice. On the left are the results of independent MC 
calculations, on the right are the results of an annealed run, 
the square lattice. These snapshots hint at what sort of ordering is achieved on the 
triangular lattice. 
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Figure 7.13: The Edwards-Anderson order parameter and specific heat on a 16 x 16 
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Figure 7.14: Phase diagram for the model on a triangular lattice. The high temperature 
phase transition is located from the peaks in the specific heat while the low-temperature 
transition is obtained from the magnetisation. 
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(a) T /1' = 0.1 ,J / J' = 0.5 (b) T /1' = 0.05,.1/1' = 1.1 (c) T /1' = 0.3, J / J' = 3.5 
(d) T/ J' = 1.0, J/1' = 0.5 (e) T /J' = 1.5, J /J' = 1.1 (f) T /1' = 2.0, J /1' = 3.5 
Figure 7.15: Snapshots of the superstructures formed on a triangular lattice with various 
J/1' and T/1'. At very low temperatures a mixture of states exists while at higher 
temperatures order exists which melt into the usual paranJagneric phase with increasing 
temperature. 
7.4 Order Parameters 
A phase transition represents a change in state of a system due to a change in an 
external variable such as temperature, pressure, electric or magnetic fields An example 
of a phase transition due to a change in temperature is the change of state of liquid 
water to ice. The temperature at which this transition occurs is known as the transition 
temperature, Tc. 
The phases above and below the transition temperature can be distinguished 
from each other by means of some ordering in each phase. In the example of a liquid-
solid transition, the molecules of the liquid get 'ordered' in space when they form the 
solid. One measure of the disorder in a system is the entropy, the more ordered a system 
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is the lower its entropy will be and vice versa. Thus, at the transition temperature the 
entropy will change from a higher value above the transition temperature to a lower 
value below Tc. 
The change in entropy at Tc can be continuous or discontinuous, that is, the 
change in order can be gradual or abrupt, which leads to a convenient classification of 
phase transitions. An example of a discontinuous change is the freezing of water to ice, 
as water freezes past the transition temperature order develops without any change in 
temperature due to the latent heat that must be extracted from the water for it to become 
ordered. This type of transition, where there is a discontinuous change in the entropy, 
is called a 'first-order' transition. 
There is no latent heat involved in a continuous change in entropy and are 
known as 'second-order' phase transitions. The paramagnetic-ferromagnetic change 
in magnetisation is an example of a second-order phase transition. 
A quantitative measurement of the order in a system is made in terms of an order 
parameter. An order parameter is one which can distinguish an ordered state from a 
disordered one. For example, the magnetisation (the average value of each atomic spin, 
(Si )) in a ferromagnet is 0 in the high temperature (paramagnetic) where each spin is 
randomly aligned, and on the whole oppositely aligned spins cancel each other out, and 
non zero in the low temperature ferromagnetic phase when all the spins are aligned 
along a common axis; thus the magnetisation is an order parameter for a ferromagnet. 
It may also be loosely used as the order parameter for an antiferromagnetic where it 
is non zero in the paramagnetic phase and zero in the antiferromagnetic phase2 . More 
generally, the order parameter is the average of an operator which is a function of the 
dynamical variables in the Hamiltonian. 
There is a dual description of phase transition in terms of degree of disorder. 
For the Ising model with antiferromagnetic nearest and next-nearest neighbour 
2Strictly speaking a value of zero in the order parameter would denotes disorder and non zero for 
order. The usual order parameter for an anufeITomagoet is the staggered magnetisation which takes 
into account of the anti-parallel alignment of spins on neighbouring sites and so is non-zero at low 
temperatures. 
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interactions I wi ll define several potential order parameters to investigate ordering of 
the Hamiltonian. 
7.4.1 Order Parameters on a Square Lattice 
The simplest order parameter that can be defined is the average value of the 
spins in the system 
(Si ) (7. 1) 
As mentioned previously a value of zero signifies antiferromagnetic ordering, but may 
also sign ify stripe order (often referred to a superanti ferromagnetic ordering), and a non 
zero value denotes some kind of di sorder on the lattice. We can see that thi s is the case 
from fig . 7. 17. However, we have a low-temperature phase which does not have a value 
of 0 for this order parameter. This is the phase we have previously identified as a hav ing 
a glass-like order. In this thesis I actually calculate [(Si)! rather than (Si) to avoid the 
situation where values close together in the J / l' - T / J' plane differ only in sign due to 
the system choosing, randomly, to orient itself along the positive or negati ve z-ax is. 
I will now introduce several other possible order parameters which are outlined 
in fig 7. 16. For the rest of this thesis I will refer to the parameters outl ined here as order 
parameters even though it still remains to be seen if they are actual order parameters. 
The order parameters are calculated on a 16 x 16 spin lattice using 2500 thermali sing 
steps and 25000 production steps. The values plotted in this chapter are then averaged 
over 10 independent simulations. 
Let us first define a 2-spin order parameter as the mean of all nearest neighbour 
bonds on each site. We can write this as 
(7 .2) 
where, for each site Si we calculate the average of its product with each of its nearest 
neighbours, Sj. In this way we are actual ly calculating the fi rst (r = I) term in the 
reducible radial correlation function which we will discuss in the next chapter. 
From the plot of this order parameter (fi g. 7. 18) we can see that there are 
several distinct phases. We can identify the phase with a value of -I as being ordered 
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Figure 7.17: Spin order parameleron a square lattice. 
antiferromagnetically and the phase with a value of 0 to be stripe ordered. This agrees 
with our previous analysis of the square lattice. We can also see the low-temperature 
glassy phase identified earlier. It is interesting to note that there are two different values 
of this order parameter in this phase separated by the critical value of J I J' = 2, due to 
defects appearing in the stripe and antiferromagnetic phases. 
Let us now select a single bond on a site. Since the lattice here is translationally 
and rotation ally invariant we are free to choose any nearest neighbour bond and define 
an order parameter for the bond as 
(SiSi+ t ) 
where the sites Si and S j are shown in fig . 7.16. 
All the phases already identified are seen in the phase diagram of this order 
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Figure 7.18: 2-spin order parameter on a square iatlice. 
parameter (fig. 7.19). For stripes aligned along the direction of the bond this order 
parameter will have a value of I, otherwise it will have a the same value as for 
antiferromagnetic ordering (i.e. -I). Since we are averaging over several simulations 
where the orientation of the stripes may be perpendicular to each other in each 
simulation, we have what looks like a disordered phase at J / l' < 2 where, in fact, 
we already know that stripe order exists in this region of the phase diagram . 
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Figure 7.19: Bond order parameter on a square lattice. 
We can extend the bond order parameter over three sites to denote a 3-site order 
parameter as 
(7.3) 
This order parameter shows remarkable order (fig. 7.20). We can identify the 
glassy phase in the phase diagram as having a non zero value for this order parameter. 
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Figure 7.20: 3 spin order parameter on a square lattice. 
The value zero in all other states comes from the fact that we have (on the average) 
equal numbers of oppositely aligned spins in the stripe and antiferromagnetic phases. 
It may not be immediately obvious from fi g. 7,20 that the disordered phase has a non-
zero value but we can see from the surface contours that thi s is the case. 
Finally, let us conclude our examination of the order parameter in a square lattice 
with an order parameter defined on a plaquette. Averaging over all the sites in the 
plaquette gives us an order parameter as 
(7.4) 
The terms Si, Sj , Sj, SI are shown in fi g. 7.2 1 
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Figure 7.21: Plaquette order parameter on a square lattice. 
We find that for this order parameter that the value of I can be explained by both 
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stripe and antiferromagnetic ordering. This agrees with the stripe and antiferromagnetic 
phases that we have identified earlier. The glassy phase can also be seen but cannot be 
identified as such from this order parameter. 
In our analysis of the infinite square lattice we saw that there is a region around 
J / J' = 2 where the energy of defects is close to the energy of the ordered state. We 
also concluded that it is possible for the system to get stuck in one of these stable states 
(which have a high energy barrier) and so have a system of defects and dislocations 
at low temperatures. We have seen here that this is indeed the case where we have 
seen indications of underlying order in the glassy phase in several of the parameters 
examined here. 
7.4.2 Order Parameters on a Honeycomb Lattice 
The order parameters defined in the previous section are also applicable for the 
honeycomb and the triangular lattices. Fig. 7.22 shows the order parameters as they 
would be defined on a honeycomb lattice. We will investigate each of these order 
parameters for the rest of this section. 
The spin order parameter, (s; ), is simply the mean over all sites in the lattice and 
is plotted in fig. 7.23. 
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Figure 7.23: Spin order parameter on a honeycomb lattice. 
We can see two phases with a value of zero arising from states where there 
are equal numbers of oppositely aligned spins, which coincide with similar phases we 
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Figure 7.22: Order parameters on a honeycomb laC/ice, a) a 2-spin order parameter. b) 
bond order parameter c) the order parameter on a plaqueC/e d) 3 spin order parameter. 
calculated using the transfer matrix method. We understand from this calculation that 
these phases are ordered but may have different ordering at either side of the critical 
value of J 11' = 4. We should note, however, that the value of the critical temperature 
calculated using the transfer matrix method is not the same as the value seen here. This 
is because the 8 x 8 matrix used to create the transfer matrix was not large enough to 
overcome boundary effects. 
At low temperatures we see again a disordered phase that we already have seen 
has a non-zero value of the Edwards-Anderson order parameter indicating the existence 
of a glass like phase. 
As in the case of the square lattice, the 2-spin order parameter is defined as the 
mean of all nearest neighbour (in this case 3) bonds on each site. 
(7.5) 
where, fo r each site Si we calculate the average of its product with each of its nearest 
neighbours, Sj ' This value is averaged over all sites in the lattice. 
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Figure 7.24: 2-Spin order parameter on a honeycomb lattice. 
It is clear from fig. 7.24 that there is ordering similar to that of the spin order 
parameter. We can identify the value of J /1' = 4 as a critical value and that the value 
of the order parameter has different values on either side of this critical value, showing 
that there also exists differing underlying ordering in honeycomb lattice similar to what 
we saw for the 2-spin order parameter in the square lattice. 
Let us examine the possible ordering on this lattice to see if we can determine 
the phases that may exist. Firstly, antiferromagnetic ordering is represented by a value 
of - I . Horizontal stripes will have the same value of as antiferromagnetic ordering. 
There is a phase here that we can identify as having this ordering that coincides with an 
ordered phase we identified in the spin order parameter. 
Selecting a single bond, in this case I will select the rightmost one (see fig. 7.22), 
we define a bond order parameter as 
(7.6) 
The non zero portion of the phase diagram of this order parameter, fig. 7.25, 
corresponds to the low temperature disordered phase we found in the phase diagram 
of the 2-spin order parameter. We have identified this phase in the square lattice as a 
glassy one. Without repeating the analysis that we did for the square lattice we can state 
that this low-temperature phase here is also a glassy phase. 
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Figure 7.25: Bond order parameter on a honeycomb lattice. 
Adding a further bond to the bond order parameter gives an order parameter 
over 3 sites, defined as 
The sites S;,Sj,Sk are shown in fig. 7.22 . 
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Figure 7.26: 3 spin order parameter on a honeycomb lattice. 
Finally, averaging over all the spin in a plaquette defines an order parameter for 
the plaquette in the plaquette. 
Fig. 7.27 for an illustration of the sites that make up this order parameter. 
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Figure 7.27: Plaquette order parameter on a honeycomb lattice. 
The bond, 3-spin and plaquette order parameters we have defined here clearly 
distinguish the high-temperature disordered phase from any ordering that occurs on the 
laltice. For this lattice there is only a small (compared to the square lattice) ordered 
region before the low-temperature disorder dominates. This low-temperature disorder 
is not seen in the annealed simulations (fig. 7.8.b) and is due to the proliferation of 
defects that get frozen into the ground-state. 
We have seen that the honeycomb lattice has the same phases that we saw in 
the square lattice - two separate ordered phases which on the honeycomb lattice may 
be antiferromagnetic order of some complicated orientation of stripes or bi-stripes and 
a glassy low-temperature phase. We have also seen that the glassy state consists of 
two distinct phases as shown by the 2-spin order parameter in both the square and 
honeycomb geometries. This may demonstrate the underlying order in the region of 
phase space. For square lattices at J / J' < 2 we saw a stripe phase and antiferromagnetic 
phase at J / J ' > 2. For the honeycomb lattice we see a differing ordering at either side 
of the critical value of J I J ' = 4 which may persist into the glassy phase where it forms 
a background to the proliferation of defects and dislocations, explaining the differences 
in the 2-spin order parameter in the glassy phase of both these lattices. 
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7.4.3 Order Parameters on a Triangular Lattice 
Finally, let us define the order parameters we have been investigating so far on 
a triangular lattice. The 2-spin, bond, plaquette and 3-spin order parameters are shown 
in fig. 7.28. 
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Figure 7.28: Order parameters on a triangular lattice, a) a 2-spin order parameter, b) bond 
order parameter c) the order parameter on a plaquette d) 3 spin order parameter. 
As normal, the spin order parameter on a triangular lattice is defined as the mean 
over all spins in the lattice. 
(7.8) 
From the phase diagram plotted in fig. 7.29 we can identify 4 distinct phases; a 
high temperature one, an ordered one with a value of "" 0.0, and two low-temperature 
glassy phases as seen by the non-zero value of the Edwards-Anderson order parameter 
(fig. 7.13). 
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Figure 7.29: Spin order parameter on a triangular lattice. 
The 2-spin order parameter is defined, as in the cases of square and honeycomb 
lattices, as the mean over all spins in the lattice of the product of the spin with its (in 
this case, six) nearest neighbours. 
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Figure 7.30: 2-Spin order parameter on a triangular lattice. 
We can define the 2-spin order parameter as 
where the sites, Si, Sj are shown in fig . 7.28. Again we see the same phases as before, 
with 2 distinct values of the order parameter in each of the distinct glassy phases. 
Previously, we have seen that this is the result of the proliferation of defects in an 
otherwise ordered phase. In the triangular lattice we may have these defects appearing 
in phases with horizontal and diagonal stripes. 
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Selecting one of the bonds as shown in fig. 7.28 we can define a bond order 
parameter as 
(7 .9) 
For our analysis here, I chose the site to the right for the bond, see fig. 7.28. 
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Figure 7.31: Bond order parameter on a triangular lattice. 
The bond order parameter separates the high-temperature disordered phase from 
the low-temperature ordered phase. The low temperature glassy phase is not identified 
by this order parameter. 
However, the 3-site order parameter, defined as (s;s jSk ) where the sites are 
chosen as shown in fig. 7.28, and the plaquette order parameter, (S;SjSk ) also shown 
in fig. 7.28, do show the transition to the glassy phase quite clearly, figs.7.32, 7.33. 
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Figure 7.32: 3 spin order parameter on a triangular lattice. 
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They also show two distinct glassy states with differing values of the order 
parameter. The previous analysis of this phenomenon in the honeycomb and square 
lattices where some underlying ordering may persist into the glassy state is also 
applicable here where the underlying order may be different ori entation of stripes. 
(a) Plaquelte order parameter (b) Phase diagram for the plaquette order 
parameter 
Figure 7.33: Plaquetce order parameter on a triangular lau.ice. 
In our analysis of defects on an in fi nite square lattice we concluded that at low 
temperatures the defects in the lattice will proliferate into the antiferromagnetic and 
stripe states. We have seen this occurring in our Monte Carlo simulations of square, 
honeycomb and triangular lattices where the underlying order may be of different types 
on different lattices. This is most clearly seen in the case of the 2-spin order parameter 
that 1 defined in thi s chapter, where it has a di fferent value in each region of the glassy 
state depending on the underlying order. Other order parameters show the transitions 
from high-temperature disorder through order to the low-temperature glass-like phases. 
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Chapter 8 
Correlation Functions 
So far we have seen a low-temperature phase in several lattice geometries 
characterised by a proliferation of defects in the ordered state. These defects create 
small frozen domains. A natural question to ask what is the typical size of these 
domains. Up to now we have used the length of domain boundaries as a measure 
of domain size in the system and have also seen that this may also be used to infer 
what kind of ordering is present e.g. on a square lattice, a uniformly striped phase will 
have 2 (antiferromagnetic) domain boundaries per site, while a ferromagnetic phase 
wi ll have a 4 (antiferromagnetic) domain boundaries per site. While this may be useful 
for obtaining very basic information about ordering it is not very usefu l in determining 
the typical size, R, of domains in the system because it also includes boundaries from 
temporarily flipped spins inside a domain. The result is that we almost certainly 
overestimate the domain size. 
A reliable method of estimating the typical domain size, R, is to calculate 
the radial spin-spin correlation function, r Spin-spin (sometimes referred to as the 
pair distribution function). The radial spin-spin correlation function measures the 
correlation between spins on sites i and j as a function of the (scalar) distance between 
the two sites. It is defined as 
where the vectors rj and rj denote the positions of the spins Sj and S j and ( ... ) denotes, 
as usual, a thermal average. If the system is translationally invariant, i.e. (Sj) = (s j) and 
the correlation only depends on the separation of the spins we can rewrite the expression 
for r spin-spin as 
(8 .1 ) 
Away from the critical point, as r -> 00, the correlations between spins becomes 
less and less and so r decays to zero (exponentially with the separation between spins), 
where .. is some number. This equation provides us with a definition of the correlation 
length, 17 , which gives us an estimate of the largest ordered clusters in the snapshots of 
the model. Thus, the radial spin-spin correlation function describes short-range order 
in many-particle systems. 
This method of calculating the correlation length is more suited to simulations 
of liquids and gases than to simulations on a lattice. In simulations of solids we are 
restricted to sites lying on a lattice and thus the separation of spins is discretised to 
the lattice sites. This is very obvious from the very jagged nature of the correlation 
functions plotted later in this chapter. 
8.1 Calculation of Correlation Functions 
We can calculate the correlations between any of order parameters we defined 
in the previous chapter. In so doing we wi ll be able to determine the length scale of 
the ordering defined by these order parameters. In this section I will describe how 
the con·elations between some order parameters introduced in the previous chapter are 
calculated. 
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8.1.1 Radial Correlation Functions 
The first correlation functions we will measure is the so-called radial correlation 
function, defined (in the previous section) as 
(8 .2) 
which measures the correlation between order parameters (spins, bonds, plaquettes etc.) 
on sites Si with those measured at S j as a function of the separation between the sites. 
For each site, Si, in the lattice we measure the value of the order parameter we 
are interested in, be it the spin, bond or plaquette. For every other site, S j. in the lattice 
up to a maximum distance R from Si we measure the distance r between the sites Si, Sj 
as well as the product of order parameters at Si, Sj. In this way we produce a functional 
mapping of distance to correlation. We then average over all the sites in the lattice. 
A plot of the product of order parameters against the distance r gives us the radial 
correlation/unction for that order parameter. 
For the rest of this section I will show the radial correlation functions for the 
spin-spin, bond and plaquette order parameters on a square lattice. All the correlations 
presented in this chapter are the results of Monte Carlo simulations on a 64 x 64 lattice 
wi th 50000 therrnalising steps and averaged over 1000 production steps. 
Measuring the correlations between spins we have the radial spin-spin correla-
tion function (also know as the pair distribution function), defined as 
(8.3) 
Visually, thi s can be represented as in fi g 8. 1. 
Let us examine these correlation fu nctions in each region of our phase diagram 
that we have already identified - phase glass, stripe and antiferromagnetic order and a 
high temperature disordered phase. 
From the plots of the pair distribution function at all values of J / l' we can 
see disorder at high temperatures, manifested by a (sharp) decay in the distribution 
function. This decay means that there is on ly short range order, here, typically over 
only a few lattice spacings which is typical of disordered systems. At low temperatures 
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Figure 8.1: A schematic of the spin-spin correlation function on a square larcice. The 
correlation shown here is between the sites S; and Sj separated by r. We average overall 
the sites with this separation to measure the correlation at r. 
we see a much less sharp decay indicating a much longer range order exists in the glass 
phase than in a disordered one. 
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Figure 8.2: Pair distribution function on a square 
lattice atJ / J' '" 1.5. 
At the values of j / j' 
and T / j' where we expect an 
ordered (stripe and antiferro-
magnetic) phase we can see long 
range order in the pair distribu-
tion function. Here the corre-
lation function does not decay 
but exhibits a zig-zag pattern in 
the correlation function where, 
going from r = 0 -> 00, each 
successive spin is ordered in an 
opposite direction to the previous one. This agrees with our earlier analysis where we 
identified this region of the phase diagram as being ordered antiferromagnetically. 
It appears that there is no ordering at any temperature at j / l' = 2.0. This 
is explained by the fact that there is a crossover from a stripe ordered phase to a 
antiferromagnetic ordered one. In this crossover it is easy to see that there may not 
be long range order. 
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Figure 8.3: Pair distribution function on a square lattice at 1 / J ' = 2.0,3.0. 
We have examined the behaviour of the bond and plaquette order parameter on 
the square lattice, it makes sense to define and examine a correlation function for these 
also_ We can define the (reducible) correlation functions as 
(8.4) 
where the sites labelled Si • •• Sz are shown in fig.8.4 
Let us now examine the correlations between the bonds defined in the last 
chapter for each phase in our phase diagram. We will use the same values of J /1' 
and T / J' as we used for the spin-spin correlations. 
For the bond order parameter we can see that the correlations are on an 
extremely short scale except for the glass phase which exhibits (relatively) longer range 
order (off the order off 5-10 lattice spacings)_ The decay of the correlation function 
in the glass phase has a different nature at either side off J / l' = 2 as a result of the 
underlying order in the lattice. 
As with the bond distribution function we can see that the plaquette distribution 
function also has very short range ordering and the correlations, typically, are only over 
a few lattice spacings_ 
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Figure 8.4: A schematic of the radial correlation functions for bonds and plaquelle on a 
square lattice. The correlation shown here is between the sites Si and Sj separated by r. 
We average overall the sites with this separation to measure the correlation at r. 
8.1.2 Spin-Spin Correlation Functions and Structure Functions 
[ will now extend the calculation of the rad ial spin-spin correlation function 
to 20 where the correlation between spins Si, s j is calculated in terms of the vector 
separation of Si, Sj . This is referred to as the pair, or spin-spin, correlation function , the 
Fourier tran form of which is the static structure function. 
Let us look at how the correlation function may be calculated in practise. 
Denoting the sites as Si,Sj with co-ordinates (Xi ,Y i ) and (Xj,Yj) we can calculate the 
separation of the sites as x = IXi - Xj I ,Y = IYi - Y j I (in the previous section we calculated 
it as r = J (Xi - X j )2 + (Yi - Y j )2). For each site in the lattice, Si, we iterate over all other 
sites, S j calculating correlation between the two as 
So 1(0,0) is the correlation of Si with itself and is thus always I . 1(0, I ), 1(0, - I), 
1(1,0), 1(-1,0) are the correlations between site Si and its (nearest) neighbours 
to the north, south, east and west respectively, and the correlations with its next-
nearest neighbours are give as 1( - I , - I ) (north-west), 1( - I , I ) (north-east), 1( - I , I ) 
(south-west) and 1( I , I ) (south-west). [In this chapter the correlation functions are 
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Figure 8.5: Bond distribution function on a sq uare lattice at] / J' = 1.5,2_0,3.0. 
calculated using the formula given above (using the absolute value of the distance in 
each direction). In this case we are only calculating r(0,0), reo, I) and r( 1,0) from 
the list above.] 
We measure the correlations up to a maximum distance of half the lattice width 
from Si, R = L/ 2, this avoids using the same S j twice in our calculation due to boundary 
effects. Averaging over all the Si in the lattice we can plot the spin-spin correlation 
function, the origin of which corresponds to the centre of the Brilluoin zone. 
The static structure function is defined as the Fourier Transform of the spin-spin 
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Figure 8.6: PJaquetre distribution function on a square lactice aC J! l' = 1.5,2.0,3.0. 
correlation function J. We can write it as 
Sk = Jv [ Sieikr, = Jv [ eikr/ 
where k is the called the scattering vector. In crystallography the structure function 
describes the scatteri ng of incident radiation e.g. X-ray, electron or neutrons. It is 
a quantity that is ex.perimentally measurable and thus an important one to calculate 
theoretical ly. 
IThe static structure function is not the only structure function we can define, the magnetic structure 
function is defined as the FourierTransform of the spins in the system i.e. the lattice snapshots I presenJed 
in the previous chapter 
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The structure function can also be used to extract information about ordering in 
a system. For example, a uniform distribution gives a sharp peak at kx,y = (0 ,0). This 
may occur for ferromagnetic ordering of spins; the spin-spin correlation function will 
have a single value for all r since all values of S; are equal so that S;Sj=\. Taking the 
Fourier transform of this constant value gives us a peak at the origin kx,y = (0 ,0) . 
Antiferromagnetic ordering, on the other hand, is shown by a peak in the 
structure function at kx,y = (±n;, ±n;). 
Let us calculate the correlation functions and structure functions for the square 
lattice at each region in the phase diagram. 
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Figure 8.7: Correlation and structure function on a square lattice at al J /1' = 1.5, T /1' = 
0.1. 
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Figure 8.8: Correlation and structure function on a square lattice at at J /J' = 1.5, T IJ' = 
1.0. 
Since the analysis of the structure function will be applicable for all values 
of J I 1', I will examine, in details the structure function at j I j' = \.5 and, where 
appropriate, discuss any changes in the following sections. 
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Figure 8.9: Correlation and structure function on a square lattice at at l /1' = 1.5, T /l ' = 
4.0. 
We see distinct peaks at kx,y = (±7r,0) for the structure function in the stripe 
ordered phase (T / J' "'" 1.0), fig. 8.8. This shows that the correlations have a length 
scale of Rx = 27r/ kx = ±27r/ 7r = ± 2. This is what we expect from a stripe ordered 
phase oriented along the y-axis (Ry = 00) as the spins on each successive row in the 
lattice is oriented in opposite directions givi ng the length scale of 2. 
In the glass phase we see that the global orientation is removed and we now have 
have double peaks at kx,y = (±7r, ±o) and kx,y = (±o, ±7r), fig. 8.7. The spl itting of the 
peak allows us to calculate the typical radius of the domains in this glassy state from 
the separation of the peaks (k "'" 7r/ 4) as R "", (2lt") / (7r/ 4) "'" 8 lattice spacings in both 
the x and y directions. 
The broad peaks at high temperatures (fig. 8.9) shows the disorder in the system 
as there is no single length scale over which the lattice is ordered . 
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Figure 8.10: Correlation and structure function on a square lattice at at} / l' = 2.0, T /1' = 
0.2. 
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Figure 8.11: Correlation and structure function on a square lattice at atJ / l' = 2.0, T /1' = 
1.0. 
At the critical value of J / Jf = 2 we have already seen the cross-over from 
stripe to antiferromagnetic ordering as peaks no longer appear around kx,y = (±n ,O) or 
(0, ±n) but rather appear at kx,y = (- n , ±n), (n, ±n), figs. 8.10, 8.11,8.12, since there 
is no preferred orientation in the antiferromagnetically ordered phase. The correlation 
function decays rather quickly, over a few lattice spacings, and this lack of long range 
order is also shown in the broad peaks in the structure function at J / l' = 2. This is to 
be expected as we have already seen that there is no ordering at J / l' = 2 due to the 
change of ordering from stripes to antiferromagnetic alignment of spins. 
'. 
0. 
(a) Correlation Function (b) Structure Function 
Figure 8.12: Correlation and structure functions on a square lattice at at J / Jf = 2.0, T /1' = 
3.5. 
As we enter the antiferromagnetical ly ordered portion of the phase diagram 
(J / Jf > 2) we see sharp peaks in the structure function in the region we understand to 
be antiferromagnetically ordered accompanied by a long range order in the correlation 
function in this range, see fig. 8.14. In the introduction to this section I remarked that 
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Figure 8.13: Correlation and structure functions on a square lattice at atJ / J ' = 3.0, T / J' = 
0.2. 
peaks at kx,y = (±n-, ±n-) which is indeed what we see here. 
At low and high temperatures we see broad peaks in the structure function. We 
have already seen that a phase glass state exists at low-temperature as defects and 
dislocations appear (fig. 8.13). It is worth noting here that the broad peaks in the 
glass phase exist around kx,y = (±n-, ±n-) for J I J' > 2 and around kx,y = (±n- , ±n-) for 
J IJ' < 2 indicating the underlying of antiferromagnetic and stripe order respectively. 
At high temperatures (fig. 8.15) there is no order at all. 
(a) Correlation Function (b) Structure Function 
Figure 8.14: Correlation and structure functions on a square lattice at at J / l' = 3.0, T / J ' = 
1.75. 
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Figure 8.15: Correlation and structure functions on a square lattice at at J /1' = 3.0, T /1'= 
6.0. 
8.2 Correlation Functions on a Honeycomb Lattice 
Let us now turn our attention to the correlation functions on a honeycomb 
lattice. In the previous chapter we were able to create a phase diagram for the model 
investigated in this thesis on a honeycomb lattice from the behaviour of several order 
parameters, figs. 7.23-7.27. In this section we will investigate the correlations between 
these order parameters on a honeycomb lattice and their structure functions for the 
phases we have identified. 
Firstly, let us plot the radial correlation functions at J / l' = 3.0,4.0, 5.0, choosing 
temperatures that coincide with the phases we identified in the previous chapter. 
We can see from the spin-spin, bond and plaquette distribution functions the 
correlation lengths are short ranged, fig. 8. 16, 8. 17, 8. 18. However, at all but very high 
temperatures we can see that the radial distribution function does not decay to a steady 
value indicating the possible existence of long range order indicative of the glassy state 
we have previously seen on the square lattice. 
The peaks in the structure functions on a honeycomb lattice (whether broad 
or sharp) all lie along ky = ±7r revealing a preference of the system for a particular 
orientation. The correlations show very short correlation lengths over all the values of 
T / J', J /1' plotted except for the regions of the phase diagram where we know stripe 
and antiferromagnetic ordering exists. 
In the regions of the phase diagram (fig.7.23-7.27) where we have identified 
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Figure 8.16: Pair distribution functions on a honeycomb lattice at J I l' = 3.0,4.0,5.0. 
several phase but have not determined the ordering that may exist, e.g. those phases 
at J / J' > 4, we can see from the structure functions in these regions, figs. 8.21 8.22, 
that there are several peaks around kx,y = (0, ± 1r) suggesting several length scales in 
this region (the length scales are given by R = 21r/ k). This agrees with what I have 
mentioned in the discussion of the di stribution functions in this region of the phase 
diagram. There may indeed be no particular ordering here, rather the glassy state that 
may be identified at low temperatures may have different length scales. 
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Figure 8.17: Bond distribution functions on a honeycomb lattice all /1' = 3.0,4.0,5.0. 
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Figure 8.18: Plaquette distribution functions on a honeycomb lattice at J / l' = 3.0,4_0, 5_0_ 
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Figure 8.19: Correlation and structure functions on a honeycomh lattice at various 
temperatures at J / J' = 3.0. 
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Figure 8.20: Correlation and structure functions on a honeycomb lattice at various 
temperatures at J / J' = 4.0. 
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Figure 8.21: Correlation and structure functions on a honeycomb latcice at at l /1' = 5.0, 
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Figure 8.22: Correlation and structure function on a honeycomb lattice at at l /l' = 5.0, 
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8.3 Correlation Functions on a Triangular Lattice 
Let us conclude our investigation of correlation functions and structure functions 
by looking at the triangular lattice. 
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(a) 1/1' = 0.5 (b) 1/1' = 3.0 
Figure 8.23: Pair distribution function on a triangular lattice at J /1' = 0.5,3.0. 
From the distribution functions we can see that the high temperature (disor-
dered) phase has the usual short correlation length for all order parameter correlations 
measured here. The ordered phase, which is dominated by either horizontal or diagonal 
stripes, has a zig-zag pattern in the distribution function ex tending over all the latti ce 
denoting this order. These stripes can easily be seen in the snapshots of the lattice in 
fig . 7.1 5. The lack of this zig-zag pattern in the bond distribution function may be 
explained by the bond we selected as the order parameter being oriented perpendicular 
to the stripes, even so we can see several length scales in this distribution function as a 
result of large ordered domains existing in the lattice. It is worth noting however, that 
these large domains are the result of the Monte Carlo simulation, we would expect, in 
an ideal case, that these domains would not exist and we would instead have global, i.e. 
long-range, ordering. 
In the low-temperature, glass, phase we can see a large correlation length for the 
pair (spin-spin), bond and plaquette distribution functions. 
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Figure 8.24: Bond distribution function on a triangular lallice acJ /J' = 0.5,3.0. 
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Figure 8.25: Plaquette distribution fUIlction on a triangular lattice at J / l' = 0.5,3.0. 
We can see from the pair correlation function, fig. 8.26,8.27, that there is only 
very short range order at high temperature from the broad peaks in the structure 
function. At lower temperatures where we expect order we see sharp peaks at 
kx,y = (0, ± 7r) inferring a stripe order that has a definite orientation. We can see from 
snapshots taken from the lattice, fig . 7.15, that this is indeed the case as horizontal 
stripes appear at J / Jf = 0.5, T /1' = 1.0. 
Lowering the temperature further shows the appearance of new peaks in the 
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Figure 8.26: Correlation and structure function on a triangular lattice at at J / l' = 0.5. 
T /1' = 0 . 1, 0 .8 , 6 .0. 
structure function. These peaks occur at the same kx,y = (n, ±n/ 2) and kx,y = 
(- n , ±n/ 2) values as the high temperature disordered phase but are now much sharper 
in appearance. We can see from these peaks the appearance of ordered domains of 
finite size at low temperatures corresponding to the formation of the glassy state at low 
temperatures in the square lattice. 
The state of the system at J / Jf = 3.0 is very much like that at J / Jf = 0.5. where 
we have broad and narrow peaks in the structure function appearing at kx,y = (n, ±n/ 2). 
kx.y = (- n, ±n/ 2) and kx.y = (0, ±n) at high and low temperatures respectively. while 
having only sharp peaks at kx.J = (0, ±n) at temperatures between the two extremes. 
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Figure 8.27: Correlation and slructure function on a triangular lattice at at J / J' = 3.0, 
T /J' = 0.2,2.0, 6.0. 
In conclusion, we have seen that for square, honeycomb and triangular lattices, 
the correlations functions of the order parameters introduced in the previous chapter 
and the structure functions show a low-temperature disordered phase where we can 
see ordering along both axes with rather small typical domain sizes. As we raise 
the temperature there is a transition to ordered phases of either horizontal/vertical or 
diagonal stripes or antiferromagnetic states (dependent on the relative strengths of the 
J /1' interactions). 
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Chapter 9 
Conclusion 
Our calculations show that the Ising model with competing interactions exhibits 
unusual ordering at low temperatures which are promising for the analysis of various 
physical systems. 
A topical system that may be described by this model is a planar array made of 
:n:-rings. The orbital moments or persistent currents circulating on the :n:-rings may be 
described at the most basic level by a dipole-dipole interaction. We wi ll soon see that 
this description is incomplete but will suffice for now. In our model a spin is analogous 
to an orientation of the orbital moment on a :n:-ring. For a square lattice of :n:-rings we 
have a ratio of a = 2 J2 for the nearest and next-nearest exchange interactions, since 
the dipole-dipole interaction decays as I/? 
At low temperatures we should expect a usual two-sublattice antiferromagnetic 
ordering of Ising spins. Instead, we have seen a complicated array, composed of 
a mixture of defects like dislocations and domain boundaries. This scenario is in 
agreement with our discussion in chap 4 demonstrating the possibility of a rather low 
energy barrier and large entropy for the creation of defects. A similar picture of the 
spin distribution, shown in figs 7.3,7.15, 7.1 I, was also observed in experiments with 
arrays of lr-rings [33], and reproduced in fig 9.1. 
Figure 9.1: SQUID microscopy images of 4 electrically disconnected arrays of :n:-rings. 
This image was taken from [33J and were taken at 4.2K after cooling in a nominally 
zero field. 
We can see that instead of the usual two sub-lattice antiferromagnetic ordering at 
low temperatures we see a complicated mixture of dislocations and domain boundaries. 
For a square lattice, in the vicinity of J / J' = 2 we have shown that the energy of these 
defects are not very different from the ground state; they are locally stable and separated 
by a large energy barrier. During the crossover to the low temperature state the system 
may get trapped in one of these minima preserving the disordered state to very low 
temperatures as arises in the formation of a glassy state which is probably relevant 
to the present system . Our algorithm for annealing the system to low temperatures 
means that, as the system passes from a disordered, high temperature state into an 
ordered (low-temperature) state, the initial state of the system becomes more ordered. 
Using this algorithm, the low temperature disorder is no longer seen since the local 
defects do not form and thus the picture for this annealed system is very different at 
low temperature. 
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The real interaction between the orbital moments or persistent currents current 
circulating on the n--rings is much more complicated than the model dipole-dipole 
interaction. The n--rings have a finite size, which is of the order of the distance between 
the n--rings. Therefore around each n--ring is a stray magnetic field, which structure 
depends on the particular structure of the It-ring and its environment. Due to such stray 
field the real interaction between the persistence currents circulating on the n--rings can 
be very different from the conventional dipole-dipole interaction. The effect of the stray 
field will probably not change the Ising character of the interaction between the n--rings 
but may lead to the fact that the ratio J /1' will be smaller than the one associated with 
the dipole-dipole interaction. In particular it is very plausible to assume that for the 
realistic planar arrays or clusters of n--rings the ratio J / l' may be located in the region 
when 2 :::; J / Jf :::; 2 j'i or somewhere around it. In such a case the dependence of the 
specific heat on the temperature may have two pronounced broad peaks. A possible 
experiment to measure the dependence the specific heat on the temperature may reveal 
one or two such broad peaks. In this way the type of the interaction between the n--rings 
as well as the value of the ratio J / l' may be revealed. 
Where the ratio of the interactions J and l' in a planar array of n--rings can 
be externally controlled, the adiabatic evolution can be used for adiabatic quantum 
computing (AQC), see for example [83], where the first experimental realisation of 
AQC with the use of the controllable coupling has been realised. The working circuit 
demonstrated in [84] consisted of four three-junction loops - four flux qubits, with 
simultaneous ferromagnetic and antiferromagnetic coupling implemented using shared 
Josephson junctions. 
We may build a simple theoretical model of such a system using a square array 
consisting of 2 x 2 n--rings. I have discussed the phase diagram and possible phases of 
this system earlier in this thesis. It is interesting to compare it to a similar system that 
has been build up and tested experimentally in [84]. Fig. 9.2 shows the specific heat 
and the phase diagram for this simple 2 x 2 n--ring system with free boundaries. 
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Figure 9.2: The specific heat of a 2 x 2 spin system without no boundary conditions. 
This setup is applicable to the simple schematic for the adiabatic quantum computer in 
fig. 1.4 where the ratio of nearest- to next-nearest neighbour interactions can be tuned 
via an externa] bias current. 
Although I do not know any experimental work with n -junctions in quan-
tum regime, the intrinsically frustrated superconducting array of superconductor-
ferromagnet-superconductor n-junctions operating in classical regime has been already 
investigated experimentally in [85]. Moreover, the result given in [67,83,65,84] show 
that it may be possible to realise an implementation of a similar working circuit based 
on four n -rings. 
The adiabatic quantum computer based on such large n-ring arrays with the 
controllable coupling will be able to solve a very limited range of problems. In many 
cases they are still toy problems e.g. the Travelling Salesman Problem [86], which can 
be represented in the form of more complicated Ising model, with a set of a coupling 
constants [87]. Very recently a working processor has been created that consists of"] 6 
qubits (the quasi-circular loops arranged in a 44 array), Each of the qubits is coupled 
to its nearest neighbours (N, S, E, W) and next-nearest neighbours (Nw, NE, Sw. SE) 
via a tunable flux transformer, giving a total of 42 of these couplers." [88]. A schematic 
of the processor is shown in figure 9.3 . 
122 
r:P C)-c 00 t)tt 00 t)b 00 00 ~ 
Cl .0 
°0 Q 0 ~olj 0.t:J :? 0 
~Q-o ar:t Q-o afl (lp 00 Q\ [)o 
olll.o C- D o.! I> 0, ,0 
00 QO QO QC 
00 ~o 00 fr' '0 a -0 a 0- 0 
0 .c 0 . .0 0-00° °0 rl OQ 00 
Ol:) 
o 'C' 0- ~o aO ~tl- co n "0 
0 ..c ~a::o. !.. ~, 00 ~ 
Figure 9.3: D-Wave systems' (www.dwavesys.com) orion processor which has been 
designed to solve the 2D /sing model in a magnetic fie ld [88]. 
However, the proliferation of topological defects arising In the process of 
AQC may contribute an error into the final result. The physical phenomenon of the 
proliferation of defects described for the planar array made of n-rings may also lead to 
a formation of a new type of glassy state [73]. 
We can visualise the adiabatic evolution of a 100 x lOOn-ring cluster when the 
coupling between all n-rings is tuned simultaneously in a way that the ratio} /1', which 
is the ratio of exchange constants in the corresponding [sing model, increases from zero. 
First, for zero or very close to zero temperatures, when the value of} / l' is small , we 
have a well defined ground state - the stripe phase. The distribution of spins for such 
a state form stripes oriented horizontally or vertically, So, it is double degenerate and, 
therefore, there is a possibility to form two types of domains associated with horizontal 
and vertical stripe phases as discussed earlier in this thesis. When the parameter} /1' 
increases adiabatically according to the adiabatic theorem Ca detailed discussion of the 
application of this theorem to quantum adiabatic computations is given in [89]) the 
system will remain in the ground state. For low temperature the domain walls and 
domains may still proliferate into the system but if they do, their number is very small. 
When the parameter} /1' approaches I, the proliferation of numerous domain walls and 
other types of topological defects such as dislocations and phase boundaries described 
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in previous sections should arise, see fig. 9.4. Within the 1 < J / J
' 
< 2 range, the state 
is highly disordered. The formation of such disordered structures in the "-ring arrays 
arising during the adiabatic evolution in the course of tuning the coupl ing constants 
may be explained by the presence of strong frustrations in this system. The frustration 
reaches its maximum in the vicinity of the value J / l' = 2. 
Ca) l / l' = 1.0 Cb) 1/1' = 1.6 Cc) 1/1' = 1.8 
Cd) 1/1' = 2.0 Ce) 1/1' = 2.4 Ct) 1/1' = 3.4 
Figure 9.4: The result of Monte Carlo simulations of {he spin structure for {he 100 x 100 
square [sing lattice with competing antiferromagnetic interactions at different 1/ 1' and 
at fixed low temperature T / 1' = 0.1. Dark and light square cells correspond to s = + 1 
and s = - I , respectively. 
We have shown that in this J /1' parameter range the energies of many 
topological defects, like domain walls between different antiferromagnetic phases as 
well as various dislocations, are very close to the ground state energy. Therefore, 
there appear many locally stable (or metastable) states associated with local energy 
minima separated by energy barriers (see, Fig. 9.4d). With the further increase of J /1', 
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the energy barriers separating these metastable states increase. During the adiabatic 
evolution the system may be trapped into one of these metastable minima. After that, 
during the subsequent adiabatic evolution, it will have not enough time to leave this 
metastable minimum and and therefore the system will remain in the disordered state 
associated with thi s minimum. In fact , during this mass proliferation of topological 
defects, we enter into the disordered glassy state [73, 90] . The glassy state consists of 
many equivalent minima. Obviously during the adiabatic computing the system will be 
trapped in one of them. If we repeat the adiabatic computing once more, the system may 
be trapped into another equivalent minimum of the glassy state. Performing this AQC 
many times a complicated glassy state in a form of a large number of disordered ground 
states associated with closed energies may be reproduced. For Jr-ring clusters, there is 
a straightforward way to read out the final result in the form of the configuration of the 
orbital moments, as it was done in [32] . The adiabatic computing processes described 
here may lead to the same results as in the case of the thermal relaxation but can be 
sometimes significantly faster, see e.g. [91]. 
Thus, we see that the adiabatic evolution of the system may lead to an efficient 
adiabatic computation corresponding to a very complicated ground state, which can 
be characterised by the Edwards-Anderson order parameter [48]. The final result 
of this evolution is quite nontrivial: a glassy state associated with frustrations. It 
is also very interesting to investigate, how such adiabatic evolution will depend on 
temperature, especially taking into account that the thermal environment can enhance 
the performance of adiabatic computations [92]. Note here that an increase in 
temperature could help one to avoid trapping the system into a complicated glassy 
state. This situation is illustrated in fig. 9.5, It corresponds to the same variation of 
the 1 I l ' parameter as in Fig. 9.4, but at higher temperature Ti l ' = 1.5. We see that in 
contrast to the low-temperature case, it is possible to pass from the stripe phase to the 
chequerboard antiferromagnetic phase without being trapped in the glassy state. Here, 
only in the vicinity of 1 Il ' = 2, the system exhibits a pronounced disorder. The possible 
kinds of behaviour are summarised in the schematic phase diagram (Fig. 7.1) based on 
the Monte Carlo calculations of the heat capacity for the 16 x 16 square lattice. This 
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(a) 1/1' = 1.0 (b) 1/1' = 1.6 (c) 1/1' = 1.8 
(d) 1/1' = 2.0 (e) 1/1' = 2.4 (I) 1/1' = 3.4 
Figure 9.5: The resulc of Monce Carlo simula(ions of the spin strucrure for (he 100 x 100 
square [sing lattice with competing antiferromagnecic inceraccions ac differenc 1/ J' and 
ac fixed cemperacure T / J' = 1.5. Dark and lighc square cells correspond Co s = + I and 
s = - I , respectively. 
figure demonstrates that the glassy state is favourable at low temperatures, whereas in 
the intermediate temperature range, there exists a crossover between different types of 
the long· range spin order. 
Recently, a scalable design for adiabatic quantum computations has been 
proposed and realised [93]. The key element of this design is a coupler, which is a 
ring with a single Josephson junction that provides a controllable coupling between 
two bistable flux qubits. The similar tunable coupling may be realised for large ,,-ring 
clusters. 
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