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Resumen 
 
En este trabajo hemos abordado la implementación de las primeras etapas de 
un reconocedor automático de habla en Matlab con una arquitectura híbrida 
ANN/HMM (Artificial Neural Networks / Hidden Markov Models). En particular 
se han implementado los módulos de adquisición, extracción de características 
y parte del modelado acústico. 
 
Para la adquisición, se han utilizado librerías estándar de matlab para poder 
realizar la lectura de la base de datos ISOLET. Esta librería es ampliamente 
conocida en el área del reconocimiento automático de habla.  
 
Posteriormente, se ha utilizado la librería Voicebox para obtener los 
coeficientes MFCC (Mel Frequency Cepstral Coefficients) así como los 
coeficientes dinámicos correspondientes. Además, se ha añadido un 
procedimiento para construir un contexto para cada uno de los vectores de 
parámetros. 
 
Por último, se ha realizado una búsqueda y posterior selección de una librería 
matlab para la implementación de MLP (Multi-Layer Perceptrons) con los 
requisitos necesarios para su posterior integración con los HMM. Así 
finalmente, se ha implementado un módulo de estimación de las probabilidades 
a posteriori de los vectores anteriormente descritos dada las 28 posibles clases 
de fonemas de nuestro entorno de experimentación. 
 
 
 
 
 
 
 
 
  
	  
	  
	  
	  
Abstract 
 
In this project, we have implemented the first steps of an Automatic Speech 
Recognizer (ASR) in Matlab employing a hybrid ANN/HMM (Artificial Neural 
Networks / Hidden Markov Models) scheme. In particular, modules for the 
acquisition, feature extraction and acoustic modeling (partly) have been 
implemented. 
 
Standard Matlab libraries have been employed for the acquisition module 
enabling the sequential reading of the well known ISOLET database.  
 
Then, Voicebox, a library specifically designed for speech processing, has been 
employed for the computation of MFCC (Mel Frequency Cepstral 
Coefficients). Besides, a procedure for the construction of an acoustical context 
for each of the feature vectors has been included. 
 
Finally, a search process and subsequent selection of a neural network matlab 
library for the implementation of MLP (Multi-Layer Perceptrons) with the 
requirements needed for the foreseen integration into HMM has been carried 
out. Lastly, the 'a posteriori' probabilities estimation module for each of the 
feature vectors previously described given the 28 possible phonetic labels of 
our experimental testbed was implemented. 
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INTRODUCCIÓN 
1 INTRODUCCIÓN 
1.1. MOTIVACIÓN 
Desde que existen máquinas tal y como las concebimos hoy en día, es 
necesario que exista una manera de transmitir órdenes en sentido hombre-
máquina. 
Esta comunicación va desde los botones para activar ciertos 
mecanismos, hasta programación software que indica a la máquina una serie 
de acciones a seguir según unas condiciones. 
Últimamente, cada vez cobra más importancia la comunicación por voz, 
por su sencillez y naturalidad, y se busca que las máquinas sean capaces de 
entender esas órdenes.  
Debido a esto, es necesario la investigación en el reconocimiento del 
habla para que dichas máquinas sean capaces de entender la orden dada y 
ejecutar las acciones posteriores correspondientes. 
 
1.2. OBJETIVOS 
El objetivo de este trabajo es construir un sistema de reconocimiento 
automático del habla basado en redes neuronales en Matlab	  
Este Trabajo Fin de Grado se forma de varios módulos que trabajan de 
manera secuencial y que unidos, forman el sistema total. 
El primero de los módulos lo forma la base de datos de archivos de 
audio. Se utilizará una base cuyo uso está muy extendido en cualquier estudio 
relacionado con la extracción de coeficientes acústicos. 
 El siguiente módulo consiste en la extracción de parámetros acústicos 
de estas muestras almacenadas en la base de datos, lo que nos permitirá la 
formación de distintos conjuntos para su posterior uso. En este caso, se 
utilizarán unos parámetros mel-cepstrales, los MFCC ("Mel Frequency 
Cepstrum Coefficients"). 
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INTRODUCCIÓN 
Y por último, está el módulo que forma el reconocedor propiamente 
dicho. Este bloque se forma de diferentes partes. La parte más compleja es la 
red neuronal constituida para la clasificación de las muestras. Esta red 
neuronal recibe como entrada un conjunto de datos, que no son otra cosa que 
los coeficientes acústicos de una parte de la base de datos. Junto a este 
conjunto, recibe las etiquetas de cada elemento. Con el conjunto y las 
etiquetas, se entrena la red neuronal, de manera que ésta vaya ajustando sus 
pesos, para que genere una salida lo más parecida posible a las etiquetas de 
entrada. La segunda de las partes de este último bloque, la forma el 
clasificador. Este clasificador se basa en la salida generada por la red neuronal 
para, a cada entrada, asignarle una etiqueta de salida. 
 
1.3. GUÍA DE LECTURA 
 
Este documento está estructurado de una manera similar a cómo ha sido 
el desarrollo de este proyecto. 
La primera de las partes nos habla de lo que trata el proyecto, el motivo 
por el cual se investiga en este campo y los objetivos a conseguir con este 
proyecto. Esta parte del documento, se puede asemejar a las primeras 
reuniones con las tutoras, las que sirvieron para fijar el proyecto 
La segunda parte es la parte más teórica. Esta parte la constituyen los 
puntos 2 y 3 del documento. En ella, se recoge toda la información necesaria, y 
se toman conocimientos sobre conceptos y técnicas pocos conocidas en ese 
momento, y que se van a aplicar en el trabajo. 
La siguiente parte es la parte más práctica. Esta parte la forma el punto 
4 de este documento. Aunque, esta parte práctica esté toda contenida en un 
solo punto, éste se ha formado por dos tareas diferenciadas en el tiempo. 
Primero, se llevó a cabo la tarea descrita en el punto 4.1, la extracción de 
parámetros. Y una vez terminada esa tarea, se pasó a la tarea del punto 4.2., la 
creación y entrenamiento del reconocedor. 
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INTRODUCCIÓN 
Ésta última tarea, la del punto 4.2. está muy ligada con el punto de 
experimentos (5.1), ya que los éstos se han obtenido modificando la 
configuración del reconocedor una y otra vez. 
Por último, está el trabajo no realizado en este proyecto, las líneas 
futuras. Lo cual, podría ser trabajo que sirva de continuación de lo desarrollado 
en este proyecto. 
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2 FUNDAMENTOS DEL RECONOCIMIENTO DEL HABLA 
2.1.  ESTRUCTURA DE UN  RECONOCEDOR DEL HABLA 
        El diagrama de bloques del reconocedor del habla construído es el 
siguiente: 
 
El proceso total que lleva a cabo el reconocedor se puede separar en 
dos subprocesos.  
El primero de ellos es el proceso de entrenamiento. Éste a su vez está 
compuesto por varios subprocesos. Lo primero que se hace es recoger la señal 
de audio y digitalizarla. Se graba a diferentes locutores, diciendo diferentes 
frases. Una vez que se tienen las señales de audio digitalizadas, se extraen los 
parámetros MFCC de cada una de ellas. Estos parámetros lo que hacen es 
dividir cada frase en un número de ventanas, y de cada una de ellas, extrae 
dichos parámetros. Además, en la etapa de entrenamiento de la red neuronal, 
cada conjunto de parámetros va etiquetado con el número de fonema al que 
pertenece. Se crea una red neuronal, definiendo las diferentes características 
como la función de entrenamiento, o la función de error.  
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FUNDAMENTOS DEL RECONOCIMIENTO DEL HABLA 
El conjunto obtenido anteriormente, parámetros y etiquetas se 
introducen en la red neuronal para llevar a cabo el entrenamiento. La red, 
mediante una serie de iteraciones, también definidas, va ajustando sus pesos 
en función de las valores de las entradas y de las etiquetas. 
De esta manera al término de las iteraciones, los pesos de la red quedan 
fijados, y por lo tanto, la red queda configurada. 
 El segundo paso que se lleva a cabo, el que se hace después del 
entrenamiento de la red, es el proceso de test. Este paso se compone también 
de otros bloques. El primero de ellos es la adquisición de señales de audio 
digitalizadas de diferentes locutores, y de diferentes frases. Una vez que se 
tienen estas señales, se extraen de ellas los parámetros MFCC de la misma 
manera que se hace en la fase de entrenamiento de la red. La diferencia es 
que el conjunto que se manda a la red neuronal, ya configurada, sólo está 
formado por los parámetros MFCC de las señales de audio, en esta ocasión, 
estos datos no van etiquetados. La red entrenada, tras recibir estas entradas, 
genera una salida con valores entre 0 y 1. El decisor aplica a cada entrada un 
fonema de salida, basándose en el mayor de los números asignados. De esta 
manera, a cada entrada de test, genera una salida. 
 Estos dos procesos descritos anteriormente, son secuenciales. Es decir, 
primero se tiene que llevar a cabo el proceso de entrenamiento, y después el 
proceso de test.  
 Los conjuntos de datos usados para entrenamiento y para test, por lo 
general, son diferentes. El conjunto de entrenamiento suele tener mayor 
extensión que el de test. 
2.2.  EXTRACCIÓN DE CARACTERÍSTICAS. PARÁMETROS 
MFCC 
Los Mel Frequency Cepstral Coefficients son parámetros de la 
representación de la voz basados en la manera de escuchar humana [6]. 
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FUNDAMENTOS DEL RECONOCIMIENTO DEL HABLA 
Estos parámetros son un tipo de coeficientes cepstrales derivados de la 
aplicación del Cepstrum.sobre una ventana de tiempo de la señal de voz. Por lo 
tanto, es necesario conocer de qué se trata el Cepstrum. El Cepstrum se define 
matemáticamente de la siguiente manera [7]: 
	  
En la fórmula anterior s[n] representa la convolución entre las dos 
componentes de información de la señal de voz, la excitación y el tracto vocal. 
Sin embargo, muy pocas veces se hace uso del Cepstrum de manera directa, 
debido a su alta vulnerabilidad a los efectos de canal. 
Surgen de aquí, por tanto, los MFCC, para adaptarse a la manera de 
escuchar del oído humano. Estos parámetros son considerados una de las 
técnicas más importantes y más utilizadas para la parametrización de la voz. 
Estos parámetros consiguen una representación compacta y robusta de la 
señal de audio, para su posterior procesado. 
Los pasos que se siguen para obtener dichos parámetros de una señal 
de voz vienen representados en el siguiente diagrama de bloques: 
 
El enventanado se lleva a cabo porque la señal de voz es un proceso 
aleatorio no estacionario. Pero si se toman trozos pequeños de la señal, del 
orden de milisegundos, en esos tramos, la señal se puede considerar casi-
estacionaria. El proceso de enventanado consiste en la segmentación de la 
señal en tramas consecutivas. Normalmente el tamaño de las ventanas es de 
20 ms, y éstan van solapadas unas con otras para no perder información.  
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FUNDAMENTOS DEL RECONOCIMIENTO DEL HABLA 
Generalmente el solapamiento entre ventanas se hace cada 10 ms, por 
lo que se obtienen parámetros MFCC cada 10 ms. 
El filtro de pre-énfasis se introduce para compensar la atenuación de 
alrededor de 20dB/década que se produce en la señal de voz humana. Este 
paso no siempre se efectúa. 
El siguiente paso consiste en la Transformada de Fourier Discreta de 
tamaño N de la señal enventanada. Se calcula dicha DCT de la siguiente 
manera: 
 
El siguiente bloque lo que hace es descartar la fase de X[k], y quedarse 
sólo con el módulo de ésta. Es decir, desde este paso, se trata con la 
envolvente de la señal de voz. 
El paso siguiente es el que diferencia a los MFCC del Cepstrum. La 
señal |X[k]| se pasa por un banco de filtros triangulares de área unidad. La 
separación entre los triángulos la marca la escala de frecuencias MEL. Un 
ejemplo de este tipo de banco de filtros es el siguiente: 
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FUNDAMENTOS DEL RECONOCIMIENTO DEL HABLA 
Como se ha dicho anteriormente, estos filtros siguen la escala de 
frecuencias MEL. La relación entre Hz y mels, viene representada en la 
siguiente gráfica: 
     
Para pasar de manera analítica de mels a Hz, o viceversa, existen unas 
relaciones:  
 
 
Tras pasar la señal por el banco de filtros, es necesario calcular la 
energía en cada uno de los filtros Hm. La energía en cada filtro viene dada por 
la expresión: 
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FUNDAMENTOS DEL RECONOCIMIENTO DEL HABLA 
Después, se calcula el 20·log de estas energías calculadas. De esta 
manera, se pasa al dominio espectral logarítmico, y esto conlleva que los 
espectros de los filtros en bandas adyacentes presentan una alta correlación 
entre ellos. Por lo que los coeficientes espectrales originados guardan mucha 
relación estadística entre ellos. 
Para deshacer esta correlación estadística, se lleva a cabo la DCT de 
estos coeficientes, llevándolos al dominio de la quefrencia y convirtiéndolos en 
coeficientes MFCC. Esto se consigue efectuando la siguiente operación: 
 
Los parámetros MFCC obtenidos representan la envolvente espectral de 
la señal de voz captada, lo que representa una gran información sobre dicha 
señal. 
Si se quiere obtener más información de la señal, se pueden calcular, 
además de los MFCC otros parámetros conocidos como MFCC-Delta y los 
MFCC-Delta-Delta. Estos otros parámetros representan la evolución temporal 
de los fonemas en su transición a otros fonemas. 
2.3.  MODELADO ACÚSTICO 
 2.3.1  MODELOS OCULTOS DE MARKOV [8] 
Un modelo oculto de Markov es un modelo estadístico. El objetivo 
de estos modelos es determinar los parámetros ocultos a partir de los 
parámetros observados. En un modelo oculto de Markov, el estado no es 
visible directamente, sino que sólo lo son las variables influidas por el 
estado. Cada estado tiene una distribución de probabilidad sobre los 
posibles símbolos de salida.	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FUNDAMENTOS DEL RECONOCIMIENTO DEL HABLA 
  La arquitectura de un modelo viene representada en la siguiente 
figura: 
 
  
 En esta figura, cada óvalo representa una variable aleatoria, que 
puede moverse entre diferentes valores. Cuando se habla de variable 
aleatoria x, se está hablando de una variable aletoria oculta, y cuando se 
habla de variable aleatoria y, se está hablando de una variable aleatoria 
observada. La referencia de la variable t es la referencia temporal. Las 
flechas indican dependencia entre las diferentes variables aleatorias. 
 De este esquema se puede entender que el valor de la variable 
aleatoria x en el instante (t), sólo depende del valor de la variable 
aleatoria x en el instante (t-1). De la misma forma, el valor de la variable 
aleatoria y en el instante (t), sólo depende del valor de la variable 
aleatoria x en el mismo instante de tiempo (t). 
 De esta manera, se definen dos tipos de probabilidades. Las que 
relacionan un estado oculto con otro estado oculto (probabilidades de 
transición aij), y las que relacionan un estado oculto con un estado 
observado (probabilidades de salida bi). 
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 2.3.2  REDES NEURONALES 
Éste es el tipo de modelado acústico utilizado en este trabajo. El 
próximo capítulo está dedicado en exclusividad a la explicación de este 
tipo de técnica de modelado acústico. 
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3 REDES NEURONALES ARTIFICALES 
3.1.     CONCEPTO [9] [10] [11] [12] 
Las redes neuronales artificiales son una técnica de aprendizaje y 
procesado automático basada en las estructuras neurobiológicas encontradas 
en la naturaleza y en sus conexiones. Están formadas por elementos llamados 
neuronas interconectados entre sí. 
Cada conexión se hace a través de unos pesos. Al recibir las entradas, 
estos pesos van siendo ajustados para conseguir la salida deseada. Para ello, 
las redes usan tres funciones: 
- Función de propagación: típicamente es una combinación lineal de 
la entrada con los pesos. 
  
- Función de activación: la salida de la función de propagación se 
modifica mediante una función no lineal como puede ser la función 
sigmoidal o la función gaussiana. 
 
- Función de transferencia: se aplica a la salida de la función de 
activación para conseguir que todos los valores estén dentro de un 
intervalo (habitualmente [0,1]). 
Por lo tanto, cada neurona se puede representar de la siguiente manera: 
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REDES NEURONALES ARTIFICIALES 
Se puede hacer una clasificación de las redes neuronales atendiendo al 
patrón de conexiones existentes en ella: 
- En primer lugar, se pueden distinguir las redes en las que las señales 
van desde la capa de entrada hasta la capa de salida, sin llevar a 
cabo ningún tipo de ciclo: Feedforward net. Dentro de esta 
clasificación, se dividen también dependiendo del número de capas 
que tenga la red en Redes Monocapa como pueden ser el perceptrón 
o la red Adaline, o Redes Multicapa como puede ser el perceptrón 
multocapa. 
 
 
 
- Por otro lado están las redes recurrentes, en las que existe al menos 
un ciclo cerrado de activación neuronal. Algún ejemplo son la red 
Elman, la red Hopfield o la máquina de Boltzmann. 
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REDES NEURONALES ARTIFICIALES 
 Otra posible clasificación de las redes neuronales, es atendiendo a su 
forma de aprendizaje. De esta manera, existen diferentes tipos de aprendizaje: 
- Aprendizaje supervisado: en este tipo de aprendizaje, a la red 
neuronal se le pasa la entrada con la salida deseada. La red va 
ajustando los pesos para que la salida dada se ajuste a la salida 
deseada.Éste es el tipo de aprendizaje que siguen redes como el 
perceptrón o la red Adaline. Se puede implementar con algoritmos 
como el algoritmo de Retropropagación del error. 
 
- Aprendizaje no supervisado: la red sólo recibe la entrada. La 
propia red hace una clasificación basándose en la redundancia entre 
las muestras. Existen redes como la máquina de Boltzman o la 
máquina de Cauchy que siguen este tipo de aprendizaje. Y se puede 
implementar con algoritmos tales como el aprendizaje Hebbiano. 
 
- Redes híbridas: llevan a cabo un aprendizaje mixto en el que se usa 
aprendizaje supervisado para lograr la convergencia. Las redes de 
base radial son de este tipo. 
 
- Aprendizaje reforzado: no dispone de un ejemplo completo del 
comportamiento deseado. Existe un supervisor que indica si la salida 
proporcionada se acerca a la deseada o no, y en función de ello se 
ajustan los pesos.  
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REDES NEURONALES ARTIFICIALES 
3.2.     PERCEPTRÓN MULTICAPA [11] [13] [14] [15] 
 Existen muchos modelos de red neuronal, pero nos vamos a centrar en el 
perceptrón multicapa, ya que es el modelo de red implementado en este Trabajo fin de 
grado.  
El perceptrón multicapa está formado por una capa de entrada, una capa de 
salida, y una serie de capas ocultas entre ambas. 
 
La capa de entrada está formada por las neuronas que introducen los patrones 
de entrada en la red. En esta capa, no existe nigún tipo de procesamiento por parte de 
las neuronas. 
En las capas ocultas se realiza el procesamiento no lineal de los datos 
recibidos. El número de capas ocultas puede ser fijado inicialmente. 
Las neuronas de la capa de salida son las encargadas de proporcionar la salida 
de la red para cada entrada. 
Se puede entender por lo tanto, la red en su totalidad, como una caja negra, que 
genera unas ciertas salidas, procedentes de operaciones con las entradas.                            
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REDES NEURONALES ARTIFICIALES 
	   Este tipo de red utiliza el algoritmo de retropropagación en su 
entrenamiento. Este tipo de algoritmo consiste en, una vez establecidos los 
valores de las neuronas de la capa de salida, ir calculando los valores para el 
resto de neuronas de la red, siguiendo por la capa oculta hasta llegar a la capa 
de entrada. 
 Por lo tanto, el proceso de aprendizaje en este tipo de redes queda 
ordenado de la siguiente manera: 
1. Inicialización de pesos y biases de la red de manera aleatoria. 
2. Presentando la entrada y las etiquetas, se obtiene una salida. 
3. Se evalúa el error cometido por la red entre la salida generada 
y las etiquetas de entrada. 
4. Se modifican los pesos para obtener otra salida. 
El objetivo es minimizar el error de entrenamiento. El criterio de parada 
puede ser un número de iteraciones, tiempo de entrenamiento, error umbral, 
etc… 
Pero no sólo es importante saber si la red es capaz de adaptarse a los 
patrones de entrenamiento. Sino que también es necesario saber si la red, una 
vez entrenada, es capaz de adaptarse a unos patrones nuevos, desconocidos y 
sin etiquetar. Ésa es la parte conocida como parte de test de la red. 
Hay que señalar que si el entrenamiento no es suficiente o adecuado, 
las salidas generadas pueden no ser correctas. Debido a la manera de 
moverse en busca del mínimo error, puede hacer que la búsqueda caiga en un 
mínimo local, y que la salida presentada no sea la óptima. 
Este tipo de red puede ser aplicado en muchos campos, tales como la 
segmentación de imágenes, la asociación de patrones o la compresión de 
datos. 
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3.3.     APLICACIONES DE LAS REDES NEURONALES [16] 
La naturaleza de las redes neuronales, las hace adecuadas para resolver 
eficazmente problemas de clasificación o de emparejamiento, disponiendo de un 
cojunto de ejemplos de entrada. Estos ejemplos pueden estar etiquetados o no. 
Por lo tanto, pueden ser usadas en campos como el reconocimiento y síntesis 
de voz, diagnóstico médico, clasificación y compresión de la información, robótica y 
control, procesado de imágenes, etc… 
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4 IMPLEMENTACIÓN DEL RECONOCEDOR HÍBRIDO 
 Como ya se ha comentado anteriormente, este trabajo se compone de 
dos grandes bloques. El primero de ellos se encarga de extraer los parámetros 
MFCC de las muestras de voz, y el siguiente, se encarga de crear y configurar 
la red neuronal y el decisor. 
4.1.  EXTRACCIÓN DE CARACTERÍSTICAS 
 El primer paso del proceso es el de obtener las muestras de voz. 
 En este caso, dichas muestras se han obtenido de la base de datos 
ISOLET Testbed. Esta base de datos fue desarrollada por el ICSI [17].  
Esta base de datos contiene 7800 letras del alfabeto inglés pronunciadas 
de manera aislada. Cada letra ha sido pronunciada y grabada dos veces por 
cada uno de los 150 hablantes que intervinieron. Lo cual hace un total de, 
aproximadamente, 85 minutos de habla.Las grabaciones se realizaron en 
laboratorio con un micrófono cancelador de ruidos. La frecuencia de muestreo 
es de 16000 Hz. Los hablantes que participaron en las grabaciones tenían el 
inglés como lengua materna y una edad comprendida entre los 14 y los 72 
años. La mitad eran hombres y la otra mitad mujeres.Esta base de datos limpia 
fue contaminada con diferentes tipos de ruido para poder realizar los 
experimentos en condiciones menos ideales que las del laboratorio.La base de 
datos, por lo tanto, está dividida en 5 secciones o “folds” limpias de ruido, y 
otras 5 secciones ruidosas, cuyo ruido ha sido añadido de manera posterior a 
la grabación de las muestras. 
Una vez que tenemos el conjunto de muestras, el siguiente paso es 
preparar la herramienta que se va a utilizar para poder llevar a cabo la 
extracción de parámetros. En este caso, se va a utilizar Matlab como 
herramienta, y es necesaria instalar la toolbox “Voicebox” que nos permita 
extraer los parámetros deseados. 
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Una vez que tenemos preparada la herramienta Matlab, el siguiente 
paso es configurar la manera de extraer los parámetros. 
El tipo de filtrado a llevar es un filtrado triangular tipo Hamming. Para 
cada frase, se usan 40 bandas ordenadas en frecuencia según la escala 
MEL.Para cada muestra se extraen los parámetros MFCC, los parámetros 
MFCC-Delta y los parámetros MFCC-Delta. En total, 39 parámetros para cada 
muestra. 
Esta operación se hace para todas las frases de cada fold. Cuando se 
termina con la última frase de un fold, se comienza con la primera frase del 
siguiente fold. De esta manera, se obtiene un fichero con una de las 
dimensiones 39 y la otra dimensión igual al producto del número de frases 
(7800) por el número de tramas de cada frase. Este número será variable con 
cada frase, ya que depende de su duración temporal. 
De manera paralela, se van guardando en una matriz el número de frase 
y el número de trama de cada muestra. 
Con estas dos matrices, se forma una sola matriz que es la unión de 
ambas. En esta nueva matriz, cada fila representa una muestra. Cada fila 
tendrá por lo tanto 41 componentes. La primera componente de una fila indica 
el número de frase, la segunda, el número de trama de cada frase, las 
siguientes 13 componentes serán los coeficientes MFCC, las siguientes 13 
componentes serán los MFCC-Delta y por último, las siguientes 13, serán los 
coeficientes MFCC. 
Por lo tanto, al finalizar esta fase, tendremos un fichero .ascii en el que 
una de las dimensiones será 41, y la otra será la suma de cada frase por el 
número de tramas usadas en esa frase. 
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4.2.  CREACIÓN Y ENTRENAMIENTO DEL RECONOCEDOR [18] 
	   Para poder llevar a cabo esta parte del proceso, se va a hacer uso de la 
toolbox de Matlab “nnet”, que proporciona las herramientas necesarias para la 
configuración y desarrollo necesarios. 
 En este experimento, se usa como reconocedor un perceptrón 
multicapa. Este perceptrón tendrá una capa de entrada, una capa oculta y una 
capa de salida. 
 El número de neuronas de la capa oculta, así como el número de 
iteraciones son factores clave tanto para el resultado del reconocedor, como 
para el tiempo que tarda el proceso en ejecutarse. Es necesario conseguir un 
compromiso entre el resultado y el tiempo de ejecución. En este caso se ha 
fijado el número de neuronas que forman la capa oculta en 600, y el número de 
iteraciones en 30 iteraciones. Se han fijado estos valores, ya que de manera 
experimental, se ha comprobado que a partir de estos valores no se produce 
una mejora sustancial. 
 El siguiente parámetro a fijar son las funciones de transferencia que se 
usan en la capa oculta y en la capa de salida. En la capa oculta se ha utilizado 
la función “logsig”, que devuelve como salida, valores dentro del intervalo[0,1]. 
En la capa de salida, la función de transferencia elegida ha sido la función 
“softmax”. El motivo de elegir esta función ha sido debido a que las salidas de 
esta función son valores pertenecientes al intervalo [0,1], y que para cada 
componente, la suma de todos ellos es 1. Por lo tanto, estos valores  de salida 
pueden ser interpretados como probabilidades de pertenencia de cada entrada 
a cada posible grupo de salida. 
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   A excepción de saber porqué la entrada y la salida tienen esas 
dimensiones, lo que será explicado en el siguiente apartado, el perceptrón 
multicapa creado, con la configuración llevada a cabo hasta el momento, queda 
de la siguiente manera: 
 
 El siguiente paso en la configuración de la red neuronal es elegir la 
forma de inicializar los pesos y biases. Este paso es muy importante, ya que es 
necesario que en la primera iteración los pesos y biases tengan un valor. Para 
este cometido se usa la función por defecto “initlay”. Esta función inicializa los 
pesos y biases de manera aleatoria con valores entre 0 y 1. 
 El entrenamiento, consta de tres partes. La parte de entrenamiento como 
tal, la parte de validación y la parte de test. Para cada una de estas partes, se 
usan conjuntos de datos diferentes. La manera de elegir los datos para formar 
estos conjuntos a partir del conjunto grande, se define con la función de 
división de datos. Para este cometido, se ha elegido la función “dividerand”. 
Esta función elige los datos para formar los tres subconjuntos de manera 
aleatoria. Lo cual es lo más adecuado, ya que los datos est 
 Una de las principales funciones a configurar es la función de 
entrenamiento de la red neuronal. Se ha elegido la función “trainscg” (Scaled 
conjugate gradient backpropagation). Se usa esta función de entrenamiento 
debido a que hace uso del algoritmo de backpropagation y a que se basa en el 
gradiente para moverse dentro de la función de error. También se ha elegido 
porque está indicada para conjuntos con una gran cantidad de datos, como es 
nuestro caso. 
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 Por último queda definir la función de error. Ésta es la función que 
calcula la diferencia entre la salida proporcionada y la etiqueta deseada en 
cada iteración, para moverse en una dirección u otra y modificar así los pesos. 
Éste es uno de los parámetros que se han variado para hacer las distintas 
pruebas. Un conjunto de pruebas se han hecho con la función de error 
configurada como entropía cruzada. Ésta función calcula el error entre la salida 
proporcionada y las etiquetas deseadas de la siguiente manera: 
 
 Después de obtener el error como la entropía cruzada entre las dos 
distribuciones de probabilidad, aplica una operación sobre el error para decidir 
en qué dirección moverse. Estas operación puede ser alguna de estas cuatro: 
meansqr (media de los errores al cuadrado), meanabs (media de los módulos 
de los valores), sumsqr (suma de los errores al cuadrado) o sumabs (suma de 
los módulos de los errores). 
 La otra función de error que se ha usado además de entropía cruzada ha 
sido la función conocida como msereg. Esta función es una variación de la 
función de error mse (media de los errores al cuadrado). La manera de calcular 
de msereg sigue la siguiente expresión: 
    
 Por lo tanto, es necesario variar el valor de gamma para darle más 
importancia a la media de los errores al cuadrado (mse) o al sumatorio de los 
pesos. 
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5 EXPERIMENTOS 
 Para llevar a cabo los experimentos se ha usado siempre el mismo 
conjunto de entrenamiento. Este conjunto de entrenamiento contiene los 
coeficiente desde la frase 1561 hasta la frase 7176. Estos parámetros se 
obtienen del conjunto total obtenido en la fase de extracción de parámetros, en 
el que estaban los parámetros de las 7800 frases. Para formar el conjunto de 
entrenamiento, de las frases seleccionadas, nos quedamos sólo con las 39 
columnas de los parámetros, deshaciéndonos de las columnas que indican el 
número de frase y el número de trama dentro de esa frase. Por lo tanto, para 
cada frase, vamos a tener un conjunto de vectores de 39 componentes cada 
uno. Por ejemplo, si suponemos que una frase tiene 14 muestras, el conjunto 
formado por esa frase tendría la siguiente forma: 
 
Se ha llevado a cabo una operación con cada uno de estos conjuntos de 
cada frase conocido. Se le ha añadido a cada conjunto un contexto. Esta 
operación consiste en que de cada frase, se le añaden un número de muestras 
al conjunto de la misma frase, para que la red neuronal, a la hora de ser 
entrenada, disponga de más muestras de dicha frase. Si seguimos con el 
ejemplo de la frase anterior, con 14 muestras, y suponemos un contexto de 5, 
como utilizado en la implementación el conjunto final para esta frase quedaría 
así: 
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 Por lo tanto, el número de filas de este conjunto será 39*contexto. En 
este caso, como hemos utilizado un contexto de 5, el número de filas de este 
conjunto será de 195. Tras hacer esto con todas las frases, se unen todos los 
conjuntos formados por contexto, en un único grupo que una los conjuntos de 
todas las frases desde la frase 1516 hasta la frase 7176.  
 A este conjunto se le realiza una normalización antes de pasárselo a la 
red neuronal. La normalización que se lleva a cabo se hace muestra a muestra 
y consiste en que a cada muestra, se le resta la media y el resultado de esta 
operación queda dividido entre la varianza. Esta operación se realiza por 
componentes, no por muestra. 
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 El reconocimiento, se va a hacer por fonema. El conjunto de fonemas 
usados, con sus respectivas etiquetas, son: 
 
Se dispone de una matriz que nos indica la etiqueta de cada muestra, es 
decir, de cada trama dentro de cada frase.  
La etiqueta para cada muestra viene dada por un vector columna de 28 
filas, en el que todas las componentes son 0, excepto una, cuyo valor es 1. 
Ésta componente con valor 1, nos indica el fonema que representa dicha 
muestra. Hay que tener en cuenta, que por requisitos de Matlab, la primera 
coordenada de un vector tiene valor 1 y no 0 como en otras plataformas, por lo 
que las etiquetas, quedan desplazadas una unidad: 
 
Por lo tanto, el vector el conjunto de etiquetas tendrá 28 filas y tantas 
columnas como el vector de componentes. De esta manera, ya podemos 
entender las dimensiones de la entrada y de la salida de la red neuronal. 
 
Con este conjunto de etiquetas, se realiza la misma operación de 
contexto que con el conjunto de parámetros. 
De esta manera, tenemos dos conjuntos, uno de parámetros y otro de 
etiquetas para entrenar la red. 
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 Para evaluar el entrenamiento de la red, hay que elegir un conjunto de 
test. Se han hecho dos conjuntos de pruebas. En las primeras, el conjunto de 
entrenamiento y el de test era el mismo, y en el segundo conjunto de pruebas, 
el conjunto de test y el conjunto de entrenamiento eran diferentes. 
- Conjunto de pruebas 1: El primer objetivo a conseguir con estas 
pruebas era el de definir una función de error a elegir entre entropía 
cruzada y msereg. Por lo tanto, se han hecho pruebas, dejando el 
resto de parámetros fijos, y cambiando sólo entre msereg y variando 
el valor de gamma, y entre las 4 variantes de la entropía cruzada. Los 
resultados obtenidos son éstos: 
 
 
 
En base a estos resultados se decide usar como función de error la 
función msereg con su parámetros gamma=0,5. 
De ahora en adelante, todas las pruebas que se hagan en este 
conjunto de pruebas serán con esta configuración de la función de 
error. 
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Una vez fijada la función de error lo que se varía son los dos 
parámetros que nos permite variar la función de entrenamiento: 
sigma y lambda. El primero de ellos, sigma, es el que determina el 
cambio en los pesos; su valor por defecto es de 5e-5. El segundo 
parámetro, lambda, es el parámetro que se usa para la regulación del 
Hessiano; su valor por defecto es de 5e-7. 
La estrategia a seguir ahora es ir fijando diferentes valores de lambda 
e ir haciendo un barrido entre los valores de sigma.  
Se empieza con el valor de lambda por defecto, 5e-7, y los resultados 
obtenidos son: 
 
 
 
Si representamos el porcentaje de acierto en función del valor de 
sigma:  
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Fijamos ahora el valor de lambda a 5e-6. Y de nuevo, hacemos un 
barrido con los valores de sigma. Los resultados obtenidos son: 
 
 
 
Representando el porcentaje de acierto en función del valor de 
sigma, nos queda esta gráfica: 
 
 
 
Por lo tanto vemos que la mejor combinación de parámetros para 
este conjunto de pruebas, es la establecida en la prueba número 21, 
en la que el porcentaje de acierto es de un 40,1%. 
 
Como estas pruebas no resultan demasiado satisfactorias, se decide 
cambiar de estrategia, y pasar al segundo conjunto de pruebas. 
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- Conjunto de pruebas 2: A diferencia del anterior conjunto de 
pruebas, en éste, el conjunto de datos utilizados para el 
entrenamiento es diferente que el conjunto de datos usados para 
test, para evaluar la red. 
El conjunto de entrenamiento es el mismo en ambos casos, lo que 
varía es el conjunto de test. Concretamente, el conjunto de test 
utilizado ahora comprende los parámetros desde la primera frase 
hasta la frase 1560, con todas las tramas de cada frase.  
Habiendo fijado previamente msereg como función de error, se hacen 
pruebas para determinar el valor de su parámetro, gamma. Los 
resultados, en función del valor de gamma,en tabla y graficados son: 
 
 
 
 
 
0,00%	  
10,00%	  
20,00%	  
30,00%	  
40,00%	  
50,00%	  
0,1	   0,2	   0,3	   0,4	   0,5	   0,6	   0,7	   0,8	   0,9	   1	  
Acierto	  en	  función	  de	  gamma	  
Acierto	  
	  
	  
30	  
	  
	  
EXPERIMENTOS 
A la vista de los resultados, se fija el valor de gamma a 0,5.  
Nuevamente, se hace un barrido de los valores de sigma dentro de 
cada posible valor de lambda. Los resultados obtenidos, en función 
del valor de sigma, son: 
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Cogiendo el mejor valor como representante para cada valor de 
lambda, podemos representar el acierto en función de lambda. 
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Tras todas estas pruebas, el mejor resultado obtenido ha sido un 
porcentaje de acierto de 45,1%. Este resultado se ha obtenido con la 
prueba número 28 con gamma=0,5, sigma=5e-5 y lambda=5e-9. 
Analizamos ahora las gráficas proporcionadas por Matlab para esta 
prueba concreta. Primero analizamos la evolución del error: 
 
 
 
En la gráfica anterior de la evolución del error vemos que la mayor 
parte de la mejora se produce en las 10 primeras iteraciones, donde 
disminuye el error de manera bastante brusca. A partir de ahí, el error 
sigue disminuyendo, aunque de una manera más lenta. 
 
 
 
 
 
 
 
	  
	  
35	  
	  
	  
EXPERIMENTOS 
Vemos ahora el histograma de los errores entre las salidas y las 
etiquetas deseadas: 
 
 
 
En este histograma podemos ver que la mayoría de diferencias son 
muy pequeñas, casi nulas. Son las diferencias grandes, las que están 
más alejadas del cero, las que hacen que el acierto no sea mayor, 
aunque la densida de estas muestras no sea tan alta. 
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6 EXPERIMENTOS 
6.1.  CONCLUSIONES 
 Analizando la colección de pruebas realizadas, se ve que los resultados 
obtenidos en ambas, son muy parecidos. 
 El conjunto de pruebas que más se asemeja a una prueba real, es el 
segundo conjunto de pruebas. En este conjunto, los porcentajes de acierto son 
superiores a los porcentajes de acierto del primer conjunto de pruebas. Éste es 
un buen resultado, ya que como se ha dicho antes, se asemeja más a una 
prueba real en la que el conjunto de entrenamiento es diferente al conjunto de 
test. 
 Habiendo fijado la función de error, se podría hacer un barrido más fino 
de los parámetros gamma, sigma y lambda, para obtener mejores resultados. 
Se podría también, modificar algunas funciones como la función que inicializa 
los pesos, o la función que genera los conjuntos de entrenamiento, de 
validación y de test, dentro de la etapa de entrenamiento. 
 Incluso, se podrían hacer el mismo tipo de pruebas, con otra toolbox 
diferente a la usada en este trabajo. 
6.2.  DECODIFICACIÓN DE VITERBI 
 Una de las posibles líneas futuras en las que enfocar este trabajo, es el 
reconocimiento de frases, en lugar de reconocimiento de fonemas.  
 Otra posible línea de trabajo se basa en la introducción del algoritmo de 
Viterbi para llevar a cabo la decodificación, lo que se puede entender como 
decisor. Este algoritmo es un algoritmo secuencial, que permite encontrar las 
secuencias de estado más probables de un conjunto estados. Esto lo consigue 
asignando una etiqueta a cada rama entre dos estados y se va formando el 
camino de menor distancia. La decisión se toma siempre al final de la 
secuencia. 
Este tipo de decisor puede ser muy útil en el reconocimiento de 
fonemas, ya que hay ciertas transiciones que se repiten con mayor frecuencia 
que otras. 
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6.3.  EXPERIENCIA CON TOOLBOX NNET 
 Para la selección de la toolbox que nos permita implementar el 
perceptrón multicapa sobre Matlab, se han tenido en cuenta algunos criterios, 
ordenados por orden de importancia: 
- Las salidas de la red deben de ser de tipo softmax. 
- El entrenamiento debe poder realizarse según el criterio de error de 
entropía cruzada. 
- Se debe poder iniciar con pesos predefinidos. 
- Se debe poder utilizar un conjunto de validación cruzada para parar 
el entrenamiento. 
Encontramos varias toolboxes que cumplían la mayoría de los requisitos 
[3] [4] [5]. Se optó por elegir la toolbox nativa de Matlab “nnet” para dicho 
cometido.  
 Se ha elegido esta toolbox, debido a que, al ser la proporcionada por 
Matlab asegura una total compatibilidad y una cierta estabilidad. 
 Sin embargo, la experiencia con el trato de esta toolbox no ha sido del 
todo amigable. El primer problema que nos encontramos era que dicha toolbox 
no cumple el segundo requisito, lo cual ha provocado que los resultados no 
fueran los esperados. Además, durante el desarrollo de este trabajo han 
surgido diferentes problemas en la ejecución, cuyo origen ha sido muy 
complicado de localizar. Esto problemas han ralentizado la marcha del 
desarrollo de este problema. 
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7 PRESUPUESTO 
 El presupuesto de este proyecto se ha elaborado siguiendo la plantilla 
proporcionada por la universidad para dicho cometido [19]. 
 El presupuesto se compone de cuatro fuentes de costes directos: costes 
de personal, costes de equipos, costes de subcontratación de tareas y otros 
costes directos del proyecto. 
 Además, se tiene en cuenta que la tasa de costes indirectos es de un  
20%. 
- Costes de personal: para este proyecto ha sido necesario el trabajo 
de dos Ingeniero Senior, la Dra. Ascensión Gallardo Antolín y la Dra. 
Carmen Peláez Moreno, en el puesto de Tutoras del proyecto. 
También ha sido necesario el trabajo de un Ingeniero, Miguel Ángel 
Mota Martín, en el puesto de desarrollador principal. 
Estas tres personas han trabajado durante 5 meses, siendo el coste 
mensual de los Ingenieros Senior de 4.289,54€ y el coste mensual 
del Ingeniero 2.649,39€. El total de costes de personal durante los 5 
meses de trabajo asciende a 56.367,35€. 
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- Costes de equipos: para el desarrollo de este proyecto ha sido 
necesaria la compra de un nuevo equipo para poder la ejecución del 
proyecto. El coste de este equipo sin IVA ha sido de 1.185€, y su uso 
ha sido dedicado de manera exclusiva para este trabajo. 
 
 
- Costes de subcontratación de tareas: para este proyecto no ha 
sido necesario hacer uso de ninguna subcontratación de tareas. 
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- Otros costes directos del proyecto: en este caso, no ha habido 
ningún tipo de coste extra directo en el proyecto. 
 
 
 Por lo tanto, teniendo en cuenta los costes directos, y asumiendo una 
tasa de costes indirectos del 20%, el presupuesto total de este proyecto hace 
un total de 67.759€. 
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