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Abstract
System identiﬁcation is the art of modelling of a process (physical, biolo-
gical, etc.) or to predict its behaviour or output when the environment condition
or parameter changes. One is modelling the input-output relationship of a system,
for example, linking temperature of a greenhouse (output) to the sunlight intensity
(input), power of a car engine (output) with fuel injection rate (input). In linear
systems, changing an input parameter will result in a proportional increase in the
system output. This is not the case in a nonlinear system. Linear system identi-
ﬁcation has been extensively studied, more so than nonlinear system identiﬁcation.
Since most systems are nonlinear to some extent, there is signiﬁcant interest in this
topic as industrial processes become more and more complex.
In a linear dynamical system, knowing the impulse response function of a
system will allow one to predict the output given any input. For nonlinear systems
this is not the case. If advanced theory is not available, it is possible to approximate
a nonlinear system by a linear one. One tool is the Best Linear Approximation
(Bla), which is an impulse response function of a linear system that minimises the
output diﬀerences between its nonlinear counterparts for a given class of input. The
Bla is often the starting point for modelling a nonlinear system. There is extens-
ive literature on the Bla obtained from input signals with a Gaussian probability
density function (p.d.f.), but there has been very little for other kinds of inputs.
A Bla estimated from Gaussian inputs is useful in decoupling the linear dynamics
from the nonlinearity, and in initialisation of parameterised models. As Gaussian
inputs are not always practical to be introduced as excitations, it is important to
investigate the dependence of the Bla on the amplitude distribution in more detail.
This thesis studies the behaviour of the Bla with regards to other types of signals,
and in particular, binary sequences where a signal takes only two levels. Such an
input is valuable in many practical situations, for example where the input actuator
is a switch or a valve and hence can only be turned either on or oﬀ.
While it is known in the literature that the Bla depends on the amplitude
distribution of the input, as far as the author is aware, there is a lack of compre-
hensive theoretical study on this topic. In this thesis, the Blas of discrete-time
time-invariant nonlinear systems are studied theoretically for white inputs with an
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arbitrary amplitude distribution, including Gaussian and binary sequences. In doing
so, the thesis oﬀers answers to fundamental questions of interest to system engin-
eers, for example: 1) How the amplitude distribution of the input and the system
dynamics aﬀect the Bla? 2) How does one quantify the diﬀerence between the
Bla obtained from a Gaussian input and that obtained from an arbitrary input?
3) Is the diﬀerence (if any) negligible? 4) What can be done in terms of experiment
design to minimise such diﬀerence?
To answer these questions, the theoretical expressions for the Bla have been
developed for both Wiener-Hammerstein (Wh) systems and the more general Vol-
terra systems. The theory for theWh case has been veriﬁed by simulation and phys-
ical experiments in Chapter 3 and Chapter 6 respectively. It is shown in Chapter 3
that the diﬀerence between the Gaussian and non-Gaussian Bla’s depends on the
system memory as well as the higher order moments of the non-Gaussian input.
To quantify this diﬀerence, a measure called the Discrepancy Factor—a measure of
relative error, was developed. It has been shown that when the system memory is
short, the discrepancy can be as high as 44.4%, which is not negligible. This justiﬁes
the need for a method to decrease such discrepancy. One method is to design a ran-
dom multilevel sequence for Gaussianity with respect to its higher order moments,
and this is discussed in Chapter 5.
When estimating the Bla even in the absence of environment and measure-
ment noise, the nonlinearity inevitably introduces nonlinear distortions—deviations
from the Bla speciﬁc to the realisation of input used. This also explains why more
than one realisation of input and averaging is required to obtain a good estimate of
the Bla. It is observed that with a speciﬁc class of pseudorandom binary sequence
(Prbs), called the maximum length binary sequence (Mlbs or the m-sequence), the
nonlinear distortions appear structured in the time domain. Chapter 4 illustrates
a simple and computationally inexpensive method to take advantage this structure
to obtain better estimates of the Bla—by replacing mean averaging by median
averaging.
Lastly, Chapters 7 and 8 document two independent benchmark studies sep-
arate from the main theoretical work of the thesis. The benchmark in Chapter 7 is
concerned with the modelling of an electrical Wh system proposed in a special ses-
sion of the 15th International Federation of Automatic Control (Ifac) Symposium on
System Identiﬁcation (Sysid) 2009 (Schoukens, Suykens & Ljung, 2009). Chapter 8
is concerned with the modelling of a ‘hyperfast’ Peltier cooling system ﬁrst pro-
posed in the U.K. Automatic Control Council (Ukacc) International Conference
on Control, 2010 (Control 2010).
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Glossaries
Blackbox model — In system identiﬁcation, the term blackbox modelling refers to
the process of modelling a system through non-parametric techniques, without
knowledge of physical inner workings of the system, resulting in an empirical
model. 8, 112, 136, 138, 145
dc stands for direct current in electrical engineering. Regardless of the physical
nature of a signal (electrical or otherwise), the terms dc oﬀset, dc bias, dc
term or dc component are all used widely in signal processing to refer to the
mean value of a waveform in the time domain or the zero frequency component
in the frequency domain. viii, 15, 16, 19, 23, 24, 34, 38, 39, 43, 66, 125
ELiS stands for “Estimator for Linear Systems”, a program in the Frequency Do-
main System Identiﬁcation (Fdident) toolbox forMatlab. It implements an
iterative weighted nonlinear least squares procedure that ﬁts parametric mod-
els to non-parametric transfer characteristics of dynamical systems (Kollár,
1994). 49, 58, 91, 104, 108, 113, 114, 120, 125, 127
Empirical model — see blackbox model
Galois is a program to generate pseudorandom signals including maximum-length
sequences with various number of levels Barker (2008), Godfrey, Tan, Barker
and Chong (2005). The signals can be designed to have desirable properties
for dynamic system testing. 24, 85
Gaussianity is a qualitative measure of how close the statistical distribution of a
random variable is to a true Gaussian distribution, also known as a normal
distribution. xviii, 7, 9, 18, 86, 93, 96
xxii
Greybox model — In system identiﬁcation, a greybox modelling approach is a
mixture between whitebox and blackbox modelling. 136, see also blackbox
model & whitebox model
Matlab (MATrix LABoratory) is a widely used scientiﬁc numerical computation
environment developed by MathWorks with its own programming language.
The platform is optimised for matrix and vector based calculations and oﬀer a
wide range of tools for the manipulation, processing and visualisation of data.
xxii, xxiv, 17, 24, 38, 58, 62, 63, 65, 77, 93, 98, 104, 106, 113, 116, 121, 127,
129, 137, 146, 181–183
Mechanistic model — see whitebox model
Moments — see deﬁnition on p. 32. xxiii
Non-parametric model is a data-driven model without a priori speciﬁcation of
a model structure; instead the structure is determined entirely from the data.
Essentially the parameters are not ﬁxed and typically grow in size according
to the amount of data available see. 30, 39, 49, 58, 68, 91, 93, 104, 106–108,
136
Parametric model is a problem-driven model with a ﬁxed model structure and
a predetermined number of parameters. A good model can capture maximal
useful information from the data used to derive it with only a few number of
parameters. 49, 91, 104–108, See also non-parametric model
Probability density function (p.d.f.) — In probability statistics, a p.d.f. of a
continuous random variable is a density function of 𝑥 such that, when integ-
rated over a range of 𝑥 to give the area under the curve, the area describes
the relative likelihood for ﬁnding this random variable to lie within that range
at any given time. The p.d.f. deﬁnes the amplitude distribution and the mo-
ments for the random variable. See also moments & probability mass function
(p.m.f.)
Probability mass function (p.m.f.) — In probability statistics, a p.m.f. of a dis-
crete random variable is a discrete function of discrete variable 𝑥 that describes
the relative likelihood for ﬁnding this random variable to take on a given value
𝑥 at any given time. The p.m.f. deﬁnes the distribution and the moments for
the random variable. The p.m.f. for a discrete variable is the discrete analogue
xxiii
of the continuous probability density function (p.d.f.). See also moments &
probability density function (p.d.f.)
prs stands for “pseudorandom sequences” and is a collection of programs written
for Matlab software to generate maximum-length sequences and primitive
polynomials in a convenient package (Tan & Godfrey, 2002). 24, 85, 181
Simulink is a commercial tool developed by MathWorks with a tight integration
withMatlab software that oﬀers a block-oriented multi-domain programming
approach to modelling, stimulating and analysing dynamic systems (Krauss,
Shure & Little, 1994). 137, 138, 146, see also Matlab
Uniform distribution — In probability statistics, a random variable 𝑥 with a
uniform distribution has equal relative likelihood (or probability) of taking any
permissible values. The uniform distribution may be discrete or continuous
and is usually deﬁned by a range, for example, 𝑎 ≤ 𝑥 ≤ 𝑏. 17, 93, See also
moments, probability density function (p.d.f.) & probability mass function
(p.m.f.)
Whitebox model — In system identiﬁcation, the term whitebox modelling refers
to the process of modelling a system through ﬁrst principles, laws of physics
and explicit assumed relationships between the input and output through prior
knowledge of the system, resulting in a mechanistic model. 8, 136, 145
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Mathematical notations and typesetting
conventions
Unless otherwise speciﬁed, notations for symbols and mathematics are as follows:
Table 2: Table of notations and for symbols and mathematics
Symbol Description
≈ ::: approximately equals to :::
≡ ::: is a mathematical identity of :::
≜ ::: by deﬁnition equals to :::
∀ ::: for all :::
𝜇 Arithmetic mean
𝜎 Standard deviation
𝑒 Euler’s number (Napier’s constant)
𝑓, 𝜔 Frequency variables (Hz, rad sǊر)
f(𝑥) Generic function on 𝑥
f(𝑥)↦ 𝑦 f(𝑥) is deﬁned such that 𝑥 maps to 𝑦
𝜋 Ratio of a circle’s circumference to its diameter
j Imaginary number, equals
√
−1
f(𝜃Ǻ) = argmin
ഈ
f(𝜃) Speciﬁc value 𝜃 = 𝜃Ǻ that minimises f(𝜃) resulting in the min-
imised function of f(𝜃Ǻ)
𝑔Bla(𝑡) Bla (time domain)
𝐺Bla(j𝜔) Bla (frequency domain)
𝑇 Sampling interval or bit-interval
𝑢(𝑡) Continuous input signal 𝑢 at time 𝑡
𝑢[𝑘] Sampled input signal 𝑢 at sample 𝑘, 𝑘 counts from zero, i.e.
𝑢[0] = 𝑢(0 ≤ 𝑡 < 𝑇 )
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Symbol Description
𝑦(𝑡), 𝑦[𝑘] Similar deﬁnitions to 𝑢(𝑡) and 𝑢[𝑘] respectively but for the out-
put signal 𝑦 instead of 𝑢
ℱ{𝑥} The Dft of 𝑥
ℱǊر{𝑋} The inverse Dft of 𝑋
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𝒩(𝜇, 𝜎ٮ) Gaussian (normal) distribution of mean 𝜇 and variance 𝜎ٮ
𝒰(𝑎, 𝑏) Continuous uniform distribution between 𝑎 and 𝑏
𝒰ൢ Symmetrical discrete uniform distribution with 𝑛 levels
𝑥 ∼ 𝒩 Random variable 𝑥 follows a normal distribution
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𝑥! The factorial of 𝑥
𝑥!! The double factorial of 𝑥
EJ𝑥K The expected value of the random variable 𝑥
{𝑥} A set of 𝑥
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ℕ Set of natural numbers excluding zero
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Table 3: Table of typesetting conventions
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Italic 𝑥 Variables
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Introduction
1.1 Background of System Identiﬁcation
The ﬁeld of system identiﬁcation and modelling is relatively modern. Before its gen-
eralisation, systems science was born out of necessity from several diﬀerent ﬁelds,
for example, biomedicine, neuroscience, meteorology, signal processing, communica-
tions, geology and acoustics. They all share a common goal: to create mathematical
models capable of encapsulating some real processes and subsequently allow one to
make prediction and, depending on application, control or inﬂuence the process to
give certain desirable outcome.
1.1.1 Systems and models
In the broad sense, a system is a collection of interacting entities. For example, the
central nervous system is a network of interacting neurons, nerve cells as sensors
and muscle cells, amongst others, as actuators. Another example is the orbits of
planets around a star, which are governed by the physical law of general relativity.
The former example has clear deﬁnition of inputs, measured by some sensors, and
outputs, articulated by some actuators; the latter however, is less clear and depends
on deﬁnition of the problem in hand. In the star system example, an astronomer
may deﬁne the inputs of a star system being the masses, positions, velocities of the
celestial bodies and deﬁne the output as the geometry of the orbits; understanding
the model will allow the astronomer to make predictions of the output, i.e. the
orbital information.
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Similarly, in system and control theory, a system is a process with single or
multiple inputs directly inﬂuencing or determining the quantity of a single or some
combinations of outputs. System and control engineers sought to understand the
relationships between these inputs and outputs, and therefore to make predictions
or devise the best way to manipulate the inputs in order to attain certain desired
output behaviour. Many systems studied are dynamical—their outputs at any given
time simultaneously depend on more than one past instants of inputs, outputs, or
a combination of both. In other words, the outputs of the immediate future are not
just determined by the inputs or outputs at this very current moment, but also the
values in past moments. Exhibiting dynamics is also called having memory eﬀects.
In the frequency domain a dynamical system is characterised by having non-constant
magnitude and phase frequency responses. A system without dynamics is called a
static system.
A model of a system is a mathematical description of the relationships gov-
erning the inputs and outputs. Such a model may contain a complete description
or an approximation of the system. Unless full physical knowledge and the corres-
ponding law of physics are well understood, it is usually not possible to devise a
complete description. To be able to understand the relationship between the inputs
and outputs, it is necessarily to apply techniques from the disciplines of system
identiﬁcation and modelling. System identiﬁcation is the art of extracting informa-
tion and gathering data eﬃciently and accurately from the system in question with
certain user-speciﬁed goals. Sometimes it is possible to take control of an input,
which simpliﬁes the process. In such cases, the choice of the types and properties
of input signals is important to the quality of information extracted. With data
gathered, one can then start building models of the system. System modelling, on
the other hand, is the art of choosing, developing and validating models that give
the most accurate and precise description of the real system based on the ﬁnite
measurement data obtained from system identiﬁcation. A good model allows one to
predict the output or outputs of a system given some arbitrary inputs, or at the very
least, normal operating inputs expected for the real operation of the system. Once
a model has been derived and validated, the foundation is set for control engineers
to devise optimised control schemes to inﬂuence a system to achieve certain desired
behaviour.
In this thesis, for simplicity, only dynamical systems with a single input and
a single output are considered, these systems are referred to as single-input single-
output (Siso) systems. The systems considered are also time-invariant. This is to
say, the system dynamics, structure and behavior remain unchanged with time so
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that under the same input and given the same initial conditions, the system always
generates the same output.
1.1.2 Linear and nonlinear systems
Linear models are well documented and commonly used, even when the underlying
system is nonlinear (Ljung, 1999, tbl. 4.1). The concept of linearisation and pro-
portionality is well known and used in a wide range of ﬁelds. Some relationships
in nature are predominantly linear, some are very nonlinear and there are those
in between. All ‘linear’ systems are nonlinear to a certain extent—there are no
true linear relationships, as ultimately the linearity breaks down at some extreme
points due to changing law of physics or when external factors are introduced and
starting to dominate. Even with moderately nonlinear systems, linear models of
suﬃcient quality can be obtained given a small enough input domain or operation
range. Mathematicians, scientists and engineers prefer to apply linear approxima-
tions because their simplicity opens the door for closed-form algebraic study and
allows models to be devised with minimal eﬀort and cost.
Deﬁnition A nonlinear system is a system where the input-output relationship(s)
does not obey the principle of superposition.
An example of a nonlinear system is the human auditory system—doubling the
power output of a loudspeaker does not double the perceived loudness. It also has
dynamics—diﬀerent loudness is also perceived for tones with diﬀerent frequencies.
Note that in this thesis, the term nonlinear system is used for a dynamical nonlinear
system while the term static nonlinearity is used to refer a static nonlinear entity.
1.1.3 Impulse and impulse response
Before the existence of modern system identiﬁcation techniques, a frequently used
excitation signal called an impulse function (more formally the Dirac delta function)
has been used throughout human history, even before its mathematical understand-
ing was developed. Since the ancient times, people have found that one can examine
the quality, material, geometry or mass of an object by striking it with a short-lasting
impact. For example, knocking on a hollow object produces a distinctively diﬀerent
sound than that produced by knocking on a solid object. By listening to the knock,
one performs an ‘identiﬁcation’ with one’s ears and brain—together make a surpris-
ingly good biological audio frequency spectrum analyser! Many musical instruments
also rely on impulses. For instance, pianists play sound by hitting keys, which causes
3
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tensioned wires in the piano to be struck by hammers. Each key corresponds to a
diﬀerent wire that was taut with a speciﬁcally tuned tension force (or made with an
entirely diﬀerent metal), in order to have its resonant frequency corresponding to
a particular musical note. The strike of the hammer is eﬀectively an impulse that
causes the struck wire to vibrate and resonate at its natural frequency. This vibra-
tion interacts with the sound board of the piano and the surrounding air to produce
the musical note as a perceivable sound. An example of successful application of
impulses in a system identiﬁcation problem is in the analysis of the acoustics of a
concert hall though gunshots and even balloon bursts (Sumarac-Pavlovic, Mijic &
Kurtovic, 2008).
With an impulse as excitation, it is possible to extract information of the
dynamics from a system. The response as a function of time of a linear dynamical
time-invariant system to an applied impulse is called the impulse response function
(Irf), and is suﬃcient to describe the dynamics (but not the inner-structure) of
a linear time-invariant dynamical system. Knowing the Irf allows one to predict
the output of the system under any arbitrary inputs (not outside operating ranges
that may induce nonlinear eﬀects). Because of this, the objective of many system
identiﬁcation exercises is to obtain the Irf. The frequency response function (Frf)
is the analogue of the Irf in the frequency domain. Through the use of Fourier
transform (Ft) there is a one-to-one mapping between the frequency domain and
the time domain (see Section 2.2).
For nonlinear systems, the closest analogue of an Irf is the Volterra kernel
(Volterra, 1930/2005), akin to a multidimensional Irf. This will be discussed in
more detail in Section 3.4. However, it is possible to devise an Irf to represent a
linear model that behaves, as close as possible, to a nonlinear system. One such
tool is the Best Linear Approximation (Bla), introduced in the next section and
discussed in more technical detail in Section 3.1.
1.1.4 The Best Linear Approximation (B)
To devise a model to ﬁt the relationship of some data variates, ﬁrstly one has to
deﬁne a measure of error between the model prediction and the true measured data,
called the cost function. A popular choice is the least squares cost, where the total
error is deﬁned as the total squared diﬀerences between the model prediction and
the true measurement. A model where this total error is minimised is called the
least squares model. For example, in statistics, the ordinary least squares linear
regression is a type of least squares model.
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In dynamical systems, the least squares linear time-invariant model of a non-
linear time-invariant system is called the Best Linear Approximation (Bla). It was
founded on the basis of the Bussgang theorem (Bussgang, 1952) and it has several
important properties under the inﬂuence of input signals having Gaussian p.d.f’s.:
ﬁrstly, the transfer characteristics of a block-structured nonlinear system is the com-
bined dynamics multiplied by certain constant factor depending on the nonlinearity
(for example, see Section 3.3); and secondly, the Bla of a static nonlinearity is
static. In this thesis, for convenience, the Bla obtained from signals bearing a
Gaussian p.d.f. (or p.m.f. for discrete sequences) shall be called the Gaussian Bla.
However, the aforementioned properties do not apply if the inputs to the
nonlinear system do not have a Gaussian distribution. Example 1.1 of Enqvist
(2005) shows that the Bla of a static nonlinearity for non-Gaussian inputs is not
necessarily static. Further, example 1.2 from the same source shows that the Bla
can be diﬀerent for two inputs despite sharing an equal colour (or power spectrum).
A motivation example illustrating the dependence of the Bla on the amplitude
distribution of the input signals is given as follows:
Example Consider a simple pure cubic nonlinearity such that the output 𝑦 is re-
lated to the input 𝑢 by 𝑦 = 𝑢٦, and hence there are no dynamics. Three types of
zero-mean inputs: Gaussian, symmetrical (about zero) binary (2-level) sequences
and symmetrical ternary (3-level) sequences are used to identify the Bla of the
cubic nonlinearity. The binary and ternary sequences have their levels uniformly
distributed, i.e. all their levels have equal probability of appearance, the value of
which is ر/ٮ for the binary levels and ر/٦ for the ternary levels. The power of all
three sequences is normalised to unity. As a result, the variance of the Gaussian
input is also unity. For the other two sequences, the power normalisation combined
with the symmetry dictate that the binary sequence to comprise levels +1 and −1
and the ternary sequence to comprise levels of +
√
1.5, 0 and −
√
1.5 (see methods in
Chapter 5 for the derivation). The results are shown in Fig. 1.1. It can be seen that
the Blas are indeed diﬀerent for all three types of inputs. This is understandable
as the Blas are optimised to approximate the nonlinear cubic relationship to their
best ability (in terms of least squared errors) within the range of input amplitudes
of their corresponding input signal. This means that for the binary case, the Bla
is exactly described by 𝑦 = 𝑢, as the error between 𝑦 = 𝑢 and 𝑦 = 𝑢٦ is exactly
zero given input levels 𝑢 ∈ {+1,−1}. For the Gaussian case the Bla is 𝑦 = 3𝑢
while for the ternary case the Bla is 𝑦 = 1.5𝑢. The theoretical steps to derive these
Blas shall not be discussed here as the theory is not introduced until Chapter 3.
Nonetheless, note that the coeﬃcient of 𝑢 of each Bla in this example is directly
5
1.2. Thesis outline
equal to the 4th order moments of the corresponding input. The concept of moments
will be introduced in Section 3.2 and within which, Table 3.1 contains the central
moments for the three types of sequences used in this example.
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Binary BLA
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Figure 1.1: The Blas of a static pure cubic nonlinearity identiﬁed by three types
of input signals
As mentioned before, Gaussian Blas have desirable and well known proper-
ties. However, in some systems, one cannot expect the inputs to have a Gaussian
distribution—the ﬂow rate of a ﬂuid controlled by an on-oﬀ valve for example, is
more binary in nature; this sets the motivation of the thesis. Questions arise, for
example, what happens if a binary excitation is used instead of a Gaussian noise ex-
citation? Will the results signiﬁcantly change, or will the diﬀerences be suﬃciently
small that, for practical purposes, they can be ignored? Is it possible to quantify
the diﬀerences between non-Gaussian and Gaussian excitations on the basis of the
non-Gaussian measurement results? These questions will be addressed in Chapter 3.
1.2 Thesis outline
This thesis is split into two parts containing nine chapters in total. The ﬁrst six
chapters revolve around the main topic on the theory of the non-Gaussian Bla.
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Chapters 7 and 8 are both standalone chapters each documenting a benchmark
study. The last chapter contains general conclusions, a discussion on future work
and a summary of contributions. Details of each chapter in this thesis are listed as
follows:
Chapter 2 introduces the various periodic input sequences used throughout
this thesis with discussions on their properties and how they are generated.
The ﬁrst part of Chapter 3 gives a formal deﬁnition of the Bla and shows
that it is possible to derive closed-form expressions for the Blas obtained from
signals with arbitrary amplitude distributions for any time-invariant discrete-time
systems; within which two types of systems are shown: ﬁrstly the block-structured
Wiener-Hammerstein (Wh) system in Section 3.3 and secondly for the more general
Volterra systems in Section 3.4. The second part of Chapter 3 introduces a measure
to quantify the diﬀerence called the Discrepancy Factor (Df) in Section 3.5. This
answers the question on how much the Bla deviates from the Gaussian obtained
counterpart and it is shown that systems with shorter memory, in general, have
higher Dfs.
The ﬁrst part of Chapter 4 introduces a method for identifying the Bla and
discusses the behaviour of exogenous environment (and measurement) noise and
nonlinear distortions arising from the nonlinearities, with respect to diﬀerent avail-
able input sequences introduced in Section 2.3. The second part from Section 4.5
onwards documents a method to improve the estimates of the Bla through using
alternative averaging schemes rather than the conventional mean function, by using
a special property of Maximum Length Binary Sequence (Mlbs) inputs resulting in
structured nonlinear distortions. The results show such a method is simple to apply
and eﬀective in low exogenous noise scenario.
Chapter 5 illustrates a method to design discrete-interval random multilevel
sequences for Gaussianity. Gaussian Bla has well documented properties, one of
which is the ability to decouple the dynamics from the static nonlinear contributions.
Some problems prohibit the use of continuous amplitude levels, examples of which
are given in the beginning of the chapter. In such situations, optimising multilevel
sequences for Gaussianity is one method to obtain an unbiased Gaussian Bla.
Chapter 6 details an experiment based on an electrical circuit in a Wiener
system conﬁguration conducted to verify the discrete-time Bla theory developed
in Chapter 3, in which only simulated experiment was conducted. The experiment
results successfully veriﬁed the theory in a laboratory setting.
Chapter 7 proposes a solution to the benchmark problem with a Wiener-
Hammerstein electrical system published in Schoukens, Suykens and Ljung (2009).
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The content of this chapter is based on Tan, Wong and Godfrey (2012). The chapter
shows a utilisation of one property of the Gaussian Bla—the Bla is proportional
to the combined linear dynamics of the system. This allows a brute-force exhaustive
search of all poles and zero combinations resulting in two physically realisable ﬁlters
for the ﬁrst and second linearities of a Wiener-Hammerstein system. The iterative
algorithm proposed also models the static nonlinearity using a polynomial or a
piecewise polynomial function. The parameters are tuned in multiple stages, ﬁrst
for linearity assignment, then to nonlinearity, to minimise the number of parameters
the optimisation algorithm has to tackle at any stage. The polynomial degrees are
increased one degree at a time to minimise the chance of the optimisation being
stuck in a local minimum.
Chapter 8 documents a modelling exercise on a ‘hyperfast’ Peltier cooling
system assembly (Cham, Tan & Tan, 2010). The solution encompasses a mixture
of blackbox and whitebox modelling approaches, incorporating as much physical
and structural knowledge of the system as possible and without relying on numer-
ical non-parametric optimisation methods. The solution shows that even a simple,
naïve approach that does not use established sophisticated system identiﬁcation
methods, can yield models with acceptable performance given enough prior physical
knowledge. This piece of work was based on Wong and Godfrey (2010).
1.3 Contributions
Much of the research documented in this thesis has previously been published in
journal or conference publications; a list of which is available on p. xiv. Unless
otherwise speciﬁed or referenced, all the work are performed by the author under
the guidance of the supervisors named on p. ii with the exception of Chapter 7
which was part of a collaboration (see p. xvi). Major contributions arising from the
research work performed over the course of this Ph.D. degree are highlighted in this
section as follows:
The objective of this thesis is mainly concerned with the use of non-Gaussian
signal in identifying the Bla of the system. While the dependence of the Bla on the
input amplitude distribution is well known in the literature, the work in Chapter 3,
ﬁrst published in Wong, Schoukens and Godfrey (2012a), tackles some questions rel-
evant to the system identiﬁcation community. To the best of the author’s knowledge,
the eﬀect of non-Gaussianity of inputs to the Bla of a time-invariant discrete-time
nonlinear system has not been investigated in detail, and this thesis is able to provide
closed-form algebraic expressions for the Bla of generalised discrete-time Volterra
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systems with arbitrary input distributions. This answers the question made in the
beginning of the chapter: ‘What happens if a binary excitation is used instead of
a Gaussian noise excitation?’. Another question is: ‘Will the results signiﬁcantly
change, or will the diﬀerences be suﬃciently small that, for practical purposes, they
can be ignored?’. The simulation experiments performed for a Wiener system with
a) cubic (Section 3.3.1) and b) quintic (Section 3.3.2) nonlinearity have shown that
the Gaussian Bla and the Bla obtained from other input signals can have a sig-
niﬁcant diﬀerence between them. Finally, to answer: ‘Is it possible to quantify the
diﬀerences between non-Gaussian and Gaussian excitations on the basis of the non-
Gaussian measurement results?’, a measure called the Discrepancy Factor (Df) was
developed in Section 3.5 to quantify the diﬀerence.
The ﬁrst part of Chapter 4 discusses the behaviour of noise and nonlinear
distortions and how it aﬀects the choice of input signal. This piece of work was also
published in Wong, Schoukens and Godfrey (2012c). In the second part, signiﬁcant
improvement to the quality of estimate of the Bla of a nonlinear system can be made
when the input sequences used were Maximum Length Binary Sequences (Mlbs’s),
giving rise to nonlinear distortions having a certain structure unique to Mlbs’s.
While this structured behaviour is known in the literature, see for example, Godfrey
and Moore (1974), Vanderkooy (1994), the structured nonlinear noise has been
treated as a negative aspect rather than an opportunity. In this thesis, it was found
that the use of alternative averaging schemes rather than the traditional mean-based
averaging can oﬀer signiﬁcant improvement in the Bla estimate under moderate to
high signal-to-noise ratio (Snr) due to the structured nonlinear distortions. The
ﬁndings were submitted as Wong, Schoukens and Godfrey (2013b), which has been
accepted for publication.
Another notable contribution involves the physical experiment performed to
verify the theory developed in Chapter 3, documented in Chapter 6 of this thesis and
published in Wong, Schoukens and Godfrey (2012b). Here the experiment showed
good agreement between the theory and practice.
Furthermore, noting the dependence of the Bla on Gaussianity of the input
signal, the author investigated the merits in designing discrete-time discrete-level
sequences up to 5 levels (quinary) to match the higher order statistics to a discrete-
time Gaussian sequence. Chapter 5 has shown that it is possible to, depending on
the degree of nonlinearity, minimise or completely eliminate the bias of the estimated
Bla with respect to the Gaussian Bla. This piece of research was also published
to Wong, Schoukens and Godfrey (2013a) and was presented at the 31st Benelux
Meeting on Systems and Control, held on the 27th–29th, March, 2012 in Heijen, the
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Netherlands.
Lastly, the benchmark Chapters of 7 and 8 document solutions to benchmark
problems previously proposed in two separate conferences. The benchmark studies
provided valuable training opportunities for the author in system identiﬁcation.
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Periodic Input Sequences
Periodic sequences are widely used in system identiﬁcation. They oﬀer severaladvantages over aperiodic sequences in, for instance, eliminating spectral leakage
(see Section 2.2), the ability to perform inter-period averaging to drive down the
eﬀect of exogenous environment noise (see Section 4.2) and allowing the user to
compare the level of nonlinear distortions to that of noise (Pintelon & Schoukens,
2012). Several types of periodic input sequences used throughout this thesis are
described in this chapter. Before these sequences are introduced in Section 2.3, two
concepts ﬁrst explained: periodicity-invariant (Pi) property in Section 2.1 and the
various Fourier transforms (Fts) in Section 2.2.
2.1 Periodicity-invariance (Pi)
Deﬁnition A nonlinear system is designated as periodicity-invariant (Pi) when
excited by any periodic input 𝑢 with period 𝑁; the noise-free output 𝑦 would always
share the same period 𝑁.
This is the case if the spectral harmonic frequencies of the discrete output spectrum
are all divisible (in whole) by the fundamental frequency of the periodic input.
For linear dynamical systems, the Pi property always hold true, as the existence
of transfer functions dictates that the output frequency grid to be equal to that
of the input. In some literature, e.g. Marconato, Van Mulders, Pintelon, Rolain
and Schoukens (2010), Pi systems are denoted period-in-same-period-out (Pispo)
systems.
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In this thesis, the focus is on periodic sequences due to several advantages
highlighted in the next section, and as such all nonlinear systems considered are
restricted to Pi systems.
2.2 Fourier transformations and periodicity
A signal is a carrier of information and it may take diﬀerent physical forms: electrical
such as voltage values; or mechanical such as the angle of a valve controlling the ﬂow
rate of some ﬂuid. A signal can also be either continuous (in amplitude), an analogue
signal; or discrete, a digital signal. Throughout this thesis, the term sequence is used
only to denote digital signals.
The spectral density of an inﬁnitely long aperiodic continuous time signal not
described by a ﬁnite sum of sinusoids is a continuous function of frequency, and is
obtained by the continuous Fourier transform (Ft). The Nyquist-Shannon sampling
theorem states that the sampling frequency should be more than twice as high as
the highest frequency content of a band-limited signal to be able to reconstruct the
original signal with no loss of information. When an inﬁnitely long analogue signal is
sampled at ﬁxed time intervals to create a sequence, with sampling frequency 𝑓s (or
sampling interval 𝑇 = 1/𝑓s) chosen to obey the Nyquist-Shannon sampling theorem,
the spectral density is given by the discrete-time Fourier transform (Dtft), deﬁned
for a sampled input 𝑥[𝑘] as:
𝑋Dtft(𝑒jഗ) =
ǻ
௝
ൟ׬Ǌǻ
𝑥[𝑘]𝑒Ǌjഗൟ (2.1)
where 𝑘 = 𝑛/𝑓s for all integer 𝑛 ∈ ℤ. With respect to this equation, the Dtft
manifests repeated spectral ‘copies’ of the Ft of the continuous signal, with each
copy centred at frequencies 𝑛𝑓s ∀𝑛 ∈ ℤ. If one normalises the angular frequency
variable from 𝜔 = 2𝜋𝑓, with units of radian per second, to 𝜔⟶ 2𝜋𝑓/𝑓s = 2𝜋𝑓𝑇,
the periodicity of the 𝑋Dtft over frequency then becomes exactly 1. Provided the
Nyquist-Shannon theorem is satisﬁed, the overlapping or spectral aliasing between
diﬀerent copies is nil. In practice many signals are not truly band-limited and hence
there is always a certain amount of aliasing; but with careful measurement strategy,
e.g. with proper use of anti-aliasing ﬁlter, this can be minimised. In both cases
the spectral density is a density function since the distribution is continuous over
frequency and has dimension HzǊر.
In reality, it is a necessity to perform measurement in ﬁnite time. When a
truncation of an inﬁnite signal or sequence is made to create a ﬁnite data record,
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i.e. applying a rectangular time-window to obtain a snapshot, the record is assumed
periodic when transferred to the frequency domain through the discrete Fourier
transform (Dft), deﬁned as:
𝑋Dft(𝑘) =
ൂǊر
௝
ൢ׬ڃ
𝑥[𝑛]𝑒Ǌjٮഏൟൢറൂ (2.2)
for 𝑘 = 0, 1, ::: , 𝑁 − 1. The principal diﬀerence between Dft and Ft/Dtft is that
the Dft 𝑋Dft(𝑘) is always discrete in frequency. By imposing the input 𝑥 to have
a periodicity of 𝑁, 𝑋Dft(𝑘) in essence becomes the 𝑁-point sampled version of the
𝑋Dtft around the unit circle in the complex plane, at the points 𝜔ൟ = (2𝜋𝑘/𝑁).
This results in a power spectrum containing a discrete number of frequency lines,
rather than power spectral density. Power spectrum is dimensionless in terms of
time (i.e. involves only the unit of measurement, but not Hertz). If the original
signal is aperiodic, the Dft is only an approximation due to spectral leakage caused
by truncation. Diﬀerent windowing functions such as the Hanning (named after
Austrian meteorologist Julius von Hann) window are traditionally used instead of
the rectangular window (simple truncation) to improve the estimate (Blackman
& Tukey, 2012). In the case of periodic signals, the Poisson summation formula
(developed by French mathematician Siméon Denis Poisson) also shows that the
periodic summation of a function in the time domain is described completely by
discrete samples of its Fourier transform. The converse is also true—the periodic
summation of a function in the frequency domain is described completely by discrete
samples of the original function in the time domain (Pinsky, 2002). Hence, in
such cases, both the time domain and frequency domain functions are periodic and
contain an equivalent description of one another.
In addition to linking a signal or sequence to its power spectrum, Fts are also
used for transforming an impulse response function (Irf) (see Section 1.1.3) in the
time domain to its frequency response function (Frf) frequency domain counterpart.
If the Dft is used, the resulting Frf 𝐺(z) is valid for predicting the output of a
discrete-time dynamical system 𝑌(z) = 𝐺(z)𝑈(z) when subjected to discrete-interval
periodic input excitation 𝑈(z), in steady-state.
2.3 Periodic input sequences
System identiﬁcation is concerned with the extraction of dynamics from a system
through some form of measurements on the inputs and outputs. In some situations,
it is not possible to design an excitation signal or even apply one to a system depend-
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ing on its nature. For example, one only has a limited control on the concentration
of a drug in a patient. In many problems however, the input signal is only restric-
ted by the maximum amplitude limits of an actuator or by the maximum power a
system can handle without its integrity being compromised.
There are two important properties that make an input signal viable for sys-
tem identiﬁcation for linear systems. Firstly, a signal must be ‘persistently exciting’
(see Shimkin & Feuer, 1987; Söderström & Stoica, 1989, def. 5.1) such that the Irf
or Frf can be extracted through mathematical operations; and secondly, a signal
should contain maximal spectral content (or power) in the frequency band of in-
terest to maximise the signal-to-noise ratio (Snr) of the estimates, and with enough
frequency resolution to discern between features of interest, for example, sharp res-
onances. The impulse, introduced in Section 1.1.3, is a persistently exciting white
signal that contains equal energy content in all frequencies. Impulses however, have
a major disadvantage—being a signal that lasts only a very short period of time,
the energy transmitted to the system-under-test is limited. When the environment
has signiﬁcant background noise, the impulse response can be overwhelmed and
buried by noise, leading to a poor quality measurement. There are many metrics to
quantify the suitability of signals for noisy linear system identiﬁcation, two of which
are crest factor (Cf) and Performance Index for Perturbation Sequences (Pips)
(see Schoukens, Pintelon, van der Ouderaa & Renneboog, 1988; Godfrey, Barker &
Tucker, 1999; Pintelon & Schoukens, 2012, and also Section 5.4). For nonlinear sys-
tem identiﬁcation, it can be useful to intentionally suppress spectral lines to gauge
the degree of nonlinearity distortions or to minimise them; one example is shown by
using the Inverse-repeat Binary Sequence (Irbs) with odd-harmonics suppressed in
Section 4.4.
Rather than concentrating the energy in one burst in a short time window,
many excitation signals continuously transfer energy into the system, limited only by
actuator amplitude or the system energy balance (to avoid overheating, breakdown,
etc.). Such signals are now a preference over impulses due to the higher Snr achiev-
able. Thanks to the development of electronics such as digital-to-analogue con-
verters, computers, signal processing algorithms, eﬃcient implementation of Four-
ier transform algorithms such as the fast Fourier Transform (Fft), more complex
signals can be precisely and reliably generated, and measurement results can be
interpreted with suﬃcient computing power.
In this section, several types of sequences mentioned in this thesis are intro-
duced. The use of periodic sequences has an advantage in that theDft is completely
immune to spectral leakage if the sequence was sampled at precisely the right time
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points, (i.e. at the correct frequency) to create records of a complete period. An-
other advantage is that transient eﬀects are easy to minimise or eliminate during
measurement. Because of these advantages, periodic sequences should be used as
excitations for system identiﬁcation of Pi systems wherever possible. All of the
discrete-time excitations considered in this thesis are periodic. Zero-mean or near
zero-mean sequences are used and therefore the dc level (zeroth frequency) is either
exactly or approximately zero.
Note that in this thesis, where a periodic discrete-interval sequence is said
to have a period of 𝑁, the unit is in samples. This gives a period in seconds of 𝑁𝑇,
where 𝑇 is the bit-interval of the signal generator in seconds. For the speciﬁcation
of periods hereinafter, the units may be omitted; 𝑁𝑇 seconds and 𝑁 samples are
used interchangeably.
2.3.1 White Gaussian noise
Aperiodic white Gaussian noise is a typical signal used in modelling environment and
measurement noise, in which case the acronym Awgn for additive white Gaussian
noise, is often used in the literature. The term ‘white’ refers to the fact that the
power spectral density of the signal has a ﬂat expected power in all frequencies within
a certain frequency band of interest—an inﬁnite bandwidth signal does not exist in
reality, as such a signal would have inﬁnite energy due to the inﬁnite spectral content.
Nevertheless such a mathematical model usually suﬃces to model a broadband (wide
spectrum) noise that is white as far as the band of frequency of interest is concerned.
The term Gaussian refers to the amplitude distribution or the probability density
functions (p.d.f’s.) of ﬁnding the signal level at any given time as being normally
distributed.
Periodic white Gaussian noise may be utilised as excitation signals for system
identiﬁcation. A discrete-interval white Gaussian noise sequence can be obtained
when the noise is sampled at ﬁxed time intervals. When the sequence is truncated
into multiple records and each of which is made periodic, the magnitudes of their
Dft spectra are stochastic. The Dft power spectrum of each record is not strictly
white, but after suﬃcient averaging of many records, the ensemble power spectrum
tends to a white spectrum (see Section 4.3).
2.3.2 Discrete-Interval Random Binary Sequences (D's)
A Discrete-interval Random Binary Sequence (Dirbs) is a discrete-interval sequence
of values taking only two levels, a high or a low, with equal probabilities—see, for
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example, Godfrey (1980). If the high and low levels are chosen to be +𝑉 and −𝑉
respectively, the expected value of such a sequence is zero. Dirbs’s are aperiodic,
and as their length approaches inﬁnity, their autocorrelation functions are asymp-
totically equal to:
𝑅uu[𝑘] = ஭
𝑉ٮ 𝑘 = 0
0 𝑘 ≠ 0 (2.3)
Through truncation and splitting into records of length 𝑁, periodic Dirbs’s can
be obtained, reaping the beneﬁts associated with periodic sequences in terms of
eliminating spectral leakage and allowing for inter-period averaging to reduce the
output noise variance. They are not as useful for linear system identiﬁcation as
other sequences because of the need either to use a very large value of 𝑁 in order
for their oﬀ-peak autocorrelation function to be small, or equivalently, by using a
large number𝑀 of diﬀerent segment realisations with a much smaller value of 𝑁 and
then averaging the results; in either case, a relatively long experimentation time is
needed. If 𝑀 is not large, then it is possible for the Dft at some of the harmonics
to be relatively small, resulting in a low Snr at those frequencies—this is discussed
in more detail in Section 4.3.
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Figure 2.1: Dft power spectrum of a typical periodic Dirbs of period 𝑁 = 511
with levels ±1
Periodic Dirbs’s have similar Dft spectral properties as periodic white
Gaussian noise sequences introduced in the previous section. The power spectrum
on a decibel (dB) scale of a typical Dirbs of length 𝑁 = 511 is presented in Fig. 2.1.
When taken as a whole, the Dft power spectra for a family of zero-mean zero-order
hold (Zoh) Dirbs’s with power normalised to unity and period 𝑁 have zero power
in dc (zero frequency or the constant term); the remaining power (of unity) is evenly
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distributed between the remaining 𝑁 − 1 spectral lines. In decibel scale this gives
an ‘expected value’ of power of 10 logرڃ رൂǊر across the non-zero frequency lines and
this is marked in Fig. 2.1 by a dashed line. Note that the 𝑦-axis is on a decibel scale,
hence the dashed line does not look like a ‘line of best ﬁt’. Lastly, because of the
stochastic nature, each diﬀerent realisation of Dirbs has a diﬀerent power spectrum
as seen in the ﬁgure; this is in contrast to random-phased multisines (user-deﬁned)
and pseudo random sequences, described in later sections.
2.3.3 Random-phased multisines
Periodic multisines are widely used in both linear and nonlinear system identiﬁca-
tion. Their periodic nature avoids the need to deal with leakage eﬀects. A multisine
is a periodic analogue signal constructed by summing a ﬁnite number of sine waves
with a certain frequency range and phase relationships between them. A multisine
𝑥(𝑡) with a linearly spaced frequency grid is deﬁned as:
𝑥(𝑡) =
ഺ
௝
ൟ׬ر
𝐴(𝑘) sinஅ2𝜋𝑘𝑡𝑇s/𝑇N + 𝜙(𝑘)ஆ (2.4)
where 𝑇s is a sampling period of the signal generator, 𝑇N is the period of the
multisine, 𝐹 is the maximum number of allowed frequencies, 𝐴(𝑘) and 𝜙(𝑘) are
the amplitude and phase for each harmonic 𝑘 (Schoukens, Pintelon & Rolain, 2012,
p. 38). A continuous multisine may be sampled to obtain a digital multisine signal.
The user may choose both the power spectrum and the phases of the complex fre-
quency spectrum. A common design choice is to excite a range of frequency band
with ﬁxed power and zero power in other frequencies. Appendix B.2 shows the im-
plementation of a Matlab routine that generates random-phased multisines with
ﬂat power spectra.
When the phase of the sine waves at the excited frequencies are designed
to follow a continuous uniform distribution such that ⟨𝜙⟩ ∼ 𝒰(−𝜋, 𝜋) (between
−𝜋 and 𝜋 radians), random-phased multisines are obtained. This is not the only
way to design the phases; for example, Schroeder-phased multisines have a special
phase structure, resulting in a signal resembling somewhat a chirp1 (Schroeder,
1970; Boyd, 1986). This thesis focuses on random-phased multisines because of
several desirable properties in nonlinear system identiﬁcation: ﬁrstly, the Gaussian
p.d.f. of the resulting signal in the time domain; secondly, the ability to generate
many independent realisations of them with similar properties and thirdly, their
1A chirp signal is a sine wave with its frequency component continuously and monotonically
increasing (or decreasing) over time
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similarity to Gaussian noise in the time domain while having an invariant and user-
deﬁned Dft power spectrum. The asymptotic Gaussian p.d.f. property is especially
important to the bias-free identiﬁcation of the Best Linear Approximation (Bla)
(see Chapter 3).
A random-phased multisine has a relatively high Cf (Schoukens, Pintelon,
van der Ouderaa & Renneboog, 1988), compared to, say, a binary sequence. Various
literature in the past (see for example, Schroeder, 1970; van der Ouderaa, Schoukens
& Renneboog, 1988; Guillaume, Schoukens, Pintelon & Kollár, 1991) has tackled
this problem by optimising the phase through various methods to produce a signal
with lower Cf, meaning that energy content of the resulting signal is more eﬃciently
packed in a tight amplitude proﬁle. Since many actuators are limited by their output
amplitude, a high energy content is required for a high Snr. Doing so however
inevitably changes the amplitude distribution of the signal, making the resulting
multisine signal no longer Gaussian. In this thesis, the Gaussianity of a signal plays
an important aspect and hence the Cfs are not optimised.
A band-limited multisine may be sampled to give a discrete multisine se-
quence. In subsequent usage of the term random-phased multisine sequence or
simply multisines, the thesis refers to a white discrete Riemann equivalent (see
Schoukens, Dobrowiecki, Rolain & Pintelon, 2009; Schoukens, Lataire, Pintelon,
Vandersteen & Dobrowiecki, 2009) random-phased multisine with all harmonics up
to the Nyquist frequency excited with equal power, essentially creating a white Dft
spectrum. The spectral whiteness is necessary for maintaining a fair comparison
with the m-sequences detailed in the next section.
2.3.4 Maximum Length Binary Sequences (M's)
Maximum Length Binary Sequences (Mlbs’s) or m-sequences are discrete-time sig-
nals belonging to a class of pseudorandom binary sequences (Prbs’s) (Godfrey,
1993; Godfrey, Tan et al., 2005). These are sequences generated with linear auto-
recursive relations designed to achieve maximum periodicity (Zierler, 1959; Barker,
1967; Golomb, 1981). Some use the term Prbs to refer toMlbs but it is important
to note there are other binary sequences that fall under the umbrella of Prbs, for
example, quadratic residue binary sequences, Hall binary sequences and twin-prime
binary sequences (Godfrey, Tan et al., 2005; Barker, 2008).
The term ‘pseudorandom’ stems from the fact that these sequences, while
having properties of randomness, are actually deterministic. This deterministic
nature means that there are a limited number of sequences given any period (or
length) 𝑁 and each one of them is unique. Two of the most important properties
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of Mlbs’s are their perfectly ﬂat Dft power spectra (except dc) and the shift-and-
add(multiply) property (see p. 24). The ﬂat power spectra makeMlbs’s versatile in
system identiﬁcation and the shift-and-add property has implications in nonlinear
distortions (see Chapter 4). More properties of Mlbs’s are listed on p. 23.
Due to their favourable cross-correlation characteristics, deterministic nature
and ease of generation through simple shift register circuitry (Golomb, 1981; Norton,
1986/2009; Godfrey, 1993), m-sequences have been used extensively from commu-
nications (Simon, Omura, Scholtz & Levitt, 1994) to system identiﬁcation in a
wide range of ﬁelds including acoustical (Borish & Angell, 1983), chemical (Am-
rani, Dowdeswell, Payne & Persaud, 1998), industrial (Godfrey & Moore, 1974;
Vilkko & Roinila, 2008) and physiological (Marmarelis, 2004) systems. Mlbs’s
have unique properties when applied to nonlinear system identiﬁcation, the shift-
and-add(multiply) property for example, allows better than normal rejection of non-
linear distortions, speciﬁcs of which will be discussed in Section 4.5.1. Another ex-
ample is that these sequences are especially suitable when estimating higher-order
Volterra kernels (see Section 3.4)—normally a time-consuming and inaccurate pro-
cedure (Sutter, 1987, 1992; Reed & Hawksford, 1996).
Galois ﬁeld mathematics
.
.⋯
+
𝑔 ر 𝑔 ٮ
𝑔ൢǊر
𝑔ൢ ≡ 1
𝑔 ڃ
≡
1
Figure 2.2: Fibonacci implementation of Lfsr
Mlbs’s can be generated from electronic linear feedback shift registers (Lfsr)
with special feedback topology, which gives the maximum periodic length (period)
attainable by traversing all binary 𝑛 ≥ 3-bit patterns within the Lfsr except one
(all zeros) of 𝑁 = 2ൢ − 1. Any Lfsr can be represented by a generator polynomial
𝐺(𝑥) such that:
𝐺(𝑥) = 𝑔ڃ ⊕ 𝑔ر𝑥ر ⊕ 𝑔ٮ𝑥ٮ ⊕ :::⊕ 𝑔ൢǊر𝑥ൢǊر ⊕ 𝑔ൢ𝑥ൢ (mod 2) (2.5)
where 𝑔ൢ represents the feedback tap conﬁgurations and numerically equal to 1 when
connected and 0 otherwise. For practical reasons, 𝑔ڃ and 𝑔ൢ must be set to 1, i.e.
connected, see Fig. 2.2. The 𝐺(𝑥) is performed in modulo-2 mathematics for binary
sequences and obey modulo-2 addition (denoted by ⊕) and modulo-2 multiplication
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(for the raised powers) operations. Modulo-2 addition is handled electronically by
eXclusive-OR logic gates (Xors).
A sequence with maximum period 𝑁 = 2ൢ − 1 permitted by the number of
Lfsr bits 𝑛 is generated only when the feedback topology can be described by a
primitive polynomial.
Deﬁnition 𝐺(𝑥) is a primitive polynomial if it cannot be factorised into any poly-
nomials of a lesser degree, and it is a factor of the polynomial 𝑥ൂ+1 (mod 2) where
𝑁 = 2ൢ − 1, as before, is the period of the Mlbs corresponding to the shift register
bit length 𝑛.
Since the period of the sequence is not a power of 2, the radix-2 fast Fourier
transform (Fft) algorithm cannot be used to convert from time domain to the
frequency domain, but given the power of modern computers, this is not a signiﬁcant
drawback.
Realisation
AnMlbs is obtained by noting the bit symbol of any register over a complete period
in a Lfsr arrangement. At any given time, the particular bit arrangement in the
registers of the Lfsr is called a state. An illustrated example in generating a short
Mlbs (𝑛 = 3,𝑁 = 7) is given below. At this length, the only two valid primitive
polynomials are given by 1 ⊕ 𝑥 ⊕ 𝑥٦ and 1 ⊕ 𝑥ٮ ⊕ 𝑥٦.
.
. . . . . . . . . . . . . .
. . . . . . . . . . . . . .
. . . . . . . . . . . . . .
. . . . . . . . . . . . . .
. . . . . . . . . . . . . .
. . . . . . . . . . . . . .
. . . . . . . . . . . . . .
.=1
XOR
1 1 1
0
𝑡 = 0
.=1
XOR
0 1 1
0
𝑡 = 1
.=1
XOR
0 0 1
1
𝑡 = 2
.=1
XOR
1 0 0
0
𝑡 = 3
.=1
XOR
0 1 0
1
𝑡 = 4
.=1
XOR
1 0 1
1
𝑡 = 5
.=1
XOR
1 1 0
1
𝑡 = 6
.
.
. .
.
Figure 2.3: Illustrating and the generation of an Mlbs of period 𝑁 = 7 using a
3-bit Lfsr
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Example In Fig. 2.3 there are seven labelled diagrams, each representing a state
in time. The electronically high and low levels are denoted ‘1’ and ‘0’ respectively.
The 3-bit Lfsr takes a single input from the left hand side and shifts the symbols
within each cell from left to right every time step in each of the diagrams. The
Xor gate takes two feedback taps as input and the output of which becomes the
input to the Lfsr at the next time sample. The valid feedback taps that generate
an Mlbs are predetermined as mentioned before and in this example the primitive
polynomial 1⊕𝑥ٮ⊕𝑥٦ is used (apply (2.5) whilst comparing Fig. 2.2 and Fig. 2.3).
Table 2.1: Xor gate
truth table
Inputs Output
A B
0 0 0
0 1 1
1 0 1
1 1 0
The outputs of the Xor gates according to Table 2.1
are annotated next to the connection between the Xor out-
puts and the Lfsr inputs in Fig. 2.3. The Lfsr is initialised
arbitrarily at 𝑡 = 0 to ‘111’. The Xor operation on the
second and third register values outputs a single ‘0’ and this
then becomes the ﬁrst register value at 𝑡 = 1. The opera-
tion continues in a similar manner until 𝑡 = 6 when the next
state change results in an identical state to that of 𝑡 = 0.
The Mlbs is obtained by reading the value of any register
throughout one period of operation. For this example, the
Mlbs generated is ⟨1110010⟩. Shifting the sequence in a cyclic manner simply adds
phase to the Dft spectrum and does not aﬀect its power spectral properties. Note
that there is a forbidden state with shift registers holding ‘000’. This trivial state is
stable but is never reached when generating anMlbs. This explains why the period
of an m-sequence generated by an 𝑛-bit Lfsr is given by 2ൢ − 1 rather than 2ൢ.
Conversion to a sequence with levels ±𝑉 is made by substituting 1 → +𝑉
and 0 → −𝑉 or by 1 → −𝑉 and 0 → +𝑉. Their mean level is ±𝑉/𝑁 and their
autocorrelation function is given later in this section.
Number of available independent M's
Given a family ofMlbs’s with a common period of 𝑁, there is only a limited number
of Mlbs’s. Refer to the table in Appendix A.1 for the total number of available
Mlbs’s against the 𝑛 number of bits of the Lfsr and the resulting period 𝑁 of the
Mlbs. Tables of Lfsr feedback topologies are also available for 𝑛 up to about 30
(New Wave Instruments, 2010). The number of available Mlbs’s for a given period
is always an even number; this is due to the fact that an Mlbs reversed in time,
called its mirror counterpart, is itself another Mlbs and as such, there is always an
even number of them given any periodicity. In the example above for 𝑛 = 3 where
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there are only two valid feedback tap choices, the two are mirror counterparts of each
other. There are several diﬀerentMlbs for any value of 𝑛 > 3. However, for small 𝑛,
the number of independent m-sequences is comparatively limited—for example, for
𝑛 = 7 ⇔ 𝑁 = 127, there are 18 independent Mlbs’s, while for 𝑛 = 13 ⇔ 𝑁 = 8191,
there are 630 including their time-reversed mirror counterparts.
Note that the Mlbs’s in a given family of common periodicity are assumed
to be statistically independent of each other, such that the occurrence of a high or
low level of a sequence at any one time does not aﬀect its probability on another
sequence from the same family, which includes the mirror counterparts.
Frequency line
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Figure 2.4: Dft power spectrum of a typical Mlbs of period 𝑁 = 511 with levels
±1
0− /
1
uu
Period = NT
Figure 2.5: Periodic autocorrelation function of a Zoh Mlbs with bit-interval of 𝑇,
period 𝑁𝑇 and levels ±1
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Properties of M's
Some properties of Mlbs’s include (Mitra, 2008):
1. Register states: AnMlbs is generated by traversing all possible states of Lfsr
except one where all registers are zero. The latter is a stable but trivial state
that is never reached, giving the period of Mlbs to be equal to the number
of all possible register states (2ൢ) minus the trivial state resulting in 2ൢ − 1
where 𝑛 is the number of registers in the Lfsr.
2. Power spectrum: All Mlbs’s have perfectly white (ﬂat) Dft power spectrum
for all frequencies except dc (zero frequency), see Fig. 2.4 for the power spec-
trum of a typical Mlbs with power normalised to unity (signal levels ±1).
3. Mirror counterparts: A time-reversed copy of a period ofMlbs is itself another
Mlbs, called the mirror counterpart. The mirror counterpart of any Mlbs
can also be generated by reversing the feedback tap conﬁguration of the Lfsr.
4. Autocorrelation properties: The autocorrelation function 𝑅uu(𝑡) of an Mlbs
approximates an impulse, or a normalised Dirac delta function. With the
power normalised to unity (signal levels ±1), numerically:
𝑅uu(𝑡) =
⎧⎪⎪
⎨⎪⎪
⎩
1 𝑡 = 0
1 − (𝑁 + 1) 𝑡𝑁𝑇 |𝑡| < 𝑇
− 1/𝑁 𝑇 ≤ |𝑡| ≤ (𝑁 − 1)𝑇
(2.6)
where 𝑇 is the time interval a bit symbol of the Zoh Mlbs signal, and 𝑅uu has
the period of 𝑁𝑇, i.e. same as the signal. This is plotted in Fig. 2.5, from which
one can see between the time of −𝑇 and 𝑇 the autocorrelation function is a tri-
angle. The small non-zero oﬀ-peak values are an intrinsic property of Mlbs’s.
As 𝑁 tends to inﬁnity the oﬀ-peak values become negligible and 𝑅uu(𝑡) tends
to a true Dirac delta. Operating in the discrete-time domain the autocorrela-
tion function 𝑅uu[𝑘] approximates a Kronecker delta function—a discrete-time
analogue of the Dirac delta function (Hartmann, 1997, pp. 152–153).
5. Running length of symbols: The maximum running length of identical symbols
is always equal to the number of bits of the shift registers used to generate
the Mlbs. For Mlbs of period 𝑁 = 2ൢ − 1 and 𝑛 being the number of shift
register bits, there is always precisely one longest run of ‘1’s of length 𝑘 equal
to 𝑛, one run of length 𝑘 = 𝑛−1 of ‘0’s and equally one run of length 𝑘 = 𝑛−2
for both symbols of ‘1’ and ‘0’. There are two, four, eight (in increasing powers
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of two) for each decreasing length of 𝑘 ≤ 𝑛 − 3 for both symbols until 𝑘 = 1,
where there are equally 2ൢǊ٦ isolated symbols of ‘1’ and of ‘0’. Referring
back to the Lfsr setup in Fig. 2.3, the nature of Xor logic gates means the
longest sequence of high must be sandwiched by two low levels at either side,
guaranteeing there are no symbols runs longer than 𝑛.
6. Shift-and-add(/-multiply) property: The modulo-2 sum of an Mlbs ⟨𝑢⟩ with
levels ‘1’ and ‘0’ and a time-delayed version of itself ⟨𝑢[𝑡−𝑎]⟩ results in another
time-delayed version of itself ⟨𝑢[𝑡 − 𝑏]⟩ (Zierler, 1959). The speciﬁc delay
relation between the original and the resulting sequence is a function of the
speciﬁc Mlbs ⟨𝑢⟩ and the value of 𝑎, such that 𝑏 = f(𝑎, ⟨𝑢⟩). This property is
called the shift-and-add property and is unique to m-sequences. If instead the
sequence is symmetric (with signal levels ±a), the property is then called the
shift-and-multiply property.
Generating M with computer software packages
Mlbs’s can be generated using the Matlab software and the third-party tool prs
(Tan & Godfrey, 2002) or the stand-alone program Galois (Barker, 2008; Godfrey,
Tan et al., 2005). The Matlab program code utilising the prs tool is included in
Appendix B.1.
2.3.5 Inverse-Repeat (Maximum Length) Binary Sequences (I's)
An Irbs 𝑢Irbs is anMlbs 𝑢Mlbs with every other symbol or sample inverted, creating
a sequence twice the period of the original Mlbs, such that:
⎧
⎨⎩
𝑢Irbs[𝑘] = +𝑢Mlbs[𝑘],   𝑘 = 1, 3, 5..., 2𝑁 − 1 
𝑢Irbs[𝑘] = −𝑢Mlbs[𝑘],   𝑘 = 2, 4, 6..., 2𝑁
(2.7)
where 𝑁 = 2ൢ − 1 is the period of the parent Mlbs and 𝑢Mlbs[𝑘 + 𝑖𝑁] ≡ 𝑢Mlbs[𝑘]
for all integers 𝑖 and 𝑘 due to the periodicity.
Irbs’s have a white Dft power spectrum, though the spectrum has only
power in the odd harmonics. Also, the dc frequency has exactly zero power, which
means the sequences have exactly zero mean in the time domain. Fig. 2.6 shows a
typical power spectrum of an Irbs with levels ±1 generated by an Mlbs of period
2פ − 1 = 255, resulting in the Irbs with a period of 255 × 2 = 510.
For nonlinear system identiﬁcation, the lack of power at even harmonics is
a highly desirable property, because it removes the eﬀects of even order system
nonlinearities (Schoukens, Swevers, Pintelon & van der Auweraer, 2004). One can
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Figure 2.6: Dft power spectrum of a typical Irbs of period 𝑁 = 510 with levels ±1
observe this also equates to the frequency resolution being halved compared to the
related Mlbs. To preserve the frequency resolution, it is necessary to halve the
sampling time, which is not always feasible; or doubling the experiment time, which
is undesirable.
2.3.6 Multilevel sequences
Multilevel sequences in this thesis refer to discrete-level signals with more than two
signal levels, for example, ternary (3-level), quaternary (4-level), quinary (5-level)
and so forth. These sequences may be truly random or pseudorandom (see previ-
ous section), in the latter case they are called pseudorandom multilevel sequences
(Prms’s). In addition, there are no restrictions placed on the actual discrete dis-
tribution of the signal levels; it can be symmetric (with equal positive and negative
distribution of signal levels), or asymmetric and arbitrary. The discrete distribution
of signal levels can be deﬁned by the probability mass function (p.m.f.), a discrete
analogue of the continuous and more commonly known probability density function
(p.d.f.).
2.4 Conclusions
This chapter introduced several types of input sequences known in the literature,
which are discussed and used in the experiments throughout this thesis. This sets the
stage for Chapter 3, where theoretical expressions for the Best Linear Approximation
(Bla) are derived, applicable to all input sequences introduced in this chapter.
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The Best Linear Approximation
Nonlinear systems are systems where the input-output relationships do notobey the principle of superposition. An example of such a system is the human
auditory system—doubling the power output of a loudspeaker does not double the
perceived loudness. All systems are nonlinear to some extent and the term ‘linear
system’ is used to describe systems that are predominantly linear. For example, an
electrical circuit with only capacitors, inductors and resistors and a driving elec-
tromotive force, or the mechanical analogue of mass, spring, damper and a driving
force; are described as linear systems. However, under extreme situations such as
when the driving voltages or forces are too high, the resistors may overheat, the
spring may be over-compressed; the linear relationships may no longer apply. The
opposite is also true, small perturbations in a well-behaved nonlinear system can be
predominantly linear around a small region, called the operating point. Linearising
a nonlinear system around such a point has merits in modelling and control.
In linear system identiﬁcation, both the frequency response function (Frf)
and the impulse response function (Irf) of a system contain a complete description
of the system dynamics, from which it is possible to model, make predictions and
control the system to achieve desired behaviour. For nonlinear systems, a complete
description is infeasible to obtain, unless one has a complete physical knowledge
of the system. Therefore, one is better oﬀ modelling the system across a certain
operating range. One of the most familiar ways of linearising a nonlinear system
about an operating point is to use the Best Linear Approximation (Bla) (Enqvist
& Ljung, 2005; Pintelon & Schoukens, 2012; Mäkilä & Partington, 2004; Mäkilä,
2004, 2006). The Bla depends upon the amplitude distribution of the excitation
(e.g., binary, uniform, Gaussian) and on the power spectrum of the excitation. In
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a standard situation, Gaussian distributed excitations with a user-deﬁned power
spectrum are used (Pintelon & Schoukens, 2012; Schoukens, Pintelon, Dobrowiecki
& Rolain, 2005), with the model errors minimised in mean square sense (Enqvist
& Ljung, 2005; Enqvist, 2005). The major motivation for this choice is that, un-
der these conditions, the theoretical insights are very well developed (Pintelon &
Schoukens, 2012; Schoukens, Lataire et al., 2009). However, Gaussian excitations
are deﬁnitely not always the simplest or the best choice from a practical point of
view.
In this chapter, the eﬀect of the distribution of the excitation signal on the
linear approximation is studied. For example, what happens if a binary excitation
is used instead of a Gaussian noise excitation? Will the results signiﬁcantly change,
or will the diﬀerences be suﬃciently small that, for practical purposes, they can be
ignored? Is it possible to quantify the diﬀerences between non-Gaussian and Gaus-
sian excitations on the basis of the non-Gaussian measurement results? These are
important questions for the measurement community, because in some applications,
for example, opening and closing a valve, it may be very diﬃcult or even impossible
to apply a Gaussian excitation, while it could be very easy to use a binary excitation.
3.1 Introduction to the B
Deﬁnition The Best Linear Approximation (Bla), when applied to a time invari-
ant and periodicity-invariant (see Section 2.1) nonlinear system, is a speciﬁc impulse
response function (in the time domain) or transfer function (in the frequency do-
main) that minimises the squared diﬀerences between the output computed from a
linear dynamic ﬁlter with transfer characteristics of the Bla to the output of the
nonlinear system in question.
Mathematically, this may be expressed as:
𝑔Bla = argmin൛
E
r
|𝑦 − 𝑔 ∗ 𝑢|ٮ
z
(3.1)
where 𝑢 is the input to the system, 𝑦 is the corresponding measured system output,
the tuning parameter 𝑔 is a linear Irf, and E is the expectation operator which
operates across all input 𝑢 from a common statistical process 𝒳 such that ⟨𝑢⟩ ∼
𝒳. The symbol ∗ denotes convolution such that 𝑔 ∗ ℎ(𝑡) ≜ ∫ǻǊǻ 𝑔(𝜏)ℎ(𝑡 − 𝜏)d𝜏 for
continuous functions and 𝑔 ∗ ℎ[𝑛] ≜ ∑ǻൡ׬Ǌǻ 𝑔[𝑚]ℎ[𝑛 −𝑚] for discrete functions.
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An equivalent relationship in the frequency domain for (3.1) may also be
established as:
𝐺Bla = argmin൛
E
r
(𝑌 − 𝐺𝑈)(𝑌 − 𝐺𝑈)
z
. (3.2)
Eykhoﬀ (1974), Bendat and Piersol (1980) have shown that, for any nonlinear sys-
tem with an input signal 𝑢 and with output signal 𝑦, an estimator of 𝑔Bla can be
constructed as follows: The least squared errors between the nonlinear output mod-
elled by a linear Bla ﬁlter are minimised (Enqvist & Ljung, 2005; Enqvist, 2005)
such that:
𝑦 ≈ 𝑔Bla ∗ 𝑢.
Moving into the frequency domain and assuming input 𝑈 to be a white signal 𝑈Ǻ
ﬁltered by a ﬁlter 𝐻 such that 𝑈 = 𝑈Ǻ𝐻, then:
𝑌 ≈ 𝐺Bla ⋅ 𝑈Ǻ𝐻.
Cross-correlating both sides with the input 𝑈 gives:
𝑌 ⋅ 𝑈Ǻ𝐻 ≈ 𝐺Bla ⋅ 𝑈Ǻ𝐻 ⋅ 𝑈Ǻ𝐻
𝑌 ⋅ 𝑈Ǻ ⋅ 𝐻 ≈ 𝐺Bla ⋅ 𝐻𝑈Ǻ𝑈Ǻ𝐻
𝐺Bla(j𝜔) ≈
𝑌𝑈
𝐻𝑈Ǻ𝑈Ǻ𝐻 =
𝑌𝑈(j𝜔)
𝑅(𝜔) . (3.3)
For a periodic input signal of period 𝑁 and sampling time 𝑇, (3.3) is modiﬁed to:
𝐺Bla(j𝜔ൟ) ≈
𝑌𝑈(j𝜔ൟ)
𝑅(𝜔ൟ)
. (3.4)
Here 𝑅(𝜔ൟ) is the (auto-)power spectrum of one speciﬁc realisation of input 𝑢,
𝑌𝑈(j𝜔ൟ) is the cross-power spectrum between 𝑢 and 𝑦 and 𝜔ൟ = 2𝜋𝑘/𝑁𝑇 where
𝑘 ∈ {0, 1, ::: , 𝑁 − 1} is the harmonic number. Given a single measurement record
of the input 𝑢 and output 𝑦, (3.3) gives one speciﬁc estimate. In practice, a good
Bla estimate requires an aggregate asymptotic convergence of many independent
experiments with diﬀerent input realisations, each generated by a common parent
process. With any single experiment realisation, there are inevitably deviations
from the Bla, hence the approximately equals sign in (3.3). In a scenario devoid
of exogenous environment and measurement noise, any deviation of the actual out-
put 𝑦 of a time-invariant nonlinear system from the expected output due to linear
contributions 𝑦L = 𝑔Bla ∗ 𝑢 for a given realisation of input 𝑢 may be classiﬁed as
29
3.1. Introduction to the Bla
nonlinear distortions. One can write:
𝑦 = 𝑦L + 𝜈
= 𝑔Bla ∗ 𝑢 + 𝜈 (3.5)
where 𝜈, the nonlinear distortion term, is a function of system input and the struc-
ture of the nonlinearity. Given a class of periodic input ⟨𝑢⟩, this nonlinear distortion
term will also be periodic and is speciﬁc to a particular realisation of 𝑢—this is in
contrast to exogenous environment noise, which is usually aperiodic in nature. This
has implications in the averaging strategy required to obtain good estimates of Bla
in a non-parametric identiﬁcation problem—one has to utilise diﬀerent realisations
of inputs, rather than periodic renditions of a single realisation, to drive down non-
linear distortions and therefore uncertainty of the Bla estimates.
With this in mind, the usual method of estimating the Bla in the frequency
domain, is to introduce averaging to (3.3) to give:
𝐺Bla =
E
q
𝑌𝑈
y
EJ𝑅K (3.6)
where E is the expectation operator, numerically performed through averaging
schemes such as the arithmetic mean. The expectation operator operates across
diﬀerent realisations of 𝑢. For white input this is then:
𝐺Bla =
E
q
𝑌𝑈
y
E
q
𝑈𝑈
y (3.7)
= 𝑐E
q
𝑌𝑈
y
(3.8)
where 𝑐 is a constant; as the ‘population’ auto-power spectrum E
q
𝑈𝑈
y
is a constant
by deﬁnition of spectral whiteness. In the time domain for white inputs ⟨𝑢⟩, this is
equivalent to:
𝑔Bla = 𝑐EJ𝑢 ⋆ 𝑦K
where ⋆ is the cross-correlation operator such that 𝑔 ⋆ ℎ(𝑡) ≜ ∫ǻǊǻ 𝑔(𝜏)ℎ(𝑡 + 𝜏)d𝜏 for
continuous functions and 𝑔 ⋆ ℎ[𝑛] ≜ ∑ǻൡ׬Ǌǻ 𝑔[𝑚]ℎ[𝑛 + 𝑚] for discrete functions.
The constant 𝑐 is unity if the power of 𝑢 is unity. Introducing and incorporating
the time variable of interest 𝑟 one obtains:
𝑔Bla(𝑟) = 𝑐EJ𝑢(𝑡)𝑦(𝑡 + 𝑟)K.
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To make causality easier to deal with, negative shift variables (to obtain past
samples) are preferable. Use the fact that (𝑚 ⋆ 𝑛)(𝑡) ≡ (𝑛 ⋆ 𝑚)(−𝑡) to obtain:
𝑔Bla(−𝑟) = 𝑐EJ𝑦(𝑡)𝑢(𝑡 + 𝑟)K
𝑔Bla(𝑟) = 𝑐EJ𝑦(𝑡)𝑢(𝑡 − 𝑟)K. (3.9)
This equation will form a basis for deriving the theoretical Bla in Sections 3.3 and
3.4.
It is important to realize that 𝑔Bla(𝑟) depends not only on the ﬁrst-order
kernel in the Volterra expansion of the nonlinear system, but also on the higher
order kernels (Schetzen, 1980/2006). For this reason, the Bla depends on the higher
order moments of the input which, in turn, makes it dependent on the distribution
of the input signal. Even order nonlinearities do not contribute to the Bla for input
distributions that are symmetric about zero. This result is also in agreement with
the early result of Bussgang (1952) which states that, for coloured Gaussian noise
applied to a static nonlinearity, the following relation holds between the input-output
cross-correlation function 𝑅yu(𝜏) and the input autocorrelation function 𝑅uu(𝜏):
𝑅yu(𝜏) = 𝑐 ⋅ 𝑅uu(𝜏) (3.10)
where 𝑐 is a constant that depends only on the nonlinear amplitude characteristic.
In Section 3.2, the concept of higher order moments for a signal or sequence
is deﬁned. The theoretical Bla is ﬁrst developed for a more basic block structured
nonlinear system, namely the Wiener-Hammerstein (Wh) in Section 3.3; then this
is extended to the more general Volterra system in Section 3.4. In both cases,
let the system be excited by 𝑀 random realisations of independent and identically
distributed sequences 𝑢ൡ[𝑘], 1 ≤ 𝑚 ≤ 𝑀, all of period 𝑁; the following assumptions
are made:
1. Steady state is reached before the system output is measured.
2. Input and output measurements are synchronised so that there are no leakage
eﬀects.
3. 𝑀 is suﬃciently large so that the deviation of the measured output frequency
spectrum (averaged over the 𝑀 realisations) from the true output spectrum
of the linear element can be regarded as due to nonlinear distortions but not
disturbance noise.
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3.2 Moments
Deﬁnition The 𝑛th moment of a periodic random sequence 𝑢 with notation 𝔐ൢ is
deﬁned as:
𝔐ൢ ≜ EJ𝑢ൢK (3.11)
where E is the expectation operator acting across all possible sequences of the same
random process from which the sequences were generated.
The ﬁrst moment when 𝑛 = 1 is the mean while the second moment when
𝑛 = 2 is equal to the variance when the mean is zero. The second moment also
relates to the power of the signal or sequence. The term ‘higher order moment’ is
used to describe moments where 𝑛 ≥ 3 and is studied in a branch of statistics called
higher order statistics.
Table 3.1: Moment values for zero-mean Gaussian, uniform binary and uniform
ternary sequences
Degree 𝔐ൢ
𝑛 Gaussian Binary Ternary
1 0 0 0
2 𝜎ٮ 𝑎ٮ 2𝑏ٮ/3
3 0 0 0
4 3𝜎׻ 𝑎׻ 2𝑏׻/3
5 0 0 0
6 15𝜎ٟ 𝑎ٟ 2𝑏ٟ/3
7 0 0 0
8 105𝜎פ 𝑎פ 2𝑏פ/3
⋮ ⋮ ⋮ ⋮
𝑛 even (𝑛 − 1)!! 𝜎ൢ 𝑎ൢ 2𝑏ൢ/3
The central moment is the moment of random sequences with mean equal
to zero, and these can be derived for Gaussian noise, symmetrical uniform bin-
ary sequences including Discrete-interval Random Binary Sequences (Dirbs’s) and
Maximum Length Binary Sequences (Mlbs’s) with levels ±𝑎 and symmetrical uni-
form ternary sequences with levels 0 and ±𝑏. For these three types of sequences,
the central moments are tabulated in Table 3.1. The term ‘uniform’ means that the
sequence levels have equal probability of appearance, and the term ‘symmetrical’
refers to the symmetry of the amplitude distribution about the mean. With mean
equal to zero, all odd degrees moment terms are zero. The values of even order
central moments for Gaussian, uniform binary and ternary sequences are tabulated
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in Table 3.1. For Mlbs’s with a period of 𝑁, the mean = ±𝑎/𝑁 is only approxim-
ately zero but can be regarded as so in practice since 𝑁 is usually chosen to be large
(> 127). Hence, in practice, the uniform binary result can be considered to be valid
for Mlbs’s for large 𝑁.
In the table, the operator !! represents the double factorial operator, which
is deﬁned for any positive odd integer 𝑥 as 𝑥!!≜ 𝑥(𝑥−2)(𝑥−4) ::: 1. Note that if the
power of these sequences is normalised to unity, 𝔐ٮ = 1 and hence 𝜎ٮ = 1, 𝑎ٮ = 1
and 2𝑏ٮ/3 = 1 ⇒ 𝑏ٮ = 1.5.
An important aspect is the ergodic convergence properties for Mlbs’s—it is
not obvious that the expected higher order moments of Mlbs’s over the ﬁnite set
of realisations for a given period 𝑁 are equal to those of binary noise (i.e. Dirbs’s).
However, the extensive simulations performed in Section 4.4 suggest that the initial
convergence over the number of realisations is faster for the Mlbs’s than for the
Dirbs’s (see Fig. 4.5 and Fig. 4.6).
3.3 Discrete-time Wiener-Hammerstein systems
. 𝐺(z) f(𝑥) 𝐻(z)
𝑢[𝑘] 𝑥[𝑘] 𝑦[𝑘] 𝑦Ǻ[𝑘]
Figure 3.1: Wiener-Hammerstein system structure
Fig. 3.1 shows the block structure of a single-input single-output (Siso) time-
invariant Wiener-Hammerstein (Wh) nonlinear system with a static nonlinearity.
The Wh system is one of the simplest block structured nonlinear system and falls
under the umbrella of Volterra systems. It is a slightly more general form of the
yet simpler Wiener (without the second linear ﬁlter, i.e. 𝐻(z) = 1) and Hammer-
stein (without the ﬁrst linear ﬁlter, i.e. 𝐺(z) = 1) systems. For input signals ⟨𝑢⟩
with a Gaussian amplitude distribution such that 𝑢 ∼ 𝒩(𝜇, 𝜎ٮ), Dobrowiecki and
Schoukens (2002), Schoukens, Lataire et al. (2009) & Pintelon and Schoukens (2012)
have shown that the Bla of a Wh system is given by:
?̂?Bla, Gaussian = 𝑐𝐺(z)𝐻(z) + 𝒪(𝐹Ǌر), (3.12)
where 𝐹 is a bias term dependent upon the number of excited frequencies of the
random-phased multisines used in the identiﬁcation. Here, 𝑐 is a constant that
depends on the higher order Volterra kernels and the power spectrum (root mean
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squared (rms) value and colouring) of the input signal (Schoukens, Lataire et al.,
2009; Pintelon & Schoukens, 2012).
If the perturbation signal is not Gaussian-like, then (3.12) does not hold, and
it is the purpose of this section to determine how (3.12) should be modiﬁed for some
commonly used non-Gaussian perturbation signals. For the Wh system structure
shown in Fig. 3.1, there are several important assumptions:
1. The overall Wh system is periodicity-invariant (Pi), causal, stable and time-
invariant.
2. 𝐺(z) and 𝐻(z) are stable, causal and time-invariant ﬁlters.
3. The input 𝑢 is spectrally white, stationary, known, has zero mean and per-
sistently exciting (see Shimkin & Feuer, 1987; Söderström & Stoica, 1989,
def. 5.1). The input signals introduced in Section 2.3 are all stationary and
persistent excitations. While the expressions derived are valid only for zero-
mean signals, in practice having inputs with non-zero mean would only upset
the operating point and introduce a dc bias in the estimated Bla—a dc bias
can be accounted for easily.
4. The intermediate output 𝑦 also needs to be persistently exciting. To visualise
why, consider a pure Hammerstein system such that 𝐺(z) = 1; if 𝑢 is binary
and the nonlinearity only contains even order polynomial degrees (e.g. f(𝑥) =
𝑥ٮ), 𝑦 will be a constant and therefore not persistently exciting. In such a
case, it is then not possible to extract the dynamics of 𝐻(z).
As long as these assumptions are satisﬁed, the theory of the Bla in this section
applies to both Hammerstein and Wiener systems; as they are degenerate cases of
Wh systems.
The analysis in the remainder of this section can be simpliﬁed somewhat
by noting that, in the right-hand part of (3.12), the term 𝑐𝐺(z) is followed by the
transfer function 𝐻(z), which, being linear by deﬁnition, has a linear eﬀect on the
output 𝑦[𝑘] so that the overall system can be regarded as a Wiener system followed
by a linear system. The corresponding equation for a perturbation signal that is not
Gaussian-like is given by:
?̂?Bla, non-Gaussian = 𝑐Ǻ𝐺Ǻ(z)𝐻(z) + 𝑉(z) (3.13)
where 𝑉(z) is a term accounting for the nonlinear distortions in the frequency do-
main.
Since the purpose of this section is to see how 𝑐Ǻ and 𝐺Ǻ(z) in (3.13) diﬀer
from 𝑐 and 𝐺(z) in (3.12), without loss of generality it is possible to set 𝐻(𝑧) = 1
and to use the Wiener system shown in Fig. 3.2 instead.
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. 𝐺(z) f(𝑥)
𝑢[𝑘] 𝑥[𝑘] 𝑦[𝑘]
Figure 3.2: Wiener system structure
Consider a Wiener system with the block structure in Fig. 3.2, with the
linearity being a causal and stable ﬁnite impulse response (Fir) ﬁlter of an arbitrary
order. Note that the theory developed is also applicable to stable inﬁnite impulse
response (Iir) ﬁlters, because an Iir ﬁlter can be regarded as a Fir ﬁlter of an inﬁnite
degree. The Pi property described in Section 2.1 applies—if the input 𝑢 is periodic,
the output 𝑦 has the same periodicity as 𝑢. Assuming the static nonlinearity may
be represented with reasonable accuracy by a ﬁnite polynomial such that f(𝑥) =
𝑝ڃ +∑൥൝׬ر 𝑝൝𝑥
൝, and that the input 𝑢 is periodic, then a period of the output 𝑦 is
given by:
𝑦[𝑡] =
൥
௝
൝׬ر
𝑝൝அ𝑔 ⊛ 𝑢[𝑡]ஆ
൝ + 𝑝ڃ (3.14)
where ⊛ is the circular convolution operator such that for 0 ≤ 𝑡 < 𝑁:
𝑔 ⊛ 𝑢[𝑡] ≜
ൂǊر
௝
ൟ׬ڃ
𝑔[𝑘]𝑢[𝑡 − 𝑘], (3.15)
𝑡 is an integer, 𝑁 is the periodicity and 𝑝ڃ is a constant. Through multinomial
expansion:
஥
ൂǊر
௝
ൟ׬ڃ
𝑥ൟ஦
൝
≡
ൂǊر
௝
ൟе׬ڃ
ൂǊر
௝
ൟѲ׬ڃ
⋯
ൂǊر
௝
ൟೠ׬ڃ
𝑥ൟе𝑥ൟѲ ⋯𝑥ൟೠ
=
ൂǊر
௝
ൟе׬ڃ
⋯
ൂǊر
௝
ൟೠ׬ڃ
൝
௞
ഁ׬ر
𝑥ൟ಄ , (3.16)
substituting (3.15) into (3.14) and expanding gives:
𝑦[𝑡] = 𝑝ڃ +
൥
௝
൝׬ر
𝑝൝
ൂǊر
௝
ൟе׬ڃ
⋯
ൂǊر
௝
ൟೠ׬ڃ
൝
௞
ഁ׬ر
𝑔[𝑘ഁ]𝑢[𝑡 − 𝑘ഁ]. (3.17)
Finally, using (3.9) and ignoring the constant term 𝑝ڃ of the polynomial nonlinearity,
the Bla of a discrete-time Wiener system with linearity Irf of 𝑔 and a static poly-
nomial nonlinearity up to degree 𝑞 with coeﬃcients 𝑝൝, subjected to input ⟨𝑢⟩ is
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given by:
𝑔Bla[𝑟] = E
uv ൥௝
൝׬ر
𝑝൝
ൂǊر
௝
ൟе׬ڃ
⋯
ൂǊر
௝
ൟೠ׬ڃ
൝
௞
ഁ׬ر
𝑔[𝑘ഁ]𝑢[𝑡 − 𝑘ഁ]𝑢[𝑡 − 𝑟]
}~. (3.18)
The theory here puts a focus on polynomial static nonlinearities for the
Wiener structure described; the reason for this is that any causal, ﬁnite-memory
and ﬁnite-dimensional discrete-time Volterra series can be exactly represented by
a ﬁnite sum of parallel Wiener systems, and the use of polynomial nonlinearities
results in rapid convergence (Korenberg, 1991). Since the input-output relationship
in a parallel structure obeys the principle of superposition, the theory for the Bla
developed in this chapter is applicable to a wide range of systems. The theory for a
general Volterra system will be discussed in Section 3.4.
3.3.1 Pure cubic nonlinearity
Consider a pure cubic nonlinearity so that f↦ 𝑝٦𝑥٦ and 𝑞 = 3 in (3.18), its Bla is
given by:
𝑔Bla[𝑟] = E
uv𝑝٦ ǻ௝
ൟе׬ڃ
⋯
ǻ
௝
ൟѪ׬ڃ
٦
௞
ഁ׬ر
𝑔[𝑘ഁ]𝑢[𝑡 − 𝑘ഁ]𝑢[𝑡 − 𝑟]
}~
= 𝑝٦
ǻ
௝
ൟе׬ڃ
ǻ
௝
ൟѲ׬ڃ
ǻ
௝
ൟѪ׬ڃ
𝑔[𝑘ر]𝑔[𝑘ٮ]𝑔[𝑘٦]E
r
𝑢[𝑡 − 𝑘ر]𝑢[𝑡 − 𝑘ٮ]𝑢[𝑡 − 𝑘٦]𝑢[𝑡 − 𝑟]
z
.
(3.19)
Without loss of generality choose the linearisation operating point such that the
input may be treated as a zero-mean signal, so that all odd higher moment terms
are eﬀectively zero (see Table 3.1 of Section 3.2). Within the summation, only two
patterns result in non-trivial (non-zero) contribution to the Bla; this is when the
combination result in even order moment terms in the expectation operator. The
two patterns are:
⎧
⎨
⎩
𝑔ٮ[𝑘]𝑔[𝑟]E
r
𝑢ٮ[𝑡 − 𝑘]𝑢ٮ[𝑡 − 𝑟]
z
for 𝑘 = 𝑘ر = 𝑘ٮ ≠ 𝑟, 𝑘٦ = 𝑟
𝑔٦[𝑟]E
r
𝑢׻[𝑡 − 𝑟]
z
for 𝑘 = 𝑘ر = 𝑘ٮ = 𝑘٦ = 𝑟.
(3.20)
Using the moment notation in Section 3.2 simpliﬁes the notation to:
⎧
⎨⎩
𝑔ٮ[𝑘]𝑔[𝑟]𝔐ٮٮ for 𝑘 = 𝑘ر = 𝑘ٮ ≠ 𝑟, 𝑘٦ = 𝑟
𝑔٦[𝑟]𝔐׻ for 𝑘 = 𝑘ر = 𝑘ٮ = 𝑘٦ = 𝑟.
(3.21)
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Note that in the ﬁrst pattern the choice of 𝑘ر, 𝑘ٮ and 𝑘٦ is arbitrary, giving the
binomial coeﬃcient (٦ر) = 3 degrees of freedom due to permutation. Expressing the
patterns in the sum gives:
𝑔Bla[𝑟] = 𝔐׻ 𝑝٦𝑔٦[𝑟] + 3𝔐ٮٮ 𝑝٦𝑔[𝑟]
ǻ
௝
ൟ׬ڃ
ൟޫ൦
𝑔ٮ[𝑘]. (3.22)
Gaussian input case
Now consider the input having a Gaussian amplitude distribution, such that the
moment terms 𝔐ٮ = 𝜎ٮ and 𝔐׻ = 3𝜎׻ as noted in Table 3.1, (3.22) becomes:
𝑔੧BLA[𝑟] = 3𝑝٦𝜎׻𝑔٦[𝑟] + 3𝑝٦𝜎׻𝑔[𝑟]
ǻ
௝
ൟ׬ڃ
ൟޫ൦
𝑔ٮ[𝑘].
Note the restriction that 𝑘 ≠ 𝑟 in the summation term. To remove this restriction,
consider 𝑔٦[𝑟] = 𝑔[𝑟]𝑔ٮ[𝑟] hence the second term may be incorporated back into the
summation to form:
𝑔੧BLA[𝑟] = 3𝑝٦𝜎׻𝑔[𝑟]
ǻ
௝
ൟ׬ڃ
𝑔ٮ[𝑘]. (3.23)
Binary input case
On the other hand, if the input is binary, such that the moment terms 𝔐ٮ = 𝑎ٮ
and 𝔐׻ = 𝑎׻ as noted in Table 3.1, (3.22) becomes:
𝑔੮Ѳ BLA[𝑟] = 𝑝٦𝑎׻𝑔٦[𝑟] + 3𝑝٦𝑎׻𝑔[𝑟]
ǻ
௝
ൟ׬ڃ
ൟޫ൦
𝑔ٮ[𝑘].
This time, unlike the Gaussian case, there is a coeﬃcient mismatch. For the second
term to be incorporated back into the summation, a compensation factor 𝜖 is re-
quired:
𝑔੮Ѳ BLA[𝑟] = 𝜖𝑝٦𝑎׻𝑔٦[𝑟] + 3𝑝٦𝑎׻𝑔[𝑟]
ǻ
௝
ൟ׬ڃ
𝑔ٮ[𝑘] (3.24)
where 𝜖 = 1−3 = −2. With the power (second order moments𝔐ٮ) of both Gaussian
and binary inputs normalised to unity, one can write the binary Bla in terms of
the Gaussian Bla as:
𝑔੮Ѳ BLA[𝑟] = 𝑔੧BLA[𝑟] − 2𝑝٦𝑔٦[𝑟]. (3.25)
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Similar expressions may be obtained through the elementary algebraic polynomial
expansion of the system output 𝑦 (Wong et al., 2012a).
Note that for Mlbs inputs, (3.24) is still valid with one caveat—the Irf of
the Bla would have a small constant bias due to Mlbs’s having non-zero mean of
±𝑎/𝑁 where 𝑎 is the amplitude and 𝑁 is the period (see Section 1). This small
bias is visible with 𝑁 = 127 in Fig. 4.7a, where short negative blips can be seen
below the 𝑥-axis for 𝑟 ≥ 3. This is not a problem as 𝑁 is usually chosen to be
larger than 127. Even if that is not possible, a dc bias in the Bla can be easily
accounted for. Lastly, while the expression for the Bla is asymptotic with respect
to nonlinear distortions, in practice the deterministic power spectra of anMlbs (see
Section 4.3) and behaviour of nonlinear distortions (introduced in Section 4.5) allow
Mlbs’s to achieve a convergence quicker than Dirbs’s. As such, Mlbs’s require
fewer realisations to reach a given level of variance of the Bla estimate. This also
means the ﬁnite number of Mlbs for a given period (see Appendix A.1) is, in most
cases, not a concern.
Arbitrary input case
For a cubic Wiener system, one can observe that the discrepancy between the Bla
obtained from Gaussian sequence and that obtained from binary sequence depends
both on the linearity Irf and the nonlinearity. For a signal with an arbitrary
amplitude distribution, following similar procedures one can write the Bla obtained
from an arbitrary sequence, with power normalised to unity, in terms of the Gaussian
Bla as:
𝑔ੱBLA[𝑟] = 𝑔੧BLA[𝑟] + 𝛿׻𝑝٦𝑔٦[𝑟]. (3.26)
Here, the non-Gaussian moment correction terms 𝛿ൢ are the numerical diﬀerence
between Gaussian higher order moment of order 𝑛 with that of an arbitrary sequence,
such that:
𝛿ൢ ≜ E
r
𝑢ൢ[𝑘]
z
− (𝑛 − 1)!! 𝜎ൢ (3.27)
for even 𝑛, where 𝑢ൢ[𝑘] is a zero-mean arbitrary sequence. Referring back to the
binary case, 𝛿׻ = 1 − (4 − 1)!! = 1 − 3 = −2, one again obtains (3.25).
Simulation experiment
A simulation experiment was performed using theMatlab software using the struc-
ture in Fig. 3.1, with 𝐻(z) set to unity resulting in a Wiener system conﬁguration.
The nonlinearity is purely cubic with unity gain, i.e. f↦ 𝑥٦, preceded by a two-tap
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(ﬁrst order) Fir dynamic linearity with 𝐺(z) given by:
𝐺(z) = 1 + 0.6 zǊر . (3.28)
It is imperative to note that the choice of the type, order or coeﬃcients of the lin-
earity ﬁlter here is arbitrary and unimportant. The theory has been conﬁrmed to
work with a wide range of linearity blocks, from Fir to Iir ﬁlters (see also p. 34).
In this case, the number of Fir ﬁlter taps was chosen to be small to emphasise
the discrepancy between the Gaussian and non-Gaussian Blas—the concept of dis-
crepancy and its relation to system memory will be introduced in Section 3.5 and
Section 3.5.2 respectively.
The system was subjected ﬁrstly to discrete-interval periodic Gaussian white
noise sequences of length 𝑁 = 4095 and the corresponding Bla was obtained using
(3.7), with the expectation operators implemented by the arithmetic mean function
on auto- and cross-power spectrum estimates over 10 000 realisations. The system
was secondly subjected toMlbs’s also with period 𝑁 = 2رٮ−1 = 4095 and the Bla
was obtained similarly; but instead of averaging over 10 000 realisations, 144 realisa-
tions were averaged with each having a unique Mlbs as input. The reason for the
reduction in averaging is that there are only 144 uniqueMlbs’s available (including
their mirrored counterparts) with this particular period of 𝑁 (see Section 2.3.4 and
the table in Appendix A.1). Since theMlbs’s are deterministic unlike the Gaussian
noise sequences (see Section 4.3), and there were no disturbance noises added to the
system, there was no need for more averaging (using repeated realisations) to be
performed.
Non-parametric estimates of the Blas for both input types were obtained at
steady-state. The dc gains of the Blas were normalised by the same amount, so the
Gaussian Bla matched that of the true linearity Frf. The (magnitude and phase)
frequency responses for both input sequences are shown in Fig. 3.3, together with
the Frf of the linearity, i.e. 𝐺(z). Finally, the theoretical Bla for binary sequences
predicted by (3.24), converted to the frequency domain, is also plotted on the same
graph.
Referring to Fig. 3.3, it can be seen that the best linear frequency response
estimate obtained from Mlbs agrees very well with the theoretical binary Bla pre-
diction, in terms of both the magnitude and phase frequency spectra. As mentioned
in the beginning of this chapter, the Gaussian Bla is proportional to the true un-
derlying linear dynamics 𝐺(z). Hence with dc gain normalised, the results obtained
from the Gaussian sequences agrees with the heavy dash-dot line indicating the
true linearity 𝐺(z). This simulation experiment veriﬁes the theory predicted in this
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Figure 3.3: Comparison of simulation against theory: Blas (with dc gain
normalised) obtained from Gaussian and binary inputs plotted with their
theoretical counterparts for a Wiener system with pure cubic nonlinearity
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section.
3.3.2 Pure quintic nonlinearity
For both zero mean Gaussian sequences with variance 𝜎ٮ and zero mean binary
sequences with levels ±𝑉, if power is normalised to unity then 𝜎ٮ = 𝑉 ٮ = 1. Using
the results from Appendix A.3, for a Wiener system with pure quintic nonlinearity
f↦ 𝑥׹, the Blas are given by (A.3.2) for the Gaussian input case, where:
𝑔੧BLA[𝑟] = 15𝛼ٮٮ𝑔[𝑟] (3.29)
and (A.3.8) for the binary input case, where:
𝑔੮Ѳ BLA[𝑟] = 𝑔੧BLA[𝑟] + 16𝑔׹[𝑟] − 20𝛼ٮ𝑔٦[𝑟] − 10𝛼׻𝑔[𝑟]. (3.30)
Here, for compactness, the norm terms 𝛼ൢ are deﬁned as:
𝛼ൢ ≜
ǻ
௝
ൟ׬ڃ
𝑔ൢ[𝑘] (3.31)
where 𝑔[𝑘] is the Irf of the linearity.
Further, it is possible to generalise (3.30) for a sequence with an arbitrary
input amplitude distribution. From (A.3.11) of Appendix A.3 this is given by:
𝑔੧BLA[𝑟] = 15𝛼ٮٮ𝑔[𝑟] (3.32)
for Gaussian inputs and
𝑔ੱBLA[𝑟] = 𝑔੧BLA[𝑟] + (𝛿ٟ − 15𝛿׻)𝑔׹[𝑟] + 10𝛿׻𝛼ٮ𝑔٦[𝑟] + 5𝛿׻𝛼׻𝑔[𝑟] (3.33)
for arbitrary inputs. In the above equation, the non-Gaussian moment correction
terms 𝛿ൢ are deﬁned as before in (3.27), i.e. 𝛿ൢ ≜ E
r
𝑢ൢ[𝑘]
z
− (𝑛 − 1)!! 𝜎ൢ for even
𝑛 and 𝑢[𝑘] is the arbitrary input.
As one can see, comparing to the pure cubic nonlinearity case in the previous
section where (3.25) can be rewritten as:
𝑔غ٦ػ੮Ѳ BLA[𝑟] = 𝑔
غ٦ػ
੧BLA[𝑟] − 𝛿ٮ𝑔٦[𝑟], (3.34)
the quintic Bla of (3.30) is much more complicated. If the cubic term is also present
in the nonlinearity, the Bla is a superposition of (3.34) and (3.30).
Note that given a measurement of 𝑔ੱBLA, it is not feasible to eliminate the
discrepancy by solving for 𝑔੧BLA in (3.30) or (3.34) by varying the input amplitude
for example, as doing so requires the explicit knowledge of the linearity and the
nonlinearity (which may contain a mixture of degrees). Having the knowledge of
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the linearity defeats the purpose as 𝑔੧BLA[𝑟] is known to be proportional to 𝑔[𝑟]
(see (3.12)).
Simulation experiment
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Figure 3.4: As Fig. 3.3, with pure quintic instead of cubic nonlinearity
A simulation experiment with the same setup as that outlined near the end
of Section 3.3.1, but with a pure quintic nonlinearity replacing the pure cubic, was
performed to verify the theory with results plotted in Fig. 3.4. Similar to the cubic
case, there is an excellent agreement between the theoretical and the estimated
Blas.
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As veriﬁcation of the theory, physical experiments performed on an electronic
discrete-time Wiener system with a pure cubic nonlinearity will be discussed in
Chapter 6.
3.4 Discrete-time Volterra systems
So far the theory has been developed for a Wh structure. The theory can be gen-
eralised to discrete-time Volterra systems that encompass a much wider range of
time-invariant nonlinear systems (Volterra, 1930/2005). If a nonlinear system con-
tains feedback, the theory in this section should provide an adequate approximation
if the input-output relationship of the said system can be represented suﬃciently
well by a Volterra series of a ﬁnite degree.
Following on from the Stone-Weierstrass theorem (Stone, 1948), any time-
invariant, ﬁnite memory, causal, discrete-time nonlinear system that is a continuous
functional1 of the input can (over a uniformly bounded set of input signals) be
uniformly approximated to an arbitrary accuracy by a discrete-time, ﬁnite-memory
Volterra series of suﬃcient order (Korenberg, 1991). Similar statements can also be
made for continuous-time systems through the pioneering work of Fréchet (1910).
Many time-invariant nonlinear dynamical systems including many block structured
systems (for example,Wh of Section 3.3 and parallel Wiener) can be modelled using
Volterra series. The converse is also true—a parallel Wiener structure, for example,
may represent any Volterra systems by incorporating more and more branches within
any arbitrary level of accuracy (Westwick & Kearney, 2003). Hence, Bla theory
applicable to Wiener systems can be, by principle of superposition, applied to a
Volterra System.
Here, the theoretical Bla is derived for white zero-mean Gaussian and binary
sequences for a generic discrete-time Volterra system (see Appendix A.2 for the
assumptions made). The zero-mean requirement is not a big deal in practice, as
a dc term simply changes the operating point at which the system is linearised.
Discrepancies between the Gaussian and binary Bla however, depend on the power
spectra and the higher order moments of both types of inputs. Hence, both the
Gaussian and binary sequences are assumed to be white and have power normalised
to unity.
A Siso Volterra system is represented by Fig. 3.5. Its output is given by a
Volterra series, which contains a sum of multi-dimensional convolution integrals of
1The term ‘functional’ in mathematics refers to a function which maps a vector space to a scalar
ﬁeld; in this case, from the vector of the system input in diﬀerent past time points to the output
at a given time.
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. ℎ[𝑥]
𝑢[𝑡] 𝑦[𝑡]
Figure 3.5: Generic Volterra system structure
the system input with the Volterra kernels, from degree of one to inﬁnity. A Volterra
kernel may be considered a multi-dimensional analogue of an Irf. The zeroth kernel
contribution 𝑦غڃػ is a constant independent of system input. The ﬁrst degree of the
Volterra kernel ℎغرػ[𝑘] with a dimension of one (containing a single argument) is
known as the linear kernel and this is equivalent to the Irf 𝑔[𝑘] for a linear system.
A purely linear system has the linear kernel equal to its Irf and all higher order
kernels are exactly zero; as such, a linear dynamical system is a degenerate case of
a Volterra system. For nonlinear systems, one or more higher order kernels are non-
trivial, i.e. having non-zero output contributions. These multi-dimensional kernels
capture the nonlinear eﬀects. Given a time-invariant nonlinear system depicted in
Fig. 3.5, the output 𝑦 is an aggregate sum of contributions from an inﬁnite number
of Volterra kernels such that 𝑦 = ∑ǻ൥׬ڃ 𝑦
غ൥ػ, where 𝑦غ൥ػ is the output contribution
from a single kernel of order 𝑞. 𝑦غ൥ػ for 𝑞 ≥ 1 is given by:
𝑦غ൥ػ[𝑡] =
ǻ
௝
ൟе׬ڃ
⋯
ǻ
௝
ൟ೨׬ڃ
ℎغ൥ػ இ𝑘ر, ::: , 𝑘൥ஈ
൥
௞
ഁ׬ر
𝑢[𝑡 − 𝑘ഁ] (3.35)
where ℎغ൥ػ is the 𝑞th Volterra kernel. Without loss of generality, normalising the
power of the input to unity and using (3.9), the Bla for the 𝑞th kernel is given by:
𝑔غ൥ػBla(𝑟) = E
q
𝑦غ൥ػ[𝑡]𝑢[𝑡 − 𝑟]
y
=
ǻ
௝
ൟе׬ڃ
⋯
ǻ
௝
ൟ೨׬ڃ
ℎغ൥ػ இ𝑘ر, ::: , 𝑘൥ஈ E
t
𝑢[𝑡 − 𝑟]
൥
௞
ഁ׬ر
𝑢[𝑡 − 𝑘ഁ]
|
. (3.36)
The law of superposition applies since if 𝑦 = ∑ǻ൥׬ر 𝑦
غ൥ػ, 𝑔Bla = ∑ǻ൥׬ر 𝑔
غ൥ػ
Bla.
The mathematical work for deriving the theoretical contributions from an
arbitrary Volterra kernel degree to the Bla is shown in Appendix A.2. Based upon
this, the theoretical contributions from the 3rd and 5th degree Volterra kernels are
given in the next two sections.
3.4.1 Third degree Volterra contributions
The following results apply to time-invariant discrete-time Volterra systems excited
by zero-mean inputs with normalised power of unity.
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Gaussian input case
Appendix A.2 has shown that for zero-mean white Gaussian inputs, (3.36) may be
simpliﬁed to (A.2.10), reproduced as follows:
𝑔غ൥ػBla[𝑟] = 𝑞!!
ǻ
௝
ൟе
⋯
ǻ
௝
ൟ೧
ℎغ൥ػஇ𝑘ر, 𝑘ر, 𝑘ٮ, 𝑘ٮ, ::: , 𝑘൤, 𝑘൤, 𝑟ஈ (3.37)
where 𝑞 is odd and 𝑝 = (𝑞 − 1)/2. From this equation, the Bla of a nonlinear
system described by a 3rd degree Volterra kernel, excited by zero-mean Gaussian
inputs with normalised power, is given by:
𝑔غ٦ػ੧Bla[𝑟] = 3!!
ǻ
௝
ൟ
ℎغ൥ػஇ𝑘, 𝑘, 𝑟ஈ
= 3
ǻ
௝
ൟ
ℎغ൥ػஇ𝑘, 𝑘, 𝑟ஈ. (3.38)
Binary input case
With respect to zero-mean binary inputs, using (A.2.14), one can deduce that a 3rd
degree Volterra series contains the following forms of non-trivial (non-zero) contri-
butions:
⎧
⎨⎩
(٦٦) ℎغ٦ػ [𝑟, 𝑟, 𝑟] for 𝑘 = 𝑟
( ٦ٮയر) ℎغ٦ػ [𝑘, 𝑘, 𝑟] for 𝑘 ≠ 𝑟
=
⎧
⎨⎩
ℎغ٦ػ [𝑟, 𝑟, 𝑟] for 𝑘 = 𝑟
3ℎغ٦ػ [𝑘, 𝑘, 𝑟] for 𝑘 ≠ 𝑟.
(3.39)
The binary BLA is then given by:
𝑔غ٦ػ੮Ѳ BLA[𝑟] = ℎ
غ٦ػ [𝑟, 𝑟, 𝑟] + 3
ǻ
௝
ൟ׬ڃ
ൟޫ൦
ℎغ٦ػ [𝑘, 𝑘, 𝑟].
Incorporating the ﬁrst term into the second term to remove the restriction of 𝑘 ≠ 𝑟
in the summation yields:
𝑔غ٦ػ੮Ѳ BLA[𝑟] = −2ℎ
غ٦ػ [𝑟, 𝑟, 𝑟] + 3
ǻ
௝
ൟ׬ڃ
ℎغ٦ػ [𝑘, 𝑘, 𝑟]
= 𝑔غ٦ػ੧Bla[𝑟] − 2ℎغ٦ػ [𝑟, 𝑟, 𝑟] . (3.40)
Note that if the nonlinear system is a Wiener system constructed from a
linearity with Irf of 𝑔[𝑘] followed by a pure cubic nonlinearity, its Volterra kernel
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ℎ[𝑎, 𝑏, 𝑐] collapses into the product 𝑔[𝑎]𝑔[𝑏]𝑔[𝑐]. In such a case, (3.40) is simpliﬁed to
the previous result of (3.25), as required.
Arbitrary input case
Similar to the steps performed in deriving (3.39), for any zero-mean arbitrary inputs,
there are non-trivial contributions of the Volterra series in the form of:
⎧
⎨⎩
(٦٦) ℎغ٦ػ [𝑟, 𝑟, 𝑟]𝔐׻ for 𝑘 = 𝑟
( ٦ٮയر) ℎغ٦ػ [𝑘, 𝑘, 𝑟] (𝔐ٮ)ٮ for 𝑘 ≠ 𝑟
(3.41)
where 𝔐ൢ ≜ EJ𝑢ൢK is the moment notation deﬁned in Section 3.2.
Recall from (3.27) that the deﬁnition of the non-Gaussian moment correction
terms is 𝛿ൢ ≜ E
r
𝑢ൢ[𝑘]
z
− (𝑛 − 1)!! 𝜎ൢ for even 𝑛, where 𝑢ൢ[𝑘] is some zero-mean
arbitrary sequence. Normalising the power of the sequences such that 𝜎ٮ = 𝔐ٮ =
E
r
𝑢ٮ[𝑘]
z
= 1, one can write the contributions to Bla of this arbitrary sequence
in terms of Gaussian moment by applying (A.3.9) for both Gaussian and arbitrary
signals as:
𝑔غ٦ػੱBLA = 𝑔
غ٦ػ
੧BLA + 𝑔
غ٦ػ
ੱBLA − 𝑔
غ٦ػ
੧BLA
= 𝑔غ٦ػ੧BLA + 𝛿׻ℎغ٦ػ [𝑟, 𝑟, 𝑟] +




(3 − 3)
ǻ
௝
ൟ׬ڃ
ℎغ٦ػ [𝑘, 𝑘, 𝑟]
= 𝑔غ٦ػ੧BLA + 𝛿׻ℎغ٦ػ [𝑟, 𝑟, 𝑟]. (3.42)
If the nonlinear system is a Wiener system with Irf of 𝑔L[𝑘] followed by a
pure cubic nonlinearity, (3.42) becomes:
𝑔ੱBLA[𝑟] = 𝑔غ٦ػ੧BLA[𝑟] + 𝛿׻𝑔٦L[𝑘]. (3.43)
If the input is binary, using the deﬁnition of 𝛿ൢ, 𝛿׻ = 1 − (4 − 1)!!= 1 − 3 = −2.
Substituting these into (3.43) one obtains again (3.25) as expected.
3.4.2 Fifth degree Volterra contributions
The results for the 5th Volterra kernel are reproduced from similar workings shown
in Appendix A.3, up until where the expressions are adapted for Wiener systems.
These results apply to time-invariant discrete-time Volterra systems excited by zero-
mean white inputs with normalised power of unity.
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Gaussian input case
From (A.3.1):
𝑔غ׹ػ੧Bla[𝑟] = 15
ǻ
௝
ൟе
ǻ
௝
ൟѲ
ℎغ൥ػஇ𝑘ر, 𝑘ر, 𝑘ٮ, 𝑘ٮ, 𝑟ஈ. (3.44)
Binary input case
From (A.3.6):
𝑔غ׹ػ੮Ѳ BLA[𝑟] = 𝑔
غ׹ػ
੧BLA − 20
ǻ
௝
ൟ׬ڃ
ℎغ׹ػ [𝑘, 𝑘, 𝑟, 𝑟, 𝑟]
− 10
ǻ
௝
ൟ׬ڃ
ℎغ׹ػ [𝑘, 𝑘, 𝑘, 𝑘, 𝑟] + 16ℎغ׹ػ [𝑟, 𝑟, 𝑟, 𝑟, 𝑟]. (3.45)
Arbitrary input case
From (A.3.10):
𝑔غ׹ػੱBLA = 𝑔
غ׹ػ
੧BLA + 10𝛿׻
ǻ
௝
ൟ׬ڃ
ℎغ׹ػ [𝑘, 𝑘, 𝑟, 𝑟, 𝑟]
+ 5𝛿׻
ǻ
௝
ൟ׬ڃ
ℎغ׹ػ [𝑘, 𝑘, 𝑘, 𝑘, 𝑟]
+ (𝛿ٟ − 15𝛿׻)ℎغ׹ػ [𝑟, 𝑟, 𝑟, 𝑟, 𝑟]. (3.46)
3.5 The Discrepancy Factor
Deﬁnition Diﬀerences arise between theBla estimated using sequences with Gaus-
sian amplitude distribution and that obtained using sequences with other amplitude
distributions. The amplitude distribution of an input is deﬁned by the probability
density function (p.d.f.) for a continuous-level signal or the probability mass func-
tion (p.m.f.) for a discrete-level sequence. If the Gaussian Bla is used as a reference,
the discrepancy between the two can be quantiﬁed as the sum squared errors, nor-
malised by the total energy of the Gaussian Bla. This measure shall be called the
Discrepancy Factor (Df).
In the frequency domain, for the Gaussian Bla estimate ?̂?Gaussian Bla and
some other Bla estimated with an input sequence of some other distribution
?̂?Arbitrary Bla, the empirical Discrepancy Factor (Df) denoted by Fraktur script
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𝔇 is deﬁned as follows:
𝔇 ≜
∑ൂǊرൟ׬ڃ
⏐⏐⏐?̂?Arbitrary Bla[𝑘] − ?̂?Gaussian Bla[𝑘]
⏐⏐⏐
ٮ
∑ൂǊرൟ׬ڃ
⏐⏐⏐?̂?Gaussian Bla[𝑘]
⏐⏐⏐
ٮ . (3.47a)
Using Parseval’s theorem, the time domain equivalent can be similarly deﬁned as:
𝔇 ≜
∑ൂǊرൟ׬ڃ
⏐⏐⏐ ̂𝑔Arbitrary Bla[𝑘] − ̂𝑔Gaussian Bla[𝑘]
⏐⏐⏐
ٮ
∑ൂǊرൟ׬ڃ
⏐⏐⏐ ̂𝑔Gaussian Bla[𝑘]
⏐⏐⏐
ٮ . (3.47b)
One can deduce the theoretical Df by observing that its deﬁnition as a ratio
of power between the contributions, from the discrepancy terms to the Gaussian
terms of the Bla. For a Wiener system with a pure cubic nonlinearity and an
arbitrary input, the theoretical Df is the ratio between the sums of the squares of
the ﬁrst and second terms on the right hand side of (3.26), so that:
𝔇غ٦ػtheory, ੱ = 
𝑝ٮ٦𝛿ٮ׻∑ǻ൦׬ڃ அ𝑔
٦
൦ஆ
ٮ
9𝑝ٮ٦𝜎פ∑
ǻ
൦׬ڃ 𝑔ٮ൦ க∑
ǻ
ൟ׬ڃ 𝑔ٮൟ஖
ٮ ,
normalising the Gaussian input power to unity such that 𝜎פ=1, one obtains:
=
𝛿ٮ׻∑ǻൟ׬ڃ 𝑔
ٟ
ൟ
9 க∑ǻൟ׬ڃ 𝑔ٮൟ஖
٦ =
𝛿ٮ׻𝛼ٟ
9𝛼٦ٮ
(3.48)
where 𝛿ൢ and 𝛼ൢ, respectively, are as deﬁned before in (3.27) and (3.31). If the
arbitrary input is binary, using the previous result for the binary case, 𝛿׻ = −2 ⇒
𝛿ٮ׻ = 4, (3.48) then becomes:
𝔇غ٦ػtheory, ੮Ѳ =
4𝛼ٟ
9𝛼٦ٮ
. (3.49)
For a pure quintic nonlinearity, the theoretical Df can be shown (Wong et
al., 2012a) to be:
𝔇غ׹ػtheory, ੮Ѳ =
(𝜖׹𝛼׹ + 𝜖٦𝛼٦𝛼ٮ + 𝜖ر𝛼ر𝛼׻)ٮ
225𝛼׹ٮ
(3.50)
where 𝜖׹, 𝜖٦ and 𝜖ر are factors of additive bias, which arise from non-Gaussian
moment deviations corresponding the coeﬃcients of the ﬁfth, third and ﬁrst powers
of the ﬁlter coeﬃcients along 𝑟. For a quintic nonlinearity and zero mean binary
inputs, speciﬁcally 𝜖׹ = 16, 𝜖٦ = −20 and 𝜖ر = −10 (see Appendix A.3).
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3.5.1 Simulation experiment
To verify that the theoretical expression given by (3.49) agrees with the empirical
Df calculated from (3.47), two diﬀerent sets of Wiener systems were considered, one
with the linearity having ﬁrst-order dynamics with transfer function:
𝐺(z) = 1𝑧 − 𝑒Ǌഃ (3.51)
and the other having second order dynamics with transfer function:
⎧
⎨⎩
𝐺(z) = رغzǊ൤ػغzǊ ڮ൤ػ
𝑝 = 𝑒Ǌഃ (cos ഏرٮ ± j sin ഏرٮ)
(3.52)
where ?̄? is the complex conjugate of 𝑝. In both cases, the nonlinearity was a pure
cubic function f(𝑥)↦ 𝑥٦. A range of values of time constants 1/𝛾 between 0.1 and 50
was used to vary the length of the linearity Irf 𝑔[𝑘] and this in turn aﬀects the Dfs
(the eﬀect is discussed later in Section 3.5.2). Periodic Gaussian noise and Dirbs’s,
both with length of 1024 and with levels ±1 (such that in both case the input power
equals unity), were used as inputs. The sampling time was chosen to be 1 second
for simplicity. The results were obtained once the system had reached steady-state.
Non-parametric estimates of the Blas were ﬁrst obtained from direct division of
input-output cross-spectrum by input power spectrum as in (3.3), averaged over
10 000 realisations (prior to the division).
To reduce the variances of the non-parametric estimates, parametric models
of the Bla were then obtained by feeding the non-parametric frequency response
estimates into an iterated nonlinear weighted least squares procedure provided by
ELiS (see glossary entry). The variances of the complex frequency response estim-
ates were also supplied to ELiS for weighting purposes. The cost function used
internally was 𝐶 = ∑ൂǊرൟ׬ڃ 𝑊ൟ |𝑒ൟ|
ٮ where |𝑒ൟ|ٮ are the squared errors between mod-
elled output and actual output in terms of frequency line number 𝑘, and 𝑊ൟ are the
weighting factors proportional to the reciprocal of the variance at each 𝑘. The Dfs
for the estimated parametric models were calculated using (3.47). These values are
plotted in Fig. 3.6 against their theoretical counterparts found from the true linear-
ity coeﬃcients using (3.49). It can be seen that there is a well matched one-to-one
relationship between theory and simulation.
3.5.2 Eﬀect of system memory
Generally speaking, estimating the Bla of a system with a short memory, for ex-
ample, expressed by an Irf having a length in an order of tens of samples, results in
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Figure 3.6: Empirical (measured) Discrepancy Factors obtained from random
binary sequences and Gaussian noise against theoretical Discrepancy Factors for
various Wiener systems with pure cubic nonlinearity (simulation)
a high Df. Having veriﬁed the equivalence of the empirical Dfs with the theoretical
counterparts in the previous section, the eﬀect of the theoretical Df in terms of
length of the Irf is investigated through the experiment setup of both the ﬁrst and
second order Wiener systems given in the previous section.
For the ﬁrst order Wiener system with a linearity given by (3.51) preceding
a pure cubic nonlinearity, the time constant is varied from 0.1 second to 500 seconds
with 50 equidistant points in logarithmic space. This results in a 1% settling time,
taken as time taken to reach 1% of the initial value found using (A.4.2), between
−0.1 ln 0.01 = 0.461 s and −500 ln 0.01 = 2.30 × 10٦ s. The theoretical result is
shown in Fig. 3.7. The 1% settling time used in the 𝑥-axes of the subsequent graphs
are obtained for the ﬁrst and second order systems using procedures detailed in
Appendix A.4. It can be seen from Fig. 3.7 that a shorter impulse response results
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in a larger Df. The maximum limit of the Df for a pure cubic nonlinearity is eactly
׻/ا = 44.4% to 3 signiﬁcant ﬁgures. This is certainly not negligible and calls for a
method to minimise the Df—one such method will be discussed in Chapter 5.
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Figure 3.7: Discrepancy factor as a function of settling time of a ﬁrst order
linearity in a Wiener system
To illustrate that this eﬀect is not limited to a ﬁrst order linearity, a second
order Wiener system is considered with its linearity given by (3.52) with a pure cu-
bic nonlinearity. 50 conjugate pairs of poles were tried, with 𝛾 being 50 equidistant
points in logarithmic space from 2 × 10Ǌ׹ to 1. The independent variable 𝛾 aﬀects
the settling time directly (see Appendices A.4 and A.5), resulting in a 1% set-
tling time found by (A.4.4) between − ln 0.01 = 4.61 s and −(ln 0.01)/(2 × 10Ǌ׹) =
2.30 × 10׹ s. The range of 𝛾 tested results in the poles conﬁgurations in the z-domain
as illustrated by the z-plane pole-zero plot of Fig. 3.8. In the ﬁgure, the contours
marked by decimal numbers denote regions of constant damping factor 𝜁, while the
contours containing 𝜋 denote regions of constant undamped natural frequency 𝜔n.
The Dfs as a function of diﬀerent pole conﬁgurations of this set of 2nd order systems
are shown in Fig. 3.9.
One can see the general trend that the shorter the memory of the linearity,
the higher the Df is between the binary and Gaussian Blas. To illustrate that this
applies to a more complex system, a simulation experiment was performed for a
3-branch additive parallel Wiener structure, in which the three linearities were all
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Figure 3.8: z-plane plot of the various poles conﬁgurations of the second order
linearity used in Section 3.5.2
ﬁrst order ﬁlters with Irf 𝑔ر, 𝑔ٮ and 𝑔٦. The settling times of 𝑔ر and 𝑔ٮ were varied
by changing the time constants of the linearities in two branches. The values used
were the same as those used in Fig. 3.7. The settling time of 𝑔٦ was ﬁxed to either of
the extremes of 2.30 × 10׻ s or 0.461 s. Results of this setup are shown in Fig. 3.10
The minimum Df is obtained when all 𝑔ر, 𝑔ٮ and 𝑔٦ have long memory, as
depicted in Fig. 3.10a. The opposite is also true, when all ﬁlters have short memory,
a maximum Df is reached as shown in Fig. 3.10b, wherein a miniature sub-ﬁgure
on the top left hand corner shows the same graph on an equal axis scaling as that
of Fig. 3.10a. It can be seen that all ﬁlters should have long memory in order to
have a low Df. This tells us that the requirement resides on the overall memory
of the combined linear dynamics rather than individual linearity elements. Other
structures not presented here, such as multiplicative Wiener branches, were seen to
be consistent with this general conclusion.
From a practical point of view, when identifying nonlinear systems with
inputs restricted to binary sequences, the clock frequency should be chosen such
that the time constant of the predominant dynamic should be much greater than
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Figure 3.9: Discrepancy factor as a function of the settling time of a second order
linearity in a Wiener system
the sequence interval in order to limit the Df. Precisely how much greater depends
on the system in question, which the user may have no prior knowledge. Nevertheless
estimates of the Df can be made through a method described in the next section.
Adjusting the clock frequency is not always possible or desirable as it is limited by
the signal generator or how fast an actuator can change when subject to an abrupt
zero-order hold (Zoh) input signal—in which case increasing the clock frequency
may introduce extra dynamics or nonlinearities from the actuator. The dynamics
may be incorporated into the model or separated using indirect system identiﬁcation
techniques by utilising information on both the measured input and reference input
(Pintelon & Schoukens, 2012, eq. 2.64). Additional nonlinear eﬀects however may
be diﬃcult to tackle and have to be accounted for.
3.5.3 Checking the level of bias for non-Gaussian inputs
From the deﬁnition in (3.47), the Df is a measure of the bias of Blas obtained
using non-Gaussian input signals rather than Gaussian. Direct calculation to yield
the empirical (measured) Df requires the Gaussian Bla, while the calculation of
the theoretical Df requires the true Irf of the underlying system. The objective
is to quantify the discrepancy without invoking the use of Gaussian signals—since
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Figure 3.10: Discrepancy Factor of a cubic nonlinearity 3-branch parallel Wiener
system with linearities 𝑔ر and 𝑔ٮ of various settling time; and that of 𝑔٦ was ﬁxed
at either (a) 2.30 × 10׻ s or (b) 0.461 s. Miniature ﬁgure in (b) shows (b) with the
same axes scaling as that of (a).
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Figure 3.11: The estimated and true Discrepancy factors in various Wiener ﬁrst
and second order systems
the system may not be suitable for the use of Gaussian due to actuator constraints.
It is possible to obtain a rough estimate of the Df by substituting the underlying
linearity Irf for the non-Gaussian Bla estimate in the equations of the theoretical
Df to obtain an estimate for the true Df. This could give an indication on the
quality of the measurements in terms of the amount of bias in practice.
A theoretical (as opposed to numerical) simulation exercise was constructed
to investigate the validity of such a claim. The systems considered were identical
to those in Section 3.5.2, with binary and Gaussian inputs being compared. Having
veriﬁed the equivalence between the empirical and theoretical Dfs in Section 3.5.1,
the Dfs were calculated theoretically rather than empirically. From the setup, the
binary Blas and the true Dfs were calculated for each of the ﬁrst and second order
systems—the binary Blas was calculated using (3.24) with 𝑔 being the Irf of the
underlying linearity, and the Dfs were calculated using (3.49). The estimated Dfs
were also obtained using (3.49) for each system, but instead of using the underlying
linearity as 𝑔, one assumes the true linearity was unknown and the theoretical binary
Bla of 𝑔੮Ѳ BLA was used. As such, one does not expect these estimated Dfs to be
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equal to the true Dfs. The true and estimated Dfs are compared in Fig. 3.11.
It can be seen that the estimated Df values are understating the true dis-
crepancy between the Gaussian ‘unbiased’ Bla and non-Gaussian ‘biased’ Bla.
Nevertheless, at Dfs up to 0.05, the estimated Dfs agree reasonably closely with
the actual Dfs. This is expected; when the Df is small, the Irf estimate of the
binary case would be similar to one obtained from Gaussian and hence the theoret-
ical Bla obtained using either of them would be similar to each other. For values
higher than 0.05, there is signiﬁcant deviation of the estimated dynamics from those
of the true underlying system. This supports the previous claim that this approxim-
ate calculation may be useful as a quick check to be performed in situations where
non-Gaussian inputs were used in nonlinear system identiﬁcation. At the top right
hand corner of Fig. 3.11, both the true and estimated Dfs approaches the natural
upper limit of 4⁄9 as evident in (3.49).
3.6 Conclusions
This chapter has shown how a discrepancy arises between the Best Linear Approx-
imations (Blas) obtained from Gaussian sequences with other arbitrary sequences
such as binary. For the ﬁrst time, theoretical expressions applicable to arbitrary
inputs with respect to their amplitude distribution (or the higher order moments)
of the Bla were obtained for both a discrete-time Wiener-Hammerstein (Wh) sys-
tem (Section 3.3) and the more general Volterra system (Section 3.4). In addition,
Section 3.5 proposes a way to quantify the diﬀerence by the Discrepancy Factor
(Df). The equivalence between the measured Df through simulation experiments
and their theoretical counterparts was veriﬁed. Lastly, Section 3.5.2 illustrates the
general trend that shorter system memory results in a higher discrepancy and Sec-
tion 3.5.3 has shown how one can gauge whether the bias is likely to be high. This
can be used to verify if the distribution of the input will be a critical factor for the
performance of the estimation.
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Estimation of the B and the Behaviour
of Nonlinear Distortions
In identification of real systems, no matter how good the experiment designand the equipment are, it is not possible to totally isolate the system from the
eﬀects of the surrounding environment. The environment may either directly or
indirectly inﬂuence the actuators (inputs) exciting the system, the measurement
devices (outputs) as well as the plant or process itself. Random ﬂuctuations from
the environmental sources inevitably appear as noise in the output measurements.
In this thesis the output-error (Oe) model or framework is used to account for these
eﬀects, this is to say, the noise is modelled as a single additive unknown component
at the output and the input is assumed to be known, controlled and noise-free. The
main justiﬁcation for the Oe framework is that a model would be derived from
the reference signal (noise-free) in the computer and the measured system output
(noisy).
4.1 Nonlinear distortion and exogenous noise
When taking the measurement of the output of a nonlinear system, denoted by 𝑧(𝑡),
the measurement inevitably includes contributions due to exogenous environment
and measurement noise (hereinafter simply referred to as noise). In the Oe frame-
work, this noise term is modelled as an additive component, denoted by 𝑛(𝑡), to the
noise-free output 𝑦(𝑡). From the deﬁnition of the Best Linear Approximation (Bla)
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and the relation of the Bla with the noise-free output 𝑦 given by (3.5), one writes:
𝑧(𝑡) = (𝑔Bla ∗ 𝑢)(𝑡) + 𝜈(𝑡) + 𝑛(𝑡) (4.1)
where 𝜈 accounts for the nonlinear distortions. In the literature, the noise 𝑛 is
often modelled as (ﬁltered) additive white Gaussian noise (Awgn) and being sta-
tionary and ergodic, such that despite being a stochastic process, it has well-deﬁned
properties such as a ﬁxed variance.
The property of the nonlinear distortion term 𝜈 depends on the input 𝑢 used.
Its behaviour, when the input is either random-phased multisines or Gaussian noise,
has been studied by Pintelon and Schoukens (2012, p. 87), who showed that it has
several properties—the most important of which are listed as follows:
1. 𝜈 has zero mean and is uncorrelated but not independent of 𝑢.
2. Given the system is periodicity-invariant (see Section 2.1), 𝜈 is also periodic
with the same period as 𝑢.
3. 𝜈 is asymptotically normally distributed with a circular complex normally
distributed frequency spectrum.
Because environment noise tends to be aperiodic, while the nonlinear dis-
tortions are periodic, it is possible to estimate their variances independently. This
has advantages, for example, in identiﬁcation algorithms that rely on the knowledge
of noise variances to yield better estimates (e.g. ELiS from the Matlab Fdident
Toolbox, see their respective glossaries entries), or in enabling better modelling
choices by allowing the user to ascertain the levels of nonlinear distortions. A ro-
bust method proposed in Pintelon and Schoukens (2012, sec. 4.3.1) is reproduced in
the next section.
4.2 Robust method for estimating the B
The most widely used method in non-parametric model identiﬁcation of systems in
the frequency domain is to use the following relationship:
𝐺(j𝜔) = 𝑆ZU(j𝜔)𝑆UU(𝜔)
(4.2)
where 𝐺(j𝜔) is the frequency response function, 𝑆ZU(j𝜔) is the cross power spectrum
between the measured output 𝑧(𝑡) and the input 𝑢(𝑡), and 𝑆UU(𝜔) is the auto power
spectrum of the input (Bendat & Piersol, 1980; Rake, 1980).
For a linear system, 𝐺(j𝜔) is estimated through averaging the power spectra
over several periods or experiments to minimise the inﬂuence of output noise; for
a nonlinear system however, even in the absence of environment noise, averaging
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Figure 4.1: The robust procedure for estimating the BLA
must be performed to obtain 𝐺(j𝜔) due to the dependence of 𝜈 on ⟨𝑢⟩ in (4.1). To
estimate 𝑆ZU(j𝜔) the spectra obtained from a series of 𝑀 experiments, each with a
diﬀerent input segment, are averaged:
̂𝑆ZU,M(j𝜔) = Avg
ൡޱرǫു
r
𝑍 ַൡָ(j𝜔) ⋅ 𝑈ַൡָ(j𝜔)
z
(4.3)
where 𝑌 ַൡָ(j𝜔) is the discrete Fourier transform (Dft) of a period of output record of
the 𝑚th experiment, and 𝑈ַൡָ(j𝜔) is the complex conjugate of the Dft of a period
of input record of the 𝑚th experiment. It is known that under weak conditions
(Pintelon & Schoukens, 2012, p. 50),
lim
ുǫǻ
̂𝑆ZU,M(j𝜔) = 𝑆ZU(j𝜔). (4.4)
Typically, the averaging would be performed by conducting 𝑀 experiments,
each using a diﬀerent independent realisation of the input, over 𝑃 periods of the
input-output data in steady-state (i.e. after any initial transient has died away and
this can be checked by looking at the correlation between inter-period data records in
the output). Fig. 4.1 illustrates the averaging strategy. In the robust procedure, for
each experiment𝑚, a diﬀerent periodic input realisation 𝑢ַൡָ excites the system and
𝑃 periods of data are collected. If the system is entirely linear and in steady-state
under a periodic input, it does not matter whether one sets for example, 𝑀 = 10
and 𝑃 = 1, or 𝑃 = 10 and 𝑀 = 1. In nonlinear system identiﬁcation however, the
periodic nonlinear distortions can only be reduced by averaging over 𝑀 realisations
of diﬀerent input signals, rather than over multiple periods 𝑃 of the same signal.
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For a nonlinear system, the global Bla estimate is given by:
?̂?Bla(j𝜔) ≜
ു
௝
ൡ׬ر
ൄ
௝
൤׬ر
̂𝑆ַൡയ൤ָZU (j𝜔)
𝑃
ു
௝
ൡ׬ر
̂𝑆ַൡָUU (𝜔)
(4.5)
where the cross- and auto-power spectrum are ̂𝑆ַൡയ൤ָZU = 𝑍 ַൡയ൤ָ𝑈 ַൡָ and ̂𝑆
ַൡָ
UU =
𝑈ַൡָ𝑈 ַൡָ respectively. Note that since within each experiment the input is periodic
such that 𝑆ַൡָUU is not a function of the period 𝑝, there is no averaging performed
across 𝑝. If the input has an invariant (ﬁxed) auto-power spectrum (Section 4.3)
across diﬀerent input realisations, such as the case with, for instance, multisines
with user-speciﬁed magnitude spectrum (Section 2.3.3) or pseudorandom binary
sequences (Prbs’s) such as Maximum Length Binary Sequences (Mlbs’s) (Sec-
tion 2.3.4), 𝑆UU is known exactly. The denominator then becomes 𝑀𝑃𝑆UU and
averaging is hence not required across 𝑚. In practice it is not advisable to assume
𝑆UU would be a constant across diﬀerent realisations due to nonlinear eﬀects from
signal generators or actuators. This estimator is robust against noise disturbances
and is unbiased if input noise levels are small.
For known inputs, the environment and measurement noise variance 𝜎ٮn as a
function of frequency 𝜔 is estimated by (Pintelon & Schoukens, 2012, eqs. 4.18 &
4.19):
?̂?ٮn(𝜔) =
1
𝑀ٮ𝑃(𝑃 − 1)
ു
௝
ൡ׬ر
ൄ
௝
൤׬ر
⏐⏐⏐?̂?
ַൡയ൤ָ − 𝐺ַൡָ⏐⏐⏐
ٮ
(4.6)
where the block estimate ?̂?ַൡയ൤ָ and realisation estimate 𝐺ַൡָ of the Bla are deﬁned
as:
?̂?ַൡയ൤ָ ≜
̂𝑆ַൡയ൤ָZU
̂𝑆ַൡָUU
(4.7)
𝐺ַൡָ ≜
ൄ
௝
൤׬ر
?̂?ַൡയ൤ָ. (4.8)
The total variance ?̂?ٮn+໦, encompassing the variance introduced by nonlinear distor-
tions 𝜈 and noise 𝑛 is estimated by (Pintelon & Schoukens, 2012, eq. 4.19):
?̂?ٮn+໦(𝜔) =
1
𝑀(𝑀− 1)
ു
௝
ൡ׬ر
⏐⏐⏐
𝐺ַൡָ − ?̂?Bla⏐⏐⏐
ٮ
(4.9)
It is important to note that (4.5) is not equal to the averaged (4.8) if the
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input does not have invariant power spectrum across realisations. In such cases the
division of the output-input cross-power spectrum (numerator) in (4.5) by the input
auto-power spectrum (denominator) should be performed after both numerator and
the denominator are averaged across𝑚 and not before. If one averages (4.8) across𝑚
this is equivalent to performing the division before averaging. Division is a nonlinear
procedure and should be performed last, otherwise random ‘dips’ in the power for
stochastic processes at various frequency lines can induce unacceptable variance;
this is discussed in more detail in Section 4.3. Unlike stochastic sequences such as
Discrete-interval Random Binary Sequence (Dirbs) (Section 2.3.2), for inputs with
invariant power spectrum such as multisines andMlbs’s, the denominator is simply
a constant and both approaches would yield the same result. Having said that, it
is still advisable to perform averaging before the division regardless of the nature of
the input, due to possible nonlinear eﬀects from generators or actuators in practice.
4.3 Stochastic and deterministic power spectra
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Figure 4.2: Power spectrum of a typical Dirbs of period 𝑁 = 500 with thicker
circles indicating frequencies with near zero power
Consider a family of 𝑚 input signals or sequences ஍⟨𝑢ൡ⟩எ generated by a
common statistical process 𝒳 such that ⟨𝑢ൡ⟩ ∼ 𝒳 ∀𝑚 ∈ {1, 2, ::: ,𝑀}. If the auto-
power spectra {𝑆ַൡָUU} vary between the diﬀerent realisations 𝑚, the class or family
of the input is said to have stochastic power spectra—Dirbs and Gaussian noise
sequences are examples of stochastic spectra sequences. On the other hand, if {𝑆ַൡָUU}
across 𝑚 is unchanged, then the family of input is said to have a deterministic or an
invariant power spectrum. For example, a family of Mlbs’s for a given periodicity
has a deterministic power spectrum. In case of random-phased multisines, it is a
61
4.3. Stochastic and deterministic power spectra
typical user choice to specify the family of multisines to have an invariant power
spectrum.
In Oe models with input sequences having a varying input auto-power spec-
tra due to the stochastic nature of random signals, undesirable ‘dips’—harmonics
with very low power—may be present in the power spectrum. An example is given
in Fig. 4.2 using a randomly generated Dirbs. Indicated by thicker circles in the
ﬁgure, these dips contribute to the variance of the estimate by amplifying the output
noise variance as a result of the division operation in (4.5) in the frequency lines
where they occur. The dips in the averaged auto-spectra occur more frequently if
smaller values of 𝑀 are used.
So far, the theory and methodology mentioned in this chapter are known
in the literature. It is still beneﬁcial to verify the diﬀerence between stochastic
and deterministic power spectra and to conﬁrm that the results are similar for
both continuous amplitude and discrete-level input signals; this is performed by the
following set of simulation experiments:
Example A set of 500 independent simulation experiments was performed inMat-
lab to showcase the identiﬁcation performance diﬀerence between invariant spec-
trum signals and stochastic signals. Multisine (invariant spectra) and periodic Gaus-
sian noise sequences (stochastic spectra) were fed into a linear system, in this case a
6th order low-pass Butterworth ﬁlter with a normalised cut-oﬀ frequency (at which
point gain drops by 3 dB) of 0.5, where 1 corresponds to the Nyquist frequency. The
ﬁlter coeﬃcients were generated by the Matlab command “butter(6,0.5)” and
the sampling frequency was taken as unity. Awgn was added to the output such
that the signal-to-noise ratio (Snr) was 20 dB. Within each of these experiments,𝑀
realisations of inputs, ranging from 1 (no averaging) to 64, were generated for each
sub-experiments. Within each sub-experiment, the 𝑀 outputs of both types of se-
quences were used to compute the transfer function estimates ̂𝐺(𝑘) and the estimates
were averaged across𝑀 using (4.5). For simplicity only 𝑃 = 1 period of steady-state
output was measured. The true transfer function 𝐺ڃ(𝑘) of the Butterworth ﬁlter
was used to compute the errors. The ‘average mean squared error (Mse)’ is deﬁned
as the Mse across the 𝑀 experiments, averaged across all frequency points, such
that:
Average Mse ≜ 1𝑀𝑁
ൂǊر
௝
ൟ׬ڃ
ു
௝
ൡ׬ر
⏐⏐⏐?̂?
ַൡָ(𝑘) − 𝐺ڃ(𝑘)⏐⏐⏐
ٮ
. (4.10)
The average Mse was computed for each value of 𝑀, for each sub-experiment and
for each input type; over the 500 experiments and plotted against 𝑀 for both types
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of input in Fig. 4.3a. The Matlab code used for this experiment is available in
Appendix B.3.
In addition, instead of continuous amplitude inputs, using discrete-level se-
quences of Mlbs, Inverse-repeat Binary Sequence (Irbs) and Dirbs result in a
similar picture in Fig. 4.3b.
The results show that, for sequences with static power spectra, the noise
power is inversely proportional to 1/𝑀, i.e. the noise power decreases according to
𝒪(𝑀Ǌر) while for sequences with stochastic spectra, this is only asymptotically true.
In some applications in industry, system identiﬁcation requires halting production
and the identiﬁcation process may take a relatively long time due to the long set-
tling time of some plant processes, especially chemical and thermal processes. The
longer the experiment phase took, the higher the economic costs incurred. If the
plant is nonlinear, the minimisation of cost contradicts the necessity to perform
multiple experiments to obtain satisfactory results, due to the nature of nonlinear
distortions as discussed in Section 4.1. This example illustrates that deterministic
sequences with static power spectra are clearly advantageous due to their superior
performance in low averaging amount. If a high (about 𝑀 > 10) number of real-
isations are to be conducted, the performance of, for example, Dirbs and Mlbs
becomes very similar and the choice between them is less important. On the other
hand, if only limited experiment time is available, deterministic sequences are re-
commended over stochastic ones. Pintelon and Schoukens (2012, sec. 2.6) provide
a more detailed analysis on the topic of comparing sequences with stochastic and
deterministic spectra.
4.4 Use of binary sequences in obtaining the B
It is of interest whether binary sequences are viable inputs to obtain the Bla of a
nonlinear system and how diﬀerent types of binary sequences, such as the Dirbs,
Mlbs and Irbs, perform relative to each other. In this section, the three types of
binary sequences are used to identify the Blas of discrete-time Wiener systems with
two diﬀerent nonlinearities with and without disturbance noise added at the output.
It will be seen that the choice depends greatly on the levels of even order nonlinear
distortions. The work in this section was published in Wong et al. (2012c).
In Fig. 4.4, 𝑢[𝑘] is a periodic input of period 𝑁, 𝑦[𝑘] is the noise-free system
output with the same period and 𝑛[𝑘] is the noise term and assumed to be aperiodic.
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Figure 4.3: Performance comparison of various stochastic and invariant spectrum
sequences against number of realisations of input
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Figure 4.4: Discrete Wiener system block diagram with noisy output (Oe model)
The input 𝑢[𝑘] and measured output 𝑧[𝑘] are related by:
𝑧[𝑘] = fஅ𝑔[𝑘] ⊛ 𝑢[𝑘]ஆ + 𝑛[𝑘]. (4.11)
Similar to (4.1), a discrete-time equivalent description may be established:
𝑧[𝑘] = 𝑔Bla[𝑘] ⊛ 𝑢[𝑘] + 𝜈[𝑘] + 𝑛[𝑘] (4.12)
where 𝑔Bla is the Bla in time domain in the form of an impulse response function
(Irf) and 𝜈[𝑘] is a periodic and unknown nonlinear distortion term due to deviations
from the Bla.
4.4.1 Eﬀect of even-order nonlinearities
Since the odd central moments of zero mean binary sequences (Table 3.1) are zero,
the theoretical expression of the Bla as described by (3.24) would not be aﬀected
if there are even degrees of nonlinearities present. In practice, the contributions
to the Bla from even order nonlinearities are only asymptotically (𝑀 → ∞) zero
(Pintelon & Schoukens, 2012, sec. 3.4.1).
As noted in Section 2.3.5, Irbs’s are immune to even order nonlinear dis-
tortions. Using such sequences is expected to yield performance advantages in non-
linear systems with signiﬁcant even order nonlinearities, in expense of experiment
time relative to an Mlbs due to the doubling in period.
Example Similar to the experiment in Section 4.3, another set of 500 independ-
ent simulation experiments was conducted. In this experiment, the performance of
diﬀerent periodic discrete-time binary sequences, namely, Mlbs, Irbs and Dirbs,
is compared in both noisy and noiseless scenarios. In the noisy case, exogenous
Awgn sequences were added to the output and the Snr was set to 10 dB for all
inputs. The linearity of the Wiener system was arbitrarily chosen to be a 10th or-
der window-based ﬁnite impulse response (Fir) low-pass ﬁlter with a normalised
cut-oﬀ frequency of 0.5, generated by Matlab command “fir1(10,0.5)” (IEEE
Acoustics, Speech and Signal Processing Society. Digital Signal Processing Com-
mittee, 1979, Algorithm 5.2). Two types of nonlinearities were considered, ﬁrstly
f(𝑥) = 0.5(𝑥ٮ + 𝑥٦), and secondly f(𝑥) = 0.5(𝑥٦). The period 𝑁 of the Mlbs’s and
65
4.4. Use of binary sequences in obtaining the Bla
Dirbs’s were both chosen to be 8191, with that of the Irbs’s equalled to 16 282.
This choice ensured that the Irbs had the same spectral resolution as the other two
input types. For Irbs’s, only the excited frequency lines were considered, yielding
the same frequency resolution as the other inputs.
Substituting 𝑝٦ = 0.5 into (3.24), the Bla in this case, applicable to both
nonlinearities, is:
𝑔੮Ѳ BLA[𝑟] = −𝑎׻𝑔٦[𝑟] + 1.5𝑎׻𝑔[𝑟]
ǻ
௝
ൟ׬ڃ
𝑔ٮ[𝑘]. (4.13)
This is used as the performance baseline for calculating the errors. The averageMse
values are plotted against the average amount 𝑀, which is halved for Irbs only in
order to impose fairness in experiment time requirement. The averageMse is deﬁned
similarly to (4.10), with the exceptions that ﬁrstly the average Mse is normalised
by the Euclidean-norm of the transfer function of the Fir ﬁlter; and secondly the
dc errors are ignored. The even order nonlinearities produce signiﬁcant dc errors
which Irbs’s are immune to, hence including dc errors into the calculation of Mse
would introduce considerable bias in favour of Irbs. The average Mse values for
this example were evaluated using:
Average Mse =
ر
ുغൂǊرػ∑
ൂǊر
ൟ׬ر ∑
ു
ൡ׬ر
⏐⏐⏐?̂?
ַൡָ[𝑘] − 𝐺Bla[𝑘]⏐⏐⏐
ٮ
௷∑ൂǊرൟ׬ر
⏐⏐⏐𝐺[𝑘]
⏐⏐⏐
ٮ
(4.14)
The results are plotted in Fig. 4.5 and Fig. 4.6.
In the noisy cases, the Mse values are proportional to the noise power, and
decrease according to 𝒪(𝑀Ǌر) as stated in Section 4.3.
For the ﬁrst set of experiments, with f(𝑥) = 0.5(𝑥ٮ+𝑥٦), it can be seen from
both Fig. 4.5a and 4.5b that the Irbs inputs achieve the best performance for all
values of 𝑀. This is as expected since for these inputs, the contribution from the
quadratic terms in the nonlinearity is zero. Of the other two inputs, Mlbs proves
better than Dirbs for low values of 𝑀, but the performance of these two classes
of input becomes comparable as 𝑀 increases. This is similar to the result for the
linear case shown in Fig. 4.3.
For the second set of experiments, with f(𝑥) = 0.5𝑥٦, the Irbs’s no longer
have any advantages over their related Mlbs’s and this is conﬁrmed by the results
shown in Fig. 4.6. Recall the fairness criteria imposed on the experiment time such
that 𝑀 is halved for Irbs inputs. Because of this, Irbs’s perform worse due to the
loss of a factor of two in averaging in driving down the nonlinear distortions. This is
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Figure 4.5: Performance comparison between Irbs, Mlbs and Dirbs as inputs to
a Wiener system with even and odd order nonlinear distortions
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Figure 4.6: Performance comparison between Irbs, Mlbs and Dirbs as inputs to
a Wiener system with only odd order nonlinear distortions
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conﬁrmed by Fig. 4.6a that the performance of Irbs case when𝑀 = 12 on the plot is
the same as the performance of Mlbs when 𝑀 = 6, with an asymptotic separation
between two inputs of approximately 3.5dB. In the noisy case of Fig. 4.6b, the
picture is more complicated. With extraneous noise, only half of the frequency
components were considered during identiﬁcation when the input was Irbs and the
frequency resolution was preserved. This means that the eﬀective white extraneous
noise power is also cut in half. Hence, the overall eﬀect of using Irbs instead of
Mlbs in systems with only odd order nonlinear contributions in terms of tackling
extraneous noise is nil; while the level of nonlinear distortion appears higher with
Irbs due to less averaging when imposing fairness in experiment time. In Fig. 4.6
there is roughly a 8.5dB increase in error power by introducing output noise for
Mlbs (from 4.6a to 4.6b). In comparison, the increase in the case of Irbs is only
approximately 8.5 − 3.5 = 5 dB.
Quick preliminary experiments can be performed to check the amount of
even order nonlinearities present in a system before a decision is made whether to
use an Irbs input—hence the sacriﬁce in frequency resolution or experiment time,
is justiﬁed. For example, a short Irbs sequence may be used as an input to the
system in question. If there is signiﬁcant output power in even harmonic lines—an
indication of presence of even order nonlinearities, then it may be worth considering
using Irbs over Mlbs.
Overall, the results show that the Bla can be measured using any of the
three classes of binary sequences.
4.5 Structured behaviour of nonlinear distortions with
M inputs
In nonlinear system identiﬁcation, results from traditional non-parametric model
identiﬁcation techniques contain both linear and nonlinear contributions. When
Gaussian excitation signals (including random-phased multisines) are used, the non-
linear contributions are noise-like due to their asymptotic circular complex Gaussian
distribution of the spectra (Pintelon & Schoukens, 2012, theorems 3.8 & 3.11). It is
therefore diﬃcult to distinguish nonlinear distortions from noise. However, unlike
random noise, the nonlinear distortions are static in the sense that a particular in-
put sequence will always produce the same nonlinear distortions; the distortions will
only be diﬀerent if another input sequence is used, even if the second input sequence
is from the same class of sequences as the ﬁrst. Hence, with the robust method out-
lined in the beginning of this chapter, the variances of the nonlinear distortion and
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noise can be estimated separately by considering inter-period and inter-experiment
variances.
For many nonlinear systems, if Mlbs’s are used as excitation signals, the
resulting nonlinear distortions are highly structured due to the shift-and-multiply
property of m-sequences (see p. 24). This has been illustrated for several systems
with direction-dependent dynamics (i.e. those in which the dynamics are diﬀerent
when the output is increasing from those when the output is decreasing) (Rosenqvist,
Tan, Godfrey & Karlström, 2006). It has also been illustrated on a full-scale indus-
trial process—the Pegasus Vertical Take-oﬀ Engine (Godfrey & Moore, 1974)—in
which the direction-dependent behaviour almost certainly arose from the fuel ﬂow
transducer being faster in the downward direction than that in the upward direction.
This section documents how the median averaging scheme may be advant-
ageous over the conventional mean averaging scheme under structured nonlinear
distortions. To enable fair comparison in terms of identiﬁcation performance in
terms of errors (see description of the theoretical Bla in Section 4.6), signals based
on Dirbs (see Section 2.3.2), which do not possess the shift-and-multiply property,
were also used. Part of the work in this section was published in Wong et al. (2013b).
To illustrate the diﬀerence between nonlinear distortions when using an
Mlbs input and that when using a Dirbs input, simulation experiments were per-
formed on a Wiener system (Fig. 4.4) with a pure cubic nonlinearity. Both types of
input have their power normalised to unity, and for each type, 10 experiments were
performed without output noise such that 𝑛[𝑘] = 0 ∀𝑘. Using (4.2) and (4.3) for
each experiment independently (without averaging between experiments), ten Irf
estimates of ̂𝑔[𝑟] = ℱǊر஍ ̂𝐺(j𝜔)எ were obtained, where ℱǊر represents the inverse
Dft. The Mlbs inputs were 10 diﬀerent sequences, randomly selected from the 18
availableMlbs’s with 𝑁 = 127; whereas the Dirbs’s were 10 diﬀerent segments of a
Dirbs, all of length 𝑁 = 127. The linear system was a 3-tap Fir ﬁlter with an Irf
of 𝑔L[𝑘] and a frequency response function (Frf) of 𝐺L(z) = ℱ஍𝑔L[𝑘]எ such that:
𝐺L(z) = 1 + 0.7 zǊر+0.3 zǊٮ . (4.15)
The results are illustrated in Fig. 4.7, which has Bla estimates ̂𝑔Bla[𝑟] obtained
from 10 diﬀerent Mlbs’s (Fig. 4.7a) and Dirbs’s (Fig. 4.7b). It can be seen that
the use ofMlbs’s results in nonlinear distortions appearing as isolated ‘spikes’ while
for Dirbs’s they appear more random. For the case of Mlbs’s and in the frequency
domain, instead of spikes, the nonlinear distortions act over a wide frequency range
with a complex structure.
To explain the diﬀerence between the behaviour of nonlinear distortions when
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Figure 4.7: Illustration of the diﬀerence in behaviour of nonlinear distortions given
diﬀerent inputs—(a) Structured combination for Mlbs and (b) Random scattering
for Dirbs. Diﬀerent shades represent diﬀerent experiments (10 in total), each with
diﬀerent input realisations, no averaging (i.e. 𝑀 = 1).
using the two diﬀerent types of inputs in the time domain, note ﬁrstly that:
𝑦[𝑘] = (𝑢[𝑘] + 0.7𝑢[𝑘 − 1] + 0.3𝑢[𝑘 − 2])٦ (4.16)
and that the second order moment is unity for either class of signal with levels ±1,
i.e.:
𝑢ٮ[𝑘] = 𝑢ٮ[𝑘 − 1] = 𝑢ٮ[𝑘 − 2] = 1. (4.17)
Applying the algebraic expansion of (4.16) and noting (4.17),
𝑦[𝑘] = 2.740𝑢[𝑘] + 2.632𝑢[𝑘 − 1] + 1.368𝑢[𝑘 − 2] + 1.26𝑢[𝑘]𝑢[𝑘 − 1]𝑢[𝑘 − 2]. (4.18)
The theoretical expression for the Bla of a Wiener system with Irf of the
linearity denoted by 𝑔L[𝑘] and a pure cubic nonlinearity, excited by any zero-mean
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binary inputs, is given by (3.24) in Section 3.3.1. With power normalised to unity,
(3.24) is simpliﬁed to:
𝑔BLA[𝑟] = 3𝑔L[𝑟]
ǻ
௝
ൟ׬ڃ
𝑔ٮL[𝑘] − 2𝑔٦L[𝑟]. (4.19)
From (4.15), the time domain Irf ordinates are 𝑔L[0] = 1, 𝑔L[1] = 0.7,𝑔L[2] = 0.3
and 𝑔L[𝑘 ≥ 3] = 0. This gives ∑ǻൟ׬ڃ 𝑔
ٮ[𝑘] = 1ٮ + 0.7ٮ + 0.3ٮ = 1.58. Substituting
this value into (4.19) results in:
𝑔BLA[𝑟] = 4.74𝑔L[𝑟] − 2𝑔٦L[𝑟]. (4.20)
With 𝑟 = 0, 1, 2, :::, the Bla is therefore 𝑔BLA[0] = 2.740, 𝑔BLA[1] = 2.632, 𝑔BLA[2] =
1.368 and otherwise zero for 𝑟 ≥ 3. In the z-domain this is written as:
𝐺Bla(z) = 2.740 z+2.632 zǊر+1.368 zǊٮ (4.21)
4.5.1 M case
Reproducing the shift-and-multiply property described on p. 24:
𝑢[𝑘]𝑢[𝑘 − 𝑎] = −𝑢[𝑘 − 𝛼] ∀𝑘 (4.22a)
𝑢ٮ[𝑘] ≡ 1 ∀𝑘 (4.22b)
where 𝑎 and 𝛼 are diﬀerent non-zero integers. Following on from this,
𝑢[𝑘]𝑢[𝑘 − 𝑎]𝑢[𝑘 − 𝑏] = −𝑢[𝑘 − 𝛼]𝑢[𝑘 − 𝑏] = +𝑢[𝑘 − 𝛽] (4.23)
where 𝑎, 𝑏 and 𝛼 are diﬀerent non-zero integers and 𝛽 is a non-zero integer ≠ 𝛼 and
≠ 𝑏. This can be extended for higher order multiples of delayed versions of 𝑢. The
values of 𝑎, 𝑏, 𝛼 and 𝛽 are uniquely dependent on the Mlbs 𝑢.
From (4.23):
1.26𝑢[𝑘]𝑢[𝑘 − 1]𝑢[𝑘 − 2] = 1.26𝑢[𝑘 − 𝛾] (4.24)
where 𝛾 is an integer depending on the particular Mlbs so that (4.18) becomes:
𝑦[𝑘] = 2.740𝑢[𝑘] + 2.632𝑢[𝑘 − 1] + 1.368𝑢[𝑘 − 2] + 1.26𝑢[𝑘 − 𝛾]. (4.25)
From (3.9), the estimated Bla is deﬁned by ̂𝑔Bla[𝑟] = E
r
𝑦[𝑘]𝑢[𝑘 − 𝑟]
z
, so that it
depends on the form of the autocorrelation function 𝑅uu[𝑘] of the sequence. By
discretising (2.6), the autocorrelation function for an Mlbs with levels ±1 and of
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period 𝑁 = 127 is given by:
𝑅uu[𝑘] = ஭
1 𝑘 = 0
− ررٮٝ 𝑘 ≠ 0.
(4.26)
The four terms in (4.25) thus give rise to components of 2.740, 2.632, 1.368 and
1.26 at 𝑟 = 0, 1, 2, and 𝛾 respectively, together with a small constant oﬀset in each
case due to the small non-zero value of the oﬀ-peak autocorrelation function. This
small oﬀset, visible in Fig. 4.7a, would be smaller if a longer Mlbs were used. The
values for the Mlbs based on the primitive polynomial p(𝑥) = 𝑥ٝ ⊕ 𝑥׻ ⊕ 1 = 0,
where ⊕ denotes modulo-2 addition (see, for example, Godfrey [1980]) are marked
by circles in Fig. 4.7a; for this particular Mlbs, 𝛾 = 24 = 𝑁 − 103 (such that by
periodicity, 𝑢[𝑡 − 24] = 𝑢[𝑡 + 103], which corresponds to a spike at 𝑟 = +103 in the
ﬁgure). Except for the small oﬀset, the ﬁrst three coeﬃcients are the same as the
theoretical expression for the Bla for any zero-mean binary inputs given by (4.21).
To summarise, the 𝑢[𝑘−𝛾] term in (4.25) is manifested as ‘spikes’ in Fig. 4.7a,
appearing at diﬀerent locations speciﬁc to the particular realisation of theMlbs in-
put used. Given a speciﬁc m-sequence, it may seem a good idea to predict where
‘spikes’ may occur and compensate for the nonlinear distortion. However, the com-
putation of the location of spikes requires the explicit knowledge of both the linearity
and nonlinearity that are unavailable, and the complexity grows with both the length
of the impulse response and the degree of the nonlinearity. In addition, for more
complicated nonlinearities with combined degrees such as cubic plus quintic, it is
not feasible to separate the contribution of spikes in the output between the various
degrees.
Another idea is to choose speciﬁc m-sequences to push the location of the
spikes to where the impulse response is expected to be zero, usually near the end
when the dynamics of the stable system has decayed to below the noise ﬂoor. Un-
fortunately there are only a limited number of Mlbs’s within a given family (or the
same period, see Appendix A.1) and given a particular Mlbs, one has no choice on
where the spike occurs. The number of possible m-sequences increases as the period
increases, so improving the chance that a favourable Mlbs could be found, but as
far as the author is aware, there are no tabulated values of delay resulting from
the shift-and-multiply property for large values of period 𝑁. It may be possible,
depending on experiment setup, to artiﬁcially use a long sampling time relative to
the memory of the system, hence the spikes are more likely to be at the zero points
and therefore more easily eliminated. Doing so, however, increases the bias of the
Bla obtained (see Section 3.5.2).
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4.5.2 D case
For a Dirbs input, (4.24) does not apply, and the triple product in (4.18) contrib-
utes nonlinear distortions to the estimated Bla, at all values of 𝑟. The phases of
the Dft of a Dirbs are random (a property shared by random-phased multisines,
see Sections 2.3.2 and 2.3.3) and because of this, the nonlinear distortions are in-
distinguishable in appearance from Gaussian output noise. For a Dirbs with levels
±1, the autocorrelation function is, from (2.3), asymptotically equal to:
𝑅uu[𝑘] = ஭
1 𝑘 = 0
0 0 < 𝑘 ≤ 𝑁− 1 (4.27)
as either the length 𝑁 becomes very large or in the case of multiple segments,
the number of segments 𝑀 is such that the product 𝑀𝑁 is very large. Thus, for
such a sequence, the ﬁrst three coeﬃcients would be those of the theoretical Bla,
together with the nonlinear distortion term from the triple product; there would
be no constant oﬀset. However, when using ﬁnite length segments (in this case
with 𝑁 = 127), the autocorrelation will only be an approximation of (4.27), which
adds a further random term to the estimated Bla. The estimated Blas using 10
independent Dirbs segments are shown in Fig. 4.7b. As expected, there are now no
additional spikes, and the nonlinear distortion has no noticeable pattern and could
easily be taken as additive output noise.
4.5.3 Remarks on the system structure and the nonlinearity
While the Wiener system in this section has had quite a simple structure, the theory
applies to systems with a more general structure such as that of a Volterra system.
For example, the 3rd Volterra contribution is given by
𝑦غ٦ػ[𝑘] =
ൂǊر
௝
ൕ׬ڃ
ൂǊر
௝
ൖ׬ڃ
ൂǊر
௝
ൗ׬ڃ
ℎ[𝑎, 𝑏, 𝑐]𝑢[𝑘 − 𝑎]𝑢[𝑘 − 𝑏]𝑢[𝑘 − 𝑐] (4.28)
where ℎ[𝑎, 𝑏, 𝑐] is a slice of the 3rd degree Volterra kernel. For the Wiener system
with cubic nonlinearity considered in this section, only the 3rd Volterra kernel ex-
pansion has non-zero contributions; the Volterra kernel ℎ[𝑎, 𝑏, 𝑐] is then equal to
𝑔L[𝑎]𝑔L[𝑏]𝑔L[𝑐] and (4.28) degenerates into (4.18) after simpliﬁcation.
The theory illustrated so far has only considered static polynomial nonlin-
earities—in any ﬁnite interval, it is possible to achieve convergence, in least squares
sense, of a polynomial to any static function as the degree of the polynomial tends to
inﬁnity. Although the theoretical analysis is beyond the scope of the thesis, struc-
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tured nonlinear distortions were also observed in simulation experiments involving
Mlbs inputs with other classes of nonlinearities such as sinusoidal and non-integer
power functions (e.g. square roots). Nonlinearities having hysteresis and memory
eﬀects have not yet been investigated, but Godfrey and Moore (1974) have shown
that even in such cases, the nonlinear distortion can be structured.
4.5.4 Merits and demerits of the median estimator
As noted in Section 4.2, the conventional way of reducing the eﬀect of nonlinear
distortions when estimating a Bla is to use several diﬀerent realisations of the
input 𝑢 and then to average them. Conventionally, averaging is performed using the
arithmetic mean. For an Mlbs input, multiple unique realisations of m-sequences
would be used. However, knowing that for m-sequence inputs the nonlinear noise is
‘spiky’, i.e. outliers are expected, it is interesting to examine whether an alternative
method of averaging, such as the median, can be used in this case to improve
convergence compared with the mean. To generalise the averaging operation, (4.5)
is modiﬁed to:
̂𝐺(j𝜔) ≈
̂𝑆ZU(j𝜔)
̂𝑆UU(𝜔)
≜
Avg
൤ޱرǫൄ
ൡޱرǫു
𝑆ַൡയ൤ָZU
Avg
൤ޱرǫൄ
ൡޱرǫു
𝑆ַൡയ൤ָUU
=
Avg
൤ޱرǫൄ
ൡޱرǫു
அ𝑍ַൡയ൤ָ𝑈ַൡയ൤ָஆ
Avg
൤ޱرǫൄ
ൡޱرǫു
அ𝑈ַൡയ൤ָ𝑈ַൡയ൤ָஆ
. (4.29)
Relative Statistical Eﬃciency (R)
In statistics, the term central tendency (location) describes the fact that quantitative
data tend to cluster around some value and this tendency is quantiﬁed through
location estimators such as, but not limited to: mean, mode and median (Dodge
et al., 2006). The expected value of a small sample𝑀 drawn from a Gaussian parent
population follows a Student’s 𝑡-distribution with 𝜈 = 𝑀−1, where 𝜈 is the number
of degrees of freedom. Estimating the central tendency with the mean, median
or other location estimators yield results with diﬀerent uncertainties or variances
associated (Kenney & Keeping, 1962).
Deﬁnition If the mean estimator is used as a baseline, the ratio of uncertainties of
a location estimator relative to the baseline is called the relative statistical eﬃciency
(Rse), i.e.
Rse = E
q
𝜎ٮLE
y
EJ𝜎ٮmeanK (4.30)
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in which 𝜎ٮLE and 𝜎ٮmean are the variances associated with the central tendency es-
timated using either an arbitrary location estimator (Le) or the arithmetic mean,
respectively, of a population when sampling with a given sample size 𝑀. The ex-
pectation operators E operate across an inﬁnite number of independent experiments
in drawing samples from the same population.
A Monte Carlo simulation with more than ten million trials was conducted
to obtain the Rse of the median estimator with regards to the mean estimator for
𝑀 between 2 and 16 inclusive. In each trial and for each 𝑀 value, 𝑀 random data
were generated using a zero-mean Gaussian process with variance of unity. The
mean and median of the vector of 𝑀 values was separately calculated and recorded
for the ten million trials. The ratio of the variances between the median values to
the mean values gives an estimate of the Rse. The result of the experiment is shown
in Fig. 4.8. Approximate values of Rse under the same context are also tabulated
in (Kenney & Keeping, 1962) and are in agreement with those obtained from the
simulation experiment.
Note that in the literature, the asymptotic relative (statistical) eﬃciency
(Are) is often quoted (Serﬂing, 2011). The term ‘asymptotic’ refers to the con-
vergence behaviour for large sample size, and is diﬀerent to the Rse used in the
later experiment in Section 4.6. This is because statistical eﬃciency depends on
the variance of sampling distributions (the distribution after sampling a parent dis-
tribution) of the location estimators involved; valid expressions of which may only
be available asymptotically. The sampling distribution for, say, the median estim-
ator is approximately normal with variance இ4𝑓ٮ𝑀ஈǊر where 𝑓 is the population
probability density function (p.d.f.) (Serﬂing, 2011). However, this is an approx-
imation and valid only for a large sample size, whereas in this experiment one is
interested in the behaviour of the statistical eﬃciency of various estimators with
a small sample size. Otherwise, the underlying distribution will become Gaussian
as Student’s 𝑡-distribution also tends to Gaussian and the asymptotic relative eﬃ-
ciency then applies. Hence, the Are of a Student’s 𝑡-distribution is, in essence, the
Are of a Gaussian distribution. This is why, instead of the more commonly quoted
Are, the Rse is used to explain the diﬀerence between the two estimators for this
particular setup.
One can observe there is a zigzag trend in Fig. 4.8—a dependence on whether
the sample size is even or odd. This is because when𝑀 is even, the median is deﬁned
as the arithmetic mean of two ‘middle’ values. This is also why, for a sample size
of two, the Rse is exactly one—for mean and median are essentially the same
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Figure 4.8: Rse of the median and the mean against sample sizes in estimating
Gaussian population mean.
mathematical operation. It is interesting to see that even sample sizes result in a
higher eﬃciency for the median estimator.
Two values of interest here are: 0.723 for 𝑀 = 10 (the sample size used in
the example in this chapter), which is in agreement with the approximate value of
0.71 given by (Kenney & Keeping, 1962); and ٮ/ഏ, which is the Are as 𝑀 → ∞ as
noted in Serﬂing (2011).
4.5.5 The median estimator
The median and the mean estimators both have the same objective: estimating
the central tendency of a parent population given limited samples drawn from it.
The median estimator is more robust in the sense that it is more resilient against
inﬂuence of extreme values compared to the mean function (Kenney & Keeping,
1962, p. 54).
When applied to estimation of the Bla, one is relying on the fact that the
dominant impulse response ordinates of the Bla are above the noise ﬂoor and hence
the ‘spikes’ arising from structured combination of these impulse response ordinates
are suﬃciently distinctive from the output noise, as described in Section 4.5.1. If this
is true, the median would be expected to perform better than the mean. However, if
the opposite is true, i.e. the noise level is higher than that of the nonlinear distortions,
the performance of this method would be slightly worse than conventional mean-
based averaging method due to inherent inferior Rse with the median estimator
when the output noise usually has, in practice, a Gaussian distribution. As such,
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one expects the performance of the median estimator to depend on the level of the
output noise relative to that of the nonlinear distortions.
4.5.6 Hodges-Lehmann Location Estimator (H)
When the Snr for a system is moderate and one is unsure about the relative contri-
butions of the nonlinear distortions to environment noise, it may be advantageous to
use an averaging scheme that oﬀers a good compromise between statistical eﬃciency
and robustness to outliers. The Hodges-Lehmann location estimator (Hlle) is one
such scheme (Serﬂing, 2011). The Hlle is a consistent and unbiased estimator of
the population median. For data set 𝑥 ∈ 𝑋 with 𝑛 members the Hlle is the median
of pairwise means such that 𝑥HL = Medஇ஍رٮ(𝑥൝ + 𝑥൞)எ∀1 ≤ 𝑖 < 𝑗 ≤ 𝑛ஈ.
The Are of the Hlle with respect to the mean estimator is ٦/ഏ = 0.955 to
3 signiﬁcant ﬁgures (Serﬂing, 2011).
4.6 Experimental comparison between the mean and me-
dian averaging
To gauge how much performance one may expect to gain or lose from replacing the
mean by the median, results are presented from simulation experiments, in which
both the ideal scenario without output noise and scenarios with various levels of
noise were considered. Two sets of the classes of inputs, both with period 𝑁 = 8191
were used to excite a discrete-time Wiener system with structure shown in Fig. 4.4;
the ﬁrst type being m-sequences with levels ±1 described in Section 2.3.4, and the
second type periodic Dirbs’s with zero expected mean as described in Section 2.3.2.
The linearity was chosen to be a 10th order inﬁnite impulse response (Iir) Chebyshev
Type-I (equiripple in pass-band) band-pass ﬁlter with an Irf of 𝑔L[𝑘] and with a
pass-band normalised edge frequencies of 0.2 and 0.6, where a normalised frequency
of 1 corresponds to the Nyquist frequency. The Chebyshev ﬁlter was generated
via the Matlab command “cheby1(10,0.5,[0.2,0.6])”. It is important to note
that this Iir ﬁlter has a relatively long settling time compared to, say, the 10th
order Fir ﬁlter used in Section 4.4.1. A linearity with a long memory represents a
sub-optimal scenario in terms of performance gain of median over mean averaging,
because the nonlinear distortions will be more spread out and less pronounced. This
will be discussed at the end of the subheading ‘Comparison without output noise’ in
Section 4.6.1. Identical to the second experiment setup in Section 4.4.1, the static
nonlinearity was of the form f(𝑥) = 0.5(𝑥٦ + 𝑥ٮ).
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With reference to (4.29), for simplicity no inter-period averaging was per-
formed so that 𝑃 = 1. The measurements were taken after steady-state was reached
such that transient eﬀects were either nil or negligible. The number of realisations
𝑀 was chosen to be 10 so that the performance between Dirbs and Mlbs due to
stochastic and deterministic power spectra is similar (see Fig. 4.3).
Unlike the mean function, the median function is not a linear operation;
diﬀerences arise depending on whether the averaging takes place before or after the
application of inverse Dft. Due to the lack of closed-form solution for using median
in averaging complex numbers, i.e. the complex terms in the cross-power spectra at
the numerator of (4.29), averaging is best performed in the time domain. In addition,
there are no advantages in averaging the auto-power spectra (the denominator of
4.29) using any schemes other than the mean function due to its known Gaussian
nature. For this simulation experiment, with 𝑃 = 1, (4.29) is modiﬁed to:
̂𝑔Bla[𝑟] = Avg
ൡޱرǫرڃ
ℱǊر
⎧
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رڃ∑
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ַൡָ
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⎫
⎬⎭
. (4.31)
The function Avg in (4.31) is deﬁned as either mean, median or Hlle and their
performance is compared for both Mlbs and Dirbs inputs.
To compare the performance of various experiment regimes, a useful refer-
ence to use for calculating errors is the theoretical ‘true’ transfer function or impulse
response; this is the theoretical Bla of the system and is dependent on, among vari-
ous factors, the input amplitude distribution, e.g. binary or Gaussian. For a Wiener
system consisted of a linearity with an Irf of 𝑔L[𝑘] followed by the nonlinearity of
f(𝑥) = 0.5(𝑥٦ + 𝑥ٮ), given any zero-mean periodic binary inputs of length 𝑁 with
amplitude levels normalised to unity, the expected Bla is reproduced from (4.13)
in Section 4.4.1 as:
𝑔Bla[𝑟] = 1.5𝑔L[𝑟]
ൂǊر
௝
ൟ׬ڃ
𝑔ٮL[𝑘] − 𝑔٦L[𝑟]. (4.32)
This theoretical Bla will form the baseline reference so that the Mse used in sub-
sequent calculations is deﬁned as:
Mse = 1𝑁
ൂǊر
௝
ൟ׬ڃ
⏐⏐ ̂𝑔[𝑘] − 𝑔Bla[𝑘]⏐⏐
ٮ. (4.33)
4.6.1 Results and analysis
For the experiment setup outlined in Section 4.6, two scenarios were considered;
ﬁrstly without output noise disturbances and secondly where Awgn sequence 𝑛[𝑘]
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Figure 4.9: Log scale box-plot of absolute estimation errors of a section of a best
linear impulse response ̂𝑔[𝑟] for 𝑟 between 30 and 80 using 𝑀 = 10 diﬀerent
M-sequences without output noise disturbances.
Boxes: Interquartile range (Iqr), Whiskers: 1.5×Iqr of the upper or lower
quartiles, Circles: Outliers, Circles with central dots: Median, Crosses: Mean.
was added to the output of the nonlinearity 𝑦[𝑘] to give the measured output 𝑧[𝑘].
In the second scenario, the power of the additive noise 𝑛[𝑘] was varied for each
experiment so that a range of Snrs between −30dB and 60 dB was obtained.
Comparisons with no output noise
Fig. 4.9 is a box-plot which illustrates how the median function (circles with central
dot) can perform better than mean function (crosses) as the averaging tool when
outliers are expected. It shows the distribution of the resulting absolute errors from
estimating a part of the Bla of a system described in Section 4.6 compared to the
theory in (4.32). Note that the 𝑦-axis is plotted on a logarithmic scale. Looking
at 𝑟 = 34 and 44 for example, the presence of extreme outliers (small open circles)
aﬀects the quality of the mean estimate signiﬁcantly while the median estimate
is not disturbed as much. While the median estimates may not always be better
than the mean estimates (especially when noise is present), overall one expects the
median estimates to be better at low noise levels.
Fig. 4.10 depicts the averaging performance of the mean and median es-
timators for diﬀerent amount of averaging (as a function of 𝑀 ) when inputs were
Mlbs’s. Even with just 𝑀 = 3 data sets being averaged, the median estimator
oﬀers a solid advantage due to the behaviour of the nonlinear distortions described
in Section 4.5.1. Note that when 𝑀 = 2, the median and mean are mathematically
the same operation, hence the identical performance. There is a slight zigzagging
trend observed on the median results, this is not an artefact of spurious origin and
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Figure 4.10: Estimation error of the Bla from output-noise-free measurements
against number of Mlbs input realisations (𝑀 ) used in averaging when using
either mean or median averaging schemes.
was explained in Section 4.5.4 through Fig. 4.8. The Mse from the mean estimator
on the other hand follows a simple 𝒪(𝑀Ǌر) relationship as stated in Section 4.3.
Generally speaking, for systems with shorter memory (i.e. where the length of
the Irf is short in terms of the sampling interval), the ‘spikes’ become less frequent
but more pronounced. To explain this, consider again (4.25); with a non-zero Irf
containing only 3 ordinates, only one spike can form for any given Mlbs. If there
are 4 non-zero ordinates, spikes will form on terms involving, for instance, 𝑢[𝑡]𝑢[𝑡 −
1]𝑢[𝑡−2], 𝑢[𝑡]𝑢[𝑡−1]𝑢[𝑡−3], 𝑢[𝑡]𝑢[𝑡−2]𝑢[𝑡−3] and other combinations; a system with
a long Irf on the other hand, has its ‘energy content’ spreading across numerous
ordinates, resulting in spikes that are less prominent. This is the case for this setup
as the linearity used was an Iir ﬁlter with a long settling time. One can see even
in such scenario, the median estimator can oﬀer a substantial advantage. If the
length of the system memory is short, depending on the levels of the environment
and measurement noise, the median scheme can almost exactly reproduce the Bla
of the system (even with limited averaging) due to its ability to completely decouple
the estimated Irf from the inﬂuence of the dominating nonlinear distortions (in
form of spikes). This allows the median function to gain a signiﬁcant advantage
over the mean function. The converse is also true: if the system memory is long, the
advantage of the median compared to the mean is diminished due to the increased
in frequency of appearance of spikes with lower magnitudes arising from the more
spread out nature of the Irf—as the magnitudes are less extreme, the mean function
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Figure 4.11: Identiﬁcation performance of various averaging schemes against Snr
levels with (a) Mlbs and (b) Dirbs inputs. Averaged results from 500
experiments each with 𝑀 = 10.
is less aﬀected by bias.
Comparison with output noise
Fig. 4.11 shows the sensitivity of diﬀerent averaging methods to diﬀerent noise levels
(Snr). The experiment was repeated 500 times independently and the resulting
Mse values were averaged. The calculation of Snr did not factor in the nonlinear
distortions and hence a higher Snr can be thought of as having a higher contribution
of nonlinear noise relative to the output noise.
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Looking at the Mlbs case in Fig. 4.11a, the median estimator has a sig-
niﬁcant advantage over the typical mean estimator for Snr above approximately
3dB, due to the character of nonlinear distortions involved being ‘spiky’ in nature
as predicted in Section 4.5.4. Below 3dB, the mean estimator retains an almost
constant advantage over the median estimator. As noted before, this is due to the
lower statistical eﬃciency of the median estimator when the underlying dominating
noise contribution is predominantly Gaussian. At −30 dB Snr the separation of
Mse between the mean and median estimators is about 1.3dB, which translates to
a factor of 0.725. This is in very good agreement with the simulated Rse of 0.723
quoted in Section 4.5.4 for 𝑀 = 10 in which the underlying population distribution
was Gaussian.
For comparison, Fig. 4.11b shows the performance of the two averaging
schemes when the inputs were periodic Dirbs’s. In this case the combined non-
linear distortion and output noise contribution has a Gaussian distribution (see
Sections 2.3.2 and 4.5.2). One expects the mean estimator to perform better overall
due to the fact that the mean function is the maximum likelihood estimator (Mle)
for variables with a Gaussian distribution (Pintelon & Schoukens, 2012, p. 24). The
performance of which is also very close to the Hlle—the Are of Hlle (relative to
mean estimator) is 0.955; this is indeed the case. The median results are separated
from the mean results by a ratio equal to the Rse, which is close to the 0.723 value
noted before. The separation is also relatively constant and therefore independent
of the Snr, unlike the case of m-sequence inputs.
It does not appear possible to make a theoretical analysis of which of median
and mean averaging is the better given an arbitrary Snr value, unless the linearity
and the nonlinearity are known; in this exercise, it was assumed that they are
unknown. Note that both the mean and median estimators are computationally
inexpensive to apply, so that the author recommends using both and checking the
resulting models against the validation data if possible. In any case, assuming
exogenous noise was Gaussian and dominating, the lower statistical eﬃciency of
median would only translate into a slight increase in the Mse (1.3dB from the
Rse for 𝑀 = 10). In contrast, a substantial gain may be obtained if the nonlinear
distortions were dominating, especially if the underlying linearity had a short Irf
where ‘spikes’ would be fewer and more prominent (see the last paragraph of the
previous subheading).
Lastly, it is possible to combine the optimal performance of the median es-
timator in averaging outAwgn and the eﬀectiveness of the median in driving out the
structured nonlinear distortions. With the robust method described in Section 4.2,
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it is possible to perform mean averaging independently over 𝑃, where nonlinear dis-
tortions are periodic and environment noise is usually aperiodic. With suﬃcient 𝑃
for each realisation of 𝑚, it is possible to obtain 𝑀 high quality estimates of the
Bla compounded with nonlinear distortion terms. The median estimator can then
be used to average over 𝑀 to eﬀectively drive down the nonlinear distortions.
4.7 Conclusions
Sections 4.1 and 4.2 have introduced a robust method for estimating the Bla of a
nonlinear system, which relies on averaging estimates from multiple measurement
records. The example in Section 4.3 has illustrated that deterministic sequences with
static power spectra are clearly advantageous due to their superior performance in
low averaging amount. For sequences with static power spectra, the noise power is
inversely proportional to 1/𝑀 while for sequences with stochastic spectra, this is
only asymptotically true. While so far the method and general result are known
in the literature, the sections serve as a veriﬁcation for the applicability to binary
inputs.
The experiment in Section 4.4 compares the performance of various periodic
binary sequences, namely Dirbs’s, Mlbs’s and Irbs’s in terms of averaging per-
formance in sequestering both measurement noise and nonlinear distortions. The
Irbs’s are useful when the system has signiﬁcant even order nonlinearities. On the
other hand, using Irbs’s requires twice the experiment time due to their period be-
ing twice that of their Mlbs’s counterparts. Supporting the ﬁndings in Section 4.3,
Dirbs’s are not as good as Mlbs’s when the number of averages is low.
Section 4.5 introduced the unique structured behaviour of the nonlinear dis-
tortions when the excitation signal used is an Mlbs, resulting in ‘spikes’ forming in
the estimated Irfs of the nonlinear systems. With respect to this behaviour, the
subsequent sections discuss the potential gain when using Mlbs’s in combination
of the median averaging scheme with reasonably high Snr. The combined use of
Mlbs’s as excitation signals and the use of median averaging scheme was found to
be better than the typical mean based estimator. Depending on the system memory
and noise levels, in some cases the median estimator can completely eliminate the
nonlinear distortions with limited averaging (see p. 80). In the setup considered,
the use of robust averaging schemes gives 5dB to 8 dB improvement in Mse per-
formance, compared to using traditional mean based averaging. Since noise power
decreases according to 𝒪(𝑀Ǌر), doubling the amount of available data reduces the
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noise variance by a factor of two (3.03dB); hence 5 dB to 8dB translates to a re-
duction by a factor of approximately 3–6 in experiment time in data acquisition.
The number of ‘spikes’ is determined by the degree of the nonlinearity and
the memory of the impulse response function 𝑔L[𝑘]. For 𝑔L[𝑘] with a long settling
time, such as an Iir ﬁlter, as in the examples in Sections 4.6 and 4.6.1, it is not im-
mediately clear looking at the result whetherMlbs’s or Dirbs’s were used, because
the spikes are so numerous that the nonlinear contributions seem indistinguishable
from Gaussian noise. Note that the proposed scheme takes advantage of distribution
of the nonlinear distortions between diﬀerent input realisations, and this is not to
be confused with the appearance of nonlinear distortions as a function of time.
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C5
Design of Multilevel Signals for
Gaussianity
With respect to the identiﬁcation of systems in practice, maximum-length se-quences are often used, because of the ease of generation using, for example,
the programs prs for binary sequences and Galois for pseudorandom multilevel
sequences (Prms’s) (Godfrey, Tan et al., 2005). Pseudorandom sequences are ad-
vantageous in situations where practical constraints limit the number of sequence
levels that can be applied. Pseudorandom binary sequence (Prbs) have been widely
used for many years, but there are also instances where multilevel sequences are ne-
cessary. In an example from the steel industry (Barker & Godfrey, 1999), ternary
sequences were used to identify the frequency response between the applied force
and steel strip position on a scale model of a hot-dip galvanising process. In this
application, the strip could be moved by two electromagnets, one on either side.
However, the associated power electronics only allowed one voltage level to be ap-
plied to each, thus limiting the input sequence to a maximum of three levels. An
example from the ﬁeld of communications is the identiﬁcation of ﬁbre-based wireless
systems, where a simpler transmitter structure can be used if the input sequences
are either binary or ternary (Ng, Tan & Chuah, 2011). A further example is the
identiﬁcation of an electronic nose described in Tan and Godfrey (2004). In this sys-
tem, there were four compartments, which could be ﬁlled with diﬀerent chemicals or
the same chemical but with diﬀerent concentrations. A metal oxide semiconductor
sensor was exposed to the content in one of the compartments at any particular
time and the input was implemented using four on-oﬀ valves. In Tan and Godfrey
(2004), only two compartments were used but the physical structure of the system
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allows a maximum of four input levels to be applied.
As noted in Chapter 3, the Best Linear Approximation (Bla) depends on
the power spectra and the amplitude distributions of the inputs {⟨𝑢⟩}. The Bla
when using a Gaussian input sequence has been well studied (Pintelon & Schoukens,
2012; Schoukens, Lataire et al., 2009). When non-Gaussian inputs are used, the Bla
obtained is biased with respect to the Gaussian case. The amount of bias depends
on both the form of the nonlinearities and the higher order moments of the input
sequence. This bias, called the Discrepancy Factor (Df), was discussed in detail
in Section 3.5 and is summarised in Section 5.1. Df was initially conceived as an
empirical data-driven measurement metric to quantify the bias (see Section 5.1),
theoretical expressions for which have been derived for the case of a discrete-time
Wiener-Hammerstein (Wh) system in Section 3.3 with a cubic or a quintic non-
linearity when excited by a white input with an arbitrary probability mass function
(p.m.f.).
This chapter shows that it is possible to design discrete multilevel sequences
to mimic Gaussianity as closely as possible (hence reducing the bias) by adjusting
sequence levels and the probabilities of the sequence being at these levels. Their
performance has been compared with the Gaussian case in simulation experiments.
In particular, multilevel sequences are designed in this chapter with moments (see
Section 3.2) as close as possible to those of a zero-mean Gaussian sequence ⟨𝑢⟩ ∼
𝒩(0, 𝜎ٮ), for which the 𝑚th moment 𝑀m ≡ EJ𝑢ൡK = (𝑚−1)!! for even 𝑚 and zero
for odd 𝑚. Here, (𝑚 − 1)!! is the double factorial of (𝑚 − 1) given by (𝑚 − 1)(𝑚 −
3)(𝑚−5) ::: 1. The closer the moments of an arbitrary sequence match the moments
of𝒩(0, 𝜎ٮ), the closer the estimated Bla will be to that estimated using a Gaussian
input sequence.
Tuning the higher order moments of a random input to match those of a
Gaussian input is not the only method to design a random input for Gaussianity.
For example, one can subdue the diﬀerence between the probability mass function
(p.m.f.) of a discrete-level random input and a Gaussian probability density function
(p.d.f.) through measures such as the Kullback-Leibler divergence (Kullback, 1987)
or the Bregman divergence (Frigyik, Srivastava & Gupta, 2008). However, as far
as the reduction of Df is concerned, when the exact details of the nonlinearity are
unknown, moment matching is a simple and eﬀective method. This is because the
Df is shown to be directly dependent on the higher order moments of the inputs in
Chapter 3. The eﬀectiveness of this approach is demonstrated by the later simulation
experiments in Sections 5.3.1 and 5.3.2.
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5.1 Discrepancy Factor
It is useful to be able to quantify the diﬀerence between Blas estimated using
Gaussian input sequences and those estimated using non-Gaussian input sequences
(in both cases, with power normalised to unity), and a convenient way of doing this
is to use the empirical Df 𝔇 deﬁned by Section 3.5 as:
𝔇 ≜
∑ൂǊرൟ׬ڃ | ̂𝑔BLA Gaussian(𝑘) − ̂𝑔BLA non-Gaussian(𝑘)|
ٮ
∑ൂǊرൟ׬ڃ | ̂𝑔BLA Gaussian(𝑘)|
ٮ (5.1)
where 𝑁 is the period of the input sequence (assumed to be longer than the settling
time of the system) and ̂𝑔BLA Gaussian(𝑘) and ̂𝑔BLA non-Gaussian(𝑘) are the Gaussian
and non-Gaussian Bla estimates, respectively.
5.2 Designing multilevel sequences to minimise the Dis-
crepancy Factor
The Df can be driven down by making as many moments 𝔐n of a multilevel se-
quence as possible equal those of a Gaussian sequence with the same power. This
will be developed here for ternary, quaternary and quinary sequences, all with levels
symmetrical around zero and with zero mean. This results in all odd moments being
zero, so that it is possible to concentrate on matching the even moments. The power
of the sequences will be normalised to unity, which results in the moment 𝔐ٮ being
matched in each case. Due to the increasing degrees of freedom oﬀered by the in-
creasing number of amplitude levels and their associated probability variables, it is
then possible to match one further moment for a ternary sequence, two for a quatern-
ary sequence, three for a quinary sequence and so on. This is tabulated in Table 5.1
and the subsequent subsections show the design process involving the amplitude
levels and their associated probabilities for the three symmetric sequences.
Table 5.1: Example matching of moments for Gaussianity for discrete symmetric
sequences with various number of levels
Levels D.o.f.Ȧ Matched moments
2 1 2nd (power)
3 2 2nd, 4th
4 3 2nd, 4th, 6th
⋮ ⋮ ⋮
ȦDegrees of freedom
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5.2.1 Ternary sequences
.
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Figure 5.1: Designing the p.m.f. of a discrete symmetric ternary sequence
Referring to Fig. 5.1, let the levels be ±𝑎ر (with equal probability 0.5𝑝) and
zero, with probability (1−𝑝). This gives 2 degrees of freedom in the form of 𝑎ر and
𝑝; for example, normalising the power (𝔐ٮ) to unity and matching𝔐׻ with that of
a Gaussian sequence gives:
𝔐ٮ ≜ E
q
𝑢ٮ
y
= 𝑎ٮر𝑝 = 1 (5.2a)
𝔐׻ ≜ E
q
𝑢׻
y
= 𝑎׻ر𝑝 = 3!!= 3. (5.2b)
Solving these for 𝑎ر and 𝑝 gives:
𝑎ر =
√
3 and 𝑝 = 13 (5.3)
so that the sequence levels are ±1.732, each with probability 0.1667, and zero, with
probability 0.6667, to four signiﬁcant ﬁgures. The p.m.f. of this tuned sequence is
plotted in Fig. 5.2.
.
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Figure 5.2: The p.m.f. of a symmetric ternary sequence tuned for Gaussianity
5.2.2 Quaternary sequences
Referring to Fig. 5.3, let the levels be ±𝑎ر, with equal probability 0.5𝑝, and ±𝑎ٮ,
with equal probability 0.5(1 − 𝑝). This gives 3 degrees of freedom in the form of
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Figure 5.3: Designing the p.m.f. of a discrete symmetric quaternary sequence
𝑎ر, 𝑎ٮ and 𝑝. Normalising the power to unity and matching 𝔐׻ and 𝔐ٟ with those
of a Gaussian sequence gives:
𝔐ٮ ≜ E
q
𝑢ٮ
y
= 𝑎ٮر𝑝 + 𝑎ٮٮ(1 − 𝑝) = 1 (5.4a)
𝔐׻ ≜ E
q
𝑢׻
y
= 𝑎׻ر𝑝 + 𝑎׻ٮ(1 − 𝑝) = 3!!= 3 (5.4b)
𝔐ٟ ≜ E
q
𝑢ٟ
y
= 𝑎ٟر𝑝 + 𝑎ٟٮ(1 − 𝑝) = 5!!= 15. (5.4c)
Solving these gives:
𝑎ر = ௶3 −
√
6, 𝑎ٮ = ௶3 +
√
6,
𝑝 = 16 க3 +
√
6஖ . (5.5)
so that the sequence levels are ±0.7420, each with probability 0.4541, and ±2.334,
each with probability 0.0459, to four signiﬁcant ﬁgures. The p.m.f. of this tuned
sequence is plotted in Fig. 5.4.
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Figure 5.4: The p.m.f. of a symmetric quaternary sequence tuned for Gaussianity
5.2.3 Quinary sequences
Referring to Fig. 5.5, let the levels be ±𝑎ر, with equal probability 0.5𝑝ر; ±𝑎ٮ, with
equal probability 0.5𝑝ٮ; and zero, with probability (1 − 𝑝ر − 𝑝ٮ). With 4 degrees
of freedom in the form of 𝑎ر, 𝑎ٮ, 𝑝ر and 𝑝ٮ, it is possible to normalise the power to
89
5.3. Simulation experiments
.
0
P[𝑥 = 𝑎]
𝑎
ر
ٮ𝑝ٮ رٮ𝑝ٮ
ر
ٮ𝑝ر رٮ𝑝ر
1 − 𝑝ر − 𝑝ٮ
−𝑎ر +𝑎ر−𝑎ٮ +𝑎ٮ
Figure 5.5: Designing the p.m.f. of a discrete symmetric quinary sequence
unity and match 𝔐׻, 𝔐ٟ and 𝔐פ with those of a Gaussian sequence, giving:
𝔐ٮ ≜ E
q
𝑢ٮ
y
= 𝑎ٮر𝑝ر + 𝑎ٮٮ𝑝ٮ = 1 (5.6a)
𝔐׻ ≜ E
q
𝑢׻
y
= 𝑎׻ر𝑝ر + 𝑎׻ٮ𝑝ٮ = 3!!= 3 (5.6b)
𝔐ٟ ≜ E
q
𝑢ٟ
y
= 𝑎ٟر𝑝ر + 𝑎ٟٮ𝑝ٮ = 5!!= 15 (5.6c)
𝔐פ ≜ E
q
𝑢פ
y
= 𝑎פر𝑝ر + 𝑎פٮ𝑝ٮ = 7!!= 105. (5.6d)
Solving the simultaneous equations gives:
𝑎ر = ௶5 −
√
10, 𝑎ٮ = ௶5 +
√
10,
𝑝ر = ر٦ڃ க7 + 2
√
10஖ 𝑝ٮ = ر٦ڃ க7 − 2
√
10஖ , (5.7)
so that the sequence levels (to four signiﬁcant ﬁgures) are ±1.356, each with prob-
ability 0.2221 and ±2.857, each with probability 0.01126; and lastly the zero level
with a probability of 0.5333. The p.m.f. of this tuned sequence is plotted in Fig. 5.6.
.
0
P[𝑥 = 𝑎]
𝑎0.0113 0.0113
0.0222 0.0222
פ/ر׹
−1.36 +1.36−2.86 +2.86
Figure 5.6: The p.m.f. of a symmetric quinary sequence tuned for Gaussianity
5.3 Simulation experiments
Two sets of simulation experiments on systems with a Wiener structure were con-
ducted to conﬁrm the theory developed in Section 5.2. In both experiments, meas-
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urements were taken at steady-state.
5.3.1 Experiment 1: Ternary sequences
In this experiment, ternary input sequences are compared with Gaussian input se-
quences, both having a period 𝑁 = 1024. The ternary sequence experiments were
performed for several diﬀerent values of 𝑝ڃ—the probability that the sequence is at
zero (note that 𝑝ڃ = (1 − 𝑝)); including 𝑝ڃ = 0 (a binary sequence), 𝑝ڃ = ر/٦ (a
uniform ternary sequence) and 𝑝ڃ = ٮ/٦ (from (5.3), the value for which 𝔇 should be
minimised). 𝑝ڃ serves as an independent variable to vary the higher order moment
of the ternary input in this set of experiments. The outputs were noise-free and
were measured for 𝑀 = 1024 independent realisations of each input. The 1024 in-
put and output auto- and cross-power spectra were averaged, with a non-parametric
estimate of the Bla then being obtained according to (4.5) with 𝑃 = 1. The aver-
aging is needed even though the system is noise-free because the contribution of the
nonlinear distortion terms is diﬀerent for each realisation as noted in Section 3.1.
The linear part of the Wiener system was arbitrarily chosen as a digital ﬁrst-order
low-pass ﬁlter with time constant of 4 sampling intervals, i.e. with a transfer func-
tion given by 𝐺(z) = z /அz−𝑒Ǌڃമٮ׹ஆ. Two diﬀerent static nonlinearities were used,
as described in the next two subsections.
Although the full analysis could be performed with non-parametric estim-
ates, in order to obtain a more robust estimate of the Df 𝔇, parametric estimates
of the Bla were obtained using ELiS, an iterative weighted least squares estimator
in the Frequency Domain System Identiﬁcation Toolbox (Fdident) (Kollár, 1994).
The variances of the complex frequency response estimates were supplied to ELiS
for weighting purposes. The cost function used internally was 𝐶 = ∑ൂǊرൟ׬ڃ 𝑊ൟ |𝑒ൟ|
ٮ
where |𝑒ൟ|ٮ = ⏐⏐⏐ ̂𝑌 [𝑘] − 𝑌 [𝑘]⏐⏐⏐
ٮ are the squared errors between modelled output spec-
trum ̂𝑌 and actual output spectrum 𝑌 in terms of frequency line number 𝑘, and 𝑊ൟ
are the weighting factors proportional to the reciprocal of the variance at each 𝑘.
For the Gaussian input sequences, a parametric model of order 1/1 (i.e. one zero,
one pole) gave satisfactory ﬁtting, but for the ternary input sequences, a model of
order 8/8 was needed because the Bla then contains higher order dynamics than
those of the underlying linear system; this is due to nonlinear eﬀects (see example
4.1 on p. 42 of Enqvist, 2005). For the purposes of ﬁnding the Df 𝔇, the high order
of the parametric model with a ternary input sequence is not of concern.
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Cubic nonlinearity
The ﬁrst nonlinearity was a pure cubic, i.e. f(𝑥) = 𝑥٦, for which it is possible to
obtain a theoretical expression for 𝔇 using (3.48). From (5.2b), the deviation of
the 4th moment of the ternary sequence with an arbitrary value of 𝑝 from that of a
Gaussian sequence is given by:
𝛿׻ = 3!!−𝑎׻𝑝 = 3 − 𝑎׻(1 − 𝑝ڃ). (5.8)
For the ternary sequence to have a power of unity, 𝑎ٮ𝑝 = 1, so that 𝑎ٮ = ر൤ = ررǊ൤҇ .
Substituting in (5.8),
𝛿׻ = 3 −
1
1 − 𝑝ڃ
. (5.9)
By writing (3.48) and (3.26) in terms of 𝛿׻, the theoretical expression for 𝔇 is given
by:
𝔇theory = ஗3 −
1
1 − 𝑝ڃ
஘
ٮ ∑ǻൟ׬ڃ 𝑔
ٟ(𝑘)
9இ∑ǻൟ׬ڃ 𝑔ٮ(𝑘)ஈ
٦ . (5.10)
The results are shown in Fig. 5.7. For the cubic nonlinearity, the theoretical Df
𝔇theory is shown as a solid line and the simulation results are shown as circles; it
can be seen that there is excellent agreement between the two.
Ideal saturation nonlinearity
The second nonlinearity was an ideal saturation characteristic with limits (i.e. clip-
ping levels) set at ±0.75 and a slope of 1 between these limits. Only simulation
results are shown in Fig. 5.7 for this nonlinearity, for which there is currently no
theory for ﬁnding 𝔇. From these, it can be seen that the minimum value of 𝔇 is
obtained with a lower value of 𝑝ڃ than for the cubic nonlinearity. The diﬀerence is
not unexpected, because there is no reason to expect that the contributions across
multiple higher order terms will be minimised at the same value. It is worth noting
that despite this, a lower value of 𝔇 is obtained for this nonlinearity when 𝑝ڃ =
2⁄3 than for the more widely used values of 𝑝ڃ = 0 (binary input) and 1⁄3 (uniform
ternary input).
5.3.2 Experiment 2: Multilevel sequences
In this experiment, Gaussian, binary, ternary, quaternary and quinary input se-
quences were used; all had a period 𝑁 = 2048. The linearity was a 3-tap FIR
ﬁlter with transfer function given by 𝐺(z) = (1 + 0.6 zǊر+0.1 zǊٮ), with the rel-
atively short impulse response magnifying the levels of discrepancy (Section 3.5.2)
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Figure 5.7: Discrepancy Factors of random ternary sequences with various
zero-level probabilities
and the actual choice of the ﬁlter coeﬃcients here was arbitrary. For the ternary,
quaternary and quinary sequences, two versions were created, one with a uniform
distribution of the levels and the other with levels and probabilities optimised for
Gaussianity—using Equations (5.3) (ternary), (5.5) (quaternary) or (5.7) (quinary).
The outputs were noise-free and were measured for 5000 independent realisations
of each input. Similar to the method used in Section 5.3.1, the 5000 input and
output auto- and cross-spectra were averaged (because the contribution of the non-
linear terms is diﬀerent for each realisation) with a non-parametric estimate of the
Bla then being obtained according to (4.5). The nonlinearity was a static poly-
nomial function f(𝑥) = 𝑥ٝ + 𝑥׹ + 𝑥٦ + 𝑥; the higher degree than in Experiment 1
was chosen to emphasise performance diﬀerences between sequences with diﬀerent
numbers of levels and between sequences with uniform probability distributions and
those optimised for Gaussianity. TheMatlab program code used in this simulation
experiment is included in Appendix B.4.
The estimated (frequency domain) Bla magnitude is plotted against fre-
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Figure 5.8: Illustration of the diﬀerence between Bla’s estimated from various
multilevel uniform and optimised sequences
quency line for most of these sequences in Fig. 5.8. The top band shows the
magnitude estimated using the Gaussian sequences, while the next two show the
estimates using the optimised quaternary and ternary sequences. The other three
bands show the estimates obtained using quinary, ternary and binary uniformly
distributed sequences. The estimates using the quaternary uniformly distributed
sequences are not shown, because they come between those for the quinary and
ternary uniform bands, which are already relatively close to each other.
The results for the optimised quinary sequences are also not shown in Fig. 5.8,
because the Bla estimated from them is indistinguishable from the Gaussian Bla.
This is as expected, since from Equations (5.6a) to (5.6d), it is possible to match
moments 𝔐ൡ up to 𝑚 = 8, which is higher than 7, the highest degree contained in
the polynomial nonlinearity. It can be seen that increasing the number of levels of
the input sequences decreases the diﬀerence between the estimated Bla and that
estimated using a Gaussian sequence and that the diﬀerence is considerably smaller
using an optimised sequence than it is using a uniformly distributed sequence.
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5.4 Diﬀerent identiﬁcation requirements
With their probability distribution approaching as closely as possible that of a
Gaussian sequence, the resulting multilevel sequences are inevitably less suitable
for identiﬁcation of a noisy linear system when there is a limit to the maximum in-
put magnitude (as in many practical situations). For such systems, an input signal
with a low crest factor (Cf) (Schoukens, Pintelon, van der Ouderaa & Renneboog,
1988; Pintelon & Schoukens, 2012), correspondingly, a high value of Performance
Index for Perturbation Sequences (Pips) (Godfrey, Barker & Tucker, 1999) is de-
sirable. Pips is a compromise between high input sequence power, to maximise the
signal-to-noise ratio (Snr) ratio, low input sequence amplitude and to minimise the
eﬀects of nonlinearities. Since the moment matching results in the probability distri-
bution of the multilevel sequence becoming more Gaussian in shape, this inevitably
reduces the probability of the sequence being at its extreme values, so that the Cf
of the multilevel sequence is increased; correspondingly, its Pips is reduced. For
example, consider a ternary sequence with levels ±𝑎 and zero then Pips is reduced
from 100௵ٮ/٦% = 81.7% for a zero-mean sequence with equal probabilities of the
three levels to 100௵ر/٦% = 57.7% for a sequence with the fourth moment matched,
as in (5.2b). An acceptable range of values for Pips for identiﬁcation of a noisy
linear system is from 70% to 100% (Barker, Tan & Godfrey, 2009), so for such an
application, moment matching would not be used.
This illustrates that an input sequence designed for one purpose may not be
the best for a diﬀerent purpose. This is similar to the choice for multisine signals,
where a low value of Cf (high value of Pips) is desirable for the identiﬁcation of a
noisy linear system, whereas a Gaussian multisine (Pintelon & Schoukens, 2012) is
desirable for the estimation of the Bla of a nonlinear system.
5.5 Conclusions
This chapter has demonstrated that it is possible to reduce the bias between a Bla
estimated from a zero-mean multilevel sequence with levels symmetrical around
zero and that estimated from a Gaussian sequence, by matching moments of the
multilevel sequence to those of a zero-mean Gaussian sequence. Depending on the
dominating degrees of nonlinearity and the number of levels permissible by the
input, the bias can be arbitrarily lowered by a suitable design of the probability
mass function (p.m.f.) of the random multilevel input sequence. The odd moments
of zero-mean sequences are automatically zero, and if the power of the multilevel
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sequence is made the same as that of the Gaussian sequence (so matching the second
moments), it is possible to match one further moment for a ternary sequence, two
for a quaternary sequence and three for a quinary sequence.
However, optimising a multilevel sequence for Gaussianity inevitably in-
creases the crest factor (Cf) and decreases the Performance Index for Perturbation
Sequences (Pips) compared to its uniformly distributed counterparts, as mentioned
in Section 5.4. As such, in identifying systems with high levels of noise, the identi-
ﬁcation performance would be compromised somewhat.
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C6
Experiment Veriﬁcation of the B
theory
While simulation experiments have conﬁrmed the predictions made for the dif-ferences between Best Linear Approximations (Blas) estimated using Gaus-
sian sequences and those estimated using binary sequences in Chapter 3, experi-
ments based on real physical systems are important to verify the practicality aspect
under non-ideal conditions. To this end, a set of experiments was performed on
a physical electronic Wiener system to conﬁrm the theory developed for the Bla
with respect to the amplitude distribution of the input, speciﬁcally, the expressions
in Section 3.3.1. The methodology and the results of the physical experiment are
described in this chapter.
6.1 Experiment setup
The system was set up using the equipment listed below and the equipment was
connected according to the electrical circuit schematic shown in Fig. 6.1. This
circuit may be represented by the system diagram of Fig. 6.2 and the structure is
equivalent to a Wiener system shown in Fig. 3.2, as the pre-, post- and impedance
matching buﬀers were assumed ideal and introduce no dynamics.
6.1.1 List of equipment
• HP E1401B Vxi mainframe with:
∘ VXI-MXI-2 interface card
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∘ Two HP E1430A 10MSa/s 23-bit analogue-to-digital converters (Adcs),
with ﬁltering and memory (hereinafter referred to as the ‘acquisition
card’)
∘ HP E1445A arbitrary function generator card
• Desktop computer with PCI-MXI-2 interface card
• Non-inverting pre-buﬀer with AD8610A op-amp
• Non-inverting post-buﬀer with TL071CP op-amp
• Two 50Ω matched impedance measurement buﬀers
• RC ﬁlter circuit with changeable resistors and capacitors
• Pre-built cubic nonlinearity circuit
∘ based on AD532JH four-quadrant multipliers
• Tektronix TDS 2001C oscilloscope
• ±12V and ±15V power supplies
• A 1.5nF capacitor with either 2.7 kΩ, 27 kΩ or 110 kΩ resistors in the RC
ﬁlter,
∘ giving cut-oﬀ frequency values of 𝑓co = 39.3 kHz, 3.93 kHz and 0.965 kHz
respectively.
The HPVximainframe was connected to a desktop computer with theMatlab soft-
ware through the VXI-MXI-2 interface card. Data analysis was performed through
Matlab.
HP E1430A
r
HP E1445A
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HP E1445A
1
2
y
1
2
1
2
50Ω ch.
1
2
u′
−
+
−12V
+12V
AD8610A
u′
R
C
− +
−12V +12V
T
L
071C
P
x3
100
+15V
−15V
xnonlinear
50Ω ch.
1
2
y′
linear
Figure 6.1: Circuit schematic
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Figure 6.2: Equivalent system structure of Fig. 6.1
6.1.2 Methodology
The objective is to verify theoretical diﬀerence, predicted in Section 3.3, between
the Blas obtained from the use of Maximum Length Binary Sequence (Mlbs) (Sec-
tion 2.3.4) and from Gaussian signals, more speciﬁcally random-phased multisines
(Section 2.3.3). A simple resistor-capacitor (RC) ﬁlter element with ﬁrst order
dynamical behaviour was used as the linearity—a RC ﬁlter is analogous to a spring-
damper system in mechanical terms. For the nonlinearity, a pre-built circuit contain-
ing four-quadrant analogue multiplier ICs (integrated circuit elements) that gives
the theoretical function f(𝑥) ↦ 0.01𝑥٦ was used. Three sets of experiments were
performed, each with a diﬀerent time constant for the linearity. This is implemen-
ted by three diﬀerent resistors; the resistance values used were 2.7 kΩ, 27 kΩ and
110 kΩ. The capacitor value was ﬁxed at 1.5nF, for a reason which will be explained
in Section 6.1.4. The time constant 𝑇p for the ﬁrst order RC linearity is given by 𝑅𝐶,
where 𝑅 is the resistance of the resistor and 𝐶 is the capacitance of the capacitor.
Table 6.1 lists parameters and their values used in the experimental work.
Both types of input were subjected to supersampling (see Section 6.1.4). However,
the bandwidth of the multisine was set equal to the clock frequency of the binary
sequence. This was performed so that after downsampling (also see Section 6.1.4)
the measurement, both types of signal would have identical bandwidth and the
spectral whiteness of the two signal types could be preserved—the whiteness of the
input spectrum constitutes one of the assumptions of the original discrete time Bla
theory in Chapter 3. Since the Bla theory developed so far is valid only for discrete-
time systems, no reconstruction ﬁlters were used for the waveform generator in order
to preserve the zero-order hold (Zoh) nature of 𝑢. The focus here is to emulate a
discrete-time system as much as possible to verify the Bla theory.
The general procedure of data collection of the experiment for both the linear
and nonlinear cases was as follows:
1. Generate the reference signal 𝑟, either:
(a) a discrete random-phased multisine for the Gaussian case, or:
(b) an Mlbs of period 𝑁base = 511 samples for the binary case.
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Table 6.1: Table of parameters and settings for the veriﬁcation experiment
Symbol Description Value (unit)
𝑓s Sampling frequency for the arbitrary waveform gen-
erator, and acquisition cards. The Nyquist fre-
quency is then 𝑓s/2.
312.5 kHz
𝑇s Sampling interval = 1/𝑓s. 3.2 µs
𝜇 Over-sampling ratio for Mlbs’s (see Section 6.1.4). 8
𝑓c Clock frequency of the Mlbs’s (= 𝑓s/𝜇). 39 ر/رٟ kHz
𝑇b Bit interval for the Mlbs’s (= 1/𝑓c). 25.6 µs
𝑓w Bandwidth of the multisine sequence after down-
sampling (= 𝑓c = 𝑓s/𝜇).
39 ر/رٟ kHz
𝑓aa Anti-aliasing ﬁlter cut-oﬀ frequency ≡ 0.4𝑓s. This
coupling with the sampling frequency value is in-
ternally enforced by the HP1430A acquisition cards.
125 kHz
𝑁base Base length of sequence after subsampling, (=
length of a 9-tap m-sequence)
511 SaȦ
𝑁 Length of a data record (= 𝜇𝑁base). 4088 SaȦ
𝑃 Number of steady-state periods measured (linear
case; nonlinear case).
12; 4
𝑀 Number of independent realisations (linear case;
nonlinear case).
5; 16
𝑉rms Root mean squared (rms) voltage of the input sig-
nals.
1.5 V
ȦSa = samples
2. Realise the periodic signal using the HP E1445A arbitrary function generator
card. The excitation is uninterrupted and continuously turned on from this
point onwards.
3. Pause for 5 seconds so that transient eﬀects in the measurements are expected
to be negligible.
4. Initiate measurements with the acquisition cards and collect 𝑃 periods of data.
The measurement intervals are internally synchronised with the generator.
5. Due to internal attenuation of the matched impedance buﬀers, measurements
are normalised by a factor of two to obtain 𝑢 and 𝑦 (in multiple periods).
6. Go to Step 1 and repeat for a diﬀerent realisation of input until 𝑀 data sets
of diﬀerent input realisations are obtained.
Note that across the 𝑀 sub-experiments, the same input sequence realisation was
never used more than once.
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6.1.3 Robust non-parametric identiﬁcation procedure
From Section 4.2, given a set of input and output data from 𝑀 sub-experiments of
independent input realisations, each with 𝑃 periods of steady-state measurements,
a robust estimator for the Bla is given by:
?̂?Bla(j𝜔) ≜
ു
௝
ൡ׬ر
ൄ
௝
൤׬ر
𝑌 ַൡയ൤ָ(j𝜔) ⋅ 𝑈ַൡയ൤ָ(j𝜔)
𝑃
ു
௝
ൡ׬ر
𝑈ַൡയ൤ָ(j𝜔) ⋅ 𝑈ַൡയ൤ָ(j𝜔)
(6.1)
where 𝑈ַൡയ൤ָ and 𝑌 ַൡയ൤ָ contain the 𝑚th sub-experiment and 𝑝th period of the
measured input spectrum 𝑈(j𝜔) and the measured output spectrum 𝑌(j𝜔). The bar
on top of the spectra variables denotes the complex conjugate. For reasons stated in
Section 6.1.4, the measured input spectrum for the binary excitation case, 𝑈ַൡയȁ൤ָ
was taken as the reference input spectrum 𝑅ַൡָ(j𝜔).
The estimator is robust against noise disturbances and is unbiased if input
noise levels are small.
6.1.4 Supersampling
The HP Vxi system is capable of any sampling frequency up to and including
10MHz. In the experiment, the measurements were oversampled by a factor of 𝜇
above the clock frequency of the binary sequence input 𝑓c. The upper frequency
of the bandwidth of the random-phased multisine 𝑓w was set equal to 𝑓c. The
measurement data were aligned and then subjected to downsampling by the same
factor 𝜇, procedures for which are described below. After downsampling, both input
signal types had identical bandwidth. The supersampling and the subsequent down-
sampling were performed for two main reasons detailed in the next two subsections
(titled ‘Ringing and overshoots’ and ‘Anti-alias’).
The RC ﬁlter has low-pass (smoothing) characteristics. To downsample (or
subsample) the measurement, a location of the highest peak (or lowest trough) of
the output signal was taken as the reference point. From this reference point on-
wards and backwards every 𝜇th sample was taken as an idealised Zoh measurement,
with the Zoh clock frequency a factor 𝜇 lower than the original sampling (hence a
downsampling). The reference signal 𝑟 and the measured output 𝑦 were also aligned
through this reference point, so that the peaks of the output after RC ﬁltering would
then occur directly after the switching points of the binary reference input. The pro-
cedure is more easily appreciated by referring to Fig. 6.3 by comparing the reference
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Figure 6.3: The use of supersampling and subsampling – Reference input (dashed
line), Measured input (dots), Measured output: a) supersampled and b)
subsampled (solid lines).
input (dashed line) and the two solid lines representing the original high frequency
sampling and the subsequent downsampled and aligned Zoh data. If there were
no ringing, overshoot, nonlinear eﬀects or noise, this subsampling procedure would
result in a perfect reconstruction of the behaviour of an ideal Zoh sampler according
to discrete-time theory and this has been veriﬁed by simulation. This subsampling
procedure was performed for both linear and nonlinear measurements. Since this
procedure can only be reliably performed through the easily visible binary switching
points, the same alignment amount and the time coordinate of the reference point
were used for the corresponding case with multisine inputs.
Ringing and overshoots
During testing with binary excitation signals, it was observed through the oscillo-
scope that all operational ampliﬁer (op-amp) based electronic buﬀers introduce high
frequency oscillations in form of ringing to a varying extent. This was caused by
non-ideal step-response characteristics when load or parasitic capacitances at output
of op-amps introduce unintended poles in the transfer characteristics of the op-amps
through feedback. The datasheets of many op-amps have step-response graphs that
illustrate this.
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In this experiment setup, the overshoots and undershoots were especially
large, up to 20% of the step size with the pre-buﬀer due to the capacitive load at
the RC circuit, even when a higher quality op-amp (with regards to its ability in
driving capacitive loads) was used (Analog Devices, 2008). The overshoot depends
on the load or parasitic capacitance hence the load capacitor 𝐶 of the RC circuit
was ﬁxed at 1.5nF for consistency.
Moreover, the HP E1430A acquisition cards themselves have signiﬁcant over-
shoots that can be seen in the measurement data, although the oscilloscope suggested
the actual acquisition inputs 𝑢Ǻ and 𝑦Ǻ were relatively free of such eﬀects. This may
be caused by the high order high cut-oﬀ frequency anti-aliasing ﬁlter having oscillat-
ory step responses. The ringing at the measured input channel from an acquisition
card can be seen in Fig. 6.3. This phenomenon persisted with an Agilent 33120A
waveform generator directly driving the acquisition cards, isolated completely from
the system in question.
While the RC passively formed a low pass ﬁlter and was capable of minimising
the eﬀect of ringing from the pre-buﬀer, overshoot and ringing from the acquisition
cards were inevitable. Due to the nature of sample-and-hold at the acquisition
cards, the use of supersampling was necessary to obtain measurements of acceptable
accuracy. The Bla theory developed is incapable of modelling in continuous time
domain of such eﬀects at the moment. For multisine input sequences, there are no
noticeable ringing or overshoot eﬀects.
Because of the overshoot and ringing present in the measurement data from
the HP E1430A acquisition cards, the signal sequence 𝑢 is no longer reliable and
accurate representation of 𝑢Ǻ in the Mlbs case. Henceforth in dealing with binary
sequences, the reference signal 𝑟 is used as the basis for identiﬁcation.
In addition, manual alignment of the measured input and output signals can
be performed.
Anti-alias
It is necessary to minimise the eﬀect of anti-aliasing ﬁlters on the measurements
because of the use of the ideal reference signal 𝑟 instead of measured input 𝑢 in the
case of binary excitations. In addition, the nonlinearity broadens the bandwidth of
the output, which then may be interfered with by the anti-aliasing ﬁlter if action
is not taken. Supersampling allows the internal anti-aliasing ﬁlter to be bypassed
since the internal anti-aliasing ﬁlter of the HP E1430A acquisition cards have their
cut-oﬀ frequencies 𝑓aa dependent upon the sampling frequency 𝑓s (see Table 6.1).
The combination of the speciﬁed low bandwidth of the multisine, the discrete nature
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of binary excitation signals and the low pass characteristics of RC mean that any
real aliasing eﬀect was negligible. It has been shown that broadening of spectrum
due to nonlinearity would result in aliased components that are never coherent with
the original input component (Pintelon & Schoukens, 2012, theorem 3.21), hence
the lack of anti-aliasing ﬁlter would only act as additional uncorrelated noise in the
Bla measurement.
6.1.5 Linear measurements
Measurements were performed to identify either a parametric or a non-parametric
model for the linearity. The rms signal amplitudes for the Gaussian and binary
signals were both set to 1.5V. The non-parametric model was obtained using (6.1),
and a parametric model was ﬁtted where suitable using the iterative weighted non-
linear least squares procedure provided by the Estimator for Linear Systems (ELiS)
tool in the Fdident Toolbox for Matlab (Kollár, 1994). The weighting factors
were proportional to the reciprocal of the variances at each frequency point. The
isolation provided by the pre-buﬀer and post-buﬀer for the RC circuit introduced
some additional linear dynamics, and hence suitable single pole models could not be
ﬁtted to the data. When a parametric model of order greater than four was not suf-
ﬁcient to describe the transfer characteristics of the linearity in both the z-domain
and the s-domain, the non-parametric model was used. This was the case for when
the resistor value was 110 kΩ, and hence Fig. 6.7 does not contain the results from
the parametric model.
Fig. 6.4 shows the result of a non-parametric identiﬁcation of the linearity.
The noise variances, estimated using (4.6), indicate levels of exogenous additive
noise from the environment whereas the total variances, estimated using (4.9), in-
dicate the levels of nonlinear distortions plus environment noise. There is a discrep-
ancy between the result obtained with multisine sequences and that obtained from
Mlbs’s. This suggests input dependent nonlinear characteristics which include slew
rate limitations of the op-amps and nonlinear eﬀects from ringing oscillations.
As an example, for 𝑅 = 27 kΩ and 𝐶 = 1.5nF, the time constant 𝑇p =
27×10٦ ⋅ 1.5×10Ǌا = 4.05×10Ǌ׹ seconds. With a sampling interval 𝑇c given by
1/𝑓c = (39ر/رٟ × 10٦)Ǌر seconds, 𝑇c/𝑇p = 0.6321, and therefore the theoretical
transfer function is:
𝐺(z) = zz−𝑒Ǌڃമٟ٦ٮر =
z
z−0.5315. (6.2)
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Figure 6.4: RC Linearity identiﬁcation with op-amp based pre- and post-buﬀers.
(To convert to frequency (Hz), line number should be multiplied by 𝑓s/(8 × 511))
The parametric model identiﬁed for the Mlbs case with sampling time 𝑇c was:
̂𝐺(z) = 0.01011(z+41.23)(z+0.05967)(z−0.5481)(z+0.01818) . (6.3)
It can be seen that the estimated positive pole is very close to the theoretical
value, but as noted above, the pre-buﬀer and the post-buﬀer to the RC circuit
introduced some additional dynamics, with a negative zero and a negative pole very
close to the origin, and a further negative zero that is so large that it can be regarded
as a constant over the frequency range of interest.
Despite the fact that the system-under-test was linear, there were nonlinear
distortions in both input cases and the level was higher for the binary input. This
was due to nonlinear eﬀects from the unity-gain op-amp buﬀers, especially from
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the pre-buﬀer, which had to drive the capacitive load. Ringing oscillations were
especially noticeable with binary inputs (see Section 6.1.4). If the buﬀers were not
used, the nonlinear distortions disappear regardless of the input signal. However,
due to current driving limitation of the signal generator and the capacitive load,
there was unacceptable distortion of the realised input for the binary case, hence
the buﬀers were necessary.
6.1.6 Nonlinear measurements and the B theory
The nonlinear measurements were obtained in a similar manner to the linear meas-
urement case. The non-parametric Bla was obtained using (6.1).
To enable comparison with the theory, additional information is required.
This includes the higher order even moments of the input signals, the signal power
(or the rms value 𝑉rms), the impulse response of the linearity and the polynomial
coeﬃcients of the nonlinearity. For the Gaussian case, the even order moments of
𝑢 (i.e., EJ𝑢ൢK) were measured and averaged for a single experiment, for even 𝑛. For
the binary case, 𝑢 was replaced by 𝑟 hence EJ𝑟ൢK = 𝑉 ൢrms. The impulse response
function (Irf) of the linearity was taken from the parametric model if available,
and the non-parametric model by inverse Fourier transform (Ft). Finally, the non-
linearity was isolated from the rest of the system and independently identiﬁed—a
periodic random-phased multisine excitation with an rms power of 1.5V was directly
introduced at the input (𝑥) of the nonlinearity and the input and output from the
nonlinearity were measured for 20 periods. A least squares polynomial regression
based on the “polyfit” routine provided byMatlab was applied to the 20 periods
of the output and input data. The polynomial ﬁtted to the nonlinearity was:
fNL(𝑥) = 0.01088𝑥٦ − 0.001356𝑥ٮ + 0.008169𝑥 + 0.05816. (6.4)
6.2 Results and analysis
Figures 6.5, 6.6 and 6.7 show the comparison of the Bla obtained through experi-
ment results and those obtained from theory, for a Wiener system with (non-ideal,
see (6.4)) cubic nonlinearity and RC ﬁlter linearity with 𝐶 = 1.5 nF for all three
cases and 𝑅 = 2.7 kΩ, 27 kΩ and 110 kΩ respectively.
With 𝑅 = 2.7 kΩ, the RC ﬁlter has a cut-oﬀ (or corner) frequency of 𝑓co =
ر
ٮഏെഷ ≈ 39.3 kHz and acts as an all-pass ﬁlter since the binary signal clock frequency
was 𝑓c = 391⁄16 kHz. Unfortunately this means ringing and overshoot eﬀects (see
Section 6.1.4) were signiﬁcant immediately after the RC ﬁlter stage. The identiﬁca-
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Figure 6.5: Experiment result of the identiﬁcation of the Bla with Gaussian and
binary inputs for an electronic Wiener system with non-ideal cubic nonlinearity
and a RC linearity with 𝑅 = 2.7kΩ, 𝐶 = 1.5 nF giving corner frequency
𝑓co = 39.3kHz. (For conversion from frequency line number to Hz, see caption of
Fig. 6.4.)
tion of the linearity usingMlbs’s would yield unreliable results despite subsampling
techniques. Here the use of non-parametric models of the linearity identiﬁed by a
multisine was more suitable for the Bla theory. This can be seen by the fact that in
Fig. 6.5 the solid red line, representing the Bla theory based on a non-parametric
model of the linearity identiﬁed with a multisine sequence, was able to match the
experiment data represented by crosses more closely than that based on a model
of the linearity (parametric or non-parametric) identiﬁed with an Mlbs. There
are minimal diﬀerences between results derived from the non-parametric and para-
metric models of the linearity—the plots (cyan dashed and magenta heavy-dotted,
respectively) are very close to each other.
For 𝑅 = 27 kΩ, the RC ﬁlter had a corner frequency of approximately
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Figure 6.6: As Fig. 6.5, but with 𝑅 = 27 kΩ, giving corner frequency
𝑓co = 3.93 kHz.
3.93 kHz. Ringing and overshoot eﬀects were then negligible immediately after the
RC ﬁlter stage. Here the non-parametric models of the linearity for the Mlbs and
multisine were used for their respective counterparts. In addition, the parametric
model of (6.3) from Section 6.1.5 was used in the Bla theory to calculate the biased
theoretical Bla for binary sequences. There were no discernible diﬀerences in the
Bla theory calculated from the non-parametric and parametric models of the lin-
earity as shown by the overlapping of the heavy-dotted magenta line and the solid
red line in Fig. 6.6.
When 𝑅 = 110 kΩ, the RC ﬁlter had a corner frequency of about 0.965 kHz.
The result is illustrated in Fig. 6.7. This time parametric models up to order four
produced by ELiS could not produce a ﬁt of adequate quality to the transfer function
of the linearity. Nevertheless the Bla theory based on the non-parametric model
was able to match the experiment data in both the gain and the shape of the transfer
characteristics.
As the time constant of the system increases, the length of the impulse re-
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Figure 6.7: As Fig. 6.5, but with 𝑅 = 110 kΩ, giving corner frequency
𝑓co = 0.965 kHz.
sponse of the system increases. It has been shown in Section 3.5.2 that this results
in a Bla estimated by a signal with an arbitrary amplitude distribution converging
to that obtained from Gaussian signal. This is also observed in Figures 6.5 to 6.7.
6.3 Conclusions
For all three sets of experiments investigated, it can be seen that predictions from
the Bla theory and experiment results are in good agreement. This is despite
the fact that the Bla theory was based on Irfs of the linearity modelled as ﬁnite
impulse response (Fir) ﬁlters, whereas here the RC ﬁlter circuit is an inﬁnite im-
pulse response (Iir) ﬁlter. This chapter successfully veriﬁes the theoretical work of
Chapter 3 and part of Chapter 4.
The diﬃculties encountered with the experiment, mainly the ringing and
overshoot eﬀects, illustrate a weakness in the z-domain discrete-time theory. It may
therefore be beneﬁcial to extend the theory to the continuous-time s-domain. While
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beyond the scope of this thesis, work performed on ﬁnding closed-form solutions of
the Bla theory in the continuous-time domain suggests far more complex expres-
sions instead of the relatively simple results seen for the discrete-time counterparts
in Chapter 3, for even 3rd degree nonlinearities.
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Benchmark Study: Identiﬁcation of a
Wiener-Hammerstein System using an
Incremental Nonlinear Optimisation
Technique
This chapter documents a two-stage iterative nonlinear optimisation algorithmidentifying both the linearity and the static nonlinearity of a Wiener-Hammer-
stein (Wh) system (Tan, Wong & Godfrey, 2012), in a benchmark problem that
was ﬁrst proposed in a special session of the 15th International Federation of Auto-
matic Control (Ifac) Symposium on System Identiﬁcation (Sysid) 2009 (Schoukens,
Suykens & Ljung, 2009) and it is referred to as the Benchmark throughout this
chapter. Disclaimer: The work in this chapter was a collaboration with Dr. Tan,
Ai Hui of the Multimedia University, Malaysia, performed in 2010 and 2011. She
was also the ﬁrst author of the related and published paper (Tan, Wong & Godfrey,
2012). The author of this thesis was responsible for the data analysis and applying
the optimisation routine for all the combinations of zeros and poles tried.
The method in this chapter decomposes the Gaussian Best Linear Approx-
imation (Bla), which contains the combined linear dynamics of the two linearity
blocks (Pintelon & Schoukens, 2012; Schoukens, Lataire et al., 2009), through brute-
force factorisation maintaining realisable ﬁlters and hence causality and using the
decomposed transfer functions as initial estimates for the linearities. All possible
combinations of these factorisations were tested by trial and error though a two-
stage iterative algorithm which updates the estimates of both the linearities and the
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static nonlinearity in turn. Through many iterations the best model was chosen.
The static nonlinearity was modelled ﬁrstly by simple polynomial and then dual-
polynomial functions, with the latter reducing the number of parameters required
and the accuracy of the model, due to the nature of a break-point in the saturation
characteristics of the underlying true nonlinearity.
The proposed approach not only has a small number of parameters compared
with many state-space models, and in spite of the small parameter space, it has
achieved excellent performance in terms of mean squared error (Mse) in validation.
7.1 Problem deﬁnition
It is assumed the structure of the system is known to be aWh system with a static
nonlinearity f(𝑥) sandwiched by two linearities, as Fig. 7.1 depicts. Apart from the
linearities being realisable and the nonlinearity being static, the underlying physics
of the system are assumed unknown, i.e. this is a blackbox modelling approach with
model structure imposed.
. 𝐺ر(z) f(𝑥) 𝐺ٮ(z)
𝑢[𝑘] 𝑥[𝑘] 𝑤[𝑘] 𝑦[𝑘]
Figure 7.1: Wiener-Hammerstein system structure
7.1.1 The real system
Benchmark data were obtained from a physical electronic system. The ﬁrst (pre-
ceding) linear block 𝐺ر(z) was a third order Chebyshev Type-I (equiripple in pass-
band) low-pass ﬁlter with a cut-oﬀ frequency of 4.4 kHz; the nonlinearity was a
diode circuit emulating saturation characteristics; ﬁnally, the second (succeeding)
linear block 𝐺ٮ(z) was a third order inverse (Type-II) Chebyshev ﬁlter with a stop-
band attenuation of 40 dB, starting at 5 kHz. The input 𝑢 was obtained from a
zero-order hold (Zoh) arbitrary waveform generator, followed by an analogue low-
pass reconstruction ﬁlter with a cut-oﬀ frequency of 10 kHz. Records of the input
𝑢 and output 𝑦 provided consisted of 188 000 samples with a sampling frequency of
51.2 kHz, giving an overall record length of 3.671 875 s.
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7.2 Benchmark metric
It is stated in the Benchmark speciﬁcation that the ﬁrst 100 000 samples, referred to
as the training set throughout this chapter, are available for the model estimation.
The model error on training set however, should only be calculated from sample
1001 to 100 000. The validation set contains samples from 100 001 to 188 000, but
the ﬁrst 1000 samples in this set are again omitted for error calculation to minimise
inﬂuence from transients.
If the model errors are denoted 𝑒[𝑘], the root mean squared (rms) training
error is given by:
𝑒rms,T[𝑘] ≜
௻௺௺
௹
1
99000
رڃڃڃڃڃ
௝
ൟ׬رڃڃر
𝑒ٮ[𝑘] (7.1)
and the validation error by:
𝑒rms,V[𝑘] ≜
௻௺௺
௹
1
87000
رפפڃڃڃ
௝
ൟ׬رڃرڃڃر
𝑒ٮ[𝑘] (7.2)
This rms validation error is used as the metric for comparisons with other papers. In
addition, for the convenience of discussion, the mean 𝜇 and the standard deviation
𝜎 of the simulation errors 𝑒[𝑘] are deﬁned, for the training set as:
⎧⎪⎪⎪
⎨⎪⎪⎪
⎩
𝜇T ≜
1
99 000
رڃڃڃڃڃ
௝
ൟ׬رڃڃر
𝑒[𝑘] (7.3a)
𝜎T ≜
௻௺௺
௹
1
99 000
رڃڃڃڃڃ
௝
ൟ׬رڃڃر
அ𝑒[𝑘] − 𝜇Tஆ
ٮ (7.3b)
and for the validation set as:
⎧⎪⎪⎪
⎨⎪⎪⎪
⎩
𝜇V ≜
1
87 000
رפפڃڃڃ
௝
ൟ׬رڃرڃڃر
𝑒[𝑘] (7.4a)
𝜎V ≜
௻௺௺
௹
1
87 000
رפפڃڃڃ
௝
ൟ׬رڃرڃڃر
அ𝑒[𝑘] − 𝜇Vஆ
ٮ (7.4b)
7.3 Identiﬁcation of the B
The Bla of the overall system, 𝐺BLA(zǊر), was estimated using maximum likeli-
hood estimation (Schoukens, Pintelon & Renneboog, 1988) in the frequency domain
and implemented using the ELiS tool provided by the Matlab Frequency Domain
113
7.3. Identiﬁcation of the Bla
System Identiﬁcation Toolbox (Fdident) (Kollár, 1994). The input to the sys-
tem was a low-pass ﬁltered Gaussian signal with cut-oﬀ frequency of 10 kHz and a
sampling frequency of 51.2 kHz. With 100 000 data points, the frequency resolution
is 0.512Hz. The highest harmonic used for estimation was set to 19 500, correspond-
ing to a frequency of 9.984 kHz, which is slightly below the cut-oﬀ frequency. The
variance of the input measurement was not provided in the benchmark dataset, and
hence the value supplied to ELiS was set to zero. The output noise variance was set
to a constant. The Newton-Gauss optimisation algorithm was used.
Model orders from 1 to 7 for both the number of poles and zeros were tried.
The ﬁnal model order was selected based on the model giving the minimal training
set rms error 𝑒rms,T, as speciﬁed in (7.1), and the Akaike Information criterion (Aic)
(Hirotugu, 1974), calculated by ELiS to indicate model over-ﬁtting.
The resulting model order with minimal 𝑒rms,T and a good Aic was found to
have 6 zeros and 6 poles, with the Bla given by 𝐺Bla, A:
𝐺Bla, A(zǊر) = −1.4362×10Ǌ٦ ⋅
(1 − 2.4132 zǊر)(1 − 0.9356 zǊر)
(1 − 0.9325 zǊر)(1 − 0.8649 zǊر) ⋅
(1 − 1.5518 zǊر+1.0411 zǊٮ)(1 − 1.1501 zǊر+1.2708 zǊٮ)
(1 − 1.7902 zǊر+0.8296 zǊٮ)(1 − 1.3919 zǊر+0.6483 zǊٮ) . (7.5)
This particular Bla gives a training set simulation error of 𝑒rms,T = 5.53×10Ǌٮ,
while that for the validation set is 𝑒rms,V = 5.62×10Ǌٮ. Note that generating a
discrete-time model for a continuous-time system only gives an approximation and
is valid only for this particular sampling frequency of 51.2 kHz.
With 𝐺Bla, A, using (7.3), 𝜇T = 3.62×10Ǌٮ and 𝜎T = 4.22×10Ǌٮ and using
(7.4), 𝜇V = 3.59×10Ǌٮ and 𝜎V = 4.32×10Ǌٮ.
𝐺Bla, A is designated with subscript ‘A’ because this estimation is recon-
sidered due to concerns on the accuracy of the high frequency performance. The
higher frequency range is likely to be distorted by the nonlinearity due to its low
gain. As noted in Section 7.1.1, the second linear block is known to have a stop-band
with attenuation greater than 40 dB, starting at 5 kHz. If a linear model is to be
applied as a sub-block(s) along with another nonlinear block, this higher frequency
range should be omitted in the identiﬁcation. To this end, the frequency range selec-
ted for the identiﬁcation step was reduced to cover harmonics from 1 to 8000 only,
with harmonic 8000 corresponding to a frequency of 4.096 kHz. At this frequency,
the output power has decreased to about −30dB from the peak gain. The resulting
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Bla is:
𝐺Bla, B(zǊر) = −2.2459×10Ǌٮ ⋅
(1 − 1.604 zǊر)(1 − 0.9727 zǊر)
(1 − 0.9724 zǊر)(1 − 0.8521 zǊر) ⋅
(1 − 1.8757 zǊر+0.9417 zǊٮ)(1 − 2.0212 zǊر+1.3604 zǊٮ)
(1 − 1.7896 zǊر+0.8291 zǊٮ)(1 − 1.8761 zǊر+0.9423 zǊٮ) (7.6)
and the performance measures were 𝑒rms,T = 5.68×10Ǌٮ, 𝑒rms,V = 5.77×10Ǌٮ, 𝜇T =
3.62×10Ǌٮ and 𝜎T = 4.41×10Ǌٮ, 𝜇V = 3.59×10Ǌٮ and 𝜎V = 4.51×10Ǌٮ. Although
all these except 𝜇T and 𝜇V were all higher than those for 𝐺Bla, A, it is expected that
this will yield better results when the nonlinear block is added.
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Figure 7.2: Bode plot comparing the high frequency ﬁtting of 𝐺Bla, A and 𝐺Bla, B
Fig. 7.2 is a Bode plot showing the magnitude frequency responses of both
𝐺Bla, A and 𝐺Bla, B plotted against each other. In the ﬁgure one can see while the
high frequency components are not ﬁtted by 𝐺Bla, B, the low frequency components
are well matched.
7.3.1 Incremental nonlinear optimisation technique
The Bla identiﬁed in the previous section models the output of the Wh system
structure given in Fig. 7.1 by replacing it with a purely linear system with the
transfer characteristics described by the Bla. While this linearisation may produce
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an acceptable model in some applications, it is nevertheless a linear model incapable
of modelling nonlinear eﬀects such as the disproportionate gain when input power
is increased for example. To reduce the errors further, it is necessary to consider a
nonlinear model.
Since the structure is assumed known, a multi-dimensional nonlinear optim-
isation approach based on a Quasi-Newton method with a mixed quadratic and
cubic line search procedure implemented by theMatlab function “fminunc” of the
Optimisation Toolbox (Coleman, Branch & Grace, 1999) was used.
One makes use of the known property of Gaussian Bla being the cascaded
linear dynamics of a nonlinear system (Dobrowiecki & Schoukens, 2002; Schoukens,
Lataire et al., 2009; Pintelon & Schoukens, 2012); in this case of the Wh system,
𝐺Bla, B is given by:
𝐺Bla, B = 𝑐𝐺1𝐺2
where 𝐺1 is the frequency response function (Frf) of the ﬁrst linearity, 𝐺2 is that of
the second linearity and 𝑐 is some constant. By using (7.3.1), it is possible to use a
brute-force approach to factorise the polynomials of the numerator and denominator
of 𝐺Bla, B into zeros and poles respectively, and use an exhaustive search method
for all possible combinations of assigning the zeros and poles into 𝐺1 and 𝐺2 while
conforming to the conditions of realisable and causal (but not necessarily invertible)
ﬁlters (Piegat, 2001, p. 528). This not only reduces the number of combinations to
test for, it also allows the physical interpretation of the system to be retained.
Table 7.1 shows all possible combinations of distributing the zeros and poles
to the ﬁrst linearity 𝐺1 and the second linearity 𝐺2. As mentioned in the previous
paragraph, the condition for realisability was imposed. This means that the transfer
functions of 𝐺1 and 𝐺2 must be proper, i.e. there must be equal or fewer zeros than
poles (for inﬁnite impulse response (Iir) ﬁlters) unless there are no poles (resulting
in ﬁnite impulse response (Fir) ﬁlters). This greatly reduces the number of possible
combinations from 2פ = 256 to 74. In the table, ‘1’ denotes the zero or pole being
assigned to 𝐺1 and ‘2’ for 𝐺2. Combinations with identiﬁcation number (ID) 30 to
45 inclusive (see shaded IDs in the table) have zeros and poles of order 3 in both
linear blocks, and these shall be labelled as 3/3 balanced ﬁlter conﬁgurations. Real
zeros are denoted by z1 and z2 while complex conjugate pairs of zeros are denoted
by z34 and z56. Similar notation applies to the poles preﬁxed with letter p.
The training set and validation set rms errors of 𝑒rms,T and 𝑒rms,V, respect-
ively, are shown on a logarithmic scale in Fig. 7.3a and Fig. 7.3b, for all 74 zero-pole
allocations. The lowest and second lowest values are indicated, as well as the values
for the Wiener model (𝐺1 = 1) and the Hammerstein model (𝐺2 = 1). It can be
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Table 7.1: Table of allocation of zeros and poles, ‘1’ denotes assignment to 𝐺ر and
‘2’ for 𝐺ٮ. Shaded IDs emphasise symmetric allocations.
ID Zeros Poles ID Zeros Poles
z1 z2 z3
4
z5
6
p1 p2 p3
4
p5
6
z1 z2 z3
4
z5
6
p1 p2 p3
4
p5
6
1 1 1 1 1 1 1 1 1 38 1 2 2 1 1 2 1 2
2 1 1 1 1 2 2 2 2 39 1 2 2 1 2 1 1 2
3 1 2 1 1 1 1 1 1 40 1 2 2 1 1 2 2 1
4 2 1 1 1 1 1 1 1 41 1 2 2 1 2 1 2 1
5 1 2 1 1 1 2 1 1 42 2 1 2 1 1 2 1 2
6 1 2 1 1 2 1 1 1 43 2 1 2 1 2 1 1 2
7 2 1 1 1 1 2 1 1 44 2 1 2 1 1 2 2 1
8 2 1 1 1 2 1 1 1 45 2 1 2 1 2 1 2 1
9 1 2 1 1 2 2 2 2 46 1 2 1 2 2 2 2 2
10 2 1 1 1 2 2 2 2 47 2 1 1 2 2 2 2 2
11 1 1 1 2 1 1 1 1 48 1 2 2 1 2 2 2 2
12 2 2 1 1 1 1 1 1 49 2 1 2 1 2 2 2 2
13 1 1 2 1 1 1 1 1 50 1 1 2 2 1 1 1 1
14 1 1 1 2 1 1 1 2 51 2 2 1 2 1 1 1 1
15 1 1 1 2 1 1 2 1 52 2 2 2 1 1 1 1 1
16 1 1 1 2 2 2 1 1 53 1 1 2 2 1 1 2 2
17 1 1 2 1 2 2 1 1 54 1 1 2 2 2 2 1 2
18 2 2 1 1 1 1 1 2 55 1 1 2 2 2 2 2 1
19 2 2 1 1 1 1 2 1 56 2 2 1 2 1 1 2 2
20 2 2 1 1 2 2 1 1 57 2 2 2 1 1 1 2 2
21 1 1 2 1 1 1 1 2 58 2 2 1 2 2 2 1 2
22 1 1 2 1 1 1 2 1 59 2 2 1 2 2 2 2 1
23 1 1 1 2 2 2 2 2 60 2 2 2 1 2 2 1 2
24 2 2 1 1 2 2 2 2 61 2 2 2 1 2 2 2 1
25 1 1 2 1 2 2 2 2 62 1 1 2 2 2 2 2 2
26 1 2 1 2 1 1 1 1 63 2 2 1 2 2 2 2 2
27 2 1 1 2 1 1 1 1 64 2 2 2 1 2 2 2 2
28 1 2 2 1 1 1 1 1 65 1 2 2 2 1 1 1 1
29 2 1 2 1 1 1 1 1 66 2 1 2 2 1 1 1 1
30 1 2 1 2 1 2 1 2 67 1 2 2 2 1 2 2 2
31 1 2 1 2 2 1 1 2 68 1 2 2 2 2 1 2 2
32 1 2 1 2 1 2 2 1 69 2 1 2 2 1 2 2 2
33 1 2 1 2 2 1 2 1 70 2 1 2 2 2 1 2 2
34 2 1 1 2 1 2 1 2 71 1 2 2 2 2 2 2 2
35 2 1 1 2 2 1 1 2 72 2 1 2 2 2 2 2 2
36 2 1 1 2 1 2 2 1 73 2 2 2 2 1 1 1 1
37 2 1 1 2 2 1 2 1 74 2 2 2 2 2 2 2 2
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Figure 7.3: Rms errors from running optimisation (up to degree 8) on all realisable
zero-pole allocations in a Wiener-Hammerstein structure.
Diamonds: balanced order; Squares: Wiener or Hammerstein; Circles: others.
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seen that the eight lowest errors are all given by 3/3 balanced ﬁlter conﬁgurations
where both 𝐺1 and 𝐺2 are of order 3. This may suggest that the true system is of
order 3/3, and indeed this is the case.
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Figure 7.4: Graphs of nonlinearity output 𝑤 versus input 𝑥
In practice, it is not necessary to run the optimisation procedure for all
the zero-pole allocations as this is time-consuming. To alleviate this problem, the
suitability of a particular combination can be gauged by plotting a graph of 𝑥 versus
𝑤, and judging its potential based on the similarity of the plot to a static nonlinear
curve. This is illustrated in Fig. 7.4, where four combinations are plotted; these are
models with ID 23 (very large error), ID 30 (lowest error), and ID 41 (relatively
low error), and the Hammerstein model ID 74 (moderate error). From Fig. 7.4, it
is clear that the model with ID number 30 has a shape most closely resembling a
nonlinear curve followed by models with ID numbers 41, 74 and 23, in that order.
Only models having a shape similar to a static nonlinear curve need to be singled
out for further optimisation. Note also that the large diﬀerences in scaling in 𝑥 and
𝑤 in the plots of Fig. 7.4 is not a point of concern because scaling by a constant
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multiplier can be easily included later.
The lowest error values were achieved for one of the combinations with both
𝐺1 and 𝐺2 having model order 3; this is ID number 30 in Table 7.1 and Fig. 7.3.
This can be written in the form:
𝐺1(zǊر) =
1 + 𝑏1 zǊر+𝑏2 zǊٮ+𝑏3 zǊ٦
1 + 𝑎1 zǊر+𝑎2 zǊٮ+𝑎3 zǊ٦
  = அ1 −𝑚r1 z
Ǌرஆ அ1 − (𝑚r2 + j𝑚i2) zǊرஆ அ1 − (𝑚r2 − j𝑚i2) zǊرஆ
(1 − 𝑝r1 zǊر) (1 − (𝑝r2 + j𝑝i2) zǊر) (1 − (𝑝r2 − j𝑝i2) zǊر)
(7.7)
𝐺2(zǊر) =
1 + 𝑑1 zǊر+𝑑2 zǊٮ+𝑑3 zǊ٦
1 + 𝑐1 zǊر+𝑐2 zǊٮ+𝑐3 zǊ٦
  = அ1 −𝑚r3 z
Ǌرஆ அ1 − (𝑚r4 + j𝑚i4) zǊرஆ அ1 − (𝑚r4 − j𝑚i4) zǊرஆ
(1 − 𝑝r3 zǊر) (1 − (𝑝r4 + j𝑝i4) zǊر) (1 − (𝑝r4 − j𝑝i4) zǊر)
(7.8)
where 𝑚 and 𝑝 are zeros and poles respectively, and the subscripts r and i represent
real and imaginary parts, respectively. Since the static nonlinearity seems to be a
smooth function, a polynomial
𝑤 = f(𝑥) =
൥
௝
ൟ׬ڃ
𝑙ൟ𝑥ൟ = 𝒍 ⋅ 𝒙 (7.9)
was used to describe the nonlinearity, where:
𝒍 = ௭𝑙ڃ 𝑙ر ⋯ 𝑙൥௮, (7.10)
𝒙 = ௭𝑥ڃ 𝑥ر ⋯ 𝑥൥௮
١
. (7.11)
The incremental nonlinear optimisation technique was used to solve for the
parameters
𝜽 = [𝑚r1 𝑚r2 𝑚i2 𝑚r3 𝑚r4 𝑚i4 𝑝r1 𝑝r2 𝑝i2 𝑝r3 𝑝r4 𝑝i4] (7.12)
and 𝒍, with the values obtained from ELiS, 𝜽ELiS, as starting values for the iteration.
The training set mean squared error deﬁned in (7.1) was used as the cost function
for “fminunc”. In the ﬁrst stage of the algorithm, 𝐺1 was used to calculate 𝑥 from
𝑢 whereas 𝐺2 was used to calculate 𝑤 from 𝑦. A potential problem may arise if the
zeros of 𝐺2 were to fall outside the unit circle. In such a case, the ﬁlter inversion can
be carried out in the frequency domain, so removing the constraint on the position
of the zeros of 𝐺2. The use of frequency domain based inversion to obtain 𝑤 avoids
the complication caused by the transmission zero, which is inherently diﬃcult to
invert—in the time domain, if there were at least one zero of 𝐺2 outside the unit
circle and 𝑦 is used as input to the system அ𝐺2ஆ
Ǌر, then in practice the output will
diverge. If𝐺2 and அ𝐺2ஆ
Ǌر were both stable, there would be small diﬀerences between
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the inversion obtained using the time domain and that obtained using the frequency
domain, due to the fact that the latter assumes that steady-state is achieved and
this does not actually happen. However, the problem can be alleviated by taking
multiple periods of 𝑦 before using Fourier inverse, and taking only the last period
of the result as 𝑤.
The polynomial coeﬃcients in 𝒍 do not form part of the vector of parameters
to be optimised with “fminunc”, and instead, they are recalculated using the Mat-
lab built-in least squares regressor “polyfit” at the end of every iteration based
on 𝑥 and 𝑤 (see (7.13) for the actual cost function used). This reduces the num-
ber of simultaneously optimised parameters to only 12. Initially, the polynomial
degree was set to 1 (having a linear term and a constant term). The incremental
approach proposed here gradually increases the polynomial degree. The main jus-
tiﬁcation for not using a full degree polynomial initially is that such an approach
may produce an optimisation surface which contains too many local minima. This
is risky as it may cause the system to terminate at a local minimum rather than
the global minimum—a common problem faced by many optimisation algorithms
when the ‘energy landscape’ is complicated (Fallah-Jamshidi, Amiri & Karimi, 2010;
Klock & Buhmann, 2000). One possible solution is to initiate the optimisation using
several diﬀerent sets of starting values (Venna & Kaski, 2006). This is, however,
time-consuming and does not make optimal use of the results from the preceding
investigation. Hence, a strategy is proposed here which is to gradually increment
the degree of the polynomial. After obtaining the zeros and poles using “fminunc”
with a ﬁrst degree polynomial, these zeros and poles were used as starting values
for the next optimisation now using a second degree polynomial. The new estim-
ates of zeros and poles were then further used as starting values for a subsequent
optimisation now using a third degree polynomial. This was continued until no
further improvement was observed (at ninth degree polynomial). A summary of the
program is given in Algorithm 1.
The estimates of 𝐺1 and 𝐺2 at the end of the optimisation using a polynomial
of degree 𝑞 = 8 were:
𝐺1(zǊر) = −10Ǌٮ ×
1 − 5.0789 zǊر−0.8011 zǊٮ−1.4299 zǊ٦
1 − 2.1896 zǊر+1.7904 zǊٮ−0.5278 zǊ٦ , (7.14)
𝐺2(zǊر) =
1 − 1.1371 zǊر+0.4170 zǊٮ+0.3818 zǊ٦
1 − 2.5953 zǊر+2.2718 zǊٮ−0.6691 zǊ٦ . (7.15)
The factor of 10Ǌٮ in 𝐺1 was introduced to avoid poor numerical conditioning of
the Matlab “polyfit” routine. This scaling results in the range of 𝑥 and 𝑤 being
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Algorithm 1 Parameter optimisation program
for 𝑞 = 1++ do
if 𝑞 = 1 then
set initial guess 𝜽ر = 𝜽ELiS
else
set initial guess 𝜽ൟ = 𝜽൥Ǌر
end if
ﬁnd
𝜽ൟ = argmin
ใയ fminunc
இ𝑒rms,T(𝜽, 𝒍Ǻ)ஈ
⏐⏐⏐⏐⏐𝒍Ǻ = argmin
๿യ polyfit
|𝑤 − 𝒍 ⋅ 𝒙|ٮ
(7.13)
where the cost function for fminunc, is 𝑒rms,T, as deﬁned in (7.1).
if 𝑒rms,T(𝜽൥Ǌر) − 𝑒rms,T(𝜽൥) > 5 × 10Ǌ׹ then
𝑞⟶ 𝑞 + 1
else
𝜽end⟵ 𝜽൥Ǌر
break loop
end if
end for
similar (see ID 30 of Fig. 7.4). The static nonlinearity coeﬃcients in 𝑙 of (7.9) were:
𝒍 = 10Ǌ٦ × [0.0223 12.2655 −0.5930 −5.1214
−4.3824 2.3266 2.5911 −0.3599 −0.4274] (7.16)
Table 7.2: Performance measures using the incremental nonlinear optimisation
technique in terms of polynomial degree 𝑞
𝑞 𝜇T 𝜇V 𝑒rms,T 𝑒rms,V
1 3.32 × 10Ǌ׻ 1.31 × 10Ǌ׻ 4.22 × 10Ǌٮ 4.32 × 10Ǌٮ
2 4.29 × 10Ǌ׹ −2.71 × 10Ǌ׻ 2.34 × 10Ǌٮ 2.33 × 10Ǌٮ
3 −6.61 × 10Ǌ׹ −7.36 × 10Ǌ׻ 1.56 × 10Ǌٮ 1.51 × 10Ǌٮ
4 −1.21 × 10Ǌ׻ −2.90 × 10Ǌ׻ 8.83 × 10Ǌ٦ 8.73 × 10Ǌ٦
5 −1.29 × 10Ǌ׻ −1.56 × 10Ǌ׻ 6.06 × 10Ǌ٦ 6.09 × 10Ǌ٦
6 −8.48 × 10Ǌ׹ −1.54 × 10Ǌ׻ 4.33 × 10Ǌ٦ 4.22 × 10Ǌ٦
7 −8.52 × 10Ǌ׹ −1.08 × 10Ǌ׻ 3.76 × 10Ǌ٦ 3.78 × 10Ǌ٦
8 −3.96 × 10Ǌ׹ −3.81 × 10Ǌ׹ 2.35 × 10Ǌ٦ 2.43 × 10Ǌ٦
The performance measures 𝜇T, 𝜇V, 𝑒rms,T and 𝑒rms,V are shown in Table 7.2.
Values of 𝜎T and 𝜎V are omitted since they are the same as 𝑒rms,T and 𝑒rms,V,
respectively, up to 3 signiﬁcant ﬁgures; this is due to the small magnitude of the
mean errors 𝜇T and 𝜇V. For polynomial degree of 8, there was a reduction in 𝑒rms,V
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by a factor of 23.74 compared with the value of 5.77×10Ǌٮ obtained using the
linear model based on the Bla of 𝐺Bla, B. The performance measures of a similar
model optimised directly without the incremental polynomial degree technique were
also calculated. The values were 𝜇T = −8.59×10Ǌ׻, 𝜇V = −3.07×10Ǌ׻, 𝜎T =
6.82×10Ǌ٦, 𝜎V = 6.75×10Ǌ٦, 𝑒rms,T = 6.82×10Ǌ٦ and 𝑒rms,V = 6.76×10Ǌ٦; both
𝑒rms,T and 𝑒rms,V were approximately a factor of three greater than those in Table 7.2
for polynomial degree 8, illustrating the merits of the incremental technique.
With respect to initialising the poles and zeros from 𝐺Bla, A, while the con-
vergence was quicker, applying the incremental nonlinear optimisation technique led
to poorer results compared with that when initialising from 𝐺Bla, B. The method
converged at a polynomial of degree 3, giving 𝜇T = −1.39×10Ǌ׻, 𝜇V = −2.62×10Ǌ׻,
𝜎T = 8.96×10Ǌ٦, 𝜎V = 8.80×10Ǌ٦, 𝑒rms,T = 8.97×10Ǌ٦ and 𝑒rms,V = 8.81×10Ǌ٦.
Upon closer inspection, it was found that the inferior results for 𝐺Bla, A were due
to the slightly incorrect shaping of the notch in ⏐⏐𝐺2⏐⏐; see Fig. 7.5b for the plot
of the true ⏐⏐𝐺2⏐⏐. An inaccurate initial estimate led to subsequent degradation of
the estimates of the zeros associated with this notch. Even though the overall ﬁt
improved with the incremental nonlinear technique, the error in the positioning of
this notch caused the ﬁnal results to be worse than those obtained by starting with
𝐺Bla, B. For the latter, the problem did not occur as 𝐺Bla, B was estimated using
harmonics 1 to 8000 only (see Section 7.3), thereby excluding the portion where the
notch in ⏐⏐𝐺2⏐⏐ occurs. As a consequence, 𝐺Bla, B was almost ﬂat across the region
beyond harmonic 8000. The notch only formed when the degree of the polynomial
was increased to 4.
7.4 Simultaneous parameter optimisation
With the model obtained using the technique described in Section 7.3.1, simultan-
eous parameter optimisation was subsequently carried out. All the model parameters
𝜸 = [𝜽 𝒍] (7.17)
were now re-optimised simultaneously using “fminunc”, to solve for
𝜸൥ = argmin฾
இ𝑒rms,T(𝜸)ஈ (7.18)
This step did not require any ﬁlter inversion. Models having polynomial degrees
ranging from 8 to 12 were tried. The best results were obtained using the model
with polynomial of degree 10. Note that the incremental technique was not applied
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Figure 7.5: Comparison between the gain responses of the estimated transfer
functions (a) 𝐺1 and (b) 𝐺2 with theoretical values.
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here as 𝜸 was being optimised rather than 𝜽. In particular, if the incremental
technique were utilised, 𝒍 = [𝑙ڃ 𝑙ر ⋯ 𝑙൥] may not converge.
The estimates of 𝐺1 and 𝐺2 after applying the simultaneous parameter op-
timisation were:
𝐺1(zǊر) = −10Ǌٮ ×
1 − 4.9987 zǊر−1.1937 zǊٮ−1.5613 zǊ٦
1 − 2.1863 zǊر+1.7850 zǊٮ−0.5251 zǊ٦ , (7.19)
𝐺2(zǊر) =
1 − 1.1979 zǊر+0.5077 zǊٮ+0.3133 zǊ٦
1 − 2.5979 zǊر+2.2765 zǊٮ−0.6712 zǊ٦ . (7.20)
The static nonlinearity coeﬃcients in 𝑙 of (7.9) were:
𝒍 = 10Ǌ٦ × [0.0025 12.1710 0.1077 −4.7597 −6.1076
2.3276 4.7434 −0.5441 −1.4882 0.0478 0.1528] (7.21)
The performance measures were 𝜇T = −4.45×10Ǌٟ, 𝜇V = −5.55×10Ǌٟ,
𝜎T = 𝑒rms,T = 1.54×10Ǌ٦ and 𝜎V = 𝑒rms,V = 1.55×10Ǌ٦. The value of 𝑒rms,V was
reduced by a factor of 37.23 compared with that obtained using the linear model
based on 𝐺Bla, B.
Although not asked for in the Benchmark speciﬁcation, it is interesting to
compare the gain responses of the estimated transfer functions 𝐺1 and 𝐺2 with the
theoretical values; this is shown in Fig. 7.5. Based solely on the observation of 𝑢
and 𝑦, it is only possible to determine a gain for the overall system, rather than that
of the individual blocks of 𝐺1 and 𝐺2 separately. For the purposes of comparison,
the dc gain of both linear blocks has been set to unity, which is the same as that
of the corresponding theoretical ﬁlter. For 𝐺2, a very close match was obtained,
whereas for 𝐺1, deviation occurs only when the frequency is close to the cut-oﬀ
frequency of the Gaussian excitation signal at 10 kHz. It is expected that systems
with nonlinearity cannot be easily extrapolated beyond the range covered by data
from the training set. The good matching below 10 kHz shows that the technique
described in this chapter is eﬀective in separating the dynamics of the two linear
sub-systems in a Wh system.
The evolution of zeros and poles from the values obtained from (7.6) to those
corresponding to (7.19) and (7.20) is shown in Fig. 7.6. It can be seen that, with
the exception of the poles of 𝐺2, there is a change, sometimes substantial, in the
positions of the zeros and poles. This shows that the estimates were free to evolve
without being stuck in local minima—supporting the case for a convergence to the
global minimum. As for the lack of changes seen for the poles of 𝐺2, it is likely that
the poles were estimated accurately from the start by ELiS due to them representing
low frequency components, and thus were less aﬀected by the exclusion of higher
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Figure 7.6: Evolution of zeros (blue solid lines) and poles (heavy red dotted lines)
for (a) 𝐺1 and (b) 𝐺2. The unit circle is marked with dashed lines. The ﬁnal
values that correspond to (7.19) and (7.20) are marked with open circles for zeros
and crosses for poles. The initial values which correspond to (7.6) are marked with
open squares for zeros and dots for poles.
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frequencies during the estimation using ELiS (see Section 7.3).
7.5 Fine-tuning of static polynomial coeﬃcients
While the method applied in Section 7.4 was able to reduce the error from the
value achieved in Section 7.3.1, it was found that the routine in Section 7.4 is more
time-consuming. The fact that no further improvement was obtained when using
a polynomial of degree higher than 10 indicates that the method is unable to cope
with the increasing number of parameters to be optimised. Hence, at this point,
using the estimates of 𝐺1 and 𝐺2 in (7.19) and (7.20), 𝑥 was re-calculated from 𝑢
using 𝐺1 whereas 𝑤 was re-calculated from 𝑦 using அ𝐺2ஆ
Ǌر.
With these values of 𝑥 and 𝑤, a polynomial was ﬁtted using linear least
squares. The best degree of polynomial was decided based on the smallest value of
𝑒rms,T, since it is speciﬁed in the Benchmark exercise that the validation data should
not be used for any purpose during the tuning of the model, including for model
selection. The results are shown in Fig. 7.7, and the best degree is 31, although there
is comparatively little diﬀerence in 𝑒rms,T for degrees above 32. It is important to
note that, in theory, increasing the degree of polynomial indeﬁnitely should result in
a monotonic decrease in the training set error 𝑒rms,T. Linear least squares regression
is a linear procedure and therefore there is no danger of being stuck in local minima.
The reason that there is a slight rise in the training set error past degree 31 was
purely due to numerical condition problems with the “polyfit” routine inMatlab
when the data matrix was large and the polynomial degree was high. For 𝑒rms,V,
the minimum coincides with degree 32. Beyond degree 33, 𝑒rms,V increases rapidly
due to a combination of errors introduced by numerical conditioning problems and
over-modelling. Over-modelling refers to the fact that the estimated parameters are
increasingly being inﬂuenced by noise present in the training set, which leads to a
decreasing model quality for the validation set. Using degree 31, the performance
measures were 𝜇T = −1.53×10Ǌ׹, 𝜇V = 6.63×10Ǌٟ, 𝜎T = 𝑒rms,T = 7.18×10Ǌ׻ and
𝜎V = 𝑒rms,V = 6.94×10Ǌ׻.
By plotting 𝑤 versus 𝑥 in a similar manner as in Fig. 7.4, it was found that
the static nonlinearity characteristic had two distinct regions. The least squares
procedure was repeated, using a dual-polynomial of equal order in both regions,
and with various values of breakpoints between the regions. The lowest value of
𝑒rms,T was obtained with a breakpoint of 𝑥 = 0.34. The simulation error results
are shown in Fig. 7.8, from which it can be observed that the best degree of dual-
polynomial has decreased to degree 5. This is not surprising, because a ‘breakpoint’
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is able to capture a high degree of nonlinearity. Thus, the number of parameters for
modelling the nonlinearity is reduced from 32 (including the constant value) to 13
(including the two constant values and the breakpoint).
The ﬁnal static nonlinearity was described by the dual-polynomial:
𝒍 =
⎧⎪⎪⎪
⎨⎪⎪⎪
⎩
[−0.0095 11.7464   − 0.1086
−0.4413 −0.3859 −0.1111] for 𝑥 ≤ 0.34
[−4.5403 41.5374 −64.0957
50.2411 −19.2945 2.8837] for 𝑥 > 0.34
(7.22)
The performance measures were 𝜇T = 4.56×10Ǌٝ, 𝜇V = 2.02×10Ǌ׹, 𝜎T =
𝑒rms,T = 6.95×10Ǌ׻, 𝜎V = 6.78×10Ǌ׻ and 𝑒rms,V = 6.79×10Ǌ׻. The value of 𝑒rms,V
was reduced by a factor of 84.98 compared with that obtained using the linear model
based on 𝐺Bla, B.
The model output and the simulation error are plotted in Fig. 7.9. The actual
output is not shown, because it practically overlaps with the model output. It can
be seen from Fig. 7.9 that the error is indeed very small, in comparison with the
model output. The discrete Fourier transform (Dft) spectra are shown in Fig. 7.10.
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Figure 7.9: Model output and simulation error for the training data set
Again not part of the Benchmark speciﬁcation, it is interesting to compare
the ﬁt of the normalised nonlinear characteristic, obtained using the linear least
squares regressor function “polyfit” in Matlab, with the characteristic expected
from the circuit shown in Schoukens, Suykens and Ljung (2009, ﬁg. 2). The circuit
consists of a potential divider of 1 kΩ and 10 kΩ, with the output taken across the
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Figure 7.10: Dft spectra of the model output (black) and simulation error (grey)
for the training data set
10 kΩ resistor and a 1N4148 diode in parallel. As noted by Wills and Ninness (2012,
eq. 50), in the 0.1mA to 100mA range (at 25 °C), the voltage-current relationship
of a typical 1N4148 diode can be described by:
logرڃ𝑖diode = 9.38𝑣൘൝ൣ൘൙ − 8.69 (7.23)
Using Kirchhoﬀ’s laws for the circuit and the voltage-current relationship in (7.23),
the nonlinear relationship between the input voltage 𝑣i and the output voltage 𝑣o
can be expressed by:
𝑣i =
11
10𝑣o + 10
غاമ٦פ൪oǊ׹മٟاػ (7.24)
For negative output voltages, the second term on the right-hand side of (7.24) is
negligible, so that ൪o/൪i ≈ رڃ/رر. For 𝑣o > ׹മٟا/اമ٦פ = 0.607V, the bracket in the
second term becomes positive, and this term begins to dominate, resulting in a
much smaller slope of ൪o/൪i.
The intermediate signals 𝑥 (= 𝑣i) and 𝑤 (= 𝑣o), estimated using ﬁlter conﬁg-
uration ID 30 are plotted (with the vertical axis scaled to match theoretical charac-
teristic) in Fig. 7.11. It may be seen that there is close agreement between estimated
values and the theoretical characteristic throughout the range of the input voltage 𝑥.
The problem whereby a high-order polynomial rapidly diverges even slightly beyond
the range of the input is seen to be considerably reduced here when using the lower
order dual-polynomial.
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Figure 7.11: Static nonlinearity characteristic using coeﬃcients from ﬁlter ID 30
7.6 Summary of the proposed approach and comparison
with other approaches
A summary of the main steps in the proposed approach is given below:
Table 7.3: Computational time required
Step Sub-systems optimised Approximate computational time
1 Linear < 5 seconds
2 Linear < 1 second per combination
3 Linear < 1–3 minutes per degree of polynomial
4 Linear and nonlinear 15–20 minutes per degree of polynomial
5 Nonlinear < 5 seconds per degree of polynomial
Table 7.3 shows the approximate computational time required for each step
when the algorithms were executed on a personal computer with Intel Core 2 Duo
E7400 processor running at 2.8GHz with 2GiB of memory.
A comparison between the performance of the model obtained using the
proposed technique with that from other models applied to the same set of data
is shown in Table 7.4, from which it is clear that the training data error of the
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Algorithm 2 Summary of the iterative nonlinear optimisation procedure on a
Wiener-Hammerstein (Wh) system
Step 1: Identiﬁcation of the Best Linear Approximation (Bla)
set 𝒍 = [0 1]
optimise 𝐺BLA(𝑧Ǌر)
Step 2: Zero-pole allocation via nonlinear curve plotting
for all combinations of realisable zero-pole allocation do
plot(𝑥,𝑤)
if the plot resembles a static nonlinear curve (user-decision) then
include ﬁlter combination (ID) into set 𝑿 for further test
end if
end for
Step 3: Incremental nonlinear optimisation
for all IDs ∈𝑿 do
optimise 𝜽 and 𝒍 using Algorithm 1
end for
IDselected = argmin
ID
𝑒rms, T
Step 4: Simultaneous parameter optimisation
optimise 𝜸 = [𝜽 𝒍]
Step 5: Fine-tuning of static polynomial coeﬃcients
plot(𝑥,𝑤)
look for a breakpoint making use of visual information from the plot
optimise 𝒍 for dual-polynomial static nonlinearity ﬁtting
proposed model is excellent considering the small number of parameters used—25
in all, 12 for modelling the linear ﬁlters and 13 for modelling the nonlinearity.
7.7 Conclusions
In this chapter, a strategy was presented for fully identifying a Wiener-Hammerstein
(Wh) system, proposed in a Benchmark excercise in the 15th International Feder-
ation of Automatic Control (Ifac) Symposium on System Identiﬁcation (Sysid)
2009 (Schoukens, Suykens & Ljung, 2009). The strategy utilised a property of the
Gaussian Best Linear Approximation (Bla)—its ability to decouple the dynamics
of the ﬁrst and second linearities by splitting the poles and zeros contained in the
Bla. The brute force approach of poles and zero assignment can be speeded up
by imposing the dynamical linearities to be causal and realisable, and by visually
examining the mapping between the input and output data of the static nonlinearity
on a scatter diagram.
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Table 7.4: Comparison between several models
Source Model 𝑒rms, V Parameters
Falck et al. (2012) Least Squares Support
Vector Machines (Ls-Svm)
8.88×10Ǌ٦ 30
Lopes dos Santos,
Ramos and
Martins de Carvalho
(2012)
Hammerstein-bilinear 1.09×10Ǌٮ 90
Paduart, Lauwers,
Pintelon and
Schoukens (2012)
Polynomial Nonlinear
State-space (Pnlss)
4.18×10Ǌ׻ 797
Piroddi, Farina and
Lovera (2012)
Nonlinear Auto-Regressive
eXogenous (Narx)
1.64×10Ǌٮ 15
Sjöberg, Lauwers
and Schoukens
(2012)
Wiener-Hammerstein 3.0×10Ǌ׻ 64
Truong and Wang
(2009)
Wavelet based
state-dependent parameter
1.45×10Ǌٮ 23
Wills and Ninness
(2012)
Generalised
Hammerstein-Wiener
4.81×10Ǌ׻ 30
Tan, Wong and
Godfrey (2012)
Wiener-Hammerstein 6.79×10Ǌ׻ 25
With the poles and zeros assigned to the two dynamical linearities, their
values were used as initial seeds for an incremental nonlinear optimisation approach.
The strategy adopted had several stages. First, the parameters of a linear model
were optimised via a sequence of steps, then the all parameters were optimised
simultaneously, and in the ﬁnal stage, only the parameters of the nonlinear block
were optimised. The ﬁnal model was simple in terms of structure and had relatively
few parameters. The strategy has worked well on the Benchmark data, with small
error values being obtained for both the training data and the validation data.
There was good agreement between the normalised gain responses of the estimated
and theoretical ﬁlters; also, good agreement between the dual-polynomial ﬁt of the
nonlinearity and the theoretical nonlinear characteristic.
The approach taken would seem equally applicable to the identiﬁcation of
other systems with aWh structure provided the nonlinearity is static (no hysteresis)
and an appropriate basis function is chosen to model the nonlinearity.
133

C8
Benchmark Study: A Greybox Approach
to Modelling a Hyperfast Switching
Peltier Cooling System
This chapter describes an approach to modelling a ‘hyperfast’ switching Peltiercooling system, which has been used as a benchmark for the identiﬁcation and
modelling of complex interconnected systems in the U.K. Automatic Control Council
(Ukacc) International Conference on Control, 2010 (Control 2010) (Cham, Tan
& Tan, 2010). The overall system consists of three subsystems. The ﬁrst two
(Subsystems 1 and 2) are connected in parallel, with their outputs both fed as
inputs to the third (Subsystem 3) and as such, this is an multiple-input single-
output (Miso) system.
Two sets of data were made available, both having multisines applied to the
inputs of Subsystems 1 and 2. The ﬁrst, called the training set, consisted of the two
multisine inputs and the output signal from the Subsystem 3. The second, called
the validation set, had the multisine inputs reversed and again had the output signal
from Subsystem 3, but unlike the training set, also had the intermediate outputs
from Subsystems 1 and 2.
The two multisines were both of period 𝑁 = 600, and they both had their
non-zero harmonics uniform in amplitude. Multisine A had harmonic components
at frequency lines 1, 7, 13, 19, ::: , 235 only, while Multisine B had components at
frequency lines 5, 11, 17, 23, ::: , 239 only. Note that both of these have harmonic
multiples of 2 and 3 suppressed, which results in the eﬀect of even-order nonlinear
distortions being eliminated at the output, and in the eﬀect of odd-order nonlinear
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distortions being reduced (Pintelon and Schoukens, 2001; Tan, Godfrey and Barker,
2005). In the training set, Multisine A was applied to Subsystem 1 and Multisine B
was applied to Subsystem 2, this order was reversed in the validation set.
From the information given in Cham, Tan and Tan (2010) (hereinafter re-
ferred as ‘the Benchmark’), Subsystem 1 contained a highly nonlinear element (a
stepper motor). However, the step time of the motor was only 0.05 s, so that there
are 20 such steps within each sampling interval of 1 s. Further, with a movement of
7.5° per step, the motor can move 150° within each sampling interval, and the range
of operation was conﬁned to be from 75° to 225°. The relationship between angle
and ﬂow rate, given in Cham, Tan and Tan (2010, ﬁg. 3) was nonlinear, but over the
operating range was almost linear. Again from the information of the Benchmark,
Subsystem 2 was very nearly linear.
In the ﬁgures given in the Benchmark, there is almost no spectral content in
the output at any harmonic other than those of either of the input signals, partly
as a result of the harmonic suppression in the inputs, but also suggesting that the
overall system was very nearly linear.
8.1 System modelling
In system identiﬁcation, the term whitebox modelling refers to the process of mod-
elling a system through ﬁrst principles, laws of physics and explicit assumed re-
lationships between the input and output through prior knowledge of the system,
resulting in a mechanistic model. The term blackbox modelling refers to the process
of modelling a system through non-parametric techniques, without knowledge of
physical inner workings of the system, resulting in an empirical model. A ‘greybox’
modelling approach is a mixture between whitebox and blackbox modelling.
A greybox approach was taken to model each of the three subsystems separ-
ately. Detailed information given in the Benchmark readily allowed Subsystem 1 to
be modelled as whitebox. Subsystem 2 was modelled as blackbox with the knowledge
given in the Benchmark of it being very linear in its characteristics. A trial-and-error
approach was then taken to model Subsystem 3 to condition the outputs from Sub-
systems 1 and 2 to give the output frequency spectrum and time domain response
as close as possible to those given in the Benchmark.
A block diagram of the overall system is shown in Fig. 8.1. The outputs of
the single-input single-output (Siso) Subsystems 1 and 2 are combined to form the
inputs to the dual-input single-output Subsystem 3.
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&
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Subsystem 2:
Peltier system
PWM & Peltier cooler
Subsystem 1: 
Flow control system
Stepper motor
 & Air valve 
Duty ratio
Valve angle
Chamber
temperaturePeltier
 temperature 
Figure 8.1: Overview of the Peltier cooling system
8.1.1 Flow control system
Subsystem 1 consisted of an air ﬂow valve controlled by a stepper motor, with the
input signal given to the controller of the motor being the desired valve angle. The
input multisine signals used were scaled to span the input amplitude range, from
75° to 225°.
AMatlab Simulink model utilising a rate limiter, quantisation nonlinearity,
saturation nonlinearity and a lookup table translating valve angle to air ﬂow rate
was developed with aid of the steady-state gain characteristic (Cham, Tan & Tan,
2010, ﬁg. 3) and speciﬁed stepper motor characteristics. This is shown in Fig. 8.2a.
Saturation
75°−225°
Rate limiter
150°/s
Quantiser
7.5°/step
Lookup table:
Valve angle
(a) Subsystem 1: Flow control system
Peltier temperature
F1: 2nd order low-pass lter
−1 
1−1.4894z−1 +0.5233z−2 
Duty ratio
(b) Subsystem 2: Peltier system
Figure 8.2: Block diagrams of Subsystems 1 and 2
8.1.2 Switching Peltier cooling system
Subsystem 2 was a Peltier cooler with the duty ratio of a pulse-width modulation
(Pwm) waveform used to vary the power supplied to a 120W Peltier module. The
input signal was scaled to span the input amplitude range from 0 to 1, which rep-
resents the duty ratio. The characteristics given in the Benchmark suggests that
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this subsystem was very nearly linear and that it had much slower dynamics than
Subsystem 1. The system dynamics were modelled by a simple second order digital
low pass ﬁlter F1, as shown in Fig. 8.2b, to approximate the very nearly linear and
low pass characteristics. The order of the ﬁlter was decided on by observing the sim-
plicity of the transfer characteristics from the output of Subsystem 2 to the overall
system output with respect to excited frequency lines of input Multisine B. The
gain of this subsystem was negative, since an increase in the duty ratio results in a
decrease of temperature at the output. A guess was made to the ﬁlter coeﬃcients
by observing the harmonic components of the master output incorporating both
Subsystem 3 Path 2 and Subsystem 2 initially. The coeﬃcients were subsequently
modiﬁed through a trial-and error approach to match the output spectrum of the
intermediate signal for Subsystem 2.
8.1.3 Heat exchange unit
Subsystem 3 physically comprised a cool air inducer attached to a cooling chamber.
From a modelling perspective the subsystem conditions and combines the signals
from Subsystems 1 and 2. This system was modelled as a blackbox, and because
of a lack of physical knowledge of Subsystem 3, the model structure had redundant
gain blocks to allow for ﬂexibility in the trial-and-error modelling process.
The model shown in Fig. 8.3 was constructed by comparing the spectrum of
the overall system output (from Subsystem 3) in the training data with the input
spectra of Multisine A for the Subsystem 1 signal path and Multisine B for the
Subsystem 2 signal path to deduce appropriate ﬁlters and relative contributions
between these two paths. All ﬁlter frequencies speciﬁed from this point onwards are
normalised in the range of 0 to 1.
For the Subsystem 1 pathway, the resulting structure was a combination
of a fourth order ﬁnite impulse response (Fir) band stop ﬁlter F2 with stop at
about 200/600 and a second order high pass ﬁlter F3 (cascaded by two ﬁrst order
Butterworth ﬁlters in series) with a low cut-oﬀ frequency of 1/600. F2 was designed
using arbitrary magnitude ﬁtting function “arbmag” in “fdesign”, and the GUI
“fdatool” of the Signal Processing Toolbox of Simulink (Krauss et al., 1994) by
observing the transfer characteristics from the output of Subsystem 1 to the overall
system output with respect to excited frequency lines of input Multisine A (Cham,
Tan & Tan, 2010, eq. 1). The ﬁlter order of four was chosen on the criteria of
simplicity and suﬃciency, based on previews of frequency responses in the Toolbox.
F3, designed using the same Toolbox with standard Butterworth ﬁlter coeﬃcients,
gave the appropriate attenuation seen on the ﬁrst harmonic number of the training
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Figure 8.3: Overview of the Peltier cooling system
data output frequency spectrum in the Benchmark. For the Subsystem 2 pathway,
the signal was ﬁltered by a ﬁrst-order Butterworth low pass ﬁlter F4 with cut-oﬀ
frequency of 7/600, in parallel with a second order low pass ﬁlter F5 cascaded by
two ﬁrst order Butterworth ﬁlters in series, with cut-oﬀ frequencies of 3/600. The
signal itself was then added to its two ﬁltered counterparts with diﬀerent weightings,
as shown in Fig. 8.3. A transport delay (pure time delay) was also incorporated in
this pathway (see Section 8.3.2).
After combining the contributions from the two pathways, a constant oﬀset
𝑇o was added. This was based on comparing the simulated output with the mean
value of the training data time domain response. It is reasonable to assume the
oﬀset temperature was related to the ambient temperature when the measurement
took place (Cham, Tan & Tan, 2010).
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8.2 Simulation
The simulation was performed using 3020 seconds (more than 6 periods) of data,
with the inputs being the periodic multisine signals A & B scaled for Subsystems 1
and 2 as speciﬁed in the Benchmark. To simulate the output for the training data,
Multisine A was scaled with a range of 75° to 225° for the desired valve angle, while
Multisine B was scaled with a range of 0 to 1 as the duty ratio. For the validation
data, these signals were rescaled and swapped, with Multisine B being applied to
Subsystem 1 andMultisine a being applied to Subsystem 2. In each case, the output
was taken from the sixth simulation period (𝑡 = 2400 to 2999 s) to minimise transient
eﬀects. The outputs for both training data and validation data cases were compared
with the respective averaged outputs from the experiments performed in the original
Benchmark.
There is an overall positive system time delay of about 3 seconds observable
in the simulation output of the master system, i.e. the simulation output lagged
behind the true output. This indicates the presence of an overall negative delay in
the model suggesting non-causality in signal Path 1. To compensate for this, the
sample output was taken 3 samples later for the least error match.
8.3 Results and discussions
The models developed were used to simulate the system for both the training data
and the validation data. While the structure of the models for Subsystems 1 and 2
(Fig. 8.2) was the same for both sets of data, it was found to be necessary to make
some small changes to the gains of the two pathways in the Subsystem 3 model
(Fig. 8.3) between the two sets of data in order to achieve good results for both sets
of data. For the training data, 𝐾ر = 0.09 and 𝐾ٮ = 0.95, while for the validation
data 𝐾ر = 0.12 and 𝐾ٮ = 0.99. It was also necessary to make a small change to
the constant temperature oﬀset 𝑇o between the two sets of data. The value was
obtained by comparing the mean of the simulation output with that of the actual
output and for the training data, 𝑇o = 12.80 °C, whereas for the validation data,
𝑇o = 12.73 °C.
8.3.1 Path 1: Signal path of Subsystem 1 output in Subsystem 3
When simulating Subsystem 1, it was found that the contribution of Path 1 was
about 25% lower in the training data case than that in the validation data case (the
respective values of 𝐾ر being 0.09 and 0.12).
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8.3.2 Path 2: Signal path of Subsystem 2 output in Subsystem 3
Through simulating Subsystem 2, it was found that the contribution of Path 2 in
the validation data case is about 4% higher than that in the training data case (the
respective values of 𝐾ٮ being 0.99 and 0.95). In the physical realm, it is likely that
the ambient temperature aﬀects the gain due to eﬀect of thermal gradient in heat
dissipation of the physical system. More datasets including ambient temperature
variations are required to verify this aspect of the model.
Another notable ﬁnding is that by observing the simulated output and the
training data output set, it was found that Path 2 has a time delay of about 5
seconds with respect to Path 1. This is independent of the 3 second delay mentioned
in Section 8.2. Since the input and output signals are both sampled at 1 second
intervals, a higher accuracy for the time delay cannot be attained. By physical
reasoning, the time delay for heat dissipation will depend on ambient temperature
as well as the immediate temperature output of Subsystem 2; so that it would not
be surprising if the system is time varying. Nevertheless, for the similar input signal,
it seems that the time delay of 5 seconds for Path 2 is justiﬁed for both datasets.
8.3.3 Time responses and frequency response magnitudes
The training data results are shown in Fig. 8.4, with the corresponding results for
the validation data in Fig. 8.5. In both ﬁgures, Panel (a) shows the time responses
of the simulated system output and the actual averaged data, over one period of the
two perturbation signals. Panels (b) and (c) show the frequency response magnitude
contributions from Subsystems 1 and 2 respectively.
It is possible to separate these contributions out for the actual data, because
Multisines A and B have independent and thus separable frequency components, as
outlined at the beginning of this chapter. Panel (d) shows the individual contribu-
tions to the time response from Subsystems 1 and 2.
The mean squared error (Mse) and mean absolute error (Mae) for the train-
ing data were 2.73 × 10Ǌ٦ °Cٮ and 4.15 × 10Ǌٮ °C respectively, while for the valida-
tion data they were 7.73 × 10Ǌ٦ °Cٮ and 7.52 × 10Ǌٮ °C. For the validation dataset,
there appears to be some small time variation over the period of the data, and this
may well be the reason for the somewhat higher error values with this set. From
Fig. 8.5(a), the simulation slightly over-estimates the true output near the start of
the period and slightly under-estimates it near the end of the period. The eﬀect of
time variation was not incorporated into the model.
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Figure 8.4: Results for the training dataset
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Figure 8.5: Results for the validation dataset
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8.3.4 Intermediate signals
The validation dataset provided in Cham, Tan and Tan (2010) includes the inter-
mediate output signals for Subsystems 1 and 2; these are intended for veriﬁcation
purposes only. Comparisons between these two signals predicted from the simula-
tion and the actual signals given in the Benchmark are shown in Figures 8.6 and
8.7.
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(b) Last 100 samples (𝑡 = 500–599 s)
Figure 8.6: Intermediate signal for Subsystem 1 for simulation and experiment
data, ﬁrst and last 100 samples
Grey line: Simulation, dashed solid line: Measurement of the true system
For clarity, with respect to the sampling interval of one second, only the ﬁrst
100 and the last 100 samples of the output for Subsystem 1 are shown in Fig. 8.6.
This is suﬃcient to illustrate the variability in time delay between the simulation
and the experiment data. Near 𝑡 = 0 s the delay is negligible, but it then gradually
increases, reaching about 1 sampling interval near 𝑡 = 99 s, and about 2 sampling
intervals by the end of the period (𝑡 = 599 s). This is not accounted for in the current
model. It can be seen in Fig. 8.7 that the model of Subsystem 2 gives a remarkably
good ﬁt throughout the full period of the data. From Fig. 8.5(d), it can be seen
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Figure 8.7: Intermediate signal for Subsystem 2 for simulation and experiment
data
that the contribution of Subsystem 1 to the overall system output is considerably
smaller than that of Subsystem 2. This means that the model developed provided a
good ﬁt to the overall system output for both the training data and the validation
data, even though the modelling of Subsystem 1 was not particularly accurate.
8.4 Comparison with other approaches
Results from other approaches on the same benchmark exercise are given in Table
8.1. It can be seen that the current ‘hybrid empirical and mechanistic’ approach—a
mix between blackbox and whitebox modelling, has resulted in good performance
while retaining the physical interpretations of the system structure.
Table 8.1: Comparison between several models
Source Model Mae Mse(×10Ǌ٦) (×10Ǌ٦)
Cham, Tan and Ramar
(2010)
Variable time delay 59.1 5.71
Larkowski and Burnham
(2010)
Box-Jenkins 56.5 5.05
Marconato et al. (2010) Parametric Best Linear
Approximation (Bla)
73.2 8.40
Taylor and Young (2010) Data-based mechanistic 81 10
Wong and Godfrey
(2010)
Hybrid empirical and
mechanistic
75.2 7.73
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8.5 Conclusions
This chapter is concerned with the the ‘hyperfast’ switching Peltier cooling system
benchmark, ﬁrst proposed in the U.K. Automatic Control Council (Ukacc) Inter-
national Conference on Control, 2010 (Control 2010). The chapter has illustrated
how a simple modelling exercise using Matlab Simulink can provide valuable in-
sights into the structure of a system such as the time delay of a signal path, when
some physical information is known beforehand. The models for Subsystems 2 and
3 were linear. The principal nonlinearities in the actual system were the stepper
motor and the steady-state gain characteristic between angle and ﬂow rate in Sub-
system 1 as stated in Cham, Tan and Tan (2010), which could be modelled readily
in Simulink, and this meant that the other parts of modelling could be reduced to
a simple linear ﬁtting exercise.
It was necessary to make small changes to the gains 𝐾ر and 𝐾ٮ of the paths
from Subsystems 1 and 2 and to the temperature oﬀset 𝑇o in the model between
the training data and the validation data. This is not unreasonable, since the two
sets of data were collected at diﬀerent times, and in all probability, the ambient
conditions were not quite the same between the measurements.
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Conclusions and Future Work
All systems are nonlinear to some extent, and while nonlinear modelling techniques
exist, it is sometimes preferable to apply linearisation techniques as linear models,
especially when applied to control theory, are well understood. The Best Linear
Approximation (Bla) is one linearisation technique that achieves the least total
sum squared error when approximating a time-invariant nonlinear system.
It is known that the Best Linear Approximation (Bla) is dependent upon
the power spectrum and the amplitude distribution of the input. The Bla obtained
from input signals or sequences having a Gaussian amplitude distribution, called
the Gaussian Bla, has certain desirable properties, some of which are well known.
For example, in the frequency domain, the Bla is composed of the combined linear
dynamics of all the linearities in a block-structured system, so that it is possible
to separate them in terms of their poles and zeros (see Chapter 7 for a modelling
exercise utilising this property). However, this is not the case for a Bla estimated
by non-Gaussian inputs.
The dependence on the amplitude distribution has not previously been stud-
ied in detail in the literature. In Chapter 3 of this thesis, the theoretical closed-form
expressions were derived for the Blas for both discrete-time Wiener-Hammerstein
(Wh) systems and discrete-time Volterra systems for inputs with an arbitrary amp-
litude distribution. The theory is valid for binary and ternary sequences for example,
but they must have white power spectra and zero mean. In practice, the zero-mean
requirement is not of concern, as having non-zero mean only introduces a constant
bias in the operating point about which the Bla is linearised, and does not aﬀect
the estimated dynamics. The developed theory has been veriﬁed by both simulation
experiments in Chapter 3 as well as a set of physical experiments performed on an
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electronic Wiener system in Chapter 6. The theory has shown that the Gaussian
and non-Gaussian Bla indeed diﬀer, and the discrepancy is due to the higher order
moment terms of the input. A relative measure to quantify the discrepancy, called
the Discrepancy Factor (Df), was proposed in Section 3.5. It was found that in
general, the Df decreases with the memory of the linear dynamics of the nonlinear
system. In addition, a method was proposed to design discrete multilevel sequences
for Gaussianity, in order to minimise the Df. This was shown in Chapter 5 to
be viable and eﬀective; more so than the commonly used uniformly distributed se-
quences. This has obvious implications in experiment design if the objective is to
extract the Gaussian Bla, especially when the principal degrees of the nonlinearities
are known.
Lastly, Chapters 7 and 8 document benchmark studies which provided valu-
able training opportunities for the author in system identiﬁcation and as general
contributions to the academic discussion in the conferences where the work was
presented.
9.1 Research impact
There are systems where applying continuous level signals, for example, Gaussian
inputs, is either impractical or impossible. For instance, if the actuator of a system
is a valve that can only be opened or closed, only a binary input may be applied.
The thesis has provided theoretical insights to the identiﬁcation of nonlinear sys-
tems with respect to the amplitude distribution of the input. The discrete-time
theory of the Bla developed in Chapter 3 is applicable to a large variety of systems,
thanks to the generalisation of the closed-form expressions to the Volterra theory.
In addition, the amplitude distribution of the inputs is arbitrary, allowing the the-
oretical Bla to be studied for any given input. This piece of theoretical work sheds
light on the behaviour of the Bla when the amplitude distribution (or the higher
order moments) of the input are non-Gaussian. This, coupled with the method
of designing multilevel sequences for Gaussianity in Chapter 5, allow the Gaussian
Bla to be estimated more accurately with discrete-level signals. The research can
beneﬁt potential applications where discrete or digital input signals predominate,
for instance, identiﬁcation of digital communication channels, characterisation of
delta-sigma digital-to-analogue (Dac) converters, chemical processes involving valve
control or heating elements, and micro-ﬂuidics in micro-electromechanical (Mem)
systems.
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When a Maximum Length Binary Sequence (Mlbs) is used to identify the
Bla of a nonlinear system, Chapter 4 has demonstrated that the nonlinear distor-
tions appear structured, which can be taken advantage of—instead of using tra-
ditional mean averaging, the use of median averaging can potentially oﬀer great
beneﬁts in terms of the accuracy of the obtained model. There is a risk of obtaining
worse estimates when the signal-to-noise ratio (Snr) is low, but the potential gain
has been shown to outweigh the loss by a large margin, even in a scenario where
the long system memory favours the mean estimator. Since the median estimator is
simple to apply, this is worth considering and should be exploited in many applica-
tions.
9.2 Future work
1. Extend the Bla theory developed in Chapter 3 for non-white inputs.
► One of the assumptions made in Chapter 3 was that the input used
to estimate the Bla is assumed white, so that its auto-correlation is a
Kronecker delta function. This requirement can be relaxed somewhat if
a non-white input can be assumed to be generated by ﬁltering a white
input through a causal and stable ﬁlter. Unlike Gaussian inputs where
dynamics are simply cascaded, the non-Gaussian Bla will be aﬀected by
an input ﬁlter that introduces extra dynamics. The non-Gaussian Bla
obtained from a coloured input will be diﬀerent to that obtained from a
white input, even with an identical amplitude distribution. Investigating
this aspect is one possibility for future work.
2. Extend the discrete-timeBla theory developed in Chapter 3 to the continuous-
time domain.
► In light of the diﬃculty encountered with continuous-time nonlinear ef-
fects of the input actuator observed with the physical experiment in
Chapter 6, some preliminary work was performed in an attempt to ex-
tend the Bla theory to the continuous-time domain. The approximated
closed form solutions of the Bla theory in the continuous-time domain
suggests far more complex expressions instead of the relatively simple
results seen for the discrete-time counterparts in Chapter 3, for even 3rd
degree nonlinearities.
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3. Investigate the merits of other types of location estimators, for instance,
weighted median, for averaging out the structured nonlinear distortions when
Maximum Length Binary Sequences (Mlbs’s) are used (Section 4.5).
4. Formulate a statistical study of the trade-oﬀ between the Discrepancy Factor
(Df) (Section 3.5) and the variance due to the nonlinear distortions.
► When estimating the Gaussian Bla of a nonlinear system with Mlbs’s,
the discrepancy between the binary and Gaussian Blas can be treated
as a bias term that is dependent on time or frequency. On the other
hand, the structured nonlinear distortions change with diﬀerent realisa-
tions and this variation introduces a variance. It has been shown in
Section 3.5.2 that the Df is dependent upon the memory of the system
relative to the sampling time; the shorter it is, the higher the discrepancy.
It is also found that, generally speaking, systems with a longer memory
make nonlinear distortion less structured (Section 4.5) and more similar
to background noise, which decrease the eﬀectiveness of the median es-
timator. Hence, the bias and variance aspect is a trade-oﬀ. It is perhaps
beneﬁcial to perform a statistical analysis to formulate a guideline on the
recommended experiment design with respect to the sampling time, in
order to have a low Df and eﬀective rejection of the nonlinear distortion
with the median estimator when Mlbs’s are used.
5. Evaluate the use of the robust Bla estimation procedure of Section 4.2 in the
context of Section 4.5—to apply mean averaging over 𝑃 and median averaging
over 𝑀 so that the optimality of mean averaging for driving out Gaussian
environment noise and the eﬀectiveness of median in averaging out structured
nonlinear distortions can both be exploited.
6. Consider extending the theory to multiple-input multiple-output (Mimo) sys-
tems.
7. Perform further experiment veriﬁcation of the Bla theory on practical prob-
lems.
8. Investigate whether the use of higher order cumulants instead of higher order
moments can simplify the algebra for the discrepancy between the Gaussian
and non-Gaussian Bla—the higher than third order cumulants for a Gaussian
amplitude distribution are uniquely zero, unlike any other distributions.
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9.3 Summary of contributions
This thesis provides the following major contributions:
1. A general theory has been developed to study the discrepancy between the
Gaussian and non-Gaussian Best Linear Approximation (Bla) with respect
to the amplitude distribution of the non-Gaussian input. It has been shown
that the Bla directly depends on the higher order moments of the excitation
signal.
2. Discrepancy Factor (Df), the measure used to quantify the diﬀerence between
a Gaussian Bla and non-Gaussian Bla has been developed; in general the
Df depends on the dynamics of the system—the longer the system memory,
the lower the Df.
3. The theory of the Bla has been successfully veriﬁed by both simulation ex-
periments, and a physical experiment performed on an electronic circuit built
to emulate a discrete-time Wiener system.
4. A method has been proposed to capitalise on the structured nonlinear dis-
tortions that appear when estimating the Bla of a system using, speciﬁcally,
Mlbs’s as input excitations. By simply switching the averaging scheme from
traditional mean averaging to median averaging in the time domain, it has
been shown that the nonlinear distortions can be subdued eﬀectively, depend-
ing on the signal-to-noise ratio (Snr).
5. A method for designing random multilevel sequences for Gaussianity has been
proposed to decrease the Df. By suitably matching the Gaussian moments, it
has been demonstrated that the designed sequences are eﬀective in subduing
the Df; more so than the commonly used uniformly distributed signals.
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AA
Appendices
A.1 Table of M periodicity and set sizes
The periodicity of an Maximum Length Binary Sequence (Mlbs) is given by 𝑁 =
2ൢ − 1, where 𝑛 is the number of bits in the linear feedback shift registers (Lfsr)
from which theMlbs was generated (see Section 2.3.4). The number of independent
Mlbs’s 𝑀ൢ, including the mirror counterparts (see p. 23) for a period 𝑁 is given
by:
𝑀ൢ =
1
𝑛 φ(2
ൢ − 1) = 1𝑛 φ(𝑁 ) (A.1.1)
(Barker, 1993), where φ(𝑥), the Euler’s totient function, counts the number of pos-
itive integers less than or equal to 𝑥 that are relatively prime to 𝑥 (excluding the
common divisor 1). Values of 𝑁 and 𝑀ൢ for 𝑛 between 3 and 30 are tabulated
overleaf.
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Table A.1: Table of Mlbs periodicity and set sizes
𝑛 𝑁 𝑀ൢ
3 7 2
4 15 2
5 31 6
6 63 6
7 127 18
8 255 16
9 511 48
10 1023 60
11 2047 176
12 4095 144
13 8191 630
14 16 383 756
15 32 767 1800
16 65 535 2048
17 131 071 7710
18 262 143 7776
19 524 287 27 594
20 1 048 575 24 000
21 2 097 151 84 672
22 4 194 303 120 032
23 8 388 607 356 960
24 16 777 215 276 480
25 33 554 431 1 296 000
26 67 108 863 1 719 900
27 134 217 727 4 202 496
28 268 435 455 4 741 632
29 536 870 911 18 407 808
30 1 073 741 823 17 820 000
⋮ ⋮ ⋮
𝑛 2ൢ − 1 ൢر φ(2ൢ − 1)
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A.2 The theoretical Bs for discrete-time Volterra sys-
tems
In this section, the detailed steps in deriving the Best Linear Approximations (Blas)
for generalised discrete-time Volterra systems for white inputs with diﬀerent input
amplitude distributions are shown. The assumptions made are similar to those in
Section 3.3, as follows:
1. The Volterra system is stable, causal, and time-invariant. By deﬁnition a
Volterra system has the periodicity-invariant (Pi) property of Section 2.1.
2. Input 𝑢 is spectrally white, stationary, known, has zero mean and persistently
exciting.
The theory in this section applies to system in feedback, as long as the input-
output relationship can be approximated to a good degree by a ﬁnite-order Volterra
system, given the above assumptions are satisﬁed. Lastly, the approach here based
on multiset theory was not adapted from any existing literature.
A.2.1 Arbitrary input case
Volterra kernels are symmetrical, meaning that the permutation of their dimension
arguments gives the same numerical result. For example, ℎ(𝑎, 𝑏, 𝑐) = ℎ(𝑏, 𝑎, 𝑐) =
ℎ(𝑐, 𝑏, 𝑎). It is useful to bring in the multiset notation where the order of elements
does not matter. A multiset is a generalisation of set theory where multiple member
elements can take the same numerical value, unlike those in a traditional set where
they must be unique. Let 𝜩, in bold type, be an order-irrelevant multiset with
𝑞 − 1 members containing the kernel argument such that 𝜩 = {𝑘ر, ::: , 𝑘൥Ǌر} and
all elements are integers. Let 𝒫 be a class containing all possible distinct multisets
of 𝜩, i.e. all the combinations that can be made from 𝑞 − 1 members drawn from
the integer population of ℚ = {0, 1, 2, ..., 𝑁 − 1}. These combinations conform to
the order irrelevance principle, that is, for example, the set {𝑎, 𝑎, 𝑏} is equal to
{𝑎, 𝑏, 𝑎} and either of which (but not both) appears in 𝒫 only once. Formally this
is equivalent to collapsing the ordered (𝑞 − 1)-tuples arising from the Cartesian
products of ℚ to the power of 𝑞 − 1 (i.e. ℚغ൥Ǌرػ) into order-irrelevant (𝑞 − 1)-tuples.
Let 𝝃 ⊆ 𝜩 be a traditional set (i.e., not a multiset) populated by unique
elements of the multiset𝜩. Finally, denote the function 𝟙๚(𝑥), called themultiplicity
function for multisets, to count the number of occurrences of an element 𝑥 in the
multiset 𝑨. Considering only zero-mean input signals, only contributions from odd
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Volterra kernels are non-trivial (not equal to zero). An odd degree 𝑞th kernel means
the number of member elements in 𝜩, i.e. the cardinality |𝜩| = 𝑞 − 1 is even.
Example To better explain the notations introduced, consider a simple case with
a discrete-time 3rd order Volterra kernel ℎ[𝑎, 𝑏, 𝑐]. Arbitrarily let the length of the
kernel 𝑁 = 3, such that the kernel now has dimension 𝑁× 𝑞 and has elements from
ℎ[0, 0, 0] through ℎ[0, 0, 1], ℎ[0, 0, 2], ℎ[0, 1, 0] ::: to ℎ[2, 2, 2]. In this case, the multiset
𝜩 has cardinality |𝜩| = 3 − 1 = 2. The class 𝒫 contains all possible distinct
multisets of 𝜩 such that 𝒫 = அ{0, 0}, {0, 1}, {0, 2}, {1, 1}, {1, 2}, {2, 2}ஆ . Note the
aforementioned order irrelevance principle means the 2-tuples {𝑎, 𝑏} = {𝑏, 𝑎} are
counted as a single member multiset in 𝒫.
The traditional sets 𝝃 ⊆ 𝜩 contain unique elements of their related 𝜩, so
that if 𝜩 = {2, 2}⟺ 𝝃 = {2} and if 𝜩 = {0, 2}⟺ 𝝃 = {0, 2}. Using this notation
with respect to (3.36), it is suﬃcient to represent the Volterra kernel by:
஥ 𝑞
{𝟙ี(∀𝑝 ≠ 𝑟 ∈ 𝝃)}, 𝟙ี(𝑟) + 1
஦ℎ[𝜩, 𝑟] ∀𝜩 ∈ 𝒫 (A.2.1)
where ( ൥ȓࡑූغȁ൤∈้ػȔയࡑූغ൦ػقر) is the multinomial coeﬃcient arising from the number of
ways of permuting the arguments in the Volterra kernel ℎ[𝜩, 𝑟], i.e. ( ൢൟеയൟѲയ:::യൟ೤) ≜
ൢװ
ൟеװൟѲװ:::ൟ೤װ .
Again with respect to (3.36), with 𝑞 = 3, consider the fact that the Volterra
kernel slices ℎ[0, 0, 1] = ℎ[0, 1, 0] = ℎ[1, 0, 0] are counted three times resulting in the
contribution அℎ[0, 0, 1] + ℎ[0, 1, 0] + ℎ[1, 0, 0]ஆE
q
𝑢ٮ[𝑡 − 0]𝑢ٮ[𝑡 − 1]
y
= 3ℎ[0, 1, 0]𝔐ٮൢ,
where 𝔐ൢ ≜ EJ𝑢ൢK uses the moment notation deﬁned in Section 3.2. For the case
of 𝑟 = 0, the kernel combination is represented by ℎ[𝜩, 0] where 𝜩 = {0, 1}. Using
(A.2.1), the contribution can be represented in multiset notation by writing:
஥ 3
{𝟙ี(1)}, 𝟙ี(0) + 1
஦ℎ[𝜩, 𝑟]E
q
𝑢ٮ[𝑡 − 0]𝑢ٮ[𝑡 − 1]
y
= ஥ 3
1, (1 + 1)
஦ℎ[0, 1, 0]E
q
𝑢ٮ[𝑡 − 0]𝑢ٮ[𝑡 − 1]
y
= 3!1! 2!ℎ[0, 1, 0]𝔐
ٮ
ൢ,
one obtains
= 3ℎ[0, 1, 0]𝔐ٮൢ
as required.
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Following on from these, an alternative form of (3.36) may be established as:
𝑔غ൥ػBla[𝑟] = ௝
ȁี∈੩
஥ 𝑞
{𝟙ี(∀𝑝 ≠ 𝑟 ∈ 𝝃)}, 𝟙ี(𝑟) + 1
஦ℎ[𝜩, 𝑟] ௞
ȁ൤∈้ǜี
𝔐ࡑූغ൤ػ𝔐ࡑූغ൦ػقر.
(A.2.2)
While the multiset notation may seem needlessly complicated and artiﬁcial in the
current form, this will prove useful for the simpliﬁcation of the Bla expression for
the Gaussian input case in the next section. For a speciﬁc example on obtaining the
Bla of a nonlinear system excited by inputs with an arbitrary amplitude distribution
with respect to its 5th Volterra kernel, refer to the workings in deriving (A.3.11).
A.2.2 Gaussian input case
Separating the multinomial coeﬃcient with the unordered 𝑛-tuple nature of multiset
theory allows one to simplify (A.2.2) further for inputs sequences with a Gaussian
amplitude distribution.
Let the number of unique elements not equal to 𝑟 in𝜩 be𝑚, i.e.𝑚 = ⏐⏐{𝝃\𝑟}⏐⏐.
Substituting for the moment terms 𝔐 using Table 3.1 in (A.2.2) and dropping the
subscript 𝜩 in 𝟙ี for convenience gives:
𝑔غ൥ػBla[𝑟] = ௝
ȁี∈੩
஥ 𝑞
𝟙(𝑘ر), ..., 𝟙(𝑘ൡ), [𝟙(𝑟) + 1]
஦𝔐ࡑغൟеػ ⋯𝔐ࡑغൟ೤ػ𝔐ַࡑغ൦ػقرָ ℎ(𝜩, 𝑟)
= ௝
ȁี∈੩
𝑞! [𝟙(𝑟) + 1]!!∏ൡ൝׬ر (𝟙(𝑘൝) − 1)!!
[𝟙(𝑟) + 1]!∏ൡ൝׬ر 𝟙(𝑘൝)!
ℎ[𝜩, 𝑟] (A.2.3)
To simplify the above equation, ﬁrst note that double factorials can be ex-
pressed in terms of ordinary factorials by using the identity:
(2𝑘 − 1)!! ≡ (2𝑘)!2ൟ(𝑘! ) . (A.2.4)
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Using this to replace the double factorials in (A.2.3) and cancelling terms give:
𝑔غ൥ػBla[𝑟] = ௝
ȁี∈੩
𝑞! [𝟙(𝑟) + 2]!


∏ൡ൝׬ر (𝟙(𝑘൝))!
[𝟙(𝑟) + 1]!∏ൡ൝׬ر ௭رٮ𝟙(𝑘൝)! ௮2
ࠎоೢೠп
Ѳ

∏ൡ൝׬ر 𝟙(𝑘൝)!
ℎ[𝜩, 𝑟]
= ௝
ȁี∈੩
𝑞! [𝟙(𝑟) + 2]!

[𝟙(𝑟) + 1]!௭ࡑغ൦ػقٮٮ ௮! 2
ࠎо೩пцѲ
Ѳ ∏ൡ൝׬ر ௭رٮ𝟙(𝑘൝)௮! 2
ࠎоೢೠп
Ѳ
ℎ[𝜩, 𝑟]
= ௝
ȁี∈੩
𝑞!
[𝟙(𝑟) + 2]
௭ࡑغ൦ػقٮٮ ௮ ! 2
ࠎо೩пцѲ
Ѳ ∏ൡ൝׬ر ௭رٮ𝟙(𝑘൝)௮! 2
ࠎоೢೠп
Ѳ
ℎ[𝜩, 𝑟]
= ௝
ȁี∈੩
𝑞!
∏้Ǥี ௭رٮ𝟙ี(𝝃)௮! 2
ࠎо෪п
Ѳ
ℎ(𝜩, 𝑟). (A.2.5)
Also, a variant of the double factorial identity of (A.2.4) can be written as:
(2𝑘 + 1)!! ≡ (2𝑘 + 1)!2ൟ(𝑘! )
so that:
(2𝑘 + 1)!≡ (2𝑘 + 1)!! 2ൟ(𝑘! ). (A.2.6)
By making a substitution of 𝑞! in (A.2.5) for 𝑞!! using (A.2.6), (A.2.5) can be further
simpliﬁed to:
𝑔غ൥ػBla[𝑟] = ௝
ȁี∈੩
𝑞!! 2 ೨ťеѲ அ൥Ǌرٮ ஆ!
∏้Ǥี ௭رٮ𝟙ี(𝝃)௮! 2
ࠎо෪п
Ѳ
ℎ[𝜩, 𝑟]. (A.2.7)
Observe that:
2 ೨ťеѲ
∏้Ǥี 2
ࠎо෪п
Ѳ
= 2
೨ťе
Ѳ
2∑ ࠎо෪пѲ
= 2
غ൥Ǌرػ
2∑ࡑූغ้ػ (A.2.8)
and notice ∑𝟙ี(𝝃) represents the sum of the number of all elements in 𝜩. This
is the cardinality |𝜩| and is by deﬁnition equal to 𝑞 − 1; hence the numerator and
denominator of (A.2.8) cancel out. Using the same simpliﬁcation in (A.2.7) yields:
𝑔غ൥ػBla[𝑟] = ௝
ȁี∈੩
𝑞!! க൥Ǌرٮ ஖!
∏้Ǥี ௭رٮ𝟙ี(𝝃)௮!
ℎ[𝜩, 𝑟].
168
A.2. The theoretical Blas for discrete-time Volterra systems
Expressing the factorials as a multinomial coeﬃcient term gives:
= 𝑞!! ௝
ȁี∈੩
஥
൥Ǌر
ٮ
{رٮ𝟙ี(∀𝑝 ∈ 𝝃)}
஦ℎ[𝜩, 𝑟]. (A.2.9)
The term responsible for the moments 𝑞!! is decoupled and one is left only with
a multinomial coeﬃcient within the summation. The multinomial coeﬃcient here
corresponds to counting the permutations of the Volterra kernel arguments as pairs
(see the next section), eﬀectively treating each paired argument as single uniﬁed en-
tities. Because of this, one can now replace the set notation with multi-dimensional
summations and write, for zero-mean Gaussian inputs:
𝑔غ൥ػBla[𝑟] = 𝑞!!
ǻ
௝
ൟе
⋯
ǻ
௝
ൟ೧
ℎغ൥ػஇ𝑘ر, 𝑘ر, 𝑘ٮ, 𝑘ٮ, ::: , 𝑘൤, 𝑘൤, 𝑟ஈ
= 𝔐غ൥قرػ
ǻ
௝
ൟе
⋯
ǻ
௝
ൟ೧
ℎغ൥ػஇ
pairing
ÆÇÅ𝑘ر, 𝑘ر, 𝑘ٮ, 𝑘ٮ, ::: , 𝑘൤, 𝑘൤ÑÓÓÓÓÓÓÓÓÓÓÓÓÓÓÒÓÓÓÓÓÓÓÓÓÓÓÓÓÓÐ
൥Ǌر terms, ൤ pairs
, 𝑟ஈ (A.2.10)
where 𝑞 is odd and 𝑝 = (𝑞 − 1)/2.
Non-triviality arising from the pairing of the Volterra kernel dimension argu-
ments
This pair-wise dimension argument arrangement in (A.2.10) arises from the fact
that, considering zero-mean input sequences in which all of their odd order higher
moments are zero; for (3.36) to be non-trivial, even order higher moment terms must
be constructed from the combination of dimension arguments 𝑘ഁ of (3.36) in pairs,
where a pair refers to any two arguments in the Volterra kernel numerically equal
to each other (Schetzen, 1980/2006). As such, the Volterra kernel is non-trivial only
when 𝟙ี(𝑥) ∈ 2ℕڃ ∀𝑥 ∈ 𝝃 and it is only necessary to sum contributions where this
criterion applies. Note that pairing does not preclude the occurrence of quadruplets,
sextuplets, etc. if the degree of the kernel is suﬃcient. The only exception is in the
element of interest 𝑟, where there must be an odd number of them occurring in
the argument for the Bla to be non-trivial, due to the cross-correlation operation
introducing an extra ‘𝑢[𝑡 − 𝑟]’ term in (3.36).
Another explanation for the unique ability of Gaussian sequences to decom-
pose a Volterra summation of the form in (3.36) into paired argument form in
(A.2.10) is through the Isserlis’ theorem (Isserlis, 1916, 1918). The theorem states
that, for 𝑥 ∼ 𝒩:
EJ𝑥ر𝑥ٮ ⋯𝑥ٮൢK =௝௞EJ𝑥ൕ𝑥ൖK (A.2.11)
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where the notation ∑∏ signiﬁes the sum over all distinct ways of partitioning
𝑥ر𝑥ٮ ⋯𝑥ٮൢ into pairs (Michalowicz, Nichols, Bucholtz & Olson, 2009). This is com-
patible with how non-zero terms arise from the Bla as explained in this section.
A similar pairing characteristic arises when the analysis is performed in the
frequency domain (see Pintelon & Schoukens, 2012, app. 3.B).
A.2.3 Binary input case
The simple result in (A.2.10) is valid if and only if the input has a Gaussian amp-
litude distribution as the simpliﬁcation relies on the speciﬁc combinatorial nature
of the Gaussian moments. For other input sequences such as binary sequences, it
is not possible to decouple the moment terms (all of which equal unity) with the
multinomial coeﬃcients. A correction factor is required to compensate for the com-
binatorial deﬁciency when summing paired arguments in order to match the exact
number occurrence of terms with an argument pattern of the form ℎஇ𝑘ر, 𝑘ر, 𝑘ٮ, 𝑘ٮ,
::: , 𝑘൤, 𝑘൤, 𝑟ஈ, to those naturally arise from of the general summation operation of
ℎஇ𝑘ر, 𝑘ٮ, ::: , 𝑘൥Ǌر, 𝑟ஈ in (3.36).
The following example illustrates how diﬀerences arise between Gaussian
and other sequences in computing the theoretical Bla with a 7th order Volterra
kernel; the relatively high kernel degree showcases the eﬀect of various argument
combinations on the constant of proportionality.
Example Consider a Bla with a seventh Volterra kernel contribution ℎغٝػ only
with input denoted as 𝑢. Using (3.36), part of the Bla includes the summation
term of the form:
𝑆ٮയ׻യر =
ǻ
௝
ൟе׬ڃ
ǻ
௝
ൟѲ׬ڃ
ℎغٝػ [𝑘ر, 𝑘ر, 𝑘ٮ, 𝑘ٮ, 𝑘ٮ, 𝑘ٮ, 𝑟] 𝑢ٮ[𝑡 − 𝑘ر]𝑢׻[𝑡 − 𝑘ٮ]𝑢ٮ[𝑡 − 𝑟]
⏐⏐⏐⏐ൟеޫൟѲ
.
Within the summation of 𝑆ٮയ׻യر, terms can only have the following three forms:
⎧⎪⎪
⎨⎪⎪
⎩
( ٝٮയ׻യر) ℎغٝػ [𝑘ر, 𝑘ر, 𝑘ٮ, 𝑘ٮ, 𝑘ٮ, 𝑘ٮ, 𝑟]𝔐ٮٮ𝔐׻ for 𝑘ر ≠ 𝑘ٮ ≠ 𝑟
( ٝ׻യ٦) ℎغٝػ [𝑘ر, 𝑘ر, 𝑘ٮ, 𝑘ٮ, 𝑘ٮ, 𝑘ٮ, 𝑟]𝔐ٮ׻ for 𝑘ٮ ≠ 𝑟, 𝑘ر = 𝑟
( ٝٮയ׹) ℎغٝػ [𝑘ر, 𝑘ر, 𝑘ٮ, 𝑘ٮ, 𝑘ٮ, 𝑘ٮ, 𝑟]𝔐ٮ𝔐ٟ for 𝑘ر ≠ 𝑟, 𝑘ٮ = 𝑟
=
⎧⎪⎪
⎨⎪⎪
⎩
105 ℎغٝػ [𝑘ر, 𝑘ر, 𝑘ٮ, 𝑘ٮ, 𝑘ٮ, 𝑘ٮ, 𝑟]𝔐ٮٮ𝔐׻
35 ℎغٝػ [𝑟, 𝑟, 𝑘ٮ, 𝑘ٮ, 𝑘ٮ, 𝑘ٮ, 𝑟]𝔐ٮ׻
21 ℎغٝػ [𝑘ر, 𝑘ر, 𝑟, 𝑟, 𝑟, 𝑟, 𝑟]𝔐ٮ𝔐ٟ .
(A.2.12)
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If 𝑢 ∼ 𝒩(0, 1), using Table 3.1,𝔐ٮٮ𝔐׻ = 3,𝔐ٮ׻ = 9 and𝔐ٮ𝔐ٟ = 15. Substituting
these moment terms into (A.2.12) one obtains:
=
⎧⎪⎪
⎨⎪⎪
⎩
315 ℎغٝػ [𝑘ر, 𝑘ر, 𝑘ٮ, 𝑘ٮ, 𝑘ٮ, 𝑘ٮ, 𝑟] for 𝑘ر ≠ 𝑘ٮ ≠ 𝑟
315 ℎغٝػ [𝑟, 𝑟, 𝑘ٮ, 𝑘ٮ, 𝑘ٮ, 𝑘ٮ, 𝑟] for 𝑘ٮ ≠ 𝑟
315 ℎغٝػ [𝑘ر, 𝑘ر, 𝑟, 𝑟, 𝑟, 𝑟, 𝑟] for 𝑘ر ≠ 𝑟.
(A.2.13)
Observe that the constants of proportionality for all three forms are equal
to 315. This is not the case if ⟨𝑢⟩ is non-Gaussian. For instance, if ⟨𝑢⟩ is a uniform
zero-mean random binary sequence with all higher order moments equal to unity,
the contributions from diﬀerent Volterra kernel slices probed at time element of
interest 𝑟 are summed in diﬀerent proportions. This disproportionality results in a
bias.
It is possible to rewrite (3.36) to consider only the summation of non-trivial
terms for binary sequences by using the multiset notation, similar to steps performed
in obtaining (A.2.2). This results in:
𝑔غ൥ػ੮Ѳ BLA[𝑟] = ௝
ȁี∈੩
஥
൥Ǌر
ٮ
{رٮ𝟙ี(∀𝑝 ∈ 𝝃)}
஦ 1[𝟙ี(𝑟) + 1]!!∏ൡ൝׬ر (𝟙ี(𝑘൝) − 1)!!
ℎ[𝜩, 𝑟]
(A.2.14)
=
ǻ
௝
ൟе
⋯
ǻ
௝
ൟ೧
𝛾(𝜩, 𝒓)ℎغ൥ػஇ𝑘ر, 𝑘ر, 𝑘ٮ, 𝑘ٮ, ::: , 𝑘൤, 𝑘൤, 𝑟ஈ. (A.2.15)
Here 𝛾(𝜩, 𝒓) is a correction term related to the reciprocal of the products of Gaussian
moments, with its value dependent on which and how many of the 𝑘൝ terms are equal
to each other and which of them are equal to 𝑟.
For a speciﬁc example on obtaining the Bla of a nonlinear system excited
by zero-mean binary inputs with respect to its 5th kernel, refer to the workings in
deriving (A.3.6) in Appendix A.3.
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A.3 The Bs of a Wiener system with a pure quintic non-
linearity
A.3.1 Gaussian input case
Using (A.2.10), the Bla of a nonlinear system described by a 5th degree Volterra
kernel excited by zero-mean Gaussian inputs with normalised power is given by:
𝑔غ׹ػ੧Bla[𝑟] = 5!!
ǻ
௝
ൟе
ǻ
௝
ൟѲ
ℎغ൥ػஇ𝑘ر, 𝑘ر, 𝑘ٮ, 𝑘ٮ, 𝑟ஈ
= 15
ǻ
௝
ൟе
ǻ
௝
ൟѲ
ℎغ൥ػஇ𝑘ر, 𝑘ر, 𝑘ٮ, 𝑘ٮ, 𝑟ஈ. (A.3.1)
If the nonlinear system is a Wiener system constructed from a linearity with impulse
response function (Irf) of 𝑔[𝑘] followed by a pure quintic nonlinearity, its Volterra
kernel ℎ[𝑎, 𝑏, 𝑐, 𝑑, 𝑒] collapses into the product 𝑔[𝑎]𝑔[𝑏]𝑔[𝑐]𝑔[𝑑]𝑔[𝑒]. In such a case,
(A.3.1) is simpliﬁed to:
𝑔غ׹ػ੧Bla[𝑟] = 15
ǻ
௝
ൟе
ǻ
௝
ൟѲ
𝑔ٮ[𝑘ر]𝑔ٮ[𝑘ٮ]𝑔[𝑟]
= 15𝑔[𝑟]
ǻ
௝
ൟе
ǻ
௝
ൟѲ
𝑔ٮ[𝑘ر]𝑔ٮ[𝑘ٮ]
= 15𝑔[𝑟]஥
ǻ
௝
ൟ׬ڃ
𝑔ٮ[𝑘]஦
ٮ
. (A.3.2)
A.3.2 Binary input case
With respect to zero-mean binary inputs, using (A.2.14), one can deduce that a 5th
degree Volterra series contains the following forms of non-trivial (non-zero) contri-
butions:
⎧⎪⎪⎪
⎨⎪⎪⎪
⎩
( ׹ٮയٮയر) ℎغ׹ػ [𝑘ر, 𝑘ر, 𝑘ٮ, 𝑘ٮ, 𝑟] for 𝑘ر ≠ 𝑘ٮ ≠ 𝑟
( ׹ٮയ٦) ℎغ׹ػ [𝑘, 𝑘, 𝑟, 𝑟, 𝑟] for 𝑘ر ≠ 𝑟, 𝑘ٮ = 𝑟
( ׹׻യر) ℎغ׹ػ [𝑘, 𝑘, 𝑘, 𝑘, 𝑟] for 𝑘ر = 𝑘ٮ ≠ 𝑟
(׹׹) ℎغ׹ػ [𝑟, 𝑟, 𝑟, 𝑟, 𝑟] for 𝑘ر = 𝑘ٮ = 𝑟
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⎧⎪⎪⎪
⎨⎪⎪⎪
⎩
15ℎغ׹ػ [𝑘ر, 𝑘ر, 𝑘ٮ, 𝑘ٮ, 𝑟]
10ℎغ׹ػ [𝑘, 𝑘, 𝑟, 𝑟, 𝑟]
5ℎغ׹ػ [𝑘, 𝑘, 𝑘, 𝑘, 𝑟]
ℎغ׹ػ [𝑟, 𝑟, 𝑟, 𝑟, 𝑟] .
(A.3.3)
The binary BLA is then given by:
𝑔غ׹ػ੮Ѳ BLA[𝑟] = 15
ǻ
௝
ൟе׬ڃ
ǻ
௝
ൟѲ׬ڃÑÓÓÓÒÓÓÓÐ
ൟеޫൟѲޫ൦
ℎغ׹ػ [𝑘ر, 𝑘ر, 𝑘ٮ, 𝑘ٮ, 𝑟] (A.3.4a)
+ 10
ǻ
௝
ൟ׬ڃ
ൟޫ൦
ℎغ׹ػ [𝑘, 𝑘, 𝑟, 𝑟, 𝑟] (A.3.4b)
+ 5
ǻ
௝
ൟ׬ڃ
ൟޫ൦
ℎغ׹ػ [𝑘, 𝑘, 𝑘, 𝑘, 𝑟] (A.3.4c)
+ ℎغ׹ػ [𝑟, 𝑟, 𝑟, 𝑟, 𝑟]. (A.3.4d)
Looking at (A.3.4a) (the ﬁrst term), it is beneﬁcial to relax the requirement of
𝑘ر ≠ 𝑘ٮ ≠ 𝑟 within the double summations. Before dealing with the ﬁrst term,
which incorporates the other terms within the summations, it is easier to ﬁrstly
consider the relaxation of the requirements of 𝑘 ≠ 𝑟 for (A.3.4b) and (A.3.4c). One
may deﬁne 𝑆ٮയ٦ and 𝑆׻യر, respectively, for (A.3.4b) and (A.3.4c) as:
𝑆ٮയ٦ ≜
ǻ
௝
ൟ׬ڃ
ℎغ׹ػ [𝑘, 𝑘, 𝑟, 𝑟, 𝑟]
=
ǻ
௝
ൟ׬ڃ
ൟޫ൦
ℎغ׹ػ [𝑘, 𝑘, 𝑟, 𝑟, 𝑟] + ℎغ׹ػ [𝑟, 𝑟, 𝑟, 𝑟, 𝑟]
∴
ǻ
௝
ൟ׬ڃ
ൟޫ൦
ℎغ׹ػ [𝑘, 𝑘, 𝑟, 𝑟, 𝑟] = 𝑆ٮയ٦ − ℎغ׹ػ [𝑟, 𝑟, 𝑟, 𝑟, 𝑟] (A.3.5a)
and
𝑆׻യر ≜
ǻ
௝
ൟ׬ڃ
ℎغ׹ػ [𝑘, 𝑘, 𝑘, 𝑘, 𝑟]
=
ǻ
௝
ൟ׬ڃ
ൟޫ൦
ℎغ׹ػ [𝑘, 𝑘, 𝑘, 𝑘, 𝑟] + ℎغ׹ػ [𝑟, 𝑟, 𝑟, 𝑟, 𝑟]
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∴
ǻ
௝
ൟ׬ڃ
ൟޫ൦
ℎغ׹ػ [𝑘, 𝑘, 𝑘, 𝑘, 𝑟] = 𝑆׻യر − ℎغ׹ػ [𝑟, 𝑟, 𝑟, 𝑟, 𝑟]. (A.3.5b)
Similarly, consider the full unrestricted double sum denoted by 𝑆ٮയٮയر and writing it
in terms of (A.3.4a):
𝑆ٮയٮയر ≜
ǻ
௝
ൟе׬ڃ
ǻ
௝
ൟѲ׬ڃ
ℎغ׹ػ [𝑘ر, 𝑘ر, 𝑘ٮ, 𝑘ٮ, 𝑟]
=
ǻ
௝
ൟе׬ڃ
ǻ
௝
ൟѲ׬ڃÑÓÓÓÒÓÓÓÐ
ൟеޫൟѲޫ൦
ℎغ׹ػ [𝑘ر, 𝑘ر, 𝑘ٮ, 𝑘ٮ, 𝑟]
+ க21஖
ǻ
௝
ൟ׬ڃ
ൟޫ൦
ℎغ׹ػ [𝑘, 𝑘, 𝑟, 𝑟, 𝑟]
+
ǻ
௝
ൟ׬ڃ
ൟޫ൦
ℎغ׹ػ [𝑘, 𝑘, 𝑘, 𝑘, 𝑟].
Substituting (A.3.5a) and (A.3.5b) into the equation yields:
𝑆ٮയٮയر =
ǻ
௝
ൟе׬ڃ
ǻ
௝
ൟѲ׬ڃÑÓÓÓÒÓÓÓÐ
ൟеޫൟѲޫ൦
ℎغ׹ػ [𝑘ر, 𝑘ر, 𝑘ٮ, 𝑘ٮ, 𝑟]
+ 2𝑆ٮയ٦ − 2ℎغ׹ػ [𝑟, 𝑟, 𝑟, 𝑟, 𝑟]
+ 𝑆׻യر − ℎغ׹ػ [𝑟, 𝑟, 𝑟, 𝑟, 𝑟]
=
ǻ
௝
ൟе׬ڃ
ǻ
௝
ൟѲ׬ڃÑÓÓÓÒÓÓÓÐ
ൟеޫൟѲޫ൦
ℎغ׹ػ [𝑘ر, 𝑘ر, 𝑘ٮ, 𝑘ٮ, 𝑟]
+ 2𝑆ٮയ٦ + 𝑆׻യر − 3ℎغ׹ػ [𝑟, 𝑟, 𝑟, 𝑟, 𝑟]
∴
ǻ
௝
ൟе׬ڃ
ǻ
௝
ൟѲ׬ڃÑÓÓÓÒÓÓÓÐ
ൟеޫൟѲޫ൦
ℎغ׹ػ [𝑘ر, 𝑘ر, 𝑘ٮ, 𝑘ٮ, 𝑟] = 𝑆ٮയٮയر − 2𝑆ٮയ٦ − 𝑆׻യر + 3ℎغ׹ػ [𝑟, 𝑟, 𝑟, 𝑟, 𝑟].
(A.3.5c)
Finally, substitute (A.3.5a), (A.3.5b) and (A.3.5c) into (A.3.4) one obtains the Bla
of a Wiener system with a pure quintic nonlinearity excited by zero-mean binary
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inputs as:
𝑔غ׹ػ੮Ѳ BLA[𝑟] = 15𝑆ٮയٮയر − 30𝑆ٮയ٦ − 15𝑆׻യر + 45ℎ
غ׹ػ [𝑟, 𝑟, 𝑟, 𝑟, 𝑟]
+ 10𝑆ٮയ٦ − 10ℎغ׹ػ [𝑟, 𝑟, 𝑟, 𝑟, 𝑟]
+ 5𝑆׻യر − 5ℎغ׹ػ [𝑟, 𝑟, 𝑟, 𝑟, 𝑟]
+ ℎغ׹ػ [𝑟, 𝑟, 𝑟, 𝑟, 𝑟]
= 15𝑆ٮയٮയر − 20𝑆ٮയ٦ − 10𝑆׻യر + 16ℎغ׹ػ [𝑟, 𝑟, 𝑟, 𝑟, 𝑟]
𝑔غ׹ػ੮Ѳ BLA[𝑟] = 15
ǻ
௝
ൟе׬ڃ
ǻ
௝
ൟѲ׬ڃ
ℎغ׹ػ [𝑘ر, 𝑘ر, 𝑘ٮ, 𝑘ٮ, 𝑟] − 20
ǻ
௝
ൟ׬ڃ
ℎغ׹ػ [𝑘, 𝑘, 𝑟, 𝑟, 𝑟]
− 10
ǻ
௝
ൟ׬ڃ
ℎغ׹ػ [𝑘, 𝑘, 𝑘, 𝑘, 𝑟] + 16ℎغ׹ػ [𝑟, 𝑟, 𝑟, 𝑟, 𝑟]. (A.3.6)
One can also write (A.3.6) in terms of the Gaussian case of (A.3.1), resulting in:
𝑔غ׹ػ੮Ѳ BLA[𝑟] = 𝑔
غ׹ػ
੧Bla[𝑟] − 20
ǻ
௝
ൟ׬ڃ
ℎغ׹ػ [𝑘, 𝑘, 𝑟, 𝑟, 𝑟]
− 10
ǻ
௝
ൟ׬ڃ
ℎغ׹ػ [𝑘, 𝑘, 𝑘, 𝑘, 𝑟] + 16ℎغ׹ػ [𝑟, 𝑟, 𝑟, 𝑟, 𝑟]. (A.3.7)
Again, if the nonlinear system is a Wiener system constructed from a lin-
earity with Irf of 𝑔[𝑘] followed by a pure quintic nonlinearity, its Volterra kernel
ℎ[𝑎, 𝑏, 𝑐, 𝑑, 𝑒] collapses into the product 𝑔[𝑎]𝑔[𝑏]𝑔[𝑐]𝑔[𝑑]𝑔[𝑒]. In such a case, (A.3.7) is
simpliﬁed to:
𝑔غ׹ػ੮Ѳ BLA[𝑟] = 𝑔
غ׹ػ
੧Bla[𝑟] − 20𝑔٦[𝑟]
ǻ
௝
ൟ׬ڃ
𝑔ٮ[𝑘]
− 10𝑔[𝑟]
ǻ
௝
ൟ׬ڃ
𝑔׻[𝑘] + 16𝑔׹[𝑟]. (A.3.8)
A.3.3 Arbitrary input case
For any zero-mean arbitrary input, similar to the steps performed in deriving (A.3.3),
there are non-trivial contributions of the Volterra series in the form of:
⎧⎪⎪⎪
⎨⎪⎪⎪
⎩
( ׹ٮയٮയر) ℎغ׹ػ [𝑘ر, 𝑘ر, 𝑘ٮ, 𝑘ٮ, 𝑟] (𝔐ٮ)٦ for 𝑘ر ≠ 𝑘ٮ ≠ 𝑟
( ׹ٮയ٦) ℎغ׹ػ [𝑘, 𝑘, 𝑟, 𝑟, 𝑟]𝔐ٮ𝔐׻ for 𝑘ر ≠ 𝑟, 𝑘ٮ = 𝑟
( ׹׻യر) ℎغ׹ػ [𝑘, 𝑘, 𝑘, 𝑘, 𝑟]𝔐ٮ𝔐׻ for 𝑘ر = 𝑘ٮ ≠ 𝑟
(׹׹) ℎغ׹ػ [𝑟, 𝑟, 𝑟, 𝑟, 𝑟]𝔐ٟ for 𝑘ر = 𝑘ٮ = 𝑟
(A.3.9)
where 𝔐ൢ ≜ EJ𝑢ൢK is the moment notation deﬁned in Section 3.2.
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Recall from (3.27) that the deﬁnition of the non-Gaussian moment cor-
rection terms is 𝛿ൢ ≜ E
r
𝑢ൢ[𝑘]
z
− (𝑛 − 1)!! 𝜎ൢ for even 𝑛, where 𝑢ൢ[𝑘] is some
zero-mean arbitrary sequence. Normalising the power of the sequences such that
𝜎ٮ = 𝔐ٮ = E
r
𝑢ٮ[𝑘]
z
= 1 and hence 𝛿ٮ = 0, one can write the contributions to
Bla of this arbitrary sequence in terms of Gaussian moment by applying (A.3.9)
for both Gaussian and arbitrary signals as:
𝑔غ׹ػੱBLA = 𝑔
غ׹ػ
੧BLA + 𝑔
غ׹ػ
ੱBLA − 𝑔
غ׹ػ
੧BLA
= 𝑔غ׹ػ੧BLA +







(15 − 15)
ǻ
௝
ൟе׬ڃ
ǻ
௝
ൟѲ׬ڃÑÓÓÓÒÓÓÓÐ
ൟеޫൟѲޫ൦
ℎغ׹ػ [𝑘ر, 𝑘ر, 𝑘ٮ, 𝑘ٮ, 𝑟]
+ 10𝛿׻
ǻ
௝
ൟ׬ڃ
ൟޫ൦
ℎغ׹ػ [𝑘, 𝑘, 𝑟, 𝑟, 𝑟]
+ 5𝛿׻
ǻ
௝
ൟ׬ڃ
ൟޫ൦
ℎغ׹ػ [𝑘, 𝑘, 𝑘, 𝑘, 𝑟]
+ 𝛿ٟℎغ׹ػ [𝑟, 𝑟, 𝑟, 𝑟, 𝑟]
𝑔غ׹ػੱBLA = 𝑔
غ׹ػ
੧BLA + 10𝛿׻
ǻ
௝
ൟ׬ڃ
ℎغ׹ػ [𝑘, 𝑘, 𝑟, 𝑟, 𝑟]
+ 5𝛿׻
ǻ
௝
ൟ׬ڃ
ℎغ׹ػ [𝑘, 𝑘, 𝑘, 𝑘, 𝑟]
+ (𝛿ٟ − 15𝛿׻)ℎغ׹ػ [𝑟, 𝑟, 𝑟, 𝑟, 𝑟]. (A.3.10)
Finally, analogous to (A.3.8), if the nonlinear system is a Wiener system with
Irf of 𝑔[𝑘] followed by a pure quintic nonlinearity, (A.3.10) becomes:
𝑔ੱBLA[𝑟] = 𝑔੧BLA[𝑟] + 10𝛿׻𝑔٦[𝑟]
ǻ
௝
ൟ׬ڃ
𝑔ٮ[𝑘]
+ 5𝛿׻𝑔[𝑟]
ǻ
௝
ൟ׬ڃ
𝑔׻[𝑘] + (𝛿ٟ − 15𝛿׻)𝑔׹[𝑟]. (A.3.11)
Using the deﬁnition of 𝛿ൢ for a binary input with power of unity, 𝛿׻ = 1−(4−1)!! =
1 − 3 = −2 and 𝛿ٟ = 1 − (6 − 1)!!= 1 − 15 = −14. Substituting these into (A.3.11)
one obtains again (A.3.8), as required.
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A.4 Settling time for ﬁrst and second order systems
This section explains the deﬁnition of the 1% settling time in the 𝑥-axis labels in
Fig. 3.7 and 3.9 of Section 3.5.2. The unit Irf is the response of a system subjected
to an ideal Dirac delta function as input 𝑢(𝑡 > 0) = 𝛿(𝑡). For a ﬁrst order linear
dynamical system the unit Irf is given by:
𝑦(𝑡) = 𝑒Ǌ ೫ಕ (A.4.1)
where 𝜏 is the time constant. There is no universal deﬁnition for the length of an
exponentially decaying Irf. To enable comparison with a second order system where
the deﬁnition of a time constant is non-existent, Section 3.5.2 takes the settling time
to be 1% of the initial value at 𝑡 = 0.
First order system
The time taken for the ﬁrst order unit Irf to reach 1% of its initial value is:
𝑒Ǌ ೫ಕ = 0.01
𝑡 = −𝜏 ln 0.01 = 4.605𝜏. (A.4.2)
Some may prefer to deﬁne the settling time as 5 time constants.
Second order system
The unit Irf for an under-damped (0 < 𝜁 < 1) second order linear dynamical system
is given by:
𝑦(𝑡) = 1
𝜔n௵1− 𝜁ٮ
𝑒Ǌആഗn൨ sin க𝜔n𝑡௵1 − 𝜁ٮ஖
= 𝐶𝑒Ǌആഗn൨ sin க𝜔n𝑡௵1 − 𝜁ٮ஖ (A.4.3)
where 𝜁 is the damping coeﬃcient, 𝜔n is the undamped natural frequency and 𝐶 is a
scalar constant. To enable fair comparison with the ﬁrst order case, the oscillatory
sinusoidal term of this second order Irf is ignored. The scalar constant does not
aﬀect the ratio of initial value to the 1% value. Therefore, the settling time hence
depends only upon the exponent term 𝑒Ǌആഗn൨, such that:
𝑒Ǌആഗn൨ = 0.01
𝑡 = − ln 0.01𝜁𝜔n
. (A.4.4)
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The knowledge of 𝜁𝜔n may be extracted from the poles the second order system
through workings detailed in Appendix A.5.
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A.5 Obtaining 𝜁 and 𝜔n from z-domain poles of a second
order system
This section documents the steps in obtaining the damping coeﬃcient 𝜁 and un-
damped natural frequency 𝜔n from z-domain poles of a second order linear dynam-
ical system, required in Section 3.5.2 of the main text. A continuous time second
order linear dynamical system may be described by the s-domain representation of
sٮ+𝜁𝜔n s+𝜔ٮn = 0.
Solving for parameter s gives:
s = −𝜁𝜔n ± j𝜔n௵1− 𝜁ٮ. (A.5.1)
It is possible to obtain the sampled z-domain representation by the relation z ≜ 𝑒sൈ
where 𝑇 is the sampling interval. (A.5.1) can then be written as:
z = 𝑒Ǌആഗnൈǐڋഗnൈ௵1− 𝜁ٮ. (A.5.2)
The sampling interval 𝑇, for simplicity, is taken as 1 in the main text.
Let poles in z-domain be deﬁned by polar coordinate 𝑒Ǌ൦ (cos 𝜃 ± j sin 𝜃), by
Euler’s formula this is equivalent to (𝑒Ǌ൦ǐڋഈ). By deﬁnition for a given pole 𝑝,
z−𝑝 = 0. Equating the poles in (A.5.2) and taking natural logarithm of both sides
give:
− 𝑟 ± j𝜃 = −𝜁𝜔n ± j𝜔n௵1− 𝜁ٮ. (A.5.3)
Equating real and imaginary parts yields:
⎧
⎨⎩
𝑟 = 𝜁𝜔n
𝜃 = 𝜔n௵1− 𝜁ٮ.
(A.5.4)
It can be seen that the product term 𝜁𝜔n of (A.4.4) is simply equal to 𝑟, the vector
of independent variables tested in Section 3.5.2. For completeness, solving simul-
taneously for 𝜁 and 𝜔n in terms of 𝑟 and 𝜃 gives:
⎧
⎨
⎩
𝜁 = 𝑟√
𝑟ٮ + 𝜃ٮ
𝜔n =
√
𝑟ٮ + 𝜃ٮ.
(A.5.5)
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M Program Codes
B.1 Program code to generate M's
This section incorporates the Matlab code used alongside with the package prs
(Tan & Godfrey, 2002; Godfrey, Tan et al., 2005) to generate Mlbs’s (see 2.3.4).
1 function out=mlbs_genpoly(m)
%This i s a function to generate a reduced set of pr imit ive polynomials of a
generating polynomial of degree m by el iminat ing mirror counterparts
3 %Call the primpoly function in prs package to obtain a l l pr imit ive polynomials :
pr = primpoly(m, ’ a l l ’ , ’ nodisplay ’ ) ;
5 %Discard Least and Most S ign i f i cant b i t fo r mirror sequence e l iminat ion algorithm :
pr=(prǊ2 m^Ǌ1)/2;
7 %Eliminating mirror sequences speed up mǊsequence generation l a t e r
prx=zeros ( cei l ( size (pr , 1 ) /2) ,1) ; %Reduced pr imit ive polynomial set
9 prx (1) = bin2dec( f l ip l r (dec2bin( pr (1) ,mǊ1)) ) ; %Reverse feedback taps
k=2;
11 for i =2:1: size (pr , 1 )
mirror = bin2dec( f l ip l r (dec2bin( pr ( i ) ,mǊ1)) ) ; %Reverse feedback taps
13 i f mirror > pr ( i ) %Check i f i t i s a mirror , binary number would be bigger
prx (k)=mirror ;
15 k=k+1;
end
17 end
prx=sort ( prx ) ;
19 out=dec2bin( prx*2+1+2 m^) ; %add the MSB and LSB back
end
Listing B.1: mlbs_genpoly.m
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function [ out]=mlbs_gensequences(m)
2 %This i s a function which generate a family of mǊsequences with a common period N
=2^mǊ1. The mirror counterparts of each sequence are omitted but can ea s i l y be
obtained by timeǊrevers ing each mǊsequence in the output . The output i s a
MATLAB structure with f i e l d ’ config ’ containing the pr imit ive polynomial as a
binary s t r ing and ’ sequence ’ containing the sequence as a vector .
primpoly = mlbs_genpoly(m) ; %Call the pr imit ive polynomial helper function
4
N = size (primpoly ,1) ; %Preal locate memory
6 MLBS_series(N,1 ) = struct ( ’ conf ig ’ , NaN(1 , size (primpoly ,2) ) , ’ sequence ’ ,zeros (2^(
size (primpoly ,2)Ǌ1)Ǌ1,1, ’ int8 ’ ) ) ; %Preal locate memory
for i =1:N
8 MLBS_series( i ) . conf ig = primpoly( i , : ) ;
MLBS_series( i ) . sequence = poly_MLB(primpoly( i , : ) ) ; %Call the poly to MLB function
in the prs package
10 end
out=MLB_series ;
Listing B.2: mlbs_gensequences.m
B.2 Program code to generate random-phasedmultisines
This section incorporates the Matlab code to generate random-phased multisines
through a procedure similar to that in Schoukens, Pintelon and Rolain (2012, p. 38).
The amplitude and phase distributions can be altered according to user needs. Ex-
ample code here generates multisines with white power spectra with root mean
squared (rms) power of unity and uniform random phase distribution within ±𝜋
radians.
1 function u_msine=msine_gensequences (N,M)
% Generate M discreteǊtime random phased mult i s ines of period N with f l a t power
spectra
3 A = ones (N,M) ; %M amplitude vectors of length N
phi = rand(N,M)*2*pi+pi ; %Phasor of random phase mult is ine with uniform phase
d i s t r ibut ion between Ǌpi and +pi
5 U = A.*exp((1 i *phi ) ) ; %Generate the multis ines ’ frequency spectra
%Only the f i r s t ha l f of the spectrum i s correct , the 2nd ha l f represents the
negative f requenc ies hence requ i res complex conjugate fo ld ing . This i s
automatical ly taken care of by the ’ symmetric ’ option of ” i f f t ” :
7 u_msine = real ( i f f t (U, ’ symmetric ’ ) ) ; %Generate the mult i s ines
% The above i s equivalent to the fo l lowing two commented l i n e s :
9 % U(1 : c e i l (N/2) , : ) =0;
% u_msine2 = rea l ( i f f t (U) ) ; ( Schoukens 2012 p .38)
11 % Factor of 2 in re f e rence i s unnecessary as s igna l i s l a t e r normalised to rms
= 1:
for k=1:M
13 u_msine ( : , k)=u_msine ( : , k) ./ std (u_msine ( : , k) ) ; %Normalise rms
end
15 end
Listing B.3: msine_gensequences.m
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B.3 Simulation experiment comparing stochastic and in-
variant spectrum signals
This section incorporates the Matlab code used for the simulation experiment
conducted in Section 4.3.
1 EXP=500; %500 experiments
N=2048; %Period of s igna ls , arb i t rary choice
3 %Test vector of M:
vecM=[1 2 3 4 5 6 7 10 11 12 13 14 15 16 20 21 22 23 24 25 30 31 32 ] ;
5 [ b , a]=butter (6 ,0 .5 ) ; %6th order butterworth lowpass , cuto f f 0.5
MSE=zeros ( length (vecM) ,2) ; %Grand tota l MSE, column 1 for mult is ine
7 mMSE=MSE; %SubǊexperiment MSE
%Generate mult is ine
9 A= ones (N,max(vecM) ) ; %Set a l l amplitudes to one , i d ea l l y only up to N/2 but th i s
i s a shortcut as i f f t in l i n e 16 take cares of th i s
for ex=1:EXP %Independent experiments
11 for m=1:length (vecM) %For d i f f e r en t values of M ( i . e . number of r e a l i s a t i on s )
M=vecM(m) ;
13
G=(freqz (b , a ,N, ’whole ’ )*ones (1 ,M) ) ; %Put rea l t rans f e r function G0 in M
columns
15
phi = rand(N,M)*2*pi+pi ; %Phasor of random phase mult is ine
17 %Real ise the mult is ine by using i f f t tr ick , much quicker than adding
indiv idual s ine waves in time domain . Going back to time domain with i f f t
and symmetric option f i x e s the incor rec t fo ld ing of the f f t spectrum
U1 = f f t ( i f f t (A( : , 1 :M) .*exp((1 i *phi ) ) , ’ symmetric ’ )*sqrt (N) ) ; %Normalised power
to 1
19 u2=randn(N,M) ; %Gaussian noise inputs , a l so have power of 1
U2=f f t (u2) ; %Gaussian noise input in frequency domain
21
Ns = f f t (randn(N,M) *0.1) ; %AWGN noise in frequency domain , factor of 0.1
r e su l t in variance 0.01 , SNR Ǌ> 20dB
23 Yhat1 = U1.*G+Ns ; %System output fo r multis ine , using frequency domain instead
of convolution r e su l t in steadyǊs tate response (no trans ient )
Yhat2 = U2.*G+Ns ; %System output fo r Gaussian noise
25
Ghat1= mean(Yhat1 .*conj (U1) ,2) ./mean(U1.*conj (U1) ,2) ; %Robust method
27 Ghat2= mean(Yhat2 .*conj (U2) ,2) ./mean(U2.*conj (U2) ,2) ;
29 mMSE(m,1) = sum(abs(Ghat1ǊG( : , 1 ) ) .^2) ; %MSE error fo r each subǊexperiment
mMSE(m,2) = sum(abs(Ghat2ǊG( : , 1 ) ) .^2) ; %MSE error fo r each subǊexperiment
31 MSE=MSE+mMSE/EXP; %Running average of MSE
end
33 display ( int2str ( ex ) ) ;
end
Listing B.4: MSEvsM.m
B.4 General procedure for calculating the theoretical B
for a Wiener system
This section incorporates the Matlab code used for the simulation experiment
conducted in Section 5.3.2, which may also be adapted as a general procedure for
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calculating the theoretical Bla for inputs with an arbitrary amplitude distribution
given a Wiener system with a polynomial nonlinearity of arbitrary order. Three
ﬁles are listed here, ﬁrstly the main program Theoretical_BLA.m and two auxiliary
functions cumprodapdci.m and intpartitions.m.
Tria l s = 5000; %Number of experiments fo r obtaining nonparametric BLA estimates
2 N=2048; %Per iod ic i ty of s i gna l s
P=2; %Number of periods Ǌ 1 for t rans i ents to decay
4 i sL inear=f a l s e ;
inputNoise=0;
6 outputNoise=0;
8 %True l i n e a r i t y impulse response ordinates
g_l inear ity = [1 0.6 0 . 1 ] ; %Linear ity IRF coe e f i c i e n t s used in chapter 6
10 l_ l inear i ty = length ( g_l inear ity ) ; %Length of l i n e a r i t y IRF
12 %Polynomial nonl inear i ty spec i f i ca ton
Pn = [1 0 0 0 0 0 0 0 0 0 ] ; %Coe f f i c i en t s in decreasing order ( degree n . . . . 0 )
14 Pn_rev = f l ip l r (Pn) ;
vecDeg = find (Pn_rev~=0)Ǌ1;
16 i f i sL inear
nl = @(x) x ;
18 else
nl = @(x) polyval (Pn, x) ; %Nonlinearity
20 end
22 vecSett ings = 1 : 5 ;
for se t t ing=vecSett ings %For a l l d i f f e r en t input types def ined below :
24 %inType Ǌ 1 : d i s c r e t e uniform di s t r ibut ion
% 2: user spe c i f i ed amplitude d i s t r ibut ion
26 % For inType = 2 only , spec i fy :
% inP Ǌ vector of p robab i l i t i e s corresponding to inL :
28 % inL Ǌ vector of absolute values L s i gn i f y ing +/ǊL amplitude l e v e l s
%co lor Ǌ co lor of the l i n e used in f i gure output
30 i =1;
s t ructSett ings ( i ) . inType=1;
32 s t ructSett ings ( i ) .name=’Binary (Uniform) ’ ;
s t ructSett ings ( i ) . co lor=’g ’ ;
34 s t ructSett ings ( i ) . uniform_a=0;
%==
36 i=i +1;
s t ructSett ings ( i ) . inType=1;
38 s t ructSett ings ( i ) .name=’Ternary (Uniform) ’ ;
s t ructSett ings ( i ) . co lor=’ c ’ ;
40 s t ructSett ings ( i ) . uniform_a=1;
%==
42 i=i +1;
s t ructSett ings ( i ) . inType=1;
44 s t ructSett ings ( i ) .name=’Quinary (Uniform) ’ ;
s t ructSett ings ( i ) . co lor=’ r ’ ;
46 s t ructSett ings ( i ) . uniform_a=2;
%==
48 i=i +1;
s t ructSett ings ( i ) . inType=2;
50 s t ructSett ings ( i ) .name=’Ternary (Optimised ) ’ ;
s t ructSett ings ( i ) . co lor=[1 0.69 0 . 3 9 ] ;
52 s t ructSett ings ( i ) . uniform_a=0;
s t ructSett ings ( i ) . inP = [ 1 / 3 ] ; %Probabi l i ty of +/Ǌl eve lǊL
54 s t ructSett ings ( i ) . inL = [ sqrt (3) ] ; %Amplitude leve lǊL
%==
56 i=i +1;
s t ructSett ings ( i ) . inType=2;
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58 s t ructSett ings ( i ) .name=’Quadratic (Optimised ) ’ ;
s t ructSett ings ( i ) . co lor=’m’ ;
60 s t ructSett ings ( i ) . uniform_a=0;
s t ructSett ings ( i ) . inP = [(3Ǌsqrt (6) )/6 (3+sqrt (6) ) /6 ] ; %Probabi l i ty of +/Ǌl eve lǊL
62 s t ructSett ings ( i ) . inL = [ sqrt(3+sqrt (6) ) sqrt(3Ǌsqrt (6) ) ] ; %Amplitude leve lǊL
clear i
64
inType = structSett ings ( se t t ing ) . inType ; %Input type
66 switch inType
case 1 %Arbitrary uniform d i s c r e t e l e v e l s i gna l fo r comparison with
68 % Gaussian , amplitudes from Ǌa to a in steps of 1 , 0 fo r binary
uniform_a = structSett ings ( se t t ing ) . uniform_a ;
70 case 2 %User spe c i f i ed probabi l i ty and amplitude l e v e l s
inP = structSet t ings ( se t t ing ) . inP ; %Probabi l i ty of +/Ǌl eve lǊL
72 inL = structSet t ings ( se t t ing ) . inL ; %Amplitude leve lǊL
end
74
%Function of Higher order centra l moments de f i n i t i on s
76 switch inType
%Moment needs to return 1 i f input i s 0 fo r the correct funct ioning of the
routine .
78 case 1 %di s c r e t e uniform di s t r ibut ion
uniform_factor = sqrt ((2*uniform_a+1)/(sum( ( 1 : uniform_a) .^2) *2) ) ;
80 fMomentsSingle=@(x) (x~=0)*(uniform_a~=0) * . . .
( (sum( ( ( 1 : uniform_a)*uniform_factor ) .^x) ) *2/(2*uniform_a+1)) +. . .
82 (uniform_a==0)+(x==0)Ǌ(uniform_a==0)*(x==0);
case 2 %user spe c i f i ed random di s c r e t e sequence
84 fMomentsSingle=@(x) (x~=0)*(sum( ( cei l (N*inP/2) ) . * ( ( inL ) .^x) *2)/N)+(x==0);
end
86 fMoments = @( array ) arrayfun ( fMomentsSingle , array ) ;
%End function de f i n i t i on s
88
doub le fac tor ia l = @(x) prod ( 3 : 2 : x) ;
90 BiasCoeff=@( r , k , deg ) multinomial (deg , [ ( r+1) ,k ] ) *prod( fMoments ( [ r+2 k ] ) ) ;
92 cumBLAGaussian=0; %I n i t i a l i s e var iab le holding Gaussian gain term
cumVecBLAarb=zeros (1 , l_ l inear i ty ) ;
94
for deg=vecDeg %For each nonl inear i ty degree
96 i f deg==1; %Linear kernel
cumVecBLAarb=cumVecBLAarb+ones (1 , l_ l inear i ty )*Pn_rev(2) ;
98 else i f (mod(deg ,2 ) ) %Only perform ca lcu lat ion on odd degrees
alphag=sum( g_l inear ity .^2) ^((degǊ1)/2) ; %Gaussian gain = pairwise sum
100 alphag=alphag*doub le fac tor ia l (deg ) ;
cumBLAGaussian=cumBLAGaussian+alphag ;
102
c e l lPa r t i t i on s=in tpa r t i t i on s (( degǊ1)/2) ; %Ident i fy a l l pos s ib l e ways of
par t i t i on ing the Volterra kernel
104 vecStdDscrp=zeros (1 , l_ l inear i ty ) ; %Standard discrepancy value fo r a part i cu la r
NL degree
106 for k=1:length ( c e l lPa r t i t i on s )
%For degree 7 , integer par t i t i on of (7Ǌ1)/2 , = 3 => e . g . {1 ,1 ,2}
108 vecPart = ce l lPa r t i t i on s {k}*2; %{1 ,1 ,2} Ǌ> %{2,2 ,4}
%e . g . {2 ,2 ,4} represents h(a , a , b , b , r , r , r )M_2 M_2 M_4 or h( r , a , a , b , b , b , b)M_2
M_2 M_4
110 NvecPart=length ( vecPart ) ;
vecPartUnique = unique ( vecPart ) ;
112
NtempTrunc=NvecPartǊ1;
114 for j =1:length ( vecPartUnique ) %For each unique combo , s p l i t into g( r )
parts
%Using above example of integer part i t i on r e su l t {2 ,2 ,4} , unique combo i s 2
and 4.
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116 %In essence we are te s t ing fo r both unique case : h(a , a , b , b , r , r , r )M_2 M_2 M_4,
and h( r , a , a , b , b , b , b)M_2 M_2 M_4
tempTrunc = vecPart ;
118 tempTrunc( find ( vecPart==vecPartUnique ( j ) ,1 , ’ f i r s t ’ ) ) = [ ] ; %Take f i r s t
element
120 i f ~isempty(tempTrunc)
matPower_g=zeros ( l_l inear i ty ,NtempTrunc) ;
122 for l =1:NtempTrunc ;
matPower_g ( : , l )=g_linear ity .^ tempTrunc( l ) ; %Raise IRF to each power
124 end
%Combinatorial correct ion factor needed to normalise r e su l t from
cumprodapdci function l a t e r :
126 correct ionFactor = prod( f a c t o r i a l ( h i s t c (tempTrunc , unique (tempTrunc) ) ) ) ;
%cumprodapdci function implements equation A.2 . 1
128 tempDscrp = g_linear ity .^ vecPartUnique ( j ) . * ( BiasCoeff ( vecPartUnique ( j ) ,
tempTrunc , deg )*cumprodapdci (matPower_g , ( 1 : l_ l inear i ty ) ’ ) ’/
correct ionFactor ) ;
else %Lone element
130 tempDscrp = g_linear ity .^ vecPartUnique ( j ) . * ( BiasCoeff ( vecPartUnique
( j ) ,0 , deg ) ) ;
end
132 vecStdDscrp=vecStdDscrp+tempDscrp ; %Include the par t i a l sum
end
134 %In fo l lowing l ines , g(k) only need to be evaluated once , using example
before , h(a , a , b , b , c , c , c , c )M_2 M_2 M_4
vecCountDOF = ( h i s t c ( vecPart , vecPartUnique ) ) ; %Factor ia l s of the degrees of
freedom , needed for normalisation with cumprodapdci
136 i f any(vecCountDOF>21)
warning ( ’ Prec is ion may be hampered by large f a c t o r i a l numbers ’ )
138 end
correct ionFactor = prod( f a c t o r i a l (vecCountDOF) ) ; %Product of the f a c t o r i a l s
of the degrees of freedom , needed for normalisation with cumprodapdci
140 matPower_g=zeros ( l_l inear i ty , NvecPart ) ;
for l =1:NvecPart ;
142 matPower_g ( : , l )=g_linear ity .^ vecPart ( l ) ;
end
144 tempDscrp = (BiasCoeff (0 , vecPart , deg )*cumprodapdci (matPower_g , ( 1 :
l_ l inear i ty ) ’ ) ’/ correct ionFactor ) ;
vecStdDscrp=vecStdDscrp+tempDscrp ;
146 end
cumVecBLAarb=cumVecBLAarb+vecStdDscrp*Pn_rev(deg+1) ; %Polynomial c o e f f i c i e n t
148 end %End of each NL degree
150 TheoryBLA_gaussian = cumBLAGaussian*g_l inear ity ; %Gaussian BLA re su l t
TheoryBLA_arb = g_linear ity .*cumVecBLAarb ; %Gaussian BLA re su l t
152 end %End of each input type
Listing B.5: Theoretical_BLA.m
function SUM = cumprodapdci (dataArray , varargin )
2 %cumprodapdci usage : SUM = cumprodapdci (dataArray , ignoredInd , hangingMode)
%CUMmulative PRODucts across All Permutations of Dist inct ColumnǊIndices
4 %This function returns the cumulative sum over products of column elements
%with a l l permutations of unique and d i s t i n c t columnǊi nd i ce s .
6 %The sum excludes automatical ly products containing elements with common
%column index values . In addition , any user spe c i f i ed index values in
8 %ignoredInd are excluded . As a l l permutations of columns are summed, the
%permutation of the columns of the input dataArray i s not important .
10 %
%For example , cumprodapdci ( [ a , b ] , [ 1 7 ] ) fo r vectors a and b i s the sum of
12 %sum(a .*b) minus a l l contr ibut ions of a (2)b(2) , a (3)b(3) and the user
%spec i f i ed ignoredInd of 1 and 7 , i . e . a l l products involving the elements
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14 %a(1) ,a (7) ,b(1) and b(7) are not included in the sum.
%
16 % EXAMPLE APPLICATION:
%
18 % For a vector K represnt ing the input values of a multinomial expansion
% of (K(1)+K(2)+K(3) )^n , the r e su l t can be expressed Mathematically as :
20 % sum(sum ( . . . sum(K)*K)*K) . . . )
%
22 % Alternatively , one can build up the expansion with product
% elements . For example , when n=4, the r e su l t i s equal to the sum of
24 % a l l forms of :
% x^4
26 % +4*(sum of a l l forms of a*b^3)
% +6*(sum of a l l forms of a^2*b^2)
28 % +12*( a l l combinations of the form a*b*c ^2.)
% see http ://www. wolframalpha .com/input/? i=expand%28a%2Bb%2Bc%29%5E4
30 %
% Hence , i f one i s inte re s ted at a l l contr ibut ions of the form a^2*b^4
32 % in n=6 for example , the answer i s given as the multinomial c o e f f i c i e n t
% 6 !/2 !/4 ! * sum of a l l combinations of the form a^2*b^4.
34 %
% This can be performed by using th i s routine of cumprodapdci ( [K.^2 ,K^4]) ,
36 % where K i s [ a ; b ; c ; d+ . . . ] as in the problem of (a+b+c+d+e+. . . ) ^6.
% I f one wants to ignore contr ibut ions containing terms K(3)=c and K(5)=e ,
38 % one may use cumprodapdci ( [K.^2 ,K^4 ] , [ 3 , 5 ] ) .
%
40 % It i s important to note that the r e su l t requ i res normalisation with the
% multinomial c o e f f i c i en t , the implementation of which i s ava i lab le on
42 % f i l e exchange from other authors .
%
44 % I f there are common column vector with common power , such i s the case
% when n = 4 and one would l i k e to sum a l l instances of the form a*b*c ^2.
46 % The re su l t should be normalised by multiplying the r e su l t with
% M/( products of degree of freedoms ) ! , where ! i s the f a c to r i a l ,
48 % M i s the multinomial c o e f f i c i en t , and the degree of freedom re f e r s to
% the number of var iab le s with a common power . In th i s example , the
50 % var iab les with a common power are a & b hence the degree of
% freedom i s two .
52 %
% For a more complicated case , fo r example , a*b*c^4*d^4*e^6* f ^6*g^6 ,
54 % the normalisation factor should be M/2!2!3!=M/24.
% Here , the multinomial c o e f f i c i e n t M=(6+6+6+4+4+2) ! / ( 6 ! 6 ! 6 ! 4 ! 4 ! 2 ! ) .
56 %
% ADDITIONAL NOTES
58 %
% The ca lcu lat ion involved i s complex and the function computation time
60 % i s of order O(R^C) where R and C are the number of rows and columns of
% the dataArray re spec t ive ly .
62 %
% I f number of columns of dataArray i s 2 , th i s function gives the same
64 % resu l t as :
% 1) The sum of elements of the Dyadic (Tensor or outer ) product of column
66 % 1 and 2 minus the trace of the Dyadic product matrix . In MATLAB the
% ’kron ’ function performs the Dyadic product .
68 % 2) The c i r cu l a r crossǊcor r e l a t i on of column 1 and column 2 minus the
% zero s h i f t value .
70 %%
Rows = size (dataArray ,1 ) ;
72 Cols = size (dataArray ,2 ) ;
flagHanging=f a l s e ;
74 switch nargin
case 1
76 ignoredInd ={[ ]} ;
N=1; %ForǊloop compatibi l i ty
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78 i f Cols == 0 | | Rows == 0
SUM=[ ] ; return ;
80 end
i f Cols > Rows
82 warning ( ’ cumprodapdci rece ived an input array with more columns than
rows , poss ib ly unintended input or ientat ion ’ )
SUM=0; return ;
84 end
case 2
86
i f isempty( varargin {1})
88 ignoredInd =[ ] ;
N=1; %ForǊloop compatibi l i ty
90 else
i f ~ i sa ( varargin {1} , ’ c e l l ’ )
92 temp = varargin {1};
N = size (temp ,1 ) ;
94 %PreǊcondit ion and convert to c e l l array
temp(temp<=0)=NaN;
96 temp(temp>Rows)=NaN;
ignoredInd=num2cell (temp ,2 ) ;
98 ignoredInd=ignoredInd ( : ) ;
else %For c e l l input , or i entat ion does not matter
100 ignoredInd=varargin {1};
i f i svec to r ( ignoredInd )
102 N = length ( ignoredInd ) ;
else
104 error ( ’ ignoredInd as should be a c e l l vector of dimension Nx1 ’ )
end
106 end
for i g = 1:N
108 ignoredInd{ ig } = ignoredInd{ ig }(~ isnan ( ignoredInd{ ig }) ) ;
end
110 end
i f Cols == 0 | | Rows == 0
112 SUM=[ ] ; return ;
end
114 i f Cols > Rows
warning ( ’CUMPRODNEI rece iced an input array with more columns than rows
, poss ib ly unintended input or ientat ion ’ )
116 SUM=0; return ;
end
118 case 3 %Hanging mode for nested ca l l , i . e . nested function c a l l
N=Rows ;
120 flagHanging=true ;
otherwise
122 error ( ’Too many input arguments ’ )
end
124 SUM=zeros (N,1 ) ; %PreǊa l l o ca t i on
col1Sum = sum( dataArray ( : , 1 ) ) ; %stored sum for column 1 , code e f f i c i e n cy purposes
126 switch Cols
case 1 %Single column data
128
i f flagHanging %Hanging mode for nested c a l l
130 SUM=col1SumǊdataArray ;
else
132 for i g = 1:N
SUM( ig )=sum( dataArray ( ignoredInd{ ig }) ) ;
134 end
SUM=col1SumǊSUM; %Sum a l l elements and take away those unwanted .
136 end
return
138 case 2 %Two columns
i f flagHanging %Hanging mode for nested ca l l , s l i g h t l y f a s t e r code path
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140 [X,Y]=meshgrid(col1SumǊdataArray ( : , 1 ) , dataArray ( : , 2 ) ) ;
temp=Y;
142 temp(1 :N+1:end)=0; %Zero the diagonals
SUM=sum(X.*tempǊtemp.^2) . ’ ;
144 else
for i g = 1:N
146 temp=dataArray ;
temp( ignoredInd{ ig } , : ) =0;
148 SUM( ig )=sum( ( col1SumǊsum( dataArray ( ig , 1 ) )Ǌtemp ( : , 1 ) ) .* temp ( : , 2 ) ) ;
%(Sum A Ǌ A) .* B
end
150 end
return
152 otherwise %Three or more columns
i f flagHanging %Hanging mode for nested ca l l , s l i g h t l y f a s t e r code path
154 for i g = 1:N %
temp=dataArray ;
156 temp( ig , : ) =0;
SUM( ig )=sum( cumprodapdci (temp ( : , 1 : ColsǊ1) , [ ] , true ) .* temp ( : , Cols ) ) ;
158 end
else
160 for i g = 1:N
temp=dataArray ;
162 temp( ignoredInd{ ig } , : ) =0;
SUM( ig )=sum( cumprodapdci (temp ( : , 1 : ColsǊ1) , [ ] , true ) .* temp ( : , Cols ) ) ;
164 end
end
166 end
end %End function
Listing B.6: cumprodapdci.m
1 function ce l lPart = in tpa r t i t i on s ( intIn )
%INTPARTITION performs integer part i t ion , i . e . the part i t i on of of a set
3 %containing homogenous elements . The function generates a c e l l array
%containing a l i s t of vectors represent ing a l l pos s ib l e ways
5 %of part i t i on ing a set containing intIn number of i d en t i c a l elements
%without order awareness . The numerical representat ion in the
7 %output descr ibes the par t i t i ons as : {[3 1]} = [1 1 1 | 1 ]
% Example output : i n tpa r t i t i on (4) g ives {[1 1 1 1 ] ; [ 2 1 1 ] ; [ 2 2 ] ; [ 3 1 ] ; 4}
9 % Number of ways of par t i t i on ing i s according to sequence :
% http :// oe i s . org/A000041 Ǌ (1) , 1 , 2 , 3 , 5 , 7 , 11 , 15 , 22 , 30 , 42 , . . .
11 int In = round( intIn ) ;
i f ~ i s s c a l a r ( intIn )
13 error ( ’ Inval id input . Input must be a sca la r integer ’ )
end
15 vecWorking = ones (1 , intIn ) ;
ce l lPart (1) = {vecWorking } ;
17 while vecWorking (1)<intIn ;
f l ag1 = true ;
19 indPrime=1;
while f l ag1
21 %Not yet f in i shed for the th i s group
i f length (vecWorking)>2
23 %Combine unit elements
indj = find (vecWorking==1,1, ’ f i r s t ’ ) ;
25 i f ~isempty( indj )
while ( indj <= length (vecWorking)Ǌ1) && (vecWorking( indj ) == 1)
27 newDigit = vecWorking( indj )+1;
vecTempFront = vecWorking (1 : indjǊ1) ;
29 vecTempEnd = ones (1 , intInǊnewDigitǊsum(vecTempFront) ) ;
vecWorking = [ vecTempFront , newDigit , vecTempEnd ] ;
31 ce l lPart (end+1) = {vecWorking } ;
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33 end
end
35 end
i f indPrime >= length (vecWorking)
37 indPrime=length (vecWorking)Ǌ1; %Prevent overflow
end
39 i f vecWorking( indPrime+1)+1 <= vecWorking( indPrime ) &&...
(sum(vecWorking (1 : indPrime+1))<intIn )
41 indPrime = indPrime+1;
vecWorking( indPrime )=vecWorking( indPrime )+1;
43 vecTempFront = vecWorking (1 : indPrime ) ;
vecTempEnd = ones (1 , intInǊsum(vecTempFront) ) ;
45 vecWorking = [ vecTempFront ,vecTempEnd ] ;
ce l lPart (end+1) = {vecWorking } ;
47 else
indPrime=indPrimeǊ1; %Back stepping
49 i f indPrime < 1
f lag1 = f a l s e ;
51 end
end
53 end
vecTempFront=vecWorking (1)+1;
55 vecTempEnd=ones (1 , intInǊvecTempFront) ;
vecWorking = [ vecTempFront ,vecTempEnd ] ;
57 ce l lPart (end+1) = {vecWorking } ;
end
59 ce l lPart=ce l lPart ( : ) ; %Output a column c e l l
end
Listing B.7: intpartitions.m
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