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Re´sume´ – La possibilite´ d’une influence be´ne´fique du bruit est e´tudie´e sur les performances d’un syste`me imageur non line´aire
a` seuil, en pre´sence de bruit multiplicatif de type speckle ou de bruit additif comme le bruit thermique, tels qu’on les rencontre
en imagerie cohe´rente et incohe´rente. Nous montrons, pour ces deux types de bruit, l’existence de re´gimes de fonctionnement
ou` leur action peut ame´liorer la qualite´ de l’image transmise par le syste`me imageur. Des expressions analytiques exactes de la
performance optimale, ainsi que du niveau de bruit correspondant a` injecter, sont obtenues. Ces expressions permettent de mieux
comprendre les effets de bruit utile spe´cifiques a` l’imagerie.
Abstract – The possibility of a beneficial influence of noise is studied on the performance of a nonlinear imaging system with
threshold, in the presence of multiplicative speckle noise or additive noise like the thermal noise, as they are encountered in
coherent imaging and incoherent imaging. We show, for these two types of noise, the existence of operating conditions for which
the action of noise can improve the quality of the transmission by the imaging system. Exact analytical expressions of the optimal
performance, as well as the corresponding level of noise to inject, are obtained. These expressions allow a better understanding
of the specific effects of useful noise with images.
1 Introduction
Il est de´sormais reconnu (pour des synthe`ses voir [1] en
e´lectronique et [2] en traitement du signal) que la pre´-
sence d’un niveau de bruit non nul dans certains syste`mes
non line´aires peut profiter a` la transmission ou au trai-
tement de l’information par ces syste`mes. Ces effets, que
l’on rassemble sous le terme ge´ne´rique de re´sonance sto-
chastique, ont e´te´ jusqu’ici essentiellement e´tudie´s dans
des situations impliquant des signaux unidimensionnels,
et relativement peu a e´te´ fait en direction des images
[3, 4, 5, 6, 7, 8]. Dans cet article, nous proposons de nou-
velles explorations autour d’une forme tre`s re´cente de re´-
sonance stochastique applique´e a` des images [9, 8]. Ainsi,
nous envisageons une situation d’acquisition d’images de
niveaux de gris en pre´sence de bruit. Nous nous inte´res-
sons d’une part a` l’imagerie incohe´rente ou` un proble`me
courant d’acquisition est lie´ au bruit thermique, d’autre
part a` l’imagerie cohe´rente impliquant le bruit de speckle.
Le cas particulier du bruit de speckle est spe´cifiquement
inte´ressant puisqu’il met en jeu un couplage signal–bruit
multiplicatif qui dans le contexte des e´tudes sur les effets
de bruit utile a rec¸u relativement peu d’attention jusqu’a`
pre´sent [10, 11, 12, 13, 14, 16]. Pour les deux types de
bruit conside´re´s dans ce travail, nous menons une analyse
the´orique d’une situation de transmission d’image assiste´e
par le bruit, qui permet d’aller jusqu’a` e´tablir des expres-
sions analytiques explicites pour les niveaux optimaux du
bruit et les efficacite´s maximales re´sultantes.
2 Bruit multiplicatif ou additif
Soit S(u, v) une image d’entre´e, ou` (u, v) sont des en-
tiers indexant les pixels, avec une intensite´ S(u, v) ∈ [0, 1].
Nous allons conside´rer la pre´sence d’un bruit N(u, v) qui
va de´grader chaque pixel de l’image S(u, v). Les valeurs du
bruit sont suppose´es inde´pendantes d’un pixel a` l’autre, et
sont prises identiquement distribue´es avec la fonction de
re´partition FN (j) = Pr{N(u, v) ≤ j}. L’image a` trans-
mettre S(u, v) et le bruit N(u, v) sont couple´s pour pro-
duire une image interme´diaire X(u, v) qui est pre´sente´e a`
un capteur d’image. Ce capteur de´livre en sortie l’image
observable Y (u, v) suivant la relation
Y (u, v) = g[X(u, v)] , (1)
ou` la caracte´ristique entre´e–sortie g(·) du capteur d’images
et le type de couplage signal–bruit sont, a` ce stade, des
fonctions arbitraires. Afin de quantifier la qualite´ de l’ac-
quisition, nous introduisons une mesure de similarite´ entre
l’image d’entre´e S(u, v), suppose´e suffisamment grande
pour qu’une description statistique soit valide, et l’image
observe´e en sortie Y (u, v). Nous choisissons l’e´cart qua-
dratique moyen, une mesure usuelle dans le domaine du
traitement des images,
ESY =
√
〈(S − Y )2〉 , (2)
ou` 〈· · · 〉 repre´sente une moyenne spatiale sur l’ensemble
des pixels de l’image. Le bruit observe´ dans les images pos-
se`de des origines physiques varie´es suivant le type d’ima-
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gerie conside´re´. En imagerie cohe´rente (SAR, sonar, la-
ser), une onde monochromatique e´claire la sce`ne a` imager
avec une phase uniforme dans l’espace. En se re´fle´chissant,
l’onde incidente voit sa phase perturbe´e par les variations
microscopiques dues a` la rugosite´ inhe´rente de la sce`ne, a`
l’e´chelle de la longueur d’onde. Sur le capteur d’image, cer-
taines variations de la phase s’additionnent constructive-
ment donnant de fortes intensite´s, d’autres interfe`rent des-
tructivement en donnant de faibles intensite´s. Il en re´sulte
des variations d’intensite´s aux allures granulaires appe-
le´es speckle, qui peuvent eˆtre mode´lise´es par un couplage
signal–bruit multiplicatif [15]. L’image interme´diaire arri-
vant sur le capteur est alors de´crite par
X(u, v) = S(u, v)×N(u, v) , (3)
avec la densite´ de probabilite´ pN (j) du bruit de speckle
N(u, v) qui est donne´e par [15]
pN (j) =
1
σN
exp
(
− j
σN
)
, j ≥ 0 , (4)
avec la moyenne et l’e´cart-type qui s’identifient a` σN et
la valeur efficace a`
√
2σN . Les E´qs. (3) et (4), constituent
un mode`le simple de speckle rendant bien compte de la
re´alite´ quand la taille d’un pixel du capteur d’image est
petite devant celle d’un grain de speckle [15]. En imagerie
incohe´rente, ou` l’onde qui e´claire la sce`ne a` imager est in-
cohe´rente, on n’est pas sensible aux effets de de´phasage,
typiques de l’imagerie cohe´rente et a` l’origine du speckle.
D’autres phe´nome`nes peuvent ne´anmoins perturber l’ac-
quisition des images, comme le bruit thermique souvent
mode´lise´ par un couplage signal–bruit additif
X(u, v) = S(u, v) +N(u, v) , (5)
ou` la densite´ de probabilite´ pN (j) de N(u, v) est gaus-
sienne de moyenne nulle et d’e´cart-type σN
pN (j) =
1√
2piσN
exp
(
− j
2
2σ2N
)
. (6)
Nous allons montrer avec les deux couplages signal–bruit
des E´qs. (3) et (5) des situations ou` une augmentation du
niveau du bruit N(u, v) peut se traduire par une ame´lio-
ration de l’image acquise mesurable par une diminution
de l’e´cart quadratique moyen de l’E´q. (2).
3 Transmission non line´aire
Pour illustration, le de´tecteur d’image g(·) est un cap-
teur binaire a` seuil θ, i.e.
g[X(u, v)] =
{
0 pour X(u, v) ≤ θ
1 pour X(u, v) > θ . (7)
Ce capteur binaire constitue un mode`le tre`s simple pour
les capteurs d’images quand ils ope`rent, dans le domaine
des faibles flux, proche de leur seuil de de´tectabilite´. La
caracte´ristique g(·) peut e´galement repre´senter une e´tape
dans un processus plus complexe telle que le pas e´le´men-
taire d’un quantificateur, ou le seuil pre´sent dans divers
processus de haut niveau de traitement de l’information
(de´tection, segmentation). Dans la suite, nous conside´rons
une image binaire, visible en encart de la Fig. 2, de niveaux
de gris S(u, v) ∈ {R0, R1} avec R0 < R1 de 300 × 273
pixels, pour laquelle la probabilite´ d’avoir un pixel a` R1
est Pr{S = R1} = p1 et Pr{S = R0} = 1 − p1. La qua-
lite´ des images transmises par le capteur binaire de l’E´q.
(7) est mesure´e ici par l’e´cart quadratique moyen entre
l’image de sortie Y (u, v) et une re´fe´rence binaire S′(u, v)
similaire a` S(u, v) mais avec R0 = 0 (l’arrie`re-plan) et
R1 = 1 (l’objet). Dans ce contexte, l’e´cart quadratique
moyen de l’E´q. (2) s’exprime comme
ES′Y =
√
p1 + q1 − 2p1p11 , (8)
avec les probabilite´s conditionnelles p1k =Pr{Y = 1|S =
Rk} et q1 =Pr{Y = 1} = p1p11+(1−p1)p10. Nous sommes
maintenant preˆts a` e´tudier l’e´volution de l’e´cart quadra-
tique moyen en fonction du niveau σN du bruit N(u, v)
avec les deux couplages signal–bruit des E´qs. (3) et (5).
4 Transmission assiste´e par le bruit
Les Figs. 1 et 2 illustrent les possibilite´s d’un effet be´ne´-
fique du bruit dans les processus de transmission d’images.
Ces possibilite´s sont manifeste´es par une e´volution non
monotone de l’e´cart quadratique moyen entre´e–sortie, qui
passe par un minimum lorsque l’amplitude efficace du bruit
croˆıt. Ceci se produit avec toutes les valeurs du seuil θ pour
le bruit multiplicatif de type speckle (Fig. 1), et unique-
ment quand θ > 1 pour le bruit additif de type thermique
(Fig. 2). Ainsi, les Figs. 1 et 2 montrent qu’il existe des
conditions pour lesquelles l’e´cart quadratique moyen de
l’E´q. (8) entre l’image d’entre´e S′(u, v) et l’image Y (u, v)
en sortie du capteur a` seuil de l’E´q. (7), passe par un mi-
nimum pour un niveau de bruit optimal σNopt non nul.
C’est ici la signature d’un effet de transmission d’image
assiste´e par le bruit, ou re´sonance stochastique.
5 Calcul the´orique des niveaux de
bruit optimaux
Dans la plupart des e´tudes sur des effets de bruit utile,
il est souvent difficile de pousser l’analyse au dela` du cal-
cul nume´rique de l’e´volution de la performance en fonction
du niveau de bruit, comme repre´sente´ sur les Figs. 1 et 2.
Graˆce aux choix ope´re´s ici, nous montrons qu’il est pos-
sible d’aller plus loin, en de´terminant de manie`re explicite
les expressions the´oriques exactes pour le niveau de bruit
optimal σNopt et pour le minimum de l’e´cart quadratique
moyen qu’il permet d’atteindre. Les minima de l’e´cart qua-
dratique moyen de l’E´q. (8) ve´rifient
∂ES′Y
∂σN
= 0, ce qui
revient a` re´soudre
(1− p1)∂p10
∂σN
− p1 ∂p11
∂σN
= 0 . (9)
Pour le couplage multiplicatif des E´qs. (3) et (4), la solu-
tion de l’E´q. (9) s’e´crit
σNopt =
R1 −R0
R0R1
θ
ln(Ka)
avec Ka =
R1
R0
1− p1
p1
.
(10)
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Fig. 1 – E´cart quadratique moyen de l’E´q. (8) en fonc-
tion de l’amplitude efficace
√
2σN du bruit multiplicatif
de type speckle N(u, v), pour diffe´rentes valeurs du seuil
θ du capteur d’images de l’E´q. (1). Les autres parame`tres
sont R0 = 1/2, R1 = 1, et p1 = 0.22. Le tableau en encart
donne les valeurs optimales du niveau de bruit pour les
deux types de bruit.
On observe qu’il existe, dans l’E´q. (10), des domaines ou`
le niveau optimal σNopt du bruit N(u, v) est positif et non
nul quand θ 6= 0, p1 6= 1, R0 < R1 si Ka > 1. De, meˆme,
pour le couplage additif des E´qs. (5) et (6), l’E´q. (9) donne
σNopt =
√
(θ −R0)2 − (θ −R1)2
2 ln(Kb)
avec Kb =
θ −R0
θ −R1
1− p1
p1
,
(11)
et, a` nouveau, il existe des domaines ou` le niveau optimal
σNopt du bruit N(u, v) est positif et non nul, quand θ >
R0, θ > R1, p1 6= 1 et Kb > 1. Les E´qs. (10) et (11)
permettent en particulier de connaˆıtre a` l’avance si le bruit
peut eˆtre be´ne´fique a` la transmission. Par exemple, on
obtient une valeur ne´gative de Kb pour les conditions de
la Fig. 2 et pour θ < 1, ce qui interdit l’existence d’un
niveau de bruit σNopt re´el minimisant ES′Y . Et en effet,
on observe sur la Fig. 2 que l’image d’entre´e est mieux
transmise sans bruit. Comme on peut le constater sur le
tableau en encart de la Fig. 1, les positions du niveau
de bruit optimal σNopt pre´dites par les E´qs. (10) et (11)
montrent un accord exact avec les calculs nume´riques.
Les expressions des E´qs. (10) et (11) permettent d’ap-
pre´hender comple`tement le phe´nome`ne de transmission
d’image assiste´e par le bruit, en fonction des parame`tres
physiques du processus. Ainsi, il est e´galement possible
d’exprimer analytiquement de fac¸on explicite a` partir des
E´qs. (10) et (11) les e´carts quadratiques minimauxES′Ymin
atteints pour les niveaux de bruit optimaux σNopt. En in-
jectant les expressions des σNopt des E´qs. (10) et (11) dans
l’expression de l’E´q. (8), on obtient, pour le couplage mul-
Fig. 2 – E´cart quadratique moyen de l’E´q. (8) en fonc-
tion de l’amplitude efficace σN du bruit additif de type
thermique N(u, v), pour diffe´rentes valeurs du seuil θ. Les
autres parame`tres sont R0 = 1/2, R1 = 1, et p1 = 0.22.
L’image de re´fe´rence S′(u, v) est pre´sente´e en encart.
tiplicatif,
Emin =
[
p1 + (1− p1)K
R1
R0−R1
a − p1K
R0
R0−R1
a
]1/2
, (12)
avec Ka donne´ par l’E´q. (10). Dans le cas du bruit mul-
tiplicatif, la valeur minimale de l’E´q. (12) de l’e´cart qua-
dratique moyen est inde´pendante du seuil θ du capteur
d’images. En revanche, dans le cas du bruit additif, l’e´cart
quadratique minimal
Emin =
1√
2
1− (1− p1)erf
√√√√ ln(Kb)
1−
(
θ−R1
θ−R0
)2

+ p1erf
√√√√ ln(Kb)(
θ−R0
θ−R1
)2
− 1


1/2
,
(13)
fait intervenir le seuil du capteur d’images. Ainsi, dans
le cas additif, le signal doit eˆtre situe´ sous le seuil pour
pouvoir profiter d’une injection de bruit alors qu’une telle
condition n’existe pas dans le cas multiplicatif. On peut
e´galement s’inte´resser a` l’e´volution de l’e´cart quadratique
moyen minimal en fonction du contraste en intensite´ de
l’image d’entre´e pris comme le rapport R1/R0. On voit,
avec les E´qs. (12) et (13) que, pour le bruit additif comme
pour le bruit multiplicatif, l’e´cart quadratique moyen mi-
nimal augmente de fac¸on monotone quand le contraste
R1/R0 diminue. L’analyse des E´qs. (10) a` (13) permet de
mieux comprendre les diffe´rences et les points communs
des me´canismes des effets de bruit utile en pre´sence de
couplage signal–bruit additif ou multiplicatif.
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6 Conclusion
La possibilite´ d’une transmission assiste´e par le bruit est
observe´e ici avec deux types d’imagerie diffe´rents. La de´-
monstration, corroborant celle de [9], est enrichie ici par
une analyse the´orique qui fournit, pour la premie`re fois
dans les contextes de bruits additifs et multiplicatifs, une
expression analytique explicite exacte du niveau de bruit
optimal σNopt a` injecter pour favoriser au mieux la trans-
mission de l’image. La possibilite´ de cette analyse the´o-
rique est a` souligner car c’est un fait tre`s rare dans le cadre
des analyses des effets de bruit utile dans les syste`mes non
line´aires ou` l’on est souvent contraint d’avoir recours, au
moins partiellement, aux simulations nume´riques.
Les syste`mes d’acquisition d’images cohe´rente et inco-
he´rente que nous avons conside´re´s sont mode´lise´s ici dans
leur forme la plus simple, dans le but justement d’obte-
nir une premie`re preuve de faisabilite´ calculable de fac¸on
analytique comple`te. Les e´tudes sur les effets de bruit utile
montrent, qu’en ge´ne´ral, l’effet be´ne´fique du bruit est pre´-
serve´ de fac¸on robuste lorsque l’on conside`re des varia-
tions plus e´labore´es en partant des ingre´dients minimaux.
Ainsi, les re´sultats de cette e´tude nous permettent d’en-
visager des explorations dans de nombreuses directions,
en conside´rant d’autres types de caracte´ristique entre´e–
sortie de capteur imageur, voire meˆme d’autres types de
couplage signal–bruit rencontre´s en imagerie. Concernant
les images d’entre´e, des mode`les plus sophistique´s avec des
niveaux de gris distribue´s au lieu de niveaux discrets fixe´s
R0 and R1 peuvent eˆtre envisage´s. Une e´tude pre´liminaire
[9] a montre´ que la possibilite´ d’un effet de transmission
d’image assiste´e par le bruit est pre´serve´e quand les ni-
veaux de gris sont distribue´s de fac¸on connue. Dans le cas
ou` les parame`tres de l’image d’entre´e ne sont pas parfai-
tement connus, une approche baye´sienne pourrait eˆtre de´-
veloppe´e comme dans [17]. Dans le cas extreˆme ou` aucune
connaissance a priori n’est disponible sur l’image d’entre´e,
des proce´dures adaptatives peuvent eˆtre mises en œuvre
afin d’ajuster le bruit au niveau optimal maximisant la
transmission de l’image (voir par exemple [18]). Les ana-
lyses the´oriques pre´sente´es ici ont e´te´ re´cemment valide´es
expe´rimentalement avec un dispositif optique ou` le niveau
du bruit est controˆle´ par l’intensite´ d’un faisceau laser [8].
Dans cette direction, des mises en œuvre expe´rimentales
plus pousse´es peuvent eˆtre envisage´es afin de tirer parti
des diffe´rentes explorations the´oriques et de leur de´velop-
pement concernant les effets de bruit utile en imagerie.
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