Abstract. We prove a formula connecting the number of unipotent conjugacy classes in a maximal parabolic subgroup of a finite general linear group with the numbers of unipotent conjugacy classes in various parabolic subgroups in smaller dimensions. We generalize this formula and deduce a number of corollaries; in particular, we express the number of conjugacy classes of unitriangular matrices over a finite field in terms of the numbers of unipotent conjugacy classes in maximal parabolic subgroups over the same field. We show how the numbers of unipotent conjugacy classes in parabolic subgroups of small dimensions may be calculated.
Introduction
Let q be a prime power and F q be the finite field with q elements. If k and m are non-negative integers, let M m; k ðqÞ be the set of all m Â k matrices over F q . Let l ¼ ðl 1 ; . . . ; l s Þ be a sequence of non-negative integers. Writing M k ðqÞ ¼ M k; k ðqÞ, let M l ðqÞ be the set of all matrices of the form Let P l ðqÞ be the group of all invertible matrices in M l ðqÞ. The group P l ðqÞ is called a parabolic subgroup of the group GL m ðqÞ, where m ¼ l 1 þ Á Á Á þ l s . Alternatively, a parabolic subgroup may be described as the stabilizer of a flag in the vector space F m q . Denote by N l ðqÞ the set of all nilpotent matrices in M l ðqÞ. The group P l ðqÞ acts on the set M l ðqÞ by conjugation: g x ¼ gxg À1 ðg A P l ðqÞ, x A M l ðqÞ). We investigate the number of orbits of this action and also the numbers of orbits of the actions of P l ðqÞ on certain subsets of M l ðqÞ.
r l ðqÞ ¼ gðP l ðqÞ; N l ðqÞÞ:
Although the groups P l ðqÞ have received a lot of attention, not much is known about the numbers gðP l ðqÞ; P l ðqÞÞ and r l ðqÞ. In particular, it is not known whether the following is true. The following two special cases of Conjecture 1 have received considerable attention and will be of particular interest to us.
Conjecture 2.
For every positive integer m, r ð1 m Þ ðqÞ is a polynomial in q with rational coe‰cients.
Conjecture 3. For any positive integers k and m, r ðk; mÞ ðqÞ is a polynomial in q with rational coe‰cients.
It is not di‰cult to show that Conjecture 2 is equivalent to the conjecture that the number of conjugacy classes of the group of upper unitriangular n Â n matrices is a polynomial in q with rational coe‰cients (see [4, Section 4.2] ). This last conjecture has been proved for n c 13 by Arregi and Vera-Ló pez [8] , [9] , [10] . Conjecture 3 has been proved for k c 5 (or, alternatively, for m c 5); indeed, Murray [7] proved that in those cases r ðk; mÞ ðqÞ does not depend on q.
A partition is a (possibly empty) non-increasing sequence of positive integers. If l ¼ ðl 1 ; . . . ; l r Þ is a partition, let jlj ¼ l 1 þ Á Á Á þ l r , and write lðlÞ ¼ r. If k; m A N, let P k be the set of all partitions l with jlj ¼ k, let P m be the set of partitions l such that l i c m for all i, and let P We shall generalize the definition of n m l ðqÞ as follows. Let F q be the algebraic closure of the field F q , and let F be a subset of F q . Let Y ¼ Y F be the family of all linear endomorphisms T : U ! U (where U is an arbitrary finite-dimensional vector space over F q ) such that all eigenvalues of T over F q are in F . We shall say that Y is the class of endomorphisms associated with F . We shall refer to elements of this class as Y-endomorphisms. Obviously, Y is preserved by conjugation. Note that the family of all nilpotent endomorphisms and the family of all invertible endomorphisms are both classes. If Y is a class and m A Z d0 , let cðm; YÞ be the number of GL m ðqÞ-orbits on Y V M m ðF q Þ. We shall denote by N the class of all nilpotent endomorphisms. One of the main results of this paper is as follows. Remark. Murray [6] has proved a similar result stated in terms of irreducible representations of parabolic subgroups. This result implies Theorem 1.1 in the case when Y is the class of all invertible matrices. The proof in [6] is di¤erent from the one given here in that it establishes not just a numerical equality, but also an explicit correspondence between representations. It is an interesting question whether the method of [6] can be extended to prove an analogue of the more general Theorem 6.2 below. We will deduce the following two results from Theorem 1.1. 
a kj r j; l ðqÞ:
Using the methods developed in the proof of Theorem 1.1, one may compute r l ðqÞ for all tuples l ¼ ðl 1 ; . . . ; l s Þ with l 1 þ Á Á Á þ l s c 6. In particular, the following holds.
. . . ; l s Þ be a tuple of non-negative integers with l 1 þ Á Á Á þ l s c 6. Then r l ðqÞ is a polynomial in q with positive integer coe‰cients. Hence (by Theorem 1.1) r ðk; mÞ ðqÞ is polynomial in q whenever m c 6 and k A N. This paper is organized as follows. In Section 2 we describe a general framework of quiver representations and their endomorphisms, which is used to state and prove the results. In Section 3 we show, in particular, how the numbers gðP l ðqÞ; P l ðqÞÞ and gðP l ðqÞ; M l ðqÞÞ may be expressed in terms of r l 0 ðq d Þ where d A N and l 0 is another tuple of non-negative integers. This justifies our focus on the numbers r l ðqÞ.
Section 4 contains a few standard results used later. In Section 5 we prove results that serve as the main tools allowing us to reduce problems such as that of counting r ðk; mÞ ðqÞ to other problems in a smaller dimension. In Section 6 we use those tools to prove a generalization of Theorem 1.1 stated in terms of quiver representations (Theorem 6.2).
In Section 7 we invert the formulae in Theorems 1.1 and 6.2 and deduce Theorems 1.2 and 1.3. This relies on combinatorial results proved jointly with G. Wellen in the Appendix.
In Section 8 we describe a method for computing r l ðqÞ when m ¼ l 1 þ Á Á Á þ l s is small. For this purpose, we generalize our problem to that of counting conjugacy classes of groups associated with preordered sets. Finally, Section 9 investigates the symmetry a¤orded by considering a dual quiver representation. In particular, we show that r ðl 1 ;...; l s Þ ðqÞ ¼ r ðl s ;...; l 1 Þ ðqÞ:
Notation and definitions.
gðG; X Þ is the number of G-orbits on a finite set X where the action of the group G on X is understood. ½k; n ¼ fk; k þ 1; k þ 2; . . . ; ng where k c n are integers. jX j is the cardinality of a set X .
A is a partition of a set X if A is a family of disjoint sets whose union is X ; two elements x and y of X are said to be A-equivalent if there exists A A A such that x; y A A.
A t B is the disjoint union of sets A and B (formally defined as A Â f0g U B Â f1g).
I V ¼ I is the identity element of GLðV Þ. I k is the identity k Â k matrix over an appropriate field. Suppose that U and V are vector spaces, X A EndðUÞ and Y A EndðV Þ. Then IðX ; Y Þ denotes the vector space of all linear maps T : U ! V such that TX ¼ YT. N n ðKÞ is the set of all nilpotent matrices in M n; n ðKÞ.
By convention, the set of 0 Â k matrices contains just one element (which is nilpotent if k ¼ 0), and the group GL 0 ðKÞ is trivial. If I and J are finite sets, then M I ; J ðKÞ is the set of all matrices over a field K whose rows are indexed by the elements of I and whose columns are indexed by the elements of J; we refer to these as I Â J matrices. Note that, if A A M I ; J ðKÞ and B A M J; J 0 ðKÞ, then the product AB A M I ; J 0 ðKÞ is well defined.
A
t is the transpose of a matrix A.
TrðAÞ is the trace of a square matrix A.
If a group G acts on a set X , two elements of X are said to be G-conjugate if they are in the same G-orbit. All rings are understood to have an identity element.
If R is a ring, then R op is the ring with the same underlying abelian group and with multiplication ðr; sÞ 7 ! sr.
Quiver representations and automorphisms
We recall the standard definitions related to quivers (see [1] , for example). A quiver is a pair ðE 0 ; E 1 Þ of finite sets together with maps s : E 1 ! E 0 and t : E 1 ! E 0 . Elements of E 0 may be thought of as nodes; then each element e A E 1 may be represented as an arrow from sðeÞ to tðeÞ. Let K be a field. A representation of a quiver ðE 0 ; E 1 Þ over K is a pair ðU; aÞ such that (i) U ¼ ðU a Þ a A E 0 is a tuple of vector spaces over K;
(ii) a ¼ ða e Þ e A E 1 where a e A HomðU sðeÞ ; U tðeÞ Þ.
If ðU; aÞ is a representation of a quiver ðE 0 ; E 1 Þ, we shall refer to the quadruple Q ¼ ðE 0 ; E 1 ; U; aÞ as a quiver representation. A quiver representation may be thought of as a collection of vector spaces together with linear maps between some of those spaces.
If ðU; aÞ and ðU 0 ; a 0 Þ are two representations of a quiver ðE 0 ; E 1 Þ, a morphism between those representations is a tuple ðX a Þ a A E 0 such that
(ii) a 0 e X sðeÞ ¼ X tðeÞ a e for all e A E 1 . This defines the category of representations of ðE 0 ; E 1 Þ.
If Q ¼ ðE 0 ; E 1 ; U; aÞ is a quiver representation, write EndðQÞ for the ring of all endomorphisms of Q and AutðQÞ for the group of all automorphisms of Q. Let NðQÞ be the set of all nilpotent elements of EndðQÞ. The group AutðQÞ acts naturally on the set EndðQÞ by conjugation: if X ¼ ðX a Þ A EndðQÞ and g A AutðQÞ, then
Assume that K ¼ F q , where q is a prime power. We shall be concerned with the number of orbits of this action and, more generally, with the number of orbits of actions of certain subgroups of AutðQÞ on certain subsets of EndðQÞ, such as NðQÞ for example. Note that AutðQÞ and NðQÞ may be defined in terms of the ring structure on EndðQÞ, so they are preserved by ring isomorphisms. Let yðQÞ ¼ gðAutðQÞ; NðQÞÞ:
All of the problems discussed in the introduction may be stated in terms of quiver representations. If l ¼ ðl 1 ; l 2 ; . . . ; l s Þ is a tuple of non-negative integers with
where all arrows represent injective linear maps. More formally, R l ¼ ð½1; s; ½1; s À 1; U; aÞ with sðiÞ ¼ i,
and a i injective. Obviously, these conditions define R l up to isomorphism of representations.
We may choose a basis fb 1 ; . . . ; b m g of U s ¼ F m q so that, for each i, the image of 
(This will cause no ambiguity if a group is considered a distinct object from the set of its elements.)
Let Q ¼ ðE 0 ; E 1 ; U; aÞ be a quiver representation, and let e A E with sðeÞ ¼ a, 
Reduction to nilpotent endomorphisms
In this section we show that if Y is a class of endomorphisms over F q , the problem of counting orbits of Y-endomorphisms of a quiver representation may be reduced to that of counting orbits of nilpotent endomorphisms of various quiver representations.
(A Y-endomorphism is an endomorphism X such that X a A Y for all a.) We use standard methods related to rational canonical forms. The results of this section are not used elsewhere in the paper, but provide some motivation for our later focus on nilpotent endomorphisms. Let U be a vector space over a field K. Let L be a field containing K. Suppose that U 0 is a vector space over L that becomes U if one restricts the scalars to K; that is, U 0 ¼ U as sets and multiplication by scalars from K in U is the same as in U 0 . We shall say that U 0 is an L-expansion of U and U is the restriction of U 0 to K. Let Q ¼ ðE 0 ; E 1 ; U; aÞ be a quiver representation over K. Say that a quiver representation
Let X A EndðQÞ. If a A E 0 and f is a monic irreducible polynomial over F q , let
Then U X; f ; a ¼ 0 for all but finitely many f . For all monic irreducible polynomials f A F q ½T and all e A E 1 , we have a e ðU X; f ; sðeÞ Þ c U X; f ; tðeÞ . Thus,
Lemma 3.1. Let Q be a quiver representation over F q . Suppose that X A EndðQÞ. Then
where the sum is over all monic irreducible polynomials f over F q . Moreover, the isomorphism class of each component Q X; f is an invariant of the AutðQÞ-orbit of X.
Proof. The first statement follows from the fact that U a ¼ 0 f U X; f ; a for each a. The second statement is clear. r
We now consider each quiver representation Q X; f separately. Fix a monic irreducible polynomial f ¼ f ðTÞ over F q . Let d be the degree of f . Suppose that X is an endomorphism of a quiver representation Q over F q such that Q ¼ Q X; f . Let F q ½T ð f Þ be the localization of F q ½T at the ideal ð f Þ; it consists of all fractions g=h such that g; h A F q ½T and h is not divisible by f . Then X induces an F q ½T ð f Þ -module structure on each U a : multiplication by T is given by the action of X a . Moreover, each a e becomes an F q ½T ð f Þ -module homomorphism.
Let S f be the completion of the discrete valuation ring F q ½T ð f Þ . That is, S f is the inverse limit of the rings F q ½T =ð f k Þ, k ¼ 1; 2; . . . . Any finite F q ½T ð f Þ -module is annihilated by f k for large enough k. Thus, a finite F q ½T ð f Þ -module may be thought of as a (finite) S f -module (and vice versa). Now, by [2, §9, Proposition 3], S f is isomorphic to F q d 7Z8, the ring of formal power series over a variable Z. Indeed, let r be the element of S f whose projection onto
, and each element of S f may be represented as a power series in f with coe‰-cients in F q ½r (see loc. cit. for more detail). Hence, Q gives rise to a finite F q d 7Z8-module. This module corresponds to an F q dexpansion Q 0 of Q and a nilpotent endomorphism of Q 0 (given by multiplication by Z).
Conversely, an F q d -expansion Q 0 of Q together with a nilpotent endomorphism of Q 0 gives rise to an F q d 7Z8-module structure on each U a in such a way that all a e are
with S f as above, we get an endomorphism X of Q such that Q X; f ¼ Q. We have proved the following result.
Lemma 3.2. Let q be a prime power, and let f be a monic irreducible polynomial over
Suppose that Q is a quiver representation over F q . Then the AutðQÞ-orbits of endomorphisms X of Q such that Q X; f ¼ Q are in one-to-one correspondence with AutðQÞ-orbits of pairs ðQ 0 ; ZÞ such that Q 0 is an F q d -expansion of Q and
Let Y be a class of linear endomorphisms over F q , as defined in Section 1. Let 
Here, the first sum is over all decompositions Q ¼ 0 i A J Q i of Q as a direct sum of representations; two such decompositions are considered to be the same if one may be obtained from the other by permuting the indices i and replacing each Q i with an isomorphic representation (we assume that J ¼ ½1; jJj). The second sum is over all partitions A of J such that Q i F Q j whenever i and j are A-equivalent. The third sum is over all maps : J ! N such that ðiÞ ¼ ð jÞ whenever i and j are A-equivalent. The last sum is over all isomorphism classes of tuples ðQ 
It is easy to see that all decompositions of R l into direct sums of subrepresentations are of the form 
Let DðlÞ be a complete set of representatives of orbits of the action of the symmetric group S n on this set, where the action is by permuting the indices 1; . . . ; n. Less formally, DðlÞ is in one-to-one correspondence with ways of decomposing R l ðqÞ as a direct sum of quivers R l 0 ðqÞ and of expanding each R l 0 ðqÞ to R l 0 =d ðq d Þ for some d. By Lemma 2.1, the numbers gðP l ðqÞ; P l ðqÞÞ and gðP l ðqÞ; M l ðqÞÞ may both be expressed as gðAutðR l ðqÞÞ; End Y ðR l ðqÞÞÞ where Y is the class of all invertible endomorphisms or the class of all endomorphisms, respectively. If Y is one of those classes, then k Y; d ðqÞ is polynomial in q. We deduce the following from Proposition 3.3. 
In each case, the first sum is over all elements J ¼ ðl 1 ; . . . ; l n ; d 1 ; . . . ; d n Þ of DðlÞ.
Preliminary results
In this section we state several standard and straightforward results. We prove the last of these results; the first two are easy exercises. Proof. Let V Ã and W Ã be the dual spaces to V and W . Let X Ã A EndðV Ã Þ and Y Ã A EndðW Ã Þ be the maps dual to X and Y : 
Action on the dual space
Let V be a finite-dimensional vector space over a finite field F q . If w A V Ã and v A V , we shall write ðw; vÞ for wðvÞ. Suppose that a group G acts on V by linear maps, so a representation of G on V is given:
ðg; vÞ 7 ! gv:
This action gives rise to a representation of G on V Ã in the usual way:
where g A G, w A V Ã , v A V . We shall rely on the following simple result, which is a weak version of Brauer's theorem ([3, (11.9)]).
Lemma 5.1. The number of G-orbits on V is equal to the number of G-orbits on V Ã .
Proof. By a well-known orbit-counting formula,
where Fix V ðgÞ is the number of elements of V fixed by g. The same holds for V Ã . Therefore, it su‰ces to show that Fix V ðgÞ ¼ Fix V Ã ðgÞ for all g A G.
Let g A G. Fix a basis of V , and let A be the matrix of the action of g with respect to this basis. Then ðA t Þ À1 is the matrix of the action of g on V Ã with respect to the dual basis. Since rankðA À I Þ ¼ rankðA
e ¼ a e for all e A E 1 ; (v) a e 1 is injective, a e 2 is surjective, and imða e 1 Þ ¼ kerða e 2 Þ, so the sequence
Write p for p 
For any R A HomðU b ; U a Þ, let fðRÞ be the unique element of p À1 ðXÞ such that, for v A V , w A W ,
Less formally, if one chooses bases for U a and U b , uses b and À1 to get bases of V and W , combines these to get a basis of U 0 c and represents linear operators as matrices using these bases, then
Clearly
As a matrix,
Consider the surjective group homomorphism p 0 :¼ pj
A is an isomorphism of abelian groups. A direct calculation (e.g. using matrices) produces a formula for the action of A on p À1 ðXÞ:
Then the map f À1 : p À1 ðXÞ ! HomðU b ; U a Þ establishes a one-to-one correspondence between A-orbits on p À1 ðXÞ and cosets of D in HomðU b ; U a Þ. Hence, the maps p 0 and f establish an isomorphism between the action of H 
Proof. Let Y be a complete set of representatives of G-orbits on B. Let
The first equality holds by Lemma 4.2, applied to the set
The second one follows from Proposition 5.2. The third and fourth equalities follow from Lemma 4.2, applied to the set Z in two di¤erent ways. r
The rest of this section is devoted to an informal sketch of a proof of Theorem
where the first map is injective, the second one is surjective, and the sequence is exact at F Otherwise, the summand corresponding to S 1 is yðQ 1 Þ where Q 1 is the quiver representation
Let l 1 ¼ rank S 1 . Then ker S 1 and im S 1 may be identified with F kÀl 1 q and F l 1 q respectively. It follows from Lemma 2.2 that yðQ 1 Þ ¼ yðQ 1 Þ where Q 1 is the quiver representation 
An inductive argument
Fix a positive integer m. Let W be an m-dimensional vector space over F q . Let G be a subgroup of GLðW Þ, and let A J EndðW Þ be a set preserved by G. 
where dim V ¼ k and the maps are as in Q l ðWÞ (i.e. injective). Let Q k l ðWÞ be the quiver representation WðD k l ðWÞ; a; bÞ (as defined in the previous section) where a and b correspond to V and W s respectively. Then Q k l ðWÞ may be depicted as 
where l 0 ¼ ðl 1 ; . . . ; l s ; l sþ1 Þ.
Proof. Let F be the set of subspaces W sþ1 of W s such that 
(Here we use the fact that if X A EndðQ k l ðWÞÞ and the actions of X on V and W s are Y-endomorphisms then so is the action of X on Z.) 
Þ: ð4Þ
Now consider the case a 0 0. Then a ¼ a W sþ1 for some W sþ1 A F l 0 . Let O be the quiver representation I ðKðL a ; eÞ; eÞ where e is the arrow from V to W s in L a . Then O may be depicted as
where V 0 ¼ ker a and the map V ! ! W sþ1 is induced by a. By Lemma 2.2, the G 
Þ: ð5Þ
The result now follows from (3), (4) and (5). r
The main result of this paper may be stated in a very general form as follows. 
Þ: ð6Þ
Observe that
Indeed, the only non-zero summand of b 0 corresponds to the case j ¼ k, l ¼ ð Þ. Applying Lemma 6.1 and rearranging the sums, we infer that, for any s,
(The last equality follows from (6).) Note that, if s > k, then a s ¼ b s ¼ 0 because any partition l with lðlÞ ¼ s satisfies jlj d s > k. Hence, by (7),
and the result follows. r
We now deduce Theorem 1.1. Let k; m A N, and let W be a vector space over F q of dimension m. Consider the quiver representation Q ðkÞ ¼ ðE 0 ; E 1 ; U; aÞ given by (2):
Then, for any partition l A P m , the set F l consists of just one flag, so (8), (9) 
These identities allow us to simplify the expression in Theorem 6.2. Remark. When calculating the last sum, we only need to consider those S J ½1; m À 1 for which P s A S s c k: if P s A S s > k, then rð j; SÞ ¼ rð j; S U fmgÞ ¼ 0 for all j A ½0; k. Similarly, Theorem 1.1 implies the following. Remark. The matrix formed by the numbers rðk; SÞ as k runs through N and S runs through non-empty subsets of ½1; m À 1 is of rank mðm À 1Þ=2 ¼ n, as shown in the Appendix. Thus, Proposition 7.3 is the best result that may be obtained via the method described.
We now show that Theorem 1.3 is a particular case of this result. Let l ¼ ðl 1 ; . . . ; l s Þ be a tuple of non-negative integers with 
Groups associated to preordered sets
Let C be a finite set. A binary relation 2 on C is a preorder if (i) x 2 x for all x A C; and (ii) if x 2 y and y 2 z, then x 2 z, for all x; y; z A C.
A preordered set is a finite set together with a preorder on it. Two elements x; y A C are said to be comparable if either x 2 y or y 2 x. If ðC;2Þ is a preordered set, one can define an equivalence relation on C as follows: x is equivalent to y if and only if x 2 y and y 2 x. The clots of C are, by definition, the equivalence classes with respect to this relation. Say that a clot D J C is minimal if there is no x A CnD such that x 2 y for some y A D. A partially ordered set is a preordered set each of whose clots contains only one element. The dual of a preordered set ðC;2Þ is ðC;2 0 Þ where x 2 0 y if and only if y 2 x. We denote the dual of a preordered set C by C Ã . If ðC 1 ;2 1 Þ and ðC 2 ;2 2 Þ are two preordered sets, their disjoint union is the set C 1 t C 2 with the preorder 2 defined as follows: x 2 y if and only if x; y A C i and x 2 i y for some i A f1; 2g. Where appropriate, C 1 t C 2 will denote the corresponding preordered set rather than just a set.
We shall define preordered sets by diagrams as follows. Clots will correspond to nodes, with the number at each node equal to the number of elements in the corresponding clot; x 2 y if and only if one can get from the node of x to the node of y by going along arrows. For example, 1
is (isomorphic to) the preordered set f1; 2; 3; 4; 5g where 2 is defined as follows: 1 2 3 2 4 2 3 2 5 and 2 2 3.
Let q be a prime power. Suppose that ðC;2Þ is a (finite) preordered set. Let M C ðqÞ ¼ M ðC;2Þ ðqÞ be the set of all C Â C matrices X ¼ ðx ij Þ over F q such that x ij ¼ 0 unless i 2 j, for all i; j A C. Let P C ðqÞ be the group of all invertible matrices in M C ðqÞ, and let N C ðqÞ be the set of all nilpotent matrices in M C ðqÞ. Let r C ðqÞ ¼ gðP C ðqÞ; N C ðqÞÞ:
For example, if C is the preordered set given by (17), then M C ðqÞ is (up to a permutation of C) the set of matrices of the form
If l ¼ ðl 1 ; . . . ; l s Þ is a tuple of non-negative integers, we shall also write l for the preordered set
Note that then P l ðqÞ, r l ðqÞ, etc. are as defined previously. If C is a preordered set, we shall aim to reduce the problem of finding r C ðqÞ to orbit-counting problems for matrices of size less than jCj, using Theorem 6.2. In some cases, we shall be able to express r C ðqÞ in terms of r O ðqÞ where O varies among preordered sets of size less than jCj. This will allow us to calculate r C ðqÞ using recursion for some C.
Let ðC;2Þ be a finite preordered set. Let D J C be a minimal clot in C with
We shall view C Â C matrices as endomorphisms of a vector space V over F q equipped with a basis fe 
Let p E : M C ðqÞ ! M E ðqÞ be the natural projection. Let X A Z. It is easy to see that p E establishes a bijection between the G X -orbits on A X and the p E ðG X Þ-orbits on p E ðA X Þ. So
Let Q be the quiver representation
where the first map is induced by the inclusion V D ,! V C and the second map is the natural projection. Then Q is isomorphic to Q k in the notation of Section 6 (V C 0 plays the role of W ). Let w : EndðQÞ ! EndðV E ; V D Þ be the isomorphism which maps an endomorphism Y of Q to the action of Y on V E .
Our aim is to express gðp E ðG X Þ; p E ðA X ÞÞ by applying Corollary 6.3 to the quiver Q k . In fact, this expression is the only substantial step of the proof. Let G Hence, clearly, wððA 
We are now in a position to apply Corollary 6.3:
By definition, 
The result follows by combining (18), (19), (20) and (21). r Therefore, in order to compute r C ðqÞ, it is enough to find a set of representatives H S for each S J ½1; m À 1 and to calculate gðP where OðS; nÞ is defined in terms of D ¼ CnD, C 0 and 2 as above.
Since jDj < jCj, this allows us to compute r C ðqÞ by recursion as long as we can always find a minimal clot D such that any two elements of C 0 are comparable. Using this method, one may compute r ðl 1 ;...; l s Þ ðqÞ for all tuples l with l 1 þ Á Á Á þ l s c 6, thus proving Proposition 1.4 (the explicit expressions are given at the end of Section 9). Indeed, one can choose the clots D in such a way that the only preordered set occurring in that computation for which Corollary 8.3 is not applicable is the one considered in Example 8.3 below. For more detail on the computation, see [4, Appendix B] . (The computation also uses the symmetry r C ðqÞ ¼ r C Ã ðqÞ proved in Section 9 below.)
We now consider some examples of computations using We may assume that the elements of D 2 are 1, 2, 3, 4 where 1 is the smallest element and 4 is the largest. The only minimal clot is D ¼ f1g. We have C 0 ¼ f2; 3; 4g. In this case, C 0 is not isomorphic to any l, so we apply Proposition 8.1 directly. If S ¼ q, we get the term r D 1 ðqÞ. Assume S ¼ f1g. The following is a complete set of representatives for the action of P Example 8.4. We consider r ð2; 2; 2Þ ðqÞ. Now ð2; 2; 2Þ is isomorphic to C ¼ ½1; 6 with clots f1; 2g, f3; 4g and f5; 6g (in increasing order Proof. Clearly, X 7 ! X Ã is a ring homomorphism from EndðQÞ to EndðQ Ã Þ op . If V is a finite-dimensional vector space, V ÃÃ is naturally equivalent to V . This equivalence establishes an isomorphism from Q ÃÃ onto Q, which identifies X ÃÃ and X for all X A EndðQÞ. Hence, X 7 ! X Ã is a bijection. r
Now let ðC;2Þ be a preordered set. Let V be a vector space over F q with a basis fe i g i A C . As in the previous section, we may then identify M C ðqÞ with a subring of EndðV Þ using this basis.
For each i A C, let DðiÞ ¼ f j A C : j 2 ig. Let T C ¼ T C ðqÞ be the quiver representation ðC t f0g; E 1 ; U; aÞ such that (i) E 1 is equal to C as a set, sðiÞ ¼ i and tðiÞ ¼ 0 for all i A C;
(ii) U 0 ¼ V , and U i ¼ spanfe j g j A DðiÞ c V for all i A C; (iii) a i is the inclusion map U i ,! V for each i A C.
It is easy to check that X 7 ! X 0 is a ring isomorphism from EndðT C Þ onto M C ðqÞ. Hence, r C ðqÞ ¼ yðT C ðqÞÞ: ð23Þ
The following is an easy exercise. Combining (23), Proposition 9.1 and Proposition 9.2, we obtain the following result. Table 1 gives the values of r l ðqÞ for all tuples l ¼ ðl 1 ; . . . ; l s Þ with l 1 þ Á Á Á þ l s c 6 (see [4, Appendix B] for a detailed computation). In view of Corollary 9.3, we list only one representative for each pair of distinct tuples ðl 1 ; . . . ; l s Þ and ðl s ; . . . ; l 1 Þ. 
