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Abstract—This paper is concerned with the finite-horizon
recursive filtering problem for a class of nonlinear time-varying
systems with missing measurements. The missing measurements
are modeled by a series of mutually independent random
variables obeying Bernoulli distributions with possibly different
occurrence probabilities. Attention is focused on the design of a
recursive filter such that, for the missing measurements, an upper
bound for the filtering error covariance is guaranteed and such
an upper bound is subsequently minimized by properly designing
the filter parameters at each sampling instant. The desired filter
parameters are obtained by solving two Riccati-like difference
equations that are of a recursive form suitable for online
applications. A simulation example is exploited to demonstrate
the effectiveness of the proposed filter design scheme.
I. INTRODUCTION
The past few decades have seen a surge of research in-
terest on the filtering or state estimation theories due to
their extensive applications in a variety of practical areas
including weather forecasting, economics, radar tracker and
global positioning system. Up to now, a great deal of efforts
has been delivered to the design issues of various kinds of
filters, for example, Kalman filters [2], [16], [22], extended
Kalman filters [9], [11], [24], [25] and 𝐻∞ filters [1], [6], [10],
[12], [15], [23], [28]. Among them, the traditional Kalman
filter has been shown to be an optimal one in the sense of
minimum variance for the linear systems, and the extended
Kalman filter has been developed to serve as an effective way
for handling the nonlinear estimation problems. Recently, the
robust extended Kalman filtering problem has been tackled in
[24] for a class of nonlinear systems, and a filtering algorithm
has been presented in a recursive form suitable for online
applications.
Most traditional filter design approaches rely on the assump-
tion that the measurement signals are perfectly transmitted.
Such an assumption, however, is conservative in many en-
gineering practice presented with unreliable communication
channels. For example, due to temporal sensor failures or
network congestions, the system measurements may contain
noise only at certain time points and the true signals are simply
missing. As such, the control and filtering problems with
missing measurements have received considerable research
attention, see e.g. [5], [8], [13], [14], [18]–[21], [27]. A
common way for modeling the data missing is to introduce
a random variable satisfying the Bernoulli binary distribution
taking values on either 1 or 0, where 1 is for the perfect
signal delivery and 0 represents the measurement missing.
Most of the aforementioned results have been based on the
hypothesis that all sensors have identical failure characteristics
[8]. However, such a hypothesis may not be true in the case
that the signals are observed by multiple sensors and each
individual sensor may have different failure rate.
It is worth mentioning that most existing results regarding
the missing measurements have concentrated on linear sys-
tems. It is well known that the nonlinearity is a ubiquitous
feature in almost all practical systems, and the occurrence of
the nonlinearity inevitably degrades the system performance
and even leads to instability [25], [26]. However, so far, the
filtering problem for general nonlinear stochastic systems with
missing measurements has not been thoroughly investigated
yet, not to mention the case where multiple sensors undergo
probabilistic missing measurements. It is, therefore, our aim
of this paper to shorten the gap by initiating a study on such
a challenging issue.
Motivated by the above discussions, we aim to investigate
the recursive filtering problem for a class of nonlinear time-
varying systems with missing measurements. A series of mutu-
ally independent random variables are introduced to describe
the phenomenon of missing measurements where individual
sensor is allowed to have different missing probability. The
finite-horizon filter is designed such that an upper bound on
the filtering error covariance is guaranteed and such an upper
bound is subsequently minimized by the designed filter at each
sampling instant. The proposed filter scheme is given in terms
of the solutions to two Riccati-like difference equations, and
therefore the algorithm is suitable for recursive computations.
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Notations. The notations used throughout the paper are
standard. 𝑅𝑛 and 𝑅𝑛×𝑚 denote the 𝑛-dimensional Euclidean
space and the set of all 𝑛 × 𝑚 matrices, respectively. For a
matrix 𝑃 , 𝑃𝑇 and 𝑃−1 represent its transpose and inverse,
respectively. tr(⋅) stands for the trace of a matrix. ∘ is the
Hadamard product defined as [𝐴 ∘ 𝐵]𝑖𝑗 = 𝐴𝑖𝑗 ⋅ 𝐵𝑖𝑗 . 𝐸{𝑥}
stands for the expectation of the stochastic variable 𝑥. 𝐼 and 0
represent the identity matrix and the zero matrix with appro-
priate dimensions, respectively. diag{𝑋1, 𝑋2, . . . , 𝑋𝑛} stands
for a block-diagonal matrix with matrices 𝑋1, 𝑋2, . . . , 𝑋𝑛 on
the diagonal. Matrices, if their dimensions are not explicitly
stated, are assumed to be compatible for algebraic operations.
II. PROBLEM FORMULATION AND PRELIMINARIES
Consider the following class of time-varying nonlinear
systems:
𝑥𝑘+1 = 𝑓 (𝑥𝑘) +𝐷𝑘𝜔𝑘 (1)
𝑦𝑘 = Ξ𝑘𝐶𝑘𝑥𝑘 + 𝜈𝑘 (2)
where 𝑥𝑘 ∈ 𝑅𝑛 is the system state to be estimated, the initial
value 𝑥0 has mean ?¯?0 and covariance 𝑃0∣0, 𝑦𝑘 ∈ 𝑅𝑚 is
the output vector, 𝜔𝑘 ∈ 𝑅𝑟 is the process noise with zero-
mean and covariance 𝑄 > 0, and 𝜈𝑘 ∈ 𝑅𝑚 is the zero-mean
measurement noise with covariance 𝑉 > 0. The nonlinear
function 𝑓 (𝑥𝑘) is analytic everywhere with known form, 𝐶𝑘
and 𝐷𝑘 are known and bounded matrices with appropriate
dimensions. Ξ𝑘 = diag{𝜉1𝑘, 𝜉2𝑘, . . . , 𝜉𝑚𝑘 } is to account for the
missing measurements where the mutually uncorrelated (in 𝑘
and 𝑖) random variables 𝜉𝑖𝑘 ∈ 𝑅 (𝑖 = 1, 2, . . . ,𝑚) take values
of 1 and 0 with
Prob
{
𝜉𝑖𝑘 = 1
}
= 𝐸
{
𝜉𝑖𝑘
}
:= 𝜗𝑖𝑘, (3)
Prob
{
𝜉𝑖𝑘 = 0
}
= 1− 𝐸 {𝜉𝑖𝑘} := 1− 𝜗𝑖𝑘. (4)
Here, 𝜗𝑖𝑘 ∈ [0, 1] is a known constant, 𝜉𝑖𝑘 is assumed to
be independent with 𝜔𝑘, 𝜈𝑘 and 𝑥0. Also, the noise signals
mentioned above are uncorrelated with each other.
In this paper, we design a filter of the following form:
?ˆ?𝑘+1∣𝑘 = 𝑓
(
?ˆ?𝑘∣𝑘
)
, (5)
?ˆ?𝑘+1∣𝑘+1 = ?ˆ?𝑘+1∣𝑘 +𝐾𝑘+1
(
𝑦𝑘+1 − Ξ¯𝑘+1𝐶𝑘+1?ˆ?𝑘+1∣𝑘
)(6)
where ?ˆ?𝑘∣𝑘 is the estimate of 𝑥𝑘 at time 𝑘 with ?ˆ?0∣0 = ?¯?0,
?ˆ?𝑘+1∣𝑘 is the one-step prediction at time 𝑘, 𝐾𝑘+1 is the
filter parameter to be determined, and Ξ¯𝑘+1 := 𝐸{Ξ𝑘+1} :=
diag{𝜗1𝑘+1, 𝜗2𝑘+1, . . . , 𝜗𝑚𝑘+1}.
The objective of this paper is twofold. First, we aim to
design a finite-horizon filter of form (5)-(6) such that, for
the missing measurements, an upper bound for the filtering
error covariance is guaranteed, i.e., there exists a sequence of
positive-definite matrices Σ𝑘+1∣𝑘+1 (0 ≤ 𝑘 ≤ 𝑁) satisfying
𝐸
{(
𝑥𝑘+1 − ?ˆ?𝑘+1∣𝑘+1
) (
𝑥𝑘+1 − ?ˆ?𝑘+1∣𝑘+1
)𝑇}
≤Σ𝑘+1∣𝑘+1
(7)
Second, we shall minimize such an upper bound Σ𝑘+1∣𝑘+1 by
appropriately designing the filter parameter at each sampling
instant.
Remark 1 In the model (2), 𝐶𝑘𝑥𝑘 represents the measure-
ment output subject to probabilistic information loss charac-
terized by the matrix Ξ𝑘, and 𝜈𝑘 is the random exogenous
noise acting on the measurement output. In other words, the
model (2) is comprehensive to include the practical cases
of probabilistic missing measurements and external additive
disturbances, thereby reflecting the engineering practice in a
more realistic way.
Remark 2 In this paper, the phenomena of measurements
missing is considered. Owing to the sensors aging and/or
sensor temporal failure, the missing measurements may occur
intermittently. In (2), Ξ𝑘 is introduced to characterize the
missing measurements where the random variable 𝜉𝑖𝑘 (𝑖 =
1, 2, . . . ,𝑚) corresponds to the 𝑖 sensor operating at the 𝑘th
sampling time point. For different sensors, it would be more
reasonable to allow multiple sensors to have different missing
probabilities (or failure rates [8]).
Before ending this section, we recall the following lemmas
which will be frequently used in subsequent developments.
Lemma 1 [7] Let 𝐴 = [𝑎𝑖𝑗 ]𝑛×𝑛 be a real-valued matrix
and 𝐵 = diag{𝑏1, 𝑏2, . . . , 𝑏𝑛} be a diagonal stochastic matrix.
Then
𝐸{𝐵𝐴𝐵𝑇 } =
⎡
⎢⎢⎢⎣
𝐸{𝑏21} 𝐸{𝑏1𝑏2} ⋅ ⋅ ⋅ 𝐸{𝑏1𝑏𝑛}
𝐸{𝑏2𝑏1} 𝐸{𝑏22} ⋅ ⋅ ⋅ 𝐸{𝑏2𝑏𝑛}
.
.
.
.
.
.
.
.
.
.
.
.
𝐸{𝑏𝑛𝑏1} 𝐸{𝑏𝑛𝑏2} ⋅ ⋅ ⋅ 𝐸{𝑏2𝑛}
⎤
⎥⎥⎥⎦ ∘𝐴
where ∘ is the Hadamard product.
Lemma 2 [22] Given matrices 𝐴, 𝐻 , 𝐺 and 𝐹 with
appropriate dimensions such that 𝐹𝐹𝑇 ≤ 𝐼 . Let 𝑋 be a
symmetric positive definite matrix and 𝛾 be an arbitrary
positive constant such that 𝛾−1𝐼 − 𝐺𝑋𝐺𝑇 > 0. Then the
following inequality holds
(𝐴+𝐻𝐹𝐺)𝑋 (𝐴+𝐻𝐹𝐺)
𝑇
≤ 𝐴 (𝑋−1 − 𝛾𝐺𝑇𝐺)−1𝐴𝑇 + 𝛾−1𝐻𝐻𝑇 . (8)
Lemma 3 [17] For 0 ≤ 𝑘 ≤ 𝑁 , suppose that 𝑋 = 𝑋𝑇 > 0,
𝑆𝑘 (𝑋) = 𝑆
𝑇
𝑘 (𝑋) ∈ 𝑅𝑛×𝑛 and 𝐻𝑘 (𝑋) = 𝐻𝑇𝑘 (𝑋) ∈ 𝑅𝑛×𝑛.
If
𝑆𝑘 (𝑌 ) ≥ 𝑆𝑘 (𝑋) , ∀ 𝑋 ≤ 𝑌 = 𝑌 𝑇 (9)
and
𝐻𝑘 (𝑌 ) ≥ 𝑆𝑘 (𝑌 ) , (10)
then the solutions 𝑀𝑘 and 𝑁𝑘 to the following difference
equations
𝑀𝑘+1 = 𝑆𝑘 (𝑀𝑘) , 𝑁𝑘+1 = 𝐻𝑘 (𝑁𝑘) , 𝑀0 = 𝑁0 > 0 (11)
satisfy 𝑀𝑘 ≤ 𝑁𝑘.
III. MAIN RESULTS
In this section, a sufficient condition for the design of
filter parameters is established by solving two Riccati-like
difference equations.
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To proceed, denote the one-step prediction error as
?˜?𝑘+1∣𝑘 = 𝑥𝑘+1− ?ˆ?𝑘+1∣𝑘 and the filtering error as ?˜?𝑘+1∣𝑘+1 =
𝑥𝑘+1 − ?ˆ?𝑘+1∣𝑘+1. Subtracting (5) from (1), we obtain
?˜?𝑘+1∣𝑘 = 𝑓 (𝑥𝑘)− 𝑓
(
?ˆ?𝑘∣𝑘
)
+𝐷𝑘𝜔𝑘. (12)
By using the Taylor series expansion around ?ˆ?𝑘∣𝑘, we
linearize 𝑓 (𝑥𝑘) as follows:
𝑓 (𝑥𝑘) = 𝑓
(
?ˆ?𝑘∣𝑘
)
+𝐴𝑘?˜?𝑘∣𝑘 + 𝑜(∣?˜?𝑘∣𝑘∣) (13)
where
𝐴𝑘 =
∂𝑓 (𝑥𝑘)
∂𝑥𝑘
∣𝑥𝑘=?ˆ?𝑘∣𝑘 ,
and 𝑜(∣?˜?𝑘∣𝑘∣) stands for the high-order terms of the Taylor
series expansion. For presentation convenience, along the
similar line of [3], [25], the high-order terms are transformed
into the following easy-to-handle formulation:
𝑜(∣?˜?𝑘∣𝑘∣) = 𝐵𝑘Ω𝑘𝐿𝑘?˜?𝑘∣𝑘, (14)
where 𝐵𝑘 is a bounded problem-dependent scaling matrix, 𝐿𝑘
is a bounded matrix for providing an extra degree of freedom
to tune the filter, and Ω𝑘 is an unknown time-varying matrix
accounting for the linearization errors of the dynamical model
and satisfies
Ω𝑘Ω
𝑇
𝑘 ≤ 𝐼. (15)
Remark 3 In traditional extended Kalman filter algorithms,
the Taylor series expansion is employed to linearize the
nonlinearity 𝑓(𝑥𝑘), and the linearization errors are simply
neglected which would inevitably lead to conservatism in
certain cases. Recently, a new approach has been proposed
in [3] to describe the higher-order terms in the Taylor series
in terms of parameter uncertainties. In this paper, as in [3],
[24], we use the deterministic matrix Ω𝑘 and the scaling
matrix 𝐵𝑘 in (14)-(15) to account for the linearization errors in
obtaining the matrix 𝐴𝑘. For more details we refer the reader
to Appendix C of [3] where a nice interpretation has been
given. It is worthwhile to further mention that, in practice, the
high-order terms in the Taylor series expansion are commonly
bounded and it is reasonable to regard them as deterministic
uncertainties affecting the system matrix 𝐴𝑘.
It follows from (12)-(14) that the one-step prediction error
is given by
?˜?𝑘+1∣𝑘 = (𝐴𝑘 +𝐵𝑘Ω𝑘𝐿𝑘) ?˜?𝑘∣𝑘 +𝐷𝑘𝜔𝑘. (16)
On the other hand, it follows from (6) that the filtering error
?˜?𝑘+1∣𝑘+1 can be described by
?˜?𝑘+1∣𝑘+1
=
(
𝐼 −𝐾𝑘+1Ξ¯𝑘+1𝐶𝑘+1
)
?˜?𝑘+1∣𝑘 −𝐾𝑘+1𝜈𝑘+1
−𝐾𝑘+1
(
Ξ𝑘+1 − Ξ¯𝑘+1
)
𝐶𝑘+1𝑥𝑘+1
(17)
Based on (16) and (17), we are ready to present the follow-
ing lemmas which give the recursion of the one-step prediction
error covariance and filtering error covariance, respectively.
Lemma 4 The one-step prediction error covariance 𝑃𝑘+1∣𝑘
obeys the following recursion:
𝑃𝑘+1∣𝑘 =(𝐴𝑘 +𝐵𝑘Ω𝑘𝐿𝑘)𝑃𝑘∣𝑘 (𝐴𝑘 +𝐵𝑘Ω𝑘𝐿𝑘)
𝑇
+𝐷𝑘𝑄𝐷
𝑇
𝑘
(18)
where 𝑃𝑘∣𝑘 = 𝐸{?˜?𝑘∣𝑘?˜?𝑇𝑘∣𝑘} is the filtering error covariance.
Proof Since (18) follows from (16) directly, the proof is
omitted for brevity.
Lemma 5 The filtering error covariance 𝑃𝑘+1∣𝑘+1 is given
as follows:
𝑃𝑘+1∣𝑘+1
=
(
𝐼 −𝐾𝑘+1Ξ¯𝑘+1𝐶𝑘+1
)
𝑃𝑘+1∣𝑘
(
𝐼 −𝐾𝑘+1Ξ¯𝑘+1𝐶𝑘+1
)𝑇
+𝐾𝑘+1(𝐽𝑘+1 + 𝑉 )𝐾
𝑇
𝑘+1
(19)
where
𝐽𝑘+1 :=Ξˇ𝑘+1 ∘
(
𝐶𝑘+1𝐸
{
𝑥𝑘+1𝑥
𝑇
𝑘+1
}
𝐶𝑇𝑘+1
)
,
Ξˇ𝑘+1 :=diag{𝜗1𝑘+1
(
1− 𝜗1𝑘+1
)
, 𝜗2𝑘+1
(
1− 𝜗2𝑘+1
)
,
. . . , 𝜗𝑚𝑘+1
(
1− 𝜗𝑚𝑘+1
)}.
(20)
Proof According to (17), we have
𝑃𝑘+1∣𝑘+1
=
(
𝐼 −𝐾𝑘+1Ξ¯𝑘+1𝐶𝑘+1
)
𝑃𝑘+1∣𝑘
(
𝐼 −𝐾𝑘+1Ξ¯𝑘+1𝐶𝑘+1
)𝑇
+𝐾𝑘+1𝐸{
(
Ξ𝑘+1 − Ξ¯𝑘+1
)
𝐶𝑘+1𝑥𝑘+1𝑥
𝑇
𝑘+1𝐶
𝑇
𝑘+1
× (Ξ𝑘+1 − Ξ¯𝑘+1)}𝐾𝑇𝑘+1 +𝐾𝑘+1𝑉 𝐾𝑇𝑘+1.
(21)
Next, applying Lemma 1 and together with the property of
conditional expectation, we obtain
𝐸{(Ξ𝑘+1 − Ξ¯𝑘+1)𝐶𝑘+1𝑥𝑘+1𝑥𝑇𝑘+1
× 𝐶𝑇𝑘+1
(
Ξ𝑘+1 − Ξ¯𝑘+1
)}
=Ξˇ𝑘+1 ∘
(
𝐶𝑘+1𝐸
{
𝑥𝑘+1𝑥
𝑇
𝑘+1
}
𝐶𝑇𝑘+1
) (22)
where Ξˇ𝑘+1 is defined in (20). Therefore, (19) follows directly
from (21) and (22), and the proof of this Lemma is complete.
Remark 4 It can be seen that the linearization has been
enforced to facilitate the recursive filtering algorithm develop-
ments. From Lemmas 4-5, the filtering error covariance can
be obtained for the missing measurements provided that the
matrix equations (18) and (19) are solvable. Unfortunately, due
to the consideration of the nonlinearity, (18) and (19) are con-
taminated by some uncertain terms Ω𝑘 and 𝐸
{
𝑥𝑘+1𝑥
𝑇
𝑘+1
}
,
which lead to essential difficulty in determining the accurate
value of the filtering error covariance 𝑃𝑘+1∣𝑘+1. In the follow-
ing, an alternatively way is employed to design an appropriate
filter parameter 𝐾𝑘+1 such that there exists an upper bound
for the filtering error covariance.
Now, we are in a position to present our main results. In
view of Lemmas 2-5, the filter parameter is designed such that
an optimized upper bound for the filtering error covariance is
achieved at each sampling instant.
Theorem 1 Consider the one-step prediction error covari-
ance and the filtering error covariance in (18)-(19), respec-
tively. Assume that (15) holds. Let 𝛾𝑘 and 𝜀 be positive scalars.
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If the following two Riccati-like difference equations
Σ𝑘+1∣𝑘
=𝐴𝑘
(
Σ−1𝑘∣𝑘 − 𝛾𝑘𝐿𝑇𝑘 𝐿𝑘
)−1
𝐴𝑇𝑘 + 𝛾
−1
𝑘 𝐵𝑘𝐵
𝑇
𝑘
+𝐷𝑘𝑄𝐷
𝑇
𝑘 ,
(23)
and
Σ𝑘+1∣𝑘+1
=
(
𝐼 −𝐾𝑘+1Ξ¯𝑘+1𝐶𝑘+1
)
Σ𝑘+1∣𝑘
× (𝐼 −𝐾𝑘+1Ξ¯𝑘+1𝐶𝑘+1)𝑇 +𝐾𝑘+1
×
[
Ξˇ𝑘+1 ∘
(
𝐶𝑘+1Φ𝑘+1∣𝑘𝐶𝑇𝑘+1
)
+ 𝑉
]
𝐾𝑇𝑘+1
(24)
with initial condition Σ0∣0 = 𝑃0∣0 > 0 have positive-definite
solutions Σ𝑘+1∣𝑘 and Σ𝑘+1∣𝑘+1 such that, for all 0 ≤ 𝑘 ≤ 𝑁 ,
the following constraint
𝛾−1𝑘 𝐼 − 𝐿𝑘Σ𝑘∣𝑘𝐿𝑇𝑘 > 0, (25)
are satisfied where
Φ𝑘+1∣𝑘 := (1 + 𝜀) Σ𝑘+1∣𝑘 +
(
1 + 𝜀−1
)
?ˆ?𝑘+1∣𝑘?ˆ?𝑇𝑘+1∣𝑘, (26)
then with the filter parameter 𝐾𝑘+1 given by
𝐾𝑘+1
=Σ𝑘+1∣𝑘𝐶𝑇𝑘+1Ξ¯𝑘+1
[
Ξ¯𝑘+1𝐶𝑘+1Σ𝑘+1∣𝑘𝐶𝑇𝑘+1Ξ¯𝑘+1
+ Ξˇ𝑘+1 ∘
(
𝐶𝑘+1Φ𝑘+1∣𝑘𝐶𝑇𝑘+1
)
+ 𝑉
]−1 (27)
the matrix Σ𝑘+1∣𝑘+1 is an upper bound for 𝑃𝑘+1∣𝑘+1, i.e.,
𝑃𝑘+1∣𝑘+1 ≤ Σ𝑘+1∣𝑘+1. (28)
Moreover, the filter parameter 𝐾𝑘+1 given by (27) minimizes
the upper bound Σ𝑘+1∣𝑘+1.
Proof Note that the covariance matrices 𝑃𝑘+1∣𝑘 and
𝑃𝑘+1∣𝑘+1 can be rewritten as the functions of 𝑃𝑘∣𝑘 and 𝑃𝑘+1∣𝑘,
respectively. Then, it is not difficult to verify that the condition
(9) in Lemma 3 is satisfied.
Now, we are ready to deal with the terms of the right-hand
side of (19). Considering the following elementary inequality(
𝜀
1
2 ?˜?𝑘+1∣𝑘 − 𝜀− 12 ?ˆ?𝑘+1∣𝑘
)(
𝜀
1
2 ?˜?𝑘+1∣𝑘 − 𝜀− 12 ?ˆ?𝑘+1∣𝑘
)𝑇
≥ 0,
we can obtain the following inequality
?˜?𝑘+1∣𝑘?ˆ?𝑇𝑘+1∣𝑘 + ?ˆ?𝑘+1∣𝑘?˜?
𝑇
𝑘+1∣𝑘
≤𝜀?˜?𝑘+1∣𝑘?˜?𝑇𝑘+1∣𝑘 + 𝜀−1?ˆ?𝑘+1∣𝑘?ˆ?𝑇𝑘+1∣𝑘
with 𝜀 > 0 being a scalar, which yields
𝐸
{
𝑥𝑘+1𝑥
𝑇
𝑘+1
}
≤𝐸
{
(1 + 𝜀) ?˜?𝑘+1∣𝑘?˜?𝑇𝑘+1∣𝑘 +
(
1 + 𝜀−1
)
?ˆ?𝑘+1∣𝑘?ˆ?𝑇𝑘+1∣𝑘
}
=(1 + 𝜀)𝑃𝑘+1∣𝑘 +
(
1 + 𝜀−1
)
?ˆ?𝑘+1∣𝑘?ˆ?𝑇𝑘+1∣𝑘.
(29)
Then, the last term of the right-hand side of (19) can be
determined as
𝐾𝑘+1(𝐽𝑘+1 + 𝑉 )𝐾
𝑇
𝑘+1
≤𝐾𝑘+1
[
Ξˇ𝑘+1 ∘
(
𝐶𝑘+1𝑀𝑘+1∣𝑘𝐶𝑇𝑘+1
)
+ 𝑉
]
𝐾𝑇𝑘+1
(30)
where where
𝑀𝑘+1∣𝑘 := (1 + 𝜀)𝑃𝑘+1∣𝑘 +
(
1 + 𝜀−1
)
?ˆ?𝑘+1∣𝑘?ˆ?𝑇𝑘+1∣𝑘.
It then follows from (19) and (30) that
𝑃𝑘+1∣𝑘+1
≤ (𝐼 −𝐾𝑘+1Ξ¯𝑘+1𝐶𝑘+1)𝑃𝑘+1∣𝑘
× (𝐼 −𝐾𝑘+1Ξ¯𝑘+1𝐶𝑘+1)𝑇 +𝐾𝑘+1
×
[
Ξˇ𝑘+1 ∘
(
𝐶𝑘+1𝑀𝑘+1∣𝑘𝐶𝑇𝑘+1
)
+ 𝑉
]
𝐾𝑇𝑘+1
(31)
Combining (23), (24) and (31), we can show that the
condition (10) in Lemma 3 is satisfied. Therefore, it follows
directly from Lemmas 2-3 that
𝑃𝑘+1∣𝑘+1 ≤ Σ𝑘+1∣𝑘+1.
Having determined the upper bound Σ𝑘+1∣𝑘+1, we are now
ready to show that the filter parameter given by (27) is optimal
in the sense that it minimizes the upper bound Σ𝑘+1∣𝑘+1.
Taking the partial derivative of (24) with respect to 𝐾𝑘+1 and
letting the derivative be zero, we have
∂tr
(
Σ𝑘+1∣𝑘+1
)
∂𝐾𝑘+1
=− 2 (𝐼 −𝐾𝑘+1Ξ¯𝑘+1𝐶𝑘+1)Σ𝑘+1∣𝑘𝐶𝑇𝑘+1Ξ¯𝑘+1
+ 2𝐾𝑘+1
[
Ξˇ𝑘+1 ∘
(
𝐶𝑘+1Φ𝑘+1∣𝑘𝐶𝑇𝑘+1
)
+ 𝑉
]
=0.
(32)
From (32), and through straightforward algebraic manipula-
tions, the optimal filter parameter 𝐾𝑘+1 can be determined as
follows:
𝐾𝑘+1
=Σ𝑘+1∣𝑘𝐶𝑇𝑘+1Ξ¯𝑘+1
[
Ξ¯𝑘+1𝐶𝑘+1Σ𝑘+1∣𝑘𝐶𝑇𝑘+1Ξ¯𝑘+1
+ Ξˇ𝑘+1 ∘
(
𝐶𝑘+1Φ𝑘+1∣𝑘𝐶𝑇𝑘+1
)
+ 𝑉
]−1 (33)
Obviously, the filter parameter 𝐾𝑘+1 in (33) is identical to
(27). To this end, the optimal filter gain 𝐾𝑘+1 is designed
in the sense of minimizing the upper bound Σ𝑘+1∣𝑘+1 for
the filtering error covariance and, therefore, the proof of this
theorem is complete.
Remark 5 At each sampling instant, the filter parameter
𝐾𝑘+1 is designed in Theorem 1 to minimize the upper bound
of filtering error covariance. The consideration of the multiple
missing measurements constitutes the main difference between
our work and the work of [24]. In our main results, the
constants 𝜗𝑖𝑘 (𝑖 = 1, 2, . . . ,𝑚) are there for the missing
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measurements where all sensors are allowed to have differ-
ent missing probabilities. Furthermore, the proposed filter is
derived in terms of the solutions to two Riccati-like difference
equations, which is recursive and therefore suitable for online
applications.
IV. AN ILLUSTRATIVE EXAMPLE
Consider the following nonlinear system with missing mea-
surements: {
𝑥𝑘+1 = 𝑓(𝑥𝑘) +𝐷𝑘𝜔𝑘
𝑦𝑘 = Ξ𝑘𝐶𝑘𝑥𝑘 + 𝜈𝑘
where
𝑓(𝑥𝑘) =
[
0.8𝑥1,𝑘 + 𝑥1,𝑘𝑥2,𝑘
1.5𝑥2,𝑘 − 𝑥1,𝑘𝑥2,𝑘
]
,
𝐷𝑘 =
[
0.06
0.03 + 0.5𝑒−5𝑘
]
,
𝐶𝑘 =
[
0.85 0
0 −1.5
]
and 𝑥𝑘 =
[
𝑥1,𝑘 𝑥2,𝑘
]𝑇 is the state vector with 𝑥𝑖,𝑘
(𝑖 = 1, 2) being the 𝑖-th element of the system state, 𝜔𝑘 ∈ 𝑅
and 𝜈𝑘 ∈ 𝑅2 are zero-mean Gaussian white noises with
covariances 0.5 and 0.02𝐼2, respectively.
In the simulation, set the initial value of estimation as ?ˆ?0∣0 =
?¯?0 =
[
0.8 0.2
]𝑇
and Σ0∣0 = 10𝐼 . Assume that Ξ¯𝑘 =
diag{0.95, 0.90}. The other parameters are chosen as 𝐵𝑘 =
diag{0.1, 0.2}, 𝐿𝑘 = 0.1𝐼2, 𝛾𝑘 = 0.005, and 𝜀 = 0.35. By
solving (23) and (24), the filter parameter can be obtained
recursively and the simulation results are shown in Figs. 1-4.
Here, MSE-𝑖 (𝑖 = 1, 2) denotes the mean square error (MSE)
for the estimation of the state.
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Fig. 1. MSE1 and its upper bound
In the figures, Figs. 1-2 show the upper bounds Σ11𝑘∣𝑘 and
Σ22𝑘∣𝑘 as well as the MSE for the states 𝑥1,𝑘 and 𝑥2,𝑘, which
confirm that the MSE stay below their upper bounds. The
trajectories of the actual states 𝑥𝑖,𝑘 and their estimates ?ˆ?𝑖,𝑘
5 10 15 20 25 30 35 40
−8
−6
−4
−2
0
2
4
6
No. of samples. K
L
og
(
M
ea
n
sq
ua
re
er
ro
r
)
 
 
MSE2
Upper bound
Fig. 2. MSE2 and its upper bound
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Fig. 3. The actual state 𝑥1,𝑘 and its estimation ?ˆ?1,𝑘
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Fig. 4. The actual state 𝑥2,𝑘 and its estimation ?ˆ?2,𝑘
(𝑖 = 1, 2) are plotted in Figs. 3-4, which illustrate that the
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presented scheme can perform well to estimate the system
states.
V. CONCLUSIONS
In this paper, the finite-horizon filter design problem has
been investigated for a class of time-varying nonlinear systems
with missing measurements. A series of mutually independent
random variables that obeys Bernoulli distribution has been
introduced to describe the missing measurement phenomenon.
A filter has been designed to guarantee an optimized upper
bound on the filtering error covariance by means of solving
two Riccati-like difference equations. Finally, a numerical
example has been provided to illustrate the effectiveness of the
main results. Further research topics include the extension of
the main results to the recursive filtering problem for general
nonlinear stochastic systems, to the finite-horizon 𝐻∞ filtering
problem with fading measurements, and so on.
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