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Abstract—Despite strong connections through shared appli-
cation areas, research efforts on power market optimization
(e.g., unit commitment) and power network optimization (e.g.,
optimal power flow) remain largely independent. A notable
illustration of this is the treatment of power generation cost
functions, where nonlinear network optimization has largely used
polynomial representations and market optimization has adopted
piecewise linear encodings. This work combines state-of-the-
art results from both lines of research to understand the best
mathematical formulations of the nonlinear AC optimal power
flow problem with piecewise linear generation cost functions.
An extensive numerical analysis of non-convex models, linear
approximations, and convex relaxations across fifty-four realistic
test cases illustrates that nonlinear optimization methods are sur-
prisingly sensitive to the mathematical formulation of piecewise
linear functions. The results indicate that a poor formulation
choice can slow down algorithm performance by a factor of ten,
increasing the runtime from seconds to minutes. These results
provide valuable insights into the best formulations of nonlinear
optimal power flow problems with piecewise linear cost functions,
a important step towards building a new generation of energy
markets that incorporate the nonlinear AC power flow model.
NOMENCLATURE
N - The set of nodes
E, ER - The set of from and to branches
G - The set of generators
Gi - The subset of generators at bus i
pk - The number of points in piecewise linear cost
for generator k
Ck - The cost points [1, 2, . . . , pk] for generator k
C ′k - The cost points [2, 3, . . . , pk] for generator k
C ′′k - The cost points [3, 4, . . . , pk] for generator k
cgkl - The cost of generator k at point l ∈ Ck
pgkl - The power of generator k at point l ∈ Ck
∆cgkl - The incremental cost of generator k between
points l ∈ C ′k and l − 1
bcgkl - The cost offset of generator k between points
l ∈ C ′k and l − 1
i - Imaginary number constant
S = p+ iq - AC power
V = v 6 θ - AC voltage
Y = g + ib - Branch admittance
W - Product of two AC voltages
su - Branch apparent power thermal limit
θ∆l, θ∆u - Voltage angle difference limits
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Sd - AC power demand
Sg - AC power generation
ak, bk, ck - Polynomial cost coefficients of generator k
<(·),=(·) - Real and imaginary parts of a complex num.
(·)∗, | · | - Conjugate and magnitude of a complex num.
xl, xu - Lower and upper bounds of x, respectively
x - A constant value
I. INTRODUCTION
OVER the last several decades, competitive energy mar-kets have proven to be an effective mechanism to gen-
erate power at minimal cost. In such markets potential energy
generation units provide offers in the form of piecewise convex
functions of generation production cost, and an independent
system operator (ISO) or regional transmission organization
(RTO) solves a mathematical optimization problem to deter-
mine the cheapest dispatch of those generating units, con-
sidering a wide variety of network reliability criteria, that is
market clearing [1], [2], [3]. Given the uncertainty of future
energy demands, the market clearing process is repeated at
different time scales ranging from day-head to real-time, at
approximately 1 hour and 15 minute intervals, respectively.
The significant size of real-world market clearing problems,
which feature 100s to 1000s of generating units, and tight run-
time requirements, just a few minutes, present a significant
computational challenge to optimization algorithms. Modern
energy markets currently solve this challenging optimization
problem by utilizing commercial mixed-integer linear opti-
mization software, such as CPLEX [4], Gurobi [5], and Xpress
[6], all of which provide high reliability and state-of-the-
art computational performance. However, a key limitation
of these commercial tools is a focus on linear equations,
limiting market clearing optimization to linear approximations
of power flow physics, such as the seminal DC Power Flow
[7]. This approximation of the true nonlinear physics of
AC power networks results in out-of-market corrections by
network operators to adjust for inaccuracies in the market’s
physics model.
Recent advances in nonlinear optimization [8] and convex
nonlinear relaxations [9] have spurred aspirations for a new
generation of market clearing optimization software that con-
siders the full AC power flow physics. An AC market design
has the promise of both reducing out-of-market corrections
and incorporating prices for valuable ancillary services such as
voltage support capabilities, which are currently priced by ad-
hoc methods. From an algorithmic standpoint, the realization
of an AC market in practice requires the fast and reliable
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2solution of challenging mixed-integer non-convex nonlinear
optimization problems, which is an active area of research
in the optimization community. Recognizing the near-term
potential for AC power flow markets, in 2019 ARPA-e con-
ducted a Grid Optimization Competition [10], to identify the
most promising algorithmic approaches for building the next
generation of power network optimization software.
Pursuing a future AC market design, this work explores
how to best model piecewise convex functions of genera-
tion production costs in nonlinear optimization algorithms.
Specifically, it considers different mathematically-equivalent
formulations of piecewise linear cost functions and evaluates
their computational implications on nonlinear power network
optimization. The core observations of this work are threefold:
(1) the mathematical modeling lessons learned from linear
active-power-only markets do not necessarily carry over to
forthcoming AC power markets; (2) a poor choice of the
piecewise linear cost function representation can result in a
solution time slowdown of as much as 10 times on realistic
test systems; (3) ultimately, the “λ” and “∆” formulations of
the piecewise cost functions prove to be the most suitable
for current nonlinear optimization software. To the best of
our knowledge, this paper provides the first synthesis of state-
of-the-art models for piecewise linear cost functions coming
from the market operations literature [11] with state-of-the-art
models for nonlinear AC optimal power flow literature [12],
[13].
The rest of the paper is organized as follows: Section
II provides a brief introduction to optimal power flow and
Section III reviews mathematical models for piecewise linear
cost functions. Section IV conducts computational experiments
of 12 optimization models across 54 test cases providing the
core contributions of the paper, and Section V finishes with
closing remarks.
II. OPTIMAL POWER FLOW
The most prevalent power network optimization task is
arguably the optimal power flow problem (OPF). At a high
level, the OPF problem is a single-time period optimization
task that consists of finding the cheapest way to generate
sufficient power to meet a specified demand. The challenge
of OPF is that an AC power network with a variety of
operating constraints is used to transmit the power from the
generators to the demands. Capturing both these operational
constraints and the AC physics of a power network gives rise
to a challenging non-convex nonlinear optimization task and
a thriving body of algorithmic research [9]. It is important
to highlight, although OPF forms a foundational sub-problem
of an energy market, that a real-world market requires many
extensions including co-optimization of multiple-time periods,
commitment of generation units, and contingency constraints,
to name a few. This work focuses on OPF as a first necessary
step to building a comprehensive and reliable AC energy
market optimization.
This work begins with the canonical academic AC-OPF
formulation [14] presented in Model 1. At a high level,
the network is defined by a set of buses N , lines E, and
Model 1 AC Optimal Power Flow (AC-OPF)
variables: Sgk(∀k ∈ G), Vi(∀i ∈ N), Sij(∀(i, j) ∈ E ∪ ER)
minimize:
∑
k∈G
Costk(<(Sgk)) (2a)
subject to:
vli ≤ |Vi| ≤ vui ∀i ∈ N (2b)
Sglk ≤ Sgk ≤ Sguk ∀k ∈ G (2c)∑
k∈Gi
Sgk − Sdi =
∑
(i,j)∈Ei∪ERi
Sij ∀i ∈ N (2d)
Sij = Y
∗
ij |Vi|2 − Y ∗ijViV ∗j (i, j) ∈ E ∪ ER (2e)
|Sij | ≤ suij ∀(i, j) ∈ E ∪ ER (2f)
θ∆lij ≤ 6 (ViV ∗j ) ≤ θ∆uij ∀(i, j) ∈ E (2g)
generators G. A notable feature of this formulation is that the
active power generator cost functions are provided as convex
quadratic functions, that is,
Costk(x) = ckx2 + bkx+ ak ∀k ∈ G (1)
The objective function (2a) seeks to minimize total of the
generation costs. The constraints (2b),(2c) capture the bus
voltage requirements and generator output limits, respectively.
The constraints (2d),(2e) model the AC power flow physics
via power balance and Ohm’s law, respectively. Finally, the
constraints (2f),(2g) enforce the thermal and angle stability
limits across the power lines in the network. For additional
details, a first-principles derivation of this model is presented
in [12].
A. OPF Solution Methods
The mathematical optimization problem presented by Model
1 is a non-convex NonLinear Program (NLP). This problem
is known to feature local minima [15] and to be NP-Hard in
the general case [16], [17]. The standard solution for chal-
lenging non-convex NLP models is use of global optimization
solvers, such as BARON [18], Couenne [19], and Alpine [20],
which provide solution quality bounds and optimality proofs.
However, these approaches can only solve AC-OPF problems
with a few hundred buses, which is an order of magnitude
less than real-world applications that require thousands of
buses. It has been observed that interior point methods, such
as Ipopt [8] and KNITRO [21], can quickly find high-quality
solutions to real-world AC-OPF problems [12]. However, these
methods do not provide global guarantees of convergence and
optimality of the solutions that they find. This performance
gap between off-the-self interior point and global optimization
solvers has yielded a wide variety of bespoke solutions for
solving AC-OPF with quality guarantees, including problem-
specific convex relaxations [22], [12], polynomial optimization
[23], and bound tightening [24]. See [9] for a comprehensive
review of different approaches.
In addition to the AC-OPF formulation presented in Model
1, this work also considers two canonical alternatives: the
seminal DC Power Flow approximation and a simple convex
3relaxation of the OPF problem. These alternatives serve to
position the results of this work in the ongoing transition
of power network optimization from linear active-power-only
approximations to nonlinear active-and-reactive optimization.
B. Convex Relaxation
Convex relaxations of the non-convex AC model have drawn
significant interest in recent years [9], in large part due to their
ability to provide tight bounds on the AC-OPF solution quality.
Following those lines, this work considers the Second-Order
Cone (SOC) relaxation of the AC power flow equations [22].
Although some relaxations are stronger than SOC [12], [25],
[26] and others are faster than SOC [27], the SOC relaxation
is selected because it provides an appealing tradeoff between
bounding strength and runtime performance.
The first insight of the SOC relaxation is that the voltage
product terms V ∗i Vj can be lifted into a higher dimensional
W -space as follows:
|Vi|2 ⇒Wii ∀i ∈ N (3a)
ViV
∗
j ⇒Wij ∀(i, j) ∈ E (3b)
Note that lifting Model 1 into the W -space makes all of the
non-convex constraints linear. The second insight of the SOC
relaxation is that the W -space relaxation can be strengthened
by adding the valid inequality,
|Wij |2 ≤WiiWjj (4a)
which is a convex rotated SOC constraint that is supported by
a wide variety of commercial optimization tools.
Utilizing these two insights, the SOC-OPF relation of the
AC-OPF problem is presented in Model 2. Many of the
constraints remain the same; the core differences are as
follows. Constraints (5a),(5b),(5c),(5d) capture the bus voltage
requirements, Ohm’s law, and voltage angle stability limits
in the lifted W -space. Constraint (5e) is a new constraint
that strengthens the relaxation. The virtues of this model are
that it is convex (i.e., global optimality is achieved by local
solvers like Ipopt and KNITRO) and it provides a lower bound
to the objective function value of the non-convex AC-OPF
model. The principal weakness of this model is that its voltage
solution is non-physical and usually does not provide useful
insights into the solution of the non-convex AC-OPF model.
C. Linear Approximation
The most widely used approach to solving OPF problems
is to approximate the power flow physics with the DC Power
Flow approximation [7]. This model is achieved by taking
a first-order Taylor expansion around the nominal voltage
operating point of Vi ≈ 1 6 0. This expansion yields the
following voltage product approximation,
ViV
∗
j ⇒ 1 6 (θi − θj) (7)
and results in omitting the reactive power variables and
constraints from the model as they are constant values in the
first-order Taylor expansion. A more detailed derivation of this
model from first principles is available in [7], [28].
Model 2 SOC Optimal Power Flow (SOC-OPF)
variables: Sgk(∀k ∈ G), Sij(∀(i, j) ∈ E ∪ ER),
Wii(∀i ∈ N),Wij(∀i, j ∈ E)
minimize: (2a)
subject to: (2c), (2d), (2f)
(vli)
2 ≤Wii ≤ (vui )2 ∀i ∈ N (5a)
Sij = Y
∗
ijWii − Y ∗ijWij (i, j) ∈ E (5b)
Sji = Y
∗
ijWjj − Y ∗ijW ∗ij (i, j) ∈ E (5c)
tan(θ∆lij )<(Wij) ≤ =(Wij)
≤ tan(θ∆uij )<(Wij) ∀(i, j) ∈ E (5d)
|Wij |2 ≤WiiWjj (i, j) ∈ E (5e)
Model 3 DC Optimal Power Flow (DC-OPF)
variables: pgk(∀k ∈ G), pij(∀(i, j) ∈ E ∪ ER), θi(∀i ∈ N)
minimize:
∑
k∈G
Costk(p
g
k) (6a)
subject to:
<(Sglk ) ≤ pgk ≤ <(Sguk ) ∀k ∈ G (6b)∑
k∈Gi
pgk −<(Sdi ) =
∑
(i,j)∈Ei∪ERi
pij ∀i ∈ N (6c)
pij = −=(Y ∗ij)(θi − θj) (i, j) ∈ E ∪ ER (6d)
− suij ≤ pij ≤ suij ∀(i, j) ∈ E ∪ ER (6e)
θ∆lij ≤ θi − θj ≤ θ∆uij ∀(i, j) ∈ E (6f)
Applying this transformation to the AC-OPF problem yields
the DC-OPF approximation in Model 3. The constraints are
similar to the AC-OPF model but with the reactive power com-
ponents omitted. The objective function (6a) is the same but
applied to the active-power variables directly. The constraint
(6b) captures the generator output limits. The constraints
(6c),(6d) approximate the power flow physics of power balance
and Ohm’s law, respectively. Finally, the constraints (6e),(6f)
enforce the thermal and angle stability limits across the power
lines in the network. The virtue of this model is that it is a
linear optimization problem, which benefits from decades of
research and mature commercial optimization software. The
principal weakness of this model is that it cannot consider
bus voltage and reactive power requirements.
III. PIECEWISE LINEAR COSTS
Mathematical formulations for piecewise linear cost func-
tions are a cornerstone of linear and mixed-integer linear
optimization tools [29], [30]. The first linear programming
formulation for convex piecewise linear costs appeared shortly
after the simplex method was popularized for a practical
reason – to approximate separable convex functions [31].
This was quickly followed by several alternative formulations
for separable convex piecewise linear costs [32], [33], [34].
Formulations for non-convex piecewise linear cost functions
4arrived shortly after the development of Mixed-integer linear
programming (MILP), a much richer modeling framework,
that can capture many discrete mathematical structures [35].
Both the convex and non-convex formulations of piecewise
linear cost have been a fruitful research topic over the years.
See [36] for a recent comprehensive review of different
approaches.
In the context of power systems, the majority of the
piecewise linear cost literature has focused on the formulation
of convex piecewise linear cost functions in the context of
the unit commitment (UC) problem, which focuses on the
temporal constraints of assigning generators to deliver power
for several hours or days. The use of convex piecewise
linear cost in the UC context dates back to Garver [37],
who proposed them in a MILP formulation for UC. Over
the years research demonstrated that the formulation of the
piecewise linear production cost can have a profound impact
on modern MILP solver performance [38], [3], [11]. While
several papers have studied quadratic and polynomial convex
production costs for UC [39], [40], [41], these formulations
have not been adopted by industry in the United States, mainly
due to the increased complexity of the resulting nonlinear
mixed-integer optimization problem. At this time, it is still
the standard practice in the United States for ISOs and RTOs
to require generators to submit convex piecewise linear offers
for generation production costs.
As previously discussed, there is an increasing interest for
market operators to consider AC physics directly in market
clearing problems, like OPF and UC [10]. However, there is
currently an inconsistency between the existing market struc-
tures, which model generator costs as convex piecewise linear
functions, and the AC-OPF literature that has standardized
around convex quadratic cost functions [14]. The principal
objective of this work is to consider the breadth of convex
piecewise linear cost formulations developed in the UC litera-
ture in the context of AC-OPF, to understand their performance
implications on forthcoming nonlinear optimization problems.
A. Piecewise Linear Data Model and Assumptions
In this work piecewise linear functions are defined by
a sequence of points representing line segments for each
generator k ∈ G,
(pgkl, cgkl) ∀l ∈ Ck (8)
where cgkl is the cost of generating pgkl megawatts of power
and the set Ck determines how many points each generator
cost function has. In some cases it is convenient to consider
the piecewise linear function as a collection of lines defined
by slope-intercept pairs as follows,
∆cgkl =
cgk,l − cgk,l−1
pgk,l − pgk,l−1 ∀l ∈ C
′
k (9a)
bcgkl = cgkl −∆cgklpgkl ∀l ∈ C ′k (9b)
where ∆cgkl and bcgkl are the slope and intercept respectively.
Note that the set C ′k omits the first index of the standard point
set Ck so that l − 1 is well defined. Figure 1 provides an
( cg7, bcg7)
Fig. 1. An example of typical piecewise linear data processing. In this case,
the points 1 and 2 can be removed due to the generation lower bound, <(Sgl).
Point 5 can be removed due to no change in the slope of the adjacent segments,
and point 7 needs to be extended to include the generation upper bound,
<(Sgu).
illustration of a prototypical generation cost function encoded
as a sequence of points.
Assumptions: A core challenge of working with piecewise
linear functions is their generality. Hence, it is important to
provide a detailed specification of the inputs that are permitted.
Throughout this work it is assumed that the optimization
problem of interest is a minimization problem and the points of
each generator encode a convex piecewise linear cost function.
Specifically, this work requires three key properties of these
functions: (1) the generator’s lower bound, Sglk , occurs in the
first segment of function; (2) the generator’s upper bound,
Sguk , occurs in the last segment of function; (3) the slope of
each linear segment is strictly increasing. These properties are
summarized as follows,
pgk,1 ≤ <(Sglk ) < pgk,2 ∀k ∈ G (10a)
pgk,pk−1 < <(Sguk ) ≤ pgk,pk ∀k ∈ G (10b)
∆cgk,l−1 < ∆cgk,l ∀l ∈ C ′′k ∀k ∈ G (10c)
If the given piecewise linear function is convex, these proper-
ties can be ensured by the following data processing procedure.
Data Processing: For a variety of reasons, real-world piece-
wise linear generation cost functions often benefit from data
cleaning before encoding them in an optimization model. In
this work we conduct the following data processing proce-
dures: (1) if the generator bounds are outside of the first and
last segments, that is <(Sglk ) < pgk,1 or pgk,pk < <(Sguk ),
then the segments are extended to include the generator
bounds; (2) if the piecewise linear function includes segments
beyond the bounds of the generator, that is pgk,2 ≤ <(Sglk )
or <(Sguk ) ≤ pgk,pk−1, then the extra out-of-bounds segments
are removed; (3) if there is little change in the slope of two
adjacent segments, that is ∆cgk,l−1 ≈ ∆cgk,l, then they are
combined into one segment. These simple data processing
steps increase the performance of optimization algorithms
by removing redundant constraints and serve to enforce the
5Model 4 AC-OPF with the Ψ Cost Model (AC-OPF-Ψ)
variables: Sgk(∀k ∈ G), Sij(∀(i, j) ∈ E ∪ ER), Vi(∀i ∈ N),
cgk ∈ [cgk,1, cgk,pk ] (∀k ∈ G)
minimize:
∑
k∈G
cgk (12a)
subject to: (2b)− (2g)
cgk ≥∆cgkl<(Sgk) + bcgkl ∀l ∈ C ′k,∀k ∈ G (12b)
mathematical requirements of the formulations considered by
this work. Figure 1 provides an illustration of generation cost
function that requires these data processing procedures.
B. Formulations of OPF with Piecewise Linear Costs
The interest of this work is variants of the OPF problems
from Section II where the polynomial active power generation
cost functions are replaced with piecewise linear functions,
that is,
Costk(x) = max
l∈C′k
{∆cgklx+ bcgkl} ∀k ∈ G (11)
Unlike the previously considered polynomial functions, there
are a wide variety of equivalent mathematical encodings of
piecewise linear functions. Following the seminal works on
piecewise linear formulations [34], [42], this work considers
the four “standard” formulations for convex piecewise linear
functions, referred to as the Ψ, λ, ∆ and Φ models by
[42]. All four formulations are mathematically equivalent
but can have significant performance implications for the
numerical methods used in optimization algorithms. While
other formulations for piecewise linear costs exist, three of
these standard formulations are commonly used in power
systems problems (i.e., Ψ, λ, ∆) [11]. This work includes a
fourth formulation, Φ, for completeness and because it shares
an interesting mathematical connection as the dual of the ∆
formulation. At a high level, these formulations represent two
distinct perspectives on modeling piecewise linear functions,
focusing on either the function evaluation points (i.e., Ψ,λ) or
integration of the cost function’s derivative (i.e., ∆,Φ).
The Ψ Formulation: This formulation is arguably the most
popular and intuitive. The Ψ formulation explicitly models
the epigraph of (11), that is the region on and above the
objective function on the graph (x, f(x)). However, because
mathematical programming solvers do not usually have ex-
plicit support for the max function, an auxiliary cost variable
cgk ∈ [cgk,1, cgk,pk ] is introduced for each generator, which
combined with inequality constraints, captures the semantics
of the max function. The complete AC-OPF problem using
the Ψ cost formulation is presented in Model 4.
The λ Formulation: This formulation reflects the most
natural encoding of a convex hull from the collection of
points (8), which is a popular modeling approach in the linear
programming literature [43]. The core idea is to introduce
an interpolation variable λcgkl ∈ [0, 1] for each point in the
piecewise linear function and link all of these interpolation
variables together with the constraint
∑
l∈Ck λ
cg
kl = 1. The
Model 5 AC-OPF with the λ Cost Model (AC-OPF-λ)
variables: Sgk(∀k ∈ G), Sij(∀(i, j) ∈ E ∪ ER), Vi(∀i ∈ N),
λcgkl ∈ [0, 1] (∀l ∈ Ck,∀k ∈ G)
minimize:
∑
k∈G
∑
l∈Ck
cgklλ
cg
kl (13a)
subject to: (2b)− (2g)∑
l∈Ck
pgklλ
cg
kl = <(Sgk) ∀k ∈ G (13b)∑
l∈Ck
λcgkl = 1 ∀k ∈ G (13c)
Model 6 AC-OPF with the ∆ Cost Model (AC-OPF-∆)
variables: Sgk(∀k ∈ G), Sij(∀(i, j) ∈ E ∪ ER), Vi(∀i ∈ N),
∆pgkl ∈ [0,pgk,l − pgk,l−1] (∀l ∈ C ′k,∀k ∈ G)
minimize:
∑
k∈G
cgk,1 + ∑
l∈C′k
∆cgkl∆pgkl
 (14a)
subject to: (2b)− (2g)
<(Sgk) =
∑
l∈C′k
∆pgkl + pgk,1 ∀k ∈ G (14b)
power and cost of the interpolated point can be recovered
with the expressions
∑
l∈Ck pgklλ
cg
kl and
∑
l∈Ck cgklλ
cg
kl ,
respectively. The complete AC-OPF problem using the λ cost
formulation is presented in Model 5. The λ formulation is also
interesting because it represents the mathematical dual of the
Ψ piecewise linear formulation [42].
The ∆ Formulation: This formulation breaks the cost func-
tion into a collection of generation bins, ∆pgkl, based on
consecutive points in the piecewise linear function, that is,
∆pgkl ∈ [0,pgkl − pgk,l−1]. The key observation is that
each bin can be associated with a linear cost based on the
slope of that line segment, i.e.,∆cgkl∆pgkl. An interpretation
of this formulation is that it computes the integral of the
cost’s derivative along the power-axis of the piecewise linear
function. The complete AC-OPF problem using the ∆ cost
formulation is presented in Model 6. Both the ∆ formulation
and the λ formulation are particularly interesting as they
have proven the most effective formulations in practical UC
problems [11].
The Φ Formulation: This formulation is the most chal-
lenging to interpret and combines elements from both the
Ψ and ∆ models. It begins by extracting a linear cost func-
tion from the first segment of the piecewise linear function,
i.e., ∆cgk,2<(Sgk) + bcgk,2. It then defines bins for how
much power is supplied by each segment after the first, i.e.,
Φkl ∈ [0,<(Sguk ) − pgk,l−1]. The extra incremental cost of
each segment over the previous segments is then captured by
(∆cgk,l−∆cgk,l−1)Φkl. An interpretation of this formulation
is that it computes the integral of the cost’s derivative along
the cost-axis of the piecewise linear function. The complete
AC-OPF problem using the Φ cost formulation is presented
6Model 7 AC-OPF with the Φ Cost Model (AC-OPF-Φ)
variables: Sgk(∀k ∈ G), Sij(∀(i, j) ∈ E ∪ ER), Vi(∀i ∈ N
Φkl ∈ [0,<(Sguk )− pgk,l−1] ∀l ∈ C ′′k ,∀k ∈ G
minimize:
∑
k∈G
∆cgk,2<(Sgk) + bcgk,2 +
∑
l∈C′′k
(∆cgk,l −∆cgk,l−1)Φkl
 (15a)
subject to: (2b)− (2g)
Φkl ≥ <(Sgk)− pgk,l−1 ∀l ∈ C ′′k ,∀k ∈ G (15b)
in Model 7. Although this Φ formulation is uncommon in the
literature, it is interesting in this context as the mathematical
dual of the ∆ piecewise linear formulation [42].
C. Relaxation and Approximation Variants
Models 4 through 7 present variants of the AC-OPF model
with different formulations of piecewise linear cost functions.
As these formulations only changed the objective function in
that model, it is clear how similar modifications could also be
applied to the DC approximation and SOC relaxation models
that were presented in Section II.
IV. COMPUTATIONAL EVALUATION
Combining both the power flow formulations from Section
II with the piecewise linear formulations from Section III, this
section conducts a detailed computational evaluation of 12 dif-
ferent OPF formulations, i.e., {AC,SOC,DC}×{Ψ, λ,∆,Φ}.
The overarching observation is that the choice of piecewise
linear formulation has a much more dramatic impact on state-
of-the-art nonlinear optimization algorithms than it does for
linear optimization algorithms. This result is demonstrated
by three computational studies, the first focusing on a solu-
tion quality comparison, the second highlighting the runtime
trends of different piecewise linear formulations, and the third
comparing different algorithms for solving convex nonlinear
optimization problems, which is particularly relevant when
considering convex relaxations of OPF problems.
A. Test Cases and Computational Setting
The traditional AC-OPF benchmark problems, such as
PGLIB-OPF [14], have standardized around convex quadratic
cost functions, which precludes their use in this work. To the
best of our knowledge, ARPA-e’s Grid Optimization Compe-
tition Challenge 1 datasets [10] represent the first comprehen-
sive source of AC-OPF test cases that feature piecewise linear
cost functions and hence these were leveraged for building
a test suite in this work. The publicly available Challenge
1 Final Event data archive consists of 340 AC-OPF cases
spanning 18 distinct networks, which range from 500 to 30,000
buses. This work down selected that collection to a set of
54 representative AC-OPF cases, three representatives from
each distinct network. Finally, the cases were converted from
the Grid Optimization Competition data format into the MAT-
POWER data format [44] to be compatible with established
state-of-the-art OPF evaluation tools [13]. The specific details
of which scenarios were selected are available in Table I.
The proposed OPF formulations were implemented in Julia
v1.4 as an extension to the PowerModels v0.17 [45], [13]
framework, which utilizes JuMP v0.21 [46] as a general-
purpose mathematical optimization modeling layer. The NLP
formulations were solved with Ipopt [8] using the HSL MA27
linear algebra solver [47]. The LP and QCQP formulations
were solved with Gurobi v9.0 [5]. All of the solvers were
configured to terminate once the optimality gap was less
than 10−6 without an explicit time limit. The evaluation
was conducted on HPE ProLiant XL170r servers with two
Intel 2.10 GHz CPUs and 128 GB of memory; however, for
consistency the algorithms were configured to only utilize one
thread.
B. Solution Quality Validation
The first observation of this experiment is that all of the
formulations considered found solutions of identical quality,
up to the numerical tolerances of the optimization algorithms.
For the convex DC-OPF and SOC-OPF formulations this
serves as an important validation of the implementation’s
correctness. Since these problems are convex and all of the
piecewise linear formulation are proven to be mathematically
equivalent, all models should converge to a consistent globally
optimal solution, up to the accuracy of floating point arith-
metic. Detailed results for these models are omitted in the
interest of brevity.
A more surprising result is that all four variants of the
non-convex AC-OPF formulation also converge to solutions
of identical quality, up to the numerical tolerance of the
optimization algorithm. This result is demonstrated in the
detailed results presented in Table I. The first AC-OPF-λ
column shows the locally optimal objective value and the
following three columns indicate the absolute difference in
the objective value from the other three formulations, all of
which are well below the optimality tolerance of 10−6. These
are encouraging results as they suggest the choice of piecewise
linear formulation in nonlinear optimization algorithms can be
taken solely on the criteria of runtime performance without
concern for solution quality degradation.
C. Linear and Nonlinear Runtime Trends
Given the stability of solution quality across the piecewise
linear formulations, runtime performance becomes the most
important criteria for comparison. In this analysis the metric
of interest is the relative runtime increase of a given piecewise
linear formulation over the best runtime across all of the
formulations. Specifically, we define the runtime-ratio as,
runtime-ratiom =
runtimem
min
n∈{Ψ,λ,∆,Φ}
runtimen
∀m ∈ {Ψ, λ,∆,Φ}
(16)
7TABLE I
QUALITY AND RUNTIME RESULTS OF AC POWER FLOW FORMULATIONS
$/h Delta Runtime (seconds)
Test Case |N | |E| AC-λ AC-∆ AC-Φ AC-Ψ AC-λ AC-∆ AC-Φ AC-Ψ
case 500 scenario 140 500 733 3.0838e+05 0.00 0.00 -0.00 <1 <1 <1 4
case 500 scenario 33 500 733 2.9861e+05 0.00 0.00 -0.00 <1 <1 <1 4
case 500 scenario 72 500 733 4.6448e+05 0.00 0.00 -0.00 <1 <1 2 6
case 793 scenario 12 793 913 2.6375e+05 0.00 0.00 -0.00 2 <1 2 4
case 793 scenario 135 793 913 2.1495e+05 0.00 0.00 -0.00 2 2 2 2
case 793 scenario 72 793 913 2.6043e+05 0.00 0.00 -0.00 2 2 2 4
case 2000 scenario 17 2000 3639 1.4495e+06 -0.00 0.01 -0.01 8 8 8 58
case 2000 scenario 65 2000 3639 9.3500e+05 -0.00 0.00 -0.01 8 9 8 79
case 2000 scenario 95 2000 3639 9.8239e+05 -0.00 0.00 -0.01 8 8 8 75
case 2312 scenario 172 2312 3013 3.8090e+05 0.00 0.00 -0.01 7 6 7 10
case 2312 scenario 335 2312 3013 4.4250e+05 0.00 0.00 -0.01 7 7 7 15
case 2312 scenario 60 2312 3013 4.1625e+05 0.00 0.00 -0.01 7 7 8 11
case 2742 scenario 18 2742 4672 3.2300e+05 -0.00 -0.00 -0.01 32 35 104 51
case 2742 scenario 36 2742 4672 3.5713e+05 -0.01 -0.00 -0.01 31 35 40 49
case 2742 scenario 7 2742 4673 2.7608e+05 -0.00 -0.00 -0.01 22 35 39 54
case 3022 scenario 136 3022 4135 4.9042e+05 -0.00 0.00 -0.01 9 10 10 10
case 3022 scenario 261 3022 4135 6.0265e+05 -0.00 -0.00 -0.01 10 10 10 24
case 3022 scenario 45 3022 4135 5.3844e+05 -0.00 -0.00 -0.01 10 9 11 11
case 3970 scenario 34 3970 6641 9.6241e+05 -0.00 0.01 -0.01 16 19 18 101
case 3970 scenario 13 3970 6643 6.3319e+05 -0.00 0.01 -0.02 15 18 22 94
case 3970 scenario 4 3970 6643 6.6357e+05 -0.00 0.01 -0.02 16 19 22 100
case 4020 scenario 102 4020 6986 6.2021e+05 -0.01 0.00 -0.02 19 23 27 61
case 4020 scenario 19 4020 6988 8.4275e+05 -0.01 0.00 -0.02 20 21 27 77
case 4020 scenario 47 4020 6988 8.2313e+05 -0.00 0.00 -0.02 14 18 20 103
case 4601 scenario 10 4601 7199 8.2755e+05 0.00 0.01 -0.01 22 19 21 132
case 4601 scenario 3 4601 7199 8.6977e+05 -0.00 0.01 -0.01 21 19 21 132
case 4601 scenario 5 4601 7199 8.3184e+05 0.00 0.01 -0.01 19 17 19 116
case 4619 scenario 17 4619 8150 4.7745e+05 -0.01 -0.01 -0.02 18 22 22 69
case 4619 scenario 37 4619 8150 4.8192e+05 -0.02 -0.01 -0.02 18 21 22 70
case 4619 scenario 4 4619 8152 7.9637e+05 -0.01 -0.00 -0.02 19 21 23 86
case 4836 scenario 29 4836 7762 9.7137e+05 0.00 0.01 -0.02 26 20 24 89
case 4837 scenario 13 4837 7765 7.9909e+05 -0.01 0.00 -0.02 17 19 20 80
case 4837 scenario 6 4837 7765 8.7327e+05 -0.01 0.00 -0.02 15 18 19 86
case 4917 scenario 167 4917 6726 1.3147e+06 -0.00 -0.00 -0.01 18 18 19 39
case 4917 scenario 40 4917 6726 1.3911e+06 -0.00 0.00 -0.01 18 17 19 53
case 4917 scenario 99 4917 6726 1.2480e+06 0.00 0.00 -0.01 18 18 18 26
case 8718 scenario 17 8718 14825 9.1927e+05 0.00 0.01 -0.02 55 50 62 237
case 8718 scenario 5 8718 14825 1.0510e+06 -0.00 0.01 -0.02 67 57 61 248
case 9591 scenario 33 9591 15915 1.0635e+06 0.00 0.01 -0.02 66 50 68 294
case 10000 scenario 15 10000 13193 1.0562e+06 -0.00 0.00 -0.06 144 36 36 207
case 10000 scenario 46 10000 13193 7.5720e+05 -0.00 -0.02 -0.05 178 115 42 181
case 10000 scenario 81 10000 13193 1.4131e+06 -0.00 0.00 -0.06 44 48 48 86
case 10480 scenario 27 10480 18556 2.1314e+06 -0.01 0.01 -0.05 58 68 88 339
case 10480 scenario 43 10480 18557 2.0793e+06 -0.02 0.00 -0.05 52 61 61 297
case 10480 scenario 9 10480 18559 2.3159e+06 -0.02 -0.00 -0.05 62 78 80 340
case 18889 scenario 89 18889 33435 2.2953e+06 -0.01 -0.02 -0.06 152 149 183 588
case 19402 scenario 25 19402 34702 2.0834e+06 -0.04 -0.03 -0.06 169 168 203 574
case 19402 scenario 42 19402 34704 1.9772e+06 -0.04 -0.03 -0.06 183 197 250 620
case 24464 scenario 54 24464 37808 3.2305e+06 -0.04 0.03 -0.07 143 143 182 551
case 24464 scenario 37 24464 37816 2.6343e+06 -0.00 0.02 -0.10 132 127 137 620
case 24465 scenario 9 24465 37809 3.3570e+06 -0.02 -0.01 -0.10 126 122 132 569
case 30000 scenario 19 30000 35393 1.0386e+06 0.00 -0.01 -0.04 1018 256 237 458
case 30000 scenario 36 30000 35393 1.1937e+06 -0.00 -0.01 0.16 758 297 245 1415
case 30000 scenario 5 30000 35393 1.0386e+06 0.00 -0.01 -0.04 239 256 492 386
Figure 2 presents the runtime-ratio of each formulation broken
down by power flow formulation. In these figures the x-axis
presents the runtime-ratio in a log scale and the y-axis orders
the 54 OPF problems from smallest to largest.
DC-OPF Results: With a variety of outliers occurring in
each formulation, there is no clear winner in this formulation.
However, on average the λ and ∆ formulations perform best,
which is consistent with similar benchmarking studies from the
UC literature [11]. It is important to highlight that the range
of the y-axis in this case goes up to 1.7, which indicates that
a poor selection of piecewise linear formulation can result in
a preference reduction of no more than 70%. These results
provide further validation of the experiment design as they
replicate well-known results from the literature.
AC-OPF Results: These results provide a stark contrast to
the DC-OPF study. The first significant difference is that the
Ψ model is significantly worse than all other formulations. It
is 5 times slower on average and can be 10 times slower in the
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Fig. 2. Runtime comparison of all power flow models across all piecewise
linear formulations. The horizontal lines indicate the mean runtime of each
piecewise linear formulation.
worst case; that is 500% and 1000% slower, respectively. The
second significant difference is that although the remaining
three models have similar performance, they all have notable
outliers that are more than 2 times slower than the best formu-
lation considered. On average, the ∆ formulation appears to
be the best, but still suffers from notable outliers. A case-by-
case runtime breakdown for the AC-OPF model is presented
in Table I, for further inspection of specific cases. Overall,
these results highlight a drastically increased sensitivity of the
AC-OPF problem to piecewise linear formulations.
SOC-OPF Results: By and large these results are similar to
the AC-OPF results, which suggests that the increased sensitiv-
ity of the AC-OPF problem to piecewise linear formulations is
a feature of the interior point algorithm, rather than an issue of
non-convexity. Two notable differences in these results are the
overall reduction of outliers and the λ formulation becoming
a clear winner in terms of performance. Overall, these results
present novel insights into the impact of piecewise linear
formulations on nonlinear optimization and suggest that a
detailed analysis of nonlinear optimization algorithm behavior
is required to find a consistent-best formulation for piecewise
linear generation costs.
D. Convex Nonlinear Algorithm Comparison
The results from the previous section highlight a stark
distinction between the behavior of linear programming algo-
rithms (i.e., DC-OPF) and general purpose nonlinear interior
point algorithms (i.e., AC-OPF and SOC-OPF). However,
the SOC-OPF model is a convex quadratic nonlinear model,
which can be solved by specialized nonlinear optimization
algorithms, such as Quadratic Constrained Quadratic Program-
ming (QCQP) solvers. This experiment briefly explores the
possible benefit of convex quadratic optimization algorithms
by comparing the solution of the SOC-OPF model via general
purpose NLP (i.e., Ipopt) and a QCQP solver (i.e., Gurobi).
The first observation is that there is a significant difference
in each solver’s reliability, which is highlighted by Table II.
In at least 8 of the 54 networks considered, the QCQP solver
reports a numerical error. Interestingly, there is significant vari-
ability in the QCQP solver’s reliability in different piecewise
linear formulations. Putting these reliability issues aside, the
remaining analysis focuses on the subset of OPF cases where
both solvers report convergence to an optimal solution. In
those cases, both solvers find solutions of identical quality,
up to the numerical tolerances of the optimization algorithms,
which suggests a correct implementation of both approaches.
TABLE II
SOLVER RELIABILITY ON SOC-OPF MODELS
Algorithm Solver λ ∆ Φ Ψ
NLP Ipopt [8] 54 54 54 54
QCQP Gurobi [5] 41 46 46 28
The second observation is a significant difference in per-
formance of the two algorithms. Figure 3 presents a side-
by-side comparison of the nonlinear solver runtimes for the
subset of cases that both can solve. In the figure, points
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Fig. 3. A runtime comparison of solving the SOC-OPF problem with NLP
and QCQP algorithms.
below the diagonal line indicate a performance increase for
the NLP solver and points above the line indicate a perfor-
mance increase for the QCQP solver. These results indicate
the QCQP algorithm brings increased performance to the Ψ
model, which has very poor performance in the NLP solver.
However, for the other piecewise linear formulations, the NLP
solver has a consistent performance advantage. Overall, these
results suggest that general purpose nonlinear interior point
algorithms remain the most reliable and performant solution
to large-scale nonlinear OPF problems.
V. CONCLUSION
Pursuing future nonlinear AC market clearing optimization
algorithms, this work considered how to best formulate AC
optimal power flow problems with piecewise linear generation
cost functions. To that end, core insights from the unit com-
mitment literature in piecewise linear cost formulations [11]
were combined with insights from the optimal power flow
literature [12], [13], resulting in 12 variants of the optimal
power flow problem. A comprehensive numerical evaluation of
these models on 54 realistic power network cases indicates that
the “λ” and “∆” formulations of the piecewise cost functions
prove to be the most suitable for current nonlinear optimization
software, with the “λ” formulation being particularly suitable
for convex relaxations of the power flow equations. However,
notable outliers in both models suggest ongoing research is
required to ensure performance reliability of nonlinear opti-
mization software, in preparation for real-world deployments
with strict runtime requirements.
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