The existence and uniqueness of the Korteweg-de Vries type equation with time delay are investigated. The problem is formulated as an abstract quasi-linear function differential equation. The solution is studied as a fixed point of the abstract integral equation.
Introduction
There has been a particular interest in the theory of Korteweg-de Vries (KdV) equation due to its significance in nonlinear dispersive wave theory. Many different real-world nonlinear physical problems are modeled by this well-known equation [1] [2] [3] [4] . For example, this equation has many direct physical applications to solids, liquids, gases, plasma, the FPU problem, rotating flow in tube [2, 5] , and so on. We refer the readers to Jeffrey and Kakutani [6] and Miura [7] for more applications.
Due to physical reasons, Kato [8] [9] [10] , Bona and Smith [11] , Goldstein [12] , Bourgain [13] , Colliander et al. [14] among others, considered one-dimensional initial-value problem of KdV equation, i.e., initial-value problem posed on the entire real line has been extensively studied in the last decades.
On the other hand, it has widely been argued and accepted [15, 16] that for various reasons, time delay should be taken into consideration in modeling. Zhao and Xu [17, 18] has considered solitary wave solutions of the KdV equation with delays, yet the initial-value problem of the delay KdV equation has not been dealt with. Therefore, we want to incorporate a single discrete time delay τ ≥ 0 into KdV equation and consider the delay KdV-type equation's initial-value problem.
The aim of this article is to establish the existence and uniqueness for the initialvalue problem of KdV-type equation with time delay. We may take the form as ∂u ∂t + u(x, t) ∂u ∂x + ∂ 3 u ∂x 3 = g(x, u(x, t − τ )), t ≥ 0, x ∈ R.
(1:1)
where g is a linear or nonlinear scalar-valued function, τ is a positive number. In our development, the second nonlinear term and the third derivative term in (1.1) will correspond to a negative generator of strongly continuous semigroup T u (t) of quasi-linear operators on a Banach space. Accordingly, our approach will rely primarily on semigroup methods and (1.1) will be treated as an abstract quasi-linear functional differential equation in a Banach space.
The rest of this article is organized as follows. Section 2 is devoted to some preliminary discussion. We establish results on evolution system U v (t, s) of the operator A(v) = D 3 + uD where D = d/dx, such knowledge is needed for the main results. In Section 3,
we reduce the existence of delay KdV-type equation (1.1) to the local existence of mild solution of abstract integral equation. In Section 4, we will investigate the classical solution of (1.1) and some remarks.
Preliminary
Before proceeding we shall set forth some notations and terminologies that will be used throughout the article. X will denote a Banach space over a real or complex field. X, u t denotes the element of C given by u t (θ) = u(t + θ) for θ [-τ, 0]. For a linear or nonlinear operator A from X to X, let Dom(A) denote its domain. A linear operator A : Dom(A) ⊂ X X, the resolvent set r(A) of A is the set of all complex numbers l ℂ such that (lI-A): Dom(A) X is bijective. B(X, X) will denote the space of bounded linear operators from X to X and if A B(X, X), then ║A║ is the norm of A. If A is linear and l r(A), then R(l; A) is (A -lI) -1 B(X, X). Definition 2.1. [16] A strongly continuous semigroup {T(t)} t ≥ 0 of continuous operators on X is a family of continuous mappings T(t) : X X, t ≥ 0, satisfying
The infinitesimal generator A T of T(t), t ≥ 0, is the function from X to X defined by
with Dom(A T ) all x for which this limit exists. Definition 2.2. (Chap. 5 of [19] ) A two-parameter family of bounded linear operators U(t, s), 0 ≤ s ≤ t ≤ T, on X is called an evolution system if the following two conditions are satisfied:
G(X, M, b) denotes the set of all linear operators A in X such that -A generates a strongly continuous semigroup T(t) with ║T(t)║ ≤ Me bt .
For every real s, we introduce a Hilbert space H s (ℝ) as follow. Let u L 2 (ℝ) and set
where û denotes the Fourier transform of u, ∫ is the integral over all of ℝ. The linear space of functions u L 2 (ℝ) for which ║u║ s is finite is a pre-Hilbert space with the scalar product
The completion of this space with respect to the norm ∥ · ∥ s is a Hilbert space which we denote by H s (ℝ). It is clear that
and ║u║ t ≥ ∥u∥ s for u H t (ℝ) (see, e.g., Chap. 8 of [19] ).
We define an operator 
The existence of local mild solution
In this section, we will consider the local existence of mild solution for the initial-value problem of the KdV-type equation with delay
where the initial data j :
We will also assume g is globally Lipschitz in
We prove our main existence theorem in an integrated form using a method derived from the fundamental results of Pazy [19] , Travis and Webb [20] , and Wu [16] .
Motivated by Wu [16] , we define the mild solution as following. 
will be called a mild solution of the initial-value problem
with the value in B r , we have Theorem 3.1. Let F : [0,T] × C X be continuous and satisfy a Lipschitz condition
where L is a positive constant. Then for a given j C, there exists a unique continuous function u : [-τ, T]
X which solves the following initial value problem of abstract integral equation 
In general, for each positive integer n, define
Since F is continuous, there exists
and, in general,
Thus, for any natural number m and
Zhao
By Weierstrass test, the function series To establish that u(t) satisfies (3.3), we observe that
Finally, to verify the uniqueness assertion, we suppose u*(t) satisfies (3.3), that is,
Substituting above inequality into (3.4), we get with supremum norm · C Y . Next, we consider the following initial value problem of integral equation 
The fixed points of this mapping are defined to be solutions of (3.5). Proof. We note first that from the construction of U v (t, s) and (E4) it follows that
where 
Let N := max{L, N*}, and choose
where c is the constant appearing in Lemma 2.3. We consider the subset Ω of C([0, T']; X) defined by
where j 0 := j (0). By our assumptions and Lemma 2.2, it is clear that Ω ⊂ B r , G is defined on Ω. From (E5) it follows that Ω is a closed subset of C([0, T']; X). Next we consider the mapping
Y for 0 ≤ t ≤ T'. By (3.7) and (3.8), we have
From the last inequality it follows that
By Gronwall's inequality and (3.9), we get
Obviously,
, then by Lemma 2.3, we get
where ║·║ ∞ is the usual supremum norm in C([0, T']; X). From the last inequality, it follows readily that
So G is a contraction. From the contraction mapping theorem it follows that G has a unique fixed point u Ω which is the desired solution of (3.5).
The Lipschitz continuity of the map j u is the consequence of the following argument. Let û be a solution of (3.5) on [0, T'] with the initial valueφ . Then By the fact that ω > 0, for 0 ≤ t ≤ T', we get
which implies, by Gronwall's inequality, that 
The classical solution
In this section, we give the result on existence of local classical solution for (3.1), moreover, some remarks about the extension.
From (E4), it follows that for any v Y, U u (t, s)v is continuous in Y for 0 ≤ s ≤ t ≤ T'. We have by (E2) of Lemma 2.2 that
The right-hand side of the last equality is continuous in X since t U u (t, s)v is continuous in the Y-norm. Therefore, the right-derivative of U u (t, s)v is continuous in X and as a consequence U u (t, s)v is continuously differentiable in X and 
