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We use cavity-assisted Raman transitions to create flexible effective atom-light interac-
tions and demonstrate their use to realize different quantum-optical models experimen-
tally. Cavity-assisted Raman transitions are two photon transitions between hyperfine
ground states induced by a strong laser beam together with the collective coupling of
the atoms to a high-finesse cavity. In the resulting dynamics a transition between the
hyperfine states is accompanied by a creation or annihilation of a cavity photon.
We use a single laser beam and one cavity mode to create an effective Tavis-Cummings
model. We reach strong coupling and measure the normal mode splitting in the transmis-
sion around the dispersively shifted cavity. Making use of both birefringent cavity modes
present in our setup, we realize a Tavis-Cummings model with two cavity modes. The ef-
fective interaction is on the order of the mode separation and the measured transmission
spectra demonstrate the influence of both modes.
With the help of two laser beams and a single mode of the cavity we create an effective
Dicke model. The Dicke model features a phase transition from a normal to a superra-
diant state. Our effective Dicke model reaches the regime of the phase transition and we
measure the onset of superradiant scattering above critical coupling.
For all three situations we demonstrate control over all relevant model parameters.
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The interaction of atoms and light is a central topic of quantum mechanics. In its begin-
ning quantum theory led to the explanation of the spectrum of black-body radiation [1]
and the photo-electric effect [2]. In the decades that have passed quantum optics has
progressed to a vast field and impressive progress has been made. The invention of
the maser [3; 4] and the laser [5; 6] for example have made it possible to study the
properties of atoms with ever greater precision [7]. The laser also provided a means to
trap atoms [8; 9], cool them near to absolute zero [10; 11; 12] and to manipulate their
quantum states [13]. The degree of control achieved is so high that the atom-light inter-
action is now routinely used to create and study exotic quantum matter in laboratories
worldwide [14; 15; 16].
Ultra-cold atoms interacting with lasers have evolved into a powerful system to sim-
ulate and explore many-body physics [17; 18]. In parallel, the field of cavity-quantum
electrodynamics has made rapid progress [19]. High-finesse optical cavities provide a way
to enhance the interaction of a single mode of the electromagnetic field and an ensemble
of atoms [20]. The quality of dielectric mirrors has reached a point where the coherent
interaction of that mode exceeds all losses in the system, even on the level of a single
atom [21]. In recent years the two subfields have merged. By confining atoms within
high-finesse cavities it is possible to use the enhanced interaction with the cavity mode
to explore the many-body physics of dissipative-driven systems [22]. Doing so opens the
prospect to simulate many fundamental models of quantum optics experimentally and
to explore their properties.
In this work, we use cavity-assisted Raman transitions to create tunable atom-photon
interactions. Cavity-assisted Raman transitions are two photon transitions involving
the mode of a high-finesse cavity and a laser beam. They lead to effective interactions
between the atoms and the cavity where transitions between hyperfine ground states are
accompanied by absorption or emission of cavity photons. In particular we use these
interactions to realize two prominent models of quantum optics, the Dicke model [23]
and the Tavis-Cummings model [24].
The Dicke model, first considered by Dicke in 1954 [23], is a simple description of an
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ensemble of two-level atoms interacting with a single mode of the electromagnetic field.
Simple as the Dicke model is, it has an interesting feature. In the 1970s Hepp and Lieb
realized that the Dicke model predicted a phase transition [25; 26]. The ground state
of the system goes from a normal into a superradiant state as the interaction strength
passes a critical value. The interaction strength that is achievable in current experiments
is however much weaker than the critical value.
For weak atom-light coupling the Dicke model reduces to the Tavis-Cummings model [24].
This model has been spectacularly useful to explain many experiments in cavity-quantum
electrodynamics. Recently, Dimer et al. [27] realized that one could create an effective
Dicke model in the regime of the phase transition even with the weak coupling present
in current experiments. They proposed to use cavity-assisted Raman transitions instead
of directly coupling the cavity mode to a dipole transition of the atoms. The dynamics
between two-hyperfine ground states then mimic the dynamics of the Dicke model, and
one can observe superradiance.
The idea of the Dimer proposal is powerful. For example, it led to the mapping
of self-organization [28; 29; 30] of a Bose-Einstein condensate inside a cavity to the
Dicke model [31; 32]. In this setting beautiful experiments have been performed on
the superradiant phase transition [31; 33; 34], which have led to renewed interest into
the Dicke model and related systems [35]. Inherent in the Dimer proposal is also great
flexibility. Using cavity-assisted Raman transitions gives one full control over all relevant
parameters of the Dicke model. Furthermore, the original ideas have been extended in
ways which allow to study a wide variety of quantum optical models and many-body
systems [36; 37; 38; 39; 40; 41; 42].
In this thesis, we describe experiments in which we realize the Dicke model using
cavity-assisted Raman transitions. As an intermediate step we first realize an effective
Tavis-Cummings model. The Tavis-Cummings model both illustrates the flexibility of
using cavity-assisted Raman transitions to simulate atom-light interactions and serves
as a useful tool to calibrate our setup. Our experiments are the first demonstration of
using cavity-assisted Raman transitions to model quantum optical systems. They are an
important step towards extending the toolbox available for exploring quantum systems.
2
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1.1. Outline of this thesis
Chapter 2 We start this thesis by briefly explaining the experimental techniques that
we use for our experiments. The account builds on previous work in our group which has
been described in detail in [43].
Chapter 3 Next we introduce the theoretical framework used to described our exper-
iments. We give an overview of the Dicke and the Tavis-Cummings model, introduce
cavity-assisted Raman transitions and derive in detail the effective models used in later
parts of this work.
Chapter 4 The first experiment we report realizes an effective Tavis-Cummings model
with a single cavity mode. We explore the normal mode splitting present in that sys-
tem and investigate the effect of residual spontaneous emission on the effective model
parameters.
Chapter 5 In the second experiment we realize an effective Tavis-Cummings model
involving two cavity modes. For this experiment we make use of the second birefringent
mode present in our setup. This highlights the flexibility of the approach of using cavity-
assisted Raman transitions to generate complex atom-photon interactions.
Chapter 6 In the last experiment we realize an effective Dicke model using two cavity-
assisted Raman transitions. We explore the tunability of the relevant parameters of the
Dicke model and measure the onset of superradiant scattering above critical coupling.




In our experiments, we study the dynamics of ultra-cold rubidium atoms confined in
a high-finesse optical cavity. In this chapter, we detail how we prepare and probe the
sample. To load the cavity we first form a magneto-optical trap (MOT), as described in
section 2.1. Then we load the atoms into a transport dipole trap, described section 2.2,
and move them inside the cavity. The cavity itself is at the heart of our experiments. In
section 2.3 we give an overview of its physical characteristics. We also describe the laser
setup used to probe the cavity as well as the intra-cavity optical lattice needed to trap
the atoms during the experiments. Our experiments are based on cavity-assisted Raman
transitions. In section 2.4 we detail the laser setup that generates the necessary Raman
couplings. Finally in section 2.5, we describe how we perform absorption imaging and
optical pumping. Both techniques are used to characterize our setup.
Throughout this chapter, we only give a brief summary of the basic techniques of laser
cooling and optical trapping and refer the reader to the literature for a more detailed
review [9; 44]. The majority of the laser systems described here are detailed in [43].
2.1. Magneto-optical trap
At the beginning of our experiments, we trap neutral rubidium in a magneto-optical
trap (MOT) [8; 44]. We use three retro-reflected beams in σ+/σ− configurations, which
are detuned by −17MHz from the F = 2 to F ′ = 3 cycling transition of the D2 line [45].
We overlap one of the beams with with repump light resonant with the F = 1 to F ′ = 2
transition of the D2 line. The laser setup is schematically shown in figure 2.1. We
typically operate the MOT at a power of 21mW for each of the MOT beams and 5.5mW
for the repump beam. All beams have a waist of 12.7mm.
In order to avoid contamination of the cavity mirrors by rubidium, we operate the MOT
at as low pressure as possible. The gauge on the ion pump situated at some distance
in the vacuum chamber [43] rarely exceeds 7× 10−13 bar. In addition, the rubidium
dispenser is housed in a directional funnel, that avoids direct line of sight to the cavity

























Figure 2.1.: MOT laser setup. To implement the MOT we use custom-built diode lasers.
A grating stabilized extended cavity diode laser, denoted master in the di-
agram, is locked to a reference rubidium cell via saturated absorption [46].
Some of its light is used to optically injection lock three free running diode
lasers, which boost the power available for the MOT. The light of each of
these slave lasers passes through an AOM and a shutter for switching and
is used for one spatial direction of the MOT. To enhance stability of the
MOT on a day to day basis, we actively stabilize the powers of the MOT
beams. Light resonant with the repump transition is overlapped with the
MOT beam in one direction. The setup is described in more detail in [43].
6
2.1. Magneto-optical trap
for a MOT forming time of 7 to 15 s.
There is not enough optical access to form the MOT inside the high finesse cavity.
Instead the MOT is formed approximately 15mm above the optical axis of the cavity.
The atoms are then loaded into an optical dipole trap and transferred into the cavity as
described in the next section.
7
2. Experimental Techniques
2.2. Transfer optical dipole trap
We use a dipole trap to transfer the atoms from the MOT to the high-finesse cavity. The
dipole trap [9] is formed by focusing a single high powered beam. We derive the beam
from a fiber laser at 1064 nm1. The beam propagates perpendicular to the optical axis of
the experiment cavity and is shifted vertically up and down. To do so without changing
the the focus, we mount the top mirror of a periscope together with the focussing lens
on a translation stage. Moving the mirror and lens together allows the focussed beam
to be translated while keeping the beam centered on the lens. At the top position, the
MOT is centered on the focus of the dipole trapping beam. We optimize the overlap by
adjusting offset field coils with properties listed in table 2.1. The magnetic field provided
by the offset coils changes the position of the MOT. In addition, the coil currents can
be changed in real time to provide a quantization axis in any desired direction with
a Zeeman splitting of up to 4MHz. At the bottom position the dipole trap passes in
between the cavity mirrors with its focus at the center of the cavity mode. We adjust
the position of the dipole trap to maximize the overlap between the dipole trap and the
cavity mode.
Name Field [G/A] Range [A]
z 1.16 [-5, 5]
x 1.27 [-2, 3]
y 0.80 [-3, 2]
Table 2.1.: Offset coil parameters. We move the position of the MOT by adjusting the
current through three pairs of coils in Helmholtz configuration. After loading
the field is changed to the direction required for the experiment by ramping
the currents to different values. Given the properties listed here, it is possi-
ble to apply a strong enough magnetic field along any direction to split the
degeneracy of the Zeeman states.
To provide a large overlap with the mode volume of the experiment cavity, the beam
forming the transport dipole trap is focused to an elliptical spot. The major axis of the
ellipse is along the optical axis of the cavity. When shaping the beam to the desired focal
spot, great care is taken to mitigate the effect of thermal lensing. In the laser setup,
shown schematically in figure 2.2, we use fused silica optics as the low thermal expansion
partially eliminates thermal lensing. The only place where we observe significant thermal
lensing is inside the crystal of the accousto-optical modulator (AOM) used for controlling
1We use a 25W laser manufactured by IPG Photonics that produces a linearly polarized mode at a
single frequency (part no. IPG YLR-25-1064-LP-SF).
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Figure 2.2.: Transfer trap laser setup. The transfer dipole trap is provided by a 1064 nm
high power fiber laser. We expand the beam in one direction using a cylin-
drical telescope in order to fill the active area of the AOM used for intensity
control. The astigmatism introduced by thermal lensing inside the AOM is
corrected by a telescope with separate cylindrical lenses for the horizontal
and vertical direction. The output waists of the telescope are chosen such
that the disired dipole trap is formed by a single focussing lens which is
mounted on a translation stage.
the intensity of the beam. We use a water-cooled large active aperture AOM2 that
requires 4W of radio-frequency (rf) power for operation. The beam incident on the
AOM is shaped to a waist of (1.4mm, 0.8mm), in order to fill the entire active area.
This is done to reduce the intensity inside the AOM as much as possible. Even so,
there are still significant aberrations introduced by the AOM. Predominantly, the AOM
introduces astigmatism, which we correct further down the beam’s path using cylindrical
lenses. However, there is also spherical aberration introduced, for which we are unable to
correct. When analyzing the focus of the beam the positive spherical aberration clearly
manifests itself. As one passes through the focal plane the beam becomes granular and
highly non-Gaussian. The atomic cloud extends into the non-Gaussian part of the beam
because of the weak confinement in the direction in which the beam travels. As the beam
is highly non-Gaussian, the already weak confinement is further reduced. Consequently
residual aberrations are the limiting factor of our dipole trap.
Overall we deliver 17W to the chamber and aim for an elliptical focus of (80 µm, 20 µm).
The resulting trap is characterized by the parameters listed in table 2.4.
To load the transfer optical dipole trap from the MOT, we employ a loading sequence





Waist along optical axis (x) 80 µm
Waist perpendicular to optical axis (y) 25 µm
Trap depth 820 µK
Trap frequency along x 1.1 kHz
Trap frequency along y 3.6 kHz
Trap frequency along z 24 Hz
Table 2.2.: Transfer trap parameters. For the transfer optical dipole trap we use a sin-
gle high powered beam at 1064nm focused to an elliptical spot in order to
maximize the overlap with the cavity mode.
similar to the one reported in [47]. A detailed account of our method is found in [43].
In brief, after loading the MOT for 7 to 15 s, we drop the intensity of the repump and
linearly ramp down its detuning from the atomic transition from 0 to −150MHz in 30ms.
We then hold the molasses for 5ms before switching off the repump completely, which
pumps the atoms into the F = 1 ground state manifold. With this method, we are able
load up to up to 6× 106 atoms into the transfer dipole trap.
The linear translation stage3 used to move the trap provides both high speed (40mm/s)
and good bi-directional repeatability (±1.75 µm). Since the beam is being moved per-
pendicular to the direction in which it propagates, the force due to the displacement
of the trap is predominantly countered by the strong radial trapping frequencies of the
dipole trap. Even so, the transport leads to a loss of 60% of the atoms as compared to
holding the atoms in the trap for the duration of the transport but without moving the
dipole trap. We believe that the main cause of this loss is the weak confinement along
the direction of the beam, which is further weakened by the uncompensated spherical
aberration introduced by the AOM’s thermal lensing. Still we are able to reliably transfer
up to 1.5× 106 atoms to the position of the high-finesse cavity 1.2 s after switching off
the MOT.
3We use a linear translation stage produced by Newport (model no. UTS50CC).
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2.3. High-Finesse Optical Cavity
Figure 2.3.: Experiment cavity. Picture of the experiment cavity fully assembled before
putting it in the vacuum chamber. A detailed description of the assembly is
provided in [43].
At the center of our experiment is a dual coated high-finesse optical cavity, shown
in figure 2.3. A high finesse near 780 nm yields a strong interaction with the atoms.
Additionally, a high-finesse at 1560 nm provides both a strong trapping field for the
atoms and a convenient means of stabilizing the length of the cavity. In this section, we
first discuss the technical characteristics of the high-finesse cavity. Then, in sections 2.3.2
to 2.3.4, we review the three key experimental components: the cavity laser system, the
intra-cavity lattice and the cavity output detection.
2.3.1. Characteristics of the high-finesse cavity
Our cavity consists of two super-polished mirrors with a high reflectivity at both 780 nm
and 1560nm4. The design criteria for the cavity and its construction are detailed in [43].
Here, we only give a brief description of its physical characteristics, as summarized in
table 2.3.
The finesse of the cavity is 110’000 at 780 nm and 150’000 and at 1560 nm. Given
it’s length of 9.6mm, the resonance of the cavity is rather narrow, with a full width
half maximum (FWHM) line width of 140 kHz and 100 kHz respectively. The narrow
linewidth in turn sets the requirement for the lasers used to lock and probe the cavity,
as their linewidths need to be smaller than the cavity linewidth [43].
4Mirror substrates have been coated by ATFilms to a specification of 10ppm transmission losses and





Free spectral range 15.6GHz
Mirror radius of curvature 2.5 cm




Mirror transmission 11 ppm 7 ppm
Mirror absorptive losses 17 ppm 13 ppm
Mode waist (TEM00) 50 µm 70 µm
Table 2.3.: Characteristics of the high-finesse cavity. At the center of the experiment is a
dual-coated high-finesse optical cavity with a high reflectivity at both 780nm
and 1560 nm.
Our cavity shows a significant birefringence supporting two modes with orthogonal
linear polarization separated in frequency by 290 kHz at 780 nm. The birefringence is
most likely due to stress exerted on the mirrors from the glue used to mount them [43].
The modes are not only split but the axes of their respective polarizations are rotated
from the horizontal and vertical directions in the lab frame by 21◦. The angle is measured
by placing a linear polarizer on the output of the cavity and maximizing the transmission
of the respective mode. To measure the frequency separation of the two modes, we step
the laser frequency over the cavity resonance, while the cavity is locked to the 1560nm
laser beam. For this measurement the polarization of the probe laser is such that it
couples to both birefringent modes. To extract the splitting we fit a double Lorentzian
to the transmission as shown in figure 2.4. Note, that we have previously reported a
different value (364 kHz) [43], which we obtained by sweeping the probe laser over the
resonance of the unlocked cavity. Because of drift during the measurement the previous
value overestimated the actual splitting.
2.3.2. Cavity laser setup
The cavity laser system that is used to stabilize and probe the cavity is discussed in detail
in [43]. The main features are illustrated in figure 2.5. Briefly, the setup consists of two
different lasers. One laser near 780 nm is used to probe the cavity and one near 1560nm
to stabilize the length of the cavity. The 1560 nm laser also provides an intra-cavity
optical lattice. Both lasers have to be at a fixed frequency with respect to the cavity
12
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Figure 2.4.: Birefringence at 780 nm. Our high-finesse cavity supports two modes with
orthogonal linear polarizations which are separated by 290 kHz in frequency.
Th blue crosses are the transmission of a probe beam with a polarization
that has roughly equal projection on to both cavity modes. The red line is a
fit to the data using a dual Lorentzian from which we extract the separation
of the two peaks that corresponds to the birefringent splitting
resonance. We achieve this by locking both lasers to the same reference cavity, which
fixes their relative frequencies. We then generate sidebands on the 1560nm light by a
wide band electro-optical modulator (EOM)5. The experiment cavity is locked to one of
the sidebands and the frequency of the EOM is adjusted until the cavity and the 780 nm
have the desired frequency difference.
In addition, part of the light of the 780 nm laser is split off to generate the Raman
laser beams. We will discuss this part of the laser setup in detail in section 2.4.
2.3.3. Intra-cavity optical lattice
Intra-cavity trap parameters
During the experiments, we confine the atoms using an intra-cavity optical lattice formed
by light at 1556 nm. The waist of the TEM0,0 of the the cavity at that wavelength is
70 µm. We actively stabilize the output of the cavity such that the trap depth is 250 µK,
resulting in trap parameters summarized in table 2.4. To load the lattice, we overlap
the transfer optical dipole trap with the intra-cavity optical lattice and adiabatically
5All wide band EOMs in the setup are manufactured by EOSpace. For the 1560 nm laser we use the












Figure 2.5.: Cavity laser setup. A laser at 1560nm, denoted by the yellow line, is locked
to a reference cavity and passes a wide band EOM that generates sidebands
in the range from 0 to 10GHz. The experiment cavity is locked to a sideband
of the 1560nm laser, and a AOM is used for switching and to stabilize the
transmission of the 1560 nm light through the cavity. A second laser at
780nm is locked to the same reference cavity and passes a double pass AOM
that is used to shift the frequency of the light. Most of the light is sent to
the Raman laser setup, while the rest passes an AOM used for switching
and a wide band EOM that generates additional sidebands. The sideband
frequency of the 1560 nm laser is adjusted such that one sideband of the
780nm laser is simultaneously resonant with the cavity. The detuning of the
780nm laser with respect to the cavity mode is set either before the light is
split off for the Raman laser setup by adjusting the frequency of the double
pass AOM or after by adjusting the sideband frequency of the 780 nm EOM.
Wavelength 1556 nm
Circulating power 5.1 W
Waist 70 µm
Trap depth 250 mK
Radial trap frequency 0.7 kHz
Trap frequency along lattice direction 141 kHz
Table 2.4.: Intra-cavity trap parameters. During the experiment the atoms are confined
in a deep intra-cavity optical lattice formed by light at 1556 nm coupled into
the cavity. Due to the high-finesse at that wavelength we achieve large circu-
lating powers for moderate input powers.
14
2.3. High-Finesse Optical Cavity
lower the power in the transfer beam. We typically transfer 50% of the atoms to the
intra-cavity trap. The total number of atoms loaded in the cavity depends strongly on
the shape of the beam that forms the transfer dipole trap, as discussed in section 2.2.
With careful beam shaping we are able to load up to 7× 105 atoms into the cavity. Since
the beam shape deteriorates within a few weeks most experiments are performed with
slightly worse loading effiency. Typically, we load 5× 104 to 4× 105 atoms depending
on the atom number in the MOT.
Dephasing of the trap positions
Having an intra-cavity dipole trap near 1560nm allows us to trap the atoms either at
the nodes or the anti-nodes of the cavity mode [43]. The resonant wavelengths of the
1560nm laser and the 780nm laser are related to the length of the cavity, L, via
m
2
λ1560 = L, and
n
2
λ780 = L (2.1)
respectively6. When m is even, there is a node of 1560nm at the center of the cavity,
whereas when m is odd, there is an anti-node at the center of the cavity. The same is
true for n and 780 nm. Let’s assume that m is even, so that there is a node of 1560nm
at the center of the cavity. Setting the wavelength of the 780 nm laser to be exactly half
the wavelength of the 1560nm we get n = 2m. In this case n is even as well and there is
a node of 780 nm at the center of the cavity. The atoms are trapped at anti-nodes of the
1560nm field. In other words they are trapped at positions xj = ±jλ1560/2 = ±jλ780,
where j ∈ {−m/2,−m/2+1, . . . ,m/2} and x = 0 corresponds to the center of the cavity.
These positions are however exactly the nodes of the 780 nm mode. If we move the
frequency of the 780 nm beam by one free spectral range of the cavity, we get n = 2m+1
and n is odd. In this case there is an anti-node of the 780 nm field at the center of the
cavity. The trap positions are still defined by xj = ±jλ1560/2 ≈ ±jλ780, but the spacing
is no longer exactly the 780 nm wavelength. However, the wavelength is close, so near
the cavity center the atoms are still trapped at anti-nodes of the cavity field. A similar
argument can be made starting with a 1560nm mode where m is odd. Thus, we can
choose to trap the atoms either at nodes or anti-nodes of the 780 nm field by moving the
frequency of the 780 nm laser by one free-spectral range.
If we relax the criterion that λ1560 = 2λ780, the trap positions dephase with respect to
6Due to dispersion in the coating the cavity length is slightly different at 780 nm and 1560nm. The
two mirrors are identical, so length change is symmetric and does not impact on the discussion of
the trap sites in the middle of the cavity.
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the cavity mode over some distance. For that reason, we want to have a trap wavelength
as close as possible to the ideal wavelength of 2λ780. However, we are limited by which
laser diodes are available. To generate the necessary light at 1560nm we use a high
power multi-mode laser diode7. Grating feedback is used to tune its wavelengthn [43].
Initially, we were able to tune one of the multi-mode diodes into single mode operation
at a high enough output power. When it came time to replace the diode, we noticed
that individual diodes showed different regions of stable single-mode operation, none of
which could be exactly tuned to 2λ1560. Instead, for the experiments presented here we
operate our intra-cavity dipole trap at λ1560 = 1556.0 nm, whereas the probe field is at
λ780 = 780.5 nm. The mismatch in wavelength leads to a dephasing of the trap sites with
respect to the probe mode as shown in figure 2.6.
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Figure 2.6.: Reduction of the cavity coupling across the trap. Because the wavelength of
the intra-cavity lattice, 1556.0nm, is not exactly twice the resonant wave-
length of the cavity, 780.5 nm, the atoms are not exactly trapped at anti-
nodes of the cavity mode and the coupling reduces the further the atoms are
from the center of the cavity. The blue line shows the coupling along the
optical axis of the cavity, g(x), relative to the one at an anti-node, g.
2.3.4. Cavity detection
To detect the cavity output we couple the TEM0,0 mode of the cavity into a single mode
optical fiber and direct it onto a single photon counting module (SPCM). From the
counts of the SPCM, we infer the number of photons leaving the cavity, by taking into
7We purchase the multi-mode diodes from Thorlabs (part-no FPL1055T).
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Transmission through optical elements 0.90(05)
Coupling efficiency into single-mode fiber 0.80(05)
Efficiency of SPCM at 780 nm 0.60(10)
Overall 0.43(12)
Table 2.5.: Detection losses. Summary of losses that are taken into account when infer-
ring the photon number leaving the cavity from the detector counts.
account the losses summarized in table 2.5. For a given mean intra-cavity photon number
n¯, photons arrive at the output mirror at a rate n¯(c/2L) = n¯FSR. Here c is the speed
of light, L is the length of the cavity and FSR is its free spectral range. Upon hitting
the mirror the photons are transmitted with a probability of 11 ppm, which is the mirror
transmission listed in table 2.3. With that we infer a mean photon number inside the
cavity from the observed counts as follows
n¯ =
cts/s
transmission · losses · FSR . (2.2)
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2.4. Raman coupling laser
In the experiments presented here, we make use of two cavity-assisted Raman transi-
tions. The lasers that drive these transitions need to fulfill three requirements. First,
the frequency of each beam needs to be referenced to the experiment cavity and easily
tunable. Second, their linewidths need to be narrow with respect to the cavity, and
third, the power in both beams needs to be high enough to have an appreciable coupling
at a large detuning from the excited states. The idea of the laser setup that satisfies
all three requirements is shown schematically in figure 2.7. We meet the first two re-
quirements by deriving the coupling beams from the cavity probe beam, as described
in section 2.4.1. In order to satisfy the third requirement we amplify the power using a
tapered amplifier (TA), as shown in section 2.4.2.
2.4.1. Generation of coupling beams
The two hyperfine ground state manifolds of rubidium 87 are separated by the hyperfine
splitting ωHF. Using cavity-assisted Raman transitions, there are two different ways
to couple the two manifolds, as illustrated in figure 2.8. For a cavity with resonance
frequency ωc a classical beam at frequency ω+ ≈ ωc + ωHF induces the Raman process,
where the atom is taken from the F = 1 to the F = 2 manifold via absorption of a photon
from the classical beam and emission into the cavity (and the reverse). A classical beam
at a frequency ω− ≈ ωc − ωHF on the other hand induces a Raman process where an
atom is transferred from the F = 1 to the F = 2 manifold, via absorption of a photon
from the cavity and emission into the classical beam (and its reverse).
In our experiments we make use of both Raman processes and so we need both a
classical beam at ω− and one at ω+. As we will show in section 3.3, the relevant model
parameters that we want to change in the experiments map onto the difference and the









(ω+ − ω−)− ωHF (2.4)
independently. Both η and ζ are on the order of a few megahertz. Our laser setup allows
us to do change both naturally and is schematically shown in figure 2.9. The main idea
is that we take light at the frequency of the cavity ωc, offset it by η and modulate the
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780 nm AOM×2 Slave AOM




Reference cavity Experiment cavity
Figure 2.7.: Raman laser setup overview. The Raman beams are derived from the laser
used to probe the cavity. The cavity probe setup is discussed in detail in
section 2.3.2. After the Slave laser in that setup, some light is split off and
send to the Raman beam setup. That light is modulated by a wideband EOM
to create sidebands at the desired frequency. The light is then amplified by a
TA before a filter cavity strips out either one or both of the sidebands. The
filtered light passes an AOM used for switching and power stabilization and
is sent to the experiment.
|F = 1〉
|F = 2〉
|F ′ = 0, 1, 2, 3〉
ω− ωc ω+ωc
Figure 2.8.: Cavity-assisted Raman transitions between two hyperfine groundstate mani-
folds. For a cavity with resonance frequency ωc there a two laser frequencies,
ω+ = ωc + ωHF and ω− = ωc − ωHF, that are on resonance with a cavity-
assisted Raman transition between the two hyperfine ground state manifolds.
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offset light at ωHF + ζ. This way the positive and negative sidebands correspond to
ω+ = ωc + η + ωHF + ζ (2.5)
and
ω− = ωc + η − ωHF − ζ. (2.6)
This way η is set by an offset of the carrier and ζ by a change of the modulation frequency.
The carrier however is directly taken from the cavity probe laser. Consequently, the
Raman lasers inherit the stability and the narrow linewidth from that laser system [43].
For the modulation we use a wide-band EOM8. The EOM allows us to generate
sidebands from 0 to 10GHz. Since it is based on a waveguide, relatively moderate rf
powers are sufficient to produce large sidebands. One of the the drawbacks of using a
waveguide based EOM is that we are only able to send limited amount of power through
the device. The waveguide is fiber-coupled via a pigtail on both sides, which leads to an
overall transmission through the device of only 35%. In addition, the total amount of
optical power through the device is limited by the photo-refractive effect9. We operate
the EOM at 35mW input power at 780 nm. At this power, there is a slight decrease
in the overall transmission device as compared to low powers. This indicates that we
are operating the EOM just below the power where the photo-refractive effect becomes
important.
2.4.2. Amplification and filtering of coupling beams
The Raman coupling beams are sidebands on a beam that is derived from the cavity
probe laser. That limits the power in each Raman beam to a fraction of the power
produced by that laser. Such low power is insufficient for our experiments. In order to
get a high enough Raman coupling we boost the power using a TA10. Furthermore, we
are only using either one sideband or both sidebands in the experiments. Consequently
we need to filter out any other frequency components, in particular the carrier.
Fundamentally, we have three options when to boost the power and when to filter.
First, we can boost the power, generate the sidebands and then filter. Second, we can
8We use an EOM manufactured by EOSpace (model PM-0K5-10-PFA-PFA-780-UL)
9According to Newport, another manufacturer of EOMs, the photo-refractive effect causes photoexcited
carries to migrate from illuminated to dark region. Together with the electro-optic effect this causes
beam distortions. In a fiber-coupled EOM this leads to additional loss. http://www.newport.com/
Phase-Modulator-Questions-Electro-Optic-Modulator/984209/1033/content.aspx
10We use a home built TA design that uses an 3A 1W diode from Eagleyard (Part No. EYP-TPA-0780-
01000-3006-CMT03-0000).
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Figure 2.9.: Tapered amplifier setup. The Raman coupling beams are derived from the
cavity laser (master) in several steps. The master laser is referenced to the
transfer cavity to which we also reference the 1560nm laser (not shown),
and offset using a double pass AOM. The resulting light is fiber coupled
and the output of the fiber seeds a slave laser to boost the power. Some of
the slave laser light is picked off for probing the cavity, while the majority
is fiber coupled and sent to the Raman setup. At the Raman setup some
light is picked off for a later beat note measurement and the majority is sent
through a wideband fiber couple EOM and the output of the EOM boosted
by a tapered amplifier (TA). We filter the output of the TA, first by a Bragg
grating to reduce amplified spontaneous emission, and then by one of two
filter cavities. The output of the cavity is controlled by another AOM and
sent to the experiment. Alternatively some light is directed to a beat note
measurement between the output of the filter cavity and the input of the




generate the sidebands, filter and then boost the power, or third, we can generate the
sidebands, boost the power and then filter. The first option is not feasible, because
the output power of the TA is too high to send the beam through a broadband fiber-
coupled EOM. Between the second and the third option, the difference is whether we
filter before or after the TA. Filtering before the TA has the benefit that the TA only
amplifies frequency components that we desire for the experiment. Ultimately that means
that we get the maximum power in these frequency components. However, a TA also
produces amplified spontaneous emission (ASE). This part of the output of the TA is very
broadband in frequency and some of it will be present even after spatially filtering the
beam. For the wavelength that we operate the TA at, some of the ASE will be resonant
with the atomic transition and so even small amounts of ASE will lead to additional
scattering. When filtering on the output of the TA on the other hand the ASE is also
suppressed. We use a medium finesse cavity to filter the output of the TA, so that the
ASE is essentially suppressed by the finesse of the cavity.
Let’s assume that we have perfect coupling to the TEM00 of the filter cavity. Let’s also
assume that we have perfect transmission through the cavity on resonance. The ASE has
a flat spectrum that spans many free-spectral ranges of that cavity. The reduction of the
ASE is thus given by how much the frequency components off resonance are suppressed
by the cavity. Integrating the spectrum of the cavity over one free spectral range (FSR)











)2 dx = arctan(F)/F , (2.7)
where
F = κ/FSR (2.8)
is the finesse of the cavity.
The laser setup for the TA is shown schematically in figure 2.9. We seed the the TA
with 10mW of light containing the carrier and both sidebands. If we end up using a single
sideband, we operate the EOM such that the maximum power is in that sideband, i.e.
33% of the total power. At this modulation there are already second order sidebands
present, but they are subsequently filtered out as well. If we use both sidebands in
the experiment, we operate the EOM, such that negligible second order sidebands are
present, with 25% of the power in each sideband.
For 10mW seed power we measure 1W output power before the optical isolator at
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a current of 2.3A. The beam is first filtered by a reflective Bragg grating11 with a
bandwidth of 200GHz that suppresses ASE and then by one of two filter cavities, the
parameters of which are summarized in table 2.6.
One sideband Both sidebands
Radius of curvature 0.20 m 0.10 m
Free spectral range 17.22 GHz 13.67 GHz
Linewidth 14.35 MHz 11.39 MHz
Finesse 1200 1200
Table 2.6.: Filter cavities. The light amplified by the TA contains both the carrier and
two sidebands. For the experiments we only need either both or a single
sideband, which we filter out using two medium finesse cavities.
To get the maximum amount of power it is necessary to correct the mode of the TA
for astigmatism. By careful mode shaping it is possible to get 75% transmission through
the filter cavity, which shows a transmission of ≈ 100% for a perfect Gaussian input
beam. However, the astigmatism of the TA changes slightly with time, especially when
turning it on and off regularly. We typically turn off the TA when not in use in order to
maximize the lifetime of the diode. Since we do not continuously reshape the mode of
the TA we typically only get a transmission of 40% through the filter cavity. After losses
through an AOM, fiber couplings and power stabilization we deliver 45mW of power in
each beam to the experiment.
11We use a BragGrate reflective Bragg grating by OptiGrate with a center wavelength of 785 nm, which
is angle tuned to reflect the amplified seed light.
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2.5. Absorption imaging and optical pumping
To characterize our setup we use both absorption imaging and optical pumping. The
setup for absorption imaging is described in detail in [43]. In brief, we take some light
from one of the slave lasers used for the MOT described in section 2.1 and bring it to
resonance with the F = 2 to F ′ = 3 transition. We image the atoms using circularly
polarized light travelling perpendicular to the optical axis of the cavity. The magnetic
field is aligned such that the light couples to σ+ transitions, which means we can drive
the |F = 2,mF = 2〉 to |F ′ = 3,mF ′ = 3〉 cycling transition. A repump beam addressing
the F = 1 to F ′ = 2 transition travels perpendicular to both the imaging direction and
the optical axis of the cavity. By imaging with or without repump we verify optical
pumping into the |F = 2,mF = 2〉 state.
We optically pump the atoms after they have been loaded into the intra-cavity optical
lattice described in section 2.3.3. There is a large Stark shift due to the trap, which we
need to take into account [43; 49; 50]. The lattice is formed by light at 1556nm which
is very close to transitions from the 5 2P levels to the 4 2D and 6 2S levels, as shown in
figure 2.10. As a result the excited states of the D2 and the D1 lines, which are the
5 2P3/2 and 5 2P1/2 states respectively, are shifted much stronger by the trap than the
6 2S1/2 ground states.
In addition to an overall shift the transitions of the D2 line are broadened by two effects.
First, the Stark shift of each atom depends on the position inside the trap due to the
intensity distribution. This broadens the transition according to the thermal distribution
of the atoms. Second, the coupling between the 5 2P3/2 and the 4 2D states depends on
the m number. For experiments performed with a mixture of different m states this
leads to further broadening. The transitions of the D1 line are also broadened by the
first effect. However, the coupling from 5 2S1/2 to the 4 2D3/2 state is not m dependent.
Consequently the second source of broadening is absent. The overall shift is also smaller
for the D1 line than the one for the D2 line. Finally, the hyperfine splitting of the excited
states in the D1 line is larger. Keeping these differences in mind, it is favorable to pump
on the D1 line rather than on the D2 line. There is less broadening and the residual
broadening has less impact because of the larger separation of the excited states.
For optical pumping, we use circularly polarized light addressing the F = 2 to F ′ = 2
transition of the D1 line. The light is shifted from resonance to account for the differential
Stark shift and combined with repump light. Off-resonant excitations of the repump light
are less important for the optical pumping. So for convenience, we provide the repump
light by using some light of the repump laser of the MOT setup which adresses the D2 line.
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1366.875 nm 1529.261 nm
1529.366 nm
Figure 2.10.: Energy level diagram of rubidium 87. Levels relevant for the calculation of
the Stark shift in a 1556nm trap. All wavelengths are taken from [48].
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The optical pumping beams and the imaging beams are combined and all polarizations
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Figure 2.11.: Optical pumping setup. In order to optically pump the atoms trapped in
the intra-cavity optical lattice into to |F = 2,mF = 2〉 state we overlap
pump light resonant with the Stark shifted F = 2 to F ′ = 2 transition
of the D1 line and repump light resonant with the Stark shifted F = 1 to
F ′ = 2 transition of the D2 line with the imaging light.
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In this chapter we introduce the theoretical framework used to describe our experiments.
In the first part, in section 3.1, we discuss the interaction of N two-level atoms with
a single mode of the electro-magnetic field. The model we derive was first considered
by Dicke [23] and subsequently named after him. It is one of the simplest models of
quantum optics, but still shows an interesting quantum-phase transition [25; 26]. For
small interaction strength between the field and the atoms, the Dicke model simplifies to
the Tavis-Cummings model [24]. We discuss this model as well and extend it to include
dissipation, driving and a second cavity mode.
In section 3.2, we describe the interaction of three-level atoms with a cavity mode
and two additional classical fields. We first introduce cavity-assisted Raman transitions
by analogy with the more common Raman transitions involving two laser beams. Then
we show how one can realize an effective Dicke model using two-cavity assisted Raman
transitions and review the properties of these effective models.
The third part of this chapter, section 3.3, contains a detailed derivation of the effective
models used to describe our experiments.
3.1. Two-level atoms interacting with a single mode of the
electro-magnetic field
3.1.1. Derivation of the Dicke model
We start our discussion by considering the interaction of N two-level atoms with a single
mode of the electro-magnetic field. We envision a situation like the one depicted in
figure 3.1, where the atoms are trapped inside the mode-volume of a high-finesse optical
cavity. Because of the high finesse, the interactions of the atoms with the mode of the
electro-magnetic field defined by the cavity is greatly enhanced. Consequently, it makes
sense to single this mode out and study its coherent interaction with the atomic ensemble,
which can be described by a Hamiltonian















Figure 3.1.: Two level atoms interacting with a single cavity mode. A simple model of the
interactions of N atoms with a high-finesse optical cavity is the Dicke model.
In it, each atom has two levels only, labelled |g〉 and |e〉 respectively, and the
mode defined by the cavity is near resonance with transitions between the
two states. The coupling between each atom and the field is parametrized
by the single atom coupling constant g, while the collective coupling of the
ensemble, λ =
√
Ng, is enhanced by the square root of the atom number.
For weak collective atom-field coupling the Dicke model reduces to the Tavis-
Cummings model.
The first part of the Hamiltonian describes a single mode of the electro-magnetic field,
Hcavity = h¯ωa
†a. (3.2)
Here a and a† are the annihilation and creation operators satisfying the bosonic commu-
tation relation
[a, a†] = 1, (3.3)
ω is the resonance frequency of the cavity and we have dropped the constant vacuum
energy.
The second part describes N two-level atoms with states |g〉 and |e〉. It is conveniently




(|e〉〈e| − |g〉〈g|), (3.4)
σ+ = |e〉〈g|, (3.5)
and
σ− = |g〉〈e|, (3.6)
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which obey the commutation relation of Pauli matrices
[σ+, σ−] = 2σz (3.7)
and
[σ±, σz] = ∓σ±. (3.8)





where ω0 is the resonance frequency of the |g〉 to |e〉 transition, and the index i denotes
an operator acting on the i-th atom only.
The third term describes the atom-field interaction. Making the dipole approxima-
tion [51; 52], the interaction is of the form
Hinteraction,i = −~d · ~E. (3.10)
where ~d is the dipole operator which can be expressed in terms of the position operator
~r as
~d = −e~r. (3.11)
By introducing the dipole moment
d = 〈e|~r|g〉 = 〈g|~r|e〉 . (3.12)
we can rewrite the dipole operator in terms of the spin operators as
−e~r = −d(σ+ + σ−). (3.13)
The field operator ~E at the position of the i-th atom on the other hand can be expressed
in terms of the strength of the field at that position, Ei, and the cavity mode operators,
a and a†, as
~Ei = Ei(a+ a†) (3.14)












gi(σ+,i + σ−,i)(a+ a†) (3.16)
Combining all three parts we get







gi(σ+,i + σ−,i)(a+ a†). (3.18)
In order to further simplify the Hamiltonian we will make the approximation that all
atoms are equally coupled, gi ≡ g, so that we can rewrite the full Hamiltonian as







(σ+,i + σ−,i)(a+ a†) (3.20)
= h¯ωa†a+ h¯ω0Jz + h¯
λ√
N
(J+ + J−)(a+ a†). (3.21)

















The Hamiltonian in equation (3.21) is known as the Dicke model. Having moved to
collective operators and collective coupling will prove useful when discussing some of the
30
3.1. Two-level atoms interacting with a single mode of the electro-magnetic field
properties of the Dicke model in the next section. Before moving on, we note that the
collective operators satisfy the angular momentum commutation relations
[J+, J−] = 2Jz (3.26)
and
[J±, Jz] = ∓J±, (3.27)
which follows directly from the single atom commutation relations equations (3.7) and (3.8).
3.1.2. Discussion of the Dicke model
The Dicke model, equation (3.21), has many interesting features. Here we give a brief
review of some of them following the outline in [27; 53]. In the thermodynamic limit,
N →∞, the Dicke model features a quantum phase transition at zero temperature [25;






the system enters a superradiant phase. Associated with this phase transition is a
change in level statistics, indicating a change from “quasi-integrable” to “quasi-chaotic”
behaviour [58; 59], and critical behaviour of the atom-field entanglement [60; 61; 62; 63].
In the experiments described here we focus on the superradiant phase transition. Below
critical coupling the ground state of the system is all atoms in the ground state |g〉 and no
population in the field mode, whereas above critical coupling there is non-zero excitation
of both the field mode and the collective spin. In order to reach critical coupling we
require λ ∼ ω, ω0. Is it possible to reach this regime?
Fundamentally, a theoretical argument has been made that once the coupling reaches
this limit, the description of the atom-field interaction we have presented in section 3.1.1
is no longer valid [64; 65; 66; 67; 68]. The main point of this argument is that the phase
transition is due to the omission of the so called A2 term in the derivation of the Dicke
model. For a concise treatment of that argument we refer the reader to [53]. Recent work
however suggests that the argument is invalid and the Dicke phase transition is present
even when including the A2 term [69].
Whether or not it is possible to observe the Dicke phase transition in principle, it is
currently not feasible to get strong enough atom-field coupling in practice. For atoms
trapped inside a high-finesse optical cavity both ω and ω0 are on the order of 1× 1015 Hz.
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The strongest atom field couplings for optical Fabry-Perot cavities on the other hand,
reported for atoms confined in fiber cavities [70], are on the order of 1× 108 Hz. So
all experiments are carried out in a regime of much weaker coupling than required to
observe the phase transition directly and in this regime the Dicke model reduces to the
Tavis-Cummings model, which we discuss in the next section.
3.1.3. The Tavis-Cummings model
The atom-field interaction, as described by the Dicke model, contains two types of inter-
action terms, which we get explicitly by expanding the Hamiltonian as follows
H = h¯ωa†a+ h¯ω0Jz + h¯
λ√
N
(J+ + J−)(a+ a†) (3.29)
= h¯ωa†a+ h¯ωJz + h¯
λ√
N




† + J−a). (3.30)
The terms
J+a+ J−a† (3.31)
are known as the rotating terms and have a time dependence ∝ exp(±i(ω − ω0)t/h¯) in
the Heisenberg picture. The remaining terms
J+a
† + J−a, (3.32)
with a time dependence ∝ exp(±i(ω+ω0)t/h¯), are known as the counter-rotating terms.
For small atom-field coupling λ ω, ω0 one can make the so called rotating wave approxi-
mation [51; 52] and only keep the rotating terms in the interaction. The counter-rotating
terms don’t contribute to the dynamics on the timescales of the interaction, as their
fast oscillation averages to zero. A more formal derivation of this approximation can
be done by going into the interaction picture and integrating the Schrödinger equation
formally and is for example outlined in [53, sec. 2.3]. After making the rotating wave
approximation, we arrive at the Tavis-Cummings model [24]




The Tavis-Cummings model is well studied and we briefly summarize some of its
features following the treatment in [71, chap. 3]. The Tavis-Cummings interaction
describes a coherent exchange of a single excitation from the field to the collective spin
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Figure 3.2.: Energy spectrum of the Tavis-Cummings model. The energies of the eigen-
states with single excitation in the Tavis-Cummings model show an avoided
crossing. Around the energy of the bare cavity, ω, and the bare atoms, ω0,
the energy of the dressed states |±〉 splits. For ω = ω0 the splitting is given
by twice the coupling λ, as shown on the left plot. The right plot shows how
cavity-like the resulting dressed state is. When probing the dressed system
via the cavity mode, regions where the dressed state is very cavity-like will
correspond to high transmission.
and vice-versa. This interaction conserves the total number of excitations. More formally,
the Hamiltonian commutes with the total excitation number ntot = a†a + Jz and we
can perform the diagonalization of H in different subspaces representing different ntot
separately. The only eigenstate with ntot = 0 is the lowest energy state |g . . . g; 0〉, with
all the atoms in the ground state and no excitation in the field. In the ntot = 1 manifold,
there are N+1 different bare states. First, there is the state |g . . . g; 1〉 with all the atoms
in the ground state and one excitation in the field. Then there are N different states
|g . . . ei . . . g; 0〉, where one atom is in the excited state and there is no excitation in the
field.
For non-vanishing and identical coupling of the atoms to the field, the new eigenstates
in the ntot = 1 manifold are



























The remaining N − 1 eigenstates are antisymmetric combination of the N bare states
|g . . . ei . . . g; 0〉 without any component of the bare state |g . . . g; 1〉. These states have
no contribution of the bare states with excitations in the cavity. Thus, one cannot excite
them by driving the cavity and they are known as dark states. For the experiments
presented here they can be neglected. The energy spectrum of the relevant states in the
ntot = 1 manifold is shown in figure 3.2. We note that the system shows an avoided
crossing around the bare energies ω = ω0 and the size of the normal mode splitting is
given by 2λ.
3.1.4. Driven-dissipative cavity Tavis-Cummings model
So far we have focused on the coherent interaction of a single mode of the electro-magnetic
field with an ensemble of N atoms. However, the dynamics in the experiment also
include dissipation, which is depicted in figure 3.3. There are two sources of dissipation.
First, atoms couple to the continuum of modes in free space, which leads to spontaneous
emission from atoms in the state |e〉, characterized by the dipole decay rate γ. And
secondly, the cavity mirrors are not perfectly reflecting so that the field inside the cavity
decays at a rate κ. We follow the usual convention in cavity quantum-electrodynamics
that γ is the dipole decay rate (half width half maximum (HWHM) linewidth of the
atomic transition) and κ the field decay rate (HWHM linewidth of the cavity resonance)
respectively. In addition to dissipation there is also driving present in the experiment.
In particular we probe the resonances of the combined atom-cavity system, by coupling
a weak laser beam to the cavity.
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Figure 3.3.: Driven-dissipative Tavis-Cummings model. In addition to the coherent in-
teraction there is dissipation present in the experiments performed on atoms
coupled to a high-finesse optical cavity. Individual atoms spontaneously de-
cay from the state |e〉, characterized by the decay rate of the atomic dipole
γ, and the cavity field is lost through absorption and transmission at the
mirrors, characterized by the field decay rate κ. In addition, we probe the
coupled system by weakly driving the field of the cavity, here represented by
the driving term .
Formally, we represent driving of the cavity mode by adding a term
Hprobe = (ae
iωpt/h¯ + a†e−iωpt/h¯) (3.38)
to the Tavis-Cummings Hamiltonian in equation (3.33). In a frame rotating at the probe
frequency ωp the Tavis-Cummings model including driving is then given by
H = −h¯∆pca†a− h¯∆paJz − h¯ λ√
N
(J+a+ J−a†) + (a+ a†), (3.39)
where
∆pc = ωp − ω (3.40)
and
∆pa = ωp − ω0. (3.41)
(3.42)
To include dissipation we use the density matrix formalism [72], where the density
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matrix of the coupled system evolves according to the master equation
ρ˙ = − i
h¯




H is defined in equation (3.39) and the super operator L acts on any operator c as
L[c]ρ = 2cρc† − ρc†c− c†cρ. (3.44)
According to the master equation (3.43) the time evolution of the cavity field and the
collective spin is given by
〈a˙〉 = (i∆ca − κ) 〈a〉+ − i λ√
N
〈J−〉 (3.45)
〈J˙−〉 = (i∆pa − γ) 〈J−〉+ i 2λ√
N
〈Jza〉 , (3.46)
where the factor of two in equation (3.46) arises because
[J+, J−] = 2Jz. (3.47)





Equations (3.45) and (3.46) then describe a set of coupled oscillators and we can solve
for the steady state cavity field analytically and get
〈a〉 = 
(κ− i∆ca) + λ2/(γ − i∆pa) (3.49)
Also, in the weak probing limit the cavity field is a coherent state and the transmission
is proportional to |〈a†a〉|2 ≈ |〈a〉|2. For a coupling strength exceeding the dissipation in
the system, λ κ, γ, we observe a normal mode splitting in the cavity transmission, as
shown in figure 3.4. As in the analysis of the Hamiltonian in the previous section, the
size of the splitting is 2λ and the maxima in transmission follow the eigenvalues of the
Hamiltonian.
The situation where the atom-cavity coupling is large enough so that one resolves the
normal mode splitting is known as the strong-coupling regime. With state of the art
dielectric mirrors the regime is reached not only for large amount of atoms, but also for
36
3.1. Two-level atoms interacting with a single mode of the electro-magnetic field
Figure 3.4.: Normal mode splitting present in the Tavis-Cummings model. The left plot
shows the normal mode splitting in the transmission of the cavity. In the
presence of dissipation the normal mode splitting is resolved if the collective
coupling exceeds the decay of the cavity field and the atomic dipole, λ 
κ, γ. Color indicates the transmission through the cavity normalized to the
transmission through the empty cavity on cavity resonance, ω = ωp. The
three plots on the right show the transmission along the cuts in the left plot.
For all plots κ = 0.5λ and γ = 0.1λ
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a single atom. However, strong coupling should not be confused with coupling which is
large in the sense of the Dicke model. The decay rate of the atomic dipole is typically on
the order of a few megahertz, comparable to the cavity decay. So a coherent coupling on
the order of tens of megahertz is sufficient to resolve the normal mode splitting present in
the Tavis-Cummings model, while it still is orders of magnitudes away from being large
enough to observe the Dicke phase transition.
3.1.5. Tavis-Cummings model with two cavity modes
It is straight forward to extend the Tavis-Cummings model, equation (3.33), to include
more atomic levels or more cavity modes. Earlier work in our group has focused on
the effect of multiple levels [43; 73; 74] while for the experiments presented here the
case of a collection of two-level atoms coupled to two cavity modes is of interest. The
Tavis-Cummings model for two cavity modes is given by the Hamiltonian
H = h¯ωaa
†a+ ωbb†b+ h¯ω0Jz + h¯
λa√
N




where ωa and ωb are the resonance frequencies of the two modes which are described by
the operators a, a† and b, b† respectively. Analyzing the two-mode version similar to the
treatment of the one-mode Tavis-Cummings model, we arrive the eigenspectrum shown
in figure 3.5.
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Figure 3.5.: Eigenspectrum of the two-mode Tavis-Cummings model. Top. The eigen-
spectrum of the coupled system shows two avoided crossings around the bare
energies. Middle. If we drive mode a we expect transmission of the system
predominantly where the eigenstate of the coupled system has a large pro-
jection onto that cavity mode. Bottom. For reference the projection onto
the undriven mode is shown as well. Spectrum calculated for ωa − ωb = 2λa
and λb = λa/2.
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3.2. Cavity-assisted Raman Transitions



















Figure 3.6.: Cavity-assisted Raman transitions. Two long lived ground states of an atom,
labelled |0〉 and |1〉, can be coupled via a two-photon transition. a) Two
strong classical beams which couple to dipole transitions but are far off res-
onant with the transition between the ground states and any short lived
excited state |e〉 realize the familiar Raman scheme. Due to the Raman
coupling the two ground states form an effective two-level system. b) The
strong collective coupling of an ensemble of atoms to a high-finesse cavity
can be used to replace either arm of the Raman transition, realizing a cou-
pling between |0〉 and |1〉 that involves creation or annihilation of a cavity
photon.
So far we have only considered the interaction of two-level atoms with a high-finesse
optical cavity. The level structure of real atoms however is far richer. In the experiment
we use rubidium 87. When driving |F = 2,mF = 2〉 to |F ′ = 3,mF ′ = 3〉 cycling
transition with circularly polarized light, a collection of rubidium atoms behaves like an
ensemble of two-level atoms. By addressing different transitions with fields of different
polarization it is however possible to make use of the richer level structure of the atom.
Choosing a suitable polarization scheme it is for example possible to couple two hyperfine
ground states, |0〉 and |1〉, to a single excited state, |e〉. In this case, the three levels are
arranged as shown in figure 3.6 in what is known as a lambda configuration [75]. If the
two-photon transition between the two ground states is driven by two strong laser beams
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it is known as a Raman transition. If either of the two arms of the Raman transition is
replaced by the strong collective coupling of an ensemble of atoms to a high-finesse cavity
we will call it a cavity-assisted Raman transition. Here, we briefly review the effective
coupling due to two classical Raman beams [75] before introducing the coupling when
one of the arms is replaced by the cavity.
Let us denote the frequencies of the two beams driving the Raman transition ωr and
ωs and their Rabi rates Ωr and Ωs respectively, so that a single three-level atom driven












where h¯ω1 is the energy of the state |1〉, h¯ωa the energy of the state |e〉 and we have
set the energy of the state |0〉 to zero. In the limit where both detunings ∆r = ωr − ωa
and ∆s = ωs − ωa, are large, |∆r|, |∆s|  Ωr,Ωs, g, we can adiabatically eliminate the
excited state |e〉 and are left with an effective two-level system. On Raman resonance,




For atoms trapped inside a high-finesse optical cavity, the coupling of the atom to the
vacuum mode of the cavity is strong enough so that we can replace one arm of the Raman
transition with the cavity. The second arm of the Raman transition is still provided by
a strong classical beam in free space. The cavity can either act as the arm coupling |0〉






















The two situations are depicted in figure 3.6. In both cases we can again perform the
adiabatic elimination and are left with an effective two-level system involving only |0〉
and |1〉 state. We will perform this adiabatic elimination more carefully for the situation
relevant to our experiments in section 3.3, and here we just highlight the results. In the
first case, starting from equation (3.53), the states |0〉 and |1〉 are coupled by an effective




Compared to equation (3.52), the interaction involves the cavity operators a and a†.
In the effective interaction strength the classical Rabi rate Ωs is replaced by the atom-
cavity coupling g, while the difference in prefactors is due to the fact, that the atom-laser
coupling is written as Ωs/2 in the Hamiltonian, whereas for the atom-cavity coupling it
is just g. Similarly, for the second situation, starting from equation (3.54), the states |0〉
and |1〉 are coupled after adiabatic elimination by an interaction of the form
gΩs
2∆
(|1〉〈0|a† + |0〉〈1|a) (3.56)
A closer look at the effective interactions due to the two cavity-assisted Raman tran-
sitions, equations (3.53) and (3.56), reveals that these are exactly of the form of the
rotating and counter-rotating terms in the Dicke model. This is the main idea behind
the Dimer proposal [27], that we discuss in the next section. Before moving on we note
that the form of the effective interaction is only valid in the limit of large detuning, such
that
|∆|  Ωr,Ωs, g, κ, γ. (3.57)
3.2.2. Realizing the Dicke model using cavity-assisted Raman transitions
The beautiful proposal by Dimer et al. [27] showed that a scheme based on two cavity-
assisted Raman transitions realizes an effective Dicke model in the regime of the super-
radiant phase transition. Based on the ideas of the Dimer proposal, we realize both an
effective Tavis-Cummings and an effective Dicke model in the experiments presented here
In order to adapt the Dimer proposal to our exact experimental setup, we will extend
the original treatment in section 3.3. Here, we review the original proposal, which helps
to understand the basic idea, without the extra algebra of the extended treatment.
Consider a collection of three level atoms with two long lived ground states |0〉 and
|1〉, and one short lived excited state |e〉. The states have energies E0 = 0, E1 = h¯ω1 and
Ee = h¯ωa respectively. The two ground states are coupled via two cavity-assisted Raman
42












Figure 3.7.: Level scheme of the Dimer proposal. In order to realize an effective Dicke
model two long lived ground states are coupled via two cavity-assisted Raman
transitions. Both cavity-assisted Raman transitions are far off resonant with
the excited states but close to two-photon resonance and the detuning from




transitions, as shown in figure 3.7. Two lasers drive the |0〉 to |e〉 and |1〉 to |e〉 transition
with Rabi rates Ωs and Ωr respectively, while the cavity couples the two states |0〉 and
|1〉 to |e〉 via a different path with single atom cavity coupling g. The cavity resonance
frequency is detuned from the atomic transition by
∆c = ωc − ωa (3.58)
and the two classical beams by
∆r = ωr + ω1 − ωa ≈ ∆c (3.59)
and
∆s = ωs − ωa ≈ ∆r + ω1. (3.60)















Before performing the adiabatic elimination, we change to a rotating frame, defined













|∆c|, |∆r|, |∆s|  |g|, |Ωr|, |Ωs|, κ, γ (3.63)


































3.2. Cavity-assisted Raman Transitions









(ωs − ωr)− ω1. (3.66)












































































The model derived so far as described by the Hamiltonian in equation (3.70) is a general-
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ized version of the Dicke model. The dynamics of these generalized models have recently
attracted some attention [76; 77] and we will review their dynamics in the next section.
Before moving on, we note that we recover the Dicke model, if we set Ωr = Ωs and work
at a large detuning |∆r|, |∆s|  |ω1|. In this regime ∆r ≈ ∆s and therefor λr = λs = λ
and δ = 0, so that we arrive at the effective Dicke model
H = h¯ωa†a+ h¯ω0Jz + h¯
λ√
N
(J+ + J−)(a+ a†). (3.76)
In this effective Dicke model the atom-photon coupling is given by the collective coupling
of the atoms to the cavity, which is of the order of one megahertz in our experiments. The
effective cavity and spin frequencies are given by the detunings of the two cavity-assisted
Raman transitions, which are easily set to be smaller than the coupling.
We also note that there are two differences between the result here and the effective
Hamiltonian derived in [27]. First, we have chosen to scale the δ parameter by N to make
δ directly comparable to ω and ω0 (in [27] this parameter was subsequently assumed to
be zero). Secondly, there was a sign error in δ in [27] that we have corrected.
3.2.3. Dynamics of non-equilibrium Dicke models
Realizing the Dicke model using cavity-assisted Raman transitions not only adds driv-
ing and dissipation to the dynamics, but also leads naturally to a wider class of non-
equilibrium Dicke models [77] described by equation (3.70).
As first shown in [27] it is however possible to choose the cavity-assisted Raman tran-
sitions such that λr = λs and δ = 0. Then one is left with a driven-dissipative version of
the original Dicke model. Driving and dissipation alters the exact dynamics of the Dicke
model and changes the critical coupling at which the phase transition occurs. The phase
transition itself is still present and its properties can be studied using standard methods
of open quantum systems [27; 53].
Similarly the dynamics of the wider class of models have been studied [77], but in many
parameter regimes one has to resort to numerical methods. The regime of interest for
our experiments is where λr = λs but δ 6= 0 so that the nonlinear term in equation (3.70)
cannot be neglected. In this regime it is still possible to find an analytical formula for






ω − δ/2 (κ
2 + (ω − δ/2)2). (3.77)
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3.3. Derivation of effective models for the experiments
3.3.1. Introduction to available coupling schemes
In the previous section we have introduced cavity-assisted Raman transitions and shown
how they can be utilized to realize an effective Dicke model. The discussion so far has been
in a simplified setup. In the experiment we have a slightly more complicated mapping
between the cavity-assisted Raman transitions and the Dicke model. The overall idea
will be the same as the one in previous section, but the derivation needs to be done more
carefully. The main difference is that we have to keep track of the atoms not in the
subspace of interest when deriving the effective Dicke model. Building on the ideas of
the Dimer proposal [27] we also show how to realize an effective Tavis-Cummings model.
The Tavis-Cummings model will prove useful for characterizing our experimental setup.
Let us start with a brief overview of the experiment. We trap N rubidium 87 atoms
in an equal mixture of the |F = 1,mF = −1, 0, 1〉 ground states inside the cavity and
couple the |F = 1,mF = 1〉 and |F = 2,mF = 2〉 states via one or two cavity-assisted
Raman transitions as illustrated in figures 3.8 and 3.9. The cavity supports two linearly
polarized modes, which are split in frequency by the birefringence, as described in sec-
tion 2.3.1. To lift the degeneracy of the Zeeman substates, we apply a large magnetic
field. The orientation of the field with respect to the polarization of the two cavity modes
determines to which transitions the modes couple. Similarly the polarization of the laser
beams determine to which transition they couple. Different choices of orientation of the
magnetic field and polarization of the laser beams lead to different cavity-assisted Raman
transitions.
In order to simplify the situation, we choose to work at an overall detuning of the
cavity-assisted Raman transitions from the excited states of the D2 line which is large
compared to the hyperfine splittings of the excited states but small compared to the fine
structure splitting. In this detuning regime the Raman rate for transitions which change
the mF number by ±2 is negligible. These connect states with different nuclear spin
component and as we do not resolve the hyperfine structure we are not able to make
transitions between them. Furthermore, the Raman rate for transitions involving pi and
pi is negligible as well, as can be easily verified by going into the J basis. In the J basis
the coupling of two J = 1/2 ground states via J ′ = 3/2 excited states involving two pi
transitions is always zero1.
Keeping these two restrictions in mind, we have made two choices of orientation of the
1Note that the Raman rate involving pi and pi via an J ′ = 1/2 excited state manifold is not negligible,



















Figure 3.8.: Single mode coupling scheme. If we align the magnetic field with one of
the two birefringent modes of the cavity and chose the polarization of the
classical beam to be along the optical axis of the cavity only one cavity mode
contributes to cavity-assisted Raman transitions. b) With one laser beam
we realize an effective Tavis-Cummings model and probe it’s normal mode
splitting in the cavity transmission. c) With two laser beams we realize an











Figure 3.9.: Two mode coupling scheme. If we choose the orientation of the magnetic
field to be perpendicular to the cavity optical axis and the polarization of the
laser beam linear along that same direction, both birefringent modes couple
to cavity-assisted Raman transitions. In this situation we realize an effective
Tavis-Cummings model with two cavity modes and probe its transmission
spectrum.
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magnetic field and polarizations of the classical beams for the experiments. The first one,
depicted in figure 3.8, realizes a situation where only one of the two birefringent cavity
modes contributes to the Raman processes. The other mode decouples from them. We use
this configuration to realize an effective Dicke model, as described in section 3.3.2, and an
effective Tavis-Cummings model with a single cavity mode, as described in section 3.3.3.
The second choice of magnetic field orientation and polarization, shown in figure 3.9,
creates a situation where both cavity modes contribute to Raman processes. We use this
choice to realize an effective Tavis-Cummings model with two cavity modes, as described
in section 3.3.4.
In the remainder of this chapter we set h¯ = 1.
3.3.2. Effective Dicke model
In order to ensure that only one cavity mode contributes to the Raman process we
align the magnetic field to that mode. The polarization of the mode is then parallel to
the magnetic field and it couples to pi transitions. The other cavity mode has a linear
polarization perpendicular to the magnetic field. Consequently it couples to
⊥= 1√
2
(σ+ + σ−) (3.78)
transitions. Two classical beams with frequencies ωr and ωs and Rabi rates Ωr and Ωs
are co-propagating perpendicular to the cavity optical axis. We choose the polarization
to be linear along the optical axis of the cavity so that the two beams couple to
⊥′= 1√
2
(σ+ − σ−) (3.79)
transitions. As discussed in section 3.3.1 the Raman rate for transitions involving ⊥
and ⊥′ vanishes in the detuning regime and we neglect the cavity mode coupling to ⊥
transitions.
We give a detailed derivation of the resulting effective model in appendix A. The
procedure to arrive at the model is very similar to the one presented in the Dimer
proposal [27], which we have reviewed in section 3.2.2. The main difference is that we
trap the atoms in an equal mixture of the |F = 1,mF = −1, 0, 1〉 states, but only couple
the |F = 1,mF = 1〉 ≡ |0〉 and the |F = 2,mF = 2〉 ≡ |1〉 states via cavity assisted
Raman transitions. In our derivation, we have to keep track of the atoms which are not in
the subspace formed by |0〉 and |1〉. The atoms outside this subspace do not contribute to
dynamics associated with cavity-assisted Raman transitions. A strong enough magnetic
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field ensures that only the Raman transitions between |0〉 and |1〉 is close to resonance.
However, all atoms will contribute to the dispersive shift of the cavity. As a result the
effective model is described by the Hamiltonian

















































































and Nλ is the number of atoms in the subspace of interest, and Nλ¯ = N−Nλ the number
of atoms outside of it. Note in particular that only Nλ atoms contribute to δ, λr and λs,
but there is a contribution of all atoms to ω.
3.3.3. Effective Tavis-Cummings model with a single cavity mode
In order to realize a Tavis-Cummings model with a single cavity mode we use the same
choice of orientation of the magnetic field and polarization as for the Dicke model in
section 3.3.2. We set the coupling for laser responsible for the counter-rotating terms
to zero, Ωs = 0, and follow the same derivation as for the Dicke model. In particular
we use the same rotating frame, equation (A.5), and the same definition of η and ζ,
equation (A.11). With that we arrive at a Hamiltonian as in equation (3.80), with Ωs
set to zero, that is








Furthermore, we can assume that Jz = −Nλ/2 is constant, since we start the experi-
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ment with all the population in the F = 1 manifold only probe the system weakly. This
gives












is the dispersive shift of the cavity resonance due toN atoms in the lower hyperfine ground





the Hamiltonian, where Ωp is the probe coupling strength, and ωp the probe frequency,
similar to the discussion of the dissipative-driven Tavis-Cummings model in section 3.1.4.
3.3.4. Effective Tavis-Cummings model with two cavity modes
~epi ‖ imaging
~e⊥ ‖ z~ea = cos θ ~e⊥ + sin θ ~epi
~eb
θ
Figure 3.10.: Projection of birefringent modes.. The linear polarizations of the two bire-
fringent cavity modes, along ~ea and ~eb, are rotated from the horizontal
and vertical directions in the lab by θ = 21◦. Since we align the magnetic
field with the horizontal direction, which is also the imaging direction, both
modes have a projection on the linear polarizations driving pi and ⊥ tran-
sitions respectively.
In order to realize a Tavis-Cummings model with two cavity modes, we align the mag-
netic field along the imaging direction. This is often a natural choice, because circularly
polarized light travelling along this direction can be used for optical pumping into the
|F = 2,mF = 2〉 state by scattering on the F = 2 to F ′ = 2 transitions and subsequent




In our setup, the imaging direction is perpendicular to the optical axis of the cavity
and both are in a plane parallel to the surface of the optical table. The polarizations
of the cavity modes are in the plane spanned by the imaging direction and the vertical
direction of the lab. The polarizations are linear in this plane but rotated by
θ = 21◦ (3.89)
from the vertical and the imaging direction respectively.
When aligning the magnetic field to the imaging direction both cavity modes have a
projection onto the linear polarizations that couple to pi and ⊥ transitions respectively,
as illustrated in figure 3.10. We choose the polarization of the laser beam completing
the cavity-assisted Raman transition to be linear along the imaging direction, so that
it couples to pi transitions. In the detuning regime that we are working in, the Raman
rate for transitions involving pi and pi vanishes as discussed in section 3.3.1. There are
only two cavity-assisted Raman processes left that we need to consider, one transition
for each of the two birefringent modes involving pi and ⊥.
We can follow a derivation analogous to the one presented in section 3.3.3 but starting
with two cavity modes which are separated in frequency by the birefringence,
ωbf = 4.14κ = 0.29MHz, (3.90)
and are described by the creation and annihilation operators a, a† and b, b† respectively.
After the adiabatic elimination the two near resonant cavity-assisted Raman transition
will each lead to a coupling term of the Tavis-Cummings type.
The ratio of the resulting coupling strengths in the effective model depends on the
angle θ between the direction of the linear polarization coupling to ⊥ transitions and the
axis of the birefringence, as this angle determines how large the projection of the cavity
polarization to the relevant linear polarization is. In our case θ = 21◦ and the cavity
mode with a higher resonance frequency has a larger projection. If we label the effective
Tavis-Cumming coupling due to the mode with higher resonance frequency λhigh and the
one due to the mode with lower resonance frequency λlow, we get
λlow/λhigh = sin(θ)/ cos(θ). (3.91)
In the effective model both cavity frequencies will become detunings from the disper-
sively shifted cavity, similar to the effective Tavis-Cummings model with a single cavity
mode described in section 3.3.3, and the effective spin frequency ω0 will stay they same
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3.3. Derivation of effective models for the experiments
as for the single mode model. The exact final form of the effective Hamiltonian depends
on which cavity mode we use to reference the laser from and hence to define a rotating
frame similar to equation (A.5). In the experiment we have the choice of driving either
of the two modes and all frequencies are set relative to the empty resonance frequency
of the mode that we are driving. Consequently, it is natural to use the driven mode
in the rotating frame and depending on whether we drive the cavity mode with higher
resonance frequency or the one with lower resonance frequency we arrive at an effective
Hamiltonian
H =ωda










Here we always use a and a† for the driven cavity mode. The plus in (ωd±ωbf) corresponds
to the case where we drive cavity mode with lower resonance frequency and the minus
to the case where we drive the cavity mode with higher resonance frequency.
3.3.5. Spatially averaged cavity coupling
The discussion of the theoretical framework so far has assumed that all atoms are equally
coupled to the cavity, gi ≡ g. In our experiments that is not the case. As discussed in
section 2.3.3 we trap the atoms in an intra-cavity lattice at 1556 nm during the experi-
ments. The wavelength of our lattice is sufficiently close to twice the wavelength of the
light at 780nm so that the lattice sites are at anti-nodes of the cavity mode. Atoms at
the center of each lattice site thus experience the same coupling. However due to thermal
motion the atoms are spread out from the center of the lattice site. Atoms at different
position in each lattice well see a different cavity coupling. The collective coupling thus
has to be averaged over the spatial distribution. As described in [43; 78] this can be done
analytically assuming that the wavelength of the intra-cavity lattice is exactly twice the
wavelength of the cavity mode and that the atoms are trapped in a harmonic potential.



















respectively. Here, f(r, z) = cos(kz) exp(−r2/w2) is the mode function of the cavity,
ρa(x) is the atomic density and  the ratio of the trap depth to temperature. For our
experiments  ≈ 7 so that α ≈ 0.66 and β ≈ 0.78.
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4. Tavis-Cummings model with a single
cavity mode
In this chapter, we describe the realization of an effective Tavis-Cummings model with a
single cavity mode. To create the model we use a single cavity-assisted Raman transition.
First, in section 4.1, we give a brief overview of the experiment, which relies on techniques
detailed in chapter 2. Then we explore the central feature of the model. Due to the
cavity-assisted Raman transition, there is an avoided crossing in the spectrum of the
cavity transmission around the dispersively shifted resonance. We explain the idea of
the measurement, in section 4.2, before presenting experimental transmission spectra, in
section 4.3. Next, in section 4.4, we explore the effect of residual spontaneous emission
present in the model. Finally, in section 4.5 we demonstrate that the second birefringent
cavity mode decouples from Raman processes, before ending with a short summary in
section 4.6.
4.1. Overview of the single mode Tavis-Cummings
experiment
We start our experiment by trapping N rubidium 87 atoms inside the high-finesse cavity.
The atoms are prepared in an equal equal mixture of the mF = −1, 0, 1 states of the
F = 1 ground state manifold, as described in section 2.3. To realize an effective Tavis-
Cummings model, we couple the |F = 1,mF = 1〉 ≡ |0〉 and |F = 2,mF = 2〉 ≡ |1〉
hyperfine ground states via a single cavity-assisted Raman transition. The coupling
scheme is shown in figure 4.1. In order to have well resolved Zeeman levels, we apply
a magnetic field of approximately −5.7G. Due to the field the |0〉 and |1〉 states are
separated in frequency by
ω1 = ωHF − 3ωZ. (4.1)
Here, ωHF/2pi = 6.8347GHz is the hyperfine splitting of rubidium and ωZ/2pi ≈ −4.0MHz
is the linear Zeeman shift. The field is oriented such that one of the birefringent modes
couples pi transitions and the other to ⊥= (σ+ + σ−)/√2 transitions.
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Figure 4.1.: Overview of the Tavis-Cummings experiment. We trap N atoms in an equal
mixture of Zeeman sublevels of the F = 1 manifold inside the cavity and
couple the |F = 1,mF = 1〉 and the |F = 2,mF = 2〉 ground states via a
cavity-assisted Raman transition. A strong magnetic field lifts the degen-
eracy of the Zeeman states. Its orientation ensures that only one of the
birefringent cavity modes, indicated by the blue dashed arrow, takes part
in a Raman transition with the classical beam, indicated by the red arrow.
Inset We probe the transmission through the cavity in the presence of the
coupling beam and observe a normal mode splitting
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4.1. Overview of the single mode Tavis-Cummings experiment
We perform the experiments in the dispersive regime, where the cavity frequency, ωc,
is far detuned from the atomic resonance frequency of the D2 line, ωa, by
∆c = ωc − ωa = −2pi × 127GHz. (4.2)
The frequency of the classical beam completing the cavity-assisted Raman transition is
given by
ωr = ωc − ωHF − ζ, (4.3)
where ζ is a small offset on the order of ten megahertz. The beam is linearly polarized
along the optical axis of the cavity, so that it couples to ⊥′= (σ+ − σ−)/√2 transitions.
It is focused to 110 µm at the position of the atoms and its power is stabilized. The
power maximum power available is 38mW.
As discussed in section 3.3.3, the situation is described by an effective Tavis-Cummings
model with a single cavity mode, defined in equation (3.86).
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4. Tavis-Cummings model with a single cavity mode
4.2. Avoided crossing in the cavity transmission spectrum
The central feature of the effective Tavis-Cummings model is an avoided crossing in the
cavity transmission. The concept is illustrated in figure 4.2. For a large detuning from
the excited state and with no Raman beam present, the atoms act as a dispersive medium
and shift the cavity resonance. For weak probing of the cavity resonance with linearly







Here g is the cavity coupling for the |F = 2,mF = 2〉 to |F ′ = 3,mF ′ = 3〉 cycling
transition, α takes into account the spatially varying cavity coupling, as discussed in
section 3.3.5, and the prefactor is the relative transition strength when probing with
linearly polarized light.
The addition of the strong Raman coupling beam transition has two effects. First it













between the |1〉 and the |0〉 state. Secondly it gives rise to a cavity-assisted Raman
transition. The resulting situation is described by an effective Tavis-Cummings model.
In the effective model the spin frequency is
ω0 = ωdS − (ωHF + ζ − ω1) (4.6)
and the cavity frequency is
ω = ωd. (4.7)
From the discussion of the Tavis-Cummings model in section 3.1.3, we expect a normal
mode splitting in the transmission of the cavity around the point where the bare energies
are equal,
ω = ω0. (4.8)
This condition just states that the cavity-assisted Raman transition is on resonance. On
resonance, the difference between the dispersively shifted cavity and the laser frequency
is equal to the difference between the state |1〉 and |0〉, that is
ωc + ωd − ωr = ω1 + ωdS, (4.9)
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4.2. Avoided crossing in the cavity transmission spectrum
Figure 4.2.: Avoided crossing around Raman resonance. Left panel We measure the
transmission of the cavity in a regime where the bare cavity resonance, indi-
cated by the diagonal dashed line, is far detuned from the atomic resonance,
indicated by the horizontal dashed line. Solid lines show the energies of the
coupled system, in the absence of the Raman coupling beam. In the limit
of large detuning from the atomic resonance, the effect of the atoms is to
dispersively shift the resonance of the cavity. Right panel The presence of
a strong Raman beam near resonance alters the eigenspectrum. The two-
photon coupling between two hyperfine ground states leads to an avoided
crossing in the transmission around the dispersively shifted cavity. The red
line indicates the Raman resonance. The dashed diagonal line indicates the
bare cavity, the solid diagonal line the dispersively shifted cavity, and the
blue lines the eigenenergies of the coupled system in the presence of the
Raman beam.
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4. Tavis-Cummings model with a single cavity mode
To see the equivalence, we start by equation (4.8) and expand ω and ω0 to get
ωd = ωdS − ωHF − ζ + ω1 (4.10)
Adding ωc to both sides we get
ωc + ωd = ωc − ωHF − ζ + ω1 + ωdS. (4.11)
Keeping the definition of ωr in mind, equation (4.3), we arrive at equation (4.9).
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4.3. Experimental transmission spectra
4.3. Experimental transmission spectra
In order to observe the avoided crossing we perform the following experiment. At the
beginning of each run, we measure the atom number by measuring the dispersive shift
ωd. To do so, we sweep a weak probe beam across the cavity resonance. The Rabi rate
of the probe beam has been adjusted to yield an intra-cavity photon number n¯ ≈ 40
on the resonance of the empty cavity. This value has been chosen as small as possible
while still having sufficient signal to noise during the experiment. Next, we pulse the
Raman coupling beam on for 1ms at a power of 18(1)mW and remeasure the transmission
spectrum. To do so, we pulse the probe beam on simultaneously with the Raman beam.
During the time of the experiment we sweep its detuning from the empty cavity from
∆p/2pi = −1.4MHz to ∆p/2pi = −0.1MHz. Due to the presence of the Raman coupling
beam, the cavity transmission is now split. The results from a single run are shown in
figure 4.3.
We repeat the experiment for varying N and record a set of transmission traces for
a fixed ζ. By varying N we vary both ω and the coupling λr ∝
√
N in the effective
model. The atom number varies from shot to shot by 15% due to fluctuations of the
atom number in the MOT and the efficiency of the loading sequence. Thus, we cannot set
the atom number deterministically. Instead, we adjust the rough range of atom numbers
by changing the current in the rubidium dispenser, which changes the mean number of
atoms in the MOT. In order to display the avoided crossing, we divide the experimental
traces according to the dispersive shifts into bins of 10 kHz. All traces within a single bin
are averaged. The bin size is sufficiently small compared to κ and λr so that the averaging
has no impact on the final shape of the avoided crossing. Repeating the experiments for
varying ζ we obtain transmission spectra as shown in figure 4.4. These show an avoided
crossing with a position that is tunable by ζ, as expected.
To extract values for λr and ω0 from the data, we fit all traces ζ at the same time to the
model discussed in section 3.1.4. The fit uses standard Levenberg-Marquardt algorithms
from which we extract the uncertainty in the parameters. As a consistency check we
have also fitted all traces individually and the two methods agree well within the error
bars stated in figure 4.4.
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4. Tavis-Cummings model with a single cavity mode
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ωd = −0.80 MHz
ζ = −11.20 MHz
Figure 4.3.: Normal-mode splitting in the cavity transmission. In the absence of the
Raman coupling beam the cavity resonance is dispersively shifted by the
atoms. The light blue line shows the transmission of the cavity as recorded
at the beginning of the experiment and the dark blue line is a Lorentzian
fit to the data. From the center of the Lorentzian we infer the dispersive
shift and we normalize all transmission signals to its amplitude. The red
line shows the transmission through the cavity in the presence of the Raman
coupling beam with ζ set to −11.20MHz.
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4.3. Experimental transmission spectra
Figure 4.4.: Tunable avoided crossing around Raman resonance. The spectrum of the
cavity transmission shows an avoided crossing at the point where the dis-
persively shifted cavity and the laser beam are on Raman resonance. By
adjusting ζ we change the frequency of the Raman beam and consequently
the position of the avoided crossing. Transmission data is normalized to the
empty cavity transmission and then averaged over experimental runs where
the dispersive shift ωd falls within a 10 kHz range. Black solid lines show the
energies of the uncoupled system, ω = ωd and ω0 = ωdS +ω1−ωHF− ζ, and
red dashed lines the energies of the coupled system. From a global fit we
obtain ω1 +ωdS−ωHF = −2pi×12.02(32)MHz and λr = 2pi×0.173(15)MHz
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4. Tavis-Cummings model with a single cavity mode
4.4. Effect of spontaneous emission
The effective Tavis-Cummings model is derived under the assumption that the excited
state population of the atom can be neglected. At first this assumption appears justified.
We work at a detuning of ∆c = −2pi × 127GHz, which is large compared to the decay
rate of the atomic dipole, γ = 2pi × 3MHz. However, there is still a non-negligible
population of the excited state. In order to get a Raman coupling exceeding the cavity
decay rate κ at our chosen detuning ∆c, we need to have strong classical beam with a
large Rabi rate Ωr. This in turn leads to significant amount of spontaneous emission,
which is proportional Ω2r/∆2c . Even more, fixing a desired coupling strength for a fixed
N and g fixes the amount of spontaneous emission independent of the chosen working







For the experiments presented in the last section, the power in the Raman beam was
18mW and its waist 110 µm at the position of the atoms. The resulting scattering rate
is approximately 0.27ms−1. The duration of the experiment is 1ms. So, we expect
significant scattering, which has two effects.
First, scattering leads to a reduction of the Raman coupling because of optical pump-
ing. We start our experiments with the atoms in an equal mixture of the Zeeman sublevels
of the F = 1 hyperfine ground state manifold. Optical pumping will change the popu-
lation distribution. In particular atoms will be depumped from the F = 1 to the F = 2
manifold. Depumping moves atoms out of the subspace of interest, which is spanned by
the |0〉 and |1〉 state, reducing the effective coupling. Second, any scattering event is a
single atom event and takes the system out of the collective spin subspace of the effective
Tavis-Cummings model and introduces decoherence.
We can estimate the effect of spontaneous emission on the size of the coupling strength
experimentally. To do so, we perform a measurement of the splitting at low Raman beam
power. Next, we repeat the measurement but increase the power by a factor of 4 and
then 9. The size of the splitting, λr ∝
√
P , should increase by a factor of 2 and 3
respectively. However, the amount of spontaneous emission increases linear in power.
Any detrimental effect that spontaneous emission has on the coupling will result in a
smaller than expected splitting size.
The spectra for the three powers are shown in figure 4.5. By fitting each subset we
extract a normalized coupling strength λr at a dispersive shift of ωd/2pi = −0.5MHz for
the three powers. We observe an increase in coupling strength with increasing power.
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4.4. Effect of spontaneous emission
Relative Power λr Relative splitting size
Expected Observed
1 0.083(5) 1.0 1.00
4 0.138(7) 2.0 1.66
9 0.184(13) 3.0 2.22
Table 4.1.: Splitting size as a function of power. For increasing power the increase in the
observed size of the splitting deviates more and more from the value expected
based on the ratio of powers.
However, for higher powers the increase is less than what we would expect based on the
ratio of powers. The results are summarized in table 4.1.
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4. Tavis-Cummings model with a single cavity mode
Figure 4.5.: Spectra for increasing power. To investigate the effect of spontaneous emis-
sion we measure the avoided crossing for low power (top) and subsequently
increase the power by a factor of 4 (middle) and 9 (bottom). The size
of the resulting splittings increases but less than the factor of 2 (mid-
dle) and 3 (bottom) expected from simple theory. The size of the split-
tings are λr/2pi = 0.083MHz (top), λr/2pi = 0.138MHz (middle) and
λr/2pi = 0.184MHz (bottom) at a dispersive shift of ωd/2pi = −0.5MHz
respectively.
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4.5. Decoupling of the undriven mode
4.5. Decoupling of the undriven mode
So far we have only considered the coupling of the |0〉 and |1〉 state via a Raman transition
involving one of the two birefringent modes present in our setup. We have neglected the
other birefringent mode, because it decouples from Raman processes due to the choice
of magnetic field. We are limited however in how well we can set the orientation of
the magnetic field. To set the magnetic field, we use bias coils with properties listed in
table 2.1. To set the field, we first measure the rotation of the linear polarization of the
cavity modes with respect to the vertical direction in the lab. Then we calculate the
current needed to align the field with that direction based on the geometry of the coils.
To check whether the second mode decouples for the resulting magnetic field, we
compare the transmission spectra when driving either of the two birefringent modes, as
shown in figure 4.6. When driving the mode that couples to the Raman process we
observe a normal mode splitting. When driving the other mode however, there is no
normal mode splitting present.
From data in figure 4.6 we can obtain an estimate of how well we align the magnetic
field. Since we see now noticable effect on the transmission spectrum we bound the
Raman coupling of the decoupled mode as
λdecoupled ≤ κ/10. (4.13)
As discussed in section 3.3.4 the ratio of the two modes is determined by
λdecoupled/λcoupled = tan(θ) (4.14)
where θ is the angle between the axis of the linear polarization and the direction of the
magnetic field. We arrive at an estimate
θ ≤ 3◦. (4.15)
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4. Tavis-Cummings model with a single cavity mode
Figure 4.6.: Decoupling of the second cavity mode. For the choice of detuning, orienta-
tion of the magnetic field and polarization in this chapter, one cavity mode
decouples from Raman processes. Left panel The resonance frequency of
the uncoupled mode is shifted by the dispersive shift and shows no avoided
crossing. Right panel The coupled mode on the other hand shows a clear
avoided crossing under the same experimental conditions.
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4.6. Summary of the Tavis-Cummings model with a single
cavity mode
In this chapter we have explored an effective Tavis-Cummings model. The main feature
of the model is an avoided crossing in the cavity transmission. We have shown that the
avoided crossing corresponds to the resonance of the cavity-assisted Raman transition
used to couple the two hyperfine ground states. We were able to change the position
of the crossing by changing the frequency of the Raman beam, which changes the spin
frequency ω0 in the effective model. Furthermore, we have explored the effect of residual
spontaneous emission on the size of the effective coupling. We have also demonstrated
that it is possible to find a scheme in which one of the two birefringent cavity modes
decouples from Raman processes.
The experiments presented in this chapter have illustrated the basic idea of using
cavity-assisted Raman transitions to tailor effective atom-photon interactions. In addi-
tion they will provide a useful calibration for the realization of the Dicke model presented
in chapter 6.
Before discussing the Dicke model experiments, we will slightly modify the experimen-
tal sequence of this chapter. A small change in the orientation of the magnetic field




5. Tavis-Cummings model with two
cavity modes
In this chapter, we will extend the experiments presented in chapter 4 and realize an
effective Tavis-Cummings model with two cavity modes. We start, in section 5.1, by
giving a short overview of the experimental sequence. The sequence is very similar to the
one discussed in section 4.1. It just differs in the choice of orientation of the magnetic
field and polarization of the Raman laser beam. In section 5.2 we show how the addition
of a second cavity mode alters the transmission spectra. Next, in section 5.3, we explore
all possible cavity-assisted Raman transition between different Zeeman substates of the
F = 1 and F = 2 ground state manifolds. We will end with a short summary in
section 5.4.
5.1. Overview of the two mode Tavis-Cummings experiment
To realize a Tavis-Cummings model with two cavity modes, we slightly alter the experi-
mental procedure presented in section 4.1. We change both the size and the orientation
of the applied magnetic field as well as the polarization of the laser beam. The magnetic
field is aligned along the imaging direction, so that both cavity modes have a projection
onto the linear polarization that couples to ⊥ transitions, as discussed in section 3.3.4.
Due to the geometry of our coils, summarized in table 2.1, we are only able to apply a
reduced magnetic field along this direction, B ≈ −3.0G, which leads to a reduced linear
Zeeman shift of ωZ/2pi ≈ −2.1MHz. Furthermore, we choose the polarization of the laser
beam completing the cavity-assisted Raman transition to be along the imaging direction
so that it couples to pi transitions.
To probe the system, we align the polarization of the weak probe beam with the
polarization of either of the two birefringent cavity modes. Overall the situation is
described by an effective Tavis-Cummings model with two cavity modes, as defined in
equation (3.92).
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Figure 5.1.: Overview of the two mode Tavis-Cummings experiment. We realize an effec-
tive Tavis-Cummings model with two cavity modes by trapping N rubidium
atoms and coupling the |F = 1,mF = 1〉 and the |F = 2,mF = 2〉 states
via two cavity-assisted Raman transitions. The two Raman transitions are
induced by a single laser beam, indicated by a solid red line, and either of the
two birefringent modes present in our setup, indicated by the dashed blue
lines. Inset We probe the transmission of either of the two cavity modes
when the Raman coupling beam is present.
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5.2. Dual avoided crossing
5.2. Dual avoided crossing
For the situation described in section 5.1, both birefringent modes couple to a cavity-
assisted Raman process. Each mode leads to a coupling term of the Tavis-Cummings
type. Their relative strength is given by the respective projection of the polarization of
the cavity mode onto the polarization contributing to the Raman transition. Correspond-
ingly each cavity-assisted Raman transition leads to an avoided crossing, the position of
which is separated by the cavity birefringence. Because the effective interaction strength
is on the order of the birefringence, the two avoided crossings are not clearly resolved.
Rather we observe highly asymmetric spectra when probing either of the two cavity
modes, as shown in figure 5.2.
The resulting spectra can be understood by a simple analysis of the eigenenergies and
eigenstates of the coupled system. When probing the system via one of the cavity modes,
described by a and a†, we will only get a response when the probe beam is resonant with
an eigenstate of the system. The strength of the response depends on how cavity-like the
corresponding eigenstate is. Since we align the polarization of the probe beam with the
polarization of one of the cavity modes, we only drive one mode. Thus, the response will
largely be determined by how large the contribution is of the bare state of that cavity
mode to the eigenstate. More formally, if we denote the eigenstate as |Ψ〉, then
|〈Ψ|a†a|Ψ〉|2 (5.1)
will be a measure of the relative transmission.
In figure 5.2 we include the results of a simple numerical diagonalization of the Hamil-
tonian in equation (3.92). We restrict our analysis to the manifold with a single excitation
in the system, because we only weakly probe the system. The observed spectra are in
good qualitative agreement with predictions from this analysis.
We also note that the analysis is very similar to previous work, where we explored
collective cavity quantum electrodynamics with multiple atomic levels [74], which has
been described in detail in [43].
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5. Tavis-Cummings model with two cavity modes
Figure 5.2.: Two mode avoided crossing. The transmission spectrum for a Tavis-
Cummings model with two-cavity modes depends strongly on whether we
probe the cavity mode with lower resonance frequency (left panels) or the one
with higher frequency mode (right panels). The top row shows experimental
data, and the bottom row a simple analysis based on numerical diagonaliza-
tion of the Hamiltonian describing the system. Solid gray lines indicate the
bare energies and red dashed lines the eigenenergies of the coupled system
with ω0/2pi = −0.6MHz, λhigh/2pi = 0.15MHz and λlow/λhigh = 0.383.
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5.3. Coupling different Zeeman sublevels
5.3. Coupling different Zeeman sublevels
So far we have explored the transmission spectrum around the Raman resonance between
the |F = 1,mF = 1〉 and the |F = 2,mF = 2〉 state. We have ignored all other Raman
resonances. This is valid as they are far off resonance due to the strong magnetic field.
However, by changing the frequency of the Raman beam we can explore the different
Raman resonances as well. All possible Raman resonance for the situation described in
section 5.1 are drawn schematically in figure 5.3 and listed in table 5.1.
In section 3.3.4 we have seen the Raman rate for processes involving pi and pi transitions
vanishes for the chosen detuning. Some of the remaining Raman processes involving pi
and ⊥ transitions have a degenerate resonance frequency. Consequently, we observe
four separate splittings when changing the frequency of the classical beam, as shown in
figure 5.4.
When repeating the experiment and setting the frequency of the laser beam to be
resonant with any of the pi and pi Raman transitions, we do not observe any avoided
crossing. This indicates that the Raman rate for these processes does indeed vanish.
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5. Tavis-Cummings model with two cavity modes
(a) Non-vanishing Raman couplings
involving pi and ⊥ involving transi-
tions
(b) Vanishing Raman couplings in-
volving pi and pi transitions
Figure 5.3.: Raman coupling for the two mode Tavis-Cummings model. For the chosen
detuning from the excited state only Raman processes involving pi and ⊥
transitions, shown in (a), have non-vanishing Raman rate. Raman processes
involving pi and pi transitions, shown in (b), have negligible Raman rates.
mi mf ω1 − ωHF Non-zero
1 2 -3ωZ yes
1 1 -2ωZ no
1 0 -1ωZ yes
0 1 -1ωZ yes
0 0 0 no
0 -1 1ωZ yes
-1 0 1ωZ yes
-1 -1 2ωZ no
-1 -2 3ωZ yes
Table 5.1.: Raman resonances involving pi and pi/⊥ transitions. In the presence of a non-
zero magnetic field the resonance for the Raman processes involving a pi and
a pi or ⊥ transition between the |F = 1,mF = mi〉 and the |F = 2,mF = mf〉
state is shifted relative to the hyperfine splitting.
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5.3. Coupling different Zeeman sublevels
Figure 5.4.: Avoided crossing around four Raman resonances. There are four cavity-
assisted Raman transitions between the F = 1 and F = 2 ground state
manifold that are separated in frequency twice the linear Zeeman shift. By
changing ζ we adjust the frequency of the classical beam to be near resonant
with a single of these transitions, and we observe an avoided crossing around
the dispersively shifted cavity.
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5.4. Summary of the Tavis-Cummings model with two
cavity modes
In this chapter, we have explored an effective Tavis-Cummings model involving two cavity
modes. Going from the single mode to the two-mode Tavis-Cummings model involved
only changing the magnetic field and the polarization of the Raman coupling beam. This
highlights the flexibility of using cavity-assisted Raman transitions to generate effective
atom-photon couplings. We have also demonstrated that it is feasible to implement
atom-photon interactions using more than one cavity mode. In the next chapter we will
present the realization of an effective Dicke model. The prospect of using more then
one cavity mode for effective atom-photon interaction is particularly interesting when
considering extensions of the Dicke model.
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6. Dicke model
In this chapter, we describe experiments in which we realize an effective Dicke model. Our
realization uses two cavity-assisted Raman transitions that couple two hyperfine ground
states. In section 6.1 we give a brief overview of the experiment. The setup is very similar
to the one used for the experiments reported in chapter 4. Next, in section 6.2, we explore
the superradiant phase transition present in the Dicke model. We measure the onset of
scattering into the cavity above critical coupling. We also map out the dependence of the
threshold on the effective cavity and spin frequency. In section 6.3 we discuss dynamical
effects which are important for the analysis of the experiments. Finally, we conclude this
chapter with a short summary in section 6.4.
6.1. Overview of the Dicke model experiment
To realize an effective Dicke model we trap N rubidium 87 atoms inside a high-finesse
cavity and couple the |F = 1,mF = 1〉 ≡ |0〉 and |F = 2,mF = 2〉 hyperfine ground
states via two cavity-assisted Raman transitions, as shown in figure 6.1. Similar to the
experiments in chapter 4, we apply magnetic field of approximately −5.7G in order to
have well resolved Zeeman states. At this field the |0〉 and |1〉 state are separated in
frequency by
ω1 = ωHF − 3ωZ (6.1)
where ωHF/2pi = 6.8347GHz is the hyperfine splitting of rubidium and ωZ/2pi ≈ −4.0MHz
is the linear Zeeman shift. We align the magnetic field to one of the birefringent po-
larizations of our cavity, so that the two birefringent modes have polarizations pi and
⊥= 1/√2(σ+ + σ−) respectively, and that the pi-polarized mode has a higher resonance
frequency.
Two classical beams with equal Rabi frequencies Ωr = Ωs, are co-propagating perpen-
dicular to the cavity optical axis. Both beams are linearly polarized along the cavity axis
and consequently couple to ⊥′= 1/√2(σ+ − σ−) transitions. A detailed description of




ωr = ωc + η − ωHF − ζ (6.2)
and
ωs = ωc + η + ωHF + ζ (6.3)
respectively, where η and ζ are offsets on the order of a few megahertz. As we have seen
in section 3.3.2 the situation is described by a generalized Dicke model, as defined in
equation (3.80).
We operate at a detuning of ∆c/2pi = −127GHz, where the difference in λr and λs for
equal power in both Raman beams is negligible. In particular for the parameters of the




and we set λr = λs in equation (3.80). We arrive at the generalized Dicke model






(J+ + J−)(a+ a†). (6.5)
We have kept the non-linear term proportional to δ. For the experiments in section 6.2
δ is small but not negligible, δ ≈ −0.78κ. Consequently we need to use the analytical
formulas for the onset of superradiant scattering for non-zero δ that we have introduced
in section 3.2.3.
We also note that the choice of magnetic field and polarization of the laser beams is
the same as for the experiments described in chapter 4. In order to go from the Tavis-
Cummings model of chapter 4 to the Dicke model, we have added a second laser that
induces a second cavity-assisted Raman transition.
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Figure 6.1.: Overview of the Dicke model experiment. We trap N rubidium 87 atoms
inside a high-finesse cavity and couple the |F = 1,mF = 1〉 and the
|F = 2,mF = 2〉 hyperfine ground states via two-cavity assisted Raman
transitions. Each transition involves a single cavity mode, indicated by the
dashed lines, and one of two laser beams, indicated by the solid lines. Inset
We ramp the power in both laser beams and record the critical coupling
above which we observe superradiant scattering into the cavity.
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ωd = −0.82 MHz
η = −1.00 MHz
ζ = −12.15 MHz
Figure 6.2.: Single threshold measurement. We measure the onset of superradiance by
linearly ramping the power (red line), and monitoring the cavity output (blue
line). The critical coupling is inferred from when the output of the cavity
reaches 7.8 cts/5µs, which corresponds to an intra-cavity photon number of
10 and is approximately ten times larger than the background.
6.2. Observing the onset of superradiance
In order to measure the onset of superradiance we perform the following experiment.
First, we measure the dispersive shift after the atoms have been loaded into the cavity.
This measurement is done the same way as for the experiments presented in section 4.3.
Next, we switch on both coupling beams to a power that corresponds to a coupling well
below the critical value. Then we ramp the total power in both, P , linearly over 1ms
from 3.6(2)mW to 36(2)mW. Increasing the power increases the coupling, λ ∝ √P . We
identify the critical coupling by the appearance of photons in the cavity output, as shown
in figure 6.2.
In order to find the critical coupling we define a threshold intra-cavity photon num-
ber. The critical coupling is then inferred from the time the cavity output exceeds the
threshold. The threshold needs to be as small as possible while still providing good dif-
ferentiation from the background counts. Too high thresholds will lead to a systematic
over estimation of the critical coupling. As a compromise between the two requirements
we have chosen an threshold of n¯ = 10, which is approximately ten times higher than
the background counts.
We repeat the experiments for varying atom number. This allows us to map out the
dependence of the critical coupling on the dispersive shift for different η and ζ, as shown
in figure 6.3. To analyse the data we use the theory presented in section 3.2.3 and include
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the fact that
ω0 = ωdS − (ζ + ωhf − ω1) (6.6)


















The observed thresholds are higher than what we expect from the simple theory pre-

































































Dispersive shift ωd [MHz]
Figure 6.3.: Superradiant phase transition in the Dicke model. Above a critical coupling,
the system undergoes a phase transition into a superradiant state. Black dots
show the observed threshold values. The solid gray line shows the theoretical
predictions for a calculated differential stark shift of ωdS = −2pi×0.157MHz
and ω1 = −2pi ×−11.94MHz and λ = 2pi × 0.173MHz at a dispersive shift
of ωd = −2pi × 0.5MHz. The values for ω1 and λ are obtained from the
normal-mode splitting measurement in chapter 4. The blue shaded area
accounts for the uncertainty in mapping the coupling in chapter 4 to the
coupling in the experiments in this chapter and is discussed in detail in
the text. The coupling for the lower bound of the blue shaded region is
increased by a factor of 1.2 as compared to λ and the one for the upper
decreased by a factor of 0.89. The dashed line is derived from the normal-
mode splitting measurement assuming ωdS = 0 to illustrate the effect of the
varying differential stark shift.
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6.3. Dynamical effects in the effective Dicke model
To analyze the experiment in section 6.2, we can calculate the threshold that we expect
based on the waists of the Raman beams and the detuning from the excited state. At
full power of the Raman beams and for a dispersive shift of ωd = −0.5MHz we get a
coupling
λcalculated = 225 kHz. (6.8)
Based on this we can calculate the power that corresponds to critical coupling for a given
η and ζ. The powers at which we observe light from the cavity are higher than the ones
expected from the calculated coupling.
Alternatively, we can estimate the coupling from the splitting measurements presented
in chapter 4. Since we don’t change the alignment of the beams in between the two
experiments, this method is robust to errors in the power or the waist of the beams. The
power in the single Raman beam for the measurement in section 4.2 is the same as the
maximum power in each Raman beam for the experiment in section 6.2. Consequently,
we would expect the coupling at maximum power to be the same as the one inferred from
the splitting measurement. As shown in figure 4.4 we inferred a coupling of
λinferred = 173 kHz. (6.9)
at a dispersive shift of ωd = −0.5MHz, from the splitting measurement. The inferred
coupling is smaller than the one calculated from the beam parameters. We have indicated
the expected thresholds given the inferred coupling as solid lines in figure 6.3. The
observed thresholds are still higher than what we would have expected based on the
inferred coupling.
There are four different mechanism that could account for the deviation: thermal
motion of the atoms, atom loss, optical pumping and a delay in the onset of superradiance.
Thermal motion is already accounted for in the calculated coupling by the averaging
factor β, as discussed in section 3.3.5. Furthermore the motion is the same for the
splitting and the threshold measurement and so any additional effects are included in the
inferred splitting. To account for atom loss, we repeat the dispersive shift measurement
at the end of each experimental. For the experiments in section 6.2 atom loss is less than
10%. The coupling only depends weakly on the atom number, λ ∝ √N , and so atom
loss is unlikely to have a large impact.
There is however a non-negligible amount of spontaneous emission present, as we have
already noted in section 4.4. For the maximum power of the experiments in section 6.2
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the scattering rate is 0.55ms−1. Thus, we expect significant optical pumping on the
timescale of the experiment, which is 1ms. Spontaneous emission is also present in the
splitting measurement in section 4.2. The influence on the two experiments is different
however, because the total power is different. For the splitting measurement the power
in the single Raman beam is fixed at 18mW. During the threshold measurement the
total power in both beams is linearly ramped from 3.6mW to 36mW. If we repeat the
splitting measurement and set the power in the Raman beam to 3.6mW we observe a
coupling which is 1.2 higher than what we would have expected based on the ratio of
powers. This is most likely due to the fact that at low power there is less spontaneous
emission leading to a smaller reduction in the effective coupling. If we repeat the splitting
measurement at a power of 36mW on the other hand, we infer a coupling which is smaller
by a factor 0.89 than what we would have expected based on the ratio of powers. Again,
the most likely cause is that more power leads to more spontaneous emission and a larger
reduction in the effective coupling. The blue shaded regions in figure 6.3 indicate the
corresponding uncertainty when inferring the coupling in the threshold measurement in
section 6.2 from the splitting measurement in section 4.2.
Even after accounting for changing spontaneous emission, the observed thresholds are
higher than expected. We believe this is due to the fact that there is a delay in the
onset of superradiance. We sweep the power across the threshold in finite time. In such
experiments there is a delay between crossing the threshold and observing light from the
cavity. Previous experiments have observed similar delays [31], and subsequently these
have been explained by semiclassical theory [77]. In order to describe our experiments, the
simple theoretical framework would need to be extended to include residual spontaneous
emission, which will be an interesting avenue for future research.
86
6.4. Summary of the Dicke model
6.4. Summary of the Dicke model
In this chapter, we have we have explored an effective Dicke model based on cavity-
assisted Raman transitions. We have measured the onset of superradiance above critical
coupling. We also demonstrated that we are able to tune all relevant system parameter
of the Dicke model. Our experiments provide the realization of a landmark proposal [53],
which led to a resurgence of work on effective Dicke models and their generalizations.
With our setup we are in a good position to start exploring some of the ideas developed
in this field. We will outline some of the possibilities in section 7.2.
In this chapter we have also seen that large coupling leads to a non-negligible amount
of spontaneous emission. So far we have explored the regime where the coupling is
larger than the cavity decay. In this regime, optical pumping during the experiment is
significant. To get rid of the detrimental effects of optical pumping, future experiments
would benefit from working in a regime of lower coupling. By decreasing ω and ω0
accordingly, it should still be possible to reach a superradiant regime. Currently we are
limited by atom number fluctuation of how accurately we can set ω. As the atom number
changes so does the dispersive shift, and with it ω. At larger detunings from the excited
state both the coupling and the dispersive shift are smaller. Thus working at larger
detunings would both reduce the amount of spontaneous emission and lessen the effect
that atom number fluctuations have on ω. In principal it is also possible to measure the
dispersive shift and feed forward on the Raman laser frequencies. Doing so would allow





In this thesis, we have described a series of experiments in which we simulated well known
quantum optical models using cavity-assisted Raman transitions. In chapter 4, we have
shown how to realize an effective Tavis-Cummings model using a single cavity-assisted
Raman transition. We have been able to reach the strong coupling in the effective model
and observed the avoided crossing around the dispersively shifted cavity. We have also
assessed experimentally two of the assumptions made in the derivation of the effective
model. We explored the effect of residual spontaneous emission and shown that one of
the birefringent modes decouples from Raman processes.
For a different choice of magnetic field and polarization of the Raman coupling beam,
the second cavity mode no longer decouples from Raman processes. In chapter 5, we have
realized an effective Tavis-Cummings model with two cavity modes in this setting. As
the effective atom-photon interaction is on the order of the separation of the two cavity
modes, we had to take into account both modes when analyzing the cavity transmission
spectra. The spectra showed a highly asymmetric shape depending on which mode was
driven. These results show that it is possible to create atom-photon interactions in our
system that involve more then one cavity mode.
In chapter 6 we went back to the situation were one of the birefringent mode decouples
from the cavity-assisted Raman processes. By adding a second laser beam, we were
able to realize an effective Dicke model. We have observed the onset of superradiant
scattering into the cavity above a critical coupling. We also demonstrated that we are
able to tune all relevant model parameters and have observed the corresponding change




We have demonstrated how to use cavity-assisted Raman transitions to tailor effective
quantum optical models. Our experiments are a direct implementation of the Dimer
proposal [27]. This proposal, together with subsequent experiments [31; 33; 34; 35], has
led to interesting theoretical studies into the properties of the Dicke model [79; 80; 81;
82; 83]. In addition, the ideas of the Dimer proposal have been extended in ways which
allow the study of more complex many-body systems [36; 37; 38; 39]. With our setup we
should be able to explore some of these concepts in more detail.
For example, depending on the rate at which the phase boundary is crossed there is
a variable time delay in the onset of superradiance. This is an instance of the so called
the Kibble-Zurek mechanism [84]. With our control over all parameters of the Dicke
model, we should be able to find a regime where this delay is experimentally accessible.
In general, studying the dynamics as the phase boundary is crossed is interesting in light
of recent theoretical studies [77]. These predict that the characteristic timescales for the
dynamics vary greatly for different parameter regimes of the Dicke model.
Furthermore, all the relevant parameters in our implementation of the Dicke model
are either laser detunings or powers. It is thus straight forward to modulate any of
the parameters. A situation where for example interesting new phases have been pre-
dicted [40; 42] and effects like the dynamical Casimir effect could be simulated [41]. It
would also seem feasible to implement feedback on to the parameters of the Dicke model,
which has recently been suggested as a way to slow down or speed up the dynamics in
such a system [85].
In addition the great flexibility inherent in our experimental setup should enable us
to study extensions of the Dicke model. For the experiments presented here we have
worked in a regime where the rotating and counter-rotating terms have equal strength
and where the non-linear term is small. However, an interesting class of non-equilibrium
models exists for unequal strengths of the rotating and the counter-rotating terms, as
well as for a strong non-linear term [76; 77; 86]. With minor changes to the current setup
we should be able to explore both extensions.
Using more cavity-assisted Raman transitions, we should also be able to study more
complex model systems. There have been several ideas how to extend the Dimer proposal
to achieve this [36; 37; 39; 87; 88]. In our setup adding more cavity-assisted Raman
transitions would mean adding more lasers or making use of the second birefringent
cavity mode. Both approaches seem feasible and they give us a large flexibility to study
some of the extensions of the Dicke model.
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Another interesting question is how cavity-assisted Raman transitions relate to phe-
nomena like electromagnetically induced transparency [89]. The situation of a Tavis-
Cummings model with a single mode is exactly the same as intra-cavity electromagnet-
ically induced transparency [90], albeit in the unusual regime of far detuning from the
excited state. One can indeed derive the transmission spectra of the effective Tavis-
Cummings model starting from electromagnetically induced transparency. In the lit-
erature of electromagnetically induced transparency more complex level schemes were
considered as well, and some look very similar to the situation of the effective Dicke
model [91]. An interesting question that arises is whether any of the phenomena showing
threshold behaviour could be mapped to the superradiant phase transition. Finding such
a link would lead to an interesting connection between these two areas of quantum optics.
Overall all we hope that the work presented in this thesis will be start of making cavity-
assisted Raman transitions a useful tool to study a wide range of atom-light interactions.
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A. Detailed derivation of the effective
Dicke model
In this appendix we give a detailed derivation of the effective Dicke model presented in
section 3.3.2.
The full Hamiltonian, describing the atoms coupled to the two laser beams and the
cavity mode, driving transitions in the D2 line, can be written as
















































FF ′ . (A.3)
Here we have introduced the notation |i,m〉j for the state |F = i,mF = m〉 of atom j,
and similarly |i′,m〉j for the excited state |F ′ = i,m′F = m〉. The ground state frequencies
ωF,m and excited state frequencies ω′F,m are defined relative to the level |1, 1〉, so that
ω1,1 = 0. Furthermore, we will assume large detunings from the excited states, so that
the hyperfine splitting of the excited states is not resolved, and we therefore approximate
ω′F,m = ωa for all the excited levels.
In equation (A.3) we have introduced atomic raising operators for atom j, connecting






c(F,m→ F ′,m+ q)|F,m〉j〈F ′,m+ q|, (A.4)
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where c(F,mF → F ′,m′F ) is the relative strength of the transition |F,mF 〉 → |F ′,m′F 〉,
normalized such that c(2, 2→ 3, 3) = 1. Also note that the factor 1/√2 in equation (A.3)
is due to the fact that the classical beams have polarization ⊥′= (σ+ − σ−)/√2.












|2, 2〉j〈2, 2|. (A.5)
Assuming large detunings,
|∆c|, |∆r|, |∆s|  |g|, |Ωr|, |Ωs|, κ, γ, (A.6)
where the detunings are defined as
∆s =ωs − ωa ' ∆r + ω2,2, (A.7)
∆r =ωr + ω2,2 − ωa ' ∆c, (A.8)
∆c =ωc − ωa, (A.9)
we can adiabatically eliminate the excited atomic states. This leaves us with an effective
Hamiltonian coupling different ground states. We will furthermore neglect all off-resonant
Raman transitions. Due to the Zeeman shifts induced by the magnetic field, the only
near-resonant Raman transitions are those coupling the two levels |1, 1〉 ≡ |0〉 and |2, 2〉 ≡
|1〉. The laser beams will induce light shifts to the other ground states as well, but this
does not influence the dynamics of the two-level subspace. The other ground states will,
however, induce shifts to the cavity frequency, which must be accounted for. This leaves
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(a) c(1, 1→ F ′,m′F )
m′F = 1 m
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F = 2 m
′
F = 3


















(b) c(2, 2→ F ′,m′F )
Table A.1.: Relative transitions strengths. A list of the relevant relative transition
strength c(F,mF → F ′,m′F ) for the two-level subspace {|1, 1〉, |2, 2〉} nor-
malized to the cycling transition [45].















































(|1〉j〈1|+ |2, 1〉j〈2, 1|+ |2, 0〉j〈2, 0|+ |2,−1〉j〈2,−1|+ |2,−2〉j〈2,−2|)}a†a
− ηa†a− (ζ + ωhf − ω1)|1〉j〈1|.
(A.10)
Here we have inserted the relevant coefficients c(F,m → F ′,m′), listed in tables A.1a
and A.1b. The coefficients for the cavity induced light shift to a ground level (pi—pi








(ωs − ωr)− ωhf. (A.12)
Note that we have chosen to define ζ in terms of the hyperfine splitting, ωhf, as opposed
to the Zeeman shifted value ω1, because now ζ is a parameter that is set directly in
experiment, as we have seen in chapters 4 to 6.
At the beginning of each experimental run, the atoms are assumed to be in a mixture
with equal population of the F = 1 ground levels. We can therefore effectively describe
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the system as consisting of two “species of atoms”: Nλ = N/3 atoms in the two-level
subspace, {|0〉, |1〉}, and Nλ¯ = N −Nλ atoms in the orthogonal subspace.














(|1〉j〈1| − |0〉j〈0|) , (A.14)
where the index j now runs only over atoms in the two-level subspace. We also intro-
duce an inversion operator J ′z = 1/2
∑
j′
(|2, 1〉j′〈2, 1| + |2, 0〉j′〈2, 0| + |2,−1〉j′〈2,−1| +
|2,−2〉j′〈2,−2| − |1, 0〉j′〈1, 0| − |1, 1〉j〈1, 1|
)
for the orthogonal subspace, where the in-
dex j′ runs over the Nλ¯ that are not in the two-level subspace. We can then rewrite












































































− ηa†a− (ζ + ωhf − ω1)|1〉j〈1|.
(A.15)
Since we assume that the population of the states outside the two-level subspace stays
constant, we can replace J ′z = −Nλ¯/2. This allows us to write an effective Hamiltonian
for the dynamics of the Nλ atoms in the two-level subspace:
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