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Abstract: We consider least squares estimation in a general nonparametric regression model.
The rate of convergence of the least squares estimator (LSE) for the unknown regression
function is well studied when the errors are sub-Gaussian. We find upper bounds on the rates
of convergence of the LSE when the errors have uniformly bounded conditional variance and
have only finitely many moments. We show that the interplay between the moment assumptions
on the error, the metric entropy of the class of functions involved, and the “local” structure
of the function class around the truth drives the rate of convergence of the LSE. We find
sufficient conditions on the errors under which the rate of the LSE matches the rate of the
LSE under sub-Gaussian error. Our results are finite sample and allow for heteroscedastic and
heavy-tailed errors.
Keywords and phrases: Dyadic peeling, finite sample tail probability bounds, local en-
velopes, maximal inequality, heavy tails.
1. Introduction
Suppose we have n i.i.d. observations {(Xi, Yi) ∈ χ×R, 1 ≤ i ≤ n} from the nonparametric regression
model
Y = f0(X) + , (1)
where χ is a metric space, f0 : χ→ R is an unknown measurable function, and  satisfies E(|X) = 0
almost everywhere PX , the distribution of X. In this paper, we consider the least squares estimator
(LSE) for f0 under the constraint that f0 ∈ F , where F denotes a class of real-valued functions on
χ. Formally, the LSE is defined as
fˆ := arg min
f∈F
n∑
i=1
(Yi − f(Xi))2. (2)
The two most widely used metrics for assessing the error in estimation are the empirical loss (‖fˆ −
f0‖n) and the prediction loss (‖fˆ − f0‖), where for any function g : χ→ R,
‖g‖2n :=
1
n
n∑
i=1
g2(Xi) and ‖g‖2 :=
∫
χ
g2(x)dPX(x).
In this paper, we find upper bounds on the rate of convergence of ‖fˆ − f0‖ and the corresponding
risk, the mean integrated squared error,
E
(‖fˆ − f0‖2) := E [∫
χ
(
fˆ(x)− f0(x)
)2
dPX(x)
]
.
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Why study the nonparametric LSE? Least squares is one of the most natural methods of
estimation in regression. The study of the LSE has received considerable attention in statistics as well
as machine learning; see [9, 36, 41, 54, 55] for important contributions. LSEs are particularly useful
when F is known to satisfy some shape constraints such as monotonicity, convexity, or unimodality.
In such cases, the LSEs are tuning parameter-free, can be computed as the solution to convex
optimization problems, and are adaptive, i.e., the rate of convergence of the LSE changes depending
on the “structure” of f0 [4, 23, 28, 43, 47]. For example, if F is the class of monotone functions and
f0 is a strictly increasing function then fˆ converges at an n
1/3 rate (i.e., ‖fˆ − f0‖ = Op(n−1/3));
however, if f0 ≡ 0, then fˆ converges at an n1/2 rate [10, 25, 56].
Tsirelson [50] and van de Geer and Wegkamp [53] have established necessary and sufficient
conditions on F and  for consistency of fˆ . Our goal in this work is to provide some general sufficient
conditions on F and  under which the LSE is “rate-optimal”; see discussions after Corollary 2.1 for
more details, also see Example 3.1. Our results significantly expand the scenarios under which LSE
can be proven to be rate-optimal or “be a safe choice” for the model at hand.
Theorem 3.2.5 of [55] implies that the LSE fˆ defined on F satisfies ‖fˆ − f0‖ = Op(rn) for any
rn such that
E
[
sup
f∈F : ‖f−f0‖≤rn
∣∣Gn[2(f − f0)(X)− (f − f0)2(X)]∣∣] ≤ C√nr2n, (3)
where C denotes a constant1. In the rest of this paper, we make the convention that the constant C
is not necessarily the same on each occurrence. van de Geer and Wainwright [52] show that the rate
of convergence of the LSE is completely characterized by the empirical process above; hence, sharper
bounds on the expectation in (3) leads to sharper rates for the LSE. Assuming that the functions in
F are uniformly bounded by Φ < ∞, the expectation in (3) can be bounded using symmetrization
and contraction (Theorem 3.1.21 and Corollary 3.2.2 of [21], respectively) by
E
[
sup
f∈F : ‖f−f0‖≤rn
∣∣Gn [(||+ Φ)(f − f0)(X)] ∣∣] . (4)
The path-breaking works by the authors of [7, 41, 54, 55] have provided sharp maximal inequalities
to bound the expectation in (4). However, the assumptions are often too strong and might not
be necessary: [6, 51, 54, 55] assume restrictive conditions (such as boundedness or sub-exponential
tails) on the distribution of ; [25, 26] assume that  is independent of X; [37, 38] make minimal
assumptions on  but make strong structural assumptions on F . Moreover study of the LSE in specific
examples [2, 44, 56] has shown that such conditions are not necessary in general. In this work, we
relax the assumptions needed on  and F when providing sharp maximal inequalities to bound (4).
This, in turn, helps us establish the rate of convergence of the LSE under weaker assumptions. We
argue that there are three properties concerning  and F that play a pivotal role when finding the
rate of convergence of the LSE: (1) the tail behavior of ; (2) the “complexity” of F ; and (3) the
“local” structure of F in the neighborhood of f0. In the following three subsections, we discuss these
three aspects in detail and state our main assumptions.
1.1. Assumptions on 
In this work, we assume that there exists a σ > 0 such that
E(2|X) ≤ σ2 almost everywhere (a.e.) PX , (CVar)
1By “constant” we will always mean a quantity that does not depend on n but might depend on the various
parameters introduced in our assumptions. In each occurrence of C, we clarify what parameters of the model the
constant depends on.
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and there exists a finite q ≥ 2 and Kq <∞ such that
E(||q) ≤ Kqq . (Eq)
Note that (CVar) allows for heteroscedastic errors and (Eq) allows for heavy-tailed errors. Of course
we are not the first to consider heavy-tailed errors (i.e.,  with only finitely many moments). Both [26]
and [38] allow for heavy-tailed errors, but require other strong assumptions on  and F , respec-
tively. Shen and Wong [44] and Chen and Shen [13] also allow for heavy-tailed errors, but their
results do not directly relate the rate of convergence of the LSE to the moment assumptions on .
1.2. Complexity of F
The bound on (4) depends on the “effective” number of elements in the supremum. The effective
number is given by number of functions that are essentially “different”. This number is usually
described in terms of metric entropy numbers. In the following sections, we use three of the most
widely used entropy numbers. For any ζ > 0, function class F , and metric d(·, ·) on F × F , let
N(ζ,F , d) be the minimum m ≥ 1 for which there exist functions {gi}mi=1 such that for every f ∈ F
there exists a j ≤ m such that d(f, gj) ≤ ζ. We only use metrics d(·, ·) of the form d(f, g) =
D(f − g) for some norm D(·) and for these forms, we write N(ζ,F , d) ≡ N(ζ,F , D). N(ζ,F , d) and
logN(ζ,F , d) are called the ζ-covering number and the ζ-metric entropy of F with respect to the
metric d, respectively. In Section 3, we study the LSE when F satisfies
logN(ζ,F , ‖ · ‖∞) ≤ Aζ−α, for some A > 0 and α ∈ [0, 2), (L∞)
where for any f : χ → R, ‖f‖∞ := supx∈χ |f(x)|. When there is no scope for confusion, we will
suppress the dependence on ζ and call logN(ζ,F , ‖ · ‖∞) the L∞-entropy. In Section 4, we assume
that there exists a constant A > 0 such that F satisfies
sup
Q
sup
F ′⊆F−f0
logN(ζ‖F ′‖,F ′, ‖ · ‖2,Q) ≤ A
ζα
logβ
1
ζ
, for α ≥ 0, and β ≥ 0, (VC)
where F − f0 := {f − f0 : f ∈ F}, F ′(x) := supg∈F ′ |g(x)|, the supremum in Q is taken over all
finitely supported discrete measures on χ, and ‖ · ‖2,Q denotes the L2-norm with respect to the
measure Q. If F satisfies (VC), then F − f0 is said to be a uniform VC-type class.
The third entropy considered in the paper is the bracketing entropy. In contrast to covering
numbers, the bracketing number N[ ](ζ,F , d) is the smallest m ≥ 1 such that there exist pairs of
functions (gL1 , g
U
1 ), . . . , (g
L
m, g
U
m) that satisfy d(g
U
j , g
L
j ) ≤ ζ for all j ≤ m and for any f ∈ F there
exists a j ≤ m such that gLj (x) ≤ f(x) ≤ gUj (x) for every x ∈ χ. In Section 2, we study the LSE
when F satisfies
logN[ ](ζ,F , ‖ · ‖) ≤ Aζ−α, for some A > 0 and α ∈ [0, 2), (L2)
where ‖ · ‖ is the L2-norm with respect to PX .
In (L∞), (L2), and (VC), α is known as the complexity parameter. For “simple” classes of
functions, α is small, while a larger α corresponds to more “complex” F . For example, when F is
the class of real valued γ-Ho¨lder functions on [0, 1]d then α = d/γ; see [21, Page 350]. Note that for
Ho¨lder classes, larger γ (more smoothness) are “simpler” classes, thus α is inversely proportional to
γ. See Table 3 for more examples.
1.3. Local structure of F
The expression (4) can be rewritten as
E
[
sup
g∈Frn
∣∣Gn [(||+ Φ)g(X)] ∣∣] ,
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where for any δ > 0, Fδ := {f−f0 : f ∈ F and ‖f−f0‖ ≤ δ}. Because the supremum is over functions
in Fδ, if the local ball in F (centered at f0) is nicely behaved, then bounds on expectations that take
into account the local structure will lead to sharper rate bounds. We account for the local structure
via the following envelope function
Fδ(x) := sup
f∈F :‖f−f0‖≤δ
|(f − f0)(x)|.
We call Fδ the local envelope at f0. Note that Fδ can depend on f0, however, in many scenarios the
standard upper bounds for Fδ do not depend on f0. Because of this, and notational convenience, we
have suppressed the dependence of Fδ on f0 in our notation. The local envelope gives us an insight
into the worst case behavior of functions in a δ-neighborhood of f0 in F . If supf∈F ‖f‖∞ ≤ Φ, it
is clear that ‖Fδ‖∞ ≤ 2Φ, however, if the functions in F are smooth (e.g., uniformly Lipschitz)
then 2Φ is a conservative bound. In fact, if χ is a bounded interval in R and the functions in F are
uniformly Lipschitz with Lipschitz constant L then ‖Fδ‖∞ ≤ 2L1/3δ2/3; see Lemma 2 of [13] for a
proof of this. In Figure 1 below, we plot Fδ (left panel) and Fδ (right panel) when F is the class of
1-Lipschitz functions and f0(x) = x.
0.0 0.2 0.4 0.6 0.8 1.0
−
0.
5
0.
5
1.
0
1.
5
Local neighborhood
x
f(x
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Fig 1. Illustration of Fδ (left panel) and Fδ (right panel) when F := {f : [0, 1] → R||f(x) − f(y)| ≤ |x − y|} and
f0(x) = x for δ = .2 (solid gray) and δ = .05 (solid black). Any 1-Lipschitz function f that satisfies ‖f − f0‖ ≤ .2
lies in the “band” created by the two solid gray lines. Here s = 2/3. The dashed line in the left panel is f0.
In general, if supf∈F ‖f‖∞ ≤ Φ, then one can invoke the rich theory of interpolation inequalities
[1, 30, 40] to show that
‖Fδ‖∞ ≤ CΦ1−sδs for some 0 ≤ s ≤ 1, (5)
where C denotes a constant (see footnote 1 in page 2). Note that for a uniformly bounded class of
functions, s can only vary between 0 and 1. If Fδ does not shrink with δ (with respect to ‖ · ‖∞-
norm) then s ≈ 0. For a class of non-smooth functions s will be small, and for the class of infinitely
differentiable functions s = 1. Intuitively, smaller values of s correspond to more “complex” models;
see Table 1 for a few examples.
Note that the entropy conditions ((L2),(L∞), or (VC)) and (5) complement each other in the
sense that the entropy conditions give control over the “global” behavior of F and (5) provides
control over the “local” behavior of F , i.e., the behavior of Fδ. It should be noted that [2, 13, 44]
have implicitly used the property (5) when studying the LSE for certain specific examples. However,
their results do not lead to a general relationship between s and the rate of convergence of the LSE.
Han and Wellner [25] use this notion of smoothness for finding the rate of convergence when  is
independent of X and F satisfies (VC).
2This is shown in Lemma 2 of [13].
3See this [54, Page 19] for a definition.
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Table 1
The value of s for widely used choices of F . PX is the Uniform distribution over χ.
χ F s
[0, 1]d γ-Ho¨lder class 2γ/(2γ + d)2
[0, 1]d γ-Sobolev class3 (2γ − 1)/(2γ + d− 1)
[0, 1] Uniformly Lipschitz functions 2/3
1.4. Our contributions
When F satisfies (L2) or (L∞) with complexity parameter α and  is uniformly4 sub-Gaussian, then
the LSE is known to be minimax rate optimal and it converges at an n1/(2+α) rate [54, Chapter 9].
In this paper, we show that for a wide variety of examples, the uniform sub-Gaussianity of  is not
necessary for the n1/(2+α) rate of the LSE. In Sections 2 and 3, we relate the rate of convergence
of the LSE to the behavior of Fδ and the moment assumptions on  when F satisfies the global
conditions (L2) and (L∞), respectively. We will now briefly describe our results in Sections 2 and 3.
In Section 2, we consider classes of functions that satisfy (L2). We show that if Fδ satisfies a Lq
version of (5) (see (6)) with smoothness parameter s, then the LSE converges at an n1/(2+α) rate
if  has at least 2/s moments. In Section 2.1, we apply Theorem 2.1 to show that the convex LSE
converges at the minimax rate of n2/5 if E(||3|X) ≤ C <∞ a.e. PX and f0 is bounded. Previously,
minimaxity of the convex LSE was known only under uniformly sub-Gaussian errors.
In Section 3, we show that if F satisfies (L∞), then the LSE converges at an n1/(2+α) rate if  has
at least 1+2/α moments. However, only (2+α(1−s))/(s+α(1−s)) many moments for  are enough
if F satisfies (5) with smoothness parameter s (Theorem 3.1). This is useful since classes with low α
(complexity) often5 have high s (local smoothness). In such scenarios (2 + α(1− s))/(s+ α(1− s))
will be significantly smaller than 1 + 2/α. In Section 3.1, we apply Theorem 3.1 to find moment
conditions on  under which the LSE is minimax rate optimal for general d-dimensional Ho¨lder
regression and its lower dimensional submodels.
In Section 4, we consider classes of functions that satisfy (VC). We show that the LSE converges
at a rate of n1/(2(2−s)) for any α < 2 when  has just two moments. In Theorem 4.1, we also find
the rate of convergence of the LSE when F is non-Donsker (α ≥ 2) and  has only 2 moments.
The results in this section are especially useful in proving adaptive properties for shape constrained
LSEs; see Section 4.1 and Remark 4.3. Our main results in Sections 2–4 are summarized in Table 2.
Table 2
Rate of convergence of ‖fˆ − f0‖ under entropy and smoothness assumptions when Φ and A do not change with n.
Entropy Smoothness assumption Moment assumption Rate of convergence
(L2)
∥∥(||+ Φ)Fδ(X)∥∥q ≤ CΦ2δs q ≥ 2/s n1/(2+α)
(L∞) ‖Fδ‖∞ ≤ CΦ1−sδs q ≥ 2+α(1−s)s+α(1−s) n1/(2+α)
(VC)
∥∥Fδ∥∥ ≤ CΦ1−sδs q ≥ 2 n1/(2(2−s))
The first step in proving the results discussed above is to find a tight upper bound on (4). Such
bounds are known as maximal inequalities. Then one uses the maximal inequality in conjunction
4 We say  is uniformly sub-Gaussian if the tail probability of |X is uniformly (in X ∈ χ) bounded by a constant
multiple of the tail probability of a Gaussian random variable.
5A simple counter example is the class of indicators of closed intervals on [0, 1], i.e., {1[a,b](·) : 0 ≤ a ≤ b ≤ 1.}
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with a peeling argument (see e.g., van der Vaart and Wellner [55, Theorem 3.2.5]) to bound the tail
probability of the LSE. However, most existing maximal inequalities require ||(f − f0)(X) to be
bounded or to have exponential tails. This is not true when  has heavy tails. The main innovation
in the paper is a new peeling argument in Theorem C.1. The peeling argument uses a truncation
device to split the bound on the tail probability into two parts. We use new (Proposition B.1) and
existing ([55, Lemma 3.4.2] and Lemma F.1) maximal inequalities to bound the maximum of the
truncated empirical process and the Markov inequality to control the unbounded remainder. Then
we optimize over the truncation scale to find the rate of convergence; see the three steps in the
proof of Theorem C.1. This new argument and some modifications of the existing and new maximal
inequalities are at the core of our new results.
Our results in Sections 2–4 should be thought of as the “worst-case” rates. The results are trying
to find the best rates for the LSE under only the entropy and smoothness conditions. There are, of
course, specific examples of F (and f0), when one can use the geometry/structure of the function
class to show that the LSE converges at a rate faster than n1/(2+α) or that the LSE converges at an
n1/(2+α) rate under weaker moment assumptions.
The paper is organized as follows. In Sections 2, 3, and 4, we find the rate of convergence of the
LSE when F satisfies (L2), (L∞), and (VC), respectively. Each section ends with an example, and
in each of these examples we show (for the first time) that uniformly sub-Gaussian errors are not
needed for the LSE to be minimax rate optimal. In Section 5, we briefly comment on the rate of the
LSE under misspecification. In Section 6, we summarize the contributions of the paper and briefly
discuss some future research directions. Appendix A proves three new interpolation inequalities used
in our examples. Appendix B provides a new maximal inequality for maximums over finite sets and
discusses an application that is of independent interest. Appendix C contains our main peeling result.
The rest of the appendix provides proofs of the results in Sections 2–4.
2. Rates of the convergence of the LSE using bracketing L2(PX)-entropy
Assumption (L2) is the most widely used entropy condition when establishing the rate of convergence
of the LSE [21, 26, 55]. The following theorem (proved in Appendix D) finds an upper bound on the
rate of convergence of the LSE when  is heavy-tailed and heteroscedastic.
Theorem 2.1. Suppose F satisfies (L2),  satisfies (CVar), and f0 ∈ F . Let Φ := supf∈F ‖f‖∞. If
there exists a constant C > 0 such that∥∥(||+ Φ)Fδ(X)∥∥q ≤ CΦ2δs, (6)
for some s in [0, 1]. Then for any n ≥ 1 and D > 0, we have
P
(
rn‖fˆ − f0‖ ≥ D
)
≤ CD−q+1{s=1}/10, (7)
where C depends only on α, s, and q, and
rn := min
{
(nA−1)1/(2+α)
(σ + Φ)2/(2+α)
,
n(q−1)/(q(2−s))
Φ2/(2−s)
,
n1/(2+α+(2−qs)/(q−1))
(Aq−1Φ2q)1/(2−qs+(2+α)(q−1))
}
. (8)
Remark 2.1 (Assumptions in Theorem 2.1). We make a few observations on the assumptions of
Theorem 2.1.
1. The covariate space χ is not restricted to be Euclidean. The only assumption on χ is that it be
a metric space. This comment applies to all the results of the paper.
2. Observe that (Eq) and (5) together imply (6), i.e., if ‖Fδ‖∞ ≤ CΦδs and E(||q) ≤ Kqq then
‖(||+ Φ)Fδ(X)‖q ≤ (Kq + Φ)CΦ1−sδs ≤ CΦ2δs, where C := 1 +Kq/Φ.
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3. There are cases when ‖Fδ‖∞  1 but (CVar) and additional moment assumptions on  will
imply that Fδ satisfies (6); see Section 2.1 for an example of this.
4. The uniform boundedness assumption on F can be easily relaxed to only ‖fˆ‖∞ = Op(1); see
Section 2.1 for a detailed argument. Also see [26] and [34] for further examples.
5. The bound on the local envelopes in (6) can be relaxed to accommodate extra log factors. For
example, if
∥∥(|| + Φ)Fδ(X)∥∥q ≤ CΦ2δs logγ(1/δ) then rn will increase by additional log n
factors; where the power of log n will depend on γ, α and q. This dependence is computed
explicitly in (40) in Appendix D.1.
Remark 2.2 (Conclusions of Theorem 2.1). The tail bound in (7) is a finite sample result and holds
for all n ≥ 1. Because q ≥ 2, the tail probability bound in (7) implies that if s < 1, then there exists
a constant C such that E(rn‖fˆ − f0‖) ≤ C for all n ≥ 1. When s = 1, (7) implies that the tail
probability decays at a polynomial rate with a coefficient of −q + 1/10. The 1/10 in the power is
meant to represent a small constant. In fact when s = 1, we show that P(rn‖fˆ − f0‖ ≥ D) ≤ CD−η,
for any η < q; see (39) in Appendix D for a proof of this. Here the constant C depends on q, α, and
η only.
Because all the assumptions and results are finite sample, F , A, and Φ are allowed to depend on
n. However, in applications, it is often the case that F , A, and Φ do not change with n. In that case
the dependence of rn on A and Φ in (8) can be ignored. Furthermore, if Φ <∞ and  satisfies (Eq),
then every uniformly bounded function class F satisfies (6) with s = 0. The following corollary finds
the rate of the LSE if F does not satisfy the local smoothness/structural assumption of Section 1.3
(i.e., s = 0) and A and Φ are constants.
Corollary 2.1. Suppose f0 ∈ F and Φ := supf∈F ‖f‖∞ is a constant. If there exist constants A
and Kq such that  satisfies (CVar) and (Eq) and F satisfies (L2), then for any n ≥ 1 and D > 0,
we have
P
(
n1/(α+2q/(q−1))‖fˆ − f0‖ ≥ D
)
≤ CD−q, (9)
where C is a constant depending only on A,Φ,Kq, q, σ, and α.
The above result is a direct application of Theorem 2.1 with s = 0. If  and X are further assumed
to be independent then Theorem 3 of [26] shows that the LSE converges at a rate of n1/(2+α) when
q ≥ 1 + 2/α. Corollary 2.1 allows for heteroscedastic and heavy-tailed errors, but this relaxation
comes at a cost. The rate of convergence obtained in (9) is strictly slower than the minimax rate for
this setup6. A similar sub-n1/(2+α) rate was found Section 3.4.3.1 of [55] in the case of fixed design
regression with heavy-tailed errors. There are two possible explanations for the rate bound in (9):
(1) the LSE is not minimax rate optimal under the assumptions of Corollary 2.1 and the worst case7
rate is n1/(α+2q/(q−1)) (< n1/(2+α)); or (2) the LSE actually converges at an n1/(2+α) rate and the
obtained rate is an artifact of the proof. The optimality of Corollary 2.1 is still an open problem.
Remark 2.3. Han and Wellner [26, Proposition 3 and Remark 10] argue that under (L2), the rate
of convergence of the LSE can be arbitrarily slow when  is heteroscedastic and has heavy tails. On
surface, this might seem to be at odds with Corollary 2.1, but in their examples, both F and E(2|X)
are unbounded. This is important because the (essential) boundedness of E(2|X) (CVar) is a crucial
assumption in all our results. We use condition (CVar) to provide bracketing entropy bounds for
{(f − f0) : f ∈ F} based on the bracketing entropy bounds for {f − f0 : f ∈ F}. Note that if [`, u]
is the bracket for f − f0, i.e., ` ≤ f − f0 ≤ u then
+`− −u ≤ (f − f0) ≤ +u− −`,
6There exist robust estimators such as the least absolute deviation estimator [42] or [55, Page 336] and median-
of-means estimators [35] that converge at an n1/(2+α) rate under the assumptions of Corollary 2.1.
7By the worst case rate we mean is there exists some dependence structure between  and X and choice of F such
that rate in (9) is tight.
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where + and − are the positive and negative parts of , respectively. The width of this bracket is
||(u − `). Under assumption (CVar), we have ‖||(u − `)‖ ≤ σ‖u − `‖. Therefore under (CVar),
N[ ](η, {(f − f0) : f ∈ F}, ‖ · ‖) ≤ N[ ](η/σ, {f − f0 : f ∈ F}, ‖ · ‖). This crucial conclusion might
not hold if (CVar) is not satisfied.
The rates of convergence in Corollary 2.1 does not take into account any structure of F other
than the “size” of the function class. Theorem 2.1 improves upon Corollary 2.1 by using the local
smoothness/structure of F (around f0); see [2, 13, 25, 44] for results that use a similar smoothness
property implicitly or explicitly. Theorem 2.1 shows that the LSE will converge at an n1/(2+α) rate
if  has enough moments. To better understand the rate in Theorem 2.1, let us assume that both A
and Φ are constants (do not change with n). In this case, rn can be simplified to
rn = min
{
n1/(2+α), n(q−1)/(q(2−s)), n(q−1)/(q(2−s)+α(q−1))
}
.
Furthermore, observe that
1
2 + α
≤ q − 1
q(2− s) + α(q − 1) ≤
q − 1
q(2− s) ⇔ q ≥
2
s
.
Thus
rn = min
{
n1/(2+α), n(q−1)/(q(2−s)+α(q−1))
}
for all q ≥ 2
and if q ≥ 2/s then rn = n1/(2+α). The above calculations suggest an interesting interplay between
α, q, and s. They show that if the E(||2/s|X) ≤ C < ∞ and ‖Fδ‖2/s ≤ Cδs, then the rate
of convergence of the LSE under the heavy-tailed heteroscedastic errors is n1/(2+α) and this rate
coincides with the rate under sub-Gaussian errors. This justifies the usage of least squares estimators
under heavy-tailed errors in a wide variety of examples. However, if  has less than 2/s moments
then Theorem 2.1 suggests that there are “hard” settings where the “noise” is too strong and the
guaranteed rate of convergence for the LSE is slower than the minimax optimal rate of n1/(2+α).
Table 3 shows some interesting applications of Theorem 2.1 and compares the results with The-
orem 3 of [26]. Both of these theorems consider F that satisfies (L2). However, Theorem 2.1 uses
the local structure/smoothness of the function when deriving the rates, while [26] does not assume
any structure in F . Table 3 shows that when F is class of Ho¨lder or Sobolev functions, then the
inherent smoothness of the functions involved can help significantly reduce the requirement on  for
the optimal n1/(2+α) rate of convergence when α < 1. To see this, observe that for Ho¨lder classes
s = 2/(2 + α). Thus when α < 1, we have 2/s < 1 + 2/α, i.e., the moment requirements for The-
orem 2.1 is smaller than that in [26, Theorem 3]. This is significant, as in contrast to the results
of [26], Theorem 2.1 allows for heteroscedastic errors.
The proof of Theorem 2.1 (in Appendix D) is an application of our new refined peeling result,
Theorem C.1, in conjunction with a classical maximal inequality [55, Lemma 3.4.2] for bounded
empirical processes. The maximal inequality in [55, Lemma 3.4.2] applies only to bounded empirical
process and cannot be used to control the unbounded empirical process in (4). In contrast to the
standard peeling argument [55, Theorem 3.2.5], Theorem C.1 incorporates a truncation step directly
into the peeling argument (see Step 1 in the proof of Theorem C.1) and thus allowing us to use the
classical maximal inequality in this setting. To control the unbounded remainder, we observe that
it has q moments and use a Markov inequality of qth order. The above two steps will show that
P(rn‖fˆ − f0‖ ≥ D) = O(D−1). To show that the probability of the tail is in fact of a much smaller
order, we use Talagrand’s inequality [20, Proposition 3.1].
8These moment requirements are under stronger assumptions. Han and Wellner [26] assume independence between
 and X.
9Here s = 0, thus the upper bound on the rate of convergence of the LSE is n1/(2+α(q−1)/q).
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Table 3
Different choices of F , their corresponding values of α and s, and the number of moments of  required for the LSE
to converge at an n1/(2+α) rate.
Choices of F and χ Moments needed for an n1/(2+α) rate
χ F α s [26, Theorem 3]8 Theorem 2.1
[0, 1]d γ-Ho¨lder class d/γ 2γ
2γ+d
1 + 2 γ
d
2 + d
γ
[0, 1]d γ-Sobolev class d/γ 2γ−1
2γ+d−1 1 + 2
γ
d
2 + 2d
2γ−1
[0, 1] Uniformly Lipschitz 0 2/3 3 3
[0, 1] γ-Ho¨lder class ∪{1[a,b] : 0 ≤ a ≤ b ≤ 1} 1/γ 0 1 + 2γ ∞9
Remark 2.4. In each of the examples, the value of the complexity parameter is well known. For
Ho¨lder, Sobolev, and Lipschitz functions we use standard interpolation inequalities to find s; see
e.g., [1, 13, 40, 44, 54, 55], also see Appendix A for newly derived interpolation inequalities. These
works also contain other examples for which F satisfies the assumptions of Theorem 2.1.
2.1. Example 1: Univariate convex regression
We now find the rate of convergence of the convex LSE under heteroscedastic and heavy-tailed
errors. Let F be the class of convex functions on [0, 1] and PX be the uniform distribution on [0, 1].
Recall that fˆ := arg minf∈F
∑n
i=1(Yi − f(Xi))2. Observe that fˆ is only well-defined at the data
points {Xi}ni=1. In this paper, we consider the canonical extension of fˆ , and define fˆ to be the
unique left-continuous piecewise linear function on [0, 1] with potential kinks at the data points. We
are interested in finding the rate of convergence of fˆ when f0 ∈ F . The class of convex functions in
[0, 1] is unbounded. However, a simple modification10 of [25, Lemma 5] shows that ‖fˆ‖∞ = Op(1)
if  satisfies (CVar). Let Fn := {f ∈ F : ‖f‖∞ ≤ C
√
log n}, where C is a constant. Because
‖fˆ‖∞ = Op(1), we have that P(fˆ /∈ Fn) = o(1). Now define f˜ := arg minf∈Fn
∑n
i=1(Yi − f(Xi))2,
then P(f˜ = fˆ) = 1− o(1). Thus the rate of convergence of f˜ coincides with the rate of convergence
of fˆ , as for every D > 0
P(rn‖fˆ − f0‖ > D) ≤ P(rn‖f˜ − f0‖ > D) + o(1),
where the o(1) term does not depend on D. If  is uniformly sub-Gaussian or bounded then classical
results (see [55, Section 3.4.3.2]) show that f˜ converges at an n2/5-rate up to a log n factor. In this
example, we will show that the light tail assumption is unnecessary and that Theorem 2.1 implies
that f˜ converges at an n2/5-rate (up to a polynomial in log n factors) if  satisfies (CVar) and
E(||3|X) is uniformly bounded.
Theorem 3.1 of [16] shows that Fn satisfies (L2) with A = C(log n)1/4 and α = 1/2. Further, if
Fn,δ := {f − f0 : f ∈ Fn, ‖f − f0‖ ≤ δ} and Fn,δ(·) := supg∈Fn,δ |g(·)|, in Proposition A.1, we show
that
‖Fn,δ‖∞ = C
√
log n and ‖Fn,δ‖3 ≤ 4δ2/3 [log(1/δ)]1/3
√
log n;
10Han and Wellner [25] assume that  is independent of X. However, their proof ([25, Section 5.3.1]) goes through
if we use the Etemadi’s maximal inequality [15, Proposition 1.1.2] and the fact that i’s satisfy (CVar) instead of
Le´vy’s inequality for sums of i.i.d random variables [15, Theorem 1.1.5].
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see Fig. 2 for a plot of the local neighborhood and the local envelope. Suppose there exists a constant
C such that E(||3|X) ≤ C for a.e. PX . Because Φ = C
√
log n, we have∥∥(||+ Φ)Fn,δ(X)∥∥3 ≤ Cδ2/3 log(1/δ)1/3 log n.
Thus f˜ , , and Fn satisfy the assumptions of Theorem 2.1 and item 5 of Remark 2.1 (also see Ap-
pendix D.1) with α = 1/2, s = 2/3, ν = 1/3, Φ = C
√
log n, and A = (log n)1/4. Hence by (40),
a modification of (8), we have that f˜ converges at an n2/5 log n rate when  (essentially) has three
moments, which in turn implies that ‖fˆ − f0‖ converges at the minimax optimal rate (up to a log n
factor) if E(||3|X) ≤ C. This result seems to be new.
−1.0 −0.5 0.0 0.5 1.0
−
1
0
1
2
3
Local neighborhood
x
f(x
)
−1.0 −0.5 0.0 0.5 1.0
0.
0
0.
5
1.
0
1.
5
2.
0
Local envelope
x
F δ
(x)
Fig 2. Illustration of Fδ (left panel) and Fδ (right panel) when f0(x) = x2 and F := {f : [0, 1] → R | ‖f‖∞ ≤
2 and f is convex} for δ = .2 (solid black) and δ = .05 (solid gray). Any convex function f that is uniformly bounded
by 2 and satisfies ‖f − f0‖ ≤ .2 lies in the band created by the solid gray lines. The dashed line in the left panel is f0.
3. Rates of convergence of the LSE using the L∞-entropy
Bracketing entropy condition (L2) is the most widely used notion of complexity in the study of risk
bounds for the LSE. However, often the function classes also satisfy the stronger entropy condi-
tion (L∞), especially when χ is bounded.11 Moreover, they often satisfy both (L2) and (L∞) for
the same value of the complexity parameter; e.g., the class of Ho¨lder or Sobolev functions on [0, 1]d
satisfy both (L2) and (L∞) with the same complexity parameter. The following result (proved in
Appendix E) shows that the rate of convergence of the LSE in Theorem 2.1 can be improved if F
satisfies (L∞).
Theorem 3.1. Suppose F satisfies (L∞),  satisfies (CVar) and (Eq), and f0 ∈ F . Let Φ :=
supf∈F ‖f‖∞. If there exists a constant C > 0 such that
‖Fδ‖∞ ≤ CΦ1−sδs, (10)
for some s in [0, 1]. Then for any n ≥ 1 and D > 0, we have
P
(
rn‖fˆ − f0‖ ≥ D
)
≤ CD−q+1{s=1}/10, (11)
where the constant C > 0 depends only on q, s, and α, and
rn := min
{
(nA−1)1/(2+α)
(σ + Φ)2/(2+α)
,
n(q−1)/(q(2−s))
Φ2/(2−s)
,
(nA−1)(q−1)/(q(2−s)+αs(q−1))
Φ(q(2−s)+α(s−1)(q−1))/(q(2−s)+αs(q−1))
}
. (12)
11A counter example is the class univariate convex functions on [0, 1]. They satisfy (L2) with α = 1/2 but do not
satisfy (L∞).
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Assumption (10) on Fδ is stronger than (6). Just as in Theorem 2.1, the tail bound in (11) is
finite sample and holds for all n ≥ 1 and the discussion in Remark 2.2 applies to (11) as well. The
following corollary finds the rate of the LSE if F does not satisfy any local smoothness/structural
assumption of Section 1.3 (i.e., s = 0) and A and Φ are constants; cf. Corollary 2.1.
Corollary 3.1. Suppose f0 ∈ F and Φ := supf∈F ‖f‖∞ is a constant. If there exist constants A
and Kq such that  satisfies (CVar) and (Eq) and F satisfies (L∞), then for any n ≥ 1 and D > 0,
we have that P
(
rn‖fˆ − f0‖ ≥ D
) ≤ CD−q, where C is a constant depending only on q, α, σ,A,Φ,
and Kq and
rn := min
{
n1/(2+α), n1/2−1/2q
}
. (13)
To prove Corollary 3.1, apply Theorem 3.1 with Fδ ≡ 2Φ (s = 0). If F is such that s = 0 and
satisfies (L∞) then Corollary 3.1 uses the stronger entropy condition to show that the LSE converges
at an n1/(2+α) rate under heteroscedastic errors if q ≥ 1 + 2/α; compare this to the rate of the LSE
obtained in Corollary 2.112. It is well known, that the worst case rate for the LSE under only the
entropy assumption (L∞) is n1/(2+α) when  is uniformly sub-Gaussian. Corollary 3.1 shows that
the heavy-tailed (and heteroscedastic) nature of the  does not affect this rate as long as  has at
least 1 + 2/α moments and satisfies (CVar).
Theorem 3.1 shows that the upper bounds on the rate of convergence of the LSE in (13) can
be reduced if F satisfies the smoothness assumptions in (10). If A and Φ are constants and F
satisfies (10), then Theorem 3.1 implies that the LSE converges at the rate
min
{
n1/(2+α), n(q−1)/(q(2−s)+αs(q−1))
}
13. (14)
This implies if q ≥ (2 + α(1− s))/(s+ α(1− s)), then the LSE converges at an n1/(2+α) rate. Fur-
thermore
2 + α(1− s)
s+ α(1− s) ≤ 1 +
2
α
for all s ≤ 1 and 0 ≤ α < 2.
Thus if s > 0, then Theorem 3.1 shows that the LSE converges at an n1/(2+α) rate under weaker
assumptions on  than in Corollary 3.1.
The proofs of Theorems 2.1 and 3.1 are similar. But in the case of Theorem 2.1, we could apply
the readily available maximal inequality [55, Lemma 3.4.2]. Existing maximal inequalities, however,
cannot take the L∞-covering number into account. For this purpose, we use generic chaining [48] in
conjunction with a new maximal inequality for the maximum over a finite set; see Proposition B.1.
Proposition B.1 is also of independent interest and compares favorably to Lemma 8 of [14]. Our
result shows that the maximum of N centered averages converges at the rate of
√
n−1 logN , if
logN = o(n) and the envelope has finite q ≥ 2 moments; see (24). On the other hand, [14, Lemma
8] requires logN = O(n1−2/q) for a
√
n−1 logN rate of convergence; see Remark B.1 in Appendix B
for more details.
3.1. Example 2: Multivariate and multiple index smooth regression models
In this section, we consider the example of multivariate regression when the unknown function is
known to be smooth. Let χ := [0, 1]d and PX be the uniform distribution on χ.
14 For any vector
k = (k1, . . . , kd) of d positive integers, define the differential operator D
k := ∂
‖k‖1
∂x
k1
1 ···∂x
kd
d
, where
12Note that logN[ ](ζ,F , ‖ · ‖) ≤ logN(ζ,F , ‖ · ‖∞). Thus, the assumptions of Corollary 2.1 are weaker than the
assumptions of Corollary 3.1.
13We can ignore the middle term in (12) because q(2− s) ≤ q(2− s) + s(q − 1) for all q ≥ 2.
14This can be easily relaxed to assume that χ is a bounded and convex subset of Rd.
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‖k‖1 :=
∑
ki. Define the class of real valued functions on χ
Fγ,d :=
{
f : max
‖k‖1≤[γ]
sup
x
|Dkf(x)|+ max
‖k‖1=[γ]
sup
x 6=y
|Dkf(x)−Dkf(y)|
|x− y|γ−[γ] ≤ 1
}
.
Theorem 2.7.1 of [55] implies that there exists a constant C depending only on γ and d such that
logN(ν,Fγ,d, ‖·‖∞) ≤ Cν−d/γ for all ν > 0.
Multivariate smooth regression Suppose f0 ∈ Fγ,d for some γ > d/2 and fˆ is defined as
in (2) with F = Fγ,d. We will apply Theorem 3.1 to show that fˆ is minimax rate optimal. By [13,
Lemma 2], we have that Fγ,d satisfies (10) with s = 2γ/(2γ + d). Thus Theorem 3.1 (also see (14))
implies that
nγ/(2γ+d)‖fˆ − f0‖ = Op(1), if q ≥ 2 + 2dγ − d
2
2γ2 + d2
. (15)
Thus by [24, Theorem 3.2], we have that the LSE is minimax rate optimal under heteroscedastic and
heavy-tailed errors. Note that Fγ,d also satisfies the assumptions of Theorem 2.1 but its application
would have led to the same rate of convergence but under a stronger moment condition q ≥ 2 +d/γ;
see Table 3.
Multiple index smooth regression In the above setup the rate of convergence of the LSE is
strongly affected by the dimension (curse of dimensionality). When d is large, a widely used semipara-
metric alternative that ameliorates the curse of dimensionality is the multiple index model [29, 34].
In multiple index model the true regression function is assumed to belong to
Mγ,d,d1 :=
{
x 7→ f(Bx) : f ∈ Fγ,d1 and B ∈ Rd1×d satisfying ‖B‖2 ≤ 1
}
,
for some d1 ≤ d. Note that minimax optimal rate in the multiple index model is nγ/(2γ+d1); Stone
[46, Page 129], a much faster rate than that in (15). We now show that the LSE achieves the minimax
rate.
Because ‖B‖2 ≤ 1, it can be easily shown that there exists a constant C (depending on d) such
that
logN(ν,Mγ,d,d1 , ‖·‖∞) ≤ Cν−d1/γ for all ν > 0.
ThusMγ,d,d1 is much less “complex” than Fγ,d, when d1 is smaller than d. By Proposition A.3, we
have that Mγ,d,d1 satisfies (10) with s = 2γ/(2γ + d1). Thus Theorem 3.1 shows that if
fˆ := arg min
f∈Mγ,d,d1
n∑
i=1
(Yi − f(Xi))2,
then
nγ/(2γ+d1)‖fˆ − f0‖ = Op(1), when q ≥ 2 + 2d1γ − d
2
1
2γ2 + d21
.
Additive model regression An even simpler function class than Mγ,d,d1 is given by functions
that are separable in their coordinates [8, 17]. Formally, define
Aγ :=
{
x ∈ Rd 7→ f(x) =
d∑
j=1
fj(xj) : fj ∈ Fγ,1
}
.
In this case it can be shown that there exists a constant C such that
logN(ν,Aγ , ‖ · ‖∞) ≤ Cν−1/γ for all ν > 0.
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By Proposition A.2 it follows that Aγ satisfies (10) with s = 2γ/(2γ + 1). Thus Theorem 3.1 shows
that if
fˆ := arg min
f∈Aγ
n∑
i=1
(Yi − f(Xi))2,
then
nγ/(2γ+1)‖fˆ − f0‖ = Op(1) when q ≥ 2 + 2γ − 1
2γ2 + 1
.
The function classes above can also be replaced by other smoothness classes such as Sobolev or
Besov spaces [39]. Furthermore, using the proofs of Propositions A.2 and A.3, one can also consider
combination of function spaces Mγ,d,d1 and Aγ , wherein some coordinates are modeled through
linear combinations and the remaining coordinates are modeled through additive model.
4. Rate of convergence for VC-type classes
In Sections 2 and 3, we saw that the local envelope Fδ affects the rate of convergence of the LSE. We
saw that if F satisfies (L2) or (L∞) with α and Fδ is “small”, then the LSE converges at an n1/(2+α)
even when  has only few moments. If F is the class of smooth functions (e.g., Sobolev, Ho¨lder, or
Besov spaces), then s depends only on the smoothness of the functions in the class and not on the
choice of f0 (recall that Fδ is the local neighborhood of f0 in F). However, it turns out that for
certain choices of F (e.g., class of monotone or convex functions) the size of Fδ can depend on f0. For
example, in Proposition A.1, we showed that if F is the class uniformly bounded convex functions
on [0, 1], then Fδ(x) ≤ CΦ1/3δ2/3 max{x−1/3, (1 − x)−1/3} for any f0 ∈ F . But if f0 is a linear
function (or piecewise linear) then [22, Lemma A.3] shows that Fδ(x) ≤ Cδmax{x−1/2, (1−x)−1/2}
(note that Fδ is smaller when f0 is linear). This change in local behavior of Fδ when f0 belongs to
a particular subclass of functions (e.g., piecewise constant functions when F is the set of monotone
functions or piecewise linear functions when F is the set of convex functions) drives the adaptive
behavior of the LSE in shape-constrained regression; see e.g., [5, 10, 12, 23] and references therein.
Furthermore, in these examples it turns out that F satisfies (VC), when f0 belongs to these special
subclasses of F . In the following theorem (proved in Appendix F) we find the worst-case rate of
convergence of the LSE when F and f0 satisfy (VC) and  satisfies (CVar). In this section, we do
not make any assumptions on the higher order moments of . This is done with the goal of keeping
the result simple. Furthermore, it turns out that LSE is rate optimal in certain scenarios with just
two finite moments.
Theorem 4.1. Suppose F satisfies (VC),  satisfies (CVar), and f0 ∈ F . Let Φ := supf∈F ‖f‖∞.
Assume that σ, Φ, and A (in (VC)) are constants. If there exists a constant C > 0 such that∥∥Fδ∥∥ ≤ CΦ1−sδs, (16)
for some s in [0, 1]. Then for any n ≥ 1 and D > 0, we have
P
(
rn‖fˆ − f0‖ ≥ D
)
≤ CD−4(2−s)/3,
where the constant C > 0 depends only on σ,Φ, A, and α, and
rn :=

n1/(2(2−s)) if α ∈ [0, 2) and β ≥ 0,
(n1/2/ log n)1/(2−s) if α = 2 and β = 0,
n1/(α(2−s)) if α > 2 and β = 0.
(17)
Remark 4.1. We make some observations about the assumptions and conclusions of Theorem 4.1.
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1. The assumption (16) has a different structure than those in Theorems 2.1 and 3.1. In contrast
to assumption (10), we only require a bound on the L2-norm of Fδ. No control is required for
higher moments of .
2. The above theorem provides the rates of convergence of the LSE even when F is non-Donsker.
3. The assumption that A and Φ do not change with n is made to keep the presentation simple.
In the proof of the result (Appendix F), we provide explicit finite sample tail bounds that allow
A and Φ to depend on n. See (54), (56), and (57) to find the exact relationship between rn, Φ,
and A for the three situations considered in (17).
4. If s = 1, then it is clear that the obtained rate of convergence of the LSE cannot be improved
when α ∈ [0, 2) and β ≥ 0.
5. If s < 1 and  satisfies higher moment assumptions, then the rates obtained in (17) can be
improved using the tools developed in this paper.
6. Just as in Theorems 2.1 and 3.1, we can relax the bound on ‖Fδ‖ in (16) to be of the form
CΦδs(log(1/δ))ν . This relaxation will increase rn in (17) by a polynomial in log n factor; the
order of the polynomial will depend only on s, ν, and α. In particular, if α ∈ [0, 2) and β ≥ 0,
then rn = n
1/(2(2−s))(log n)ν if ‖Fδ‖ ≤ CΦδs(log(1/δ))ν .
7. To prove Theorem 4.1, we use the refined Dudley’s chaining inequality (Lemma F.1) in con-
junction with our refined peeling result in Appendix C.
Remark 4.2 (Comparison with Theorem 1 of [25]). Theorem 4.1 is an improvement over Theo-
rem 2 of [25]. Our result allows  to depend on X and they are required to have only 2-moments,
whereas [25, Theorem 1] requires the error to have L2,1 moments
15 and be independent of X. Our
proof of Theorem 4.1 uses our new refined peeling result (Theorem C.1) and is very different from
the proof of [25, Theorem 1]. Furthermore, Theorem 4.1 and discussion in Section 2.1 (see foot-
note 10) can be used to improve upon [25, Theorem 3] and establish the rate adaptive behavior of
the LSE [5, 10, 25] when E(2|X) ≤ σ2 and  is allowed to depend on X.
4.1. Example 3: Univariate isotonic regression
Let F be the set of nondecreasing functions on [0, 1], PX be any nonatomic probability measure
on [0, 1], and f0 ≡ 0 (or any other constant). Under the fixed design version of (1), [56] shows
that ‖fˆ − f0‖n = Op(
√
log n/n) when  has finite variance. Han and Wellner [25] consider the
model (1) (random design) and show that ‖fˆ−f0‖2 = Op(
√
log n/n) if  has finite L2,1 moment (see
footnote (15) for a definition) and is independent of X. We will show that both the independence
and the finite L2,1 moment assumption in [25] can be removed if  satisfies (CVar).
Note that F is unbounded, but the discussion in Section 2.1 (see footnote 10 in page 9) and
[25, Lemma 5] show that if  satisfies (CVar), then ‖fˆ‖∞ = Op(1). Thus, following the arguments
of Section 2.1, it is easy to see that the rate of convergence of the isotonic LSE matches (up to
a polynomial in log n factor) the rate of convergence of LSE when F is the set of nondecreasing
functions uniformly bounded by 1. Gine´ and Koltchinskii [19, Example 3.8] show that if f0 ≡ 0 and
F := {f : [0, 1]→ [−1, 1]|f is nondecreasing}, then
Fδ(x) = min
{
1, δ max
(
PX [0, x], PX [x, 1]
)−1/2}
for all x ∈ [0, 1], (18)
where for every 0 ≤ a ≤ b ≤ 1, PX [a, b] := P(X ∈ [a, b]). Furthermore, Gine´ and Koltchinskii
[19, Example 3.8] show that ‖Fδ‖ ≤ Cδ
√
log(1/δ). Therefore, Theorem 4.1 in conjunction with
the arguments in item 6 of Remark 4.1 (also see item 5 in Remark 2.1) implies that fˆ converges
at an n1/2 rate (up to a polynomial in log n factor) when  satisfies (CVar). Similar results exist
15The L2,1 moment for  is
∫∞
0
√
P(|| > t) dt. Finite L2,1 moments imply finite second moments. But the converse
is not true.
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when  is independent of X [25] or under the fixed design setting (X1, . . . , Xn are fixed and non-
random) [10, 18, 56]. However, to the best of our knowledge our result here is new and reduces the
assumptions on  for optimal convergence of the LSE.
Remark 4.3 (Extension to piecewise constant functions and adaptive rates). In the above example,
we showed that the isotonic LSE converges at a parametric rate (up to log n factors) when f0 is a
constant function. The above result can be generalized to case when f0 is piecewise constant functions
with K-pieces to show that that the ‖fˆ − f0‖2 ≤ CKn−1 log2 n with high probability. Furthermore,
if f0 can be “approximated well” by a piecewise constant function then Theorem 4.1 can be used to
find sharp rate upper bounds on ‖fˆ − f0‖; see [25, Section 3 and Theorem 3] for an excellent and
elaborate discussion on this.
Finally as discussed in the beginning of Section 4, Guntuboyina and Sen [22, Lemma A3] show
that Fδ satisfies (18) when f0 is a linear function and F is the class of uniformly bounded convex
function. Thus a similar almost parametric rate can be proved if f0 is a linear (piecewise linear or
well approximated by piecewise linear function) function on [0, 1] and F is the set of convex functions
on [0, 1].
5. Misspecification
The results in the previous sections find the rate of convergence of the LSE fˆ when f0 ∈ F and
errors have finite number of moments. A crucial step in finding upper bounds for ‖fˆ −f0‖ is proving
E[(Y − f(X))2]− E[(Y − f0(X))2] ≥ ‖f − f0‖2, (19)
for any function f ∈ F16; see (31) in the proof of Theorem C.1. A natural next step is the study of
the LSE when f0 /∈ F . LSEs under misspecification have received a lot of attention but most works
assume restrictive conditions on ; see e.g., [7, 25, 31, 32, 55]. The techniques developed in this paper
can be used to relax the assumptions on  and allow for heteroscedastic and heavy-tailed errors.
If the true conditional expectation (f0) does not belong to the class F but F is a convex set,
then defining
f¯ := arg min
f∈F
E[(Y − f(X))2],
we have that for any f ∈ F ,
∂
∂t
E[{Y − (f¯ + t(f − f¯))}2]
∣∣∣
t=0
= 0 and thus E[(Y − f¯(X))(f − f¯)(X)] = 0.
This further implies that E[(Y − f(X))2] − E[(Y − f¯(X))2] = ‖f − f¯‖2. Using this fact instead
of (19), the results proved in previous sections imply the same rate bounds for ‖fˆ − f¯‖. Thus, when
F is a convex set, the proofs of Theorems 2.1 and 3.1 go through by replacing  with ξ = Y − f¯(X);
note that E(ξ|X) = 0. Most of the function classes considered in this paper are convex sets and
hence our results do not require the well-specification assumption. This discussion concludes that
an analogue17 of Theorem 5.1 of [32] holds even when the response has finite number of moments.
The analysis, however, is different if F is a non-convex set. Examples of non-convex function spaces
include single or multiple index models and sparse linear or non-linear models; e.g., see Section 3.1.
When F is a non-convex set, the inequality (19) may not hold and finding upper rate bound for
‖fˆ − f¯‖ requires different proof techniques. However, even in this case, the tools developed in this
paper can be used, because the proofs for rate bounds under misspecification hinge on the control
of an empirical process analogous to (3); see [3, Equations (1) and (2)] and [32, Theorem 5.2]. We
leave the precise details of this argument for future research.
16Recall that f0(x) = E[Y |X = x].
17The tail probabilities will decay polynomially and not exponentially.
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6. Concluding remarks
Least squares estimators in nonparametric regression models are known to be minimax rate optimal
when  is sub-Gaussian when F satisfies appropriate entropy assumptions. We show that in a wide
variety of cases LSE attains the same rate of convergence even when  is neither sub-Gaussian nor
independent of X. We find sufficient moment conditions on  under which the rate of convergence
of the LSE under heavy-tailed errors matches the rate of the LSE under sub-Gaussian errors, i.e.,
the LSE is “robust” to heavy-tailed errors. Our sufficient conditions depend on the complexity
(α) and the local structure (s) of the function class F . The results justify the usage of LSE even
under heteroscedastic and heavy-tailed errors. The necessity of our conditions is currently under
investigation. In this paper, all our results focus on the squared error loss but our results can be
easily generalized to other smooth loss functions.
Appendix A: Interpolation inequalities
In this section, we state and prove three interpolation inequalities that find the local envelope and
s (coefficient for the local structure) for the examples considered in the paper.
Proposition A.1 (Local envelope for bounded convex function). Let
F := {f : [0, 1]→ [−Φ,Φ] | f is convex}
and PX be the uniform distribution on [0, 1]. Fix any f0 ∈ F , then for any x ∈ [0, 1],
Fδ(x) ≤ min
{
2(2Φ)1/3δ2/3 max{x−1/3, (1− x)−1/3}, 2Φ
}
.
Thus ‖Fδ‖∞ = 2Φ and
‖Fδ‖3 ≤ 4Φ1/3δ2/3
[
log(0.5Φ2/δ2)
]1/3
. (20)
Proof. A convex function f bounded by Φ on [0, 1] is Lipschitz on any sub-interval [a, b] with Lipschitz
constant 2Φ/min{a, 1 − b}. Fix any x ∈ (0, 1/2]. On any interval [a, b] ⊆ [0, 1] containing x, f and
f0 are both Lipschitz with Lipschitz constant 2Φ/a (which implies that f − f0 is Lipschitz with
Lipschitz constant 4Φ/a). Using the interpolation for Lipschitz functions [13, Lemma 2], we have
|(f − f0)(x)| ≤ 2
(∫ b
a
|f − f0|2(t)dt
)1/3(
2Φ
a
)1/3
. (21)
Hence if Fδ := {f : [0, 1]→ [−Φ,Φ] | ‖f − f0‖ ≤ δ and f ∈ F}, then for every 0 < x ≤ 1/2, we have
sup
f∈Fδ
|(f − f0)(x)| ≤ 2(2Φ)1/3δ2/3x−1/3,
where we replaced a in (21) by x by taking limit a ↓ x. Thus, by symmetry
Fδ(x) ≤ 2(2Φ)1/3δ2/3 max{x−1/3, (1− x)−1/3}.
However, ‖f‖∞ ≤ Φ for every f ∈ F thus
Fδ(x) ≤ min
{
2(2Φ)1/3δ2/3 max{x−1/3, (1− x)−1/3}, 2Φ
}
To prove (20), observe that∫ 1/2
0
|F 3δ (x)|dx =
∫ η
0
|F 3δ (x)|dx+
∫ 1/2
η
|F 3δ (x)|dx ≤ 8Φ3η + (2(2Φ)1/3δ2/3)3 log(1/(2η)).
Taking η = Φ−2δ2 implies
‖Fδ‖33 ≤ 16(2Φ)δ2 log(0.5Φ2/δ2).
Kuchibhotla and Patra/Nonparametric LSE 17
Proposition A.2 (Local envelope for additive Models). Suppose f : [0, 1]d → R can be written as
f(x) = f1(x1)+f2(x2) for some functions fj : [0, 1]
dj → R, j = 1, 2, for every x = (x>1 , x>2 )> ∈ [0, 1]d
with x1 ∈ [0, 1]d1 , x2 ∈ [0, 1]d2 . If fj ∈ Fγj ,dj (L), j = 1, 2 where for any γ > 0 and dimension d
Fγ,d(L) := {f : χ→ R : f/L ∈ Fγ,d} , (22)
and PX is the uniform distribution on [0, 1]
d. Then
‖f‖∞ ≤ 5 (‖f‖c12 + ‖f‖c22 )
(
L1−c1 + L1−c2
)
,
where cj := 2γj/(2γj+dj), j = 1, 2. In particular, if f(x) =
∑d
j=1 fj(xj) for functions fj : [0, 1]→ R
such that fj ∈ Fγ,1(L), then
‖f‖∞ ≤ 5d‖f‖c2L1−c, where c = 2γ/(2γ + 1).
Proof. Consider f(x1, x2) = f1(x1) + f2(x2) for two functions f1 : Rd1 → R, f2 : Rd2 → R. Define
f¯1(x1) = f1(x1)−
∫
f1(t)dt and f¯2(x2) = f2(x2)−
∫
f2(t)dt.
Because fj ∈ Fγj ,dj (L) are γj-smooth, f¯j , j = 1, 2 are also γj-smooth. Hence by [13, Lemma 2], we
have
‖f¯1‖∞ ≤ 2‖f¯1‖c12 L1−c1 and ‖f¯2‖∞ ≤ 2‖f¯2‖c12 L1−c1 ,
where cj = 2γj/[2γj + dj ], j = 1, 2. Observe now that
E[(f¯1(X1) + f¯2(X2))2] = ‖f¯1‖22 + ‖f¯2‖22.
Therefore,
sup
(x1,x2)∈[0,1]d1+d2
|f¯1(x1) + f¯2(x2)| ≤ ‖f¯1‖∞ + ‖f¯2‖∞
≤ 2 [(‖f¯1‖2 + ‖f¯2‖2)c1 + (‖f¯1‖2 + ‖f¯2‖2)c2] (L1−c1 + L1−c2).
Because
‖f‖1 ≤ ‖f1‖1 + ‖f2‖1 and ‖f‖2 = ‖f¯1‖2 + ‖f¯2‖2 + ‖f¯1‖21 + ‖f¯2‖21,
we get
‖f‖∞ ≤
∫
|f(x1, x2)|dx1dx2 + 4 [‖f‖c12 + ‖f‖c22 ] (L1−c1 + L1−c2)
≤ ‖f‖2 + 4[‖f‖c12 + ‖f‖c22 ](L1−c1 + L1−c2).
Furthermore, since ‖f‖∞ ≤ L, we get ‖f‖1−c12 ≤ L1−c1 and ‖f‖1−c22 ≤ L1−c2 . Thus, we have
‖f‖∞ ≤ 5(‖f‖c12 + ‖f‖c22 )(L1−c1 + L1−c2).
If f(x1, . . . , xd) =
∑d
j=1 fj(xj) and fj(·) is γ-smooth for all 1 ≤ j ≤ d, then
‖f‖∞ ≤ 5d‖f‖c2L1−c, where c = 2γ/[2γ + 1].
Proposition A.3 (Local envelope for multiple index models). Suppose f(x) = m(Bx) −m0(B0x)
for functions m,m0 : Rp → R satisfying m,m0 ∈ Fγ,p(L) (defined in (22)) and B,B0 ∈ Rp×d with
p < d. If X ∈ Rd is a random vector such that ((BX)>, (B0X)>) has a density with respect to the
Lebesgue measure that is lower bounded by C > 0, then
‖m ◦B −m0 ◦B0‖∞ ≤ 10C−c/2‖m ◦B −m0 ◦B0‖cL1−c,
where ‖m ◦B −m0 ◦B0‖ := (E[|m(BX)−m0(B0X)|2])1/2 and c = 2γ/(2γ + p).
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Proof. Define
y :=
y1
y2
 :=
Bx
B0x
 ∈ R2p.
Then we can write f(y) = f1(y1) + f2(y2) where f1(y1) = m(y1) and f2(y2) = −m0(y2). Observe
that if Y = ((BX)>, (B0X)>)> has a density with respect to the Lebesgue measure bounded away
from zero, that is, pY (y) ≥ C with pY (·) representing the pdf of Y , then
‖f‖2,Y = (E[f2(Y )])1/2 ≥ C1/2
(∫
f2(y)dy
)1/2
. (23)
Applying Proposition A.2 with γ1 = γ2 = γ and d1 = d2 = p we get
‖f‖∞ ≤ 10
[ ∫
f2(y)dy
]c/2
L1−c,
where c = 2γ/(2γ + p). Hence from (23), we get
‖f‖∞ ≤ 10C−c/2‖f‖c2,Y L1−c,
which implies the result.
Appendix B: A new maximal inequality for finite maximums
The following maximal inequality will be used in the proof of Theorem 3.1 but is also of interest.
Proposition B.1. Let x1, . . . , xn be independent random variables in Rp with p ≥ 2 and R1, . . . , Rn
be i.i.d. Rademacher random variables (independent of x1, . . . , xn). If for all i ∈ {1, . . . , n}
E[ξqi ] <∞ where ξi := max
1≤j≤p
|xi,j |, (24)
where xi := (xi,1, . . . , xi,p). Then
E
[
sup
1≤j≤p
n∑
i=1
Rixi,j
]
≤
√
log p sup
j
E1/2
[
n∑
i=1
x2i,j
]
+ (log p)
1−1/q
(
n∑
i=1
E[ξqi ]
)1/q
.
B.1. Example 4: An application of Proposition B.1
Suppose we have n i.i.d. pairs (Xi, i), 1 ≤ i ≤ n such that E[i|Xi] = 0 and E[2i |Xi] ≤ σ2 a.e. PX .
Let {f1, . . . , fN} be a collection of functions from χ to R and let F (·) := max1≤j≤N |fj(·)| denote
their envelope. Then Proposition (B.1) (with q = 2) yields
E
[
max
1≤j≤N
|Gn[fj(X)]|
]
.
√
logN max
1≤j≤N
E1/2
[
1
n
n∑
i=1
2i f
2
j (Xi)
]
+
(logN)1−1/q
n1/2−1/q
(
1
n
n∑
i=1
E[qiF
q(Xi)]
)1/q
. σ
√
logN max
1≤j≤N
‖fj‖+ σ‖F‖ (logN)1/2 (taking q = 2)
. σ
√
logN
[
max
1≤j≤N
‖fj‖+ ‖F‖
]
,
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which implies that
max
1≤j≤N
|Gn[fj(X)]| = Op(
√
logN) (25)
whenever ‖F‖ = O(1). In contrast, Lemma 8 of [14] implies
E
[
max
1≤j≤N
|Gn[fj(X)]|
]
.
√
logN max
j
E1/2
[
1
n
n∑
i=1
2i f
2
j (Xi)
]
+
logN√
n
√
E
[
max
1≤i≤n
|i|2F 2(Xi)
]
.
Even when ‖F‖∞ ≤ C <∞, under only the second moment assumption, E[max1≤i≤n |i|2] = O(n)
and hence the second term on the right hand side will be of the order logN . Thus Lemma 8 of [14]
will imply that max1≤j≤N |Gn[fj(X)]| = Op(logN). Thus (25) is a significant improvement, as
the above calculation now implies that the lasso estimator is minimax rate optimal under just the
conditional second moment assumption (CVar), when the covariates are coordinate-wise bounded;
see Theorem 11.1 of [27]. Proposition B.1 can also be used in proving consistency of the multiplier
bootstrap under finite moment assumptions; see e.g., Remark 5.2 of [33].
B.2. Proof of Proposition B.1
It is clear that if R1, . . . , Rn are i.i.d. Rademacher random variables then
E
[
sup
1≤j≤p
n∑
i=1
Riyi,j
]
≤ inf
Y=Y (1)+Y (2)
{
E
[
sup
1≤j≤p
n∑
i=1
Riy
(1)
i,j
]
+ sup
1≤j≤p
n∑
i=1
|y(2)i,j |
}
,
for any set of fixed numbers yi,j , 1 ≤ i ≤ n, 1 ≤ j ≤ p and decomposition Y = Y (1) + Y (2) of
Y = (yi,j). Recall the envelope
ξi = max
1≤j≤p
|xi,j |.
Now consider the decomposition
xi,j = xi,j1{ξi ≤ B}+ xi,j1{ξi > B} =: x(1)i,j + x(2)i,j .
Then we get
E
[
sup
1≤j≤p
n∑
i=1
Rixi,j
]
≤ E
[
sup
1≤j≤p
n∑
i=1
Rixi,j1{ξi ≤ B}
]
+ E
[
sup
1≤j≤p
n∑
i=1
|xi,j |1{ξi > B}
]
. E
 sup
1≤j≤p
(
n∑
i=1
x2i,j1{ξi ≤ B}
)1/2√log p+ n∑
i=1
E [ξi1{ξi > B}]
≤ E
 sup
1≤j≤p
(
n∑
i=1
x2i,j1{ξi ≤ B}
)1/2√log p+B−q+1 n∑
i=1
E [ξqi ] .
By Lemma 9 of [14], we get
E
[
sup
1≤j≤p
n∑
i=1
x2i,j1{ξi ≤ B}
]
≤ sup
1≤j≤p
n∑
i=1
E[x2i,j ] +B2 log p,
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and hence
E
 sup
1≤j≤p
(
n∑
i=1
x2i,j1{ξi ≤ B}
)1/2 ≤ sup
1≤j≤p
E1/2
[
n∑
i=1
x2i,j
]
+B
√
log p.
Substituting this in the above bound for E[supj
∑n
i=1Rixi,j ] yields
E
[
sup
1≤j≤p
n∑
i=1
Rixi,j
]
≤
√
log p sup
j
E1/2
[
n∑
i=1
x2i,j
]
+B log p+B−q+1
n∑
i=1
E[ξqi ].
Taking B = (log p)−1/q(
∑n
i=1 E[ξ
q
i ])
1/q we get
E
[
sup
1≤j≤p
n∑
i=1
Rixi,j
]
≤
√
log p sup
j
E1/2
[
n∑
i=1
x2i,j
]
+ (log p)
1−1/q
(
n∑
i=1
E[ξqi ]
)1/q
.
Appendix C: A refined peeling result
In this section, we prove a new peeling result. The result is a key component in the proofs of the
rate results (Theorems 2.1, 3.1, and 4.1) in the paper. It is this refinement that helps us prove fast
rates of convergence of the LSE in previously inaccessible cases. Before stating the result, we will
introduce some notations. Let
fˆ := arg min
f∈F
Mn(f) where Mn(f) :=
1
n
n∑
i=1
(Yi − f(Xi))2
and
T (f ; ,X) := 2(f − f0)(X)− (f − f0)2(X). (26)
Furthermore, let U : R× χ× R→ R be such that
sup
f :‖f−f0‖≤δ
|T (f ; ,X)| ≤ U(,X; δ), (27)
for all values of , X, and δ. If Φ := supf∈F ‖f‖∞, then a trivial choice is U(,X; δ) = 4(|| + Φ)Φ
(we use this choice in the proof of Theorem 2.1). Now for any B > 0, let
TB(f ; ,X, δ) := T (f ; ,X)1{U(,X; δ) ≤ B}.
Theorem C.1 below is useful because it provides tail bounds for ‖fˆ − f0‖ in terms of upper bounds
on a bounded (note that T (·; ·, ·, ·) is unbounded while TB(·; ·, ·, ·) is bounded) empirical process and
most existing maximal inequalities provide upper bounds for only bounded empirical processes.
Theorem C.1. (Peeling with truncation) Suppose f0 ∈ F , Φ := supf∈F ‖f‖∞, and there exists a
real valued function φn(·; ·) such that
sup
{f :‖f−f0‖≤δ}
ET 2B(f ; ε,X, δ) ≤ 4(σ + Φ)2δ2
and
E
[
sup
δ/2≤‖f−f0‖≤δ
Gn(TB(f ; ,X, δ))
]
≤ φn(δ;B), (28)
for every n and any δ,B > 0. Further, if there exists γ ≥ 2 and sγ(·) such that
E [Uγ(,X; δ)] ≤ sγ(δ). (29)
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Then for any positive D, εn, and {Bk}∞k=1, β ≥ 1, and n ≥ 1 we have
P
(
‖fˆ − f0‖ ≥ Dεn
)
≤
(
C√
n(Dεn)2
)β ∞∑
k=1
φβn(2
kDεn, Bk)
22kβ
+
(
8C
√
β(σ + Φ)√
n(Dεn)
)β
+
(
Cβ
n(Dεn)2
)β ∞∑
k=1
Bβk
22kβ
+
16
(Dεn)2
∞∑
k=0
sγ(2
kDεn)
22kBγ−1k
,
(30)
for some universal constant C.
Remark C.1. Shen and Wong [44] propose an iterative (non-dyadic) version of the dyadic peeling
argument presented here. After a thorough investigation, we have found that their approach does not
lead to better rates.
Proof. The proof follows along the standard peeling argument [55, Theorem 3.2.5]. But the crucial
observation here is that the empirical processes involved here are not bounded and thus to be able
to apply the rich literature of maximal inequalities we truncate the empirical process involved in the
peeling step. The proof is split into 3 main steps.
Step 1: Peeling and truncation. From the definition of fˆ , it follows that
P
(
‖fˆ − f0‖ ≥ Dεn
)
≤ P
(
sup
‖fˆ−f0‖≥Dεn
Mn(f0)−Mn(f) ≥ 0
)
≤ P
( ∞⋃
k=0
{
sup
f∈Ak
Mn(f0)−Mn(f) ≥ 0
})
,
where
Ak = {f : 2k−1Dεn ≤ ‖f − f0‖ ≤ 2kDεn}.
From the definition of f0, we obtain
E [Mn(f)−Mn(f0)] = E
[
f2(X)− 2Y (f(X)− f0(X))− f20 (X)
]
= ‖f − f0‖2, (31)
as E(Y |X) = f0(X). Thus
P
(
‖fˆ − f0‖ ≥ Dεn
)
≤ P
( ∞⋃
k=1
{
sup
f∈Ak
Gn(T (f ; ,X)) ≥
√
n(2k−1Dεn)2
})
.
Observe that T is unbounded. To control the tail probabilities, we will truncate T at a sequence
{Bk}∞k=1. Thus
P
(
‖fˆ − f0‖ ≥ Dεn
)
≤ P
( ∞⋃
k=1
{
sup
f∈Ak
Gn(TBk(f ; ,X, 2kDεn)) ≥
√
n(2k−1Dεn)2/2
})
+ P
( ∞⋃
k=1
{
sup
f∈Ak
Gn(T (f ; ,X)− TBk(f ; ,X, 2kDεn)) ≥
√
n(2k−1Dεn)2/2
})
=: P1 + P2.
Observe that P1 corresponds to the bounded part and P2 corresponds to the unbounded part.
Step 2: The unbounded part. To bound P2, observe that by definition of U(·, ·; ·)
sup
f∈Ak
|T (f ; ,X)| ≤ U(,X; 2kDεn).
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Therefore, for any f ∈ Ak, we have
|Gn(T (f ; ,X)− TBk(f ; ,X))| ≤
√
n(Pn + P )|T (f ; ,X)|1{U(,X; 2kDεn) ≥ Bk}
≤ √n(Pn + P )U(,X; 2kDεn)1{U(,X; 2kDεn) ≥ Bk},
and hence,
P2 = P
( ∞⋃
k=1
{
sup
f∈Ak
Gn(T (f ; ,X)− TBk(f ; ,X, 2kDεn)) ≥
√
n(2k−1Dεn)2/2
})
≤
∞∑
k=1
P
(
sup
f∈Ak
Gn(T (f ; ,X)− TBk(f ; ,X, 2kDεn)) ≥
√
n(2k−1Dεn)2/2
)
≤
∞∑
k=1
1√
n(2k−1Dεn)2/2
E
(
sup
f∈Ak
Gn(T (f ; ,X)− TBk(f ; ,X, 2kDεn))
)
≤
∞∑
k=1
1√
n(2k−1Dεn)2/2
E
(√
n(Pn + P )U(,X; 2kDεn)1{U(,X; 2kDεn) ≥ Bk}
)
≤
∞∑
k=1
4E
[
U(,X; 2kDεn)1{U(,X; 2kDεn) ≥ Bk}
]
(2k−1Dεn)2
.
However, by assumption (29), we have
E[U(,X; 2kDεn)1{U(,X; 2kDεn) ≥ Bk}] ≤ E[U
γ(,X; 2kDεn)]
Bγ−1k
≤ sγ(2
kDεn)
Bγ−1k
.
Thus
P2 ≤ 16
(Dεn)2
∞∑
k=1
sγ(2
kDεn)
22kBγ−1k
. (32)
Step 3: The bounded part. Now to bound P1, observe that
P1 ≤
∞∑
k=1
P
(
sup
f∈Ak
GnTBk(f ; ,X, 2kDεn) ≥
√
n(2k−1Dεn)2/2
)
.
We will use Markov’s inequality to bound each of the term on the right in the above display. For
any β ≥ 1, we have
P
(
sup
f∈Ak
GnTBk(f ; ,X, 2kDεn) ≥
√
n(2k−1Dεn)2
2
)
≤
8βE
[
supf∈Ak
∣∣GnTBk(f ; ,X, 2kDεn)∣∣β]
(
√
n(2kDεn)2)
β
.
Using Proposition 3.1 of [20], for every β ≥ 1,18 we get
E
[
sup
f∈Ak
∣∣GnTBk(f ; ,X, 2kDεn)∣∣β
]
≤ Cβφβn(2kDεn, Bk) + Cβββ/2 sup
f∈Ak
(
E
[
T 2Bk(f ; ,X, 2
kDεn)
])β/2
+ Cβ
ββ
nβ/2
E
[
max
1≤i≤n
sup
f∈Ak
|TBk(f ; i, Xi, 2kDεn)|β
]
≤ Cβ
[
φβn(2
kDεn, Bk) + β
β/2(σ +M)β(2kDεn)
β +
ββBβk
nβ/2
]
,
18We get non trivial bound for every β > 0 because TB(·; ·, ·, ·) uniformly bounded.
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where C is a universal constant. This is because by assumption of the theorem, we have
sup
f∈Ak
E
[
T 2Bk(f ; ,X, 2
kDεn)
] ≤ 4(σ + Φ)2(2kDεn)2
and |TBk(f ; i, Xi, 2kDεn)| ≤ Bk. Thus the above three displays combined with (32), we get
P
(
‖fˆ − f0‖ ≥ Dεn
)
≤
(
C√
n(Dεn)2
)β ∞∑
k=1
φβn(2
kDεn, Bk)
22kβ
+
(
8C
√
β(σ + Φ)√
n(Dεn)
)β ∞∑
k=1
1
2kβ
+
(
Cβ
n(Dεn)2
)β ∞∑
k=1
Bβk
22kβ
+
16
(Dεn)2
∞∑
k=1
sγ(2
kDεn)
22kBγ−1k
.
Appendix D: Proof of Theorem 2.1
The proof proof of Theorem 2.1 will be split into two steps. In the first step, we find φn(δ,B) satisfy-
ing the assumptions of Theorem C.1. In the second step we apply Theorem C.1 with an appropriate
choice of β, U , and sγ .
Finding φn(δ,B): We will find a choice for φn(δ,B) that satisfies (28). To find φn(·, ·), we will apply
Lemma 3.4.2 of [55]. Recall that
T (f ; ,X) = 2(f − f0)(X)− (f − f0)2(X),
Observe from the definition, we can choose the local envelope to be
U(,X, δ) := 2(||+ 2Φ)Fδ(X)
since it satisfies (27). Recall that TB(f ; ,X, δ) = T (f ; ,X)1{U(,X; δ) ≤ B}, where T is defined
in (26). Observe that by definition
‖TB(f ; ·, ·, δ)‖∞ ≤ B,
and for f satisfying ‖f − f0‖ ≤ δ,
P
(
T 2B(f ; ·, ·, δ)
) ≤ P (T 2(f ; ·, ·, δ)) ≤ 4σ2δ2 + 4Φ2δ2 = (2σ + 2Φ)2δ2.
Finally, from the calculations of Section 3.4.3.2 of [55] it follows that for any δ > 0, we have
N[ ](η, {TB(f ; ,X, δ) : f ∈ F}, ‖ · ‖) ≤ N[ ](η/(2σ + 2Φ),F , ‖ · ‖).
From Lemma 3.4.2 of [55], we get
E
[
sup
δ/2≤‖f−f0‖≤δ
Gn(TB(f ; ,X, δ))
]
≤ CJ[ ](
√
2(2σ + 2Φ)δ)
(
1 +
J[ ](
√
2(2σ + 2Φ)δ)B√
n(2σ + 2Φ)22δ2
)
,
where by (L2),
J[ ](β) =
∫ β
0
√
logN[ ](η, {TB(f ; ,X) : f ∈ F}, ‖ · ‖)dη
≤
∫ β
0
√
A(η/(2σ + 2Φ))−αdη
= A1/2(2σ + 2Φ)α/2β1−α/2/(1− α/2).
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Therefore J[ ](
√
2(2σ + 2Φ)δ) ≤ A1/223/2−α/4(2σ + 2Φ)δ1−α/2/(2− α) and
E
[
sup
δ/2≤‖f−f0‖≤δ
Gn(TB(f ; ,X, δ))
]
≤ CA
1/2(σ + Φ)δ1−α/2
2− α + C
Aδ2−αB
(2− α)2√nδ2
≤ CA1/2 (σ + Φ)δ
1−α/2
2− α + CAB
δ−α
(2− α)2√n
:= φn(δ,B).
With φn(·, ·) defined, we will apply Theorem C.1 to find the tail probability bound.
Application of Theorem C.1: To apply Theorem C.1, we need β, γ, and sγ(δ). From assump-
tion (6), we can choose
γ = q and sq(δ) = E
(|U(,X, δ)|q) ≤ 4q‖(||+ Φ)Fδ‖qq ≤ 4qCqΦ2qδqs. (33)
then sq(δ) satisfies (29). We will chose β later. Theorem C.1 now implies that
P
(
‖fˆ − f0‖ ≥ Dεn
)
≤
(
C√
n(Dεn)2
)β ∞∑
k=1
φβn(2
kDεn, Bk)
22kβ
+
(
8C
√
β(σ + Φ)√
n(Dεn)
)β
+
(
Cβ
n(Dεn)2
)β ∞∑
k=1
Bβk
22kβ
+
16
(Dεn)2
∞∑
k=0
sq(2
kDεn)
22kBq−1k
,
≤
(
C√
n(Dεn)2
)β ∞∑
k=1
φβn(2
kDεn, Bk)
22kβ
+
(
8C
√
β(σ + Φ)√
n(Dεn)
)β
+
(
Cβ
n(Dεn)2
)β ∞∑
k=1
Bβk
22kβ
+
4q+2CqΦ2q
(Dεn)2
∞∑
k=1
(2kDεn)
qs
22kBq−1k
,
From the definition of φn(δ;B), write φn(δ;B) = A1(δ) +BA2(δ), where
A1(δ) :=
KA1/2(σ + Φ)δ1−α/2
(2− α) , and A2(δ) :=
KAδ−α
n1/2(2− α)2 . (34)
This implies
φβn(2
kDεn;Bk) ≤ 2βAβ1 (2kDεn) + 2βBβkAβ2 (2kDεn).
Hence
P
(
‖fˆ − f0‖ ≥ Dεn
)
≤
∞∑
k=1
(
CA1(2
kDεn)
22k
√
n(Dεn)2
)β
+
(
8C
√
β(σ + Φ)√
n(Dεn)
)β
+
∞∑
k=1
CβBβk
22kβ
(
β
n(Dεn)2
+
A2(2
kDεn)√
n(Dεn)2
)β
+
4q+2CqΦ2q
(Dεn)2
∞∑
k=1
(2kDεn)
qs
22kBq−1k
,
(35)
for a universal constant C. We now choose Bk to balance the summands of the last two terms
Bk
(
Cβ
n(2kDεn)2
+
CA2(2
kDεn)√
n(2kDεn)2
)
=
(
4q+2CqΦ2q
(2kDεn)2−qsB
q−1
k
)1/β
.
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Equivalently,
Bk =
(
Cβ
n(2kDεn)2
+
CA2(2
kDεn)√
n(2kDεn)2
)−β/(β+q−1)(
4q+2CqΦ2q
(2kDεn)2−qs
)1/(β+q−1)
. (36)
Hence the last two terms in (35) become
∞∑
k=1
4q+2CqΦ2q
(2kDεn)2−qs
(
4q+2CqΦ2q
(2kDεn)2−qs
)−(q−1)/(β+q−1)(
Cβ
n(2kDεn)2
+
CA2(2
kDεn)√
n(2kDεn)2
)β(q−1)/(β+q−1)
=
∞∑
k=1
(
4q+2CqΦ2q
(2kDεn)2−qs
)β/(β+q−1)(
Cβ
n(2kDεn)2
+
CA2(2
kDεn)√
n(2kDεn)2
)β(q−1)/(β+q−1)
=
∞∑
k=1
(
4q+2CqΦ2q
(2kDεn)2−qs
)β/(β+q−1)(
Cβ
n(2kDεn)2
+
CKA
n(2− α)2(2kDεn)2+α
)β(q−1)/(β+q−1)
,
(37)
where the last equality follows from the definition of A2(·) in (34). Substituting this in (35) and
using the definition of A1(·), we get
P
(
‖fˆ − f0‖ ≥ Dεn
)
≤
∞∑
k=1
(
CKA1/2(σ + Φ)√
n(2kDεn)1+α/2(2− α)
)β
+
(
8C
√
β(σ + Φ)√
n(Dεn)
)β
+
∞∑
k=1
[(
4q+2CqΦ2q
(2kDεn)2−qs
)(
Cβ
n(2kDεn)2
+
CKA
n(2− α)2(2kDεn)2+α
)(q−1)]β/(β+q−1)
≤
(
CKA1/2(σ + Φ)√
n(Dεn)1+α/2(2− α)
)β
+
(
8C
√
β(σ + Φ)√
n(Dεn)
)β
+
(
Cq−1βq−14q+2CqΦ2q
nq−1(Dεn)2−qs+2(q−1)
)β/(β+q−1)
+
(
(CKA)q−14q+2CqΦ2q
nq−1(2− α)2(Dεn)2−qs+(2+α)(q−1)
)β/(β+q−1)
.
(38)
In the inequalities above the constant C could be different in different lines. Now choose εn so that
the following inequalities are satisfied:
A1/2(σ + Φ)
√
nε
1+α/2
n
≤ 1 ⇔ εn ≥ A1/(2+α)(σ + Φ)2/(2+α)n−1/(2+α),
(σ + Φ)√
nεn
≤ 1 ⇔ εn ≥ (σ + Φ)n−1/2,
CqΦ2q
nq−1εq(2−s)n
≤ 1 ⇔ εn ≥ C1/(2−s)Φ2/(2−s)n−(q−1)/(q(2−s)),
Aq−1CqΦ2q
nq−1ε2−qs+(2+α)(q−1)n
≤ 1 ⇔ εn ≥ (Aq−1CqΦ2q)1/(2−qs+(2+α)(q−1))n−1/(2+α+(2−qs)/(q−1)).
Take
εn := max
{
(σ + Φ)2/(2+α)
(nA−1)1/(2+α)
,
(σ + Φ)
n1/2
,
C1/(2−s)Φ2/(2−s)
n(q−1)/(q(2−s))
,
(Aq−1CqΦ2q)1/(2−qs+(2+α)(q−1))
n1/(2+α+(2−qs)/(q−1))
}
,
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for which, the tail bound becomes
P(‖fˆ − f0‖ ≥ Dεn) ≤
(
CK
D1+α/2(2− α)
)β
+
(
8C
√
β
D
)β
+
(
Cq−1βq−14q+2
Dq(2−s)
)β/(β+q−1)
+
(
(CK22−α)q−14q+2
(2− α)2D2−qs+(2+α)(q−1)
)β/(β+q−1)
.
Take β such that β ≥ q and βq(2− s)/(β + q − 1) ≥ q or equivalently β ≥ max{q, (q − 1)/(1− s)}.
In case s = 1, fix any η > 0 and take β such that β ≥ q and βq/(β + q − 1) = q − η or equivalently
β ≥ max{q, (q − 1)(q − η)/η}. This would imply that for all D > 0,
P(‖fˆ − f0‖ ≥ Dεn) ≤ CD−q+η1{s=1}, (39)
for a constant C > 0 depending only on q, s, α, and η. Because A ≥ 1, ε−1n is equal to rn in (8).
D.1. Additional log factors in (6)
Suppose Fδ and  do not satisfy (6) but satisfy∥∥(||+ Φ)Fδ(X)∥∥q ≤ CΦ2δs logν(1/δ).
Then, by modifying sq in (33) and incorporating the changes in (35), (36), and (37), it can be shown
that fˆ will satisfy the following modification of (38),
P
(
‖fˆ − f0‖ ≥ Dεn
)
≤
(
CKA1/2(σ + Φ)√
n(Dεn)1+α/2(2− α)
)β
+
(
8C
√
β(σ + Φ)√
n(Dεn)
)β
+
(
Cq−1βq−14q+2CqΦ2q(log(1/Dn))ν
nq−1(Dεn)2−qs+2(q−1)
)β/(β+q−1)
+
(
(CKA)q−14q+2CqΦ2q(log(1/Dn))ν
nq−1(2− α)2(Dεn)2−qs+(2+α)(q−1)
)β/(β+q−1)
.
We will now chose εn that satisfies the following inequalities
A1/2(σ + Φ)
√
nε
1+α/2
n
≤ 1 ⇔ εn ≥ A1/(2+α)(σ + Φ)2/(2+α)n−1/(2+α),
(σ + Φ)√
nεn
≤ 1 ⇔ εn ≥ (σ + Φ)n−1/2,
CqΦ2q(log(1/n))
ν
nq−1εq(2−s)n
≤ 1 ⇔ εn ≥ C1/(2−s)Φ2/(2−s)n−(q−1)/(q(2−s))(log n)ν/(q(2−s)),
Aq−1CqΦ2q(log(1/n))ν
nq−1ε2−qs+(2+α)(q−1)n
≤ 1 ⇔ εn ≥ (Aq−1CqΦ2q(log n)ν)1/(2−qs+(2+α)(q−1))n−1/(2+α+(2−qs)/(q−1)).
Thus by choosing the β as before, we have that fˆ will satisfy (39) with
εn := max
{
(σ + Φ)2/(2+α)
(nA−1)1/(2+α)
,
C1/(2−s)Φ2/(2−s)
[n(q−1)(logn)−ν ]1/(q(2−s))
,
(
Aq−1Φ2q(logn)ν
nq−1
)1/(2−qs+(2+α)(q−1))}
. (40)
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Appendix E: Proof of Theorem 3.1
As in the proof of Theorem 2.1, we will first find an appropriate φn(δ,B). We will use the maximal
inequality derived in Proposition B.1 in conjunction with generic chaining [48] to find this. Recall
that T (f ; ,X) := 2(f−f0)(X)−(f−f0)2(X). By symmetrization and contraction (Theorem 3.1.21
and Corollary 3.2.2 of [21], respectively), we get that
φn(δ,B) ≤ E
(
sup
f∈Fδ
GnT (f ; ,X, δ)
)
≤ E
(
sup
f∈Fδ
Gn(+ 16Φ)(f − f0)
)
.
Define a stochastic process X(·) on F as
X(f) := Gn(+ 16Φ)(f − f0).
We will now bound E(supf∈Fδ X(f)). Let {f0} = S0 ⊂ S1 ⊂ · · · ⊂ Sm ⊂ · · · be a sequence of
incremental subsets of Fδ. We take these sets Si so that log |Si+1| ≤ 2i+1. Let ε2,i denote the smallest
ε so that logN(ε2,i,Fδ, ‖ · ‖) ≤ 2i and ε∞,i denote the smallest ε so that logN(ε∞,i,Fδ, ‖ · ‖∞) ≤ 2i.
Now set Ai = {f1, . . . , f22i } as the ε2,i-net of Fδ with respect to ‖ · ‖ and Bi = {g1, . . . , g22i} as the
ε∞,i-net of Fδ with respect to ‖ · ‖∞. Define the partition of Fδ by
{B2(fj , ε2,i) ∩B∞(gk, ε∞,i) : 1 ≤ j, k ≤ 22i}.
The number of sets in this partition is bounded above by (22
i
)2 = 22
i+1
. Take Si+1 ⊂ Fδ of cardinality
at most 22
i+1
by taking one element in each of B2(fj , ε2,i) ∩B∞(gk, ε∞,i) for all 1 ≤ j, k ≤ 22i . For
any f ∈ Fδ, we let piif be the element in Si that is closest to f so that
max
f∈Fδ
‖f − piif‖ ≤ ε2,i−1 and max
f∈Fδ
‖f − piif‖∞ ≤ ε∞,i−1.
Using these piif , we can write
X(f)−X(f0) =
∑
i≥1
{X(piif)−X(pii−1f)}.
Thus
E
[
sup
f∈Fδ
X(f)
]
= E
[
sup
f∈Fδ
[X(f)−X(f0)]
]
≤
∑
t≥1
E
[
sup
f∈Fδ
{X(pitf)−X(pit−1f)}
]
.
By symmetrization, for every t ≥ 1 we have
E
[
sup
f∈Fδ
|X(pitf)−X(pit−1f)|
]
= E
[
sup
f∈Fδ
∣∣∣Gn(+ 16Φ)[pitf − pit−1f ]∣∣∣] (41)
≤ 2 1√
n
E
[
sup
f∈Fδ
∣∣∣ n∑
i=1
Ri(i + 16Φ)[pitf(Xi)− pit−1f(Xi)]
∣∣∣].
Observe that the number of possible pairs (pitf, pit−1f) is bounded by |St||St−1|. Let Nt+1 = 22t+1
and {(gj , hj)}Ntj=1 denote all such pairs. Thus in (41), the supremum is over a finite set. Thus
1√
n
E
[
sup
f∈Fδ
∣∣∣ n∑
i=1
Ri(i + 16Φ)[pitf(Xi)− pit−1f(Xi)]
∣∣∣]
≤ 1√
n
E
[
max
1≤j≤Nt+1
∣∣∣ n∑
i=1
Ri(i + 16Φ)[gj(Xi)− hj(Xi)]
∣∣∣] . (42)
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To bound the above expectation, we will use the maximal inequality in Proposition B.1 with
xi,j = (i + 16Φ)[gj(Xi)− hj(Xi)] and ξi := max
1≤j≤Nt+1
|(i + 16Φ)[gj(Xi)− hj(Xi)]|.
Observe that
E
[
n∑
i=1
x2i,j
]
≤ E
[
n∑
i=1
(i + 16Φ)[gj(Xi)− hj(Xi)]2
]
≤ (σ + 16Φ)2n‖gj − hj‖
and
E[ξqi ] = E
[∣∣∣(i + 16Φ)q max
1≤j≤Nt+1
[gj(Xi)− hj(Xi)]q
∣∣∣] ≤ (‖‖q + 16Φ)q max
1≤j≤Nt+1
‖gj − hj‖q∞.
Thus by Proposition B.1, we have that
1√
n
E
[
max
1≤j≤Nt+1
∣∣∣ n∑
i=1
Ri(i + 16Φ)[gj(Xi)− hj(Xi)]
∣∣∣]
≤ (σ + 16Φ)
√
logNt+1 max
1≤j≤Nt+1
‖gj − hj‖
+ (logNt+1)
1−1/q
n1/q−1/2(‖‖q + 16Φ) max
1≤j≤Nt+1
‖gj − hj‖∞.
(43)
We will now bound max1≤j≤Nt+1 ‖gj−hj‖ and max1≤j≤Nt+1 ‖gj−hj‖∞. By definition of {(gj , hj)}Ntj=1,
we have that
max
1≤j≤Nt+1
‖gj − hj‖ = sup
f∈Fδ
‖pitf − pit−1f‖ ≤ sup
f∈Fδ
‖f − pitf‖+ sup
f∈Fδ
‖f − pit−1f‖ ≤ 2ε2,t−2.
Similarly, we also have
max
1≤j≤Nt+1
‖gj − hj‖∞ ≤ 2ε∞,t−2.
Thus combining (41), (42), and (43), we have that
∑
i≥1
E
[
sup
f∈Fδ
|X(piif)−X(pii−1f)|
]
. (σ + Φ)
∑
t≥1
ε2,t−2
√
logNt+1
+
‖‖q + Φ
n1/2−1/q
∑
t≥1
ε∞,t−2(logNt+1)1−1/q
. (σ + Φ)
∑
t≥1
2t/2ε2,t−2 +
‖‖q + Φ
n1/2−1/q
∑
t≥1
2t(1−1/q)ε∞,t−2,
where ε2,−1 = δ and ε2,−1 = ‖Fδ‖∞. Thus
E
(
sup
f∈Fδ
GnT (f ; ,X, δ)
)
≤
∑
i≥1
E
[
sup
f∈Fδ
|X(piif)−X(pii−1f)|
]
. (σ + Φ)
(
δ +
∑
t≥2
2t/2ε2,t−2
)
+
‖‖q + Φ
n1/2−1/q
(
‖Fδ‖∞ +
∑
t≥2
2t(1−1/q)ε∞,t−2
)
. (σ + Φ)
(
δ +
∑
t≥0
2t/2ε2,t
)
+
‖‖q + Φ
n1/2−1/q
(
‖Fδ‖∞ +
∑
t≥0
2t(1−1/q)ε∞,t
)
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By (2.37) of [49, Page 22], we have that∑
t≥0
2t/2ε2,t ≤
∫ δ
0
√
logN(η,Fδ, ‖ · ‖) dη and
∑
t≥0
2t/2ε∞,t ≤
∫ ‖Fδ‖∞
0
{logN(η,Fδ, ‖ · ‖∞)}1−1/q dη.
Thus if logN(η,Fδ, ‖ · ‖∞) ≤ Aη−α for some α ∈ [0, 2). Then∑
t≥0
2t/2ε2,t ≤ A1/2δ1−α/2/(1− α/2)
and if α(1− 1/q) < 1 then ∑
t≥0
2t/2ε∞,t ≤ A1−1/q‖Fδ‖1−α(1−1/q)∞ .
Thus if α(1− 1/q) < 1, then
Φn(δ,B) ≤ C(σ + Φ)
(
δ +
A1/2δ1−α/2
1− α/2
)
+ C
‖‖q + Φ
n1/2−1/q
(
‖Fδ‖∞ +A1−1/q‖Fδ‖1−α(1−1/q)∞
)
(44)
≤ C(σ + Φ)
(
δ +
A1/2δ1−α/2
1− α/2
)
+ C
‖‖q + Φ
n1/2−1/q
(
Φ1−sδs +A1−1/q(Φ1−sδs)1−α(1−1/q)
)
.
Application of Theorem C.1: To apply Theorem C.1, we need β, γ, and sγ(δ). From assump-
tion (10), we can choose
γ = q and sq(δ) = E
(|U(,X, δ)|q) ≤ 4q‖(||+ Φ)Fδ‖qq ≤ CΦq+q(1−s)δqs.
then sq(δ) satisfies (29). We will chose β later. Thus by (30), we have that
P
(
‖fˆ − f0‖ ≥ Dεn
)
≤
(
C√
n(Dεn)2
)β ∞∑
k=1
φβn(2
kDεn, Bk)
22kβ
+
(
8C
√
β(σ + Φ)√
n(Dεn)
)β
+
(
Cβ
n(Dεn)2
)β ∞∑
k=1
Bβk
22kβ
+
16
(Dεn)2
∞∑
k=0
sq(2
kDεn)
22kBq−1k
≤
(
C√
n(Dεn)2
)β ∞∑
k=1
φβn(2
kDεn, Bk)
22kβ
+
(
8C
√
β(σ + Φ)√
n(Dεn)
)β
+
(
Cβ
n(Dεn)2
)β ∞∑
k=1
Bβk
22kβ
+
4q+2CqΦ2q
(Dεn)2
∞∑
k=1
(2kDεn)
qs
22kBq−1k
.
(45)
We will now choose Bk to minimize the upper bound and then choose the smallest εn such that the
right hand side is a does not depend on n and goes to zero as D increases to infinity. Substituting (44)
in the probability bound (45), we get
P
(
‖fˆ − f0‖ ≥ Dεn
)
≤
∞∑
k=1
(
CA1(2
kDεn)
22k
√
n(Dεn)2
)β
+
(
8C
√
β(σ + Φ)√
n(Dεn)
)β
+
∞∑
k=1
CβBβk
22kβ
(
β
n(Dεn)2
)β
+
4q+2CqΦ2q
(Dεn)2
∞∑
k=1
(2kDεn)
qs
22kBq−1k
,
(46)
for some universal constant C and
A1(δ) := C(σ + Φ)
(
δ +
A1/2δ1−α/2
1− α/2
)
+ C
‖‖q + Φ
n1/2−1/q
(
Φ1−sδs +A1−1/q(Φ1−sδs)1−α(1−1/q)
)
. (47)
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We now see that the choice of Bk that balances the summands of the last two terms is
Bk =
(
Cβ
n(2kDεn)2
)−β/(β+q−1)(
4q+2CqΦ2q
(2kDεn)2−qs
)1/(β+q−1)
.
Hence the last two terms in (46) become
∞∑
k=1
4q+2CqΦ2q
(2kDεn)2−qs
(
4q+2CqΦ2q
(2kDεn)2−qs
)−(q−1)/(β+q−1)(
Cβ
n(2kDεn)2
)β(q−1)/(β+q−1)
=
∞∑
k=1
(
4q+2CqΦ2q
(2kDεn)2−qs
)β/(β+q−1)(
Cβ
n(2kDεn)2
)β(q−1)/(β+q−1)
Substituting this in the probability bound in (46) and simplifying, we obtain
P
(
‖fˆ − f0‖ ≥ Dεn
)
≤
∞∑
k=1
(
CA1(2
kDεn)
22k
√
n(Dεn)2
)β
+
(
8C
√
β(σ + Φ)√
n(Dεn)
)β
+
∞∑
k=1
(
4q+2CqΦ2q
(2kDεn)2−qs
)β/(β+q−1)(
Cβ
n(2kDεn)2
)β(q−1)/(β+q−1)
.
Now we use the definitions of A1(·) in (47), to get
P
(
‖fˆ − f0‖ ≥ Dεn
)
≤
∞∑
k=1
(
C(σ + Φ)√
n(2kDεn)
)β
+
∞∑
k=1
(
C
√
A(σ + Φ)
(1− α/2)√n(2kDεn)1+α/2
)β
+
∞∑
k=1
C
(
Φ1−s(‖‖q + Φ)
n1−1/q(2kDn)2−s
)β
+
∞∑
k=1
C
(
A1−1/qΦ(1−s)(1−α(1−1/q))(‖‖q + Φ)
n1−1/q(2kDn)2−s+αs(1−1/q)
)β
+
(
C
√
β(σ + Φ)√
n(Dεn)
)β
+
∞∑
k=1
(
Φ2qβq−1
nq−1(2kDεn)2q−qs
)β/(β+q−1)
≤
(
C
√
A(σ + Φ)21−α/2
(1− α/2)√n(Dεn)1+α/2
)β
+ C
(
Φ1−s(‖‖q + Φ)
n1−1/q(Dn)2−s
)β
+
(
A1−1/qΦ(1−s)(1−α(1−1/q))(‖‖q + Φ)
n1−1/q(Dn)2−s+αs(1−1/q)
)β
+
(
8C
√
β(σ + Φ)√
n(Dεn)
)β
+
(
Φ2qβq−1
nq−1(Dεn)2q−qs
)β/(β+q−1)
.
We now choose εn so that the following inequalities are satisfied:
A1/2(σ + Φ)
n1/2ε
1+α/2
n
≤ 1 ⇔ εn ≥ A
1/(2+α)(σ + Φ)2/(2+α)
n1/(2+α)
,
Φ1−s(‖‖q + Φ)
n1−1/q(Dn)2−s
≤ 1 ⇔ εn ≥ Φ
n(q−1)/q(2−s)
,
A1−1/qΦ(1−s)(1−α(1−1/q))(‖‖q + Φ)
n1−1/q(Dn)2−s+αs(1−1/q)
≤ 1 ⇔ εn ≥
(
Aq−1Φ(2q−qs+αs(q−1)−α(q−1))
nq−1
)1/(2q−qs+αs(q−1))
,
σ + Φ√
nεn
≤ 1 ⇔ εn ≥ (σ + Φ)
n1/2
,
CqΦ2q
nq−1ε2q−qsn
≤ 1 ⇔ εn ≥ Φ
2/(2−s)
n(q−1)/(q(2−s))
.
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Define
εn := max
{
(σ + Φ)2/(2+α)
(nA−1)1/(2+α)
,
(σ + Φ)
n1/2
,
Φ2/(2−s)
n(q−1)/(q(2−s))
,
(
Aq−1Φ(q(2−s)+αs(q−1)−α(q−1))
nq−1
)1/(q(2−s)+αs(q−1))}
.
From the definition of εn, the probability bound simplifies to
P
(
‖fˆ − f0‖ ≥ Dεn
)
≤ D−β(1+α/2) +D−β(2−s) +D−(2−s+αs(1−1/q))β + ββD−β + β
β(q−1)/(β+q−1)
D[(2q−qs)β]/(β+q−1)
.
Choose β such that β ≥ q and [(2q−qs)β]/(β+q−1) ≥ q or equivalently β ≥ max{q, (q−1)/(1−s)}.
If s = 1 choose β such that β ≥ q − η and [(2− q)β + 2β(q − 1)]/(β + q − 1) ≥ q − η or equivalently
β = max{q − η, (q − 1)(q − η)/η}. This choice of β implies that
P(‖fˆ − β0‖ ≥ Dεn) ≤ CqD−q+η1{s=1},
for a constant C > 0 depending only on q, s, α, and η. Because A ≥ 1, rn = ε−1n .
Appendix F: Proof of Theorem 4.1
Just as in the proofs of the earlier theorems, we will first find an appropriate φn(·, ·) and then apply
Theorem C.1 with the right choice of β and s2(·); γ = 2 here. Note that by definition of Φ and Fδ,
we have that
U(,X, δ) := 2(||+ Φ)Fδ
satisfies (27). Recall that for this theorem, we have assumed that  has only two moments and
E(2) ≤ σ2. The following lemma proved in Section F.1 finds the bound φn(·, ·) for various values of
δ and B.
Lemma F.1 (Bound on φn(·, ·)). Let Φ(·, ·) be as defined in (28). If  and F satisfy the assumptions
of Theorem 4.1, then there exists a constant depending only on α ≥ 0 and β > 0 such that
1. If α ∈ [0, 2) and β ≥ 0, then
φn(δ,B) ≤ CA1/2(σ + Φ)Φδs, for every δ,B > 0. (48)
2. If α = 2 and β = 0, then
φn(δ,B) ≤ CA1/2(σ + Φ)Φδs log
(
A−1n
)
, for all n ≥ A and every δ,B > 0. (49)
3. If α > 2 and β = 0, then
φn(δ,B) ≤ CA1/αn1/2−1/α(σ + Φ)Φδs, for all n ≥ A and every δ,B > 0. (50)
Application of Theorem C.1: To apply Theorem C.1, we need β, γ, and sγ(δ). If we choose
β = γ = 2 and s2(δ) = E
(|U(,X, δ)|2) ≡ 22σ2Φ2δ2s,
then sq(δ) satisfies (29). Thus by (30), we have that
P
(
‖fˆ − f0‖ ≥ Dεn
)
≤
(
C√
n(Dεn)2
)2 ∞∑
k=1
φ2n(2
kDεn, Bk)
24k
+
(
C
√
2(σ + Φ)√
nDεn
)2 ∞∑
k=1
1
22k
+
(
2C
n(Dεn)2
)2 ∞∑
k=1
B2k
24k
+
16
(Dεn)2
∞∑
k=0
s2(2
kDεn)
22kBk
.
(51)
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We will now choose {Bk} so as to minimize the right hand side. In contrast to the earlier proofs the
φn(δ,B) obtained in Lemma F.1 do not depend on B. Thus the choice of {Bk} that minimizes the
bound in (51) is the value for which the last two terms are equal order for every k ≥ 0, i.e.,(
1
n(Dεn)2
)2
B2k
24k
=
σ2Φ2
(Dεn)2
(2kDεn)
2s
22kBk
.
Thus, we choose
Bk =
[
n2(Dεn)
2(2+s)σ2Φ222k(1+2s)
]1/3
.
Then (
2C
n(Dεn)2
)2 ∞∑
k=1
B2k
24k
=
(
2C
n(Dεn)2
)2 [
n2(Dεn)
2(2+s)σ2Φ2
]2/3 ∞∑
k=1
1
28k(1−s)/3
=
4C2σ3Φ3
n2/3(Dεn)4(2−s)/3
.
Substituting this in (51), we get
P
(
‖fˆ − f0‖ ≥ Dεn
)
≤
(
C√
n(Dεn)2
)2 ∞∑
k=1
φ2n(2
kDεn, Bk)
24k
+
(
C
√
2(σ + Φ)√
nDεn
)2
+ C
4C2σ3Φ3
n2/3(Dεn)4(2−s)/3
≤ C
[(
1√
n(Dεn)2
)2 ∞∑
k=1
φ2n(2
kDεn, Bk)
24k
+
(
(σ + Φ)√
nDεn
)2
+
σ3Φ3
n2/3(Dεn)4(2−s)/3
]
, (52)
where C is a universal constant. We will now compute the bound in the (52) for all the three
cases in Lemma F.1 by substituting the appropriate values of φn(δ, ·). To aid in this calculation
observe that each of the bound on Φn(δ,B) in Lemma F.1 is of the form h(A,Φ, n, α, β)δ
s, where
h(A,Φ, n, α, β) is a function of it inputs. Thus (52) can be rewritten as
P
(
‖fˆ − f0‖ ≥ Dεn
)
≤ C
[(
1√
n(Dεn)2
)2 ∞∑
k=1
φ2n(2
kDεn, Bk)
24k
+
(
(σ + Φ)√
nDεn
)2
+
σ3Φ3
n2/3(Dεn)4(2−s)/3
]
≤ C
[(
h(A,Φ, n, α, β)√
n(Dεn)2
)2 ∞∑
k=1
(2kDεn)
2s
24k
+
(
(σ + Φ)√
nDεn
)2
+
σ3Φ3
n2/3(Dεn)4(2−s)/3
]
≤ C
[
h2(A,Φ, n, α, β)
n(Dεn)2(2−s)
+
(
(σ + Φ)√
nDεn
)2
+
σ3Φ3
n2/3(Dεn)4(2−s)/3
]
,
(53)
where the last inequality is true as s ≤ 1. We will find a bound on the tail probability of the LSE
and the upper bound on the rate of the LSE by substituting the appropriate h(A,Φ, n, α, β) for each
of the cases. We do this below.
Case 1: [α ∈ [0, 2) and β ≥ 0] Because we will allow A and Φ to depend on n and assume σ, α,
and β to be constants. We will assume that without loss of generality that σ ≤ Φ. Substituting (48)
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in (53), we have that
P
(
‖fˆ − f0‖ ≥ Dεn
)
≤ C
[{
A1/2Γ(1 + β/2)(1− α/2)1+β/2(σ + Φ)}2
n(Dεn)2(2−s)
+
(
(σ + Φ)√
nDεn
)2
+
σ3Φ3
n2/3(Dεn)4(2−s)/3
]
≤ C
[
AΦ2
n(Dεn)2(2−s)
+
Φ2
n(Dεn)2
+
Φ3
n2/3(Dεn)4(2−s)/3
]
,
where C is a constant depending only α, β, and σ. Now choose,
εn := max
{[
AΦ2
n
]1/2(2−s)
,
Φ√
n
,
[
Φ9/2
n
]1/2(2−s)}
(54)
With the above choice of , we have that
P
(
‖fˆ − f0‖ ≥ Dεn
)
≤ 3C
D4(2−s)/3
. (55)
If we fix A and Φ then it is clear that the rate of convergence of the LSE is no worse than n1/(2(2−s)).
Case 2: [α = 2 and β = 0] Because we will allow A and Φ to depend on n and assume σ to be a
constant. We will assume that without loss of generality that σ ≤ Φ. Substituting (49) in (53), we
have that
P
(
‖fˆ − f0‖ ≥ Dεn
)
≤ C
[{
A1/2(σ + Φ) log
(
A−1n
)}2
n(Dεn)2(2−s)
+
(
(σ + Φ)√
nDεn
)2
+
σ3Φ3
n2/3(Dεn)4(2−s)/3
]
≤ C
[
AΦ2 log2
(
A−1n
)
n(Dεn)2(2−s)
+
Φ2
n(Dεn)2
+
Φ3
n2/3(Dεn)4(2−s)/3
]
,
where C is a constant depending only α, β, and σ. Then it is easy to see that fˆ satisfies (55) if
εn := max
{[
AΦ2 log2
(
A−1n
)
n
]1/2(2−s)
,
Φ√
n
,
[
Φ9/2
n
]1/2(2−s)}
. (56)
If we fix A and Φ then it is clear that the rate of convergence of the LSE is no worse than
(
√
n/ log n)1/(2−s).
Case 3: [α > 2 and β = 0] Because we will allow A and Φ to depend on n and assume σ to be a
constant. We will assume that without loss of generality that σ ≤ Φ. Substituting (50) in (53), we
have that
P
(
‖fˆ − f0‖ ≥ Dεn
)
≤ C
[{
A1/α(σ + Φ)n1/2−1/α
}2
n(Dεn)2(2−s)
+
(
(σ + Φ)√
nDεn
)2
+
σ3Φ3
n2/3(Dεn)4(2−s)/3
]
≤ C
[
A2/αΦ2n1−2/α
n(Dεn)2(2−s)
+
Φ2
n(Dεn)2
+
Φ3
n2/3(Dεn)4(2−s)/3
]
,
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where C is a constant depending only α, β, and σ. Then it is easy to see that fˆ satisfies (55) if
εn := max
{[
A2/αΦ2
n2/α
]1/2(2−s)
,
Φ√
n
,
[
Φ9/2
n
]1/2(2−s)}
. (57)
As in the previous cases, if we fix A and Φ, the rate of convergence of the LSE is no worse than
n1/α(2−s).
Finally, for each of the above cases s ≤ 1, thus we have that ε−1n E‖fˆ − f0‖ = O(1).
F.1. Proof of Lemma F.1
The proof is based on the use of symmetrization by Rademacher variables followed by application of
the sub-Gaussian maximal inequality given by Corollary 2.2.8 of [55] conditionally on {(i, Xi), 1 ≤
i ≤ n}. Recall that
φn(δ;B) = E
[
sup
δ/2≤‖f−f0‖≤δ
Gn(TB(f ; ,X, δ))
]
.
By Symmetrization (Corollary 3.2.2 of [21]), we get
φn(δ;B) ≤ 2E
[
sup
f∈Fδ
1√
n
n∑
i=1
RiTB(f ; i, Xi, δ)
]
,
where R1, . . . , Rn are i.i.d. Rademacher random variables independent of (1, X1), . . . , (n, Xn). Now
by Lemma the A.1 of [45] (also see [11, Theorem 3.2]), we have
φn(δ;B) ≤ E
[
inf
γ≥0
4n1/2γ + 10
∫ ηn
γ
√
log(η, {TB(f) : f ∈ Fδ}, ‖ · ‖n)dη
]
, (58)
where ‖g‖2n := n−1
∑n
i=1 g
2(i, Xi), for g : R× χ→ R, and ηn := supf∈Fδ ‖TB(f)‖n. It is clear that
|TB(f1; ,X)− TB(f2; ,X)| ≤ (2||+ 4M)|f1(X)− f2(X)|1{U(,X; δ) ≤ B}. (59)
Define a measure Q on {X1, . . . , Xn} as
Q({Xi}) = (2|i|+ 4M)
2
1{U(i, Xi; δ) ≤ B}∑n
j=1(2|j |+ 4M)21{U(j , Xj ; δ) ≤ B}
, 1 ≤ i ≤ n.
From inequality (59), we get
‖TB(f1; ,X)− TB(f2; ,X)‖n ≤ ‖(2||+ 4M)1{U(,X; δ) ≤ B}‖n‖f1 − f2‖2,Q.
Thus it follows that for any η > 0,
logN(‖(2||+ 4M)1{U(,X; δ) ≤ B}‖nη, {TB(f)}, ‖ · ‖n)
≤ logN (η,Fδ, L2(Q)) ≤ A
(
η
‖Fδ‖2,Q
)−α
logβ
(‖Fδ‖2,Q
η
)
.
(60)
Hence using the fact ‖U(,X; δ)1{U(,X; δ) ≤ B}‖n = ‖(2||+4M)1{U(,X, δ) ≤ B}‖n‖Fδ‖2,Q, (60)
yields
logN(‖U(,X; δ)1{U(,X; δ) ≤ B}‖nη,Fδ, ‖ · ‖n) ≤ Aη−α logβ(1/η) for all η > 0.
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Substituting this bound in (58), we get
φn(δ;B) ≤ E
[
‖U(,X; δ)1{U(,X; δ) ≤ B}‖n inf
γ≥0
4
√
nγ + 10A1/2
∫ Θn
γ
η−α/2 logβ/2(1/η)dη
]
,
where Θn := supf∈Fδ ‖TB(f ; , δ)‖n/‖U(,X; δ)1{U(,X; δ) ≤ B}‖n. Because Θn ≤ 1 and the
infimum is a non-random quantity, we obtain
φn(δ;B) ≤ E [‖U(,X; δ)1{U(,X; δ) ≤ B}‖n]
[
inf
γ≥0
4
√
nγ + 10A1/2
∫ 1
γ
η−α/2 logβ/2(1/η)dη
]
≤ ‖U(,X; δ)‖
[
inf
γ≥0
4
√
nγ + 10A1/2
∫ 1
γ
η−α logβ/2(1/η)dη
]
≤ C(σ + Φ)ΦδsGn,
where C is a universal constant and
Gn := inf
γ≥0
√
nγ +A1/2
∫ 1
γ
η−α/2 logβ/2(1/η)dη.
We now complete the proof by bounding Gn separately in each of the three cases.
Proof of (48): If α < 2 and β > 0, then we can take γ = 0 in the infimum ofG(·) and using ∫ 1
0
η−α/2 logβ/2(1/η)dη <
∞, we get
φn(δ;B) ≤ CA1/2(σ + Φ)Φδs,
for a constant C > 0 depending only on α, β.
Proof of (49): If α = 2 and β = 0, taking γ = (A−1n)−1/2 yields
Gn ≤ A1/2 +A1/2
∫ 1
(A−1n)−1/2
η−1dη = 1 +A1/2 log(A−1/2n1/2) ≤ A1/2 log(A−1n),
and hence φn(δ;B) ≤ CA1/2(σ + Φ)Φδs log(A−1n).
Proof of (50): If α > 2 and β = 0, taking γ = (A−1n)−1/α yields
Gn ≤ A1/αn1/2−1/α +A1/2
∫ 1
A1/αn−1/α
η−α/2dη
= A1/αn1/2−1/α +
A1/2
α/2− 1 [(A
−1n)1/2−1/α − 1] ≤ CA1/αn1/2−1/α,
for some constant C > 0 depending only on α. Hence
φn(δ;B) ≤ CA1/αn1/2−1/α(σ + Φ)Φδs.
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