In this article, we study superconvergence of the finite element approximation to the solution of a general second-order elliptic boundary value problem in three dimensions over a fully uniform mesh of piecewise tensor-product linear triangular prism elements. First, we give the superclose property of the gradient between the finite element solution u h and the interpolant u. Second, we introduce a superconvergence recovery scheme for the gradient of the finite element solution. Finally, superconvergence of the recovered gradient is derived.
Introduction
Superconvergence of the gradient for the finite element approximation is a phenomenon whereby the convergent order of the derivatives of the finite element solutions exceeds the optimal global rate. Up to now, superconvergence is still an active research topic (see [-] ). Recently, we studied the superconvergence patch recovery (SPR) technique introduced by Zienkiewicz and Zhu [-] for the linear tetrahedral element and proved pointwise superconvergent property of the recovered gradient by SPR. For the linear tetrahedral element, Chen 
General elliptic boundary value problem and finite element discretization
We consider the model problem 
 is a rectangular block with boundary ∂ consisting of faces parallel to the x-, y-, and z-axes. We also assume that the given functions
, and
, which are usual partial derivatives. To discretize the problem, one proceeds as follows. The domain is firstly partitioned into subcubes of side h, and each of these is then subdivided into two triangular prisms. We denote by {T h } these uniform partitions as above. Thus¯ = e∈T hē. Obviously, we can
, where D and L represent a triangle parallel to the xy-plane and a one-dimensional interval parallel to the z-axes, respectively. We introduce a tensor-product linear polynomial space denoted by P, that is,
where P = P xy ⊗ P z , P xy stands for the linear polynomial space with respect to (x, y), and P z is the linear polynomial space with respect to z. The indexing set 
and (f , v) = fv dx dy dz.
Define the tensor-product linear triangular prism finite element space by
Thus, the finite element method of problem (.) is to find 
Gradient recovery and superconvergence
For v ∈ S h  ( ), we consider a SPR scheme of ∇v. We denote by R h the SPR-recovery operator for ∇v and begin by defining the point values of R h v at the element nodes. After the recovered values at all nodes are obtained, we construct a tensor-product linear interpolation by using these values, namely SPR-recovery gradient R h v.
Let us first assume that N is an interior node of the partition T h , and denote by ω the element patch around N containing  triangular prisms. Under the local coordinate system centered N , we let Q i (x i , y i , z i ) be the barycenter of a triangular prism e i ⊂ ω, i = , , . . . , . Obviously,
). SPR uses the discrete least-squares fitting to seek linear vector function
If N is a boundary node, we calculate R h v(N) by linear extrapolation from the values of R h v already obtained at two neighboring interior nodes, N  and N  (with diagonal directions being used for edge nodes and corner nodes) (see Figure ) . Namely, That is, 
Lemma . Let ω be the element patch around an interior node N , and u
Proof Denote by F :ê → e an affine transformation. Obviously, there exists an element e ∈ T h , using the triangle inequality and the Sobolev embedding theorem [] , and (.), such that
whereχ is a small patch of elements surrounding the triangular prism,ê. Due to the fact that forû quadratic overχ , 
