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A CONCATENATION CONSTRUCTION FOR PROPELINEAR
PERFECT CODES FROM REGULAR SUBGROUPS OF GA(r, 2)
I.YU.MOGILNYKH, F. I. SOLOV’EVA
Abstract. A code C is called propelinear if there is a subgroup of
Aut(C) of order |C| acting transitively on the codewords of C. In the
paper new propelinear perfect binary codes of any admissible length
more than 7 are obtained by a particular case of the concatenation
construction–1981 from [21] and the regular subgroups of the general
affine group of the vector space over GF (2).
Keywords: Hamming code, perfect code, concatenation construction,
propelinear code, Mollard code, regular subgroup, transitive action
1. Introduction
The vector space of dimension n over the Galois field F of two elements with
respect to the Hamming metric is denoted by Fn. The Hamming distance between
any two vectors x, y ∈ Fn is defined as the number of coordinates in which x and y
differ. The support of a vector x from Fn denoted by supp(x) is the collection of the
indices of its nonzero coordinate positions. The Hamming weight wt(x) of a vector
x is the size of its support. A code of length n is an arbitrary set of vectors of Fn
that are called codewords of C. The code distance of a code is the minimum value
of the Hamming distance between two different codewords from the code. A code
C is called perfect binary single-error-correcting (briefly perfect) if for any vector x
from Fn there exists exactly one vector y ∈ C at the Hamming distance not more
than 1 from the vector x. A perfect linear code is called the Hamming code. Adding
an overall parity check to all codewords of a code of length n we obtain the code
of length n+ 1 called extended code.
Let x be a binary vector of Fn, pi be a permutation of the coordinate positions
of vectors in Fn. Consider the transformation (x, pi) acting on a binary vector y by
the following rule:
(x, pi)(y) = x+ pi(y),
where pi(y) = (ypi−1(1), . . . , ypi−1(n)). The composition of two transformations (x, pi),
(y, pi′) is defined as follows
(x, pi) · (y, pi′) = (x+ pi(y), pi ◦ pi′),
where pi ◦ pi′ is the composition of permutations pi and pi′ defined as follows:
pi ◦ pi′(i) = pi(pi′(i))
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for any i ∈ {1, 2, . . . , n}. Define the automorphism group Aut(Fn) of Fn to be the
group of all such transformations (x, pi) w.r.t. the composition. The automorphism
group Aut(C) of a code C is the setwise stabilizer of C in Aut(Fn).
The symmetry group (also known as the permutation automorphism group) of
C is defined as Sym(C) = {pi ∈ Sn : pi(C) = C} w.r.t. the composition. A group
G acting on a set is called regular if the action is transitive and the order of G
coincides with the size of the set. A subgroup of the automorphism group of a code
is called regular if it acts regularly on the set of codewords of C. A code C is called
propelinear [18] if Aut(C) has a regular subgroup.
It is well-known that the supports of the codewords of weight 3 in any perfect code
containing the all-zero vector form Steiner triple system. A perfect code C is called
homogeneous if all Steiner triple systems of the codes C + y, y ∈ C are isomorphic.
The homogeneous perfect codes were introduced in [16]. Obviously, any propelinear
code is necessarily homogeneous. Despite of the existence of nonpropelinear homoge-
neous perfect codes for any length n, n ≥ 15 [14], the existence of a rich construction
of such codes remains to be an open problem.
Propelinear codes play an important role in the theory of optimal codes since
they are close to linear codes by several properties of their automorphism groups.
Nowadays there are known several classes of propelinear codes, among them are
Preparata and Kerdock codes [6], [19] Z4-linear Reed-Muller codes [11], Z4-linear
and Z2k -linear Hadamard codes [8] [9], etc.
Classical propelinear perfect codes are Z4-linear [8] and Z2Z4-linear codes [4].
It is known that propelinear perfect codes can be obtained by the Plotkin and
the Vasil’ev constructions [1, 8]. In [2] all transitive codes from [20] found by a
representation via the Phelps construction were proved to be propelinear. The
codes from [20] were later generalized by Krotov and Potapov in [10] who utilized
quadratic functions in the Vasil’ev construction. Note that the Vasil’ev construction
is generalized by the Mollard construction for propelinear perfect codes [1]. The
approaches of [20, 2, 10] gave exponential classes of propelinear codes (the best lower
bound was obtained in [10]) but all these codes are of small rank n− log(n+1)+1,
where n is the length of the codes. Moreover, the ranks of Z4-linear extended perfect
codes of length 2r do not exceed 2r − ⌈ r+12 ⌉, see [8] (an analogous result [18] holds
for the ranks of Z2Z4-linear perfect codes from [4]).
The question of finding propelinear perfect codes of large ranks was considered
in [5] and was based again on the Mollard construction. Therefore the problem of
finding new methods of constructing propelinear non-Mollard codes of large ranks
is open.
In the paper we obtain a new class of propelinear codes of varying ranks (including
prefull ranks) by exploiting a particular case of the concatenation construction
[21], see also [17], and the automorphisms of the regular subgroups of the general
affine group of F r. The paper is organized as follows. The construction is given in
Section 2. In Section 3 we investigate ranks and kernels of the obtained propelinear
codes and find a sufficient condition for these codes to be inequivalent to Mollard
propelinear codes. The discussion is continued in Section 4 where we construct
an infinite series of new propelinear perfect codes of prefull or preprefull ranks.
For this purpose we apply the direct product construction for regular subgroups
of the general affine group [13] to a regular subgroup of the general affine group
constructed by Hegedus in [7].
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2. Perfect propelinear concatenation codes
Let the coordinates of the vector space F 2
r
be indexed by the vectors from F r.
Define the following code:
H = {c ∈ F 2
r
:
∑
a:ca=1
a = 0r, wt(c) = 0(mod 2)}.
Below the all-zero vector 0r of length r is denoted by 0 and the length of the
vector will be always clear from the context. Given a code C and a coordinate
position the punctured code C′ is defined as the code whose codewords are obtained
by deleting the coordinate position in all codewords of C. The code obtained from
H by puncturing in the coordinate indexed by 0 w.r.t. the composition is denoted
by H′:
H′ = {c ∈ F 2
r
\ 0 :
∑
a:ca=1
a = 0}.
For an arbitrary vector a in F r the code H+ ea + e0 is denoted by Ha, here ea
is the vector in Fn with the only one nonzero position a, a ∈ F r. The code H is
an extended Hamming code and the collection of the cosets Ha, where a ∈ F
r, is a
partition of the set of all even weight vectors of F 2
r
into cosets of the code H.
Denote the general linear group that consists of nonsingular r × r matrices over
F by GL(r, 2). Consider an affine transformation (a,M), a ∈ F r,M ∈ GL(r, 2). Its
action on F r is defined as
(1) (a,M)(b) = a+Mb,
b ∈ F r. The composition of any two affine transformations (a,M) and (b,M ′)
is the transformation (a + bM,MM ′). The general affine group of the space F r
with elements {(a,M) : a ∈ F r,M ∈ GL(r, 2)} with respect to the composition is
denoted by GA(r, 2).
A subgroup G of a group GA(r, 2) is called regular if it is regular with respect
to the action (1) on the vectors of F r. The action of GA(r, 2) on the vectors of
F r is equivalent to the action of the automorphism group on the codewords of the
Hadamard code (the dual code to the Hamming code of length 2r − 1), see [13].
Therefore the regular subgroups of GA(r, 2) are in a one-to-one correspondence
with the regular subgroups of the automorphism group of the Hadamard code.
By definition for any regular subgroup G of the group GA(r, 2) there is a unique
affine transformation ga that maps 0 to a. Note that ga is (a,Ma) for some matrix
Ma in GL(r, 2). Since gagb = (ga(b),MaMb), we have
(2) Mga(b) = MaMb.
Let T be an automorphism of a group G. By τ we denote the permutation on
the vectors of F r induced by the automorphism T , i.e.
T (ga) = gτ(a).
Obviously we always have τ(0) = 0. Since T is an automorphism of G then by the
definition of τ we have (τ(ga(b)),Mτ(ga(b))) = T (gagb) = T (ga)T (gb) = gτ(a)gτ(b) =
(gτ(a)(τ(b)),Mτ(a)Mτ(b)).
Therefore the following equalities hold:
(3) τ(ga(b)) = gτ(a)(τ(b)),
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(4) Mτ(ga(b)) =Mτ(a)Mτ(b).
The concatenation of two vectors x ∈ F r
′
and y ∈ F r
′′
is denoted by x|y. For
codes C and D by C × D denote the code {x|y : x ∈ C, y ∈ D}. Let pi′, pi′′ be
permutations on the coordinate positions of F 2
r
′
and F 2
r
′′
respectively then by
pi′|pi′′ we denote the permutation acting on the concatenation x|y of the vectors
x ∈ F 2
r
′
and y ∈ F 2
r
′′
from F 2
r
as follows: (pi′|pi′′) (x|y) = pi′(x)|pi′′(y). Since the
coordinates are indexed by the binary vectors, the permutations pi′ and pi′′ could be
treated as bijections from F r
′
to F r
′
and from F r
′′
to F r
′′
respectively. In this case
pi′|pi′′ is the bijection from F r
′+r′′ to F r
′+r′′ such that (pi′|pi′′)(a|b) = pi′(a)|pi′′(b)
for a ∈ F r
′
, b ∈ F r
′′
.
Consider the following particular case of the concatenation construction [21] for
extended perfect codes:
(5) SH,τ =
⋃
a∈F r
Ha ×Hτ(a),
where τ is a bijection from F r to F r.
Theorem 1. Let G be a regular subgroup of GA(r, 2) and τ be the permutation
induced by an automorphism of the group G. Then the code SH,τ is a propelinear
extended perfect binary code of length 2r+1.
Proof. Given a matrix M from GL(r, 2) consider the permutation pi acting on the
vectors from F r as pi(b) =Mb. It is clear that this correspondence is an embedding
of GL(r, 2) into Sym(H). For an element ga = (a,Ma) of a regular subgroup G of
GA(r, 2) by pia we denote the permutation corresponding to the matrix Ma, i.e.
(6) pia(b) =Mab.
Consider the following set of automorphisms of F 2r:
Γ =
⋃
a∈F r
{(x|y, pia|piτ(a)) : x ∈ Ha, y ∈ Hτ(a)}.
We prove that SH,τ is a propelinear code by showing that Γ is a regular subgroup
of the automorphism group of the code SH,τ . Let us consider the composition
of two automorphisms (x|y, pia|piτ(a)) and (u|v, pib|piτ(b)) from Γ. We denote it by
(w|z, piapib|piτ(a)piτ(b)), where
w = x+ pia(u),
z = y + piτ(a)(v).
Since the code H is linear and pia(H) = H, u ∈ Hb = eb+e0+H we have w+H =
x+pia(u)+H = x+pia(eb+ e0)+H. Because x is in Ha = H+ ea+ e0, pia(e0) = e0
we obtain x + pia(eb + e0) +H = ea + pia(eb) +H. By (6), i.e. pia(eb) = eMab, we
have ea + pia(eb) + H = ea + eMab + H. The linear code H contains the vector
ea + eMab + ea+Mab + e0, hence
(7) w +H = Ha+Mab = Hga(b).
Let us show that
(8) z +H = Hτ(ga(b)).
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From z = y + piτ(a)(v), piτ(a)(H) = H, piτ(a)(e0) = e0, v ∈ Hτ(b), y ∈ Hτ(a) and by
(6) we have
z +H = y + piτ(a)(v) +H = eτ(a) + piτ(a)(eτ(b)) +H = eτ(a) + eMτ(a)τ(b) +H.
Taking into account that eτ(a) + eMτ(a)τ(b) + eτ(a)+Mτ(a)b + e0 ∈ H, gτ(a)(τ(b)) =
τ(a) +Mτ(a)τ(b) and H is linear we obtain
eτ(a) + eMτ(a)τ(b) +H = Hτ(a)+Mτ(a)τ(b) = Hgτ(a)(τ(b)).
Using (3) we have z +H = Hτ(ga(b)), i.e. (8) holds.
Note that according to the correspondence (6) the equalities Mga(b) = MaMb
and Mτ(ga(b)) = Mτ(a)Mτ(b), see (2) and (4), can be rewritten as piga(b) = piapib and
piτ(ga(b)) = piτ(a)piτ(b). These equalities imply that the permutation piapib|piτ(a)piτ(b)
is equal to piga(b)|piτ(ga(b)). Therefore the considered composition of automorphisms
(x|y, pia|piτ(a)) and (u|v, pib|piτ(b)), i.e. (w|z, piga(b)|piτ(ga(b))) belongs to Γ since by
the equalities (7) and (8) the vector w|z belongs to Hga(b) × Hτ(ga(b)). Hence Γ is
a regular subgroup of the automorphism group of the code SH,τ and therefore the
code SH,τ is propelinear.

Proposition 1. Let C be a propelinear code with minimum distance at least 2 whose
automorphism group contains a regular subgroup G. Let i be a coordinate such that
pi(i) = i for any (x, pi) ∈ G. Then the code C′ obtained from C by puncturing in
the ith position is propelinear.
Proof. For x ∈ C let x′ denote the codeword of C′ obtained by deleting its ith
coordinate position. Suppose the coordinates of C′ are indexed by the coordinates
of the code C without ith position, so supp(x′) = supp(x) \ {i} if i ∈ supp(x) and
supp(x′) = supp(x) otherwise. For a permutation pi, where (x, pi) ∈ G, by pi′ denote
the permutation acting on the coordinate positions of C′, where pi′(j) = pi(j), for
any coordinate j of the code C different from i. Obviously, the group G′ = {(x′, pi′) :
(x, pi) ∈ G} is isomorphic to G and G′ is a regular subgroup of Aut(C′).

Consider the following puncturing S′H,τ of SH,τ :
(9) S′H,τ =
⋃
a∈F r
H′a ×Hτ(a),
where H′a = ea+H
′, H′
0
= H′. The code S′H,τ is perfect. Note that the permutation
pia for every a ∈ F
r defined in the proof of the previous theorem fixes the coordinate
0 of H. Then every permutation pia|piτ(a) of any automorphism (x|y, pia|piτ(a)) of
the regular subgroup Γ of Aut(SH,τ ) fixes the coordinate position of SH,τ in which
we puncture the code SH,τ to obtain S
′
H,τ . By Proposition 1 we see that S
′
H,τ is
propelinear. Therefore, a class of propelinear perfect codes is obtained:
Corollary 1. Let G be a regular subgroup of GA(r, 2) and τ be the permutation
induced by an automorphism of the group G. Then the code S′H,τ is a propelinear
perfect binary code of length 2r+1.
Moreover, the values for invariants (i.e. rank and kernel) which we obtain below
in the paper for the extended perfect code SH,τ are the same for the perfect code
S′H,τ .
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3. Rank and kernel of SH,τ
In the current section we discuss the ranks and the dimensions of the kernels for
codes SH,τ . We find the formulas for these invariants in terms of the intersection
of τ(H) and H.
We denote the dimension of a linear code C by dim(C). The linear span of a
code C over F is denoted by < C >. The rank of a code C is dim(< C >). The
kernel Ker(C) of a code C of length n is defined as the set of all vectors x ∈ Fn
such that x+ C = C. Note that if the all-zero vector is in C, then Ker(C) ⊂ C.
Let τ be a bijection from F r to F r (a permutation of the coordinate positions of
H) that fixes the vector 0. Define the distension of τ to be 2r−r−1−dim(H∩τ(H)),
where τ(H) = {τ(x) : x ∈ H}. Note that 2r − r− 1 is the dimension of the code H.
Lemma 1. Let τ be a bijection from F r to F r, τ(0) = 0 and l be the distension
of τ . Then the rank of SH,τ is (2
r+1 − r − 2) + l.
Proof. Let F 2
r
0 denote the even weight code of length 2
r.
Since
<
⋃
a∈F r
Ha ×Hτ(a) >=<
⋃
a∈F r
(H + ea + e0)× (H+ eτ(a) + e0) >=
< H×H ∪ {x|τ(x) : x ∈ F 2
r
0 } >,
we have
(10) < SH,τ >=< H×H ∪ {x|τ(x) : x ∈ F
2r
0 } > .
Let the vectors {ui}i∈{1,...,n−1} be a basis of F
2r
0 such that u1, . . . , udim(H∩τ(H))
is a basis of the subspace H ∩ τ−1(H) and u1, . . . , un−logn−1 is a basis of H.
Consider the following two sets:
B = {ui|uj , 1 ≤ i, j ≤ n− logn− 1},
B′ = {ui|τ(ui) : dim(H ∩ τ(H)) + 1 ≤ i ≤ n− 1}.
We show that B ∪ B′ is a basis of < SH,τ >.
The vectors of B ∪ B′ are linearly independent. Indeed, obviously, B is a basis
of H × H. Suppose that a nonzero vector x|τ(x) is spanned by B′. Then by the
definition of B′ the vector x is not from H ∩ τ−1(H) and therefore x and τ(x) can
not be simultaneously in H, i.e. x|τ(x) /∈ H×H =< B >.
We show that < SH,τ >=< B ∪ B
′ >. The equality (10) and < B >= H × H
imply that it is sufficient to prove that the vectors ui|τ(ui), i ∈ {1, . . . , n − 1} are
in < B ∪ B′ >. For i ∈ {1, . . . , dim(H ∩ τ(H))} the vector ui is in H ∩ τ
−1(H), so
τ(ui) is in H. We see that in this case the vector ui|τ(ui) is in < B >= H × H.
The remaining vectors ui|τ(ui), i ∈ {dim(H∩ τ(H)) + 1, . . . , n− 1} are from B
′, so
B ∪ B′ is a basis for < SH,τ >.
The rank of SH,τ is |B|+ |B
′| = 2(n− logn− 1) + (n − 1 − dim(H ∩ τ(H))) =
(2n− logn−2)+n− logn−1−dim(H∩τ(H)). Taking into account that n− logn−
1− dim(H ∩ τ(H)) is the distension of τ , we obtain the required.

For a ∈ F r the set of the supports of the codewords of the code H′ of weight
3 with ones in the coordinate indexed by a is called a star of H′ and denoted by
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Star(a), i.e. we have
Star(a) = {{a, b, a+ b} : b ∈ F r \ (0 ∪ a)}.
Let τ be a bijection from F r to F r such that τ(0) = 0. Note that τ(Star(a)) is a
star of H′ if and only if it is Star(τ(a)), which is equivalent to τ(a+c) = τ(a)+τ(c)
for all c ∈ F r. If τ(a + c) = τ(a) + τ(c), τ(b + c) = τ(b) + τ(c) for all c ∈ F r,
then τ(a + b + c) = τ(a) + τ(b + c) = τ(a) + τ(b) + τ(c) = τ(a + b) + τ(c). We
conclude that if τ(Star(a)) and τ(Star(b)) are stars of H′, then τ(Star(a + b))
is a star of H′. This implies that the number of stars of H′ that are mapped to
stars of H′ by τ is always a power of two but one. Define the deficiency of τ to be
r − log(|{a : τ(Star(a)) = Star(τ(a))}| + 1).
Lemma 2. Let τ be a bijection from F r to F r such that τ(0) = 0 and the deficiency
of τ be k. Then we have
dim(Ker(SH,τ )) = 2
r+1 − r − 2− k.
Proof. It is easy to see that H×H ≤ Ker(SH,τ ) and therefore
(11) dim(H×H) = 2n− 2− 2 logn = 2r+1 − 2r − 2.
Let us consider a codeword e0+ea|e0+eτ(a) ∈ SH,τ \H×H. It belongs to Ker(SH,τ )
if and only if τ(Star(a)) is a star of H′. Let us show it. We have
(e0 + ea|e0 + eτ(a)) + SH,τ
=
⋃
b∈F r
(e0 + ea +Hb)× (e0 + eτ(a) +Hτ(b))
=
⋃
b∈F r
Ha+b ×Hτ(a)+τ(b).
The equality ⋃
b∈F r
Ha+b ×Hτ(a)+τ(b) =
⋃
c∈F r
Hc ×Hτ(c) = SH,τ
holds if and only if τ(a) + τ(b) = τ(a + b) for any b ∈ F r, i.e. τ(Star(a)) is a star
of H′. Taking into account (11) we have
dim(Ker(SH,τ )) = dim(H×H) + log(|{a : τ(Star(a)) = Star(τ(a))| + 1) =
(2r+1 − 2r − 2) + (r − k) = 2r+1 − r − 2− k.

From Lemma 2 we see that the dimension of the kernel of a code SH,τ of length
2r+1 − r − 2 is at least 2r+1 − 2r − 2. If the dimension of the kernel of SH,τ is
minimum then the code SH,τ could not be obtained by the Mollard construction
for propelinear codes with large ranks, see [1]. Recall that two codes of length n are
called equivalent if there is an automorphism of Fn that maps one code to another.
Theorem 2. Let τ : F r → F r, τ(0) = 0 be a bijection of deficiency r. Then the
codes SH,τ and S
′
H,τ are not equivalent to any extended perfect Mollard code and
perfect Mollard code respectively.
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Proof. By the condition of the theorem the deficiency of the bijection τ from F r
to F r is r so by Lemma 2 the code SH,τ has the kernel of the dimension 2(2
r −
r − 1), where dim(H) = 2r − r − 1. Moreover, from the proof of Lemma 2 we
have H ×H ≤ Ker(SH,τ ), so Ker(SH,τ ) = H ×H. We see that the codewords of
Ker(SH,τ ) = H × H of weight 4 are either c|0 or 0|c for all codewords c of H of
weight 4. In particular, for any coordinate there are 2r coordinates such that there
are no codewords from Ker(SH,τ ) of weight 4 with ones in these positions.
Consider the construction for Mollard codes. Let C and D be any two perfect
codes of lengths t and m, respectively, containing all-zero vectors. We index the
coordinates of F t by pairs (i, 0), i ∈ {1, . . . , t}, the coordinates of Fm by pairs (0, j),
j ∈ {1, . . . ,m}, the coordinates of F tm by pairs (i, j), i ∈ {1, . . . , t}, j ∈ {1, . . . ,m}
and the coordinates of the Mollard code are indexed by pairs (i, j), i ∈ {0, . . . , t}
j ∈ {0, . . . , t}, where i and j are not 0 simultaneously.
Let x = (x(1,1), x(1,2), . . . , x(1,m), x(2,1), . . . , x(2,m), . . . , x(t,1), . . . , x(t,m)) be a vector
from F tm. The generalized parity check functions p1(x) : F
tm → F t and p2(x) :
F tm → Fm are defined as
(p1(x))(i,0) =
m∑
j=1
x(i,j), (p2(x))(0,j) =
t∑
i=1
x(i,j).
Let f be any function from C to Fm.Denote by Z the following set {(x, p1(x), p2(x)) :
x ∈ F tm}. The perfect binary Mollard code of length n = tm+t+m, see [15] consists
of cosets by Z
M(C,D) = {(0|y|z + f(y)) : y ∈ C, z ∈ D}+ Z.
The code M(C,D) is a union of cosets by Z, so Z is a subspace of Ker(M(C,D)).
Moreover, the kernel of the extended Mollard code contains the extension Z of Z:
Z = {(x|p1(x)|p2(x)|wt(x) mod 2) : x ∈ F
tm}.
We index the last coordinate position of Z by (0, 0).
It is easy to see that for any two coordinates Z contains a unique codeword of
weight 4 with ones in these coordinates. Indeed, the set of supports of the codewords
of weight 4 from Z is
{{(i1, j1), (i2, j2), (i2, j1), (i1, j2)} : i1, i2 ∈ {0, . . . ,m}, j1, j2 ∈ {0, . . . , t}, i1 6=
i2, j1 6= j2}.
Suppose that the code SH,τ is equivalent to the extended perfect Mollard code
M(C,D) via an automorphism of the Hamming space. ThenKer(SH,τ ) is necessarily
isomorphic toKer(M(C,D)). For any two coordinates there is at least one codeword
of weight 4 in Z,Z < Ker(M(C,D)) with ones in these coordinates, which does
not hold for Ker(SH,τ ), a contradiction.
We now turn to the case of punctured codes. Consider the puncturing S′H,τ of
SH,τ defined by (9).
The codewords of Ker(S′H,τ ) are obtained from the codewords of Ker(SH,τ ) =
H × H by puncturing, so the codewords from Ker(S′H,τ ) of weight 3 are {c|0 :
c ∈ H′}, wt(c) = 3. Therefore there are at least 2r coordinates of S′H,τ that
are zeros for all codewords of weight 3 in Ker(SH,τ ). On the other hand, the
kernel of the Mollard code M(C,D) contains Z = {(x|p1(x)|p2(x)) : x ∈ F
tm}.
Then, {{(i, j), (i, 0), (0, j)} : i ∈ {1, . . . , t}, j ∈ {1, . . . ,m}} are supports of some
codewords of weight 3 from Ker(M(C,D)). Therefore, for every coordinate of
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M(C,D) there is at least one codeword of weight 3 from Ker(M(C,D)) with one
in this coordinate. We conclude that Ker(S′H,τ ) is not the kernel of any Mollard
code.

Example 1. Recall that the dihedral group Dm is the group formed by the
symmetries of m-sized polygon.
Consider a group that is generated by an element α of order m and β of order 2
that satisfy the relation βαβ = α−1. It is well-known that the group is isomorphic
to the dihedral group Dm. Consider the mapping T that fixes any element of the
subgroup generated by α and sends βαi to βαi+1, i ∈ {0, . . . ,m − 1}. We show
that T is an automorphism of Dm. Indeed, using the generator relation we see that
(βα)2 = βαβα = id(GA(3, 2)), so βα is an element of order two. Moreover, we have
(βα)α(βα) = (βα2β)α = α−2α = α−1. We conclude that T is an automorphism
because the generator relation of Dm for α and involution βα is fulfilled.
We now consider the regular subgroup of GA(r, 2) from [7]. Let α be ((101), A)
and β be ((001), B), where A =

 0 1 01 0 0
1 0 1

, B =

 0 1 01 0 0
0 0 1

.
We see that the orders of α and β are 4 and 2 respectively. Moreover βα =
((010), BA), where BA =

 1 0 00 1 0
1 0 1

 has order two, so βαβ = α−1 and the
group generated by α2 and β is isomorphic toD4. We have the following expressions:
βα2 = ((110), BA2) and βα3 = ((100), BA3). Consider the automorphism T for
dihedral groups described above: T fixes αi and sends βαi to βαi+1, i ∈ {0, 1, 2, 3}.
Let τ be the permutation induced by the automorphism T . Since β = ((001), B),
βα = ((010), BA), βα2 = ((110), BA2), βα3 = ((100), BA3) the bijection τ shifts
the following vectors in the cyclic order (001), (010), (110), (100) and fixes any
other vector from F 3.
LetH be the code with coordinates indexed by vectors of F 3 in the lexicographical
order. Then τ is the permutation (4, 3, 2, 1). We have the following supports of the
codewords of weight 3 in H′:
{1, 2, 3}, {1, 4, 5}, {1, 6, 7}, {2, 4, 6}, {2, 5, 7}, {3, 4, 7}, {3, 5, 6}.
Since τ = (4, 2, 3, 1), we have the following codewords of weight 3 of τ(H):
{1, 3, 4}, {2, 4, 5}, {4, 6, 7}, {2, 3, 6}, {3, 5, 7}, {1, 2, 7}, {1, 5, 6}.
The extended Hamming code of length 8 is obtained from the extended triples of the
Hamming code of length 7 augmented by the all-one vector. Then τ(H)∩H consists
of the all-zero and the all-one vectors, so τ has the distension 3. The deficiency of
τ is 3 because the codes τ(H′) and H′ do not have common codewords of weight 3.
By Lemmas 1 and 2 the code SH,τ is a propelinear extended perfect code of length
16 of rank 14 and the kernel dimension 8.
4. Infinite series of new propelinear perfect codes
In this section we construct an infinite series of propelinear codes SH,τ of prefull
rank and the dimension of the kernel 2r+1− 2r− 2, i.e. the maximum rank and the
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minimum dimension of kernel that we can obtain by the considered construction.
In view of Theorem 2 these codes are new propelinear codes.
Lemma 3. Let τ be a bijection from F r1 to F r1 such that τ(0) = 0 and σ be
a bijection from F r2 to F r2 , σ(0) = 0 with the distensions l1 and l2 and the
deficiencies k1 and k2 respectively. Then τ |σ has the distension l1 + l2 and the
deficiency k1 + k2.
Proof. Consider a codeword x of the extended Hamming code H of length 2r1+r2 ,
whose coordinates are indexed by the vectors a|b, a ∈ F r1 , b ∈ F r2 .
A vector x ∈ F 2
r1+r2
is in H if and only if
supp(x) = {ai|bi : i ∈ {1, . . . , wt(x)}} is such that
∑
i∈{1,...,wt(x)}
ai|bi = 0.
The vector (τ |σ)(x) with the support {τ(ai)|σ(bi) : i ∈ {1, . . . , wt(x)}} is in H
if and only if ∑
i∈{1,...,wt(x)}
τ(ai) = 0 and
∑
i∈{1,...,wt(x)}
σ(bi) = 0.
In other words, (τ |σ)(x) is in H if and only if the vectors with the supports {τ(ai) :
i ∈ {1, . . . , wt(x)}} and {σ(bi) : i ∈ {1, . . . , wt(x)}} are codewords of H
r1 and
Hr2 respectively. We conclude that dim((τ |σ)(H) ∩ H) = dim(τ(Hr1) ∩ Hr1) +
dim(σ(Hr2) ∩Hr2), so the distension of τ |σ is l1 + l2.
For a nonzero vector a|b ∈ F r1+r2 consider Star(a|b):
{{a|b, c′|c′′, a+ c′|b+ c′′} : (c′, c′′) ∈ F r1+r2 \ (a|b ∪ 0)}.
So, (τ |σ)(Star(a|b)) is
{{τ(a)|σ(b), τ(c′)|σ(c′′), τ(a + c′)|σ(b + c′′)} : (c′, c′′) ∈ F r1+r2 \ a|b ∪ 0}.
From this expression we see that the set (τ |σ)(Star(a|b)) is a star ofH′ if and only
if τ(a)+τ(c′)+τ(a+c′) = 0 and σ(b)+σ(c′′)+σ(b+c′′) = 0 for c′ ∈ F r1 , c′′ ∈ F r2 .
In other words, we have (τ |σ)(Star(a|b)) ⊂ H′ if and only if
a, b 6= 0 and τ(Star(a)) ⊂ (Hr1)′ and σ(Star(b)) ⊂ (Hr2)′ or
a = 0, b 6= 0 and σ(Star(b)) ⊂ (Hr2)′ or
b = 0, a 6= 0 and τ(Star(a)) ⊂ (Hr1)′.
We conclude that there are total (2r1−k1−1)(2r2−k2−1)+2r1−k1−1+2r2−k2−1 =
2r1+r2−k1−k2−1 stars inH′ that are mapped to stars inH′ by τ |σ. So, the deficiency
of τ |σ is k1 + k2.

Direct product construction for regular subgroups of the general affine
group [13]. Let G1 and G2 be regular subgroups of GA(r1, 2) and GA(r2, 2)
respectively. Given two elements g1 = (a,A) ∈ G1 and g2 = (b, B) ∈ G2 consider
the following element of GA(r1 + r2, 2), which we denote by g1|g2:
(a|b,
(
A 0r1,r2
0r2,r1 B
)
),
here 0l,m is the all-zero l×m matrix. It is easy to see that {g1|g2 : g1 ∈ G1, g2 ∈ G2}
is a regular subgroup of GA(r1 + r2, 2). We denote this group by G1 ⊗G2.
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The values for (l,k), where l is the distension and
k is the deficiency of the permutations induced by
the automorphisms of the regular subgroups of GA(r,2)
r=3 (0,0),(1,2),(2,3),(3,3)
r=4 (0,0),(1,2),(2,3),(2,4),(3,3),(3,4),(4,3)
r=5 (0,0),(1,2),(1,4),(2,3),(2,4),(2,5),(3,3),(3,4),(3,5),(4,3),(4,4),(4,5),(5,4),(5,5)
Таблица 1.
Consider automorphisms T and S of G1 and G2 respectively with the induced
permutations τ and σ respectively. Define the following bijection T |S of the elements
of G1 ⊗G2: (T |S)(g1|g2) = T (g1)|S(g2). Obviously, T |S is an automorphism of the
group G1 ⊗G2 and the permutation induced by T |S is τ |σ.
Theorem 3. Let T and S be automorphisms of regular subgroups G1 and G2 of
GA(r1, 2) and GA(r2, 2) respectively. Let τ and σ be the permutations induced by T
and S with the distensions l1 and l2 and the deficiencies k1 and k2 respectively. Then
SH,τ |σ is a propelinear extended perfect code of length 2
r1+r2+1 with rank(SH,τ |σ) =
2r1+r2+1−r1−r2−2+ l1+ l2 and dim(Ker(SH,τ )) = 2
r1+r2+1−r1−r2−2−k1−k2.
Proof. The regular subgroup G1 ⊗G2 constructed by direct product construction
has the automorphism T |S with the induced permutation τ |σ, so SH,τ |σ is a propelinear
extended perfect code. The desired values for the rank and the dimension of the
kernel of the code SH,τ |σ follow from Lemmas 1, 2 and 3.

Table 1 contains the values for the distension and the deficiency for the permutations
induced by the automorphisms of the regular subgroups of GA(r, 2) for 3 ≤ r ≤ 5.
This data was obtained by computer. For any length n ≥ 16 Theorem 3 and the
data from Table 1 imply the existence of propelinear extended perfect codes of
length n of varying rank and kernel and, in particular, codes of prefull rank n− 1
and codes with the minimum possible dimension of the kernel.
Corollary 2. For any r = 0, 2 (mod 3), r ≥ 3 there is a propelinear extended
perfect code SH,τ of length 2
r+1, rank(SH,τ ) = 2
r+1 − 1 and dim(Ker(SH,τ )) =
2r+1− 2r− 2. For any r = 1 (mod 3), r ≥ 3 there is a propelinear extended perfect
code SH,τ of length 2
r+1, rank(SH,τ ) = 2
r+1−1 with dim(Ker(SH,τ )) = 2
r+1−2r−3
and there is a propelinear extended perfect code SH,τ of rank(SH,τ ) = 2
r+1− 2 and
dim(Ker(SH,τ )) = 2
r+1 − 2r − 2.
Proof. We fix τ : F 3 → F 3 to be the permutation induced by the automorphism of
the regular subgroup G1 considered in the Example 1. The permutation τ has the
distension and the deficiency 3. We vary the permutation σ among the permutations
that are induced by the automorphisms of the regular subgroups G2 of GA(r2, 2)
for r2 : 3 ≤ r2 ≤ 5 with the maximum distensions and deficiencies. According
to Example 1 and Table 1, for r2 = 3 or 5 there are permutations with both
the distension and the deficiency equal 3 or 5 respectively. For r2 = 4 there are
permutations with the distension 4 and the deficiency 3 and the distension 3 and
the deficiency 4.
Let r be 3m+ r2, for some m ≥ 0 and 3 ≤ r2 ≤ 5. There is a regular subgroup
of GA(3m, 2) which is the direct product of the m copies of G1: G1⊗ . . .⊗G1 with
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the permutation τ | . . . |τ induced by the automorphism T | . . . |T , where T is the
particular automorphism from Example 1. Using the direct product construction
again we obtain a regular subgroup G1 ⊗ . . . ⊗ G1 ⊗ G2 of GA(3m + r2, 2), that
have an automorphism with the induced permutation τ | . . . |τ |σ. By Theorem 3
for r = 0, 2 (mod 3) the code SH,τ |...|τ |σ of length 2
r+1 has rank 2r+1 − 1 and
dim(Ker(SH,τ |...|τ |σ)) = 2
r+1 − 2r − 2 and for r = 1 (mod 3) the code SH,τ |...|τ |σ
has rank 2r+1 − 1 and dim(Ker(SH,τ |...|τ |σ) = 2
r+1 − 2r − 3 or rank 2r+1 − 2 and
dim(Ker(SH,τ |...|τ |σ)) = 2
r+1 − 2r − 2. 
Remark. By Corollary 2 there are propelinear codes with the minimum dimension
of the kernel (for the codes obtained by construction (5)) and large ranks. Taking
into account Proposition 2, for any r ≥ 3 there is a propelinear perfect code of
length 2r+1 − 1 that could not be obtained by Mollard construction.
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