We study resolvent estimates and maximal regularity of the Stokes operator in L q -spaces with exponential weights in the axial directions of unbounded cylinders of ℝ n , n ≥ . For a straight cylinder we use exponential weights in the axial direction and Muckenhoupt weights in the cross-section. Next, for cylinders with several exits to in nity we prove that the Stokes operator in L q -spaces with exponential weights generates an exponentially decaying analytic semigroup and has maximal regularity. The proof for straight cylinders uses an operator-valued Fourier multiplier theorem and unconditional Schauder decompositions based on the R-boundedness of the family of solution operators for a system in the cross-section of the cylinder parametrized by the phase variable of the one-dimensional partial Fourier transform. For general cylinders we use cut-o techniques based on the result for straight cylinders and the case without exponential weight.
be a cylindrical domain of C , -class, where Ω is a bounded domain and Ω i , i = , . . . , m, are disjoint semi-in nite straight cylinders, that is, in possibly di erent coordinates,
where the cross sections Σ i ⊂ ℝ n− are bounded domains and Ω i ∩ Ω j = for i ̸ = j. Given a vector b = (β , . . . , β m ) with β i ≥ , i = , . . . , m, and < q < ∞, we introduce the space 
where P q,b is the Helmholtz projection of L q b (Ω) onto L q b,σ (Ω). The goal of this paper is to study resolvent estimates and maximal L p -regularity of the Stokes operator in Lebesgue spaces with exponential weights in the axial direction.
There are many papers dealing with resolvent estimates ([ , , , , ] ; see Introduction of [ ] for more details) or maximal regularity (see e.g. [ , , ] ) of Stokes operators for domains with compact as well as noncompact boundaries. General unbounded domains are considered in [ ] by replacing the space L q by L q ∩ L or L q + L . For resolvent estimates and maximal regularity in unbounded cylinders without exponential weights in the axial direction we refer to [ -, ] . For partial results in the Bloch space of uniformly square integrable functions on a cylinder see [ ].
Despite of some references showing the existence of stationary ows in L q -setting (e.g. [ -] ) and instationary ows in L -setting (e.g. [ , ] ) that converge as |x| → ∞ to some limit states (Poiseuille ow or zero ow) in unbounded cylinders, resolvent estimates and maximal regularity of the Stokes operator in L q -spaces with exponential weights on unbounded cylinders do not seem to be known yet.
The rst main result of the paper concerns resolvent estimates and maximal regularity of the Stokes operator in straight cylinders Σ × ℝ; we get the result even in L q β (ℝ; L r ω (Σ)), < q, r < ∞, with exponential weight e βx n , β > , and arbitrary Muckenhoupt weight ω ∈ A r (ℝ n− ) with respect to x ὔ ∈ Σ. We note that our resolvent estimate gives, in particular when λ = , a new result on the existence of a unique ow with zero ux for the stationary Stokes system in L q β (ℝ, L r ω (Σ)). Next, for general cylinders Ω, we get resolvent estimates and maximal L p -regularity of the Stokes operator in L q b (Ω), < q < ∞, using cut-o techniques. The proofs for straight cylinders are mainly based on the theory of Fourier analysis. By the application of the partial Fourier transform along the axis of the cylinder Σ × ℝ, the generalized Stokes resolvent system λU − ∆U + ∇P = F in Σ × ℝ,
is reduced to the parametrized Stokes system in the cross-section Σ:
which involves the Fourier phase variable η ∈ ℂ as parameter. Now, for xed β ≥ let (û,p,f ,ĝ )(ξ) := (Û,P,F,Ĝ)(ξ + iβ).
Then (R λ,η ) is reduced to the system
(λ + (ξ + iβ) − ∆ ὔ )û n (ξ) + i(ξ + iβ)p (ξ) =f n (ξ) in Σ, div ὔûὔ (ξ) + i(ξ + iβ)û n (ξ) =ĝ (ξ) in Σ, u ὔ (ξ) = ,û n (ξ) = on ∂Σ.
(R λ,ξ,β )
We will get estimates of solutions to system (R λ,ξ,β ) independent of ξ ∈ ℝ * := ℝ \ { } and λ in L r -spaces with Muckenhoupt weights, which yield R-boundedness of a family of solution operators a(ξ) for (R λ,ξ,β ) with g = due to an extrapolation property of operators de ned on L r -spaces with Muckenhoupt weights. Then, an operator-valued Fourier multiplier theorem (Theorem . ) implies the estimate of e βx n U = F − (a(ξ)Ff) for the solution U to (R λ ) with G = in the straight cylinder Σ × ℝ. In order to prove maximal regularity of the Stokes operator in straight cylinders we use that maximal regularity of an operator A in a UMD space X is implied by the R-boundedness of the operator family
Thus, the R-boundedness of ( . ) for the Stokes operator A := A q,r;β,ω in L q β (ℝ : L r ω (Σ)) can be proved by virtue of Schauder decomposition techniques.
The proofs for general cylinders, Theorem . and Theorem . , use a cut-o technique based on the result for resolvent estimates and maximal regularity without exponential weights in [ ] and the result (Theorem . ) for straight cylinders.
This paper is organized as follows. In Section the main results of this paper (Theorem . , Corollary . , Theorems . -. ) and preliminaries are given. In Section we obtain the estimate for (R λ,ξ,β ) on bounded domains Σ ⊂ ℝ n− , see Theorem . . In Section proofs of the main results are presented.
Main results and preliminaries
In what follows, let Σ × ℝ be an in nite cylinder of ℝ n with bounded cross section Σ ⊂ ℝ n− and with generic point x = (x ὔ , x n ) ∈ Σ × ℝ. Similarly, di erential operators in ℝ n and vector elds u are split, in particular,
for classical Lebesgue spaces with norm ‖ ⋅ ‖ q = ‖ ⋅ ‖ q;Σ×ℝ and W k,q (Σ × ℝ), k ∈ ℕ, for the usual Sobolev spaces with norm ‖ ⋅ ‖ k,q;Σ×ℝ . We do not distinguish between spaces of scalar functions and vector-valued functions as long as no confusion arises. In particular, we use the short notation ‖u, v‖ X for ‖u‖ X + ‖v‖ X , even if u and v are tensors of di erent order.
where the supremum is taken over all cubes Q ⊂ ℝ n− with edges parallel to the coordinate axes and |Q| denotes the (n − )-dimensional Lebesgue measure of Q. We call A r (ω) the A r -constant of ω and denote the set of all A r -weights on ℝ n− by A r = A r (ℝ n− ). Note that ω ∈ A r if and only if ω
and
We write ω(Q) for ∫ Q ω dx ὔ . Typical Muckenhoupt weights are the radial functions ω(x) = |x| α : it is well known that ω ∈ A r (ℝ n− ) if and only if −(n − ) < α < (r − )(n − ); the same bounds for the exponent α hold when ω(x) = ( + |x|) α and ω(x) = |x| α (log(e + |x|) β for all β ∈ ℝ. For further examples we refer to [ ].
Given ω ∈ A r , r ∈ ( , ∞), and an arbitrary domain
For short we will write L r ω for L r ω (Σ) provided that the underlying domain Σ is known from the context. It is well known that L r ω is a separable re exive Banach space with dense subspace C ∞ (Σ). In particular, , where |α| = α + ⋅ ⋅ ⋅ + α n− is the length of the multi-index α = (α , . . . , α n− ) ∈ ℕ n− and
We also introduce the weighted homogeneous Sobolev spacê
with norm ‖∇ ὔ u‖ r,ω and its dual spaceŴ
denotes the Banach space of all functions in Σ × ℝ whose partial derivatives of order up to k belong to L q (L r ω ) with norm
where α ∈ ℕ n , and let W ;q,r ,ω (Ω) be the completion of the set
, and for k ∈ ℕ consider
respectively. The Fourier transform in the variable x n is denoted by F or̂, and the inverse Fourier transform by F − or ∨ . For ε ∈ ( , π ) we de ne the complex sector
The rst main theorem of this paper is as follows.
Theorem . (Weighted resolvent estimates)
. Let Σ ⊂ ℝ n− be a bounded domain of C , -class with α > and α > being the least positive eigenvalue of the Dirichlet and Neumann Laplacian in Σ, respectively, and letᾱ := min{α , α }, β ∈ ( , ᾱ ), α ∈ ( ,ᾱ − β ), and < ε < ε * := arctan(
with an A r -consistent constant C = C(q, r, α, β, ε, Σ, A r (ω)) independent of λ.
In particular, we obtain from Theorem . resolvent estimates of the Stokes operator in the cylinder Σ × ℝ.
Given the Helmholtz projection
we de ne the Stokes operator A = A q,r;β,ω on Σ × ℝ by Au = −P∆u for u in the domain
Corollary . (Stokes semigroup in straight cylinders). Let < q, r < ∞, ω ∈ A r (ℝ n− ), ε ∈ ( , ε * ) and let α ∈ ( ,ᾱ − β ), β ∈ ( , ᾱ ). Then −α + S ε is contained in the resolvent set of −A = −A q,r;β,ω , and the estimate
holds with an A r -consistent constant C = C (Σ, q, r, α, β, ε, A r (ω) ).
As a consequence, the Stokes operator generates a bounded analytic semigroup {e
with a constant C = C(q, r, α, β, ε, Σ, A r (ω)).
The second important result of this paper is the maximal regularity of the Stokes operator in an in nite straight cylinder.
Theorem . (Maximal regularity in straight cylinders
, the instationary Stokes system
has a unique solution
satisfying the a priori estimate
with C = C(Σ, q, r, α, β, A r (ω)).
Remark . . The above statements for straight cylinders indeed hold for all β ∈ (− ᾱ, ᾱ ). This can be easily checked by an inspection of the proofs as well as by an odd/even re ection argument introducing the new
As a corollary of Theorem . we get the maximal regularity result for general cylinders with several exits to in nity given by ( . ). 
has a unique solution U such that
( . )
, then the instationary Stokes system
Remark . . We note that in ( . ) and in ( . ) we may take nonzero initial values
For the proofs in Sections and , we need some preliminary results for Muckenhoupt weights.
Heres and s are A r -consistent. Moreover, the embedding constants can be chosen uniformly on a set W ⊂ A r provided that sup
for a cube Q ⊂ ℝ n− withΣ ⊂ Q.
Proposition . ([ , Proposition . ]). Let Σ ⊂ ℝ n− be a bounded Lipschitz domain and let
for j → ∞, where s is given by Proposition . . Then
Proof. See the proof of [ , Corollary . ] and its conclusions; checking the proof, one sees that the constant
Finally, we cite the Fourier multiplier theorem in weighted spaces.
and multi-indices ∈ ℕ k with | | ≤ k. Then for all < r < ∞ and for all ω ∈ A r (ℝ k ) the multiplier operator
The problem (R λ,ξ,β ) on the cross section
In this section we get estimates for (R λ,ξ,β ) independent of λ and ξ ∈ ℝ * in L r -spaces on Σ with Muckenhoupt weights, where Σ is a bounded C , -domain of ℝ n− , n ≥ . To this end we rely partly on cut-o techniques using the results for (R λ,ξ ) (i.e., the case β = ) in the whole and bent half spaces in [ ] (Theorem . below) and allow for a nonzero divergence g in (R λ,ξ,β ). The main existence and uniqueness result in weighted L r -spaces for (R λ,ξ,β ) is described in Theorem . . For the whole or bent half space Σ, g ∈Ŵ
In the following we put R λ,ξ ≡ R λ,ξ, and, for simplicity, write u forû , p forp etc.
with an A r -consistent constant c = c(ε, r, A r (ω)) independent of λ and ξ .
Σ). This solution satis es the estimate
with an A r -consistent constant c = c(r, ε, A r (ω)).
Now we turn our attention to bounded domains Σ ⊂ ℝ n− of C , -class. Let α and α denote the smallest positive eigenvalues of the Dirichlet and Neumann Laplacian, respectively, i.e.,
For xed λ ∈ ℂ \ (−∞, −α ], η = ξ + iβ, ξ ∈ ℝ * , β ≥ , and ω ∈ A r we introduce the parametrized Stokes operator S = S ω r,λ,η by
For ω ≡ the operator S ω r,λ,η will be denoted by S r,λ,η . Note that the image of
Using Poincaré's inequality in weighted spaces, see Proposition . , one easily gets the continuous embed-
, with an A r -consistent constant c > . Moreover, we will use the notation
the weighted Sobolev space W ,r ὔ ω ὔ ,η on Σ with norm ‖∇ ὔ u, ηu‖ r ὔ ,ω ὔ and its dual space denoted by (W ,r ὔ ω ὔ ,η ) * . First we consider the Hilbert space setting of (R λ,ξ,β ). For η = ξ + iβ, ξ ∈ ℝ * , β ≥ , let us introduce a closed subspace of W , (Σ) as
Proof. This lemma can be proved in the same way as [ , Lemma . ] with ξ ∈ ℝ * replaced by η = ξ + iβ.
Lemma . . The following statements hold.
where c is independent of g.
Remark . . Assumption ( . ) on λ is satis ed for all λ ∈ −α + S ε if one of the following holds:
and consider the divergence problem
w iη ) satis es div η u = g and the required estimate. (ii) By assertion (i), we may assume without loss of generality that g ≡ . Now, for xed λ ∈ −α + β + S ε , de ne the sesquilinear form b :
with some l(λ, ξ, β) > . In fact, let us write
and note that, due to the de nition of α , (ξ − α )‖u‖ + ‖∇ ὔ u‖ > for all ξ ∈ ℝ * and
Hence, ( . ) can be proved in the same way as [ , Lemma . (ii) ]. Finally, suppose that
Since ( . ) is trivial for the case Re λ + ξ − β ≥ , we assume that Re λ + ξ − β < . In this case, note that due to the condition Re λ +
By Lax-Milgram's lemma in view of ( . ), the variational problem
has a unique solution u in V η . Then, by Lemma . , there is some p ∈ L (Σ) such that
Applying the well-known regularity theory for Stokes' system with nonzero divergence and Poisson's equation
Now, we turn to considering (R λ,ξ,β ) in spaces with weights with respect to cross sections as well. Proof. Since, by Proposition . , there is an
Hence, by applying [ , Theorem . ] a nite number of times and the Sobolev embedding theorem, we get
Therefore, by Lemma . we obtain that (u, p) = , i.e., S ω r,λ,η is injective.
On the other hand, by Proposition . , there is ans ∈ (r, ∞) such that
Applying the regularity result [ , Theorem . ] for the Stokes resolvent system in Σ a nite number of times using the Sobolev embedding theorem, it can be seen that (u, p) ∈ D(S q,λ,η ) for all q ∈ ( , ∞), in particular, for q =s . Therefore,
, which proves the assertion on the density of R(S).
The following lemma gives a preliminary a priori estimate for a solution (u, p) of S(u, p) = (f, −g).
Lemma . . Under the assumptions on r, ω, α, ε and β, ξ , λ as in Lemma . there exists an
Proof. The proof is divided into two parts, i.e., the cases ξ > β and ξ ≤ β .
Case (a).
The proof of the case ξ > β is based on a partition of unity in Σ and on the localization procedure reducing the problem to a nite number of problems of type (R λ,ξ ) in bent half spaces and in the whole space ℝ n− . Since ∂Σ ∈ C , , we can cover ∂Σ by a nite number of balls B j , j ≥ , such that, after a translation and rotation of coordinates, Σ ∩ B j locally coincides with a bent half space Σ j = H σ j where σ j ∈ C , (ℝ n− ) has compact support, σ j ( ) = and ∇ ὔὔ σ j ( ) = . Choosing the balls B j small enough (and its number large enough) we may assume that ‖∇ ὔὔ σ j ‖ ∞ ≤ K (ε, r, Σ, A r (ω)) for all j ≥ where K was introduced in Theorem .
(ii).
According to the covering ∂Σ ⊂ ⋃ j B j there are non-negative cut-o functions
Given (u, p) ∈ D(S) and (f, −g) = S(u, p), we get for each φ j , j ≥ , the local (R λ,ξ )-problems
To control f j and g j note that u = on ∂Σ; hence Poincaré's inequality for Muckenhoupt weighted spaces (Proposition . ) yields for all j ≥ the estimate 
we split g j into the form
Concerning g j , we get
where c > depends on the choice of the cut-o functions φ j . Since we chose the balls B j for j ≥ small enough, for each j ≥ there is a cube Q j with Σ ∩ Σ j ⊂ Q j and |Q j | < c(n)|Σ ∩ Σ j | where the constant c(n) > is independent of j. Hence
for j ≥ . Furthermore, for every test function Ψ ∈ C ∞ (Σ j ) let
By the de nition of m j χ j , we have ∫ Σ j g j dx ὔ = ; hence by Poincaré's inequality (see Proposition . )
where c = c(β) > is A r -consistent. Thus
Summarizing ( . ) and ( . ), we get for j ≥ ,
with an A r -consistent constant c = c(r, A r (ω)) > . In view of ξ > β we see that 
Case (b).
Next, consider the case ξ ≤ β . Since S(u, p) = (f, −g), we have
Now apply [ , Theorem . ] to ( . ). Then, in view of |η| ≤ β and Poincaré's inequality, for all λ ∈ −α+S ε , α ∈ ( , α − β ) we have
with A r -consistent constants c = c(r, ε, α, β, Σ, A r (ω)). In order to control ‖g − iηu n ‖Ŵ− ,r ω (Σ) , let us split g as
Since g − iηu n has mean value zero in Σ, we get for all ψ ∈ C ∞ (Σ ) and
On the other hand, applying well-known results for the Laplace resolvent equations (cf. [ ]) to ( . ), we get that
with c = c(r, ε, α, β, Σ, A r (Ω)). Thus, from ( . ) and ( . ) the assertion of the lemma for the case ξ ≤ β is proved. The proof of the lemma is complete. 
Lemma . . Under the assumptions on r, ω, α, ε and β, ξ, λ as in
Proof. Assume that this lemma is wrong. Then there is a constant c > , a sequence
where
Fix an arbitrary cube Q containing Σ. We may assume without loss of generality that A r (ω j ) ≤ c and ω j (Q) = for all j ∈ ℕ, by using the A r -weightω j := ω j (Q) − ω j instead of ω j if necessary. Hence also A r ὔ (ω 
with embedding constants independent of j ∈ ℕ. Furthermore, we may assume without loss of generality that ) and consequently that
By the above embeddings we conclude from ( . ) that
with some K > for all j ∈ ℕ, and from ( . ) that
Without loss of generality let us suppose that as j → ∞,
Therefore we have to consider six possibilities, each of them leading to a contradiction as in the proof of [ , Lemma . ] . The rst three cases are
Lemma . ]; these cases are analyzed in a completely analogous way where even the case ξ = poses no di culties since η = ξ + iβ ̸ = . Let us consider more carefully case (iv): |λ j | → ∞, ξ j → ξ ∈ ℝ. We follow [ , case (iv) in Lemma . ] and argue as follows: By ( . ),
Further, ( . ) yields the convergence
in L s , which, together with ( . ), leads to
From ( . ) we nd a splitting
Consequently, due to ( . ),
Now the divergence equation div
Therefore ( . ) leads to the Neumann problem
Here note that η = ξ − β + iξβ. Hence, if ξ ̸ = , then p ≡ since the eigenvalues of the Neumann Laplacian in Σ are real; if ξ = , then η = −β and hence p ≡ due to the condition < β <ᾱ ≤ α . Consequently, p ≡ and also v ≡ . Now, due to Proposition . ( )-( ), we get the convergences
and ( . ) lead to the contradiction ≤ . The last case (vi) in which |λ j | → ∞ and |ξ j | → ∞ is analyzed as [ , case (vi) in Lemma . ] with only minor modi cations. Now the proof of this lemma is complete.
Theorem . . Let < r < ∞, ω ∈ A r and ξ ∈ ℝ * , β ∈ ( , ᾱ ), α ∈ ( ,ᾱ −β ), ε ∈ ( , arctan( β (ᾱ −β −α) / )). Proof. The existence is obvious since, for every λ ∈ −α + S ε , ξ ∈ ℝ * and ω ∈ A r (ℝ n− ), the range R(S The uniqueness of solutions is obvious from Lemma . . Now, for xed ω ∈ A r , < r < ∞, de ne the operator-valued functions
Then for every λ
where 
with an A r -consistent constant c = c(α, β, r, ε, Σ, A r (ω)) independent of λ ∈ −α + S ε and ξ ∈ ℝ * .
Proof. Since ξ enters in (R λ,ξ ) in a polynomial way, it is easy to prove that a(ξ), b(ξ) are Fréchet di erentiable and their derivatives w, q solve the system
We get from ( . ) and Theorem . that
with an A r -consistent constant c = c(α, r, ε, Σ, A r (ω)); here we used the fact that ξ + |λ + α| ≤ c(ε)|λ + α + ξ | for all λ ∈ −α + S ε , ξ ∈ ℝ, then |ξ| ≤ |η| ≤ |ξ| + ᾱ and ‖u‖ r,ω ≤ c(A r (ω))‖∇ ὔ u‖ r,ω , see [ , Corollary . ] . Thus Theorem . and ( . ) yield ( . ).
Proof of the main results
The proof of Theorem . is based on the theory of operator-valued Fourier multipliers. The classical Hörmander-Michlin theorem for scalar-valued multipliers for L q (ℝ k ), q ∈ ( , ∞), k ∈ ℕ, extends to an operator-valued version for Bochner spaces L q (ℝ k ; X) provided that X is a UMD space and that the boundedness condition for the derivatives of the multipliers is strengthened to R-boundedness.
Recall that a Banach space X is called a UMD space if the Hilbert transform on the Schwartz space of all rapidly decreasing X-valued functions extends to a bounded linear operator in L q (ℝ; X) for some q ∈ ( , ∞) (and then even for all q ∈ ( , ∞), see e.g. [ , Theorem . ] ). We note that weighted Lebesgue spaces L r ω (Σ), < r < ∞, ω ∈ A r , are UMD spaces.
for some q ∈ [ , ∞), where (ε j ) is any sequence of independent, symmetric {− , }-valued random variables on [ , ] . The smallest constant c for which ( . ) holds is denoted by R q (T), the R-bound of T.
We recall an operator-valued Fourier multiplier theorem in Banach spaces.
Theorem . . ([ , Theorem . ] , [ , Theorem . ] ) Let X and Y be UMD spaces and
Then the operator Remark . . For X = L r ω (Σ), < r < ∞, and ω ∈ A r , the constant C in Theorem . is independent of the weight ω, see [ , Remark . ] . Now we are in a position to prove Theorem . .
Proof of Theorem
where a, b are the operator-valued multiplier functions de ned in ( . ).
Theorem . and Corollary . yield the estimate
for any Muckenhoupt weight ω ∈ A r (ℝ n− ). Therefore, by an extrapolation theorem (cf. [ , Theorem . ] ) the operator family {m λ (ξ), ξm
to be more precise,
Hence Theorem . and Remark . imply that
with an A r -consistent constant C = C (q, r, α, β, ε, Σ, A r (ω) ) > independent of the resolvent parameter λ ∈ −α + S ε . Therefore, by the de nition of the multiplier m λ (ξ), we have (λ+α)u, ∇ u,
which, in particular, implies by Poincaré's inequality
Note that (u, p) is the solution to the system
which, after being multiplied by e −βx n , implies that (U, P) := (e −βx n u, e −βx n p) solves (R λ ) with F = e −βx n f , G = and satis es
as well as the estimate ( . ) in view of ( . ) and ( . ). Thus the existence of a solution satisfying ( . ) is proved.
For the proof of uniqueness let (U, P) be a solution of the homogeneous problem (R λ ) such that
Moreover, let u = e βx n U, p = e βx n P. Then, for almost all ξ ∈ ℝ, (û (ξ),p (ξ)) ∈ (W ,r
is the solution to (R λ,ξ,β ) with f = g = , and hence (û (ξ),p (ξ)) = by ( . ). Thus we have U = , ∇P = , and the proof of Theorem . is complete. 
Proof of Corollary . . De ning the Stokes operator
is equivalent to the solvability of (R λ ) with right-hand side G ≡ . By virtue of Theorem . for every λ ∈ −α + S ε , there exists a unique solution U = (λ + A) − F ∈ D(A) to ( . ) satisfying the estimate (q, r, α, β, ε, Σ, A r (ω) ) independent of λ, where u = e βx n U and f = e βx n F. Hence ( . ) is proved. Then ( . ) is a direct consequence of ( . ) using semigroup theory.
Proof of Theorem . . Let us show that the operator family
with isomorphism I β F := e βx n F, it is enough to show R-boundedness of the familỹ
For ξ ∈ ℝ * and λ ∈ S ε , let m λ (ξ) := λa(ξ), where a(ξ) is the solution operator for (R λ,ξ,β ) with g = de ned by ( . ). Then, we have
where U is the solution to (R λ ) with
for any independent, symmetric and {− , }-valued random variables (ε i (s)) de ned on ( , ), for all (λ i ) ⊂ iℝ and (f i ) ⊂ X. Note that we have R-boundedness of the operator family {m λ (ξ), ξm D(A q,r;β,ω ) ) and satis es the estimate
Furthermore, ( . ) with λ = implies that also U obeys this inequality thus proving ( . 
Now, v := u − w solves ( . ) withf replaced by f − (λw − ∆w ) and g = so that resolvent estimates for the Stokes problem on bounded domains together with ( . ) yield
with c independent of λ. Moreover,
Hence by Theorem . and ( . ) we have 
Now we shall show that ( . ) implies, by a contradiction argument, that
with c independent of λ. Assume that ( . ) does not hold. Then there are sequences {λ j } j∈ℕ ⊂ −α + S ε and {(U j , P j )} j∈ℕ such that
where F j = λU j − ∆U j + ∇P j and div U j = . Without loss of generality we may assume the following weak convergence in L q b (Ω):
. Moreover, we may assume
Then, V = λU and it follows that (U, P) solves ( . ) with F = yielding (U, P) = . On the other hand, using the compact embeddings
Poincaré's inequality on Ω , we have the strong convergence
Thus ( . ) yields the contradiction ≤ .
(ii) Let |λ j | → ∞. Then, we conclude that U = , and consequently V + ∇P = , where V ∈ L q σ (Ω). Note that this is the L q -Helmholtz decomposition of the null vector eld on Ω. Therefore, V = and ∇P = . Again we get ( . ) and nally the contradiction ≤ .
Summarizing we proved the resolvent estimate ( . ). Hence A q,b is the generator of an exponentially decaying analytic semigroup on L 
