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1. INTRODGCTION 
A modern treatment of composition of quadratic forms uses the language 
of composition algebras, the composition of the forms corresponding to the 
multiplicativity of the norm on such algebras. Within this context, the 
arithmetic theory of composition of quadratic forms corresponds to the study 
of certain submodules of composition algebras over the quotient field of a 
ring (e.g., orders and lattices in quadratic fieid extenstons, quaternion, and 
Cayley aigebras). Two- and four-dimensional composition has been treated 
fairly extensively in the literature. This paper is concerned with the remaining 
eight-dimensional case, namely, that of the Cayley algebras, and continues 
the study begun in [2]. One question raised in [2] was: Which admissible 
submodules participate in a classical multiplication, i.e., for which admissible 
submodules does the arithmetic of the Cayley algebra apply i We considered 
the following three conditions for an admissible R-submodule 9 of a Cayley 
algebra %?: 
(i) A is principal; i.e., comes from an order of ?Z by left and right 
multiplications by invertible elements of GF:; 
(2) A participates in a classical multiplication; and 
(3) A is a Brandt submodule of 9~7. 
In the quaternary case if R is a valuation ring, these three conditions are 
equivxalent. Hence, ther; are also equivalent if R is BCzout and the word 
“principal” in (1) is replaced by “invertible” (locally principal). In [2J, we 
showed that (1) * (2) * (3) for Cayley algebras over quotient fields of 
B&out domains. As pointed out by the referee, (3) 3 (1) fails to hold if R 
is the ring of 5-adic integers (see Appendix). However, in Section 3 we prove 
that (3) * (1) for the class of tiled semiorders of a Cayley matrix algebra 
over the quotient field of a BCzout domain. In Section 4 we specialize to 
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Cayley algebras over nondyadic local fields. We show that in this case, any 
tiled Brandt submodule is principal. A necessary and sufficient condition 
in terms of the Jordan splitting for a module to be tiled is also given. 
2. DEFINITIONS AND BASIC FACTS 
If V is a finite-dimensional vector space over the quotient field K of a ring 
R, we say that an R-submodule 4 of V is admissible (or a lattice on V) if A is 
finitely generated over R and spans V over K (K OR A N V). In the 
following work, we assume that R is B&out so that (among other things) 
admissible submodules will be free. Let V be a Cayley algebra over the 
quotient field K of a B&out domain R, i.e., 4 is a central, simple, alternative, 
eight-dimensional K-algebra. The quadratic norm form on Y? is denoted by iV 
and the associated symmetric bilinear form by ( , ), where (x, y) = 
N(x + y) - N(x) - N(y). If 4 is a free R-submodule of V, the aorm of A, 
X(A), is the (fractional) ideal generated by (N(x) 1 x E ,4}. Since R is Bezout 
and A is finitely generated, N(A) is principal. If A is a free R-submodule of V 
with basis (~1 ,..., u,~>, w-e define the discriminant of A, d(A) = det((u, , ZQ)). 
d(A) is well-defined up to the square of a unit of R. 
In classical treatments of composition of quadratic forms, the assumption 
is made that the composing forms are all primitive or have relatively prime 
divisors and have the same discriminant up to square factors. For instance, 
in the case of binary quadratic forms, Gauss proved that equivalence classes of 
primitive forms of a fixed discriminant form a group under multiplication. 
When the concept of composition of primitive octonary quadratic forms of a 
fixed discriminant is translated into the language of multiplications of 
submodules of algebras, the following definition results. (First, note that if 
B and C are admissible R-submodules of S, then, since R is Bezout, the 
product BC, which is equal to the submodule generated by all my such that 
x E B and y E C, is admissible also.) The product BC is called a classical multi- 
plication provided that (1) N(B) N(C) = X(BC) and (2) d(B) _AT(C)8 = 
d(C) N(B)8 = d(BC) . R. (When R is BCzout, this definition is equivalent 
to the one given in [2; Proposition 41.) 
One problem in generalizing the work of Gauss on binary quadratic forms 
to the quaternary case is that not every primitive form participates in a 
composition with two other primitive forms of the same discriminant. 
Brandt [1] presented a divisibility condition involving the adjoint of the matrix 
of a form and the square root of its discriminant which was a necessary and 
sufficient condition for the form to participate in such a composition. He 
showed that the set of primitive quaternary forms over 2 of a fixed square 
discriminant that satisfy this divisibility condition forms an infinite groupoid 
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(a Brandt groupoid). Roughly speaking, this is a set with a multiplication 
defined only for certain pairs, with many “unit elements” and with each 
form having an inverse for its own unit. If equivalence classes of forms are 
taken, the product becomes many-valued. Brandt’s divisibility condition for 
a form corresponds to a condition on an admissible submodule as follows. 
If A is admissible, we define the dual of A, A# = (x E %? 1 (x, A) C R}, and 
note that A+ is also admissible; A is called a Bran& submodule of % if it 
satisfies the Brandt conditiolz M(A+)* O(A) C N(A)4. We note that in the 
octonary case, the Brandt condition takes a slightly different form from the 
quaternary case. Kaplansky [4] showed that in the quaternary case, if R is 
a valuation ring, a module satisfies the Brandt condition if and only if it is 
principa1. The concept of principal module generalizes in two ways to the 
eight-dimensional case. We give both definitions and show their equivalence. 
We are indebted to the referee for suggesting the second (more elegant) 
definition and the proof of the equivalence. A4n admissible R-submodule P 
of V is called an order if P is a subring of +? containing 1. If R is B&out and P 
is an order: then :1;(P) = R. 
DEFIXITION 1. An admissibIe R-submodule A of ?Z is principal if there 
exists an order P of %? and invertible elements x, ,..., xT, and y1 ,..., yV, of 
V such that A = L, R 1 I1 ... L, Rgn(P), where L, and R, denote left multipl- 
cation bq’ x and right multiplilation by y, respectively. 
(By setting some of the 3~~ and yj equal to 1, we see that a principal module is 
one that comes from an order by any combination of left: and right multiplica- 
tions. In the associative algebra case, a module of the form xPy is principal 
since xPy = (xP&) . xy,) 
DEFIXITIOIV 2. An admissible R-submodule A is called principal if 
A = xS, where x is an invertible element of (& and S is isometric to an order. 
Proof of Eguizalence. First, suppose that A = L,RvI --. L, R, (P), where 
P is an order. Let y be the product of the xi and yj taken in an; or”cler and let 
S = 4 ‘-IA. Then, A = yS and the mapping + = LY--lLz.RY1 -.- L,,RY, from 
P to S is an isometry. Now, let A = yS, where y is invertible and S is 
isometric to the order P by an isometry $: P+ S. Then 4 = +,( ... &, , 
where each 4,. is a symmetll; with respect: to ui . But 
‘1 
I 
Thus, if n is even, A = L,R, --* L,R,,(P), where x0 = y, y0 = 1 and for 
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each 1 < i < n, xi = z+/N(u$) or ui*/X(uJ andyi = ui or ui*, depending on 
whether i is odd or even. If n is odd, 
A = L,R, - ‘. 4$&‘*) = -Lx&,, *. . -L,&V’>> 
where x,, = --,2:, 3’s = 1 and for 1 < i < n, xi = u,*/_W(uJ or ~~j.N(u~) and 
yi = ui* or ui , depending on whether i is odd or even. 
3. THE BIL~KDT CONDITION _WD PRINCIPALITY 
A Cayley algebra is either a division algebra or a Cayley matrix algebra 
(split Cayley algebra), depending upon whether its quadratic norm form X is 
anisotropic or isotropic. In this section, 55’ is assumed to be a Cayley matrix 
algebra over the quotient field K of a BCzout domain R. The elements of %? 
are matrices (or vector-matrices as Zorn originally defined them) of the form 
(z i), where a, b are in K and 01? p are in the three-dimensional vector algebra 
V over K with the ordinary bilinear scalar multiplication . and skew-sym- 
metric cross product x . We call the standard basis elements of I’, c1 , cg , c3 , 
where E r , e2 , es are orthogonal unit vectors satisfying or x c1 = C, x c2 = 
EQ x EQ = 0, El x Ee = Eg , Ez x Es = El ) qj x El = E;, . The algebra product 
of V is defined by 
(; 
ac + CA 
;)(; yd) = (~3 f bS + o1 x yaY +;;$d’ “)’ 
where a, b, c, d E K and 01, /3, y, S E IT. An admissible submodule B of V is 
called tiled (or cellular, see [3]) with respect to the idempotent e if A has the 
Peirce decomposition A = e,4e @ eA( 1 - e) @ (1 - e)Ae @ (I - e)A(l - e). 
For instance, in the case of the algebra of 2 x 2 matrices over K, modules 
tiled with respect to (A i) have the form 
where ‘& , ‘i& , 913 , and ‘$I4 are ideals of R; whence the name. An admissible 
R-submodule A of Q is called a semiorder if X(:(A) = R and 1 E -4. The term 
semiorder is used since every order is a semiorder. 
THEOREM 1. Let q be a CayZey matrix algebra oaer the quotient field of 
a B&out domain. If ,4 is a tiled semiorder of %T that satisfies the Brandt condition, 
then A is principal. 
Remark. If R is a valuation ring and 4 is an admissible R-submodule of V, 
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then there exists x E A such that Ax-l is a semiorder. Of course, Ax-l may or 
may not be tiled. When R is B&out and A is an admissible submodule, 
there may not exist an element x of minimal norm, i.e., such that Ax-i is a 
semiorder. 
If A is a Brandt submodule of % and if x is an imertible element of ‘YS 
then xA and Ax are also Brandt submodules of %. To see this, first note 
that (Ax)+ = A+(“*)-1, where & = x,/N(x) is the conjugate of x. It follows 
that N((Ax)+) = N(A+),/N(x). Moreover, A(4xj = A(A) i%-(x)” andN(Ax) = 
M(A) X(x). Thus, if A is Brandt, i.e., N(A+)” d(A) C X(A)“, then 
COROLLARY 1. If A is a Brandt submodule of g and ;f there exists x ~II A 
such that Ax-l is a tiled semiorder, then A is principal. 
Proof of Theorem 1. It suffices to show that an automorFhic image of A 
is principal. Given any two idempotents of V, there exists an automorphism 
of V taking one to the other (for a prOOf, see [2]). Thus, we may assume that A 
is tiled with respect to (t i) since the automorphism that transforms the 
idempotent will also carry over the tiling. Then, A can be put in a standard 
form and characterized (up to units of R) by a 4-tuple (r/s, a, , aa , a& 
where (r/s) E K and a, , a2 , a3 E R satisfy a, : a, ~7~ . To prove this, we let 
N(A) = R and A is tiled with respect to (i “,j; thus, if (t f) E A,, and 
(E “,j E A,, 9 then _V(z i) = -/301 E R. This gives a bilinear pairing 
A,, x il,,, -+ R, namely, ((i i), (i i)) -+_a. The A,, and A,, are free 
R-modules of rank 3 because R is B&out and g is torsion free, so the pairing 
is nondegenerate. Therefore, we have an embedding 8: A, --+ A& , %yhere 
A,$ is the dual module of A,, . The K @:R A,, can be identified with 
K@, A&. Under this identification we may think of 0 as an inclusion. By 
the elementary divisor theorem, there is a basis {silD, (]I?~, a3D) of Ati and 
“elementary divisors” a,, a,, a3 E R such that a, i a2 1 a3 and (alxlD, 
apxi., D, a3aQD) is a basis of A,, . The ai are unique up to units of R. Let 
(al 3 52 , a3) be the dual basis of A,, and let r/s = (pi x aa) . ,x3 . If a different 
basis were chosen, T/S would be changed by a unit of R. 
We now show that a semiorder characterized in the above way satisfies the 
Brandt condition if and only if the elementary divisors satisfy the convexity 
condition a3 : alal . As in [2, Lemma 41, we construct an automorphism of V 
by sending 
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An easy computation shows that this automorphism will send 
L:B 8) + Cl 3 LfD 8, + (Yz 3 ($ 8, -+ ((S;), 3 
Thus, we may assume that 
4 = ((UJ% @ (a,)$3 ((+)a&, 
Rc, ~3 Rc2 @ (r,& 
) R . 
Then 
then 
X& X4X7 /q.) = X1X6 - A!$ - a. - -. 
2 a3 
Furthermore, 
d(A) = det 
I) 0 0 0 0 0 0 l- 
o 0 0 O--a, 0 0 0 
0 0 0 0 O--a, 0 0 
0 0 0 0 0 o-u, 0 
O--a, 0 0 0 0 0 0 
0 O--a, 0 0 0 0 0 
0 0 O--a, 0 0 0 0 
.l 0 0 0 0 0 0 0. 
= a,2a,2a32. 
Then, N(A+)P(~(A))1~2, is the ideal generated by 
for all x1 ,..., xs E R. One sees by inspection that it is contained in N(A)* = R 
if and only if a, 1 ala, . 
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It remains only to show that if a submodule A has a representation of the 
form (1) and satisfies the condition us ! ala, , then A is principal. But let 
Then 
which is an order. 
Renmk. The proof of Theorem 1 shows that, in fact, under the hypothesis, 
_4 can be transformed into an order by two multiplications. 
4. BRUXDT MODULES IS CA~LEY ALGEBEU OVER 
KOXD~ADIC LOCAL FIELDS 
The work of O’Meara [Sj in classifJing lattices in quadratic spaces over 
nondyadic local fields according to isometr7; type can be used to extend the 
results of Section 3 of this paper. 
Let 2? be a Cavleq’ algebra over a nondvadic local field (i.e., the quotient 
field K of a complete discrete valuation ring R for which the residue class 
field is finite of characteristic not two). Xote that since every quadratic form 
of degree greater than or equal to 5 over a local field is isotropic, V? must be a 
Cavlev matrix algebra. 
DEFINITION. If a is a free R-submodule of Q of rank r> we saq’ that A 
is modular if (d(A)) = IVY. 
DEFISITIOX. Let A be an admissible R-submodule of V and suppose that 
A has a splitting 3 = A, i A, 1 ... 1 A, into orthogonal direct 
summands where each Ai is modular and X(A,) 2 N(Aa) 2 ... 2 X(/l,). 
Such a splitting is called a Jordan splitting of A. 
It can easily be shown that all admissible modules have Jordan splittings. 
We note that the above definitions differ slightly in appearance from those 
given by O’Meara [5], which apply in a more general situation. In the present 
context, the definitions are equivalent. 
PROPOSITION 1. If A is an admissible R-submodule of g with Jordan 
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splittings A=A,_I_Az_L...IAt and A=B,~B,~.*.~B,, then 
t = T andfor all i = I,..., t, Ai = N(Bi) and dim(A,) = dim(B& 
Proof. See [5, Theorem 91:9]. 
Thus, we say that the admissible R-submodules A and B have the same 
Jordan type if they have Jordan splittings A = A, 1 A, L ... 1 A, and 
B=B,LB,l... 1_ B, with dim A.i = dim Bi and N(Ai) = N(Bi) for all 
i = l,..., t. 
THEOREM 2. Let %? be a Cayley algebra ozyer a nondyadic local field with 
ring of integers R and let A and B be admissible R-submodules of ??. A and B 
are isometric sf and on& zf (1) ,4 and B have the same Jordan type and (2) zf 
A = A, 1 ... I A, and B = B, 1 .a* I B, are Jordan splittings of A and B, 
respecticlely, then A(Ai) and A(Bi) are equal up to the square of a unit of R. 
Proof. See [5, Theorem 92:2]. 
If A has Jordan splitting A = A, 1 -.. I ,4, and x is an invertible element 
of GZ, then x-4 has Jordan splitting ~~4 = x-4, L *.. 1 ~~4, . The dimensions 
of the components of a Jordan splitting of x-4 are the same as those of A and 
if these dimensions are even, the discriminants of the components of xA 
differ by a square from the discriminants of the corresponding components 
of A. (Since if yi = dim Ai is even, A(x~~) = (N(x))‘<;2 A(A,).) 
DEFINITION. Let A be an R-submodule of V. We define d(A), the classical 
discriminant of A, to be 
d(A) = (-l)nie A(A) if n = dim A is even 
= $(-l)(n-l)P A(A) if n = dim A is odd. 
hOPOSITlOx 2. Let V be a Cayley a&ebra over a nondyadic localjeld K 
with ring of integers R. An admissible R-submodule A of Q is isometric to a tiled 
module if and only if a Jordan splitting A, 1 ... 1 ;4, of A satis$es (1) dim Ai 
is eaen, and (2) d(Ai) is a square, for eaclz i = l,..., t. 
Proof. (t) For each i, let d(Ai) = hi2 E K. Let B be the module 
B = ( 
lie, 9 REP 0 RE 
(11; ” 
3, 
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smith the li E K and II i I2 j l3 ! l4 in R. The basis elements of B can be ordered 
so that the matrix of the inner product on B is 
Xow;, the li can be chosen so that B has Jordan splitting B = B, i ... _!_ Bt 
with dim Bi = dim A, and d(BJ = @I,). (For example, if t = 4, take 
Zi = ki for all f = l,..., 4; if dim A, = 4 and dim 9, = dim A, = 2, take 
1, = i, = k, , Z3 = k2 , and Is = k, .) Applying Theorem 2, we see thar A is 
isometric to B, which is tiled with respect to (i i) by construction. 
(a) We apply a sequence of isometries and a left multiplication to rZ to 
reach a module that has a Jordan splitting with even-dimensional components 
of square classical discriminants. It will follow, then, from Theorem 2 and the 
remark preceding this proposition, that A has a Jordan splitting with the 
required properties. 
We are given that A is isometric to a tiled module B(O). As in the proof of 
Theorem 1, we may apply an automorphism 4 to +? so that $(B(O1) will be 
tiled with respect to (i E). Since any automorphism of $9 is an isometry, 
let B(l) = +(B(O)). Then, 
B’l’ = w BOl 
ho (bd, ;) 
where B,, and B,, are free three-dimensional R-modules. If 
let B’s’ = B!l’_ 
BOl O ) = (l/d) $ R, let B(2) = (t: y) . B(l) = ((21 dBol' 
10 
In either case, we may write 
B’“’ = ( @I’) B;, B;;o 1 (b,‘) ’ 
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and as in the proof of Theorem 1, we have a nondegenerate bilinear pairing 
forolEBA,and/3EB;,, and as in that proof, we may apply an automorphism 
(hence isometry) constructed by means of [2, Lemma 41, which will transform 
Bt2) into 
where bl’, b2’, r/s, a, , a2 , a, E K. If we apply the isometry zj defined by 
where II = b,‘b, , I2 = a, , l3 = a2 , l4 = a, . Since R is a valuation ring, the 
elements lr , I2 , I3 and I4 may be linearly ordered with respect to division. 
Then, clearly, B(“) has a Jordan splitting with even-dimensional components 
of square classical discriminants. 
We note that if A and B are isometric admissible R-submodules of % and 
if A satisfies the Brandt condition, then so does B. For, let 0: V + V be the 
isometry such that B(rZ) = B. Since A satisfies the Brandt condition, 
N(A+)* d(A) c :V(A)~. K I ow, N(B(A)) = N(A) and d(B(A)) = d(A), since 0 
is an isometry. In addition, B(M) = B(A)*, since z E e(a+) -+ z = e(,lc> for 
some x E _4* = {y I (y, A) E R} o z = O(x), where (x, A) = (O(x), O(A)) = 
(z, O(A)) C R o z E B(A)+. Thus, 
x(e(Ayy d(e(A)) = x(e(aqy d(A) = q~)4 A(A) c x(,4)4 = x(e(A)y. 
THEOREM 3. Let V be a CayleJj algebra ooe-r a nondyadic local jield K 
with ring of integers R. Let A be a Brandt submodule of %’ for whicJz the Jordan 
splitting A = A, I ~~~_LA,issuxhthatforalli= l,...,t,dimA,iseaenand 
d(Ai) is a square. Then A is principal. 
Proof. By the proof of Proposition 2, A is isometric to a module of the 
form 
B = ( (Z&1 13 (& @ (& 
REP 0 R,, 0 Rc3 
) VI) * 
We may assume that II j l2 1 I3 1 I4 in R since any permutation of the l’s 
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results in a Iattice isometric to B. By the note preceding this theorem: 23 is 
a Brandt module. Since I1 ) l2 ! la j l4 in R, we have la = a,l, , l3 = npll ? and 
i. = a& , where a, , a2 , a3 E R and a, 1 a2 a3 . Let 
and C = xB. 
Then, 
Rel 0 Rep ,3 Re3 
) R /’ 
which is a semiorder tiled with respect to (i i). Since B is Bsandt and C = xB. 
C is also Brandt, so by Theorem 1, C is principal. Then C = y-C, \yhere S is 
isometric to an order P. Call the isometry from B to 8, cl , and that from P 
to S, op . Then P is isometric to q-l . A via the mapping 
a=L xy-1~IL2-1Ly~~ . 
Hence, d is principal. 
The following example is based on one suggested by the referee. 
If 9 is a Cayle?; matrix algebra over a discrete aaluatioa ring in which 2 is a 
unit, then V contains an admissible Brandt semiorder that is not principal. 
Proof. Let F? be a Cayley algebra over a discrete valuation ring R and 
suppose that $ E R. Then, g has an orthogonal basis 
with -V(q) = I for 1 < i < 4 and M(rJ = --I for- 5 < i < 8. Let t be a 
uniformizing parameter for R and let A = Rx, + Rx, T Rx3 T (t)x, + 
@)x5 + (t)Xs f (t)x, + (t)x, . Then, 1 E A, X(A) = R, d(d) = Zatxo and 
X[A+) = (l/P) and hence, A is a Brandt semiorder. 
Now, suppose that A is principal, i.e., that d = rS with S isometric to an 
order P and x invertible. Then, S = x-IA, X(x-1) = zl a unit of R and S has 
basis (x-?q , x-1x2 , .&x3 , tx-*x4 , tx-lx5 , tx-lx, , tx-lx, ,tx-lx,) . Hence, P 
has an orthogonal basis {JJ~ ,..., ys) with X(yr) = X(y2) = :V( ys) = U: 
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$“‘F) = UP, 2\7(y5) = ;Y(yJ = X(y7) = N(y.s) = -4. Since P is an order, 
z, . . . . . zs] given by zi = yiyl ! “/u is also a basis for P. Then, x2x3 = u,z, + 
ape -; ... j a8z8, where each ai E R. Since (znz3 , ,x1) = (.ze.z3, 1) = 
(q, x3*) = --(x2, x3) = 0, a, = 0. Moreover, (x2x,, zJ = 0 and (.+x3, x3) = 0, 
so a2 = a, = 0. Then, 
whereas, by another calculationz 
which is a contradiction. 
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