Bounding χ in terms of ω and Δ for some classes of graphs  by Aravind, N.R. et al.
Discrete Mathematics 311 (2011) 911–920
Contents lists available at ScienceDirect
Discrete Mathematics
journal homepage: www.elsevier.com/locate/disc
Bounding χ in terms of ω and∆ for some classes of graphs
N.R. Aravind, T. Karthick ∗, C.R. Subramanian
The Institute of Mathematical Sciences, Chennai - 600 113, India
a r t i c l e i n f o
Article history:
Received 10 December 2010
Received in revised form 1 February 2011
Accepted 2 February 2011
Available online 22 March 2011
Keywords:
Vertex coloring
Chromatic number
Clique number
Maximum degree
a b s t r a c t
Reed [B. Reed, ω,∆ and χ , Journal of Graph Theory, 27 (1998) 177–212] conjectured that
for any graph G, χ(G) ≤

∆(G)+ω(G)+1
2

, where χ(G), ω(G), and ∆(G) respectively denote
the chromatic number, the clique number and the maximum degree of G. In this paper, we
verify this conjecture for some special classes of graphs which are defined by families of
forbidden induced subgraphs.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
All our graphs are finite, simple and undirected, and we follow West [21] for standard notations and terminology. The
chromatic number of a graph G, denoted by χ(G), is the minimum number of colors required to color the vertices of G so
that no two adjacent vertices receive the same color. Since the computation of χ(G) is NP-hard, finding bounds for χ(G) in
terms of various parameters of the given graph G has received much attention. We refer to an excellent survey of Randerath
and Schiermeyer [18] for recent results and open problems in graph coloring. A clique (independent set) in a graph G is a set
of pairwise adjacent (non-adjacent) vertices. The size of a largest clique (independent set) in G is called the clique number
(independence number) of G, and is denoted by ω(G)(α(G)). The degree of a vertex in G is the number of vertices adjacent to
it. The maximum (minimum) degree over all vertices in G is denoted by∆(G)(δ(G)).
For any graph G, we have ω(G) ≤ χ(G) ≤ ∆(G) + 1. In 1941, Brooks [4] proved that if G is a graph with ∆(G) ≥ 3
and ω(G) ≤ ∆(G), then χ(G) ≤ ∆(G). Borodin and Kostochka, Catlin, and Lawrence (see Section 4.6 of [11]) independently
proved that χ(G) ≤ rr+1 (∆(G)+ 2), for all graphs Gwithω(G) ≤ r and∆(G) ≥ r ≥ 3. Whenω(G) = 2, Kostochka (cf. [11])
showed that χ(G) ≤ 23 (∆(G) + 2). For any graph G, define γ (G) :=

∆(G)+ω(G)+1
2

. In 1998, Reed [19] conjectured the
following.
Conjecture A ((RC) [19]). For any graph G, χ(G) ≤ γ (G). 
Odd cycles of length at least 5, and the Chvatal’s 4-regular, 4-chromatic, triangle-free graph [6] show that the ceiling in
Conjecture A is necessary. Proving Conjecture A seems to be difficult, and it is not proved yet even for the class of triangle-
free graphs. The previous attempts in proving Conjecture A have mostly been focused either on bounding χ(G) away from
∆(G)+ 1 and towards ω(G) for all graphs G or in proving the Conjecture A for restricted classes of graphs. Reed [19] proved
that if∆(G) is sufficiently large andω(G) is sufficiently close to∆(G) then the Conjecture A holds. Using this, he proved that
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Fig. 1. Some special graphs.
there exists a constant k > 0 such that for any graph G, χ(G) ≤ ⌈kω(G) + (1 − k)(∆(G) + 1)⌉. Also, the Conjecture A has
been verified for the following special classes of graphs:
• Line graphs of multigraphs [15], quasi-line graphs [14], 3K1-free graphs (that is, graphs G with α(G) ≤ 2) [13,16,17],
almost-split graphs [16], K1,3-free graphs [13], and {2K2, C4}-free graphs [9].
• Graphs with disconnected complements [17].
• Graphs Gwith∆(G) ≥ |V (G)| − 7, and graphs Gwith∆(G) ≥ |V (G)| − α(G)− 4 [16].
• Graphs Gwith χ(G) >

|V (G)|
2

, and graphs Gwith χ(G) > |V (G)|−α(G)+32 [17].
• Graphs Gwith χ(G) ≤ ω(G)+ 2 [9].
In this paper,we verify Conjecture A for some special classes of graphswhich are defined by forbidden induced subgraphs.
A graph G is said to be perfect if χ(H) = ω(H) for every induced subgraph H of G. We note that Conjecture A trivially
holds for perfect graphs. An odd-hole is an induced cycle C2k+1, where k ≥ 2. The Strong Perfect Graph Theorem [5] states
that a graph G is perfect if and only if it does not contain any odd-hole or the complement of any odd-hole. Thus the class of
perfect graphs is a subclass of the class of odd-hole free graphs.
In Section 3, we first prove that the class of odd-hole free graphs satisfy Conjecture A (see Corollary 3.0.1). In fact,
we prove the following strengthened variant of Conjecture A for the class of odd-hole free graphs. Let dG(v) (or d(v))
denote the degree of a vertex v in G, and ωG(v) (or ω(v)) denote the size of a largest clique in G which contains v. In [13],
King proposed the following local strengthening of Conjecture A, which we call LRC: Let fG(v) :=

d(v)+ω(v)+1
2

. Define
f (G) = max{fG(v) : v ∈ V (G)}.
Conjecture B ((LRC) [13]). For any graph G, χ(G) ≤ f (G). 
In [13], the LRChas been verified for (i) graphsGwithα(G) ≤ 2, (ii) circular-interval graphs, (iii) line graphs, and (iv) claw-
free graphs with a three colorable complement.
Note that LRC is a strengthening of RC in the sense that proving LRC for any family of graphs implies proving RC for that
family. In Section 3, we prove the LRC for the family of odd-hole free graphs (see Theorem 3.0.4).
We also prove another improved bound for the class of odd-hole free graphs: The degeneracy d(G) of a graph G is defined
asmax{δ(H) : H ⊑ G}. Then, it follows that d(G) ≤ ∆(G) for any graph G. G is said to be k-degenerate if d(G) ≤ k. For a graph
G, we define γ1(G) :=

d(G)+ω(G)+1
2

. Then, for any G, γ1(G) ≤ γ (G). We prove that if G is odd-hole free, then χ(G) ≤ γ1(G)
(see Theorem 3.0.2).
As a natural extension of the well-studied P4-free graphs, the class of Chair-free graphs and its subclasses, and the class
of P5-free graphs and its subclasses have beenwidely studied, in particular, in the context of theMaximum Independent Set
Problem (MISP); see [1,3,8]. While MISP is solvable efficiently for P4-free graphs [10], the complexity of MISP is unknown
for P5-free graphs [8]. Subsequently there has been quite some interest in {P5,H}-free graphs for various H; see [3]. Also,
note that the class of K1,3-free graphs is a subclass of the class of Chair-free graphs. We refer to [2] for many more classes of
graphs defined by forbidden induced subgraphs and their properties.
In this paper, we verify Conjecture A for some subclasses of: P5-free graphs and Chair-free graphs. By a result of
Seinsche [20], the class of P4-free graphs are perfect, and hence they trivially satisfy Conjecture A. However, for the class
of P5-free graphs, and for the class of Chair-free graphs, Conjecture A is open. In Section 4, we verify Conjecture A for the
following classes of graphs: {P5, (P2∪P3)c,House,Dart}-free graphs, {P5, Kite, Bull, (K3∪K1)+K1}-free graphs, {P5, C4}-free
graphs, {Chair,House, Bull, K1+C4}-free graphs, and {Chair,House, Bull,Dart}-free graphs (see Corollaries 4.1.1, 4.2.1, 4.3.1,
4.4.1 and 4.5.1) via structure theorems we obtain for these classes of graphs. A house graph is the same as the complement
of a P5. See Fig. 1 for the definitions of some of these special forbidden induced subgraphs.
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Fig. 2. Examples for expansions of graphs.
2. Notations and terminology
Let Pn, Cn, Kn denote the induced path, induced cycle and complete graph on n vertices respectively. If F is a family of
graphs, G is said to be F -free if it contains no induced subgraph isomorphic to any graph in F . If G1 and G2 are two vertex
disjoint graphs, then their union G1∪G2 is the graphwith V (G1∪G2) = V (G1)∪V (G2) and E(G1∪G2) = E(G1)∪E(G2). Also,
their join G1+G2 is the graphwithV (G1+G2) = V (G1)∪V (G2) and E(G1+G2) = E(G1)∪E(G2)∪{xy : x ∈ V (G1), y ∈ V (G2)}.
For any positive integer k, kG denotes the union of k disjoint graphs each isomorphic to G.
The length of a path is the number of edges in it. The length of a shortest path between two vertices x, y is denoted by
dist(x, y). For S ⊆ V (G) and x ∈ V (G) \ S, we define dist(x, S) = min{dist(x, y) : y ∈ S}. We denote by [S, T ], the set of
edges {e ∈ E(G) : e has one end in S and the other in T }. The set of edges [S, T ] is said to be complete if every vertex in S is
adjacent with every vertex in T . For S ⊆ V (G), let the open neighborhood of S be defined by N(S) = {x ∈ V (G) \ S : xy ∈
E(G), for some y ∈ S}, and let N[S] = N(S) ∪ S. Also, [S] denotes the subgraph induced by S in G. The graph induced by
the set of vertices {v1, v2, . . . , vt} is denoted by [v1, v2, . . . , vt ]. If H is an induced subgraph of G, then we write H ⊑ G. A
subset S of V (G)which satisfies 2 ≤ |S| ≤ |V (G)| − 1 is a homogeneous set in Gwhenever every vertex of V (G) \ S is either
adjacent to all the vertices in S or to none of them.
Let G be a graph on n vertices v1, v2, . . . , vn, and let H1,H2, . . . ,Hn be n vertex-disjoint graphs. Then an expansion
G(H1,H2, . . . ,Hn) of G is the graph obtained from G by
(i) replacing the vertex vi of G by Hi, i = 1, 2, . . . , n, and
(ii) joining the vertices x ∈ Hi, y ∈ Hj if and only if vi and vj are adjacent in G.
An expansion is also called a composition; see [21]. IfHi’s are complete, it is called a complete expansion ofG, and is denoted
byK[G] orK[G](m1,m2, . . . ,mn) ifHi = Kmi .K[C5] is called a buoy in [7]. Similarly, ifHi’s are edgeless graphs, an expansion
is called an independent expansion of G and is denoted by I[G] or I[G](m1,m2, . . . ,mn) if Hi = K cmi . See Fig. 2.
3. Reed’s conjecture for odd-hole free graphs
In this section, we verify Conjecture A and its strengthened variants for the class of odd-hole free graphs. A graph G is
said to be k-critical if χ(G) = k and χ(G− v) < k, for all v ∈ V (G). We use the following lemmas.
Lemma 3.0.1. Let G be k-critical and let v be any vertex which does not belong to any odd hole in G. Then, for any (k−1)-coloring
c of G− v, the set S defined by S := {u ∈ N(v) : c(u) ≠ c(u′),∀u′ ∈ N(v)− u} induces a complete subgraph of G.
Proof. Consider a (k − 1)-coloring C of G − v. For any vertex t ∈ G − v, let Ct denote the color class containing t . Clearly,
since G is k-critical, all k − 1 colors must appear at least once in N(v). Consider any two vertices x, y in N(v) such that
|Cx ∩N(v)| = 1 and |Cy ∩N(v)| = 1. We prove that xy ∈ E(G). Let H be the subgraph induced by Cx ∪ Cy. If x and y belong to
different connected components ofH , then by interchanging the colors in the component containing x, we can get a coloring
of G − v which uses at most k − 2 colors on N(v), contradicting the fact that G is k-critical. Thus, x and y must lie in the
same connected component K of H . Any shortest path (in K ) joining x and y is an induced path between x and y and is of
odd length. If the length of this path is at least three, then this path together with v will induce an odd-hole, a contradiction
to our assumption. So, xy ∈ E(G). 
Lemma 3.0.2. If l colors appear at least once in a set of s vertices, the number of colors that appear exactly once is at least 2l− s.
Proof. Let x be the number of colors which appear more than once. Then s ≥ l+ x. This yields l− x ≥ 2l− s. 
Theorem 3.0.1. If G is k-critical and k > d(v)+ω(v)+12 , for v ∈ V (G), then v must belong to some odd hole in G.
Proof. On the contrary, suppose that v does not belong to any odd hole in G. Now, consider a proper coloring of G− v using
k− 1 colors. Such a coloring exists since G is a critical graph. Further, each of the k− 1 colors must be used in N(v) at least
once. By applying Lemmas 3.0.1 and 3.0.2 toN(v), we haveω(v)−1 ≥ 2(k−1)−d(v). Thus, k ≤ d(v)+ω(v)+12 , a contradiction
to our assumption. So, v must belong to some odd hole in G. 
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The above theorem implies the following results.
Theorem 3.0.2. If G is an odd-hole free graph, then χ(G) ≤ γ1(G).
Proof. Let χ(G) = k. W.l.o.g., assume that G is k-critical. Otherwise, we prove it for a k-critical induced subgraph H of G and
extend it to G using d(H) ≤ d(G) and ω(H) ≤ ω(G). Let v be a vertex of minimum degree δ(G). Since G has no odd holes, it
follows from Theorem 3.0.1 that k ≤ (δ(G)+ ω(v)+ 1)/2 ≤ (d(G)+ w(G)+ 1)/2. Hence, k ≤ γ1(G). 
Corollary 3.0.1. If G is an odd-hole free graph, then χ(G) ≤ γ (G). 
Theorem 3.0.3. If G is a minimum counterexample to either of the two Conjectures A and B, then every vertex of G must belong
to some odd hole in G.
Proof. It suffices to prove it for Conjecture B. Let χ(G) = k. Since G is a minimum counterexample, it follows that G is
k-critical. Then, for every v ∈ V (G), k > d(v)+ω(v)+12 , and hence by Theorem 3.0.1, v is part of some odd hole in G. 
Theorem 3.0.4. If G is an odd-hole free graph, then χ(G) ≤ f (G).
Proof. Let χ(G) = k. Again, w.l.o.g., assume that G is k-critical. Otherwise, we prove it for a k-critical induced subgraph H
of G and extend it to G using f (H) ≤ f (G). Let v be any vertex such that fG(v) = f (G). Since G has no odd holes, it follows
from Theorem 3.0.1 that k ≤ (d(v)+ ω(v)+ 1)/2 ≤ fG(v) = f (G) as required. 
Remark. Based on Theorem 3.0.2, it might be tempting to conjecture that the inequality in Theorem 3.0.2 holds true for
every graph G. However, this is not true in general and the well-known Mycielski graphs {Gk : k ≥ 4} are counter
examples. We recall the Mycielski’s construction of triangle-free graphs with high chromatic number: G3 is C5. For k ≥ 4,
if Gk−1 = (V , E), then Gk is defined recursively from Gk−1 as follows: V (Gk) = V ∪ V ′ ∪ {w}, where V ′ = {u′ : u ∈ V }
and w ∉ V ∪ V ′, and E(Gk) = E ∪ {(u′, v) : (u, v) ∈ E} ∪ {(w, u′) : u′ ∈ V ′}. Then, for k ≥ 3, χ(Gk) = k, and
each Gk is triangle-free, that is, ω(Gk) = 2. Also, it is easy to verify inductively that d(Gk) = k − 1, for k ≥ 3. Hence,
γ1(Gk) =
 k−1+2+1
2
 ≤ k+22 < k = χ(Gk), for k ≥ 3. Note that each Gk (for k ≥ 4) violates the bound if we redefine γ1(G)
by replacing the floor by the ceiling.
Algorithmic aspects: The above results on chromatic bounds can be made constructive leading to efficient algorithms for
producing a proper coloring. We briefly mention them below in Theorem 3.0.5. Both the chromatic bounds stated depend
on the values of ω(H) for some suitable H , the computation of which is NP-hard in general. Hence it might seem that it is
not possible to design efficient algorithmic versions of the bounds. However, the algorithms we present here are such that
if the bound k (given below) is given as part of the input, then the algorithm correctly finds a proper k-coloring without
computing ω(H) for any H . Hence, we only describe an algorithm, say A, which assumes that this bound k is given to it.
For Part (i) of Theorem 3.0.5, we run the algorithmA for every value of k starting from 1 until d(G) + 1. It surely succeeds
in finding a proper k-coloring for some value of k ∈ [1, d(G) + 1]. Similarly, for Part (ii), we run the algorithmA for every
k ∈ [1,∆(G)+ 1]. Given an input graph G, we use n,m, and d respectively to denote |V (G)|, |E(G)|, and d(G).
Theorem 3.0.5. Let G be an odd-hole free graph. Then (i) there is a O(nmd3) time algorithm to produce a proper coloring of G
using at most

d(G)+ω(G)+1
2

colors, (ii) there is a O(nm∆(G)3) time algorithm to produce a proper coloring of G using at most
maxv

d(v)+ω(v)+1
2

colors.
Proof. We prove (i). Let (v1, . . . , vn) be a d-degenerate ordering of G. That is, for every i, |NG(vi) ∩ {vi+1, . . . , vn}| ≤ d. It is
well known that such an ordering can be computed in O(n+ m) time. Now, starting with vn, we color vertices in the order
(vn, . . . , v1). Define k :=

d(G)+ω(G)+1
2

,Gi := G[{vi, . . . , vn}], and di := |NGi(vi)|. Suppose Gi+1 is colored with k colors
and denote this coloring by c . If fewer than k colors have been used for NGi(vi), then we can use one of the remaining colors
for vi. Otherwise, define S := {u ∈ NGi(vi) : c(u) ≠ c(u′),∀u′ ∈ NGi(vi) \ {u}}. By Lemma 3.0.2, |S| ≥ 2k − di. Since G is
odd-hole free, it follows by the arguments in the proof of Lemma 3.0.1 that either there are u, v ∈ S, u ≠ v such that u can
be recolored with the color of v thereby making the color c(u) available for vi or S induces a complete subgraph of G. The
latter case cannot arise since |S| ≥ 2k− d ≥ ω(G)which implies that G has a clique of size more than ω(G), a contradiction.
Determining u and v can be done in O(md2) time as follows. For every pair u, v of distinct vertices in S, do the following
as long as it is necessary: Once a proper coloring of Gi+1 is obtained, the set S ⊆ NGi(vi) can be determined easily in O(dn)
time. Compute the connected components of the subgraph H of Gi+1 induced by the vertices colored with c(u) or c(v). This
can be done in O(m) time. If u and v belong to different connected components of H (the fact that such a pair exists follows
from the proof), then interchange the colors of the vertices in the component containing v, and this makes the color c(v)
available for vi. Hence, the total time required for finding a suitable pair u, v is O(md2).
Part (ii) is similarly established. 
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4. Some families of graphs containing odd-holes
In this section, we verify Conjecture A for some special classes of graphs which are defined by forbidden induced
subgraphs.
By Corollary 3.0.1, it is enough to verify Conjecture A for the classes of graphs that contain an odd-hole. Here, we
verify Conjecture A for the following classes of graphs (under the assumption that each class under consideration contains
an odd-hole): {P5, (P2 ∪ P3)c,House,Dart}-free graphs, {P5, Kite, Bull, (K3 ∪ K1) + K1}-free graphs, {P5, C4}-free graphs,
{Chair,House, Bull, K1 + C4}-free graphs, and {Chair,House, Bull,Dart}-free graphs (see Fig. 1).
Convention: We use {0, 1, 2, 3, . . . , 2k}with mod 2k+ 1 additions and subtractions. We also use 2k+ 1 in place of 0.
We often use the following known results from the literature.
Theorem A ([7]). If G ∼= C5(H1,H2,H3,H4,H5) and if χ(Hi) ≤ t for all i, 1 ≤ i ≤ 5, then χ(G) ≤
 5t
2

. 
Theorem B ([12]). If a graph G satisfies ω(G) > 23 (∆(G) + 1), then G contains a maximal independent set I such that
ω(G− I) < ω(G). 
It follows from Theorem B that if G is a minimum counterexample to Conjecture A, then ω(G) ≤ 23 (∆(G) + 1). Also, as
pointed out by King [12], the bound given in the hypothesis of TheoremB cannot be improved. For, ifG ∼= K[C5](k, k, k, k, k),
then ω(G) = 2k,∆(G) = 3k− 1, and G contains no independent set I such that ω(G− I) < ω(G).
A circular interval representation of a graph G consists of a point on the boundary of the unit circle corresponding to
each vertex, along with a set of closed intervals on the boundary of the unit circle such that two vertices of G are adjacent
preciselywhen there is an interval containing both points associatedwith the vertices (againwe assume no interval contains
another). A circular interval graph is a graph for which there is a circular interval representation. We note that the class of
circular interval graphs is a subclass of the class of claw-free graphs, and it is easy to see that a complete expansion of an
odd-hole is a circular interval graph. We refer to [13] for further details regarding circular interval graphs.
Theorem C ([13]). If G is a circular interval graph, then χ(G) ≤ γ (G). In particular, if G is a complete expansion of an odd-hole,
then χ(G) ≤ γ (G). 
Theorem D ([17]). If G1 and G2 are any two vertex disjoint graphs, and if G ∼= G1 + G2, then χ(G) ≤ γ (G). 
4.1. {P5, (P2 ∪ P3)c,House,Dart}-free graphs
Theorem 4.1.1. If G is a connected {P5, (P2 ∪ P3)c,House,Dart}-free graph that contains an induced C5, then G is either
isomorphic to C5(S1, S2, S3, S4, S5) or isomorphic to C5(S1, S2, S3, S4, S5) + H, where Si’s are induced split subgraphs of G,H
is nonempty and H ⊑ G.
Proof. Let C = [v0, v1, v2, v3, v4] ∼= C5 ⊑ G.
Claim 1: Any x ∈ V (G) \ V (C) is either adjacent to exactly two non-consecutive vertices of C or adjacent to exactly three
consecutive vertices of C or adjacent to all the vertices of C .
Let y ∈ V (G) \ V (C). If N(y) ∩ V (C) ≠ ∅, and (1) [N(y) ∩ V (C)] ∼= K1 or K2, then P5 ⊑ G, (2) [N(y) ∩ V (C)] ∼= K2 ∪ K1 or
P4, then House ⊑ G. Let
A := {y ∈ V (G) \ V (C) : [N(y) ∩ V (C)] ∼= 2K1},
B := {y ∈ V (G) \ V (C) : [N(y) ∩ V (C)] ∼= P3}, and
D := {y ∈ V (G) \ V (C) : [N(y) ∩ V (C)] ∼= C5}.
Our claim is that V (G)\V (C) = A∪B∪D. Else, there exists a vertex z ∈ V (G)\(A∪B∪D∪V (C)) such thatN(z)∩V (C) = ∅.
Since G is connected, there exists a vertex w ∈ A ∪ B ∪ D such that there exists a path P connecting z and w. Now, if
w ∈ A ∪ B, then there exists a j (1 ≤ j ≤ 5, j mod 5) such that {vj+2, vj−2, vj−1, w} together with P induces a path of
length ≥ 5, a contradiction. And, if w ∈ D, then {v1, v2, v3, w} together with P induces a Dart, a contradiction. Hence,
V (G) \ V (C) = A ∪ B ∪ D and the claim holds.
For convenience, let us further partition A and B as follows: For 1 ≤ i ≤ 5, i mod 5, let
Ai := {x ∈ A : N(x) ∩ V (C) = {vi−1, vi+1}}, and
Bi := {x ∈ B : N(x) ∩ V (C) = {vi−1, vi, vi+1}}.
Then A =5i=1 Ai and B =5i=1 Bi. For 1 ≤ i ≤ 5, let A′i = Ai ∪ {vi} and Fi = Bi ∪ A′i .
Claim 2: Fi induces a split subgraph of G, for every i.
To prove the claim, we observe the following: (i) [Bi ∪ {vi}] is complete (else, if x, y ∈ Bi are not adjacent, then
[x, y, vi, vi+1, vi+2] ∼= Dart ⊑ G), (ii) [A′i] is independent (else, if x, y ∈ Ai are adjacent, then [x, y, vi−1, vi, vi+1] ∼= (P2 ∪
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P3)c ⊑ G), and (iii) [Ai, Bi] is complete (else, if x ∈ Ai and y ∈ Bi are not adjacent, then [x, y, vi−1, vi, vi+1] ∼= (P2∪ P3)c ⊑ G).
Hence, by (i), (ii) and (iii), Fi induces a split subgraph of Gwith partition (Bi, A′i).
Claim 3: [Fi, Fi+1] is complete, for every i, 1 ≤ i ≤ 5, i mod 5.
By the definition of Ai and Bi, it is enough to show that [Ai ∪ Bi, Ai+1 ∪ Bi+1] is complete. Else, if there exist x ∈ Ai ∪ Bi and
y ∈ Ai+1 ∪ Bi+1 such that xy ∉ E(G), then [x, vi−1, vi−2, vi+2, y] ∼= P5 ⊑ G, a contradiction.
Claim 4: [Fi, Fi+2] = ∅, for every i, 1 ≤ i ≤ 5, i mod 5.
As before, we show that [Ai ∪ Bi, Ai+2 ∪ Bi+2] = ∅. Else, if there exist x ∈ Ai ∪ Bi and y ∈ Ai+2 ∪ Bi+2 such that xy ∈ E(G),
then [vi+1, x, vi−1, vi−2, y] ∼= House ⊑ G, a contradiction. So, [Fi, Fi+2] = ∅.
Claim 5: [Fi,D] is complete, for every i, 1 ≤ i ≤ 5.
Else, if x ∈ Fi and y ∈ D are not adjacent, then [vi−2, vi−1, x, vi+1, y] ∼= House ⊑ G.
Hence, by Claims 1–5, G ∼= C5(S1, S2, S3, S4, S5) or G ∼= C5(S1, S2, S3, S4, S5) + H , where V (Si) = Fi and V (H) = D
according as D = ∅ or D ≠ ∅. 
Corollary 4.1.1. If G is a {P5, (P2 ∪ P3)c,House,Dart}-free graph, then χ(G) ≤ γ (G).
Proof. On the contrary, assume that G is a graph on the least number of vertices not satisfying the corollary. Since G
belongs to an induced hereditary family, every proper induced subgraph H of G satisfies the corollary. So, G is a minimum
counterexample to Conjecture A. Hence, it follows by Theorem B that ω(G) ≤ 23 (∆(G)+ 1).
If G is odd-hole free, then we get a contradiction by Corollary 3.0.1. So, assume that G contains an odd-hole, say C . Since
G is P5-free, C ∼= C5 ⊑ G, and note that G is connected. Now, we use Theorem 4.1.1 and we follow the notations as in
Theorem 4.1.1.
If D ≠ ∅, then by Theorem D, χ(G) ≤ γ (G), a contradiction.
So, let us assume that D = ∅. Let k = min1≤i≤5{|Bi ∪ {vi}|}. Without loss of generality, let k = |B1 ∪ {v1}|. Then
since [Bi ∪ {vi}] is complete, for every i, we have K[C5](k, k, k, k, k) ⊑ G. Among all K[C5](k, k, k, k, k)’s in G, we choose
a K[C5](k, k, k, k, k) ∼= H∗ such that {v1, v2, v3, v4, v5} ⊆ V (H∗). Let H = [(5i=1 Ai) ∪ V (H∗)]. Hence, by Theorem A,
χ(H) ≤  5k2 . Also, note that ω(G− V (H)) ≤ ω(G)− 2k, and G− V (H) is perfect. Therefore,
χ(G) ≤ χ(H)+ χ(G− V (H))
≤

5k
2

+ ω(G− V (H)) (since G− V (H) is perfect)
≤

5k
2

+ ω(G)− 2k
=

k
2

+ ω(G) ≤

5ω(G)
4

(since 2k ≤ ω(G)).
Then since ω(G) ≤ 23 (∆(G)+ 1), the last inequality implies that χ(G) ≤ γ (G), a contradiction. 
4.2. {P5, Kite, Bull, (K3 ∪ K1)+ K1}-free graphs
Theorem 4.2.1. If G is a connected {P5, Kite, Bull, (K3 ∪ K1) + K1}-free graph that contains an induced C5, then one of the
following holds:
(i) G ∼= I[C5]. (ii) G ∼= G1 + G2, where G1,G2 ⊑ G. (iii) There exists a partition of V (G) = V1 ∪ V2 with the following
property: (1) V1 is partitioned into two bipartite graphs, and (2) V2 can be partitioned into disjoint I[C5]’s, each of them being a
homogeneous part of G whose open neighborhood is a stable subgraph of V1. Moreover, in this case χ(G) ≤ 6.
Proof. Let [N0] = [v1, v2, v3, v4, v5] ∼= C5 ⊑ G, and let Ni = {y ∈ V (G) \ N0 : dist(y,N0) = i}, i ≥ 1.
Claim 1: If x ∈ N1, then [N(x) ∩ N0] ∼= 2K1 or C5.
Else, if x ∈ N1, and (a) if [N(x) ∩ N0] ∼= K1 or K2, then P5 ⊑ G, (b) if [N(x) ∩ N0] ∼= P3 or P4, then Kite ⊑ G, and (c) if
[N(x) ∩ N0] ∼= K2 ∪ K1, then Bull ⊑ G, a contradiction. Hence the claim holds.
Let A = {x ∈ N1 : [N(x)∩ N0] ∼= 2K1}, and B = {x ∈ N1 : [N(x)∩ N0] ∼= C5}. Then by Claim 1, N1 = A∪ B and A∩ B = ∅.
For 1 ≤ i ≤ 5, i mod 5, let
Ai = {x ∈ A : N(x) ∩ N0 = {vi−1, vi+1}} ∪ {vi}.
Claim 2:
∪5i=1 Ai ∼= I[C5].
For every i, 1 ≤ i ≤ 5, i mod 5, we have (a) [Ai] is independent (else, if x, y ∈ Ai are adjacent, then x, y ≠ vi.
But, then [x, vi+1, y, vi−1, vi−2] ∼= Kite ⊑ G), (b) [Ai, Ai+1] is complete (else, if x ∈ Ai and y ∈ Ai+1 are not adjacent,
then [x, vi−1, vi−2, vi+2, y] ∼= P5 ⊑ G), and (c) [Ai, Ai+2] = ∅ (else, if x ∈ Ai and y ∈ Ai+2 are adjacent, then
[vi−1, x, vi+1, vi+2, y] ∼= Bull ⊑ G). Hence, by (a), (b) and (c), we conclude that
∪5i=1 Ai ∼= I[C5].
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Claim 3:
∪5i=1 Ai, B is complete.
We prove that [Ai, B] is complete. On the contrary, assume that there exist vertices x ∈ Ai and y ∈ B such that xy ∉ E(G).
Then x ≠ vi. But then [vi, vi+1, x, y, vi−2] ∼= Bull ⊑ G, a contradiction.
Claim 4: If x ∈ A, then N(x) ∩ N2 = ∅.
Assume that x ∈ Ai. On the contrary, if y ∈ N(x) ∩ N2 ≠ ∅, then [y, x, vi−1, vi−2, vi+2] ∼= P5 ⊑ G, a contradiction.
Thus, if N2 ≠ ∅, then B ≠ ∅. Hence, if B = ∅, then by Claims 2 and 4, we conclude that G ∼= I[C5].
So, let us assume that B ≠ ∅.
Claim 5: Nj = ∅, for all j, j ≥ 4.
It is enough to prove that N4 = ∅. If not, let y4 ∈ N4, and let (y1, y2, y3, y4) be a shortest path in G, where yi ∈ Ni, for
1 ≤ i ≤ 4. Then, [v1, y1, y2, y3, y4] ∼= P5 ⊑ G, a contradiction.
Claim 6: [B,N2] is complete.
If not, there exist vertices x ∈ B and y ∈ N2 such that xy ∉ E(G). Then, by the definition of N2 and by Claim 4, there exists
z ∈ B such that yz ∈ E(G). But, then [v1, v2, x, z, y] ∼= (K3 ∪ K1) + K1 or Kite ⊑ G, according as xz ∈ E(G) or xz ∉ E(G), a
contradiction.
Hence, if N3 = ∅, then by the above claims, G ∼= G1 + G2, where G1 ∼=

(∪5i=1 Ai) ∪ N2

and G2 ∼= [B].
So, let us assume that N3 ≠ ∅. Then, we have the following.
Claim 7: [B] is independent.
Let y3 ∈ N3. By the definition of N3, there exists y2 ∈ N2 such that y2y3 ∈ E(G). On the contrary to the claim, assume
x, y ∈ B such that xy ∈ E(G). Then by Claim 6, xy2, yy2 ∈ E(G). But, then [v1, x, y, y2, y3] ∼= Kite ⊑ G, a contradiction.
Claim 8: There exists a vertex x∗ ∈ N2 such that N3 ⊆ N(x∗).
On the contrary, assume that no such x∗ exist. Then by assumptions on G, there exist vertices x, x′ ∈ N2 and y, y′ ∈ N3
such that xy, x′y′ ∈ E(G) and x′y, xy′ ∉ E(G). We first claim that yy′ ∈ E(G). If not, [y, x, b, x′, y′] ∼= Bull or P5 ⊑ G, according
as xx′ ∈ E(G) or xx′ ∉ E(G), where b ∈ B, a contradiction. Note that such b ∈ B exists, by Claims 4 and 6. So, yy′ ∈ E(G). Then
[v1, b, x, y, y′] ∼= P5 ⊑ G, where b ∈ B, a contradiction.
Claim 9: [N2] and [N3] are triangle-free.
On the contrary, assume that [T ] ∼= [u1, u2, u3] ∼= K3 ⊑ [N2]. Then by Claims 4 and 6, there exists x ∈ B such that [{x}, T ]
is complete. But, then [v1, x, u1, u2, u3] ∼= (K3 ∪ K1)+ K1 ⊑ G, a contradiction. So, [N2] is triangle-free.
Similarly, [N3] is triangle-free (it follows by Claim 8).
SinceG is P5-free, the above claim implies that each component of [N2] or [N3] is isomorphic to either an I[C5] or a bipartite
graph. Let X1, X2, X3, . . . , Xk denote the components in [N2] such that Xt ∼= I[C5], 1 ≤ t ≤ k, and let Y1, Y2, Y3, . . . , Yp
denote the components in [N3] such that Ys ∼= I[C5], 1 ≤ s ≤ p. Then

N2 \kt=1 V (Xt) is a bipartite graph. Similarly,
N3 \ps=1 V (Ys) is a bipartite graph.
Claim 10: If x ∈ V (Xt), then N(x) ∩ N3 = ∅, 1 ≤ t ≤ k.
Else, Kite or Bull ⊑ G (follows by Claim 1 and by the definition of Ni’s).
Let S ⊆ N2 \kt=1 V (Xt) be such that N3 ⊆ N(S).
Claim 11: [S] is independent.
If not, there exist x, y ∈ S such that xy ∈ E(G). If x and y have a common neighbor in N3, say z, then [z, x, y, b, v1] ∼=
Kite ⊑ G, else, [x′, x, y, b, v1] ∼= Bull ⊑ G, where b ∈ B and x′ ∈ N(x) ∩ N3, a contradiction.
Let V1 = B ∪

N2 \kt=1 V (Xt) ∪ N3 \ps=1 V (Ys) and V2 = A ∪ V (C5) ∪ kt=1 V (Xt) ∪ ps=1 V (Ys). Then
V (G) = V1 ∪ V2 and V1 ∩ V2 = ∅. Now, let us prove that V1 and V2 satisfies the conditions of the theorem:
(I) It is easy to see that V1 is partitioned into two bipartite graphs, and
(II) V2 is a union of disjoint I[C5]’s (by Claims 2 and 10, and by the definitions of Xi’s and Yj’s) each of them being a
homogeneous part of G (by using Claims 1 and 3 and by the assumptions on G) whose open neighborhood is a stable
subgraph of V1 (by Claims 7 and 11).
Also, in this case it is easy to see thatχ(G) ≤ 6. For, A∪V (C5)∪
k
t=1 V (Xt)

∪N3 can be colored using 3 colors (by Claims
2, 4, 9 and 10), and B∪

N2 \kt=1 V (Xt) can be colored by using another set of 3 colors (by Claim 7 and N2 \kt=1 V (Xt)
is a bipartite graph). 
Corollary 4.2.1. If G is a {P5, Kite, Bull, (K3 ∪ K1)+ K1}-free graph, then χ(G) ≤ γ (G).
Proof. If G is odd-hole-free, then by Corollary 3.0.1, χ(G) ≤ γ (G). So, assume that G contains an induced C5 (since G is
P5-free). Without loss of generality, assume that G is connected. Now, we use Theorem 4.2.1 and we follow the notations as
in Theorem 4.2.1.
(i) If G ∼= I[C5], then χ(G) ≤ 3 ≤ γ (G).
(ii) If G ∼= G1 + G2, where G1,G2 ⊑ G, then by Theorem D, χ(G) ≤ γ (G).
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(iii) In this case, we have χ(G) ≤ 6 and ω(G) ≥ 3.
(a) If |N2| ≥ 2, then by Claims 4 and 6, there exists a vertex b ∈ B such that deg(b) ≥ 7. So, χ(G) ≤ γ (G).
(b) If |N2| = 1 and if [N3] is P5-free bipartite, then it is easy to see thatχ(G) ≤ 5 and∆(G) ≥ 6, and henceχ(G) ≤ γ (G).
(c) If |N2| = 1 and if [N3] contains an I[C5], then |B| = 1 and [N3] ∼= C5 (else,∆(G) ≥ 7, and the corollary holds). Then
it is easy to see that χ(G) = 4,∆(G) = 6, and ω(G) = 3. So, χ(G) ≤ γ (G). 
4.3. {P5, C4}-free graphs
We use the following characterization of Fouquet et al. in [7].
Theorem E ([7]). A connected graph G is a {P5, C4}-free graph if and only if there exists a partition (V1, V2) of V (G) with the
following property:
(i) [V1] is a chordal P5-free subgraph of G,
(ii) If V2 is nonempty, then it can be partitioned into disjoint K[C5]’s, each of them being a homogeneous part of G whose
open neighborhood is a complete subgraph of V1. Moreover, there is a complete subgraph of G, contained in V1, whose open
neighborhood contains each K[C5] of G. 
Corollary 4.3.1. If G is a {P5, C4}-free graph, then χ(G) ≤ γ (G).
Proof. On the contrary, assume that G is a graph on the least number of vertices not satisfying the corollary. Since G belongs
to an induced hereditary family, every proper induced subgraph H of G satisfies the corollary. Hence G is a minimum
counterexample to Conjecture A. So,G is connected, is not chordal (since chordal graphs are perfect), is not a circular interval
graph (by Theorem C), and does not have a disconnected complement (by Theorem D). Hence, by using Theorem E, we can
deduce that there is a K[C5], say B, in V2 whose neighborhood in V1 is a nonempty clique which is not all of V1. Therefore
the neighborhood of B is a clique cutset. This contradicts the fact that a minimum counterexample to Conjecture A cannot
contain a clique cutset (see [12]). Hence the corollary follows. 
We thank one of the referees who suggested the proof of Corollary 4.3.1 which is more intuitive, and considerably
shortened our original proof.
4.4. {Chair,House, Bull, K1 + C4}-free graphs
Theorem 4.4.1. Let G be a connected {Chair,House, Bull, K1 + C4}-free graph that contains an odd-hole C. Then G is either
isomorphic to a complete expansion of an odd-hole or isomorphic to G1 + G2, where G1 and G2 are nonempty, and G1,G2 ⊑ G.
Proof. Let C = [v1, v2, v3, . . . , v2k+1] ∼= C2k+1 ⊑ G, for some k ≥ 2. Let Ni = {y ∈ V (G) \ V (C) : dist(y, V (C)) = i}, i ≥ 1.
Claim 1: If x ∈ N1, then [N(x) ∩ V (C)] ∼= P3 or C2k+1.
First, let us assume that k = 2. Then if x ∈ N1 is adjacent to exactly one vertex or exactly two non-consecutive vertices
of C , say v1 or {v1, v3}, then [v4, v5, v1, v2, x] ∼= Chair ⊑ G. If x ∈ N1 is adjacent to exactly two consecutive vertices of C , say
{v1, v2}, then [v5, v1, v2, v3, x] ∼= Bull ⊑ G. And if x ∈ N1 is adjacent to exactly three non-consecutive vertices or exactly
four vertices of C , say {v1, v3, v4} or {v1, v2, v3, v4}, then [v4, v5, v1, v2, x] ∼= House ⊑ G. These contradictions show that
the claim holds when k = 2.
Now, assume that k ≥ 3. We first prove that x is adjacent to two consecutive vertices of C . Assume the contrary
and w.l.o.g., assume that xv1 ∈ E(G). Then xv2, xv2k+1 ∉ E(G). But, then xv3, xv2k ∈ E(G) (else, Chair ⊑ G). Then
xv4, xv2k−1 ∉ E(G). But, then [v2k, x, v3, v4, v1] ∼= Chair ⊑ G, a contradiction. So, x is adjacent to two consecutive vertices
of C .
Without loss of generality, assume that xv1, xv2 ∈ E(G). We prove the claim in three cases. (1) If xv2k+1 ∉ E(G) and
xv3 ∈ E(G), then xv2k ∉ E(G) (else, [v2, v1, v2k+1, v2k, x] ∼= House ⊑ G), and xvj ∉ E(G), for all j ∈ {4, 5, . . . , 2k− 1} (else,
[v2k+1, v1, x, vj, v2] ∼= Bull ⊑ G). So, N(x) ∩ V (C) = {v1, v2, v3}. (2) If xv2k+1 ∈ E(G) and xv3 ∉ E(G), then by a similar
argument to (1), we have N(x) ∩ V (C) = {v2k+1, v1, v2}. (3) If xv2k+1 ∈ E(G) and xv3 ∈ E(G), then we see that xvj ∈ E(G),
for all j ∈ {4, 5, . . . , 2k} (else, Bull ⊑ G). So, N(x) ∩ V (C) = V (C).
Using Claim 1, we partition N1 ∪ V (C) as follows: for 1 ≤ i ≤ 2k + 1, i mod 2k + 1, let Ai = {x ∈ N1 : N(x) ∩ V (C) =
{vi−1, vi, vi+1}} ∪ {vi}, and B = {x ∈ N1 : [N(x) ∩ V (C)] ∼= C}. Then V (C) ∪ N1 = (∪2k+1i=1 Ai) ∪ B.
Claim 2:
∪2k+1i=1 Ai is isomorphic to a complete expansion of C2k+1.
For every i, 1 ≤ i ≤ 2k + 1, i mod 2k + 1, we have (a) [Ai] is complete (else, if x, y ∈ Ai are not adjacent, then
[x, y, vi+1, vi+2, vi+3] ∼= Chair ⊑ G), (b) [Ai, Ai+1] is complete (else, if x ∈ Ai and y ∈ Ai+1 are not adjacent, then
[vi−2, vi−1, vi, y, x] ∼= Bull ⊑ G), and (c) [Ai, Aj] = ∅, for all j ≠ i, i − 1, i + 1 (else, if x ∈ Ai and y ∈ Aj are adjacent,
then [vi−2, vi−1, vi, y, x] ∼= Bull ⊑ G). Hence, it follows from (a), (b) and (c) that
∪2k+1i=1 Ai is isomorphic to a complete
expansion of C2k+1.
Claim 3: [B] is complete.
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Else, if x, y ∈ B are not adjacent, then [x, vi−1, vi, vi+1, y] ∼= K1 + C4 ⊑ G, a contradiction.
Claim 4:
∪2k+1i=1 Ai, B is complete.
We prove that [Ai, B] is complete. On the contrary, assume that there exist vertices x ∈ Ai and y ∈ B such that xy ∉ E(G).
Then [x, vi−1, y, vi+1, vi+2] ∼= House ⊑ G, a contradiction.
Claim 5: If x ∈ A, then N(x) ∩ N2 = ∅.
Assume that x ∈ Ai. On the contrary, if y ∈ N(x) ∩ N2 ≠ ∅, then [y, x, vi−1, vi+1, vi+2] ∼= Chair ⊑ G, a contradiction.
Thus, if N2 ≠ ∅, then B ≠ ∅. Hence, if B = ∅, then by Claim 2, we conclude that G ∼= K[C].
So, let us assume that B ≠ ∅.
Claim 6: Nj = ∅, for all j ≥ 3.
It is enough to prove that N3 = ∅. On the contrary, assume that y ∈ N3. Then there exist x ∈ N2 and b ∈ B such that
xy, bx ∈ E(G). Then [v1, v3, b, x, y] ∼= Chair ⊑ G, a contradiction.
Hence, if N2 = ∅, then G ∼= K[C] + [B]. So, let us assume that N2 ≠ ∅.
Claim 7: There exists a vertex x∗ ∈ B such that N2 ⊆ N(x∗).
On the contrary, assume that no such x∗ exists. Then by assumptions on G, there exist vertices x, x′ ∈ B and y, y′ ∈ N2
such that xy, x′y′ ∈ E(G) and x′y, xy′ ∉ E(G). By Claim 3, xx′ ∈ E(G). But, then [v1, x, x, y, y′] ∼= House or Bull ⊑ G, according
as yy′ ∈ E(G) or yy′ ∉ E(G), a contradiction.
So, we conclude that G ∼= G1 + G2, where G1 ∼= [{x∗}] and G2 ∼= G− x∗. 
Corollary 4.4.1. If G is a {Chair, Bull,House, K1 + C4}-free graph, then χ(G) ≤ γ (G).
Proof. If G is odd-hole-free, then by Corollary 3.0.1, χ(G) ≤ γ (G). So, assume that G contains an odd-hole as an induced
subgraph. Without loss of generality, assume that G is connected. Now, we use Theorem 4.4.1 and we follow the notations
as in Theorem 4.4.1.
(i) If G is isomorphic to a complete expansion of an odd-hole, then G is a circular interval graph and hence the corollary
follows from Theorem C.
(ii) If G ∼= G1 + G2, where G1 and G2 are nonempty, and G1,G2 ⊑ G, then the corollary follows from Theorem D. 
4.5. {Chair,House, Bull,Dart}-free graphs
Theorem 4.5.1. Let G be a connected {Chair,House, Bull,Dart}-free graph that contains an odd-hole C. Then G is either
isomorphic to a complete expansion of an odd-hole or isomorphic to a join of complete expansion of an odd-hole and a graph
H, where H is nonempty and H ⊑ G.
Proof. The arguments are similar to that of Theorem 4.4.1, and here we observe that N2 = ∅ (else, Dart ⊑ G). Also, note
that H is the subgraph induced by the set of vertices in N1 that are adjacent to all the vertices of C . 
Corollary 4.5.1. If G is a {Chair, Bull,House,Dart}-free graph, then χ(G) ≤ γ (G).
Proof. If G is odd-hole-free, then by Corollary 3.0.1, χ(G) ≤ γ (G). So, assume that G contains an odd-hole as an induced
subgraph. Without loss of generality, assume that G is connected. Now, we use Theorem 4.5.1.
(i) If G is isomorphic to a complete expansion of an odd-hole, then G is a circular interval graph and hence the corollary
follows by Theorem C.
(ii) If G is isomorphic to a join of a complete expansion of an odd-hole and a graph H , where H is nonempty and H ⊑ G,
then the corollary follows by Theorem D. 
5. Conclusion
The concept of expansion of graphs plays a crucial role in this paper. Rabern [17] (Theorem D) showed that if H1,H2 are
any two vertex disjoint graphs, then K2(H1,H2) satisfies Conjecture A, irrespective of whether H1,H2 satisfy Conjecture A.
We observed that the complete expansion of an odd-hole and the independent expansion of an odd-hole satisfy the
Conjecture A. In Section 4, by applying these results, we have verified the Conjecture A for some special classes of graphs.
So, it would be interesting to prove the following: If G,H1,H2, . . . ,Hn are vertex disjoint graphs each satisfying Conjecture A,
then G(H1,H2, . . . ,Hn) satisfies Conjecture A. The proof of this will be useful in reducing the number of forbidden induced
subgraphs in the assumptions of the theorems in Section 4.
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