As follows from the Schwartz Impossibility Theorem, multiplication of two distributions is in general impossible. Nevertheless, often one needs to multiply a distribution by a discontinuous function, not by an arbitrary distribution. In the present paper we construct a space of distributions where the general operation of multiplication by a discontinuous function is defined, continuous, commutative, associative and for which the Leibniz product rule holds.
Introduction
The theory of distributions created by L. Schwartz [Sch50] in the 1950s is an important part of modern mathematics. However, in 1962 R. Courant pointed out certain insufficiencies of the Schwartz distributions as generalizations of functions, in particular, the absence of a general multiplication of distributions [CH62] . This multiplication is important for the definition of a solution for a wide class of ordinary and partial differential equations [Col85] . It was mentioned by J.-F.Colombeau in [Col85] that there is a strong belief by many mathematicians that a general multiplication of distributions is impossible in the Schwartz distribution theory, unless we drop essential properties (such as continuity), which is not acceptable for applications to differential equations. This defect of the Schwartz distribution theory leads to the construction of the Colombeau generalized functions algebra [Col85] , containing the space of distributions as a subspace, where such general multiplication exists, though the result of this multiplication is not a distribution, in the general case (for example, the product of the Heaviside function θ τ , which is discontinuous at τ , and the delta-function δ τ , is no longer a distribution). The algebra of Colombeau generalized functions was applied successfully to many problems related to ordinary and partial differential equations [Col85, CHO94, CHO93, CM94] . However, the Colombeau generalized functions algebra approach is insufficient for some important classes of ordinary differential equations containing products of distributions and discontinuous functions, which arise, for example, in optimal control theory (e.g. see [SV97, MR96, SZ97] ).
In our paper we construct a new space of distributions which are extensions of the classical distributions. In this space the operation of multiplication of a distribution by a discontinuous function is defined, and continuous.
Further we show some advantages of our space of distributions in comparison with the Colombeau generalized functions algebra, where multiplication by a discontinuous function is also defined. Namely, solutions of some differential equations in the Colombeau generalized functions algebra may be generalized functions and as a result often do not have a natural physical interpretation [Col85] , whereas in our space of distributions solutions of differential equations are the ordinary functions (see Section 5).
1.1. Multiplication of distributions by discontinuous functions. In many cases in the theory of differential equations one needs to be able to multiply a distribution not by an arbitrary distribution, but by a discontinuous function only (which is also a distribution). For instance, the product of a distribution and a discontinuous function arises in ordinary differential equations and partial differential equations of optimal control theory, e.g. see [MR96, SV97, SZ97, Mil93, Der88] , where a distribution represents an impulsive control. Since the operation of multiplication of a distribution and a discontinuous function can be induced by the operation of multiplication of two distributions, its properties allow us to compare, in a certain sense, various definitions of the product of two distributions, which were proposed, in particular, in [Bag95, Bag02, Sar95, Sar94, Sar03, Col85, CHO94, CHO93, CM94], in attempt to obtain a better definition.
In the present paper we construct a space of distributions where the operation of multiplication of distributions and discontinuous functions is defined.
Let us briefly describe our approach. In distribution theory the product of a distribution and a smooth function is defined by
where f is a distribution, g is a smooth function and ϕ is a smooth test function. If g is discontinuous, then gϕ is no longer a test function, thus the value of the right-hand side of (1) is undefined. In order to employ the definition (1), we need to extend the space of test functions so that it contains discontinuous functions. In this case the value of the right-hand side of (1) would be defined for discontinuous g also. Thus, we need to consider the space of distributions with discontinuous test functions, which is constructed in this paper. In the new space of distributions the classical delta-function δ τ extends into a family of delta-functions {δ α τ }, where the parameter α such that 1/2 −1/2 α(t)ds = 1, is called the shape of a delta-function δ α τ . Also, in the new space of distributions, the product of the Heaviside function θ τ and the delta-function δ α τ is given by
where 1/2 0 α(t)dt ∈ R is a constant, and β is another shape. Similarly, the family of delta-sequences extends into subfamilies of delta-sequences having different shapes.
Then a result similar to (2) can be obtained if delta-functions in (2) are replaced by terms of delta-sequences having the same shapes.
We should mention that (2) generalizes known definitions of the product of the Heaviside function and the classical delta-function in D ′ given by
where c ∈ R, which were proposed (in particular, through the multiplication of two distributions) in [KB98, Fil88, Tvr02, SZ97, Sar95, Sar94, Sar03], in order to obtain the optimal (from a certain point of view) value of c ∈ R, e.g. definition (3) for c = 1/2 satisfies the formal Leibniz rule for the differentiation of the product.
In contrast to definitions of form (3), the operation of multiplication in the new space of distributions is continuous, commutative and associative, the operation of multiplication in the new space of distributions satisfies the Leibniz product rule.
We pay special attention to the fact that in the new space of distributions the product of the Heaviside function and the delta-function (2) is again a deltafunction (with a certain coefficient), which is not the case for the product θ τ δ τ in the Colombeau generalized functions algebra. This means that in contrast to the Colombeau generalized functions theory, in our space of distributions the product θ τ δ α τ can be represented as a limit of a delta-sequence (with certain coefficient), which is important for the theory of the ordinary differential equations with distributions (Section 5).
Any classical distribution can be extended from the classical space of continuous test functions to our space of test functions. In this sense our space of distributions does not contain any new elements in comparison with the classical space of distributions [Sch50] .
Apart of the problem of multiplication of distributions, our study is motivated by the problem of the correct definition of the solution of an ordinary differential equation with distributions. In Section 4 we provide an application of our space of distributions to nonlinear ordinary differential equations containing one deltafunction δ α τ , which arise in optimal control theory [SZ97, MR96, SV97, Mil93]. Consideration of the general case of differential equations with distributions from the constructed space (which allows us to solve a number of problems related to differential equations with distributions, as follows from Section 4) will be the subject of a future study (see Appendix).
1.2. Continuity properties. We describe some natural requirements imposed on continuity properties of the operation of multiplication. Below the term "regular distribution" refers to a distribution which corresponds to a locally-summable function.
The operation of multiplication of a distribution by a discontinuous function has to have the following property:
If v is a regular distribution, then gv is regular and corresponds to the usual product of g and v.
A space of distributions where the operation of multiplication by a discontinuous function has property A was constructed in [DK05] . This operation of multiplication arises from the following ordinary differential equation [Mil93] ,
where v is a distribution (impulsive control), f , g are continuously differentiable, u is a control, which is in general discontinuous function [Mil93] .
However, property A is too weak for consideration in the following ordinary differential equation with distributions which arises in many problems of optimal control theory [SZ97, SV97, MR96, Mil93],
where v is a distribution, f , g are continuously differentiable. In the general case, if the distribution v is not regular, it is natural to expect that a solution x is discontinuous [SZ97, SV97, MR96, Mil93]. Thus, the product of a distribution and a discontinuous function in (5) must have the following property.
Property B. If g is a discontinuous function, v a distribution, {v n } ∞ n=1 a sequence of regular distributions, v n → v, and {g n } ∞ n=1 is a sequence of continuous functions, g n → g, then g n v n → gv. If v is a regular distribution, then gv is regular and corresponds to the usual product of g and v.
The operation of multiplication in the space of distributions which is constructed in the present paper has property B.
In order to construct the space of distributions where the operation of multiplication has property B, which is important for the differential equations, we introduce the supplementary notion of the dynamic function. Most of the definitions for the ordinary functions (such as limit at point, boundedness, continuity) are transferred to dynamic functions without significant changes. Also, note that the set of points of concentration of delta-functions in v and even its cardinality, as well as the set of points of discontinuity of x, can not be fixed a priori, since in many optimal control problems it is a subject of optimization [SV97, MR96, SZ97] . This leads to the necessity of considering the space of functions of bounded variation, and, as a result, to certain complications in contrast to the case when the set of points of discontinuity of a function, which is multiplied by a distribution, is finite and fixed.
Dynamic test functions
2.1. Notations. Let I = (a, b) ⊂ R be a fixed open interval, in general unbounded. By R n and M n we denote the space of vectors and the space of square matrices of order n with real elements, respectively. We denote by T (g) ⊂ I the set of points of discontinuity of a function g : I → R.
Consider the algebra of functions g : I → R possessing one-sided limits
for any τ ∈ I. We identify functions having the same one-sided limits, and possibly having different values in their points of discontinuity. We denote this algebra of functions (i.e., equivalence classes) by G = G(I) and endow it with the norm
With this norm G is a Banach algebra [Der02] . The algebra G is called the algebra of regulated functions [Die69] . The set of points of discontinuity T (g) = {t ∈ I : g(t+) = g(t−)} of a regulated function g ∈ G is at most countable [Die69] . For a function g ∈ G let us consider a partition d = {t i } n i=1 ⊂ I, t 1 < · · · < t n of the interval I. Denote
|g(t i −) − g(t i−1 +)| 0 (total variation). If var I (g) < ∞, we say that g is a function of bounded variation on I. We denote this algebra by BV = BV(I), and define the norm
It follows that BV is a Banach algebra.
We denote by C = C(I) the subalgebra of continuous elements of G. Denote by CBV the subalgebra of continuous elements of BV. Denote by L = L(I) the Banach algebra of functions Lebesgue summable on I with the integral norm. Further AC = AC(I) stands for the Banach algebra of absolutely continuous functions [DS62] . Let L(loc) and AC(loc) be the algebras of locally summable and locally absolutely continuous functions, respectively.
We denote σ t (g) . = g(t+) − g(t−). Let us denote by F = F(I) the algebra of Lebesgue measurable functions defined on I with the operations of point-wise addition, multiplication by an element of R and multiplication. The elements of F are called the ordinary functions.
The definitions given above are transferred without significant changes to the case of a finite closed interval.
Notice, that ignoring values of discontinuous functions at their points of discontinuity leads to a further simplification of the space of distributions.
Dynamic functions.
In this subsection we introduce the supplementary notion of a dynamic function which is needed for the construction of the space of test function. It generalizes the notion of an ordinary function. Let J = [− 1 2 , 1 2 ]. D e f i n i t i o n 1. A map
is called the dynamic function.
Thus, the values of a dynamic function are the measurable functions. We denote the value of a dynamic function f at a point t by f (t)(·).
We denote the set of dynamic functions by dF = dF(I).
We say that dynamic functions f 1 , f 2 are equal, if f 1 (t)(·) = f 2 (t)(·) in F(J) for all t ∈ I. Also, the operations of addition, multiplication by an element of R and multiplication are defined in dF as follows: for dynamic functions f 1 , f 2 ∈ dF we define their sum f 1 + f 2 ∈ dF by the formula
for all t ∈ I; similarly, we define the product
for a given dynamic function f ∈ dF and λ ∈ R we define
for all t ∈ I. Thus, dF form an algebra.
We define the inclusion of the algebra of ordinary functions F into the algebra of dynamic functions dF by the map: with an ordinary functionf ∈ F we associate a dynamic function f ∈ dF defined by
For a given t, we call f (t)(·) a dynamic value of f at point t. A dynamic value of f which is identically equal to a constant function is called an ordinary value. If f ∈ dF has an ordinary value at a point t, we denote it by f (t) ∈ R. Then a dynamic function is ordinary if and only if it has ordinary values at all points. We denote the set of points, where f has ordinary values, by
3. Supremum and infinum, composition, support and limit at point. We define the composition g • f ∈ dF of a dynamic function f ∈ dF and an ordinary function g ∈ F by
(g • f )(t)(·) = g • (f (t)(·)) for all t ∈ I. Accordingly, define the absolute value of f ∈ dF by |f |(t)(·) . = |f (t)(·)| for all t ∈ I. Also, we define the support
where cl stands for closure in I. For a given set M ⊂ I let us define
We
Let f ∈ dF be bounded in a right neighborhood of a point τ ∈ I. We say that f tends to c ∈ R from the right as t → τ + if for any ε > 0 there exists an η > 0 such that
We denote the right-sided limit c by f (τ +). The left-sided limit and the limit of a dynamic functions at a point are defined similarly. Analogously, define the one-sided limits at a, b.
We say that f ∈ dF is continuous at τ ∈ I, if
Notice that according to the notational convention above the notations used in this definition imply that f has an ordinary value f (τ ) ∈ R. If f is not continuous at τ , then we call f discontinuous at this point.
Clearly, if in the definitions given above a dynamic function f is an ordinary function, then these definitions coincide with the usual ones.
2.4. Special algebras of dynamic functions. Motivated by our interest in ordinary differential equations, we consider the following subalgebras of the algebra of dynamic functions.
Denote by dG an algebra of dynamic functions f having dynamic values f (t)(·) ∈ G(J) and such that the one-sided limits
exist for all τ ∈ I. We call the elements of dG the dynamic regulated functions (since G is a factor-space, dG is also a factor-space; definitions of the supremum and infinum are changed respectively; if there is no need, we will not make special remarks, and call the elements of dG the dynamic functions). Let us define the norm in the algebra of dynamic regulated functions dG by
We have the following properties of the elements of dG.
Lemma 1. Any dynamic regulated function f ∈ dG has ordinary values on I except for at most a countable set.
The proof of Lemma 1 and other statements of Sections 2 and 3 are provided in Section 5.
Given f ∈ dG, define a functionf byf (t) = f (t) for any t ∈ U (f ). We callf the ordinary part of f . As follows from Lemma 1, the ordinary partf is defined everywhere on I except for at most a countable set. Denote ord(f ) . =f .
Lemma 2. The ordinary partf of a dynamic regulated function f ∈ dG belongs to G, and the equalities f (t+) =f (t+), f (t−) =f (t−) hold for all t ∈ I.
Lemma 3. The set of points of discontinuity T (f ) of any dynamic regulated function f ∈ dG is at most countable.
Let us define an inclusion of G into dG. To do this we associate with any regulated functionf ∈ G a dynamic regulated function f ∈ dG having dynamic values
for all t ∈ I. The set of such dynamic regulated functions with operations induced from dG form a subalgebra sG ⊂ dG. Notice that T (g) = D(g) (g ∈ sG).
We say that f ∈ sG is a dynamic function of bounded variation, if ord(f ) ∈ BV and
where D(f ) ⊂ I is at most countable according to Lemma 2. The set of dynamic functions of bounded variation with operations induced from sG forms a subalgebra. The subalgebra of such dynamic functions is denoted by sBV and endowed with the norm
wheref c ∈ CBV is a continuous part off = ord(f ) ∈ BV (the Jordan decomposition of functions of bounded variation). E x a m p l e 1. The dynamic Heaviside function θ β τ ∈ sBV is defined by
According to the definition of the inclusion of G to dG, we have that
We denote by D the space of classical test functions, i.e., the space of the real-valued continuous functions having compact support in I ⊂ R, which is endowed with the standard topology [Shi84] .
We denote by T the space of elements ϕ ∈ dG having compact support suppϕ ⊂ I. We say that {ϕ n } ∞ n=1 ⊂ T converges to ϕ ∈ T if ϕ n → ϕ in dG and there exists a closed interval [c, d] ⊂ I such that suppϕ n ⊂ [c, d] for all n = 1, 2, . . . Thus, the classical space of continuous test functions D is contained in T as a subspace.
Notice that since for ϕ ∈ T , g ∈ dG their product gϕ belongs to T , algebra T is an ideal in dG. Further, if {ϕ n } ∞ n=1 ⊂ T and ϕ n → ϕ, then gϕ n → gϕ in T . We call T the space of dynamic test functions. The proof of the following theorem is similar to the proof of an analogous statement for D [Yos80] .
Theorem 1. T is a locally convex topological vector space.
Distributions
Following standard notation [Shi84] , we denote by D ′ the space of distributions with continuous test functions, i.e., the space of continuous linear functionals D → R [Shi84] .
We denote by T ′ the space of distributions with dynamic test functions, i.e., the space of continuous linear functionals T → R. The value of a distribution f ∈ T ′ on a test function ϕ ∈ T is denoted by (f, ϕ) ∈ R.
3.1. Regular distributions. Let f ∈ dG (in particular, f ∈ G). We define a distribution, which is also denoted by f , by the formula
where ϕ ∈ T ,φ = ord(ϕ),f = ord(f ). The linearity and continuity of f follows from the properties of the integral and the definition of the ordinary part of a dynamic regulated function; a distribution f ∈ T ′ is called a regular distribution. is linear and continuous and thus belongs to T ′ .
Theorem 3. Any distribution in D ′ can be extended from D to T .
Thus, the space T ′ is a space of extensions of distributions in D ′ from D to T . Notice, that the restriction of the distribution δ α τ − δ γ τ ∈ T ′ , where α, γ are the shapes of delta-functions, from T to D, is a zero distribution in D ′ . Hence, since the shapes α, γ can be chosen arbitrarily, addition of δ α τ − δ γ τ to an extension from D to T of any distribution in D ′ , gives another extension. Consequently, any distribution in D ′ has infinitely many extensions from D to T .
A distribution f ∈ T ′ is called nonnegative (nonpositive) if for any ϕ ∈ T such that ϕ ≥ 0 we have (f, ϕ) ≥ 0 (or (f, ϕ) ≤ 0, respectively).
3.4. Multiplication by discontinuous functions. Let us define in T ′ the operation of multiplication of distributions by the elements of dG. Since for any g ∈ dG, ϕ ∈ T their product gϕ belongs to T , we may define
where f ∈ T ′ . In particular, since G ⊂ dG, any distribution in T ′ can be multiplied by any piece-wise continuous function.
Then g n f n → gf in T ′ .
The operation of multiplication in T ′ defined by (15) is continuous, commutative and associative in the sense that (gh)f = g(hf ) in T ′ for any g, h ∈ dG, f ∈ T ′ . E x a m p l e 3. The product of the delta-function δ α τ and the Heaviside function θ β τ ∈ sG is given by the formula
If J β(s)α(s)ds = 0, then (16) can be rewritten as
where γ(·) = β(·)α(·)/ J β(s)α(s)ds satisfies (13). We have that E x a m p l e 5. In the general case, let us consider the product of the delta-function δ α τ and a dynamic regulated function f ∈ dG:
If f has an ordinary value at τ , then the result above can be rewritten as
. R e m a r k 2. The intersection T ∩ G with the topology induced by T determines a space of discontinuous test functions. Since this is a subspace of T , we obtain a factor-space of T ′ , which is called the space of distributions with discontinuous test functions [DK05] (see the Introduction; also, see [KB98, Kur96] ).
3.5. Differentiation. Let g ∈ sBV. Define the derivativeġ ∈ T ′ by the formula
where ϕ ∈ T , g c ∈ CBV is a continuous part of ord(g) ∈ BV. If for any τ ∈ T (g) we have σ τ (g) = g(τ +) − g(τ −) = 0, then
the shapes α k are defined by α k (s) = (g(τ k )(s)) · s /σ τ k (g) (s ∈ J, k ∈ N). Theorem 5. The functional defined by (19) is linear, continuous and thus determines a distribution in T ′ . E x a m p l e 6. The derivative of the Heaviside function θ β τ ∈ sBV is given bẏ
Theorem 6 (Leibniz product rule). For any f, g ∈ sBV we have 
The value c = 1/2 is considered in [Fil88, KB98, Kur96] ). If c = 1/2, then we have that (θ τ θ τ ) · = θ τ δ τ + δ τ θ τ , i.e., Leibniz product rule holds. Also, the choice of the value c = 1/2 is motivated by the symmetry of the delta-function δ τ ∈ D ′ . Another definition of the form (23) was proposed in [SZ97] , so the solution of the Cauchy problem (42) in D ′ n coincides with the solution (43). In [SZ97] the value of c ∈ R is determined by the right-hand side of the equation (42).
Nevertheless, any definition of the product of the form (23) leads to contradictions with distribution theory, which are unavoidable in D ′ . Namely, let c ∈ R be given. Then we have to be able to replace delta-function in (23) by the terms of arbitrary delta-sequences
Nevertheless, for a given c ∈ R one can easily find delta-sequences {ω n } ∞ n=1 , {λ n } ∞ n=1 such that (25) is not true. This implies that the operation of multiplication (23) is not continuous in D ′ . Also, if c = 0, c = 1, then the operation of multiplication (23) is not associative.
In T ′ , the product of the Heaviside function θ τ and the delta-function δ α τ ∈ T ′ is given by the formula 2) In contrast to (23), the operation of multiplication (26) is associative, satisfies the Leibniz product rule (Theorem 6), continuous and, furthermore, has Property B (see the Introduction and Remark 1).
Thus, consideration of the product of the Heaviside function and the deltafunction in T ′ allows us to avoid the aforementioned contradictions with distribution theory.
4.2.
Colombeau generalized functions algebra. In [Col85] the algebra of generalized functions G was introduced, which contains the space of distributions D ′ as a subspace (further D ′ is a space of distributions with infinitely differentiable test functions). In G the product of any two generalized functions exists, so, in particular, in G exists the product of a distribution and a discontinuous function. In the general case, the product of two distributions is a generalized function, but not a distribution, e.g. the product θ τ δ τ ∈ G but θ τ δ τ ∈ D ′ ⊂ G. As a result, in contrast to multiplication in T ′ (Examples 3 and 4) , the product of the Heaviside function and the delta-function in G can not be represented as a limit of a delta-sequence (with certain coefficients). This leads to certain insufficiencies of the approach in considering ordinary differential equations with distributions in the generalized functions algebra G. In particular, in [Col85] the following linear ordinary differential equation was considered,
where A is matrix-valued function with components in BV,Ȧ ∈ D ′ . As is shown in [Col85] , the solution of a Cauchy problem for (27) is a generalized function
where C ∈ G. However, as is shown in [DD96] , in the general case the solution (28) can not be "reduced" to an ordinary function, which often makes physical interpretation of the solution impossible [Col85] . As follows from the results of the previous section, the ordinary solutions of the differential equations with distributions in T ′ are the ordinary functions of bounded variation, and thus have a physical interpretation [SZ97, SV97, MR96, Mil93].
Proofs of statements of Sections 2 and 3
Proof of Lemma 1. Suppose that there exists an uncountable set A ⊂ I such that f (t)(·) is not ordinary for all t ∈ A. Let us define a functionĝ : I → R by Since f ∈ dG is bounded, 0 ĝ(t) < ∞ for all t ∈ I. Obviously, f has an ordinary value at t if and only ifĝ(t) = 0, soĝ(t) > 0 for all t ∈ A. We define A n = t ∈ A : 1 n + 1 <ĝ(t) 1 n (n = 1, 2, . . . ), A 0 = {t ∈ A :ĝ(t) > 1}.
Then A = ∪ ∞ n=0 A n . Since A is uncountable, there exists n 0 0 such that A n0 is uncountable. Without loss of generality we may assume that n 0 = 0. Since A n0 is uncountable, there exists a closed interval [c, d] 
Without loss of generality we may assume that there exists a rightsided neighborhood of ξ which contains infinitely many points of A ′ n0 . Let us show that this implies that f (ξ+) does not exist. Suppose that p = f (ξ+) ∈ R exists. Then by definition for any ε > 0 there exists η > 0 such that f − p (ξ,ξ+η) < ε, i.e., sup t∈(a,b sup s∈J |f (t)(s) − p| < ε. Now consider the value of sup s∈J |f (t)(s) − p|,
Then the inequality
holds (see proof below). As follows from the definitions of A ′ n0 andĝ, 1 2
(sup s∈J (f (t)(s)) − inf s∈J (f (t)(s))) 1/n 0 for all t ∈ A ′ n0 ∩ (ξ, ξ + η). Consequently, sup t∈(ξ,ξ+η) sup s∈J |f (t)(s) − p| 1 2n0 . Since for any η > 0 A ′ n0 ∩ (ξ, ξ + η) = ∅, the last inequality holds for any η > 0. This contradicts to the definition of the right-sided limit p = f (ξ+).
Let Since sup s∈J (f (t)(s) − p) = sup s∈J q + (s), − inf s∈J (f (t)(s) − p) = sup s∈J q − (s), we obtain that (30) is true.
Proof of Lemma 2. For a given τ ∈ I let us denote p = f (τ +). Then for any ε > 0 there exits η > 0 such that sup (τ,τ +η) |p − f | < ε. According to Lemma 1, the
where the first equality holds since |p −f (t)| does not depend on s ∈ J. Thus, for any t ∈ (τ, τ + η), wheref (t) is defined, i.e, for all t ∈ (τ, τ + η) ∩ U (f ), we have |p −f (t)| < ε. Then the right-sided limitf (τ +) exists, which is equal to f (τ +). The proof for the left-sided limit is analogous. Since τ ∈ I was chosen arbitrarily, the statements of the lemma holds.
Proof of Lemma 3. The proof follows from an analogous statement for the space of regulated functions G [Hon75] , the definition of a point of discontinuity of a dynamic function, and Lemma 2.
Proof of Theorem 2. The linearity of the limit functional is obvious. Without loss of generality it suffices to show that f is continuous at ϕ = 0 only. Let ϕ n → 0 in T . Suppose that (f, ϕ n ) → 0 (n → ∞). Being considering, if necessary, a subsequence of {(f, ϕ n )} ∞ n=1 , we may assume that for any n = 1, 2, . . . the inequality |(f, ϕ n )| > ε 0 holds for certain ε 0 > 0. Due to (14) for any k = 1, 2, . . . there exists n k such that |(f n k , ϕ k )| > ε0 2 . Without loss of generality we may assume that n k = k, i.e., |(f k , ϕ k )| > ε0 2 for any k = 1, 2, . . . The last inequality contradicts to the conditions of the lemma. Thus, (f, ϕ n ) → 0 as n → ∞, i.e., the limit functional f is continuous.
Proof of Theorem 3. According to Theorem 1 the space of dynamic test functions T is locally-convex; D is a subspace of T . Then according to the Hahn-Banach theorem [KA82] , every linear continuous functional defined on a subspace D has an extension to the whole space T .
Proof of Theorem 4. Note that g n ϕ − → gϕ in T for any ϕ ∈ T . Consequently
(the first and the second summands tend to zero according to Lemma 4 and due to convergence f n → f in T ′ , respectively).
Proof of Theorem 5. The Stieltjes integral in the right-hand side of (19) exists sincê ϕ ∈ G,ĝ c ∈ CBV (see [Der02] ), and the convergence of the series follows from the inequality
for all τ ∈ T (g). Then the following inequality holds
where convergence of series in the right-hand side follows from the definition of the algebra sBV. Thus, the value ofġ is defined for all test functions ϕ ∈ T . The linearity and continuity ofġ follow from definition of the convergence in T , properties of the Stieltjes integral and properties of convergent series.
Proof of Theorem 6. We have
In (31) and (32) we can perform the summation by T (f ) ∪ T (g), since we need to add zero summands only. Consequently,
where the last equality is due to
if and only if f (τ ) = 0 or g(τ ) = 0, so we may exclude in (33) the summands corresponding to τ ∈ T (f ) ∪ T (g) \ T (f g). We have (34)
where I = (a, b). Let us show that the following equality holds
for all t ∈ I, wheref c (a)f c (a) = f (a+)g(a+) and
is a continuous part off cĝh ,
is a continuous part ofĝ cfh , so equality (35) is true. The comparison of (31) -(35) with the definition of the derivative in T ′ gives us (22).
Appendix
In what follows, notations T ′ n and D ′ n stand for the spaces of n-valued distributions with components in T ′ and D ′ , respectively, where convergence, linear operations, operations of multiplication and differentiation are defined componentwise. We introduce analogous notations for the spaces of ordinary functions and dynamic functions BV n , AC n and sBV n , respectively.
In a subsequent paper we consider the initial value problem
where t 0 ∈ I, x 0 ∈ R n , and the distribution v ∈ T ′ n is given by v =u, where u ∈ sBV n is such that σ τ (u) = 0 (τ ∈ T (u)). function f : I × R n → R n is continuous in t and locally Lipschitz in x with a constant K f > 0 for all t ∈ I, and function g : I × R n → R n×n is continuous in t and locally Lipschitz in x with a constant K g > 0 for all t ∈ I.
Here according to (20)
where , is a component-wise product in R n , δ ατ τ ∈ T ′ n is a vector-valued deltafunction defined by (37) (δ ατ τ , ϕ)
where ϕ ∈ T , α τ = (α 1 τ , . . . , α n τ ) ∈ L n (J) is a vector of forms.
A solution of the initial value problem (36) is a dynamic function x ∈ sBV n which satisfies (36) in T ′ n . An ordinary partx ∈ BV n of a solution x is called an ordinary solution of (36).
Theorem 7. There are h > 0 and a solution x ∈ sBV n (t 0 − h, t 0 + h) of (36), which is unique in the sense that it coincides with any other solution of (36) on the common interval of definition in I.
Theorem 8. Let x ∈ sBV n be a solution of (36),x ∈ BV n be an ordinary solution of (36). Then 
where T (u) = {τ } is at most countable by Lemma 3, x(τ +) =x(τ +) = γ τ (1/2). Conversely, any x ∈ sBV n satisfying (38)(39) is a solution of (36).
If v = δ α τ , then where x(τ +) = γ(1/2). Notice that we can substitute x ∈ sBV n into (36), because the operations of differentiation, composition and multiplication (Example 5), which arise in (36), are correctly defined in T ′ n , in contrast to the space D ′ n (see the Introduction). R e m a r k 3. Consideration of ordinary differential equations with distributions in D ′ n is presented in [SV97, MR96, SZ97] , where, in particular, the following Cauchy problem is considered:
where f , g are the same as above, δ τ ∈ D ′ is a scalar delta-function, ι = (1, . . . , 1) ⊤ .
As is mentioned in [SZ97] , it is reasonable to expect that in the general case a solution x of (42) is discontinuous at the point τ . Thus, in the general case, the notation in (42) is incorrect from the point of view of the distribution theory, since (42) contains the product of a discontinuous function g(τ, x(·)) and a distribution δ τ ∈ D ′ , which is undefined in D ′ n . In [SV97, MR96, SZ97] the following definition of a solution of (42) is proposed. The left-continuous function x ∈ BV n is said to be a solution of (42), if there exists a delta-sequence {ω m } ∞ m=1 , ω m → δ τ in D ′ , such that (43)
x m → x (m → ∞) in the weak topology of BV n , where x m ∈ AC n is a solution of the approximation problem
The necessary and sufficient condition for the uniqueness of the solution of (42), i.e., its independence of the choice of {ω m } ∞ m=1 , is the Frobenius condition
for all t ∈ I, x ∈ R n , 1 k, j, m n, g = (g ij ) n ij=1 , see [SZ97, Mil93] . If (45) is satisfied, then there exists the unique solution x ∈ BV n of (42), such that
where x(τ +) = η(1/2), see [SZ97] . Notice that (47) coincides with (41) for α ≡ ι. Indeed, for (41) Frobenius condition (45) is the necessary and sufficient condition for the independence of the value γ(1/2) of the choice of α satisfying (13) [Guy83] . Also, if (45) is satisfied, then any solution of (42) coincides with the ordinary solution of (36). Comparison of the results for equation (36) considered in the space of distributions T ′ n , and the results for equation (42) considered in the classical space of distributions D ′ n , shows that in contrast to the approach based on the space D ′ n [SV97, MR96, SZ97], the use of the space of distributions T ′ n allows us to make definitions correct from the point of view of the distribution theory, and to eliminate the restrictive Frobenius condition (45), which, as it is mentioned in [Mil93] , can not be satisfied in many problems of the optimal control theory.
In a subsequent paper we also consider the property of viability of solutions of ordinary differential equations with distributions. Consider in R n an ordinary differential equation
where f is continuous in t and Lipschitz in x. Let M ⊂ R n be closed, t 0 ∈ I, Ω = (t 0 , T ) ⊂ I is an open interval, in the general case unbounded. Following [Aub91] , we give the next definition. D e f i n i t i o n 2. A solution of (48) such that x(t 0 ) ∈ M and such that solution of (51) for v = v * is viable in M on Ω = (t 0 , T * ), where T * = max v∈V T (the problem of avoiding of encounters with the set R n \ M [Faz97] ). For the ordinary differential equations the condition for viability was given by M. Nagumo [Nag42] in terms of the Bouligand's contingent cones [Bou32] . D e f i n i t i o n 3. Let ρ be the Euclidean distance between the sets in R n . The set is called the contingent cone to M at x ∈ R n .
Theorem 9 (Nagumo Theorem). Let M ⊂ R n be closed. The sufficient condition for M to have the property of viability for (48) (on Ω) is the tangential condition
for all t ∈ Ω, x ∈ ∂M , where ∂M is a boundary of M . If (48) is autonomous, then (53) is a necessary and sufficient condition for viability.
After ordinary differential equations, conditions for viability were obtained for differential inclusions [AC84, Aub01], stochastic differential equations [AD03] , differential equations and differential inclusions with aftereffect [Had84, Bar03] .
In a subsequent paper we consider viable solutions of the systems with distributions (54)ẋ = f (t, x) + g(t, x)v, v ∈ T ′ n , and provide sufficient conditions for a closed set M ⊂ R n given by analytical constraints (55) M = {x ∈ R n : η i (x) 0, 1 i m}, where η i : R n → R are continuously differentiable, to have the property of viability for system (54) (a generalization of Nagumo Theorem). Consideration of the property of viability for system (54) is necessary for the problem of avoiding of encounters with the set R n \ M . Namely, the problem of avoiding of encounters may have no solution for system with ordinary right-hand side
which might be viewed as a restriction of system (54) to the set of regular controls v, and have solution for extended system (54), i.e., when control is allowed to be distributional. Thus, consideration of the problem of avoiding of encounters for system with distributions (54) allows us to provide existence of optimal solution, which has the natural interpretation for system (56) as the limit of its solutions. Also, consideration of the property of viability for (54) in the space T ′ n (in constrast to approach based on the Schwartz space D ′ n [SZ97]) allows us to define the trajectory at the moment of discontinuity (i.e., the moment of concentration of delta-function at v), which is important for the property of viability.
