Abstract-Connected vehicle applications rely on wireless communication for achieving real-time situational awareness and enabling automated actions or driver warnings. Given the constraints of the communication systems, it is critical to employ communication strategies and approaches that allow robust situational awareness. In this work, we utilize the recently introduced concept of model-based communication and design a new strategy based on small-and large-scale modeling of vehicle movement dynamics. Our approach is to describe the small-scale structure of the remote vehicle movement (e.g., braking, accelerating) by a set of dynamic models (ARX models) and represent the large-scale structure (e.g., free following, turning) by coupling these ARX models together into a Markov chain. The effect of this design is investigated for the case of cooperative adaptive cruise control application. Assuming model-based communication approach is used with the coupled model, a novel stochastic model predictive method is proposed to achieve cruise control goals. We use actual highway driving maneuvers to compare the proposed methodology with the conventional design of cooperative adaptive cruise control.
I. INTRODUCTION
C OOPERATIVE vehicular applications rely on communication among vehicles to improve their situational awareness and coordinate their actions. Communication, usually in the form of local broadcast of messages over DSRC (Dedicated Short Range Communication) [1] , is the backbone of emerging Connected Vehicle (CV) applications. The current form of communication in CV applications is expected to take the form of frequent broadcast of sensed data (such as GPS) to other vehicles in the proximity of the sender [1] - [6] . The broadcast messages are used by the receivers to track the movements of the sender in real-time. Given the limited capacity of the channel, usually short messages with limited information about vehicle movement are used [1] . This limitation leads to shortcomings in the considerably higher precision in the tracking of other vehicles without the need for high communication rates; in addition, more accurate model predictive control of the actions of the system (for example in a CACC) becomes possible.
In this paper, we present a novel method for modeling the behavior of a vehicle for adoption in the model communication approach. Our proposed model relies on Stochastic Hybrid Systems (SHS) representation of a system, with a Hidden Markov Model (HMM) describing specific modes of the systems and Auto Regressive-exogenous (ARX) state refinements. We then utilize these models in an example of a CACC system and present a stochastic model predictive control (SMPC) approach instead of classical control methods of CACC. The model predictive approach is made possible through behavior patterns (movement factors) of vehicles, which are now available through model communication. Our proposed method is shown to achieve faster and more accurate tracking of the states in case of CACC application This paper is organized as follows. Section II is devoted to related works on CV application design and the art of dynamical systems modeling. Section III states the concept and system description. Section IV is dedicated to the vehicle movement modeling approach. Section V introduces the control approach we took to implement the idea. Result and comparison with the conventional methods are provided in Section VI. Section VII concludes the paper.
II. RELATED WORK
One of the most challenging issues in the study of cyberphysical systems (CPS), such as connected vehicle systems, is identifying and managing the impact of communication and networking component on the overall system performance. A fundamental aspect of all CV applications is the design of a situational awareness subsystem which relies on wireless communication. For automated CV applications, an additional design consideration is the choice of controllers and decision-making algorithms. Clearly, any issues in communication and information delivery could cause failure in making rational actuations by physical processes. Communication issues usually show themselves in the form of degradation in the estimation of the state (position) of other vehicles [10] , [45] . It was shown in [45] that errors can result in wrong decision-making by safety applications, which is a serious concern. Increasing the rate of communication is the usual approach to reducing such errors; however, such solutions are not viable in the case of vehicular networks due to the well-known scalability issue of DSRC based networks. [1] , [3] , [5] , [11] .
The issue of scalability in vehicular safety networks has been widely investigated and several solutions such as [12] have been developed. These solutions manage to significantly mitigate the scalability issue and enable BSM to be adequately distributed in a CV network for safety purposes. However, the vehicular network is still not expected to support demanding automated applications that require high accuracy (and high data rate).
In automated driving applications, such as cooperative collision avoidance (CCA), platooning and CACC, the control and decision-making unit in each vehicle determines the desired motion of the vehicle based on information received from the neighboring vehicles (and local sensors in many cases). In a way, safe operation of controllers requires an accurate real-time situational awareness, provided by the received information. CACC and platooning are both car-following designs with similar challenges. In car platoons, the goal is to maintain very close and reasonable distances between vehicles (gap control) to increase the number of vehicles on the road and decrease the overall fuel consumption, whereas in CACC the main objective is to keep a safe distance to the vehicle in front and provide a comfortable ride for passengers. The research in the area of platooning and CACC could be categorized as: a) Driver behaviors and interaction with CACC such as when the driver turns the CACC on, and what is the driver's take on the relative distance between the front vehicle in different traffic situations. [13] , [14] . b) The influence of CACC on traffic such as safety and congestion [15] , [16] . c) Design of CACC application [16] - [18] , [8] d) Communication requirements and role in efficient CACC and platooning [8] , [19] . e) String stability of CACC [20] , [21] . To study different aspects of connected vehicle applications and test them for various real-world scenarios, it is necessary to mathematically model these algorithms and use the model for the purpose of model checking [22] - [26] . [22] introduces a formal system modeling and verification methodology to study CACC and CCA. The authors in [24] propose a new hybrid approach to managing an intersection when the safety information about the other vehicle is not perfect and complete. In [25] the authors introduce a new methodology to study scaled connected vehicle environment. Modeling driver behavior in order to be considered in the study of CV safety system is beneficial [27] - [29] . In [27] the authors introduce a stochastic-switched autoregressive exogenous (SS-ARX) to imitate drivers behavior in the lane-change scenario. This method uses different regression models to cover different aspects of lane change behavior.
Estimation and classification of driver behavior is an attractive area of research, and several applications and approaches are introduced in the literature [30] - [32] . Hidden Markov Model (HMM) is adopted to model driver behavior in [30] . In [30] the authors use HMM to break down the driver behavior into different segments and employ Kalman filter at each state of HMM to represent the driver behavior related to each segment. [31] introduces a framework to study vehicle dynamics and driver behavior. [31] uses HMM to estimate driver behavior to observe unknown decisions made by the driver when the vehicle approaches an intersection. Coupling Support Vector Machine (SVM) with HMM was introduced in [32] in order to classify drivers as compliant or violent and determine the driver's behavior at intersections.
III. SYSTEM DESCRIPTION
Connected vehicle systems use communication links between vehicles to create situational awareness, which then guides the control and safety systems in each vehicle. Each vehicle transmits its information through a shared DSRC channel. To enable such capability, vehicles should be equipped with DSRC radio, GPS, and onboard sensors. In DSRC based systems, vehicles continuously report their safety-related information (e.g., position, speed, and heading) over a broadcast wireless link to all neighboring cars. In addition to information dissemination, vehicles should keep track of the movements of neighboring vehicles based on information received over DSRC. These two sub-components of communication/networking and estimation together provide the real-time situational awareness.
While the traditional method of creating situational awareness relies on the exchange of sensor data (e.g., GPS location), a more comprehensive communication strategy may involve more informative elements compared to raw data and include the exchange of dynamic vehicle models. This approach, which is called model-based communication, has been introduced in [7] and relies on the exchange of models and model updates between nodes in a distributed system. The concept of modelbased communication which is shown in Fig. 1 is utilized in this paper. In this design, each vehicle identifies its movement model and broadcasts it over DSRC. These models can be represented in any mathematical form which is rich enough to model vehicle movement parameters considering driver behavior (brake, throttle input). In this paper, we use SHS modeling methodology to tackle the driver behavior modeling problem. Each vehicle broadcasts its model and state/location in the model, and other vehicles use the received models for situational awareness purposes and better tracking of their neighboring vehicles in their CV application.
The functional block diagram of the proposed approach is shown in Fig. 2 . In this architecture, the communication module is responsible for sending and receiving safety messages (using models). Upon receipt of the packet and decoding it, the extracted model will be stored in a model bank. The model bank module updates the existing model with the newest information and lets the neighborhood classification module and CV application know about the new values and models. Generally, the model bank and neighborhood classification subcomponents are responsible for tracking and locating neighboring vehicles (estimation process), and CV applications are in charge of issuing warning indicators to the user-interface subcomponent (collision detection module) and processing the automated application and drivetrain control.
These models should be easily represented in a way that can be communicated and then updated periodically. For example, a stochastic hybrid model [33] which can be described as:
where Q is a finite set of discrete states (e.g., accelerating, decelerating, free following, and coasting), X is a set of continuous states. Any pair of (q, x) ∈ Q × X is referred as the state of H. Init ⊆ Q × X is the set of initial values of the system (q,
is the invariant set of the domain of each state and defines combinations of states, events, and constraints for which dynamical equations are allowed. It also assigns an invariant open subset of X; here p(X) is the power set of all subsets of X.
is the set of transition guard conditions between discrete states and assigns to each e ∈ E a guard G(e) such that:
is a measurable subset of ∂Dom(q). 2) For each q ∈ Q, the family {G(e) : e = (q, q )for some q ∈ Q} is a disjoint partition of ∂Dom(q). R : E × X → P (X) assigns to each e = (q, q ) ∈ E and x ∈ G(e) a reset probability kernel on X concentrated on Dom(q ). Here P (X) is a family of all probability measures on X.
Assuming a vehicle's movement factors and parameters can be modeled as in Fig. 1 , model synchronization over the network can now take the form of an updating state of the model by sending regular (q(t), x(t)) pairs, updating model parameters, transition probabilities, state refinements, (f, q(t), x(t)), or an update of the entire model structure. Using this methodology the model structure can be updated either partially or entirely. The latter is useful when the partial updates could not cover all recent behaviors and aspects of the measured data.
IV. MODEL DEVELOPMENT
Based on the application requirements the model has to represent the data in a way that estimation error, the error between the estimated and actual values, be within a configurable application-specified tolerable interval. To this end, the estimation errors are considered as the observation sequence elements. Since the observation sequence does not follow a unique known pattern, a good idea would be to break the observation sequence down into several portions, each coming from a hidden state, and stochastically switch between these states. For instance, in the driving situation, we derive models corresponding to a coasting, normal accelerating, aggressive accelerating, aggressive brake, and average braking and so on. We then classify these situations by determining which model best describes the observation sequence. In this work, we use HMM to derive the adaptive SHS. The HMM approach [34] has been widely used in mathematical modeling of dynamical systems. The nondeterministic nature of driving scenarios (e.g., road and traffic topologies, driver behaviors) encouraged researchers to use stochastic approaches for driver behavior modeling [27] . Note that we try to find the best models which represent the current status of the system. Therefore we might substitute the earlier observations with the newest ones or give more weight to the new observations. In this section, we introduce a new HMM with Autoregressive exogenous (ARX) state representation approach for the purpose of modeling movement parameters which are trained in an online manner. This architecture is an extension of the models in [27] .
HMM has a layered perspective for two interconnected stochastic processes, one of which is Markovian. Each HMM includes three main unknown parameters of initial state probability, state transition probability, and observation probability of each state. Note that none of these probabilities are timedependent and we use continuous HMM notion to model the movement parameters.
A. ARX Approximation
In this work, we propose that each state of the model uses ARX or piece-wise polynomial (PWP) model to track the designated function by training the coefficients of the mathematical model. The ARX model designated for each state is defined as follows:
Where y(t) and u(t) are output and input of the system at time t. ε(t) is the approximation error, and is supposed to have a Gaussian distribution with standard deviation σ. F and G are polynomials of order n and m in the backward shift operator q −1 .
There are different criteria to select the best ARX model order (n and m) to avoid overparameterization and overfitting such as 1) Akaike's Information Criterion (AIC), 2) Akaike's Final Prediction Error Criterion (FPE), and 3) Rissanen's Minimum Description Length (MDL). These criteria are used to measure relative quality of statistical models for a given set of data. When the problem is finding the driver behavior in accelerating and braking, several factors (e.g. relative distance to the preceding vehicle, velocity of the preceding vehicle) could play roles in the model. These criteria could be considered to find the best model orders to represent acceleration and deceleration in terms of those factors.
In more compact form (2) could be represented as:
where:
B. Parameters of Online Hidden Markov Model
We use the following definitions and notations in the proposed SHS model (see Fig. 3 
Time t is incremented every 100 msec in this study. In this work, the subscript of each parameter refers to the time instance in which that parameter is considered, and superscript indicates the length of observation sequence used for parameter estimation.
3) Initial state probabilities are: 
Observation probability for each
Set of all parameters of the SHS is denoted by
C. Challenges of HMM Derivation
To employ HMM and use it for the purpose of online decision making in a real time CV application at the beginning of new model derivation, we need to make sure that the model covers all aspects of the system. The best solution would be extracting all situations and behaviors that accrued in the past history of the driving data and including them all in the current model. Thus, the model derivation framework should potentially have an evolving characteristic. Specifically, number of states might be adapted to the number of segments that data could be categorized. To generate HMM of any process, three main problems should be addressed: evaluation problem, decoding problem, and parameter estimation.
1) Evaluation Problem:
This problem defines the probability of observed sequence occurrence given the last set of calculated model parameters, P (O 1:t |λ t ). Two complexitywise equivalent solutions, forward and backward algorithms [35] , [36] , have been proposed to address this problem.
2) Decoding Problem: Finding most likely underlying state sequence based on given observation sequence is aimed at this problem. In other words, it finds a sequence of the model states with the same length with observation sequence, Q 1:t = (q 1 , q 2 , · · · , q t ) , q i ∈ S t , which generates the observed sequence with highest probability. The solution to this problem depends on selected definition of "most likely" criterion which could be either single state based or multi-state based optimality. The Viterbi algorithm [37] , [38] is the most well-known solution to this problem.
3) Parameter Estimation Problem: The most challenging problem of each HMM design is finding the best set of values for model parameters based on observation sequence. These values shall represent the observed sequence as precise as possible. Iterative likelihood maximization using expectation maximization (EM) and numerical optimizations such as gradient-descent method are two well-known approaches to solving parameter estimation problems [39] . In this paper, we adopt iterative likelihood maximization using EM, but we need to customize the approach to the need of our system design. Two main fixes are needed: 1) introducing ARX or PWL model representation to each state of HMM, 2) driving an online adaptive EM framework for the accurate representation of movement parameters. Online adaptation is inevitable because we do not have complete knowledge of the training sequence before calculating HMM parameters (observations are based on driving situations and maneuvers). Also, we need to model the current behavior of the system. Therefore, we need to trigger model generation process as soon as a new observation sequence is available. Moreover, because of the nature of the case study, older observation samples are less descriptive for the current model representation. Hence, batch parameter estimation method does not work in these conditions. Note that because of the richer information set at time t + n compared to time t one could claim that model parameters do not remain constant over time (q
). To formulate the parameter estimation problem with no approximation, a complete batch online estimation is utilized after introduction of each new observation to the observation set.
Fundamentally, EM procedure is equivalent to maximizing Baum's auxiliary function arg max
In each iteration and using the outcome as model parameters in the next iteration till convergence where:
Therefore,
(11) To solve the optimization of (8), it has to be explicitly represented in terms of the model parameters. Thus,
Hence,
Since we need to find the next iteration's parameter values based on the existing ones, we introduce the following
According to the definitions, these probabilities are derived based on the model parameters as follows (proof by induction):
To represent the next iteration values of the model parameters recursively, the notions introduced in [34] are adopted and customized for this framework (derivation in Appendix A). The initial state probabilities, π t i , is the expected value of being in s i at time d = 1 based on observations up to time t. Hence,
The next iteration value for state transition probability from s i to s j is the expected number of transition from s i to s j divided by expected number of times being in s i .
Un-biased Maximum likelihood estimation (MLE) for variance of observation distribution in each state is given by:
Since the ARX models are zero mean normally distributed, the least square method is used for finding the regressor coefficients in iterations of EM algorithm. Thus,
In order to learn all experienced behaviors by the latest version of the model, a policy should be defined to add any new situation to the model. At each model calculation time, all currently available states from the last model version need to be explored, and the best-tuned parameter values should be found for each of them according to the new observation element. If at least one of these states satisfies application specified error threshold using its new parameter values, the current model is assumed to be fully descriptive for the complete received observation sequence. However, if the minimum achieved error given by the current model exceeds the required threshold, it is needed to introduce a new state to represent the new segment of observation and describe the latest driver's maneuver. Note that, eth can be realized by running the algorithm on a rich pre-recorded actual field data to achieve an acceptable performance.
Hence the number of elements of state set (S t ) is determined as follows: 
8: end
The on-demand nature of protocol 1 responds to the fact that a vehicle that has more unexpected movements requires more states to represent the status of the vehicle and its model switches between its states more frequently because of the identified error. On the contrary, when the identified error is small and within the tolerable range, the model tends to keep the state, and this allows other vehicles to estimate its safety information by just coasting the values using the communicated ARX model.
Every vehicle should inform other vehicles about its new model by transmitting the new SHS model and current values for the underlying state.
V. COOPERATIVE ADAPTIVE CRUISE CONTROL
Consider a CACC system in a highway with n vehicles shown as in Fig. 4 . Each vehicle transmits its BSMs using DSRC radio equipment [42] , [43] . We assume that all vehicles are equipped with DSRC radio and sensors which enable the capabilities to calculate the relative distance (range), relative velocity and acceleration between themselves and their lead vehicle. In this work, we assume that each vehicle classifies its neighboring vehicles using the information received over the DSRC. Two methods of path history and path prediction are applicable approaches for classifying neighboring vehicles under development and implementation by automotive industry [1] . For CACC application purposes, the vehicle considers the immediate vehicle in lane (front vehicle) and uses the information received from all vehicles in the range of communication.
Assume that x i , v i , a i are the position, velocity and acceleration of vehicle i respectively. We find relative distance error (spacing error) in the sense of i-th following vehicle as follows:
Where h is the time gap and d 0 is the desired distance between vehicles. Note that index i − 1 is for the preceding vehicle and i for the following vehicle. The differential equation representing the dynamic of the i-th vehicle [8] are considered as follows:
where c i is the engine/brake input (control law), which c i ≥ 0 models the throttle input and c i < 0 represents the brake input. Using feedback linearization discussed in [8] the dynamic of the CACC system would be:
where u i (t) is the control law (control input).
A. Stochastic Model Predictive Design for CACC

Considering the state variables as
T , the continuous-time state-space representation of the CACC system (27) can be expressed aṡ To formulate the SMPC for the system, discrete time statespace representation of the system (with sampling time interval T) explained in (28) is obtained as
The front-end proposed framework of model predictive CACC which uses the communicated models of remote vehicles is shown in Fig. 5 .
The cost criteria for the stochastic model predictive optimization problem is defined as follows:
where N is the prediction horizon of the optimization problem.
The cost criterion defined in (30) aims at several goals such as: minimizing the expected value of relative distance error (spacing error) and keeping the desired distance, smoothing the engine/brake input to the CACC system and providing comfortable ride for passengers, keeping the velocity and acceleration at a reasonable interval, and providing the velocity adaptation mechanism in case of changing velocity of the lead vehicle. Any given following vehicle receives the model of its leading vehicle over the network and uses the received information in its stochastic model predictive optimizations. Note that from the received information in addition to the stochastic model; the following vehicle can realize the most likely estimation for the lead vehicle movement factors and the most probable estimation of those factors for the steps ahead.
VI. EVALUATION
To evaluate the performance of the proposed models and CACC methods, we simulated several scenarios with different realistic data sets including data from model deployment field tests [40] and driving cycles from EPA standard tests [41] .
To simulate a realistic scenario of highway driving, we considered Highway Fuel Economy Driving Schedule (HWFET) and we used the data for the lead vehicle. A warmed-up engine is used with HWFET and there is no stop in the cycle. Average speed is 21. Model updates are in the form of telling the receiver a change in the ARX parameters of a specific mode in the model, or jump to a new state. Once in a while, in the order of several to tens of seconds, an update to the whole model may become necessary. Given the overall rate of communication, such full model updates will be considered very low rate and with insignificant overhead (less than 0.1 Hz or so). A single packet of size less than 1200 B should usually be sufficient to describe the model. Here the focus is on the concept of model exchange and model derivation rather than design for communication logic or model exchange rate adaptation of these models (model exchanges happen every 100 ms in the simulations). However, as it is illustrated and mentioned in Fig. 2 (right hand side) adopting a precise and trustable rate adaptation scheme and design is recommended to regulate the channel load and mitigate any imposed congestion.
For the purpose of reducing the complexity of calculation in this section, we consider the most probable state of the models instead of calculating expected values of all possible states. To better show the effect of the approach presented in this paper, we designed three scenarios. At first, we investigated the effect of the proposed methodology of model-based communication in a platoon of ten vehicles. Secondly, we compared the performance of the proposed method with a well-known conventional CACC [8] and finally, we compared the performance of the proposed strategy of communication and stochastic MPC with frozentime MPC in which the acceleration is assumed constant over the prediction horizon.
A. Ten Vehicles CACC
In this scenario, nine vehicles run CACC and follow a lead vehicle while trying to keep a predefined distance. The results for this scenario, which are illustrated in Fig. 6(a), (b) , (c), and (d) depict velocity, the relative velocity of the front vehicle, spacing error with the front vehicle, and vehicle acceleration respectively. Fig. 6 shows that the proposed CACC performs well and the spacing error is always less than 0.7 meter even in a situation where the lead vehicle decelerates suddenly.
Note that in Fig. 6 the spacing error is almost zero when the velocity does not change rapidly. From Fig. 6(a) and (c) it can be seen that the following vehicles precisely track their preceding vehicles, and meet designated objectives of CACC which are minimizing the spacing error and providing a comfortable ride.
B. Comparison With Conventional Cruise Control
In the second simulation scenario, we compare the performances of the proposed CACC design and the conventional CACC. For the purpose of comparison we look at a group of 5-vehicles since the comparison for the case of 10 vehicles would not add any conceptually valuable information. Four vehicles follow a lead vehicle which moves based on the HWFET drive cycle.
The left-hand side plots in Fig. 7 show the results when the conventional CACC is used and the right-hand side plots illustrate the use of results from our proposed stochastic model predictive CACC. Comparison of Fig. 7(a) and (b) reveals the quality of tracking the velocity of the lead vehicle in both cases. Fig. 7(b) depicts that under consideration of the proposed CACC controller and using the information provided via the modelbased communication, the following vehicles' brake almost immediately after their preceding vehicle braked. The amplification of the spacing error variation [see Fig. 7 (e) and (f)] for both controllers indicate the performance of each controller in terms of keeping the desired distance for the considered scenario.
To verify the proposed method for different datasets, we used the connected vehicle dataset from the Safety Pilot Model Deployment Program which is available online at the Research Data Exchange (RDE) provided by the U.S. Department of Transportation's Intelligent Transportation Systems (ITS) Program [40] . The detail of this experiment is provided by NHTSA in [44] . We utilized a considerable number of those maneuvers for both cases of the conventional CACC and the stochastic MPC which uses the proposed model based communication. Fig. 8 shows the spacing error histograms for the two methods when a platoon of ten vehicles was considered ( Table I provides the parameters of fitted normal distributions). The left-hand side shows results for the conventional CACC, and the right-hand side figures depict the results from our proposed methodology. Note that the maximum range of errors for the proposed methodology is in the order of centimeters, but for conventional CACC, the range of errors can grow to 10 meters if we study vehicles no. 7 and 8.
C. A Comparison With Frozen-Time Model Predictive Controller
To separate the effect of new controller design (SMPC) and the impact of new communication strategy (model based communication), we compare the stochastic model predictive cruise 
VII. CONCLUSION
In this paper, we presented how the concept of model communication can be employed to improve the performance of connected vehicle applications such as CACC. We propose the model to be precisely derived in the sender side using various onboard sensors instead of guessing the patterns from BSM elements sniffed over the air, because the packet loss due to the communication network imperfection would affect the quality of derived models from the BSM elements. We study additional elements require for smooth CACC performance and we propose model-based communication to address the need and show the value of this proposed methodology in the case of model predictive type controller. The design presented in this paper benefits from two distinctive contributions. First, we have developed an evolving HMM based model of a vehicle and driver that allows describing the vehicle dynamics in communicable forms. Second, the communicated model has been used with a stochastic model predictive controller. Simulation results demonstrate the effectiveness of the proposed method in particular and the model-communication approach in general. Our approach to model the combined driver and car behavior is to break down the observation sequence (of the behavior) into several sections. For example, sections describing maintaining lane position or releasing the brake. Each section is then assumed to have come from a hidden state and the system stochastically switches between these states (or discrete modes). While in each state, ARX models are used for prediction in the state. The overall framework of online learning of parameters and update of the model is a new concept presented here.
The SMPC based control scheme for CACC is also a novel design, which makes use of the model-based communication in its optimization. The presented methods in this paper, while shown for the specific example of a CACC, are applicable to other connected vehicle applications and even with further generalization to other networked systems. In particular, we are considering to extend the proposed approach and employ it to achieve more accurate and precise situational awareness in complicated connected vehicles scenarios.
APPENDIX
In this appendix, we illustrate the details of deriving HMM parameters for the case study. New estimations for initial state probabilities at each iteration is defined as follows: 
State transition probabilities are calculated by: 
