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While most statistical applications involve real numbers, some demand
complex numbers. Statistical shape analysis is one such area. The complex
Bingham distribution is utilized in the shape analysis of landmark data in two-
dimensions. Previous analysis of data arising from this distribution involved
classical statistical techniques. In this report, a full Bayesian inference was
carried out on the posterior distribution of the parameter matrix when data
arise from a complex Bingham distribution. We utilized a Markov chain Monte
Carlo algorithm to sample the posterior distribution of the parameters. A
Metropolis-Hastings algorithm sampled the posterior conditional distribution
of the eigenvalues while a successive conditional Monte Carlo sampler was used
to sample the eigenvectors. The method was successfully verified on simulated
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In statistics we mostly work with real valued variables. Whether these
variables are Boolean, categorical, or continuous, their values lie in the real
space. However, some applications use complex numbers. For example, [33]
and [21] model wind profiles with the use of a complex valued model. Wind
speed and direction are combined into a single complex variable. In many
cases, modeling with complex numbers involves taking real valued data and
assigning some parts as real and others imaginary. See [34] for an introductory
explanation on the advantages of using complex valued models for real valued
data. Signal processing is one example. The operations on two input signals
are modeled with one signal being real and the other imaginary. Some formal
studies on complex valued signals were done by [49][40][17][44]. For a thor-
ough explanation, see [45]. Applications of complex signal processing include
brain EEG data [3][37], MRI image analysis[10], X-ray tomography[11], and
communications[48].
Shape analysis is another discipline which uses complex variables. In
shape analysis, the raw data is a set of Cartesian coordinates. The data is
then transformed in order to remove extraneous information. The transformed
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data only contains information about the shape. The resultant space lies in
the complex plane. These geometric methods in statistical shape analysis were
developed in [26][4][23]. Some techniques in this area are the Procrustes anal-
ysis and tangent space inference[13][6]. Procrustes analysis is analogous to
a least squares problem; mean shapes are determined by minimizing the dis-
tance between the data and a regression-type model. Tangent space inference
assumes small variability in the data. Therefore, the space around the data
is approximately Euclidean, and normal statistical procedures are performed.
Alternatively, we could model the data with a specific distribution. These
distributions have supports in the complex space and have certain symme-
tries necessary for shape analysis. Chapter 6 in [13] discusses some of these
distributions.
In this paper, we focus on a specific distribution, the complex Bing-
ham. This distribution was introduced by Kent [28] and shown to be suitable
for shape analysis. It is applicable only to two dimensional data. [28] also
analyzed the maximum likelihood estimators (MLE) and compared them with
other shape analysis techniques. The goal of this paper was to perform a
full Bayesian analysis of the complex Bingham. In particular, a Monte Carlo
Markov chain was implemented to sample the posterior. Section 2 reviews pre-
vious analysis done on the complex Bingham. Section 3 analyzes the prior and
posterior distributions. Section 4 outlines the Gibbs sampler and demonstrates




Statistical shape analysis has been applied in biology[35][14], medical
imaging [5], archeology [7][27], geology[4], and image analysis[2]. Kendall [25]
defines shape as the remaining geometrical information after location, scale,
and rotation effects are removed. Data can be in the form of landmarks.
Landmarks are a set of defined points on a shape that each specimen has. The
positions of the landmarks are based on anatomical interest, mathematical
properties, or arbitrarily choices. Statistical distributions are used to model
landmark variations. The complex Bingham [28], complex Watson [36], and
the complex angular central Gaussian [29][28] are some examples. Our analy-
sis focused on the complex Bingham. The complex Bingham was introduced
by Kent [28]. The normalization of the distribution was further examined in
[32]. [1] studied bootstrap calibrated empirical likelihoods from a complex
Bingham for shape estimation. [47] derived a discriminant rule based on this
distribution. [39] showed that the complex Bingham is a conjugate prior for
the complex Watson. The complex Bingham has been used in a variety of
applications. The original Kent paper [28] studied rat vertebrae. The distri-
bution has also been applied to brain surface images [15][16] and chromatin
fiber structures[50]. In this section, some properties of complex vectors and
3
matrices were used. We refer readers to Appendix A.2.
2.1 Shape Analysis
Landmark data in 2 dimensions can be represented by a set of complex
numbers. Each complex number, zi = xi + iyi, is associated with a landmark
where (xi, yi) are the Cartesian coordinates. We call this space the “raw”
landmark space. To remove the geometric information about location and
scale, the landmark data is transformed into the pre-shape space (or pre-shape
sphere). This space is denoted CSk−2 where k is the number of landmarks.
The support of shape distributions is the pre-shape space.
To transform the raw data, zraw, into the pre-shape space
1. multiple raw data with sub-Helmert matrix. zH = Hsub ∗ zraw.
2. normalize. z = zH/||zH ||
The first step removes translation effects while the second step removes scaling
effects. If zraw were shifted or magnified, z would be unchanged. Two things
should be noted. First, the dimensions of z are smaller than the raw landmark
data by one.
z = (z1, z2, · · · , zk−1)T ∈ CSk−2






The sub-Helmert matrix is a (k-1)x k matrix. It is the Helmert matrix modulo
the first row. The jth row of the sub-Helmert matrix is defined as





The jth row consists of hj repeated j times followed by −jhj and then zeros.
The pre-shape space does not take away rotation. Therefore, only dis-
tributions that are invariant under z → zeiθ would be appropriate for shape
analysis. It is not sufficient just to have support on the pre-shape space. See
[13] for a full discussion on statistical shape analysis.
2.2 Analysis of the Complex Bingham Distribution
The complex Bingham distribution has a probability density
f(z|A) = c(A)−1ez∗Az, z ∈ CSk−2 (2.1)
where A is a (k − 1) x (k − 1) Hermitian matrix, the support is the pre-
shape space, and ∗ is the complex conjugate transpose. Note that the density
is invariant under rotation making it suitable for shape analysis. Since A is







where the λi’s are the eigenvalues and γi’s are the eigenvectors.
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Kent[28] points out two important characteristics. One, the normaliza-
tion constant c(A) only depends on the eigenvalues of A. Therefore c(A) =
c(Λ) where Λ is the set of eigenvalues. The normalization for non-degenerate










Two, A and A+α1 define the same distribution where 1 is the identity matrix
and α ∈ C. The only difference is a shift in the normalization: c(Λ)→ eαc(Λ).
This characteristic stems from the fact that z∗z = 1. This property allows
us to shift the eigenvalues arbitrarily. For the rest of this paper, we set the
eigenvalues of -A to be λ1 ≥ λ2 ≥ · · · ≥ λk−1 = 0 This positive definition of
the eigenvalues was done in [30]. By setting λk−1 = 0, we have removed one
degree of freedom leaving us with k − 2 eigenvalue parameters.
2.2.1 Classical Analysis
In this section, we outline the classical analysis done in [28]. In some









Note that because we are working in the pre-shape space,
∑
sj = 1. We
then define the vector s = {(s1, · · · , sk−2)T |sj ≥ 0} and
∑k−2
j=1 sj ≤ 1 .
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When equation 2.1 is transformed into these polar coordinates, the θ’s fol-









, s ∈ Sk−2 (2.2)
where the support is the (k-2) unit simplex, Sq = {s :
∑q
i si ≤ 1}. Equation
2.2 depends only on the eigenvalues.





























i . zi is a vector so ziz
∗
i is a Hermitian matrix. We term S the
“data s-matrix” or just “s-matrix.” The log-likelihood is
` = tr (SA)−N logc(Λ).
For the eigenvectors, the MLE’s are the eigenvectors of the data s-matrix. The





where lj’s are the eigenvalues of the s-matrix. The solutions to these equations
are normally not analytic. Therefore, numerical methods are needed to find
the MLE’s of the eigenvalues.
2.2.2 Generating Random Samples
In [30] three methods were presented to numerically generate samples
from the complex Bingham. For generating random points, equation 2.2 is
a more convenient form of the density. Generating s only depends on the
eigenvalues. θ is generated from a uniform distribution. The three methods
for sampling from a complex Bingham were
1. Truncation to simplex
2. Acceptance-rejection on simplex
3. Uniform on simplex and truncated gamma on [0, 1].
For simplicity we used the first method for this paper. The algorithm involves
three steps
1. Generate k − 1, Uj ∼ uniform[0, 1] random variables
2. Transform to S ′j = −(1/λj)log(1− Uj(1− e−λj))
3. If
∑
S ′j < 1 then keep. Otherwise reject and go back to step 1.
8
Once the s’s are generated, then it remains to sample the θ’s and to form the
w’s. To obtain z, z = Γw where Γ is the unitary matrix whose columns are
the eigenvectors.
2.2.3 MAP Analysis
Previous Bayesian analysis on the complex Bingham involved maximum
a posteriori (MAP) estimators. MAP estimators are the Bayesian analog to
MLEs. The values of the parameters which maximize the posterior are the
point estimators. Micheas and Dey [39] used MAP estimators for the complex
Bingham . In this case, the parameter of the complex Watson is a vector
in the pre-shape space. The posterior distribution of this parameter follows
a complex Bingham. Since the exact form of the posterior is known, credi-
ble intervals can be estimated by directly sampling the Bingham. This case
is different than the one we studied here. In our case, the data comes from
a complex Bingham. The posterior is a distribution of a matrix, not a vec-
tor. The complex Bingham can not be its own conjugate prior. In our case,
sampling from the posterior will require a Markov chain Monte Carlo.
MAP estimators are not optimal in Bayesian analysis. Unlike classi-
cal analysis, the parameters are treated as random variables with probability
distributions of their own. A full Bayesian analysis would involve estimates
on the shape of the posterior density. MAP’s only provide an estimate of the
peak location. On the other hand, a Markov chain Monte Carlo samples the
posterior distribution. These samples are used to estimate the shape of the
9




For a full Bayesian analysis, we need to examine the posterior distribu-
tion of the Hermitian parameter matrix A. Since the normalization term only
depends on the eigenvalues, it is convenient to spectral decompose A.
A = ΓΛΓ∗
where Γ is a matrix with columns made from the eigenvectors and Λ is the
diagonal matrix of the eigenvalues. See appendix A.2 for more discussion.
Since A is Hermitian, the eigenvalues are real and Γ is unitary. In this paper
we move back and forth between A and {Γ,Λ} based on convenience. Inference
was then made on the joint posterior
Γ,Λ|S.
Since we utilized a Gibbs sampler, we examined the conditional posteriors.
Λ|Γ; S
Γ|Λ; S
The likelihood’s relationships to the conditional posteriors were examined first.
Priors were then added to the analysis.
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3.1 The Likelihood in Bayesian Analysis
The joint posterior and the conditional posteriors are proportional to
f(Γ,Λ|S) ∝ f(S|Γ,Λ)π(Γ,Λ)
= LS(Γ,Λ)π(Γ,Λ)
where π(Γ,Λ) is the prior and LS(Γ,Λ) is the likelihood. First, we examined
the conditional posterior of the eigenvalues. In this case, the normalization
term of the likelihood was very important. Using equation 2.3 for the likeli-
hood, the conditional posterior became
f(Λ|Γ, S) ∝ LS(Γ,Λ)π(Γ,Λ) (3.1)
= c(Λ)−Netr(SA)π(Γ,Λ)
= c(Λ)−Netr(SΓΛΓ∗)π(Γ,Λ).
Regardless of the prior, no simple or recognizable form of the conditional pos-
terior was seen. For this reason we decided on a Metropolis-Hastings algorithm
to sample this density.
The conditional posterior of the eigenvectors is not dependent on the
likelihood normalization term.




We ignore the prior at this point of the analysis. If we were in the real space,
this would be a particular case of the Bingham- von Mises - Fisher (BvMF)
distribution [31]. In the BvMF, the density has the same form as equation
3.2 except Γ and S would be their real analogs: orthogonal and symmetric
matrices, respectively (see Appendix A.2). We denote the density in equation
3.2 as the complex BvMF distribution, U ∼ CBvMF(Σ, B), with probability
density
f(U |Σ, B) ∝ etr(Σ U∗ B U)
In this distribution, Σ is a diagonal real matrix, B is a Hermitian matrix, and
U is a unitary matrix. S is always Hermitian by definition.
3.2 Priors and Posteriors
















For a flat prior, the joint posterior can be written as
f(A|S) ∝ c(Λ)−tr(S)etr (SA)
A natural choice for the prior is
π(A|Q) ∝ c (Λ)−M etr(QA) (3.3)
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where Q is a Hermitian matrix with trace M . We restrict M to be a whole
number. When this prior was used, equation 3.1 for the conditional posterior
of the eigenvalues became
f(Λ|Γ, S, Q) ∝ LS(Γ,Λ)π(Γ,Λ)
∝ c (Λ)−N−M etr((S +Q)A).
Equation 3.2 for the conditional posterior of the eigenvectors became
f(Γ|Λ, S, Q) ∝ etr((S +Q)ΓΛΓ∗)
This prior is a conjugate prior to the complex Bingham. In other words
f(Γ,Λ|S, Q) ∝ π(Γ,Λ|S +Q)
Technically, Q could be any Hermitian matrix of the same dimension
as S as long as its trace was a whole number. Naturally, we could regard Q as
prior data. M would be the number of prior data. The larger the number of
prior data, the stronger the prior. This statement makes both intuitive sense




Markov Chain Monte Carlo
In this section, we discuss the Markov Chain Monte Carlo(MCMC)
techniques for sampling the posterior. The Gibbs sampler of the eigenvalues
and eigenvectors is
1. Sample from Λ|Γ, S
2. Sample from Γ|Λ, S.
As seen in section 3.1, the conditional posterior on the eigenvalues is com-
plicated by the normalization term. A Metropolis-Hastings (M-H) algorithm
was implemented to sample this conditional. The conditional posterior on the
eigenvectors was also discussed in section 3.1. We used a “successive condi-
tional Monte Carlo” sampler for the eigenvectors. Section 4.5 provides the
details of this method.
We first discuss some basic diagnostics of MCMC. Then we examine
ways to parameterize the eigenvectors in order to isolate the independent de-
grees of freedom. Afterwards, each component of the Gibbs sampler is tested,
starting with the Metropolis-Hastings algorithm and then the successive con-
ditional sampling. In both those cases, we assume flat priors. Finally, the
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Gibbs sampling of the joint posterior for both flat and fixed priors is vali-
dated. Validation involves running the MCMC on randomly generated data
from a known Hermitian matrix. This procedure is done for (k − 1) = 2 and
(k − 1) = 3 dimensions.
4.1 Diagnostics of Chains
Diagnostics are needed whenever MCMC techniques are implemented.
While MCMC is shown mathematically to converge, we can only take a finite
number of samples. There are no mathematically rigorous methods that tell
us when we have sampled enough or how fast MCMC converges. Diagnostics
usually check three things: burn-in, mixing, and convergence.
Burn-in refers to the beginning chain elements. MCMC algorithms
require an initial guess of the parameters. Depending on how far away this
guess is from the peak of the distribution, it may take some time before the
chain is truly sampling. These initial steps are disregarded. The length of the
burn-in depends on the initial guess and on the type of MCMC algorithm.
Figure 4.1 demonstrates burn-in behavior. The beginning parts of both
chains do not explore the proper regions because the initial guess was not
close enough. Therefore, the MCMC algorithm required a few steps to get
there. Diagnostics of burn-in usually reduce to qualitative checks like this.
We examined trace plots to check for burn-in effects in our analysis.
Mixing is how well the chain is exploring the parameter space. Mixing is
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particularly important when M-H algorithms are used. We do not want a chain
that stays at one location for a long time nor a chain that continually goes very
far from the center of the distribution. Poor mixing can occur for two reasons.
First, an algorithm might not allow transitions to all states in finite steps. In
other words, the probability to go from one point in the parameter space to
another is zero. This situation is disastrous. In this case the algorithm will not
work. The second situation applies to M-H algorithms. In this case, proposal
distributions are arbitrarily defined by the user to sample the parameter space
(see section 4.4). Poor choices of the proposal distribution can lead to poor
mixing. For diagnostics on mixing, trace plots can also be used.
Figure 4.1: Examples of Good Mixing and Poor Mixing [20]
The bottom panel of figure 4.1 is an example of poor mixing. Multiple
chain elements have the same value. This sticky behavior is undesirable. It
indicates slow exploration of the parameter space. The upper panel shows good
mixing. While these trace plots originate from random walks, the upper panel
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seems to have no visual evidence of this. It appears to be random sampling.
Note that at the smallest scales, MCMC’s will appear as the bottom panel in
figure 4.1. The Markovian behavior can not be eliminated on small scales. The
goal is for the chain to be randomly sampling at large scales. This behavior is
what is meant by good mixing.
Much of the discussion on MCMC practices focuses on convergence
diagnostics. A wide range of convergence tests exist. For an overview see [12].
Some methods are based on quantitative analysis; others are visual. Some use
multiple chains while others use a single chain. The theoretical justifications
come from a variety of techniques. In our analysis, we checked convergence
quantitatively with the Geweke test.
The Geweke convergence test[19] is based on statistical frequency do-
main analysis. The chain elements are modeled as a time series. This test
assumes that a frequency density exists with no discontinuities at zero. The
mean of the first part of the chain is compared to the mean of the latter part.
The difference of the means converges to a normal distribution. The practical
steps for the Geweke test are
1. Take 2 non-overlapping parts of the chain.
2. Calculate the means of these 2 sections.
3. Test if the means are from the same distribution. The null hypothesis is
that the means do come from the same distribution.
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4. The output is a z-score.
We say that the chain has converged if all the parameters have a z-score less
than 2.
4.2 Parameterization of Unitary Matrix
For validation of our code, it was useful to parameterize the set of
eigenvectors in such a way that can easily be analyzed. As we saw before, the
eigenvectors form a unitary matrix. A NxN unitary matrix has N2 degrees
of freedom. However, eigenvectors are only known up to a scalar rotation.
In other words γi ≡ γieiφ where φ is a real number. We fixed this degree of
freedom by rotating each eigenvector such that its first component is positive
real. This “gauging” reduces the degrees of freedom to N2 −N = N(N − 1).
One naive method is to just pick N(N − 1) components of the matrix, but
these components would not be independent. Therefore, this method would
not be ideal.
For the first test case, (k−1) = 2, there are two eigenvectors which form
a 2x2 unitary matrix. We therefore have 2 degrees of freedom to examine. In
this case, we parameterized the matrix to pick out the independent freedoms.








This parameterization assures that the eigenvectors are orthogonal, unit nor-
malized, and the first component real positive. The 2 degrees of freedoms are
r and θ.
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The second test case, (k − 1) = 3, was a little more complicated. We
have 6 degrees of freedom. The unitary matrix of eigenvectors was parameter-
ized as
Γ = [γ1, γ2, γ3] =
 √1− s2 − r2 √1− a2 − b2 Xr eiα b eiγ Y
s eiβ c eiδ Z
 (4.2)
where X,Y , and Z ∈ C. We were not particularly interested in the param-
eterization of the 3rd eigenvector because it was completely determined by
knowing the first two. 8 parameters are left but there are only have 6 degrees
of freedom.
To reduce the number of parameters, we took the following steps. First,
we found the null space basis of γ1. See appendix B.2 for details. The null
space of γ1 is the set of vectors which are unit orthogonal to γ1. The null space
basis, N , is a 3x2 matrix. If we take a 2x1 unit vector and multiply it by N ,
the result is orthogonal to γ1. Therefore, γ2 and γ3 are set to
[γ2, γ3] = Nz
where z is a 2x2 matrix with columns made up of unit vectors. To ensure that










The 6 degrees of freedom are: r, s, a, α, β, and γ.
The above procedure was adequate for the two test cases. However,
as the dimensions increase, this procedure becomes complex. For example in
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the (k − 1) = 4 case, there are 12 degrees of freedom. The first eigenvector
has 6 degrees of freedom. While it might be tempting to just use the first 2
eigenvectors to parameterize the 12 degrees of freedom, this choice is actually
only 10 degrees of freedom. 2 degrees of freedom are lost since γ1 · γ2 = 0. By
following the (k − 1) = 3 example, the construction of the null space basis of
γ1 results in z which is a 3x3 unitary matrix with 6 degrees of freedom. This
is still too many. The first column of z has 4 degrees of freedom. Construction
of the null space basis of this column results in z′, a 2x2 unitary matrix.
Parameterizing z′ the same as equation 4.1 results in 2 degrees of freedom.
This leads to the correct amount: 6 + 4 + 2 = 12. We had to create 2 sets of
null space basis. For a general NxN unitary matrix, we would have to calculate
the null space basis N − 2 times in this cascading fashion.
4.3 Generating Test Cases & Validation of Algorithm
To test our algorithm, we generated 50 random points from a complex
Bingham using the method outlined in section 2.2.2. The eigenvalues were
set arbitrarily while the eigenvectors were randomly generated (see appendix
B.3). These test cases acted as benchmarks to validate our code. For the
first case, we have a 2x2 Hermitian matrix with 1 non-zero eigenvalue and 2
eigenvectors. Following the parameterization of the eigenvectors in equation
4.1, we have 3 degrees of freedom: λ, r, and θ. λ is set to 10. After generating
our random 2x2 unitary matrix, r = 0.51441 and θ = 1.3261. For the 50
randomly generated values, the MLE’s are shown in the last column of table
21
4.1.




Table 4.1: (k − 1) = 2 Parameters & Maximum Likelihood Estimates
For the second case, we have a 3x3 Hermitian matrix with 2 non-zero
eigenvalues and 3 eigenvectors. The eigenvectors were parameterized as in
equations 4.2 and 4.3. We have 8 degrees of freedom:λ1, λ2, r, s, a, α, β, and γ.
The eigenvalues were set to Λ = {λ1 = 100, λ2 = 10}. The eigenvectors were
found by randomly generating a unitary matrix. The resultant parameters can
be seen in column 2 of table 4.2. The MLE’s are listed in the last column.









Table 4.2: (k − 1) = 3 Parameters & Maximum Likelihood Estimates
4.3.1 Validation Procedure
To validate the MCMC algorithms, we compare the output with the
computed likelihood surface. Most inferences on MCMC involve credible inter-
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vals and kernel estimates of the marginal densities. Marginal densities become
more complicated as the number of parameters increases. Also, we are more
interested if the MCMC algorithm is exploring the shape of the posterior prop-
erly. Therefore, what we compared were the posterior vs. parameter plots.
These plots were more indicative of whether the chains were truly exploring
the posterior density.
MCMC’s are interpreted as random samples from the posterior. If we
plot the posterior density vs. a single parameter, we would expect the upper
bound to be the maximum posterior. To illustrate, we sample 50 times from a
normal distribution with mean µ = 100 and standard deviation σ = 20. The
resulting sample had a mean x̄ = 98.75 and standard deviation s = 16.66.
Figure 4.2 shows the computed maximum likelihoods for the fixed values of
the parameters. The left figure is for fixed values of µ, and the right figure is
for fixed values of σ.
We expect the MCMC to sample values near this maximum and not
venture too far from the peak of the likelihood. We also expect the MCMC
output to have the same shape as figure 4.2. A simple M-H algorithm was
used to sample µ and σ from the posterior f(µ, σ|~x) ∝ f(~x|µ, σ). Figure 4.3
shows the MCMC results. The shape of these plots are identical to figure 4.2.
The algorithm also explored regions only around the likelihood peak. In this
example, we are confident that the MCMC algorithm is sampling properly.
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Figure 4.2: Calculated Maximum Likelihood For Fixed Parameter
Figure 4.3: MCMC sampling of Likelihood
4.4 Metropolis-Hastings Sampling of Eigenvalues
Because of the complication of the conditional posterior of the eigen-
values, we used a M-H type MCMC for sampling. Other MCMC algorithms
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would be difficult to implement since there seems no simple way to sample
from this distribution. However, the likelihood and priors can be computed
for a given set of parameters making M-H a suitable algorithm.
The general M-H algorithm for a set of parameters θ can be summarized
in a few steps.
1. Draw a value in the parameter space from a proposal distribution ρ(θ|θt)
where θt is the previous chain value.
2. Calculate the posterior density at this point: f(θ|data).
3. Calculate R: R = f(θ|data)∗ρ(θ
t|θ)
f(θt|data)∗ρ(θ|θt)
4. If R > 1, then θ is recorded into the chain. If R < 1, draw u ∼ unif(0, 1).
If u < R, then record θ into the chain. Otherwise, copy θt as the next
chain element.
The resulting chain can be considered a sample from f(θ|data).
For a M-H sampler, the proposal distribution is arbitrary yet key to
performance. As discussed before, the choice of the proposal effects how well
the chain mixes. We set the proposal distribution as a truncated normal in
a random-walk algorithm (ρ(θ|θt) → θt + ρ(x|mean = 0, sd = const)). The
mean of the normal distribution is the previous chain element. The variance
is arbitrary and can be tuned for efficient “walking.” The truncation was set
to keep the λj’s ordered and positive. With this kind of symmetric proposal,
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where Λ′ are the proposed values of the eigenvalues. We no longer need to
calculate the value of the proposal density. From testing, we found that a
suitable standard deviation for the proposal was roughly one-tenth the initial
guess of the eigenvalues. We used this value throughout.
For the (k−1) = 2 case, we fixed r, θ to the values in column 2 of table
4.1. Figure D.1 in the appendix shows the trace plots and density estimates of
the chains. Based on the trace plots, the M-H algorithm showed good mixing
and had no burn-in effect. The Geweke convergence test z-score was 0.97.
Figure 4.4 shows a comparison between the computed likelihood curve and
the resultant chain. The left panel is the computed log likelihood vs. λ. The
right panel is the M-H output. The two plots are identical. We concluded that
the M-H algorithm was sampling the conditional posterior of the eigenvalues.
For the (k − 1) = 3 case, we fixed Γ to the values in column 2 of
table 4.2. See figure D.2 in the appendix for trace plots. The Geweke z-
scores for λ1 and λ2 were 1.86 and 1.33, respectively. Based on these plots,
the M-H algorithm mixed well. Figure 4.5 shows a comparison between the
computed likelihood contour and the resultant chain. The left two figures are
the maximum log likelihood vs. λ1 and λ2. For a given value of λi, we calculate
the maximum likelihood with the other eigenvalue being a free parameter. The
right two figures are the M-H outputs. In this case, since we have more than
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Figure 4.4: Computed Likelihood and M-H Output for λ
one eigenvalue we do not expect a smooth curve. The M-H algorithm should
explore the values around the maximum likelihood. This includes points below
the maximum likelihood curve. The shape and position of the curves are
identical. We concluded that the M-H algorithm was sampling the eigenvalues
properly for both cases. Table 4.3 compares the MCMC estimates of the
Figure 4.5: Computed Likelihood and M-H Output for Λ
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eigenvalues with the MLE’s. MLE’s are not the same as in table 4.1 and 4.2.
Here, we have the eigenvectors fixed where as in table 4.1 and 4.2 they were
free parameters. MCMC estimates of the parameters were marginal estimates.
The 2-σ intervals were based on the mean and standard deviation of the chains;
we were assuming a non-skewed marginal density.
Parameter M-H MLE
(k − 1) = 2 Case
λ 10.0± 2.8 9.8
(k − 1) = 3 Case
λ1 113± 31 112
λ2 9.4± 2.6 9.2
Table 4.3: Parameter Estimates from M-H
4.5 Successive Conditional Monte Carlo Sampling of
the Eigenvectors
In this subsection, we describe the sampling from the conditional pos-
terior of the eigenvectors. From equation 3.2, the conditional posterior is
f(Γ|Λ, S) ∝ etr (ΛΓ∗SΓ) π (Γ,Λ)
At this point, we will assume a flat prior. For this section, it is convenient to








The joint eigenvector density can be written as a cascade of conditionals.
Γ|Λ, S =γ1 · · · γk−1|Λ, S (4.5)
=γk−1|γk−2 · · · γ1,Λ, S




Sampling the posterior becomes a matter of successively sampling each eigen-
vector based on the previous one. Eigenvector 2 is sampled conditioned on
eigenvector 1. Eigenvector 3 is sampled conditioned on eigenvector 1 and 2
and etc. We term this method “successive conditional Monte Carlo” (SCMC)
sampling.
Based on equations 4.4 and 4.5,
γ1 ∼ f(γ1|Λ, S) ∝ exp(λ1γ∗1Sγ1)
This density function has the same form as the complex Bingham. Since γ1 is
unit normalized, it also has the same support. Therefore, sampling γ1 reduces
to sampling from CB(λ1S). Continuing, based on equations 4.4 and 4.5,
γ2 ∼ f(γ2|γ1; Λ, S) ∝ exp(λ2γ∗2Sγ2) (4.6)
such that γ1 ·γ2 = 0. Note that γ1 is not explicit in the density of γ2 but in the
support. Now the density of γ2 is rewritten such that the density does take
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into account the support. First, let N be the null space basis of γ1. Then,
γ2 = Nz and equation 4.6 becomes






This density is a CB(A2) with the orthogonality embedded inside A2. Sam-
pling γ2 is then a matter of sampling z ∼ CB(A2) and then calculating
γ2 = Nz. We can continue this calculation for the rest of the eigenvectors.
1. Calculate the null space basis, N , for the previously sampled eigenvec-
tors.
2. Sample z from CB(Ai) where Ai = λiN∗SN
3. γi = Nz
Again, see appendix ?? for the computational methods of calculating the null
space basis. These steps can be done for all the eigenvectors except the first
eigenvector and the last eigenvector. As we have already seen, the first eigen-
vector is not conditional on any other eigenvector. We can forgo the calcu-
lation of the null space basis. The last eigenvector is conditional on all the
other eigenvectors. This conditioning makes the last eigenvector completely
determined; no sampling is necessary. The null space basis would be a k − 1
vector. All that is left is to rotate the first component so it is positive real.
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We now present the results of our testing. Just as we did in testing the
M-H, we show the trace plots and density estimates in the appendix. Also in
the appendix are the Geweke convergence test scores. All chains showed good
mixing, no burn-in effects, and convergence. For the two cases, we fixed the
eigenvalues to the values in column 2 of table 4.1 and 4.2. For the (k− 1) = 2
case, the Unitary matrix is parameterized in the form of equation 4.1. For the
(k − 1) = 3 case, the Unitary matrix is parameterize as in equation 4.2 and
4.3.
Figures 4.6 and 4.7 show the comparisons between the computed likeli-
hood curves and the resultant chains. The left set of figures are the computed
log likelihood vs. the parameters. The right set of figures are the MCMC
output. The computed and chain plots were identical. We concluded that the
successive conditional Monte Carlo algorithm was sampling the conditional
posterior of the eigenvectors for both cases. Table 4.4 compares the MCMC
estimates of the eigenvectors with the MLE’s. Just as in the M-H eigenvalue
sampling case, the MLE’s are not the same as in tables 4.1 and 4.1. Here, we
have the eigenvalues fixed to the set values. Again, the MCMC estimates of
the parameters are marginal estimates. Intervals are at the 2-σ level.
4.6 Gibbs Sampling of Joint Posterior
The Gibbs sampler of the joint posterior is just the sequential sampling
of the conditional posteriors: M-H sampling of the eigenvalues and SCMC
sampling of the eigenvectors. We tested the Gibbs sampling for both flat
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Figure 4.6: Computed Likelihood and SCMC Output of r and θ
Figure 4.7: Computed Likelihood and SCMC Output for (k − 1) = 3 Case
priors and informative priors. For flat priors the Gibbs sampling of the joint
posterior is just an extension of the previous testing. For fixed priors we had
to decide what the hyper-parameter should be.
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Parameter SCMC MLE
(k − 1) = 2 Case
r 0.528± 0.060 0.527
θ −1.50± 0.16 −1.50
(k − 1) = 3 Case
r 0.9344± 0.0079 0.9354
s 0.313± 0.038 0.312
a 0.759± 0.051 0.764
α 0.87± 0.33 0.87
β 3.18± 0.43 3.18
γ 2.21± 0.31 2.20
Table 4.4: SCMC Parameter Estimates of the Eigenvectors
We first analyze the flat priors case. The verification process is identical
to the previous subsections. The trace plots and density estimates are in
the appendix along with the diagnostics. Figures 4.8 and 4.9 compare the
computed likelihood surfaces with the MCMC results for the (k − 1) = 2 and
(k − 1) = 3 cases, respectively. Based on these plots, we concluded that the
Gibbs algorithm was properly sampling the joint posterior. Table 4.5 shows
the MCMC estimates of the parameters.
In section 3.2 Q was introduced as the hyper-parameter in the prior
distribution. Q could represent prior data while S represent current data.
This interpretation hints at a way to construct Q.
1. Set ΛQ and ΓQ. AQ = ΓQΛQΓ
∗
Q
2. Sample N z’s from CB(AQ)






Figure 4.8: Computed Likelihood and MCMC Result for (k− 1) = 2 No Prior
Case
Parameter MCMC MLE
(k − 1) = 2 Case
λ 10.2± 2.9 10.2
r 0.528± 0.060 0.527
θ −1.50± 0.16 −1.50
(k − 1) = 3 Case
λ1 112± 32 111
λ2 9.4± 2.7 9.4
r 0.9345± 0.0078 0.9355
s 0.313± 0.037 0.312
a 0.760± 0.053 0.764
α 0.87± 0.32 0.86
β 3.18± 0.42 3.17
γ 2.20± 0.30 2.21
Table 4.5: MCMC Parameter Estimates for Flat Prior Cases
ΛQ and ΓQ are fixed to values based on our prior beliefs. For the informative
priors case, we examined the (k − 1) = 3 case only. Table 4.6 shows the set
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values of the parameters for ΛQ and ΓQ. These values were chosen near the










Table 4.6: ΛQ and ΓQ Parameters
M ’s where M = trQ. M is number of complex Bingham points generated to
form the Q’s. M1 = 500, M2 = 50 , and M3 = 5. The Q’s were
Q1 =








 1.567 -0.584-0.575i -1.670+0.261i-0.584+0.575i 0.642 0.802-0.946i
-1.670-0.261i 0.802+0.946i 2.791

Figures 4.10, 4.11, and 4.12 compare the computed likelihood contours
and MCMC results. The appendix contains the trace plots and diagnostics.
Table 4.7 shows the estimates of the parameters.
As in all the other cases, we concluded that the MCMC was prop-
erly sampling the joint posterior. However, the influence of the priors was
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Parameter Q1 Q2 Q3
λ1 37.6± 3.3 16.5± 3.3 35.7± 9.6
λ2 11.8± 1.0 9.2± 1.9 9.6± 2.6
r 0.9436± 0.0038 0.923± 0.043 0.941± 0.014
s 0.279± 0.024 0.213± 0.087 0.287± 0.068
a 0.737± 0.020 0.568± 0.090 0.738± 0.067
α −0.52± 0.20 0.79± 0.49 0.60± 0.65
β 3.45± 0.28 −1.74± 0.72 2.96± 0.85
γ −2.51± 0.17 2.63± 0.35 2.46± 0.55
Table 4.7: MCMC Parameter Estimates for Informative Priors
somewhat surprising. In all three cases, λ1 was substantially reduced. The
argument parameters α, β, and γ also showed a good amount of variation.
The modulus parameters r, s, and a showed more relative stability. λ2 seemed
to be the most stable parameter.
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Figure 4.9: Computed Likelihood and MCMC Result for (k− 1) = 3 No Prior
Case
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Figure 4.10: Computed Posterior and MCMC Result for Q1 Prior Case
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Figure 4.11: Computed Posterior and MCMC Result for Q2 Prior Case
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Previous analysis of data arising from a complex Bingham involved
classical techniques such as MLE. Bayesian inferences were restricted to the
MAP estimator. In this report, a full Bayesian analysis was done on the com-
plex Bingham distribution. We found it convenient to spectral decompose the
Hermitian parameter matrix into its eigenvalues and eigenvectors. The joint
posterior was examined, using a new conjugate prior. A Gibbs type MCMC
was utilized to sample the joint posterior. A Metropolis-Hastings algorithm
sampled the conditional posterior of the eigenvalues. Because the eigenvec-
tors are orthogonal to each other, a technique termed “successive conditional
Monte Carlo sampler” was developed. The individual components of the Gibbs
MCMC were verified on randomly generated data of a known parameter. The
Gibbs sampler of the joint posterior was verified in the same manner. Both
flat and informative priors were investigated. The algorithm developed in this
report is successful in sampling from the posterior distribution when data arise







We briefly review some properties of complex numbers. Complex num-
bers can be written in rectangular form as
z = A+ iB
where A,B ∈ R and i2 = −1. The real and imaginary parts of z are Re(z) = A
and Im(z) = B, respectively. The complex conjugate is defined as
z∗ = A− iB.
Complex numbers can also be written in polar form as
z = reiθ
where r is called the modulus and θ is called the argument. The polar and
rectangular forms are connected by Euler’s relation
eiθ = cos(θ) + i sin(θ).
The modulus or magnitude is




while the argument is






When adding or subtracting, the rectangular form is easier to use.
z1 + z2 = (A1 + A2) + i(B1 +B2)
When multiplying or dividing, the polar form is easier.
z1 ∗ z2 = r1r2ei(θ1+θ2)
A.2 Complex Vectors & Matrices
A complex vector is just a vector with complex components. The mag-




just as in the real case. The only difference is zi is complex and |zi|2 = r2i .
This formulation ensures that the magnitude of a complex vector is positive
real. Dot products (or inner products) of complex vectors are




where m is the length of the vector. The result is a complex number.
A vector in matrix notation becomes an mx1 matrix where m is the
length of the vector. The dot product of two vectors in matrix notation is














where ∗ denotes the complex conjugate transpose. The complex conjugate
transpose of a vector is a 1xm matrix.
Vectors can also be multiplied to form matrices. This operation is
called the outer product. For example z1z
∗
2 can be viewed as an mx1 matrix
multiplied by a 1xm matrix. This operation results in a mxm matrix. The
complex conjugate transpose of a matrix is denoted
A∗ =




































1,1 · · ·

For real matrices there are a couple of special forms. A symmetric
matrix is one where
Aij = Aji or A
T = A,
and an orthogonal matrix is one where
AAT = ATA = I
where T is the transpose and I is the identity matrix. The complex analogs
to these matrices are the Hermitian and Unitary matrices, respectively. A






and a Unitary matrix is one where
AA∗ = A∗A = I.
A general NxN complex matrix has 2N2 degrees of freedom: N2 complex
numbers. A Hermitian or Unitary matrix has N2 degrees of freedom. A
Hermitian matrix has N real diagonal elements and N(N−1)
2
complex elements
below the diagonal. The elements above the diagonal are just the complex
conjugate of those below. For a Unitary matrix, the easiest way to see the
degrees of freedom is to start with 2N2 degrees of freedom of a general matrix.
There are N2 constraints since the columns are orthonormal to each other.
Therefore, a Unitary matrix has 2N2 −N2 = N2 degrees of freedom.




When taking the trace of two matrices, the order does matter
tr(ABC) 6= tr(BAC)
which should be clear since matrix multiplication does not commute. However,
the trace operation is invariant under cyclic permutations.
tr(ABC) = tr(BCA) = tr(CAB)
As long as the order is maintained, the trace will be the same.
In linear algebra, the spectral decomposition (or eigendecomposition)
of a matrix is a method to write matrices in terms of their eigenvalues and
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eigenvectors. Only diagonalizable matrices can be decomposed this way. For
an NxN complex matrix A,
A = UΣU−1.
Σ is a diagonal NxN matrix containing the eigenvalues of A, Σii = λi. U
is an NxN matrix whose columns are the eigenvectors. In the case of a real
symmetric matrix, B, the spectral decomposition is
B = UΣUT
where U is an orthonormal matrix. For a Hermitian matrix, the spectral
decomposition is
H = ΓΛΓ∗











Numerical calculations of the MLE’s involve non-linear optimization
schemes. For an overview of these methods, we refer to chapter 10 in [43].
The optim function in R is an all-purpose optimization routine containing
several algorithms. We utilized two of these algorithms: L-BFGS-B[9] and
Nelder-Mead[41]. The L-BFGS-B is a bounded version of the limited memory
Broyden, Fletcher, Goldfarb, and Shanno (L-BFGS) algorithm[8][18][22][46].
L-BFGS-B is a quasi-Newtonian method using function and gradient values.
This algorithm was used in the (k − 1) = 2 case where bounds on the pa-
rameters were easy to define. The Nelder-Mead method is a simplex method
using only function values. Nelder-Mead is more robust than L-BFGS-B but
is slower to converge. This method was used in the (k − 1) = 3 case. The
bounds on the modulus parameters r and s were difficult to assign.
B.2 Calculation of Null Space Basis
To calculate the null space basis we used the singular value decompo-
sition (SVD) approach. We refer to chapter 2 in [43] for a more thorough
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explanation. SVD is a more general form of the spectral decomposition. It
can be used on rectangular as well as square matrices. The SVD of an MxN
matrix A is
A = UΣV ∗
where U is an MxM unitary matrix, Σ is an MxN diagonal matrix, and V
is an NxN unitary matrix. Assume that n > m and n − m = c. The null
space basis would be the last c columns of V . This remark assumes that
all the diagonal elements of Σ are not zero. If some of them are, then the
corresponding columns of V would be including in the null space basis.
B.3 Generating Random Unitary Matrices
We denote the group of NxN Unitary matrices as U(N). A uniform
distribution of random unitary matrices is when each matrix in U(N) has equal
probability. This definition is sound as long as the group is compact, which
U(N) is. Otherwise, the probability density function would not integrate to 1.
The algorithm below was introduced in [38] and was shown to sample Unitary
matrices correctly.
1. Construct a NxN matrix with each element sampled from a complex
standard normal distribution
2. QR decompose this matrix
3. Create diagonal matrix Λ with elements Λii = Rii/|Rii|
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All computational calculations were done in R. The major components
of our code are publicly available at
http://webspace.utexas.edu/leurh/www/cbingham/
. The following routines are available.
• MH.R: Metropolis-Hastings sampler of the eigenvalues and calculator of
the log-likelihood.
• SCMC.R: Successive conditional Monte Carlo sampler of the eigenvectors
• MCMC.R: Gibbs sampler of the joint posterior utilizing MH.R and
SCMC.R.
MH.R uses the msm[24] library to sample from a truncated normal. The con-
vergence diagnostics and plotting of MCMC’s was done with the coda[42]
package. The coda package includes routines to calculate the means, standard
deviations, and quantile estimates. It also includes plot routines to produce
the trace plots and density estimates. Several convergence tests are part of
51
the package including. the Geweke test (geweke.diag). Calculations of the




This section contains the trace plots and density estimates for all cases.
Each trace plot is shown with any burn-in elements already removed. This sit-
uation was only relevant in the informative prior case where the initial guesses
were far from the posterior peak. A table with the Geweke convergence test
scores are shown. All chains showed scores with magnitude below 2.
Figures D.1 and D.2 are the trace plots and marginal density estimates
from M-H testing. Each chain demonstrates good mixing and no burn-in
effects. The Geweke convergence test z-scores were 0.97 and {1.86, 1.33} for
the (k − 1) = 2 and (k − 1) = 3 cases, respectively. Figures D.3 and D.4
are the trace plots and marginal density estimates for SCMC testing. Each
chain exhibits good mixing and no burn-in effects. Table D.1 shows the Geweke
convergence test z-scores. Figures D.5 and D.6 are the trace plots and marginal
density estimates for MCMC testing in the flat prior case. Figures D.7, D.8,
and D.9 show these plots for the informative prior cases. Tables D.2 nad D.3
shows the Geweke convergence test z-scores.
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Parameter Z-Score
(k − 1) = 2 Case
r −1.7
θ −0.14







Table D.1: Geweke Scores for SCMC
Parameter Z-Score

















λ1 0.84 0.97 −0.013
λ2 −0.22 0.88 −0.65
r −1.0 0.20 0.72
s 1.2 −0.83 −0.012
a 0.65 0.35 −0.024
α 0.51 −1.2 0.90
β 0.29 −0.90 0.71
γ −0.22 1.3 −1.0
Table D.3: Geweke Scores for Informative Prior Cases
Figure D.1: Trace and Density Plots for λ
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Figure D.2: Trace and Density Plots for Λ
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Figure D.3: SCMC Trace and Density Plots for r and θ
Figure D.4: SCMC Trace and Density Plots for (k − 1) = 3 case
57
Figure D.5: MCMC Trace and Density Plots for (k − 1) = 2 Flat Priors Case
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Figure D.6: MCMC Trace and Density Plots for (k − 1) = 3 Flat Priors Case
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Figure D.7: Trace and Density Plots for Q1 Case
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Figure D.8: Trace and Density Plots for Q2 Case
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Figure D.9: Trace and Density Plots for Q3 Case
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