










































を体験し，学ぶためのシステムに求められる機能について考察した。さらに Scratch 3.0 の拡張機能を活用し，
TensorFlow や ml5.js といったフレームワークを用いて Scratch で機械学習を行うための拡張機能ブロック
（Blocks for Machine Learning）を開発した。具体的には，画像分類を行う BML IC（Image Classifier）のほか，
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とが可能となっている。例えば，AI 関連技術を
体験する Web 上のサービスとしては，Google 社







いる。Amazon SageMaker［4］や IBM Watson［5］，

























































































































こ と も 有 意 義 で あ る。 項 目 ⑶ に つ い て， 







































Scratch 3.0 を基礎とする 3 種類の拡張機能（ブ
ロック群）を備えている。共通の名称を Blocks 
for Machine Learning の略である BML とした。
3 種の拡張機能は以下のとおりである。
　⑴　 BML IC : Blocks for Machine Learning 
（Image Classifier with pre-trained model）
　　　 学習済みのネットワークを用いて画像分類
を行う拡張機能










　BML IC では，ILSVRC2012 のデータセット











　図 1 は，Scratch 3.0 で拡張機能を選択する際






図 1　Scratch 3.0 拡張機能選択画面
　開発の概要を以下に示す。本システムでは機械
学習のフレームワークとして TensorFlow と
ml5.js を利用している。拡張機能の BML IC に
は，内部処理として ml5.js の ImageClassifier ク
ラスを利用し，学習済みモデルとしては，Mo-
bileNet V2 を用いている。MobileNet は，Google




　拡張機能 BML KNN では，画像の特徴量抽出
に MobileNet V1 を用い，分類器として k 近傍法
を用いた機械学習と画像分類が実施できる。この
機能は ML2Scratch と同等のものである。ブロッ
ク内部では ml5.js の featureExtractor 及び KNN-
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Classifier を利用している。
　拡張機能 BML TL の転移学習では，画像の特



















ロ ッ ク を 示 す。 こ の う ち，「photo（Choose 

















左から順に BML IC，BML KNN，BML TL のブロックを示す。








して分類結果を取得する。BML KNN と BML 
TL の場合は，それぞれ k 近傍法か転移学習の学
習結果に基づいて分類を行い，結果を取得する。




























































































video （on/off） : 
flip （on/off）
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4-3．BML KNNのブロック












video （on/off） : 
flip （on/off）














































video （on/off） : 
flip （on/off）









































































保 存 さ れ る フ ァ イ ル は，model.weights.bin と



















「ですね！」 と言い， 確度が低いと 「かなぁ」 と迷
図 6　BML ICを用いたサンプルプログラム






　BML KNN で k 近傍法の機械学習を実行するた
めには，事前に学習用の画像データを用意する必
要がある。ここでは，学習用画像データの準備は
前述の図 5 プログラムにて実行し，図 4 のスプラ
イトに対応する画像が保存されているものとする。

























の準備方法は BML KNN のそれと同じである。
ただし，画像の枚数は BML KNN の場合よりも
多くする必要がある。
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結果を活用するプログラムを作成できる。ブロッ





た。学習の体験としては，⑴ BML IC での画像
分類，⑵ BML KNN での簡便な機械学習と画像
















































を行う BML IC のほか，分類器に k 近傍法を用











また，BML IC，BML KNN，BML TL それぞれの拡張
機能を利用可能な Scratch を GitHub Pages で公開して
いる［21］。
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