In this paper the asymptotic behavior of conditional least squares estimators of the autoregressive parameter for nonprimitive unstable integer-valued autoregressive models of order 2 (INAR(2)) is described.
In the sequel we always assume that E(ε 2 1 ) < ∞. Let us denote the mean and variance of ε 1 by µ ε and σ 2 ε , respectively. In all what follows we suppose that µ ε > 0, otherwise X k = 0 for all k ∈ N.
Next we formulate our main results considering the two nonprimitive unstable cases separately. For all n ∈ N, a CLS estimator ( α n , β n ) of the autoregressive parameter (α, β) ∈ [0, 1] 2 based on a sample X 1 , . . . , X n will be denoted by ( α n (X n ), β n (X n )). In Section 2 we present a result about the existence and uniqueness of ( α n (X n ), β n (X n )), see Proposition 2.1.
1.1 Theorem. Let (X k ) k −1 be a nonprimitive INAR(2) process with autoregressive parameter (1, 0) (hence it is unstable). Suppose that X 0 = X −1 = 0, E(ε 4 1 ) < ∞ and µ ε > 0. Then √ n( α n (X n ) − 1)
where Z is a standard normally distributed random variable and The proof of Theorem 1.1 can be found in Section 3.
1.1 Remark. We note that a fourth order moment condition on the innovation distribution in Theorem 1.1 is supposed (i.e., we suppose E(ε 4 1 ) < ∞), which is used for checking the so called conditional Lindeberg condition of a martingale central limit theorem (see the proof of Theorem 1.1). However it is important to remark that this condition is a technical one, we suspect that Theorem 1.1 remains true under second order moment condition on the innovation distribution, but we renounce to consider it. 2
1.2 Theorem. Let (X k ) k −1 be a nonprimitive INAR(2) process with autoregressive parameter (0, 1) (hence it is unstable). Suppose that X 0 = X −1 = 0, E(ε 2 1 ) < ∞ and µ ε > 0. Then n α n (X n ) n( β n (X n ) − 1)
where (W t ) t∈R + is a standard Wiener process.
The proof of Theorem 1.2 can be found in Section 4.
1.2 Remark. We recall that the distribution of 1 0
2 dt is the same as the limit distribution of the Dickey-Fuller statistics, see, e.g., the Ph.D. Thesis of Bobkoski [6] , or (7.14) and Theorem 9.5.1 in Tanaka [24] . 2
1.3 Remark. We note that in both nonprimitive unstable cases the limit distributions are concentrated on the same line {(x, y) ∈ R 2 : x + y = 0}. However, these limit distributions are different. In the unstable case (1, 0) we have a centred normal limit distribution and the difference of the CLS estimator ( α n (X n ), β n (X n )) and (1, 0) has to be normalized by √ n.
In the unstable case (0, 1) we have a different limit distribution (described in Theorem 1.2) and we have to normalize by n instead of √ n. 2
The rest of the paper is organized as follows. In Section 2 we study the CLS estimator of the autoregressive parameter (α, β) of nonprimitive unstable INAR(2) models. Section 3 and Section 4 are devoted to the proofs considering the two nonprimitive unstable cases (α, β) = (1, 0) and (α, β) = (0, 1) separately.
CLS estimators
For all k ∈ Z + , let us denote by F k the σ-algebra generated by the random variables X 0 , X 1 , . . . , X k . (Note that F 0 = {Ω, ∅}, since X 0 = 0.) By (1.1),
Let us introduce the sequence (2.2)
of martingale differences with respect to the filtration (F k ) k∈Z + . The process (X k ) k −1 satisfies the recursion (2.3)
For all n ∈ N, a CLS estimator ( α n , β n ) of the autoregressive parameter (α, β) ∈ [0, 1] 2 based on a sample X 1 , . . . , X n can be obtained by minimizing the sum of squares
with respect to (α, β) over R 2 . For all n ∈ N and x 1 , . . . , x n ∈ R, let us put x n := (x 1 , . . . , x n ). Motivated by (2.4) , for all n ∈ N, we define the function Q n : R n × R 2 → R by
for all α ′ , β ′ ∈ R and x n ∈ R n with x −1 := x 0 := 0. By definition, for all n ∈ N, a CLS estimator of the autoregressive parameter (α, β) ∈ [0, 1] 2 is a measurable function ( α n , β n ) : R n → R 2 such that Q n (x n ; α n (x n ), β n (x n )) = inf
For all n ∈ N and ω ∈ Ω, let us put
Next we give the explicit form of the CLS estimators ( α n , β n ), n ∈ N.
Lemma. Any measurable function
We note that ( α n , β n ) is not defined uniquely on the set {x n ∈ R n :
Now let us suppose that
It is enough to show that the function
is strictly convex and that (2.5) is the unique solution of the system of equations
In proving strict convexity of the function in question, it is enough to check that the (2 × 2) Hessian matrix
is (strictly) positive definite, see, e.g., Berkovitz [4, Theorem 3.3, Chapter III]. Since n k=1 x 2 k−2 > 0, there exists some i ∈ {1, . . . , n − 2} such that x i = 0 and hence there does not exist a constant c ∈ R such that (x 0 , x 1 , . . . , x n−1 ) = c(x −1 , x 0 , . . . , x n−2 ). Then (x 0 , x 1 , . . . , x n−1 ) and (x −1 , x 0 , . . . , x n−2 ) are linearly independent, and, by Cauchy and Schwarz's inequality, we get
Hence the above (2 × 2) Hessian matrix has positive leading principal minors and then it is positive definite. An easy calculation shows that (2.5) satisfies (2.6). Now let us suppose that n k=1 x 2 k−2 = 0 and x n−1 = 0. Then
and for all (α
An easy calculation shows that for any function β n :
is a solution of (2.6). By (2.7), Q n as a function of α ′ is a polynomial of order 2, and hence (x n − µ ε )/x n−1 is a global minimum of Q n (as function of α ′ ).
Finally, let us suppose that n k=1 x 2 k−2 = 0 and x n−1 = 0. Then
which yields the statement. In the sequel by the expression 'a property holds asymptotically as n → ∞ with probability one' we mean that there exists an event S ∈ A such that P(S) = 1 and for all ω ∈ S there exists an n(ω) ∈ N such that the property in question holds for all n n(ω). Next we present a result about the existence and uniqueness of ( α n (X n ), β n (X n )).
2.1 Proposition. Let (X k ) k −1 be a nonprimitive INAR(2) process with autoregressive parameter (1, 0) or (0, 1). Suppose that X 0 = X −1 = 0, E(ε 2 1 ) < ∞ and µ ε > 0. Then the following statements hold asymptotically as n → ∞ with probability one: n k=1 X 2 k−2 > 0 and hence there exists a unique CLS estimator ( α n (X n ), β n (X n )) having the form
where
Proof. First we consider the case of (1, 0) . In this case equation (1.1) has the form X k = X k−1 + ε k , k ∈ N, and hence X n = n k=1 ε k , n ∈ N. By the strong law of large numbers we have
−→ µ ε , (2.9) and hence 
Since µ ε > 0, by (2.10), we get n k=1 X 2 k−2 > 0 holds asymptotically as n → ∞ with probability one and Lemma 2.1 yields that there exists a unique CLS estimator ( α n (X n ), β n (X n )) having the form (2.8) asymptotically as n → ∞ with probability one.
Next we consider the case of (0, 1). In this case equation (1.1) has the form X k = X k−2 +ε k , k ∈ N, and hence X 2n = n k=1 ε 2k , n ∈ Z + , and X 2n−1 = n k=1 ε 2k−1 , n ∈ Z + . By the strong law of large numbers, we have
−→ µ ε , as n → ∞, and
which yield that
Using Toeplitz theorem, as in the case of (1, 0), we get
One can finish the proof as in the case of (1, 0). 2
In Section 3 and Section 4 we will usually write ( α n , β n ) instead of ( α n (X n ), β n (X n )).
3 Proofs for the nonprimitive unstable case (1, 0) In the case of (α,
Next we present an auxiliary lemma which will be used in the proof of Theorem 1.1.
Proof. We give three proofs. Let x ∈ R be a continuity point of the distribution function of ξ. Then for all n ∈ N, P(η n < x) = P(η n < x, ξ n = η n ) + P(η n < x, ξ n = η n ) = P(ξ n < x, ξ n = η n ) + P(η n < x, ξ n = η n ).
Since P(η n < x, ξ n = η n ) P(ξ n = η n ), we have lim n→∞ P(η n < x, ξ n = η n ) = 0 and
Hence lim n→∞ P(η n < x) = P(ξ < x).
Our second proof sounds as follows. For all ε > 0, we have
Since lim n→∞ P(ξ n = η n ) = 1, we have lim n→∞ P(|η n − ξ n | ε, η n = ξ n ) = 0, and hence lim n→∞ P(|η n − ξ n | ε) = 0 ∀ ε > 0, i.e., η n − ξ n converges in probability to 0 as n → ∞. Then Slutsky's lemma yields the assertion.
Our third proof sounds as follows. For all ε > 0, we have P(|η n − ξ n | ε) P(η n = ξ n ), n ∈ N, which yields that η n − ξ n converges in probability to 0 as n → ∞. Then Slutksky's lemma yields the assertion.
2
Proof of Theorem 1.1. By Proposition 2.1,
holds asymptotically as n → ∞ with probability one, where
We can write A −1
A n d n asymptotically as n → ∞ with probability one, where A n denotes the adjoint of A n given by
Next we study the asymptotic behavior of the sequence (det(A n )) n∈N . Namely, we show that
as n → ∞.
We note that for deriving (3.2) we need only second order moment condition on the innovation distribution (i.e., E(ε 2 1 ) < ∞), the fourth order moment condition E(ε 4 1 ) < ∞ will be used in the description of the asymptotic behavior of the sequence (
where ε 0 := 0. By the strong law of large numbers we have
Moreover,
and hence, by (2.9) and (3.4),
By (3.3), (2.10), (3.4) and (3.5), we deduce (3.2).
Now we study the asymptotic behavior of the sequence (
The aim of the following discussion is to apply multidimensional martingale central limit theorem (see, e.g., Jacod and Shiryaev [17, Chapter VIII, Theorem 3.33]) for the sequences (Y n,k , F k ) k∈N , n ∈ N, of square-integrable martingale differences, where
where ε 0 = 0. Using that the σ-algebra generated by ε 1 , . . . , ε k equals
Hence by (2.10), (3.4) and (3.5) we have the asymptotic covariance matrices
where ⌊x⌋ denotes the integer part of a real number x ∈ R. The conditional Lindeberg condition
is satisfied for all t ∈ R + and θ > 0, where P −→ denotes convergence in probability. Indeed, using that E(ε
where the last step follows by E(X
Indeed, by power mean inequality
and hence
Thus we obtain
By (2.10), (3.5) and Slutsky's lemma, we obtain
In a similar way, by (3.4), (3.5) and Slutsky's lemma,
Then, by Slutsky's lemma, n −7/2 e (2) n L −→ 0 as n → ∞, which also yields that n −7/2 e (2) n P −→ 0 as n → ∞. Consequently, again by Slutsky's lemma,
where Z is a standard normally distributed random variable. Using part (v) of Theorem 2.7 in van der Vaart [25] , (3.2) yields that
Let us introduce the function g :
Since g is continuous on (R \ {0}) × R 2 and
the continuous mapping theorem (see, e.g., Theorem 2.3 in van der Vaart [25] ) yields that
as n → ∞. By Proposition 2.1, we have
Then Lemma 3.1 yields the assertion. 2
4 Proofs for the nonprimitive unstable case (0, 1)
The structure of the proof is the same as the proof of Theorem 1.1 (nonprimitive unstable case (1, 0)). Namely, based on the decomposition
which holds asymptotically as n → ∞ with probability one (see Proposition 2.1), first we will study the asymptotic behavior of the sequence (det(A n )) n∈N and then the asymptotic behavior of the sequence ( A n d n ) n∈N . The main differences from the proof of Theorem 1.1 are that the reference to the strong law of large numbers and Toeplitz theorem in the case of (det(A n )) n∈N , and reference to the multidimensional martingale central limit theorem in the case ( A n d n ) n∈N should be replaced and completed here by, for example, (asymptotic) expansions separating the expectations ('leading terms') of the entries of A n and the coordinates of A n d n , respectively. In the case of (1, 0) it was proved that n −4 det(A n ) converges almost surely to a positive non-random limit (see (3.2) ) and hence, by the decomposition (4.1), to prove convergence in distribution of the appropriately normalized sequence √ n( α n − 1)
it was enough to prove convergence in distribution of the appropriately normalized sequence n −7/2 ( A n d n ) n∈N . In contrast to the case (1, 0) it will turn out that n −6 det(A n ) converges almost surely to 0 (see (4.10)) in the case of (0, 1), and hence the method used for the case (1, 0) can not be carried out in the case of (0, 1). However, we can prove that n −5 det(A n ) converges in distribution to a positive random limit (see Lemma 4.6) and n −4 A n d n converges also in distribution (see the proof of Theorem 1.1). To be able to use the decomposition (4.1), we need to establish joint convergence in distribution of n −5 det(A n ) and n −4 A n d n . For this reason we will derive (asymptotic) expansions for det(A n ), A n and d n , respectively, such that these expansions will consist of the same 'building blocks'. These 'building blocks' are listed in Lemma 4.5 and their joint convergence in distribution is also proved which yields that n −5 det(A n ) and n −4 A n d n also converge jointly in distribution. To prove Lemma 4.5, using multidimensional martingale central theorem, we will verify that
converges in distribution as n → ∞ (see Lemma 4.3) and then an appropriate version of the continuous mapping theorem will be used. 
Concerning the notation L −→ we note that if ξ n , n ∈ N, and ξ are random elements with values in a metric space (E, d), then we also denote by ξ n L −→ ξ the weak convergence of the distributions of ξ n on the space (E, B(E)) towards the distribution of ξ on the space (E, B(E)) as n → ∞, where B(E) denotes the Borel σ-algebra on E induced by the given metric d.
The following version of continuous mapping theorem can be found for example in Kallenberg [18, Theorem 3.27].
4.1 Lemma. Let (S, d S ) and (T, d T ) be metric spaces and (ξ n ) n∈N , ξ be random elements with values in S such that ξ n L −→ ξ as n → ∞. Let f : S → T and f n : S → T , n ∈ N, be measurable mappings and C ∈ B(S) such that P(ξ ∈ C) = 1 and
For the case S := D(R + , R d ) and T := R q , where d, q ∈ N we formulate a consequence of Lemma 4.1.
Proof. First we recall that for all −→ g. Hence
Then Lemma 4.1 with the special choices S := D(R + , R d ), T := R q , ξ n := (U n t ) t∈R + , ξ := (U t ) t∈R + , f n := Φ n , n ∈ N, and f := Φ yields the assertion.
We also remark that a slightly different proof of Lemma 4.2 can be found in Ispány and Pap [16, Lemma 3.1].
In
with positive drifts µ ε , since E(U k ) = µ ε k, k ∈ Z + , and E(V k ) = µ ε k, k ∈ Z + , respectively. Let us introduce the random step functions
In what follows we present several lemmas which will be used later on. (2) process with autoregressive parameter (0, 1) (hence it is unstable). Suppose that X 0 = X −1 = 0, E(ε 2 1 ) < ∞ and µ ε > 0. Then
where (W 
Proof. We show that the multidimensional martingale central limit theorem (see, e.g., Jacod and Shiryaev [17, Chapter VIII, Theorem 3.33]) implies (4.2). Indeed, with the notation
we have (Y n,k , F 2k ) k∈N , n ∈ N, are sequences of square-integrable martingale differences such
where I 2 denotes the 2 × 2 identity matrix. Then the asymptotic covariance matrices
The conditional Lindeberg condition
is satisfied for all t ∈ R + and θ > 0. Indeed, we have
by dominated convergence theorem. This yields that the convergence in (4.4) holds in fact in L 1 -sense. Thus we obtain (4.2). 2
for all s, t ∈ [0, 1] and x, y ∈ R d with x R and y R. Moreover, let us define the mappings Φ, Φ n :
Then the mappings Φ n , n ∈ N, and Φ are measurable, and
Proof. For an arbitrary Borel set B ∈ B(R d+p ) we have
where for all n ∈ N the mapping
and the natural projections π t 1 ,t 2 ,...,tn :
. . , t n ∈ R + . Since K is continuous, K n is also continuous, and hence 
,...,1 is also measurable. Next we show the measurability of Φ. Since the natural projection
is measurable, it is enough to show that the mapping
is measurable. Namely, we show that Φ is continuous. We have to check that Φ(
Due to Ethier and Kurtz [11, Proposition 3.5.3], for all T > 0 there exists a sequence λ n : R + → R + , n ∈ N, of strictly increasing continuous functions with λ n (0) = 0 and lim t→∞ λ n (t) = ∞ such that
We check that lim n→∞ f n (t) = f (t), if t ∈ R + is a continuity point of f . This readily follows by
Using that f has at most countably many discontinuities (see, e.g., Jacod and Shiryaev [17, page 326]), we have lim n→∞ f n (t) = f (t) for all t ∈ R + except a countable set having Lebesgue measure zero. In what follows we check that
Since K is continuous and hence it is bounded on a compact set, it is enough to verify that
This follows by Jacod and Shiryaev [17, Chapter VI, Lemma 1.14 (b)], since f n → f in D(R + , R d ) yields that {f n : n ∈ N} is a relatively compact set (with respect to the Skorokhod topology). Then Lebesgue dominated convergence theorem yields the continuity of Φ.
In order to show C Φ,(Φn) n∈N = C(R + , R d ) we have to check that Φ n (f n ) → Φ(f ) whenever
n .
Since f n lu −→ f , we get
Let us also observe that
denotes the modulus of continuity of f on [0, 1]. Since f is continuous, ω 1 (f, n −1 ) → 0 as n → ∞ (see, e.g., Jacod and Shiryaev [17, Chapter VI, 1.6]), and we obtain A (2) The next lemma is a key tool for proving joint convergence in distribution of n −5 det(A n ) and n −4 A n d n . We collected all the 'building blocks' that will appear in the asymptotic expansions of det(A n ), A n and d n .
Lemma. Let (X k ) k −1 be a nonprimitive INAR(2) process with autoregressive parameter (0, 1). Suppose that
as n → ∞,
where, for all n ∈ N,
n :=
and 
Proof. The proof is based on Lemma 4.2 and Lemma 4.4. Let us introduce the function
Then (4.5) holds, since for all s, t ∈ [0, 1], R > 0 and
with x R and y R, we get
where the last step follows by Minkowski's inequality. Further,
where (Φ n ) n∈N and Φ are defined in Lemma 4.4. By Lemma 4.4,
2 )) and using that a standard Wiener process has continuous trajectories with probability one, we have P((W (1) , 
Finally, Slutsky's lemma yields (4.8). 2
The next lemma describes the asymptotic behavior of the sequence (det(A n )) n∈N .
4.6 Lemma. Let (X k ) k −1 be a nonprimitive INAR(2) process with autoregressive parameter (0, 1). Suppose that X 0 = X −1 = 0, E(ε 2 1 ) < ∞ and µ ε > 0. Then
Proof. In order to investigate the asymptotic behavior of the sequence (det(A n )) n∈N , we derive (asymptotic) expansions for the entries of the matrices A n , n ∈ N. First we separate the expectations ('leading terms') of entries of A n . Namely, we get
where, by (4.7),
where (W (1) t ) t∈R + and (W (2) t ) t∈R + are independent standard Wiener processes. In a similar way
where, by (4.7), Slutsky's lemma and continuity theorem,
Further,
where, by (4.7), (4.8), Slutsky's lemma and continuity theorem,
For
In fact, we prove that the above convergence holds in L 1 -sense. Namely, by Cauchy-Schwarz's inequality, we get
Similar expansions can be derived for
and
Hence we have an (asymptotic) expansion for det(A n ), namely,
(4.10)
By Lemma 4.5, Slutsky's lemma and the continuous mapping theorem, we have F n,i , G n,i , H n,i , i = 1, 2, 3, converge jointly in distribution, and hence the coefficients of the expansion (4.10) also converge jointly in distribution. Futher, we show that the first two leading terms have no influence by which we mean that
We
Now we turn to check (4.12). We get
where we used (4.8) and that n −δ (V 1 − E(V 1 )) a.s.
−→ 0 as n → ∞ for all δ > 0. Similarly one can prove that
Indeed,
Using that F n,i , G n,i , H n,i , i = 1, 2, 3, converge jointly in distribution, by (4.8), we get (2n + 1) 1/2 R n P −→ 0 as n → ∞, and hence Slutsky's lemma yields the desired convergence.
Using again the above mentioned joint convergence of F n,i , G n,i , H n,i , i = 1, 2, 3, (4.10), (4.11), (4.12) and Slutsky's lemma imply
It is easy to check that 2
, t ∈ R + , is a standard Wiener process, hence the proof of (4.9) is complete.
Proof of Theorem 1.2. Using the (asymptotic) expansions derived in the proof of Lemma 4.6 for
, we obtain an (asymptotic) expansion for the adjoint A n of A n :
A n = A n,1 n 3 + A n,2 n 5/2 + A n,3 n 2 , n ∈ N, (4.14)
where (W
t ) t∈R + and (W
t ) t∈R + are independent standard Wiener processes. Next we derive an (asymptotic) expansion for d n (defined in (3.1)). First we examine d 2n , n ∈ N.
hence separating the expectations we get
2n,2 2n, where
2n,2 := 1 2n
2 .
Indeed, by (4.2), (4.7), the continuous mapping theorem (see, e.g., van der Vaart [25, Theorem 2.3]), and Itô's formula, = denotes equality almost surely. Further,
In a similar way,
Indeed, by (4.15), we have
s , and using that
by (4.7), the continuous mapping theorem and Itô's formula, we get
By similar arguments, using also the strong law of large numbers, we have 1 2n
t , and 1 2n
t .
By Lemma 4.5, d
(1)
2n,1 and d
2n,2 also converge jointly in distribution as n → ∞. Hence we conclude 
2n,2 + (U n − E(U n ))(ε 2n+1 − µ ε ) (2n)d
2n,2 + (V n − E(V n ))(ε 2n+1 − µ ε )
Indeed, (ε 2n+1 − µ ε )/ √ n P −→ 0 as n → ∞, and, by the independence of U n − E(U n ) and ε 2n+1 − µ ε , we have E (U n − E(U n ))(ε 2n+1 − µ ε ) 2n + 1
as n → ∞, which yields that (U n −E(U n ))(ε 2n+1 −µ ε )/(2n+1) By (4.14) and (4.17), we have the (asymptotic) expansion A n d n = ( A n,1 n 3 + A n,2 n 5/2 + A n,3 n 2 )(d n,1 n 3/2 + d n,2 n) = A n,1 d n,1 n 9/2 + ( A n,1 d n,2 + A n,2 d n,1 )n 4 + ( A n,2 d n,2 + A n,3 d n,1 )n 7/2 + A n,3 d n,2 n 3 , n ∈ N. (ε 2k+2 − µ ε ) 1
The above formulas with O(n −1 ) and O(n −2 ) are meant to be entrywise and coordinatewise, respectively. Further, for sequences (ζ n ) n∈N , (η n ) n∈N of real-valued random variables and a sequence (θ n ) n∈N of real numbers such that θ n = 0, n ∈ N, the notation ζ n = η n O(θ n ), n ∈ N, means that there exists a sequence (κ n ) n∈N of real numbers such that ζ n = η n κ n , n ∈ N, and sup n∈N | Hence using also that the coefficients of the expansion of A n d n converge jointly in distribution we obtain
d (1) .
Here A In fact, by Lemma 4.5, Slutsky's lemma and the continuous mapping theorem, we have joint convergence of n −5 det(A n ) and n −4 A n d n , and hence, using also (4.13), we get
