We consider the use of probing technology for fault diagnosis in computer networks. Probes are test transactions that can be actively selected and sent through the network. The use of probing technology for costeffective diagnosis requires addressing two issues: a planning phase in which the probes are selected, followed by a diagnosis phase in which problem determination is performed using the results of the probes. The planning phase requires selecting a small but effective subset of all the possible probes. The diagnosis phase requires making inferences about the state of the network from the probe results in an environment of noise and uncertainty. This work addresses the probing problem using methods from artificial intelligence -we call the resulting approach intelligent probing. The probes are selected by reasoning about the interactions between the probe paths. Although finding the optimal probe set is prohibitively expensive for large networks, we implement algorithms which find near-optimal probe sets in linear time. In the diagnosis phase we use a Bayesian network approach and use a local-inference approximation scheme that avoids the intractability of exact inference for large networks. Our results show that the quality of this approximate inference "degrades gracefully" under increasing uncertainty and increases as the quality of the probe set increases.
Introduction
As distributed systems and networks continue to grow in size and complexity, tasks such as fault localization and problem diagnosis become significantly more challenging. As a result, tools are needed that can assist in performing these management tasks by both responding quickly and accurately to the ever-increasing volume of system measurements, such as alarms and other events, and also actively selecting informative tests to minimize the cost of diagnosis while maximizing its accuracy.
In this paper, we address the problem of diagnosis in distributed computer systems by using test transactions, or probes. A distributed system can be represented as a "dependency graph", where nodes can be either hardware elements (e.g., workstations, servers, routers) or software components/services, and links can represent both physical and logical connections between the elements (see Figure 1a) . Probes offer the opportunity to develop an (a) (b) Figure 1 : (a) An example of a probing environment; (b) a two-layer Bayesian network structure for a set X = (X 1 , X 2 , X 3 ) of network elements and a set of probes T = (T 1 , T 2 ).
approach to diagnosis that is more active than traditional "passive" event correlation and similar techniques. A probe is a command or transaction (e.g., ping or traceroute command, an email message, or a web-page access request), sent from a particular machine called a probing station to a server or a network element in order to test a particular service (e.g., IP-connectivity, database-or web-access). A probe returns a set of measurements, such as response times, status code (OK/not OK), and so on. Probing technology is widely used to measure the quality of network performance, often motivated by the requirements of service-level agreements. Examples of probing technology include the IBM T.J. Watson EPP technology [1] and the Keynote product [2] .
To use probes, probing stations must first be selected at one or more locations in the network. Then the probes must be configured; it must be decided which network elements to target and which station each probe should originate from. Using probes imposes a cost, both because of the additional network load that their use entails and also because the probe results must be collected, stored and analyzed. Cost-effective diagnosis requires a small probe set, yet the probe set must also provide wide coverage, in order to locate problems anywhere in the network.
By reasoning about the interactions among the probe paths, an information-theoretic estimate of which probes are valuable can be constructed. This yields a quadratic-time algorithm which finds near-optimal probe sets. We also implement a linear-time algorithm which can be used to find small probe sets very quickly; a reduction of almost 50% in the probe set size is achieved.
Once the probes have been selected and sent, fault diagnosis is performed by analyzing the probe outcomes. In real-life scenarios this must be done in an environment of noise and uncertainty. For example, a probe can fail even though all the nodes it goes through are OK (e.g., due to packet loss). Conversely, there is a chance that a probe succeeds even if a node on its path has failed (e.g., dynamic routing may result in the probe following a different path). Thus the task is to determine the most likely configuration of the states of the network elements.
We use the graphical framework of Bayesian networks [3] that provides both a compact factorized representation for multivariate probabilistic distributions as well as a convenient tool for probabilistic inference. An example of a simple Bayesian network for problem diagnosis is shown in Figure 1 : a bipartite (two-layer) graph where the top-layer nodes represent marginally independent faults or other problems 1 and the bottom-layer nodes represent probe results. Since the exact inference in Bayesian networks is generally hard (NP-hard) [4] , we investigate the applicability of approximation techniques and present experimental results that suggest that a local-inference approach performs well and provides a cost-effective method for fault diagnosis in large networks.
The probing problem is typical of many practical applications in which a set of tests must first be selected and then a diagnosis is made from the test outcomes. Other examples arise in medical diagnosis, the identification of defective parts, code construction for noisy channel transmission, and so on. In general the planning phase requires selecting a small but effective subset of all the possible tests. The diagnosis phase requires making inferences from the test results in an environment of noise and uncertainty.
The remainder of this paper is organized as follows. In Section 2 we formulate the probe selection problem as a constrained optimization problem -find the minimal subset of probes which has the ability to diagnose the problems of interest. Algorithms for solving this problem are presented and their experimental results are shown. In Section 3 we formulate the problem of probabilistic fault diagnosis using a noisy-AND Bayesian network framework, derive a lower bound on the error of diagnosis, examine a local-inference approximation scheme for performing diagnosis; this approach yields better approximations for higher quality probe sets and "degrades gracefully" with increasing noise. Related work is discussed in Section 4 and Section 5 presents some overall conclusions and directions for future work.
Probe set construction

Notation and Approach
We first describe our notation and explain our approach.
Suppose the network has n nodes. Each probe is represented as a binary string of length n, where a 1 in position j denotes that the probe passes through node N j . This defines a dependency matrix D(i, j), where D(i, j) = 1 if probe P i passes through node N j , D(i, j) = 0 otherwise. D is an r-by-n matrix, where r is the number of probes. (This formulation is motivated by the "coding" approach to event correlation suggested by [5] .) For example, consider the network in Figure 2 . Suppose one probe is sent along the path N 1 → N 2 → N 5 while another is sent along the path N 1 → N 3 → N 6 . The resulting dependency matrix is shown to the right of the network (probes are indexed by their start and end nodes).
Each probe that is sent out either returns successfully or fails to do so. In a noise-free environment, if a probe is successful, then every node and link along its path must be up; conversely, if a node or link is down then any probe passing through that node or link fails to return. Thus r probes result in a "signal" a binary string of length r, each digit denoting whether or not that probe returned successfully (we do not consider exploiting the actual value of the return time if the probe is successful).
For example, in Figure 2 if only N 2 is down then probe P 15 (subscript denotes the origin and destination nodes) fails but P 16 succeeds. Similarly, if only N 5 is down then P 15 fails but P 16 succeeds. Thus these two failures result in the same signal, because their columns in the dependency matrix are identical.
If N 1 is down, then both probes will fail, and no other single node failure causes both probes to fail. Thus a failure in N 1 can be uniquely identified by these two probes, as shown by the fact that N 1 's column in the dependency matrix is unique.
In general, any problem whose column in the dependency matrix is unique generates a unique signal and as a result can be unambiguously diagnosed. (However a problem whose column is all zeroes cannot be detected even if its column is unique, so to avoid this technicality we add a column of all zeroes to the dependency matrix to represent the case of no failure occurring.) The goal is to find the smallest probe subset that can uniquely diagnose a failure in any node. (To extend this approach to multiple simultaneous failures see [6] .)
It is important to note that the network model is quite general. For example, layering can be accommodated: if a web-server depends on TCP/IP running which depends on the box being up, this can be modeled as a node for the box with a link to TCP/IP from the box and a further link from TCP/IP to the web-server. Thus nodes may represent applications and links dependencies between those applications. Similarly, a node may represent a subnetwork of many nodes whose inter-connections are unknown. In this case probing will determine that the problem lies somewhere in that sub-network, at which point some form of local system management (perhaps including local probing) may be used to pinpoint the problem.
Problem Statement
We can formulate probe selection as a constrained optimization problem, as follows. The initial probe set P and the dependency matrix D are given. Let P be any subset of P . Define, for j = 1 to n, C j = {D ij }, P i ∈ P ; C j is the j'th sub-column of D, with the extracted rows corresponding to the probes in P . Then the number of diagnosable problems is given by counting the number of unique columns:
The probe selection problem is to find the smallest probe subset that can diagnose all the problems; i.e. min |P | such that h(P ) = n.
Determining the Initial Probe Set
The set of candidate probes can be provided from whatever sources are available; for example a human expert may specify which probes are possible. However it may also be useful to compute the available probes from the network structure and the location of the probe stations.
We begin by selecting from the n nodes a subset of k nodes as the probe stations. (In this work we do not address the question of how to select the probe stations, since they usually cannot be chosen to optimize the probing strategy.) A probe can be sent to any node from any probe station. In the example we will assume that the probe follows the shortest path from probe-station to target. This creates a candidate set of probes of size r = O(n); note that this set is sufficient to diagnose any single node being down because one can simply use one probe station and send a probe to every node.
Determining the Diagnostic Ability of a Set of Probes
In general the count h(P ) of the number of unique problems detectable by a probe subset P is not a good measure of the diagnostic ability of P (unless h(P ) = n). For example, suppose probe set P 1 induces the decomposition S 1 = {{1, 2}, {3, 4}} while probe set P 2 induces the decomposition S 2 = {{1}, {2, 3, 4}}. Although P 2 can uniquely diagnose one node and P 1 cannot, it is possible to add just a single probe to P 1 and diagnose all the nodes, whereas at least two additional probes must be added to P 2 before all nodes can be diagnosed. Therefore, S 1 is a "better" decomposition than S 2 . We define the diagnostic ability H(P ) of a set of probes P to be the conditional entropy (see [7] ) H(N |G), where N = {1, ..., n} denotes the node and G = {1, ..., k} denotes which group contains the node in the decomposition induced by P ; each group contains nodes whose failures cannot be distinguished from one another. Let n i be the number of nodes in group g i . Then:
For any node in g i , at least log(n i ) additional probes are needed to uniquely diagnose that node. Since a random node lies in g i with probability n i /n, the diagnostic ability H(P ) is simply the expected minimal number of further probes needed to uniquely diagnose all nodes. Note that lower values for H(P ) correspond to better probe sets.
For example,
This formula for H(P ) is valid if failures are equally likely in any node. If this is not the case prior knowledge about the likelihood of different types of failures can be incorporated into the measure of diagnostic ability. The decomposition induced by a probe set can be efficiently computed row-by-row using the fact that adding a probe always results in a more extensive decomposition, because nodes in distinct groups remain distinguishable; an additional probe can only have the effect of distinguishing previously indistinguishable nodes.
Finding the Minimal Set of Probes
In general, one probe station and n probes can locate any single failed node, because a probe can be sent to every node. However, in many situations far fewer probes may suffice. Because r probes generate 2 r possible signals (one of which corresponds to the case that there is no failure), in the ideal situation only log(n) + 1 probes are needed to locate a single failure in any of n nodes. However, this is only achievable if all the necessary links exist in the network and it is possible to guarantee that a probe follows a specified path. In the case of shortest-path routing with an arbitrary network structure, the minimal number of probes may lie anywhere between log(n) + 1 and n; the exact value depends on the network structure and the location of the probe stations.
We now examine algorithms for finding the minimal probe set. Since exhaustive search is easily seen to require exponential-time and is therefore impractical for large networks, two approximation algorithms are considered; one ("subtractive search") requiring linear time and the other ("greedy search") requiring quadratic time. An experimental comparison of the algorithms is presented in Section 2.6.
Subtractive Search
Subtractive search starts with the initial set of r probes, considers each probe in turn, and discards it if it is not needed; i.e. if the diagnostic ability remains the same even if it is dropped from the probe set. This process terminates in a subset with the same diagnostic ability as the original set but which may not necessarily be of minimal size. The running time is linear in the size of the original probe set, because each probe is considered only once.
The order of the initial probe set is quite important for the performance of this algorithm. If the probes are ordered by probe station, the algorithm will remove all the probes until the last n (all of which are from the last probe station), since these suffice to diagnose any node. This reduces the opportunity of exploiting probes from different probe stations. The size of the probe set can be reduced by randomly ordering the initial probe set, or ordering it by target node.
Greedy Search
Another approach is a greedy search algorithm where at each step we add the probe that results in the "most informative" decomposition, using the measure of diagnostic ability defined in Section 2.4. The additive algorithm starts with the empty set and repeatedly adds the probe which gives the decomposition of highest diagnostic ability. This algorithm also finds a non-optimal probe subset with the same diagnostic ability as the original set. The running time of this algorithm is quadratic in r, the size of the original probe set, because at each step the diagnostic ability achieved by adding each of the remaining probes must be computed.
Experiments
This section investigates experimentally both the general behavior of the minimum set size and how the two approximation algorithms compare with exhaustive search in computing the probe set. The main result is that the approximation algorithms find a probe set which is very close to the true minimum set size, and can be effectively used on large networks where exhaustive search is impractical.
For each network size n, we generate a network with n nodes by randomly connecting each node to four other nodes. Each link is then given a randomly generated weight, to reflect network load. The probe stations are selected randomly. One probe is generated from each probe station to every node using shortest-path routing. The three algorithms described in the previous sections are then executed. This process is repeated ten times for each network size and the results averaged. than the theoretical lower bound of log(n) + 1, for two reasons:
• The networks are not very dense; since each node is linked to four other nodes, the number of edges increases only linearly with network size. Thus many probe paths are simply not possible.
• Since the probes follow the least-cost path from probe station to node, the probe paths tend to be short, passing through few nodes. This reduces the opportunities for exploiting interactions between probe paths.
The results also show that the approximation algorithms perform well; the size of the probe set is much closer to the true minimum than to the upper bound. Figure 3 also illustrates the performance of these algorithms on larger networks for which exhaustive search is not feasible. The quadratic-time algorithm slightly outperforms the linear-time algorithm, but its computational cost is higher. An alternative approach is to run the linear-time algorithm many times with different initial orderings and take the best result.
Probabilistic diagnosis
In this section we assume that a set of probes has already been constructed, and focus on using it for fault diagnosis. Until now, we have assumed that the probe signal is received correctly; no data in the network is lost or spuriously altered. If network errors are possible then we require that the distance between probe signals (the codebook "radius" in the terminology of [5] ) is larger than a single bit, thereby providing robustness to noise and lost packets. Dynamic network routing is another source of uncertainty, since the path probes through the network may not be known accurately. Other changes to the network may occur; for example nodes and links are continually being added, removed, and reconfigured. For these reasons the dependency matrix may need to be regularly updated. Another approach is to include the uncertainties in the model itself. We will next show how the dependency matrix can be naturally extended to a Bayesian network that encodes probabilistic dependencies between the possible faults in the network (causes) and the probe outcomes (symptoms).
A noisy-AND Bayesian network for fault diagnosis
As before, we will consider a simplified model of a computer network where each node (router, server, or workstation) can be in one of two states, 0 (fault) or 1 (no fault). To avoid confusion with the previous section, we change notation slightly: the states of the network elements are denoted by a vector X = (X 1 , ..., X n ) of n unobserved boolean variables. Each probe, or test, T j , originates at a particular node (probing workstation) and goes to some destination node (server or router). A vector T = (T 1 , ..., T m ) of observed boolean variables denotes the outcomes (0 -failure, 1 -OK) of m probes. Lower-case letters, such as x i and t j , denote the values of the corresponding variables, i.e. x = (x 1 , ..., x n ) denotes a particular assignment of node states, and t = (t 1 , .., t m ) denotes a particular outcome of m probes.
We assume that the probe outcome is affected by all nodes on its path, and that node failures are marginally independent. These assumptions yield a causal structure depicted by a twolayer Bayesian network, such as one in Figure 1b . Let pa(T i ) denote the set of parents of T i , i.e. the nodes pointing to T i in the directed graph (the nodes on the probe path). The joint probability P (x, t) for such a network can then be written as follows:
where P (t j |pa(t j )) is the conditional probability distribution (CPD) of node T i given the set of its parents and P (x i ) is the prior probability that X i = x i , before any probes have been sent.
In general, a CPD defined on binary variables is represented as a k-dimensional table where k = |P a(t j )|. Thus, just the specification complexity is O(2 k ) which is very inefficient, if not intractable, in large networks with long probe path (i.e. large parent set). It seems reasonable to assume that each element on the probe's path affects the probe's outcome independently (the assumption known as causal independence [8] ). For example, in the absence of uncertainty, a probe fails if and only if at least one node on its path fails, i.e. T i = X i1 ∧ ... ∧ X i k , where ∧ denotes logical AND, and X i1 , ..., X i k are all the nodes probe T i goes through; therefore, once it is known that some X ij = 0, the probe fails independently of the values of other components. In practice, however, this relationship may be disturbed by "noise". For example, a probe can fail even though all nodes it goes through are OK (e.g., if network performance degradation leads to high response times interpreted as a failure). Vice versa, there is a chance the probe succeeds even if a node on its path has failed, e.g. due to a routing change. Such uncertainties yield a noisy-AND model which implies that several causes (e.g., node failures) contribute independently to a common effect (probe failure)and is formally defined as follows:
q i , and P (t = 0|x 1 = 1, ..., x n = 1) = 1 − l, (2) where l is the leak probability which accounts for the cases of a probe failing even when all the nodes on its path are OK, and the link probabilities, q i , account for the second kind of "noise" in the noisy-AND relationship, namely, for cases when probe succeeds with a small probability q i even if node X i on its path fails 2 .
Once a Bayesian network is specified, the diagnosis task can be formulated as finding the maximum probable explanation (MPE), i.e. a most-likely assignment to all nodes X i given the probe outcomes, i.e.
An alternative approach is to look for the most likely value x * i of each node X i separately, namely, to construct a diagnosis x = (x 1 , ..., x n ) where x i = arg max xi P (x i |t), i = 1, ..., n. Computing x is sometimes easier than finding the MPE, but generally,
When there is no noise in noisy-AND (i.e. leak and link probabilities are zero), the CPDs become deterministic, i.e. each probe outcome T i = t i imposes a constraint t i = x i1 ∧ ... ∧ x i k on the values of its parent nodes X i1 , ..., X i k . Now, finding the MPE can be viewed as a constrained optimization problem of finding x * = arg max x1,...,xn n j=1 P (x j ) subject to those constraints. Clearly, the quality of diagnosis depends on the set of probes: in general the only way to guarantee the correct diagnosis is to have a constraint set with a unique solution. This guarantee can only be achieved for m ≥ n, since 2 m probe outcomes must "code" uniquely for 2 n node state assignments. In Section 2 we explored the single fault case and showed how considerable savings could be achieved in this case.
Accuracy of diagnosis
In this section, we derive a lower bound on the MPE diagnosis error. The MPE error, or loss, L M , is the probability that the MPE diagnosis X * differs from the true state X (by at least one bit). Given particular values T = t, X = x, and diagnosis X * = x * , we have P (x = x * |t) = I x =x * |t where I s is the indicator function, I s = 1 if s = true and I s = 0 otherwise. Then the MPE error is
where x * is an MPE assignment, and E z denotes expectation over z. Similarly, we can define the bit error, or bit loss, L b = P (X i = X * i |T) (clearly, the MPE error is generally higher than the bit error).
In the following, we assume that the priors -the prior probability of node failure, before sending any probes -are the same for all nodes, i.e. P (X i = 0) = p for all i = 1, ..., n; without loss of generality we also assume p ≤ 0.5. Then
The noisy-AND definition (expression 2) and the fact that 0 ≤ q i ≤ 1 yield max x P (t i = 1|pa(t i )) = 1 − l i , and max x P (t i = 0|pa(t i )) = 1 − min x P (t i = 1|pa(t i )) = 1 − (1 − l i ) n xj ∈pa(ti) q j . Substitution of these two expressions in the expression 5 yields
In order to further simplify the derivation, we assume equal leak probabilities, l i = l for i = 1, ..., m, equal link probabilities q j = q for j = 1, ..., n, and equal parent set size (or probe route length) |pa(t i )| = r. Using the notation P k (x * , t) instead of P (x * , t) where k is the number of t i = 1 in t, expression 6 can be written as vectors t having exactly k positive components t i , we obtain Minimum number of probes m to guarantee zero error bound, versus fault prior p: low prior yields lower than n = 15 number of probes; (b) lower bound on MPE error versus link probability q ("noise"): the longer the probes (higher r), and the more of them (higher m), the lower the MPE error bound for fixed noise q; also, the sharper the transition from 0 to 100% error.
Since α + β = (1 − l)(1 − q r ) + 1 we finally get a lower bound on MPE error L M :
Note that in the absence of noise (l = 0 and q = 0) we get L M ≥ 1 − (1 − p) n 2 m , thus, for uniform fault priors, p = 0.5, an error-free MPE diagnosis is only possible if n = m, as we noted before; however, for smaller p, zero-error can be achieved with smaller number of probes. Namely, solving L M = 0 for m yields the necessary condition for zero lower bound, m ≥ −n log(1−p) log(1+(1−l)(1−q r )) , plotted in Figure 4a as a function of p. Generally, solving L M = 0 for m provides a way of specifying the minimum necessary number of probes that yield zero lower bound for specified values of other parameters 3 .
Also, from expression 8 we can see that the lower bound on the MPE diagnosis error is a monotone function of each parameter, n, m, p, l, q or r, given that other parameters are fixed. Namely, the error (bound) increases with increasing number of nodes n, fault probability p, leak probability l, and link probability q, but decreases with increasing number of probes m and probe route length r, which agrees with one's intuition that having more nodes on a probe's path, as well as a larger number of probes, provides more information about the true node states. For example, the sensitivity of the error bound to noise is illustrated in Figure 4b : note a relatively sharp transition form 0 to 100%-error with increasing noise; sharpness increases with increasing m and r.
Computational complexity of diagnosis and MPE approximations
Let us first consider the complexity of diagnosis in the absence of noise. Finding the mostlikely diagnosis reduces to constraint satisfaction in two cases. The first case is when the probe constraints allow exactly one solution (an assignment x simultaneously satisfying all constraints). The second case corresponds to uniform priors P (x i ), which yield uniform posterior probability P (x|t); therefore, any assignment x consistent with probe constraints is an MPE solution. Although constraint satisfaction is generally NP-hard, the particular problem induced by probing constraints can be solved in O(n) time as follows.
Each successful probe yields a constraint x i1 ∧ ... ∧ x i k = 1 which implies x i = 1 for any node X i on its path; the rest of the nodes are only included in constraints of the form x i1 ∧...∧x i k = 0, or equivalently, ¬x i1 ∨...∨¬x i k = 1 imposed by failed probes. Thus, an O(n)-time algorithm assigns 1 to every node appearing on the path of a successful probe, and 0 to the rest of nodes. This is equivalent to unit propagation in Horn theories, which are propositional theories defined as a conjunction of clauses, or disjuncts, where each disjunct includes no more than one positive literal. It is easy to see that probe constraints yield a Horn theory and thus can be solved by unit propagation in linear time. Thus, finding the MPE diagnosis takes O(n) time when it is equivalent to constraint satisfaction in the absence of noise, as in cases of uniform priors or unique diagnosis. In general, however, even in the absence of noise finding the MPE is an NP-hard constrained optimization problem, with worst-case complexity O(exp(n)).
Similarly, in the presence of noise, finding the MPE solution in a Bayesian network has complexity O(exp(w * )) where w * is the induced width of the network [10] , i.e. the size of largest clique created by an exact inference algorithm, such as variable elimination. It is easy to show that w * ≥ k where k is the maximum number of parents of a probe node, and w * = n in the worst case 4 .
Thus, we focused on approximating MPE, and studied empirically the algorithm approx − mpe(i) (with i = 1, to be precise), which belongs to a family of the mini-bucket approximations for general constrained optimization, and particularly, for finding MPE [12, 13, 14] . The idea of the mini-bucket approximation 5 is to compute an upper bound on M P E = max x i P (x i |pa i ) ≤ i max xi,pa i P (x i |pa i ) = U and a lower bound L as a probability of an assignment x computed in a particular way, similarly to finding a solution to a constraint satisfaction problem after partial constraint propagation. Indeed, in the deterministic case, the approx − mpe(1) scheme is equivalent to arc-consistency in a constraint network, or unit propagation in propositional satisfiability [14] (increasing the parameter i corresponds to a more "coarse" partitioning of P (x i |pa i ) into subproducts before maximization; e.g., i = n yields the exact MPE computation).
We tested approx-mpe(1) on networks constructed in a way that guarantees the unique diagnosis in the absence of noise (particularly, besides m probes each having r randomly selected parents, we also generated n additional probes each having exactly one parent node, so that all X i nodes are tested directly). Since approx-mpe(1) is equivalent to unit propagation in the absence of noise, its diagnosis coincides with the MPE. Adding noise in the form of link probability q caused "graceful degradation" of the approximation quality, as shown in Figure 5a , which plots the fraction of cases when the ratio L/M P E was within the interval [1-e,1] for small values of e. This resulted into a diagnosis error very close to the error obtained by exact diagnosis, both for MPE error and bit error (Figure 5b) . Also, as demonstrated in Figures 6a and b , there is a clear positive correlation between MPE value and approximation quality measured both as L/M P E (Figure 6a ) and U/L ( Figure  6a) ; there is also an interesting threshold phenomenon: the approximation quality suddenly increases to practically perfect (L/MPE=1) once the MPE reaches a certain threshold value determined by the network parameters m, n, and r. 4 Algorithm Quickscore [11] , specifically derived for noisy-OR networks, has the complexity O(2 p ) where p is the number of "positive findings" (failed probes in our case). However, the algorithm is tailored to belief updating and cannot be used for finding MPE. 5 A closely related example is local belief propagation [3] , a linear-time approximation which became a surprisingly effective state-of-the art technique in error-correcting coding [15] . The problem of fault diagnosis in a system of interconnected components dates back to the papers of [16] and [17] . Since that time a large body of literature has developed [18] . In contrast with that work, in our case it is not possible for every node in the network to be used to test other nodes -only a small number of nodes can be used as probe stations to generate the tests. As a result of this the probing problem becomes a "constrained-coding" problem, as explained above.
The formulation of problem diagnosis as a "decoding" problem, where "problem events" are decoded from "symptom events", was first proposed by [5] . In our framework, the result of a probe constitutes a "symptom event", while a node failure is a "problem event". However beyond this conceptual similarity the two approaches are quite different. The major difference is that we use an active probing approach versus a "passive" analysis of symptom events: namely [5] selects codebooks (a combination of symptoms encoding particular problems) from a specified set of symptoms, while we actively construct those symptoms (probes), a much more flexible approach. Another important difference is that [5] lacks a detailed discussion of efficient algorithms for constructing optimal codebooks; they mention only a greedy pruning algorithm. For more detail on event correlation see also [19] and [20] .
Other approaches to fault diagnosis in communication networks and distributed computer systems have been presented during the past decade, including Bayesian networks [21] and other probabilistic dependency models [22] ; another approach is statistical learning to detect deviations from the normal behavior of the network [23] .
In [21] , a decision-theoretic approach using Bayesian networks is presented. The goal is to find the minimum-cost diagnosis of problems occurring in a network. Dependencies between a problem and its possible causes and symptoms are represented using Bayesian networks, which are manually constructed for each problem, and probabilities are assigned using expert knowledge. The goal is to minimize the total cost of tests needed to diagnose a fault; a single fault at a time is assumed. This approach may become intractable in large networks due to the NP-hardness of inference in Bayesian networks; also, considering more than one fault at a time leads to an exponential increase in complexity. Therefore, approximation methods as proposed in this paper will be needed in practical applications that involve a large number of dependent components.
The approach in [22] uses a graph model in which the prior and conditional probabilities of node failures are given and the objective is to find the most likely explanation of a collection of alarms. It is shown that the problem is NP-hard and a polynomial-time approximation algorithm is given; the performance of this algorithm can be improved by assuming that the probabilities of node failure are independent of one another.
However, to the best of our knowledge, none of those previous works includes an active approach to probe set selection, which allows us to control the quality of diagnosis. Also, they lack a systematic study of diagnosis with a focus on using probes, which would include theoretical bounds on the diagnostic error, asymptotic behavior of diagnosis quality, and a systematic study of the quality of approximate solutions, as presented herein.
Conclusions
Using probing technology for the purposes of fault diagnosis in distributed computer systems requires that the number of probes be kept small, in order to control network load and data storage costs. In this paper we have proposed a framework in which this can be done by exploiting interactions among the paths traversed by the probes. However, finding the smallest number of probes that can diagnose a particular set of problems is computationally expensive for large networks. We have shown that approximation algorithms can be used to find small probe sets that are very close to the optimal size and still suffice for problem diagnosis. These approximation algorithms enable system managers to select their own trade-off between the computational cost and probe set size needed for effective fault localization. Probing provides a flexible approach to fault localization because of the control that can be exercised in the process of probe selection.
Next, we extended the deterministic framework to a probabilistic one in order to handle uncertainties. We use a Bayesian network approach and investigate the accuracy versus efficiency trade-off when using approximate diagnostic techniques instead of exact ones, since the latter are often intractable for large networks. An empirical study of a localinference approximation scheme demonstrates the promise of using such approximations for network diagnosis: the approximation quality "degrades gracefully" with increasing uncertainty ("noise level"), and increases with the increasing quality of the probe set, which is measured by the information gain it provides about the unknown variables.
Finally, there are several directions for future work we are planning to pursue:
• efficient search algorithms for finding a probe set able to diagnosis an arbitrary combination of faults; in other words, an algorithm for constructing a set of constraints (probes) over the set of variables (node states) so that the number of possible solutions (diagnoses) to the resulting constraint-satisfaction problem is minimized (this can also can be viewed as constructing a good "code"); • probe selection in the presence of uncertainty;
• adaptive probing -i.e. adjusting the probe set dynamically in response to the state of the network; • handling temporal information, such as changes in the state of the network (thus, changing probe results), and non-stationarities in the network statistics. The latter would require tuning the model, i.e. online learning, which can be also done actively by using probe selection to improve learning (e.g., only update the part of the model which is currently relevant).
