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El objeto de esta memoria es el anâlisis de los problemas de 
contorno de frontera libre que se plantean en Geodesia. En térmi- 
nos poco concrètes, el problema es la determinaciôn de la superfi­
cie fisica de la Tierra (asi como su campo de gravedad exterior) 
a partir de ciertas observaciones realizadas sobre ella.
Sin ânimo de presentar aqul un estudio histôrico de la evolu- 
ciôn de este tipo de problemas, es claro el interés desde hace ya 
mâs de cien anos por la posibilidad de determiner la figura de la 
Tierra a partir del conocimiento sobre su superficie de cantidades 
relacionadas con su campo gravlfico, como por ejemplo la gravedad. 
En este aspecto, el conocido teorema que Clairaut estableciô en 
1738 (Heiskanen y Moritz, 1S85, pag. 69) y segûn el cual el apla- 
namiento de la Tierra puede obtenerse a partir de medidas de la 
gravedad, puede considerarse pionero en algo que es caracteristico 
y original de la Geodesia Fisica: la estrecha relaciôn entre canti 
dades geométricas y cantidades fisicas. Los posteriores trabajos 
de G.G.Stokes (1849) y M.S.Molodensky (1945) constituyen la base 
sobre la cual se apoya la teoria moderna de los problemas de con- 
torno de la Geodesia Fisica.
En nuestro trabajo prestaremos especial atenciôn a los denomi 
nados problema de Molodensky vectorial y problema de Molodensky 
escalar. En el primero, fornulado rigurosanente en (Krarup, 1973), 
los dates de contorno son el potencial gravifico y el vector gra­
vedad siendo la incôgnita el vector de posiciôn de cada uno de los 
puntos sobre la superficie terrestre; en el segundo, introducido 
en (Sacerdote y Sansô, 1985), conocidos sobre la superficie terres 
tre el potencial gravifico, el môdulo del vector gravedad y las 
coordenadas planimétrieas con respecto a un elipsoide de referen- 
cia, se quiere determinar la altitud elipsoidica de cada uno de 
los puntos sobre la superficie terrestre.
En ambos problemas consideraremos la situaciôn ideal de un re 
cubrimiento continue de datos de la superficie, correspondiendo 
al concepto usual de problemas de contorno en Matemâtica Aplicada.
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De los dos problemas presentados, el problema vectorial ha 
sido objeto de un mayor estudio en los ultimes quince aiTos. Los 
resultados teôricos sobre la existencia y unicidad de soluciôn del 
llamado problema no lineal, han sido obtenidos esencialmente de 
dos maneras. En (HBrmander, 1976), después de una adecuada formula 
ciôn funcional del problema, se aplica un teorema de la funciôn 
implicita de tipo Nash-Moser debido a la "pérdida de derivadas" en 
un esquema de aproximaciones sucesivas construido a partir de las 
ecuaciones linealizadas. En (Sansô, 1977; 1978; 1979), por medio 
de una transformaciôn de Legendre, se reduce el estudio del proble 
ma a la resoluciôn de un problema de contorno no lineal en el es­
pacio de la gravedad. Es necesario mencionar también los recientes 
resultados obtenidos en (Wltsch, 1980; 1985; 1986).
Por lo que respecta al problema escalar, el ûnico resultado 
actualmente disponible ha sido establecido en (Sacerdote y Sansô, 
1986) con métodos anâlogos (adaptados a los datos de contorno de 
este problema) a los utilizados en el estudio del problema vecto­
rial en el espacio de la gravedad. En este trabajo mencionado se 
supone un modelo de Tierra sin rotaciôn (algo necesario también 
si se trabaja en el espacio de la gravedad) y se garantiza la e- 
xistencia de una ûnica soluciôn en un adecuado entorno del caso 
esférico. Uno de los aspectos fundamentales de este problema es el 
hecho de que las ecuaciones linealizadas nos conducen a la conoci- 
da y clâsica "ecuaciôn fundamental de la Geodesia Fisica" (Heiska­
nen y Moritz, 1985, Cap. 2) y es por este motivo por lo que en un 
principio a este problema se le denominô el "verdadero problema de 
contorno de la Geodesia Fisica clâsica" (Sacerdote y Sansô, 1985).
Tanto en el problema vectorial como en el escalar, coincide 
el aspecto funcional de los correspondientes problemas lineales en 
aproximaciôn esférica del potencial de referenda, resultando el 
denominado problema simple de Molodensky. Este problema de contor- 
no es, desde el punto de vista prâctico, el que ha sido objeto de 
una mayor atenciôn en la literatura. En (Moritz, 1980) se recoge 
la principal investigaciôn sobre las series-soluciôn de Molodens-
-iv-
ky, Brovar, y otros, su convergencia y equivalencla. Junto al inte 
rés prâctico de evaluar el potencial perturbador, ultimaraente se 
ha llevado a cabo un inportante anâlisis teôrico del problema sim­
ple (Sansô, 1981c) y, en general, del problema lineal (vectorial) 
de Molodensky en aproximaciôn cuasi esférica (Sacerdote y Sansô, 
1983a,b).
Ademâs de los problemas que hemos comentado, estân planteados 
en Geodesia otros problemas de contorno de frontera libre entre 
los que destacan los de Altimetria-Graviraetrla y los de Gradiome­
tria. En los primeros (también denominados problemas mixtos) se 
combinan medidas clâsicas astrogeodésicas y gravimétricas sobre la 
superficie de los continentes con datos modernos acerca de la for­
ma de la superficie de los océanos obtenidos por altimetria por 
satélites. De nuevo, estos problemas tienen un carâcter no lineal 
y hasta ahora solo las correspondientes ecuaciones linealizadas 
en aproximaciôn esférica han sido objeto de un amplio estudio ( 
Holota, 1983a,b; Sacerdote y Sansô, 1983c; Sansô, 1983 ; Svensson, 
1983, 1985). Los problemas de Gradiometria, poco estudiados hasta 
la fecha, han sido propuestos en (Sansô, 1981a; Heck, 1983).
En esta memoria estudiamos el problema de Molodensky escalar: 
linealizaciôn (por medio de la derivada con respecto de un parâme­
tro y en el Teluroide), transformaciôn angular-potencial que per­
mits estudiar el problema no lineal en un dominio con frontera co- 
nocida y anâlisis del problema por medio del teorema de la funciôn 
implicita de Nash-Hürmander. Previamente a su estudio, hemos comen 
zado nuestro trabajo con el anâlisis del problema de Molodensky 
vectorial, presentéindo asi las principales técnicas que permiten 
establecer resultados locales de existencia y unicidad de soluciôn 
para este tipo de problemas.
Deseamos concluir esta introducciôn observando que el papel 
fundamental de los problemas de contorno ce la Geodesia ha sido 
reconocido en la resoluciôn n»13 adoptada per la Asociaciôn Inter- 
nacional de Geodesia en la XXVIII Asamblea General de la lUGG (
"scheming, 1984). Esto se naterializa,’dentro de la secciôn IV 
de dicha Asociaciôn, en la existencia de un grupo especial de es­
tudio (SSG 4-57) en cuyo programs de actividades destaca el "anâ­
lisis de los principales problemas de contorno de la Geodesia co­
mo el problema clâsico de Molodensky (formulaciôn lineal y no li­
neal) o los problemas mixtos de Altimetria-Gravimetria" (Ibid, 
pag. 361).
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RESUMEN DE LA MEMORIA
La memoria esté dlvldlda en très capitules. En el primero pre 
sentamos los diverses problemas de contorno de frontera libre de 
la Geodesia Fisica.
En 1.1 dames las definiciones y resultados bâsicos relatives 
al potencial gravifico terrestre y que necesitaremos después.
En 1.2, 1.3 y 1.4 planteamos, respectivamente, el problema de 
Molodensky vectorial, el problema de Molodensky escalar y los pro- 
blemas de Altimetria-Gravimetria y de Gradiometria.
El segundo capitulo estâ dedicado al problema de Molodensky 
vectorial.
En 2.1 linealizamos el problema en el Tçluroide (teorema 2.1) 
y por medio de la derivada con respecto de un parâmetro. Ponemos 
de manifiesto la pérdida de diferenciabilidad de la inversa de la 
primera diferencial del operador que describe el problema.
En 2.2 analizamos los aspectos bâsicos del problema lineal 
(vectorial) de Molodensky. Demostramos la no unicidad de soluciôn 
del problema relacionândola con la no unicidad de soluciôn del 
problema no lineal (estudiada en 1.2 ), y présentâmes el teorema de 
unicidad de Hdrmander (teorema 2.3) obtenido una vez eliminadas 
las très componentes armônicas de primer grado del potencial per­
turbador.
En 2.3 modificamos la nociôn ce soluciôn del problema, esta- 
blecemos el teorema de la funciôn implicita de Nash-Hi5rmander y 
analizamos con detalle el resultado de existencia y unicidad de 
soluciôn para el problema no lineal obtenido por HSrmander.
En 2.4 estudiamos el problema vectorial de Molodensky en el 
espacio de la gravedad. Prestamos especial atenciôn a la correspon 
diente formulaciôn funcional del problena, y demostramos la equiva
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lencia, para una conflguraciôn iniclal general, entre el problema 
lineal en el espacio de la gravedad y el problema lineal (vecto­
rial) de Molodensky.
En el tercer capitulo estudiamos el problema de Molodensky 
escalar y demostramos un nuevo teorema de existencia y unicidad de 
soluciôn por medio del teorema de la funciôn implicita de Nash- 
Hdrmander.
En 3.1 establecemos las dos posibles formulaciones funcionales 
del problena y las linealizamos con la técnica de la derivada con 
respecto de un parâmetro. Analizamos las ecuaciones linealizadas 
en el caso esférico y demostramos la no unicidad de soluciôn; esto 
nos conduce a una primera modificaciôn del problema. Ademâs, pone­
mos de manifiesto la existencia también en este problema de la 
mencionada pérdida de diferenciabilidad.
En 3.2 linealizamos el problema en el Teluroide (angular-po­
tencial y angular-gravimétrico). Demostramos que las ecuaciones 
linealizadas del problema coinciden con la "ecuaciôn fundeimental 
de la Geodesia Fisica".
En 3.3 definimos la transformaciôn angular-potencial introdu- 
cida por Sacerdote y Sansô y establecemos sus propiedades (teore­
ma 3.1). Con una técnica diferente a la utilizada por Sacerdote y 
Sansô, obtenemos la ecuaciôn fundamental que el radio vector veri- 
fica en el nuevo espacio y ponemos de manifiesto la ventaja de la 
expresiôn que nosotros hemos obtenido. Concluimos esta secciôn pre 
sentando el teorema de existencia y unicidad de soluciôn obtenido 
por Sacerdote y Sansô en un entorno del caso esférico una vez eli-
minada la rotaciôn de la Tierra.
En la secciôn 3.4 estudiamos la existencia y unicidad de so­
luciôn para el problema no lineal por medio del teorema de la fun­
ciôn implicita de Nash-HOrmander. Hemos dividido la secciôn en dos 
apartados. En el primero estudiamos las ecuaciones linealizadas, y
obtenemos en los espacios de HBlder una estimaciôn de la ^ -norma
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de la anomalla de la altitud (teorema 3.7). En la segunda, estima 
mos en dichos espacios la no linealidad del problema (£c. 3.173), 
y concluimos con el teorema de existencia y unicidad.
Flnalmente, incluimos un apéndice en el cual se recogen las 
propiedades de los espacios de Hdlder utllizadas en este trabajo.
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Notaciôn bâsica
SC’ : espacio Euclideo ^-dimensional, con puntos % : ,x^ 6R ;
3S : frontera de un conjunto de puntos S ; S : 5 u 96 
I\lC , DijH :
Vw.-.(D,it, CLjt) gradients de W.
^  : (Oiju.) matriz hessiana de las segundas derivadas de it
*<»(<4.•••,«<») , «(-^ eZ* , con désigna un multi-Indice; ademâs,
o l  ; C  .
Si il es un conjunto abierto de Ht ,
C*(fl.)[C*ffl.l] es el conjunto de las funciones continuas en Jl(ÏL) 
C**(fL) es el conjunto de funciones con derivadas de orden 4 K. 
continuas en fl (K>0 o K,î»  )
es el conjunto de funciones de C*^ CIL) cuyas derivadas de 
orden< k tienen extensiones continuas a Jî.
OrCiL") es el conjunto de funciones en CtiÜ con soporte compacto 
en fl
Ademâs,
S^: esfera unidad en IR?
6 : colatitud esférica, 'X s longitud esférica
polinoraio de Legendre de grado /h. y orden /wu .

—3—
En todo lo que sigue, supondremos que la Tierra es un cuerpo 
rlgido con un potencial gravitatorio independiente del tiempo y 
rotando con velocidad angular constante uT alrededor de un eje 
fijo en el espacio inercial, el cual consideraremos como eje
Xj , y que contiene a su centro de masas . Esta hipôtesis
excluye -junto a efectos geodinâmicos- los efectos gravitatorios 
directos e indirectos (como efectos de marea lunisolar) de otros 
cuerpos celestes.
El potencial gravifico, que designaremos por W  , se define 
como la suma del potencial gravitatorio U, y del potencial u.^  
debido a la fuerza centrifuga
U.C ' * A)  (1.2)
de tal modo que
. (1.3)
Entre las diversas propiedades matemàticas del potencial 
gravitatorio conviens sefialar las siguientes,
1. U.(x) : +  0 ( r ‘^) , r-» 00 (1.4)
siendo M  la masa total de la Tierra.
2 . en 5l (1.5a)
Au. : O  en 5^ (1.5b)
donde A es el operador de Laplace y 5, el exterior de las masas;
la Eq. (1.5b) pone de manifiesto el carâcter armônico de U. en S, .
Como consecuencia de (1.5a,b) y teniendo en cuenta que 
ÛM-t : en todo (P? , se obtiens para el potencial gravifico,
3. f A W  ï en 5^ (1.6a)
I ÛW" i en 5, (1 .6b)
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E1 gradlente de W  se denomlna vector gravedad
L . 1 ,2 .3
y a su modulo I3I » J slmpleraente gravedad. La direcclôn del vec­
tor gravedad viene deflnlda por el vector unitarlo (exterior)
Tî-• - / g  * C95A  , Co5 $  A  , Stm. 4 ) (1.7
siendo ^  y A. la latitud y longitud astronômlcas del punto bajo 
conslderaclôn (Figura 1.2).
FIGURA 1.2
Las trayectorlas ortogonales a las superficies de nlvel o 
superficies equipotenclales W  • cie. son las lineas de fuerza 
del campo o lineas de la plomada y su direcclôn tangente es la 
direcclôn del vector gravedad. Entre las dlferentes superficies 
equipotenclales del campo gravifico terrestre es partlcularmente 
importante en Geodesia Fisica la superficie denominada GEOIDE, 
parte de la cual estâ constltulda por la superficie promedlo to­
tal de los océanos; designaremos por el valor constante del 
potencial gravifico sobre dlcha superficie.





Por medio del desarrollo en armônicos zonales del inverse de 
la ilstsmcla
- r  = l î V - ' L
y la fôrmula de descomposicién
cor fts««A
5«Av>vnA
se obtiene para el potencial gravitatorio (1.1) un desarrollo en 
arnSnlcos esférlcos de la forma
'nso
dorde
A..; K f d— V
(1.9)
y i'm. s ^ (yidy es el elemento diferencial de masa. La serle (1.8) 
es convergente fuera de la esfera mâs pequefia que contiene comple- 
taiente a la Tierra.
Expresando en coordenadas carteslanas r'"' y r''^  Sn.m
se obtiene fâcllnente para los coeflclentes de primer grado ('n»l )
, A,,* K.J x'^ Un, , B,, * K.J y'<U*w . (1.10)
•Si. S;




Si coraparamos (1.10) y (1.11) se cohcluye que si el centro d 
gravedad se elige como origen del sistema de referenda, los ar- 
mônicos de primer grado se anulan; en términos del comportamiento 
de te en el infinite se tiene entonces
♦OC'"'*) , r-»<» (1.12
1.2 EL PROBLEMA DE MOLODENSKY VECTORIAL
El problema de Molodensky vectorial, introducido por prime­
ra vez en (Krarup,1969,1973), se formula de la siguiente manera:
"dados, en todos los puntos de la superficie de la Tierra S , el 
potencial gravifico W  y el vector gravedad 9 , determinar la
superficie S " (Moritz, 1980).
En lo que sigue, haremos uso de la siguiente notaciôn ( |^
désigna restricciôn a S )
\X/i » \xT|^
Ss-S|, .
1. El potencial puede ser determinado por nivelaciôn geomé- 
trica combinada con medidas de la gravedad (Heiskanen-Moritz, 
1985)
(.A
vj;-vj^CA)' ; g (1.13)
''o
con d/vu incremento de nivelaciôn . Vemos que la fôrmula anterior 
proporciona salvo una constante aditiva, la cual puede detei-
minarse indirectamente midiendo al menos una distancia ( véase 
Ibidem,2.19).
—7*
La r.agnltud del vector gravedad ♦ puede determinarse por 
gmvlaetrfa, mientras que su direcclôn se obtiene por medidas 
a;tro-geodésicas de la latitud ^  y la longitud -A. (cfr.1.7).
Planteado de esta forma, el problema de Molodensky vectorial 
e. un problema de contorno de frontera libre (frontera descono- 
cda) y de tipo derivada oblicua, pues se conoce sobre S  el 
gadiente de W  que en general no es ortogonal a la superficie 
d: la Tierra.
A fin de parametrizar la clase de superficies en la cual 
biscar 5 , Hdrmander(1976) considéra 5 como la imagen de una 
iimersiôn diferenciable (es decir, una aplicaciôn inyectiva con 
jicobiano regular) de la esfera unidad en IR* ,
con Y  " S^‘ >(R^  inmersiôn diferenciable.
E. dominio exterior a 5 lo representaremos por .11.^  •
Con esta hipôtesis, los datos de contorno son entonces 
fmciones
tcfj : 5^ '----- »|R , 9 , : S* .
El problema de Molodensky vectorial se reduce entonces a
eicontrar una inmersiôn diferenciable y  • S*’ >|PÎ y una funciôn
K. definida en ily tal que
ÛIA. * O  en
^  : vTo Y  , s 7 W o  Y
LL regular en el infinite (M,*0(r*^)) 
onde représenta el potencial gravifico.
Planteado en estos términos, se comprueba fàcilmente que el 
problema de Molodensky vectorial no tiene soluciôn ûnica por in- 
'arianza con respecto a traslaciones arbitrarias a lo largo de
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X) (Sansô, 1981a). En efecto, sea ( , ic) soluciôn del pro­
blema y conslderemos
(R
con t*(o, o , c )  , ce IR arbltrario. La imagen de if(^) por medio
de la transformaciôn anterior es la misma superficie trasladada 
a lo largo de Xj una cantidad c (ver Figura 1.4) y la desig­
naremos .
FIGURA 1.4




cefinido en JÏy» con t  X- ç . S e  tiene entonces 
M. * t. \  Y ' n* Y ' ^
ViJoy' : t \ Y* * Y ' is ■ ■'<1-0)
Puesto que el potencial centrlfugo es igual para arabas configu- 
raciones résulta finalmente que ( y', w.' ) es también soluciôn 
del problema de Molodensky vectorial.
Nota. En el caso ideal en que la rotaciôn de la Tierra fuese nu-
la ( W s  o ) la invarianza séria con respecto a traslaciones ar­
bitrarias.
La indeterrainaciôn que hemos puesto de manifiesto desaparec
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si se irapone que el origen del sistema de referenda adoptado 
sea el centro de masas terrestre; como ya hemos visto, en este 
caso el potencial gravitatorio no contiene componente arménica de
primer grado y el problema de Molodensky vectorial se formula en­
tonces en los siguientes términos
" dados ' âj encontrar una inmersiôn diferenciable Y  y
una funciôn UL (potencial gravitatorio) definida en tal
que
i ) A W. * O en Jly
(:i) : vr. Y  (1.14a)
(i:i) 9, * (1,14b)
(:v) i t ( x ) s -*• 0 (r-"*) , r-* O' , 0(^ .6 R *  . " (i.is)
Supongamos Y  conocida; la "resoluciôn" del problema de 
Di.'ichlet para el potencial gravitatorio
ÛU. = O  en SL(^
H o  Y  * 'Pl ) sobre 5 ^  (1.16)
U.(x) + OCr-5) , r-> 00
permite définir un operador P* en la forma
PC'Wj jY) ' (1.17)
con W(ji) = U,(x) y H. "soluciôn" del problema de con-
tomo (1.16). Con la introducciôn de este operador el problema
de Molodensky vectorial se reduce a la resoluciôn en Y  de la
ecaaciôn funcional
r  (vV;, Y) = 9* (1.18)
con \5tTj y âj dados.
El principal inconveniente en el procéder descrito anterior-
— 10“
mente, radlca en la posibilidad de resolver el problema de contor- 
no (1.16); en efecto, la ausencia de los très armônicos de pri­
mer grado ( ) en (1.15) implica, con Y  conocida, que
debe verificar très condiciones linealmente independientes. 
Esta cuestiôn puede ser resuelta, como veremos en la Secc.2.3, 
con la introducciôn de très incôgnitas adicionales en (1.14a).
1.3 EL PROBLEMA DE MOLODENSKY ESCALAR
Como resultado de los avances en Geodesia Espacial,existe la 
posibilidad de obtener a partir de observaciones interferométri- 
cas (G.P.S.), posiciones muy précisas de los puntos sobre la su­
perficie de la Tierra en un sistema de referenda tridimensional. 
Este hecho, permite formuler un problema de contorno con fronte- 
ra conocida para el potencial gravitatorio a partir de observa­
ciones de la gravedad sobre la superficie terrestre
ÛM. - O en 5(
+ : 3, sobre 5  (1.19:
H : 0 (r - '^ )  r—*off .
Este problema -no lineal en la condiciôn de contorno- ha si­
do estudiado entre otros por (BJerhammar y Svensson, 1983) y le 
denominaremos problema gravimétrico con frontera fija. Asi pues, 




'*'*.3, Y  , ^
Cravimétrico (contorno fijo)
Y  , 9, u_
Recientemente, se ha fornulado un nuevo prcblema de contor- 
no internedio a arabos, denoralnado problema de contorno escalar de 
la Geodesia Flsica (Sacerdote y Sansô, 1986), en el cual parte de 
la geor.etria de la superficie terrestre es ccnocida. Nosotros nos 
referiremos a el simplemente como problema de Nolodensky escalar.
Sea Ep un cierto elipsoide de referencia con eje menor en la 
cirecciôn del eje x, y situemos el origen del sistema de coorde- 
nadas en el centro de Ep . En el problema de Molodensky escalar, 
junto al valor de la gravedad 9 y del potencial W  se suponen 
conocidas las coordenadas geodésicas con respecto a Fp en
cada uno de los puntos de S (Fig. 1.5).
5:
FIGURA 1.5
Para determinar completamente la geometria de S la uniea 
incôgnita del problema es la altitud elipsoidica U. : de
todos los puntos Pfe ô
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Cbservaraos que este problema de contorno (tambien de fronte- 
ra libre) hace uso de los observables que mâs frecuentemente se 
consideran en Geodesia. En efecto, observaciones geodésicas de 
triangulaciôn y trilateraciôn proyectadas sobre Ep nos proveen 
con suficiente precision de las coordenadas geodésicas ( ^ , ; 
por otra parte, hay una mayor y mâs uniforme distribuciôn sobre 
S  de medidas de g que de coordenadas astronômicas JL) las
cuales se efectûan en casos excepcionales.
Con la notaciôn introducida en el apartado anterior, es cla- 
ro que 0^ y pueden ahora considerarse como funciones
— >(R.
Notaciôn. Dada una funciôn -jl : representaremos por
la aplicaciôn Ep*- 
con (ver Figura 1.6)
ff: (radio de curvatura normal)
'\/ + b' (Cri*
siendo Oi, b los semiejes mayor y menor respectivamente del e- 
lipsoide de referencia.
FIGURA 1.6
A iAdemâs, designaremos por el dominio exterior a l(^(Ep) .
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Dados > 3j , el problema de Liolodensky escalar se re­
duce a encontrar una funciôn H. : ---*IR (altitud elipsoidica)
y uia funciôn U. definida en tal que:
(i) Aw. » O en
(:i) Vfj - Wo (1.20a)
(iii) 3s : IVWo ifj (1.20b)
(:v) 14. : OCr-i-) , r-* CO
corde 'W viene definido por (1.3).
Con el fin de simplificar el anâlisis del Problema de Molo- 
deisky escalar (Cap.3), supondrenos que sobre 5  se conocen las 
cocrdenadas esféricas (9.>) en vez de las coordenadas geodésicas 
(4>, >) con respecto a Er . Suponiendo que la superficie desco- 
nocida S es la frontera de un dominio con forma de estrella 
respecto del origen, podemos en este caso plantear el problems 
de Molodensky escalar en los siguientes términos,
" îadas dos funciones W» , 3, definidas sobre la esfera unidad,
encontrar una funciôn r :--- ---- »IR (radio vector) y una funciôn
L. definida en TLp tal que
i) ûw. • O en -TLp
(.i) W* • (1.21a)
(i.i) 3* : (1.21b)
(lv) u. : OCf"*") , r — » ce " (Sacerdote y Sansô, 1986).
De nuevo, en las condiciones anteriores VT represents el. poten­
cial gravifico definido por (1.3); por otra parte, ifj. se define 
en la forma
4) :
con g, = , sene 5fcAv>,c;»59) .
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flf désigna el dominio exterior a
Como se verâ en el capitulo 3, la ultima hipôtesis introduci­
da tan solo permite una mayor simplicidad a la hora de estudiar 
la existencia y unicidad de soluciôn del problema de Molodensky 
escalar; los métodos alii expuestos, incluida la aplicaciôn del 
teorema de Nash-Hdrmsinder, se generalizan facilmente al caso de 
trabajar con coordenadas elipsoidicas.
Desde el punto de vista geodésico, el punto mâs delicado en 
el planteamiento del problema es lo referente a la posibilidad 
de disponer con respecto a un sistema geodésico mundial de una red 
de datos ( ^ ,X ) suficientemente précisa a partir de observaciones 
geodésicas de triangulaciôn-trilateraciôn.
En cualquier caso, el estudio de este problema esta doblemen- 
te justificado:
(1) debido a su valor histôrico pues, como veremos en el Cap. 
3, las ecuaciones linealizadas de (1.21a,b) nos conducen a la clâ- 
sica "ecuaciôn fundamental de la Geodesia Fisica"; de esta forma, 
el problema lineal de contorno asociado al problema escalar coin­
cide con el denominado "problema de Molodensky" en los tratados 
clâsicos como, por ejemplo, (Heiskanen y Moritz, 1985; Cap.8 );
(2) desde el punto de vista flsico, el problema de Molodensky 
escalar es la base teôrica natural para el estudio de problemas 
cinemâticos cuando se supone conocida la direcciôn de la deforma- 
ciôn; por ejemplo, cuando por razones geofisicas o geolôgicas te- 
nemos certeza de ia existencia de un desplazamiento puramente ver­
tical de la corteza terrestre. Con razonamientos anâlogos a los 
expuestos en (Sansô y Dermanis, 1982} puede entonces obtenerse la 
versiôn cinemâtica de (1.21a,b).
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1.4 EL PROBLEMA DE CONTORNO DE ALTIMETRIA-GRAVIMETRIA 
EL PROBLEMA DE CONTORNO DE GRADIOMETRIA
Por medlc de la altlmetrla por satélltes, es poslble plan­
tear problemas de contorno mlxtos en los cuales parte de la fron­
tera es conocida (esencialraente la superficie de los océanos) y 
parte desconocida (los continentes). Taies problemas se denominan 
en general ae Altimetrla-Gravimetria (Sansô, 1981a).
La técnica de altlmetrla por satélites estâ basada en un al- 
tlmetro a bordo de un satélite que transmits Impulses radar en di­
recciôn vertical a la superficie terrestre. Estos impulses son 
refiejados perpendicularmente por la superficie del océano y mi- 
ciendo el tierapo de propagaciôn se obtiens la altura del sa­
télite sobre la superficie instantânea del océano (Figura 1.7)
FIGURA 1.7
En la Figura 1.7, 510 représenta la superficie instantânea 
del océano, 6E0 la superficie cuasiestacionaria del océano y ^  
el geoide; y ri (ondulaciôn del geoide) son las respecti-
vas separaciones entre las superficies que aparecen en la figura; 
por ultimo, y rp son, respectivamente, el radio vector del 
satélite y el radio vector de la proyecciôn normal del satélite 
sobre el elipsoide de referencia £r •
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La superficie cuasiestacionaria cel* océano se obtiens a par­
tir de la instantânea después de considerar variaciones dependien- 
tes del tiempo que incluyen;
- mareas oceânicas
- variaciones de origen meteorolôgico (presiôn atmosférica, vien- 
tos)
- variaciones ce origen oceanogrâfico (corrientes oceânicas, dife- 
rencias en densidad de agua debido a variaciones de températu­
re, salinidad, presiôn)
- régimen de aguas.
Aun considerados todos los efectos citados anteriormente, la 
superficie cuasiestacionaria no es una superficie de nivel del 
campo gravifico terrestre con desviaciones de, aproximadamente,
Im. Esta situaciôn se debe principalmente a la deformaciôn per­
manente de las superficies de nivel causada por la marea luni-so- 
lar y efectos constantes de tipp meteorolôgico y oceanogrâfico 
imposibles de controlar.
Con estas observaciones, una definiciôn mâs convincente del 
geoide que la admitida clâsicamente (Sec.1.1) ha sido dada por 
Mather (1978) como la superficie de nivel que "mejor" se ajusta 
a la superficie cuasiestacionaria o nivel medlo del mar: en efec­
to, imponiendo una condlclôn de minimo (minimes cuadrados) para 
las diferencias entre el geoide y SEo puede estlmarse el poten­
cial y la ondulaciôn del geoide.
Una de las ecuaciones bâsicas de altimetria por satélites 
relaclonando todos los parâmetros que aparecen en la Figura 1.7 
es (Torge, 1980)
^5 ' '»’ f> * Ê. - ( ff + .
Conocida la ôrbita del satélite y la separaciôn fkj entre las su­
perficies instantânea y cuasiestacionaria del océano, la fôrmula 
anterior permite determinar la separaciôn (ff* ^ kj) entre el elip­
soide de referencia y la superficie cuasiestacionaria.
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Dependlendo de que sea desconocldo o conocldo, podemos
plntear dos tipos diferentes de problemas de contorno de altlme- 
tra-gravimetria.
(a fk* desconocldo
En este caso, es conocida con respecto a un sistema de refe- 
recia geocéntrico la superficie cuasiestacionaria del océano ( S , ) 
Adcionalmente, supondremos que se dispone de medidas de la grave- 
da sobre la superficie instantânea del océano, convenientemente 
reucidas a la superficie cuasiestacionaria.
Si sobre los continentes ( ) se conoce el potencial y el
vetor gravedad, podemos entonces plantear el siguiente problema:
" ada una superficie S  , parte de la cual 5, es desconocida y 
pate de la cual S, es conocida, y dados ^  , 9*. sobre Sc y 
, sobre Sg determinar una funciôn U. y S*, tal que
i) A n  î O fuera de 5  : 5, u
(i) NXfj*. W  , 9  ^X VvT sobre 5,
(ii) 9^  : iVvyi sobre S*
(v) n  : OCr**-) , r-*co
dode \xf es el potencial gravifico definido por (1.3)"
(Sansô, 1983)
(t fk* conocido
Si por informaciôn geoflsica adicional fk$ es conocido, los 
dsos obtenidos por altimetria permiten la determinaciôn directa 
de geoide. En este caso, ninguna informaciôn geodésica adicional 
esnecesaria sobie los océanos pues W  = \xT, x cte. sobre el geoi­
de con conocido.
Despreciando la diferencia entre el geoide y la superficie
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cuaslestacionaria, con los nismos datos*sobre se puede enton­
ces plantear el siguiente problema
" encontrar una funciôn n  y tal que
(i) ûi/t : O fuera de S » 5, u Sc
(11) Î \XT , 9  ^X Vgy sobre
(111) \xTg W  sobre S*
(Iv) U,; OCr-’) ,--.00 
donde \xT es el potencial gravifico definido por (1.3) "
(Sansô, 1983)
La diferencia esenclal entre ambos problemas (no lineales 
con frontera semlllbre) radlca en la condlclôn de contorno de W  
sobre la superficie de los océanos: mlentras que en el caso (a) 
es no lineal, en el caso (b) es lineal de tlpo Dlrlchlet.
Flnallzamcs esta Secclôn con la formulaciôn del problema de 
contorno de gradiometria (Sansô, 1981a; Heck, 1983) que se carac- 
terlza por el conoclmlento sobre la superficie terrestre del gra­
dients vertical de la gravedad. Por definiciôn, el gradients ver­
tical de la gravedad o derivada gradlométrlca es la variaclôn de 
la gravedad a lo largo de la llnea de la plomada
dïT ' -■ .
SI tenemos en cuenta que 
3
podemos expresar ^  en funciôn de las primeras y segundas de- 
rivadas del potencial gravifico, en la forma
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?or medio de gradiômetros estâticoS, el gradiente vertical 
de la gravedad puede deterninarse de modo indirect© midiendo la 
dierencia de gravedad entre dos puntos prôximos sobre la misma 
li.ea de la plomada. De este modo, puede lograrse en teorla pre­
el iones comparables a las obtenidas medlante balanzas de tor- 
sl<n ( î o.oool mgal/m) ; s in embargo, estas observaciones son muy 
suceptibles a efectos ambientales y pequeftas perturba©iones lo- 
caes (Groten, 1979).
SI , A  y ^  se suponen conocidos sobre 5  , podemos
plmtear dos tipos diferentes de problemas de contorno de gradlo- 
meria, dependlendo de cual sea el otro observable: W  o g *
(a Datos: ( # . A  . W  . (4 )
" -onocldo sobre S el gradiente vertical de la gravedad , 
el potencial gravifico W  y las coordenadas astronômicas 
( ^ , A  ), determinar la superficie S y el potencial exterior
gnvitatorlo"
Si suponemas que S  estâ en correspondencia uno a uno con 
le esfera unidad por medio de una inmersiôn diferenciable 
(\éase, Sec.1.2) podemos considerar
" A .
El problema es entonces, encontrar una inmersiôn ip : S^* y
uia funciôn u. definida en el exterior de ifCS*) tal que
(i) A m. en Jly
(li) Wt » W , u>
dv) (Cos$ A , (esi
(v) VL : O C r ’M  ; r-*Oe 
code W  es el potencial gravifico definido por (1.3)."
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(b ) Datos: ( V W  , (4 )
" conocido sobre ^  el gradiente vertical de la gravedad <q y el 
vector gravedad *3 , determinar la superficie S y el potencial
exterior gravltatcrlo"
Con la ir.isma hipôtesis sobre É que en (a), el problema es 
encontrar una Inmersiôn diferenciable Lp y una funciôn lA. deflnl- 
da en el exterior de tal que
( 1 ) An : o en -TLu
3  ^ ^
(11) 4) = Z., (DjW.lf) (OtjW.f)
i.j. I
(111) z Vvf 0 Y
( iv) VL = O Cr-' ) , r-*  00
donde W  es el potencial gravifico definido por (1.3)."
Observaciones.
1. (Heck, 1983) SI pudlésemos nedlr las segundas derlvadas
del potencial gravifico W- con respecto al sistema de referencia 
general fljo a la Tlerra, séria poslble formuler diferentes pro­
blemas de contorno suponiendo conocidas dos componentes de CWcj) 
en vez de ^ y A  . Sln embargo, tal planteamiento no estâ jus­
tificado desde el punto de vista prâctico; en efecto, las compo­
nentes (excepto y WJ, , para las cuales solo podemos de­
terminar directamente la combinaclôn ) se miden por me­
dlo de balanzas de torslôn con respecto a un sistema de referencia 
local astronômlco (véase, por ejemplo, Groten, 1979). Una trans­
forma© lôn al sistema general requlere el conoclmlento de $ y A  , 
y por tanto estas cantldades serian de nuevo datos del problema 
de contorno.
2. Los problemas formulados prevlamente pueden denominarse, en pa- 
ralellsmo con la Sec.1.2, problemas de contorno de gradiometria 
vectoriales al ser la incôgnita el vector de posiciôn de cada uno 
de los puntos de 5 . S i  suponemos conocidas sobre S las coor-
•21-
elipsoidlcas ( <^ , ^ ) (cfr.Sec,1.3), podemos tambien considerar
l0£ correspondientes problemas escalares siendo la Incôgnita la 
altitud elipsoidica como funciôn de ( «^  , % ).
C A P I T U L O  2
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PROBLEMA DE MOLODENSKY VECTORIAL
En este capitulo estudianos el problema de Molodensky vecto­
rial .
En primer lugar, linealizamos el problema y présentâmes el 
teorema de existencia y unicidad de soluciôn, obtenido por HOr- 
mander, para el problema lineal de Molodensky.
A contlnuaclôn, se anallza el problema no lineal por medlo 
del teorema de la funciôn Impliclta de Nash-HOrmander.
Por ultimo, se estudla el problema no lineal en el espacio 
de la gravedad presentando el problema de contorno no lineal pa­
ra el potencial adjunto, el cual se resuelve por medio del teo­
rema general de la funciôn impllcita utilizando los resultados 
de la Sec.2.2.
2.1 LINEALI2ACI0N
El problema de Molodensky vectorial, al igual que todos los 
problemas de contorno presentados en el Capitulo anterior, es un 
problema no lineal de frontera libre. Si pensanos en el método 
usual de aproximaciones sucesivas para resolver este tipo de pro­
blemas, observâmes que la primera etapa en el estudio del proble­
ma que nos ocupa debe ser necesariamente la obtenciôn y el anâ­
lisis de las correspondientes ecuaciones linealizadas. Krarup 
(1969 ; 1973), cuyos resultados expondreroos en la primera parte 
de esta Secciôn, fue el primero en obtener dichas ecuaciones. La 
idea bàsica, utilizada tradicionalmente en Geodesia Fisica (Heis- 
kanen-Moritz, igss). consiste en la introducciôn de convenientes 
valores aproximados -del potencial gravifico y de la superficie 
terrestre- para posteriormente, en un entorno de dichos valores, 
aplicar el teorema de Taylor hasta 1®^ orden.
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Por un LT -potencial, entenderer.os una funciôn V  regular de­
finida en alguna regiôn abierta /I verificandose:
(i) A ^ c  fL , o i A
(ii) , det ( f O en Â
(iii) V  +
(iv) AVg : O en fL
(v) 3 g R* , v j » - ~ + 0 (r-’) , r-*» (2 .1)
donde w" es el velocidad angular media de la Tierra, y M y  la ma-
triz de las segundas derivadas de V
La primera condiciôn indica que el dominio de definiciôn de 
V  es lo suficientemente grande como para estar seguros de que 
la superficie terrestre estâ contenida en él. La condiciôn
^ 0 es muy importante en el proceso de linealizaciôn y re- 
cibe el nombre de condiciôn de Marussi. Se observa ademâs ((ill)), 
la descomposiciôn de v  en una componente gravltatorla y un
potencial centrlfugo igual al terrestre. La ultima condiciôn expre 
sa que el baricentro de la distribuciôn de masas asociada al po­
tencial gravitatorlo Vj , se ha situado en el origen del siste­
ma de referencia adoptado.
Dado un punto p ê A  , las componentes del gradiente de V  
en p en el sistema de referencia general reclben el nombre de
coordenadas gravlmétrlcas con respecto a V  de p . Por otra par­
te, si cesignamos por (4y*^v) l&s coordenadas curvlllneas que 
deflnen la direcciôn del gradiente de v  , la terna
( v ( p ) , <)^ (p) .
reclbe el nombre de coordenadas de Marussi con respecto a v  de
P •
Observâmes, que las coordenadas de Marussi con respecto de 
W  ce un punto p e A ^  , tambien denomlnadas coordenadas natura-
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les, son el potencial gravifico en p ,,1a latitud astronômica de 
p y la longitud astronômica de p (Fig. 2.1).
FIGURA 2.1
Por razones que iremos viendo a lo largo de este capitulo, 
las aproximaciones de W  deben buscarse en la clase de los U - 
potenciales. Una poslble elecciôn, bien conocida en Geodesia Fisl 
ca, es el denominado potencial normal de referenda , el cual se 
define como el potencial gravifico de un elipsoide de revoluciôn 
con tamsu^o y masa prôximos a los de la Tierra y con velocidad an­
gular de rotaciôn igual a la de la Tierra; como hipôtesis adicio­
nal, se supone que dicho elipsoide es superficie equipotencial 
del potencial normal. Con estos requisltos, la determinaciôn del 
potencial normal de referencia se reduce a la resoluciôn de un 
problema de Dirichlet, cuya soluciôn explicita puede encontrarse 
en (Helskanen-Moritz, 1985 )• For otra parte, si el centro del e- 
lipsoide coincide con el origen del sistema de referencia, la con 
diciôn (v) se verifica con K./1, con masa del elipsoide.
Las aproximaciones de la superficie de la Tierra las consi- 
ceraremos pertenecientes a la clase de las inmersiones diferencia 
bles de la esfera unidad en y las representaremos en ge­
neral por .
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La superficie modèle , que ce jcenomina Teluroice, general
mente se construye punto a punto a partir de datos astronômicos 
y gravimétricos obtenidos por observaciôn y las correspondientes 
cantidades asociadas al potencial de referencia V  .
Consideremos très observables independientes Y  , L.i.1,3 ; 
en un punto PeS ( P : (f(cr) , cr* ), estas cantidades dependen 
de la posiciôn del punto en el espacio y del potencial gravifico
V/) L, j 1,i,3 .
Por otra parte, sean très cantidades fisicas independientes
relacionadas con el potencial de referencia V  ; la idea es dé­
finir de forma que
i..j ' i.i.3 . (2.2)
Teniendo en cuenta cuales son los datos de contorno en el proble­
ma de Molodensky vectorial (Sec.1.2), son bastante naturales las 
dos siguientes elecciones,
(a) @  : V V
en cuyo caso (2 .2 ) se convierte en
y\r(lf^ (cn ) : (if(cr)) : 3*(<T) • ( 2 . 3 )
(b) Y  - ( w  , <1 , A  ) , © *  ( V- , )
y entonces
VCif^to-)) •- * WjCo-)
^('^(cn) : ÿ  ( i f W  (2.4)
: A  (f CO-^ ) .
Las ecuaciones (2.4) son équivalentes a
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I» / 13.1 ' 9V(%«r)) / IVvd^lornl . (2.5)
El Teluroide que se obtlene por medio de (2.3) se denomina 
"gravimétrlco” , pues las coordenadas gravimétricas de y ip (<r) 
son Iguales. Por otra parte, en (2.4) intervienen las coordenadas
de Marussi y por este motivo el Teluroide asl definido se denomina
"de Marussi".
La diferencia entre el potencial gravifico W  y el potencial 
de referencia V  se désigna por *T , es decir
T  . W  - V  (2.6 )
y se llama potencial perturbador. De la condiciôn (i) impuesta al 
potencial de referencia, se deduce que el potencial perturbador 
estâ definido en el exterior de la superficie terrestre ;ademâs, 
al ser el potencial centrifuge idéntico en las expresiones de "W 
y ir , la funciôn T  puede tambien escribirse en la forma
T  = «. - V,
con IL componente gravitatoria de W  . Esta ultima expresiôn in­
dica el carâcter armônico de T  en » En general, el comporta-
miento de T  en el infinite serâ
T  : O  (r-^) , r-*0B .
Junte al carâcter armônico de "T en se puede encontrar, 
en primer orden de aproximaciôn, una relaclôn funclonal del tipo
B(%,T(x).VT(%)) , Xt Y  (
donde B es un operador lineal diferencial de primer orden. Esta 
relaciôn recibe el nombre de ecuaciôn fundamental de contorno para 
el problema lineal (vectorial) de Molodensky. Concretamente,
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Teorema 2*1
Sea V  un U-potencial de referencia y un Teluroide 
asociado a \T suficientemente prôximos a W  y cp . Entonces, 
en primer orden de aproximaciôn, se tiene:
(i) i Vf^ ) [û3 - VTolf ] (2.7)
donde Y "  'f " %  y .
(ii) To'p IVTe ' f  sobre (2 .8)
donde f : A W  , Û WsWj-V*(p y
. (2.9)
Demostraciôn
Segûn (1.14 a,b), sobre la superficie de la Tierra tenemos
%  - W o  Y 
9j = Y .
Si consideramos el potencial perturbador, las ecuaciones anterio­
res pueden escribirse en la forma
+ To Y
9j î Y  •* ^ T «  Y  .
Puesto que -J" y y  son prôximos a W  y Y  , en primer 
orden de aproximaciôn tenemos
Wj = V o  Y^ <^-0Y^, Y )  + To Y 
|j i 7 V o Y  + ( 0 ^ T 0 Y
donde = Y  " Y  el vector desviaciôn entre la superficie de
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la Tlerra y el Teluroide.
Si tenemos en cuenta que \r verifica la condiciôn de Maru­
ssi, la ultima de las ecuaciones anteriores nos permite determi­
ner y  ■
Y  : ( - V T o  Y  3 •
Sustituyendo esta expresiôn en la primera ecuaciôn obtenemos 
W j  î tr* Y  + Y , Y -7Toy] } + T « y  
que se convierte en
^  - VTo y ) +
sin mâs que tener en cuenta la simetria de la matriz , Por
ultimo, si designamos por k  a , esta ecuaciôn es la
(2.8).
Las diferencias ûvtf’ , Ag reciben el nombre de "anomalie del 
potencial" y "vector anomalie de la gravedad" respectivamente. Si 
^  es el Teluroide de Marussi tendremos L\fl lO ; por otra parte, 
si Y es el Teluroide gravimétrico û^*0 .
El campo de vectores k se denomina campo isocenital asocia 
do al potencial v  y es tangente a la curve a lo largo de la 
cual el vector 7xT tiene una direcciôn fije (véase, por ejemplo 
Moritz, 1980).
Si VJ es el potencial de una esfera de nivel de radio R
, r > R (2.10)
donde t/J es el valor constante de v  sobre la superficie de la 
esfera, el campo isocenital coincide con el campo radial, es decir
k  : X/^ . (2 .11)
—30“
En efecto, la funciôn 
V^Tc . i
es homogénea de grado , y en vlrtud de las relaclones de homo-
geneidad de Euler cbtenemos 
3
^  D-Vj ■ Xj : ' Z j t. ' 1,^,3
o en forma vectorial
fA.X . .
Las Ecs. (2.7), (2.8) contienen la informaciôn compléta para 
plantear la linealizaciôn en el Teluroide del problema de Molo­
densky vectorial, que establecemos en los siguientes términos:
Etapa I
( i ) En primera aproximaciôn consideramos :
(ii) Analizar la existencia y unicidad de soluciôn del pro­
blema de contorno
f A T  : o en fly
' T * Y  + ,7ToY^ = f  sobre 5 ^  (2 .12)
T  : 0  (r*‘) . y — » 00 j
Etapa II
En el caso ôptimo en que (2.12) tenga una ûnica soluciôn T  , 
una segunda aproximaciôn de la superficie de la Tlerra es
^  ^  ^  * T  ' ^ A^ - 7T« Y  ] . (2.13)
El problema de contorno (2.12) se denomina problema lineal 
(vectorial) de Molodensky.
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Con la elecciôn (2.10) para el U-potencial , la condi­
ciôn de contorno en (2 .12) adquiere la forma
T o y + ^ ”/ i , s f  sobre G
que tambien podemos escribir
♦ r s z Ç  sobre (S^) .
En este caso, el problema de contorno se denomina problema simple 
de Molodensky.
Si ademâs de considerar un potencial de referencia esférico, 
suponemos que el Teluroide es una esfera de radio R  , el proble­
ma de contorno
A T  * o fuera de
+ r - Z Ç  sobre (2.14)
T  : O  ( r , r — » 00
es el conocido problema de Stokes, directamente relacionado con la 
determinaciôn del geoide gravimétrico (Heiskanen-Moritz, 1985).
Con la representaciôn funcional del problema introducida en 
la secciôn (1.2), la obtenciôn de las ecuaciones linealizadas pue­
de tambien realizarse por medio de la derivada con respecto a un 
parâmetro continuo (HOrmander, 1976).
Si no suponemos que el origen del sistema de referencia coin­
cide con el centro de masas terrestre, la resoluciôn del problema 
de Dirichlet
A  Ll : O en fï if
^  sobre (2.15)
, U, : 0 (r-^ ) , r-»oo
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permite définir 3  ^ como un funcional (T de y Y  ,
3^ : r(Wj, y ") = ^ W o  Y
donde W  » U. ♦ y U. es soluciôn de (2.15).
A fin de linealizar el operador P , calculemos su derivada 
ce Fréchet (véase, por ejemplo, Kantorovich y Akilov (1964)). 
Supongamos que Wj • » Y  ’ ^ y ^  son regulares y depen­
den suavemente de un parâmetro 9 . Representeuido la derivada con 
respecto a 0 con un punto encima de la variable, obtenemos
^  r(\%^.Y) = 9  ^: ^ll»Y + (2.16)
puesto que W : u. •
La funciôn LL es armônica en con igual comportamiento
en el infinito que U. . Derivando con respecto de 0 la expre­
siôn
U.0 Y   ^ '^ s - 4 : +
obtenemos sobre 5 ^
Û. o Y  ^VK. «Y » ^  )
es decir
Cl » Y  = - <0j > Y >  • (2.17)
Asi pues, la derivada de Fréchet de P  en ( , Y  ) en la
direcciôn ( \«r, » Y ) » que designaremos por PCWj.y ) ( V,, ÿ) , vie­
ne dada por (2.16) con Ce soluciôn del problema de Dirichlet
Au, * o  en fïif
Û-.Y : sobre (2.18)
Le : OCr*^) , r -+  00 .
liminemcs ahora y  la ecuaciôn (2.16). Esto serâ posible
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si sobre 5 se verifica
<J«.t (A\^o If) ^  ® (condiciôn de Marussi) 
en cuyo caso
Ÿ *. (M^.y) (2.19)
Sustituyendo (2.19) en (2.17), obtenemos la condiciôn de con­
torno que û. verifica sobre y  (5 )^
M.O Y  . vil.y) ' W, - ‘ • (2.20)
Se observa que (M**y) g es el campo isocenital de w  sobre 
y(S') ; asi pues, con la notaciôn introducida anteriormente la 
Ec.(2.20) puede ser escrita en la forma
Ctey ♦ < ,  vit.y y - vfj - ^k.y , g^ ^  . (2 .21)
Si el problema lineal (vectorial) de Molodensky 
ûû. î O en flif
i t o y + < k « Y  I s o b r e  (2 .22)
ût : O (r-^ ') , T —» 00
admite una ûnica soluciôn, (2.19) représenta la inversa de la pri­
mera diferencial P  , Y)  "
• • •
Es conveniente observar que las perturbaciones y  > W. , .
0 son el équivalente continuo a los incrementos Y  , T  , A W  ,
y > que aparecen en el proceso de linealizaciôn sobre el Telu­
roide (Moritz, 1977).
El principal inconveniente de la fôrmula (2.19) o su anâloga 
(2.7) es la pérdida de diferenciabilidad a que dan lugar. En efec­
to, supongamos una soluciôn aproximada ( y  ) con k deriva­
das; entonces, el campo isocenital tendrâ K'A/ derivadas y no po-
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der.os esperar mâs de K-1 derivadas para ^ T  ( tc ) y K-X para 
Y  ( Y  ). No cabe duda, que un procedimiento iterative basado 
en (2.19) (resp. (2.7)) para la determinaciôn de la superficie te­
rrestre, pronto daria lugar a una compléta pérdida de regularldad 
con respecto a una configuraciôn inicial dada, debiendo evitarse 
en trabajos practices.
Las observaciones anteriores, justifican el uso del teorema 
de Nash-Hdrmander (Secc. 2.3) para el estudio de la existencia y 
unicidad de soluciôn de la ecuaciôn funcional (1.18). Por otra 
parte, como veremos en la secciôn 2.4, esta situaciôn no se pré­
senta si trabajamos en el espacio de la gravedad permitiéndonos 
aplicar el teorema clâsico de la funciôn inversa para resolver el 
problema no lineal de contorno que verifica el potencial adjunto.
2.2 EXISTENCIA Y UNICIDAD DE SOLUCION DEL PROBLEMA LINEAL 
(VECTORIAL) DE MOLODENSKY
En este apartado, se presentan los principales resultados 
sobre ia existencia y unicidad de soluciôn del problema lineal 
(vectorial) de Molodensky.
Puesto que, en general, la direcciôn del campo isocenital no 
coincide con la normal a la superficie del Teluroide, el problema 
de contorno (2.22) es del tipo "derivada obllcua". Ademâs, supon­
dremos que es regular en el sentido de que el campo isocenital 
no es en ningûn punto de y(s‘) tangente a la superficie.
El indice de un problema de contorno se define como la dife­
rencia entre la dimension del nücleo y la codimensiôn del rango^ 
(ver, por ejemplo, Hdrmander (1965)), y se demuestra que el pro­
blema de contorno regular de derivada cblicua tiene indice cero
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(HBrmander (1964) o, explicîtamente para doninios exteriores,
Me Owen (1981)). Esto pernite garantizar la alternatlva de Fred- 
holm, segûn la cual
" o bien el problema no homogéneo admite una ûnica soluciôn,
o bien el problema homogéneo (Y % o ) admite “n. soluciones lineal 
mente independientes, en cuyo caso el problema no homogéneo admite 
soluciôn si y solamente si -f verifica vi condiciones linealmente 
independientes."
Este resultado reduce el estudio de la existencia de soluciôn 
del problema no homogéneo al estudio de la unicidad del problema 
homogéneo asociado. Analicem.os pues el problema homogéneo corres- 
pondiente a (2 .22).
En lo que sigue, serâ ûtil la siguiente expresiôn para la 
condiciôn de contorno (2.8) (Krarup, 1969)
I Di_v,y \ i
Jet f------1------- 1 [ jtb j ■ -T , (2.23)
yClT.yJ y
Supongamos en primer lugar que la Tierra fuese un cuerpo sin 
rotaciôn ( -kj; o ). En este caso, las funciones , son armô-
nicas en el exterior de y(5') , regulares en el infinito y verifican 
(2.23) con f îO ; es decir, son soluciones no triviales del pro­
blema hom.ogéneo lineal (vectorial) de Molodensky. Asi pues, si 
es una soluciôn particular de (2 .12) y ç»( ), tsi,î,3 , un vector
de constantes arbitrarias, la funciôn
f : Tp . ^  C. 0,V 
1:1
es tambien soluciôn de (2.12). Este hecho confirma la invarianza 
del problema de Molodensky vectorial por traslaciones arbitrarias 
en el caso \T:0 . En efecto, segûn (2.7) la soluciôn T  da como
segunda aproximaciôn a la figura de la Tierra
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con segunda aproxinacidn obtenida a partir de ~Tp .
En el caso real ( u ^ o ) ,  las funclones
D jY  X Vj'xt , L : 4,1
son arnonicas en » verificsin (2.23) con fio pero no son regu-
lares ^n el infinito (ni siquiera acotadas). Sin embargo, DjV » 
sigue siendo soluciôn del problema homogéneo lineal (vectorial) ce 
Ilolodensky, ce tal forma que si “T^  es alguna soluciôn particular 
ce (2.12) las funciones
A
T  : Tp + C C^V , C 6 IR
sen también soluciôn. /jialogamente al caso anterior, tenemos 
vf * t Âg - ^(cDpr).if^] :
' % -  CÇ,
confirmando la invarianza por traslaciones arbitrarias a lo largo 
del eje Xj cel problema de Ilolodensky vectorial en el caso gene­
ral .
Obviaraente, los comentarios anteriores no dicen nada acerca 
del numéro exacto de soluciones linealmente independientes no tri­
viales del problema honogéneo en ambos casos.En efecto, con este 
primer analisis solo podemos concluir que es >3 si iJsO y si 
\JéO .
Por lo que respecta al problema simple de Molodensky ( y por 
consiguiente al problema de Stokes como caso particular), se puede 
afirmar que el numéro de soluciones linealmente independientes del 
problema homogéneo es exactar.ente très (Krarup, 1973). En efecto,
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Proposicién 2.2
Los armônicos esférlcos de primer grado , c, 4 .t. ) , ge-
neran el nûcleo del problema simple de Ilolodensky.
Demostracion
Si T  es armcnica en fly , también lo es la funciôn ZT* 
(Pick et al., 1973). De este modo, el problema simple de Ilolodens­
ky es équivalente a la resoluciôn en el espacio de las funciones 
armônicas regulares en Qy de la ecuacién diferencial
Z~T + r : U, en fl(p
con u! la (ûnica) soluciôn del problema de Dirichlet
Au! - 0 en Iljp
u! : -Ç sobre ^  (S^)
u! : OCr'^) . r-* œ  .
Asi pues, el nucleo del problema simple de Molodensky coinci­
de con el nûcleo del operador
T  ----
definido en el espacio de las funciones regulares armônicas en 
JTip •
Consideremcs el armônico esférico sôlido de grado -1% ,
el cual es una funciôn homogénea de grado - C'vu+l) . Segûn la rela- 
ciôn ce homogeneidad de Euler




De este modo, vemos que el operador definido tiene autovalo- 
res -(«i-D.-nto,!..., y para cada autosoluciones li­
nealmente independientes correspondiendo a los (^m+4 ) armônicos 
sôlidos de grado -n linealmente independientes.
Por ultimo, en virtud del teorema de Runge (Moritz, 1980) 
las funciones 1%^ generan el espacio de las funciones armônicas 
sobre y por consiguiente, no pueden existir otros autovalores 
y autosoluciones. De ésto se deduce, que para <v>.i las ûnicas solu­
ciones armônicas de ; o son
Acompaflando a este resultado, Hürmander (1976) ha demostrado 
que en el caso mâs general de considerar como potenclal de refe­
r e n d a  el de una esfera de nivel con pequefia rotaciôn el espacio 
de funciones armônicas regulares verificando la condiciôn de con- 
torno homogénea de Stokes es de dimensiôn uno. Hay que observer, 
que este resultado ha pasado bastante desapercibido en la litera­
ture usual sobre el problema de Molodensky vectorial.
A efectos de romper esta indeterminaciôn en la soluciôn, 
tanto a nivel del problema no lineal como del problema lineal 
impondremos, como se hizo en la secciôn 1 .2 , que el origen del 
sistema de referenda sea el centro de mas as terrestre. De este 
modo el problema de Molodensky vectorial se formula en los termi­
nes (1.14a,b; 1.15).
Con esta formulaciôn, y teniendo en cuenta(2.1), tenemos pa­
ra el potential perturbador T  (resp. u, ) un desarrollo asintô- 
tico de la forma
T(x)---^ + 0 (r’ )^ ; r-»oo (2.24
con $«(= gk-q". . Asi pues, el problema lineal (vectorial) de Molo
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cnsky se transforma en
Û T  - O en XI
2.
, yTo4>^> = f  sobre S (2.25)
T(x) : ^  4- 0(r-^) , r->oo .
Uno de los resultados mâs importantes referentes al proble- 
a (2.25) es el teorema de unicidad para el problema homogéneo 
(fîO ) ootenido por Hdrmander (1975) :
Teorema 2.3
Sea T  soluciôn de (2.25) con f !O . Supongamos que la suma 
G los ângulcs que el campo isocenital h. forma con g W  = X y con 
â normal exterior n, de (s') es %  - S con S > O en todo punto de 
i(S^ ) . Sea Y  numéro positivo < g TKfI sobre S* ,
once Q  es la medida de la cuasiconformidad de definida por
Q-- Supjlllf'till
on y vectores unitarios tangentes a la esfera unidad en
d punto considerado.
Sean Y, Y T* cantidades positivas taies que , y
efinamos (o-,) por
: Y* + T, '»l ♦ i) - Y '*'• , '‘i » o,i ,Z
1 < T*+
en caso contrario.
Sea £: Q'\igikrtS - Y Q )  Y
. R): C4)lY;in-(ri
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con ( , 3^  ) componentes tangencial y normal de
k  y 3 respectivamente, y
^  * Mfl 5cc(f.«fl
la razôn entre elementos correspond!entes de area de y don 
de p represents la incllnaciôn del terreno.
Por ultimo, sea A una constante tal que A 4 Iyl < A ^
Entonces T s o  si para algun p*(i,2,), se tiene
//«&, f .<1 . M
+  ^( X   ^ .  A% / i )  f 0.1 ^  +
-^ ♦1 \ ( 6*)
+ (P/i/ [ H a  I +
L-n*i V
9 _ — p
+ (h 4 ^ ) R d < r ‘J ^  4-îAa^/3^J (3R^ + R^* 3R^ +
(2.26)
donde jy': ^  y ( p', ) son los conjugados de Holder de ( p , ),
Demostracion (HSrmander, 1976)
Todos los parametros que intervienen en el teorema anterior 
dependen directamente de las propiedades de la topografia del Te- 
luroide; con adecuadas elecciones de Y  - X  > T* > ^  ^  ^ >
p y , Hdrmander rauestra que la condiciôn (2.26) se verifies 
para cualquier topografia con inclinaciones 4 3* o con inclinacio- 
nes > 3® pero menores que 60* siempre y cuando no se presenten con
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clemasiada frecuencia.
Por lo que respecta a la demostracion del teorema 2.3, nos 
limitaremos a analizar el caso mâs sencillo que se puede presen­
ter: el problema de Stokes (2.14) incluyendo el comportamiento a- 
sintotico (2.24). Ademas, el anâlisis de este problema es la base 
para la demostracion en el caso mâs general.
El punto de partida es la identidad (Hdrmander, 1976)
^  j . 4.Z.3 (2.27)
 ^ K«4
: ■î Oj M. D^ U, * j. K 1 4,2, 3 ( 2 . 28 )
y es el simbolo de Kronecker.
Si g • (9^ ' 9^  ^' 9)^  es un C  campo de vectores, de (2.27) ob-
tenemcs
3 3 3
^ < 9  . (2.29)
K.l j" 1
Supongamos que UL es armônica en Xl(^ , regular en el infini­
to y de clase hasta ; ademâs, sea para valores gran­
des de I Kl . En este caso, aplicando el teorema de la divergencia 
se obtiene
] L ' i i K d x  + J  ^ 5  = 0
Si 4? Cs^ ) = sj y g = X , entonces 
: - lVw.1^
i  'Ü» "j ( x )  ' - l\"-l^)
(2.30)
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donde con y henos designado la derivada radial de IL y 
la componente tangencial de Vu. sobre S\ . Asî pues, con R»1 ,
(2.30) se convierte en este caso particular en
- 1  IX7i*.l*dx + I j(T = 0  (2.31)
n%i>l S*-
y entonces
] ^  o  (2.32)
S"
desigualdad que es vâlida para toda funciôn armônica en el exte­
rior de y regular en el infinito.
Si la funciôn LL es el potencial perturbador, puesto que 
sobre verifica + %. ® 0  , sustituyendo en (2.32) obtenemos
i O  . (2.33)
Supongamos para T  un desarrollo en armônicos esféricos so­
bre 5^
T:
donde Xv désigna el armônico de superficie de grado -vu .
El operador de Laplace en coordenadas esféricas es
donde Aj- viene dado por
El operador Ar es simétrico en L (5^) y le corresponde la 
forma cuadrâtica (Mikhlin, 1965)
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<Acf.f> (2.34)
con -Fc L (S^) .
Per ctra parte, es bien conocido que 
ûpXv - - C'*>+i)'Xv •
Asi pues, segûn (2.24) con f  = T  y aprovechando la ortogona- 




Si sustituimos en (2.33) las dos ûltimas expresiones obteni- 
das, tenemos finalmente
ZL +  ^ ^  ■
'*1-0 I
Cbservando que los coeficientes de la serie emterior son po- 
sitivos para vi > 1 , se deduce que o para todo 'w si y solo si
T, î T, - O . Para : 1 , la condiciôn asintôtica en el infinito
implica que X • O • Por ûltimo, segûn la fôrmula de Green
f (v rA v -v A v ^ d x  • f  (iJ 3-— -  4 ^  ) de
n%i>i V
con 1/ : T  y Tj" î ~  » obtenemos
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0 » j-(X +T) jy : I T  j(T
1X1:1 1X1» 1
y por consiguiente -O .
De esta forma se demuestra que la ûnica soluciôn del proble­
ma homogéneo de Stokes es la soluciôn trivial T  s O
En la proposiciôn 2.4 présentâmes una demostraciôn mâs senci- 
11a e inmediata de este resultado por aplicaciôn directa de desa­
rrollo en armônicos esféricos. Sin embargo, lo expuesto en los pâ- 
rrafos anteriores es la clave para la demostraciôn del teorema 
2.3. En efecto, la identidad integral (2.31) no es muy sensible a 
perturbaciones de la configuracôn esférica y del campo de vecto­
res k  . La idea de Hdrmander es aprovechar la identidad general
(2.30), junto con una adecuada estimaciôn para las componentes de 
bajo orden en el desarrollo en armônicos esféricos de ToCp .
La condiciôn asintôtica (2.24) restringe T, a un espacio 
de codimensiôn très. Segûn esto y la alternativa de Fredholm, si 
admitimos las condiciones expuestas en el teorema 2.3 se sigue 
que el problema de contorno (2.25) tiene soluciôn ûnica regular 
si y solo si el dato ^ verifica très condiciones linealmente in­
dependientes.
En el caso de Stokes es sencillo establecer las très condicio­
nes que -f debe verificar:
Proposiciôn 2.4
El problema de Stokes (2.14) junto con la condiciôn de con­
torno (2.24), tiene soluciôn ûnica si y solo si -f no tiene ar­
mônicos de primer grado en su desarrollo en armônicos esféricos 
de superficie.
Demostraciôn
Supongamos para ~T~ un desarrollo en armônicos esféricos sô-
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el desarrollo en arcônicos esféricos de superficie de -p (esto 
es poslble, si al nenos fc l5(S*') : véase Mikhlin, 1965).
Cerivando con respecte del radio vector la expresiôn de T , 
c’oteneccs
l f = - L
Asf pues, Introduciendo los anteriores desarrollos en la condlci- 
cn de contorno de Stokes, tenenos la siguiente relacidn entre los 
arcônicos esféricos de T  y los de -Ç
es decir
, ^.>0 .
Cbservando la singularidad de la expresiôn anterior cuando 
i 1 , concluimos que el problema de Stokes tendrâ soluciôn
si y solo si * O . Tal soluciôn (no ûnica) viene dada por
T : *  J E  (■?■)
donde es cualquier armônico esférico de superficie de
primer grado.
Ir.poniendo la condicôn asintôtica (2.24) se tiene necesaria- 
mente que î O  , y entonces la ûnica soluciôn del problema de 




2 .3  TEOREriA DE LA FUNCION IHPLICITA DE NASH-HORMANDER
Comenzamos esta secciôn definiendo los espacios de HClder, 
marco funcional en el cual esta formulado el teorema de lîash-HBr- 
mander; para su definiciôn seguiremos a (HOrmander, 1976; Apéndice
A).
Sea 0 un conjunto compacte, convexo y con puntos interiores
en sC" yo<K<l ; una funciôn x. continua en 5 se dice que es
o< -holder continua en 6  si
/licO«)-kCy)l/ 
l i t l ^  j  i u p t  / I x - y r  J<  f  »  •
Sea ahora k<A4 k+i donde k es un entero no negativo; el espacio 
de Külder se define como el subespacio de C**(3) de todas las
funciones cuyas derivadas parciales de orden k  son (A-k) -hOlder 
continuas en 8 . Con esta notaciôn se observa que si q. es un
entero se tiene que H*C6)^C\b) . Si k  no es un entero, e.d 
con «€(0,1) , preferiremos en algunos casos (concretamente en las 
secciones 2.4 y 3.3) la notaciôn mâs usual para designar a
dichos espacios. Si A *0 designarâ C*(8) .
En estas condiciones, el espacio H\B) es un espacio de Bemach 
con la norma
Ilu-U * îupliü + ZL .
kliK ^
Ademâs H^C si A>b ; si escribiremos •
Las principales propiedades de estos espacios las hemos re- 
cogido en el Apéndice de este trabajo.
Los lemas A.2 y A.3 permiten définir H*(M) donde M  es cual­
quier variedad compacta C (con frontera). Esto puede conseguir- 
se recubriendo M  medigmte "entornos coordenados" Mj y conside- 
rando una adecuada particiôn de la unidad con (Mj) . Una
funciôn n, definida sobre M  se dice entonces que pertenece a 
H^M) si Xj 14, pertenece a para cada j considerada como fun­
ciôn de las coordenadas locales, y escribiremos
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De esta forma queda perfectamente definfdo .
Conslderemos la formulaciôn (1.14a,b ; 1.15) del problema de 
Molodensky vectorial. Como ya Indicabamos en el Capltulo 1, se ob­
serva que la ausencia de armônicos de primer grado /^îxi* en el 
comportamiento asintôtico de w. en el infinito, restringe W o  (p 
a un espacio de codimensiôn très; esto es, si y  es conocida 
ceberâ verificar très condiciones linealmente independientes de 
compatibilidad. En este caso, 9* puede no estar bien definido 
como funcional de y ip por medio del problema de Dirichlet 
(1.16).
En estas condiciones, se hace necesario modificar la nociôn 
de soluciôn del problema de Molodensky vectorial.
Sea ip un cierto Teluroide asociado a un potencial referen­
d a  V a  C*CS*) • y deslgnemos por y Jo valor de v  y de 
su gradients sobre respectivamente, es decir
VI, :
I
Supongamos que el campo isocenital asociado a v  no es en 
ningûn punto ce <^ (5*) tangente a la superficie y que las condicio­
nes del teorema 2.3 se verifican. Como ya hemos visto en la Secc. 
2.2 , estas hipôtesis implican que el problema de contorno
A T  : 0 en
T«(Ç4.(^To»Ç : f  sobre 5*
T ( x ) î  ^  + 0 (r *^ )  . r : ix i  -» (P
tiene una ûnica soluciôn para todo -f verlficando très condicio­
nes linealmente independientes (en el caso de Stokes, ausencia 
ce los très armônicos esféricos de superficie).
A fin de modificar el dato Wj haciéndolo compatible con el 
comportamiento de uu en el infinito, HOrmander (1976) introduce 
tres funciones A, . A* . A, e C*( S*) de tal modo que los armônicos 
de primer grado de las soluciones de los problemas de Dirichlet
AUj = 0 en
:Aj sobre S* , j :4,1.3 (2.36)
j-* O , r - » «
sean linealmente independientes.
Sea £>0 . 1 1  problema de Molodensky vectorial se plantea
ahora localmente en los términos definitivos siguientes:
" dados Wi y 9  ^ , prôximos a y en M (S*) , encontrar
una iniTiersiôn ip de la esfera unidad en (R* prôxima a en 




donde W  viene definido por
(iii) : k W  * 4 )
para alguna funciôn u, armônica en y verif icando
(iv) + 0(r-*) , r-4® ,«(,^ €5^  " (HCrmander, 1976).
La nueva formulaciôn del problema de Molodensky vectorial, 
tiene la ventaja de que ahora es un funcional bien definido 
dé y (p con vfj , (p prôximos a W, , cp^ . E n  efecto, con- 
sideremos los problemas de contorno tipo Dirichlet siguientes:
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AUj : 0 en Xly
0 ip > Aj sobre ô* j « 4,1,3 (2.38)
U.j — » O , lx l —» 00 .
Si {0 es proximo a u? en H  , los armônicos esféricos
*
de primer grado de Ly son prôximos a los de Uj y por consiguien­
te generan todos los armônicos de primer grado. Asi pues, podemos 
encontrar unas ûnicas constantes ( o - j )  , j : 4,1,3 , de tal forma que
la (ûnica) soluciôn del problema exterior de Dirichlet
Aul : O  en Xly
M.‘ o ( p :  W j  -  ^  ( 2 . 3 9 )
» O . IXI -» CD
pueda descomponerse en la forma
u !  5 U,  ^  k J  ( 2 . 4 0 )
con U. sin componente armônica de primer grado en el infinito. 
Definamos ahora el operador P  de la nanera siguiente:
r  ( W j . C f )  :  7 W o « f  
donde W  : W. ♦ ^  <o'( +xî)
M, . M.'
siendo y IL las soluciones de (2.38) y (2.39) respectivamen­
te. Con las observaciones anteriores, résulta claro que el opera­
dor P  estâ bien definido cualquiera que sea y tp
De este modo, el problema (modificado ) de Molodensky vecto­
rial se reduce a la resoluciôn de la ecuaciôn funcional
(2.41)
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En efecto, si ip q? es soluciôrr de la ecuaciôn anterior, 
tenemos
(p : k»tp-^q.jAj
con A‘{a.j} prôximo a 0 si VJ^ .
La derivada de Fréchet del nuevo operador P  en ( ,<p) , en 
la direcciôn (wf». tf) es ahora (cfr. 2.16)
: 7lÂ.(p +
donde k es armônica en XI ^  , no tiene componente armônica de
primer grado en el infinito y verifica sobre S
3
ik.cp - <9^,;p> - ^ i j A j  . (2.42)
~ j * '
Para la inversa de la primera diferencial sigue siendo vâli­
da la fôrmula (2.19), con Ou soluciôn del problema lineal (vecto­
rial) de Molodensky modificado
A LU : O en
û.«(p ♦ <VLU.(f, + <ko«f. 9^ ') - Aj sobre (2.43)
Lt 0(;
J*'
: —  + 0 ( r - ) )  , r - *  <30 .
Como es usual, en (2.41), (2.42) âj représenta la derivada de ilj 
con respecto de 9
La ventaja de la introducciôn de las constantes (cyj es do-
ble ;
(i) pernite modificar el dato Wj haciéndolo compatible con las 
tres condiciones impuestas sobre el potencial gravitatorlo ( au­
sencia de armônicos de primer grado);
(ii) la elecciôn de las funciones A,.A,, Aj garantiza, segûn la 
proposiciôn 2.7, que dados ^  y arbitarios se puede encontrar 
de manera ûnica constantes { ,  de tal modo que el problema (2.42)
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tenga una ûnica soluciôn û. ( o T* , con la analogla ya indica- 
da).
Esta ûltima aserciôn garantiza la invertibilidad de la prime­
ra diferencial del operador P  , al nenos en un entorno de
4:) •
En vista de la mencionada pérdida de diferenciabilidad del 
operador [PCW,.Cf)j ( que sigue ocurriendo aun después de modificar 
el problema), la idea de Hdrmander (1976), despues de analizar 
cuidadosamente el problema lineal (vectorial) de Molodensky, es 
establecer y aplicar un teorema de la funciôn implicita de tipo 
Mash-Moser a fin de resolver la ecuaciôn funcional (2.41).
Antes de enunciar el teorema de la funciôn implicita obtenido 
por Kürmander, y que denominaremos de Nash-HBrmander, describire- 
mos brevemente la idea bâsica denominada de Nash-Moser (Niremberg,
1981).
Sea F  un operador suave de un espacio de Banach )C a otro 
"f , con
F (xJ • , X, e X". « -f.
La cuestiôn es estudiar el conjunto de soluciones prôximas a X, de 
la ecuaciôn
F(x) ï y  con y  prôximo a y  .
Suponiendo que F (x,) es in.'ertible, la idea clâsica es cons- 
truir una sucesiôn de soluciones aproximadas (método de aproxima- 
ciones sucesivas) por medio del esquema de iteraciôn de Picard
Xj)*1 : Xp * [ F'(X,)] (y - F(Xj,)) , p: Oil, -
que converge como una serie geométrica. Si [F'(x)] existe en un en­
torno de Xf , el esquema de Mewton es
Xp+, = Xp ♦ [FCxji)] (y - FCxp)) , p :0 ,i,...
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Este esquema converge mucho mâs rapidaménte que el esquema de 
Picard.
En el caso en que el operador "pierda derivadas", co­
mo ocurre en el problema de Molodensky vectorial, la aproximaciôn 
Xp,4 es nenos regular que Xp sin posibilidad de convergencia 
en un espacio de funciones con alguna regularidad prescrita a 
priori. Este hecho motiva la introducciôn de un proceso paralelo 
de suavizaciôn, teniendo en cuenta que el grado de suavidad debe 
ser progresivamente reducido a fin de obtener en el limite el gra­
do de regularidad deseado.
Este proceso se realiza usualmente mediante la introducciôn 
de una serie de operadores regularizantes 5, dependiendo de un 
parâmetro 9 , verificando
II 5,LL Ilk  ^ c
II S,Lt|lb < C IlLLlU
II ic-S,LLllb4 C b <cL
con y 0. , b no negativos y acotados. Posibles construccio
nes de este tipo de operadores se presentan en (Hdrmander, 1976) 
y (Moser, 1961).
Definida una adecuada sucesiôn (0k) , se trabaja entonces 
con un esquema de Newton modificado de la forma 
>-1.
El error introducido por los operadores se compensa por 
la râpida convergencia del método de Newton. El esquema de itera­
ciôn de Hümander es algo mâs complejo pero la idea bâsica es anâ- 
loga (véase, Moritz, 1977;en este trabajo, de forma muy asequible, 
se analiza con detalle dicho esquema).
Vear.os ahora cual es la clase de operadores admisibles sobre 
les cuales actûa el teorema de la funciôn implicita de Nash-HCr-
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r.ancer. Sea una variedad compacta C , W.,6 C y
un operador de a definido en un ( ^  >/o )
entorno convexo V  de H, . Considerenos las siguientes hipôte­
sis :
(a) para cualquier Vg nTo C  (M.R"), la primera diferencial tiene 
inversa por la cerecha (p(v) verificando
O-Y (2.44)
para todo ^ Y • j*x • ^  constantes no nega-
tivas;
(b) para cualquier life V a C  (MiIR"*) , la segunda diferencial verifi-
para todo V  , vJe C Ct1,IR?) y , rtt\^ . . , t (\^ constantes no negati- 
vas.
Sea j e M  (H/R'’’) en un pequeno entorno del origen. Con las 
condiciones supuestas ( 2 . 4 4 ) ,  ( 2 . 4 5 ) ,  el teorema de Nash-Hdm a n ­
der establece condiciones suficientes sobre c( y las constantes 
que aparecen en (2.44), (2.45) que garantizan la existencia de 
una sucesiôn { (construida segûn el esquema de iteraciôn de 
nSrmander) convergente a u.£ M *  en la topologla cuando
a<c(*^ y tal que 4>(u.,i)-» 4»Cw,') + f  .
Si puede extenderse de manera continua deH(H,IR")a 
, para algûn , se tiene entonces
( u.) : <j) (0,1 + f .
Esta ûltima observaciôn es importante, pues ésto es lo que ocurre 
tanto en el problema de Molodensky vectorial como en el escalar 
(Cap. 3).
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Utilizemos la siguiente notaciôn (idéntica a la de K d m a n ­
der)
'^1 , j  «4- 5"
-Aj « Aj - A.., . j • 4,Z
h  : yAf/tl •
Teorema 2.5 (Existencia)
Sea cualquier et verificando
(i) dyp > q , Oy > Jl, » * + CM,, )
dy > /max >A, + 8C (2.45)
(ii) oi
cx ^ yij ♦/ ^ , <x
eo( > M  */vha,x +
2e( > + + (2.47)
Zoi )  M ; t  A , + /VMOX ( M; , ,  max 
Zei > m«LX CMg.Myl + My 
3o( > mo-x + /^
(iii) X+ no es entero.
Entonces, existe un entorno W  del origen en H  tal que
para todo se puede construir una sucesiôn M-k CTh C* con las
siguientes propiedades
(iv) cuando K-» o» , {u.„l converge a u.(f)€ H  ^  en la H  to-
pologia para todo y es acotada en c"*^' ;
(v) 4>(0*')4 f en H  para todo A.4X+A, y es acotada en
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(vi) 8 -♦ O si f-»o en H ^ ;
(vii) si ' para algûn ^ i'** tal que (2.46) se verifi­
ca con X reeraplazado por , entonces 0 (fl( si no
es entero y U,^—>u.(f) en M  *'■ cuando a<jb*^,. Ademâs,
4>Cm-«')— » + f  en M  cuando q.<p+A,.
- Demostracion (Hdrmander, 1976)
Para el teorema de unicidad la condiciôn (a) de las hipôte­
sis générales se reemplaza por
(a') para cualquier v « A  C  0*4, R"*) , la primera diferencial tiene 
inversa per la izquierda verificando (2.44) con g€C0*4,lR'” ' •
El teorema 2.6, establece las condiciones bajo las cuales 
hay unicidad de limite de las sucesiones (,U.k) o unicidad de so­
luciôn de la ecuaciôn funcional 4>(u.l = ♦ f  cuando se puede ex­
tender la definiciôn de a elementos U. que no estân en
Designemos por (^^p(f) el conjunto de todos los U.€ H** pa­
ra los cuales existe una sucesiôn {uK}fi>TnC* verificeindo
K k — » w. en H
<^(u.k)-» + f  en H  ^
El siguiente teorema, establece condiciones suficientes sobre c< 
y [i y las constantes que intervienen en (2.44), (2.45), que per­
miten la selecciôn de un entorno de n, en que no contenga
dos elementos diferentes de ) . Si ^  admite extensiôn con­
tinua de a ' esto équivale, como ya hemos indicado an-
teriormente, a unicidad de soluciôn de




Sean p( , [i cualesquiera, verificando
q >/■ , «<> «WO.X (o,/1,-/4j , max + *J^)
Zti , . J o ( > ( A , *
+ (2.48)
o(+minCa.<|,/ (i) > max (M, + My , + (A, * A J*)
{b>A* , 0.^  ^  A.t At
con b** max(o, b)
Entonces, para todo conjunto acotado 6 en H  se puede 
encontrar urta constante aT tal que A  '(f ) n 6 no tiene mas ce tf 
elementos y '
IIw." VII, > V / i  
para cualquier par de elementcs diferentes.
Demostraciôn (HOrmander, 1976)
Observaciôn (Hdrmander, 1976).
Las estimaciones (2.44), (2.45) no es necesario obtenerlas 
para todo CL en los intervalos indicados; si son vâlidas para un 
conjunto denso de tales puntos, los teoremas anteriores siguen 
siendo vâlidos. Esto es importante en la aplicaciôn del teorema 
de Nash-Hdrmander para el estudio del problema de Molodensky vec­
torial y escalar, para los cuales dichas estimaciones no son vâli­
das para ciertos valores no enteros de CL •
A fin de aplicar los teoremas 2.5, 2.6 al estudio del proble­
ma de Molodensky vectorial, Kdrmander considéra el operador
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4  : ( r(W,,.f) , W,") (2.49)
para ip , suaves y prôximas a if, , Wi en H (^ 'r') x H (S^R)
con £>0 arbitario. La ventaja de trabajar con este operador, radi 
ca en la introducciôn de los dos datos de contorno en el espacio 
imagen; de este modo, la ecuaciôn funcional a resolver es
: (9*, xi;). (2 .50
A continuaciôn, présentâmes los principales resultados cbte- 
nidos por Normande r (1976) en relaciôn al operador ,cp) y que
en ûltimo termine permiten establecer un teorema de existencia y 
unicidad para el probler.a (modificado ) ce Iiolodensky vectorial.
(A) Inversa de la prim,era diferencial 
La primera diferencial del operador 4> viene definida por 
4 Cw;,y)(vrj,tf) : ( Tcw;.(p)(\v,.ij,), W",) 
siendo su inversa (por la derecha y por la izquierda)
siempre y cuando el problema de contorno (2.43) admita una ûnica 
soluciôn. A este respecto el siguiente resultado es esencial
Proposiciôn 2.7
Si (p es suf icientemente prôxima a ip en H  R’) y
i£ verifica
'At : O en ily
t«(p+<Vko<p,lie<p> • F+ Aj sobre 5^ (2.51)
t  : + O C r-’ ) . r -»  00
con y constantes, entonces
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I L ^ . (2.52)
j='
Demostraciôn (HCrmander, 1976)
Esta proposiciôn permits cer.ostrar dos cosas:
(i) si «g :0 y F : 0 , de (2.52) se deduce que t : o en fly .
Asî pues, en virtud de la alternativa de Fredholm, el problema de 
contorno
At * O en
to(p * ) - F sobre 5^
tiene soluciôn ûnica regular sin components armônica de primer 
grado en el infinito, si y solo si F  verifica tres condiciones 
linealmente independientes ce compatibilidad, es decir, si perte­
nece a un espacio de codimensiôn tres;
(ii) si F : o en (2.51), se deduce de (2.52) que of, : » e^ , = O ,
Esto quiere decir que el espacio al que F  debe pertenecer no 
contiens ninguna combinaciôn lineal distinta de cero de A, , ,
A) . Por consiguiente, H s ' )  se expresa como suma directa del 
rango del problema de contorno con dato F  y el subespacio gene- 
rado por A, , A^ , A^ . En otras palabras, para cada FéH*’(S*) e- 
xiste una ûnica t y (e(j} con las propiedades supuestas en la 
proposiciôn 2.7.
Trasladando este resultado al anâlisis del problema de con­
torno (2.43), podemos concluir bajo las hipôtesis de la proposi­
ciôn anterior que tiene una ûnica soluciôn u, verificando
q,jl 4 C liW^ j +^9^' b , -
J" ,
Asi pues el operador es invertible; ademâs, su in­
versa verifica la siguiente estimaciôn
-59-
IIVW,.lfU9,.W,llv€ c  [ (iw .ll.,, .  ‘ 3,•.*«■) * (2.53:
* ( « < « r  («*/•,..., -
con a.) o y 0.*t ^ ~2l . Con V'i(vr,,(f) y 3* (9*, W,) , la estimaciôn an­
terior es del tipo (2.44) con
* X, • \  £ j /*-4, ‘ i+e ; a, 1 ®  .
(D) Segunda diferencial 
La segunda diferencial 4"(Wt,«f) tiene como componentes
esto ûltimo por la linealicad afin de con respecto de 
En global, verifica (Hdrmander, 1976)
4 + E
/-«'/'A m3
con O < CL < - £ , (K.*Zi i  2. y
(2.54)
La estimaciôn (2.54) es del tipo (2.45) con 
\  : 2£ . m, : i4 ÎC  . /rv>^  Î t AVt,, s o , miy : 3 + 2E
(C) Estimaciôn ce 4>CW*,(p)
La posibilidad de extender a un operador de
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H (i'iR) X H  ( IR?) a H  x H  ( s\ R,) viene garan-
tizada por la estimaciôn (Hôrmander, 1975)
,< C  (uw;ï„ ^ 4  (2.55)
vâlida para todo <l>0 y no entero.
Con la colecciôn de constantes de (A) y (3), las condiciones 
(2.46), (2.47) del teorema de existencia 2.5 se reducen a
Pf > (2.56)
Si .
De igual modo, las condiciones (2.48) se convierten en
o( > 34 6 , >/0 . (2.57)
Zstablezcamos finalmente el teorema de existencia y unicidad 
para el problema modificado de Molodensky vectorial
Teorema 2.8 (HOrmander, 1976)
Sea <Sefo,i) y arbitario.
(i) Para todo , 9, en un H entorno de , 9, el 
problema modificado de Molodensky vectorial, admite una soluciôn 
Y  prôxima a y  ^n y , d*. . A>) prôximas a cero.
(ii) Si Wj , estân en H*” con 0.>2-»S y no entero, enton­
ces cp €
(iii) Se puede encontrar un M  entorno de que no puede 
contener dos soluciones diferentes del problema.
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Demostraclén
(1) Sea (o.-i) arbitrario pero fijo, y f con . Consi-
dereraos el operador ^ deflnido en un -entorno de w; ,
para Wj , if regulares. Dicho entorno es elegido suficientemente 
pequefio de tal forma que sean vâlidas las estiraaciones (2.53), 
(2.54) y (2.55). Entonces, en virtud de (2.55) sea cualquler oc 
tal que
Z ♦ < M , X < i .
Elijamos a r - - f  ; es claro que /vx puede elegirse suficlente- 
mente grande de tal modo que las acotaclones anteriores se verifl- 
quen. Ademâs, or*^ K, » %*), i* S no es entero.
As! pues, segûn el teorema de exlstencia 2.5 y la posibilidad 
de extender ^ de H  a M*'" para todo y no en­
tero, existe un entorno de ^  en tal que para todo
perteneciente a este entorno se puede encontrar una 
inmersiôn ip verificando 4»(v^ ,(f) = (9, . v%)
(11) Segûn el resultado (vil) del teorema 2.5, si €
M*'’ con a>i*S y = verlflca (2.46), es declr,
a- ^  : 'I* ^  a < 4 +  "^ /<r ♦
entonces if e H*'” si a no es entero. Puesto que esto es vâlldo 
para todo ax sufIcientemente grande se demuestra (11).
(111) Claramente, e<sî+^2~J verlflca (2.57). Puesto que
I 1el teorema de unlcldad 2.6 nos permite encontrar un H  -entorno 
de con a lo mâs una soluclôn de 4>(v^ ,tpV (3  ^,y*})
Observaclones
1. El teorema anterior es de Importancla fundamental, pues
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hlstôricamente représenta el primer resûltado matemâticamente e- 
xacto sobre la exlstencia y unlcldad del problema no lineal (vec­
torial) de Molodensky.
Aunque los resultados obtenldos por Hürmander son demaslado 
restrictlvos desde el punto de vlsta prâctlco (proxlmldad en ter­
mines de es necesarlo subrayar que un procedlmlento Ite­
rative por medlo de (2.7) o (2.19),
debe evltarse en trabajos prâctlcos.
2. El resultado mâs débll en el teorema 2.8 es el de unlcldad, 
que nos restrlnge a un -entorno del Telurolde q» . Como ob­
serva Hürmander (1976) la causa de esta sltuaclôn es la presencla 
de la constante I 3 * en la estlmaclôn (2.54) de la segunda dl- 
ferenclal de . 5 1  se anallza con detalle la demostraclôn del
teorema 2.6 (Ibidem) nos convenesrlamos de que un mejor teorema de 
unlcldad podria obtenerse reemplazando la condlclôn (2.45) por u- 
na condlclôn de HBlder sobre la primera dlferenclal. Este procéder 
dlsmlnulrla el valor de la constante rfr\-s .
Sln embargo, trabajando en el espaclo de la gravedad por me­
dlo de la trahsformada de Legendre (ver Secc. 2.4), Witsch (1980, 
1985) ha obtenldo un resultado de unlcldad para el problema no- 
llneal en la topologia.
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2.4 ESPACIO DE LA GRAVEDAD
En esta secciôn, presentaraos la segunda técnica conoclda que 
pernite establecer teorenas de exlstencia y unlcldad para el pro- 
bler.a no lineal de Molodensky vectorial. Este método, denonlnado 
usualrnente "gravity space approach", ha sldo Introducldo en la 
teorla de problenas de contorno de la Geodesla Fislca por Sansô 
(1977).
La idea bàslca es usar como nuevas coordenadas curvllineas 
las coordenadas gravlmétrlcas con respecto del potenclal gravlfl- 
co W  : puesto que el vector gravedad se conoce sobre la super­
ficie de la Tierra, trabajando con estas coordenadas la superficie 
de la Tierra es una superficie ;conoclda!. En termines précisés, 
esto se logra por medlo de la denomlnada transformada de Legendre 
(con respecto de W  )
/w : .
El principal Inconvenlente de este método es la necesldad de 
ellminar la aceleraclôn centrifuga ( w  : O ), a fin de garantlzar 
la Inyectlvldad de la apllcaclôn . En efecto, si considérâ­
mes una esfera homogénea en rotaclôn, slempre es poslble encontrar 
una clrcunferencla sobre el piano ecuatorlal en cuyos puntos 




Asi pues, en esta seccicn considerâretr.os un r.odelo de Tierra 
no rotante, que équivale a suponer conoclda la parte rotaclonal 
del potenclal gravlflco terrestre. En otras palabras, supondremos 
que en les dates de contorno » 9 , la conponente debida a la
rotaclôn ha sldo ellmlnada; en la prâctlca esto puede consegulrse 
usando una superficie aproxlnada (por ejerr.plo, el Telurolde) para 
estimer jCj’CtfVtfJ) y , d) ( para una justlficaclôn nu­
meric a véase (Wltsch, 1980)).
£1 segulmcs deslgnando por y 9  ^ el potenclal y el vec­
tor gravedad gravltatorlos, con esta slmpllfIcaclôn, el problema 
de Molodensky vectorial se formula de la slgulente manera (con el 
crlgen del slstena de referenda en el centro de tr.asas terrestre)
" dadas la funclones ^  y ^  , encontrar una Inmerslôn Cf de
la esfera unload en (R* y una funclôn U, armônlca en , taies
que
(1 ) U«(|> s VC5
(11) (2.58)
(111) a: ~  ♦OCr-») , r-» 03 . "
Cea A  un donlnlo exterior de (R cuya frontera 3 A  sea 1- 
magen de una C* -Inmerslôn de S* en , y
0 6 iR^- r i .
El slgulente teorema establece las condlclones sufIclentes 
bajo las cuales la transformada de Legendre con respecto de una 
funclôn t no necésarlamente armônlca
ft ^




( i ) V t ^ o  en A  ; Vt — »q  , \xl-*oo
(11) la r.atrlz de las segundas derlvadas /ij, s ( , es In­
vertible para todo X€ A. . ^
(ill) f, 1 ■ 3 n --- , f (%):Vt(^ ) es Inyectlva.
13/1 ^
r  •- {  y £ (R^  ; y = v t  (x) . X6
y deslgnemos por D, el conjunto ablerto acotado con frontera F* 
y D = 0, - { O } .
Entonces
(iv) la transformada de Legendre con respecto de t
ft : Â  »IR^  , ffcCx) : Vt(X)
es un C  -dlfeomorflsmo de A  sobre D u P  ;
(v) la funclôn t : D u P ----
tCy) = <y, ft V ) > -  toe;'(y) (2.59)
es de C  C O U  P) ;
(vl) las slgulentes relaclones son clertas
e ; \ y l î V t C y )  (2.60)
t(x) S <'x,f^Cx)') - . (2.61)
Seraostraciôn (Wltsch, 1980)
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Si en el teorema anterior t es el potencial gravitatorio 
terrestre u. y A  î , la superficie F  es la imagen de S*
mediante (Fig. 2.3)
r •- [ V €  R? y - 9/<r> , (T€ s ’'] .
Cbservamos ademâs que, debido a la regularidad en el infinite de 
Vu, , el dominio se transforma por medio ce en un domi-
nio acotado D, (con frontera conocida) conteniendo el origen.
FIGURA 2.3
La funciôn definida por (2.59) se denomina en este caso po­
tencial adjunto de U, y la designarenos por cp ; la fôrmula 
(2.50) indica que la apllcaclôn inversa es tambien una trans­
formada ce Legendre ccn respecto del potenclal adjunto.
En lo que sigue, supondremos que las condlclones del teorema 
2.9 se verlfican para el potenclal gravitatorio terrestre; de es­
ta forma garantlzamos que &  es un -dlfeomorflsmo global
de sobre 0  0  9^(6*”) .
Sln lugar a cudas, el aspecto mâs relevante de este método 
es la posibilidad de obtener la figura de la Tierra a partir del 
conoclmlento del potenclal adjunto cp ; en efecto, supuesto cono- 
cldo el potenclal adjunto en D  U  3,C5*’) , segûn (2.60) la Inmer- 
slôn Y vendrâ dada por
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If : Vif o . (2.62)
De esta forma la resoluclôn del problema de Kolodensky vecto­
rial se reduce a la determlnaclôn del potenclal adjunto if en 
el espaclo de la gravedad.
La fôrmula (2.60) nos permite tamble'n expresar el jacoblano 
de en funciôn de las segundas derivadas del potenclal adjun-
; (2.63)
'J - J / \
jegûn el teorema 2.9
o(e:‘) : 0 "Vo
y entonces
V ' V , ’ (2.64)
Tenlendo en cuenta el carâcter armônlco de n. en Jly , la 
Identldad (2.64) permite escrlblr
Tr = O (2.65)
que es la ecuaclôn fundamental en el espaclo de la gravedad.
En virtud de la Identldad matriciel
r .C A - ')  : (d e tA ) * M (T r (A ^ ) '-T r (A " ) l
la ecuaclôn (2.65) puede tambien escrlblrse en la forma
X  - (Alff s O (2.66)
La ecuaclôn anterior es fuertemente no lineal (cuadrâtlca en las 
segundas derlvadas) y ellptlca (Sansô, 1977).
Sustltuyendo (2.60) en (2.59), obtenemos
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u,» * <y, s g - Cf en Du 3/^'^ (2.67)
donde g:lyl ; restringiendo la ecuaclôn anterior a g^(S^) , te-
nencs
sobre g/S^) . (2.58)
Puesto que Vu-» o cuar.do Kl — * oo , la condlclôn asintôtica 
de u, en el infinite
U.(x) : + 0 ( r - ^ )  , r î u»
permite establecer el compcrtamiento ce if en el origen del es- 
pacio de la gravedad. En efecto, cerivando la expresiôn anterior 
con respecto de , obtenenos
-
r -
y( : + OC.r''*) , r - *  co
y entonces
gr-^ : * OCr**^) , r-» 00 • (2.69)
De esta ultima relaciôn se deduce que para cualquler funciôn K 
definida en , se verlflca
O C r-^ )  , r-»oo 4=> k .f^Vy) = 0 (g % )  , g-*o (2. 7o)
para cualquler fc IR . Segûn (2.61)
(fo£^(x) : r | ^ -  U. : ^ - ^ * O C r - ’)- -«•(u.Cr’g) * 0 (r*^) .
Sustltuyendo finalnente (2.69) y (2.70) ccn T »S,4 , obtenemos
(f(y) : O ( g ^ )  . g - » o  . (2.71)
F.eagrupando todo lo visto hasta ahora, podenos declr que el
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potencial adjunto del potencial gravitatorio terrestre es solu­
clôn del problema de contorno no lineal de tlpo obllcuo
X  : O en D
: Wj sobre 9 ^ ( ( 2 . 7 2 )
(f : •
De esta forma, el problema de Ilolodensky vectorial en el es- 




Sean t y 0  como deflnldos en el teorema 2.9. SI t  
es armônlca en J1 , para cualquler funclôn veCVil) se verlflca
d «t A ir : [ -  A t  J y ] ( v . . ( 2. 73)
SI eleglmos H  ! fly , t » u. y ~ . la ecua­
clôn (2.73) se convlerte en
[ Oytf - Alf^’yl Oylf - O  (2.74)
Sln mâs que tener en cuenta el carâcter armônlco de V  . La Ec. 
(2.74) coincide con la ecuaclôn bâslca (2.66).
(b) Supongamos por un momento que el centro de masas de la 
Tierra no es el origen del slstema de referenda adoptado. En es­
te caso, la condlclôn asintôtica de (f en el origen es simple- 
mente
Y  : 0 ( g & )  ,
y se puede llustrar de manera muy sencllla la indetermlnaclôn del 
problema de Ilolodensky vectorial por traslaclones arbltrarlas 
(recordamos que estaunos suponiendo w  : 0 ). En efecto, si if es 
soluclôn de (2.72) con el comportamlento en el origen anterior.
-70-
es fâcil comprobar que
Y  : Cp + <£ . y >
tar.ble'n es soluclôn con Ç vector de constantes arbitrarias. En­
tonces, la inmerslôn cor respond lente a cf viene dada por
If : Vif •- if + ç  ^ if = vif
eue se traduce en una traslaciôn arbitaria con respecto a la con- 
figuraciôn inicial calculada a partir de yl . L a  introducciôn de 
la condlclôn asintôtica (2.71) ireplica necesariamente Ç : 0 , desa- 
pareciendo la indetermlnaclôn por traslaclones arbitrarias.
Considerem.os un LT -potenclal de referenda V  (necesaria­




riy c TL (dominio de definiciôn de V  )
2^1 : 3H.------- » , x-*V^ro^^ es una inmerslôn.
ipil
Entonces, segûn el teorema 2.9 y las condlclones supuestas para
V  en la Secc 2.1, la transformada de Legendre con respecto de tr
2v : -H. —► IR^ , : V-J-CO
es un G  -dlfeomorflsmo de /I sobre su imagen . Ademâs,
3 Du




Coco henos visto en la secciôn 2.3, la condiciôn asintôtica 
ce u. en el infinite ir.pone la necesidad de modificar el dato 
^  por medio de très funcicnes A, , € C  (5*1 con las pro-
piedades alli indicadas. Puesto que
"***' -t- OCr'**) ,
r)
una adecuada elecciôn de dichas funciones trabajando en el espa- 
cio de la gravedad puede ser
Ai : . (2.75)
Ce esta forma, el problema (modificado) de Molodensky vecto­
rial para un modelo de Tierra no rotante se formula en los térmi- 
nos
" dadas las funciones Wj . 0 y , encontrar una inmersiôn
Y  ce la esfera unidad en [R* , constantes <1, , , A.3 prôximas
a cero, y una funciôn armônica u. en , taies que
( i ) IX. (f t vTj - ^  Aj Aj
(il)
(iii) k.: , r-»a>
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Por medlo de este problema es équivalente en el espacio 
ce la gravedad a la resoluclôn del problema de contorno
Ir : o  en D
sobre 0/5^)
Cbservamos que la diferencia entre este problema y el formu- 
laco previam.ente (2.72), es la introducciôn de très constantes 
incognitas adicionales, correspondiendo al numéro de condlclones 
implicitas (ausencia de componentes ) en el comportamlento a-
sintôtico de (|> en el origen.
Cerivando (2.71) con respecto de •/. , obtenemos
= /i + 0 (9 ^)
de donde se deduce que Y  ®® singular en el origen. Un estudio 
directe del problema de contorno (2.76) requiere entonces un mar­
co funcional adecuado que tenga en cuenta dicho comportamlento 
singular en el origen. Con objeto de trabajar en espacios de fun­
ciones clâsicos (espacios de Kdlder, por ejemplo), Sansô (1977) 
considéra una transformaciôn mâs de coordenadas
k : y _  i . g - * ,
y la funciôn
<^ (i) * » iii*‘(pUiii) , 2 €o'i{g'y ; y € 0 ]
denomlnada potencial adjunto reducido.
La funciôn ^ es regular en el origen
d)(2) : O(IZI^) , e-»0 (2.77)
y el problema de contorno (2.76) es equivalents a (Sansô, 1977)
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f[<J»3=0 en O^-O'uto}
^ sobre 9D* (2.78)
v 4>(ol = 0
donde ^ : lèl , ^
F[+] = -
-  ( I P (I-in/I*)''}
6CW : f 1^ ■ 4 
P :  ( ^ )  , ij.".».»-
Introduciendo el operador bilineal
AlU.vl : i (f|^ -“-)ûv ♦f*(Tr[(I-î'P)'1.(I-|P)M..] -
el operador P  puede escribirse en la forma
F[*] : A1U.4>1.
Si lté C ^(5i) , Vt Do3 ^  , se comprueba fâcilmente que
i l < C  1^»:.,..; . (2.79)
Ademâs
■ ■)>«c“ (ao;). (2 -eo)
Supongamos 30^ €. para algun £e(#,l) (véase Apéndice) y con
sidereroos el operador
P: c‘*‘(0.'i .Ir’--------» c ‘(Oi). c’“ooL). r’
PCt,»] • ( F W  ■ S W - y  . V(J>(ol) (2.81)
j* '
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Segûn (2.79) y (2.80), el operador-P esta bien definido.
Supongamos 6 C C30«) ; entonces, la existencia y unicidad 
ce soluclôn del problema de contorno (2.78) en équiva­
le a encontrar un ûnico ( , a ) € C  verificando la ecua­
clôn funcional
P[<1>, il : Co, . o) . (2.82)
Si designai.-ios por el potencial adjunto reducido asociado 
al potencial normal de referenda, es claro que
p [4^ ' p] : con : ir* •
La idea de Sansô (1978) es aplicar el teorema clâsico de in- 
vertibilidad local en espacios de Eanach (véase, por ejemplo, 
Dieudonné (1976)), para garantlzar la existencia y unicidad de so- 
luciôn de la ecuaclôn funcional (2.82) en un -entorno de
( , 0 ) .
Con este procéder, el punto mâs delicado es el estudio de la 
invertibilidad de la primera diferencial de P en ( 4>, , 0 ).
Ccn la misma notaciôn empleada en la Secc. 2.1, si y A  de- 
penden suavemente de un parâmetro 6 , tenemos
J - '
De la expresiôn de p  en términos del operador bilineal tA 
se obtiene
4 /i[^,4>l : cC[414>
: T r [ A M ^ ]  +
ccn
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estando la r.atrlz A definida por la expresiôn
I, = ( S , , )  .
Asi pues, la invertibilidad de P i%‘Çl estâ garantizada si 
el problema lineal de contorno de derivada oblicua
: f  en Do
: 3+- sobre 90* (2.83)
-i"
 ^V«t>Co) : Ç . . }
admite una unica soluclôn ( <^  , & )€C^Î^)>^1R para todo ( "F , 0 ,
c )e C'(0:)KC'*bo:)x IR* .
Ejemplo




la expresiôn del potencial adjunto es
'/«  '/ i
cj; = - z ^  0 .
En este caso tenemos entonces
Con este valor de ^  , la expresiôn de ^[4^14* ®®
^C4i34> : A(j)
y el problema de contorno linealizado (2.83) se reduce a
A4» : f  en 0,
’ 4> - 3 ♦ ^  A.j2-j sobre 90, (2.84)
j*'
V 4>(ol 1 £
— 7 6—
El problema de contorno (2.84) puede tambien obtenerse a par­
tir del problema simple de Ilolodensky (cfr. Secc. 2.1) por medio 
de la transformada de Kelvin (Holota, 1981).
Si designamos por V  la normal unltaria exterior a 90^ , su­
pondremos que
t 0 sobre (2.85)
En ultimo extremo, la condiciôn anterior es una restricciôn 
del dato de contorno 9  ^ , y permite asegurar que el problema de
contorno (2.82) es regular en el sentido establecido en la Secc. 
2.2. Por otra parte, la condiciôn (2.85) estâ garantizada si el 
campo isocenital asociado al potencial normal de referenda no es 
tangente a cp(6^ ) (Witsch, 1980).
Sansô (1978) demuestra que el operador «^[4^] es eliptico (es 
decir, la matriz A es definida positiva), y que el problema de 
contorno (2.83) verifica la alternativa de Fredholm. Entonces, 
dados ffi C^(Si) , ^ 6 C ^C30i), ç e IR* , si el problema de contorno 
homogéneo
4» : 0 en OÔ
Q[4>] = ZL Â.j2j sobre 3D* (2 .86)
J
Co'i : O
admite como ûnica soluciôn la trivial (^  :o , À : O ), (2.83) admite 
una ûnica soluciôn ( <^  , i )c )x IR^  .
En el caso esférico se demuestra fâdlmente la unicidad de 
soluciôn del problema homogéneo asociado a (2.84)
: O en 0*
3
f ^ sobre 30, (2.87)
j.i
V4»(ol : O .
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En efecto, puesto que 4* es armônica, la funciôn f 
verifica
A k  : o en 0*
3 (2.88)
k : ZL A j éj sobre 30^ .
De la unicidad de soluciôn del problema de Dirichlet, se deduce
h(Z) : ZL Aj ^  . i € D, .
j*'
Ademâs, de la expresiôn de k y del conportaniento de <J> en el 
origen, tenemos
V k ( 0  ^•- 0
y entonces
à • 2  ^ • (2.89)
?or ultimo, puesto que la soluciôn general armônica de (2.89) 
es 4? ! ccn ç»( d, , C, , C> ) vector de constantes arbitra­
rias, obtenemos
(ol : Ç : g 4» î O .
Consideremos ahora el caso general (2.86) con <J> potencial 
adjunto reducido de un potencial normal de referenda general V  .
Si ( 4 . À ) es soluciôn de (2.86), la funciôn
, y «  D u 9 , ( 4 ' )
es soluciôn del problema de contorno 
T r [ Â ( % V M ÿ l  : 0 en 0
9 ^  -(k sobre 9 ,(6 )^ (2.90)
Ÿ(y) = 0 (9^ )  , = 4 (^4 . 0 ->o
con - Aiy % 2  , donde Cj) es el potencial adjunto
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asociado a v  (Sansô, 1978).
Consideremos la funciôn
T  : Ÿ  o f V ;
segûn (2.73) con t -v y V  ^  ~T" , si Y  verifica la primera e-
cuaciôn (2.90), la funciôn T  es armônica en Jly ' CO^
Ademâs,
y entonces, sobre Y  la funciôn X  verifica la condiciôn de 
contorno
3
- T  = • (2.91)
Si tenemos en cuenta la expresiôn del campo isocenital aso­
ciado a V  , la condiciôn (2.91) tambien puede escribirse en la 
forma
i
<VT, W >  + T  : - Z L
J
que es la condiciôn de contorno asociada al problema homogéneo 
lineal (vectorial) de Molodensky modificado. Por lo que respecta 
a la condiciôn asintôtica de X  en el infinite, segûn (2.69) y 
(2.70), el comportamlento asintôtico de ÿ  ^n el origen implica
X  : -ÿ- +OCr*^) , r-»oo , c<r ^ •
Resumiendo, si  ^ es soluciôn de (2.90), la funciôn X es 
soluciôn del problema lineal (vectorial) de Molodensky modificado
A T  • o en
<Vr, k >  + T  - " Ü A - j A j  sobre
«T
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Si el Teluroice ^ es admisible, en el sentido de que se ve 
rifican las condiciones del teorema 2.3, segûn la proposiciôn 2.7 
la ûnica soluciôn del problema de contorno anterior es T  «O , A *0 
y por consiguiente 4 « O .
Una demostraciôn directa, trabajando exclusivamente en el es- 
pacio de la gravedad, de este resultado de unicidad para el pro­
blema homogéneo (2.86) puede encontrarse en (Sansô, 1978).
Introduzcar.os la siguiente notaciôn
S, ■ c X o l l . l R *
B. = c ‘( b ;î . c'*‘o o ; ) . iR*
oC(64,G)J • {F- , lineales y continuas^ .
A fin de poder aplicar el teorema de inversiôn local al ope­
rador P resta comprobar que Pfi , es decir
(a) CB., ,B,') , verificando
Il P t4 .î ] - - P U .. S ,] U -4 . o
para todo ( <j> , g. ) , ( , 9# ) ^ •
(b) P*: B.,--------------, (4, S')---
es un operador continuo.
Cbservamos que la condiciôn (a) indica que el operador 
es continuo y diferenciable en todo punto de .
(a) En primer lugar hay que demostrar
Segûn (2.79) y (2.80), tenemos
"*V o ;
- s o ­
il v4>Co)llR3i •
Agrupando las estir.aciones anteriores, obtenemos finalmente
iipU o (4.A)«q^x< uU,i)*Q^  .
De la expresiôn de Pt^ , Al , podem.os escribir
PC4'.Al- P[4>.-a,1 - P'tô.iA , K 4 - 4 , i ((^ [4-4,.4>- 4*, 3 • o. o)
y segûn (2.72), tenemos
Itp[4.A]-P[4>,A.i-p'[^ ,A,1 (4-4,,A - , 0CII(<^ -4,.A'g..ligl .
(b) En este caso, es suficiente demostrar
I1P‘U.A,l- CII (4»-4,. a-a,1^
ccn ( 4^ , A, ) , ( 4, . ) e .
Sea ( <4 , À }£ S.J ; entonces
(P't4.Aj-P‘L4j.Aj)(<j>,4i : (/i[4,-4j-4]+i^ [4i4i*4^ ] .0 , o)
y por consiguiente, de (2.79), obtenemos
que inplica necesariamente lo que se quiere demostrar.
Con los resultados parciales que Memos obtenido, podenos e- 
nunciar finalmente un teorema de existencia y unicidad para el 
problema de Molodensky vectorial (modificado) en el espaclo de la 
gravedad:
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Teorema 2.10 (Sansô, 1978)
Sea 9  ^ una inmersiôn de S' en IR* de clase C y supon­
gamos W'j « C  . Sea el Telurolde gravimétrico asociado
a un LT -potencial de referenda V ’ € . Supongamos ademâs
que Y  Gs admisible y
c n
 ^  ^ , X — es una inmersiôn.
Entonces, el problema de contorno (2.78) admite una ûnica so-
(luciôn  4 • A ) prôxima a ( 4 » O ) en C < IR si es prôxi-
mo a 2 Ü. en .
El teorema anterior permite obtener de manera ûnica la solu­
ciôn del problema de Molodensky vectorial
V(|/og^  , a ) € C IR^
Vf* , vr,
siempre y cuando TT|Vt ®ea suf icientemente prôxirao a TTTyii en el
espaclo C"^5'). -*
Si comparâmes este resultado con el obtenido por Hürmander 
(teorema 2 .8 ), se observa que hemos ganado una derivada con res­
pecto del dato y con respecto de la soluciôn ^
Una diferencia importante entre este método y el descrito en 
la Secc. 2.3 es la posibilidad que hay en el espacio de la grave­
dad de aplicar el teorema clâsico de inverslôn local, sin necesi­
dad de recurrir a teoremas del tipo Nash-Moser: en efecto, en es­
te caso la inversa de la primera diferencial del operador P no 
pierde derivadas, resultando posible un procedimiento de aproxima- 
ciones sucesivas (por medio de un esquema tipo Uewton) para resol- 
ver el problema no lineal a partir del problema lineal.
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Observaclon final.
En (Sansô, 1981b) se considéra tambien la transformaciôn
* *■ V = IVW.WI
que hace uso de las coordenadas de Marussi (en efecto ,C)|J son
las coordenadas cartesianas de un punto cuyas coordenadas polares 
son las coordenadas de Marussi con respecto del potencial gravita­
torio terrestre).
Con esta transformaciôn, es posible establecer una teoria a- 
nâloga a la expuesta en esta secciôn para resolver el problema de 
Molodensky vectorial. En el espacio-y , espacio de Marussi, se 
introduce la funciôn auxiliar
(f = <<ip
que goza de la propiedad fundamental
= . r ‘y'
en paralelismo con (2.62).
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^Sean X" y f dos espacios de Banach, yF-.x— .y un operador lineal.
Si el espacio imagen se puede descomponer de la forma
V : rgF 9 y'
con diwnV' : d , se dice que la codimensiôn del rango es d .
^En este caso, la expresiôn analitica del campo isocenital es algo
mâs complicada. Concreteunente, despreciando cantidades del orden 
de w** , se tiene (Hürmander, 1976)
con «A, y A, el valor constante del potencial sobre la esfera
de referenda de radio % . De esta forma, el problema lineal (vec­
torial) de Molodensky sobre 5^ deja de ser de tipo Neumann para 
convertirse de tipo derivada oblicua. (Cfr. también (Bode y 
Grafarend, I960)).
^Tanto en este apartado como en el 3.3, £ designarâ un numéro real 
estrictamente comprendido entre 0 y 1 ;asi pues, haremos uso de la 
notaciôn C"** para designer a H"** con Z. . por otra parte,en 
los trabajos citados en estos dos apartados se hace uso de la nor­
ma mâs usual
“ •'««A «
Con esta norma, si A. es un dominio acotado,C (JL") es de Banach. 
Ademâs, con adecuados requisitos de regularidad para 9il (al me-
nos de ), la norma definida previamente y la introducida al
inicio de la secciôn 2.3 son équivalentes.Finalmente, las propie- 
dades establecicas en el apéndice siguen siendo vâlidas (véase, 
Schaeffer, 1976).
CAPIT U L O  3
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PROBLEMA DE MOLODENSKY ESCALAR
En este capltulo estudiamos el problema de Molodensky escalar 
cuyo planteamiento se présenté en la secciôn 1.3.
En la primera secciôn, con la introducciôn de una adecuada 
representaciôn funcional del problema, recucimos su resoluclôn a 
la resoluclôn de una ecuaclôn funcional. Esta ecuaclôn se lineali- 
za por medlo ce la técnica de Hürmander. En 3.2 la linealizaciôn 
se realiza en el Telurolde.
En 3.0 se anallza el método introducldo por Sacerdote y San­
sô (1?8G) por m.edio del cual se transforma este problema de fron­
tera libre en uno con frontera conoclda. Se presta especial aten- 
clôn a las condlclones que garantizan la posibilidad de dicha trans 
fcrmaclcn, asf como a la ecuaclôn en derivadas parciales que el nd- 
culo del radio vector verifica en el nuevo dominio. De esta forma 
se obtiene un resultado de existencia y unicidad en un entorno del 
caso esférico.
?cr ultimo, por medio del teorema ce Nash-HBrmander se esta­
blece un nuevo teorema de existencia y unicidad vâlido para confi­
gurée iones mâs générales.
3.1 FORMULACION FUNCIONAL DEL PROBLEMA. LINEALIZACION POR MEDIO 
DE LA DERIVADA CON RESPECTO DE UN PARAMETRO
Como vimos en la secciôn 1.3, el problema es encontrar una 
funciôn rtS'-'R y una funciôn ic definida en tal que
(i) Al*. • 0 en Or
(il) W .  Y. • vif, (3.1)
(iii)
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(iv) LL : 0 ( r . r -* 00
con W  definido por (1.3). Los datos W* , g representan el po 
tencial y el -.odulo del vector gravedad r.edldos sobre la superfi­
cie de la Tierra.
Conocido r , y considerando que la solucion del probler.a de 
Dirichlet
Aw, » 0 en O-r
W,« Y : '*^4 ■ sobre 5* (3.2)
H : 0 Cr-') . r -» 00
es corr.pletar.ente conocida, las condiciones (3.1) perr.iten esta- 
blecer cono un funcional Ç  ce WJ y r ,
âj : (3.3)
con vj" verificando (1.3) y u. soluciôn del problena de Dirich­
let (3.2).
Por otra parte, conocido r y la soluciôn del problema no 
lineal de contorno
An. : 0 en Tip
* w^(x^, ,o) I : sobre (3.4)
M. : 0 ( r - * )  , r - *  00
las condiciones (3.1) dan cono un funcional de y r ,
' %  (g.'T) : (3.5)
con \x/" verif icando (1.3) y u. soluciôn de (3.4). Observâmes que 
el problema ce contorno (3.4)es el problema gravimétrico con con­
torno fijo presentado en 1.3.
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Asi pues, en virtud de (3.3) y (3.5) son posibles dos for­
mai a d  one s fundonales dlferentes del problena de îîolodensky es- 
calar. Zn ar.bos casos, la cuestlôn es analizar si
8/  Ç K , r )  (resp. w;z(^(9^,r) )
define a r cono funcional de los dates de contorno y
Cono se hizo al estudiar el problena de l’olodensky vectorial 
y per las nisnas razones alll expuestas (véase Secc. 2.3), résul­
ta nés conveniente trabajar con los operadores ^  y ^  defini- 
cos en la forma
l") •- (^ <^ 5 . r  (v^ Tj.r))
Ar.ibas fcrnulaciones del problena tienen sus ventajas y des- 
ventajas. En efecto, trabajar con el operador iir.pone el estu- 
cio de un problena de contorno tipo Dirichlet, nientras que el 
operador ^ necesita de un problena de contorno internedio no- 
lineal en la condiciôn sobre la frontera. Sin embargo, como vere- 
nos a continuaciôn, la inversa de la primera diferencial de 
"pierce nés cerivadas" que la correspondiente de ^  , y aunque
en aiîibos casos no séria conveniente un proceso iterative para la 
resoluciôn, trabajar con reducirla probablemente la regulari- 
cad a priori que es necesario suponer para los datos.
El primer paso para el estudio del problema no-lineal (3.1) 
es la obtenciôn de las ecuaciones linealizadas. Para ello, supon- 
gamos que todas las cantidades que intervienen en su formulaciôn 
son suaves y cependen suavenente de un parâmetro 9 .
(a) Linealizacién de
Si désignâmes la derivada cen respecte de G cen un punte en- 
cima de la variable, es cl are que W  U. es arraônica en cen 




^CW.lfP : lÂ,.lf^ + <VW.C^.Çr>^ • vVj (3.6)
^  T(w;.r) : (Çg , + CÇa . Êr ) (3.7)
hablendo empleado la notaciôn
( % 1 .
En todo lo que sigue supondremos que sobre S se verlflca 
: IVW.tf^l ^  O
Si
sobre S* (3.8)
podemos despejar r de (3.7) obteniéndose
: (9,- •<(>,>)< . ('^ ,,‘<t)«r>’\  (3-9)
La condiciôn de contorno que û, verif ica sobre ((J.(5^ ) se ob- 
tiene sustituyendo el valor de r dado por (3.9) en (3.6). Con 
dicha sustituciôn tenemos
- <ï,9û..((»^> : f sobre S*" (3.10)
donde
? »  (g). e^y êj (3.11)
f  : nVj - . (3 .12)
Trabajando con el operador supondremos cierta la condi­
ciôn (3.8), que juega el mismo papel que la de Marussi en el pro­
blema de Molodensky vectorial (cfr. 2.1). Es fâcil dar una inter-
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pretaclôn fislca a dlcha condiciôn. En èfecto, puesto que ^
es simétrica tenemos
<§3 , ‘ < Çg gr> .
Se comprueba ademâs fâcilmente que
VCIVWO 0 gj
de tal modo que, expresando el gradiente en coordenadas esféricas, 
obtenemos
9f i v w i )
<{,. • — j T - * t
Asl pues, la condiciôn (3.8) significa que la derivada radial 
del mddulo del vector gravedad es diferente de cero sobre (5^ . 
Anâlogamente podemos escribir
.
Resumiendo, para determiner la perturbaciôn r de r a partir 
de w^ y 0  ^ por medlo de (3.9), es necesario resolver el proble­
ma de contorno de tipo obllcuo
'a û . : O en A p
u,# cf - , Vu.• (f > » -f sobre 6^ (3.13)
û. (*) 5 0 Cf **) r —» 00
con ? y  -P dados por (3.11) y (3.12).
Si el problema de contorno anterior admite una ûnica soluciôn 
regular para todo -Ç regular, entonces la inversa de la primera 
diferencial de ^  viene dada por
[ (w;.9^ ) : Cw-J, ) . (3.14)
A continuaciôn veamos cual es la pérdida de dlferenciabili-
- s e ­
en este caso. Supongaunos que tenemos una solucion aproximada pa­
ra la cual r tenga Ic derivadas. Entonces, debido a la presencia 
de las segundas derivadas de W  en (3.11), el campo de vectores 
« tendrâ K.-i derivadas, al igual que el dato f ; de esta 
forma, ic no podrâ tener mâs de it-1 derivadas yr n-i . Esta si- 
tuaciôn es idéntica a la que se présenta en el problema de Molo­
densky vectorial (cfr. Secc. 2.1).
(b) Linealizacién de
En este caso, la derivada de Fréchèt del operador viene 
dada por
siendo validas las ecuaciones (3.6) y (3.7).
Si sobre suponemos que se verif ica
YiT » %  * ^
podemos despejar r ce (3.6), obteniéndose 
r ■- ( - Û . 0 , gp ) .
(3.15)
(3.16)
Observâmes, que la fôrmula anterior es la conocida fôrmula de 
Bruns (véase por ejemplo, Heiskanen y Moritz, 1985).
De nuevo la funciôn w. es armônica en A p  con igual regula- 
ridad en el infinito que k. . La condiciôn de contorno que u. 
verifies sobre , se obtiene ahora sustituyendo la expresiôn
(3.16) en (3.7); entonces




3 ■ I. • . <3-13)
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Asi pues, conocidos y â» • obtener r a partir de
(3.16) es necesario resolver previamente el problema de contorno 
de tipo cblicuo
AÙ. : o en Ap
sobre S* (3.20)
u,(x)»0 (r-^) r —* 00 
con ^ y g dados por (3.18) y (3.19).
Si el problema de contorno anterior admite una ûnica solu­
ciôn, la inversa de la primera diferencial de es
Cgj.w-*) * - i.<(>p)C|7 (3 .21)
con û. la soluciôn de (3.20).
Como hemos anunciado emteriormente en este caso hay una pér­
dida menor de diferenciabilidad. En efecto, puesto que en (3.16) 
no aparecen las derivadas primeras de Ci , si tenemos una solu­
ciôn aproximada para la cual r tenga k derivadas podremos es- 
perar a lo sumo (c-1 derivadas para r
En todo lo que sigue, y particularmente en la secciôn 3.4,
nos restringiremos al estudio del problema de Molodensky escalar 
por medio de la formulaciôn funcional . Al problema de contor­
no (3.13) le denominaremos problema lineal (escalar) de Molodens-
isz-
Analicemos ahora con detalle el caso esférico. Supongamos 
una configuraciôn inicial para la cual W :  S4- cyo  y r « 1% 
con ç una cierta superficie aproximada. Con esta elecciôn, 
tenemos
• I r - r  ?  • ?
ï ■ f  gr
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f -  % - i s .
De esta forma la condiciôn de contorno asociada al problema
(3.13) se convierte en
ek + r sobre
que es igual a la condiciôn de contorno del problema simple de 
Molodensky (cfr. Secc. 2.1).
Asl pues, segûn la proposiciôn 2.2, el problema de contorno
(3.13) no admite una ûnica soluciôn, siendo su soluciôn general
3
Lt : W.p ♦ ^
i . t l
con ûp soluciôn particular y constantes reales arbitrarias.
Entonces derivando con respecto de x résulta
vii, :7Û,p * ?  (I-SfJ) , Ç • (-pr)
y segûn (3.9) la perturbaciôn r de r viene dada por
r ; < 0. . e^> ♦ Tp (3.22)
con calculado a partir de dp .
Por consiguiente, en aproximaciôn lineal, el radio vector de 
la superficie terrestre es
r : ♦ <? . €p> (3.23)
con .
Esta indeterminaciôn en la soluciôn, al nivel de las ecuacio­
nes linealizadas, se traduce en una indeterminaciôn por deforma- 
ciones radiales variables punto a punto (a., manteniendo las
coordenadas smgulares (9,^) (ver fig. 3.1).
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Recordamos que en el problema de Holodertsky vectorial, la indeter­
minaciôn en la soluciôn del problema lineal se traducia en una in­
determinaciôn por traslaciones arbitrarias.
FIGURA 3.1
Si imponemos que el origen sea el centro de masas terrestre, 
que équivale a elegir un elipsoide geocéntrico de referenda, la 
condiciôn asintôtica de it, en el infinito se convierte en
♦ O ( r r oo
resultando g. : o . En términos del operador esto équivale a
garantizar la inyectividad del operador , eliminândose
asl la indeterminaciôn antes mencionada.
Los resultados anteriores pueden ser visualizados mueho mejor 
si nos referimos a la teorla clâsica relacionada con la fôrtnula de 
Stokes. En efecto, como se demuestra en (Heiskanen y Moritz, 1965) 
la generalizaciôn de la fôrmula de Stokes a un elipsoide arbitra- 
rio cuyo centro, elegido como origen del sistema de referenda, 
no coïncida con el centro de gravedad de la Tierra, contiene el 
término adicional
Wje.X) •- J j«A.ecj»l * f| 5e/i« se/i^ *■
con (j| '1 *3 ) l&s coordenadas rectangulares del centro de gravedad 
terrestre. Si introducimos el vector y  el vector uni-
tario en la direcciôn radial
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* <] , Ér> (3.24)
cuya estructura es anâloga a la obtenlda para r . Es claro que 
la indeterminaciôn en la ondulaciôn del geoide por medio de (3.24) 
queda anulada si el centro de gravedad de la Tierra es el origen 
del sistema de referenda adoptado, en cuyo caso î s o y î O •
Asi pues, en lo que sigue supondremos para u. un comporta- 
miento asintôtico de la forma (1.15); ahora el problema de Molo­
densky escalar se formula en los siguientes términos
" dados '*0 y . encontrar una funciôn r y una funciôn il
definida en , tal que
(i) A il * o en
(il) vkTj : W»
(3.25)
(iil) S, :
(iv) M, * + O Cr-5) r -» œ
con W  definido por (1.3)."
Funcionalmente, el problema (3.25) se reduce ahora a la reso­
luciôn de la ecuaciôn funcional
(3.26)
con definido por
4», r) : (vTj , [JTw-j.r)) Ç (W;,r) : I7vr.(f^ l
donde vT(k) « u.(i«) ♦ y u. soluciôn del problema de Dirichlet
A il * O en A,.
lL»(f ï sobre 6^ (3.27)
Il î ^  ô(r*’) r-* ce
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La linealizacién de (3.26) se realiza exactamente igual que 
para el planteamiento inicial. La ûnica diferencia en el resultado 
final es en la condiciôn asintôtica que <4. verifica en el infini 
to, que debe ser del tipo (1.15), es decir sin contener componen-
te armônica de primer grade.
La formulaciôn (3.25) tiene la desventaja de que ahora el o- 
perador ^ puede no estar bien definido. En efecto, igual que o- 
curre en el problema de Molodensky vectorial, el problema de Di­
richlet (3.27) requiere que verifique très condiciones lineal-
mente independientes de compatibilidad con el comportamiento a- 
sintôtico de u, en el infinito. Asî pues, es necesario reformu­
ler una vez mâs el problema a fin de garantizar su resolubilidad 
para datos de contorno arbitrarios. Tal reformulaciôn se realiza- 
râ en la secciôn 3.4 siguiendo el procedimiento introducido por 
HOrmander (1976).
Finalizaunos esta secciôn observando que la ûnica diferencia 
esencial entre el problema lineal (vectorial) de Molodensky y 
el problema lineal (escalar) de Molodensky, radica en la direcciôn 
del campo de vectores a lo largo de la cual se efectûa la deriva- 
ciôn de û, en la frontera: mientras que en el problema vectorial 
son las llneas isocenitales, en el problema escalar son las li­
ne as de la plomada. Asi pues, se podria enunciar un teorema anâ- 
logo al 2.3 para el problema homogéneo asociado al (3.13); lo û- 
nico que cambiaria séria por y por .
Por consiguiente, bajo las condiciones establecidas en el 
teorema 2.3, el problema de contorno
Aie * o
: Ç sobre
k t o *  +  0 ( r  )) r - *  oo
puede ser resuelto de manera ûnica para toda Ç regular verifi- 
cando, en virtud de la alternativa de Fredholm, très condiciones
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linealmente independientes.
3.2 LINEALIZACIQN EN EL TELUROIDE
Con los datos de contorno disponibles ( , â, i -/r ) po­
demos définir el Teluroide de las dos maneras siguientes:
(a) Teluroide angular-potencial
superficie constituida por los puntos ^  verificem-
do
Vl^ i • %f>\ , para algun P6«f^(5^) (3.28)
siendo v  un Lf -potencial de referenda;
(b) Teluroide angular-graviroétrico
superficie constituida por los puntos verif ican­
do
para algun pg (^ (5*) (3.29)
(ver fig. 3.2).




Sigulendo las ideas introducidas en la secciôn 2.1, podemos 
escribir en este caso
con rj, y ^ dados por
Ip — ‘in rp(n : 111 , TT(4)t w;(r) . e* Vi^ i
3^ ■ 1^ 1 , 17V(^ 1| : g^(6-) , S: Vi^l •
A efectos de dar mayor generalidad a los razonaraientos que
siguen a continuaciôn, designaremos por ^  tanto a como a
o a cualquier otra buena aproximaciôn de la superficie to-
pogrâfica terrestre construida a partir del campo normal de refe­
r e n d a  y parametrizable en la forma con f; : 6*— ‘R  .
El proceso de linealizaciôn en el Teluroide es completa- 
mente anâlogo al estudiado para el problema de Molodensky vectorial 
(teorema 2.1). En aproximaciôn lineal, tenemos en este caso
Wj(C) : VC<(|.(Ç5) f  <Vv(»f^(C)). S r> 5 < ^ ï ( 3 . 3 0 )
3j(®) î lVV(<p^(ff)) 5 (0  ( 3 .3 1 )
siendo T  el potencial perturbador definido segûn (2.6) y 5(f) : 
-.r(g^ t;(ç) la anomal!a de la altitud.
Manteniendo el primer orden de aproximaciôn, la expresiôn 
(3.31) se escribe también en la forma
9/f) : IVir«f^ (^ffOl + <€y , M^«f^^((r0e^>5(O * ^3 32)
+ < Ç y  . ?T(q|_lO)> , g f  - ivv.jçJ •
Si nos remitimos a la notaciôn empleada en la secciôn prece-
-S8-
cente, observâmes que 0.32) es la linealizaciôn de C  mientras 
que (3.30) es la linealizaciôn de Q . Despejeindo j de ambas 
ecuaciones, obtenemos
^ ; (ag -  ^ (para Ç  ) (3.33)
si <Sy, y
$ : (ÛW - Ti (para 1% ) (3.34)
si <Vir,q,. , Ir)-i O . En estas expresiones, hemos designado por 
A W  la anomalia del potencial y por Ags lV^r.<^ | la anomal la (esca­
lar) de la gravedad.
La fôrmula (3.33) se ajusta mejor al Teluroide angular-gravi­
métrico , pues en este caso Ag - 0 , resultando
i = -<gT.7T.ip^)<gy, (M^cq^)Ç^y (3.35)
Por otra parte, (3.34) se ajusta mejor al Teluroide angular-poten­
cial, pues A W ï 0 , obteniéndose
Ç - (-"T' (3.36)
que identificamcs como la formula de Bruns (véase Heiskanen y Mo­
ritz, 1285; Secc. 2-13).
Si désignâmes por y  el môdulo del vector gravedad de refe­
renda, es claro que podemos escribir
Uha vez obtanida '5 , la ecuaciôn fundamental de contorno
asociada al carâcter armônico de T  surge al sustituir (3.33) en 
(3.30) para , y (3.34) en (3.32) para Q  ; es decir
(i) para Q
AW- X, ûg : T.q^_
suponiendo que sobre 6 se verifica •=— »(f ;
V r 'r.
(11) para
A 3  - p> A W  -- - (î CT.f^)
suponiendo que sobre 5  ^ se verifica jp ■é-O ;
hemos empleado la siguiente notaciôn, 
(b (jr*‘fr,')(|F'‘fr,')V
Con las ecuaciones anteriores se tiene toda la informaciôn 
necesaria para plantear la linealizaciôn en el Teluroide, la cual 
consta de las siguientes etapas:
Etapa I
(a) En primera aproximaciôn considérâmes : r; , que équivale 
a suponer que la superficie topogrâfica terrestre coincide con el 
Teluroide;
(b) Analizar la existencia y unicidad de soluciôn de los pro- 
blemas de contorno
(i) para HJ
AT : 0 en ilt;
T»<f,, - <o<, , > : Ç  sobre 5^ (3.37)
r-» 00
con f  : ûvf - 0^  ûg J 
(il) para
AT : o en iîr;
<gT.VT,Lf^> - p,(T,(^) : g sobre 5*" (3.38)
U
T" ^  * OCr-))
CD
-IOC-
con 3 •- ûg - (î> A w  ;
Etapa II
En el caso ôptimo para el cual (3.37) y (3.38) tengan una û- 
nica soluciôn, una segunda aproximaciôn de la superficie de la 
Tierra se obtiene en la forma
(i) para 
'L^- f ( S^ ) con
r : ♦ S  ■- ^  [ û g  -
(il) para [%
con
r : 4^,  ^ S = ^  ^ [ ûvi- T,cf^ ]
Como hemos visto en la secciôn precedents, en aproximaciôn 
esférica, es decir con un potencial normal de referenda V  es­
férico, los problemas de contorno (3.37) y (3.38) se convierten 
en el problema simple de Molodensky.
Todas las ecuaciones obtenidas en la secciôn 3.1 se identi- 
fican con sus correspondientes de esta secciôn (y viceversa), si 
observâmes que las perturbaciones o derivadas lÂ. , r , y
g equivalen a los incrementos lagrangianos T  , 5 , AW" y
respectivamente; el papel de W  en la secciôn 3.1 es el de
V  en el proceso de linealizaciôn en el TeluroideI.
Centremos por un momento nuestra atenciôn en el problema 
(3.38). Si elegimos como IT -potencial de referenda el potencial 
normal (véase Secc. 2.1), la condiciôn de contorno de (3.38) pue­
de simplificarse introduciendo las siguientes aproximaciones
= ■ - ' F F  = - T
con V vector unitario en la direcciôn normal al elipsoide.
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Entonces, si designamos < f . V T >  por , tenemos
3T 4 3r ^
f k  - Y  3 7 ^  : - ^5. (3.39)
La expresiôn (3.39) es la conocida y clâsica ecuaciôn fundamental 
de la Geodesia Fisica (Heiskanen y Moritz, 1985; Ec. 2-147c). Es 
por este motivo por lo que en un principio el problema de Molodens 
ky escalar se denominô "el verdadero problema de contorno de la 
Geodesia Fisica" (Sacerdote y Sansô, 1985).
3.3 TRANSFORMACION ANGULAR-POTENCIAL
En esta secciôn analizaraos el método introducido en (Sacer­
dote y Sansô, 1986) para dar respuesta a la unicidad y resolubi­
lidad del problema no-lineal (3.25). La idea esencial es la intro- 
ducciôn de un nuevo sistema de coordenadas relacionado con el 
de tal modo que la superficie de la Tierra (desconocida en el es- 
pacio-X ) se transforme en una superficie conocida con respecto a 
las nuevas coordenadas y asi convertir el problema de frontera li­
bre en uno de frontera conocida.
Como hemos visto en la secciôn 2.4, supuesto conocido el e- 
fecto de la rotaciôn, esta técnica ya ha sido utilizada para el 
estudio del problema de Molodensky vectorial dando lugar al espa- 
cio de la gravedad por medio de la transformada de Legendre
y : Vu.(x)
o al espacio de Marussi por medio de la transformaciôn
■i : IL(X) ZlîliüL
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slendo n, el potencial gravltatorio terrestre.
En ambos casos el problema de Molodensky vectorial se muestra 
équivalente al estudio de un problema de contorno no-lineal de ti­
po oblicuo con la introducciôn de las fundones auxiliares
, <x,Y>-k(x> (potencial ad junto)
f(Y) •- 
respectivamente.
Es claro que ninguna de las transformaciones anteriores es 
util para estudiar el problema de Molodensky escalar debido al 
desconocimiento de la direcciôn del vector gravedad sobre la su­
perficie de la Tierra. En su lugar disponemos de las coordenadas 
angulares (6 ,A) como datos de contorno, de tal modo que con los 
datos ( W* ' Si ’ -/r ) las dos posibles transformaciones vâlidas 
para la situaciôn actual son
(a) y : IVW(X)17^
(b) y :
por medio de las cuales, la superficie de la Tierra se transforma 
en una superficie conocida en el espacio imagen (espacio-y ).
Al igual que en (ibid.) centraremos nuestra atenciôn en la 
transformaciôn (b) que denominaremos transformaciôn angular-poten- 
cial. Ademâs, consideraremos como funciôn auxiliar el môdulo del 
radio vector r % IxI , ûnica funciôn desconocida para conocer com- 
pletamente la geometria de la superficie terrestre, y que en fun­
ciôn de y designaremos por .
A fin de garantizar una correspondencia biunivoca entre el 
espacio-% y el espacio- y por medio de la transformaciôn angular
potencial, es necesario tambien es éste caso suponer V i o  . E n
efecto, supongamos que la Tierra es una esfera homogènea en rota­
ciôn de radio R ;entonces, su potencial gravlfico es
—1C3 —
r > R
con H. constante gravitacional de Newton y /*1 mas a de la Tierra. 
Con los valores standard de , M  y w  , si nos desplazamos a lo
largo de la direcciôn o ) podemos encontrar dos puntos
( R ,0 ,0) y (x»,o,o) taies que (ver fig.3.3)
fx-.R
FIGURA 3.3
En otras palabras, dos puntos dlferentes en la misma direcciôn 
tendrian igual potencial gravlfico.
Asi pues, en esta secciôn consideraremos el problema de Molo­
densky escalar sin rotaciôn;los datos de contorno sobre S son 
ahora el potencial gravltatorio Uj y el modulo del vector gravedad 
gravltatorio que seguiremos designando por 9  ^ . El problema se
formula ahora de la siguiente manera
" dados H* , 9  ^ , encontrar una funciôn r= ÿ — ‘IR y una funciôn 
Il definida en ilp taies que





(iv) K.I-^ + 0 ( r - » )  r - » 0 0
Con objeto de hacer mâs clara la exposiciôn hemos dividldo 
esta secciôn en dos apartados. En el primero, se establecen las 
condiciones que garantizsui la biyectividad de la transformaciôn 
angular-potencial; se obtiene también la ecuaciôn en derivadas par- 
ciales, condiciôn de contorno, y comportamiento asintôtico en el 
origen que W  verifica en el dominio imagen. En el segundo apar- 
tado, por medio del teorema de inversiôn local en espacios de Ea- 
nach, se estudia la unicidad y existencia de soluciôn del proble­
ma de contorno no-lineal obtenido en el primer apartado en un en- 
torno del caso esférico.
3.3.1 PROPIEDADES
Sea flp un dominio exterior con frontera para al-
guna funciôn regular r S^ — *(R . Sea t una funciôn armônica en 
JTr y regular en el Infinito. En el siguiente teorema se estable­
cen las condiciones bajo las cuales la transformaciôn angular-po­
tencial asociada a t
ft -H-r * - t (X)
es una correspondencia uno-a-uno entre A r  y su imagen. Designare­
mos por el jacobiano de la transformaciôn ; se observa que
t(x) : : M x l  . (3.40)
Teorema 3.1
Sean rtC'^(S*') , te C''(Â,) para algûn 'n.^ /Z ,verificando
(i) û t --0 en A p  ; -t(x)zO(r*') r--ix»-»œ
(ii) -h i 0 sobre (6 )^
(iii) t p 4 o  en A p
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Si designamos por
P» { : V'ffcCx) X€<f/5M}
y fC^  es el dominio abierto acotado por H  y - fo)  ^ se
tiene
(iv) ft es un C  -difeomorfismo de A r  sobre U P ;
(v) , V^ C-/)-- l€j(y)l € C (At LI P) .
Demostraciôn
En primer lugar veamos que las condiciones (i)-(iii) implican 
la existencia de en todo punto de A p  , Puesto que
%  =  ^ ÎTi ^3.41)
la expresiôn del jacobiano de es
(3.42)
La matriz (denominada "proyecciôn sobre la direcciôn x "),
tiene las siguientes propiedades
1 . P,^ ■ Pj (simetria)
2. (idempotencia) (3.43)
3. x(l-PJ : O .
Sea x,€Ap ; consideremos un sistema ortogonal de coordenadas 
( con origen el del sistema de referenda general adoptado y 
eje Zj en la direcciôn del radio vector de x, . Sea Ç la ma­
triz ortogonal relacionando ambos sistemas
r". ç  x"
Puesto que
Ç * (o . 0 , r. /   ^ r, IX.1 
Ç(vl(o') : (v; , Vj .
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cuyos autovalores son ( de multlplicidad 2  ) y t, (*•»). Al ser
la funciôn t armônica en Ap y regular en el infinito, el prin­
cipio del mâximo junto con la condiciôn (ii) iraplica que t +•0 en 
fir • Entonces, los autovalores de en K, , idénticos a los
de H^O^), son no nulos asegurando de esta forma la invertibilidad 
de en A p  .
Por otra parte, de la regularidad de t en ilp y la estima- 
ciôn (Calderon and Zygmund, 1957)
lOpy (tt,)! 1X13.1
con armônico esférico normalizado de grado /n, y C constante 
dependiendo de r , se deduce que C^(Jîpl.
La inyectividad de , permite considerar a P  como la
imagen de una -inmersiôn de 5 en (R^  ;concretamente
, % - 1 . %
y A t  es entonces un dominio acotado bien definido.
Al ser t i o  en A p  , el origen de coordenadas en el espacio- 
■y pertenece a la frontera de : ademâs, en virtud del teore­
ma de inversiôn local, la existencia de en Ap garantiza que 
la aplicaciôn es abierta.Asl pues tenemos
AAp)’ At"{®} ' A t  con 0 e  3 A k  •
Por ultimo, demostremos que es inyectiva que nos permi-
tirâ concluir que es un C"'-difeomorfismo global de A p  sobre
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A t  o r* .
Consideremos dos puntos x , Y € Ar y supongamos A  (%) « 
es decir,
t(x) : t(y) ly, •
v ’’
Multiplicande la expresiôn anterior primero por y despues por 
^  ,obtenemos
: t(Y) 0,5 Y ■> 6 s Y : tCy)
siendo Y  el ângulo subtendido por los radio vectores de x e y . 
Entonces, es claro que 4i<ji debe ser estrictamente positive ccn 
Cbs'ij/î 1 : finalmente, segûn (iii) y aplicando el teorema de La-
grange a la funciôn t en el intervale ( x ,y ) se tiene x : y .
Para probar (v) basta con observar que
H W )  : it'kW'l = < t'iiy) , >
y que £ C'^CAt V T) .
En todo lo que sigue supondremos que las condiciones estable­
cidas en el teorema anterior se verifican para el potencial gra- 
vitatorio terrestre con /*vsZ • La transformada angular-potencial 
con respecto de Le la designaremos por £
Como indicâbamos en la introducciôn, el siguiente paso es ob­
tener la ecuaciôn en derivadas parciales que , o siraplemente
TV" , verifica en .
De (3.40) deducimos que
l (y) : V ( y ) (3.44) 
y por tanto el jacobiano de t~* , que designaremos por K , viene
dado por
^ ;y, (v^^w- + w(i-p^))
-1C8-
K. : Vijji[y''vur ♦ VJ(X-P^)1 (3.45)
Con y*f(x) , la expresiôn (3.42) puede también escrlbirse en la 
forma
7 7 , Cl-PA.
Si tenemos en cuenta que K H : %  , a partir de las expresiones
obtenidas para K. y H  , obtenemos
(y^Vvr + v(I-Py))(~ Vit(C'cy)) + (%-fy^) - X
que se reduce a
I - 1 7  ^k.(€‘‘'(yî) > (A^vr)(X-Py) + (1*1^) (3.46)
sin mâs que tener en cuenta las propiedades (3.43) de . E n  la
ecuaciôn anterior désigna la derivada radial de w  en el es­
pacio- y . Observamos que la invertibilidad de K  , asegurada por
el teorema 3.1, implica necesariamente que ^ o
Kultiplicando por y a ambos lados de (3.46), obtenemos fi- 
nalmente
(v - ^  (I-Py)) (3.47)
y por consiguiente
K.' . H ; - ~ [ p y -  y^^(l'Py')] + (3.48)
Expresando el operador de Laplace en la forma
Û 14. : ~Tr ( 0 (Vn.'i)
con TC^U.) el jacobiano de Vic , y teniendo en cuenta que
3  f Vic .e*A (y) : J (70 (e’cy)} K  
en se verifica
“(^[jCVit.e-A K.*'’] = O  (3.49)
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Segûn (3.47) y (3.48), la expresiôn anterior se traduce en una e- 
cuaciôn en derivadas parciales para vT en A h. .
Calculemos en primer lugar . A fin de simplificar
la notaciôn , désignâmes por la proyecciôn del gradiente de




Vj-U ï Vv (I- Py)
y entonces, las expresiones (3.47) y (3.48), pueden escribirse en 
la forma
(3.50)
^   ^ (3.51)
Después de laboriosas operaciones se obtiene
3('vu..e-'') : Ci-Py)n^ -
- ^  (Py'^w) - t W ç (V^vy) - ( ; ^  -
i^o CVrVvvr).'W?
Multiplicande la expresiôn anterior por K~ , tenemos final­
mente
OfVi.e-’) K-' . C , ^  ♦ i;) ^
"%  -  
'  (ç k rj ■ *
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•yiww^ Cv^Vy) + (VrWTrV) [  ^ "
' -S-(;;k:j - ;pLû^)CY^9^v) * - ^  ( V w / ^ ^ p y )  +
+ y (X-Pyl) 4. (v *w  VnrPy) .
Analicemos ahora la traza de cada una de las matrices que In­
tervienen en (3.52):
H-Id-Ryl]: ^
Tr I (I-Py) Py ] : O 
T r[(X -P y )r1 ^  : V ,V  M v  i ' '
Tr [ (x-py) Cl-Py)] : Tr[(l-Py)Mwl
TrC PyrlH jPy]-- T r[P y /^ ,o l  
Tr [ Py^w/7çw] : 0 
Tr[PyM„ (I-P y)] : O 
Tr L V w  VyTj 1 : 1 VfW 1^
TpLy^Vçv] *■ 0 
TrLv^V Y M ^ P y ] : 0  
Tr [ Vp TO Y ] : O
lr[v^w Y M y  i T  [Vvr yMy]
T r L V v  Vvr Py ] : O .
Finalmente, segûn (3.49), la ecuaciôn en derivadas parciales 
que u  verifica en Çj^  es
F[v] : 0
con P[w] definido por
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F[ij] : ^ / %  y^) (3.53)




IVçWl': 17Vl^- V j 
VvP^ :
el operador F  admite tambien la expresidn
Û W  - (i fxtn
Puesto que en Sl^ W  ui^ i-O la ecuaciôn que V  verlflca es équi­
valente a
Ftvr] : o (3.54)
con ^  definido per
F[w] Î Û V  - C"î^ ]i ^'Y'Wf (Vw (3.55)
+ 4. lyi u)f I7u)l^  +
(Sin que haya lugar a confusiôn deslgnaremos a F por F .)
Se comprueba fdcilmente que las f u n d  ones (o<elt) y
son soluciones de (3.54).
Analicernos a continuacl6n el comportainiento de W  sobre P  
y su comportamlento asintôtico en el origen.
(a) Condicl6n de contorno.
El potencial gravitatorio terrestre U. verlflca sobre 5
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IVw.1 : 9,
Entonces, en virtud de (3.47), la funciôn v  verlflca sobre ^
4  f  l y i ^  V i
( 4 + : 9^ . (3.56)
De (3.47) podemos deduclr que ;por conslgulente, puesto
que it,<0 , *w^  es tamblén estrlctaraente negatlva. Con esta obser-
vaclôn y puesto que " i e s  una funclôn dlstlnta de 
cero en A h. , la condlciôn de contomo (3.55) es équivalente a
6 [w] = a /
con 6  deflnldo por
BCiol 1 - -»0p (4 + ly^v»’') . (3.57)
(b) Comportamlento asintôtico en el origen.
Del comportamiento asintôtico de u, en el Inflnlto, se dedu-
lyl Ixi : «H + .
De esta forma, para cualquler funclôn j  deflnlda en fl,. y cual-
quler te R  se tlene
3 (x ) ï  O C k i " ' )  1x 1- * »  3 .  ï O ( i y i ' )
En particular, el comportamiento de W  en el origen es
«H.
w  s 7^  + OCiyO , (3.58)
Esta expresiôn muestra que W  es singular en el origen, algo anâ- 
logo a lo que le ocurrla al potencial adjunto en el espacio de la 
gravedad.
Finalmente, con (3.54), (3.57) y (3.58), hemos demostrado que 
la funciôn W  verifies el problems de contorno no-llneal (tanto
en la ecuaciôn en derivadas parciales, como en la condiciôn de con
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torno) siguiente
F [w l * o
6 M :  9;' r  (3.59)
W : 7 ^  +  O CiyO lyi -* o .
A fin de ellminar la singularidad en el origen de vr , se 
Introduce en (Sacerdote y Sansô, 1986) una nueva funclôn Incog­
nita (anàloga al potencial adjunto reducido en la teoria del prc- 
blema de Molodensky vectorial) relacionada con \J en la forma
:  l y i  v t y ) . ( s . e o )
De esta expresiôn se obtienen por câlculo directo las sigulentes 
relaciones entre las primeras y segundas derivadas de y ip
( '/'Y ‘ "Vf* * 1^ ,  )*
(iyi<^-f)^
CX-3«^) (3.61)
(y^cfY’’) - (iyi<f^ -<f)
yT) _ .1^  - (y^ŸY^) + -
Sustituyendo (3.61) en (3.55), (3.57) y (3.58) se obtiene la 
ecuaciôn en derivadas parciales y condiciôn de contorno que ^  
verifies en A h. y P ,
QC«f] s - - iV(pi^ Cy/i(f Y^) +
+^ 0yHf^ -(f)C7ip/4yY’’) + ^ (iyi«p^ -t^ )l7(pl^  î O en Ü h. (3.62)
CCf] 5 (iyi»(^ -ip) [l+ -^IVrfP] ^  î sobre 1^ . (3.63)
Ademâs, la funciôn (|> tiene ahora un comportamiento régula-
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rizado en un entorno del origen de la fôrcia
tf I OCi/l*)
y por tanto, ip puede extenderse de nanera continua hasta el ori­
gen con
V (^o) t o .
En resumen, el problems de Molodensky escalar (en ausencia 
de rotaciôn) se reduce, por medio de la transformaciôn angular- 
potencial, a la resoluciôn del problems de contomo
Ctvfl : sobre P  (3.64)
V ( p ( o )  : o  .
Flnalizamos este apartado observando que las expresiones 
explicitas
yM ipY""-. ( 3 . 6 5 )
V if  î - 1 ^  ^  ( l7 q » |* )  ( 3 . 6 6 )
permiten escribir el operador (^  en la forma mâs compacta
<s|Lif3 » - +
+ f fP‘Pf-'f') (3.67)
con Çî lyi .
Observaciones
1 .  Conviens indicar en este momento las principales diferen- 
cias en lo que se refiere a la metodologia y resultados aqui obte- 
nidos con aquellos de (Sacerdote y Sansô, 1 9 8 6 ) .
l.a La obtenciôn de la ecuaciôn en derivadas parciales que
-115-
xhT verifies en es alll mue ho mâs directa. En efecto, eligien 
do ( 14. . 9 , ^ ) como coordenadas curvillneas esféricas en el es­
pacio- Y se obtiene facilmente (cfr. Kinderlehrer y Nlremberg, 
1977):
h  h :
^
&  = - C V r S ) h :  + &  .
De estas relaciones y la expresiôn del operador de Laplace en 
coordenadas esféricas (Heiskanen y Moritz, 1985; Ec. 1-41) se ob­
tiene la ecuaciôn deseada para W  .
l.b Con esta manera de procéder el operador (% adquiere una 
forma algo mâs complicada (Sacerdote y Sansô, 1986;Eq.3.14):
(q[if] : f Afflf *-
+ (3.68)
donde ^  (p désigna la parte angular del operador de Laplace.
La expresiôn (3.67) que nosotrcs hemos obtenido tiene la si­
guiente ventaja sobre la expresiôn (3.68) (véase apartado 3.3.2): 
de (3.65) y (3.66) se deduce de manera casi inmediata la continui- 
dad en el origen de cada une de los sumandos que intervienen, para 
‘feC^Ciî^). Por el contrario, algunos términos de (3.68), como por 
ejemplo 2 f , presentan discontinuidad en el origen aûn siendo 
funciones acotadas; esta situaciôn exige définir el operador ^ 
sobre el subespacio ( A D  de funciones con gradients nulo
en el origen, a fin de evitar dicha discontinuidad (ver Sacerdote 
y Sansô (1986),Apéndice 2 ). As! pues, la expresiôn (3.67) pone 
de manifiesto con mayor claridad y realismo las propiedades de re- 
gularidad del operador Q
l.c La equivalencia entre (3.67) y (3.68) se demuestra fa­




(3.60 : (3 -
-Z^ •*. ] •
Es fâcil conprobar finalmente que la expresiôn entre corchetes es 
idénticamente nula.
2. Hemos preferido trabajar con el operador de contorno para
w  eue surge al considerar 9'^ y no 3j . El motivo es, princi-
palmente, la descomposiciôn que se obtiene en una parte lineal ( 
y una no lineal ( (4* ). Ademâs, la components li­
neal al introducir la funciôn ^ coincide con la ya conocida para
el problema de Molodensky vectorial trabajando en el espacio de la
gravedad: . (Cfr. también con Sansô, (1981b).)
3.3.2 EXISTENCIA Y UNICIDAD DE SOLUCION DEL PROBLEMA NO LINEAL 
EN UN ENTORNO DEL CASO ESFERICO
Cueremos ahora estudiar el problema de contorno (3.64) por
medio del teorema de inversiôn local en espacios de Banach. A este 
fin es necesario formular el problema en un marco funcional adecua 
GO y estudiar la manera de establecer dates iniciales convenientes 
en un entorno de los cuales buscar la soluciôn.
Sea A  un dominio exterior suficientemente regular con oefÙ-Sl .
dÇl con forma de estrella con respecte del origen y tal que ApCil.
Dirembs que V’£C*(ll) es un IT -potencial o potencial de referenda 
para el problema escalar si
(i) A v  : o en A
(ii) é-0 sobre 0 en A. (3.69)
(iii) , V(x):+OCr'^) .
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Elegido un potencial de referenda- v" como aproximacion del 
potencial gravitatorio terrestre n  , defininos el Teluroide an- 
gular-potencial asociado a V  de tal modo que Votf : u.j 
Supongamos que jT^ C /I • *
Segun el teorema 3.1, las condiciones 3.69 garantizeui que la 
transformaciôn angular-potencial asociada a v  ,
■ fL * IR^  , €v- 1Xl
es un C*-difeonorfismo global de Ci sobre . Asi pues
1 ^  - tg transforma en u L. , donde
L  = { V £  IR^  : y : , xe ((^ (6^))
Q y  doninio ablerto acotado por Z, ,
: A V - t o } .
Se gun la definicion de , la superficie Z. coincide con
r : 6(Sflrl , y entonces (ver Fig. 3.4).
FIGURA 3.4
Con la eleccion (e<^)0), résulta i; s y la su­
perficie ^ ( 6*’) se denomina Teluroide esférico. Nos referiremos a 
este caso como "caso esférico". Observamos que las funciones ij y 
asociadas a esta configuraciôn vienen dadas por
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H  : I e/l :
4L '
que, como ya hemos vlsto, son soluciones de Ftwl*0 y res-
pectivamente.
Como veremos mâs adelsmte, no es posible garantizar ni la u- 
nicidad ni la resolubilidad incondicional del problema linealizado 
en un caso fisicamente relevante como es el caso esférico;esto o- 
bliga, en modo totalmente anâlogo a como se hace en el estudio del 
problema de Molodensky vectorial en el espacio de la gravedad o en 
el espacio de Marussi, a reformular el problema en los términos 
siguientes:
"encontrar ^ y ^ ( «--i . . dj") € fR? tales que
QL'fl : O en
Z 3
C[if] : ^   ^ sobre P  (3.70)
Esta nueva formulaciôn, que af.ade très nuevas incôgnitas co- 
rrespondiendo con el numéro de condiciones que if debe verificar 
en el origen, permite encontrar una uniea soluciôn en un entorno 
del caso esférico (y probablemente en un caso mâs general).
Concretemos ahora la regularidad que varaos a exigir a la so­
luciôn. En todo lo que sigue supondremos que P t  (que équiva­
le a U.J é (^S^ ) ) para algun £ 6 (o,1) . Considérâmes el espacio de 
funciones
i*£ , —
que al ser cerrado con respecto a la topologia de C ( , es un
subespacio de Banach con la norma inducida. 3ea U  el ccnjunto 
abierto
U-- [tfe Cr^CXLt,') ; f >o}
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y los espacios de Banach
B, • c'Asi'j)’ r’
B , . c ' ( K ) .
El problema de contorno modificado (3.70) puede plantearse, 
con la introducciôn de estos espacios funcionales, en la forma 
âjstracta siguiente:
'e n c o n tra r  ( ( f , S-) £ \T C v e r i f  icando
P l f . S ]  : (O, -fVg.l (3.71)
conde P es e l  o p e ra d o r n o - l in e a l  P: >T »3^ d e f in id o  en l a  f o r ­
ça




La restricciôn de P a '/ , y por tanto la consideraoiôn de
iunciones Y  positivas, es esencial para que este bien definido 
(1 operador de contorno C [ ] (cfr.3 . 6 3 ) .  Ademâs, la limitaciôn 
£ esta clase de funciones es en cierto modo natural por el propio 
dLgnificado fisico de ^  como producto de el potenoial gravita­
torio y el radio vector.
Para una elecciôn concreta del potencial de referenda 
consideraremos u;l€j"'l e C* y la funciôn que ve­
rif ica
(i) 4Lé LT
(ii) - 0 en
(iii) i r  sobre P
—120—
con s modulo del vector gravedad de referenda sobre
el Teluroide.
Con este pianteamlento, si el operador P  es localmente in­
vertible en («4 . 0) , existirân f, , £* > O de tal modo que si
V ' c - c p )
existirâ una ûnica funciôn iftlî y un ûnico vector a<IR veri- 
ficando
p[<f.e-] : Co. - % .
Observamos, que las condiciones t 9jê necesarias
para garantizar la existencia y unicidad de soluciôn del problema 
de Molodensky escalar son mâs razonables que las redprocas 
( ) y que surgen al estudiar el problema de Molo­
densky vectorial en el t^pacio de la gravedad. Esta ventaja es 
tambien caracteristica en el estudio de dicho problema en el es­
pacio de Marussi (cfr. secciôn 2.4).
A continuaciôn vamos a estudiar si las condiciones que ga- 
rantizan la invertibilidad local de P  se verifican. Debemos con­
probar,
1. Ptif.al € , para todo ;
2 . PLtf, a.] es diferenciable con continuidad en n/" ;
3. P'[(^ ,o] es un operador lineal invertible de 6, en
(caso esférico).
1. P[y< 9-3 C Dt , para todo \f .
l.a (âC^ l 6 si ifeC C Â ’J.
Sea ^  el operador trilineal,
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A) : - (f e,- . O') ♦
* f (f By-e)^C<v6-,7») ♦ t(^ey.e)<9f,9A> (3.73)
con 9 , 6" , Afe C C'A!) . Puesto que
el problema se reduce a estudiar la norma de ^  , que se-
gûn el lema A.2 verifica la acotaciôn
Il4 ( 6 . 5 , 1 ) 1 1 ^ c{ufey-eBjHfffy-rii4 I I +
4 Hf6f-eiij»f^(<vr,7»)llt + Hf6f-ei£*<7r.7»ltV
En lo que sigue y por conveniencia notacional, la misma letra 
C  serâ usada para designar constantes dependiendo de un mismo 
conjunto de parâmetros. La dependencia concreta de C  con res­
pecto a algûn paramétra serâ indicada en cada caso. Ademâs, el 
subindice C^CÂ^) serâ elininado siempre y cuando no haya lugar a 
confusiôn.
Estimemos a continuaciôn cada uno de los factores que apare- 
cen en la desigualdad anterior.
De : < 77, ) , se deduce
ll(fey-e)llj < C(iie«,,j ^  ^ "e*t} .
Si d désigna el diâmetro de Al y y.y'eA^ (y*y') , tenemos
• A U  d , ly;,-V-> d^*^ly-y'l^
y por consiguiente 
1-6
lWjl£d + d < +00 ( acotado).
Asi pues,
ll(çe^ -e)ü^  >< CCd,£)iiei^ ^^  . (3.74)
Una estimaciôn idéntica se verifica para . ç)
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£n modo anâlogo podemos tambien obtener
»<V«,V€>lj  ^C (3.75)
ll<V5.VA>lj < (3.76)
(3.77)
ïûllt 4 _ (3.78)
Por ultimo, la expresiôn
Ç ^  (<v€-,vl>') : ZI 7- Aj'X + ZL
i-3 L j "
permite escribir
llç^(<Vf.V>')llj N< CCd.C) •
Agrupando todas las estimaciones anteriores, obtenemos
ll4(e,^A)ll( N< C(nl.e) (3 .79)
con C dependiendo del dominio por medio de su diâmetro Ji ,
con (3.80)
Con este resultado se demuestra que estâ definido en C^(^)
no solo para funciones ife, If , sino tambien para todo ^  en el 
espacio total C*^CA’J  •
l.b C[if]-<S:.i> e C * ^ C n
En este caso.
De nuevo eliminaremos el subindice C^(r)« Con respecto al segundo 
sumando, es claro que si Te ^ el termine estâ acotado por
una cierta constante que designarer.es por K.p .
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De (3.63) se sigue que
.< c 'X t •
Con un razonamiento emàlogo al realizado para obtener (3.74), po­
demos estimar el primer factor en la forma
(3.81)
con C dependiendo de la regularidad de P  a traves de Kf .
Por lo que respecta al segundo factor, analicernos en primer 
lugar con ae IR* . Puesto que Y es estrictamente positi­
va en el dominio acotado , existirâ una constante H, > 0 con
Y > en dicho dominio ; igualmente , existe un Q, > 0 para el cual 
. La funciôn puede expresarse en la forma g • Y
con g definida por
9 :0(3)— *(R , 0(9) = {teiR : <t < , 5 (£)î t'*’ .
Evidentemente 3 1H C0(3)) , rango( ^ ) G 0(g) , M para algûn
. De esta forma, se verifican las condiciones del lema A.3
segûn el cual
 ^ c { 11311^ + *9ii^ yYiU.}>< Vfl.»o
con C dependiendo de M y DgV .
fSea iVfif \ ; en base a la estimaciôn anterior tene­
mos ( a.V 0 ) ,
C {1 + O  + lKpilO .






Sea ahora la funciôn definida por
9‘;0(3‘) .(R O(j') .{teiR = <  < k < A )  g'Ct):
con r,' y taies que \^>q'>o , respectivamente. De nuevo
tenemos
pi -!/i
• rango( V.y )cD(g'), MVyl\ ^ rf 
para algûn tf , y segûn el lema A.3 podemos escribir
^C(Kr.ll3il,,£.«9',,,^.M,^r)[l+ «Y>iu}. (3.83)
Por ûltimo, a la vista de (3.81) y (3.83), tenemos para CL'f] 
la siguiente estimaciôn
Ilc[f]C(Kr,D3n^£.»9';^£.M,Tf){iyi£,g + :(pCj (3.84)
y por consiguiente C[(fV<’9-.y>£ ^CH) si LT
Tal y como anunciâbamos, la restricciôn if > O (que nos per­
mite aplicar el lema A.3 ) es esencial para que CI<fl esté bien de­
finido.
2. P es diferenciable con continuidad en n/* .
Sea (ip, &)€ \T . Si désignâmes por , 4.] y Ç. (<f. R) las deri­
vadas parciales de P  con respecto de Y V ^ respectivamente, la 
diferencial total (derivada de Frechét) es el operador bilineal
con (k, k)eS.,.
Por definiciôn,
Ii'W, Ri k. : ^  : (o, - <k,y>)
que es un operador lineal y continue de /R^  en B, ;analogamente,
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Con objeto de simplificar el câlculo de , Introduclraos
de nuevo el operador trilineal dado por (3.73). Entonces,
Q[tp*5k] i <q[(p] + 'k"f) •*■ 4 C k, Y' ÿ) ♦4CfiY'k)] +
+ [ 4 (f.k.L) * k , k, Y) ■*■ 4 ( k , Y  ' k) ] *
♦ s ' ^ C k ] .
Derivauido con respecto de s y particularizando el resultado 
en 5 = 0 , obtenemos
dQ(jp*50j^ , LyLkI : f'f) + 4(f.f<k). (3.85)
De la expresiôn de 4 tenemos explicitamente
L^pLk). '/■'■) -  Cff^-tf)^ûk -  iv ifi^ y /i^ y A ] +
+ vk I [ - 4- ^  (iv<pl*)] -y^ + (3 85)
+ + 4 (fYy'Y^l^f^ + *
+ k |-e(^ (p^ -f) Ay - -eivYi^  - *
- Z2 4. ^(y) Dyk ♦ b (y) D^k f C (^ik
con
A  : ( r% ) )  : -S(f«p^ -<f) VY'^ -y - ffY^-f)'l - 
b (y) : V- [■•? (ff^-f) A y  + f (i vy^)] +•
+ Oi Y [ - + A (fYf-f)] + il
cc y) - ^(fif^-Y)AY - ^ '^Y'^- •
Por lo que respecta a la segunda components de P' , tenemos
d5
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- A f y f ] . (3.87)
Reagrupando términos en D^k y k , el operador de contorno 
f^iytk] puede expresarse en la forma
Af,lM . ^(Y)k : ^ (f)k ♦ <^(Y),7k> (3.88)
. iVcY' » p*"
•-  ^ '^ rf> )
- [ Y ^ C f « ^ - Y ) 0 * ~  -- (S,(Y)7i ^
(i(Y> : (\(Y)y + p% (f) VY .
Observando las expresiones anteriores vemos que, en contra- 
posiciôn a lo que ocurre en el problema de Molodensky vectorial 
en el espacio de la gravedad o en el espacio de Marussi, la linea- 
lizaciôn del problema de Molodensky escalar da lugar a un opera­
dor de contorno en el cual no aparece la derivada radial pura: en 
efecto, hay también que considerar un término de la forma <Vk,VY> •
Por ultimo, demoi 
operadores continuos.
2.a 6 ( Q ^ Â l ) . c'cro) .
Sea kt C  ( f O  con llkl^ '^l . En virtud de (3.79) y (3.85),
tenemos
ÏL^Lkîlg < C(Al,&)llY«l+c
y puesto que se obtiene el resultado deseado. Se obser­
va que el operador es continue en todo el espacio
y no solo en el subespacio
2.b .
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De la expresiôn obtenida para , tenemos la siguiente
estimaciôn
De los factores que intervienen en y ^ ‘(4) , los ùnicos cu-
yas estimaciones no h an sido obtenidas en 1. son y
Puesto que fe U  . podemos aplicar nuevamente el lema A.3 y 
obtener
I1Vy M1.,^ j ><C(iy «.,. * 9 ( 3 . 9 1 )
" cC"f "i. kr . (44. (3.92)
con 9 igual a y t respectivamente. De este modo, a
partir de (3.74), (3.82), (3.83), (3.91) y (3.92), tenemos
c[o + «Y«l£)[l + ^ «YCe]
con C dependiendo de Kr , 11^ 8^  Y con -b
Analogamente,
N< C [ (1 + Il Y ) + (4 + " Y "i^ £) Il Y C t  " Y )]
>< C [ d 4  " Y i ^ J
con C  dependiendo de las cantidades antes mencionadas. En ambas 




^ 4' , b ^  O ^ “1^p#^.^+"05 •
Regresando a (3.90), al ser Y^ (- , tenemos finalmente
iiAr^tki«,^j£C{4+ ika
que con se convierte en
< C { 4 > I Y ' W }  
demostrândose asi la continuidad de a[^
Por ultimo, para concluir que el operador P es diferencia­
ble con continuidad resta comprobar que los operadores
u"   /  ( .  c ‘cÂ'j) Y — » h
: LT----- - 4  ( cr'jTj. c"*^ c D) Y    N'y
son continuos en TJ . Aunque bastante laborioso, ésto se logra 
cinalizando cada uno de los términos de Ly y con la técnica
presentada en (Sacerdote y Sansô, 1986; Apéndice 2).
3. Invertibilidad de P'[Y..9l (caso esférico).
Elegido un cierto potencial de referenda v  , la inverti­
bilidad de con estâ garantizada si y solo si «1
problema lineal de contorno
fULk] --f Al
{ ^ (3.93)
: 9 + <K.y) r
admite una ûnica soluciôn Ck. R) £ (^, ( » R para todo feCVi^)
y a £ C ’*'(r) .
En el caso esférico ( V"-. : o(^ yo > Y^  ' v- ) se comprutba
fâcilmente que
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Ly C kl : - Ak.
N’y [kl » f kç - k, 
y el problema de contorno (3.93) se convierte en 
Ak« ~^/o(li. en CL^
(3.94)
fky-k.î 9 sobre P
Este problema de contorno ya nos ha aparecido al estudiar el pro­
blema de Molodensky vectorial en el espacio de la gravedad (cfr. 
Secc.2.4), y como alli vimos admite una ûnica soluciôn Gk., kl 6 
6 % .
En definitiva, teniendo en cuenta los resultados parciales 
q u e  h e m o s  ido obteniendo, existe un cierto -entorno de
tal que si ^ p e r t e n e c e  a dicho entorno, podemos en­
contrar una ûnico y prôximo a en Q  (.fil) y un ûnico vector 
^ prôximo a o en R? que resuelven el problema de contorno 
(3.70). El conocimiento de Y en il! nos permite finalmente de­
terminer la forma de la superficie topogrâfica terrestre por me­
dio de la expresiôn
r(e,A) : f 6 ^(6^) .
Observaciôn
La modificaciôn del problema de contorno (3.64) con la intro- 
ducciôn en la condiciôn de contorno del término ^ , es impres
cindible para garantizar que el problema lineal en el caso esféri­
co (3.94) admite incondicionalmente una ûnica soluciôn.
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3.4 ESTUDIO DE LA SOLUBILIDAD LOCAL GENERAL DEL PROBLEMA
NO LlbTEAL POR MEDIO DEL TEOREMA DE NASH-HOR.MANDER
En esta ultima secciôn se analiza la existencia y unicidad 
del problema de Molodensky escalar por medio del teorema de la 
funciôn implicita de Nash-Hdrmander (ver Secc. 2.3).
A diferencia de la secciôn anterior consideraremos de nuevo 
el caso real 04  0 . Ademâs, como ya indicâbamos en 3.1, nos centra- 
remos en la formulaciôn funcional del problema mediante el opera­
dor 4^  , que deslgnaremos simplemente por 4 •
•f ('^ i. <•■) ( w;. r(vr^, r))
con PCWj.r) •- I Y - )
W  : u. *  o * ’r*6C'»v e
y LL soluciôn del problema de Dirichlet (3.27). La cuestiôn es 
resolver en r la ecuaciôn funcional (3.26), es decir
<i>(W;,r') :
La necesidad de estudiar esta ecuaciôn por medio del teorema
de Nash-HBrmander estâ Justificada por la mencionada pérdida de dife
renciabilidâd de la inversa de la primera diferencial de 4 Y 
que parece algo caracterlstico de los problèmes de contorno de la 
Geodesia Fisica.
Antes de analizar si las condiciones bajo las cuales estâ es- 
tablecido el teorema de Nash-HBrmander se verifican en este caso, 
es necesario de nuevo reformular el problema a fin de garantizar 
su resolubilidad para datos de contorno arbitrarios y
définir correctamente el operador ^ (cfr. final Secc. 1.3).
Sea el radio vector del Teluroide (angular-potencial,
gravimétrico-potencial o cualquier otra buena aproximaciôn de la 
superficie terrestre) asociado a un potencial de referenda M  ;
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emplearemos tambien la siguiente notacion, 
W, : V. Y;
En todo lo que sigue supondremos que:
9. * sobre S
2. g : ^  no es tangente a Y (5*) :
■^ 0 3.
3. el problema de contorno homogéneo de derivada oblicua re­
gular,
Alt : o en A f j
-<?<,. V i t . * 0 sobre S* (3.95)
•- '^ /^r + O C r * ^ )  r -» 09
donde
s. =
admite como ûnica soluciôn la trivial k : o .
La ûltima condiciôn garantiza la inyectividad del operador 
4>'(vY, ,f;) : ademâs, en virtud de la alternative de Fredholm, el pro
blema de contorno no homogéneo tendrâ una ûnica soluciôn siempre 
y cuando Y" verifique très condiciones linealmente independientes.
Consideremos très funciones A,, , , A^ g C*CS^) de forma
completamente anâloga a como se hizo en el estudio del problema de 
Molodensky vectorial, es decir, tal que los armônicos de primer 





De esta forma, el problema de Molodensky escalar, se puede 
plantear ahora en los términos siguientes:
" Sea £>0 ; si vT* , son prôximos a W; , en H  ,
encontrar una funciôn r :  »IR prôxima a ç en H y cons
tantes R, , , 4.3 prôximas a cero, tales que
(1) : W,
(ii) IVW.Y^l : 3^
con Vl definido por (1.3) para alguna funciôn armônica LL en fir 
verificando
(iii) r-09
Esta nueva reformulaciôn permite définir correctamante el o- 
perador (J> . En efecto, para r prôxima a en (^5^ ) , las
soluciones { ly ) de los problemas de Dirichlet
A n j  = 0  e n  i l , .
ly, Y : Aj sobre 5^ j ; 4,1.3 (3.97)
ly -* 0 Ul -♦ »
verifican que sus armônicos de primer grado generan todo el es­
pacio de armônicos de primer grado, y por consiguiente la solu­
ciôn U,' del problema de Dirichlet
Ah! î  0  e n  ü.r
^ sobre 5^ (3.98)
_ IaI -» O ixl -♦ û) 
puede cescomponerse de manera ûnica en la forma
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j.
U. î M. (3.99)
con Lc sin componente armônica de primer grado en el infinite;es 
claro que si W 5 es prôximo a WJ en , las constantes {®-j}
son prôximas a cero. Con la funciôn LL definida segûn (3.99), de- 
finimos el operador 4 en un -entorno de ^  , r , de la 
forma
: CWj , rcw, ,r ) )  
rCvf^ .r) - IVW.Y.1 
donde W  : LL * ^
La linealizaciôn de este nuevo operador 4 se realiza de for 
ma anâloga a como se hizo en la secciôn 3.1. La ûnica diferencia 
es la existencia de un término adicional en la ecuaciôn
de ^  ,
3
Y- + <9w«Y_, * z
resultando ahora que la condiciôn de contorno que û. verifica so­
bre Y(S') es
3
- <« . vi.tf,) : '^s- - Z  Âj Aj .
Asi pues el problema de contorno para û. se convierte en
A it : 0 cri fLr
3 ^
: f-  Z  <^ jAj sobre S (3.100)
_ û,: °^^/r * O C r  3) r -* 00
con « y .f cados por (3.11) y (3.12).
En las dos siguientes subsecciones analizamos la inversa de 
la primera diferencial y la segunda diferencial del operador 4 >
con objeto de aplicar el teorema de Nash-Hdrmander 2.5, 2.6 para
resolver la ecuaciôn funcional (3.26) asociada al operador 4 de
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finldo arrlba.
3.4.1 ESTIMACION DE LA INVERSA DE LA PRIMERA DIFERENCIAL
En lo que sigue supondremos que 4 es un operador de
* C  A) ! 6  en B , definido en un -entorno
convexo V  de (vV; , r„)
4  •• O n V ” --------------------- * 6  J ( v T j . r ' ) ----------► ( v T i  . P c w i . r ) )
Como es usual C Cô^ R.) désigna el espacio de funciones rea-
les infinitamente diferenciables definidas sobre la esfera unidad 
de referenda. La necesidad de trabajar en este espacio de funcio­
nes es la exigencia de la aplicaciôn del teorema de Nash-HBrmander: 
el esquema de iteraciôn por medio de operadores régularisantes da 
lugar a aproximaciones que son funciones C* . resultando éste el 
marco natural en el que debe ser formulado el teorema.
Con respecto a la primera diferencial de 4  > sabemos que
4 ’(w;.r)t8 "B ; cw^.r) € B n f
(Wi.r-) --- »
con kL verificando (3.6) . El teorema de existencia 2.5 exige
que 4  tenga inversa por la derecha, que designaremos por
■^ ’CWs.r') , verificando (2.44). La expresiôn formai de *")
viene dada por (3.14), es decir
,  9(iVvfi) -i
r: (9s
y existirâ siempre y cuando el problema de contorno (3.100) admi- 
ta una ûnica soluciôn.
Observamos que, a diferencia del teorema de la funciôn inver­
sa en espacios de Banach, la invertibilidad de 4' debe exigirse
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para todo (Wj,r)e\A y no solo en el punto inicial CW,,f;) en un 
entorno del cual se busca la soluciôn.
El plan de trabajo para obtener la estimaciôn (2.44) para 
serâ el siguiente;
1. Estimaciones tipo Schauder para 0*vf. tfj. , que re qui ere un 
estudio detallado del problema de Dirichlet en fir para funciones 
armônicas y regulares en el infinite;
2. Aplicaciôn de los resultados obtenidos en 1. para estimar
r c v ^ j , r )  , 2f y f  :
3. Existencia y unicidad de soluciôn del problema de contorno
(3.100) y estimaciôn de la A -norma de û^. c ;
4. Estimaciôn de ,r)
1. Problema de Dirichlet en fit- .
Consideremos el problema de contorno 
û M. : o en fLr
ko Y. : iT* sobre S (3.101)
H-* 0 1X1 -♦ 00
El objetivo es obtener estimaciones de HOlder para 0tu • ifr 




V/9 . Vj-. A , Vj » t
se deduce facilmente que el déterminante del jacobiano de la trans 
formaciôn anterior es
1J : à t i  ( : (r(Ç)+
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que, para r suficlentemente proximo a r, , es estrictamente po­
sitive excepto en los polos donde se anula. Este inconveniente pue- 
de evitarse subdividiendo la esfera en dos hemisferios por la ll- 
nea de los polos y definiendo en cada uno de ellos una nueva cola- 
titud con respecte a ejes que no los corten, resultando de esta for­
ma Sfn,® distinto de cere en cada une de ellos. Asi pues, ip_ es un
difeonorfisno de sobre (x£ IR? ; x î Cr(ÇUf)4r i .
Si identif icamos [o,l] con aTi{x : K  Ixt 4 Z} por medio de la
aplicacion
(cfr. Hdrmander, 1976), es cl are que If p. (considerada ahora coco 
una aplicacion de aT en IR? ) induce una métrica Rienanniana so­
bre .'T : <dtf^  (véase. Fig. 2.5).
FIGURA 3.5
Las coraponentes del tensor métrico con respecte a las coorde- 
nadas euclideas vienen dadas por (Helgason, 1962),
S.3 - L  I r M
Designaremos por g el déterminante de .
Puesto que 0.^ , la funcion lT:Vu<f.* verifica
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en Af la ecuaciôn de Laplace-Beltrami con respecte a la métrica 
( 0..) , esto es (con el convenio de suma sobre Indices repetidos)
o equivalentemente
A: : 0 (3.103)
donde (^ ""J) es la matriz inversa del tensor métrico (véase ibid.).
En el siguiente lema estimamos U9ÿHa y la ^ -norma de los 
coeficientes del operador de Laplace-Beltrami sobre aT , para 
arbitrario.
Lema 3.2
Si r es prôximo a r; en , existe una constante C
tal que,
(i) ll9yUj C in,,;,
Vi
(il) con A ÿ  = | ■
Demostracién
De la expresiôn (3.102), obtenemos
Del mismo modo,
C{i ♦iry) . /ii-o.
Haciendo y , tenemos entonces
sin mâs que observar que lir#^  estâ uniformemente acotada.
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Por otra parte, si suponenos que lirii, tiene una cota inferior uni­
forme ,
lir,B>,k>o Vt ril, » 1
y por consiguiente 
< C .
(li) Puesto que esta uniformemente acotada, del apartado
anterior deducimos que < M  para algûn M  . Consideremos la
funcion
5 • .iFjj)-- <^ 0 ^
con <q funciôn déterminante, '• :
^  ^  R. ' i — * ^*=(9ij(y>)
A1 ser <q una funciôn regular, segun el lema A . 3 existirâ una 
constante C  -dependiendo de M  - tal que
«§11, fC{^il,+ ^ Cin^^k.
Teniendo en cuenta que ^ >£ >0 para algûn € , podremos de
nuevo aplicar el lema mencionado (en modo anâlogo a como se hizo 
en 3.3.2) a y , obteniéndose estimaciones similares a la 
anterior. Finalmente,
Consideremos ahora el problema de contomo raixto 
I  /, 31/
Lf : Lfo sobreLsobre £
if : LLe Y  SObre ZL* { *  : .
T*1
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Segûn el teorema A. 5 con Jl= Asf , L, • • L. , lC .
, 3^  = 0 (jH.Z.3), 0, : 1 , poderaos escrlbir
.< C(>){aLToD,^,.5i + +
(3.104)
Aqui A>o no es un entero.
Estimenos H "^.L • Se gun el princlplo del mix 1 mo, el
problema de Dirichlet (3.101) tiene una uniea soluciôn verifican-
do  ^1 Lfilo. . Por otra parte, sobre cualquier subconjun-
to compacto A' de Ar se tiene para cualquier multiindice «
3WI
S^piotcl-f (~3“ ) j (a',<Pr(5^ ))
(Gilbarg y Trudinger, 1977; Th. 2.10). Asi pues, eligiendo A' 
de tal modo que contenga completamente a y haciendo use
del lema A . 3 sobre estimaciones de Hdlder para funciones compues- 
tas, tenemos
Ci { "l : <f^J ^
H< c{ bu;i,;5» * (i + tir»^ )} <
^ c IIU;ilo.si ttri^  , jk>0. (3.105)
Sustituyendo las estimaciones obtenidas para A^ j y la esti- 
maciôn (3.105) con ^:u\ue en (3.104), obtenemos finalmente
(3.106)
En el siguiente lema establecemos la estimaciôn de 
con u. soluciôn de (3.101).
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Lema 3.3
Sea u. soluciôn del problema de Dirichlet (3.101). Si 
con 1>0 no entero, existe una constante C tal que
Demostraciôn
Veamos en primer lugar que para cualquier multiindice %
Dw.«&f : ^ U" con
f  0
donde son los elementos de la matriz inversa de la traspuesta 
del jacobiano de L(L
Procederemos por inducciôn sobre \n\ . Puesto que if: m..if- ,
para i«u • i se tiene
3 3 li*
v\i, (vii.tf-)0(tfA => : If_ : L  cjt
verificândose por tanto lo que queremos probar.
** r "Supongamos que Ou-.if-; Ô lT es cierto para l«<lx 'n. ; de nuevo
tendremos
v(Dk,(f.) •- Ofifp.) : 7 (lu-)
es decir
O j C D ' î ^ . t f -  L  ^  ( é " ! / )  , V j *  1 , 2 . 3 .
“ r**Esta ultima igualdad muestra que Dvt»if-» i \f con KI» "'♦1
Puesto que if^  es la restricciôn de S if a 6* , el si­
guiente paso es estimar f Lf . Queremos demostrar que
 ^ ïL/n,} . i^ >0 . (3.107)
Procedaraos de nuevo por inducciôn sobre el orden del multiindice.
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Si l«<l = 1 ,
i’tr : 21 CjV ^  J • 1.^ .3 
y entonces
3
11Î Jll^  f L  { llCjJI^  ^ “Cj.llo I I J " 1 (3.108)
Estimaciones analogas a las obtenidas en el lema 3.2 son validas 
para , por tanto
* ( j% l l i (  C iini,^ , , ' X > o  ■
Particularizando esta desigualdad para ^ ,\io y sustituyendo en 
(3.108) résulta
que es (3.107) con led s 1 .
Supongamos que (3.107) es cierta para IjsU/tv y sea WU <h*l. En­
tonces, existe algûn 4,1,3 tal que JU": U") . Teniendo en
cuenta que (3.107) se verifica para l(^ l«n y 1^ 1» 4 , podemos escri- 
bir
: déVjlDllf. f
y al estar lirii^ acotada uniformemente, tenemos
4.(ary^infB^)). (3 .109)
Con objeto de estimar haremos uso del lema de interpola-
ci6n A.4 con A/4 , 4 %^ 4*^*% , 4 . Puesto que el pun to
(fL*tK,t) pertenece al segmento que une los puntos (4,,b,), (ii^ .bj, 
tenemos entonces
Por ultimo, teniendo en cuenta esta estimaciôn, (3.109) se con-
— 14 2 —
vierte en (3.107) con
SI en (3.107) hacemos ^ : 4* % - i«xi , obtenemos 
 ^ . urn,,, niTn^,^}
y haciendo uso de (3.106) concluir.os
< C{ Mlf.l,,, 4 «Lr.n,*£ }
que es el resultado deseado.
Como aplicacion del lema 3.3 estimemos c o n W  defini-
da en la introduccion de esta secciôn.
Con ^ u ‘r'^ 5c»te y L/^ = {Aj} , las funciones M.' y
soluciones de los problemas de Dirichlet (3.97) y (3.98) respec- 
tivamente, veriflean las acotaciones
 ^r 14^ > Ml
Entonces, la funciôn Lt definida por (3.99) verifica
 ^G{uw,l,,,4 ir»,„}Cl4 ^ lA-jO . 44)>MI
La independencia lineal de los armônicos de primer grado de 
(HjJ » permite obtener las constantes {<ljj en funciôn de los 
coeficientes armônicos de primer grado de {ly] y wJ , los cuales 
estân acotados uniformemente por IIA^  y ilvf^- 11^ respec-
tivamente. Entonces,
II, 4 C{llvf,N,^)4 iru,,,} , 14'X>MI. (3.110)
Una estimaciôn anâloga es vâlida para Ow, . En particular, si 
XI » i se obtiene la siguiente estimaciôn para el vector gravedad
livw.if^i^  ^ C f  ♦ u m „ , }  , ^  ? o , ( 3 . 111 )
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2. Estimaciôn de F " , r ) , oÇ y f
En el siguiente teoreraa estimamos con ^ definido
en la introduccion de esta secciôn. La estimaciôn que vamos a ob­
tener permite extender el operador ^ de H***« H** a H  ^ ,
con 0^ positivo y no entero. Ademâs, demostramos que, en efecto, 
el operador puede considerarse como un operador de 3 n e n
3 .
Observamos previamente que si ( vTj , r ) es suficientenente 
prôximo a ( W, , i; ) en , la hipôtesis
q * O , ( . if ) #0 sobre 6^
or 'q
se extiende por continuidad a IVW, y 
Teorema 3.4
Sea ( , r )€Vn{H^*x Entonces, se tiene la siguiente
estimaciôn
con ^ positivo y no entero.
Demostraciôn
De (3.111), se deduce sin dificultad que
* ir,„J . (3.112)
Observamos que si el término de la derecha estâ uniformemente
acotado, es d e c i r , t a l  que
Puesto que IVw.<f^ i'> 0 , en virtud del lema A. 3 con t y 
V’:<v»A(|>.,vW,ig.> , podemos estimar la -norma de $(v>Fj,r) en la
forma
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i<^cwi,riti, .< G{iivrjii, + IIg,II, 4- iiqii,nv-H, } >5 C { i + + iinii^i] s<
- r 3(lVwO




r  ^-1 -
1 - 57—  •‘P,J : •
Segun el lema A.2 , tenemos
KVvf.if^ , i (3.113)
Particularizando (3.110) para l«l;^ ,
i C{«Wjii,„4 urn,,,} , a>l
o equivalentemente
 ^C{uw^n^,, + iirr,a]  ^ ^ > 0  • (3.114)
Obsérvese que si 'A : £ , el término de la derecha de (3.114) està
uniformemente acotado. Asi pues, sustituyendo (3.111) y (3.114) en 
(3.113), obtenemos
l<Vw.i^ .(H|,,4q;.)<,>|, é C {lW“i8t.,a V (3.115)
De nuevo para el miembro de la derecha hay una cota uniforme si 
^  3 £ ; entonces, segûn el lema A.3 se tiene
i C{l+ Kl,,^ 4 irl,,,} A>i
4 4. ♦ C{lWil,„4 lr*„,î 0 < A « 1  .
Para 3l>4 , podemos acotar el segundo sumando de la derecha apli- 




ï<7W.(£,(n,,.(e.)?r>*‘'*-> < C{tW,Ü,,, 4-irü,,^ ) . (3.116)
Combinemdo la estimaciôn de lVW#lf.| -teorema 3.4- y (3.116), 
obtenemos finalmente
" t • ‘<5- ^ NVvr.i^ H^  D<V»r.(f^ , +
4 H l9W.f/8) . (3.117)
Por otra parte, puesto que
3W
J 7 ‘ r^  ^ Çr>
segûn (3.111) se tiene
C0>n«i4A* . (3.118)
Aplicando el lema A . 2 , se comprueba facilraente que una esti-
maciôn del tipo (3.117) es tambien vâlida para
.
Ademâs, aplicando el lema A. 3 para estimar podemos
también obtener
»?3*a<C{iWii,^,4 in„,} . (3.119)
Con esta colecclôn de estimaciones parciales, concluimos las 
siguientes estimaciones de « Y Ç  dados por (3.11) y (3.12):
«2H a  ^ (3.120)
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4 . (3.121)
3. Estimaciôn de I I .
Para analizar la existencia y soluciôn del problema (3.100) 
hacemos uso de la proposiciôn 2.7 que sin modificaciôn esencial 
es vâlida en nuestro caso con la elecciôn particular if > : en
efecto, para su demostraciôn (Hdrmander, 1976) el ûnico requisite
previo es que el problema (3.95) tenga como ûnica soluciôn la tri­
vial como estâmes suponiendo. Asi pues,
Lema 3.5
Si r es suficientemente prôximo a ç en H y ,
4 :(ô.jU verifican
Ai, î o en Ar
f-L'ljAj sobre S*
li : 4 OCr-i) r-»œ
con M^(S’') . entonces
♦ Il < C .
A la vista de este resultado, las mismas conclusiones que 
sacâbamos de la proposiciôn 2.7 son vâlidas para el problema
(3.100), y por tanto, bajo las condiciones expuestas en el lema 
anterior, el problema (3.100) admite solucion ûnica verifican- 
do
Bi..<f,B,4£ ^ 4 «9 , 'c ).  ( 3 . 1 2 2 )
Asi pues, el operador ^'CWj.r) admite inversa para todo Cvf», r) 
prôximo a (w; , f; ) en .
El siguiente resultado establece la estimaciôn de la (i*)) -nor
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r.a de 7ûl . .
Lema 3.6
Sea û. la (ûnica) soluciôn de (3.100). Entonces,
con A positivo y no entero .
Demostraciôn
Consideremos de nuevo el difeomorfismo ifp y la funciôn 
j. û. « cp- • Puesto que es la restricciôn de fif • [3(f.fj91/
sobre 5^ , la funciôn Lf verifica la condiciôn de contomo,
! / - < ? .  > • f  - ^  ijAj sobre S*. (3.123)
Haciendo uso de la propiedad
<v, A'w> » <Av, ■ur> / v,w e R» / A e 
la condiciôn (3.123) puede también escribirse en la forma 
Lf - ,vir> * -T- sobre S*.
Ademâs, la funciôn il verifica la ecuaciôn de Laplace-Bel­
trami ,
^  = 0 en rvf
con respecte a la métrica g-j inducida por cf-
Asi pues, en virtud del teorema A. 5 con A  * a/ , E, * £  ,
I, ■•S*’ . 3.' w.' (frM ' 9/ f -^AjAj . Bj-'-ftOfHpr'îfllj y . tenemos
(3.124)
Segûn (3.105) con jk* 44>1. ■«+£ , se tiene
Por otra parte, en base a las estimaciones obtenidas previamente 
para X , se obtiene facilmente
»6jBxN< C {ïW il£ *:, 4
y por consiguiente (teniendo en cuenta ahora (3.120))
+ LMjl 4 »û,.i£B,4[ù.if^ii, ♦Ci'>,lt4ll3,i^')4£i4-jOCl4HW,D^,4lri,^x')j _
Si estimamos I i c * p o r  segûn (3.122), tendremos
C {ciw -,# j*ig ,« t) in , , . ,  4 [ ( i ir , i* 4  «3,»,) 4 (i» fji,*, 4 ir» ,^ ,) «3,1,] +
+ 4 Cli^j *£•*• •3j|£')C4 4 IIri^,, 4 liWi I,*a) } ^
'< C ((W)I,4 13,1,)4 (I>ir»»t 4 19»«£■)(*<■«£*> 4 '"^S»£4a')} .
Por ûltimo, teniendo en cuenta que Vi»££ es la restricciôn 
de i’iT a 5^ , por medio de (3.107) con ^ s A  obtenemos
«Vÿt.<f^i(j^ c{lLri,^ ,4ilrl„,lÛ-ii,] 4
4 C{(#w-ji,4 ij,:,) 4 Ci*^ 5i£4u3,i4)(«n^ ,j4 iwii,^,-)]
4 . Estimaciôn de la inversa de la primera diferencial de $  . 
Tenemos el siguiente teorema,
Teorema 3.7
El operador , r) , con fW,,r) suficientemente prôximo a
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a CW,,a;) en . verifica la estimaciôn
4 »i,«AO 4 (3.125)
con d>0 / d+£ ^ 2. .
Demostraciôn
Consideremos la expresiôn (3.9). Entonces segûn el lema A.2 
tenemos
ur»5^   ^G {(#3,11,4 lK<j, Vi.if,)!,") HL +
4 C*ii»x4«<«3 •‘P^ 3'*«o } .
Combinando las estimaciones (3.117), (3.119) y la del lema 
3.6, la estimaciôn anterior se convierte en
lrHx i G  {«9,11, 4 ClW-sila4 55,l;^  ^4 (I'iTiit* ♦ "'■»24a'>]
y entonces de (3.14) se tiene
» W . r ) c ; r , , 9 j ) l l ^  6  C { C i W s « , 4 i 3 , i a V  ( i w - j i i j  4  » 9 , i £ ' ) C # W 3 t t , ^ , 4  i r i 2 4 A ^ ]
con ^>0 y no entero.
Si A<£ la estimaciôn anterior se convierte en
my(mi;,n(^,9,)8x  ^c; (iVji^ 4 «g,#,}
que no es del tipo deseado (2.44). Asi pues, supongamos que ^ > £ 
en cuyo caso, haciendo <3LiA-£ , la inversa de la primera diferen­
cial verifica (3.125) tal y como queriamos demostrar.
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3.4.2 ESTIMACION DE LA SEGUNDA DIFERENCIAL 
TEOREMA DE EXISTENCIA Y UNICIDAD
De la deflnlclôn del operador 4> , observamos que tan solo
es necesarlo analizar la segunda diferencial del operador 
El objetivo que perseguiraos en este apartado es, segûn el teorema 
de Nash-HOrmander, establecer una estimaciôn del tipo (2.45) para 
la segunda diferencial del operador $ .
Conviens seRalar que la principal diferencia con respecte del 
problema de Molodensky vectorial, radica en el hecho de que en es­
te caso el operador P no es afin lineal en w; , siendo necesarlo 
por tanto estudiar no solo la segunda diferencial con respecte de 
r ( C r  )y la segunda diferencial mixta ( ) sino también
la segunda diferencial con respecte de w- ( P* ).
(A) SEGUNDA DIFERENCIAL MIXTA 
A. 1 Fôrmula explicita.
Sean f.-T e C * (  5*', IR.) : por definiciôn,
Ç^^ Cvfj.O :C“r5'ni)* C*(5\R)— bilineal con
r^ '^CW-j.OCjr.'T) * r + t-f)] (3.126)
Designeraos l^^^ ^(S^) por (^ (6*^ ) . De la definiciôn de P , tenemos
rCvtât-SaT. r+t^-) = iVv^o 1^ 1 (3.127)
donde vT estâ definido por (1.3) y w. es soluciôn del problema 
de Dirichlet
4lt-0 fuera de
«-•‘ft* vfs+5Jr-i«oV+t-f)Ws - ^ <lj«,i)Aj sobre (3.128)
k.: “^/r + 0 ( r - ) )  r-» 09
De signemos por a IVW# if^l . Entonces, derivando (3.127) con
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respectô de t , obtenemos
^  4<VW.(f^ . (Pw'fkXr)'!')
con «4.:^ es armônlca fuera de , sin armônicos de primer
grado en el infinite y tal que (derivando la condiciôn de contor- 
no en (3.128))
W-k'ifk 4 . lf ) -f - sobre (3.129)
( (Qjl^  désigna la derivada de con respecte de t .)
Derivando ahora con respecte de 5 , se tiene
= - < ? V  ' V < ^ V  Vir'y-T *
4 Si’t 4 <^3^, 4
4 9;^  (3.130)
donde l3^ =^Vt^ (VW.<p,) . k, = Y es la matriz de las se-
gundas derivadas de .
Las funciones 1I3 y kjt son armônicas fuera de , no




sin mâs que derivar de nuevo la condiciôn de contorno de (3.128) 
y (3.129) con respecte de S respectivamente.
Particularizando (3.130) en 5»tto , tenemos que la segunda 
diferencial mixta de P  es
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Q*^ (vr„r)Cx-,-r) * -3;\e3.VK,.(f^>{<€j.7vtt*‘f,>4<S3.c^w“fr^?r)'Tj ♦
4 9»^{<Vk,.<f, 4<7it,.<iv , C^ w*‘frHr>'T] 4
_ _  (3.133)
4 <§9 |Vk4*»<f^> 4 <«3 . CA^bj*<fr) §r> , g/PCS'"-)
con tt, . kfe y k$t armônicas fuera de i£(S*) sin componente ar-
raônica de primer grado en el infinite y verificando las siguientes
condiciones de contorno sobre S* ;
Aj (3.134)
k^. : - <7W,«fp . > 4" - ^  Aj (3.135)
kjk.tf^  - <7k,.«f,., lr>-f - L  (Aj\tAj . (3.136)
A.2 Estimaciôn de
Iremos analizando poco a poco cada uno de los factores y su-
mandcs que intervienen en (3.133).
(i) Estimemos en primer lugar Vk,, y . Sea A ma­
yor que cere y no entero. De (3.134) tenemos,
4 C{ Bfllx 4^l(tjyj
Con un razonamiento anâlogo al realizado en el teorema 3.4, pode­
mos deducir que las "correcciones" {(4.j)jJ estân acotadas uniforme­
mente por I fit, . Entonces
4 C
y segûn el lema 3.3 obtenemos
iiVk,.(p^ u, x< G{u n , ^ j 4  (3.137)
Con el mismo razonamiento, para k*. « se tiene
N< C{(ilW,y,^^4 nrn,^,)Ki, + »-T«a} +
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é N<VW.i£.6p)-rn, 4 C» T H o .
Luego,
Ikt'fr") ( 4 BfB, 4 l-f»»}. (3.138)
Apllcamdo de nuevo el lema 3.3, tenemos finalmente 
B7v;.<f^aaé “‘‘'W)»'fis 4 4
4 4- •'TB44£l*''ai4A} ^
4 4 l'Tll4,£,in^ *5i } _ (3.139)
Por lo que respecta a , la siguiente estimaciôn es
cierta
* C{»îTI,*,4 »îT#,*£lrJ,*,} A>1
0 equivalentemente
< GflJrili,, 4 Ur«,*£Ïrl,,.,} '%)0 . (3.140)
(ii) Estimemos a continuacidn la -norma de Vk,t » cf 
En este caso, segûn (3.136),
Entonces
 ^ 4 c B)TI.,*£K«o (
I-Tia 4 4 an^+iU-Ti,}
y teniendo en cuenta la estimaciôn (3.137), obtenemos
4 (if#,,, 4 u-fu, 4 H.}
x< C{i)rii,,, i-r«a 4 i)ra,^ ,u-rH, 4 un,,, urn,.,, i-TH.}
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De nuevo, el lema 3.3 con w u t  , nos permite escribir
♦ C»fx«4$c4 I)r(i.i-fa£,££ 4 1 1 )
v< C(ar«^^, I <■!,,£ i-Ti. 4 :rii,,,Ci,x-8,,,,Bf8,4
4 4 ix'i„j^ ,Kh,4 iXTi.i«riit.>,£} .
(iii) Aplicando reiteradamente el lema A.2 , estimemos los pro- 
ductos escalares que intervienen en (3.133).
- Segûn (3.119) y (3.137), se tiene 
B<«5,7k,.(p^ >a, f C { »«3l,l7n,,tf,.i,4 ^
S< 4 4CiW,#,,.j4 .<
C{'^»i4i 4 (I4r,i,^ 4^ «x'I,,, 5 .
- Segûn (3.119) y (3.139), se tiene
a<É,.Vv«fr>lA< C{ IÇ^ I.»Vkt.l£lj 4 i
4 C{(iw,i,,,4 K l, 4 l-T|„, 4
4 CïW, 1,^,4 .
- De la estimaciôn (3.114) de , se tiene
<C{ i^ ,|£,j4
Entonces
 ^c{«-rs 4 ClW,l^ ,^4 _
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ConsidereiTios ahora el producto escalar 
De (3.137) y (3.139), obtenemos
,< c  { r I f  4 , f  1, ^ ,  I  f  4
Ademâs, segûn el lema A.4
< G { H-ri, 4 ira.»
y anâlogamente, intercambiando los papeles de X" y -V , para 
Asi pues,
4 4 (  4 C**^*<4£4> 4 8 f l« B ' f B t 4 £ 4 : i ' ) )  .
- Considerando (3.137) y (3.114), tenemos
4 G {(«W,1 , ^ , 4  4  i n , , )  If I , ^ ( 4
N< C  { BXB,*,(KI^ ,4 i r m , , , - )  4  .
Entonces,
8 < G { m.^ El'TI, (iWi*^ , 4 lrtl,^,')4
- De (3.139), también podemos obtener
a < « 3  la  >< G {  x f i , , £ i T i . i r , , , ,  4 ( I w r , i i , . „  ♦ (
( 4 I f  I ,  I ' T i , , , , )  4  C i> T « ^ ^ , , ,n - r i ,  4  i f l . i - T » , , , , , ' ) }  .
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- Finalmente,
K l j ,  < C  { IrWt., 4 *«£.,E(lWil,,,4lK'l,,,V
4.
y
'< c  { BX-K+E I. lrl(+, 4 If 4 (rl,^ ,')4
Con todas estas estimaciones previas podemos ahora estimar 
la ^ -norma (con ^ > 0  y no entero) de l^ p(#l;.r)(f, f) . En efecto, 
aunque algo laborioso, no es dificil demostrar a partir de (3.133) 
y por medio del lema A.2 la siguiente estimaciôn
4 G  {('W^m<4x4 irH^ a^)*<‘l‘i4£»Tn, 4
+ C K l , , ) 4  »r i , , x )  (  U f 4 i n . K W  4 (in * , j , ,K B , 4U -^K1,^^,) ] _ ( 3 . 1 4 2  )
(B) SEGUNDA DIFERENCIAL CON RESPECTO DE Wj 
B .1 Fôrmula explicita.
Sean de nuevo X" , -f cC CS^R) ; anâlogamente a (3.126), 
tenemos en este caso
( 3 . 1 4 3 )
donde
rCWs4 5)T4t-r, r) = I V W . f J  
W  verificando (1.3) y k. soluciôn del problema de contorno 
Alt : O  en ÇL^
M..q>^ï'^54SX'4t'r-^oV^a« - 22^  kj(5,-t) Aj sobre (3.144)
le i '^Vr + OCr-^) r_^ cd.
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Es claro que en este caso las funciones son llneales
con respecte a las variables 6 y t , de tal forma que : o .
Derivando (3.143) con respecto de t , obtenemos
habiendo empleado la misma notaciôn que en (A). En la expresiôn 
anterior la funciôn es armônica fuera de <f,(S*’) , no tiene com­
ponente armônica de primer grado y verifica sobre
k^.cf^ , f .  L  (<lj)^Aj ( 3 . 1 4 5 )
que se obtiene sin mas que derivar la condiciôn de contorno en
(3.144) con respecto de t .
Derivando ahora el resultado obtenido con respecto de 5 ,
se tiene
jt ,
, - l7W.(P^ r^<Vu.j,££,7W.(f^><VV'C. 7W.(p^> 4
(3.145)
con kj armônica fuera de ((.(S^), sin componente armônica de primer
grado en el infinito y verificando sobre
kj.qv-- )T- ZLfkj^jAj . (3.147)
Es necesarlo sefialar, la no presencia en este caso de .
Particularizando (3.146) en 5:t % o , obtenemos que la segunda
diferencial de P con respecto de vfj viene dada por
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4- (3.148)
con kj y \K^. definidas previeunente.
B.2 Estimaciôn de
Estimaciones anâlogâs a (3.137) son vâlidas para 7k,,ig_ y 
con X  y W  respectivamente ; es decir,
'A >o
l7kE»cf,Mj 4 C  ^  ITH,4^ 4 .
Entonces,
K Ç g  ,Vk,.(£>*) V< C{.ClW,ll,*, ♦ »rii,*,3uf«,*£ * H f M a l
» <«3, 7kt.<f^>K 4
KVvtiti^ , 7U.J.I£>*X < C  { ( «f»£*££ H-T'lo *■ ■*■
A partir de las estimaciones precedentes, y la expresiôn 
(3.148), se obtiene
< G {"9;''')X <(3.7k,„f.>R /((3.7kk.4:,> l1,4
4 »9;'«o *<«3 .7k„t£>m<e^ 4 »3;\»<«3.7kjkç,>ll,ll<l3.7k£.cf^>l\^4
4 yg;'».ii<7kk,(£.7k).(£>i) + vk5.<£>B,} s<
N< C  {c iw,n,^, 4 »-Tb,*£ + [lXB44% + *
4 LI'Tn+i^  4 0'^»B44i 4 ixy^*g 4
4 C ix i^ ^ E t i iT n ,  4 B fw ,B f  + C i i x y < , £ . , ; , B f N , 4 4
^  (BWsû,^, 4 « r i,^ ^ X B r iE + ^ £ U 4 -n , 4 «fn,ii<ra<4<e)] .
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con respecto de r :
* - 3;\«j . 7k,.(f. 4 x-e^  > •
. <€5 .711*.HU 4 4 9;’{<’S'H',4(/4,,.<£)x<,.,
(3.151)
, 7kt.HU ♦ (M„,HU)S fir >} 4- [<€,, 7k,t.HU> 4<«5
donde las funciones k, , k* y k»* son armônicas fuera de HU(^^) 
sin componente armônica de primer grado en el infinito. Ademâs, 
derivando la condiciôn de contorno en (3.150) con respecto a 6 y 
t y particularizando en cero, obtenemos su comportamiento sobre 
i^ (S') :
kj.HU - <7W.tf, .€,>f - L(€j),Ai (3.152)
. - <7W.if,. e „ > T  - L C t p t A i  (3.153)
.<r>5fV - ^  (‘^j)<kAi . (3.154)
C.2 Estimaciôn de Pr .
(i)En modo anâlogo a como se estiraô I7kt«(£l) al estudiar la 
segunda diferencial mixta se puede estimar en este caso la A -nor 
ma I7k,.<f^ |j .I7k,. HUli « obteniéndose
i7k,.HUw> 4 4 11^,,)xfB. 4 4
l7k*.H>^ lj 4 C{C»wi«^.^,4 4 IfBui 4
Con estas dos estimaciones tenemos entonces
s< c{iVk,.HUii4 i«ji,iVk,.(£o4
•<?3 .Vk*.HU>ll3 i G{CIW,I,^, 4 ,f X, 4 (BW^ B,,,4
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4 c{irt^^^ [Ca^,»M * ' BXBo 4«>TB,*a+
4 » 4 iri**,-) «fi, 4 ir«4,j ♦ ««-I,.,, iriucl ) 4
< c { c  >W,R^ ,, 4 in,,,)( IH-I, 4 *
(il)Segun el lema 3.3 con *xi :2. , tenemos
<V1 < ^l*SWr*i4>4 »‘t,„£u,^^arn,*,} .
Ademâs, segûn (3.152) y (3.111)
C{l<7W.4U.Çr>’CI,4a 4 ^
.< c { C i w , | £ * j 4  i n , , 0 i f ï , 4  a f i 4 4 a } .
Entonces, para "A > o y no entero se tiene la siguiente acotaciôn
4 C{ClWj8,,j4 ir«j,,')iXl. 4 4 . (3.155)
Anâlogamente
C {(IWjlj,,4 iri,^ ,)|'fa^  4 Irij,, i - f 4 (3.156)
Por consiguiente, de (3.119), (3.155) y (3.156) tenemos
C { c i v ( , « , , , 4  i r i , , , - ) [ ( « w , l , ^ , 4  4
4 4 i IXHfl ( IWjB j.,, 4  Bflj,,) 4  B
4 C {(iWil,^ , 4 iri3,,)in,4 «rH£,a8X«,*E4
(3.157)
4 C B'.*) 4 Iri iX^t+E 4
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y<e,. < C{C»Wsii,*, ♦ *
+ (lWjl,^ ,* «'■•-.♦O (3.158)
Se observa que Memos tenido en cuenta la acotaciôn
(iW jy ,^ ,t C{BWi Oj ^»+ ( 3 . 1 5 9 )
la cual se demuestra facilmente para ^ ) g por medio del lema de 
interpolaciôn A.4 . Si , las estimaciones (3.157;158) se ob-
tienen casi directamente observando cue en este caso We^y^ estâ 
uniformemente acotada.
Segun el lema A.2 tenemos entonces la siguiente estimacion
+ 4.CiWjy^4»iryj^4)i^,*ii)ria * ( s . ie o )
* i-nii+^ n)riio}.
Una estimaciôn anâloga es vâlida para •
(iii)Aplicando de nuevo el lema 3.3 ahora con , podemos es­
timer la ^ -norma de , obteniendo
«?.»4*£ Il . (3.161)
Puesto que u.j£ verifica la condiciôn de contorno (3.154), si ^>o 
se tiene
IHtjt. q; y  < C ( 4. ç,>-ri^  4 ,<r>X-VI^}
y por medio de las estimaciones obtenidas previamente
Bri^^^)ii3rii,Kil^ +
+ l'Tlo + + (3.162)
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Si , la desigualdad anterior se convierte en
4 c{CiW4«,*f ^
4- 4. B3r«,i-rii^ 2^ )} <
irHj^ )^i<-i,i-ra^ 4- 4 i)rij-riii4ii')} _
Eustituyendo esta ultima expresién y (3.162) con en (3.161)
obtenemos finalmente
C {  C + in,^^Hjra,l>rile 4-
+ :n,^ % C ifBz+it «-Ti* 4- ix-iea-f«i4i£') ♦
* »-r*. 4. ]
habiendo tenido en cuenta (3.159).
Con eâta acotaciôn podemos estimar el producto escalar 
•<«3  ^ C {C  'Ws#s+a + iirij,a)»inu»4Tio 4.
4- iri^ a^ C tt-r», 4 i)r«.i-T«uc) 4-
4- Cn^^jBui * ifn, +
4-C « ’C»j4£^jITI,4. (3.163)
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- LI lema 3.3 con i«is3 , nos permite escribir 
lH«a C{ 4 ,
Entonces
i C{CiW jij* i4  «ra3^j)4C»Wj«4+,4iln,^.j^ .
.  ^C{ HWsi i^+ in,*a}
y ii<'e^ .Mç,.>x-'rn, 4 c{C»wjij^, + irij*a^ Hjri,i>n[,+
♦ . (3.164)
- De (3.114) se obtiene fâcllmente
«a < (3.165)
ftr h * C{ I-fBj 4 C»W,l^ 4a+ lrl$4,)a-TXj . (3.166)
Se gun (3.165) y la estimaclôn obtenida anteriormente para 
VU.J . , se tiene
B<'«5 C/4.^.(f,'))r€,> «a '< C{ »Vnj.<^ .Uj 4 4
4 CBWj 4  ^C ^  C Xj+a 4 IIfU, 4
4 4 •'■•<.») 4 iyX44j}
y reemplazando f  por 'f ,
ll<?5. 4 C ( (iWjil^+a 4 xra^+j) Xfx, 4
4 ( XW)I,..) 4 X'TXuc 4 X f .
Si A : & , los segundos miembros se pueden acotar por IlfX^ g^ y
X'TX44.£ respectivauaente, y por consiguiente
x< c{ciw,i^^ 4 4 I)rx4,(ifxj +
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4 Xf", 4 . (3.167)
Estimaciones smâlogas a (3.167) se verifican tambien para las 
funciones
4(Mw.(g.)X-gr . 4 >
9j‘{- <<3. vnj.<f,4(/«1,,.<ç.ix-ç,.><S, .7n4.<e.4(/-lw.<ç,)'TS,> 4
4 4 4 Mw.(g.^ fgr >} .
- Finalmente, sunando las cotas establecidas en 
(3.160), (3.163), (3.164) y (3.167), si ^ > o no es entero tenemos
: f C((IW;X^ 4^ 4
4 (aW;q^,4 4
4 4 an,*,) ( ifi, 4 4
4 (lWslj*j4 lrl,*t)(|)ra,l'rx,4 Xfaj'TM,) 4 (3.168)
4('ir8i,j*,a-ri,4 if«.i-rieu4A^}
expresiôn totalmente anâloga a la obtenida en (Hb'rmauider, 1976; 
3.3.14) para la segunda diferencial con respecto de r del opera- 
que define el probleraa de Ilolodensky vectorial (cfr. Secc. 2.3).
Apliquemos ahora el lema de interpolaciôn A.4 a fin de simpli- 
ficar la expresiôn (3.169). Sean f y g funciones arbitrarias 
regulares definidas sobre la esfera unidad. Se verifica entonces,
(a) Xfllt46'j't4£4)] (3.169)
(b) If8uiyjw< c { l f ^ , i j « , 4  (3.170)
si 4 ■»■ £ ,>>6-
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(c ) af lj+£ 1^ 1) \< C{af igig + t ajii+t*» } 
si [(4+1k-£.)î»3/(a-£W < + 3+ 6 , ■??£ .
(3.171)
Sea Kfc IR. a determinar. Demostrareraos unicamente (a) y (c),
(a) Consideretnos el segmente que une los puntos ( 3+5 , o ) 
y ( £ . <x ). La cuestiôn estâ en acotar x de tal modo que
(3.169) sea cierto. Si ( •?+> , A*£ ) pertenece a dicho segmente, 
existirâ un t c ( o , 1 ) tal que
* t (3+%^ + 0-t1U+£)
>(+£ = 0-t)o<
De la primera ecuaciôn se obtiene
y entonces
« » 0 + &X4 + 5- £.)
Por consiguiente, si 5>£ , ( €+5 , J+£ ) pertenece al seg­
mente {( i*‘\ , 0  ); ( I (i*£>ful-£) )} y segûn el lema A.4 exis­
tirâ una constante C tal que
C{ + af#r*£*'J®û+£K't+5*£>}
verificândose (3.169) siempre y cuando
('+£)(A+5-0 ^ «2+£ + 5 .
(c) Consideremos ahora el segmente { ( 3 + 5 , 0  );( £+£ , )}
Entonces,
3+£ : t (3+5^ + 0-t)(£+£)
5 • Ca—t) ei
De la primera ecuaciôn obtenemos
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t » ^ £
y por consiguiente
Aplicando de nuevo el lema A.4 , si
se verifica (3.171).
Las conciciones establecidas previamente pueden reducirse a 
la unlca condiciôn
£ £ < 5 < —^  + £
y si £ es suficientemente pequefto, esta acotaciôn es practicamen- 
te cierta para cualquier 5 en un intervale finite.
Teniendo en cuenta la cota uniforme que Memos impuesto sobre 
£ ' *'■*<+£ » segûn (3.169;170;171) tendremos con fz^f.r ,
g: f :
+ I'Tlo +
y anâlogamente para el tercer y cuarto sumando de (3.168).
En definitiva Memos obtenido,
^  ^ + (3.172)
siempre y cuando
£ £. < 5 < £ + — —  ^ ^  Z.
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Si observâmes las expresiones (3.142) y (3.149), podemos es- 
tablecer finalmente.
»<i>Vwj,r)fX-,V>llj C£C«Wjij^, + in„,) «yi.D'Tl, ^
• 2 £ < 5 < £ + ^  Z
o equivalentemente ( a.s5--?£. )
ï<t'cw,.r)fy,>r)ll^ 4i£'< :fx,"'£Xo +
(3.173)
con 0 < CL < - £ 4.+"&£ ^ Z  .
Con esta estimaciôn y la establecida en el teorema 3.7 para 
la inversa de la primera diferencial, tenemos toda la informaciôn 
necesaria para aplicar el teorema de Nash-Hürmander 2.5, 2.6. 
Puesto que los resultados obtenldos son anâlogos a los de Hdrman- 
der para el problema de Kolodensky vectorial (cfr. Secc. 2.3) la 
conclusiôn final es la misma:
Teorema 3.8
Sea e^(o,i) arbitrario.
(a) Para todo vT^  , en un entorno de Wi , g^ el
problema de Ilolodensky escalar modificado admite una  ^ solu-
ciôn r prôxima a 1% en H  y ( ) préximos a cero.
(b) Si , g^  € H^CS^) con A.)£+^ y no entero, entonces
re h '^ CS^ ).
(c) Se puede encontrar un H  ^  ^ entorno de ç que no puede 
contener dos soluciones diferentes del problema.
Demostracién
Anâloga a la del teorema 2.8.
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A PENDICE
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En este apéndlce présentâmes las propledades bâsicas de las 
nornas de HSlder (definidas al conienzo de la secciôn 2.3), y que 
han sido utilizadas en este trabajo. Demostraciones complétas de 
estos resultados pueden encontrarse en (Hürmander, 1976; Apéndice 
A) .
Lema A. 1 Sea o««.«b y b acotado. Entonces existe una cons 
tante C tal que
K U   ^ c
^ . 0 ^ .
Lema A.2 El producto de funciones de clase es tambien de 
cl&se ; concretamente, si a* es acotado existe una constante 
C tal eue
Sea (q una funciôn definida en algûn conjunto convexo y com- 
pacto S c RÎ^  y . -v;) una k-upla de funciones definidas en un con 
junto convexo y compacto B C R. ; la conposiciôn la abre-
viarenos por Q » V  cuando esta operaciôn sea definible. Entonces, 
si r ^ ( y ; C  6 se tiene el siguiente resultado
Lema A.3 (a) Si «.>1 y Q ,v e , ^» v e  y ademâs
lA:.}
(b) Si of CLf 1 .
IG». f * lû'o
En cualquier caso, si M  y AV 0 tenemos
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con C cependlendo de M
El leca A.l permite establecer el siguiente resultado de in­
terpolaciôn,
Lema A.4 Scan itt , va , j  J . .Si (a,b) perte­
nece al casco convexe (convex hull) de ; j *4, ,7} , entonces
, v-c y se tiene la siguiente estimaciôn
4 C C  >Alai »'>'«bî .
j»1  ^ V
Cea ahora H. un con junto abierto y acotado de con fron- 
tera C* , donde £, y son subcon juntos dis juntos
abiertcs y cerradcs (uno ce les cuales puede ser el vacio). Con­
sideremos el problema de contorno
en il
(?) i M.: 9, sobre
r" 3
Bit: 6,it : sobre £4
Entonces se tiene la siguiente estimaciôn tipo Schauder para 
las soluciones regulares de (?),
Teorema A.S Supongamos que para alguna constante C  fija y 
para algûn £>0 se verifica
ClBvlvl . c LA3„|. î^ > X 5 ]  .
ccn componente normal del vector (B, •••• ®-,). Entonces, si
ite H ^*^(5.) ccn a >0 no entero es soluciôn de (?), tenemos
♦ C>3.U.,i,* 'S.'t.t,* ""•.Of'Bt.t, ♦ .
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Conclulnos este apéndice ccn la definiclôn de domlnlo de
clase C*** ( 0 < & < 4 ), necesaria en las secciones 2.4 y 3.3.
Definiclôn (Gilbarg y Trudinger, 1277) Un doninlo acotado 
en nC’ y su frontera ?fi son de clase , o < £ < 4  ^ si en
cada punto ?fL bay una bola centrada en y una corres
pondencia uno a uno 4* de & sobre De taies que
(i) il-') C Bll = ( Xe lO :
(il) c 3)C.
(111) C^*^(D).
Cbservar.os que si cada punto de dSï. tiene un entorno en el
cual 3fL es el grafo de una funciôn de clase de -n.-i de las
C+£coordenadas ....... , el dominio il y dSï son de clase C
Si Silt , se dice entonces que si
if» (Dn
para todo x, fe JD. . con (c,i) . Toda funciôn (ftC
( k. ^ 1 ) puede extenderse a una funciôn en C (IL) y, reciproca- 
mente, toda funciôn de clase C (Â.) toma valores sobre de
clase . Entre las diversas norr.as équivalentes que se
pueden définir en , una posibilidad es
■■ ' f
donde el infime se toma sobre el conjunto de las extensiones glo­
bales ^  . Equipado con esta norma es de Eanach.
