Broad spectrum of urban activities including mobility can be modeled as temporal networks evolving over time. Abrupt changes in urban dynamics caused by events such as disruption of civic operations, mass crowd gatherings, holidays and natural disasters are potentially reflected in these temporal mobility networks. Identification and early detecting of such abnormal developments is of critical importance for transportation planning and security. Anomaly detection from high dimensional network data is a challenging task as edge level measurements often have low values and high variance resulting in high noise-to-signal ratio. In this study, we propose a generic three-phase pipeline approach to tackle curse of dimensionality and noisiness of the original data. Our pipeline consists of i) initial network aggregation leveraging community detection ii) unsupervised dimensionality reduction iii) clustering of the resulting representations for outlier detection. We perform extensive experiments to evaluate the proposed approach on mobility data collected from two major cities, New York City and Taipei. Our results empirically prove that proposed methodology outperforms traditional approaches for anomaly detection. We further argue that the proposed anomaly detection framework is potentially generalizable to various other types of temporal networks e.g. social interactions, information propagation and epidemic spread.
INTRODUCTION
Anomaly detection can be simply defined as the identification of observations that deviate significantly from the normal patterns [1] . In urban systems, besides mitigating operational disruptions it has applications in the domain of public safety for early detection of threats and suspicious activities. Examples of these scenarios includes 2015 New Year's Eve celebration in Shanghai, where overcrowding resulted in a stampede causing 36 casualties. Similarly, in 2016 Central Park, New York City witnessed a dangerous stampede of 'Pokemon Go' players who gathered in hundreds to pursue a game character. Early detection of these events can enable the authorities to take preventive measures to effectively mitigate the adverse consequences. In various research works [2] [3] [4] [5] social media data has been utilized for the detection of civic unrest. Bohannon discusses that social media data can be leveraged to forecast civic riots [3] . Abdelhaq et al [4] proposes a novel framework for localized event detection from twitter data. In [4, 5] , scan statistics was used on social media data for event detection. However, many urban events have an effect which is localized in space, necessitating the need to use geospatial urban data such as human mobility. An urban phenomenon like human mobility can be represented using temporal networks, studying these networks can provide valuable insights about normal urban behaviors and can potentially help to detect anomalous events. Temporal networks are dynamic in nature and are constantly subject to change with time, the temporal change could be in attributes alone, in structure alone or both. In this study, we limit ourselves to networks for which only edge values evolve over time. Network anomalies can be of different types and scales, and can be limited to a subset of nodes or edges, but in this study we are interesting in identifying the points in time when the whole network state can be regarded as anomalous. This type of anomalies are called event anomalies.
In the urban context, the number of anomalous days are always significantly smaller in comparison to that of normal days. Due to this scarcity of anomalies, supervised methods will be prone to over-fitting and will generalize poorly to new types of anomalies [6] . Unsupervised event detection can be performed by assigning a likelihood score to network states at each point of time and then classifying states with extremely low scores as anomalies [7] [8] . Application of probabilistic methods directly on all nodes and edges of the network is not fruitful as information at such granularity has a very high noise to signal ratio, inhibiting the detection of useful patterns [9] . A legacy approach for this is a system-wide aggregation of ridership, followed by time series models to calculate residuals, and then detecting anomalies using the probabilistic method [10] . Although system-wide aggregation helps to address the fluctuation in the whole network at once, relevant signals are lost and it fails to account for changes in local patterns of the network. A slightly more sophisticated approach uses node wise aggregation of incoming and outgoing ridership. This is able to accommodate local patterns changes but fails to address changes in structural patterns.
To mitigate the limitations of these approaches, we aim to develop a method that appropriately captures local phenomena at different spatial scale and the structural patterns emerging in the networked data. To achieve this objective, we build upon the method proposed by Stanislav et al. (2019) [11] for anomaly detection. The method has three main phases: (1) Community Detection for coarsening the network, (2) Dimensionality reduction to learn a low-dimensional representation, and (3) Detect anomalies using the learned representation.
Applied potential of such an approach in transportation and beyond is magnified by the abundance of urban data reflecting various aspects of human activity. Cell phone [12? -15] and landline connections [16] , credit card transactions [17, 18] , GPS readings [19] , geo-tagged Twitter [20, 21] and Flickr data [22] , 311 service requests [23] and Bluetooth connections [24] have all been demonstrated to be useful proxies for urban dynamics revealing different aspects of it [25] . In the present paper we will evaluate the proposed approach on taxi trip data for New York City and subway travel data for Taipei.
RELATED METHODS
There is an abundance of related work revolving around the individual components of our pipeline approach described above, but cascading these approaches has not been widely studied. In this section we discuss the methods that deal with event detection in temporal networks and are closely related to individual components in our pipeline. We explain how our methods builds upon these techniques and where they differ from them.
Probabilistic Clustering Models
These are techniques that construct a probabilistic model of normal behavior and identify anomalies as observations with small likelihood under the model. For a simple example could one could fit a multivariate probability distribution like Gaussian to the data and perform outlier detection based on p-value threshold [7] . But real world data often have multiple underlying distributions and assumption of a single distribution does not hold. In our case, e.g. the weekdays are expected to have a different ridership distribution than weekends. A potential solution is to use Gaussian mixture models (GMM) [26] , which is parametric probability distribution model which represents the data distribution as weighted sum of normally distributed sub-populations. Outlier detection can then be performed by p-value thresholding on component sub-populations [8] . We decided to use GMMs for anomaly detection, but we note that it is not a good idea to apply it directly to our high dimensional network data. GMMs do not perform well with high dimensional data, especially when the number of observations is not many times larger than the number of dimensions [9] . This is a generic issue with machine learning models and is referred to as curse of dimensionality [6] . Using a subset of most useful features or applying dimensionality reduction techniques prior to GMMs are possible solutions to this problem [9] . So we use GMM as the last stage in our pipeline, performing topological aggregation (community detection) and dimension reduction before it to reduce dimension. These techniques are introduced below.
Community Detection
Community detection is a technique for topological aggregation of the networks, which could be also used in anomaly detection since community partitioning observed over time can capture strong structural changes. In our approach we use community detection for node aggregation to reduce noise to signal ratio which is high at individual edge level measurements. In simple terms, communities in graphs can be described as sets of vertices that share common properties and play similar roles in the graphs [27] . There is usually a high concentration of edges within the community as compared to edge concentration between communities. An alternative approach to community detection for grouping similar nodes is clustering using algorithms like k-means [28] and DBSCAN [29] . Clustering algorithms would normally group the nodes only on the base of their values, but network has information about connectivity of the nodes and connectivity also often correlates with spatial proximity. Community detection leverages all these properties to group similar nodes unlike clustering, so it is preferable in our case. A new algorithm COMBO recently proposed in [30] presents a strategy to search the possible partition space with objective of optimizing a specific objective function, modularity being the most common one. COMBO outperforms other state-of-the-art approaches in most cases while maintaining reasonable execution times. Hence, we use COMBO for community detection in this study. Since the community detection captures the topological characteristics of the network, the partition of the network achieved by community detection can provide insight into the state of network. A metric based on the similarity of the partition among network states can be used as vector representation that will be used for anomaly detection. For example, sudden change in the number of communities or membership of communities can be identified as an anomalous event. [31] analyzes change in community belongingness of the vertices over time and identifies the vertices whose belongingness change is different from average as anomalous. [32] analyzes partitioning over time and uses a similarity metric based on Jackard coefficient between respective partitions. Subsequently, they perform a threshold based event detection on this metric. In contrast to these methods, we use community detection as the initial step in the pipeline to reduce the dimensionality of the data and mitigate noise while preserving topological information that can be useful for anomaly detection.
Decomposition dimensionality reduction
Decomposition is a an approach to perform dimensionality reduction to facilitate the use of traditional anomaly detection techniques and avoid curse of dimenstionality described above. This technique leverages the concept of tensor decomposition which can be used to represent multidimensional matrices in lower dimensions. Similar to compression techniques, regularities in data are utilized to achieve this. The initial step of this approach is to represent the network as a matrix, which can be done by adding a dimension for every measure of interest. In terms of temporal transport network, dimensions could be origin, destination and time. Most widely used means of achieving matrix decomposition are PCA [33] and SVD [34] . These are linear transformations for which an inverse transformation also exists, hence reconstruction from reduced space can be performed and it will have an error associated with it. Decomposition can be used in two ways: 1) reconstruction error is analyzed over time and the time points where error is above a threshold are considered anomalous [35] . Rationale here is that anomalous behavior would inhibit decomposition.
2) the reduced representation is analyzed over time to discover anomalies [36] , assuming that anomalies would show up in reduced space. We note that both SVD and PCA are limited to linear decomposition, and also explore the space of nonlinear decomposition techniques using deep autoencoders for representation learning [37] . The representation space will then be used to detect outliers using GMM described above.
DATA AND PREPROCESSING
Evaluating the performance of the anomaly detection approaches could be seen as challenge in the absence of the ground truth labeled anomalies. Our evaluation is based on a fundamental assumption that certain major events including holidays or weather events should change the daily transportation patterns significantly. We regard these events as anomalous and evaluate the tested methodologies on their ability to identify these events as anomalies in space of transportation data. Hence, for the detection of anomalies in urban mobility network, we have used two categories of data sets -Urban mobility data sets and Event data sets.
Urban Mobility Data Sets
The urban mobility data sets were collected for the cities of interest, including taxi ridership for New York (USA) and subway ridership for Taipei (China). We have aggregated all these data sets at the daily level and have transformed them into a convenient uniform format which is described in Table  3 . The summary of the aggregated mobility data sets is presented in Table 1 . 
Events Data Sets
To benchmark the efficacy of our method in detecting events where the legacy methods perform well, and to also detect events where they fail, we have selected a set of global and significant local events for this study. The different types of events we have considered are National Holidays, Cultural Events, Parades, Protests, and Extreme Weather. The details and summary statistics for these data sets are present in Table 2 . The description for this is present in Table 3 . 
Details of Data Format
This section provides the details about the sources of data sets used in the study, and the preprocessing performed to create extreme weather events. Table 3 describes the standard format of data used in this study. 
Description for Culture Event
Culture events include sports events, protests, parade, concert, etc, and usually regarded as local events which means can only be detected as anomaly in certain area. We collected data from the list of biggest protests in United States [38] , and annually sports events in both Taipei and New York, and annually concert in Taipei. It is impossible to collect all the local anomalies in a city, but we believe the days we selected are typical culture events. [11] , to detect event anomalies amongst these points we assign likelihood score to each using the probabilistic method/Gaussian Mixture Model. To use GMM, we first coarsen network using community detection followed by further decomposition dimensionality reduction.
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Probabilistic Outlier Detection using GMM
To calculate the probabilistic score of each point to be classified as an outlier, we use Gaussian mixture models(GMM) and cluster the dominant patterns of ridership. Next, with this GMM, we estimate the likelihood of each point to be in one of the defined clusters. Points with likelihood less than a certain threshold are classified as anomalous. These anomalous points are removed, and the clustering is rerun on the reduced set of points. Using this new clustering model, we re-estimate the likelihood, detect anomalies, and iteratively repeat this whole process until the convergence is reached and number of anomalous points does not increase with iterations.
GMM does not perform well with high dimensional data, especially when the items to attributes ratio is significantly low [39] . Through our experiment (Figure 2 ), we established that increasing the number of dimension above 200 in the input of GMM leads to an exponential increase in run-time, and saturation in performance improvement. This inhibits us from directly using GMM on high dimensional network data and necessitates the need for aggregation. Network aggregation reduces the dimension and enhances the signal to noise ratio, this can be done using the overall aggregation of ridership, node wise aggregation of incoming and outgoing ridership, or community detection based aggregation of nodes. , and its run time and performance. As we increase the dimensions in the input of the GMM, the run time increases exponentially, and the F1 performance for detecting anomalies starts decreasing after a certain limit. This inhibits us from using GMM directly on high dimensional network data, and is also known as curse of dimensionality.
Network Aggregation
The two main problems in urban mobility networks are data sparsity, and low signal to noise ratio. The data sparsity is caused by the presence of remote stations/places and limited riders accessing them. As these networks are huge in size and have a large number of edges, low signal to noise ratio at edge level measurements makes anomaly detection an intractable task. Thus, it is necessary to coarse this network to reduce its dimensions. Network could be aggregated by overall aggregation, node-wise aggregation, and community detection.
Node-wise Aggregation: In node-wise aggregation, we sum the incoming and outgoing ridership of each node thus, reducing the dimensions from N * N to 2N (N: Number of nodes in the network). Real-world mobility networks usually have 100+ nodes, making 2N still large enough to be used as an input for GMM. Thus, we apply dimension reduction techniques such as PCA on this reduced network before applying the GMM for anomaly detection.
Community Detection: Rather than using crude methods of aggregation, the incumbent method used in literature to reduce the size of urban transportation network is that of community detection. In community detection, for each edge in the original network, the algorithm compares the actual edge weight with the average expected value. The edges with positive relative strength scores represent particularly strong network connections and are placed inside the community, while edges with negative score are placed between the communities. This process is done by maximizing the modularity score and determining the optimal partitioning. In a directed network graph for each edge e(x, y) in the set of edges E; the relative strength score q(x, y)is calculated using the formula:
Where, q(x, y) : The relative strength score between two nodes x and y, e(x, y): The edge weight/ridership between two nodes x and y, T : Total network weight/ridership, k x out = i=1 e(x, i): Outgoing strength of the node x, k x in = i=1 e(i, y): Incoming strength of the node y.
Then given a certain partitioning P = (C x , x ∈ N ), a vector of discrete community numbers C x associated with each node x of the set N (Original nodes in the network), one can define the overall modularity score:
A trivial partitioning P 0 considers the entire network as a single community and results in modularity score Q(P ) = 0. Thus any reasonable partitioning better than a trivial one will have the modularity score greater than 0 with an upper limit of 1. We solve this problem of increasing modularity score and optimizing the partition P using the optimization technique COMBO introduced by Sobolevsky et al [10] . The community detection algorithm reduces the size of the network from N * N to C * C, (where N is the number of nodes in the original network, and C is the number of communities).
The communities can further be partitioned into sub communities by applying community detection on each community. We use this nested community detection approach to achieve communities of desired spatial granularity.
Dimensionality Reduction
The size of the original network is considerably reduced by the network aggregation. Although, many people directly use this reduced network for anomaly detection. We found that the reduced networks are still very high dimensional and this can inhibit effective application of probabilistic models for anomaly detection. Thus, in our pipeline we use decomposition techniques to learn a compact representation of the network further reducing the dimensionality. We conduct the linear dimension reduction using principal component analysis, and non-linear dimension reduction using deep autoencoder. Principal component analysis (PCA) is a linear decomposition, which is based on the eigen-decomposition of positive semi-definite matrices and on the singular value decomposition (SVD) of rectangular matrices, to extract the important information from data sets [40] . Autoencoders are neural networks with two components: encoder and decoder. It compresses the information in original mobility network to a reduced dimension space using the encoder and decompresses the data back to original dimensions with the help of the decoder. A well trained autoencoder yields a nonlinear compressed representation of the original urban mobility network.
Baseline
Evaluation of the newly proposed approach requires a baseline. A first one is based on overall aggregation of ridership and time series modelling. For overall aggregation, we sum the total ridership in the network from each point in each day. The time series for aggregated ridership of Taipei Subway Network is shown in figure 1 . Further, this time series is modeled using ARIMA model with periodicity of 7 days, and the residuals is obtained by subtracting the predicted ridership from the original. Thirdly, we applied the GMM on the residuals to detect anomalies.
Another baseline approach uses a common network aggregation into inflow/outflow (IO) per each node. We will use IO node wise aggregation followed by dimensionality reduction and GMM as a baseline for evaluating comparative utility of the initial network topological aggregation through community detection.
METHOD COMPARISON
To benchmark the performance of our proposed methodology on real-world urban anomalies detection, we design experiments using our datasets. We compare the results of our three stage pipeline to two staged approach where we omit the dimensionality reduction step. This is designed to shed light on the need for further dimensionality reduction after network aggregation. Additionally, we also compare the results to the time series baseline described above. Furthermore, we also experiment with two types of aggregation techniques and two type of dimensionality reduction methods within the framework of our pipeline to find the optimal cascade of methods for our data. Summary of the 7 tested methods is provided in Table 5 . 
Hyperparameter Selection
For GMM Component Selection we run GMM with 1 to 5 components on network data and use Bayesian Information Criterion (BIC) [41] criteria for selection of optimal components. As the dimension of raw network data is too high (see table 1 ) to run GMM directly on it, we applied PCA to reduce the dimension to 15 before tuning the number of components. We use representation space of 15 for PCA which was designed to account for about 80 percent of the variance of data. We use similar dimension of representation space for autoencoder for fair comparison. Autoencoder hyperparameters were selected by using random search over the predefined space of hyperparameters and optimizing for reconstruction cost. In our current autoencoder architecture, for both encoder and decoder we use three hidden layers with 75, 25 & 15 neurons respectively in each. Adams optimizer with cross entropy loss is used for training.
Evaluation Metrics
We used Area Under the Receiver Operating Characteristic curve (AUROC) to evaluate the algorithms' performances. AUROC measures the classification performance under different threshold, the higher AUROC value means the better results in terms of true positive rate under comparable false positive rate. Usually, for a binary classification, the AUROC value for random choice is 0.5. This is a suitable metric because it is agnostic of the anomaly threshold and gives aggregated performance over the entire range of thresholds.
RESULTS AND DISCUSSION
The performance of all these methods on the two considered cities is reported on Figure 3 and Table  6 . By comparison of AUROC the proposed pipeline, Comm + PCA, has the highest AUROC value in both Taipei and New York. High AUROC values for both cities highlights applicability of the pipeline approach to various data sets and geographies. Additionally, all the pipeline configurations yield superior performance to the time series baseline. This is because the pipeline approach preserves the topological information in the data while baseline uses crude aggregation which discards this information. Pipeline approach is equipped to detect localized anomalies which break the correlation patterns of data set without affecting the overall ridership while baseline approach lacks in this aspect. Furthermore, adding the third stage of dimensionality reduction over the network aggregation enhances the performance in all experiments irrespective of the type of network aggregation. This is because of inability of GMMs to address the problem of high dimensionality in aggregated networks. This highlights the importance of three staged pipeline approach proposed by this study as opposed to a more common two staged approach.
The results establish that using community detection as the aggregation step results in superior performance to node wise aggregation. This is because community detection leverages rich information from origin-destination network data to perform graph aggregation that preserves topological and structural information. Node level aggregation is able to accommodate local patterns changes but fails to address dynamics of structural patterns. It is interesting to note that non-linear dimensionality reduction using autoencoder gave inferior performance to PCA for most experiments, except of IO+AE. This could be due to the absence of non-linearity in the data or difficulty of training a reliable autoencoder for this modest sized data set. Figure 3 : Comparison of the AUROC curve from different methods in different cities. 
CONCLUSION
We evaluated several methods for anomaly detection over temporal networks of human mobility, including a proposed three-phase pipeline approach combining initial network aggregation leveraging community detection, followed by unsupervised dimensionality reduction and Gaussian Mixture clustering of the resulting network representations for outlier detection. Performance of the anomaly detection has been tested against the ground truth labeled samples of known events. It is however important to understand that these samples are not exhaustive and some of the false positives might still be valid anomalies.
Experiments on real-world taxi data in New York and subway data in Taipei exhibited that the proposed pipeline approach by preserving topological structure and connectivity of networks, outperforms both baseline methods based on the overall mobility aggregation and node-wise spatial aggregation. Both, initial network aggregation and further dimensionality reduction appear to be important steps as final Gaussian Mixture Model has a better performance on low-dimensional data sets. The baseline time series analysis of daily aggregations does well in isolating anomalies which have a clear global impact while it fails in isolating localized anomalies. Experiments on real-world data have not revealed consistent advantage of Autoencoder over PCA for the dimensionality reduction step, with certain exceptions like handling node-based network aggregation for Taipei. In general, while proposed pipeline approach gained an overall numerical advantage in our evaluation experiments, specific cases often have different methods demonstrating the best performance. Further evaluation on larger samples of labeled real-world event in diverse geographies and data sources may provide further details in diagnostics of comparative capabilities of different methodologies in isolating different kinds of anomalies.
