A new approach is presented for explicitly relating the shape of image contours to models of curved three-dimensional objects. This relationship is used for object recognition and positioning. Object models consist of collections of parametric surface patches and their intersection curves; this includes nearly all representations used in computer aided geometric design and computer vision. T h e image contours considered are the projections of surface discontinuities and occluding contours. Elimination theory provides a method for constructing the implicit equation of the image contours of an object observed under orthographic or perspective projection. This equation is parameterized by the object's position and orientation with respect to the observer. Determining these parameters is reduced to a fitting problem between the theoretical contour and the observed data points. T h e proposed approach readily extends t o parameterized models. It has been implemented for a simple world composed of various surfaces of revolution and successfully tested on several real images.
Introduction
This paper addresses the recognition and positioning of curved three-dimensional objects from their monocular image contours under the following assumptions: Precise geometric models of the observed objects (and/or object classes) are available. T h e data consists of imperfect edgemaps; in particular, knowledge of high-level features such as junctions or corners is not required. No additional information such as shading, surface normals, or range is available.
Solving this problem is important for several reasons: The world around us is not piecewise planar, but composed of curved objects. People can, after all, recognize familiar (and not so familiar) objects from line drawings, and intelligent robots should be able to mimic this ability. From a more pragmatic point of view, databases of CAD models are now available for a wide range of manufactured objects; opportunities are better than ever for computer vision systems to exploit these models in industrial environments.
Furthermore, recognizing three-dimensional curved objects from their contours remains one of the most challenging problems in computer vision, and, as noted by Besl: 'Support for this work was provided in part by the Solving this problem involves comparing the shape of the two-dimensional surfaces that bound the observed objects to the one-dimensional curves that form their image contours. For polyhedra, this is relatively easy, since the contour generators (edges) are viewpoint independent. Indeed, some success in recognizing and positioning polyhedra has been achieved, not only from range data [17, 201, but also from image contours [21, 24, 331. T h e situation is quite different for curved objects, whose contour generators move and deform over the surface according to the observer's position. Very To make real progress, it is necessary to ulldcrstiilltl thc geometry of image contours and to explicitly relate their shape to the shape of the observed objects and to the viewing parameters. Most of the related research is i n the area of line-drawing interpretation and shape from contour. Lincdrawing interpretation algorithms attempt to label image curves as different types of occluding contours and siirfiicc discontinuities. Although rigorous schciiics liave l x e i i dcveloped for labelling the line-drawings of objects with pl:inar and even curved faces [la, 23, 35, 481, these approaches rely on perfect segmentation and are too brittle to cope with real-world images. Shape from contour approaclies a ttempt to determine constraints on three-tlimeiisioiial sceiic structure based on This paper proposes a new approach for explicitly relating the shape of image contours to models o f ciirvcd Why is this so difficult? three-dimensional objects. Object models consist of collections of parametric surface patches and their intersection curves; this includes nearly all representations used in computer aided geometric design and computer vision, such as CSG models, bicubic patches, generalized cylinders, and superquadrics. The image contours considered are the projections of surface discontinuities and occluding contours. Elimination theory [14, 18, 34, 44, 451 provides a method for constructing the implicit equation of the image contours of an object observed under orthographic, weak perspective, or perspective projection. This equation is parameterized by the position and orientation of the object with respect to the observer. Determining these parameters is reduced to a fitting problem between the theoretical contour and the observed data points.
Two measures of fit are proposed: The implicit equation can be directly fit to the data points. Alternatively, elimination theory can be used to construct a closed-form expression for the distancebetween an image point and the theoretical contour. Position and orientation are then determined by minimizing the average distance over the data points. The proposed approach readily extends to parameterized models, whose contour equations simply include additional shape parameters. A simple recognition and positioning system has been implemented for a world composed of various surfaces of revolution, and it has been successfully tested on several real images of objects such as plastic rings, doughnuts, bagels, and wine bottles (figures 1,2,3, 4,5,6,7).
The rest of the paper is organized as follows. In section 2, we review the basic notions of elimination theory and their application to the implicitization of parametric surfaces and to the computation of the intersection curves of these surfaces. This section is largely based on [18, 451. In section 3, we use the tools of elimination theory to construct the implicit equation of the image contours under orthographic or perspective projection. Section 4 is dedicated to the recovery of viewing parameters from image contours. In particular, methods are given for computing exact and approximate expressions for the distance between an image point and the contour. An implementation of the proposed approach for a simple world made of surfaces of revolhion is presented in section 5. Finally, directions for future research are briefly discussed in section 6. In this section, we briefly introduce elimination theory, then define parametric surface patches, and, following [18, 451, show how to construct their implicit equations and represent their intersection curves using elimination. The basic idea of elimination theory is that it is possible to express a necessary and sufficient condition for a system of algebraic equations to have common roots as the vanishing of a single polynomial called their resultant. The original variables are eliminated, and do not appear i n the resultant, which is a polynomial in the coefficients of the original equations. Sylvester resultants [44] can be readily used to eliminate one variable between two polynomials.
Elimination of n -1 variables between 71 polyiioniials caii be achieved by eliminating these variables one by one witti Sylvester resultants. Other elimination methods are available, and are sometimes more efficient: Bezout and Caylay resultants [14, 441, Grobner bases [9] , multivariate resultants and resolvants [ l l , 341. In this paper, we mostly consider elimination theory as a "black box", and suppose that it is always possible to eliminate any number of variables between given equations. Limitations of the method and efficiency considerations are briefly discussed i n section 6 .
In the rest of the paper, object models consist of rational parametric patches and their intersection curves. A patch in standard position is defined by ratios of polynomials, i.e.,
:,I
where the d,,'s are scalar coefficients, and the xt3's are vectors of coefficients. Bicubic patches are the most prominent type of surfaces in computer aided geometric design [16, [32] for more details).
As suggested in [18, 451, it is possible t o compute an implicit algebraic equation for any rational parametric patch.
By multiplying the coordinates ( z , y , z ) of x by their common denominator, a system of three polynomial equations in s and t is obtained:
where (z,,, y l J , z l J ) are the coordinates of x,,. By eliminating s and t between these three equations, a single polynomial equation in z, y , and z is obtained:
which is the implicit equation of the parametric patch. Moreover, if y(u,w) is another parametric patch, the intersection curves of the two patches can be obtained by computing the implicit equation of y, substituting the parametric coordinates of x in this equation, and multiplying by the denominators. T h e intersection curves are then given by :
which is an implicit equation of these curves in rhe parameter space of x; b,, is a polynomial in the coefficients of x and y .
Contour equation
For matte surfaces, image contours are intensity discontinuities, caused by surface normal discontinuities (creases, edges, or corners), depth discontinuities (occluding contours, or limbs), reflectivity discontinuities (pigmentation or material changes), or lighting discontinuities (shadows). Below we show how to obtain implicit equations for the image contours formed by the projections of edges and occluding contours.
3.1 P r o j e c t i o n g e o m e t r y Different projection models are possible: orthography, weak perspective, perspective. Pure orthography is not very useful without a priori knowledge of the position of the camera, so we concentrate on weak perspective and perspective in the rest of the paper.
Let R be the rotation that maps the camera coordinate frame onto the world coordinate frame, and let t be the vector joining the origin of the camera frame to the origin of the world frame. The patch x is then given in the camera coordinate system by:
Consider a pin-hole camera model with a coordinate sys- The image coordinates of a point on a patch in perspective projection are given by:
In the case of weak perspective projection (also called scaled orthography), all points on the same object are considered to have the same nominal depth, i o , so the above equation becomes:
where the constant p is given by f / ( f -i o ) .
Notice that in both cases, the projection is completely determined by six parameters: The rotation R can be parameterized by three angles (e.g., Euler angles), and its coefficients can be written as low degree polynomials in the cosines and sines of these angles. The translation t is given by its three coordinates. These six parameters completely determine the perspective projection. In the case of weak perspective, we have added an additional parameter p . Notice however that the third component of t is no longer used, so weak perspective projection is also characterized by six independent parameters.
In the sequel, the viewing parameters are denoted by p = ( p i , . . , p~)~ in both cases. Trivially, equations 6 and 7
can be rewritten after substituting equations 1 and 5 and multiplying by the appropriate denominators as:
Pl(S, t , 2, P) = 0
where PI and Pz are polynomials in s, 1, i., 5, in the translation components of p, and in the cosines and sines of the rotation components of p.
Contour g e n e r a t o r s
The following contour generators are considered: edges, where the surface normal is discontinuous, and occluding contours, where the viewing direction is tangent to the surface. The image contours are the projections of these two types of generators. In this section, implicit equations for the contour generators in the parameter space of a patcli are obtained. Edges on a surface are view-independent contour generators. A given parametric patch may, a priori, have edges where the surface normal is discontinuous.' However, in the context of computer aided geometric design, individual patches are usually built so that they are smooth [ l G ] , and the only edges are the intersection curves between cliKcrent parametric patches. These curves are given by equation 4 , independently from the rigid transformation applied to the observed object. Occluding contours are more complex, since tliey depend on the viewing direction. Trivially, the normal to a rational parametric patch is itself a parametric patch, given by:
where " x " denotes the cross-product.
If v is the viewing direction (i.e., the direction of the line joining the eye to a visible point on the observed surface), ' 
E l i m i n a t i o n
We can finally regroup the projection equations (eq. 8) and the contour equation (eq. 11) into a system of three equations: C(S, 2, e, 9, P) = 0 9 ( s , 1, E, P ) = 0 (12) { PZ(8, t , g, P) = 0 By eliminating s and t between these equations, we obtain an expression of the form: which is the implicit equation of the image contours. This equation is a polynomial in Z and g, in the translation pi^ rameters, and in the cosines and sines of the rotation parameters.
4
Our goal is t o find the parameter vector p o which best describes the location of the object from a monocular image. A measure of the error of fit for a particular set of parameter values and the image data must be minimized. The function F, obtained in eq. 13 , defines an image curve and is zero for all contour points. Without any error in the edgels' location due to noise, edge detector bias, or quantization, However, the function F is not a measure of the distance between the theoretical contour and the data points, so direct minimization of the above sum can introduce some bias.
Exact d i s t a n c e f u n c t i o n
Elimination can be used once again to obtain a closed-form expression of the distance between a point and a contour. Remember that the distance between a point iii and a curve is defined as the minimum of the distance between this point and the curve points; this minimum is reached at a point ii on the curve where the curve's normal and the line joining 2 and 2, are aligned.
The distance is therefore given by the following system of equations: where D is a polynomial in the distance d and the parameters pi. For a given transformation p, the distance d is the minimum positive root of this polynomial, and can be found by some numerical root-finding algorithm [42] . Also, note that since d is given by an implicit equation, it is possible t o compute its derivatives with respect to the viewing parameters, which is useful for numerical minimization.
A p p r o x i m a t e d i s t a n c e f u n c t i o n
Computing the exact distance function is expensive, since it involves the elimination of two variables between three equations, two of which are of high degree, followed by nnmerical root finding. On the other hand, using only the function F to estimate the goodness of fit bctwecn data points and the computed silhouette can be biased. Because of this, we now propose another method for estimating the goodness of fit once the optimal parameters have been computed.
As previously noted, the minimum distance between %, and the contour is reached at a contour point % where the contour's normal is aligned with the line joining I, and %. If we suppose that the data points are a close fit to the curve, then the normal to the contour ionrid in the imagc at. 2 , is approximately the normal to the corresponding theoretical contour. A reasonable edge detector [lo] returns not only edgel location to subpixel accuracy but edgel direction as well. Let ii, be the normal to the edgel direction at %,, the minimum distance is reached at a point I = I, + Aii, such that F ( Z , &, p) = 0. This can be rewritten as an equation in A:
Since a good initial estimate of X is available from fitting (i.e., X = 0), a Newton-Raphson algorithm is used to find the first zero of this equation, and the distance is readily obtained. This method has been used in the experiments reported in the next section.
Implementation and Results
To demonstrate the feasibility of our approach, we chose to implement a simple recognition algorithm for a limited world made of different types of surfaces of revolution (five plastic rings from a baby's toy, a doughnut, a bagel, a Burgundy wine bottle, and a bottle of Dom Perignon Cham- pagne) which are observed under weak perspective projection. Why such a choice? Surfaces of revolution are obtained by sweeping a circle along a straight line; they are at the same time simple enough (the elimination of two variables of section 3.3 can be replaced by the elimination of a single variable, see [32] ) and complicated enough (non-convex surfaces with non-planar occluding contours) to qualify as initial test objects. In addition, the tori used in our experiments can be characterized under weak perspective projection by a single shape parameter R / T , which allowed us to use a very simple matching algorithm, yet experiment with parameterized recognition. Finally, we chose t o use the weak perspective model because of its simplicity: in particular, no camera calibration is required.
Implement at ion
The approach described in this paper has been implemented as a three-step process. Implicit equations for the image contours of the models are first computed off-line; they are then fit on-line to the measured contour points; finally, objects are recognized by comparing the errors of fit of the various models.
The derivation of the contour equation of surfaces of revolution is detailed in [32] . Using the results of [40] , it is possible to replace the elimination of two variables, as described in section 3.3, by the elimination of a single variable. Elimination is done on a Symbolics lisp machine by using the Reduce implementation of the resultant of two polynomials. Note that several other algebraic manipulation systems are commercially available (e.g., Macsyma, Mathematica), and they all offer some version of the resultant of two polynomials.
An implementation of the Canny edge detector [lo] finds the image contours. Because of shadows, surface markings, and irregularities in the surface and background, extraneous contours are found. They are pruned by hand, and the remaining edgels are manually grouped into clusters corresponding to a single object. Better, automated segmentation is left for future work.
A variety of numerical algorithms are needed for fitting the implicit contour equation to the data points and measuring the error of fit: we use the Levenberg-Marquardt algorithm to solve the nonlinear least squares minimization of eq. 14, and the safe Newton-Raphson algorithm to solve eq. 1 1 [42] . The Levenberg-Marquardt algorithm only finds a local minimum and requires a set of initial conditions. From a set of image contours, global measures, such as cen- ter of gravity and bounding box, are used to automatically determine a reasonable set of initial conditions.
From a catalogue of models, it is possible to recognize which objects are in an image. Two trivial approaches have been implemented: For a set of data points, try to fit all the possible models in the catalogue; the recognized object is the model minimizing the image distance. Alternatively, in the case of tori, the distinguishing feature of different models is the ratio R / r of their external radius over their internal radius. Parameterized recognition has been implemented for a single "generic torus model" that contains this additional parameter. The parameterized torus is fit to the edges, and the resulting ratio is compared to those i n the catalogue.
5.2
R e s u l t s The models used in our first set of expcriinents are five plastic rings, that will be referred to by their colors: Ilcd, White, Blue, Orange, and Yellow, even though they are really distinguished in our black and white images by their R / T ratios, which are respectively: 2.31, 2.44, 2.62, 2.67, and 2.83. Figure 3 shows the successive steps of fitting the White model for an image of that torus. Note that all of the viewing parameters vary simultaneously. In a recognition test, all five models are fit, and the correct model (W1iit.c) is rccognized (figure 4). Figures 2 and 5 show more complicated examples, with three different tori and occlusion. Again, the correct tori are recognized. The total computing times on a Symbolics lisp machine for these three examples are respectively 15, 33, and 32 seconds. The average distance between the theoretical contours arid the data points varies between 0.57 and 1.08 pixel for the recognized models. Figure 6 shows another example. This time, the modelled objects are a bottle of California Pinot Noir, with its typical "Bourgogne" shape, and a bottle of Doni Perigiion Champagne. In both cases, only the doubly curved portion of the surface has been modelled. The scaling is modelled by a cubic curve. T h e total recognition time in this case is 20 seconds, and the average distance is 0. 43 and 0.46 pixel for the two recognized bottles.
Parameterized recognition of tori, where the ratio R / r is also determined, has also been performed. Visually, the re-F i g u r e 6 . sults appear similar t o those obtained by the first method, so their drawings are omitted. The precision is slightly better using this method in the examples of figures 2 and 4, and slightly worse in the case of figure 5. Even though one additional parameter is estimated, this method is faster than the previous one because only one model is fit to each data set. The total computing times for our three examples are respectively 5, 14, and 15 seconds.
Finally, parameterized recognition has been applied to distinguish a bagel from a doughnut (figure 7). These objects are rather poorly approximated by tori due to bumps, bruises, and other irregularities. However, the algorithm performs successfully and recognizes them, with an average error of about 1.5 pixel for both objects. The computing time is 10 seconds in this case.
Conclusions and future research
Elimination theory has been used to determine the implicit equation of the image contours of parametric patches. In turn, this equation has been used in an implemented algorithm for recognizing and positioning parameterized threedimensional curved objects from their image contours.
Although it has proven reliable and computationally efficient, the current implementation has only been applied to the world of surfaces of revolution, edge groups are handselected, and the matching algorithm is trivial. As shown in [32] , the scope of the method proposed in this paper extends to most representations used in computer aided geometric design and computer vision. In practice, computing the implicit equation of the contours requires the elimination of two variables between three equations for general parametric patches, and the elimination of three variables between four equations for algebraic surfaces defined implicitly. This can, in principle, be done by recursive elimination of a single variable, a t the cost of adding extraneous terms. In addition, the degree of the resulting equations quickly becomes unwieldy [18] . Part of the problem is that elimination theory has mainly been considered a "black box" in this paper. To handle complex object classes as modelled in [30] , it will be necessary to investigate other elimination techniques, such as resolvants [34] and multivariate resultants
We have not really addressed the issue of control of the recognition process, and this is why we have had to rely on hand>segmentation and very simple recognition strategies in our implementation. Future research will be dedicated to designing segmentation and recognition strategies suited to How to find your way in a liquor store.
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F i g u r e 7 . of soft goodies: bagel vs. doughnut. Finally, we are currently developing algorithms for conputing exact aspect graphs [29] of curved objects such as surfaces of revolution [31] . We plan to use these aspect graphs to guide the recognition algorithms presented in this paper.
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