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ABSTRACT
The perovskite stannates BaSnO3 and SrSnO3 are being actively explored for applications as transparent conductors, in power or
high-frequency electronics, and as channel materials in epitaxial integration with functional perovskites. Realizing these applications
requires controlled n-type doping, i.e., avoiding the formation of compensating acceptor-type defects. Here, we use density-functional
theory to examine the formation of cation antisite defects. Our results indicate that antisites are not a problem in BaSnO3 ; however, in
SrSnO3 , SrSn antisites may act as compensating centers.
Published under license by AIP Publishing. https://doi.org/10.1063/1.5126206
I. INTRODUCTION
Wide-bandgap semiconductors that can be heavily doped are
attracting signiﬁcant interest for applications as transparent conducting oxides (TCOs) and for power or high-frequency electronics.1 One such material, BaSnO3 (BSO), exhibits room-temperature
mobility of 300 cm2 V1 s1 when doped with La.2–4 It can be
integrated with other perovskite oxides for functional devices that
can exploit ferroelectricity or strong correlations. The conductionband oﬀsets between BSO and other oxides5,6 allow electron conﬁnement on the BSO side, enabling its use as a channel material.
SrSnO3 (SSO) has a larger bandgap than BSO7 and can be
alloyed with BSO, enabling the tuning of both the lattice constant
a
and the bandgap.8 SSO is better lattice-matched to SrTiO3 (STO),

9
the lattice parameters are 4:12 A for
commonly used substrate:

BSO (cubic),9 4:04 A for SSO (pseudocubic),10 and 3:91 A for
STO.11 A large lattice mismatch with the underlying substrate can
lead to the formation of extended defects and a reduction of electron
mobility;7 therefore, better lattice-matching is desired. SSO is also
being explored as an electronic material in its own right, with prospective applications in metal/semiconductor ﬁeld eﬀect transistors12
and in electrostatic control of metal-insulator transitions.13
Lanthanum is the donor dopant most commonly used for
n-type doping of BSO14–16 and SSO.7,17 While high levels of n-type
doping have been achieved in BSO, doping of SSO has proven to be
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more diﬃcult. First-principles calculations based on density-functional
theory (DFT) can provide detailed information about compensation mechanisms; studies on the point defects in BSO and SSO
have been particularly insightful in this regard.18,19 Weston et al.19
studied La as an impurity and found that, while LaBa and LaSr act
as shallow donors in BSO and SSO, La can also incorporate as a
compensating acceptor on Sn sites. The authors also investigated
compensation by vacancy- and interstitial-type point defects, identifying Ba and Sr vacancies as the primary compensating species.19
It was also found that the formation of compensating acceptors can
be suppressed under oxygen-poor conditions, and that compensation is more problematic for SSO than for BSO, which is consistent
with experimental observations.7,14,20
The present study focuses on cation antisite defects, {Ba=Sr}Sn
and Sn{Ba=Sr} , which have not yet been investigated in SSO but
could act as compensating centers. Previous computational studies
on the stannates have shown that the use of a hybrid functional in
DFT is necessary to accurately calculate their structural and electronic properties. We use the hybrid functional of Heyd, Scuseria,
and Ernzerhof (HSE),21,22 which has been extensively tested and
demonstrated to provide reliable results.6,18,19,23,24 We examine the
formation of antisite defects under various conditions in BSO and
SSO in order to provide a systematic comparison and to identify
their impact on n-type doping. Our results indicate that the antisite
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defects do not impact n-type doping in BSO (consistent with
Ref. 18), but that SrSn acceptors could cause compensation in SSO.
We identify synthesis conditions that are optimal for avoiding compensation and achieving high n-type electronic conductivity.
II. COMPUTATIONAL METHODS
We conduct ﬁrst-principles calculations based on DFT25,26
with the screened hybrid functional of Heyd, Scuseria, and
Ernzerhof (HSE),21,22 as implemented in the Vienna Ab initio
Simulation Package (VASP).27 The core electrons are described
with projector-augmented plane wave (PAW) potentials,28,29 with
Ba 5s2 5p6 6s2 , Sr 4s2 4p6 5s2 , Sn 5s2 5p2 , and O 2s2 2p4 electrons
treated as valence. The use of the hybrid functional, in which the
short-range exchange potential is calculated by mixing a fraction
of nonlocal Hartree-Fock exchange with the generalized gradient
approximation of Perdew, Burke, and Ernzerhof (PBE),30 ensures
a reliable description of both atomic and electronic structures.31
The standard mixing parameter of α ¼ 0:25 (corresponding to
the fraction of Hartree-Fock exchange) is used, along with an
energy cutoﬀ of 500 eV for the plane wave basis set. Spin polarization is included.
The crystal structure of BSO is cubic (5-atom perovskite unit
cell), while that of SSO is orthorhombic (20-atom unit cell). For our
defect calculations, we use comparable 160-atom orthorhombic
supercells (a 2  2  2 multiple of the orthorhombic primitive cell)
for both BSO and SSO. For BSO, doing so requires us to rotate and
enlarge the standard cubic unit cell. A single special k-point is used.
The lattice parameters of the supercells are ﬁxed to their corresponding bulk values, and the internal coordinates are relaxed until the
Hellman-Feynman forces are less than 0.01 eV/Å.
The formation energy, Ef [Dq ], for a defect in charge state q is
calculated as32
E f [Dq ] ¼ Etot [Dq ]  Etot [bulk] 

n
X

ni μi þ qEF þ Δq ,

(1)

i¼1

where Etot [Dq ] is the total energy of a supercell containing defect
Dq , Etot [bulk] is the total energy of the defect-free supercell, ni is
the number of atoms of element i (i ¼ Ba, Sr, Sn) added to
(ni . 0) or removed from (ni , 0) the supercell to form the defect,
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μi are the chemical potentials of the corresponding species i, EF is
the Fermi level referenced to the valence-band maximum (VBM),
and Δq is a correction term32 that accounts for ﬁnite-size eﬀects on
the total energies of charged defects.
The chemical potentials are deﬁned as
μi ¼ Ei þ Δμi ,

(2)

where Ei refers to the energy of species i in its elemental phase. We
refer to element-“rich” conditions as those for which Δμi ¼ 0.
Correspondingly, we consider element-“poor” conditions for which
Δμi is minimized. To determine the range of the Δμi , we require
thermodynamic stability of the host compounds,
Δμ{Ba=Sr} þ ΔμSn þ 3ΔμO ¼ ΔH f ({Ba=Sr}SnO3 ):

(3)

We also consider the potential formation of other phases, namely,
{Ba=Sr}2 SnO4 , {Ba=Sr}O, and SnO2 ,19
2Δμ{Ba=Sr} þ ΔμSn þ 4ΔμO  ΔH f ({Ba=Sr}2 SnO4 ),

(4)

Δμ{Ba=Sr} þ ΔμO  ΔH f ({Ba=Sr}O),

(5)

ΔμSn þ 2ΔμO  ΔH f (SnO2 ):

(6)

From these expressions, we can derive phase stability regions for BSO
and SSO, which we plot in Fig. 1 in the ΔμO ΔμSn phase space.
We will plot results for diﬀerent possible choices of chemical
potentials (corresponding to growth or annealing conditions). By
tuning ΔμO , we can separately consider O-rich (more positive ΔμO )
and O-poor conditions (more negative ΔμO ). For a particular choice
of ΔμO , the chemical potentials of Ba/Sr and Sn can vary between
{Ba/Sr}-rich and Sn-rich. To examine this dependence on cation
chemical potentials, we will plot the formation energy for the conditions indicated on the plots in Fig. 1 as A (O-rich, {Ba/Sr}-rich), B
(O-rich, Sn-rich), C (O-poor, {Ba/Sr}-rich), and D (O-poor, Sn-rich).
When considering La impurities, we also need to take into
account limiting phases for La. In this case, ΔμLa is subject to the

FIG. 1. Phase stability regions
(shaded in gray) for (a) BaSnO3 and
(b) SrSnO3 . Labels refer to various
conditions: A (O-rich, Ba/Sr-rich), B
(O-rich, Sn-rich), C (O-poor, Ba/
Sr-rich), and D (O-poor, Sn-rich).
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constraint
2ΔμLa þ 3ΔμO  ΔH f (La2 O3 ):

(7)

We set ΔμLa to the maximum allowed value for a given ΔμO , i.e.,
ΔμLa ¼ (ΔH f (La2 O3 )  3ΔμO )=2, which corresponds to the most
favorable conditions for La incorporation (i.e., the solubility limit).
III. RESULTS AND DISCUSSION
A. Atomic structure
The relaxed atomic structures for the antisite defects are
shown in Fig. 2 for the 2þ and 2 charge states, which we will see
are most relevant. The {Ba=Sr}Sn antisites remain most stable on
the Sn sites in the perovskite lattice, where they adopt a sixfold
coordination with O atoms. Bond lengths between {Ba/Sr} and O
in these conﬁgurations increase by 15% in BSO and 12% in SSO on
average compared with Sn–O bond lengths in the pristine Sn–O6
octahedra. Bond angles also experience distortion on these octahedral sites, which we can quantify in part by calculating the variance in O–{Ba/Sr}–O angles and comparing with the variance of
O–Sn–O angles in the pristine structures. In BSO, the variance
increases from zero in the pristine cell (in which all O–Sn–O
2
angles are 90 ) to 0:10 , and in SSO, the variance increases from
2
0:45 (evidencing the lower symmetry of the orthorhombic
2
perovskite lattice) to 1:68 . Sn{Ba=Sr} , on the other hand, causes
greater lattice distortions, moving oﬀ the nominal Ba/Sr sites
(by about 0.5 Å) and adopting a sixfold coordination with O atoms.
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In this way, the Sn atoms prefer to maintain the same octahedral
coordination as that of lattice Sn atoms, with Sn{Ba=Sr} –O bond
lengths that are similar to but slightly longer in length than Sn–O
bonds in the lattice SnO6 octahedra, approximately 7% longer in
BSO and 6% longer in SSO.
B. Formation energies
Formation energies of cation antisites in BSO and SSO are
shown in Fig. 3 for the chemical potential conditions (A, B, C, D)
deﬁned in Sec. II and Fig. 1. We plot these formation energies
alongside the energies of the dopant species La{Ba=Sr} and LaSn and
the cation vacancy point defects, which have been found to be the
most pertinent compensating defects in previous work.19 The
minor diﬀerences we ﬁnd in formation energies compared to those
in Ref. 19 can be attributed to the larger supercell size we use for
BSO (160-atom vs 135-atom).
We focus ﬁrst on the Sn{Ba=Sr} antisite, which is expected to
behave as a donor. Indeed, we see that over much of the bandgap,
this defect is present in the 2þ charge state, with the neutral charge
state being favored closer to the conduction-band minimum
(CBM). The formation energies of the Sn{Ba=Sr} antisites are in all
cases higher than those of the La{Ba=Sr} donor, meaning that they
will not impact doping.
The {Ba=Sr}Sn antisites, on the other hand, are expected to
behave as acceptors, and, indeed, they appear principally in a 2
charge state over most of the bandgap. We note that the formation
energy of BaSn is signiﬁcantly higher than the formation energy of
SrSn ; this observation is consistent with the atomic size of Ba being
signiﬁcantly larger than that of Sn, while Sr and Sn are more
similar in size.
In BSO, the formation energy of the BaSn acceptor is high,
and it will not play any role in compensation. As already noted in
Ref. 19, compensation in BSO can be attributed to VBa and LaSn
and will occur only under relatively O-rich conditions, which
should, therefore, be avoided.
Compensation is more of an issue in SSO, and again, O-rich
conditions are most problematic. Figures 3(e) and 3(f ) show that
strong compensation due to cation vacancies will occur; under
Sr-rich conditions [Fig. 3(e)], SrSn antisites may also contribute
to the compensation. To avoid compensation in SSO, O-poor
conditions are, therefore, preferred. In the extreme O-poor limit
[Figs. 3(g) and 3(h)], no compensation of the LaSr donor would
occur; however, for intermediate oxygen pressures, SrSn antisites
are the dominant compensating native defects under Sr-rich conditions. This fact may not be immediately obvious from Fig. 3; to
illustrate it more clearly, we performed a more detailed analysis as
a function of oxygen chemical potential, as detailed in Sec. III C.
C. Role of antisites in compensation in SrSnO3

FIG. 2. Optimized atomic structures of the cation antisite defects (a) Ba2
Sn and
2
2þ
(b) Sn2þ
Ba in BaSnO3 , and (c) SrSn and (d) SnSr in SrSnO3 . The circles and
arrows indicate the location of the antisite defects. Ba atoms are shown in
brown, Sr in green, Sn in gray, and O in red.
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In Sec. III B, we concluded based on an analysis of formation
energies that compensation is not a concern in BSO. In SSO, compensation will strongly depend on the abundance of oxygen in the
environment. We now examine to what extent SrSn antisites play a
role in this compensation, focusing on the Sr-rich conditions that
would favor the formation of such antisites.
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FIG. 3. Formation energies of defects in (a)–(d) BaSnO3 and (e)–(h) SrSnO3 as a function of Fermi level under the chemical potential conditions deﬁned in Fig. 1: (a)
and (e) correspond to point A (O-rich, Ba/Sr-rich), (b) and (f ) to B (O-rich, Sn-rich), (c) and (g) to C (O-poor, Ba/Sr-rich), and (d) and (h) to D (O-poor, Sn-rich).

Detailed insight is provided by evaluating the actual concentration of impurities, native point defects, and electrons in the conduction band. In Fig. 4, we plot these concentrations as a function
of oxygen chemical potential, for Sr-rich and Sn-rich conditions.
We assume that La is incorporated at the solubility limit, as
explained in Sec. II. Each choice of chemical potentials determines
a set of formation energies [see Eq. (1) and Fig. 3], and the formation energies, in turn, yield concentrations. Assuming thermodynamic equilibrium, the concentration (c) of a defect is determined

FIG. 4. Equilibrium concentrations of impurities, native defects and electrons
(e ) at T ¼ 1100 K as a function of the oxygen chemical potential μO , for
SrSnO3 under (a) Sr-rich and (b) Sn-rich conditions. The corresponding values
of the Fermi level (referenced to the CBM) are also included (dotted line, right
axis).
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by the formation energy according to a Boltzmann expression,
c ¼ Nsites exp

 f q
E [D ]
,
kB T

(8)

where Nsites is the concentration of sites on which the defect can
form, Ef [Dq ] is the formation energy [Eq. (1)], kB is the Boltzmann
constant, and T is the temperature. We set T ¼ 1100 K, which is
within the typical range of growth temperatures for epitaxial
deposition.8,12–16 The formation energies of charged species
depend on the Fermi level, and the value of EF in the system is
determined by the overall charge neutrality. For a doped n-type
semiconductor, charge neutrality corresponds to setting to zero the
net charge contributed by positively charged donors, negatively
charged acceptors, and carriers in the conduction band. This value
of the Fermi level (at T ¼ 1100 K) is also included in Fig. 4. The
concentration of electrons in the conduction band is determined
based on the Fermi-Dirac distribution and a conduction-band
density of states, as in Ref. 19.
Figure 4 makes clear that, under Sn-rich (Sr-poor) conditions
[ panel (b)], VSr is the dominant compensating defect, while under
Sr-rich conditions [ panel (a)], the SrSn antisite is the dominant
compensating defect (except under extreme O-poor conditions).
The prevalence of SrSn may seem counterintuitive, given that, in
Fig. 3, VSn appears to have the lowest formation energy as one
moves toward O-rich conditions when EF is at the CBM. The
explanation is that when severe compensation sets in, the Fermi
level is actually well below the CBM and close to the point where
the formation energies of the dominant donor and compensating
acceptor cross. At that point, VSn always has higher formation
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energies than any of the other defects; thus, it will not contribute in
a signiﬁcant fashion to compensation, as Fig. 4 clearly shows.
Our results shed light on the experiments of Wang et al.,17
who found that deviations in the cation stoichiometry lead to a signiﬁcant reduction in the n-type carrier concentration and mobility,
consistent with charge compensation. The authors interpreted their
results in terms of formation of Sn and Sr vacancies. Our results
conﬁrm that, under Sr-poor conditions, VSr will be the dominant
defect; however, under Sn-poor (Sr-rich) conditions, the dominant
defects are not Sn vacancies but rather Sr antisites, SrSn .
IV. CONCLUSION
In summary, we have studied cation antisite defects in BSO
and SSO. Sn{Ba=Sr} antisites behave as deep donors and are not
expected to play any role due to their high formation energies.
{Ba=Sr}Sn antisites act as acceptors and may compensate n-type
materials. The antisite formation is not a concern for BSO, but it
could be important in SSO. In particular, SrSn antisites have lower
formation energies than VSr vacancies under Sr-rich conditions.
Compensation can be suppressed by moving toward more O-poor
and Sn-rich conditions.
ACKNOWLEDGMENTS
We gratefully acknowledge discussions with S. Stemmer and
B. Jalan. This work was supported by the Oﬃce of Naval Research
(ONR) under Grant No. N00014-18-1-2704. A.J.E.R. was supported by the National Science Foundation (NSF) Graduate
Research Fellowship Program under Grant No. 1650114. Any
opinions, ﬁndings, and conclusions or recommendations
expressed in this material are those of the author(s) and do not
necessarily reﬂect the views of the NSF. We acknowledge computational resources provided by the Extreme Science and
Engineering Discovery Environment (XSEDE), which is supported by the NSF under Grant No. ACI-1548562. Use was also
made of computational facilities purchased with funds from the
National Science Foundation (No. CNS-1725797) and administered by the Center for Scientiﬁc Computing (CSC). The CSC is
supported by the California NanoSystems Institute and the
Materials Research Science and Engineering Center (MRSEC)
(NSF No. DMR 1720256) at UC Santa Barbara.
REFERENCES
1
Z. Wu, Z. Chen, X. Du, J. M. Logan, J. Sippel, M. Nikolou, K. Kamaras,
J. R. Reynolds, D. B. Tanner, A. F. Hebard, and A. G. Rinzler, Science 305, 1273
(2004).

J. Appl. Phys. 126, 195701 (2019); doi: 10.1063/1.5126206
Published under license by AIP Publishing.

ARTICLE

scitation.org/journal/jap

2

H. J. Kim, U. Kim, H. M. Kim, T. H. Kim, H. S. Mun, B.-G. Jeon, K. T. Hong,
W.-J. Lee, C. Ju, K. H. Kim, and K. Char, Appl. Phys. Express 5, 061102 (2012).
3
X. Luo, Y. S. Oh, A. Sirenko, P. Gao, T. A. Tyson, K. Char, and S. W. Cheong,
Appl. Phys. Lett. 100, 172112 (2012).
4
S. Ismail-Beigi, F. J. Walker, S. W. Cheong, K. M. Rabe, and C. H. Ahn, Appl.
Phys. Lett. Mater. 3, 062510 (2015).
5
L. Bjaalie, B. Himmetoglu, L. Weston, A. Janotti, and C. G. Van de Walle, New
J. Phys. 16, 025005 (2014).
6
K. Krishnaswamy, L. Bjaalie, B. Himmetoglu, A. Janotti, L. Gordon, and
C. G. Van de Walle, Appl. Phys. Lett. 108, 083501 (2016).
7
E. Baba, D. Kan, Y. Yamada, M. Haruta, H. Kurata, Y. Kanemitsu, and
Y. Shimakawa, J. Phys. D 48, 455106 (2015).
8
T. Schumann, S. Raghavan, K. Ahadi, H. Kim, and S. Stemmer, J. Vac. Sci.
Technol. A 34, 050601 (2016).
9
A.-M. Azad and N. C. Hon, J. Alloys Compd. 270, 95 (1998).
10
P. S. Beurmann, V. Thangadurai, and W. Weppner, J. Solid State Chem. 174,
392 (2003).
11
L. Cao, E. Sozontov, and J. Zegenhagen, Phys. Status Solidi A 181, 387 (2000).
12
V. R. S. K. Chaganti, A. Prakash, J. Yue, B. Jalan, and S. J. Koester, IEEE
Electron Device Lett. 39, 1381 (2018).
13
L. R. Thoutam, J. Yue, A. Prakash, T. Wang, K. Elangovan, and B. Jalan, ACS
Appl. Mater. Interfaces 11, 7666 (2019).
14
S. Raghavan, T. Schumann, H. Kim, J. Y. Zhang, T. A. Cain, and S. Stemmer,
Appl. Phys. Lett. Mater. 4, 016106 (2016).
15
H. Paik, Z. Chen, E. Lochocki, A. Seidner, A. Verma, N. Tanen, J. Park,
M. Uchida, S. Shang, B.-C. Zhou, M. Brützam, R. Uecker, Z.-K. Liu,
D. Jena, K. M. Shen, D. A. Muller, and D. G. Schlom, APL Mater. 5, 116107
(2017).
16
A. Prakash, P. Xu, A. Faghaninia, S. Shukla, J. W. Ager III, C. S. Lo, and
B. Jalan, Nat. Commun. 8, 15167 (2017).
17
T. Wang, L. R. Thoutam, A. Prakash, W. Nunn, G. Haugstad, and B. Jalan,
Phys. Rev. Mater. 1, 061601 (2017).
18
D. O. Scanlon, Phys. Rev. B 87, 161201 (2013).
19
L. Weston, L. Bjaalie, K. Krishnaswamy, and C. G. Van de Walle, Phys. Rev. B
97, 054112 (2018).
20
S. J. Allen, S. Raghavan, T. Schumann, K.-M. Law, and S. Stemmer, Appl.
Phys. Lett. 108, 252107 (2016).
21
J. Heyd, G. E. Scuseria, and M. Ernzerhof, J. Chem. Phys. 118, 8207 (2003).
22
G. Heyd, J. Scuseria, and M. Ernzerhof, J. Chem. Phys. 124, 219906
(2006).
23
B. G. Kim, J. Jo, and S.-W. Cheong, J. Solid State Chem. 197, 134 (2013).
24
C. Wang, Y. Liu, Y. Lu, P. Wu, and W. Zhou, Comput. Mater. Sci. 145, 102
(2018).
25
P. Hohenberg and W. Kohn, Phys. Rev. 136, B864 (1964).
26
W. Kohn and L. J. Sham, Phys. Rev. 140, A1133 (1965).
27
G. Kresse and J. Furthmüller, Phys. Rev. B 54, 11169 (1996).
28
P. E. Blöchl, Phys. Rev. B 50, 17953 (1994).
29
G. Kresse and D. Joubert, Phys. Rev. B 59, 1758 (1999).
30
J. P. Perdew, K. Burke, and M. Ernzerhof, Phys. Rev. Lett. 77, 3865 (1996).
31
J. Heyd and G. E. Scuseria, J. Chem. Phys. 121, 1187 (2004).
32
C. Freysoldt, B. Grabowski, T. Hickel, J. Neugebauer, G. Kresse, A. Janotti, and
C. G. Van de Walle, Rev. Mod. Phys. 86, 253 (2014).

126, 195701-5

