Maximum likelihood estimates for errors-in-variables models are not always root-N consistent. We provide an example of this for logistic regression. SOME KEY WORDS: Binary regression, Measurement error, Logistic regression, Maximum likelihood, Functional models.
I. INTRODUCTION
Logistic regression is a popular device for estimating the probability of an event such as the development of heart disease from a set of predictors, e.g., systolic blood pressure. The simplest form of this model is logistic regression through the origin with a single predictor:
Pr{Y.=l\c.} = G(aoc.) = {l+exp(-a c.)}-l 1 1 1 P 1 where a O and {c i } are scalars (i=l, ... ,N) . In many applications, the predictors are measured with substantial error; a good example of this is systolic blood pressure, see Carroll, et al (1983) . Thus, we observe 
The linear functional errors in variables model (Kendall and Stuart (197~) takes a form similar to (1) and (2) In model (1) with the {ci} known, the ordinary maximum likelihood estimate
In the presence of measurement error, the naive estimator would solve assuming such a value a* exists and is unique.
-3-'" Assuming it exists and is unique, the functional MLE a O satisfies an equation analogous to (3):
It is easy to construct examples for which an analogue to (4) holds:
One example of (7) is the extraordinarily easy problem 0 2 = 1 and c. = (_l)i.
1
The only question is whether (7) is enough to guarantee that the functional MLE &0 cannot be asymptotically normally distributed about the true value aO' This is the case. Then, if
we must have that (7) The theorem as stated does not readily follow from the theory of M-estimators unless one assumes the existence of a unique a* which satisfies (8), along with -4-other regularity conditions. The proof we give avoids these complications because it exploits the form of the logistic function G. The term in (15) can be written as A
III. PROOF OF THE THEOREM
, where
.. 
which follow from (A.3), (10) and (11). Since (15) holds, to prove (8) we merely need to show that
This follows from Chebychev's inequality and (A.3), completing the proof. Here the values {c.} were randomly generated as normal random variables with In Table 1 The results make it clear that neither the usual naive method nor the functional MLE are acceptable. Further work is clearly needed to identify good methods. 
