Color images can be seen as third-order tensors with column, row and color modes. Considering two inherent characteristics of a color image including the non-local self-similarity (NSS) and the cross-channel correlation, we extract non-local similar patch groups from a color image and treat these groups as tensors with each color channel corresponding to the frontal slice of the tensor to exploit the information within and cross channel correlation. Inspired by recently proposed tensor-tensor product (t-product), t-SVD, tensor tubal rank and rigorously deduced tensor nuclear norm, a novel t-product based weighted tensor nuclear norm minimization (WTNNM) is proposed to model the extracted non-local similar patch group tensor (NPGT). Considering the NPGT is of low tubal rank, we formulate real color image denoising as a low tubal rank tensor recovery problem and solve it with the weighted tensor nuclear norm minimization. Experiments on both simulated and realistic noisy images verify the effectiveness of our method.
I. INTRODUCTION
Image denoising is a fundamental and classical problem in image processing and computer vision, aiming to acquire the underlying clean image from a noisy observation. There have been a number of works in this field during the past few decades. And plenty of denoising methods arose due to various regularization models exploited in [1] , [3] , [4] , [7] , [11] , [12] , [14] , [15] , [17] , [18] , [29] - [35] . The classic total variation (TV) models in [3] and [29] utilizing local structure patterns were effective in recovering smooth regions while tending to smear out image details. Since sparsity has been one of the most important properties of natural images, sparsity based methods have achieved impressive performance by introducing an over-complete dictionary [1] , [15] . The dictionary is usually obtained by adaptively learning from natural images which requires high computation cost. Non-local selfsimilarity (NSS) is another significant property presented in natural images. The non-local means algorithm in [4] was proposed to get superior results in image denoising over the The associate editor coordinating the review of this manuscript and approving it for publication was Haimiao Hu. local ones. However, the above method based on non-local self-similarity regularization caused inaccuracy due to the artificial designed weights. By combining sparsity and selfsimilarity, the well-known BM3D based on grouping and 3D transform domain collaborative filtering has achieved excellent performance [12] . The group composed of similar patches can be approximated by a low-rank matrix. Low-rank matrix representation in [2] , [10] , [37] - [39] has drawn a lot of attention due to the rapid progress in convex and non-convex optimization during the past decades. Low-rank matrix representation can be generally implemented by low-rank matrix factorization models and the rank minimization regularization models. In the latter models, the nuclear norm minimization (NNM) is regarded as a convex surrogate of the rank minimization [6] , [16] . Gu et al. assigned different weights to different singular values of the matrix to better recover the underlying low rank matrix from its noisy observation [17] .
When it comes to real color images (sRGB), there were generally three ways to deal with color image denoising. The first one was to apply the grayscale denoising algorithms to each color channel directly without considering the cross-channel correlation, which fails to produce satisfactory performance [5] . The second one was to transform the color image to a luminance-chrominance color space and conduct denoising in each less-correlated transformed channel separately [11] . However, the transformed color images inevitably suffer from the information loss without fully considering cross-channel correlation. The third one was to jointly denoise the RGB channels by fully considering the cross-channel dependency [18] , [19] , [31] - [33] . References [31] - [33] concatenated the patches from RGB channels as a vector and utilized the weighted nuclear norm minimization (WNNM), dictionary learning and weighted sparse coding schemes respectively for real-world image denoising. However, the vector formed by concatenating the patch from RGB channels ignored the intra-patch crosschannel correlation.
To comprehensively take the non-local self-similarity (NSS) and the cross-channel correlation into account, we treat each image patch as a matrix with a spatial mode and a color mode, and construct a third-order tensor via stacking all its non-local similar patches. Inspired by the proposed tensor-tensor product (t-product) in [21] and a new tensor nuclear norm deduced by Lu et al. [25] and [26] , we propose a new color image denoising method using t-product based weighted tensor nuclear norm minimization (WTNNM), which exploits non-local self-similarity and cross-channel correlation simultaneously. In particular, motivated by the common assumption that the real color images could be regarded as low-rank matrices on the three color channels, we approximate the color image denoising by low-tubal-rank tensor recovery with each channel corresponding to a frontal slice of a tensor. The tubal rank model has more power to exploit the information within multidimensional data compared with the Tucker rank and CANDECOMP/PARAFAC(CP) rank model via directly unfolding or flattening a tensor. Directly unfolding or flattening a tensor would lead to information loss by destroying the multi-way structure of the data. Hosono et al. proposed WTNNM for color image processing [18] , [19] . The differences between WTNNM in [18] , [19] and the proposed t-product based WTNNM lie in two aspects: the calculation of the tensor nuclear norm (TNN) and the assumption of noise for different color channels. In [18] and [19] , the TNN was calculated via tensor's matricization in [22] while the TNN in this paper is a new definition rigorously deduced from t-product [26] . We assume the noise to be additive white Gaussian noise (AWGN) with different variances for different color channels as in [27] and [20] , whereas the noise was assumed to be homogeneous AWGN without considering different variances for different channels in [18] , [19] .
In this paper, our contribution is three-fold. Firstly, we propose a new model for real color image denoising using t-product based weighted tensor nuclear norm minimization. The proposed method simultaneously utilizes similar patterns in image patches and the cross-channel correlation to avoid information loss. Secondly, we get the optimal closed-form solution by the tensor singular value thresholding operation.
Finally, experiments on both simulated and realistic noisy images verify that the proposed method outperforms stateof-the-art methods both quantitatively and qualitatively.
The remainder of this paper is structured as follows. Section II introduces some notations and preliminaries. Section III presents the implementation details of the proposed t-product based WTNNM for real color image denoising. Section IV reports the numerical experiments performed on synthetic and realistic image datasets. Finally, we give concluding remarks in section V.
II. NOTATIONS AND PRELIMINARIES
In this paper, the term tensor is denoted by calligraphic script letter, e.g. A ∈ R l×m×n . A is a third-order tensor, then matrices and vectors can be seen as second-order and first-order tensors denoted by boldface capital letters, and boldface lowercase letters respectively. a is the nearest integer greater than or equal to a, and a + = max(a, 0). We denote the 1 norm of a tensor as A 1 = lmn |a lmn | and the Frobenius norm as A F = lmn |a lmn | 2 . Real and complex numbers are in R and C fields respectively. The complex conjugate of A is denoted as conj(A). We denote A(i, :, :), A(:, i, :) and A(:, :, i) as the i-th horizontal, lateral and frontal slice.
The unfold operator to tensor A is defined as
A (2) . . .
The fold command is the inverse operator of unfold.
Applying the Discrete Fourier Transformation (DFT) on each tube of A, we getĀ
Conversely, A is obtained by applying the inverse DFT on each tube ofĀ,
Definition 1 [21] :
The block circulant matrix bcirc(A) could be block diagonalized by applying the DFT,
, · · · ,Ā (n) ), (7) where ⊗ states the Kronecker product, F n is the DFT matrix, I l is the l × l identity matrix, I m is also the identity matrix with size m and (F n ⊗ I l )/ √ n is unitary. We havē A = bdiag(Ā (1) , · · · ,Ā (n) ) = bdiag(Ā). That is
We can get the following property from (7),
According to [26] , the t-product is transformed to the familiar matrix multiplication in the Fourier domain. Based on (6), we have
where K = A * B. The above equation is equivalent to unfold(K) =Ā.unfold(B), thusK =ĀB. The t-product computation based on FFT is detailed in Algorithm 1.
Compute each frontal slice ofK bȳ
Definition 2 [26] : Given A ∈ C l×m×n , its conjugate transpose is defined as A * ∈ C m×l×n by conjugate transposing each frontal slices being the m × l matrix and reversing the order of conjugate transposed frontal slices 2 through n.
Definition 3 [21] : The identity tensor I ∈ R l×l×n is the tensor whose first frontal slice is the l × l identity matrix and other slices are zero matrixes.
Definition 4 [21] :
If each of its frontal slices is diagonal, the tensor is f-diagonal according to [21] , [26] .
Theorem 1: (t-SVD) [26] For A ∈ R l×m×n , there exists
Based on the construction ofŪ,S,V according to Algorithm 1, t-SVD of A could be computed in the Fourier space.
Definition 5 [21] , [36] : Deduced from the t-SVD that A = U * S * V * , the number of nonzero singular tubes of S is defined to be the tubal rank of A and denoted as rank t (A). That is
where # denotes the number. Definition 6: [26] The tensor nuclear norm (TNN) denoted by A * is defined to be
where r is the tubal rank rank t (A).
Based on the result about the tensor nuclear norm derived from the t-product [26] , we have
III. REAL COLOR IMAGE DENOISING BY t-Product BASED WEIGHTED TENSOR NUCLEAR NORM MINIMIZATION
The real color image denoising is to recover the underlying clean image from its noisy observation. Since each color channel of the image could be regarded as a low-rank matrix, a tensor of low tubal rank could be utilized to approximate the color image with each channel corresponding to a frontal slice. Considering the NSS across space and spectral correlations among RGB channels, we search non-local similar patches for each local patch and stack these similar patches into 3D array. 
is the number of patches over the whole image. Then we globally search similar patches for a given local patch Y l from Y to form Y l ∈ R hw×s×C based on the NSS, where Y l is a third-order tensor stacked by local patch Y l and its non-loal similar patches in Y , and s is the number of similar patches of a group.
To estimate the underlying clean non-local similar patch group tensor X l from its corrupted observation Y l , we model it as the following optimization problem
where X l ω, * denotes the weighted tensor nuclear norm. Utilizing properties in (9) and (14), the optimization problem can be formulated aŝ
l ω, * ), (16) where the weighted nuclear norm of a tensor X l can be written as X l ω, * = 1
l ) is the i-th largest singular value of the matrixX (j) l , and ω j = [ω j,1 , · · · , ω j,min(hw,s) ] T . The optimization problem in (16) could be divided into C subproblems and the j-th subproblem could be solved via the singular value thresholding algorithm and reach a global optimum with a closed-form solution [6] , [17] . The obtained solution is the j-th frontal slice of estimatedX l .
Since the larger singular values should be shrunk less to preserve the principal information of the underlying data, we set the weight to be
where σ 2 n is the noise variance, and is a small positive number to avoid dividing by zero. Therefore, the weights satisfy 0 ≤ ω j,1 ≤ · · · ≤ ω j,min (hw,s) . According to the Corollary 1 in [17] , given thatȲ
2 ) + . Based on the convergence analyses in the proof of Remark 1 in [17] ,
where
s. After obtainingX l via the tensor folding operator,X l is estimated by performing the IDFT on each tube ofX l . The pseudocode for computing (15) is detailed in Algorithm 2.
By aggregating the reconstructedX l s, we can estimate the underlying clean color imageX . In practice, we could obtain clean image iteratively by adopting the iterative regularization scheme [13] , [28] to enhance the denoising output.
The key idea of the iterative regularization scheme is to add filtered residual back to the denoised image.
where k is the iteration number, δ is a relaxation parameter. The proposed t-product based weighted tensor nuclear Algorithm 2 Tensor Singular Value Thresholding [26] Input: 
for each patch Y k l do 6: Search non-local similar patches Y k l ;
7:
Obtain the estimatedX k l via the tensor singular value thresholding operation. 8: end for 9: AggregateX k l to form the color imageX k . 10: end for norm minimization for real color image denoising is given in Algorithm 3.
IV. EXPERIMENTAL RESULTS
In this section, we validate the effectiveness of the proposed t-product based WTNNM method on both simulated and realistic image datasets and compare it with CBM3D [11] , TNRD [9] , NC [23] , [24] , MCWNNM [33] , GID [31] , TWSC [32] both quantitatively and qualitatively. We run the source codes of compared methods released on the authors' website with the default parameters. All the experiments are conducted under the Matlab2017a environment on a PC with an Intel Xeon E5-2620 2.10GHz CPU and 256GB memory. proposed t-product based WTNNM can recover fine details and suppress undesirable color artifacts, yielding better visually pleasant denoising images.
B. EXPERIMENTAL RESULTS ON REALISTIC DATASET
We evaluate the competing denoising algorithms on the public realistic image datasets [24] , [27] . [27] provided images including noisy and corresponding ground truth images for 11 static scenes. Part of the cropped images are shown in Figure3. For synthetic noisy images dataset, the standard deviation of noise has been given as a parameter. When we conduct experiments on real color image datasets, the noise level has to be estimated by the method proposed in [8] . The PSNR and SSIM results are tabulated in Table2, and the best results are highlighted in bold. It can be seen that the proposed t-product based WTNNM achieves better PSNR and SSIM results than other competing methods in most cases. The visual performance of the competing denoising methods are shown in Figure 4 . In comparison, our proposed method could efficiently remove the noise and preserve the detailed structures.
[24] provides a number of realistic color images with no corresponding ground truth images. Thus we can only compare the subjective visual results of the different denoising methods. Figure 5 shows the denoised ''Dog'' images obtained by different competing methods. It can be observed that the denoised images by CBM3D, TNRD, GID still remain some noise, and NC, MCWNNM, TWSC tend to generate some undesirable artifacts. The proposed method can preserve fine details and eliminate undesirable noise.
C. COMPARISON OF RUNTIME
We compare the efficiency of different methods in terms of the average computational time to process one 500 × 500 image in the CC dataset [27] . The average running time of the compared methods applied on the 60 realistic noisy images are listed in in Table2. The main computation cost of the proposed method concentrates on computing FFT and C+1 2 SVDs of hw × s matrices. Thus one iteration complexity is O(hwsClogC +hws 2 C). We can see that the approach TNRD with off-the-shelf trained nonlinear diffusion models is the fastest. It should be noted that CBM3D, TNRD, and NC are implemented with compiled C++ mex-function and parallel computation, therefore their computational time is much less than other competing methods like MCWNNM, GID, TWSC and the proposed t-product based WTNNM which are implemented in Matlab. The proposed method needs more time compared with other competitive methods. However, the proposed method produces superior denoising results quantitatively in PSNR and SSIM values and qualitatively in preserving fine details and eliminating undesirable noise.
D. CONVERGENCE
We provide quantitative results to validate the convergence of the proposed t-product based WTNNM. Figure6 displays the curves of the PSNR indexes versus iteration numbers about three images from the Kodak Dataset (http://r0k.us/graphics/kodak/). As we can see the PSNR values gradually increase and become flat afterwards with the growth of the iteration numbers. Therefore, the convergence of our proposed method could be empirically guaranteed. 
V. CONCLUSION
Based on the recently proposed t-product, t-SVD, tensor tubal rank and tensor nuclear norm, we proposed a novel real color image denoising method using t-product based weighted tensor nuclear norm minimization. In view of the NSS and the cross-channel correlation underlying a color image, we extract non-local similar patch groups and treat these groups as tensors. Under the regularization of the tensor nuclear norm minimization, the intrinsic NSS information and the cross-channel correlation can be efficiently exploited.
A series of experiments on simulated and realistic image datasets demonstrate that our t-product based WTNNM method outperforms other competing methods for real color image denoising.
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