We present a novel procedure for treating the exchange-correlation contributions in the Kohn-Sham procedure. The approach proposed is fully variational and closely related to the so-called "fitting functions" method for the Coulomb Hartree problem; in fact, the method consistently uses this auxiliary representation of the electron density to determine the exchange-correlation contributions. The exchange-correlation potential and its matrix elements in a basis set of localized (atomic) orbitals can be evaluated by reusing the three-center Coulomb integrals involving fitting functions, while the computational cost of the remaining numerical integration is significantly reduced and scales only linearly with the size of the auxiliary basis. We tested the approach extensively for a large set of atoms and small molecules as well as for transition-metal carbonyls and clusters, by comparing total energies, atomization energies, structure parameters, and vibrational frequencies at the local density approximation and generalized gradient approximation levels of theory. The method requires a sufficiently flexible auxiliary basis set. We propose a minimal extension of the conventional auxiliary basis set, which yields essentially the same accuracy for the quantities just mentioned as the standard approach. The new method allows one to achieve substantial savings compared with a fully numerical integration of the exchange-correlation contributions.
Introduction

D
ensity functional theory (DFT) [1, 2] is now recognized as a very powerful tool in physics and chemistry that allows one to address a wide range of problems related to the electronic structure of molecules, clusters, surfaces, and solids [3, 4] . A very attractive feature of the Kohn-Sham (KS) approach to DFT is the approximate treatment of electron correlation in an effective one-electron picture. With modern approximations of the exchange-correlation (xc) functional, the KS approach achieves an accuracy that often rivals post-Hartree-Fock correlation methods, but at a computational effort that is only somewhat larger than that of a Hartree-Fock (HF) self-consistent field (SCF) calculation [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . Implementations that make judicious use of fitting (or resolution of identity) techniques to represent the classical Coulomb (Hartree) part of the electron-electron interaction achieve favorable performance in molecular density functional (DF) calculations [16 -19] . By introducing auxiliary or fitting functions to represent the total (spin) density, one avoids the costly evaluation of four-center integrals in the Roothaan approach to the KS problem [20 -22] . This approximation, first suggested in conventional quantum chemistry [23] , was already used in early implementations of the Roothaan approach to the KS method [24] . With the fitting strategy, the formal scaling of the Coulomb problem is reduced from O(N 4 ) to O(N 3 ), N quantifying the size of the basis sets. Note that the use of a variational fitting procedure, for example, the minimization of the Coulomb self-interaction of the distribution characterizing the fitting [25] , permits a systematic improvement of the auxiliary charge density representation, similar to the Roothaan representation of the molecular orbitals (MOs) employed in the KS approach.
On the other hand, the advantage of purely analytical integral evaluation inherent to the Roothaan approach to HF-based methods cannot be easily transferred to KS calculations, because of the complicated algebraic form of the xc functional and the corresponding contribution to the one-electron potential. Even in the simplest form of Slater's X␣ approximation [22, 26] the xc potential and energy density consist of terms that comprise fractional powers of the electron density. Therefore, from the very beginning [24] , most implementations of the KS approach involved numerical integration procedures on atom-centered grids. By now, techniques for constructing efficient integration grids for molecular calculations are well developed [27] [28] [29] [30] [31] [32] [33] ; they even permit a systematic improvement of the accuracy of the integration. Still, the finite precision of the numerical integration procedure restricts highly accurate DF applications at reasonable computational effort to relatively small systems. Attempts to reduce the numerical noise and, in particular, to remove the lack of rotational invariance [34, 35] with finer integration grids render highly accurate KS calculations relatively time-consuming. Hence, since the early applications of the Roothaan technique to the molecular KS problem [36] , quite a few procedures have been developed to represent the xc terms in such a way that one is able to regain the advantage of fully analytical integral evaluation [16, [37] [38] [39] [40] [41] [42] [43] .
In this work, we present the model density approach (MDA), which extends the variation procedure of the Hartree term (charge density fitting) to the xc functional. This method, suggested some time ago [44] , significantly reduces the numerical effort to evaluate the xc contributions. Just as the well-known treatment of the Hartree term is based on an approximate expression of the Hartree Coulomb energy and the corresponding potential [25] , the MDA employs consistent approximations to the xc energy and the corresponding potential. Aiming, in particular, at a computational scheme that is well-suited for complex systems, accurate nuclear forces (and other first derivatives of the total energy) are an important asset that entails efficient structure optimizations and dynamic simulations. Yet forces that are fully consistent with the underlying energy potential surface can be obtained only if all approximations introduced to evaluate both the xc contributions to the total energy and the potential are carried out in proper accordance with one another, an issue that is often neglected in approximative implementations of DFT.
The paper is organized as follows. In the next section, we briefly review the Coulomb fitting approach, which we then extend to the MDA formalism that allows an analytical evaluation of the xc terms. In the third section, we present and analyze a series of test calculations for atoms, polyatomic molecules, and clusters, performed both with a local density approximation (LDA) and a generalized-gradient approximation (GGA), and we discuss the computational performance of the MDA and compare it with a conventional numeric treatment as implemented in the code ParaGauss [45, 46] . For some details of the implementation, the reader is referred to the Appendix.
Model Density Approach VARIATIONAL CONSISTENCY
The model density approach is guided by the idea to simplify the evaluation of a given local (or quasilocal) xc functional E xc [] and the associated xc potential V xc [], by switching to approximate expressions Ẽ xc [] and Ṽ xc [] for these energy and potential contributions, which are computationally more convenient. Of course, the same strategy can also be applied to the Coulomb energy and potential. Doing so, the total DFT energy within the KS approach becomes
with ϭ ¥ n f n ͉ n ͉ 2 and n ϭ ¥ c n ; is an MO basis function and c n , the corresponding coefficient of KS orbital n with energy n and occupation number f n . Then the KS equation reads
Here, Ẽ ee and Ṽ ee comprise both approximate Coulomb and approximate xc contributions. The first derivative of the total energy with respect to some parameter , for example, a nuclear position or the strength of a perturbative external field, is
The first line contains the Hellmann-Feynman forces [47, 48] and a "thermal" correction, which arises if level broadening is used and the fractional occupation numbers depend on the parameter [16] ; this term can be avoided if the total energy functional is replaced by a free energy functional [49 -51] . For simplicity, we consider only the case of fixed occupation numbers in the following. The second line of Eq. (3) gives the Pulay corrections [52] , which derive from the incompleteness of the MO basis set with respect to changes of . Finally, the third line shows the contributions associated with the approximate two-electron terms of the total energy and the KS Hamiltonian. The partial derivative in these latter terms indicates that only the explicit dependence of the functional Ẽ ee [] -and not the one mediated through the (implicit) dependence of the charge density -is to be differentiated.
The most demanding contribution to the firstorder energy derivative dE tot /d is the last term of Eq. (3), the response of the self-consistent charge density to infinitesimal changes of the parameter ; to evaluate it, one has to invoke first-order orbital perturbation theory. This term can be avoided only if the approximations to the two-electron energy and the corresponding potential contribution are strictly consistent. In other words, whatever approximation is introduced in Ẽ ee [], the approximation to Ṽ ee [](r) must obey the condition
CHARGE DENSITY FITTING
We first demonstrate the power of the concept of variational consistency for the Hartree part of the two-electron energy. This also allows us to introduce the charge density fitting procedure used below and to suggest some general notations. For the sake of brevity, we restrict the discussion to a closed-shell case, that is, without spin polarization; the generalization to an open-shell situation is straightforward.
We represent the electron density in a set of (preferentially, but not necessarily atom-centered) fitting functions { k } [53] :
The fitting coefficients a k can then be determined by minimizing the Coulomb self-interaction functional [25] :
under the constraint of charge conservation, that is,
where
; N is the total number of electrons of the system. The choice of this functional was justified elsewhere [25, 54] .
Applying the stationarity condition to the functional of Eq. (6), one obtains a system of linear equations:
with ␣ being the Lagrange multiplier associated with the constraint, Eq. (7). With the quantities
Eqs. (7) and (8) can be rewritten,
and solved in four steps:
Charge conservation can be incorporated into the fitting procedure at essentially zero cost, because Eq. (12) does not depend on the self-consistent charge density and thus can be solved once and for all. The procedure outlined here defines a very efficient solution to the Coulomb problem of the KS formalism, because it requires only two-and threecenter integrals of the form [ j ͉ k ] and [ ͉ k ], which can be precalculated and stored before entering the KS SCF cycle [2] .
DERIVATIVES OF THE FITTED CHARGE DENSITY
Surprisingly, the above four-step procedure exhibits rather simple first-order derivatives. Differentiating directly Eqs. (11)- (14) , one gets:
In Eq. (17), we assumed the charge Q j associated with fitting function j and the total number N of electrons to be independent of . These conditions hold for being a nuclear position, an external field parameter, or the charge density itself; on the other hand, optimization of exponents of fitting functions would require a straightforward extension of Eq. (17) . Introducing the "projected inverse" of the charge fit overlap matrix F jm ,
the above equations can be rewritten in compact form
The projected inverse G kj is the only quantity where charge conservation, Eq. (7), shows up. If one lifts this condition, then the quantities G kj reduce to the direct inverse (F Ϫ1 ) kj of the charge fit overlap matrix. Expanding the short-hand notations, Eq. (9), one arrives at
From this expression, one can derive first-order derivatives of the fitted electron density fit . Starting from Eq. (5) and using the notation
The first line describes a (constrained) fitting of the derivative of the exact electron density; the remaining two terms show corrections due to the incompleteness of the charge fitting basis set. These latter terms vanish (as with the Pulay corrections) when each derivative d j /d can precisely be expressed as a linear combination of the charge fit functions { k }.
COULOMB POTENTIAL WITHIN MDA
Following the concept of variational consistency, expressed in Eq. (4), the approximate density-dependent potential entering the KS equation has to be exactly the functional derivative of the corresponding approximate energy functional. To demonstrate this concept, consider an approximation to the Coulomb energy, which is often used in combination with the variational charge density fitting [25, 36, 54] and which is also adopted in the MDA,
This approximation is exact to first order in the density difference Ϫ fit [25] . Varying Eq. (22) with respect to the exact charge density (r) yields the associated Coulomb potential 
Because we determined the fitted charge density with a variational strategy, Eq. (6), the second term cancels, more precisely,
Therefore, the variationally consistent Hartree potential finally reduces to
The apparent simplicity of this result should not be mistaken. It is not a general feature of the variational consistency concept but rather a consequence of the particular energy expression (22) In a similar way, one obtains the partial derivative ѨẼ H /Ѩ of the approximate Hartree energy, which enters the first-order total energy derivative, Eq. (3):
This term solely arises from the incompleteness of the charge fit functions with respect to derivatives. Again, the simplicity of this formula is exclusively due to the choice of the approximation Ẽ H [] in combination with variational fitting.
EXCHANGE-CORRELATION POTENTIAL IN MDA
The central concept of the MDA is to extend the variationally consistent treatment of the Hartree energy to the xc energy contribution. The approximate xc energy used for that purpose in the MDA approach is a given (nonapproximated) xc energy functional evaluated for the fitted charge density,
The variationally consistent xc potential is then given by the functional derivative of that energy expression with respect to the exact charge density,
with
being the original nonapproximated xc potential. As for the Hartree potential, the key quantity for further evaluation of the variationally consistent potential is the partial derivative of the fitted charge density with respect to the exact density. Hence, using Eq. (25), one immediately arrives at
Apparently, the ultimate, variationally consistent approximation to the xc potential is a linear combination of Coulomb-type terms that at first glance may come as a surprise. This functional dependence arises from the circumstance that the density dependence of the approximate xc functional Ẽ xc is exclusively mediated through the fitted charge density and that this fitted charge density is determined by minimizing the Coulomb self-interaction functional, Eq. (6). This introduces a nonlocal Hartree-like response of fit to any change in , as indicated by the functional derivative Eq. (25); we again refer to this point below. Equation (32) is a special case of the generic first-order derivative of the xc energy, dẼ xc /d, which can be obtained by using the derivative, Eq. (21), of fit rather than Eq. (25); in other words, here we skip the substitution 3 (r). Doing so, and leaving out the contribution d/d associated with the self-consistent charge density, one obtains the partial derivative of the xc energy needed for the first-order total energy derivative, Eq. (3),
As in the case of the Hartree energy, the contributions of the xc energy to the total energy derivatives consist of corrections due only to the incompleteness of the charge fit functions with respect to derivatives. The last two expressions, Eqs. (32) and (33), play a central role in the MDA approach. They offer a number of computational advantages over the conventional methodology, which is based on the exact charge density and a fully numerical integration of all xc contributions. First of all, the xc potential, Eq. (32), is expressed in terms of Coulomb-type contri-
. This allows one to replace the computationally demanding numerical evaluation of the matrix elements ͗ ͉V xc ͉ ͘ by an analytical evaluation which takes recourse to matrix elements that have already been precalculated. In fact, Eq. (32) can be used to define a combined two-electron fitting coefficient
such that the combined Hartree and xc potential becomes
Hence, the matrix elements of the Hartree and xc potentials can be evaluated simultaneously:
The only extra cost is the solution of a system of linear equations to obtain the xc contribution to the two-electron fitting coefficients a k ee , Eq. (34) . As another convenience of the last few expressions, we note that only relatively little effort is required to incorporate the MDA into an existing KS implementation that already uses the charge density fit-ting procedure outlined above [16] . A further advantage of MDA is that only the fitted charge density, rather than the exact charge density, has to be evaluated on the numerical integration grid to determine the intermediate projections ͗V xc [ fit ]͉ k ͘ that enter Eq. (32); the exact charge density is required for the matrix elements ͗ ͉V xc ͉ ͘ of the conventional approach.
In detail, in MDA one has to evaluate the charge fit functions on the numerical grid; this operation scales as N fit N grid , where N fit is the number of charge fit functions and N grid is the number of grid points. On the other hand, in the conventional approach one has to evaluate the orbital basis functions on the numerical grid that scales as N bas N grid where N bas is the number of orbital basis functions. In addition, in the conventional approach, the KS orbitals and the density have to be evaluated on the grid that formally is an O(N 3 ) step, scaling as (N bas ϩ 1) N occ N grid , where N occ is the number of occupied KS orbitals; furthermore, the matrix elements ͗ ͉V xc ͉ ͘ have to be assembled, which is another O(N 3 ) step, formally scaling as N bas 2 N grid . The corresponding tasks in the MDA comprise evaluation of the fitted charge density on the grid (ϳN fit N grid ), assembly of the intermediate projections (ϳN fit N grid ) and determination of the xc contributions to a k ee (ϳN fit 2 ), which are all O(N 2 ) steps only. One can also expect that the accumulation of numerical errors due to the finite integration grid is significantly reduced in the MDA because far fewer quantities are evaluated numerically compared with the conventional approach. Even more importantly, the integrands in the intermediate projections ͗V xc [ fit ]͉ k ͘ of MDA exhibit noticeably fewer sign changes than do the integrands of the matrix elements ͗ ͉V xc ͉ ͘ of the conventional approach.
Nevertheless, despite the very useful properties of expression (32) , numerical problems, related to the quality of charge density fit, Eq. (5), may arise. Apparently, the Hartree contributions V H [ j ] entering Eq. (32) play the role of basis functions for a variationally consistent representation Ṽ xc [] of the xc potential, but their asymptotic behavior is quite different from that of the exact xc potential [55, 56] . Therefore, one anticipates that a more flexible fitting basis { k } is required to satisfy the additional requirements imposed by Eq. (32). The auxiliary (fitting) basis set of a conventional approach is usually quite sufficient for an accurate representation of the electron distribution of a molecular system (up to a limited number of multipole moments) and the resulting Hartree potential [17] . However, this charge fitting basis may provide only a relatively poor description of the xc potential in MDA. In the next section, devoted to an evaluation of the performance of MDA, we address precisely this question, and we discuss strategies for extending a conventional charge fitting basis set.
Another numerical problem arises from the fact that the fitted charge density fit may exhibit (small) negative values in the low-density regime; in the Appendix, we discuss strategies to cope with this issue.
Fitting Basis Sets for MDA and Benchmark Applications
To construct the auxiliary basis set for MDA calculations, some precaution is necessary, as already mentioned. It is natural to start with a conventional fitting basis set, but it is also of interest if and how one can achieve an accuracy with MDA calculations that compares to that of standard conventional calculations where the xc terms are evaluated via numerical integration. In the following, we first examine the performance of various extensions of the auxiliary basis set, using a set of small main-group molecules. Having established a procedure to construct a reliable fitting basis for MDA calculations, we explore how this scheme performs for diatomics, polyatomic molecules, and transition-metal carbonyls as prototype metal complexes. We conclude this section with example calculations, including large metal clusters, that illustrate the computational efficiency achievable with the MDA strategy. 4 , HCN, and NH 3 , as well as on the atoms constituting these molecules. In these calculations, we used two types of Gaussian-type orbital (GTO) basis sets, to be referred to as I [59] and II [60, 61] ; their compositions and the corresponding generalized contraction schemes are summarized in Table I . The fitting basis sets related to these orbital basis sets are denoted as I n and II n .
AUGMENTING THE CHARGE FITTING BASIS SET
Fitting basis sets I 0 and II 0 are constructed according to a standard procedure [16, 62] employed in the code ParaGauss [46] . These basis sets consist of s-and r 2 -type Gaussian-type functions, whose exponents are obtained by scaling the exponents of the corresponding orbital basis s-and p-type primitives, respectively, by a factor of two. The standard fitting bases also include functions that are not spherically symmetric with respect to their atomic centers, namely 5 p-and 5 d-type "polarization" functions with exponents chosen as geometrical series: (0.1) ϫ 2.5 and (0.2) ϫ 2.5 ( ϭ 0 . . . 4), respectively [16] .
These standard fitting bases were augmented by various s-type GTOs and polarization exponents of higher angular momentum GTOs, normally of ftype; for H and Li, polarization exponents of basis I were of d-type. (Basis I 4 forms a special case; see below.) The exponents for the s-type functions were obtained by scaling the smallest s-type exponent of the fitting basis (SEFB). The exponents of higher angular momentum fitting functions were selected from geometrical series: (0. In Table II , for each of these fitting basis sets, we compared LDA total energies calculated by MDA to those obtained with the conventional approach based on full numerical (NUM) integration of the xc contributions (MDA vs. NUM). On average, MDA total energies ͉͗⌬E tot ͉͘ deviate 0.73 kcal/mol from those of the conventional approach (NUM) for basis sets I and 0.63 kcal/mol for basis II; the corresponding maximum deviations ͉⌬E tot ͉ max are 2.85 and 3.26 kcal/mol, respectively. Comparing with the MDA results for basis sets I 1 -I 3 (Table II) , one notes that one additional s-type GTO in I 1 improves the accuracy, but further variations do not do so in any appreciable way. Also, augmenting the fitting basis set with polarization functions of low angular momentum (basis I 4 ) does not amend the MDA results beyond those of I 1 . On the other hand, comparing the numerical results among each other (NUM vs. NUM/I 0 ), that is, the results obtained with augmented fitting basis sets I 1 -I 4 to those of the standard basis set I 0 , one notes that the scaling technique adopted in ParaGauss [16, 62] yields well-converged fitting basis sets when restricted to low angular momenta.
The consistency of the MDA and numerical results could be substantially improved by extending the fitting basis sets by diffuse f-type functions (basis sets I 5 -I 10 ). The mean deviations ͉͗⌬E tot ͉͘ of total energies was reduced to 0.17 kcal/mol (Table II) , which is more than four times smaller than for basis set I 0 . The maximum deviation ͉⌬E tot ͉ max drops by a factor of five. It is worth noting that two additional f , d -type exponents (basis I 8 ) seems to provide almost as accurate results as the large basis sets I 9 and I 10 . Purely numerical results (without MDA) show average deviations ͉͗⌬E tot ͉͘ of up to 0.25 kcal/ mol for the most flexible auxiliary basis sets (with ͉⌬E tot ͉ max up to about 0.7 kcal/mol); these results again illustrate the quality of the standard basis set I 0 .
Essentially the same conclusions were reached for the second MO basis set, and the corresponding fitting basis sets II 0 , II 1 , II 5 , and II 9 (Table II) Table II , we aimed at extensions of the standard fitting basis sets of ParaGauss [16, 62] that represent a compromise between accuracy and computational effort. Therefore, we decided to use two type of extensions in the remaining evaluation procedure of the MDA: one additional s-type function with an exponent one third of the smallest s exponent of the standard fitting basis; and up to three polarization exponents of an angular momentum l max ϩ 1 with ϭ 0 . . . 2, where l max (X 0 ) is the maximum value of the reference basis (X ϭ I or II).
The designation X is a generic term of a basis set; the largest basis sets used subsequently were of type X 9 . For basis sets I, l max is 1 for H and Li and 2 for all other elements; in the case of basis II, l max ϭ 2 for all elements. We continue to refer to the fitting basis sets, augmented by one s-type function, as I 1 and II 1 , but we change to a binary three-digit notation, referring to ϭ 0, 1, or 2, to specify additional fitting exponents of higher angular momentum. For instance, for carbon, basis I 1,111 ϭ I 9 refers to an extension of I 1 by three f-type polarization exponents 0.300, 0.750, and 1.875 a.u. On the other hand, for Li, basis I 1,010 comprises one additional polarization exponent beyond basis set I 1 , namely, 0.5 a.u. from the d-type series for ϭ 1.
DIATOMIC AND POLYATOMIC MOLECULES
To test the performance of the MDA for describing potential energy curves, we first carried out LDA calculations with six different fitting basis sets on a small set of diatomic molecules: Li 2 , CO, LiH, LiF, HF, F 2 , Cl 2 , N 2 , Na 2 , NaCl. For each of these test molecule and for each of the six possible extensions of the fitting basis set conforming to the choice just described (see Table III ), we performed single-point calculations for different bond lengths. Using fivepoint polynomial fits, we determined equilibrium bond lengths l and harmonic vibrational frequencies from these lists of energy values, and we calculated atomization energies E at at optimized distances.
In Table III , we illustrate for Li 2 and CO how these characteristics obtained by MDA differ from those of the conventional numerical approach using the same fitting basis set. We also show mean square deviations ͗⌬E tot 2 ͘ 1/2 of the total energy values over all distances investigated, typically 10 -20 points per diatomic around the energy minimum. The criterion ͗⌬E tot 2 ͘ 1/2 clearly demonstrates the improved agreement between MDA and NUM calculations when the reference fitting basis sets I 0 and II 0 are extended as described above. After maximum augmentation to I 1,111 and II 1, 111 , respectively, the deviations are very uniform along the potential energy curve; see Figure 1 . The data of Table III corroborate that fitting functions of higher angular momentum play an important role for the accuracy of MDA calculations. Detailed inspection of Table III reveals that adding the second and third f-type functions to the standard X 0 or the s-type augmented fitting basis X 1 leads to a substantial reduction of the deviations. For the basis sets X 1,111 , deviations ⌬l of the bond length are at most 0.0003 Å, deviations ⌬ of the harmonic frequency are less than 1 cm Ϫ1 , and the atomization energies E at deviate at most 0.07 kcal/ mol (Table III) . Compared with these results, the basis sets I 1,100 and II 1,100 perform relatively poorly.
Apparently, fitting basis sets without the full set of f-type exponents, that is, smaller than X 1,111 , perform differently for the two molecules. To arrive at a more conclusive answer as to which of the five f-type augmented basis sets performs best, we averaged the key quantities over the set of 10 diatomics mentioned above. From the average values, also displayed in Table III , one concludes that the fitting basis sets with f-type exponents for MO basis I all perform rather similarly. However, the performance of fitting basis sets with f-type exponents is uniformly good for both groups of basis sets, I and II, only when the second and third f-type exponents of the three-term series are included.
Therefore, we restricted the subsequent benchmark calculations, which aimed at both LDA and GGA results, to the fitting basis sets X 1,011 and X 1,111 which we compared with the corresponding reference results for X 0 (X ϭ I, II). In these calculations, we used an enlarged set of diatomic molecules (Table IV) .
These results can be summarized as follows. For both groups of fitting basis sets, I and II, extension by s-and f-type exponents leads to improved results for the bond distance, both at the LDA and the GGA level of theory. For the smaller basis set I, MDA calculations reproduce bond distances to ϳ0.001 Å at the LDA level and to ϳ0.002 Å at the GGA level. For the more flexible basis set II, GGA bond distances of MDA calculations agree to ϳ0.001 Å with those of a fully numerical treatment of the xc contributions (NUM). Deviations of harmonic vibrational frequencies in MDA calculations are 5-8 cm Ϫ1 with reference basis sets X 0 . These deviations are only slightly reduced, to 4 and 5 cm Ϫ1 in LDA and GGA calculations, respectively, when fitting basis set I 0 is augmented to I 1, 111 . The MDA calculations with fitting basis sets for MO basis II, for example, II 1, 111 , are a bit more accurate, with deviations ϳ2 and 4 cm Ϫ1 in LDA and GGA calculations, respectively. The energy criteria ͗⌬E tot 2 ͘ 1/2 and ͉⌬E at ͉ yield rather comparable values for a given xc approximation and fitting basis set. The effect of augmentation beyond the reference X 0 is important in all cases. The atomization energies of MDA calculations reproduce the numerical results particularly well for the fitting basis II 1, 111 , with deviations of ϳ0.1 and ϳ0.2 kcal/mol for LDA and GGA, respectively.
All results on diatomics (Table IV) consistently indicate for both groups of basis sets, I and II, and all extensions of the fitting sets that quality of the fitted charge density are better in LDA than in GGA calculations. Essentially all criteria used in Table IV  corroborate The negative tails in the fitted charge density fit (panel b) are clearly discernible along the molecular axis at the sides opposite of the molecular bond. Note that the special negative contour values adopted in Figure 2 emphasize the low-density regime. By switching to extended fitting basis I 1, 111 (panel c) the negative tails in the fitted charge density are suppressed to a large extent. The artifacts introduced by the negative values of the fitted charge density are substantial when one evaluates the approximate xc potential Ṽ xc [ fit ](r) which, according to Eq. (32) , is a linear combination of Coulomb-type functions V H [ j ](r). As seen in Figure 2 (e) and 2(f), the variationally consistent xc potential, using in MDA with basis set I 0 , exhibits quite substantial negative tails on the molecular axis of Cl 2 . These artifacts again are much notably reduced for the larger fitting basis set I 1,111 , leading to an overall good MDA performance.
Although the quality of the charge fit is sufficient to represent properly the Coulomb potential, Coulomb-like terms 2 , and SiH 2 ) with results for conventional numerical calculations using the same three types of fitting bases as probed for diatomics, X 0 , X 1 , and X 1,111 for X ϭ I, II. Table IV collects deviations of bond lengths, bond angles, vibrational frequencies, atomization energies, and total energies at equilibrium geometry (͉͗⌬E min ͉͘), all averaged over this set of molecules. Vibrational frequencies were obtained by diagonalizing the Hessian matrix, which was assembled via finite differences of analytical Cartesian gradients, transformed to internal coordinates.
The MDA results for these polyatomic molecules reproduce the numerical calculations with the same accuracy as found above for diatomics. The reference fitting basis sets I 0 and II 0 yield very satisfactory results for structures, in both LDA and GGA calculations. Deviations of bond lengths are at most ϳ0.001 Å, and deviations of bond angles are less than 0.03 degrees. For extended basis sets, MDA (Table  IV) . Different from the tests for diatomics, both MO basis sets I and II, together with their corresponding extended fitting bases, perform about equally well. Yet, as found above, the MDA results for GGA calculations deviate somewhat more from the corresponding numerical calculations than the results of LDA calculations.
TRANSITION METAL CARBONYLS
From the results of the above benchmark calculations one can conclude that standard fitting bases, used routinely in DF calculations with ParaGauss [16, 62] , perform very satisfactory in MDA calculations when extended by one s-type and three f-type exponents. In the following, we finally test this prescription for constructing auxiliary basis sets for transition metal systems, using two carbonyl complexes as examples.
Transition-metal carbonyl complexes play an important role in organometallic chemistry; they have been intensively studied theoretically [63] [64] [65] [66] [67] [68] . For the current purpose, we selected Ni(CO) 4 and Fe(CO) 5 . We carried out LDA (Vosko-Wilk-Nusair) and GGA (BP) calculations, using again two types of MO basis sets (Table I) [59 -61, 69, 70] . In line with the above conclusions, we extended the standard fitting basis sets following the prescription X 1,111 (see Table I ). We optimized the structure imposing T d symmetry for Ni(CO) 4 and D 3h symmetry for Fe(CO) 5 (Table V) . We also calculated the harmonic vibrational frequencies compatible with these constraints (Table VI) . In addition to the structure deviations, we monitored the total energy difference ⌬E tot (Table V) and the first carbonyl dissociation energies (Table VII) . The latter quantities were calculated as total energy differences between two optimized structures for each system, that is, implying the final states Ni(CO) 3 (D 3h ) and Fe(CO) 4 (C 2v ) [64, 68] ; for Fe(CO) 4 we took two states into account:
1 A 1 and 3 B 1 . At the LDA level, MDA calculations with extended fitting basis sets X 1,111 reproduce bond lengths to 0.001 Å or better (Table V) . At the GGA level, MDA results, in particular for metal-carbon bonds, can deviate up to 0.002 Å; however, the axial FeOC bonds are calculated to short by 0.01 Å. The MDA calculations with the extended fitting basis high-frequency modes, with deviations at most 10 cm Ϫ1 ; only some low-frequency modes exhibit larger deviations up to ϳ20 cm
Ϫ1
. The first metal-ligand dissociation energy of Ni(CO) 4 is about 25 kcal/mol and that of Fe(CO) 5 is about 40 kcal/mol [64] . Therefore, with deviations of at most 0.5 kcal/mol, MDA calculations on Ni(CO) 4 , using extended basis sets, reproduce the corresponding results of numerical KS calculations in very satisfactory fashion (Table VII) . The MDA results for Fe(CO) 5 are somewhat less accurate. However, these MDA results are still adequate in view of the experimental binding energies just mentioned, even though the deviations for the state 3 B 1 are up to 1.8 kcal/mol.
COMPUTATIONAL EFFICIENCY OF MDA
In this section we return to the ultimate aim of the MDA, the reduction of the computational effort for DFT studies. To measure the efficiency of MDA compared with the conventional approach employing numerical integration (NUM) for the xc contributions, we selected three systems that are of interest to our current research: two large metal clusters, Ni 55 and Au 55 , as well as a cluster modeling an active site in a zeolite framework, comprising 12 Si atoms tetrahedrally coordinated by oxygen centers and embedded in an elastic polarizable environment (EPE) [71] , which is represented by about 4000 point charges. Table VIII collects various timings and speed-up factors as obtained with the program ParaGauss [46] .
To facilitate the comparison, the number of SCF (self-consistent field) cycles has been fixed to 30, a typical number for such systems. Of primary interest is the timing for those parts of the code that deal with the evaluation of the xc contributions to the total energy and the forces as well as the matrix elements of the xc potential. In an MDA calculation, the latter comprises only the evaluation of the xc contributions to the electronic fitting coefficients a k ee in Eq. (34) , because the final assembling of the matrix elements ͗ ͉V xc ͉ ͘ is done without additional cost, together with the evaluation of the corresponding matrix elements ͗ ͉V H ͉ ͘ of the Hartree potential, using Eq. (36) .
In the second section, we discussed in detail the computational effort for the individual computational steps and how they scale with the size of the system. Within the conventional approach, two O(N 3 ) steps of relatively simple, straightforward linear algebra are required in an SCF iteration; together, they scale with N bas (N bas ϩ N occ ) N grid . On the other hand, in the MDA, these steps have to be compared to three similarly simple steps of O(N 2 ), scaling with N fit (N fit ϩ 2N grid ) . The bare evaluation of the xc functional is the same in both approaches. Hence, the expected speed-up of MDA relative to NUM calculations depends on the ration N bas /N fit and on the prefactor of the O(N 3 ) step inherent to the conventional approach.
As can be seen from Table VIII , the density evaluation in MDA calculations exhibits speed-up factors from about 7 to about 130, depending on the system and the fitting basis sets used. Equally nice speed-up factors, ranging from 80 to over 300, were found for the evaluation of the xc contribution to the Hamiltonian. When calculating the time-consuming xc contributions to the forces, one has to evaluate functions and their derivatives on the integration grid; thus, the speed-up is not quite as large, ranging from ϳ3 for the zeolite cluster to 11-13 for the two metal clusters. When one wants to maintain a comparable accuracy, one has to use extended fitting basis sets; hence, more integrals have to be precalculated. This offsets in part the advantage gained when handling the xc contributions. However, the examples of Table VIII clearly demonstrate a significant overall speed-up, afforded by the MDA. For the total SCF part, these factors range from 3.5 to 9 and for the whole calculations one can expect a saving of about 50% of the computer time, as suggested by overall speed-up factors of 1.7-2.4 with I 1,111 fitting basis sets (Table  VIII) .
Conclusions
The density fitting technique (also referred to as "resolution of the identity" approach), which is widely used in DFT calculations on molecular systems, has been extended to treat xc contributions in almost fully analytic fashion. This MDA affords essentially the same accuracy for the main characteristics of molecular systems, that is, structure parameters, total and atomization energies, as well as vibrational frequencies. Tests performed for a representative set of diatomic and polyatomic molecules demonstrated that in most cases the overall accuracy of MDA (compared with conventional calculations relying exclusively on numerical integration for the xc contributions) is about 1-1.5 kcal/ mol for energies, 0.001 Å for bond lengths, and up 10 cm Ϫ1 for vibrational frequencies. This holds for both LDA and GGA calculations, although MDA results in LDA calculations are usually somewhat more accurate.
Being formulated variationally, the MDA features displacement gradients that are consistent with the energy expression. Moreover, it allows a systematic improvement of the results by improving the quality of the fitting (auxiliary) basis set to represent the electron density and the xc potential. This feature has been demonstrated for a wide range of examples. Based on those results, we proposed a prescription as to how to augment conventional fitting basis sets to avoid a significant loss in the accuracy of the results.
Any existing DF code, which already uses the DF technique can easily be extended to MDA by introducing a new type of projection integrals [see Eq. (32)], whose implementation is straightforward. In MDA, only a relatively small number of the fitting functions has to be precalculated on the integration grid instead of full set of molecular orbital basis functions. This last feature notably reduces the amount of computer resources required by the calculations. The MDA does not fully eliminate numerical integrations, but the amount of the integrations is proportional to the size of fitting basis only; thus, the approach exhibits linear scaling. The number of remaining numeric integrations is also 
Appendix: Truncation Schemes for Fitted Charge Densities
The electron density of matter is a positive quantity, and the evaluation of essentially all xc functionals crucially depends on this property; for instance, the kernel of the Dirac-Slater exchange functional [22] , proportional to 4/3 , is not defined for regions where the values of become negative. Unfortunately, there is no simple way to ensure that a linear ansatz for an approximate electron distribution, Eq. (5), remains positive semidefinitely. In fact, in practice, one often encounters weak oscillations of density approximations with small negative values in the low-density regions, that is, far away from the nuclei of a system. The diatomic molecule Cl 2 provides a representative example of such an "oscillating" behavior of the electron density (Fig. 2) where negative tails are observed on the side opposite of the bond. An augmented fitting basis [ Fig. 2(c) ] considerably improves the shape of the approximate electron density compared with that of standard fitting basis [ Fig. 2(b) ]. Nevertheless, there are still regions where the approximate density is negative. Therefore, special means must be taken to allow a straightforward evaluation of the density functionals.
The simplest procedure (hard truncation) is to introduce a lower threshold and to ensure that the approximate electron density remains above this lower bound; in other words, one works with a "truncated" electron density
where S h is a "hard" shape function
The gradient of the truncated density is not continuous. This drawback of procedure (38) may not cause a large problem in the case of LDA functionals, because in conventional schemes is calculated on a grid and one may regard the calculated values of the truncated electron density to represent some smoothed version of . However, the accuracy of gradient-corrected functionals may substantially suffer from discontinuities of the density gradient ٌ.
Hence, a generalization of the above truncation scheme that guarantees a smooth transition into the threshold regime is required. Conventional broadening techniques are not very convenient in this context because of their intrinsic nonlocal character, which would notably complicate the evaluation of the density functional. Therefore, a local variant of such a smooth truncation is proposed as provided by the following "soft" shape function
As above, it leads to a truncated (approximate) density:
ϭ S s ͑ fit , ␦͒.
The parameter ␦ controls the smoothness of the transition. Figure 3 demonstrates the effect of the transformation (40) when applied to the function (x) ϭ 50 sin x/x for the somewhat extreme case ␦ ϭ 2, to allow displaying the smoothing transition in the figure. For values well above ␦, the truncated density very nicely reproduces the given function , but it remains strictly positive. In a practical implementation, the soft truncation scheme may still yield zero densities, due to the finite precision of machine arithmetics. This hap- 
Here, is the smallest positive number for a given machine arithmetics that satisfies the condition 1 ϩ Ͼ 1. For 3 Ϫ the shape function S s approaches
and thus a numerically stable definition of the soft shape function is
Some gradient-corrected functionals also may perform rather poorly for small electron densities but still relatively large density gradients. This situation will hardly occur for a normal electron distribution but can arise for a truncated density if the smoothing parameter ␦ chosen is substantially smaller than 1/2 , which typically is of the order 10 Ϫ7 . In that case, a generalized soft shape function, such as
which dynamically couples the smoothing parameter ␦ to the local size of the density gradient ٌ, will be useful. To introduce consistently the soft truncation concept into the MDA, one replaces the exact xc energy functional E xc , Eq. (29), by its truncated counterpart
with S() as a generic shape function. Then, the corresponding, variationally consistent xc potential that enters Eqs. (30)- (34) is
where V xc [] ϭ ␦E xc []/␦(r) and SЈ() is the derivative of the shape function with respect to the input density .
Examples of truncated MDA xc potentials are also presented in Figure 2 . Again, augmenting the standard fitting basis by diffuse s-and f-type fitting functions (cf. panels e and f of Fig. 2 ) enhances the overall shape of this approximate xc potential by improving the mutual cancellation in the superposition of various long-range Coulomb-like tails.
