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1. INTRODUCTION 
The objective of this paper is to extend for a system of functional differen- 
tial equations of the neutral type the results obtained by Hale [lo] and by 
Cooke [2] for retarded functional differential equations and by IzC [13] for 
neutral equations with constant lag. To give an idea of the historical develop- 
ment of the problem, consider the differential difference equation 
g [x(t) - a,x(t - Y) - u(t) [(x(t) - x(t - r(t))] 
= box(t) + c,x(t - 7) + b(t) [x(t) - x(t - @))I, (1.1) 
where a ,, , b, , and c,, are constants, a(t), b(t) are continuous for t > 0, r(t) 
continuous, 0 < r(t) < Y, Y  3 0. For the retarded differential difference 
equation 
f = (4, + b(t)) 44 + (c,, + c(t)) x[t - WI (1.2) 
when r(t) = Y  = const, Bellman and Cooke [l] showed that, if b(t) + 0, 
c(t) --t 0 for t -+ LX and b(t) and c(t) are small in a certain sense, then the 
solutions of (1.2) have the form p(t) e”t, where eAt is a solution of the unper- 
turbed equation 
.e = u,,x(t) + bgc(t - Y) (1.3) 
and p(t) is an appropriately selected function of t. In [lo] Hale gives a general 
and elegant extension of the results in [l] for a general retarded functional 
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differential equation using the theory of autonomous functional differential 
equations due to himself [9] and to Shimanov [14]. 
The hypothesis used in [lo] and [13] cannot be applied, as we will see 
in the examples in the next section, to Eq. (1.2) when the lag v(t) is not 
constant. In [3] and [4] Cooke began the study of such problems for the simple 
equation 
2 + ax(t - v(t)) = 0 (1.4) 
and showed that every continuous solution of (1.4) for t .> 0 satisfies 
lim t+a, x(t) eat = c, assuming that r(t) 2 0, lim,,, r(t) = 0, s” r(t) dt < co. 
In [2] Cooke was able to formulate a general theory for Eq. (1.2) with time- 
dependent lag that encompasses all these cases but uses a hypothesis a little 
more stringent than in [lo]. This restriction can be easily removed as we will 
see in the proof of the theorem given here. 
Functional differential equations of neutral type (l.l), have a much more 
complicated structure then (1.2) and differ from (1.1) in several ways. First 
of all Eq. (1.3) has only a finite number of eigenvalues to the right of zero and, 
if these eigenvalues are simple and have nonpositive real part, the solutions 
of (1.3) are bounded. This is not true for autonomous equations of type 
g [x(t) - ax(t - Y)] = b”x(t) + c,x(t - Y) 
since the eigenvalues of (1.5) are spread to the left and right of the imaginary 
axes and examples given by Gromora and Zverkin [16] show that (1.5) may 
have unbounded solutions even if the eigenvalues of (1.5) are simple and have 
nonpositive real parts. Furthermore, the integral equation that represents 
the solutions of [l] is a Stiltges integral equation, which introduces serious 
technical difficulties, and for this reason results on the asymptotic behavior of 
(1.1) have not yet appeared in the literature. 
In [13] I&, using a theory developed by Hale and Meyer [6], a formula 
of representation of solutions devised by Hale [8], and exponential estimates 
for Eq. (1.1) given by Henry [12], was able to extend the results of [2] and 
[lo] to Eq. (1.1) with a constant lag. 
In the present paper, we generalize the results obtained by Hale [8], 
Cooke [2], and IzC [13] for Eq. (2.3) with variable lag and give a complete 
solution of the problem for retarded functional differential equations. 
2. PRELIMINARIES 
Let r > 0 be a given real number, R = (-a, co), En a real or complex 
n-dimensional linear vector space with norm 1 . 1 , and C([u, 61, P) the 
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Banach space of continuous functions mapping the interval [a, 61 into En 
with the topology of uniform convergence. If [a, b] = [-r, 01, we let 
C = C(:[-r, 01, En) and designate the norm of an element 4 in C by 
ll$ll = sup I@Y. 
-T@<O 
IfoEK,A>OandxEC([a-r,o+A],E”), thenforany t~[a,u+A] 
we let xt E C be defined by ~~(0) = x(t + e), -r < 0 < 0. If Q is an open 
subset of R x C and D: Q + En is a given continuous function, we say that 
the relation 
(2.1) 
is a functional differential equation. A function x is said to be a solution of 
(2.1) if there are u E R, A > 0 such that x E C([U - Y, u + A), En), (t, xt) E Q, 
t E (u, u + A) and x satisfies (2.1) on (a, u + A). For a given u E R, $ E C, 
(u, 4) E Q, we say X(U, $) is a solution of (2.1) with initial value (u, $) or 
simply a solution of (2.1) through (a, +) if there is an A > 0 such that x(u, 6) 
is a solution of (2.1) on [u - Y, u + A) and x,(u, 4) = $. 
We assume in (2.1) that D(t, 4) = +(O) - g(t, C), g(t, $) is linear, 
.d4 4) = Jo kfd4 e)iw, 
--r 
where /~(t, 0), 0 < t < co, -Y < 0 < 0, is an n x n matrix whose elements 
are of bounded variation. We say that g(t, 4) is nonatomic at zero if there 
exists a scalar y(t, s), continuous nonnegative for 0 < t < 00, 0 < s < Co, 
y(t, 0) I= 0, such that 
for every $ E C, 0 < s < Y. System (2.1) is called a functional differential 
equation of neutral type if g(t, 4) is nonatomic at zero. We assume also the 
existence, uniqueness, and continuous dependence on initial data for the 
solutions of (2.1). 
Our main concerns are the systems 
1 D(x,) = 44, (2.2) 
$ [D(q) - G(t, xt)] = Q,) + F(t, Xt), (2.3) 
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where W = TWO -s(4), W), W), and G(t, $) are linear in + with g 
and G nonatomic at zero, and 
(2.4) 
Also, there exists an n x n matrix v(e), -r < 8 < 0, whose elements are of 
bounded variation such that 
If 4 is any function in C and ~(4) is the unique solution of (2.2) with initial 
function 4 at zero, we define the operator T(t) mapping C into C by the rela- 
tion 
44) = w+ 
for all t E (-co, co), 0 E [-Y, 01, and {T(t)}t,[o,,) forms a strongly continuous 
semigroup from C into itself for all t > 0. 
The adjoint equation for (2.2) is 
where y is an n-dimensional row vector. If C* = C([O, r], En*), where En* 
is the n-dimensional space of row vectors, then for any 4 E C the expression 
- 
SI TO oe 46 - 8) khwi 4(E) dt 
(2.7) 
is defined for all CY E C* = C([O, r], En), & E C*, (b E C. 
The characteristic values or eigenvalues of (2.2) are the roots of the 
characteristic equation 
det d()o = 0, 44 = A [I - j:T exp(he) C(e)] - j-1 exPV4 4(e). 
CW 
The roots of (2.8) have real parts bounded above, and for any h in a(A) the 
generalized eigenspace m,(A) is finite dimensional [6], m,(A) = R(A - U)k 
for some integer k where A is the infinitesimal generator of the semigroup 
{T(t)}ts[o,m) , and o(A) is the spectrum of A. If m,(A) has dimension d, let 
AA, AA,..., $dA be a basis for m,(A) and let @A = (+rA, $ah,..., $JJ). Since 
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Am,(A) C m,(A), there exists a d x d constant matrix B, such that 
A@, = QAB, . The only eigenvalue of B, is X and 
and 
@de) = @do) exp(W% --r<e<o (2.9) 
P’W RI (0) = W) exp(&(t + 4). (2.10) 
This relation permits one to define T(t) on m,(A) for all values of t in 
(- co, co). Therefore on the generalized eigenspace of an eigenvalue of (2.2) 
the differential equation (2.2) can be assumed to have the same structure of 
an ordinary differential equation. 
Suppose now that A is a finite set of characteristic values of (2.2) 
A = {A, , Aa ,..., A,}, and let DA = (alI ,..., GA,), Bn = diag{BA1 ,..., BAD), 
where dr,, is a basis for the generalized ergenspace of Aj and B,, is the matrix 
defined by A@,, = @,+B,, , j = 1, 2,..., p. Then the only eigenvalue of B,$ 
is A, , and for any vector a of the same dimension as pbn the solution T(t) @u 
with initial value @,a at t = 0 may be defined on (- co, co) by the relation 
T(t) cDAa = Qn exp(B,t) a, 
QA(fl) = Qn(O> exp(Bi% -y<e<O. 
(2.11) 
Therefore, there exists a subspace Qn of C such that T(t) Qn C Q,, 
C==P,@Q,, PA = (4 E C: 4 = @,a, for some vector a}. (2.12) 
For ;\ in a(A), let Y,, = col(~,/~, ,..., 4,) be a basis for the initial values of the 
solutions of (2.6) of the form [exp(-AT)] x (a polynomial in T), let 
@A = (41 , $2 ,..., 4,) be a basis for m,(A), and let (YA , @,J = (I,& , dj), 
j = 1, 2,...,p. Then (YA , @,J is nonsingular and thus may be taken as the 
identity. The decomposition of C can be written as 
where 
+ = p + gQA (2.13) 
PA “Lt m,(A) = (4 E C: 4 = tDAb for some vector b}, 
QA = (4 E C: (t-4 9 +) = 01, 
+pA = @b, b = (h > 41, 4”” = + - +QA. 
Suppose now that A = {A, ,..., A,}, where Aj belongs to o(A), the spectrum 
of A, and that C is decomposed by A as C = P @ Q, @ is a basis for the gener- 
alized eigenspace of (2.2) and Y is a basis for the generalized eigenspace of 
the adjoint equation (2.6) associated with A, (Y, @) = I, and the matrix B 
4Q9lSb4 
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is defined by A@ = @B, AY -= BY. If the decomposition of any element in 
C is written as 4 = I$’ + $O, (b’ in P, 4” in Q, then 4’ = D(#, 4). 
Let {To(t), t > 0} be the strongly continuous semigroup of linear trans- 
formations associated with the solution of the equation 
g D(xJ -= 0. 
DEFINITION. The order a, of D is defined by 
ao = inf{real a: there is a constant K(a) with 11 T,(t)+ /I < K(a) exp(at) I/ 4 // , 
t > 0, 4 E C, D(d) = O}. 
For any a > uo there are only a finite number of roots h of (2.8) with 
Re X > a. If d, = {X E a(A): Re X > a>, then the space C can be decomposed 
byA,asC=P,@Q,, where Pa , Qa are subspaces of C invariant under 
T(t) and A, the space Pa is finite dimensional and correspond to the initial 
values of all those solutions of (2.2) which are of the form p(t) exp(ht), where 
p(t) is a polynomial in t and X E fl, . 
Suppose that x is the solution of (2.2) with initial value + at (T, 
Xt = XtP + XtQ, and let us compute ztP directly from the above definition. 
In the following, we will use a variation-of-constants formula devised by 
Hale and Meyer in [6]. Let X(t) be the n x n matrix function defined for all 
t E [0, co) of bounded variation in t and continuous in t from the right such 
that 
W’t) = 1 t W,) ds + 1, t 3 0, 
0 
x0(e) = 1;; 
--r<e<o, 
e = 0. 
(2.14) 
Since x(t) is a solution of (2.2), it is reasonable to let 
x, = T(t) x, . (2.15) 
A solution of (2.3) with initial value 4 satisfies the equation 
xt - &W, xt) 
= T(t) M - &W, +>I 
+ Jot (--d,[W - 4 &I G(s, 4 + T(t - 4 XoQ, 3,) ds), t 3 0. 
(2.16) 
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The integrals on (2.16) are evaluated at each 0 in [-Y, 0] as ordinary 
integrals in En. Also, if C is decomposed by /l as C = P @Q, then Eq. 
(2.16) is equivalent to 
xf - XoPG(t, xt) 
= T(t) [V - XoPG(O, $11 
+ j-; {A[--(t - s) -Gpl W, 4 + T(t - 4 XopQ, 4 d+, 
(2.17a) 
xt* - XoQG(t, xt) 
= T(t) [$Q - XoQG(O, $>I 
+ Jot {d,[--(t - s) XoQl G(s, 4 + T(t - 4 XoQF(s, x,) 4, 
(2.17b) 
where the superscripts P and Q designate the projection of the corresponding 
function onto the subspaces P and Q, respectively. Everything is clear in 
(2.16) except for the meaning of the projection X,,p, X,,o since X,, is not 
continuous. These terms will be defined after we have given an explicit way 
for determining the projections of C onto P and Q. 
Projection operators taking C onto P and Q are easily determined by means 
of the adjoint differential equation (2.6) and the bilinear form (2.7). One can 
show that (Y, X,,) is well defined and (ul, X0) = Y(0). Therefore, if we put 
x,p = @Y(O), X,Q = x0 - xop, 
the quantities in (2.16) are well defined. Also by [12], if c1 
A = {A: Re X > OL, det A(/\) = 0}, 
then there exist a constant M and 6 > 0 such that 
II T(t) XoQ II < M exp[(cu. - 6) t], 
s 
m 11 dT(s) X,Q 11 exp[-(cu. - S) s] < M 
0 
II T(t) Xop II < M exp[(cu. + 6) tl, 
s ’ II dT(s) Xop II exp[-(a + 8) ~1 < M --m 
> a, and 
(2.18) 
t b 0, 
t < 0, (2.19) 
The form of the variation-of-constants formula (2.17) suggests the pos- 
sibility of introducing a new variable for the expression on the left-hand side. 
However, some care must be exercised because the new variable would not be 
a continuous function on [-r, O]. Let PC be the set of functions 
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4: [--r, 0] + E’” which are continuous on [-Y, 0) and for which #(O-) exists, 
and let II+ iI = 1 $(O)l + sup{1 C(e)1 , -Y 3: 0 < 0). The space PC is then a 
Banach space with this norm. Let PCo be the closed set in PC defined by 
PCo = (4 E PC: 4(O) = +(O-) - XOG(t, +)I. 
Since G,(t, 4) does not depend on 4(O), the maps 
h: C--+PCo, 44) = 1cI - XoG(c $1 
H: PCo + C, H(4) = C + Xo% C) 
are homeomorphisms and h H = H . h is the identity. 
For each 4 in PC, , there is a unique function 4 E C such that 
+ = # - XoG(c $1 
(2.20) 
and conversely. Therefore, the semigroup T(t) is well defined on PCo since 
it is well defined on C and X0 . On the other hand, T(t) $ may not belong to 
PC, for + E PC, . In the following, we let jj T(t)+ )I designate 
SUP{/ W)#@ , --r G 0 G (3, for+EPCo. 
The domain of definintion of the infinitesimal generator A of the semi- 
group T(t) can be extended to PC by letting 
and 
@A) ={#EPC:l$EPC} 
&9 
Am = i,& + L(4), 
--r<e<o, 
e = 0. (2.21) 
The variation-of-constants formula (2.16) for the solutions of (2.3) sug- 
gests the change of variables xt - X,G(t, xt) = xt = zt to obtain a new 
equation for zt in PC. 
The transformation is a well-defined transformation from C to PC since 
G(t, xt) depends only upon the values of am for -Y < 0 < 0. Therefore, 
G(t, xt) = G(t, at). Thus, if in (2.15) 
zt = xt - X,,G(t, x,), 
Then (2.16) becomes 
xt = zt + X,G(t, zt) dzf H(t, q). (2.22) 
zt = z-(t) z. + St {[-dsT(t - s) &I G(s, x,) + T(t - 4 X,Q H(G ~1) d+ 
0 
(2.23) 
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Let @, Y, be the matrices defined for the decomposition C = P @Q, 
(Y, @) == 1, and let E be the Q x 4 matrix such that T(t) @ = @ exp(EQ 
t E (--CD, co). The spectrum of E is /l. For any q5 E PC one can define (#, 4) 
and, therefore, it is meaningful to put 
Also, Eq. (2.23) can be split as (2.17) with appropriate substitution from 
(2.22). Furthermore, if zt p = @u(t), then it follows that from (2.17a) and the 
transformation (2.22) that 
@u(t) = @ exp(Et) u(O) = @ Io” ([-ds exp(E(t - s)) Y(O)] G(s, zS) 
+ exp(E(t - s)) Y(O)F(s, ff(s, x8>) h). 
Therefore, we can see that Eq. (2.23) is equivalent to 
where 
xt = h(t) + vt , vt~Q 
$ = Eu(t) + W(t), vt , 4, 
vt = T(t) vo + jot (-WV - 4 XoQl Go((W, vs 74 
(2.24) 
+ qt - 4 XoQ~o(4$ v, 3 4 a, 
Fl(u, 4, u) = Y(O)F(u, ff(u, @u + C>> + EY(O) G(u, YIJ + $1, 
Go@, +, 0) = G(u, @u + 4)> 
3. DECOMPOSITION AND ESTIMATES FOR LIPSCHITZ FUNCTIONS 
In [12] are given estimates on the complementary subspace for the space 
IYE) of continuous Lipschitz functions 4: [-Y, O] + En with norm 
II 4 IL = max I W)l , sup I 
I 4(h) - Wd , el _ e2 , 1 
= max($(O), ess sup I$ I}. 
(3.1) 
The results above can be extended for the semigroup of bounded operators 
in IV(‘) This semigroup is not strongly continuous but is continuous in the UX- 
308 IZi: AND DE MOLFETTA 
weak operator topology considering IV:) as the conjugate space of W~l’(E”‘). 
It is shown in [12] that, if A = {A E o(A): R(h) > LX> is finite, then 
WC) = P @Q where P and Q are invariant under T(t), 
P = span{A/l,(A) 1 R(A) > 011, 
is finite dimensional. u{ T(t)/P) = exp(tA) and there exist constants M > 1, 
6 > 0 such that 
II T(t) 4O IL < M exp[(a - 8) tl II $Q /Im , t>O, CQ~Q. (3.2) 
Using these estimates, we can prove by the same reasoning in [12, Theorem 
4.31 that there exist constants M and 6 > 0 such that 
s m IIdT(t) xoQ IL exp[-(ol - 8) t] < M. (3.3) 0 
IzC [13] studied the asymptotic behavior of the solutions of (2.3), assuming 
that F(t, 4) and G(t, +), for t 3 0 and 4 E C, satisfy 
I m #>I G ?4) II 4 II 3 I G(t, $>I < 44 II 4 II 9 (3.4) 
where J” y(t) dt < co, ]” n(t) dt < co, y(t) continuous. 
Consider the equation 
2ati(t) = azqt - r,(t)] - bu[t - r,(t)] (3.5) 
when a and b are constants, 
h(t) 3 0, y&> 2 0, NW + yi!Wl G ys 
s 
co m 
r,(t) dt < co, s r2(t) dt < co, pz rz(t) = 0. 
Equation (3.5) can be written in the form 
f [D(ut) + G(t, ut>l =L(u,) + W, us), 
where 
-W = -WOh 
44 = 4(O), 
W 4) = W(O) - C[-~~(W 
G(t, 4) = 4+(O) - +I---r&)11. 
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We see that F(t, $) and G(t, $) do not satisfy hypothesis (3.4) and that the 
theory in [13] cannot be applied, but if (b is Lipschitzian in [-r, 0] we have 
for some constant K = K(4). This suggests that the hypotheses onF(t, 4) and 
(t, +) can be weakened if we require that (3.4) hold for a suitable subclass of C. 
Consider then the subset C’ of C consisting of the Lipschitzian functions 
satisfying 
where k = K(4). For 4 E C’ let K = inf{K: (3.6) holds}. In C’ we define the 
norm 
II 4 II1 = maNI+ II y kd 
In the same way as in the last section, we define PC’ and the norm 11 . II1 
in PC’. It follows then from estimates (2.10) and from (3.2) and (3.3) that 
II T(t)+* IL < M exp(a - 3 II Co II1 , t 3 0, P EQ, 
s m I/ dT(t) X,OII exp[-(a - 6) t] < M. (3.7) 0 
We then assume that F(t, $) and G(t, 4) satisfy the following conditions 
I JYt, #I G y(t) II 4J Ill 7 I G(c $)I < 44 II 4 111 (3.8) 
for any $ E C’, t > 0. It is obvious that, if F(t, #) and G(t, 4) satisfy (3.4), 
they also satisfy (3.7). The results of 1~6 [13] and Cooke [2] are contained in 
the next theorem. 
4. STATEMENT AND PROOF OF THE THEOREM 
For the sake of simplicity we restrict attention to simple characteristic 
roots. The results in Section 5 of [2] can be adapted to Eq. (2.3), so we give 
only the proof of the Theorem. 
Suppose CL, Wp) > UD , is a simple characteristic root of (2.2); that is, p 
is a simple root of det d(h) = 0. Then there exists an n-dimensional column 
vector C and an n-dimensional row vector d such that ceut is a solution of (2.2) 
and de--UT is a solution of the adjoint equation (2.6). 
310 
S uppose 
I& AND DE MOLFETTA 
where (#, , 9,) is the bilinear form defined by (2.7). 01 is well defined since ,J 
is a simple characteristic root. 
THEOREM 1. Suppose that Re(p) > a, , where p is a simple characteristic 
root of (2.2), all other characteristic roots with real parts equal to Re(p) are 
simple, and suppose 4, and OL are defined as in (4.1). Let 
W> = c+lt, 4,) + CL% 4,) + F[ts &W> 4,X 
where F(t, 4) and G(t, +) are linear in 4 and there exist continuous functions 
y(t) and a(t) such that F(t, 4) and G(t, 4) satisfy (3.8)-that is, 
I WY $11 d YW II 4 Ill > I W, #>I < 44 II + II, 9 t > (I. 
Let 
s(t, u> = It W) df. L7 
Assume that there exists continuous functions y(t) and n(t) satisf$ng one or 
the other of the following conditions: 
(I) fm y(t) dt < 00, ia a(t) dt < co, li+i r(t) = 0. 
(II) For every B there exists a function yz(t) dejned for t > 0 such that 
pfif n(t) = 0, f;& Y&) = 0, 
lrn y(t) ret4 dt < 03, Jrn n(t) y&> dt < ~0, 
I t ew[-B(t - 4 - Re s(t, 4 [I+) + ~(7) + ~(7) T(T)] dT 0 
G Yz(4, t>a>O 
s m ew!Y(t - 4 - Re s(t, 41 [‘YW + ~(4 + ~(7) +)I dr G Y&)? t>O 
s t+e1 t+eg exp[-B(t - 7) - Re s(4 ~11 [Y(T) -I- ~(7) + Y(T) .rr(~>l dT 
G Y&) I 4 - 4 I 3 
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where -r<&, 0, < 0, t $ 0, > t -/- 0, > O. Moreover, for any real 
number V, any n-dimensional row vectors q and A, and any mapping W, of 
[u, co) into C’for which 11 W, \I1 is bounded as t -+ CO, 
/ Jm exp[iv(t - T) - s(t, T>] {~[F(T, W,) + F(7, xoG(~, WT)l - ~G(T, W,>> dr 1 
< [I rl I + I x II Y&I sup II w 111 ) 
T>O 
t > 0. 
Under these conditions there exists a suficiently large o and there exists a nonzero 
vector a such that the system (2.3) has a solution x de$ned on t > cr that satisjies 
x(t) = exp[dt - 0) + s(t, o>] [a + o(l)] as t+co. 
Remark. If there are no roots of d(X) with real part equal to Re(p) except 
p itself, then the last inequality in hypothesis II is not needed. In this case p 
is automatically real. Also, if the equation under consideration is a scalar 
equation, then the vectors 7 and h in hypothesis II are not necessary. 
Proof of the Theorem. Let 
A = {A: Re h 3 Re p, det d(h) = 0}, 
A, ={XeA: Reh = Rep,h #;}, 
A, = A - A, - {p} 
and define the generalized eigenspaces P and Q by 
$P E P = P(A) = (4 E C’: + = Qnb, b a constant vector), 
$0 EQ = Q(X) = (4 E C’: (!P/, , 4) = O}. 
Then by the variation-of-constants formula (2.17) we have for the solutions 
of (2.3) 
xtP - .XopG(t, xt) = T(t) [+’ - X,,pG(O,+)] + j” [-d,T(t - s) X,p] G(s, x,) 
+ j” T(t - s) XopF(s, x,) :, (4.2a) 
0 
xt Q - .X,QG(t, xi) = T(t) [+Q - X,QG(O,+)] + I’ [-d,T(t - s) XoQ] G(s, x,) 
+ Jot T(t - s) xoQF(s, x8) d:, (4.2b) 
where xtP and xtQ are the projections of the function xt over the subspaces P 
and Q, respectively. 
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The space P can be decomposed into the algebraic sum of the generalized 
eigenspace P,, associated with A, , the generalized eigenspace PI associated 
with A, , and a one-dimensional subspace generated by $, . The basic equa- 
tions from [13, (3.5), p. 311 are 
wt =&(t) + w + d,u(t) + wt? xt z .zt f  X,G(t, z,), 
v(t) = J” -B exp[(B - ~1) (t - T) - s(t, T)] Y(0) G(T, W,) d7 
; 1” exp[(B - ~1) (t - T) - ~(6 T)] YJ(O)F[T, W, + &G(T, W,)l d7, 
1) 
W? = I” exp[-p(t - r) - s(t, T)] [--d7T(t - T) X2] G(T, W,) 
m 
+ It exp[-p(t - T) - s(t, r)] T(t - T) X~F[T, W, + X,G(T, WJ] dT 
m 
Wt* = I t exp[-p(t - T) - s(t, T)] [-d,T(t - T) X,Q] G(T, W,) 0 
+ 1 t exp[-p(t - T) - ~(4 T)] T(t - 7) XoQF[~, W, + &G(T, W,)] d7, 
0 
p(t) = ~(0) + ad 1” {F[T, Q”(T) + w: + wTo] 
+F[T, X0&-, @v(T) + w? + w,‘,] 
+ ~G(T, @V(T) + w: + w/)> dT. (4.3) 
I f  for some constant x, we can find a solution W of (4.3), then x as given by 
xt = Wt expb(t - 4 + ~(6 u>l + X,G(t, Wt exp[dt - u> + 46 41) 
= [Wt + X,G(t, WJI explidt - 4 + s(f, 41 
is the solution with the asymptotic behavior stated in the theorem. We will 
need the following lemmas. 
LEMMA 4.1. Let 4, be deJined as in (4.1), let @A, be a basis for the subspace 
PI of C, and let @ be a basis for the subspace PO . Let X,, be de$ned as in (2.14). 
Then there exists a positive number K such that 
II 4, Ill G K (4.4) 
II T(t) XoO II1 G K expW CL - PI 4, t>O (4.5) 
II T(t) X2 II1 < K exp[(Re P + PI 4, t<o (4.6) 
I m II dT(t) XoQ II1 exp[-(Re II - B) tl < K. 0 (4.7) 
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Proof. (4.4) and (4.6) follow as in Lemma 1 of [2]. (4.5) follows from 
(2.19) of [13] and (3.2), (4.7) follows from (3.3) and Theorem 4.3 in [12]. 
LEMMA 4.2. Let W, E C’ for t 2 u’. If hypothesis I or II is satkjed, then 
there exists a Y3(t) continuous for t 3 0, lim,,, Y3(t) = 0, and a constant K 
such thrzt 
s t exp[ +(t - T) - Re s(t, ~11 [Y(T) + 47) + ~(7) 4~11 dT 
D G Y&), t>u>o 
f m expj$(t - T) - Re s(t, ~11 [Y(T) + n(7) + ~(7) 4~11 dT 
t < Y&h t 2 0 (4.8) 
s 
t+e1 
exp[-&t - T) - Re s(t, ~11 [Y(T) + ~(7) + ~(7) ~(711 d7 
t+ez 
G 740 I 4 - 4 I 3 --y < 4, 8, < 0, t + e, > t + 8, > 0. 
If W, E C’ and jl W, II1 is bounded for every t > u, we have 
II 
m exp[(B - ~1) (t - T) - s(t, ~11 ?J’(O>F[T, W, + X&T, W,)] d7 1 
+ jtm --B exp[(B - ~1) (t - T> - s(t, ~11 y(O) G(T, W,) d7 1 
G &(t) sup II w, III * 
r>o 
Proof. Let F and G satisfy hypothesis (3.7), and assume hypothesis I. 
Since 
II 5% Ill G K> 
and 
W = NF(tt C,) + PW CJ + W, XoG(t, hN3, 
s(t, 4 = j” d(E) d5, 
0 
we have 
1 e-s(t.o) 1 
= exp[-Re s(t, u)] 
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Then it follows that exp[--s(t, D)] is bounded when t -+ E. 
s t exp[-P(t - T) - Re s(t, T)] [Y(T) + ~(7) i- Y(T) T(T)] & 0 
= exp[-fit - Re s(t, u)] 
s 
t 
X exp[BT + Re 47, u)l [Y(T) + 47) + ~(7) 47)l dT. 0 
By Lemma 2 of [l] we have 
s te~p[P~ + ReS(T, 41 [Y(T) + 4~) f ~(7) 4~>1dT 0 
Then 
= exp[@ + Re s(t, u)] o(1). 
s 
t 
exp[--S(t - T) - Re ~(4 ~)l [Y(T) f ~47) -I- ~(7) 4~11 d7 d n(t) (i 
for some yr(t) + 0 for t + 00. 
Similarly, from Lemma 4 of [l] we get 
I m exp[fl(t - 7) - Re s(t, ~11 [Y(T) + ~(7) + ~(7) 4~)l d7 < n(t), t 
and we can assume that n(t) is the same as before. Now since B is a diagonal 
matrix whose elements have the form Re TV + ip, p real, we have 
II exp[(B - d) (t - ~>I11 = 1, 
1 stm -B exp[(B - ~1) (t - T) - s(t, T)] y(O) G(T, JJ’,) d7 1 
< m2 s t 
m 1 G(T, W,)l dT < m2 ;;t II W, /II srn T(T)  dT. 
t 
Similarly, 
1 Stm exp[(B - ~1) (t - T) - ~(4 T)] W)F[T, W, + X$(T, WA1 dT 1 
< m3 fop 11 W, //1 jtm [Y(T) + Y(T) WI d7. 
Since 
s m [T’(T) + m(T) + Y(T) +>I dT < a, 0 
it follows that 
s tm b’/(T) + m(T) + Y(T) +)Id-r  0 fort+ cc, 
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and then we conclude that 
is m --B exp[(B - ~1) (t - 7) - s(t, T)] y(O) G(T, I+‘,) dr t 
+ jtz exp[(B - ~1) (t - T) - s(r, ~)l Y(O)F[T, &G(T, w7)l dT 1 
:< Kl SUP II WT Ill n(t) 
with some yi(t) as before, n(t) --f 0, t + CO. 
Let g(t) = y(t) + r(t) + y(t) r(t) and let 
H(t) = It exp[-/3(t - T)] g(T) dT. 
0 
H(t) is convergent for t 3 7, 
ff(t + 4) - ff(t + b) = ly exp[-P(t - ~11 g(T) dT, 
2 
--r < 02 7 4 < 0, 4 # 4 9 t # 0, > u. 
Then we have 
fw, 4) - wt, 4) 
= [jot+” exp[-/?(t - T)] g(r) d7 - jot+, exp[+(t - T)] g(T) dT] (6, - f$)-’ 
x (4 - b)- 
It then follows that 
s t+ez exp[--@(t - T) - Re s(t, ~)l [Y(T) + ~(7) + Y(T) T(T)] d7 t+e1 
G At) I 4 - f-4 I > t+co. 
If we assume hypothesis II, the three first inequalities in (4.8) are satisfied 
with yi replaced by ‘yz . 
Also, each component of the fourth integral in (4.8) is of the form 
s m exp[iv(t - T) - s(4 T)] {~[F(T, W, +-%G(T, W,)]+ G(T, W )) dTt
for some q and some vector A, and then by hypothesis II the fourth inequality 
in (4.8) is true for Ki = K{j 7 j + 1 X [> and yz(t), instead of ri(t). 
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Then if I or II is satisfied, the inequalities (4.8) are true for a convenient 
choice of the functions rr(t) and ya(t), which we will indicate by pa, and for 
some constant K large enough, and the lemma is proved. 
Consider now the Banach space V of the bounded transformations W 
from [a, co] into C’ with norm N(.) defined by 
N(Wt) = sup II w, j/l 
tan 
by S, the subset of V for which 
Given arbitrary E > 0, 0 < E < 1, choose o big enough that, for t 3 o, 
For W, E S and for o big enough, we have 
II wt III - II $2 Ill < II wt - $4J Ill < (1 - 4 II $2 Ill . 
Then we have 
II wt Ill - II 4JJ Ill < II wt - 4116 Ill = 2 II 42 Ill - E II 42 III * 
Then 
II wt Ill < 2 II 4,~ Ill . 
We also have that W, + q&b when t---f co. In S we define the operator U by 
wt = (UW)t = @v(t) + WF + 4,w + wtB, 
v(t) = 1” --B exp[(B - ~1) (t - T) - s(t, T)]  Y(0) G(T, w,) dT 
co 
+ J‘” exp[(B - $1 (t - 7) - 44 ~)l WIF[~, WT + 43’(~, W,)l dT, 00 
W? = 
s 
t exp[-p(t - T) - s(t, T)] [-d7T(t - T) Xc] G(T, IV”) dT 
m 
-k St exp[-p(t - 7) - s(t, T)] T(t - T) X?F[7, W, + X,G(T, W7)]dT, 
cc 
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W,Q = 
s 
t exp[-p(t - T) - s(t, T)] [+T(t - T) X,Q] G(T, W,) 
0 
+ (” exp[-p(t - T) - s(t, T)] T(t - T) X,,QF[T, W, + &G(T, W,)] dT 
0 
From (4.6), 
(4.9) 
II T(t - T> X2 /II < K exp[(Re p + P) (t - T)]; 
also, 
Then 
II Will 
< 
I 
t I& exp[-Re p(t - T) - Re s(t, T)] 
z exp[(Re I” + P) (t - ~>I44 II W, IL d7 
+ jtKexp[-Rep(t - T) - Res(t, T)] 
x ek4’Pe cL + ,@ (t - T)I [Y(T) + Y(T! 4~)1 II w, 111 d7 
< .K 1 s,” exP[fl(t - T> - Re ~(4 TN [Y(T) + T(T) + ~(7) 441 dT/ 
x SUP II w, III * 
c- 
From Lemma 4.2 we have 
Ifg(x) andf(x) are continuous functions in [a, 61, a(x) of bounded variation, 
then [IS, p. 311 
j b A4 f(x) d44 = j b g(x) d/W, 
a a 
where 
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Then, if Vf is the variation off, from (4.7) we have 
IJ 
t exp[-p(t - T) - s(t, T)] 1, - d,T(t - 7) &,Q I 1 G(T, WJ ) 
0 
=I j’exp[-s(t,s)--B(f-s)l 
x”jd, j: exp[--(cL - B) (x - ~11 I;--dJ’(~ - 7) XgQ 111( G(x, WA 1 
< s t I exp[--s(t, x> - B(t - x)11 
ii d,jb’j; ew-(p - 8) (x - ~11 I/U”(x - ~1 A0 IL/ I % WJl 
< & 1 v jot exp[-(cL - P) (t - ~11 IIG’? - 7) -Go III/ 
x I G(t, W,) exp[-P(t - 011 
< JW43 exp[- B(t - 01 sup II W, Ill . 
s>o 
(4.11) 
When t -+ co, we have two possibilities: Either 5 = f(t) + co or 6 + const. 
If f + const, exp[-fi(t - .$)I ~(5) -+ 0 for t -+ 00. If 6 + 00 for t -+ co as 
n(t) --+ 0 for f--f 00, n(t) exp[-p(t - s)] -+ 0 for t + 03, then we can write 
for simplicity r(t) instead of ~(5) exp[+3(t - 01. We have, in any case, 
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We also have 
15 
t 
exp[-+(t - 7) - s(t, ~>l II T(t - 7) J&O II1 J+, W, + X&(7, WJI do 0 
s 
t 
< exp[-Re ~(t - T) - Re s(t, T)] 11 T(2 - T) &,p Ill 
i 1 F[T, W, + X&T, w,)l dT 
d K4 =+y II W, II1 Jt exp[-P(t - 4 - Re 4h ~>l W + ~(7) 441 h D 
From Lemma 4.2, we have 
1 IO’ exp[-p(t - 7) - s(t, ~11 /IT(t - 7) XoO lllF(~, W, -F X&(7, W,)] dT 1 
jl WtQ /II B K+) sup II w, III + q&) T$ II w, Ill 
r%o 
= m+) + Y&)1 sup II w, /iI * ’ 
r>o 
Then WtQ E C’. 
From (4.9), we have 
v(t) = 1’ -I3 exp[(B - ~1) (t - T) - s(t, T)] Y(0) G(T, W,) dT 
m 
+ 1” exp[(B - ~1) - s(t, T)] Y’(O)F[T, W, + -&G(T, W,)l &. co 
From Lemma 4.2 
Furthermore, as CD is a basis for P,, , there exists K such that II@ /I1 < k. 
Then for K big enough we have 
II W>lh G KY,(~) t;; II W, 111 3 t 3 u. (4.12) 
/ 
From (4.1 l)-(4.13) we have 
+ K[+) + Y&)1 ;yf II W, /II + KG) sup II W, IL 
= 3K[y,(t) + i +>I, ’ 
r>a 
t >, (3. 
409ls12-5 
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That is, @v(t) + w7 ‘1 f- w,Q E C’ for each 7. Then we have 
1 s 
otd t{F[~, @V(T) + co;, + w,‘] + ~G(T, @V(T) + wfl + w,‘)} dT 
do 
+ i” adF[T, XoG(7, @V(T) -t co: + co,‘)] dT 1 
m 
< 1 ad 1 f [y(T) + 1 /J j ~(7) + y(T) T(T)] [@v(T) + + f wTQ II1 dT 
d 1 ad 1 3; zf 11 % Ii1 jt [dT) + 1 CL 1 +) + Y(T) T(T)] 
X b’s(T) + 4 n(T)] dT O” 
for every t >, (T and any mt E S. 
We now can get a bound for 11 q - @,,b /iI . 
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Then for sufficiently large u we have 
II 9 -- Ab Ill - 4 II h&b III [1/3(t) + $441 
4 w4 II #dJ Ill J' w-4 + I P I 44 + Y(7) 44 bd7) + k 441 d7, 
m  
where NI = 8K, N, = 6K j ord [ II& Ill , and this proves that U takes S 
into S. Since U is linear and bounded, U is continuous. 
Finally, we have to show that U is a contraction. Suppose that W, and V, 
are in S. Let 
p(t) = s” --I3 exp[(B - /AI) t - T) - s(t, T)] Y(0) G(T, V,) & 
m 
-t j” exp[(B - ~1) (t - T) - s(t, T)] y(o>F[~, v, + &G(r, VT)] d7, 
m 
In: = j’exp[---p(t - T) - s(t, T)] [-d7T(t - T) Xc] G(T, VT) 
0 
+ jt exp[-p(t - T) - s(t, T)] T(t - T) X?F[7, V, + X,G(7, VJ] dT, 
02 
l&Q = ft exp[-p(t - T) - s(t, 4 [--d,V - 4 &“I G(T) v,) -0 
+ J” exp[-At - 7) - s(t, T>] T(t - T> XoQ~[7, VT + X&(7, Jf,)] dT, 
0 
w(t)=h+adjt{F[~,@ () p 7 -t q + Q/,93 + @(T, @P(T) + Q: + Q7’)) d7 
m 
+ ad j” F[T, X,G(T, @p(7) + .Rp + L?/] dT. 
co 
Then we have 
= 
is 
t exp[-p(t - T) - s(t, T)] [-d,T(t - T) X,‘l] 
&(T, W,) - G(T, VT)] 
+ j t exp[--CL(t - T) - s(t, T)] T(t - T) X~{F[T, W, + X,,G(T, W, 
- F;T> v, + -&,G(T, VT)]} d7. 
.)I 
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Since F and G are linear, from (3.7) we have 
I Fb, ( W, - J’,) + -Q%, W, - v,)ll < [Y(T) + Y(T) +-)I II W, - v, !il . 
AlSO, 
Then we conclude that, for every t 3 (T, 
lIWpl4ltp Ill e +3(t) sup II w, - VT III = %(t) NW, - VT). 
T>O 
Similarly, we have 
II wt * - Qt* 111 d 4%(t) + +t>l SUP II W, - VT iI1 
rp 
= %3(t) + 4t)l NW7 - VT). 
Also, 
II @a - @f(t)ll, < &(t) sup II w, - VT Ill 
7>0 
= G%(t) N(WT - V*). 
Then we conclude that 
@v(t) - @p(t) + wp - 522 + wtQ - QtQ 
is in the class C’, and then 
x MT) + 4 44 d7 
= 3K 1 ad 1 N(W, - VT) jt [Y(T) + 1 t‘ 1 n(‘-) + y(T) n(T)] 
X [Ye + + r(T)] dT. m 
From the results above we have 
Ii Wt - Q, Ill < 2&(t) N(W - vt) + G&) -+ &W WC - vt) 
+3~I~d/II4,II~~(Wt- vt) jt[~(7)+l~I~(r)+y(~)p(T)1 
m X b’dd + i .rr(‘-)l dT 
= 4 N, ,I [Y(T) + 1 CL 1 m(T) + YtT) “d’-)l [Y&T) + i dT)l dT 1 s 
+ WY&) + 3 +)I/ NW - Vt) 
< &(I - E)N(W, - Vi). 
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For any W, , V, in S. Since 0 < E < 1, we conclude that V is a contraction 
in S. 
Hence, there exists one and only one fixed point W, in S, and this function 
W, gives a solution for (4.9). The function zt defined by 
xt = zt + X,G(t, 4 = [Wt + &G(t, WJI expb(t - 4 + s(f, 41 (4.13) 
is a solution of (2.3) and, since W, E S, W, = $ub + O(l), we write 
Wt =4,(O) b[l + O(l)1 = 41 + W)l. 
From (4.13), we have 
II xt Ill 
[ .&t-oMt.o) 1 G II wt Ill + P(t) II wt III 
= [l -tPWl II wt Ill 
(4.14) 
= [l +p+)l c6[1 + O(l)l, 
and since lim,,, v(t) = 0 we conclude that 
x(t) = [cb + O(l)1 exd& - 4 - 44 41 fort-+co, 
and the theorem is proved. 
EXAMPLE. As an application of Theorem 4.1, consider the equation 
- a,x(t - r) - a(t) x (t - r)} 
= -b,+(t) - c,,x(t - r) - b(t) [x(t) - x(f - r(t))], 
(4.15) 
which is a particular case of (1.1) with a, , b, , and c, constants, a(t), b(t) 
continuous for t >, 0, n(t) continuous, 0 < 77(t) < r, r > 0. 
The autonomous equation associated with (4.15) is 
; [x(t) - a,x(t - r)] = -b,x(t) - c&t - r). (4.16) 
For Eq. (4.15) we have 
W) = --bowJ - Cl&-r), 
W) = C(O! - %d(-rL 
I F(t, Cl1 = I - 44 IIW! - N-WII G I WI r(t)> 
I G(t, +)I = I 4O+(-rI < I WI II 4 II 
d(X) = h - u,,kAr + b, + c&‘., 
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[l - e-ur(r)] &. 
If 
s m ( a(t)/ dt < co, jm I b(t) r(t) dt < co, 
$+z u(t) = 0 
and if p is a simple root of det d(h) = 0 and all other roots with real part 
equal to Re(p) are simple, then there exists a solution of (4.15) of the form 
x(t) = exp[& - u) + s(t, 41 I a + O(l)1 (4.17) 
when t + co. 
The conclusions are also true under the more general hypothesis II of 
Theorem 4.1. Also, the results of Section 5 of Cooke’s paper [2] can be 
adapted to Theorem 4.1 in order to give conditions more simple than the 
one given in hypothesis II. 
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