Abstract. Consider the H 1/2 -critical Schrödinger equation with a cubic nonlinearity in R 3 i∂tψ + ∆ψ + |ψ| 2 ψ = 0. (0.1) It admits an eight-dimensional manifold of periodic solutions called solitons
1. Introduction 1.1. Main result. For a parameter path π = (v k , D k , α, Γ) such that π L 1 t ∩L ∞ t < ∞, define the nonuniformly moving soliton w(π(t)) by w(π(t))(x) = e iθ(x,t) φ(x − y(t), α(t)) θ(x, t) = v(t)x − (1.1)
Theorem 1 (Main result). There exists a codimension-one Lipschitz manifold N ⊂ H 1/2 , in a neighborhood of the soliton manifold, such that for initial data ψ(0) ∈ N the equation has a global solution ψ.
The solution ψ depends continuously on the initial data in a weak norm and decomposes into a moving soliton and a dispersive term:
(1.2)
Furthermore, the solution ψ stays on N for all positive time and for some finite negative time. Finally, N is the centre-stable manifold of the equation.
This result depends on the absence of embedded eigenvalues within the continuous spectrum of the linearized Hamiltonian. For a definition of the notion of centre-stable manifold, one is referred to Section 1.3.
1.2.
Background and history of the problem. From a physical point of view, the NLS equation in R 3 with cubic nonlinearity and the focusing sign (0.1) describes, to a first approximation, the self-focusing of optical beams due to the nonlinear increase of the refraction index. As such, the equation appeared for the first time in the physical literature in 1965, in [Kel] . Equation (0.1) can also serve as a simplified model for the Schrödinger map equation and it arises as a limiting case of the Hartree equation, the Gross-Pitaevskii equation, or in other physical contexts.
Given a soliton solution of the Schrödinger equation, a natural question concerns its stability under small perturbations. This issue has been addressed in the L 2 -subcritical case (which corresponds in three dimensions to β < 2/3) by Cazenave and Lions [CazLio] and Weinstein [Wei1] , [Wei2] . Their work addressed the question of orbital stability and introduced the method of modulation, which also figured in every subsequent result.
A first asymptotic stability result was obtained by , [SofWei2] . Further results belong to Pillet-Wayne [PilWay] , , [BusPer2] , [BusPer3] , Cuccagna [Cuc] , [Cuc2] , [RoScSo1] , [RoScSo2] , , [TsaYau2] , [TsaYau3] , Gang-Sigal [GanSig] , and Cuccagna-Mizumachi [CucMiz] . Grillakis, Shatah, and Strauss [GrShSt1] , [GrShSt2] developed a general theory of stability of solitary waves for Hamiltonian evolution equations, which, when applied to the Schrödinger equation, shows the dichotomy between the L 2 -subcritical and critical or supercritical cases.
In the L 2 -supercritical, H 1 -subcritical case (which corresponds to 2/3 < β < 2 in R 3 ), Schlag proved the existence of a codimension-one Lipschitz manifold of W 1,1 ∩ H 1 initial data that generate asymptotically stable solutions for (0.1). This was followed by more results in the same vein such as , , Cuccagna [Cuc2] , Beceanu [Bec] , and Marzuola [Mar] .
If the nonlinearity is L 2 -critical or supercritical and focusing, negative energy x −1 H 1 initial data leads to solutions that blow up in finite time, due to the virial identity (see Glassey [Gla] ). For weakening the condition on initial data and for a survey of this topic see [SulSul] and [Caz] . Berestycki-Cazenave [BerCaz] showed that blow-up can occur for arbitrarily small perturbations of ground states. Recent results concerning the blowup of the critical and supercritical equation include Merle-Raphael [MerRap] and .
The most directly relevant results to which the current one should be compared are those of Schlag [Sch] , Beceanu [Bec] , and Cuccagna [Cuc2] .
In [Sch] , Schlag extended the method of modulation to the L 2 -supercritical case and proved that in the neighborhood of each soliton there exists a codimensionone Lipschitz submanifold of H 1 (R 3 ) ∩ W 1,1 (R 3 ) such that initial data on the submanifold lead to global H 1 ∩ W 1,∞ solutions to (0.1), which decompose into a moving soliton and a dispersive term. [Bec] showed that for initial data in Σ = x −1 L 2 ∩ H 1 , on a codimension one Lipschitz manifold, there exists a global solution in the same space. Furthermore, the manifold is identified as the centre-stable manifold for the equation in the space Σ (in particular, the solution stays on the manifold for some positive finite time).
Cuccagna [Cuc2] performed a similar feat for the one-dimensional Schrödinger equation iu t + u xx + |u| p u = 0, 5 < p < ∞, (1.3) starting from even H 1 initial data (p = 5 is the L 2 -critical exponent in one dimension, while every exponent is H 1 -subcritical). The set he obtained was not endowed with a manifold structure.
Finally, for the current paper's main result, relating to the H 1/2 critical case, the reader is referred to Theorem 1.
1.3.
The centre-stable manifold. In 1989, Bates, Jones [BatJon] proved that the space of solutions decomposes into an unstable and a centre-stable manifold, for a large class of semilinear equations. As far as it concerns this paper, their result is the following: consider a Banach space X and the semilinear equation 4) under the assumptions H1 A : X → X is a closed, densely defined linear operator that generates a C 0 group. H2 The spectrum of A decomposes into σ(A) = σ s (A) ∪ σ c (A) ∪ σ u (A) situated in the left half-plane, on the imaginary axis, and in the right half-plane respectively and σ s (A) and σ u (A) are bounded. H3 The nonlinearity f is locally Lipschitz, f (0) = 0, and ∀ǫ > 0 there exists a neighborhood of zero on which f has Lipschitz constant ǫ.
Moreover, let X u , X c , and X s be the A-invariant subspaces corresponding to σ u , σ c , and respectively σ s and let S c (t) be the evolution generated by A on X c . Bates and Jones further assume that C1-2 dimX u , dimX s < ∞. C3 ∀ρ > 0 ∃M > 0 such that S c (t) ≤ M e ρ|t| .
Let Φ be the flow associated to the nonlinear equation. We call N ⊂ U t-invariant if, whenever Φ(s)v ∈ U for s ∈ [0, t], Φ(s)v ∈ N for s ∈ [0, t].
Let W u be the set of u for which Φ(t)u ∈ U for all t < 0 and decays exponentially as t → −∞. Also, consider the natural direct sum projection π cs on X c ⊕ X s .
Definition 1. A centre-stable manifold N ⊂ U is a Lipschitz manifold with the property that N is t-invariant relative to U , π cs (N ) contains a neighborhood of 0 in X c ⊕ X s , and N ∩ W u = {0}.
The result of [BatJon] is then Theorem 3. Under assumptions H1-H3 and C1-C3, there exists an open neighborhood U of zero such that W u is a Lipschitz manifold which is tangent to X u at 0 and there exists a centre-stable manifold W cs ⊂ U which is tangent to X cs .
Gesztesy, Jones, Latushkin, Stanislavova [GJLS] proved that Theorem 3 applies to the semilinear Schrödinger equation. More precisely, their main result was that Theorem 4. Given the equation
2 )u − βu = 0 (1.5) and assuming that H1 f is C 3 and all derivatives are bounded on R 3 ×U , where U is a neighborhood of 0; H2 f (x, 0) → 0 exponentially as x → ∞; H3 β < 0; H4 u 0 is an exponentially decaying stationary solution to the equation (standing wave), then there exists a neighborhood of u 0 that decomposes into a centre-stable and an unstable manifold.
While providing an interesting answer to the problem, the main drawback of this approach is that one cannot infer the global in time behavior of the solutions on the centre-stable manifold. Indeed, once a solution leaves the specified neighborhood of zero, one cannot say anything more about it, not even concerning its existence.
The current paper identifies the centre-stable manifold for (0.1) in a critical space for the equation, namely H 1/2 , and shows that solutions starting on the manifold exist globally and remain on the manifold for all time.
1.4. Setting and notations. Consider the equation (0.1). It admits periodic solutions e itα 2 φ(x, α), where φ = φ(x, α) = αφ(αx, 1) is a solution of the semilinear elliptic equation − ∆φ + α 2 φ = φ 3 .
(1.6) In particular, we concern ourselves with the positive solutions, called ground states. They are unique up to translation, radially symmetric, smooth, and exponentially decreasing. Their existence was proved by Berestycki and Lions in [BerLio] , who further showed that solutions are infinitely differentiable and exponentially decaying. Uniqueness was established by Coffman [Cof] for the cubic and Kwong [Kwo] and McLeod, Serrin [McLSer] for more general nonlinearities. Equation (0.1) is invariant under Galilean coordinate transformations, rescaling, and changes of complex phase, which we shall collectively call symmetry transformations:
(1.7) Indeed, if ψ(t) is a solution to the equation then so is g(t)ψ(t), with initial data given by g(0)ψ(0).
Applying these transformations to w 0 = e it φ(·, 1), the result is a wider eightparameter family M 8 of solutions to (0.1)
or, after reparametrizing,
which we call solitons or standing waves.
In the sequel we denote by a capital letter the column vector consisting of a complex-valued function (denoted with a lowercase letter) and its conjugate, e.g.
(1.10)
We look for solutions to (0.1) that get asymptotically close to the manifold of solitons. More precisely, we seek solutions of the form 11) where W = w w is a moving soliton and R = r r is a small correction term that disperses as t → +∞ like the solution of the free equation. We parametrize the moving soliton w by setting, as in (1.1),
(1.12)
Due to the equation's nonlinearity, these parameters are generally not constant. In the sequel we assume thatα,Γ,v,Ḋ ∈ L 1 t and are small in norm, but no more. In particular, this means that the soliton parameters have limits as t → ∞ and that their range is contained within arbitrarily small intervals.
1.5. Outline of the proof. The proof is based on a fixed point argument. We linearize the equation around a moving soliton and end up with the Hamiltonian
The spectrum of this Hamiltonian has been extensively studied; below in Section 2.2 we only attempt a brief summary of the known facts. In addition to what is known, though, we must make the following spectral assumption:
The Hamiltonian H has no embedded eigenvalues within its continuous spectrum.
Such assumptions are routinely made in the proof of asymptotic stability results, as, for example, in [BusPer1] , [Cuc] , [RoScSo2] .
We separate the equation into three parts according to the spectrum of H and separately prove, for each, estimates that enable us to carry out the contraction scheme. In the linear setting, the most difficult to handle are terms of the form (α(t) − α(∞))σ 3 Z and (v(t) − v(∞))∇Z (1.14)
where Z is the solution. Instead of using Strichartz estimates to handle them, we make them part of the (time-dependent) Hamiltonian and thus avoid the issue altogether (see Theorem 27).
The Fixed Point Argument
2.1. Deriving the linearized equation. The original equation has the form
Expanding w in accordance to (1.12), note that
Here η Γ , η α , η D , and η v (with corresponding C 2 -valued versions denoted by uppercase H Γ , H α , H D , and H v ) describe the tangent space to the manifold of solitons at the point w:
The vector-valued eigenvectors denoted by uppercase H F = η F η F are then
As a reminder, σ 3 is one of the Pauli matrices:
This results in the cancellation of the main term involving the soliton. The equation becomes
Here 8) which oscillates with frequency α 2 − v 2 and moves with velocity v. Denote
(2.9) 13) whereas the other terms are better treated as the homogenous right-hand side of equation (2.15):
(2.14)
In vector form, the equation fulfilled by Z can be written as
At this point we linearize the equation, by using an auxiliary function Z 0 for all quadratic and cubic terms and doing the same for the soliton: we introduce an auxiliary path π 0 with the corresponding soliton w 0 , adjusted soliton w 0 z , etc. defined as above.
Lemma 5. Ψ is a solution of (0.1) if and only if
17) where 18) and Z = Z 0 , π = π 0 .
To this equation concerning Z we join the modulation equations that determine the path π. For future convenience, denote
At each time t and for F ∈ {α, Γ, v k , D k } we ask that
(2.20)
Taking the derivative, this translates into Lemma 6 (The modulation equations).
(2.21)
Proof. Begin by observing that
(2.23)
Then, in the equality
we replace ∂ t Z by its expression (2.17) and arrive at (2.21).
Let 2.25) and
The modulation equations can then be rewritten as
Finally, we collect together (2.17) and (2.21) and replaceπ on the right-hand side of (2.17) by its expression (2.27) in order to obtain the system of equations
(2.28) 2.2. Spectral considerations. Consider the operator
(2.29)
By rescaling and conjugating by e i(xv+Γ)σ3 as well as by a translation, one sees that all these operators are in fact conjugate, up to a constant factor of α 2 :
(2.30) Therefore all have the same spectrum up to dilation and have similar spectral properties; thus, it suffices to study H = H(1, 0, 0, 0).
We restate the known facts about the spectrum of H. As proved by Buslaev, Perelman [BusPer1] and also Rodnianski, Schlag, Soffer in [RoScSo2] , under fairly general assumptions, σ(H) ⊂ R ∪ iR and is symmetric with respect to the coordinate axes and all eigenvalues are simple with the possible exception of 0. Furthermore, by Weyl's criterion σ ess (H) = (−∞, −1] ∪ [1, +∞).
Grillakis, Shatah, Strauss [GrShSt1] and Schlag [Sch] showed that there is only one pair of conjugate imaginary eigenvalues ±iσ and that the corresponding eigenvectors decay exponentially. For the decay see Hundertmark, Lee [HunLee] . The pair of conjugate imaginary eigenvalues ±iσ reflects the L 2 -supercritical nature of the problem.
The generalized eigenspace at 0 arises due to the symmetries of the equation, which is invariant under Galilean coordinate changes, phase changes, and scaling. It is relatively easy to see that each of these symmetries gives rise to a generalized eigenvalue of the Hamiltonian H at 0, but proving the converse is much harder and was done by Weinstein in [Wei1] , [Wei2] .
Schlag [Sch] showed, using ideas of Perelman [Per] , that if the operators
that arise by conjugating H with 1 i 1 −i have no eigenvalue in (0, 1] and no resonance at 1, then the real discrete spectrum of H is {0} and the edges ±1 are neither eigenvalues nor resonances. A paper of Demanet, Schlag [DemSch] verified numerically that the scalar operators meet these conditions. Therefore, there are no eigenvalues in [−1, 1] and ±1 are neither eigenvalues nor resonances for H. Furthermore, the method of Agmon [Agm] , adapted to the matrix case, enabled Erdogan-Schlag [ErdSch] and independently [CuPeVo] to prove that any resonances embedded in the interior of the essential spectrum (that is, in (−∞, −1) ∪ (1, ∞)) have to be eigenvalues, under very general assumptions.
Under the spectral Assumption A we now have a complete description of the spectrum of H. It consists of a pair of conjugate purely imaginary eigenvalues, a generalized eigenspace at 0, and the essential spectrum (−∞,
It helps in the proof to exhibit the discrete eigenspaces of H. Denote by F ± and F ± the normalized eigenfunctions of H and respectively H * corresponding to the ±iσ eigenvalues. Also observe that H F are the generalized eigenfunctions at zero of H and Ξ F , defined as in (2.19), fulfill the same role for H * . Furthermore, now we can express the Riesz projections, following Schlag [Sch] , as
32)
and
Even though we do not have an explicit form of the imaginary eigenvectors, Schlag [Sch] proved that f ± , in the L 2 norm, and σ are locally Lipschitz continuous as a function of α and that f ± are exponentially decaying. Finally,F ± are eigenvectors of H * , 35) and can be taken such thatF
The previous statements hold under general circumstances, but observe that more is known in this concrete case. Since all the operators H(α, Γ, v, D) are conjugate up to a constant, the dependence of f ± and σ on the parameters can be made explicit:
2.3. The fixed point argument: stability. We consider a small neighborhood of a given soliton w(0). Without loss of generality, by means of symmetry transformations, we can take this soliton to be
Then, up to quadratic corrections the stable submanifold is actually given by the affine subspace
(2.38) This manifold will have codimension nine, so we need a supplementary argument (presented at the end) to recover eight codimensions.
Take initial data of the form
where R 0 ∈ (P c + P σ− )H 1/2 ; in particular, P 0 (0)Z(0) = 0. We consider the map Φ defined as follows: Definition 2. Φ is the map that, given the pair (Z 0 , π 0 ) in Lemma 5, produces the unique bounded solution (Z, π) of the linearized equation system (2.28), with initial data as in (2.39), for the fixed given R 0 and for variable h:
In the sequel we show that the bounded solution (Z, π) exists and is unique and that the variable parameter h = h(R 0 , Z 0 , π 0 ) is in fact uniquely determined by the condition that the solution should have finite X norm. Thus the map Φ is well-defined.
Furthermore, take the space
We prove that, given (Z 0 , π 0 ) X < δ, it follows that Φ(Z 0 , π 0 ) X < δ as well, under suitable conditions. This is the same as claiming that the sphere of radius δ is stable under Φ.
Let us also denote, for convenience,
Moreover, we use ∇ to denote the gradient in the spatial coordinates only. For future reference, note that
We fix the Hamiltonian H = H(1, 0, 0, 0) = H(π(0)) (see (2.29)) and divide the equation for Z into three parts, according to the three components of its spectrum -continuous, null, and imaginary:
Since the range and cokernel of P 0 and P im are spanned by finitely many Schwartz functions, they are bounded from L p to L q , for any 1 ≤ p, q ≤ ∞. Therefore P c = I − P 0 − P im is bounded on L p , 1 ≤ p ≤ ∞, and one can write
We bound each of the projections P 0 Z, P im Z, and P c Z separately. The P 0 component is the most straightforward. Expanding the orthogonality condition
(2.46) Gz (t) is invertible with bounded norm for small δ. Therefore, by solving the system (2.46) one obtains that
(2.48)
Since the range of P 0 is spanned by Schwartz functions, the same holds with derivatives:
The other two equations read
51) The right-hand side
is bounded by means of the fractional Leibniz rule:
(2.53) Provided π 1 < δ is sufficiently small, Strichartz estimates hold for the P c part, following Theorem 27. Denote, for expediency,
The differenceH − H is small in the appropriate L 3/2 norm, so the corresponding term can be bounded by means of Strichartz estimates:
(2.55) Then, by (2.53) and Theorem 27,
In order to gain half a derivative, we interpolate between L 2 and H 1 , as follows. Taking one derivative,
We commute ∇ with H and obtain
This is one point of the proof where H 1/2 is required instead of the homogenous version (to estimate this commutator term).
By interpolation, we have
For the imaginary part, using the explicit form (2.45) of
the corresponding equation (2.51) becomes 61) where
(2.62) Here ±iσ are the imaginary eigenvalues of H = H(1, 0, 0, 0) = H(π 0 (0)), as in our discussion of its spectrum in Section 2.2.
Concerning the right-hand side, from (2.53) one has that
Now we state a standard elementary lemma, see [Sch] . It characterizes the unique bounded solution of the two-dimensional ordinary differential equation (2.61).
Lemma 7. Consider the equatioṅ
where f ∈ L 1∩∞ . Then x is bounded on [0, ∞) if and only if
In this case,
Proof. Any solution will be a linear combination of the exponentially increasing and the exponentially decaying ones and we want to make sure that the exponentially increasing one is absent. It is always true that
(2.67) Thus, if x 1 is to remain bounded, the expression between parantheses must converge to 0, hence (2.65). Conversely, if (2.65) holds, then
tends to 0.
Consequently, equation (2.61) has a bounded solution if and only if
However, one easily sees that b + (0) = h, where b + (0) is given by (2.69) and h by (2.39). Z is globally bounded in time, by the definition (2.40) of Φ, but only if each component is bounded, P im Z in particular. Clearly, condition (2.69) is then fulfilled for a unique suitable choice of h. It remains to show that, for this unique value of h, Z is indeed bounded.
Proceeding henceforth under this assumption,
Note that σ depends Lipschitz continuously on α. Then σ belongs to a compact subset [a 1 , a 2 ] of (0, ∞), because α belongs to a compact subset of (0, ∞). In this case, both components b ± are given by convolutions with exponentially decaying kernels in t, whose rate of decay is bounded from below:
( 2.71) with the convention that N (s) = 0 for s < 0; the extra term in b − (t) stems from e −tσ b − (0). One has
(2.72)
Finally, from the modulation equations (2.21) we get that
and this proves the stability of Φ for small initial data R 0 .
2.4. The fixed point argument: contraction. The parameter δ was chosen such that α(t) belongs to a fixed compact subset of (0, ∞) and therefore the imaginary
75) for all the admissible paths that we consider. Fix, then, a constant ρ ∈ (0, a 1 ).
For any two solutions of the linearized equation
we seek to prove that Φ acts as a contraction in the following space Y :
is the space of distributions f such that ∇ −1/2 f ∈ L 6 . Furthermore, for fixed initial data R 0 we prove that the unique parameters h = h(R 0 , Z 0 , π 0 ) that make solutions bounded satisfy
Observe that this enough to complete the proof. Consider a sequence
which converges in the Y sense to (Z, π); the parameters h n = h(R 0 , Z 0 n , π 0 n ) converge to a limit as well. Then the pair (Z, π) is a fixed point of Φ and, by virtue of Lemma 5, a solution to the nonlinear equation (locally in time in a weak sense and therefore globally as well) with the specified initial data and, furthermore,
(2.80)
Again, this follows first on any finite time interval [0, T ] and then in the limit on [0, ∞).
We seek to prove that for any sufficiently small choice of δ
However, letting Z 1 and Z 2 start from different initial data proves useful, leading to the more general statement of the following perturbation lemma, which we employ repeatedly: Lemma 8. Consider two solutions of the linearized equation (2.28):
for j = 1, 2, with initial data
meaning that h j are chosen to hold the unique values that make Z j bounded. Then, assuming δ > 0 is sufficiently small,
This constant may depend on ρ.
Proof. Z j , j = 1, 2, satisfy the equations
(2.86)
(2.87) Subtracting the equations from one another, we obtain a similar equation for the difference Z = Z 1 − Z 2 :
(2.88)
We choose the Hamiltonian H(π 0 1 (t)) (the choice of one or two is arbitrary) and split the equation into three parts, according to the Hamiltonian's spectrum:
(2.89)
Then we solve the equation in Z in the same manner as in the previous section, as follows.
For the right-hand side we have the following basic estimate:
(2.90) Here we have taken advantage of the exponential, as integrating in time causes us to lose a factor of ρ −1 , but preserves the space e tρ L ∞ t :
Furthermore, estimate (2.90) uses the fractional Leibniz rule as follows:
implies by duality
which is needed in estimating the difference F 1 − F 2 in (2.90). Finally, in estimating the term (H(π 0 1 (t)) − H(π 0 2 (t)))Z 2 we lose exactly a full derivative, going from ∇ −1/2 S to ∇ 1/2 S. It is straightforward to bound the continuous spectrum projection, P c Z. By applying Theorem 27 and a standard interpolation argument, we get that Strichartz estimates hold in ∇ 1/2 S, the space in which we are operating. The initial data are given by
and therefore
Z satisfies no modulation equation, but Z 1 and Z 2 do. Subtracting these two equations leads to
(2.96)
we handle the P 0 component as follows. Expanding the almost-orthogonality condition (2.96), one has for every G ∈ {α,
is invertible with bounded norm, just as before (see 2.46), so we get
(2.99) Concerning the imaginary component, Lemma 7 applies again, since Z is bounded as a function of time, as seen from
(2.100)
Applying the lemma, we get that P im Z is in exactly the same space as the righthand side, as a function of time. Indeed, here the crucial point is that since ρ < a 1 < σ, convolution with e −a1|t| preserves the space e tρ L ∞ t . One gets, for
(2.102)
Since, on the other hand, 104) it follows that
Also due to Lemma 7,
Finally, the difference between the paths, π = π 1 − π 2 , also fulfills (see (2.21))
(2.107) Putting (2.95), (2.99), (2.106), and (2.107) together we indeed find that Φ is a contraction for sufficiently small δ and fixed initial data. 
Here F + (W ) is the eigenvector corresponding to the upper half-plane eigenvalue of H(α, Γ, v, D) (see (2.29), R 0 belongs to the codimension-nine vector space 109) and h(R 0 , W ) is the unique value determined by the contraction argument that leads to an asymptotically stable solution to (0.1) for these initial data. At this point we give the following formal definition:
Definition 3.
where M is the soliton manifold.
The fiber bundle N 0 is trivial over the soliton manifold. Indeed, for each soliton W there exists a unique symmetry transformation g W that takes W 0 (a fixed soliton) into W . Then
is an isomorphism between a tubular neighborhood of the base in the product bundle (P c (W 0 ) + P − (W 0 ))H 1/2 × M (where M is the soliton manifold) and N 0 . This endows N 0 with a real analytic manifold structure.
N is the image of N 0 under the map
Following the contraction argument from beginning to end and giving appropriate values to δ, commensurate with the size of the initial data R 0 , we summarize the conclusion as follows:
(1) h is locally Lipschitz continuous in both variables,
Here W is a moving soliton with W (0) = W 0 , governed by a path π such that
and R is in the Strichartz space, with
Moreover, scaling shows that δ 0 (W 0 ) can in fact be chosen of the form
Applying the perturbation Lemma 8 to the solution of the nonlinear equation leads to the following:
Proposition 10. The solution depends continuously on the initial data: locally
(2.117)
Moreover, for each compact set on the soliton manifold, there exists a constant C such that
Proof. Firstly, applying the perturbation Lemma 8 yields
Next, we convert from Z to R:
where
and we estimate each difference separately:
The perturbation Lemma 8 also implies
(2.123) Taking δ proportional to R 01 H 1/2 + R 02 H 1/2 leads to the second conclusion.
In particular, this shows that the map F given by (2.112) is locally Lipschitz continuous. We explore its properties further, beginning with a preliminary lemma.
Lemma 11. The mapF :
is locally a smooth diffeomorphism in the neighborhood of each point (W, R, 0).
The size of the neighborhood only depends on W , since the map is linear in the other variables. By scaling, it follows again that the size is in the order of
Proof. This is a standard argument. Let W 0 = W (π 0 ) and consider the linear map (which is actually the differential ofF )
That this map is bijective at points where h 0 = 0 follows from
Then local invertibility follows by the inverse function theorem. Smoothness is clear upon inspection of the explicit forms of W (π) and F + (W ).
Lemma 11 has the following immediate consequence:
Proposition 12. F given by (2.112) is locally one-to-one and its inverse (defined on its range) is locally Lipschitz.
Proof. The local invertibility of F follows immediately from the previous lemma. Indeed, one has
For a sufficiently small δ 0 , h(R, W ) is close to zero and the previous lemma applies. In order to establish the Lipschitz property for the inverse, we can simply ignore the parameter h.
Another consequence is that, if a function is sufficiently close to the manifold M of solitons, we can project it on the manifold as follows.
Lemma 13. For every soliton W there exists δ > 0 such that for every Ψ such that Ψ − W H 1/2 < δ there exists W 1 such that P 0 (W 1 )(Ψ − W 1 ) = 0 and
(2.129)
Furthermore, W 1 depends Lipschitz continuously on Ψ.
Again, following the use of symmetry transformations, δ can be taken to be proportional to (1 + W 2 ) −1 .
Proof. If δ is sufficiently small, Ψ =F (W 1 , R, h) for some (W 1 , R, h) close to (W, 0, 0) by the previous lemma. Since R ∈ N 0 (W 1 ), it follows that P 0 (W 1 )(Ψ − W 1 ) = 0. Furthermore, by means of a Taylor expansion we see that
On the other hand,
For δ sufficiently small, the conclusion follows.
This lemma would be superfluous if P 0 were an orthogonal projection and the constant could be taken to be one then. However, note that in this generality the conclusion still holds for W 1/2,6 . The proof is exactly the same.
Definition 4. By small asymptotically stable solution we mean one that can be written as Ψ(t) = W (π(t)) + R(t) where W (π(t)) is a moving soliton governed by the parameter path π and
where X is the space that appears in the contraction argument, see (2.41).
We can rewrite any small asymptotically stable solution Ψ as W (π(t)) +R(t) such that the orthogonality condition is satisfied:
Following the previous lemma,R(t) is still small in the space
. Furthermore, W (π(t)) will depend Lipschitz continuously on Ψ. Writing the modulation equations explicitly as in (2.21), it follows thatπ(t) is small in the L 1 norm as well.
Thus, it makes no difference whether we assume the orthogonality condition as part of the definition, since we can instate it in this manner.
Clearly, every solution with initial data on the manifold N is small and asymptotically stable. A partial converse is also true. Proposition 14. If Ψ(0) is the initial value of a small asymptotically stable solution Ψ to (0.1), then Ψ(0) ∈ N .
Proof. Write Ψ = W (π(t)) +R(t) with the orthogonality condition P 0 (W (π(t)))R(t) = 0.
(2.134)
Furthermore, by construction (0) )). Thus, we know that both
137) give rise to small asymptotically stable solutions, call them (Z 1 ,π) and (Z 2 , π 2 ). The perturbation Lemma 8 then implies
(2.138)
Otherwise put, (Z 1 ,π) − (Z 2 , π 2 ) = 0. Applying the lemma once more, it follows that h = h(R 0 , W (π(0))) as well. Therefore
and thus belongs to N .
Corollary 15. If Ψ(0) belongs to N , then Ψ(t) also belongs to N for all positive t and for sufficiently small negative t.
Proof. Clearly, both for positive t and for sufficiently small negative t Ψ(t) exists (due to the local existence theory, for negative t) and gives rise to a small asymptotically stable solution. Then, the previous proposition shows that Ψ(t) must still be on the manifold.
Proposition 16. N is a centre-stable manifold in the sense of Bates and Jones.
Proof. To begin with, we rewrite equation (0.1) to make it fit the framework of the theory of Bates-Jones [BatJon] . Consider a fixed ground state φ(·, 1) (without loss of generality) and the constant path π 0 = (0, 0, 0, 1). Linearizing the equation around this constant path and applying a symmetry transformation yields, for
Note that here all the right-hand side terms are at least quadratic in U , due to linearizing around a constant path. The spectrum of H is known, see Section 2.2, namely σ(H) = (−∞, −1]∪[1, ∞)∪ {0, ±iσ}. The stable spectrum is −iσ, the unstable spectrum is iσ, and everything else belongs to the centre. It is easy to check that all the conditions of [BatJon] are met, leading to the existence of a centre-stable manifold.
In the sequel we prove that N is a centre-stable manifold, by verifying the three properties required by Definition 1: N is t-invariant with respect to a neighborhood of φ(·, α 0 ), π cs (N ) contains a neighborhood of 0 in X c ⊕ X s , and N ∩ W u = {0}. All of this is relative to a specific neighborhood of 0, V = {Z | Z H 1/2 < δ 0 } for some small δ 0 .
The t-invariance of N relative to V follows from definition and Proposition 14. Indeed, the invariance established by Corollary 15 is strictly stronger than t-invariance.
The fact that π cs (N ) contains a neighborhood of 0 in X c ⊕ X s is a consequence of the local invertibility of F established in Proposition 12.
Finally, we need to show that N ∩ W u = {0}. The same proof as in [Bec] works with few modifications, but we reproduce it for the sake of completeness. Consider a solution Z ∈ W u of (2.140), meaning that Z(t) H 1/2 ≤ δ for some small δ and all negative t and that it decays exponentially as t → −∞,
(even though polynomial decay is sufficient).
The first observation we make is that Ψ = e itσ3 Z + W is a small asymptotically stable solution of (0.1) as t goes to −∞. Therefore for t ≤ 0 one can write Ψ = W (π(t)) +R(t), such that the orthogonality condition
is satisfied and one still has
Changing to a better adapted coordinate frame, let againR = gZZ. Then (Z,π) satisfy the linearized equation system (2.28). DecomposeZ into its projections on the continuous, imaginary, and zero spectrum of H and let
Observe that δ(t) → 0 as t → −∞, so we can assume it to be arbitrarily small, δ(t) < 1 to begin with. By means of Strichartz estimates one obtains that
147) because the right-hand side contains only quadratic or higher degree terms.
Since P imZ is bounded at −∞, we can use Lemma 7 in the following form:
We have constructedZ such that an orthogonality condition holds, so
Putting these estimates together, one has that
For sufficiently negative T 0 , it follows that Z (t) 2 ≤ C P +Z (t) 2 , for any t ≤ T 0 . The converse is obviously true, so the two norms are comparable. Furthermore, by reiterating this argument one has that
Next, assume that Z(0) is on the stable manifold, meaning that Z(0)+W (π(0)) ∈ N . If the size δ 0 that defines N is sufficiently small, it follows that Z(t) 2 is bounded from below as t → ∞. Indeed, the total mass of R(t) + W (π(t)) is preserved and the mass of W (π(t)) can change only quadratically in δ 0 because π 1 ≤ Cδ 2 0 . On the other hand, Lemma 7 implies that
and thus P +Z (t) 2 goes to zero and can be made arbitrarily small as t → ∞. Lemma 2.4 from [BatJon] states, under even more general conditions, that if the ratio P +Z (T 0 ) / (1 − P + )Z(T 0 ) is small enough, it will stay bounded for all t ≤ T 0 . The proof of this result is based on Gronwall's inequality.
However, this contradicts our previous conclusion that
goes to 0 as t goes to −∞. Therefore, Z can only be 0. This proves that N ∩ W u = {0}. In other words, there are no exponentially unstable solutions in N in the sense of [BatJon] . The final requirement for N to be a centre-stable manifold is thus met.
2.6. Scattering. In the sequel we show, by means of Strichartz estimates, that the radiation term scatters like the solution of the free equation, meaning 156) where σ 3 = 1 0 0 −1 . We want to establish that
exists as a strong H 1/2 limit. The other two components of Z, P im Z and P 0 Z, converge to zero in the H 1/2 norm. Thus Z behaves like P c Z(t)+o H 1/2 (1). Denoting
one gets (for F the right-hand side of the linearized equation)
H0(α(s),v(s)) ds P c (iV (t)Z(t) + F (t)). (2.159)
In other words,
(2.161)
Since this last integral is absolutely convergent, the initial one also converges. Therefore L exists as a strong H 1/2 limit and
Going back to R, related to Z by the symmetry transformation (2.10), we obtain that
which leads to the desired conclusion upon passing to the scalar function r (where R = r r ).
Linear estimates
Finally, we seek a dispersive estimate that takes into account the terms generated by translations. These terms are of the form v(t)∇Z(t), wherev(t) is small in the L 1 norm (and we may assume that v(0) = 0). Z is a solution of the equation and thus possesses finite Strichartz norms. We study the scalar case, where the difficulty lies, as a simplified model, together with the nonselfadjoint case in which we are properly interested.
The first piece is an ad hoc Wiener theorem for abstract spaces, which requires some background.
Motivation. As motivation for this approach, consider the linear Schrödinger equation in R
where H = H 0 + V = −∆ + V in the scalar case and
in the matrix nonselfadjoint case, in which we really are interested for this paper. W 1 is always taken to be real-valued and the same is true for W 2 in the case of interest for the current paper. By Duhamel's formula,
In addition, for any multiplicative decomposition V = V 1 V 2 of the potential
(3.4) In the scalar case we are especially interested in the decomposition
In the matrix nonselfadjoint case (3.2), an analogous decomposition is
where σ 3 is the Pauli matrix
Thus, at least formally we can write
(3.8)
If the operators I − χ t>0 e itH0 V and I − χ t>0 V 2 e itH0 V 1 can actually be inverted, then the computation is justified. In the sequel we set forth conditions under which this happens.
3.2. Abstract theory. Let H be a Hilbert space, L(H, H) be the space of bounded linear operators from H to itself, and M t H be the set of H-valued measures of finite mass on the Borel algebra of R. M t H is a Banach space, with the norm
(3.9)
Note that the absolute value of µ ∈ M t H given by
is a positive measure of finite mass (bounded variation) and µ(A) H ≤ |µ|(A). By the Radon-Nikodym Theorem, µ is in M t H if and only if it has a decomposition µ = µ ∞ |µ| with |µ| ∈ M (the space of measures of finite mass), µ ∞ ∈ L ∞ d|µ|(t) H. Furthermore, µ MtH = |µ| M and the same holds if we replace H by any Banach space.
Definition 5. Let K = L(H, M t H) be the algebra of bounded operators from H to M t H.
It has the following natural properties, which are, yet, not completely trivial:
Lemma 17. K takes M t H into itself by convolution, is a Banach algebra under convolution, and multiplication by bounded continuous functions (and L ∞ Borel measurable functions) is bounded on K:
Proof. Boundedness of multiplication by continuous or L ∞ functions follows from the decomposition µ = µ 0 |µ| for µ ∈ M t H. The last stated property is a trivial consequence of the definition of M t H. Let µ ∈ M t H, k ∈ K. Consider the product measureμ first defined on product sets A × B ⊂ R × R byμ(A × B) = k(µ(B))(A). This is again a measure of finite mass,μ ∈ M t,s H, and
We then naturally define the convolution of an element of K with an element of M t H, following Rudin, by setting k(µ)(A) =μ({(t, s) | t + s ∈ A}). Thus, each k ∈ K defines a bounded translation-invariant linear map from M t H to itself:
The correspondence is bijective, as any translation-invariantk ∈ L(M t H, M t H) defines an element k ∈ K by k(h) =k(δ t=0 h). These operations are indeed inverses of one another. Associativity follows from Fubini's Theorem. K is a Banach space by definition. The algebra property is immediate from (3.13).
The Wiener algebra K characterized above is the weakest (and thus widest) among several spaces that arise naturally. Another choice, K 1 , comes from replacing M t , the space of measures of finite mass, with L 1 t in the definition. The Beurling subalgebras B p,a arise by substituting L 1 t with its subspaces t a L p t , for
We may strengthen L(H, M t H) to M t L(H, H) and likewise for all the other examples, thus obtaining a different family of strong algebras that we respectively denote by K s , K 1s , and B p,as .
The only one of these algebras that is unital is K. However, adding the unit (the identity operator) together with its multiples to any of the other algebras considered above gives rise to unital algebras in that case as well. We use a subscript u to mark these, e.g. B p,asu .
Returning to K, note that, due to our choice of a Hilbert space H, if k ∈ K then k * ∈ K also. Define the Fourier transform of any element in K by
This is a bounded operator from H to itself. By dominated convergence, k(λ) is a strongly continuous (in λ) family of operators for each k and, for each λ,
This follows from (3.11). The Fourier transform of the identity is I(λ) = I for every λ; k * = ( k) * . Also, the Fourier transform takes convolution to composition.
Trivially, if a kernel k ∈ K has both a left and a right inverse, they must be the same,
As usual, fix a continuous cutoff χ supported on a compact set and which equals one on some neighborhood of zero. We also specify that the inverse Fourier on R is
Theorem 18. If A ∈ K is invertible then A(λ) is invertible for every λ. Conversely, assume A(λ) is invertible for each λ, A = I + L, and
Then A is invertible. Furthermore, if L is in any of the aforementioned unital subalgebras of K (K 1u , B p,au , K su , etc.), then its inverse will also belong to the same.
Further note that the set of equicontinuous operators, that is
is a closed ideal, is translation invariant, contains the set of those kernels which are strongly measurable and L 1 (but can be strictly larger), and I is not in it. We could, though, form a Banach algebra E consisting of just multiples of I and this ideal.
Likewise, the set of kernels L that decay at infinity, that is
is a closed subalgebra. It contains the strong algebras that we defined above. Note that for operators A ∈ D the Fourier transform is also a norm-continuous family of operators, not only strongly continuous. As a final observation, the construction will ensure that, if L belongs to the intersection E ∩ D and is invertible, then its inverse is also in it.
Proof. The proof goes through the usual paces. Firstly, if A is invertible, that is A * A −1 = A −1 * A = I, then applying the Fourier transform yields
Conversely, assume A(λ) is invertible for every λ. Without loss of generality, we can take A to be self-adjoint and non-negative for every λ, by replacing A with A * A * . Then at each λ A(λ) is invertible and bounded if and only if
With the help of a smooth cutoff function χ of compact support, equal to one on some neighborhood of zero, define
We next prove that A ǫ is invertible. Without loss of generality we can take λ 0 to be zero.
For any kernel B ∈ K that decays at infinity (B ∈ D, that is) and for
This follows, as usual, by fixing some large radius R and integrating separately within and outside that radius:
Thus χ ǫ * B gets close to the operator
whose norm equals χ ǫ 1 B(0) H→H . If B(0) < 1/C, where C = χ ǫ 1 is a constant independent of scaling, then 1 − χ ǫ * B is invertible for small enough ǫ. If we only assume that B(0) < 1, then we replace B by B n for some large n in the above and get that 1 − χ ǫ * B n is invertible for small ǫ. This implies that 1 − χ 1/n ǫ * B is invertible. In particular, this applies to B = I − A ǫ , since, because A(λ) is positive and invertible,
is nonnegative and strictly less than one. Thus there exists an operator (namely A ǫ ) whose Fourier transform equals that of A on some neighborhood of λ 0 and which is invertible. We have to consider infinity separately. Let
The difference between A R and I is given by 30) where
. At this step we use the equicontinuity assumption of the hypothesis, namely
Since χ R is a good kernel, we separate it into two parts, away from zero and close to zero, and obtain lim sup
(3.32)
Therefore lim
Thus we can invert A R for large R. It follows that on some neighborhood of infinity the Fourier transform of A equals that of an invertible operator.
Finally, using a finite partition of unity subordinated to those neighborhoods we have found above, we explicitly construct the inverse of A. Indeed, consider a finite open cover of R of the form Then the inverse of A is given by
Given our use of smooth cutoff functions, this construction also preserves the subalgebras we defined.
We are also interested in whether, if A is upper triangular (meaning that A is supported on [0, ∞)), the inverse of A is also upper triangular. is uniformly bounded by assumption. Likewise, A + is bounded as the Fourier transform of an upper triangular operator. Since A − = A − A + , it too is bounded on the lower half-plane. However, A − is lower triangular, so its Fourier transform is also bounded in the upper half-plane. By Liouville's theorem, then, A − it must be constant, so A − can only have singular support at zero. Therefore A is upper triangular.
In none of the above did we use compactness or the Fredholm alternative explicitly. (Still, it is interesting to note that a subset of L 1 t H is precompact if and only if its elements are uniformly bounded, equicontinuous, and decay uniformly at infinity -conditions that we actually employed).
We next apply this abstract theory to the particular case of interest.
3.3. Applications. We return to the concrete case (3.2) of a linear Schrödinger equation on R 3 with scalar or matrix nonselfadjoint potential V . For simplicity, the entire subsequent discussion revolves around the case of three spatial dimensions.
The resolvent of the unperturbed Hamiltonian, R 0 (λ) = (H 0 − λ) −1 , is given by (3.37) in the scalar case and To begin with, we restate the connection between the evolution e itH0 and the
Lemma 20. For any f ∈ L 6/5,1 and λ in the lower half-plane, the integral
converges in the L 6/5,∞ norm and equals iR 0 (λ) or iR 0 (λ − i0) in case λ ∈ R. Furthermore, for real λ,
also in the L 6/5,∞ norm.
Proof. We rewrite the usual dispersive estimate
as a multilinear estimate and use a dyadic decomposition. Let (3.42) and, for k ∈ Z,
Expressed as a bilinear form, T k is given by
is finite for each k (at most C/2 k ). Furthermore, (3.45) implies that for f ∈ L 6/5,1 the following integral is absolutely convergent:
. Note that (3.39) is dominated by T f = χ t>0 e itH0 f and this ensures its absolute convergence. Next, both (3.39), as a consequence of the previous argument, and iR 0 (λ + i0) are bounded operators from L 6/5,1 to L 6,∞ . To show that they are equal, it suffices to address this issue over a dense set. Observe that
, considering the fact that e itH0 is unitary and
Letting ǫ go to zero, the left-hand side in (3.49) converges, by dominated convergence, to (3.39), while the right-hand side (also by dominated convergence, using the explicit form of the operators) converges to iR 0 (λ − i0)f . Statement (3.40) follows directly.
Having made this connection, we explore further properties of the resolvent.
Definition 6. The Rollnick class is the set of measurable potentials V whose Rollnick norm
is finite.
The Rollnick class R contains L 3/2 . For a potential V ∈ R, the operator
where V = V 1 V 2 and V 1 , V 2 are as in (3.5) or (3.6), is Hilbert-Schmidt for every value of λ in the lower half-plane. Approximating, we obtain that T V2,V1 is compact whenever V ∈ L 3/2,∞ .
Definition 7. Given V ∈ L 3/2,∞ , its exceptional set E is the set of λ in the complex plane for which I + T V2,V1 (λ) is not invertible from L 2 to itself.
Other choices of V 1 and V 2 such that V = V 1 V 2 , V 1 , V 2 ∈ L 3/2,∞ lead to the same operator up to conjugation.
By the analytic and meromorphic Fredholm theorems (for statements see [ReeSim3] , p. 101, and [ReeSim4] , p. 107), for such potentials the exceptional set E is closed, bounded, and consists of at most a discrete set outside σ(H 0 ), which may accumulate toward σ(H 0 ), and a set of measure zero contained in σ(H 0 ).
Assuming that V ∈ L 3/2,∞ is real-valued and scalar, the exceptional set resides on the real line. Indeed, if λ is exceptional, then by the Fredholm alternative ([ReeSim1] , p. 203) the equation
For λ not in σ(H 0 ), the kernel of R 0 (λ) is exponentially decaying, hence integrable, and remains so after differentiation. This implies that g ∈ ∇ −2 L 6/5,2 and decays rapidly. Then (H 0 + V − λ)g = 0.
In the scalar case, H 0 + V is self-adjoint, so this is a contradiction for λ ∈ R. In the matrix nonselfadjoint case, exceptional values off the real line can indeed occur.
If λ ∈ E \ σ(H 0 ), the kernel's exponential decay implies that λ is an eigenvalue for H and that the corresponding eigenvectors must be at least in ∇ −2 L 6/5,2 and decay rapidly.
Finally, we analyze the possibility of exceptional values in σ(H 0 ). In the real scalar case, the reasoning of Goldberg-Schlag [GolScg] (see Lemma 9 there) implies that zero is the only possible embedded exceptional value. Indeed, take λ = 0, V ∈ L 3/2,∞ real-valued and scalar. Then the pairing
is well-defined and yields a real value. Therefore V g = 0 on the sphere of radius √ λ. Following Proposition 7 of [GolScg] , for 1 ≤ p < 4/3, some δ > 0, and any function h whose Fourier transform vanishes on the sphere,
. Then, one can apply IonescuJerison's result of [IonJer] (if V ∈ L 3/2 ) and conclude that g = 0. If V ∈ L 3/2,∞ is scalar, but not real-valued, then the exceptional set need not consist only of eigenvalues or zero. Indeed, consider the equation
for z ∈ C. The existence of a nonzero solution f ∈ L 2 is equivalent to 1/z being in the spectrum of V 2 R 0 (1 + i0)V 1 , due to the latter's compactness. The spectrum must be nonempty by Liouville's theorem
(3.57)
Assuming that V vanishes nowhere, it follows that V 1 f is an L 2 eigenvector for (−∆+1), which is impossible. Thus, at least when V vanishes nowhere, zero cannot be in σ(R 0 (1 − i0)V ) and therefore the spectrum must contain some nonzero value 1/z. Then one is an exceptional value for the complex scalar potential zV .
In conclusion, for this case only half the argument stays valid: namely, [IonJer] implies that a solution g of (3.53) must be zero if
and V ∈ L 3/2 , but one cannot always bootstrap to this space. Embedded exceptional values can occur, but they cannot be eigenvalues.
In the matrix case, for V ∈ L 3/2,∞ as in (3.2) and real-valued we retain the other half of the argument. [IonJer] does not apply and embedded eigenvalues can occur. On the other hand, consider λ ∈ E ∩ σ(H 0 ), which is not one of the endpoints ±µ. It corresponds to a nonzero solution G ∈ L 6,2 of
The argument in Lemma 4 of Erdogan-Schlag [ErdSch] shows that G ∈ L 2 and that it is an eigenfunction of H. Thus, in this case the exceptional set consists only of eigenvalues, potentially together with the endpoints of the continuous spectrum ±µ.
It is essential for this argument that V should be real-valued. In the complex nonselfadjoint case (3.2) neither half of the argument holds any longer: embedded exceptional values can occur and they need not be eigenvalues.
Next, we examine symmetries of the exceptional set. If V is real-valued and scalar, we have already characterized it. If V is scalar, but complex-valued, then consider an exceptional value λ, for which, due to compactness, there exists f ∈ L 60) so the adjoint has an exceptional value at λ. However, σ( T V2,V1 (λ)) = σ( T V1,V2 (λ) * ), so all this proves that the exceptional set E is symmetric with respect to the real axis.
If V is matrix-valued, as in (3.2), then note that σ 1 V σ 1 = V , σ 3 V σ 3 = V * , where σ 1 is the Pauli matrix
Let λ be an exceptional value, for which
Here
since R 0 commutes with σ 3 , so whenever λ is an exceptional value so is λ. If V as in (3.2) is a real-valued matrix, then by the same methods we obtain that −λ is an exceptional value whenever λ is one.
Summarizing, we have obtained the following classification:
Remark 21. The exceptional set E of a potential V ∈ L 3/2 is bounded and discrete outside σ(H 0 ), but can accumulate toward σ(H 0 ). E ∩ σ(H 0 ) has null measure (as a subset of R). Elements of E \ σ(H 0 ) correspond to eigenvalues that decay rapidly and therefore to L 2 projections. If V is real-valued and scalar, then the only possible exceptional value in σ(H 0 ) is zero (the endpoint of the spectrum). If V is scalar, but not necessarily realvalued, then embedded exceptional values can occur, but except for zero they cannot be eigenvalues.
If V is real and matrix-valued as in (3.2), then embedded exceptional values can occur, but they must be eigenvalues, except for the endpoints of σ(H 0 ). If V is complex matrix-valued, there is no restriction on the presence or nature of embedded exceptional values.
The exceptional set is located on the real axis for real scalar V , symmetric with respect to the real axis for complex scalar or real matrix-valued V as in (3.2), and is symmetric with respect to both the real axis and the origin in case the potential V as in (3.2).
Before making any claims about the perturbed Hamiltonian, we prove the following basic lemma, which endows the evolution e itH with a precise meaning.
Lemma 22. Assume V ∈ L ∞ . Then the equation
Proof. We linearize the equation and write
Over a sufficiently small time interval, whose size only depends on V ∞ , the map that associates Z to some given Z 1 is a contraction on a sufficiently large ball in
x . The fixed point of this contraction mapping is then a solution to (3.64). This shows that the equation is locally solvable and, by bootstrapping, since the length of the interval is independent of the size of F or of the initial data, we obtain a global solution. The bound (3.65) follows by Gronwall's inequality.
In the sequel, by e itH we designate the solution of the homogenous equation, which is well-defined at all times as a bounded L 2 operator, for V ∈ L ∞ . We extend its meaning gradually to other cases.
In case V ∈ L 3/2,1 we have the following straightforward result:
Theorem 23. Consider a potential V ∈ L 3/2,1 whose exceptional set E is empty in the lower half-plane. Then Strichartz estimates hold for H = H 0 + V : for the equation
This result does not need V to have any particular form. Were we to assume that E is empty over the whole complex plane, the statement would then be trivial, since, by Liouville's theorem, it would only apply to the case when V = 0.
Proof. Take a multiplicative decomposition V = V 1 V 2 with V 1 , V 2 ∈ L 3,2 and let (3.69) If the exceptional set is empty, then
is uniformly bounded in the lower half-plane. Therefore, one can approximate V by L ∞ potentials whose exceptional sets are still empty (in the lower half-plane). If the conclusion stands for each of these approximations, then we pass to the limit and it also holds for V itself. Likewise, we can approximate F by functions located in L 1 t L 2 x . For these approximations, Lemma 22 endows the evolution with a natural meaning. In the sequel, these matters will be considered as addressed implicitly.
Firstly, we need to establish that T V1,V2 ∈ K, where K is the Wiener algebra defined previously. From the proof of Lemma (20), we see that T defined by
x and, for the Hilbert space H = L 2 x , belongs to the algebra K of the previous theorem. Its Fourier transform is given by
and having an empty exceptional set E simply ensures that I + T V2,V1 (λ) is invertible in the lower half-plane. Furthermore, for V 1 , V 2 ∈ L 3+ǫ , T V2,V1 decays at infinity like |t| −1−ǫ in norm. By approximating in the L 3,2 norm, it follows that T V2,V1 belongs to the subalgebra D ⊂ K of kernels that decay at infinity for any V 1 , V 2 ∈ L 3,2 . Likewise, assume V 1 , V 2 are smooth of compact support. Then for each t
Since T V2,V1 decays at infinity, (3.74) implies that it is equicontinuous. Again, by approximating we find that the same holds for any V 1 , V 2 ∈ L 3,2 . Therefore I + T V2,V1 satisfies all the hypotheses of Theorem 18. Given that E = ∅, one can invert and (I − T V2,V1 ) −1 is an upper triangular operator in K by Lemma 19. Now observe that the evolution is given by
By Strichartz estimates, it follows that
takes L 2 initial data and right-hand side terms in the Strichartz space to
t,x into itself again, while the last operator χ t>s e i(t−s)H0 V 1 (3.77)
into the dual Strichartz space.
For t −3/2 decay estimates we have to do slightly more, but with no extra effort we have that
Indeed, this results from (3.75) by the estimates we already have.
Namely, we can consider the Beurling algebra of kernels
The proof follows along the same lines, but is more straightforward. If the exceptional set E is nonempty, then we project it away, since it could destroy Strichartz estimates. The easiest way forward is to define the algebra generated by H and spectral projections within it.
Lemma 24. Consider V ∈ L 3/2,∞ , either scalar or as in (3.2), and χ ∈ L ∞ (R), such that, for some ǫ > 0,
is a bounded operator from L 2 to itself, of norm at most C χ ∞ . χ(H) is defined in the weak sense that for any f , g ∈ L 2 , the function under the integral
is absolutely integrable. Furthermore, these operators commute with the evolution and with one another:
In particular, e itH χ(H) is a uniformly bounded family of operators.
We expand the resolvent as follows:
Outside the exceptional set, which is symmetric with respect to the real axis, (I + V 2 R 0 (λ ± i0)V 1 ) −1 is uniformly bounded on compact sets as an operator from L 2 to itself, so it suffices to note that |V | 1/2 is a H 0 -smooth operator, meaning
Also, (R 0 (λ + i0) − R 0 (λ − i0))f, g is absolutely integrable, though each of the two parts may not be. Following this proof we actually obtain an explicit constant, namely
Further note that, for any λ not in the spectrum of H,
(in particular, R V (λ)f belongs to Dom(H)). Then, for sufficiently small ǫ, due to the need to avoid exceptional values,
(3.87)
Letting ǫ go to zero, we have convergence in the same weak sense as above. Thus we get that, for every bounded χ compactly supported away from E,
It immediately follows that, also for bounded χ of compact support away from E, the evolution can simply be expressed as
and is uniformly bounded in L 2 . Therefore (χ [−R,R] χ)(H)f converges to χ(H)f in the L 2 norm as R goes to infinity. Since Dom(H) is dense in L 2 , it follows that (χ [−R,R] χ)(H) converges strongly, but not necessarily in norm, to χ(H). Therefore the identity e itH χ(H) = χ(H)e itH = (e itλ χ)(H) (3.91) extends to χ without compact support.
In order to take this strong limit, we first approximate V by L ∞ potentials, for which the evolution is L 2 -bounded. These approximations may move the boundary of the exceptional set by some small amount, but, since χ is supported some positive distance away from the exceptional set, this brings no prejudice.
In particular, this means that e itH χ(H) is a uniformly bounded family of L 2 operators. Next, for χ of compact support
for any λ 0 not in the spectrum. By passing to the strong limit, we remove the condition that χ should have compact support. Integrating, we obtain that for χ 1 of compact support and any χ 2
94) where we recognize the Poisson kernel. Letting ǫ go to zero we get that
(3.95)
Then, by passing to the strong limit, we remove the condition that χ 1 should have compact support.
This leads to an easy definition of L 2 spectral projections for H. Namely, for a set A ⊂ R at a positive distance away from the exceptional set E, we can define P A = χ A (H). This is a projection in the sense that P 2 A = P A , but it need not be orthogonal.
For a more complete picture, we are also interested in the following fact.
Lemma 25. For V ∈ L 3/2,∞ and sufficiently large y,
and the integral is absolutely convergent. Furthermore, for every ǫ > 0
where P 0 ζ k are projections corresponding to the finitely many exceptional points (ζ k ) of imaginary part greater than ǫ.
As a consequence, the rate of growth of e itH 2→2 can be given an asymptotic expansion in terms of exponentials.
Proof. Assume at first that V ∈ L ∞ and take y > V 1/2
Therefore one can expand (I + V 2 R 0 (λ ± iy)V 1 ) −1 into a series. Thus
is a bounded L 2 operator. By Lemma 22 χ t≥0 e itH e −yt f, g (3.101) is an exponentially decaying function and its Fourier transform is
Combining this with the analogous result for the positive side, we see that
However, assuming that V ∈ L 3/2,∞ , now the right-hand side is absolutely integrable due to (3.100) and to smoothing estimates, though neither half has to be absolutely integrable on its own. Therefore, by the Fourier inversion formula,
We can also shift y, provided we do not encounter any eigenvalue. Now consider a sequence of approximations V n of V ∈ L 3/2,∞ by bounded potentials such that V n − V L 3/2,∞ → 0. On the set {λ | d(λ, E) ≥ ǫ}, the norm of
is uniformly bounded. For some sufficiently high n, one then has that
then for any y > y 0 and sufficiently large n
Both for V and for V n the integrals (3.104) and (3.107) converge absolutely and as n → ∞ (3.107) converges to (3.104) (to see this, subtract the corresponding versions of (3.100) from one another and evaluate).
We can then shift this contour arbitrarily close to the real line, leaving behind contour integrals around elements of the exceptional set. It is easy to prove, in the same manner as previously, that
(3.109)
We let R tend to infinity and obtain that the same holds for the whole contour. Indeed, over any horizontal line λ±iy, y = 0, that does not intersect the exceptional set E, the integral
converges absolutely due to the resolvent identity (3.100) and smoothing estimates, while the remaining part
converges to χ(H 0 )f, g for both χ = 1 and χ(λ) = e itλ . Therefore the rate of growth of e itH 2→2 is no faster than e |t|(y0+ǫ) . In particular, if E is situated on the real line, e itH 2→2 grows more slowly than any exponential.
Let ζ be an isolated element of the exceptional set, not on σ(H 0 ), and a pole of order n for
Then R V has a pole of the same order there. We form the contour integral, following Schlag [Sch] and Reed-Simon [ReeSim1] ,
This integral is independent of ǫ if ǫ is sufficiently small and P k ζ = 0 for k ≥ n. Using the Cauchy integral, it immediately follows that (P . Furthermore,
It immediately follows that e itH P 0 ζ can be described explicitly as
Its rate of growth is at most e |ℑζ||t| |t| n−1 . The rate of growth (but not the explicit form) can also be obtained from
by estimating directly and optimizing ǫ.
It is a consequence of Fredholm's theorem that the range of P 0 ζ is finite dimensional; from (3.113) it follows that all functions in Ran(
. Also, Ran(P 0 ζ ) is the generalized eigenspace of H−ζ. Assuming that V vanishes nowhere, it corresponds to the generalized eigenspace of
where g is also a generalized eigenfunction. Assuming by induction that g ∈ ∇ −2 L 6/5,2 (or zero, to begin with), the same follows for f . The range of (P 0 ζ ) * is the generalized eigenspace of H * − ζ, which means that it is also finite-dimensional and spanned by functions in ∇ −2 L 6/5,2 that decay rapidly.
Thus, each such projection is bounded from
. The general case can be quite complicated, especially if the exceptional set has infinitely many elements or if there are embedded exceptional values in σ(H 0 ). Therefore, in the sequel we make a simplifying assumption. Namely, we assume that there are no embedded exceptional values in σ(H 0 ), which implies that there are finitely many of them.
Then we can define P c , the projection on the continuous spectrum.
Definition 8. Let P c = χ(H), where χ is a function that equals one on σ(H 0 ) and zero outside a small neighborhood.
It follows that
to L 6,2 ∩ L 1 , the same holds for I − P c . Therefore P c is bounded on L 6/5,2 ∩ L 6,2 . Moreover, P c commutes with H, χ(H), and e itH .
Theorem 26. Assume that there are no exceptional values in σ(H 0 ) and that V ∈ L 3/2,∞ is scalar or as in (3.2). Let Z be a solution of the equation
Then Strichartz estimates hold,
where M is the space of measures of finite mass, be such that χ 1 = 1 on σ(H 0 ), χ 2 = 1 on supp χ 1 , and χ 2 is supported some positive distance away from the exceptional set.
It is a simple matter to check that such functions exist in the cases under con-
T is a bounded L 2 operator, with T 2→2 ≤ C χ ∨ M . At the same time,
This gives us an alternate definition of χ(H) in case χ ∨ ∈ L 1 is supported away from the exceptional set and also implies that (3.124) In particular, the previous considerations apply to χ 1 .
By our previous estimates, we already know that
We assume that V ∈ L 3/2,1 ; then all the factors are integrable in time. Taking the convolution of both sides with χ ∨ 1 in time, we obtain that
The Fourier transform of I − iχ ∨ 1 * (V 2 χ t≥0 e itH0 V 1 ) is given by
This is invertible both on σ(H 0 ) and outside supp χ 1 . Let µ be an endpoint of σ(H 0 ). By Fredholm's theorem
is invertible for all but discretely many values of z. Since T (1) and T ( At this point we can remove the condition that V ∈ L 3/2,1 . Indeed, by taking the Fourier transform in time of both sides in (3.136), we obtain that (V 2 P c Z)
(3.138) Therefore
(3.139)
So far this holds only for V ∈ L 3/2,1 , but with a constant independent of V (independent under reasonable assumptions, such as having the norm of P c bounded uniformly). Then, we can approximate any V ∈ L 3/2,∞ by L 3/2,1 potentials and we obtain (3.139) for L 3/2,∞ as well. Applying the Duhamel formula again results in Strichartz estimates.
3.4. Time-dependent operators. Now we turn to time-dependent equations. Many of the same observations apply. However, the Fourier transform of a kernel T (t, s) which is not invariant under time translation is no longer an operator T (λ) : H → H for each λ; it is a non-local kernel instead. Such a generalization was studied by Howland [How] .
We shall not follow this direction in the current paper. Instead, we only look at small perturbations of time-independent operators. The equation in which we are interested is Theorem 27. Consider the equation, for H = H 0 + V as in (3.2), not necessarily real-valued, V ∈ L 3/2,1 , i∂ t Z − iv(t)∇Z + α(t)σ 3 Z + HZ = F, Z(0) given (3.140)
and assume that α ∞ and v ∞ are sufficiently small (in a manner that depends on V ) and σ(H 0 ) contains no exceptional values. Then
Since there are no exceptional eigenvalues in the continuous spectrum, all those that exist correspond to rapidly decaying eigenvectors, possessing at least two derivatives.
Proof. We rewrite the equation for P c Z =Z as (3.143) where H 0 = (∆ − µ)σ 3 . Let χ 1 ∈ M ∨ be a function such that χ 1 = 1 on the continuous spectrum, χ 1 supported away from the exceptional set, and constructed in the same manner as in (3.132) .
This kernel belongs to the Wiener algebra K and I − iχ 1 * T is invertible under our assumptions; its inverse is also in the Wiener algebra K.
The time-dependent kernel we are comparing it with is T (t, s) = χ t≥s V 2 e i(t−s)H0 e It is easy to check that the following space of operators is actually an algebra (a unital algebra if we add the identity operator to it): Either one of the two conditions alone would be enough to define an algebra, but both are satisfied, allowing one to take the adjoint. A 1su contains the Wiener algebra T of time-independent operators in which T (t, s) is invertible. Thus, if the differenceT v=0 (t, s) − T (t, s) is small enough, we can expand into a power series and find that I − iχ 1 * tTv=0 (t, s) is also invertible.
Next, we consider the case when v is not necessarily zero. Smoothing estimates would be convenient to use, but we can do without.
Let D(t) = in the same manner in which we treated the factors containing α. For both factors of that nature, one has, for
T (t, s) − χ t≥s V 2 e i(t−s)H0 e (3.158)
Therefore, for small enough α ∞ and v ∞ , I − iχ 1 * tT (t, s) is invertible in A 1su . Finally, consider the scaling-invariant case V ∈ L 3/2,1 . As above, we are comparing T (t, s) = χ t≥s V 2 e i(t−s)H0 V 1 (3.159)
andT (t, s) = χ t≥s V 2 e i(t−s)H0 e R t s (v(τ )∇+α(τ )iσ3) dτ V 1 , (3.160)
for a multiplicative decomposition of V = V 1 V 2 . We know that for This suffices to invert I − iχ 1 * tT (t, s) in A and establish Strichartz estimates, as in the time-independent case. Indeed, a formula similar to (3.136) holds; namely, V 2 P c Z = I − iχ 1 * T −1 * t V 2 (χ t≥s e i(t−s)H0 e R t s (v(τ )∇+α(τ )iσ3) dτ ) * s (F + δ t=0Z (0)), (3.164) whereF = P c F − iv(t)[P c , ∇]Z + α(t)[P c , σ 3 ]Z,Z(0) = P c Z(0).
(3.165)
Reiterating the Duhamel formula yields Strichartz estimates.
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