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BANDO-FUTAKI INVARIANTS ON HYPERSURFACES
CHIUNG-JU LIU
Abstract. In this paper, the Bando-Futaki invariants on hypersurfaces are
derived in terms of the degree of the defining polynomials, the dimension of
the underlying projective space, and the given holomorphic vector field. In
addition, the holomorphic invariant introduced by Tian and Chen (Ricci Flow
on Ka¨hler-Einstein surfaces) is proven to be the Futaki invariant on compact
Ka¨hler manifolds with positive first Chern class.
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1. Introduction
In 1983, Futaki introduced the well-known Futaki invariant
FA1
[6], which is an ob-
stacle to the existence of Ka¨hler-Einstein metrics on a compact complex manifold
with positive first Chern class. Other generalizations of the Futaki invariant were
introduced later, all of which are obstructions to certain geometric structures. The
Calabi-Futaki invariant
CE
[3] is an obstruction to the existence of Ka¨hler metrics of
constant scalar curvature on a compact Ka¨hler manifold. The Bando-Futaki invari-
ants, raised by Bando
BS
[1] in 1983, are obstructions to the harmonicity of the higher
order Chern forms. The Bando-Futaki invariants vanish if and only if the short-term
solutions of the almost Ka¨hler-Einstein exist (cf. Leung
LNC
[12]). Tian and Zhu found
a holomorphic invariant
T-Z
[21], which is an obstruction to the existence of Ka¨hler-
Ricci soliton. Recently, Futaki
FA3
[8] generalized the Bando-Futaki invariants and the
Futaki-Morita invariants
F-M
[9]. The new invariants give obstructions to asymptotic
Chow semi-stability when the invariant polynomials are Todd polynomials.
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Efficient methods for computing the Futaki invariant and the generalized Futaki
invariants are essential to characterizing the existence of certain geometric struc-
tures. Lu
LZ1
[13] constructed a formula to evaluate the Futaki invariant on complete
intersections. The formula depends on the dimension of the projective space, the
degree of the defining polynomials, and the given tangent holomorphic vector field.
Concurrently, Yotov
YM
[23] derived the same result with a different approach. On
complete intersections, Phong and Sturm
P-S2
[17] formularized the Futaki invariant
and the Mabuchi energy functional using the Deligne pairing. Their methods may
lead to a complete solution to the problem of computing the Futaki invariant.
The main part of this paper is the computation of the Bando-Futaki invariants
on hypersurfaces in CPn. The value, stated in Theorem
1.1
1.1, is in terms of the
dimension n, the degree of the defining polynomial of the hypersurface, and the
tangent vector field. In Theorem
1.2
1.2, we prove that Chen and Tian’s holomorphic
invariants introduced in
C-T
[4, section 5] are the Futaki invariants. In the last section
of this paper, we study two properties of the higher order K-energy functionals. The
first property states that the higher order K-energy functionals are independent of
the choice of paths. The second property states that they are the nonlinearizations
of the Bando-Futaki invariants. Both properties are known to experts and are
proved in
BS, B-M, WB
[1, 2, 22]. We reiterate the proof for the former property in detail with an
approach different from Weinkove’s
WB
[22]. We slightly generalize the condition
WB
[22,
Theorem 2] of the latter property.
LetM be an m-dimensional compact complex manifold with positive first Chern
class c1(M) > 0. Let ωM be a Ka¨hler form on M such that [ωM ] ∈ c1(M). Let Θ
be the curvature tensor with respect to the Ka¨hler metric ωM on the holomorphic
tangent bundle T 1,0(M). Let cq(Θ) = P
q(Θ) denote the q-th Chern form of Θ,
where P q(Θ) is the elementary polynomials defined by
det(Θ + t · I) =
m∑
q=0
P q(Θ) · tm−q.
Define the Chern classes cq(M) by
cq(M) = [P
q(Θ)] ∈ H2qDR(M),
where we set c0(M) = [1] ∈ H0DR(M). Let Hcq(Θ) be the harmonic part of cq(Θ)
in the Hodge decomposition. Since M is Ka¨hler, there exists a real (q − 1, q − 1)
form fq such that
cq(Θ)−Hcq(Θ) =
√−1
2π
∂∂¯fq, (1.1) 1
where fq is unique up to a ∂∂¯-closed form.
Definition 1.1. Let Fq : H0(M,T 1,0(M)) −→ C. The q-th Bando-Futaki invariant
is defined as
Fq(X) =
∫
M
LXfq ∧ ωm+1−qM (1.2) 2
for q = 1, · · · ,m.
Each Fq is well-defined on the Lie algebra of holomorphic vector fields and in-
dependent of the choice of the Ka¨hler form in the Ka¨hler class. This property was
proved by Bando
BS
[1] and can also be found in Futaki’s book
FA2
[7]. In particular, F1
is known as the Futaki invariant.
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1.1 Theorem 1.1. Let M be a hypersurface in CPn defined by a homogeneous polyno-
mial F of degree d with d ≤ n. Let X be a holomorphic vector field on CPn such
that
XF = κF
for a constant κ. Then the q-th Bando-Futaki invariant is
Fq(X) = −(n+ 1− d)n−q (d− 1)(n+ 1)
n
q−1∑
j=0
(−d)j(j + 1)
(
n
q − j − 1
)
κ.
A hypersurface M defined by the homogeneous polynomial F = 0 of degree d
has positive first Chern class if d ≤ n. In fact, M has nonzero holomorphic vector
fields.
A summary of the proof is as follows. The first step is to find the potential
forms fq defined in (
1
1.1) for 1 ≤ q ≤ n − 1. In order to do this, we compute the
elementary symmetric polynomials by using the curvature tensors of the hypersur-
face in terms of local coordinates. Then we find the extra holomorphic forms so
that the potentials fq can be expressed globally. The second step is to evaluate
the Bando-Futaki invariants. We take the contraction of (
1
1.1) with vector field X .
Then we may write the resulting function as a ∂¯-equation of (q − 1, q − 1)-forms.
That is,
∂¯[−qP˜ q(∇X,Θ, · · · ,Θ) + qαqqθωq−1 − i(X)∂fq] = 0,
where θ is the Hamiltonian function of ω, P˜ q is the polarization of the q-th el-
ementary symmetric polynomial, and αqq is a constant. We denote that ωM =
(n+ 1 − d)ω = (n+ 1 − d)ωFS |M , where ωFS is the Fubini-Study metric on CPn.
By Hodge decomposition, we have
−qP˜ q(∇X,Θ, · · · ,Θ) + qαqqθωq−1 − i(X)∂fq = ψq + ∂¯ϕq,
where ψq is the harmonic part and ∂¯ϕq is the exact part. In Lemma
Lef
2.4, we show
that ψq = C(q)ω
q−1 for some constant C(q). In Lemma
lem2.7
2.7, we prove that
q
∫
M
P˜ q(∇X,Θ, · · · ,Θ) ∧ ωn−qM = 0. (1.3) 101
Then we reduce (
2
1.2) to
Fq(X) =
∫
M
LX(fq) ∧ ωn−qM
= qαqq(n+ 1− d)n−q
∫
M
θωn−1 − C(q)(n + 1− q)n−q
∫
M
ωn−1.
By
LZ1
[13, Theorem 5.1], we have∫
M
θωn−1 =
κ
n
and
∫
M
ωn−1 = d.
Thus the Bando-Futaki invariant is∫
M
LXfq ∧ ωn−q = (n+ 1− d)n−q
(qαqqκ
n
− C(q)d
)
.
It can be computed explicitly. We have overcome two obstacles in our proof. The
first obstacle is to show the equality holds in (
101
1.3). Note that it is not true for any
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invariant polynomial ϕ such that∫
M
ϕ(∇X,Θ, · · · ,Θ) ∧ ωn−q = 0.1.
For q = 1, it is trivial to see∫
M
P˜ 1(∇X) ∧ ωn−1M =
∫
M
div(X)ωn−1M =
∫
M
LX(ω
n−1
M ) = 0.
However, equation (
101
1.3) is an expected result for the polarization P˜ q(∇X,Θ, · · · ,Θ)
of the elementary polynomial whenever 2 ≤ q ≤ n−1. Without this result, it would
be very difficult to find the formula. The second obstacle is to compute C(q) and
write ϕq as a globally defined forms.
Corollary 1.1 (Lu
LZ1
[13]). Given the conditions of Theorem 1.1 and q = 1, the first
Bando-Futaki invariant is the same as the Futaki invariant given as
F1(X) = −(n+ 1− d)n−1 (n+ 1)(d− 1)
n
κ.
Our method can be applied, in principle, to the case of complete intersections
and toric varieties (Mabuchi). However, the computation is complete using the
current notations. Therefore our goal is to create an abstract setting from our
current ideas before applying the invariant formula to more general cases.
In
FA2
[7], the Futaki invariants (and Bando-Futaki invariants) are formularized as
equivariant Chern numbers, which can be computed using Atiyah-Bott localization
formula. The method used in this paper is completely different from Atiyah and
Bott’s method and is an alternative way to compute the equivariant Chern num-
bers. We believe our method can be applied to infinite dimensions; for example, in
Gromov-Witten invariants.
Remark 1.1. All Bando-Futaki invariants on a hypersurface vanish if the hyper-
surface is K-semistable.
Here we re-state the definition
LZ2
[14]:
Definition 1.2. We say M is K semistable if any holomorphic tangent vector field
X on M satisfies
lim
t→0
t
d
dt
M(ω0, ωt) ≥ 0, (1.4) 3
where M(ω0, ωt) is the K energy with respect to ω and ωt (definition is given in
section 4), and σ(t)∗ω0 = ωt, where the one parametor family of automorphism
σ(t) is generated by the holomorphic vector field X.
In section 4, we study the holomorphic invariants that were introduced by Chen
and Tian
C-T
[4].
Definition 1.3. LetM be an n-dimensional simply-connected Ka¨hler manifold with
a Ka¨hler form ω. Since M is simply-connected, there exists a smooth function θX
1If ϕ(∇X,Θ, · · · ,Θ) ∧ ωn−q = divX · (c1(Θ))n−1, then
R
M
ϕ(∇,Θ, · · · ,Θ) ∧ ωn−q 6= 0
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such that i(X)ω =
√−1
2π ∂¯θX
2. Define a new holomorphic invariant to be
Fk(X,ω)
= (n− k)
∫
M
θXω
n + (k + 1)
∫
M
∆θXRic(ω)
k ∧ ωn−k
−(n− k)
∫
M
θXRic(ω)
k+1 ∧ ωn−k−1.
1.2 Theorem 1.2. If M is compact with a Ka¨hler form ω ∈ c1(M) > 0, then the
Chen-Tian’s holomorphic invariants are the Futaki invariants:
Fk(X,ω) = (k + 1)
∫
M
X(fω)ω
n,
where fω is a potential function such that Ric(ω)− ω =
√−1
2π ∂∂¯fω
The K-energy is a nonlinearization of the Futaki invariant. And also it is men-
tioned in
C-T
[4] that the nonlinearizations of these holomorphic invariants are
Ek,ω = E
0
k,ω(ϕ)− Jk,ω ,
where
E0k,ω(ϕ) =
1∫
M
ωn
∫
M
(
log
ωnϕ
ωn
− fω
)( k∑
i=0
Ric(ωϕ)
i ∧ ωk−i
)
∧ ωn−kϕ ,
and
Jω(ϕ) =
1∫
M
ωn
n−1∑
i=0
∫
M
i+ 1
n+ 1
√−1
2π
∂ϕ ∧ ∂¯ϕ ∧ ωi∧n−1−iϕ ,
where ωϕ = ω +
√−1
2π ∂∂¯ϕ > 0 for some smooth function ϕ and 0 ≤ k ≤ n. We can
see that the Futaki invariants can have different nonlinearizations.
Acknowledgements. This paper will be part of my PhD. thesis. The author
thanks her advisor Z. Lu for his mathematical insights and assistance during the
preparation of this paper. She also thanks Professor Phong for his encouragement
and Professor Paul for pointing out the effect of K semistable hypersurfaces on
Bando-Futaki invariants.
2. Bando-Futaki invariants
2.1. Curvature Tensor on Hypersurfaces. The following setting is adopted
from
TG1
[18] and
LZ2
[14]. Let Z = [Z0, · · · , Zn] be the homogeneous coordinate of CPn.
Let U0 = {Z ∈ CPn|Z0 6= 0} and z = (z1, · · · , zn), where zi = Zi/Z0 for i =
1, · · · , n. Without loss of generality, assume that we work on the coordinate chart
(U0, z). Under this coordinate system, the Fubini-Study metric is given by
ωFS =
√−1
2π
n∑
i,j=1
gij¯dzi ∧ dz¯j =
√−1
2π
n∑
i,j=1
(
δij
1 + |z|2 −
z¯izj
(1 + |z|2)2
)
dzi ∧ dz¯j ,
where |z|2 =∑ni=1 |zi|2. Let f be the defining polynomial of M on U0, where
f(z) = F
[
1,
Z1
Z0
, · · · , Zn
Z0
]
=
1
Zd0
F [Z0, · · · , Zn].
2In order to keep the original definition, we use the equation θX = −θ, which is the opposite
sign from the Hamiltonian function θ defined as above.
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By the implicit function theorem, there exists an open set V ⊆ {(z2, · · · , zn) ∈
C
n−1} of U0 such that z′ solves the equation f(z1, · · · , zn) = 0 whenever ∂f∂z1 (z) 6= 0.
Let z1 = z
′(z2, · · · , zn). Therefore, z1 is a holomorphic function on V . Under the
coordinate system (V, (z2, · · · , zn)), let the restricted Ka¨hler form be
ω = ωFS
∣∣∣
M
=
n∑
i,j=2
√−1
2π
g˜ij¯dzi ∧ dz¯j,
where
g˜ij¯ =
δij + aia¯j
1 + |z|2 −
(z¯i + z¯1ai)(zj + z1a¯j)
(1 + |z|2)2 for i, j = 2, · · · , n, (2.1) 4
where ai =
∂z1
∂zi
for i = 2, · · · , n. In order to compute the curvature tensor with
respect to the metric g˜ij¯ , it is critical to find the inverse matrix of g˜ij¯ .
lem2.1 Lemma 2.1. Using the same notation as above, the inverse of g˜ij¯ is
g˜ij¯ =
1
ρ
(
ρ(1 + |z|2)δji − aj a¯i + z¯jzi(1 + |a|2)
)
−1
ρ
(
ajzi(
n∑
k=2
a¯kz¯k − z¯1) + z¯ja¯i(
n∑
k=2
akzk − z1)
)
,
where ρ =
Pn
k=0 |Fk|2
(1+|z|2)|F1|2 , |a|2 =
∑n
i=2 |ai|2, and Fk = ∂F∂Zk for k = 0, 1 · · · , n.
Proof. Consider g˜ij¯ as a matrix Aij for 2 ≤ i, j ≤ n. Since g˜ij¯ is a matrix of a linear
combination of matrices δij , aia¯j , z¯izj, aizj , and z¯ia¯j pointwisely, its adjugate and
inverse can be written as linear combinations of δij , aia¯j , z¯izj, aizj, and z¯ia¯j
pointwisely. More clearly, let Aij = (γ1δij + γ2aia¯j + γ3z¯izj + γ4aizj + γ5z¯ia¯j)
where
(γ1, γ2, γ3, γ4, γ5)
=
(
1
1 + |z|2 ,
1 + |z|2 − |z1|2
(1 + |z|2)2 ,−
1
(1 + |z|2)2 ,−
z¯1
(1 + |z|2)2 ,−
z1
(1 + |z|2)2
)
. (2.2) 2.2
By definition, the adjugate matrix is given by
(adjA)ji = (−1)i+j
∑
σ∈Sn−2
sgn(σ)Aiσ(3)j3 · · ·Aiσ(n)jn ,
where Sn−2 are all permutations of {i3, · · · , in} = {2, · · · , n} − {i} and
{j3, j4, · · · , jn} = {2, · · · , n} − {j}. There exists functions η1, · · · , η5 such that
(adjA)ji = (η1δji + η2aj a¯i + η3z¯jzi + η4ajzi + η5z¯j a¯i) .
Apply the following formulas given in
LZ2
[14]:
n∑
k=2
akzk − z1 = F0
F1
,
1 + |a|2 +
∣∣ n∑
k=2
akzk − z1
∣∣2 = ∑nk=0 |Fk|2|F1|2 ,
det g˜ij¯ =
1
(1 + |z|2)n
∑n
k=0 |Fk|2
|F1|2 .
(2.3) 6
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Then we can compute the coefficients η1, · · · , η5 by solving the following linear
equation system
g˜ij¯ g˜
kj¯ = g˜ij¯
1
det g˜ij¯
(adjA)jk
=
1
det g˜ij¯
(γ1δij + γ2aia¯j + γ3z¯izj + γ4aizj + γ5z¯ia¯j)
×(η1δjk + η2aj a¯k + η3z¯jzk + η4ajzk + η5z¯ja¯k)
= δik. (2.4) 2.3
Furthermore, we may rewrite (
2.3
2.4) as
(γ1 + γ2|a|2 + γ4
n∑
j=2
ajzj)η2 + (γ2
n∑
j=2
a¯j z¯j + γ4
n∑
j=2
|zj |2)η5 =− γ2η1
(γ1 + γ3
n∑
j=2
|zj|2 + γ5
n∑
j=2
a¯j z¯j)η3 + (γ5|a|2 + γ3
n∑
j=2
ajzj)η4 =− γ3η1
(γ2
n∑
j=2
a¯j z¯j + γ4
n∑
j=2
|zj|2)η3 + (γ1 + γ2|a|2 + γ4
n∑
j=2
ajzj)η4 =− γ4η1
(γ3
n∑
j=2
ajzj + γ5|a|2)η2 + (γ1 + γ3
n∑
j=2
|zj |2 + γ5
n∑
j=2
a¯j z¯j)η5 =− γ5η1,
(2.5) 2.4
where η1 = det g˜ij¯
1
γ1
= (1 + |z|2). Hence by using (2.22.2) and (2.32.4), the solutions for
(
2.4
2.5) are
(η2, η3, η4, η5) = (1 + |z|2)n−1
(
−1, 1 + |a|2,−( n∑
k=2
a¯kz¯k − z¯1
)
,−( n∑
k=2
akzk − z1
))
,
where ρ =
P
n
k=0 |Fk|2
(1+|z|2)|F1|2 . Then we may obtain
g˜ij¯ =
1
det g˜ij¯
(η1δji + η2aj a¯i + η3z¯jzi + η4ajzi + η5z¯ja¯i) .

The following Lemma is important for computing higher order Chern forms of
the hypersurface M and for evaluating the Bando-Futaki invariants.
lem2.2 Lemma 2.2. The curvature of the hypersurface is
n∑
i,j=2
Rℓkij¯dzi ∧ dz¯j =
n∑
i,j=2
(
δkℓg˜ij¯ + δiℓg˜kj¯ −
1
ρ
∂ak
∂zi
∂a¯s
∂z¯j
g˜ℓs¯
)
dzi ∧ dz¯j
for 2 ≤ k, ℓ ≤ n, where ρ =
Pn
k=0 |Fk|2
(1+|z|2)|F1|2 .
Proof. Recall the curvature formula
Rℓkij¯ = −∂¯j(
∂g˜ks¯
∂zi
g˜ℓs¯)
= − ∂
2g˜ks¯
∂zi∂z¯j
g˜ℓs¯ +
∂g˜kq¯
∂zi
∂¯g˜ps¯
∂z¯j
g˜pq¯g˜ℓs¯ (2.6) 7
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on Ka¨hler manifolds. By using the metric g˜ij¯ defined in (
4
2.1), we obtain
∂g˜kq¯
∂zi
= − z¯i + z¯1ai
1 + |z|2 g˜kq¯ −
z¯k + z¯1ak
1 + |z|2 g˜iq¯ +
∂ak
∂zi
(
1 + |z|2 − |z1|2
)
a¯q − z¯1zq
(1 + |z|2)2 , (2.7) 8
∂g˜ps¯
∂z¯j
= −zj + z1a¯j
1 + |z|2 g˜ps¯ −
zs + z1a¯s
1 + |z|2 g˜pj¯ +
∂a¯s
∂z¯j
(
1 + |z|2 − |z1|2
)
ap − z1z¯p
(1 + |z|2)2 . (2.8) 9
Use (
9
2.8) to compute second derivative
∂2g˜ks¯
∂zi∂z¯j
= −g˜ij¯ g˜ks¯ − g˜is¯g˜kj¯
+
(zj + z1a¯j)(z¯i + z¯1ai)
(1 + |z|2)2 g˜ks¯ +
(zj + z1a¯j)(z¯k + z¯1ak)
(1 + |z|2)2 g˜is¯
+
(zs + z1a¯s)(z¯i + z¯1ai)
(1 + |z|2)2 g˜kj¯ +
(zs + z1a¯s)(z¯k + z¯1ak)
(1 + |z|2)2 g˜ij¯
− (zj + z1a¯j)
1 + |z|2
∂ak
∂zi
(
1 + |z|2 − |z1|2
)
a¯s − z¯1zs
(1 + |z|2)2
− (zs + z1a¯s)
1 + |z|2
∂ak
∂zi
(
1 + |z|2 − |z1|2
)
a¯j − z¯1zj
(1 + |z|2)2
+
∂ak
∂zi
∂a¯s
∂z¯j
1 + |z|2 − |z1|2
(1 + |z|2)2 +
∂a¯s
∂z¯j
akz¯i − aiz¯k
(1 + |z|2)2
−2∂a¯s
∂z¯j
(z¯i + z¯1ai)
(
1 + |z|2 − |z1|2
)
ak − z1z¯k
(1 + |z|2)3 . (2.9) 2.6
By using (
8
2.7) and (
9
2.8) in (
2.6
2.9), we obtain
∂2g˜ks¯
∂zi∂z¯j
= −g˜ij¯ g˜ks¯ − g˜is¯g˜kj¯ +
∂g˜kq¯
∂zi
∂¯g˜ps¯
∂z¯j
g˜pq¯ +
∂ak
∂zi
∂a¯s
∂z¯j
1 + |z|2 − |z1|2
(1 + |z|2)2
− ∂ak
∂zi
∂a¯s
∂z¯j
(
(1 + |z|2 − |z1|2)ap − z1z¯p
(1 + |z|2)2
)(
(1 + |z|2 − |z1|2)a¯q − z¯1zq
(1 + |z|2)2
)
g˜pq¯.
(2.10) 10
In fact, we have(
(1 + |z|2 − |z1|2)ap − z1z¯p
(1 + |z|2)2
)(
(1 + |z|2 − |z1|2)a¯q − z¯1zq
(1 + |z|2)2
)
g˜pq¯−1 + |z|
2 − |z1|2
(1 + |z|2)2
= − |F1|
2
(1 + |z|2)∑nk=0 |Fk|2 = −
1
ρ
. (2.11) 2.11
By using (
2.11
2.11) in (
10
2.10), we get
− ∂
2g˜ks¯
∂zi∂z¯j
g˜ℓs¯ +
∂g˜kq¯
∂zi
∂¯g˜ps¯
∂z¯j
g˜pq¯g˜ℓs¯ = δkℓg˜ij¯ + δiℓg˜kj¯ −
1
ρ
∂ak
∂zi
∂a¯s
∂z¯j
g˜ℓs¯.

The Ricci curvature of a hypersurface has been shown in
LZ2, TG1
[14, 18]. It is also
directly followed from Lemma
lem2.2
2.2.
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re2.1 Remark 2.1. Given the conditions as in Theorem
1.1
1.1, the Ricci curvature on the
hypersurface is
Ric(ω) = (n+ 1− d)ω −
√−1
2π
∂∂¯ξ,
where
ξ = log
( ∑n
k=0 |Fk|2
(
∑n
k=0 |Zk|2)d−1
)
.
Proof. The trace of the curvature form is the Ricci curvature. By using Lemma
lem2.2
2.2, compute
n∑
k=2
n∑
i,j=2
Rkkij¯dzi ∧ dz¯j =
n∑
k=2
n∑
i,j=2
(
δkkg˜ij¯ + δikg˜kj¯ −
1
ρ
∂ak
∂zi
∂a¯s
∂z¯j
g˜ks¯
)
dzi ∧ dz¯j
=
n∑
i,j=2

ng˜ij¯ − 1ρ
n∑
k,s=2
∂ak
∂zi
∂a¯s
∂z¯j
g˜ks¯

 dzi ∧ dz¯j,
where
1
ρ
√−1
2π
n∑
k,s=2
∂ak
∂zi
∂a¯s
∂z¯j
g˜ks¯ = ∂i∂¯j log
(∑n
k=0 |Fk|2
|F1|2
)
.
We can find an extra globally defined function such that√−1
2π
∂∂¯ log
(∑n
k=0 |Fk|2
|F1|2
)
=
√−1
2π
∂∂¯ log
( ∑n
k=0 |Fk|2
(
∑n
k=0 |Zk|2)d−1
(
∑n
k=0 |Zk|2)d−1
|F1|2
)
= (d− 1)ω +
√−1
2π
∂∂¯ξ.
(2.12) 10.1

2.2. Chern Forms.
lem2.3 Lemma 2.3. Given the conditions in Theorem
1.1
1.1, the q-th Chern form on a hy-
persurface are
cq(Θ) =
q∑
k=0
αqkω
k ∧ (
√−1
2π
∂∂¯ξ)q−k,
where
αqq =
(
n+ 1
q
)
− dα(q−1)(q−1),
αq(q−k) = −[dα(q−1)(q−k−1) + α(q−1)(q−k)] for k = 1, · · · , q − 1
αq0 = (−1)q,
for q = 1, · · · , n− 1. Set that α00 = 1.
Before we prove this Lemma, we need several steps. Let Θ =
∑n
k,ℓ=2Θ
ℓ
k
∂
∂zℓ
⊗dzk
be the curvature tensor of M such that
Θℓk =
√−1
2π
n∑
i,j=2
Rℓkij¯dzi ∧ dz¯j
represents a (1, 1)-form valued matrix for 2 ≤ k, ℓ ≤ n. In order to save some
space, we denote the (k, k)-form valued matrix
∑n
i2,·,ik=2Θ
i2
i1
∧ · · · ∧ Θik+1ik by
10 CHIUNG-JU LIU
∑n
i2,·,ik=2Θ
i2
i1
· · ·Θik+1ik . The q-th Chern polynomial defined in
G-H
[10, page 402, 417]
is
P q(Θ) =
1
q!
∑
σ∈Sq
n∑
i1,··· ,iq=2
sgn(σ)Θ
iσ(1)
i1
Θ
iσ(2)
i2
· · ·Θiσ(q)iq . (2.13) 11
In Sublemma
sub2.1
2.1, we derive a formula to compute higher order Chern polynomials
in terms of the lower order Chern polynomials. The idea is as follows. Let
φj =
n∑
i1,··· ,ij=2
Θi2i1Θ
i3
i2
· · ·Θi1ij
be a (j, j)-form corresponding to a cycle of order j. For each permutation σ ∈ Sq not
the identity is a product of cyclic permutations which operate on disjoint indices:
σ = σ1σ2 · · ·σk. If σ1, · · · , σk are cycles of length j1, · · · , jk with respectively,
then Θ
iσ(1)
i1
· · ·Θiσ(q)iq = φj1 · · ·φjk . For each 1 ≤ ℓ ≤ k, we have σ = σℓτℓ for the
permutation τℓ = σ1 · · ·σℓ−1σℓ+1 · · ·σk ∈ Sq−jℓ . Then sgn(τℓ)Θ
iτℓ(1)
i1
· · ·Θiτℓ(q−jℓ)iq−jℓ
is one term in the expansion of P q−jℓ(Θ) as in (
11
2.13). We abuse the notation
that τℓ operates on {1, · · · , q − jℓ}. In fact, τℓ operates on q − jℓ many indices
different from σℓ. Therefore, Θ
iσ(1)
i1
· · ·Θiσ(q)iq can be written as one term in the
expansion of sgn(σ1)φj1P
q−j1 (Θ), · · · , and sgn(σk)φjkP q−jk (Θ). Then we conclude
that P q(Θ) =
∑q
j=1(−1)j−1ajφjP q−j(Θ) for some rational number aj for j =
1, · · · , q.
sub2.1 Sublemma 2.1. The q-th Chern polynomial can be written as
P q(Θ) =
q∑
j=1
(−1)j−1ajφjP q−j(Θ) = 1
q
q∑
j=1
(−1)j−1φjP q−j(Θ) (2.14) 12
for q = 1, · · · , n− 1. Let P 0(Θ) = 1 for convention.
Proof. Prove (
12
2.14) by induction. For q = 1, P 1(Θ) =
∑n
i=1Θ
i
i = φ1. Assume that
P k(Θ) = 1
k
∑k
j=1(−1)j−1φjP k−j(Θ) holds for k = 2, · · · , q− 1. Actually, there are(
q
j
)
(j−1)! many cycles of order j in Sq. For any positive integer numbers j1, · · · , jk
such that j1 + · · · + jk = q, the coefficient for φj1 · · ·φjk on the left hand side of
(
12
2.14) is

1
q!
(
q
j1
)
(j1 − 1)!
(
q − j1
j2
)
(j2 − 1)! · · ·
(
jk
jk
)
(jk − 1)!, if jt 6= js, 1 ≤ s, t ≤ k ;
1
ℓ!q!
(
q
j1
)
(j1 − 1)!
(
q − j1
j2
)
(j2 − 1)! · · ·
(
jk
jk
)
(jk − 1)!, if ∃ℓ ≤ k, j1 = · · · = jℓ, ;
and so on. Therefore, the coefficient for φq is aq =
1
q!
(
q
q
)
(q − 1)! = 1
q
. For q >
j > q/2, the coefficient for φjφq−j on the left hand side of (
12
2.14) is 1
q!
(
q
j
)
(j −
1)!(q − j − 1)! = 1
j(q−j) . On the other hand, since the term φjφq−j only appear in
the expansion of φjP
q−j(Θ) and φq−jP j(Θ). By using the induction hypothesis,
compare the coefficient of φjφq−j on the both hand side of (
12
2.14). That is,
1
j(q − j) =
aj
q − j +
aq−j
j
. (2.15) 12.1
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If q = 2k for some integer k, the coefficient of φkφk is
1
2!q!
(
q
k
)
(k − 1)!(k − 1)! = 1
k
ak
since φkφk only appear in φkP
k(Θ). Then ak =
1
2k =
1
q
. For j = q − 2, since
φq−2φ1φ1 only appear once in φq−2P 2(Θ) and twice in φ1P q−2(Θ), the coefficient
is
1
2(q − 2) =
aq−2
2
+
a1
q − 1 +
a1
(q − 1)(q − 2) (2.16) 12.6
Furthermore, for q − 2 > j > q − j − 1 > 1, the term φjφq−j−1φ1 appear twice
φjP
q−j(Θ), φq−j−1P j+1(Θ) and φ1P q−1(Θ). The coefficient for φjφq−j−1φ1 is
1
j(q − j − 1)
=
aj
q − j +
aj
(q − j)(q − j − 1) +
aq−j−1
j + 1
+
aq−j−1
(j + 1)j
+
a1
(q − 1)(q − j − 1) +
a1
(q − 1)j
=
aj
q − j − 1 +
aq−j−1
j
+
a1
(q − j − 1)j .
(2.17) 12.2
By using (
12.1
2.15), (
12.6
2.16), and (
12.2
2.17), we obtain the relation of aj
aq−1 = t (2.18) 12.3
aq−j =
−(j − 1) + j(q − 1)t
q − j for j > q/2 (2.19) 12.4
aj = 1− (q − 1)t for j < q/2. (2.20) 12.5
The term φ1 · · ·φ1︸ ︷︷ ︸
q
only appear in φ1P
q−1(Θ), the coefficient of it is
1
q!q!
(
q
1
)(
q − 1
1
)
· · ·
(
1
1
)
=
1
q!
=
a1
(q − 1)(q − 2) · · · 1 .
We get a1 =
1
q
. By using (
12.3
2.18), (
12.4
2.19) and (
12.5
2.20), we obtain aj =
1
q
for j =
2, · · · , q. 
Therefore, we only need to compute φj for j = 2, · · · , q and use (
12
2.14) to formu-
late P q(Θ).
sub2.2 Sublemma 2.2. For 3 ≤ j ≤ q, we have
n∑
i2,··· ,ij−1=2
Θi2i1 · · ·Θ
ij
ij−1
= ω
n∑
i3,··· ,ij−1=2
Θi3i1Θ
i4
i3
· · ·Θijij−1
−
√−1
2π
1
ρ
n∑
α,β=2
(
∂ai1
∂zα
∂a¯s
∂z¯β
g˜ij s¯dzα ∧ dz¯β
)
∧ (dω +
√−1
2π
∂∂¯ξ)j−2,
where ρ =
Pn
k=0 |Fk|2
(1+|z|2)|F1|2 , ξ = log
( Pn
k=0 |Fk|2
(
P
n
k=0 |Zk|2)d−1
)
, and Θji =
√−1
2π
∑n
α,β=2R
j
iαβ¯
dzα∧
dz¯β.
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Proof. Prove by induction. For j = 3, use Lemma
lem2.2
2.2 and (
10.1
2.12) to compute
n∑
i2=2
Θi2i1Θ
i3
i2
=
(√−1
2π
)2
n∑
i2,α,β,λ,η,s,t=2
(
δi1i2 g˜αβ¯ + δαi2 g˜i1β¯ −
1
ρ
∂ai1
∂zα
∂a¯s
∂z¯β
g˜i2 s¯
)
·
(
δi2i3 g˜λη¯ + δλi3 g˜i2η¯ −
1
ρ
∂ai2
∂zλ
∂a¯t
∂z¯η
g˜i3 t¯
)
dzα ∧ dz¯β ∧ dzλ ∧ dz¯η
=
(√−1
2π
)2
n∑
i2,α,β,λ,η=2
[
δi1i3 g˜αβ¯ g˜λη¯ + δi3λg˜αβ¯ g˜i1η¯
− 1
ρ
n∑
t=2
∂ai1
∂zλ
∂a¯t
∂z¯η
g˜i3 t¯g˜αβ¯ −
1
ρ
n∑
s=2
∂ai1
∂zα
∂a¯s
∂z¯β
g˜i3s¯g˜λη¯
+
1
ρ2
n∑
s,t=2
(∂ai1
∂zα
∂a¯t
∂z¯η
g˜i3 t¯
)(∂ai2
∂zλ
∂a¯s
∂z¯β
g˜i2s¯
)]
dzα ∧ dz¯β ∧ dzλ ∧ dz¯η
= ω ∧Θi3i1 −
1
ρ
n∑
α,β,s=2
∂ai1
∂zα
∂a¯s
∂z¯β
g˜i3s¯dzα ∧ dz¯β ∧ ω
− (√−1
2π
)2
n∑
α,β,t,λ,η=2
1
ρ
∂ai1
∂zα
∂a¯t
∂z¯η
g˜i3 t¯
(
∂λ∂¯β log
∑n
k=0 |Fk|2
|F1|2
)
dzα ∧ dz¯η ∧ dzλ ∧ dz¯β
= ω ∧Θi3i1 −
√−1
2π
1
ρ
n∑
α,η,t=2
(∂ai1
∂zα
∂a¯t
∂z¯η
g˜i3 t¯dzα ∧ dz¯η
)
∧ (dω +
√−1
2π
∂∂¯ξ). (2.21) 2.13
Suppose that the statement is true for j − 1. By induction hypothesis, we get
n∑
i2,··· ,ij−1=2
Θi2i1 · · ·Θ
ij
ij−1
=
(
ω ∧
n∑
i3,··· ,ij−1=2
Θi3i1Θ
i4
i3
· · ·Θij−1ij−2
)
Θ
ij
ij−1
−

√−1
2π
1
ρ
n∑
s,α,β=2
(∂ai1
∂zα
∂a¯s
∂z¯β
g˜ij−1 s¯dzα ∧ dz¯β
)
∧ (dω +
√−1
2π
∂∂¯ξ)j−3

 ∧Θijij−1
= ω ∧
n∑
i3,··· ,ij−1=2
Θi3i1Θ
i4
i3
· · ·Θijij−1
−
√−1
2π
1
ρ
n∑
α,β=2
(∂ai1
∂zα
∂a¯t
∂z¯β
g˜ij t¯dzα ∧ dz¯β
)
∧ (dω +
√−1
2π
∂∂¯ξ)j−2,
where
n∑
ij−1,α,β,s=2
(∂ai1
∂zα
∂a¯s
∂z¯β
g˜ij−1 s¯dzα ∧ dz¯β
)
∧Θijij−1
=
n∑
α,β,s=2
(∂ai1
∂zα
∂a¯s
∂z¯β
g˜ij s¯dzα ∧ dz¯β
)
∧ (dω +
√−1
2π
∂∂¯ξ) (2.22) 2.14
is part of (
2.13
2.21). We omit the detail of the proof. 
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thm2.1 Theorem 2.1. With the curvature given in Lemma
lem2.2
2.2, the trace of the wedge
product of j many curvature tensors on the hypersurface M is
Θi2i1 · · ·Θ
ij
ij−1
Θi1ij = (n+ 1)ω
j − (dω +
√−1
2π
∂∂¯ξ)j
for 2 ≤ j ≤ q.
Proof. Prove by induction. For j = 2, compute it directly from (
2.13
2.21). That is
n∑
i1,i2=2
Θi2i1Θ
i1
i2
= ω ∧ ((n+ 1− d)ω − √−1
2π
∂∂¯ξ
)
−((d− 1)ω + √−1
2π
∂∂¯ξ
)(
dω +
√−1
2π
∂∂¯ξ
)
= (n+ 1)ω2 − (dω +
√−1
2π
∂∂¯ξ)2.
Suppose the statement is true for j−1. By Sublemma sub2.22.2, the induction hypothesis
and (
2.14
2.22), we get(
Θi2i1Θ
i3
i2
· · ·Θijij−1
)
Θi1ij
= ω ∧Θi3i1Θi4i3 · · ·Θ
ij
ij−1
Θi1ij
−
√−1
2π
n∑
α,β,s=2
∂ai1
∂zα
∂a¯s
∂z¯β
g˜ij s¯dzα ∧ dz¯β ∧ (dω +
√−1
2π
∂∂¯ξ)j−2 ∧Θi1ij
= ω ∧ [(n+ 1)ωj−1 − (dω +
√−1
2π
∂∂¯ξ)j−1]
−[(d− 1)ω +
√−1
2π
∂∂¯ξ] ∧ (dω +
√−1
2π
∂∂¯ξ)j−1
= (n+ 1)ωj − (dω +
√−1
2π
∂∂¯ξ)j .

Proof of Lemma
lem2.3
2.3. Prove by induction. For q = 1,
P 1(Θ) = (n+ 1− d)ω −
√−1
2π
∂∂¯ξ = α10
√−1
2π
∂∂¯ξ + α11ω,
where α10 = (−1), α11 =
(
n+1
1
)− dα00 and α00 = 1. Suppose that
P i(Θ) =
i∑
k=0
αikω
k ∧ (√−1
2π
∂∂¯ξ
)i−k
holds for 2 ≤ i ≤ q − 1. By Sublemma sub2.12.1, Theorem thm2.12.1 and induction hypothesis,
we have
P q(Θ) =
q∑
j=1
(−1)j−1φjP q−j(Θ)
=
q∑
j=1
(−1)j−1[(n+ 1)ωj − (dω +
√−1
2π
∂∂¯ξ)j ]
q−j∑
k=0
α(q−j)kωk ∧
(√−1
2π
∂∂¯ξ
)q−j−k
,
(2.23) P
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where
α(q−j)k =
{ −(dα(q−j−1)(k−1) + α(q−j−1)k), if k < q − j;(
n+1
q−j
)− dα(q−j−1)(q−j−1) , k = q − j.
= (−1)q−j
k∑
ℓ=0
(
q − j − ℓ
k − ℓ
)
(−1)ℓdk−ℓ
(
n+ 1
ℓ
)
(2.24) 2.15
for j = 1, · · · , q − 1. We rewrite (P2.23) as P q(Θ) = ∑qk=0 αqkωk(√−12π ∂∂¯ξ)q−k,
where
αqk =
1
q
k∑
j=1
(−1)j−1(n+ 1− dj)α(q−j)(k−j)
+
1
q
q−k∑
i=1
k+i∑
j=i
(−1)jdj−i
(
j
j − i
)
α(q−j)(k−j+i) . (2.25) 2.151
By using (
2.15
2.24), we compute (
2.151
2.25)
αqk =
n+ 1
q
(−1)q−1
k∑
j=1
k−j∑
ℓ=0
(
q − j − ℓ
k − j − ℓ
)
(−1)ℓdk−j−ℓ
(
n+ 1
ℓ
)
(2.26) 2.16
+
(−1)q
q
q−k∑
i=0
k+i∑
j=i
k−j+i∑
ℓ=0
(−1)ℓdk−ℓ
(
j
j − i
)(
q − j − ℓ
k − j + i− ℓ
)(
n+ 1
ℓ
)
(2.27) 2.18
− (−1)
q
q
k∑
ℓ=0
(
q − ℓ
k
)(
n+ 1
ℓ
)
dk−ℓ(−1)ℓ. (2.28) 2.17
In fact, we have
λ−1∑
ℓ=0
(−1)ℓ
(
n+ 1
ℓ
)
= (−1)λ−1
(
n
λ− 1
)
. (2.29) 2.161
We change the index in (
2.16
2.26) and use (
2.161
2.29) to get
n+ 1
q
(−1)q−1
k∑
j=1
k−j∑
ℓ=0
(
q − j − ℓ
k − j − ℓ
)
(−1)ℓdk−j−ℓ
(
n+ 1
ℓ
)
=
n+ 1
q
(−1)q−1
k∑
λ=1
(
q − λ
k − λ
)
dk−λ
λ−1∑
ℓ=0
(−1)ℓ
(
n+ 1
ℓ
)
=
n+ 1
q
(−1)q−1
k∑
λ=1
(
q − λ
k − λ
)
dk−λ(−1)λ−1
(
n
λ− 1
)
=
1
q
(−1)q
k∑
λ=1
(
q − λ
k − λ
)
dk−λ(−1)λλ
(
n+ 1
λ
)
. (2.30) 2.20
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Change the summing order in (
2.18
2.27) and get
(−1)q
q
q−k∑
i=0
k+i∑
j=i
k−j+i∑
ℓ=0
(−1)ℓdk−ℓ
(
j
j − i
)(
q − j − ℓ
k − j + i− ℓ
)(
n+ 1
ℓ
)
=
(−1)q
q
k∑
j=0
(−1)ℓdk−ℓ
q−k∑
i=0
j∑
ℓ=0
(
k + i− j
k − j
)(
q − k − i+ j − ℓ
j − ℓ
)(
n+ 1
ℓ
)
=
(−1)q
q
k∑
ℓ=0
(−1)ℓdk−ℓ
k∑
j=ℓ
q−k∑
i=0
(
k + i− j
k − j
)(
q − k − i+ j − ℓ
j − ℓ
)(
n+ 1
ℓ
)
. (2.31) 2.21
In fact, we have
d∑
i=0
(
s+ i
s
)
=
(
s+ d+ 1
d+ 1
)
. (2.32) 2.211
Re-assemble the following term:
q−k∑
i=0
(
k + i− j
k − j
)(
q − k − i+ j − ℓ
j − ℓ
)
=
q−k∑
i=0
(
k + i− j
k − j
)
+
q−k∑
s=1
q−k−s∑
i=0
(
k + i− j
k − j
)[(
s+ j − ℓ
j − ℓ
)
−
(
s− 1 + j − ℓ
j − ℓ
)]
. (2.33) 2.212
Then we may apply (
2.211
2.32) to each assorted item in (
2.212
2.33) to get
q−k∑
i=0
(
k + i− j
k − j
)(
q − k − i+ j − ℓ
j − ℓ
)
=
q−k∑
s=0
(
k + s− (j − 1)
k − (j − 1)
)(
q − k − s+ (j − 1)− ℓ
(j − 1)− ℓ
)
. (2.34) 2.23
If we repeat the procedure in (
2.23
2.34) for r times for r = 1, · · · , j − ℓ, we get
q−k∑
i=0
(
k + i− j
k − j
)(
q − k − i+ j − ℓ
j − ℓ
)
=
q−k∑
i=0
(
k + i − (j − r)
k − (j − r)
)(
q − k − i+ (j − r) − ℓ
(j − r)− ℓ
)
.
For each j = r + ℓ, we have
q−k∑
i=0
(
k + i− j
k − j
)(
q − k − i+ j − ℓ
j − ℓ
)
=
q−k∑
i=0
(
k + i− ℓ
k − ℓ
)(
q − k − i
0
)
=
(
q − ℓ+ 1
k − ℓ+ 1
)
.
Then we obtain
k∑
j=ℓ
q−k∑
i=0
(
k + i− j
k − j
)(
q − k − i+ j − ℓ
j − ℓ
)
= (k − ℓ+ 1)
(
q − ℓ+ 1
k − ℓ+ 1
)
. (2.35) 2.24
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Use (
2.24
2.35) in (
2.21
2.31) to get
(−1)q
q
q−k∑
i=0
k+i∑
j=i
k−j+i∑
ℓ=0
(−1)ℓdk−ℓ
(
j
j − i
)(
q − j − ℓ
k − j + i− ℓ
)(
n+ 1
ℓ
)
=
(−1)q
q
k∑
ℓ=0
(−1)ℓdk−ℓ(k − ℓ+ 1)
(
q − ℓ+ 1
k − ℓ+ 1
)(
n+ 1
ℓ
)
=
(−1)q
q
k∑
ℓ=0
(−1)ℓdk−ℓ(q − ℓ+ 1)
(
q − ℓ
k − ℓ
)(
n+ 1
ℓ
)
. (2.36) 2.25
By adding (
2.20
2.30), (
2.25
2.36) and (
2.17
2.28), we can get the coefficient
αqk =
(−1)q
q
k∑
ℓ=1
(
q − ℓ
k − ℓ
)
dk−ℓ(−1)ℓℓ
(
n+ 1
ℓ
)
+
(−1)q
q
dkq
(
q
k
)
+
(−1)q
q
k∑
ℓ=1
(−1)ℓdk−ℓ(q − ℓ+ ℓ)
(
q − ℓ
k − ℓ
)(
n+ 1
ℓ
)
− (−1)
q
q
k∑
ℓ=0
(−1)ℓdk−ℓ(q − ℓ)
(
q − ℓ
k − ℓ
)(
n+ 1
ℓ
)
= (−1)q
k∑
ℓ=0
(−1)ℓdk−ℓ
(
q − ℓ
k − ℓ
)(
n+ 1
ℓ
)
. (2.37) 2.251
Comparing (
2.251
2.37) and (
2.21
2.31), we get
αqk =


(
n+ 1
q
)
− dα(q−1)(q−1), if k = q;
−(dα(q−1)(k−1) + α(q−1)k), if 0 ≤ k < q.

2.3. Computation of the Bando-Futaki invariants. The Ricci curvature rep-
resents the first Chern class. In Remark
re2.1
2.1, we have
c1(Θ) = (n+ 1− d)ω −
√−1
2π
∂∂¯ξ.
It is clear that the harmonic part of c1(Θ) is (n + 1 − d)ω. In Lemma
lem2.3
2.3, we
compute the q-th Chern form cq(Θ). In order to obtain the Hodge decomposition
of cq(Θ) in the de Rham cohomology H
2q
DR(M), we need the following Lemma.
Lef Lemma 2.4. Let M be a hypersurface in CPn. Then we have
dimH2qDR(M) = 1
for q = 1, · · · , n− 1.
Proof. Consider the Lefschetz Hyperplane Theorem: Let ΩqM be the sheaf of germs
of holomorphic p-forms on M . The map
Hq(M,ΩpM ) −→ Hq(CPn,ΩpCPn) ∼=
{
0, if p 6= q;
C, if p = q
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is an isomorphism for p+ q ≤ n− 2 and injective for p+ q = n− 1. Therefore we
can compute the Hodge number
hp,q(M) = dimHq(M,ΩpM ) =
{
0, if p 6= q and p+ q ≤ n− 2.;
1, if p = q ≤ n−22 .
By Kodaira-Serre Theorem, we have hp,q(M) = hn−1−p,n−1−q(M) = 0 if p 6= q and
p+ q ≥ n; hp,p(M) = 1 for p ≥ n2 . Then the Hodge decomposition gives the Betti
number
br(M) = dimH
r
DR(M) =
∑
p+q=r
hp,q(M) =
{
0, if r is odd;
1, if r 6= n− 1 and r = 2p = 2q.
Let Hr = {ϕ ∈ ∧rT ∗(M)|△ϕ = 0} be the vector space of harmonic r-forms on M .
For n = 2p+ 1, consider the map
L : Hn−1(M) −→ Hn+1(M),
where L(φ) = ω ∧ φ for φ ∈ Hn−1(M). The map L is well-defined since we
have [L,△] = 0 on compact Ka¨hler manifolds, where △ = dδ + δd. Therefore,
L(φ) = ω ∧ φ is also harmonic. By Hodge Theorem and Lefschetz Hyperplane
Theorem, we have dimHn−1(M) = dimHn−1DR (M) ≥ 1. Suppose that there exists
a harmonic (n− 1)-form φ 6= cω n−12 for all c ∈ C. Since ω∧φ 6= cω n+12 , this implies
dimHn+1(M) ≥ 2. It contradicts to the fact dimHn+1(M) = 1. 
Let For 1 ≤ q ≤ n − 1, ωq is harmonic on compact Ka¨hler manifolds. The
Hodge Theorem says that for any (q, q) form φ and [φ] ∈ H2qDR(M), there exists
a unique harmonic form representing [φ]. Since dimH2q(M) = dimH2qDR(M) = 1,
there exists some constant c such that [φ] = [cωq] ∈ H2qDR(M). That is,
cor2.1 Corollary 2.1. For 1 ≤ q ≤ n− 1, the harmonic part of cq(Θ) is proportional to
ωq.
By Corollary
cor2.1
2.1 and the Hodge decomposition theory, we have that
cq(Θ) = αqqω
q +
√−1
2π
∂∂¯fq, (2.38) 2.27
where fq =
∑q−1
k=0 αqkξω
q ∧ (√−12π ∂∂¯ξ)q−k−1. However, we will not compute the
q-th Bando-Futaki invariant directly:
Fq(X) =
∫
M
LXfq ∧ ωn−q−1M ,
where ωM = (n + 1 − d)ω ∈ c1(M) and ω = ωFS |M . First, take the contraction
map on (
2.27
2.38) with X :
i(X)cq(Θ)− i(X)αqqωq =
√−1
2π
∂¯i(X)∂fq. (2.39) 13
Let us compute each term in (
13
2.39) separately. Take the contraction of ωq with X :
i(X)ωq = qi(X)(ω)ωq−1 = q(−
√−1
2π
∂¯θ)ωq−1,
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where i(X)ω = −
√−1
2π ∂¯θ. More precisely, we can express a holomorphic vector field
X˜ =
n∑
i=0
λiZi
∂
∂Zi
(2.40) 2.301
over CPn with
∑n
k=0 λk = 0. The restriction of X˜ on M ∩ V is given by
X˜|V = X =
n∑
i=2
(λi − λ0)zi
(
ai
∂
∂z1
+
∂
∂zi
)
.
Hence the Hamilton function can be expressed explicitly
θ = −X˜ log(
n∑
k=0
|Zk|2) = −
∑n
k=0 λk|Zk|2∑n
k=0 |Zk|k
= −
∑n
k=1 λk|zk|2
1 + |z|2 − λ0. (2.41) 15
Let P˜ (Θ, · · · ,Θ)︸ ︷︷ ︸
q
be the polarization of its elementary invariant polynomial P q(Θ).
Take the contraction of the curvature with X :
i(X)Θℓk = i(X)
√−1
2π
n∑
i,j=2
Rℓkij¯dzi ∧ dz¯j =
√−1
2π
n∑
i,j=2
X iRℓkij¯dz¯j = −
√−1
2π
∂¯Xℓk,
where
Xℓk =
∂Xℓ
∂zk
+
∑
i
X iΓℓik = −
n∑
j=2
g˜ℓj¯∂k∂¯jθ (2.42) 2.311
for 2 ≤ k, ℓ ≤ n. Let
∇X =
∑
k,ℓ
Xℓkdzk ⊗
∂
∂zℓ
=
∑
k,ℓ
(
∂Xℓ
∂zk
+
∑
i
X iΓℓki)dzk ⊗
∂
∂zℓ
.
Then we can take the contraction map on the q-th Chern form
i(X)cq(Θ) = qP˜
q(i(X)Θ,Θ, · · · ,Θ) = −q
√−1
2π
∂¯P˜ q(∇X,Θ, · · · ,Θ).
We may re-write (
13
2.39) as
∂¯[−qP˜ q(∇X,Θ, · · · ,Θ) + qαqqθωq−1 − i(X)∂fq,Θ] = 0.
By Hodge Decomposition Theorem, we get
− qP˜ q(∇X,Θ, · · · ,Θ) + qαqqθωq−1 − i(X)∂fq,Θ = ψq + ∂¯ϕq, (2.43) 2.30
where ψq is the harmonic part of the left-hand side of (
2.30
2.43) and ϕq is a 2(q−1)−1
form. Since the right hand side is of (q− 1, q− 1) form, ϕq is of (q− 1, q− 2) form.
By Lemma
Lef
2.4, there exists a constant C(q) such that ψq = C(q)ω
q−1. Instead of
computing the Bando-Futaki invariants directly, we will compute the following:∫
M
LXfq ∧ ωn−qM =
∫
M
(di(X)fq + i(X)∂fq) ∧ ωn−qM
=
∫
M
(
−qP˜ q(∇X,Θ, · · · ,Θ) + qαqqθωq−1 − C(q)ωq−1 − ∂¯ϕq
)
∧ ωn−qM .
(2.44) 2.31
Finding C(q) and showing q
∫
M
P˜ q(∇X,Θ, · · · ,Θ) ∧ ωn−qM = 0 are the next two
steps to compute (
2.31
2.44). In order to evaluate C(q), it is necessary to express
P˜ q(∇X,Θ, · · · ,Θ) explicitly.
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lem2.4 Lemma 2.5. The covariant derivative of the polarization of the elementary poly-
nomial P q is given by
qP˜ q(∇X,Θ, · · · ,Θ) = −div(X)γq1 + θγq2
−
q∑
j=2
(−1)j−1ηq−j ∧
((
ωj−2 + nζj−2
) ∧ (∂∂¯θ)− ζj−2 ∧ (∂∂¯∆θ)), (2.45) 2.32
where
γq1 =
∑q−1
k=0 αqk(q − k)ωk ∧ (
√−1
2π ∂∂¯ξ)
q−1−k,
γq2 =
∑q−1
k=0
(
(q − k)(n+ 1− d)αqk + (k + 1)αq(k+1)
)
ωk ∧ (
√−1
2π ∂∂¯ξ)
q−1−k,
ηq−j =
∑q−j
k=0 α(q−j)k
√−1
2π ω
k ∧ (
√−1
2π ∂∂¯ξ)
q−j−k,
ζj−2 =
∑j−2
k=0(dω +
√−1
2π ∂∂¯ξ)
j−2−k ∧ ωk,
∆θ = −∑nα,β=2 g˜αβ¯∂α∂¯βθ.
Proof. According to Sublemma
sub2.1
2.1, we have
qP˜ q(∇X,Θ, · · · ,Θ) = q
q!
∑
σ∈Sq
n∑
i1,··· ,iq=2
sgn(σ)X
iσ(1)
i1
Θ
iσ(2)
i2
· · ·Θiσ(2)i2
=
n∑
i1=2
X i1i1P
q−1(Θ)−
n∑
i1,i2
X i2i1Θ
i1
i2
P q−2(Θ) +
q∑
j=3
(−1)j−1EjP q−j(Θ), (2.46) 2.33
where
Ej =
n∑
i1,··· ,ij=2
X i2i1Θ
i3
i2
· · ·Θi1ij
for j = 3, · · · , q. Let E1 =
∑n
i=2X
i
i and E2 =
∑n
i,j=2X
j
iΘ
j
i . To formularize Ej ,
we need the following:
sub2.3 Sublemma 2.3. For j = 3, · · · , q, we have a regression relation for Ej :
Ej = ω ∧ Ej−1 +Φ ∧ (dω +
√−1
2π
∂∂¯ξ)j−2 (2.47) 2.34
= ωj−2 ∧ E2 +Φ ∧
j−3∑
k=0
(dω +
√−1
2π
∂∂¯ξ)j−2−kωk, (2.48) 2.35
where
Φ = −
√−1
2π
1
ρ
n∑
k,ℓ,p,q=2
Xℓk
∂aℓ
∂zp
∂a¯s
∂z¯q
g˜ks¯dzp ∧ dz¯q. (2.49) 2.36
Proof. (
2.34
2.47) can be proved by induction. For j = 3, use Sublemma
sub2.2
2.2 to compute
E3 =
3∑
i,j,k=2
XjiΘ
k
jΘ
i
k = ω ∧
n∑
i,j=2
(XjiΘ
i
j)
−
√−1
2π
1
ρ
n∑
α,β=2
Xji
(
∂aj
∂zα
∂a¯s
∂z¯β
g˜is¯dzα ∧ dz¯β
)
∧ (dω +
√−1
2π
∂∂¯ξ)
= ω ∧ E2 +Φ ∧ (dω +
√−1
2π
∂∂¯ξ).
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Assume that (
2.34
2.47) holds for j − 1. By Sublemma sub2.22.2, the induction hypothesis,
and (
2.14
2.22), compute that
Ej =
n∑
i1,··· ,ij=2
X i2i1
(
Θi3i2 · · ·Θ
ij
ij−1
)
Θi1ij
= ω
n∑
i1,i2,i4··· ,ij=2
X i2i1Θ
i4
i2
Θi5i4 · · ·Θ
ij
ij−1
Θi1ij
−
√−1
2π
1
ρ
n∑
i1,i2,ij ,α,β=2
X i2i1
(
∂ai2
∂zα
∂a¯s
∂z¯β
g˜ij s¯dzα ∧ dz¯β
)
∧ (dω +
√−1
2π
∂∂¯ξ)j−3 ∧Θi1ij
= ω∧Ej−1−
√−1
2π
1
ρ
n∑
i1,i2,ij ,α,β=2
X i2i1
(
∂ai2
∂zα
∂a¯s
∂z¯β
g˜i1s¯dzα ∧ dz¯β
)
∧(dω+
√−1
2π
∂∂¯ξ)j−2
= ω∧Ej−1+Φ∧(dω+
√−1
2π
∂∂¯ξ)j−2.
Equation (
2.35
2.48) follows directly from (
2.34
2.47). 
Before we start compute Ej , we need to find Φ.
sub2.4 Sublemma 2.4. We compute Φ explicitly as follows:
Φ = div(X)
(
(d− 1)w +
√−1
2π
∂∂¯ξ
)
− n
√−1
2π
∂∂¯θ +
√−1
2π
∂∂¯∆θ
−(n+ 1)θ
(
(d− 1)w +
√−1
2π
∂∂¯ξ
)
.
Proof. Using (
2.311
2.42) in (
2.36
2.49), Φ can be computed alternately by
Φ =
√−1
2π
1
ρ
n∑
k,ℓ,j,p,q=2
g˜ℓj¯∂k∂¯jθ
∂aℓ
∂zp
∂a¯s
∂z¯q
g˜ks¯dzp ∧ dz¯q.
By using the definition of θ in (
15
2.41), we get
∂¯jθ = − (λj − λ0)zj
1 + |z|2 −
(λ1 − λ0)z1a¯j
1 + |z|2 − (θ + λ0)
zj + z1a¯j
1 + |z|2 .
Then we compute
∂k∂¯jθ = −δkj(λj − λ0)
1 + |z|2 +
(λj − λ0)zj(z¯k + z¯1ak)
(1 + |z|2)2
− (λ1 − λ0)aka¯j
1 + |z|2 +
(λ1 − λ0)z1a¯j(z¯k + z¯1ak)
(1 + |z|2)2
+
(λj − λ0)z¯k
1 + |z|2
zj + z1a¯j
1 + |z|2 +
(λ1 − λ0)z¯1zk
1 + |z|2
zj + z1a¯j
1 + |z|2
+2(θ + λ0)
(z¯k + z¯1ak)(zj + z1a¯j)
(1 + |z|2)2 − (θ + λ0)
δkj + aka¯j
1 + |z|2 . (2.50) 2.39
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Then we obtain that
g˜ℓj¯∂k∂¯jθ = −δℓk(λℓ − λ0) + (λℓ − λ0)zℓ(z¯k + z¯1ak)
1 + |z|2 − δℓk(θ + λ0)
+a¯ℓ
|F1|2∑n
i=0 |Fi|2
ak(λk − λ0)− (λ1 − λ0)aka¯ℓ |F1|
2∑n
i=0 |Fi|2
−zℓ |F1|
2∑n
i=0 |Fi|2
F¯0
F¯1
ak
(
(λ1 − λ0)− (λk − λ0)
)
.
Hence the Laplace of θ is
△θ = −g˜kj¯∂k∂¯jθ = −
(
λ0 +
|F1|2∑2
i=0 |Fi|2
n∑
k=1
(λk − λ0)|ak|2 − nθ
)
= −
(∑n
k=0 λk|Fk|2∑n
i=0 |Fi|2
− nθ
)
. (2.51) 2.41
Denote that div(X) =
∑n
i=2X
i
i = △θ. Observe that
∂p∂¯q△θ = n∂p∂¯qθ − |F1|
2∑n
i=0 |Fi|2
n∑
k=2
(λk − λ0)∂ak
∂zp
∂a¯k
∂z¯q
+
|F1|2∑n
i=0 |Fi|2
n∑
k=2
(λk − λ0)∂ak
∂zp
a¯k
(
n∑
s=2
∂a¯s
∂z¯q
as +
F0
F1
n∑
s=2
∂a¯s
∂z¯q
z¯s
)
+
|F1|2∑n
i=0 |Fi|2
n∑
k=2
(λk − λ0)∂a¯k
∂z¯q
ak
(
n∑
s=2
∂as
∂zp
a¯s +
F¯0
F¯1
n∑
s=2
∂as
∂zp
zs
)
−
n∑
k=1
(λk − λ0)|ak|2( |F1|
2∑n
i=0 |Fi|2
)3
·
(
n∑
s=2
∂as
∂zp
a¯s +
F¯0
F¯1
n∑
s=2
∂as
∂zp
zs
)(
n∑
s=2
∂a¯s
∂z¯q
as +
F0
F1
n∑
s=2
∂a¯s
∂z¯q
z¯s
)
+
n∑
k=1
(λk − λ0)|ak|2 |F1|
2∑n
i=0 |Fi|2
∂p∂¯q log |∇F
F1
|2.
By using the definition of g˜ks¯ given in Lemma
lem2.1
2.1, we get
ρ
∂aℓ
∂zp
∂a¯s
∂z¯q
g˜ks¯ =
∑n
i=0 |Fi|2
|F1|2
∂aℓ
∂zp
∂a¯k
∂z¯q
− ∂aℓ
∂zp
a¯k
n∑
s=2
∂a¯s
∂z¯q
as+(1+|a|2)∂aℓ
∂zp
zk
n∑
s=2
∂a¯s
∂z¯q
z¯s
− F¯0
F¯1
∂aℓ
∂zp
zk
n∑
s=2
∂a¯s
∂z¯q
as − F0
F1
∂aℓ
∂zp
a¯k
n∑
s=2
∂a¯s
∂z¯q
z¯s. (2.52) 2.40
Then multiple (
2.39
2.50) and (
2.40
2.52) together to get
1
ρ
g˜ℓj¯∂k∂¯jθ
∂aℓ
∂zp
∂a¯s
∂z¯q
g˜ks¯ = ∂p∂¯q△θ − n∂p∂¯qθ − (θ + λ0)∂p∂¯q log
∑n
i=0 |Fi|2
|F1|2
−
n∑
i=1
(λi − λ0)|ai|2 |F1|
2∑n
i=0 |Fi|2
|2∂p∂¯q log
∑n
i=0 |Fi|2
|F1|2 .
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Therefore, we obtain that
Φ =
√−1
2π
∂∂¯△θ −
√−1
2π
n∂∂¯θ − (θ + λ0)∂∂¯ log
∑2
i=0 |Fi|2
|F1|2
−
n∑
i=1
(λi − λ0)|ai|2 |F1|
2∑2
i=0 |Fi|2
∂∂¯
∑2
i=0 |Fi|2
|F1|2
=
√−1
2π
∂∂¯△θ −
√−1
2π
n∂∂¯θ − (n+ 1)θ
(
(d− 1)ω +
√−1
2π
∂∂¯ξ
)
+
(
nθ −
n∑
i=1
(λi − λ0)|ai|2 |F1|
2∑2
i=0 |Fi|2
− λ0
)(
(d− 1)ω +
√−1
2π
∂∂¯ξ
)
.
Then by using (
2.41
2.51) and ∆θ = div(X), we get Φ. 
sub2.5 Sublemma 2.5. For j = 3, · · · , q, formularize Ej explicitly as following:
Ej = div(X)ψj−1 − (n+ 1)θ(ψj−1 − ωj−1)
−(√−1
2π
∂∂¯θ
) ∧ (nζj−2 + ωj−2) + (√−1
2π
∂∂¯∆θ
) ∧ ζj−2, (2.53) 21
where ζi =
∑i
k=0(dω +
√−1
2π ∂∂¯ξ)
i−kωk and ψi = (dω +
√−1
2π ∂∂¯ξ)
i.
Proof. E2 can be obtained directly from Φ:
E2 =
n∑
i,j=2
XjiΘ
i
j = (div(X)ω −
√−1
2π
∂∂¯θ +Φ).
Then by using (
2.35
2.48) and Sublemma
sub2.4
2.4, we get
Ej = E2 ∧ ωj−2 +Φ ∧
j−3∑
k=0
(dω +
√−1
2π
∂∂¯ξ)j−2−kωk
= Φ ∧
j−2∑
k=0
(dω +
√−1
2π
∂∂¯ξ)j−2−kωk + div(X)ωj−1 −
√−1
2π
∂∂¯θ ∧ ωj−2
= div(X)(dω +
√−1
2π
∂∂¯ξ)j−1 − (n + 1)θ
(
(dω +
√−1
2π
∂∂¯ξ)j−1 − ωj−1
)
+
√−1
2π
∂∂¯θ ∧
(
n
j−2∑
k=0
(dω +
√−1
2π
∂∂¯ξ)j−2−kωk − ωj−2
)
+
√−1
2π
∂∂¯△θ ∧
j−2∑
k=0
(dω +
√−1
2π
∂∂¯ξ)j−2−kωk.

Back to the proof of Lemma 2.4. Denote that E1 =
∑n
i=2X
i
i = divX = △θ. In
fact, we can write down E2 explicitly:
E2 = divX
(
dω +
√−1
2π
∂∂¯ξ
)
− (n+ 1)
√−1
2π
∂∂¯θ
+
√−1
2π
∂∂¯△θ − (n+ 1)θ
(
(d− 1)ω +
√−1
2π
∂∂¯ξ
)
.
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Then we can use Sublemma
sub2.5
2.5 to compute
∑q
j=1(−1)j−1EjP q−j(Θ). The coeffi-
cient for div(X) in (
2.33
2.46) is given by
q∑
j=1
(−1)j−1ψj−1
q−j∑
k=0
α(q−j)kωk
(√−1
2π
∂∂¯ξ
)q−j−k
=
q∑
j=1
(−1)j−1(dω +
√−1
2π
∂∂¯ξ)j−1
q−j∑
k=0
α(q−j)kωk
(√−1
2π
∂∂¯ξ
)q−j−k
=
q∑
t=1
t−1∑
ℓ=0
q−ℓ∑
j=t−ℓ
α(q−j)(q−j−ℓ)(−1)j−1dj+ℓ−t
(
j − 1
j + ℓ− t
)
ωq−t
(√−1
2π
∂∂¯ξ
)t−1
.
(2.54) 2.42
We derive several formulas before further computation. For each fixed index j ≥ t,
use (
2.15
2.24) to get
t−1∑
ℓ=0
α(q−j)(q−j−ℓ)(−1)j−1dj+ℓ−t
(
j − 1
j + ℓ − t
)
=
t−1∑
ℓ=1
(−1)
(
dα(q−j−1)(q−j−ℓ−1) + α(q−j−1)(q−j−ℓ)
)
(−1)j−1dj+ℓ−t
(
j − 1
j + ℓ− t
)
+ (−1)j−1dj−t
((n+ 1
q − j
)
− dα(q−j−1)(q−j−1)
)(j − 1
j − t
)
. (2.55) 2.43
Rewrite (
2.43
2.55) to get
t−1∑
ℓ=1
(−1)
(
dα(q−j−1)(q−j−ℓ−1) + α(q−j−1)(q−j−ℓ)
)
(−1)j−1dj+ℓ−t
(
j − 1
j + ℓ− t
)
=
t−2∑
ℓ=1
α(q−j−1)(q−j−ℓ−1)(−1)jdj+1+ℓ−t
[( j
j + 1 + ℓ− t
)
−
(
j − 1
j + ℓ+ 1− t
)]
+ α(q−j−1)(q−j−t)(−d)j + α(q−j−1)(q−j−1)(−1)jdj+1−t
(
j − 1
j + 1− t
)
+
t−2∑
ℓ=1
α(q−j−1)(q−j−ℓ−1)(−1)jdj+ℓ+1−t
(
j − 1
j + ℓ+ 1− t
)
+ (−1)j−1dj−t
((n+ 1
q − j
)
− dα(q−j−1)(q−j−1)
)(j − 1
j − t
)
. (2.56) 2.44
Cancelling out the same terms in (
2.44
2.56), we obtain
t−1∑
ℓ=0
α(q−j)(q−j−ℓ)(−1)j−1dj+ℓ−t
(
j − 1
j + ℓ − t
)
=
t−1∑
ℓ=0
α(q−j−1)(q−j−ℓ−1)(−1)jdj+1+ℓ−t
(
j
j + 1 + ℓ− t
)
+ (−1)j−1dj−t
(
n+ 1
q − j
)(
j − 1
j − t
)
for j ≥ t. (2.57) 2.46
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Similarly to (
2.46
2.57), we have
t−1∑
ℓ=t−j
α(q−j)(q−j−ℓ)(−1)j−1dj+ℓ−t
(
j − 1
j + ℓ− t
)
=
t−1∑
ℓ=t−j−1
α(q−j−1)(q−j−ℓ−1)(−1)jdj+1+ℓ−t
(
j
j + 1 + ℓ− t
)
for j < t. (2.58) 2.461
For each 1 ≤ s ≤ q − 2t+ 1, we divide the following summation into two parts:
t−1∑
ℓ=0
q−ℓ∑
j=t−ℓ
α(q−j)(q−j−ℓ)(−1)j−1dj+ℓ−t
(
j − 1
j + ℓ− t
)
=
t−1∑
ℓ=0
q−ℓ∑
j=t+s
α(q−j)(q−j−ℓ)(−1)j−1dj+ℓ−t
(
j − 1
j + ℓ− t
)
+
t+s−1∑
j=1
t−1∑
ℓ=max{0,t−j}
α(q−t)(q−t−ℓ)(−1)j−1dj+ℓ−t
(
j − 1
j + ℓ− t
)
. (2.59) 2.462
Then use (
2.461
2.58) and (
2.46
2.57) to get
t∑
j=1
t−1∑
ℓ=0
α(q−t)(q−t−ℓ)(−1)j−1dj+ℓ−t
(
j − 1
j + ℓ− t
)
= t
t−1∑
ℓ=0
α(q−t)(q−t−ℓ)(−1)t−1dℓ
(
t− 1
ℓ
)
= t
t−1∑
ℓ=0
α(q−t−1)(q−t−1−ℓ)(−1)tdℓ+1
(
t
ℓ+ 1
)
+ t(−1)t−1
(
n+ 1
q − t
)
. (2.60) 2.47
By (
2.47
2.60), we have
t+s−1∑
j=1
t−1∑
ℓ=max{0,t−j}
α(q−t)(q−t−ℓ)(−1)j−1dj+ℓ−t
(
j − 1
j + ℓ− t
)
= t
t−1∑
ℓ=0
α(q−t−1)(q−t−1−ℓ)(−1)tdℓ+1
(
t
ℓ+ 1
)
+ t(−1)t−1
(
n+ 1
q − t
)
+
t+s−1∑
j=t+1
t−1∑
ℓ=0
α(q−t)(q−t−ℓ)(−1)j−1dj+ℓ−t
(
j − 1
j + ℓ− t
)
= (t+ 1)
t−1∑
ℓ=0
α(q−(t+1))(q−(t+1)−ℓ)(−1)tdℓ+1
(
t
ℓ+ 1
)
+ t(−1)t−1
(
n+ 1
q − t
)
+
t+s−1∑
j=t+2
t−1∑
ℓ=0
α(q−t)(q−t−ℓ)(−1)j−1dj+ℓ−t
(
j − 1
j + ℓ− t
)
. (2.61) 2.4712
BANDO-FUTAKI INVARIANTS ON HYPERSURFACES 25
Substituting (
2.46
2.57) in (
2.4712
2.61), we obtain
t+s−1∑
j=1
t−1∑
ℓ=max{0,t−j}
α(q−t)(q−t−ℓ)(−1)j−1dj+ℓ−t
(
j − 1
j + ℓ− t
)
= (t+ 2)
t−1∑
ℓ=0
α(q−(t+2))(q−(t+2)−ℓ)(−1)t+1dℓ+2
(
t+ 1
ℓ + 2
)
+
t+1∑
j=t
(−1)j−1dj−t
(
n+ 1
q − j
)(
j − 1
j − t
)
+
t+s−1∑
j=t+3
t−1∑
ℓ=0
α(q−t)(q−t−ℓ)(−1)j−1dj+ℓ−t
(
j − 1
j + ℓ− t
)
. (2.62) 2.4711
Repeat the procedure from (
2.4712
2.61) to (
2.4711
2.62) and put it back in (
2.462
2.59) to get
t−1∑
ℓ=0
q−ℓ∑
j=t−ℓ
α(q−j)(q−j−ℓ)(−1)j−1dj+ℓ−t
(
j − 1
j + ℓ− t
)
=
t−1∑
ℓ=0
q−ℓ∑
j=t+s
α(q−j)(q−j−ℓ)(−1)j−1dj+ℓ−t
(
j − 1
j + ℓ− t
)
+ (t+ s− 1)
t−1∑
ℓ=0
α(q−(t+s−1))(q−(t+s−1)−ℓ)(−1)t−s−2ds+ℓ−1
(
t− s− 2
s+ ℓ− 1
)
+
t+s−2∑
j=t
j(−1)j−1dj−t
(
n+ 1
q − j
)(
j − 1
j − t
)
for 1 ≤ s ≤ q − 2t+ 1. (2.63) 2.471
For s = q − 2t + 1, we change indices in the first term on the right hand side of
(
2.471
2.63) to get
t−1∑
ℓ=0
q−ℓ∑
j=q−t+1
α(q−j)(q−j−ℓ)(−1)j−1dj+ℓ−t
(
j − 1
j + ℓ− t
)
=
t−1∑
j=0
t−1−j∑
ℓ=0
α(t−1−j)(t−1−j−ℓ)(−1)q−t+jdq−2t+j+ℓ+1
(
q − t+ j
q − 2t+ j + ℓ+ 1
)
. (2.64) 2.473
With the same procedure as we do in (
2.46
2.57), we have
t−1−λ∑
ℓ=0
α(t−1−λ)(t−1−λ−ℓ)(−1)q−t+λdq−2t+λ+ℓ+1
(
q − t+ λ
q − 2t+ λ+ ℓ+ 1
)
=
t−2−λ∑
ℓ=0
α(t−2−λ)(t−2−λ−ℓ)(−1)q−t+λ+1dq−2t+λ+ℓ+2
(
q − t+ λ+ 1
q − 2t+ λ+ ℓ+ 2
)
+ (−1)q−t+jdq−2t+λ+ℓ+1
(
q − t+ λ
q − 2t+ λ+ ℓ+ 1
)(
n+ 1
t− 1− λ
)
. (2.65) 2.472
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for j = 0, 1, · · · , t − 1. Put (2.4732.64) back to (2.4712.63) and use (2.4722.65) to repeat the
procedure as (
2.471
2.63)
t−1∑
ℓ=0
q−ℓ∑
j=t−ℓ
α(q−j)(q−j−ℓ)(−1)j−1dj+ℓ−t
(
j − 1
j + ℓ− t
)
=
t−1∑
j=0
t−1−j∑
ℓ=0
α(t−1−j)(t−1−j−ℓ)(−1)q−t+jdq−2t+j+ℓ+1
(
q − t+ j
q − 2t+ j + ℓ+ 1
)
+ (q − t)
t−1∑
ℓ=0
α(t−1)(t−1−ℓ)(−1)q−tdq−2t+ℓ+1
(
q − t
q − 2t+ ℓ+ 1
)
+
q−t∑
j=t
j(−1)j−1dj−t
(
n+ 1
q − j
)(
j − 1
j − t
)
=
t−1∑
j=λ
t−1−j∑
ℓ=0
α(t−1−j)(t−1−j−ℓ)(−1)q−t+jdq−2t+j+ℓ+1
(
q − t+ j
q − 2t+ j + ℓ+ 1
)
+ (q − t+ λ)
t−1−λ∑
ℓ=0
α(t−1−λ)(t−1−λ−ℓ)(−1)q−t+λdq−2t+λ+ℓ+1
(
q − t+ λ
q − 2t+ λ+ ℓ+ 1
)
+
q−t+λ∑
j=t
j(−1)j−1dj−t
(
n+ 1
q − j
)(
j − 1
j − t
)
(2.66) 2.474
for λ = 1, · · · , t− 1. By substituting λ = t− 1 in (2.4742.66), we get
t−1∑
ℓ=0
q−ℓ∑
j=t−ℓ
α(q−j)(q−j−ℓ)(−1)j−1dj+ℓ−t
(
j − 1
j + ℓ− t
)
=
q∑
j=t
j(−1)j−1dj−t
(
n+ 1
q − j
)(
j − 1
j − t
)
= −tαq(q−t). (2.67) 2.48
By substituting (
2.48
2.67) in (
2.42
2.54), we get the coefficient of div(X)
q∑
j=1
(−1)j−1ψj−1
q−j∑
k=0
α(q−j)kωk
(√−1
2π
∂∂¯ξ
)q−j−k
=
q∑
t=1
t−1∑
ℓ=0
q−ℓ∑
j=t−ℓ
α(q−j)(q−j−ℓ)(−1)j−1dj+ℓ−t
(
j − 1
j + ℓ− t
)
ωq−t
(√−1
2π
∂∂¯ξ
)t−1
= −
q∑
t=1
tαq(q−t)ω
q−t(√−1
2π
∂∂¯ξ
)t−1
= −
q−1∑
t=0
(q − t)αqtωt
(√−1
2π
∂∂¯ξ
)q−t−1
. (2.68) 2.49
The coefficient for θ in (
2.33
2.46) is
− (n+ 1)
q∑
j=2
(−1)j−1(ψj−1 − ωj−1)
q−j∑
k=0
α(q−j)kωk
(√−1
2π
∂∂¯ξ
)q−j−k
. (2.69) 2.50
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Use (
2.15
2.24) in the second part of (
2.50
2.69) and we get
(n+ 1)
q∑
j=1
(−1)j
q−j∑
k=0
α(q−j)kωk+j−1
(√−1
2π
∂∂¯ξ
)q−j−k
= −(n+ 1)
q−1∑
t=0
t∑
k=0
α(q−t−1+k)k(−1)t−kωt
(√−1
2π
∂∂¯ξ
)q−t−1
= (−1)q(n+ 1)
q−1∑
t=0
t∑
k=0
(
q − 1− k
t− k
)(
n
k
)
(−1)kdt−kωt(√−1
2π
∂∂¯ξ
)q−t−1
. (2.70) 2.51
Use (
2.15
2.24) to compute
d(q − t)αqt − (t+ 1)αq(t+1)
= (−1)qd(q − t)
t∑
k=0
(
q − k
t− k
)(
n+ 1
k
)
dt−k(−1)k
− (−1)q(t+ 1)
t+1∑
k=0
(
q − k
t+ 1− k
)(
n+ 1
k
)
dt+1−k(−1)k
= (−1)q
t−1∑
k=0
(−1)k+1
(
(q − t)
(
q − 1− k
t− 1− k
)
− (t+ 1)
(
q − 1− k
t− k
))(
n+ 1
k + 1
)
+ (−1)q+t(t+ 1)
(
q − 1− t
0
)(
n+ 1
t+ 1
)
= (−1)q
t∑
k=0
(−1)k(n+ 1)
(
q − 1− k
t− k
)(
n
k
)
.
(2.71) 2.52
Comparing the coefficient in (
2.52
2.71) and (
2.51
2.70), we get
(n+ 1)
q∑
j=1
(−1)j
q−j∑
k=0
α(q−j)kω
k+j−1(√−1
2π
∂∂¯ξ
)q−j−k
= −
q−1∑
t=0
(
d(q − t)αqt − (t+ 1)αq(t+1)
)
ωt
(√−1
2π
∂∂¯ξ
)q−t−1
. (2.72) 2.53
Substituting (
2.49
2.68) and (
2.53
2.72) in (
2.51
2.70), the coefficient for θ in (
2.33
2.46) is
q−1∑
t=0
(
(n+ 1− d)(q − t)αqt + (t+ 1)αq(t+1)
)
ωt
(√−1
2π
∂∂¯ξ
)q−t−1
. (2.73) 2.54
By using Sublemma
sub2.4
2.4 and (
2.35
2.48), the coefficient for −∂∂¯θ in (2.332.46) is
√−1
2π
q∑
j=2
(−1)j−1
(
n
j−2∑
ℓ=0
(
dω +
√−1
2π
∂∂¯ξ
)j−2−ℓ
ωℓ + ωj−2
)
·
q−j∑
k=0
α(q−j)kωk
(√−1
2π
∂∂¯ξ
)q−j−k
=
q∑
j=2
(−1)j−1(nζj−2 + ωj−2) ∧ ηq−j , (2.74) 2.55
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where
ηq−j =
∑q−j
k=0 α(q−j)kω
k
(√−1
2π ∂∂¯ξ
)q−j−k
ζj−2 =
√−1
2π
∑j−2
k=0
(
dω +
√−1
2π ∂∂¯ξ
)j−2−k
ωk.
By using Sublemma
sub2.4
2.4 and (
2.35
2.48), the coefficient for ∂∂¯△θ in (2.332.46) is
√−1
2π
q∑
j=2
(−1)j−1
j−2∑
ℓ=0
(
dω +
√−1
2π
∂∂¯ξ
)j−2−ℓ
ωℓ
q−j∑
k=0
α(q−j)kωk
(√−1
2π
∂∂¯ξ
)q−j−k
=
q∑
j=2
(−1)j−1ζj−2 ∧ ηq−j . (2.75) 2.56
By adding −div(X)(2.492.68) + θ(2.542.73) + ∂∂¯θ(2.552.74) + ∂∂¯△θ(2.562.75), we obtain
qP˜ q(∇X,Θ, · · · ,Θ). 
lem2.5 Lemma 2.6. The Hodge decomposition of equation (
2.30
2.43) can be computed as fol-
lows:
− qP˜ q(∇X,Θ, · · · ,Θ) + qαqqθωq−1 − i(X)∂fq = −καq(q−1)ωq−1 + ∂¯ϕq, (2.76) 2.57
where
ϕq = κ
√−1
2π
q−2∑
k=0
(q − k)ωk ∧ (∂ξ) ∧ (√−1
2π
∂∂¯ξ
)q−k−2
+
√−1
2π
q−1∑
k=1
kαqkθ(∂ξ) ∧ ωk−1 ∧
(√−1
2π
∂∂¯ξ
)q−k−1
−
√−1
2π
q−1∑
k=0
αqk(q − k − 1)X(ξ)∂ξωk ∧
(√−1
2π
∂∂¯ξ
)q−k−2
−
q∑
j=1
(−1)j−1 [(∂θ) ∧ (ωj−1 + nζj−2)− (∂△θ) ∧ ζj−2] ∧ ηq−j
is a globally defined form.
Proof. In (
2.27
2.38), the potential form is obtained
fq =
q−1∑
k=0
αqkξω
k ∧ (√−1
2π
∂∂¯ξ
)q−k−1
for q = 1, · · · , n− 1. By direction computation, we get
i(X)∂fq =
q−1∑
k=0
αqkX(ξ)ω
k ∧ (√−1
2π
∂∂¯ξ
)q−k−1
+
q−1∑
k=1
kαqk
√−1
2π
(∂ξ) ∧ (∂¯θ) ∧ ωk−1(
√−1
2π
∂∂¯ξ)q−k−1
−
q−2∑
k=0
(q − k − 1)αqk
√−1
2π
(∂ξ) ∧
(
∂¯X(ξ)
)
∧ ωk ∧ (√−1
2π
∂∂¯ξ
)q−k−2
.(2.77) 2.58
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Use Lemma
lem2.4
2.5 and (
2.58
2.77), we obtain
−qP˜ q(∇X,Θ, · · · ,Θ) + qαqqθωq−1 − i(X)∂fq
= div(X)
q−1∑
k=0
(q− k)αqkωk ∧
(√−1
2π
∂∂¯ξ
)q−1−k
−θ
q−1∑
k=0
[
(q − k)(n+ 1− d)αqk + (k + 1)αq(k+1)
]
ωk ∧ (√−1
2π
∂∂¯ξ
)q−1−k
+
q∑
j=1
(−1)j−1 [(∂∂¯θ) ∧ (ωj−1 + nζj−2)− (∂∂¯△θ) ∧ ζj−2] ∧ ηq−j
+qαqqθω
q−1 −X(ξ)
q−1∑
k=0
[(q − k)− (q − k − 1)]αqkωk ∧
(√−1
2π
∂∂¯ξ
)q−1−k
−
√−1
2π
q−1∑
k=1
kαqk(∂ξ) ∧ (∂¯θ) ∧ ωk−1(
√−1
2π
∂∂¯ξ)q−k−1
+
√−1
2π
q−2∑
k=0
(q − k − 1)αqk(∂ξ) ∧
(
∂¯X(ξ)
)
∧ ωk ∧ (√−1
2π
∂∂¯ξ
)q−k−2
. (2.78) 2.59
In fact, we have the formula
LZ1
[13, Theorem 4.1]
div(X) −X(ξ)− (n− d + 1)θ = −κ. (2.79) 2.60
By using (
2.60
2.79) in (
2.59
2.78), we have
−qP˜ q(∇X,Θ, · · · ,Θ) + qαqqθωq−1 − i(X)∂fq
= −κ
q−1∑
k=0
(q − k)αqkωk ∧
(√−1
2π
∂∂¯ξ
)q−1−k
−θ
q−1∑
k=1
kαqkω
k−1 ∧ (√−1
2π
∂∂¯ξ
)q−1−k
−
√−1
2π
q−1∑
k=1
kαqk(∂ξ) ∧ (∂¯θ) ∧ ωk−1(
√−1
2π
∂∂¯ξ)q−k−1
+
q∑
j=1
(−1)j−1 [(∂∂¯θ) ∧ (ωj−1 + nζj−2)− (∂∂¯△θ) ∧ ζj−2] ∧ ηq−j
+X(ξ)
q−2∑
k=0
(q − k − 1)αqkωk ∧
(√−1
2π
∂∂¯ξ
)q−1−k
+
√−1
2π
q−2∑
k=0
(q − k − 1)αqk(∂ξ) ∧
(
∂¯X(ξ)
)
∧ ωk ∧ (√−1
2π
∂∂¯ξ
)q−k−2
.(2.80) 2.61
From Lemma
Lef
2.4, the harmonic part on the left hand side of (
2.57
2.76) is proportional
to ωq−1. Therefore, the Hodge decomposition of (
2.61
2.80) is −καq(q−1)ωq−1+∂¯ϕq. 
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lem2.7 Lemma 2.7. We define qP˜ q(∇X,Θ, · · · ,Θ) in (2.332.46). For q = 1, · · · , n − 1, we
have ∫
M
qP˜ q(∇X,Θ, · · · ,Θ) ∧ ωn−qM = 0, (2.81) 2.62
where ωM = (n+ 1− d)ω.
Proof. Consider
0 =
∫
M
LX(P
q−1(Θ) ∧ ωn−q)
=
∫
M
(
LXP
q−1(Θ)
) ∧ ωn−q + ∫
M
P q−1(Θ) ∧ LX(ωn−q)
= −(q − 1)
√−1
2π
∫
M
∂∂¯P˜ q−1(∇X,Θ, · · · ,Θ) ∧ ωn−q
−(n− q)
√−1
2π
∫
M
P q−1(Θ) ∧ ∂∂¯θ ∧ ωn−q−1. (2.82) 2.63
By Stoke’s Theorem, we have
∫
M
∂∂¯P˜ q−1(∇X,Θ, · · · ,Θ) ∧ ωn−q = 0. By using
(
11
2.13) and (
2.311
2.42), compute that
− (n− q)
√−1
2π
∂∂¯θ ∧ P q−1(Θ) ∧ ωn−q−1
= − (n− q)(n− 1− q)!
(q − 1)!(n− 1)!
∑
σ∈Sq−1,τ∈Sq
n∑
i1,j1,k1··· ,kq−1,iq ,jq=2
sgn(σ)sgn(τ)
· ∂i1 ∂¯j1θRkσ(1)k1i2 j¯2 · · ·R
kσ(q−1)
kq−1iq j¯q
g˜iτ(1) j¯1 · · · g˜iτ(q) j¯qωn−1
=
(n− q)!
(q − 1)!(n− 1)!
∑
σ∈Sq−1,τ∈Sq
n∑
i1,k1,s1,··· ,sq−1,iq,kq−1=2
sgn(σ)sgn(τ)
·X iτ(1)i1 R
iτ(2)
i2k1 s¯1
· · ·Riτ(q)iqkq−1 s¯q−1 g˜kσ(1) s¯1 · · · g˜kσ(q−1) s¯q−1ωn−1. (2.83) 2.64
By definition, we have
P˜ q(∇X,Θ, · · · ,Θ) = 1
q!
(√−1
2π
)q−1 ∑
τ∈Sq
n∑
i1,k1,s1··· ,kq−1,sq−1,iq=2
sgn(τ)
·X iτ(1)i1 R
iτ(2)
i2k1 s¯1
· · ·Riτ(q)iqkq−1 s¯q−1dzk1 ∧ dz¯s1 ∧ · · · dzkq−1 ∧ dz¯sq−1 . (2.84) 2.641
By comparing (
2.64
2.83) and (
2.641
2.84), we obtain that
−(n− q)
√−1
2π
∂∂¯θ ∧ P q−1(Θ) ∧ ωn−q−1 = qP˜ q(∇X,Θ, · · · ,Θ) ∧ ωn−q.
Therefore, we have∫
M
qP˜ q(∇X,Θ, · · · ,Θ) ∧ ωn−qM =
∫
M
LX(P
q−1(Θ) ∧ ωn−qM ) = 0.

For an extension discussion of Lemma
lem2.7
2.7, please see the Appendix.
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Proof of Theorem
1.1
1.1. From (
2.31
2.44), we can compute the q-th Bando-Futaki invari-
ant by∫
M
LXfq ∧ ωn−qM = (n+ 1− d)n−q
(
−C(q)
∫
M
ωn−1 + qαqq
∫
M
θωn−1
)
− q
∫
M
P˜ q(∇X,Θ, · · · ,Θ) ∧ ωn−qM −
∫
M
∂¯ϕq ∧ ωn−qM . (2.85)
From Lemma
lem2.5
2.6, we have C(q) = −καq(q−1). By
LZ1
[13, Theorem 5.1], we have∫
M
θωn−1 = κ
n
. From Lemma
lem2.7
2.7, we have q
∫
M
P˜ q(∇X,Θ, · · · ,Θ) ∧ ωn−qM = 0.
In addition, the divergence theorem implies that
∫
M
∂¯ϕq ∧ ωn−qM = 0. With these
information, we get∫
M
LXfq ∧ ωn−qM = κ(n+ 1− d)n−q(αqq
q
n
+ dαq(q−1)).
Using (
2.15
2.24), the q-th Bando-Futaki invariant can be computed directly by
Fq(X) = −(n+ 1− d)n−q (d− 1)
n
q−1∑
j=0
(−d)j(j + 1)(q − j)
(
n+ 1
q − j
)
κ
= −(n+ 1− d)n−q (d− 1)(n+ 1)
n
q−1∑
j=0
(−d)j(j + 1)
(
n
q − 1− j
)
κ.

Corollary 2.2. With the notation as in Theorem 1.1, if d = 1, all the Bando-Futaki
invariants are zero.
Corollary 2.3. With the notation as in Theorem 1.1, if M is the cubic surface in
CP
3, then the Bando-Futaki invariants are
F1(X) = −8
3
κ, and F2(X) = 16κ.
The first example is due to
D-T
[5] and
LZ1
[13].
Example 2.1. Let
M = {Z ∈ CP3|F (Z) = Z0Z21 + Z22Z3 − Z2Z23 = 0}
be a hypersurface in CP3, where Z = [Z0, Z1, Z2, Z3] is homogeneous coordinates of
CP
3. M is a Ka¨hler orbifold with c1(M) > 0. Let
X = −7Z0 ∂
∂Z0
+ 5Z1
∂
∂Z1
+ Z2
∂
∂Z2
+ Z3
∂
∂Z3
be a holomorphic vector field in CP3, which satisfies XF = 3F . The Bando-Futaki
invariants are
F1(X) = −8, and F2(X) = 48.
Example 2.2. Let
M = {Z ∈ CP4|F (Z) = Z20 + Z21 + Z22 + Z23 + Z24 = 0}
be a hypersurface in CP4. Let
X = Z0
∂
∂Z0
+ Z1
∂
∂Z1
+ Z2
∂
∂Z2
+ Z3
∂
∂Z3
+ Z4
∂
∂Z4
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be a holomorphic vector field on CP4, which satisfies
X(F ) = 2F.
The Bando-Futaki invariants are
F1(X) = −270, F2(X) = 135, andF3(X) = −285
2
.
3. Chen and Tian’s holomorphic invariants
The holomorphic invariants were introduced by Chen and Tian
C-T
[4]. We prove
that they are the Futaki invariants.
Definition 3.1. LetM be an n-dimensional simply-connected Ka¨hler manifold with
a Ka¨hler form ω. There exists a smooth function θX such that i(X)ω =
√−1
2π ∂¯θX
3.
Define
Fk(X,ω) = (n− k)
∫
M
θXω
n + (k + 1)
∫
M
∆θXRic(ω)
k ∧ ωn−k
−(n− k)
∫
M
θXRic(ω)
k+1 ∧ ωn−k−1. (3.1) 3.1
Proof of Theorem 1.2. These new holomorphic invariants are independent of the
choices of the Ka¨hler metrics in the Ka¨hler class [ω], which were shown in
C-T
[4].
There exists a constant α, such that αω ∈ c1(M). Therefore, there exists a smooth
real valued function f over M , such that Ric(ω) − αω =
√−1
2π ∂∂¯f . Take inner
derivative on both sides, we have
divX + αθX +X(f) = β, (3.2) 30
where β is a constant if M is compact. We need the following two formulas
0 =
∫
M
(
i(X)[∂f(∂∂¯f)j−1ωn−j+1]
)
= j
∫
M
X(f)(∂∂¯f)j−1ωn−j+1 + (n− j + 1)
∫
M
∂¯θX∂f(∂∂¯f)
j−1ωn−j
= j
∫
M
X(f)(∂∂¯f)j−1ωn−j+1 + (n− j + 1)
∫
M
θX(∂∂¯f)
jωn−j (3.3) 31
for 1 ≤ j ≤ k + 1, and
divX = ∆θX + c, (3.4) 32
3In order to maintain the definition as the original paper, we have opposite sign of the notation
for θX and ∆ that we used in previous section.
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where c is a constant and ∆θX = g
ij¯∂i∂¯jθX if ω =
√−1
2π
∑n
i,j=1 gij¯dzi ∧ dz¯j . The
new holomorphic invariants are
Fk(X,ω) = (n− k)
∫
M
θXω
n + (k + 1)
∫
M
∆θXRic(ω)
k ∧ ωn−k
−(n− k)
∫
M
θXRic(ω)
k+1 ∧ ωn−k−1
= (n− k)(1− αk+1)
∫
M
θXω
n
+(k + 1)
∫
M
∆θX
k∑
i=1
(
k
i
)
(
√−1
2π
∂∂¯f)iαk−iωn−i
−(n− k)
∫
M
θX
k+1∑
i=1
(
k + 1
i
)
(αω)k+1−i(
√−1
2π
∂∂¯f)iωn−k−1.
For each 1 ≤ i ≤ k + 1, break the number into two terms (n − i + 1) = (n − k) +
(k − i− 1). By using (313.3), we get
− (n− k)
∫
M
θX(
√−1
2π
∂∂¯f)iωn−i
= (k − i− 1)
∫
M
θX(
√−1
2π
∂∂¯f)iωn−i + i
∫
M
X(f)(∂∂¯f)i−1ωn−i+1. (3.5) 3.5
By using (
32
3.4) and (
3.5
3.5), we have
Fk(X,ω) = (n− k)(1− αk+1)
∫
M
θXω
n
+(k + 1)
∫
M
divX
k∑
i=1
(
k
i
)
(
√−1
2π
∂∂¯f)iαk−iωn−i
+
∫
M
k+1∑
i=1
i
(
k + 1
i
)
X(f)(
√−1
2π
∂∂¯f)i−1αk+1−iωn−i+1
+
∫
M
k+1∑
i=1
(k − i + 1)
(
k + 1
i
)
θX(
√−1
2π
∂∂¯f)iαk+1−iωn−i. (3.6) 3.6
Since
∑k+1
i=1 i
(
k+1
i
)
=
∑k
i=0(i+ 1)
(
k+1
i+1
)
= (k + 1) +
∑k
i=1(k + 1)
(
k
i
)
, we devide the
term of X(f) in (
3.6
3.6) into two parts and combine one part with div(X). That is,
Fk(X,ω) = (n− k)(1 − αk+1)
∫
M
θXω
n
+(k + 1)
∫
M
(divX +X(f))
k∑
i=1
(
k
i
)
(
√−1
2π
∂∂¯f)iαk−iωn−i
+(k + 1)αk
∫
M
X(f)ωn
+
∫
M
k+1∑
i=1
(k + 1)
(
k
i
)
θX(
√−1
2π
∂∂¯f)iαk+1−iωn−i. (3.7) 3.7
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By using (
30
3.2) in (
3.7
3.7), we get
Fk(X,ω) = (n− k)(1− αk+1)
∫
M
θXω
n + (k + 1)αk
∫
M
X(f)ωn
−(k + 1)
∫
M
θX
k∑
i=1
(
k
i
)
(
√−1
2π
∂∂¯f)iαk−i+1ωn−i
+
∫
M
k∑
i=1
(k + 1)
(
k
i
)
θX(
√−1
2π
∂∂¯f)iαk+1−iωn−i
= (n− k)(1− αk+1)
∫
M
θXw
n + (k + 1)αk
∫
M
X(f)ωn.
If the Ka¨hler form is normalized, then we can choose α = 1. These holomor-
phic invariants are simply the Futaki invariants on compact Ka¨hler manifolds with
c1(M) > 0. Indeed Kobayashi
KS1
[11] proved that a compact Ka¨hler manifold with
positive Ricci curvature is simply connected. 
The generalized energy functionals introduced in the same paper are the nonlin-
earizations of these holomorphic invariants. The Futaki invariant can have different
nonlinearizations.
4. Higher order K-energy Functionals
In 1986, Mabuchi first introduced K-energy as the nonlinearization of the Futaki
invariant
MT
[15]. The critical point of the K-energy functional is the Ka¨hler-Einstein
form. K-energy are studied to understand the stability of Ka¨hler manifolds by
Tian
TG1,TG2, TG3
[18, 19, 20], Phong, and Sturm
P-S1, P-S2
[16, 17]. Furthermore, Lu
LZ2
[14] provided the K-
energy in an explicit formula for the hypersurface in the projective spaces. Phong
and Sturm
P-S2
[17] formulized it on complete intersections using the Deligne pairing
technique. Moreover, Bando and Mabuchi constructed higher-order K-energy func-
tionals
B-M
[2], which are considered as nonlinearizations of the Bando-Futaki invariants
B-M
[2]. ( cf. Theorem 2 of Weinkove’s
WB
[22]) However, we can remove Weinkove’s as-
sumption, which states that the qth-Chern form cq(ω) is in the same cohomology
class as µq[ω
q] ∈ H2q(M,Z) where ω is the Ka¨hler form and µq. Most importantly,
he
WB
[22] derived the higher order K-energy as a generalization of Tian’s formula of
K-energy
TG1
[18]. Bando and Mabuchi’s proof
B-M
[2] is discussed in detail in the following
proof concerning the independence of the choice of paths of higher order K-energy
functionals in the Ka¨hler class by using Mabuchi’s method
MT
[15].
Definition 4.1. Let M be a connected compact n-dimensional Ka¨hler manifold
with positive first Chern class. Let Ω be the Ka¨hler class which represents the first
Chern form. For any ω0, ω1 ∈ Ω, let ωt, 0 ≤ t ≤ 1, be a curve joining ω0 and
ω1. Since M is Ka¨hler, there exists a smooth real valued function ϕt such that
ωt = ω0+
√−1
2π ∂∂¯ϕt with
∫
M
d
dt
ϕtω
n
t = 0. Define higher order K-energy functionals
as
Mq(ω0, ω1) =
1
V
∫ 1
0
∫
M
dϕt
dt
(cq(ωt)−Hcq(ωt)) ∧ ωn−qt dt, (4.1) 33
where V =
∫
M
ωFS |nM and Hcq(ωt) is the harmonic part of cq(ω).
The independence of path choosing in the Ka¨hler class for K-energy functionals
was proved Mabuchi
MT
[15], and for the higher order K-energy functionals was proved
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by Bando and Mabuchi
B-M
[2] when 1 ≤ q ≤ n. Recently, Weinkove gave an alternative
derivation of the proof by using Bott-Chern forms.
Let us re-prove the argument of Bando-Mabuchi in detail. First, we need
Sublemma 4.1 (Bando
BS
[1]). Hcq(ω) ∧ ωn−q is harmonic if ω ∈ Ω.
Proof. We may use Lefschetz decomposition theorem,
Hcq(ω) =
q∑
k=0
ωk ∧ ϕk,
where ϕk ∈ H2q−2k(M,C) is the primitive 2(q − k)-form of Hcq(ω). Therefore,
Hcq(ω)∧ωn−q =
∑q
k=0 ω
n−q+k∧ϕk is harmonic. We can also see this in a different
method. Let Lη = ω ∧ η. We know [∆, L] = 0. Since ∆Hcq(ω) = 0, we have
∆(Hcq(ω) ∧ ωn−q) = ∆(ωn−q ∧Hcq(ω))
= ωn−q ∧∆(Hcq(ω))
= 0.
Since dim(H2n(M,C)) = 1 and Hcq(ω)∧ωn−q ∈ H2n(M), Hcq(ω)∧ωn−q = λqωn.
Since M is compact, λq must be a constant. 
Hence, ∫
M
cq(ω) ∧ ωn−q =
∫
M
(Hcq(ω) +
√−1
2π
∂∂¯fq) ∧ ωn−q
=
∫
M
Hcq(ω) ∧ ωn−q = λq
∫
M
ωn.
We can conclude that Definition 4.1 is the same as in
B-M
[2]
1
V
∫ 1
0
∫
M
dϕt
dt
(cq(ωt)−Hcq(ωt))∧ωn−qt dt =
1
V
∫ 1
0
∫
M
dϕt
dt
(cq(ωt)∧ωn−qt −λqωnt )dt.
(4.2) 34
Sublemma 4.2.
∫ 1
0
∫
M
dϕt
dt
λqω
n
t dt is independent of path choosing in the Ka¨hler
class.
It is trivial by the following method.
Sublemma 4.3.
∫ 1
0
∫
M
dϕt
dt
cq(ωt) ∧ ωn−q is independent of path choosing in the
Ka¨hler class.
Proof. Let ω0 = (n − d + 1)ωFS |M , ωs,t = ω0,0 +
√−1
2π ψs,t and ψs,t = sϕt, where
ϕt(z) ∈ C∞([0, 1]×M). Let
Ψqs,t =
(∫
M
∂ψs,t
∂s
cq(ωs,t) ∧ ωn−qs,t
)
ds+
(∫
M
∂ψs,t
∂t
cq(ωs,t) ∧ ωn−qs,t
)
dt. (4.3) 40
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Use Stoke’s theorem∫ 1
0
∫ 1
0
dΨqs,t = −
∫ 1
0
(∫
M
∂ψs,t
∂s
cq(ωs,t) ∧ ωn−qs,t
)
ds
∣∣∣t=1
t=0
+
∫ 1
0
(∫
M
∂ψs,t
∂t
cq(ωs,t) ∧ ωn−qs,t
) ∣∣∣s=1
s=0
dt
= −
∫ 1
0
(∫
M
ϕtcq(ωs,t) ∧ ωn−qs,t
)
ds
∣∣∣t=1
t=0
−
∫ 1
0
(∫
M
ϕ˙tcq(ωs,t) ∧ ωn−qs,t
)
dt. (4.4) 35
sub4.4 Sublemma 4.4. For the one form Ψqs,t in (
40
4.3), we have dΨqs,t = 0.
Suppose that Sublemma
sub4.4
4.4 is true. Let ϕ0 = ϕ1 in (
36
4.5) to get∫ 1
0
(∫
M
ϕ˙tcq(ωs,t) ∧ ωn−qs,t
)
dt = −
∫ 1
0
(∫
M
ϕtcq(ωs,t) ∧ ωn−qs,t
)
ds
∣∣∣t=1
t=0
= 0
This shows that it is independent of path choosing of ωt. 
Proof of the Sublemma
sub4.4
4.4. By further computation, we have
dΨq = −
∫
M
∂
∂t
(
∂ψs,t
∂s
cq(ωs,t) ∧ ωn−qs,t
)
ds ∧ dt
+
∫
M
∂
∂s
(
∂ψs,t
∂t
cq(ωs,t) ∧ ωn−qs,t
)
ds ∧ dt
= −
∫
M
∂ψs,t
∂s
P˜ q(−∂¯(∇∂hs,t
∂t
h−1s,t ), Rs,t, · · · , Rs,t) ∧ ωn−qs,t ds ∧ dt
−(n− q)
∫
M
∂ψs,t
∂s
cq(ωs,t) ∧ ∂∂¯ ∂ψs,t
∂t
ωn−1−qs,t ds ∧ dt
+
∫
M
∂ψs,t
∂t
P˜ q(−∂¯(∇∂hs,t
∂s
h−1s,t ), Rs,t, · · · , Rs,t) ∧ ωn−qs,t ds ∧ dt
−(n− q)
∫
M
∂ψs,t
∂t
cq(ωs,t) ∧ ∂∂¯ ∂ψs,t
∂s
ωn−1−qs,t ds ∧ dt
= −
∫
M
∂∂¯
∂ψs,t
∂s
P˜ q(
∂hs,t
∂t
h−1s,t , Rs,t, · · · , Rs,t) ∧ ωn−qs,t ds ∧ dt
+(n− q)
∫
M
∂
∂ψs,t
∂s
cq(ωs,t) ∧ ∂¯ ∂ψs,t
∂t
ωn−1−qs,t ds ∧ dt
+
∫
M
∂∂¯
∂ψs,t
∂t
P˜ q(
∂hs,t
∂s
h−1s,t , Rs,t, · · · , Rs,t) ∧ ωn−qs,t ds ∧ dt
+(n− q)
∫
M
∂¯
∂ψs,t
∂t
cq(ωs,t) ∧ ∂ ∂ψs,t
∂s
ωn−1−qs,t ds ∧ dt, (4.5) 36
where ωs,t =
√−1
2π
∑
α,β(hs,t)αβ¯dzα ∧ dz¯β and Rs,t =
√−1
2π ∂¯[(∂hs,t)h
−1
s,t )] is the
curvature form with respect to metric ωs,t. We need to show that∫
M
∂∂¯
∂ψs,t
∂s
P˜ q(
∂hs,t
∂t
h−1s,t , Rs,t, · · · , Rs,t) ∧ ωn−qs,t
=
∫
M
∂∂¯
∂ψs,t
∂t
P˜ q(
∂hs,t
∂s
h−1s,t , Rs,t, · · · , Rs,t) ∧ ωn−qs,t
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to conclude dΨq = 0. Compute
∂∂¯
∂ψs,t
∂s
P˜ q(
∂hs,t
∂t
h−1s,t , Rs,t, · · · , Rs,t) ∧ ωn−qs,t
= P˜ q(
∂hs,t
∂t
h−1s,t∂∂¯
∂ψs,t
∂s
,Rs,t, · · · , Rs,t) ∧ ωn−qs,t
=
1
q!
∑
σ,τ∈Sq
sgn(σ)sgn(τ)
∂(hs,t)i1 j¯
∂t
h
iσ(1) j¯
s,t ∂α1 ∂¯β1
∂ψs,t
∂s
×
(
(Rs,t)
iσ(2)
i2α2β¯2
· · · (Rs,t)iσ(q)iqαq β¯q
)
(hs,t)
ατ(1)β¯1 · · · (hs,t)ατ(q) β¯qωns,t. (4.6) 4.5
Since
∂(hs,t)i1 j¯
∂t
= ∂i1 ∂¯j
∂ψs,t
∂t
, (
4.5
4.6) is equal to
1
q!
∑
σ,τ∈Sq
sgn(σ)sgn(τ)∂i1 ∂¯j
∂ψs,t
∂t
(hs,t)
iσ(1) j¯∂α1 ∂¯β1
∂ψs,t
∂s
×
(
(Rs,t)i2 η¯2α2β¯2(hs,t)
iσ(2) η¯2 · · · (Rs,t)iq η¯qαq β¯q (hs,t)iσ(q) η¯q
)
×(hs,t)ατ(1)β¯1 · · · (hs,t)ατ(k)β¯qωns,t
=
1
q!
∑
σ,τ∈Sq
sgn(σ)sgn(τ)∂i1 ∂¯j
∂ψs,t
∂t
(hs,t)
iσ(1) j¯∂α1 ∂¯β1
∂ψs,t
∂s
×
(
(Rs,t)α2β¯2i2η¯2(hs,t)
iσ(2) η¯2 · · · (Rs,t)αq β¯qiq η¯q (hs,t)iσ(q) η¯q
)
×(hs,t)ατ(1)β¯1 · · · (hs,t)ατ(k)β¯qωns,t
=
1
q!
∑
σ,τ∈Sq
sgn(σ)sgn(τ)∂i1 ∂¯j
∂ψs,t
∂t
∂α1 ∂¯β1
∂ψs,t
∂s
(hs,t)
ατ(1)β¯1
×
(
(Rs,t)
ατ(2)
α2i2η¯2
· · · (Rs,t)ατ(q)αqiq η¯q
)
(hs,t)
iσ(1) j¯(hs,t)
iσ(2) η¯2 · · · (hs,t)iσ(q) η¯qwns,t
= ∂∂¯
∂ψs,t
∂t
P˜ q(
∂hs,t
∂s
h−1s,t , Rs,t, · · · , Rs,t) ∧ ωn−qs,t .

We restate and clarify as follows:
Lemma 4.1. (
B-M, WB
[2, 22]) Higher order K-energy functionals are the nonlinearizations
of Bando-Futaki invariants.
2
V
Re(Fq(X)) = (n+ 1− q) d
dt
Mq(ω0, ωt) (4.7) 37
Let M be an n-dimensional compact connected Ka¨hler manifold in CPN with
positive first Chern class. There exists a constant α > 0 such that αωFS |M ∈ c1(M),
where ωFS is the Fubini-Study metric in CP
N . Let σt be a one-parameter family of
automorphism of CPN and X be the holomorphic vector field induced by σt. We
may write
σt[Z0, · · · , ZN ] = [eλ0tZ0, · · · , eλN tZN ]
for integers λ0, · · · , λN with
∑N
i=0 λi = 0. Then ωt = ασ
∗
t ωFS |M restricts a family
of metrics on M , such that w0 = αωFS |M . Recall ωFS =
√−1
2π ∂∂¯ log(
∑N
i=0 |Zi|2).
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Hence,
σ∗t ωFS =
√−1
2π ∂∂¯ log(
∑N
i=0 |eλitZi|2). Let
ϕt = α log
(∑N
i=0 |eλitZi|2∑N
i=0 |Zi|2
)
.
It follows
ωt − ω0 =
√−1
2π
∂∂¯ϕt.
Then
dϕt
dt
=
2αRe
∑N
i=0 λie
λitZieλitZi∑N
i=0 e
λitZi
= −2Re(αθ ◦ σt),
where i(X)ωFS = −
√−1
2π ∂¯θ, and θ = −
PN
i=0 |λiZi|2P
N
i=0 |Zi|2
. From
BS
[1] and Lemma 4.1 in
WB
[22], the Bando-Futaki invariants can be written as
Fq(X) = −(n+ 1− q)
∫
M
αθ(cq(ω)−Hcq(ω)) ∧ ωn−q,
where ω = αωFS |M .
(n+ 1− q) d
dt
Mq(ω, ωt)
= (n+ 1− q) 1
V
∫
M
dϕt
dt
(cq(ωt)−Hcq(ωt)) ∧ ωn−qt
= −(n+ 1− q) 1
V
∫
M
2Re(αθ ◦ σt)(cq(ωt)−Hcq(ωt)) ∧ ωn−qt
= −(n+ 1− q) 2
V
Re
(∫
M
αθ(cq(ω)−Hcq(ω)) ∧ ωn−q
)
=
2
V
Re(Fq(X)),
since Bando-Futaki invariants are independent of the choices of metrics in the
Ka¨hler class.
5. APPENDIX
lem5.1 Lemma 5.1. For q = 2, · · · , n− 1, let
Y =
n∑
i1=2
Y i1
∂
∂zi1
∈ T 1,0(M)⊗ ∧q−1(T 1,0(M)∗ ⊗ T 1,0(M)∗)
be a holomorphic vector field with (q − 1, q − 1)-valued form, where
Y i1 = X i1P q−1(Θ) +
q∑
j=2
n∑
i2,··· ,ij=2
(−1)j−1X i2Θi3i2 · · ·Θi1ijP q−j(Θ).
Then we have qP˜ q(∇X,Θ, · · · ,Θ) = div(Y). For q = 1, we have Y = X and
P˜ 1(∇X) = div(X).
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Proof. We have
div(Y ) =
n∑
i1=2
∇i1Y i1
=
n∑
i1=2
X i1i1P
q−1 +
n∑
i1=2
X i1∇i1P q−1
+
q∑
j=2
n∑
i1,··· ,ij=2
(−1)j−1X i2i1Θi3i2 · · ·Θi1ijP q−j(Θ)
+
q∑
j=2
n∑
i1,··· ,ij=2
(−1)j−1X i2∇i1
(
Θi3i2 · · ·Θi1ij
)
P q−j(Θ)
+
q∑
j=2
n∑
i1,··· ,ij=2
(−1)j−1X i2Θi3i2 · · ·Θi1ij∇i1(P q−j(Θ)). (5.1) 5.1
By using the definition of qP˜ q(∇X,Θ, · · · ,Θ) in (2.332.46), we get
div(Y ) = qP˜ q(∇X,Θ, · · · ,Θ) +
n∑
i1=2
X i1∇i1P q−1
−
q∑
j=2
n∑
i1,··· ,ij=2
(−1)jX i2∇i1 (Θi3i2 · · ·Θi1ij )P q−j(Θ)
−
q∑
j=2
n∑
i1,··· ,ij=2
(−1)jX i2Θi3i2 · · ·Θi1ij∇i1P q−j(Θ). (5.2) 5.2
It is equivalent to show the following Sublemma.
sub5.1 Sublemma 5.1. For q = 2, · · · , n− 1, we have
n∑
i1=2
X i1∇i1P q−1 =
q∑
j=2
n∑
i1,··· ,ij=2
(−1)jX i2∇i1 (Θi3i2 · · ·Θi1ij )P q−j(Θ)
+
q∑
j=2
n∑
i1,··· ,ij=2
(−1)jX i2Θi3i2 · · ·Θi1ij∇i1P q−j(Θ). (5.3) 5.3
For q = 1, (
5.3
5.3) is zero.
We need two formulas before proving Sublemma
sub5.1
5.1.
sub5.2 Sublemma 5.2. For 2 ≤ i ≤ n and q = 1, · · · , n − 1, we compute the covariant
derivative on the curvature form and the Chern forms
∇iΘkj = ∇jΘki , (5.4) 5.4
∇iP q(Θ) =
q∑
ℓ=1
n∑
i1,··· ,iℓ=2
(−1)ℓ−1 1
ℓ
∇i(Θi2i1Θi3i2 · · ·Θi1iℓ )P q−ℓ(Θ), (5.5) 5.5
where Θkj =
√−1
2π
∑n
s,t=2R
k
jst¯dzs ∧ dz¯t = −
√−1
2π
∑n
s,t=2 ∂¯tΓ
k
sjdzs ∧ dz¯t. Since M is
Ka¨hler, Γksj = Γ
k
js =
∂g˜sβ¯
∂zj
g˜kβ¯.
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Proof. First, we compute
∇iRkjst¯ = −∂i∂¯tΓkjs + ΓkiλRλjst¯ − ΓλijRkλst¯ − ΓλisRkjλt¯
= −∂¯t
(
∂2g˜sβ¯
∂zi∂zj
g˜kβ¯
)
+ ∂¯t
(
∂g˜sβ¯
∂zj
∂g˜αη¯
∂zi
g˜kη¯ g˜αβ¯
)
+ΓkiλR
λ
jst¯ − ΓλijRkλst¯ − ΓλisRkjλt¯
= −∂¯t
(
∂2g˜sβ¯
∂zi∂zj
g˜kβ¯
)
− ΓkiαRαjst¯ − ΓαjsRkiαt¯
+ΓkiλR
λ
jst¯ − ΓλijRkλst¯ − ΓλisRkjλt¯. (5.6) 5.6
Similarly, we get
∇jRkist¯ = −∂¯t
(
∂2g˜sβ¯
∂zj∂zi
g˜kβ¯
)
− ΓkjαRαist¯ − ΓαisRkjαt¯
+ΓkjλR
λ
ist¯ − ΓλjiRkλst¯ − ΓλjsRkiλt¯. (5.7) 5.7
Since M is Ka¨hler, Γλij = Γ
λ
ji. Therefore, (
5.6
5.6) and (
5.7
5.7) are equal. Then we get
(
5.4
5.4). Next, we prove (
5.5
5.5) by induction. For q = 1, ∇iP 1(Θ) = ∇i
∑n
i1=2
Θi1i1 .
Assume that (
5.5
5.5) is true for 2 ≤ k ≤ q−1. By using (122.14), compute the covariant
derivative on q-chern form:
∇iP q(Θ) = 1
q
q∑
j=1
(−1)j−1∇i(Θi2i1Θi3i2 · · ·Θi1ij )P q−j(Θ)
+
1
q
q∑
j=1
(−1)j−1Θi2i1Θi3i2 · · ·Θi1ij∇iP q−j(Θ). (5.8) 5.8
By using induction hypothesis on the second term of (
5.8
5.8), we get
1
q
q∑
j=1
(−1)j−1Θi2i1Θi3i2 · · ·Θi1ij∇iP q−j(Θ)
=
1
q
q∑
j=1
(−1)j−1Θi2i1 · · ·Θi1ij
q−j∑
ℓ=1
(−1)ℓ−1 1
ℓ
∇i(Θij+2ij+1 · · ·Θ
ij+1
ij+ℓ
)P q−j−ℓ(Θ)
=
1
q
q∑
ℓ=1
(−1)ℓ−1 1
ℓ
∇i(Θij+2ij+1 · · ·Θ
ij+1
ij+ℓ
)
q−ℓ∑
j=1
(−1)j−1Θi2i1 · · ·Θi1ijP q−j−ℓ(Θ)
=
1
q
q∑
ℓ=1
(−1)ℓ−1 q − ℓ
ℓ
∇i(Θi2i1 · · ·Θi1iℓ )P q−ℓ(Θ) (5.9) 5.9
By substituting (
5.9
5.9) back to (
5.8
5.8), we obtain (
5.5
5.5). 
Proof of Sublemm
sub5.1
5.1. Prove by induction. For q = 2, by using (
5.3
5.3), we get
X i∇iΘjj = X i∇jΘji = Xj∇iΘij.
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Assume that (
5.3
5.3) holds for k = 2, · · · , q − 1. By using (5.55.5), we compute
n∑
i1=2
X i1∇i1P q−1(Θ)−
q∑
j=2
n∑
i1,··· ,ij=2
(−1)jX i2∇i1(Θi3i2 · · ·Θi1ij )P q−j(Θ)
−
q∑
j=2
n∑
i1,··· ,ij=2
(−1)jX i2Θi3i2 · · ·Θi1ij∇i1P q−j(Θ)
=
q∑
j=2
n∑
i1,··· ,ij=2
(−1)j 1
j − 1X
i1∇i1(Θi3i2 · · ·Θi2ij )P q−j(Θ)
−
q∑
j=2
n∑
i1,··· ,ij=2
(−1)jX i2∇i1(Θi3i2 · · ·Θi1ij )P q−j(Θ)
−
q∑
j=2
n∑
i1,··· ,ij=2
(−1)jX i2Θi3i2 · · ·Θi1ij
q−j∑
ℓ=1
(−1)ℓ−1 1
ℓ
∇i1 (Θij+2ij+1 · · ·Θ
ij+1
ij+ℓ
)P q−j(Θ).
(5.10) 5.10
In fact, we have
∇i1
( n∑
i2,··· ,ij=2
Θi3i2 · · ·Θi2ij
)
= (j − 1)
n∑
i2,··· ,ij=2
(∇i1Θi3i2) · · ·Θi2ij , (5.11) 5.11
and
∇i1(Θi3i2 · · ·Θi1ij ) =
(∇i1Θi3i2)Θi4i3 · · ·Θi1ij +
j−1∑
k=3
Θi3i2 · · ·Θikik−1
(∇i1Θik+1ik ) · · ·Θi1ij
+Θi3i2 · · ·Θ
ij
ij−1
(∇i1Θi1ij ). (5.12) 5.111
Use (
5.11
5.11) in the first term on the right hand side of (
5.10
5.10) and use (
5.111
5.12) in the
second term of (
5.10
5.10). We get
n∑
i1,i2=2
X i1∇i1Θi2i2P q−2(Θ) +
q∑
j=3
n∑
i1,··· ,ij=2
(−1)jX i1(∇i1Θi3i2) · · ·Θi2ijP q−j
−
q∑
j=2
n∑
i1,··· ,ij=2
(−1)jX i2(∇i1Θi3i2) · · ·Θi1ijP q−j(Θ)
−
q∑
j=2
n∑
i1,··· ,ij=2
(−1)j
j−1∑
k=3
X i2Θi3i2 · · ·Θikik−1
(∇i1Θik+1ik ) · · ·Θi1ijP q−j(Θ)
−
q∑
j=2
n∑
i1,··· ,ij=2
(−1)jX i2Θi3i2 · · ·
(∇i1Θi1ij )P q−j(Θ)
−
q∑
j=2
n∑
i1,··· ,ij+ℓ=2
(−1)jX i2Θi3i2 · · ·Θi1ij
q−j∑
ℓ=1
(−1)ℓ+1(∇i1Θij+2ij+1) · · ·Θij+1ij+ℓP q−j(Θ).
(5.13) 5.12
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By using (
5.4
5.4) on the third term of (
5.12
5.13), the first three terms of (
5.12
5.13) are
cancelled out. Change the indices in the last term of (
5.12
5.13)
−
q∑
j=2
n∑
i1,··· ,ij+ℓ=2
(−1)jX i2Θi3i2 · · ·Θi1ij
q−j∑
ℓ=1
(−1)ℓ+1(∇i1Θij+2ij+1) · · ·Θij+1ij+ℓP q−j(Θ)
= −
q∑
j=2
n∑
i1,··· ,ij=2
j−1∑
k=3
(−1)j−1X i2Θi3i2 · · ·Θi1ik−1
(∇i1Θik+1ik ) · · ·ΘikijP q−j(Θ)
−
q∑
j=2
n∑
i1,··· ,ij=2
(−1)j−1X i2Θi3i2 · · ·Θi1ij−1
(∇i1Θijij)P q−j(Θ). (5.14) 5.13
By using (
5.4
5.4) in (
5.13
5.14), we obtain
−
q∑
j=2
n∑
i1,··· ,ij+ℓ=2
(−1)jX i2Θi3i2 · · ·Θi1ij
q−j∑
ℓ=1
(−1)ℓ+1(∇i1Θij+2ij+1) · · ·Θij+1ij+ℓP q−j(Θ)
=
q∑
j=2
n∑
i1,··· ,ij=2
j∑
k=3
(−1)j−1X i2Θi3i2 · · ·Θi1ik−1
(∇ikΘik+1i1 ) · · ·Θikij P q−j(Θ)
+
q∑
j=2
n∑
i1,··· ,ij=2
(−1)j−1X i2Θi3i2 · · ·Θi1ij
(∇ijΘiji1)P q−j(Θ). (5.15) 5.14
By substituting (
5.14
5.15) back to (
5.12
5.13), the last three terms on of (
5.12
5.13) are cancelled
out. Therefore, (
5.12
5.13) is equal to 0. 

By Lemma
lem5.1
5.1,we have∫
M
qP˜ q(∇X,Θ, · · · ,Θ) ∧ ωn−qM =
∫
M
div(Y) ∧ ωn−qM .
Theorem 5.1 (General divergence theorem). Given a holomorphic vector field with
(q − 1, q − 1)-valued form Y defined in Lemma lem5.15.1, we have∫
M
div(Y) ∧ ωn−qM =
∫
M
LY(ω
n−q) = 0.
Proof. Let Y˜ =
∑n
i1=2
∑q
j=2
∑n
i2,··· ,ij=2(−1)j−1X i2Θi3i2 · · ·Θi1ijP q−j(Θ)⊗ ∂∂zi1 . We
have Y =
∑n
i1=2
X i1P q−1(Θ)⊗ ∂
∂zi1
+ Y˜ . Compute
∫
M
LY˜ (ω
n−q)
= (n− q)
∫
M
n∑
i2,··· ,ij=2
(−1)j−1X i2Θi3i2 · · ·Θi1ij ∧ (g˜i1λ¯dz¯λ) ∧ P q−j(Θ) ∧ ωn−1−q.
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On Ka¨hler manifolds, we have
n∑
i1,λ=2
Θi1ij ∧ (g˜i1λ¯dz¯λ) =
√−1
2π
n∑
i1,α,β,λ=2
Rij λ¯αβ¯dzα ∧ dz¯β ∧ dz¯λ
=
√−1
2π
n∑
i1,α,β,λ=2
Rij β¯αλ¯dzα ∧ dz¯β ∧ dz¯λ = 0.
Therefore, we obtain
∫
M
LY˜ (ω
n−q) = 0. By the linearity of vector addition and
(
2.63
2.82), we have ∫
M
LY (ω
n−q) =
∫
M
LP q−1(Θ)⊗X(ω
n−q)
=
∫
M
P q−1(Θ) ∧ LX(ωn−q)
=
∫
M
LX(P
q−1(Θ) ∧ ωn−q). (5.16) 5.15
By (
5.15
5.16), Lemma
lem5.1
5.1 and Lemma
lem2.7
2.7, we obtain∫
M
LY (ω
n−q) =
∫
M
LX(P
q−1(Θ) ∧ ωn−q)
= q
∫
M
P˜ q(∇X,Θ, · · · ,Θ) ∧ ωn−q
=
∫
M
div(Y ) ∧ ωn−q
= 0.

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