We investigated the impact of below-ground and above-ground environmental heterogeneity on the ecology and evolution of a natural plant-pathogen interaction.
Introduction Turesson (1922) and Clausen et al. (1940) classic transplant experiments inspired a large number of studies that demonstrated plant and animal adaptation to their local abiotic environment (Bradshaw, 1952 (Bradshaw, , 1984 Linhart & Grant, 1996) . Such adaptive processes may also have pronounced consequences for ecological dynamics (Ford, 1975) , a view that has recently received increasing empirical support (Schoener, 2011) . However, despite the realization that ecology and evolution can be strongly intertwined, we still lack fundamental insights into how environmental heterogeneity might affect the ecoevolutionary dynamics between species, especially in natural systems. From an ecological perspective, the outcome of species interactions can be strongly mediated by the abiotic and biotic environment (Chamberlain et al., 2014) . Such environmental mediation of interaction outcomes then provides the blueprint for spatial and temporal variation in evolutionary and coevolutionary dynamics (Thompson, 2005) , which may feed back to further shape the ecology of species interactions. For example, with respect to host-parasite interactions, theoretical studies have demonstrated that the environment may affect coevolutionary trajectories and promote the long-term maintenance of variation in resistance and infectivity (Gavrilets & Michalakis, 2008; Mostowy & Engelst€ adter, 2011; Tellier & Brown, 2011; Poisot et al., 2012) .
Pathologists have long realized that the environment (Pasteur et al., 1878) , host genotype (Biffen, 1905) , parasite genotype (Barrus, 1911) and their interactions (Flor, 1956; McNew, 1960; Wolinska & King, 2009 ) jointly determine the outcome of hostparasite interactions. More recently, there is increasing evidence for geographical variation in coevolutionary dynamics and patterns of local adaptation (Thompson, 2005 (Thompson, , 2013 . Microcosm (Forde et al., 2004; Vogwill et al., 2009; Lopez Pascua et al., 2012) and field studies (Laine, 2006 (Laine, , 2008 have assessed how a range of ecologically relevant variables such as local encounter rates, productivity and temperature might drive spatial variation in coevolutionary dynamics and strengthen patterns of local adaptation. Nonetheless, several critical gaps in our knowledge remain. First, the majority of studies have focused on aboveground spatial heterogeneity. Given widespread documentation of spatial variation in soil abiotic and biotic conditions (Ettema & Wardle, 2002; Tedersoo et al., 2014) , there is a need to investigate how below-ground heterogeneity affects above-ground species interactions (Bonte et al., 2010; Fones et al., 2010) . Secondly, identifying the environmental factors shaping species interactions in natural studies remains a challenge, as species exist within a complex and changing set of environmental conditions. Ultimately, we need to assess spatiotemporal variation in environmental conditions, as well as their direct and interactive effects on the ecology and evolution of species interactions.
Using the flax rust (Melampsora lini)-wild flax (Linum marginale) system, we have previously demonstrated rapid coevolutionary dynamics and strong pathogen adaptation at the host ecotype level . In this study, we use an inoculation experiment to assess the contribution of (nonhost) environmental variation in shaping infection outcomes and evolutionary divergence. More specifically, we aim to determine the impact of natural environmental variation on infection outcomes and evolutionary dynamics of L. marginale and its specialized rust pathogen M. lini across two distinct habitat types ('bogs' and 'hills') , which frequently occur in close proximity within the subalpine region in southeastern Australia. Following an initial assessment of environmental factors, we identified that soil moisture and soil microbial community structure showed the most pronounced differences among the habitat types. We then used these key factors in a multifactorial crossinoculation experiment to investigate how environmental differentiation among habitat types might affect infection outcomes and coevolutionary trajectories. Our findings demonstrate the key role of the environment in the outcome of ecological interactions and the maintenance of variation in resistance and pathogenicity in host and parasite associations.
Materials and Methods

Study system
The native flax Linum marginale Cunn. is a perennial herbaceous plant growing throughout southern Australia. Within the Kosciuszko National Park in southern New South Wales, the plant mainly grows in montane areas and subalpine frost hollows. In these areas, flax grows as two distinct ecotypes: a hill ecotype that is found on well-drained hill sites and a bog ecotype that occurs in boggy areas and along stream courses (Carlsson-Gran er et al., 1999) . Morphologically, plants from the two habitat types can be distinguished by their overall size, the number of basal shoots produced, and the length and adherence of sepals to buds and capsules (Carlsson-Gran er et al., 1999) .
The flax rust Melampsora lini (Ehrenb.) L ev. is an obligate fungal pathogen that, in Australia, is a specialist on L. marginale (Lawrence, 1989; Lawrence & Burdon, 1989) . Spores are winddispersed, and when infection is successful, the first symptoms can be detected by highly localized light-green flecks on the leaves, which turn into orange-coloured lesions (uredinia or pustules) in which urediniospores are produced asexually. This part of the life cycle takes c. 12-14 d during the peak growing season, and multiple pathogen generations take place during a season. In contrast to the lowlands, the sexual cycle has not been observed in montane areas like Kosciuszko National Park. Hence, the pathogen overwinters on sporadic green leaves on which a few uredinia may survive during winter when the majority of plants die back to their root stocks ).
Significant genetic divergence and fixed allelic differences have been documented between the host plants originating from the bog and hill habitat types (Thrall et al., 2001) . It has also been shown that there is extensive among-habitat phenotypic (Carlsson-Gran er et al., 1999; Thrall et al., 2001 ) and genetic differentiation for the pathogen. We therefore refer to plant lines and pathogen strains from the two habitat types as 'ecotypes'. Previous studies on the wild flax-flax rust system have documented considerable variability in the incidence and severity of epidemics across populations and years, with high amounts of disease reducing host survival . Furthermore, marked differences within and among populations within and among years in pathogen infectivity and host resistance (Burdon & Thompson, 1995; Thrall et al., 2001) are associated with strong local adaptation of the pathogen to its local host ecotype and rapid coevolutionary dynamics .
Study sites
For this study, we focused on the same eight populations of L. marginale used by Laine et al. (2014; Fig. 1) . Four of these populations (CBL_H, CEM, G3 and SH2) occurred in characteristic hill habitat, whereas the other four (CBL_B, G2, P1, PS) occurred in typical bog habitats. To account for spatial variation, each habitat type was represented within distinct areas (separated by > 10 km) within the Kosciuszko region (Fig. 1) .
Identification of key environmental differences among the habitat types
We first identified the key environmental factors that differed among the habitat types. For this, we assessed soil moisture, ambient temperature, soil chemistry, and soil microbial biota.
Soil moisture In each of the eight plant populations, we randomly collected five 10-cm-deep soil cores with field weights between 30 and 80 g into plastic bags, which were then sealed. Collections were made at two time points: at the onset of epidemics on 14 December 2009 and again during the peak of epidemics on 11 January 2010. Percentage soil moisture was determined by weighing the soil core mass before and after drying in an oven at 65°C for 24 h.
Ambient temperature Temperature loggers (HOBO Pendant
®
Temperature/Alarm Data Logger 8K -UA-001-08; Onset Computer Corp., Bourne, MA, USA) were placed at the study sites between 12 January and 23 March 2010. The loggers measured temperature every 30 min and were placed 25 cm above the ground to measure temperature similar to that experienced by Linum plants and developing rust infections. At site CBL-B the logger was stolen halfway through the growing season, and hence temperature data are available for the remaining seven sites only.
Soil chemistry To test for differences in soil abiotic conditions between the habitat types, we analysed a single pooled soil sample for each of the eight populations. Each pooled soil sample consisted of three 10-cm-deep soil cores taken from random locations within each of the respective populations. Samples were collected on 25 February 2010, and following air-drying and homogenization of the cores from each population, they were analysed by Incitec Pivot Ltd, Southbank, Australia (based on 500 g samples) for pH, electric conductivity, organic carbon, soil texture, nitrate, phosphorus, potassium, calcium, magnesium, sodium, aluminium, chloride, copper, iron, manganese, zinc and sulphate (Supporting information Table S1 ).
Biotic component of the soil Soil community composition (bacteria and fungi) at the bog and hill sites was assessed using terminal restriction fragment length polymorphism (T-RFLP). T-RFLP is a polymerase chain reaction-based community fingerprinting method that is commonly used for comparative microbial community analyses (Van Dorst et al., 2014) . The method assumes that individual terminal restriction fragment lengths are representative of unique operational taxonomic units (OTUs) present within the sampled community.
DNA was extracted in duplicate from 0.25 g aliquots of soil and pooled, using a Power Soil DNA Isolation kit (Mo Bio Laboratories Inc., Solana Beach, CA, USA) according to the manufacturer's instructions and quantified spectrophotometrically (NanoDrop ND-1000; Thermo Scientific, Wilmington, DE, USA). Multiplex T-RFLP targeting bacteria and fungi was performed using primers 27f-519r (bacteria) and ITS1f-ITS4r (fungi) as described in Singh et al. (2006) . Each 50 ll PCR reaction contained c. 10 ng template, and was completed with Platinum Taq DNA polymerase (Invitrogen) according to the manufacturer's instructions: 1.5 mM MgCl 2 , 0.2 mM each highperformance liquid chromatography-purified primer, 19 PCR buffer, 1 U of Taq DNA polymerase, and 50 lM of each dNTP (Promega). PCR comprised one cycle of 94°C for 3 min; 30 cycles of 94°C for 30 s, 55°C for 30 s, and 72°C for 60 s; and a final extension step of 72°C for 10 min. Triplicate PCRs were pooled, isopropanol-precipitated, quantified as described, and 70 ng digested independently with the restriction endonucleases MspI, AliI and HinfI. Digests were isopropanol-precipitated, resuspended in 10 ll formamide containing LIZ600 size standard (Applied Biosystems, Foster City, CA, USA), denatured at 95°C (3 min) and separated by capillary electrophoresis (Abi Prism 3130xl Genetic 110 Analyzer; Applied Biosystems). T-RFLP profiles were first checked for stable baselines, voltage and calibration, and peaks in the range 50-500 bp. Absolute peak areas were initially determined with GeneMapper software v4.0 (Applied Biosystems) using a minimum peak height of five fluorescence units. Final minimum peak height threshold was determined with the T-REX T-RFLP online analysis tool (http://trex.bio hpc.org/; Culman et al., 2009) , removing peaks with heights less than twice the SD computed over all peaks. Data comprising the area of these 'true' peaks were exported for conversion to sampleby-fragment tables and subsequently to sample-by-binned-OTU tables by the custom R script 'interactive binner' (Ramette, 2009 ) using a relative fluorescence intensity (RFI) cutoff of 0.09%, a window size of 1 and a shift size of 0.1. T-RFLP profiles were finally analysed as relative abundance (RFI) after being fourthroot-transformed.
Statistical analyses
We first investigated differences in abiotic conditions among the two habitat types. We modelled log-transformed soil moisture as a function of the fixed variables 'habitat type' and 'date' (including the interaction), and specified a compound symmetric covariance structure for the subject 'population' (nested under 'habitat type') to account for sampling the same populations twice. To analyse differences in ambient temperature among the two habitat types, we first calculated the average, minimum and maximum daily temperatures for each population (n = 71 d). We then modelled each response variable as a function of the fixed factors 'habitat type' and 'day' (including the interaction), and specified the first-order autoregressive covariance structure for the subject 'population' (nested under 'habitat type') to account for repeatedly sampling the same populations through time. To derive the degrees of freedom we used the KenwardRoger adjustment (Littell et al., 2006) . Repeated-measures analyses were implemented in SAS 9.3. Soil abiotic characteristics were analysed using linear discriminant analysis (function lda in package vegan in R 2.15.1) (R Core Team, 2012; Oksanen et al., 2013) , where we reduced the initial set of soil variables using variance inflation factors following Neter et al. (1996) with a threshold of five. Significance was evaluated using a chi-squared test on a contingency table with the number of correct and incorrect predictions for each habitat type using jackknife-based classification (Borcard et al., 2011) . Multivariate analyses of the microbial soil community were conducted on Bray-Curtis similarities calculated from relative abundance data. The multivariate approach used in this study was similar to that advocated by Clarke & Warwick (2001) , namely the following steps: a visual representation of the community, for which we employed nonmetric multidimensional scaling (nMDS) (Clarke, 1993) on three axes; and discrimination of samples using significance testing. The effect of 'treatment' (bog or hill) on community structure was tested with one-way analysis of similarity (ANOSIM) (Clarke, 1993) using PRIMER v6 (http://www.primer-e.com/).
Environmental differentiation among habitat types Soil moisture was significantly higher in bog than in hill populations ( Fig. 2a ; F 1,6 = 15.59, P = 0.008). While we detected no difference in soil moisture content between the sample dates (F 1,70 = 0.16, P = 0.89), there was some evidence of an interaction between sampling date and habitat type ( Fig. 2a ; F 1,70 = 8.78, P = 0.004). In contrast to soil moisture, the mean, minimum and maximum daily temperatures varied strongly 
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New Phytologist among days (P < 0.001 for all three response variables), but did not vary among habitat types (P > 0.05 for all three response variables). Likewise, temporal changes in temperature did not differ among the habitat types (interaction among 'habitat type' and 'day'; P > 0.8 for all three response variables).
The structure of the abiotic soil environment did not differ significantly between bog and hill sites (X 1 2 = 0.5, P = 0.48). When testing differences in individual compounds, potassium (hill > bog), and to a lesser extent sodium (hill < bog), differed significantly among the two habitat types (F 1,6 = 17.68, P = 0.006 and F 1,6 = 7.74, P = 0.03, respectively). The bog and hill sites contained distinct bacterial communities (Fig. 2b , ANOSIM Rho = 0.26, P < 0.001), but such a clear distinction was not found for soil fungal communities (Fig. 2c , ANOSIM Rho = 0.09, P = 0.10).
Large-scale inoculation experiment
Origin of host plant lines and pathogen isolates and experimental design For the L. marginale-M. lini study system we have recently shown strong patterns of pathogen local adaptation (measured as infectivity) among the ecotypes . However, how abiotic and biotic nonhost variables might affect infection outcomes and evolutionary dynamics has not yet been investigated. We therefore investigated the potential for the hostpathogen interaction to be modified by the environmental variables that were most clearly differentiated among bog and hill sites. To do this, we selected plant lines and rust pathogen isolates from three bog and four hill populations ( Fig. 1 ; see also Laine et al., 2014) . Seed was collected directly from individual plants in the field, noting that the low amount of outcrossing in mountain populations of L. marginale (≤ 3%; Burdon et al., 1999) ensured relative within-line uniformity. Owing to limited seed set in some plant lines, we deviated from a fully reciprocal cross-inoculation design. Instead, we reciprocally inoculated seven plant lines with seven pathogen isolates (one randomly selected plant line and pathogen isolate from each of three bog and four hill populations) and repeated this for three sets of plant lines and pathogen isolates (Table S2 ). This design amounted to 147 plant line 9 pathogen strain combinations. Each combination of plant lines and pathogen strains was tested in four experimental treatments (see the following section), resulting in a total of 588 pairwise inoculations. Seeds were missing or did not germinate for 44 plants, and an additional three plants died during the experiment (see Table S2 ).
Experimental treatments The key environmental differences among the bog and hill habitat types were soil moisture and soil bacterial community structure (Fig. 2) , and we therefore manipulated the watering regime and the soil community in a multifactorial design.
Soil was collected from each of the four bog and four hill sites. Soils from each ecotype were then bulked and homogenized to form a single representative bog or hill soil. Seeds from each plant line were grown in cylindrical tubes (diameter = 8 cm, depth = 15 cm; c. 700 ml of soil). For the glasshouse experiment, pots were two-thirds filled with a 1 : 1 sterilized vermiculite : sand mixture. For each pot, 50 g of either a bog or hill soil was layered over this mixture and then covered with the vermiculite : sand mixture to within 1 cm from the top. The multifactorial design consisted of four experimental treatments: high moisture and soil biota from the bog habitat type; high moisture and soil biota from the hill habitat type; low moisture and bog soil biota; and low moisture and hill soil biota. To mimic natural variation in moisture between bog and hill soils, we established different watering regimes: in the high-moisture treatment (representing the bog sites) plants were watered daily with 100 ml, whereas plants in the dry treatment were watered twice a wk with 20 ml.
Eight weeks after planting, plants were inoculated with isolates of M. lini in a settling tower (10 plants per tower; 10 mg of rust spores mixed with 10 parts of talc per inoculation) according to the inoculation matrix (Table S2) .
Measured responses variables
As life-history stages may be differentially affected by environmental conditions, we measured multiple plant and pathogen life-history traits. From day 6 (postinoculation) onwards we checked plants daily for the first appearance of flecking (representing the first visible stage in pustule formation and henceforth referred to as the 'incubation period') and the appearance of orange-coloured pustules (representing the first possible time point at which pathogen transmission could occur, and henceforth referred to as the 'latent period'). At 12 d postinoculation we scored pathogen infection type using a categorical scoring system with five classes: (1) fully susceptible [S]: large full-sized sporulating pustules (uredinia) on all leaves; (2) partial resistance [P 2 ]: large full-sized sporulating pustules on the younger leaves, grading down to no pustules on the oldest leaves; (3) partial resistance [P 3 ]: large full-sized pustules on only the youngest one or two leaves; (4) partial resistance [P 4 ]: no sporulation, but with necrotic flecks on older leaves; (5) fully resistant [R] : no macroscopic evidence of infection. A frequently observed phenomenon was leaf drop, particularly after the initiation of disease (leaf drop occurred in roughly half of the inoculations). This was recorded as a binary variable (0, no leaf abscission; 1, leaf abscission).
Analysis We used the framework of generalized linear mixed models (GLMMs) to analyse the data in SAS 9.3 (Littell et al., 2006) . To investigate the role of genotype and environment in pathogen performance and plant resistance, we analysed each of the response variables as a function of 'host ecotype', 'pathogen ecotype', 'soil humidity', 'soil biota' and their two-, three-and four-way interactions. To account for variation among host and pathogen populations, we included the random factors 'host population' and 'pathogen population' (nested within host and pathogen ecotype, respectively). Likewise, we included the random factors 'plant line' and 'pathogen genotype' (nested within host and pathogen population, respectively) to account for variation among plant lines and pathogen strains from the same population.
To determine the factors with a significant impact on the observed response, we reduced each maximal GLMM to a minimum adequate GLMM by sequentially removing nonsignificant fixed factors (P > 0.10) from the model using backward selection (Crawley, 2012) .
Results
The impact of plant and pathogen ecotype and environmental variation on host resistance and pathogen performance
The expression of resistance strongly differed among plant ecotypes, with the majority of hill plants expressing partial resistance (Figs 3a, 4a ; Tables 1, S3 ). By contrast, the bog plants were fully susceptible (S) to roughly half of the pathogen strains (Figs 3a, 4a) . When accounting for the habitat of origin of both the plant and the pathogen, it further becomes apparent that bog pathogens induce higher partial resistance in hill plants (mostly P 3 ), whereas hill pathogens induce relatively low partial resistance in hill plants (mostly P 2 ; Fig. 3b ). As a result, the average resistance score was affected by the interaction between plant and pathogen genotype (Table 1) . Notably, full resistance (R) was nearly absent and occurred in only a few nonnative host-pathogen interactions (Fig. 3b) . As shown in earlier studies , hill pathogens induced the least resistance in their local plant ecotype (Fig. 4b) . However, bog pathogens and hill pathogens performed equally well on plants from the bog ecotype (Fig. 4b) .
Pathogens from the hill ecotype induced higher resistance responses when plants were grown in low soil moisture ( Fig. 4c ; Table 1 ). Leaf abscission in response to pathogen infection took place in roughly half of the inoculations and occurred much more frequently on hill ecotype plants ( Fig. 4d; Table 1 ). Leaf abscission was closely related to the degree of plant resistance: leaf abscission was nearly absent when plants were either fully susceptible or resistant (< 1%), but increased with partial resistance of the plant (P 2 , 60.2%; P 3 , 69.8%; P 4 , 87.5%). The incidence of leaf abscission was also strongly affected by the interaction between plant and pathogen ecotype; leaf abscission occurred in > 90% of the encounters between bog pathogens and hill plants, whereas hill pathogens induced leaf abscission on < 60% of the hill plants ( Fig. 4d; Table 1 ). Leaf abscission was somewhat lower when plants were grown in soil inoculated with soil biota from the hill ecotype ( Fig. 4e ; Table 1 ).
The incubation period (time to appearance of first disease symptoms) was affected by the interaction between plant and pathogen ecotype. The incubation period was shortest for bog pathogens infecting bog plants, whereas hill pathogens developed at the same pace regardless of plant ecotype ( Fig. 4f; Table 1 ). Incubation period was also affected by the interaction between pathogen ecotype and soil moisture, with hill pathogens developing relatively slowly on plants growing in low soil moisture ( Fig. 4g ; Table 1 ). Latent period (time to when disease transmission could first occur) was weakly affected by the interaction between plant and pathogen genotype ( Fig. 4h; Table 1 ) and further affected by a three-way interaction among pathogen ecotype, soil biota and soil moisture ( Fig. 4i; Table 1) . Notably, the latent period was relatively long for bog pathogens in their sympatric (local) environmental conditions (Fig. 4i) . Finally, there was a trend for pathogen ecotype to affect the number of days between the first flecking and pustule eruption ( Fig. 4j; Table 1 ). Overall, the majority of quantitative life-history traits were affected by the interaction between host and pathogen ecotype. Moreover, several of the traits were affected by the interaction between pathogen ecotype and the environment; by contrast, host ecotype did not interact with the environment to shape infection outcomes.
Discussion
Previous work on the Linum-Melampsora interaction has shown strong local adaptation between adjacent habitat types (bogs and hills) occurring within a natural metapopulation . These findings beg the question of what factors might maintain such strong differentiation at these local spatial scales. Here we used an experimental approach to explicitly investigate the potential for environmental heterogeneity to impact on the ecology of the interaction. We first showed that bog and hill habitat types were clearly differentiated with respect to soil moisture and soil biota. We then manipulated these belowground environmental factors in a multifactorial cross-inoculation experiment. Our findings highlight that environmental heterogeneity -here in the form of two distinct habitat types frequently occurring in close proximity -can drive ecological interactions and spatial divergence in resistance and aggressiveness, thereby maintaining genetic variation in interaction traits within a natural host-pathogen metapopulation.
The impact of genetic differentiation and environmental variation on infection outcomes
While interactions between plant and pathogen genotypes have been a major focus of research since the seminal studies of Flor Thompson & Burdon, 1992) , our results indicate that the direct impact of the environment and genotype 9 environment (G 9 E) interactions are also important predictors of infection outcomes. Moreover, the existence of E 9 E and G 9 E 9 E interactions illustrate the need for multifactorial designs to understand variation in pathogen performance and how it might relate to patterns of local adaptation. Interestingly, while G path 9 E interactions were common, the host genotype did not interact with the environment; however, future research in this and other pathosystems involving a Shown are (back-transformed) least-squares means and + SE; significant pairwise differences within each ecotype (as indicated on the x-axis) or among main factors (a, e, j) are indicated: *, P < 0.05; **, P < 0.01. 
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New Phytologist range of environmental factors is needed to assess the generality of this phenomenon. Overall, these results provide evidence that G 9 E interactions are not merely an interesting laboratory phenomenon, but have high ecological relevance in natural systems. By contrast, we did not detect G 9 G 9 E interactions, even though our design had enough resolution to detect those. Interestingly, the low amount of variation explained by G 9 G 9 E interactions is supported by the few studies currently available in wild host-parasite systems (Laine, 2007; Hall & Ebert, 2012) . If this turns out to be a general rule, it has pronounced implications for theoretical modelling, which increasingly assumes the existence of spatially or temporally variable G 9 G interactions (e.g. Gavrilets & Michalakis, 2008; Mostowy & Engelst€ adter, 2011) .
While many studies only measure a single pathogen trait, our data highlight that the impact of environmental and genetic variation differs strikingly among plant and pathogen life-history traits. In particular, infectivity was not affected by the environment. This mirrors comparable findings in both plant and animal pathosystems that infectivity may be relatively insensitive to G 9 E interactions (Laine, 2007; Duneau et al., 2011) . The traditional focus on this qualitative trait (infectivity) could then have relegated G 9 E interactions as minor drivers of host-parasite interactions. By contrast, all quantitative traits were affected by the environment, even though the relevant environmental factor(s) varied among the life-history stages.
The impact of environmental heterogeneity on (co)evolutionary dynamics Despite the potential for strong gene flow to occur among populations belonging to different habitat types, especially for an aerially dispersed rust pathogen such as M. lini, we found clear environmentally driven differentiation in interaction traits among plant and pathogen populations from the two habitat types. Some traits were clearly adaptive for the pathogen, where hill pathogens were more infective and induced less leaf abscission on the hill plants than the bog pathogens. The adaptation of hill pathogens to their local plants may be driven by strong selection pressures as a result of higher average plant resistance in hill populations; by contrast, the low resistance of bog pathogens may preclude strong natural selection. The high leaf drop of the hill plants may have evolved as a means of getting rid of infection that disrupts the plant cuticle and makes plants more vulnerable to water loss, which is probably more of a problem in the drier hill habitat. However, despite spatial consistency in the impact of the environment on the host-parasite interaction, the adaptive nature of specific plant and pathogen responses to local environmental conditions was not always apparent: why would plants in the bog environment not evolve higher resistance? Why do hill pathogens induce higher resistance and develop more slowly in their native (low) moisture conditions? Why do bog pathogens develop relatively slowly in their local environmental conditions? These results illustrate the notion that coevolutionary dynamics may result in adaptive mismatches, or natural selection -in this case, in response to the below-ground abiotic and biotic environment -can be evolutionarily constrained (Dargent et al., 2013; Garland, 2014) .
Based on previous studies within the same and related pathosystems, we postulate that tradeoffs and limited gene flow play a key role in explaining the distinct coevolutionary dynamics among the two habitat types. Carlsson-Gran er et al. (1999) demonstrated very low survival of hill plants in the bog habitat in a 2 yr transplant experiment and that reciprocal crosses between bog and hill host lines were far less successful when the bog plant was the maternal parent. This supports the idea that a tradeoff between high amounts of resistance and survival in the bog habitat, as well as reduced offspring survival, may select against the introgression of resistance genes from hill populations into those growing in bogs and supports the role of the environment as a potential driving force for the large spatial and temporal variation in resistance within and among host species (Laine et al., 2011; Tack et al., 2012) . Equally, the high amount of resistance and leaf abscission of the hill plants in response to the bog pathogen will reduce pathogen gene flow from the bog to the hill habitat, whereas a tradeoff between high infectivity and spore production (Thrall & Burdon, 2003) could prevent pathogen migration from the hill to the bog habitat. The rapid purging of immigrant pathogen genotypes is further supported by the absence of full resistance in local host-parasite interactions, whereas full resistance was detected in a few cross-ecotype inoculations. Overall, these results shed light on how spatial divergence in host resistance and pathogen aggressiveness can persist in the face of high dispersal rates among habitat types that can be as close as several hundred metres. Further, a positive relationship between developmental time and pustule spore load may explain the slower development of pathogen strains in their local environment. Given the omnipresence of tradeoffs and evolutionary constraints in host-parasite systems (Laine & Barr es, 2013; Susi & Laine, 2013; Bruns et al., 2014) , we argue that the apparent inconsistency in adaptive signals across qualitative and quantitative infection traits will be mirrored in the majority of host-parasite systems. This is evidenced by an emerging number of local adaptation studies measuring a range of life-history traits (Lemoine et al., 2012; Tack et al., 2014) .
Providing a feedback between ecology and evolution, environmentally mediated spatial evolutionary divergence in resistance could, in turn, affect epidemiological dynamics: thus susceptible bog populations sustain higher amounts of infection than the more resistant hill populations .
Below-ground drivers of host-parasite dynamics
Studies of evolutionary responses of single species to belowground heterogeneity -in particular of plants to serpentine and heavy-metal soils -have provided some of the most convincing examples of rapid evolution and local adaptation (Bradshaw, 1952 (Bradshaw, , 1984 Brady et al., 2005) . Our study demonstrates that below-ground abiotic and biotic heterogeneity may also drive the ecological outcome of above-ground species interactions and thereby exert selection pressures on those interactions. Illustrating the evolutionary potential of pathogens in response to the soil environment, Fones et al. (2010) showed that naturally colonizing bacteria growing on hyperaccumulating Noccea caerulans had a higher zinc tolerance than bacteria isolated from nonaccumulating plants, suggesting local adaptation of the bacteria to high metal concentrations. As another example, a recent artificial selection experiment by Bonte et al. (2010) demonstrated that spider mites may adapt to plants interacting with either mycorrhizal fungi or nematodes (as compared with control plants) within the relatively short time span of 15 spider mite generations.
Conclusion
Overall, our study highlights the fact that environmental heterogeneity has the potential to shape the outcome of species interactions and spatial divergence in interaction traits despite the potential for frequent dispersal among neighbouring populations. While environmental heterogeneity has previously been identified as a key determinant of species diversity (Stein et al., 2014) , we show here that environmental heterogeneity can also maintain variation at the genetic level relevant for species interactions. The high degree of environmental heterogeneity in natural settingsas compared with agricultural fields -might then provide at least a partial explanation for the classic observation that genetic variation in natural pathosystems is higher in natural than in agricultural systems (Burdon, 1987; Tack et al., 2012) . Although we did not detect G 9 G 9 E interactions, the general importance of a complex set of G 9 E interactions matches the framework of the geographic mosaic of coevolution, which emphasizes that environmental heterogeneity plays a major role in the ecology and evolution of species interactions across spatial scales (Thompson, 2005) . Importantly, below-ground variation in the abiotic and biotic environment is likely to represent a major but unrecognized ecological and evolutionary force in natural communities and contribute to the long-term maintenance of variation in resistance and pathogenicity.
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