u q log(u q ). Here coefficient λ ≥ 0 is the tradeoff parameter for controlling the contribution of the regularization term.
Given U , (1) degenerates to the following objective function:
Thus we minimize J(H, β) with respect to H and β. To solve the constrained optimization problem (2), we adopt the multiplicative update rules [3, 4] . Let ϕ i,z be the Lagrange multiplier for constraint h i,z ≥ 0, and Φ = (ϕ i,z ). The Lagrange function L is:
We can find the gradient of the Lagrange function L (H, β, Φ) with respect to h i,l and β l :
and
Since the estimators of h i,l and β l need to satisfy ∇ h i,l L = 0 and ∇ β l L = 0, we can obtain:
According to the Karush-Kuhn-Tucker (KKT) conditions [2] , ϕ i,l h i,l = 0, we obtain the following equation for h i,l :
Therefore, we obtain the updating rule for h i,l :
Through Equation (5), we obtain the updating rule for β l :
By the multiplicative update rules, if we initialize h i,z with nonnegative value, the value of h i,z will remain nonnegative. After an update of H and β, we fix their values, and (1) degenerates to the following constrained optimization problem:
We use the Lagrangian multiplier technique to solve the following unconstrained minimization problem:
Here γ is the Lagrangian multiplier for constrain ∑ np q=1 u q = 1. To find the minimizer of L(U, γ), we vanish the gradients in all variables. Thus:
From (12), we have
Substituting (14) into (13), we get
By initializing H randomly and updating H, β and U iteratively according to Equations (8), (9) and (15) respectively, we can obtain the solution to the Bayesian NMF-based weighted Ensemble Clustering (1).
