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ABSTRAK 
Obat merupakan komponen penting di bidang kesehatan. Salah 
satu sarana kesehatan adalah apotek. Persediaan obat di apotek 
harus selalu terjaga. Optimalisasi permintaan obat dapat dibantu 
menggunakan metode peramalan. Namun jenis obat di apotek 
sangat banyak dan tidak mungkin untuk diramalkan satu persatu, 
sehingga diperlukan pengelompokan menggunakan cluster time 
series untuk selanjutnya dilakukan peramalan menggunakan 
neural network. Pengelompokan didasarkan pada visualisasi 
dendogram menggunakan jarak autocorrelation. Identifikasi 
neural network dilakukan pada tiap anggota cluster sebanyak 10 
kali training dengan membandingkan antara 1 h ingga 5 neuron 
menggunakan metode feedforward. Tiap cluster dilakukan 
peramalan dengan input, neuron dan bobot paling optimum yang 
dilihat dari nilai RMSE terkecil. Data yang digunakan adalah 
permintaan obat dari bulan Maret 2015 hingga April 2016. Jenis 
obat yang digunakan sebanyak 7888 jenis dan di reduksi menjadi 
130 jenis. Pembuatan sistem informasi diperlukan agar 
kedepannya pihak apotek dapat melakukan peramalan sendiri. 
 
Kata kunci : Obat, Cluster Time Series, Dendogram, Neural 
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ABSTRACT 
Medicine is one of the most important components the health 
sector. One of the medical facilities in the society is a pharmacy. 
Supplies of medications in pharmacies must always be maintained 
to fulfill the needs of society. Optimization of medicine demand can 
be helped by using forecasting methods. But the type of medicine 
at the pharmacy it very much and impossible to predict one by one, 
so it requires grouping by using cluster time series. A grouping is 
based on visualization dendogram and using autocorrelation 
based distance. Identification of the neural network performed at 
every cluster member as many as 10 times the training by 
comparing between 1 to 5 neurons using feedforward method. 
Every cluster performed forecasting with input neurons and the 
most optimum weights were seen from the smallest RMSE value. 
The data used is the demand for medicine from March 2015 until 
April 2016. Kind of medicine used is 7888 types and reduced to 
130 types. Information systems need to be made, so that in the 
future the pharmacy can do their own forecasting. 
 
Keyword  : Medicine, Cluster Time Series, Dendogram, Neural 
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1.1 Latar Belakang 
Obat merupakan salah satu komponen terpenting dalam 
bidang kesehatan. Obat sendiri terbentuk dari suatu zat kimiawi, 
hewani, atau nabati yang dalam dosis tertentu mampu 
menyembuhkan, meringankan dan mencegah penyakit yang akan 
masuk ke dalam tubuh kita (Anief, 1991). Salah satu tempat 
penyedia obat adalah apotek K24. Apotek juga merupakan tempat 
di mana terjadi jual beli obat. Selain itu apotek juga meramu dan 
mengemas beberapa jenis obat. Sebagai sarana kesehatan apotek 
perlu mengutamakan kepentingan masyarakat yaitu dengan cara 
menyediakan obat dengan mutu terbaik. Dalam melakukan 
penyediaan obat terkadang ada terjadi kekurangan, maka dari itu 
apotek perlu melakukan prediksi obat apa saja yang kemungkinan 
besar akan dipakai pada kurun waktu tertentu. Sehingga stok obat 
pun sebisa mungkin jangan sampai lebih sedikit daripada 
permintaan pasar. Salah satu cara mengatasinya adalah dengan 
memprediksi seberapa besar kebutuhan obat di apotek tersebut, 
sehingga diperlukan sebuah analisis peramalan untuk 
mengetahuinya. 
Peramalan adalah sebuah metode statistika yang digunakan 
untuk memprediksi nilai-nilai sebuah variabel berdasarkan nilai 
dari variabel tersebut atau variabel yang berhubungan. Meramal 
juga dapat didasarkan pada data historis dan pengalaman 
(Makridakis, 1999). Metode peramalan terbagi menjadi beberapa 
macam tergantung bagaimana metode tersebut dibutuhkan. Untuk 
jangka waktunya, peramalan terbagi menjadi 3 yaitu jangka pendek 
untuk kurun waktu kurang dari 3 bulan. Jangka menengah untuk 
kurun waktu antara 3 bulan hingga 4 tahun dan jangka panjang 
untuk kurun waktu lebih dari 3 tahun (Heizer and Render, 1996). 
Pada penelitian ini nantinya akan digunakan peramalan time series 
karena data yang digunakan berhubungan dengan deret waktu. 
Salah satu peramalan yang sering digunakan adalah neural 
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network. Sebelum dilakukan peramalan, data di kelompokkan 
terlebih dahulu dengan metode cluster time series. 
Clustering merupakan proses pengelompokan objek 
berdasarkan informasi dari data dengan tujuan untuk 
memaksimalkan kesamaan antar anggota dan meminimumkan 
kesamaan antar cluster (Han, 2006). Cluster yang digunakan pada 
penelitian ini yaitu cluster time series dimana cluster ini berfungsi 
untuk mengelompokkan data kurun waktu. Metode ukuran 
kesamaan dalam cluster time series salah satunya adalah 
autocorrelation based distance. Metode ini melihat kesamaan dari 
korelasi antar lag ke-t. Referensi yang digunakan adalah jurnal 
‘Data Mining Peramalan Konsumsi Listrik dengan Pendekatan 
Cluster Time Series sebagai Preprocessing’ (Riyadi, 2016). 
Setelah data terbagi menjadi beberapa kelompok, selanjutnya akan 
dilakukan peramalan menggunakan neural network. 
Artificial Neural Network (ANN) atau yang biasa juga disebut 
dengan jaringan saraf tiruan (JST) merupakan suatu sistem 
pemrosesan informasi yang mempunyai karakteristik menyerupai 
jaringan saraf manusia dan memiliki karakteristik kinerja tertentu 
(Fausett, 1994). Pada penelitian ini digunakan jaringan perambatan 
galat mundur (backpropagation) karena merupakan salah satu 
algoritma yang paling sering digunakan dalam menyelesaikan 
masalah yang rumit. Selain itu neural network mempunyai bentuk 
fungsional fleksibel dan mengandung beberapa parameter yang 
tidak diinterpretasikan seperti pada model parametrik. Referensi 
yang digunakan adalah jurnal dengan judul ‘On The Multivariate 
Time Series Rainfall Modeling Using Time Delay Neural Network’ 
(Fithriasari, 2013). Selain itu juga terdapat referensi lain yaitu 
jurnal ‘Multi Output Neural Network for The Temperature 
Forecasting in Semarang’ (Zahrati, 2016). Agar lebih mudah 
dipahami, nantinya ANN akan dibuat sebuah sistem informasi 
menggunakan GUI matlab. 
Sistem informasi adalah suatu sistem di dalam suatu 
organisasi yang mempertemukan kebutuhan pengolahan transaksi 
harian, mendukung operasi, bersifat manajerial dan kegiatan 
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strategi dari suatu organisasi dan menyediakan pihak luar tertentu 
dengan laporan-laporan yang diperlukan (Jogiyanto, 2005). 
 
1.2 Perumusan Masalah 
Masalah yang akan dibahas pada penelitian ini adalah ingin 
melakukan optimalisasi pada perencanaan permintaan obat di 
Apotek K24. Tetapi pemodelan peramalan tidak mungkin 
dilakukan di tiap jenis obat, sehingga diperlukan cluster time series 
untuk mengelompokkan jenis obat tertentu berdasarkan pola data 
yang sama. Ukuran kesamaan yang digunakan pada cluster adalah 
autocorrelation based distance. Setelah cluster terbentuk, 
dilanjutkan dengan pemodelan peramalan dengan menggunakan 
ANN. Setelah itu dibuat sistem informasi dalam bentuk graphical 




Berdasarkan perumusan masalah di atas, tujuan yang ingin 
dicapai dalam penelitian ini adalah sebagai berikut. 
1. Mengelompokkan obat di Apotek K24 Pucang agar terbagi 
menjadi beberapa kelompok sesuai kriterianya sehingga 
mudah untuk analisis selanjutnya. 
2. Menentukan input berdasarkan plot ACF dan menentukan 
jumlah neuron ANN terbaik untuk masing-masing cluster 
berdasarkan nilai RMSE terkecil dengan harapan 
mendapatkan bobot paling optimum. 
3. Meramalkan permintaan obat di Apotek K24 Pucang 
Surabaya untuk periode berikutnya menggunakan metode 
neural network. 
4. Pembuatan sistem informasi agar di kemudian hari pihak 







1.4 Manfaat Penelitian 
Penelitian ini diharapkan mampu memberikan manfaat untuk 
berbagai pihak. 
1. Bagi mahasiswa diharapkan mampu memahami analisis 
cluster dengan karakteristik time series, melakukan 
peramalan menggunakan artificial neural network dan 
selain itu mahasiswa juga diharapkan mampu memahami 
tentang bahasa pemrograman. 
2. Bagi pihak apotek diharapkan hasil peramalan dapat 
membantu untuk penyediaan stok obat. Selain itu 
diharapkan dengan adanya sistem informasi, pihak apotek 
K24 jadi lebih mudah untuk melakukan peramalan di 
kemudian hari. 
 
1.5 Batasan Masalah 
Batasan masalah yang digunakan dalam penelitian ini adalah 
sebagai berikut. 
1. Data yang digunakan merupakan data permintaan obat di 
Apotek K24 Pucang Surabaya bulan Maret 2015 hingga 
April 2016. Data tersebut berupa data mingguan. 
2. Banyaknya cluster ditentukan berdasarkan hasil visualisasi 
pada dendogram yang sebelumnya telah dilakukan reduksi 
data dengan menghilangkan jenis obat yang mempunyai 
nilai nol.  
3. Jumlah training peramalan neural network dibatasi hanya 
10 kali dengan membandingkan ramalan menggunakan 1 
hingga 5 neuron. 
4. GUI dibatasi hanya dapat meramalkan 1 jenis obat pada 
tiap kali running. Metode yang digunakan untuk 
meramalkan adalah neural network dengan menggunakan 
batas 5 neuron serta batas maksimal input sebanyak 3 dan 








2.1 Penelitian Sebelumnya 
Pada penelitian ini, peneliti memilih menggunakan penelitian 
terdahulu sebagai referensi, yaitu jurnal Mohammad Alfan Alfian 
Riyadi, Kartika Fithriasari dan Dwiatmono Agus Widodo yang 
berjudul ‘Data Mining Peramalan Konsumsi Listrik dengan 
Pendekatan Cluster Time Series sebagai Preprocessing’. Di dalam 
jurnal tersebut dijelaskan jika kondisi big data dan data time series 
memiliki permasalahan tersendiri di dalam mengolah suatu data. 
Terlebih lagi data tersebut juga multivariabel. Salah satu 
permasalahan yang terjadi adalah ketika proses identifikasi model 
yang sesuai untuk tiap series. Beberapa metode time series seperti 
ARIMA dan ANN membutuhkan proses identifikasi untuk 
menentukan orde ARIMA dan input ANN yang akan digunakan. 
Melakukan identifikasi satu per satu tiap series tidak mungkin 
dilakukan. Untuk itu perlu dilakukan preprocessing data salah 
satunya dengan menggunakan cluster. Metode ukuran kesamaan 
dalam cluster time series salah satunya adalah autocorrelation 
based distance.  Dari masing-masing cluster yang dihasilkan 
dipilih salah satu anggota untuk dilakukan permodelan. 
Diharapkan model yang dihasilkan mewakili anggota cluster 
secara keseluruhan. Metode peramalan yang digunakan pada jurnal 
tersebut adalah ARIMA dan ANN dengan studi kasus data 
benchmark konsumsi listrik di Portugal (Riyadi, 2016). 
Jurnal tersebut saya gunakan sebagai acuan karena metode 
yang digunakan juga dapat saya gunakan pada tugas akhir saya 
yaitu metode Artificial Neural Network dan Cluster Time Series. 
 
2.2 Cluster Time Series 
Pada penelitian kali ini akan digunakan sebuah pendekatan 
clustering untuk menganalisis data time series. Clustering adalah 
proses pengelompokan objek berdasarkan informasi dari data 
dengan tujuan untuk memaksimalkan kesamaan antar anggota dan 
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meminimkan kesamaan antar cluster. Sama seperti clustering data 
statis, Cluster Time Series juga membutuhkan algoritma 
pengelompokan atau prosedur untuk membentuk cluster. 
Clustering sendiri nantinya berguna untuk menemukan pola 
distribusi yang nantinya berguna untuk proses analisis data. 
Kesamaan objek biasanya diperoleh dari kedekatan antar nilai 
atribut (Han, 2006). 
Cluster Time Series berguna untuk memartisi data time series 
menjadi kelompok-kelompok berdasarkan kesamaan atau jarak. 
Sehingga time series di cluster yang sama adalah sama. Untuk 
Cluster Time Series dengan menggunakan software R, langkah 
pertama yaitu bekerja di luar jarak yang tepat atau kesamaan 
matriks, kemudian pada langkah kedua menggunakan teknik 
pengelompokan yang ada seperti k-means, hierarchial clustering, 
density based clustering atau subscape clustering untuk mencari 
struktur cluster tersebut (Anonim). 
Hal yang penting dalam analisis cluster adalah ukuran 
kesamaan. Khusus pada kasus time series ukuran ketidaksamaan 
yang dapat digunakan salah satunya adalah Autocorrelation-based 
Distances.  
Proses stokastik {𝑋𝑋𝑡𝑡}𝑡𝑡=1𝑇𝑇 , dimana T merupakan banyaknya 
data time series. Kemudian vektor 𝜌𝜌𝑋𝑋𝑇𝑇 = �𝜌𝜌1𝑋𝑋𝑇𝑇 ,𝜌𝜌2𝑋𝑋𝑇𝑇 … ,𝜌𝜌𝐿𝐿𝑋𝑋𝑇𝑇�′ 
dan 𝜌𝜌𝑌𝑌𝑇𝑇 = (𝜌𝜌1𝑌𝑌𝑇𝑇 ,𝜌𝜌2𝑌𝑌𝑇𝑇 … ,𝜌𝜌𝐿𝐿𝑌𝑌𝑇𝑇)′ menyatakan vektor 
autocorrelation lag ke-1 hingga lag ke-L. Selanjutnya vektor 
autocorrelation dari XT dan YT  di estimasi oleh 𝜌𝜌�𝑥𝑥𝑇𝑇 dan 𝜌𝜌�𝑌𝑌𝑇𝑇 , untuk 
beberapa L seperti 𝜌𝜌𝑖𝑖𝑥𝑥𝑇𝑇 ≈ 0, dengan i = 1, 2, ..., L untuk setiap i > 
L. Formula dari ukuran tersebut ditunjukkan pada persamaan di 
bawah ini. 
𝒅𝒅𝐴𝐴𝐴𝐴𝐴𝐴(𝑋𝑋𝑇𝑇 ,𝑌𝑌𝑇𝑇) = �(𝜌𝜌�𝑋𝑋𝑇𝑇 − 𝜌𝜌�𝑌𝑌𝑇𝑇)′Ω−1(𝜌𝜌�𝑋𝑋𝑇𝑇 − 𝜌𝜌�𝑌𝑌𝑇𝑇)  2.1 
Dengan : 
𝒅𝒅𝐴𝐴𝐴𝐴𝐴𝐴(𝑋𝑋𝑇𝑇 ,𝑌𝑌𝑇𝑇) = jarak autocorrelation vektor XT dan YT 
𝜌𝜌�𝑋𝑋𝑇𝑇   = estimasi vektor autocorrelation XT 
𝜌𝜌�𝑌𝑌𝑇𝑇   = estimasi vektor autocorrelation YT  
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Ω   = matriks bobot 
Bila matriks bobot yang digunakan adalah matriks identitas 
maka persamaan jarak autocorrelation menjadi : 
𝒅𝒅𝐴𝐴𝐴𝐴𝐴𝐴𝐹𝐹(𝑋𝑋𝑇𝑇 ,𝑌𝑌𝑇𝑇) = �(𝜌𝜌�𝑋𝑋𝑇𝑇 − 𝜌𝜌�𝑌𝑌𝑇𝑇)′(𝜌𝜌�𝑋𝑋𝑇𝑇 − 𝜌𝜌�𝑌𝑌𝑇𝑇)      2.2 
(Pablo dan Jose, 2014). 
 
2.3 Complete Linkage 
Terdapat beberapa algoritma cluster hirarki yaitu diantaranya 
single linkage dan complete linkage. Algoritma yang digunakan 
pada penelitian ini adalah complete linkage. Penggunaan algoritma 
tersebut mengacu pada  penelitian sebelumnya yaitu jurnal 
“TSclust: An R Package for Time Series Clustering” oleh Pablo 
Montero dan Jose A. Villar (2014). Metode ini mengumpulkan 
anggota cluster berdasarkan jarak terjauh. Rumus yang digunakan 
untuk menentukan jarak antara kelompok (i,j) dengan k adalah 
pada persamaan 2.3 sebagai berikut 
d(i,j)k = max ( dik, djk ) 2.3 
dengan :  
dik  = jarak antara kelompok i dan k 
djk  = jarak antara kelompok j dan k 
d(ij)k= jarak antara kelompok ij dan kelompok k 
(Jonshon dan Winchern, 2007). 
 
2.4 Autocorrelation Function dan Partial Autocorrelation 
Function 
Pada proses stasioneritas nilai 𝐸𝐸 (𝑌𝑌𝑡𝑡) = 𝜇𝜇 dan 𝑉𝑉𝑉𝑉𝑉𝑉 (𝑌𝑌𝑡𝑡) = 𝜎𝜎2 
adalah konstan. Fungsi kovarians 𝑐𝑐𝑐𝑐𝑐𝑐 (𝑌𝑌𝑡𝑡  ,𝑌𝑌𝑠𝑠) merupakan 
perbedaan waktu antara |𝑡𝑡 − 𝑠𝑠|. Sehingga kovarians antara 𝑌𝑌𝑡𝑡  dan 
𝑌𝑌𝑡𝑡+𝑘𝑘 dapat dituliskan sebagai berikut:  
𝛾𝛾𝑘𝑘 =  𝑐𝑐𝑐𝑐𝑐𝑐 (𝑌𝑌𝑡𝑡  ,𝑌𝑌𝑡𝑡+𝑘𝑘)  =  𝐸𝐸 (𝑌𝑌𝑡𝑡 − 𝜇𝜇) (𝑌𝑌𝑡𝑡+𝑘𝑘 − 𝜇𝜇 ). 2.4 
Korelasi antara 𝑌𝑌𝑡𝑡 dan 𝑌𝑌𝑡𝑡+𝑘𝑘 adalah sebagai berikut  
𝜌𝜌𝑘𝑘 = 𝑐𝑐𝑐𝑐𝑐𝑐 (𝑌𝑌𝑡𝑡 ,𝑌𝑌𝑡𝑡+𝑘𝑘) �𝑉𝑉𝑉𝑉𝑉𝑉(𝑌𝑌𝑡𝑡) �𝑉𝑉𝑉𝑉𝑉𝑉(𝑌𝑌𝑡𝑡+𝑘𝑘)  2.5 
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dimana 𝑉𝑉𝑉𝑉𝑉𝑉 (𝑌𝑌𝑡𝑡) = 𝑉𝑉𝑉𝑉𝑉𝑉 (𝑌𝑌𝑡𝑡+𝑘𝑘) dan perkalian dari akar persamaan 
tersebut merupakan fungsi autokovarians dan 𝜌𝜌𝑘𝑘 adalah 
Autocorrelation Function (ACF). Selanjutnya perlu dilakukan 
investigasi korelasi antara 𝑌𝑌𝑡𝑡  dan 𝑌𝑌𝑡𝑡+𝑘𝑘 setelah tidak melibatkan 
pengaruh dari variabel 𝑌𝑌𝑡𝑡+1,𝑌𝑌𝑡𝑡+2, …. dan 𝑌𝑌𝑡𝑡+𝑘𝑘−1 yang dihilangkan. 
Sehingga korelasi bersyarat dapat dituliskan sebagai berikut 
𝑐𝑐𝑐𝑐𝑉𝑉𝑉𝑉 (𝑌𝑌𝑡𝑡  ,𝑌𝑌𝑡𝑡+𝑘𝑘|𝑌𝑌𝑡𝑡+1,𝑌𝑌𝑡𝑡+2, … 𝑌𝑌𝑡𝑡+𝑘𝑘−1)  2.6 
Persamaan Partial Autocorrelation Function  (PACF) dapat 
dituliskan sebagai berikut : 
𝜙𝜙𝑘𝑘𝑘𝑘 = 𝜌𝜌𝑘𝑘−∑ 𝜙𝜙𝑘𝑘−1,𝑗𝑗 𝜌𝜌𝑘𝑘𝑘𝑘−1𝑗𝑗=11−∑ 𝜙𝜙𝑘𝑘−1,𝑗𝑗 𝜌𝜌𝑘𝑘𝑘𝑘−1𝑗𝑗=1  2.7 
dengan : 𝜙𝜙𝑘𝑘𝑘𝑘 = 𝜙𝜙𝑘𝑘−1,𝑘𝑘 − 𝜙𝜙𝑘𝑘𝑘𝑘𝜙𝜙𝑘𝑘−1,𝑘𝑘−𝑘𝑘; untuk j=1,2,..,k-1 
(Wei, 2006). 
 
2.5 Neural Network 
Artificial neural network adalah pengolahan sistem informasi 
yang memiliki karakteristik kinerja tertentu yang sama dengan 
biological neural network. Neural network telah dikembangkan 
sebagai generalisasi model matematika dari kognisi manusia atau 
biologi saraf, berdasarkan asumsi bahwa 
1. Pengolahan informasi pada banyak elemen disebut dengan 
neuron 
2. Sinyal dilewatkan antara neuron yang saling berhubungan 
3. Setiap hubungan jaringan memiliki bobot 
4. Setiap neuron berlaku fungsi aktivasi 
Neural network ditandai dengan pola neuron yang saling 
terkoneksi (architecture), algoritma untuk menentukan bobot pada 
koneksi dan fungsi aktivasi. Hal tersebut yang membedakan neural 
network dengan pendekatan lain untuk pemrosesan informasi. 
Neural network terdiri dari sejumlah besar elemen 
pemrosesan sederhana yang disebut neuron, unit, sel, atau node. 
Setiap neuron terhubung ke neuron lain melalui hubungan 
komunikasi yang diarahkan, masing-masing dengan bobot yang 
berbeda. Bobot mewakili informasi yang digunakan oleh koneksi 
untuk memecahkan masalah. Neural network dapat diterapkan 
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untuk berbagai macam masalah, seperti menyimpan dan mengingat 
data atau pola, mengklasifikasikan pola, melakukan pemetaan 
umum dari pola input ke pola output, pengelompokan pola yang 
sama, atau menemukan solusi untuk masalah optimasi. 
Setiap neuron memiliki keadaan internal, disebut activation 
atau activity level, yang merupakan fungsi dari input yang telah 
diterima. Biasanya neuron mengirimkan aktivasi sebagai sinyal 
untuk beberapa neuron lainnya. Penting untuk dicatat bahwa 
neuron dapat mengirimkan satu sinyal pada satu waktu, meskipun 
sinyal juga disiarkan ke beberapa neuron lainnya. 
Misalnya, anggap sebagai neuron Z, diilustrasikan pada 
Gambar 2.1, yang menerima masukan dari neuron X1, X2, dan X3. 
yang activation (sinyal output) dari neuron x1, x2, dan x3. bobot 
pada koneksi dari X1, X2, dan X3 ke neuron z adalah w1, w2, dan 
w3. input jaringan, z_in ke neuron z adalah jumlah dari sinyal 
terbobot dari neuron X1, X2, dan X3. 











Gambar 2.1 Neural Network Sederhana 
 
Activation z dari neuron Z diberikan oleh beberapa fungsi 
input jaringan. z = f (z_in), misalnya fungsi sigmoid logistik (kurva 
berbentuk S) 
𝑓𝑓(𝑧𝑧_𝑖𝑖𝑖𝑖) = 1










Lebih lanjutnya bahwa neuron Z terhubung ke neuron Y1 
dan Y2, dengan masing-masing bobot v1 dan v2, seperti yang 
ditampilkan dalam Gambar 2.2. Neuron Z mengirimkan sinyal z 
untuk masing-masing unit. Tetapi, secara umum, nilai-nilai yang 












Gambar 2.2 Neural Network Sederhana 
 
Meskipun neural network pada Gambar 2.2 adalah sangat 
sederhana, kehadiran unit tersembunyi, bersama-sama dengan 
fungsi aktivasi nonlinear memberikan kemampuan untuk 
memecahkan lebih banyak masalah daripada yang bisa 
diselesaikan dengan jaring dengan hanya unit input dan output. Di 
sisi lain, lebih sulit untuk melatih (yaitu, menemukan nilai-nilai 




Pelatihan jaringan dengan backpropagation kembali melibat-
kan tiga tahap yaitu feedforward dari pola pelatihan input, 






























Gambar 2.3 Backpropagation Neural Network dengan Satu Hidden 
Layer 
 
Selama feedforward, setiap unit input (Xi) menerima sinyal 
input dan menyebarkan sinyal ini ke masing-masing unit 
tersembunyi Z1, ..., Zp. Setiap unit tersembunyi kemudian 
dilakukan perhitungan activation dan mengirim sinyal (zj) untuk 
setiap unit output. Setiap unit keluaran (Yk) menghitung activation 
(yk) untuk membentuk respon dari jaringan untuk pola input yang 
diberikan. 
Selama pelatihan, setiap unit output membandingkan 
activation yk dihitung dengan nilai target tk untuk menentukan 
kesalahan terkait untuk pola dengan unit tersebut. Berdasarkan 
kesalahan ini, faktor δk (k = 1, ..., m) dihitung. δk digunakan untuk 
mendistribusikan kesalahan pada unit keluaran Yk kembali ke 
semua unit di lapisan sebelumnya (unit tersembunyi yang 
terhubung ke Yk). Itu juga digunakan untuk memperbarui bobot 
antara output dan lapisan tersembunyi. Dengan cara yang sama, 
yang faktor δj (j = 1, ..., p) dihitung untuk setiap unit tersembunyi 
Zj. Tidak perlu menyebarkan kesalahan kembali ke lapisan input, 
tapi δj digunakan untuk memperbarui bobot antara lapisan 
tersembunyi dan lapisan input. 
Setelah semua δ faktor telah ditentukan, bobot untuk semua 




























hidden unit Zj ke output unit Yk) didasarkan pada δk faktor dan zj 
activation dari unit tersembunyi Zj. Penyesuaian bobot vij (dari 
input unit Xi ke hidden unit Zj) didasarkan pada δj faktor dan xi 
activation dari input unit (Fausett, 1994). 
 
2.5 Pemilihan Model Terbaik 
Pemilihan model terbaik dapat dilakukan berdasarkan 
beberapa kriteria, salah satu kriteria yang dijadikan sebagai 
pemilihan model terbaik adalah nilai Root Mean Square Error 
(RMSE). Berikut rumus umum dari RMSE. 











=       2.10 
dimana,  
tY  : nilai sebenarnya pada waktu ke-t 
tYˆ  : nilai dugaan pada waktu ke-t 








3.1 Sumber Data 
Data yang digunakan dalam penelitian ini adalah data 
sekunder yang diperoleh dari Apotek K24 Pucang Surabaya. Data 
tersebut berupah jumlah permintaan obat dengan jenis obat 
sebanyak 7888 jenis dan setelah di reduksi berkurang menjadi 130 
data jenis obat dengan periode mingguan dari bulan Maret 2015 
hingga April 2016. 
 
3.2 Variabel Penelitian 
Variabel yang akan digunakan pada penelitian ini yaitu jumlah 
permintaan obat di Apotek K24 Pucang Surabaya. 
 
3.3 Langkah Analisis 
Langkah-langkah analisis yang digunakan dalam penelitian 
ini dapat dijelaskan sebagai berikut. 
1. Melakukan reduksi data dengan menghilangkan data yang 
bernilai nol. 
2. Melakukan analisis cluster time series dengan tahapan 
menentukan jumlah cluster yang terbentuk dari visualisasi 
dendogram. Selanjutnya menghitung jarak menggunakan 
autocorrelation based distance. Dan yang terakhir 
menentukan anggota untuk masing-masing cluster 
dengan metode algoritma complete. 
3. Mengambil salah satu data dari tiap cluster untuk 
dilakukan analisis menggunakan plot ACF dan PACF. 
Dilihat lag yang keluar untuk menentukan jumlah input 
dari tiap cluster. 
4. Melakukan training pada tiap satu anggota cluster terpilih 
sebanyak 10 kali dengan membandingkan menggunakan 
1 sampai 5 neuron hingga terpilihnya bobot dan jumlah 
neuron terbaik yang dilihat dari hasil RMSE terkecil. 
14 
 
5. Melakukan peramalan pada tiap anggota cluster terpilih 
menggunakan bobot, input dan neuron yang sudah di 
tentukan. 
6. Pembuatan sistem informasi agar pihak Apotek K24 
mampu meramalkan dengan mudah. 
7. Memperoleh kesimpulan dan saran. 
Berdasarkan langkah analisis di atas maka dapat dijelaskan 






















dengan Cluster Time Series 
 






























Melakukan training sebanyak 10 kali dan 
membandingkan hingga 5 neuron 
Identifikasi neural network dengan bobot, 
input dan neuron yang sudah ditentukan 
Pembuatan sistem informasi 
Software peramalan obat 
























ANALISIS DAN PEMBAHASAN 
 
Pada bab ini akan dijelaskan mengenai hasil penelitian tentang 
perencanaan permintaan obat di Apotek K24. Metode yang 
digunakan pada penelitian ini adalah Cluster Time Series yang 
berguna untuk mengelompokkan data dengan menggunakan 
ukuran ketidaksamaan autocorrelation based distance. Setelah 
didapatkan hasil dari cluster dan terbentuk beberapa kelompok, 
akan dicari model yang tepat untuk meramalkan tiap-tiap cluster. 
Model untuk masing-masing jenis obat diduga melalui identifikasi 
salah satu jenis obat di tiap cluster. Metode peramalan yang 
digunakan adalah Artificial Neural Network. 
 
4.1 Analisis Cluster Time Series 
Analisis cluster time series pada penelitian ini digunakan 
untuk melakukan pengelompokan pada jenis obat sehingga terbagi 
menjadi beberapa kelompok berdasarkan pola data yang sama. 
Analisis ini dilakukan dengan tujuan untuk mempermudah dalam 
melakukan peramalan nantinya. Algoritma yang digunakan untuk 
menentukan anggota cluster yaitu menggunakan metode hirarki 
complete linkage. 
 
Tabel 4.1 Deskriptif Cluster Time Series 
Cluster Anggota Rata-rata 
1 54 3150 
2 37 2766 
3 9 3576 
4 16 8061 
5 14 3714 
 *) Rata-rata penjualan dalam satuan pcs 
 
Berdasarkan Tabel 4.1 di atas dapat dijelaskan jika cluster 1 
merupakan cluster dengan jumlah anggota paling banyak yaitu 54 
jenis obat sedangkan cluster 3 merupakan cluster dengan jumlah 
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anggota paling sedikit dengan anggota sebanyak 9 jenis obat. 
Sedangkan rata-rata penjualan obat paling banyak yaitu terdapat 
pada cluster 4 dengan total jumlah penjualan sebanyak 8061 obat 
dan cluster 2 merupakan cluster dengan rata-rata penjualan paling 
sedikit yaitu dengan jumlah obat yang terjual sebanyak 2766 obat. 
Untuk lebih jelasnya anggota cluster dapat dilihat pada Gambar 4.1 
berikut ini atau pada Lampiran 7. 
 
Gambar 4.1 Dendogram Penjualan Obat dengan Data Reduksi 
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Berdasarkan dendogram cluster time series atau Gambar 4.1 
diatas dapat diketahui jika yang terbentuk adalah 5 cluster. Untuk 
masing-masing anggota cluster 1 hingga cluster 5 dapat dilihat 
pada Lampiran 8 hingga Lampiran 12. 
Selanjutnya untuk mengetahui karakteristik pola data yang 
dihasilkan dari tiap cluster maka akan dilakukan analisis 
menggunakan time series plot. Analisis ini dilakukan dua kali 
menggunakan data yang berbeda. Data yang diambil merupakan 
salah satu data yang mewakili dari tiap cluster. Untuk percobaan 
pertama data yang diambil adalah data obat Enervon C, Actifed, 




Gambar 4.2 Time Series Plot Tiap Anggota Cluster 
 
Berdasarkan Gambar 4.2 dapat diketahui hasil dari time series 
plot menunjukkan jika dari tiap-tiap cluster mempunyai jarak plot 
yang signifikan. Sehingga dapat dijelaskan jika masing-masing 
cluster mempunyai karakteristik plot data tersendiri. Juga dapat 
dilihat jika plot data Mylanta lebih flat daripada Hansaplast dengan 
total penjualan Mylanta sebanyak 329 obat dan Hansaplast 
sebanyak 423 obat. Data yang digunakan pada time series plot ini 
diambil secara acak dari tiap cluster. Mylanta mewakili cluster 1, 
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OBH Combi cluster 2, Hansaplast cluster 3, Actifed cluster 4 dan 
Enervon C mewakili cluster 5. 
Untuk lebih pastinya maka dilakukan percobaan kedua 
dengan menggunakan data lain yang diambil secara acak dari tiap 
cluster yaitu data Amlodipne yang mewakili cluster 1, Grantusif 
cluster 2, Simvastatin cluster 3, Neurodex cluster 4 dan FG 
Troches Cluster 5 didapatkan hasil seperti berikut. 
 
 
Gambar 4.3 Time Series Plot Tiap Anggota Cluster 
 
Berdasarkan Gambar 4.3 di atas dapat diketahui jika hasil time 
series plot menunjukkan jika dari tiap cluster masih mempunyai 
jarak plot yang signifikan dan dapat diartikan bahwa tiap-tiap 
cluster mempunyai karakteristik data tersendiri. Dapat dilihat juga 
jika plot data Amlodipne terlihat lebih flat daripada FG Troches, 
plot tersebut di dukung dengan total penjualan Amlodipne yang 
lebih sedikit yaitu 15782 obat dibandingkan dengan FG Troches 
sebanyak 17473 obat. 
Pada percobaan time series plot yang kedua ini obat Grantusif, 
Simvastatin, Neurodex dan FG Troches yang mewakili cluster 2 3 
4 dan 5 mengalami peningkatan penjualan yang terjadi pada 




4.2 Identifikasi Artificial Neural network 
Setelah cluster terbentuk dan terbagi menjadi 5 kelompok, 
maka selanjutnya akan dilakukan analisis menggunakan neural 
network. Sebelum dilakukan peramalan menggunakan Artificial 
Neural Network (ANN) maka dibutuhkan input dalam 
peramalannya. Dalam menentukan berapa jumlah input yang 
digunakan, maka tiap cluster perlu dilakukan analisis ACF dan 
dilihat berapakah lag yang keluar. Setiap lag yang keluar 
merupakan jumlah input yang akan digunakan. Berikut hasil yang 
didapatkan dari tiap cluster. 
 
4.2.1 Identifikasi Neural network Cluster Pertama 
Data yang digunakan merupakan data Decolgen. Data diambil 
secara acak untuk selanjutnya dilakukan analisis menggunakan 























(with 5% significance limits for the autocorrelations)
 
Gambar 4.4 ACF Data Cluster Pertama 
 
Berdasarkan Gambar 4.4 hasil ACF untuk cluster 1, diketahui 
jika yang keluar adalah lag 1. Sehingga jumlah input yang dapat 
digunakan adalah sebanyak 1. Selanjutnya dilihat juga berapa lag 





























(with 5% significance limits for the partial autocorrelations)
 
Gambar 4.5 PACF Data Cluster Pertama 
 
Berdasarkan Gambar 4.5 dapat dijelaskan jika dengan 
menggunakan plot PACF didapatkan jumlah lag yang keluar sama 
yaitu sebanyak 1. Sehingga input yang digunakan adalah 1. 
Selanjutnya dilakukan training menggunakan neural network 
(NN) sebanyak 10 kali. Metode yang digunakan adalah 
feedforward dengan batasan percobaan membandingkan 1 hingga 
5 neuron. Tiap kali percobaan selama 10 kali dilihat nilai RMSE 
terkecilnya. Berikut nilai RMSE input yang didapatkan. 
 







*) Tanda kuning merupakan 
   nilai RMSE paling kecil 
 
Berdasarkan Tabel 4.2 di atas dapat dijelaskan jika RMSE 
paling kecil yaitu terdapat pada percobaan dengan menggunakan 5 
neuron dengan nilai RMSE sebesar 11,9238. Sehingga dapat 
dilanjutkan ke analisis berikutnya dengan menggunakan 1 input 
23 
 
dan 5 neuron atau lebih jelasnya dapat dilihat arsitekturnya pada 
Gambar 4.6 di bawah ini. 
 
 
Gambar 4.6 Arsitektur Neural Network Cluster Pertama 
 
Untuk analisis selanjutnya, arsitektur Neural Network di tiap 
cluster akan dituliskan menjadi NN [Input, Hidden, Output] atau 
pada Gambar 4.6 diatas menjadi NN [1 5 1]. 
Setelah diketahui jumlah input dan neuronnya, maka anggota 
terpilih pada cluster 1 dapat di ramalkan menggunakan neural 
network dengan bobot optimum yang didapatkan dari nilai RMSE 
terkecil yaitu 11,9238 pada training ke-8 menggunakan 5 neuron. 
Berikut merupakan model yang didapatkan. 
𝑌𝑌�𝑡𝑡 = 0,5867 + 0,951 𝑓𝑓(𝑧𝑧1) − 0,0942 𝑓𝑓(𝑧𝑧2) − 0,1655 𝑓𝑓(𝑧𝑧3)+ 0,0575 𝑓𝑓(𝑧𝑧4) + 0,157 𝑓𝑓(𝑧𝑧5) 
Dimana 𝑓𝑓(𝑧𝑧𝑖𝑖) merupakan fungsi aktivasi bipolar pada hidden 
yang didefinisikan sebagai berikut. 
𝑓𝑓(𝑧𝑧𝑖𝑖) = 2(1 + 𝑒𝑒−2𝑧𝑧𝑖𝑖) − 1 
Dengan 𝑧𝑧𝑖𝑖 yang didapatkan dari perhitungan berikut. 
?̂?𝑧1 = −7,8408 + 6,1552 𝑌𝑌𝑡𝑡−1 
?̂?𝑧2 = −3,3184 + 7,7761 𝑌𝑌𝑡𝑡−1 
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?̂?𝑧3 = 0,8311 − 6,3241 𝑌𝑌𝑡𝑡−1 
?̂?𝑧4 = 1,7176 + 8,1045 𝑌𝑌𝑡𝑡−1 
?̂?𝑧5 = 6,4438 + 8,5712 𝑌𝑌𝑡𝑡−1 
Dengan menggunakan model ramalan neural network 
tersebut, selanjutnya akan dibandingkan antara data asli dengan 
data ramalan. Berikut hasil yang didapatkan. 
 
 
Gambar 4.7 Time Series Plot Cluster Pertama 
 
Berdasarkan Gambar 4.7 plot time series diatas dapat 
diketahui jika pola data ramalan sudah mengikuti pola data asli 
sehingga model neural network dapat digunakan untuk 
meramalkan data sesungguhnya. Hasil ramalan permintaan obat 
Decolgen pada bulan Mei 2016 di minggu pertama adalah 
sebanyak 42 obat, minggu kedua sebanyak 37 obat, minggu ketiga 
36 obat dan minggu keempat sebanyak 35 obat. 
 
 
4.2.2 Identifikasi Neural network Cluster Kedua 
Data yang digunakan untuk pemeriksaan menggunakan ACF 
adalah data obat Pimtracol. Data tersebut diambil secara acak. 

























(with 5% significance limits for the autocorrelations)
 
Gambar 4.8 ACF Data Cluster Kedua 
 
Berdasarkan Gambar 4.8 dapat diketahui jika lag yang keluar 
adalah lag 1. Sehingga input yang digunakan dalam analisis neural 
network sebanyak 1 input. Selanjutnya dilihat juga berapa lag yang 



























(with 5% significance limits for the partial autocorrelations)
 
Gambar 4.9 PACF Data Cluster Kedua 
 
Berdasarkan Gambar 4.9 dapat dijelaskan jika dengan 
menggunakan plot PACF didapatkan jumlah lag yang keluar sama 
yaitu sebanyak 1. Sehingga input yang digunakan adalah 1. 
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Selanjutnya dilakukan training menggunakan neural network 
sebanyak 10 kali. Metode yang digunakan adalah feedforward 
dengan batasan percobaan dibandingkan antara 1 hingga 5 neuron. 
Tiap kali percobaan selama 10 kali dilihat nilai RMSE terkecilnya. 
Berikut nilai RMSE yang didapatkan. 
 







       *) Tanda kuning merupakan 
          nilai RMSE paling kecil 
   
Berdasarkan Tabel 4.3 di atas  dapat diketahui jika nilai 
RMSE terkecil yaitu jika neural network di jalankan dengan 
menggunakan 4 neuron dan 1 input dengan nilai RMSE sebesar 
2,2378 atau dapat juga dijelaskan dengan menggunakan arsitektur 
NN [1 4 1]. 
Selanjutnya dilakukan analisis neural network pada anggota 
terpilih di cluster 2 dengan menggunakan bobot optimum yang 
didapatkan dari nilai RMSE terkecil yaitu 2,2378. Nilai RMSE 
tersebut diperoleh pada training ke-2 dengan menggunakan 4 
neuron. Berikut model neural network yang didapatkan. 
𝑌𝑌�𝑡𝑡 = −0,9604 + 0,6053 𝑓𝑓(𝑧𝑧1) − 1,5303 𝑓𝑓(𝑧𝑧2) − 1,162 𝑓𝑓(𝑧𝑧3)+ 1,0089 𝑓𝑓(𝑧𝑧4) 
Dimana 𝑓𝑓(𝑧𝑧𝑖𝑖) merupakan fungsi aktivasi bipolar pada hidden 
yang didefinisikan sebagai berikut. 
𝑓𝑓(𝑧𝑧𝑖𝑖) = 2(1 + 𝑒𝑒−2𝑧𝑧𝑖𝑖) − 1 
Dengan 𝑧𝑧𝑖𝑖 yang didapatkan dari perhitungan berikut. 
?̂?𝑧1 = −2,285 + 6,947 𝑌𝑌𝑡𝑡−1 
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?̂?𝑧2 = 0,2494 + 3,2559 𝑌𝑌𝑡𝑡−1 
?̂?𝑧3 = −1,0466 − 6,1985 𝑌𝑌𝑡𝑡−1 
?̂?𝑧4 = 7,8021 + 4,5092 𝑌𝑌𝑡𝑡−1 
Berdasarkan model neural network tersebut, selanjutnya akan 
dibandingkan antara plot data asli dengan plot data hasil ramalan 
menggunakan plot time series. Berikut hasil yang didapatkan. 
 
 
Gambar 4.10 Time Series Plot Cluster Kedua 
 
Berdasarkan Gambar 4.10 dapat dilihat jika pola data hasil 
ramalan sudah mengikuti pola data asli, sehingga model neural 
network yang terbentuk dapat digunakan untuk meramal data 
sesungguhnya. Hasil ramalan permintaan obat Pimtracol pada 
bulan Mei 2016 dari minggu pertama hingga minggu keempat 
adalah masing-masing sebanyak 4 obat. 
 
4.2.3 Identifikasi Neural network Cluster Ketiga 
Untuk cluster 3 data yang digunakan untuk analisis 
menggunakan ACF adalah data obat New Baby Cough. Data 

























(with 5% significance limits for the autocorrelations)
 
Gambar 4.11 ACF Data Cluster Ketiga 
 
Berdasarkan Gambar 4.11 dapat dijelaskan jika dengan data 
New Baby Cough tersebut hasil ACF yang didapatkan adalah 1 lag 
keluar pada lag pertama sehingga untuk analisis neural network 
dapat menggunakan 1 input. Selanjutnya dilihat juga berapa lag 



























(with 5% significance limits for the partial autocorrelations)
 
Gambar 4.12 PACF Data Cluster Ketiga 
 
Berdasarkan Gambar 4.12 dapat dijelaskan jika dengan 
menggunakan plot PACF didapatkan jumlah lag yang keluar sama 
yaitu sebanyak 1. Sehingga input yang digunakan adalah 1. 
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Selanjutnya dilakukan training menggunakan neural network 
(NN) sebanyak 10 kali. Metode yang digunakan adalah 
feedforward dengan batasan percobaan membandingkan antara 1 
hingga 5 neuron. Tiap kali percobaan selama 10 kali dilihat nilai 
RMSE terkecilnya. Berikut nilai RMSE yang didapatkan. 
 







*) Tanda kuning merupakan 
   nilai RMSE paling kecil 
 
Berdasarkan Tabel 4.4 di atas dapat dijelaskan jika dengan 5 
neuron mempunyai nilai RMSE yang paling kecil dengan nilai 
RMSE sebesar 3,1436. Sehingga analisis dapat dilanjutkan dengan 
menggunakan 1 input dan 5 neuron. Atau dapat juga dituliskan 
dengan menggunakan arsitektur NN [1 5 1]. 
Selanjutnya dilakukan analisis neural network pada anggota 
terpilih di cluster 3 dengan menggunakan bobot optimum yang 
didapatkan dari nilai RMSE terkecil yaitu 3,1436. Nilai RMSE 
tersebut diperoleh pada training ke-5 dengan menggunakan 5 
neuron. Berikut model neural network yang didapatkan. 
𝑌𝑌�𝑡𝑡 = −0,8433 − 1,1511 𝑓𝑓(𝑧𝑧1) − 0,9359 𝑓𝑓(𝑧𝑧2) + 0,1167 𝑓𝑓(𝑧𝑧3)
− 0,9745 𝑓𝑓(𝑧𝑧4) + 0,0905 𝑓𝑓(𝑧𝑧5) 
Dimana 𝑓𝑓(𝑧𝑧𝑖𝑖) merupakan fungsi aktivasi bipolar pada hidden 
yang didefinisikan sebagai berikut. 
𝑓𝑓(𝑧𝑧𝑖𝑖) = 2(1 + 𝑒𝑒−2𝑧𝑧𝑖𝑖) − 1 
Dengan 𝑧𝑧𝑖𝑖 yang didapatkan dari perhitungan berikut. 
?̂?𝑧1 = 7,7846 − 12,4117 𝑌𝑌𝑡𝑡−1 
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?̂?𝑧2 = −3,6787 + 5,7482 𝑌𝑌𝑡𝑡−1 
?̂?𝑧3 = 2,5029 + 6,0731 𝑌𝑌𝑡𝑡−1 
?̂?𝑧4 = −6,8464 − 5,9247 𝑌𝑌𝑡𝑡−1 
?̂?𝑧5 = −8,7666 − 5,3953 𝑌𝑌𝑡𝑡−1 
Berdasarkan model neural network di atas maka selanjutnya 
akan dilakukan perbandingan antara data asli dengan data hasil 




Gambar 4.13 Time Series Plot Cluster Ketiga 
 
Berdasarkan Gambar 4.13 dapat diketahui jika plot data hasil 
ramalan terlihat mendekati plot data asli, sehingga model neural 
network yang terbentuk dapat digunakan untuk meramalkan data 
sesungguhnya. Hasil ramalan permintaan obat New Baby Cough 
pada bulan Mei 2016 di minggu pertama adalah sebanyak 8 obat, 
sedangkan minggu kedua hingga minggu keempat adalah sebanyak 
masing-masing 9 obat. 
 
4.2.4 Identifikasi Neural network Cluster Keempat 
Pada cluster 4 ini data yang digunakan untuk pemeriksaan 
ACF adalah data obat Actifed. Data dipilih secara acak. Berikut 

























(with 5% significance limits for the autocorrelations)
 
Gambar 4.14 ACF Data Cluster Keempat 
 
Berdasarkan Gambar 4.14 dapat diketahui jika pada cluster 4 
ini ada dua lag yang keluar yaitu lag 1 dan 2. Sehingga berbeda 
dengan cluster sebelumnya, pada cluster 4 ini dapat digunakan 2 
input untuk analisis berikutnya. Namun selanjutnya dilihat juga 
berapa lag yang keluar dengan menggunakan plot PACF, berikut 


























(with 5% significance limits for the partial autocorrelations)
 
Gambar 4.15 PACF Data Cluster Keempat 
 
Berdasarkan Gambar 4.15 dapat dijelaskan jika dengan 
menggunakan plot PACF didapatkan jumlah lag yang keluar 
berbeda dari plot ACF yaitu sebanyak 1. Sehingga input yang 
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digunakan dibandingkan antara 1 dan 2 input. Berikut hasil 
perbandingan input. 
 
Tabel 4.5 Identifikasi Input Cluster Keempat 
1 input 4,3489 4,2583 3,8566 3,5463 3,3532 
3,7917 3,6892 4,2630 3,5312 3,6573 
2 input 5,0044 2,1005 3,2729 2,3152 2,4760 
2,3233 2,3852 2,2339 2,5907 2,0688 
*) Tanda kuning merupakan nilai RMSE paling kecil 
 
Berdasarkan identifikasi Tabel 4.5 diatas dapat dijelaskan jika 
dengan menggunakan 10 kali training dan 1 hidden neuron, 
analisis neural network pada cluster 4 lebih disarankan 
menggunakan 2 input dengan nilai RMSE yang lebih kecil yaitu 
pada percobaan ke-10 sebesar 2,0688 dibandingkan menggunakan 
1 input yang mempunyai nilai RMSE terkecil pada percobaan ke-
5 dengan nilai RMSE sebesar 3,3532. Sehingga untuk analisis 
selanjutnya akan lebih baik jika menggunakan 2 input. 
Selanjutnya dilakukan training menggunakan neural network 
(NN) sebanyak 10 kali. Metode yang digunakan adalah 
feedforward dengan batasan percobaan 5 neuron. Tiap kali 
percobaan selama 10 kali dilihat nilai RMSE terkecilnya. Berikut 
nilai RMSE yang didapatkan. 
 







*) Tanda kuning merupakan 




Berdasarkan Tabel 4.6 di atas dapat dijelaskan jika RMSE 
paling kecil yaitu terdapat pada percobaan dengan menggunakan 5 
neuron dengan nilai RMSE sebesar 1,8873. Sehingga dapat 
dilanjutkan ke analisis berikutnya dengan menggunakan 2 input 
dan 5 neuron atau dapat juga dituliskan dengan menggunakan 
arsitektur NN [2 5 1]. 
Setelah diketahui jumlah input dan neuronnya, maka anggota 
terpilih pada cluster 4 dapat di ramalkan menggunakan neural 
network dengan bobot optimum yang didapatkan dari nilai RMSE 
terkecil yaitu 1,8873 pada training ke-6 dengan menggunakan 5 
neuron. Berikut merupakan model yang didapatkan. 
𝑌𝑌�𝑡𝑡 = 0,259 − 3,5444 𝑓𝑓(𝑧𝑧1) − 3,4165 𝑓𝑓(𝑧𝑧2) − 0,5843 𝑓𝑓(𝑧𝑧3)
− 0,1126 𝑓𝑓(𝑧𝑧4) + 0,121 𝑓𝑓(𝑧𝑧5) 
Dimana 𝑓𝑓(𝑧𝑧𝑖𝑖) merupakan fungsi aktivasi bipolar pada hidden 
yang didefinisikan sebagai berikut. 
𝑓𝑓(𝑧𝑧𝑖𝑖) = 2(1 + 𝑒𝑒−2𝑧𝑧𝑖𝑖) − 1 
Dengan 𝑧𝑧𝑖𝑖 yang didapatkan dari perhitungan berikut. 
?̂?𝑧1 = −4,8208 − 8,0302 𝑌𝑌𝑡𝑡−1 − 13,8739 𝑌𝑌𝑡𝑡−2 
?̂?𝑧2 = 3,5229 + 5,8601 𝑌𝑌𝑡𝑡−1 + 10,3252 𝑌𝑌𝑡𝑡−2 
?̂?𝑧3 = 4,0616 − 2,3223 𝑌𝑌𝑡𝑡−1 − 4,6317 𝑌𝑌𝑡𝑡−2 
?̂?𝑧4 = −0,8657 + 2,9774 𝑌𝑌𝑡𝑡−1 + 3,4678 𝑌𝑌𝑡𝑡−2 
?̂?𝑧5 = 3,0919 + 2,8755 𝑌𝑌𝑡𝑡−1 + 0,938 𝑌𝑌𝑡𝑡−2 
Berdasarkan model neural network tersebut akan dilanjutkan 
dengan membandingkan plot data asli dengan data hasil ramalan. 





Gambar 4.16 Time Series Plot Cluster Keempat 
 
Berdasarkan Gambar 4.16 di atas dapat dijelaskan jika hasil 
plot time series untuk data hasil ramalan sudah mengikuti pola plot 
data asli, sehingga model neural network yang terbentuk dapat 
digunakan untuk meramalkan data sesungguhnya. Hasil ramalan 
permintaan obat Actifed pada bulan Mei 2016 dari minggu pertama 
hingga minggu keempat adalah sebanyak masing-masing 9 obat. 
 
4.2.5 Identifikasi Neural network Cluster Kelima 
Pada cluster 5 untuk pemeriksaan ACF digunakan pada data 
























(with 5% significance limits for the autocorrelations)
 




Berdasarkan Gambar 4.17 dapat diketahui jika lag yang keluar 
adalah lag 3 sehingga pada penentuan input kali ini dilakukan 
percobaan dua kali yaitu menggunakan 1 input dan 2 input. Namun 
sebelumnya dilihat juga berapa jumlah lag yang keluar dengan 


























(with 5% significance limits for the partial autocorrelations)
 
Gambar 4.18 PACF Data Cluster Kelima 
 
Berdasarkan Gambar 4.18 dapat dijelaskan jika dengan 
menggunakan plot PACF didapatkan jumlah lag yang keluar sama  
dengan plot ACF yaitu pada lag 3. Sehingga penentuan input yang 
digunakan adalah membandingkan antara 1 dan 2 input. Berikut 
hasil perbandingan input. 
 
Tabel 4.7 Identifikasi Input Cluster Kelima 
1 input 1,8524 1,6718 1,6666 1,6559 1,7094 
1,6535 1,6583 1,6602 1,6849 2,2722 
2 input 1,5762 1,5783 1,6663 1,5900 1,9129 
1,5910 1,7641 1,5924 1,6089 1,6970 
*) Tanda kuning merupakan nilai RMSE paling kecil 
 
Berdasarkan Tabel 4.7 diatas dapat dijelaskan jika dengan 
menggunakan 10 kali training dan 1 hidden neuron, analisis neural 
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network pada cluster 5 lebih disarankan menggunakan 2 input 
dengan nilai RMSE yang lebih kecil yaitu pada percobaan ke-1 
sebesar 1,5762 dibandingkan menggunakan 1 input yang 
mempunyai nilai RMSE terkecil pada percobaan ke-6 dengan nilai 
RMSE sebesar 1,6535. Sehingga untuk analisis selanjutnya akan 
lebih baik jika menggunakan 2 input. 
Berikut hasil analisis neural network pada data Vicks F44 
dengan menggunakan 2 input dan 10 kali training. Metode yang 
digunakan adalah feedforward dengan batasan percobaan hingga 5 
neuron. 
 







*) Tanda kuning merupakan 
   nilai RMSE paling kecil 
 
Berdasarkan Tabel 4.8 di atas dapat dijelaskan jika dengan 5 
neuron mempunyai nilai RMSE yang paling kecil yaitu dengan 
nilai RMSE sebesar 1,5187. Sehingga analisis selanjutnya dapat 
menggunakan 2 input dan 5 neuron atau dapat juga dituliskan 
dengan menggunakan arsitektur NN [2 5 1]. 
Selanjutnya dilakukan analisis neural network pada anggota 
terpilih di cluster 5 dengan menggunakan bobot optimum yang 
didapatkan dari nilai RMSE terkecil yaitu 1,5187. Nilai RMSE 
tersebut diperoleh pada training ke-6 dengan menggunakan 2 input 
dan 5 neuron. Berikut model neural network yang didapatkan. 
𝑌𝑌�𝑡𝑡 = −0,4235 + 1,5838 𝑓𝑓(𝑧𝑧1) − 1,1653 𝑓𝑓(𝑧𝑧2) − 0,0802 𝑓𝑓(𝑧𝑧3)+ 0,1402 𝑓𝑓(𝑧𝑧4) + 0,2728 𝑓𝑓(𝑧𝑧5) 
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Dimana 𝑓𝑓(𝑧𝑧𝑖𝑖) merupakan fungsi aktivasi bipolar pada hidden 
yang didefinisikan sebagai berikut. 
𝑓𝑓(𝑧𝑧𝑖𝑖) = 2(1 + 𝑒𝑒−2𝑧𝑧𝑖𝑖) − 1 
Dengan 𝑧𝑧𝑖𝑖 yang didapatkan dari perhitungan berikut. 
?̂?𝑧1 = 3,095 − 2,0856 𝑌𝑌𝑡𝑡−1 + 2,1453 𝑌𝑌𝑡𝑡−2 
?̂?𝑧2 = 3,5518 − 1,795 𝑌𝑌𝑡𝑡−1 + 4,1806 𝑌𝑌𝑡𝑡−2 
?̂?𝑧3 = −0,8626 − 3,3902 𝑌𝑌𝑡𝑡−1 + 1,882 𝑌𝑌𝑡𝑡−2 
?̂?𝑧4 = 1,758 + 2,6797 𝑌𝑌𝑡𝑡−1 + 2,4685 𝑌𝑌𝑡𝑡−2 
?̂?𝑧5 = −4,9109 − 1,1819 𝑌𝑌𝑡𝑡−1 + 2,0515 𝑌𝑌𝑡𝑡−2 
Berdasarkan model neural network di atas selanjutnya 
dilakukan perbandingan antara plot data asli dengan plot data hasil 
ramalan. Berikut hasil yang didapatkan. 
 
 
Gambar 4.19 Time Series Plot Cluster Kelima 
 
Berdasarkan Gambar 4.19 dapat diketahui jika plot data hasil 
ramalan terlihat mengikuti pola plot data asli. Sehingga model 
neural network yang terbentuk dapat digunakan untuk meramalkan 
data sesungguhnya. Hasil ramalan permintaan obat Vicks F44 pada 
bulan Mei 2016 di minggu pertama adalah 3 obat, minggu kedua 4 





4.3 Sistem Informasi 
Sistem informasi pada penelitian kali ini berguna bagi pihak 
Apotek K24 untuk meramalkan kebutuhan obat di kemudian hari  
dengan cara atau alur yang mudah. Tetapi dalam pembuatannya, 
sistem informasi ini diberi beberapa batasan yaitu diantaranya 
menggunakan metode artificial neural network dengan banyak 
training sebanyak 10 kali. Jumlah maksimal input yang dapat 
digunakan adalah sebanyak 3 dan hanya dapat meramalkan satu 
jenis obat. Untuk batas hidden neuron melihat dari acuan analisis 
di tiap cluster sebelumnya atau lebih jelasnya dapat dilihat pada 
tabel berikut ini. 
 
Tabel 4.9 Nilai RMSE Tiap Cluster 
Neuron Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 
1 12,1883 2,2890 3,3090 2,0688 1,5762 
2 12,2503 2,2873 3,1981 2,0828 1,5713 
3 12,1680 2,3026 3,2240 1,9643 1,5489 
4 11,9732 2,2378 3,2412 1,9356 1,5623 
5 11,9238 2,2853 3,1436 1,8873 1,5187 
*) Tanda kuning merupakan nilai RMSE paling kecil 
 
Berdasarkan Tabel 4.9 di atas dapat diketahui jika peramalan 
di tiap cluster cenderung mempunyai nilai RMSE terkecil jika 
menggunakan 5 hidden neuron, yaitu pada cluster 1 dengan nilai 
RMSE terkecil pada neuron 5 sebesar 11,9238,  cluster 2 dengan 
nilai RMSE terkecil pada neuron 4 sebesar 2,2378, cluster 3 
dengan nilai RMSE terkecil pada neuron 5 sebesar 3,1436, cluster 
4 dengan nilai RMSE terkecil pada neuron 5 sebesar 1,8873 dan 
cluster 5 dengan nilai RMSE terkecil pada neuron 5 sebesar 
1,5187. Sehingga pada pembuatan sistem informasi hanya akan 
menggunakan 5 hidden neuron. Berikut adalah tampilan sistem 





Gambar 4.20 Sistem Informasi 
 
Gambar 4.20 merupakan tampilan utama dari sistem 
informasi yang telah dibuat. Cara kerja dari sistem informasi ini 
sangat mudah. Pertama pengguna dapat memasukkan data dengan 
menekan tombol buka data atau lebih jelasnya dapat dilihat pada 
Gambar 4.21 berikut ini. 
 
  
Gambar 4.21 Buka Data dan Plot ACF PACF 
 
Berdasarkan Gambar 4.21 juga dapat dijelaskan jika setelah 
data muncul pada kolom yang disediakan, plot ACF juga nantinya 
akan ikut keluar. Pada plot ACF tersebut dilihat berapakah jumlah 
lag yang keluar. Hal tersebut digunakan untuk menentukan jumlah 
input. Jika lag yang keluar lebih dari satu maka pengguna dapat 
menulis lag berapa lagi yang keluar pada textbox di bawahnya. 
Jumlah lag yang keluar atau input hanya dibatasi maksimal 3. 
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Selain menggunakan plot ACF, pengguna juga dapat menentukan 
input dari jumlah lag yang keluar pada plot PACF. Caranya hanya 
dengan mengganti combobox ACF menjadi pilihan PACF. 
Selanjutnya klik tombol ramalkan dan sistem informasi akan 
bekerja meramalkan data dengan training sebanyak 10 kali dan 
menggunakan 5 hidden neuron. Untuk lebih jelasnya dapat dilihat 
pada Gambar 4.22 berikut ini. 
 
 
Gambar 4.22 Hasil Ramalan GUI 
 
Berdasarkan Gambar 4.22 dapat dijelaskan ketika proses 
selesai hasil ramalan dengan nilai RMSE terkecil akan muncul, 
selain itu pada plot time series di sebelah kiri juga akan 
menunjukkan grafik perbandingan antara plot data asli dengan plot 
data ramalan. Jika dirasa plot time series kurang bagus, pengguna 
dapat menggantinya menggunakan combobox RMSE terpilih. 
Hasil ramalan dapat dilihat pada gambar sebelah kanan. Ramalan 
tersebut merupakan hasil untuk 4 minggu kedepan atau dapat 
dikatakan untuk sebulan berikutnya. Batas antara data insample 
dan outsample ditandai dengan garis merah yang ada pada plot time 
series di samping kanan. 
Selain itu pada Gambar 4.22 juga terlihat 2 tombol yang 
terletak di bagian bawah sebelah kanan, tombol tersebut 
mempunyai fungsi tersendiri dimana tombol reset adalah untuk 
menyetel ulang tampilan GUI sehingga seluruh data yang telah di 
proses menjadi kosong kembali. Lalu ada tombol keluar yang 





Lampiran 1 Data Setelah Direduksi 
Nama V1 V2 V3 ... V128 V129 V130 
01/03/2015 6 3 14 ... 310 18 36 
02/03/2015 5 8 17 ... 319 18 20 
03/03/2015 8 6 15 ... 380 20 130 
04/03/2015 4 5 12 ... 370 9 53 
01/04/2015 2 11 29 ... 240 13 27 
02/04/2015 6 8 11 ... 310 19 72 
03/04/2015 6 6 33 ... 180 6 72 
04/04/2015 2 11 29 ... 240 13 27 
01/05/2015 8 3 20 ... 499 11 85 
02/05/2015 10 7 13 ... 450 19 30 
03/05/2015 13 9 24 ... 400 11 85 
04/05/2015 11 4 24 ... 370 17 65 
01/06/2015 8 9 17 ... 360 20 137 
02/06/2015 5 2 19 ... 310 12 37 
03/06/2015 12 9 75 ... 190 23 78 
04/06/2015 3 8 30 ... 300 8 15 
01/07/2015 5 5 32 ... 300 9 115 
01/07/2015 9 8 25 ... 300 15 120 
01/07/2015 4 5 33 ... 550 20 240 
01/07/2015 9 4 16 ... 350 10 196 
01/08/2015 6 7 22 ... 230 25 77 
02/08/2015 15 6 24 ... 220 20 100 
03/08/2015 6 5 25 ... 370 9 18 
04/08/2015 11 5 10 ... 421 10 65 
01/09/2015 6 6 39 ... 229 8 162 
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Nama V1 V2 V3 ... V128 V129 V130 
02/09/2015 6 6 39 ... 229 8 162 
03/09/2015 3 4 24 ... 460 19 30 
04/09/2015 7 7 10 ... 190 20 25 
01/10/2015 7 3 22 ... 372 19 20 
02/10/2015 4 4 16 ... 200 19 135 
03/10/2015 7 4 15 ... 330 12 90 
04/10/2015 8 4 21 ... 260 16 80 
01/11/2015 2 3 14 ... 370 14 25 
02/11/2015 15 6 17 ... 410 22 121 
03/11/2015 3 8 12 ... 220 19 10 
04/11/2015 3 1 10 ... 200 10 25 
01/12/2015 9 7 12 ... 360 15 40 
02/12/2015 12 8 8 ... 250 24 310 
03/12/2015 11 4 20 ... 340 11 20 
04/12/2015 5 5 9 ... 200 15 60 
01/01/2016 8 8 24 ... 230 8 25 
02/01/2016 16 4 16 ... 370 10 90 
03/01/2016 15 9 17 ... 320 11 65 
04/01/2016 7 7 16 ... 210 7 115 
01/02/2016 7 3 22 ... 372 19 20 
02/02/2016 4 4 16 ... 200 19 135 
03/02/2016 7 4 15 ... 330 12 90 
04/02/2016 8 4 21 ... 260 16 80 
01/03/2016 10 4 16 ... 340 14 35 
02/03/2016 8 7 31 ... 270 11 55 
03/03/2016 16 5 20 ... 472 17 75 
04/03/2016 4 4 13 ... 260 12 160 
01/04/2016 9 8 16 ... 220 12 33 
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Nama V1 V2 V3 ... V128 V129 V130 
02/04/2016 10 5 18 ... 180 19 85 
03/04/2016 9 16 16 ... 350 14 25 
04/04/2016 6 3 10 ... 500 12 65 
 
 
Lampiran 2 Data Cluster 1 
Nama V1 V2 V3 V4 V5 ... V52 V53 V54 
01/03/2015 6 3 14 13 9 ... 5 4 122 
02/03/2015 5 8 17 28 8 ... 3 7 30 
03/03/2015 8 6 15 32 11 ... 3 10 35 
04/03/2015 4 5 12 21 5 ... 2 10 80 
01/04/2015 2 11 29 6 3 ... 3 12 57 
02/04/2015 6 8 11 22 9 ... 2 4 38 
03/04/2015 6 6 33 10 12 ... 7 11 54 
04/04/2015 2 11 29 6 3 ... 3 12 57 
01/05/2015 8 3 20 14 1 ... 11 10 52 
02/05/2015 10 7 13 38 3 ... 3 10 56 
03/05/2015 13 9 24 42 5 ... 2 11 121 
04/05/2015 11 4 24 4 7 ... 6 6 92 
01/06/2015 8 9 17 14 8 ... 3 11 61 
02/06/2015 5 2 19 37 3 ... 2 8 111 
03/06/2015 12 9 75 45 14 ... 3 5 46 
04/06/2015 3 8 30 9 10 ... 2 15 39 
01/07/2015 5 5 32 8 3 ... 8 10 53 
01/07/2015 9 8 25 8 5 ... 5 10 46 
01/07/2015 4 5 33 24 3 ... 13 10 60 
01/07/2015 9 4 16 10 14 ... 13 10 85 
01/08/2015 6 7 22 5 8 ... 4 12 54 
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Nama V1 V2 V3 V4 V5 ... V52 V53 V54 
02/08/2015 15 6 24 8 5 ... 13 19 96 
03/08/2015 6 5 25 25 8 ... 5 18 255 
04/08/2015 11 5 10 3 22 ... 17 6 95 
01/09/2015 6 6 39 24 5 ... 2 19 199 
02/09/2015 6 6 39 24 5 ... 2 19 199 
03/09/2015 3 4 24 15 1 ... 7 16 67 
04/09/2015 7 7 10 29 5 ... 17 16 30 
01/10/2015 7 3 22 9 6 ... 3 11 100 
02/10/2015 4 4 16 11 2 ... 2 2 150 
03/10/2015 7 4 15 10 5 ... 4 8 88 
04/10/2015 8 4 21 23 5 ... 7 7 399 
01/11/2015 2 3 14 35 8 ... 7 5 132 
02/11/2015 15 6 17 23 5 ... 7 12 128 
03/11/2015 3 8 12 9 18 ... 6 17 118 
04/11/2015 3 1 10 16 9 ... 4 6 187 
01/12/2015 9 7 12 98 9 ... 4 8 116 
02/12/2015 12 8 8 31 7 ... 3 17 318 
03/12/2015 11 4 20 46 9 ... 4 12 200 
04/12/2015 5 5 9 22 2 ... 14 6 62 
01/01/2016 8 8 24 15 5 ... 2 4 65 
02/01/2016 16 4 16 21 2 ... 3 11 106 
03/01/2016 15 9 17 25 14 ... 3 11 230 
04/01/2016 7 7 16 49 1 ... 2 4 32 
01/02/2016 7 3 22 9 6 ... 3 11 100 
02/02/2016 4 4 16 11 2 ... 2 2 150 
03/02/2016 7 4 15 10 5 ... 4 8 88 
04/02/2016 8 4 21 23 5 ... 7 7 399 
01/03/2016 10 4 16 34 9 ... 7 10 63 
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Nama V1 V2 V3 V4 V5 ... V52 V53 V54 
02/03/2016 8 7 31 15 1 ... 8 6 51 
03/03/2016 16 5 20 39 3 ... 5 7 220 
04/03/2016 4 4 13 15 2 ... 5 7 52 
01/04/2016 9 8 16 45 6 ... 3 11 86 
02/04/2016 10 5 18 13 3 ... 9 14 73 
03/04/2016 9 16 16 21 8 ... 9 6 64 
04/04/2016 6 3 10 26 4 ... 4 13 60 
 
Lampiran 3 Data Cluster 2 
Nama V1 V2 V3 V4 V5 ... V36 V37 
01/03/2015 15 3 396 23 5 ... 3 5 
02/03/2015 22 11 492.5 159 11 ... 3 7 
03/03/2015 42 8 511 86 15 ... 3 8 
04/03/2015 16 4 362 85 11 ... 8 6 
01/04/2015 55 5 472 68 14 ... 3 7 
02/04/2015 60 4 513 115 27 ... 4 7 
03/04/2015 38 4 343 94 5 ... 2 10 
04/04/2015 55 5 472 68 14 ... 3 7 
01/05/2015 38 7 372 71 19 ... 6 6 
02/05/2015 74 6 346 53 9 ... 2 8 
03/05/2015 116 2 525 60 10 ... 8 9 
04/05/2015 56 2 373 33 2 ... 4 11 
01/06/2015 76 5 203 34 8 ... 2 14 
02/06/2015 92 3 266 13 19 ... 3 16 
03/06/2015 32 2 359 63 7 ... 2 9 
04/06/2015 76 1 284 49 15 ... 4 7 
01/07/2015 50 5 470 93 10 ... 8 4 
01/07/2015 52 8 244 15 15 ... 5 5 
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Nama V1 V2 V3 V4 V5 ... V36 V37 
01/07/2015 60 9 483 20 14 ... 5 2 
01/07/2015 38 5 421 95 2 ... 12 7 
01/08/2015 46 2 209 58 8 ... 6 3 
02/08/2015 56 5 512 38 6 ... 4 15 
03/08/2015 30 3 527 110 25 ... 6 5 
04/08/2015 52 2 585 142 3 ... 7 19 
01/09/2015 57 4 547 82 8 ... 14 8 
02/09/2015 57 4 547 82 8 ... 14 8 
03/09/2015 136 6 474 40 21 ... 7 8 
04/09/2015 48 5 236 19 12 ... 4 7 
01/10/2015 45 6 305 82 10 ... 8 9 
02/10/2015 40 9 211 67 3 ... 15 5 
03/10/2015 56 7 405 90 10 ... 9 8 
04/10/2015 32 2 314 97 21 ... 7 8 
01/11/2015 76 9 252 45 19 ... 7 8 
02/11/2015 70 6 296 81 12 ... 4 6 
03/11/2015 36 4 257 1041 10 ... 6 6 
04/11/2015 41 4 223 45 11 ... 8 3 
01/12/2015 100 2 328 391 14 ... 6 2 
02/12/2015 60 4 378 57 18 ... 8 7 
03/12/2015 73 2 381 160 9 ... 4 4 
04/12/2015 62 3 298 162 3 ... 3 5 
01/01/2016 68 3 317 105 12 ... 10 7 
02/01/2016 126 4 371 128 20 ... 3 3 
03/01/2016 68 5 498 196 10 ... 5 4 
04/01/2016 14 8 335 46 4 ... 2 11 
01/02/2016 45 6 305 82 10 ... 8 9 
02/02/2016 40 9 211 67 3 ... 15 5 
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Nama V1 V2 V3 V4 V5 ... V36 V37 
03/02/2016 56 7 405 90 10 ... 9 8 
04/02/2016 32 2 314 97 21 ... 7 8 
01/03/2016 76 9 343 64 24 ... 5 5 
02/03/2016 16 9 325 36 12 ... 9 4 
03/03/2016 57 6 536 112 19 ... 8 12 
04/03/2016 66 5 511 90 18 ... 9 8 
01/04/2016 72 7 566 150 17 ... 10 5 
02/04/2016 56 8 420 94 13 ... 7 9 
03/04/2016 82 5 376 98 15 ... 7 6 
04/04/2016 97 4 380 68 8 ... 8 8 
 
Lampiran 4 Data Cluster 3 
Nama V1 V2 V3 ... V8 V9 
01/03/2015 4 36 120 ... 6 6 
02/03/2015 5 37 155 ... 12 6 
03/03/2015 10 44 145 ... 10 15 
04/03/2015 1 20 135 ... 5 1 
01/04/2015 11 37 170 ... 15 12 
02/04/2015 8 45 260 ... 13 10 
03/04/2015 4 39 195 ... 9 8 
04/04/2015 11 37 170 ... 15 12 
01/05/2015 13 20 96 ... 8 10 
02/05/2015 8 39 165 ... 3 9 
03/05/2015 9 51 160 ... 5 9 
04/05/2015 6 21 180 ... 4 5 
01/06/2015 9 35 75 ... 8 15 
02/06/2015 7 49 40 ... 2 8 
03/06/2015 4 32 160 ... 6 9 
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Nama V1 V2 V3 ... V8 V9 
04/06/2015 7 32 110 ... 4 6 
01/07/2015 10 43 90 ... 7 4 
01/07/2015 5 41 220 ... 7 9 
01/07/2015 20 110 215 ... 7 12 
01/07/2015 3 23 155 ... 8 6 
01/08/2015 8 60 95 ... 15 7 
02/08/2015 10 57 250 ... 11 11 
03/08/2015 4 28 180 ... 6 20 
04/08/2015 5 34 275 ... 10 22 
01/09/2015 6 42 115 ... 9 18 
02/09/2015 6 42 115 ... 9 18 
03/09/2015 4 51 310 ... 12 12 
04/09/2015 6 22 235 ... 6 2 
01/10/2015 13 47 189 ... 8 11 
02/10/2015 2 33 225 ... 5 6 
03/10/2015 4 40 110 ... 6 14 
04/10/2015 5 36 125 ... 7 7 
01/11/2015 2 40 230 ... 9 6 
02/11/2015 17 69 100 ... 3 11 
03/11/2015 6 62 185 ... 8 5 
04/11/2015 16 45 95 ... 2 4 
01/12/2015 7 62 160 ... 9 4 
02/12/2015 15 57 200 ... 6 10 
03/12/2015 7 71 255 ... 9 4 
04/12/2015 24 43 110 ... 5 3 
01/01/2016 5 48 290 ... 6 10 
02/01/2016 12 42 190 ... 10 8 
03/01/2016 10 44 425 ... 5 30 
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Nama V1 V2 V3 ... V8 V9 
04/01/2016 7 29 140 ... 4 2 
01/02/2016 13 47 189 ... 8 11 
02/02/2016 2 33 225 ... 5 6 
03/02/2016 4 40 110 ... 6 14 
04/02/2016 5 36 125 ... 7 7 
01/03/2016 9 33 255 ... 9 7 
02/03/2016 14 36 125 ... 8 1 
03/03/2016 11 47 280 ... 7 8 
04/03/2016 6 53 220 ... 3 11 
01/04/2016 15 37 140 ... 9 11 
02/04/2016 11 35 180 ... 8 10 
03/04/2016 14 57 110 ... 11 10 
04/04/2016 18 42 150 ... 8 9 
 
Lampiran 5 Data Cluster 4 
Nama V1 V2 V3 ... V14 V15 V16 
01/03/2015 22 135 104 ... 61 18 769 
02/03/2015 31 145 129 ... 75 25 1208 
03/03/2015 25 111 77 ... 65 36 1117 
04/03/2015 18 165 152 ... 64 15 1412 
01/04/2015 19 90 66 ... 50 21 940 
02/04/2015 26 55 29 ... 77 15 941 
03/04/2015 12 89 80 ... 48 12 642 
04/04/2015 19 90 66 ... 50 21 940 
01/05/2015 21 105 136 ... 35 20 615 
02/05/2015 25 57 58 ... 79 18 730 
03/05/2015 42 180 186 ... 77 20 569 
04/05/2015 39 125 85 ... 25 23 542 
54 
 
Nama V1 V2 V3 ... V14 V15 V16 
01/06/2015 22 210 31 ... 33 14 769 
02/06/2015 28 85 83 ... 39 17 614 
03/06/2015 10 115 57 ... 29 20 758 
04/06/2015 20 166 53 ... 38 19 458 
01/07/2015 21 60 94 ... 7 23 866 
01/07/2015 25 60 26 ... 6 15 667 
01/07/2015 51 105 34 ... 33 4 476 
01/07/2015 31 200 96 ... 22 15 724 
01/08/2015 50 250 92 ... 12 11 522 
02/08/2015 37 160 136 ... 27 6 709 
03/08/2015 45 165 53 ... 24 17 576 
04/08/2015 31 135 113 ... 22 14 699 
01/09/2015 43 100 21 ... 32 12 659 
02/09/2015 43 100 21 ... 32 12 659 
03/09/2015 29 125 40 ... 29 28 713 
04/09/2015 25 110 24 ... 23 6 713 
01/10/2015 39 230 51 ... 27 8 598 
02/10/2015 33 60 43 ... 24 12 638 
03/10/2015 34 220 61 ... 58 13 710 
04/10/2015 40 165 35 ... 15 16 473 
01/11/2015 20 170 48 ... 46 8 433 
02/11/2015 42 135 55 ... 23 17 833 
03/11/2015 47 135 12 ... 34 18 479 
04/11/2015 51 155 42 ... 23 5 526 
01/12/2015 62 300 78 ... 19 13 733 
02/12/2015 49 205 41 ... 56 13 837 
03/12/2015 51 85 52 ... 25 10 656 
04/12/2015 18 150 10 ... 29 8 471 
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Nama V1 V2 V3 ... V14 V15 V16 
01/01/2016 14 145 29 ... 26 6 541 
02/01/2016 46 290 37 ... 20 20 875 
03/01/2016 44 205 44 ... 35 26 818 
04/01/2016 40 174 76 ... 20 16 711 
01/02/2016 39 230 51 ... 27 8 598 
02/02/2016 33 60 43 ... 24 12 638 
03/02/2016 34 220 61 ... 58 13 710 
04/02/2016 40 165 35 ... 15 16 473 
01/03/2016 30 340 69 ... 30 7 1099 
02/03/2016 20 175 134.5 ... 35 19 1093 
03/03/2016 36 240 104 ... 46 30 890 
04/03/2016 16 290 65 ... 19 22 899 
01/04/2016 26 255 87 ... 40 23 1241 
02/04/2016 22 195 53 ... 47 20 665 
03/04/2016 35 275 72 ... 22 30 570 
04/04/2016 23 220 65 ... 20 21 685 
 
Lampiran 6 Data Cluster 5 
Nama V1 V2 V3 ... V12 V13 V14 
01/03/2015 4 5 37 ... 310 18 36 
02/03/2015 7 5 44 ... 319 18 20 
03/03/2015 6 11 23 ... 380 20 130 
04/03/2015 5 3 23 ... 370 9 53 
01/04/2015 7 9 28 ... 240 13 27 
02/04/2015 6 8 21 ... 310 19 72 
03/04/2015 3 7 29 ... 180 6 72 
04/04/2015 7 9 28 ... 240 13 27 
01/05/2015 9 9 44 ... 499 11 85 
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Nama V1 V2 V3 ... V12 V13 V14 
02/05/2015 7 9 57 ... 450 19 30 
03/05/2015 9 2 56 ... 400 11 85 
04/05/2015 2 8 20 ... 370 17 65 
01/06/2015 10 16 44 ... 360 20 137 
02/06/2015 4 6 15 ... 310 12 37 
03/06/2015 4 15 24 ... 190 23 78 
04/06/2015 5 6 37 ... 300 8 15 
01/07/2015 8 11 34 ... 300 9 115 
01/07/2015 7 11 25 ... 300 15 120 
01/07/2015 17 12 51 ... 550 20 240 
01/07/2015 5 8 58 ... 350 10 196 
01/08/2015 7 14 36 ... 230 25 77 
02/08/2015 3 4 24 ... 220 20 100 
03/08/2015 5 5 36 ... 370 9 18 
04/08/2015 6 6 22 ... 421 10 65 
01/09/2015 8 9 38 ... 229 8 162 
02/09/2015 8 9 38 ... 229 8 162 
03/09/2015 5 10 30 ... 460 19 30 
04/09/2015 7 6 26 ... 190 20 25 
01/10/2015 11 5 24 ... 372 19 20 
02/10/2015 3 5 18 ... 200 19 135 
03/10/2015 8 8 35 ... 330 12 90 
04/10/2015 4 3 21 ... 260 16 80 
01/11/2015 7 4 31 ... 370 14 25 
02/11/2015 5 9 31 ... 410 22 121 
03/11/2015 5 4 28 ... 220 19 10 
04/11/2015 3 3 30 ... 200 10 25 
01/12/2015 13 9 50 ... 360 15 40 
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Nama V1 V2 V3 ... V12 V13 V14 
02/12/2015 4 8 26 ... 250 24 310 
03/12/2015 4 12 42 ... 340 11 20 
04/12/2015 3 6 34 ... 200 15 60 
01/01/2016 5 6 23 ... 230 8 25 
02/01/2016 8 12 44 ... 370 10 90 
03/01/2016 12 8 42 ... 320 11 65 
04/01/2016 1 11 30 ... 210 7 115 
01/02/2016 11 5 24 ... 372 19 20 
02/02/2016 3 5 18 ... 200 19 135 
03/02/2016 8 8 35 ... 330 12 90 
04/02/2016 4 3 21 ... 260 16 80 
01/03/2016 6 17 36 ... 340 14 35 
02/03/2016 15 9 30 ... 270 11 55 
03/03/2016 9 12 33 ... 472 17 75 
04/03/2016 8 11 47 ... 260 12 160 
01/04/2016 5 10 45 ... 220 12 33 
02/04/2016 3 6 24 ... 180 19 85 
03/04/2016 14 10 39 ... 350 14 25 








































































































































































Lampiran 13 RMSE Cluster 1 
 Neuron 1 Neuron 2 Neuron 3 Neuron 4 Neuron 5 
Train 1 12.2121 13.0528 13.0455 13.5244 12.2024 
Train 2 12.1883 15.9105 12.1809 14.2131 12.9598 
Train 3 12.3356 12.3703 12.4833 12.6713 20.1698 
Train 4 12.2809 12.3156 13.9212 12.0505 12.4304 
Train 5 12.3085 31.0855 12.1803 12.4096 12.2888 
Train 6 15.0848 12.2503 12.2688 16.2767 12.9128 
Train 7 12.284 13.4298 12.5495 14.0956 12.4943 
Train 8 12.5901 12.5558 12.168 12.4157 11.9238 
Train 9 12.2238 12.4421 12.2387 11.9732 15.0018 
Train 10 13.273 17.0889 15.8187 16.705 13.2224 
 
Lampiran 14 RMSE Cluster 2 
 Neuron 1 Neuron 2 Neuron 3 Neuron 4 Neuron 5 
Train 1 2.3355 2.9091 3.2919 2.2922 2.469 
Train 2 2.3876 2.2873 3.6437 2.2378 2.2853 
Train 3 2.3002 2.434 3.2956 2.3435 2.3044 
Train 4 2.2978 2.2936 2.5807 2.3363 2.6421 
Train 5 2.5075 2.2923 2.7797 2.3646 2.5002 
Train 6 2.3313 2.4224 2.3214 2.2888 2.4705 
Train 7 2.3185 2.4268 2.3026 2.278 2.5879 
Train 8 2.3175 2.2989 2.8096 2.3175 2.3011 
Train 9 2.4318 3.2708 3.1363 2.2895 2.4494 
Train 10 2.289 2.5247 2.3285 2.3012 2.4672 
 
Lampiran 15 RMSE Cluster 3 
 Neuron 1 Neuron 2 Neuron 3 Neuron 4 Neuron 5 
Train 1 3.3341 3.2868 3.224 3.2579 3.9568 
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 Neuron 1 Neuron 2 Neuron 3 Neuron 4 Neuron 5 
Train2 4.6346 3.9726 3.4281 3.387 3.6119 
Train 3 3.9249 3.3095 3.4957 3.2707 3.5309 
Train 4 3.309 3.3593 3.5219 3.415 3.2334 
Train 5 3.3923 3.2761 3.3768 3.317 3.1436 
Train 6 3.3505 3.3604 3.606 3.2412 3.2836 
Train 7 3.3212 3.2398 3.4673 5.4756 3.574 
Train 8 3.3607 3.4817 3.3022 3.8143 3.5127 
Train 9 3.4189 3.1981 3.2596 3.3676 3.2064 
Train 10 3.3816 3.3674 3.4031 4.9079 3.2997 
 
Lampiran 16 RMSE Cluster 4 
  Neuron 1 Neuron 2 Neuron 3 Neuron 4 Neuron 5 
Train 1 5.0044 3.7531 2.3346 1.9356 2.4759 
Train 2 2.1005 3.865 2.1674 2.6214 2.2629 
Train 3 3.2729 2.2022 2.5312 2.3335 2.007 
Train 4 2.3152 2.0828 2.0642 2.2345 3.8403 
Train 5 2.476 2.2718 1.9643 2.2886 2.0151 
Train 6 2.3233 2.3419 2.0924 2.3856 1.8873 
Train 7 2.3852 2.0833 2.3204 2.4148 2.2756 
Train 8 2.2339 2.1422 2.4438 2.197 2.4782 
Train 9 2.5907 3.099 2.3827 2.3122 2.5107 
Train 10 2.0688 2.3318 2.0234 2.1384 1.9732 
 
Lampiran 17 RMSE Cluster 5 
  Neuron 1 Neuron 2 Neuron 3 Neuron 4 Neuron 5 
Train 1 1.5762 1.6195 1.6796 1.6418 1.9049 
Train 2 1.5783 1.5922 1.5985 1.632 1.5759 
Train 3 1.6663 1.6099 1.6305 1.9513 1.6592 
Train 4 1.59 1.5792 1.5554 1.6997 1.809 
Train 5 1.9129 1.7443 1.5833 1.6372 1.5836 
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  Neuron 1 Neuron 2 Neuron 3 Neuron 4 Neuron 5 
Train 6 1.591 1.5713 1.7275 1.6228 1.5187 
Train 7 1.7641 1.84 1.6235 1.7734 1.6329 
Train 8 1.5924 1.6153 1.5489 1.7643 1.5227 
Train 9 1.6089 1.6645 1.626 1.6488 2.0143 
Train 10 1.697 1.6134 1.5947 1.5623 1.7566 
 







-7.8408 0.5867 6.1552 
-3.3184  7.7761 
0.8311  -6.3241 
1.7176  8.1045 
6.4438  8.5712 
 
Bobot Layer 
0.951 -0.0942 -0.1655 0.0575 0.157 
 







-2.285 -0.9604 6.947 
0.2494   3.2559 
-1.0466   -6.1985 







0.6053 -1.5303 -1.162 1.0089 
 







7.7846 -0.8433 -12.4117 
-3.6787  5.7482 
2.5029  6.0731 
-6.8464  -5.9247 
-8.7666  -5.3953 
 
Bobot Layer 
-1.1511 -0.9359 0.1167 -0.9745 0.0905 
 




Bias2 Bobot Hidden 
-4.8208 0.259 -8.0302 -13.8739 
3.5229  5.8601 10.3252 
4.0616  -2.3223 -4.6317 
-0.8657  2.9774 3.4678 
3.0919  2.8755 0.938 
 
Bobot Layer 









Bias2 Bobot Hidden 
3.095 -0.4235 -2.0856 2.1453 
3.5518  -1.795 4.1806 
-0.8626  -3.3902 1.882 
1.758  2.6797 2.4685 
-4.9109  -1.1819 2.0515 
 
Bobot Layer 




Lampiran 23 Syntax Cluster Time Series 
Data <- read.table("Data.txt",header=TRUE,na.strings=0) 
Data = data.frame(t(Data)) 
Data <- na.omit(Data) 
Data = data.frame(t(Data)) 
jarakACF = diss(Data,"ACF") 
OutputClaster = cutree(hclust(jarakACF,"complete"),k=5) 
HasilKlaster = data.frame(OutputClaster) 
HasilKlaster <- within(HasilKlaster, { 
  OutputClaster <- as.factor(OutputClaster)}) 
Hasil = data.frame(t(Data),HasilKlaster) 
write.table(Hasil, " DataKlaster.txt") 
 
 











 net = feedforwardnet(5); 




 rmse_in(i) = sqrt(mean((Yfit(:,i)-Y_in).^2)); 
























[file,path] = uigetfile({'*.xls;*.xlsx','Excel 
Files'},'FluidesInternes'); 
 
  filename = strcat(path,file); 
  data = xlsread(filename); 
  set(handles.uitable1,'Data',data) 
   







% hObject    handle to pushbutton3 (see GCBO) 
% eventdata  reserved - to be defined in a 
future version of MATLAB 
% handles    structure with handles and user 





Data = get(handles.uitable1,'Data'); 
t = str2num(get(handles.edit1,'string')); 
  
Y_in = Data(1+t:(length(Data)-4)); 






    net = 
newff(InputIn',Y_in',[5],{'tansig'},'trainlm'); 
    net = train(net,InputIn',Y_in'); 
    bobot{i}=net; 
    Yfit(:,i)=net(InputIn'); 
    Yfcast(:,i)=net(InputOut'); 
    rmse_in(i) = sqrt(mean((Yfit(:,i)-
Y_in).^2)); 




    [datamin,datake] = min(rmse_in(:)); 
     
for k =1:10 
    BobotHidden1=bobot{k}.iw{1,1}; 
    BobotLayer1=bobot{k}.lw{2,1}; 
    BobotBias1_1=bobot{k}.b{1}; 
    BobotBias2_1=bobot{k}.b{2}; 
  
    net = 
newff(InputIn',Y_in',[5],{'tansig'},'trainlm'); 
    net = train(net,InputIn',Y_in'); 
    net.iw{1,1}=BobotHidden1; 
    net.lw{2,1}=BobotLayer1; 
    net.b{1}=BobotBias1_1; 
    net.b{2}=BobotBias2_1; 
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     PlotRamal(:,k) = [Yfit(:,k);Yfcast(:,k)]; 
    ramal(1,k)=net(Data(length(Data))); 
for j=2:4 
    ramal(j,k)=net(ramal(j-1,k)); 
end 
end 
    ramal; 
    set(handles.tblRamalData,'Data',PlotRamal); 
    set(handles.tblRamalHasil,'Data',ramal); 
    
set(handles.uitable3,'Data',fix(ramal(:,datake)
)); 
    
str2double(set(handles.poprmse,'value',datake))
;  
     
    axes(handles.axes3); 
hold on; 
    plot(Data(1+t:length(Data))); 
    plot(PlotRamal(:,datake)); 
hold off; 
for h = 1:10; 
    set(handles.rmsein(h),'string',rmse_in(h)); 




function poprmse_Callback(hObject, eventdata, 
handles) 
% hObject    handle to poprmse (see GCBO) 
% eventdata  reserved - to be defined in a 
future version of MATLAB 
% handles    structure with handles and user 
data (see GUIDATA) 
  
% Hints: contents = 
cellstr(get(hObject,'String')) returns poprmse 
contents as cell array 
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%        contents{get(hObject,'Value')} returns 
selected item from poprmse 
    t = 
str2double(get(handles.edit1,'string')); 
    u = 
str2double(get(handles.edit2,'string')); 
    v = 
str2double(get(handles.edit3,'string')); 
    w = max([t u v]); 
    Data = get(handles.uitable1,'data'); 
    PlotRamal = 
get(handles.tblRamalData,'data'); 
    ramal = get(handles.tblRamalHasil,'data'); 
    cla(handles.axes3); 
switch get(hObject, 'Value')  
case 1 
    axes(handles.axes3); 
    hold on; 
    plot(Data(w:length(Data)-1)); 
    plot(PlotRamal(:,1)); 
    hold off; 
    set(handles.uitable3,'Data',ramal(:,1)); 
case 2 
    axes(handles.axes3); 
    hold on; 
    plot(Data(w:length(Data)-1)); 
    plot(PlotRamal(:,2)); 
    hold off; 
    set(handles.uitable3,'Data',ramal(:,2)); 
case 3 
    axes(handles.axes3); 
    hold on; 
    plot(Data(w:length(Data)-1)); 
    plot(PlotRamal(:,3)); 
    hold off; 
    set(handles.uitable3,'Data',ramal(:,3)); 
case 4 
    axes(handles.axes3); 




    plot(Data(w:length(Data)-1)); 
    plot(PlotRamal(:,4)); 
    hold off; 
    set(handles.uitable3,'Data',ramal(:,4)); 
case 5 
    axes(handles.axes3); 
    hold on; 
    plot(Data(w:length(Data)-1)); 
    plot(PlotRamal(:,5)); 
    hold off; 
    set(handles.uitable3,'Data',ramal(:,5)); 
case 6 
    axes(handles.axes3); 
    hold on; 
    plot(Data(w:length(Data)-1)); 
    plot(PlotRamal(:,6)); 
    hold off; 
    set(handles.uitable3,'Data',ramal(:,6)); 
case 7 
    axes(handles.axes3); 
    hold on; 
    plot(Data(w:length(Data)-1)); 
    plot(PlotRamal(:,7)); 
    hold off; 
    set(handles.uitable3,'Data',ramal(:,7)); 
case 8 
    axes(handles.axes3); 
    hold on; 
    plot(Data(w:length(Data)-1)); 
    plot(PlotRamal(:,8)); 
    hold off; 
    set(handles.uitable3,'Data',ramal(:,8)); 
case 9 
    axes(handles.axes3); 
    hold on; 
    plot(Data(w:length(Data)-1)); 
    plot(PlotRamal(:,9)); 




    set(handles.uitable3,'Data',ramal(:,9)); 
case 10 
    axes(handles.axes3); 
    hold on; 
    plot(Data(w:length(Data)-1)); 
    plot(PlotRamal(:,10)); 
    hold off; 





% hObject    handle to pushbutton9 (see GCBO) 
% eventdata  reserved - to be defined in a 
future version of MATLAB 
% handles    structure with handles and user 






% hObject    handle to pushbutton11 (see GCBO) 
% eventdata  reserved - to be defined in a 
future version of MATLAB 
% handles    structure with handles and user 












KESIMPULAN DAN SARAN 
 
5.1 Kesimpulan 
Berdasarkan hasil analisis dan pembahasan, berikut merupa-
kan kesimpulan dan saran yang didapatkan. 
1. Cluster 1 merupakan cluster dengan jumlah anggota paling 
banyak yaitu 54 jenis obat sedangkan cluster 3 merupakan 
cluster dengan jumlah anggota paling sedikit dengan 
anggota sebanyak 9 jenis obat. Rata-rata penjualan obat 
paling banyak yaitu terdapat pada cluster 4 dengan jumlah 
penjualan sebanyak 8061 obat dan cluster 2 merupakan 
cluster dengan rata-rata penjualan paling sedikit yaitu 
dengan jumlah obat yang terjual sebanyak 2767 obat. 
2. Time series plot dengan data yang diambil secara acak dari 
masing-masing cluster menunjukkan jika adanya pola dan 
jarak yang cukup signifikan sehingga dapat dikatakan tiap 
cluster mempunyai perbedaan atau karakteristik tersendiri. 
Plot data yang flat menunjukkan jika jumlah data 
permintaan pada cluster tersebut sedikit. 
3. Berdasarkan identifikasi neural network, peramalan pada 
cluster pertama lebih optimum jika menggunakan 1 input 
dan 5 neuron, cluster 2 menggunakan 1 input dan 4 neuron, 
cluster 3 menggunakan 1 input dan 5 neuron sedangkan 
untuk cluster 4 menggunakan 2 input dan 5 neuron. Untuk 
cluster 5 lebih baik menggunakan 2 input daripada 1 input 
sehingga untuk identifikasi neural networknya dapat 
menggunakan 2 input dan 5 neuron. 
4. Sistem informasi bekerja hanya dengan 1 jenis obat dan 5 
hidden neuron. Input dibatasi maksimal 3 dengan training 
sebanyak 10 kali. 
 
5.2 Saran 




1. Memperbanyak data dalam analisis atau menggunakan 
data dalam bentuk harian, sehingga hasil yang didapatkan 
akan lebih bagus. 
2. Untuk analisis cluster time series dapat menggunakan 
jarak yang berbeda. Karena hal tersebut mempengaruhi 
hasil anggota cluster yang didapatkan. 
3. Identifikasi neural network juga dapat menggunakan 
metode lain atau memperbanyak jumlah iterasi dengan 
tujuan mendapatkan nilai RMSE paling minimum. 
4. Sistem informasi dapat digunakan untuk meramalkan 
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