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I, INTRODUCTION 
Random mating is usually the first assumption made by modelers of 
outcrossing organisms in population genetics. By random mating, we mean 
that when a given individual mates, every member of the population (in­
cluding itself) is equally likely to be its mate. Or, with models of 
dioecious organisms, that each member of the opposite sex is equally 
likely to be chosen. In practice, the concept is loosened to mean that 
mate choice is independent of genotype at the locus or loci of interest. 
The assumption of random mating is made because of its simplicity. 
The resulting theory is manageable, elegant, and provides a useful stand­
ard for comparison with actual observation. 
There are many ways in which the ideal of random mating may fail to 
hold in reality. Clearly, humans do not mate at random with respect to 
racial characteristics, height, or intelligence. The system of mating 
where mates with similar characteristics are preferred is called positive 
assortative mating, and many examples have been documented throughout the 
Biological Kingdom (Wallace, 1981, Ch. 7). For some traits, mates with 
different ("negative assortative mating") or unusual (such as the "rare 
male effect" in Drosophila, Ehrman, 1966 and Ehrman and Probber, 1978) 
traits may be preferred. Consequences of assortative mating have been 
examined elsewhere (e.g. Karlin, 1968). 
Overt discrimination is not required for random mating to break 
down. Charles Darwin (1859, p. 376) noted that gene flow among the 
Galapagos Islands was retarded by strong ocean currents. The concomitant 
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divergence of life forms among the islands had a profound impact on the 
development of his theories. In North America, the Rocky Mountains 
provide a formidable migration barrier to most living things. Even many 
bird species which can and do fly over the mountains have their primary 
ranges bounded by the Rockies (Bull and Farrand, 1977). 
Populations of organisms belonging to a particular species are often 
distributed over regions of substantial size. Thus, even if there are no 
natural barriers to movement between parts of such a region, there is a 
tendency for matings to be nonrandom, in the sense that it is more likely 
for mates to be born close to each other than far apart. This tendency 
toward isolation of parts of a region may be intensified not only by 
natural barriers, but by the social structure of the population as well. 
Many organisms tend to congregate in flocks, herds, or communities that 
remain largely intact during a generation. The degree of isolation can 
range from slight, such as between Ames and Des Moines, Iowa, to the 
essentially complete isolation that historically occurred between the 
castes of India. 
Positive assortative mating also divides the population into sub­
groups with similar traits affecting mate selection. Such a subdivision 
should affect those traits that segregate independently of the mate 
selection traits in a manner that is similar to geographic or social 
subdivision. 
The objective of this study is to determine the extent to which 
subdivision affects the genetic variability of finite populations. It 
stands to reason that, in the absence of selection, if the rates of 
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migration among the subpopulations are large, the effects of subdivision 
will be negligible. Indeed, Nagylaki (1980) has proven this mathemati­
cally. Two questions remain unanswered: 
1. How large must migration rates be for subdivision to be 
negligible? 
2. What happens when migration rates are small? 
Previous theoretical studies of subdivided populations have been 
confined to the mean behavior of gene diversity measures (or equivalent 
calculations) and a few simulations. In the present study, variances 
will be obtained for commonly used measures of genetic identity within 
and divergence between subpopulations. By application of the techniques 
developed here, the limiting distribution of gene frequencies can also 
be obtained, in principle. 
In this work, selection will be ignored. It is important that the 
consequences of selective neutrality in finite subdivided populations be 
understood in order to evaluate the correspondence of the neutral mutation 
hypothesis to reality. 
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II. LITERATURE REVIEW 
A. Origins of the Neutrality Hypothesis 
The study of the mathematical properties of genetic systems began 
immediately after the rediscovery of Mendel's (1866) work. Castle (1903) 
and Pearson (1904) gave limited treatments that were generalized in the 
simultaneous and independent discoveries by Hardy (1908) and Weinberg 
(1908) that one generation of random mating leads to an equilibrium for 
both gene and genotype frequencies if selection and stochastic fluctua­
tions are negligible. In this "Hardy-Weinberg equilibrium," the frequency 
array of genotypes is simply the square of the array of genes. 
Castle (1903) also considered complete selection against a recessive 
trait and found that the frequency of the recessive allele would be 
continually decreasing in the population, although the rate of its 
elimination declines with its frequency in the population. Much has been 
learned about the consequences of selection during the intervening years. 
The reader may consult any of a number of introductory texts in population 
genetics (such as C. C. Li, 1976) for a comprehensive treatment of 
selection. Here, I shall mention only those results that are crucial to 
the present discussion. 
Since even a slight selection uniformly favoring one allele will re­
sult in its eventual fixation in the population and since evolution re­
quires a base of variation to operate on, the basis of genetic variation 
in natural populations becomes important. The Hardy-Weinberg theorem 
says that variability can be maintained under neutrality, but this is in 
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opposition to a belief in natural selection as the mechanism of evolution. 
Also, examples abound of characters on which selection operates. One 
possible explanation is that variability exists only where selection has 
not had sufficient time to eliminate undesirable alleles. But this ex­
planation is frequently inconsistent with observation. 
Two mechanisms are known that can maintain variability at a locus in 
spite of selection. Fisher (1922) showed that a stable equilibrium of 
gene frequencies is established, for random mating diploids, if hetero-
zygotes are selectively favored over both corresponding homozygotes. 
Perhaps the best known example illustrating this principle is the sickle-
cell hemoglobin which is maintained in Africa, in spite of its typically 
fatal effect on homozygotes, by virtue of the superior malarial resistance 
it confers on heterozygotes (Cavalli-Sforza and Bodmer, 1971, pp. 148-154). 
"Overdominance" may also be at least partially responsible for the phe­
nomenon of hybrid vigor. The other mechanism for maintaining variability 
is the slow but continual production of new variability through mutation. 
Danforth (1923) discussed and Haldane (1927) obtained mathematical 
expressions describing the balance between mutation and selection. 
The difficulty with the production of new variation is that morpho­
logically detectable mutations are almost always deleterious and hence, a 
burden on the population. Haldane (1937) quantified this by showing that 
the per locus reduction in mean fitness due to the production of deleteri­
ous mutants is, in the long run, equal to the mutation rate for recessive 
mutations, or approximately twice the mutation rate for incompletely 
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recessive mutations. Crow (1948) made similar calculations in the context 
of another problem. The loss in fitness builds as the cumulative effects 
of all loci are considered. Notice that the amount of fitness reduction 
depends only on the mutation rate, and not on the strength of selection 
against the mutants. 
In Muller's 1949 presidential address to the American Society of 
Human Genetics (Muller, 1950), he warned of the danger to the continuation 
of our species that is posed by hereditary diseases. He particularly 
warned that the problem threatens to be magnified by a radiation induced 
increase in the mutation rate. The terms "genetic load" and "load of mu­
tations" were coined to describe this burden on the population. Muller's 
discussion was primarily qualitative although he did make use of Haldane's 
(1937) calculations. 
Crow (1958) tried to formalize the concept of genetic load in terms 
of genotype fitnesses. His definition. 
involves a subtle shift from Muller's original intent. In addition to 
mutational load, as calculated by Haldane, this equation implies that 
there is a "genetic load" whenever there is variability for selection to 
operate on. In particular, a "load" is generated by every heterotic 
polymorphism. Thus, if the M and ^  homozygotes have fitnesses 1-s and 
1-t relative to the unit fitness of the ^  heterozygotes then the "segre­
gation load" at this locus is 
W W 
L 
max ( 2 . 1 )  
W 
max 
( 2 . 2 )  
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If each locus affects total fitness in an independent and multiplicative 
fashion, and if there is no linkage disequilibrium in the population, 
then the total load on the population is 
Load = 1 - n (1-L) . (2.3) 
loci 
Increasing the number of alleles increases the proportion of heterozygotes 
and thus decreases the load at a locus. But, there is a limit. If there 
are many alleles, most of them must have low frequencies and are easily 
lost through random genetic drift. Kimura and Crow (1964) studied this 
problem and concluded that only a small (though possibly significant) 
amount of heterozygosity that is maintained by overdominance could be 
tolerated in populations of moderate size. 
In 1966, Harris (with man) and Lewontin and Hubby (with Drosophila 
pseudoobscura) applied the technique of gel electrophoresis to try to 
determine the extent of variability in natural populations. Their results 
were astounding! For instance, Lewontin and Hubby found polymorphism at 
one third of the sampled loci in each of various populations. They used 
calculations like (2.2) and (2.3) to show that if each polymorphic locus 
carried two alleles maintained by 10% heterozygote advantage, then the 
overall average population fitness would be roughly (.95)^^^^ - 10 . 
And this is not the extent of natural variation. Electrophoretic studies 
under different conditions as well as other techniques such as heat de-
naturization reveal even more variation (Bernstein et al., 1973 and Singh 
et al., 1976). Also, these techniques involve assaying gene products 
rather than the genes themselves. Given the degeneracy of the genetic 
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code (4 = 64 codons that code for only 20 amino acids), only one third 
of the variation can be detected without DNA sequencing (Dobzhansky 
et al., 1977, p. 50). The question suddenly shifted from "How much 
variation is there in natural populations?" to "How can there be so much?" 
A related problem arises from the replacement of an allele in a pop­
ulation by a selectively superior one. If an allele a, occurring with 
frequency q, has fitness 1-k relative to the unit fitness of A, then 
there is a load (interpreted as the fraction of genetic deaths) of qk in 
one generation of a haploid organism. Haldane (1957) showed that the 
total of the fractions of genetic deaths required to eliminate a, starting 
from an initial frequency of q^, is 
00 
D = k I q^ = -In (1 - q^) , (2.4) 
n=0 
if k is small, and this cost is even higher for diploids. Under the 
assumption that a population could afford to expend no more that 10% mor­
tality per generation on substitution, he concluded that the average rate 
of gene substitution could be no greater than one in 300 years. By con­
trast, the rate of substitutions under neutrality is equal to their rate 
of production, i.e., the mutation rate (Crow and Kimura, 1970, p. 369). 
Actually, this is true only if generations do not overlap. With over­
lapping generations, the rate of substitutions is the mutation rate 
divided by the generation length (Pollak, 1982). Kimura (1968) cited 
studies which indicated that nucleotide pair substitutions had occurred 
in mammals on the average of one every two years. This is a terrifically 
high rate if each nucleotide replacement corresponds to a selective 
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allele. But, assuming neutrality and four year generations, Kimura noted 
that this substitution rate corresponds to a mutation rate of only two 
mutations per gamete (roughly 4 x 10^ nucleotide pairs) or 5 x 10 per 
nucleotide per generation. 
Thus, on the molecular level, both the amount of variation and the 
speed of evolution appeared to be too intolerably great to have a selec­
tive basis. Kimura (1968) reconciled these observations by postulating 
that most (not all) of the variants at the molecular level have selection 
coefficients so small that their behavior is governed by random genetic 
drift, i.e., that most of the alleles are selectively neutral with respect 
to each other. 
Kimura's hypothesis of genetic neutrality was not universally accept­
ed. Crow (1963) noted that in the case of the sickle cell polymorphism, 
most of the population's genetic load is attributable to the "normal" 
homozygotes. He considered this observation to be a useful insight, 
but Wallace (1970, p. 60) interpreted it as indicating a weakness in the 
load theory. Li (1963) objected that load theory implies a mutation to 
a novel allele, which is overdominant with extant alleles, increases both 
load (by increasing W^^^) and fitness. Milkman (1967) cast doubt on the 
method of combining loads over loci. He pointed out that selection acts 
on the total individual and suggested that loci rarely contribute inde­
pendently to fitness. Roux (1969) added that sexual reproductive fitness 
results from an interaction of both genotypes in a breeding pair. Roux 
also pointed out that with multiple locus selection, equilibria with 
linkage disequilibrium can exist and these equilibria may have higher 
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fitnesses (and hence less load) than the population structure that was 
assumed in obtaining (2.3). Finally, if selection occurs mainly through 
competition for resources ("soft selection," Wallace, 1970) then these 
load calculations are invalid. Under competition, fitnesses depend on 
the composition of the population rather than any absolute standard. 
Thus, the fitness of the optimal genotype is irrelevant since that geno­
type will probably never occur in a finite population (Sved et al., 1967). 
Haldane's cost of substitution arguments have also been attacked. 
Maynard Smith (1968) relied on the individual as the unit of selection 
and suggested that adapted gene complexes may be substituted simultane­
ously instead of individual genes. 
Those who support the neutralist position have made additional ob­
servations to support their case. For instance, Kimura (1969, Kimura 
and Ohta, 1971) estimated for various phylogenies the rate of nucleotide 
substitutions that occurred in a given molecule. The method involved 
comparing homologous molecules from two species and assuming independent 
Poisson processes of nucleotide substitutions have operated since the 
divergence from their common ancestor. (The method is very closely re­
lated to Nei's genetic distance calculations which will be discussed in 
Section II.D.) Kimura's calculations suggested that the rate of nucleo­
tide substitutions within a given molecule has been constant over vast 
periods of time. Dickerson's (1971) study indicated that the rate of 
evolution in a protein is only constant after its function has been 
established, and then there are sites (apparently critical to function) 
which are conserved (presumably by selection) and do not evolve. The 
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calculations ignore linkage disequilibrium among nucleotide sites (which 
is questionable) since each site is assumed to evolve independently. 
Stebbins and Lewontin (1972) suggested that only the average rates were 
constant and that this resulted from the law of large numbers. Why 
even the average rates should be constant under selection has yet to 
be answered (Kimura, 1976). 
Much more has been written both for and against the neutrality 
hypothesis. It suffices to say that the controversy continues (Ewens, 
1978 and Wallace, 1981, p. 312ff.), though never as caustically as when 
Clark (1970) compared neutralist arguments on the speed of evolution to 
an apocryphal argument that industrial melanism in Lepidoptera must be 
unimportant selectively because of the rapid change that occurred. 
B. Some Results for Finite Undivided Populations 
The Hardy-Weinberg theorem states that gene and genotype frequencies 
will remain constant after one generation of random mating, if selection 
and random drift are both negligible. In order for selection and drift 
to both be negligible, there must be complete neutrality in an essentially 
infinite population. Real populations are in fact finite so that there 
will be random fluctuations in gene frequencies even when there is no 
selection. 
A model that is frequently employed to study the effects of random 
genetic drift was explicitly introduced by Wright (1931) and is implicit 
in Fisher's (1922 and 1930) work. Under the Wright-Fisher model, each 
generation is formed by multinomial sampling from the realized gene 
12 
frequencies of the previous generation. The rationale for this conditional 
distribution is that each individual can produce a very large number of 
gametes. Since there is no selection, the successful gametes are assumed 
to be a random sample from the pool of produced gametes. The gametic 
pool is assumed to be large enough, relative to the sample size, that the 
difference between sampling without replacement and sampling with replace­
ment is negligible. 
The Wright-Fisher model is perfectly straightforward when applied 
to haploid organisms. For monoecious diploids, the gametes are paired 
(in the order they are drawn) to form zygotes. With dioecious diploids, 
each sex produces a gamete pool and zygotes are formed by sampling one 
gamete from each pool. Notice that these diploid models involve random 
union of gametes rather than actual random mating of individuals. How­
ever, Watterson (1970) has shown the equivalence of single locus mono­
ecious models with random mating or random union of gametes, when family 
sizes or production of successful gametes have Poisson distributions. 
This is approximately true of the neutral Wright-Fisher model, if the 
population size is large. When there are N diploid individuals per gen­
eration, the number of successful gametes produced by an individual has 
a Binomial (2N,1/N) distribution which is approximately Poisson(2) for 
large N (Crow and Kimura, 1970, p. 346). 
For the remainder of the section, we will consider a monoecious 
population of 2N genes (either 2N haploid or N diploid individuals) per 
generation. The exact distribution of gene frequency is discrete on the 
points i/2N. Let f(x) be a continuous function that approximates the 
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histogram of this probability distribution. If N is large, then the class 
width, 1/2N, is small so that f(x)dx approximates the probability that 
the gene frequency lies in the interval (x, x + dx). This continuous 
approximation to the distribution is usually obtained by approximating 
recurrence equations relating probabilities for two successive generations 
by a diffusion differential equation (see Kimura, 1964). 
1. Finite number of alleles 
Random genetic drift acting alone will lead to the ultimate fixation 
of one of the alleles. For instance, with two alleles, the probability 
distribution for nonterminal gene frequencies eventually flattens and 
decreases uniformly at a rate of 1/2N (Wright, 1931). See Crow and 
Kimura (1970, p. 388) for the extension to multiple alleles. 
Mutation counteracts this tendency to drift to fixation. If there 
are two alleles with recurrent mutation rates u and v, then the steady 
state distribution of gene frequencies is approximately Beta(4Nu,4Nv) 
(Wright, 1931). The most general steady state distribution that is known 
for multiple alleles is given by Wright (1969, p. 394). Suppose there 
are K alleles and u.. is the mutation rate from A. to A.. If the muta-
ij -1 -J 
tion rate depends only on the outcome of the mutation (u.. = v. for all 
ij J 
i and j) then the steady state joint distribution of gene frequencies 
V 
is approximately Dirichlet with parameters {4Nv.}._ . The solution for 
arbitrary mutation rates has not been found (Ewens, 1979, p. 170). Recall 
that the ith marginal of the Dirichlet distribution is Beta(s^,0^), 
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r(e. + 0.)  e.-l 9.-1 
~ r(e^)r(e^) *  d - *)  > (2.5) 
where 
e. = 4Nv. 
1 1 
and 
e. = 4N I V. 
which is the same as the distribution from a two allele model where all 
of the non-A^ alleles have been grouped into one super "allele," A? . 
2. Infinite alleles model 
A typical protein is composed of hundreds, possibly thousands, of 
amino acids. Each amino acid is specified by a "codon" of three nucleo­
tide pairs within the gene. There are four possible nucleotide bases, so 
a protein of n amino acids is coded by a gene with 4^"^ - 10^^ possible 
alleles (not counting the noncoding regions). The number of possible 
alleles is so much larger than typical population sizes that it is highly 
unlikely that a random base substitution will duplicate an existing allele. 
Thus, it will often be convenient to ignore the limit on the number of 
possible alleles and assume that each mutation (occurring at a rate u) will 
be to a completely novel allele. This "infinite allele model" is usually 
attributed to Kimura and Crow (1964); however, Wright (1949a) briefly 
discussed it 15 years earlier. Kimura and Crow used this model to study 
the probability, F, that two uniting gametes carry the same allele (the 
two genes are said to be "identical by state"). This F is not necessarily 
Wright's inbreeding coefficient in the sense of Malecot's (1948) interpre­
tation as the probability of identity by descent. With mutation, two 
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genes can be descended from a common ancestral gene and not be the same 
allele. Indeed, since the population is finite, all the genes in some 
future population (after a long period of time) will be descended from a 
single gene in the present population (Malecot, 1948). 
Kimura and Crow (1964) related the probability of identity by state 
in an offspring generation to its value in the parental generation. For 
the two genes to be identical, they must be unmutated copies from the 
parental generation, and they must be two copies of the same parental 
gene (which could be a mutant) or else single copies of two identical 
parental genes. This leads to the following recurrence equation for F 
from one generation to the next 
which has a steady state solution of 
as given by Kimura and Crow (1964). The quantity 4Nu appears frequently 
in neutral theory and is usually replaced by the single parameter 
( 2 . 6 )  
2 
If N is large and u is small (so that u and u/N are negligible) this 
equation reduces to 
^t 2N * " 2N " ^t-l 
0 = 4Nu 
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A consequence of novel mutations is that any allele that exists in 
the population will ultimately be lost and never reappear. Thus, no 
allele or collection of alleles can have a nontrivial limiting distribu­
tion. But, equation 2.7 suggests that, in the long run, there is a 
stable population structure irrespective of the alleles that may actually 
be present at any given time. Kimura and Crow (1964) and Ewens (1964) 
described this stable configuration by means of the "frequency spectrum," 
(t)(x) = 0 X ^ (1-x)® ^ , (2.8) 
which is interpreted as 
(t)(x)dx = E [no. of alleles with frequency in (x, x + dx)] 
so that 
*2 J $(x)dx = E [no. of alleles with frequencies in (x^, Xg)] . 
^1 
In particular, the expected number of alleles in any given generation is 
1 
K = J (t)(x)dx (2.9) 
1/2N 
or, more precisely, K + 6 alleles (Ewens, 1964). The correction term, 
0, presumably results from the continuity approximation. If there were 
K alleles in a population and each occurred at a frequency 1/K, then 
two randomly chosen genes would be the same allele with probability 1/K. 
Consequently, Kimura and Crow (1964) define the "effective number of 
alleles" by 
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Kg = 1/F 
= 6 + 1 
( 2 . 1 0 )  
by (2.7). The expected number of alleles, K, greatly exceeds the effec­
tive number (Ewens, 1964) because the majority of the existing alleles 
are expected to have low frequencies, as can be seen from the asymptote 
of (t)(x) at x = 0. 
The concept of the frequency spectrum can be difficult to grasp, so 
we shall now examine its relationship to more familiar ideas of proba­
bility. If there are only K possible alleles, then the expected number of 
alleles in a frequency class is the sum of the marginal probabilities of 
that class (Nei and Li, 1976). This is most easily seen by considering 
indicator functions. Let 
I.(x) = ' 
1 if A^'s frequency is in x + dx 
0 otherwise 
then 
K 
(tijj(x)dx HE I I^(x) 
i=l 
K 
I E[I.(x)] ( 2 . 1 1 )  
i=l 
K 
I f\(x)dx . 
Thus, a K allele frequency spectrum integrates to K (the number of possible 
alleles), rather than 1. The lower limit of integration in (2.9) was 1/2N 
because we wanted the expected number of alleles with nonzero frequencies. 
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Suppose there are K alleles and each mutates to any other allele with 
equal probability. If u is the rate of mutation away from an allele, then 
mutates to at a rate u/(K-l) so that 0^ = 4Nu = 0 and = 0/(K-l) 
in equation (2.5). It follows from (2.5) and (2.11) that 
lim 4u(x) = 0(x) 
K-X» 
(Nei and Li, 1976, see also Lewis and Pollak, 1982). By a similar argu­
ment, (t)(x)/K is the probability that a particular allele occurs with fre­
quency X, given that it is present in the population (cf. Wright, 1949a). 
The frequency of the most frequent allele is a random variable that 
does not depend on what the particular allele may be. Thus, order 
statistics for the infinite allele model should have a well-defined 
limiting distribution. Kingman (1975 and 1977a) has shown that the joint 
distribution of the first j order statistics does exist, for any j, and is 
the limit, as K^, of their joint distribution under the equal mutation 
K-allele model. Thus, the infinite allele model is really the limiting 
case of a finite allele model. Nei and Li (1976) took advantage of this 
fact to study the transient behavior (i.e., prior to steady state) of the 
infinite allele frequency spectrum. The asymptotic rate of approach to 
steady state is A^, where 
A = (1 - u)^ ^1 - (2.12) 
(cf. Appendix A). 
If a single gene is selected at random from a population, the proba­
bility that it is a particular allele is the frequency of that allele. 
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Only a slight extension is required to see that 
x(t)(x)dx - Pr [a randomly sampled gene occurs at a frequency 
within (x, X + dx) in the population] . 
It follows that 
1 
/ x(t)(x)dx = 1 , (2.13) 
0 
which can also be seen directly from (2.8). The left hand side of (2.13) 
would be the first moment of (j), if ({) were a probability density function. 
Other "moments" of the frequency spectrum are also related to sampling 
probabilities. Let 
h(r) = Pr [r genes sampled without replacement from 
the population are all the same allele] . 
The special case of r = 2 is given in (2.7). In general, 
I ^ (0 + 1) (6 + 2 ) ' ' ' ( G  + r - 1) (2.14) 
1 
=  e  B(r, 0 )  = / x^ (()(x)dx 
0 
(Ewens, 1979, p. 94, cf. Appendix A of this dissertation). The complete 
set of moments uniquely determines the frequency spectrum. Edward Pollak 
(Department of Statistics, Iowa State University, unpublished notes, see 
also Ewens, 1979, p. 94) extended the recursive techniques of (2.6) to 
directly approximate the low order moments as an alternate means of 
obtaining the frequency spectrum. The method is exactly analogous to 
that of Kempthorne (1968), who calculated the probability of identity by 
descent for sets of genes. 
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If r genes are sampled from a population, in a given generation, it 
is quite possible that more than one allele will be present in the sample. 
Again, we emphasize that the frequency structure, rather than the actual 
alleles present, is the only relevant information about the steady state 
population. To avoid any information that depends on the labels given 
to the observed alleles, we will deal with the order statistics. Suppose 
that k alleles are observed in the sample, with n^^^ copies of the ith 
most frequent allele (n^^^ > n^g) > > '^(k) ^ ~ ^ (i)^' proba­
bility that a sample of size r contains k alleles with this structure is 
.  r ,  ^ r! r(e) 
h[*(l) '°(2)'  - '°(k)i -  n(i). . .n(kj r(8 + r) '  
where is the number of n^^'s equal to j. This result which general­
izes (2.14) is known as the Ewens sampling formula. Ewens (1972) obtained 
(2.15) in a partially heuristic fashion that was made rigorous by Karlin 
and McGregor (1972). Watterson (1976) derived (2.15) as a limiting 
(as K-x*>) distribution of order statistics from the K allele equal mutation 
model. Notice that k, the number of alleles in the sample, is a suffi­
cient statistic for 0. Some statistical tests of the neutrality hypoth­
esis have been based on this fact (Ewens, 1979, p. 261 ff.). 
The "steady state" property implies that the probability of any pop­
ulation structure remains constant from one generation to the next. But, 
the realized population structures do not change. Although there are infi­
nitely many alleles possible throughout time, the population is of finite 
size so only a finite number can be present in any one generation. It is 
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convenient to redefine K to be the number of alleles actually present in 
a generation. Those alleles can be numbered in some fashion so that 
their frequencies in that generation can be denoted by Xp... ,Xjj. 
Experimental studies frequently describe observed populations in terms 
of homozygosity, which would be 
K 2 
J  =  I X .  
i=l 1 
under random mating if the population were infinite. 
Both K and J are well-defined random variables with respect to the 
infinite allele model. The mean value of K was given in (2.9). Now, 
J = E["homozygosity"] = E X?j (2.16) 
and 
Var(J) = E [(I X?)2] - . (2.17) 
i 1 
Lewis and Pollak (1982) use the following method to derive expressions 
for (2.16) and (2.17) from (2.14) and (2.15) when the population is in 
steady state. Barring mutation, forming a diploid zygote for the next 
generation under random mating is analogous to randomly sampling two genes 
from the current generation. Thus, 
J = Ô i F 5 h(2) ± a-f-T (2.18) 
(1 - u)^ ^ ^  ^  
as was found by Kimura and Crow (1964). Now, 
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(I X?)2 = Z X* + Z xf I X? 
i " i " i 1 jfi J 
4 
But ZX^ corresponds to sampling four identical alleles, so that 
E[Z X^ ] = h(4) = (0 + i)(e + 2)(0 + 3) • (2.19) 
2 2 
Finally, IX. IX. corresponds to sampling 2 copies of one allele fol-
i 1 jfi J 
lowed by two copies of a different allele, which implies 
"J '  (e .  I)(e ' 2)(8 . 3) • 
The reason we divide by three in (2.20) is that the term which it divides 
is the probability that a random sample of four genes contains two 
alleles, each represented twice, whereas, what we want here is the proba­
bility the second gene in the sample is of the same state as the first. 
Given that there are two representatives of each of two alleles the 
probability is 1/3 that it is the second sampled gene that is of the same 
state as the first, rather than the third or fourth. Substituting (2.18)-
(2.20) in (2.17) we obtain 
„ /-T^ - 6 + 6 1 
Var(.j; - (0 + i)(0 + 2)(6 + 3) " + ^^2 
28 (2 21) 
(6 + 1)2(6 + 2)(6 + 3) 
which was derived earlier and in somewhat different ways by Li and Nei 
(1975) and Stewart (1976). 
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3. Effective population size 
It is unlikely that all aspects of the idealized Wright-Fisher model 
have ever been satisfied by any real population. Departure from the 
model's assumptions are usually considered in terms of an "effective 
population size." Let 
With the idealized population, = 1/2N so that (2.6) generalized to 
which implies that the "inbreeding effective number" is 
K. = IF; ' 
This procedure simply substitutes an idealized model with the same in­
breeding coefficient (second moment of the frequency spectrum) for the 
more accurate model. Historically, the effects of specific alternate 
assumptions were determined from models that did not incorporate mutation. 
2 
Those results carry over directly since (1 - u) multiplies every term on 
the right-hand side of (2.22). Some examples follow. 
Suppose multinomial sampling to produce the next generation fails to 
hold. If k and V are the mean and variance of the number of offspring per 
(diploid) individual, then 
= Pr (two random genes in generation t are 
copies of the same gene in generation t-1) . 
Ft = (1 - u)2 [P^ + (1 - P^) 
( 2 . 22 )  
k N t-1 1 
N (2.23) 
e k - 1 + V/k k - 1 + V/k 
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(Kimura and Crow, 1963), where is the population size in generation t. 
Of course k = 2 for a stable population size. This reduces to 
when the number of offspring per individual follows a Binomial distribu­
tion. If each individual leaves exactly two offspring, then = 2N - 1, 
but usually is less than the actual population size. 
For a dioecious population, the effective size is twice the harmonic 
mean of the numbers in each sex (Wright, 1938). Kimura and Crow (1963, 
see Crow and Kimura, 1970, p. 351) give a two sex analog of (2.23). 
The above results are single generation effective sizes. If popula­
tion size fluctuates over time then the long run effective size is roughly 
the harmonic mean of the single generation numbers (Wright, 1938). If 
generations overlap and there is a stable age distribution, then the ef­
fective size is roughly the total reproductive value of the population 
divided by one plus the probability that an individual dies while still 
having reproductive value (Felsenstein, 1971). 
There are additional concepts of effective size, which are reviewed 
elsewhere. Pollak (1977) discusses the general theory of inbreeding and 
variance effective numbers. The standard results are nicely summarized in 
Crow and Kimura's (1970, p. 362) Table 7.6.4.1. Hill (1979) gives variance 
effective sizes for various mating systems with overlapping generations. 
Ewens (1979, Section 3.9) also, defines an "eigenvalue effective number" 
(rate of convergence to steady state) and evaluates it for a monoecious 
model. Moran and Watterson (1959) may be consulted for the corresponding 
dioecious results. 
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C. Subdivided Populations 
1. Discrete subpopulations 
A "subdivided population" will be taken to mean a population composed 
of any number of subpopulations with random mating within and possibly 
migration between subpopulations. These subpopulations are what Gilmour 
and Gregor (1939) have termed "gamodemes" from the Greek word 6n(JOs, which 
means "community." Since no other kind of deme will be referred to in 
this dissertation, the term will be shortened to simply "deme" and will 
be used interchangeably with "subpopulation." 
What is the effect of subdivision on the genetic structure of a pop­
ulation? The most obvious effect is that the number of heterozygoses in 
the whole population will be less than that expected under random mating. 
Wahlund (1928) quantified this effect by showing that the genotypic array 
of a subdivided population is 
where q and are the mean and variance of the frequency of a among the 
subpopulations. If there is migration among the subpopulations, then 
(2.24) describes the population prior to migration. Many interesting 
results have been obtained concerning the divergence of two completely 
isolated populations that are descended from a common ancestral popula­
tion. Masatoshi Nei and his co-workers have been especially prolific 
in this area. Nei's (1975) book and its forthcoming second edition may 
be consulted for details. 
(2.24) 
2 
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In order to model migration in subdivided populations, we must decide 
what is meant by "migration rates." There are two approaches, depending 
on our frame of reference. When we observe a gene, if it is easier to 
specify where it (or its descendants) might end up in the future, then we 
would define "forward" migration rates, the probability of migrating from 
one deme to another. On the other hand, if it is easier to explain where 
the gene may have originated, then we need "backward" migration rates, the 
probability that a gene in one deme migrated from another. This distinc­
tion is discussed more fully by Bodmer and Cavalli-Sforza (1968) and by 
Pollak (1974), who shows how the two different types of migration are 
related. A long run distribution can be computed using either approach. 
Backward migration rates are used almost universally in the literature of 
subdivided populations under neutrality. Thus, whenever I use the term 
"migration rate" without qualification, the reader may assume that it is 
a backward migration rate. 
The simplest case considers the gene frequency for a diallelic locus 
in a population that receives immigrants at a constant rate from a stable 
outside source. This might approximate the situation on an island that 
receives immigrants from the mainland population which is so large that 
it is unaffected by random drift or immigration from the island. If 
mutation is negligible and the island population is quite large, we arrive 
at a deterministic model governed by Wright's (1931) equation 
Aq = -m(q - Q) , (2.25) 
where m is the rate of migration per generation and Q is the frequency of 
the allele on the mainland. Clearly, the island's gene pool will converge 
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to that of the mainland. 
Courgeau (1970) gives the most general deterministic treatment of 
subdivided populations. Suppose there are K alleles, A^, and P 
subpopulations with an arbitrary pattern of migration among them. He 
even allows the possibility of arbitrary recurrent mutation. The popula­
tion structure in generation t is described by the PxK stochastic matrix 
X(t), where x^^(t) is the frequency of in deme i. The change in gene 
frequencies from one generation to the next is described by the matrix 
equation 
x(t) = M x(t-i)  y = x(o) ,  (2.26) 
where M and U are the matrices of migration and mutation rates; their 
elements are 
m^j = Pr (the parent of a gene in deme i came from deme j) 
and 
u.. = Pr (A. mutates to A.) 
ij -1 -J 
({m^^} and are the probabilities of no migration or mutation). The 
parent of a gene in a colony must have been in one of the colonies; there­
fore, M is a stochastic matrix (Z m.. = 1). As a consequence, if M is 
j 
irreducible and aperiodic then converges to 1^', where ^  is a vector 
of ones and is the left eigenvector of M corresponding to the eigen­
value of one. Thus, all of the demes will ultimately converge to a common 
genetic structure. The condition on M means that for some number g, the 
ancestral gene of a currently existing gene could have come from any one 
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of the demes g generations earlier, regardless of which deme the descend­
ant gene is in. 
If one of the populations is so much larger than the others that 
there is negligible immigration into it, then M is reducible (m^^=l). 
This corresponds to a mainland and P-1 island populations (Courgeau 
discussed only the case of P=2 with no mutation). By analogy to a finite 
Markov chain with one absorbing state, converges to a matrix with ones 
in the first column and zeroes elsewhere. Hence, the genetic constitution 
of each of the islands will converge to the mainland's ultimate distribu­
tion (which will be the initial mainland distribution if there is no muta­
tion) . An island's gene frequencies will converge to the mainland's even 
if the migration rate fluctuates stochastically from one generation to the 
next. For this result, Nagylaki (1979) cleverly wrote the logarithm of 
the absolute difference of island and mainland frequencies for an allele 
in generation t as its initial value minus a sum of t independent identi­
cally distributed random variables. Not only does the island frequency 
converge, but the absolute difference between island and mainland frequen­
cies approaches a lognormal distribution after several generations (by the 
Central Limit Theorem). Crow and Kimura (1956) approximated this distri­
bution (except for a typographical error) for weak migration by means of 
diffusion theory. 
One way to maintain local differences is by selection. Haldane 
(1930 and 1932) studied conditions for the maintenance of a selectively 
advantageous allele on an island in spite of a steady stream of immigrants 
that do not have that allele. A review of the migration-selection 
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literature was given by Felsenstein (1976). Additional results can be 
found in Ewens (1979) and the work of Nagylaki (1978b), Campbell (1981), 
and Moody (1981). 
In the preceding work, all demes were effectively infinite in size. 
Real populations are finite; hence, local differences can arise and be 
maintained through random drift, although the deterministic theory gives 
the expected values for the gene frequencies. 
For a single island population of size 2N genes, with mean behavior 
given by (2.25), Wright (1931) gave the steady state distribution for the 
gene frequency as Beta(4NmQ,4Nm(l-Q)). For instance, if both alleles 
are equally frequent on the mainland (Q = j ) then the island frequency 
has a uniform distribution if there is one migrant gene per generation 
(4Nm=2). The distribution is U-shaped for lower migration and unimodel 
at Q for higher migration rates (cf. Wright, 1969, p. 363). Of course 
this distribution generalizes to a Dirichlet if there are multiple alleles 
(Wright, 1949b, 1969, p. 394). 
When more complicated population structures are considered, obtaining 
the steady state distribution is a very difficult problem. One of two 
approaches is usually taken. If there are only K neutral alleles possible 
(K is usually taken to be 2), then the expected gene frequencies are given 
by (2.26). The steady state variances and covariances of gene frequencies 
can be computed to assess the effect of random drift in the finite demes. 
For instance, in Wright's model, the mean and variance of an island's gene 
frequency are Q and Q(l-Q)/(4Nm+l). The other approach, which extends to 
an infinite number of alleles, is to compute the probabilities, f\j, that 
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genes randomly sampled (without replacement if i=j) from demes i and j 
are identical. Each approach leads to a different interpretation of the 
migration rate in the underlying idealized model. In the gene frequency 
calculations, a fixed fraction of the genes migrate each generation. With 
the probability of identity calculations, each gene was a migrant or not, 
independently with probability m, leading to a binomial distribution on 
the number of migrants. The independence seems to require that the post 
migration population sizes be random variables. But only the post 
migration sizes appear in the calculations. Thus, one can postulate, as 
Nagylaki (1980) did, that more than 2N^ genes are produced in the ith deme 
but that genotype independent selection occurs after migration to reduce 
the size to 2N^. Sved and Latter (1977) investigate the effects of 
stochastic migration on the gene frequency process. 
In all published work (except Sawyer, 1976), single genes migrate 
rather than diploid individuals. Thus, the calculations are essentially 
haploid (a distinction that only becomes apparent with finite demes) even 
though the demes are usually taken to contain 2N genes. These models do 
describe diploids with gametic migration, such as with the pollen of 
plants. Moran's (1959, 1962, p. 176) model extends immediately to diploid 
zygotic migration. Since he used forward migration, sequential pairs of 
genes sampled to form the next generation may be interpreted as diploid 
individuals. Interestingly, Moran is one of the few authors who empha­
sized the haploid nature of his calculations by taking each deme to con­
sist of N genes. 
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It is necessary to specify the exact order in which events occur. 
If mutation is not ignored, it is usually assumed to occur simultaneously 
with the multinomial sampling to form the next generation (just as with 
undivided populations). Fleming and Su (1974) give the only departure 
from this norm: they assume that mutation follows the sampling and that 
in each generation gene frequencies are observed between the occurrence 
of these two events. If we combine sampling and mutation, then the se­
quence of events over several generations is migration, sampling, migra­
tion, sampling, migration, ..., and models may be classified by whether 
it is assumed that gene frequencies are observed before or after migration 
in a given generation. The parental generation experienced the last 
migration if frequencies are observed prior to migration; thus, we may 
refer to the two approaches as parental and offspring migration. 
Parental migration is preferable for calculating variances of gene 
frequencies. Deviations from the expected frequencies, given those of 
the previous generation, are independent for different demes under paren­
tal migration, although the conditional variance depends on the migration 
rates. With offspring migration, the conditional variances do not depend 
on migration rates, but deviations in different demes are correlated. 
Kimura and Weiss (1964; Weiss and Kimura, 1965) assumed the best of both 
worlds, which is usually approximately correct (cf. Fleming and Su, 1974). 
Moran (1959, 1962, p. 176) and Latter (1973a, Sved and Latter, 1977) are 
the only authors who deal with the full complication of gene frequencies 
under offspring migration (Wright assumed offspring migration but avoided 
complications by taking the immigrant gene frequencies to be fixed). 
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For identity calculations there is no overriding reason to prefer 
either form. Parental migration identity probabilities are related to 
expected "homozygosities", as we shall see. For a randomly selected 
diploid individual to correspond to two randomly selected genes in a deme, 
one must use parental or offspring migration models depending on whether 
zygotes or gametes migrate. Kempthorne (1968), Maynard Smith (1970), and 
Lewis and Pollak (1982) use parental migration, but all other authors have 
chosen offspring migration for identity calculations. 
These distinctions usually vanish in approximation at steady state 
(cf. Appendix B). The main difference between parental and offspring 
migration models is the probability that multiple copies of a single 
parental gene can be found in different demes, which is zero for parental 
migration and of order ^  for offspring migration. Thus, with small migra­
tion and large demes, the difference is negligible. With large migration 
rates there will be little local differentiation available to distinguish 
pre- and post-migration structure. Similarly, the difference between 
haploid and diploid calculations should be negligible; indeed. Sawyer 
(1976) showed that the difference at steady state was on the order of 
the mutation rate for nonselfing monoecious diploids. 
Wright (1931) actually formulated his island model as a population 
composed of an infinite number of islands rather than one island with 
immigration from a mainland population. Migrants were assumed to be a 
random sample from the total population and thus maintained a constant 
frequency. It is unlikely that the island under consideration will re­
ceive more than one migrant from any other island no matter how long one 
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waits for a second immigrant to appear. Consequently, an immigrant gene 
should not be identical by descent with other immigrants or with any 
genes in the new population. Thus, Wright (1951) gives a recurrence for 
the inbreeding coefficient under the island model which is identical to 
(2.6) except that the migration rate replaces the mutation rate. This 
illustrates a similarity in the natures of mutation and migration. Both 
are examples of what is referred to as a linear pressure for reasons that 
become obvious upon examining equation (2.26). Several authors (e.g., 
Malecot, 1950) have used this common nature to give a unified treatment 
of selection and migration from an unchanging source. 
With a large number of demes it would be unusual if each deme con­
tributed equally to the flow of immigrants entering a given deme. Instead 
one would expect to see some geographic distribution of demes with immi­
grants coming primarily from nearby demes. Wright (1931, 1969, p. 28) 
recognized this and suggested that (2.25) be used to define an effective 
migration rate 
q  -  q j  
where m^ is the actual migration rate, q^ the immigrant gene frequency, 
and Q the gene frequency in the total population. It was left to others 
to develop the evolutionary theory for such geographically subdivided 
populations. 
Malecot (1950) considered equally spaced demes of equal size located 
on a line of infinite length, with arbitrary symmetric homogeneous migra­
tion (i.e., m^j = m(|i-j|) ). Although he allowed recurrent mutation. 
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Malécot solved for the steady state probabilities, f^, that two randomly 
selected genes from demes i steps apart were unmutated copies of a common 
ancestral gene. Clearly, his f's are equivalent to probabilities of iden­
tity by state under the infinite allele model. Malécot obtained generating 
functions for the f's and for corresponding quantities for demes located 
on an infinite two-dimensional lattice. Later (Malécot, 1969) he extended 
the work to nonsymmetric homogeneous migration. This work has been con­
tinued by Sawyer (1976, 1977b) and Nagylaki (1976 and 1978a) who treat the 
problem in d dimensions. The basic result is that probability of identity 
decreases exponentially with distance in one dimension and even faster in 
higher dimensions (see Malécot, 1959, 1969, p. 84 and Sawyer, 1977b for 
explicit formulae). 
Kimura (1953) independently proposed what he called a "stepping 
stone" model of population structure, where demes are distributed in one 
or more dimensions with migration only between adjacent demes. This 
descriptive name became popular and is often applied to any model with 
equal-size demes, not just those with nearest neighbor migration. Kimura 
and Weiss (1964; Weiss and Kimura, 1965) analyzed the infinite length 
stepping stone model in one, two, and three dimensions, for the variances 
and covariances of gene frequencies. In addition to nearest neighbor 
migration (at a rate m^/2 in each direction), they incorporated a low 
rate of immigration (m^) from a stable source to maintain heterozygosity 
(they ignored mutation). Maruyama (1969) extended their results to 
nonsymmetric migration through an interesting ploy: he worked out the 
covariances on a circular space and let the circumference go to infinity. 
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Maruyama's equations assume that the allele under consideration is not 
present in the stable outside source. Unfortunately, he does not comment 
on the paradox that his covariance formulas agree with those of Kimura 
and Weiss (except for a term of order m^m^) even though his substochastic 
recurrence for gene frequencies implies that the allele will ultimately 
be lost. Maruyama also extended the formulas to migration beyond the 
nearest neighbor and to multidimensional spaces. The results are similar 
to those for probability of identity. 
In a finite population without mutation or immigration, all genes 
will ultimately be identical by descent (Malecot, 1948). This extends 
to finite demes with migration on an infinite one- or two-dimensional 
lattice, but is not true in three dimensions (Kimura and Weiss, 1964; 
Weiss and Kimura, 1965). Malecot (1975) and Sawyer (1976, 1977a) have 
studied the spread of identity through the population. 
Although the preceding theory involves many demes of finite size 
intermigrating according to their geographic proximity, the total popula­
tion size is still infinite, contrary to reality. Indeed, this seems to 
be a serious shortcoming. Bulmer (1973) rejected the neutrality hypothe­
sis on the basis of a comparison of a model of migration in two dimensions 
with data from Drosophila. He showed that the variance of migration dis­
tance would have to be very large to agree with the observed slow decline 
of identity with distance, but at the same time, the variance would have 
to be very small to agree with observed values of localized homozygosity. 
Maruyama and Kimura (1974) pointed out that Bulmer had used a model for 
a habitat of infinite length whereas identity declines more slowly in 
bounded habitats. They showed that the data was not inconsistent with a 
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neutral model for a bounded two-dimensional space. Both of these papers 
used models of continuous population distribution, but, as we shall notice 
in the next section, such results are consistent with discrete deme theory. 
The simplest model of a finite subdivided population involves only 
two subpopulations which exchange migrants. Malecot (1959) considered 
demes of unequal size with possibly different migration and mutation 
rates. He approximated a quantity equivalent to the steady state proba­
bility of identity by state with infinite alleles of two genes from the 
same deme. For an explicitly infinite allele model, Nei and Feldman 
(1972) gave exact solutions for the rate of convergence and probabilities 
of identity for two genes from the same or different demes assuming equal 
deme sizes and equal migration and mutation rates. Chakraborty and Nei 
(1974) obtained approximate solutions for various migration structures 
with unequal deme sizes. In the absence of mutation, Kempthorne (1968) 
obtained the rate of convergence to complete identity by descent, and 
Pollak (1968) added the asymptotic distribution of gene frequencies, con­
ditional on having neither fixation nor loss. 
A natural extension of Wright's island model and the two deme work 
is a finite island model. Here, we have P demes of equal size. Immigrants 
enter any deme at a rate m per generation and the immigrants are drawn 
equally from the remaining demes. Moran (1959, 1962, p. 176) considered 
two alleles with no mutation and obtained the rate at which heterozygosity 
decreases. He concluded that P and m must be small for subdivision to 
significantly slow this rate. Pollak (1968) extended Moran's rate calcu­
lations to smaller migration rates and showed how the asymptotic condi­
tional distribution could be computed. Ewens (1969, p. 71) exhibited 
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simulation results for a 25 deme island model with novel mutation that 
showed good agreement with undivided population theory for the number of 
alleles maintained. Maynard Smith (1970) and Maruyama (1970d) gave alge­
braic solutions for the probability of identity of two genes under the 
infinite allele model. To compare their results, multiply Maruyama's 
migration rate by (P-l)/P, since he assumed that "immigrants" were drawn 
from the entire population, not just the remaining demes. Latter (1973a) 
studied expected heterozygosity and a genetic distance measure under the 
infinite allele finite island model. Sved and Latter (1977) examined the 
effect of stochastically varying migration rates on the interdemic vari­
ance of gene frequencies. 
For more realistic migration patterns we next go to stepping stone 
models. As was already mentioned, Maruyama (1969) studied covariances of 
gene frequencies from demes situated on a circle or a higher dimensional 
space that is wrapped around on itself. He later (Maruyama 1970a) ob­
tained two approximations for the rate of approach to homozygosity, 
depending on the amount of migration. Much earlier Malecot (1950) ob­
tained what are essentially steady state probabilities of identity of 
pairs of genes under the infinite allele model. We will denote by f^^ 
the probability that alleles sampled from demes i and j are identical. 
Malecot noted that the recurrence for the post migration f's could be 
written in matrix from as 
(2.27) 
where t denotes the generation, and D (t) is a diagonal matrix with elements 
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1 -
At steady state, 2N. 
1 
F = (1 - u)^ M(F + D) M' . (2.28) 
To solve (2.28), Malecot considered the case where demes were of equal 
size with symmetric migration on a regular network (circle, torus, tetra­
hedron, etc.). This implies that f^^ depends only on the distance from 
i to j, M is symmetric, D is proportional to the identity matrix, and 
that all the matrices commute (cf. Appendix B). Under these conditions, 
he obtained 
F = (1 - u)^ [I - (1 - u)^ . (2.29) 
He also gave a solution using generating functions (Malecot, 1951, 1969, 
pp. 77-84). Maruyama (1970c and d, 1977, pp. 130-136) gave an explicit 
solution for nearest neighbor migration on a circle and studied f, the 
probability of identity of two genes drawn at random from the total popula­
tion. He also obtained the rate of convergence to steady state with long 
range migration (Maruyama, 1972d). On a circular space with P demes. 
. (' - f y - (' - f f, . p 
f ~ / \P ' " 2 (2.30) 
2 ^ 
where a is the variance of migration distance (Malecot, 1975). This 
reduces to exponential decline with distance as P increases (see also 
Imaizumi et al., 1970). 
If a space is not wrapped around on itself, then it is very difficult 
to obtain solutions, because the distance of a deme from the edge of the 
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space becomes important. Maruyama (1970b,c,e, 1971a and b; Kimura and 
Maruyama 1971) has compared stepping stone models in flat and wrapped 
spaces. A linear space with P demes is similar to a circular space with 
cP demes, where c - 2 for large migration rates and c = •Jl for small 
migration rates. 
Malecot, (1954) showed how to compute moments of the gene frequency 
distribution for arbitrary population structures. Bodmer and Cavalli-
Sforza (1968), Courgeau (1970, pp. 363-371) and Carmelli and Cavalli-
Sforza (1976) obtain variances and covariances of gene frequencies, and 
Imaizumi et al. (1970) study effective migration and decline of kinship 
with distance for several migration patterns. Karlin (1968) showed how 
to calculate the rate of approach to homozygosity for arbitrary migration 
patterns. 
Crow and Maruyama (1971) investigated properties of the total popu­
lation with arbitrary deme sizes and migration structure. They defined 
f as the probability of identity by state of two genes sampled randomly 
from the total population. Similarly, f^ is the average probability of 
identity for two genes sampled from the same deme. They concluded that 
(1 - u) (1 - fg) ^  1 - fp (2.31) 
2N^ u(2 - u) " 4NyU 
regardless of the migration structure (N^ is the total population size). 
To obtain this result, they argued heuristically that at steady state, 
average values should be unaffected by migration, and thus obtained (2.31) 
in the absence of migration. Nagylaki (1980) called migration conserva­
tive if it preserves deme sizes. He noted that the vector V with 
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= N^/N^ satisfies v'M = v' If and only if migration is conservative. 
We may use this to see that (2.31) follows directly from (2.28) when 
migration is conservative, since v'Fv = f and v'Dv = (1 - fQ)/(2N^). 
Relation (2.31) holds approximately if diploid zygotes migrate conserva­
tively (Appendix B). Maruyama (1971d, 1972a, 1974, 1977) has also shown 
that the probability of fixation and the expected total number of hetero-
zygotes resulting from a single mutant do not depend on the geographic 
structure of the population. 
Two authors have examined the steady state probability distribution 
for genes in a subdivided population. Maruyama (1972c) attempted to 
obtain the distribution for the average frequency of a gene in the total 
population for various one- and two-dimensional structures. However, an 
unrecognized assumption that there is exactly one deme lurks in his approx­
imation to the drift variance. Therefore, it is not surprising that he 
obtains a distribution similar to (2.5). Nagylaki (1980) used a theorem 
of Ethier and Nagylaki (1980) to show that if mutation rates and selection 
coefficients are of the same order of magnitude as the reciprocal of ef­
fective population size and if migration does not alter deme sizes, then 
the population behaves in the long run approximately as if it were not sub­
divided. For the proof, Nagylaki applied the diffusion approximation and 
assumed that M was irreducible and aperiodic. The meaning of this last 
condition was discussed following equation (2.26); but there must be an 
irreducible aperiodic pattern of "large" migration rates to satisfy the 
condition when coupled with the diffusion approximation. In an attempt 
to determine more precisely the meaning of "large" migration rates and to 
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study some effects of lower levels of migration, Lewis and Pollak (1972) 
recursively computed sampling probabilities for migration between two equal 
size demes. These results will be reviewed and extended in Chapter IV. 
As with undivided populations, it is sometimes convenient to define 
the effective size of the population or a deme by comparing the appropri­
ate probability of identity with (2.7). If deme sizes fluctuate over 
time, then the effective size is, once again, the harmonic mean of their 
sizes (Nagylaki, 1980). The effective size is also decreased if migra­
tion is not conservative (Nagylaki, 1980) or if deme sizes drift with 
local extinctions and recolonizations (Maruyama and Kimura, 1980). For 
genes sampled from the entire population, without regard to population 
structure, Maruyama (1977, p. 204) suggested using 
l-fQ 
^eM " 4uf (2.32) 
instead of the usual effective size. This reduces to Nagylaki's 
hypothesis (N^[^=N^) if migration is conservative (by (2.31)), and thus is 
questionable for small migration rates. 
Crow and Maruyama (1971) used (2.31) to obtain the effective number 
of alleles in the total subdivided population by analogy with (2.10): 
that is 
= 1/f = 4N^u + , (2.33) 
after some algebra, where 
= fg/f (2.34) 
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is the effective number of isolated subpopulations of equal size. In a 
steady state population with isolated demes, genes can only be identical 
if they are drawn from the same deme, which occurs with probability 1/P 
for equal size denies; this is the origin of (2.34). Similarly, the aver­
age local (deme) effective number of alleles is 
K,! = îg = We - 1 • (2 35) 
which implies that the average local effective sizes satisfies 
NeL = V^e ' (2 36) 
2. Continuous spatial distribution 
When a population is distributed uniformly in space instead of being 
subdivided into discrete random mating demes, local differentiation is 
still expected if individuals can travel only a limited distance. Wright 
(1940, 1943, 1946, 1951, 1969) took a somewhat heuristic approach based 
on path analysis. He calculated the correlation between uniting gametes 
in a small region relative to various larger regions. Malecot (1948, 
1955, 1967) used a more explicitly specified model of population structure 
to calculate the probability that two alleles from specified locations 
are unmutated copies of a common ancestral gene. A brief summary is 
given by Charlesworth (1974). Wright and Malecot considered unbounded 
spaces in one and two dimensions. Maruyama (1971a) extended Malecot's 
work to describe migration on the surface of a torus. The rate of de­
crease in heterozygosity (without mutation) was calculated for various 
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one- and two-dimensional structures by Maruyama (1971c, 1972b and d). 
A more complete mathematical treatment of Malecot's model is given by 
Nagylaki (l974a and b, 1978a). Gregorius (1975a and b) has extended 
Malecot's model to more accurately describe plants distributed on an 
infinite plane, by incorporating migration of both (haploid) pollen and 
(diploid) seeds. 
The results produced by these continuous models are concordant with 
those from stepping stone models. Unfortunately, the continuous models 
are not demographically stable. The assumed stable uniform population 
density is inconsistent with other model assumptions (Felsenstein, 1975). 
This observation has been disputed (Lalouel, 1977 and Morton, 1977), but 
the argument seems to hinge on whether these models really attempt to 
describe organisms distributed continuously in space or are merely con­
tinuous approximations to stepping stone models (Felsenstein, 1979). 
Felsenstein*s observations have been independently confirmed (Sawyer, 
1975) and extended (Sudbury, 1977 and Kingman, 1977b). 
Malecot (1972) and Fleming and Su (1974) have explicitly used con­
tinuous spatial models as approximations to stepping stone models. Sawyer 
and Felsenstein (1981) have recently published a demographically stable 
model of continuous spatial variation. 
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D. Measures of Divergence 
The array of genotypes in a diallelic inbred population is 
(1 - F) (p^AA + 2pqAA + p^aa) + F(pAA + qaa) 
or 
(p^ + pqF)M + 2pq(l - F)M + (q^ + pqF)aa , (2.37) 
where F is the coefficient of inbreeding (e.g. Wright, 1969). Inbreeding 
depresses heterozygosity, as does population subdivision (cf. equation 
(2.24)). If (2.37) is applied to the entire subdivided population,then 
the resulting inbreeding coefficient has been called Fj.^ by Wright. If 
(2.37) is applied to the ith subpopulation, then F^g^^^ is obtained. 
Wright's Fjg is the weighted average of these local inbreeding coeffi­
cients : 
2 Vi'^i ^ lS(i) 
F = 
IS 1  w.p.q. ' 
I T  1 1  
1 
where p^ and q^ are the local gene frequencies and is the relative 
size of the ith deme. These two F statistics are related to the average 
correlation between random gametes within a deme (relative to the total 
population), Fg^, by 
(1 - Fj^) - (1 - fjg)(l - Fg^) , 
which was first shown by Wright (1943). Fg^ is a measure of genetic 
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diversity among the demes since 
^ST= M ' (2 3») 
2 
where is the variation in gene frequencies among demes. This is 
easily seen for the special case of no local inbreeding (Fjg = 0) by com­
paring equations (2.37) and (2.24) since Fg^ = in that case. The 
value of Fg^ ranges from zero, when the entire population is homogeneous, 
to one, when each deme is homozygous for one allele or the other. Wright 
(1965, 1969) and Nei (1977) give additional information on the analysis 
of population structure by F statistics. 
Lewontin and Krakauer (1973) proposed two tests of the neutral muta­
tion hypothesis based on the value of Fg^ at several loci. Unfortunately, 
their tests seem to be invalid. Ewens (1979, p. 289) may be consulted 
for details. 
Nei (1973b and 1977) has obtained another representation of Fg^, 
1 - Jq 
1 - fsi = rrf ' (2 39) 
2 2 
where J = p + q is the homozygosity if the whole population were infinite 
and panmictic, and is the weighted average of the corresponding local 
"homozygosities" (J^ = Zuj^J.) . Equation (2.39) generalizes immediately 
i 
to multiple alleles, to define what Nei has called Gg^, the coefficient 
of gene differentiation. Wright (cited by Nei 1973b, 1975, 1977) has 
pointed out that Gg^ is a weighted average of Fg^'s for each allele. The 
reader should be careful in using other sources on Gg^ since variation in 
deme sizes is sometimes ignored in its definition (e.g. Nei, 1975). 
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Chakraborty (1974) discusses the accuracy of the approximation to Gg^ 
if unequal deme sizes are assumed to be equal. 
Suppose that there are K alleles in a particular generation, and 
that and = Z wrX^^ are the frequencies of in the ith deme and 
the whole population. One way to characterize the difference between 
two demes, i and j, is 
»ik- V'= > (2 4°) 
where 
Ji  = Z (2 .41)  
as indicated in the previous paragraph, and 
•'ij = I  • (2 42) 
which is related to Malecot's (1948) coefficient of kinship. is 
Nei's (1973a, 1975, 1978) minimum estimate of the genetic distance between 
the two demes. G„„ is related to the average of over all pairs of 
bl XJ 
demes, 
by 
D_„ = I I w.w.D^™) =21 , (2.43) 
ST i j X J XJ i^j 1 J XJ ' 
^ST = ^0 " J = (1 " -J) ST (2.44) 
(Chakraborty, 1974) as can be seen from (2.39) and (2.40). Rogers (1972) 
earlier suggested using , which is proportional to Euclidean 
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distance in the K-dimensional space of gene frequencies. 
Sneath's (Sokal and Sneath, 1963, p. 157) index of the similarity 
between two demes is the quantity in equation (2.42). Alternatively, one 
could normalize this index by the within deme values ("homozygosites")• 
Nei (1972, 1973a, 1975, 1978) has called 
J. . 
I. . = (2.45) 
1 J 
the normalized identity of genes (cf. Selander, 1970) and 
D.j = - logg I.j (2.46) 
the genetic distance between demes i and j. This seems to be the most 
widely used measure of genetic distance for molecular data. 
To see why (2.46) should be considered a distance measure, consider 
two completely isolated populations that were initially merged, and have 
evolved independently since their isolation. The number of substitutions 
in each population are independent counting processes that are assumed to 
be nonhomogeneous Poisson processes. The assumptions necessary for this 
distribution (Parzen, 1962, p. 118) are quite reasonable in this genetic 
context, except for independent increments. Clearly, the conditional 
probability of a substitution in a specified time interval is reduced 
given that there was a substitution in the previous interval. This prob­
lem is not discussed in the literature; it has either not been noticed, 
or is assumed to be negligible on a large time scale. Suppose v^(t) is 
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the intensity (Parzen, 1962, p. 125) of substitutions at time t in popula­
tion i. If the present time is denoted by T, we may define 
2 T  
\ = J Z - S V (t) dt 
^ i=l t 0 1 
Parallel substitutions have a negligible probability of occurrence if 
alleles are defined by DNA sequencing; thus, the two populations will 
share the same allele only if no substitutions have occurred in either 
population: an event that occurs with probability 
I = e"2A^ . (2.47) 
Now, 
- log^ I = 2\T 
the expected total number of substitutions in the two populations. The 
quantity in (2.45) is on estimator of (2.47) that tries to account for 
the genetic variability observed in a population between substitutions. 
From the preceding theory, we see that the units for Nei's distance are 
gene substitutions. Reproductive isolation need not have occurred 
instantaneously, provided that it has been maintained for some time 
(W.-H. Li, 1976). However, minute continuing migration has a profound 
effect (Slatkin and Maruyama, 1975). Nei and Chakraborty (1973) and 
Ewens (1979, p. 246) discuss the properties of D with recurrent mutation. 
Latter has suggested two distance measures that are related to Nei's 
minimum distance. The first (Latter, 1972) is 
oÇ») 
y  =  ^  = 1 - 1 '  ,  ( 2 . 4 8 )  
' |(Ji + J.) 
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where 
J.  .  
I ! ,  = 1  ^  • (2 .49)  
Nei used the geometric mean of local "homozygosities" in (2.45) rather 
than the arithmetic mean, as in (2.49), in order to obtain a simple de­
composition for his genetic distance, (2.46) (Nei, 1975, p. 177). Notice 
that I'< I by the geometric mean inequality. Latter's other distance 
measure is 
« 1 -  i (J  + J )  
f i j  = nrt:  " :  -  1 - J.. ' (2 5°)  
IJ IJ 
which is closely related to Malecot's coefficient of kinship (Latter, 
1973b). Felsenstein (1976) praises a measure which he seems to think is 
* * * 
(j) , but is in fact (|) /(I - (j) ). In analyzing the island model. Latter 
(1973a) extended these definitions to describe the structure of the whole 
population, by replacing the numerators and denominators by their averages 
over all demes. 
There are many other measures of genetic distance that will not be 
discussed here. The reader may consult Latter (1973b), Crow and Denniston 
(1974), or Jacquard (1974, pp. 420-493) for reviews. 
In practice, these measures would be computed from a sample of the 
population in a given generation. Even if the entire population were 
assayed, these measures are still random variables with respect to the 
stochastic process of evolution. It is natural to examine their 
distributions under various models of evolution. The mean and variance 
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of Wright's Fgq, has been obtained for the island model (Nei et al., 
1977) and for isolated populations (Nei and Chakravarti, 1977) with 
no mutation. The extension to Gg^ under the infinite allele model has 
been computed for isolated populations only (Nei and Chakravarti, 1977). 
The infinite allele expected values of Nei's normalized identity, I and 
genetic distance, D have been computed for two populations (Nei and 
Feldman, 1972, and Chakraborty and Nei, 1974), the island model (Nei, 
1972, see also Spieth, 1974) and nearest neighbor migration on a circle 
(Nei, 1972). On the circle, E(D) increases approximately linearly with 
distance. From the two population work, Nei (1975), has suggested 
ul / (1 - I) (2.51) 
as an estimate of the average migration rate between the two demes if the 
migration rates are small. Latter actually defined his measures in terms 
of their expected values, but (2.48) and (2.50) are the ways they would be 
computed in practice. He studied E(y) for completely isolated populations 
(Latter, 1972) and the expectations of both measures under the island model 
(Latter, 1973b). Theoretical variances of these measures are not known 
for subdivided populations, although Maruyama (1977, p. 204) suggested the 
ad hoc approximation 
f. . 
V(J..) = V V(J.)V(J.) , (2.52) 
which he tested by simulation for a circular stepping stone model. Li 
and Nei (1975) approximated the transient variance of I, and Nei and 
Tateno (1975) simulated its distribution for two completely isolated 
51 
populations. Nei et al. (1977) added the variance of Gg^ for isolated 
populations. 
If there is strict neutrality, then unlinked loci represent 
independent trials of the evolutionary process. Linkage and migration 
complicate matters somewhat since genomes migrate and chromosomes 
segregate as units. At steady state, migration should not produce any 
appreciable dependence between loci. The effect of linkage is less clear. 
Nei and Li (1973, see also Feldraan and Christiansen, 1974) have shown 
that the rate of approach to linkage equilibrium in a deterministic model 
is the smaller of the recombination rate and 4m(l-m), where m is the 
average of the migration rates. Stochastic models of linkage disequi­
librium are very messy even for undivided populations (Hill, 1974a and b), 
Ohta (1973) has made what seems to be the only attempt to work the problem 
with subdivided populations. She considered a single island population 
receiving immigrants from an infinitely large mainland population that is 
in linkage equilibrium. If either the migration or recombination rate is 
large relative to 1/N, then linkage disequilibrium should be negligible at 
steady state (Ohta, 1973). 
If each locus can be regarded as an independent trial on the same 
stochastic process, then single locus distances are independent 
identically distributed random variables, so that variances can be 
estimated using ordinary statistical procedures. This has been discussed 
for Nei's distances (Nei and Roychoudhury, 1974) and for Gg^ (Chakraborty, 
1974). Nei and Roychoudhury (1974) also partition the variance into 
within locus variance due to sampling only a fraction of the population. 
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and between locus variance, which is due to the variability inherent in 
the stochastic process as well as possible interlocus differences in the 
mutation and substitution rates. 
A single statistic is usually used to describe the divergence of 
populations even when several loci are examined. If the rate of gene 
substitution is the same for all the loci, Nei (1972, etc.) recommends 
using the arithmetic means over loci of the quantities defining I in 
(2.45). For substitution rates that vary over loci, he originally (Nei, 
1972, 1973a, 1975) recommended using geometric means in (2.45) to produce 
his "maximum" distance estimate, via (2.46), which will be infinite if 
the demes fail to have common alleles at even one locus. More recently, 
Nei (1978) has recommended using 
Dy = (1 - I)/I (2.53) 
for variable loci, where I is again defined using the arithmetic means of 
the J's. For studying completely isolated populations, is more stable 
than Nei's maximum distance, since is infinite only when no loci have 
common alleles. 
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III. METHODS 
A discrete multidimensional frequency spectrum may be defined for 
subdivided populations by 
4^(x) = E (No. of alleles in generation t with 
frequency in deme i, for i = 1,...,P) , 
where x is a Pxi vector. Its properties are similar to those of the 
undivided population frequency spectrum (Appendix A). In particular, 
moments of the frequency spectrum are related to identity probabilities 
by 
x^--- Xp^ ([) (x) = —- h (r) = h (r) , (3.1) 
(1 - u)f ^ ^ 
for r = Ir^ > 2, where 
h^(r) = Pr (r genes are the same allele when r^ genes are sampled 
without replacement from deme i in generation t) . 
In principle, all of the nontrivial probabilities of identity can be 
computed. These uniquely determine the frequency spectrum when its first 
moments are normalized to one (Appendix A). Thus, there is a steady state 
population structure, as measured by the frequency spectrum, whenever the 
h's converge to long run values. In particular, if deme sizes are 
constant and if migration is time homogeneous and independent of genotype, 
then there is a limiting frequency spectrum for infinite allele Wright-
Fisher models (Appendix A). 
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If r genes are sampled in generation t, they must be descended from 
s genes in generation t-1, for some s < r. Notice that h^(r) is the 
conditional probability of identity given that r genes were sampled. The 
fundamental relationship of conditional probabilities, 
Pr(AB) = Pr(A) Pr(B|A) 
can then be used to obtain 
br,t = » - ' i 2 (3 2) 
for h . the vector of all h.(r)'s with r = Ir. . The element of Q 
~r,t t ~ 1 "^rs 
corresponding to (r, s) is simply the probability that r randomly 
selected genes are descended from s genes the previous generation. Thus, 
the Q's include both migration and Wright-Fisher sampling. Of course, for 
more than one gene to be identical there can be no new mutants in the 
sample. Mutation is assumed to occur independently, hence, the (1-u)^ 
multiplier. A single gene is always identical to itself, so h, is the 
~1, L 
vector of ones. 
At steady state, (3.2) can be solved recursively for the h^'s. The 
probabilistic definition of the Q's implies that is substochastic and 
hence, [I - (1-u)^ is nonsingular. The steady state solution of 
(3.2) is then 
h_. = [I - (1 - u)' CI - u)': Y . (3.3) 
In order to produce r offspring genes from s parental genes, there must be 
r-s multiple copies of the parental genes. If r is small relative to N^, 
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the smallest deme size, then the elements of Q are on the order of 
-»rs 
(l/N^)"^ ^ (cf. Appendix C). If additionally u = 0(1/N^) and is 
2 
sufficiently large that terms of order (1/N^) are negligible, then (3.3) 
reduces to 
fe, y II - (1 - S,,r-i fet-i 
= n [I - (1 - S,,s-i i • (3 4) 
s=r ' 
These matrices (when P>1) do not commute, so the order of multiplication 
is necessarily from highest to lowest subscripts. When P=l, then 
I^(l-su)ggg = s(0+s-l)/(4N) and ^ ^ - s(s-l)/(4N) (Pollak, 
unpublished notes), so that equation (3.4) is the multidimensional analog 
of (2.14). In practice, it will not be possible to give closed form 
expressions for general order inverses in (3.4). Since closed form 
expressions are not obtainable for moments of arbitrary order of the 
frequency spectrum, it will not be possible, via this method, to obtain 
a continuous approximation to the frequency spectrum analogous to (2.8). 
Aside from Nagylaki's (1980) result that the effects of subdivision 
vanish with large migration rates, it is not clear when such a continuous 
approximation even exists. For instance, there can be no continuous 
approximation if the demes are completely isolated (Appendix A). The 
amount of migration necessary for effective panmixia and the consequences 
of smaller migration rates will be investigated by computing low order 
moments numerically from (3.4) for various population structures. 
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When there is local differentiation of demes, then the measures 
reviewed in Section II.D can be used to describe population structure. 
Their expected values are functions of the second moments of the frequency 
spectrum analogous to (2.18). It will be convenient in later formulas to 
denote expected value by placing a bar over the statistic. We have from 
(10.10) and (10.13) that 
3. = E(J.) = f.. , (3.5) 
j.j = f.j , (3.6) 
^0 = ^Vi - ^Vii = ^0 ' (3-7) 
1 1 
and 
J = I I W.W.J.. -ZI w.w.f.. = f ; (3.8) 
i j iJ xj i j 1 J iJ 
in the notation of Chapter II, where f.. = h(r) with r. = r. = 1 . 
ij ~ 1 J 
Equations (3.5) - (3.8) may be used with (2.40) and (2.44) to obtain 
and . Alternatively, equation (2.31) may be combined with 
IJ b J. 
(2.44) to obtain the more revealing 
(1 + 4N„u)f - 1 
Bsi = 1 - - ihr— (3 9) 
at steady state with conservative migration. It follows that Dg^ and 
hence, all the 's as well, are zero when the whole population is 
effectively panmictic. And, since Dg^ > 0, we see that 
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It is natural, at this point, to wonder how much these quantities can 
vary from their mean. Ewens (1979, pp. 94-95) shows how to recursively 
compute probabilities of any small sample configuration from a panmictic 
population. His technique can be extended to subdivided populations and 
coupled with the methods of Lewis and Pollak (1982), as outlined in 
(2.17) - (2.21), to compute V(J.), V(J. .) and their covariances. Since 
I J, and are linear combinations of the J.'s and J..'s, their 
U IJ OL 1 IJ 
variances and covariances follow immediately. They are 
V(J ) = I V(J.) + I I uj.u). Cov(J. ,J.) , (3.10) 
i ^ ifj 1 j ^ J 
V(J) = I U)J V(J.) +11 {4u)^u). Cov(J.,J..) + u)^u)^ [Cov(J.,J.) + 2V(J, .)]} 
^ ^ IJ 1 IJ ^ J ^ J ^J 
+  1 1 1  wfw.w. [2Cov(J.,J.,) + 4Cov(J..,J.. )] (3.11) 
1 J  K  1 JK IJ IK 
+ I I I I U) u) u) u) Cov(J ,J )] , 
1 J K ^ IJ 
Cov(J,J ) = Z WL V(J.) + 1 1  ULW. [Cov(J.,J.) + 2Cov(J.,J..)] 
U ^ X 1 1 J 1 J 1 IJ 
+ Z Z I w.ui.w, Cov(J.,J.,) , 
ifjfk ^ J ^ 1 Jk 
(3.12) 
V(D(*)) = V(J ) - Z Cov(J ,J ) 
iJ iJ k=i,j * 
(3.13) 
and 
+ I [V(J.) + V(J ) + 2Cov(J^,Jj)] , 
V(D__) = V(J.) - 2Cov(J_,J) + V(J) . (3.14) 
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The other measures of Section II.D are not linear in the J's; 
however, their means and variances can be approximated by a standard 
technique known as the 6 method. Suppose % = (Y^,...,Y^)' is a random 
vector with known means and variances (jj, Z) . A differentiable function, 
g, of Y can be approximated by a Taylor expansion 
g(%) - 8(h) + ^  gi(W.) (Y - p ) 
i=l 1 11
where 
= \ • 
h  d Y .  
From this representation, we obtain 
E[g(%)] = g(jj) (3.15) 
and 
V[g(x)] =11 g,(H) g.(H) Cov(Y Y ) (3.16) 
i j ^ ^ 
= s , 
where g=(gj(jj) ,. . . ,g^()j)) ' , the vector of first partial derivatives. 
These approximations should be adequate if the variances are small. 
More accurate approximations can be obtained by taking higher order 
terms in the Taylor expansion. For example with one more term, we have 
= g(H) + ^  I I g..()j) Cov(Y ,Y ) . (3.17) 
i j J J 
The accuracy of 6 method approximations can be treated rigorously using 
concepts of order in probability which were unified by Mann and Wald 
(1943) and discussed in many standard texts. 
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According to (3.15), the expected values of the remaining measures of 
diversity can be approximated by replacing all J's by their expected 
values. When expected values of these measures have appeared in the 
literature they were, with one exception, obtained in this fashion. Once 
again equation (2.31) yields insight, implying that 
1 - f(l + 4N„u) (1 + 4N_u)f. - 1 
G_„ = ^ (3.18) 
1 - f fg - 1 + 4N^u 
when combined with (2.39). To distinguish between first and second order 
approximations to the means of these nonlinear measures, a bar over the 
statistic will imply approximation via (3.15), while E(') notation will 
be reserved for (3.17). More accurate approximations are then 
E(GG^) = GG^ + ^ 2 [COV(J,JQ) - (1-GG^) V(J)] , (3.19) 
(1-f) 
which Nei and Chakravarti (1977) used in their study of completely 
isolated populations, and 
E(**.) = f.. + 2 [Cov(D{'"Î J ) + t V(J )] (3.20) 
"-J (l-f_j)^ "-J "-J 
as can be seen from (2.39) and (2.50). Naturally, equations (2.48) and 
(2.49) imply that 
E(Y.j) = 1 - E(I^j) (3.21) 
and 
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h 1 J ^ ) + V(Jj) + 2Cov(J^,J.)] 
- 2[Cov(J^,J.j) + Cov(Jj,J^j)] 
(3.22) 
by comparison, (2.45) yields 
" :ij 4 T,. j ^  v(j.) + ^ v(j.) . 
rr: - rir cov(j.,jy) 
1 ij J iJ 
(3.23) 
for Nei's normalized identity of genes. Although 1=1' whenever and 
Jj have the same mean, in reality, I>I' (by the geometric mean inequality), 
which is reflected in (3.22) and (3.23) as 
I. . 
E(I,,) - E(i:,) = [V(J.) - Cov(J, ,J,)] 
ij ij 
4^i 
1 J 
when and share the same mean and variance. Finally, (2.46) and 
(2.53) imply 
E®.j) = D,.  i V(I..)/T2. (3.24) 
and 
(3.25) 
for Nei's remaining two distances. 
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When (3.15) and (3.16) are applied to computing variances of the 
nonlinear measures, they yield 
V(J) 
V(Gg^) (1 - Ggp) 
- V' 
- 2 
COV(JQ,J) 
(1 - fo)(l - f) (1 - f)' 
(3.26) 
from (2.39), which was previously obtained by Nei and Chakravarti (1977). 
Similarly, equation (2.50) yields 
V(<t)*.) = — 
(1 
V(D(™)) + 2$* CovCD^™), J,,) + V(J^j)j (3.27) 
ij ij iJ 
where 
Cov(dJ™\ J..) = ^  I Cov(J ,J ) - V(J ) 
k=i,j 
(3.28) 
The measure ({) /(l-$ ) mentioned by Felsenstein (1976) is worse than (|i , 
having a larger variance and coefficient of variation, since 
n - 4) ' 
V(4*) / (1 - 4*)^ (3.29) 
Latter's y measure, (2.48), has variance 
v(ïi.)=va:j) . 
where 
' 'ij Cov(J_ ,J^) 
, 2 2 , 
I f:, - + fj) k=i,j 
— K |V(J.) + V(J ) + 2Cov(J.,J.) 
.  +  f . ) ^  L  1  J  1  J  
1 J 
(3.30) 
(3.31) 
from (2.49). This compares with Nei's I, (2.45), which has 
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' i  4 )  h i  
CovCJ^ .Jfc) 
4 
V(jp 
*- 1 
V(Jj) 
+ 2 
Cov(J^,J.) 
(3.32) 
Clearly, whenever and have the same mean and variance then I and I' 
share the same variance. This will happen, for example, when there are 
equal deme sizes with homogeneous symmetric migration on a regular network. 
Nei's other two distance measures, (2.46) and (2.53) have variances 
related to V(I). 
V(D..) . V(I,j)/T^j , 
the square of I's coefficient of variation, and 
(3.33) 
(3.34) 
Equations (3.32) - (3.34) are consistent with the expansions of Nei (1978) 
and Nei and Roychoudhury (1974) for estimating these variances from sample 
data. Also, we can see that 
W. 
V(I) / (1 - I)^ , (3.35) 
so that Nei's estimate of migration rate, (2.51), has variance 
V(m) = I + 2m Cov^^ I ^ , ûj + V(û) 
or 
V(m) = u^ + (1)^ V(u) (3.36) 
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if, as is usually the case, an independent estimate of u is used. 
The Ô method easily extends to covariances of different functions 
as well: 
where v = E(Z). This could be used to examine the correlation between 
different distance measures or, with several demes, to examine the 
correlation between the same distance applied to different pairs of 
genes. One example of each will be considered. Most of the distances 
can be considered as functions of either Nei's minimum or his standard 
distance. They are based on very different principles: has a 
geometric basis while D has a probabilistic basis. Equations (2.40), 
(2.45), (2.46) and (3.37) give 
Cov[f(x),g(z)] = 1 1  f.(}j) g (v) Cov(Y.,Z.) , 
•Î -î J J 1 J 
(3.37) 
Cov(J^j,J^) 
(3.38) 
Cov(J^ ,Jj) 
For different pairwise comparisons we have 
(3.39) 
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where 
Cov(J,,,J. .) 1 
(3.40) 
2f, 
1 
kSL s 
Cov(J ,JJ 
The complications introduces by multiple loci have been ignored. 
If the loci are unlinked, do not undergo selection, and have the same 
mutation rate, then values of a statistic computed at each locus are 
independent identically distributed random variables. An average measure 
of distance (or identity) could be computed by either averaging the single 
locus values of the measure or by computing the measure using averages of 
the J statistics. In either case, to the first approximation (equations 
(3.15) and (3.16)), the mean of the single locus and average measures are 
identical, and the variance of the average measure is the single locus 
variance divided by L the number of loci. This is true regardless of 
the type of average (arithmetic, geometric, etc.) used. To see why 
this is so, notice that any unweighted average, a(x), can be written as 
a(x) = I x.a.(x) because it is scale invariant. Since each observation 
i 
is weighted equally, a^(jj) = 1/L, which combines with (3.16) to give the 
variance result. 
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IV. TWO SUBPOPULATIONS OF EQUAL SIZE 
Consider first a population of diploid organisms that is divided into 
two parts. We assume the following sequence of events in the life cycle. 
First, a large number of offspring are produced. As they mature, 
individuals migrate between the demes at a rate m. Genotype independent 
mortality can occur throughout the generation with the result that prior 
to reproduction, each deme is left with N individuals. 
Of course the previous scenario is, at best, only an approximation to 
reality, so there should be no material loss resulting from approximating 
the process. As is commonly done, we shall assume that N is large and u 
(the rate of mutation to novel forms) is small, while 0 = 4Nu is moderate. 
Since Nagylaki (1980) has shown the consequences of large migration rates, 
we will further assume that m is small but p = 4Nm is of moderate size 
(Nagylaki's theory holds as p-x») . 
Following the program outlined in the previous chapter, we first 
approximate (3.2) to obtain solutions for 
h(ri;r2) = Pr (ri+rg genes are identical in state, with r^ being 
randomly chosen from subpopulation i, i=l,2) 
Now, under the assumptions, the set (riirg) is overwhelmingly likely to 
have originated in only a few ways. This follows since if r=ri+r2 is of 
moderate size, the probability that the sample contains more than one 
migrant, both genes from a single immigrant, or three or more copies of a 
single parental gene is very small. Moreover, since mutations do not 
duplicate pre-existing alleles, the sample must consist entirely of 
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unmutated copies of the parental genes if r>l. For simplicity, the 
argument will be based on having 2N haploid individuals in each deme, who 
migrate at the rate m. It can be shown (Appendix C) that the results are 
identical to the order of approximation, with those from an explicitly 
diploid model. To be specific, we will assume that the population is 
examined prior to migration, although this also does not affect the 
results. 
The most probable transitions from one generation to the next and 
approximations to their probabilities of occurrence are 
Transition Pr (transition) 
(ri-l;r2)^(ri;r2) ri(ri-l)/(4N) 
(ri;r2-l)'*(ri;r2) r2(r2-l)/(4N) 
(ri-l;r2+l)'^(ri;r2) mri 
(ri+l;r2-l)^(ri;r2) mr2 
(ri;r2)^(ri;r2) l-r(u+m)-[ri(ri-l)+r2(r2-l)]/(4N) 
In the first transition, for example, a parental gene is chosen to con­
tribute a second copy to the sample with probability ^  and that pair of 
offspring genes appears in the sample in one of (^/) ways. Similarly, in 
the third transition, any one of the parents of the r^ genes from deme one 
could have been the immigrant. For the last transition, we approximate 
the probability of no mutants, migrants, or multiple offspring from a 
single parent. Thus, we obtain 
h^(ri-l-,r2) + h^(ri;r2-l) 
+ mri h^(ri-l;r2+l) + mr2 h^(ri+l;ra-l) (4.1) 
+ [1- . 
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After many generations, the population approaches steady state and the 
time dependence vanishes leaving 
6, = I'/  ^ A,., ••• B-l A, 1 (4.2) 
as an approximation to (3.4), where 
h^ = [h(r;0), h(r-l;l), ... , h(0;r)]' ; (4.3) 
and A^ and approximate 4N times and [I-(l-ru)Q^^]. Specifically, 
j (r-i)(r-i-l) , if j=i 
[Apli j = \ j(j-l) , if j=i-l (4.4) 
I 0 , otherwise 
for 0<i<r, 0<j<r-l; and 
r(p+0)+(r-i)(r-i-l)+i(i-l) , j-i 
[B ]. . = (4.5) 
•iP , j=i-l 
0, , otherwise 
for 0<i,j<r . 
General closed form inverses of are not available (Lewis, 1982), 
so we cannot give a two deme analog of (2.14). This is no great loss, for 
while 
h(2;0)=h(0;2) = (p+e)(e+i)+p0 
and (4.6) 
h(l;l) = (p+e)(e+i)+pe 
the solutions become increasingly cumbersome as r increases. For example, 
some algebra leads to 
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h(3;0)=h(0;3) = 4B(B+28+l)+28(38+2) 
[4p(e+l)+(0+2)(36+2)][(p+0)(e+l)+p8] 
(4.7) 
h(2;l)=h(l;2) = 4B(G+8+l) [4p(8+l)+(8+2)(38+2)][O+0)(8+l)+p6] ' 
A more fruitful approach is to program a computer to obtain numerical re­
sults for specific values of 6 and p. Two tables have been computed which 
show the effect of various migration rates for a given mutation rate. 
These tables are for 0=0.01 (Table 4.1) and for 0=0.1 (Table 4.2). In 
the body of each of these tables are the probabilities h(r-i;i), for r 
ranging between 2 and 6. Symmetry of the model implies that h(i;r-i) 
= h(r-i;i), just as in (4.6) and (4.7), so the table only includes i<[r/2]. 
The offset values in the body of the table are probabilities that sets of 
r genes are identical in state when subdivision is ignored and the sample 
is drawn randomly from the whole population (i.e. a weighted average of h^). 
Finally, the right hand column gives h(r), which is the corresponding value 
for a panmictic population of N^=2N individuals. The latter is computed 
from (2.14), with 0 being replaced by 20. 
It may be seen from Tables 4.1 and 4.2 that h(r-i,i) approaches h(r) 
as the ratio of p to 0 increases. This is consistent with what may be 
inferred from the explicit expressions (4.6) and (4.7). These tables 
suggest that Nagylaki's (1980) result of effective panmixia requires that 
the migration rate be at least two orders of magnitude larger than the 
mutation rate. For smaller migration rates, the moments for an individual 
deme have the appearance of being from a panmictic population, in spite 
of immigration from the other deme. As far as these probabilities are 
concerned, the only effect of the immigration is to make the deme seem 
Table 4.1. Probabilities of identity by state for two subpopulations of equal size, 
with 0=0.01. 
r-i i p = .01 P = .1 P = 1 p = 10 p = 100 h(r) 
2 
2 0 
1 1 
0.738916 
0.985222 
0.492611 
0.936664 
0.981267 
0.892061 
0.975633 
0.980487 
0.970780 
0.979912 
0.980402 
0.979422 
0.980344 
0.980393 
0.980295 
0.980392 
3 
3 0 
2 1 
0.610279 
0.977882 
0.487745 
0.905429 
0.971971 
0.883248 
0.963589 
0.970815 
0.961180 
0.969970 
0.970697 
0.969727 
0.970614 
0.970686 
0.970589 
0.970685 
4 
4 0 
3 1 
2 2 
0.545384 
0.973013 
0.485311 
0.482940 
0.888137 
0.965845 
0.878655 
0.874877 
0.955838 
0.964550 
0.955397 
0.953521 
0.963392 
0.964331 
0.963386 
0.963087 
0.964170 
0.964266 
0.964170 
0.964138 
0.964257 
5 
5 0 
4 1 
3 2 
0.512075 
0.969375 
0.483690 
0.480537 
0.877758 
0.961298 
0.875553 
0.870507 
0.950221 
0.959979 
0.951295 
0.948708 
0.958487 
0.959625 
0.958702 
0.958265 
0.959361 
0.959480 
0.959385 
0.959337 
0.959460 
6 
6 0 
5 1 
4 2 
3 3 
0.494590 
0.966474 
0.482475 
0.478938 
0.478150 
0.871021 
0.957693 
0.873214 
0.867553 
0.866241 
0.945853 
0.956410 
0.948134 
0.945211 
0.944394 
0.954582 
0.955909 
0.955006 
0.954494 
0.954327 
0.955530 
0.955672 
0.955577 
0.955520 
0.955501 
0.955637 
Table 4.2. Probabilities of identity by state for two subpopulations of equal size, 
with 6=0.1. 
r-i i p = .01 P = .1 P = 1 p = 10 P = 100 h(r) 
2 
2 0 
1 1 
0.491803 
0.901639 
0.081967 
0.652174 
0.869565 
0.434783 
0.801527 
0.839695 
0.763359 
0.829893 
0.834021 
0.825764 
0.832986 
0.833403 
0.832570 
0.833333 
3 
3 0 
2 1 
0.269748 
0.854988 
0.074669 
0.499134 
0.808514 
0.396007 
0.712496 
0.765840 
0.694714 
0.752734 
0.758390 
0.750848 
0.757088 
0.757656 
0.756899 
0.757576 
4 
4 0 
3 1 
2 2 
0.164170 
0.824976 
0.071164 
0.067910 
0.420083 
0.769753 
0.376682 
0.361396 
0.658908 
0.720255 
0.655524 
0.642971 
0.704618 
0.711514 
0.704567 
0.702389 
0.709660 
0.710368 
0.709659 
0.709425 
0.710227 
5 
5 0 
4 1 
3 2 
0.112152 
0.803064 
0.068892 
0.064691 
0.375236 
0.741765 
0.364003 
0.344200 
0.622005 
0.688184 
0.628720 
0.612030 
0.670315 
0.678314 
0.671816 
0.668765 
0.675787 
0.676627 
0.675954 
0.675619 
0.676407 
6 
6 0 
5 1 
4 2 
3 3 
0.085768 
0.785909 
0.067223 
0.062611 
0.061615 
0.347573 
0.720056 
0.354648 
0.332931 
0.328042 
0.594468 
0.663862 
0.608637 
0.590300 
0.585277 
0.643970 
0.652972 
0.646831 
0.643371 
0.642251 
0.649733 
0.650699 
0.650054 
0.649669 
0.649541 
0.650391 
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larger than it is. These single deme moments, h(r;0), are numerically 
almost indistinguishable from those of a panmictic population with 
effective population size 
(from (4.6) and (2.7)), although (4.7) is more complicated algebraically 
than this approximation to h(3;0). Not surprisingly, mixed moments from 
both demes only approximate panmictic structure as N ->N_. 
When a sample is drawn, the relevant information is the number of 
times each allele is represented. Novel mutation implies that the names 
of the particular alleles are irrelevant. Thus, we must find a way to 
uniquely describe a sample that does not depend on a labeling of the 
possible alleles. This was accomplished for undivided populations by 
using the order statistics (e.g. (2.15)). But now, we have to retain the 
information on how many copies of a given allele were sampled from each 
population. Therefore, a sample will be described as a pair of row vectors 
(r;s), where the elements of r are the order statistics for the alleles 
sampled from the first subpopulation, and those of s are the concomitant 
numbers observed in the second subpopulation. The concomitants are to be 
ordered within fixed values of the order statistics. Thus, 
-11 = N(ltJg) 
(4.8) 
and, if r\=r^^^, then 
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'i ^  =1+1 • 
Given this unique description of a sample configuration, we can define 
h(r;s) as the probability of obtaining the configuration (r;s), in a 
sample of 1 r. and I s. genes from the two subpopulations. 
i i 1 
Expressions for the variances and covariances of observed homo­
zygosity can now be derived. Proceeding as with (2.16) - (2.21), we find 
that 
V(Jj) = E(J^) - , 
where 
2  ^ ^ 2 2  E(j;) = E( I I x; xf.) 
i=l j=l ^ 
K 4 K 
= E( I x:.) + E( I 1 xT. xf.) 
'i=l i=l jjÉi 
= h(4;0) + |h[(2,2);(0,0)] 
so that 
V(jp = VCJg) = h(4;0) + |h[(2,2);(0,0)] - [h(2;0)]2 (4.9) 
Similarly, 
VCJ^g) - h(2;2) + |h[(l,l);(l,l)] - [h(l;l)]2, 
Cov(Jj2,Ji) = h(3;l) + |h[(2,1);(0,1)] - h(l;l)h(2;0), (4.11) 
Gov (J^.Jg) = h(2;2) + h[(2,0);(0,2)] - h(2;0)h(0;2) . (4.12) 
The divisor in the middle term of each of the first two equations results 
from the fact that the h's encompass all orderings consistent with having 
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a double sum over all i and j, with j^i, whereas the double sum of 
interest to us has only one ordering. Thus, for example, the second term 
2 in Cov(J _,J ) (I 1 x^.x_.x..) is consistent with the ordering A.A.A. 
1 ^ j^i ^ J J 
in subpopulation 1 rather than one of the other two possibilities. 
The probabilities of observing only one allelic type, h(r-i;i) were 
calculated in the first part of this chapter. The remaining values can 
be obtained recursively in the same fashion as in (4.1). We shall make 
use of the transition probabilities that were specified in the that deri­
vation. For instance, a configuration of four genes in one subpopulation 
could have come from three nonmigrant parental genes, three nonmigrant 
and one migrant parental genes, or four nonmigrant parental genes. The 
backward probabilities of those transitions were found to be 6/M, 4m, and 
l-4(u+m)-(6/M). If the four offspring genes are in the [(2,2);(0,0)] 
configuration, then the corresponding parental configurations are 
specified. Notice, however, that only one-third of the ways to duplicate 
one gene of the [(2,1);(0,0)] will lead to [(2,2);(0,0)]. Thus, 
h[ (2,2); (0,0)] = ^1 - h[ (2,2); (0,0)] 
hTf? rn 1^1 + zÉz 1 + [ (2,1); (0, )] h[ (2,1); (0,0)] 
or 
h[ (2,2);(0,0)] = + h[(2,l);(0,0)] _ (4.13) 
When drawing three genes in configuration [(2,1);(0,0)], the odd allele 
can be drawn on any one of the three draws. It is easy to see that each 
of the three possible ordered draws have equal probability. Thus, 
h[(2,1);(0,0)] is three times the probability that the odd allele appears 
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on the third draw; i.e., 
h[(2,1);(0,0)] = 3[h(2;0) - h(3;0)] . 
A configuration with three genes in one subpopulation and one gene in 
the other can arise from a parental configuration of two genes in each 
subpopulation with probability 3m. But, with [(2,1);(0,1)], the parental 
configuration could be either [(2,0);(0,2)] or [(1,1);(1,1)] so that 
h[( 2 , 1 ) ; ( 0 , 1 ) ]  =  ( l  -  2 ( P + 8 ) + 3 j  h [ ( 2 , 1 ) ; ( 0 , 1 ) ]  +  ^  h [ ( 2 , 2 ) ; ( 0 , 0 ) ]  
+ H (h[(2,0);(0,2)] + h[(1,1);(1,1)]} 
+ h[(l,l);(l,0)] , 
which implies 
h[(2,1);(0,1)] = 2[3+2(p+e)] P ^h[(2,2);(0,0)] + 3h[(2,0);(0,2)] 
+ 3h[(l,l);(l,l)]^ + 3h[(l,l);(l,0)] , (4.14) 
where 
h[(1,1);(1,0)] = 2[h(l;l) - h(2;l)] . 
Since the subpopulation sizes are equal, h[(2,0);(0,1)]=h[(1,0);(0,2)] and 
h[(2,1);(0,1)]=h[(1,0);(1,2)] by symmetry. These equalities and similar 
arguments to those for (4.13) and (4.14) yield 
h[(2,0);(0,2)] = Ph[(2,l);(0,l)]/3^+^h[(2,0);(0,l)] ^ (4.15) 
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where 
h[(2,0);(0,l)] = h(2;0) - h(2;l) , 
and finally 
h[ (1,1);(!,!)] = I Ph[(2,1)^(0,1)] (4.16) 
The factor ^  for h[(2,1);(0,1)] in (4.15) follows because only one of the 
three genes in parental subpopulation 1 is of the correct type to produce 
[(2,0);(0,2)] by migration. The factor ^  in (4.16) follows similarly. 
There is not a corresponding factor of ^  in (4.14) since allelic names are 
meaningless. Thus, with [(1,1);(1,1)] initially, either gene can migrate 
from deme 2 to produce [(2,1);(0,1)]. 
Equations (4.13) - (4.16) can be solved simultaneously, but the 
algebraic expressions are cumbersome, as are the resulting expressions for 
variances and covariances in (4.9) - (4.12). Numerical values of these 
variances are given in Table 4.3. Although J12 is expected to be smaller 
than Jj and Jg (equation (4.6)), it is more variable, so Maruyama's ad hoc 
approximation, (2.52), is inaccurate and should not be used for 
populations divided into two demes of equal size. As Nagylaki's (1980) 
results predict, all effects of subdivision vanish for large migration 
rates. We noted earlier that even when N^<N^, single deme identity 
probabilities have roughly the same structure as a panmictic population 
with effective size given by (4.8). This effective panmixia seems to 
characterize the entire sampling structure (cf. (2.15)) for a single deme. 
For instance, Figure 4.1 shows how well adjusted panmictic theory 
(equation (2.21)) approximates the variance of the local homozygosity, J^. 
This does not, however, indicate that population structure can always be 
TABLE 4.3. Variances and covariances of homozygosity for two subpopulations 
of equal size. 
Source P = .01 P = .1 P = 1 P = 10 P = 100 
1-
H
 o
 
II <
D
 
V(Ji) 
V(Ji2) 
Cov(Ji,J2) 
Cov(Ji,Ji2) 
0.004789 
0.240298 
0.000023 
0.002387 
0.006084 
0.079481 
0.000674 
0.007479 
0.006544 
0.012980 
0.003643 
0.007322 
0.006419 
0.006807 
0.005857 
0.006449 
0.006317 
0.006349 
0.006254 
0.006317 
V(J) 
V(Jo) 
Cov(J,Jo) 
0.061869 
0.002406 
0.002397 
0.024455 
0.003379 
0.005429 
0.008180 
0.005094 
0.006208 
0.006461 
0.006138 
0.006293 
0.006317 
0.006286 
0.006301 
0 = .10 
V(Ji) 
V(Ji2) 
Cov(Ji,J2) 
Gov(J1,Jl2) 
0.027034 
0.061222 
0.000006 
0.000706 
0.033237 
0.173823 
0.001348 
0.016171 
0.039450 
0.072495 
0.019162 
0.040241 
0.040065 
0.042182 
0.035969 
0.039926 
0.039544 
0.039708 
0.039078 
0.039507 
V(J) 
V(Jo) 
Cov(J,Jo) 
0.019039 
0.013520 
0.007113 
0.055864 
0.017292 
0.016732 
0.045571 
0.029306 
0.034774 
0.040013 
0.038017 
0.038972 
0.039508 
0.039311 
0.039409 
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Figure 4.1. Steady state variance of local homozygosity compared to 
estimates from panmictic theory with correction. 
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Figure 4.2. Steady state variance of global homozygosity compared to 
estimates from panmictic theory with correction. 
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ignored. Consider the effect of assuming that this entire subdivided 
population is effectively panmictic; equations (4.6) then yield 
"e = "12 + • (4-17) 
For the "global" homozygosity, J, over the entire population, we might 
expect a variance given by (2.21) with 0 calculated using (4.17). This 
approximation is better than using N^, but both are poor for p<lOO*0 
(Figure 4.2). Migration in this range represents a relatively high degree 
of isolation, but one not unheard of in population studies (e.g. Nei, 1975, 
p. 194). With such incompletely isolated populations, the investigator 
is usually concerned with quantifying the divergence that has occurred 
between the two parts. 
An interesting aspect of these results is the light they shed on 
statistics that are frequently used to describe the structure of 
populations. Section II. D reviews measures that can be illuminated 
here. Chapter III shows how their expectations and variances can be 
approximated using (4.6) and (4.9) - (4.12). For the measures of deme 
similarity, we find that 
Jl2 = h(l;l) = p + 0 + 0(2p+0) (4.18) 
and 
K /"I . 1 ^  Q 
(4.19) J ^  h(l;l) i ^ m h(2;0) p + 0 m + u ' 
which Nei and Feldman (1972) obtained for the case where m>>u. Measures 
of the genetic distance between the two demes have expectation 
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and 
^ p + e ' (4.21) 
for Latter's measures, and 
= 5 5-1 
P + 0 + 0(2p+0) 
D i -ln(T) = ln(l + g) 
(4.22) 
(4.23) 
and 
(4.24) 
for Nei's. Nei and Feldman (1972) first obtained (4.23) and point out 
Equations (4.19) - (4.21) and (4.23) - (4.25) are necessarily only 
first order approximations in order to obtain closed form expressions. 
Second order approximations can be computed by using Table 4.3 with 
equations (3.19) - (3.25). Figures 4.3 and 4.4 compare the results 
of the two approximations. The mean of normalized genetic identity 
(either I or I') is well-approximated by (4.19), regardless of the 
migration rate, although the approximating series converges more slowly 
for large migration, as the curve for y indicates. A more striking 
convergence problem occurs with D and for small (relative to u) 
migration rates. The terms of these series alternate in sign, so the 
actual expectations lie between the two approximations. This gives a 
modest range for E(Y), but is not very useful for Nei's measures. 
that D - g, for m>>u. The expectation of Nei's generalization of 
Wright's Fg^ is 
G, 1 (4.25) ST 4p + 20 + 1 
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Figure 4.3. Ratio of 2nd to 1st order mean 
approximations for 0 = 0.01. 
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Figure 4.4. Ratio of 2nd to 1st order mean 
approximations for 6 = 0.1. 
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Equations (4.6) imply that 
c E (1-t)-'. 1 +1 f,; ; 1 • (4.26) 
The ith central moments in the expansion of E(Gg^) are multiplied by 
(cf. 3.19), which results in extremely slow convergence (assuming that the 
series does converge) when 0<<l,p if p is small enough to allow some 
effect of subdivision. A similar problem occurs with and (l-f\j) ^ . 
One result of this slow convergence is that the 2nd order mean approxima­
tions are negative for 0.1<3<10 when 0=0.01, in spite of the obvious fact 
that (])" and Gg^ are nonnegative. Since 1st and 2nd order approximations 
agree on either side of this interval, it seems reasonable to use (4.20) 
and (4.25) as our best approximation to these means for all p and 6. 
The choice of a measure to describe population structure depends on 
many factors. One important factor is the precision with which an observed 
value indicates its expected value, and hence, the parameters underlying 
the evolutionary process. The graphs of Figures 4.5 - 4.8 compare the 
effect of first and second order mean approximations on our perception of 
the coefficients of variation (c.v) for genetic distances. The c.v. of 
, which is obtainable without recourse to the ô method, has been in­
cluded for reference. Since first order approximate means give conserva­
tive c.v.'s (except as noted above for <))" and Gg^) they have been used to 
compute Table 4.4. The size of these c.v.'s reinforces Nei and 
Roychoudhury's (1974) observation that several loci must be assayed in 
order to obtain reliable estimates. 
8.001 8.01 10 0.1 188 1888 
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Figure 4.5. Steady state coefficients of 
variation, when 0=0.01, for 
measures of genetic distance. 
Computed using 1st order mean 
and variance approximations. 
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Figure 4.6. Steady state c.v.'s, when 6=0.01, 
for measures of genetic distance. 
Computed using 2nd order mean and 
1st order variance approximations 
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Figure 4.7. Steady state coefficients of 
variation, when 6=0.1, for measures 
of genetic distance. Computed 
using 1st order mean and variance 
approximations. 
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Figure 4.8. Steady state coefficients of 
variation, when 0=0.1, for measures 
of genetic distance. Computed 
using 2nd order mean and 1st order 
variance approximations. 
Table 4.4. Coefficients of variation for genetic identity and distance 
between two subpopulations of equal size. 
Source P = .01 P = .1 p = 1 o I
I G
O. 
P = 100 
0 = .01 
CV(Ji2) 0.995110 0.316036 0.117358 0 .084239 0 .081283 
CV(I) 0.991406 0.293768 0.060707 0 .007088 0 .000713 
CVCGg,) 0.196113 1.076770 4.100926 5 .619446 5 .793380 
cv(4*) 0.100912 0.631824 3.419709 5 .485713 5 .778969 
CV(V) 0.991406 2.937675 6.070683 7 .087703 7 .128889 
CV(Dm) 0.990196 2.921085 6.031549 7 .041431 7 .082301 
CV(D) 1.430297 3.082226 6.100987 7 .091247 7 .129245 
CV(Dy) 1.982813 3.231443 6.131390 7 .094791 7 .129602 
Corr(D,Dm) 0.998738 0.999812 0.999949 0 .999957 0 .999957 
o
 
r4 II C
D 
CV(Ji2) 3.018668 0.958919 0.352715 0 .248719 0 .239341 
CV(I) 3.018256 0.925662 0,201030 0 .023889 0 .002407 
CVCGgi) 0.261433 0.516337 1.401724 1 .875018 1 .930660 
cv(o*) 0.144722 0.317746 1.175639 1 .830587 1 .925859 
CV(Y) 0.301826 0.925662 2.010299 2 .388878 2 .406832 
CV(Dm) 0.330370 0.916467 1.912736 2 .257837 2 .273484 
CV(D) 1.258711 1.335448 2.109217 2 .400802 2 .408035 
CV(D^) 3.320082 1.851324 2.211329 2 .412766 2 .409239 
Corr(D,Dm) 0.920691 0.986571 0.995833 0 .996525 0 .996453 
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Table 4.4 also includes c.v.'s for two measures for genetic identity. 
Identity increases as distance decreases, so c.v.'s for these two types of 
measure are not comparable, and hence, are shown separately in the table. 
The variability of genetic identity (Table 4.3 for J12 and Figure 4.9 for 
I) peaks when u and m are of comparable size. In that case, neither the 
unifying force of migration nor the diversifying pressure of mutation 
predominates, so that genetic identity between the demes is highly unpre­
dictable. Now, (4.19) shows that 
(1 - = (1 + J). 
We infer from Figure 4.9 that V(I) and hence V(I/(1-I)), equation (3.35), 
are decreasing functions in 6 for a fixed value of m/u. Conservative 
bounds on the accuracy of (2.51) as an estimator of the migration rate 
can thus be obtained from (3.36) by underestimating 0. Most estimates of 
- 6  
mutation rate are in the neighborhood of 10 per generation. The real 
problem is in determining the effects of unknown past fluctuations in 
size on the effective sizes of the two subpopulations. But, all that 
is needed is a reasonable lower bound on these effective sizes. By this 
method, Lewis and Pollak (1982) concluded that Nei's (1975, p. 194) 
estimates of the migration rates between major human racial groups 
-4 (m ~ 10 between Caucasoids and either Negroids or Mongoloids) should 
be quite good, if the evolution of the loci in the study is governed by 
neutrality. Equation (4.21) suggests u(l-Y)/y as an alternate estimator. 
The definition of y, (2.48), reveals that this is equivalent to replacing 
I with I' in the above procedure. There will be little difference, 
although the use of I' will reduce the variance slightly since I' < I. 
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Figure 4.9. Steady state variance of Nei's normalized identity of genes 
as a function of the migration rate between two subpopulations 
of equal size. 
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Figure 4.10. Steady state coefficient of variation of Nei's normalized 
identity of genes when there are two subpopulations of 
equal size. 
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Although the variance of I peaks at m=u, I decreases with m suffi-
also unbounded as m->0 (the other distance measures are bounded by zero 
and one). These asymptotes at m=0 are not very meaningful since they are 
based on steady state theory. If a steady state were achieved with no 
migration, there could be no alleles in common between the two isolated 
populations. When there is some migration, it is possible that steady 
state has been approximately achieved, in which case the present results 
would apply. The rate of convergence to steady state is governed by the 
maximum eigenvalue of the matrix T that satisfies 
where H is the vector of all independent sampling probabilities. This 
matrix can be computed for samples up to size four from (4.1) and the 
recurrences leading to (4.13)-(4.16). It can be shown that the maximum 
eigenvalue there is 
This is precisely the rate of convergence for h^ that was given by Nei 
and Feldman (1972). If H is the steady state solution to (4.27), and 
êt ~ St"S then 
ciently more rapidly than to make its coefficient of variation seem 
to increase without bound as m->0 (Figure 4.10). Moreover, D and are 
(4.27) 
where 
(4.29) 
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is the solution for the transient sampling probabilities. The usual first 
approximation to (4.29), u'g (where u, and g are the eigenvectors of T 
corresponding to the maximum root, A.^) does not apply because the remaining 
eigenvalues decrease too slowly. For instance, with a single panmictic 
population, the first few eigenvalues are approximately = l-iu-(2)/N 
(Ewens, 1979, p.96). Clearly, if t is sufficiently large that is negli­
gible in comparison to A.^, then is itself negligible in comparison to 
(2.15). That is why Li and Nei (1975) retained A^, A^ and A^ in their 
approximation to the transient variance of homozygosity. The problem 
of obtaining transient probabilities is considerably more complex with 
subdivided populations than with a single panmictic one. The problem is 
feasible to solve using the computer, but will not be attempted here. 
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V. GENERAL THEORY 
In this chapter, equations will be developed that describe the 
general case of migration among P subpopulations. These will be applied 
to various population structures in the next chapter. 
Again assume for the life cycle that a large number of diploid 
offspring are produced in each deme and are allowed to migrate. By the 
time of reproductive maturity, the number of individuals in the ith deme 
is (>>P). This allows for the possibility that different locations may 
have different carrying capacities, although temporal variation in deme 
sizes will be ignored. Moreover, we allow that the probability of a 
migration may depend on both the origin and destination points, so that 
m^j = Pr (an individual in deme i migrated from deme j). 
It is useful to define 
m^ = Pr (an individual in deme i is an immigrant) 
= Z m.. = 1-m.. 
j^i xj 
We will return to the notation of chapter three, where a sample of 
identical genes is denoted by a Pxi vector, with the ith entry being the 
number of genes sampled from the ith deme. Finally, e^ is the vector 
whose only nonzero entry is a one in the ith position and e^^ is a short­
hand notation for e.+e.. 
If the deme sizes are large and migration rates small, then we can 
again use the simpler haploid derivation without affecting the results. 
Moreover, a sample of moderate size is unlikely to contain more than one 
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mutant, immigrant, or pair of genes copied from the same parental gene, 
2 2 just as in the two deme case. (Specifically, we assume that u , m^, u/N, 
m./N, and 1/N^ are negligible relative to 1/N, where N = min(N^,...,N ) 
1 i ^ 
and N = max(N,,...,N ).) Thus, (4.1) generalizes to 
i ^ P 
P r.(r.-l) 
\+l(£) = [1 - ru —çjj— )] \(r) 
(5.1) 
+ .^/i ™ij ht(S-Si+5j) + ' 4N. , 
1=1 ifi J 1=1 1 
P P r^(r^-l) 
where r=Ir^ . 
Even though deme sizes need not be equal, it is convenient to define 
parameters analogous to p and 6 of the two deme theory. Substituting 
N = (IN.)/Pj the arithmetic mean of deme sizes, in those formulae, we 
i 
obtain 
0 = 4Nu , 
Py = «Nm. . , 
and (5.2) 
p. = 4Nm. = I P.. , 
X ij 
with the additional parameters 
V.  = N./N 
1 1 
that are equal to one if all demes are the same size. In terms of the 
relative deme sizes, U)., we have that v. = Piu. . 
' 1 11
Equation (5.1) corresponds to a single row in the linear equation 
(3.2), and each term on the right-hand side of (5.1) corresponds to that 
entry in a column of one of the matrices in (3.2). One could specify a 
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functional relationship between the row and column indices and the corre­
sponding sample vectors r (as was done for two demes, and must be done to 
program the equations for the computer), but for the present discussion 
it is sufficient, and much simpler to state the correspondence directly 
via a ~ notation. Thus, (5.1) can be written in the form of (4.2) where 
k ~ r and 
P r.(r.-l) 
r6 + 1 [r.p. + ] , if J2=k ~ r 
i=l ^ ^ \ 
%h,SL= , if A ~ r-Si+Sj (5.3) 
, otherwise 
and 
rjCri-l) 
, if £ ~ 
, otherwise 
The solution to (5.1) is nontrivial since (5.3) does not have an 
explicit inverse and there are 
\ (5.5) 
possible sample vectors r of r=r'X genes (Appendix D). This means that h^ 
is d XI, A is d Xd and B , which must be inverted numerically, is 
r ~r r r-1' ~r 
d^xd^. Even obtaining 4th moments becomes unreasonable if there are many 
demes. 
We have seen for a model of two equal size demes, that panmictic 
theory gives a good approximation to probabilities for sampling from only 
one of the demes. One might hope that a k deme model could approximate 
probabilities for sampling from k of the P demes. In particular, that all 
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rth moments could be approximated through an r deme model. The general 
case presents formidable problems. First, we do not have an explicit 
solution for second moments to use in estimating effective parameter 
values. Moreover, there are more free parameters than second moments if 
k>2 (Appendix D), even under the restriction of conservative migration. 
However, this situation should be improved under symmetry restrictions. 
Some observations relevant to this question will be made in the next 
chapter. 
Since there is no explicit solution to (5.1), this development does 
not yield an alternative analytic proof of Nagylaki's (1980) effective 
panmixia result. Additional simplifications to (5.3) based on large 
migration result in a singular matrix. But, since the row sums of are 
independent of the P's, the solution of (5.1) should be numerically stable 
for moderate d^, unless the P's are extremely large. 
Recall that approximate expectations of the statistics in Section 
II.D are obtained by substituting h(e^j) for and h(2e^) for in the 
formulae, but evaluation of their variances and covariances (equations 
(3.10) - (3.14) and (3.26) - (3.40) ) require additional sampling 
probabilities. In general, a sample can be described by a Pxk matrix R, 
where k is the number of alleles observed in the sample, and r^^ is the 
number of occurrences of allele j among the genes sampled from deme i. 
The P demes remain as identifiable entities, and so can be consistently 
labeled in any convenient fashion. As noted previously, the particular 
alleles appearing in the sample are not meaningful since all mutations 
are novel. In order to have a unique representation of the sample, the 
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alleles are to be numbered in order of their frequency in deme 1, so that 
^ ri,j+l = ri,j+l then ^2,j ^  ^2,j+1' notation 
generalizes those previously used. Clearly, it reduces to the notation 
of (2.15) if P=l. The notation of Chapter IV simply writes the matrix 
linearly with a semicolon separating the two rows. 
Following the logic behind equations (4.9) - (4.12) we have 
V(J.) = E(jJ) -
= h(4e.) + i h(2e.,2e.) - [h(2e.)]2 (5.6) 
V(J ) = h(2e ) + 1 h(e e ) - [h(e..)]2 (5.7) 
•*-J ij  ^ XJ ij ij 
Cov(J.,J.) = h(2e.j) + h(2e.,2ej) - h(2e.) h(2e.) (5.8) 
h(3e.+ej) + ^  h(2e.,e.p - h(e^j) h(2e.) , i<j 
Cov(J_,J^) = ^ (5.9) 
h(3Êi+Sj) + 5 hfSij.Ze^) - h(e^j) h(2e^) , i>j . 
There are two forms for (5.9) because of the constraints on our unique 
representation due to non-meaningful allelic labels. If three genes are 
sampled from deme i and one from deme j, and this sample is found to 
consist of pairs of two alleles, then the unique representation will list 
the allele from deme j first if and only if j<i. This distinction, while 
essential in the actual computation, obscures the simple relationships 
in the model. For the sake of clarity of presentation, the remaining 
formulae with be given without distinguishing the various forms that 
result from expressing each sample configuration in a unique way. 
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When we consider a population with more than two demes, additional 
covariances involving these J statistics are possible and of interest (cf. 
(3.11), (3.12), (3.14), (3.26), (3.39) and (3.40)); namely Cov(J..,J.), 
K 
Cov(Ji^ ,Jik) , and Cov(J_,Jj^). Now, 
where 
Cov(J.^,Jj^) = E(J.jJj^) - E(J.j) E(Jj^) , 
ECJyJ,) = E(I Z 
S S TF s 
We may, without loss of generality, assume that i<j (and, of course, 
k5^i,j), so that 
Cov(Ji^,Jk) = h(e_+2ek) + h(e_,2ek) - h(e_j) h(2ek) , i<k (5.10) 
Similarly, 
Cov(Ji.,Jik) = h(e..+e.k) + | h(e..,e.k) - h(e..)h(e.k) (5.11) 
and 
CovCJij'Jk*) = + hfSij'Sk*) - • (5.12) 
The probabilities of observing only one allele are obtained as 
the solution to (5.1), so only the h's involving two alleles remain to 
be specified. By analogy with (4.13), 
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h(2e.,2e^) = [1 - 4(u+m^) - h(2e^,2e^) + 4 I h(2e^,e^.) 
i j^i 
+ n7 h(2Si'Si) ' 
since none of the observed genes can be a mutant and a sample of four 
genes in all probability has at most one migrant or one pair of genes 
descended from the same parental gene. Thus, 
h(2e.,2e.) = [ 1 p.. h(2e.,e..) + ^  h(2e.,e.)]/(0+p.+|-) . (5.13) 
i i i-J X ij J. X i 
Likewise, (4.14) extends to 
h(2e.,e^j) = h(2e^,2e^) + ^^^~i'~ik^ 
+ 3[p.j h(2e_,2ej) + I 
•' kfi;j •' 
+ Pij h(Sij'5ij) jPik h(Sik'Sij)] 
+ h h(Sij'Si)i/(48+3Pi+Pj+^:) • 
(5.14) 
Also, 
h(2e.,2ej) = (l-4u-2m.-2mj - ^  - ^ ) h(2e.,2ej) 
+ 2[mj^ 2 h(2e^,e^j) + I ""jk h(2e^,ej^.) 
Kri > J 
+  m ^ j  2  h ( e . j , 2 e j )  +  1  m ^ ^  h ( e _ ^ , 2 e j ) ]  
Kri > J 
2NT hfZSi'Sj) + ^  b(Si,2ej) , 
which gives the extension of (4.15) as 
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and 
h(2e^,2ej) [Pj^ h(2e^,e^j) + h(e^j,2ej)] + 1 Pjk h(2e^,ej^) 
Kri,J 
.^ik hfSik'^Sj) v: hfZSi'Sj) + ^  hfSi'ZSj)) 
Kri;J J 1 
/(28+P +P + J- + ^ ) , (5.15) 
1 J Vi Vj 
^ jPikh(Sij,Êjk)) 
/(28+p+p + ^  (5.16) 
1 J Vi Vj 
follows from (4.16) in the same way. The solution of these equations 
requires the following identities: 
h(2e_,e^) = 3[h(2e^) - h(3e^)] 
h(2e_,ej) = h(2e^) - h(2e>e^) (5.17) 
h(e^j,ei) = 2[h(e^+ej) - h(2e^+ej)] . 
Justification of these identities may be found in conjunction with 
(4.13) - (4.15). 
When P>2, then equations (5.14) - (5.16) have terras involving 
probabilities for sampling from three demes. Additional recurrences 
are then necessary to solve for the sampling probabilities. 
99 
hfZSi'Cjk) - (l-4u-2m.-m.-nr.^- h i 2 e . , e . ^ )  + 5 h(2e.,e. .) 
+ h(2e^,2e^) + 1 nij^^ h(2e^,e^j^) 
* r i >J  > K  
+ iHj . 2 h(2e^,e.j^) + h(2e^,2e^) + I h(2e.,ej^^) 
*Fl;J,K 
+ 2[m_ - h(e_j,ej^) + ^ . ®i£^^~i£'~jk^ ^ 
^ri,J,K 
+ 2r hCSi'Sjk) 
so that 
x-^i, K 
* .Pj4h(25i'Sk&) PijhfSij'Sjk) ^ik^^-ik'-jk^ 
"ri > J 
2 (5.18) 
^ %- • ^ hfe^.e ^)i 
&fi,j,k 1 
/(48+2p.+Pj+Pk+§T) ' 
where 
"'Si'Sjk' = "(îjk^ " • 
In the same fashion, 
h(êij»£ik) ~ % ^^ki^^-ij'^~i^ ^ji^^^~i'~ik^^ 
^ oi- 2h(2ej,e^^)] 
*ri J J 
^ ^ ik^^^^~ij'^~k^ ^ ^^~jk'~ik^^ (5.19) 
+ f.. . + hCSja'Sik)]} /(48+2p.+p.+p^+^) . 
jifx ,j,k 1 
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There remains only the case where each of the four genes is sampled from a 
different deme. Here, we find that 
( 2 [P&s^^Sij'Skg) + Pks^^~ij 
S 1 > J 
+ p£k h(Sij'2Sk) + Pk£ 
* (5.20) 
Pjih(2e^.£k£^ 
* 5. . k .[PashfSij'Skg) + Pksh^Sij'Sag) 
+ Pjsh(Sis'5k&) •" Pish(5js'Sk4)])/(4G+Pi+Pj+Pk+Pa) • 
Given the solution to (5.1), equations (5.13) - (5.20) specify a system of 
«P = (5.2:) 
equations in as many unknowns that must be solved to obtain variances 
and covariances (Appendix D). This is the limiting factor on the size of 
model that can be considered. With two demes, there are only five fourth 
moments of the frequency spectrum and six two allele sampling probabil­
ities. But, with just four demes, this increases to 35 fourth moments and 
55 additional sampling probabilities. Obviously, additional simplifying 
assumptions are needed on the population structure. 
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VI. APPLICATIONS 
A. Conservative Migration 
1. Two subpopulations that differ in size 
Consider a population of organisms whose life cycle is described at 
the beginning of Chapter V. If there are only P=2 demes, then (5.3) and 
(5.4) imply that (4.2) and (4.3) are satisfied with 
(r-i)(r-i-l)/v^ , if j=i 
[A^]^ j = ^ i(i-l)/V2 , if j=i-l (6.1) 
0 , otherwise 
for 0<i<r, 0<j<r-l; and 
re+(r-i)p^+ip2+ , j=i 
-(r-i)P, , j=i+l 
0, , otherwise 
for 0<i,j<r. Recall from equations (5.2) that 0=4uN and V^=N^/N, while 
p..=4Nm. . becomes simply B.=4Nm. since there are only two demes. Also, ij ij ^ 1 
\)j and are linearly dependent. If we define 
P = N^/Ng = , (6.3) 
then ^^+^2=2 leads to 
"2 = SÎÏ (G 4) 
and, of course, v^=pv2 • 
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If we assume that migration is conservative, then 
VjSi = «2^2 = P ( 6 . 5 )  
by equation (13.4). This p is four times the average number of immigrants 
in each deme in each generation. An additional identity for p is then 
p = • Thus, the evolution of this population can be described in 
terms of the three parameters 0 ,  6 >  and p .  Closed form solutions are 
considerably more complicated than with two demes of equal size. For 
instance, some algebra leads to 
Once again, the computer is helpful. Tables 6.1 - 6.4 show the 
effect of various mutation rates and deme size ratios on identity 
probabilities. These tables may be compared with Tables 4.1 and 4.2 to 
study the effect of varying the deme size ratio when the total population 
size is held constant. As the ratio increases, the larger deme approaches 
in size. Consequently, the fixed number of immigrants becomes an 
increasingly significant fraction in the smaller deme. Thus, we find the 
predictable increase in identity for genes sampled from both demes. Also, 
g p (evjv^+p+i) ( 6 . 6 )  
where 
D = IBgl(*1*2)2/8 
= (6v^v2+p)(8v^+p+l)(8*2+9+1) - P^(6V^V2+P+1) 
= (8v^v2+p)[e2v^v2+(p+l)(28+l)] + 98*^*2 • 
i 
0 
1 
2 
0 
1 
2 
3 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
0 
1 
2 
3 
4 
5 
6 
Probabilities of identity by state for two subpopulations with N1/N2 = 10 
and 0=0.01. 
P = .01 P = .1 P = 1 p = 10 P = 100 h(r) 
0.939838 
0.979763 
0.737426 
0.995608 
0.910355 
0.969746 
0.729595 
0.735490 
0.993415 
0.887735 
0.963115 
0.724796 
0.727705 
0.734608 
0.991956 
0.868520 
0.958167 
0.721310 
0.722931 
0.726845 
0.734049 
0.990864 
0.851715 
0.954226 
0.718571 
0.719463 
0.722084 
0.726301 
0.733644 
0.989991 
0.974344 
0.979191 
0.949137 
0.993734 
0.961683 
0.968894 
0.939112 
0.946082 
0.990607 
0.953003 
0.962089 
0.932855 
0.936402 
0.944600 
0.988543 
0.946301 
0.957020 
0.928285 
0.930319 
0.935092 
0.943637 
0.987010 
0.940820 
0.952989 
0.924685 
0.925858 
0.929094 
0.934242 
0.942927 
0.985794 
0.979338 
0.979685 
0.977183 
0.987694 
0.969115 
0.969631 
0.967152 
0.971105 
0.981569 
0.962346 
0.962995 
0.960598 
0.962784 
0.967660 
0.977648 
0.957295 
0.958060 
0.955739 
0.957082 
0.960193 
0.965305 
0.974825 
0.953271 
0.954140 
0.951887 
0.952738 
0.954941 
0.958378 
0.963535 
0.972648 
0.980243 
0.980263 
0.980071 
0.981721 
0.970463 
0.970492 
0.970303 
0.971024 
0.972660 
0.963987 
0.964025 
0.963838 
0.964257 
0.965234 
0.966812 
0.959155 
0.959202 
0.959016 
0.959286 
0.959961 
0.961039 
0.962564 
0.955305 
0.955360 
0.955176 
0.955357 
0.955858 
0.956664 
0.957786 
0.959262 
0.980376 
0.980378 
0.980360 
0.980537 
0.970662 
0.970664 
0.970646 
0.970725 
0.970900 
0.964228 
0.964232 
0.964214 
0.964260 
0.964370 
0.964543 
0.959427 
0.959431 
0.959414 
0.959444 
0.959521 
0.959645 
0.959817 
0.955602 
0.955607 
0.955589 
0.955610 
0.955668 
0.955763 
0.955895 
0.956066 
0.980392 
0.970685 
0.964257 
0.959460 
0.955637 
Table 6.2. Probabilities of identity by state for two subpopulations with N1/N2 = 100 
and 0=0.01. 
r-i i p = .01 P = .1 p = 1 
0
 
r
H II C
O. 
P = 100 h(r) 
2 0, .979502 0. 980154 0. 980294 0. 980375 0, ,980390 0. 980392 
2 0 0.980222 0.980224 0.980299 0.980375 0.980390 
1 1 0.943417 0.976568 0.980010 0.980354 0.980388 
0 2 0.999244 0.997690 0.989907 0.982122 0.980581 
3 0. 969362 0, .970331 0. 970539 0 .970660 0. 970683 0. 970685 
3 0 0.970431 0.970435 0.970546 0.970660 0.970683 
2 1 0.933987 0.966814 0.970260 0.970639 0.970681 
1 2 0.943049 0.975427 0.975015 0.971504 0.970775 
0 3 0.998866 0.996536 0.984878 0.973258 0.970965 
4 0 .962541 0 .963816 0. 964079 0 .964226 0. 964254 0 .964257 
4 0 0.963948 0.963953 0.964088 0.964226 0.964254 
3 1 0.927794 0.960376 0.963805 0.964205 0.964252 
2 2 0.933654 0.965975 0.966909 0.964772 0.964313 
1 3 0.942879 0.974858 0.972238 0.965877 0.964438 
0 4 0.998614 0.995773 0.981669 0.967566 0.964626 
5 0 .957371 0 .958948 0 .959258 0 .959424 0 .959456 0 .959460 
5 0 0.959110 0.959116 0.959270 0.959425 0.959456 
4 1 0.923185 0.955578 0.958989 0.959404 0.959454 
3 2 0.927478 0.959688 0.961272 0.959822 0.959500 
2 3 0.933501 0.965556 0.964952 0.960630 0.959592 
1 4 0.942771 0.974482 0.970362 0.961826 0.959731 
0 5 0.998426 0.995206 0.979369 0.963452 0.959918 
6 0 .953189 0 .955064 0 .955417 0 .955599 0 .955633 0 .955637 
6 0 0.955255 0.955263 0.955430 0.955599 0.955633 
5 1 0.919518 0.951757 0.955152 0.955579 0.955631 
4 2 0.922880 0.954979 0.956944 0.955908 0.955667 
3 3 0.927334 0.959345 0.959750 0.956543 0.955740 
2 4 0.933404 0.965280 0.963595 0.957471 0.955851 
1 5 0.942692 0.974202 0.968966 0.958701 0.955998 
0 6 0.998275 0.994755 0.977603 0.960272 0.956183 
i 
2 
0 
1 
2 
3 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
0 
1 
2 
3 
4 
5 
6 
0 
1 
2 
3 
4 
5 
6 
Probabilities of identity by state for two subpopulations with Ni/Ng = 10 
and 0=0.1. 
p  =  . 01  
0.735601 
0.840716 
0.198078 
0.974517 
0.622371 
0.767957 
0.178886 
0.193055 
0.961928 
0.546942 
0.722331 
0.167819 
0.174365 
0.190788 
0.953606 
0.489225 
0.689659 
0.160113 
0.163593 
0.172331 
0.189360 
0.947404 
0.442517 
0.664475 
0.154255 
0.156092 
0.161693 
0.171053 
0.188327 
0.942469 
P = .1 
0.797732 
0.829419 
0.631645 
0.950798 
0.708129 
0.751994 
0.570760 
0.612356 
0.926658 
0.651268 
0.703721 
0.535018 
0.554837 
0.603143 
0.910880 
0.609862 
0.669315 
0.510016 
0.520851 
0.547255 
0.597206 
0.899242 
0.577551 
0.642899 
0.490981 
0.496976 
0.514104 
0.542379 
0.592858 
0.890061 
P = 1 
0.825867 
0.828718 
0.808112 
0.895911 
0.747104 
0.751031 
0.732207 
0.761876 
0.846105 
0.698035 
0.702708 
0.685504 
0.700936 
0.736484 
0.814995 
0.663068 
0.668341 
0.652391 
0.661446 
0.682879 
0.719454 
0.793003 
0.636226 
0.642004 
0.627049 
0.632582 
0.647140 
0.670440 
0.706845 
0.776291 
P = 10 
0.832258 
0.832424 
0.830802 
0.844787 
0.756065 
0.756292 
0.754816 
0.760424 
0.773313 
0.708470 
0.708751 
0.707375 
0.710449 
0.717656 
0.729480 
0.674488 
0.674819 
0.673516 
0.675407 
0.680164 
0.687825 
0.698819 
0.648358 
0.648736 
0.647489 
0.648713 
0.652112 
0.657620 
0.665361 
0.675694 
P = 100 
0.833219 
0.833233 
0.833081 
0.834583 
0.757416 
0.757435 
0.757296 
0.757909 
0.759277 
0.710041 
0.710065 
0.709935 
0.710275 
0.711082 
0.712360 
0.676203 
0.676231 
0.676108 
0.676320 
0.676864 
0.677741 
0.678954 
0.650175 
0.650208 
0.650089 
0.650228 
0.650623 
0.651271 
0.652175 
0.653337 
h(r) 
0.833333 
0.757576 
0.710227 
o Cn 
0.676407 
0.650391 
i 
0 
1 
2 
0 
1 
2 
3 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
0 
1 
2 
3 
4 
5 
6 
Probabilities of identity by state for two subpopulations with Ni/Ng = 100 
and 8=0.1. 
P = .01 P = -1 P = 1 p = 10 p = 100 h(r) 
0.828202 
0.832762 
0.599345 
0.994084 
0.750542 
0.756772 
0.544375 
0.597065 
0.991132 
0.701547 
0.709291 
0.510327 
0.542457 
0.596017 
0.989169 
0.666217 
0.675383 
0.486073 
0.508604 
0.541582 
0.595349 
0.987699 
0.638789 
0.649304 
0.467440 
0.484477 
0.507821 
0.541027 
0.594863 
0.986525 
0.831634 
0.832207 
0.802217 
0.980255 
0.755209 
0.755992 
0.728701 
0.793471 
0.970446 
0.707416 
0.708386 
0.682940 
0.722644 
0.789134 
0.963981 
0.673255 
0.674397 
0.650298 
0.678189 
0.719638 
0.786279 
0.959184 
0.646957 
0.648263 
0.625210 
0.646319 
0.675834 
0.717658 
0.784159 
0.955381 
0.832627 
0.832667 
0.830219 
0.914204 
0.756584 
0.756639 
0.754412 
0.791344 
0.872675 
0.709071 
0.709139 
0.707062 
0.729802 
0.770237 
0.846646 
0.675140 
0.675220 
0.673252 
0.689257 
0.715710 
0.756182 
0.828225 
0.649044 
0.649135 
0.647251 
0.659383 
0.678740 
0.706056 
0.745830 
0.814224 
0.833209 
0.833211 
0.833032 
0.848058 
0.757401 
0.757404 
0.757241 
0.763988 
0.777871 
0.710024 
0.710028 
0.709874 
0.714043 
0.722244 
0.734969 
0.676185 
0.676189 
0.676043 
0.678987 
0.684710 
0.693262 
0.705079 
0.650155 
0.650160 
0.650020 
0.652258 
0.656596 
0.662977 
0.671532 
0.682624 
0.833320 
0.833320 
0.833303 
0.834937 
0.757557 
0.757557 
0.757542 
0.758277 
0.759765 
0.710205 
0.710205 
0.710191 
0.710646 
0.711566 
0.712956 
0.676383 
0.676383 
0.676370 
0.676691 
0.677344 
0.678327 
0.679646 
0.650366 
0.650366 
0.650353 
0.650598 
0.651097 
0.651848 
0.652854 
0.654118 
0.833333 
0.757576 
0.710227 
0.676407 
0.650391 
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less migration is required for the entire population to appear to be 
approximately panmictic. Single deme moments once again approximate 
those from isolated panmictic populations, but it is surprising that the 
effective size of the larger deme exceeds (since h(2;0) < h(2)) over 
most of the tabulated range. 
As for the probabilities of sampling two pairs of alleles, equations 
(5.13) - (5.17) can be written as 
where v and W are known and x is the vector of unknown probabilities. If 
x is ordered such that 
X = V + Wx (6.7) 
x* = (h[(2,2);(0,0)], h[(0,0);(2,2)], h[(1,1);(!,!)], 
h[(2,0);(0,2)], h[(2,1);(0,1)], h[(1,0);(1,2)]) 
then these equations simplify according to 
0 
W = ( 6 . 8 )  
W 12 0 
where 
0 
D 1 3D 4 
W' 12 
and 
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for 
Di = e + Pi + ^  , i=i,2 
i 
= 20 + P; + P, + 1- + 1-
Dj = 49 + 3Pj + P, + Sr 
= 46 •(• Pj + 3^ 2 + -
Likewise, the vector, v, is found to be 
and 
VjDj > 
2 . 
> U > 
3c, 3c, 
D, 
' ^ 5^ ' V2»6 
where 
Cj = h[(2,1);(0,0)] = 3{h(2;0) - h(3;0)} 
Cg = h[(0,0);(2,1)] = 3{h(0;2) - h(0;3)} 
c- = h[(2,0);(0,1)] = {h(2;0) - h(2;l)} 
c^ = h[(1,0);(0,2)] = {h(0;2) - h(l;2)} 
Cg = h[(1,1);(1,0)] = 2{h(l;l) - h(2;l)} 
and 
c^ = h[(1,0);(1,1)] = 2{h(l;2) - h(l;2)} 
are computed according to (5.17). 
The solution to (6.7) is x=(I-W) . When Schur's well-known 
formula for the determinant of a partitioned matrix is applied to (6. 
one finds that | I^-W| =  I-W2jWj2l • Repeated application of (6.5) and 
reveals that 
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i - %21%12 > I 
_i_ A\ 
I+V2 l+Vg 
l . i  ± 1  \ 1+Vj 1+Vj / 
(6.9) 
which is singular. Although equations (6.7) are ill-conditioned in the 
limit, there does not seem to be any problem in the tablated range, which 
extends to approximate panmixia. Matrix inversions were performed using 
the double precision routine LEQT2F of the International Mathematical 
and Statistical Libraries, Inc. (IMSL), which automatically tests for 
numerical instability. The numerical stability of these results was 
further verified by computation on the following independent form. If 
X and V are partitioned analogously to W, then (6.7) becomes 
Ï1 = Xl + «12Ï2 
+ S21Ï1 = (%2 + S21X1' + "2l"l2Ï2 > 
which has 
%2 = 
as its solution. 
Tables 6.5 and 6.6 exhibit variances and covariances of homozygosity 
statistics. These are obtained by combining the solution of equation (6.7) 
with (5.6) - (5.9). Comparing these values with the corresponding values 
for demes of equal size, we find that local homozygosity is more variable 
in the larger deme. This is to be expected, since local homozygosity is, 
once again, well-approximated by panmictic theory (Figure 6.1), and 
(2.21) is increasing in N when 0^<O.5. On the other hand, the variability 
of global homozygosity decreases as the ratio of deme sizes increases. 
Table 6.5. Variances and covariances of homozygosity for two subpopulations 
with N1/N2 = 10. 
Source p = .01 P = .1 P = 1 P = 10 P = 100 
0 = .01 
V(Ji) 0. ,006497 0. 006694 0. 006563 0. 006349 0, .006307 
VUa) 0. 001453 0. 002095 0. 004293 0. 006198 0, .006307 
Cov(Ji,J2) 0. 000049 0. 000615 0. ,003261 0. 005765 0. 006244 
V(Ji2) 0. 183935 0, .035859 0. ,009563 0, .006658 0, .006339 
Cov(Ji2 >Jl) 0. 005271 0. 007166 0. ,006674 0, .006350 0, .006307 
COV(Ji2,J2) 0. 001473 0, .002980 0. 005118 0. ,006282 0, .006307 
V(J) 0. 010908 0, .007526 0. ,006626 0. ,006349 0. 006307 
V(Jo) 0. 005390 0, .005651 0. 005998 0. ,006251 0, .006297 
Cov(J,Jo) 0. 005701 0. 006203 0. 006283 0. ,006300 0. ,006302 
8  =  .10  
V(Ji) 0 .038344 0, .040022 0 .040333 0 .039629 0 .039475 
VCJz) 0 .008088 0 .014920 0 .029579 0 .039576 0, .039585 
Cov(Ji,J2) 0 .000072 0, .002691 0 .019382 0 .035863 0. 039069 
V(Ji2) 0 .135193 0, .157640 0 .059646 0 .041763 0. 039696 
Cov(Ji2,Jl) 0 .008163 0, .032298 0 .040149 0 .039566 0. 039468 
Cov(Ji2,J2) 0 .000461 0, .012394 0 .031959 0 .039592 0. 039524 
V(J) 0 .032116 0. 040538 0 .040500 0 .039618 0. 039474 
V(Jo) 0 .031768 0. 033644 0 .036781 0 .039006 0. 039409 
Cov(J,Jo) 0 .030054 0. 035342 0 .038440 0 .039308 0. 039441 
Table 6.6. Variances and covariances of homozygosity for two subpopulations 
with N1/N2 = 100. 
Source p = .01 P = .1 P = 1 P = 10 P = 100 
0 = .01 
V(Ji) 0. ,006355 0. 006356 0 .006332 0 .006308 0 .006303 
V(J2) 0. ,000252 0, .000778 0 .003562 0 .006125 0 .006302 
Cov(Ji,J2) 0. ,000061 0. 000574 0 .003156 0 .005733 0 .006240 
V(Ji2) 0. ,043650 0. 012584 0 .008099 0 .006602 0 .006335 
Cov(Ji2,Jl) 0. ,006210 0. 006372 0 .006333 0 .006308 0 .006303 
COV(Ji2,J2) 0. ,000374 0. 001116 0 .004325 0 .006224 0 .006303 
V(J) 0. 006363 0, .006358 0 .006332 0 .006308 0 .006303 
V(Jo) 0. 006231 0, .006242 0 .006270 0 .006296 0 .006302 
Cov(J,Jo) 0, .006290 0 .006298 0 .006301 0 .006302 0 .006302 
0  =  . 1 0  
V(Ji) 0. 039540 0. 039627 0. 039559 0 .039475 0 .039459 
V(J2) 0. 001950 0. 006384 0. 025481 0 .039382 0 .039590 
COV(Ji,J2) 0. 000280 0. 003455 0. 019637 0 .035866 0 .039067 
V(Ji2) 0. 183413 0. 081170 0. 052330 0 .041625 0 .039692 
Cov(Ji2,Jl) 0. 028671 0. 038451 0. 039463 0 .039467 0 .039458 
Cov(JI2.J2) 0. 001446 0. 007127 0. 028162 0 .039471 0 .039526 
V(J) 0. 039170 0. 039591 0. 039557 0 .039475 0 .039459 
V(Jo) 0. 038767 0. 038915 0. 039167 0 .039405 0 .039451 
Cov(J,Jo) 0. 038937 0. 039243 0. 039360 0 .039440 0 .039455 
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Figure 6.1. Steady state variance of local homozygosity for two sub-
populations of different size, and paiunictic approximations. 
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Figure 6.2. Steady state variance of global homozygosity for two sub-
populations of different size, and panmictic approximations. 
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This is understandable since the largest component is VCJ^^)» and as p 
increases, it becomes more likely that two randomly selected genes will 
both come from the larger deme. As a result, when the two demes differ in 
size, the migration rate must be smaller before the panmictic approxima­
tion to V(J) breaks down (Figure 6.2). Notice that decreases in p, 
as does (2.52). However, the later is still a poor approximation, except 
at effective panmixia since can greatly exceed V(J^). 
Expectations for the measures of divergence that were introduced 
in Section II.D do not have a nice form when the demes differ in size. 
A notable exception is Nei's normalized identity. Chakraborty and Nei 
(1974) suggested using the arithmetic mean of migration probabilities in 
(4.19). This approximation is usually quite good; as can be verified with 
the tabulated second moments. Surprisingly, the variance of I can also 
be crudely approximated in this fashion. Equation (6.5) implies that 
|(Pl+ p^) = P/(VjV2^" Examination of Figure 6.3 reveals that when deme 
sizes are not equal, the graph of V(I) is similar to that with N^=N2 
and P raised by a factor of 1/(V^V2). A similar shift occurs in the 
coefficient of variation for normalized identity (cf. Tables 6.7 and 6.8). 
Unequal deme sizes tend to increase the coefficient of variation for 
the genetic distance between the two subpopulations (compare Tables 4.4, 
6.7 and 6.8). When migration rates are large, the fact that the two 
demes are not the same size has very little effect on the performance of 
these measures, relative to each other. But, with small migration rates, 
increasing p produces a relative improvement in the coefficients of 
variation for Nei's distances, while Gg^ gets worse (Figures 6.4 - 6.7). 
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Figure 6.3. Effect of migration and the ratio of deme sizes on the 
variance of Nei's normalized genetic identity. 
Table 6.7. Coefficients of variation for genetic identity and distance 
between two subpopulations with Ni/Ng = 10. 
Source P=.01 p=.l P=1 p=10 p= 100 
0  =  . 0 1  
CV(Ji2) 
CV(I) 
CV(I') 
CV(Gg^) 
CV((J)*) 
CV(Y) 
CV(Dm) 
CV(D) 
CV(Dv) 
Corr(D,Dm) 
e = .10 
CV(Ji2) 1.856270 0 .628578 0 .302217 0. ,245980 0 .239160 
CV(I) 1.846637 0 .577236 0 .155528 0, .023358 0 .002405 
CV(I') 1.847134 0 .578494 0 .156189 0. ,023351 0 .002405 
CV(Gg^) 0.775209 1 .305675 1 .923466 2, .024098 1 .951356 
cvc**) 0.157223 0 .485995 1 .445402 1. .926650 1 .939736 
CV(v) 0.515653 1 .413754 2 .328642 2 .485901 2 .420959 
CV(Dm) 0.523960 1 .384381 2 .237374 2 .358384 2 .288014 
CV(D) 1.215342 1 .694336 2 .424061 2 .505639 2 .423333 
CV(Dv) 2.363952 1 .999311 2 .502657 2 .517337 2 .424536 
Corr(D,Dm) 0.974738 0 .995973 0 .997330 0 .996745 0 .996485 
0.581586 
0.575347 
0.575365 
1.300102 
0.183115 
1.695399 
1.691540 
1.969244 
2.270906 
0.999654 
0.199514 
0.177560 
0.177605 
3.869400 
1.297286 
4.516229 
4.500472 
4.606556 
4.695907 
0.999951 
0.100075 
0.047280 
0.047300 
5.885849 
4.351937 
7.103788 
7.069263 
7.133365 
7.157031 
0.999968 
0.083258 
0.006951 
0.006951 
6.106131 
5.791882 
7.401117 
7.356183 
7.407217 
7.410693 
0.999961 
0.081213 
0.000713 
0.000713 
5.860227 
5.822677 
7.173886 
7.127449 
7.174617 
7.174974 
0.999957 
Table 6.8. Coefficients of variation for genetic identity and distance 
between two subpopulations with N1/N2 = 100. 
Source 
r
H 0
 
II C
O
.
 
P 1 = .1 P = 1 p = 10 P ; = 100 
6 = .01 
CV(Ji2) 0.221455 0. 114869 0.091830 0.082879 0. 081183 
CV(I) 0.208994 0. 086806 0.039552 0.006888 0. 000713 
CV(I') 0.209066 0. 086939 0.039592 0.006888 0. 000713 
CV(Gg^) 5.033947 6. 183574 6.458158 6.312498 5. 889276 
cv(4*) 0.947256 2. 950569 4.835539 5.929464 5. 841795 
CV(Y) 4.258509 6. 852714 7.618291 7.546719 7. 193657 
CV(Dm) 4.250054 6. 832598 7.584517 7.502265 7. 147285 
CV(D) 4.364900 6. 906941 7.647756 7.553975 7. 194553 
CV(Dv) 4.470231 6. 950435 7.667549 7.557420 7. 194909 
Corr(D,Dm) 0.999969 0. 999992 0.999975 0.999962 0. 999957 
8 = .10 
CVCJiz) 0.714558 0. 355145 0.275538 0.244915 0. ,239083 
CV(I) 0.682378 0. 278482 0.128512 0.023114 0. ,002405 
CV(I') 0.684238 0. 282035 0.129798 0.023106 0. ,002404 
CV(Gg,) 1.595952 1. 971126 2.100295 2.088319 1. ,960368 
CV(**) 0.356954 0. ,954955 1.594222 1.970436 1. ,945817 
CV(Y) 1.305710 2. ,175208 2.493492 2.531660 2. 427180 
CV(Dm) 1.288638 2. 124289 2.402817 2.405424 2. ,294405 
CV(D) 1.634645 2. ,348707 2.588125 2.554986 2, ,430066 
CV(Dv) 1.999504 2. ,490699 2.652913 2.566560 2. ,431269 
Corr(D,Dm) 0.997429 0. ,999282 0.997817 0.996838 0. ,996498 
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Figure 6.4. Steady state coefficients of 
variation for genetic distances 
when 6=0.01 and Nj/N2=10. 
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Figure 6.5. Steady state coefficients of 
variation for genetic distances 
for when 6=0.01 and N^/N2=100. 
ISM I# «M S.I 
ETA 
[EOD: TTFE D Dk -—Dr 
6NIU • • • 9ST PHI 
Figure 6.6. Steady state coefficients of 
variation for genetic distances 
when 6=0.1 and N^/N2=10. 
Figure 6.7. Steady state coefficients of 
variation for genetic distances 
for when 6=0.1 and N^/Ng^lOO. 
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2. Island model 
The simplest multi-deme model is what is known as the island model. 
There are P demes, each with N diploid individuals. An immigrant into a 
deme is equally likely to have come from any of the other demes. Clearly, 
the symmetry of the model implies that the probability that two genes 
from one deme are identical, does not depend on the deme from which they 
are drawn. This extends naturally to say that the probability that 
- ^ 2 - ' " - '^ k Senes drawn from k demes are identical is independent 
of the particular demes. This allows a great reduction in the number of 
recursive equations that must be solved. 
In order to take advantage of this reduction, we must develop a new 
notation for sample configurations. Recall from Chapter V, that any 
sample can be represented as a Pxk matrix, where k is the number of 
distinct alleles observed. In a sample of size r, the sample can be drawn 
from at most r demes. Since the particular demes involved are immaterial 
under the island model, we can list the demes in order of the number of 
genes drawn from them. Consequently, a sample of size r from the island 
model can be represented as an nXk matrix, where n=min(r,P), For example, 
htg), or equivalently h(2;0), is the probability that two genes drawn from 
a single deme are the same allele. Likewise hfe^giCg^) is the probability 
that there are two copies of each of two alleles when four genes are drawn 
from separate demes. This description is sufficient for the quantities 
discussed in Chapter V, although some ambiguities need clarification 
before this notation could be applied to a general sampling theory for 
the island model. 
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Let m be the probability that an individual in deme i of the post-
migration parental population is a migrant from deme j. Since there 
are a total of P demes, (P-l)m is the probability that an individual 
in a given deme is a migrant. Define p=4Nm and, of course, 0=4Nu, as 
in (5.2). The equation for second moments of the frequency spectrum 
follows from (5.3) and (5.4) as 
6 + (P-l)P + 1 
-P 
-CP-DP 
P+0 0 
where h_ = [h(2;0), h(l;l)]'. The solution is then 
5 
p+e 
P 
with 
D = [0 + (p-i)p + i](p+e) - (P-l)p' 
= (6+1)(p+0) + (P-1)P0 
( 6 . 1 0 )  
( 6 . 1 1 )  
Notice that h(2;0) reduces to the second moment for an single population 
with 2N genes (equation (2.7)) if there is no migration. Equation (6.10) 
is equivalent to Maynard Smith's (1970) equations (4) and (5). Also, 
(6.11) equals Maruyama's (1970) solution, to the order of approximation, 
although the parameters need to be translated in each case since Maynard 
Smith defines migration in terms of (P-l)m and Maruyama defines it in 
terms of Pm. In the case where P=2, these results reduce to (4.6). 
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The third moments of the frequency spectrum, 
hg = [h(3;0;0), h(2;l;0), h(l 
are computed using 
and 
^3 = 
I 3[e + (P-I)p + 2] -3(P-1)P 
-P 30 + (2P-3)P + 2 
^ 0 -6p 
2(P-2)p 
36 + 6B 
( 6 . 1 2 )  
Similarly, when r=4, (5.3) and (5.4) reduce to 
'4[e+(P- l )P+3] -4 (P- l )p 
and 
~4  "  
4e+(3P-2)P+6 -3P 
12 
0 
0 
0 
0 
-4p 
-2p 
-3(P-2)p 
0 
0 
0 
2 
0 
4[0+(P-l)P+l] -4(P-2)P 0 
•2p 40+2(P-l)p+2 -2(P-3)p 
0 -12p 4(0+3p) / 
(6.13) 
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to yield = [h(4;0;0;0), h(3;l;0;0), h(2;2;0;0), h(2;l;l;0), h(l;l;l;l)]' 
via (4.2). The preceding equations are entirely consistent with those 
of Chapter IV. If P<4, simply omit the rows and columns that correspond 
to sampling from more than P demes. 
Tables 6.9 - 6.12 give the identity probabilities for various 
values of p,0 and P. Offset above each column is the probability for 
randomly selected genes from the entire population. Once again, the 
right hand column, labeled h(r), is the value for a panmictic population 
of FN diploid individuals. We see that m must be one to two orders of 
magnitude larger than u for 6^=P0. The magnitude of m in this range is 
small, but remember that the probability that a gene is an immigrant is 
(P-l)m which can be considerably larger. Also, the island model with its 
complete intermigration is the model most favorable to population homo­
geneity, yet there is considerable local divergence until 0^-P0. 
Because of the way in which migration was defined for this island 
model, the formulas for expectations of several measures of population 
structure do not involve P. In particular, equations (4.19), (4.21), 
(4.23), and (4.24) apply in the present case. The remaining two deme 
expectations extend naturally to 
J S (6.14) 12 p + 0  + e(pp+e)  '  
pp + 0 + 1 ' 
1 (6.15) 
p + 0 + 0(pp+0) ' 
0 ( 6 . 1 6 )  
and 
GgT - tpTT (PP+8) + 1]"^ (6.17) 
Table 6.9. Probabilities of identity by state for the 10 deme island model with 0=0.01. 
P = .01 P = .1 P = 1 P = 10 P = ICQ h(r) 
2 
h(2;0) 
h(l;l) 
3 
h(3;0;0) 
h(2;l;0) 
h(l;l;l) 
4 
h(4;0;0;0) 
h(3;l;0;0) 
h(2;2;0;0) 
h(2;l;l;0) 
h(i;i;i;i) 
0.521327 
0.947867 
0.473934 
0.352130 
0.922325 
0.457209 
0.304806 
0.269266 
0.905604 
0.448852 
0.441299 
0.296650 
0.222488 
0.840966 
0.915903 
0.832639 
0.768059 
0.875206 
0.794491 
0.756659 
0.723147 
0.849596 
0.773669 
0.763333 
0.732636 
0.709002 
0.901721 
0.909828 
0.900820 
0.855115 
0.866720 
0.858103 
0.853834 
0.825163 
0.839645 
0.831553 
0.829148 
0.826265 
0.823520 
0.908348 
0.909165 
0.908257 
0.864723 
0.865891 
0.865025 
0.864593 
0.836586 
0.838086 
0,837252 
0.836978 
0.836697 
0.836418 
0.909017 
0.909098 
0.909007 
0.865693 
0.865810 
0.865723 
0.865680 
0.837743 
0.837894 
0.837810 
0.837782 
0.837754 
0.837726 
0.909091 
0.865801 
0.837872 
Table 6.10. Probabilities of identity by state for the 100 deme island model with 0=0.01. 
P = .01 p = .1 P = 1 P = 10 p = 100 h(r) 
2 
h(2;0) 
h(l;l) 
3 
h(3;0-,0) 
h(2;l;0) 
h(i;i;i) 
4 
h(4;0;0;0) 
h(3;l;0;0) 
h(2;2;0;0) 
h(2;l;l;0) 
h(i;i;i;i) 
0.335548 
0.664452 
0.332226 
0.168265 
0.525023 
0.248652 
0.165768 
0.101276 
0.445661 
0.209673 
0.190236 
0.132372 
0.099279 
0.476440 
0.523560 
0.475964 
0.307476 
0.355881 
0.322366 
0.307016 
0.225042 
0.272199 
0.247116 
0.240280 
0.232079 
0.224593 
0.497537 
0.502463 
0.497488 
0.330601 
0.335542 
0.332204 
0.330551 
0.247338 
0.252260 
0.249762 
0.248946 
0.248113 
0.247289 
0.499753 
0.500247 
0.499748 
0.333059 
0.333553 
0.333220 
0.333054 
0.249732 
0.250227 
0.249977 
0.249894 
0.249810 
0.249727 
0.499975 
0.500025 
0.499975 
0.333306 
0.333355 
0.333322 
0.333305 
0.249973 
0.250023 
0.249998 
0.249989 
0.249981 
0.249973 
0.500000 
0.333333 
0.250000 
Table 6.11. Probabilities of identity by state for the 10 deme island model with 9=0.10. 
p = .01 P = -1 P = 1 P = 10 p = 100 h(r) 
2 
h(2;0) 
h(l;l) 
3 
h(3;0;0) 
h(2;l;0) 
h(l;l;l) 
4 
h(4;0;0;0) 
h(3;l;0;0) 
h(2;2;0;0) 
h(2;l;l;0) 
h(i;i;i;i) 
0.153846 
0.846154 
0.076923 
0.033549 
0.775461 
0.066139 
0.011023 
0.009714 
0.730998 
0.061100 
0.056737 
0.009579 
0.002210 
0.354839 
0.645161 
0.322581 
0.182783 
0.501216 
0.237028 
0.158019 
0.112905 
0.420315 
0.197349 
0.178047 
0.124164 
0.093123 
0.478673 
0.521327 
0.473934 
0.309792 
0.353754 
0.320446 
0.305187 
0.227272 
0.270047 
0.245145 
0.238350 
0.230218 
0.222792 
0.497762 
0.502238 
0.497265 
0.330849 
0.335341 
0.332004 
0.330353 
0.247580 
0.252053 
0.249556 
0.248741 
0.247909 
0.247085 
0.499775 
0.500225 
0.499725 
0.333083 
0.333533 
0.333200 
0.333034 
0.249756 
0.250206 
0.249956 
0.249873 
0.249790 
0.249706 
0.500000 
0.333333 
0.250000 
Table 6.12. Probabilities of identity by state for the 100 deme island model with 0=0.10. 
p = .01 P = -1 P = 1 p = 10 p = 100 h(r) 
2 
h(2;0) 
h(l;l) 
3 
h(3;0;0) 
h(2;l;0) 
b(i;i;i) 
4 
h(4;0;0;0) 
h(3;l;0;0) 
h(2;2;0;0) 
h(2;l;l;0) 
h(i;i;i;i) 
0.050000 
0.500000 
0.045455 
0.004606 
0.331280 
0.023894 
0.003982 
0.000609 
0.246930 
0.016268 
0.012529 
0.002172 
0.000501 
0.083471 
0.165289 
0.082645 
0.012849 
0.043212 
0.018986 
0.012657 
0.002755 
0.014658 
0.006153 
0.004990 
0.003600 
0.002700 
0.090099 
0.099010 
0.090009 
0.014894 
0.017249 
0.015615 
0.014871 
0.003411 
0.004148 
0.003755 
0.003637 
0.003518 
0.003404 
0.090827 
0.091726 
0.090818 
0.015125 
0.015352 
0.015199 
0.015123 
0.003488 
0.003557 
0.003522 
0.003510 
0.003499 
0.003487 
0.090901 
0.090991 
0.090900 
0.015149 
0.015171 
0.015156 
0.015149 
0.003496 
0.003503 
0.003499 
0.003498 
0.003497 
0.003496 
0.090909 
0.015152 
0.003497 
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Latter (1973a) gave a formula that is equivalent to (4.21). Equations 
(4.19) and (6.15) are equal, to the order of approximation, to expressions 
given by Nei (1972) and Latter (1973a) for the island model. 
The additional sampling probabilities needed to obtain variances of 
these quantities are contained in the vector 
E' = [h(2e^,2e^), h(2e^,e^2), h(2e^,2e2), h(e^2>£i2): 
h(2e^,e2g), ^^Si2'^^3^' ^^^^12*^34^^ ' 
- 1 ,  
Equations (5.13) - (5.20) reduce to £ = D (%+v), or equivalently 
E - (D-W) ^ v , ( 6 . 1 8 )  
where 
W = 
/ '  (P-l)P 
p (P-2)p 3p 3P 3(P-2)P 3(P-2)P 
P 
2p 
P/3 
I P 
0 3(P-2)P 
(P-3)P 
2P 
3(P-2)p 
(P-3)p 
(P-2)P 2(P-3)p 
D = Diag(d^) 
(P-4)p/ , 
and 
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for 
and 
v' = 0,0^,0,0) 
dj = 6+(P-1)3+3 
dg =  4[0+(P - l ) p ] + 6  
dg = d^ = 3 [ e+(P - l ) p + l ]  
d^ = dg = 2 [ 0+(P - l ) p ) + l  
d ^  =  e+(P - l ) p  
= 3[h(2;0) - h(3;0;0)] 
Cg = 2[h(l;l) - h(2;l;0)] 
C 3  =  h ( 2 ; 0 )  -  h ( 2 ; l ; 0 )  
=  h ( l ; l )  -  h ( l ; l ; l )  .  
When these matrices and vectors are restricted to four rows and columns 
with P=2, then (6.18) is equivalent to (4.13) - (4.16). Similarly, the 
last row and column should be omitted for P=3. 
Tables 6.13 and 6.14 present variances and covariances of 
homozygosity and kinship statistics under the island model. As the number 
of demes increases, so do all variances and covariances. These variances 
can be used to obtain approximate variances and covariances of genetic 
distance as outlined in Chapter III. Tables 6.15 and 6.16 compare the 
coefficients of variation for these distance measures, the results are 
similar to those obtained with only two demes. One surprising result is 
that the correlation for distances between separate pairs of demes does 
not appear to converge to one with large migration rates. 
Table 6.13. Variances and covariances of homozygosity for the 
10 deme island model. 
Source P = .01 p=.l p = 1 p=10 p= 100 
e  =  . 0 1  
v(Ji) 0 .015627 0 .024919 0 .026610 0, ,025592 0 .025411 
v(Jij)  0. 217054 0. 075809 0, .030049 0. ,025836 0, .025434 
Cov(Ji,Jj) 0. 000349 0. 009619 0 .022317 0. ,025050 0. 025356 
Cov(Ji,Jij) 0. ,007739 0, .027535 0. 026857 0. ,025574 0. 025409 
Cov(Jij,Jk) 0. 003834 0. 019523 0. 024567 0. ,025301 0, .025381 
Cov(Jij,Jik) 0, ,076079 0, ,051049 0, .028414 0. 025693 0. ,025420 
Cov(Jij,Jkl) 0, .038998 0. ,039233 0. 027041 0. 025554 0. ,025406 
V(J) 0. ,046322 0. ,039754 0. 027085 0. ,025559 0. ,025407 
V(Jo) 0. ,001877 0. ,011149 0, .022746 0. ,025104 0. ,025361 
Cov(J,Jo) 0. ,004341 0. ,020128 0, .024797 0. ,025330 0, ,025384 
0  =  . 1 0  
V(Ji) 0 .037321 0 .047485 0, .044406 0 .042159 0 .041719 
V(Jij) 0 .050908 0 .082155 0. 047281 0 .042203 0 .041720 
Cov(Ji,Jj) 0 .000015 0 .005398 0, .032044 0 .040551 0 .041553 
Cov(Ji,Jij) 0 .000943 0 .022194 0, .041485 0 .041764 0 .041678 
Cov(Jij,Jk) 0 .000110 0 .010720 0, ,035269 0 .040957 0 .041595 
Cov(Jij,Jik) 0 .004364 0 .036402 0. ,042528 0 .041778 0 .041678 
Cov(Jij,Jkl) 0 .000680 0 .020881 0. ,038814 0 .041367 0 .041636 
V(J) 0 .002603 0 .024925 0. ,039567 0 .041449 0 .041645 
V(Jo) 0 .003746 0 .009606 0. ,033280 0 .040712 0 .041570 
Cov(J,Jo) 0 .000624 0 .012674 0. ,036189 0 .041078 0 .041607 
Table 6.14. Variances and covariances of homozygosity for the 
100 deme island model. 
Source p=.01 p=.l P=1 p=10 p= 100 
6 = .01 
V(Ji) 0, .047264 0. 044783 0, .042211 0 .041725 0. 041673 
V(Jij) 0. ,088177 0, .047745 0. ,042255 0 .041725 0. 041673 
Cov(Ji,Jj) 0, 005534 0, .032397 0. 040602 0 .041559 0, .041656 
Cov(Ji,Jij) 0, .022224 0, .041880 0, .041816 0 .041683 0. 041668 
Cov(Jij,Jk) 0. 011068 0 .035639 0, .041008 0 .041600 0. 041660 
Cov(Jij,Jik) 0, .038627 0, .042948 0, .041830 0 .041683 0, .041668 
Cov(Jij,Jkl) 0, .022081 0 .039205 0, .041418 0 .041642 0. 041664 
V(J) 0 .022521 0 .039283 0 .041426 0 .041643 0 .041664 
V(Jo) 0 .005952 0 .032521 0 .040618 0 .041560 0 .041656 
Cov(J,Jo) 0 .011238 0 .035731 0 .041020 0 .041601 0 .041660 
0  =  . 1 0  
V(Ji) 0 .039934 0, .003592 0. 001245 0. 001078 0, .001061 
V(Jij) 0 .010914 0, .002255 0. 001153 0. 001068 0 .001060 
Cov(Ji,Jj) 0 .000043 0, .000682 0, .001012 0. 001055 0 .001059 
Cov(Ji,Jij) 0 .000780 0. ,001506 0, .001134 0. 001067 0, .001060 
Cov(Jij,Jk) 0 .000083 0, ,000750 0, .001022 0. 001056 0. 001059 
Cov(Jij,Jik) 0 .000995 0, ,001275 0, .001089 0. 001063 0.001060 
Cov(Jij,Jkl) 0 .000159 0. ,000825 0, .001032 0. 001057 0. 001059 
V(J) 0 .000193 0. ,000842 0, .001035 0. 001057 0, .001059 
V(Jo) 0 .000441 0, ,000711 0, .001014 0. 001055 0, .001059 
Cov(J,Jo) 0 .000100 0, 000765 0, .001024 0. 001056 0, .001059 
Table 6.15. Coefficients of variation for genetic identity and distance 
for the 10 deme island model. 
Source p=.01 p=.l p = 1 p=10 p= 100 
0  =  . 0 1  
CV(Jij) 0. ,983029 0. ,330677 0. ,192433 0, ,176971 0. 175446 
CV(I) 0. 969939 0. ,240253 0. ,032318 0. ,003288 0. 000329 
CV(Gg^) 0. ,090217 0. 417382 0. ,816713 0. 881702 0, ,887380 
cvc**) 0. ,195510 1. 122693 2. ,395871 2. 637240 2. ,661318 
CV(Y) 0, .969939 2. ,402532 3. ,231809 3, 287655 3, .288477 
CV(Dm) 0, .965919 2. ,341441 3. ,135408 3. ,188216 3 .188888 
CV(D) 1. 399327 2. ,520751 3. ,247941 3. 289299 3. 288641 
CV(Dv) 1, .939879 2. ,642786 3. ,264127 3, .290943 3 .288806 
Corr(Dij,Dmij) 0. 995264 0, 998502 0, .999000 0. 999010 0 .999008 
Corr(Dij,Dik) 0. 337582 0. 484292 0, .504963 0. 507489 0 .507779 
Corr(Dij,Dkl) 0, .166822 0, .292025 0, 320339 0, .340180 0 .343374 
0  =  .10  
CV(Jij) 2. ,933173 0. 888546 0. ,458803 0. 413125 0. ,408733 
CV(I) 2, .932676 0. ,799847 0. 123826 0. ,012879 0, .001291 
CV(Gg^) 0, .086729 0. ,194997 0, .314622 0. ,331897 0, .333198 
eve**) 0, .182778 0. ,497277 0. 913580 0. ,991541 0. 999162 
CV(y) 0. 293268 0. ,799847 1, .238262 1. ,287902 1. 290722 
CV(Dm) 0. 338225 0. ,785523 1, .062409 1. 080203 1. 080161 
CV(D) 1. 223021 1, 153935 1. 299192 1, .294331 1, .291367 
CV(Dv) 3 .225944 1, 599693 1. 362089 1, .300781 1, .292013 
Corr(Dij,Dmij) 0 .878755 0, .949610 0 .958298 0, .956581 0 .956226 
Corr(Dij,Dik) 0 .085388 0. 359383 0 .518949 0. 546362 0 .549628 
Corr(Dij,Dkl) 0 .012968 0. 172901 0 .339928 0. 391752 0 .399140 
Table 6.16. Coefficients of variation for genetic identity and distance 
for the 100 deme island model. 
Source p=.01 P=-l P = 1 p=10 p= 100 
0 = .01 
CV(Jij) 0. 893809 0. 459084 0, .413194 0. 408741 0. 408298 
CV(I) 0. 810763 0. 124152 0. 012881 0. 001291 0, .000129 
H
 
>
 0. ,056463 0, .094871 0, .100094 0, .100465 0, .100500 
CV(**) 0. ,488406 0. 916554 0. 991945 0. 999203 0. 999920 
CV(Y) 0. 810763 1. 241521 1 .288120 1, .290741 1. 290969 
CV(Dm) 0. 797099 1. 066071 1 .080499 1. 080188 1, .080130 
CV(D) 1. 169683 1. 302612 1, .294550 1, .291386 1, .291034 
CV(Dv) 1. 621525 1. 365674 1 .301001 1, .292032 1. 291099 
Corr(Dij,Dmij) 0. 953882 0. 958446 0 .956568 0. 956224 0, .956187 
Corr(Dij,Dik) 0. 357982 0, .518159 0 .546256 0, .549617 0 .549962 
Corr(Dij,Dkl) 0. 170856 0 .338242 0 .391595 0 .399126 0 .399912 
e = .10 
CV(Jij) 2. 298358 0, .574585 0, .377210 0 .359926 0.358244 
CV(I) 2, .300819 0, .433383 0, .054983 0 .005675 0.000569 
CV(Ggj) 0, .043855 0. 049229 0, .042734 0 .041494 0.041360 
cv(o*) 0, .327542 0. 429966 0, .415609 0 .411837 0.411423 
CV(y) 0. 230082 0, .433383 0, .549827 0, .567474 0.569319 
CV(Dm) 0, .376854 0, .449376 0 .419564 0 .413641 0.413003 
CV(D) 0, .959516 0, .625240 0, .576882 0 .570306 0.569604 
CV(Cv) 2. 530901 0. 866767 0. 604810 0, .573148 0.569889 
Corr(Dij ,Dtnij) 0, .663167 0, .799832 0, .787254 0 .780444 0.779650 
Corr(Dij,Dik) 0, .091353 0, .389244 0, .571714 0, .604673 0.608290 
Corr(Dij,Dkl) 0, .013232 0. 191329 0, .420806 0 .471866 0.477614 
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Very recently, equations (6.18) were independently confirmed when 
Golding and Strobeck (1983) used a similar approach to study the variance 
and covariance of local homozygosity under the island model. In the 
limit, as the number of alleles increases without bound, their equations 
are equivalent to (6.18). Takahata, (1983) used another related approach, 
but his results are quantitatively incorrect for more than two islands, 
because of errors in his equation for = h(2;l;l;0) + h(e^2,e^2). 
Let 
S = h(l;l)/h(2;0) = p/(p+8), (6.19) 
then (6.11) becomes 
l/h(2;0) = 1+9 + (P-l)eS . (6.20) 
The effective size of a single deme is seen to be 
Ng = N[1 + (P-l)S] , (6.21) 
as compared to (4.8) for two demes. Once again, single deme probabilities 
and even the variance of local homozygosity is well-approximated by 
panmictic theory using this effective size (Figure 6.8). Similarly, 
(4.17) extends to 
Ng = N[P + 1^] (6.22) 
for the entire population. With only two demes, panmictic theory provided 
a poor approximation to the variance of global homozygosity for small 
migration rates. However, this approximation improves with the number of 
islands, becoming quite accurate in spite of local differentiation (Figure 
6.9). When there is local differentiation, multi-deme moments do not 
ÏAEIiSCE W UKE HOHOZÏGOSIÏÏ 
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Figure 6.8. Steady state variance of local homozygosity for the island 
model, and panmictic approximations. 
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Figure 6.9. Steady state variance of global homozygosity for the island 
model, and panmictic approximations. 
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admit panmictic approximations. Consequently, one must use a full multi-
deme model to study the population structure. For practical purposes, all 
that is of interest is variances and possibly covariances of some measures 
of diversity. It was shown in Chapter V that these variances and covari­
ances depend on sampling probabilities for two to four demes. Since 
single deme probabilities are well-approximated by panmictic theory, one 
might wonder whether probabilities involving only k of the P demes can 
be approximated by a k deme model. 
As a result of taking m to be the rate of migration between a pair 
of demes, rather than the entire rate of immigration, S is not a direct 
function of the number of demes. This makes it easy to express p and 0 as 
a function of second moments. Specifically, (6.20) implies that 
8g(k) = - 1)/[1 + (k-l)S] , (6.23a) 
which can be substituted into (6.19) to obtain 
Pg(k) = jig ejk) . (6.23b) 
When the full population follows the island model, equations (6.23) reduce 
to 
2e _ ^ ^  _ 1 + (P-l)S _ Pp + 9 
6 p ~ N 1 + (k-l)S kp + 6 • (6.24) 
Figures 6.10 - 6.12 indicate how well a two deme model approximates 
quantities that are based on only 2 of the P subpopulations. Even 
covariances involving four demes are well-approximated by a 4 deme model 
(Figure 6.13) when the effects of the rest of the population are taken 
into account via (6.23). 
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Figure 6.10. Comparison of the steady state 
variance of J., for the island ij 
model with the two deme 
approximation. 
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approximation. 
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island model with the two deme 
approximation. 
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deme approximation. 
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3. Stepping stones in a circle 
The island model's unrealistic assumption that all demes are 
equally distant, tends to minimize spatial heterogeneity. Consider the 
case of P subpopulations arranged in a circle. Each deme contains 2N 
genes and the probability of migration between any two demes depends 
only on the minimum distance (on the circle) between the two demes. 
Let m^ be the probability that a gene is an immigrant from a deme i 
p 
steps away. For i < there are two demes that lie i steps from a given 
deme: one to the right and the other to the left of the deme. Thus, the 
probability that a gene is an immigrant into the deme is 
[|] 
m = 2 I m. - e mp,„ , (6.25) 
i=l ^ ' 
where e is one if P is even and zero otherwise. Once again, 6, and p 
are defined in accordance with (5.2). 
Malecot (1951 and 1975) noted that the probability that two genes 
are identical depends only on the distance separating the demes from 
which they were drawn. Thus, the second moments of the frequency spectrum 
can be denoted by h(i), where i (0 < i < P-i) is the distance separating 
the demes. 
A similar argument applies to higher order moments. When three 
genes are drawn from two demes, symmetry of the model implies that the 
steady state probability that they are identical depends only on the 
minimum distance separating the demes. It is immaterial whether that 
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minimum distance is in the clockwise or counterclockwise direction. 
Likewise, the clockwise - counterclockwise orientation has no effect 
when three genes are each drawn from separate demes. The distinct third 
moments are then h(i,j), where i and j (0 < i < j < P-i-j) are the minimum 
distances between the demes. When i=0, two genes are sampled from a 
single deme, unless j=0 as well, which indicates three genes sampled 
from a single deme. 
In the same way, fourth moments can be specified by giving three 
distances. The probability of identity of four genes from a single deme 
will be denoted by h(0,0,0). Four genes can be drawn from two demes in 
one of two ways: either three genes are drawn from one of the two demes, 
or two genes are drawn from each. The corresponding identity probabilities 
are h(0,0,i) and h(0,i,0), where once again, the minimum distance between 
the demes satisfies i < P-i. The case where four genes are drawn from 
three demes presents a different problem: the directional orientation 
can not affect the probability of identity, but the location (relative 
to the other two demes) of the two gene deme might. The probability of 
identity of such a sample will be denoted by h(0,i,j), where i is the 
distance from the two gene deme to the closer of the other two sampled 
demes, and j is the distance between those two single gene demes. This 
description implies that 1 < i < P-j-i, but there is no other restriction 
on j. When four genes are drawn from separate demes, those four demes 
partition the circle into four segments. Once again, the directional 
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orientation cannot affect the probability of identity, so this probability 
will be denoted by h(i,j,k), where i and k are the lengths of the smaller 
and larger segments adjacent to the largest one, and j is opposite the 
largest segment. Thus, 1 < i < k < P-i-j-k, and 1 < j < P-i-j-k. To 
avoid ambiguity, i < j whenever k=P-i-j-k. 
Although the preceding notation for third and fourth moments is 
complicated, it greatly reduces the size of the numerical problem for 
computing moments (see Appendix D for explicit expressions). But, as 
Table 6.17 shows, the problem is still not feasible if there are a large 
number of demes. 
Table 6.17. Number of fourth moments for the island, circular 
stepping stone, and general migration models. 
\p 
Model \ 1 2 3 4 5 10 20 50 100 
Island 1 3 4 5 5 5 5 5 5 
Circle 1 3 4 8 10 47 256 3,107 22,776 
General 1 5 15 35 70 715 8,855 292,825 4,421,275 
For purposes of writing the moment equations is convenient to specify 
migration distances in the clockwise direction. Equation (6.25) could be 
written as 
P-1 
m = 1  m . *  ,  
i=l ^ 
where i = min(i,P-i). According to (5.1), the second moments for this 
model satisfy 
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h(i) = (l-2u-2m) h(i) + 1  m *  {h[(i+j)^] + h[(i-j)^]} 
j=l  ^ 
(6 .26 )  
+ # [l-h(O)] 
+ "sV 
with X = (x mod P) . The application of equations (5.3) and (5.4) to the 
present reduced notation for higher order moments follows similarly, but 
is not easily codified. Appendix E presents those matrices (r=2, 3 and 4) 
for the case of 10 demes in a circle. 
There are many possibilities for the migration structure in this 
model. Two intuitively appealing options are the traditional "nearest 
neighbor" migration 0^=0, for i > 2) and migration probabilities that 
decline geometrically with distance (P^= f^i-1^" Tables 6.18 and 6.19 
compare the effects these migration structures on the probabilities that 
genes drawn from one or two demes are identical. The possibility of long 
range migration greatly retards differentiation of the subpopulations. 
This is so even though the migration probabilities decline rapidly with 
distance. 
The equations for third and fourth moments are sufficiently complex 
(cf. Table 6.17 and Appendix E) that it is desirable to avoid the direct 
computations. Given two demes i steps apart, we have shown (equations 
(6.23)) that h(0) and h(i) are given by (4.6) with 6 and p replaced by 
= {1 - h(0)}/{h(i) + h(0)} 
and (6.27) 
-(i) _ h(i) „(i) 
Pe " h(0)-h(i) e 
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Table 6.18. Comparison of 10 stepping stones in a circle with 2 
deme approximation, when 6=0.01 and p=0.2. 
P^=0.1, p^=0 for i>l 
i h(i) Pg h(0,i) approx. h(0,0,i) approx. 
0 0. ,944496 0. 91721 0, .91745 0 .89946 0, .89978 
1 0, .714204 0, .104 0. 69025 0 .69124 0 .67805 0 .67940 
2 0, 555331 0, ,053 0. 53542 0, .53568 0 .52539 0 .52577 
3 0. ,451992 0, ,036 0. 43522 0, .43487 0 .42678 0 .42631 
4 0. 393852 0. 030 0 .37899 0 .37831 0 .37153 0 .37058 
5 0, 375097 0, .028 0, .36088 0 .36010 0 .35373 0 .35264 
h(0,i,0) approx. 
1 0.66797 0.66982 
2 0.51641 0.51701 
3 0.41917 0.41852 
4 0.36479 0.36345 
5 0.34729 0.34575 
pj= 0.052459, Pi=%p._i 
i h(i) Pg h(0,i) approx. h(0,0,i) approx. 
0 0. 934306 0, .90222 0, .90242 0.88140 0. ,88169 
1 0. ,678248 0. 108 0. 65135 0, .65192 0.63764 0, 63838 
2 0. ,640247 0, ,091 0 .61452 0, .61483 0.60147 0. 60184 
3 0. ,611971 0, ,081 0, .58720 0. 58726 0.57467 0, .57468 
4 0, .593853 0. 075 0 .56973 0 .56960 0.55755 0, .55729 
5 0, .586481 0, .073 0 .56264 0 .56242 0.55060 0, .55022 
h(0,i,0) approx. 
1 0.62669 0.62753 
2 0.59076 0.59114 
3 0.56422 0.56414 
4 0.54730 0.54687 
5 0.54044 0.53986 
145 
Table 6.19. Comparison of 10 stepping stones in a circle with 2 
deme approximation; when 6=0.01 and P=2.0. 
Pj=1.0, Pu=0 for i>l 
i h(i) h(0,i) approx. h(0,0,i) approx. 
0 0 .915327 0. 87429 0 .87461 0 .84884 0, ,84865 
1 0 .877567 1 .098 0. 83762 0, .83820 0 .81491 0. ,81488 
2 0, .848582 0 .610 0. 80965 0, .80998 0 .78811 0, ,78802 
3 0, .828084 0 .461 0. 78993 0. 79002 0 .76904 0. ,76880 
4 0. 815866 0 .401 0, .77820 0, .77813 0 .75766 0. ,75730 
5 0, .811807 0 .384 0, .77430 0. 77418 0 .75388 0, ,75347 
h(0,i,0) approx. 
1 0.80784 0.80781 
2 0.77834 0.77845 
3 0.75818 0.75812 
4 0.74637 0.74612 
5 0.74248 0.74215 
0.52459, 
i h(i) h(0,i) approx. h(0,0,i) approx. 
0 0, .912612 0 .87049 0, .87069 0, .84433 0, ,84411 
1 0, .877257 1, .211 0 .83635 0. 83663 0, .81277 0. ,81244 
2 0, ,871702 1 .044 0 .83101 0 .83123 0. 80769 0. ,80736 
3 0, ,867503 0 .944 0 .82699 0. 82715 0, .80384 0, ,80350 
4 0, ,864790 0 .889 0 .82439 0, .82451 0, .80134 0. ,80100 
5 0. ,863691 0, .869 0, .82334 0. 82344 0, .80033 0, ,79998 
h(0,i,0) approx. 
1 0.80602 0.80559 
2 0.80027 0.79987 
3 0.79595 0.79557 
4 0.79316 0.79281 
5 0.79204 0.79169 
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When third and fourth moments are computed from this effective two deme 
model, they show excellent agreement with their corresponding moments from 
the full ten deme model (Tables 6.18 and 6.19). It is reasonable to 
assume that the entire distribution for genes sampled from two of ten 
demes will follow similarly. 
Nei (1972) noted that his genetic distance measure is approximately 
linear in geographic distance (<<P/2) under the circular stepping stone 
model. Equation (6.26) allows us to apply Chapter V's results to examine 
the variance of this measure as a function of distance. In most cases, the 
standard deviation is also approximately linear in geographic distance, 
but considerably larger than D (Figures 6.14 and 6.15, also 4.5 and 4.6). 
This reinforces Nei and Roychoudhury's (1974) empirical advice that many 
loci should be assayed in order to accurately estimate genetic distance. 
The results in this dissertation are predicated on the assumption 
that the subpopulations are large. When many demes are considered, it is 
possible that while the total population is large, the individual demes 
may be small. The terms that were omitted in (6.26) (cf. the derivation 
of (5.1)) should have the greatest effect when N is small and m is large; 
yet even under these conditions, there is unusually good agreement between 
the solution to (6.26), with nearest neighbor migration and Maruyama's 
(1977, p. 135) exact second moments. For instance, when there are only 
N=5 individuals per deme with 6=0.01 and p=2.0 (m=2m^=0.1), then Maruyama's 
formula yields h(0)=.914798 and the remaining exact second moments differ 
by less than 1% from those tabulated in 6.19. 
D 
1.25:1 
IJN-
8.7S-
B.5I-
B.ZS-
6=0.01 Pj=0.1 
P 
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Figure 6.14. Approximate mean and standard Figure 6.15 
deviation of Nei's distance 
on a ten deme circular habitat 
with nearest neighbor migration. 
1 2 3 4 5 
DIST 
LEBE»i OUPH ***D ODD S1DJ)EV 
Approximate mean and standard devia­
tion of Nei's distance on a ten deme 
circular habitat with geometrically 
declining migration. 
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B. Nonconservative Migration 
The preceding results are based on the assumption that migration is 
conservative, i.e. that the number of immigrants into a deme balances the 
number who migrate from that deme. Nagylaki's (1980) diffusion equations 
showed that although a subdivided population is effectively panmictic if 
migration rates are large, unless migration is conservative. 
Most authors have at least implicitly assumed conservative migration, 
although Chakraborty and Nei (1974) considered the effect of general and 
unidirectional migration on the expectation of Nei's normalized identity. 
The general equations of Chapter V do not require conservative migra­
tion. For concreteness consider the effect of nonconservative migration 
between two demes. In Section VI.A.1, the assumption of conservative 
migration is not introduced until (6.5). Equations (4.1), (4.2), and 
(6.1) - (6.4) imply that 
I h(2;0) /(28+9^+92)(GVg+PgV^+l) + \ 
h(l; l )  = s  pgCOVg+PaVg+l)  + Pj(eVj+PjVj+l)  h = 
h ( 0 ; 2 )  y  (2e+pj+p2)(ev,+p,v,+i) - p,(p,v,-Mo) 
,  ( 6 . 28 )  
1 
where 
D = IB2I/4 
= (20+9^+^2)(evj+PjVj+i)(ev2+p2V^^ - 9192^1(8*2+92*2+1) 
(20+9^+^2)[(0v^+i)(ev^+i) + 0(9j+92)VjV2 ] 
+ 20(9^V^+92V2)+P^i+P^2 
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If N^/Ng = 10, then conservative migration would imply 
Table 6.20 gives some numerically evaluated identity probabilities, for 
the case where there are ten times more immigrants in the larger deme than 
in the smaller (thus, the probability that an individual is an immigrant 
does not depend on the deme). Table 6.21 deals with the case where there 
are ten times more immigrants in the smaller deme than in the larger. The 
effect of nonconservative migration is seen by comparison with Table 6.1. 
Identity of genes from two demes is depressed or inflated according to 
whether the smaller deme receives fewer or more immigrants than the larger. 
Once again, it can be shown (cf. (2.14) and (2.7)) that moments within a 
single deme are well-approximated by panmictic theory with an effective 
size adjustment. 
For very large migration rates where (x=p if migration is 
conservative), then all three second moments approximate 
= [26 -Xlîxl?È_ + JJ-' (6.29) 
(p^+p^) 0*1*2+91*1+92*2 (x +P)(1+P) 
We infer from (6.29) and examination of numerically evaluated moments 
that, as Nagylaki predicted, the entire population is effectively pan­
mictic when migration rates are large, even though the migration is not 
conservative. Nonconservative migration simply reduces the effective 
population size to 
2 
N = (1**) P N„ < N„ . (6.30) 
(x: +p)(l+p) 
This formula was used (along with (2.14)) to produce the final column of 
Table 6.20 and Table 6.21. The inequality follows since 
Table 6.20. Probabilities of identity by state for two subpopulations with 
N^/N^ = 10, 0=0.01 and 
r-i i 
r-
4 o
 
II C
Û. 
P l =  . 1  Pi = 1 Pj = 10 Pj = 100 h(r) 
2 0. 894273 0 .956413 0 .978809 0 .990867 0 .993153 0, .993432 
2 0 0.973556 0.968662 0.978970 0.990763 0.993140 
1 1 0.492706 0.893171 0.977193 0.991246 0.993202 
0 2 0.997269 0.996313 0.994961 0.993711 0.993462 
3 0. 842552 0 .934974 0 .968324 0 .986325 0 .989742 0. 990159 
3 0 0.960493 0.953196 0.968564 0.986169 0.989723 
2 1 0.483981 0.878388 0.966803 0.986650 0.989784 
1 2 0.491809 0.891439 0.974710 0.988117 0.989945 
0 3 0.995906 0.994472 0.992446 0.990576 0.990204 
4 0. 802380 0 .920426 0 .961442 0 .983115 0 .987438 0 .987981 
4 0 0.951862 0.943087 0.961730 0.982920 0.987413 
3 1 0.479630 0.870596 0.960072 0.983367 0.987473 
2 2 0.483104 0.876801 0.964917 0.984466 0.987600 
1 3 0.491359 0.890546 0.973298 0.986133 0.987791 
0 4 0.994997 0.993248 0.990786 0.988526 0.988048 
5 0 .767932 0 .909294 0 .956351 0 .980571 0 .985686 0 .986351 
5 0 0.945434 0.935638 0.956673 0.980344 0.985655 
4 1 0.476741 0.865333 0.955115 0.980757 0.985715 
3 2 0.478763 0.869082 0.958484 0.981656 0.985824 
2 3 0.482664 0.875981 0.963804 0.982954 0.985981 
1 4 0.491058 0.889942 0.972307 0.984688 0.986186 
0 5 0.994317 0.992332 0.989552 0.987018 0.986441 
6 0, .737639 0 .900283 0 .952326 0 .978436 0 .984266 0. 985048 
6 0 0.940321 0.929770 0.952673 0.978181 0.984229 
5 1 0.474581 0.861370 0.951200 0.978564 0.984288 
4 2 0.475881 0.863866 0.953709 0.979332 0.984387 
3 3 0.478328 0.868296 0.957523 0.980411 0.984524 
2 4 0.482370 0.875426 0.963010 0.981800 0.984698 
1 5 0.490832 0.889486 0.971544 0.983559 0.984911 
0 6 0.993773 0.991600 0.988573 0.985833 0.985164 
Table 6.21. Probabilities of identity by state for two subpopulations with 
Nj/N^ = 10, 0=0.01 and pg/P^^lOO. 
r-i i Pj = .01 Pi = .1 Pi = 1 Pi = 10 Pj = 100 h(r) 
2 0, .978761 0 .981529 0 .981782 0 .981806 0. 981808 0. 981808 
2 0 0.981804 0.981804 0.981808 0.981808 0.981808 
1 1 0.962846 0.979910 0.981620 0.981790 0.981806 
0 2 0.992757 0.986402 0.982485 0.981879 0.981815 
3 0. 968264 0. 972381 0. 972757 0. 972792 0, 972796 0. 972796 
3 0 0.972790 0.972790 0.972795 0.972796 0.972796 
2 1 0.954003 0.970913 0.972609 0.972777 0.972794 
1 2 0.959295 0.973184 0.972945 0.972813 0.972798 
0 3 0.989144 0.979641 0.973802 0.972902 0.972807 
4 0, .961050 0, .966287 0 .966774 0. 966820 0. 966824 0. 966825 
4 0 0.966818 0.966818 0.966824 0.966825 0.966825 
3 1 0.948182 0.964957 0.966639 0.966806 0.966823 
2 2 0.950902 0.966096 0.966804 0.966823 0.966825 
1 3 0.957540 0.969203 0.967298 0.966876 0.966830 
0 4 0.986774 0.975334 0.968137 0.966964 0.966839 
5 0 .955470 0 .961713 0 .962304 0 .962361 0 .962366 0 .962367 
5 0 0.962359 0.962360 0.962366 0.962367 0.962367 
4 1 0.943846 0.960513 0.962182 0.962348 0.962365 
3 2 0.945308 0.961092 0.962262 0.962357 0.962366 
2 3 0.949371 0.963066 0.962586 0.962391 0.962369 
1 4 0.956394 0.966437 0.963152 0.962453 0.962375 
0 5 0.985025 0.972250 0.963972 0.962540 0.962384 
6 0 .950894 0 .958050 0 .958739 0 .958806 0 .958813 0 .958814 
6 0 0.958806 0.958806 0.958813 0.958814 0.958814 
5 1 0.940393 0.956972 0.958630 0.958795 0.958812 
4 2 0.941111 0.957218 0.958659 0.958798 0.958812 
3 3 0.943891 0.958580 0.958884 0.958822 0.958815 
2 4 0.948373 0.960894 0.959296 0.958867 0.958819 
1 5 0.955549 0.964346 0.959899 0.958933 0.958826 
0 6 0.983646 0.969884 0.960702 0.959021 0.958835 
152 
(x-p)^>0 <=> x^+p^ > 2xp 
<=> (x^+p)(l+p) > (l+x)^p . 
If Pi»p2» then = N^/(l+p) 
It may be more convenient to think in terms of M.= m.N.= B.V./4 , 
1 1 1 1 1 ' 
the number of immigrants in deme i. If Mg/M^ = y, then x=yp, so that 
(6.30) reduces to 
Ne/Ni = 
(y P+1)(1+P) 
(Naturally y=l with conservative migration, where M^=M2=P/4.) 
It follows from (6.6), that 
h(l;l) < min[h(2;0),h(0;2)] (6.31) 
with conservative migration. This property is not necessarily preserved 
when migration is not conservative, if the larger deme receives more 
immigrants than the smaller one (as in Table 6.20). Specifically, 
equation (6.28) yields 
[h(2;0) - h(l;l)] D/e = 2(8*2+92*2+ D + (& 32) 
which is negative, for N^>N2, when 
Pj > 1 + ^%Y(0 + ^2 * 1) • (6.33) 
In terms of , the number of immigrants in deme i, (6.33) is equivalent to 
"l > ("^ 2 + "2 + • 
Similarly, (6.6) demonstrates that the larger deme has less genetic 
identity than the smaller deme when migration is conservative. With 
nonconservative migration. 
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[h(0;2) - h(2;0)] D/8 = (2e+pj+p2)(Vj-V2) + (6.34) 
reveals that the smaller deme can be the least homogeneous if it receives 
more immigrants and the deme sizes are not too disparate. For instance, 
if Nj>N2 , then (6.34) is negative when 
(3-p)p2 > 20(p-l) + Pj(3p-1) . (6.35) 
The right hand side is positive, so the phenomenon occurs for sufficiently 
large provided that < SNg. 
If (6.31) is satisfied, then there should be a model with conserva­
tive migration that will yield those same second moments. No closed form 
expression for 6^, and is available from (6.6), but Appendix E 
details an iterative solution. Tables 6.22 and 6.23 give approximate 
identity probabilities based on conservative migration for comparison 
with Tables 6.20 and 6.21. Notice that with the parameters involved, 
equation (6.33) implies that there is no conservative migration approxima­
tion, because (6.31) is violated, when Pj>1.57. The approximation to 
individual identity probabilities is moderately good throughout the range 
where a conservative migration approximation is possible. Even when 
migration is unidirectional, the conservative migration approximation 
works reasonably well (Table 6.24). Notice that when p^=0 in Table 6.24, 
(6.34) is negative, implying that the smaller deme is effectively the 
larger. The only noticeable effect of this phenomenon is in the weighted 
averages of moments, which give the probabilities of identity for genes 
sampled at random from the entire population. In this case, weights based 
on the effective conservative migration deme sizes rather than the actual 
relative deme sizes gives undue emphasis to the smaller deme. 
Table 6.22. Conservative migration approximation to the case where 
N^/Ng = 10, 0=0.01 and p2/Pi=l-
r-i Pi = -01 Pi = . 1  Pi = 1 Pj = 10 pj = 100 
2 
2 0 
1 1 
0 2 
3 
3 0 
2 1 
1 2 
0 3 
4 
3 
2 
1 
0 
5 
4 
3 
2 
1 
0 
6 
5 
4 
3 
2 
1 
0 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
0 
1 
2 
3 
4 
5 
6 
0.927280 
0.973556 
0.492706 
0.997269 
0.891939 
0.960511 
0.485795 
0.491708 
0.995906 
0.863457 
0.951892 
0.481438 
0.484816 
0.491259 
0.994997 
0.838390 
0.945472 
0.478243 
0.480470 
0.484376 
0.490976 
0.994316 
0.815700 
0.940363 
0.475721 
0.477284 
0.480035 
0.484099 
0.490772 
0.993772 
0.963565 
0.968662 
0.893171 
0.996313 
0.945706 
0.953242 
0.878881 
0.891420 
0.994472 
0.933326 
0.943073 
0.869725 
0.877273 
0.890609 
0.993248 
0.923666 
0.935509 
0.862978 
0.868191 
0.876533 
0.890092 
0.992333 
0.915656 
0.929498 
0.857642 
0.861491 
0.867487 
0.876063 
0.889715 
0.991603 
0.978927 
0.978970 
0.977193 
0.994961 
0.968503 
0.968567 
0.966809 
0.974704 
0.992445 
0.961599 
0.961682 
0.959950 
0.965062 
0.973415 
0.990800 
0.956445 
0.956547 
0.954838 
0.958573 
0.964143 
0.972556 
0.989589 
0.952337 
0.952457 
0.950768 
0.953682 
0.957843 
0.963527 
0.971916 
0.988638 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
6 
i 
0 
1 
2 
0 
1 
2 
3 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
0 
1 
2 
3 
4 
5 
6 
Conservative migration approximation to the case where 
N^/Ng = 10, 6=0.01 and ^2/9^=100. 
Pi = .01 = .1 p^ = 1 Pj = 10 pj = 100 
0.977954 
0.973556 
0.492706 
0.997269 
0.967052 
0.972788 
0.953975 
0.959294 
0.989144 
0.959700 
0.966832 
0.948469 
0.950909 
0.957513 
0.986771 
0.954114 
0.962401 
0.944459 
0.945647 
0.949371 
0.956340 
0.985018 
0.949609 
0.958880 
0.941306 
0.941791 
0.944229 
0.948359 
0.955471 
0.983634 
0.981431 
0.981806 
0.979910 
0.986394 
0.972233 
0.972791 
0.970911 
0.973180 
0.979630 
0.966149 
0.966848 
0.965033 
0.966120 
0.969184 
0.975309 
0.961614 
0.962435 
0.960682 
0.961209 
0.963093 
0.966399 
0.972205 
0.958006 
0.958933 
0.957235 
0.957441 
0.958705 
0.960909 
0.964288 
0.969818 
0.981774 
0.981808 
0.981620 
0.982485 
0.972745 
0.972795 
0.972609 
0.972945 
0.973802 
0.966764 
0.966829 
0.966645 
0.966808 
0.967301 
0.968137 
0.962298 
0.962379 
0.962196 
0.962275 
0.962595 
0.963157 
0.963974 
0.958740 
0.958835 
0.958654 
0.958682 
0.958902 
0.959309 
0.959906 
0.960705 
0.981805 
0.981808 
0.981790 
0.981879 
0.972791 
0.972796 
0.972777 
0.972813 
0.972902 
0.966819 
0.966825 
0.966807 
0.966824 
0.966876 
0.966965 
0.962360 
0.962368 
0.962350 
0.962358 
0.962393 
0.962454 
0.962541 
0.958806 
0.958816 
0.958797 
0.958800 
0.958824 
0.958869 
0.958935 
0.959023 
0.981808 
0.981808 
0.981806 
0.981815 
0.972795 
0.972796 
0.972794 
0.972798 
0.972807 
0.966824 
0.966825 
0.966823 
0.966825 
0.966830 
0.966839 
0.962366 
0.962367 
0.962365 
0.962366 
0.962369 
0.962379 
0.962384 
0.958813 
0.958814 
0.958812 
0.958812 
0.958815 
0.958819 
0.958826 
0.958835 
e 6 
i 
2 
0 
1 
2 
3 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
0 
1 
2 
3 
4 
5 
6 
0 
1 
2 
3 
4 
5 
6 
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Comparison of probabilities of identity for uni­
directional migration, with approximations based 
on conservative migration. 
actual values approximate values 
p=2.5, 0=0.1 
pj=0, p2=l Pi=l. P2=° P2=l Pi=l, ^2=0 
0.815058 
0.875000 
0.729167 
0.869883 
0.732117 
0.816667 
0.680556 
0.674689 
0.808539 
0.680045 
0.779545 
0.649621 
0.633665 
0.646419 
0.770275 
0.642545 
0.752665 
0.627220 
0.606814 
0.609020 
0.627878 
0.743186 
0.613618 
0.731757 
0.609798 
0.587042 
0.584184 
0.592785 
0.614277 
0.722554 
0.820821 
0.826827 
0.788288 
0.945946 
0.739726 
0.748038 
0.712537 
0.766391 
0.919670 
0.690051 
0.699642 
0.667975 
0.694652 
0.752066 
0.902480 
0.655273 
0.665680 
0.637156 
0.652081 
0.682617 
0.741474 
0.889769 
0.628942 
0.639959 
0.613931 
0.622573 
0.641232 
0.673569 
0.733096 
0.879715 
0.800878 
0.875000 
0.729167 
0.869883 
0.710264 
0.816094 
0.677049 
0.675050 
0.808802 
0.657510 
0.778966 
0.648880 
0.631916 
0.645514 
0.770361 
0.622671 
0.752387 
0.629881 
0.608214 
0.606855 
0.625502 
0.742866 
0.597614 
0.731939 
0.615679 
0.592071 
0.585343 
0.589700 
0.610508 
0.721723 
0.823987 
0.826827 
0.788288 
0.945946 
0.744529 
0.748421 
0.713329 
0.764622 
0.919445 
0.694897 
0.699604 
0.667257 
0.696646 
0.752546 
0.902318 
0.659432 
0.664844 
0.634568 
0.653977 
0.688011 
0.744576 
0.889829 
0.632137 
0.638176 
0.609530 
0.623314 
0.647048 
0.682274 
0.738679 
0.880080 
157 
VII. DISCUSSION 
In the long run, the average behavior of a finite population is 
predictable. But, any particular generation is still a realization of a 
random process. When a population is panmictic and of constant size, the 
long run probability structure under the infinite allele model is known 
(Ewens, 1972). Panmixia is an ideal that usually fails to hold in 
reality. But, if there is a great deal of migration between demes of a 
subdivided population, then departures from panmixia will be negligible. 
Likewise, when there is very little migration, each deme is essentially 
isolated. Beyond the probability that pairs of genes are identical, very 
little was previously known about the long run behavior of subdivided 
populations with intermediate levels of migration. 
The probability structure of a population is often described in terms 
of the frequency spectrum, which is proportional to the distribution of 
the frequency of a gene, given that the gene is neither fixed in the 
population nor lost from it. Moments of the multidimensional frequency 
spectrum for subdivided populations, as well as probabilities of various 
multiple allele samples, can be obtained by an extension of the recursive 
techniques discussed in Kempthorne (1968). The exact equations for higher 
order moments are quite cumbersome, even for 2 demes (Appendix C); 
consequently, approximations were made. Specifically, it was assumed that 
the mutation and migration rates are small and that deme sizes are large. 
The mutation assumption will usually be acceptable, but one might question 
the assumptions on migration rate and deme sizes. Comparison of the 
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approximate second moments for a circular stepping stone model with an 
exact solution suggested that the approximation is surprisingly robust 
against large migration rates and small dame sizes. The approximate 
moments depend only on relative deme sizes and the products of deme size 
with mutation and migration rates, yet closed form expressions for 
all but second moments are too complicated to be of any practical value. 
These quantities were numerically evaluated for various commonly discussed 
subdivided populations. Examination of the results revealed a remarkable 
regularity in the distribution of genes in a subdivided population. The 
entire probability structure for genes in a single subpopulation is very 
similar to that for a completely isolated population of sufficient size 
to ensure that the second moment of its frequency spectrum is identical to 
that of the subpopulation in question. Thus, the effects of immigration 
from all of the other subpopulations are summarized in this "effective" 
population size. It is interesting to note that in some common 
circumstances (such as some demes being larger than others, or immigration 
not balancing emigration), the effective size of this subpopulation may 
exceed the size of the entire population! 
Mutation rates are typically too small to measure directly. Also, 
many unobservable factors affect the effective size of a population. 
Thus, in practice, the effective size of a population is determined from 
observed estimates of the second moment ("homozygosity"). Consequently, 
if a population study based on a single subpopulation, the investigator 
may freely use the theory of a single isolated panmictic population to 
provide expectations based on the neutrality hypothesis. 
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This effective panmixia does not extend to studies of an entire 
subdivided population. With intermediate levels of migration, the 
probability of identity of genes sampled from more than one subpopulation 
can differ markedly from panmictic theory. However, the probability 
structure for any two subpopulations was found to be very similar to that 
of a population that is subdivided into exactly two panmictic units. In 
order to make this approximation, an effective migration rate as well as 
an effective size had to be estimated that would make the second moments 
of the approximating model equal to those from the two subpopulations. 
In the same way, the probability structure for k demes from the island 
model was found to be similar to an island model with exactly k demes 
of appropriate effective size and intermigration rate. 
It seems likely that this regularity extends in some way to k demes 
from an arbitrary subdivided population. Unfortunately, if k>2, there are 
more effective parameters to estimate for the general k deme model than 
second moments. Even with the special structure of the circular stepping 
stone model it was not, in general, possible to verify this hypothesis. 
In the stepping stone model, the distance between neighboring demes is 
uniform throughout the population. Thus, if k of the P demes are examined, 
they cannot effectively be approximated by a k deme stepping stone model 
unless the selected demes are equally spaced around the circle (which is 
not even possible unless P/k = [P/k]). 
The two deme approximating model has equal numbers of immigrants 
being exchanged between the two demes. If immigration does not balance 
emigration in the actual population, it may not be possible to find 
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effective parameters that produce the actual second moments. But, when 
such effective parameters exist, the two deme approximation works well. 
There may be an assumption stronger than assuming that immigration 
balances emigration in each deme, that will reduce the number of 
parameters to the point that a k deme approximation can be tried. 
What such an assumption would be is not clear at this time. The number 
of simultaneous equations that must be solved in order to describe the 
probability structure grows rapidly with the number of subpopulations. 
In general, it is not numerically feasible to obtain more than second 
moments for populations with as few as ten demes. Consequently, an 
important area for future study is the determination of whether, and 
how, one can obtain a useful k deme approximation. 
Homozygosity and kinship statistics play an important role in 
theoretical and applied population genetic studies. Their variances and 
covariances can be expressed in terms of probabilities of samples of up 
to four genes from the demes represented by the statistics; and can thus 
be approximated for any population structure by models consisting of one 
to four demes, with the appropriate effective parameters. It had been 
suggested that V(J^j) could be approximated from previously available 
theory using (2.52). However, with intermediate levels of effective 
migration, that formula breaks down since in that case V(J^j) can greatly 
exceed V(J^), even though E(J^j) < E(J^). This can occur since each deme 
is effectively small enough to have a single predominant allele, while 
migration is at a level that makes it very uncertain whether the same, 
or a different allele will dominate the other deme. 
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Variances and covariances of many common measures of genetic distance 
can be approximated using means and variances of homozygosity and kinship 
statistics. The large coefficients of variation associated with Nei's 
distances suggest that other distances may be more appropriate for use 
with incompletely isolated populations. 
Throughout the present work, mutations were assumed to be to entirely 
novel forms, which implies that there are an infinity of possible alleles. 
Golding and Strobeck (1983) recently examined variance and covariance 
of local homozygosity and the variance of global homozygosity under the 
island model when there is homogeneous recurrent mutation among only K 
alleles. They also found that the variance of local homozygosity is well-
approximated by panmictic theory, but did not pursue the idea to higher 
dimensional approximations. For more general population models, terms of 
should be added to (5.1) to compute probabilities of identity by state. 
The adjustments for multi-allele sampling probabilities are more involved. 
In the case of a single panmictic population, (5.1) then implies that 
Unless either the mutation rate or the population size is large enough 
that 9 is near 1, (7.2) is approximately equal to (2.14), with 
0^ = 0/[1+0/(K-1)]. If recurrent mutation introduces qualitatively new 
results for subdivided populations with realistic values for mutation 
rates and deme sizes, it is most likely to occur with variable deme sizes 
(7.1) 
(7.2) 
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and nonconservative migration, since in that case local effective sizes 
can exceed when there is too little migration for effective panmixia. 
The present theory assumes that the subdivided population is at 
steady-state, so it is important to know whether steady-state can be 
achieved in a reasonable time span. With two demes of equal size, it was 
shown that the rate of convergence of the entire distribution is in fact 
the rate at which second moments converge. Thus, A, = (1-u) where 
Ajj is the rate of decrease in heterozygosity when there is no mutation. 
Maruyama (1972d) studied for the circular stepping stone model and 
2 2 2 2 found that if the demes are small, = 1 - 71 G /P , where O is the 
variance of migration distance: otherwise, the rate is increased to 
A^ = 1 - 1/N^, which is the panmictic rate. For the island model, Pollak 
(1968) found that the rate of convergence would be slower than with 
panmixia if 0 is much smaller than 0.25. Golding and Strobeck's (1983) 
numerical work illustrated this when they found that many generations 
were required to eliminate the effects of the initial conditions in the 
variance of homozygosity. 
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X. APPENDIX A: THE FREQUENCY SPECTRUM 
There are some deep mathematical difficulties associated with the 
existence of the continuous frequency spectrum (Kingman, 1980). These 
problems vanish if the discrete frequency spectrum is used. We are 
concerned with finite (albeit large) populations, so the continuous 
frequency spectrum is only an approximation to the discrete one. 
Consequently, $(x) will refer to the discrete frequency spectrum in 
this appendix. 
A. Undivided Populations 
1. Nature and properties of the frequency spectrum 
Let II be the space of possible population configurations. There are 
various ways U could be defined, but we must include enough information in 
this definition to allow easy evaluation of the transition probabilities. 
One such definition would result in elements U=(nQ, n^, n^,...), where 
UQ is the number of new mutants and n^ is the number (possibly zero) 
of copies of the ith previously existing allele (numbered in order of 
first appearance). Of course, Zn^=2N since the population is finite. 
For convenience, let M=2N, the number of genes in each generation. 
Define 
k(^,U) = No. of alleles with frequency ^  in population U 
Xj(U) = Frequency of jth allele in population U 
p^(U) = Pr (population U in generation t| initial configuration). 
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The frequency spectrum in generation t is then 
«t-tC^) = ^ k(i,U) Pt(U) (10.1) 
= E(number of alleles with frequency g in generation t) . 
We can observe only those alleles that are actually present, so 
that we define the random variables 
= No. of alleles present in generation t 
XL ^ = relative frequency of ith most 
' frequent allele in generation t . 
The rth "moment" of the frequency spectrum is 
= I P.(U)I xT(U) (10.2) 
u J ^ 
= E I xf 
i=l 
Thus, the frequency spectrum usefully summarizes much information about 
the distribution of population configurations. 
The standard properties of the frequency spectrum follow immediately 
from this representation. First notice that 
M 
m (0) = I p (U) I k(i U) = E(K ) 
U t M t 
and 
m (1) = 1 p (U)I x.(U) = I p (U) = 1 , 
^ U ^ j U ^ 
as stated in (2.9) and (2.13). The last form of (10.2) can be interpreted 
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as the probability of identity of r genes sampled with replacement from 
generation t (Sved and Latter, 1977). It is much easier to recursively 
calculate h^(r), the probability of identity of r genes sampled without 
replacement. We can view the sampling for h^(r) as part of the sampling 
used to form generation t from generation t-1. This Wright-Fisher 
sampling is from an infinite gamete pool and thus equivalent to sampling 
with replacement from generation t-1 except for the additional constraint 
that no mutation has occurred. Mutations are assumed to occur 
independently, so that 
h^(r) = (1 - u)"^ m^_^(r) , r>l . (10.3) 
In particular, when the population is in steady state 
h(r) = (1 - u)^ m(r) = m(r) 
as stated in (2.14). The approximation is only valid for low order 
moments and small mutation rates, but the functional relationship of h and 
m means that all of the moments of the frequency spectrum can, in 
principle, be calculated. 
2. Inverting moments of the frequency spectrum 
The frequency spectrum is uniquely determined by its moments of order 
1 to M. This is easily proved. Let 
~t ~ m^(2),..., m^(M))' , 
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and 
1 2 
M M 
w = I (#)= 
(10.4) 
(1)M (|)M ... ] 
Clearly, 
~t ~ ~ (10.5) 
so that is determined by its moments, m^, if and only if W is non-
singular. But W=W, where D = Diag(i/M) and V is the Vandermonde matrix, 
a nonsingular matrix with a known inverse (Macon and Spitzbart, 1958). 
Edward Pollak (Department of Statistics, Iowa State University, 
unpublished notes) has shown that the recurrence relation for h^ is 
h^(r) = I h^_i(i) , (10.6) 
i=l 
where 
= M(M-l) ••• (M-i+1) 
and 55^^^ is a Stirling number of the second kind. The probability 
of identity of all genes in a sample of size one, h^(l), is of course 
one. Thus, equation (10.6) can be written, for h^(2),..., h^(M), as a 
nonhomogeneous vector difference equation. The roots of the transforma-
•+1 ^ i 
tion matrix are K. = (1-u)^ n (1 - p) < 1, for i=l,..., M-1 (cf. Ewens 
^ j=0 
and Kirby, 1975); therefore, h^ converges to its steady state value, h. 
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at a rate 
Aj = (1 - u)2(l - i) . (10.7) 
We see from (10.3) that m^ converges to m at the same rate. This follows 
since if h^ = v + Q h. ,, then 
~t ~ ^ ~t-l 
(\ - b) = gf (hg - h) = Aj U' % - h) , 
where ^  and £'are the right and left eigenvectors of g corresponding to 
. But h^^^ = D m^ for some nonsingular matrix D implies that 
-1 -1 
ML = D V + D Q D m. , so that 
~ ~ ~ ;s ~ ~t-l 
(m^ - m) = ^'D (m^ - m) . (10.8) 
The obvious fact that the frequency spectrum converges at the same rate as 
its moments follows similarly from (10.5). 
B. Subdivided Populations 
1. The frequency spectrum 
Suppose there are P demes with ML=2N^ genes in the ith deme. The 
space, 11, of possible population configurations must be defined carefully 
in order to keep track of the number of copies in each deme of a given 
allele. For instance, alleles could be numbered in order of their first 
appearance in the population as a whole. The elements of 11 could then 
be Pxoo matrices U=[n^j], where n^^ is the number of copies of the jth 
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previously existing allele and n^^ the number of new mutants in deme i. 
Since the demes are finite, In.. = M.. 
j ' 
An allele occurring in the population has a frequency vector in 
y = 0 < y^ = j^/(2M^) < 1 for some nonzero vector of integers, , 
where y^ is the frequency of the allele in the ith deme. Let 
k(Y,U) = No. of alleles with frequencies % in population U 
x^j(U) = Frequency in deme i of the jth allele in population U 
p^(U) = Pr (population U in generation t| initial configuration). 
We can then define a multidimensional frequency spectrum by 
= Z. k(%,U) p^(U) (10.9) 
= E (No. of alleles with frequencies in generation t) . 
The properties of this frequency spectrum are natural extensions of those 
for the usual undivided population frequency spectrum. 
Consider the random variables 
= No. of alleles present in generation t 
^ = relative frequency in deme i of the jth most 
' frequent allele in deme 1 during generation t . 
If two alleles have the same frequency in deme 1, then they are ordered by 
their concomitant frequencies in demes 2, 3, etc. The rth mixed "moment" 
of the frequency spectrum can be expressed as 
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P r, P r. 
P r 
= I p (U) z n X.I(U) 
u ^ j i=i 
(10.10) 
A moment of order one results when r = e^ , a vector with a one in the ith 
position and zeroes elsewhere. As with undivided populations, m^(0)=E(K^) 
and all first order moments equal one since 
m (e ) = Z p (U) Z X (U) = Z p (U) = 1 
t ~i u t j ij u t ( 1 0 . 1 1 )  
Also, the final form of (10.10) is the probability that all genes are 
replacement from the ith deme. With generations formed by Wright-Fisher 
multinomial sampling, sampling r genes without replacement from 
pre-migration generation t is equivalent to sampling r genes with 
replacement from post-migration generation t-1 except for the added 
constraint of no mutation. Thus, 
where h is the probability of identity under the "parental migration model 
and m is a moment of the "offspring migration" frequency spectrum. 
Previous workers have calculated identity probabilities only for samples 
of size two. The formulas for h with r=2 take a slightly nicer form 
(Appendix B) with offspring migration, which is the type of model that has 
identical in a sample of size r=Zr^ , where r^ genes are sampled with 
h^(r) = (1-u)^ ^(r) , ( 1 0 . 1 2 )  
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usually been adopted. If mutation rates are small, these distinctions 
vanish at steady state (Appendices B and C) where we also have 
h(r) = (l-u)^m(r) = m(r) 
for low order moments. 
(10.13) 
2. Moment inversion 
The moments of the frequency spectrum can be written in a form 
analogous to (10.5) which implies that the moments of order 1 to IT M, 
i 
uniquely determine the frequency spectrum. Let be the (ML+l)x(M^+l) 
Vandermonde matrix with (k/M^)^ as its jk element (j,k=0,l,...,M^) . The 
matrix 
V = Vj H H ••• H , (10.14) 
where H is the Kronecker product, is nonsingular with inverse 
- 1  - 1  - 1  V = H a ,-l (10.15) 
This matrix V is a tensor extension of (10.5) to the space W u {0} 
Now, 
1 1' 
V = 
w 
and 
St = % &t ' 
( 1 0 . 1 6 )  
(10.17) 
where m and ^ give the m^'s and 4^'s in lexicographic order for 
r = 1,...,n M.. Since V is nonsingular, (10.16) implies that W is too, 
i 
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and 
•1 
V"^ 
1 -I'W 
I  .  ( 1 0 . 1 8 )  
0 w" 
Thus, is uniquely determined by its moments and the inversion can be 
performed by simply inverting a series of Vandermonde matrices. Of 
course, h^, m^, and all converge at the same rate. 
It was possible, with an undivided population, to approximate the 
moments of the frequency spectrum and then obtain a continuous approxi­
mation to the frequency spectrum by pattern recognition (equation (2.14)). 
This technique does not extend to subdivided populations, since closed 
form expressions for arbitrary moments do not seem to be possible (equa­
tions (4.6)-(4.7) and Lewis, 1982). Indeed, a continuous approximation 
does not always exist. If demes are completely isolated, then steady 
state moments with respect to a single deme are given by (2.14), but 
all mixed moments are zero since at steady state, isolated populations 
share no common alleles. If there were a continuous approximation to 
this frequency spectrum, it would have to be zero on the interior of the 
P-dimensional cube corresponding to W, and thus it would be zero everywhere 
by continuity. If there is an approximation to W ^m that involves only 
low order moments, then points of the multidimensional frequency spectrum 
can be approximated numerically. Macon and Spitzbart's (1958) formula 
for the inverse of a Vandermonde matrix reduces to a function of Stirling 
numbers of the first kind in this case; thus, the problem of approximating 
the frequency spectrum reduces to approximating Stirling numbers. 
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XI. APPENDIX B: EXACT SECOND MOMENTS 
In his derivation of (2.29) from (2.28), Malecot (1950) claimed, 
without proof, that with symmetric homogeneous migration on a "réseau 
régulier", all the matrices in (2.28) commute. The following definition 
and lemma can be used to prove his claim. 
Definition An nXn matrix M is a generalized circulant (GC) if there 
exists a collection of reference sets, R(i,s) for i=l,2,...,n and 
s=0,l,...,S; with the following properties: 
g 
1. For fixed i, {R(i,s)}^_Q is a partition of the integers l,2,...,n. 
2. je R(i,s) => m^j = c^ for some set of numbers 
3. n^;^ = n^^ , where n^;^ is the number of elements in R(i,s) n C(j,t) 
and i e C(j,t) <=> j e R(i,t) . 
A circulant is a GC with R(i,s) = {l + (i+s-1) mod n}. The third 
property is stronger than simply requiring c^ to occur the same number of 
times in each row and column, but necessary for the following result. 
Lemma Generalized circulants with the same reference sets commute. 
Proof 
S S 
(M Pii = ^  m f^. = 11 I 
k ^ s=0 t=0 keR(i,s)nC(j ,t) 
S S 
I I n 
t=0 s=0 
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S S 
=  1 1  1  f..m. . 
t=0 s=0 keR(i,t)nC(j,s) 
= 
= «H)ij • • 
A regular network is usually taken to mean a collection of vertices 
connected by edges, with the property that each vertex has the same number 
of edges emanating from it. While we may arbitrarily impose a labeling 
on the vertices, there is nothing inherent in such a network to distinguish 
one vertex from another. Consider P demes of equal size. The pattern of 
migration among these demes is said to be symmetric and homogeneous on a 
regular network, if there is a 1-1 mapping of the P demes onto a regular 
network of P vertices such that the migration rate between any two demes 
is a function of the minimum number of edges required to connect their 
image vertices. Clearly, the migration matrix is a generalized circulant 
if it satisfies property 3 of the definition. Here, R(i,s) and C(i,s) give 
the vertices that are s steps (edges) from vertex i, and S is the largest 
achievable distance on the network. Now, n^;^ is the number of vertices 
that are simultaneously s steps from i and t steps from j, but this equals 
n^^ since the network is regular. It is intuitively obvious that, with 
this migration pattern, f^^ can only depend on the minimum distance between 
the two vertices, so that F is also a GC with the same reference sets. In 
particular, the long run value f^^ is independent of the specific deme i, 
so the matrix D in (2.28) is proportional to an identity matrix. Thus, we 
see that Malecot's claim was indeed correct. 
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Equation (2.29) may hold even when there is not symmetric homogeneous 
migration on a regular network (SHMRN). Consider the case of nonsyrametric 
homogeneous migration for demes of equal size arranged in a circle. This 
means that the migration rate depends only on the direction and distance 
migrated, so that M is a nonsymmetric circulant matrix. It is intuitively 
obvious that f^^ can depend only on the distance between i and j, (cf. 
Maruyama, 1969), so that F is a symmetric circulant and D is again 
proportional to I. Diagonalizable matrices commute if and only if they 
share a complete set of common eigenvectors (Hoffman and Kunze, 1971, 
p. 207). In the case of (ordinary) circulants, these eigenvectors are 
known (e.g. Fuller, 1976, p. 135), so the exact solution can be stated 
more explicitly than (2.29). Maruyama (1977, pp. 130-136) has done this 
for the special case of symmetric nearest neighbor migration on a circle. 
Moreover, if M is a Kronecker product of circulant matrices (corresponding 
to homogeneous, possibly nonsymmetric, migration on a torus or higher 
dimensional toroidal surface) then the result still holds. This follows 
since 
(Si - ÎÎ2)(EI » Eg) = % El) « (Mg Eg) 
= (Fj Mj) 8 (Fg Mg) 
= (Fj » F2)(Mi . Mg) , 
or alternatively, it can be shown that the Kronecker product of 
generalized circulants is a generalized circulant. 
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A. Haploid Offspring Migration 
We include this case for completeness. Each of the two sampled genes 
either migrated or was in the same deme prior to migration. The two genes 
must be unmutated copies of the same (possible only if they migrated from 
the same deme) or different parental genes; thus, 
= (1-u)^ I 1  m..m.. 
ij k A Ik 
f (t) ^  
\ 2Nj^y 2N^ ( 1 1 . 1 )  
(e.g. Nagylaki, 1980) which can be written in matrix form as (2.27). 
The solution in (2.29) is not completely specified since the right 
hand side is a function of f^^. Let 
X = {M^ [I - (l-u)2 . ( 1 1 . 2 )  
where {C} denotes the first element in the matrix C. Then, (2.29) 
'^1,1 
implies that f^^ satisfies 
or 
11 
"11 
(l-fll)x 
X 
1+x 
(11.3) 
Notice that the local effective size follows immediately from (11.3) and 
(2.7) as 
N = ^  
eL 4ux 
(11.4) 
191 
B. Haploid Parental Migration 
We will denote the premigration probabilities of identity by to 
distinguish them from the post migration probabilities given previously. 
There can be a single parental gene only if both genes ended the migration 
in the same deme, since reproductive sampling was the last process to 
occur. Thus, 
= (l-u)2 [(1 - ^ ) I I m.j^m 
1 k £ 1 
(11.5) 
The matrix version is more complex than (2.27) and not directly amenable 
to solution. The diagonal (i,i) equations can be solved to give 
(1-U) T T _ „ f(t) 
2N. II ""ik iA kJ2 1 k £ 
1 
2N.-1 
1 
«(t+1) (1-u)' 
ii " 2N^ 
which is useful for the equilibrium solution of (11.5). 
Equations (11.5) and (11.6) combine to give 
f 
r M' + ^  I] - âpY I 
( 1 1 . 6 )  
(11.7) 
at equilibrium under SHMRN conditions. The solution is 
"'"1; " [I - a']-' . ( 1 1 . 8 )  
which implies that 
f = y 
11 2N-l+y y (11.9) 
where 
y = {[I - (l-u)2 M^] ^ ( 1 1 . 1 0 )  
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The relationship between parental and offspring migration models is 
clarified by noting that the parental migration models simply refer to the 
result of reproduction and mutation (without migration) on a population 
described by the offspring model. Thus, 
f(t+l) ^  (i_u)2 ^ g(t)^ (11.11) 
regardless of deme sizes or migration structure. Clearly, the equilibrium 
values from the two models differ only by terms of order ^ or u. 
C. Diploid Parental Migration 
Diploidy introduces the possibility that two genes may be copies 
of different genes in the same parental individual. Since individuals 
(rather than separate genes) migrate, a single migration event would have 
moved both of those parental genes. Following the logic of the previous 
derivations, we find that 
'ir" = [" • J J - i k - j a ^  ^  "i k  ' k k ' ) ]  
Analogously to (11.6), 
I  I  "ik°n! 'k«' = ['îr" - ^  "ik "kk')] 
1 k £ 1 Ik 
follows from, and is useful in the equilibrium solution of (11.12). 
With SHMRN, equations (11.12) and (11.13) combine to give 
F = (l-u)2[M r M' + 2^:2 (1 + f^^)I] - I (11.14) 
at equilibrium. This is easily solved to obtain 
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(1-u)^ -  [ 2  -(1-u)^] f 9  0  1  
I = — [I - (1-u) . (11.15) 
Notice that the equilibrium values for diploid, (11.15), and haploid, 
(11.8), models with parental migration are both proportional to the 
inverse of 
Z = [I - (l-u)2 M^] (11.16) 
and thus, differ only by a multiplicative constant. One easily obtains 
from (11.15) that 
^11 " 2N-2+[l+u(2-u)]y ^ ' (11-17) 
where y is given by (11.10). Hence, the diploid and haploid values differ 
by a multiplicative factor of 
2N-l+y r22 ig) 
2N-l+y + [u(2-u)y-l] Ui-ioj 
2 
as is revealed by (11.9) and (11.17). M is nonnegative definite, and an 
immediate consequence of the well-known Perron-Frobenious theorem is that 
its maximal root is one. It follows that Z is positive definite with 
minimal root u(2-u). The value y can thus be bounded by 
0 i y 1 iTjlziô 
(follows from Rao, 1973, p. 62, (If.2.1)), which shows that the diploid 
identity probabilities are slightly larger than the corresponding haploid 
values, and that this difference is of order ^  (cf. Sawyer, 1976). 
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D. Diploid Offspring Migration 
The diploid offspring migration model is less elegant than the 
previous models. The hypothetical sample of size two alluded to by the 
fs is separated by migration from the previous Wright-Fisher reproductive 
sampling. Consequently, the possibility that the two genes came from the 
same diploid individual introduces new terms: 
= (l.u)2 I Z m.,»., [(1 -
2N.-1 I  ""ik ' 2N ) ^kk^ 2nJ 1 k k k 
Again we use the diagonal equations to find that 
1 1  1" -1 k JK k k 
(11.19) 
2N.-2 ^^ii " 2N.-1 ^ "ik " 2N, ^ ^kk^ 2N J ^ 1 1 k k k 
The previous two equations jointly imply 
_ (l-u)^d - u(2-u)f 
F=(l-u) M (F + D) M' + I (11-21) 
at equilibrium with SHMRN. The solution is 
1-f 1-f 
F = ((l-u)2 ^ l(l-u)^ - u(2-u)f^^] 1} Z"^ (11.22) 
and the explicit solution for f^^ is even more complicated. A much 
simpler approach is to notice that (11.11) also applies to diploid models, 
so that the offspring migration solution can be obtained directly from 
the simpler parental migration solution. 
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The approach taken in this thesis is to approximate the recursive 
equations for moments of the frequency spectrum. To the order of 
_2  
approximation (ignoring 0(N )) distinctions vanish between parental and 
offspring migration models, and even between diploidy and haploidy. But, 
the solution to approximate equations is not necessarily the approximate 
solution to the exact equations. In this appendix we have directly shown 
the approximate equivalence of the various model formulations for puposes 
of computing second moments. Moreover, since the minimal root of Z 
is 0(^)> we can see from (11.8) and (11.9), that the solution to the 
approximate equations should differ from the exact second moments by 
terms no larger than O(^) . 
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XII. APPENDIX C: EXACT RECURSIONS FOR TWO SUBPOPULATIONS OF EQUAL SIZE 
There is not a compact matrix representation like (2.27) for higher 
order moments from a subdivided population. Instead, we must use the 
expanded linear form of (3.2). In this appendix, I obtain for two demes 
of equal size, the recurrence equations described in (3.2), and show that 
they reduce in approximation to (4.1). These equations easily extend to 
demes of unequal size. 
The combinatorics of Wright-Fisher sampling must be examined more 
closely before we can derive the exact recurrences for arbitrary moments. 
Consider drawing r genes with replacement from a parental gene pool 
containing M=2N genes (the number of alleles will usually be considerably 
less). The probability of drawing k^ copies of any one gene, followed by 
k^ copies of another gene,..., followed by k^ copies of yet another gene 
n 
(r = I k.) is 
i=l ^ 
M 1 ^ I M-n+1 1 
M M M 
_ M(M-l) • • • (M-n+1) ^2 1) 
The probability of drawing copies of n genes in any other 
specified order (for uniqueness, the index i gives the order of first 
appearance) is the same. Notice that the formula depends only on r and n, 
not the k's. Let be the number of ways to make r copies from exactly 
n genes. Under the Wright-Fisher model, the probability that r offspring 
genes are descended from n parental genes is (12.1) times (Pollak, 
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unpublished notes, cf. equation (10.6) of this dissertation). Clearly, 
when r^O, and Moreover, to make r copies of the n genes 
we first make r-1 copies and then the final copy. If the first r-1 
copies include all n genes, then the final copy can be any one of the n; 
otherwise, the first r-1 copies include only n-1 genes and final copy 
must be of the remaining gene. Thus, satisfies 
= n  ,  (12 .2 )  
which means that is a Stirling number of the second kind (Abramowitz 
and Stegun, 1964, p. 825). Two relevant values are 3^'' and 
9^^) = 1. 
r 
For notational convenience, define 
p(") = , (12.3) 
where 
=  M ( M - l ) - - - ( M - i + l )  
We see from the generating function for Stirling numbers of the second kind 
I  , (")  =  1 ,  (Abramowitz and Stegun, 1964, p. 824) that 2 p =1. In the context 
n=0 ^ 
of subdivided populations, is the probability that r randomly chosen 
pre-migration offspring genes from a given deme are descended from exactly 
n post-migration parental genes from the same deme. For completeness, 
define PQ^^=1. Since 3^"^ does not depend on N, 
p(") = 0(N^"^) , (12.4) 
although for fixed N, approximations based on this relation only hold for 
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moderate values of r. In particular, if terms of 0(N are considered 
negligible, then only 
(r-l) ^  
r „r 
and (12.5) 
remain. 
In the following derivations, let m be the probability of having 
migrated from either deme to the other. Each gene migrated or not 
according to an independent Bernoulli process, so that the total number of 
immigrants in a sample from a deme is a Binomial random variable. This is 
the logical extension of previously published second moment equations (e.g 
(11.1)). The corresponding forward description of the migration process 
leading to this distribution is nontrivial, however, in the approximation 
we could as easily have any stochastic forward migration process with rate 
m or even the exchange of a fixed fraction of genes. As usual, h^(r^,r2) 
the probability that r=r^+r2 randomly sampled genes are identical by state 
where r^ genes were sampled from deme i in generation t. No notational 
distinction will be made among probabilities from the various types of 
models. 
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A. Haploid Parental Migration 
The r^ genes from deme 1 and r^ genes from deme 2 were copied from 
some number of parental genes, say i (<r^) and j Of those i and j 
parental genes, k and respectively, arrived in the parental 
generation's migration. Thus, 
\ + l ( r i , r 2 )  =  ( 1 - u ) ^  I  I  p ( i )  p ( j )  
i=0 j=0 ^2 
( 1 2 . 6 )  
I i (fj(j)(l-m)i"k+j-& h (i-k+A,j-4+k) . 
k=0 4=0 
If terms of 0(N ^ ) are negligible, then (12.5) implies that only the 
three (i,j) combinations with i+j>r-l do not vanish. Moreover, if u and m 
_ % 
are 0(N ) then the terms of appreciable size have k+£<l, with equality 
only if i+j=r. Now, m(l-m)^ ^=m and (l-m)^=l-rm although the subtrahend 
vanishes if i+j=r-l. Also, (1-u)^ =l-ru and the second term is appreciable 
only if i+j=r and k+&=0. Thus, (12.6) reduces in approximation to (4.1). 
B. Haploid Offspring Migration 
In this model, genes are sampled after migration, so k and S, of the 
r 1 and r2 sampled genes migrated from the other deme. Thus, in the two 
demes prior to migration, these genes were arranged as r^-k+A and rg-^+k 
genes, which were copied from i and j parental genes. Consequently, 
h_l(ri,r2) = (l-u)^ l' ? 
k=0 £=0 ^ * 
ri-k+A r2-&+k , . . . 
Jo j!o 
(12.7) 
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Again there can be at most one migrant or one pair of copies from a 
single parental gene when terms of 0(N are ignored. Thus, to the order 
of approximation, (12.7) is equivalent to (4.1). 
C. Diploid Parental Migration 
The incorporation of migration into haploid equations is a straight­
forward extension of Pollak's (unpublished notes) equations for a pan-
mictic population. Diploidy introduces new complexity since individuals 
migrate while the h's refer to randomly sampled genes rather than indi­
viduals. In enumerating the possible origins of the sampled genes, we 
must not only take account of the number of parental genes they were 
copied from, but the number of parental individuals as well. 
If the r1 genes in deme one were copied from n parental genes then 
n=i+2j, where i individuals had one gene copied and j individuals had both 
genes copied. These i+j individuals can be chosen in 
C(i,j) = ttTT (N-i-j)! (12.8) 
1 • J • 
distinct ways since the M=2N genes of deme one are carried by N 
individuals. But there are two choices for the copied gene in each 
of the i individuals who contribute only one gene. There are 2^C(i,j) 
ways to choose the n genes, and n! ways to arrange them, so that 
( i+2 . i ) !  2^  C( i . . i )  
is the probability of any specified way of making r copies of i+2j genes 
from i+j individuals (analogous to (12.1)). Following the reasoning that 
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led to (12.3) we arrive at 
q (i.j) , (i+2j)l 2^ C(i.i) g(i+2j) , . 
as the probability that r^ randomly sampled genes were copied from exactly 
i+2j genes from i+j parental individuals. Of course 
I' , , 
i=0 j=0 
where [ ] is the greatest integer function. This may be independently 
verified by replacing i with n=i+2j as a summation variable, and noting 
that 
2N n-2i (^«) ^  ^ 2^ 4] C(n-2j,j) , (12.10) 
j=0 
which follows from a result of Riordan (1968, p. 37, problem 16). Now, a 
and b of these i and j parental individuals were migrants. Similarly, in 
deme two, the rg sampled genes were copies of exactly k+2£ genes from k+£ 
parental individuals, c+d of whom migrated from deme one; hence, 
i=0 j=0 ^ k=0 £=0 2 
I I I  Z  ( i ) ( j ) ( k ) ( ; ) ( l - m ) i - * + j - h + k - c + * - d  ^ a + b + c + d  
a=0 b=0 c=0 d=0 ^  ^ 
(12.11) 
h^(i-a+c+2(j-b+d),k-c+a+2(£-d+b)) 
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Notice that 
q(i,j) = . (12.12) 
In particular, there are only three terms of at least 0(N ^), 
_(r-l,0) _ -(r-2,1) _ 1_ .r. 
"^r - 1r - ,,r " 2N ^2^ 
N 
and (12.13) 
= 4'- - è <2' • 
ti 
_ 2 
If u and m are 0(N ), then (12.11) is equal in approximation to (4.1), 
since the probability of copying r genes from r parental genes is 
approximately 
^(r,0), ^ (r-2.1) ^  , p(f) . 
D. Diploid Offspring Migration 
M 
There are (^ ) distinct ways to choose r^ genes without replacement 
from the M=2N genes in deme one. But, some number, say 2i, of these genes 
will be pairs of genes from i individuals, while the remaining ri-2i genes 
are the sole representatives from their individuals. The number of 
distinct ways to choose r% genes with exactly i pairs is 
C(ri-2i,i) , 
as we see from the discussion surrounding (12.8). This leads to 
w(ri,i) = 2^1-21 C(ri-2i,i)/("^) (12.14) 
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as the probability of such a sample. The natural identity 
[§] 
Z w(r,i) = 1 
i=0 
is verified by (12.10). Prior to this sampling was the migration, which 
itself was preceded by reproduction. Following the logic of the 
preceding sections, we arrive at 
[^] 
hf+i(ri,r2) = (1-u) Z % w(ri,i) w(r2,j) 
i=0 j=0 
ri-2i i r2-2j j r-i-i-z z 
I I I I (1-m)^ J m^ (12.15) 
a=0 b=0 c=0 d=0 
Z Z h  (k ,&)  ,  
k=0 £=0 y 
where 
X = ri-a-2b+c+2d , 
y = r2-c-2d+a+2b , 
z = a-b-c-d , 
and the p function is defined in (12.3). 
Approximations to (12.15) will use 
w(r,i) = 0(N ^) , 
in particular 
w(r,0) = 2^" (^)/(^) = 1- i (p . 
and (12.16) 
w(r,l) = 2^-2 (r-1) " R ^2^ " 
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Both terms appear in coefficients of h^ ^(ri.rg), where these extra terms 
of (^J/M cancel, so that (12.15) reduces in approximation to (4.1). Thus, 
all four model approaches are equivalent when m and u are 0(N ^) and terms 
of 0(N ^ ) are negligible. 
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XIII. APPENDIX D: DIMENSION OF THE PROBLEM 
A. General Migration 
1. Moments of the frequency spectrum 
Let d p be the number of rth moments for the general P deme 
r, r 
frequency spectrum. That is, d p is the number of Pxi nonnegative 
r, r 
integer valued vectors whose elements sum to r. Now, the sum, i, of the 
first P-1 elements of such a vector can be any value between zero and r, 
so that 
It is clear that d =1 for all r, so (13.1) is a recursion that uniquely 
determines d p. But, Abramowitz and Stegun (1964, p. 822) give the 
r, r 
following identity for binomial coefficients 
1=0 
which satisfies (13.1) if n=r+P-2 and m=r. Therefore, 
d ,  p  =  .  ( 1 3 . 2 )  
P+1 
Notice in particular, that there are ( ^ ) second moments. The 
p 
parameters in (5.3) are and 6. With the obvious 
(equations (5.2) ) restriction that Z V.=P, there are 
i 
P^ = P(P-l) + P-1 + 1 (13.3) 
206 
free parameters. If migration is conservative, in the sense that it tends 
to preserve deme sizes, then IN. m.. = N. (Nagylaki, 1980), which 
^ 1 J 
reduces, after some algebra, to 
I  V. p .  . =  V. I  p . ,  .  ( 1 3 . A )  
' 'J J k« 
This imposes an additional P-1 restrictions, leaving 
- P + 1 (13.5) 
free parameters. Unfortunately, there still are more parameters than 
second moments if P>2. Specifically, there remain 
(p2_p+i) _ i(p2+p) = i(p2_3p+2) 
= (^2^) (13.6) 
values that must be specified in addition to the second moments in order 
to solve for the parameters (actual or effective) of the model if 
migration is assumed to be conservative. 
2. Other sampling probabilities 
In order to compute variances and covariances of homozygosity or 
distance, we must obtain probabilities that various samples of size four 
have two copies each of two alleles. These probabilities are not 
completely determined by the frequency spectrum. Equations (5.13) -
(5.20) give recurrences that specify these values. 
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There are P demes, and four genes could be sampled from any one of 
them, so there are P equations of the form (5.13). If the four genes are 
p 
sampled from two demes, there are (^) ways to choose the two demes. But, 
there are twice this number of equations from (5.14) because either of the 
two demes could be the one from which three genes are sampled. Thus, 
p 
(5.14) - (5.16) contribute 4(2) equations. Three demes can be chosen in 
p 
(^) ways, but any one of the three demes could be the one contributing two 
p 
genes to the sample. This gives an additional 3(g) equations for each of 
(5.18) and (5.19). Although four genes can be sampled from exactly four 
p 
demes in (^) ways, any one of the remaining three demes can yield the same 
allele as in the lowest numbered deme. Consequently, there are 
6p = P + 4(2) + 6(3) + 3(4) 
= P(P+l)(P^+P+2)/8 
= (^%^) + P^(P^-1)/12 (13.7) 
= p + p2(p2-l)/12 
equations corresponding to (5.13) - (5.20). The reader may verify that 
(13.7) is correct even when P<4. 
B. Stepping Stones in a Circle 
Notation for the frequency spectrum moments of this model is developed 
in Section 6.A.3. In this section, [ ] will denote the greatest integer 
function. The second moments are h(i), where 0 < i < P-i. It is easy to 
see that there are 
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[|] + 1 (13.8) 
such second moments. 
p 
Likewise, there are [-] + 1 third moments of the type h(0,i), with 
0 < i < P-i. Third moments involving three demes, h(i,j), must satisfy 
1 < j < P-i-j. Consequently, there are 
[§] 
2 {[^] - (i-1)} (13.9a) 
i=l 
such values. It can be shown, after much algebra, that expression (13.9) 
equals 
3x^ + rx + [|] + 6^ ^  , (13.9b) 
p 
where x = [g], r = P mod 6, and 6 is the Kronecker delta. These results 
combine to show that the total number of third moments is 
3x^ + (3+r)x + r + Ô (13.10) 
r, u 
p 
There are 2[—] + 1 fourth moments involving no more than two demes 
(h(0,0,i) and h(0,i,0), where 0 < i < P-i). Moments of the type h(0,i,j) 
satisfy j > 1 and 1 < i < P-i-j. There are 
[^1 
I (P-2i) = [^][|] 
i=l 
such moments. Let Tp be the number of fourth moments when there are P 
demes, and Sp the number of fourth moments of the type h(i,j,k). Clearly, 
Sp=0 for P < 4. Moreover, we have shown that 
209 
Rp = Tp - Sp = 1 + [|][^] . (13.11) 
Given an arrangement (i,j,k) on P demes, we can construct an arrangement 
"A* 
(i,j,k) on P-4 demes by combining the sample for each deme from which a 
gene was drawn, with the sample for its clockwise neighbor. If i,j and k 
are all greater than one, then (i,j,k) is the arrangement (i-l,j-l,k-l) 
on P-4 demes. If i=j=k=l, then (i,j,k) is the arrangement (0,0,0). 
Continuing in this fashion, one finds that there is a 1-1 mapping of 
(i,j,k) onto all the possible fourth moments with P-4 demes. Thus, 
so that 
Sp = Tp_4 = Rp_4 + Sp_4 , (13.12) 
'1^ 
T = I R . (13.13) 
i=0 
When (13.13) is solved using (13.11), one finds that 
T = 4  3  .  .2  .  . , 4  p = - y + (3+s)y + 2(^ +s)y + (1+s) - ô^(l+y) , (13.14) 
P 
where y = [^] and s = P mod 4. 
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XIV. APPENDIX E: EFFECTIVE PARAMETERS FOR TWO DEMES 
Equations (6.6) are sufficiently complex to preclude an algebraic 
solution for the parameters in terms of the second moments. Many computer 
programs are available to solve simultaneous nonlinear equations, but 
they do not seem promising for the present problem. The International 
Mathematical and Statistical Libraries, Inc. (IMSL) provide two such 
routines. These routines failed to converge to a solution for p, 6, and 
p, even when given starting values very near the solution. Although a 
complete algebraic solution is not forthcoming, the problem can be 
reduced to finding a numerical solution for the single parameter p. 
For notational convenience, we define 
n = . (14.1) 
Without loss of generality, suppose that so that 
> J} > J-^2 • (14.2) 
If p were known, one could compute (cf. (6.4)) the relative deme sizes, 
and u)^, and hence, the average local homozygosity • The 
expectation for this statistic is found from (6.6) to be 
J = (8R+P)(8n+P+1) (14.3) 
assuming that there is conservative migration among only these two demes. 
Thus, 
J12/J0 = P/(P+en) . (14.4) 
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Let 
then 
a = p 7t , (14.5) 
j,2 = Mâllljj (14.6) 
(a+l)l ^  + (p+1) +1)1 + ap 
S O  t h a t  
0 - p^[a(a+l)(a+2)-^] + (a+1) (~ + 1) + a] - (a+1)} 
(14.7) 
+ [(a+l)J^2 " 1] 
Thus, if p were known, P and 6 could be found, in terms of a and 
from (14.7) and (14.5). Also, if P and 0 were known, then 
0*2+9+1 (14.8) 
r s 3J3 V 2 0v^+p+l 
can be solved, using v^2-\>^, to obtain 
_ 20+(P+l)(1-r) 
1 0(l+r) (14.9) 
and p=v^/v2 • 
In reality, neither p nor p and 0 are known to us, but the preceding 
relationships suggest the construction of a function that can be used to 
compute the effective value of p. Given a postulated value for p, say 
pQ, equations (14.3) - (14.7) lead to a function ^ (Pq) = ' 
Similarly, (14.9) leads to another function h(PQ,0Q) = p^ . The effective 
value of p is then a fixed point of the composition of these functions 
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Pe = fCPg) = h(&(Pe)) 
The other two parameters then follow as 
(Pe.Gg) = sCPg) . 
Specifically, one would compute 
Jo(Po) = (PoJl+J2)/(Po+l) 
x(Po) = Jo(Po)/Jl2 -  ^
Cq = (x+l)Ji2-l 
c = J [(x+l)(|^  + 1) + x] - (x+1) 
1 IZ ZIq 
and 
where 
1^2 
c = x(x+l)(x+2) —
to obtain sCPq) as 
-Ci + V 1^ - tCgC 
and 
0^ ZCg 
*0 = *Po/"o ' 
Likewise, with hCp^ jS^ ) is found to be 
28o+(Po+l)(l-r) 
'l ^  20Qr-(pQ+l)(l-r) 
(14.10) 
(14.11) 
(14.12) 
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The exact shape of fCPg) depends on the J's (cf. Figures 14.1 and 
14.2). Equation (14.12) reduces to f(pQ) = 1 when the basis of 
equation (14.2), only solutions greater than or equal to one are of 
interest. Examination of the function f(pQ), for various values of J^ , 
J^ , and computed from known parameters via (6.6), suggests that there 
is only one such solution. Notice that x > 0 (from (6.29)) and c^  < 0. 
This implies that c^  and hence, and 6^  are positive. Thus, (14.12) 
reveals that some features common to ^ (PQ) regardless of the true param­
eters (subject to p>l, of course) are that there is an asymptote at some 
value a<p, and that f(PQ) is positive for PQ>a and negative for pQ<a 
(e.g. Figure 14.3). These features can be used to ensure convergence to 
a feasible solution. Thus, effective parameters can be computed whenever 
< minfJ^ .Jg] .  
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Figure 14.1. Plot of the function whose fixed 
point is p, when p=2, 0=0.1, and 
P=10. 
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Figure 14.2. Plot of the function whose fixed 
point is p, when p=2, 6=10 and 
9=0.1 .  
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FUNCTION£ ITERATION FOR RHO 
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Figure 14.3. Plot of the function whose fixed point is p, when p-100, 
6=0.01, and p=0.1. 
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XV. APPENDIX F: MOMENT EQUATIONS FOR 10 STEPPING STONES IN A CIRCLE 
Moments of the frequency spectrum satisfy an equation of the form 
(4.2). In general, the matrices in this equation are specified by (5.2) 
and (5.3). For 10 stepping stones in a circle, the second moments are 
hg = [h(0), h(l), h(2), h(3), h(4), h(5)]', 
which satisfy (4.2) with 
and 
A  =  ( 2  0 0 0 0 0 ) '  
= 
(e+p)+2 -4p^ 
-4p2 -4P3 -4P4 m 
CO
. 
CM 1 
-2Pi 2(8+p)-2P2 -2pj-2p3 -2P2-2P4 -2P3-2Pg -2P4 
-2^2 -2P1-2P3 2(e+p)-2p^ -2P1-2P5 -2P2-2P4 -2P3 
-2P3 -2P2-2P4 -2P1-2P5 2(e+p)-2p^ -2P1-2P3 -2P2 
-2P4 -2P5-2P3 -2P4-2P2 -2P3-2P1 2(e+p)-2p2 -2Pi 
-2P5 -4P4 -4^3 -4p2 -4Pj 2(e+p) 
\ 
(cf. (6.26)). The third moments, 
h^  = [h(0,0), ..., h(0,5), h(l,l), ..., h(l,4), 
h(2,2), h(2,3), h(2,4), h(3,3)]' , 
are computed using 
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plus 8 rows of O's 
and B^ , which is given in Table 15.1. Tables 15.2 and 15.3 specify the 
nonzero values of and B^ , which are used to compute 
h^  = [h(0,0,0), h(0,0,5), h(0,l,0), h(0,5,0), 
h(0,l,l), ..., h(0,l,8), h(0,2,l), ..., h(0,2,6), 
h(0,3,l), ..., h(0,l,8), h(0,4,l), h(0,4,2), 
h(l,l,l), h(l,l,4), h(l,2,l), h(l,2,3), 
h(l,3,l), ..., h(l,3,3), h(l,4,l), h(2,l,2), h(2,l,3) 
h(2,2,2), h(2,2,3), h(2,3,2)]' . 
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Table 15.1. The m; 
0 0 
0 0 
0 
0 
3(e+P)+6 -6p^ -6^2 -6P3 -6P4 -aPj 0 
-pj 3(e+p)+2-p2-2pj -P^-Pg -P2-P4 -P3-P5 -P4 -2P1-2P2 -2| 
-P2 -P^ -Pg 3(e+p)+2-p^ -2P2 -P^ -Pg -P2-P4 "^ 3 -2Pi -2| 
-P3 -P2-P4 -P5-P1 3(e+P)+2-p^ -2p3 -Pj-Pg -P2 
"P4 -P5-P3 -P4-P2 -P3-P1 3(0+P)+2-P2-2p^  -pj 
-P5 -2P4 -2P3 -2p2 -2pj 3(6+p)+2-2ps 0 
-2P^ -2P2 -2P^  0 0 0 0 3(0+P)-2P3 -2P^  
0 -P2-P3 '^ 1"P3 '^ 2*^ 1 ® ® ~P2~^ l'^ 4 3(8+P 
0 -P3-P4 0 -P1-P4 -P1-P3 0 -P2-P5 -• 
0 -P5-P4 0 0 -P5-P1 -P1-P4 -P4-P3 -P 
-2P2-2P4 0 -2p2 0 -2P3 -2P 
0 0 -pg-pg -P5-P2 G -P2-P3 "P4 "p; 
-2P4 0 -2P4-2P2 0 -p 5 
0 0 0 
-2p^-2p3 -2P3 0 0 -2p 

The matrix B_. 
~3 
0 0 0 0 0 0 0 
$2 -2P2-2P3 -2P3-2P4 -2P4-2P5 0 0 0 0 
-2pj-2p3 0 0 -2P2-2P4 -2P3-2P5 -2P4 0 
-2pi-2p2 -2Pj-2p^  0 -2P2-2P5 0 -2P2-2P4 0 
0 -2P1-2P3 -2pi-2pg -2p2 -2P2-2P4 -2P3 0 
0 0 -4pj-4p^  0 -4P2-4P3 0 0 
•P3 -2P^ -2P^ -2P2 -2P2-2P5 -2P3-2P^  -2P3 -2P^  -p^  0 
4^ 3(6+p)-p4-Pi-p2 -1 p. -P2-P3 -P1-P5 -P2-2P4-P3 -P3 -P5-P4 
. '1 p. 3(e+p)-p5-p2-p3 -2P2-P4-P1 -Pj -P1-P4 -P3-P5 -h'h'h 
5 -P3-P2 -P4-2P2-P1 Pi -P3 -f Pi -P1-P3 -P2 
-2p5-2p^ -2pj -2P3 3(e+p)-2p^  -2P1-2P3 -2P2-2P4 -P5 
-P3-P2~2P4 -P4-P1 P^ -P^-Pg 3(0+p)-I P^ -pj -P1-P2 
-2P3 -2P5-2P3 -2P3-2P1 -2P4-2P2 -2Pi 3(6+P)-2P2 -2Pi 
-2P5-2P4 -2P3-2P2-2P4 -2P2 -P5 -2P2-2P1 -2Pi 3(8+p)-2p, 
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Table 15.2. The nonzero elements of A 
A^ (l,l)=12 A^ (2,2)—6 A^ (3,3)=6 
A^ (4,4)=6 A^ (5,5)=6 A^ (6,6)=6 
A^ (7,2)=4 A^ (8,3)=4 A^ (9,4)=4 
A^ (10,5)=4 A^ (11,6)=4 A^ (12,7)=2 
A^ (13,8)=2 A^ (14,9)=2 A^ (15,10)=2 
A^ (16,10)=2 A^ (17,9)=2 A^ (18,8)=2 
A^ (19,7)=2 A^ (20,8)=2 A^ (21,ll)=2 
A^ (22,12)=2 A^ (23,13)=2 A^ (24,12)=2 
A^ (25,ll)=2 A^ (26,9)=2 A^ (27,12)=2 
A^ (28,14)=2 A^ (29,14)=2 A^ (30,10)=2 
A^ (31,13)=2 
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Table 15.3. The nonzero elements of B 
B^(l , l )=4(0+p)+12 B^(l ,2)=-8p^ B^(l ,3)=-8p2 
B^(1,A)=-8P3 B^(l ,5)=-8p^ B^(l ,6)=-4p5 
64(2,1)=-^^ B^(2,2)=4(e+p)+6-p2 B^(2,3)=-p^-p3 
B4(2,4)=-P2-P4 B^(2,5)=-p3-p3 B^(2,6)=-p^ 
B^(2,7)=-3P^ B^(2,12)=-3p2 B^(2,13)=-3P3 
B^(2, l4)=-3p^ B^(2,15)=-3P5 B^(2, l6)=-3p^ 
B^(2,17)=-3P3 B^(2,18)=-3p2 B^(2,19)=-3pj  
B^(3, l )=-p2 B^(3,2)=-Pj-P3 B^(3,3)=4(0+p)+6-p 
B^(3,4)=-P^-P^ B^(3,5)=-P2-P4 B^(3,6)=-p3 
B4(3,8)=-3P2 B^(3,12)=-3pj  B^(3,18)=-3pj  
B^(3,20)=-3p3 B^(3,21)=-3P^ B^(3,22)=-3p5 
B^(3,23)=-3p^ B^(3,24)=-3p3 B^(3,25)=-3p2 
B4(4,1)=-P3 B^(4,2)=-P2-P4 B^(4,3)=-p3-pj  
B^(4,A)=4(e+p)+6-p^ B^(4,5)=-p^-p3 B^(4,6)=-p2 
B^(4,9)=-3p3 B^(4,13)=-3pj  B^(4,17)=-3p^ 
B^(4,20)=-3p2 B^(4,24)=-3p2 B^(4,26)=-3p^ 
B^(4,27)=-3p3 B^(4,28)=-3p^ B^(4,29)=-3P3 
B^(5, l )=-P^ B^(5,2)=-P5-P3 B4(5,3)=-P^-P2 
B^(5,4)=-P3-P^ B^(5,5)=4(e+p)+6-p2 B^(5,6)=-P^ 
B^(5,10)=-3p^ B^(5, l4)=-3pj  B ^(5, l 6 )=-3pj  
B^(5,21)=-3p2 B^(5,23)=-3p2 B^(5,26)=-3p3 
B^(5,28)=-3p3 B^(5,30)=-3P5 B^(5,31)=-3p^ 
B^(6, l )=-p5 B4(6,2)=-2P4 B^(6,3)=-2p3 
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Table 15.3. continued. 
« 4  6 , 4 ) = - 2 p 2  6 , 5 ) = - 2 p j  « 4  6 , 6 ) = 4 ( 0 + p ) + 6  
«4 6 , l l ) = - 3 p ^  « 4  6 , 1 5 ) = - 6 p ^  ®4 6 , 2 2 ) = - 6 P 2  
6 , 2 7 ) = - 6 p 2  ® 4  6 , 3 0 ) = - 6 p ^  7,2)=-4pj 
7 , 7 ) = 4 ( e + p ) + 4  7 , 1 2 ) = - 4 p ^  ®4 7 , 1 3 ) = - 4 p 2  
« 4  7 , 1 4 ) = - 4 P 3  ® 4  7 , 1 5 ) = - 4 p ^  ® 4  7 , l 6 ) = - 4 P s  
7 , 1 7 ) = - 4 p ^  7 , 1 8 ) = - 4 p 3  ® 4  7 , 1 9 ) = - 4 p 2  
8 , 3 ) = - 4 p 2  8 , 8 ) = 4 ( e + p ) + 4  8 , 1 2 ) = - 4 p j  
o
n
 
C£L II 00 00 
® 4  8 , 2 0 ) = - 4 p j  ® 4  8 , 2 1 ) = - 4 P 2  
: 4  
8 , 2 2 ) = - 4 p 2  B /  8 , 2 3 ) = - 4 p ^  B4 8 , 2 4 ) = - 4 P g  
® 4  8 , 2 5 ) = - 4 p ^  ® 4  9 , 4 ) = - 4 p 3  9 , 9 ) = 4 ( 0 + p ) + 4  
9 , 1 3 ) = - 4 p 2  ® 4  9 , 1 7 ) = - 4 p ^  ®4 9 , 2 0 ) = - 4 p ^  
9 , 2 4 ) = - 4 p ^  ® 4  9 , 2 6 ) = - 4 p ^  ® 4  9 , 2 7 ) = - 4 p 2  
9 , 2 8 ) = - 4 p 2  9 , 2 9 ) = - 4 p ^  1 0 , 5 ) = - 4 p ^  
1 0 , 1 0 ) = 4 ( e + p ) + 4  ®4 1 0 , 1 4 ) = - 4 P 3  ®4 1 0 , 1 6 ) = - 4 p ^  
1 0 , 2 1 ) = - 4 p 2  ® 4  1 0 , 2 3 ) = - 4 p ^  ® 4  1 0 , 2 6 ) = - 4 P j  
1 0 , 2 8 ) = - 4 P  1 0 , 3 0 ) = - 4 P j  ®4 1 0 , 3 1 ) = - 4 p 2  
l l , 6 ) = - 4 p ^  ® 4  l l , l l ) = 4 ( 0 + p ) + 4  ®4 l l , 1 5 ) = - 8 p ^  
l l , 2 2 ) = - 8 p 2  1 1 , 2 7 ) = - 8 P 2  B4 l l , 3 0 ) = - 8 p j  
1 2 , 2 ) = - P 2  ® 4  12,3)=-pj  B4 1 2 , 7 ) = - p j  
1 2 , 8 ) = - p ^  12,12)=4(e+p)+2-2p2 ®4 1 2 , 1 3 ) = - P j  
1 2 , 1 4 ) = - p 2  1 2 , 1 5 ) = - p 3  
« 4  1 2 , 1 6 ) = - P ^  
B4 1 2 , 1 7 ) = - p 3  B4 1 2 , 1 8 ) = - P ^ - P 2  ® 4  1 2 , 1 9 ) = - p 3 - 2 p  
84 1 2 , 2 0 ) = - p 2  8 4  1 2 , 2 1 ) = - p 3  ® 4  1 2 , 2 2 ) = - p ^  
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Table 15.3. continued. 
«4 12,23)=-p^  «4 12,24)=-p^  «4 12,25)=-p3 
12,32)=-2p3-2pj «4 12,33)=-2p^ -2p2 ®4 12,34)=-2PG-2p2 
«4 12,35)=-2p^  «4 13,2)=-p3 ®4 13,4)=-pj 
13,7)=-p2 «4 13,9)=-p2 ®4 13,12)=-p^  
4^ 
13,13)=4(0+p)+2 
«4 13,l4)=-p^  «4 13,15)=-p2 
13,l6)=-p2 «4 13,17)=-P^ -P2 13,18)=-p5-2PJ 
«4 13,19)=-p^  «4 13,20)=-p^ -2p3 ®4 13,24)=-p3 
4^ 13,26)=-P2 ®4 13,27)=-p^  ®4 13,28)=-p^  
«4 13,29)=-p^  ®4 13,32)=-2p2 13,33)=-2pj 
®4 13,36)=-2p^  «4 13,37)=-2PG «4 13,38)=-2P^  
«4 13,43)=-2p2 «4 13,44)=-2p3 ®4 l4,2)=-p^  
®4 14,5)=-p^  «4 l4,7)=-p3 I4,10)=-p3 
«4 14,12)=-P2 ®4 I4,13)=-pj «4 14,14)=4(0+P)+2 
I4,15)=-pj I4,l6)=-2p2 ®4 I4,17)=-p3-2pj 
14,18)=-p^  I4,19)=-PS B4 I4,21)=-PJ 
l4,23)=-p3 14,26)=-P2-2P^  ®4 14,28)=-p^  
4^ 
l4,30)=-p^  I4,31)=-Ps ®4 l4,33)=-2p2 
«4 l4,34)=-2pj l4,36)=-2p3 ®4 l4,39)=-2p^  
«4 l4,40)=-2p^  14,41)=-2P3 l4,44)=-2p2 
15,2)=-p^  15,6)=-pj ®4 15,7)=-p^  
15,ll)=-p^  15,12)=-p3 ®4 15,13)=-P2 
B4 15,l4)=-p^  «4 15,15)=4(0+p)+2-p2 15,l6)=-3pj 
84 15,17)=-P2 «4 15,18)=-P3 84 15,19)=-p^  
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Table 15.3. continued. 
15,22)=-pj-p3 «4 15,27)=-p2-P4 ®4 15,30)=-P3-3Ps 
«4 15,34)=-2p2 ®4 15,35)=-2pj B4 15,37)=-2p3 
«4 15,38)=-2P2 ®4 15,39)=-2P^  ®4 15,40)=-2p3 
15,42)=-2p^  ®4 l6,2)=-p^  ®4 16,5)=-P^  
«4 16,7)=-p3 «4 I6,10)=-p^  «4 I6,12)=-p^  
«4 16,13)=-P3 «4 I6,14)=-2p2 I6,15)=-3pj 
16,l6)=4(0+P)+2 ®4 I6,17)=-p^  I6,18)=-p2 
«4 16,19)=-P3 «4 16,21)=-P3 «4 16,23)=-Pj 
16,26)=-p^  ®4 l6,28)=-p2 ®4 16,30)=-3p^  
«4 16,31)=-p3 ®4 l6,34)=-2p. 16,35)=-2P2 
®4 16,37)=-2P2 ®4 l6,38)=-2p3 l6,39)=-2p3 
®4 l6,40)=-2p^  ®4 l6,42)=-2Pg ®4 17,2)=-p3 
«4 17,4)=-p; «4 17,7)=-P^  ®4 17,9)=-p^ 
«4 17,12)=-Ps 17,13)=-P2-P4 17,l4)=-p3-2pj 
17,15)=-P2 B4 17,l6)=-p^  ®4 17,17)=4(0+p)+2 
17,18)=-pj «4 17,19)=-p2 ®4 17,20)=-p3 
4^ 
17,24)=-p, ®4 17,26)=-Ps-2p3 17,27)=-P^  
17,28)=-p3 ®4 17,29)=-p2 «4 17,33)=-2p^  
17,34)=-2P^  ®4 17,36)=-2p2 «4 17,39)=-2p^  
17,40)=-2p^  B4 17,41)=-2P^  17,44)=-2p3 
18,2)=-P2 «4 18,3)=-Pi B4 18,7)=-p3 
B4 18,8)=-p3 84 18,12)=-p^ -p2 B4 18,13)=-p5-2pj 
84 18,l4)=-p^  84 I8,15)=-p3 B4 18,l6)=-p2 
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Table 15.3. continued. 
«4  18 ,17)=  
-Pi 
«4  18 ,20)=  <N 
CD
. 
CM 1 C
Q. 
®4 18 ,23)=  
-P3 
«4  18 ,32)=  -2Pi  
18 ,37)=  
-2P4  
®4 18 ,44)=  
QCL CM 1 
^4 
19 ,12)=  
-2P3-4P 
19 ,15)=  
-2P4 
19 ,18)=  
-2Pi  
«4  19 ,33)=  -4^3  
«4  20 ,3 )=-P3 
«4  20 ,9 )=-Pi 
®4 20 ,17)=  
-P3 
20 ,21)=  
•Pi 
20 ,24)=  
-2P4  
«4  20 ,27)=  
-P3 
«4  20 ,32)=  -2Pi  
20 ,37)=  CM C
O. CM 1 
20 ,44)=  
-2P4 
21 ,8 )=-P2 
21 ,14)=  
-Pi 
84  21 ,20)=  
-Pi 
84  21 ,23)=  
-P2-P4 
®4 18 ,18)=4(G+p)+2  B^(18 ,19)=-p^ 
18 ,21)=-p^ B^(18 ,22)=-p^ 
®4 18 ,24)=-P2  B^(18 ,25)=-p^ 
18 ,33)=-2P2  B^(18 ,36)=-2P3  
18 ,38)=-2Pg  B^(18 ,43)=-2P3  
19 ,2 )=-2Pj  B^(19 ,7 )=-2P2  
^4  
19 ,13)=-2p^ B^(19 ,14)=-2P5  
«4  19 , l6 )=-2p3  B^(19 ,17)=-2P2  
«4  19 ,19)=4(e+p)+2  B^(19 ,32)=-4p2  
«4  19 ,34)=-4p^ B^(19 ,35)=-2p^ 
®4 20 ,4 )=-P2  B^(20 ,8 )=-p^ 
20 ,12)=-P2  B^(20 ,13 )=-pj-2p3  
®4 CM 
CQ. CM 1 C
Û. Il 00 0 C
M B^(20 ,20)=4(e+p)+2  
«4  20 ,22)=-p2  B^(20 ,23)=-p3  
®4 20 ,25)=-p^ B^(20 ,26)=-p2  
®4 20 ,28)=-p^ B^(20 ,29)=-p3  
®4 20 ,33)=-2p^ B^(20 ,36)=-2pj  
20 ,38)=-2p3  2^(20 ,43)=-2Pg  
B4  21 ,3 )=-p^ 6^(21 ,5 )=-P2  
®4 21 ,10)=-p2  B^(21 ,12)=-p3  
21 , l6 )=-p3  6^(21 ,18)=-p^ 
®4 21 ,21)=4(e+P)+2-2p^ B^(21 ,22)=-p^ 
84  21 ,24)=-P3  B^(21 ,25)=-P^-2P2  
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Table 15.3. continued. 
84(21,26)=-p^  84(21,28)=-p2 
84(21,31)=-P4 CO 
COL Cvl 1 o
a
 CM II CO CO CN PQ 
64(21,45)=-2p2-2p4 64(21,46)=-2p3 
84(22,6)=-P2 84(22,8)=-p3 
64(22,12)^ -^ 4 64(22,15)=-pj-p3 
64(22,20)=-P2 64(22,21)=-Pj 
84(22,23)=-Pi 64(22,24)=-3p2 
84(22,27)=-p,-3pg 64(22,30)=-p2-p4 
84(22,37)=-2P4 64(22,38)=-2p^  
84(22,43)=-2P2 64(22,46)=-2p2 
84(23,3)=-P4 64(23,5)=-P2 
84(23,10)=-P4 84(23,12)=-Ps 
84(23,l6)=-p^  64(23,18)=-p3 
84(23,21)=-P2-P4 64(23,22)=-pj 
84(23,24)=-p^  64(23,25)=-p2 
84(23,28)=-p^  64(23,30)=-p3 
84(23,35)=-2p^  64(23,40)=-2P3-2Ps 
84(23,45)=-2P2-2P4 64(24,3)=-p3 
84(24,8)=-Ps 64(24,9)=-Ps 
64(24,13)=-p3 64(24,17)=-pj 
64(24,20)=-2p4 64(24,21)=-p3 
84(24,23)=-p, 84(24,24)=4(8+P)+2 
84(24,26)=-p4 64(24,27)=-3p3 
B^ (21,30)=-P3 
B^ (21,37)=-2P^ -2P5 
84(22,3)=-Pg 
5^ (22,11)=-P2 
84(22,18)=-P4 
64(22,22)=4(8+p)+2-p4 
84(22,25)=-P3 
84(22,34)=-2Pi 
84(22,40)=-2P4 
84(22,47)=-2p2 
84(23,8)=-P4 
64(23,l4)=-p3 
84(23,20)=-p2 
84(23,23)=4(8+p)+2-2P2 
84(23,26)=-P5 
84(23,31)=-P2-2P4 
64(23,44)=-2Pj-2p3 
84(24,4)=-P2 
64(24,12)=-P4 
64(24,18)=-P2 
64(24,22)=-3p2 
84(24,25)=-pi 
64(24,28)=-p2 
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Table 15.3. continued. 
B^ (24,29)=-pj 84(24,34)=-2pi 84(24 37)=-2p2 
B^ (24,38)=-2p3 84(24,40)=-2p4 84(24 43)=-2pj 
3^ (24,46)=-2p^  84(24,47)=-2p^  84(25 3)=-2p2 
B^ (25,8)=-2p^  B,(25,12)=-2P3 84(25 l8)=-2pj 
B^ (25,20)=-2p^  84(25,21)=-2P4-4P2 84(25 22)=-2p3 
B^ (25,23)=-2p2 84(25,24)=-2pj 84(25 25)=4(0+p)+2 
B^ (25,33)=-4p^  84(25,37)=-4p2 84(25 
o
a
 I I
I 
B^ (25,46)=-2p^  84(26,4)=-P4 84(26 5)=-P3 
B^ (26,9)=-Pj 84(26,ioj=-Pi 84(26 13)=-P3 
B^ (26,l4)=-p2-2p^  84(26,l6)=-p4 84(26 17)=-Pg-2P3 
B^ (26,20)=-p2 84(26,21)=-pi 84(26 23)=-P3 
B^ (26,24)=-p^  84(26,26)=4(6+p)+2 84(26 27)=-pj 
B^ (26,28)=-P2-P4 84(26,29)=-P3 84(26 30)=-p2 
B^ (26,31)=-P3 84(26,33)=-2p2 84(26 34)=-2Pg 
B^ (26,36)=-2PJ 84(26,39)=-2p^  84(26 40)=-2p2 
B^ (26,4l)=-2p3 84(26,44)=-2p4 84(27 4)=-P5 
64(27,6)=-p2 84(27,9)=-p2 84(27 ll)=-p2 
84(27,13)=-P4 84(27,15)=-P2-P4 84(27 17)=-P4 
3^ (27,20)=-p3 84(27,22)=-pi-3Ps 84(27 24)=-3P3 
8^ (27,26)=-Pi 84(27,27)=4(8+p)+2-p4 84(27 28)=-pj 
8^ (27,29)=-P2 84(27,30)=-P3-Pj 84(27 34)=-2P4 
84(27,37)=-2Pi 84(27,38)=-2p4 84(27 40)=-2p^  
84(27,43)=-2P2 84(27,46)=-2p3 84(27 47)=-2p2 
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Table 15.3. continued. 
xB^ (28,4)= 
-P4 6^ (28,5)=-p3 84(28,9)=-p3 
B^ (28,10)= 
-P3 8^ (28,13)=-Pg 84(28,l4)=-p4 
3^ (28,16)= 
-P2 8^ (28,17)=-p3 84(28,20)=-p4 
6^ (28,21)= 
-P5 8^ (28,23)=-Pi 84(28,24)=-p2 
3^ (28,26)= 
-p2"l 94 8^ (28,27)=-pj 84(28,28)=4(e+p)+2-2p 
B^ (28,29)= 
-Pi-: 2P3 8^ (28,30)=-p2 84(28,31)=-Pi 
B^ (28,38)= 
-2P5 -2Pi 6^ (28,41)=-2pj-2p3 84(28,44)=-2P4-2P2 
B^ (28,46)= 
-2P2 8^ (29,4)=-2P3 84(29,9)=-2P4 
B^ (29,13)= 
-2P4 6^ (29,17)=-2p2 84(29,20)=-2Pg 
B^ (29,24)= 
-2Pi 6^ (29,26)=-2p3 84(29,27)=-2p2 
B^ (29,28)= 
-4^ 3 -2Pi B^ (29,29)=4(0+p)+2 84(29,38)=-4p2 
B^ (29,41)= 
-4;% 6^ (29,44)=-4p^  84(29,46)=-2Ps 
6^(30,5)=-P5 84(30,6)=-P4 84(30,io)=-p^  
B^ (30,ll)= 
-9i 84(30,l4)=-p4 84(30,15)=-p3-3Ps 
64(30,16)= 
-3^ 4 84(30,21)=-p3 84(30,22)=-p2-P4 
8^(30,23)= 
-P3 84(30,26)=-p2 84(30,27)=-pj-p3 
8^ (30,28)= 
"^ 2 
84(30,30)=4(8+p)+2-p2 84(30,31)=-p^  
6^ (30,34)= 
-2P3 84(30,35)=-2p4 84(30,3/)=-2p2 
B^ (30,38)= 
-2^ 3 84(30,39)=-2p^ 84(30,40)=-2p2 
B^ (30,42)= 
-2Pl 84(31,5)=-2P4 84(31,10)=-2P2 
8^ (31,14)= 
-2P3 84(31,l6)=-2p3 84(31,21)=-2p4 
6^ (31,23)= 
-2P2 -4^ 4 84(31,26)=-2P3 84(31,28)=-2pj 
6^(31,30)= 
-2Pi 84(31,31)=4(e+p)+2 84(31,35)=-2Pg 
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Table 15.3. continued. 
6^ (31,40)=-4p^  6^ (31,44)=-4p3 
B^ (32,12)=-2p3-2p^  8^ (32,13)=-2p2 
B^(32,19)=-2p2 8^ (32,20)=-2p^  
5^ (32,33)=-2p^ -2P3-2ps 84(32,34)=-2P2-2p4 
B^ (32,36)=-2P2 84(32,37)=-2p3 
B^ (32,43)=-2p^  84(32,44)=-2p^  
B^ (33,13)=-P^  84(33,l4)=-p2 
B^(33,18)=-p2 84(33,19)=-P3 
B^ (33,21)=-PJ-P3 84(33,25)=-pj 
64(33,32)=-p2-pg-Pi 84(33,33)=4(8+p)-p2-
6^(33,35)=-p2 84(33,36)=-pi-Pg 
3^ (33,38)=-P3 84(33,39)=-p3 
8^ (33,4l)=-p^  84(33,43)=-pj 
8^(33,45)=-Pg-P5 84(33,46)=-p4 
B^(34,14)=-Pj 84(34,15)=-P2 
8^(34,17)=-P2 84(34,19)=-p4 
3^ (34,24)=-pj 84(34,26)=-pg 
8^ (34,30)=-p3 84(34,32)=-p2-p4 
6^(34,34)=4(8+p)-P2 84(34,35)=-P3-P^  
8^(34,37)=-P3-Pi 84(34,38)=-p2-P4 
8^(34,40)=-P3-2Ps 84(34,4l)=-p2 
8^(34,43)=-P2 84(34,44)=-pj 
8^(34,47)=-P4 84(35,12)=-2p4 
84(31,45)= 
-4P2 
84(32,18)= 
-2Pi 
84(32,32)= 4(0+p)-2p 
84(32,35)= 
-2P3 
84(32,38)= 
-2P4 
84(33,12)= 
-P2-P4 
84(33,17)= 
-Pi 
84(33,20)= 
-P4 
84(33,26)= 
•P2 
84(33,34)= 
-2P3-P1 
84(33,37)= 
-P4-P2-P4 
84(33,40)= 
-P4 
84(33,44)= 
-P2-P4 
84(34,12)= 
' h ' h  
84(34,16)= 
- h  
84(34,22)= 
•Pi 
84(34,27)= 
•P4 
84(34,33)= 
-P1-2P3 
84(34,36)= 
-P4 
84(34,39)= 
-P4-P2 
84(34,42)= 
-P4 
84(34,46)= 
-P3 
84(35,15)= 
-2Pi 
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Table 15.3. continued. 
8^ (35,16)= 
-2P2 84(35,19)=-p5 84(35,23)=-2Pj 
8^ (35,30)= 
-2^ 4 84(35,31)=-Ps 84(35,32)=-2p3 
8^ (35,33)= 
-2P2 84(35,34)=-2p3-2pj 84(35,35)=4(8+p) 
64(35,37)= •2P4 84(35,38)=-2p^  84(35,39)=-2p^  
84(35,40)=-
-2P2-2P4 64(35,42)=-2P3 84(35,44)=-2P2 
84(35,45)= 
-2^ 3 84(36,13)=-2p4 84(36,14)=-2p3 
84(36,17)= 
-2P2 84(36,18)=-2P2 84(36,20)=-2p^  
84(36,26)= 
-2Pl 84(36,32)=-2P2 84(36,33)=-2ps-2p 
84(36,34)= 
-2^ 4 84(36,36)=4(e+p) 84(36,37)=-2p^  
84(36,38)= 
-2P2 84(36,39)=-2P2 84(36,40)=-2P3 
84(36,41)= 
-2P4 84(36,43)=-2p4 84(36,44)=-2p3-2p, 
84(37,13)= 
-P5 84(37,15)=-P3 84(37,l6)=-p2 
84(37,18)= 
-P4 84(37,20)=-p2 84(37,21)=-p^ -pj 
84(37,22)= 
-P4 84(37,24)=-p2 84(37,25)=-p3 
84(37,27)= 
-Pi 84(37,30)=-P2 84(37,32)=-P3 
84(37,33)= 
-2P4-P2 84(37,34)=-p3-p^  84(37,35)=-P4 
84(37,36)= 
-Pi 84(37,37)=4(8+p)-P4 84(37,38)=-2P5-Pi 
84(37,39)= 
-Pi 84(37,40)=-p2-P4 84(37,42)=-P3 
84(37,43)= 
-P1-P3 84(37,44)=-p2 84(37,45)=-P^ -P3 
84(37,46)= 
-P2-P4 84(37,47)=-p3 84(38,13)=-p4 
84(38,15)= 
-P2 84(38,l6)=-p3 84(38,18)=-Ps 
84(38,20)= 
-P3 84(38,22)=-p^  84(38,24)=-p3 
84(38,27)= 
-P4 84(38,28)=-p^ -p^  84(38,29)=-p2 
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Table 15.3. continued. 
38,30)=-P2 «4 38,32)=-p^ B^(38,33)=-p3 
«4 38,34)=-p2-p4 «4 38,35)=-pj 2^(38,36)=-P2 
«4 38,37)=-2p^-p^ 38,38)=4(e+p)-p^ 6^(38,39)=-P4 
38,40)=-p2-p^ ®4 38,41)=-P2-P4 64(38,42)=-p2 
38,43)=-p^-p2 «4 38,44)=-p2-2p^ 3^(38,46)=-pj-p3 
®4 38,47)=-P2 «4 39,14)=-2p^ 84(39,15)=-2p^ 
«4 39,l6)=-2p3 ®4 39,17)=-2p^ 64(39,26)=-2Pj 
^4 39,30)=-2pj B4 39,33)=-2p 64(39,34)=-2p4-2p 
«4 39,35)=-2pg 39,36)=-2p2 64(39,37)=-2p^ 
39,38)=-2p^ ®4 39,39)=4(e+p) 64(39,40)=-2p;-2p 
«4 39,41)=-2P2 ®4 39,42)=-2p2 64(39,44)=-2P3 
«4 40,l4)=-p^ «4 40,15)=-p3 64(40,l6)=-p4 
®4 40,17)=-p^ «4 40,22)=-p^ 64(40,23)=-p3-p3 
40,24)=-p^ «4 40,26)=-p2 64(40,27)=-pj 
®4 40,30)=-p2 ®4 40,31)=-p^ 64(40,33)=-p4 
^4 40,34)=-2P^-P3 ®4 40,35)=-p2-p4 64(40,36)=-p3 
®4 40,37)=-p2-p4 «4 40,38)=-p2-p^ 64(40,39)=-p3-pi 
®4 4O,4O)=4(0+p)-p2 ^4 40,4l)=-p^ 64(40,42)=-pj 
40,43)=-p2 ®4 40,44)=-p^-2p2 64(40,45)=-p3-p^ 
^4 40,46)=-P2 «4 40,47)=-Pj 64(41,l4)=-2p3 
4l,17)=-2p^ ®4 4l,26)=-2p3 64(41,28)=-2p3-2p 
B4 4l,29)=-2p^ B4 4l,33)=-2Pg 64(41,34)=-2p2 
«4 4l,36)=-2p^ 84 41,38)=-2p^-2p2 64(41,39)=-2P2 
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Table 15.3. continued. 
B^ (4l,40)=-2pj 8^ (41,4l)=4(e+p)-2P2 B4(41,44)= 
-2P5-2P3-2P 
B^ (4l,46)=-2p^  84(42,15)=-4P4 64(42,16)= 
-4P3 
B^ (42,30)=-4p^  8^(42,34)=-4P4 84(42,35)= 
-4^ 3 
B^ (42,37)=-4P3 8^(42,38)=-4p2 84(42,39)= 
-4^ 2 
B^ (42,40)=-4pj 84(42,42)=4(e+p) 64(43,13)= 
-2P2 
8^(43,18)=-2p2 84(43,20)=-2Pg 84(43,22)= 
-2P3 
B^ (43,24)=-2pj 84(43,27)=-2p2 84(43,32)= 
-2P4 
B^ (43,33)=-2pj 84(43,34)=-2p2 84(43,36)= 
-2P4 
B^ (43,37)=-2p3-2p^  84(43,38)=-2p2-2P4 84(43,40)= 
-2P3 
B^ (43,43)=4(0+p) 84(43,44)=-2pj 64(43,45)= 
-2P5 
B^ (43,47)=-2p^  84(44,13)=-p3 64(44,14)= 
-P2 
B^ (44,17)=-P3 84(44,18)=-P4 64(44,20)= 
-P4 
B^ (44,23)=-9^ -p3 84(44,26)=-P4 84(44,28)= 
-P2-P4 
B^ (44,29)=-p^  84(44,31)=-P3 64(44,32)= 
-95 
B^ (44,33)=-p^ -p2 84(44,34)=-Pi 64(44,35)= 
-P2 
B^ (44,36)=-p^ -p3 84(44,37)=-P2 64(44,38)= 
-2P1-P3 
B^ (44,39)=-p3 84(44,40)=-2p2-p4 64(44,41)= 
-P1-P3-P5 
B^ (44,43)=-pj 84(44,44)=4(8+p)-p2-p4 84(44,45)= 
-95-91 
B^ (44,46)=-p^  84(45,21)=-2P4-2P2 84(45,23)= 
-2P4-2P2 
B^ (45,25)=-2p^  84(45,31)=-2p2 64(45,33)= 
-2P5-2P3 
8^(45,35)=-2p3 84(45,37)=-2p3-2pj 84(45,40)= 
-2P1-2P3 
84(45,44)=-2Ps-2pi 84(45,45)=4(e+p)-2p4-2p2 84(45,46)= 
-2Pi 
2^ (46,21)=-2p3 84(46,22)=-2P2 64(46,24)= 
-2P4 
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Table 15.3. continued. 
B^(46,25)= 
-P5 214(46,27)= -2P3 84(46,28)= -2P2 
B^(46,29)= 
-P5 84(46,33)= -2P4 84(46,34)= -2P3 
B^(46,37)= 
-2P4-2P2 64(46,38)= -2P1-2P3 84(46,40)= -2P2 
B^(46,41)= 
-2Pi 84(45,43)= -2P5 84(45,44)= -2P4 
84(46,45)= 
-2Pi 84(46,46)= 4(8+9) 84(45,47)= -2P i 
2^(47,22)= 
-4^3 84(47,24)= -4p^ 84(47,27)= -4p2 
2^(47,34)= 
-4^4 84(47,37)= -4P3 84(47,38)= -4P2 
214(47,40)= 
-4P, 84(47,43)= -4P4 84(47,46)= -4pj 
B^(47,47)=4(e+p) 
