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EQUALITY OF VARIOUS GRAPHS ON FINITE SEMIGROUPS
SANDEEP DALAL, JITENDER KUMAR
Abstract. In this paper, we consider various graphs, namely: power graph, cyclic graph, enhanced power graph and
commuting graph, on a finite semigroup S. For an arbitrary pair of these four graphs, we classify finite semigroups
such that the graphs in this pair are equal. In this connection, for each of the graph we also give a necessary and
sufficient condition on S such that it is complete. The work of this paper generalize the corresponding results obtained
for groups.
1. Introduction
The investigation of graphs associated to semigroups is a large research area. In 1964, Bosa´k [9] studied certain
graphs over semigroups. Probably the most important class of graphs defined by semigroups is that of Cayley graphs
(cf. [8, 11, 15, 19, 26, 28]), since they have numerous applications (cf. [20, 24]). The concept of a (directed) power
graph was first introduced by Kelarev and Quinn [21]. As explained in the survey [2] and the book [19], it is a
standard practice to consider the class of undirected graphs as a subclass of the class of (directed) graphs (cf. [19]).
Namely, a (directed) graph G = (V,E) is said to be undirected if the implication (u, v) ∈ E ⇒ (v, u) ∈ E holds, for
all u, v ∈ V . Therefore, the definition given in [21] also defined the power graph of all undirected graphs. Further,
the power graphs associated with groups and semigroups was studied in [22, 23, 25], and then in [12, 13, 14]. Recall
that the undirected power graph of S is the simple graph whose vertex set is S and two distinct vertices x, y are
adjacent if either x = ym or y = xn, for some m,n ∈ N. The survey [2] reports the current state of knowledge on
the power graph associated with groups and semigroups.
Afkhami et al. [3] studied graph theoretic properties of the cyclic graph on a finite semigroup including its
dominating number, independence number and genus. The cyclic graph of a finite semigroup S is the simple graph
whose vertex set is S and two distinct element x, y are adjacent if 〈x, y〉 is a monogenic subsemigroup of S. The
commuting graph of a finite semigroup S is the simple graph whose vertex set is S and two distinct vertices x, y are
adjacent if xy = yx. The commuting graph of a finite group appears to be first studied by Brauer and Fowler in [10]
as a part of classification of finite simple groups. Since the elements of the center are adjacent to all other vertices
usually the vertices are assumed to be non-central. For more information on the commuting graphs of semigroups
and groups, see [4, 5, 6] and the references therein.
In [1], Aalipour et al. characterized the finite groups such that the power graph of a finite group G coincides
with its commuting graph (with G as a vertex set). If these two graphs of G do not coincide, then to measure how
much the power graph is close to the commuting graph of G, they introduced a new graph so called enhanced power
graph of a group G. The enhanced power graph of a group G is the simple graph whose vertex set is the group G
and two distinct vertices x, y are adjacent if x, y ∈ 〈z〉 for some z ∈ G. In [7], Bera et al. studied the enhanced
power graph of finite groups. Daniel et al. [16] studied graph theoretic properties (connectivity, completeness etc.)
of the enhanced power graph of the quotient group G/H. Further, the rainbow connection number of the enhanced
power graph of the group G was calculated in [17]. The concept of the enhanced power graph on a semigroup can be
defined analogously. To the best of our knowledge, the enhanced power graph on a finite semigroup is not studied
so far.
In this paper, we initiate the study of enhanced power graph on a finite semigroup. The paper is arranged as
follows. First, we provide necessary background material in Section 2. In Section 3, for each of the graph, viz. power
graph, cyclic graph, enhanced power graph and commuting graph on a finite semigroup S, we provide a necessary
and sufficient condition on S such that it is complete. In Section 4, for an arbitrary pair of these four graphs, we
classify finite semigroups such that the graphs in this pair are equal.
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2. Preliminaries
We recall necessary definitions, results and notations of semigroup theory [18] and graph theory [27] which are used
throughout in this paper. A semigroup is a set with an associative binary operation. A subsemigroup of a semigroup
is a subset that is also a semigroup under the same operation. A semigroup S is said to be commutative if xy = yx
for all x, y ∈ S. An element a of a semigroup S is idempotent if a2 = a and the set of all idempotents in S is
denoted by E(S). For a subset X of a semigroup S, the intersection of all the subsemigroups of S containing X is
the smallest subsemigroup of S containing X. It is denoted by 〈X〉 and known as subsemigroup generated by X.
The subsemigroup 〈X〉 is the set of all the elements in S that can be written as finite product of elements of X. If
X is finite then 〈X〉 is called finitely generated subsemigroup of S. A semigroup S is called monogenic if there exists
a ∈ S such that S = 〈a〉. Clearly, 〈a〉 = {am : m ∈ N}, where N is the set of positive integers.
For X ⊆ S, the number of elements in X is called the order of X and it is denoted by |X|. The order of an element
a ∈ S, denoted by o(a), is defined as |〈a〉|. In case of finite monogenic semigroup, there are repetitions among the
powers of a. Then the set
{x ∈ N : (∃ y ∈ N)ax = ay, x 6= y}
is non-empty and so has a least element. Let us denote this least element by m and call it the index of the element
a. Then the set
{x ∈ N : am+x = am}
is non-empty and so it too has a least element r, which we call the period of a. Let a be an element with index m
and period r. Thus, am = am+r. It follows that am = am+qr ∀q ∈ N. By the minimality of m and r we may deduce
that the powers
a, a2, . . . , am, am+1, . . . , am+r−1
are all distinct. For every s ≥ m, by division algorithm we can write s = m+ qr+u, where q ≥ 0 and 0 ≤ u ≤ r− 1.
then it follows that
as = am+qrau = amau = am+u.
Thus, 〈a〉 = {a, a2, . . . , am+r−1} and o(a) = m+ r − 1. The subset
Ka = {am, am+1, . . . , am+r−1}
is a subsemigroup of 〈a〉. Indeed, Ka is a cyclic subgroup of 〈a〉 with |Ka| = r (cf. [18]). Let a be an element of a
semigroup S with index m and period r. Then the monogenic semigroup 〈a〉 is denoted by M(m, r). Also, sometimes
M(m, r) shall be written as 〈a : am = am+r〉. The notations ma and ra denotes the index and period of a in S,
respectively. It is easy to observe that index of every element in a finite group G is one. Consequently, for a ∈ G, we
have 〈a〉 is the cyclic subgroup of G. The following results are useful in the sequel.
Proposition 2.1. [18, Proposition 1.2.3] Every finite semigroup contains atleast one idempotent.
Lemma 2.2. Let a be an element of a finite semigroup S. Then the subsemigroup 〈a〉 contains exactly one idempotent.
Proof. Let m and r be the index and period of a, respectively. Thus, 〈a〉 = {a, a2, . . . , am+r−1}. The subgroup
Ka = {am, am+1, . . . , am+r−1} of 〈a〉 contains exactly one idempotent. If for 1 ≤ i < m, ai is an idempotent, then we
have a2i = ai. Consequently, m ≤ i; a contradiction. Hence, the idempotent element of Ka is the only idempotent
in 〈a〉. 
Lemma 2.3. A cyclic subgroup of a finite semigroup S is a monogenic subsemigroup of S.
Proof. Let H be a cyclic subgroup of S. Then H = 〈a〉 for some a ∈ S. Since H is finite so that o(a) = n for some
n ∈ N. Thus an = e, where e is the identity element of H. Consequently, a−1 = an−1. Now for any non-negative
integer k, we get a−k = ak(n−1). Thus, every element of H is a positive power of a. Hence, H is a monogenic
subsemigroup of S. 
We also require the following graph theoretic notions. A graph G is a pair G = (V,E), where V = V (G) and
E = E(G) are the set of vertices and edges of G, respectively. We say that two different vertices a, b are adjacent ,
denoted by a ∼ b, if there is an edge between a and b. It is clear that we are considering simple graphs, i.e. graphs
with no loops or directed or repeated edges. A subgraph of a graph G is a graph G′ such that V (G′) ⊆ V (G) and
E(G′) ⊆ E(G). A subgraph G′ of graph G is said to be a spanning subgraph of G if V (G) = V (G′) and we shall write
it as G′  G. A graph G is said to be complete if any two distinct vertices are adjacent. Let S be a semigroup.
The power graph of S, denoted by Pow(S), is the simple graph whose vertex set is S and two distinct elements are
EQUALITY OF VARIOUS GRAPHS ON FINITE SEMIGROUPS 3
adjacent if one is a power of the other. The cyclic graph of S, denoted by Γ(S), is the simple graph whose vertex set
is S and two distinct element x, y are adjacent if and only if 〈x, y〉 = 〈z〉 for some z ∈ S. The enhanced power graph
of a semigroup S, denoted by Pe(S), is the simple graph with vertex set S and two distinct vertices are adjacent in
Pe(S) if there exists z ∈ S such that x, y ∈ 〈z〉. The commuting graph of S, denoted by Pc(S), is the simple graph
whose vertex set is S and two different element a, b are adjacent if ab = ba. The following result will be used at some
points in the sequel.
Theorem 2.4. [14, Theorem 2.12] Let G be a finite group. Then Pow(G) is complete if and only if G is a cyclic
group of order 1 or pm, for some prime p and m ∈ N.
Throughout this paper S is a finite semigroup, G is a finite group, Cn is the cyclic group of order n and N0 = N∪{0}.
3. Completeness of Graphs
Let K = {Pow(S),Γ(S), Pe(S), Pc(S)} and ∆(S) ∈ K. In this section, we present a necessary and sufficient
condition on S such that ∆(S) is complete. We begin with a relation between the elements of K in the following
lemma.
Lemma 3.1. For a semigroup S, we have Pow(S)  Γ(S)  Pe(S)  Pc(S).
Proof. By [3, Theoren 3.13], note that Pow(S)  Γ(S). Now, suppose a ∼ b in Γ(S). Then, for some c ∈ S, we have
〈a, b〉 = 〈c〉 . Consequently, a, b ∈ 〈c〉 so that a ∼ b in Pe(S). Thus, Γ(S)  Pe(S). In order to prove that Pe(S) is
a spanning subgraph of Pc(S), suppose a ∼ b in Pe(S). Then a, b ∈ 〈d〉 for some d ∈ S. Since 〈d〉 is a commutative
subsemigroup of S, we have ab = ba so that a ∼ b in Pc(S). Hence, Pe(S)  Pc(S). 
Theorem 3.2. The enhanced power graph Pe(S) is complete if and only if S is a monogenic semigroup.
Proof. Let S be a monogenic semigroup. Then there exists a ∈ S such that S = 〈a〉. For any x, y ∈ Pe(S), we
have x, y ∈ 〈a〉. Thus, by definition, Pe(S) is complete. Conversely, suppose that Pe(S) is complete. Now choose
an element x ∈ S such that o(x) is maximum. In order to prove that S is monogenic, we show that S = H, where
H = 〈x〉. If S 6= H, then there exists y ∈ S but y /∈ H. Since Pe(S) is complete, x, y ∈ 〈z〉 for some z ∈ S. Also note
that 〈z〉 = 〈x〉. Consequently, y ∈ 〈x〉; a contradiction. Thus, S = 〈x〉. Hence, S is a monogenic semigroup. 
Theorem 3.3. The cyclic graph Γ(S) is complete if and only if one of the following holds:
(i) S = 〈a : a1+r = a〉.
(ii) S = 〈a : a2+r = a2〉.
(iii) S = 〈a : a3+r = a3〉 where r is odd.
Proof. Suppose that Γ(S) is complete. Since Γ(S) is a spanning subgraph of Pe(S) (cf. Lemma 3.1) so that Pe(S)
is complete. Consequently, S is monogenic (cf. Theorem 3.2). Clearly, S = M(m, r) for some m, r ∈ N. On
contrary, suppose that S is not of the form given in (i), (ii) and (iii). Then either S = M(3, r) such that r is even or
S = M(m, r), where m ≥ 4.
If S = M(3, r) such that r is even, then clearly 3 + r−1 and 3 + r+ 1 are even. Since a3+r = a3 implies a4+r = a4
so that 〈a2〉 = {a2, a4, . . . , a2+r}. Note that a3 /∈ 〈a2〉. If a2 ∈ 〈a3〉, then a2 = a3k for some k ∈ N. Thus m ≤ 2;
a contradiction for m = 3. Consequently, a2 /∈ 〈a3〉. Let if possible 〈a2, a3〉 = 〈at〉 for some at ∈ S. We now show
that no such t ∈ N exists. If t = 1, then 〈a2, a3〉 = 〈a〉 so that a = al, where l ≥ 2. Thus, m = 1; a contradiction. If
t ∈ {2, 3}, then either a2 ∈ 〈a3〉 or a3 ∈ 〈a2〉; again a contradiction. Thus, we have 〈a2, a3〉 = 〈at〉 such that t > 3.
Since a2 ∈ 〈a2, a3〉 = 〈at〉 so that a2 = (at)k for some k ∈ N. Consequently, m ≤ 2; a contradiction. Thus, 〈a2, a3〉 is
not a monogenic subsemigroup of S implies a2 is not adjacent to a3 in Γ(S) so that Γ(S) is not complete which is a
contradiction.
We may now suppose S = M(m, r), where m ≥ 4. In this case, first note that a, a2, a3, a4 all are distinct elements
of S. Now, we show that 〈a2, a3〉 is not a monogenic subsemigroup of S so that a2 and a3 are not adjacent in Γ(S),
which is a contradiction of the fact Γ(S) is complete. If possible, let 〈a2, a3〉 = 〈ai〉 for some ai ∈ S. If i = 1, then
a ∈ 〈a2, a3〉. Thus, a = at, where t ≥ 5 so that m = 1; a contradiction. For i = 2, note that a3 ∈ 〈a2〉 gives a3 = a2k
for some k ≥ 3. Thus m ≤ 3; a contradiction. If i ≥ 3, then a2 ∈ 〈ai〉, which implies that a2 = aik for some k ∈ N.
Thus m ≤ 2; again a contradiction.
Conversely, suppose S is one of the form given in (i), (ii) and (iii). Thus, we have the following cases.
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Case 1 : S = M(1, r) i.e. S = {a, a2, . . . , ar}. Since S is a cyclic group, for any two distinct x, y ∈ S, note that
〈x, y〉 is a cyclic subgroup of S. Consequently, 〈x, y〉 is a monogenic subsemigroup of S (cf. Lemma 2.3) so that
〈x, y〉 = 〈z〉 for some z ∈ S. Thus, x ∼ y in Γ(S). Hence, Γ(S) is complete.
Case 2 : S = M(2, r) i.e. S = {a, a2, . . . , ar+1} with a2+r = a2. Clearly, Ka = {a2, a3, . . . , ar+1}. For 2 ≤ i ≤ r+1,
we have ai ∈ 〈a〉 so that 〈ai, a〉 = 〈a〉. Thus a ∼ ai in Γ(S). Since Ka is a cyclic subgroup of S and for any ai, aj ∈ Ka,
the subsemigroup 〈ai, aj〉 is monogenic in S so that ai ∼ aj in Γ(S). Thus, Γ(S) is complete.
Case 3 : S = M(3, r) such that r is odd. Clearly, S = {a, a2, a3, . . . , a2+r} with a3+r = a3. By the similar
argument used in Case 2, note that for 2 ≤ i ≤ 2 + r, we have a ∼ ai in Γ(S). Since 3 + r is even implies 3 + r = 2k
for some k ∈ N. Thus a3 = a3+r = a2k = (a2)k so that a3 ∈ 〈a2〉. Consequently, a5, a7, · · · , a2+r ∈ 〈a2〉. For i > 2,
note that 〈a2, ai〉 = 〈a2〉 and it gives a2 ∼ ai in Γ(S). Now, Ka = {a3, a4, . . . , a2+r} is a cyclic subgroup of S and
for any ai, aj ∈ Ka note that 〈ai, aj〉 is a monogenic subsemigroup of S. Thus ai ∼ aj in Γ(S). Hence, Γ(S) is
complete. 
Corollary 3.4. The cyclic graph Γ(G) is complete if and only if G is a finite cyclic group.
Theorem 3.5. For a semigroup S, the following are equivalent:
(i) The power graph Pow(S) is complete.
(ii) For some prime p and n ∈ N0, we have S = M(m, pn) with either m ∈ {1, 2} or m = 3 such that 3 + pn is
even.
(iii) The cyclic subsemigroups of S are linearly ordered with respect to the usual containment relation (i.e., for
any two cyclic subsemigroups S1, S2 of S, S1 ⊆ S2 or S2 ⊆ S1).
Proof. (i)⇐⇒ (ii). Suppose Pow(S) is complete. Then by Lemma 3.1, Γ(S) is complete. Consequently, S = M(m, r),
where either m ∈ {1, 2} or m = 3 with 3 + r is even (cf. Theorem 3.3). Clearly, |Ka| = r and Ka is a cyclic subgroup
of S. Note that Pow(Ka) is complete because Pow(S) is complete. Thus, by Theorem 2.4, we have r = p
n for some
prime p and n ∈ N0.
Conversely, for some prime p and n ∈ N0, suppose that S = M(m, pn) with either m ∈ {1, 2} or m = 3 such
that 3 + pn is even. If m = 1, then S is a cyclic group of order pn for some prime p. By Theorem 2.4, Pow(S) is
complete. If m = 2, then Ka = {a2, a3, . . . , ar+1} with a2+r = a2 is a cyclic subgroup of order r = pn for some prime
p. Consequently, Pow(Ka) is a complete graph (cf. Theorem 2.4). Also, for 2 ≤ i ≤ r+ 1, we have a ∼ ai in Pow(S).
Thus, Pow(S) is complete. If m = 3 such that 3 + pn is even, then Ka = {a3, a4, . . . , a2+pn} with a3+pn = a3.
Clearly, |Ka| = pn. By Theorem 2.4, Pow(Ka) is complete. Also, for i ≥ 2 note that a ∼ ai in Pow(S). Since 3 + pn
is even so that a3 ∈ 〈a2〉. Consequently, we have 〈a2〉 = S \ {a}. Thus, for all i > 2 we have a2 ∼ ai in Pow(S).
Hence, Pow(S) is complete.
(i)⇐⇒ (iii) holds by [14, Proposition 2.11] 
The definition of Pc(S) gives us the following straightforward lemma.
Lemma 3.6. The commuting graph Pc(S) of a semigroup S is complete if and only if S is commutative.
4. Equality of graphs
In this paper, we consider various graphs, viz. power graph, cyclic graph, enhanced power graph and commuting
graph, on a finite semigroup. In view of Lemma 3.1, it would be interesting to investigate the following question.
Question: For which (finite) semigroups the graphs in an arbitrary pair of these graphs are equal ?
In this section, we answer the above question. In case of finite groups, this question was investigated in [1]. We
begin with an example of a semigroup whose cyclic graph and enhanced power graphs are not equal.
Example 4.1. Let S = M(3, 2) = {a, a2, a3, a4}, where a5 = a3. Note that Pe(S) is complete (cf. Theorem 3.2) but
Γ(S) is not complete (cf. Theorem 3.3). Then Pe(S) 6= Γ(S). See Figure 1.
Theorem 4.2. The enhanced power graph Pe(S) is equal to Γ(S) if and only if for each a ∈ S, we have one of the
following form:
(i) 〈a〉 = 〈a : a1+r = a〉.
(ii) 〈a〉 = 〈a : a2+r = a2〉.
(iii) 〈a〉 = 〈a : a3+r = a3〉 where r is odd.
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a
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a4a3 a3
a
a4
a2
Pe(S) Γ(S)
Figure 1.
Proof. First suppose that Pe(S) = Γ(S). On contrary, suppose that there exists a ∈ S such that 〈a〉 is not of the form
given in (i), (ii) and (iii). Then either 〈a〉 = M(3, r) with r is even or 〈a〉 = M(m, r), where m ≥ 4. If 〈a〉 = M(3, r)
with r is even, then by the similar argument used in the proof of Theorem 3.3, note that a2 and a3 are not adjacent
in Γ(S). Since a2, a3 ∈ 〈a〉, we have a2 ∼ a3 in Pe(S). Thus Pe(S) 6= Γ(S); a contradiction. If 〈a〉 = M(m, r) with
m ≥ 4, then again by the proof of Theorem 3.3, note that a2 is not adjacent to a3 in Γ(S). Clearly, a2 ∼ a3 in Pe(S).
Consequently, Pe(S) 6= Γ(S); again a contradiction. Hence, for each a ∈ S, 〈a〉 must be one of the form given in (i),
(ii) and (iii).
Conversely, suppose that for each a ∈ S, 〈a〉 is one of the form given in (i), (ii) and (iii). Since Γ(S) is a (spanning)
subgraph of Pe(S) (cf. Lemma 3.1), it is sufficient to show that for any x, y ∈ S such that x ∼ y in Pe(S), we have
x ∼ y in Γ(S). Let x ∼ y in Pe(S). Then there exists z ∈ S such that x, y ∈ 〈z〉. By the hypothesis, 〈z〉 is one
of the form given in (i), (ii) and (iii). By Theorem 3.3, Γ(〈z〉) is complete. Consequently, 〈x, y〉 is a monogenic
subsemigroup of S. Hence, x ∼ y in Γ(S). 
Corollary 4.3. For a finite group G, we have Γ(G) = Pe(G).
Example 4.4. Let S = M(2, 6) = {a, a2, a3, a4, a5, a6, a7} where a8 = a2. By Theorem 3.3, Γ(S) is complete.
Further, note that neither a2 ∈ 〈a3〉 nor a3 ∈ 〈a2〉. Thus, a2 and a3 is not adjacent in Pow(S). Hence, Γ(S) 6= Pow(S).
See Figure 2.
a
a2
a3
a4
a5
a6
a7
a
a2
a3
a4
a5
a6
a7
Pow(S) Γ(S)
Figure 2.
Lemma 4.5. Let S = M(m, r) be a monogenic semigroup. If i < m and ai is not adjacent to aj in Pow(S), then ai
is not adjacent to aj in Γ(S).
Proof. If possible, let ai ∼ aj in Γ(S). Then 〈ai, aj〉 = 〈ak〉 for some k ∈ N. Note that k 6= i, j. Otherwise, we have
ai ∼ aj in Pow(S); a contradiction. Now we have the following cases on i, j, k:
Case 1 : i, j < k. Since ai ∈ 〈ak〉, we have ai = atk for some t ∈ N. It follows that m ≤ i; a contradiction .
Case 2 : k < i, j. Since ak ∈ 〈ai, aj〉, we get m ≤ k < i; a contradiction.
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Case 3 : i < k < j. Since ai ∈ 〈ak〉, we have ai = atk for some t ∈ N. Consequently, m ≤ i; again a contradiction.
Case 4 : j < k < i. Since aj ∈ 〈ak〉, we get aj = atk for some t ∈ N. Consequently, m ≤ j < k < i; again a
contradiction. 
Theorem 4.6. For a semigroup S, the following are equivalent:
(i) The cyclic graph Γ(S) is equal to Pow(S).
(ii) Every cyclic subgroup of S has a prime power order.
(iii) For each a ∈ S, we have 〈a〉 = M(m, pn) for some prime p and m,n ∈ N0.
Proof. (i)⇐⇒ (iii). First assume that for each a ∈ S, we have 〈a〉 = M(m, pn) for some prime p and m,n ∈ N0. In
view of Lemma 3.1, it is sufficient to show that Γ(S) is a subgraph of Pow(S). Let a ∼ b in Γ(S). Then 〈a, b〉 = 〈c〉
for some c ∈ S. Thus 〈c〉 = M(m, pn) for some prime p and m,n ∈ N0. By Theorem 2.4, Pow(Kc) is complete. If
a, b ∈ Kc, then a ∼ b in Pow(Kc) so that one of a, b is power of other. Thus, a ∼ b in Pow(S). Without loss of
generality, assume that a /∈ Kc. Since a, b ∈ 〈c〉, we have a = ci and b = cj such that i < m. By Lemma 4.5, we have
a ∼ b in Pow(S).
Conversely, suppose that Pow(S) = Γ(S). For a ∈ S, clearly 〈a〉 = M(m, r) for some m, r ∈ N. Then it is routine
to verify Pow(Ka) = Γ(Ka). Since Γ(Ka) is complete (cf. Corollary 3.4) so is Pow(Ka). By Theorem 2.4, we have
|Ka| = pn for some prime p and n ∈ N0. Thus r = pn for some prime p and n ∈ N0.
(ii) ⇐⇒ (iii). Suppose every cyclic subgroup of S has prime power order. For a ∈ S, we have 〈a〉 = M(m, r).
Since Ka is a cyclic subgroup of S of order r, we have r = p
n for some prime p and n ∈ N0. Thus, 〈a〉 = M(m, pn)
for some prime p and n ∈ N0. Conversely, let H be a cyclic subgroup of S so that H = 〈a〉 for some a ∈ S. Clearly,
H = M(1, r). By the hypothesis, we have r = pn for some prime p and n ∈ N0. Thus, the order of H is a prime
power. 
In view of the Corollary 4.3, we have the following corollary of the above theorem.
Corollary 4.7. [1, Theorem 28 ] For a finite group G, Pow(G) is equal to Pe(G) if and only if every cyclic subgroup
of G has prime power order.
Theorem 4.8. The enhanced power graph Pe(S) is equal to Pow(S) if and only if for each a ∈ S, we have either
〈a〉 = M(m, pn) where m ∈ {1, 2} or 〈a〉 = M(3, pn) such that p is an odd prime.
Proof. Suppose that Pow(S) = Pe(S). Since Pow(S)  Γ(S)  Pe(S) (cf. Lemma 3.1), we have Γ(S) = Pe(S) and
Pow(S) = Γ(S). By Theorems 4.2 and 4.6, the result holds. 
In general, the cyclic graph and the commuting graph of S are not equal (see Example 4.9). Now we present a
necessary and sufficient condition on S such that these two graphs are equal.
Example 4.9. Let S = Z4 = {0, 1, 2, 3} be a semigroup with respect to multiplication modulo 4. Being a commuta-
tive semigroup, clearly Pc(S) is complete but Γ(S) is not complete as 〈 0, 1 〉 is not a monogenic semigroup. Hence,
Pc(S) 6= Γ(S). See Figure 3.
Pc(S) Γ(S)
0
1
2
3
0 2
1 3
Figure 3.
Proposition 4.10. If the cyclic graph Γ(S) is equal to Pc(S), then for f, f
′ ∈ E(S) such that ff ′ = f ′f , we have
f = f ′.
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Proof. If possible, let f 6= f ′. Since ff ′ = f ′f , we have f ∼ f ′ in Pc(S). Consequently, by the hypothesis, we have
f ∼ f ′ in Γ(S) which is a contradiction of the fact that every connected component of Γ(S) contains exactly one
idempotent (cf. [3, Theorem 2.3]). Hence, f = f ′. 
Proposition 4.11. If the cyclic graph Γ(S) is equal to Pc(S), then for each a ∈ S, we have either 〈a〉 = M(m, r)
with m ∈ {1, 2} or 〈a〉 = M(3, r) with r is odd.
Proof. Suppose that Γ(S) = Pc(S). If possible, for some a ∈ S, let 〈a〉 is not of the given form. Then either
〈a〉 = M(3, r) with r is even or 〈a〉 = M(m, r) with m ≥ 4. Then by the similar argument used in the proof of
Theorem 3.3, in each of the case, we have a2 is not adjacent to a3. Clearly, a2 ∼ a3 in Pc(S). Thus Γ(S) 6= Pc(S); a
contradiction. Hence, the result holds. 
Theorem 4.12. The cyclic graph Γ(S) is equal to Pc(S) if and only if every commutative subsemigroup of S is
monogenic.
Proof. Let Γ(S) = Pc(S) and H be an arbitrary commutative subsemigroup of S. First, we prove that Γ(H) = Pc(H).
For that, let x ∼ y in Pc(H), thus xy = yx. Consequently, we have x ∼ y in Pc(S) = Γ(S). Thus, 〈x, y〉 = 〈z〉 for
some z ∈ S. Because of z ∈ 〈x, y〉, we get z ∈ H. Therefore, x ∼ y in Γ(H) so that Pc(H) is a subgraph of Γ(H).
As a result, Γ(H) = Pc(H) (cf. Lemma 3.1). Since H is commutative, we have Pc(H) is complete and so is Γ(H).
By Theorem 3.3, H is monogenic.
Conversely, suppose that every commutative subsemigroup of S is monogenic. In order to prove Γ(S) = Pc(S),
it is sufficient to show Pc(S)  Γ(S) (cf. Lemma 3.1). Let a, b ∈ S such that a ∼ b in Pc(S), we have ab = ba.
Consequently, 〈a, b〉 is a commutative subsemigroup of S. By the hypothesis, 〈a, b〉 is a monogenic subsemigroup of
S. Thus, a ∼ b in Γ(S). Hence, we have the result. 
Example 4.13. Let S = {−1, 0, 1} be a semigroup with respect to usual multiplication. Note that 0 ∼ 1 in Pc(S)
(cf. Lemma 3.6) but there is no edge between 0 and 1 in Pe(S). Thus, Pc(S) 6= Pe(S). See Figure 4.
1 −1
0
1 −1
0
Pc(S) Pe(S)
Figure 4.
Remark 4.14. Let S be a commutative semigroup. Then Pe(S) = Pc(S) if and only if S is monogenic.
Now for an idempotent f in a semigroup S, define Sf = {a ∈ S : am = f for some m ∈ N}.
Remark 4.15. Let S be a finite semigroup. Then S =
⋃
Sf
f∈E(S)
and for different f, f ′ ∈ E(S), we have Sf
⋂
Sf ′ = ∅.
Theorem 4.16. The enhanced power graph Pe(S) is equal to Pc(S) if and only if the following holds:
(i) For f, f ′ ∈ E(S) such that ff ′ = f ′f , we have f = f ′.
(ii) S has no subgroup Cp × Cp for prime p.
(iii) For x, y ∈ S with xy = yx and atleast one of mx,my is greater than 1, we have x, y ∈ 〈z〉 for some z ∈ S.
Proof. First, suppose that Pe(S) = Pc(S). In order to prove (i), let f, f
′ ∈ E(S), ff ′ = f ′f so that f ∼ f ′ in Pc(S).
Since Pe(S) = Pc(S), we have f ∼ f ′ in Pe(S). Thus f, f ′ ∈ 〈z〉 for some z ∈ S. Consequently, f = f ′ (cf. Lemma
2.2). Next, we shall show that S has no subgroup of the form Cp × Cp for some prime p. On contrary, we assume
that S has a subgroup Cp × Cp for some prime p. For each x ∈ Cp × Cp, we have o(x) = 1, p, p2. Since Cp × Cp
is a non-cyclic subgroup of S, we get o(x) = p for all x ∈ (Cp × Cp) \ {e}, where e is the identity element of the
group Cp × Cp. For x ∈ (Cp × Cp) \ {e}, we get 〈x〉 ( Cp × Cp. Thus, there exists y ∈ Cp × Cp such that y /∈ 〈x〉.
Note that 〈x〉 ∩ 〈y〉 = {e}. Otherwise, if there exists a nonidentity element z ∈ 〈x〉 ∩ 〈y〉, then we have 〈z〉 ⊆ 〈x〉 and
〈z〉 ⊆ 〈y〉. Since o(x) = o(y) = o(z) = p, we get 〈x〉 = 〈z〉 = 〈y〉. Consequently, y ∈ 〈x〉; a contradiction. Further,
note that |〈x, y〉| = |〈x〉| · |〈y〉| = p2 = |Cp × Cp| and 〈x, y〉 ⊆ Cp × Cp, we get 〈x, y〉 = Cp × Cp. Thus, xy = yx so
that x ∼ y in Pc(S). Since Pe(S) = Pc(S), we get x, y ∈ 〈z〉 for some z ∈ S. Also, we have x, y ∈ Cp × Cp so that
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mx = my = 1. It follows that x, y ∈ Kz which is a cyclic subgroup of S. Thus 〈x, y〉 = Cp × Cp is a cyclic subgroup
of S; a contradiction. Thus, (ii) holds. To prove (iii), let x, y ∈ S, xy = yx and atleast one of mx,my is greater than
1. Thus, x ∼ y in Pc(S). Since Pe(S) = Pc(S), we have x ∼ y in Pe(S). Hence x, y ∈ 〈z〉 for some z ∈ S.
Conversely, suppose S satisfies (i), (ii), and (iii). Since Pe(S)  Pc(S) (cf. Lemma 3.1), we need to show that
Pc(S) is a subgraph of Pe(S). Let x ∼ y in Pc(S) so that xy = yx. If atleast one of mx,my is greater than 1. Then
by (iii), there exists z ∈ S such that x, y ∈ 〈z〉 so that x ∼ y in Pe(S). Hence, Pe(S) = Pc(S). If mx = my = 1, then
〈x〉 and 〈y〉 are the cyclic subgroup of S. Since, x, y ∈ S, by Remark 4.15, x ∈ Sf , y ∈ Sf ′ for some f, f ′ ∈ E(S).
Then there exist m,n ∈ N such that xm = f, yn = f ′. Note that (xy)mn = xmnymn = (xm)n(yn)m = ff ′ and
(yx)mn = f ′f . Since xy = yx, we have ff ′ = f ′f . By (i), we get f = f ′. Since f ∈ E(S) and f ∈ 〈x〉 ∩ 〈y〉, thus f is
the identity element of the subgroups 〈x〉 and 〈y〉. Consequently, f becomes the identity element of 〈x, y〉. Because
of xy = yx, note that
(xiyj)mn = (xi)mn(yj)mn = (xm)in(yn)jm = f inf jm = f
so that xiyj ∈ Sf . As a result, we have 〈x, y〉 ⊆ Sf . Thus 〈x, y〉 contains exactly one idempotent f . Since 〈x, y〉 is
a finite monoid containing exactly one idempotent so that 〈x, y〉 becomes a subgroup of S, and hence is the direct
product of two cyclic groups, say Cr × Cs for some r, s ∈ N. Let gcd(r, s) = d. If d = 1, then Cr × Cs is a cyclic
subgroup which makes 〈x, y〉 to a cyclic subgroup of S. Consequently, x, y ∈ 〈z〉 for some z ∈ S. Thus, x ∼ y in
Pe(S).
If d > 1, then there exists a prime p such that p divides r and s. By Cauchy’s theorem, there exist x ∈ Cr and
y ∈ Cs such that o(x) = o(y) = p. Consequently, we get (x, e2) and (e1, y) in Cr×Cs such that o(x, e2) = o(e1, y) = p,
where e1, e2 are the identity elements of Cr and Cs, respectively. Note that (x, e2) and (e1, y) commute with each
other and 〈(x, e2)〉 ∩ 〈(e1, y)〉 = {(e1, e2)}. It follows that |〈(x, e2), (e1, y)〉| = p2. Now
(
(x, e2)
i(e1, y)
j
)p
= (e1, e2)
so that there does not exist an element of order p2 in the group 〈(x, e2), (e1, y)〉. Thus, 〈(x, e2), (e1, y)〉 is non-cyclic
group of order p2. Consequently, 〈(x, e2), (e1, y)〉 is of the form Cp × Cp; a contradiction of (ii). 
Now, we have the following corollary of the above theorem.
Corollary 4.17. [1, Theorem 30] Let G be a finite group. Then the enhanced power graph Pe(G) is equal to Pc(G)
if and only if G has no subgroup Cp × Cp for prime p.
Example 4.18. For any integer n ≥ 1, let [n] = {1, 2, . . . , n}. The Brandt semigroup (Bn, ·), where Bn = ([n] ×
[n]) ∪ {0} and the operation ‘·’ is given by
(i, j) · (k, l) =
{
(i, l) if j = k;
0 if j 6= k
and, for all α ∈ Bn, α · 0 = 0 · α = 0. For S = B2, note that 0 ∼ (1, 1) in Pc(S) whereas there is no edge between 0
and (1, 1) in Pow(S). Hence, Pc(S) 6= Pow(S). See Figure 5.
0
(1, 1)
(2, 2) (1, 2)
(2, 1)
(2, 1)
(1, 1)
(2, 2)
(1, 2)
0
Pc(B2)
Pow (B2)
Figure 5.
Theorem 4.19. The power graph Pow(S) is equal to the commuting graph Pc(S) if and only if
(i) the order of every cyclic subgroup of S is of prime power.
(ii) every commutative subsemigroup of S is monogenic.
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Proof. In view of Lemma 3.1, the proof is strightforward by Theorems 4.6 and 4.12. 
Lemma 4.20. Let G be a nontrivial group and its every cyclic subgroup has prime power order. Then every
commutative subgroup of G is cyclic if and only if G has no subgroup of the form Cp × Cp, for some prime p.
Proof. Suppose every commutative subgroup of G is cyclic. On contrary, let G has a subgroup of the form Cp ×Cp,
where p is a prime. Then by the similar argument used in the proof of Theorem 4.16, there exist x, y ∈ Cp×Cp such
that 〈x, y〉 = Cp×Cp. As a result, we have a commutative subgroup 〈x, y〉 of G which is non-cyclic; a contradiction.
Thus, G has no subgroup of the form Cp × Cp, for some prime p.
Conversely, suppose G has no subgroup of the form Cp × Cp. Let H be an arbitrary commutative subgroup of
G. To prove H is cyclic i.e. H = 〈x〉, for some x ∈ H, we choose an element x ∈ H such that o(x) is maximum.
First, we shall show that for an arbitrary y ∈ H, we have either x ∈ 〈y〉 or y ∈ 〈x〉. For y ∈ H, we get 〈x, y〉 is a
commutative subgroup of H. Consequently, 〈x, y〉 is a cyclic subgroup of H (see proof of Theorem 4.16). By the
hypothesis, |〈x, y〉| = qn, where q is a prime and n ∈ N. Then by Theorem 2.4, Pow(〈x, y〉) is complete so that either
x ∈ 〈y〉 or y ∈ 〈x〉. Now we claim that H = 〈x〉. If possible, let 〈x〉 ( H. Then there exists y ∈ H such that y /∈ 〈x〉.
We must have x ∈ 〈y〉. Because of o(x) is maximum, we have 〈x〉 = 〈y〉; a contradiction of y /∈ 〈x〉. Hence, the
subgroup H is cyclic. 
In view of Lemma 4.20, we have the following corollary of the Theorem 4.19.
Corollary 4.21. The power graph Pow(G) of a group G is equal to Pc(G) if and only if
(i) every cyclic subgroup of G has prime power order.
(ii) G has no subgroup of the form Cp × Cp for some prime p.
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