tracking in nonlinear batch processes is a class of problems where classical transfer function methods fundamentally break down, since no transfer function can represent the system over the entire trajectory. In this work, nonlinear control is proposed as a potential approach for these systems.
(1) (i) y = maximum, (ii) y 2 a desired value.
A special feature of these problems is that the output is not a function of time, but is only a value at a given time instant. Product quality control problems are especially important in the emerging technologies, such as specialty chemicals, new drugs, etc. where the production cost is a very small fraction of the selling price, and the product has very tight quality specifications, so that it is quite possible to have to throw away an entire batch because the product is off-spec. Throwing away a batch usually means a lot of money because the production is small-scale and the selling price of the product is very high. Product quality problems are also, important in the .tcchnologically mature processes, although frequently they are not crucial due to looser product specifications. These can frequently be formulated as tracking problems:
given * =f(x, u).
find a control law so that y(t) tracks a given trajectory v,,(t). It is possible to reformulate an end-point problem of the form (1) as a tracking problem by applying Pontryagin's principle. The problem then reduces to one of designing a control law that will force the system to track the optimal profiles x(t). This approach worked well in a number of cases including penicillin production (Constandinides et nl., 1970) .
However, modeling error, including disturbances, introduces error in the calculation of optimal profiles. If the modeling error is not significant, the profiles will be suboptimal, but will still provide a significant increase in yield. In the presence of significant modeling error, end-point problems must be formulated as adaptive optimization problems.
For batch process control integral transform methods, in general, break down, since there is no transfer function to describe the system over the entire trajectory due to nonlinearities. Most of the literature on batch process control concerns batch reactors, for which there are typically three phases: (i) a start-up phase where reactor contents are brought from room temperature to the desirable reaction tempeature; (ii) a reaction phase where a temperature setpoint, which may be constant or time-varying, is tracked; and (iii) a shut-down phase where the mixture is cooled down to room temperature. A survey of the major advances in batch process control is given in Juba and Hamer (1986 
where:
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Thus, although the system may consist of many state equations, the "effective" order is the relative order which is equal to one.
If the system is initially at the set-point trajectory y = y,, (t ) at t = to and d,, Omal, and d,, Overti can be. measured or computed exactly, then the feedforward control law:
2. cwcrall will keep it along the set point trajectory for all t 2 to (see Fig. 2 ).
Of course, d,, overall and d2, overp,, will not be measured on-line, but will have to be computed from on-line measurements or estimates of xl, . . . , x,, ~, . This leads to the following control law: The control law (7) 
can be viewed as a disturbance model to the process (5). According to the internal model principle, the control law must provide an internal model of each disturbance at the point that it enters the control loop. This is exactly what the control law is doing. Of course, the estimation of d,,Ovcrall and dz,overarl will always have error due to model uncertainty. For this reason, the above feedforward control-disturbance estimator methodology wiI1 not work unless it is combined with a feedback controller.
For example, the feedback controller can be PID, in which case (see 
is the heat released or absorbed due to the reaction.
The control law (11) will become:
It is clear that this control law feeds forward the heat of reaction. This is somewhat reminiscent of the Extensive Variable Control of Georgakis (1986) in
This leads to:
(11) I,=f, [x,,...,x,-,,n(x,,...,x,-,,y) are not explicitly dependent on u, whereas d'y/dt' is an explicit function of u. A relative order of n means that the manipulated input affects only the nth derivative of the output. In that case the states which are explicitly represented in the output are not affected by the manipulated input, and the states which directly affect those states are not affected by the manipulated input, etc. for n digressions. Thus the relative order may be thought of as the number of state equations which must be considered, starting from those states appearing directly in the output, until one is found with the manipulated input on the right-hand-side. Systems of relative order one will be less sluggish than those of higher relative order. Therefore, in systems for which the choice of manipulated input is, by heuristic considerations, "good" will usually be of low relative " ah dys, system, if such a choice were made would be (18) r=2m=n.
NONLINEAR COMWSITI~N CONTROL OF BATCH COPOLYMERIZATION
The system chosen to illustrate this control approach was the batch copolymer&&on of styrene and acrylonitrile using xylene as a solvent (Tirrel and Gromley, 1, 981) . One particular problem that is frequently encountered in batch copolymerization systems is composition drift. This occurs when all monomers do not react with the polymer at the same rate and constant temperature is maintained; the composition of the copolymer drifts away from its initial value as the monomer mixture becomes depleted in the more reactive monomer. This can significantly effect the properties of the copolymer. To solve this problem, Tirrel and Gromley (1981) have computed temperature profiles to maintain constant polymer composition in a batch reactor. Another alternative is to use a semibatch reactor and vary thF flowrate of the more reactive monomer while keeping the temperature constant. Control laws for both alternatives will be explored.
Under the assumptions of free-radical copolymerization, applicability of the quasi-steady state hypothesis and ,absence of the gel effect, the governing equations fdr copolymerization in a batch reactor are: 
The control objective is to keep F, constant throughout, given on-line measurements of the temperature only, as it is very difficult in practice to accurately measure F, on-line. This may be accomplished in one of two ways. First, F, may be estimated on-line and a control law may be formulated using the error between F1, and P,, where I?, is the on-line estimate, to manipulate the heat added to the system, Q. The second method is to first solve off-line for the temperature profile which will keep F, = F,, using (21) the method of Tirrel and Gromley (1981) . Then a control law must be found to track this profile by manipulating Q. The temperature profile, T = T,,(t),
is found by first solving (22) 
124) dT
(25) It is interesting to note that an equivalent form to (38)
is:
which is a result of the implicit function theorem.
From the discussion in the previous section and (17) it is straightforward to show that the control law obtained when the problem is formulated with F, as the output is:
ah PC,F, 
where the states [M,](t) and c,(r) are again estimated on-line from (14) and (20) given the on-line temperature measurements. It is clear that although the control laws obtained by both approaches are similar, they are,nor bquivalent, since the first term of (40) is equal to the first term of (41) only when the current temperature is on the desired profile, i.e.
T = T,,(t).
The control laws of the both alternatives can be interpreted as doing the following:
The first term provides an estimate of the temperature gradient necessary for constant composition. The second term cancels the heat of reaction.
The third term provides PID feedback.
(b) Semibatch case
Consider the case where monomer 1 is continuously fed to the reactor. The inlet flowrate will be manipulated to control the copolymer composition under isothermal conditions. The governing equations under the same assumptions as in the batch case are:
To simplify the derivation of the control law, the system may be written as: 
SIMULATION RESULTS
The process parameters used for the simulations are summarized in Table 1 
where rI. r2, Cl. t2. C2, vh, ~2~. R, and 4, are given by In all the simulations the initial values of the state estimator were set equal to the nominal initial values. This is because, in practice, a run would not be started unless the operator thinks that the reactor is charged with the right amounts of monomers. Of course, the actual initial values of the states [M,] and [, can be in error and these are disturbances to the system. Figures 5-12 show the resulting temperature profile and Fi and P, profiles for four different cases using (Figs 19 and 20) white noise was added to Q with a SD of 500. The noise is again clearly attefituated by the control system. Note that in .a11 four cases the overshoot from using a startup temperature is very small and dies out quickly. Although the response is somewhat better for the runs where T was used directly in the control law, it should not be inferred that this method is better. Since it was beyond the scope of this work to determine the best controller settings for each method, all that can be determined is that both strategies will give a good response. 
CONCLUSIONS

