We examine how passive and active observations are useful to evaluate an air quality 9 analysis. By leaving out observations from the analysis, we form passive observations, and the 10 observations used in the analysis are called active observations. We evaluated the surface air quality 11 analysis of O3 and PM2.5 against passive and active observations using standard model verification 12 metrics such as bias, fractional bias, fraction of correct within a factor 2, correlation and variance. The 
Introduction

25
Since 2003, Environment and Climate Change Canada (ECCC) has been producing hourly surface 26 analyses of pollutants covering North America [1, 2] which became operational products in February 27 2013 [3] . The analyses are produced using an optimum interpolation scheme that combines the with additional observations from Canada. As those surface analyses are not used to initialize an air 31 quality model, it raises the issue on how to evaluate them. We conduct routine evaluations using the 32 same set of observations as those used to produce the analysis. Once in a while, when there is a change 33 in the system, a more thorough evaluation is conducted where we leave out a certain fraction of the 34 observations and use them as independent observations, a process known as cross-validation.
35
Observations used in producing the analysis are called active observations while those not used for 36 evaluation are passive observations. The purpose of this two-parts paper is to examine the relative merit 37 of using active or passive observations (or independent observations in general) viewed from different the analysis solver is done using Choleski decomposition on the full matrix. The number of observations 89 to be processed per analysis being of the order of a thousand or less, there was no need for computational 90 simplification for large number of observations by using either data selection [15] or compact support 91 correlation functions [14, 16] . Thus, the analysis scheme used in this study computes explicitly the gain 
94 where H is a bilinear interpolation operator, B is the prescribed background error covariance and R
95
is the prescribed observation error covariance. The tilde (  ) emphasizes that these are prescribed,
96
potentially suboptimal, quantities.
97
The computational demand of the Kalman gain was kept low by computing the background error 
Cross-validation
110
Cross-validation is a technique to evaluate an analysis (or in general any model that depends on 111 observations) by partitioning the original observation data set into a training set, used to create the 112 analysis, and an independent (or passive) set, used to evaluate the analysis. The most common cross- 
162
The selection algorithm is based on regular picking of station by ID number.
163
The selection into three sets is made by station ID number, selecting on a regular basis each fourth station,
164
starting with station 1 for the first set, station 2 for the second set and station 3 for the third set, and
165
resulting in locally spatially random distribution of each sets of stations. The cross-validation is then 166 made by leaving one set out of the three sets, and using the remaining two sets to produce the analysis.
168
Verification metrics
169
We will evaluate the analyses against passive and active observations with the following standard 170 evaluation metrics used for air quality models [ 18, 19, 20, 21] ; the bias, the modified normalized mean 
188
introduced so to give a % error interpretation to the MNMB. This metric has also the additional 189 advantage of treating over-and under-estimation in a symmetric way [21] . However, the MNMB is 
192
The fraction of correction within a factor 2 (FC2) is a measure of reliability. It is based on counts
193
and has the distinctive advantage that it is insensitive to outliers. It is worth mentioning that it accounts 
218
as in Ménard et al. [14] . Note that aside from quality control, that ends up rejecting some observations,
219
the analysis uses the observation values and model realizations as is, with no bias correction.
220
We repeat the series of 60 day analyses for different observation and background error variances 221 chosen in such a way that their sum for the full covariance matrices, the innovation covariance consistency criterion, takes the form:
, where H is the interpolation from model grid to the observation 231 location (or observation operator), and is one of the two necessary and sufficient condition to obtain the 232 true error covariance statistics (in observation space) [ 22, 23] .
233
As explained in the the section §2.3 above, the verification metrics are first calculated over time for 
242
In this series of experiments, analyses of O3 and PM2.5 were produced using a fixed homogeneous 243 isotropic correlation function, where the correlation length was obtained by maximum likelihood using 244 a second-order auto-regressive model and error variances computed using a local Hollingsworth-
245
Lönnberg fit [14] . A correlation length of 124 km was obtained for O3 and of 196 km for PM2.5. Our 246 correlation length is defined from the curvature at the origin as in Daley [24] and is different from the 247 length-scale parameter of the correlation model (see Ménard et al. [14] for a discussion of these issues).
248
We did a series of 60-days analyses for different values of 
268
fold subsets so that, in effect, the total number of observations that ends up being used for verification is 269 s N , the total number of stations. We thus argue that the verification sampling error for the cross-
270
validation experiments (red curve) is the same as for the active observations using the full analysis (i.e.
271
analysis using the total number of stations; black curve). Also there is roughly 1,300 quality controlled 
277
The difference between the verification against passive observations in cross-validation analyses
278
(red curve) and the verification against active observations using full analyses (black curve) can be 279 attributed to two effects: 1-the analysis used in the cross-validation uses 2/3 rd of the total number of 280 observations and thus the analysis error has larger variance than analyses using all observations, 2-there 281 is a distance effect between the passive observation sites and the active ones for the analyses using 2/3 rd 282 of the observations. In order to separate these two effects, we also display the 
321
In Figure 3 , we present the correlation metric between the observations and the analysis using, as in 
332
The evaluation against passive observations with cross-validation analyses (red curve) shows a 333 maximum at the same values of 
382
In Figure 5 we present the bias between observations and analyses, and were the verification is made 383 against passive and active observations as done with the other metrics. Bias is not a dimensionless 384 quantity; note that the range and scale presented for O3 and PM 2.5 in Figure 5 are different. 
453
In 
547
also another important point to make; although analyses are designed to reduce the error variance, it O3 and about 1-2% for PM2.5. We argue that it results from an optimal use of observations.
There is also some information to gain from the variance of observed-minus-analysis per bin size, fact that the observation and background error variances are uniform, and thus the reduction of variance 555 across all bins is uniform as well. However, the situation is different for PM2.5. We note a relatively 
Conclusions
562
We have developed an approach by which analyses can be evaluated and optimized without using 563 a model forecast but rather by partitioning the original observation data set into a training set, to create 564 the analysis, and an independent (or passive) set, used to evaluate the analysis. This kind of evaluation
565
by partitioning is called cross-validation.
566
The need for such a technique came about our desire to evaluate our operational surface air quality 
573
We have applied this cross-validation procedure to the operational analyses of surface O3 and PM2.5
574
over North America for a period of 60 days and present an evaluation using different metrics; bias, 575 modified normalized mean bias, variance of observation-minus-analysis residuals, correlation between 576 observation and analysis, and fraction of correction within a factor 2.
577
Our results show that, in terms of variance and correlation, the verification of analyses against active 578 observations always yield an overestimation of the accuracy of the analysis. This overestimation also 579 increases as the observation weight increases. On the other hand for biases, the distinction between the 580 verification against active observations and passive observations is unclear and drowned in the sample 581 variability. However, using a fractional bias metric, in particular the MNMB, shows that the verification 582 against passive observations can be close to one percent for an optimal analysis while the verification 583 against active observations is much larger.
584
Results also show the importance of having an optimal analysis for verification. The variance of 585 the analysis with respect to independent observations is minimum and the correlation between the 586 analysis and independent observations is maximum for an optimal analysis. By being a compromise
587
between an overfit to the active observations (which produce noisy analysis field) and an underfit, the 588 optimal analysis offers the best use of observations throughout. At optimality, the analysis fractional 589 bias (MNMB) at the passive observation sites has only one or two percent error whereas the fractional 590 bias of the model is 6.5% for O3 and 21% for PM2. 
613
Finally we have also examined the variance against independent observations per model value bin
614
, and concluded that the error variance is not quite uniform with model values but increases slowly with 615 model values for O3 and in a more pronounced way for PM2.5.
616
In Part II, we will focus on the estimation of the analysis error variance and develop a mathematical 
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