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Abstract
The volume of lava flows provide important information on the magnitude of volcanic eruptions, and accurate volumes are necessary to produce reliable models of lava flow emplacement or constrain the internal structure of volcanoes. The most accurate lava flow volumes
are obtainable when the topography before and after an eruption are both known, but information for the topography before lava flow emplacement is absent in non-historic lava
flows. To calculate the volume of non-historic lava flows, this pre-emplacement topography
needs to be reconstructed. Common methods for this include using inverse distance-weighted
averages or global polynomial interpolation methods, but these can still underestimate the
volume of the flow, and the surface of the flow itself is not considered in these interpolations.
A new calculation method seems necessary to better constrain the volume of lava flows, and
including the lava flow surface in the volume calculation, given that it is generally excluded
during interpolation of pre-emplacement topography, may be the solution to improving lava
flow volume calculation for flows where the base surface is unknown. The 2012-2013 Tolbachik lava flow is used to look at potential relationships due to the availability of elevation
data before and after the eruption. A quantitative analysis on the relationships between the
slope of topography before and after lava flow emplacement and on the relationship between
the slope and thickness of lava flows is performed. In addition to this, the slope of the topography calculated over local and regional scales is used as a new interpolation method, and
the calculated thickness from the interpolated surface is compared to the known thickness
for the lava flow.

v

1. Introduction

The main factors that control lava flow morphology and emplacement are the volume
of magma, the rheology of the magma, the effusion rate, and the emplacement topography
(Deardorff and Cashman, 2012; Griffiths, 2000; Solana, 2012). Because of this, topographic
data is necessary to estimate the characteristics of lava flows, and is essential for simulating
and assessing lava flow hazards and emplacement conditions (Richter et al., 2016; Tarquini
et al., 2012). Previous work at Tolbachik emphasizes that accurate input parameters such as
total erupted volume, vent location, lava pulse volume, and residual flow thickness are more
important than the resolution of the emplacement topography; as their computational model
of lava flow emplacement over both 15m and 75m DEM each reproduced the general path
of the 2012-2013 Tolbachik lava flows (Kubanek et al., 2015). Inaccurate volumes may lead
to misunderstanding volcanic behavior as these volumes, as well as other morphological parameters such as thickness, runout, and areal extent, are important to determine parameters
for volcanic hazard assessment and lava flow emplacement modeling; and to refine volcanic
structure and magma supply models (Albino et al., 2015; Bagnardi et al., 2016; Kereszturi
et al., 2013; Kubanek et al., 2015; Stevens et al., 1997, 1999).
The most accurate lava flow volumes are obtained when the surface before (base
surface) and the surface after (flow surface) the event are known, but this topographic
method is limited by the availability and quality of the data for the topography before lava
flow emplacement; especially for non-historic eruptions (Bagnardi et al., 2016; Stevens et al.,
1997, 1999). This allows a simple calculation of the difference between the two surfaces,
and errors for this calculation are limited to the accuracy of the DEM (Albino et al., 2015).
However, lava flow volume calculations are poorly constrained when the base surface is
1

unknown for non-historic eruptions, or eruptions where data for the surface before lava
flow emplacement is not available. The planimetric volume method is often used to estimate
volumes by multiplying the base surface area by an average flow thickness, but this simplifies
the lava flow morphology to a sheet of constant thickness overlying the topography. To try
and overcome this assumption of constant thickness, methods to interpolate a base surface
using the topography outside of the lava flow are commonly used. These interpolated volumes
tend to be 2-3 times lower than those calculated from known base and flow surfaces (Albino
et al., 2015). For this method, the extent of the flow surface is generally removed from the
data for interpolation, and only points within a set distance outside of the flow are used
to interpolate the base surface. In areas with complex topography, failing to consider the
topography of the flow surface may result in an interpolation that oversimplifies the base
surface topography.
This study aims to compare volume calculation methods to evaluate which methods
provide a more accurate base surface, and to find parameters to improve volume calculation.
Evaluation of volume calculation methods in this study involves calculating the volume of
lava flows in the Lassen area in California. Erosion of volcanic edifices due to the long
lifespan of volcanic fields means that either the initial geometry of the vent and lava flow
must be inferred, or that volumes calculated must be minimum values (Kereszturi et al.,
2013). This means that the volumes calculated in this study by interpolation are considered
minimum estimates for the volume. The creation of interpolated base surfaces in ArcGIS
(detailed further in Chapter 3) is dependent on user input, so volumes calculated may vary
based on the input points used and on the input parameters for the interpolation. After
performing planimetric and interpolated base surface volume calculations, a new calculation
method seems necessary to better constrain data collection for the volume of lava flows given
that the morphology of the flow surface is affected by the morphology of the base surface.
Including the flow surface in the volume calculation may be the solution to improving lava
flow volume calculation for non-historic lava flows where the base surface is unknown.
2

The parameters being investigated to better constrain lava flow volume calculation
are the slopes of the flow and base surfaces. Many computational models for simulating lava
flow emplacement hold minimum flow thickness or flow width constant, but both of these are
affected by the slope of the emplacement topography (Deardorff and Cashman, 2012; Harris
and Rowland, 2001; Proietti et al., 2009). A quantitative assessment of the relationship
between slope of the base surface and lava flow morphology is necessary before they can be
related to eruption parameters such as effusion rate or lava flow rheology (Gregg and Fink,
2000). The objective of this study is to use information from observed eruptions to improve
the calculation of volumes for non-historic eruptions. The 2012-2013 Tolbachik lava flow in
the Kamchatka Peninsula will be used for evaluating the relationships between the slope
and thickness of lava flows. Data for both the base and flow surface is available close to the
time of the eruption, and previous thickness measurements have been performed using the
same topographic data (Kubanek et al., 2015). The slope and thickness for the Tolbachik
lava flow will be calculated and plotted against each other to see how they are related, and
the slope of the base and flow surface will be plotted against each other to see how the slope
of the topography changes during lava flow emplacement. The calculated slopes for the base
and flow surface, as well as input points outside of the flow, will then be tested as a method
of base surface interpolation.

3

2. Geologic Background

2.1

Lava Flow Emplacement
Lava flows are a mixture of molten rock, crystals, and gas that have been brought to

the Earth’s surface as a result of effusive volcanic activity, and their movement is driven by
gravity (Harris and Rowland, 2015; Parfitt and Wilson, 2008). These lava flows may form by
overflow from a volcanic vent, or by the accumulation of hot, fragmented magma clots that
may form rootless lava flows (Parfitt and Wilson, 2008). The interior structure of a lava flow
may be divided into five different layers based on their thermal and rheological properties.
These include the cool and brittle surface crust; the partially molten upper visco-elastic layer
where temperatures are between 800 and 10700 C during emplacement; the high temperature
and low viscosity core at the center of the flow; an additional lower visco-elastic layer; and
a solid basal crust at the boundary of the lower visco-elastic layer and the cool surface of
emplacement shown in Figure 2.1 (Harris and Rowland, 2015). As a lava flows spreads, the
velocity of the spreading front of the flow (or flow front) may be faster than towards the
edges of the flow, and these lower velocities at the edges of the flow may cause stationary
levees to form and for the flow to become channelized (Harris and Rowland, 2015; Parfitt
and Wilson, 2008). Whenever there is little distinction between the channelized flow and
the levees, it may be considered a sheet flow where there is movement along the full width
of the flow (Parfitt and Wilson, 2008).
Lava flow emplacement is controlled by the pre-existing topography the flow is going
over, the effusion rate, properties of lava flow rheology such as viscosity and yield strength,
and the cooling and solidification of the surface of the lava flow (Proietti et al., 2009). The
spreading of lava flows during emplacement is based on the local slope rather than the
4

regional slope and, since the advancement of lava flows is driven by gravity, they tend to
follow topographic lows (Gregg and Fink, 2000; Parfitt and Wilson, 2008). The local slope
refers to the average slope over a small area of tens of meters while the regional slope involves
hundreds of meters or more. The result of this is that lava fills in topographic depressions,
and the lava ponding in these depressions causes the lava flow to be thicker in these areas
(Albino et al., 2015; Richter et al., 2016). Ponding in topographic depressions stalls and
reduces the spreading of lava flows as the local minimum is filled before continuing downslope (Richter et al., 2016). This decrease in the speed of the flow is also seen as a lava flow
transitions to lower slope angles (Solana, 2012). In contrast to the effect of lava ponding,
confinement of lava flows by topographic highs extends the length of the lava flow as lateral
spreading is inhibited, and this confinement leads to thicker lava flows as well as a higher
chance of later lava flows being emplaced on top of previously confined flows (Solana, 2012).
Lava flows that have a higher effusion rate or eruption duration tend to have a longer flow
length than those with a lower effusion rate or duration (Pinkerton and Wilson, 1994). If
the effusion rate (and resulting mass flux) throughout an eruption remains constant, there
will be a constant average height for the lava flow (Weijermars et al., 2014). This effusion
rate may vary over time during an eruption, and any increase of decrease in the effusion rate
will result in a similar increase or decrease in the average thickness (respectively) emplaced
during that time (Weijermars et al., 2014).
Most models of lava flow emplacement consider the flow to be a Bingham fluid where
a certain amount of shear stress must be applied before flow will occur, and this critical shear
stress depends on the yield strength of the lava flow (Harris and Rowland, 2015; Parfitt and
Wilson, 2008). In a Bingham fluid, there is a critical minimum thickness required for the
fluid to flow, and this thickness may be calculated by the equation:

τ0 = h0 ρgsin(θ)

5

(2.1)

where τ0 is the yield strength, h0 is the critical flow thickness, ρ is the density of the fluid,
g is the acceleration due to gravity, and θ is the slope of the topography the fluid is being
emplaced on (Griffiths, 2000; Harris and Rowland, 2015; Hulme, 1974; Parfitt and Wilson,
2008). Further complication arrives with the dependence of lava flow rheology on temperature, crystal content, and bubble content; so the rheology of a flow is also time dependent
as the effects of cooling and crystallization alter these properties over time (Griffiths, 2000).
Eruption duration, and insulation of a lava flow are also important input parameters for lava
flow modeling (Deardorff and Cashman, 2012). The method by which lava flows terminate
splits them into two major regimes; described as either volume-limited or cooling-limited
lava flows (Proietti et al., 2009). Volume-limited lava flows terminate when lava is no longer
being fed to the flow from the source vent, and any further spreading of the flow is from the
drainage of lava flow channels (Parfitt and Wilson, 2008; Proietti et al., 2009). In contrast
to this, the spreading of cooling-limited flows is impeded by the cooling of the flow front,
and this resistance to further flowing tends to result in flow thickening and bifurcation of the
flow (Parfitt and Wilson, 2008; Proietti et al., 2009). This is due to the fact that, as a lava
flow cools and crystallizes, the viscosity and yield stress of the lava flow will increase, and
this causes the emplacement to slow and eventually cease (Harris and Rowland, 2015). The
cooling of lava flows during emplacement occurs due to the difference between the ambient
temperature and the temperature of the lava flow; and heat loss from the flow is through
radiation from the surface, convection within the flow bringing the cooled surface into the
interior of the flow, and conduction at the base of the flow into underlying rocks (Griffiths,
2000; Harris and Rowland, 2015). Relationships between the heat flux or effusion rate of
a lava flow and the flow length or spreading may be reasonable assumptions for coolinglimited lava flows, but these assumptions fail when applied to volume-limited lava flows as
they stop spreading before reaching their cooling-limited extent (Deardorff and Cashman,
2012; Kubanek et al., 2015).

6

2.2

Lava Flow Morphology
The availability of data on the morphology of lava flows, defined as the three-

dimensional shape of the lava flow (Stevens et al., 1999), is limited, and much of the
available information is qualitative rather than quantitative. Attempts have been made to
relate the morphology and composition of lava flows, but they tend to rely on observations
and assumptions without a more broad quantitative basis (Gregg and Fink, 2000). Collection of data such as the height, depth, and thickness for the morphology of lava flows
is difficult to obtain by aerial data, and usually require field measurement (Deardorff and
Cashman, 2012). While these field measurements may provide more detailed information,
they can be hazardous to personnel, and the areal extent of measurements may be limited
(Kubanek et al., 2015). To reduce these hazards, remote sensing methods provide a safer
and more extensive alternative to collect data on flow morphology (Kubanek et al., 2015).
Finding systematic methods to pick morphological features, such as the use of minimum
and maximum curvature (defined as the change in slope), reduces the uncertainty involved
in hand-picking features (Tarquini et al., 2012).
Data from Santiaguito volcano in Guatemala suggests that the maximum thickness
of a lava flow is located at the source vent, and this thickness decreases with distance from
the vent, although the nature of this decrease is not quantified (Ebmeier et al., 2012). The
channel width of a lava flow increases with decreasing slope with the exception of areas where
the lava flow is confined by topographic highs (Deardorff and Cashman, 2012; Tarquini et al.,
2012). Correlated peaks in data for flow width and average thickness along the profile of
lava flows suggests a direct relationship (Tarquini et al., 2012). For long lava flows, the
variation in lava flow thickness and flow width does not depend on the distance away from
the source vent (Griffiths, 2000). Relationships between the topography and morphology of
lava flows are described qualitatively in previous works, but there is little information of how
they relate quantitatively. There is an inverse relationship between the local slope of the
emplacement topography and both lava flow width and thickness (Deardorff and Cashman,
7

2012; Gregg and Fink, 2000; Tarquini et al., 2012). In addition to this, an increase in SiO2
content results in an increased flow width (Gregg and Fink, 2000). The channel width of a
lava flow is influenced by large-scale variations in slope while flow width and flow thickness
are influenced by local or small-scale variations slope (Tarquini et al., 2012). Findings from
the lava flow fields in Tenerife are similar with flows on more gentle slopes tending to thicken
and widen by up to three times the thickness observed at steeper slopes (Solana, 2012). An
older study at Mount Etna observed that the 1991-1993 lava flow field showed a large increase
in thickness associated with a change in slope from 33 to 6 degrees (Stevens et al., 1997).
The relationship between flow thickness and slope is hard to discern due to the variation of
flow thickness from other factors such as confinement and inflation; as these may each cause
the flow to over-thicken compared to areas emplaced by lateral spreading (Deardorff and
Cashman, 2012). Given a constant mass flux, in kg/s, of lava from the vent, the same mass
flux is expected at any given point of a lava flow (Parfitt and Wilson, 2008). This means
that areas of topographic confinement, where the width of the flow is constrained, must be
thicker to compensate for the constant mass flux since it is calculated as the product of the
cross-sectional area and speed of the lava flow (Parfitt and Wilson, 2008). This is based on
the assumption of a constant mass flux (or effusion rate). Inflation increases the thickness
of the flow as the process involves a stationary lava flow maintaining a fluid interior that
is supplied more lava from other parts of the flow, so the surface of the flow is raised to
compensate for the increased volume (Harris and Rowland, 2015).
2.3

Lava Flow Volume Calculation
While volume calculations for lava flows are commonly performed, the methods used

tend to poorly consider their morphology. The complexity of lava flow emplacement shows
that collection of morphometric data to validate models of flow emplacement is crucial (Tarquini et al., 2012). The main methods of volume calculation for lava flows are the planimetric
and topographic methods; although geophysical and drill core data may be used to support
these methods (Albino et al., 2015; Kereszturi et al., 2013; Stevens et al., 1999). The plani8

metric method determines volume by multiplying the area of the emplaced lava flow by an
estimated mean thickness for the flow (Stevens et al., 1999). The topographic method compares the topography before (base surface) and after (flow surface) the lava flow is emplaced,
as seen in Figure 2.2, and provides the volume and morphology based on the change in elevation (Stevens et al., 1999). The accuracy of these two methods varies. For the planimetric
method, accuracy is dependent on the uncertainty of flow mapping and the uncertainty
of thickness measurements, and this accuracy is generally low as it misrepresents the lava
morphology as flows tend to display ponding and channeling during emplacement (Albino
et al., 2015; Stevens et al., 1999). Estimating the mean thickness of a lava flow for these
planimetric volumes results in errors due to the lack of thickness measurements away from
the flow margin (Stevens et al., 1997). Accuracy for the topographic method is dependent
on the accuracy and resolution of the digital elevation models, or DEMs, being used (Albino
et al., 2015). Topographic volumes derived from known base surfaces generally have a much
lower error of 2 to 6% compared to planimetric volumes with an error of 25 to 30% when
the base surface is unknown (Albino et al., 2015). One way to improve the accuracy of the
planimetric method is used at Etna by De Beni et al. (2015) where the flow is divided into
sectors based on slope variation, and a range of minimum and maximum volumes are found
for each sector based on the range of thickness data in that sector. Deardorff and Cashman
(2012) took this method further for the Collier Cone lava flow in Oregon by dividing the
flow into 2000 by 100 meter sections along a designated flow axis, determining the thickness
of the lava flow for each side of the flow, with an average deviation of 19%, and summing
the planimetric volume for each section to find the total volume (Deardorff and Cashman,
2012). Dividing the lava flow into more sections improves the accuracy for a single planimetric volume with errors greater than or equal to 25%, but this method is still less accurate
than topographic method with both surfaces known (Deardorff and Cashman, 2012). From
the study at Nyamulagira volcano, topographic volumes calculated by an interpolated base
surface were always lower than Topographic volumes calculated from a known base surface
9

by a factor of 2 to 3 times (Albino et al., 2015). These base surfaces are interpolated by
removing the area of a lava flow from the current DEM values and recalculating the elevation of the removed area to model the expected base surface topography, and Figure 2.2 is
given as a sketch of the type of data used for these base surface interpolations. Common
methods for this include polynomial interpolation and inverse distance weighted averages
which are detailed in the methods section. An additional interpolation method is to create a
baseline reconstruction of the pre-emplacement topography by interpolating and connecting
the slopes outside of the flow, which is better than a straight line drawn from the base of
one end of the flow to the other, but they are still based on an assumption of a simple,
smooth base surface (Tarquini et al., 2012). Lava flows tend to follow topographic lows and
depressions, and these lower areas of elevation can’t be modeled by interpolation from input
points outside of the flow (Albino et al., 2015). The topographic method, when both the
surface before and after a lava flow are available, provides the most accurate data for lava
flow volumes, but it is limited by the availability of data for the base surface especially for
non-historical flows (Bagnardi et al., 2016; Stevens et al., 1997, 1999). However, comparing
the resulting areas calculated using baseline interpolation and pre-eruption elevation profiles
shows a positive correlation between the overall plot and local peaks of the two methods, so
the use of interpolated base surfaces may give a reliable approximation of the pre-eruption
surface when only the post-emplacement lava surface is available

10

Figure 2.1: Visual display of the interior structure of a lava flow during emplacement.
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Figure 2.2: Sketches showing the definition of the surface before (base surface) and after
(flow surface) lava flow emplacement, and a visual for the input points used for base surface
interpolation that are chosen based on a set distance outside the boundary of the lava flow.
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3. Volume Calculation in the Lassen Area

3.1

Methods
The goal of this portion of the study is to use various methods to calculate lava flow

volume and evaluate the accuracy of these methods. To start this, a single lava flow from
the Lassen area, the Andesite of Hat Mountain, is used to compare different base suface
interpolation methods available in ArcGIS. The results from this lava flow are then used to
determine which methods would be best to apply to other lava flows in the Lassen area. The
selected methods are the first and second order global polynomial interpolations (GPI) as
well as inverse distance weighing (IDW) interpolation. The difference in elevation between
the interpolated base surfaces and the current flow surface is then used to calculate the
volume. An additional volume is calculated using the planimetric volume method where
thickness measurements are available.
A map of the Lassen area and the flows used for volume calculation is given in Figure
3.1. The Lassen volcanic center is at the Southernmost end of the Cascades volcanic arc,
associated with the subduction of the Juad de Fuca plate system, between the Klamath
terrane and the Northern end of the Sierra Nevada (Borg et al., 2002; Clynne and Muffler,
2010; Feeley et al., 2008). The area is characterized by two scales of volcanism with large,
long-lived volcanic centers of basaltic andesitic to rhyolicic composition, and smaller, monogenetic or short-lived shield volcanoes of basaltic to andesitic composition that result from
regional volcanism (Borg et al., 2002; Clynne and Muffler, 2010; Feeley et al., 2008). These
monogenetic events, characterized by small cinder cones and lava flows, tend to exploit the
normal faults that extend into the Lassen area due to the Westward expansion of the extensional Basin and Range province, forming linear clusters parallel to the normal faults (Borg
13

et al., 2002). The many monogenetic vents with a range of compositions makes this an ideal
area to evaluate volume calculation methods.
3.1.1

Andesite of Hat Mountain

Twenty eight different interpolated base surfaces for the Andesite of Hat Mountain
were produced using the Geostatistical Analyst/Wizard tool in ArcGIS. The inverse distance
weighing and global polynomial interpolation methods are used with varying parameters for
each to make a total of seven different interpolations calculated using each of the four input
point sets. A rectangular digital elevation model (DEM) for the area including the flow, as
well as an area of at least 500m surrounding the flow, was clipped from the full Lassen area
DEM. This clipped raster was then converted into points of elevation to be used in base
surface interpolation. To interpolate the base surface for the lava flow, the points outside of
the flow are used to try and estimate what the topography would be like beneath the lava
flow. To determine which input points from the surface outside of the lava flow provides
a more accurate base surface, points are selected for distances of 50m, 100m, 200m, and
400m from the boundary of the lava flow, as seen in Figure 3.2. Input points inside the
polygon of the flow are removed, and the remaining selected input points outside of the
flow for each buffer distance are saved as separate data sets, shown in Figure 3.3. All four
of the input point sets are selected, and input points from younger stratigraphic layers are
removed from all of the data sets. This is done for all input point sets simultaneously to
ensure that the same data is being used for each interpolation, and that the only difference
between the different input point sets is the distance from the flow. The removal of input
points from younger stratigraphic units is done to avoid using points for interpolation that
are above where the base surface would have been at the time of lava flow emplacement.
Having younger units included in the input points leads to interpolated base surfaces where
the elevation of the interpolated surface may be higher than the elevation of the lava flow
considered. These input points with the younger features removed are saved as new layers,
and are used for the interpolated surfaces in this project. In addition to the relatively high
14

elevation caused by younger units, the effects of erosion on the surface of the flow and around
the flow may cause elevation values, as well as curvature, to be different compared to their
original values at the time of lava flow emplacement. These potentially low elevation values
result in any volumes calculated based on the current lava flow surface being a minimum
volume for the lava flow.
The main feature of inverse distance weighting (IDW) is that input points closer to
the prediction locations are given more weight than those that are further away. This weight
is applied to an average of the nearest neighboring points, and this weighted average provides
the predicted value of the points along the interpolated surface. The power function used for
this method influences how quickly the influence of points further away from the prediction
location lose weight. An effect of this type of exact interpolator is that the maximum and
minimum values in the interpolated surface can only occur at the location of the input points.
The search neighborhood input affects the number of points selected for interpolation, and
the shape of the neighborhood may be set to reflect any directional trends in the data.
Figure 3.4 shows an example of the input screen from ArcGIS for IDW interpolation with
additional information to describe the prediction location and angle of the ellipse. The 50m
input points are used to determine the best parameters for the IDW interpolation. This
input point set was selected to define the parameters because most of the artifacts visible
when adjusting parameters in ArcGIS are the result of fewer data points being included in
the search neighborhood for points towards the center of the lava flow. The parameters
from the 50m data set will then be repeated for the 100m, 200m, and 400m input points
to ensure that the only difference between these interpolations is the point distance being
used. The two variations of the IDW base surface interpolation will be the four-sector and
eight-sector methods which affect the number of directions the predicted value searches for
its weighted average. The four-sector method can be seen in Figure 3.4, and the eight-sector
method divides each of the sectors from the four-sector method in half. Dividing the search
neighborhood into sectors forces the interpolation to take points from each of the sectors when
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predicting the value at a location. The shape of the search neighborhood in both methods
is an ellipse with a major semiaxis of 4000m and a minor semiaxis of 3000m at an angle of
140 degrees. This neighborhood was determined to approximate the shape of the flow, and
to ensure that predictions towards the middle of the lava flow still have base points in their
search neighborhood from both sides of the flow. Smaller ellipses tested tend to have a linear
artifact down the center of the flow due to a transition from predictions based on one side
of the flow to the other side, and other ellipse shapes tended to have more angular artifacts
between different areas of a flow. The power function for both methods is second order since
the points need to be interpolated over a long distance, and the neighborhood type is left as
standard to avoid using the smoothing factors in ArcGIS. For the four-sector method, the
minimum number of neighbors is set to 50 and the maximum number of neighbors is set to
250, the maximum number allowed. The eight sector method has the same minimum of 50
neighbors, but the maximum number of neighbors is only 125, as this was the highest value
allowed.
While inverse distance weighing produces a predicted surface based on weighted averages, global polynomial interpolation (GPI) creates a smooth surface fitting the data points.
This means that the surface rarely matches the data points, but creates a smooth surface
where the sum of values over and under the surface are minimized. This produces a surface
showing larger trends in the data while eliminating smaller, local variation. The surface is
calculated based on the entire data set entered, and the output is controlled by the order
of polynomial chosen. The GPI base surfaces in this project range from first to fifth order
polynomial surfaces, and are created using each of the base point distances. The number of
polynomials chosen for the project is a result of balancing expected outputs and realistic inputs. High-order polynomial surfaces are able to have more bends in the interpolated surface
to better fit the input points, but these result in rapid elevation changes as the interpolation
moves further from the available data.
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The outputs of each of the interpolated surfaces are saved as raster files and named
according to their base point distance and interpolation method. To calculate the volume
of the Andesite of Hat Mountain, the DEM of the current flow topography and all of the
interpolated surfaces must be clipped to the geometry of the lava flow’s unit according to the
USGS geologic map (Clynne and Muffler, 2010). After clips of the flow and base surfaces are
made, the cutf ill tool in ArcGIS is used to calculate the volume between each base surface
and the current flow topography. The output from the cutf ill operation contains a map of
positive and negative volumes. The positive volumes correlate with areas where the base
surface was higher than the surface of the flow (the elevation was cut), and the negative
values are areas where the surface of the flow is above the interpolated base (the elevation
was filled).
From the results for the Andesite of Hat Mountain in Table 3.1, the IDW methods
have a significantly lower root mean square (RMS) error compared to the GPI calculations.
The two IDW interpolations provide similar trends in data for both volume and RMS. For
both of these methods, the lowest RMS is for the 400m input points with the 50m input
points having the second lowest RMS. However, the 400m input points also resulted in a
higher volume where the base surface was above the flow surface. This resulted in the 50m
input points being used for IDW interpolation in later volume calculations. The interpolated
surfaces produced from the IDW8 method appear to have more artifacts than the IDW4
method as a result of the increase in sectors. This resulted in the use of IDW4 for later
volume calculation instead of the IDW8 method. For the GPI methods, the lowest volume
of base surface above flow surface for almost every order of interpolation result from using
the 200m input points. The only outlier to this is the first order GPI (GPI1) where the
100m inputs points have a lower volume of base surface above flow surface, but this volume
is nearly the same as the volume for the 200m input points. Since the GPI1 has to create
a plane of best fit for the points outside the flow, it’s not going to be able to fit individual
points as well as a higher-order surface, and this results in the high RMS of the low-order
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GPI surfaces. The largest difference in volume is between the GPI1 and GPI2 methods,
and each of the increases in order after GPI2 appear to lower the RMS and increase the
calculated volume. However, these higher-order surfaces create sharp changes in elevation in
areas further from the available data, so they tend to create a less realistic topography. This
resulted in the GPI1 and GPI2 methods being used for later volume calculations as they
provide a larger range of possible volumes while avoiding the abrupt changes in elevation
associated with higher-order GPI surfaces.
3.1.2

Volume Calculations in the Lassen Area

Multiple interpolated base surfaces were created for fifteen lava flows in the area
around Lassen seen in Figure 3.1. These lava flows were chosen as the flows with the least
younger units covering them, availability of thickness measurements, and the best chance of
having reasonable interpolated surfaces. Results from the Andesite of Hat Mountain surface
interpolations were used to decide on the use of the 4-sector Inverse Distance Weighted
(IDW4) average interpolation based on points within 50m of the lava flow boundary defined
by the geologic map, and for points within 200m of the flow boundary to be used for the 1st
and 2nd order Global Polynomial Inverse (GPI1 and GPI2) interpolations.
The Andesite of Hat Mountain has points that are within or covering the area of the
flow removed from the base points, as seen in Figure 3.2. The Andesite of Crater Butte and
Andesite of Viola have base points removed from nearby lava flows that are either younger or
higher in elevation as well as points that steeply cover the flow. The Andesite of Potato Butte
scoria cone and flow base points include some from Quaternary units to provide enough data
for interpolation with points that appear to cover the flow removed. The Basalt of Poison
Butte has points removed that are within the lava flow area. The Basaltic Andesite of Section
36 and the Basaltic Andesite of Pole Spring Road both only have base points removed from
each other as they are adjacent lava flows. The Basaltic Andesite and Andesite of Red Lake
Mountain has points removed from the Basaltic Andesite of Eskimo Hill and most of the
points from the Basaltic Andesite of Red Mountain with some retained to have sufficient
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data for interpolation. Lava flows that had no points removed from their base point data set
include the Andesite of Hill 7416, the Tholeiitic Basalt of Hill 1879, the Basaltic Andesite
of Eskimo Hill, the Basalt of Old Railroad Grade, the Dacite of Red Rock Mountain, the
Basaltic Andesite of Red Mountain, and the Basaltic Andesite of Box Canyon.
For the IDW4 interpolation, 50-250 data points were used for each sector average to
ensure that as many points were used for interpolation as possible. The ellipse for the sector
definition and calculation is matched to resemble the total size and shape of the lava flow,
with the lines of sector division being along and orthogonal to the general flow direction. A
table of inputs for volume calculations including values for the ellipse axes and angles used
for calculation can be seen in Table 3.2. Little input is required for the GPI1 and GPI2
calculations besides the points to be interpolated and the order of polynomial fit (1st order
for GPI1 and 2nd order for GPI2). The 1st and 2nd order interpolations were used to provide
a range of volumes for the flow, and to retain physical meaning of the polynomial fit without
creating excessively low elevation values outside the area of the flow and data. Volumes are
calculated as before using the cutfill operation in ArcGIS to calculate the difference between
the flow surface and the interpolated base surface.
The planimetric volume method was used based on flow thickness measurements
obtained with a laser range finder from previous field work in the area (Aurelie Germa).
Each of the lava flow units where thickness values are available have a single thickness
measurement rather than a range of values to determine a mean thickness from. The area
of the lava flow units were obtained based on the area of the corresponding USGS geologic
map unit, and the area is calculated in ArcGIS. The planimetric volume was then calculated
in ArcGIS by multiplying the measured thickness value by the total area of the lava flow.
3.2

Results
3.2.1

Andesite of Hat Mountain Results

The results from the surface interpolations and volume calculations for the Andesite
of Hat Mountain can be seen in Table 3.1. All volumes calculated are bulk volumes without
19

dense rock equivalent values due to the calculations being for the lava flows rather than more
porous material such as scoria or tephra associated with the cones for these eruptions. The
wide range of volumes calculated by the different methods shows the uncertainty inherent to
calculating volume using interpolated base surfaces. Overall, the average volume calculated
for the Andesite of Hat Mountain is 2.8066 km3 , and the standard deviation for the calculated
volumes is 0.6862 km3 , 25% of the average volume.
3.2.2

Lassen Area Results

The results displayed in Table 3.3 show the calculated volumes from the Lassen area,
and includes separate volumes for where the flow surface is above the interpolated base
surface as well the where the interpolated base surface is above the flow surface. Volumes
for the correct arrangement of flow surface above base surface are plotted against percent
SiO2 in Figure 3.5 as a proxy to show the change in volume with lava flow composition. The
average volume and standard deviation for each of the lava flows are given in Table 3.4, as
well as the percentage of the flow area with the correct arrangement of Flow Surface above
Base Surface.
3.3

Discussion
The results from Figure 3.5 suggest that the volume of lava flows increases with

higher silica content. The main outlier to this trend is the Basaltic Andesite of Eskimo Hill
(unit ‘meh’) with a much lower volume from the interpolated base surfaces compared to
its planimetric volume as well as the volumes of other lava flows of similar silica content.
However, looking at Table 3.4, this volume only accounted for 9.3 – 42.6% of the total area
of the lava flow, and the standard deviation for ‘meh’ is 112.07% of average volume of the
flow. A comparison of the calculated area of ‘meh’ and ‘bg3’ is given in Figure 3.6 to show
the difference between low and high percent area calculated.The poor range of calculated
area and the high standard deviation suggests that the volumes calculated by interpolated
base surfaces for this flow are highly inaccurate. Overall, the flows with a higher percent
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deviation are flows where a lower percentage of the flow is being calculated. This suggest
that variation from the overall trend is more likely to be a result of the method of volume
calculation rather than an issue with the true volume of the lava flow. While not all of the
interpolated volume have this low of a percentage calculated, there are still 10/45 calculations
that have below 70% or the flow area where the flow surface is above the base surface. For
the lava flows where a low percentage of the flow was calculated, the volume could be scaled
from the low percentage up to 100% to provide an approximate volume for the entire flow.
However, this could introduce more uncertainty in the estimated volume as the calculated
area may be a poor representation for the uncalculated area, so this could lead to either an
over- or under-estimation for the volume of the lava flow.
The planimetric volume for most of the lava flows tends to have the highest volume,
with only a few flows having a higher GPI1 volume, and only the unit ‘av’ having a higher
IDW4 volume, as can be seen in the Table 3.3. Looking at the standard deviation Table 3.4,
a few of the planimetric volumes are even outside the range of standard deviation. This may
suggest that the uniform thickness of the planimetric volume method may be resulting in an
over-estimation of the volume of the lava flow. However, this could also be suggesting that
nearly all of the base surface interpolation volumes are resulting in an under-estimation of
the volume of the lava flow.
These results suggest that, while the volume can be approximated by interpolation
from input points outside of the flow, the volumes of non-historic lava flows where the base
surface is unknown are poorly constrained. These volumes calculated using interpolated base
surfaces had a wide range of values for the different calculation methods. The topography of
the lava flow surface needs to be considered when attempting to interpolate the base surface.
This could be done by forcing a minimum thickness below the flow surface during interpolation, but the resulting base surface could wind up with the same assumed morphology
used for planimetric volume calculation. A minimum thickness would eliminate areas where
the base surface is above the flow surface during interpolation, but it may be better to use
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the morphology of observed, historic lava flows to constrain volume calculations. Data from
observed, historic lava flows should be used to improve volume calculations for non-historic
lava flows. The next part of this study aims to use the input points outside of the lava
flow as well as the slope data of the base and flow surfaces to better constrain base surface
interpolations.
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Table 3.1: Table of root-mean-square error and calculated volumes from the Andesite of Hat
Mountain. Separate volumes are included for the correct arrangement of flow surface above
base surface, and for the incorrect arrangement of base surface above flow surface.
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Table 3.2: Table of inputs for ArcGIS IDW4 base surface interpolations.
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Table 3.3: Table of volume calculation results from the Lassen area including planimetric
and interpolated base surface volumes. Separate interpolated base surface volumes are included for the correct arrangement of flow surface above base surface, and for the incorrect
arrangement of base surface above flow surface. SiO2 values are from Clynne and Muffler
(2010).
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Table 3.4: Error evaluation for Lassen area volume calculations. The average volume and
standard deviation is calculated from Table 3.3 for each flow unit, and the percent deviation
is calculated as the percent of the standard deviation volume from the average volume.
Percent area is calculated where flow surface is above base surface.
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Figure 3.1: Location map for the Lassen area. Units used for evaluating volume calculation
and base surface interpolation methods are labeled.
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Figure 3.2: Map showing the 50m, 100m, 200m, and 400m input point distances for the
Andesite of Hat Mountain.
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Figure 3.3: Map showing the reduced input points used for base surface interpolation after
the removal of points within or covering the lava flow.
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Figure 3.4: Inverse distance weighting input example from ArcGIS including visual description for the angle of the ellipse and the location of predicted values at the center of the
ellipse.
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Figure 3.5: Plot of silica content vs. lava flow volume where the flow surface is above the
base surface separated by calculation method as seen in Table 3.3. Error bars are plotted
using the average volume and standard deviation values from Table 3.4. The main outlier
to the overall trend of increasing volume with increasing SiO2, unit ’meh’, is circled.
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Figure 3.6: Maps of volume calculated for the units ’meh’ (left) and ’bg3’ (right). Blue
represents areas where the flow surface is above the interpolated base surface, and red shows
areas where the interpolated base surface is above the flow surface. The green area shows
the points used for interpolation with the green area being for a point distance of 200m for
’meh’ since the map is for a GPI1 calculation, and the ’bg3’ calculation has 50m input points
for an IDW4 interpolation.
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4. Slope Calculation and Lava Flow Thickness

4.1

Methods
The goal of this part of the study is to compare the morphology of a lava flow to the

topography of the base surface. This is done using the Tolbachik 2012-2013 eruption, as the
elevation of both the flow surface and base surface are available, and previous thickness and
volume measurement has been performed by Kubanek et al. (2015). To compare lava flow
morphology to the base surface topography, a slope calculation code was developed to search
for a statistical relationship between the slope of emplacement and thickness of a lava flow.
Slope calculation methods include algorithms for maximum slope, finite difference, planar
slope, and average slope. The slope calculation results are used to evaluate their application
towards new base surface interpolation methods.
A map showing the location and shape of the Tolbachik lava flow is given in Figure
4.1. This lava flow is part of the Tolbachik lava flow complex towards the Northern area
of the Kamchatka island arc system, and it belongs to the Klyuchevskoy volcano group
(Kubanek et al., 2015; Melnikov and Volynets, 2015). The eruption lasted from November
27, 2012 to August 27, 2013, and began with ash explosions and lava flows along a 6km
North-West fissure zone from multiple vents, and the majority of the erupted volume is from
the central vents of the fissure zone, referred to as the Menyailov group, and the scoria cones
and vents at the southern end of the fissure zone, referred to as the Naboko group (Dvigalo
et al., 2013; Kubanek et al., 2015). The vents of the Menyailov group ceased their activity by
the beginning of December 2012 and, after this point, the scoria cones and associated vents
of the Naboko group became the main lava source until the end of the eruption in August
2013 . Between February and March of 2013, Strombolian activity was observed from the
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lava lake inside the main eruptive cone of the Naboko group (Kubanek et al., 2015). The
detailed observation of this lava flow during emplacement makes it a good case study to
search for statistical relationships between the slope of emplacement and the thickness of
the resulting flow.
4.1.1

Calculation Methods and Code Development

The slopes calculations coded during this project are derived from work by Zhang
et al. (1999) as well as a newly developed average slope code. Calculating the Maximum
Slope involves checking the slope between a central point and the 8 nearest neighbors, and
setting the highest value as the final maximum slope. The equation for this is:

Smax = max[(Ei,j − Ei−1,j−1 )/∆X1 , ..., (Ei,j − Ei+1,j+1 )/∆X8 ]

(4.1)

where S is the slope gradient, Ei,j is the central elevation point for the calculation (detailed
further in Figure 4.2), and ∆X is the spacing between the central point and the point where
slope is being calculated. This method is limited to a 3x3 grid, as points further away will
have a larger value of ∆X, and this increase in the value of the denominator in Equation
4.1 will tend to reduce the calculated max slope for points further away from Ei,j .
The Finite Difference slope is calculated using an equation for a 3x3 grid of data that
finds the slope based on the 8 nearest neighbors, so it’s application is also limited to a 3x3
grid.
2
2
Sf d = sqrt(Sxf
d + Syf d )

(4.2)

Sxf d = [(Ei+1,j+1 + 2Ei+1,j + Ei+1,j−1 ) − (Ei−1,j+1 + 2Ei−1,j + Ei−1,j−1 )]/8∆X

(4.3)

Syf d = [(Ei+1,j+1 + 2Ei,j+1 + Ei−1,j+1 ) − (Ei+1,j−1 + 2Ei,j−1 + Ei−1,j−1 )]/8∆Y

(4.4)

where Sx represents the slope in the Easting direction and Sy is the slope in the Northing
direction.
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There are three methods for curve-fitting slope calculation, and these involve a series
of loops to find the best-fit solution for the equation of each surface type. The surface
equations used for curve fitting are Planar Surface (or linear regression), Full Quadratic
Surface, and Partial Quadratic Surface. The value of the constant (k in Equations 4.5 to
4.16) is initially set at the median elevation value for the full input data set, and the X and
Y variables (a through h in Equations 4.5 to 4.16) are initially set to zero to improve the
speed of curve fitting for surfaces with only one slope direction. The values for the variables
in each equation are then changed by set increments, and the Root Mean Square between
the equation fit and the actual data is checked to see if the variables improve. This continues
for each variable until a best fit value is found. The loop then checks if the RMS value at
the end has changed less than an amount specified in the user input to indicate a stable
solution. If the RMS has changed too much, the loop repeats for a new best fit solution of
each variable, and the loop ends when the RMS has stabilized. This method works for any
NxN grid size. The best-fit for a planar surface is given by the equation:

E = gX + hY + k

(4.5)

where g, h, and k are the parameters found for a best fit solution. The slope is then found
by:
2
2
Splane = sqrt(Sxplane
+ Syplane
)

(4.6)

Sxplane = g

(4.7)

Syplane = h

(4.8)

The best-fit for a full quadratic surface is given by the equation:

E = dX 2 + eY 2 + f XY + gX + hY + k
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(4.9)

where d, e, f , g, h, and k are the parameters found for a best fit solution. The slope is then
found by:
2
2
Sf q = sqrt(Sxf
q + Syf q )

(4.10)

Sxf q = 2dX + f Y + g

(4.11)

Syf q = 2eY + f X + h

(4.12)

The best-fit for a partial quadratic surface is given by the equation:

E = aX 2 Y 2 + bX 2 Y + cXY 2 + dX 2 + eY 2 + f XY + gX + hY + k

(4.13)

where a, b, c, d, e, f , g, h, and k are the parameters solved for a best fit solution. The slope
is then found by:
2
2
Spq = sqrt(Sxpq
+ Sypq
)

(4.14)

Sxpq = 2aXY 2 + 2bxy + cY 2 + 2dX + f Y + g

(4.15)

Sypq = 2aX 2 Y + bX 2 + 2cXY + 2eY + f X + h

(4.16)

The average slope is calculated by summing the slope between adjacent points and dividing
this sum by the number of calculated slopes to find the average. This is done for the Xdirection (Easting) and Y -direction (Northing), and the two average slopes for X and Y are
used to calculate the average slope. A visual for this calculation method is given in Figure
4.3. This method works for any size NxN grid, and may be calculated by the equations:

2
2
Savg = sqrt(Sxavg
+ Syavg
)

Sxavg =

N
−1 X
N
X

[Ei+1,j − Ei,j ]/[N (N − 1)]

(4.17)

(4.18)

i=1 j=1

Syavg =

N N
−1
X
X

[Ei,j+1 − Ei,j ]/[N (N − 1)]

i=1 j=1
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(4.19)

where N is the size of the calculation grid.
The earliest stage of coding for slope calculation involved a 3x3 grid test data set
with a slope gradient of 1, and using the six separate slope calculation methods as individual
codes to ensure that each method worked on its own. These six calculation methods included
Maximum Slope, Finite Difference, Planar Surface (or Linear Regression), Full Quadratic
Surface, Partial Quadratic Surface, and Average Slope. The different methods were then
combined into a single script, and the test data set was expanded incrementally by one
additional grid space at a time to ensure the code continued to work with larger data sets
and to make sure the code still functioned with varying topography rather than a flat plane.
After getting the code to function with a full, rectangular data set, additions were made
to handle the irregularly-shaped lava flow data by handling no-data values present when
handling data that isn’t a uniform, rectangular grid of points. The final step in development
for the code was to convert the gradient slope values into angles that are easier to visualize
when showing results.
The first test with real data involved bathymetry data from Crater Lake with 90m
resolution, but the long runtime led to this initial test being stopped early. Despite the
early termination, the results showed that the Planar, Full Quadratic, and Partial Quadratic
surfaces all returned the same slope values to the 13th decimal place (the total number of
decimals in the output values) and a sample from this data set can be seen in Table 4.1. This
led to the partial and full quadratic methods being removed to avoid excessive run times
for the same results. Verification of slope calculations was performed by creating five 7x7
data sets with different slope directions and magnitudes, and finding the slope of each using
3x3, 5x5, and 7x7 calculation grids. The results from this verification can be seen in Table
4.2. All calculated slope values are the magnitude of the slope in degrees. Directional slope
gradients for the X and Y directions are provided in the final two columns of output based
on results from the average slope method
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The remaining 4 methods were used for calculating the slope values of the Tolbachik
lava flow. This lava flow is used for comparing the slope of the base and flow surfaces as well
as the influence of the slope of the topography on lava flow thickness due to the availability
of data for the topography before and after the eruption, and a thickness map of the lava
flow has already been produced in previous work by Kubanek et al. (2015) where the data
used for this project originates.
The main objective of this study is to apply the calculated slope data to the base
surface interpolations that are necessary for volume calculation of non-historic lava flows. To
test the application of slope data towards volume calculation, an additional code has been
developed to interpolate base surface topography based on the average slope calculations
of both the base and flow surfaces. This code takes the Easting and Northing component
slope gradients calculated when finding the average slope, and uses the topography of points
outside of the lava flow to interpolate a base surface. An outline of this interpolation method
is given in Figure 4.4. Missing elevation is predicted as the average of the change in elevation from the slope gradient (Easting and Northing direction separately) multiplied by grid
spacing. This interpolation is performed using the slopes of the flow surface and the slopes
of the base surface to get a comparison of how the lava flow emplacement has affected this
method’s ability to reproduce the base surface.
4.1.2

Running the Code

A flow chart for the code is given in Figure 4.5. To run the code for calculating
slope values, the input file of elevation data must be in an “Easting, Northing, Elevation”
format in Universal Transverse Mercator (UTM) coordinates. The user inputs for the slope
calculation code include the Easting, Northing, and Elevation values for the first line of
data; the grid spacing of the data in meters (assuming equal spacing in both the Easting
and Northing directions); an odd number for the size of the matrix for calculation, N ; The
minimum increment of change for curve-fitting variables which should be 0.01 or lower; the
acceptable error value as the maximum change in RMS between curve-fitting and actual
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data values to end looping to improve variables (set at 0.000001 for this project); and the
value for no-data locations in the indexed matrix (set at 0 for this project).
The code initially takes the user input data of the first line and compares these values
to the rest of the data file to set the minimum and maximum values for Easting, Northing,
and Elevation. The code then determines the size of the index matrix by dividing the
difference between the maximum and minimum values for Easting or Northing directions by
the grid spacing. An initial index matrix is created with all values equaling the value for
no-data, and then the input file is read into the index matrix to create an array of elevation
values for calculation.
For each point in the index array that can be the center of an NxN matrix, the code
checks that each value within the NxN region has a data value assigned. If there are any
no-data values within the region, then no calculation is done. For regions that don’t have
no-data values, slope calculation begins. An initial RMS is calculated to begin curve-fitting
for the planar surface slope with initial values for g and h from equation 4.5 set to zero and
k set to the mid-point of elevation values. For each loop of curve fitting, the values of g,
h, and k are first improved by a larger value before changing the value by the user input
minimum increment to improve the speed of calculation. A new RMS is calculated from
the improved variables, and planar slope calculation ends if the change in RMS is less than
the maximum error input. The final planar surface slope is calculated and converted to the
angle in degrees for output.
After calculating the slope for the planar surface, the code finds the slopes between
the central point of the matrix and its eight nearest neighboring points. These eight slopes
are then compared to each other to determine which slope is the highest, and the highest
slope value is converted to degrees for output. The finite difference slope is calculated based
on equations 4.2 – 4.4 and the resulting slope is converted to degrees for output. The average
slope is calculated by finding the sum of the slopes between adjacent points in the Easting
and Northing directions and dividing by the number of slopes in the respective direction to
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find the average, as seen in equations 4.17 - 4.19. The overall slope is then calculated based
on the two directional slopes, and this slope is converted to degrees for output. After the four
slope calculations for a point, the code will move on to the next central point in the index
matrix. This will continue until the entire index matrix has been checked for no-data values
to be either skipped or calculated. The output of the code is a file formatted as columns
of, “Easting, Northing, Planar Surface slope, Max Slope, Finite Difference slope, Average
Slope” for the 3x3 calculation, and “Easting, Northing, Planar Slope, Average Slope” for
larger NxN calculations.
The base surface interpolation requires an input file of “Easting Northing Elevation”
that has the data from the lava flow itself removed so that only points outside of the flow
are used for base surface interpolation. The second input file required is the slope data
calculated for the full data set. The developed base surface interpolation code then outputs
the interpolated elevation values, and this output data file is merged with the data for known
elevation of the flow surface to calculate the thickness between the known flow surface and
the interpolated base surface.
4.2

Results
4.2.1

Visualizing Results

To display the results of slope calculation, the Generic Mapping Tools (GMT) package was used to visualize the slope values over the area of the Tolbachik lava flow. The
primary tool used was PSXY to show and plot the values as they were calculated and avoid
interpolation for the slope values. These maps are given in Figures 4.6 through 4.13 and
they show results for both the base and flow surfaces for each method and grid size used in
this study.
To plot data comparisons, the Gnuplot package was used. For plots of base surface
slope vs. flow surface slope, a best-fit line for the equation:

f (x) = ax + b
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(4.20)

was added using the gnuplot fit function solving for the a and b variables with the slope
of the base surface as x and the slope of the flow surface as f (x). These results are given
in Figures 4.14 through 4.17, and there are separate results for data with the full erupted
surface and the flow without the cones. The comparison of data with and without the cone
is performed since the slope of the cone is based on how it is piled rather than the base
surface topography. Table 4.3 gives the best-fit results for each of the plots of base surface
slope vs. flow surface slope.
For plots of both base and flow surface slope (separately) vs. lava flow thickness,
the fit function was used with equation 2.1 solved for the thickness of the lava flow. This
equation is rearranged as:
h0 (θ) =

τ0
ρgsin(θ)

(4.21)

where h0 (θ) is the thickness of the flow, θ is the calculated slope of the base or flow surface
in degrees, and τ0 is the yield strength. The value used for g was 9.8 m/s2 , and a density
(ρ) of 2,650 kg/m3 is used for the flow based on the preliminary results from Gordeev et al.
(2013). The function is solved for the value of yield strength to produce the best-fit curve.
These plots of base of flow surface slope vs. lava flow thickness for the full erupted surface
are given in Figures 4.18 through 4.21, and the best-fit values of yield strength for data for
the erupted surface and the flow surface without the cones is in Table 4.4.
The thickness of the lava flow is plotted as a thickness map using PSXY from GMT.
This plotting method is used to visualize the thickness from the known flow and base surfaces
Figure 4.22 as well as the thicknesses calculated between interpolated base surfaces and the
known flow surface Figures 4.23 through 4.25. Gnuplot is used to compare the known
thickness of the lava flow to the thickness calculated between the known flow surface and
interpolated base surface, and the fit function for equation 4.20 is used to see how the
thicknesses compare. The resulting plots of known vs. calculated thickness are given in
Figure 4.26, and the values for the line of best fit are in Table 4.5.
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4.2.2

Uncertainty in Thickness and Slope Calculations

The uncertainty of calculated thickness and slope values may be determined based on
the ±2m vertical accuracy of the DEMs used, and this vertical accuracy is detailed further
by Kubanek et al. (2015). This results in the calculated thickness values of the eruption
having a maximum error of 4m. For most of the slope calculations, the uncertainty in the
slope is based on the size of the NxN calculation grid. The uncertainty of the calculated
slope can be found using the maximum error in elevation from both ends of the NxN grid.
This assumes that one side of the NxN grid is 2m higher and that the opposite side is 2m
lower than the elevation of the DEM. The width of the grid can be found by multiplying
the grid spacing of the DEM data by N-1; resulting in 32m for the 3x3 grid, 192m for the
13x13 grid, and 352m for the 23x23 grid. The 4m difference in elevation between both ends
of the grid is then divided by the width of the grid to find the gradient, and the arc-tangent
of the gradient gives the error of the slope in degrees. The maximum error in calculated
slope is 7.125 degrees for the 3x3 grid, 1.193 degrees for the 13x13 grid, and 0.651 degrees
for the 23x23 grid. In addition to this, the variables g and h in equations 4.5 through 4.8 are
changed in increments of 0.001. Propagating this increment of change through the equations
results in an additional error of 0.081 degrees for planar slope calculations.
4.3

Discussion
From the slope maps seen in Figures 4.6 through 4.13, the highest flow slope values

correspond to the locations of the cones. There also appear to be multiple areas of the base
slope maps where there are higher slope values in the 50m towards the edge of the flow
compared to the center. These areas are most likely regions where the flow was confined,
as the areas of high base slope correspond to areas of higher elevation from cones seen in
Figure 4.1. As would be expected, the highest slope values are from the Max Slope method,
with slopes that appear to be around 5-10 degrees higher than the other methods. On the
maps, slopes before and after lava flow emplacement appear to be similar, and one of the
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main differences visible is the addition of higher slopes from the uneven flow surface in areas
that were previously near 0 degrees slope.
The base surface slope vs flow surface slope plots in Figures 4.14 through 4.17 compare
the slopes before and after emplacement more quantitatively. Looking at Table 4.3, the
difference between the erupted surface and the flow with the removal of the cones is minimal,
but the cone removal does decrease the correlation between base and flow surface, as the
slope of the best-fit curve decreases. The removal of these high slope points lowering the
flow surface slope compared to the base surface slope makes sense given that these are areas
where the flow emplacement has locally increased the slope. From Table 4.3, removing the
cone points reduces the RMS error slightly, but also decreases the slope of the best-fit curve
and raises its y-intercept. The largest improvement in correlation is seen in the increase from
3x3 to 13x13 calculation grid size. The scattered plots of Figures 4.14 and 4.15 with a trend
of lower flow surface slope than base surface slope around 0.36 to 0.45 for the slope of best-fit
begins to converge, and show a much more positive correlation between the two slopes in
Figures 4.16 ranging from 0.61 to 0.70 for the slope of best-fit. This suggests that the local
slope (3x3 grid) of the base and flow surface is poorly correlated, but moving towards a
more regional slope (13x13 grid) shows a better correlation. The best fit is seen in the 23x23
slope correlation in Figures 4.17. This regional slope calculation provides a best-fit slope
ranging from 0.74 to 0.82. This is likely due to the more regional slope calculation removing
noise in the topography, and displaying larger-scale trends in slope than the local-scale slope
calculations.
The base and flow surface slope vs. thickness plots in Figures 4.18 through 4.21
appear to show little visual change between methods. While the differences between the
points between plots are hard to discern, there are some differences in the curve of best fit.
The yield strength values estimated for each best-fit curve (Equation 4.21) based on their
relationship between slope and thickness is seen in Table 4.4. Acceptable values for the yield
strength could vary from 10 to 80,000 Pa (Hulme, 1974), and derivation of yield strength
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from slope by the same equation in Iceland gave an estimate of 3,490 ± 240 Pa (Chevrel et al.,
2013). The max slope plots show the most drastic change in the best fit curve compared to
the other methods with yield strength values ranging from 29,140 Pa for the flow slope to
39,590 Pa for the base slope. However, this much of a difference is more likely to be due to
the higher slope values, and these higher slopes will result in the best-fit curve being further
towards the right of the plots, as can be seen in Figures 4.18 and 4.19. The increase in
calculation grid from 3x3 to 13x13 also appears to result in higher yield strength values, and
this increase in estimated yield strength continues going towards the 23x23 method as seen
in Table 4.4. The best-fit curves produced from these plots are similar to data by Hulme
(1974) comparing observed and theoretical relationships between the depth and slope of lava
flows. These results seem to indicate a poor correlation between the thickness and slope of
lava flows. This could be due to changes in the effusion rate from the source, or changes
in rheology as the lava flow cools. Since the effusion rate or many eruptions have an initial
instantaneous flux that decreases over time, this could alter the average thickness of the lava
flow with thinner flows being emplaced towards the end of the eruption (Weijermars et al.,
2014). There is a shift from the Menyailov group to the Naboko vent as the main eruptive
center after the first few days of the eruption (Dvigalo et al., 2013; Melnikov and Volynets,
2015; Kubanek et al., 2015). This decrease in the effusion rate at the Menyailov group and
increase at the Naboko group could introduce more variability in lava flow thicknesses as a
result of effusion rate changing rather than the resulting thickness being controlled by the
change in slope. The cooling flow would result in increasing viscosity, and thus increasing
the yield strength required to move, so the relationship between the depth and slope based
on a constant yield strength is not a realistic representation of emplacement dynamics. The
order-of-magnitude differences in the estimated yield strength between methods indicates
that these may be a poor representation of the actual yield strength of the lava flow, and
work with Hawaiian lava flows indicates that the yield strength undergoes order-of-magnitude
changes during emplacement (Pinkerton and Wilson, 1994). To be able to determine the
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yield strength based on the slope and thickness of the lava flow, this method needs to be
tested on flows with a known yield strength. Comparing the estimated yield strength from
different slope calculations to known yield strength values is necessary to determine which
slope calculation provides the most accurate yield strength.
After base surface interpolation using the calculated base and flow surface slopes,
these thickness maps in Figures 4.23 through 4.25 can be compared to the known thickness
in Figure 4.22. Looking at these maps, the thickness values calculated between the known
flow surface and the base surface interpolated using the slope of the base surface are nearly
identical to the known thickness map in Figure 4.22. This is further shown by the plots
of known vs calculated thickness in Figure 4.26 where the slope of best fit for both of the
base surface slope interpolations is close to the ideal value of one. This demonstrates that
base surface interpolation using slope is possible when the slope values accurately represent
the slope of the base surface. In comparison, the thickness calculated from the base surface
interpolated using the 3x3 flow slope is consistently near zero, as seen in Figures 4.23 and 4.26,
with the majority of the thickness values being between -5 and 5 m. The best-fit curve data in
Table 4.5 for the 3x3 method shows a slope of 0.03 for the flow slope interpolation compared to
0.92 for the base slope interpolation. This seems to suggest that the base surface interpolation
using the 3x3 flow slope resulted is a more accurate reproduction of the flow surface rather
than the base surface. This would explain why the calculated thicknesses between this
interpolated base surface and the flow surface is near zero. The thickness calculated from
the interpolated base surface using the 13x13 flow surface slope is an improvement from
the interpolation using the 3x3 flow surface slope. The best-fit data in Table 4.5 shows an
increase in the slope of the best-fit curve from 0.03 for the 3x3 flow slope interpolation to 0.09
for the 13x13 flow slope interpolation. The best correlation is seen in Figure 4.26 with the
23x23 slope calculations. While the slope of the best-fit curve for the base slope interpolation
has decreased to 0.81, the flow slope interpolation has gone up to 0.17. This suggests that
the more regional slope calculations allow a better interpolation of the base surface than
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smaller calculation grids, but these thickness map still underestimate the thickness of the
lava flow.
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Table 4.1: Sample output from Crater Lake slope calculation test demonstrating how the
planar, full quadratic, and partial quadratic slope calculations return the same results.
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Table 4.2: Output from verification of slope calculation methods with 3x3, 5x5, and 7x7
calculation grid sizes for five different test surfaces.
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(Table 4.2 Continued)
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(Table 4.2 Continued)
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(Table 4.2 Continued)
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(Table 4.2 Continued)
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Table 4.3: Variables used by gnuplot for best-fit curve on plots of base vs. flow slope. The
variable a is the slope of the line while b is the y-intercept from Equation 4.20.
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Table 4.4: Yield stress values determined through Gnuplot for best-fit curve of slope vs.
thickness data based on Equation 4.21.
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Table 4.5: Variables used by gnuplot for best-fit curve on plots of known thickness vs.
interpolated thickness. The variable a is the slope of the line while b is the y-intercept from
Equation 4.20.
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Figure 4.1: Location map for the 2013-2013 Tolbachik lava flow as well as an outline of its
extent. The location of the main source vents, Menyailov and Naboko, are labeled, and these
are the areas removed to compare data with and without the cone and vents.
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Figure 4.2: Visual for the grid of points used during 3x3 slope calculations.
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Figure 4.3: Visual showing how the Average Slope is calculated. For each respective grid
size, the average slope between points in the Easting (Sxavg / blue arrows) and Northing
(Syavg / red arrows) directions are used to calculate the magnitude of the slope for the entire
gird using Equation 4.17.
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Figure 4.4: Visual for the method of base surface interpolation using slope. Black circles
represent input elevation data from outside the lava flow, and white circles represent the
missing elevation of the lava flow. The arrows represent the slope for the Easting (blue)
and Northing (red) directions. Predicted elevation values are based on the average from the
Easting and Northing changes by slope, and are represented by the purple circles.
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Figure 4.5: Flowchart for running slope calculation and base surface interpolation from
calculated slopes, and for generating the results for this study.
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Figure 4.6: Slope maps from the base and flow surfaces using the 3x3 average slope calculation method.
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Figure 4.7: Slope maps from the base and flow surfaces using the 3x3 finite difference Slope
calculation method.
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Figure 4.8: Slope maps from the base and flow surfaces using the 3x3 max slope calculation
method.
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Figure 4.9: Slope maps from the base and flow surfaces using the 3x3 planar slope calculation
method.
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Figure 4.10: Slope maps from the base and flow surfaces using the 13x13 average slope
calculation method.
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Figure 4.11: Slope maps from the base and flow surfaces using the 13x13 planar slope
calculation method.
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Figure 4.12: Slope maps from the base and flow surfaces using the 23x23 average slope
calculation method.
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Figure 4.13: Slope maps from the base and flow surfaces using the 23x23 planar slope
calculation method.
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Figure 4.14: Plots of 3x3 base surface slope vs. flow surface slope for the maximum and
finite difference slope calculation methods. Separate data is shown for the erupted surface
(left) and the lava flow surface with the cone and vents removed (right). The black line
shows the best-fit curve for the data set.
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Figure 4.15: Plots of 3x3 base surface slope vs. flow surface slope for the average and planar
slope calculation methods. Separate data is shown for the erupted surface (left) and the
lava flow surface with the cone and vents removed (right). The black lines show the best-fit
curves for each data set.
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Figure 4.16: Plots of 13x13 base surface slope vs. flow surface slope for the average and
planar slope calculation methods. Separate data is shown for the erupted surface (left) and
the lava flow surface with the cone and vents removed (right). The black lines show the
best-fit curves for each data set.
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Figure 4.17: Plots of 23x23 base surface slope vs. flow surface slope for the average and
planar slope calculation methods. Separate data is shown for the erupted surface (left) and
the lava flow surface with the cone and vents removed (right). The black lines show the
best-fit curves for each data set.
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Figure 4.18: Plots of 3x3 base and flow slope vs. thickness for the full erupted surface based
on the maximum and finite difference slope calculation methods. The black line shows the
curve of best-fit.
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Figure 4.19: Plots of 3x3 base and flow slope vs. thickness for the full erupted surface based
on the average and planar slope calculation methods. The black line shows the curve of
best-fit.
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Figure 4.20: Plots of 13x13 base and flow slope vs. thickness for the full erupted surface
based on the average and planar slope calculation methods. The black line shows the curve
of best-fit.
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Figure 4.21: Plots of 23x23 base and flow slope vs. thickness for the full erupted surface
based on the average and planar slope calculation methods. The black line shows the curve
of best-fit.
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Figure 4.22: Thickness based on the known base and flow surfaces both with data points for
the erupted surface (top) and the flow surface with the cone and vents removed (bottom).
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Figure 4.23: Thickness maps of the difference between the base surfaces interpolated using
the 3x3 base surface slope and flow surface slope and the known flow surface.
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Figure 4.24: Thickness maps of the difference between the base surfaces interpolated using
the 13x13 base surface slope and flow surface slope and the known flow surface.
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Figure 4.25: Thickness maps of the difference between the base surfaces interpolated using
the 23x23 base surface slope and flow surface slope and the known flow surface.
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Figure 4.26: Plots of known vs. calculated thickness from the base surface interpolations
using the 3x3, 13x13, and 23x23 base and flow surface slopes. The black lines show the curve
of best-fit.
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5. Conclusion

The main issue that arises during base surface interpolation are areas where the
interpolated base surface has a higher elevation than the known flow surface. This results
in areas of the lava flow where the volume is not considered, and this issue is seen in every
interpolated surface in this study whether the surface is interpolated using IDW, GPI, or the
slope of the topography. It is likely that including data from the flow surface can resolve these
errors. The simplest solution would be to read in the flow surface topography, and force a set
thickness below the flow surface to be the maximum value when interpolating base elevation
values. This would solve the issue of areas where the base surface has a higher elevation,
but the resulting volume will be highly dependent on the chosen minimum thickness. The
continued exploration of morphological relationships, such the relationship between slope
and thickness from this study, is necessary to better constrain volume calculations.
While the slope interpolated surfaces from this study did not recreate the thickness
of the lava flow with more than a 0.17 slope of correlation, this low thickness is likely the
result slopes at the edge of the flow. Future improvements to this slope calculation method
could include the addition of a flow slope at the boundaries of the flow. This could allow
the interpolated surface to start with an initial thickness, and would avoid the near-zero
thicknesses that are common using only the calculated slopes. Another potential solution
could be to include data points of known thickness from the field to constrain the interpolated
thickness.
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