We consider the problem of finding a schedule for n identical malleable tasks on p identical processors with minimal completion time. This problem arises while using the branch & bound or the divide & conquer strategy to solve a problem on a parallel system. If nothing is known about the sub-problems, then they are assumed to be identical. We assume that the execution time decreases with the number of processors while the computational work increases. We give an algorithm with running time exponential in p which computes an optimal schedule. In order to approximate an optimal schedule, we use the concept of phaseby-phase schedules. Here schedules consist of phases in which every job uses the same number of processors. We prove that one can approximate an optimal schedule up to a factor 5 4 using constant time, and we show that this is optimal. Furthermore, we give an ε-approximation algorithm if the speed-up is optimal up to a constant factor.
Introduction
Motivation-Framework. The multiprocessor scheduling problem for identical processors is well-known and has been studied extensively in many different variations. If the number of processors on which a specific job has to be executed is part of the input, then the tasks are called non-malleable. Otherwise they are called malleable. Likewise, if the jobs may be interrupted while being executed, then the resulting schedule is called preemptive, otherwise it is called nonpreemptive. Furthermore, the specification depends on precedence constraints between jobs, and on the objective. Veltman et al. [22] give an overview of a multitude of works on various specifications.
In this paper we consider the problem of finding a non-preemptive schedule for n identical jobs on p identical processors with minimal total completion time, the so-called makespan. Since the jobs are identical, the time function is equal for all jobs, that is, the execution time on any certain number of processors is the same for all jobs.
Using the branch & bound or the divide & conquer strategy to solve a problem, the problem is split into smaller subproblems which have to be solved, that is, tasks which have to be executed. In many cases the parallelism given by the branch & bound tree or by the divide & conquer tree is sufficient to yield a good speed-up. But in many other cases this is not true and we have to parallelize the computations done at the tree nodes. All these computations are of the same kind and so we may assume that all these tasks are identical. In this case the scheduling problem we consider applies. Our motivation for doing research on this problem is that this scheduling problem arises isolating real roots in parallel using the Descartes method [8] . As far as we know there is no publication on this scheduling problem. We assume that the same properties for the execution time as in [3] hold. This implies that the execution of the jobs achieves some speed-up, but no super-linear speed-up. Up to now, it is not clear whether the corresponding decision problem is N P-hard or not.
Related work.
There exist many results on the complexity of various scheduling problems [5] . Du and Leung [10] showed that both the non-malleable and the malleable scheduling problem are N P-hard, so researchers are interested in approximation algorithms. If the tasks are non-malleable, then the scheduling problem is a special case of the resource constraint scheduling problem. Hence the optimal schedule can be approximated up to factor 2 using list planning [12] . Krishnamurti and Ma [17] were the first who did research on the scheduling problem with malleable tasks. Belkhale and Banerjee [3] introduced an algorithm with approximation factor 2/(1 − 1/p), assuming that execution time decreases with the number of processors while the computational work increases. Turek et al. [21] improved this result, using no assumptions, and showed an approximation factor 2. The latest result is from Mounié et al. [18] . Using the same assumptions for the execution time as Belkhale and Banerjee [3], they proved that an optimal schedule for malleable tasks can be approximated up to the factor √ 3. Blazewicz et al. [4] improved this result to 2, and a proof for the factor 3 2 has been submitted for publication [19] .
