In this paper, we derive statistical selection procedures to partition k normal populations into "good" or "bad" ones, respectively, using the nonparametric empirical Bayes approach. The relative regret risk of a selection procedure is used as a measure of its performance. We establish the asymptotic optimality of the proposed empirical Bayes selection procedures and investigate the associated rates of convergence. Under a very mild condition, the proposed empirical Bayes selection procedures are shown to have rates of convergence of order close to 0{k~*) where k is the number of populations involved in the selection problem. With further strong assumptions, the empirical Bayes selection procedures have rates of convergence of order 0(k 2r + l ), where 1 < a < 2 and r is an integer greater than 2.
Introduction
Consider k independent normal populations 7r,-= jV (#j,cr 2 ), i = 1,...,&, with unknown means 0,..., 0fc, respectively, and a common variance a 2 . Let 9 0 denote a standard or a control. A population 7T; is said to be good if 9{ > 9 Q , and bad otherwise. In certain practical situations, one may be interested in the selection of all good populations while excluding all bad populations. For example, let 9i denote the quality level of a newly developed manufacturing process -K{,i = l,...,k, and 9 0 be a specified standard level.
Then, one may be interested in finding out all the potential manufacturing processes for further investigation. The preceding described selection goal can also be viewed as a first step of a selection problem in which the selection goal is to select the best from among k populations provided that the best is at least as good as the specified standard level.
In the literature, the problem of comparing normal populations with a control has been extensively studied by many authors. To mention a few, for example, Dunnett (1955) , Gupta and Sobel (1958) and Tong (1969) have proposed and studied some natural selection procedures. Lehmann (1961) and Spj0tvoll (1972) have treated the problem using methods from the theory of testing hypothesis. Randies and Hollander (1971) , Miescke (1981) and Gupta and Miescke (1985) have derived optimal procedures via minimax or r-minimax approaches.
The purpose of this paper is to derive statistical procedures which partition the h normal populations into "good" and "bad" ones, respectively, using the empirical Bayes approach. It is assumed that the parameter 9 Q is the value of a specified standard level, and therefore is assumed to be known.
The paper is organized as follows. In Section 2, the statistical model of the selection problem is introduced and a Bayes selection procedure for the selection problem is also derived. As seen in the later part of the paper, the Bayes selection procedure depends on the prior distribution. When the prior distribution is unknown, the Bayes selection procedure cannot be implemented. In such a situation, using the empirical Bayes approach and by mimicking the behavior of the Bayes selection procedure, we have developed empirical
Bayes selection procedures in Section 3. The relative regret risk of an empirical Bayes selection procedure is used as a measure of the performance of this empirical Bayes selection procedure. We establish the asymptotic optimality of the proposed empirical Bayes selection procedures in Section 4. The rate of convergence of the relative.regret risks is studied in Section 5. Under a very mild condition, the proposed empirical Bayes selection procedures have rates of convergence of order close to 0(k~1! 2 ). With some further assumptions, the empirical Bayes selection procedures have rates of convergence of order 0(fc-«(»-i)/[2H-i]) where 1< a < 2 and r > 2 is an integer.
The Selection Problem and A Bayes Selection Procedure
Let Xu,..., Xim be a sample of size m taken from a normal population 7r; = N(9i, <7 2 ), i -1,..., k. All samples are assumed to be mutually independent. Let Xi = -£ Xij
, and X u ...,X k and W k are mutually independent.
Let Q = {9 = (öi,..., &k)\ -oo < 8i < oo, i = 1,..., k} be the parameter space, and It is assumed that for each i, the parameter 9i is a realization of a random vari- 
where /(x,-).is the marginal pdf of the sample mean Xi and f^(xi) denotes its corresponding derivative. That is, the posterior mean (fi(xi) depends on x; only through the sample mean value x^. From (2.5) and (2.6), the z'-th component Bayes selection procedure
Sßi depends on x only through x*. Therefore, (2.5) can be expressed as
where
One can see that the posterior mean ißi(xi) is a continuous function in X{-, also ißi(x{) is strictly increasing in x; if the prior distribution G is non-degenerate. Let A\ = {x\tßi(x) < 0o} and
Note that if A 2 ^ (j> and A\ ^ <f>, then -co < a* < oo; and if A 2 -(f>,a* = oo. In terms of a*, the Bayes selection procedure 8 B can be written as:
Finally, the minimum Bayes risk is:
In the following analysis, we consider those prior distributions G such that lim
ipi(xi) < 9 0 < lim tjjifa). Hence A\ ^ ^ and A 2 ^ <£. Therefore, -co < a* < oo.
It-►+oo

Empirical Bayes Selection Procedures
Since the prior distribution G is unknown, it is not possible to implement the Bayes selection procedure 8 B for the selection problem at hand. However, according to the statistical model described previously, the k components share certain similarity. Therefore, the empirical Bayes approach is employed to incorporate information from among the k populations to provide robust selection procedures for each of the k component selection problems.
The proposed empirical Bayes selection procedures mimick the behavior of the Bayes selection procedure 6B-For this, the forms of (2.5') and (2.5") provide important motivation for the construction of the empirical Bayes selection procedures. To construct the empirical Bayes selection procedures, first, we need to have estimates for f(x) and f^\x). We may let B 3 be a positive value such that \ki(y)\ < B 3 for all y € (0,1) and
Note that for each fixed X, = Xi, fik(x{) and /^ (x,-) are consistent estimators of f(xi) and f {1) (xi), respectively; see Singh (1977 Singh ( , 1979 .
When the variance cr 2 is known, or(|X i |<Qand^(X i )<0),
4)
where X{i) = (Xi,...,Xi_i,X i+ i,... ,X k ).
When the variance a 1 is unknown, we estimate <r 2 by Wk-For each i = 1,..., k, let Ti*(X0 = (Xi -9 0 )f ik (Xi) + 5Ü. /£> (*.).
We then consider an empirical Bayes selection procedure 8 = (8i,..., 8k) defined as follows,
The Bayes risk of the empirical Bayes selection procedure 8* is:
where the expectation E* is taken with respect to the probability measure generated by
*(0-
The Bayes risk of the empirical Bayes selection procedure 8 is:
and
where the expectation E{ is taken with respect to the probability measure generated by m),w k ).
Since 8 The asymptotic optimality of the empirical Bayes selection procedures 8* and 8 will be investigated in the next two sections.
Asymptotic Optimality of the Empirical Bayes Selection Procedures
Under the preceding described statistical model and the loss function, one can see that for the Bayes selection procedure 8 B , Ri (G,8 B 
i) = ... = R k (G,8 Bk ) and R(G,S B ) = kR 1 (G,8 ßl ).
Also, by the symmetric properties of the empirical Bayes selection procedures 8* and Proof: It is assumed that k is sufficiently large so that a* € (-C£, C£), where {C%} is a sequence of increasing positive numbers such that lim C% =oo as described in Section k-*oo 3. By the finiteness of a* and from (2.5"), (2.9), (3.4) and (3.7), Also, from (2.5"), (2.9), (3.5) and (3.9),
From a corollary of Robbins (1964) , to prove the asymptotic optimality of 8* and 8, '
it suffices to show that for each x x , and e = 0,1, 
(5.1)
for all £1 and h. Also,
where a,j,j = 0,..., r, are finite numbers. Therefore 
(5.3)
For a = 1, substituting the inequalities of (5.2) and (5.3) into (5.1) we obtain, " b^-1 ((k-l) 
Thus, if we let
Since I is a bounded interval and 0 < M{x u h) < J5 4 , 0 < N{x x ,h) < B 5 for all xi and A, one can see that for 1 < a < 2, 0 < E t < 00, i = 1,3,5,7. Also, under the 13 assumptions (Al) and (A2), 0 < Ei < oo,i = 2,4,6,8. Therefore,
If we take h = (k -1)~Ä, then Äi(G,5J) -Äi(G,5 B i) = OCJfe" 2^) .
Hence, this completes the proof of part (b). □ 
Remarks
That is, both the assumptions Al and A2 hold.
Useful Lemmas
The following lemmas are useful for presenting a concise proof of Theorem 5.1.
Lemma 6.1 (a) For x x < a* and a > 0,
(b) For x x > a* and a > 0.
Proof: For x x < a*,T x (x) = ^f^(x x ) + (x x -9,)f{x x ) < 0. Then by the definition of the empirical Bayes selection procedure 6* and by Markov inequality, Again, by C r -mequality, for 0 < a < 2, Substituting (6.2) and (6.3) into (6.1) yields the result of the lemma. 
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