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Abstrakt
Pra´ce na Open Source databa´z´ıch pokracˇuj´ı nezadrzˇitelny´m tempem. Vy´voja´rˇi se mus´ı vy-
rovnat s rostouc´ımi pozˇadavky uzˇivatel˚u na objem dat ukla´dany´ch do databa´z´ı, na na´rocˇneˇjˇs´ı
pozˇadavky na odezvu atd. Zat´ım nedostiˇznou metou je implementace cele´ho standardu ANSI
SQL 200x. Vsˇechny databa´ze z velke´ trojky (Firebird, MySQL a PostgreSQL) pouzˇ´ıvaj´ı mul-
tigeneracˇn´ı architekturu, cenoveˇ orientovane´ hleda´n´ı optima´ln´ıho prova´deˇc´ıho pla´nu, write
ahead log atd. MySQL se profiluje jako SQL databa´ze schopna´ pouzˇ´ıvat specializovane´ da-
taba´zove´ backendy schopne´ maxima´ln´ı efektivity pro urcˇite´ konkre´tn´ı prostrˇed´ı. PostgreSQL
je sˇiroce pouzˇitelna´ databa´ze, teˇzˇ´ıc´ı z vynikaj´ıc´ı stability, s perfektn´ı rozsˇirˇitelnost´ı a kom-
fortn´ım prostrˇed´ım. Konecˇneˇ Firebird je vynikaj´ıc´ı embeded databa´ze, ktera´ se osveˇdcˇuje v
tis´ıc´ıch instalac´ıch na desktopech.
Podle p˚uvodn´ıho pla´nu meˇlo doj´ıt k uvolneˇn´ı verze 8.3 koncem le´ta – meˇlo j´ıt o verzi obsahuj´ıc´ı
patche dokoncˇene´ pro 8.2, ale v te´ dobeˇ nedostatecˇneˇ otestovane´. Nakonec se uka´zalo, zˇe ty
nejd˚ulezˇiteˇjˇs´ı patche je trˇeba dopracovat. Jednalo se o tak atraktivn´ı vlastnosti, zˇe se rozhodlo
s vyda´n´ım nove´ verze pocˇkat. 8.3 obsahuje integrovany´ fulltext, podporu opozˇdeˇne´ho potvr-
zova´n´ı (asynchronn´ı commit), synchronizovane´ sekvencˇn´ı cˇten´ı datovy´ch soubor˚u, u´sporneˇjˇs´ı
ukla´da´n´ı dynamicky´ch datovy´ch typ˚u (kratˇs´ıch 256byte), HOT updates a sofistikovaneˇjˇs´ı aktu-
alizaci index˚u (hot indexes). Z patch˚u prˇipraveny´ch pro 8.2 se v 8.3 neobjev´ı podpora bitma-
povy´ch index˚u a podpora aktualizovatelny´ch pohled˚u. P˚uvodn´ı rˇesˇen´ı zalozˇene´ na pravidlech
(rules) bylo prˇ´ıliˇs komplikovane´. 8.3 obsahuje podporu aktualizovatelny´ch kurzor˚u, a je docela
dobrˇe mozˇne´, zˇe aktualizovatelne´ pohledy budou ve verzi 8.4 implementova´ny pra´veˇ s pomoc´ı
te´to trˇ´ıdy kurzor˚u.
Vy´voj pokracˇuje implementac´ı dalˇs´ıch modul˚u SQL. Ve verzi 8.3 je to konkre´tneˇ SQL/XML
(rozsˇ´ırˇen´ı ANSI SQL), ktera´ umozˇnˇuje operace s XML dokumenty prˇ´ımo v databa´zi a zjed-
nodusˇuje generova´n´ı XML dokument˚u. Za´sadn´ı (intern´ı) zmeˇnou je zkra´cen´ı hlavicˇky rˇa´dku z
28 bajt˚u na 24 bajt˚u. Dalˇs´ı zmeˇnou, ktera´ by meˇla ve´st k minimalizaci velikosti ulozˇeny´ch dat
je diverzifikace typu varlena. Tento typ se v PostgreSQL pouzˇ´ıva´ pro serializaci hodnot vsˇech
typ˚u s variabiln´ı de´lkou. Trochu prˇipomı´na´ string v Pascalu. Prvn´ı byty nesou informaci o
de´lce, dalˇs´ı nesou obsah. Starsˇ´ı verze PostgreSQL znaly jen typ varlena s 4byte informac´ı o
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de´lce. 8.3 podporuje take´ typ varlena s 1byte za´hlav´ım. U´spora by se meˇla projevit hlavneˇ u
typu NUMERIC a kra´tky´ch rˇeteˇzc˚u. K prˇekladu PostgreSQL lze pocˇ´ınaje touto verz´ı pouzˇ´ıt
jak gcc, MINGW tak Microsoft Visual C++ (na platformeˇ Microsoft Windows).
Integrace TSearch2
Integrace TSearch2 do ja´dra PostgreSQL je vy´sledkem dlouholete´ho u´sil´ı Olega Bartunova a
Teodora Sigaeva. Dı´ky integraci se zjednodusˇ´ı konfigurace fulltextu a pro urcˇite´ jazyky (pro
ktere´ existuje podpora v projektu Snowball) lze fulltext pouzˇ´ıvat hned po instalaci databa´ze.
Cˇesˇtina bohuzˇel mezi tyto jazyky nepatrˇ´ı – je potrˇeba prove´st neˇkolik dalˇs´ıch operac´ı. Prˇedneˇ
prˇeve´st Open Office slovn´ıky do ko´dova´n´ı UTF8 a zkop´ırovat je do prˇ´ıslusˇne´ho podadresa´rˇe
PostgreSQL. Da´le zaregistrovat slovn´ık a prove´st tzv. konfiguraci. Kromeˇ konfigurace jsou
rozd´ıly mezi integrovany´m fulltextem a TSearch2 (z verze 8.2) sp´ıˇse kosmeticke´.
CREATE TEXT SEARCH DICTIONARY cspell1(
template=ispell,
dictfile = czech, afffile=czech, stopwords=czech);
CREATE TEXT SEARCH CONFIGURATION cs (copy=english);
ALTER TEXT SEARCH CONFIGURATION cs
ALTER MAPPING FOR word, lword WITH cspell, simple;
postgres=# select * from ts_debug(’cs’,’Prˇı´lisˇ zˇlut’oucˇky´ ku˚nˇ se napil zˇlute´ vody’);
Alias | Description | Token | Dictionaries | Lexized token
-------+---------------+-----------+-----------------+---------------------
word | Word | Prˇı´lisˇ | {cspell,simple} | cspell: {prˇı´lisˇ}
blank | Space symbols | | {} |
word | Word | zˇlut’oucˇky´ | {cspell,simple} | cspell: {zˇlut’oucˇky´}
blank | Space symbols | | {} |
word | Word | ku˚nˇ | {cspell,simple} | cspell: {ku˚nˇ}
blank | Space symbols | | {} |
lword | Latin word | se | {cspell,simple} | cspell: {}
blank | Space symbols | | {} |
lword | Latin word | napil | {cspell,simple} | cspell: {napı´t}
blank | Space symbols | | {} |
word | Word | zˇlute´ | {cspell,simple} | cspell: {zˇluty´}
blank | Space symbols | | {} |
lword | Latin word | vody | {cspell,simple} | cspell: {voda}
(13 rows)
Podporu fulltextu nad konkre´tn´ım sloupcem mu˚zˇeme aktivovat naprˇ. vytvorˇen´ım funkciona´l-
n´ıho GIN indexu.
CREATE INDEX data_poznamka_ftx ON data
USING gin(to_tsvector(’cs’, poznamka))
a vyhleda´vat opera´torem @@ (fulltextove´ vyhleda´va´n´ı)
SELECT * FROM data
WHERE to_tsvector(’cs’,poznamka) @@ to_tsquery(’zˇluta´ & voda’)
Podpora SQL/XML
Za´sadneˇ se zmeˇnila podpora XML. To co v prˇedchoz´ıch verz´ıch se neohrabaneˇ rˇesˇilo prˇes
doplnˇky se nyn´ı dostalo prˇ´ımo do ja´dra. Jednak jsou k dispozici funkce generuj´ıc´ı XML
(xmlelement, xmlforest, ...) jednak jsou tu funkce mapuj´ıc´ı obsah tabulky do XML. Vy´sledkem
mu˚zˇe by´t XML sche´ma (pouzˇitelne´ pro validaci nebo pro prˇenos definice tabulky), XML
dokument s integrovany´m sche´matem, nebo samotny´ XML dokument. Jelikozˇ je vy´stupn´ı
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forma´t standardizova´n v SQL/XML, nemeˇl by by´t prˇenos teˇchto tabulek proble´mem (mezi
teˇmi databa´zemi, ktere´ SQL/XML podporuj´ı).
pavel=# create table a(a date, b varchar(10));
CREATE TABLE
pavel=# insert into a values(current_date, ’neˇco’),(current_date+1, NULL);
INSERT 0 2
pavel=# select table_to_xml_and_xmlschema(’a’, true, false, ’’);
table_to_xml_and_xmlschema
------------------------------------------------------------------------------------------------
<a xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" xsi:noNamespaceSchemaLocation="#">
<xsd:schema
xmlns:xsd="http://www.w3.org/2001/XMLSchema">
<xsd:simpleType name="DATE">
<xsd:restriction base="xsd:date">
<xsd:pattern value="\p{Nd}{4}-\p{Nd}{2}-\p{Nd}{2}"/>
</xsd:restriction>
</xsd:simpleType>
<xsd:simpleType name="VARCHAR">
</xsd:simpleType>
<xsd:complexType name="RowType.root.public.a">
<xsd:sequence>
<xsd:element name="a" type="DATE" nillable="true"></xsd:element>
<xsd:element name="b" type="VARCHAR" nillable="true"></xsd:element>
</xsd:sequence>
</xsd:complexType>
<xsd:complexType name="TableType.root.public.a">
<xsd:sequence>
<xsd:element name="row" type="RowType.root.public.a" minOccurs="0" maxOccurs="unbounded"/>
</xsd:sequence>
</xsd:complexType>
<xsd:element name="a" type="TableType.root.public.a"/>
</xsd:schema>
<row>
<a>2007-02-19</a>
<b>neˇco</b>
</row>
<row>
<a>2007-02-20</a>
<b xsi:nil=’true’/>
</row>
</a>
Stejne´ho vy´sledku dosa´hneme pomoc´ı funkc´ı generuj´ıc´ıch XML. Jejich pouzˇit´ı je univerza´lneˇjˇs´ı,
a o trochu komplikovaneˇjˇs´ı:
pavel=# SELECT xmlelement(name a,
xmlagg(
xmlelement(name row,
xmlforest(a,b))))
FROM a;
xmlelement
----------------------------------------------------------------------------
<a><row><a>2007-02-19</a><b>neˇco</b></row><row><a>2007-02-20</a></row></a>
(1 rˇa´dka)
V PostgreSQL sta´le chyb´ı COLLATE. Podarˇilo se alesponˇ rozsˇ´ıˇrit klauzuli ORDER a to
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v pozicova´n´ı rˇa´dk˚u s hodnotou NULL (ORDER BY .. NULLS FIRST/LAST). Adekva´tneˇ
tomu se rozsˇ´ıˇrili parametry u btree index˚u. Refaktorizac´ı ko´du se doc´ılila podpora NULL v
indexech. Starsˇ´ı verze nedoka´zaly indexovat hodnotu NULL.
postgres=# explain SELECT count(*) FROM fx WHERE a IS NULL;
QUERY PLAN
-------------------------------------------------------------------
Aggregate (cost=8.28..8.29 rows=1 width=0)
-> Index Scan using bb on fx (cost=0.00..8.28 rows=1 width=0)
Index Cond: (a IS NULL)
(3 rows)
Nove´ datove´ typy a rozsˇ´ıˇren´ı mozˇnost´ı sta´vaj´ıc´ıch datovy´ch typ˚u
Ve verzi 8.2 PostgreSQL podporuje neˇkolik novy´ch datovy´ch typ˚u: XML zajiˇst’uj´ıc´ı validitu
obsahu, UUID (universal unique identifier) dle RFC 4122. Vlastn´ı genera´tor je v contribu
uuid-ossp (je potrˇeba doinstalovat package uuid a uuid-devel). K dispozici je deset r˚uzny´ch
zp˚usob˚u generova´n´ı jednoznacˇny´ch univerza´ln´ıch identifika´tor˚u. Da´le je tu mozˇnost pouzˇ´ıvat
vlastn´ı vy´cˇtove´ typy (zjevneˇ inspirova´no MySQL). Na rozd´ıl od MySQL v PostgreSQL je
nutne´ prˇed pouzˇit´ım vytvorˇit pro urcˇity´ seznam hodnot vlastn´ı typ. Jeho pouzˇit´ı je ovsˇem
podstatneˇ sˇirsˇ´ı nezˇ v MySQL.
-- klasicke´ rˇesˇenı´ vy´cˇtu
CREATE TABLE foo(varianta char(2) CHECK (varianta IN (’a1’,’a2’,’a3’)));
-- pouziti typu enum
CREATE TYPE vycet_variant AS ENUM(’a1’,’a2’,’a3’,’a4’,’a5’);
CREATE TABLE foo(varianta vycet_variant);
-- enum lze pouzit i v poli
SELECT ’{a1,a3}’::vycet_variant[] as pripustne_varianty;
Rozsah hodnot z´ıska´me vola´n´ım funkce enum range. Pokud funkci prˇeda´me parametr NULL,
z´ıska´me u´plny´ vy´cˇet hodnot.
postgres=# SELECT enum_range(’a2’::va, ’a4’::vycet_variant);
enum_range
------------
{a2,a3,a4}
(1 row)
postgres=# SELECT enum_range(null::vycet_variant);
enum_range
------------------
{a1,a2,a3,a4,a5}
(1 row)
Kromeˇ opravy neˇkolika chyb v PL/pgSQL (chybeˇla kontrola NOT NULL dome´n), dosˇlo jizˇ k
n´ızˇe zmı´neˇne´mu rozsˇ´ıˇren´ı prˇ´ıkazu RETURN o tabulkovy´ vy´raz, a konecˇneˇ lze i v PL/pgSQL
pouzˇ´ıvat scrollable kurzory. Ty PostgreSQL podporuje delˇs´ı dobu, z PL/pgSQL je vsˇak nebylo
mozˇne´ pouzˇ´ıvat. Kromeˇ scrollable kurzor˚u lze v PL/pgSQL (ale i vneˇ) pouzˇ´ıvat updatable
kurzory podle ANSI SQL 92 (oproti ANSI SQL 2003 prˇ´ısneˇjˇs´ı omezen´ı). U SRF funkc´ı mu˚zˇeme
uprˇesnit jejich na´rocˇnost a prˇedpoklad pocˇtu vra´ceny´ch rˇa´dk˚u (atributy COST a ROWS). V
prˇedchoz´ıch verz´ıch se prˇi hleda´n´ı optima´ln´ıho prova´deˇc´ıho pla´nu prˇedpokla´dalo, zˇe SRF
funkce vra´t´ı vzˇdy 1000 rˇa´dk˚u, cozˇ nebyla pokazˇde´ by´t pravda (vy´sledkem byl neoptima´ln´ı
prova´deˇc´ı pla´n).
Vedlejˇs´ım efektem implementace subsyste´mu pro kesˇova´n´ı prova´deˇc´ıch pla´n˚u bylo odstraneˇn´ı
proble´mu˚ s neplatny´mi prova´deˇc´ımi pla´ny v PL/pgSQL. Tyto proble´my se projevovaly hlavneˇ
prˇi pouzˇit´ı docˇasny´ch tabulek, ktere´ se nesmeˇly odstranˇovat. Jinak docha´zelo, prˇi pouzˇit´ı SQL
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prˇ´ıkazu va´zane´ho na zrusˇenou a opeˇtovneˇ vytvorˇenou tabulku, k chybeˇ. Nyn´ı se cache cˇist´ı
v za´vislosti na rusˇen´ı databa´zovy´ch objekt˚u. Samozrˇejmeˇ, zˇe funkce volane´ v cyklu budou
prova´deˇny efektivneˇ jen tehdy, pokud nebude docha´zet k regenerova´n´ı prova´deˇc´ıch pla´n˚u.
V 8.3 mu˚zˇeme pole vytva´rˇet i ze slozˇeny´ch typ˚u – v podstateˇ mu˚zˇeme ulozˇit tabulku jako
jednu hodnotu). Sta´le vsˇak chyb´ı podpora dome´n (a vkla´dany´ za´znam je nutne´ explicitneˇ
typovat):
postgres=# CREATE TYPE at AS (a integer, b integer);
CREATE TYPE
postgres=# CREATE TABLE foo(a at[]);
CREATE TABLE
postgres=# INSERT INTO foo VALUES(ARRAY[(10,20)::at]);
INSERT 0 1
postgres=# INSERT INTO foo VALUES(ARRAY[(10,20)::at, (20,30)::at]);
INSERT 0 1
postgres=# SELECT * FROM foo;
a
-----------------------
{"(10,20)"}
{"(10,20)","(20,30)"}
(2 rows)
postgres=# SELECT a[1] FROM foo;
a
---------
(10,20)
(10,20)
(2 rows)
postgres=# SELECT a[1].a FROM foo;
a
----
10
10
(2 rows)
Optimalizace
Ve verzi 8.3 dosˇlo k cele´ rˇada zmeˇn a u´prav, ktere´ by meˇly ve´st k rychlejˇs´ımu zpracova´n´ı SQL
prˇ´ıkaz˚u. Zrychlit by meˇlo nacˇ´ıta´n´ı dat prˇ´ıkazem COPY. U tohoto prˇ´ıkazu nen´ı zˇa´dny´ d˚uvod,
procˇ by meˇlo docha´zet k za´pisu do write ahead logu (ten je za´kladem procesu obnovy po
pa´du PostgreSQL) a tato verze doka´zˇe u tohoto prˇ´ıkazu obcha´zet za´pis so WAL (COPY mus´ı
by´t v transakci). Noveˇ PostgreSQL efektivneˇji prova´d´ı dotazy s ORDER BY c LIMIT n, kdy
znatelneˇ zrychl´ı vy´beˇr prvn´ıch n rˇa´dk˚u rˇazeny´ch podle sloupce c, pokud nad sloupcem c nen´ı
index (nedocha´z´ı k serˇazen´ı cele´ tabulky). Prˇ´ıkaz EXPLAIN ANALYZE nyn´ı poskytuje dalˇs´ı
informace o rˇazen´ı (typ, spotrˇeba pameˇti):
t=# explain analyze SELECT * FROM foo ORDER BY a LIMIT 12;
QUERY PLAN
----------------------------------------------------------------------------------------------
Limit (cost=3685.48..3685.51 rows=12 width=4) (actual time=290.549..290.588 rows=12 loops=1)
-> Sort (cost=3685.48..3935.48 rows=100000 width=4) (actual time=290.544..290.557 rows=12
loops=1)
Sort Key: a
Sort Method: top-N heapsort Memory: 17kB
-> Seq Scan on foo (cost=0.00..1393.00 rows=100000 width=4) (actual
time=0.036..153.526 rows=100000 loops=1)
Total runtime: 290.658 ms
(6 rows)
t=# explain analyze SELECT * from foo order by a;
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QUERY PLAN
---------------------------------------------------------------------------------------------
Sort (cost=10894.82..11144.82 rows=100000 width=4) (actual time=520.528..683.190
rows=100000 loops=1)
Sort Key: a
Sort Method: external merge Disk: 1552kB
-> Seq Scan on foo (cost=0.00..1393.00 rows=100000 width=4) (actual time=0.022..159.028
rows=100000 loops=1)
Total runtime: 800.065 ms
(5 rows)
V prˇedchoz´ıch verz´ıch neexistovala hash funkce pro typ NUMERIC. Proto se pro spojova´n´ı
tabulek skrz sloupce typu NUMERIC nedala pouzˇ´ıt metoda HASHJOIN, ktera´ patrˇ´ı k nej-
rychlejˇs´ım.
Zrychlit by meˇla i operace LIKE, zvla´sˇt’ kdyzˇ se pouzˇije v´ıce bajtove´ ko´dova´n´ı – pouzˇil se jiny´
algoritmus na porovna´n´ı rˇeteˇzc˚u. Nyn´ı se jizˇ neporovna´vaj´ı znaky, ale bajty, cozˇ usˇetrˇ´ı jednu
konverzi z UTF8 do UTF16. Na zkusˇebn´ı tabulce o sta tis´ıc´ıch zˇluty´ch kon´ıch sekvencˇn´ı cˇten´ı
tabulky se zrychlilo z 169ms na 105ms.
Pokud se zjist´ı, zˇe docha´z´ı k soubeˇzˇne´mu sekvencˇn´ımu cˇten´ı jedne´ tabulky z v´ıce obsluzˇny´ch
proces˚u, tak se syste´m pokus´ı tyto procesy sesynchronizovat (pokud dojde k sekvencˇn´ımu
cˇten´ı, tak se ve velke´ veˇtsˇineˇ prˇ´ıpad˚u cˇte cely´ datovy´ soubor). Sekvencˇn´ı cˇten´ı vsˇech proces˚u
je prˇiblizˇneˇ stejneˇ rychle´, a tak je sˇance, zˇe vsˇechny procesy budou cht´ıt v jednu chv´ıli stejnou
datovou stra´nku, a je mnohem vysˇsˇ´ı pravdeˇpodobnost, zˇe ji najdou ve vyrovna´vac´ı pameˇti.
Pokud nedocha´z´ı k synchronizaci procesu, tak pravdeˇpodobnost, zˇe pozˇadovana´ stra´nka je
ve vyrovna´vac´ı pameˇti je mnohem mensˇ´ı, cˇ´ımzˇ se zvysˇuje pravdeˇpodobnost pozˇadavku na
fyzicke´ cˇten´ı datove´ stra´nky se souboru. Tato optimalizace ma´ smysl prˇi veˇtsˇ´ım pocˇtu soucˇasneˇ
pracuj´ıc´ıch uzˇivatel˚u, kdy je vysˇsˇ´ı pravdeˇpodobnost, zˇe dojde k synchronizaci, a take´ kdy je
veˇtsˇ´ı tlak na vyrovna´vac´ı pameˇt’.
Podpora asynchronn´ıho commitu je me´neˇ nebezpecˇnou obdobou nedoporucˇovane´ konfigurace
fsync=off. Prˇi asynchronn´ım commitu je zarucˇena konzistence databa´ze, nicme´neˇ prˇi hava´rii
hroz´ı riziko ztra´ty neˇkolika posledn´ıch transakc´ı. Parametr synchronous commit je va´za´n na
session, takzˇe vy´voja´rˇ mu˚zˇe na za´kladeˇ sve´ u´vahy zvolit me´neˇ bezpecˇny´, nicme´neˇ rychlejˇs´ı
zp˚usob rˇesˇen´ı transakc´ı. Testy ukazuj´ı, zˇe ma´ smysl uvazˇovat o tomto parametru v prˇ´ıpadeˇ
ma´lo zat´ızˇene´ databa´ze, kdy nedocha´z´ı ke sd´ılen´ı za´pisu do transakcˇn´ıho logu – typicky prˇi
administraci databa´ze, kdy ostatn´ı uzˇivatele´ nemaj´ı prˇ´ıstup k databa´zi a s databa´z´ı pracuje
pouze DBA.
8.3 obsahuje sofistikovaneˇjˇs´ı metodu pro vytva´rˇen´ı novy´ch verz´ı oznacˇovanou jako HOT (Heap
Only Tuples). Starsˇ´ı verze prˇi jake´koliv operaci UPDATE modifikovaly relevantn´ı indexy, a to
i prˇesto, zˇe nedosˇlo k modifikaci oindexovany´ch sloupc˚u. Tzv. horky´ UPDATE je podmı´neˇny´
dostatkem volne´ho prostoru na datove´ stra´nce a zmeˇnou pouze neoindexovany´ch sloupc˚u. Po-
kud tyto podmı´nky nejsou splneˇny, provede se klasicky´ ”studeny´” UPDATE. HOT UPDATE
je v˚ucˇi klasicke´ implementaci operace mnohem u´sporneˇjˇs´ı a tud´ızˇ i rychlejˇs´ı. Nav´ıc tato nova´
metoda doka´zˇe vyuzˇ´ıt prostor na datove´ stra´nce obsazeny´ nedostupny´mi verzemi (ktere´ byly
vytvorˇeny take´ touto metodou) bez potrˇeby spusˇteˇn´ı operace VACUUM.
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Spusˇteˇn´ı operace VACUUM ve v´ıce procesech
V 8.3 je automaticke´ vacuova´n´ı implementova´no s podporou v´ıce proces˚u, tj. pokud trva´
vacuum jedne´ databa´ze prˇ´ıliˇs dlouho, vytvorˇ´ı se novy´ pracovn´ı proces (worker), ktery´ zajiˇst’uje
vacuova´n´ı dalˇs´ıch databa´z´ı (smyslem nen´ı urychlit d´ıky paralelizaci operaci VACUUM, ale
zajistit, zˇe v dane´m cˇasove´m okneˇ se provede spravedliveˇ VACUUM vsˇech databa´z´ı). U´kolem
pracovn´ıho procesu je projet provozn´ı statistiky vsˇech tabulek v databa´zi a vybrat tabulky
urcˇene´ k vacuova´n´ı. Pracovn´ı proces je na u´rovni databa´ze sekvencˇn´ı, paralelizace je na u´rovni
clusteru. Noveˇ vacuum take´ zajiˇst’uje samocˇinne´ vola´n´ı VACUUM FREEZE coby ochrany prˇed
prˇetecˇen´ım rozsahu identifika´tor˚u verz´ı rˇa´dk˚u.
Rozsˇ´ıˇren´ı PL/pgSQL – RETURN QUERY, loka´ln´ı syste´move´ promeˇnne´
Prˇedchoz´ı verze neumozˇnˇovaly vra´tit mnozˇinu za´znamu˚ jako vy´sledek SRF funkce. Jediny´m
rˇesˇen´ım bylo vola´n´ı prˇ´ıkazu RETURN NEXT pro kazˇdy´ rˇa´dek vy´sledku dotazu. V podstateˇ
tote´zˇ (ale na nizˇsˇ´ı u´rovni, tud´ızˇ efektivneˇji) prova´d´ı prˇ´ıkaz RETURN QUERY. Jeho para-
metrem je SQL dotaz, jehozˇ vy´sledek se prˇipoj´ı k vy´stupu. Podobneˇ jako RETURN NEXT
neukoncˇuje prova´deˇn´ı funkce.
CREATE OR REPLACE FUNCTION dirty_series(m integer, n integer)
RETURNS SETOF integer AS $$
BEGIN
RETURN QUERY SELECT * FROM generate_series(1,m) g(i)
WHERE i % n = 0;
RETURN;
END; $$ LANGUAGE plpgsq;
Dalˇs´ı novou vlastnost´ı je mozˇnost modifikovat syste´move´ promeˇnne´ loka´lneˇ pro urcˇitou funkci.
Podobneˇ se chova´ T-SQL nebo MySQL, kde se ukla´da´ aktua´ln´ı nastaven´ı syste´movy´ch promeˇ-
nny´ch v cˇase registrace funkce. V PostgreSQL zˇa´dny´ podobny´ mechanismus nebyl. Tato
vlastnost rˇesˇ´ı zabezpecˇen´ı SECURITY DEFINER funkc´ı, ktery´m bylo mozˇne´ podvrhnout
u´tocˇn´ık˚uv ko´d zmeˇnou syste´move´ promeˇnne´ search path. Za´pis je zrˇejmy´ z na´sleduj´ıc´ıho
prˇ´ıkladu:
CREATE FUNCTION report_guc(text) RETURNS TEXT AS
$$ SELECT current_setting($1) $$ LANGUAGE sql
SET regex_flavor = basic;
ALTER FUNCTION report_guc(text)
RESET search_path
SET regex_flavor = extended;
Podpora rezˇimu Warm Standby, prototyp replikace zalozˇene´ na transakcˇn´ım
logu
PostgreSQL 8.3 umozˇnˇuje nakonfigurovat a pouzˇ´ıvat dva PostgreSQL servery tak, zˇe prvn´ı
slouzˇ´ı jako vy´konny´ server a druhy´ jako za´lozˇn´ı, kdy zmeˇny v datech na prvn´ım serveru jsou
na druhy´ server replikova´ny exportem transakcˇn´ıho logu. Tato konfigurace se pouzˇ´ıva´ pouze
v na´rocˇny´ch aplikac´ı, kde cˇaste´ klasicke´ za´lohova´n´ı z d˚uvodu objemu nen´ı mozˇne´ a kde ztra´ta
dat nen´ı akceptovatelna´ – kde za´kazn´ık vyzˇaduje pr˚ubeˇzˇne´ za´lohova´n´ı. Nejde o multi-master
replikaci jako v prˇ´ıpadeˇ MySQL. Druhy´ syste´m je azˇ do signa´lu nedostupny´, tud´ızˇ t´ımto
zp˚usobem replikace nelze rozlozˇit za´teˇzˇ serveru. Pro usnadneˇn´ı konfigurace verze 8.3 obsahuje
prˇ´ıkaz pg standby (ve stejnojmenne´m contrib adresa´rˇi), ktery´ zajist´ı udrzˇen´ı druhe´ instance
PostgreSQL v rezˇimu Warm Standby.
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Master (postgresql.conf):
archive_command = ’cp %p ../archive/%f’
archive_timeout = 20
Warm Standby (recovery.conf)
restore_command = ’pg_standby -l -d -k 255 -r 2 -s 2 -w 0 -t /tmp/stop /usr/local/pgsql/archive %f %p \
2>> standby.log’
Po modifikaci konfiguracˇn´ıch soubor˚u stacˇ´ı spustit oba servery. Za´lozˇn´ı server z˚ustane v re-
covery rezˇimu, kdy pg standby postupneˇ podvrhuje segmenty transakcˇn´ıho logu (sleduje ex-
portovane´ segmenty) a nedovol´ı dokoncˇit obnovu za´lozˇn´ı databa´ze. Teprve po signalizaci,
pg standby (existenc´ı prˇedem urcˇene´ho souboru (v prˇ´ıkladu /tmp/stop)) ozna´mı´ serveru, zˇe
se jednalo o posledn´ı segment transakcˇn´ıho logu a dovol´ı dokoncˇen´ı obnovy a t´ım i prˇepnut´ı
do stavu, kdy za´lozˇn´ı server je schopen prˇij´ımat pozˇadavky. Signa´ln´ı soubor mus´ı vygenerovat
uzˇivatel postgres, tak aby jej pg standby mohlo odstranit. Pokud tento soubor nelze odstra-
nit, replikace zhavaruje. V praxi toto rˇesˇen´ı nen´ı prˇ´ıliˇs pouzˇitelne´, nebot’ pg standby nedoka´zˇe
zachytit vy´jimku a tud´ızˇ ji ani nedoka´zˇe korektneˇ obslouzˇit (anizˇ by nebyl nevratneˇ prˇerusˇen
proces replikace spojeny´ se ztra´tou dat na za´lozˇn´ım serveru).
4916 ? S 0:00 /usr/local/pgsql/bin/postmaster -D /usr/local/pgsql2/data
4918 ? Ss 0:00 postgres: startup process
5226 ? S 0:00 sh -c pg_standby -l -d -t
/tmp/aaa /usr/local/pgsql/archive 000000010000000000000018 pg_xlog/RECOVERYXLOG 2>> standby.log
5227 ? S 0:00 pg_standby -l -d -t
/tmp/aaa /usr/local/pgsql/archive 000000010000000000000018 pg_xlog/RECOVERYXLOG
Za´lozˇn´ı cluster mus´ı by´t klonem za´lohovane´ho clusteru. Mus´ı by´t vytvorˇen zkop´ırova´n´ım
adresa´rˇe databa´zove´ho clusteru – nevytva´rˇ´ı se prˇ´ıkazem initdb.
Regula´rn´ı vy´razy
Podpora reg. vy´raz˚u nen´ı v PostgreSQL novinkou. V 8.3 se objevily nove´ funkce regexp match-
es a dvojice regexp split to array a regexp split to table. Pro rˇadu u´loh nyn´ı nemus´ıme pou-
zˇ´ıvat plperl. V na´sleduj´ıc´ım prˇ´ıkladu je z XML dokumentu separova´n seznam identifikacˇn´ıch
cˇ´ısel, ktery´ je na´sledneˇ indexova´n a pouzˇit k vyhleda´va´n´ı. Ke stejne´mu u´cˇelu by bylo mozˇne´
pouzˇ´ıt i funkce podporuj´ıc´ı XPath vy´razy. Toto rˇesˇen´ı je rˇa´doveˇ rychlejˇs´ı nezˇ intuitivn´ı (a
velice pomale´) rˇesˇen´ı s LIKE.
objednava_v_xml LIKE ’%<id>hledane_id</id>%’
Pole NEW.objednavka id produktu je aktualizovane´ v triggeru:
NEW.objednavka_id_produktu := ARRAY(SELECT i[1] FROM
regexp_matches(NEW.objednavka_v_xml,’<id>(\\d+)</id>’,’g’ r(i));
Funkcˇneˇ srovnatelny´ predika´t vy´sˇe uvedene´mu LIKE je:
objednavka_id_produktu @> ARRAY[hledane_id]
Ostatn´ı zmeˇny
Nezanedbatelne´ho rozsˇ´ıˇren´ı se docˇkalo prostrˇed´ı ecpg. Vylepsˇuje podporu prepared state-
ments, nab´ız´ı auto prepare mo´d, pozicovane´ promeˇnne´. Jedna´ o za´sadn´ı zmeˇny – dosˇlo
ke zmeˇneˇ verze z 4.4 na 6.0. Jednou z prvn´ıch backport˚u z EnterpriseDB je debugger a
profiler PL/pgSQL. Nova´ verze pgAdminIII obsahuje graficke´ rozhran´ı debuggeru, ktere´ je
zprˇ´ıstupneˇno, pokud je v PostgreSQL nainstalova´n plugin s debuggerem (ke stazˇen´ı na pg-
foundry). Ve srovna´n´ı s modern´ımi debuggery obsahuje PL/pgSQL pouze za´kladn´ı funkce.
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pavel=# LOAD ’$libdir/plugins/plugin_profiler’;
LOAD
pavel=# SET plpgsql.profiler_tablename = ’profilerstats’;
SET
pavel=# SELECT line_number, sourcecode, time_total, exec_count, func_oid::regproc
FROM profilerstats
ORDER BY 1;
line_number | sourcecode | time_total | exec_count | func_oid
-------------+-----------------------+------------+------------+----------
0 | | 0 | 0 | x
1 | begin | 0 | 0 | x
2 | for i in 1..4 loop | 0.000315 | 1 | x
3 | return next i; | 9.8e-05 | 4 | x
4 | end loop; | 0 | 0 | x
5 | return; | 3e-06 | 1 | x
(6 rows)
Index advisor
Index advisor je plugin pla´novacˇe dotaz˚u. Jedna´ se o prototyp navrzˇeny´ Tomem Lanem za
u´cˇelem demonstrace monitorovac´ıho rozhran´ı na´vrhu a optimalizace prova´deˇc´ıch pla´n˚u. Pokud
se aktivuje, tak optimaliza´tor bere v u´vahu, kromeˇ existuj´ıc´ıch index˚u, hypoteticke´ indexy
vytvorˇene´ nad kazˇdy´m sloupcem:
regression=# load ’/home/tgl/pgsql/advisor’;
LOAD
regression=# explain select * from fooey order by unique2,unique1;
QUERY PLAN
----------------------------------------------------------------------------------------
Sort (cost=809.39..834.39 rows=10000 width=8)
Sort Key: unique2, unique1
-> Seq Scan on fooey (cost=0.00..145.00 rows=10000 width=8)
Plan with hypothetical indexes:
Index Scan using <hypothetical index> on fooey (cost=0.00..376.00 rows=10000 width=8)
(6 rows)
regression=# explain select * from fooey where unique2 in (1,2,3);
QUERY PLAN
------------------------------------------------------------------------------------
Seq Scan on fooey (cost=0.00..182.50 rows=3 width=8)
Filter: (unique2 = ANY (’{1,2,3}’::integer[]))
Plan with hypothetical indexes:
Bitmap Heap Scan on fooey (cost=12.78..22.49 rows=3 width=8)
Recheck Cond: (unique2 = ANY (’{1,2,3}’::integer[]))
-> Bitmap Index Scan on <hypothetical index> (cost=0.00..12.77 rows=3 width=0)
Index Cond: (unique2 = ANY (’{1,2,3}’::integer[]))
(8 rows)
Vy´voj v na´sleduj´ıc´ıch letech
Nejveˇtsˇ´ı slabinou PostgreSQL je chybeˇj´ıc´ı podpora replikaci. V te´to oblasti nikoliv neza-
slouzˇeneˇ dominuj´ı komercˇn´ı syste´my. Da´le PostgreSQL nema´ dorˇesˇenou internacionalizaci,
tzv. COLLATES, ktere´ nab´ız´ı jak MySQL, tak Firebird. Konecˇneˇ trˇet´ı oblast´ı, kterou je nyn´ı
trˇeba intenzivneˇ se zaby´vat je podpora OLAP databa´z´ı. Nelze prˇedpokla´dat, zˇe by Postgre-
SQL v brzke´ dobeˇ podporoval OLAP databa´ze, nicme´neˇ existuj´ı urcˇite´ indicie, zˇe hlavn´ım
te´matem na´sleduj´ıc´ı verze (8.4) bude podpora analyticky´ch a rekurzivn´ıch dotaz˚u. V delˇs´ım
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cˇasove´m horizontu je mozˇne´ ocˇeka´vat zarˇazen´ı podpory zpracova´n´ı tzv. proudovy´ch dat, je-
likozˇ platforma PostgreSQL byla pouzˇita k vytvorˇen´ı experimenta´ln´ıch prototyp˚u proudovy´ch
databa´z´ı a kromeˇ toho, cˇa´st ty´mu vy´voja´rˇ˚u se touto problematikou aktivneˇ zaby´va´.
Odkazy
1. Prˇehled vlastnost´ı jednotlivy´ch verz´ı1
2. Prˇehled pla´novany´ch rozsˇ´ıˇren´ı v prˇ´ıˇst´ı verzi2
1http://developer.postgresql.org/index.php/Feature Matrix
2http://developer.postgresql.org/index.php/Todo:WishlistFor84
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