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We design a setup to realize tunable topological phases in elastic photonic crystals. Using the Su-
Schrieffer-Heeger (SSH) model as a canonical example, we show how a system can be continuously
tuned across its topological phase transition by stretching. We examine the setup both analytically
and numerically, showing how the phase transition point may be identified from the behavior of
bulk modes. Our design principle is generic as it can be applied to a variety of systems, and
enables multiple new theoretical predictions to be experimentally tested by continuously strain-
tuning system properties, such as the shape of the bandstructure and the topological invariant. In
addition, it allows for cost-effective device fabrication, since a wide range of parameter space can be
accessed on a single photonic crystal chip.
I. INTRODUCTION
While a topological phase of matter is by its nature
robust to small changes in system parameters, reaching
a parameter regime in which a topological ground state
forms can be a very challenging task experimentally. The
properties of a material are highly constrained by its crys-
tal structure and the process used to fabricate it. There
are only few examples in which multiple topological in-
variants can be obtained in the same sample, for instance
by continuously changing the magnetic field in the quan-
tum Hall effect.1 In most other cases, particularly when
changing spin-orbit coupling or the size of the band gap is
required, selecting favorable parameters usually involves
searching for many different material candidates.2,3
To overcome these intrinsic constraints, one can in-
stead design a system which simulates the behavior
of a topological phase with a given set of parame-
ters. There is a growing literature on such topologi-
cal simulators, setups which mimic the behavior of a
topological phase while allowing for a wide range of
possible parameter values. They have been demon-
strated in a variety of platforms, like ultra-cold atoms,4–6
driven quantum impurities,7 electrical8 or superconduct-
ing circuits,9 beam splitters10 or microwave networks,11
but also mechanical,12 acoustic,13,14 and optical meta-
materials.15,16 In some cases, the first experimental ob-
servation of new types of topological phases was made
using simulators. These include higher-order topological
insulators,8,17 certain types of topological semimetals,9
Hopf insulators,7 or so-called anomalous Floquet topo-
logical insulators.18,19
Beyond the advantage of reaching previously unacces-
sible parameter regimes, some quantum simulators also
allow for system properties to be continuously tuned.
This can be achieved either by externally applied elec-
tric or magnetic fields,20,21 or by considering the intrinsic
deformations of the metamaterial.22–27 For instance, it
was recently proposed that applying an electric field can
change the refractive index of a photonic crystal, thereby
switching between two topologically distinct phases.28
Similarly, by using flexible components, different topolog-
ical phases may be reached by applying pressure to the
system.26,29 The ability to dynamically change system
parameters leads not only to reduced fabrication costs,
since multiple regimes of operation can be reached in the
same sample, but also facilitates the study of certain pe-
culiar features of topological phases. For instance, the
study of disorder on topological phase transitions would
require fine-tuning the system to its disorder dependent
critical point,30 which is more easily achieved in a con-
tinuously tunable system.
In this work, we consider a novel design for a system
in which parameters can take a large range of possible
values, but can also be actively and continuously tuned
in the same sample. We focus on a photonic crystal re-
alized as an array of coupled optical waveguides, which
simulates the dynamics of electronic wavefunctions in a
tight-binding model.31 Each optical waveguide represents
a site of the tight-binding model, while the distance be-
tween adjacent waveguides sets the strength of the hop-
ping processes. Our main insight is that fabricating the
system using a combination of both rigid and elastic ma-
terials allows to selectively tune desired system proper-
ties. Using the Su-Schrieffer-Heeger (SSH) model32 as a
canonical example of a topological phase, we show how
our design allows to continuously tune across the topo-
logical phase transition. We demonstrate how the precise
position of the phase transition in parameter space may
be identified by examining the behavior of bulk states.
The rest of our work is organized as follows. In Sec-
tion II we briefly review the SSH model, its topological
invariant and protected zero-energy end states. We show
that the topological phase transition in this model can be
identified as a point where bulk modes have a maximal
velocity. In Section III we introduce a realistic photonic
crystal design that is achievable with current experimen-
tal techniques. We numerically analyze the expected ex-
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2FIG. 1. (a): the bandstructure of the SSH chain Eq. (2)
using t = 1 is plotted for δ = 0 (solid lines) and for |δ| = 0.5
(dashed lines). The bandstructure is symmetric with respect
to δ → −δ. (b): the off-diagonal block of Eq. (3), q(k), is
plotted in the complex plane for δ = 0.5, 0, and −0.5, using
again t = 1. Darker shades indicate larger values of δ and the
arrows indicate the winding direction as k is increased. When
the contour encircles the origin, the winding number Eq. (4)
is nonzero, signaling the presence of zero-energy end states.
perimental signatures and show that the system can be
tuned across a topological phase transition by stretching.
Finally, in Section IV we conclude by discussing how our
design strategy may be used in other topological phases,
and comment on which properties of topological models
may be probed in a continuously tunable system.
II. SSH MODEL
One of the earliest models of a topological phase is
the SSH model,32 originally introduced to describe poly-
acetylene. The model consists of one species of spinless
fermions hopping on a one-dimensional lattice with stag-
gered nearest-neighbor hopping amplitudes. Using ~ = 1
and a lattice spacing a = 1 throughout the following, the
Hamiltonian is:
H =
∑
i
t(1− δ)c†i,Aci,B + t(1 + δ)c†i,Bci+1,A + h.c, (1)
where c† and c are fermion creation and annihilation
operators, A and B label the sublattices of the chain,
and i indexes the unit cells. The average hopping ampli-
tude is t, while δ ∈ [−1, 1] sets the strength and sign of
the dimerization. In momentum space, the Hamiltonian
reads
H(k) = [t(1−δ)+t(1+δ) cos(k)]σx−t(1+δ) sin(k)σy, (2)
with σi Pauli matrices acting on the sublattice degree of
freedom.
The bulk spectrum is gapped for δ 6= 0 (see Fig. 1a),
showing different topological phases depending on its
sign. In a long but finite-sized system, there are zero-
energy end modes whenever δ > 0, such that the chain is
terminated with a weak hopping, whereas no end modes
appear for δ < 0, marking a topologically trivial phase.
The presence and robustness of the boundary modes can
be inferred from the topology of the bulk states through a
topological invariant. The latter is enabled by the pres-
ence of sublattice symmetry: there are only two Pauli
matrices in Eq. (2), such that the Hamiltonian anti-
commutes with σz. In this basis, H(k) takes a block
off-diagonal from
H(k) =
(
0 q(k)
q†(k) 0
)
, (3)
with q(k) = t(1 − δ) + t(1 + δ)eik. The bulk topological
invariant is then given by the winding number of the off-
diagonal block:33
ν =
1
2pii
∫ pi
−pi
dk
d
dk
log q(k), (4)
where the integral runs over the entire one-dimensional
Brillouin zone. Whenever q(k) encircles the origin of
the complex plane as k is advanced from −pi to pi (see
Fig. 1b), the integer ν is nonzero and topologically pro-
tected zero modes appear at the ends of a finite chain. As
long as the system shows sublattice symmetry, the Hamil-
tonian can always be made off-diagonal as in Eq. (3) and
q(k) is well-defined. The winding number is left invari-
ant by variations of the system parameters which do not
close the bulk gap, since ν and can only change if q = 0
for some value of momentum, which implies a gapless
system, H = 0.
In a generic SSH chain, which may include more than
two bands as well as longer range hopping processes, a
topological phase transition should be identified by us-
ing the topological invariant Eq. (4). The latter may be
determined experimentally from the long-time dynamics
of bulk modes, by computing the so-called mean chiral
displacement,34,35 as we discuss in the next section. How-
ever, preluding on the numerical results on the topolog-
ical phase transition in the stretchable photonic system,
we can identify in the nearest neighbor SSH model Eq. (2)
a different indicator of the phase transition. As we will
show in the following, the change of the winding num-
ber occurs at a point at which bulk modes have maximal
velocity. Without loss of generality, we set t = 1 in the
following, and determine the eigenvalues of Eq. (2),
E±(δ, k) = ±
√
2
√
(1 + δ2) + (1− δ2) cos(k), (5)
as well as the associated velocities of the states,
v±(δ, k) =
∂E±(δ, k)
∂k
=
(δ2 − 1) sin(k)
E±(δ, k)
. (6)
Due to the simple form of the above equations it is
possible to analytically determine the maximal velocity
as a function of dimerization. We find that the largest
velocity has a magnitude vmax = 1 − |δ|, and occurs at
momenta
kmax = ±arccos
( |δ| − 1
|δ|+ 1
)
. (7)
3As expected from the bandstructure of Fig. 1a, the
maximal velocity occurs at the topological phase transi-
tion, corresponding to the linearly dispersing states at the
gap closing point, E = 0 and k = pi. As |δ| is increased
away from 0, the bands become progressively flatter such
that the velocity decreases, eventually vanishing in the
fully dimerized flat-band limit, δ = ±1. While the maxi-
mum velocity of all states is achieved at specific momenta
kmax in Eq. (7), the bulk state velocity Eq. (6) is a mono-
tonically decreasing function of |δ| for any value of mo-
mentum. Therefore, in this simple model the position
of the phase transition may be determined by examin-
ing how a reference bulk state spreads as a function of
time, and identifying the point at which this spread is
maximal.
III. PHOTONIC CRYSTAL
As mentioned in the introduction, photonic crystals of-
fer a versatile platform for the simulation of a variety of
topological phases.15,16,18,19,36,37 This is due to the fact
that the equation describing light propagation in an ar-
ray of coupled waveguides, the paraxial Helmholtz equa-
tion, has a mathematical structure identical to that of the
Schro¨dinger equation.31 The refractive index of the pho-
tonic crystal plays the role of the quantum-mechanical
potential energy, while the direction of light propaga-
tion along the waveguides plays the role of time. When
the waveguide diameter is comparable to the light wave-
length such that it traps a single propagating mode, then
the waveguide acts as a single site in an effective tight-
binding model. The strength of hopping processes be-
tween neighboring sites is determined by the overlap be-
tween the evanescent tails of modes in neighboring waveg-
uides, which decays exponentially with their separation.
The mapping between the Helmholtz and Schro¨dinger
equations offers several advantages. First, it allows
to directly visualize the simulated temporal evolution
of wavepackets by monitoring the spatial propagation
of light. This avoids the inherent difficulty of resolv-
ing time on very short scales in condensed matter sys-
tems. Second, it allows to freely select the magnitude of
hopping processes between any neighboring sites, which
only requires adjusting the distance between waveguides.
Thanks to these advantages, the SSH model was suc-
cessfully simulated in waveguide arrays with an alternat-
ing spacing,38,39 which model the dimerized hopping of
Eq. (1).
However, if the desired potential is made by carving
the refractive index in a rigid propagation medium (for
instance using a laser), the topological phase of the struc-
ture becomes fixed. Various different devices then have
to be fabricated for demonstrating and analyzing differ-
ent parameter regimes. In Ref. 38 for instance, an SSH
model with different values of the dimerization δ was in-
vestigated by building 9 different photonic crystals with
different waveguide spacings. If fine-tuned system pa-
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FIG. 2. (a): front and perspective view of the stretchable
photonic crystal. Pairs of waveguides arranged to form a Y-
shaped structure are placed on an elastic substrate, allowing
to tune the inter-cell hopping (w) while keeping the intra-
cell hopping (v) fixed. (b): field confinement in the plane
perpendicular to the propagation direction at two different
positions along the waveguides as calculated numerically by
FDTD simulations (see text). Light is confined within one
the the two Y-arms, without leaking to the supporting post.
The dimensions of the Y-structure are indicated with arrows.
rameters are required, for instance to produce a system
precisely at a topological phase transition, then imperfec-
tions in the fabrication process may mean that an even
larger number of samples must be produced.
In order to achieve photonic crystals allowing to tune
only the parameters of interest, we propose to com-
bine rigid and elastic materials. For instance, if a one-
dimensional array of rigid waveguides were placed on
an elastic substrate, then stretching the substrate would
continuously change the distance between neighboring
waveguides. On the level of the effective tight-binding
model, this would imply an approximately uniform de-
crease in the value of all hopping amplitudes. While this
might be useful in some applications, it would not help
in the SSH chain. Uniform stretching would decrease the
value of t in Eq. (1) without changing δ, merely leading
to a decreased bandwidth without changing the winding
number.
To design an SSH chain which allows to change the pa-
rameter responsible for the topological phase transition,
δ, we propose a system in which the distance between
neighboring waveguides can be tuned selectively. To this
end, we consider that pairs of neighboring waveguides
are attached to each other using rigid materials, form-
42 μm
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FIG. 3. Top: strength of the nearest neighbor hopping as
a function of waveguide separation. The strength of intra-
cell (v) and inter-cell (w) hopping are different, reflecting the
different media between the waveguides. Dashed lines show
the value of v used in subsequent simulations. Bottom: os-
cillation of the light field in an isolated pair of waveguides,
using a separation of 75 nm. The light is confined to each
of the waveguides forming the Y-structure and jumps to the
neighboring waveguide periodically. The frequency of jumps
is used to extract the hopping strength.
ing a Y-shaped structure as shown in Fig. 2. As such,
stretching the substrate will have a negligible effect on
the hopping between connected sites (v), but will lead to
a large increase in the separation between disconnected
waveguides (w).
The Y-shaped pair of waveguides of Fig. 2 defines a
unit cell of the SSH model, so building a finite-sized chain
requires placing multiple equally spaced Ys on an elastic
substrate, such as Polydimethylsiloxane. While in princi-
ple the only requirement for a tunable dimerization is to
have pairs of connected sites, we have chosen a Y-shaped
geometry for two reasons. First, the two waveguides of
the structure (the arms of the Y) are isolated from each
other by an ultra-thin wall (50 nm) and also from the
substrate through the supporting post, which has a lower
refractive index n. For instance, one could use Al2O3 for
the Y-arms (n = 1.76) and SiO2 (n = 1.45) for the Y-
post. Both the thin connection between the arms and the
lower refractive index of the post mean that propagating
light will be confined to only one of the waveguides and
will not leak to other parts of the structure or to the sub-
strate (see Fig. 2b). As such, the Y forms a well-defined
pair of sites in the SSH chain. The second reason for
this geometry is that it allows to reach larger values of
dimerization. Each Y only touches the substrate on a
narrow region, being glued to it thanks to van der Waals
forces, such that it remains in place even as the system
Z
X
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FIG. 4. Light intensity profile for the edge (top) and bulk
(bottom) modes in the topologically non-trivial phase, cor-
responding to a separation of 25 nm between waveguides of
neighboring Y-structures. The waveguides are arranged hor-
izontally, such that in the simulated SSH model the vertical
direction represents space, while the horizontal direction rep-
resents time. Most of the light remains confined to the edge,
signaling the presence of a topologically protected boundary
state, while it disperses in the bulk, owing to the finite veloc-
ity of bulk states.
is stretched. This narrow region leaves a larger portion
of free substrate between neighboring unit cells, so the
system can be stretched more easily. Also, since the post
is narrow, there is a reduced chance it will detach from
the substrate upon stretching.
We test our elastic photonic crystal design by perform-
ing Finite Difference Time Domain (FDTD) numerical
simulations using the MEEP software package.40,41 We
use a uniform Yee grid with the size of 25 nm3 and define
a photonic crystal of 40 µm in the longitudinal direction.
Each Y-structure has waveguides of size 300× 300 nm2,
connected by a 50 nm thick wall. The width and height
of the supporting post are 225 and 275 nm, respectively.
The refractive indexes are the same as before, n = 1.76
for the arms and n = 1.45 for the post, corresponding to
Al2O3 and SiO2, respectively. In the numerical simula-
tions, we compute the propagation of light (wavelength
λ = 700 nm) after it is injected in an initial waveguide.
In the longitudinal direction, the waveguides are termi-
nated by a perfectly matched layer boundary condition,
such that the light is absorbed at the end of the system
and there is no back-reflection.
As a first step, we determine the strength of the hop-
ping processes, both within a unit cell (v) as well as be-
tween cells (w), as a function of waveguide separation.
This is done by simulating only a pair of waveguides,
and counting how many times light bounces back and
forth while propagating for 25 µm along the waveguides.
Results are plotted in Fig. 3, showing the expected ex-
5FIG. 5. (a): Contours of the off-diagonal block q(k) in Eq. (3)
as momentum is advanced from −pi to pi, computed using
the numerically extracted values of intra-cell and inter-cell
hopping, v and w. Each contour winds in an anti-clockwise
fashion as momentum is increased. Lighter shades and smaller
radii correspond to larger separation between the waveguides
of adjacent Y-structures (from 25 nm to 400 nm in steps of 25
nm). (b): Mean chiral displacement computed as in Eq. (8),
plotted as a function of the separation between unit cells. The
dashed black line shows the result expected in the infinite time
limit. As the photonic crystal is stretched, a topological phase
transition to a trivial phase takes place. The latter occurs
when the contours of panel (a) no longer encircle the origin
and is marked by a sharp drop in the mean chiral displacement
of panel (b), from values close to 0.5 to values close to 0.
ponential decay. Notice how the two hopping strengths
are different for the same separation, reflecting the dif-
ferent media between waveguides. The inter-cell hopping
w occurs through air, while the intra-cell v also occurs
through the rigid contact between waveguides. Having
established the range of parameters available in the sim-
ulation, we fix a value v ' 2.11/25µm, corresponding to
a separation of 225 nm between the Y-arms. In a system
of 19 unit cells, we compute light propagation for differ-
ent values of w, ranging from a separation of 25 nm to
400 nm in steps of 25 nm (the Yee grid size).
Figure 4 shows simulation results for a separation of
25 nm between waveguides belonging to neighboring Y-
structures, such that the system is in a topologically non-
trivial phase. When the initial light is sent through only
the bottom most waveguide, most of it remains confined
to the boundary of the system, reflecting the presence of a
topologically non-trivial end mode. In contrast, starting
with light in one of the middle waveguides, we observe
that it spreads throughout the entire system, since bulk
modes have a finite velocity. In both cases, the pattern
of light propagation simulates the time evolution of an
initial wavepacket localized on either a bulk site or an
end site of the SSH chain.
As the photonic crystal is progressively stretched, the
simulated SSH chain undergoes a topological phase tran-
sition. The latter is signaled by a closing and reopening
of the bulk gap and is accompanied by a change in the
winding number Eq. (4). For the values of the inter-cell
hopping in the simulated experiment, we plot in Fig. 5a
the contour of the off-diagonal Hamiltonian block q(k)
[Eq. (3)]. Notice that unlike in Fig. 1b, the contours are
FIG. 6. Mean squared displacement d computed as in Eq. (9)
and plotted as a function of the distance between unit cells.
The value of d has a maximum at the topological phase tran-
sition, since at that point the bulk mode velocity is maximal.
now concentric since the distance between the Y-arms re-
mains constant throughout the stretching process. Nev-
ertheless, a change in the winding number is clearly vis-
ible and occurs at the point where the hopping between
waveguides of neighboring Ys becomes smaller than the
hopping within a unit cell.
As mentioned in the previous section, the topological
invariant can be obtained directly from the light intensity
profile by computing the mean chiral displacement.34,35
Starting from an initial wavepacket |ψ〉 localized on a sin-
gle site in the middle the SSH chain, which we label as
belonging to the 0th unit cell, the mean chiral displace-
ment as a function of time reads C(t) = 〈ψ(t)|Γm|ψ(t)〉.
Here, m = diag(. . . ,−2,−2,−1,−1, 0, 0, 1, 1, 2, 2, . . .) is
an operator labeling the unit cell of each site in the tight-
binding model, whereas Γ = σz ⊕σz ⊕ . . .⊕σz is the chi-
ral symmetry operator of the finite chain. In the infinite
time limit, it has been shown that C(t) converges to value
equal to half of the winding number.34,35 To compute the
latter, we simulate the propagation of light starting from
a single waveguide in the middle of the photonic crystal.
The light intensity in each waveguide is integrated over
the last 400 nm of the system (corresponding to 1% of
the total waveguide length), and the resulting light inten-
sity profile is normalized and used to compute the mean
chiral displacement as
C =
∑
j
Ij,A · j −
∑
j
Ij,B · j, (8)
where Ij,A/B is the light intensity in the waveguide be-
longing to the jth unit cell and the A or B sublat-
tice. Results shown in Fig. 5b confirm that a topological
phase transition indeed occurs as a function of stretching.
For small distances between neighboring Y-structures, C
takes values close to 0.5, indicating a winding number
ν = 1. As the distance between unit cells is increased, the
mean chiral displacement shows a sharp drop to values
close to zero, indicative of a topologically trivial phase.
Beyond directly measuring the topological invariant,
the presence and position of a topological phase tran-
6FIG. 7. Light intensity profiles after a propagation distance of
40 µm, starting from a bulk state. The light intensity (color
scale) is plotted as a function of waveguide position relative
to the initially excited waveguide (horizontal axis) and dis-
tance between unit cells (vertical axis). The overall spread of
light increases as one approaches the phase transition (dashed
green line), and decreases afterwards. The light intensity is
plotted on a logarithmic scale to better show the behavior
close to the critical point.
sition can be more directly observed by examining the
spread of light as it propagates through the photonic
crystal. As pointed out in the previous section, in this
simple model of an SSH chain the average velocity of bulk
modes should increase as the critical point is approached,
and decrease afterwards. We test this prediction numer-
ically, starting from an initially excited waveguide in the
bulk of the photonic crystal. After a distance of 40 µm
from the light injection point, corresponding to an evo-
lution of wavepackets for a fixed amount of time, we de-
termine the mean squared displacement of light
d =
∑
j,s
Ij,s(xj,s − x0,A)2. (9)
Here, Ij,s is the light intensity in the waveguide belonging
to the jth unit cell and sublattice s = A,B, whereas xj,s
is its real space position, which depends on how much
the system is stretched. The initially excited waveguide
is located in the middle of the system and belongs to the
A sublattice, its position being denoted by x0,A. Figure
6 shows the normalized value of d determined for differ-
ent separations between the Y-structures. As expected,
the mean squared displacement is maximal at the phase
transition point and decreases away from it. Since d is
computed after a fixed distance in the photonic crystal
lattice, corresponding to a fixed time in the evolution of
wavepackets, its maximum value corresponds to a maxi-
mum in the bulk state velocity. This non-monotonic be-
havior in the spread of light through the system can also
be directly visualized in the waveguide array, as shown
in Fig. 7.
IV. CONCLUSION
We have theoretically proposed and numerically an-
alyzed a new photonic crystal design, which allows to
continuously tune system parameters in the same sam-
ple. By using an elastic substrate and waveguide pairs
arranged in a Y-shaped geometry, we have shown that
the lattice constants of the simulated tight-binding model
can be addressed selectively. We have tested this design
on one of the simplest examples of a topological phase,
the SSH model, which can be elastically and reversibly
stretched across a topological phase transition. The crit-
ical point separating topologically distinct phases can be
determined as the separation at which bulk modes have
a maximal spread.
Our proposed setup should be accessible in experi-
ments, using currently available fabrication techniques.
For instance, the Al2O3 arms of the Y-structure may
be carved by electron beam lithography, while the sup-
porting posts made from SiO2 could be produced using
wet etching. Moreover, we expect that the strategy of
combining rigid and elastic materials should be appli-
cable also to other topological models, in both one and
two dimensions. For instance, a three-dimensional ar-
ray of coupled waveguides was recently used to simulate
Chern insulators.16 In such a system, if one keeps the
waveguides rigid but embeds them in an elastic medium,
then stretching the photonic crystal should tune the
tight-binding model across a two-dimensional topologi-
cal phase transition.
A single photonic crystal able to reach a wide range of
parameter values would mean a reduction in the costs
associated to device fabrication. Beyond this practi-
cal aspect however, tunable devices would allow experi-
ments to probe a variety of theoretical predictions which
would be impractical otherwise. For instance, in photonic
crystals realizing topological phases protected by lattice
symmetries, so-called topological crystalline insulators,42
stretching would allow to probe the robustness of bound-
ary states upon breaking the protecting symmetries. An-
other example is the problem of localization in one-
dimensional systems, which has a large, well-established
body of theoretical research.43–49 While initially it was
expected that even an infinitesimal amount of disorder
would lead to a localization of all bulk states,43 it was
later shown that some states remain delocalized when
the one-dimensional system is at a topological phase
transition.47,49 The critical behavior of a variety of one
dimensional systems was analyzed and theoretical pre-
dictions for transport properties and the density of states
are available, yet the problem has never been tackled ex-
perimentally.
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