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ABSTRACT.The asymptotic behavior of systems of polynomials defined by linear
second order recurrence relations of the form
Sn+l(Z) - (an' Z + bn)' Sn(Z) + en' Sn-l(Z) = 0,
where an ~ 2, bn ~ 0, Cn ~ 1, is studied. As an application of the results,
the domains of convergence of polynomial series of the form
00
~:::>nSn (z), o« E C,
n=O
with lim sup Jlp:j = ~ < 1 are determined, and the well known Abel's lemma
for power series is extended to such series under appropriate assumptions. The
latter problem had been previously addressed by professor Miguel Dumett in
[3] from a different point of view.
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RESUMEN. En el presente trabajo se estudia el comportamiento asintotico de
sucesiones de polinomios generadas pol' formulas lineales de recurrencia de se-
gundo orden de la forma
Sn+l(Z) - (an' Z + bn)' Sn(Z) + Cn' Sn-l(Z) = 0,
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donde an -+ 2, b.; -+ 0, en -+ 1. Como aplicacion de los resultados se investiga
el dominio de convergencia de las series de polinomios
00
LPnSn (z), pn E C,
n=O
cuando lim sup \IiPJ = ~ < 1, y se discute la validez para estas series de
un analogo del teorema del limite de Abel-Picard, va lido para las series de
potencias. Este ultimo problema fue considerado previamente por el .profesor
Miguel Dumett en [3] desde un punto de vista diferente.
Introducci6n
Asi como muchas funciones clasicas de la matematica, las hipergeornetricas
entre elias, estan relacionadas con las soluciones de ecuaciones diferenciales
lineales de segundo orden, especialmente con aquellas que definen relaciones
de ortogonalidad (Ia de Bessel, par ejemplo), muchas otras funciones igual-
mente importantes, entre otras los sistemas clasicos de polinomios ortogona-
les (Chebyshev, Legendre, Laguerre, Hermite, etc.), estan relacionados con
formulas lineales de recurrencia de segundo orden. Y asf como los desarrollos
en funciones ortogonales (Bessel, por ejemplo) juegan papeles fundamentales
en la teorfa general de las ecuaciones diferenciales y en sus aplicaciones, 10 rnis-
mo es cierto de est as ultirnas funciones, especialmente en areas como el analisis
numerico y la teorfa de la aproxirnacion.
Aunque la determinacion explicita de las soluciones de una relacion de recu-
rrencia no es en general una tarea facil, investigaciones relativamente recientes
han mostrado que muchas propiedades de estas pueden obtenerse directamente
a partir del exam en de los coeficientes de dicha relacion, Esto es particu-
larrnente cierto del comportamiento asintotico de las soluciones. Conocer el
comportamiento asintotico de est as es especialmente uti! para establecer las
propiedades de convergencia de los desarrollos en series de dichas soluciones.
Curiosamente, aun si las soluciones explfcitas son conocidas, el comportarnien-
to asintotico de las mismas puede todavfa suministrar valiosa informacion. EI
objeto de este trabajo es mostrar como este analisis puede realizarse en al-
gunos casos tipicos, que incluyen los polinomios de Chebyshev y Legendre, y
mostrar como tal informacion puede usarse para examinar la convergencia de
los desarrollos propios correspondientes, especialmente en 10 relacionado con
las propiedades de tales desarrollos en puntos de la frontera de sus dominios de
convergencia.
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1. Formulas lineales de recurrencia de segundo orden
1.1. Transformaclon de los coeficientes.
La formula lineal de recurrencia de segundo orden tiene la forma general
Xn+l - an . x; + cn . Xn-l = 0, n = 1,2,3, ... (1.0)
Nosotros examinaremos (1.0) bajo hipotesis que cobijan much os de los casos
mas significativos:
an ~ a i- 0, cn ~ c.
Mediante el cambio de variables
(1.1)
n-l~~ rrakXn = - ·Xn,
a
k=l
(1.0) se transforma en
Xn+l - a· Xn + Cn-l . Xn-l = 0, n = 1,2,3,... (1.2)
n ~ 2, Xl = Xl, Xo = Xo,
donde
(1.3)
En esta seccion estudiaremos (1.0) en la presentacion (1.2).
1.2. Comportamiento aslntot lco de las soluciones.
Dividiendo (1.2) por Xn y haciendo Tn = Xn/ Xn-l, n = 1,2,3, ... , se obtiene
la siguiente formula fraccionaria de recurrencia de primer orden para (Tn) :
Cn
Tn+l=a-Tn,Cn~C, n=I,2,3,... (1.4)
Sup on gam os que a2 - 4c > O. Entonces, la ecuacion cuadratica t2 - at + C = 0,
Hamada la ecuacion caracterfstica de la formula de recurrencia (1.2), posee dos
rakes diferentes A, P (1)'1 < Ipl).Sabemos de [10], [12] que existe p tal que
Xn XlT; = -X ~ J.L si y solo si TI = X- i- p,
n-l 0
Xn Xl
Tn = -- ~ A si y solo si T, = - = p
Xn-l Xo
Del segundo teorema de Cauchy (veanse [2], [8]) se tiene que
n~ Xl










Esto conduce ados tipos diferentes de soluciones de la formula de recurrencia
(1.2). En el primer caso diremos que (Xn) es la solucion del tipo (J.Ln); en
el segundo, que (Xn) es del tipo (A"). Denotaremos esta ultima solucion con
(Yn). Estas soluciones tienen respectivamente las siguientes expresiones:
Xn = an . J.Ln, con lim 11anl = 1,
n-+oo
Yn = f3n . X", con lim 11f3nl = 1
n-+oo
(1.7)
Usando la notacion " r-.J " para denotar la igualdad asintotica, podemos escribir
Be ve inmediatamente que limn-+oo Yn/ Xn = O. Si (Yn), CYn) son ambas solu-
ciones del tipo (>.n), entonces YI/Yo = i\/yo = p. Por 10 tanto, las soluciones
del ti po (>. n) son linealmente dependientes y forman un espacio lineal de di-
mension 1 (vease [6]). Por otra parte, si (Xn) y (Xn) son soluciones de tipo
(p,n), existe una constante A =I- 0 tal que k; r-.J A . X«. En efecto, (Xn) es
una cornbinacion lineal de (Xn) Y (Yn) donde (Yn) es solucion de (1.3) del tipo
(>.n), y existen entonces constantes A y B, A =I- 0, tales que
Entonces
Xn Yn- = A + B . - ~ A, n ~ 00.x, x,
Teorema 1.1 (Criterio de comparacion). Considetense las formulas lineales de
recurrencia
Xn+1 - a . Xn + Cn . Xn-1 = 0,
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(i) Si (Xn), (Xn) son soluciones respectivas de las dos formulas (1,9), ~ son
ambas del mismo tipo (J-Ln), existe una constante C -I- 0 tal que Xn rv
C, Xn; esto es,
I, x; C1m -= ,
n--+oo Xn
( 1.12)
(ii) Si (Yn), CYn)son soluciones respectivas de las dos formulas (1.9), ~ son
ambas del mismo tipo (>,n), existe una constante D -I- 0 tal que Yn
D· Yn; esto es,











Entonces (/-Ln) , Cji'n) satisfacen
Cn_ Cn _
J-Ln+1 = a - -, J-Ln+1 = a - ::;;-, J-Ln ---+ J-L, J-Ln ---+ /-L,
J-Ln J-Ln
y de (1.14) se obtiene inmediatamente que
(- ) z, (- ) Cn - cn 2 3J-Ln+1 - J-Ln+1 = --_-. J-Ln - /-Ln + , n = 1, , , ... ,
J-LnJ-Ln J-Ln
la cual es una formula lineal de recurrencia del primer orden para la sucesion
Cji'n - J-Ln) . Por la hi potesis (1.11) se tiene que
(1.14)
~Icn-Cn I~ -- <+00,
n=l /-Ln
Ademas,
Cn C >..' J-L A
--t-=--=-
J-LnJ-Ln J-L2 J-L2 J-L'









x, = Xo . II X-- = Xo . I1 /-Lk,
k=l k-I k=l
n




Xn = Xo . IT ih = Xo . IT [1 + Mk - J.Lk] ,
Xn Xo k=I J.Lk Xo k=l J.Lk






existe y es no nulo.
(ii) La demostracion de (ii) es similar a la de (i). ~
Comparando la formula (1.2) con la formula lineal de recurrencia
Xn+1 - a· Xn + c - Xn-1 = 0, n = 1,2,3 ... , (1.17)
la cual tiene coeficientes constantes, y teniendo en cuenta que las progresiones
geometricas (J.Ln; n = 0,1,2, ... ) y (>,11.; n = 0,1,2, ... ) son ambas soluciones
de (1.17), se obtiene el siguiente colorario.
Corolario 1.1. Si en 1a Formula lineal de recurrencia (1.2) suponemos que
00
L ICn - c] < +00,
11.=1
(1.18)
y si (Xn) , (Yn) son soluciones de los tipos (J.Ln) y (),n), respectivamente, en-
tonces existen constantes 0: i- ° y {3 i- ° tales que X 11. r'oJ 0: . J.L11., Yn r'oJ (3 . ),11..
Como cualquier solucion de la formula lineal de recurrencia (1.2) es una
cornbinacion lineal de las dos soluciones (Xn) y (Yn) mencionadas en el corolario
anterior, se obtiene tambien el siguiente corolario.
Corolar io 1.2. Si (Xn) es una solucioti no trivial de 1a Formula de recurrencia
(1.2), entonces limn-+oo Xn/ J.Ln existe. Adeuuis, limn-+oo Xn/ J.Ln = ° si y solo
si limn-+oo Xn/), 11. existe y es no nulo.
Ejemplo 1.1. Consideremos la formula lineal de recurrencia
2n(n + 3)




Cn = --;---'--:-;--~--:--- ---t C = 2, ), = 1, J.L = 2.
(n + 1)(n + 2)
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Adernas,
00 00 4
L len - c] = L( )( )= 2.
n=! n=! n + 1 n + 2
Segiin el Corolario 1.1, existen entonces soluciones (Xn), (Yn) de tal formula
de recurrencia tales que Xn f<V 2n, Yn f<V 1. En efecto, un calculo directo
muestra que la sucesi6n (Xn) = 2n . (n - I)/(n + 1) es una solucion. Una
segunda solucion (Yn) esta dada por
como resulta de la Regia de L'Hospital en [8].
Si la hipotesis (1.18) no se satisface, el siguiente teorema da aiin el comporta-
miento asintotico de las soluciones de (1.2). Usaremos las siguientes notaciones:
a=I 6 a=-I; Cn=Cn-C, n=I,2,3, ...
Teorema 1.2. En la formula de recurrencia (1.2), supotigese que
1. La sucesidn (an. Cn; n = 1,2,3, ... ) es de variacion acotada; esto es,
supongese que




L Icnl2 = L ICn - cl2 < +00.
n=! n=!
Entonces
(i) Si (Xn) es una solucioti de (1.2) del tipo (p,n), existe una constante C =J. 0
tal que
x, f<V C . p,n . rrn (1 + 1 .Ck) .
p,(>.- ap,)k=!
(ii) Si (Yn) es una solucion de (1.2) del tipo (X"), existe una constante D =J. 0
tal que
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Demosiracioti. (i) Sea (Xn) dada par
n
x; = /-In . II(1 + t . ck) ,
k=1
Un calculo directo muestra que (Xn) satisfaee la formula lineal de reeurrencia
Xn+1 - a· x; + cn . Xn-1 = 0, n = 1,2,3, ... ,
donde
Cn = C + >"J.l . t . Cn - J.l2t . (1 + t . cn) . Cn+l
= C + t . J.l(>" - aJ.l) . Cn + O(c~) + O(~n)
= C+ Cn + O(c~) + O(~n).
y ~n = cn+l - a . Cn'
De las hipotesis 1 y 2 se obtiene que 2::=1 ICn - cnl < +00, Y la igualdad
asintotica para la solucion (Xn) resulta entonees del Teorema 1.1.
(ii) La demostracion de (ii) es similar a la de (i). ~
Ejemplo 1.2. Considerese la formula lineal de reeurreneia
2n
Xn+1 - 3 . Xn + -- .Xn-1 = 0, n = 1,2,3, ...n+l
as! que
2n 2 2
a = 3, en = n + 1 = 2 - n + I.' Cn = - n + i ' >.. = 1, J.l = 2.
Claramente
00 00 2
~ /cn+l - cnl = ~ (n + 1) (n + 2) < +00 (a = 1).
E~ virtud del Tearema 1.2, existen entonees soluciones (Xn) , (Yn) tales que
n ( )n 1 n+2 nXn rv 2 II 1+ k + 1 = -2- . 2 ,
k=1
Ejemplo 1.3. Considerese la formula lineal de reeurreneia
(
(_I)n)
Xn+1 - 3· Xn + 2 + -n- .Xn-1 = 0,
en la eual
n = 1,2,3, ... ,
(-It (-It
a = 3, c., = 2 + --, Cn--, >.. = 1, J.l = 2.
n n
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Se observa que
00 00 1
LC; = Ln2 < +00,n=l n=l
00 00 1
~ ICn + cn+ll = ~ n(n + 1) < +00.
(En este caso (1 = -1). El Teorema 1.2 asegura entonces la existencia de solu-
ciones (Xn) , (Yn) tales que
n n ( (_1)k)x; '"2 . 11 1 + 6"k '
Como los productos infinitos convergen (vease [11]), se concluye que Xn
C . 2n, Yn '" D , donde C y D son constantes no nulas.
1.3. Una aplicacion del metoda de var iacion de parametres.
Si >., /-L (1)'1 ~ I/-LI) son las rakes de la ecuacion caracteristica de la formula
de recurrencia (1.2), tenemos el siguiente teorema (Ia restricci6n a2 - 4e > 0
impuesta en el paragrafo anterior no es necesaria).
Teorema 1.3 Si (Xn) es eualquier soluciou de la formula (1.2), entonees
limsup yflxnl ~ I/-LI. (1.18)
Demostracion. Escribiendo (1.2) en la forma
Xn+l - a· Xn + e· Xn-l = Cn . Xn-l, (1.19)
donde Cn = e - en, y aplicando el "rnetodo de variacion de parametres"
(Apendice B) a la formula (1.19), se obtiene que:
(i) Cuando >. -I/-L (esto es, cuando a2 - 4c -I 0),
1 n




A = Xl - >,Xo, B = -Xl + /-LXo.
/-L->' /-L->'
Dividiendo (1.20) par u", teniendo en cuenta que I/-Ln-k - >.n-kl ~ 2 ·I/-Ln-kl,
IXnl 2 ",n IXk-1!/-Ln :::::IAI + IBI + I/-L(/-L _ >')1L..k-l hi /-Lk-1




M = IAI + IBI ~ IA + BI = IXol,
y de (1.21) (Apendice C),
IX: I ~ M· IT (1 + dk) . (1.22)J.l k=l
Como dk -+ 0 cuando k ---+ 00, (1.22) implica (1.18)
(ii) Cuando >. = J.l (esto, es cuando a2 - 4c = 0),
n-1
Xn = J.ln-1 (nX1 - (n - 1) J.lXo) + '" (n - k) . J.ln-k-1 . 6kXk-1, (1.23)~k=l
Y si r > 1J.l1 es arbitrario , dividiendo (1.23) por rn se concluye que
I
Xn I ~ (ld) n InX1 - (n - 1) J.lXo I + ",n (ld) n-k . n - k '16kll Xk-=-l I.
r" r J.l ~k=l r 1J.l1 . r rk 1
Como 1J.lI/r < 1, existira entonces Mo > 0 tal que
(
ld)n ., nX1 - (n -1) J.lXo I ~ Mo, (ld)n. _n_ ~ u;
r J.l r 1J.l1· r
para to do n. Razonando en forma analoga al caso (i) se obtiene entonces, en
lugar de (1.22), que
I ~: I ~ Mo . 11(1 + Mo 16k!)'
Por 10 tanto, limsup \!IXnl ~ r. Como r > 1J.l1 es arbitratio, la relacion
anterior implica (1.18) 0'
Nota 1.1. Si en el caso a2 - 4c =1= 0, L:'=l 16nl < +00, entonces n:::1 (1 + dk)
00
converge absolutamente. En consecuencia, M· n (1 + dk) es una cot a superior
. k=l
de la sucesion (IXn/ J.lnl j n = 0,1,2, ... ).
2. Sucesiones de polinomios
2.1. Los polinomios de Chebyshev Tn (z), n = 0,1,2, ...
La sucesion (Tn (z); n = 0, 1,2, ... ) es la solucion de la formula lineal de
recurrencia de segundo orden
Tn+1 (z) - 2z . Tn (z) + Tn-1 (z) = 0, n = 1,2,3,. .. (2.0)
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que satisface las condiciones iniciales
To (z) = 1, T1 (z) = z. (2.1)
Evidentemente Tn(z) es un polinomio de grado n en la variable z, que supone-
mos que torn a valores complejos.
Como la f6rmula de recurencia (2.0) es lineal de segundo orden, con coe-
ficientes constantes, su soluci6n general se puede encontrar inrnediatamente.
Sean >.(z), I-L(z) las rakes de su ecuaci6n caracterfstica t2 - 2z . t + 1 = O.
Entonces
>.(z) , I-L(z) = z ± VZ2 - 1. (2.2)
Teniendo ahora en cuenta que las progresiones geornetricas (>.(z)n; n =
0,1,2 ... ), (I-L(z)nj n = 0,1,2 ... ) son soluciones lineal mente independientes
de (2.0) , consideraremos separadamente tres casos:
(i) z = x (real), -1 < x < 1. Entonces
A(X), I-L(x)=x±i.~=e±ill, x=cos(), 0<()<7r, (2.3)
asf que I>.(z)1 = II-L(z)1 = 1 y Tn(x) = cosn(). Evidentemente la sucesi6n
Tn (x) /Tn-1(x) = cosn()/ cos(n -1)() diverge cuando n -+ 00. Sin embargo, se
tiene (Teorema 1.3) que
limsup \!ITn (x)1 = lim sup \!lcosn()1 ~ 1, -1 < x < 1.
N6tese que limn-4oo \!ITn(x)I no siempre existe y que el conjunto
{x E (-1,1) : liminf \!ITn(x) I = O}
es no vacio y de medida de Lebesgue nula (vease [7]).
(ii) x = ±1. En este casu >. = I-L= x = ±1, I>.(±1)1 = II-L(±1)1 = 1. Tenemos
ademas que Tn (x) = z" y que
. Tn (x)
lim T: () = X = ±1.n-4oo n-l X
En consecuencia, limn-4oo \!ITn (x)1 = 1.
(iii) zEn = C" [-1, 1].Como>. (z), I-L(z) = z± ~ (si + corresponde
a >.(z), 10 hara a I-L(z), y reciprocamente), un calculo elemental muestra que
I>.(z)1 =f:. II-L(z)1 para todo z en la regi6n n.Para zEn se escogen ahora
A (z), I-L(z) de tal manera que
I>.(z)1 < II-L(z)l· (2.4)
N6tese que I>.(z)1 < 1 < II-L(z)1 (puesto que I>.(z)I' II-L(z)1 = 1).
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Cuando z = X real, Ixl > 1, teniendo en cuenta que r represent a el valor
positivo de la raiz, la escogencia anterior implica que
J-t(x)=x+~, A(X)=X-~, para x>l,
J-t(x) = x -~, A(X) = x+~, para x <-1.
Es bien conocido que A (z), J-t(z), definidas por (2.2) y (2.4), son funciones
analiticas en n con A' (z) =f:. 0, /1/ (z) =f:. 0, zEn.
Ahora, Tn (z) es una combinacion lineal de A (zt , J-t(z)n; esto es,
T; (z) = A· A (zt + B· J-t(a)" ,
donde A y B son constantes. Como ademas To (z) = 1 Y T1 (z) = z, entonces
A = B = ~,y por 10 tanto
T; (z) = ~ . (A (z)n + J-t(a)")
= ~. ((z+ ~)n + (z- ~)n).
(2.5)
De (2.5) se obtiene entonces, para zEn, la expresion asint6tica
t; (z) = J-t(;t . (1 + (~~:~) n) ~ ~. J-t(z)n, cuando n -t 00,
Por 10 tanto, lim Tn (z) /Tn-1 (z) = J-t(z) y, en consecuencia,
n---tOO
lim yflTn (z)1 = IJ-t(z)l, zEn.
n---too
(2.6)
2.2. Series de polinomios de Chebyshev.
Com? es claro, la serie
00
LPn' t: (z), Pn E C,
n=O
(2.7)
converge si limsup yf/Pn . Tn (z)1 < 1 y diverge si limsup yflPn . 'I'; (z)1 > 1.
Para zEn, (2.6) implica que
lim sup yflPn' t; (z)1 = lim sup yflpnl·lim yflTn (z)1
= 1J-t(z)I·limsup:yrp;;.
Par 10 tanto, puesto que IJ-t(z) I > 1, si lim sup yflPnl ~ 1 entonces
lim sup yflPn . T; (z) I > 1 para to do zEn. Por est a razon supondremos,
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de ahora en adelante, que
~ = lim sup yllPn I < 1. (2.8)
P
En tal caso, la serie (2.7) converge absolutamente cuando 1J.l (z)1 < p Y diverge
cuando 1J.l (z)1 > p. N6tese que (2.7) converge para z E [-1, 1J.
Con el fin de investigar para que valores de z E C la serie (2.7) converge es
conveniente hacer uso de coordenadas elfpticas en el plano. Denotandolas con
(s, t), estas estan relacionadas con las coordenadas cartesian as (x, y) par las
ecuaciones
x = cos s . cosh t, y = sens- senh t; S E [0, 211'J, t E [0, ooJ . (2.9)




A su vez, para s fijo, z = x + iy describe la hiperbola
x2 y2
-·-----1






Estas curvas se intersect an ortogonalmente y los focos de ambas estrin locali-
zados en los puntos -1, 1 (Figura 1).
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De (2.9) obtenemos tambien que
z = x + iy = cos s . cosh t + i .sen s . senht = cos (s - it),
as! que
~ = i .~ = i .J1 - cos2 (s - it) = ± isen (s - it) .
Por 10 tanto,
>. (z) ,f.t (z) ,,;, z ± ~ = cos (s - it) ± i sen (s - it)
, -t -iso e . e
Teniendo ahora en cuenta que I>. (z)1 < 1 < If.t (z)l, y t 2: 0, se concluye que
(2.12)
Si z satisface a la ecuacion /f.t (z) I = p entonces t = log p. En este caso el punto
z = x + iy describe la elipse
(2.13)
donde
a = cosh (log p) = ~ . (p + ~), b = sinh (log p) = ~ . (p - ~) .
Evidentemente /f.t (z)1 < p si y solo si z est a en el interior de la elipse (2.13),
y If.t (z)/ > p si y solo si z esta en el exterior de la misma. Por 10 tanto, si
z estii en el interior de la elipse (2.13), la sene (2.7) converge absolutamente,
mientms que si z estd en el exterior de dicha elipse, la serie diverge.
En otras palabras, la elipse (2.13) es "la elipse de convergencia" de la serie
(2.7) de polinomios de Chebyshev.
Teorerna 2.1. (Teorema del limite de Abel para las series de po1inomios de
Chebyshev). Sea zo un punta sabre 1a e1ipse de convergencia (2.13), esto es,
If.t (zo)1 = p. Si 1a serie (2.7) converge en Zo, entonces
(X) (X)
I>k . Tk(z) ~ LPk . Tk (zo)
k=O k=O
cuando z, can If.t (z)1 < p, tiende a Zo sabre cua1quier curva regular que corte a
1a e1ipse (2.13) en Zo Y forme can est» un engulo de corte ip no nu1o.
Demostracion: Considerese la representacion conforme w = f.t (z), con f.t(z)
dada por (2.3) y (2.4) (Figura 2).
(2.14)




w = Jl(Z)~ ...
x x
a
elipse IJl(z)1 = p
plano z circulo Iwl = p
plano w
FIGURA 2
Mediante esta representacion, la region {z : IJl (z)1 < p, z ~ [-1, I]) del plano
z se transforma en el anulo {w : 1 < Iwi < p} del plano w. Si K es una curva
regular que corta a la elipse en Zo con un angulo n =I- 0, Jl(K) es tarnbien una
curva regular que corta al cfrculo Iwl = p en Wo = Jl (zo), con el mismo angulo
o. Aplicando el teorema de Abel-Picard (veanse [2] y el Apendice G) se tiene
entonces que
00 00 00 00
LPk· Jl (z)k = LPk . wk ~ LPk· w~ = LPk· Jl (ZO)k.
k=O k=O k=O k=O
(2.15)
cuando w ---t W00 Par otra parte, como la serie L~o Pk . A (z)k converge
uniformemente en C, entonces
00 00
LPk . A (z)k ~ LPk . A (zO)k ,
k=O k=O
(2.16)
cuando z ---t Zo, Y (2.14) se obtiene inmediatamente de (2.5), (2.15) y (2.16).
~
Nota 2.1. Para informacion adicional sobre las representaciones conformes, el
lector puede consultar [4].
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2.3. Otras sucesiones de polinomios generadas por formulas lineales
de recurrencia de segundo orden.
Considerese la formula de recurrencia
Sn+1 - (an· z + bn) . Sn + en· Sn-I = 0, n = 1,2,3, ... (2.17)
dande
an ---.;a i' 0, b., ---.;b, Cn ---.;c.
Mediante el cambia de variables
Sn = (VCr· Sn, n = 0,1,2, ... ,
la formula (2.17) se transfarma en
Sn+l - (Jc .an . Z + Jc. bn) . Sn + C; . Sn-I = 0,
dande
n = 1,2,3, ... ,
1 1 1 1 cn---.;1.VC . an ---.;VC· a, VC· b., ---.; VC . b, C
Podemos suponer entonces, sin perdida de generalidad, que C = 1.
A su vez, mediante el cambia de pararnetro
(2.17) se transforrna en
(
2an I an.b) SSn+l - ~. z + b.; - ~ . n + Cn . Sn-l = 0,
dande
n = 1,2,3, ... ,
2an ---.;2, b« _ anb ---.;0.
a a
Par esta razon podemos suponer tambien, sin perdida de generalidad, que an ---.;
2, b« ---.;0, Cn ---.;1.
Nota 2.2. En la formula de recurrencia (2.17), la variable independiente es
"n" , la variable dependiente es "Sn" Y Z es un "parametro"; esto es, para cada
valor de Z tenemos una formula de recurrencia diferente.
Examinaremos ahora algunas propiedades basicas de la sucesion (Sn (z))
definida par (2.17). Para cada valor del parametro z, consideremos nuevamente
la formula de recurrencia
Sn+l (z) - (an· z +bn)· Sn (z) + Cn· Sn-l (z) = 0, n = 1,2,3, ...
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donde ahora suponemos que an -+ 2, bn -+ 0, Cn -+ 1. Supondremos adernas








Si la sucesion (Sn (z)) satisface las condiciones iniciales So (z) = 1, S 1 (z) = z,
entonces:
(i) Sn (z) es un polinomio de grado n en el peremetto z. Esto es evidente.
(ii) Existe M ~ 1 tal que para x real, x > M, la sucesi6n (Sn (x)) es creciente
y limn-+oo Sn (x) = +00 (exponencialmente).
En efecto, existe M ~ 1 tal que an·M > Ibnl+cn +2 para to do n. Supongase
ahora, inductivamente, que 0 < So (x) < S1(X) < ... < Sn(x) para x > M.
Entonces,
Sn+1 (x) > (anM + bn) . Sn (x) - Cn . Sn-l (x)
> (cn + 2) . Sn (x) - Cn . Sn-1 (x)
> 2,Sn (x) + Cn . (Sn (x) - Sn-l (x))
> 2· s; (x).
Por 10 tanto,
Sn+1 (x) > S« (x) Y S« (x) > 2n . So (x), n ~ O.
Esto demuestra que (Sn(x)) es creciente y que limn-+oo Sn (x) = +00 (expo-
nencialmente) para x > M.
(iii) Para x real, x < -M, la sucesi6n (( _l)n . Sn(X); n = 0,1,2, ... ) es
creciente y limn-+oo ( -1t .Sn (x) = +00 (exponencialmente).
En efecto, mediante el cambio de variables Sn (x) = (-1)n .Sn (x) , la formula
de recurrencia (2.17) se transforma en
Sn+1 (x) - (an' (-x) - bn)' Sn (x) + Cn' Sn-1 (x) = 0,
y basta utilizar el mismo argumento que en (ii).
(iv) Los ceros del polinomio Sn (x) son todos reales y esten en el intervalo
(-M,M).
En efecto, utilizando la formula de recurrencia (2.17), las propiedades (ii)
y (iii), y el teorema del valor intermedio, se puede demostrar, par inducci6n,
que siempre existe un cero de Sn (x) entre dos ceros consecutivos de Sn-l(X),
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que existe un cera de Sn(x) entre -M y el primer cera de Sn-l(X), Y que hay
tarnbien un cero de Sn (x) entre el ultimo cero de Sn-l (x) y M.
Examinemos ahora el comportamiento asint6tico de (Sn (x)) para z E O.
Efectuando el cambio de variables
n-l
IIakz + bkSn (z) = .Xn (z), n ~ 2, So (z) = Xo (z), Sl (z) = Xl (z),2z
k=l
(2.20)
la f6rmula de recurrencia (2.17) toma la forma
Xn+l (x) - 2z . Xn (z) + cn (z) . Xn-l (z) = 0, Xo (z) = 1, Xl (z) = z,
(2.21)
donde
_ ( ) 4z2 _ ( ) 2z
Cn Z = Cn . , Cl Z = Cl .
(anz + bn) (an-lz + bn-l) alZ + bi
De esto se deducen inmediatamente las siguientes prapiedades:
(v) cn (z) es una Iuticion enelitice de z en la region 0 = C <, [-1, 1]. Ademes,
(cn (z)) -+ 1 uniformemente en compactos de O.
(vi) Xn (z)es una Iuticion eiuilitice de z en la region O.
( 00) L ., (nn-l1akz+bkl 234) d d 0Vll a sucesion k=l 21z1 ; n = , , ,... es rno era a para z E .








I(an . an-l - 4cn) . Z2 + (anbn-l + an-Ibn) . z + bn . bn-llICn (z) - 11 = -'--.:.-:.-=--~-~----:-~~-=----:":-~:""--_---':-_-'-
lanz + bnl·lan-lz + bn-ll
y por la hip6tesis (2.19), la serie (2.23) converge. N6tese que la suma de la
serie (2.23) es uniforrnemente acotada sobre cualquier subconjunto compacta
de O.
Sea an (z) definida por
Xn (z)
an (z) = J.l (z t' n ~ 1.
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Entonces an (z) es, para todo n, analitica en 1a region O. Ahara, por el Coro-
1ario 1.2, 1a sucesion (an (z); n = 0,1,2, ... ) converge para to do z E 0, Y par
(1.22), 1a sucesion (an (z)) es uniformenienie acotada en cua1quier subconjun-
to compacto de O. Por 10 tanto, 1a sucesion (an (z)) converge usiijormenie en
compactos de 0 (vease [5]).
Sea
a (z) = lim an (z) , z EO.
n---+oo
Entonces a (z) es analitica en O. Como para to do n, an (z) of- 0 para to do z E
iC" [-M, M] ~ 0 (Propiedad (iv)), entonces a (z) no tiene ningun cero en C"
[-M, M], 0 a(z) = 0 para todo z E C" [-M, M] (Tearema de Hurwitz, vease
[4] p. 247). Supongase que fuera a (z) = 0 para to do z E C" [-M, M]. Par
e1 Tearema de coincidencia de las funciones analiticas ([4], p. 226), se tend ria
que a (z) = 0 para to do z E 0 y, por e1 Corolario 1.2, limn---+oo Xn(z)/>'(z)n
existiria para todo z E O. Por 10 tanto,
. () l' X; (z) \ ( )n r.hm Xn z = un ~( )n . 1\ Z = 0, z E H.
n-too n-;oo /\ Z
Esto contradice 1a propiedad (ii). Entonces
(ix)
. () u x; (z) ( )hm an z = un -( )n = a z
n---+oo n---+ooJ.1 z
uniformemente en compactos de 0 , donde a(z) es anaIitica en 0 y a(z) 'i- 0
para todo zen C" [-M, M] ~ O.






hm S () = J.1 (z) , z E C" [M, M] .
n---+oo n-1 Z
(2.26)
Notese que 1a funcion analitica a (z) puede anu1arse en puntos del intervalo
[-M, M] (vease e1 siguiente ejemplo), y si a (xo) = 0 entonces, por e1 Corolario
1.2,
. Sn (xo) ()
lim S () = >. Xo
n---+oo n-1 ,xo
de 10 cua1, 1imn---+oo yllSn (xo)1 = I>. (xo)l·
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Ejemplo 2.1. Sea (Sn (x); n = 0, 1,2, ... ) la solucion de la formula lineal de
recurrencia
S2 (z) - (z - 1) . Sl (z) + So (z) = 0,
Sn+1 (z) - 2z· Sn (z) + Sn-1 (z) = 0, n 2:: 2,
sujeta a las condiciones iniciales So (z) = 1, Sl (z) = z.
Entonces,
S2 (z) = z2 - Z - 1; Sn (z) = A (z) . /-l (z)" + B (z) . .x (zt, n ~ 1,
Y A (z) ,B (z) pueden determinarse a partir de las condiciones Sl (z) = Z, S2
(z) = z2 - Z - 1; 0 sea,
A (z) . /-l (z) + B (z) . .x (z) = z, A (z) . /-l (z) 2 + B (z) . .x (z) 2 = z2 - Z - 1.
Entonces,
Z2 - Z - 1- z . .x (z)
A (z) - ------;--:--;--:--:---,----,-'-:-:-
- /-l(z)·(/-l(z)-.x(z))'
Como ademas Sn(Z)/ /-l(z)n '" A (z) y
_Sn_(_Zl= _z_-_1 . an (z) '" _z_-_1 . a (z)
/-l (z) 2z 2z
entonces a (z) = 2z/(z - 1) . A (z) para zEn. Como X (x) = x + JX2"=1
para x < -1, se ve inmediatamente que a (x) no tiene ceros en (- 00, -1) .
Par otra parte, .x (x) = x - v'x2 - 1, x > 1, y a (x) = 0 si y solo si x2 -
x-I - x . (x - ~) = 0; 0 sea, cuando x > 1, a (x) = 0 si y s610 si
x3 - x2 - x-I = O. Ahara, la ecuacion ciibica x3 - x2 - x-I = 0 tiene la
unica rafz real q = 1.8393 ... > 1.
Por 10 tanto,
B (z) = z . /-l (z) - z2 + z + 1.
.x (z) . (/-l (z) -.x (z))
z -1
Sn (z) '" ~ . a (z) . /-l (zt, zEn,
donde a (z) es analftica en n, a (z) =I- 0 para z =I- q y a (q) = O. Ademas,
existe una constante real C =I- 0 tal que S; (q) "" C· x (qt. En consecuencia,
lim Sn (q) =.x (q).
n-4<XlSn-1 (q)
Nota 2.3. Sea Z el conjunto de los ceros de todos los polinomios Sn (x), n =
1,2,3, .... Es decir,
Z = u{x: s; (x) = O}.
n=l
(2.27)
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Si Xo ¢: [-1,1] es un punta de acumulacion del conjunto Z entonces a (xo) =
0, ya que (an (x); n = 0,1,2, ... ) converge a a (x) uniformemente en compac-
tos de n.
(xi) La sucesion de funciones (an (z); n = 0,1,2, ... ) es de variacfon unifor-
memente acotada en cualquier subconjunto compacta de n (Apendice E).
En efecto, reemplazando Xn (z) = an (z) . J.l (z)n en (2.21) se obtiene la
formula de recurrencia
2z cn (z)an+! (z) - -( -) . an (z) + --2 .an-l (z) = O.
J.l z J.l (z)
Teniendo entonces en cuenta que 2z = >. (z) + J.l (z) Y 1 = >. (z) . J.l (z), la
formula anterior puede escribirse en la forma
an+dz) - (1 + ~~;D.an (z) + ~~;~.cn (z)· an-dz) = 0,
o sea, en la forma
n= 1,2,3, ... ,
>.(z) >.(z)_
an+l (z) - an (z) = J.l (z) . (an (z) - an-l (z)) + J.l (z) . (1 - Cn (z)) . an-l (z).
(2.28)
Si D es un subconjunto compacta n, existen 0 < r < 1 y M > 0 tales que,
para to do zED y todo n ~ 1,
1
>,(z)1
J.l (z) < r,
M
lan-l (z)1 < -
r
En efecto, I ~ I < 1 para todo zED, y la sucesion (an-l (z)) es uniforme-
mente acotada en D. De (2.28) se obtiene ademas la desigualdad
Ian+! (z) - an (z)1 ~ r· Ian (z) - an-l (z)1 + M ·11 - cn (z)1 ,
asi que sumando con respecto a n, desde n = 1hast a n = N,
N N
(1- r) .L Ian (z) - an-l (z)1 ~ r ·Ial (z) - ao (z)1 + M .L 11- cn (z)l,
n=2 n=1
(2.29)
y (2.29) implica que la sucesion (an (z)) es de variacion uniformemente acotada
en D.
(xii) Se tiene que
nrr-lakZ + bk = nrr-lak . nrr-l(1 + ~) ,2z 2 akz
k=1 k=1 k=1
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y la sucesi6n (rf (1 + -!:z)) es de variaci6n uniformemente acotada en cuel-
k=1
quiet subconjunto compacta n.
En efecto,
00 I n b n-l b I 00 I b I In-l b IL II(1 + _k ) - II(1 + _k ) = L ~ .II(1 + _k ) ,
n=1 k=1 akZ k=1 akZ n=1 anz k=1 akZ
y, por (2.19) 2:::=1 Ibnl < +00. Entonces, la serie anterior converge, y su suma
total, es acotada en. cualquier subconjunto compacta de n.
Consideremos ahora la serie
00




Esta serie converge en el interior de la elipse en (2.13). En caso de que la funcion
analitica a (z) tenga un cero Xo en el exterior de tal elipse, la serie converge
en Xo, pues limn-too \fISn(xo)1 = 1>.(xo)1 < 1. Con la posible excepcion en
los ceros de a (z), la serie diverge en el exterior de la elipse (2.13). Si todos
los ceros de los polinomios Sn (z), n = 0,1,2, ... estan en el intervalo (-1,1)
entonces a (z) =1= 0 en la region n, y en tal caso la serie (2.30) diverge sin
excepciones en el exterior de la elipse (2.13).
Te~rema 2.2. (Teorema dellfmite de Abel-Picard). Sea Zo un punta sobre le
elipse (2.13), as! que (1f.L (zo)l) = p. Si a (zo) =1= 0 y le serie (2.30) converge en
Zo, entonces
00 00
LPn' s; (z) ----+ LPn' s; (zo)
n=O n=O
(2.31 )
cutuuio z, con 1f.L(z)1 < p, tiende a Zo sobre cualquier curva regular que corte
ala elipse (2.13) en Zo, Y que forme con est« un tuigulo de corte no nulo.
Demostracion. Sea D un disco cerrado de n, con centro en Zo (Figura 3).





Teniendo en cuenta que
s; (z) _ nrr-1ak n« bk) ( )--n- -. +- 'an ZJL(z) 2 akZ '
k=l k=l
la sucesi6n
result a ser de variaci6n uniformemente acotada en D, pues las sucesiones
(an (z)) Y ()1: (1 + -!;z)) son de variaci6n uniformemente acotada en D
y estan separadas de cera. Por ellema de Abel ([2J y Apendice F), la serie
~ (Sn(Z)) r ~ () Sn(z) (f./,(zo))nf:'o Pn' JL (zt . JL (zo = f:'oPn . Sn Zo . Sn (zo)' JL (z)
converge uniformemente en D, pues la serie L:~=oPn' Sn(ZO)' siendo indepen-
diente de z, converge uniformemente en D. Por medio de la misma represen-
taci6n conforme W = JL (z) utilizada anteriormente, y de la generalizaci6n del
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teorema dellfmite de Abel-Picard (Apendice G), se obtiene entonces que
00
LPn' s; (z) =
n=O
~ s; (z) (n ~ s; (zo) ( n
L.JPn· -( )n . J-L z) ---+ L.JPn· -( )n' J-L zo)
n=O J-L Z z-;zo n=O J-L Zo
00
= LPn' s; (ZO) ,
n=O
10 cual completa la dernostracion.
Nota 2.4. Si a (zo) = 0, la serie (2.30) converge en Zo, pero en este caso no
es valido el teorema de Abel.
Examinaremos finalmente el comportamiento de la serie (2.30) en ciertos
casos particulares especial mente notables, relacionados con los denominados
polinomios ortogonales cuisicos.
Como en la formula de recurrencia (2.17) hem os supuesto que an ---+ 2,
b., ---+ 0, Cn ---+ 1, los cas os mas simples corresponden a
A ( 1 ) A' B ( 1 )an = 2+ - + 0 2" ' b.; = - + 2" + 0 3 'n n n n n
Cn = 1+ ~ + 0 (~2) .
Tenemos entonces que
Por 10 tanto, (2.18) y (2.19) se satisfacen si y solo si A' = 0, A = C; esto es,
an = 2+ ~ + 0 (~2), b.; = ~ + 0 (~3) ,
Cn = 1+ ~ + 0 (~2) .
(2.32)
Distinguiremos cuatro casos:
1. A = B = O. Entonces an = 2, bn = 0, Cn = 1. Se obtiene asi la formula de
recurrencia de los polinomios de Chebyshev (Tn (z); n = 0, 1,2, ... ) :
Tn+1 (z) - 2z· Tn (z) + Tn-1 (z) = 0, n ~ 1.
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2. A = -1, B = O. Corriendo el subindice n en 1 se obtiene que
1 1
an = 2 - --, bn = 0, Cn = 1- --.n+l n+l
En este caso la formula de recurrencia (2.17) genera (vease [4]) los polinomios
de Legendre (Pn (z) ; n = 0,1,2, ... ) :
2n+ 1 n
Pn+1 (z) - -- . z· Pn (z) + -- .Pn-1 (z) = 0, n ~ 1.n+l n+l
3. B = 0, A = 2 (// - 1). Reemplazando n por n + 1 se obtiene que




10 cual reduce (2.17) a la formula de recurrencia (vease [4]) de los polinomios
de Gegenbauer (G~ (z), n = 0, 1,2, ... ) :
Gil () _ 2n + 2//. . Gil () n + 2// - 1 . Gil ()_n+1 z 1 z n Z + n-1 Z - 0, n ~ 1.n+ n+l
4. A = -1, B i:- O. Sean, por ejemplo,
a = (0: +,8 + 2n + 1) (0: +,8 + 2n + 2) -+ 2
n 2(n+l)(0:+,8+n+l) ,
b.; = (0:2 - ,82) (0: +,8 + 2n + 1) -+ 0, (2.33)
2 (n + 1)( 0: + ,8 + 2n) (0: + ,8 + n + 1)
C
n
= (0: -I- n)(,8 + n) (0: +,8 + 2n + 2) -+ 1
(n + 1) (0: + ,8 + n + 1) (0: + ,8+ 2n) ,
Donde 0:, ,8 son constantes, 0: > -1, ,8 > -1.
La formula de recurrencia (2.17) genera en este caso los denominados po-
linomios de Jacobi (In (0:,,8; z); n = 0,1,2, ... ) (vease [4]). Be observa inme-
diatamente que
1 ( 1 ) 0:2 - ,82 ( 1 )
an = 2 - ;;,+ 0 n2 ' bn = 2~ + 0 n3 '
Cn = 1- ~ + 0 (~2) ,
asi que los coeficientes an, bn, Cn en (2.33) satisfacen (2.32) con
0:2 - ,82
A=-I, B= 2
Los polinomios de los cuatro casos anteriores se conocen como los polinomios
"ortogonales" clasicos, Los ceros de todos estos polinomios estan en (-1, 1).
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Porlo tanto, son validos para ellos todos los resultados obtenidos en el presente
paragrafo: en particular, el teorema dellfmite de Abel, sin puntos excepciona-
les.
Apendices
A. Relaciones de recurrencia de primer orden.
Sea (Xn) una solucion de la formula lineal de recurrencia de primer orden
Xn+1 = An . Xn + B«, An -+ A, IAI < 1.
Si 2:::=lIBnl < +00, entonces 2:::=lIXnl < +00 (vease [12]). En efecto,
podemos suponer, sin perdida de generalidad, que existe r < 1 tal que iAnl < r
para todo n. Entonces
IXn+11 < r ·IXnl + IBnl, n = 1,2,3, ...
Sumando la desigualdad anterior desde n = 1 hasta n = N se obtiene que
N+1 N N




(1- r)· L IXnl ::::;IX11 +L IBnl·
n=2 n=l
Esto impiica que 2:::=1 IXn I < +00.
Un argumento similar demuestra que si (Xn) es la solucioti "convergente"
de la formula anterior cuando An -+ A,IAI > 1, entonces 2:::=1 IBnl < 00
implica que 2:::=1 IXnl < +00 (vease [12]).
B,'EI metoda de variaci6n de parametres.
Es bien conocido que la fOrmula lineal de recurrencia de segundo orden con
coeficientes constantes,
Xn+1 - a . Xn + c· Xn-1 = 0, n = 1,2,3, ... ,
tiene dos soluciones p,n; n = 0, 1,2, ... ), (/-In; n = 0,1,2,. ,.), donde A, /-l son
las raices de la ecuacioti cuadnitica t2 - a . t + c = 0. Consideremos ahora la
formula de recurrencia no-homogenea
Xn+1 - a . Xn + c . Xn-1 = en, n = 1,2,3, ...
Como A + /-l = a, A' /-l = c, la formula (1) puede escribirse en la forma
(Xn+1 - AXn) = /-l' (Xn - AXn-d + en, n = 1,2,3, ... ,
(1)
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Esta es una formula lineal de recurrencia de primer orden para la sucesion
(Xn - AXn-d. Su solucion general es (vease [6]).
(Xn+l - AXn) = J.Ln. [(Xl - AXo) +t e~], n ~ 1.
k=lJ.L
Intercambiando A y J.Lse obtiene que
Sustrayendo una de otra las igualdades anteriores, se obtinene que la solucion
general (Xn) de (1) est a dada por
n An A (n-l An-I) 1 n-l
X - J.L - X J.L J.L - X + '" (n-k \ n-k)n - 1 - 0 --. L J.L - /\ . ek·
J.L-A J.L-A J.L-A k=l
(2)
En forma similar se obtiene que la solucion general de la formula (1) cuando
A = J.L(a2 - 4c = 0) es
n-l
Xn = J.Ln-l . [nXI - (n - 1) J.L' Xo] + L (n - k) . J.Ln-k-l . ek· (3)
k=l
C. Acotacion de las soluciones.
Supongase que la sucesion (Xn) satisface para to do n ?: 1la desigualdad (vease
[12])
n-l
IXnl ~ M + Ldk . IXkl
k=O





para todo n ~ 1.
En efecto, razonando por induccion se tiene en primer lugar que
Xl ~ M + do· IXol ~ M· (1 + do).
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Supongase ahora que (4) vale para n. Entonces,
n
IXn+11 ~ M + do /Xol + Ldk· M· (1 + do) (1 + d1)··· (1 + dk-1)
k=l
n
= M + M· do + M· L[(l + do)'" (1 + dk) - (1 + do)'" (1 + dk-d]
k=l
= M + M . do + M . [(1 + do) ... (1 + dn) - (1 + do) ]
n
= M· II(1 + dk) ,
k=O
10 cual demuestra la afirrnacion.
D. Sucesiones de variaci6n acotada.
Se dice que una sucesion (Bk; k = 0, 1,2, ... ) es de uariacioti acotada, si
00
L IBk - Bk+11 < +00.
k=O
Toda sucesion de variacion acotada converge (veanse [2], [12]).
E. Sucesiones de variaci6n uniformemente acotada.
Se dice que una sucesion (Bk (t); k = 0,1,2, ... ) de funciones definidas en
un dominio T es de oariacion uniformemente acota en T si es uniformemente
acotada el) T y existe una constante M > ° tal que I:~=o IBk (t) - Bk+1 (t)1 ~
M para todo t E T (vease [2]).
F. Un lema de Abel.
El siguiente resultado de Abel es importante para nuestros propoositos,
Sea I:~=o Bk(t) una serie de funciones uniformemente convergente en T. Si
le sucesi6n de funciones (Ak (t); k = 0,1,2, ... ) es de variaci6n uniformemente
acotada en T, entonces la serie I:~=o Ak (t)· Bk (t) converge uniformente en T.
La dernostracion resulta inmediatamente de la condicion de convergencia
uniforme de Cauchy.
G. Un teorema de Abel-Picard.
La siguiente es la forma del teorema de Abel-Picard a la que recurriremos.
Sea (An (z); n = 0,1,2, ... ) una sucesi6n de funciones continuas tal que
limsup yfIAn(z)1 = ~
p
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independientemente de z . Entonces, [zl = p es e1 citculo de convergencia de le
serie 2::=0 An (z) . z", y si Zo es un punta sobre e1 citculo de convergencia y le
serie 2::=0 An (z)· z(j converge uniformemente en una vecindad de Zo, entonces
00 00
LAn (z) . zn ----+ LAn (zo) . zg,
n=O n=O
(5)
cuando z (con Izj < p) tiende a Zo a 10 largo de cua1quier curva regular que
corte a1 citculo [z] = p en Zo formando con este un engulo no tuslo.
Demostracion. Sea K una curva regular que corta el circulo Izi = p en Zo,




Teniendo en cuenta que la sucesion (( *)n ; n = 0, 1, 2, ... ) es de variacion
acotada uniformemente en K (vease [2]), el lema de Abel en el Apendice F
asegura que la serie 2::=0 An (z) . z" = 2::=0 An (z) . z~ . (*)n converge
uniformemente en una vecindad de Zo en K. Esto implica la validez de (5).
Como un caso particular de 10 anterior, si An (z) = An es independiente
de z, se obtiene el teorema usual de Abel-Picard, el cual, si la curva K es el
radio que toea Zo, se conoce simplemente como el ieotema del limite de Abel
(vease [1]).
172 YU TAKEUCHI
Agradeciemientos. El autor agradece al revisor del articulo su valiosa ayuda
en 'la preparacion de la version final.
Referencias
[IJ Apostol, T. M., Mathematical Analysis, Addison-Wesley, 1963.
[2) Bromwich, T. J., An Introduction to the Theory of Infinite Series, Macmillan, 1926.
[3] Dumett, M., Productos de Hadamard de series de polinomios ortogonales cldsicos, Lect.
Mat., 16 no. 1 (1995), 37-62.
[4] Erdelyi, Magnus, Oberhettinger, Tricomi, Higher Transcendental Fuctions, Vol.II,
Cap.X, Mc Graw-Hill, 1953.
[5] Rudin, W., Real and Complex Analysis, Mc-Graw Hill, 1966.
[6] Takeuchi, Y., Estudio sistematico de algunas sucesiones, Mat. Ens. Univ., 20 (1981),
3-74.
[7J Takeuchi, Y., Sucesiones modemdas, Bo!. Mat. (Nueva serie) 1 no. 1 (1994), 17-34.
[8) Takeuchi, Y., Regia de L 'Hospital pam series, Bo!. Mat. (Nueva serie), 1 no. 2 (1994),
25-38.
[9] Takeuchi, Y., Convergencia de sucesiones dadas pot:formulas de recurrencia de primer
orden, Rev. Colombiana Mat. 27 (1993), 111-125.
[10] Takeuchi, Y., Conjunto de convergencia y conjunto ternario de Cantor, Bo!. Mat. (Nue-
va serie), 2 (1995), 141-165.
[I1J Takeuchi, Y., Algunas observaciones sobre la convergencia de los productos infinitos,
proximo a publicarse en Lect. Mat.
[12) Takeuchi Y., Notas del Seminario de Sucesiones y Formulas de Recurrencia, Departa-
mento de Maternaticas y Estadistica, Universidad Nacional de Colombia, Bogota, 1994.
(Recibido en junio de 1998; revisado por el autor en noviembre de 1998)
DEPARTAMENTO DE MATEMATICAS Y ESTADisTICA
UNIVERSIDAD NACIONAL DE COLOMBIA
BOGOTA, COLOMBIA
