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We investigated the human working memory for contour shapes. The memory items were radial fre-
quency patterns (Wilkinson, Wilson, & Habak, 1998), which require global pooling of local contour orien-
tation at the ‘intermediate’ levels of visual system. We used change-detection paradigm and d0 measure
to determine the forgetting of a single pattern as a function of a retention interval, and the storage capac-
ity for several simultaneously presented patterns. Results showed that the memory trace of a single shape
is not so robust as the representations of simple features. Further, the working memory capacity for con-
tour shapes was very low: just one item could be retained accurately.
 2010 Elsevier Ltd. All rights reserved.1. Introduction
Stimulus representations can be maintained in the visual work-
ing memory temporarily for short periods when the stimuli have
been removed from the visual ﬁeld (Alvarez & Cavanagh, 2004;
Bays & Husain, 2008; Luck & Vogel, 1997; Todd & Marois, 2004;
Vogel & Machizawa, 2004; Wilken & Ma, 2004; Zhang & Luck,
2008). The working memory for basic visual features (e.g., spatial
frequency and local contour orientation), which are extracted at
the early levels of the visual system, have been extensively inves-
tigated using psychophysical methods (for reviews, see e.g., Mag-
nussen, 2000; Pasternak & Greenlee, 2005). These studies have
indicated that the basic features can be stored in the working
memory with a high degree of precision and surprisingly little loss
of information for several seconds. For instance, the spatial-fre-
quency discrimination between two successively presented sinu-
soidal gratings is unaffected by an inter-stimulus interval of 10 s
(Regan, 1985). Similarly, the working memory for line orientation
seems to be quite robust (Vogels & Orban, 1986).
Much less is known about the working memory for forms and
contour shapes, which require neural computation at the ‘interme-
diate’ levels of the visual system – after the extraction of local
stimulus orientation and spatial frequency (Orban, 2008; Wilkin-
son, Wilson, & Habak, 1998; Wilson & Wilkinson, 1998; Wilson,
Wilkinson, & Asaad, 1997). In order to test the working memory
for contour shapes, the memory items employed in our study were
curved (and closed) shapes of radial frequency patterns (Wilkinson
et al., 1998), i.e., deformed base circles in which the closed contour
is deﬁned by the sinusoidal modulation of the radius. These pat-ll rights reserved.
lmela).terns have been shown to require global pooling of local orienta-
tion and curvature information (Anderson, Habak, Wilkinson, &
Wilson, 2007; Habak, Wilkinson, Zakher, & Wilson, 2004; Hess,
Wang, & Dakin, 1999; Lofﬂer, Wilson, & Wilkinson, 2003; Wilkin-
son et al., 1998). Since the radial frequency patterns are already
integrated ‘objects’ or ‘chunks’ of the basic stimulus features, they
might produce a more comprehensive or pure estimate of the
capacity of the visual working memory.
We used a simple change-detection paradigm (e.g., Luck & Vo-
gel, 1997; Wilken & Ma, 2004) in our working memory experi-
ments. Observers were shown two temporally separated stimulus
patterns: one in the memory interval and one in the test interval.
On each trial, observers indicated whether the patterns in the
memory and test intervals were same or different. We used the
change detection task since we wanted to maximize the estimates
of the working memory capacity, i.e., observers were not required
to remember the magnitude or direction of a change, but they
could use all the available cues to accomplish the task. The mem-
ory performance (the observers’ accuracy in the change detection)
was characterized by using the d0 measure because it combines
both hits and false alarms, and therefore is free from the possible
response bias (Green & Swets, 1966).
In the ﬁrst condition, we used only one memory item and varied
the duration of a retention interval, i.e., the blank inter-stimulus
interval between the memory and test intervals. In the second con-
dition, the duration of the blank retention interval was ﬁxed to
1.5 s (which is in the range typically used in the visual working
memory experiments) and the number of items to be retained in
the working memory was varied. In order to avoid a typical ﬂaw
of ‘ceiling effect’ in the studies of working memory for a small
number of memory items, the dissimilarity between the shapes
in the memory and test intervals was adjusted individually for
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tion (a single memory item or at short retention intervals) was less
than perfect (for an excellent discussion on this ‘ceiling effect’ of
suprathreshold memory items, see Wilken & Ma, 2004).2. Methods
2.1. Observers
Five observers participated in the measurements. They had nor-
mal or corrected-to-normal vision. VS and JS (two of the authors)
had an extensive previous experience in the change detection task,
while JT, ML and KN had less practice. Note that practice does not
seem to improve the capacity of the visual working memory in
change detection (Eng, Chen, & Jiang, 2005; Olson & Jiang, 2004).2.2. Apparatus and stimuli
The stimuli were generated using the Matlab 7 (MathWorks
Inc., Natcik, MA) and the ViSaGe stimulus generator (Cambridge
Research Systems, Cambridge, UK), and they were displayed on a
calibrated Mitsubishi Diamond Pro 2070SB monitor (11.2  8.4)
with the refresh rate of 100 Hz and the mean luminance of
44.5 cd/m2. The pixel size was 0.84 arcmin. Observers viewed the
display binocularly under dim room illumination. A chin-rest sta-
bilized the viewing distance of 2.0 m.
Stimuli to be retained in the working memory were curved
shapes of radial frequency patterns (Anderson et al., 2007; Habak
et al., 2004; Hess et al., 1999; Lofﬂer et al., 2003; Wilkinson
et al., 1998), i.e., the patterns were deformed base circles in which
the closed contour shape can be quantitatively deﬁned by the sinu-
soidal modulation of the radius in polar coordinates. The radial fre-
quency patterns had a cross-sectional luminance proﬁle, which
was band-limited in spatial frequency: the proﬁle was deﬁned by
the fourth derivative of a Gaussian (see, Wilkinson et al., 1998).
The peak spatial frequency of the patterns was 8 cpd (sig-
ma = 0.56), and the contrast was 50% in all our experiments. The
parameters deﬁning the shape of a radial frequency pattern are
the modulation amplitude, radial frequency, and angular phase.
The actual memory items used in the experiments were com-
posed of two radial components and the radial frequencies of the
components were 2 and 4 (Fig. 1A). The modulation amplitude of
both components was 0.25 – except in a control experiment, in
which the amplitudes of the lower or higher component, or both
components were 0.18 or 0.32 (Fig. 4B). The approximate size
(length width) of the stimulus pattern was 0.7–2.0. The memory
items were presented in four possible locations at 2.1 eccentricity
(Fig. 1A). The extrafoveal positions were used for two reasons: ﬁrst,
we wanted the experimental conditions of one item and multiple
items to be as similar as possible. Second, by varying the location
of a stimulus pattern in the display, we tried to minimize the use
of other perceptual cues in the detection of shape changes (e.g., a
cue of the change in a contour distance from the display edges).
In order to change quantitatively the similarity/dissimilarity of
the stimulus shapes, the relative phase between the two radial fre-
quency components was varied (cf. Zhang and Luck’s (2008) exper-
iments with Fourier descriptor patterns). The larger the phase
difference between the components in two shapes, the more dis-
similar the shapes looked. When the number of memory items
was more than one, the dissimilarity between the items was max-
imized (Fig. 1B) in order to minimize the possible confusion be-
tween the shapes to be encoded into the working memory. The
phase of the lower radial frequency component was always 0.
Hence, the pattern shape was determined by the phase of the high-
er component. Since the maximum number of memory items wasfour and there could be a change in one item, ﬁve different items
were needed for the change detection task. The phase difference
between the items was, thus, ﬁxed to 72 (360/5 = 72) – irrespec-
tive of the number of items. The memory items for each trial were
chosen using the following procedure (Fig. 1B): (1) a random phase
X (of the second component) was selected for the ﬁrst item, (2) the
phase for the second item was X + 72, (3) for the third item
X + 144, and (4) the phase for the fourth item was either
X + 216 (no change between the memory and test intervals) or
X + 216 + phase increment deg (a change between the memory
and test intervals). In summary, the phase differences between
the ﬁrst three items were always 72 and between the third and
fourth (and fourth and ﬁrst) at least 72 (Fig. 1B). An additional
control experiment was conducted to test whether a larger dissim-
ilarity (>72) of the shapes would improve the working memory
capacity: the measurements were replicated with two stimulus
items having a phase difference of 90 or 120, and with three
stimulus items of 90 phase difference.
2.3. Procedure
The working memory for stimulus shapes was measured with a
two interval same–different change detection task (Fig. 1A). A trial
consisted of memory, retention, and test intervals. The beginning
of a trial was signaled 0.5 s before the memory interval by a ﬁxa-
tion cross at the center of the display. The ﬁxation cross was pres-
ent during the retention period, and it was switched off at the end
of the test interval to indicate that an observer may give her/his re-
sponse. In the one-item condition, the test interval randomly (with
a probability of 0.5) contained an identical shape to that in the
memory interval; in the condition of multiple memory items, the
shapes in the memory and test intervals were randomly either
all identical or one of the shapes had changed in the test interval.
The changed item (phase increment; Fig. 1B) was randomly (with
a probability of 0.5) in the ﬁrst or in the second interval, and the
actual change between the memory and test intervals was either
a phase increment or decrement. Hence, there were four possible
conditions (same stimuli: hAAi and hBBi; different stimuli: hABi
and hBAi). The patterns were always displayed in the identical
locations in the test and in the memory intervals. The observer’s
task was to indicate whether the stimuli in the two intervals were
same or different by pressing the keys on a computer keyboard.
Auditory feedback about an incorrect response was given. The ob-
server’s response initiated the next trial.
In the one-item condition, where the decay of the working
memory representations was studied, the memory interval (0.5 s)
contained a single item, which could randomly be in one of the
four locations around the ﬁxation cross, and the blank retention
interval was varied from 0.5 to 2.5 s in 0.5 s steps. The duration
of the test interval was 0.5 s.
In the multiple-item condition, in which the storage capacity of
the working memory was measured, the retention interval was
ﬁxed to 1.5 s and the number of items was varied (1, 2, 3, or 4).
In addition, the durations of memory and test intervals were in-
creased with the number of items in order to provide the observers
sufﬁciently time for stimulus encoding and decision-making. Spe-
ciﬁcally, the durations of memory and test intervals were 1.0, 1.5
and 2.0 s for the 2, 3 and 4 shapes, respectively. The exception
was observer JS, who needed longer memory and test intervals
(2.0 s) even for 2 and 3 items. In all experimental conditions, the
observers were allowed to scan stimulus shapes freely with multi-
ple eye ﬁxations.
Performance for each retention interval and the number of
memory items was measured in separate stimulus blocks of 50 tri-
als. The accuracy of the change detection in each block was deter-
mined using the performance measure d0 [d0 = zhits  zfalse alarms].
Fig. 1. Stimulus and procedure. (A) Two interval change detection. The stimulus items were radial frequency patterns composed of two components. The shape of the
patterns was determined by the phase difference between the components. With the probability of 0.5 one item was changed in the test interval compared to the memory
interval. Observers’ task was to indicate whether the two intervals were identical or not. (B) The procedure for selecting dissimilar shapes. The shapes were chosen randomly
along the 360 range while keeping the relative differences between the items maximal (=72).
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contain a bias in the observers’ response (e.g., task difﬁculty can al-
ter the criterion), the d0 measure is free from bias since it combines
hits and false alarms. The core assumption of d0 is that the response
distributions for no-change- and change-trials have equal variance.
Since the four possible stimulus conditions (hAAi, hABi, hBAi, and
hBBi) were equally probable (.25), and were composed of similar
items, we can assume equal variance in the response distributions.
It must be emphasized that the d0 was used just as an index of the
stimulus discriminability, not as a model for observer performance,
which would require assumptions on observers’ decision strategies
in a same–different task (Macmillan & Creelman, 2005), and is be-
yond the scope of this paper. The measurements for each experi-mental condition were repeated 3–5 times in a random order.
Thus, each data point shown in ‘Results’ is based at least on ca.
200 trials. The magnitude of the phase change was individually
determined to reach approximately d0  2–2.5 at the ‘easiest’ set-
ups (the ﬁrst data points in the Figs. 2 and 3), i.e., for the shortest
retention interval (0.5 s) in the memory decay experiment, and for
one memory item in the storage capacity measurements.
2.4. One-item observer
A simple model was calculated to quantify the storage capacity
in the experimental condition of multiple memory items. The mod-
el simulates an observer, who is able to maintain only one item in
Fig. 2. Decay functions of one shape item. The accuracy of change detection (d0) as a function of the inter-stimulus interval. Different plots correspond to individual observers.
The solid lines are power functions ﬁtted to the data (exponents of the ﬁtted power functions were 0.58 VS, 0.32 ML and 0.64 JS). The change steps for observers VS, ML
and JS were 40, 35 and 30, respectively.
Fig. 3. Storage capacity functions of multiple shapes. The accuracy of change detection (d0) as a function of the number of items. The top-left plot contains all ﬁve observers
and an average; the other plots are individual data. The solid lines are the one-item model ﬁtted to the data. The change step for observers JS, VS and KN was 60, and for
observers ML and JT the change steps were 50 and 35, respectively. Note that the scale of the y-axis varies.
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number of items is one, but as the number of items increases the
observer makes a decision based only on 1/n trials, e.g., in n = 3
condition, the observer’s hit and false alarm rates for 1/3 of the tri-
als are equal to the hit and false alarm rates of the n = 1 condition,
and for the rest 2/3 of the trials, the performance is at random le-
vel. The following equations were used to quantify the hit (H) and
false alarm (FA) rates for the one-item observer:
H ¼ ð1=nÞ  Hn¼1 þ ð1 1=nÞ  g ð1ÞFA ¼ ð1=nÞ  FAn¼1 þ ð1 1=nÞ  g ð2Þ
where n is the number of memory items, Hn=1 and FAn=1 are the
measured hit and false alarm rates in the n = 1 item condition,
and g is the guess rate. The model d0 was calculated separately for
each observer based on her/his hit and false alarm rates in one-item
condition. The guess rate (g) was always 0.5. Thus, the model was
ﬁtted to each observer’s data with no free parameters. Note that
since the guess rate parameter is used for the calculation of both
hit and false alarm rates, the absolute value of the parameter isnot critical, i.e., the values of the g from 0.2 to 0.8 produce virtually
identical d0 values.3. Results
In the one-item condition, we measured the decay of working
memory representation for a contour shape. The results shown
separately for each observer (Fig. 2) indicated that increasing the
duration of the retention interval deteriorated the change detec-
tion (d0 decreased from 2.31 to 0.99), but even at the longest in-
ter-stimulus interval of 2.5 s, the observers’ performance was still
above the chance level.
In the multiple-item condition, we determined the storage
capacity of the working memory for stimulus shapes, i.e., how
many contour shapes can be simultaneously maintained in the vi-
sual working memory, when the retention interval is 1.5 s. For one
item, the accuracy of change detection was high (the average d0 of
ﬁve observers = 2.57), but increasing the number of items deterio-
rated the change detection for all ﬁve observers (Fig. 3). The
observers’ performance dropped 50% for two items (mean
d0 = 1.35) and 80% for four items (mean d0 = 0.46) when compared
Fig. 4. The results of the control experiments. (A) The accuracy of change detection
(d0) with 2 and 3 stimulus items as a function of the amount of dissimilarity
between the items (phase difference). The 72 data points are replotted from Fig. 3.
(B) The effect of the variation of the amplitude (from 0.18 to 0.32) of the radial
frequency components on stimulus shape. (C) The accuracy of change detection (d0)
as a function of the amplitude of the radial frequency components. Either the
amplitude of the lower (RF2), higher (RF4) or both radial frequency components
was varied. The lines are averages of the different conditions. The 0.25 amplitude
data points are replotted from Fig. 3.
V.R. Salmela et al. / Vision Research 50 (2010) 623–629 627to the change detection for one item (Fig. 3). Hence, increasing the
number of items from one to four decreased the memory perfor-
mance close to the random level.
The collapsing storage capacity functions suggest that the
observers were able to detect a change accurately in just one item
at a time. To quantify this, a simple model was ﬁtted (with no free
parameters) to each observer’s data (see ‘Methods’: Eqs. (1) and
(2)). Based on the observers’ performance for one memory item,
the model predicts the detection accuracy for 2–4 items. This sim-
ple model predicts the degradation of the change detection quite
well for four of our ﬁve observers (Fig. 3), and slightly underesti-
mates the memory performance for observer KN.
In a control experiment, we tested the possibility that the very
limited working memory capacity shown in Fig. 3, would just re-
sult from increasing decision load with an increasing number of
memory items, i.e., more decisions must be made about item-
change when the number of items is larger (see, Luck & Vogel,
1997). Thus, the errors in retaining multiple memory items might
not be due to a limited storage capacity, but result from decision
factors. In order to rule out the decision load explanation, twoobservers (VS and JS) replicated the measurements of the storage
capacity with a partial report procedure, in which the test interval
contained only one item. Other stimulus details in the partial re-
port control experiment were identical to those in the main exper-
iment – except that the observers had to make now a decision on
the change of one item only, even when the number of memory
items varied. The results of the control experiment, however, indi-
cated that the partial report procedure did not increase the storage
capacity: the change detection was still at random performance le-
vel when the number of memory items was four (Fig. 3, observers
VS and JS, ‘partial report’).
To test whether our results can be generalized to a larger set of
shapes of radial frequency patterns than those used in our main
experiment (in which the amplitudes of the components were
0.25 and the phase difference between the memory items was
72), two additional control experiments were conducted for
observers VS and JS. The task, procedure and all stimulus parame-
ters were identical to those in the main experiment, except that in
the ﬁrst experiment the phase difference was varied (90 and
120), and in the second experiment the amplitudes of the compo-
nents were varied (0.18 and 0.32; Fig. 4B). Neither the amount of
phase difference (Fig. 4A) nor changing the amplitude of the radial
frequency components (Fig. 4C) had any signiﬁcant effect on the
observers’ performance.4. Discussion
The aim of this study was to collect basic data on the working
memory for contour shapes, i.e., the working memory for stimuli,
which require the integration of local contour orientations into
more complex global shapes at the ‘intermediate’ levels of visual
processing. Two aspects of the working memory for shape were
tested: (1) the fading of the memory representation of a single
shape as a function of the retention time, and (2) the storage capac-
ity for several simultaneously presented shapes.
We employed the d0 measure to characterize forgetting process
and storage capacity. The decay functions for a single shape
showed that the performance degradation at our longest retention
interval (2.5 s) compared to that at the shortest interval (0.5 s) was
approximately 60% (three observers: 72%, 61%, and 38%). Thus, the
working memory representations of stimulus shapes may decay
more rapidly than those of basic visual features – such as spatial
frequency, contrast, orientation, or the direction of motion: the
magnitude of the discrimination threshold degradation is 20–
30% for those features at the retention interval of 4 s (see Pasternak
and Greenlee’s (2005), Fig. 1C). Traditionally, it is assumed that the
memory decay is a gradual process in which the memory represen-
tations become progressively less precise (more noisy) as a func-
tion of retention time (e.g., Lee & Harris, 1996; Sakai & Inui,
2002; Vogels & Orban, 1986). Zhang and Luck (2009) have recently
challenged this view by arguing that the abrupt (all-or-none) ter-
mination of memory representations could also result in an in-
crease of thresholds in the change detection. Since our
experiments were based on d0 (threshold) measure, we could not
separate these two aspects in the forgetting process, i.e., the noise
increase vs. the complete memory failures (‘sudden deaths’).
As Wilken and Ma (2004) have noted, memory items and tasks
in typical working memory experiments are usually such that they
produce close-to-perfect performance, when the number of items
is small. Thus, storage capacity might be overestimated due to
the ‘ceiling effect’. To avoid this experimental ﬂaw, we adjusted
individually the difﬁculty of change detection by preliminary mea-
suring a phase change, which produced a high but less than perfect
performance level for a single memory item (d0  2.0–2.5). In the
experiment for memory decay, we used 30, 35, and 40 phase
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ation of phase changes in the storage capacity measurements was
larger: observers JS, KN, and VS performed the change detection
with a 60 phase change, ML with 50, and JT with 35. In addition,
in two conditions (number of items 2 and 3), the stimulus duration
was longer (2 s in both conditions) for observer JS than for other
observers (1 and 1.5 s) because JS wanted to ensure a long enough
encoding time. In despite of this difference, the results are highly
similar between the observers, and the need for the longer stimu-
lus duration probably just reﬂects individual or age-related differ-
ences (the observer JS was older than the other observers).
The storage capacity measurements showed that the working
memory for several shapes was poor. The retention of even two
shapes simultaneously in the memory was a difﬁcult task, and
none of our ﬁve observers could reach the capacity limit of four
memory items typically found in the working memory experi-
ments on basic visual features (e.g. colors or contour orientations)
(Luck & Vogel, 1997; Todd & Marois, 2004; Vogel & Machizawa,
2004; Zhang & Luck, 2008; see however, Bays & Husain, 2008,
2009; Bays, Catalao, & Husain, 2009; Wilken & Ma, 2004). The good
ﬁt between the one-item model and the data suggests that the
observers could maintain only one item in their working memory
during the change detection task.
Our result on the poor memory for the shapes of radial fre-
quency patterns is in line with the results of Sakai’s (2005) change
detection experiments on contour curvature. The observers in his
experiment could retain only one contour curvature accurately in
the working memory: when observers had to maintain two or four
different contour curvatures in the memory, the minimum (thresh-
old) curvature for the detection of a change in the test interval was
signiﬁcantly higher than with a single item in the memory. The low
storage capacity found in our study is also in an agreement with
the recent results by Zhang and Luck (2008), who used similar ab-
stract shapes (Fourier descriptors) to those of radial frequency pat-
terns as memory items in their working memory experiments.
These authors found that while the probability of a correct re-
sponse in the detection of a shape change (=Pm in their Supplemen-
tary Fig. 5A) decreased only little when the number of shapes
increased from 1 to 3, the accuracy parameter of the memory per-
formance (SD) deteriorated signiﬁcantly with an increasing item
number. That is, Zhang and Luck’s (2008) observers could not re-
tain so precise working memory representations for 2 or 3 shapes
as they could for a single shape. However, the collapsing storage
capacity function even for two items is not compatible with Zhang
and Luck’s (2008) idea of multiple representations in the visual
short-term memory. Instead, the results can be understood in the
terms of dynamic resources (Bays & Husain, 2008): the detection
of a shape change is a demanding visual task and thus all the re-
sources are allocated to one item only.
One possible explanation for the poor shape memory could be
that the observers remembered perfectly well the shapes of all
the memory items, but failed to bind the shapes to correct loca-
tions (see, Bays et al., 2009). In our experimental setup, however,
the memory items (including the changed item) were always max-
imally different from each other (at least 72 phase difference;
Fig. 1B), and thus our task did not necessarily require binding an
item to a particular location. Instead, just comparing a ‘list’ of
shapes in the memory interval with shapes in the test interval
(irrespective of the location) would be sufﬁcient for a correct re-
sponse, especially in the partial report condition. Further, the num-
ber of possible incorrect bindings increases as the number of items
increases, which should produce most decline in the observers’
performance from 2 to 4 items, not from 1 to 2 items as our data
shows.
The poor shape memory might also result from the limitations
of the encoding time. The construction of accurate low-noise mem-ory representations for the shapes of radial frequency patterns may
require longer encoding time than the durations of the memory
intervals used in our experiments. For instance, Bays et al. (2009)
have shown (using simple stimulus features) that increasing the
duration of the memory interval reduces the observers’ random re-
sponses, when the number of items is 4–6, suggesting that encod-
ing time is critical in constructing accurate representations.
However, the explanation based on the limited encoding time
seems to be unlikely here for two reasons. First, demanding dis-
crimination and identiﬁcation tasks can be performed with a single
radial frequency pattern even when stimulus duration is 0.5 s or
less (e.g., Hess et al., 1999; Lofﬂer et al., 2003; Wilkinson et al.,
1998). Some of these tasks produce discrimination thresholds that
are in the hyperacuity range. Second, the durations of the memory
intervals used in the present experiments were exceptionally long
when compared to those in many previous working memory stud-
ies (typically less than 500 ms; e.g., Wilken & Ma, 2004; Zhang &
Luck, 2008). Speciﬁcally, the stimulus duration/item was kept con-
stant in our working memory task, and thus the overall duration of
the memory interval actually increased from 500 ms to 2000 ms as
the number of items increased from one to four. It must be empha-
sized that in Bays et al.’s (2009) experiments, the stimulus duration
did not have any effect with 1 or 2 items, and with 4 items the
observers made substantially more random responses with stimu-
lus durations 100 and 500 ms than with 2 s, that was also the stim-
ulus duration for four items in our experiment.
However, it must be noted that even though the limitations of
encoding time may not be the explanation of the poor shape mem-
ory, the precise encoding of multiple stimulus shapes simulta-
neously present in the visual ﬁeld may be a very difﬁcult visual
task. Single cell recordings in the primate V4 cortical area have
suggested that a complex shape is encoded by a population of neu-
rons tuned for curvature and shape-centered position of its contour
fragments (Pasupathy & Connor, 1999, 2001, 2002). Thus, when
several shapes are presented close to each other in the visual ﬁeld,
it is possible that the cortical units analyzing the constituents of a
complex contour shape may interact and interfere with each other.
Recently, Habak et al. (2004) have found psychophysical evidence
supporting this assumption: the shape discrimination of a radial
frequency pattern was deteriorated in the presence of another
(surrounding) radial frequency pattern, and the ‘masking’ effect
was strongest when the patterns contained similar curvature ele-
ments in identical pattern locations.
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