The local backward heat problem by VO, Thi Minh Nhat
HAL Id: hal-01508987
https://hal.archives-ouvertes.fr/hal-01508987
Preprint submitted on 15 Apr 2017
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
The local backward heat problem
Thi Minh Nhat Vo
To cite this version:
Thi Minh Nhat Vo. The local backward heat problem. 2017. ￿hal-01508987￿
The local backward heat problem
Thi Minh Nhat VO ∗
April 15, 2017
Abstract
In this paper, we study the local backward problem of a linear heat equation
with time-dependent coefficients under the Dirichlet boundary condition. Pre-
cisely, we recover the initial data from the observation on a subdomain at some
later time. Thanks to the “ optimal filtering ” method of Seidman, we can solve
the global backward problem, which determines the solution at initial time from
the known data on the whole domain. Then, by using a result of controllability
at one point of time, we can connect local and global backward problem.
Keywords. inverse problem, global backward, local backward, controllability,
observation estimate, heat equation.
1 Introduction and main result
1.1 Our motivation
Inverse and ill-posed problems (see [I], [P], [K]) are the heart of scientific inquiry and
technological development. They play a significant role in engineering applications, as
well as several practical areas, such as image processing, mathematical finance, physics,
etc. and, more recently, modeling in the life sciences. During the last ten years or
so, there have been remarkable developments both in the mathematical theory and ap-
plications of inverse problems. Especially, in various industrial purposes, for example
steel industries, glass and polymer forming and nuclear power station, the "backward
heat problem", which recovers the temperature in the heating system from the obser-
vation at some later time keeps an important position. On the other hand, from the
mathematical point of view, it is well-known to be an ill-posed problem in the sense
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of Hadamard (see [H]) due to the irreversibility of time. That is, there exists no so-
lution from the given final data, and even if a solution exists, the small perturbations
of the observation data may be dramatically scaled up in the solution. Hence, the in-
terest of constructing some special regularization method is motivated. This topic has
been studied extensively with lots of methods released such as: Tikhonov regularization
[F], [M], [TS], [ZM], [MFH], Lavrentiev regularization [NT], [JSG], truncation method
[NTT], [KT], [ZFM], filter method [S], [TKLT], [QW], the quasi-boundary value method
[DB], [KT], [QTTT] and other methods [AE], [LL1], [LL2], [HX], [TQKT], ... In [S],
Seidman uses a so-called "optimal filtering" method in order to recover the solution at
time t > 0 with an optimal result. The idea of improving his outcome to reconstruct the
solution at time 0 is an interesting issue. Furthermore, the question that if we restrict
our observation on a subregion inside the domain then how the local problem will be
solved is also attractive.
1.2 Our problem
Let Ω be an open bounded domain in Rn(n ≥ 1) with a boundary ∂Ω of class C2; T
be a fixed positive constant. Let p ∈ C1 ([0; +∞)) such that 0 < p1 ≤ p(t) ≤ p2, ∀t ∈
[0,+∞), where p1 and p2 are some positive real numbers. Let ω be a nonempty, open
subdomain of Ω. We consider a linear heat equation with time-dependent coefficients,
under the Dirichlet boundary condition with the state u ∈ C1 ((0, T );H10(Ω)):
{
∂tu− p(t)∆u = 0 in Ω× (0, T ),
u = 0 on ∂Ω× (0, T ). (1.1)
Our target is constructing the initial solution u(·, 0) when the local measurement data of
u(·, T ) on the subdomain ω is available. In practice, the data at time T is often measured
by the physical instrument. Therefore, only a perturbed data f can be obtained. Let
δ > 0 denote the noisy level with the following property
‖u(·, T )− f‖L2(ω) ≤ δ. (1.2)
Moreover, in order to assure the convergence of the regularization approximation to the
initial data u(·, 0), some a priori assumption on the exact solution is required
u(·, 0) ∈ H10 (Ω). (1.3)
We will determine an approximate output g of the unknown exact solution u(·, 0) such
that the error estimate e(δ) in
‖u(·, 0)− g‖L2(Ω) ≤ e(δ) (1.4)
tends to 0 when δ tends to 0.
2
1.3 Relevant works
Now, we consider how our problem can be solved so far in the past. In fact, there
are lots of papers on the global backward problem but the works on the local one are
restricted. There has been a sizeable literature on the special case p ≡ 1 with various
methods. From now on, we will denote by δ the noisy level.
1. In 1996 (see [S]), Seidman considers the heat equation which has the following
form
∂tu−∇a∇u+ qu = 0 on Ω× (0, T ) with u = 0 on ∂Ω × (0, T ) (1.5)
where a and q belong to L∞(Ω). He succeeds in constructing the solution at a
fixed time t ∈ (0, T ) from the observation f satisfying ‖u(·, T ) − f‖L2(Ω) ≤ δ,
under the assumption u(·, 0) ∈ L2(Ω). His strategy is using a "filter" with respect
to the spectral decomposition of operator A : u 7→ −∇a∇u+ qu, which is defined
as
F(t)ei = min
{
1, e−λi(T−t)
t
T
(‖u(·, 0)‖L2(Ω)
δ
)1− t
T
}
ei (1.6)
where {λi}i≥1 and {ei}i≥1 are respectively denoted by the eigenvalues and the
corresponding eigenfunctions of the operator A. Then, he can get the optimal
result, which is
‖u(·, t)− gt‖L2(Ω) ≤ δ
t
T ‖u(·, 0)‖1−
t
T
L2(Ω). (1.7)
The regularization solution gt at time t is constructed as
gt :=
∞
∑
i=1
eλi(T−t)
(
∫
Ω
f(x)ei(x)dx
)
F(t)ei. (1.8)
2. By generalizing the result of Seidman, in [TS], Tautenhahn and Schröter provide
us a definition of the term "optimal method", in a sense the error of the estimate
between the exact solution and the approximate one defined from the optimal
method can not be greater than the best possible worst case error (see Definition
1.1, page 478). Their interest is finding the optimal results in different regulariza-
tion methods for solving the backward heat equations. According to this sense,
the result of Seidman is optimal.
3. In 2007, Trong et al. (see [TQKT]) improve the quasi-boundary value method to
regularize the 1D backward heat equation. They succeed in recovering the initial
data with the following error:
‖u(·, 0)− g‖L2(Ω) ≤
4
√
8C
4
√
T
(
ln
‖u(·, 0)‖L2(Ω)
δ
)− 1
4
(1.9)
where C is a positive constant depending on ‖u(·, 0)‖H10(Ω) (see also [AP]).
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The problem with case p 6≡ constant is recently concerned, which can be mentioned in
some following writings:
1. In 2013, Tuan et al. in [TQTT] consider the 1D backward heat equation with
time-dependent coefficients. They use a so-called "modified method" to get the
result below
‖u(·, t)− gt‖L2(Ω) ≤
(
1 + ‖u(·, 0)‖L2(Ω)
)
(
δ
‖u(·, 0)‖L2(Ω)
)
p21t
p22T
. (1.10)
2. In 2014, Zhang, Fu and Ma (see [ZFM]) also study on the 1D backward heat
equation with time-dependent coefficients, but use the truncation method. They
can recover the solution at time t ∈
(
T (1− p1
p2
);T
)
satisfying
‖u(·, t)− gt‖L2(Ω) ≤ ‖u(·, 0)‖
1− t
T
L2(Ω)((τ+1)δ)
t
T +
(‖u(·, 0)‖L2(Ω)
τ − 1
)
p2(T−t)
p1T
δ
(p2−p1)T+p2t
p1T
(1.11)
for some constant τ > 1.
3. In 2016, Khanh and Tuan (in [KT]) solve an initial inverse problem for an inho-
mogeneous heat equation by using high frequency truncation method. Under the
assumption that u(·, 0) ∈ H10 (Ω), they can recover the initial data with the below
error:
‖u(·, 0)− g‖L2(Ω) ≤
(
δ
‖u(·, 0)‖L2(Ω)
)
1
2T
√
ln
(‖u(·,0)‖
L2(Ω)
δ
)
√
2p2T
+
√
2p2T‖u(·, 0)‖H10(Ω)
√
ln
(‖u(·,0)‖
L2(Ω)
δ
)
.
(1.12)
For the local inverse problem, we can pick up some of following works:
1. In 1995, Yamamoto in [Y] proposes a reconstruction formula for the spatial de-
pendence of the source term in a wave equation ∂ttu−∆u = f(x)σ(t), assuming
σ(t) known, from local measurement using exact controllability.
2. In 2009, Li, Yamamoto and Zou in [LYZ] study the conditional stability of inverse
problems. Here, the known data is observed in a subregion along a time period
which may start at some point, possibly far away from the initial data.
3. In 2011, García and Takahashi (see [GT]) present some abstract results of a general
connection between null-controllability and several inverse problems for a class of
parabolic equations.
4. In 2013, García, Osses and Tapia in [GOT] succeed in determining the heat source
from a single internal measurement of the solution, thanks to a family of null
control functions.
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1.4 Our method of solving the global backward problem (GBP)
and the local backward problem (LBP)
Firstly, we deal with the global backward problem (GBP), which recovers the initial
data from the observation on the whole domain at some later time τ > 0. Here, we
assume that there exists solution of the (1.1) satisfying the a priori condition (1.3) and
f̄ be the known data on Ω at time τ such that ‖u(·, τ)− f̄‖L2(Ω) ≤ δ for some δ > 0. We
will determine a function g which approximate the initial data. Our idea of constructing
such function g is from the “optimal filtering method” of Seidman (see [S]): First, we
define a continuous operator depending on a regularization parameter α
Rα : L2(Ω) → L2(Ω)
φ 7→
∞
∑
i=1
min{eλi
∫ τ
0
p(s)ds;α}
(
∫
Ω
φ(x)ei(x)dx
)
ei;
Then, the function Rαf̄ will be closed to the exact solution u(·, 0) in L2(Ω) where α is
the minimizer of the problem min
α>0
‖u(·, 0)−Rαf̄‖L2(Ω).
Secondly, for the local backward problem (LBP), whose observation is measured on a
subdomain, we need to use a tool of controllability to link with the (GBP). Precisely,
we use the assertion about the existence of a sequence of control functions to get the
information of solution on the whole domain Ω from the given data on the subdomain
ω: For each i = 1, 2, ..., for any ε > 0, there exists hi ∈ L2(ω) such that the solution of







∂tϕi − p(t)∆ϕi = 0 in Ω× (0, 2T ) \ {T},
ϕi = 0 on ∂Ω × (0, 2T ),
ϕi(·, 0) = ei in Ω,
ϕi(·, T ) = ϕi(·, T−) + 1ωhi in Ω (1.13)
satisfies ‖ϕi(·, 2T )‖L2(Ω) ≤ ε. Here, 1ω presents for the characteristic function on the
region ω and ϕi(T
−) denotes the left limit of the function ϕi at time T . Multiplying
∂tϕi − p(t)∆ϕi = 0 by u(·, 2T − t) and using some computation technique, we can get
the approximate solution f̄ at time τ = 3T , which is
‖u(·, 3T )− f̄‖L2(Ω) ≤ E(δ).
Here, f̄ is computed by known data hi and f and E(δ) is a function of δ such that
E(δ) → 0 when δ → 0. Lastly, applying the result of (GBP) with the information at
3T on the whole domain, the initial data of (1.1) is reconstructed.
1.5 Spectral theory
As a direct consequence of spectral theorem for compact, self-adjoint operators (see
Theorem 9.16, page 225, [HN]), there exists a sequence of positive real eigenvalues of
the operator −∆, which denoted by {λi}i=1,2,... where
{
0 < λ1 ≤ λ2 ≤ λ3 ≤ ....,
λi → ∞ as i→ ∞. (1.14)
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Moreover, there exists an orthonormal basis {ei}i=1,2,... of L2(Ω), where ei ∈ H10 (Ω) is
an eigenfunction corresponding to λi
{
−∆ei = λiei in Ω,
ei = 0 on ∂Ω.
(1.15)
When u0 ∈ L2(Ω) and u0 =
∞
∑
i=1
aiei with ai =
∫
Ω
u0(x)ei(x)dx and
∞
∑
i=1
|ai|2 <∞, then
u(·, t) =
∞
∑
i=1
aie
−λi
∫ t
0 p(s)dsei (1.16)
is the unique solution of



∂tu− p(t)∆u = 0 in Ω× (0, T ),
u = 0 on ∂Ω × (0, T ),
u(·, 0) = u0 in Ω.
(1.17)
1.6 Main result
Theorem 1.1. Let u be the solution of (1.1) with the a priori bound (1.3). Let f ∈
L2(ω) and 0 < δ < ‖u(·, 0)‖L2(Ω) satisfying
‖u(·, T )− f‖L2(ω) ≤ δ. (1.18)
There exists a function g ∈ L2(Ω) and a constant C = C(Ω, ω, p) > 0 such that the
following estimate holds
‖u(·, 0)− g‖L2(Ω) ≤
Ce
C
T
√
T‖u(·, 0)‖H10(Ω)
√
ln
‖u(·,0)‖
L2(Ω)
δ
. (1.19)
Remark 1.1. 1. When δ < De−D(T+
1
T )‖u(·, 0)‖L2(Ω) for some positive constant
D = D(Ω, ω, p), the approximate solution of the initial data satisfying (1.19)
is constructed as below
g := −
∞
∑
i=1
min{eλi
∫ 3T
0 p(s)ds, α}e−λi
∫ 3T
2T p(s)ds
(
∫
ω
hi(x)f(x)dx
)
ei (1.20)
where {hi}i≥1 is a sequence of control functions (see Section 4) and α is the
regularization parameter given by
α = A
(
B−1
( √
3p2T‖u(·, 0)‖H10(Ω)
K1e
K1
T ‖u(·, 0)‖L2(Ω)1−k1δk1
))
(1.21)
with
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(i)
A : [0; +∞) →
[√
e
2
;+∞
)
x 7→ e
x
1 + 2x
, (1.22)
(ii)
B : (0; +∞) → (0; +∞)
x 7→
√
xex (1.23)
The existence of the function B−1 dues to the bijection property of the func-
tion B on (0,+∞),
(iii) K1 = K1(Ω, ω, p) > 1 and k1 = k1(Ω, ω, p) ∈ (0, 1). All these constants can
be explicitly computed when Ω is convex or star-shaped with respect to some
x0 ∈ Ω.
2. The estimate (1.19) connects to the well-known following estimate
‖u(·, 0)‖L2(Ω) ≤
C
√
1 + T + 1
T
‖u(·, 0)‖H10(Ω)
√
ln
‖u(·,0)‖
L2(Ω)
‖u(·,T )‖
L2(ω)
. (1.24)
for some positive constant C = C(Ω, ω, p) (see Appendix for the proof).
1.7 Outline
Section 2 will give us a result of the (GBP) (see Theorem 2.1), where the known data
is observed on the whole domain. In section 3, we construct an observation estimate
at one point of time for the parabolic equations with time-dependent coefficients (see
Theorem 3.1 and Theorem 3.2). This is an important preliminary of the approximate
controllability (see Theorem 4.1), which is studied in section 4. Lastly, combining the
result of controllability and global backward, we get the proof of the Theorem 1.1,
mentioned in section 5.
2 Global backward problem
First of all, we need to consider the special case, that is ω ≡ Ω. In [S], Seidman succeeds
in recovering the solution at time t > 0 by an optimal filtering method, under the a
priori condition u(·, 0) ∈ L2(Ω). Here we will use his method to recover the initial data
at time 0 but with the stronger assumption u(·, 0) ∈ H10 (Ω).
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Theorem 2.1. Let u be the solution of (1.1) satisfying the a priori condition (1.3). Let
f̄ ∈ L2(Ω) and δ > 0 having the following property
‖u(·, T )− f̄‖L2(Ω) ≤ δ. (2.1)
There exists a function g ∈ L2(Ω) such that for any ζ > δ2
2λ1p2T‖u(·,0)‖2
L2(Ω)
, the following
estimate holds
‖u(·, 0)− g‖L2(Ω) ≤
√
(1 + ζ)p2T ‖u(·, 0)‖H10 (Ω)
√
ln
(√
2ζλ1p2T
‖u(·,0)‖
L2(Ω)
δ
)
. (2.2)
Remark 2.1. 1. When δ < ‖u(·, 0)‖L2(Ω)e−λ1p2T , the approximate solution of the
initial data satisfying (2.2) is constructed as
g :=
∞
∑
i=1
min
{
eλi
∫ T
0
p(s)ds, ᾱ
}
∫
Ω
f̄(x)ei(x)dxei. (2.3)
Here, the regularization parameter ᾱ is given by
ᾱ := A
(
B−1
(√
p2T ‖u(·, 0)‖H10 (Ω)
δ
))
(2.4)
with A and B being respectively defined in (1.22) and (1.23).
2. When δ < ‖u(·, 0)‖L2(Ω), we can choose ζ = 12λ1p2T in order to get
‖u(·, 0)− g‖L2(Ω) ≤
√
p2T +
1
2λ1
‖u(·, 0)‖H10 (Ω)
√
ln
‖u(·,0)‖
L2(Ω)
δ
. (2.5)
This connects to the well-known following estimate
‖u(·, 0)‖L2(Ω) ≤
√
p2T ‖u(·, 0)‖H10 (Ω)
√
ln
‖u(·,0)‖
L2(Ω)
‖u(·,T )‖
L2(Ω)
. (2.6)
Proof of Theorem 2.1
Proof. For the case δ ≥ ‖u(·, 0)‖L2(Ω)e−λ1p2T , the estimate (2.2) holds with g = 0.
Indeed, combining with the fact that
√
2ζλ1p2T ≤ eζλ1p2T ∀ζ > 0, we get
√
2ζλ1p2T
‖u(·, 0)‖L2(Ω)
δ
≤ e(1+ζ)λ1p2T . (2.7)
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It implies that
1√
λ1
≤
√
(1 + ζ)p2T
√
ln
√
2ζλ1p2T
‖u(·,0)‖
L2(Ω)
δ
.
Hence
‖u(·, 0)‖L2(Ω) ≤
‖u(·, 0)‖H10(Ω)√
λ1
≤
√
(1 + ζ)p2T‖u(·, 0)‖H10(Ω)
√
ln
√
2λ1p2T
‖u(·,0)‖
L2(Ω)
δ
. (2.8)
The main purpose concerns the case when
δ < ‖u(·, 0)‖L2(Ω)e−λ1p2T . (2.9)
In this case, we will determine the regularization solution at time 0 as follows: First of
all, Step 1 will provide us the construction of a continuous operator Rβ depending on
a parameter β, which will be chosen later. The regularization solution g is defined by
applying this operator on the known-data f̄ . Secondly, in Step 2, we compute the error
between the exact solution and the approximate solution defined in Step 1. Lastly, by
minimizing the error in Step 2 with respect to β, we can obtain the final result in Step
3.
Step 1: Construct the regularization solution.
Let us define a continuous function Rβ depending on a positive parameter β, which will
be chosen later:
Rβ : L2(Ω) → L2(Ω)
f 7→
∞
∑
i=1
min{eλi
∫ T
0 p(s)ds; β}
(
∫
Ω
f(x)ei(x)dx
)
ei
Put g := Rβ f̄ . We will prove that such defined function g approximate the exact solu-
tion u(·, 0) with some suitable choice of β.
Step 2: Compute the error ‖u(·, 0)− g‖L2(Ω).
Put gT := Rβu(·, T ), we will compute the error by using the following triangle inequality
‖u(·, 0)− g‖L2(Ω) ≤ ‖u(·, 0)− gT‖L2(Ω) + ‖gT − g‖L2(Ω). (2.10)
On one hand, we have
‖g − gT‖L2(Ω) =
∥
∥
∥
∥
∥
∞
∑
i=1
min{eλi
∫ T
0 p(s)ds; β}
∫
Ω
(
f̄(x)− u(x, T )
)
dxei
∥
∥
∥
∥
∥
L2(Ω)
≤ β
∥
∥f̄ − u(·, T )
∥
∥
L2(Ω)
≤ βδ. (2.11)
9
On the other hand
‖u(·, 0)− gT‖L2(Ω)
=
∥
∥
∥
∥
∥
∞
∑
i=1
∫
Ω
u(x, 0)ei(x)dxei −
∞
∑
i=1
min{eλi
∫ T
0
p(s)ds; β}e−λi
∫ T
0
p(s)ds
∫
Ω
u(x, 0)ei(x)dxei
∥
∥
∥
∥
∥
L2(Ω)
=
∥
∥
∥
∥
∥
∞
∑
i=1
(
1−min{eλi
∫ T
0 p(s)ds; β}e−λi
∫ T
0 p(s)ds
)
∫
Ω
u(x, 0)ei(x)dxei
∥
∥
∥
∥
∥
L2(Ω)
=
∥
∥
∥
∥
∥
∥
∥
∑
eλi
∫ T
0 p(s)ds>β
(
1− βe−λi
∫ T
0
p(s)ds
)
∫
Ω
u(x, 0)ei(x)dxei
∥
∥
∥
∥
∥
∥
∥
L2(Ω)
=
∥
∥
∥
∥
∥
∥
∥
∑
eλi
∫ T
0 p(s)ds>β
(
1− βe−λi
∫ T
0 p(s)ds
)
√
λi
√
λi
∫
Ω
u(x, 0)ei(x)dxei
∥
∥
∥
∥
∥
∥
∥
L2(Ω)
≤ sup
λ≥λ1
(
1− βe−λ
∫ T
0
p(s)ds
)
√
λ
‖u(·, 0)‖H10 (Ω)
≤ sup
λ≥λ1
(1− βe−λp2T )√
λp2T
√
p2T ‖u(·, 0)‖H10 (Ω) . (2.12)
Now, we solve the problem of finding sup
λ≥λ1
(1−βe−λp2T )√
λp2T
.
Define
F : [λ1; +∞) → (0; +∞)
λ 7→ (1− βe
−λp2T )√
λp2T
.
Obviously, F is differentiable and
F ′(λ) = βp2Te
−λp2T (1 + 2λp2T )− p2T
2
√
λp2Tλp2T
. (2.13)
The equation F ′(λ) = 0 is equivalent to
β =
eλp2T
1 + 2λp2T
. (2.14)
We will choose β such that the equation (2.14) has a unique solution λ̄ ≥ λ1. Let us
remind the function A defined in (1.22):
A : [0; +∞) →
[√
e
2
;+∞
)
x 7→ e
x
1 + 2x
.
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Note that the equation (2.14) has a unique solution λ̄ ≥ λ1 if and only if
β > A (λ1p2T ) . (2.15)
Suppose the condition (2.15) is satisfied then there exists a unique λ̄ ≥ λ1 such that
F ′(λ̄) = 0 and β = A(λ̄p2T ). We can write λ̄p2T = A−1(β). On the other hand, the
fact that F ′(λ1) > 0 leads us to the conclusion: the function F is strictly increasing on
(λ1, λ̄) and strictly decreasing on (λ̄,+∞). Consequently, F gets supremum at λ̄, i.e
F(λ̄) = sup
λ≥λ1
F(λ). (2.16)
Step 3: Minimize the error with a suitable choice of β.
Combining the two above steps, we get
‖u(·, 0)− g‖L2(Ω) ≤ βδ +
(1− βe−λ̄p2T )
√
λ̄p2T
√
p2T ‖u(·, 0)‖H10 (Ω)
= ΘδeA
−1(β) + (1−Θ)
√
p2T ‖u(·, 0)‖H10 (Ω)
√
A−1(β)
(2.17)
where Θ = βe−λ̄p2T . Note that
ΘA+ (1−Θ)B ≥ min{A,B} ∀ A,B > 0,Θ ∈ (0, 1).
The equality occurs when and only when A = B. Hence, in order to minimize the
right-hand side of (2.17), we will choose β such that
δeA
−1(β) =
√
p2T ‖u(·, 0)‖H10 (Ω)
√
A−1(β)
. (2.18)
The choice of β = ᾱ := A
(
B−1
(√
p2T‖u(·,0)‖H1
0
(Ω)
δ
))
satisfies the condition (2.15) (dues
to the assumption (2.9) on the smallness of δ) and the estimate (2.18). Therefore, we
get the following estimate
‖u(·, 0)− g‖L2(Ω) ≤
√
p2T ‖u(·, 0)‖H10 (Ω)
√
A−1(ᾱ)
≤
√
p2T ‖u(·, 0)‖H10 (Ω)
√
B−1
(√
p2T‖u(·,0)‖H1
0
(Ω)
δ
)
. (2.19)
Due to the definition of the function B (see 1.23), (2.19) becomes
√
p2T ‖u(·, 0)‖H10 (Ω)
δ
≤
√
p2T ‖u(·, 0)‖H10 (Ω)
‖u(·, 0)− g‖L2(Ω)
e
p2T‖u(·,0)‖
2
H1
0
(Ω)
‖u(·,0)−g‖2
L2(Ω) . (2.20)
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Using the fact that
√
2ζx ≤ eζx2 ∀ζ > 0 ∀x > 0, one obtains
√
p2T ‖u(·, 0)‖H10 (Ω)
δ
≤ 1√
2ζ
e
(1+ζ)p2T‖u(·,0)‖
2
H10(Ω)
‖u(·,0)−g‖2
L2(Ω) . (2.21)
It is equivalent to
(1 + ζ)p2T ‖u(·, 0)‖2H10 (Ω)
‖u(·, 0)− g‖2L2(Ω)
≥ ln
(√
2ζp2T ‖u(·, 0)‖H10 (Ω)
δ
)
. (2.22)
With ζ > δ
2
2λ1p2T‖u(·,0)‖2
L2(Ω)
, it deduces that
‖u(·, 0)− g‖L2(Ω) ≤
√
(1 + ζ)p2T ‖u(·, 0)‖H10 (Ω)
√
ln
(√
2ζλ1p2T
‖u(·,0)‖
L2(Ω)
δ
)
. (2.23)
For the local case ω ⋐ Ω, it is required the existence of control functions on the sub-
domain at some point of time in order to link with a global result. This controllability
problem has a sustainable connection with the observability one, which will be studied
in the next Section.
3 Observability at one point of time
The issue on constructing an observation estimate is widely studied. It can be solved by
global Carleman inequality, which is presented in [FI]; by using the estimate of Lebeau
and Robbiano (see [LR]) or by transmutation (see [EZ]). Recently, Phung et al. provide
a different method which is based on properties of the heat kernel with a parametric of
order 0. In [PW1] and [PW2], the authors work on a linear equation which has form
∂tv −∆v + av + b∇v = 0 in Ω× (0, T ).
Here, a ∈ L∞((0, T ), Lq(Ω)) with q ≥ 2 if n = 1 and q > n if n ≥ 2; b ∈ L∞(Ω×(0, T ))n
and Ω must be convex. Then, by using some geometrical techniques, Phung et. al
improve their previous results by working on a general domain (i.e Ω is even convex or
not). For the following form of linear equation
∂tv −∆v + av = 0 in Ω× (0, T )
where a ∈ L∞(Ω × (0, T )), see [PWZ]. For the parabolic equations with space-time
coefficients
∂tv −∇(A∇v) + av + b∇v = 0 in Ω× (0, T )
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where a ∈ L∞(Ω × (0, T )), b ∈ L∞(Ω × (0, T ))n and A is a n × n symmetric positive-
definite matrix with C2(Ω × [0, T ]) coefficients, see [BP]. Here, we also deal with the
problem of determining an observation estimate in the general case of domain but for
a linear heat equation with time-dependent coefficients
∂tv − p(t)∆v = 0 in Ω× (0, T )
where p ∈ C1(0, T ). In this section, we will study two results of observation estimates
in two different geometrical cases: The general case (Theorem 3.1) and the special case
(Theorem 3.2) when Ω is convex or star-shaped with respect to some x0 such that
B(x0, r) := {x; |x − x0| < r} ⊂ ω, 0 < r < R := max
x∈Ω
|x − x0|. For the special case, we
make a careful evaluation of the constants which can be explicitly computed. First of
all, we state an observation result in general case of domain Ω.
Theorem 3.1. There exist constants K = K(Ω, ω, p) > 0 and µ = µ(Ω, ω, p) ∈ (0; 1)
such that the solution of



∂tv − p(t)∆v = 0 in Ω× (0, T ),
v = 0 on ∂Ω × (0, T ),
v(·, 0) ∈ L2(Ω),
(3.1)
satisfies
‖v(·, T )‖L2(Ω) ≤ Ke
K
T ‖v(·, T )‖µ
L2(ω)‖v(·, 0)‖
1−µ
L2(Ω). (3.2)
Corollary 3.1. For any ε > 0, there exist positive constants c1 and c2 depending on
Ω, ω and p such that the following estimate holds
‖v(·, T )‖2L2(Ω) ≤ c1e
c1
T
1
εc2
‖v(·, T )‖2L2(ω) + ε‖v(·, 0)‖2L2(Ω). (3.3)
Proof of Corollary 3.1
Proof. It implies from (3.2) in Theorem 3.1 that
‖v(·, T )‖2L2(Ω) ≤ K2e
2K
T ‖v(·, T )‖2µ
L2(ω)‖v(·, 0)‖
2(1−µ)
L2(Ω) .
Applying the Young’s inequality ab ≤ am
m
+ b
q
q
with
a =
(
K
1
µ e
K
µT ‖v(·, T )‖L2(ω)
1
ε
1−µ
2µ
(1− µ)
1−µ
2µ
)2µ
,
b =
(
ε
1
2
(
1
1− µ
)
1
2
‖v(·, 0)‖L2(Ω)
)2(1−µ)
,
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m =
1
µ
and q =
1
1− µ ,
we get
‖v(·, T )‖2L2(Ω) ≤ µK
2
µ e
2K
µT
1
ε
1−µ
µ
(1− µ)
1−µ
µ ‖v(·, T )‖2L2(ω) + ε‖v(·, 0)‖2L2(Ω).
Therefore, we obtain the estimate (3.3) with
c1 := max
{
µK
2
µ (1− µ)
1−µ
µ ,
2K
µ
}
and c2 :=
(1− µ)
µ
. (3.4)
Our next theorem will provide us an observation result in a special geometric case
with specific constants.
Theorem 3.2. Let x0 ∈ Ω and R := max
x∈Ω
|x−x0|. Suppose all the following assumptions
hold:
(i) Ω is convex or star-shaped domain with respect to x0,
(ii) R2 <
2p21
|p′|∞ if p 6≡ constant where |p
′|∞ = sup
t∈[0,T ]
|p′(t)|;
then the solution of (3.1) satisfies (3.2) with
ω = {x; |x− x0| < r} where 0 < r < R,
K = max
{
(
41+C0(1+Sℓ)(1 + ℓ)n+2C0(1+Sℓ)e2C1(1+Sℓ)e
r2ℓ
4p1
)
1
2(1+Sℓ)
,
r2ℓ
4p1(1 + Sℓ)
}
and
µ =
1
2(1 + Sℓ)
.
Here
C0 :=
R2|p′|∞
2p21
,
C1 := (2 + n)
|p′|∞
p1
,
ℓ :=







(
22+ξR2eC1
ξ ln 3
2
r2
)
1
1−ξ − 1 ∀ξ ∈ (0, 1) if C0 = 0,
(
4R2eC1
r2
(
1−( 23)
C0
)
)
1
1−C0
− 1 if C0 > 0
and
Sℓ := e
C1



ln(1+ℓ)
ln 3
2
if C0 = 0,
(1+ℓ)C0
1−( 23)
C0
if C0 > 0.
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Remark 3.1. In the special case when p ≡ 1, the observation estimate (3.2) can be
written as
‖v(·, T )‖L2(Ω) ≤
(
4(1 + ℓ)ne
r2ℓ
4 (1+
1
T )‖v(·, T )‖L2(ω)
)
1
2
(
1+
ln(1+ℓ)
ln 32
)
‖v(·, 0)‖
1+2
ln(1+ℓ)
ln 32
2
(
1+
ln(1+ℓ)
ln 32
)
L2(Ω)
where ℓ :=
(
22+ξR2
ξ ln 3
2
r2
)
1
1−ξ − 1 > 1 for any ξ ∈ (0, 1).
The interested readers can compare this result with Proposition 2.1 in [PW1], Proposi-
tion 2.2 in [PW2] or Theorem 4.2 in [BP].
The main idea of the proof of both theorems is based on the logarithm convexity
method (see [Ve]). In order to check a kind of logarithm convexity for a suitable
functional, it requires that some boundary terms must be dropped or have a good sign.
This is possible under the assumption (ii) in Theorem 3.2. But for the general case
(Theorem 3.1), we need a local star-shaped assumption (to get a good sign of boundary
terms) and a suitable cut-off function (to drop some boundary terms). Then, thanks
to the covering argument and the propagation of smallness, we get the global desired
result. First of all, we need some preliminary results in the first subsection. Then,
the proof of Theorem 3.2 and Theorem 3.1 will be devoted in two next subsections,
respectively.
3.1 Preliminary results
The strategy of the proof of Theorem 3.1 and Theorem 3.2 consists on choosing a
suitable function whose logarithm can be a convex function and considering the dif-
ferential inequalities associated to this function (see Lemma 3.1). Then by choosing
a suitable weight function inspired by the heat kernel (see Corollary 3.2) and solving
ODE inequalities (see Lemma 3.2), we obtain a Hölder type inequality (see Corollary
3.3). The localization process in the proof of general case makes appear the function F
in Corollary 3.2, which will be treated due to the technical Lemma 3.3.
Lemma 3.1. Let ϑ be an open set in Rn, x0 ∈ ϑ, z ∈ H1(0, T ;H10(ϑ)) and φ ∈
C2(Ω× (0, T )). We define two functions from [0, T ] on (0,+∞) by
y(t) :=
∫
ϑ
|z(x, t)|2eφ(x,t)dx,
N(t) := p(t)
∫
ϑ
|∇z(x, t)|2eφ(x,t)dx
∫
ϑ
|z(x, t)|2eφ(x,t)dx .
With the notations Gφ := ∂tφ+p(t)∆φ+p(t)|∇φ|2 and w := ∂tz−p(t)∆z, the following
assertions hold for any times t > 0:
i/
y′(t) + 2N(t)y(t) =
∫
ϑ
Gφ(x, t)|z(x, t)|2eφ(x,t)dx+ 2
∫
ϑ
w(x, t)z(x, t)eφ(x,t)dx,
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ii/
N ′(t) ≤ p
′(t)
p(t)
N(t) +
p(t)2
y(t)
∫
∂ϑ
|∇z(x, t)|2∂νφ(x, t)eφ(x,t)dx
+
p(t)
y(t)
∫
ϑ
|∇z(x, t)|2Gφ(x, t)eφ(x,t)dx+ 1
2y(t)
∫
ϑ
|w(x, t)|2eφ(x,t)dx
−2p(t)
2
y(t)
∫
ϑ
∇z(x, t)∇2φ(x, t)∇z(x, t)eφ(x,t)dx
− p(t)
y(t)2
∫
ϑ
Gφ(x, t)|z(x, t)|2eφ(x,t)dx
∫
ϑ
|∇z(x, t)|2eφ(x,t)dx
where ν is the unit outward normal vector to ∂ϑ and ∇2φ is the Hessian matrix of φ.
Proof of Lemma 3.1
Proof. First of all, we will prove the assertion i/.
We have
y′(t) = 2
∫
ϑ
z(x, t)∂tz(x, t)e
φ(x,t)dx+
∫
ϑ
|z(x, t)|2∂tφ(x, t)eφ(x,t)dx.
With w := ∂tz − p(t)∆z, one has
y′(t) = 2
∫
ϑ
z(x, t)w(x, t)eφ(x,t)dx+ 2p(t)
∫
ϑ
z(x, t)∆z(x, t)eφ(x,t)dx
+
∫
ϑ
|z(x, t)|2∂tφ(x, t)eφ(x,t)dx. (3.5)
Let us compute the second term of (3.5) by using integration by parts:
2p(t)
∫
ϑ
z(x, t)∆z(x, t)eφ(x,t)dx
= −2p(t)
∫
ϑ
|∇z(x, t)|2eφ(x,t)dx− 2p(t)
∫
ϑ
z(x, t)∇z(x, t)∇φ(x, t)eφ(x,t)dx
= −2p(t)
∫
ϑ
|∇z(x, t)|2eφ(x,t)dx− p(t)
∫
ϑ
∇(|z(x, t)|2)∇φ(x, t)eφ(x,t)dx. (3.6)
We use the fact that 2z∇z = ∇(|z|2) to get the second equality. Integrating by parts
the second term in (3.6) gives
−p(t)
∫
ϑ
∇(|z(x, t)|2)∇φ(x, t)eφ(x,t)dx
= p(t)
∫
ϑ
|z(x, t)|2∆φ(x, t)eφ(x,t)dx+ p(t)
∫
ϑ
|z(x, t)|2|∇φ(x, t)|2eφ(x,t)dx. (3.7)
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Combining (3.5) and (3.7), we obtain:
y′(t) = −2p(t)
∫
ϑ
|∇z(x, t)|2eφ(x,t)dx+ p(t)
∫
ϑ
|z(x, t)|2∆φ(x, t)eφ(x,t)dx
+p(t)
∫
ϑ
|z(x, t)|2|∇φ(x, t)|2eφ(x,t)dx+
∫
ϑ
|z(x, t)|2∂tφ(x, t)eφ(x,t)dx
+2
∫
ϑ
z(x, t)w(x, t)eφ(x,t)dx.
Thus, we can get the assertion i/. Now, we move to next step with the proof of assertion
ii/.
Step 1: Compute d
dt
(
p(t)
∫
ϑ
|∇z(x, t)|2eφ(x,t)dx
)
.
d
dt
(
p(t)
∫
ϑ
|∇z(x, t)|2eφ(x,t)dx
)
= p′(t)
∫
ϑ
|∇z(x, t)|2eφ(x,t)dx+ 2p(t)
∫
ϑ
∇z(x, t)∂t(∇z(x, t))eφ(x,t)dx
+p(t)
∫
ϑ
|∇z(x, t)|2∂tφ(x, t)eφ(x,t)dx
= P1 + P2 + P3 (3.8)
where Pi(i = 1, 2, 3) is the i
th term in the right-hand side of (3.8). For the second term
P2, we use integration by parts, with the note that ∂tz = 0 on ∂ϑ, to get:
P2 = 2p(t)
∫
ϑ
∇z(x, t)∇(∂tz(x, t))eφ(x,t)dx
= −2p(t)
∫
ϑ
∆z(x, t)∂tz(x, t)e
φ(x,t)dx− 2p(t)
∫
ϑ
∇z(x, t)∂tz(x, t)∇φ(x, t)eφ(x,t)dx
= −2
∫
ϑ
|∂tz(x, t)|2eφ(x,t)dx+ 2
∫
ϑ
w(x, t)∂tz(x, t)e
φ(x,t)dx
−2p(t)
∫
ϑ
∂tz(x, t)∇z(x, t)∇φ(x, t)eφ(x,t)dx. (3.9)
The last equality is implied from the fact: p(t)∆z = ∂tz − w. For the third term P3,
since Gφ := ∂tφ+ p(t)∆φ + p(t)|∇φ|2, we get
P3 = p(t)
∫
ϑ
|∇z(x, t)|2∂tφ(x, t)eφ(x,t)dx
= p(t)
∫
ϑ
|∇z(x, t)|2Gφ(x, t)eφ(x,t)dx− p(t)2
∫
ϑ
|∇z(x, t)|2∆φ(x, t)eφ(x,t)dx
−p(t)2
∫
ϑ
|∇z(x, t)|2|∇φ(x, t)|2eφ(x,t)dx. (3.10)
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Integrating by parts the second term in (3.10) gives
−p(t)2
∫
ϑ
|∇z(x, t)|2∆φ(x, t)eφ(x,t)dx
= p(t)2
∫
ϑ
∇(|∇z(x, t)|2)∇φ(x, t)eφ(x,t)dx+ p(t)2
∫
ϑ
|∇z(x, t)|2|∇φ(x, t)|2eφ(x,t)dx
−p(t)2
∫
∂ϑ
|∇z(x, t)|2∂νφ(x, t)eφ(x,t)dx. (3.11)
Now, we compute the first term in (3.11) by using standard summation notations
p(t)2
∫
ϑ
∇(|∇z(x, t)|2)∇φ(x, t)eφ(x,t)dx
= p(t)2
∫
ϑ
∂i(|∂jz(x, t)|2)∂iφ(x, t)eφ(x,t)dx
= 2p(t)2
∫
ϑ
∂jz(x, t)∂
2
ijz(x, t)∂iφ(x, t)e
φ(x,t)dx
= −2p(t)2
∫
ϑ
∂2jjz(x, t)∂iz(x, t)∂iφ(x, t)e
φ(x,t)dx− 2p(t)2
∫
ϑ
∂jz(x, t)∂iz(x, t)∂
2
ijφ(x, t)e
φ(x,t)dx
−2p(t)2
∫
ϑ
∂jz(x, t)∂iz(x, t)∂iφ(x, t)∂jφ(x, t)e
φ(x,t)dx
+2p(t)2
∫
∂ϑ
∂jz(x, t)∂iz(x, t)∂iφ(x, t)νje
φ(x,t)dx. (3.12)
Thus, we can write
p(t)2
∫
ϑ
∇
(
|∇z(x, t)|2
)
∇φ(x, t)eφ(x,t))dx
= −2p(t)2
∫
ϑ
∆z(x, t)∇z(x, t)∇φ(x, t)eφ(x,t)dx− 2p(t)2
∫
ϑ
∇z(x, t)∇2φ(x, t)∇z(x, t)eφ(x,t)dx
−2p(t)2
∫
ϑ
|∇z(x, t)∇φ(x, t)|2eφ(x,t)dx+ 2p(t)2
∫
∂ϑ
|∇z(x, t)|2∂νφ(x, t)eφ(x,t)dx. (3.13)
Combining (3.10), (3.11) and (3.13), the third term P3 in (3.8) can be computed as
P3 = p(t)
∫
ϑ
|∇z(x, t)|2Gφ(x, t)eφ(x,t)dx− 2p(t)2
∫
ϑ
∆z(x, t)∇z(x, t)∇φ(x, t)eφ(x,t)dx
−2p(t)2
∫
ϑ
∇z(x, t)∇2φ(x, t)∇z(x, t)eφ(x,t)dx− 2p(t)2
∫
ϑ
|∇z(x, t)∇φ(x, t)|2eφ(x,t)
+p(t)2
∫
∂ϑ
|∇z(x, t)|2∂νφ(x, t)eφ(x,t)dx. (3.14)
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Thus, from above results (3.9) and (3.14), (3.8) can be written
d
dt
(
p(t)
∫
ϑ
|∇z(x, t)|2eφ(x,t)dx
)
= p′(t)
∫
ϑ
|∇z(x, t)|2eφ(x,t)dx− 2
∫
ϑ
|∂tz(x, t)|2eφ(x,t)dx+ 2
∫
ϑ
w(x, t)∂tz(x, t)e
φ(x,t)dx
−2p(t)
∫
ϑ
∂tz(x, t)∇z(x, t)∇φ(x, t)eφ(x,t)dx+ p(t)
∫
ϑ
|∇z(x, t)|2Gφ(x, t)eφ(x,t)dx
−2p(t)2
∫
ϑ
∆z(x, t)∇z(x, t)∇φ(x, t)eφ(x,t)dx− 2p(t)2
∫
ϑ
∇z(x, t)∇2φ(x, t)∇z(x, t)eφ(x,t)dx
−2p(t)2
∫
ϑ
|∇z(x, t)∇φ(x, t)|2eφ(x,t)dx+ p(t)2
∫
∂ϑ
|∇z(x, t)|2∂νφ(x, t)eφ(x,t)dx. (3.15)
Since p(t)∆z = ∂tz − w, one has
−2p(t)2
∫
ϑ
∆z(x, t)∇z(x, t)∇φ(x, t)eφ(x,t)dx
= −2p(t)
∫
ϑ
∂tz(x, t)∇z(x, t)∇φ(x, t)eφ(x,t)dx+ 2p(t)
∫
ϑ
w(x, t)∇z(x, t)∇φ(x, t)eφ(x,t)dx.
Moreover, we also have
−2
∫
ϑ
|∂tz(x, t)|2eφ(x,t)dx+ 2
∫
ϑ
w(x, t)∂tz(x, t)e
φ(x,t)dx
−4p(t)
∫
ϑ
∂tz(x, t)∇z(x, t)∇φ(x, t)eφ(x,t)dx+ 2p(t)
∫
ϑ
w(x, t)∇z(x, t)∇φ(x, t)eφ(x,t)dx
−2p(t)2
∫
ϑ
|∇z(x, t)∇φ(x, t)|2eφ(x,t)dx
= −2
∫
ϑ
(
∂tz(x, t) + p(t)∇z(x, t)∇φ(x, t)−
1
2
w(x, t)
)2
eφ(x,t)dx+
1
2
∫
ϑ
|w(x, t)|2eφ(x,t)dx.
(3.16)
Thus, (3.15) and (3.16) imply that
d
dt
(
p(t)
∫
ϑ
|∇z(x, t)|2eφ(x,t)dx
)
= p′(t)
∫
ϑ
|∇z(x, t)|2eφ(x,t)dx+ p(t)
∫
ϑ
|∇z(x, t)|2Gφeφ(x,t)dx
−2p(t)2
∫
ϑ
∇z(x, t)∇2φ(x, t)∇z(x, t)eφ(x,t)dx+ p(t)2
∫
∂ϑ
|∇z(x, t)|2∂νφ(x, t)eφ(x,t)dx
−2
∫
ϑ
(
∂tz(x, t) + p(t)∇z(x, t)∇φ(x, t)−
1
2
w(x, t)
)2
eφ(x,t)dx+
1
2
∫
ϑ
|w(x, t)|2eφ(x,t)dx.
(3.17)
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Step 2: Compute y′(t)p(t)
∫
ϑ
|∇z(x, t)|2eφ(x,t)dx.
From the result i/, we have
y′(t)p(t)
∫
ϑ
|∇z(x, t)|2eφ(x,t)dx
= −2
[
p(t)
∫
ϑ
|∇z(x, t)|2eφ(x,t)dx
]2
+ 2p(t)
∫
ϑ
z(x, t)w(x, t)eφ(x,t)dx
∫
ϑ
|∇z(x, t)|2eφ(x,t)dx
+p(t)
∫
ϑ
Gφ(x, t)|z(x, t)|2eφ(x,t)dx
∫
ϑ
|∇z(x, t)|2eφ(x,t)dx
= 2A(−A +B) + p(t)
∫
ϑ
Gφ(x, t)|z(x, t)|2eφ(x,t)dx
∫
ϑ
|∇z(x, t)|2eφ(x,t)dx. (3.18)
Here
A := p(t)
∫
ϑ
|∇z(x, t)|2eφ(x,t)dx
and
B :=
∫
ϑ
z(x, t)w(x, t)eφ(x,t)dx
Our target is making appear the term ∂tz(x, t) + p(t)∇z(x, t)∇φ(x, t)− 12w(x, t). First
of all, we compute A by integrating by parts
A = p(t)
∫
ϑ
|∇z(x, t)|2eφ(x,t)dx
= −p(t)
∫
ϑ
∆z(x, t)z(x, t)eφ(x,t)dx− p(t)
∫
ϑ
∇z(x, t)z(x, t)∇φ(x, t)eφ(x,t)dx
=
∫
ϑ
w(x, t)z(x, t)eφ(x,t)dx−
∫
ϑ
∂tz(x, t)z(x, t)e
φ(x,t)dx
−p(t)
∫
ϑ
∇z(x, t)z(x, t)∇φ(x, t)eφ(x,t)dx
= −
∫
ϑ
(
∂tz(x, t) + p(t)∇z(x, t)∇φ(x, t)−
1
2
w(x, t)
)
z(x, t)eφ(x,t)dx
+
1
2
∫
ϑ
w(x, t)z(x, t)eφ(x,t)dx. (3.19)
Thus
B − A =
∫
ϑ
(
∂tz(x, t) + p(t)∇z(x, t)∇φ(x, t)−
1
2
w(x, t)
)
z(x, t)eφ(x,t)dx
+
1
2
∫
ϑ
w(x, t)z(x, t)eφ(x,t)dx. (3.20)
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Combining (3.18), (3.19) and (3.20), one gets
y′(t)p(t)
∫
ϑ
|∇z(x, t)|2eφ(x,t)dx
=
1
2
(
∫
ϑ
w(x, t)z(x, t)eφ(x,t)dx
)2
−2
(
∫
ϑ
(
∂tz(x, t) + p(t)∇z(x, t)∇φ(x, t)−
1
2
w(x, t)
)
z(x, t)eφ(x,t)dx
)2
+p(t)
∫
ϑ
Gφ(x, t)|z(x, t)|2eφ(x,t)dx
∫
ϑ
|∇z(x, t)|2eφ(x,t)dx.
(3.21)
Step 3: Compute N ′(t).
We have
N ′(t) =
1
y(t)2
(
y(t)
d
dt
(
p(t)
∫
ϑ
|∇z(x, t)|2eφ(x,t)
)
− y′(t)p(t)
∫
ϑ
|∇z(x, t)|2eφ(x,t)
)
.
The result (3.17) in Step 1 and (3.21) in Step 2 provide us
N ′(t) =
p′(t)
p(t)
N(t) +
p(t)2
y(t)
∫
∂ϑ
|∇z(x, t)|2∂νφ(x, t)eφ(x,t)dx+
p(t)
y(t)
∫
ϑ
|∇z(x, t)|2Gφeφ(x,t)dx
−2p(t)
2
y(t)
∫
ϑ
∇z(x, t)∇2φ(x, t)∇z(x, t)eφ(x,t)dx+ 1
2y(t)
∫
ϑ
|w(x, t)|2eφ(x,t)dx
− 2
y(t)
∫
ϑ
(
∂tz(x, t) + p(t)∇z(x, t)∇φ(x, t)−
1
2
w(x, t)
)2
eφ(x,t)dx
+
2
y(t)2
(
∫
ϑ
(
∂tz(x, t) + p(t)∇z(x, t)∇φ(x, t)−
1
2
w(x, t)
)
z(x, t)eφ(x,t)dx
)2
− 1
2y(t)2
(
∫
ϑ
w(x, t)z(x, t)eφ(x,t)dx
)2
− p(t)
y(t)2
∫
ϑ
Gφ|z(x, t)|2eφ(x,t)dx
∫
ϑ
|∇z(x, t)|2eφ(x,t)dx.
Thanks to Cauchy-Schwarz inequality:
(
∫
ϑ
(
∂tz(x, t) + p(t)∇z(x, t)∇φ(x, t) −
1
2
w(x, t)
)
z(x, t)eφ(x,t)dx
)2
≤
∫
ϑ
(
∂tz(x, t) + p(t)∇z(x, t)∇φ(x, t)−
1
2
w(x, t)
)2
eφ(x,t)dx
∫
ϑ
|z(x, t)|2eφ(x,t)dx,
we receive the assertion ii/.
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Now, by choosing an explicit weight function eφ inspired from the heat kernel, we
get the following result.
Corollary 3.2. Under the same assumption in Lemma 3.1, put R := max
x∈ϑ
|x − x0|.
Assume that ϑ be a convex domain or star-shaped with respect to x0. For any ρ > 0,
with φ is chosen as below
φ(x, t) :=
−|x− x0|2
4p(T )(T − t + ρ) −
n
2
ln(T − t + ρ), (3.22)
we obtain two following estimates:
i/
|y′(t) + 2N(t)y(t)| ≤
(
C0
T − t+ ρ + C1
)
y(t)+2
∫
ϑ
|w(x, t)z(x, t)|eφ(x,t)dx, (3.23)
ii/
N ′(t) ≤
(
1 + C0
T − t+ ρ + C1
)
N(t) +
1
2
∫
ϑ
|w(x, t)|2eφ(x,t)dx
y(t)
(3.24)
where
C0 =
|p′|∞R2
2p21
and C1 = (2 + n)
|p′|∞
p1
.
Proof of Corollary 3.2
Proof. Obviously, we can easily check the following properties of the function φ:
(1) ∂tφ+ p(T )∆φ+ p(T )|∇φ|2 = 0,
(2) ∇φ = −(x−x0)
2p(T )(T−t+ρ) ,
(3) ∆φ = −n
2p(T )(T−t+ρ) ,
(4) ∇2φ = −1
2p(T )(T−t+ρ)In where In is the identity matrix of size n.
Remind that Gφ = ∂tφ+ p(t)∆φ+ p(t)|∇φ|2. Thanks to properties (1), (2) and (3), we
get
|Gφ| ≤ |p(t)− p(T )|∆φ+ |p(t)− p(T )| |∇φ|2
≤ n|p
′|∞
2p(T )
+
|p′|∞R2
4p(T )2
1
T − t+ ρ
≤ n|p
′|∞
2p1
+
|p′|∞R2
4p21
1
T − t+ ρ . (3.25)
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Hence, from result i/ in Lemma 3.1, we get the assertion i/. Now, we turn to prove the
assertion ii/. Thanks to the assumption that ϑ is star-shaped with respect to x0, one
has
∂νφ = −
(x− x0)ν
2p(T )(T − t + ρ) ≤ 0 ∀x ∈ ∂ϑ. (3.26)
Furthermore, property (4) implies
∫
Ω
∇z(x, t)∇2φ(x, t)∇z(x, t)eφ(x,t)dx = −1
2p(T )(T − t+ ρ)
∫
Ω
|∇z(x, t)|2eφ(x,t)dx.
(3.27)
Consequently, combining result ii/ in Lemma 3.1 with (3.25), (3.26) and (3.27), we get
the assertion ii/.
Now, the following lemma will solve the ODE inequalities getting from Corollary
3.2.
Lemma 3.2. Let ρ > 0, F ∈ C0([0, T ]). Suppose two positive functions y,N ∈
C1([0, T ]) satisfy the following conditions
1.
|y′(t) + 2N(t)y(t)| ≤
(
C0
T − t + ρ + C1 + F (t)
)
y(t), (3.28)
2.
N ′(t) ≤
(
1 + C0
T − t+ ρ + C1
)
N(t) +
1
2
F (t) (3.29)
where C0, C1 > 0. Then for any 0 ≤ t1 < t2 < t3 ≤ T , one has
(y(t2))
1+M ≤ eG
(
T − t1 + ρ
T − t3 + ρ
)C0(1+M)
y(t3) (y(t1))
M (3.30)
with
M =
∫ t3
t2
eC1s
(T−s+h)1+C0 ds
∫ t2
t1
eC1s
(T−s+h)1+C0 ds
,
G = (1 +M)
[
(t3 − t1)
∫ t3
t1
F (s)ds+
∫ t3
t1
F (s)ds+ (t3 − t1)C1
]
.
Proof of Lemma 3.2
Proof. From (3.29), we get:
(
N(t)(T − t + ρ)1+C0e−C1t
)′ ≤ 1
2
F (t)(T − t+ ρ)1+C0e−C1t. (3.31)
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For t1 < t < t2:
Integrating (3.31) over (t; t2) gives
N(t) ≥ N(t2)
(
T − t2 + ρ
T − t+ ρ
)1+C0
e−C1(t2−t)
−1
2
eC1t
(
1
T − t+ ρ
)1+C0 ∫ t2
t
F (s)(T − s+ ρ)1+C0e−C1sds. (3.32)
Using the fact that (T − s+ ρ)1+C0e−C1s ≤ (T − t+ ρ)1+C0e−C1t ∀s ≥ t, one gets
N(t) ≥ Q(t2)
eC1t
(T − t + ρ)1+C0 −
1
2
∫ t2
t1
F (s)ds (3.33)
where Q(t2) = e
−C1t2(T − t2 + ρ)1+C0N(t2). From (3.28), we also have
y′(t) + 2N(t)y(t) ≤
(
C0
T − t+ ρ + C1 + F (t)
)
y(t). (3.34)
Combining to (3.33), we obtain:
y′(t) +
(
2Q(t2)
eC1t
(T − t+ ρ)1+C0 −
∫ t2
t1
F (s)ds− C0
T − t + ρ − C1 − F (t)
)
y(t) ≤ 0.
It is equivalent to
(
y(t)e
2Q(t2)
∫ t
0
eC1s
(T−s+ρ)1+C0
ds
e−(
∫ t2
t1
F (s)ds+C1)t(T − t + ρ)C0e−
∫ t
0 F (s)ds
)′
≤ 0. (3.35)
Integrating (3.35) over (t1; t2), one has
y(t1) ≥ y(t2)e
2Q(t2)
∫ t2
t1
eC1s
(T−s+ρ)1+C0
ds
e−(
∫ t2
t1
F (s)ds+C1)(t2−t1)
(
T − t2 + ρ
T − t1 + ρ
)C0
e−
∫ t2
t1
F (s)ds.
(3.36)
For t2 < t < t3:
Integrating (3.31) over (t2; t) gives
N(t) ≤ N(t2)
(
T − t2 + ρ
T − t+ ρ
)1+C0
e−C1(t2−t)
+
1
2
eC1t
(
1
T − t + ρ
)1+C0 ∫ t
t2
F (s)(T − s+ ρ)1+C0e−C1sds. (3.37)
Using the fact that (T − s+ ρ)1+C0e−C1s ≤ (T − t2 + ρ)1+C0e−C1t2 ∀s ≥ t2, we obtain
N(t) ≤ Q(t2)
(
1
T − t+ ρ
)1+C0
eC1t +
1
2
eC1(t−t2)
(
T − t2 + ρ
T − t+ ρ
)1+C0 ∫ t3
t2
F (s)ds.(3.38)
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From (3.28), we also have
y′(t) + 2N(t)y(t) ≥ −
(
C0
T − t+ ρ + C1 + F (t)
)
y(t). (3.39)
It deduces from (3.38) and (3.39) that
y′(t) +
(
2Q(t2)
eC1t
(T − t + ρ)1+C0 + e
C1(t−t2)
(
T − t2 + ρ
T − t+ ρ
)1+C0 ∫ t3
t2
F (s)ds
)
≥ −
(
C0
T − t + ρ + C1 + F (t)
)
y(t). (3.40)
It is equivalent to
(
y(t)e
2Q(t2)
∫ t
0
eC1s
(T−s+ρ)1+C0
ds+
∫ t3
t2
F (s)ds
∫ t
0 e
C1(s−t2)(T−t2+ρT−s+ρ )
1+C0
ds+C1t+
∫ t
0 F (s)ds 1
(T − t+ ρ)C0
)′
≥ 0.
(3.41)
Integrating (3.41) over (t2; t3) gives
y(t2) ≤ y(t3)e
2Q(t2)
∫ t3
t2
eC1s
(T−s+ρ)1+C0
ds
e
∫ t3
t2
F (s)ds
∫ t3
t2
eC1(s−t2)(T−t2+ρT−s+ρ )
1+C0
ds
×
(
T − t2 + ρ
T − t3 + ρ
)C0
eC1(t3−t2)e
∫ t3
t2
F (s)ds. (3.42)
Combining to (3.36), one gets
y(t2) ≤ y(t3)
(
y(t1)
y(t2)
)M (
T − t1 + ρ
T − t2 + ρ
)MC0
e(
∫ t2
t1
F (s)ds+C1)M(t2−t1)eM
∫ t2
t1
F (s)ds
×eC1(t3−t2)e
∫ t3
t2
F (s)ds
∫ t3
t2
eC1(s−t2)(T−t2+ρT−s+ρ )
1+C0
dse
∫ t3
t2
F (s)ds
(
T − t2 + ρ
T − t3 + ρ
)C0
(3.43)
where
M =
∫ t3
t2
eC1s
(T−s+ρ)1+C0 ds
∫ t2
t1
eC1s
(T−s+ρ)1+C0 ds
. (3.44)
We also have
∫ t3
t2
eC1(s−t2)
(
T − t2 + ρ
T − s+ ρ
)1+C0
ds =
∫ t3
t2
eC1s
(T−s+ρ)1+C0 ds
eC1t2
(T−t2+ρ)1+C0
≤ (t2 − t1)
∫ t3
t2
eC1s
(T−s+ρ)1+C0 ds
∫ t2
t1
eC1s
(T−s+ρ)1+C0 ds
≤ (t2 − t1)M . (3.45)
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Hence, it is deduced from (3.43) that
(y(t2))
1+M
≤ y(t3) (y(t1))M eM(t2−t1)
∫ t2
t1
F (s)dseC1M(t2−t1)eM
∫ t2
t1
F (s)ds
×eM(t2−t1)
∫ t3
t2
F (s)dseC1(t3−t2)e
∫ t3
t2
F (s)ds
×
(
T − t2 + ρ
T − t3 + ρ
)C0
(
T − t1 + ρ
T − t2 + ρ
)MC0
≤ y(t3) (y(t1))M e(1+M)[(t3−t1)
∫ t3
t1
F (s)ds+
∫ t3
t1
F (s)ds+(t3−t1)C1]
(
T − t1 + ρ
T − t3 + ρ
)(1+M)C0
.
(3.46)
We move to an application of this Lemma with specific choice of time.
Corollary 3.3. Under the assumption of Lemma 3.2, for any ρ > 0 and ℓ > 1 such
that ℓρ ≤ min{1
2
; T
4
}, one has
(y(T − ℓρ))1+Mℓ ≤ eGℓ(1 + 2ℓ)2C0(1+Mℓ)y(T ) (y(T − 2ℓρ))Mℓ (3.47)
where
Mℓ =
∫ T
T−ℓρ
eC1s
(T−s+ρ)1+C0 ds
∫ T−ℓρ
T−2ℓρ
eC1s
(T−s+ρ)1+C0 ds
. (3.48)
and
Gℓ = (1 +Mℓ)
(
2
∫ T
T−2ℓρ
F (s)ds+ C1
)
. (3.49)
Moreover, the upper bound of Mℓ can be given as
Mℓ ≤ Sℓ := eC1



ln(1+ℓ)
ln 3
2
if C0 = 0
(1+ℓ)C0
1−( 23)
C0
if C0 > 0
.
Proof of Corollary 3.3
Proof. Now, for ℓ > 1 and ℓρ < min{1
2
; T
4
}, applying Lemma 3.2 for t1 = T − 2ℓρ; t2 =
T − ℓρ; t3 = T , we get
(y(T − ℓρ))1+Mℓ ≤ y(T ) (y(T − 2ℓρ))Mℓ e(1+Mℓ)(2
∫ T
T−2ℓρ F (s)ds+C1)(1 + 2ℓ)(1+Mℓ)C0 (3.50)
with
Mℓ =
∫ T
T−ℓρ
eC1s
(T−s+ρ)1+C0 ds
∫ T−ℓρ
T−2ℓρ
eC1s
(T−s+ρ)1+C0 ds
.
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If C0 = 0 then
Mℓ =
∫ T
T−ℓρ
eC1s
(T−s+ρ)ds
∫ T−ℓρ
T−2ℓρ
eC1s
(T−s+ρ)ds
≤ eC1 ln(1 + ℓ)
ln 1+2ℓ
1+ℓ
≤ eC1 ln(1 + ℓ)
ln 3
2
.
If C0 > 0 then
Mℓ ≤ e2ℓρC1
(1 + ℓ)C0 − 1
(1+2ℓ)C0−(1+ℓ)C0
(1+2ℓ)C0
≤ eC1 (1 + ℓ)
C0
1−
(
2
3
)C0
.
Lemma 3.3. Let x0 ∈ Ω, ̺ > 0 and 0 < ǫ < ̺2 . Let v be the solution of (3.1). Then
there exist constants E1 > 1, E2 > 0 and E3 > 0, which all depend on ̺ and ǫ, such
that the following estimate holds
∫
Ω
|v(x, 0)|2 dx
∫
Ω∩B(x0,̺) |v(x, t)|
2 dx
≤ E1e
E1
θ ∀ T
2
< T − E2θ ≤ t ≤ T .
Here
1
θ
= ln
(
E3e
E3
T
∫
Ω
|v(x, 0)|2 dx
∫
Ω∩B(x0,̺−2ǫ) |v(x, T )|
2 dx
)
.
Proof of Lemma 3.3
In order to get a local estimate, we need to use a weight function e−
|x−x0|
2
~ (~ will be
chosen later) and a cut-off function Ψ on B(x0, ̺). After finding an ODE inequality for
∫
Ω∩B(x0,̺) |Ψ(x)v(x, t)|
2 e
−|x−x0|
2
~ dx (see Step 1) and solving it (see Step 2), we can get
the final result with a suitable choice of ~ (see Step 3). Now, we start the proof with
the definition of the following cut-off function.
Proof. Let Ψ ∈ C∞0 (B(x0, ̺)) such that
{
Ψ = 1 in B(x0, ̺− ǫ),
Ψ ∈ (0; 1) in B(x0, ̺).
Step 1: For ~ < 1, find an ODE inequality for
∫
Ω∩B(x0,̺) |Ψ(x)v(x, t)|
2 e
−|x−x0|
2
~ dx.
We have
d
dt
∫
Ω∩B(x0,̺)
|Ψ(x)v(x, t)|2 e
−|x−x0|
2
~ dx
= 2
∫
Ω∩B(x0,̺)
|Ψ(x)|2 v(x, t)∂tv(x, t)e
−|x−x0|
2
~ dx
= 2p(t)
∫
Ω∩B(x0,̺)
|Ψ(x)|2 v(x, t)∆v(x, t)e
−|x−x0|
2
~ dx. (3.51)
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By integrating by parts with the fact that Ψv = 0 on ∂(Ω ∩B(x0, ̺)) one obtains
∫
Ω∩B(x0,̺)
|Ψ(x)|2 v(x, t)∆v(x, t)e
−|x−x0|
2
~ dx
= −
∫
Ω∩B(x0,̺)
∇v(x, t)∇(|Ψ(x)|2v(x, t)e
−|x−x0|
2
~ )dx
= −2
∫
Ω∩B(x0,̺)
Ψ(x)∇Ψ(x)∇v(x, t)v(x, t)e
−|x−x0|
2
~ dx
−
∫
Ω∩B(x0,̺)
|Ψ(x)|2 |∇v(x, t)|2 e
−|x−x0|
2
~ dx
+2
∫
Ω∩B(x0,̺)
|Ψ(x)|2v(x, t)∇v(x, t)(x− x0)
1
~
e
−|x−x0|
2
~ dx
:= P1 + P2 + P3 (3.52)
where Pi(i = 1, 2, 3) is the i
th term in the right-hand side of (3.52). Now, thanks to
Cauchy-Schwarz inequality, we get
P1 = −2
∫
Ω∩B(x0,̺)
Ψ(x)∇Ψ(x)∇v(x, t)v(x, t)e
−|x−x0|
2
~ dx
≤ 2
(
∫
Ω∩B(x0,̺)
|Ψ(x)∇v(x, t)|2 e
−|x−x0|
2
~ dx
)
1
2
(
∫
Ω∩B(x0,̺)
|v(x, t)∇Ψ(x)|2 e
−|x−x0|
2
~ dx
)
1
2
and
P3 = 2
∫
Ω∩B(x0,̺)
|Ψ(x)|2v(x, t)∇v(x, t)(x− x0)
1
~
e
−|x−x0|
2
~ dx
≤ 2
(
∫
Ω∩B(x0,̺)
|Ψ(x)∇v(x, t)|2 e
−|x−x0|
2
~ dx
)
1
2
×
(
∫
Ω∩B(x0,̺)
∣
∣
∣
∣
Ψ(x)v(x, t)
(x− x0)
~
∣
∣
∣
∣
2
e
−|x−x0|
2
~ dx
)
1
2
.
Thus
P1 + P3 ≤ 2
(
∫
Ω∩B(x0,̺)
|Ψ(x)∇v(x, t)|2 e
−|x−x0|
2
~ dx
)
1
2
×
[
(
∫
Ω∩B(x0,̺)
|v(x, t)∇Ψ(x)|2 e
−|x−x0|
2
~ dx
)
1
2
+
(
∫
Ω∩B(x0,̺)
∣
∣
∣
∣
Ψ(x)v(x, t)
(x− x0)
~
∣
∣
∣
∣
2
e
−|x−x0|
2
~ dx
)
1
2

 . (3.53)
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It follows from 2ab ≤ a2 + b2 and (a + b)2 ≤ 2a2 + 2b2 ∀a, b > 0 that
P1 + P3 ≤
∫
Ω∩B(x0,̺)
|Ψ(x)∇v(x, t)|2 e
−|x−x0|
2
~ dx
+
[
(
∫
Ω∩B(x0,̺)
|v(x, t)∇Ψ(x)|2 e
−|x−x0|
2
~ dx
)
1
2
+
(
∫
Ω∩B(x0,̺)
∣
∣
∣
∣
Ψ(x)v(x, t)
(x− x0)
~
∣
∣
∣
∣
2
e
−|x−x0|
2
~ dx
)
1
2


2
≤
∫
Ω∩B(x0,̺)
|Ψ(x)∇v(x, t)|2 e
−|x−x0|
2
~ dx+ 2
∫
Ω∩B(x0,̺)
|v(x, t)∇Ψ(x)|2 e
−|x−x0|
2
~ dx
+2
∫
Ω∩B(x0,̺)
∣
∣
∣
∣
Ψ(x)v(x, t)
(x− x0)
~
∣
∣
∣
∣
2
e
−|x−x0|
2
~ dx (3.54)
Combining (3.51), (3.52) and (3.54), we can conclude
d
dt
∫
Ω∩B(x0,̺)
|Ψ(x)v(x, t)|2 e
−|x−x0|
2
~ dx
≤ 4p(t)
∫
Ω∩B(x0,̺)
|v(x, t)∇Ψ(x)|2 e
−|x−x0|
2
~ dx
+4p(t)
∫
Ω∩B(x0,̺)
∣
∣
∣
∣
Ψ(x)v(x, t)
(x− x0)
~
∣
∣
∣
∣
2
e
−|x−x0|
2
~ dx
≤ 4p2
∫
Ω∩B(x0,̺)
|v(x, t)∇Ψ(x)|2 e
−|x−x0|
2
~ dx
+4p2
̺2
~2
∫
Ω∩B(x0,̺)
|Ψ(x)v(x, t)|2 e
−|x−x0|
2
~ dx. (3.55)
Moreover, due to ∇Ψ(·) = 0 in Ω ∩B(x0, ̺− ǫ), one has
∫
Ω∩B(x0,̺)
|v(x, t)∇Ψ(x)|2 e
−|x−x0|
2
~ dx =
∫
Ω∩{|x−x0|≥̺−ǫ}
|v(x, t)∇Ψ(x)|2 e
−|x−x0|
2
~ dx
≤ |∇Ψ|∞e
−(̺−ǫ)2
~
∫
Ω
|v(x, t)|2 dx
≤ |∇Ψ|∞e
−(̺−ǫ)2
~
∫
Ω
|v(x, 0)|2 dx. (3.56)
Thus
d
dt
∫
Ω∩B(x0,̺)
|Ψ(x)v(x, t)|2 e
−|x−x0|
2
~ dx
≤ 4p2̺
2
~2
∫
Ω∩B(x0,̺)
|Ψ(x)v(x, t)|2 e
−|x−x0|
2
~ dx+ 4p2|∇Ψ|2∞e
−(̺−ǫ)2
~
∫
Ω
|v(x, 0)|2 dx.
(3.57)
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Step 2: Solve ODE inequality.
It deduces from (3.57) that
d
dt
(
e−4p2
̺2
~2
t
∫
Ω∩B(x0,̺)
|Ψ(x)v(x, t)|2 e
−|x−x0|
2
~ dx
)
≤ 4p2|∇Ψ|2∞e−4p2
̺2
~2
te
−(̺−ǫ)2
~
∫
Ω
|v(x, 0)|2 dx. (3.58)
Integrating (3.58) over (t;T ) gives
∫
Ω∩B(x0,̺)
|Ψ(x)v(x, T )|2 e
−|x−x0|
2
~ dx
≤ e4p2 ̺
2
~2
(T−t)
∫
Ω∩B(x0,̺)
|Ψ(x)v(x, t)|2 e
−|x−x0|
2
~ dx
+4p2|∇Ψ|2∞e4p2
̺2
~2
T e
−(̺−ǫ)2
~
∫
Ω
|v(x, 0)|2 dx
∫ T
t
e−4p2
̺2
~2
sds. (3.59)
It implies from the fact Ψ(·) = 1 in B(x0, ̺− ǫ) that
∫
Ω∩B(x0,̺)
|Ψ(x)v(x, T )|2 e
−|x−x0|
2
~ dx ≥
∫
Ω∩B(x0,̺−ǫ)
|Ψ(x)v(x, T )|2 e
−|x−x0|
2
~ dx
=
∫
Ω∩B(x0,̺−ǫ)
|v(x, T )|2 e
−|x−x0|
2
~ dx
≥
∫
Ω∩B(x0,̺−2ǫ)
|v(x, T )|2 e
−|x−x0|
2
~ dx
≥ e−(̺−2ǫ)
2
~
∫
Ω∩B(x0,̺−2ǫ)
|v(x, T )|2 dx. (3.60)
Combining (3.59), (3.60) and the following estimate
∫ T
t
e−4p2
̺2
~2
sds =
1
4p2
̺2
~2
(
e−4p2
̺2
~2
T − e−4p2 ̺
2
~2
t
)
≤ 1
4p2
̺2
~2
e−4p2
̺2
~2
t ≤ 1
4p2̺2
e−4p2
̺2
~2
t
(3.61)
for ~ < 1, we obtain
∫
Ω∩B(x0,̺−2ǫ)
|v(x, T )|2 dx
≤ e4p2 ̺
2
~2
(T−t)e
(̺−2ǫ)2
~
∫
Ω∩B(x0,̺)
|v(x, t)|2 dx
+
|∇Ψ|2∞
̺2
e4p2
̺2
~2
(T−t)e
(̺−2ǫ)2
~
− (̺−ǫ)
2
~
∫
Ω
|v(x, 0)|2 dx. (3.62)
Let T
2
< T − η~ ≤ t ≤ T , it yields
∫
Ω∩B(x0,̺−2ǫ)
|v(x, T )|2 dx ≤ e4p2 ̺
2η
~ e
(̺−2ǫ)2
~
∫
Ω∩B(x0,̺)
|v(x, t)|2 dx
+
|∇Ψ|2∞
̺2
e4p2
̺2η
~ e
(̺−2ǫ)2
~
− (̺−ǫ)
2
~
∫
Ω
|v(x, 0)|2 dx. (3.63)
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We choose η = ǫ(2̺−3ǫ)
8p2̺2
, that is 4p2̺
2η = 1
2
ǫ(−3ǫ+ 2̺) in order to get
4p2̺
2η + (̺− 2ǫ)2 − (̺− ǫ)2 < 0
Then, (3.63) becomes
∫
Ω∩B(x0,̺−2ǫ)
|v(x, T )|2 dx ≤ e (̺−ǫ)
2+(̺−2ǫ)2
2~
∫
Ω∩B(x0,̺)
|v(x, t)|2 dx
+
|∇Ψ|2∞
̺2
e
(̺−2ǫ)2−(̺−ǫ)2
2~
∫
Ω
|v(x, 0)|2 dx. (3.64)
Step 3: Choose ~ for minimization problem.
Now, for the purpose of minimizing the right-hand side of inequality (3.64), we choose
~ such that
|∇Ψ|2∞
̺2
e
(̺−2ǫ)2−(̺−ǫ)2
2~
∫
Ω
|v(x, 0)|2 dx ≤ 1
2
∫
Ω∩B(x0,̺−2ǫ)
|v(x, T )|2 dx
or
e
(̺−2ǫ)2
2~ ≤ e (̺−ǫ)
2
2~
̺2
2|∇Ψ|2∞
∫
Ω∩B(x0,̺−2ǫ) |v(x, T )|
2 dx
∫
Ω
|v(x, 0)|2 dx
.
The choice of ~ also satisfies the condition that ~ < 1 and η~ < min{1, T
2
}. Such ~
exists by choosing
~ =
ǫ(2̺−3ǫ)
2
ln
(
2|∇Ψ|2∞
̺2
∫
Ω|v(x,0)|
2dx
∫
Ω∩B(x0,̺−2ǫ)
|v(x,T )|2dx
)
+ ǫ(2̺−3ǫ)
2
[
1 + η
(
1 + 2
T
)]
.
With this choice, it implies from (3.64) that
∫
Ω∩B(x0,̺−2ǫ)
|v(x, T )|2 dx ≤ ̺
2
|∇Ψ|2∞
e
(̺−2ǫ)2
~
∫
Ω∩B(x0,̺−2ǫ) |v(x, T )|
2 dx
∫
Ω
|v(x, 0)|2 dx
∫
Ω∩B(x0,̺)
|v(x, t)|2 dx.
This is equivalent to
∫
Ω
|v(x, 0)|2 dx
∫
Ω∩B(x0,̺) |v(x, t)|
2 dx
≤ ̺
2
|∇Ψ|2∞
e
(̺−2ǫ)2
~ .
This completes the proof with E1 = max
{
̺2
|∇Ψ|2∞
; 2(̺−2ǫ)
2
ǫ(2̺−3ǫ) ; 1
}
> 1 and
1
θ
= ln
(
2|∇Ψ|2∞
̺2
2
∫
Ω
|v(x, 0)|2 dx
∫
Ω∩B(x0,̺−2ǫ) |v(x, T )|
2 dx
)
+
ǫ(2̺− 3ǫ)
2
[
1 + η
(
1 +
2
T
)]
= ln
(
2|∇Ψ|2∞
̺2
2
∫
Ω
|v(x, 0)|2 dx
∫
Ω∩B(x0,̺−2ǫ) |v(x, T )|
2 dx
e
ǫ(2̺−3ǫ)
2 [1+η(1+
2
T )]
)
31
Thus, there exists a constant E3 > 0 such that
1
θ
= ln
(
E3e
E3
T
∫
Ω
|v(x, 0)|2 dx
∫
Ω∩B(x0,̺−2ǫ) |v(x, T )|
2 dx
)
On the other hand, η~ = θ ǫ
2(2̺−3ǫ)2
16p2̺2
. Hence, E2 =
ǫ2(2̺−3ǫ)2
16p2̺2
.
3.2 Proof of Theorem 3.2
Proof. Let x0 ∈ Ω, ρ > 0 and ℓ > 1 such that ℓρ ≤ min{12 , T4 }, Corollary 3.2 gives
|y′(t) + 2N(t)y(t)| ≤
(
C0
T − t + ρ + C1
)
y(t) (3.65)
and
N ′(t) ≤
(
1 + C0
T − t+ ρ + C1
)
N(t). (3.66)
Here
y(t) =
1
(T − t+ ρ)n2
∫
Ω
|v(x, t)|2e
−|x−x0|
2
4p(T )(T−t+ρ)dx,
N(t) =
p(t)
(T − t+ ρ)n2
∫
Ω
|∇v(x, t)|2e
−|x−x0|
2
4p(T )(T−t+ρ)dx
y(t)
,
C0 =
|p′|∞R2
2p21
and C1 = (2 + n)
|p′|∞
p1
.
Now, thanks to Corollary 3.3, one has
y(T − ℓρ)1+Mℓ ≤ eGℓ(1 + 2ℓ)C0(1+Mℓ)y(T )y(T − 2ℓρ)Mℓ (3.67)
where
Gℓ = C1(1 +Mℓ)
and
Mℓ ≤ Sℓ = eC1



ln(1+ℓ)
ln 3
2
if C0 = 0,
(1+ℓ)C0
1−( 23)
C0
if C0 > 0.
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Then (3.67) is equivalent to
(
∫
Ω
|v(x, T − ℓρ)|2dx
)1+Mℓ
≤ ((1 + ℓ)ρ)
(1+Mℓ)
n
2
ρ
n
2 ((1 + 2ℓ)ρ)Mℓ
n
2
e
R2(1+Mℓ)
4p(T )(1+ℓ)ρ eC1(1+Mℓ)(1 + 2ℓ)C0(1+Mℓ)
×
(
∫
Ω
|v(x, t)|2e
−|x−x0|
2
4ρp(T ) dx
)(
∫
Ω
|v(x, T − 2ℓρ)|2e
−|x−x0|
2
4(1+ℓ)ρp(T )dx
)Mℓ
≤ 2C0(1+Mℓ)(1 + ℓ)n2+C0(1+Mℓ)e(1+Mℓ)C1e
R2(1+Mℓ)
4p(T )(1+ℓ)ρ
×
(
∫
Ω
|v(x, t)|2e
−|x−x0|
2
4ρp(T ) dx
)(
∫
Ω
|v(x, 0)|2dx
)Mℓ
. (3.68)
On the other hand, for 0 < r < R such that B(x0, r) ⊂ ω, one has
∫
Ω
|v(x, T )|2e
−|x−x0|
2
4ρp(T ) dx ≤
∫
B(x0,r)
|v(x, T )|2dx+
∫
Ω∩{x;|x−x0|≥r}
|v(x, T )|2e
−|x−x0|
2
4ρp(T ) dx
≤
∫
B(x0,r)
|v(x, T )|2dx+ e
−r2
4ρp(T )
∫
Ω
|v(x, T )|2dx
≤
∫
ω
|v(x, T )|2dx+ e
−r2
4ρp(T )
∫
Ω
|v(x, 0)|2dx. (3.69)
Moreover, we also have
∫
Ω
|v(x, T − ℓρ)|2dx ≥
∫
Ω
|v(x, T )|2e
−|x−x0|
2
4ρp(T ) dx (3.70)
Combining (3.68), (3.69) and (3.70), it yields
(
∫
Ω
|v(x, T )|2dx
)1+Mℓ
≤ 2C0(1+Mℓ)(1 + ℓ)n2+C0(1+Mℓ)e(1+Mℓ)C1e
R2(1+Mℓ)
4(1+ℓ)ρp(T )
×
[
∫
ω
|v(x, T )|2dx
(
∫
Ω
|v(x, 0)|2dx
)Mℓ
+ e−
r2
4ρp(T )
(
∫
Ω
|v(x, 0)|2dx
)1+Mℓ
]
.
(3.71)
With the notice that Mℓ ≤ Sℓ, we can write (3.71) as below, thanks to the energy
estimate
∫
Ω
|v(x, 0)|2dx ≥
∫
Ω
|v(x, T )|2dx
(
∫
Ω
|v(x, T )|2dx
)1+Sℓ
≤ 2C0(1+Sℓ)(1 + ℓ)n2+C0(1+Sℓ)e(1+Sℓ)C1e
R2(1+Sℓ)
4(1+ℓ)ρp(T )
×
[
∫
ω
|v(x, T )|2dx
(
∫
Ω
|v(x, 0)|2dx
)Sℓ
+ e−
r2
4ρp(T )
(
∫
Ω
|v(x, 0)|2dx
)1+Sℓ
]
.
(3.72)
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Now, in order to minimize the right-hand side of inequality (3.72), we will choose ℓ > 1
as
ℓ =







(
22+ξR2eC1
ξ ln 3
2
r2
)
1
1−ξ − 1 ∀ξ ∈ (0, 1) if C0 = 0,
(
4R2eC1
r2
(
1−( 23)
C0
)
)
1
1−C0
− 1 if C0 > 0.
The assumption (i) follows C0 < 1. Hence, such choice of ℓ provides us
R2(1 + Sℓ)
4(1 + ℓ)ρp(T )
≤ r
2
8ρp(T )
.
Thus, (3.72) becomes:
(
∫
Ω
|v(x, T )|2dx
)1+Sℓ
≤ 2C0(1+Sℓ)(1 + ℓ)n2+C0(1+Sℓ)e(1+Sℓ)C1e r
2
8p(T )h
∫
ω
|v(x, T )|2dx
(
∫
Ω
|v(x, 0)|2dx
)Sℓ
+ 2C0(1+Sℓ)(1 + ℓ)
n
2
+C0(1+Sℓ)e(1+Sℓ)C1e
−r2
8p(T )h
(
∫
Ω
|v(x, 0)|2dx
)1+Sℓ
. (3.73)
This estimate is true for any ρ > 0 satisfying ρ < 1
ℓ
min{1
2
; T
4
}. For ρ ≥ 1
ℓ
min{1
2
; T
4
}
which implies r
2
8ρp(T )
≤ r2ℓ
4p(T )
(
1 + 2
T
)
, we can get the following estimate be true for any
ρ > 0.
(
∫
Ω
|v(x, T )|2dx
)1+Sℓ
≤ 2C0(1+Sℓ)(1 + ℓ)n2+C0(1+Sℓ)e(1+Sℓ)C1e
r2
8ρp(T )
(
∫
ω
|v(x, T )|2dx
)(
∫
Ω
|v(x, 0)|2dx
)Sℓ
+ 2C0(1+Sℓ)(1 + ℓ)
n
2
+C0(1+Sℓ)e(1+Sℓ)C1e
r2ℓ
4p(T )(1+
2
T )e
−r2
8ρp(T )
(
∫
Ω
|v(x, 0)|2dx
)1+Sℓ
. (3.74)
Now, we choose ρ such that
2C0(1+Sℓ)(1 + ℓ)
n
2
+C0(1+Sℓ)e(1+Sℓ)C1e
r2ℓ
4p(T )(1+
2
T )e
−r2
8ρp(T )
(
∫
Ω
|v(x, 0)|2dx
)1+Sℓ
=
1
2
(
∫
Ω
|v(x, T )|2dx
)1+Sℓ
that is
e
r2
8ρp(T ) = 22C0(1+Sℓ)(1 + ℓ)
n
2
+C0(1+Sℓ)e(1+Sℓ)C1e
r2ℓ
4p(T )(1+
2
T )
(
∫
Ω
|v(x, 0)|2dx
∫
Ω
|v(x, T )|2dx
)1+Sℓ
.
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Therefore, we get
(
∫
Ω
|v(x, T )|2dx
)2(1+Sℓ)
≤ 4.4C0(1+Sℓ)(1 + ℓ)n+2C0(1+Sℓ)e2(1+Sℓ)C1e r
2ℓ
4p(T )(1+
2
T )
×
(
∫
ω
|v(x, T )|2dx
)(
∫
Ω
|v(x, 0)|2dx
)1+2Sℓ
.
Thus, we can state
∫
Ω
|v(x, T )|2dx
≤
(
41+C0(1+Sℓ)(1 + ℓ)n+2C0(1+Sℓ)e2(1+Sℓ)C1e
r2ℓ
4p(T )(1+
2
T )
∫
ω
|v(x, T )|2dx
)
1
2(1+Sℓ)
×
(
∫
Ω
|v(x, 0)|2dx
)
1+2Sℓ
2(1+Sℓ)
. (3.75)
This completes the proof.
3.3 Proof of Theorem 3.1
Let us move to the proof of Theorem 3.1 with the structure as: Thanks to Preliminary
results in the previous subsection, we can get a Hölder type estimate in Step 1. Further-
more, thanks to the technical Lemma 3.3, we get an estimate for the term containing
F (t), which is presented in Step 2. Step 3 will make appear a small ball, which is
related to the presence of ω later, by using a splitting technique. Next, dealing with
a minimization problem, Step 4 provides us a localized observation estimate. Due to
propagation of smallness by constructing the sequence of balls, ω will appear in Step 5.
Lastly, in Step 6, by using an adequate covering of Ω with a finite number of balls, we
will get the desired result.
Proof. Step 1: Get Hölder type inequality.
Let x0 ∈ Ω and R be small enough such that Ω ∩ B(x0;R) is star-shaped with respect
to x0. Such choice of x0 and R will be mentioned in Step 6. Let 0 < ǫ <
R
4
.
Define ψ ∈ C20(B(x0;R)) satisfying ψ = 1 in B(x0;R − ǫ) and 0 < ψ(t) < 1 ∀t ∈
B(x0;R). Then ψv ∈ H1((0, T );H10(Ω ∩ B(x0;R)). For any ρ > 0 and ℓ > 1 such that
ℓρ ≤ min{1
2
, T
4
}, Corollary 3.2 gives
|y′(t) + 2N(t)y(t)| ≤
(
C0
T − t + ρ + C1
)
y(t) + 2
∫
ϑ
|w(x, t)z(x, t)|eφ(x,t)dx (3.76)
and
N ′(t) ≤
(
1 + C0
T − t+ ρ + C1
)
N(t) +
1
2
∫
ϑ
|w(x, t)|2eφ(x,t)dx
y(t)
. (3.77)
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Here
ϑ = Ω ∩ B(x0;R),
z = ψv,
w := ∂tz −∆z,
y(t) =
1
(T − t+ ρ)n2
∫
ϑ
|z(x, t)|2e
−|x−x0|
2
4p(T )(T−t+ρ)dx,
N(t) =
p(t)
(T − t + ρ)n2
∫
ϑ
|∇z(x, t)|2e
−|x−x0|
2
4p(T )(T−t+ρ)dx
y(t)
,
C0 =
|p′|∞R2
2p21
and C1 = (2 + n)
|p′|∞
p1
.
Thanks to the Cauchy-Schwarz inequality and the fact that 2ab ≤ a2 + b2 ∀a, b, one
gets
2
∫
ϑ
|w(x, t)z(x, t)|eφ(x,t)dx
≤ 2
(
∫
ϑ
|w(x, t)|2eφ(x,t)dx
)
1
2
(
∫
ϑ
|z(x, t)|2eφ(x,t)dx
)
1
2
≤
∫
ϑ
|w(x, t)|2eφ(x,t)dx+
∫
ϑ
|z(x, t)|2eφ(x,t)dx, (3.78)
Thus, we can write (3.76) as below
|y′(t) + 2N(t)y(t)| ≤
(
C0
T − t+ ρ + C1 + 1 + F (t)
)
y(t) (3.79)
with
F (t) :=
∫
ϑ
|w(x, t)|2eφ(x,t)dx
y(t)
.
Now, thanks to Corollary 3.3, one has
y(T − ℓρ)1+Mℓ ≤ eGℓ(1 + 2ℓ)C0(1+Mℓ)y(T )y(T − 2ℓρ)Mℓ (3.80)
where
Gℓ = (1 +Mℓ)
(
C1 + 1 + 2
∫ T
T−2ℓρ
F (s)ds
)
and
Mℓ ≤ Sℓ = eC1+1



ln(1+ℓ)
ln 3
2
if C0 = 0,
(1+ℓ)C0
1−( 23)
C0
if C0 > 0.
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Step 2: Estimate
∫ T
T−2ℓρ F (s)ds.
Remind that
F (s) =
∫
ϑ
|w(x, s)|2eφ(x,s)dx
∫
ϑ
|z(x, s)|2eφ(x,s)dx (3.81)
with
w(x, s) = ∂tz(x, s)− p(s)∆z(x, s)
= −p(s)v(x, s)∆ψ(x)− 2p(s)∇v(x, s)∇ψ(x). (3.82)
Note that ∇ψ = ∆ψ = 0 in Ω ∩ B(x0, R− ǫ), so
∫
ϑ
|w(x, s)|2eφ(x,s)dx
= p(s)2
∫
ϑ
(v(x, s)∆ψ(x) + 2∇v(x, s))∇ψ(x))2 eφ(x,s)dx
= p(s)2
∫
Ω∩{x;|x−x0|≥R−ǫ}
(v(x, s)∆ψ(x) + 2∇v(x, s))∇ψ(x))2 eφ(x,s)dx. (3.83)
It implies from the fact that eφ(x,s) = 1
(T−s+ρ)
n
2
e
−|x−x0|
2
4p(T )(T−s+ρ) and (a+b)2 ≤ 2(a2+b2) ∀a, b
that
∫
ϑ
|w(x, s)|2eφ(x,s)dx
≤ 2p(s)
2
(T − s+ ρ)n2 e
−(R−ǫ)2
4p(T )(T−s+ρ)
(
|∆ψ|2∞
∫
Ω
|v(x, s)|2dx+ 4|∇ψ|2∞
∫
Ω
|∇v(x, s)|2dx
)
.
(3.84)
Moreover, thanks to the following energy estimate
∫
Ω
|∇v(x, s)|2dx ≤ 1
2p1s
∫
Ω
|v(x, 0)|2dx ∀s > 0,
we obtain:
∫
ϑ
|w(x, s)|2eφ(x,s)dx ≤ C2
(T − s+ ρ)n2 e
−(R−ǫ)2
4p(T )(T−s+ρ)
(
1 +
1
2p1s
)
∫
Ω
|v(x, 0)|2dx (3.85)
where C2 = 2p
2
2max{|∆ψ|2∞, 4|∇ψ|2∞}. On the other hand, due to ψ = 1 on B(x0, R−ǫ),
one gets
∫
ϑ
|z(x, s)|2eφ(x,s)dx =
∫
Ω∩B(x0,R−ǫ)
|v(x, s)|2eφ(x,s)dx
≥ 1
(T − s+ ρ)n2 e
−(R−2ǫ)2
4p(T )(T−s+ρ)
∫
Ω∩B(x0,R−2ǫ)
|v(x, s)|2dx.(3.86)
37
Combining (3.81), (3.85) and (3.86) gives
F (s) ≤ C2e
−ǫ(2R−3ǫ)
12ℓρp(T )
(
1 +
1
2p1s
)
∫
Ω
|v(x, 0)|2dx
∫
Ω∩B(x0,R−2ǫ) |v(x, s)|2dx
(3.87)
with s ∈ [T−2ℓρ, T ]. Now, apply Lemma 3.3 with ̺ = R−2ǫ, under condition 2ℓρ ≤ E2θ
for some E2 > 0 depending on R and ǫ, there exists a constant E1 = E1(R, ǫ) > 1 such
that
∫
Ω
|v(x, 0)|2 dx
∫
Ω∩B(x0,R−2ǫ) |v(x, s)|
2 dx
≤ E1e
E1
θ ∀T − ℓρ ≤ s ≤ T . (3.88)
Thus, from (3.87) and (3.88), one has
∫ T
T−2ℓρ
F (s)ds ≤ E1e
E1
θ C2e
−ǫ(2R−3ǫ)
12ℓρp1
∫ T
T−2ℓρ
(
1 +
1
2p1s
)
ds.
In order to get E1
θ
− ǫ(2R−3ǫ)
12ℓρp1
< 0, we take 2ℓρ ≤ cE2θ with c = min
{
ǫ(2R−3ǫ)
6p1E1E2
; 1
}
. On
the other hand, due to
∫ T
T−2ℓρ
(
1 + 1
2p1s
)
ds = 2ℓρ + 1
2p1
ln T
T−2ℓρ ≤ 1 + 12p1 ln 2, there
exists a constant C3 > 0 which does not depend on ℓ, ρ and T such that
∫ T
T−2ℓρ
F (s)ds ≤ C3.
Step 3: Make appear a small ball.
Remind that
y(t) =
∫
ϑ
|z(x, t)|2 1
(T − t+ ρ)n2 e
−|x−x0|
2
4p(T )(T−t+ρ) .
From (3.80) in Step 1, we have
(
∫
ϑ
|z(x, T − ℓρ)|2dx
)1+Mℓ
≤ (1 + 2ℓ)n2+C0(1+Mℓ)e(1+Mℓ)(C1+1+2C3)e
R2(1+Mℓ)
4(1+ℓ)ρp(T )
(
∫
ϑ
|z(x, t)|2e
−|x−x0|
2
4ρp(T ) dx
)(
∫
ϑ
|z(x, T − 2ℓρ)|2e
−|x−x0|
2
4(1+2ℓ)ρp(T )dx
)Mℓ
. (3.89)
From the fact that |z| ≤ |v| in Ω∩B(x0, R) and
∫
Ω
|v(x, T − 2ℓρ)|2dx ≤
∫
Ω
|v(x, 0)|2dx,
we can write
(
∫
ϑ
|z(x, T − ℓρ)|2dx
)1+Mℓ
≤ (1 + 2ℓ)n2+C0(1+Mℓ)e(1+Mℓ)(C1+1+2C3)e
R2(1+Mℓ)
4(1+ℓ)ρp(T )
(
∫
ϑ
|v(x, t)|2e
−|x−x0|
2
4ρp(T ) dx
)(
∫
Ω
|v(x, 0)|2dx
)Mℓ
.
(3.90)
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On the other hand, thanks to ψ = 1 on B(x0, R− ǫ), we obtain
∫
ϑ
|z(x, T − ℓρ)|2dx ≥
∫
Ω∩B(x0,R−2ǫ)
|v(x, T − ℓρ)|2dx. (3.91)
From inequality (3.88), one gets
∫
Ω∩B(x0,R−2ǫ)
|v(x, T − ℓρ)|2dx ≥ 1
E1e
E1
θ
∫
Ω
|v(x, 0)|2dx ≥ 1
E1e
E1
θ
∫
Ω
|v(x, T )|2dx.
(3.92)
Combining (3.90), (3.91) and (3.92), it yields
(
∫
Ω
|v(x, T )|2dx
)1+Mℓ
≤ (E1e
E1
θ )1+Mℓ(1 + 2ℓ)
n
2
+C0(1+Mℓ)e(1+Mℓ)(C1+1+2C3)e
R2(1+Mℓ)
4(1+ℓ)ρp(T )
(
∫
ϑ
|v(x, t)|2e
−|x−x0|
2
4ρp(T ) dx
)(
∫
Ω
|v(x, 0)|2dx
)Mℓ
. (3.93)
Furthermore, for 0 < r ≤ R
2
such that B(x0, r) ⊂ Ω, one has
∫
ϑ
|v(x, T )|2e
−|x−x0|
2
4ρp(T ) dx ≤
∫
B(x0,r)
|v(x, T )|2dx+
∫
Ω∩{x;|x−x0|≥r}
|v(x, T )|2e
−|x−x0|
2
4ρp(T ) dx
≤
∫
B(x0,r)
|v(x, T )|2dx+ e
−r2
4ρp(T )
∫
Ω
|v(x, 0)|2dx. (3.94)
Thus, we obtain that
(
∫
Ω
|v(x, T )|2dx
)1+Mℓ
≤ (E1e
E1
θ )1+Mℓ(1 + 2ℓ)
n
2
+C0(1+Mℓ)e(1+Mℓ)(C1+1+2C3)
[
e
R2(1+Mℓ)
4(1+ℓ)ρp(T )
∫
ϑ
|v(x, T )|2dx
(
∫
Ω
|v(x, 0)|2dx
)Mℓ
+ e
R2(1+Mℓ)
4(1+ℓ)ρp(T ) e−
r2
4ρp(T )
(
∫
Ω
|v(x, 0)|2dx
)1+Mℓ
]
.
(3.95)
Notice that Mℓ ≤ Sℓ, therefore we can write (3.95) as below
(
∫
Ω
|v(x, T )|2dx
)1+Sℓ
≤ (E1e
E1
θ )1+Sℓ(1 + 2ℓ)
n
2
+C0(1+Sℓ)e(1+Sℓ)(C1+1+2C3)
[
e
R2(1+Sℓ)
4(1+ℓ)ρp(T )
∫
ϑ
|v(x, T )|2dx
(
∫
Ω
|v(x, 0)|2dx
)Sℓ
+ e
R2(1+Sℓ)
4(1+ℓ)ρp(T ) e−
r2
4ρp(T )
(
∫
Ω
|v(x, 0)|2dx
)1+Sℓ
]
.
(3.96)
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Step 4: Choose suitable ℓ, ρ and solve a minimization problem.
With R is small enough such that C0 :=
R2|p′|∞
2p21
< 1, we will minimize the right-hand
side of the estimate (3.96) by choosing ℓ as below
ℓ =







(
22+ξR2eC1+1
ξ ln 3
2
r2
)
1
1−ξ − 1 ∀ξ ∈ (0, 1) if C0 = 0;
(
4R2eC1+1
r2
(
1−( 23)
C0
)
)
1
1−C0
− 1 if C0 > 0
in order to get
R2(1 + Sℓ)
4(1 + ℓ)ρp(T )
≤ r
2
8ρp(T )
.
With this choice of ℓ and the fact that E1 > 1, we can conclude from (3.96) that: there
exists a constant C4 > 1 not depending on ρ such that
(
∫
Ω
|v(x, T )|2dx
)1+Sℓ
≤ C4e
C4
θ e
r2
8p(T )ρ
∫
ϑ
|v(x, T )|2dx
(
∫
Ω
|v(x, 0)|2dx
)Sℓ
+ C4e
C4
θ e
−r2
8p(T )ρ
(
∫
Ω
|v(x, 0)|2dx
)1+Sℓ
.
This estimate is true for any ρ > 0 satisfying ρ ≤ 1
ℓ
min{1
2
; T
4
; cE2θ}. For ρ >
1
ℓ
min{1
2
; T
4
; cE2θ} which implies r
2
8ρp(T )
< r
2ℓ
8p(T )
(
2 + 4
T
+ 1
cE2θ
)
, we can get the following
estimate be true for any ρ > 0.
(
∫
Ω
|v(x, T )|2dx
)1+Sℓ
≤ C4e
C4
θ e
r2
8ρp(T )
(
∫
B(x0,r)
|v(x, T )|2dx
)(
∫
Ω
|v(x, 0)|2dx
)Sℓ
+C4e
C4
θ e
r2ℓ
8p(T )
(
2+ 4
T
+ 1
cE2θ
)
e
−r2
8ρp(T )
(
∫
Ω
|v(x, 0)|2dx
)1+Sℓ
.
Now, we choose ρ such as
C4e
C4
θ e
r2ℓ
8p(T )
(
2+ 4
T
+ 1
cE2θ
)
e
−r2
8ρp(T )
(
∫
Ω
|v(x, 0)|2dx
)1+Sℓ
=
1
2
(
∫
Ω
|v(x, T )|2dx
)1+Sℓ
;
that is
e
r2
8ρp(T ) = 2C4e
C4
θ e
r2ℓ
8p(T )
(
2+ 4
T
+ 1
cE2θ
)
(
∫
Ω
|v(x, 0)|2dx
∫
Ω
|v(x, T )|2dx
)1+Sℓ
;
in order to get
(
∫
Ω
|v(x, T )|2dx
)2(1+Sℓ)
≤ 4C24e
2C4
θ e
r2ℓ
8p(T )
(
2+ 4
T
+ 1
cE2θ
)
(
∫
B(x0,r)
|v(x, T )|2dx
)(
∫
Ω
|v(x, 0)|2dx
)1+2Sℓ
.
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Thus, there exists a constant C5 not depending on T and θ such that
∫
Ω
|v(x, T )|2dx ≤ C5e
C5
θ e
C5
T
(
∫
B(x0,r)
|v(x, T )|2dx
)
1
2(1+Sℓ)
(
∫
Ω
|v(x, 0)|2dx
)
1+2Sℓ
2(1+Sℓ)
.
On the other hand, Lemma 3.3 says that there exists E3 > 0 satisfying the following
estimate
e
1
θ = E3e
E3
T
∫
Ω
|v(x, 0)|2dx
∫
Ω∩B(x0,R−4ǫ) |v(x, T )|2dx
.
Hence, the following estimate holds
∫
Ω
|v(x, T )|2dx ≤ C5EC53 e
C5(E3+1)
T
(
∫
Ω
|v(x, 0)|2dx
∫
Ω∩B(x0,R−4ǫ) |v(x, T )|2dx
)C5
×
(
∫
B(x0,r)
|v(x, T )|2dx
)
1
2(1+Sℓ)
(
∫
Ω
|v(x, 0)|2dx
)
1+2Sℓ
2(1+Sℓ)
.
Using the fact that
∫
Ω∩B(x0,R−4ǫ) |v(x, T )|
2dx ≤
∫
Ω
|v(x, T )|2dx, we obtain
(
∫
Ω∩B(x0,R−4ǫ)
|v(x, T )|2dx
)1+C5
≤ C5EC53 e
C5(E3+1)
T
(
∫
B(x0,r)
|v(x, T )|2dx
)
1
2(1+Sℓ)
(
∫
Ω
|v(x, 0)|2dx
)C5+
1+2Sℓ
2(1+Sℓ)
.
Thus, there exist constants κ > 0 and σ ∈ (0, 1) satisfying the following estimate
∫
Ω∩B(x0,R−4ǫ)
|v(x, T )|2dx ≤ κe κT
(
∫
B(x0,r)
|v(x, T )|2dx
)σ (∫
Ω
|v(x, 0)|2dx
)1−σ
.
(3.97)
Step 5 Make appear ω by propagation of smallness.
Let r > 0 be small enough and xj ∈ Ω(j = 1, 2, ..., m)(m ∈ N), we can construct a
sequence of balls {B(xj , r)}j∈1,m such that the following inclusions hold
1. B(xm, r) ∈ ω ;
2. B(xj , r) ⊂ B(xj+1, 2r) ∀j = 1, 2, .., m− 1;
3. B(xj , 2r) ⋐ Ω ∀j = 1, 2, ...m .
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Then, thanks to (3.97), there exist σ1, κ1, σm, κm such that
∫
Ω∩B(x0,R−4ǫ)
|v(x, T )|2dx
≤ κe κT
(
∫
B(x0,r)
|v(x, T )|2dx
)σ (∫
Ω
|v(x, 0)|2dx
)1−σ
≤ κe κT
(
∫
B(x1,2r)
|v(x, T )|2dx
)σ (∫
Ω
|v(x, 0)|2dx
)1−σ
≤ κe κT
(
κ1e
κ1
T
(
∫
B(x1,r)
|v(x, T )|2dx
)σ1
(
∫
Ω
|v(x, 0)|2dx
)1−σ1
)σ
(
∫
Ω
|v(x, 0)|2dx
)1−σ
≤ ...
≤ κme
κm
T
(
∫
B(xm,r)
|v(x, T )|2dx
)σm (∫
Ω
|v(x, 0)|2dx
)1−σm
≤ κme
κm
T
(
∫
ω
|v(x, T )|2dx
)σm (∫
Ω
|v(x, 0)|2dx
)1−σm
. (3.98)
Thus, we already prove that if Ω ∩B(x0, R) is star-shaped with respect to x0, then we
obtain a local observation at one point of time, which has form (3.98). Now, in order to
get the global result, we will cover Ω by a finite number of balls B(x0, R−4ǫ) satisfying
assumption that Ω ∩B(x0, R) is star-shaped with respect to x0.
Step 6 Cover Ω.
We can see that Ω is covered by a finite number of balls B(x0, R− 4ǫ) which have one
of two following properties:
1. B(x0, R) ⊂ Ω;
2. B(x0, R) ∩ ∂Ω 6= ∅.
For the first case, obviously, the assumption that Ω ∩ B(x0, R) is star-shaped with
respect to x0 is satisfied because of the convexity of the ball B(x0, R). For the second
one, we will use the result in [AEWZ] (see Theorem 8, page 2443), which says that Ω
is locally star-shaped, i.e for each χ ∈ ∂Ω, there are xχ in Ω and Rχ > 0 such that
χ ∈ B(xχ, Rχ) and Ω ∩B(xχ, Rχ) is star-shaped with center xχ.
Thus, we can choose x0 = xχ and R = Rχ then Ω∩B(x0, R) is star-shaped with respect
to x0.
4 Approximate controllability at one point of time
In [LR], Lebeau and Robbiano connect the controllability to an interpolation estimate
for an elliptic system. Then, in [FI], Fursikov and Imanuvilov use a global Carleman
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inequality and a minimization technique to construct the control function. Recently,
in [FCZ], Fernández-Cara and Zuazua establish a null controllability for semilinear
heat equation. In [Vo], the author succeeds in computing a control function for the
cubic semilinear heat equation in a constructive way. Those results are related to
the controllability in L2(Ω × (0, T )). Here, we need to add a control at a fixed point
of time, which is well studied in [PWX], but for case p ≡ 1. Now, our concern is
approximate controllability at one point of time for linear heat equation with time-
dependent coefficients. This control will lead the given data at the initial time to an
origin-center ball with a small radius at some later time.
Denote 1ω be the characteristic function on the region ω and ϕ(T−) be the left limit of
the function ϕ at time T . Now, consider the following system.







∂tϕ− p(t)∆ϕ = 0 in Ω× (0, 2T ) \ {T},
ϕ = 0 on ∂Ω× (0, 2T ),
ϕ(·, 0) = ϕ0 in Ω,
ϕ(·, T ) = ϕ(·, T−) + 1ωh in Ω. (4.1)
The next theorem consists on the existence of the control function h at some fixed point
of time T which leads the solution at final time 2T getting small.
Theorem 4.1. Let ε > 0 and ϕ0 ∈ L2(Ω), there exists a function h ∈ L2(ω) such
that the solution of (4.1) satisfies ‖ϕ(·, 2T )‖L2(Ω) ≤ ε ‖ϕ0‖L2(Ω). Moreover, there exist
constants c3 = c3(Ω, ω, p) > 0 and c4 = c4(Ω, ω, p) > 0 such that
‖h‖L2(ω) ≤
c3e
c3
T
εc4
∥
∥ϕ0
∥
∥
L2(Ω)
. (4.2)
Proof of Theorem 4.1
Proof. Step 1: Define a functional which has a unique minimizer.
Let c1 and c2 be the constants from Corollary 3.1, put k :=
√
c1e
c1
T
1
ε2c2
. We consider
the following functional
J(u0) =
k2
2
‖u(·, T )‖2L2(ω) +
ε2
2
‖u0‖2L2(Ω) −
∫
Ω
ϕ0(x)u(x, 2T )dx (4.3)
where u(x, t) is the solution of



∂tu− p(t)∆u = 0 in Ω× (0, T ),
u = 0 on ∂Ω × (0, T ),
u(·, 0) = u0 in Ω.
(4.4)
Notice that J is a strictly convex, C1 and coercive. Therefore, J has a unique minimizer
Φ0 ∈ L2(Ω) such that J(Φ0) = min
u0∈L2(Ω)
J(u0). It implies that J
′(Φ0)z0 = 0 for any
z0 ∈ L2(Ω), i.e the following estimate holds for any z0:
k2‖Φ(·, T )‖L2(ω)‖z(·, T )‖L2(ω) + ε2‖Φ0‖L2(Ω)‖z0‖L2(Ω) −
∫
Ω
ϕ0(x)z(x, 2T )dx = 0 (4.5)
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where Φ(x, t) and z(x, t) are respectively the solution of (4.4) corresponding to Φ0 :=
Φ(·, 0) and z0 := z(·, 0).
Step 2: Construct a control function.
On the other hand, multiplying ∂tϕ− p(t)∆ϕ = 0 by Φ(·, 2T − t) and integrating over
Ω, we get
∫
Ω
∂tϕ(x, t)Φ(x, 2T − t)dx− p(t)
∫
Ω
∆ϕ(x, t)Φ(x, 2T − t)dx = 0. (4.6)
Integrating by parts (4.6) two times with the fact that ϕ = Φ = 0 on ∂Ω, one has
∫
Ω
∂tϕ(x, t)Φ(x, 2T − t)dx− p(t)
∫
Ω
ϕ(x, t)∆Φ(x, 2T − t)dx = 0. (4.7)
Since ∂tΦ− p(t)∆Φ = 0, it yields
∫
Ω
∂tϕ(x, t)Φ(x, 2T − t)dx−
∫
Ω
ϕ(x, t)∂tΦ(x, 2T − t)dx = 0. (4.8)
It implies that
d
dt
∫
Ω
ϕ(x, t)Φ(x, 2T − t)dx = 0. (4.9)
Now, by integrating (4.9) over (0, T ), we obtain
∫
Ω
ϕ(x, 0)Φ(x, 2T )dx =
∫
Ω
ϕ(x, T−)Φ(x, T )dx. (4.10)
Integrating again (4.9) over (T, 2T ) forces
∫
Ω
ϕ(x, 2T )Φ(x, 0)dx =
∫
Ω
ϕ(x, T )Φ(x, T )dx
=
∫
Ω
ϕ(x, T−)Φ(x, T )dx+
∫
Ω
h(x)Φ(x, T )dx. (4.11)
Combining the above equality with (4.10), we conclude that
∫
Ω
ϕ(x, 2T )Φ0dx =
∫
Ω
ϕ0(x)Φ(x, 2T )dx+
∫
Ω
h(x)Φ(x, T )dx (4.12)
that is
−
∫
Ω
h(x)Φ(x, T )dx+
∫
Ω
ϕ(x, 2T )Φ0dx−
∫
Ω
ϕ0(x)Φ(x, 2T )dx = 0. (4.13)
In addition, by choosing z0 = Φ0 in (4.5), it follows that
k2‖Φ(·, T )‖2L2(ω) + ε2‖Φ0‖2L2(Ω) −
∫
Ω
ϕ0(x)Φ(x, 2T )dx = 0. (4.14)
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Thus from (4.13) and (4.14), if we choose h(x) = −k2Φ(x, T ) then ϕ(x, 2T ) = ε2Φ0(x).
Moreover, using the Cauchy-Schwarz inequality
∫
Ω
|v0(x)Φ(x, 2T )|dx ≤
(
∫
Ω
|ϕ0(x)|2dx
)
1
2
(
∫
Ω
|Φ(x, 2T )|2dx
)
1
2
, (4.15)
we get
k2‖Φ(·, T )‖2L2(ω) + ε2‖Φ0‖2L2(Ω) ≤ ‖ϕ0‖L2(Ω)‖Φ(·, 2T )‖L2(Ω). (4.16)
On the other hand, Corollary 3.1 gives
‖Φ(·, T )‖2L2(Ω) ≤ k2‖Φ(·, T )‖2L2(ω) + ε2‖Φ(·, 0)‖2L2(Ω). (4.17)
Furthermore, the fact that ‖Φ(·, 2T )‖2
L2(Ω) ≤ ‖Φ(·, T )‖2L2(Ω) provides us
‖Φ(·, 2T )‖2L2(Ω) ≤ k2‖Φ(·, T )‖2L2(ω) + ε2‖Φ(·, 0)‖2L2(Ω). (4.18)
Thus, combining (4.16) and (4.18), we conclude that
k2‖Φ(·, T )‖2L2(ω) + ε2‖Φ0‖2L2(Ω) ≤ ‖ϕ0‖L2(Ω)
(
k2‖Φ(·, T )‖2L2(ω) + ε2‖Φ0‖2L2(Ω)
)
1
2
.
It implies that
k2‖Φ(·, T )‖2L2(ω) + ε2‖Φ0‖2L2(Ω) ≤ ‖ϕ0‖2L2(Ω). (4.19)
This is equivalent to
1
k2
‖h‖2L2(ω) +
1
ε2
‖ϕ(·, 2T )‖2L2(Ω) ≤ ‖ϕ0‖2L2(Ω). (4.20)
Thus, we get the desired estimate (4.2) with c3 := max{
√
c1,
c1
2
} and c4 := c2. This
completes the proof.
5 The local backward - Proof of the Theorem 1.1
For the case ω ⋐ Ω, we need to use the controllability result at one point of time
(Theorem 4.1) in order to get the information of the solution on the whole domain from
the known data on the subdomain. In detail, the proof of Theorem 1.1 is structured as:
Step 1 will provide us the approximate data of u(·, 3T ) on whole domain dues to the
controllability result; Then, by some computation technique, we make appear f in Step
2; Lastly, applying the global backward result in Theorem 2.1, Step 3 will complete the
proof with the construction of the initial data.
Proof. Step 1: Use controllability result to link the knowledge on the whole domain Ω
and on the subdomain ω.
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Now, for each i = 1, 2, ..., Theorem 4.1 says that for any ε > 0, there exists hi ∈ L2(ω)
such that the solution of







∂tϕi − p(t)∆ϕi = 0 in Ω× (0, 2T ) \ {T},
ϕi = 0 on ∂Ω × (0, 2T ),
ϕi(·, 0) = ei in Ω,
ϕi(·, T ) = ϕi(·, T−) + 1ωhi in Ω (5.1)
satisfies ‖ϕi(·, 2T )‖L2(Ω) ≤ ε for any i ≥ 1. Recall that ei(i = 1, 2, ...) is the eigen-
function of Laplace operator. Moreover, there exist constants c3, c4 > 0 such that the
following estimate holds
‖hi‖L2(ω) ≤
c3e
c3
T
εc4
∀i ≥ 1. (5.2)
Multiplying both sides of the equation ∂tϕi−p(t)∆ϕi = 0 by u(·, 2T−t) and integrating
over Ω, one gets
d
dt
∫
Ω
ϕi(x, t)u(x, 2T − t)dx = 0. (5.3)
Integrating (5.3) over (0, T ) and (T, 2T ) respectively and using the fact that ϕi(·, T ) =
ϕi(·, T−) + 1ωhi, one has
∫
Ω
ϕi(x, 2T )u(x, 0)dx =
∫
Ω
ϕi(x, 0)u(x, 2T )dx+
∫
ω
hi(x)u(x, T )dx. (5.4)
Replacing
u(·, 2T ) =
∞
∑
j=1
e−λj
∫ 2T
0
p(s)ds
∫
Ω
u(x, 0)ej(x)dxej
and ϕi(·, 0) = ei in (5.4), we get
∫
Ω
ϕi(x, 2T )u(x, 0)dx = e
−λi
∫ 2T
0 p(s)ds
(
∫
Ω
u(x, 0)ei(x)dx
)
+
∫
ω
hi(x)u(x, T )dx. (5.5)
Now, multiplying both sides of (5.5) by e−λi
∫ 3T
2T p(s)dsei and take the sum from i = 1 to
∞, one has
u(·, 3T ) +
∞
∑
i=1
e−λi
∫ 3T
2T p(s)ds
∫
ω
hi(x)u(x, T )dxei
=
∞
∑
i=1
e−λi
∫ 3T
2T
p(s)ds
∫
Ω
ϕi(x, 2T )u(x, 0)dxei. (5.6)
It implies from ‖ϕi(·, 2T )‖L2(Ω) ≤ ε that
∥
∥
∥
∥
∥
u(·, 3T ) +
∞
∑
i=1
e−λi
∫ 3T
2T
p(s)ds
∫
ω
hi(x)u(x, T )dxei
∥
∥
∥
∥
∥
L2(Ω)
≤ ε ‖u(·, 0)‖L2(Ω)
( ∞
∑
i=1
e−2λi
∫ 3T
2T p(s)ds
)
1
2
. (5.7)
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Step 2: Make appear f .
Now, we will make appear f by using a triangle inequality
∥
∥
∥
∥
∥
u(·, 3T ) +
∞
∑
i=1
e−λi
∫ 3T
2T p(s)ds
∫
ω
hi(x)f(x)dxei
∥
∥
∥
∥
∥
L2(Ω)
≤
∥
∥
∥
∥
∥
u(·, 3T ) +
∞
∑
i=1
e−λi
∫ 3T
2T p(s)ds
∫
ω
hi(x)u(x, T )dxei
∥
∥
∥
∥
∥
L2(Ω)
+
∥
∥
∥
∥
∥
∞
∑
i=1
e−λi
∫ 3T
2T
p(s)ds
∫
ω
hi(x) (u(x, T )− f) dxei
∥
∥
∥
∥
∥
L2(Ω)
. (5.8)
We got the first estimate in Step 1, let us estimate the second one.
∥
∥
∥
∥
∥
∞
∑
i=1
e−λi
∫ 3T
2T
p(s)ds
∫
ω
hi(x) (u(x, T )− f) dxei
∥
∥
∥
∥
∥
L2(Ω)
≤
( ∞
∑
i=1
e−2λi
∫ 3T
2T p(s)ds
)
1
2
‖hi‖L2(ω) ‖u(·, T )− f‖L2(ω)
≤
( ∞
∑
i=1
e−2λi
∫ 3T
2T p(s)ds
)
1
2
c3e
c3
T
εc4
δ. (5.9)
The last inequality in (5.9) is followed from (5.2) and the assumption (2.1). Thus, from
(5.7) and (5.9), we can conclude that
∥
∥
∥
∥
∥
u(·, 3T ) +
∞
∑
i=1
e−λi
∫ 3T
2T
p(s)ds
∫
ω
hi(x)f(x)dxei
∥
∥
∥
∥
∥
L2(Ω)
≤
( ∞
∑
i=1
e−2λi
∫ 3T
2T p(s)ds
)
1
2
[
ε ‖u(·, 0)‖L2(Ω) +
c3e
c3
T
εc4
δ
]
. (5.10)
It is known that the function x 7→ ax+bx−s (a, b, s > 0) gets minimum at x0 =
(
sb
a
)
1
s+1 .
Hence, in order to minimize the right-hand side of (5.10) we choose ε such that
ε =
(
c4c3e
c3
T
‖u(·, 0)‖L2(Ω)
δ
)
1
1+c4
. (5.11)
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Therefore, (5.10) becomes
∥
∥
∥
∥
∥
u(·, 3T ) +
∞
∑
i=1
e−λi
∫ 3T
2T p(s)ds
∫
ω
hi(x)f(x)dxei
∥
∥
∥
∥
∥
L2(Ω)
≤
( ∞
∑
i=1
e−2λi
∫ 3T
2T
p(s)ds
)
1
2
(
c4c3e
c3
T δ
‖u(·, 0)‖L2(Ω)
)
1
1+c4
(
1 +
1
c4
)
‖u(·, 0)‖L2(Ω)
≤
( ∞
∑
i=1
e−2λip2T
)
1
2
(
c4c3e
c3
T δ
‖u(·, 0)‖L2(Ω)
)
1
1+c4
(
1 +
1
c4
)
‖u(·, 0)‖L2(Ω) . (5.12)
Using the fact that e−x ≤
(
γ
x
)γ ∀x > 0 ∀γ > 0 and λi ≈ i
2
n ∀i ≥ 1 ( by the Weyl
formula), we get:
∞
∑
i=1
e−2λip2T ≤
(
γ
2p2T
)γ ∞
∑
i=1
1
λγi
≤
(
γ
2p2T
)γ ∞
∑
i=1
1
(
i
2
n
)γ .
When γ > n
2
, there exists a constant S > 0 such that
∞
∑
i=1
1
(
i
2
n
)γ = S. Hence
∞
∑
i=1
e−2λip2T ≤ e
γ2
2p2T S.
One can conclude that (5.12) can be written as below
∥
∥
∥
∥
∥
u(·, 3T ) +
∞
∑
i=1
e−λi
∫ 3T
2T
p(s)ds
∫
ω
hi(x)f(x)dxei
∥
∥
∥
∥
∥
L2(Ω)
≤ K1e
K1
T ‖u(·, 0)‖1−k1
L2(Ω)δ
k1 (5.13)
for some positive constants K1 = K1(Ω, ω, p) > 1 and k1 = k1(Ω, ω, p) ∈ (0, 1).
Step 3: Apply the global backward result.
From the facts that hi ∈ L2(ω), z ∈ L2(ω) and
∞
∑
i=1
e−λi
∫ 3T
2T
p(s)ds <∞, one gets
−
∞
∑
i=1
e−λi
∫ 3T
2T p(s)ds
∫
ω
hi(x)f(x)dxei ∈ L2(Ω). (5.14)
Thus, Theorem 2.1 gives us the following estimate, where δ in (2.1) is replaced by
K1e
K1
T ‖u(·, 0)‖1−k1
L2(Ω)δ
k1
‖u(·, 0)− g‖L2(Ω) ≤
√
(1 + ζ)p2T ‖u(·, 0)‖H10 (Ω)
√
√
√
√ln
(
√
2ζλ1p2T
‖u(·,0)‖
L2(Ω)
K1e
K1
T ‖u(·,0)‖1−k1
L2(Ω)
δk1
)
. (5.15)
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for any ζ >
K21e
2K1
T
2λ1p2T
(
δ
‖u(·,0)‖2
L2(Ω)
)2k1
. With the assumption that δ < ‖u(·, 0)‖L2(Ω), we
can choose ζ as below
ζ =
K21e
2
K1
T
2λ1p2T
(5.16)
in order to get
‖u(·, 0)− g‖L2(Ω) ≤
(
1 + K1e
K1
T√
2λ1p2T
)√
p2T ‖u(·, 0)‖H10 (Ω)
√
k1
√
ln
‖u(·,0)‖
L2(Ω)
δ
. (5.17)
Using the fact that x ≤ ex ∀x > 0, there exists a constant C > 0 such that
‖u(·, 0)− g‖L2(Ω) ≤
Ce
C
T
√
T ‖u(·, 0)‖H10 (Ω)
√
ln
‖u(·,0)‖
L2(Ω)
δ
. (5.18)
This completes the proof.
5.1 Appendix
Proof of (1.24) in Remark 1.1
Let us remind the observation estimate (3.2) in Theorem 3.1 (see Section 3)
‖u(·, T )‖L2(Ω) ≤ K2e
K2
T ‖u(·, 0)‖1−k2
L2(Ω)‖u(·, T )‖k2L2(ω) (5.19)
for some K2 = K2(Ω, ω, p) > 0 and k2 = k2(Ω, ω, p) ∈ (0, 1). Combining to the known
backward estimate below
‖u(·, 0)‖L2(Ω) ≤ e
p2T‖u(·,0)‖
2
H1
0
(Ω)
‖u(·,0)‖2
L2(Ω) ‖u(·, T )‖L2(Ω) , (5.20)
we get
‖u(·, 0)‖L2(Ω) ≤ e
p2T‖u(·,0)‖
2
H10(Ω)
‖u(·,0)‖2
L2(Ω) K2e
K2
T ‖u(·, 0)‖1−k2
L2(Ω)‖u(·, T )‖k2L2(ω). (5.21)
It is equivalent to
(
‖u(·, 0)‖L2(Ω)
‖u(·, T )‖L2(ω)
)k2
≤ e
p2T‖u(·,0)‖
2
H1
0
(Ω)
‖u(·,0)‖2
L2(Ω) K2e
K2
T . (5.22)
It follows that
‖u(·, 0)‖L2(Ω)
‖u(·, T )‖L2(ω)
≤ e


p2
k2
T‖u(·,0)‖2
H10(Ω)
‖u(·,0)‖2
L2(Ω)
+
K2
k2
1
T
+ 1
k2
lnK2


. (5.23)
49
Using the fact that
‖u(·,0)‖2
H10(Ω)
‖u(·,0)‖2
L2(Ω)
≥ λ1, there exists a constant C =
√
max{ p2
k2
, K2
k2λ1
} > 0
such that
‖u(·, 0)‖L2(Ω)
‖u(·, T )‖L2(ω)
≤ e
C2(1+T+ 1T )
‖u(·,0)‖2
H10(Ω)
‖u(·,0)‖2
L2(Ω) . (5.24)
Thus
‖u(·, 0)‖L2(Ω) ≤
C
√
1 + T + 1
T
‖u(·, 0)‖H10(Ω)
√
ln
‖u(·,0)‖
L2(Ω)
‖u(·,T )‖
L2(ω)
. (5.25)
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