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Abstract
Lean premixed combustion systems, attractive for low NOx performance,
are inherently susceptible to thermo-acoustic instabilities - the interaction
between unsteady heat release and excited acoustic wave effects. In the
present work, a hybrid, coupled Large Eddy Simulation (LES) CFD ap-
proach is described, combining the computational efficiency of incompress-
ible reacting LES with acoustic wave effects captured via an acoustic net-
work model. A flamelet approach with an algebraic Flame Surface Density
(FSD) combustion model was used. The ORACLES experiments - a per-
fectly premixed flame stabilised in a 3D sudden expansion - are used for
validation. Simulations of the inert flow agree very well with experimental
data, reproducing the measured amplitude and distribution of turbulent
fluctuations as well as capturing the asymmetric mean flow. With reaction
the measured data exhibit a plane wave acoustic mode at 50Hz. The in-
fluence of this plane wave must be incorporated into the LES calculation.
Thus, a new approach to sensitise the incompressible LES CFD to acoustic
waves is adopted. First an acoustic network model of the experimental ge-
ometry is analysed to predict the amplitude of the 50Hz mode just before
the flame zone. This is then used to introduce a coherent plane wave at the
LES inlet plane at the appropriate amplitude, unlike previous LES studies,
which have adopted a "guess and adjust" approach. Incompressible LES
predictions of this forced flow then show good agreement with measure-
ments of mean and turbulent velocity, as well as for flame shape, with a
considerable improvement relative to unforced simulations. To capitalise
on the unsteady flame dynamics provided by LES, simulations with vary-
ing forcing amplitude were conducted and analysed. Amplitude dependent
Flame Transfer Functions (FTFs) were extracted and fed into an acous-
tic network model. This allowed prediction of the stable/unstable nature
of the flame at each forcing amplitude. An amplitude at which the flame
changed from unstable to stable would be an indication that this coupled
approach was capable of predicting a limit cycle behaviour. With the cur-
rent simple FSD combustion model almost all cases studied showed a stable
flame. Predictions showed considerable sensitivity to the value chosen for
the combustion model parameter but specially to the acoustic geometric
configuration and boundary conditions assumed showing evidence of limit
cycle behaviour for some combinations. Nevertheless, further work is re-
quired to improve both combustion model and the accuracy of acoustic
configuration and boundary condition specification.
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Chapter 1
Introduction
1.1 Combustion in modern society : environmental
effects
In modern society, around 86% of worldwide energy consumption relies on combustion
technologies which use fossil fuels as the primary source of energy, a fact not expected
to change substantially in the foreseeable future. Thus, with an ever increasing need for
energy for domestic use, power generation, transportation, etc., and an annual growth
rate of 2% since the 1980's, a thorough understanding of combustion, leading to en-
hanced ability to control combustion devices, is of essential scientific and technological
interest. Improving the design of combustion equipment will, inevitably, contribute to
increased fuel efficiency as well as reduced pollutant emissions.
The well-known disadvantage of non-renewable energy based on fossil fuel combus-
tion is the resulting harmful environmental effects. The greenhouse gases produced by
combustion processes, the most important being NOx, CO2, CO and to a lesser extent
unburnt hydrocarbons (UHC) and soot, all contribute to environmental pollution and
global climate change. Burning fossil fuels produces around 21.3 billion tonnes of CO2
each year and it is estimated that only approximately half of this amount can be ab-
sorbed by natural processes [1].
The legislative pressure to reduce these adverse impacts of fossil fuel combustion has
consequently been steadily increasing. Civil aviation, for instance, is estimated to be
responsible for 2-3 % of CO2 emissions, increasing to around 4% in 2050. The EU
is using a target-driven approach (ACARE [2]) to reduce (by 2020 relative to 2000
levels) fuel consumption (hence CO2) by 50% per passenger kilometre, NOx by 80%
(in the landing and take-off cycle) and perceived aircraft noise by 50%. Meeting these
goals represents significant engineering challenges (and hence inevitably compromises).
Figure 1.1 shows an illustrative example of the progress made towards meeting these
objectives in the aviation industry. These efforts indicate that the aviation industry
has recognised that growth will only be acceptable if both environmental sustainability
1
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and operating efficiency targets are met.
Figure 1.1: Progress towards achieving ACARE goals (NOx and CO2 reduction) by 2020, for
the Rolls-Royce Trent family engines [3]
High levels of CO and UHC are the consequence of incomplete combustion. If the
flame temperature is high enough and sufficient time is available, these products can
to a great extent be further oxidised to CO2 and water. However, even if this is
achieved, a major pollutant of concern is NOx. Most NOx is generated by fixation
of atmospheric nitrogen in the flame, called thermal NOx. Thermal NOx production
rates drop sharply as flame temperature decreases (see Figure 1.2). However, decreas-
ing temperature also affects CO and smoke emissions. Thus, a compromise must be
made on the firing temperature to control both CO and NOx emissions. For these
reasons, the last decade has seen an upsurge of interest in lean-burn, and also pos-
sibly premixed, technology to achieve an appropriate CO − NOx trade-off, increase
efficiency and reduce NOx emissions. This technology represents the most promis-
ing forward-looking alternative to traditional rich-burn, non-premixed combustion. In
particular, in lean premixed (LPM) combustion systems, fuel and oxidiser are mixed
before entering the combustor at a deliberately lean equivalence ratio. The fuel-air
ratio is approximately half of the stoichiometric level, meaning that twice as much air
as is actually needed to burn the fuel is supplied to the combustion chamber. It is this
excess of air that plays a key role to limit NOx formation, which takes place only in
a high temperature environment (see Figure 1.2). Such high temperatures will not be
reached in very lean conditions, thus preventing NOx production. In addition, pre-
mixing prevents the occurrence of local hot spots within the combustor volume, that
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can also lead to significant NOx formation. In general, LPM systems are designed to
operate near the lean flammability limit, and are characterised by the above mentioned
trade-off of CO/NOx. At the combustor design point, both CO and NOx are below
targeted values although deviations from the design point flame temperature will cause
emissions to increase.
Figure 1.2: NOx production rates [4]
It must be mentioned, however, that the main drawback of lean combustion systems
is their vulnerability to thermo-acoustic instabilities. These are combustion-induced
periodic oscillations in pressure sustained via a feedback mechanism between the com-
bustion heat release and the acoustic waves propagating from the flame zone to the
combustion system boundaries. Such combustion-sustained pressure oscillations can
grow to reach levels which can be damaging to the combustion hardware. It is clear
therefore that lean burn technology can only succeed if the problem of thermo-acoustic
oscillations is given special attention to be either avoided or controlled; the subject of
the impact of thermo-acoustic instabilities has been reviewed thoroughly in [5, 6].
The pollution reduction and specific fuel consumption improvements shown in Figure
1.1 for aeroengines have been achieved using rich-burn technology. This involves the
liquid fuel being injected, evaporated and burnt in a rich (equivalence ratio φ ≈ 1.5)
primary zone and under diffusion flame, swirl-stabilised conditions. Thus, the fuel and
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air (≈ 30% of the compressor eux) are introduced via the injector separately into the
head of the combustor. The rest of the air flows around the combustor head, entering
via cooling and dilution holes, which serve the purpose of keeping the combustor liner
cool and adjusting the hot gas temperature to a profile that is acceptable by the turbine
at combustor exit.
The improved design of fuel injectors and air admission schemes is what has lead
rich-burn technology to progress in the manner indicated in Figure 1.1. There is, how-
ever, no doubt that continued development of the rich-burn paradigm is becoming ever
harder, particularly for NOx and, as indicated in Figure 1.1, new technologies will have
to be introduced. For NOx, lean-burn and possibly premixed combustion, which has
already shown enormous benefits for low NOx emissions in stationary, land-based gas
turbines for power generation, is the technology of greatest industrial interest. To in-
troduce lean, premixed, prevaporised (LPP) combustion must be the long term target
for aeroengines, but this is extremely challenging. At the present time lean-burn sys-
tems are just beginning to be introduced [7] but even this step requires large changes
to the fuel injector (e.g. increasing the airflow to 70%) and will take some time to
realise.
Nevertheless, lean premixed turbulent (because of the high Reynolds numbers of prac-
tical devices) combustion must be studied vigorously if understanding is to be improved
to the level where it can aid design. This is thus the technical driver of the research
described in the present thesis. In particular, since Computational Fluid Dynam-
ics (CFD) has made a significant contribution to both non-reacting and combusting
turbulent flows [810], it is the type of CFD model most appropriate for premixed
turbulent combustion that is the main focus of the project described here. As this
brief introduction has indicated, the presence of thermo-acoustic instabilities cannot
be ignored. The high-level objective of the present research was therefore to identify
an optimum CFD approach to prediction of (i) premixed turbulent combustion, in as-
sociation with (ii) thermo-acoustic oscillations; these two topics are therefore reviewed
in the next two sections.
1.2 Turbulent premixed combustion - CFD prediction
tools
Turbulent premixed combustion is a complex phenomenon that involves a wide range of
disciplines, thermodynamics, chemical kinetics, molecular transport phenomena, heat
and mass transfer in single and multiphase systems, radiation, turbulent fluid mechan-
ics, acoustics, etc. An understanding of all these disciplines and their interaction, is
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required to describe such complex processes fully. Combustion itself, even in the ab-
sence of turbulence, is an inherently complicated process involving a large range of
chemical time scales for different reactions, as well as multicomponent fluid mechanics
and mixing. Chemical mechanisms describing in detail and at a fundamental level
even simple laminar flames may require hundreds of species and thousands of reactions
[1012]. Likewise, turbulence is probably the most complex aspect to deal with in
any computational approach even in non-reacting fluid mechanics. Some aspects of
the structure and full description of turbulence still remain open questions although
an enormous amount of literature on this topic is available [1315]. Thus, turbulent
premixed combustion, a result of the two-way interaction of chemistry and turbulence,
constitutes an even more complicated phenomenon, and its description and prediction
represents an extremely challenging task.
Clearly, a relevant ingredient for design and optimisation of combustion equipment is a
validated numerical prediction procedure that accurately captures the essential physi-
cal and chemical characteristics of turbulent premixed reacting flows. Hence, rigorous
mathematical formulation of the equations governing turbulent combustion phenom-
ena has been an important focus of study for at least 50 years [1012, 15] . Turbulent
combusting fluid dynamics is mathematically described via partial differential equa-
tions: the Navier-Stokes (NS) equations (formulated more than a century ago), the
energy and species transport equations, and the equation of state. The ever-increasing
development of both high performance computers and numerical and modelling anal-
ysis applied to fluid dynamics in the last 5 or 6 decades has established the basis
for Computational Fluid Dynamics (CFD) [9, 16, 17] . CFD is a powerful tool for
prediction of time-dependent flows, by numerical solution of the discretised modelled
governing equations. CFD approaches differ depending on the level of description of
turbulence, see Figure 1.3 - this displays an illustration of a high Reynolds number
energy spectral density - the variation with the spatial wavenumber or the temporal
frequency of the kinetic energy content of the wide range of fluctuating turbulent eddies
which characterise turbulence. Direct Numerical Simulation, DNS, involves solution
of the governing equations without any modelling assumptions but is computationally
too expensive and limited to low Reynolds numbers and reduced chemical kinetics
(recently DNS of laboratory jet flame experiments have been reported with realistic
chemical kinetics [18, 19]). Thus, it is not able to meet the urgent need for industri-
ally relevant predictive methods, although it is an extremely valuable research tool.
RANS/U-RANS(Unsteady Reynolds Averaged Navier-Stokes) resolves unsteady mean
flow structures but details of the turbulence spectrum as shown in Figure 1.3 are not
taken into account. This has been found inadequate for flows which are strongly 3D
or which contain separated regions, which are often involved in combustion processes.
Despite this, it is still the tool most used in industry because of its robustness and
affordable computational cost. LES (Large Eddy Simulation), where the larger (more
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energetic) turbulent motions are explicitly resolved in the computational mesh and
the effect of the smaller unresolved scales is modelled (via a so-called Sub-Grid-Scale
(SGS) model), can be presented as a compromise and a tool potentially capable of
more accurate representation of turbulence effects in the complex flows of practical
industrial interest. Recent critical reviews of LES can be found in [14, 15, 2025] .
Although LES for reacting flows is still under development, with some issues still in
need of clarification [15, 20, 2225], the technique has been successfully applied to non-
reacting flows [22, 2629], and its level of maturity makes its demonstrated advantages
(in particular an improvement over RANS of turbulent mixing processes) particularly
useful for reacting flow simulations.
Figure 1.3: Computed and modelled scales in the turbulence energy spectrum for RANS, LES
and DNS approaches. κ indicates spatial wavenumber or temporal frequency
In the present thesis LES is therefore the preferred CFD approach, since it is a very
promising tool for combustion studies, as evidenced in [30, 31] . The main LES fea-
tures endorsing this choice are: (i) the large scales, containing most of the turbulent
kinetic energy and controlling the dynamics of the turbulence, are generally flow case
dependent (geometry configuration, boundary conditions, etc) and these are explicitly
resolved, whereas (particularly at high Re) smaller eddies have more universal features
and are more suitable for modelling [32]; (ii) the mixing of fresh and burnt gas zones,
having different mean flow and turbulence characteristics, are readily identified at the
resolved grid level and a better description of turbulence-chemistry interaction can
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thus be expected [24] ; (iii) although LES accuracy (adequate resolution of a sufficient
range of energy containing turbulence structures) represents a difficult challenge near
walls [14, 2022, 33, 34] , important aspects of combustion (e.g. heat release reactions,
pollution formation, etc.) frequently take place far away from walls; (iv) reacting flows
exhibit large coherent structures, such as the ones observed when thermo-acoustic in-
stabilities are present and LES offers prospects for capturing these [35] . Therefore,
the use of LES, provided adequate SGS modelling and grid resolution are chosen, offers
the ideal framework to solve accurately for the mixing and combusting processes of the
detached flows commonly found in combustion systems. Details of the LES tools used
in the present research are provided in later chapters.
Development of LES for turbulent combusting flows (CLES) has emerged as a field
of wide interest in the 1990's. Reviews on progress and also difficulties and existing
limitations on CLES, can be found in [24, 3640]. CLES has already been applied
to practically relevant combustion problems such as gas turbine combustion [4143],
pollutant prediction [44], reciprocating engine combustion [45], combustion, flashback
and blow-off in premixed stationary power-generation gas turbine combustors [4648],
and combustion instabilities [4951]. Since the governing equations (continuity, mo-
mentum, species mass fractions and enthalpy or equivalent) are spatially filtered in
the LES approach (for details on filtering procedures see [20, 22, 23]), unknown terms
known as unresolved residual or sub-grid-scale (SGS) terms appear that require clo-
sure modelling, e.g. SGS-stress tensor, SGS-species transport, also a filtered chemical
reaction source term must be modelled. The SGS term represents the scalar mixing
processes due to the unresolved fluctuations; these can be modelled adequately, at least
for isothermal flows, in a manner analogous to the modelling of the SGS term for the
unresolved stresses in the momentum equations, see for example Cheng et al. [52],
where, for a non-reacting flow from a high swirl fuel injector, the scalar mixing is pre-
dicted very well using the standard Smagorinsky SGS model [53]. This thesis will use
the same CFD code (referred to below as "LULES") as employed in the non-reacting
study of [52] but extend this to allow premixed combustion.
Specifically, in LPM combustion systems, turbulent mixing stirs the unburnt mixture
with hot combustion products. However, only mixing at the molecular level promotes
chemical reaction. From a numerical point of view, the problem encountered in LES
is that molecular mixing of scalar quantities and chemical reaction occur essentially at
the smallest turbulence scales, hence at a scale much smaller than a typical LES grid
size is able to resolve. The flame front cannot be resolved in the computation, and the
filtered chemical source term, describing a combustion process occurring at a subgrid
scale level, has to be entirely modelled, and the modelling of this term in the filtered
LES equations represents the highest challenge in combusting LES.
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The development of premixed combustion models in the RANS context started approx-
imately 40 years ago, for example with the pioneering work of Spalding [54] followed
some years later by a proposal for an Eddy Break Up model [55]. The fundamen-
tal concepts and basic ideas used in RANS models, which are still in use today, can
also be applied to LES. Nonetheless, it is worth stressing that LES also offers new
modelling opportunities to be explored (e.g. similarity models or dynamic formalisms
where model parameters are automatically adjusted during the simulation). In what
follows a brief overview of chemical source term models proposed for LES of turbulent
premixed flows is given.
SGS premixed combustion models can be divided into two categories: flamelet and non-
flamelet models [56]. In the former group are flame surface density/flame wrinkling
models [5759], G-equation models [60], turbulent flame speed models [61] and linear
eddy models [62] . Non-flamelet models include thickened flame models [63] and an
LES version of the Eddy-Break-Up model [64] . The three approaches most extensively
used in the LES combustion community to date are briefly outlined here:
• Artificially thickened flames: This solution, first proposed by Butler and
O'Rourke [65], to resolve and enable correct propagation of a premixed flame
on a coarse grid, essentially thickens the flame front by modifying the species
diffusion parameter so that it can be resolved on the LES computational mesh.
Following simple theories of premixed flames ([11, 12]), the diffusivity is increased
by a factor F and the pre-exponential constant in the chemical reaction source
term is decreased by the same factor, producing a thickened premixed flame
which is resolved spatially but which still maintains the correct flame speed (see
Figure 1.4(a)). The factor F can also vary in the computational domain and be
dynamically calculated, as proposed in [66]. However, when the flame thickness
is modified, the interaction between turbulence and chemistry is also modified,
since the flame sensitivity to turbulent motions is altered. This has been inves-
tigated using DNS in [63, 67]. To account for this effect, an efficiency function
E, corresponding to an SGS wrinkling factor, is derived and incorporated in the
formulation [63] . In general, the main advantage of this approach is that it has
proved successful in capturing transient combustion phenomena such as ignition,
extinction and flame-wall interaction, since the Arrhenius law and complex chem-
istry can be employed. Nonetheless, when complex chemistry is incorporated, as
all chemical species have to be resolved on the numerical grid, some radicals or
intermediate species may induce prohibitive thickening factors or may require
larger numerical grids.
• G-equation or flame tracking technique: First proposed by Williams [11],
the flame thickness is assumed to be zero and the flame front is considered to be
a propagating surface tracked using a level-set function G˜. Likewise, in LES the
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Figure 1.4: Schematic of (a) Thickened flame, (b) G-equation and (c) Flame Surface Density
approaches for modelling of chemical source term
flame brush is associated with an instantaneous isocontour of G˜, say G0. The
value of G˜ away from the flame front is arbitrary within some limits but it is
common to identify the flame front with the value G˜ = 0; G˜ > 0 is the unburnt
mixture and G˜ < 0 is the burnt gases (see Figure 1.4(b)). The G-equation is
not strictly a flame model, but rather a numerical technique to overcome the
flame resolution problem. Several LES formulations of the G-equation method
have been proposed in the literature [56, 60, 68]. In addition, a formulation
based on new filtering techniques consistent with the so-called generalised scaling
symmetry [69] has been proposed by Pitsch [70]. The G-equation technique
has become popular for LES of turbulent premixed combustion, since there is
no need to follow progress variable gradients (see below) but instead the flame
surface is captured via the level set, and only a model for the "turbulent" flame
speed is needed. Nevertheless some well-known drawbacks are flame cusps that
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are created, which require added artificial diffusion in order that these may be
avoided [71].
• Flame surface density/wrinkled flame formulations: The premixed tur-
bulent flame is here viewed as an ensemble of small laminar flame elements, or
flamelets, with structure assumed to be close to a laminar (perhaps strained)
flame. A spatially filtered reaction progress variable (c) balance equation is de-
rived (see [57], details to be provided below), where the molecular diffusion term
and the chemical reaction term are identified as a "flame front displacement term"
(volumetric consumption rate of unburnt gases) and characterised by a local dis-
placement speed of the flame isosurface c. The flame front displacement term
is then modelled as the product of a laminar burning rate (ρusl, ρu = unburnt
mixture density, sl = unstrained laminar flame speed) times an overall flame
surface area (Σ = Ξ |∇c¯|, where c is the spatially filtered reaction progress vari-
able (see Figure 1.4(c)) ). Σ is known as the SGS flame surface density (FSD),
or flame surface area per unit volume at the subgrid scale level, whereas Ξ is
the SGS flame wrinkling factor, or ratio between the SGS flame surface and its
projection in the propagation direction. Models for Σ and Ξ are thus required.
The FSD based reaction rate closure is well established in a RANS context, and
these models have recently been extended to LES. Thus, algebraic expressions
[57, 72, 73] , similarity models [74, 75] or balance equations [5759] have been
proposed (in [58] the model included the resolved contributions associated with
effects of propagation, curvature and strain, typically neglected in RANS, al-
though not much more accurate results were obtained after including these). In
[76] extensive experimental data on flame surface density measurements in tur-
bulent premixed combustion are available. For an exhaustive review on algebraic
flame surface density models in the LES context see [73]. The main advantage
of the FSD approach is that c and related quantities are physically defined and
can be extracted from DNS or experimental measurements, and also fairly simple
models have been found to provide reasonably accurate results.
In the present thesis, the algebraic FSD model of Boger et al. [57] in a progress variable
framework has been selected for use. This model represents one of the simplest ap-
proaches to model the chemical source term, with a single model constant to be tuned.
This approach has been extensively and successfully used in flows involving separation,
which is an important element of most practical combustion devices. The simulation
of a V-shaped premixed propane/air flame stabilised behind a triangular flame holder
[72] showed good performance. It was demonstrated that the counter-gradient phe-
nomenon, very difficult to predict using RANS models, could be observed with CLES
using this algebraic model. Similarly, a turbulent premixed flame propagating through
a chamber containing a square obstruction was simulated in [77, 78], obtaining very
good predictions for flame speed, flame structure, overpressure and its rate of increase.
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In [79], lean premixed methane/air combustion in turbulent opposed jets at moderate
Reynolds numbers was simulated, with very good predictions for both velocity and
progress variable fields. Finally, in [80], simulation of a premixed propane/air flame
stabilised on a symmetric sudden expansion at moderate Reynolds number was per-
formed. Good agreement with experimental data was achieved for first and second
order statistics of the velocity field.
Based on these observations, and considering that the primary focus of the present
thesis is the consideration of both turbulent premixed combustion and acoustic effects
(rather than the development of an improved FSD model), this algebraic FSD model
has been selected for the present work. The progress variable approach was already
incorporated into the LES code mentioned above (LULES) and had been used for non-
reacting scalar mixing for a high swirl fuel injector [52] , and for a premixed flame
case without considering acoustics and with no detailed validation in [80]. Thus, for
the present work, it is important to select a premixed flame experiment as a test case
to ensure that the combustion model has been properly implemented into the LULES
code to be used here. An ideal data set for such validation is the ORACLES (One Rig
for Accurate Comparison with Large-Eddy Simulations) test case [81, 82] , which, as
its name implies, was specially designed to validate LES premixed turbulent combus-
tion phenomena and includes extensive data to validate large-scale flow unsteadiness
and measurements of turbulence properties controlling turbulent transport and com-
bustion features. It considers a turbulent flow stabilised behind a double symmetric,
plane sudden expansion fed by two fully developed turbulent channel flows of perfectly
(or partially) premixed air and propane. A schematic of the ORACLES geometry is
shown in Figure 1.5. Flame visualisations for different reacting flow experiments are
displayed in Figure 1.6, which illustrate the way in which large scale unsteadiness in
separated flows causes thickening of the time-averaged flame brush. Further, the OR-
ACLES flame was observed to display self-sustained thermo-acoustic instabilities (see
[82] for details), therefore seems particularly suitable in the context of this project.
The ORACLES experiment will be described further below.
Figure 1.5: Schematic of the ORACLES [81, 82] test rig
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Figure 1.6: Self-luminescence visualisation of combustion zone of ORACLES test rig [81, 82] for
cases named c1 (top) and c2 (bottom): mean (left column) and instantaneous (right column) flame
brushes
1.3 Turbulent premixed combustion - thermo-acoustic
instabilities - experiments and prediction
As pointed out earlier, the susceptibility of lean-premixed combustion systems to
thermo-acoustic instabilities represents a major limitation and a challenging task for
safe operation, demanding avoidance or control strategies. Acoustic waves produced
by fluctuations in heat release can in turn generate more unsteady heat release leading
to possible amplification and self-sustained feedback [83] . A thorough understanding
of these instabilities, and the conditions under which they initiate and develop, is of
crucial importance to be identified at the design stage, in order to create passive and
active damping technologies.
The range of phenomena leading to instability are still a matter of discussion. At
least two mechanisms have been identified: flame-vortex interaction [84, 85] and feed
system coupling [8690]. It is of course possible for both mechanisms to play a com-
bined role. The former refers to interaction between the flame front and vortices that
are periodically shed at the entrance of the combustor. The flame is stretched by the
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vortex prompting either an increase in flame area (hence increase in heat release) or
local extinction due to high strain rates (hence decrease in heat release). The second
mechanism refers to fuel/air ratio modulation in the flow supplying reactants to the
flame caused by changes in either fuel or (much more likely if the fuel is introduced in
liquid form) air mass flow rates as a result of acoustic pressure fluctuations propagating
from the flame to the supply system. This can alter the subsequent fuel/air mixing
processes and, when convected to the flame front, result in amplification or damping
of the heat release rate depending on the relative phase between pressure and heat
release fluctuations. Specifically, in premixed combustors, this second mechanism has
been identified as a key process controlling combustor stability [5, 88].
Thus, an essential element in the analysis of lean premixed systems and associated
thermo-acoustic instabilities is a thorough understanding of the flame response to
acoustically induced velocity perturbations. These inlet perturbations modulate the
flame dynamics inducing periodic events (change in flame location, size and shape)
that drive heat release oscillations. Likewise, the flame response will be considerably
modified under varying conditions of perturbation frequency, amplitude, equivalence
ratio, swirl number, etc. This relationship between flow conditions and heat release
rate perturbations is quantitatively described by means of a Flame Transfer Function
(FTF). This has been a continuous subject of analytical [9195], numerical [94, 96101]
but most extensively experimental [96, 97, 102112] studies.
In industry, experimental work still represents undoubtedly the major contribution
to assessment of thermo-acoustic instabilities in combustion systems. However, much
effort is also being invested into the development of CFD tools for this problem. In
particular, LES-based CFD is believed to be especially suitable for the numerical study
of combustion dynamics and acoustics [4951, 94, 113], due to its inherent unsteady
framework, and because the unsteady turbulent-energy containing motions (controlling
mixing and large scale flame wrinkling) are explicitly calculated. Nonetheless, to date
rather little numerical work on the study of thermo-acoustic instabilities and extraction
of FTFs from CFD has been published, it is thus still at an early stage and further
progress is required. One crucial aspect to consider is that for the numerical study
of combustion thermo-acoustics, since acoustic processes have to be considered, some
treatment of compressibility effects and the related finite speed of sound are essential.
Right away this raises a challenge to identify the optimum CFD approach, since the
majority of reacting flow predictions for complex geometry combustors, particularly
in the LES domain, have adopted an incompressible formulation [114, 115], justified
by the low Mach number (typically less than 0.3) of most gas turbine combustors,
although some compressible CFD strategies have been adopted to include acoustics [94,
101]. Nevertheless, a fully compressible formulation could automatically capture the
acoustics. Thus, based on reported studies and ongoing research work, three different
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routes can be followed in order to obtain FTFs of a premixed combustion system:
• FTFs can be extracted experimentally. A loudspeaker is used to artificially excite
a flame in a combustion test rig for a range of frequencies and amplitudes (acous-
tically sensitising the experiment); the resulting FTF extracted from the mea-
surements is then used in an acoustic network model to examine the growth rate
of the disturbance (stable or unstable) (Discussion on acoustic network models is
provided in chapter 3 below). Figures 1.7 [103] and 1.8 [111] show experimental
flame visualisations of flame response (at different phases of the forcing period) to
loudspeaker-driven acoustic perturbations at 100 Hz (Figure 1.7) and 75Hz (Fig-
ure 1.8) in two different combustor configurations, and at different equivalence
ratios, with extracted FTFs, expressed in terms of gain and phase characteristics
of the flame response. In [103] fluid dynamics conditions of ring-vortex formation
and stretching in a swirl burner due to the unsteady inlet flow caused by acoustic
effects were observed for both isothermal and combusting flow, and FTFs of a
lean-premixed flame were presented for a range of forcing frequencies, indicating
a clearly differentiated frequency dependent dynamic behaviour of the flame for
different swirl numbers. In [111] flame visualisations and FTFs were presented for
a premixed backstep stabilised flame under varying conditions of excitation fre-
quency and inlet velocity fluctuation amplitude achieved using a variable-speed
siren. Nonlinear flame response was identified and characterised for a range of
frequencies and inlet velocity fluctuation amplitudes.
• LES CFD calculations based on a fully compressible formulation can be applied
as a tool to generate FTFs numerically. In this approach the mixing and com-
bustion processes which effectively define the FTF are predicted, as well as the
acoustics, which are automatically captured using a compressible approach. How-
ever, this then has the unfortunate consequence that a very small time step is
required, due to the speed of sound entering the CFL number that limits the
time step (for numerical reasons with explicit numerical methods, but on accu-
racy grounds even if implicit methods are used). For low-Mach number flames,
this implies a large increase in computational cost in comparison to the equiva-
lent incompressible LES calculation, since the maximum time step reduces by at
least one order of magnitude (scales with the speed of sound in compressible LES
but the flow speed in incompressible LES), but the computational/sampling time
for the LES to achieve a statistically stationary state is long (a function of resi-
dence time, which scales with the low speed convective velocity). This approach
has been recently applied to different flame configurations of industrial inter-
est. For example in [101] flow topology and flame dynamics under acoustically
forced conditions were identified and described for a swirled partially-premixed
combustor, and predicted FTFs presented. Figure 1.9 displays a temperature iso-
surface (1000K) coloured by axial velocity at different phases of a pulsation cycle
1.3. Turbulent premixed combustion - thermo-acoustic instabilities - experiments and
prediction 15
Figure 1.7: [103]: Phase-correlated image-recording of ring-vortex formation during one period
of oscillation, f = 100Hz, φ = 0.83,A=15% (top) and FTF at same inlet conditions and different
swirl numbers versus frequency (bottom)
for a forced calculation at a frequency of 120Hz, showing the mushroom-shaped
response of the forced flame and its associated strong variation in shape and size.
• An alternative coupled hybrid LES approach to FTF evaluation could be fol-
lowed, which is similar to the experimental approach. This would couple: (i)
an incompressible LES code used to solve for mixing and combustion, with (ii)
an acoustic code provided by an acoustic network model. This approach has the
attractive advantage of a large reduction in (LES) computational time compared
to the use of compressible LES, probably around two orders of magnitude. A fur-
ther benefit of this approach is that optimum numerical methods can be selected
for turbulent mixing and reaction and for acoustic motions separately. Of course
how the two codes should be coupled is by no means straightforward. In essence,
information on the unsteady heat release has to be extracted from the LES and
transferred to the acoustic code in the form of an FTF as in the experimental
approach. Similarly, information on the acoustic waves excited by the unsteady
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Figure 1.8: [111] : Flame structure for one period of oscillation, f = 75Hz,Vinlet = 30m/s,φ =
0.65, A=7% (top) and FTF and nondimensional chemiluminiscence fluctuation at same inlet con-
ditions and several frequencies versus forcing amplitude (bottom)
heat release has to be extracted from the acoustic code and transferred to the LES
by means of altering the inlet flow boundary conditions for which the LES code
is run, thereby acoustically "sensitising" the incompressible LES prediction in a
similar manner to the loudspeaker or siren in the experimental approach. This
third approach does not seem to have been explored to date computationally and
thus investigation in this area is the main focus of the present thesis. The OR-
ACLES experimental study [81, 82] previously introduced has been selected for
CLES validation purposes. A self-excited self-sustained thermo-acoustic instabil-
ity was found in the reacting flow measurements, which makes the experiment
very suitable also for testing the hybrid LES/acoustic code coupling.
Previous CFD studies of the ORACLES test case using incompressible CLES have
been reported [116118]. The presence of acoustic wave effects was included by adding
a plane wave perturbation to the inlet velocity at the frequency observed in the exper-
iments. However, the amplitude of this forcing was not related at all to any acoustic
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Figure 1.9: Temperature isocontours (1000K) coloured by axial velocity at four different phases
of a periodic cycle, f = 120Hz (taken from [101])
analysis of the system but chosen simply from trial and error. Thus, Duwig and Fureby
[117] merely varied the forcing amplitude until saturation was observed. In the present
thesis, the inlet velocity amplitude is obtained from an acoustic network model, cal-
ibrated using experimental data. This methodology is aimed at providing a rational
framework for identifying the dimensional forcing amplitude, which avoids running a
sequence of LES calculations merely as part of the trial an error approach. Analysis
of the flame dynamics for a range of amplitudes of inlet velocity fluctuations is still
required if FTFs which are amplitude dependent are to be identified to examine both
linear and non-linear response. Indeed, it is notworthy that most of the experimental,
analytical and numerical FTF studies have been devoted to characterise only the onset
of instability by determining a linear transfer function of the system. Relatively few
studies focus on mechanisms leading to saturation (limit cycles) or on effects of grow-
ing amplitude of forcing. Some experimental work has revealed nonlinear behaviour
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of swirled flames subject to high-amplitude forcing [119], and analytical studies [120]
have described the reduction in growth rate which leads to limit cycle behaviour due to
saturation processes in response to increasing perturbation amplitude. In the present
thesis, it is therefore a sub-objective of the work, having established a hybrid incom-
pressible LES/acoustic network coupling methodology, to explore the possibility that
the hybrid approach might be able to capture saturation/limit cycle behaviour.
1.4 Objectives of the current study
Based on the descriptions provided in the previous sections, where a background con-
text to lean premixed combustion influenced by thermo-acoustics was presented, fol-
lowed by a perspective on various approaches to numerical modelling by using LES
of turbulent premixed reacting flow, the main objectives of the current study may be
summarised as:
• Extend and validate an existing in-house LES code (LULES) to allow analysis of
premixed reacting turbulent flows:
 the extension will involve implemention of a methodology to generate ap-
propriate (experimentally matched) 3D unsteady LES inlet boundary con-
ditions,
 validation of the code will be carried out by performing both inert and
reacting flow simulations of the ORACLES test case [81, 82] for different
operating conditions and detailed comparison with experimental data.
• Extend and validate the LES code to include acoustic wave effects into the sim-
ulations by means of acoustically sensitised inlet boundary conditions using an
acoustic network code:
 the acoustic network code will be used to determine the dimensional forcing
amplitude of the acoustic mode found in the ORACLES experiments.
 incorporate acoustic wave effects in the simulation by including a periodic
coherent fluctuation at a specified frequency and previously determined forc-
ing amplitude onto the incoming streamwise velocity field.
 validate CLES predictions for velocity and progress variable fields against
experimental data when acoustic effects are included in the simulation
• Establish coupling between the incompressible CLES code and the acoustic net-
work code via analysis of the flame dynamic response under forcing at increasing
amplitude, i.e. calculate amplitude dependent Flame Transfer Functions (FTFs):
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 perform reacting flow simulations with acoustically sensitised inlet boundary
conditions over a range of forcing amplitudes
 generate local FTFs for different regions of the flame, covering the whole
heat release region. Examine these for evidence of linear and nonlinear
regimes
 search for possible saturation effects in the nonlinear flame response
 incorporate the LES-deduced FTFs into a thermo-acoustic network code to
explore the possibility of existence of a limit cycle behaviour
1.5 Outline of the thesis
In the remainder of the thesis six more chapters are presented. In chapter 2, the mathe-
matical formulation for a multi-species, low-Mach number premixed turbulent reactive
flow is developed. Chapter 3 then summarises the numerical methodology embodied
in the in-house Loughborough University code LULES used to solve this system of
equations. Chapter 4 presents a similar mathematical and numerical exposition of the
acoustic network model used in the present work. The mathematical and numerical
methods explained in previous chapters are then applied to the ORACLES test case
and results discussed first in chapter 5 without consideration of acoustic wave effects.
In chapter 6, acoustic effects are included in the simulations and results for velocity
field, flame dynamics and flame response to acoustically induced velocity perturbations
are analysed. The response is quantified in the form of an amplitude dependent Flame
Transfer Function (FTF); linear and nonlinear regimes in the flame response are identi-
fied and saturation mechanisms leading to nonlinear flame response are discussed; also,
sensitivity of the stability of the predicted modes (hence of the predicted limit cycle
behaviour) to flame model and acoustic parameters is investigated. Finally, conclusions
extracted from the present work and suggestions for future work are summarised in
chapter 7.
Chapter 2
Premixed turbulent combustion - LES
CFD tools and the flamelet modelling
approach
This chapter presents the equations that are considered in this thesis to govern turbu-
lent premixed combusting flows and whose numerical solution is sought. In the first
section, the fundamental equations describing a multicomponent reactive flow follow-
ing a continuum assumption as well as a few commonly made other simplifications are
presented. Second, in the context of turbulent flow, modelling of the equations in an
LES framework is considered. Third, the flamelet modelling approach used to describe
the thermochemical state of the system is outlined. Finally, the complete set of mod-
elled governing equations that are solved numerically in this project are summarised.
2.1 Governing equations for multicomponent reactive
flows
The governing equations which express the laws of mass, momentum, energy conserva-
tion and species and mass transport for a multi-species, low-Mach number reactive gas
flow, with no radiation and negligible body forces are the continuity, mass species trans-
port, momentum, energy and state equations. These can be found in many textbooks
on combustion [11, 121]. In the present thesis, the simplifications and assumptions as
commonly made for such flows (see [10] for details) are as follows
• zero gravitational effects,
• all gaseous species and the mixture obey an ideal gas equation of state,
• zero radiative heat flux,
• zero Soret (species diffusion driven by temperature gradients) and Duffour (heat
diffusion driven by species gradients) terms,
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• species specific heat capacities (Cp,k) equal (but still temperature dependent),
• low Mach number approximation:
 static pressure in the mixture equation of state is specified as thermody-
namically constant
 acoustic and viscous dissipation terms negligible in the energy equation
The final set of equations resulting from these approximations are written as:
∂ρ
∂t
+
∂(ρui)
∂xi
= 0 (2.1a)
∂(ρui)
∂t
+
∂(ρuiuj)
∂xj
= − ∂p
∂xi
+
∂τij
∂xj
(2.1b)
∂(ρYk)
∂t
+
∂(ρuiYk)
∂xi
= −∂jk,i
∂xi
+ ω˙k k = 1, ..., N (2.1c)
∂(ρCpT )
∂t
+
∂(ρCpuiT )
∂xi
= − ∂qi
∂xi
−
N∑
k=1
ω˙k∆h
0
f,k (2.1d)
P0
ρ
=
RuT
Mmix
(2.1e)
M−1mix =
N∑
k=1
M−1k Yk (2.1f)
Cp =
N∑
k=1
Cp,kYk (2.1g)
N is the total number of species present in the mixture, ρ is the mixture density and
ui the ith component of mixture velocity, Yk is the mass fraction of species k, with ω˙k
its net rate of mass production, p is the deviation in static pressure around P0, the
thermodynamically constant pressure, τij is the viscous stress tensor, and similarly jk,i
and qi are the diffusive flux vectors of species k and heat due to molecular interactions,
T is the mixture static temperature, Cp is the specific heat capacity of the mixture at
constant pressure and Mk, Mmix are the individual species and mixture molar masses.
Finally, ∆h0f,k is the standard heat of formation of species k at a reference temperature
T0 and Ru is the universal gas constant.
This system corresponds to a closed formulation of (8+N) equations for (8+N) primary
variables or unknowns (ρ, ui, p, Yk, Cp, T ,Mmix), assuming that (i) the fluid properties
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Cp,k, ∆h0f,k, Mk, P0 and Ru are specified and known, and (ii) the molecular transport
terms (τij, jk,i and qi) and the species k reaction rate (ω˙k) can be related to the primary
variables. The next sub-section 2.1.1 deals with the second of these; the consequences
of turbulence on the above equations and the approach adopted to model combustion
and the reaction rate term ω˙k are then outlined.
2.1.1 Modelling of molecular transport terms
2.1.1.1 Momentum transport
Assuming a Newtonian fluid, with zero bulk viscosity, the viscous stress tensor τij can
be formulated as being proportional to the strain rate:
τij = µ
(
∂ui
∂xj
+
∂uj
∂xi
)
− 2
3
µ
∂uk
∂xk
δij (2.2)
where µ is the dynamic viscosity. The property µ is also assumed known.
2.1.1.2 Mass transport and Fick's Law for mass diffusion
Poinsot and Veynante [10] have described in detail how the molecular transport of
species in a multicomponent mixture fundamentally requires consideration of diffusion
velocities, leading to multi-species diffusion coefficients describing the diffusion of any
species k into any other species p (Dkp). The models for Dkp (e.g. Hirschfelder and
Curtiss [122]) are complex and, given that in the high Re, highly turbulent flows are to
be considered, the molecular transport terms will be assumed negligible compared to
the SGS terms (see below), then the usual approach has been adopted to assume the
simplest diffusion law for species molecular transport (Fick's law). If the assumption
that all individual species coefficients are equal (D) is made, this can be written:
jk,i = −ρD∂Yk
∂xi
k = 1, ..., N (2.3)
2.1.1.3 Heat transport
The molecular transport of heat, qi (after ignoring Soret and Dufour effects) is associ-
ated only with a flux due to temperature gradients. Thus, the molecular transport of
heat term in the energy equation is written as:
qi = −λ ∂T
∂xi
(2.4)
where λ is the fluid heat conductivity (assumed known).
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2.1.1.4 Unity Lewis number approximation
The above descriptions imply that to close the system of equations, values for the
molecular transport properties µ, λ and D must be specified. Note that the heat and
species transport properties may be related to each other via the Lewis number:
Le =
λ/(ρCp)
D (2.5)
It is also normal in addition to assume a Lewis number of unity, which makes the
molecular transport terms identical in the species and energy equations.
2.2 Turbulent flow
2.2.1 Nature of turbulent flows
Turbulent flow is a fluid regime always characterised by chaotic, stochastic, anisotropic,
seemingly random, rotational, three-dimensional and time-dependent behaviour. This
induces high momentum, heat and mass transfer rates (via turbulent fluctuations),
high dissipation (by molecular processes) and rapid variations in space and in time of
all fluid properties.
Turbulence causes the formation of eddies of many different length scales. The largest
scales, L, are comparable in size to the local flow domain size and are flow and ge-
ometry dependent; the integral (energy-containing) scales, lt, are smaller than L, but
not much, and are also flow/geometry dependent and hence usually anisotropic; finally
the smallest scales which possess fluctuating energy, η, (also called the Kolmogorov
scales) are (at high Re) several orders of magnitude smaller than either L or lt and,
since these are the scales where viscous dissipation takes place, are usually assumed to
be isotropic. More details on scales of turbulent motion can be found in textbooks on
turbulence [13, 14].
Reynolds number Re is a dimensionless number describing the ratio of inertial to viscous
forces in a fluid. It can be formed for any eddy size r. For the integral length scale lt,
the integral turbulent Reynolds number is obtained:
Ret =
u′lt
ν
(2.6)
where u′ is the characteristic velocity of fluctuating motions of size lt (approximately
the average rms of the turbulence fluctuations) and ν is the fluid kinematic viscosity.
Ret is high in turbulent flows, and thus, the integral scales are controlled by inertial
forces and are not affected directly by viscous dissipation. At the small scale level, a
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Reynolds number can be formed using length and velocity scales of the Kolmogorov
motions which, since viscous effects dominate at this scale, can be written Reη ≈ 1;
the kinetic energy contained in eddies of size η is converted effectively immediately
and irreversibly into internal energy (dissipated). This limiting length scale is thus, in
dimensional terms, determined by the fluid viscosity ν and the dissipation rate ε.
Within a turbulent flow, an energy-transfer process between eddies, called the energy
cascade, occurs. Thus, the fluctuating energy of the large scales is passed onto smaller
scales due to eddy induced vortex stretching. Following a high Re equilibrium cascade
argument, the rate at which this energy is transferred is constant for any eddy size and
equals the dissipation rate ε of the turbulent kinetic energy k, and may be estimated
as the ratio of the kinetic energy at any scale, u′2(r), to the turbulent time scale of
eddy size r, r/u′(r).
Based on definitions for ε and η the ratio of integral length to Kolmogorov scale can
then be obtained [14]:
lt
η
= (Ret)
3/4 (2.7)
which shows the Reynolds number dependence of the range of spatial scales that are
present (and hence to be numerically resolved) in turbulent flow.
2.2.2 Turbulence modelling
Turbulence remains one of the last unresolved problems in classical mechanics. There
is no universal model that adequately predicts the behaviour of all turbulent flows.
Hence, turbulence motions have been the object of study for many centuries, since the
first observations of Leonardo da Vinci in 1510, and huge efforts have been underway
theoretically, experimentally, and numerically.
Numerical models of turbulence and numerical prediction schemes valid for practical
flows emerged in the 1960s-70s, and have grown by leaps and bounds since, mainly
due to the significant increase in computational capabilities. Extensive information
on turbulence modelling can be found in [14, 17, 22] . Three different approaches to
solve numerically the modelled governing equations are nowadays used in the Compu-
tational Fluid Dynamics (CFD) community. They differ on the level of description of
the turbulence and are known as DNS, RANS and LES:
• DNS (Direct Numerical Simulation): The full instantaneous Navier-Stokes equa-
tions are solved without any model, thus no empirical information is introduced
and all turbulence scales are explicitly determined (see Figure 1.3). Developed
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rapidly in the last few decades thanks to the availability of high performance
computers. It is usually limited to geometrically simplified cases and low Re (be-
cause of equation (2.7)), hence it is not a useful tool at an industrial level, but it
is indoubtly a valuable research tool.
From the DNS limitation arises the need for alternative techniques to model turbu-
lent flows. An ideal model should introduce the minimum amount of complexity while
capturing the essence of the relevant physics. The main criteria to assess different
modelling approaches are: i) level of description; ii) completeness; iii) cost and ease of
use; iv) range of applicability; and v) accuracy [14]. Two different techniques in wide
use are: RANS and LES.
• RANS (Reynolds Averaged Navier Stokes): This solves for statistical mean (or
time-averaged) properties, thus the modelled equations are obtained by time-
averaging the instantaneous equations. Some closure will be required, i.e. a
turbulence model for the turbulent transport processes. During the last decades,
this technique has been the most extensively used both in academia and industry
because of its low computational cost. However, because of its empirical-based
closures, this technique is penalised with low generality and precision.
• LES (Large Eddy Simulation): The large turbulent energy-containing scales
are explicitly calculated whereas the effects of the smaller ones (which have a
more universal behaviour because of their isotropy) are modelled using a subgrid
scale closure model (SGS model) (see Figure 1.3). A spatial-averaging of the
instantaneous equations is performed to filter out the modelled (residual) scales
and numerically solve for the resolved scales. Subgrid scale models are required
to take into account the effects that the smaller scales and the chemical reaction
(occurring at the smallest scales) have on the dynamic behaviour of the large-
scale flow. With a high computational cost compared to the RANS approach, but
still suitable to deal with problems of engineering and industrial interest, LES
is becoming a popular and promising tool with the increase of computational
capacity.
2.2.3 LES turbulence modelling
In the present thesis, LES turbulence modelling has been selected for use. LES of
realistic flows of engineering interest remains still a big challenge, because most of
those flows involve complex geometries and high Reynolds numbers. A comprehen-
sive description of LES turbulence modelling for inert and reacting flows is found in
[10, 15, 22] .
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2.2.3.1 Scale separation in Large Eddy Simulation
As stated previously, eddies covering a wide range of length and time scales are found
in turbulent flows. The scale selection that LES is based on requires separation be-
tween large and small scales. A reference or cutoff length in physical space has to be
determined, namely ∆, which is also called the filter width. Scales greater than the
cutoff length are large or resolved scales, and those smaller are called small or subgrid
scales (see Figure 2.1(a)). The effects of the latter on the evolution of the former are
included in the equations by way of an SGS model (see also Figure 1.3).
The separation of large and small eddies occurs at high Reynolds numbers, when the
turbulent kinetic energy (TKE) spectrum contains an inertial subrange in which there
is essentially no net turbulence production or viscous dissipation (region B in Figure
2.1(b)). Since the filter width (∆) is supposed to mark the boundary between resolved
and residual eddies, the ideal is to choose the filter width such that the corresponding
wavenumber (pi/∆) lies in the inertial subrange.
(a) (b)
Figure 2.1: Resolved and subgrid scales in high Reynolds number flow in (a) physical space and
(b) Fourier space. In (b) schematic of TKE spectrum where A is region of energy-production, B is
inertial subrange and C is dissipation range. κ is wavenumber [22]
2.2.3.2 Mathematical scale separation
Mathematically, the theoretical scale separation outlined above is formalised in the
form of a frequency low-pass filter (or scale high-pass filter), which are represented in
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physical space as a convolution product. Thus, the resolved part φ¯(xi, t) of an instan-
taneous variable φ(xi, t) is defined by:
φ¯(xi, t) =
∫ +∞
−∞
φ(ξi, t)G(xi − ξi)dξi (2.8)
in which the convolution kernel G is characteristic of the filter used, and is hence
sometimes associated with the cutoff scale, ∆. In LES the emphasis is put on spatial
filtering, but spatial filtering automatically implies implicit time filtering (equivalent to
frequency filtering in Fourier space), since the coupled dynamics of the Navier-Stokes
equations makes it impossible to isolate completely space and time variations. Thus,
LES will capture only the lower frequency range variations.
The three classical filters used in LES are the box or top-hat filter, the gaussian filter
and the spectral or sharp cutoff filter [22]. In particular, the top-hat filter in physical
space performs (for the three-dimensional case) a volume average of φ over a volume
of edge ∆, and in the mono-dimensional case is defined as:
G(x− ξ) =
{
1
∆
if |x− ξ| ≤ ∆
2
,
0 otherwise
Although it is rarely mentioned, all conventional LES codes based on finite volume
methods apply top-hat filtering, where the cutoff length scale ∆ is linked to the local
grid size. It is argued that the finite support of the computational mesh, together with
the low-pass characteristics of the discrete differencing operators effectively act as a
filter. Hence, this procedure is referred to as implicit filtering, since an explicit filter
shape never appears in the solution procedure.
Although implicit filtering has been used extensively, it has some drawbacks. The
low-pass filtering is associated with the discrete derivative operator and may differ for
each direction. The implicit filtering approach is also influenced by numerical aliasing
errors. Finally, when a nonuniform mesh is used, the cutoff length scale is different
throughout the computational domain and the filtering operation and differentiation
are strictly not commutative.
An explicit filtering approach where the filtering shape is chosen independently of
the mesh, allows for the filter width to be maintained constant when refining the
mesh. Although explicit filtering offers more independent control of filtering and other
discretisation operators, there seems little evidence that this advantage makes any
real difference and explicit filtering has not increased in popularity at all for complex
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geometry LES. There is also growing opinion that the errors in implicit filtering are,
for 2nd order discretisation methods, no larger than the truncation error that has to
be reduced to an acceptable level by mesh refinement in any case. Thus, the present
method adopts implicit filtering.
2.2.4 Mass-weighted filtering
In order to deal with variable density reacting flows, a mass-weighted (or density-
weighted or Favre-averaged) version of filtering ( ˜ ) of the instantaneous Navier-Stokes
equations is normally used:
φ˜ =
ρφ
ρ¯
(2.9)
where φ˜ represents a mass-weighted variable and (¯ ) stands for the spatial averaging.
Thus, the decomposition of an instantaneous variable φ is performed as follows:
φ = φ˜+ φ′′ (2.10)
where φ′′ represents the residual part of the instantaneous value of φ.
2.2.5 LES formulation and SGS model - flow field
The fluid dynamics is described primarily by the continuity and momentum equations.
In an LES context, the instantaneous flow field equations as defined in 2.1 above are
spatially filtered by means of the mass-weighted filtering operation defined by equations
(2.9) and (2.10), leading to:
∂ρ¯
∂t
+
∂(ρ¯u˜i)
∂xi
= 0 (2.11a)
∂(ρ¯u˜i)
∂t
+
∂(ρ¯u˜iu˜j)
∂xj
= − ∂p¯
∂xi
+
∂τ¯ij
∂xj
− ∂ψij
∂xj
(2.11b)
where τ¯ij is the spatially-averaged resolved molecular stress tensor and ψij is the resid-
ual or SGS momentum flux:
ψij = ρ¯(u˜iuj − u˜iu˜j) (2.12)
The molecular viscosity in τ¯ij is considered constant and following the assumption made
in equation (2.2) τ¯ij becomes:
τ¯ij = 2µS˜ij , S˜ij =
1
2
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
− 1
3
δij
∂u˜k
∂xk
(2.13)
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where S˜ij is the Favre-average strain rate tensor.
An eddy viscosity SGS model based on the simple Smagorinsky formulation [53] is used
to model the unclosed term ψij. ψij is formulated by analogy with the viscous stresses,
τ¯ij, and the SGS stresses may be written:
ψij = −2µtS˜ij (2.14)
where µt is a subgrid scale viscosity.
The local equilibrium production equals dissipation approximation is assumed in the
Smagorinsky SGS model [53]. This leads to a formulation for the eddy viscosity µt
as being proportional to a turbulent length scale lSGS (lSGS = Cs∆, where ∆ is the
filter width), and to a turbulent velocity scale uSGS (approximated using dimensional
analysis similar to that used in Prandtl's (RANS) mixing length model via uSGS =
lSGS|S˜|). This implies:
µt = ρ¯ (Cs∆)
2 |S˜| (2.15)
where Cs is a model constant called the Smagorinsky coefficient, and |S˜| =
√
2S˜ijS˜ij
corresponds to the magnitude of S˜ij.
For an anisotropic filter (e.g. implicit filtering on a nonuniform mesh), the filter width
used in equation (2.15) is defined as:
∆ = (∆x∆y ∆z)1/3 (2.16)
where ∆x, ∆y and ∆z are the local grid size in directions x, y and z, respectively.
Whilst the above model performs adequately in free shear layers far removed from solid
surfaces, for wall boundary layers additional modelling is required to make the SGS
viscosity reduce more rapidly as the wall is approached than implied by the standard
model. In these cases, it has been found that Cs must be decreased as the wall is
approached (again similar to Prandtl's RANS mixing length experience). This is ac-
complished by using a damping function d, which modifies the length scale and becomes
zero when approaching a wall. Then, the turbulent viscosity reads:
µt = ρ¯ (Cs∆d)
2
∣∣∣S˜∣∣∣ (2.17)
where d is the Van Driest damping function [123], defined as
d = 1− exp(− y
+
A+
) (2.18)
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A+ = 25 is a model constant and y+ is distance normal to a wall in wall units defined
as
y+ =
yuτ
ν
(2.19)
This is a very simple SGS model and alternative and more complex models have been
suggested [22]. However, as already noted in Chapter 1, the Smagorinsky model has
performed well for both momentum and scalar property mixing in LES calculations
of non-reacting flows relevant to combustion scenarios (fuel injectors) and hence this
model has been retained for the present work.
Thus, the filtered momentum equation (2.11b) can be rewritten as:
∂(ρ¯u˜i)
∂t
+
∂(ρ¯u˜iu˜j)
∂xj
= −∂p¯
∗
∂xi
+
∂
∂xj
(
(µ+ µt)
(
∂u˜i
∂xj
+
∂u˜j
∂xi
))
(2.20)
where the isotropic parts of the viscous and SGS stresses have been added to the
resolved pressure leading to:
p¯∗ = p¯+
2
3
µ
∂uk
∂xk
+
1
3
ψkk (2.21)
The model described in this section allows for simulations of the fluid dynamics as long
as the filtered density (ρ) can be determined. However, density is calculated effectively
from the filtered equation of state which requires information on temperature and mix-
ture molar mass. Thus, attention should now be given to the LES filtered version of the
species and energy equation and this requires us to consider an approach to solution
of turbulent premixed combustion, which is addressed next.
2.3 Premixed combustion
A one-dimensional laminar flame propagating steadily into a perfectly premixed gas
constitutes a basic problem in combustion. From a theoretical point of view it can be
seen as a simple flame configuration that allows even for analytical study of its struc-
ture. From a numerical point of view, it is a configuration where detailed comparison
between theory, computations and experiments can be carried out to validate chemi-
cal models, and it can be regarded as an elementary building block for more complex
configurations such as turbulent flames. Turbulent combustion describes the two-way
interaction between turbulence and chemistry: on the one hand, a turbulent flow is
modified by strong acceleration through the flame front caused by the heat release
and because of the strong change in the kinematic viscosity caused by temperature
changes (flame-generated turbulence). On the other hand, combustion is modified
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by turbulence, either by enhancing chemical reaction (increase of mass consumption
rate and overall flame thickness) or, in extreme cases, inhibiting it (leading to flame
quenching). Many concepts and numerical techniques developed for laminar premixed
combustion have direct use in numerical models for turbulent combustion, and thus a
few important concepts are described in the following sections.
2.3.1 Laminar premixed flame speed
In perfectly premixed combustion, the reactants (fuel and oxidiser) are completely
and uniformly mixed before entering the combustion zone, and once the mixture is ig-
nited, the flame is described as a propagating wave travelling towards the fresh mixture
through diffusion and reaction mechanisms. This flame front, separating fresh cold re-
actants from hot burnt products, travels at flame speed sl (laminar flame speed). Some
simplified expressions for sl and the flame structure have been derived, e.g. the fully
analytical solution using a simplified reaction rate expression developed by Poinsot and
Veynante [10] .
However, in the present context explicit, analytical expressions for sl are not needed,
since computational codes based on user-selected chemical kinetics mechanisms are
available for predicting details of 1D laminar premixed flames. In the present thesis,
the open source code CANTERA [124] was employed to derive sl and other flame pa-
rameters, such as the adiabatic temperature, which are needed (see below) to describe
the combustion process occurring at the subgrid scale level.
2.3.2 Premixed turbulent combustion regimes
An essential ingredient for constructing turbulent combustion models is a framework
to describe the flame dynamics and interactions with turbulent structures in order to
identify different combustion regimes. A continuous sheet-like flame mildly perturbed
by turbulent velocity fluctuations cannot be modeled in the same way as a flame front
fragmented into different pockets of reacting gas by high intensity and large length
scale turbulence. Physical analysis and intuitive arguments comparing the velocity
time and length scales of both turbulence and flames have been used to construct tur-
bulent combustion diagrams. Various diagrams based on length and velocity scale ratios
characterising different modes of combustion have been proposed in the literature [125
131]. Note these diagrams are mainly for guidance, since they are based on dimensional
analysis, intuitive arguments and necessary simplification; for example turbulence is
usually characterised by single rms velocity (u′) and length lt scales (usually integral
energy-containing scales are used) and is also considered unaffected by heat release.
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Turbulent premixed combustion may be described as the interaction between a flame
front (thickness δ0l and velocity sl) and an ensemble of eddies, ranging from the Kol-
mogorov scales (size η and velocity u′k) to the integral length scales (size lt and velocity
u′). If focus is placed on the integral scales, the energy/equilibrium cascade assumption
implies:
u′3
lt
= ε (2.22)
where ε is the local dissipation rate of turbulent kinetic energy. A turbulence time
scale for the integral length scale can be defined as:
τt(lt) =
lt
u′
=
l
2/3
t
ε1/3
(2.23)
A characteristic combustion or chemical time scale can be specified as:
τc =
δ0l
sl
(2.24)
From these relations, the following non-dimensional parameters may be formed:
• A turbulent Reynolds number
Ret =
u′lt
ν
(2.25)
• A Damköhler number Da defined as the ratio of turbulent and chemical time
scales:
Da =
τt(lt)
τc
=
lt/u
′
δ0l /sl
(2.26)
• A Karlovitz number Ka, which is the ratio of the chemical time scale to the
Kolmogorov time scale:
Ka =
τc
τk
=
δ0l /sl
u′k/η
(2.27)
It can also be shown that
Ka =
(
δ0l
η
)2
(2.28)
Finally, using expressions from Pope [14] for Kolmogorov length and velocity scales, it
can further be shown that the above parameters are related by:
Ret = Da
2Ka2 (2.29)
Using the non-dimensional numbers defined above, a turbulent premixed combustion
diagram can be constructed, as shown in Figure 2.2, and different combustion regimes
determined:
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Figure 2.2: Classical turbulent combustion diagram: combustion regimes in terms of velocity
(u′/sl) and length (lt/δ0l ) scales ratios in a log-log scale [128]
• If Da << 1 the chemical time is much larger than the turbulent time. Thus,
mixing of reactants and products is fast and the overall reaction rate is therefore
limited by chemistry. This regime is known as the well-stirred reactor limit.
• If Da >> 1 the chemical time becomes much smaller than the turbulent integral
time.
 If in addition Ka << 1 the chemical time is smaller than all turbulent time
scales, even than the smallest (Kolmogorov) scale, and it follows that all
turbulent length scales, even the smallest Kolmogorov scale, are larger than
the flame thickness. The flame has an inner structure which remains close to
a laminar flame (since the turbulent scales cannot penetrate the inner flame
structure) and the flame front is wrinkled by turbulent motions. Hence,
the mean burning rate can be estimated from the laminar burning rate
multiplied by the overall flame surface. This regime is called the thin flame
regime or flamelet regime. The paradigm of laminar flamelets has been
described fully by Peters [15], assuming infinitely fast chemical reactions
and a reaction zone formed by flamelets which have the same structure as
a laminar flame - thus locally 1D and experiencing the same strain rate as
created locally by the turbulence. Depending on the velocity ratio u′/sl,
this regime can be divided into two different subregimes:
∗ if u′/sl < 1 the turbulent motions are too weak to affect the flame front
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significantly and only wrinkling is caused. This regime is thus called
the wrinkled flamelet regime.
∗ if u′/sl > 1 the turbulent motions are more energetic than the flame
speed and able to distort the flame front much more. This may lead
to the formation of pockets of fresh and burnt gases. Nontheless, the
Kolmogorov scales are still larger than the flame thickness, so cannot
penetrate the laminar flame structure. Hence, the flame-turbulence
interaction is weak (mainly kinematic) and the chemical and transport
processes within the flame remain as in a laminar flamelet. This regime
is called the corrugated flamelet (CF) regime.
 If Ka >> 1 the chemical time scale is greater than the Kolmogorov scale.
The Kolmogorov length scale is smaller than the flame thickness so that the
inner flame structure is distorted by turbulence, which modifies chemical and
transport processes. Thus, quenching of the flame can occur: the stretch
induced by the Kolmogorov scales could exceed the critical "flame stretch"
sl/δ
0
l . This regime is called the thickened flamelet regime or distributed
reaction zone .
The line separating corrugated flamelets and thickened flames, that is the condition
Ka = 1, is known as the Klimov-Williams criterion.
Note that the most recent version of this combustion regime diagram for premixed tur-
bulent combustion [131] extends the traditional flamelet regime, i.e. wrinkled and cor-
rugated flame regions further up to Ka = 100 (from the previous upper limit Ka = 1).
This region between Ka = 1 and Ka = 100 is called the thin reaction zone, and
flamelet assumptions are claimed to be still valid [131] .
Reacting flow in the ORACLES test rig, used for validation purposes in this thesis,
can be assumed to be close to the "frontier" between the thickened flame regime and
the corrugated flamelet regime [82] (see Table 5.1 below for estimation of Da and Ka
using measured flow parameters), thus the flamelet assumption would seem to be ap-
propriate, and this has guided the combustion model selection below.
2.3.3 Stoichiometry in premixed flames
In any combustion regime, multiple species and radicals are involved, and multiple re-
actions take place. Certain species and reactions will inevitably dominate over others
and will determine the effective chemical scheme describing the reaction. The ratio
of fuel and oxidiser mass fractions is often used to characterise the flame. Assuming
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a simplified one-step irreversible chemical scheme with only 2 reactants (fuel and oxi-
diser), under stoichiometric conditions, when all fuel and oxidiser are combined during
the combustion process, the mass stoichiometric ratio s is defined as:
s = υ′OMO/υ
′
FMF (2.30)
where υ′F and υ
′
O are the fuel and oxidiser stoichiometric coefficients respectively in the
chemical reaction equation.
Thus, fuel and oxidiser mass fractions YF and YO will correspond to stoichiometric
conditions when: (
YO
YF
)
st
= s
The equivalence ratio φ of a given mixture is then defined as:
φ = s
YF
YO
=
(
YF
YO
)/(
YF
YO
)
st
or also φ = s
m˙F
m˙O
(2.31)
where m˙F and m˙O are fuel and oxidiser mass flow rates, respectively.
φ is a crucial parameter in premixed combustion; this indicates a rich combustion
regime (excess of fuel) when φ > 1, and lean combustion regime (oxidiser in excess)
when φ < 1.
2.3.4 Relationship between temperature and fuel mass fraction
Poinsot and Veynante [10] have presented a simplified analysis of a laminar steady
one-dimensional premixed flame, which indicates under certain conditions (similar to
those made above in 2.1) that relations may be derived between unburnt and fully
burnt gas conditions:
Cp(T2 − T1) = QhrY 1F =⇒ T2 = T1 +
QhrY
1
F
Cp
(2.32)
where T2 and T1 represent temperatures for fully burnt (adiabatic flame temperature)
and in the unburnt mixture respectively, Y 1F is the fresh fuel mass fraction and Qhr is
the fuel heat of reaction.
The heat released due to combustion, ω˙T (see equations (2.1d)), can be defined as:
ω˙T = −
N∑
k=1
∆h0f,kω˙k (2.33)
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where ∆h0f,k is the standard heat of formation of species k (in kJ/kg). In the case that
only one species is considered to contribute to combustion heat release (fuel), equation
(2.33) simplifies to
ω˙T = −∆h0f,F ω˙F (2.34)
where ∆h0f,F = Qhr is the heat released by the combustion of 1 kg of fuel.
The fuel mass fraction and energy (temperature) equations may be non-dimensionalised
by introducing the following reduced variables:
Y = YF
/
Y 1F and Θ =
Cp(T − T1)
QhrY 1F
=
T − T1
T2 − T1 (2.35)
The species and energy (temperature) conservation equations may then be manipulated
to derive an equation for the variable (Y +Θ), which (if unity Lewis number is assumed)
turns out to be an equation for a passive scalar, i.e. to have no source terms, just
convection/diffusion terms. Since Y +Θ equals 1 in both fresh and burnt gases, it may
be concluded that the solution throughout the premixed flame is:
Y +Θ = 1 (2.36)
Thus, the energy (temperature) and fuel mass fraction equations are not independent.
Therefore, from a numerical point of view, this implies that only one variable (Y or Θ)
needs to be solved for, and it is usual to choose the fuel mass fraction equation (in fact
a related variable, the reaction progress variable c (=1−Y or =Θ) is solved, see below).
2.3.5 LES formulation and SGS model - combustion- reaction
progress variable approach
Although the arguments were provided in the previous section for a laminar flame,
the relation between reduced temperature and reduced fuel mass fraction can also be
used for a turbulent premixed flame. The transport equation for the reaction progress
variable c is derived from the transport equation for the reduced fuel mass fraction
Y = YF/Y
1
F ; the relation c = 1 − Y is used so that, as noted above, c = 0 in the
unburnt gas and c = 1 in the fully burnt gases. Then, once the equation for c is solved,
since all species mass fractions and temperature equations may be shown to be linearly
related, then all thermodynamic and combustion processes can be described via this
single scalar c. Hence, the thermochemistry can be expressed as a simple function
of the progress variable c (these relations may be recovered from a chemical kinetics
calculation using CANTERA, see below):
T = T (c) ρ = ρ(c) Yk = Yk(c) (2.37)
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The next step is therefore to formulate a transport equation for the reaction progress
variable, mass-weighted filter this and numerically solve this once closure models for
the SGS flux term and the reaction rate term are provided; this is done in the following
sections. Then, the values of all resolved thermochemical properties can be determined
from equations (2.37). The final aspect which is needed is to consider turbulence-
chemistry interaction. Equations (2.37) are applicable to instantaneous variables, and
some account has to be taken of the fluctuating nature of the flow. This is carried
out in the present work using the Bray-Moss-Libby approach and this is described in
2.3.5.4.
2.3.5.1 Filtered reaction progress variable transport equation
The progress variable c essentially represents the extent of conversion from reactants
to products within the flame. The balance equation for the reaction progress variable
c may be simply derived from equation (2.1c) with Yk = YF , dividing by Y 1F , the value
in the unburnt gases, and setting c = 1− Y :
∂ρc
∂t
+
∂ρuic
∂xi
=
∂
∂xi
(
ρD
∂c
∂xi
)
+ ω˙c (2.38)
where ρ is the density, ui is the velocity vector, D is the molecular diffusivity, ω˙c =
ω˙F/Y
1
F is the source term for c, where ω˙F is the fuel reaction rate and Y
1
F is the fuel
mass fraction in the fresh mixture.
A low-pass filter is again applied to equation (2.38):
∂ρ¯c˜
∂t
+
∂
∂xi
(ρ¯u˜ic˜) +
∂
∂xi
(ρ¯ (u˜ic− u˜ic˜)) = ∂
∂xi
(
ρD
∂c
∂xi
)
+ ω˙c (2.39)
The three LHS terms in equation (2.39) correspond to unsteady effects, resolved con-
vective fluxes and unresolved SGS transport, respectively. On the RHS, the two terms
denote filtered molecular diffusion and filtered source term, respectively. Although the
flame front is much thinner than the LES filter (mesh spacing), the flame position and
displacement can be obtained via the filtered progress variable field. This approach
has been previously used in numerical simulations of turbulent reactive flows, as it sim-
plifies the thermodynamic and combustion processes to a single equation [10],[57]-[118].
The unresolved SGS transport and flame front displacement terms (RHS) require clo-
sure. The closure models applied in the present work are presented in the next sections.
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2.3.5.2 Unresolved transport model: gradient assumption
An SGS model for the unresolved turbulent transport is required. A gradient assump-
tion is used in the present work:
ρ¯ (u˜ic− u˜ic˜) = − µt
Sct
∂c˜
∂xi
(2.40)
where µt is the SGS viscosity used in the momentum equations, and Sct is the SGS
Schmidt number (Sct has been given the value 0.7 in all calculations presented in this
thesis).
Counter-gradient turbulent transport has been observed in experimental studies [138,
139] and DNS simulations [140], a phenomenon which is controlled by flame parame-
ters such as the level of heat release or mean pressure gradient across the flame front.
However, it has been shown [57] that the unresolved transport term is much smaller
than the resolved transport term in an LES context, and SGS model uncertainties
should therefore be less dramatic on final results than in, for example, a RANS con-
text. Therefore the simple gradient assumption is adopted here. In an LES context in
any case the counter-gradient transport will be partly captured at the resolved large-
scale level (which does not happen in a RANS context).
2.3.5.3 Filtered flame front displacement: Algebraic Flame Surface Den-
sity (FSD) approach
The flamelet closure used in the present work to model the filtered flame front dis-
placement corresponds to a geometrical approach based on the Flame Surface Density
(FSD) concept.
In equation (2.39) two terms remain to be modelled, the filtered molecular diffusion
and the filtered reaction rate. These filtered terms can be represented by a single term
[57], the flame front displacement, which is defined as:
ρsd|∇c| = ∂
∂xi
(
ρD
∂c
∂xi
)
+ ω˙c (2.41)
where sd is the displacement speed. This is the speed of propagation of a considered
c-isosurface level, relative to the flow. Piana et al. [141] have proposed the following
argument for modelling the flame front displacement:
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ρsd|∇c| =
∫ +∞
−∞
ρsd|∇c|G(x− x′)dx′ (2.42)
=
∫ +∞
−∞
∫ 1
0
ρsd|∇c|δ(c− c∗)G(x− x′)dc∗dx′ (2.43)
=
∫ 1
0
〈ρsd〉∗s Σ∗dc∗ = 〈ρsd〉sΣ (2.44)
where G is a convolution kernel (characteristic of the filter used), δ is the Dirac delta
function, Σ∗ is the subgrid flame surface density (i.e., the flame surface area per unit
volume) of the surface defined by c = c∗ and 〈.〉∗s denotes a conditional averaging along
the surface c = c∗.
Quantities Σ and 〈ψ〉s can be regarded as generalised (e.g. for all c-isosurface lev-
els) subgrid flame surface density and surface average, respectively, and according to
equation (2.44) may be defined as
Σ =
∫ 1
0
Σ∗dc∗ = |∇c| and (2.45)
〈ψ〉s =
1
Σ
∫ 1
0
〈ψ〉∗s dc∗ =
ψ|∇c|
Σ
(2.46)
If a thin flame front is assumed, the surface density Σ∗ does not depend on the chosen
c∗-isosurface and the generalised flame surface area corresponds approximately to the
subgrid flame surface area (i.e., Σ ≈ Σ∗).
Focusing on equation (2.44) to model the filtered flame front displacement, a first step
consists of assuming that the inner structure of the reaction zone is not affected by
turbulence and as a consequence 〈ρsd〉s = ρusl can be estimated, where ρu is the den-
sity of the fresh mixture and sl is the unstretched laminar flame speed. In this case
the inner flame structure remains close to a laminar flame and the mean burning rate
(or filtered flame front displacement) can be estimated from the laminar burning rate
(ρusl) multiplied by the overall flame surface (Σ) (i.e. the total reaction rate and total
flame surface density are linearly related by a constant ρusl that corresponds to the
local reaction rate). The above argument has been verified using DNS results by Colin
et al. [63] .
This model has been applied in the present work. Validation test cases lie within the
flamelet regime (see section 2.3.2), thus a thin flame front (and hence a unique c-
isosurface) can be assumed. In addition, the flamelet chemistry (to model 〈ρsd〉s term)
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can be based on an unstretched flamelet, as this is a reasonable assumption if the flame
is in the thin reaction zone [142] .
In addition, an algebraic expression for the flame surface density Σ is used in the
present thesis [57]:
Σ = 4β
c¯(1− c¯)
∆
(2.47)
where ∆ is the LES filter size (grid spacing) and β is a model constant. The expression
above is similar to a Bray-Moss-Libby (BML) expression for flame surface density as
used in a RANS context [141] and the length ∆/(4β) can be viewed as a wrinkling
length scale of the subgrid flame surface. Although more refined algebraic models,
with for instance dynamic expressions for β, can be applied, it is argued in [57] that
this parameter depends only slightly on the turbulence level and the filter size ∆, thus
it may be assumed constant. Nonetheless, this value should be calibrated such that,
for a specific mesh size ∆, the subgrid flame front wrinkling, a consequence of the SGS
turbulent motions, is adequately represented.
Validation of equation (2.47) was performed using DNS by Boger et al. [57] . DNS
simulations of a premixed flame interacting with a time-evolving 3D homogeneous
isotropic turbulence, under different conditions of turbulence intensities and heat re-
lease factors were carried out. Then, the term corresponding to the filtered molecular
diffusion plus the filtered reaction rate in the c balance equation (see equation (2.39))
was computed from the DNS results and compared against equation (2.47), and found
to be very close at least for the simple flame studied. The slight difference found was
attributed to the finite value of the flame thickness, which is expected to decrease when
the filter width of the filtering operation becomes large compared to the flame thickness.
Boger et al. [57] used various values of β for the laminar premixed flame interacting
with a homogeneous and isotropic turbulent field (for different velocity ratios and heat
release factors) ranging from 0.25 to 1.6, with larger values for increasing reduced filter
size ratio ∆/∆m, where ∆m is the DNS grid size and ∆ the filter width. Other authors
using the same combustion model proposed in [57] used different values. Kirkpatrick
et al. [77] assumed a value of β such that the ratio ∆/β was of the order of unity (with
filter width ∆ = 2(∆x∆y∆z)1/3) for a premixed flame moving through a chamber con-
taining an obstruction. Masri et al. [78] used a value of β = 1.2, and also the same
filter width definition, for a premixed flame in a squared cavity containing an square
obstacle. Finally, in the LES simulation carried out by Stein et al. [79] of premixed
combustion in a turbulent opposed jets configuration the filter size was taken to be
∆ = ∆x, where ∆x was the grid size in the axial direction, and β was adjusted such
that profiles of mean reaction progress variable matched the experimentally measured
profile. Given the low turbulence level of the flow they studied and the reasonably fine
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filter width adopted, β = 0.225 was chosen, similar to the value used in the other calcu-
lations described earlier. Chakraborty and Klein [73] compared their power-law based
algebraic FSD model with 13 other algebraic FSD models for two DNS calculations
of freely propagating statistically planar turbulent premixed flames. One model was
that from Boger et al. [57], where they used a value β = 0.25. They pointed out that
this value gave reasonable predictions for small filter size, although a larger value was
recommended for increased filter widths. Thus they corroborated the grid dependence
of the β parameter.
In the present thesis, β = 0.2 has been used initially. Based on previous works pointed
out above, and the fine grid size used in the simulations this value of β seemed appro-
priate, in order to obtain an adequate ratio of ∆/β representing the subgrid wrinkling
factor. Nevertheless, sensitivity of LES solutions to the value of β should be examined,
and this will be discussed further in chapter 6.
It is worthwhile mentioning an important drawback of flamelet closure models, which
is the assumption made on the thickness of the flame front, considered to be infinitely
thin compared to the filter size. Recently, Duwig and Fuchs [136] have suggested a new
formulation accounting for finite flame thickness. They performed LES calculations
of turbulent flames using this flamelet formulation based on the filtered c equation
[136, 137]. In addition, Fureby [143] compared this model to other techniques and
highlighted the potential of the approach, showing very encouraging results although
some theoretical aspects remained to be tested and discussed. Nevertheless, although
the thin thickness assumption limits considerably the applicability of a model, it is
often found to be a reasonable assumption for simulation of industrial devices, such as
gas turbine combustors, see for example [135].
2.3.5.4 Turbulence-chemistry interaction: Bray-Moss-Libby analysis
In order to provide full closure to the set of equations in 2.1, a model for the turbulence-
chemistry interaction is necessary. As previously pointed out in 2.3.5, all thermody-
namic variables (temperature, density and species mass fractions) can be described
by a single scalar, the progress variable, in the present formulation. Equations (2.37)
relating T , ρ, Yk to c are of course valid for instantaneous quantities. In LES calcu-
lations, only unsteady filtered (resolved) values (rather than instantaneous values) of
the primitive variables are available. Equations (2.37) have therefore to be converted
into relations including filtered progress variable; and this is the nature of turbulence-
chemistry interaction in LES.
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In 1977, Bray, Moss and Libby [144] proposed the BML model. It essentially combines
a statistical approach, using probability density functions, and a physical analysis. The
model has produced evidence of some special features present in turbulent premixed
combustion such as counter-gradient turbulent transport and flame turbulence gener-
ation.
The BML analysis has been applied in [10] to a progress variable c formulation, with
assumptions of a one-step irreversible chemical reaction between fresh gases and com-
bustion products, perfect gases, incompressible flow, equal heat capacities and unity
Lewis numbers. These are the assumptions which lead directly to the c equation. Next,
a shape for the probability density function of the progress variable is assumed. When
an infinitely thin flame front limit is assumed (high Reynolds and Damköhler numbers)
the progress variable c can only have two values: c = 0 in fresh gases and c = 1 in fully
burnt ones. Therefore, the presumed PDF shape for c is assumed to be a two-delta
function located at values c = 0 and c = 1:
p(c) = αδ(c) + γδ(1− c) (2.48)
It follows also that α+ γ = 1.
On the other hand, the mean value f¯ of any quantity f is then defined by:
f¯ =
∫ 1
0
f(c)p(c)dc = αf¯u + γf¯ b (2.49)
where f¯u and f¯ b are respectively the conditional averages of f in fresh and burnt gases.
Then, applying equation (2.49) to c:
c¯ =
∫ 1
0
c p(c)dc = α(c = 0) + γ(c = 1) = γ (2.50)
showing that the unweighted averaged progress variable c¯ is the probability to be in
burnt gases.
Furthermore, the Favre-averaged progress variable c˜ is related to the unweighted aver-
age value by:
c˜ =
ρc
ρ¯
=
ρbγ
ρ¯
=
ρbc¯
ρ¯
(2.51)
where ρb is the density of the burnt gases. From equation (2.49), the mean density is
given by:
ρ¯ = αρu + γρb = (1− γ)ρu + γρb (2.52)
where ρu is the density of the fresh gases. Equation (2.52) may be recast as:
ρ¯ (1 + τ c˜) = ρu = ρb (1 + τ) (2.53)
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τ is the heat release factor, defined as:
τ =
ρu
ρb
− 1 = Tb
Tu
− 1 (2.54)
and Tu and Tb are fresh and burnt gases temperatures, respectively. Combining ex-
pressions (2.51) and (2.52) leads to expressions for α and γ:
α =
1− c˜
1 + τ c˜
and γ =
(1 + τ) c˜
1 + τ c˜
(2.55)
Then, using equation (2.55), an expression relating Favre and unweighted averages of
any quantity f may be obtained:
f˜ =
ρf
ρ¯
=
1
ρ¯
(
αρuf¯
u + γρbf¯
b
)
= (1− c˜)f¯u + c˜f¯ b (2.56)
i.e. the Favre-averaged value of the quantity f is a weighted average of Reynolds-
averaged values in fresh and burnt gases, with weighting coefficients based upon the
Favre-averaged progress variable c˜. Likewise, equations (2.50), (2.54) and (2.55) are
used to relate c˜ and c¯:
c¯ =
(1 + τ) c˜
1 + τ c˜
=
c˜ρu
c˜ρu + (1− c˜)ρb or c˜ =
c¯
(1 + τ)− τ c¯ =
c¯ρb
c¯ρb + (1− c¯) ρu (2.57)
Finally, considering equations (2.49) and (2.56) the thermochemical variable relations
can be derived:
Y¯k = c¯Yk,b + (1− c¯)Yk,u and Y˜k = c˜Yk,b + (1− c˜)Yk,u (2.58)
T¯ = c¯Tb + (1− c¯)Tu and T˜ = c˜Tb + (1− c˜)Tu (2.59)
ρ¯ = c¯ρb + (1− c¯)ρu and ρ˜ = c˜ρb + (1− c˜)ρu (2.60)
where Yk,b, Tb and ρb have been obtained by solving a one-dimensional steady premixed
flame with detailed chemistry. In the present work the CANTERA software [124] has
been used.
CANTERA [124] is a collection of object-oriented software tools for problems involving
chemical kinetics, thermodynamics, and transport processes. Among other things, it
can be used to conduct kinetic simulations with large reaction mechanisms, to compute
chemical equilibrium, to evaluate thermodynamic and transport properties of mixtures
and to evaluate species chemical production rates. For the present application it was
applied to the combustion of a propane/air premixed mixture.
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A freely-propagating premixed flame calculation was performed, using the San Diego
mechanism [145] at inlet conditions corresponding to two of the ORACLES reacting
test cases. Resulting predictions for temperature, local reaction rates and main species
mass fractions against axial distance are plotted in Figure 2.3. Points represent discrete
nodes used in the calculation, with a higher concentration of these in the zones where
steep gradients of the variables were found (note not all nodes are shown for the sake
of clarity). The equivalence ratios selected from the ORACLES study for simulation
here have been chosen (for reasons given in next chapters). Both are perfectly pre-
mixed experiments at equivalence ratios φ=0.65 and 0.75, with slightly different initial
temperatures. The lower equivalence ratio leads to a lower reaction rate (by ≈ a factor
of 0.5) and a lower final burnt (adiabatic) flame temperature. As seen in Figure 2.3
the species mass fraction changes follow expected trends with φ, with no CO in the
final burnt mixture, although this is created in the flame zone itself.
2.4 Mass-weighted filtered set of modelled governing
equations
The final set of mass-weighted filtered equations, describing the evolution of a turbu-
lent low-speed premixed combusting flow, that may be solved numerically are presented
below. These are modelled mass transport, momentum and reaction progress variable
transport equations, and equations relating the mass-weighted progress variable and
thermodynamic properties. They correspond to the set of equations presented in sec-
tion 2.1 after filtering, modelling closures and thermochemistry assumptions have been
applied.
∂ρ¯
∂t
+
∂(ρ¯u˜i)
∂xi
= 0 (2.61a)
∂(ρ¯u˜i)
∂t
+
∂(ρ¯u˜iu˜j)
∂xj
= −∂p¯
∗
∂xi
+
∂
∂xj
(
µt
(
∂u˜i
∂xj
+
∂u˜j
∂xi
))
(2.61b)
∂ρ¯c˜
∂t
+
∂
∂xi
(ρ¯u˜ic˜) = − ∂
∂xi
(
µt
Sct
∂c˜
∂xi
)
+ ρuslΣ (2.61c)
µt = ρ¯ (Cs∆)
2 |S˜| (2.61d)
Σ = 4β
c¯(1− c¯)
∆
(2.61e)
Y¯k = c¯Yk,b + (1− c¯)Yk,u (2.61f)
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T¯ = c¯Tb + (1− c¯)Tu (2.61g)
ρ¯ = c¯ρb + (1− c¯)ρu (2.61h)
This set of governing equations must now be discretised, incorporated into an LES
solver and used to solve for turbulent premixed combusting problems.
(a) (b)
(c)
Figure 2.3: (a) Temperature, (b) local reaction rate and (c) main species mass fraction plotted
against axial distance for a freely-propagating premixed flat flame. Results extracted from CAN-
TERA. Circle and delta symbols correspond to inlet conditions of T = 276K and φ = 0.75, and
T = 273K and φ = 0.65, respectively
Chapter 3
Large Eddy Simulation - numerical
methodology and code details
3.1 Numerical methodology
CFD predictive capabilities rely on two fundamental building blocks. On the one hand,
adequate physical modelling which ensures that the set of PDEs and mathematical re-
lations formulated replicate accurately real physical phenomena. On the other hand,
numerical methods - efficient, robust and reliable algorithms to solve the PDEs - must
be devised to provide accurate solutions of these equations. The numerical methods
selected for use in the present work and some information on their stability, accuracy
and calculation efficiency are described in this chapter.
It is widely acknowledged that accurate LES predictions rely even more than RANS
CFD on aspects such as mesh density, grid quality and boundary conditions, as com-
mented upon many times in published work since the LES technique first appeared
in the 1970-80's. Although for optimum geometric flexibility unstructured CFD codes
are preferred, the fundamentally higher quality of a structured mesh code (particularly
with an orthogonal mesh) has been preferred for the present project, since the OR-
ACLES geometry is fairly simple (see Figure 1.5) and a multi-block structured mesh
option offers sufficient geometrical capability. The LULES code to be used here [146]
allows for curvilinear orthogonal meshes, but only Cartesian meshes are required for
the current work. The form of the equations to be discretised has thus been given in
Cartesian tensor form at the end of the last chapter and this simple co-ordinate frame
is all that was required for the simulations presented later.
Another relevant aspect is the arrangement of the variables on the grid. The storage
arrangement can be staggered or non-staggered [9, 16]. Non-staggered arrangements
provoke the well-known checkerboard problem, requiring smoothing to remove spatial
oscillations. The staggered arrangement solves this problem by avoiding the need to
interpolate pressure in the momentum equations and velocities in the continuity equa-
tion. In addition, a staggered arrangement, used together with second-order central
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difference schemes and good quality meshes (low expansion ratios), provides full con-
servation (mass, momentum and kinetic energy are conserved simultaneously) [147],
which is clearly beneficial in an LES context. Therefore, the staggered arrangement is
used in the present thesis.
Regarding optimum numerical discretisation schemes, in an LES context any numeri-
cal and artificial dissipation is to be avoided, since this contaminates the solution and
can even overcome the modelled subgrid stresses [148]. The use of second-order differ-
encing schemes on as close to uniform Cartesian grid as possible minimises numerical
diffusion and offers global kinetic energy conservation, which is a desirable property
to ensure numerical stability. The numerical methods in this chapter have been intro-
duced into a CFD code, LULES, developed at Loughborough University [146]. It is
a robust and reliable code able to carry out LES predictions for flows in reasonably
complex geometries. Extensive validation for different flow configurations has been
conducted, including fully developed turbulent channel flow, flow in a 180o bend in a
square duct and in a dump diffuser[146], impinging jet in crossflow [149], non-swirling
isothermal flow in combustor geometries [150], isothermal scalar mixing in co-axial jet
flows [151] and in high swirl fuel injectors [52] and finally reacting flow in a dump com-
bustor [80]. The objective of using this code in the present thesis was to implement
the flow and combustion model described in chapter 2, validate via application to the
ORACLES turbulent premixed flow and then to extract amplitude dependent Flame
Transfer Functions from the combusting LES predictions to feed into an acoustics code
(to be described in chapter 4) for hybrid/coupled thermoacoustics analysis.
3.1.1 Finite volume method and spatial discretisation
Equations (2.61a-c) are the set of mass, momentum and scalar transport partial dif-
ferential equations which must be discretised. Discretisation of the solution domain is
carried out by dividing this into cells or control volumes (CVs), by means of a mesh
with discrete grid points (nodes) located at the geometrical centre of the CVs. Figure
3.1 displays a typical CV, with central node P and neighbour nodes E (east), W (west),
N (north), S (south), T (top) and B (bottom). Nodes E, N and T are located at positive
x, y and z directions, whereas W, S and B correspond to negative displacements from
P . Also, lower case letters e, w, n, s, t and b refer to cell faces in the corresponding
directions.
Figure 3.2 shows a uniform Cartesian mesh in the xy plane. Scalars and pressure are
evaluated at nodes. Since a staggered grid is used for velocity components, velocity
nodes for u, v and w are located at cell faces in x, y and z directions, respectively.
Accordingly, CVs for velocity components will be displaced with respect to scalars and
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Figure 3.1: Control volume in a cartesian mesh, with cell-centrered node P and labelled neigh-
bour nodes and cell faces
pressure CVs. Nodes are numbered from 1 to nip1 (resp. njp1 and nkp1) in the x
(resp. y and z) direction. Likewise, a node located at position (i, j, k) will be identified
by a single index ijk, defined as
ijk = i+ (j − 1) nip1 + (k − 1) nip1 njp1 (3.1)
Note that the CVs in dashed lines in Figure 3.2 correspond to virtual or "ghost cells,
outside the physical domain; these are used for implementation of boundary conditions
and information transfer between adjacent blocks.
The discretisation process is performed using a finite volume method to obtain a set of
algebraic discretised linear equations. A volume integration of equations (the governing
equations) is performed over each CV. Equation (3.2) shows a typical (1D for the sake
of simplicity and easily generalised to 3D) generic equation for an arbitrary variable φ
∂(ρφ)
∂t︸ ︷︷ ︸
transient term
+
∂(ρuφ)
∂x︸ ︷︷ ︸
convection term
=
∂
∂x
(
Γφ
∂φ
∂x
)
︸ ︷︷ ︸
diffusion term
+ Sφ︸︷︷︸
source term
(3.2)
where Γφ is a diffusion coefficient and φ is any transported variable.
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Figure 3.2: 2D Cartesian mesh, with numbered nodes and faces. CVs for scalar and velocities
are indicated
Volume integration gives:
∂
∂t
∫
V
ρφ dV +
∫
S
ρuφ dS =
∫
S
Γφ
∂φ
∂x
dS +
∫
V
Sφ dV (3.3)
where V represents the volume over which the integration is performed (a CV), S is
the surface bounding the volume V and dS is the magnitude of a discrete area of the
surface. Integrals are approximated via quadrature formulae, to obtain an algebraic
equation for each CV where neighbour nodal values will appear. The different approx-
imations for volume and surface integrals used in the LULES code are presented next.
3.1.1.1 Volume integrals
Transient and source terms require volume integration over a CV. The transient term
will be discussed in 3.1.2. A 2nd order accurate approximation for the source term is:
Q =
∫
VCV
q dV = q¯ VCV ≈ qP VCV (3.4)
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where q is the mean value of the integrand and qP stands for the value at node P .
3.1.1.2 Surface integral of diffusive flux
The surface integrals of diffusive fluxes correspond to integrals over the faces of CVs.
These integrals are approximated by means of the midpoint rule [9], i.e, as the product
of the face area times the averaged value of the integrand evaluated at the face centre.
As an example, the discretised 1D integral over face e of the diffusive flux of a variable
φ, fφe = Γφ
(
∂φ
∂x
)
, reads:
∫
e
fφe dS = Sef¯
φ
e ≈ Sefφe (3.5)
= Se(Γφ)e
(
∂φ
∂x
)
e
(3.6)
where Se is the east face area. It is straightforward to obtain analogous expressions
for all other faces by making appropriate index substitution. To preserve second-order
accuracy, the value of the integrand at the CV face centre has to be computed with at
least second-order accuracy. A central differencing scheme (CDS) is employed:
ϕe = λeϕE + (1− λe)ϕP (3.7)
where ϕ represents any variable and the weighting factor λe depends on geometric
quantities:
λe =
xe − xP
xE − xP (3.8)
where xe, xP and xE indicate locations in the x direction of face e and nodes p and E,
respectively.
CDS for the diffusion coefficient (Γφ)e and a linear profile assumption for variable φ
between nodes P and E produces the diffusive flux integration as:∫
e
fφe d~S = Se(Γφ)e
φE − φP
δxe
(3.9)
For the 3D case, the net flux through the 6 faces bounding a CV will be the summation
of surface integrals over each face:∫
S
f d~S =
∫
Se
fφe d~S+
∫
Sw
fφw d~S+
∫
Sn
fφn d~S+
∫
Ss
fφs d~S+
∫
Su
fφu d~S+
∫
Sb
fφb d
~S (3.10)
Equations (3.9) and (3.10) have been applied to surface integrals of diffusive fluxes in
the scalar transport and momentum equations.
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3.1.1.3 Surface integral of convective flux
The midpoint rule approximation expressed in equation (3.5) is also employed to ap-
proximate the convective fluxes in the momentum equations, e.g. fφe = (ρuφ)e. In
addition, linear interpolation is utilised to approximate the velocity component values
at the CV face centre, ue; the values of the density at the face centres, ρe, in the u ve-
locity mesh are also evaluated using linear interpolation. This approach has been used
to obtain surface integrals of convective fluxes in the mass conservation and momentum
equations, but not the scalar equation, as explained next.
3.1.1.4 TVD scheme for surface integral of convective flux
CDS can display spatial oscillations or "wiggles" due to dispersion errors. Thus, CDS
is avoided for the convective fluxes of scalar properties, such as the reaction progress
variable c, whose value is bounded by physically imposed limits. Instead, a second-
order Total Variation Diminishing (TVD) scheme [152] is employed to approximate the
convective fluxes to avoid spurious oscillations caused by dispersion errors and ensure
the value of c to be bounded between 0 and 1. The TVD scheme applied in the present
work is a second-order, oscillation free, explicit scalar difference scheme which consists
of a first-order formulation to which a limited anti-diffusive flux is added (the difference
between the flux of a high order scheme and that of a low order scheme, which has
been "limited" in such a way as to ensure the resulting scheme is TVD).
Dianat et al. [151] considered several such schemes and, on the basis of an optimum re-
duction of numerical diffusion judged against a range of scalar transport test problems,
selected the Branley and Jones [153] scheme, which has been implemented in LULES
for the reaction progress variable equation. Details of this scheme are given in full in
[151] and [153].
3.1.2 Time-marching scheme and Poisson equation for pressure
The Adams-Bashforth time-marching scheme is used to approximate the solution of a
variable φ at instant n+1 based on values of the variable and its derivatives at previous
instants of time. First a Taylor series for variable φ at instant t+∆t is considered:
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φn+1 = φn +∆t
(
∂φ
∂t
)n
+
(∆t)2
2
(
∂2φ
∂t2
)n
+ Higher Order Terms (3.11)
≈ φn +∆t
(
∂φ
∂t
)n
+
(∆t)2
2
(
∂φ
∂t
)n − (∂φ
∂t
)n−1
∆t
(3.12)
≈ φn + 3
2
∆t
(
∂φ
∂t
)n
− 1
2
∆t
(
∂φ
∂t
)n−1
(3.13)
where superscripts n−1, n and n+1 indicate that the variable is evaluated at instants
t − ∆t, t and t + ∆t, respectively. This time-marching scheme was applied to the
momentum and reaction progress variable transport equations. The progress variable
c is computed first and density at the new time level is then obtained as a function
of cn+1. Velocities are then computed (density at the new time step is needed) from
momentum equation solution. Finally the pressure is calculated by imposing a con-
tinuity constraint, which leads to the need to solve an inhomogeneous Poisson equation.
The continuity equation at instant n+ 1 can be written as:(
∂ρ¯
∂t
)n+1
+
∂(ρ¯n+1u˜n+1i )
∂xi
= 0 (3.14)
In addition, the i-momentum equation reads as
∂(ρ¯u˜i)
∂t
= C¯i − ∂p¯
∂xi
(3.15)
where C¯i includes both convective and diffusive terms. Applying equation (3.13) to
φ = ρ¯u˜i in equation (3.15), the following is obtained:
ρ¯n+1u˜n+1i = ρ¯
nu˜ni +
3
2
∆t
(
C¯ni −
∂p¯n
∂xi
)
− 1
2
∆t
(
C¯n−1i −
∂p¯n−1
∂xi
)
(3.16)
Equation (3.16) is applied in two steps. Firstly, an intermediate velocity is calculated
by omitting the first pressure term; the pressure term is included in a second correction
step:
1) ρ¯n+1u˜∗i = ρ¯
nu˜ni +
3
2
∆tC¯ni −
1
2
∆t
(
C¯n−1i −
∂p¯n−1
∂xi
)
(3.17)
2) ρ¯n+1u˜n+1i = ρ¯
n+1u˜∗i −
3
2
∆t
∂p¯n
∂xi
(3.18)
Applying a divergence operator ∂/∂xi to equation (3.18) gives:
∂(ρ¯n+1u˜n+1i )
∂xi
=
∂(ρ¯n+1u˜∗i )
∂xi
− 3
2
∆t
∂2p¯n
∂x2i
(3.19)
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and equation (3.14) is substituted into the LHS of equation (3.19)
−
(
∂ρ¯
∂t
)n+1
=
∂(ρ¯n+1u˜∗i )
∂xi
− 3
2
∆t
∂2p¯n
∂x2i
(3.20)
Rearranging, a Poisson equation for pressure is obtained:
∂2p¯n
∂x2i
=
2
3∆t
((
∂ρ¯
∂t
)n+1
+
∂(ρ¯n+1u˜∗i )
∂xi
)
(3.21)
The time-derivative of density is calculated by a first order method:
∂ρ¯n+1
∂t
=
ρ¯n+1 − ρ¯n
∆t
(3.22)
Solution of equation (3.21) provides the p¯n field needed in equation (3.18) to update
the intermediate velocity field u˜∗i . (Note that following the nomenclature of the Adams-
Bashforth method the velocity/pressure field at the new time level are written as u˜n+1i
and p¯n).
3.1.3 Boundary conditions
In this section, boundary conditions implemented in the code LULES are described.
For the present flow problem these boundary conditions are inflow, outflow and rigid
wall conditions.
3.1.3.1 Inflow conditions
The flow conditions at an inflow plane require velocity and scalar values to be pre-
scribed. However, in LES a 3 component unsteady velocity map over the 2D inlet
plane is required, which matches local experimental conditions and represents physi-
cally realistic turbulent flow conditions (note since the mixture is perfectly premixed a
spatially uniform condition c = 0 is the imposed inlet condition for the scalar, which
cannot then fluctuate in time whereas, due to high velocity gradients, the velocity
clearly does). A two-step methodology has been used to generate LES velocity inlet
conditions for the ORACLES test case. First, a feedback method has been employed
in a separate precursor calculation to reproduce the experimentally observed fully de-
veloped turbulent flow velocity profiles in the rectangular approach ducts. Secondly,
velocity profiles from a specific axial plane in this precursor calculation were stored for
a long enough period to ensure no time correlation between first and last time instants.
These stored data were then imposed at the inlet plane of the main combusting simu-
lation computational domain (see 5.3 for details).
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3.1.3.2 Outflow conditions
The flow conditions prescribed at the outflow plane are also dependent on the variable
under consideration. For the scalar a simple zero-gradient condition is imposed. For
the velocity field a convective outflow condition was imposed. This assumes the flow
near the outflow plane to be approximately represented by:
∂(ρu)
∂t
+ U¯
∂ρu
∂x
= 0 (3.23)
where U¯ is the bulk velocity at the outflow plane and u is the axial velocity component.
In order to be consistent with the time-marching scheme used previously, velocity at
the outflow plane was determined by:
ρn+1un+1 = ρnun − 3
2
∆tU¯
∂ρnun
∂x
+
1
2
∆tU¯
∂ρn−1un−1
∂x
(3.24)
In addition, a scaling procedure was also applied in order to satisfy global continuity.
The continuity conservation condition in a continuous form reads:
∂ρ¯
∂t
+
∂(ρ¯u˜)
∂x
= 0 (3.25)
When this is integrated over the whole computational domain the following is obtained∫
V
∂ρ¯
∂t
dV = −
∫
S
ρ¯u˜n d~S (3.26)
where u˜n represents the velocity normal to the domain bonding surface S. The in-
tegrand under the surface integral will be non-zero only at inflow and outflow planes
and zero for all solid walls. For the ORACLES geometry, the only planes where flow
crosses the boundaries are normal to the x direction so u˜n = u˜. Equation (3.26) can
be recast as:
m˙change =
∫
V
∂ρ¯
∂t
dV = −
(∫
Sin
ρ¯u˜ d~Sin −
∫
Sout
ρ¯u˜ d~Sout
)
= −m˙in + m˙out (3.27)
A scaling factor is defined as:
SF =
m˙change + m˙in
m˙n+1out
(3.28)
where
m˙n+1out =
∫
Sout
ρ¯u˜n+1 d~Sout (3.29)
before scaling. Applying this scaling factor to u˜n+1 ensures that the resulting outflow
mass rate m˙out fulfils equation (3.27), hence mass conservation is globally satisfied.
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3.1.3.3 Rigid wall condition
Boundaries representing rigid solid walls are treated with a zero-gradient condition
(zero flux) for the scalar; a wall function approach was adopted for velocities.
For the sake of simplicity, only a 2D illustration is provided here, where the y-direction
is normal to the wall, as displayed in Figure 3.3. Initially, the y+ of the first node
located next to the wall is calculated:
y+P =
uτyPρ
µ
(3.30)
yP corresponds to wall normal distance to the first grid point P , uτ =
√
τw/ρ stands
for the friction velocity, τw is the wall shear stress and µ and ρ are viscosity and density,
respectively. Note τw is based on an instantaneous estimate of the wall shear using the
current time-step resolved velocity. This is used to determine whether wall nodes are
located either in the log-law region or in the laminar sub-layer. Different u velocity
profiles are assumed depending on the y+P value:
• Within the laminar sub-layer (y+P < 11.3) a linear profile is assumed, leading to:
τw = µ
u˜(x, y, t)
yP
(3.31)
• For y+P > 11.3 a log-law profile is assumed leading to:
τw = u˜(x, y, t)
〈τw〉
〈u˜(x, y, t)〉 (3.32)
where 〈.〉 indicates a time-averaged quantity, and 〈τw〉 is obtained assuming 〈u˜〉
and yP are used in a log-law relation to find the time-averaged wall shear stresses.
Furthermore, the impermeability condition is applied, hence:
v|y=0 = w|y=0 = 0 (3.33)
3.1.4 Relaxation method for density
In flows where combustion is present, steep gradients in space and time of the density
are commonly found. Due to the non-diffusive spatial and temporal schemes used in
LES, these gradients (particularly if underesolved by the mesh) can introduce high
frequency noise in the solution that can destabilise the numerical simulation (since in a
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Figure 3.3: Velocity arrangements for wall boundary condition implementation
pressure-based low-Mach number formulation a temporal density derivative is present
in the pressure equation source term). Thus, for density ratios of approximately three
or greater occurring in short distances, instabilities, which pollute the numerical solu-
tion, are observed [154]. An effective method, proposed by Forkel and Janicka [155]
that consists of damping out high frequencies from the density solution by using a
relaxation method, has been adopted in the present work. Other solutions to deal with
steep/rapid density variations in LES solutions have been proposed in the literature
[63, 65, 154, 156161] but the method of density relaxation is attractive on the grounds
of both effectiveness and simplicity of implementation. Thus, the temporal density
term, which enters the Poisson equation in the form of a source term, is smoothed out,
hence preventing the destabilisation of the solution.
A relaxation in time applied to the density implies:
ρn+1 = (1− α)ρn+1est + αρn (3.34)
where ρn+1est is an estimated density obtained initially using the progress variable at the
new time level n+ 1 , and α is a relaxation factor defined as
α = e−∆t/Trelax (3.35)
where ∆t = tn+1 − tn is the LES time step and Trelax is a chosen relaxation time.
This relaxation procedure may be viewed as a filtering in the time domain [80]. Thus
the ρn+1 value can be written as a convolution integral of the ρn+1est value:
ρn+1 =
∫ +∞
0
ρn+1est (t
n+1 − t′) G(t′) dt′ (3.36)
where G(t′) is the convolution kernel and t′ = tn+1 − t. The convolution kernel G(t′)
may be interpreted as the impulse response of the filter in the time domain, and written
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as:
G(t′) =
e−t
′/Trelax
Trelax
H(t′) and (3.37)
where H(t′) is the Heaviside function (=1 if t′ ≥ 0, =0 if t′ < 0).
The Laplace transform of the filtered ρ¯n+1 variable can provide insight into the effects
that this filtering procedure creates in the frequency domain. A useful property of
Laplace transforms is that the Laplace transform of a convolution of two signals in the
time domain equals the convolution of the two Laplace transforms in the frequency
domain:
L((f ∗ g)(t)) = L(f(t)) · L(g(t)) (3.38)
Thus,
L(ρ¯n+1) = L(ρ¯n+1est (tn+1 − t′)) · L(G(t′)) (3.39)
The Laplace transform of the convolution kernel is:
F (s) = L(G(t′)) = A expiφ (3.40)
where s = iω is a complex variable, ω is a frequency, and A is the gain of the Laplace
transform defined as [162]
A =
1√
1 + (ωTrelax)2
(3.41)
and φ is the phase angle written as:
φ = arctan(−ωTrelax) (3.42)
The Power Spectral Density of F (s) for various values of Trelax may be computed and
is plotted in Figure 3.4. It can be seen that Trelax controls the shape of the Laplace
transform convolution kernel in such a way that the larger Trelax the wider the range
of frequencies that are damped.
In order to establish a value to ensure stability, but also to identify the acceptable
effect of the relaxation method on numerical accuracy of the current LES predictions,
various simulations, using different Trelax were performed. The values of Trelax tested
were 2 · 10−5, 5 · 10−5, 1 · 10−4, 2.5 · 10−4 and 5 · 10−4s.
First, spectra of the fluctuating streamwise velocity, at a point located in the flame front
region, for the different simulations performed are shown in Figure 3.5(a). The effect of
the relaxation method on the stability is clearly observed in these spectra. For values
of Trelax ≤ 5 ·10−5s two distinctive peaks at frequencies around 1840Hz and 3300Hz are
observed, exhibiting the unstable nature of the numerical solution. For these two cases,
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Figure 3.4: Power Spectral Density of the Laplace transform of the low-pass filter kernel
LES time steps of ≈ 2.5 · 10−6s and 5 · 10−6s are dynamically calculated. When Trelax
is reduced to 1 · 10−4s, the peak at frequency 1840Hz is completely removed and the
peak at 3300Hz, although still present, has been significantly reduced in intensity by
≈ 4 orders of magnitude. For values of Trelax ≥ 2.5 · 10−4s the spikes in the spectra are
completely removed, reflecting the numerical stability achieved. For Trelax ≥ 1 · 10−4s,
LES time steps of ≈ 1.2 ·10−5 are used. Thus, the value of Trelax = 2.5 ·10−4s has been
employed in all the LES simulations presented below.
Note that the spectra of fluctuating streamwise velocity plotted at other locations in
the reaction zone showed the same trend (amplitude and location of the peaks). This
is in all probability linked to the strongly elliptic effect of pressure in incompressible
flows, since the velocity field over the whole domain is instantaneously coupled to the
pressure field and thus, any instability affecting the pressure at any point propagates
and can influence the velocity throughout the flow domain. The spectra plotted for
other velocity components and variables (progress variable and density), exhibited a
similar tendency, although peak amplitudes were lower than for the axial velocity.
Despite the fact that the noise peaks were successfully removed when increasing Trelax,
there are some drawbacks. The −5/3 region in the inertial subrange is attenuated,
giving a slightly flatter profile. Forkel and Janicka [155] have also mentioned that ex-
cessive damping of the density can cause poor simulation accuracy.
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(a) (b)
Figure 3.5: Spectra of fluctuating streamwise velocity for simulations using (a) relaxation factor
values of Trelax = 2 · 10−5, 5 · 10−5, 1 · 10−4, 2.5 · 10−4 and 5 · 10−4s and (b) relaxation factor
Trelax = 2.5 · 10−4s and Trelax = 2 · 10−5s with reduced CFL number
To bring to light the effect stronger temporal filtering has on the results, a further test
was carried out. As has already been pointed out, high frequency density oscillations
may not be supported by the time-step/temporal discretisation scheme, necessitating
the relaxation to prevent numerical noise from growing and causing unstable solutions.
Thus, a finer temporal mesh should reduce the instability problem, with less need for
relaxation. This implies a decreased CFL number. The reduction explored (a factor of
10) was considerable, in order to obtain a significant increase in temporal resolution.
This implies a dynamically calculated LES time step of the order of 1·10−7s. Thus, this
option, in general, is not desirable as a way to avoid/eliminate instabilities. However,
it was explored to test the effects of the temporal filtering.
The value of Trelax = 2 · 10−5s, which initially gave an unstable numerical solution,
was recalculated with a reduction of the CFL number by a factor of 10. This suc-
cessfully removed the instabilities, as indicated in the spectra free of peaks, as seen in
Figure 3.5(b). This stable solution can now be compared with the simulation using
Trelax = 2.5 · 10−4s (a stable numerical solution but with a much larger CFL), in or-
der to assess the numerical accuracy of the results obtained with Trelax = 2.5 · 10−4s.
Both spectra for fluctuating streamwise velocity, at the same point located in the flame
front, are compared in Figure 3.5(b). The differences are very small and the curves
collapse in almost the whole frequency range. For this reason, the relaxation method
with Trelax = 2.5 · 10−4s was selected for all results presented in this thesis.
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3.1.5 Multigrid solver
Multigrid (MG) solvers, introduced in the 60s by Russian scientists are one of the most
efficient approaches to solve PDEs. In the present work, an MG solver is employed
to solve the pressure Poisson equation (see 3.1.2). This is a high CPU consuming
task, which accounts for approximately 80% of the global CPU time needed per time
step. Consequently, an efficient solver is required in order to obtain reduced overall
computational time.
In LULES, the MG solver developed by Zeng and Manners [163] is implemented. A
brief description of this method is provided here. Consider a general discretised PDE
equation:
Lx = S (3.43)
where L is a differential operator, x is the vector of unknowns and S is a known
function, all defined over a domain Ω1. Specifically, for the case concerning this work,
L is the 3D Laplacian operator, x represents the pressure and S is the source term
which comprises a temporal term and a convective term (see equation (3.21)). The
goal is to find x. An iterative process is constructed, and each global iteration is split
into three different steps:
1. Pre-smoothing:
An initial guess for x is considered (x1) and an iterative algorithm (e.g. Gauss-
Seidel), is used to solve equation (3.43). This algorithm is not used to obtain an
accurate solution for this equation but instead is used as a smoother that will
reduce the high-frequency components of the initial guess. If x˜1 is the approxi-
mation of x after ν11 iterations, then the error y
1 is:
y1 = x− x˜1 (3.44)
which is referred to as the error of the algebraic approximation, or the convergence
error. If the operator L is applied to equation (3.44) the following is obtained
Ly1 = r1 (3.45)
where r1, the residual of x˜1, is defined as:
r1 = S − Lx˜1 (3.46)
2. Correction:
We now want to solve equation (3.45), to calculate y1 and therefore correct x˜1 to
obtain x1. However, this would be a numerical task as difficult as direct solution
of equation (3.43). Thus, instead, several procedures are carried out:
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(a) Restriction: Let I21 be a restriction operator such that:
I21 : Ω
1 −→ Ω2
where Ω2 represents a grid coarser than Ω1, with typically half of the nodes.
Then, the fine-to-course transfer operator I21 can be applied to equation
(3.45) to give
L2y2 = r2 (3.47)
where L2 = I21L, y
2 = I21y
1 and r2 = I21r
1
(b) Solving: Suppose that, by any means, equation (3.47) is solved exactly, to
obtain y2 = (L2)−1r2
(c) Prolongation: Let be I12 an operator (prolongation) such that
I12 : Ω
2 −→ Ω1
By applying this coarse-to-fine transfer operator to y2, the solution of equa-
tion (3.47), a value for x1 can be obtained
xˆ1 = x˜1 + I12y
2
3. Post-smoothing:
Although equation (3.47) can be solved exactly, xˆ1 is not the exact solution for
x1 in equation (3.43), since I12y
2 is still an approximation of y1. Therefore, ν12
iterations of an iterative algorithm (the same used in the pre-smoothing process)
are performed, using xˆ1 as initial guess
In general, iterative solvers are efficient at reducing high frequency components of error;
after several sweeps, the lower frequency components remain and the solver becomes
inefficient. The correction process, based on an extrapolation of y2, decreases the low
frequency components of y1, although it increases the high frequency components, since
the information that it contains has been obtained from a lower resolution discretisa-
tion. The increase in the high frequency component error generated on the lower res-
olution grid is solved by applying, after the correction, a post-smoother to reduce them.
Figure 3.6 shows a representative illustration of the evolution of the norm of the resid-
ual r1 with and without coarse-grid correction, which clearly manifests the benefit of
applying a correction.
Including more levels
In the previous description of the multigrid solver, it has been assumed that equation
(3.47) can be solved exactly. However, depending upon the dimensions of Ω2, this
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Figure 3.6: Residual evolution with (blue) and without (green) coarse grid correction
equation might still be too expensive to solve. Therefore, when in level 2, the same
methodology used in level 1 can be invoked again. Thus, after ν21 sweeps of the pre-
smoother algorithm, L3y3 = I32r
2 is derived, and this can be repeated until a level N,
in which the equation
LNyN = rN (3.48)
can be solved, either directly or iteratively. It is worth mentioning that the number of
sweeps in each level can be different.
In the case that more levels are included in the resolution procedure, the way in which
those levels are visited needs to be selected. These are referred to as multigrid cycles
or the multigrid schedule. The commonly used options are V-cycle, F-cycle and W-
cycle. Figure 3.7 depicts the V and W cycle multigrid schedules, where the red circle
represents the pre-smoothing process, the green square is the correction and the blue
triangle represents the post-smoothing.
In LULES, one multigrid level has been solved, the number of global iterations (pre-
smoothing+correction+post-smoothing) has been set to 7, the number of iterations for
the correction is 10, whereas for pre and post-smoothing is 1. The tolerances for the
three solvers are 10−9, as well as the tolerance for the global iterations.
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(a)
(b)
Figure 3.7: (a) V-cycle and (b) W-cycle multigrid schedules
3.1.6 Solution stability control
When explicit schemes are used as in LULES, the time step must be appropriately
selected as small enough to avoid unstable numerical solutions. Thus, the time step
must be limited, based on numerical considerations. Two nondimensional parameters
are used in LULES to control the time step. For a 3D case these correspond to:
• Courant-Friederich-Lewy (CFL) number:
CFL = ∆t Max
( |u|
∆x
+
|v|
∆y
+
|w|
∆z
)
(3.49)
• Diffusion (DFS) number:
DFS = ∆t
(
µ+ µSGS
ρ
)
Max
(
1
(∆x)2
+
1
(∆y)2
+
1
(∆z)2
)
(3.50)
To ensure numerical stability, both CFL and DFS numbers must be kept below crit-
ical values, CFL < αCFL and DFS < αDFS (αCFL,αDFS are always < 1). This will
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ensure that the time step ∆t is less than the time needed for convective and diffusive
waves to travel from one grid node to the next. The ∆t is then computed by imposing
both conditions and taking the minimum ∆t obtained. In high Re flows the convective
effects are more important than diffusive effects, therefore the CFL condition becomes
the most restrictive and it is usually unnecessary to impose a DFS condition. Note
that the DFS condition might become important when singularities on the mesh are
present (e.g. at a centreline with a polar mesh), in which case the diffusivity (the DFS
number) in that region becomes very large. In the present project, based on flow and
mesh characteristics, only the CFL condition is imposed and a value αCFL = 0.35 used.
3.1.7 Solution procedure
As mentioned earlier, the Adams-Bashforth time marching scheme has been used in
the algorithm to solve for the set of unsteady governing equations. As a final outline
of the numerical methodology applied in the present work, this section describes the
detailed steps of the algorithm implemented in the LULES code and also the procedure
followed in each temporal iteration to advance the solution variables in time:
1. The SGS eddy viscosity is computed using the standard Smagorinsky model,
including a Van Driest damping function in the vicinity of the walls (see 2.2.5):
µt = ρ¯ (Cs∆d)
2
∣∣∣S˜ij∣∣∣ (3.51)
2. The Adams-Bashforth scheme is applied to obtain the density weighted progress
variable ρ¯c˜ at time step n + 1, using variables at previous time steps n − 1 and
n, which are already known:
(ρ¯c˜)n+1 = (ρ¯c˜)n
+∆t
3
2
(
−∇ · (ρ¯nu˜nc˜n) +∇ ·
(
µnSGS
Sct
)
∇c˜n + ρuslΣn
)
−∆t1
2
(
−∇ · (ρ¯n−1u˜n−1c˜n−1) +∇ ·
(
µn−1SGS
Sct
)
∇c˜n−1 + ρuslΣn−1
)
(3.52)
3. An intermediate value of the progress variable, c∗, is calculated:
c∗ =
(ρ¯c˜)n+1
ρ¯n
(3.53)
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4. This intermediate value is used to obtain an estimated value of the density at
time step n+ 1, from the thermochemical relations:
ρ¯n+1est = ρu(1− c∗) + ρbc∗ (3.54)
5. The relaxation method (3.1.4) is then applied to the density in order to ensure
numerical stability; a value for the density at time step n+ 1 is obtained:
ρ¯n+1 = (1− α)ρ¯n+1est + αρ¯n (3.55)
and accordingly, the progress variable at time step n+ 1 is modified to preserve
consistency with the updated density
c˜n+1 =
(ρ¯c˜)n+1
ρ¯n+1
(3.56)
6. Once the progress variable at time step n + 1, c˜n+1, is known, other thermody-
namic variables may be calculated if needed:
Y˜ n+1k = c˜
n+1Yk,b + (1− c˜n+1)Yk,u
T˜ n+1 = c˜n+1Tb + (1− c˜n+1)Tu
(3.57)
7. Using the Adams-Bashforth time scheme, the momentum equations are solved to
calculate the intermediate velocities u˜∗i , obtained by including only the pressure
term at time step n− 1:
ρ¯n+1u˜∗i = ρ¯
nu˜∗i
+∆t
3
2
(ConvTerm+DiffTerm)n
−∆t1
2
(ConvTerm+DiffTerm)n−1 +
1
2
∂p¯n−1
∂xi
(3.58)
The convective outflow boundary condition (3.1.3.2) is then applied to the in-
termediate velocities u∗i to ensure mass is conserved.
8. A multigrid solver (3.1.5) is used to solve the pressure Poisson equation (3.1.2)
to obtain the pressure at time step n:
∂2p¯n
∂x2i
=
2
3∆t
((
∂ρ¯
∂t
)n
+
∂(ρ¯n+1u˜∗i )
∂xi
)
(3.59)
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9. Finally, the intermediate velocity field u∗i is updated by adding the pressure term
at time step n, obtained from the solution of the Poisson equation. Thus, the
velocities at time step n+ 1 are:
u˜n+1 =
1
ρ¯n+1
[
ρ¯n+1u∗i −
3∆t
2
∂p¯n
∂xi
]
= u∗i −
3∆t
2ρ¯n+1
∂p¯n
∂xi
(3.60)
Again, the convective outflow boundary condition is applied to the updated ve-
locity field, to ensure mass conservation.
Chapter 4
Thermo-acoustic phenomena - 1D
network modelling approach
The computational methodology described in the previous chapter is restricted to an
incompressible formulation. Hence, if any acoustic effects are to be introduced (e.g. via
periodic forcing at the inlet boundary as has been used by Duwig [118] and Duwig and
Fureby [117]), the details of the forcing should ideally come from an acoustic analysis
that has to be conducted in a separate acoustic code. Equally, if this acoustics code
is to receive and use the Flame Transfer Function (FTF) information extracted from
combusting LES calculations, this requires a transfer route into the acoustics code from
the LES predictions (a heat release description). The acoustics code used in the present
work to achieve this two-way transfer of information is described in the present chapter.
Acoustics codes normally deal only with linear acoustics, requiring linearisation of the
compressible form of the governing equations about some presumed mean flow field.
Solution methods in linear acoustics codes are of two types - frequency domain methods
(e.g. [164, 165]) and time domain methods [166]. Whilst the latter are more naturally
extended to non-linear problems, the former are much more popular and it is this type
which has been used in the present work. Both frequency and time domain methods
have been developed for 1D and 3D applications, but for the present problem a 1D
linear acoustic method model is sufficient.
In the present thesis, the thermo-acoustic network model LOTAN (Low-Order Thermo-
Acoustic Network) has been used. The LOTAN code has been developed at Cambridge
University in collaboration with Rolls-Royce plc for the simulation of both axial and
circumferential acoustic waves in both axial and annular combustion systems. The
fundamental basis, development and application of LOTAN has been described in sev-
eral papers ([6, 167]). The code uses linear acoustics theory and provides predictions
of the frequencies of resonant modes, and their stabilities (positive or negative growth
rates) and mode shapes. In the next sections, the acoustic modelling employed and the
simplifications and assumptions made in LOTAN are briefly described. The approach
to using LOTAN in the two modes described above are also outlined namely: (i) pro-
viding quantitative information on the details of acoustic forcing to an incompressible
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LES calculation that can best mimic the presence of acoustic modes, and (ii) inputting
an FTF description of fluctuating heat release into the acoustic network model. The
latter requires selection of the modelling approach used in the flame-acoustics module
in the LOTAN code, the time-delay model [168, 169] .
4.1 Fundamentals of acoustic modelling
The mathematical framework for the acoustic theory applied in LOTAN is 1D linear
acoustics. Thus, all flow and thermodynamic variables are considered to be decomposed
into a mean (time-average) value and an acoustic perturbation, which is assumed small
compared to the corresponding mean, i.e.,
φ = φ+ φ′ where φ′ << φ (4.1)
The mean values are assumed to be prescribed, e.g. from RANS or LES solutions. In
addition, a harmonic wave description is assumed for all perturbation quantities, in
which spatial and temporal variations may be decoupled by writing:
φ′ = <(φω(x)e−iωt+inθ) (4.2)
where φω is a complex variable, <() represents the real part, ω is a complex frequency
and n is the circumferential wave number (both axial and circumferential waves are
included in the LOTAN software, but only plane axial waves are considered in the
calculations presented below).
The equations of motion for a compressible fluid, ignoring viscosity and heat conduction
effects may be written (see [6]):
∂ρ
∂t
+
∂(ρui)
∂xi
= 0 (4.3a)
∂(ρui)
∂t
+
∂(ρuiuj)
∂xj
= − ∂p
∂xi
(4.3b)
∂(ρE)
∂t
+
∂(ρuiE)
∂xi
= −∂(pui)
∂xi
+ q (4.3c)
where E is the total internal energy (E = e + 1/2(ρuiuj) ) and q is the rate of heat
release.
If it is assumed that the fluid is an ideal gas (Cp and Cv constant), manipulation of
these equations and conversion of the energy equation into one for entropy, followed by
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linearisation about the prescribed steady mean flow leads to the following equations
[6]:
∂ρ′
∂t
+ ui
∂ρ′
∂xi
+ ρ
∂u
′
i
∂xi
= 0 (4.4a)
∂u
′
i
∂t
+ ui
∂u
′
i
∂xi
+
1
ρ
∂p′
∂xi
= 0 (4.4b)
ρT
(
∂s′
∂t
+ ui
∂s′
∂xi
)
= q′ (4.4c)
∂ξ′i
∂t
+ ui
∂ξ′i
∂xi
= 0 (4.4d)
where equations (4.4c) and (4.4d) represent linearised equations for entropy and vor-
ticity perturbations (the former obtained by manipulating the energy equation and the
latter by manipulating the momentum equations). This leads to the classical descrip-
tion which shows that any perturbation may be decomposed into three modes [170],
each of one is a familiar type of disturbance. The modes are: (i) sound mode (isentropic
and irrotational), subject of conventional acoustics, (ii) entropy mode (incompressible
and irrotational), which is familiar as temperature fluctuations in low sped turbulent
heat transfer problems and (iii) vorticity mode (incompressible and isentropic), which
occurs in incompressible turbulent flows. These are independent of each other, so for
the acoustic disturbance governed by equations (4.4a) and (4.4b) (since s′ = 0 and
ξ
′
i = 0) the first two equations may be manipulated to give the convective wave equa-
tion:
1
c2
D
2
p′
Dt2
−∇2p′ = γ − 1
c2
Dq′
Dt
(4.5)
where D
Dt
= ∂/∂t+ u · ∇ and c is the steady speed of sound.
To illustrate further, if the mean flow is assumed to be zero with no heat release and
only plane 1D longitudinal acoustic waves in long ducts are considered, the above
equation reduces to the traditional 1D wave equation:
1
c2
∂2p′
∂t2
− ∂
2p′
∂x2
= 0 (4.6)
The solution of this is a superposition of left and right travelling waves:
p′(x, t) = A+ei(κx−ωt) + A−ei(−κx−ωt) (4.7)
where κ is the wavenumber, and the acoustic velocity is defined as:
u′(x, t) =
1
ρ c
(
A+ei(κx−ωt) − A−ei(−κx−ωt)) (4.8)
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The constantsA+ (right travelling wave amplitude) andA− (left travelling) and whether
a given frequency ω corresponds to a possible mode shape which fits a duct of a given
length are determined by the boundary conditions at the ends of the duct. Thus, to
match the exact conditions corresponding to a duct of length L with an acoustically
closed end at x = 0 and an open end at x = L (for explanation of these boundary
conditions see 4.3), LOTAN would consider each frequency ω and identify that only
for certain frequencies (corresponding in this case to the 1/4 wave, 3/4 wave, etc of
the duct) would a harmonic perturbation at these given frequencies and with the in-
put amplitude given at x = 0 provide a solution which gives the correct amplitude
at x = L. This is an example of how an acoustic "module" (in this case a duct of
length L) can be constructed with a known solution that satisfies the governing linear
equations, whose unknown parameters and range of valid frequencies can be identified
by demanding compatibility with given acoustic boundary conditions.
This approach can be applied not just to a simple module of a plane duct of length L;
other module descriptions can be constructed for components such as a plenum, a duct
area change (increase or decrease), and devices which drive acoustic energy such as a
loudspeaker or even a flame zone (with both a mean heat release (q) and a fluctuating
heat release (q′)). Geometries of interest can then be modelled by connecting together
appropriate acoustic modules into a network (for further details the user manual of the
LOTAN code may be consulted [171]). Acoustic analysis (see [6, 167]) then leads to
identification of transfer matrices connecting the acoustic perturbations at inlet and
outlet of the modules. A network of such modules may be built up for any given ge-
ometry. Hence, provided the geometry is detailed, acoustic boundary conditions are
specified, a model for q is chosen and a mean flow solution specified, equation (4.5) can
effectively be solved numerically, where p′ and u′ are of the form indicated in equation
(4.1). Thus, solutions for the complex valued ω are obtained; the frequency of a possi-
ble resonant mode is <(ω)/2pi and its growth rate is defined as −=(ω). If the growth
rate is negative the mode is linearly stable and the magnitude of the perturbation will
decay with time; a positive growth rate indicates a linearly unstable mode and pertur-
bations will grow until nonlinear effects become important.
4.2 Geometry
As noted above, the actual geometry of the combustion system is converted into a net-
work of modules, linked consecutively, that conveniently describes its relevant acoustic
features. Thus, the dimensions (cross-sectional areas and lengths) of modules must be
provided as well as the transfer matrices corresponding to the acoustic characteristics
of each particular module. Whilst complicated multiply-connected flow paths can be
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handled by LOTAN [171] only a simple once-through left to right network of modules
is required here. Some of the types of modules that can be specified and have been
used in the results presented later are:
• Straight duct: A uniform axial duct of given length and cross-section.
• Area increase (or decrease): Treated as an abrupt change in area as long
as the distance over which the geometry changes is small in comparison to the
acoustic wavelength being considered. This is usually true in the present context
where, for frequencies of order 100Hz and typical combustion gas temperatures,
the acoustic wavelengths are equivalent to many metres. Note that if the flow
becomes supersonic in an area decrease the LOTAN calculation will fail.
• Combustion zone: This indicates a region where heat release takes place. Mean
and perturbation combustion models need to be provided (see below).
• Loudspeaker: This indicates that a loudspeaker is attached to the duct. The
acoustic input of the loudspeaker corresponds to an added unsteady mass flow
rate at a specified frequency at the duct location where the loudspeaker module
is placed, with an associated energy change, but no change in momentum.
An illustrative example of a geometry set-up with LOTAN to model the ORACLES
experimental configuration is shown in Figure 4.1. This consists of a longitudinal com-
bustion system starting with an inlet boundary condition to a plenum (an acoustically
closed inlet - see below), followed by a supply duct, a combustion chamber containing
a flame module (assumed of zero length) and finally an outlet boundary condition.
Figure 4.1: Schematic diagram of a geometry set-up of the ORACLES experimental configuration
in LOTAN, with 2D (left) and 3D (right) representations
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4.3 Boundary conditions
At inlet and outlet of the combustion system, boundary conditions to be satisfied by
the acoustic waves must be imposed. In LOTAN, different options are available, to
describe a range of physical situations, which model acoustic characteristics of inlets
and outlets found in gas turbine combustor systems. Some of these are:
• Open: An acoustically open end, p′ = 0. Approximates the presence of a large
plenum chamber attached to this end or a large area increase into atmosphere.
• Closed: An acoustically closed end, u′ = 0. Approximates a large area decrease
at this end of the system.
• Choked: Boundary conditions to apply to flow perturbations are derived from
asymptotic analysis [172]. For a choked inlet, a wave travelling upstream is
reflected and a shock wave is assumed to be present at inlet. When the shock
wave's position and flow perturbations interact acoustic, entropy and vorticity
waves will be produced. For a choked outlet, either an acoustic, vorticity or
entropy wave is assumed to travel downstream. The asymptotic analysis finds
the reflected wave that is created.
• Nonreflective boundary: This states that no disturbances arrive from outside
and enter the combustion system. Thus, there are only left (or right depending
on the location of the boundary at the start or end of the network) travelling
waves and the amplitude of right (or left) travelling waves is zero. That is, the
reflection coefficient R is 0 (or ∞), where R is defined as:
R =
A+(t− x0/c)
A−(t+ x0/c)
=
Z + 1
Z − 1 (4.9)
where x0 is a given axial position and Z is impedance, defined as:
Z =
1
ρ c
p′
u′
(4.10)
This condition approximates a very long duct outside the boundary location.
• Specified reflection coefficient/impedance: A reflection coefficient or the
equivalent impedance (real and imaginary parts) can be specified. Thus, fully or
partial transmission of left/right travelling waves across the boundaries can be
imposed (i.e, specify the amount that crosses the boundaries and the amount that
is reflected). At outlet, e.g., R=1 indicates a fully reflective boundary conditions
whereas R =∞ indicates no waves are reflected.
Further details of the whole range of module types and boundary conditions available
in LOTAN are given in the user manual [171].
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4.4 Actions
In LOTAN, different "actions" can be performed. These predict and describe resonant
modes of the system when different acoustic features are included and varied. Some of
the actions used in the present thesis are:
1. STEADY: Calculation of the resonant modes of a system where combustion is
present (changing the temperature in various zones and hence the speed of sound)
but no unsteady flame-acoustics coupling is allowed. Effectively, the fluctuating
heat release is set to 0. The output is the modeshape of possible resonant modes,
although the stability of these modes (growth rate) is not predicted.
2. FORCED: Calculation of the resonant modes of a system when a specific module
(flame/loudspeaker) is set as a source of a forcing. Hence acoustic waves are
generated at a specific location in the system, which interact with the boundaries.
The frequency of the forcing is specified and its amplitude is iterated to satisfy
the main-end boundary conditions.
4.5 Acoustic analysis to inform incompressible LES
forcing
From the ORACLES experimental data [81, 82] it is known that a self-sustained acous-
tic mode at 50Hz is present under some reacting conditions. To investigate this,
LOTAN allows for the option of carrying out a forced calculation (FORCED action),
by placing a loudspeaker somewhere in the prescribed geometry (the obvious place to
locate this is at the inlet region of the combustion chamber, where the flame intensity
must be greatest, see Figure 4.1), with forcing at the specified frequency of 50Hz. This
calculation then allows determination of the modeshape and therefore predicts the ax-
ial variation of acoustic pressure and velocity (subject to the pre-specified inlet and
outlet boundary conditions). Note, it is important to remember that, since the acous-
tic analysis is linear LOTAN carries out calculations for an inlet reference amplitude.
Thus, the modeshape is effectively in non-dimensional form and some reference value
taken from experiments is required to convert this into a dimensional quantity. This
allows the acoustic velocity amplitude to be predicted at any convenient position in
the ORACLES geometry so that the incompressible LES inlet conditions can then be
"acoustically sensitised". See section 6.2 for details.
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4.6 Method for transferring FTFs extracted from LES
into the LOTAN acoustics code
A flame module in LOTAN is specified such that information on both mean and fluc-
tuating heat release (Q˙ and Q˙′) are required. This information is included in LOTAN
by means of an FTF, which effectively describes how the flame responds to approach
flow perturbations. Thus, a series of LES calculations including acoustic forcing (to
be described below) are performed and time-varying heat release rates are predicted
throughout the reacting flow. These data are postprocessed to obtain values for mean
heat release (Q˙) and fluctuating heat release (Q˙′) as described in chapter 6. The flame
module in LOTAN contains a heat release model following a time-delay formulation
[168, 169]:
Q˙′ = |Q˙′|e−iωτ (4.11)
where τ is the time-delay. The FTF relationship from the LES may be written:
Q˙′
Q˙
= K
u′
u
(4.12)
where K is the gain and u′ and u are the fluctuating velocity (caused by the acoustics)
and the mean velocity at the inlet to the combustion region. The overall fluctuating
heat release input into LOTAN is thus specified as
Q˙′ = KQ˙
u′
u
e−iωτ (4.13)
The extraction of the FTF parameters K and τ from a forced LES is described in detail
in chapter 6.
Chapter 5
Incompressible LES of a turbulent
premixed flame - ORACLES test case
5.1 Introduction
The numerical and modelling framework of the LULES code for LES premixed combus-
tion, described in previous chapters, has been validated against selected experimental
data and these results are presented in this chapter. The main objective is to assess
LES predictive capabilities for turbulence and to validate the implemented combus-
tion model in a relevant turbulent premixed flame problem. The ORACLES test case
[81, 82] has been chosen for validation purposes and details of this experimental study
are presented first. The numerical strategy to generate instantaneous LES inlet con-
ditions which match the experimental set-up is then described, followed by results for
both inert and reacting flows compared against available experimental data.
5.2 The ORACLES test case
The ORACLES (One Rig for Accurate Comparison with Large-Eddy Simulations) test
case [81, 82] comprises a turbulent flame stabilised behind a double symmetric, plane
sudden expansion fed by two fully developed turbulent channel flows of premixed air
and propane; the equivalence ratio in each channel can be varied, but for the present
project only the perfectly premixed case of equal mixture strength was considered.
The measurements have previously been used as a test case for RANS modelling [173].
Laser Doppler Anemometry (LDA) measurements were performed within the European
project MOLECULES [174]. Measurements were conducted in the approach ducts as
well as in the combustor, for both non-reacting and reacting cases. Thus, this test case
can be thought of as a relevant benchmark for testing turbulence and/or combustion
modelling approaches for lean premixed prevaporised (LPP) combustors [81, 82].
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It is important to note that the ORACLES experiments revealed (under certain equiv-
alence ratio conditions) the presence of strong self-excited and self-sustained acoustic
waves. In the present work the hybrid coupled incompressible LES plus acoustic net-
work methodology has been adopted. To set a benchmark for testing the effectiveness
of the coupled approach the results presented in this chapter do not include any acous-
tic effects. The description of the acoustic coupling methodology and its application
to improve results are presented in chapters 4 and 6.
Other authors have previously performed LES simulations of the ORACLES test case.
Some authors, e.g. [175, 176] have considered partially premixed cases, which are not
of immediate relevance to the present work. Domingo et al. [116] proposed and vali-
dated their FSD-PDF model, coupled with a fully compressible LES code, for a case
with equivalence ratio 0.75 in both streams. It is interesting that, although their com-
pressible formulation could in principle capture acoustic modes directly, they avoided
simulating the full experimental system geometry (which it would have been neces-
sary to include all upstream and downstream acoustic impedances that can influence
the resonant acoustic modes) and instead they performed simulations which merely
perturbed the flow in the approach ducts by adding sinusoidal forcing at the specific
frequency and amplitude observed in the experiments to mimic the acoustic mode ob-
served in the measurements. It is odd that this approach, which is more relevant to
an incompressible calculation should be used in conjunction with a compressible LES
code, with the associated computational time-step penalty. Fureby [134] has used a
progress variable approach with a fractal flame-wrinkling closure model for the chem-
ical reaction term and tested this model for the case of equivalence ratio 0.65 in both
incoming ducts. No acoustic mode as found in the experiments was included. Duwig
and Fureby [117] used a mixture fraction/progress variable approach and a low-Mach
number formulation for a uniform equivalence ratio of 0.75, with sinusoidal forcing at
inlet to mimic acoustic waves at the experimentally observed frequency. An arbitrary
(trial and error) series of forcing amplitudes (A) were considered until the response
of the system was observed to saturate and an amplitude of 27% of the bulk-average
inlet velocity was finally chosen, although with no attempt made to justify this based
on any acoustic analysis. Finally, Wang [80] used a progress variable approach and an
algebraic FSD combustion model for the test case with equivalence ratio 0.65 in both
streams, with no allowance made for acoustic waves. In all the above studies, only lim-
ited information on the inert flow simulations has been reported and little information
on the LES inlet condition generation details. In the results from the present work
provided below, comparison will also be made with previous predictions.
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5.2.1 The ORACLES test rig
A 2D sketch of the ORACLES test rig, located at the Ecole Supérieure de Mécanique et
D'Áeronautique in Poitiers (France), is depicted in Figure 5.1. This 10m-long rig con-
sists of 4 main sections: 1) two mixing chambers feeding into separate plenum/settling
chambers; 2) a 3.27m long straight section of two constant rectangular cross-section
(0.0304m high x 0.150m wide) ducts, required to obtain fully developed turbulent chan-
nel flow upstream of the sudden expansion (to facilitate LES inlet condition setting),
and the two approach ducts were separated by a splitter plate, which is recessed with
respect to the sudden expansion to avoid possible anchoring of the flame at the tip of
the plate; 3) a 2m long combustion chamber thermally insulated (to allow for the use of
adiabatic combustion models); 4) an exhaust section (whose dimensions were not spec-
ified) that follows the combustion chamber, equipped with water-pressurised injectors
and a fan extractor. It is also unclear from the data and description provided whether
the exhaust section is attached to the combustion chamber or a gap is left in between
the two. The fuel and air are supplied to the two inlet channels from high-pressure
storage reservoirs and are premixed and homogenised in two separate mixing chambers
that are acoustically isolated from the rest of the rig by 4mm thick circular porous
plugs (size of porosity less than 8 µm) at the junction between mixing and settling
chambers. This aims to minimise any effects that acoustic waves travelling upstream
might cause on the mass flow rates of the premixed air/fuel streams.
5.2.2 Simulation test cases
In the present thesis, two inert (denoted nc1 and nc2) and two reacting (denoted c1
and c2) cases have been investigated. The main flow parameters of the different cases
are summarised in Table 5.1.
Case Stream m˙(g/s) Rech Ubulk(m/s) φ Da Ka Exp. data
nc1
Upper 52.8 24556 8.8 NA - - [81]
Lower 52.8 24966 8.8 NA - - [81]
c1
Upper 52.8 24566 8.8 0.65 8.44 9.31 [81]
Lower 52.8 25784 8.8 0.65 8.44 9.31 [81]
nc2
Upper 65 25000 11.0 NA - - [82]
Lower 65 25000 11.0 NA - - [82]
c2
Upper 65 25000 11.0 0.75 21.41 3.70 [82]
Lower 65 25000 11.0 0.75 21.41 3.70 [82]
Table 5.1: Main flow parameters of the simulated cases
The test rig described above operates at atmospheric pressure and the mass flow rate
and equivalence ratio in each stream can be varied between 0.05-0.2 kg/s and 0.6-1.0
respectively. For cases nc1 and c1 [81], the temperature of the incoming streams was
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(a)
(b) (c)
Figure 5.1: 2D sketch of (a) ORACLES test rig, and detailed geometry (b) of the splitter plate,
and (c) at the dump plane. (Dimmensions in mm) [82]
273± 10K, whereas for cases nc2 and c2 [82] the temperature was 276± 11K.
The mixture supply Reynolds number, Rech (≈25000), is evaluated based on the chan-
nel height Hch = 30.4mm, the kinematic viscosity of the fresh mixture at the reference
temperature and the channel centreline velocity Uc in Besson et al. [81] but with the
bulk velocity Ubulk in Nguyen et al. [82]. Also, to obtain estimated values of the Da
and Ka numbers (see definitions in 2.3.2) at inlet conditions several parameter values
have been assumed, following Nguyen et al. [82]. Thus, the turbulence macroscale
L was set equal to 10mm (one third of the height of the incoming channel), and the
root-mean-square velocity fluctuation u′ was chosen to be 0.6m/s, which is the channel
centreline typical value. A Kolmogorov scale η of 0.105mm and a Taylor microscale λ
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of 1.51mm may be deduced from these conditions. The laminar flame thickness was
calculated using the ratio between the estimated scalar diffusivity D and the laminar
flame speed sl. Following Kurenov et al. [173], the diffusivity at an intermediate tem-
perature of 1178K was estimated as D ≈ 5.210−5m2/s, and sl was taken as 0.18m/s
and 0.25m/s for equivalence ratios of 0.65 and 0.75, respectively.
5.3 Generation of velocity inlet boundary conditions
As is well known, LES CFD is potentially highly sensitive to the unsteady inflow con-
ditions that have to be prescribed. High quality specification of the incoming flow
(matching experiments as far as possible) is essential, as it may have a decisive influ-
ence on the prediction of the downstream field.
Different approaches can be adopted in order to generate LES inflow conditions. The
simplest consists of superimposing white (or random) noise on an assumed mean veloc-
ity profile. However, the energy spectrum of the inflow signal thereby obtained implies
an energy content equally distributed over all frequencies. This uncorrelated nature
of the fluctuations means that they decay very quickly. After perhaps just a few cells
downstream the inflow data no longer possess realistic turbulent characteristics. More
refined methods have been proposed in the past, e.g. the digital-filter method [177, 178],
which uses experimental data to generate an unsteady velocity field by matching sta-
tistical quantities (first and second order one-point statistics) using input assumptions
on a specified autocorrelation function. The major drawback of this method is the ne-
cessity for guesses of integral time and length scales that are not commonly measured.
The prescription of turbulent velocity fluctuations at an inlet plane could be based on
the method proposed in [179], who suggested to reproduce a turbulent signal by solving
a stochastic differential equation based on a Langevin equation modified to ensure a
-5/3 power decay of the spectrum of the generated signal. However, this technique
can also be applied only when rms-velocity fluctuation and integral time scales are
available. Alternatively, turbulent inflow data with realistic turbulence characteristics
can be generated by an auxiliary (precursor) simulation, which, for example, generates
fully developed flow by extracting the velocity field from a downstream location and
continuously recycling this instantaneous velocity field as new inlet conditions (similar
to imposing periodic boundary conditions in a homogeneous direction). This procedure
can be run in an independent simulation to generate and save inflow data, to be read
in later into the main simulation.
The precursor method is clearly the most appropriate to the ORACLES conditions and
has been adopted here. A separate two-block domain was generated corresponding to
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a chosen length L of the double rectangular channels which supply the premixed gas to
the combustion chamber (see Figure 5.1). The cross-sectional mesh in the two channels
was identical to that in the short section of the inlet channels which was included in
the main simulation domain (see later). The inlet plane of this short section coincided
with an axial location where LDA measurements were available (≈ 0.1m upstream of
the dump plane). The length L of the precursor simulation domain was chosen so that
it would be long enough not to constrain the axial size of the largest energy containing
turbulent eddies generated by the LES (checked later), but not so long to allow fully
developed flow conditions to have been established at x = L from uniform inlet profiles
(hence requiring the recycling technique described above). The boundary condition
used at the precursor domain outlet was a convective outlet condition.
In this precursor simulation the velocity field was extracted from an axial plane located
at xds (just upstream of the precursor simulation domain outlet) and was fed back
to the domain inlet. At the same time, scaling was applied to ensure the targeted
(experimental) mass rate, m˙in, was maintained. Since the main flow was in the x
direction the following scaling procedure was applied to the recycled inlet velocity
field:
uin(j, k) =
m˙in
m˙ds
uds(j, k) (5.1)
vin(j, k) = vds(j, k) (5.2)
win(j, k) = wds(j, k) (5.3)
where subscripts in and ds indicate inlet plane and downstream plane respectively and
m˙ds is the mass flow rate at the recycling plane. The recycling plane was located a small
distance upstream of the precursor domain exit plane to prevent the convective outflow
condition exerting a strong effect. The distance between the recycling and inlet planes
must be larger than the axial length of the largest turbulence structures. DNS results
of turbulent flow in a square duct ([180]) showed that the axial two-point correlation
coefficient was close to zero within a distance of 3.2H and thus the domain should be
at least twice this length. For simulations of rectangular duct flows ([181]) a domain
length of 8Hch was used (Hch being channel height), while in [182] domain lengths of
both 10Hch and 20Hch were employed. In the present simulation, the distance from
the inlet plane to the recycling plane was set to 10Hch. Based on these data an axial
length of 15Hch was chosen for the precursor simulation. Once fully developed velocity
profiles had been attained in the approach ducts (after ≈ 96000 time steps), profiles
at the recycling plane were saved to disc at every LES time step for a time period
which ensured no temporal correlation between first and last data sets. The length of
the data saving period was estimated from autocorrelation information of the saved
velocity time-series. Figure 5.2 shows the autocorrelation function of the streamwise
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velocity at two different points located in the approach ducts. One point in the centre
of the lower duct (Figure 5.2 )(a)) and one point located in the boundary layer of the
upper duct (Figure 5.2 )(b)). At the first point the first zero-crossing is reached after
≈ 2000 time steps, although it peaks 3 more times until it reaches an average value of
0 after ≈ 10000 time steps. At the second point smaller turbulent scales are observed
and the first zero-crossing is observed after just 1000 time steps and reaches an aver-
age zero value after 8000 time steps. Autocorrelation functions at other points were
similar. Thus, the "sampling time" for data storage was set at 14000 time steps. The
data saved (a set of 2D instantaneous u, v and w values over 14000 time steps) were
then read in as inlet condition data in the main flow simulation described below. If
these simulations ran for longer times, the data were merely looped through as many
times as needed.
(a) (b)
Figure 5.2: Autocorrelation functions of streamwise velocity in points located in (a) the centreline
and (b) the boundary layer of the approaching ducts
5.4 Results
In this section, LES simulations of the ORACLES test case are presented. The com-
putational domain and mesh configuration used are described and validation for the
inlet boundary conditions imposed carried out. Numerical results for both inert and
reacting cases as indicated in Table 5.1 are presented, compared against experimental
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data, and discussed. To ensure convergence of the mean values presented in the next
sections, all simulations have been run to a minimum of 15 flow through times.
5.4.1 Domain size and grid resolution
Figure 5.3 illustrates the computational domain used in all simulations reported in
this chapter. In the streamwise direction the domain extended from 0.21m (or 7Hch)
upstream to 0.45m (or 14.6Hch) downstream of the dump expansion plane. The domain
covered the whole wall-to-wall geometry of the test rig in the transverse (0.1306m) and
spanwise (0.1505m) directions. Figure 5.3 also shows the 3D multiblock mesh utilised
in the present work.
Figure 5.3: 3D multi-block geometry and mesh used in LES simulations
The computational mesh is an important element of any CFD calculation but is cru-
cial in LES. Specific regions in the domain (near-wall regions, shear layers, wakes, etc.)
need careful attention when the mesh is designed. Previous work has shown that a
wall-resolving LES (resolving the scales of motion which control the near-wall dynam-
ics) requires very fine mesh spacing, particularly at high Re. As noted above, since
wall functions were being used, it was not intended for the near wall mesh to resolve
the small integral scales, but the mesh was examined in this context.
Orthogonal meshes of 96x32x82 grid points in the streamwise, transverse and spanwise
directions for the region upstream of the dump plane and 172x116x82 downstream of
the dump plane have been used. This leads to a total number of 1.88 million grid cells.
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The mesh is non-uniform and stretched in the near-wall regions (in the wall-normal
(y or z) directions), in the region axially close to the dump plane (in the x direction)
and in the shear layer region, near the step corners (in the y direction). In the inlet
ducts, for example, near-wall mesh spacings of ∆x+ = 68, ∆y+ = 8 and ∆z+ = 10
measured in wall units were estimated; similar meshes occurred in the combustion
region downstream of the dump plane. These are, in terms of wall normal distance, not
quite at the level recommended by Piomelli and Balaras [183] for a wall-resolving LES
mesh (∆x+ ≈ 100, ∆y+ ≈ 2 and ∆z+ ≈ 10 ), and this is the reason the wall-function
boundary condition described above was implemented. It was believed, however, that
the most important regions for resolution of turbulence were the shear layers issuing
from the dump plane corners rather than the near-wall regions. Stretched meshes were
generated by means of the one-parameter hyperbolic tangent function (specified for
one direction):
x(j) = xini + L
(
1 +
tanh(γ j−1
N−1)
tanh(γ)
)
(5.4)
where L is the length of the interval where nodes are distributed, xini is the initial
co-ordinate of the interval, γ is the concentration factor and N is the total number of
nodes in the interval.
A cross-section of the geometry in the xy symmetry plane and in the yz plane down-
stream of the dump plane are shown in Figure 5.4. x = 0 is located at the dump plane,
y = 0 is fixed at the centreline of the combustor and z = 0 is located at the centre of
the wall-to-wall distance in the z direction.
(a) (b)
Figure 5.4: (a) xy and (b) yz cross-sections of multi-block computational grid ((a) splitter plate
region and (b) combustor zone)
For the time step, in the present work, a variable ∆t was used, determined by a
maximum CFL condition, which ensures that ∆t is smaller than the time needed for a
convective wave to travel from one cell node to the next one. The CFLmax number used
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was ≈ 0.35; Other authors simulating the same test case used similar CFL numbers,
viz: ≈ 0.2 [118], < 0.5 [134] and ≈ 0.2 [117].
5.4.2 Validating inlet flow conditions
In order to assess the validity of the procedure adopted for specifying LES inlet condi-
tions, velocity profiles in the approach ducts were compared against experimental data.
Note that it was observed in the experiments that mean flow profiles in the approach
ducts were very similar (for the same mass flow) for both inert and reacting cases. This
is due to the fact that the combustion process taking place does not affect the flow
field upstream of the dump plane.
The predicted flow structure in a yz cross-section in the approach ducts, a distance
0.17m upstream of the dump plane, for case c1 is displayed in Figure 5.5. Figure 5.5(a)
shows predicted mean streamwise velocity contours, which exhibit a clear symmetry
with respect to both y and z axes. The contours can be seen to bend towards the cor-
ners, a secondary flow effect found in non-axisymmetric cross-sections and driven by
flow travelling towards corners along the corner bisectors. This is known to be caused
by the anisotropy of the normal Reynolds stresses in the duct cross-sectional plane
and requires a Reynolds stress transport model to predict this with a RANS closure,
but is clearly picked up readily by LES. This effect is confirmed by the plots of the
mean cross flow velocity magnitude in Figure 5.5(b), where regions of high magnitude
coincide with the corner bisectors. The predicted peak magnitude of the mean cross
flow (0.241m/s) is 2.7% of the bulk velocity (8.8m/s), which agrees well with the value
of 2.6% obtained by Ham et al. [184] in their LES of turbulent flow in a square duct.
Predictions of streamwise velocity profiles, on z = 0 and at distance 0.17m upstream
of the dump plane, are shown in Figure 5.6, compared with experimental data [81, 82].
Figures 5.6 (a) and (b) correspond to case nc1 and (c) and (d) to case nc2 simulations.
In general, the agreement of numerical results and experimental data is very good in
both cases. The profiles of u/Ubulk are typical of fully developed turbulent channel
flow with a maximum non-dimensional velocity of 1.3-1.4. The value achieved in the
current predictions (1.36 for c1 and 1.34 for c2), differs slightly from values reported
in the literature. Dean's correlation Uc/Ubulk = 1.28 · Re−0.0116b [185] (Reb is Reynolds
number based on bulk velocity), would give a value of 1.14 for both cases nc1 and
nc2. Of course, the present experiment is a rectangular duct of aspect ratio 4.5 rather
than a 2D channel, so some difference may be expected. Regarding the fluctuating
streamwise velocity profiles the largest discrepancy is in the near-wall region where the
wall-function-based simulations underpredict the close to wall values as expected for a
non-wall-resolved LES; nevertheless the profile shape is reasonable.
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(a) (b)
Figure 5.5: (a) Mean streamwise velocity contours and (b) mean cross flow magnitude in a yz
cross-section in the inlet ducts, 0.17m upstream of the dump plane
For further validation of the inflow data provided by the precursor simulation, proba-
bility density functions (PDFs) of the streamwise velocity at the centreline of the upper
duct 0.17m upstream of the dump plane are shown and compared with measurements
in Figure 5.7. The PDF shapes are presented as well as values of skewness (S) and
flatness (F ) factors, defined by
S = u′3/
(
u′2
)3/2
and F = u′4/
(
u′2
)2
(5.5)
On the top row of Figure 5.7, numerical and experimental PDFs corresponding to case
nc1 are displayed whereas the bottom row refers to case nc2. In both cases the overall
agreement between numerical results and experimental data is very good, exhibiting
very similar morphologies, i.e. a close to Gaussian distribution. Also, in both cases, the
left-hand tail is predicted to be longer than the right-hand one described by the negative
skewness factor. The flatness factor, describing the spread of the PDFs, is reasonably
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(a) (b) (c) (d)
Figure 5.6: Transverse profiles of (a),(c) mean and (b),(d) fluctuating streamwise velocity at
plane z = 0 and x = −0.17m. (a) and (b) from case nc1, (c) and (d) from case nc2 and
Ubulk = 11m/s
well predicted by the numerical results, specially for case nc2; a small overprediction
of the skewness factor is observed, and the mean value is slightly shifted to lower values.
5.4.3 Cold flow
The inert flow cases nc1 and nc2 were first simulated in order to estimate and assess
the prediction capabilities of the LES tool to solve for turbulence and mixing.
5.4.3.1 Contour plots
The most noticeable feature of the non-reacting flow is its asymmetry, with an upper
recirculation zone much shorter than the lower. This can be observed in Figure 5.8
where instantaneous and mean streamwise velocity contours on plane z = 0 for case nc1
are depicted (the same aerodynamic features characterise both inert cases (same Re),
therefore corresponding figures for case nc2 are not shown for brevity). This asymmetry
is in accordance with experimental investigations of non-reacting flows behind double
backward facing steps [186], which show that if the expansion ratio Ar = (H + 2h)/H
(where H (=0.0708m) is the channel height at the expansion plane and h is the step
height) is greater than ≈ 1.50, then the mean flow will be asymmetric. In the OR-
ACLES geometry, the expansion ratio is 1.84. A reason for this asymmetry is the
Coanda effect [187] , i.e., the tendency of a jet to attach itself to a solid body due
to a pressure variation perpendicular to curved streamlines. The predicted lower and
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Figure 5.7: Probability density functions (PDFs) of streamwise velocity at centreline of upper
duct and 0.17m upstream the dump plane for case nc1 (top) and case nc2 (bottom). Left column
are LES results and right column are experimental data [81, 82]
upper reattachment locations are 10h and 5.12h. The experimental values reported in
[82] for case nc2 are 8.0h and 5.5h. It is important here to understand the importance
of high quality turbulent inflow data prescribed at the computational domain inlet in
order to obtain an accurate prediction of the jet deflection as noted by Duwig et al.
[118, 188]. They performed a sensitivity analysis on the velocity fluctuations imposed
onto the incoming flow, showing a significant effect on the extent of asymmetry, even
recovering symmetry in some cases tested. They also found that a low grid resolu-
tion added additional numerical diffusion acting on the jet to smear it out and thus
caused an underestimation of symmetry breaking. A third aspect which was observed
to influence the prediction of jet deflection was the total spanwise (z) domain length.
Duwig et al. overpredicted the jet deflection when only half of the geometric width was
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considered, since this constrained the predicted eddy size in that direction, emphasis-
ing the importance of including the whole wall-to-wall distance in the computational
domain.
It can also be seen in Figure 5.8 how the two incoming channel streams merge after the
splitter plate creating a mixing layer at the centreline, which continues to develop as it
approaches the combustion chamber. Likewise, the two jets generate shear layers at the
two step corners as they enter the combustion chamber due to the sudden expansion.
The growth of large scale eddies in these demonstrates the shear layer development.
Furthermore, the intensity of the wake mixing layer formed at the tip of the splitter
plate is lower compared to the intensity of the two shear layers created at the step
corners. Therefore the presence of the central zone of turbulence downstream of the
dump plane does not significantly modify the overall structure of the mean flow when
compared with a one-stream expansion (note this would be different if the two streams
had different mass flow rates).
Figure 5.8: Instantaneous (top) and mean (bottom) streamwise velocity contours in plane z = 0
The 3D nature of the flow is well captured in the LES calculations, as can be seen in
the contours of mean streamwise velocity shown in Figure 5.9. Contours in yz planes
at different axial positions (x = h, 7h and 12h) and in an xy plane (z = −1.4h) are
plotted, evidencing again the asymmetry in the y direction. This is especially clear at
the plane x = 7h. This observation is in accordance with the experimental findings of
Pitz and Daily [189] and Escudier et al. [190] who noted the strong 3D nature of their
backward facing step data, with aspect ratios of 6.9 and 5.33, respectively (present
case is 5). Two central elliptically shaped zones of high velocity are observed in yz
planes, which are a consequence of the two incoming channel flow streams entering the
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combustion chamber, and progressively merging in the downstream direction.
Figure 5.9: Mean streamwise velocity contours at an xy-plane, and yz-planes at different axial
locations
5.4.3.2 Transverse profiles
Transverse profiles of mean and fluctuating streamwise and transverse velocities are
plotted at different axial positions (see Figure 5.10) downstream of the dump plane,
for both cases nc1 and nc2 in Figures 5.11-5.14. Overall the agreement of LDA mea-
surements and LES results is very good, in both shape as well as in magnitude.
Figure 5.11 shows transverse profiles of mean streamwise velocity. The agreement
is excellent, and the asymmetry mentioned earlier can again be observed at position
x/h = 6.35, and is captured precisely by the LES results. Marginally overpredicted
profiles are observed in the lower stream at axial positions x/h ≥ 3.68 as well as a
slight overprediction of the jet deflection for the maximum axial position x/h = 8.36.
Figure 5.12 displays mean transverse velocity profiles. The LES results again reproduce
accurately the magnitude and shape of the velocity profiles. The largest discrepancy
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Figure 5.10: Axial positions where transverse profiles are extracted, for cases nc1 (red, top) and
nc2 (blue,bottom)
is observed at axial position x/h =1.67, where there is an underprediction in the up-
per stream and an overprediction in the lower stream. The shape is well captured,
specifically the peak seen at a location around y = 0.12m, which indicates the trans-
verse velocity contributing to the bending effect. Note that the magnitude of the mean
transverse velocity is much lower than the mean streamwise velocity.
Figures 5.13 and 5.14 correspond to fluctuating streamwise and transverse velocities
respectively. They both share some noticeable common features. For positions down-
stream of the dump plane, the profiles present two marked peaks at transverse positions
y ≈ 0.03 and y ≈ 0.10. These maxima correspond to the centre of the shear layers
originating at the step corners and situated between the jet potential cores and the
low-velocity recirculation zones. The peaks are shifted towards the upper stream, fol-
lowing the jet deflection mentioned earlier, especially at positions x/h = 1.67 and
x/h = 3.68. This two-peak feature is particularly well captured in the LES, in both
magnitude and location for both fluctuating velocities. For the fluctuating streamwise
velocity, a slight underprediction is observed at positions x/h = 3.68 and x/h = 6.35
in the lower stream, and at positions x/h ≥ 6.35 in the upper stream. Furthermore,
for the fluctuating transverse velocity an underprediction is observed at axial positions
x/h ≥ 3.68 for both peaks. Another double-peak but of lower intensity is observed
on the combustor centreline for position x/h ≤ 3.68, for both fluctuating velocities.
This local maximum evidences the interaction of the two incoming streams and the
wake originating from the tip of the splitter plate, which weakens further downstream
until it is no longer observed. The central double-peak is accurately reproduced by the
LES results for positions x/h = 1.67 and x/h = 3.68, for both fluctuating velocities,
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although is considerably overpredicted at the dump plane, as previously reported by
Duchamp de Lageneste and Pitsch[175] and Duwig [118].
5.4.3.3 3D contour plots
Figure 5.15 displays u-isosurfaces, for u = 7.7m/s and u = −0.1m/s, in the combustion
chamber. These allow the asymmetry in the transverse direction to be highlighted, with
the recirculation zone, indicated by the negative velocity isosurface, being much longer
on the lower wall. Also, the 2 conical isosurfaces, which merge further downstream,
show the origin of the asymmetry, indicating the strong bending of the incoming jet to
the lower wall.
5.4.3.4 Conclusions
The ability of an LES formulation to capture the main features of the flow has been
demonstrated in this section for an inert flow case. The quantitative agreement of
measurements and LES results is excellent. The second order statistics are also accu-
rately predicted. Finally, the validation of the approach adopted for specification of
the inflow data has been verified and adequacy of the mesh resolution confirmed.
5.4.4 Reacting flow
The reacting flow cases c1 and c2, whose main parameters have been specified in Table
5.1, were simulated next. The reacting cases represent a more challenging task, with
added features that need to be modelled and evaluated. In particular, the validation
of the combustion model is a prime example. The combustion model employed de-
scribes the flame front displacement by means of an algebraic FSD approach [57] (see
2.3.5.3) and the model constant β was chosen to be 0.2 in the results presented here
(the next chapter will address the sensitivity of predicted results to the value of this
model constant). Values of the β parameter used by other authors have been provided
in 2.3.5.3. Unfortunately no temperature measurements were available from the ORA-
CLES experiments, thus, only velocity and in particular the turbulence measurements
can therefore be used to judge the quality of the combustion model performance by
means of the induced axial acceleration. Note that the mixture equivalence ratio in
the approach ducts is different for the two reacting cases (0.65 for c1 and 0.75 for c2).
This implies that different Da and Ka numbers characterise the flames, the difference
is not great, but the increase in heat release as φ increases makes the risk of thermo-
acoustic behaviour more likely, and, as will be pointed out below, this is indeed the case.
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Figure 5.11: Normalised mean streamwise velocity for case nc1 at different axial positions. Ubulk
= 4.4m/s. Experimental data (o) from Besson et al. [81]
Figure 5.12: Normalised mean transverse velocity for case nc1 at different axial positions. Ubulk
= 4.4m/s. Experimental data (o) from Besson et al. [81]
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Figure 5.13: Normalised fluctuating streamwise velocity for case nc1 at different axial positions.
Ubulk = 4.4m/s. Experimental data (o) from Besson et al. [81]
Figure 5.14: Normalised fluctuating transverse velocity for case nc1 at different axial positions.
Ubulk = 4.4m/s. Experimental data (o) from Besson et al. [81]
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Figure 5.15: u-isosurfaces u = 7.7m/s (orange) u = −0.1m/s (blue) in the combustion zone.
Case nc1
Table 5.2 shows fuel chromatographic analyses (average composition by volume) and
flamelet thermochemistry data required by the combustion model for cases c1 and c2.
The flamelet data were extracted from a freely propagating laminar premixed flame
calculation performed with the open-source code CANTERA [124], used together with
the San Diego 05 chemical kinetic mechanism for propane/air combustion [145] which
includes 46 species and 130 chemical reactions. Subscripts u and b refer to unburnt
and burnt conditions, respectively. The differences in the flame parameters are due to
the different equivalence ratio of the premixed mixture.
Case φ Crom. anal. ρu(kg/m3) ρb(kg/m
3) Tb(K) sl(m/s)
c1 0.65 C3.015H7.818 1.306 0.194 1789.433 0.162
c2 0.75 C3.01H7.85 1.294 0.177 1959.792 0.221
Table 5.2: Chromatographic analyses and flamelet thermochemistry data for cases c1 and c2
The mesh utilised for reacting simulations was the same as used for inert flow. For
boundary conditions at the LES domain inlet plane, these were also identical to those
used in the inert flow, as supported by experimental findings [82]. (However, the
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presence of any acoustic/combustion interaction - neglected at present - will of course
change the fluctuating velocity field and this is discussed further below).
5.4.4.1 Contour plots
One striking feature in the reacting flow, representing a qualitative change compared
to its inert counterpart, is the recovery of symmetry of the mean flow in the transverse
direction. This is due to the strong acceleration of the flow caused by the decrease
in density and the gas expansion as a consequence of heat release. Note that the
symmetry attained is restricted to the current case simulated of constant equivalence
ratio, since a difference in equivalence ratio in the two supply ducts would produce a
different situation. This main flow feature can be seen in Figure 5.16, where instan-
taneous and mean streamwise velocity contours are plotted in plane z = 0 for case c1
(a closely similar velocity pattern is observed for case c2). Two recirculation zones of
the same size are found on upper and lower walls, consistent with experiments, with
a time-mean length of 2.7h for c1 and 2.39h for c2. The value obtained for case c2 is
in very good agreement with experimental data [82], where a recirculation of length
2.3h was noted. This shortening of the recirculation zones compared to the inert case
is again an indication of the strong acceleration provoked by heat release. The flame is
stabilised in the two shear layers on the edges of the recirculation zones created behind
the steps. Because of the much lower turbulence intensity in the central mixing layer
compared to the shear layer, its influence on flame stabilisation can be expected to be
low. For the axial distance covered by the computational domain, maximum values
of u are increased by a factor of 2 relative to the corresponding inert case, showing
consistency with experimental data [81] .
Close examination of Figure 5.16 shows that a very thin region of separation is found
in the inlet ducts (also found in the inert case although not mentioned above), attached
to the upper and lower walls ≈ 0.075m upstream of the expansion plane, beginning at
the location of the wedge-shaped splitter plate end (indicated by the zero velocity u-
isosurface in Figure 5.16). This slight backflow is caused by the two incoming streams
bending towards the symmetry plane, due to the expansion induced by the shape of
the splitter plate tip. Such a region of reverse flow was also observed by Duchamp de
Lageneste and Pitsch [175]. This phenomenon required some attention in the reacting
simulation, since although this region is very thin, the unsteady nature of any reversed
flow zone means that it can instantaneously stretch to the edge of the expansion plane.
This can then cause reaction to occur upstream of the dump plane. A numerical strat-
egy was therefore adopted to prevent any reaction taking place upstream of the dump
plane (essentially no progress variable value greater than zero was allowed upstream of
the dump plane).
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Figure 5.16: Instantaneous (top) and mean (bottom) streamwise velocity contours in plane z = 0
for case c1. Black line indicates u-isosurface (u = 0)
Instantaneous and mean progress variable contours at plane z = 0 are displayed in
Figure 5.17 for case c1. The structure of the flame can be described as being composed
of essentially three regions. A region attached to the upper and lower walls, where the
temperature reaches its maximum value, indicating the presence of fully burnt gases
in these areas. A second region of cold fresh reactants, located in the core of the duct.
Finally, the region between these two zones that is best described as a reacting mixing
layer, where large scale (i.e., macroscopic) mixing between cold fresh reactants and
hot burnt gases takes place. This region extends from the step corners and grows in
transverse width in the downstream direction. The two regions of combusting mixture
merge where the core region ends. The instantaneous contours show the structure of
the flame, which is wrinkled under the influence of the highly vortical turbulent flow,
developed within the two shear layers. Note that some evidence of the turbulence
generated by the splitter plate can be seen in these figures in the zone of reacting flow
on the duct centreline in the region downstream of x ≈ 0.3m. The flame brush also
appears to flap symmetrically around the centreline. The solid black line represents
the flame front, corresponding to a c-isosurface of c = 0.5. The equivalent plots corre-
sponding to case c2 are not presented, since the flame pattern remains essentially the
same, with only small quantitative changes.
Contours of turbulent kinetic energy for case c1 are displayed in Figure 5.18. Regions
of high turbulent kinetic energy are found on the edge of the separation regions as
mentioned above, confirming the mesh strategy adopted. In addition, Figure 5.18 now
reveals how the wake originating from the tip of the splitter plate creates a region
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Figure 5.17: Instantaneous (top) and mean (bottom) progress variable contours in plane z = 0
for case c1. Black line indicates c-isosurface (c = 0.5)
of considerable turbulence which enhances the reaction rate in the centreline vicin-
ity. The highest levels are however definitely observed in the shear layers developing
from the two step corners (recirculation zones are indicated by the u-isosurface, u = 0).
Figure 5.18: Turbulent kinetic energy (TKE) contours in plane z = 0. Black line indicates
u-isosurface (u = 0.0)
As a qualitative illustration, a vortex-identification method, the so-called Q-criterion
[191], was utilised to visualise predicted 3D vortex structures and evidence the high
turbulence and strongly vortical nature characterising the flow. The variable Q is
defined as:
Q =
1
2
(|Ωij|2 − |Sij|2) (5.6)
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where Ωij and Sij are the vorticity and strain rate tensors, respectively:
Ωij =
1
2
(
∂ui
∂xj
− ∂uj
∂xi
)
and Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
(5.7)
Thus, flow regions with Q > 0 will give the excess of rotation rate relative to the strain
rate in those areas. To identify a vortex structure, the pressure in the eddy is required
to be lower than the ambien pressure. The condition Q > 0 does not guarantee the
existence of a pressure minimum inside the region identified by it however, the pressure
condition is in most cases subsumed by Q > 0, therefore in this thesis the Q-critetion
is used without the additional pressure condition.
Figure 5.19 shows computed isosurfaces of Q = 5 · 104 s−2, coloured by mean axial
velocity contours. Small scale vortices are detected, specially in the near-wall regions,
and larger hairline vortices in the streamwise direction are also observed, mostly present
in the shear layer region.
Figure 5.19: Isosurface of Q = 5 · 104 s−2 in combustion zone. Case c1
As previously mentioned, transverse symmetry was recovered for the reacting flow due
to flow acceleration. Improved symmetry is also observed in the lateral direction. This
is visible in the contour plots in a yz cross-section located 2Hch downstream of the
dump plane. Thus, Figures 5.20 (a) and (b) show instantaneous and mean streamwise
velocity contours; again two central regions of higher velocity are observed, a conse-
quence of the two incoming streams. Lower velocity regions near the walls are observed,
particularly in the transverse direction. To further understand the flow structure, mean
velocity vectors are displayed in Figure 5.20(c); low-speed fluid attached to the left and
right walls moves from the four corners towards the central axis. At the centre of the
left and right walls (Figure 5.20(d)) two pairs of vortices are observed. In each corner
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(Figure 5.20(e)) fluid attached to the bottom (top) wall travels away from the corner
and at some distance from the corner detaches to reverse and travel back to the corner,
together with fluid attached to the lateral wall coming down (up) and fluid coming
from the central region of the bottom (top) wall. In addition, at the centre of the
top and bottom walls, a vortex is observed as fluid is convected into the centre of the
combustion chamber along plane y = 0, bringing hot burnt products towards cold fresh
reactants.
The flow structure in cross-sectional planes is further illustrated in Figure 5.21. Mean
streamwise velocity contours are plotted at xy plane z = −1h and yz planes x =
2.3h, 6h, and 10h. In the first two yz cross-sections, two elliptical high-speed areas
are observed in the centre of the combustor. Further downstream an X-shape region
of lower velocity is observed.
The aerodynamic structure of the flow plays a dominant role in shaping the flame struc-
ture, as seen in Figure 5.22, which provides instantaneous and mean progress variable
contours in a yz plane downstream of the dump plane; these show great structural
similarity with the velocity contours in Figure 5.20. A thick black line in Figure 5.22
indicates the flame front, represented by a c-isosurface=0.5. The instantaneous flame
front is wrinkled by turbulence. The vortex-pair located near the left/right walls, at
the centre of the lateral wall (Figure 5.20(d)), causes a stagnation region where hot
burnt products accumulate, shrinking the area of non-fully burnt gases. In addition,
in the corners, especially near the bottom wall, the effect of vortices (Figure 5.20(e))
on the flame dynamics is again observed. The vortices in the centre of the top/bottom
walls create a deformation of the flame in this zone, stretching it and creating a strong
impingement of reacting gases in the central core of unburnt reactants.
A comparison of numerical results and experimental visualisations regarding the mean
flame shape is displayed in Figure 5.23 for case c2. The mean flame shape was ex-
tracted from experiments using self-luminescence visualisations with a relatively long
time exposure of 1/50s, in the region behind the sudden expansion. In the numeri-
cal results, mean progress variable contours are plotted. The numerical data predict
a cylindrical tube-like shape core region of unburnt gases, and a narrow flame brush,
located between the core region and the upper and lower walls, that extends away from
the step corners and gradually spreads in the downstream direction. The experimental
visualisation shows a core region with a shorter length, a conical or triangular shape
and also a wider flame brush, extending more quickly from the step corners towards
the centreline. These discrepancies in the flame shape are believed to be due to the
neglect in the current LES of any acoustic fluctuations that are certainly present in
the experiments (see turbulence measurements for c2 below). The inclusion of such a
fluctuating velocity contribution would imply more vigorous motion of the instanta-
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(a) (b)
(c)
(d) (e)
Figure 5.20: (a) Instantaneous and (b) mean streamwise velocity contours; (c), (d) and (e)
mean velocity vectors. (d) and (e) show vortex details. yz-plane at x = 2Hch downstream of the
expansion plane
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Figure 5.21: Mean streamwise velocity contours at an xy-plane and yz-planes at different axial
location. Case c1
neous flame brush as well as greater distortion by vortices shed from the dump corners,
and these would cause a dramatic change in the mean flame shape and in particular
its spread. The effects of including this acoustic velocity fluctuation are addressed in
chapter 6.
5.4.4.2 Transverse profiles
In this section, transverse profiles of mean and fluctuating streamwise and transverse
velocities are presented. Figure 5.24 again indicates the axial locations where experi-
mental data are available. In general, for case c1 (lower equivalence ratio) very good
agreement is obtained for both mean and turbulence variables as shown in Figures 5.25-
5.28. The mean flow profiles are characterised by symmetry of the streamwise velocity
u and antisymmetry of the transverse velocity v. The central part of the combustor
duct does not exhibit the strong flow acceleration which is clearly observed in the
near-wall region, indicating the regions where combustion has taken place and density
has decreased. This is consistent with what was observed in the progress variable con-
tours (Figures 5.17 and 5.22). A consequence of the strong and symmetric acceleration
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(a) (b)
Figure 5.22: (a) Instantaneous and (b) mean progress variable contours. Thick black line indi-
cates c-isosurface (c = 0.5)
(a) (b)
Figure 5.23: Mean flame shape indicated by (a) visualisations with time exposure 1/50s [82]
and (b) computed mean progress variable contours. Case c2
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is the shortening of the recirculation zones (with similar length on both upper/lower
walls) compared to the inert case. As far as fluctuating velocities are concerned (Fig-
ures 5.27 and 5.28), these are not considerably modified in magnitude compared to
cold flow, but the shape has changed considerably, with the location of the maximum
values pushed towards the walls and the decrease in magnitude of these peaks in the
downstream direction occurs more rapidly. In the far-field (x/h ≥ 7), the reacting
case c1 exhibits much higher levels of u′ and v′, whilst the inert case presents higher
fluctuating levels in the near-field (x/h ≤ 3), in the development regions of the upper
and lower shear layers. In addition, the double peak on the combustor centreline, as-
sociated with the wake developing from the splitter/trailing edge is still observed for c1.
Figure 5.24: Axial positions where transverse profiles are extracted, for cases c1 (red, top) and
c2 (blue,bottom)
Figure 5.25 shows excellent agreement with LDA measurements, at all axial positions
for the mean streamwise velocity. LES results from Fureby [134] are also plotted, with
similar results to those from the simulations presented in this work. Note that in
Fureby [134], axial positions where transverse profiles were reported corresponded to
axial positions where experimental data [81] for the inert case only were available. It
is the author's belief that this was an error and thus LES results from Fureby [134]
were extracted at the same axial positions as presented in this thesis, which correspond
to available experimental data [81] for the reacting case only. The shape and magni-
tude of the mean transverse velocity (Figure 5.26) are very well predicted, especially
in the central region of the combustor, although the magnitude of the upper and lower
peak values is slightly overpredicted initially but slightly underpredicted further down-
stream. Note that the shape and magnitude of the transverse velocity is very similar
to that obtained in the inert case.
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Figure 5.25: Normalised mean streamwise velocity for case c1 at different axial positions. Ubulk
= 4.4m/s. Experimental data (o) from Besson et al. [81]. Blue line from Fureby [134]
Figure 5.26: Normalised mean transverse velocity for case c1 at different axial positions. Ubulk
= 4.4m/s. Experimental data (o) from Besson et al. [81]
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Figure 5.27: Normalised fluctuating streamwise velocity for case c1 at different axial positions.
Ubulk = 4.4m/s. Experimental data (o) from Besson et al. [81]
Figure 5.28: Normalised fluctuating transverse velocity for case c1 at different axial positions.
Ubulk = 4.4m/s. Experimental data (o) from Besson et al. [81]
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Regarding reacting case c2, it is interesting right away to note that very good agreement
is again obtained for mean velocities, but not so for the turbulence quantities compared
to the c1 results. Streamwise velocity profiles, shown in Figure 5.29, especially for axial
distance x/h ≤ 7 show virtually the same behaviour as Figure 5.25 for case c1. For
positions x/h ≥ 8 underprediction is obtained, and this is very likely due to a too
slow reaction rate predicted by the current combustion model, at least with β = 0.2.
The streamwise velocity underprediction was also reported in [117, 118, 134] for some
of the combustion models tested. This discrepancy certainly cannot be explained by
measurement uncertainties.
Similarly, Figure 5.30 shows mean transverse velocity profiles for case c2, again with
reasonable agreement with experimental data as observed for the c1 simulation. Once
more, the main feature is the antisymmetry of the profiles, showing similar results,
in shape and magnitude, to the profiles obtained for the inert case. For positions
x/h < 2 the agreement is excellent, accurately reproducing magnitude and shape of
the measured data. For positions x/h = 2, 3 and 4, the magnitude of peaks located at
positions y∗ = 0.3 and y∗ = 4 is overpredicted, although shape and magnitude in the
centreline region is very well reproduced. For locations x/h ≥ 7, the antisymmetry in
the transverse direction is perfectly captured, although peaks at position y∗ ≈ 0.9 are
found to be slightly shifted towards the lower wall.
The largest discrepancy between experimental data and LES results for case c2 is found
in the fluctuating streamwise velocity profile predictions (Figure 5.31). The magnitude
is significantly underpredicted, both in the initial region near position x/h = 0 and
in the far-field near position x/h = 10. This is now clear evidence of the effect of a
thermo-acoustic oscillation, which was noted by the experimentalists to be absent at
φ = 0.65 (c1) but present and strong at φ = 0.75 (c2). The presence of a plane wave
fluctuation, which would be measured by the LDA as "turbulence", would have the ef-
fect of flattening the radial profile shapes seen in case c1 and this is indeed so (compare
Figure 5.27 (c1) with Figure 5.31 (c2)). Neglecting the acoustic motion observed in the
experiments, would considerably decrease the fluctuating energy level. Experiments
[82] in fact (see measured spectra presented below) revealed that the contribution of
the periodic coherent motion to the total streamwise velocity fluctuation accounted
for approximately 80% of the fluctuating energy. Note that no pulsating mode was
observed in the experiments for case c1, supporting the fact that different thermal and
acoustic behaviour characterises the flames for the two reacting cases. As a result of
the plane wave effect, the double peak behind the expansion plane is no longer observed
in the measured data, but still remains in the numerical results.
Further support for this argument is provided on examination of the fluctuating trans-
verse velocity profiles for case c2 (Figure 5.32). The quantitative agreement between
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LES and measurements for the transverse fluctuations is effectively the same for both
flows c1 and c2 (compare Figure 5.28 (c1) with Figure 5.32 (c2)). This is again what
would be expected if the unsteady acoustic wave is planar and axially propagating,
since this would affect the axial LDA measurements but leave the transverse turbu-
lence measurements almost unchanged.
5.4.4.3 Power Spectral Density of axial velocity fluctuations
As mentioned in the previous section, a distinctive peak of energy at a frequency of
approximately 50Hz was exhibited in the measured axial spectra in the experimental
data for case c2, confirming the presence of a strong pulsating acoustic mode. This was
totally absent in the spectra for inert flow and also absent or very weak in combusting
case c1. Such a thermo-acoustic instability is commonly found in dump combustors,
as reported by Schadow and Gutmark [85] due to combustion developing in unstable
shear layers from the step corners and if strong enough can lead to vortex shedding.
In the numerical results presented in this chapter, no acoustic effects have been in-
cluded and thus no peaks in the spectra can be predicted. Experimental and numerical
spectra of fluctuating streamwise velocity at a point located in the approach ducts,
on the centreline and 5h upstream of the expansion plane are plotted in Figure 5.33.
A quasi-flat low-frequency region (up to 100Hz) is found in both simulations and ex-
periment, followed by a −5/3 law decay, characteristic of an equilibrium turbulence
energy cascade. After a decade or so of energy decrease, in the LES the −5/3 decay is
replaced by a much faster decrease at higher frequency. In the measured data a very
strong peak at 50Hz is observed (also perhaps the next harmonic) and of course the
−5/3 decay continues to the highest frequency resolvable by the LDA.
In the same location where the spectra shown in Figure 5.33 were extracted, proba-
bility density functions (PDF) of the streamwise velocity component were computed,
together with skewness and flatness factors, and are compared with experimental PDFs
in Figure 5.34. The shape of the PDF for the reacting LES results is very similar to that
obtained for the corresponding inert flow. However, a total departure of the Gaussian-
like shape of the PDF in the experimental data is clearly exhibited in Figure 5.34(b),
where the velocity range is much wider and displays a bimodal character, associated
with the presence of a strong pulsating axial wave motion.
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Figure 5.29: Normalised mean streamwise velocity for case c2 at different axial positions. Ubulk
= 11m/s. Experimental data (o) from Nguyen et al. [82]
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Figure 5.30: Normalised mean transverse velocity for case c2 at different axial positions. Ubulk
= 11m/s. Experimental data (o) from Nguyen et al. [82]
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Figure 5.31: Normalised fluctuating streamwise velocity for case c2 at different axial positions.
Ubulk = 11m/s. Experimental data (o) from Nguyen et al. [82]
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Figure 5.32: Normalised fluctuating transverse velocity for case c2 at different axial positions.
Ubulk = 11m/s. Experimental data (o) from Nguyen et al. [82]
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(a) (b)
Figure 5.33: Energy density spectra of streamwise velocity fluctuations at x = −5h and centred
in the transverse and spanwise directions from (a) LES simulations and (b) experimental data [82].
Case c2
(a) (b)
Figure 5.34: Energy density spectra of streamwise velocity fluctuations at x = −5h and centred
in the transverse direction from (a) LES simulations and (b) experimental data [82]. Case c2
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5.4.4.4 Conclusions
The validation of the implementation of the premixed combustion model described in
chapter 2 into the LULES code has been carried out by comparing the ORACLES mea-
surements for two equivalence ratios φ = 0.65 (c1) and φ = 0.75 (c2) with LES results.
In general very satisfactory results were achieved. The agreement between experimen-
tal data and LES results was in general good for both mean and fluctuating turbulent
data. This was also mainly true for case c2 although a significant discrepancy was
found in the fluctuating velocity particularly for the axial component. However, this
discrepancy was attributed to the neglect of a periodic coherent (acoustic) unsteady
velocity contribution, caused by a strong pulsating plane acoustic wave observed in the
experiments as indicated by a peak in the spectrum for u′ which was totally absent in
the current LES. The next chapter describes how the effects of acoustic waves can be
included in an incompressible LES with inlet forcing, and reacting case c2 is ideal to
assess and validate this methodology. In addition to this, in both cases c1 and c2 the
measured axial velocity further downstream was underpredicted by the LES. This was
evidence of a too slow reaction rate provided by the FSD combustion model, at least
for the parameter value β = 0.2 as used in this chapter. The next chapter also includes
an assessment on the LES predictions of altering the value of β in the FSD model.
Chapter 6
Incompressible combusting LES and
acoustic network model - two way
coupling
6.1 Introduction
The main objective of this chapter is to outline the methodology for two-way coupling
of acoustic wave analysis and incompressible LES simulations of reacting flows. The
first coupling mode described is the extraction of information from an acoustic net-
work analysis to derive an acoustically sensitised inlet boundary condition, aimed at
mimicking the primary inlet flow unsteadiness caused by acoustic waves (which would
be reproduced automatically with a compressible code) and are observed in the exper-
iment. To determine the unsteady "acoustic forcing" that must be prescribed in an
incompressible LES, a network model of the test rig geometry is established and the
modeshape at the specified frequency observed in the experiment predicted.
The second coupling mode to be investigated describes how information can be ex-
tracted from an incompressible combusting LES which includes an inlet forced pulsa-
tion mode at a range of amplitudes to study the way in which this modulates and alters
the flame dynamics and will be the major driving influence on flame response. In other
words this second coupling mode explains how Flame Transfer Functions are deduced
from the LES, and in particular perturbation amplitude dependent FTFs, sometimes
also referred to as a Flame Describing Function (FDF). The identification of a burner
response to acoustic or acoustically induced perturbations, can be seen as an essential
ingredient of predictive methods for combustion thermo-acoustic instability [192196].
In this chapter, results concerning the reacting flow c2 (see Table 5.1 in chapter 5)
including acoustic wave effects are presented. This case has been selected since the
results presented earlier indicate clearly the strong presence of a self-sustained thermo-
acoustic limit cycle at this equivalence ratio. Comparison is also made with results
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for the same case when no acoustic effects were included, taken from chapter 5. A
thorough analysis of the flame response to varying amplitudes of inflow perturbations
is carried out next and predicted FTFs obtained. Finally, these LES-extracted FTFs
are incorporated into an acoustic network model to examine the possibility of predic-
tion of self-sustained limit cycle behaviour. As previously mentioned in chapter 5, to
ensure convergence of the mean values presented in the next sections, all simulations
have been run to a minimum of 15 flow through times.
6.2 Acoustically sensitised incompressible LES inlet
boundary conditions
As already described in 5.3, a data-mined precursor method with time looped read-in
has been successfully used to generate unsteady velocity LES inlet boundary conditions
with realistic turbulent characteristics. Velocity profiles generated agreed very well
with measured data for inert flow. Some reacting experiments however, particularly
case c2, exhibited evidence of a strong plane acoustic wave component (at 50Hz) that
was neglected in the results presented in the previous chapter. This periodic compo-
nent will now be included by means of adding an acoustically sensitised inlet boundary
perturbation. In the experiments this coherent periodic motion was observed only in
the streamwise direction, since a peak was present in the spectrum for the streamwise
velocity component, whereas no peak was visible for the transverse velocity [197]; it
has here therefore been added only to the axial velocity (u).
The nature of the incoming flow revealed in the ORACLES case c2 experiments suggests
a triple-decomposition of the instantaneous incoming streamwise velocity (only u needs
to be considered as an acoustic plane wave is assumed), as proposed in [82] :
u(xin, y, z, t) = u¯xin(y, z) + u
′
p(xin, t) + u
′
s(xin, y, z, t) (6.1)
where xin indicates the location of the LES domain inlet plane, u¯ stands for the long
time-averaged contribution, u′p is a periodic coherent (acoustic) contribution, and u
′
s
represents stochastic turbulent fluctuations. The periodic fluctuation at any location
x in the whole geometry may be assumed to be of the form:
u′p(x, t) = UbulkA(x)sin(2pift) (6.2)
where Ubulk is the mean bulk velocity, A(x) determines the acoustic velocity perturba-
tion amplitude, which will depend on axial location within the experimental geometry,
since an acoustic mode shape will be present, and f is frequency.
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As confirmed by experimental data [82] , the stochastic contribution upstream of the
dump plane (x = −0.1495m) was not modified by the presence of combustion (even
in case c2), only by acoustics; the increase in the level of the fluctuating streamwise
velocity observed was purely due to the appearance of a strongly energetic plane wave
motion. Thus, the method adopted in section 5.3 to specify the mean and stochastic
turbulent fluctuations, u and u′s, at the LES domain inlet may be retained and only the
periodic contribution u′p at the LES domain inlet plane needs to be determined. For
low acoustic frequencies (50Hz), whose wavelengths are long in comparison with the
duct diameter, only plane acoustic waves carry energy [198] . The acoustic component
u′p in an incompressible simulation has to be input as a superimposed numerical forcing
at the LES domain inlet. The experiments indicate that the acoustic frequency was
f=50Hz, and the measured rms of the periodic fluctuation at an axial location in the
inlet duct at xM = −0.1495m upstream of the dump plane (see [82]) was:√
u′2p,xM/Ubulk = 0.18 (6.3)
In contrast to previous authors' attempts to include inlet forcing [117, 118], in the
present work the resonant acoustic modes of the whole experimental geometry have
been determined from the LOTAN code described in chapter 4. LOTAN was set up
for the experimental geometry shown in Figure 5.1(a) (NB. There are some uncertain-
ties, e.g. geometric and dimensional details not available in the published material on
the experiments, particularly in connection with the correct description of inlet and
exit acoustic impedances which will be further addressed below). Figure 6.1 presents
a schematic corresponding to the simplest possible interpretation. Boundary condi-
tions were set assuming an acoustically closed boundary (u′p = 0) at the left hand end
(the porous plate location) and an acoustically open end (p′p = 0) at the right hand
end where the combustor chamber terminates (before entering a water cooled diffuser)
(probably) open to atmosphere. Finally a STEADY calculation was performed as de-
fined in chapter 4. This predicted a resonant mode at a frequency 50.35Hz which is
closely related to the half wave mode of the approach ducts (55.5Hz). Secondly, to
estimate the modal characteristics of the 50Hz plane acoustic wave in the ORACLES
geometry, a FORCED calculation at 50Hz was performed, locating the source of forcing
at the dump plane. The predicted mode shape is displayed in Figure 6.2.
It is worth mentioning that a frequency of 50Hz gives a Strouhal number St = fh/Udp ≈
0.19, based on the step height h = 0.0299m and the mean streamwise velocity at the
dump plane Udp ≈ 8m/s; this is close to the value of 0.2 typical of vortex shedding
frequencies observed behind obstacles. It is therefore likely that the thermo-acoustic
frequency is such that it locks onto at a natural frequency mode driven by a vortex
shedding process [117].
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Figure 6.1: 2D sketch of the LOTAN configuration
Figure 6.2: Non-dimensional pressure (left) and acoustic velocity (right) of 50Hz mode obtained
from LOTAN
If linearity of the acoustic field is assumed, the dimensional amplitude of the acoustic
velocity Ubulk · A(x), at the self-sustained conditions determined by the flame response
in the experiments, can be evaluated at any location x once the dimensional amplitude
at one location is fixed for the dimensionless mode shape shown in Figure 6.2. Thus, at
the measurement location xM , A(xM) is "calibrated" using equation (6.2) and the mea-
sured rms in equation (6.3) giving a value of A(xM) = 0.26. Then, values of acoustic
velocities at other points in x can be scaled linearly according to the dimensional value
A(xM) = 0.26 and the modeshape in Figure 6.2 (b). Note also that according to the
modeshape (Figure 6.2 (b)), the amplitude at the dump plane xdpl = 0 will be slightly
higher (≈ 5%) than at the measurement plane xM = −0.1495m. In incompressible
LES predictions, however, the periodic forcing component amplitude will stay sensibly
constant between the LES domain inlet (at x ≈ −0.15m) and the dump plane. It is
arguable that the most important acoustic perturbation characteristic to be included
is the fluctuating velocity at xdpl, where vortex shedding is initiated. Therefore, the
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dimensional amplitude of the forcing velocity at the LES inlet plane has been selected
to create the perturbation amplitude evaluated from the modeshape at xdpl. The value
identified for A(xdpl) following this argument is 0.29, and this is the value which has
been used initially to dimensionalise the periodic forcing component u′p at the LES
domain inlet. Note also, however, that, as stated above, the acoustic network analysis
has had to be set up making some assumptions about the experimental geometry and
assuming idealised boundary conditions; therefore the above analysis cannot be taken
as perfectly accurate.
The value of A=0.29 resulted in very good agreement with experimental rms data at
xM . Given the uncertainties and simplifications in the LOTAN calculation a small
deviation from the value 0.29 was explored, and A=0.31 gave the best fit (Fig 6.3(b)).
The mean streamwise velocity from forced LES predictions in the approach ducts is
shown in Figure 6.3(a), and as expected did not differ from the unforced prediction
(A=0), exhibiting very good agreement with experimental data. Figure 6.3(b) shows
that in comparison with the A=0 unforced result, using A=0.31 gives excellent agree-
ment with the measured fluctuating axial rms value. The approach followed in the
present work offers an alternative route for determining acoustically sensitised incom-
pressible LES inlet conditions compared to the trial and error approach of [116118].
(a) (b)
Figure 6.3: (a) Mean and (b) fluctuating streamwise velocity in inlet duct (x = −0.1495m,
z = 0) for reacting case c2 and forcing amplitude A=0.31 with experimental data (symbols). (b)
fluctuations for simulations with no periodic forcing and various forcing.
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Further support for this approach comes from examination of LES predicted spectra
for axial velocity from this forced simulation at two different points located on the
centreline of the approach duct and in the flame front region. These show well-defined
peaks at 50Hz, as displayed in Figure 6.4 (red line). Spectra for the axial velocity
at the same points for the unforced calculation are also displayed (green line). It is
apparent that even in the approach duct there is some interaction between the acoustic
forcing and the turbulence since the level of fluctuating energy in the approach duct
(Figure 6.4(a)) is higher when forcing is applied, consistent with Figure 6.3(b). Note
also that in contrast to this the spectrum for the forced case at the point located in
the flame (Figure 6.4(b), red line) reveals rather little increase in overall energy level,
although harmonics of the 50Hz mode appear in spite of forcing being applied at a
single frequency. These observations are typical of unsteady flow in dump combustors,
as reported in [199], who attributed these changes to the mechanism of combustion
developing in unstable shear layers, such as the ones created at the two step corners in
the ORACLES experiment.
(a) (b)
Figure 6.4: Spectra of fluctuating streamwise velocity at (a) point in inlet duct (x = −0.1495m,
y = 0.0202m) and (b) point in flame front region for unforced (green line) and forced (red line)
calculations. Both points located in plane z = 0.
The probability density functions (PDFs) of the streamwise velocity component have
been computed at a point on the centreline of the upper approach duct, (x = −0.1495m
and z = 0). PDFs from unforced and forced calculations and also from measured data
are plotted in Figure 6.5. The agreement with measured data (Figure 6.5(c)) is very
good for the forced case (Figure 6.5(b)), and the skewness and flatness factors (see
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equation 5.5 for definition) accurately fit the experimental values. Although the two
spikes are shifted slightly to the left, peaking at values of 12 m/s and 18 m/s whereas
the experimental values are 13 m/s and 19 m/s, the measured shape is well repre-
sented. Reference to the measured PDFs for reacting case c1 in the previous chapter
shows that any evidence of an acoustic mode was much weaker compared to case c2,
with no evidence of any bimodal PDF.
6.3 Results of forced reacting flow simulation
6.3.1 Contour plots
In this section, xy plots of different variables are shown. The symmetry of the mean
flow, due to the strong acceleration caused by the flame still remains when the pe-
riodic coherent motion is included. In Figure 6.6, instantaneous and time-averaged
streamwise velocity contours on plane z = 0 are displayed. Identical upper and lower
recirculation zones of length 2.5h were obtained. This value compares well with the
2.3h experimental value reported in [82]. The value obtained is slightly higher than
the value provided in the previous chapter for an unforced simulation of case c2 (2.4h);
the inclusion of the periodic coherent contribution does not influence any of the mean
flow features to any great extent.
Instantaneous contours of progress variable in plane z = 0, showing the flame shape
at different instants during a period of forced oscillation, are depicted in Figure 6.7.
A dramatic change in flame shape is evidenced when forcing is applied, as the flame
front transitions between a broadly cylindrical shape and a triangular shape at different
parts of the cycle. A clear vortex roll-up process taking place in the vicinity of the step
corners can be distinguished. The flapping of the instantaneous flame brush is inten-
sified significantly under forcing conditions, following a cyclic process where the flame
front continuously expands and shrinks, with a consequent considerable broadening of
the mean flame brush. The flame shape and location are changed dramatically by the
oscillation. This creates pockets of unburned gases at the dump plane that penetrate
outwards towards the combustor wall as they travel downstream. The triangular flame
front is wrinkled by turbulent large scale eddy distortion. Zero phase has been chosen
to coincide with a zero and increasing acoustic perturbation velocity at the dump plane.
Between phase angle ψ = 0 and ψ = pi/2, when the incoming mass flow rate reaches
its maximum value at the dump plane, there is a pulse of cold mixture injected into
the combustor. A counterrotating vortex pair is created in the shear layers at the step
corners, bringing fresh reactants into the step region that decrease the local tempera-
ture. As fresh reactant enters the combustor, the central core elongates downstream,
transporting colder mixture and reducing the temperature further downstream. From
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(a) (b)
(c)
Figure 6.5: Probability density functions (PDFs) of streamwise velocity on the centreline of the
upper inlet duct and 0.15m upstream of the dump plane for case c2 from LES calculations (a) with
no forcing and (b) under forced conditions with A=0.31, and (c) from experimental data [82]
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Figure 6.6: Instantaneous (top) and mean (bottom) streamwise velocity contours on plane z = 0
for case c2 under forced conditions with A=0.31
phase angle ψ = pi, the flame front broadens and impinges on upper and lower walls
at a phase angle of around ψ = 5pi/4; this is when the flame front has its shortest
and most cylindrical shape. At this time, a pocket of cold reactants detaches from
the central main core and moves towards the exit of the combustor. At phase angle
ψ = 3pi/2, the mass flow rate of cold reactants at the dump plane reaches its mini-
mum and the flux of fresh mixture into the step corner regions is reduced, allowing the
temperature to remain high due to stagnant hot burnt gases. The interaction of the
flame with upper and lower walls is intensified compared to the unforced case, since
the flame front moves backwards and forwards at the same time that it expands and
shrinks cyclically under the influence of forcing. These cyclic unsteady processes will
clearly be a major driving influence on the Flame Transfer Function.
To indicate the shape of the instantaneous forced flame in the experiments, self-
luminescence visualisation pictures with a short time exposure of 1/500 were captured
(Figure 6.8). This visualisation corresponds to a spanwise integration of the combus-
tion zone but is still a good guide to the instantaneous shape and it allows to recognise
the periodic sequence of flame morphology that is associated with the flapping of the
two anchored flame brushes; at the instant captured in Figure 6.8 the flame front is
close and moving towards the walls.
Figure 6.9 shows time-averaged numerical predictions for progress variable under both
forced and unforced conditions together with a long time exposure self-luminescence
visualisation taken from the experiments. A clear qualitative improvement in represent-
ing the flame pattern observed in the experiments is achieved when forcing is applied.
For the unforced case, a cylindrical flame front between cold and reacting gases is
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(a) ψ = 0 (b) ψ = pi/4
(c) ψ = pi/2 (d) ψ = 3pi/4
(e) ψ = pi (f) ψ = 5pi/4
(g) ψ = 3pi/2 (h) ψ = 7pi/4
Figure 6.7: Instantaneous progress variable (plane z = 0) at different phase angles ψ = 0, pi/4,
pi/2, 3pi/4, pi, 5pi/4, 3pi/2 and 7pi/4 in an acoustic cycle (f=50Hz, A=0.31). Black line indicates
c-isosurface (c = 0.5)
obtained, whereas an inwards oriented triangular shape is recovered when forcing is in-
cluded, reproducing the measured data. The symmetric flapping of the instantaneous
flame brushes in the forced case creates a wider (compared to the unforced case) mean
flame brush, which is well predicted in size only when forcing is applied. A smaller
region of almost stagnant hot burnt gases in the upper and lower corners is observed
for the forced case, again consistent with experimental visualisation, and a consequence
of the vortex roll-up process. It is worth noting that by comparing the experimental
visualisations in Figures 6.8 and 6.9 it is apparent that the mean flow structure is far
from being representative of any instantaneous state of the flame.
Contour plots of predicted mean turbulent kinetic energy (TKE) are presented in Fig-
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Figure 6.8: Experimental self-luminescence visualisation picture ((short) 1/500s time exposure)
in combustion zone downstream of the dump plane
Figure 6.9: (Left) Experimental self-luminescence visualisation ((long) 1/50s time exposure) and
numerical time-averaged progress variable contour in the combustion zone downstream of the dump
plane for unforced (middle) and forced (right) cases. Plane z = 0
ure 6.10. The spatial distribution of the TKE contours is very similar to that obtained
for the unforced case (see Figure 5.18), with peak values in the shear layers developing
from the two step corners, a region of low TKE in the centre of the combustor and a
region of moderately high TKE caused by the wake originating at the tip of the split-
ter plate. Despite this similarity, it is obvious that much higher levels of "apparent"
TKE are obtained when forcing is applied, due to the increased streamwise velocity
fluctuation level. This increased fluctuating energy includes the periodic contribution,
which of course is not strictly "turbulence", but is picked up as such by the averaging
process. This is most evident in the approach ducts, where a value of approximately
3.2m2/s2 is obtained on the centreline, compared to the value of 0.22 m2/s2 obtained
in the unforced case. Likewise, peak values reached in the shear layers regions are
6.6 m2/s2 and 13.2 m2/s2, and values in the dump plane and centreline of the com-
bustor are 1.9 m2/s2 and 3.38 m2/s2, for unforced and forced calculations, respectively.
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Figure 6.10: Turbulent kinetic energy (TKE) contours in plane z = 0 for case c2 under forced
conditions. Black line indicates u-isosurface (u = 0.0)
6.3.2 Transverse profiles
Transverse profiles of statistical moments of axial and transverse velocities are pre-
sented in this section (Figures 6.11-6.14); these plots include profiles from the unforced
simulation for comparison purposes, corresponding to results already seen in chapter 5.
As mentioned earlier, mean streamwise velocity profiles are characterised by perfect
symmetry, whereas antisymmetric behaviour is observed in the mean transverse veloc-
ity. These features are not modified by the periodic motion. Fluctuating velocities
are also characterised by symmetry, with peaks located on both sides of the combus-
tor centreline. Local maxima found on the combustor centreline (wake of the splitter
plate), are scarcely observed in the measured data, although predicted results exhibit
these maxima in regions near the dump plane. In general, a considerable increase in
fluctuating velocity amplitudes is observed when forcing is applied.
The axial positions where comparison with measured data is made are the same as
used earlier (see Figure 5.24).
Figure 6.11 shows transverse profiles of mean streamwise velocity. The agreement with
the experimental data is very good when forcing is introduced with profiles not differing
much from the unforced results, but where there are differences these are (by and large)
marginal improvements. For x/h ≤ 4, the agreement is excellent and predicted results
show a clear improvement near both lower and upper walls with respect to the unforced
case. At axial locations x/h ≥ 7 CFD results underpredict experimental data. This
tendency was already observed in the unforced calculation. As already pointed out,
the combustion model employed is responsible for this, implying a lower heat release
than measured, thus less reduced density. The same value of the FSD parameter β has
been used so far and this will be explored further below.
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Transverse profiles of mean transverse velocity are shown in Figure 6.12. The agreement
with LDA measurements is good, reproducing perfectly the antisymmetric behaviour
and also the magnitude of the profiles. At x/h = 0 the agreement is excellent. The
largest discrepancy is observed at axial location x/h = 1, where a flat predicted profile
underestimates the measured double peak observed in the experiments. The peaks in
the predictions do appear but only further downstream. For axial positions x/h ≥ 2
the shape of the predicted profiles where forcing is included accurately describes the
measured data, with a clear improvement over the unforced case.
Fluctuating velocity profiles are plotted in Figures 6.13 and 6.14 and it is here where
the largest change is brought about by forcing. At positions x/h = 0 to x/h = 4 the
predicted streamwise profiles reproduce the measured data very well when forcing is
introduced, although some overprediction occurs near the walls (where the LES mesh
is not wall-resolving). The transverse fluctuations capture the shape but overpredict
the magnitude. Between x/h = 4 to x/h = 7 the experimental data for axial fluctu-
ations shows a noticeable increase; this is reproduced also by the forced calculation,
although overpredicted in strength. This is the region of wall vortex interaction, which
seems to be too intense in the current forced simulation. At positions 7 ≤ x/h ≤ 9,
the predicted results overestimate the measured data for both fluctuating components,
although the shape is captured correctly.
LES predictions from Duwig [118] and Duwig and Fureby [117] for mean and fluctu-
ating velocities at several axial positions have also been plotted in the figures above,
represented by blue and green lines, respectively. In both cases the amplitude of forcing
used was A=0.27. Duwig [118] used a progress variable approach and modelled both
subgrid transport and subgrid reaction with a flamelet closure from [136]. Thus, a pi
function is introduced to model these two terms. pi = pi(c˜, a) followed a Gaussian distri-
bution (in physical space) of the heat release, where a was a nondimensional parameter
relating the integral reaction rate across the front to diffusion. The pi function forced
the progress variable to range from 0 to 1 and also the pi-diffusion balance led to correct
filtered flame propagation speed. Duwig and Fureby [117] investigated two different
flamelet modelling: first a filtered flamelet model based on a pi function, pi(c˜, a), such
as the one used by Duwig [118]; second a propagation flamelet model from [134], with a
fractal flame wrinkling factor model used to close the filtered flame front displacement
term. Results for the two flamelet modelling approaches showed small differences. The
results from Duwig [118] and Duwig and Fureby [117] are very similar, in magnitude
as well as in shape, to those obtained in the present project. For x/h ≥ 7, especially
at x/h = 10, a higher magnitude for mean and fluctuating velocities was obtained
in [118] and [117], attributed to the combustion model inducing a higher flow accel-
eration. At these axial locations, measured data were overpredicted by results from
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Figure 6.11: Normalised mean streamwise velocity for case c2 at different axial positions for
forced (red line) and unforced (black line) cases. Ubulk = 11m/s. Experimental data (o) from
Nguyen et al. [82]. Blue line from Duwig [118]. Green line from Duwig and Fureby [117]
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Figure 6.12: Normalised mean transverse velocity for case c2 at different axial positions for
forced (red line) and unforced (black line) cases. Ubulk = 11m/s. Experimental data (o) from
Nguyen et al. [82]. Blue line from Duwig [118]
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Figure 6.13: Normalised fluctuating streamwise velocity for case c2 at different axial positions
for forced (red line) and unforced (black line) cases. Ubulk = 11m/s. Experimental data (o) from
Nguyen et al. [82]. Blue line from Duwig [118]. Green line from Duwig and Fureby [117]
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Figure 6.14: Normalised fluctuating transverse velocity for case c2 at different axial positions
for forced (red line) and unforced (black line) cases. Ubulk = 11m/s. Experimental data (o) from
Nguyen et al. [82]. Blue line from Duwig [118]
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Duwig and Duwig and Fureby compared to better agreement obtained in the present
simulations. For x/h ≤ 4 results presented in this work and those from Duwig and
Duwig and Fureby are very similar, achieving comparable accuracy with measurements.
6.3.3 3D contour plots
Figure 6.15 displays c-isosurfaces of the progress variable (c = 0.5) to illustrate the
flame morphology. Results for unforced and forced cases are shown to emphasise the
dramatic change in flame dynamics when forcing is included. The roughly cylindrical
flame front shape in Figure 6.15(a) contrasts with the triangular shape observed in
Figure 6.15(b), after the vortex pair induced by inlet forcing, originated at the step
corners. In addition, the modified interaction of the flame with upper and lower walls
is clearly observed in Figure 6.15(b).
6.4 Flame response - extraction of amplitude depen-
dent Flame Transfer Function (FTF) calculations
and incorporation into thermo-acoustic network
model
6.4.1 Introduction
To predict thermo-acoustic phenomena, it is necessary to estimate the flame response
to flow field perturbations. This is described analytically via a Flame Transfer Func-
tion (FTF). In the context of the perfectly premixed ORACLES flame considered here
(where the equivalence ratio is constant) the FTF may be expressed as the ratio of
normalised heat release rate fluctuations to normalised inlet mass flow rate perturba-
tions:
FTF (f, A) =
Q˙′(f, A)/Q˙
m˙′(f, A)/m˙
(6.4)
where Q˙ and m˙ are long time-averaged heat release rate and mass flow rate respectively,
Q˙′(f, A) and m˙′(f, A) are fluctuating heat release rate and fluctuating mass flow rate, f
indicates frequency and A =|m˙′(f, A)|/m˙ corresponds to the forcing amplitude. Once
known, the FTF can be incorporated as a source term in a thermo-acoustic network
model, as described by Dowling and Stow [6]. For the present flow conditions pressure,
density and temperature fluctuations at the inlet are small compared to their mean
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(a)
(b)
Figure 6.15: Flame shape visualised by instantaneous c-isosurfaces (c = 0.5) for (a) unforced
case and (b) forced case c2 at phase angle ψ = pi/4
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values. In addition, although velocity perturbations are small compared to the speed
of sound, they are larger compared to the mean flow velocity, making it a reasonable
assumption that inlet velocity fluctuations have the major influence on the unsteady
combustion. Furthermore, at the dump plane:
u′
u
≈ m˙
′
m˙
(6.5)
Both analytical and experimental studies [91, 92, 105] show that both linear and non-
linear regimes can be identified in the flame response to perturbations for a given
frequency. In the linear regime, the gain (amplitude of FTF in equation (6.4)) remains
constant as forcing amplitude A is increased, up to the point where nonlinear effects
become important and the gain then begins to decrease with increasing A. This is
relevant in order to understand the mechanism of limit cycle combustion instability:
the linear response determines the frequency and growth rate of the instability and
the nonlinear response determines the final amplitude of the instability [200202]. In
general, the flame acts as a low pass filter, that is the gain decreases when frequency
is increased, for a fixed forcing amplitude [95].
A numerical study of flame response based on a series of combusting LES simulations
of the ORACLES test case c2 at different forcing amplitudes and fixed frequency has
been performed and is presented in the next sections. First, the procedure used to cal-
culate the unsteady heat release rate is described, as well as two different approaches
to extract the FTF from numerical simulation results. Secondly, results of extracted
FTFs are shown, linear and nonlinear regimes are identified, and saturation mecha-
nisms discussed. Finally, the LES predicted amplitude dependent FTFs are introduced
as a source term into a thermo-acoustic network model, to examine stability predic-
tions and explore the possibility of identifying an equilibrium, self-sustained limit cycle
behaviour.
6.4.2 Instantaneous heat release rate calculation
For a given volume Ω of the combustor, the total heat release rate within this volume
at any instant of time is given by :
Q˙Ω =
∫
Ω
ω˙TdΩ (6.6)
where ω˙T is the heat release rate per unit volume due to combustion:
ω˙T = −
∑
k=1,N
∆h0f,kω˙k (6.7)
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∆h0f,k and ω˙k are the enthalpy of formation and the reaction rate per unit volume,
respectively, of species k.
Assuming a single-step irreversible chemical reaction, with fuel and oxidiser as reac-
tants, the heat release rate, ω˙T , the fuel reaction rate, ω˙F , and the chemical reaction
term in the progress variable transport equation, ω˙c, are related via:
ω˙T = −Qhr ω˙F
ω˙c = −ω˙F/Y 1F
}
=⇒ ω˙T = Qhr Y 1F ω˙c (6.8)
where Qhr is the fuel heat capacity (for propane ≈ 46.600kJ/kg) and Y 1F is the fuel mass
fraction in the unburnt mixture (≈ 0.046 for combustion of propane in air at φ = 0.75).
When a CFD simulation is performed on a discretised computational domain, equation
(6.6) can be recast as:
Q˙Ω =
∫
Ω
ω˙TdΩ ≡
∑
i
ω˙T,∆Ωi∆Ωi (6.9)
where Ω =
∑
i∆Ωi, and ∆Ωi represents a discretisation control volume.
An algebraic Flame Surface Density approach has been employed to model the frame
front displacement (equation (2.38)); thus, assuming that ρuslΣ = ω˙c the total heat
release rate can be written
Q˙Ω =
∑
i
ω˙T,∆ΩidΩi =
∑
i
Qhr Y
1
F ω˙c,∆Ωi∆Ωi =
∑
i
Qhr Y
1
F ρuslΣ∆Ωi∆Ωi (6.10)
and this total instantaneous heat release rate within volume Ω (Q˙Ω) may be calculated
at the end of every LES time step. Once the time-series of heat release rate is obtained,
time-averaging to obtain QΩ and hence Q
′
Ω may easily be performed.
6.4.3 FTF calculation
Two different methodologies to extract an FTF from LES numerical results have been
used and compared, namely cycle-averaging and Fourier series analysis. In both cases
time-series of the mass flow rate at the dump plane (the signal) and the time-series
of the total instantaneous heat release rate within the combustor volume (equation
(6.10), the response) were stored for every LES time step. Only an integer number
of complete cycles from these time-series is then considered, again taking zero phase
to coincide with the time of zero and increasing unsteady mass flow rate at the dump
plane. The two methodologies for post-processing these data to deduce the FTF are
briefly explained below:
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(a) Cycle-averaging. A sample period, (0, NcyT ), of signal and response is anal-
ysed, where Ncy is the total number of cycles saved from the simulation, T = 1/f
is the period and f is the forcing frequency. Every interval (nT, (n+1)T ), for any
0 ≤ n < Ncy, is divided into 1000 equispaced intervals, Ii,n = (nT + i∆t, nT +
(i + 1)∆t), where 0 ≤ i < 999 and ∆t = T/1000. For a fixed interval i, val-
ues of signal and response belonging to intervals Ii,n, for any 0 ≤ n < Ncy, are
averaged (summed and divided by total number of instances). This is repeated
for each interval i. At the end of the process 1000 averaged values (for both
signal and response) are obtained, for 1000 time points in the interval (0,T ).
Then the resulting curves for signal and response are normalised by their respec-
tive time-averaged values (m˙ and Q˙). The magnitudes of normalised fluctuating
mass flow rate, |m˙′|/m˙, and normalised fluctuating heat release rate, |Q˙′|/Q˙
(where m˙′ = m˙ − m˙ and Q˙′ = Q˙ − Q˙), are then evaluated, enabling the gain
(K) of the FTF to be calculated (K = (|Q˙′|/Q˙)/(|m˙′|/m˙)). The phase of the
FTF corresponds to the phase difference between the maximum amplitudes of
the cycle-averaged normalised signal and response curves. Figure 6.16 plots a
schematic of the variables used in the FTF parameter calculation.
Figure 6.16: Sketch with variables used in the FTF parameters calculation
(b) Fourier series analysis. The main attraction of the Fourier series method is its
ability to express any periodic function as a sum of simple waves mathematically
represented by sines and cosines.
For a periodic function g(x) integrable on [−pi, pi], the numbers:
an =
1
pi
∫ pi
−pi
g(x) cos(nx)dx, n ≥ 0 (6.11)
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and
bn =
1
pi
∫ pi
−pi
g(x) sin(nx)dx, n ≥ 1 (6.12)
are referred to as Fourier coefficients. The partial sums of the Fourier series for
g are:
(SNg)(x) =
a0
2
+
N∑
n=1
[an cos(nx) + bn sin(nx)] (6.13)
which approximates the value g(x) and also satisfies:
lim
N→+∞
(SNg)(x) = g(x) (6.14)
The infinite sum:
a0
2
+
+∞∑
n=1
[an cos(nx) + bn sin(nx)] = g(x) (6.15)
is called the Fourier series of g.
If Euler's formula is used:
einx = cos(nx) + i sin(nx) (6.16)
then a compact formulation of equation (6.15) can be written:
g(x) =
+∞∑
n=−∞
cne
inx (6.17)
where the Fourier coefficients cn are then given by:
cn =
1
2pi
∫ pi
−pi
g(x)e−inxdx (6.18)
Hence, Fourier coefficients an, bn and cn may be related via:
cn =

1
2
(an − ibn) n > 0
1
2
a0 n = 0
1
2
(a−n + ib−n) n < 0
(6.19)
This Fourier series analysis can easily be generalised to any function f(t) which
is periodic in all R, with period T , and integrable in an interval [a, a + T ]. It
then follows that:
f(t) =
+∞∑
n=−∞
c′ne
i2pi n
T
t (6.20)
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where the coefficients c′n are defined by :
c′n =
1
T
∫ a+T
a
f(t)e−i2pi
n
T
tdt (6.21)
a is an arbitrary choice, although the most popular choices are 0 and −T/2.
Equations (6.20) and (6.21) are equivalent to equations (6.17) and (6.18) once
a change of variable x := 2pit
T
is imposed. Thus, if f(t) is a periodic function
in the interval [−T/2, T/2] it follows that f(t) = f(x T
2pi
) =: f(x′) and f(x′) is
a function with period 2pi in the interval [−pi, pi] to which the Fourier analysis
described above can be applied.
Likewise, equation (6.19) still holds, with the corresponding a′n, b
′
n and c
′
n defined
as:
a′n =
1
(T/2)
∫ T/2
−T/2
f(t) cos
(
2pi
n
T
t
)
dt (6.22)
b′n =
1
(T/2)
∫ T/2
−T/2
f(t) sin
(
2pi
n
T
t
)
dt (6.23)
and
c′n =
1
T
∫ T/2
−T/2
f(t)e−i2pi
n
T
tdt (6.24)
Note that due to the sine and cosine properties, it is possible to recover the
contribution of each individual wave in the Fourier series by integration. In par-
ticular, when Euler's formula is used, the Fourier series can be written in terms of
the basic waves e2piiξ, which allows the Fourier coefficients to be complex valued.
The usual interpretation of these complex numbers is that they give both the
amplitude (size) and phase (angle) of a specific wave.
There is also a close relation between Fourier series analysis and the Fourier
transform of an integrable function f : R −→ C. The latter is defined by:
fˆ(ξ) =
∫ +∞
−∞
f(t)e−i2piξtdt (6.25)
If the variable t represents time (s), then ξ represents frequency (Hz).
If f is a function which is zero outside an interval, and T is large enough that the
interval [−T/2, T/2] contains all regions in which f is not identically zero, then
the nth series coefficient c′n is given by equation (6.24). It directly follows that
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c′n = fˆ(n/T ), since the function f is zero outside the interval [−T/2, T/2].
This analysis has been applied to the function f(t) describing the time series of
the unsteady instantaneous heat release rate (see Figure 6.17, where both un-
steady instantaneous mass flow rate (signal) and heat release rate (response) are
plotted). The function is assumed to be periodic, with period T = 1/ξ, where ξ
represents frequency . Likewise, the function is considered over an interval long
enough that it can be assumed to contain the complete time series. Thus, in
order to calculate the amplitude and phase of a specific wave ei2piξ (or frequency
ξ = n/T ) the complex valued coefficient c′n = fˆ(ξ) = fˆ(n/T ) must be evalu-
ated. If the wave to be quantified corresponds to the predominant frequency
1/T , rather than its harmonics, then c′1 is calculated, defined from (6.24). Nu-
merical integration (using a Trapezoidal rule) of equations (6.22) and (6.23) is
performed and equation (6.19) is utilised to calculate the value of c′1. In the
Fourier transform, negative frequencies ξ must be included. Waves ei2piξ and
e−i2piξ both complete one cycle per second, although they represent different fre-
quencies in the Fourier transform. However, in the Fourier series analysis, they
represent the same wave, thus the total amount of a wave at frequency n/T cor-
responds to cn + c−n = an + ibn, for n > 0.
A trapezoidal rule approximation is applied to the Fourier coefficients, e.g. for
equation (6.22):
a′n =
1
(tN − t0)/2
N∑
i=1
∫ ti
ti−1
f(t) cos(2pi
n
T
t)dt (6.26)
and each integral in the summation is approximated using:∫ ti
ti−1
f(t) cos(2pi
n
T
t)dt ≈ (ti − ti−1)
f(ti−1) cos(2pi nT ti−1) + f(ti) cos(2pi
n
T
ti)
2
(6.27)
6.4.4 FTF results
One characteristic feature of the ORACLES experiment is that a long flame zone down-
stream of the dump plane exists. The fully burnt state is attained approximately 1.2m
downstream of the dump plane, which demands a longer computational domain than
was needed for comparison with the region in which the velocity and turbulence mea-
surements described above were made. In addition, flame acoustic compactness is no
longer clearly valid as an approximation since the acoustic wavelength at frequency
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Figure 6.17: Unsteady instantaneous mass flow rate and heat release rate for case c2
f=50Hz and an intermediate temperature of 1000K is around 12m, only ten times
the total flame length. Thus the burning process can no longer be assumed to take
place in a thin flame front in comparison to the acoustic wavelength. The heat re-
lease is axially distributed over a considerable length and the local flame response to
inlet perturbations, in amplitude and phase, will be highly dependent on axial posi-
tion. Therefore, in order to ensure adequate capture of the physics of this distributed
flame and to ensure this is properly represented in the extracted FTFs, the following
approach was adopted: (1) for LES calculations to determine FTFs the computational
domain was extended, in order to include a significant percentage (≈ 90%) of the total
heat release, (2) this extended computational domain was subdivided into axial slices
and the volume-averaged unsteady heat release rate as defined above was evaluated
separately for each slice, in order to ensure that the local flame response had been
captured accurately, and (3) LES predictions for a range of forcing amplitudes at 50Hz
frequency were carried out for the extended computational domain.
The computational domain was extended from x = 0.45m to x = 1.1m downstream of
the dump plane. Thus, extra blocks were added in the axial direction and a similar
cross-section and axial mesh resolution as used in previous simulations was maintained,
leading to a mesh of ≈ 4.5 · 106 grid nodes. This domain contains ≈ 90% of the total
mean heat release. Figure 6.18 shows the predicted local time-averaged heat release
versus axial distance observed for simulations at different forcing amplitudes. The
local mean heat release is expressed in Figure 6.18 as a percentage of the maximum
achievable mean heat release for this equivalence ratio (Q˙total = 280kW , obtained from
CANTERA[124] or from the formula Q˙total = m˙ · Y 1F · Qhr). It is noticeable that for
most of the combustor the distribution remains approximately the same for different
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forcing amplitudes. However, in the first part of the combustor (0 < x < 0.2m), ap-
preciable differences are visible. This is undoubtedly caused by the changing strength
of mixing of hot and unburnt gases induced by the different strength of vortices shed
from the dump plane and subsequently rolling up as the forcing amplitude increases.
The different turbulence characteristics under increasing forcing conditions prompts a
change in the flame dynamics which augments the heat release rate. In [117], flame
response to inlet velocity perturbations at different forcing amplitudes was analysed
for the same ORACLES test case. However, the computational domain used extended
only 0.6m downstream of the dump plane, a length that probably does not contain a
high enough percentage of the total mean heat release. However, no FTF analysis was
performed in [117].
Figure 6.18: Percentage of time-averaged heat release versus axial distance for different forcing
amplitudes
For the results presented in this section, the LES predicted flame was divided into
14 uniform axial slices of length ≈ 0.08m. Coarser discretisations, between 2 and 10
slices were also considered, and an asymptotic behaviour in the FTF calculations was
observed (to be described below). The consideration of an axially varying FTF for a
single flame has been previously explored experimentally [94, 203], analytically [198]
and numerically [94, 98].
The forcing amplitudes employed varied between A=0.01 and A=0.4. Figure 6.19
shows instantaneous progress variable contours on the combustor vertical symmetry
plane for the unforced case and forced cases at different amplitudes at a phase angle of
pi/2 relative to the reference signal (the inflow mass flow rate). At this phase, the mass
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flow rate at the dump plane reaches its maximum value. As A increases, the flame
surface at this point in the cycle becomes progressively more distorted, and changes
from a cylindrical to a triangular shape, together with consequent shortening of the
central cold unburnt flow zone. In addition, a vortex roll-up starts to become visible be-
yond an amplitude of A=0.2, although some evidence is already noticeable for A=0.1.
This roll-up process becomes more vigorous as A increases, and has the immediate
consequence of transporting fresh cold mixture from the central core into the corner
region, which notably decreases the temperature in that zone and in the vicinity of the
upper and lower walls, as can be seen in Figure 6.19. No significant change in flame
pattern is observed in the forced case at A=0.01 with respect to the unforced case,
except for a slightly increased waviness of the flame front. Similarly, forced cases at
amplitudes A=0.31 and A=0.4 exhibit virtually identical counter-rotating vortices and
flame shape, except for the complete downstream detachment of a pocket of fresh gases
which occurs at the highest amplitude. These pictures supply evidence which supports
the idea that the vortex roll-up process is the main mechanism introducing nonlinear
effects and hence saturation: (i) it causes a shortening of the flame, with an associated
nonlinear reduction in flame area and thus in heat release rate; (ii) a thickening of
the flame front is also observed and the increased macroscopic mixing provokes a de-
crease of temperature in the whole combustor with consequent decrease in maximum
heat release achieved. Thus, nonlinear effects are expected to be noticeable beyond
an amplitude of A=0.2. The mechanism of saturation taking place in the ORACLES
combustor was as that explained in [117], thus due to the formation of large pockets
of unburnt gases occupying the central part of the combustor, these slowing down the
combustion rate and modifying the flame response to perturbation. This formation of
large cold pockets of gas is obviously a direct consequence of the roll-up process, since
the increased backflow near the step corners widens the flame front and also decreases
the momentum in the streamwise direction, all with a resultant enlargement of the
central region of unburnt gases.
Figures 6.20-6.27 show c-isosurfaces (c = 0.5) for the same range of forcing amplitudes
at a phase angle of pi/2 relative to the reference signal. The change in flame shape
observed in the 2D images of Figure 6.19 is confirmed in these 3D visualisations, with
a clear shortening and also progressive transition from a cylindrical to a triangular
shape. The vortex roll-up process is clearly visible. In addition, increased interaction
with the wall (not shown in Figure 6.19) is observed, starting at amplitude A=0.2 and
becoming more noticeable for amplitudes A=0.31 and 0.4.
In terms of FTF calculations, LES results obtained with the smallest amplitude A=0.01
have not been considered in what follows, since the magnitude of the periodic heat
release oscillations were only of the same order as the magnitude of the stochastic
turbulent oscillations, so that perturbation at the specified frequency of 50Hz was not
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Figure 6.19: Instantaneous progress variable contours for unforced case and forced cases at a
phase of pi/2 relative to the reference signal for forcing amplitudes A=0.01, 0.05, 0.075, 0.1, 0.2,
0.31 and 0.4 (z = 0 plane, from dump plane to a distance x = 0.17m)
discernible above the level of background turbulent fluctuations. Spectra of the fluctu-
ating local heat release (in an axial slice extending from 0.39m to 0.47m downstream
of the dump plane) for all forcing amplitudes are shown in Figure 6.28(a). It can be
clearly seen that the higher the amplitude, the more the energy content at 50Hz stands
out. Harmonics are also visible, especially for amplitudes A=0.31 and 0.4. The in-
creasing amplitude of harmonics at high forcing frequencies is considered to be further
evidence of nonlinearity. Time-series of the fluctuating heat release rate for both the
unforced and the forced case at A=0.01 are displayed in Figures 6.28(b) and 6.28(c), for
the same axial slice as used in Figure 6.28(a). No coherent motion at 50Hz is apparent,
therefore no valid information (i.e. no FTF) at that frequency could be extracted.
To further demonstrate that no valid coherent motion at 50Hz could be extracted for
A=0.01, a coherence factor was used, defined as:
γsr(f) =
|Psr(f)|√
Pss(f)Prr(f)
(6.28)
where Psr(f), Pss(f) and Prr(f) denote the signal (mass flow rate)-response (heat re-
lease) cross-spectrum, the signal power spectrum and the response power spectrum,
respectively. This factor may be used to identify the degree of coherence between sig-
nal and response oscillations at a specific frequency, and it ranges from 0 to 1, with
0 indicating no coherence and 1 complete coherence. Also, γsr(f) indicates whether
meaningful transfer function data can be obtained from signal and response oscilla-
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Figure 6.20: Flame shape visualised by instantaneous c-isosurfaces (c = 0.5) for unforced case
c2
Figure 6.21: Flame shape visualised by instantaneous c-isosurfaces (c = 0.5) for forced case c2
at phase ψ = pi/2 and amplitude A=0.01
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Figure 6.22: Flame shape visualised by instantaneous c-isosurfaces (c = 0.5) for forced case c2
at phase ψ = pi/2 and amplitude A=0.05
Figure 6.23: Flame shape visualised by instantaneous c-isosurfaces (c = 0.5) for forced case c2
at phase ψ = pi/2 and amplitude A=0.075
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Figure 6.24: Flame shape visualised by instantaneous c-isosurfaces (c = 0.5) for forced case c2
at phase ψ = pi/2 and amplitude A=0.1
Figure 6.25: Flame shape visualised by instantaneous c-isosurfaces (c = 0.5) for forced case c2
at phase ψ = pi/2 and amplitude A=0.2
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Figure 6.26: Flame shape visualised by instantaneous c-isosurfaces (c = 0.5) for forced case c2
at phase ψ = pi/2 and amplitude A=0.31
Figure 6.27: Flame shape visualised by instantaneous c-isosurfaces (c = 0.5) for forced case c2
at phase ψ = pi/2 and amplitude A=0.4
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(a)
(b)
(c)
Figure 6.28: (a) Spectra of fluctuating heat release rate at point in flame front region for different
forcing amplitudes; time-series of local heat release rate for slice centred at 0.42m downstream of
the dump plane for (b) unforced case and (c) forced case with A=0.01
tions. Figure 6.29 shows coherence factors for amplitudes A=0.01, 0.05, 0.1 and 0.4.
There is a significant increase in γsr from amplitude A=0.01 to 0.05, going from values
around 0.4 to 0.97. As the amplitude is increased, the coherence factor remains at
values larger than 0.97 for frequencies close to 50 Hz for all amplitudes. The use of the
coherence factor to ensure validity of the FTF calculation has been previously used in
[94, 102].
Using the two methodologies described above (6.4.3), gains were evaluated. Figure
6.30 shows the axial distribution of the gain deduced from the local heat release FTFs.
For these FTF calculations, between 25 and 65 complete acoustic cycles were included
in the analysis, to ensure good resolution. For both methodologies, the expected non-
linear effects are evident, with gains varying with A, and exhibiting decreasing levels
of gain for increasing forcing amplitude. Local gains obtained with A=0.31 and A=0.4
were quite similar, indicating the saturation effect characteristic of a limit cycle. No
linear regime, where the gain was independent of forcing amplitude, was seen clearly.
Furthermore, for both methods the gain function showed a relatively similar axial de-
pendence. Predicted gains were quite similar for both methods, but the Fourier method
seemed to produce smoother distributions. Figures 6.30(c) and 6.30(d) display gain as
a function of forcing amplitude for various individual axial slices showing clear decrease
in gain with amplitude for all flame slices. In general, both methodologies consistently
exhibited a very similar two-peak trend (Figures 6.30 (a) and (b)), with maximum and
148 Chapter 6. Incompressible combusting LES and acoustic network model
(a)
(b)
(c)
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Figure 6.29: Coherence factor (equation (6.28)) for amplitudes A = 0.01(a), 0.05(b), 0.1(c) and
0.4(d)
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minimum values located in roughly the same axial positions (physical interpretation
of FTF magnitude and shape will be addressed later). In general, the Fourier analysis
method was considered to provide smoother data and will be used from here on.
Local time-delay (or phase) as a function of axial location is plotted in Figure 6.31,
for both cycle-averaged and Fourier series methods. A pure convective time-delay is
also plotted, calculated from an area-averaged convective velocity uˆsi , evaluated in the
central axial position of every axial slice as:
uˆsi =
1
Aρˆsi
∫
A
ρ¯u¯dA, where ρˆsi =
1
A
∫
A
ρdA (6.29)
where ¯ indicates a time-averaged value. It can be seen that for time-delay, the dif-
ference between the two methods of analysis is very small. The average slope of the
curves is the same for both methods, with a small decrease in the slope in the region
0.25− 0.55m. The slope is in very good agreement with that identified from the con-
vective time, with a maximum error of 10% at around x = 0.4m. The slope of the
curves initially reflects a pure convective time, based on the inflow mean velocity, then
the slope decreases and flattens out towards the end. This is because the convective
time is reduced due to the increase in bulk velocity, as the flow is accelerated in the
downstream region.
6.4.5 Incorporation of the extracted FTFs into LOTAN acous-
tic network code
In this section a description is presented of the methodology followed to incorporate
FTF information extracted from the LES simulations into the thermo-acoustic network
model LOTAN. A description is also given of different tests performed to examine ac-
curacy, consistency and robustness of the LES results. First the parameters required
from the LES in order to specify an unsteady flame in LOTAN are presented. A check
has been carried out to determine the sensitivity to the number of slices chosen and
this is also presented, along with an assessment of the consistency between the different
flame configuration results. Finally, further interpretation of the axial dependence of
the flame response to input velocity perturbations is provided.
As pointed out earlier, the axially extended nature of the ORACLES flame requires
a spatially distributed local analysis. This is required to capture the possibility that
at different axial positions the relationship of the local unsteady heat release to the
inlet acoustic perturbation may be different implying that the response of the flame
may change substantially depending on the particular part of the flame considered.
According to the Rayleigh criterion [204], there will be some flame regions where heat
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(a) (b)
(c) (d)
Figure 6.30: Local gain versus axial distance for different forcing amplitudes using (a) cycle-
averaging and (b) Fourier analysis methods. Local gains versus forcing amplitude in specified axial
slices using (c) cycle-averaging and (d) Fourier analysis methods.
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(a) (b)
Figure 6.31: Convective times and local time-delays versus axial distance for different forcing
amplitudes using (a) cycle-averaging and (b) Fourier analysis methods
release and acoustic pressure are in phase producing instability amplification, whereas
in other regions instability damping will occur. The overall net balance over the entire
domain and over time will establish the global flame-acoustic coupling and the ultimate
stability of the system.
An acoustic network model of the ORACLES geometry (Figure 5.4(a)) was set up using
the LOTAN code [167], as schematically depicted in Figure 6.1. The so-called time-
delay [205] flame model was utilised in order to model the flame-acoustic interaction.
In this model, the local unsteady heat release is described via:
Q˙′ = |Q˙′|e−i2pifτ = KAQ˙e−i2pifτ (6.30)
Three parameters are therefore required to specify the unsteady flame model: a mean
heat release rate Q˙, a gain K, and a time-delay τ all obtained from the FTFs described
above, extracted from the LES simulations. Local values of the 3 parameters were
extracted for each axial flame slice considered.
A study was first carried out to identify the minimum number of axial slices into which
the flame had to be divided to capture the unsteady heat release distribution accu-
rately. Different flame configurations were tested, consisting of 1 to 14 uniform length
axial flame slices. Larger spatial gradients in the parameters to be captured were ex-
pected in the first quarter of the combustor, and hence some nonuniform flame slice
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lengths were also investigated, with refinement into shorter slices in this region with
flame slice numbers of 6, 8 and 10 flames. Figure 6.32 illustrates schematically the
different flame configurations analysed. Local parameters for these flame slice distri-
butions were calculated and input into LOTAN. Figure 6.33 shows LOTAN predictions
for frequency and growth rate of the mode closest to 50Hz obtained for the different
flame slice configurations. For frequency, as the spatial discretisation increased, the
frequency of the mode increased slightly from ≈ 48 Hz to ≈ 51 Hz, with slight de-
crease as forcing amplitude increased: for flame slice numbers greater than around 7
and up to 14 the results did not change. Regarding the growth rate (note: a negative
growth rate indicates a stable situation), results for 1, 2, 3 and 4 flames indicated a
gradual increment in growth rate towards a less stable situation, the last clustering
with results for 6 and 7 flames. Results for 10 and 14 flames are almost coincident. In
summary, it is clear that an asymptotic tendency of the predicted curves is observed,
with evidence of some improvement with refinement in the first part of the combustor.
The 10 and 14 flame slice configurations gave almost identical results suggesting that
the 14 flame configuration certainly provided adequate spatial resolution.
Figure 6.32: Axial slices distribution for different flame configurations
As noted above, for all configurations tested, the predicted growth rate shown in Figure
6.33(b) was negative, indicating the 50 Hz mode (with parameters extracted from the
current LES) was predicted as being stable, although a tendency towards instability
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(a) (b)
Figure 6.33: (a) Frequency and (b) growth rate LOTAN predictions for different flame configu-
rations
was observed at an amplitude of A=0.1 and a move towards an unstable state was also
evident for higher amplitudes.
During the process of dividing the flame into slices, it was important to ensure that
conservation of total heat release in the whole computational domain was maintained.
Thus, the summation of mean and fluctuating heat release distributions over the flame
slices covering the domain should remain constant:
Q˙ =
N∑
i=1
Q˙i and (6.31)
Q˙′ =
N∑
i=1
Q˙′i =
N∑
i=1
AQ˙iKie
−i2pifτi ∀N = 1, 2, 3, 4, 6, 7, 8, 10 or 14 (6.32)
where Q˙ and Q˙′ are the mean and fluctuating heat release, respectively, for a 1 flame
slice configuration (i.e. directly from the LES calculation) and the subscript i indi-
cates a particular axial slice. This was another reason for choosing the Fourier analysis
technique since discrepancies in these summations were obtained when using the cycle-
averaging method, whereas the Fourier method errors were very small.
As a final check that the division into 14 flame slices was sufficient to capture all
the physics, three finer discretisations were tested, using 17, 20 and 23 slices (see
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Figure 6.34). The refinement was concentrated in the region between the dump plane
and x = 0.7m, since this is where heat release was concentrated. Since the most
refined description of the flame response extracted directly from LES corresponded to
14 slices, to avoid further expensive LES calculations it was necessary to devise a valid
interpolation procedure to obtain the local parameters Q˙i, Ki and τi for the 17, 20 and
23 flame configurations. First, local time delays (τi's) were computed directly by linear
interpolation from the 14 flame configuration results. Secondly, the local mean heat
release rates (Q˙i's) were calculated as described below, enforcing mean and fluctuating
total heat release rate conservation:
1. Q˙i,1 and Q˙i,2 were linearly interpolated, where subscripts 1 and 2 indicate the 2
slices obtained by dividing into 2 any slice of the 14 flames configuration.
2. Q˙i,1/2 and Q˙i,2/2, as the heat is now released in half of the volume as it was for
Q˙i.
3. Finally, an adjustment was applied, in order to ensure that Q˙i = Q˙i,1 + Q˙i,2:
Q˙i,1 = Q˙i,1
Q˙i
Q˙i,1 + Q˙i,2
and Q˙i,2 = Q˙i,2
Q˙i
Q˙i,1 + Q˙i,2
(6.33)
In addition, once mean heat releases and time-delay had been calculated, gains Ki,1
and Ki,2 in a specific slice i were determined in order to enforce fluctuating heat release
conservation, thus
Q˙′i = Q˙
′
i,1 + Q˙
′
i,2 (6.34)
This ensures that the fluctuating heat release in the whole domain will be also con-
served. Fluctuating heat release is a complex valued quantity, therefore the following
system of equations was solved to obtain Ki,1 and Ki,2:
<(Q˙′i) = <(Q˙′i,1) + <(Q˙′i,2) = AQ˙i,1Ki,1 cos(2pifτi,1) + AQ˙i,2Ki,2 cos(2pifτi,2) (6.35)
=(Q˙′i) = =(Q˙′i,1) + =(Q˙′i,2) = AQ˙i,1Ki,1 sin(2pifτi,1) + AQ˙i,2Ki,2 sin(2pifτi,2) (6.36)
Figure 6.35 shows the frequencies and growth rates predicted by LOTAN for these
finer flame discretisations. This clearly demonstrated that further refinement had little
effect and the 14 flame slice configuration could be used with confidence.
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Figure 6.34: Axial slices distribution for different flame configurations
(a) (b)
Figure 6.35: (a) Frequency and (b) growth rate LOTAN predictions for different flame configu-
rations
In the previous section, the axial dependence of the parameters Q˙, K, and τ was iden-
tified as characterising the flame response. An estimation of the contribution (damping
or exciting) of each individual flame slice to the global acoustic energy balance was then
carried out to understand better the detailed nature of this overall flame description. A
LOTAN calculation was first carried out in which only the steady heat release in each
of the flame slices in the network was considered (no fluctuating component). This
LOTAN prediction identified a stable 50Hz mode, and the magnitude of the (negative)
growth rate was noted (GRst). Following this, the unsteady heat release in each flame
slice was individually "switched on", using the time-delay model with parameters from
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a forced LES with A=0.31. For every flame slice i that was activated in this way, a
growth rate prediction, GRi was identified from LOTAN. To obtain a relative growth
rate representing the effect of each particular flame slice nature (increasing or decreas-
ing the steady state stability) GRi was subtracted from GRst. Figure 6.36 shows the
phase and relative growth rates versus axial distance which result from this analysis.
Very similar patterns were observed for other forcing amplitudes. The blue dashed lines
indicate axial locations where the phase is approximately 0.01s, or pi rad. According
to equation (6.30), this produces a negative minimum in the unsteady heat release and
a potential region for acoustic damping (mass flow and heat release are out of phase).
Likewise, the red dashed lines correspond to a phase of 0.02s or 2pi rad, which implies
a positive and maximum value of the unsteady heat release and thus a potential for
excitation (mass flow and heat release in phase). Figure 6.36 also shows the relative
growth rates obtained; positive and negative values may be interpreted as contribu-
tion of the local unsteady heat release to the stability of the mode (more unstable or
stable, respectively). Figure 6.36 therefore identifies the regions which either amplify
or damp the acoustic feedback. These data indicate that it is the first 0.6m of flame
length which has the largest effect; further downstream the contribution to changing
stability is overall small and neutral. This is to be expected, since the magnitude of
the unsteady heat release reaches a maximum at around x = 0.1m and then decreases
exponentially with axial distance, as shown in Figure 6.18. This supports the decision
above to carry out extra refinement in the upstream region of the combustor duct.
Figure 6.36: Phase and relative growth rate versus axial distance using the Fourier analysis
method
Based on the above analysis, the flame zone up to x ≈ 0.2m seems to make the largest
contribution to instability; a second destabilising zone occurs at x ≈ 0.5m, correspond-
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ing to the location where flame wall interaction takes place. In between these regions,
a zone of strong damping is present. It is rather disappointing to see that this first
attempt at LES-derived FTF/acoustic analysis does not display strong evidence of
flame instability or limit cycle behaviour. Of course, only a chosen value of β has been
explored and the sensitivity to varying this was examined next.
6.5 Sensitivity to variations in the FSD combustion
model and parameter (β)
The current combustion model of Boger et al. [57] was modified by changing the model
constant β. Also, an alternative FSD combustion model proposed by Chakraborty and
Klein [73] was implemented and analysed. For the sake of simplicity, hereafter the
results from the combustion model of Boger et al. are referred to as BOGER0-2,
BOGER0-3 or BOGER0-4 (for values of β=0.2, 0.3 and 0.4) and results from the
model of Chakraborty and Klein are designated as CHAKRABORTY.
6.5.1 BOGER0-2, BOGER0-3 and BOGER0-4 models
A detailed description of the Boger et al. model has been given in 2.3.5.3. In the
present section, attention is focused only on the sensitivity of predictions to the value
chosen for the model parameter β.
As pointed out earlier, for the ORACLES experiments, assessment of sensitivity to the
β parameter can only be carried out using velocity and turbulence measurements, since
no species or temperature data were provided. The axial velocity exhibits streamwise
flow acceleration induced by the heat release, and the extent of acceleration predicted
can be used as a measure of combustion model performance. β = 0.2 has been used
for the LES results presented so far; however, the flow acceleration obtained with this
value was observed to underpredict the measured data (see transverse profiles of u in
Figure 6.11) and thus two larger values, β=0.3 and 0.4, were considered. Larger values
will increase the flame front displacement term, with a consequent increase in heat
release rate and hence induced axial flow acceleration.
6.5.2 CHAKRABORTY model
Chakraborty and Klein [73] have proposed an alternative power-law based algebraic
FSD model in the context of combusting LES. It was based on two sets of DNS
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databases of freely propagating statistically planar turbulent premixed flames, with
similar turbulent Reynolds number Ret and varying rms turbulent velocity fluctuation
to unstrained laminar flame speed ratio, u′/sl, integral length scale to laminar flame
thickness ratio, lt/δ0l , and heat release parameter, τ . One flame belongs to the corru-
gated flamelet (CF) regime and the other to the thin reaction zone (TRZ) regime. By
explicitly LES filtering the DNS databases, expressions for fractal dimension D and
inner cut-off ηi were proposed:
D = 2 +
1
3
erf(2Ka) (6.37)
ηi =
[
0.345Ka−2e−Ka + 6.41Ka−1/2
(
1− e−Ka)] δ0l (6.38)
where Ka is the Karlovitz number and δ0l stands for the Zel'dovich or diffusive flame
thickness. According to the formulation of a generalised FSD, Σgen, first proposed by
Boger et al. [57] , and the expression Σgen in terms of D proposed by Gouldin et al.
[206], Chakraborty and Klein then proposed a new model:
Σgen = |∇c|
[
e−Θ∆/ηi + (1− fe−Θ∆/ηi)(∆/ηi)D−2
]
(6.39)
where model constants Θ = 0.26 and f = 2.5 were chosen.
The model represented in equations (6.37), (6.38) and (6.39) was designed to fulfil the
following criteria:
(1) The volume averaged FSD 〈Σgen〉 should not change with any change in filter
width because the total flame surface area remains unchanged irrespective of the
value of ∆
(2) The model should be valid in both CF and TRZ regimes
(3) lim∆→0Σgen = lim∆→0 |∇c| = |∇c| should hold
An extensive comparison of their proposed model with 13 other algebraic FSD mod-
els was carried out. The CHAKRABORTY model predicted the DNS deduced FSD
with either greater or at least similar accuracy (based on the criteria described above)
compared to the other 13 models for both test cases. Despite this good performance
of the CHAKRABORTY model, it was noted that further experimental comparison
was necessary in order to validate the constants used in the expressions of D and ηi
proposed. The model as proposed has therefore been implemented in the present com-
bustion LES code and applied to an ORACLES c2 flame calculation.
6.5. Sensitivity to variations in the FSD combustion model and parameter (β) 159
6.5.3 Results
6.5.3.1 Progress variable and flow field results
Figure 6.37 plots contours of mean streamwise velocity in plane z = 0 for all combustion
models analysed for a forced flame with A = 0.31. By comparing the first 3 rows the
effect of increasing the β parameter may be assessed. BOGER0-3 shows an appreciable
difference with respect to BOGER0-2, with increased flow acceleration. This is accom-
panied by a shortening of the two corner recirculation zones, with a length of 2.31h for
both upper and lower zones, matching well with the 2.3h observed in experimental data
[82] and improving on the value 2.5h obtained with β = 0.2. There is a clear increase
in the local magnitude of u, especially from x ≈ 0.3m downstream. On the third row,
the calculation with β = 0.4 is presented. The same tendency of increased flow accel-
eration is again shown. However, recirculation zones are now shorter (2.10h) than the
experimental value of 2.3h. The general flow pattern remains otherwise the same as in
the two previous cases. In the bottom row, contours from the model CHAKRABORTY
are given. This shows a significant decrease in flow acceleration. Longer recirculation
zones (2.7h) are obtained. The most dramatic feature is the change in flow structure:
no multiple accelerated burnt gas features can be seen compared to all the BOGER
model predictions.
Instantaneous contours of the progress variable, at a phase ψ = pi/2 relative to the ref-
erence signal, are presented in Figure 6.38 for all models. Results using β=0.3 in Figure
6.38 show a clear increase in the rate that the progress variable moves towards 1 in
the computational domain, relative to the β=0.2 results, consistent with the increased
acceleration observed in the previous figure. This is especially visible in the step region,
where a greater volume of fully burnt gases is now observed and also in the second half
of the domain. Furthermore, the flame front (represented by the c-isosurface c = 0.5)
is considerably reduced in extent in the region from x = 0.1− 0.4m, with a consequent
reduction of the interaction of the flame with upper and lower walls. In addition, no
secondary or detached flame front is obtained in the second half of the combustor.
On the third row, contours obtained from model BOGER0-4 are presented and the
changes continue to follow the trend observed in the velocity field as β is increased. In
the step region, an even larger region of fully burnt gases is observed, and increased
c magnitude values are visible near x ≈ 0.15m compared to the BOGER0-3 combus-
tion model. The c-isosurface (c = 0.5) is very similar to that obtained with β = 0.3,
although the region within this isosurface is slightly reduced. Contours of instanta-
neous progress variable obtained with the model CHAKRABORTY are plotted in the
bottom row. As might be expected the region of gases with c < 0.5 covers a much
larger extent compared to all BOGER model results, with a long flame front which
interacts strongly with upper and lower walls and extends up to the domain exit plane.
There is a noticeably different spatial structure with pockets of unburnt gases being
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Figure 6.37: Mean streamwise velocity contours in plane z = 0 for forced case c2 (A=0.31)
using BOGER0-2 (a), BOGER0-3 (b) , BOGER0-4 (c) and CHAKRABORTY (d) models. Black
line indicates u-isosurface (u = 0)
convected downstream, progressively being consumed as they approach the combustor
exit. The region of fully burnt gases is located only in a thin layer parallel to upper and
lower walls. Finally, the differences noted above are reflected in the values of global
heat release rate achieved by the end of the domain. For BOGER0-2, the value com-
puted was 257.5kW , whereas BOGER0-3 displayed the larger value of 273.9kW and
BOGER0-4 as large as 278.51kW . Not surprisingly, the global heat release obtained
for the CHAKRABORTY model was 194.3kW , far below the value 280kW correspond-
ing to complete consumption of the fuel entering the combustor at this flow rate and
equivalence ratio. On the basis of these results the CHAKRABORTY model performs
very poorly compared to experimental ORACLES data, whereas an increased β value
in the BOGER model shows evidence that it might improve velocity predictions over
the β = 0.2 results.
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Figure 6.38: Instantaneous progress variable contours in plane z = 0 for forced case c2 (A=0.31),
at a phase ψ = pi/2 relative to the reference signal, using BOGER0-2 (a), BOGER0-3 (b),
BOGER0-4 (c) and CHAKRABORTY (d) models. Black line indicates c-isosurface (c=0.5)
As a final quantitative assessment of the four combustion models, transverse profiles of
mean and fluctuating streamwise and transverse velocities from LES simulations and
experimental measurements are compared in Figures 6.39-6.42.
The most noticeable difference between the four models is observed in the profiles of
mean streamwise velocity in Figure 6.39. It is best identified in the profiles for x/h ≥ 7.
Thus, at positions x/h = 7 and downstream the magnitude of u is well predicted by re-
sults from BOGER0-3, whereas it is underpredicted by models CHAKRABORTY and
BOGER0-2, and overpredicted by BOGER0-4. The CHAKRABORTY model clearly
performs worst of all models explored.
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The profiles of mean transverse velocity in Figure 6.40 shows profiles which differ less
than for u, but overall it is still BOGER0-3 that shows best performance.
Fluctuating rms velocity profiles are displayed in Figures 6.41 and 6.42. For urms,
results for all four models are very similar in magnitude and in shape. Similarly, little
difference is observed in the transverse rms as the combustion model is altered; the
early (x/h < 4) profiles of the BOGER0-4 model show larger overprediction for urms.
In general once again BOGER0-3 performs best when the whole combustor duct do-
main is considered.
Finally, Figure 6.43 shows the axial distribution of the LES predicted percentage of
mean heat release corresponding to the four combustion models. For BOGER0-3 and
BOGER0-4, the shape described by the corresponding curves is very similar to that
obtained with BOGER0-2, with a local maximum located at axial distance x = 0.12m
and exponentially decreasing downstream. The main difference between these three
results is the peak value and the heat release in the first 0.3m of combustor duct. The
maximum value was ≈ 13% of total mean heat release (280kW ) for BOGER0-2, but
increased to 18% for BOGER0-3 and rose again to 23.5% for BOGER0-4. Contrarily,
for CHAKRABORTY, the curve shows a maximum value immediately after the expan-
sion plane with a peak of just ≈ 12%. For all four models the percentage of mean heat
release is almost coincident for all forcing amplitudes analysed for x ≥ 0.1, whereas
it varies considerably for x < 0.1, with a gradual increase of up to 4% as the forcing
amplitude is raised. The reason for these amplitude differences is clearly the change in
predicted strength of the counter-rotating vortices in the early part of the duct which
enhance turbulence and increase the combustion rate. The strength of this roll-up pro-
cess and the resulting compactness of the flame determines the axial distribution. In
general, throughout the combustor length, results from the CHAKRABORTY model
show a much lower level of local mean heat release, especially in the first half of the
combustor up to x = 0.5m. Given the poor performance of the CHAKRABORTY
model in the velocity/turbulence comparison discussed above, and the fact that the
overall heat release is so slow in comparison with measurements, it was deemed not
worthwhile to process this particular simulation to extract FTF information. Similarly,
BOGER0-4 overpredicted the heat release rate and acceleration, so only the BOGER0-
2 and BOGER0-3 models are compared.
6.5.3.2 FTF results
The main objective of this section is to assess how the observed variations in the
LES solutions brought about by combustion model changes (β = 0.3 rather than 0.2)
influence the extracted FTFs and LOTAN acoustic predictions. LES simulations at
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Figure 6.39: Normalised mean streamwise velocity for case c2 at different axial positions for
different combustion models. Ubulk = 11m/s. Experimental data (o) from Nguyen et al. [82]
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Figure 6.40: Normalised mean transverse velocity for case c2 at different axial positions for
different combustion models. Ubulk = 11m/s. Experimental data (o) from Nguyen et al. [82]
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Figure 6.41: Normalised fluctuating streamwise velocity for case c2 at different axial positions
for different combustion models. Ubulk = 11m/s. Experimental data (o) from Nguyen et al. [82]
166 Chapter 6. Incompressible combusting LES and acoustic network model
Figure 6.42: Normalised fluctuating transverse velocity for case c2 at different axial positions
for different combustion models. Ubulk = 11m/s. Experimental data (o) from Nguyen et al. [82]
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Figure 6.43: Percentage of time-averaged heat release versus axial distance for different forcing
amplitudes and combustion models BOGER0-2, BOGER0-3, BOGER0-4 and CHAKRABORTY
different forcing amplitudes (A=0.05-0.4) for BOGER0-3 were used to compute axially
distributed FTFs as before. The computed FTFs were then incorporated into LOTAN
and the acoustic predictions are assessed and compared below.
Figure 6.44 shows predicted gain and time-delay parameters versus axial distance for
BOGER0-3. In Figure 6.44(a), the curves depart in several significant ways from those
obtained for BOGER0-2 (Figure 6.30(b)). There is still a local maximum at x ≈ 0.4m
although this has decreased slightly in peak amplitude and is a sharper peak than be-
fore. In the region x ≤ 0.2m the curves are flatter and lower in magnitude compared
to BOGER0-2. Downstream of x ≈ 0.6m the magnitude of the gains for BOGER0-3
has decreased with respect to BOGER0-2, although a second peak has now occurred
in this region. A noticeable linear portion at low forcing amplitudes is observed in
BOGER0-3, with gains for A=0.05,0.075 and 0.1 exhibiting almost coincident profiles;
this linearity was not so clearly visible for BOGER0-2. The saturation effects at higher
amplitudes are not as clear in BOGER0-3 compared to BOGER0-2 although an asymp-
totic behaviour is still visible. Regarding time-delay, comparison of Figures 6.44(b) and
6.30(d) shows these are very similar. Compared to the BOGER0-2 results the slope
has decreased, reaching a maximum value of around 0.039s compared to the previous
value of 0.053s. This is a consequence of the stronger flow acceleration induced by the
higher β value.
The variation of predicted frequency and stability of the 50Hz mode were obtained
by transferring the data in Figures 6.44 into the LOTAN acoustic network code and
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(a) (b)
Figure 6.44: (a) Gain and (b) time-delay versus axial distance for different forcing amplitudes
using combustion model BOGER0-3 and Fourier series analysis method
are compared below with the β = 0.2 results. Regarding frequency BOGER0-2 and
BOGER0-3 show different slopes but the frequency is close to 50Hz for all amplitudes.
For both values of β the predicted growth rate remains negative, indicative of a stable
mode. The tendency to move closer to the unstable region at higher frequencies is
present in both results with the β = 0.3 showing a much stronger tendency. Given
the improved comparison with the measured velocity field for β = 0.3, this has to be
taken as the best result using the current coupled hybrid approach. These β = 0.3
predictions imply that unstable region would be reached just above A = 0.4. It is
believed, given the evidence of saturation and gains decreasing with amplitude, that
if the flame response has crossed into the unstable domain at A>0.4, it is likely that
it would have returned into stable behaviour as amplitude increased further. A possi-
ble limit cycle behaviour would then have been predicted for an amplitude above 0.4
(note the experimentally observed self-sustained limit cycle amplitude was A=0.31).
It would have been useful to confirm this with more LES solutions at higher amplitude
but time did not allow for this.
A sensitivity analysis of the LOTAN stability prediction to the precise values of gain
(K) and time-delay (τ) was explored by taking the distributions forK and τ for β = 0.3
from Figure 6.44 and perturbing these before transferring into LOTAN; K was changed
by +/- 30% and τ by 0.1ms, which corresponds to a variation of approximately 10% of
the time-delay in the sensitive first part of the combustor (x ≤ 0.2m). Figure 6.46(a)
shows LOTAN growth rate predictions with varying time-delay and Figure 6.46(b)
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(a) (b)
Figure 6.45: (a) Frequency and (b) growth rate LOTAN predictions for combustion models
BOGER0-2 and BOGER0-3
displays LOTAN growth rate predictions with varying gain magnitude. In both cases
there is a relatively small sensitivity to these changes, although the +30% change in
K does imply the shift into the unstable regime occurring at a lower value of A. Note
that variations in the mean heat release (Q˙) would produce similar results as those
obtained when varying gains, also indicating low sensitivity of LOTAN to Q˙.
6.6 Sensitivity to parameters in the acoustic model
In addition to the sensitivity of the hybrid LES/LOTAN predictions of flame response
to variations in combustion model information explored in the previous section (6.5)
it was also necessary to examine the sensitivity to the uncertainties necessarily present
in the set-up of the LOTAN acoustic model, since some of the geometry configuration
and boundary conditions parameters had to be estimated. Hence, LOTAN calculations
were carried out to vary acoustic model details such as boundary conditions and geo-
metric dimensions (e.g., plenum and exhaust section dimensions) in the LOTAN set-up
using FTFs from the best available LES simulation with β = 0.3. LOTAN predictions
from these calculations are presented in this section. These are presented in the figures
below, where red lines (with red square symbol) are LOTAN growth rate prediction
corresponding to the β = 0.3 case shown in Figure 6.45; this curve is repeated in all
figures below for comparison purposes.
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(a) (b)
Figure 6.46: Growth rate LOTAN predictions for different combustion model parameters: (a)
time-delay and (b) gain.
Figure 6.47(a) shows LOTAN growth rate predictions for varying inlet reflection coeffi-
cient (referred to as IRC). Initially the coefficient was set to 1.0 (an acoustically closed
inlet); it was increased and decreased by 0.1. Similarly, Figure 6.47(b) displays predic-
tions for varying outlet reflection coefficient (referred to as ORC), set initially to -1.0
(an acoustically open end) and again increased and decreased by 0.1. The shape of the
growth rate curve with varying A is not altered by these changes, instead the curve is
shifted upwards and downwards, indicating that by changing the reflection coefficients,
the amount of acoustic energy entering/leaving the system is altered, and this ulti-
mately affects the level of stability of the response. Note that by increasing the IRC to
1.1 or decreasing the ORC to -1.1 the curve shifts towards unstable behaviour, showing
a marginally unstable response for A=0.4 in both cases. Note also that changing these
acoustic boundary conditions has a much larger effect than changing the combustion
model or heat release data.
Initially, no exhaust diffuser section had been included in the LOTAN model although
it was present in the sketches shown for the test rig (see Figure 5.1) in the experimental
papers (e.g. [82]) but since no dimensions were given this was omitted in the acoustic
network model. Also a gap between the combustor end and the exhaust section inlet
was assumed (hence an acoustically open end outlet condition was used) since this
was also shown in the test rig sketch. As part of this sensitivity study an exhaust
diffuser section was therefore included in the LOTAN set-up and its length and area
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(a) (b)
Figure 6.47: Growth rate LOTAN predictions for different reflection coefficients at (a) inlet and
(b) outlet.
ratio varied. Initially a length (L) and area ratio (AR) of 1m and 1.5m were assumed;
these values were simply obtained by assuming the sketch provided in [82] was to scale.
An acoustically open end condition was set at diffuser exit. L was varied between 0.5
and 1.5 m and AR between 1.25 and 1.75. Figure 6.48 presents the results obtained.
The reference case (no exhaust diffuser) is the red line/red solid symbols, the case with
baseline L/AR is the black line/black open symbols, and variation in diffuser geometry
are shown in black line/black solid symbols. Once again it is striking how strong the
response of the stability curve is to some of these acoustic network/boundary condition
changes. The presence of the exhaust diffuser in terms of its baseline geometry has a
dramatic effect (compare red line/red solid symbols with black line/black open sym-
bols in Figure 6.48), shifting the growth rate curve upwards so that the stable region is
entered at A≈0.3. Changing L at constant AR has a strong effect (Figure 6.48(a)), but
changes of AR at constant L (Figure 6.48(b)) has little effect. The shape of the growth
rate curve does not change for any of the acoustic geometry/parameter changes, but
calculations of these variations has not been explored. The main message is that lack
of precise knowledge of the correct acoustic representation of the ORACLES rig is the
highest uncertainty in the present investigation, and has a large effect on the prediction
of possible limit cycle prediction.
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(a) (b)
Figure 6.48: Growth rate LOTAN predictions for (a) varying exhaust diffuser length with
AR=1.5 and (b) varying AR with L=1m
6.7 Conclusions
A methodology to include acoustic wave effects in incompressible LES simulations
has been developed and applied. This method consists of prescription of acoustically
sensitised inlet boundary conditions that mimic the periodic velocity perturbation in
frequency and magnitude associated with a plane acoustic wave. The resonant fre-
quency and its amplitude may be calculated using a thermo-acoustic network model
(LOTAN) provided that some experimental measurement is available at one point in
the system to dimensionalise the linear acoustic prediction.
This procedure was applied to the reacting flow c2 of the ORACLES test case. The
results obtained were compared with those presented in the previous chapter with no
acoustic forcing included. The improvement in fluctuating velocity profiles, as well as
in flame shape and flame dynamics was clearly demonstrated, validating this method-
ology and confirming the necessity of including such dominant acoustic effects.
Periodic forcing was subsequently included at various amplitudes in LES calculations
producing a dramatic change in the flame dynamics. This was analysed and quantified
to extract amplitude dependent FTFs. These were converted into gain/time-delay and
mean heat release data, were introduced into the acoustic network code LOTAN and
resonant mode predictions were presented. For the baseline case of FSD SGS model
represented by β = 0.2, too slow heat release and only stable response of the flame was
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obtained. An alternative algebraic FSD model and variations in the parameter β were
then explored. Increase of β to a value of 0.3 provided best agreement with measure-
ments. Forcing amplitude dependent FTFs were again predicted and introduced into
LOTAN, indicating a more unstable flame but still implying limit cycle behaviour (if
any) at amplitudes greater than 0.4, the largest value studied in the present work.
Finally, a sensitivity study was carried out in LOTAN. First, gain and time-delay were
varied. Predictions showed only small sensitivity to these changes. Second, acoustic
boundary conditions and acoustic network model configuration were varied. These
had been initially chosen to represent the experimental test case as far as could be
judged, but some uncertainties were clearly present. Strong sensitivity of the growth
rate predictions to the variation of some acoustic parameters was shown, especially by
including an exhaust diffuser section after the combustor. Thus, any final conclusions
on the ability of the hybrid approach to predict limit cycle behaviour was unfortunately
hampered by the lack of certainty in the configuration of the acoustic network model.
Chapter 7
Conclusions and future work
7.1 Summary and conclusions
In this thesis an LES code, LULES, for low-Mach number (incompressible) turbu-
lent premixed reacting flows has been used, further developed and applied to predict
thermo-acoustic oscillations by combining it with an acoustic network model to form
a hybrid, coupled prediction methodology.
The ORACLES test case was chosen for validation purposes, since this extensive ex-
perimental database is suitable for turbulence and combustion model assessment and
specially designed for LES-based CFD. The ORACLES experiment exhibited (for some
reacting cases) self-excited self-sustained thermo-acoustic instability (a strong plane
wave at frequency 50Hz), which makes it an attractive option to explore flame dynam-
ics and CFD-based Flame Transfer Function (FTF) evaluation.
A precursor calculation was initially set up, to generate LES inlet boundary conditions
that matched experimental data. These data were stored and used in the main CFD
calculation domain inlet plane.
Inert and reacting flow simulations for different flow and perfectly premixed (equiva-
lence ratio) conditions have been conducted. The inert flow simulation results showed
excellent agreement with measurements for both mean and second order statistics, in
particular reproducing the experimentally observed asymmetry. For reacting flows, an
algebraic Flame Surface Density (FSD) premixed combustion model was selected and
applied to two reacting flow cases with equivalence ratios φ = 0.65 (c1) and φ = 0.75
(c2). Initially no account was taken of any acoustic effects and the agreement between
experimental data for case c1 and LES results was in general good for both mean and
fluctuating turbulent data although some evidence of a too slow reaction rate was ob-
served. For case c2 the mean flow results were again good, displaying now more clearly
the too slow reaction rate in the furthest downstream data comparison. However, a
significant discrepancy was found in the prediction of the axial component fluctuating
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velocity. This discrepancy was attributed to the neglect of a periodic coherent (acous-
tic) unsteady velocity contribution, caused by a strong pulsating plane acoustic wave
that had been observed in the ORACLES experiments for the higher equivalence ratio
(c2) (indicated via a peak in the spectrum for measured u′).
A methodology for including effects of acoustic waves in the incompressible LES simula-
tion was therefore developed and implemented. Acoustically sensitised inlet boundary
conditions were prescribed in the incompressible LES calculations. These were scaled
to mimic the periodic motion found in the experiments. Thus, a periodic forcing (at
the 50Hz frequency observed in the measurements) was added at the LES domain in-
let, at a specific amplitude. This amplitude was calculated using the thermo-acoustic
network code LOTAN. A single experimental measurement of the amplitude of the co-
herent plane wave was used to dimensionalise the mode shape predicted by LOTAN and
hence quantify the magnitude of the perturbation added to the incompressible LES.
This approach was an improvement on earlier "trial and error" attempts to achieve the
same acoustic effect analogy. The results obtained were compared with measurements
and indicated a noticeable improvement over the LES results with no acoustic forcing
for the fluctuating velocity profiles, as well as the flame shape and flame dynamics, thus
validating this methodology and confirming the necessity of including such dominant
acoustic effects in the simulations.
The periodic forcing described above produced a dramatic response in the flame dy-
namics. This technique was therefore next used to derive forcing amplitude dependent
FTFs (or a Flame Density Function, FDF) from a series of LES forced reacting sim-
ulations. These were analysed to produce gain and time-delay information as well
as mean heat release, enabling to transfer a flame model into the acoustic network
code LOTAN and resonant mode predictions to be carried out. Whilst the amplitude
dependent gain data taken from the LES showed clear signs of non-linear effects at
higher forcing amplitudes, gain decreasing with amplitude and saturation effects such
as gain becoming independent of further amplitude increase, initial results predicted
only stable behaviour with no indications of any limit cycle tendency.
Before undertaking a sensitivity analysis to examine how the LOTAN growth rate pre-
dictions would be affected by changes in modelling parameters, the question of the too
slow heat release and hence underpredicted flow acceleration in the combustion cham-
ber was addressed. Although an alternative FSD model was explored, this performed
poorly, and a better option was to modify the value set for the single model constant
in the algebraic FSD model used (β). This was increased to 0.3 and 0.4 and LES
predictions analysed. β = 0.3 gave the best results in comparison with measurements
and the FTFs deduced from these results, when transferred into LOTAN, shifted con-
siderably towards the unstable regime at higher amplitudes. The indication was that
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an unstable flame would be predicted at an amplitude just greater than 0.4. Given
the evidence of decreasing gain with amplitude and signs of saturation in gain, it is
believed that when the growth rate curve entered the unstable regime, return to stable
behaviour would have occurred soon thereafter as forcing amplitude increased, which
would have indicated a limit cycle behaviour, but unfortunately time was not available
to carry out further LES solutions at higher amplitudes.
Both combustion model parameters (gain and time-delay) and geometric configura-
tion and boundary conditions of the acoustic network were varied. By far the largest
sensitivity was to the acoustic model variations. The network geometry and acoustic
boundary conditions had been chosen initially to reflect the best representation of the
experiment as rescaled in the published papers, but several uncertainties remained.
Changing the network at the downstream end of the combustor by inclusion of an
exhaust diffuser had a very strong effect such that the LOTAN predictions indicated
an unstable regime at an amplitude of 0.3. Since this was close to the measured self-
sustained limit cycle amplitude of 0.31, it was clear that these acoustic uncertainties
were playing a large role in the hybrid coupled methodology predictions.
7.2 Future work
To enable the effectiveness of the hybrid coupled approach for predicting thermo-
acoustics to be assessed in a final, controlled manner, the following pieces of work
are recommended:
1. It would be worthwhile to carry out LES calculations (β = 0.3) at higher forcing
amplitudes for the ORACLES geometry, deduce FTFs and transfer these into
LOTAN (exhaust diffuser geometry included) to see if this would change the
shape of the growth rate curve and provide evidence of a limit cycle predictive
capability.
2. Although the algebraic FSD model chosen worked reasonably well after adjusting
β, the importance of precise capture of the heat release in the region immediately
after the dump step is such that it would be worthwhile exploring alternative
combustion modelling approaches such as the G-equation [11]
3. The axially distributed nature of the ORACLES flame, and the lack of tem-
perature and species information, means that an alternative test case would be
preferable. To make this of greater relevance to aeroengine gas turbine appli-
cations a confined swirling flow would be a good choice. The present work has
indicated, however, that any future test cases should provide not just as com-
plete measurement data as possible, but also full details of the geometry and
supply/exhaust conditions to allow an acoustic network model to be built.
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4. If a suitable test case that had already been calculated with a fully compressible
LES approach could be identified, it would be interesting to calculate this with
the hybrid, coupled methodology to gather comparative studies on predictions
and computational cost.
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Nomenclature
Roman Symbols
m˙ Mass flow rate
D Mass diffusion coefficient
ρ Density
A+/A− Right/left travelling wave amplitudes
an,bn,cn,a′n,b
′
n,c
′
n Fourier coefficients
Ar Expansion ratio
c Progress variable
Cp Specific heat capacity at constant pressure
Cs Smagorinsky coefficient
D Molecular diffusivity
d Van Driest damping function
Da Damköhler number
F Flatness factor
h Specific enthalpy
h Step height
Hch Inlet channel height
jk,i i
th component of mass diffusion flux of species k into the mixture
K Gain
k Turbulent kinetic energy
Ka Karlovitz number
lt Integral length scale
Le Lewis number
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Mk Molecular mass of species k
P Static pressure
Q Volume averaged heat release
q Conductive heat flux
Qhr Fuel heat of reaction
R Reflection coefficient
Ru Universal gas constant
S Skewness factor
S Surface surrounding a volume V
sd Displacement speed
Sij Strain rate tensor
sl Unstrained laminar flame speed
st Turbulent flame speed
Sct Turbulent Schmidt number
T Temperature
t Time
Trelax Relaxation time
u, v, w Velocities in x, y and z direction
u′p Periodic coherent fluctuation
u′s Stochastic turbulent fluctuation
uτ Friction velocity
Ubulk Bulk velocity
ui i
th component of mixture averaged velocity
V Volume
x, y, z Cartesian coordinates
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xi Cartesian coordinate in i direction
Y Reduced fuel mass fraction
y+ Wall unit
Yk Mass fraction of species k
A Forcing amplitude
c Speed of sound
E Total internal energy
f Frequency
L Turbulence macroscale
p(.) Probability Density Function
Re Reynolds number
s Entropy
SLFM Stationary Laminar Flamelet
Greek Symbols
∆t Time step
δl0 Diffusive/Zeldovich flame thickness
δij Delta dirac function
ω˙c Source term in progress variable equation
ω˙k Net rate of mass production of species k
ω˙T Heat release rate
 Dissipation rate of turbulent kinetic energy
η Kolmogorov length scale
γ Ratio of specific heats
κ Von Kármán constant
κ Wave number
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λ Thermal conductivity
L Laplace transform
µ Dynamic viscosity
µ′ Bulk viscosity
µSGS SGS viscosity
ν Kinematic viscosity
ω Frequency
Ωij Vorticity tensor
φ Equivalence ratio
φ Reduced temperature
ψ Phase
ψij Residual or SGS momentum flux
Σ Subgrid scale flame surface density
τ Time-delay
τij Viscous stress tensor
υ Stoichiometric coefficient
Ξ Subgrid scale flame wrinkling factor
ξ Vorticity
G Convolution kernel
Superscripts
′ Fluctuation above time or spatially averaged mean
ˆ Fourier transform/Filtering with test filter
LES filtering
˜ Density-weighted filtering
~ Vector
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b Burnt stream
n Time step n
u Unburnt stream
+ Wall units
Subscripts
b Burnt mixture
est Estimated value
F Fuel stream
in Inlet plane value
O Oxidiser stream
out Outlet plane value
u Fresh mixture
Z Impedance
Other Symbols
∗ Convolution product
∆h0f,k Standard heat of formation of species k at reference temperature T0
∆ LES filter width
∆x Mesh spacing in direction x
∆y Mesh spacing in direction y
∆z Mesh spacing in direction y
〈 〉 Time average
〈 〉s Surface average
Symbols/Acronyms
CO Carbon monoxide
CO2 Carbon dioxide
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NOx Nitrogen oxides
UHC Unburnt hydrocarbons
BML Bray-Moss-Libby model
CDS Central Difference Scheme
CF Corrugated Flamelet
CFD Computational Fluid Dynamics
CFL Courant-Friederichs-Lewy number
CLES Combusting Large Eddy Simulation
CV Control Volume
DFS Diffusive stability number
DNS Direct Numerical Simulation
EOS Equation Of State
ESD Energy Spectral Density
FSD Flame Surface Density
FTF Flame Transfer Function
LDA Laser Doppler Anemometry
LDV Laser Doppler Velocimetry
LES Large Eddy Simulation
LOTAN Low-Order Thermo-Acoustic Network
LPM Lean Premixed
LPP Lean-Premixed-Prevaporised
MG Multigrid
N-S Navier-Stokes
PDE Partial Differential Equation
PDF Probability Density Function
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POD Proper Orthogonal Decomposition
RANS Reynolds-Averaged Navier-Stokes
RQL Rich-quench-lean
SGS Subgrid Scale
TFM Thickened-Flame Model
TKE Turbulent Kinetic Energy
TRZ Thin Reaction Zone
TVD Total Variation Diminishing
U-RANS Unsteady Reynolds-Averaged Navier-Stokes
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