Abstract. We present a theoretical framework for developing parallel guaranteed quality Delaunay mesh generation software, that allows us to use commercial off-the-shelf sequential Delaunay meshers for two-dimensional geometries. In this paper, we describe our approach for constructing uniform meshes, in other words, the meshes in which all elements have approximately the same size. Our uniform distributed-and shared-memory implementations are based on a simple (block) coarse-grained mesh decomposition. Our method requires only local communication, which is bulk and structured as opposed to fine and unpredictable communication of the other existing practical parallel guaranteed quality mesh generation and refinement techniques. Our experimental data show that on a cluster of more than 100 workstations we can generate about 0.9 billion elements in less than 5 minutes in the absence of work-load imbalances. Preliminary results for this paper were presented in [6] . Our work in progress includes extending the presented approach, which can efficiently generate only uniform meshes, to nonuniform graded meshes.
1. Introduction. With the development of very efficient sequential guaranteed quality mesh generators, e.g. the "Triangle" [33] , the construction of very large meshes that cannot fit into the memory of a single machine still remains a challenging problem. These large meshes are required, for instance, to conduct direct numerical simulations of turbulence in cylinder flows with very large Reynolds numbers, see [14] . With the increase of the Reynolds number, the size of the mesh grows in the order of Re 9/4 , see [23] , which motivates the use of a parallel distributed memory mesh generation algorithm.
There are four important requirements that are usually imposed on the parallel mesh generation algorithms: stability, scalability, efficient domain decomposition, and code reuse. Stability refers to the fact that distributed meshes retain the same quality of the elements and partition properties as the sequentially generated and partitioned meshes, see [10] . Scalability is understood as the ability of the algorithm and software to achieve the speedup proportional to the number of processors, see [25] . The efficiency of domain decomposition can be measured in terms of its computation cost and the appropriateness of the resulting subdomains for the selected mesh generation algorithm. Finally, code reuse allows to take advantage of the ever evolving basic sequential meshing libraries which are now mature and highly optimized. In this paper, we present an algorithm that conforms to all four of these requirements, while the previously published results address only some of them.
The sophisticated domain decomposition methods like the Medial Axis Domain Decomposition (MADD) [27] allow to completely decouple the subproblems, and therefore eliminate the communication, but they are very expensive and difficult to construct for three-dimensional domains. In this paper, we settle for a simpler (block) domain decomposition at the cost of some bulk communication and work-load imbalances. Fortunately, the bulk communication in our method is structured and can be tolerated. To cope with the work-load imbalances, we developed a runtime system [2] that successfully addresses the dynamic load balancing problem for mesh generation.
Nave, Chrisochoides, and Chew [30] presented the first practical provably-good parallel mesh refinement algorithm for polyhedral domains. They addressed the stability, to some success the scalability, but not the code reuse requirement. The algorithm in [30] guarantees stability by simultaneously partitioning and refining the interface surfaces and the volumes of the subdomains -the changes caused by a point insertion can propagate across the processor boundaries -at the cost of high communication and of the restructuring of the Delaunay kernel. In [10] , Chrisochoides and Nave restructured the sequential Bowyer-Watson (B-W) Delaunay kernel [5, 39] using the speculative execution model, see [20] , in order to tolerate high communication latencies. The speculative execution model allows setbacks to occur if the changes caused by the concurrent insertion of two or more points are incompatible. Although more than 80% of the overhead due to the remote data gather operations is masked, the experimental data in [10] suggest only O (log P ) speedup, P being the number of processors. In this paper, we provide a sufficient condition, which (in two dimensions) guarantees the independence of the simultaneously inserted points, eliminates the setbacks and the need to restructure the mesh generation kernel, and does not induce intensive communication. Moreover, our condition is not based on the coloring techniques which require high pre-processing time, since they need first to construct a graph (cavity graph 1 ). Blelloch, Hardwick, Miller, and Talmor [4] describe a divide-and-conquer projectionbased algorithm for constructing Delaunay triangulations of pre-defined point sets in parallel. The work by Kadow and Walkington [21, 22] extended [4] for parallel mesh generation and further eliminated the sequential step (contrary to our proposed method) for an initial mesh, but did not address the issue of code reuse.
An idea of updating partition boundaries when inserted points happen to be close to them was presented by Chew, Chrisochoides, and Sukup [8] as a Parallel Constrained Delaunay Meshing (PCDM) algorithm. In PCDM, the edges on the boundaries of submeshes are fixed (constrained), and if a new point encroaches upon a constrained edge, another point is inserted in the middle of this edge instead. As a result, a "split" message is sent to the neighboring processor, notifying that it also has to insert the midpoint of the shared edge. This approach requires the construction of the separators that will not compromise the quality of the final mesh, and permits to reuse sequential codes only to a limited degree, since one has to handle "split" messages and partial cavity expansions within the B-W kernel.
The theoretical analysis of the idea of the concurrent insertion of independent points has been started by several authors. Edelsbrunner and Guoy [15] define the prestar of point x as the difference between the closure of the set of tetrahedra whose circumspheres enclose x and the closure of the set of remaining tetrahedra. Further, they define the points x and y as independent if the closures of their prestars are disjoint. We prove a similar condition of point independence. The difference between the independence condition in [15] and in this paper is that our formulation is less restrictive: it allows the prestars (we use the word cavity) to share a point. However, computing the prestars (cavities) and their intersections for all candidate points is very expensive. That is why we do not use coloring methods that are based on the cavity graphs and continue by proving a theorem, which allows to use only the distance between the points to check whether they are independent. The minimum separation distance argument in [15] is used to derive the upper bound on the number of inserted vertices and prove termination, but does not ensure point independence. In addition, we propose a simple block decomposition scheme for scheduling parallel point insertion for both the distributed and the shared memory implementations. In [15] , a shared memory algorithm based on finding the maximal independent set of points is used. Also, Spielman, Teng, andÜngör [36] presented the first theoretical analysis of the complexity of the parallel Delaunay refinement algorithms. However, the assumption is that the global mesh is completely retriangulated each time a set of independent points is inserted [38] . In [37] the authors developed a more practical algorithm.
Besides the Delaunay-based algorithms, a number of other parallel mesh generation algorithms have been published. De Cougny, Shephard, and Ozturan [12] base the parallel mesh construction on an underlying octree. Löhner and Cebral [28] , and Ito et al. [19] developed parallel advancing front schemes. Globisch [17, 18] presented a parallel mesh generator which uses a sequential frontier algorithm. A detailed review of many more methods appears in [11] .
The rest of the paper is organized as follows. Section 2 presents the theoretical framework for our parallel guaranteed quality Delaunay refinement algorithm. After introducing the notation, we describe the sequential Delaunay refinement algorithm and emphasize the Delaunay triangulation loop invariant, which has to be maintained in order to ensure the correctness of the result. In subsection 2.3.1, we show how the concurrent point insertion can violate this invariant and lead to either non-conforming or non-Delaunay mesh. We prove a theorem which states that if the distance between two points is greater than four times the upper bound on triangle circumradius, then these points can be safely inserted in parallel. We continue by proving in subsection 2.3.2 that the maximal circumradius is not increased in the course of the execution of the B-W algorithm, which makes our condition applicable at all times during the mesh refinement. Next, we show in subsection 2.3.3 how to select the preprocessing parameters so that we can efficiently use all processors and at the same time have minimal sequential overhead. Our coarse-grained partitioning scheme is described in Section 3. Finally, in Section 4 we present the implementation issues and the experimental results. We conclude with a summary of our results and future work directions.
Parallel Delaunay Refinement.
2.1. Notation. We will denote a point with index i as p i and the triangle with vertices p i , p j , and p k as △p i p j p k . When the vertices of a triangles are irrelevant, we will denote such a triangle with a single letter t. We will use the small letters a, b, and c to refer to the side lengths of a triangle, adopting the convention a ≤ b ≤ c and the capital letters A, B, and C to represent the measures of the three angles in the triangle, where we suppose the relation A ≤ B ≤ C.
By the term circle with center p and radius r we will refer to the set of points in R 2 , whose Euclidean distance to p is exactly r. We will use the term open disk for the set of points in R 2 whose distance from p is strictly less than r. The symbol · will represent the conventional Euclidean distance (the L 2 norm).
Let the circumcircle of triangle △p i p j p k be the unique circle that passes through p i , p j , and p k . The center and the radius of a triangle's circumcircle are called its circumcenter, and circumradius respectively. Let us call the open disk corresponding to a triangle's circumcircle its circumdisk. We will use the symbols (t), r(t), and ⊙(t) to represent the circumdisk, circumradius, and the circumcenter of the triangle t, respectively.
The input to a planar triangular mesh generation algorithm includes a description of domain Ω ⊂ R 2 , which is permitted to contain holes or have more than one connected component. We will use a Planar Straight Line Graph (PSLG), see [33] , to delimit Ω from the rest of the plane. A PSLG consists of a set P of points and a set S of segments connecting the points in P . The segments are not allowed to intersect in points that are not in P . Each segment in S is considered constrained and must appear (possibly, as a union of smaller segments) in the final mesh. Definition 1. Let V be a set of points in the domain Ω ⊂ R 2 , and T be a set of triangles whose vertices are in V . We will call T = (V, T ) a conformal 2 triangulation, see [16] , if the following conditions hold:
1. The union of the vertices of all triangles in T is exactly V . 2. The union of all triangles in T is exactly Ω.
3. There are no empty (degenerate) triangles in T . 4. The intersection of any two triangles is either the empty set, a vertex, or an edge. We will use the terms triangulation and mesh interchangeably, depending on the context. Also, letr,ρ, and∆ denote the upper bounds on the circumradius, the circumradiusto-shortest edge ratio, and the area of the triangles, respectively.
Sequential Delaunay Refinement.
The applications that use Delaunay meshes usually impose two constraints on the quality of the mesh elements: the upper bound∆ on the element area and the lower boundĀ on the smallest angle. As shown by Miller, Talmor, Teng, and Walkington [29] and Shewchuk [34] , in two dimensions the circumradius-to-shortest edge ratio ρ of a triangle can be expressed in terms of its minimal angle A as
As the circumradius-to-shortest edge ratio is the metric that is naturally optimized by the Delaunay refinement, see [29] , we will consider∆ andρ, along with a PSLG X , as the parameters to the mesh generation algorithm.
Typically, a mesh generation procedure starts with constructing an initial mesh which conforms to the input vertices and segments, and then refines this mesh until the constraints∆ andρ are met. For sufficiently small values of∆, resulting in large fine meshes, most of the time is spent reducing the area of the triangles. Although asymptotically O (n log n) time is required to triangulate n points, while refining an existing mesh is on average linear in the number of the triangles produced, for fairly large final meshes the latter time significantly dominates. In this paper, we focus on parallelizing the Delaunay refinement stage, which is usually the most memoryand computation-expensive. The general idea of the Delaunay refinement is to insert DelaunayRefinement(X , M,∆,ρ) Input: X is a PSLG which defines Ω M is some Delaunay mesh over Ω ∆ andρ are desired upper bounds Output: a conforming Delaunay mesh respecting∆ andρ
Find S, a set of segments encroached upon by p
Update Q 12 endwhile 13 return M The sequential Delaunay refinement algorithm. A more detailed description along with the segment splitting strategies, which always guarantee termination, can be found in [35] .
points in the circumcenters of the triangles that violate the required bounds, until there are no such triangles left. There are two main variations of the point insertion procedure: the Lawson's algorithm [26] , which uses edge flips, and the B-W algorithm [5, 39] , which is based on deleting the triangles that are no longer Delaunay and inserting new triangles that satisfy the Delaunay property. These algorithms produce equivalent results, see [34] , thus, we will use only the B-W algorithm for our analysis. The following definition, adapted from [16] , plays a major role in the study of the B-W algorithm.
Definition 2. Let the cavity C M (p) of point p with respect to mesh M be the set of triangles in M, whose circumdisks include p: C M (p) = {t ∈ M | p ∈ (t)}. We will write simply C(p) when M is clear from the context. Also, we will denote B M (p) to be the set of the edges which belong to only one triangle in C M (p), i.e., the external edges of C M (p).
The sequential Delaunay algorithms treat constrained (boundary) segments differently than triangle edges in the interior of the mesh, see [31, 34] . For a segment s, the unique circle with s as a diameter is called the diametral circle of s. A vertex p is said to encroach upon s, if it lies within the open diametral disk of s. When a new point is about to be inserted and it happens to encroach upon a constrained segment s, another point is inserted in the middle of s instead, and the cavity of the segment's midpoint is constructed and triangulated in a similar way.
For a thorough description of the sequential Delaunay refinement algorithms and the proofs of their termination, as well as the proofs of good grading and size optimality of the result, the reader can consult [16, 31, 34, 35] and the references therein. For our analysis, it is sufficient to consider the algorithm in Figure 2 .1. The while-loop of the algorithm maintains the following invariant:
Loop Invariant 1 (Delaunay Triangulation). M is (i) conformal and (ii) Delaunay. 2.3. Theoretical Framework. The parallelization of the sequential Delaunay refinement algorithm can be achieved by inserting the circumcenters of multiple triangles concurrently by several processors. In this subsection, we propose a theoretical framework which allows to select the candidate circumcenters in such a way that the Delaunay triangulation loop invariant holds throughout the run of the parallel algorithm, and, thus, all the quality guarantees of the sequential algorithm remain valid.
Maintaining the Delaunay Triangulation Loop Invariant.
We expect a parallel Delaunay refinement algorithm to maintain Loop Invariant 1. The reason for a parallel algorithm to produce a non-conformal mesh can be a concurrent retriangulation of two or more cavities that have common triangles. Consider, for example, Figure 2 .2(a). However, even if the cavities of two points do not have common triangles, Loop Invariant 1 can still be violated due to the creation of non-Delaunay triangles, i.e., triangles whose circumdisks include mesh vertices. This can happen if two cavities have common edges, see Figure 2 .2(b). The following Lemma provides a sufficient condition for the simultaneous retriangulation of two cavities to yield a conformal Delaunay mesh. Lemma 1. If C(p i ) and C(p j ) have no common triangles and do not share any triangle edges, then the independent insertion of p i and p j will result in a mesh which is both conformal and Delaunay.
Proof. Since C(p i ) and C(p j ) do not intersect, the processors that are working independently on retriangulating C(p i ) and C(p j ) will not attempt to simultaneously delete the same triangles or create overlapping triangles, thus, the resulting mesh will be conformal.
To show that the mesh will also satisfy the Delaunay criterion, we need to recall the Delaunay Lemma, see [13, 16] , which states that if the empty circumdisk criterion holds for every pair of adjacent triangles, the triangulation is globally Delaunay. The condition that C(p i ) and C(p j ) do not share any triangle edges implies that every external edge of C(p i ) and C(p j ) is incident upon some triangle which belongs neither to C(p i ) nor to C(p j ). These external triangles together with the ones created by the retriangulation of C(p i ) and C(p j ) will locally satisfy the Delaunay property, see [34] . Hence, the mesh will be globally Delaunay. 
In practice, though, this Lemma may not be very useful, since it requires the construction and the comparison of the cavities for all candidate points. The next Lemma achieves a more practical result.
Lemma 2. Letr be the upper bound imposed on all of the circumradii belonging to the triangles in the mesh M. Considering points p i , p j ∈ Ω in the two-dimensional domain Ω we have the following. If the distance between them fulfills the estimation p i − p j ≥ 4r, then the corresponding cavities C(p i ) and C(p j ) do not intersect, and furthermore, do not have any triangle edge in common.
Proof. We will prove this Lemma by contradiction by considering two cases: Figure 2 .3(a). By the definition of the cavity, p i ∈ (t) and p j ∈ (t), hence p i − p j < 2r(△p k p l p m ) < 2r < 4r, which contradicts our assumption. (ii) Suppose p i − p j ≥ 4r and there exists an edge p k p l which is shared by C(p i ) and C(p j ), see Figure 2 .
From the triangle inequality it follows that p i − p j < 2r(△p k p l p m ) + 2r(△p k p l p n ) < 4r, which again contradicts the assumption.
Theorem 1 is the immediate consequence of Lemmata 1 and 2 and can be used for an efficient constant-time verification of whether two points are independent, and, hence, can be inserted concurrently: Theorem 1. Letr be the upper bound on triangle circumradius in the mesh and p i , p j ∈ Ω. Then if p i − p j ≥ 4r, then the independent insertion of p i and p j will result in a mesh which is both conformal and Delaunay.
The Circumradius Upper Bound Invariant.
For Theorem 1 to be applicable throughout the run of the algorithm, we need to prove another invariant:
Loop Invariant 2 (Circumradius Upper Bound). The condition thatr is the upper bound on triangle circumradius in the entire mesh holds both before and after the insertion of a point.
Next, we show that the execution of the B-W algorithm, either sequentially or in parallel, does not violate Loop Invariant 2.
Let the reflection of disk (△p k p l p m ) about edge p k p l be the disk
(△p k p l p m ) that has the same radius, whose circle passes through the points p k and p l , and whose center lies on the other side of edge p k p l from point p m . See Figure 2 
, the following condition is fulfilled having the assumption outlined in Figure 2 .4:
Proof. Let o ′′ be the center of the disk (△p k p l p i ), where p i is any point inside the shaded region (
′′ has to lie on the straight line through o and o ′ . Let v be the point of intersection of this straight line with the edge p k p l (i.e., the midpoint of p k p l ), and u be the point of intersection of the straight line with the circle of (△p k p l p i ) inside the shaded region. Let x = u − v . We will express the radius of (△p k p l p i ) as a function of x: r(△p k p l p i ) = f (x).
Let us consider the triangle △p k vo ′′ with the right angle at the vertex v. If we denote p k −p l = a, and
, and o ′′ − p k = f (x), we have:
f (x) is convex everywhere on 0 < x < ∞ since its second derivative is positive:
In addition,
Using Jensen's inequality, see [40] , for 0 ≤ λ ≤ 1 and r(△p k p l p m ) − b < x < r(△p k p l p m ) + b, we can derive the following:
Lemma 4. Let △p k p l p m ∈ C(p i ) and △p k p n p l / ∈ C(p i ). Then the following inequality holds: r(△p k p l p i ) < max(r(△p k p l p m ), r(△p k p n p l )).
Proof. There are two cases: Figure 2 .5. In this case, p i has to lie inside the region (△p k p l p m ) \ (△p k p n p l ), which is a subset of the region Figure 2 .6. Again, p i has to lie in the region (△p k p l p m )\ (△p k p n p l ), which in this case is a subset of
and, according to Lemma 3, r(△p
, and, by Lemma 3, r(△p k p l p i ) < r(△p k p n p l ).
Thus, we may state the following theorem: Theorem 2. Loop Invariant 2 holds. Proof. The B-W algorithm creates only triangles of the form △p k p l p i , where there exists △p k p l p m ∈ M such that △p k p l p m ∈ C(p i ). There are two cases:
(i) There exists △p k p n p l ∈ M such that △p k p n p l / ∈ C(p i ), in other words, p k p l is not a boundary segment. In this case, by Lemma 4, r(△p
(ii) p k p l is a boundary segment. Then p i must be outside the diametral circle of p k p l , otherwise, p i wouldn't have been inserted. Consequently, p i lies in the region (
, and by Lemma 3, r(△p i p k p l ) < r(△p k p l p m ).
Adjusting the Degree of Concurrency.
We have shown how with a simple and inexpensive test one can check whether two points (i.e., circumcenters) can be inserted independently. Now it remains to provide a way of finding enough independent circumcenters, so that all processors can be kept busy inserting them. This task can be accomplished by decreasing all triangle circumradii below some valuē r with the purpose of increasing the number of pairwise independent circumcenters. Fortunately, this can be easily done by applying the sequential Delaunay refinement procedure as a preprocessing step. In this step, we use the initial parameterρ and select parameter∆ as∆
wherer is computed based on the number of available processors and the size of the domain (see Section 3).
Such preprocessing allows us to decrease the maximal circumradius of the triangles in a mesh automatically as a result of decreasing the maximal circumradius-toshortest edge ratio and the maximal area. In the rest of this subsection, we prove equation (2.2).
We start by proving an auxiliary Lemma, which relates the length of any side of a triangle to the sum of the cotangents of the adjacent angles and the triangle's area.
Lemma 5. If a, b, c and A, B, C are the lengths of the sides and the measures of the angles of a triangle respectively, then
where ∆ is the area of the triangle.
Proof. The cyclical application of the law of cosines
coupled with the formula computing the area of the triangle ∆ = 1 2 bc sin A (2.5) allows us to obtain the following formula:
Rearranging (2.5) and substituting into (2.4) yields
Finally, by coupling (2.6) and (2.7), we obtain (2.3). Now, we show how an expression involving the smallest angle of a triangle bounds the sum of the cotangents of the other angles.
Lemma 6. If A ≤ B ≤ C are the measures of the angles of a triangle, then
Proof. Since A, B, C are positive summing themselves up to π, we can define the following function:
and has no points of local maxima which satisfy (2.8), thus, it can reach its maxima only in the ends of the interval A,
Hence,
Finally, assuming that the boundsρ and∆ on the triangle area and the circumradiusto-shortest edge ratio, respectively, hold for all triangles in the mesh, we find out the upper boundr on the circumradius of triangles.
Lemma 7. Let a triangle with the circumradius r and the side lengths a ≤ b ≤ c have the circumradius-to-shortest edge ratio ρ bounded byρ: ρ = r/a <ρ, and the area bounded by∆: ∆ <∆. Then r < 2(ρ)
Proof. From ρ = r/a, or r = ρa, using Lemma 5 it follows that r = ρa = ρ 2(cot B + cot C)∆ and Lemma 6 implies that
By substituting sin A from (2.1) into (2.9), we have:
The following theorem directly follows from Lemma 7: Theorem 3. Ifρ and∆ are upper bounds on the triangle area and the circumradiusto-shortest edge ratio, respectively, thenr, computed using the relation r = 2(ρ)
is an upper bound on the triangle circumradius.
ParameterizedDelaunayRefinement(X , M,∆,ρ, σ())
Input: X is a PSLG which defines Ω M is some Delaunay mesh over Ω ∆ andρ are desired upper bounds σ() is a boolean predicate which takes point coordinates as input Output: a conforming Delaunay mesh M such that
Update Q 12 endif 13 endfor 14 return M 3. Coarse Grain Partitioning. One possible way to break the meshing problem of the entire domain up into smaller independent subproblems is to partition the domain into subdomains in such a way that the circumcenters of the triangles in each subdomain can be inserted concurrently with the circumcenters in any other subdomain.
If we consider a selected spatial region as a subdomain, which is refined sequentially by one processor, then the layer of triangles whose circumcenters are within 2r from any circumcenter in the region, forms the buffer zone of the entire region. The partitioning and the decoupling of the subdomains can be achieved by creating a special buffer zone around every subdomain, so that the insertion of a point in one subdomain can modify the triangles only inside this subdomain and its buffer zone, but the changes will not propagate to other subdomains and their buffer zones. After refining the subdomains, the buffer zones can be refined in a similar way.
We have chosen a simple and efficient way to partition the domain, which consists in dividing its bounding box into squares. One of the main advantages of this approach is the efficiency of assigning triangles to subdomains based on the coordinates of their circumcenters. A small adjustment (see Figure 3 .1) to the sequential Delaunay refinement algorithm (Figure 2.1 ) allows the insertion of only those circumcenters which satisfy some user defined condition (i.e., being inside a given rectangle). The drawback is that the amount of work assigned to different processors can vary significantly. However, we developed a runtime system [2] for dynamic load balancing which solves this problem and thus we do not have to address it here.
The selection of subdomain box sizes is closely related to the scheduling of the refinement phases. First, Theorem 1 requires that the regions simultaneously refined by different processors are at least 4r away. Second, the refinement of a region can create poor quality triangles near the boundary in a neighboring region, which has been refined in a previous iteration (see Fig. 3.2) . To avoid performing multiple refinement iterations of the same region, some overlapping among the regions needs to be introduced. The degree of overlapping depends on the partitioning of Ω. We partition the domain Ω into a two-dimensional lattice of squares, arrange the processors into logical rows and columns, and assign to each processor a fraction (N/P ) of the lattice, where N is the number of cells and P is the number of processors, which it is responsible to mesh. We ensure global mesh consistency, by forcing each processor to hold and exchange (4r)-wide layers of triangles near the boundaries of their assigned subdomains. Each processor in position (i, j) communicates only with its neighbors in positions (s, t), such that |i − s| ≤ 1 and |j − t| ≤ 1.
The entire parallel algorithm is summarized in Figure 3 4. Parallel Implementation. For the experimental evaluation of our method, we triangulated (i) 1000 random points uniformly distributed in a unit square and (ii) the pipe cross-section model (Figure 4 .1). We used the "Triangle" [33] as a sequential mesher on each processor. The "Triangle"facilitates the use of a user-defined function for deciding which triangles should be considered "big" and queued for refinement. However, apparently, it doesn't provide a mechanism for the user to decide at runtime which triangles are "bad" in terms of the circumradius-to-shortest edge ratio or minimal angle. This fact caused us to insert a test for the triangle circumcenter position inside the "Triangle" code and recompile it. We believe that in the future releases of sequential mesh generation codes the facility for defining user-supplied functions, which test the suitability of both types of triangles, can be easily provided.
Another technical detail that we ran into while running our tests, is the substantial difference in time required by the "Triangle" to refine an existing mesh and to construct a fine mesh without taking advantage of a previously constructed coarser mesh. Contrary to our expectations, building a fine mesh anew turned out to be much faster. For example, in the case of the contour of the letter "A" which is included in the "Triangle" distribution, the "Triangle" is about six times faster in retriangulating a given set of points than in reconstructing the mesh data structure from a list of triangles. That is why, when moving a part of the mesh from one processor to another, we decided to migrate only the set of points and boundary edges and retriangulate them as necessary. Since the Delaunay triangulation of a given set of points, is unique provided that there are no four cocircular points, see [34] , this process will not destroy the boundary conformity. In the presence of cocircular points near the boundary, the enforcement of boundary segments causes the required edge flips. The additional advantage of this optimization is the decrease of the network traffic.
We have conducted our experiments on the Sciclone cluster computing system at the College of William and Mary using its two tightly-coupled subclusters: "whirlwind" -64 single-cpu Sun Fire V120 servers (650 MHz, 1 GB RAM) and "twister" -32 dual-cpu Sun Fire 280R servers (900 MHz, 2 GB RAM). The scaled and the fixed workload evaluation for a mesh of a unit square is shown in Table 4 .1, and for the pipe model -in Table 4 .3. We can see that in the pipe case the algorithm performs slightly worse, which happens because of the load imbalance due to the empty space inside pipe holes. Table 4 .4 shows a comparison of a distributed and a shared memory implementations on the "hurricane" subcluster.
ParallelDelaunayMeshing(X ,∆,ρ, P , p) Input: X is a PSLG which defines Ω ∆ andρ are desired upper bounds P is the total number of processors (we assume √ P is integer) p is the index of the current processor, 0 ≤ p ≤ P − 1 Output: a distributed conforming Delaunay mesh respecting∆ andρ 1 Calculate row(p) and column(p) of the current processor // 0 ≤ row(i), column(i) ≤ √ P − 1, 0 ≤ i ≤ P − 1 2 Let l be the longest dimension of the bounding box of Ω 3r ← l/(4 Finally, we didn't have to write any mesh generation code, since for both the preprocessing and the refinement it was sufficient to call the "Triangle" as a library.
Conclusions.
We introduced a parallel coarse-grained mesh generation algorithm based on a block domain decomposition, which can be used in a variety of contexts. First, as we showed, the parallel algorithm can be implemented efficiently on distributed-and shared-memory memory systems by exploiting the fact that only local communication between processors is necessary, the data can be sent in large blocks at the beginning of each computation phase, and the number of the A cross section and a cartoon pipe of a regenerative cooled pipe geometry which came from the testing of a rocket engine at NASA Marshall. NASA had to slightly bend one of the regenerative cooled "pipes" that contained combustion gases in order to fit a rocket engine onto a test stand. In testing, this curved pipe failed due to an unanticipated increase of heating. Since this was a one-off design, NASA couldn't afford to do the extensive testing. The failure caused them to scrap that particular project since it destroyed the engine under test. This is an example of why simulation is useful in reducing the cost. communication phases is a small constant (five). In this paper, we addressed the code reuse issue from the viewpoint of concurrency; the design of the generic application programming interface is out of the scope, see e.g. [3] for a discussion. Second, we designed an out-of-core algorithm [24] which utilizes the absence of communication during subdomain refinement phases. Third, a shared memory implementation can use the sufficient condition of the circumcenter independence to guide the finegrained parallelism. However, our experimental evaluation [1] Table 4 .2 A breakdown of the execution time for a single processor in the case of the unit square, seconds. The Communication and Synchronization column shows the time to send the data to the neighboring processors and receive the data from them, which includes waiting for their completion of the current refinement task.
Scaled workload

Fixed workload, in a B-W kernel showed that current SMTs are not capable to achieve performance improvement, while the experiments on a simulated SMT indicate that with modest hardware support it is possible to exploit fine-grain parallelism opportunities. Fourth, our future work includes the extension of the framework to the three-dimensional domains. We also plan to improve the performance of our parallel implementation, for more irregular geometries, by addressing the work-load balancing problem using our runtime system [2] and improving the memory management for a single processor. Finally, we are currently working on the extension of the theoretical framework for the construction of non-uniform (graded) meshes [7] .
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