Seepage failure including flowage deformation and hydraulic fracture, plays an important role on damage of dyke under flood, flow of ground caused by liquefaction and improvement of ground by injection and/or penetration procedures. These problems must be solved with interaction among three phases: solid (soil), liquid (water) and gas (air). Discrete analysis (e.g. DEM) is adapted to abruption, failure and flowage, but unsuitable procedure to analysis domain of large scale. Continuum analysis has opposite properties to that.
INTRODUCTION
Large flowage deformations and hydraulic collapse of ground (e.g. dykes) induced by permeation of water through ground, play important roles in the destabilization of dykes during floods, liquefaction and other damage mechanisms that occur during injection driving of pile and/or improvement materials into ground. It is necessary to model progressive seepage failure in the soil in order to analyze these phenomena more precisely. Reports have found important roles for interactions among all three phases in solids, liquids and gases 1)-4) . The degree of saturation 5) and the super dissolved oxygen in void pores have major effects on seepage failure behavior in soil, and the occurrence of air bubbles in the base is an important issue in the weakening of dykes.
In this study, the development of a new analytical method for investigation of seepage failure was attempted in order to account for interactions among all three phases of soil, water and air. The smoothed particle hydrodynamics method (SPH), a completely mesh-free technique, was used to obtain the combined benefits of both discrete and continuum methods. SPH is a Lagrangian method employing particles that operate in place of the mesh in finite difference solutions of partial differential equations. This method was originally developed by Gingold and Monaghan 6) and Lucy 7) in astrophysics to solve equations of motion for galaxies 8) . Later, this method was applied to viscid flows and failure of solids 9)-14) . In this paper, SPH with a new method for calculating density in multi-phase conditions is proposed. The seepage in the dyke base is also expressed by devising equations for solid-fluid phase interactions. Very simple model experiments and qualitative analytical observations were also carried out in two dimensions.
lation procedure of density with interface between different material and introduction of interactions between solid and fluid phases. Finally implementations of SPH analysis are explained.
(1) Outline of the SPH method
The purpose of this study is to discuss and model interactions among the solid, liquid and gaseous phases. In this paper, we had an attempt to develop the analysis method to express the seepage failure. The continuity equation, equation of motion and the SPH formulations necessary to express two-dimensional seepage failure and the implementation are explained. Here, compressive stresses and strains are considered to be positive.
In the DEM, in order to examine actual particles and solve the corresponding equations of motion using finite time differences, a huge number of particles are required when handling a large analytical region. The SPH developed in this research is not intended for practical problems, but for solving an assembly of particles ( Fig. 1) , which are considered to be round (radius h), continuous bodies of finite volume. These particles overlap in the analytical region, and the equation of motion is solved with finite time differences for each particle. Soil "particles" here represent discrete volumes of soil rather than soil grains, and similarly water "particles" are finite volumes of water rather than individual molecules. Thus, this approach allows for a much faster solution for systems of large numbers of particles compared to DEM. Since this method uses the Lagrange equations, it can also express discrete behaviors such as sliding contact between particles, separation, and two-or three-phase inter-actions.
The motion of particles is dominated by the gradient of the stress exerted by neighboring particles; it, therefore, is not necessary to determine the parameters for spring elements in DEM which are hard to understand. We can calculate the stress-strain relation in particles using the same equation of state and constitutive equations as those for ordinary continuous media. This approach combines the benefits of both discrete analysis and continuum analysis into SPH.
As mentioned above, SPH describes the phase of interest as a superposition of multiple overlapping particles. The spatial mean value < f(x)> of physical quantity f(x) at an arbitary point x is given by Eq. (1) . Particles x' of physical quantity f(x') are located within the zone of influence of the first particle (as sumed in this paper to be 2h, double the radius h of the particle). The physical quantity is interpolated using a smoothing function (called kernel) W (see Figs. 1 and 2) . ( )
where r = x -x'. The smoothing function W is defined by,
As h is zero, <f(x)> can be denoted by f(x). If the density at x is ρ(x), Eq. (1) can be rewritten as
The spatial differential of this function can be written as follows.
Here, ∇ = (∂/∂x, ∂/∂y)
T is the gradient of the func-tion. Equation (3) is then discretized into finite particles. Let the location of the center of particle i, its mass, and density be represented by x i , m i and ρ i , respectively, and let the vector from the center of particle i to the center of particle j be represented by r ij . From Eqs. (3) and (4), f i = <f(x i )>, ∇f i = ∇<f(x i )> can be approximated as follows:
Here, N is the number of particles in the analytical region. As expressed in the next equation, N more precisely represents the number of particles within the zone of influence of the smoothing function of particle j.
In SPH, the physical quantity f i = f(x i ) moves with the center of particle i.
It has been proposed that the Gaussian distribution and several other distributions 15) should be used as the smoothing function W. However, the Gaussian distribution would be very inefficient for calculations because the zone of influence extends to infinity. In this study, the third-order B-spline function shown below was employed as it provides a smooth curve and a limited zone of influence whose radius 2h. Here, r ij = |r ij | and S = r ij /h ij . 
(2) Continuum continuity and motion equations
Generally, the continuity equation for material is written as follows using ρ and ν as the density and velocity vectors,respectively:
where , '•' denotes the dot product of the vectors. When we observe a moving point within a body from a frame of reference moving with the body, the equation of motion using the stress tensor σ and the body force f is generally written as follows.
Here, if the isotropic compressive stress component (mean principal stresses) and the deviator stress component are p and τ, respectively, σ can be re-written as
If the fluid is assumed to be non-viscous, τ = 0, and then Eq.(10) is reduced to
On the other hand, if the fluid is viscid, the Navier-Stokes equation becomes
where µ and ν represent the static and dynamic viscosities,respectively. Next, the strain rate ε is defined by,
where ⊗ denotes the dyad product and the superscript T indicates the transverse of the matrix. As we denote shear strain and time differentiation by ε d and '
• ',respectively , the shear strain rate is expressed as
The rotation speed ϖ is,
This purpose of study is to discuss and model interactions among the solid, liquid and gas phases. In this paper, we had an attempt to develop the analysis method to express the seepage failure. The continuity equation, equation of motion and the SPH formulations necessary to express two-dimensional seepage failure and the method of solution are ex-plained.
(3) Continuity and motion equations in SPH
Since SPH uses the Lagrangian algorithm, as long as the number of particles in the system does not increase or decrease, the continuity conditions are satisfied. Here, the method for calculating particle density is described. In this study, an improvement procedure for calculating density was employed in order to ensure that the continuity conditions are satisfied even in mixtures of materials with greatly differing densities and constitutive models. The conventional method is summarized and the schemes are described below. a) Conventional procedure for estimation of density First, the density ρ i of particle i is replaced with the density ρ i found with function f i in Eq. (3) . The SPH expression of Eq. (9) is also derived. First, since
when Eq. (21) is substituted into Eq.(9) and the continuity equation for particle i (
When Eqs. (23) and (24) are substituted into Eq. (22), the differential form of the continuity equation becomes
Here, v ij = v i -v j , and ∇ i is the gradient for particle i with respect to the coordinate system (x i , y i ).
b) Improvement in estimation of density proposed
When Eq. (20) is used, since there will be fewer fixed particles than loose particles in the vicinity of the free interface, the density tends to be underestimated in that region. This problem can be avoided by using Eq. (25), the differential form. Alternatively, the next equation can also be used, in which the smoothing functions are summed for normalization 13) .
However, some improvements to this relation are necessary in order to calculate the density in the vicinity of the interface between phases in multi-phase conditions. In other words, in the vicinity of the interface between phases with greatly differing state equations and densities, even Eq. (26) will result in large errors in the calculations of density. For example, consider the situation of air bubbles in water. The state equations for air and water are different, and water is roughly one thousand times denser than air. This causes an underestimate in the water density near bubble surfaces and an overestimate of the air density on the air side of the interface. The calculation then fails because the pressure is estimated at physically impossible high or low values due to these misestimates of density. This cannot be avoided by using either of Eqs. (20), (25) or (26).
In this study, this problem is avoided by the summating (Σ) all elements of each given phase when using Eq. The above approach allows the densities of the different materials to be calculated with high precision everywhere, including the vicinity of phase interfaces. Investigations into approaches to the accurate and simple calculation of density will be continued for cases of changes in system mass (as in Eq. (25)), and in cases involving more abrupt, discontinuous changes in density. c) Conventional procedure for calculation of motion equation Second, the SPH adaptation of the equation for particle i in Eq. (15) is explained as follows. The quantity 1/ρ∇ρ must be calculated in order to solve the motion of particle i, as given by
Substituting this equation into Eq. (15), the equation of motion for particle i becomes
In addition, Eq. (6) can be used as follows.
Equations (30) and (31) can be substituted into Eq. (29) to obtain the following SPH version of the equation of motion for particle i:
In the same way, Eq. (10) can be rewritten as
The methods proposed by Morris et al. 14) and Monaghan and Gingold 9) can also be employed for the viscosity term of a fluid and the artificial viscosity of a solid to convert Eqs. (32) and (33) into Eqs. (34) and (35):
Here,
where c i is the speed of a compression wave through the medium of particle i. The term Π ij in Eq. (35) represents artificial viscosity pressure between particles i, j which are in physical proximity (v ij • r ij < 0). This plays the role of a virtual damper to moderate interpenetration in particle collisions (ε AF is a coefficient to prevent divergence). The literatures suggest α = 0.001 and β = 0.0. It will be necessary to investigate how appropriate these values are for geomaterials.
The strain rate tensor ε & (Eq. (17)) and rotation tensor ϖ (Eq.(19)) for particle i are converted as follows. The ratio of specific heat at constant pressure to specific heat at constant volume is γ gas = 1.403 for air.
The liquid phase (e.g., water) is assumed to be incompressible. Then, as the pressure is calculated from the density in SPH, the following state equation is employed to handle quasi-incompressible fluids 16) .
Here, γ liq was set equal to 7 11) . The lower this value is, the higher the compressibility of water is. This value was selected because the speed of compression waves in water is defined by the bulk modulus and density. In Eq. (41), changes in density have a large effect on changes in pressure; even small changes in density suffice to bring about large changes in pressure. Actual calculations using this value showed changes of density of less than 0.1%, a good approximation of incompressibility.
There is no need for special measures in the constitutive model for the solids in the analytical method proposed here, and any constitutive model appropriate for the problem can be employed. Many useful constitutive models and experimental laws are proposed in geomechanics 17) . However, one of the most simplified models was used in the present analysis. An elastic-perfectly plastic solid was as- Here, p 0 and E e 0 are the standard stress and the stiffness corresponding to that stress, respectively. Under the above assumptions, the volumetric changes of soil particles depend only on the changes in effective mean principal stress in the elastic region such that the density of the soil is determined by its porosity n, allowing estimation of the effective mean principal stresses. When the relation of the increase in shear stress τ & accompanying the deviator strain rate σ & is within the elastic region, it is common to use the relation described by Hooke's law,
However, when rotation is taking place in the displacement field, the Jaumann rate is used instead. Then, Eq. (44) is re-written as follows 10), 12) .
Equation (45) also employs the results of Eqs. (11), (37) and (38). In this study, the initial porosity n 0 was set at 0.4 and m at 0.5. The standard stress and stiffness were set at p 0 = 100 kPa and E e 0 = 150 MPa, and tan φ = 0.5 was used.
(5) Interaction between solid and fluid proposed
For this study, the solid phase, soil, and the fluids of water and air were handled on different layers (see Fig. 3) . These layers were then combined to obtain the analysis of the three-phase system. Sugino and Yuu 18) successfully performed two-phase analysis by using a finite-difference method for the porous fluid (air), where SPH is used only for one phase. Since the purpose in this study is to simulate free surfaces, phase transport and separation in all phases, we applied the SPH method to all phases.r When combining the solid phase layer with the fluid phase layer, the model accounts for the physical forces described below, with due consideration of the effects of the porosity n and the coefficient of permeability k for water (or air). The frictional body forces resulting from velocity differences between two adjacent phases were employed as the above physical forces. The mixture theory 19) , 20) was used here, writing the force by the solid phase on the liquid phase and the force by liquid on solid, respectively, as f sf and f
By Newton's third law of motion:
where ρ f is the density of the fluid phase, g is the gravity acceleration (9.8m/s), and v s and v f are the velocity vectors of the solid and liquid phases, respectively. Flowage deformation and failure behavior of the solid phase are dependent upon the effective stress. Here, the pore water pressure p was found using the method described below. The pressure in each liquid particle found using Eq. (41) was substituted into Eq. (5) for f i for calculation of the pore water pressure. The continuity and balance in the multi-layers must be hold.
(6) Time integration
This analysis uses the leap-frog method 21) with Eqs. (35) and (46) to estimate particle acceleration, location, density, strain and stress. From step n to step n+1, the physical quantity was calculated as shown below. The time steps from calculation step n-1 to n and from n to n+1 are written ∆t n-1 , ∆t n , respectively: ( )
(7) Treatment of boundary
To realize a better physical meaning of the boundary, the behavior of phase boundary was reproduced by creating an array of virtual boundary particles, as shown in Fig. 4 . If each boundary particle is defined with the proper location and momentum, it will be possible to apply slip and non-slip boundary conditions for the fluid phase. This treatment resembles the use of ordinary virtual cells used in the finite difference method with grids. When calculating the density and solving the equations of motion for particle a (free particle) moving freely in the analysis region, a virtual velocity is applied to boundary particles B within the affected range (satisfying Eq. (7)), which are then handled as ordinary particles. However, the positions of the boundary particles are not updated using the virtual velocity and there are no interactions between boundary particles.
The method of Morris et al.' 14) that improved the method of Takeda et al. 22) was used here to handle the virtual velocity v B of boundary particle B. The effect of v B on free particle a was calculated according to the distance between the particle a and the boundary using the following equation. The conditions are non-slip and the boundary shape is a straight line (Fig. 4) .
The maximum permitted value of β (β max ) is pre-determined.
( )
Here, the lower the value of d a , the greater the value of β. In this case, β max was set to 2 to prevent β from reaching extreme values and overestimating the reaction forces exerted on other particles near the boundary. This approach, allowing adjustment of different parameters, seems promising for modeling of various boundary conditions. (8) Implementation of SPH analysis Figure 5 shows a flow diagram of the calculations in SPH.
First, a particle is located in the analysis region and its initial mass, density and other parameters are set. In this study, the particles were placed on an orthogonal grid. Each particle was initially defined with an identical radius h and an identical zone of influence, of radius 2h.
The value of h was updated in each calculation step in accordance with the changes in density (divergence D i ) 12) .
As often performed in DEM, the analysis region was partitioned into cells, and the particles within each particle's zone of influence were efficiently identified and recorded. This procedure was performed using a linked list in order to minimize memory usage in PC 21) . After determining the density, the fluid pressure and other parameters were calculated from the equation of state. The exerted forces and accelerations were then found from the inter-particle stress gradient, with consideration of the interactions between the solid and fluid layers. For the present assumption of quasi-compressibility of the fluid instead of incompressibility in SPH (Eq. (41)), Monaghan has proposed an approach called "XSPH" in which the velocity is revised. The velocity vector i v′ found in the previous process is thusrevised as velocity v i , which is given by
where ε XSPH is a constant (0 ≤ ε XSPH ≤ 1). The larger ε XSPH is, the greater the effect of this operation for moderating the velocity of the particle of interest to match the average velocity of the surrounding particles is. This avoids one particle penetrates into adjacent particles in high-speed flows.
The strain rate is calculated by the revised velocity, and the overall strain is then updated. The internal strain condition of each particle is also updated by calculating the strain rate from the constitutive equation.
Finally, the location of the particle is updated, and the above process is repeated. Next chapter describes the analytical results obtained using this SPH method with the objective of reproducing two-dimensional fracture. The initial particle radius h 0 and inter-particle distances were identical in all cases examined. The gravitational constant g was set equal to 9.8 m/s 2 .
ANALYTICAL RESULTS AND DICUS-SIONS
(1) Liquid phase (single-phase) Figures 6 and 7 show the results of the SPH analyses for the collapse of liquid columns over a range of µ values 11) . The viscosity for Fig. 6 is 1 .002
N⋅s/m 2 , and that for Fig. 7 is 1 .002 N⋅s/m 2 , 1,000 times higher than the case of Fig. 6 . The centers of the particles along the right side of the column (the boundary particles) were initially aligned with the center of the vessels. The radii of the dots in the figures are 1/4 of the size of the particles analyzed in the models. The red dots represent boundary particles, and blue dots denote liquid particles; we confirmed that the analysis results were fitted to experimental results 23) .
The initial density of all particles was set at ρ 0 = 1000 kg/m 3 and zero initial speeds in the figure were applied to the liquid particles on the right side of the column (H, y as defined in the figures). Figure 6 shows a time series of the collapse, consisting of a sideward flow with speed increasing with distance downward from the upper surface. After sufficient time, the water surface took a flat shape. In Fig. 7 , not only did the collapse take much more time due to the higher viscosity, but the initial shape was also held for longer. Thus, the SPH method successfully reproduces the fluid flow phenomena.
(2) Gas-liquid system (two-phases) Figures 8 and 9 show the results of analyses of the rise, burst and coalescence of bubbles in fluids, as predicted by SPH. The liquid was assigned the same characteristics as the water in the previous section. The properties of the gas were set at values characteristic of air: initial density ρ 0 = 1.207 kg/m 3 , viscosity µ = 1.810 × 10 −5 N⋅s/m 2 . No particles were located higher than the upper surface of the water. However, this volume was assumed not to be a vacuum but to have a pressure of100 kPa (about 1 atm.) Accordingly, the bubbles in the liquid were assigned a pressure of 100 kPa and densities corresponding to the pressure at the water depth predicted by Eqs. (39) and (40). The bubbles were simulated using clusters of SPH gas particles. Figure 8 shows the analytical results with consideration of the surface tension of the water-air surface. The bubble rises with the passage of time, simulating the effect of buoyancy. The outline of the bubble changes as it rises and the surface of the water also lifts above the bubble. Circulation occurs as the liquid fills the space below the bubble. As it rises, the bubble breaks into a nearly straight row of smaller rising bubbles. This process clearly shows the changes in rise speed when it is viewed as a movie. The collapse of the water surface is also portrayed. The particles of air in the bubble continue rising into the air after emerging from the water surface. Thus, the SPH method appears to reproduce a variety of motions and hydraulic collapse behaviors in fluid phases.
Surface tension occurs when different substances are in contact, and this tension varies with the substances and with the shape of the interface. Although a number of existing analytical approaches search for the interface and calculate the surface tension, since the surface tension is a fundamental force between molecules, this intermolecular force is incorporated into SPH taking full advantage of the discrete properties defined by SPH. This study referred the method of Nugent and Posch 24) to add an intermolecular force term −(a/m 2 )⋅ρ 2 resembling the effect of van der Waals forces to the p pressure term in Eq. Air bubbles broke into two smaller bubbles rather than many finer fragments. In other approaches, Lennard-Jones potential functions and other tools have been used to tie intermolecular potentials 25) with surface tension forces. Models with the greatest promise for general application will be investigated further in the future.
(3) Solid-fluid system (two-phases) Figure 10 presents a comparison between the SPH solution and Terzaghi's theoretical one-dimensional solution 17) for consolidation of a saturated soil (drains on upper and lower surfaces) of thickness H. The phenomenon of consolidation in the saturated soil occurs because of excess pore pressure u e and is described by the following expression: Here, soil was assumed to be a linear elastic solid with a bulk modulus B e independent of stress conditions (no fracture was assumed to occur). The results according to SPH conformed well with exact solution by Terzaghi' theory, indicating that this two-phase, soil-water model was appropriate.
(4) Seepage failure around sheet pile Solid-fluid system (two-phases and three-phases) Figure 11 shows a simple experiment (typical demonstration test in geomechanics) carried out to demonstrate seepage failure. The base was a flat column of sand, constructed by dropping a sufficient quantity of wet sand into the water. The center of the stream side of the compartment had a higher water column than the downstream on the left side. The pressure differential caused flow through the sand from the right to the left, visualized by coloring the right side water with ink. As the water column height difference was increased, the surface of the sand on the downstream side failed, while the surface of the sand on the upstream side sank. As more water was added on the right side, the base flowed and scouring took place. a) Soil-water system (two-phases) Figure 12 shows an SPH model of the experiment shown in Fig. 11 . The yellow particles are the sand base. As occurred in Fig. 11 , the base near the sheet pile deformed, followed by flow and failure of the base. This model thus reproduced characteristics of seepage failure well. In addition, the value of height difference at failure analyzed is almost same as that obtained in the experience. b) Soil-water-gas system (three-phases)
In addition, Fig. 13 shows an SPH prediction of seepage failure around sheet pile with air bubbles, where the air bubbles (green dots) are forced to be placed around the sheet pile at initial state in Fig.12 . In this case, the water column height difference is60% of that in the case shown in the Fig.12 . Even under lower height difference, the failure of ground is induced by air bubbles rise: This result fits to the experimental results 2), 5) , indicating that air bubbles induce deformation-failure of ground even under lower height difference.
(5) Seepage failure analysis of dyke
A very simple experiment was carried out to visualize the seepage failure of a dyke. A dyke base was constructed in a water tank and water was added on one side. Figure 14 shows the dyke with water maintained at a constant level (on the upstream side of the dyke) after seepage had been induced in the dyke. Figure 15 shows the progress of a seepage line in a dry dyke. The figure is instructive on the following points. Sliding collapse occurred when the entire dyke was wet, at the toe of the inner side of the dyke (the downstream side in the figure) . Collapse of the lowest portion triggered sliding collapse, gradually progressing toward the crest of the dyke. Once the collapse had affected the upper portion, water began to overflow, completing destruction of the dyke. In the dry dyke, seepage progressed gradually toward the interior of the dyke, but seepage line development was slow around the middle of the dyke.
SPH analysis was then used to examine the same situation of dyke seepage and failure. The parameters were those used in section 2.4. The figure shows the case when the rate of water level rise on the exterior side of the dyke was higher than on the interior side. The case of the dyke being saturated at the time of water level rise is shown in Fig. 16 (corresponding to the results presented in Fig. 14) . The figure shows the velocity vectors of soil particle transport. Sliding collapse accompanying flowage deformation due to seepage was successfully reproduced by this model. The tendency for initiation of collapse at the toe of the inner side of the dyke and continuous progression upward to the crest, as seen in the tank model, was also apparent in the SPH model. Figure 17 depicts the events for a dry dyke (corresponding to Fig. 15 ). The figure shows seepage lines (interface between water and air) as dashed lines. As seen in the tank experiment, these lines bowed downward as they developed. It was thus found that the SPH model successfully reproduced the different behaviors of seepage lines under differing dyke saturation levels.
Therefore, it appears that the SPH method is capable of qualitatively reproducing seepage failure phenomena in dykes.
CONCLUSIONS
This study employed a newly developed method of smoothed particle hydrodynamics (SPH) as a combination of discrete and continuum techniques for analysis of three-phase systems involving solid, liquid and gas. This method is proposed as a method for accurate calculations of densities in multi-phase systems, and also features special functions for modeling interactions between solid and fluid phases with account for surface tension effects.
For simple cases, analysis results by the proposed method are coincident with the experimental results and exact solutions qualitatively or quantitatively. For complex cases, the proposed method has been shown to yield qualitative reproductions of fluid flow phenomena, transport phenomena in phase mixtures, seepage, and progression of collapse accompanying flowage deformations. This paper shows clearly the validation and usefulness of SPH to be applicable for further practical geo-engineering problems.
