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We investigate general differential relations connecting the respective behaviors of the phase and
modulo of probability amplitudes of the form 〈ψf |ψ〉, where |ψf 〉 is a fixed state in Hilbert space
and |ψ〉 is a section of a holomorphic line bundle over some complex parameter space. Amplitude
functions on such bundles, while not strictly holomorphic, nevertheless satisfy generalized Cauchy-
Riemann conditions involving the U(1) Berry-Simon connection on the parameter space. These
conditions entail invertible relations between the gradients of the phase and modulo, therefore
allowing for the reconstruction of the phase from the modulo (or vice-versa) and other conditions on
the behavior of either polar component of the amplitude. As a special case, we consider amplitude
functions valued on the space of pure states, the ray space R = CPn, where transition probabilities
have a geometric interpretation in terms of geodesic distances as measured with the Fubini-Study
metric. In conjunction with the generalized Cauchy-Riemann conditions, this geodesic interpretation
leads to additional relations, in particular a novel connection between the modulus of the amplitude
and the phase gradient, somewhat reminiscent of the WKB formula. Finally, a connection with
geometric phases is established.
I. INTRODUCTION
The study of correlations between the behavior of the
phase and modulo of complex probability amplitudes is
a relevant topic in a number of physical problems such as
the “phase problem” in diffraction theory [1], the study
of phase singularities [2] and the semi-classical or WKB
approximation [3] to name a few. In the phase problem,
for instance, the aim is to infer phase information in the
diffracted wave from the observed cross section, which
only involves the magnitude of the wave. In the study
of phase dislocations, it is known that regions of vanish-
ing amplitude are characterized by surrounding regions
of generally non-uniform vortex-type phase singularities.
Finally, in the semi-classical approximation, the phase
gradient is in correspondence with the classical momen-
tum and the behavior of the magnitude of the amplitude
is correlated to the phase gradient by Liouville’s theorem.
From a different standpoint, significant insight into
the geometrical meaning of both the modulus and the
phase of probability amplitudes has emerged from the
study of the ray space R (also known as projective
Hilbert space), particularly in connection with geomet-
ric phases [4, 5, 6, 7], quantum information theory[8, 9],
and other topics falling under the general category of
‘geometric quantum mechanics’ [10, 11]. From the work
of Berry [4], Simon [5], Aharonov and Anandan [6], it
is known that under cyclic evolution a geometric phase
factor is acquired by the amplitude, which is interpreted
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as the holonomy associated with a natural connection
(the so-called Berry-Simon connection) on the U(1) bun-
dle over R, and which is proportional to the symplectic
area enclosed by the circuit in R. Samuel and Bhan-
dari [7] have also shown that the so-called Pancharat-
nam phase difference between any two states can be ex-
pressed as a line integral of the Berry-Simon connection
along the geodesic connecting the two states, as mea-
sured with the Fubini-Study metric, the natural metric
on R. Finally, there exists a natural geometric interpre-
tation to transition probabilities in the ray space as the
cosine of the geodesic distance with respect to the Fubini-
Study metric[10], a measure that is intimately related to
information-theoretic measures of statistical distance be-
tween two probability distributions [8, 9].
In the present paper, the aim is to shed additional in-
sight into the correlation between the phase and magni-
tude of transition probability amplitudes from the point
of view of geometric quantum mechanics. Specifically,
we study amplitudes of the form 〈ψf |ψ〉, where |ψf 〉 is
any fixed state in Hibert space and |ψ〉 is parameterized
on a complex parameter subspace M of the ray space
R, or, in particular, the ray space itself. We then ob-
tain general geometric relations between the two polar
components of the amplitude arising from holomorphicity
and metric constraints natural to such complex param-
eter spaces. We note that a number of state families of
broad physical interest are valued on complex parameter
spaces, including the family of coherent or more gener-
ally squeezed states, the Bloch sphere of spin-1/2 states,
as well as complex extensions of real parameter families.
A brief summary of the main results and the struc-
ture of the paper is in order. In section II we spell out
in greater detail the geometric setting involved, which is
more precisely that of holomorphic line bundles over the
2complex parameter space M. Such bundles share with
the more general line bundles over arbitrary parameter
spaces (arising, for instance, in connection with Berry
phases) two important geometric objects, namely the
Berry-Simon connectionA = −i〈ψ|dψ〉 and the quantum
geometric tensorH ∝ 〈dψ|⊗|dψ〉−〈ψ|dψ〉⊗〈dψ|ψ〉. The
symmetric part ofH gives rise to a “quantum” metric on
M, (the Fubini-Study metric when M = R), while the
anti-symmetric part, here denoted by Ω, is proportional
to the field-strength tensor associated with the connec-
tion. There are, however, additional constraints that fol-
low from the fact that M is a complex submanifold of
R. In particular, state sections of the corresponding line
bundle satisfy generalized holomorphicity conditions and
the base manifold inherits from the ray space its Ka¨hler
structure. These constraints are then used in section III
to show that the polar components of 〈ψf |ψ〉 = √p eiη
satisfy a generalized version of Cauchy-Riemann condi-
tions on the logarithm of 〈ψf |ψ〉, the relations
∇ log√p = Ω · (∇η −A)
(∇η −A) = −Ω · ∇ log√p
where the inner product is with respect to the quantum
metric on M. With the aid of these conditions, it is
then possible to reconstruct either polar component of
the amplitude from the parametric dependence of the
other, as well as to obtain additional constraints on the
behavior of p and η. A brief illustration of the the gener-
alized Cauchy-Riemann conditions on the Bloch sphere
is given in section IV. In section V we turn to the case
when M = R, where we explore the consequences of
previously obtained results in conjunction with an addi-
tional geometric relation that exists between the transi-
tion probability p and geodesic distances as measured by
the Fubini-Study metric. In particular, we give a gener-
alization of the Samuel and Bhandari result for the Pan-
charatnam phase for non-geodesic paths. More impor-
tantly, it is shown that the transition amplitude can be
parameterized entirely in terms of its phase according to
the formula
〈ψf |ψ〉 = e
iη√
1 + q‖∇η −A‖2 , (1.1)
where q is an arbitrary parameter in the definition of the
metric. Prompted by a certain resemblance to the WKB
formula ψWKB(x) = e
iη(x)/
√
|∇η|, a trajectory interpre-
tation to the phase gradient on R is obtained. Finally,
in section VI, we establish a connection between our re-
sults and the geometric phase acquired during cyclic and
non-cyclic evolutions.
II. GEOMETRY OF HOLOMORPHIC LINE
BUNDLES
We devote some time to introduce the relevant geomet-
ric aspects that are involved. Let the map ψ˜ : M → H
define a family of unnormalized state vectors | ψ˜(z) 〉 ∈ H,
which only depend on a set of local holomorphic coordi-
nates za on M. The family |ψ〉 is then obtained by pro-
jecting |ψ˜〉 onto the set of pure normalized state vectors
according to
|ψ(z, z¯)〉 = e
iγ(z,z¯)√
〈ψ˜(z)|ψ˜(z)〉
|ψ˜(z)〉 , (2.1)
where γ is some (real) phase factor that for the moment
will be assumed to be an arbitrary function of z and z.
It will also be convenient to keep in mind alternative
parameterizations of |ψ〉 in terms of the set of real coordi-
nates (xa, ya) related to za (za) as usual by za = xa+iya
(za = xa − iya ), and more generally in terms of arbi-
trary real coordinates on M which will be denoted by
ξµ with the index µ ranging form 1 to 2k (throughout
the section we use Latin indices a, b... (ranging from 1 to
k) to denote complex coordinates or their real and imag-
inary components and Greek indices to denote general
coordinates).
Neglecting for the moment the fact that M is a com-
plex manifold, we see that there is a correspondence be-
tween a point in M, and a pure-state density matrix
|ψ〉〈ψ|, and therefore a point in the ray space R, the
equivalence class of states under the equivalence relation
|ψ〉 ∼ eiφ|ψ〉. The geometric setting is therefore that of
the U(1) or line bundle P (M, U(1)) over the parameter
space M[5, 13], on which a choice of |ψ〉 with a given
phase factor γ corresponds to a particular choice of local
section.
Now, as is well known in the context of geometric
phases[14], there is a natural geometric connection that
can be defined on the line bundle over a parameter space
M, which is expressed locally by the so-called Berry-
Simon (BS) connection 1-form A = Aµdξ
µ, with compo-
nents
Aµ = −i〈ψ|∂µψ〉 (2.2)
where ∂µ =
∂
∂ξµ
in arbitrary coordinates. This connec-
tion is naturally induced by the Dirac inner product on
Hilbert space 〈φ|ψ〉 in the sense that the horizontal mo-
tion defined by this connection corresponds to infinites-
imal variations orthogonal to |ψ〉, i.e., 〈ψ|δHorizψ〉 = 0.
The resulting covariant derivative of a section |ψ〉,
Dµ|ψ〉 ≡ [∂µ − iAµ] |ψ〉 , (2.3)
therefore satisfies 〈ψ|Dµψ〉 = 0. By virtue of (2.1), it
is clear that under a U(1) gauge transformation |ψ〉 →
eiδγ |ψ〉, Aµ transforms as Aµ → Aµ + ∂µδγ, in such a
way that Dµ|ψ〉 transforms homogeneously as Dµ|ψ〉 →
eiδγDµ|ψ〉. Furthermore, a U(1) gauge transformation
may always be introduced so that the connection form
is set to zero at least at one point in M. As usual, the
failure of the covariant derivative to commute in different
directions is measured by the curl of A.
3WhenM is a complex manifold as is the case in ques-
tion, there is added richness brought about by the com-
plex nature of the base space. In particular, it is possi-
ble to construct a more refined notion of the line bundle
over M, namely a Holomorphic line bundle[12, 13, 15, 16].
The notion of such bundles rests on a generalization of
the concept of a holomorphic function, in the sense that
by a suitable gauge transformation it is possible to have
a section satisfy, at a given point , the standard holo-
morphic condition ∂
∂za
|ψ〉 = 0. Let us se how this comes
about with the parameterization (2.1). By construction
we have that the unnormalized vector |ψ˜〉 satisfies the
holomorphic condition
∂
∂za
| ψ˜(z) 〉 = 0 , (2.4)
with zα = xa − iya. It is clear however, that |ψ〉 is not
strictly holomorphic, as the anti-holomorphic coordinates
za appear not only in the phase factor γ, but more im-
portantly in the normalization factor which involves the
anti-holomorphic map 〈ψ˜(z)|. Thus we have in general
that
∂
∂za
|ψ〉 =

 ∂
∂za
log
eiγ√
〈ψ˜|ψ˜〉

 |ψ〉 . (2.5)
Now, taking the inner product of this expression with |ψ〉
itself, we find that
〈ψ| ∂
∂za
|ψ〉 =

 ∂
∂za
log
eiγ√
〈ψ˜|ψ˜〉

 . (2.6)
Expressing the BS 1-form in the complex basis as A =
Aadz
a +Aadz
a with
Aa = −i〈ψ|∂aψ〉 Aa = −i〈ψ|∂aψ〉
(where ∂a =
∂
∂za
, ∂a =
∂
∂za
), and splitting the covari-
ant derivative D into holomorphic and anti-holomorphic
components, we have
Da =
∂
∂za
− iAa , Da = ∂
∂za
− iAa .
Thus, we find from (2.5) and (2.6) that the section
|ψ〉 satisfies a generalized “gauge covariant” holomorphic
condition
Da|ψ〉 = 0. (2.7)
However, it is always possible to gauge away the BS con-
nection at least at one point. At that point then, the sec-
tion satisfies the usual holomorphic condition ∂a|ψ〉 = 0.
Thus, modulo a U(1) gauge transformation, |ψ〉 is a lo-
cally holomorphic section. For future reference, we shall
also need the dual, now anti-holomorphic condition, on
the bra 〈ψ|. This is given by
〈Daψ| = [∂a + iAa] 〈ψ| = 0 . (2.8)
We now consider geometric aspects of the base space
M and introduce additional objects that will be of use
later. Viewed as a general parameter spaceM, the hori-
zontal motion associated with the BS connection on the
line bundle over M induces naturally on the base space
M a gauge-invariant rank-2 hermitian tensor
Hµν = q 〈Dµψ|Dνψ〉 , (2.9)
which Berry [17] has named the quantum geometric ten-
sor. Here, q is any strictly positive real number to be
adjusted for convenience. The real part of Hµν is pos-
itive definite and symmetric, and thus defines a metric
gµν on M, the quantum metric, with line element
ds2 = gµνdξ
µdξν = q [ 〈dψ|dψ〉 − 〈dψ|ψ〉〈ψ|dψ〉 ] .
(2.10)
In turn, the imaginary part of H is anti-symmetric and
is closely related to the curl of the BS connection 1-form
A:
Ω = ImH =
q
2
〈dψ| ∧ |dψ〉 = q
2
dA . (2.11)
Since d2 = 0 it follows that Ω is automatically closed.
WhenM is the base space for the hermitian line bun-
dle, considerable simplifications follow. First of all, from
the generalized holomorphic condition |Daψ〉 = 0 and its
dual, we have that in complex coordinates the quantum
geometric tensor takes as components
Hab = 〈Daψ|Dbψ〉 Hab = 0 . (2.12)
This implies that the metric, as well as the 2-form Ω may
be written out as
g = gab dz
a ⊗ dzb + gab dza ⊗ dzb
Ω = igab dz
a ∧ dzb . (2.13)
where gab = gba =
1
2Hab . Note that if the metric is non-
degenerate as we shall assume henceforth, it then fol-
lows, on the one hand, that the U(1) connection A is
non-trivial, and on the other, that both g and Ω admit
inverses. In particular the inverse metric takes the form
g−1 = gab∂a ⊗ ∂b + gab∂a ⊗ ∂b (2.14)
where gab = gba satisfies gabg
bc = δca.
To understand the significance of (2.13), we now in-
troduce the so-called complex structure, the defining ten-
sorial object for a complex manifold. In complex coordi-
nates, the complex structure tensor J takes the canonical
form
Jab = i δ
a
b J
a
b = −i δab (2.15)
with the remaining components vanishing. The complex
structure satisfies JµλJ
λ
ν = −δµν (i.e., J2 = −1) and
implements the multiplication by i (−i) on vector fields
4with holomorphic (anti-holomorphic) indices. In terms
of J , it is readily verified that the metric satisfies
gµν = J
γ
µJ
λ
νgγλ . (2.16)
In this case on says that the metric is Hermitian. In turn,
the two-form Ω is what is known as the Ka¨hler form of
the metric, defined by
Ωµν = gλνJ
λ
µ , (2.17)
i.e., Ωµν = −Jµν . The expressions for g and Ω in (2.13),
where gab = gab = Ωab = Ωab = 0, are the canonical
forms that a Hermitian metric and its Ka¨hler form take
in complex coordinates.
When the Ka¨hler form Ω is closed, as in our case, M
is known as a Ka¨hler manifold and the metric a Ka¨hler
metric. The offshoot of this is a compatibility between
the Hemitian and Riemannian structures of the manifold,
embodied by the fact that
dΩ = 0⇔ ∇µJνλ = 0 , (2.18)
where ∇µ denotes covariant covariant differentiation of
ordinary tensor fields on M with respect to the affine
connection associated with the metric g. The condition
dΩ = 0 entails that the hermitian components gab of the
metric and the Ka¨hler form satisfy in complex coordi-
nates the symmetry conditions:
∂cgab = ∂agcb ∂cgab = ∂z
a∂gcb . (2.19)
From the definition of the affine connection in arbitrary
coordinates, Γµνλ =
1
2g
µγ(∂µgνγ + ∂νgµγ − ∂γgµν), it is
then straightforward to verify that in complex coordi-
nates the affine connection takes the form
Γabc = g
da∂bgcd Γ
a
bc = g
ad∂bgdc , (2.20)
with the symbols mixing holomorphic and ani-
holomorphic indices vanishing. Covariant differentiation
with respect to a holomorphic (anti-holomorphic) coor-
dinate therefore acts like regular differentiation on anti-
holomorphic (holomorphic) indices. Another way of say-
ing this is that the affine connection preserves the sepa-
ration between holomorphic and anti-holomorphic tensor
fields. We remark that in complex manifolds that are not
Ka¨hler, it is still possible to define a Hermitian connec-
tion taking the form (2.20) and satisfying ∇J = 0, but
this connection will not coincide with the affine connec-
tion.
A second consequence of the symmetry condi-
tions (2.19) is that the Ka¨hler metric may be derived
locally from a scalar potential function, the so called
Ka¨hler potential, according to gab = ∂a∂bK(z, z) . This
can be seen by noting from (2.6) that
A = dγ +
1
2i
∂a log〈ψ˜|ψ˜〉dza − 1
2i
∂a log〈ψ˜|ψ˜〉dza ,
(2.21)
from which we see that
Ω =
q
2
dA =
iq
2
∂a∂b log〈ψ˜|ψ˜〉dza ∧ dzb . (2.22)
Consequently, from (2.13), we have that
gab =
q
2
∂a∂b log〈ψ˜|ψ˜〉 . (2.23)
so that an appropriate Ka¨hler potential is given by
K˜ =
q
2
log〈ψ˜|ψ˜〉 . (2.24)
Note however that this potential is not uniquely defined,
since one is free to add to K(z, z) any function of the
form f1(z) + f2(z) without changing gab. Note finally
that a choice of gauge in which γ(z, z¯) = Re[f(z)] =
1
2 [f(z) + f
∗(z¯)] for some arbitrary holomorphic function
f(z), is equivalent to a re-parameterization of |ψ〉 in
which in 2.1, the phase γ is set to zero and the unnor-
malized vector |ψ˜〉 gets replaced by |ψ˜′〉 = ef(z)|ψ˜〉. In
such case, all geometric objects of interest for us, namely,
the Berry-Simon connection and the second-rank tensors
obtained from the quantum geometric tensor can be de-
rived from the Ka¨hler potential K˜ ′ = q2 log〈ψ˜′|ψ˜′〉 . The
freedom that remains in the choice of f corresponds to
the freedom in the definition of the Ka¨hler potential.
III. GENERALIZED CAUCHY-RIEMANN
CONDITIONS
We now explore the consequences on the behavior of
the polar components of any transition amplitude
〈ψf |ψ(ξ)〉 =
√
p(ξ) eiη(ξ) ,
where |ψ(ξ)〉 is a section of a holomorphic line bundle over
a complex submanifold M ∈ R, i.e., of the form (2.1),
as described in the previous section, and ξ are arbitrary
real coordinates on M.
The first thing to note is that due to the arbitrariness
in the definition of the phase γ in (2.5), the notion of
phase 〈ψf |ψ〉 is tied to the choice of gauge. Specifically,
the phase η ≡ arg 〈ψf |ψ〉, transforms under the U(1)
gauge transformations |ψ〉 → eiδγ |ψ〉 as
η → η + δγ.
It then becomes convenient to introduce a gauge- in-
variant notion of phase variation by means of the BS-
connection This is done by defining a gauge invariant
phase gradient
Vµ ≡ ∂µη −Aµ . (3.1)
Clearly, the 1-form V = Vµdξ
µ is not closed but rather
satisfies dV = −dA− 2
q
Ω. The modulus of 〈ψf |ψ〉, √p ≡
|〈ψf |ψ〉|, is of course gauge invariant.
5Now, since |ψf 〉 is assumed to be a constant vec-
tor, it follows from (2.7) that the amplitude 〈ψf |ψ〉
is as well subject to the generalized holomorphic (anti-
holomorphic) conditions when expressed in local complex
coordinates [
∂
∂za
− iAa
]
〈ψf |ψ〉 = 0 , (3.2)[
∂
∂za
+ iAa
]
〈ψ|ψf 〉 = 0 . (3.3)
Assuming then that 〈ψf |ψ〉 6= 0, the logarithm of the
amplitude can be defined analytically, and we find that
i [∂aη −Aa] + ∂a log√p = 0
−i [∂aη −Aa] + ∂a log√p = 0 . (3.4)
As mentioned earlier, by a suitable choice of gauge it is
possible to have the section |ψ〉 satsify ordinary Cauchy-
Riemann conditions at a specified point. Correspond-
ingly, the above conditions can be brought locally to the
form of ordinary Cauchy-Riemamann conditions.
For our purposes, it will be more convenient to cast the
above expression in terms of the Ka¨hler formΩ which has
a more immediate interpretation in terms of the Berry-
Simon connection A (recall that Ω = q2dA). Using the
facts that JνµVν = JνµV
ν = ΩµνV
ν = Ωµ
νVν and that
in mixed-rank form J2 = Ω2 = −1, we then have the
following alternative expressions:
∂µ log
√
p = Ωµ
ν [ ∂νη −Aν ] , (3.5a)
∂µη = Aµ − Ωµν∂ν log√p . (3.5b)
We shall refer to these as the generalized Cauchy Rie-
mann conditions satisfied by the polar components of the
amplitude 〈ψf |ψ〉. These conditions constitute the first
important result of the paper, and will serve as a start-
ing point for a number of additional relations that will
be derived in the forthcoming.
The most important consequence of (3.5) is the exis-
tence of the reconstruction formulas on M
η(ξ) − η(ξo) =
∫ ξ
ξo
dξµ [Aµ − Ωµν∂ν log√p ] (3.6)
and √
p(ξ)
p(ξo)
= exp
[∫ ξ
ξo
dξµΩµ
ν [ ∂νη −Aν ]
]
, (3.7)
by means of which one polar component of the amplitude
〈ψf |ψ〉 can be obtained from the other by line integration
once the connection is specified. Since both formulas
arise from exact differentials, the choice of integration
path can be left arbitrary as long as any two paths may be
deformed continuously into one another within a simply-
connected region excluding singularities. However, since
the individual terms in the integrands are not generally
exact, all terms must be evaluated along the same path.
This path independence must reflect itself, therefore, in
ancillary relations that both p and η have to satisfy in
order to guarantee that the left hand sides of (3.5a)
and (3.5b) are exact differentials, conditions that will be
examined in more detail shortly.
Before doing so, we use the fact that the quantum
metric (2.10) on M is a hermitain metric to estab-
lish relations on the magnitude and angle between the
gauge invariant gradients ∇η −A and ∇ log√p on M.
The hermitian condition on the metric is that the com-
plex structure should preserve the inner product, i.e.
X · Y = (JX) · (JY ). This implies from the general-
ized Cauchy-Riemann conditions that the gauge invariant
gradients have the same magnitude as defined in terms
of the quantum metric
|∇ log√p | = |∇η −A| . (3.8)
A second property of a hermitian metric is thatX ·JX =
0, a property that in a Ka¨hler manifold follows automat-
ically from the anti-symmetry of the Ka¨hler form Ω. It
follows therefore from (3.5) that
∇p · (∇η −A) = 0 . (3.9)
A particular consequence is therefore that lines of con-
stant phase and constant transition probability necessar-
ily meet at right angles wherever A is made to to vanish
by a choice of gauge.
Next, we turn to the previously mentioned integrabil-
ity conditions. The most evident one comes from re-
arranging (3.5b) to read Ωµ
ν∂ν log
√
p = Aµ − ∂µη , in
which case we see that the one-form Ω ·d log√p is equiv-
alent to the BS connection up to the gauge term dη.
Correspondingly, the curl of Ωµ
ν∂ν log
√
p must lead to
the same curl of Aµ, which, up to a constant, is noth-
ing more than the Ka¨hler form. Using the fact that the
Ka¨hler form is covariantly constant, we then have
Ων
γ∇µ∇γ log√p− Ωµγ∇ν∇γ log√p = 2
q
Ωµν .
Multiplying on both sides by the Ka¨hler form and using
Ω2 = −1, the equation can then be transformed to
[∇µ∇ν +ΩµαΩνβ∇α∇β] log√p = −2
q
gµν . (3.10)
The interpretation of this equation becomes more
straightforward in complex coordinates, in which case it
reads
q∇a∇b log
√
p = −gab . (3.11)
Since ∇a∇b log
√
p = ∂a∂b log
√
p, we further see that the
condition is that −q log√p is a Ka¨hler potential for the
quantum metric on M. This can be seen more clearly by
noting from (2.1) that
q log
√
p =
q
2
log [〈ψf |ψ〉〈ψ|ψf 〉]
= − q
2
log〈ψ˜|ψ˜〉+ q log〈ψf |ψ˜〉+ q log〈ψ˜|ψf 〉 .
6Apart from the purely holomorphic and anti-holomorphic
functions log〈ψf |ψ˜〉 and log〈ψ˜|ψf 〉 respectively, this is
nothing more than minus the Ka¨hler potential K˜ =
q
2 log〈ψ˜|ψ˜〉 mentioned in Section II.
Concerning the second integrability condition, we can
use the fact that ∂µ log
√
p is a gradient to obtain from
3.5a that[∇µδβν +ΩµαΩνβ∇α] (∇βη −Aβ) = 0 , (3.12)
a condition that in complex coordinates takes the form
∇a(∇bη −Ab) +∇b(∇aη −Aa) = 0 . (3.13)
Further insight into this condition is obtained from the
expression (??) in which case we see that ∇aAb+∇bAa
is nothing more than 2∂a∂bγ. Therefore, under the re-
stricted choice of γ = 12
[
f(z) + f¯(z¯)
]
mentioned previ-
ously as the condition in which all geometric quantities
can be derived from the Kah¨ler potential, we have that
∂a∂bγ = 0 and therefore that
∇a∇bη = 0 .
In other words, the second condition expresses the fact
that modulo a gauge term mixing holomorphic and anti-
holomorphic coordinates, the phase η is a linear com-
bination of a purely holomorphic and a purely anti-
holomorphic function. This can be seen most clearly by
noting from (2.1) that
η = γ +
1
2i
log〈ψf |ψ˜〉 − 1
2i
log〈ψ˜|ψf 〉 .
We see therefore that the integrability conditions
(3.10) and (3.12) ensuring the consistency of the gener-
alized Cauchy-Riemann conditions 3.5 are rather trivial
consequences of the parameterization (2.1) of state sec-
tions on a holomorphic line bundle. Still, they lead to
non-trivial constraints on the behavior of the phase and
modulo of the amplitude when the parameter space is
viewed as a general Riemannian manifold.
In particular, by contracting indices in (3.10) and
(3.12) we determine that the phase and modulo of 〈ψf |ψ〉
satisfy locally the scalar conditions
∇ · (∇η −A) = 0 (3.14a)
∇2 log√p = −2k
q
, (3.14b)
where k is the complex dimension of M and ∇· and ∇2
are the divergence and Laplacian operators on M as-
sociated with the quantum metric. Note that since it is
always possible to choose ∇·A = 0 (for instance with the
restricted choice of gauge mentioned previously), the first
condition can always be brought to the form ∇2η = 0.
Finally, it is interesting to note that from the scalar
conditions (3.14) and the relations (3.8) and (3.9) one
obtains
∇ · [p (∇η −A)] = 0 (3.15)
1
2
|∇η −A|2 − 1
2
∇2√p√
p
=
k
q
, (3.16)
a set of equations analogous to the generalized Hamilton-
Jacobi equation and the probability conservation equa-
tion arising from the time-independent Schro¨dinger equa-
tion a free particle in a magnetic field. That the proba-
bility amplitude 〈ψf |ψ〉 therefore satisfies onM the cor-
responding Scho¨dinger equation
−1
2
(∇− iA) · (∇− iA) 〈ψf |ψ〉 = k
q
〈ψf |ψ〉
can be verified by noting that in complex coordinates
gabDaDb〈ψf |ψ〉 = 0 and using the commutation relation
[Da, Db] = − 2iq Ωab = 2q gab. The analogy between (∇η −
A) and a velocity field suggests that it may be possible
to establish a trajectory interpretation for the invariant
phase gradient. We shall see in Section V that such an
interpretation is indeed possible on the ray space.
IV. PHASE/MODULO RELATIONS ON THE
BLOCH SPHERE
Let us for the moment flesh out the preceding results
with a simple concrete illustration. Consider the family
of spin-1/2 states |nˆ〉 represented by points on the Bloch
sphere labeled by the usual polar angles θ, φ,
|nˆ〉 =
(
cos θ2
sin θ2e
iφ
)
, (4.1)
where the basis used is the standard |±〉 eigenbasis of
σ3. As is well known, the two-sphere is in fact a complex
manifold, namely the complex projective space CP 1. To
see this, note that the parameterization of the unnormal-
ized state |ψ˜〉
|ψ˜(z)〉 =
(
1
z
)
, (4.2)
maps, according to (2.1), to the quantum state section
(4.1) after the identification
z = tan
θ
2
eiφ , γ = 0 . (4.3)
The map corresponds to a stereographic projection of the
sphere to the complex plane, mapping the south pole into
z =∞.
We proceed by calculating the geometric objects of in-
terest. From the Kah¨ler potential, K˜ = q2 log〈ψ˜|ψ˜〉 =
q
2 log(1+zz), it is straightforward to compute the metric
element, i.e.,
ds2 = q
dzdz
(1 + |z|2)2 =
q
4
[
dθ2 + sin2 θ dφ2
]
. (4.4)
Choosing q = 4 for this example, the quantum metric
reduces to the usual metric on the unit sphere, with non
vanishing components
gθθ = 1 gφφ = sin
2 θ .
7The BS connection form is more straightforward to cal-
culate from (4.1) and we find that
A = sin2
θ
2
dφ =
1
2
(1− cos θ)dφ . (4.5)
The BS connection leads therefore to the Ka¨hler form
Ω =
q
2
dA = sin θ dθ ∧ dφ , (4.6)
which is immediately recognized as the volume form for
the unit two-sphere.
With this, it is then possible to express the generalized
Cauchy Riemann conditions for the polar components of
some amplitude 〈ψf |nˆ〉 in a more conventional form by
embedding them in three dimensional space. Letting nˆ
now stand for ~r/r and using standard vector notation,
the connection becomes
~A =
1
2r
[
1− cos θ
sin θ
]
φˆ , (4.7)
which is the usual “Dirac string” vector potential for a
magnetic charge 1/2 located at the origin and with the
string singularity along the south pole. Relations (3.5b)
and (3.5b) now read
~∇ log√p = −nˆ×
(
~∇η − ~A
)
~∇η = ~A+ nˆ× ~∇ log√p , (4.8)
where p and η are assumed to depend only on the polar
angles. We verify this in a simple example. Take
〈−|nˆ〉 = sin θ
2
eiφ , (4.9)
wherefrom we see that
√
p = sin θ2 and η = φ so that
~∇ log√p = 1
2r
cot
θ
2
θˆ
and ~∇η = 1
r sin θ φˆ. The gauge invariant phase gradient is
therefore
~∇η − ~A = 1
2r sin θ
[
1− 1
2
(1− cos θ)
]
φˆ =
1
2r
cot
θ
2
φˆ
and thus we verify that ~∇ log√p = −nˆ× (~∇η − ~A).
More generally, we obtain a coordinate-independent
geometric interpretation of the phase gradient for a tran-
sition amplitude 〈mˆ|nˆ〉 for fixed |mˆ〉 not necessarily on
the same section as |nˆ〉. Since the transition probability
is
p = |〈mˆ|nˆ〉|2 = 1
2
(1 + nˆ · mˆ) , (4.10)
using ~∇(nˆ · mˆ) = (mˆ− (mˆ · nˆ)nˆ)/r we obtain
nˆ× ~∇ log√p =
(
1
2r
)
nˆ× mˆ
1 + nˆ · mˆ . (4.11)
FIG. 1: Interpretation of a) the gauge invariant phase gradi-
ent as the vector potential on the unit sphere for a magnetic
charge −1/2 and b) the phase gradient as the vector potential
on the sphere for a trapped flux line of flux 2pi.
But noting that the vector potential (4.7) may also be
expressed as ~A =
(
1
2r
)
zˆ×nˆ
1+nˆ·zˆ , we see by comparison that
nˆ×~∇ log√p, and hence the invariant phase gradient ~∇η−
~A, is the vector potential in a fixed gauge (specified by
(4.11)) for a magnetic monopole of charge −1/2 centered
at the origin with the string singularity running along the
−mˆ axis. Thus, the phase gradient ~∇η is nothing more
than the sum of two vector potentials for two magnetic
charges of opposite sign at the origin, with the respective
Dirac flux strings running along the directions −zˆ and
−mˆ. Equivalently, we can say that the phase gradient
~∇η is the local vector potential at the exterior of single
trapped-flux-line running along −zˆ axis into the origin
and exiting along the −mˆ axis (Fig. 1), with the flux
enclosed being 1/2× 4π = 2π.
Some global properties of the phase dependence now
become evident. First, the invariant phase gradient has
only vortex-like singularity at nˆ = −mˆ, where the ampli-
tude 〈mˆ|nˆ〉 vanishes, with a circulation ∮ (~∇η − ~A).d~l =
2π. On the other hand, the actual phase gradient
has, generically, two such singularities with circulation∮
~∇η.d~l = ±2π at the two points on the unit sphere
where the flux line crosses. One of these points is fixed
to be nˆ = −mˆ corresponding to the actual singularity at
〈mˆ|nˆ〉 = 0; the other point reflects the string singular-
ity in the connection and is therefore dependent on the
choice of section |nˆ〉. Note that while additional singular-
ities may be created by means of singular gauge transfor-
8mations, the string singularity associated with the con-
nection cannot be removed. The exception is when the
string singularity happens to be precisely at nˆ = −mˆ, in
which case both singular points disappear and the phase
is essentially a constant up to non-singular gauge trans-
formations.
V. ADDITIONAL PHASE/MODULO
RELATIONS ON THE RAY SPACE
So far, we have considered phase/modulo relations for
transition amplitudes of the form 〈ψf |ψ〉 where |ψ〉 is
a section of the holomorphic bundle over an arbitrary
complex pure quantum state manifold. Any such space
is itself a complex submanifold of the so-called ray space
R, the entire space of pure quantum states modulo a
phase transformation. If n + 1 is the dimensionality
of the Hilbert space of the quantum system, then the
ray space is the complex projective space CPn−1. A
state section |ψ〉 over R is therefore a section over a
holomorphic line bundle as well, and hence the results
of the previous section hold without change. However,
on the ray space, it is possible to establish an addi-
tional geometric relation between the transition proba-
bility p = |〈ψf |ψ〉|2 and geodesic distances on R as mea-
sured with the quantum metric. By virtue of the gener-
alized Cauchy-Riemann conditions 3.5, this new relation
has far reaching-consequences, as we now show.
On the ray space, the quantum metric ds2 =
q [ 〈dψ|dψ〉 − 〈dψ|ψ〉〈ψ|dψ〉 ] is known as the Fubini-
Study metric, and is the most natural Riemannian metric
on the ray space as it the only one invariant under unitary
transformations. Geometrically, the metric arises quite
naturally by defining for two arbitrary rays in Hilbert
space [ |φ〉 ] and [ |ψ〉 ] (represented by the normalized
states |φ〉 and |ψ〉), the distance function [10]
s(φ, ψ) =
√
q cos−1 |〈ψ|φ〉| . (5.1)
The Fubini-Study metric is then obtained by choosing |φ〉
and |ψ〉 on the same section and taking the limit when
|φ〉 goes to |ψ〉, in which case
|φ〉 ≃ |ψ〉+ |dψ〉+ 1
2
|d2ψ〉 ,
thus yielding the infinitesimal distance function
ds(φ, ψ) =
√
q
√
〈dψ|dψ〉 − 〈dψ|ψ〉〈ψ|dψ〉 .
From the above considerations it holds, therefore, that
the modulus of the amplitude 〈ψf |ψ(ξ)〉 can be expressed
as a function of the Fubini-Study geodesic distance s(ξ)
between the rays [ |ψ〉 ] and the fixed state [ |ψf 〉 ], accord-
ing to
√
p(ξ) = cos
(
s(ξ)√
q
)
. (5.2)
From this, we deduce that the gradient of log
√
p is given
by
∇ log√p = − 1√
q
tan
(
s√
q
)
∇s .
Now, since the modulus of the gradient measures the rate
of change with respect to the metric length, it is clear that
|∇s|2 = 1 . (5.3)
Translated in terms of
√
p, we then have that
q|∇ log√p |2 = tan2
(
s√
q
)
=
1
p
− 1 . (5.4)
A brief comment on the statistical interpretation of this
expression is in order. On the ray space, we may de-
fine for any observable Aˆ, the corresponding expecta-
tion value function A(ξ) = 〈ψ|Aˆ|ψ〉. It is then possible
to show (see e.g. [11]) that the uncertainty 〈∆A2〉 =
〈ψ|Aˆ2|ψ〉 −A(ξ)2 is related to the gradient of A(ξ) by
4
q
〈∆A2〉 = gµν(∇µA)(∇νA) = |∇A|2 ,
where gµν is the inverse to the Fubini-Study metric. Tak-
ing Aˆ to be the projection operator Πˆ = |ψf 〉〈ψf |, we
obtain 〈Π〉 = p and 〈∆Π2〉 = p(1− p). Thus,
|∇p |2 = 4
q
〈∆Π2〉 = 4
q
p(1− p) , (5.5)
which can be seen to follow directly from (5.4). There-
fore, the connection between the transition probability
and the Fubini-Study metric is such that the variantion
of p with respect to the geodesic distance is, up to a pro-
portionality constant, the variance in the frequency with
which |ψf 〉 is obtained given |ψ〉 [8].
Let us then proceed to explore a number of conse-
quences that follow from this connection in conjunction
with previously obtained results stemming from the gen-
eralized Cauchy-Riemann conditions (3.5). Thus far we
have seen that from the phase of 〈ψf |ψ〉 it is possible
to recover the functional dependence of its modulo be
means of line integration. It is now easy to show that
in the ray space, the modulus of the amplitude can also
be obtained by differentiation of the phase. For this we
note, as shown earlier, that from the generalized Cauchy
Riemann conditions and the definition of the quantum
metric it follows that |∇ log√p|2 = |∇η − A|2 . Using
(5.4) we see therefore that
|∇η −A|2 = 1/p− 1 ,
and hence that the transition probability can also be ex-
pressed as
p =
1
1 + q |∇η −A|2 . (5.6)
9In other words, we see that the amplitude can be param-
eterized entirely in terms of its phase factor according
to
〈ψf |ψ〉 = e
iη√
1 + q |∇η −A|2 . (5.7)
a form that, if the invariant phase gradient is treated
as some velocity field as in semi-classical physics, bears a
slight resemblance to the WKB formula ψ(x) ∝ eiη/
√
|η′|
in one dimension (note however the different powers of
η′ in the radical).
The resemblance is sufficiently intriguing to motivate a
interpretation of the invariant phase gradient as a sort of
velocity field of certain trajectories on the ray space. This
can be done as follows. From the generalized Cauchy-
Riemann condition (3.5), we have that
∇µ log√p = ΩµνV ν . (5.8)
Using (5.6), we substitute p = (1 + qVλV
λ)−1 to obtain
− q
2
∇µ(VνV ν)
1 + qVλV λ
= ΩµνV
ν (5.9)
We now use the fact that
1
2
∇µ(VνV ν) = V ν∇µVν
= V ν∇νVµ + V ν(∇µVν −∇νVµ)
= V ν∇νVµ − 2
q
V νΩµν (5.10)
where we have used the fact that dV = d(dη − A) =
−dA = − 2
q
Ω. Hence we have that
∇V V µ = 1
q
(
1− q|V |2) ΩµνV ν , (5.11)
where ∇V = V ν∇ν is the covariant derivative along the
vector field V µ. Now note that because of the anti-
symmetry of Ω, the magnitude of V is preserved along
its integral lines, i.e., ∇V |V |2 = 0, in consistency with
the the fact that the transition probability is constant in
the direction of V . Parameterizing the integral curves of
V in terms of the geodesic distance along the curve as
V µ = |V |dξµ
ds
, we obtain the equation
d2ξµ
ds2
+ Γµνλ
dξν
ds
dξλ
ds
= e|V |F
µ
ν
dξµ
ds
(5.12)
where e|V | is a specific constant to each curve given by
e|V | =
1− q|V |2
2|V | ,
and Fµν is the field strength associated with the Berry-
Simon connection (F = dA). From this we see that
integral curves of the invariant phase gradient vector field
V µ are in correspondence with trajectories on the ray
space of charged particles subject to the magnetic field
associated with the Berry-Simon connection.
Finally, it is worth noting a simplification on the ray
space of the scalar integrability condition (3.14b) that
follows from relation (5.4), namely
∇2p = −4(k + 1)
q
[
p− 1
k + 1
]
. (5.13)
Since the ray space is compact,
∫
R
dµ∇2p = 0, and there-
fore a volume integration over the entire space of this
equation entails that
〈p〉R =
∫
R dµp∫
R dµ
=
1
k + 1
,
in consistency with the fact that the average of |ψ〉〈ψ|
over the entire ray space should be the completely mixed
density matrix of a k + 1 dimensional Hilbert space.
Equation (5.13) then tells us that the deviation of the
transition probability from its average value on the ray
space is an eigenfunction of the laplacian operator with
eigenvalue − 4
q
(k + 1). This is easily verified for the
Bloch sphere (k = 1 and choosing q = 4), in which case
p− 12 = 12 nˆ ·mˆ is made up of spherical harmonics of order
l = 1.
VI. GEOMETRIC PHASES
To conclude, we connect the present results with
known results on geometric phases. As a first applica-
tion we make a connection with a result of Samuel and
Bhandari on the Pancharatnam phase. Pancharatnam
suggested that an operational definition of what it meant
for to quantum states to be “in” or ”out of” phase was
naturally provided by the inner product between the two
states. The phase η = arg〈ψf |ψ〉 is therefore also called
the Pancharatnam phase difference. Samuel and Bhan-
dari [7] have shown that this phase has an intrinsic ge-
ometric meaning as it can be obtained from the Berry-
Simon connection using the geodesic rule, i.e,
η =
∫
dξ′
µ
Aµ (6.1)
where the integral is evaluated along the geodesic con-
necting the ray [|ψf 〉] with [|ψ〉] and where it is assumed
that |ψf 〉 is an element of the same state section as |ψ〉.
With the aid of the Cauchy-Riemann and the relation-
ship between p and the geodesic distance, it is now seen
that for an arbitrary integration path between the two
rays (VI) generalizes to
η = ηo +
∫
dξµAµ +
1√
q
∫
dξµ Ωµ
ν∂νs tan
s√
q
,
(6.2)
where s denotes the geodesic distance from the initial
ray to point of integration. If the path of integration is
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chosen along the geodesic, then from the anti-symmetry
of the Ka¨hler form the differential dξµΩνµ∂νs vanishes and
equation is obtained up to the phase relating |ψf 〉 with
the element of the section |ψ〉 at [ |ψf 〉 ].
Next, we turn to geometric phases under time evo-
lution. As is well known, in the course of time evolu-
tion the amplitude between the instantaneous state of
a system |ψ; t〉, and the initial state |ψ; 0〉 acquires a
total phase that can be decomposed into a dynamical
phase − ∫ dtE(t) = − ∫ dt 〈ψ; t|Hˆ(t)|ψ; t〉 and a geomet-
ric part. It has been shown by Aharonov and Anandan
[6] that when the system undergoes a cyclic evolution
so that the state returns to the initial ray, the geomet-
ric contribution to the phase difference acquired is given
by − ∮ A. The result generalizes a previous result by
Berry[4], in which the same geometric phase difference is
acquired in the course of adiabatic evolution if the initial
state is initially an eigenstate of an adiabatically varying
Hamiltonian.
We now wish to generalize the above results by showing
that the phase difference between the exact state |ψ; t〉
and any arbitrary state |ψf 〉 can also be separated into
dynamic and geometric contributions and give explicit
formulas for the geometric component. The idea then is
to consider the phase of an amplitude 〈ψf |ψ; t〉
β = arg〈ψf |ψ; t〉
where the state |ψ; t〉 satsifies the evolution equation
i∂t|ψ; t〉 = Hˆ(t)|ψ; t〉 .
We consider, as an intermediate step, some arbitrary
state section |ψ(ξ)〉 on the U(1) bundle over the ray
space, so that at any given time the time evolved state
may be written as
|ψ; t〉 = eiφ(t)|ψ(ξ(t))〉 .
Substituting into the Schr odinger equation and taking
the inner product with |ψ; t〉, we then find that the phase
factor φ(t) satisfies
φ˙ = −〈ψ|Hˆ(t)|ψ〉+ i〈ψ(ξ)|∂t|ψ(ξ)〉
= −E(t)−Aµξ˙µ .
Now, letting η = arg〈ψf |ψ〉, we then have
β˙ = φ˙+ η˙ (6.3)
= −E(t)−Aµξ˙µ + η,µξ˙µ . (6.4)
Thus we recognize the term η,µ − Aµ as the invariant
phase gradient for the transition amplitude correspond-
ing to the state section in question. We can then apply
the generalized Cauchy-Riemann conditions to deduce fi-
nally that
β˙ = −E(t)− ξ˙µΩµν∂ν log
√
p(ξ) . (6.5)
The result shows that in the course of time evolution, the
amplitude arg〈ψf |ψ; t〉 acquires aside from the dynamical
phase, a geometric component
βg = −
∫
dξµΩµ
ν∂ν log
√
p(ξ) . (6.6)
To see the connection between this result and the
cyclic geometric phase we recall that the curl of
Ωµ
ν∂ν log
√
p(ξ)dξµ is the same curl as the curl of A.
Thus, when the evolution on the ray space is cyclic, we
obtain the usual geometric phase − ∮ A. Note also that
the present results are can be extended to any complex
submanifold of R if under time evolution the state re-
mains on the manifold, for instance by virtue of adiabatic
time evolution.
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