ABSTRACT This paper gives two new proofs of a theorem of Langenhop on the Laurent expansion of a matrix pencil that is singular at the origin. The second, based on a decomposition of Van Dooren, leads to a computational algorithm. 
Introduction
In this paper we will be concerned with a regular matrix pencil A + zB of order n that is singular at z = 0. Since det(A + zB) is not identically zero (the regularity conditions), the resolvent R(A; B; z) (A + zB) ?1 (1:1)
exists in a deleted neighborhood of the origin. Moreover, since R(A; B; z) = adj(A + zB) det(A + zB) and det(A + zB) has zeros of at most multiplicity n, the the resolvent is holomorphic with a pole at the origin of degree at most n. It follows that the resolvent has a Laurent expansion of the form R(A; B; z) = 1 where k n and the matrices Q i are independent of z.
Langenhop, in two elegant papers 7, 8] , has investigated the resolvent (1.1), giving necessary and su cient conditions for the Laurent expansion (1.2) to exist. Moreover, he has shown that the matrices Q i in the Laurent expansion are uniquely determined by Q ?1 and Q 0 , as is summarized in the following theorem. Here E is the eigenprojection of A for the eigenvalue 0, k is the smallest nonnegative integer such that the null spaces of A k and A k+1 coincide, and D = (A ? E) ?1 (I ? E) = (I ? E)(A ? E) ?1 is the Drazin inverse of A.
In this paper we shall provide two new proofs of Theorem 1.1. The rst, given in x2, has the advantage of simplicity, which it attains by discarding the machinery that Langenhop uses to state his necessary and su cient conditions for the existence of the Laurent expansion. The second proof, given in x3, is based on a matrix decomposition of Van Dooren 12] . The proof yields new conditions for the existence of the Laurent expansion, provides explicit bases for the spaces of the projections P andP, and furnishes the basis for an algorithm to compute the expansion itself. The elaboration of this algorithm is the subject of the last section of this paper. (A di erent algorithm has been proposed in 10] and 5]).
The Algebraic Proof
We begin our rst proof of Theorem 1.1 with the identity (A + zB)R(A; B; z) = I:
The regular part of (2.1) is (A + zB)R(A; B; z) R + BQ ?1 = I, which on premultiplication by (A + zB) ?1 yields the left part of (1. Equating coe cients of powers of z in the two sides of (2.9) yields (1.4) and (1.5).
Two Decompositions
Broadly speaking there are two ways of approaching matrix problems: through algebra and through decompositions. For the case of pencils that are singular at the origin, the former approach is illustrated by the papers of Langenhop and by the contents of x2 of this paper. In this section we wish to pursue the decompositional approach. Not only will this provide an independent proof of Theorem 1.1, but it will point us toward an algorithm for computing the terms of the Laurent expansion.
In deriving our decompositions (there are actually two), we shall follow a strategy common in numerical analysis. First we shall see how far we can reduce the pencil using orthogonal transformations. This will give us a decomposition, rst introduced in a more general form by Van Dooren 12] , from which the structure of the Laurent series can be determined in a stable manner. Then we will see how much further we can reduce the pencil using nonorthogonal transformations. The resulting decomposition will give us the wherewithal to compute the Laurent expansion. Although this decomposition cannot be computed stably, we shall show that it will be computed inaccurately only when the desirability of computing the Laurent expansion itself is questionable.
To avoid burdening this section with computational details, we shall derive the decompositions without describing how the transformations involved can be generated. We will then sketch the relation between the decompositions and the algebraic theory of x2. Computational details will be given in the following section.
The rst decomposition holds for any matrix pencil, whether or not is is singular at the origin. If A (2) 22 is nonsingular or zero, then the reduction is complete. Otherwise apply the theorem inductively to the pair A (2) 22 and B (2) 22 to obtain the decomposition. We shall now show that A 12 is of full column rank. By construction, the dimension of the null space of A is the order m 1 of B 11 . In the transformed matrix (3.1), this space is spanned by the unit vectors e 1 ; e 2 ; : : : ; e m 1 . Now if A 12 has a null vector x, then the vector (0 x T 0 : : : 0) T is a null vector of (3.1) that is independent of e 1 ; e 2 ; : : :; e m 1 , a contradiction.
The fact that A 23 has full column rank follows similarly from the decomposition of A (2) 22 in (3.6) and so on for the rest of the A i;i+1 . The inequalities (3.3) follow from the fact that A i;i+1 is an m i m i+1 matrix. Since A i;i+1 has full column rank, m i m i+1 .
Theorem 3.1 already gives us insight into the properties of the pencil A + zB. First, if k = 0, then A is nonsingular and the pencil is nonsingular at and around zero. If k > 0, then the pencil is singular at zero and det(A + zB) = det(zB 11 ) det(zB 22 ) : : : det(zB kk ) det(A k+1;k+1 + zB k+1;k+1 ): From this we see that a necessary and su cient condition for det(A + zB) to be identically zero is that one or more of the matrices B 11 ; B 22 ; :::; B kk be singular. Thus the nonsingularity of the B ii (i = 1; : : : ; k) guarantees the existence of a Laurent expansion of (A + zB) ?1 about the origin. We shall see a little later that the highest power of z ?1 in the expansion is k.
Although the decomposition (3.1{3.2) tells us a great deal about the pencil, it does not tell us how to compute the Laurent expansion of (A+zB) ?1 . The trouble lies in the matrices A i;k+1 and B i;k+1 (i = 1; :::; k), which couple the singular part of the expansion to the regular part. The proof of the following theorem shows how we can rid ourselves of this coupling by block elimination. In the general case the reduction continues alternately using the row containing A kk to eliminate A i;k+1 and then using the column containing B ii to eliminate B i;k+1 .
We shall now show how the matrices Q 0 and Q ?1 that de ne the Laurent expansion may be computed from the decomposition. Proof. The proof will be given for the singular part, the proof for the regular part being similar. We rst show that C S B ?1 S A S is nilpotent of index k. the Neuman series for the inverse terminating because of the nilpotency of C S . If the de nition (3.14) of Q ?1 is now substituted into the expansion (1.6) for R(A; B; z) S , the result is seen to be (3.19). The expansion for the regular part is veri ed similarly, although in this case, the series does not terminate.
That P andP as de ned by (3.16) and (3.17) satisfy (1.7) and (1.8) can be veri ed directly from (3.18).
There are two comments to be made about this theorem. First, when B = I, the matrix Q 0 is the Drazin inverse of A, as was pointed out in the introduction. Thus (3.15) provides a new, explicit representation of the Drazin inverse of a singular matrix.
Second, the theorem and its proof illustrate the correspondence between projections in the algebraic approach to matrix theory and the block diagonality of some associated matrix decomposition. It is precisely because the projections of Theorem 1.1 exist that we ought to expect the diagonalizing transformations of Theorem 3.2 to exist. Projections have the theoretical advantage of leaving objects in the original coordinate system. But decompositions have computational advantages, to which we now turn.
An Algorithm
In principle, the proof Theorem 3.1 prescribes an algorithm | a special case of the algorithm found in 12] | that can be implemented with o -the-shelf software. For example, the matrix V 1 , whose initial columns span the null space of A cf. Unfortunately, this approach can be computationally expensive. Consider, for example, the case where all the blocks are 1 1. Then the rst step of the reduction requires the computation of the singular value decomposition of A, which is of order n. The second step requires the computation of the singular value decomposition of A (2) 22 , which is of order n ? 1, and in general the ith step requires the computation of the singular value decomposition of a matrix of order n ? i + 1. Since a singular value decomposition requires O(n 3 ) time to compute, the decomposition of A and B will require O(n 4 ) time. Beelen and Van Dooren 2] have given an algorithm that circumvents these di culties. Their approach is to rst reduce A to an echelon form resembling our (3.1) and then to reduce B to triangular form while preserving the echelon form. The approach is e ective because one can work with blocks that are the size of the blocks in the echelon form.
Here we return to the original algorithm and give a di erent implementation based on ideas from 11]. Speci cally, we will show that if we can compute null vectors of A, then we can perform the reduction in the proof of Theorem 3.1 column by column. Since null vectors of triangular matrices are easy to compute, we begin by reducing A to triangular form, which can be accomplished by computing a single QR decomposition. Our problem then becomes one of preserving the triangularity of A during the reduction so that we continue to have a ready supply of null vectors.
Thus, let A be upper triangular. The rst step is to determine a vector x of norm one, such that = kx T 1 Ak is as small as possible (here k k is the usual Euclidean vector norm.) Since A is upper triangular, an approximately optimal vector may be obtained in O(n 2 ) time by means of a condition estimator 6]. We will assume that is small enough so that x 1 can be regarded e ectively as a null vector of A.
The next step is to nd orthogonal matrices U and V such that i.e., the rst row ofÂ = U T AV is small. SinceÂ is upper triangular,Âe 1 is also small, and V e 1 is an approximate null vector of A.
The process is then repeated on the trailing principal submatrix ofÂ. The result is to make the (2; 2)-element of the transformed matrix small. Since the entire rst row ofÂ is small, the entire second column of the transformed matrix is small; which implies that the 2 2 leading principal submatrix of the transformed matrix is small. The process continues until an integer m 1 is reached for which the trailing principal submatrix of order n ? m 1 has no approximate null vector.
At this point the leading principal submatrix of order m 1 is small, and we have e ectively computed the matrix A 1:5 of (3.4).
The process sketched above can be implemented e ciently using plane rotations (for details of the use of plane rotations see 4, pp. 201 .] ). The reduction of x T to e 1 is done by a sequence of rotations P n?1;n , P n?2;n?1 , : : :, P 12 , the rotation P i;i+1 using the ith element to eliminate the (i + 1)th. The rotations must then be premultiplied into A. The premultiplication of P n?1;n introduces a nonzero element into the (n ? 1; n)-element of A, as illustrated below for n = 4: This completes the passage from the pair (A; B) to (A 2 ; B 2 ). the procedure is then applied recursively to the trailing principal submatrices of order n?m 1 , and the result is the decomposition of Theorem 3.1.
The algorithm is stable in that the computed decomposition is the exact decomposition of a slightly perturbed pencil. If, in the course of the algorithm, it is decided to treat a small element as zero, the decision amounts to perturbing the original pencil by a matrix whose norm is the size of the element.
Turning now to the decomposition of Theorem 3.2, we note that the proof gives an e ective algorithm for computing it. The only thing to add is that one should not form explicit inverses in equations like (3.11); instead one should solve linear systems. This is made easier by the fact that the algorithm sketched above for computing the decomposition of Theorem 3.1 leaves the matrices B ii and A k+1;k+1 upper triangular.
We cannot expect strong stability results for the decomposition of Theorem 3.2, since we have not used orthogonal transformations in its computation. However, it is instructive to examine informally how inaccuracies can result.
We rst note that the submatrices in (3.8) and (3.9) are the same as those in the rst decomposition. Thus the only way the algorithm produces inaccuracy is by producing ill-conditioned transformations U and V . Since these are the products of transformations like those in (3.10) and (3.12) we shall examine how the latter can become ill-conditioned. . Thus (in the general algorithm) if A ?1 k+1;k+1 is large, then we can expect the transformation V to be ill-conditioned. Now in the spectral norm kA ?1 kk k ?1 is the distance from A k+1;k+1 to the nearest singular matrix. But when A k+1;k+1 is near a singular matrix, there is a nearby pencil for which A k+1;k+1 is exactly singular and which therefore has at least one additional term in its Laurent expansion. Otherwise put, we can expect to compute the Laurent expansion inaccurately when the number of terms in it are ill-determined by the data.
Similarly, nearly singular B ii are associated with an ill-conditioned U. In this case the pencil is near one whose determinant is identically zero.
Although we cannot guarantee the stability of the algorithm for computing U and V , it is certainly possible to determine when it may be producing inaccurate results by monitoring the sizes of the intermediate transformations as they are computed. We strongly recommend that this be done. The above considerations suggest that if the nal U or V are ill conditioned, then it may not make sense to compute the Laurent expansion.
