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resumo 
 
 
Nesta dissertação é apresentada uma abordagem a polinómios de Appell 
multidimensionais dando-se especial relevância à estrutura da sua função 
geradora. Esta estrutura, conjugada com uma escolha adequada de ordenação 
dos monómios que figuram nos polinómios, confere um carácter unificador à 
abordagem e possibilita uma representação matricial de polinómios de Appell 
por meio de matrizes particionadas em blocos. Tais matrizes são construídas a 
partir de uma matriz de estrutura simples, designada matriz de criação, 
subdiagonal e cujas entradas não nulas são os sucessivos números naturais. 
A exponencial desta matriz é a conhecida matriz de Pascal, triangular inferior, 
onde figuram os números binomiais que fazem parte integrante dos 
coeficientes dos polinómios de Appell. 
 
Finalmente, aplica-se a abordagem apresentada a polinómios de Appell 
definidos no contexto da Análise de Clifford.  
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abstract 
 
In this thesis an approach to multidimensional Appell polynomials is presented 
with special relevance for the structure of their generating function. This 
structure, together with an adequate choice of an ordering for the monomials 
that are present in the polynomials, gives a unifying nature to our approach and 
allows the representation of Appell polynomials by means of block matrices. 
Such matrices are constructed from another matrix with simple structure, called 
creation matrix, which is a sub-diagonal matrices whose nonzero entries are 
the successive natural numbers. The exponential of this matrix is the well 
known lower triangular Pascal matrix, lower triangular, where the binomial 
numbers appear as part of the coefficients of Appell polynomials. 
 
Finally, the presented approach is applied to Appell polynomials defined in the 
context of Clifford Analysis. 
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Introdução
A motivação para o tratamento do tema da presente dissertação surgiu do reconhe-
cimento da importância dos polinómios e dos números de Bernoulli em diferentes áreas
da matemática. Os números de Bernoulli são até considerados por Mazur ([96]) uma
força unificadora em matemática, no sentido de que estão presentes em várias das suas
áreas (Teoria dos Números, Topologia Diferencial, etc) estabelecendo um vínculo entre
elas.
A nossa pesquisa sobre o assunto revelou a existência de um grande número de pu-
blicações recentes contendo diversas abordagens sobre os referidos polinómios, suas gene-
ralizações para uma ou várias variáveis reais ou complexas e, ainda, sobre assuntos com
eles relacionados, seguindo diversas abordagens (ver por exemplo [15], [16], [26], [85], [97],
[114]). Contudo, constatámos a não existência de estudos para o caso de várias variáveis
hipercomplexas e, como tal, foi nesse sentido que primeiramente direccionámos a nossa
investigação.
Muitas das abordagens que referimos anteriormente têm como ponto de partida a
modificação da função geradora exponencial dos polinómios de Bernoulli
G(x, t) =
text
et − 1 .
Por exemplo, Bαn (x), Bn,α(x), B
α
n;h,w(x) e B
[m−1]
n (x), (m ≥ 1) são algumas das generali-
zações daqueles polinómios mencionadas em [15] e [97] e que resultam de escolher como
funções geradoras
tαext
(et − 1)α ,
(iz)α e(x−1/2)z
22αΓ (α + 1) Jα (iz/2)
,
(ht)α (1 + wt)x/w[
(1 + wt)h/w − 1
]α , tmext
et −∑m−1h=0 (th/h!) ,
( onde Jα é a função de Bessel de primeira espécie e ordem α), respectivamente. Esta
ideia traz grandes vantagens nas generalizações para várias variáveis onde, muitas vezes,
é apenas necessário modificar a função exponencial envolvida na função geradora. Em
v
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[15], por exemplo, com base nos polinómios de Gould-Hopper g(j)n (x, y), j ≥ 2, cuja função
geradora é ext+yt
j
, foram obtidos os polinómios de Bernoulli bidimensionais B(j)n (x, y), j ≥
2 por meio da função geradora te
xt+ytj
et−1 .
Numa primeira fase do trabalho, partindo desta ideia de modificação da função gera-
dora e combinando-a com métodos de representação em série de potências generalizadas,
próprios da teoria de funções holomorfas hipercomplexas (monogénicas), isto é, funções
holomorfas generalizadas no contexto da Análise de Clifford, chegámos a uma definição
de polinómios de Bernoulli de várias variáveis hipercomplexas que até ao momento não
existia. Por analogia, de imediato surgiu também a definição de polinómios de Euler
hipercomplexos. Estes resultados foram publicados, respectivamente, em:
H. Malonek and G. Tomaz, Bernoulli polynomials and matrices in the context of
Clifford Analysis, Discrete Appl. Math. 157 (2009), 838-847 ([91]);
H. Malonek and G. Tomaz, On generalized Euler polynomials in Clifford Analysis,
Int. J. Pure Appl. Math. 44(3) (2008), 447-465 ([90]).
Numa segunda fase, a investigação sobre os referidos polinómios conduziu-nos ao
artigo [114], onde os autores apresentam uma representação matricial daqueles polinómios
em ligação com a conhecida matriz de Pascal P ([13], [17]) e também com a matriz de
Pascal generalizada P (x) ([17], [112]). Esta ligação levou-nos aos trabalhos de L. Aceto
e D. Trigiante [2] e [82], onde é abordada a representação matricial de várias classes
de polinómios de uma variável, envolvendo uma matriz H, que designaram matriz de
criação, e com a qual a matriz de Pascal está intrinsecamente relacionada ([17]).
Considerando o interesse da representação matricial de polinómios, pretendemos dar
essa contribuição para o caso dos polinómios hipercomplexos entretanto obtidos. Conjec-
turámos que essa representação estaria relacionada com alguma generalização da matriz
P e esta, por sua vez, com uma generalização da matriz de criação.
Embora já existissem propostas de extensão da matriz de Pascal generalizada P (x)
para duas variáveis ([113], [115]), estas não se revelaram eficazes para representação do
tipo de polinómios que tínhamos definido (com várias variáveis e vários índices). Pareceu-
nos adequado o recurso a uma generalização em termos de uma matriz de blocos cuja
estrutura, de algum modo, simulasse a estrutura da matriz P (x). Nessa fase, a escolha de
uma ordem adequada para os monómios que figuram nos referidos polinómios permitiu
concretizar essa ideia. Foi ainda possível verificar que a matriz obtida, a que chamamos
matriz bloco de Pascal generalizada P(x1, x2), está também relacionada com uma matriz
de blocos F (x1, x2), construída a partir de outra, H, cuja estrutura imita a de H,
conforme publicado em:
I. Cação, H. R. Malonek, and G. Tomaz, Lecture Notes of Seminario Interdisciplinare
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di Matematica, vol. IX, ch. Special polynomials and polynomial bases in hypercomplex
function theory, pp. 129-151, 2010 ([21]);
G. Tomaz and H. R. Malonek, Special block matrices and multivariate polynomials,
International Conference on Numerical Analysis and Applied Mathematics, ICNAAM
2010 (T. E. Simos, G. Psihoyios, and Ch. Tsitouras, eds.), vol.1281, III, AIP Conference
Proceedings, 2010, pp. 1515-1518 ([109]).
Rapidamente nos apercebemos que esta abordagem matricial poderia ser útil não só
no caso hipercomplexo, mas também para várias variáveis reais e, por isso, decidimos
tratar em primeiro lugar este último caso.
A relação dos polinómios de Bernoulli e Euler com a teoria das funções geradoras
exponenciais com uma certa estrutura indicou-nos que os resultados que tínhamos obtido
eram aplicáveis a qualquer conjunto de polinómios cuja função geradora fosse do tipo
G(x, t) = f(t)ext, isto é, a qualquer conjunto que pertencesse à classe de Appell. Este
resultado, bem como uma aplicação ao caso dos polinómios de Laguerre hipercomplexos,
foi apresentado em:
H. R. Malonek and G. Tomaz, Laguerre polynomials in several hypercomplex variables
and their matrix representation, Computational Science and Its Applications- ICCSA
2011 (B. Murgante, O. Gervasi, A. Iglesias, D. Taniar, and B. O. Apduhan, eds.), vol.
LNCS 6784, Springer, 2011, pp. 261-270 ([94]).
Além disso, em [22], Carlson deu a indicação de que é possível manipular a função
geradora de alguns polinómios que não são de Appell de modo a escrevê-la na forma
f(t)ext e, portanto, também para esses casos os nossos resultados poderiam ser úteis.
Esta ligação entre polinómios de Appell e a teoria das funções geradoras exponenciais
do tipo f(t)ext, bem como os trabalhos [2] e [82] tornaram visível a existência de uma
relação entre a geração matricial daqueles polinómios por meio da substituição na função
f de t por H. O facto de já termos disponível uma versão de blocos desta última
matriz permitiu obter uma relação análoga para polinómios de Appell de duas variáveis.
Determinámos uma matriz de blocosM que transforma um vector de potências (primeira
coluna da matriz bloco de Pascal generalizada) num vector de polinómios de Appell. Esta
matriz de transformação tornou possível obter o desenvolvimento de uma função em série
de polinómios de Appell a partir da respectiva série de Taylor.
Finalmente, e regressando ao ponto de partida, verificámos que muitos dos resultados
obtidos podem facilmente adaptar-se para o caso de polinómios de Appell no contexto
da Análise de Clifford, usando técnicas específicas desta área.
Esta dissertação está dividida em seis capítulos e dois apêndices. O objectivo da
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introdução destes apêndices foi disponibilizar informação de apoio e/ou complementar
ao texto fundamental da dissertação.
Apresenta-se a seguir um breve resumo de cada um dos capítulos.
No Capítulo 1 são recordadas noções fundamentais que constituem a base em que
assentam as discussões dos capítulos seguintes. Em particular, focam-se conceitos sobre
séries de potências formais, funções geradoras, matrizes, ordens monomiais e, finalmente,
sobre análise hipercomplexa. Relativamente a este último tema, após um breve enqua-
dramento histórico, são salientadas noções essenciais sobre álgebras de Clifford que estão
na base da teoria das funções hipercomplexas.
O Capítulo 2 é essencialmente dedicado à temática dos polinómios de Appell unidi-
mensionais (de uma variável real), com especial relevo para a sua representação matricial.
É ainda dado destaque a alguns casos particulares de polinómios de Appell. Para estes
casos, e para facilidade de consulta, apresentam-se no Apêndice A listas das suas propri-
edades.
No Capítulo 3, após referência a alguns trabalhos já realizados para o caso de várias
variáveis, é apresentada uma nova abordagem a polinómios de Appell multidimensionais
reais. A originalidade desta abordagem consiste no facto de a ordem dos monómios que
figuram nos polinómios ser importante para possibilitar a sua representação matricial
utilizando matrizes de blocos especiais.
No Apêndice B são apresentados alguns exemplos dos polinómios particulares trata-
dos.
A representação matricial é desenvolvida no Capítulo 4. Neste capítulo, o estudo inci-
diu sobretudo em polinómios bidimensionais, embora no final seja feita uma generalização
para o caso de qualquer número de variáveis.
O Capítulo 5 aborda o caso dos polinómios de Appell no contexto da Análise de
Clifford, isto é, também eles multidimensionais. Primeiramente é aplicada a representação
matricial desenvolvida no Capítulo 2 a polinómios de Appell construídos a partir duma
função geradora que envolve a função exponencial introduzida em [52]. De seguida é feita
uma extensão dos resultados obtidos no Capítulo 3 para polinómios de vários indíces e
de várias variáveis hipercomplexas (variáveis de Fueter).
O Capítulo 6 contém a conclusão do trabalho.
Capítulo 1
Noções Fundamentais
Neste capítulo preliminar apresentamos os conceitos, definições e terminologia so-
bre os quais irá assentar este trabalho, não se pretendendo uma exploração exaustiva dos
assuntos. Os conceitos aqui referidos prendem-se sobretudo com séries formais, funções
geradoras, cálculo matricial, relações de ordem e análise hipercomplexa.
1.1 Séries de potências formais
Contrariamente à teoria analítica de séries de potências, a teoria de séries de
potências formais consiste em discutir tais séries como objectos puramente algébricos,
sem a preocupação de saber se representam alguma função, ou seja, nesta teoria questões
topológicas como a convergência ou continuidade estão ausentes.
Na base do estudo de polinómios de Appell que se pretende nesta dissertação está o
conceito de função geradora de sucessões de tais polinómios. A teoria das séries formais
fornece as ferramentas necessárias para a manipulação das séries envolvidas nas funções
geradoras, mesmo não tendo à partida garantia de convergência. Obviamente que se
se obtiverem séries que convirjam para alguma função analítica num certo domínio, as
manipulações efectuadas no contexto formal são válidas analiticamente nesse domínio e é
possível retirar informações analíticas que de outro modo poderiam ser difíceis de obter.
Caso contrário, embora não se possa extrair delas informação analítica, ainda assim se
pode obter muita informação útil acerca de tais séries.
Ao longo da dissertação quando trabalharmos com várias variáveis usaremos multi-
índices.
Para o multi-índice σ = (σ1, . . . , σr) ∈ Nr0, r ∈ N, escrevemos, como habitualmente,
|σ| = σ1 + · · ·+ σr para o módulo e σ! = σ1! · · ·σr! para o factorial.
1
2 CAPÍTULO 1. NOÇÕES FUNDAMENTAIS
O coeficiente binomial será denotado por(
σ
µ
)
=
σ!
µ!(σ − µ)!
e o polinomial por (
k
σ
)
=
k!
σ1! · · ·σr! =
k!
σ!
, com |σ| = k.
Será também usada a notação
∂|σ|
∂xσ
=
∂|σ|
∂xσ11 · · · ∂xσrr
=
∂σ1
∂xσ11
· · · ∂
σr
∂xσrr
.
Por conveniência introduziremos alguns multi-índices constantes; usaremos 0 para
designar (0, . . . , 0) e 1 para designar (1, . . . , 1). Para qualquer i ∈ {1, . . . , r} o multi-
índice unitário é definido por 1i = (δi1, . . . , δir) = (0, . . . , 1, . . . , 0), sendo δik o símbolo de
Kronecker.
Os monómios em x1, . . . , xr de grau |σ| são elementos da forma
xσ = xσ11 · · ·xσrr ,
onde x = (x1, . . . , xr) é um r−uplo e xσ = 1 se σ = 0.
1.1.1 Séries de potências formais de uma variável
Seja K (R ou C) um corpo comutativo.
Definição 1.1 Chama-se série de potências formal de x à expressão da forma
S(x) =
+∞∑
n=0
anx
n, (1.1)
onde a sucessão a0, a1, · · · , designada por sucessão dos coeficientes, é constituída por
elementos de K. O conjunto destas séries formais denota-se por K[[x]].
Um polinómio de grau k,
∑k
n=0 anx
n, pode ser identificado com a série (1.1) onde
an = 0, n > k.
No conjunto K[[x]] definem-se as operações adição, multiplicação por um escalar (ele-
mento de K) e multiplicação que estendem as operações com o mesmo nome definidas no
conjunto dos polinómios. Assim define-se:
1.1. SÉRIES DE POTÊNCIAS FORMAIS 3
• Soma de duas séries formais por
+∞∑
n=0
anx
n +
+∞∑
n=0
bnx
n =
+∞∑
n=0
(an + bn)x
n;
• Produto de um escalar por uma série formal por
λ
+∞∑
n=0
anx
n =
+∞∑
n=0
(λan)x
n;
• Produto de duas séries formais (produto de Cauchy) por(
+∞∑
n=0
anx
n
)(
+∞∑
n=0
bnx
n
)
=
+∞∑
n=0
cnx
n (cn =
n∑
k=0
akbn−k).
Observação 1.1 O produto de Cauchy de duas séries pode também apresentar-se do
seguinte modo: (
+∞∑
p=0
apx
p
)(
+∞∑
q=0
bqx
q
)
=
+∞∑
p,q=0
apbqx
p+q
=
+∞∑
n=0
cnx
n (cn =
∑
p+q=n
apbq).
Observação 1.2 O conjunto K[[x]] munido das operações acima referidas é uma álgebra
comutativa sobre o corpo K, cujo elemento unidade é a série
∑+∞
n=0 anx
n tal que a0 =
1 e an = 0, n > 0.
A multiplicação de séries formais permite obter, caso exista, a recíproca de uma série.
Proposição 1.1 ([23], p. 14) Seja S(x) =
∑+∞
n=0 anx
n ∈ K[[x]]. Existe T (x) ∈ K[[x]]
tal que S(x)T (x) = 1 se e só se a0 6= 0.
Nas condições da proposição anterior, a T (x) chama-se a recíproca de S(x) e pode
escreve-se T (x) = S−1(x). Esta série não pode ser confundida com a sua inversa que, se
existir, é uma série V (x) =
∑+∞
n=0 cnx
n tal que S(V (x)) = V (S(x)) = x. A simbologia
S(V (x)) representa a operação composição de séries
S(V (x)) =
+∞∑
n=0
an(V (x))
n,
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que está definida sse o termo independente c0 de V (x) for nulo ou se S(x) for um polinómio
([23]).
No conjunto K[[x]] definem-se ainda outras operações correspondentes às existentes
no cálculo com funções. Por exemplo, a derivada da série formal S(x) =
∑+∞
n=0 anx
n é a
série
S ′(x) =
+∞∑
n=1
nanx
n−1.
As regras de derivação usuais no cálculo com funções são também válidas no caso de
séries formais ([23]).
Dada a série formal
∑+∞
n=0 anx
n, a substituição de x por um valor z ∈ K não faz sentido
em K[[x]] uma vez que aí a letra x é um símbolo puramente formal. Tal substituíção só
se poderá efectuar se a série
∑+∞
n=0 anz
n for convergente. Trata-se, portanto, de um
procedimento analítico e não de um procedimento formal. Recordemos então algumas
propriedades básicas das séries de potências
+∞∑
n=0
anz
n, z ∈ K. (1.2)
Observação 1.3 Com a transformação z = t − t0 obtém-se o caso geral das séries de
potências
+∞∑
n=0
an(t− t0)n.
Proposição 1.2 ([95], p. 77) Para cada série (1.2) existe um e um só R, 0 ≤ R ≤
+∞, tal que a série é absolutamente convergente se |z| < R e divergente se |z| > R.
A R chama-se raio de convergência da série e pode ser expresso em termos da sucessão
(an)n≥0 dos coeficientes da série por meio da fórmula de Cauchy-Hadamard
R =
1
lim supn→+∞ |an|
1
n
,
onde lim supn→+∞ an = limp→+∞(supn≥p an).
Ao conjunto {z ∈ K : |z| < R} chama-se domínio de convergência da série (se K = R
designa-se por intervalo de convergência; se K = C designa-se por disco de convergência).
Observação 1.4 O raio de convergência de uma série de potências
∑+∞
n=0 anz
n é igual
a 0 (respectivamente +∞) se e só se o conjunto dos z ∈ K para os quais a série é
convergente for igual a {0} (resp. K).
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A soma e o produto de duas séries convergentes com raio de convergência ≥ R são
também séries convergentes com o mesmo raio de convergência e para |z| < R tem-se que
+∞∑
n=0
anz
n +
+∞∑
n=0
bnz
n =
+∞∑
n=0
(an + bn)z
n,(
+∞∑
n=0
anz
n
)(
+∞∑
n=0
bnz
n
)
=
+∞∑
n=0
(
n∑
k=0
akbn−k
)
zn.
A série derivada de uma série convergente, S(z), é também convergente e tem o mesmo
raio de convergência R. Além disso, se R 6= 0,
S ′(z) = lim
h→0
S(z + h)− S(z)
h
,
para |z| < R.
Aplicando este mesmo argumento a S ′(z) conclui-se que S ′′(z) é convergente em |z| <
R, sendo a sua soma S ′′(z) =
∑+∞
n=2 n(n−1)anzn−2. Seguindo este raciocínio prova-se que
S(z) é indefinidamente derivável em |z| < R e que
S(n)(z) = n!an + Tn(z),
onde Tn(0) = 0. Desta forma, conclui-se que os coeficientes de S(z) são
an =
1
n!
S(n)(0).
Definição 1.2 Seja f uma função definida num conjunto aberto D ⊆ K com valores
em K. Diz-se que f é analítica em D se, para cada ponto z0 desse conjunto existir um
número real R(z0) e uma série S(z) =
∑+∞
n=0 anz
n de raio de convergência ≥ R(z0) tal
que
f(z) =
+∞∑
n=0
an(z − z0)n
em |z − z0| < R(z0).
Teorema 1.1 ([95], p. 105) Suponhamos que a série (1.2) é convergente nos pontos z
tais que |z| < R, R 6= 0, e que f(z) denota a sua soma. Então a função f é analítica em
|z| < R.
6 CAPÍTULO 1. NOÇÕES FUNDAMENTAIS
1.1.2 Séries de potências formais múltiplas
Definição 1.3 Chama-se série de potências formal de x à expressão da forma
S(x) =
+∞∑
|σ|=0
aσx
σ, (1.3)
onde os coeficientes aσ pertencem ao corpo K e x ∈ Kr. O conjunto de tais séries formais
denota-se por K[[x]].
As definições de adição e de multiplicação por um escalar em K[[x]] são inteiramente
análogas às correspondentes em K[[x]]. O produto de dois elementos de K[[x]] define-se
por  +∞∑
|α|=0
aαx
α
 +∞∑
|β|=0
bβx
β
 = +∞∑
|σ|=0
cσx
σ (cσ =
∑
α+β=σ
aαbβ),
onde α e β são também multi-índices.
Por exemplo, no caso de duas variáveis temos:(
+∞∑
α1+α2=0
aα1,α2x
α1
1 x
α2
2
)(
+∞∑
β1+β2=0
bβ1,β2x
β1
1 x
β2
2
)
=
=
+∞∑
σ1+σ2=0
( ∑
α1+β1=σ1,α2+β2=σ2
aα1,α2bβ1,β2
)
xσ11 x
σ2
2
=
+∞∑
σ1+σ2=0
(
σ1∑
α1=0
σ2∑
α2=0
aα1,α2bσ1−α1,σ2−α2
)
xσ11 x
σ2
2 .
Observação 1.5 O conjunto K[[x]] munido das operações acima definidas constitui uma
álgebra comutativa sobre o corpo K.
Tal como no caso das séries de potências formais de uma variável, há por vezes ne-
cessidade de saber se uma dada série formal múltipla representa ou não uma função num
determinado domínio e, por isso, teremos que conhecer a sua natureza.
A cada série formal (1.3) associemos a série de termos não negativos
+∞∑
|σ|=0
|aσ|sσ,
onde s = (s1, s2, · · · , sr) ∈ Rr e si ≥ 0, i = 1, 2, · · · , r.
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Seja Γ o conjunto de pontos s tais que
∑+∞
|σ|=0 |aσ|sσ < +∞. A série
∑+∞
|σ|=0 aσz
σ
é absolutamente convergente em todos os pontos z = (z1, z2, · · · , zr) ∈ Kr tais que
|z1| ≤ s1, · · · , |zr| ≤ sr ( Γ contém pelo menos a origem) ([23]).
Definição 1.4 ([23], p.121) Chama-se domínio de convergência da série (1.3) ao con-
junto dos pontos s = (s1, s2, · · · , sr), si ≥ 0, i = 1, . . . , r, que pertencem ao interior de
Γ.
Proposição 1.3 ([23], p. 122) Se s é um ponto do domínio de convergência, então a
série S(z) é convergente no policilindro {z : |zi| ≤ si, i = 1, 2, · · · , r}. Se (|z1|, |z2|, · · · , |zr|)
não pertence à aderência de Γ, então S(z) é divergente.
Pode agora falar-se de operações com séries de potências convergentes.
Sejam DA e DB os domínios de convergência das séries A(x) =
∑+∞
|σ|=0 aσx
σ e B(x) =∑+∞
|σ|=0 bσx
σ, respectivamente, e D um conjunto aberto contido em DA ∩DB. Este con-
junto está contido nos domínios de convergência das séries A(x) + B(x) e A(x)B(x) e,
caso (|z1|, |z2|, · · · , |zr|) ∈ D, então
A(z) +B(z) =
+∞∑
|σ|=0
(aσ + bσ)z
σ
e
A(z)B(z) =
+∞∑
|σ|=0
cσz
σ (cσ =
∑
α+β=σ
aαbβ).
Definem-se as derivadas parciais da série S(x) =
∑
σ aσx
σ da forma seguinte:
∂S(x)
∂xi
=
+∞∑
σ
σiaσx
σ−1i .
Proposição 1.4 ([23], p. 122) A série ∂S
∂xi
tem o mesmo domínio de convergência da
série S. Quando (|z1|, . . . , |zr|) pertence a esse domínio, então a função ∂S(z)∂zi é a derivada
parcial em ordem a zi da função S(z).
Tendo em conta a proposição anterior, por derivação sucessiva deduz-se a seguinte
expressão para os coeficientes da série S(z):
aσ =
1
σ!
∂|σ|S(0)
∂zσ
.
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Definição 1.5 Uma função f(z) definida num conjunto aberto D diz-se analítica em
D, se para cada ponto z0 = (z10 , z20 , · · · , zr0) ∈ D existir uma série de potências formal
S(z) cujo domínio de convergência seja não vazio e tal que f(z) = S(z − z0) para
|zi − zi0|, i = 1, . . . , r, suficientemente pequenos.
Teorema 1.2 ([23], p. 124) A soma de uma série de potências múltipla é uma função
analítica no domínio de convergência da série.
1.2 Funções geradoras
A teoria das funções geradoras desempenha um papel importante no estudo de
sucessões e, em particular, de sucessões de polinómios. Grosso modo, as funções gerado-
ras transformam problemas de sucessões em problemas de funções, podendo-se colocar
as ferramentas matemáticas destas ao serviço do estudo daquelas. Assim, muitas das
propriedades dos polinómios, que são as entidades em causa nesta dissertação, podem ser
extraídas das propriedades conhecidas das respectivas funções geradoras.
Definição 1.6 Seja F (t) uma função cujo desenvolvimento em série de potências formal
é
F (t) =
+∞∑
n=0
ant
n.
A F (t) chama-se função geradora ordinária da sucessão de números reais (an)n≥0.
Definição 1.7 Seja F (t) uma função cujo desenvolvimento em série de potências formal
é
F (t) =
+∞∑
n=0
an
tn
n!
.
A F (t) chama-se função geradora exponencial da sucessão de números reais (an)n≥0.
Observação 1.6 Se F (t) é a função geradora exponencial da sucessão (an)n≥0, então é
a função geradora ordinária da sucessão
(
an
n!
)
n≥0 e vice-versa.
Das operações definidas no conjunto das séries formais é possível extrair propriedades
para as funções geradoras.
Proposição 1.5 Se F (t) =
∑+∞
n=0 an
tn
n!
é a função geradora exponencial da sucessão
(an)n≥0, então F ′(t) é a função geradora exponencial de (an+1)n≥0.
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Dem. Com efeito,
F ′(t) =
+∞∑
n=1
nan
tn−1
n!
=
+∞∑
n=1
an
tn−1
n− 1!
=
+∞∑
n=0
an+1
tn
n!
,
o que demonstra a proposição.
Usando o método de indução matemática pode provar-se que:
Proposição 1.6 Se F (t) =
∑+∞
n=0 an
tn
n!
é a função geradora exponencial da sucessão
(an)n≥0, então F (m)(t),m ≥ 0 é a função geradora exponencial de (an+m)n≥0.
Proposição 1.7 Se F (t) =
∑+∞
n=0 an
tn
n!
e G(t) =
∑+∞
n=0 bn
tn
n!
são as funções geradoras
exponenciais das sucessões (an)n≥0 e (bn)n≥0, respectivamente, então (FG)(t) é a função
geradora exponencial de
(∑n
k=0
(
n
k
)
akbn−k
)
n≥0.
Dem. Com efeito,
(FG)(t) =
(
+∞∑
n=0
an
tn
n!
)(
+∞∑
n=0
bn
tn
n!
)
=
+∞∑
n=0
(
n∑
k=0
(
n
k
)
akbn−k
)
tn
n!
,
o que demonstra a proposição.
Em geral, se considerarmos o produto de k funções geradoras exponenciais, temos:
Proposição 1.8 Se F1(t) =
∑+∞
n=0 a
1
n
tn
n!
, · · · , Fk(t) =
∑+∞
n=0 a
k
n
tn
n!
são as funções geradoras
exponenciais das sucessões (a1n)n≥0, · · · , (akn)n≥0, respectivamente, então (F1F2 · · ·Fk)(t) é
a função geradora exponencial da sucessão
(∑
|r|=n
(
n
r
)
a1r1 · · · akrk
)
n≥0
, onde r = (r1, . . . , rk) ∈
Nk0 e
(
n
r
)
= n!
r!
.
Observação 1.7 Em consequência da Proposição 1.8, (F (t))k, k ∈ N0 é a função gera-
dora exponencial de
(∑
|r|=n
(
n
r
)
ar1 · · · ark
)
n≥0
.
As definições de função geradora ordinária e de função geradora exponencial supra
apresentadas podem estender-se a sucessões de outro tipo de objectos como, por exem-
plo, sucessões de polinómios. É precisamente na geração de sucessões de polinómios que
o conceito de função geradora é aplicado nesta dissertação.
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Definição 1.8 Seja G(x, t) uma função de duas variáveis cujo desenvolvimento em série
de potências formal é
G(x, t) =
+∞∑
n=0
gn(x)
tn
n!
, (1.4)
onde gn(x) é independente de t. A G(x, t) chama-se função geradora exponencial da
sucessão (gn(x))n≥0.
No caso de G(x, t) ser analítica em t = 0, para um certo conjunto de valores de x,
então a série (1.4) é convergente em torno de t = 0. Contudo, tal convergência não é
necessária para gerar os elementos de (gn(x))n≥0 e para obter as suas propriedades ([99]).
Observação 1.8 Analogamente ao que foi referido para a geração de sucessões de nú-
meros reais, G(x, t) é chamada função geradora ordinária da sucessão
(
gn(x)
n!
)
n≥0
.
Em [99], Rainville apresenta uma definição mais geral de função geradora:
Definição 1.9 Seja F (x, t) uma função de duas variáveis cujo desenvolvimento em série
de potências formal é
F (x, t) =
+∞∑
n=0
cnfn(x)t
n,
onde (cn)n≥0 é independente de x e t. A F (x, t) chama-se função geradora da sucessão
(fn(x))n≥0.
Observação 1.9 A Definição 1.9 inclui a Definição 1.8, identificando cn com 1n! , n =
0, 1, · · · . Segundo a Definição 1.8 dizemos que F (x, t) gera a sucessão (n!cnfn(x))n≥0.
Na Definição 1.8 os elementos da sucessão gerada são funções de uma variável. Supo-
nhamos agora que G(x, t), onde x = (x1, x2, · · · , xr), é uma função de r + 1 variáveis.
Definição 1.10 Seja G(x, t) uma função cujo desenvolvimento em série de potências
formal de t é
G(x, t) =
+∞∑
n=0
gn(x)
tn
n!
. (1.5)
A G(x, t) chama-se função geradora exponencial da sucessão (gn(x))n≥0 ([105]).
Uma extensão natural desta definição é a seguinte:
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Definição 1.11 Seja G(x, t), com x = (x1, x2, · · · , xr) e t = (t1, t2, · · · , tr), uma função
definida formalmente por
G(x, t) =
+∞∑
σ=0
gσ(x)
tσ
σ!
, (1.6)
onde σ ∈ Nr0. A G(x, t) chama-se função geradora exponencial múltipla de (gσ(x))σ
([105]).
1.3 Elementos de análise matricial
Uma das motivações para o uso da notação matricial tem a ver com o facto de,
por exemplo, muitas propriedades de polinómios poderem ser obtidas por manipulação
directa de matrizes, geralmente representadas por letras, sem envolver directamente o
uso dos elementos das linhas e das colunas.
Nesta secção apresentamos alguns conceitos e notações relacionados com a teoria de
matrizes que desempenharão um papel importante nos assuntos que abordaremos nos
capítulos seguintes. O formalismo matricial irá permitir, entre outras coisas, a represen-
tação matricial de polinómios de várias variáveis, bem como das suas propriedades.
1.3.1 Notações e definições básicas
Como habitualmente, representaremos uma matriz A de dimensão (ou tipo) m×n
por A = [aij](i = 1, 2, · · · ,m; j = 1, 2, · · · , n), onde aij denota genericamente o elemento
da linha i e coluna j. A aij chamaremos, simplesmente, elemento ij da matriz A. Se
m = n a matriz A é quadrada e diremos que A é de ordem n.
Denotaremos os conjuntos das matrizes de dimensão m × n e de ordem n, com ele-
mentos (entradas) num corpo K, porMm,n(K) eMn(K) , respectivamente. Quando não
for necessário especificar o corpo, representá-los-emos apenas porMm,n eMn.
Definição 1.12 Uma matriz de dimensão n × 1, v = [v1 v2 · · · vn]T , diz-se um vector
coluna de ordem n e vT diz-se um vector linha de ordem n.
Os vectores coluna de ordem n
εk =
[
0 · · · 0 1 0 · · · 0
]T
(k = 1, 2, . . . , n),
cujo k-ésimo elemento é 1 e os restantes são nulos, satisfazem a igualdade εTk εl = δkl, k, l =
1, 2, . . . , n. O uso destes vectores permite a obtenção de uma coluna, uma linha ou um
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elemento de uma matriz A ∈Mn do seguinte modo:
Aεk =
[
a1k a2k · · · ank
]T
(k − ésima coluna da matrizA),
εTkA =
[
ak1 ak2 · · · akn
]
(k − ésima linha da matrizA),
εTkAεl = akl (elemento kl da matrizA).
Definição 1.13 Uma matriz A diz-se real, complexa ou hipercomplexa consoante os seus
elementos sejam reais, complexos ou hipercomplexos.
Representaremos por In e On as matrizes identidade e nula de ordem n, respectiva-
mente.
Definição 1.14 Uma matriz A ∈Mn diz-se nilpotente de ordem k, se existir um número
natural k tal que Ak−1 6= On e Ak = On.
Matrizes particionadas em blocos têm-se revelado de grande utilidade como um modo
de organizar grandes quantidades de dados numa forma de fácil manipulação e compre-
ensão. A notação em blocos é fundamental em cálculo computacional, simplificando a
obtenção de importantes algoritmos ([61]). No presente trabalho, o nosso interesse re-
side em aproveitar a estrutura em blocos com vista à generalização de alguns resultados
existentes em análise real ou complexa para dimensões superiores.
Definição 1.15 Uma matriz
A =

A11 A12 · · · A1p
A21 A22 · · · A2p
...
...
. . .
...
Am1 Am2 · · · Amp

particionada em m× p blocos (submatrizes) de ordem n é dita uma matriz de blocos (ou
matriz bloco) de dimensão mn × pn. As linhas e colunas desta matriz são designadas,
respectivamente, por linhas de blocos e colunas de blocos ([101]).
A matriz A pode representar-se por A = [Ast](s = 1, 2, · · · ,m; t = 1, 2, · · · , p), onde
Ast denota genericamente o elemento (bloco) situado na linha de blocos s e coluna de
blocos t. Denotando por Astij o elemento ij do bloco Ast, isto é, A
st
ij ≡ (Ast)ij, A pode
representar-se ainda por A = [Astij ](s = 1, 2, · · · ,m; t = 1, 2, · · · , p; i, j = 1, 2, · · · , n).
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Se p = m, A é uma matriz de blocos quadrada de ordem mn (dimensão mn ×mn).
Neste caso, como todos os blocos Ass(s = 1, 2, · · · ,m) da diagonal principal de A são
matrizes quadradas, diz-se que A é uma matriz de blocos particionada simetricamente
([83]).
Definição 1.16 Chama-se matriz bloco diagonal1 à matriz A particionada simetrica-
mente, tal que Ast = On, s 6= t, e representa-se por
A = diag[A11, A22, · · · , Amm]
([101]).
Definição 1.17 Chama-se matriz bloco identidade de ordem mn, e denota-se por Imn,
à matriz de m blocos diagonal
Imn = diag[In, In, · · · , In].
Observação 1.10 Se m = n, representaremos a matriz bloco identidade por In e In ≡
In2. Analogamente, a matriz de blocos nula será representada por On e On ≡ On2.
Definição 1.18 Uma matriz particionada de tal forma que tenha apenas uma coluna de
blocos é dita um vector de blocos (ou vector bloco).
Considerando o vector de blocos
Ek =
[
On · · · On In On · · · On
]T
(k = 1, 2, . . . , n), (1.7)
cujo k-ésimo bloco é In e os restantes são On, podemos obter uma linha de blocos, uma
coluna de blocos ou um bloco de uma matriz A ∈Mnn de modo análogo ao caso ordinário:
AEk =
[
A1k A2k · · · Ank
]T
(k − ésima coluna de blocos da matrizA),
ETk A =
[
Ak1 Ak2 · · · Akn
]
(k − ésima linha de blocos da matrizA),
ETk AEl = Akl (bloco kl da matrizA).
Observação 1.11 Estes vectores de blocos satisfazem ETk El = δklIn, k, l = 1, 2, . . . , n.
Para além do produto usual de matrizes, usaremos pontualmente o produto de Kronecker
(ou produto directo).
1Gantmacher ([58]) designa tais matrizes por matrizes quase-diagonais.
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Definição 1.19 Dada uma matriz A = [aij] ∈Mm,n e uma matriz B ∈Mp,q, o produto
de Kronecker de A por B, denotado por A⊗B, é definido pela matriz bloco
A⊗B =

a11B a12B · · · a1nB
a21B a22B · · · a2nB
...
...
. . .
...
am1B am2B · · · amnB

= [aijB] ∈Mmp,nq
(cf. [8] e [73]).
Uma vasta lista de propriedades deste produto pode encontrar-se em [8] e [73].
Em várias situações em que estão envolvidas operações com matrizes, é conveniente
considerar elementos de Mm,n como vectores coluna, dispondo os seus elementos de
uma forma convencional. Nesta dissertação também recorreremos a este procedimento e
adoptaremos a convenção habitualmente designada por vectorização.
Definição 1.20 ([73], p. 244) Chama-se vectorização à aplicação que a cada matriz
A = [aij] ∈Mm,n associa o vector vec(A) ∈Mmn,1 definido por
vec(A) = [a11 · · · am1 a12 · · · am2 · · · a1n · · · amn]T .
1.3.2 Funções de matrizes
A teoria das funções de matrizes baseia-se na interpretação de f(A), sendo f
uma função complexa de variável complexa e A uma matriz quadrada 2. Tal teoria tem
uma vasta aplicação, nomeadamente, em teoria de controlo e na resolução de equações
diferenciais onde, por exemplo, a exponencial de uma matriz tem um papel relevante.
Nesta dissertação, o conceito de função de uma matriz será usado na obtenção de
funções geradoras matriciais de polinómios especiais em várias variáveis. Assim, tendo
por base as fontes bibliográficas [4], [8], [58], [61], [73] e [83], onde são apresentados vários
modos equivalentes de definir e calcular uma função de uma matriz, sintetizaremos alguns
conceitos sobre esta temática.
2Nesta dissertação não se pretende tratar assuntos de funções de matrizes no âmbito da Análise
Funcional, como acontece, por exemplo, em [29] e [81].
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Seja f(z) ∈ C uma função de variável complexa, analítica no disco |z| < R,R > 0,
isto é, pode ser representada por uma série de potências
f(z) =
+∞∑
k=0
akz
k (ck constantes), (1.8)
convergente naquele disco.
A definição de função de uma matriz tem como ponto de partida a análise do modo
de extensão da função f : C → C a uma aplicação deMn(C) emMn(C) de forma que
se mantenham algumas das propriedades fundamentais de f(z). No caso mais simples de
f(z) ser um polinómio de grau m, isto é,
f(z) = p(z) =
m∑
k=0
akz
k,
e A ∈Mn, a referida extensão é, naturalmente,
p(A) =
m∑
k=0
akA
k, A0 = In
e designa-se por polinómio de uma matriz.
Observação 1.12 Como toda a matriz quadrada comuta com ela própria, ApAq = AqAp =
Ap+q e, portanto, todos os polinómios de uma matriz comutam entre si.
Se adoptarmos para (1.8) o mesmo procedimento de substituição formal da variável z
pela matriz A, obtém-se a expressão simbólica
f(A) =
+∞∑
k=0
akA
k. (1.9)
Resta agora saber em que condições (1.9) é adequada para definir f(A), ou seja, em
que condições a série matricial é convergente.
Definição 1.21 Seja (Dk)k∈N uma sucessão de matrizes de dimensão m × n tais que
Dk =
[
d
(k)
ij
]
(i = 1, . . . ,m, j = 1, . . . , n). A série
∑+∞
k=1Dk é dita convergente se todas as
séries
+∞∑
k=1
d
(k)
ij (1.10)
são convergentes. Em caso de convergência a sua soma é a matriz de dimensão m × n
cujo elemento ij é a série (1.10).
16 CAPÍTULO 1. NOÇÕES FUNDAMENTAIS
Dos vários critérios de convergência existentes para séries matriciais, referimos um
que se baseia no conceito de norma de uma matriz.
Definição 1.22 Seja D = [dij] (i = 1, . . . ,m, j = 1, . . . , n), uma matriz de dimensão
m× n. A norma ‖.‖ da matriz D é o número não negativo
‖D‖ =
m∑
i=1
n∑
j=1
|dij|
([4], [83]).
Observação 1.13 Podem também ser usadas outras normas matriciais (ver, por exem-
plo, [83]).
Um critério de convergência para séries matriciais é o seguinte:
Teorema 1.3 ([4], p. 195) Seja (Dk)k∈N uma sucessão de matrizes de dimensão m×n.
Se a série
∑+∞
k=1 ‖Dk‖ é convergente, então a série
∑+∞
k=1 Dk também é convergente.
Consideremos, por exemplo, as funções ez, cos z, sin z, cosh z e sinh z cujas séries de
Taylor são convergentes em todo o plano complexo. As séries matriciais
i) eA =
∑+∞
k=0
Ak
k!
ii) cosA =
∑+∞
k=0
(−1)kA2k
(2k)!
iii) sinA =
∑+∞
k=0
(−1)kA2k+1
(2k+1)!
iv) coshA =
∑+∞
k=0
A2k
(2k)!
v) sinhA =
∑+∞
k=0
A2k+1
(2k+1)!
são convergentes, ∀A ∈Mn(C). De facto, atendendo às propriedades da norma∥∥∥∥Akk!
∥∥∥∥ ≤ ‖A‖kk! ,
∥∥∥∥(−1)kA2k(2k)!
∥∥∥∥ ≤ ‖A‖2k(2k)! ,
∥∥∥∥(−1)kA2k+1(2k + 1)!
∥∥∥∥ ≤ ‖A‖2k+1(2k + 1)! ,∥∥∥∥ A2k(2k)!
∥∥∥∥ ≤ ‖A‖2k(2k)! ,
∥∥∥∥ A2k+1(2k + 1)!
∥∥∥∥ ≤ ‖A‖2k+1(2k + 1)! ,
sendo convergentes as séries escalares cujos termos gerais se encontram nos segundos
membros das desigualdades. Assim, pelo teorema anterior, as séries matriciais também
são convergentes.
Outro dos critérios de convergência utilizados para séries matriciais é o seguinte:
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Teorema 1.4 ([83], p. 328) Sejam f uma função de variável complexa, analítica no
disco |z| < R, R > 0, cujo desenvolvimento em série de potências é (1.8), λ1, · · · , λs os
valores próprios (distintos) de A ∈Mn(C) e mk a multiplicidade de λk.
A série matricial (1.9) é convergente sse cada valor próprio λ1, · · · , λs satisfaz uma
das condições:
i) |λk| < R;
ii) |λk| = R e a série para f (mk−1)(z) é convergente em z = λk, 1 ≤ k ≤ s.
Assim, se Spec(A) ⊂ {z ∈ C : |z| < R}, então (1.9) é correcta para definir f(A).
Referimos, por exemplo, a função (1− z)−1 = ∑+∞k=0 zk, convergente no disco |z| < 1.
Neste caso, se |λs| < 1, λs ∈ Spec(A)
(I − A)−1 =
+∞∑
k=0
Ak.
A partir de (1.9) pode mostrar-se que algumas propriedades existentes para funções
escalares se mantêm válidas para funções de matrizes ainda que por vezes seja necessário
impor algumas restrições. Referimos a título de exemplo as seguintes propriedades da
exponencial de uma matriz3 eA:
• eiA = cosA+ i sinA
• eA+B = eAeB = eBeA, se AB = BA
• esAetA = e(s+t)A, s, t ∈ escalares
• (eA)−1 = e−A
• Se A = diag[k1, . . . , kn], então eA = diag[ek1 , . . . , ekn ], com ks, s = 1, . . . , n escalares.
Não obstante a representação em série de Taylor permitir introduzir o conceito de
função de uma matriz e a obtenção de certas propriedades analíticas, a implementação
directa daquela série para o cálculo de f(A) é, por vezes, um método lento. Por exemplo,
para o cálculo de eA tal processo é viável para situações particulares em que as potências
de A sejam de fácil determinação, nomeadamente, se A for diagonal ou diagonalizável.
Nas referências [4] e [73] podem encontrar-se vários métodos gerais que permitem o cálculo
de f(A) de modo mais fácil, como é o caso do método de Putzer para o cálculo de eA.
3Destacamos as propriedades da exponencial duma matriz por esta função ter um papel importante
neste trabalho.
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Existem ainda métodos específicos para serem usados em situações particulares, por
exemplo, no caso dos valores próprios de A serem todos iguais ou todos distintos. Um
dos métodos utilizados é baseado na decomposição de Jordan da matriz A que exporemos
seguidamente de forma resumida.
Sejam, como anteriormente, λ1, · · · , λs os valores próprios (distintos) da matriz A ∈
Mn(C) e mk a multiplicidade de λk.
É conhecido que se A ∈Mn(C) for uma matriz bloco diagonal
A = diag[A11 A22 · · · Att]
e a função f(z) estiver definida no espectro de A, isto é, se f (j)(λk) (j = 0, . . . ,mk−1, k =
1, . . . , s) existem, então
f(A) = diag[f(A11) f(A22) · · · f(Att)]
([83]). Além disso, qualquer matriz A ∈ Mn(C) se pode exprimir através da forma
canónica de Jordan
T−1AT = J = diag[J1, · · · , Js], (1.11)
onde
Jk =

λk 1 · · · 0
0 λk
. . .
...
...
...
. . . 1
0 0 · · · λk
 ∈Mmk ,
T não singular e m1 + · · ·+ms = n.
Combinando estes resultados, o seguinte teorema contém um modo prático de calcular
f(A).
Teorema 1.5 ([61], p. 557) Seja f definida no espectro de A e (1.11) a forma canónica
de Jordan de A. Então
f(A) = Tf(J)T−1
= T diag[f(J1), f(J2), · · · , f(Js)]T−1,
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onde
f(Jk) =

f(λk)
f ′(λk)
1!
· · · f (mk−1)(λk)
(mk−1)!
0 f(λk)
. . .
...
...
...
. . . f
′(λk)
1!
0 0 · · · f(λk)
 .
Exemplo 1.1 Consideremos a matriz
H =

0 0 · · · 0 0
1 0 · · · 0 0
0 2 · · · 0 0
...
...
. . .
...
...
0 0 · · · n 0

,
designada por matriz de criação de ordem n+ 1 ([2] e [82]). Existe uma matriz
T =

0 0 · · · 0 1
0 0 · · · 1 0
...
...
. . .
...
...
0 (n− 1)! · · · 0 0
n! 0 · · · 0 0

tal que T−1HT = J
Se f(z) = exz, então f(H) = Tf(J)T−1, onde
f(J) = exJ =

f(0) f ′(0) · · · f (n−1)(0)
(n−1)!
f (n)(0)
n!
0 f(0) · · · f (n−2)(0)
(n−2)!
f (n−1)(0)
(n−1)!
...
...
. . .
...
...
0 0 · · · f(0) f ′(0)
0 0 · · · 0 f(0)

=

1 x · · · xn−1
(n−1)!
xn
n!
0 1 · · · xn−2
(n−2)!
xn−1
(n−1)!
...
...
. . .
...
...
0 0 · · · 1 x
0 0 · · · 0 1

,
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ou seja,
f(H) = exH =

1 0 · · · 0 0
x 1 · · · 0 0
...
...
. . .
...
...
xn−1 (n− 1)xn−2 · · · 1 0
xn nxn−1 · · · nx 1

.
Esta matriz será referida no Capítulo 2 como matriz de Pascal generalizada de ordem
n+ 1.
1.4 Sobre relações de ordem e ordens monomiais
Em qualquer área onde sejam utilizados polinómios é frequentemente necessário
ordenar os monómios que os constituem. No caso de polinómios de uma variável tal
ordenação é óbvia; podem ordenar-se por ordem crescente ou decrescente dos seus graus.
No caso de polinómios em várias variáveis a tarefa já não é de imediata execução, podendo
escolher-se vários tipos de ordenação de acordo com os objectivos que se pretendam atingir
([3], [31], [46], [59], [60]).
Nesta secção recordaremos alguns conceitos sobre relações de ordem ([62], [74]) e
ordens monomiais ([3], [31]).
Seja A um conjunto não vazio.
Definição 1.23 Diz-se que uma relação binária  definida em A é uma relação de ordem
parcial em A se satisfaz as propriedades
i) reflexiva: ∀a ∈ A a  a
ii) anti-simétrica: ∀a, b ∈ A α  b ∧ b  a⇒ a = b;
iii) transitiva: ∀a, b, c ∈ A α  b ∧ b  c⇒ a  c.
Definição 1.24 Uma relação de ordem parcial  definida em A com a propriedade adi-
cional
∀a, b ∈ A a  b ∨ b  a,
diz-se uma relação de ordem total em A.
Definição 1.25 Uma relação binária ≺ definida em A que satisfaz as propriedades
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i) irreflexiva: ∀a ∈ A ∼ (a ≺ a)
ii) transitiva: ∀a, b, c ∈ A a ≺ b ∧ b ≺ c⇒ a ≺ c
diz-se uma relação de ordem parcial estrita em A.
Definição 1.26 Uma relação binária ≺ definida em A que seja irreflexiva, transitiva e
tricotómica, isto é,
∀a, b ∈ A a ≺ b ∨ a = b ∨ b ≺ a,
diz-se uma relação de ordem total estrita em A.
Exemplo 1.2 A relação < (menor) definida em N0 é uma relação de ordem total
estrita.
Teorema 1.6 ([74], p. 33)
i) Se  é uma relação de ordem total (parcial) definida no conjunto A, então a relação
aí definida por α  β ∧ α 6= β é uma relação de ordem total (parcial) estrita em
A.
ii) Se ≺ é uma relação de ordem total (parcial) estrita definida no conjunto A, então a
relação aí definida por α ≺ β ∨ α = β é uma relação de ordem total (parcial) em
A.
No que se segue usaremos apenas relações de ordem totais estritas ≺, que designaremos
simplesmente por relações de ordem totais.
Definição 1.27 Uma relação de ordem total ≺ definida em A diz-se uma boa-ordem se
qualquer subconjunto B, não vazio, de A tiver elemento mínimo, isto é,
∃b ∈ B : ∀a ∈ B, b ≺ a.
Consideremos agora o conjunto Nr0. Neste conjunto podem definir-se várias relações de
ordem totais que são simultaneamente boas-ordens. Iremos apenas referir duas delas: a
ordem lexicográfica ([3], [31]), por ser talvez a mais conhecida e usada, e a colexicográfica
([62]) por ter um papel relevante neste trabalho.
Definição 1.28 Sejam α, β ∈ Nr0. Diz-se que α e β estão ordenados lexicograficamente,
e escreve-se α ≺lex β, se em α − β ∈ Nr0, a primeira coordenada não nula (contada da
esquerda para a direita) for negativa, isto é,
∃1 ≤ m ≤ r : ∀i < m αi = βi ∧ αm < βm.
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Exemplo 1.3 Em N30, (0, 0, 0) ≺lex (1, 0, 0) ≺lex (2, 0, 1) ≺lex (2, 1, 0).
Definição 1.29 Sejam α, β ∈ Nr0. Diz-se que α e β estão ordenados colexicografica-
mente, e escreve-se α ≺colex β, se em α − β ∈ Nr0, a primeira coordenada não nula
(contada da direita para a esquerda) for negativa, isto é,
∃1 ≤ m ≤ r : ∀i > m αi = βi ∧ αm < βm.
Exemplo 1.4 Em N30, (0, 0, 0) ≺colex (1, 0, 0) ≺colex (2, 1, 0) ≺colex (2, 0, 1).
Seja K um corpo.
Um polinómio p(x1, x2, . . . , xr) em r variáveis com coeficientes em K é uma combina-
ção linear finita de monómios em x1, x2, . . . , xr.
O conjunto K[x1, x2, . . . , xr] de tais polinómios, munido da adição e multiplicação
usuais de polinómios, tem a estrutura de anel comutativo.
Observando que a cada multi-índice α = (α1, α2, . . . , αr) ∈ Nr0 corresponde um e
um só monómio xα11 x
α2
2 · · ·xαrr e vice-versa, é possível estabelecer uma correspondência
biunívoca entre Nr0 e o conjunto
Monr = {xα : α ∈ Nr0} ⊂ K[x1, x2, . . . , xr].
Assim, qualquer relação de ordem ≺ estabelecida em Nr0 é também uma relação de ordem
em Monr, isto é, se α ≺ β, então xα ≺ xβ. Há, portanto, várias maneiras de ordenar
os elementos de Monr, mas consoante os propósitos, pode haver razões para preferir
uma delas em detrimento das outras. De qualquer modo, qualquer relação de ordem ≺
escolhida tem que observar as seguintes condições:
- permitir comparar quaisquer dois elementos de Monr de modo a determinar a sua
posição relativa num polinómio;
- qualquer subconjunto de Monr ter mínimo com respeito a ≺;
- permitir a multiplicação de um monómio por um polinómio ordenado segundo ≺ sem
destruir essa mesma ordenação.
A seguinte definição sintetiza estas ideias.
Definição 1.30 Chama-se ordem monomial em Monr a uma relação de ordem total ≺
que satisfaça as condições:
i) ≺ é uma boa-ordem em Monr;
ii) ∀xα ∈ Monr xα ≺ xβ ⇒ xσxα ≺ xσxβ.
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Usando as relações de ordem em Nr0 referidas anteriormente, a lexicográfica e a co-
lexicográfica, definamos as correspondentes em Monr. Em primeiro lugar é necessário
escolher uma ordenação para as variáveis. Seja, por exemplo, x1 > x2 > · · · > xr. Sig-
nifica esta notação que ao monómio xα11 · · ·xαrr corresponde o multi-índice (α1, . . . , αr).
Se se escolhesse xr > · · · > x2 > x1, então corresponderia a xα11 · · · xαrr o multi-índice
(αr, . . . , α1).
Definição 1.31 Sejam α, β ∈ Nr0 e x1 > x2 > · · · > xr. Diz-se que xα ≺lex xβ se
α ≺lex β.
Adoptando esta definição,
x21x
6
2x3 ≺lex x31x2x43.
Se considerassemos x2 > x1 > x3 então
x31x2x
4
3 ≺lex x21x62x3.
Observação 1.14 Uma vez que as variáveis x1, x2, . . . , xr de um monómio podem ser
ordenadas de r! modos distintos, então também existe o mesmo número de ordens mono-
miais lexicográficas correspondentes.
Definição 1.32 Sejam α, β ∈ Nr0 e x1 > x2 > · · · > xr. Diz-se que xα ≺colex xβ se
α ≺colex β.
No caso de duas variáveis, usando esta definição tem-se
1 ≺colex x1 ≺colex x21 ≺colex · · · ≺colex x2 ≺colex x1x2 ≺colex x21x2 ≺colex · · · ≺colex x22 ≺colex · · · .
Existem ainda outras ordens monomiais, nomeadamente, a ordem lexicográfica gra-
duada e a ordem lexicográfica reversa graduada ([3], [31]), úteis em certos contextos, mas
sem relevância para o presente trabalho.
1.5 Análise hipercomplexa
Nesta Secção referimos alguns aspectos da Análise Hipercomplexa que necessitare-
mos nos capítulos seguintes. Informação mais detalhada sobre o assunto pode encontrar-
se, por exemplo, em [11], [28], [45], [65] e [89].
A primeira referência à possibilidade de introdução de números que são raízes qua-
dradas de números reais negativos parece ter surgido no mundo árabe (séc. V). Uma
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perspectiva moderna dessa possibilidade foi apresentada por G. Cardano (1501-1576).
No seu livro Ars Magna, além de mostrar como resolver equações cúbicas, também in-
troduziu fórmulas para resolver equações de quarto grau usando aquelas quantidades
imaginárias - as raízes quadradas de números negativos. Para o desenvolvimento deste
novo conceito também contribuiram outros matemáticos, nomeadamente, R. Bombelli
(1526-1572), R. Descartes (1596-1650), A. Girard (1595-1632) e G. Leibniz (1646-1716).
No entanto, poder-se-á dizer que a Análise Complexa teve o seu grande impulso com os
trabalhos de L. Euler (1707-1783) sobre funções de variável complexa e, posteriormente,
com os de C. Gauss (1777-1855). Aliás, a este último se deve a introdução do termo nú-
mero complexo e também a concepção de correspondência biunívoca entre o conjunto
dos números complexos e o dos pontos do plano. A representação geométrica dos números
complexos no plano também havia aparecido nos trabalhos de C. Wessel (1745-1818) e
J. Argrand (1768-1822), mas na época não foi suficientemente notada para prosseguir o
estudo daqueles números. Foi a partir de Gauss e da definição clara de número complexo
que se desenvolveu o estudo das funções complexas.
A Análise Complexa tornou-se uma importante área da matemática a partir do séc.
XIX, com aplicações em outros ramos do saber, nomeadamente em Física. O próprio
Euler, que introduziu e estudou as principais funções complexas e suas condições de di-
ferenciabilidade, aplicou estes estudos em hidrodinâmica e em cartografia. No entanto,
pode dizer-se que a implantação definitiva daquela área se deveu fundamentalmente aos
trabalhos de A. Cauchy (1789-1857) sobre a construção da teoria de integração com-
plexa, de K. Weierstrass (1815-1897) sobre a teoria de séries de funções complexas e de
B. Riemann (1826-1866) que introduziu e desenvolveu a teoria geométrica de funções
complexas.
Um tema recorrente da Análise Complexa é o estudo das funções holomorfas e das
relações entre as suas diversas representações. Dada a importância deste tema, várias
têm sido as tentativas de generalizar a teoria das funções holomorfas a espaços de dimen-
são superior. Uma delas levou ao desenvolvimento, no final do séc. XIX, da teoria de
funções de várias variáveis complexas; outra levou ao aparecimento da designada Aná-
lise Hipercomplexa (ou Análise de Clifford) cujos alicerces se encontram nas álgebras de
Clifford.
1.5.1 Álgebras de Clifford
W. R. Hamilton (1805-1865) tinha intenção criar um sistema de números que ser-
visse para aplicações em Física. Baseando-se na propriedade dos números complexos
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que possibilitava operar rotações, tentou estender a álgebra destes números para três
dimensões. Foi nesta linha de pensamento que criou os quaterniões4 e respectiva álge-
bra consciente de que, apesar da generalização conseguida, o desenvolvimento de uma
teoria de funções de variável quaterniónica não poderia ser feito de modo inteiramente
semelhante ao das funções de variável complexa.
Simultaneamente, H. Grassmann (1809-1877) apresentava uma nova perspectiva para
o cálculo geométrico onde as grandezas físicas eram representadas por objectos geomé-
tricos e onde era introduzido um produto geométrico válido para espaços de qualquer
dimensão: o produto exterior.
Os trabalhos destes dois matemáticos não foram ignorados por W. K. Clifford (1845-
1879) que unificou as duas teorias, combinando numa única estrutura os produtos interno
e exterior. O produto assim obtido goza da propriedade associativa, tal como o de
Grassmann, tendo ainda a vantagem de ser invertível, como o da álgebra dos quaterniões
de Hamilton. A nova álgebra construída, que Clifford designou por álgebra geométrica
e que actualmente conhecemos por álgebra de Clifford, aliava assim as vantagens dos
quaterniões com as da geometria vectorial, tendo todas as condições para se tornar um
auxílio precioso noutras áreas, em especial em Física. No entanto, a morte prematura de
Clifford e o advento do cálculo vectorial desenvolvido por J. Gibbs (1839-1903) e Heaviside
(1850-1925), cujos trabalhos também tiveram origem na análise da álgebra de Grassmann,
impediram a exploração das potencialidades da álgebra geométrica. Na verdade, o cálculo
vectorial, embora não tão exigente do ponto de vista algébrico como as álgebras de
Hamilton, Grassmann ou Clifford, tornou-se um prático instrumento na descrição de
fenómenos tridimensionais, sendo rapidamente introduzido em Física. Apesar do seu
sucesso, este cálculo apresentava algumas limitações. A principal resultava do facto
do produto utilizado (produto vectorial) apenas existir no espaço de três dimensões; no
espaço bidimensional não existe uma vez que não há lugar para o terceiro vector ortogonal
aos dois vectores operados e no espaço quadridimensional o vector resultante não é único.
O aparecimento da Teoria da Relatividade Restrita (1905) veio salientar a necessi-
dade de utilização de uma nova álgebra, já que tal teoria era formulada num espaço de
quatro dimensões. A álgebra tensorial entretanto desenvolvida (para a qual contribui-
ram Levi-Civita e Einstein, entre outros) foi essencial para o desenvolvimento daquela
teoria, contudo era bastante complicada restringindo-se a sua aplicabilidade a um certo
conjunto de problemas. Por volta de 1930 reapareceu então o interesse pelas álgebras de
4W. R. Hamilton descobriu os quaterniões em 1843 e, sentindo que tal descoberta poderia revolucionar
a física matemática, dedicou o resto da vida ao seu estudo. O seu livro Elements of Quaternions foi
publicado postumamente pelo seu filho, em 1866.
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Clifford relacionado com a teoria de spinors na qual as álgebras de Pauli e de Dirac têm
um papel fundamental. Foi o físico D. Hestenes (1933- ) que começando por desvendar
o significado geométrico subjacente às álgebras de Pauli e de Dirac fez resurgir a álge-
bra geométrica ([70]), pois estava convicto que aí estaria a chave para a criação de uma
linguagem unificadora entre a física e a matemática ([71], [72]).
Na mesma época, K. R. Fueter (1880-1950) ([54], [55], [56], [57]) e seus discípulos (de
1930 até final dos anos 40) deram o grande impulso no sentido do aparecimento de uma
teoria de funções que generaliza a teoria de funções de uma variável complexa a espaços
de dimensão superior, mas com um carácter diferente da generalização conseguida no
caso da teoria de funções de várias variáveis complexas. Desta feita, foram desenvolvidos
métodos analíticos baseados nas álgebras de Clifford que serviram de suporte ao desen-
volvimento daquela teoria, designada por teoria de funções hipercomplexa5. Ao mesmo
tempo e independentemente dos trabalhos de Fueter, também G. C. Moisil (1906-1973)
e N. Teodorescu (1908-2000) desenvolveram os fundamentos de uma teoria de funções
holomorfas generalizadas no espaço euclideano tridimensional.
Todos estes trabalhos conduziram à construção sistemática de uma teoria de funções
baseada nas álgebras de Clifford, no início dos anos 70. É nesta época e neste contexto
que se insere a investigação do grupo de R. Delanghe (1940- ), da Universidade de Ghent,
cujos trabalhos consistem essencialmente no desenvolvimento de uma teoria de funções
regulares, que Delanghe designou por monogénicas ([44]), alicerçada nas ideias originais
de Fueter e usando álgebras de Clifford. A investigação deste grupo muito contribuiu para
o desenvolvimento de uma área da matemática que oferece uma generalização natural da
análise complexa para dimensões superiores de um ponto de vista diferente do das funções
holomorfas de várias variáveis complexas - a Análise de Clifford ou Análise Hipercomplexa
( [11], [44]). A partir daí muitas têm sido as contribuições para o desenvolvimento desta
área quer nos seus aspectos teóricos, quer nas aplicações. Muitas dessas contribuições
tornaram-se referências incontornáveis para o estudo da análise de Clifford ([66], [67],
[68], [87], [88]).
Em [63] e [64] estão contidas listas de referências bibliográficas sobre assuntos de
Análise de Clifford e, em particular, de análise quaterniónica até 2008 que, não sendo
exaustivas ou pelo menos não contendo todas as publicações até aí existentes, torna bem
patente o interesse nesta área de investigação. Esse interesse tem-se mantido como prova
a existência de grupos de investigação relacionados com a Análise de Clifford em diversos
5Note-se que no passado designou-se por sistema hipercomplexo qualquer álgebra de dimensão finita
com elemento unidade sobre o corpo R ou C. Por exemplo, os números reais, os complexos, os quaterniões,
os octoniões, os números de Clifford (elementos duma álgebra de Clifford), entre outros, constituem
sistemas hipercomplexos.
1.5. ANÁLISE HIPERCOMPLEXA 27
países, entre os quais, Alemanha, Austrália, Bélgica, China, Estados Unidos da América,
Finlândia, França, Itália, Japão, México, Portugal, Reino Unido e Rússia.
No que se segue abordaremos conceitos de Análise de Clifford, concentrando-nos na-
queles que são essenciais para os objectivos desta dissertação.
De entre os diversos modos de introduzir uma álgebra de Clifford, a mais comum
consiste em defini-la recorrendo a uma base ortonormada do espaço vectorial que lhe está
subjacente (que pode ser euclideano, de Minkowski ou, em geral, pseudo-euclideano) e às
respectivas regras de multiplicação (cf.[28]).
Consideremos a base ortonormada standard do espaço vectorial Rn, {e1, e2, · · · , en},
munida da regra de multiplicação
ekel + elek = −2δkl, k, l = 1, 2, · · · , n,
onde δkl representa o símbolo de Kronecker. Este produto gera a álgebra de Clifford C`0,n
sobre R , de dimensão 2n, associativa mas não comutativa. Uma base de C`0,n é formada
pelos elementos do conjunto
{eA : A ⊆ {1, · · · , n}}, (1.12)
onde eA = eh1eh2 · · · ehr , 1 ≤ h1 < · · · < hr ≤ n, e∅ = e0 = 1. Assim, qualquer elemento
c ∈ C`0,n (número de Clifford) pode ser escrito de modo único como combinação linear
dos elementos de (1.12):
c =
∑
A
cAeA, cA ∈ R.
Consideremos os subespaços vectoriais de C`0,n, sobre R,
C`k0,n = spanR{eA : |A| = k}, k = 0, . . . , n,
de dimensão
(
n
k
)
, cujos elementos se designam por k-vectores. Estes elementos podem ser
vistos como as imagens dos elementos de C`0,n pela aplicação linear
k-vec(.) : C`0,n −→ C`k0,n
c 7−→
∑
|A|=k
cAeA.
Assim, todo o número de Clifford c ∈ C`0,n se pode escrever na forma
c =
n∑
k=0
k-vec(c),
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ou seja,
C`0,n =
n⊕
k=0
C`k0,n.
A dimensão de C`0,n pode agora ser calculada por(
n
0
)
+
(
n
1
)
+ · · ·+
(
n
n
)
= 2n.
Em particular, os elementos da forma c = 0-vec(c), c = 1-vec(c), c = 2-vec(c), c =
n-vec(c) são chamados escalares, vectores, bi-vectores e pseudo-escalar, respectivamente.
Observação 1.15 Os casos n = 1 e n = 2 permitem-nos observar que o corpo dos
números complexos C e o corpo não comutativo dos quaterniões, respectivamente, são
isomorfos das álgebras de Clifford C`0,1 e C`0,2. No primeiro caso identificamos a base
usual de C, {1, i}, com {1, e1}; no último identificamos a base usual do corpo dos qua-
terniões, {1, i, j, k}, com {1, e1, e2, e1e2}.
A álgebra C`0,n pode decompor-se em dois subespaços,
C`+0,n =
⊕
k par
C`k0,n e C`−0,n =
⊕
k ímpar
C`k0,n,
sendo C`+0,n uma subálgebra de C`0,n, designada por subálgebra par ([65]). Assim, é tam-
bém possível estabelecer um isomorfismo entre o corpo dos quaterniões e C`+0,3, identifi-
cando {1, i, j, k}, com {1, e1e2, e1e3, e2e3}.
O conjugado de um elemento c ∈ C`0,n é definido por
c =
∑
A
cAeA,
onde eA = ehrehr−1 · · · eh1 , ei = −ei, i = 1, . . . , n e e0 = e0 = 1.
Consideremos o subespaço vectorial de C`0,n,
A := spanR{1, e1, . . . , en}.
Definição 1.33 Chamamos para-vectores aos elementos x ∈ A, isto é, aos números de
Clifford da forma
x = x0 + x1e1 + · · ·+ xnen
:= x0 + x.
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Os para-vectores são, portanto, a soma de um escalar com um vector, isto é,
A = C`00,n ⊕ C`10,n.
O conjugado do para-vector x é obviamente
x = x0 − x.
Esta operação de conjugação goza de várias propriedades, algumas delas análogas à da
conjugação em C, por exemplo,
x¯ = x,
x+ x′ = x¯+ x¯′,
λx = λx¯,
xx′ = x¯′x¯,
com x, x′ ∈ A e λ ∈ R. ([65]).
A norma de x é dada por
|x| =
√
xx =
(
n∑
i=0
x2i
)1/2
,
coincidindo com a norma euclideana em Rn+1, e todo o para-vector não nulo é invertível,
sendo o seu inverso
x−1 =
x¯
|x|2 .
1.5.2 Funções monogénicas e séries de potências generalizadas
O principal objectivo da teoria de funções hipercomplexas é o estudo de proprie-
dades das funções monogénicas. Estas não são mais do que generalizações das funções
holomorfas, consideradas em análise complexa, para funções com valores numa álgebra
de Clifford, satisfazendo uma condição de holomorfia generalizada.
Os primeiros passos no sentido desta extensão foram dados por Fueter que, usando
o método de Cauchy-Riemann, definiu uma classe de funções quaterniónicas com carac-
terísticas análogas às das holomorfas e desenvolveu uma teoria para essas funções, ditas
regulares, que inclui, entre outros, correspondentes do teorema de Cauchy, do teorema de
Liouville e das séries de Laurent. Com o recente estudo sistemático da Análise de Clifford,
30 CAPÍTULO 1. NOÇÕES FUNDAMENTAIS
cujo desenvolvimento se encontra bem patente e sintetizado em [11], [65] e [89], tem-se
procurado munir o espaço vectorial Rn+1 de uma estrutura hipercomplexa com vista à
obtenção de extensões do conceito de holomorfia a espaços de dimensão superior, bem
como proceder à representação de funções com valores em C`0,n em série de potências.
Neste sentido existem dois modos usados habitualmente para conferir a Rn+1 a neces-
sária estrutura (cf. [89]). Um deles consiste em considerar um isomorfismo entre Rn+1 e
A, identificando cada elemento (x0, x1, . . . , xn) ∈ Rn+1 com o para-vector x ∈ A.
Nesta abordagem da teoria de funções hipercomplexas são consideradas funções
f : Ω −→ C`0,n
x 7−→
∑
A
fA(x)eA,
onde Ω ⊂ Rn+1 ∼= A é aberto e as funções coordenadas fA têm valores em R, isto é,
fA : Ω→ R.
Outro modo, proposto por H. Malonek em [87], consiste em usar as chamadas variáveis
hipercomplexas 6
zk = −1
2
(ekx+ xek)
= xk − x0ek, k = 1, . . . , n, (1.13)
para dotar Rn+1 de uma estrutura hipercomplexa baseada no isomorfismo entre este
conjunto e
Hn = {z : z = (z1, z2, . . . , zn), zk = xk − x0ek, x0, xk ∈ R, k = 1, . . . , n}.
Neste caso as funções envolvidas no desenvolvimento da teoria são
f : Ω −→ C`0,n
z 7−→
∑
A
fA(z)eA,
onde Ω ⊂ Rn+1 ∼= Hn é aberto e as funções coordenadas fA são também reais com
variáveis em Ω.
6Estas variáveis são também chamadas variáveis de Fueter ou, segundo Delanghe [44] , representam
um tipo de variáveis hipercomplexas totalmente regulares.
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Observação 1.16 As variáveis reais x0 e xk, k = 1, . . . , n que figuram em (1.13) estão
relacionadas com a variável z ∈ A e seu conjugado do seguinte modo:
x0 =
1
2
(x+ x¯)
xk =
1
2
(x¯ek − ekx) = 1
2
(ekx¯− xek), k = 1, . . . , n.
Considerando k = 1 e identificando i com e1 são reproduzidas as relações conhecidas
entre números complexos z = x+ iy e seus conjugados z¯ = x− iy:
x =
1
2
(z + z¯)
y =
1
2
(z¯i− iz).
Na base da teoria de funções complexas de n variáveis complexas está a identifica-
ção de um vector (x1, . . . , xn, y1, . . . , yn) ∈ R2n com o vector (z1, . . . , zn) ∈ Cn, isto é, a
identificação de R2n com Cn. Em particular, no caso da teoria de funções complexas de
uma variável complexa identifica-se R2 com C, o que possibilita trabalhar no espaço de
dimensão dois usando apenas uma variável complexa. A primeira abordagem (usando
para-vectores), devido à identificação de Rn+1 com A, reproduz e amplia aquela possibili-
dade para dimensões superiores, ou seja, torna possível trabalhar em espaços de dimensão
n + 1 usando apenas uma variável hipercomplexa x. Já a segunda abordagem permite
apenas a economia de uma unidade em termos da comparação entre a dimensão (n+1)
do espaço original e o número n de variáveis hipercomplexas a considerar.
Na teoria de funções de uma variável complexa, a holomorfia de uma função w : Υ→
C, com Υ ⊂ C aberto, consiste na verificação local da equação diferencial
∂w
∂z
= 0,
onde z = x + iy e ∂
∂z
:= 1
2
( ∂
∂x
+ i ∂
∂y
) é o operador complexo de Cauchy-Riemann. Uma
generalização natural deste operador para dimensões superiores é o chamado operador de
Cauchy-Riemann generalizado7,
∂¯ := ∂0 + ∂x, ∂0 :=
∂
∂x0
, ∂x :=
n∑
i=0
ei
∂
∂xi
.
7D tem sido o símbolo mais utilizado para representar este operador, contudo usamos aqui a notação
∂¯, introduzida em [65], por transmitir melhor a ideia de generalização do operador complexo.
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O operador conjugado de ∂¯,
∂ = ∂0 − ∂x,
corresponde também a uma generalização para dimensões superiores do operador de
derivação complexo ∂
∂z
:= 1
2
( ∂
∂x
− i ∂
∂y
).
Este operador ∂¯ é fundamental em toda a teoria de funções hipercomplexas uma vez
que permite generalizar o conceito de função holomorfa a funções com valores em C`0,n
como se segue:
Definição 1.34 Considere-se um conjunto aberto Ω ⊂ Rn+1 e a função f : Ω → C`0,n
continuamente diferenciável real. Diz-se que f é monogénica à esquerda (direita) em Ω,
se satisfaz a equação diferencial
∂¯f = 0 (f∂¯ = 0).8
Na construção da teoria de funções hipercomplexas a partir da teoria de funções ho-
lomorfas de uma variável complexa, há diferenças assinaláveis a considerar. Desde logo,
podemos constatar que, por exemplo, a função identidade f(x) = x, x ∈ A só é monogé-
nica no caso A = C. De facto, ∂¯x = 1 − n e, portanto, ∂¯x = 0 sse n = 1. Além disso,
também as potências de x ∈ A, f(x) = xk, k = 2, 3, . . ., não são monogénicas e como
tal não constituem generalizações adequadas das potências holomorfas zk, z ∈ C. Neste
aspecto, a estrutura proposta em [87] trouxe significativos avanços que contribuiram para
a obtenção de equivalentes hipercomplexos das potências holomorfas e, em consequência,
a possibilidade de chegar a uma forma explícita apropriada para as séries de potências
de funções monogénicas.
Embora as componentes do vector z ∈ Hn sejam monogénicas, o mesmo não acontece
com os seus produtos zizk, i 6= k. Por essa razão, em 1990, H. Malonek ([87], [88])
introduziu um produto permutativo que veio resolver esse problema da monogenecidade
e permitir o desenvolvimento de um cálculo com séries de potências.
Definição 1.35 ([87], p. 29) Seja (V,+, .) um anel, não necessariamente comutativo,
e ak ∈ V (k = 1, . . . , n). Chama-se produto simétrico × a
a1 × a2 × · · · × an = 1
n!
∑
pi(i1,...,in)
ai1ai2 · · · ain , (1.14)
onde o somatório percorre todas as permutações de (i1, . . . , in).
8Estas equações são por vezes designadas por equações diferenciais de Cauchy-Riemann generalizadas.
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Este produto goza das propriedades distributiva em relação à adição e comutativa, no
entanto, não goza da propriedade associativa. Além disso, satisfaz as fórmulas recursivas
a1 × a2 × · · · × an = 1
n
[a1(a2 × · · · × an) + · · ·+ an(a1 × · · · × an−1)] (1.15)
=
1
n
[(a2 × · · · × an)a1 + · · ·+ (a1 × · · · × an−1)an] (1.16)
que em certos cálculos algébricos reduzem os inconvenientes da não associatividade.
Usaremos a convenção introduzida em [88] que estabelece que, se o factor aj figurar
no produto (1.14) σj vezes, se escreve abreviadamente
a1 × · · · × a1︸ ︷︷ ︸
σ1 vezes
× · · · × an × · · · × an︸ ︷︷ ︸
σn vezes
= a1
σ1 × · · · × anσn (1.17)
= aσ.
No caso de se tratar de potências no sentido usual recorremos ao uso de parêntesis na
base das potências.
Tendo em conta as repetições dos factores em (1.14) pode escrever-se
aσ11 × · · · × aσnn =
σ!
|σ|!
∑
pi(i1,...,i|σ|)
ai1ai2 · · · ai|σ| , (1.18)
onde o somatório percorre todas as permutações distintas de (i1, . . . , i|σ|).
As fórmulas recursivas (1.15)-(1.16) aplicadas às potências aσ assumem a forma
aσ =
1
|σ|
[
σ1a1(a
σ1−1
1 × aσ22 × · · · × aσnn ) + · · ·+ σnan(aσ11 × aσ22 × · · · × aσn−1n )
]
(1.19)
=
1
|σ|
[
σ1(a
σ1−1
1 × aσ22 × · · · × aσnn )a1 + · · ·+ σn(aσ11 × aσ22 × · · · × aσn−1n )an
]
, (1.20)
(cf. [88]).
Considerando agora as variáveis (1.13), (1.14) juntamente com a convenção (1.17)
permitem estabelecer uma fórmula polinomial inteiramente análoga à existente no caso
de várias variáveis comutativas, isto é,
(z1 + z2 + · · ·+ zn)k =
∑
|σ|=k
(
k
σ
)
zσ11 × · · · × zσnn (1.21)
=
∑
|σ|=k
(
k
σ
)
zσ, k ∈ N
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onde
(
k
σ
)
= k!
σ!
(cf.[88]).
As funções f(z) = zσ 9 são polinómios homogéneos de grau |σ|, monogénicos e cons-
tituem um sistema linearmente independente em C`0,n (cf. [11]). Assim, estas funções
podem ser consideradas generalizações das potências holomorfas zk, z ∈ C e, portanto,
podem servir de base para as séries de potências generalizadas cujo conceito foi introdu-
zido em [88]. Aí são apresentadas as séries
P (z,a) =
∑
σ
(z − a)σcσ
e
P (a, z) =
∑
σ
cσ(z − a)σ,
cσ ∈ C`0,n, como séries (múltiplas) de potências hipercomplexas à esquerda e à direita,
respectivamente, centradas em a ∈ Ω ⊂ Hn. Se a coincidir com a origem e ordenando as
potências por ordem crescente do seu grau de homogeneidade, tais séries escrevem-se na
forma
P (z) =
∞∑
k=0
∑
|σ|=k
zσcσ

e
P (z) =
∞∑
k=0
∑
|σ|=k
cσz
σ
 ,
respectivamente.
Observação 1.17 Como o produto × coincide com o produto usual no caso de anéis
comutativos, como é o caso de R e C, a restrição P (z)|x0=0 reduz-se à série de potências
usual em xσ.
Prova-se ainda que se estas séries de potências generalizadas forem convergentes em
algum policilindro da forma
V(R) = {z ∈ Hn : |zk|2 = x20 + x2k < R2k, k = 1, . . . , n}, (1.22)
geram, no interior desse domínio de convergência, uma função monogénica f(z) que
9Estas funções são chamadas potências generalizadas uma vez que coincidem com as potências no
caso de várias variáveis complexas, substituindo o produto de complexos pelo produto simétrico.
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coincide aí com a sua série de Taylor, ou seja,
f(z) =
∞∑
k=0
1
k!
∑
|σ|=k
zσ
(
k
σ
)
∂|σ|f(0)
∂xσ

e
f(z) =
∞∑
k=0
1
k!
∑
|σ|=k
(
k
σ
)
∂|σ|f(0)
∂xσ
 zσ
(cf. [89]).
Um dos problemas de análise hipercomplexa que se manteve em aberto durante muito
tempo foi o da diferenciabilidade hipercomplexa como generalização, para espaços de di-
mensão superior, do conceito de diferenciabilidade complexa. Foi Sudbery ([107]) que
primeiro apresentou o conceito de derivabilidade assente em formas diferenciais mas ape-
nas para funções quaterniónicas. Este conceito foi posteriormente generalizado para fun-
ções hipercomplexas com valores em C`0,n por Gürlebeck e Malonek ([66], Definição 4), o
que lhes permitiu caracterizar as funções monogénicas pela existência da suas derivadas
hipercomplexas.
Teorema 1.7 ([89], p. 130) Uma função diferenciável real f : Ω ⊂ Hn −→ C`0,n é
derivável à esquerda (direita) em Ω se e só se for monogénica à esquerda (direita) em Ω.
Este teorema conduziu à interpretação de 1
2
∂f ( 1
2
f∂) como derivada hipercomplexa
à esquerda (direita) da função f ([66]). Além disso, atendendo à monogenecidade à
esquerda
∂f
∂x0
= −e1 ∂f
∂x1
− · · · − en ∂f
∂xn
e, portanto, a derivada hipercomplexa à esquerda 1
2
∂f = ∂f
∂x0
= −∂xf. Analogamente,
pela monogenecidade à direita prova-se que 1
2
f∂ = ∂f
∂x0
.
Observação 1.18 Esta situação é análoga à do caso das funções complexas holomorfas
w : Υ ⊂ C → C cuja derivada dw
dz
coincide com ∂w
∂x
. Com efeito, no contexto do cálculo
de Wirtinger, as derivadas parciais complexas ∂w
∂z
e ∂w
∂z¯
são formalmente definidas por
∂w
∂z
=
1
2
(
∂w
∂x
− i∂w
∂y
)
e
∂w
∂z¯
=
1
2
(
∂w
∂x
+ i
∂w
∂y
)
.
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A holomorfia de w, isto é, ∂w
∂z¯
= 0 implica ∂w
∂z
= ∂w
∂x
e, consequentemente, dw
dz
= ∂w
∂z
=
∂w
∂x
= −i∂w
∂y
.
A derivada parcial das potências generalizadas zσ com respeito a xk é
∂zσ
∂xk
= σkz
σ−1k , k = 1, 2, . . . , n,
onde 1k é o multi-índice com 1 na posição k e zero nas restantes posições, como se pode
concluir de (1.18). Assim, dada a monogenecidade de zσ, a derivada hipercomplexa à
esquerda (direita) é
1
2
∂zσ = −
n∑
k=1
ekσkz
σ−1k (
1
2
zσ∂ = −
n∑
k=1
zσ−1kσkek).
Note-se que, neste caso, estas duas derivadas hipercomplexas coincidem. De facto, a
partir de (1.19)-(1.20), isto é, de
∑n
k=1 σkzkz
σ−1k =
∑n
k=1 σkz
σ−1kzk e substituindo em
ambos os membros zk por xk − x0ek, deduz-se que
∑n
k=1 σkekz
σ−1k =
∑n
k=1 z
σ−1kσkek,
logo
1
2
∂zσ =
1
2
zσ∂
(cf. [66]).
1.5.3 Extensão de Cauchy-Kowalewskaya
A designada extensão de Cauchy-Kowalewskaya é resultado da persecução de um
objectivo subjacente à análise de Clifford e que consiste em generalizar para dimensões
superiores resultados existentes na teoria das funções holomorfas. Neste caso o que se
pretende generalizar é o teorema de Cauchy-Kowalewskaya que manifesta a dependência
do domínio de analiticidade de funções complexas de variável real, do dominío das suas
extensões holomorfas no plano complexo ([12]).
Teorema 1.8 (de Cauchy-Kowalewskaya) Se f ∗ é uma função holomorfa em Υ∗ ⊂
C e Υ = Υ∗ ∩R 6= ∅ então a restrição de f ∗ a Υ é uma função analítica em Υ. Inversa-
mente, se f é analítica no aberto Υ ⊂ R, então existe um aberto Υ∗ ⊂ C tal que Υ ⊂ Υ∗
e uma função holomorfa f ∗ em Υ∗ tal que f = f ∗|Υ.
Brackx et al. ([11], [12]) procuraram um resultado análogo para funções monogénicas
em Rn+1 versus funções analíticas em Rn.
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Consideremos o policilindro (1.22) e o paralelepípedo
U(R) = {x ∈ Rn : |xk| < Rk, k = 1, . . . , n},
isto é, U(R) = V(R) ∩ {z ∈ Hn : x0 = 0}.
O seguinte teorema sintetiza para funções f : Ω ⊂ Rn+1 ∼= Hn −→ C`0,n os resultados
obtidos nos trabalhos acima referidos.
Teorema 1.9 ([89]) Se f(x) é analítica em U(R) tal que
f(x) =
+∞∑
|σ|=0
1
σ!
∂|σ|f(0)
∂xσ
xσ,
então existe uma função f ∗(z) monogénica à esquerda (direita) em V(R), representada
de modo único por
f ∗L(z) =
+∞∑
|σ|=0
zσ
1
σ!
∂|σ|f(0)
∂xσ
f ∗R(z) = +∞∑
|σ|=0
1
σ!
∂|σ|f(0)
∂xσ
zσ

e tal que
f ∗L(z)|U(R) = f ∗R(z)|U(R) = f ∗(z)|U(R) = f(x).
A função f ∗L(z) (f
∗
R(z)) é designada por extensão de Cauchy-Kowalewskaya à esquerda
(direita) da função f .
Como consequência do teorema agora enunciado tem-se que se f é uma função inteira
em Rn, isto é, analítica em Rn e a sua série de Taylor na origem converge, como série
de potências múltipla, em todo o Rn, então a sua extensão de Cauchy-Kowalewskaya à
esquerda (direita) é monogénica à esquerda (direita) em todo o Rn+1.
Sejam agora f e g funções monogénicas à esquerda (direita) em Rn+1. Então f |Rn , g|Rn
e f |Rn .g|Rn são funções inteiras em Rn. A extensão de Cauchy-Kowalewskaya à esquerda
(direita), (f |Rn .g|Rn)∗L ((f |Rn .g|Rn)∗R), de f |Rn .g|Rn , monogénica à esquerda (direita)
em Rn+1, é chamada produto de Cauchy-Kowalewskaya de f e g à esquerda (direita) e
representa-se por f L g (f R g) (cf. [12]).
Proposição 1.9 ([12]) O produto de Cauchy-Kowalewskaya goza das seguintes propri-
edades:
i) (f L g)L h = f L (g L h);
ii) f L g = g L f se f |Rn .g|Rn = g|Rn .f |Rn;
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iii) 1L f = f L 1 = f .
Observação 1.19 As propriedades são igualmente válidas para R.
No caso das variáveis totalmente regulares os produtos de Cauchy-Kowalewskaya à
esquerda e à direita coincidem. De facto, a extensão de Cauchy-Kowalewskaya, quer à
esquerda quer à direita, de xi, i = 1, . . . , n é zi e a dos produtos xixj é zi × zj, uma vez
que zi|U(R) = xi e zi × zj|U(R) = 12(zizj + zjzi)|U(R) = xixj. Assim,
zi L zj = zi R zj = zi × zj.
Em caso de coincidência de L e R representa-se o produto de Cauchy-Kowalewskaya
por .
A grande vantagem deste produto é possibilitar a construção de generalizações ade-
quadas de funções elementares de uma variável para funções monogénicas em Rn+1 ([11],
[12]). Esta possibilidade será usada no Capítulo 4 para definir uma função exponencial
generalizada adequada aos objectivos aí propostos.
Capítulo 2
Polinómios de Appell Unidimensionais
2.1 Abordagens a polinómios de Appell unidimensio-
nais
Em 1880, Paul Emile Appell ([5]) investigou polinómios com uma propriedade
específica relacionada com a sua derivada aos quais, mais tarde, foi atribuído o seu nome.
Desde então o interesse por esses polinómios tem-se manifestado através do aparecimento
de diversas abordagens, generalizações e extensões para várias variáveis, motivadas pela
sua vasta aplicação, quer no âmbito da matemática pura, quer no da matemática aplicada
([14], [16], [20], [22], [53], [76], [97]).
A propriedade satisfeita por esses polinómios possibilita a obtenção de resultados im-
portantes e, além disso, permite englobar muitos conjuntos de polinómios bem conhecidos
associados a nomes como Bernoulli, Euler, Laguerre, Hermite, Legendre e Chebyshev.
Este facto justifica a designação que usaremos adiante de classe de conjuntos de polinó-
mios de Appell ou, simplesmente, classe de Appell.
Comecemos por apresentar uma definição baseada no trabalho de Appell ([5]) e
que doravante designaremos por definição clássica de polinómios de Appell.
Definição 2.1 Para cada n = 0, 1, 2, . . . , seja pn(x) um polinómio na variável x, real ou
complexa. Diz-se que pn(x) é um polinómio de Appell, se as condições
i) d
dx
pn(x) = npn−1(x), n ∈ N
ii) p0(x) = a0, sendo a0 uma constante não nula,
forem cumulativamente satisfeitas.
39
40 CAPÍTULO 2. POLINÓMIOS DE APPELL UNIDIMENSIONAIS
Da Definição 2.1, por integração relativamente à variável x, obtém-se a representação
explícita dos polinómios de Appell:
p0(x) = a0
p1(x) = a1 + a0x
p2(x) = a2 + 2a1x+ a0x
2 (2.1)
...
pn(x) =
(
n
0
)
an +
(
n
1
)
an−1x+ · · ·+
(
n
n− 1
)
a1x
n−1 +
(
n
n
)
a0x
n
...
(a0 6= 0, a1, . . . , an, . . . constantes arbitrárias). O polinómio de grau n, pn(x), de um
conjunto de Appell pode, portanto, escrever-se na forma
pn(x) =
n∑
k=0
(
n
k
)
an−kxk (2.2)
=
n∑
k=0
(
n
k
)
akx
n−k, n ∈ N0, (2.3)
onde a0 6= 0 e ak = pk(0), k ∈ N0. Tal significa que um conjunto de Appell fica
completamente caracterizado pela sucessão de números reais (ak)k∈N0 .
Observação 2.1 Em geral, para qualquer escolha de x0, os polinómios de Appell podem
representar-se explicitamente por
pn(x) =
n∑
k=0
(
n
k
)
pk(x0)(x− x0)n−k, n ∈ N0, (2.4)
(cf. [22]).
Tendo por base a noção de função geradora exponencial dos polinómios de um dado
conjunto, temos a seguinte proposição:
Proposição 2.1 Seja f(t) =
∑+∞
n=0 an
tn
n!
(a0 6= 0) uma série de potências formal. Os
polinómios pn(x), n ∈ N0, são de Appell sse a sua função geradora é G(x, t) = f(t)etx.
Dem. Supondo que G(x, t) é a função geradora de polinómios pn(x), n ∈ N0, e multi-
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plicando os desenvolvimentos em série de Taylor de f(t) e ext obtém-se
+∞∑
n=0
pn(x)
tn
n!
= f(t)ext
=
(
+∞∑
n=0
an
tn
n!
)(
+∞∑
n=0
xn
tn
n!
)
=
+∞∑
n=0
(
n∑
k=0
akx
n−k
k!(n− k)!
)
tn
=
+∞∑
n=0
(
n∑
k=0
(
n
k
)
akx
n−k
)
tn
n!
.
Igualando os coeficientes de t
n
n!
de ambos os membros conclui-se que os polinómios pn(x), n ∈
N0, são de Appell, conforme (2.3).
Partindo de (2.3) e da noção de função geradora, de modo semelhante se prova a
implicação recíproca.
Este resultado permite outra definição de polinómios de Appell, equivalente à clássica,
e que já havia sido sugerida em [5].
Definição 2.2 Os polinómios pn(x), n = 0, 1, . . . , de variável real ou complexa, dizem-se
polinómios de Appell, se existir uma série de potências formal f(t) =
∑+∞
n=0 an
tn
n!
, a0 6= 0,
tal que
f(t)etx =
+∞∑
n=0
pn(x)
tn
n!
(2.5)
(também formalmente).
Observação 2.2 Alguns autores, por exemplo Sheffer ([104]) ou Boas e Buck ([76]),
definem polinómios de Appell como sendo aqueles que satisfazem a condição d
dx
pn(x) =
pn−1(x) em vez da considerada ddxpn(x) = npn−1(x). Esta aparente discrepância provém
da analogia com a igualdade d
dx
(
xn
n!
)
= x
n−1
(n−1)! em vez de
d
dx
xn = nxn−1, ou seja, de
considerar pn(x) como análogo de x
n
n!
em vez de xn. Neste caso, em termos da sua função
geradora, aqueles polinómios são definidos por
f(t)etx =
+∞∑
n=0
pn(x)t
n,
que é equivalente a (2.5), a menos da normalização.
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Muitos dos conjuntos de polinómios clássicos existentes pertencem à classe de Appell,
isto é, são conjuntos de Appell. Escolhendo a função f(t) de modo adequado podemos
enumerar alguns desses conjuntos e também algumas das muitas generalizações existentes:
f(t) pn(x), n ∈ N0 Designação
1 xn potências da variável x
1
1−t n!en(x) en(x) são polinómios exponen-
ciais truncados ([36])
t
et−1 Bn(x) polinómios de Bernoulli ([1])
tα
(et−1)α B
(α)
n (x) polinómios de Bernoulli gene-
ralizados ([50])
α1α2···αmtm
(eα1t−1)(eα2t−1)···(eαmt−1) B
(m)
n (x|α1 · · ·αm),m ∈ N polinómios de Bernoulli de or-
dem m([49])
tm
et−∑m−1t=0 thh! B
[m−1]
n (x), m ∈ N polinómios de Bernoulli gene-
ralizados ([97])
2
et+1
En(x) polinómios de Euler ([1])
2α
(et+1)α
E
(α)
n (x) polinómios de Euler generali-
zados ([50])
2m
(eα1t+1)(eα2t+1)···(eαmt+1) E
(m)
n (x|α1 · · ·αm),m ∈ N polinómios de Euler de ordem
m ([49])
e−
t2
4 Hn(x) polinómios de Hermite móni-
cos: Hn(x) = 2−nHn(x), onde
Hn(x) são os polinómios de
Hermite clássicos ([47], [76],
[105])
e−
t2
2 Hn(x) polinómios de Hermite
probabilísticos: Hn(x) =
(
√
2)−nHn( x√2) ([99])
eαt
d+1
gd+1n (x, α), d ∈ N polinómios de Hermite-Kampé
de Fériet ou de Gould-Hopper
que incluem os de Hermite se
d = 1 ([105])
eα0+α1t+···+αd+1t
d+1
, αd+1 6= 0 gd+1n (x, α0, . . . , αd+1) polinómios de Gould-Hopper
generalizados ([105])
(1− t)α, α > −1 (−1)nn!L(α−n)n (x) L(m)n (x) são polinómios de La-
guerre de grau n e índice m
([51])
Polinómios da classe de Appell
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Há ainda outros conjuntos de polinómios que a priori não se incluem na classe de
Appell, mas mediante adequadas mudanças de variável é possível escrever a sua função
geradora na forma (2.5), típica de Appell. Alguns desses conjuntos são os constituídos
pelos polinómiosmodificados de Legendre e de Chebyshev que veremos na secção seguinte.
Assinale-se, no entanto, que existe um grande número de conjuntos de polinómios que não
estão naquela classe e que também são objecto de estudo no âmbito da análise aplicada.
Muitos deles, bem como os já referidos, incluem-se numa classe especial mais ampla
introduzida por Boas e Buck ([76]). Os polinómios dessa classe, que aqueles autores
designaram por polinómios de Appell generalizados, são gerados pela relação formal
f(t)ψ(xg(t)) =
+∞∑
n=0
pn(x)t
n,
onde
f(t) =
+∞∑
n=0
ant
n, ψ(y) =
+∞∑
n=0
ψny
n e g(t) =
+∞∑
n=1
gnt
n (a0ψng1 6= 0),
são séries também formais. Actualmente é chamada classe de polinómios de tipo Boas-
Buck e contém, em particular, os polinómios de Brenke ([76]) se g(t) = t; os de Sheffer
([99]) se ψ(y) = ey e os de Appell se g(t) = t e ψ(y) = ey.
Entre os muitos polinómios de Sheffer, para além dos de Appell, estão por exemplo
os polinómios de Laguerre gerados por
(1− t)−1−αext(t−1)−1 =
∞∑
n=0
L(α)n (x)t
n, α > −1,
([76]), os polinómios de Meixner-Pollaczek
[
(1 + δt)2 + t2
]− η
2 ex arctan(t(1+δt)
−1) =
∞∑
n=0
Pn(x, δ, η)
n!
tn, δ, η > 0
([25]) e os polinómios de Hahn
1√
1 + t2
ex arctan t =
+∞∑
n=0
Pn(x)
n!
tn
([79]).
O estudo dos polinómios de Sheffer, também designados por polinómios de tipo zero
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([103]), conduziu a uma das linhas de desenvolvimento do Cálculo Umbral.
Embora as raízes do cálculo umbral estejam em trabalhos de Taylor, Newton, Van-
dermonde, etc, o seu desenvolvimento teve origem na segunda metade do séc. XIX com
Blissard, Cayley e Sylvester. Consistia num conjunto de técnicas simbólicas para mani-
pular sucessões e que permitiam obter resultados interessantes, mas não evitava a sua
confirmação por métodos mais rigorosos. Esta desconfiança dos matemáticos na aplicação
das ditas técnicas levou a que E. T. Bell, entre 1930 e 1950, fizesse uma primeira ten-
tativa, sem sucesso, de conferir ao cálculo umbral uma base mais rigorosa. Este intento
veio a ser concretizado, entre 1970 e 1980, por G.-C. Rota e S. Roman que introduziram
os fundamentos da teoria do cálculo umbral por meio de funcionais lineares definidas em
espaços de polinómios.
Uma vez que o conjunto das séries formais K[[x]] munido das operações adição e
multiplicação formais (ver Subsecção 1.1.1) tem a estrutura de uma álgebra e que é
possível estabelecer uma correspondência biunívoca entre K[[x]] e o conjunto F∗ das
funcionais lineares definidas sobre o espaço dos polinómios unidimensionais F , então
aquela estrutura é transferida para F∗. Esta álgebra, designada por álgebra umbral,
possibilita que, dadas duas funcionais lineares S e T , se possa formar uma sucessão
(ST k)k≥0. Se S e T satisfizerem condições adequadas, as equações
ST k(pn(x)) = n!δn,k, (2.6)
n, k ≥ 0, determinam univocamente uma sucessão de polinómios pn(x) de Sheffer. Reci-
procamente, se pn(x) são polinómios de Sheffer, então existem funcionais S e T que verifi-
cam (2.6). Isto significa que a classe dos polinómios de Sheffer pode ser caracterizada por
meio de uma álgebra umbral. Por este facto, Roman descreve a teoria desenvolvida por
Rota e por ele próprio como um estudo sistemático da classe das sucessões de Sheffer,
empregando técnicas simples de álgebra moderna e chama-lhe cálculo umbral clássico
moderno ([100]).
Além das caracterizações já apresentadas de polinómios de Appell (definição clássica
e em termos da função geradora exponencial) têm sido desenvolvidas outras que diferem
das primeiras nos conceitos matemáticos que as fundamentam. Carlson ([22]), por exem-
plo, apresenta uma caracterização baseada no conceito de polinómios de tipo binomial
e explora-a no sentido de obter uma caracterização de conjuntos de Appell de várias
variáveis, como veremos na Secção 3.1.
Definição 2.3 Uma sucessão de polinómios (qn(x))n∈N0 é dita de tipo binomial se os
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seus termos satisfazem a igualdade
qn(x+ y) =
n∑
k=0
(
n
k
)
qk(x)qn−k(y).
Observação 2.3 No caso de qn(x) = xn, a igualdade anterior reduz-se ao teorema bino-
mial, o que justifica a designação adoptada.
Partindo da representação explícita dos polinómios de Appell (2.4), substituindo x0
por x e x − x0 por λ, (λ ∈ C), Carlson mostrou que aqueles polinómios são do tipo
binomial
pn(x+ λ) =
n∑
k=0
(
n
k
)
pk(x)λ
n−k, n ∈ N0. (2.7)
Mais precisamente, mostrou que:
Teorema 2.1 ([22], p.545) Uma sucessão de polinómios (pn(x))n∈N0 é do tipo binomial
sse
d
dx
pn(x) = npn−1(x), n ∈ N0, (2.8)
onde o segundo membro é nulo se n = 0.
Decorre deste teorema que polinómios de Appell (no sentido clássico10) são de tipo
binomial, contudo o recíproco não é verificado. Com efeito, há sucessões de polinómios
(pn(x))n∈N0 que verificam (2.8), mas em que alguns dos seus termos pn(x) não têm exac-
tamente grau n. Designaremos esses polinómios por polinómios de Appell em sentido
lato.
Como exemplo de tais polinómios podemos referir os conhecidos polinómios de Ge-
nocchi ([85]). A sua função geradora pode escrever-se na forma (2.5), com f(t) = 2t
et+1
,
mas o desenvolvimento de f(t) em série de potências formal
f(t) =
+∞∑
n=0
an
tn
n!
é tal que a0 = 0.
O tratamento de conjuntos de polinómios especiais (onde se incluem os polinómios
de Appell) em termos operacionais, isto é, envolvendo operadores diferenciais, tem sido
10Alguns autores, por exemplo Scaravelli ([102]), na definição de polinómios de Appell, exigem apenas
que pn(x) tenha grau ≤ n, ∀n ∈ N0.
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alvo de grande interesse nos últimos anos, como mostra o considerável número de artigos
publicados nesse âmbito (ver, por exemplo, [14], [33], [35], [36], [37], [38], [39], [40], [41],
[43], [69], [78], [80]). Tal interesse resulta da facilidade de estudo de propriedades desses
polinómios e também das funções especiais envolvidas nas funções geradoras de muitos
deles. Essa abordagem operacional resulta da combinação das técnicas operacionais com
o chamado princípio da monomialidade, desenvolvido por Dattoli ([34]) e que tem por
base o conceito de poweroid introduzido em [106].
Definição 2.4 Uma sucessão de polinómios (pn(x))n∈N0 diz-se quase-monomial se for
possível definir dois operadores M̂ e P̂, independentes de n, tais que:
M̂(pn(x)) = pn+1(x)
e
P̂(pn(x)) = npn−1(x).
Se P̂ tiver uma realização como operador diferencial ( lowering operator) e M̂ for um
operador a ele associado no sentido apresentado na definição anterior (raising operator),
então pn(x) satisfaz a equação diferencial
M̂ P̂(pn(x)) = npn(x).
Se adicionalmente p0(x) ≡ 1, então (pn(x))n∈N0 pode ser obtida explicitamente por meio
de
pn(x) = M̂
n
(1),
([39]).
Assim, a função geradora de pn(x) pode ser escrita na forma
et M̂(1) =
+∞∑
n=0
(t M̂)n
n!
(1) =
+∞∑
n=0
M̂
n
(1)
tn
n!
=
+∞∑
n=0
pn(x)
tn
n!
. (2.9)
Deste modo, diferentes e adequadas escolhas para os operadores M̂ e P̂ permitem obter
diferentes conjuntos de polinómios ( [38], [39], [42]).
Recentemente, Dattoli e Zhukovsky ([43]) desenvolveram também uma caracterização
operacional para os polinómios de Appell reformulando a sua função geradora (2.5) de
um ponto de vista diferente de (2.9). A observação da igualdade
D̂x(e
xt) = text, D̂x =
d
dx
,
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sugere para (2.5) a seguinte versão operacional:
f(D̂x)e
xt =
∞∑
n=0
pn(x)
tn
n!
. (2.10)
Supondo que a função f é analítica em t = 0 e usando o procedimento habitual de
desenvolvimento de ext em série de Taylor e de comparação dos coeficientes de tn de
ambos os membros de (2.10), os polinómios de Appell podem ser caracterizados do ponto
de vista operacional por
pn(x) = f(D̂x)x
n. (2.11)
Com esta formulação é possível deduzir as principais propriedades dos polinómios de
Appell, nomeadamente a sua propriedade característica
D̂x(pn(x)) = npn−1(x). (2.12)
Além disso, aqueles autores mostraram a existência de um operador
M̂ = f(D̂x)xf(D̂x)
−1
tal que
M̂(pn(x)) = pn+1(x), (2.13)
onde f(D̂x)−1 é o operador inverso de f(D̂x).Munidos destes dois operadores, D̂x e M̂, e de
acordo com a Definição 2.4, conclui-se que os polinómios de Appell são quase-monomiais.
Muitas das propriedades destes polinómios podem então ser deduzidas utilizando técnicas
operacionais com os operadores encontrados.
2.2 Conjuntos particulares da classe de Appell
De entre os conjuntos de polinómios contidos na classe de Appell referidos anteri-
ormente, retomamos nesta secção os conjuntos de Bernoulli, Euler, Laguerre, Hermite e
também conjuntos de polinómios modificados de Legendre e de Chebyshev, por desem-
penharem um papel importante no decorrer deste trabalho.
Primeiramente trataremos os conjuntos de polinómios de Bernoulli e Euler por, em
nosso entender, representarem um protótipo daquilo que é um conjunto de Appell. Em
simultâneo com estes polinómios estudaremos os de Genocchi que, embora sendo de
Appell em sentido lato, são do tipo binomial e, portanto, têm um tratamento semelhante.
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Seguidamente, trataremos os conjuntos de polinómios de Laguerre e Hermite e, por
fim, os de Legendre e de Chebyshev. Estes possuem propriedades gerais, além da orto-
gonalidade, que os tornam úteis em Física Matemática, em Teoria da Aproximação e, de
um modo geral, em engenharia.
Para cada um dos casos apresentaremos a sua definição por recurso às respectivas
funções geradoras, isto é, como coeficientes de desenvolvimentos em séries de potências
formais. Em Apêndice, para facilidade de consulta, referiremos as suas propriedades mais
relevantes, podendo as suas demonstrações encontrar-se nas referências [1], [49], [50], [51]
[84], [99] e [108].
Recordemos que alguns dos polinómios citados pertencem à classe dos polinómios de
Jacobi {P (α,β)n (x)}n∈N0 que é ortogonal com respeito à função-peso %(x) = (1 − x)α(1 +
x)β, α, β > −1. Estes polinómios podem ser obtidos pela fórmula de Rodrigues
P (α,β)n (x) =
(−1)n
2nn!
(1− x)−α(1 + x)−β d
n
dxn
[
(1− x)n+α(1 + x)n+β] (2.14)
e satisfazem a equação diferencial linear de segunda ordem
(1− x2)u′′ + [β − α− (α + β + 2)x]u′ + n(n+ α + β + 1)u = 0 (2.15)
([108]).
A classe dos polinómios de Jacobi contém, para α = β = γ, a dos polinómios ultra-
esféricos ou de Gegenbauer
P (γ)n (x) = c
(γ)
n (1− x2)−γ
dn
dxn
(1− x2)n+γ, γ > −1 (2.16)
que, por sua vez, contém os polinómios de Legendre, para γ = 0, os de Chebyshev de
primeira espécie, para γ = −1
2
, e os de Chebyshev de segunda espécie, para γ = 1
2
([99])
11.
No que se segue, sempre que nada seja dito, consideramos n ∈ N0.
2.2.1 Polinómios de Bernoulli, Euler e Genocchi
Os polinómios de Bernoulli, de Euler e de Genocchi aplicam-se em áreas como a
Teoria dos Números, Teoria Combinatória, processamento de sinal, etc.
Embora sejam conhecidas diversas generalizações destes polinómios (ver, por exemplo,
[49], [85]), não é nosso objectivo neste trabalho explorar essas situações.
11Contém também os polinómios básicos de Taylor, xn, n = 0, 1, . . . (não ortogonais), para γ → +∞.
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Definição 2.5 Os polinómios de Bernoulli Bn(x), de Euler En(x) e de Genocchi Gn(x),
são definidos formalmente por
t
et − 1e
xt =
+∞∑
n=0
Bn(x)
tn
n!
, (2.17)
2
et + 1
ext =
+∞∑
n=0
En(x)
tn
n!
(2.18)
e
2t
et + 1
ext =
+∞∑
n=0
Gn(x)
tn
n!
, (2.19)
respectivamente.
Definição 2.6 Os números Bn = Bn(0), En = 2nEn(12) e Gn = Gn(0) são chamados
números de Bernoulli, de Euler e de Genocchi, respectivamente.
Como está explícito nesta definição, os números referidos estão intimamente relacio-
nados com os polinómios do mesmo nome, sendo
t
et − 1 =
+∞∑
n=0
Bn
tn
n!
, (2.20)
2et
e2t + 1
=
+∞∑
n=0
En
tn
n!
(2.21)
e
2t
et + 1
=
+∞∑
n=0
Gn
tn
n!
, (2.22)
as respectivas funções geradoras.
Dos números acabados de definir, os de Bernoulli são provavelmente os mais utilizados
e, por isso, nos iremos deter um pouco mais na sua análise.
Embora tais números figurem em trabalhos anteriores a Jacob Bernoulli, são hoje
designados pelo seu nome pelo facto de terem surgido no seu manuscrito Ars Conjectandi,
publicado postumamente em 1713, relacionados com problemas de contagem inseridos na
teoria de probabilidades.
A importância dos números de Bernoulli é salientada por Mazur ([96]) que a eles se
refere como uma força unificadora em matemática, no sentido de estarem envolvidos
em várias áreas daquela ciência (Mazur refere seis áreas) e, portanto, serem um elo de
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ligação dessas mesmas áreas. Tais números resultaram das tentativas de Bernoulli para
determinar os coeficientes das potências de n nas somas
Sk(n) := 1
k + 2k + · · ·+ (n− 1)k
das potências de grau k, k ∈ N dos n primeiros números inteiros não negativos.
O cálculo de S1(n), S2(n), S3(n), · · · pode basear-se no teorema binomial. De facto,
(m+ 1)k+1 −mk+1 = 1 +
(
k + 1
1
)
m+
(
k + 1
2
)
m2 + · · ·+
(
k + 1
k
)
mk
donde, fazendo m = 0, 1, · · · , n − 1 e somando membro a membro as expressões assim
obtidas, resulta
nk+1 = n+
(
k + 1
1
)
S1(n) +
(
k + 1
2
)
S2(n) + · · ·+
(
k + 1
k
)
Sk(n).
Assim, conhecidas as fórmulas para S1(n), · · · , Sk−1(n) facilmente se obtém a de Sk(n).
As somas Sk(n), tal como Bernoulli concluiu, são polinómios em n de grau k + 1, cujo
termo de maior grau é 1
k+1
nk+1.
Como 1
k+1
nk+1 =
∫ n
0
xkdx, então
S1(n) =
n(n− 1)
2
=
∫ n
0
xdx− 1
2
n
S2(n) =
n(n− 1)(2n− 1)
6
=
∫ n
0
x2dx− 1
2
n2 +
1
6
n
S3(n) =
n2(n− 1)2
4
=
∫ n
0
x3dx− 1
2
n3 +
1
4
n2 + 0n
...
Sk(n) =
∫ n
0
xkdx+ · · ·+Bkn
([96]). Os números de Bernoulli aparecem nestas igualdades como coeficientes de n,
fazendo a ligação entre um integral e uma soma (discreta) de potências. É nesta ideia
que se baseia a fórmula de Euler-Maclaurin ([77]) que através dos números de Bernoulli
relaciona somas de funções em domínios discretos com integrais dessas mesmas funções,
ou seja, os números de Bernoulli podem ser encarados como uma ferramenta de passagem
do caso discreto para o contínuo.
O problema do cálculo das somas Sk(n) foi resolvido por Bernoulli do seguinte modo:
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Teorema 2.2 As somas Sk(n) satisfazem a igualdade
(k + 1)Sk(n) =
k∑
m=0
(
k + 1
m
)
Bmn
k+1−m,
com k = 1, 2, · · · .
Dem. Se em emt =
∑+∞
k=0 m
k tk
k!
substituirmos m por 0, 1, · · · , n− 1 e somarmos membro
a membro as igualdades obtidas, temos
1 + et + · · ·+ e(n−1)t =
+∞∑
k=0
Sk(n)
tk
k!
.
Atendendo a que o primeiro membro é
ent − 1
et − 1 =
ent − 1
t
t
et − 1 ,
então (
+∞∑
k=1
nk
tk−1
k!
)(
+∞∑
k=0
Bk
tk
k!
)
=
+∞∑
k=0
Sk(n)
tk
k!
,
ou seja,
+∞∑
k=0
(
k∑
m=0
k!Bmn
k+1−m
m!(k + 1−m)!
)
tk
k!
=
+∞∑
k=0
Sk(n)
tk
k!
.
Logo, comparando os coeficientes de t
k
k!
e multiplicando ambos os membros por (k + 1)
obtém-se o resultado enunciado.
A partir da Definição 2.5 e da Definição 2.6 podem extrair-se muitas das propriedades
dos polinómios e números envolvidos. Como já foi dito anteriormente, no Apêndice A
encontram-se algumas das mais relevantes.
Além das propriedades mencionadas no Apêndice A, há ainda a destacar que os
números de índice ímpar, de Bernoulli, B2n+1, n ∈ N, de Euler, E2n+1, n ∈ N0, e de
Genocchi, G2n+1, n ∈ N, são nulos. De facto, da função geradora (2.20), dos números
de Bernoulli, e porque B0 = 1 e B1 = −12 , tem-se
t
et − 1 +
t
2
= 1 +
+∞∑
n=2
Bn
tn
n!
. (2.23)
Como t
et−1 +
t
2
≡ t
2
et+1
et−1 é uma função par, então os coeficientes das potências ímpares em
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(2.23) são nulos, isto é, B2n+1 = 0, n ∈ N, e podemos escrever
t
et − 1 = B0 +B1t+
+∞∑
n=1
B2n
t2n
(2n)!
.
Analogamente, como 2e
t
e2t+1
≡ 1
cosh t
é uma função par, também E2n+1 = 0, n ∈ N0.
No caso dos números de Genocchi, como G0 = 0, G1 = 1 e o primeiro membro de
2t
et + 1
− t =
+∞∑
n=2
Gn
tn
n!
é uma função par, também se conclui que G2n+1 = 0, n ∈ N.
Os três tipos de polinómios estão relacionados entre si como sugerem as funções
geradoras respectivas. Algumas dessas relações estão patentes na proposição seguinte.
Proposição 2.2 Os polinómios de Bernoulli, de Euler e de Genocchi estão relacionados
por meio das seguintes igualdades:
En−1(x) =
2n
n
[
Bn
(
x+ 1
2
)
−Bn
(x
2
)]
=
2
n
[
Bn(x)− 2nBn(x
2
)
]
, n ∈ N, (2.24)
2nBn(x) =
n∑
k=0
(
n
k
)
Bn−kEk(2x) (2.25)
(n+ 1)En(x) = Gn+1(x). (2.26)
Dem. Pela definição de polinómios de Bernoulli
+∞∑
n=0
[
Bn
(
x+ 1
2
)
−Bn
(x
2
)] tn
n!
=
te
x
2
t(e
t
2 − 1)
et − 1
=
2te
x
2
t
2(e
t
2 + 1)
=
+∞∑
n=0
En(x)
2n+1
tn+1
n!
,
donde
+∞∑
n=1
1
n
[
Bn
(
x+ 1
2
)
−Bn
(x
2
)] tn
(n− 1)! =
+∞∑
n=1
En−1(x)
2n
tn
(n− 1)!
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e, portanto,
En−1(x) =
2n
n
[
Bn
(
x+ 1
2
)
−Bn
(x
2
)]
, n ∈ N.
Por outro lado,
Bn
(
x+ 1
2
)
+Bn
(x
2
)
=
Bn(x)
2n−1
e, como acabámos de provar,
Bn
(
x+ 1
2
)
−Bn
(x
2
)
=
nEn−1(x)
2n
.
Subtraindo membro a membro as duas igualdades também se conclui que
En−1(x) =
2
n
[
Bn(x)− 2nBn
(x
2
)]
.
A propriedade (2.25) deduz-se notando que
t
et − 1
2e2xt
et + 1
=
(
+∞∑
n=0
Bn
tn
n!
)(
+∞∑
n=0
En(2x)
tn
n!
)
⇔
+∞∑
n=0
Bn(x)2
n t
n
n!
=
+∞∑
n=0
(
n∑
k=0
(
n
k
)
Bn−kEk(2x)
)
tn
n!
.
A propriedade (2.26) resulta de escrever a função geradora (2.19) na forma
2
et + 1
ext =
+∞∑
n=1
Gn(x)
tn−1
n!
,
ou seja,
+∞∑
n=0
En(x)
tn
n!
=
+∞∑
n=0
Gn+1(x)
tn
(n+ 1)!
.
Observação 2.4 Atendendo a (A.9)12, a propriedade (2.26) pode escrever-se na forma
d
dx
En+1(x) = Gn+1(x).
Proposição 2.3
G2n = 2nE2n−1(0) = 2(1− 22n)B2n, n ∈ N.
12A numeração utilizada para as propriedades que constam no Apêndice A é (A.1), (A.2), · · · .
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Dem. De (2.26) conclui-se que G2n = 2nE2n−1(0), n ∈ N. Por outro lado, de (2.24)
obtém-se
En−1(0) =
2
n
(1− 2n)Bn,
donde
2nE2n−1(0) = 2(1− 22n)B2n, n ∈ N.
2.2.2 Polinómios de Laguerre
Os polinómios de Laguerre surgem em diversas aplicações, sobretudo em Física
Matemática e, em particular, em problemas que envolvem a resolução da equação de
Helmholtz em coordenadas parabólicas, em teoria de propagação de ondas eletromagné-
ticas em linhas de transmissão e na teoria do átomo de hidrogénio.
Definição 2.7 Os polinómios de Laguerre L(α)n (x) são definidos formalmente por
(1− t)−α−1e−xt1−t =
+∞∑
n=0
L(α)n (x)t
n, (2.27)
com α > −1.
Observação 2.5 Alguns autores designam estes polinómios por polinómios de Laguerre
generalizados para os distinguir do caso especial Ln(x) ≡ L(0)n (x) introduzido por Edmond
Laguerre. Também é possível encontrar a designação de polinómios de Sonine uma vez
que este matemático introduziu, em 1880, um tipo de polinómios que apenas diferem dos
de Laguerre numa constante de normalização ([24], [110]).
Os polinómios de Laguerre L(α)n são ortogonais no intervalo [0,+∞[ com respeito à função-
peso %(x) = e−xxα, α > −1, o que é expresso através de∫ +∞
0
e−xxαL(α)n (x)L
(α)
m (x)dx = 0, n 6= m
([84]).
Tais polinómios podem também ser obtidos pela fórmula de Rodrigues
L(α)n (x) = e
xx
−α
n!
dn
dxn
(e−xxn+α), n = 0, 1, . . . .
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Rainville ([99]) apresenta ainda a definição destes polinómios em termos da função hi-
pergeométrica confluente 1F1(a; b; z) =
∑+∞
n=0
(a)nzn
(b)nn!
do seguinte modo:
L(α)n (x) =
(1 + α)n
n!
1F1(−n; 1 + α;x), (2.28)
onde (λ)n =
Γ(λ+n)
Γ(λ)
denota o símbolo de Pochhammer , ou seja, (λ)0 := 1, (λ)n :=
λ(λ+ 1) · · · (λ+ n− 1), n > 0.
Várias fórmulas equivalentes a (2.28) para exprimir os polinómios de Laguerre têm
sido obtidas (ver, por exemplo, [51], [110], [99]):
L(α)n (x) =
n∑
k=0
Γ(n+ α + 1)
Γ(k + α + 1)
(−x)k
k!(n− k)! , (2.29)
L(α)n (x) =
n∑
k=0
(−1)k(1 + α)nxk
k!(n− k)!(1 + α)k , (2.30)
L(α)n (x) =
n∑
k=0
(−1)k
(
n+ α
n− k
)
xk
k!
. (2.31)
Algumas propriedades dos polinómios de Laguerre e suas derivadas são apresentadas
na Secção A.4 do Apêndice A, podendo as suas demonstrações encontrar-se em [84].
De (A.27) e (A.28) pode concluir-se que u = L(α)n (x) é solução da equação diferencial
de segunda ordem
xu′′ + (α + 1− x)u′ + nu = 0.
Os polinómios de Laguerre L(α)n (x) determinados pela função geradora (2.27) são os
mais comuns, contudo, como se pode constatar a partir da propriedade (A.26), {L(α)n (x)}n∈N0
não é um conjunto de Appell, principal objecto de estudo neste trabalho. Por essa razão,
consideremos os polinómios Qn(x) = (−1)nn!L(α−n)n (x), onde L(α−n)n (x) são os polinó-
mios de Laguerre introduzidos por Erdélyi ([51]), com parâmetro dependente de n e cuja
função geradora é
(1 + t)αe−xt =
+∞∑
n=0
L(α−n)n (x)t
n, (2.32)
α > −1.
Proposição 2.4 O conjunto {Qn(x)}n∈N0 é um conjunto de Appell.
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Dem. A partir de (2.32) obtém-se a função geradora dos polinómios Qn(x):
(1− t)αext =
+∞∑
n=0
Qn(x)
tn
n!
(2.33)
que satisfaz (2.5), com f(t) = (1− t)α, logo {Qn(x)}n∈N0 é um conjunto de Appell.
A propriedade correspondente a (A.29) para estes polinómios obtém-se de (2.33) e é
xn =
n∑
k=0
(
n
k
)
(α)kQn−k(x). (2.34)
De (2.34) obtém-se os polinómios L(α−n)n (x) do seguinte modo:
Q0(x) = 1 ⇒ L(α)0 (x) = 1
Q1(x) = x− α ⇒ L(α−1)1 (x) = −x+ α
Q2(x) = x
2 − 2αx+ α(α− 1) ⇒ L(α−2)2 (x) =
x2
2
− αx+ α
2
(α− 1)
...
Estes polinómios podem ainda relacionar-se com os polinómios de Laguerre L(α)n (x).
Na verdade, considerando a relação de recorrência (A.25), isto é,
L(α−1)n (x) = L
(α)
n (x)− L(α)n−1(x), n ∈ N,
obtém-se sucessivamente:
L
(α−1)
1 (x) = L
(α)
1 (x)− L(α)0 (x)
L
(α−2)
2 (x) = L
(α−1)
2 (x)− L(α−1)1 (x)
= (L
(α)
2 (x)− L(α)1 (x))− (L(α)1 (x)− L(α)0 (x))
= L
(α)
2 (x)− 2L(α)1 (x) + L(α)0
L
(α−3)
3 (x) = L
(α)
3 (x)− 3L(α)2 (x) + 3L(α)1 (x)− L(α)0 (x)
...
L(α−n)n (x) =
n∑
k=0
(−1)k
(
n
k
)
L
(α)
n−k(x). (2.35)
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2.2.3 Polinómios de Hermite
Os polinómios de Hermite são um tipo de polinómios que se encontra em diver-
sas aplicações, nomeadamente em Probabilidades e Estatística e em Física Matemática.
Nesta última área encontram-se relacionados com a resolução da equação de Laplace e
com a equação de Helmholtz em coordenadas parabólicas.
Definição 2.8 Os polinómios de Hermite Hn(x) são definidos formalmente por
e2xt−t
2
=
+∞∑
n=0
Hn(x)
tn
n!
. (2.36)
Estes polinómios são ortogonais em ] −∞,+∞[, com respeito à função-peso %(x) =
e−x
2
, isto é, ∫ +∞
−∞
e−x
2
Hn(x)Hm(x)dx = 0, n 6= m
([84]) e podem também ser obtidos pela fórmula de Rodrigues
Hn(x) = (−1)nex2 d
n
dxn
(e−x
2
).
Além desta fórmula, também se pode deduzir de (2.36) a seguinte expressão explícita
para Hn(x):
Hn(x) =
[n2 ]∑
k=0
(−1)kn!(2x)n−2k
k!(n− 2k)! , (2.37)
onde [λ] representa o maior número inteiro que não excede λ.
Outras expressões equivalentes às já referidas para definir polinómios de Hermite
podem encontrar-se em [99].
Algumas das propriedades conhecidas para os polinómios de Hermite e suas derivadas
são apresentadas na Secção A.5 do Apêndice A.
Derivando em ordem a x ambos os membros de (A.30) e conjugando com (A.31)
conclui-se que u = Hn(x) é solução da equação diferencial linear de segunda ordem
u′′ − 2xu′ + 2nu = 0.
Nas diversas fontes bibliográficas, e de acordo com as aplicações pretendidas, aparecem
outros polinómios também designados por polinómios de Hermite e que estão relacionados
com os anteriores (clássicos) por simples mudanças de variável. Por exemplo os gerados
por:
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•
ext−
t2
2 =
+∞∑
n=0
Hn(x) t
n
n!
, (2.38)
tais que
Hn(x) = (
√
2)−nHn(
x√
2
) (2.39)
([99])13;
•
ext−
t2
4 =
+∞∑
n=0
Ĥn(x)
tn
n!
, (2.40)
tais que
Ĥn(x) = 2
−nHn(x) (2.41)
([76]).
Como se pode concluir da propriedade (A.31), {Hn(x)}n∈N0 não é um conjunto de
Appell. No entanto, os conjuntos {Hn(x)}n∈N0 e {Ĥn(x)}n∈N0 gerados por (2.38) e (2.40),
respectivamente, são conjuntos de Appell. Tais polinómios satisfazem (2.5), sendo f(t) a
função e−
t2
2 e e−
t2
4 , respectivamente.
Tendo em conta (2.39) e (2.41), as fórmulas explícitas para estes polinómios decorrem
imediatamente de (2.37):
•
Hn(x) =
[n2 ]∑
k=0
(−1)kn!xn−2k
2kk!(n− 2k)! , (2.42)
•
Ĥn(x) =
[n2 ]∑
k=0
(−1)kn!xn−2k
4kk!(n− 2k)! . (2.43)
Usando as mesmas relações (2.39) e (2.41) pode exprimir-se a potência xn em termos
destes polinómios:
13Na bibliografia, a notação que é utilizada com mais frequência para estes polinómios, também desig-
nados por polinómios de Hermite probabilísticos, éHen(x). Nesta dissertação optamos por representá-los
por Hn(x) para evitar conflito com outras notações.
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•
xn =
[n2 ]∑
k=0
n!(
√
2)n−2kHn−2k(
√
2x)
2nk!(n− 2k)! ,
•
xn =
[n2 ]∑
k=0
n!2n−2kĤn−2k(x)
2nk!(n− 2k)! .
Consideremos as funções G(x, t) = ext− t22 e Ĝ(x, t) = ext− t24 que satisfazem as equações
diferenciais
∂G
∂t
− (x− t)G = 0 (2.44)
e
∂Ĝ
∂t
− (x− t
2
)Ĝ = 0, (2.45)
respectivamente.
Substituindo (2.38) em (2.44) e (2.40) em (2.45) obtêm-se as equações a três termos
Hn+1(x)− xHn(x) + nHn−1(x) = 0 (2.46)
e
Ĥn+1(x)− xĤn(x) + n
2
Ĥn−1(x) = 0, (2.47)
n ∈ N, que permitem o cálculo dos polinómios de Hermite H(x) e Ĥ(x) por recorrência,
iniciando com H0(x) = 1,H1(x) = x e Ĥ0(x) = 1, Ĥ1(x) = x.
De (2.46) e (2.47) e atendendo a que se trata de polinómios de Appell, prova-se que
H(x) e Ĥ(x) são soluções das equações diferenciais lineares de segunda ordem
u′′ − xu′ + nu = 0
e
u′′ − 2xu′ + 2nu = 0,
respectivamente.
2.2.4 Polinómios de Legendre
Como os restantes polinómios ortogonais, os polinómios de Legendre têm vasta
aplicação em Física e engenharia, estando sobretudo relacionados com a resolução da
equação de Laplace em coordenadas esféricas. Como é sabido as soluções de tal equação
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envolvem harmónicas esféricas que, por sua vez, envolvem funções associadas de Legendre
das quais os polinómios de Legendre são casos particulares.
Definição 2.9 Os polinómios de Legendre Pn(x) são definidos formalmente por
(1− 2xt+ t2)− 12 =
∞∑
n=0
Pn(x)t
n. (2.48)
Estes polinómios são ortogonais em [−1, 1] com respeito à função-peso ρ(x) = 1, isto
é, ∫ 1
−1
Pn(x)Pm(x)dx = 0, m 6= n.
A fórmula de Rodrigues (2.14), com α = β = 0, permite obter aqueles polinómios:
Pn(x) =
1
2nn!
dn
dxn
(x2 − 1)n.
A função geradora (2.48) pode exprimir-se de várias formas ([99]), nomeadamente
através de funções especiais, em função do interesse em aplicações e na dedução de pro-
priedades características daqueles polinómios. Por exemplo, em termos das funções hi-
pergeométricas generalizadas 1F0(a;−; z) =
∑+∞
n=0
(a)nzn
n!
ou 0F1(−; b; z) =
∑+∞
n=0
zn
(b)nn!
escreve-se
1F0
(
1
2
;−; t
2(x2 − 1)
(1− xt)2
)
(1− xt)−1 =
∞∑
n=0
Pn(x)t
n
ou
0F1
(
−; 1; 1
4
t2(x2 − 1)
)
ext =
∞∑
n=0
Pn(x)
tn
n!
. (2.49)
Considerando a função de Bessel Jn(z), de primeira espécie e ordem n,
Jn(z) =
( z
2
)n
Γ(1 + n)
0F1
(
−; 1 + n;−z
2
4
)
(2.50)
=
∞∑
k=0
(−1)kz2k+n
22k+nk!Γ(1 + n+ k)
,
(2.49) é equivalente a
J0(t
√
1− x2)ext =
∞∑
n=0
Pn(x)
tn
n!
. (2.51)
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Daqui se deduz a fórmula explícita para aqueles polinómios:
Pn(x) =
[n2 ]∑
k=0
n!(x2 − 1)kxn−2k
22k(k!)2(n− 2k)! (2.52)
=
[n2 ]∑
k=0
(−1)k(2n− 2k)!xn−2k
2n(k!)(n− k)!(n− 2k)! .
Algumas propriedades dos polinómios de Legendre são recordadas na Secção A.6 do
Apêndice A.
Derivando ambos os membros de (A.35) em ordem a x e usando (A.36) prova-se que
os polinómios Pn(x) satisfazem a equação diferencial linear de segunda ordem
(1− x2)u′′ − 2xu′ + n(n+ 1)u = 0,
tal como se obteria de (2.15) com α = β = 0.
Em [22], Carlson salientou que muitos dos polinómios clássicos que não são de Appell,
podem ser sujeitos a mudanças de variáveis convenientes de modo a que passem a cons-
tituir conjuntos daquela classe. Este é precisamente o caso dos polinómios de Legendre,
que não sendo de Appell, permitem que a partir deles se forme um conjunto daquela
classe.
Proposição 2.5 O conjunto de polinómios {P˜n(z)}n∈N0 ≡ {(z2 + 1)n/2Pn
(
z√
z2+1
)
}n∈N0
é um conjunto de Appell.
Dem. Fazendo em (2.51) as mudanças de variáveis x = z√
z2+1
e t = τ
√
z2 + 1 obtém-se
J0(τ)e
zτ =
∞∑
n=0
(z2 + 1)n/2Pn
(
z√
z2 + 1
)
τn
n!
. (2.53)
Assim, de acordo com (2.5), {P˜n(z)}n∈N0 é um conjunto de Appell.
De (2.53) facilmente se extrai uma fórmula explícita para P˜n(z):
P˜n(z) =
[n2 ]∑
k=0
n!(−1)kzn−2k
22k(k!)2(n− 2k)! . (2.54)
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A derivada de P˜n(z) em ordem a z é
d
dz
P˜n(z) = nz(z
2 + 1)
n
2
−1Pn
(
z√
z2 + 1
)
+ (z2 + 1)
n
2
− 3
2
d
dz
Pn
(
z√
z2 + 1
)
. (2.55)
Usando a propriedade (A.35), com x2 − 1 = − 1
z2+1
, tem-se
d
dz
Pn
(
z√
z2 + 1
)
= n(z2 + 1)Pn−1
(
z√
z2 + 1
)
− nz(z2 + 1) 12Pn
(
z√
z2 + 1
)
e substituindo em (2.55) conclui-se que
d
dz
P˜n(z) = n(z
2 + 1)
n−1
2 Pn−1
(
z√
z2 + 1
)
= nP˜n−1(z),
o que, uma vez mais, confirma que {P˜n(z)}n∈N0 é um conjunto de Appell.
Fazendo na propriedade (A.34) a mudança de variável x = z√
z2+1
e multiplicando
ambos os membros por (z2 + 1)
n+1
2 , obtém-se a relação a três termos
(n+ 1)P˜n+1(z)− (2n+ 1)zP˜n(z) + n(z2 + 1)P˜n−1(z) = 0, n = 1, 2, . . .
que juntamente com P˜0(z) = 1 e P˜1(z) = z permite obter os polinómios do conjunto
P˜n(z).
A igualdade (A.37), deduzida por Rainville, é explicada por Carlson ([22]) como sendo
uma consequência do facto de P˜n(z) = (z2 +1)n/2Pn
(
z√
z2+1
)
serem polinómios de Appell
e, por isso, serem do tipo binomial, isto é,
P˜n(z + λ) =
n∑
k=0
(
n
k
)
P˜k(z)λ
n−k. (2.56)
Com efeito, efectuando a mudança de variável z = cot β, obtém-se
z√
z2 + 1
=
cot β
(cot2 β + 1)
1
2
= cos β,
(z2 + 1)
n
2 = (cot2 β + 1)
n
2 = (sin β)−n,
donde
P˜n(z) ≡ P˜n(cot β) = (sin β)−nPn(cos β). (2.57)
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Considerando λ = cotα− cot β,
P˜n(z + λ) ≡ P˜n(cotα) = (sinα)−nPn(cosα) (2.58)
e
λn−k =
(
cosα sin β − sinα cos β
sinα sin β
)n−k
=
(
sin(β − α)
sinα sin β
)n−k
. (2.59)
Substituindo (2.57), (2.58) e (2.59) na fórmula (2.56) obtém-se
(sinα)−nPn(cosα) =
n∑
k=0
(
n
k
)
(sin β)−kPk(cos β)
(
sin(β − α)
sinα sin β
)n−k
,
ou seja,
Pn(cosα) =
(
sinα
sin β
)n n∑
k=0
(
n
k
)(
sin(β − α)
sinα
)n−k
Pk(cos β).
2.2.5 Polinómios de Chebyshev
As aplicações mais conhecidas dos polinómios de Chebyshev enquadram-se em
Análise Numérica, mais especificamente, em aproximação polinomial, integração numé-
rica e métodos espectrais para resolução de equações diferenciais em derivadas parciais.
Os de primeira espécie são talvez os mais usados em teoria da aproximação, onde os seus
zeros têm um papel importante como nodos de interpolação, contudo os de segunda espé-
cie encontram-se, por exemplo, no desenvolvimento das harmónicas esféricas em quatro
dimensões. Estas são usadas na teoria do momento angular (Mecânica Quântica) para a
resolução da equação de Laplace em quatro dimensões.
Definição 2.10 Os polinómios de Chebyshev de primeira espécie Tn(x) são definidos
formalmente por
1− xt
1− 2xt+ t2 =
∞∑
n=0
Tn(x)t
n, (2.60)
e os de segunda espécie Un(x) por
1
1− 2xt+ t2 =
∞∑
n=0
Un(x)t
n, (2.61)
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Estes polinómios são ortogonais no intervalo [−1, 1]; os primeiros com respeito à
função-peso %(x) = (1− x2)− 12 e os segundos com respeito a %(x) = (1− x2) 12 , isto é,∫ 1
−1
(1− x2)− 12Tn(x)Tm(x) = 0, m 6= n
e ∫ 1
−1
(1− x2) 12Un(x)Um(x) = 0, m 6= n.
De (2.16), com γ = −1
2
e γ = 1
2
, obtêm-se as fórmulas
Tn(x) =
(−1)n
2n
(
1
2
)
n
(1− x2) 12 d
n
dxn
(1− x2)n− 12
e
Un(x) =
(−1)n(n+ 1)
2n+1
(
1
2
)
n+1
(1− x2)− 12 d
n
dxn
(1− x2)n+ 12 .
Muitas vezes os polinómios de Chebyshev de primeira espécie são definidos por meio
das relações
Tn(cos θ) = cosnθ =
einθ + e−inθ
2
ou
Tn(x) = cos(n arccosx),
e os de segunda espécie por
Un(cos θ) = csc θ sin(n+ 1)θ =
ei(n+1)θ − e−i(n+1)θ
eiθ − e−iθ .
As funções geradoras (2.60) e (2.61) podem ser representadas na forma
cosh(t
√
x2 − 1)ext =
∞∑
n=0
Tn(x)
tn
n!
, (2.62)
e
sinh(t
√
x2 − 1)√
x2 − 1 e
xt =
∞∑
n=0
Un(x)
tn+1
(n+ 1)!
, (2.63)
respectivamente.
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Existem várias representações explícitas para Tn(x) e Un(x), por exemplo ([51], [99]):
Tn(x) =
[n2 ]∑
k=0
(
n
2k
)
xn−2k(x2 − 1)k,
Tn(x) =
1
2
[
(x−
√
x2 − 1)n + (x+
√
x2 − 1)n
]
,
Un(x) =
[n2 ]∑
k=0
(
n+ 1
2k + 1
)
xn−2k(x2 − 1)k,
Un(x) =
1
2
√
x2 − 1
[
(x+
√
x2 − 1)n+1 − (x−
√
x2 − 1)n+1
]
.
Relações de recorrência que envolvem os polinómios de Chebyshev e suas derivadas
são recordadas na Secção A.7 do Apêndice A.
De (2.15), fazendo α = β = −1
2
, obtém-se a equação diferencial
(1− x2)u′′ − xu′ + n2u = 0
da qual u = Tn(x) é solução. Analogamente, fazendo α = β = 12 , tem-se
(1− x2)u′′ − 3xu′ + n(n+ 2)u = 0
sendo u = Un(x) sua solução.
Os polinómios de Chebyshev não constituem um conjunto de Appell mas, à seme-
lhança do que fizemos para os de Legendre, é possível a partir deles gerar polinómios de
Appell.
Proposição 2.6 O conjunto {T˜n(z)}n∈N0 ≡ {(z2 + 1)n/2Tn
(
z√
z2+1
)
}n∈N0 é um conjunto
de Appell.
Dem. Fazendo em (2.62) as mesmas mudanças de variáveis usadas no caso dos polinómios
de Legendre (Proposição 2.5) obtém-se
cosh(iτ)ezτ =
∞∑
n=0
(z2 + 1)n/2 Tn
(
z√
z2 + 1
)
τn
n!
.
Considerando a igualdade trigonométrica
cosh(iτ) =
eiτ + e−iτ
2
= cos τ,
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aquela função geradora pode escrever-se na forma
cos τezτ =
∞∑
n=0
T˜n(z)
τn
n!
, (2.64)
com T˜n(z) ≡ (z2+1)n/2Tn
(
z√
z2+1
)
, o que permite concluir que {T˜n(z)}n∈N0 é um conjunto
de Appell.
Proposição 2.7 O conjunto {U˜n(z)}n∈N0 ≡ { 1n+1(z2 + 1)n/2Un
(
z√
z2+1
)
}n∈N0 é um con-
junto de Appell.
Dem. Usando em (2.63) as mesmas mudanças de variáveis usadas na demonstração
anterior obtém-se
sinh(iτ)
i
ezτ =
∞∑
n=0
(z2 + 1)n/2Un
(
z√
z2 + 1
)
τn+1
(n+ 1)!
.
Atendendo à igualdade trigonométrica
sinh(iτ)
i
=
eiτ − e−iτ
2i
= sin τ,
pode escrever-se a função geradora na forma
sinc τezτ =
∞∑
n=0
U˜n(z)
τn
n!
, (2.65)
com U˜n(z) ≡ 1n+1(z2 + 1)n/2Un
(
z√
z2+1
)
, o que permite concluir que {U˜n(z)}n∈N0 é um
conjunto de Appell.
De (2.64) e (2.65) deduzem-se as fórmulas explícitas
T˜n(z) =
[n2 ]∑
k=0
n!(−1)kzn−2k
(2k)!(n− 2k)!
e
U˜n(z) =
[n2 ]∑
k=0
n!(−1)kzn−2k
(2k + 1)!(n− 2k)! .
Como consequências da Proposição 2.6 e da Proposição 2.7 tem-se
d
dz
T˜n(z) = nT˜n−1(z), n = 1, 2, . . .
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e
d
dz
U˜n(z) = nU˜n−1(z), n = 1, 2, . . . ,
respectivamente.
Aplicando a mudança de variável x = z√
z2+1
a (A.38) e (A.39) e multiplicando cada
uma das igualdades obtidas por (z2 + 1)
n+1
2 , deduzem-se as relações a três termos
T˜n+1(z)− 2zT˜n(z) + (z2 + 1)T˜n−1(z) = 0, n ∈ N
e
(n+ 2)U˜n+1(z)− 2(n+ 1)zU˜n(z) + n(z2 + 1)U˜n−1(z) = 0, n ∈ N.
As relações entre T˜n(z) e U˜n(z),
T˜n(z) = (n+ 1)U˜n(z)− nzU˜n−1(z), n ∈ N,
nU˜n−1(z) = zT˜n(z)− T˜n+1(z), n ∈ N,
podem deduzir-se de (A.42) e (A.43) utilizando a mesma mudança de variável referida
anteriormente.
2.3 Representação matricial de polinómios de Appell
unidimensionais
A presença dos coeficientes binomiais nos polinómios de Appell (ver (2.1) ) in-
duz a possibilidade da representação matricial de tais polinómios estar relacionada com
as matrizes de Pascal. Devido à estreita ligação destas matrizes com a matriz de cri-
ação H ([2], [17]) 14, pretendemos nesta secção realçar o envolvimento desta matriz no
desenvolvimento de um formalismo matricial unificador para representar polinómios de
Appell.
No que se segue, consideraremos matrizes de dimensão finita, no entanto, o estudo é
extensível a matrizes de dimensão infinita. Além disso, começaremos a numeração das
linhas e das colunas das matrizes por zero. Quer dizer, os elementos da primeira linha
duma matriz A de ordem m+ 1 são representados por a00, a01, · · · , a0m. Analogamente,
denotaremos por εn := [0 · · · 0 1 0 · · · 0]T , n = 0, 1, · · · , o vector coluna de ordem m+ 1
com 1 na n-ésima posição e convencionamos que se n > m, εn = 0 (vector nulo de ordem
14H já foi referida no Exemplo 1.1.
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m+ 1).
Definição 2.11 Chama-se matriz de criação ou matriz de derivação de ordem m+ 1 à
matriz H = [Hij] tal que
Hij =
{
i , i = j + 1
0 , i 6= j + 1,
(i, j = 0, 1, . . . ,m).
Observação 2.6 A designação de matriz de criação aplica-se sobretudo em Física, como
referem Aceto e Trigiante ([2]), e refere-se à criação de quanta. Por outro lado, sendo
ξ(x) = [1 x x2 · · ·xm]T um vector coluna e notando que Hξ(x) = d
dx
ξ(x), fica também
justificada a designação de matriz de derivação.
A designação que adoptaremos neste trabalho é a primeira, não pelos mesmos motivos
dos físicos, mas pelo facto de essa matriz permitir a criação de polinómios de um
conjunto de Appell, como veremos adiante.
A potência de ordem k ∈ N0 de H é a matriz Hk = [(Hk)ij] tal que
(Hk)ij =
{
i!
j!
, i = j + k
0 , i 6= j + k,
(i, j = 0, 1, . . . ,m), donde se conclui que Hk = 0 se k > m, isto é, H é nilpotente de
ordem m+ 1 ([17]).
No artigo [17] a matriz H aparece relacionada com matrizes de Pascal. Aí é feito
o estudo das propriedades destas últimas matrizes, motivado pelo seu aparecimento em
problemas de probabilidades. É neste contexto que surge a ligação com a matriz H e,
com base nas propriedades da exponencial duma matriz, os autores demonstram que
exH = P (x), (2.66)
onde P (x) = [(P (x))ij] tal que
(P (x))ij =
{ (
i
j
)
xi−j , i ≥ j
0 , i < j,
(2.67)
(i, j = 0, 1, . . . ,m), é a matriz de Pascal generalizada de ordem m+ 1.
Desta matriz obtém-se a matriz de Pascal (clássica) P (x) |x=1= P = eH , a matriz
identidade P (x) |x=0= P (0) = I e a matriz de criação ddxP (x) |x=0= HP (0) = H.
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As matrizes de Pascal, suas propriedades e relações com outras matrizes conhecidas,
nomeadamente de Stirling e de Vandermonde ( [2], [6], [7], [27], [111], [114]), têm sido
profusamente estudadas, não apenas nos artigos já citados mas também, por exemplo,
em [13], [48], [112], [113] e [115].
Seguindo [2], [13], [17] e [82] mencionamos algumas propriedades das matrizes P e H
úteis no seguimento deste trabalho:
(1) A inversa de P (x), P−1(x) = [(P−1(x))ij], é tal que (P−1(x))ij = (P (−x))ij, i, j =
0, 1, · · · ,m. Consequentemente, a inversa de P , P−1 = [(P−1)ij], é obtida de (2.67),
fazendo x = −1;
(2) A factorização de Cholesky da matriz de Pascal simétrica S = [Sij], onde Sij =(
i+j
j
)
, i, j = 0, 1, . . . ,m 15 é dada por S = PP T ;
(3) Hεn = (n+ 1)εn+1, n = 0, 1, . . . ;
(4) Hkεn = (n+k)
(k)εn+k, onde n(0) := 1, (n+k)(k) := (n+k)(n+k−1) · · · (n+2)(n+1),
k = 1, 2, . . . ;
Não obstante a abundante literatura sobre as matrizes de Pascal, a ligação com a ma-
triz H foi reforçada com os trabalhos de Aceto e Trigiante [2] e [82], pela sua importância
na representação matricial de polinómios clássicos, no estabelecimento de identidades
combinatórias e na resolução de equações em diferenças. É precisamente o papel da ma-
trizH na representação matricial de polinómios, em particular polinómios de um conjunto
de Appell, que pretendemos realçar. Veremos como através dela é possível determinar
uma matriz que transforma um vector de potências ordinárias num vector de polinómios
de Appell.
Seja {pn(x)}n∈N0 um conjunto de Appell, p(x) = [p0(x) p1(x) · · · pm(x)]T e ξ(x) =
[1 x · · ·xm]T vectores coluna. Com esta notação as igualdades (2.1) podem representar-se
na forma condensada p(x) = Mξ(x), onde M é a matriz triangular inferior
M =

a0 · · · · · · · · · · · ·
a1 a0 · · · · · · · · ·
a2 2a1 a0 · · · · · ·
...
...
. . . . . .
...(
m
0
)
am
(
m
1
)
am−1 · · ·
(
m
m−1
)
a1
(
m
m
)
a0

,
15Em [30] esta matriz é designada por matriz de Fermat.
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isto é, M = [Mij] tal que
Mij =
{ (
i
j
)
ai−j , i ≥ j
0 , i < j,
(2.68)
(i, j = 0, 1, . . . ,m).
Consideremos a matriz H de ordemm+1 e façamos t = H e x = 0 na função geradora
(2.5) dos polinómios de Appell
f(H) =
∞∑
n=0
pn(0)
Hn
n!
,
substituição esta válida em qualquer disco que contenha a origem. Dado que pn(0) = an
(ver (2.1)) e H é nilpotente de ordem m+ 1, então
f(H) =
m∑
n=0
an
Hn
n!
. (2.69)
Proposição 2.8 Seja H a matriz de criação de ordem m+1 e G(x, t) = f(t)ext a função
geradora dos polinómios do conjunto de Appell {pn(x)}n∈N0. Então f(H) = M.
Dem. Usando (2.69) concluímos que os elementos da matriz f(H) são
(f(H))ij =
m∑
n=0
an
n!
εTi H
nεj
=
m∑
n=0
an
n!
(j + n)(n)εTi εj+n
=
m∑
n=0
an
n!
(j + n)(n)δi,j+n,
onde δi,j é o símbolo de Kronecker.
Se i < j, então (f(H))ij = 0; se i = j + n, isto é, i ≥ j, então
(f(H))ij = ai−j
i(i−j)
(i− j)!
= ai−j
i!
(i− j)!j!
=
(
i
j
)
ai−j,
o que completa a demonstração.
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Do que acabámos de expor, podemos enunciar o seguinte teorema:
Teorema 2.3 Sejam H a matriz de criação de ordem m + 1, {pn(x)}n∈N0 um conjunto
de Appell, p(x) = [p0(x) p1(x) · · · pm(x)]T e ξ(x) = [1 x · · · xm]T vectores coluna. Então
f(H) é a matriz de transformação de ξ(x) em p(x), isto é,
p(x) = f(H)ξ(x). (2.70)
Este resultado é válido não apenas no caso de {pn(x)}n∈N0 ser um conjunto de Appell,
mas de um modo geral para sucessões de polinómios cujos termos sejam do tipo binomial,
isto é, que satisfaçam a propriedade ∂
∂x
pn(x) = npn−1(x), n = 0, 1, · · · , onde o segundo
membro é nulo se n = 0.
Corolário 2.3.1 Sejam b(x), e(x) e g(x) os vectores coluna cujas entradas são os m+ 1
primeiros polinómios de Bernoulli, Euler e Genocchi16, respectivamente. Então,
b(x) = Bξ(x), B =
(
m∑
n=0
Hn
(n+ 1)!
)−1
, (2.71)
e(x) = Eξ(x), E = 2(P + I)−1, (2.72)
g(x) = Gξ(x), G = 2H(P + I)−1. (2.73)
Dem. Considerando a função geradora dos polinómios de Bernoulli (2.17), onde
f(t) =
t
et − 1 =
(
et − 1
t
)−1
=
( ∞∑
n=0
tn
(n+ 1)!
)−1
,
B ≡ f(H) =
( ∞∑
n=0
Hn
(n+ 1)!
)−1
e, pelo Teorema 2.3, conclui-se (2.71).
Analogamente, das funções geradoras (2.18) e (2.19) obtêm-se, respectivamente,
E ≡ f(H) = 2
eH + I
= 2(P + I)−1
e
G ≡ f(H) = 2H
eH + I
= 2H(P + I)−1
16Entende-se que os m + 1 primeiros polinómios do conjunto {p0(x), p1(x), . . . , pm(x), . . .} são
p0(x), p1(x), . . . , pm(x).
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e, também pelo Teorema 2.3 se concluem (2.72) e (2.73).
Observação 2.7 No caso dos polinómios de Bernoulli a substituição directa de t por H
na função f(t) = t
et−1 não é viável, uma vez que e
H − I = P − I é uma matriz singular.
Observação 2.8 A matriz B que transforma um vector de potências ordinárias num
vector de polinómios de Bernoulli coincide com as matrizes L−1 e Q−1m+1 obtidas em [2] e
[26], respectivamente.
Consideremos as matrizes de ordem m+ 1,
D+k := diag[k, 1 + k, 2 + k, · · · , m+ k], k ∈ N0,
D := D+0,
D! := diag[0!, 1!, 2!, · · · , m!],
D[α] := diag[1, α, α2, · · · , αm], α 6= 0 escalar.
Algumas das propriedades apresentadas nas Secções A.1, A.2 e A.3 do Apêndice A
podem agora representar-se na forma matricial do seguinte modo (ver [2], [26] e [82])17:
Proposição 2.9 Sejam b(x) e b, e(x) e , g(x) e g os vectores coluna cujas entradas são
os m+1 primeiros polinómios e números de Bernoulli, Euler e Genocchi, respectivamente.
Então,
1.
d
dx
b(x) = Hb(x), (2.74)
d
dx
e(x) = He(x), (2.75)
d
dx
g(x) = Hg(x). (2.76)
17Uma vez que estamos a considerar vectores e matrizes de dimensão m+ 1, a representação matricial
obtida diz respeito apenas aos primeiros m+ 1 polinómios, contudo a extensão para dimensão infinita é
imediata.
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2.
b(x) = P (x)b, (2.77)
e(x) = P (x)D[2]−1P (−1)
= P (x)e(0),
g(x) = P (x)g.
3.
b(x+ 1)− b(x) = Hξ(x), (2.78)
e(x+ 1) + e(x) = 2ξ(x), (2.79)
g(x+ 1) + g(x) = 2Hξ(x). (2.80)
4.
b(x+ 1) = Pb(x), (2.81)
e(x+ 1) = Pe(x),
g(x+ 1) = Pg(x).
5.
b(1− x) = D[−1]b(x), (2.82)
e(1− x) = D[−1]e(x),
g(1− x) = −D[−1]g(x).
O Corolário 2.3.1 permite reescrever as relações (2.74), (2.75) e (2.76) na forma
d
dx
b(x) = HBξ(x),
d
dx
e(x) = HEξ(x),
d
dx
g(x) = HGξ(x)
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e (2.78), (2.79) e (2.80) na forma
b(x+ 1) = (B +H)ξ(x),
e(x+ 1) = (2I − E)ξ(x),
g(x+ 1) = (2H −G)ξ(x).
Fazendo x = 0 em (2.82) obtém-se
b(1) = D[−1]b,
que representa matricialmente a propriedade (A.7),
Bn(1) = (−1)nBn, n ∈ N0.
Uma vez que B =
∑n
k=0
Bk
k!
Hk (cf. [2]),a igualdade
D[2]b(x) = Be(2x) (2.83)
traduz a relação (2.25), entre os polinómios de Bernoulli e de Euler .
De (2.72), (2.73) e (2.83) podem relacionar-se os polinómios de Genocchi com os de
Euler e Bernoulli do seguinte modo:
g(x) = He(x)
e
g(x) = HB−1D[2]b
(x
2
)
= (P − I)D[2]b
(x
2
)
.
A relação dos polinómios de Bernoulli com a matriz generalizada de Pascal P (x) foi
também estudada em [114] seguindo uma outra abordagem.
Definição 2.12 ([114], p. 1623) A matriz de ordem m+ 1, B(x) = [(B(x))ij], tal que
(B(x))ij =
{ (
i
j
)
Bi−j(x) , i ≥ j
0 , i < j.
(i, j = 0, 1, · · · ,m), é chamada matriz polinomial de Bernoulli e B = B(0) é a matriz
de Bernoulli.
Observação 2.9 De modo análogo se poderiam definir matrizes de Euler e de Genocchi.
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Zhang e Wang ([114]) demonstraram que
B(x+ y) = P (x)B(y) = P (y)B(x)
e, em particular, que
B(x) = P (x)B = BP (x), (2.84)
B(x+ 1) = PB(x). (2.85)
Observação 2.10 Como b(x) é a primeira coluna de B(x), a propriedade (2.81) extrai-
se de (2.85), assim como (2.77) se extrai de (2.84).
De (2.85) e (2.84) vem que
B(x+ 1)−B(x) = (P − I)BP (x).
Por outro lado, Arponen ([6]) provou ainda que a matriz de Bernoulli é a única que
satisfaz
(P − I)B = H
e que comuta com P − I e H. Então (P − I)BP (x) = HP (x) e, portanto,
B(x+ 1)−B(x) = HP (x). (2.86)
Observação 2.11 A propriedade (2.78) pode extrair-se de (2.86), atendendo a que ξ(x)
é a primeira coluna de P (x).
Corolário 2.3.2 Seja q(x) o vector coluna cujas entradas são os m + 1 primeiros poli-
nómios do conjunto {Qn(x)}n∈N0 ≡ {(−1)nn!L(α−n)n (x)}n∈N0 , α > −1, de polinómios de
Laguerre. Então,
q(x) = Qξ(x), Q = (I −H)α.
Dem. Considerando a função geradora (2.33), onde f(t) = (1 − t)α, e o Teorema 2.3
conclui-se que q(x) = (I −H)αξ(x).
Atendendo a que Qn(x) = (−1)nn!L(α−n)n (x), n ∈ N0 e considerando o vector L(x) =
[L
(α)
0 (x) L
(α−1)
1 (x) · · · L(α−m)m (x) ]T , então
q(x) = D[−1]D!L(x),
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donde
L(x) = D!−1D[−1](I −H)αξ(x),
ficando assim conhecida a matriz de transformação entre ξ(x) e L(x).
As relações (2.35) podem escrever-se na forma matricial
L(x) = P (−1)L(α)(x),
onde L(α)(x) = [L(α)0 (x) L(α)1 (x) · · · L(α)m (x) ]T . Portanto,
L(α)(x) = PD!−1D[−1](I −H)αξ(x),
donde se obtém o vector dos polinómios de Laguerre (simples), L(0)n (x), para α = 0:
L(0)(x) = PD!−1D[−1]ξ(x).
Corolário 2.3.3 Seja h(x) o vector coluna cujas entradas são os m + 1 primeiros poli-
nómios do conjunto {Hn(x)}n∈N0 de polinómios de Hermite probabilísticos. Então,
h(x) = Hξ(x), H = e−H
2
2 .
Dem. Considerando a função geradora (2.38), onde f(t) = e−
t2
2 , obtém-se h(x) =
e−
H2
2 ξ(x) como consequência imediata do Teorema 2.3.
A partir do desenvolvimento em série de potências da função e−
t2
2 , a matriz que
transforma ξ(x) em h(x) pode escrever-se
H =
[m2 ]∑
n=0
(−1)nH2n
2nn!
.
Observação 2.12 De modo análogo se obteria a matriz de transformação de ξ(x) em
ĥ(x), onde este último é o vector coluna dos m + 1 primeiros polinómios do conjunto
{Ĥn(x)}n∈N0.
A relação (2.39), entre os polinómios Hn(x) eHn(x) permite a representação matricial
dos m+ 1 polinómios de Hermite (clássicos) Hn(x), do seguinte modo:
H(x) = D[
√
2]h(
√
2x)
= D[
√
2]Hξ(
√
2x)
2.3. REPRESENTAÇÃO MATRICIAL DE POLINÓMIOS UNIDIMENSIONAIS 77
= D[
√
2]HD[
√
2]ξ(x),
onde H(x) = [H0(x) H1(x) · · · Hm(x)]T .
Corolário 2.3.4 Seja l˜(z) o vector coluna cujas entradas são os m+ 1 primeiros polinó-
mios do conjunto {P˜n(z)}n∈N0 ≡
{
(z2 + 1)
n
2Pn
(
z√
z2+1
)}
n∈N0
e J0(τ) a função de Bessel
de primeira espécie e ordem zero. Então
l˜(z) = J0(H)ξ(z). (2.87)
Dem. Considerando a função geradora (2.53), onde
f(τ) ≡ J0(τ) =
+∞∑
n=0
(−1)nτ 2n
22n(n!)2
,
obtém-se
f(H) ≡ J0(H) =
[m2 ]∑
n=0
(−1)nH2n
22n(n!)2
e (2.87) é consequência do Teorema 2.3.
Proposição 2.10 Seja p˜(x) = [P0(x) P1(x) · · · Pm(x)]T o vector coluna cujas entradas
são os m+ 1 primeiros polinómios (clássicos) de Legendre. Então
p˜(x) = D[
√
1− x2]J0(H)D−1[
√
1− x2]ξ(x).
Dem. Escrevendo P˜n(z) = (z2 + 1)
n
2Pn
(
z√
z2+1
)
, n = 0, 1, · · · ,m na forma matricial
tem-se
l˜(z) = D[
√
z2 + 1]p˜
(
z√
z2 + 1
)
.
Usando a mudança de variável z = x√
1−x2 , x ∈ (−1, 1),
p˜(x) = D[
√
1− x2] l˜
(
x√
1− x2
)
= D[
√
1− x2] J0(H) ξ
(
x√
1− x2
)
= D[
√
1− x2] J0(H)D−1[
√
1− x2]ξ(x).
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Corolário 2.3.5 Sejam t˜(z) e u˜(z) os vectores coluna cujas entradas são os m + 1 pri-
meiros polinómios dos conjuntos de Appell {T˜n(z)}n∈N0 ≡
{
(z2 + 1)n/2Tn
(
z√
z2+1
)}
n∈N0
e {U˜n(z)}n∈N0 ≡
{
1
n+1
(z2 + 1)n/2Un
(
z√
z2+1
)}
n∈N0
, onde Tn(.) e Un(.) denotam os poli-
nómios de Chebyshev de primeira e segunda espécies, respectivamente. Então
t˜(z) = cosHξ(z)
e
u˜(z) = sincHξ(z).
Dem. Considerando as funções geradoras (2.64) e (2.65) onde f(t) é, respectivamente,
cos t e sinc t, os resultados obtêm-se de imediato pelo Teorema 2.3.
Atendendo ao desenvolvimento de cos t e de sinc t em série de potências, as matrizes
cosH e de sincH podem exprimir-se do seguinte modo:
cosH =
[m2 ]∑
n=0
(−1)nH2n
(2n)!
e
sincH =
[m2 ]∑
n=0
(−1)nH2n
(2n+ 1)!
.
De modo inteiramente análogo ao caso dos polinómios de Legendre, os polinómios
(clássicos) de Chebyshev de primeira e de segunda espécies podem obter-se pelas relações
matriciais
t(x) = D[
√
1− x2] cosHD−1[
√
1− x2]ξ(x)
e
u(x) = D+1D[
√
1− x2] sincHD−1[
√
1− x2]ξ(x),
onde t(x) = [T0(x) T1(x) . . . Tm(x)]T e u(x) = [U0(x) U1(x) . . . Um(x)]T .
Capítulo 3
Uma Nova Abordagem a Polinómios de
Appell Multidimensionais
3.1 Polinómios de Appell multidimensionais
Polinómios de Appell multidimensionais têm sido estudados por vários autores,
seguindo diversas abordagens. As diferentes generalizações que têm sido obtidas a partir
dos polinómios de Appell unidimensionais resultam por vezes das aplicações que se pre-
tendem para tais polinómios. Nesta secção faremos um breve resumo de algumas dessas
generalizações.
Sejam x = (x1, x2, . . . , xr) ∈ Rr, N = (n1, n2, . . . , nr) ∈ Nr0 um multi-índice e
xN = xn11 · · ·xnrr um monómio em x. Ao longo do texto, as letras gregas represen-
tam multiíndices, excepto no caso dos polinómios de Laguerre multidimensionais onde,
por uma questão de uniformidade com o caso unidimensional, α representa um parâmetro
real, como a seu tempo será especificado.
Um polinómio em x de grau menor ou igual que |N |, com coeficientes num corpo K,
é uma combinação linear finita de monómios xσ e pode ser representado por
p(x) =
|N |∑
|σ|=0
cσx
σ, σ ∈ Nr0.
Se para |σ| = |N | pelo menos um dos coeficientes cσ for não nulo, p(x) é de grau |N |.
A notação pN(x) refere-se a um polinómio em x, de r variáveis e r índices, de grau
menor ou igual a ni relativamente à variável xi, i = 1, . . . , r, podendo escrever-se na
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forma
pN(x) =
n1∑
σ1=0
· · ·
nr∑
σr=0
cn1−σ1,...,nr−σrx
σ1
1 · · ·xσrr (3.1)
=
N∑
σ=0
cN−σxσ.
Denotaremos o conjunto dos polinómios pN(x), N ∈ Nr0, por {pN(x)}.
Uma definição natural de polinómios de Appell em Rr é a seguinte ([98]):
Definição 3.1 Um conjunto de polinómios {pN(x)} diz-se um conjunto de Appell em Rr
se satisfizer as condições:
i) ∂
∂xi
pN(x) = nipN−1i(x), i = 1, 2, · · · , r
ii) p0(x) = c0, c0 6= 0.
Observação 3.1 Geralmente estes polinómios são normalizados fazendo p0(x) = 1.
Como exemplo básico de polinómios de Appell multidimensionais podemos referir os
monómios elementares elementares pN(x) = xN .
Tendo em vista a investigação da ortogonalidade de alguns polinómios da classe de
Appell multidimensionais, Pommeret adoptou uma generalização da Definição 3.1 que já
havia sido introduzida por Appell no seu artigo [5].
Definição 3.2 Seja {pN(x)} um conjunto de polinómios em Rr. Diz-se que {pN(x)} é
um conjunto de Appell em Rr se existir uma matriz invertível de ordem r, A = [aij], tal
que
i)
∂
∂xi
pN(x) =
r∑
j=1
aijnjpN−1j(x), i = 1, 2, . . . , r (3.2)
ii)
p0(x) = 1. (3.3)
Observação 3.2 Se A = Ir então as definições 3.1 e 3.2 são equivalentes.
Na sequência desta definição, o mesmo autor formulou uma outra caracterização de
polinómios de Appell multidimensionais em termos da sua função geradora:
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Proposição 3.1 ([98], p. 287) Seja {pN(x)} um conjunto de polinómios em Rr. Os
polinómios pN(x) definidos por (3.2)-(3.3) são de Appell se e só se existir uma vizinhança
V da origem, tal que para todo o elemento (x, t) ∈ Rr × V,
f(t) exp(〈At,x〉) =
∑
N∈Nr0
pN(x)
tN
N !
,
onde A é uma matriz invertível de ordem r, f é analítica em V e f(0) = 1.
Uma outra abordagem a polinómios de Appell em várias variáveis, devida a Carlson
([22]) e já referida na Secção 2.1 para o caso unidimensional, distingue-se da anterior
fundamentalmente por se basear no conceito de polinómios de tipo binomial. Além disso,
nesta abordagem considera-se o grau total dos polinómios em vez de considerar o grau
relativo a cada variável.
Carlson provou que {p|N |(x)} é de tipo binomial, ou seja, verifica a igualdade
p|N |(x1 + λ, x2 + λ, · · · , xr + λ) =
|N |∑
k=0
(|N |
k
)
pk(x1, x2, · · · , xr)λ|N |−k,
λ, x1, x2, · · · , xr ∈ C, sse
r∑
i=1
∂
∂xi
p|N |(x) = |N |p|N |−1(x), (3.4)
onde o segundo membro é nulo se |N | = 0.
Sendo (3.4) uma generalização da condição i) da Definição 2.1, os polinómios de
grau |N | de várias variáveis são de tipo binomial se e só se são polinómios de Appell
multidimensionais.
Em [16] Bretti e Ricci usam os polinómios de Hermite-Kampé de Fériet definidos pela
função geradora
ex1t+x2t
j
=
∞∑
n=0
gjn(x1, x2)
tn
n!
ou explicitamente por
gjn(x1, x2) = n!
[n
j
]∑
s=0
xn−js1 x
s
2
(n− js)!s! , j ≥ 2 inteiro,
para introduzir e estudar generalizações de polinómios de Appell para duas variáveis, com
especial destaque para os polinómios de Bernoulli. Definem esses polinómios de Appell
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bidimensionais pjn(x1, x2), n ∈ N0, pela função geradora
f(t)ex1t+x2t
j
=
∞∑
n=0
pjn(x1, x2)
tn
n!
,
obtêm fórmulas explícitas de tais polinómios em termos dos de Hermite-Kampé de Fériet
e a partir delas deduzem equações diferenciais das quais aqueles polinómios são solução.
O método aplicado, como os próprios autores referem, pode estender-se para mais de duas
variáveis considerando extensões correspondentes dos polinómios de Hermite-Kampé de
Fériet, isto é,
ex1t+x2t
2+···+xrtr =
+∞∑
n=0
gn(x1, x2, · · · , xr) t
n
n!
.
Observação 3.3 Quer o caso dos polinómios abordados por Carlson, quer os abordados
por Bretti e Ricci são polinómios de várias variáveis mas com um único índice, isto é,
salientam o grau total do polinómio, mas não o grau relativo a cada variável.
O princípio da monomialidade, já referido anteriormente no caso de polinómios de
uma variável, foi generalizado para o caso de várias variáveis e vários índices e aplicado a
alguns tipos particulares de polinómios tais como de Hermite, de Laguerre e de Hermite-
Laguerre ([9], [78], [79], [80]).
Definição 3.3 Seja {pN(x)} um conjunto de polinómios de r variáveis e r índices, de
grau ni relativamente à variável xi, i = 1, 2, . . . , r. O conjunto {pN(x)} diz-se quase-
monomial se existirem 2r operadores M̂xi , P̂xi , i = 1, 2, . . . , r independentes de N , tais
que
M̂xi pN(x) = pN+1i(x),
P̂xi pN(x) = nipN−1i(x).
Analogamente ao caso de uma variável, se os operadores P̂xi tiverem realização dife-
rencial e M̂xi forem operadores a eles associados no sentido referido acima, então pN(x)
satisfaz as seguintes r equações diferenciais:
M̂xi P̂xi pN(x) = nipN(x), i = 1, 2, . . . , r.
Considerando adicionalmente a condição p0(x) ≡ 1, então pN(x) pode representar-se
explicitamente por
pN(x) = M̂
n1
x1
· · · M̂nrxr (1),
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e a sua função geradora por
et M̂x(1) = et1 M̂x1 +···+tr M̂xr (1) =
∞∑
n1=0
· · ·
∞∑
nr=0
(t1 M̂x1)
n1 · · · (tr M̂xr)nr
n1! · · ·nr!
=
∞∑
N=0
pN(x)
tN
N !
.
Os polinómios de Appell multidimensionais têm também vindo a ser tratados no
âmbito da Análise de Clifford, onde a derivada hipercomplexa e a construção duma função
exponencial envolvida na função geradora daqueles polinómios têm um papel relevante
([10], [53], [92]). A partir daí o estudo tem evoluído no sentido de aplicação das técnicas
operacionais desenvolvidas por Dattoli e seu grupo e na ligação de alguns conjuntos de
polinómios de Appell com Funções Especiais ([18]).
No Capítulo 5, dedicado a polinómios de Appell no contexto da Análise de Clifford,
retomaremos este assunto de modo mais detalhado.
3.2 Novos polinómios de Appell multidimensionais
A primeira dificuldade que surge no estudo de polinómios em várias variáveis é a
escolha adequada da ordenação dos seus monómios. Na verdade, no caso unidimensional
essa questão não é relevante porquanto a ordenação dos monómios é feita por ordem
crescente ou decrescente dos seus graus. No caso multidimensional são várias as possibi-
lidades, optando-se pela que melhor se adapte ao estudo que se pretenda levar a cabo.
Por exemplo, Jackson ([75]), no seu estudo sobre propriedades formais de polinómios or-
togonais em duas variáveis, ordena os monómios pelo seu grau total e aqueles que têm o
mesmo grau são ordenados por ordem lexicográfica. Esta escolha é justificada pelo facto
de possibilitar a construção de polinómios ortogonais de grau superior sem que as suas
relações de ortogonalidade afectem as relações dos polinómios dos graus inferiores ([59]).
Geronimo e Woerdeman ([60], [59]) e Delgado et al. ([46]), em trabalhos sobre polinó-
mios ortogonais em duas variáveis, preferiram usar as ordens lexicográfica e lexicográfica
reversa. Estas ordens permitiram-lhes que as matrizes associadas aos polinómios assim
ordenados fossem matrizes estruturadas; no primeiro caso, matrizes bloco de Toeplitz cu-
jos blocos são matrizes de Toeplitz e no segundo, matrizes bloco de Hankel cujos blocos
são também matrizes de Hankel.
Sendo o nosso objectivo o estudo de polinómios de Appell multidimensionais a questão
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da escolha da ordem monomial também teve um papel central.
O nosso estudo incidirá sobre polinómios de r variáveis e r índices, com especial
destaque para o caso r = 2.
Propomo-nos agora estudar polinómios de Appell multidimensionais, com multiíndi-
ces, à luz da Definição 3.1 e proceder à sua representação matricial. Nesse sentido, e
atendendo à estreita relação dos polinómios de Appell unidimensionais com as matrizes
de Pascal e, em última análise com a matriz de criação, era de esperar que também os
polinómios multidimensionais estivessem relacionados com matrizes cujas estruturas fos-
sem semelhantes às daquelas. Tal estrutura foi conseguida pela escolha de uma ordem
monomial adequada, a ordem colexicográfica, como se tornará patente no tratamento
matricial dos polinómios multidimensionais (Capítulo 4).
Seguindo a Definição 3.1, os polinómios de Appell de duas variáveis e dois índices,
podem escrever-se:
p0,0(x) = c0,0
p1,0(x) = c1,0 + c0,0x1
p2,0(x) = c2,0 + 2c1,0x1 + c0,0x
2
1
p0,1(x) = c0,1 + c0,0x2 (3.5)
p1,1(x) = c1,1 + c0,1x1 + c1,0x2 + c0,0x1x2
p2,1(x) = c2,1 + 2c1,1x1 + c0,1x
2
1 + c2,0x2 + 2c1,0x1x2 + c0,0x
2
1x2
p0,2(x) = c0,2 + 2c0,1x2 + c0,0x
2
2
...
ou, na forma compacta,
pn1,n2(x) =
n1∑
σ1=0
n2∑
σ2=0
(
n1
σ1
)(
n2
σ2
)
cn1−σ1,n2−σ2x
σ1
1 x
σ2
2 . (3.6)
Em geral, para r variáveis escreve-se
pN(x) =
N∑
σ=0
(
N
σ
)
cN−σxσ. (3.7)
Observação 3.4 Os polinómios (3.5) estão dispostos segundo a ordenação colexicográ-
fica dos seus índices, para além da ordenação colexicográfica dos monómios de cada poli-
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nómio. Por exemplo, a ordenação dos monómios que constituem p2,1(x) decorre do facto
dos pares ordenados (σ1, σ2) (σ1 é o grau de x1 e σ2 é o grau de x2) serem tais que
(0, 0) ≺colex (1, 0) ≺colex (2, 0) ≺colex (0, 1) ≺colex (1, 1) ≺colex (2, 1).
Analogamente ao caso dos polinómios de Appell unidimensionais, podemos estabe-
lecer outra caracterização dos polinómios de Appell em várias variáveis e vários índices
recorrendo à noção de função geradora. Para isso consideremos a seguinte definição:
Definição 3.4 Sejam t = (t1, t2, . . . , tr) ∈ Rr e x = (x1, x2, . . . , xr) ∈ Rr. Consideremos
as funções w : R → R e f : Rr × Rr → R tais que w(u) = eu e f(x, t) = 〈x, t〉, onde
〈x, t〉 denota o produto interno usual definido no espaço vectorial r-dimensional Rr. À
função composta w ◦ f : Rr × Rr → R chamamos função exponencial e denotamo-la por
Exp(x, t).
A função exponencial Exp(x, t) é, portanto, definida pela série convergente
Exp(x, t) := e〈x,t〉 =
+∞∑
k=0
1
k!
(x1t1 + · · ·+ xrtr)k
=
+∞∑
|σ|=0
xσ
tσ
σ!
. (3.8)
Proposição 3.2 Sejam x, t ∈ Rr, f(t) = ∑+∞|α|=0 cα tαα! , com c0 6= 0 e α = (α1, α2, . . . , αr) ∈
Nr0, uma série de potências formal múltipla. Os polinómios pN(x), N ∈ Nr0 são de Appell
sse a sua função geradora for da forma G(x, t) = f(t) Exp(x, t).
Dem. Suponhamos que G(x, t) é a função geradora de pN(x), N ∈ N r0 . Multiplicando
as séries f(t) =
∑+∞
|α|=0 cα
tα
α!
e Exp(x, t) =
∑+∞
|σ|=0 x
σ tσ
σ!
obtém-se
f(t) Exp(x, t) =
+∞∑
|N |=0
( ∑
α+σ=N
cαx
σ
α!σ!
)
tN
=
+∞∑
|N |=0
(
N∑
σ=0
N !cN−σxσ
(N − σ)!σ!
)
tN
N !
=
+∞∑
|N |=0
(
N∑
σ=0
(
N
σ
)
cN−σxσ
)
tN
N !
=
+∞∑
|N |=0
pN(x)
tN
N !
,
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sendo os coeficientes de t
N
N !
polinómios de Appell pN(x), conforme (3.7).
Partindo de (3.7) e da noção de função geradora, de modo análogo se prova a impli-
cação recíproca.
Assim, também podemos definir polinómios de Appell multidimensionais do seguinte
modo:
Definição 3.5 Um conjunto de polinómios multidimensionais {pN(x)} diz-se um con-
junto de Appell se existir uma série de potências formal múltipla f(t) =
∑+∞
|α|=0 cα
tα
α!
, c0 6=
0 tal que
f(t) Exp(x, t) =
+∞∑
|N |=0
pN(x)
tN
N !
(3.9)
(também formalmente).
3.2.1 Generalização de conjuntos particulares
A caracterização de polinómios de Appell multidimensionais através da sua função
geradora exponencial tem, tal como no caso unidimensional, um carácter unificador.
Basta a escolha adequada da função f(t) para que se obtenham conjuntos particulares de
polinómios de Appell multidimensionais que correspondem a generalizações dos existentes
para uma variável.
Sem prejuízo da existência de outros possíveis conjuntos, centrar-nos-emos nas gene-
ralizações dos conjuntos particulares de Appell referidos na Secção 2.2.
Polinómios de Bernoulli, Euler e Genocchi multidimensionais
Definição 3.6 Sejam t,x ∈ Rr e σ = (σ1, σ2, . . . , σr) ∈ Nr0. Os polinómios de Bernoulli
Bσ(x), de Euler Eσ(x) e de Genocchi Gσ(x) multidimensionais são definidos como coe-
ficientes das séries de potências formais múltiplas
Exp(x, t) =
(
+∞∑
k=0
(t1 + · · ·+ tr)k
(k + 1)!
) +∞∑
|σ|=0
Bσ(x)
tσ
σ!
 , (3.10)
2 Exp(x, t) =
(
1 +
+∞∑
k=0
(t1 + · · ·+ tr)k
k!
) +∞∑
|σ|=0
Eσ(x)
tσ
σ!
 (3.11)
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e
2(t1 + · · ·+ tr) Exp(x, t) =
(
1 +
+∞∑
k=0
(t1 + · · ·+ tr)k
k!
) +∞∑
|σ|=0
Gσ(x)
tσ
σ!
 , (3.12)
respectivamente.
Pela fórmula polinomial
(t1 + · · ·+ tr)k =
∑
|γ|=k
(
k
γ
)
tγ11 · · · tγrr
=
∑
|γ|=k
(
k
γ
)
tγ,
onde γ = (γ1, . . . , γr) ∈ Nr0, e por (3.8), (3.10) é equivalente a
+∞∑
|β|=0
xβ
tβ
β!
=
 +∞∑
|γ|=0
tγ
(|γ|+ 1)γ!
 +∞∑
|σ|=0
Bσ(x)
tσ
σ!
 ,
ou
+∞∑
|β|=0
xβ
tβ
β!
=
+∞∑
|β|=0
( ∑
γ+σ=β
Bσ(x)
(|γ|+ 1)γ!σ!
)
tβ. (3.13)
Esta última expressão generaliza para várias variáveis a igualdade
+∞∑
j=0
(xt)j
j!
=
+∞∑
j=0
( ∑
k+n=j
Bn(x)
(k + 1)!n!
)
tj,
j, k, n ∈ N0, equivalente a (2.17).
A comparação de ambos os membros de (3.13) permite obter a seguinte relação entre
os polinómios de Bernoulli multidimensionais e as potências de x:
∑
γ+σ=β
Bσ(x)
(|γ|+ 1)γ!σ! =
1
β!
xβ. (3.14)
De (3.11) e (3.12), de modo inteiramente análogo, se obtêm relações similares para os
polinómios de Euler e de Genocchi multidimensionais:
Eβ(x)
β!
+
∑
γ+σ=β
Eσ(x)
γ!σ!
=
2
β!
xβ (3.15)
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e
Gβ(x)
β!
+
∑
γ+σ=β
Gσ(x)
γ!σ!
= 2
r∑
k=1
xβ−1k
(β − 1k)! , (3.16)
convencionando-se que xβk−1k = 0 e (βk − 1)! = 1 se βk − 1 < 0, k = 1, . . . , r.
Observação 3.5 As relações (3.14), (3.15) e (3.16) podem escrever-se na forma
β1∑
σ1=0
. . .
βr∑
σr=0
Bσ(x)
(|β − σ|+ 1)(β − σ)!σ! =
1
β!
xβ,
Eβ(x)
β!
+
β1∑
σ1=0
. . .
βr∑
σr=0
Eσ(x)
(β − σ)!σ! =
2
β!
xβ,
Gβ(x)
β!
+
β1∑
σ1=0
. . .
βr∑
σr=0
Gσ(x)
(β − σ)!σ! = 2
r∑
k=1
xβ−1k
(β − 1k)! ,
respectivamente.
Observação 3.6 Os conjuntos de polinómios de Bernoulli, de Euler e de Genocchi mul-
tidimensionais agora definidos contêm r cópias dos respectivos polinómios clássicos (uni-
dimensionais) de cada grau superior a zero. Tais cópias obtêm-se quando apenas um dos
índices σk, k = 1, . . . , r, é diferente de zero. Além disso, nesses conjuntos o polinómio
tal que |σ| = 0 coincide com o respectivo polinómio clássico de grau zero.
Para uma melhor visualização, são apresentados exemplos de polinómios de Bernoulli,
Euler e Genocchi multidimensionais nas secções B.1, B.2 e B.3 do APÊNDICE B.
De modo semelhante ao caso unidimensional, denotemos por
Bσ = Bσ1,...,σr := Bσ1,...,σr(0, . . . , 0),
Eσ = Eσ1,...,σr := 2
|σ|Eσ1,...,σr(
1
2
, . . . ,
1
2
)
e
Gσ = Gσ1,...,σr := Gσ1,...,σr(0, . . . , 0),
o valor dos polinómios de Bernoulli, de Euler e de Genocchi multidimensionais nos pontos
indicados. Fazendo x = 0 em (3.10) e (3.12) e x = 1
2
:= (1
2
, . . . , 1
2
) em (3.11), obtêm-se
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de imediato as funções geradoras dos números Bσ, Gσ e Eσ:
t1 + · · ·+ tr
Exp(1, t)− 1 =
+∞∑
|σ|=0
Bσ
tσ
σ!
(3.17)
2(t1 + · · ·+ tr)
Exp(1, t) + 1
=
+∞∑
|σ|=0
Gσ
tσ
σ!
(3.18)
2 Exp(1, t)
Exp(1, 2t) + 1
=
+∞∑
|σ|=0
Eσ
tσ
σ!
. (3.19)
Facilmente se verifica que daqueles números, os que têm o multi-índice com norma
|σ| = n, n ∈ N0 coincidem, respectivamente, com os números de Bernoulli Bn, de Genoc-
chi Gn e de Euler En. Assim,
Bσ = 0, Gσ = 0, Eσ = 0, se |σ| = 2k + 1, k = 1, 2, . . .
e
|σ| 0 1 2 4 6 8 10 12 14 16 · · ·
Bσ 1 − 12 16 − 130 142 − 130 566 − 6912730 76 − 3617510 · · ·
Gσ 0 1 −1 1 −3 17 −155 2073 −38227 929569 · · ·
Eσ 1 0 −1 5 −61 1385 −50521 2702765 −199360981 19391512145 · · ·
.
Os polinómios multidimensionais acabados de definir exibem muitas propriedades e
relações análogas às dos correspondentes polinómios unidimensionais apresentados no
Capítulo 2. Desde logo, a validade da proposição seguinte decorre do facto de estarmos
perante polinómios de Appell multidimensionais.
Proposição 3.3 Os polinómios Bσ(x), Eσ(x), Gσ(x), σ ∈ Nr0, satisfazem as igualdades
∂
∂xk
Bσ(x) = σkBσ−1k (3.20)
∂
∂xk
Eσ(x) = σkEσ−1k (3.21)
∂
∂xk
Gσ(x) = σkGσ−1k , (3.22)
para k = 1, . . . , r, σk ≥ 0 e onde os segundos membros são zero quando σk = 0.
Além disso, os referidos polinómios podem ser obtidos a partir dos conhecidos números
Bσ, Eσ e Gσ, respectivamente.
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Proposição 3.4
Bσ(x) =
σ1∑
β1=0
. . .
σr∑
βr=0
(
σ
β
)
Bβx
σ−β (3.23)
Eσ(x) =
σ1∑
β1=0
. . .
σr∑
βr=0
(
σ
β
)
Eβ
2|β|
(x− 1
2
)σ−β (3.24)
Gσ(x) =
σ1∑
β1=0
. . .
σr∑
βr=0
(
σ
β
)
Gβx
σ−β. (3.25)
Dem. Usando as definições de polinómios de Bernoulli multidimensionais e de números
de Bernoulli, pode escrever-se
+∞∑
|σ|=0
( ∑
β+γ=σ
Bβx
γ
β!γ!
)
tσ =
+∞∑
|σ|=0
Bσ(x)
σ!
tσ.
Igualando os coeficientes de tσ de ambos os membros,
Bσ(x) =
σ1∑
β1=0
. . .
σr∑
βr=0
σ!Bβx
σ−β
β!(σ − β)!
=
σ1∑
β1=0
. . .
σr∑
βr=0
(
σ
β
)
Bβx
σ−β.
A definição de polinómios de Euler multidimensionais permite escrever
2 Exp(x, 2t)
Exp(1, 2t) + 1
=
+∞∑
|σ|=0
2|σ|Eσ(x)
σ!
tσ,
equivalente a
2 Exp(x− 1
2
, 2t)
Exp(1,−t) [Exp(1, 2t) + 1] =
+∞∑
|σ|=0
2|σ|Eσ(x)
σ!
tσ.
Por (3.19), a igualdade anterior pode escrever-se na forma +∞∑
|β|=0
Eβ
β!
tβ
 +∞∑
|γ|=0
2|γ|
γ!
(
x− 1
2
)γ
tγ
 = +∞∑
|σ|=0
2|σ|Eσ(x)
σ!
tσ. (3.26)
Efectuando a multiplicação das séries múltiplas do primeiro membro e igualando os coe-
ficientes das potências de t obtém-se o resultado (3.24) enunciado.
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De modo análogo, pelas funções geradoras dos polinómios e dos números de Genocchi,
se demonstra (3.25).
Consideremos os operadores 4 := T − Id e ∇ := T + Id, onde Id é o operador
identidade e T é o operador shift que actua simultaneamente sobre todas as variáveis,
isto é,
Tf(x) = f(x+ 1) := f(x1 + 1, . . . , xr + 1).
Proposição 3.5
4Bσ(x) =
r∑
k=1
σkx
σ−1k , (3.27)
∇Eσ(x) = 2xσ, (3.28)
∇Gσ(x) = 2
r∑
k=1
σkx
σ−1k . (3.29)
Dem. Notando que
+∞∑
|σ|=0
1
σ!
4Bσ(x)tσ = (t1 + · · ·+ tr) [Exp(x+ 1, t)− Exp(x, t)]
Exp(1, t)− 1
= (t1 + · · ·+ tr) Exp(x, t)
=
r∑
k=1
 +∞∑
|σ|=0
xσ
σ!
tσ+1k

=
r∑
k=1
 +∞∑
|σ|=0
xσ−1k
(σ − 1k)!t
σ
 ,
onde xσk−1k = 0 e (σk − 1)! = 1 se σk − 1 < 0, e comparando os coeficientes de tσ em
+∞∑
|σ|=0
1
σ!
4Bσ(x)tσ =
+∞∑
|σ|=0
(
r∑
k=1
xσ−1k
(σ − 1k)!
)
tσ
obtém-se
4Bσ(x) =
r∑
k=1
σkx
σ−1k .
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A igualdade (3.28) deduz-se de
+∞∑
|σ|=0
1
σ!
∇Eσ(x)tσ = 2 [Exp(x+ 1, t) + Exp(x, t)]
Exp(1, t) + 1
= 2 Exp(x, t)
= 2
+∞∑
|σ|=0
xσ
σ!
tσ.
De modo análogo também se prova (3.29).
Proposição 3.6 Seja h = (h1, . . . , hr) ∈ Rr. Então
Bσ(x+ h) =
σ1∑
β1=0
. . .
σr∑
βr=0
(
σ
β
)
Bβ(x)h
σ−β (3.30)
Eσ(x+ h) =
σ1∑
β1=0
. . .
σr∑
βr=0
(
σ
β
)
Eβ(x)h
σ−β (3.31)
Gσ(x+ h) =
σ1∑
β1=0
. . .
σr∑
βr=0
(
σ
β
)
Gβ(x)h
σ−β. (3.32)
Dem. De acordo com a definição de polinómios de Bernoulli multidimensionais e (3.8),
(t1 + · · ·+ tr) Exp(x, t)
Exp(1, t)− 1 Exp(h, t) =
+∞∑
|σ|=0
1
σ!
Bσ(x+ h)t
σ.
Multiplicando as séries formais múltiplas correspondentes aos dois factores do primeiro
membro e posteriormente igualando os coeficientes de tσ, obtém-se (3.30).
As demonstrações de (3.31) e (3.32) são análogas, tomando como ponto de partida as
definições de polinómios de Euler e de Genocchi, respectivamente.
Em particular, para h = 1 tem-se
Bσ(x+ 1) =
σ1∑
β1=0
. . .
σr∑
βr=0
(
σ
β
)
Bβ(x) (3.33)
Eσ(x+ 1) =
σ1∑
β1=0
. . .
σr∑
βr=0
(
σ
β
)
Eβ(x) (3.34)
Gσ(x+ 1) =
σ1∑
β1=0
. . .
σr∑
βr=0
(
σ
β
)
Gβ(x). (3.35)
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Proposição 3.7
Bσ(1− x) = (−1)|σ|Bσ(x) (3.36)
Eσ(1− x) = (−1)|σ|Eσ(x) (3.37)
Gσ(1− x) = (−1)|σ|+1Gσ(x). (3.38)
Dem. A definição de polinómios de Bernoulli multidimensionais permite escrever
(t1 + · · ·+ tr) Exp(1− x, t)
Exp(1, t)− 1 =
+∞∑
|σ|=0
1
σ!
Bσ(1− x)tσ,
ou seja,
−(t1 + · · ·+ tr) Exp(x,−t)
Exp(1,−t)− 1 =
+∞∑
|σ|=0
1
σ!
Bσ(1− x)tσ.
Esta igualdade é equivalente a
+∞∑
|σ|=0
(−1)|σ|
σ!
Bσ(x)t
σ =
+∞∑
|σ|=0
1
σ!
Bσ(1− x)tσ
donde se conclui (3.36), igualando os coeficientes de tσ.
As igualdades (3.37) e (3.38) demonstram-se de modo inteiramente análogo, bastando
usar a função geradora adequada dos polinómios de Euler e Genocchi, respectivamente.
Desta Proposição, fazendo x = 0 em (3.36) e (3.38) tem-se, analogamente ao que
ocorre no caso unidimensional, que
Bσ(1) = (−1)|σ|Bσ(0) = (−1)|σ|Bσ
e
Gσ(1) = (−1)|σ|+1Gσ(0) = (−1)|σ|+1Gσ.
Também, fazendo x = 1
2
:=
(
1
2
, . . . , 1
2
)
em (3.37) se obtém
Eσ
(
1
2
)
= (−1)|σ|Eσ
(
1
2
)
,
e, portanto, mais uma vez se conclui que se |σ| é ímpar os números de Euler correspon-
dentes são nulos.
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Relações entre os polinómios multidimensionais de Bernoulli, Euler e Genocchi podem
ser sintetizadas na seguinte proposição.
Proposição 3.8
i)
r∑
k=1
σkEσ−1k(x) = 2
|σ|
[
Bσ
(
1
2
(x+ 1)
)
−Bσ
(
1
2
x
)]
. (3.39)
ii)
r∑
k=1
σkEσ−1k(x) = Gσ(x). (3.40)
Dem. Pela função geradora dos polinómios multidimensionais de Bernoulli,
+∞∑
|σ|=0
1
σ!
[
Bσ
(
1
2
(x+ 1)
)
−Bσ
(
1
2
x
)]
tσ =
=
(t1 + · · ·+ tr)
[
Exp
(
1
2
(x+ 1), t
)− Exp (1
2
x, t
)]
Exp(1, t)− 1
=
(t1 + · · ·+ tr) Exp
(
1
2
x, t
) [
Exp
(
1
2
, t
)− 1]
Exp(1, t)− 1
=
2 Exp
(
1
2
x, t
)
Exp
(
1
2
, t
)
+ 1
t1 + · · ·+ tr
2
,
ou seja,
+∞∑
|σ|=0
1
σ!
[
Bσ
(
1
2
(x+ 1)
)
−Bσ
(
1
2
x
)]
tσ =
=
 +∞∑
|σ|=0
1
2|σ|σ!
Eσ(x)t
σ
 t1 + · · ·+ tr
2
=
+∞∑
|σ|=0
1
2|σ|+1σ!
Eσ(x)t
σ+11 + · · ·+
+∞∑
|σ|=0
1
2|σ|+1σ!
Eσ(x)t
σ+1r
=
+∞∑
|σ|=0
1
2|σ|σ!
[σ1Eσ−11(x) + · · ·+ σrEσ−1r(x)] tσ,
onde Eσ−1k(x) = 0 e (σk − 1)! = 1 se σk − 1 < 0, k = 1, . . . , r. Portanto, comparando os
coeficientes de tσ, obtém-se (3.39).
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Analogamente, pela função geradora dos polinómios de Genocchi multidimensionais
+∞∑
|σ|=0
Gσ(x)
tσ
σ!
= (t1 + · · ·+ tr) 2 Exp(x, t)
Exp(1, t) + 1
= (t1 + · · ·+ tr)
+∞∑
|σ|=0
1
σ!
Eσ(x)t
σ
=
+∞∑
|σ|=0
1
σ!
Eσ(x)t
σ+11 + · · ·+
+∞∑
|σ|=0
1
σ!
Eσ(x)t
σ+1r
1
=
+∞∑
|σ|=0
1
(σ − 11)!Eσ−11(x)t
σ + · · ·+
+∞∑
|σ|=0
1
(σ − 1r)!Eσ−1r(x)t
σ.
Assim, conclui-se que
+∞∑
|σ|=0
1
σ!
[
r∑
k=0
σkEσ−1k(x)
]
tσ =
+∞∑
|σ|=0
1
σ!
Gσ(x)t
σ
e, portanto,
r∑
k=0
σkEσ−1k(x) = Gσ(x).
Polinómios de Laguerre multidimensionais
Pretendemos aqui generalizar para várias variáveis o conjunto de polinómios de
Laguerre {Qn(x)}n∈N0 = {(−1)nn!L(α−n)n (x)}n∈N0 , α > −1 contido na classe de Appell.
Definição 3.7 Sejam t,x ∈ Rr, σ ∈ Nr0 e a = (α, α, . . . , α), α > −1. Os polinómios de
Laguerre multidimensionais Qσ(x) = (−1)|σ|σ!L(a−σ)σ (x), são definidos como coeficientes
da série de potências formal múltipla
Exp(x, t) = (1− (t1 + · · ·+ tr))−α
 +∞∑
|σ|=0
Qσ(x)
tσ
σ!
 . (3.41)
Desta definição obtém-se
+∞∑
|β|=0
xβ
tβ
β!
=
+∞∑
|β|=0
( ∑
γ+σ=β
(α)|γ|Qσ(x)
γ!σ!
)
tβ,
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ou seja, a relação entre os polinómios L(a−σ)σ (x) e as potências x é dada por
∑
γ+σ=β
(α)|γ|(−1)|σ|L(a−σ)σ (x)
γ!
=
1
β!
xβ. (3.42)
Observação 3.7 Tal como no caso dos polinómios de Bernoulli, Euler e Genocchi,
(3.42) pode escrever-se na forma
β1∑
σ1=0
. . .
βr∑
σr=0
(
β
σ
)
(α)|β−σ|Qσ(x) = xβ.
A partir de (3.42) podem determinar-se polinómios de Laguerre multidimensionais
Qσ(x) dos quais se apresentam alguns representantes na Secção B.4 do APÊNDICE B.
Observação 3.8 O conjunto dos polinómios de Laguerre multidimensionais Qσ(x) con-
tém r cópias dos polinómios unidimensionais Qn(x), n>0.
Escrevendo (3.41) na forma
(1− (t1 + · · ·+ tr))α Exp(x, t) =
+∞∑
|σ|=0
Qσ(x)
tσ
σ!
obtém-se a seguinte expressão explícita para os polinómios de Laguerre Qσ(x):
Qσ(x) =
σ1∑
β1=0
· · ·
σr∑
βr=0
(
σ
β
)
(−1)|β|α(|β|)xσ−β, (3.43)
onde α(n) denota o factorial descendente, ou seja, α(n) := α(α−1) · · · (α−n+1), α(0) = 1
([94]).
Como Qσ(x) são de Appell, com f(t) = (1−(t1+· · ·+tr))α, então também é verificada
a proposição:
Proposição 3.9 Os polinómios Qσ(x), σ ∈ Nr0 satisfazem a igualdade
∂
∂xk
Qσ(x) = σkQσ−1k(x),
para k = 1, . . . , r, onde o segundo membro é zero se σk = 0.
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Proposição 3.10 Seja h ∈ Rr. Então
Qσ(x+ h) =
σ1∑
β1=0
· · ·
σr∑
βr=0
(
σ
β
)
Qβ(x)h
σ−β.
Dem. Iniciando com a definição de polinómios de Laguerre multidimensionais, a prova
é análoga à da Proposição 3.6.
Polinómios de Hermite multidimensionais
Consideremos os conjuntos de polinómios de Hermite {Hn(x)}n∈N0 e {Ĥn(x)}n∈N0
referidos no Capítulo 2. Obteremos aqui generalizações destes conjuntos para várias
variáveis e vários índices.
Definição 3.8 Sejam t,x ∈ Rr e σ ∈ Nr0. Os polinómios de Hermite multidimensionais
Hσ(x), são definidos como coeficientes da série de potências formal múltipla
Exp(−1
2
t, t) Exp(x, t) =
+∞∑
|σ|=0
Hσ(x)t
σ
σ!
. (3.44)
Esta definição generaliza para várias variáveis os polinómios Hn(x). Analogamente,
com uma pequena alteração na função geradora, podem definir-se os polinómios Ĥσ(x)
como coeficientes das série múltipla
Exp(−1
4
t, t) Exp(x, t) =
+∞∑
|σ|=0
Ĥσ(x)
tσ
σ!
, (3.45)
que generalizam os polinómios unidimensionais Ĥn(x).
Da Definição 3.8 obtém-se a seguinte expressão explícita para os polinómios Hσ(x),
Hσ(x) =
∑
2β+γ=σ
σ!(−1)|β|xγ
2|β|β!γ!
(3.46)
ou
Hσ(x) =
[σ12 ]∑
β1=0
. . .
[σr2 ]∑
βr=0
σ!(−1)|β|xσ−2β
2|β|β!(σ − 2β)! . (3.47)
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que generaliza (2.42). De modo semelhante, Ĥσ(x) pode exprimir-se na forma
Ĥσ(x) =
∑
2β+γ=σ
σ!(−1)|β|xγ
4|β|β!γ!
. (3.48)
Alguns elementos do conjunto {Hσ(x)} são apresentados na Secção B.5 do APÊN-
DICE B.
Qualquer dos tipos de polinómios de Hermite multidimensionais que definimos cons-
tituem conjuntos de Appell, como revela a estrutura da sua função geradora. Em con-
sequência podemos enunciar a seguinte proposição:
Proposição 3.11
∂
∂xk
Hσ(x) = σkHσ−1k(x) (3.49)
∂
∂xk
Ĥσ(x) = σkĤσ−1k(x),
para k = 1, . . . , r, onde os segundos membros são zero se σk = 0.
A extensão dos polinómios clássicos de Hermite (2.36) para várias variáveis baseada
na função geradora
F (x, t) ≡ Exp(2xt,−t2) =
+∞∑
|σ|=0
Hσ(x)
tσ
σ!
, (3.50)
permite a representação explícita de tais polinómios do seguinte modo:
Hσ(x) =
[σ12 ]∑
β1=0
· · ·
[σr2 ]∑
βr=0
(−1)|β|σ!2|σ−2β|xσ−2β
β!(σ − 2β)! .
Da comparação desta igualdade com (3.47) e (3.48) obtêm-se as relações
Hσ(x) = (
√
2)−|σ|Hσ
(
x√
2
)
(3.51)
Ĥσ(x) = 2
−|σ|Hσ (x) .
Além disso, a função geradora F ≡ F (x, t) satisfaz as equações diferenciais
∂F
∂tk
− (2xk − 2tk)F = 0, k = 1, . . . , r,
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donde, usando (3.50), se obtém sucessivamente
∂
∂tk
+∞∑
|σ|=0
Hσ(x)
tσ
σ!
− (2xk − 2tk)
+∞∑
|σ|=0
Hσ(x)
tσ
σ!
= 0,
+∞∑
|σ|=0
Hσ+1k(x)
tσ
σ!
− 2xk
+∞∑
|σ|=0
Hσ(x)
tσ
σ!
+ 2σk
∑
|σ|=0
Hσ−1k(x)
tσ
σ!
= 0,
ou seja, verifica-se a relação de recorrência a três termos
Hσ+1k(x)− 2xkHσ(x) + 2σkHσ−1k(x) = 0, (3.52)
onde Hσ−1k = 0 se σk − 1 < 0, k = 1, . . . , r.
Proposição 3.12
Hσ+1k(x)− xkHσ(x) + σkHσ−1k(x) = 0, (3.53)
considerando Hσ−1k(x) = 0 se σk − 1 < 0, k = 1, . . . , r.
Dem. Usando (3.52) e conjugando com a relação (3.51) entre os polinómios Hσ(x) e
Hσ(x), conclui-se o resultado enunciado.
Proposição 3.13
Hσ(−x) = (−1)|σ|Hσ(x).
Dem. Obtém-se directamente de (3.46).
Por (3.53) e (3.49) tem-se que, para cada k = 1, . . . , r,
Hσ+1k(x) = xkHσ(x)−
∂
∂xk
Hσ(x).
Derivando ambos os membros desta igualdade em ordem a xk e usando novamente (3.49)
obtém-se
(σk + 1)Hσ(x) = Hσ(x) + xk ∂
∂xk
Hσ(x)− ∂
2
∂x2k
Hσ(x),
ou seja,
∂2
∂x2k
Hσ(x)− xk ∂
∂xk
Hσ(x) + σkHσ(x) = 0.
Daqui resulta que Hσ(x) é uma solução particular da equação diferencial de segunda
ordem
∂2
∂x2k
f(x)− xk ∂
∂xk
f(x) + σkf(x) = 0.
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Polinómios de Legendre multidimensionais
Como já referido anteriormente, os polinómios de Legendre de uma variável es-
tão relacionados com a função de Bessel de primeira espécie e ordem zero, J0(y) =
0F1
(−; 1;−1
4
y2
)
. Sendo nosso objectivo generalizar para o caso multidimensional os po-
linómios modificados de Legendre P˜n(z) (ver Proposição 2.5), houve necessidade de
relacionar esses polinómios com uma função de Bessel em várias variáveis.
Consideremos o produto das funções
J0(y1)J0(y2) · · · J0(yr) =
r∏
k=1
0F1
(
−; 1;−1
4
y2k
)
=
+∞∑
|σ|=0
(−1)|σ|y2σ11 · · · y2σrr
22|σ|(1)σ1 · · · (1)σrσ1! · · ·σr!
.
Se substituirmos (1)σ1 · · · (1)σr por (1)|σ| obtém-se a função
0F1
(
−; 1;−1
4
r∑
k=1
y2k
)
≡ J0
√√√√ r∑
k=1
y2k
 .
De facto,
0F1
(
−; 1;−1
4
r∑
k=1
y2k
)
=
+∞∑
n=0
(−1)n(y21 + · · ·+ y2r)n
22n(1)nn!
=
+∞∑
n=0
(−1)n
22n(n!)2
∑
|σ|=n
(
n
σ
)
y2σ

=
+∞∑
|σ|=0
(−1)|σ|y2σ
22|σ||σ|!σ! ,
onde y = (y1, y2, . . . , yr).
Esta ideia já havia sido usada em [105] ao substituir no produto de funções hiperge-
ométricas
2F1(a, b; c;x)2F1(a
′, b′; c′; y) =
+∞∑
m+n=0
(a)m(a
′)n(b)m(b′)n
(c)m(c′)n
xmyn
m!n!
um ou mais dos pares
(a)m(a
′)n, (b)m(b′)n, (c)m(c′)n
3.2. NOVOS POLINÓMIOS DE APPELL MULTIDIMENSIONAIS 101
por
(a)m+n, (b)m+n, (c)m+n,
para obter novas funções em duas variáveis, nomeadamente as funcões de Appell.
Definição 3.9 Sejam t,x ∈ Rr e σ ∈ Nr0. Os polinómios de Legendre multidimensionais
Pσ(x) são definidos como coeficientes da série de potências formal múltipla
J0
√√√√ r∑
k=1
t2k(1− x2k)
Exp(x, t) = +∞∑
|σ|=0
Pσ(x)
tσ
σ!
. (3.54)
A partir de (3.54) deduz-se que
Pσ(x) =
∑
2β+γ=σ
σ!(−1)|β|xγXβ
22|β||β|!β!γ!
=
[σ12 ]∑
β1=0
· · ·
[σr2 ]∑
βr=0
σ!(−1)|β|xσ−2βXβ
22|β||β|!β!(σ − 2β)! ,
X = (1− x21, 1− x22, . . . , 1− x2r).
A partir de {Pσ(x)}, usando um procedimento análogo ao do caso unidimensional, po-
demos gerar um conjunto de polinómios de Legendre que é simultaneamente um conjunto
de Appell.
Proposição 3.14 Sejam w = (w1, w2, . . . , wr) ∈ Rr, W =
(
w1√
w21+1
, . . . , wr√
w2r+1
)
∈
Rr e σ ∈ Nr0. O conjunto {P˜σ(w)} ≡
{
Pσ (W )
∏r
k=1(w
2
k + 1)
σk
2
}
é um conjunto de
polinómios de Appell multidimensionais.
Dem. Fazendo em (3.54) as mudanças de variáveis
tk = τk
√
w2k + 1 e xk =
wk√
w2k + 1
, k = 1, 2, . . . , r, (3.55)
obtém-se
J0
√√√√ r∑
k=1
τ 2k
Exp(w, τ) = +∞∑
|σ|=0
Pσ (W )
r∏
k=1
(w2k + 1)
σk
2
τσ
σ!
, (3.56)
τ = (τ1, . . . , τr). Assim, de acordo com a Definição (3.5), {P˜σ(w)} é um conjunto de
Appell.
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De (3.56), função geradora de P˜σ(w), obtém-se a fórmula
P˜σ(w) =
∑
2β+γ=σ
σ!(−1)|β|wγ
22|β||β|!β!γ! ,
ou seja,
P˜σ(w) =
[σ12 ]∑
β1=0
. . .
[σr2 ]∑
βr=0
σ!(−1)|β|wσ−2β
22|β||β|!β!(σ − 2β)! . (3.57)
Alguns exemplares destes polinómios apresentam-se na Secção B.6 do APÊNDICE B.
Polinómios de Chebyshev de primeira e de segunda espécies multidimensio-
nais
Consideremos agora os seguintes produtos de funções hipergeométricas
r∏
k=1
0F1
(
−; 1
2
;−1
4
y2k
)
=
+∞∑
|σ|=0
(−1)|σ|y2σ11 · · · y2σrr
22|σ|(1
2
)σ1 · · · (12)σrσ1! · · · σr!
(3.58)
e
r∏
k=1
0F1
(
−; 3
2
;−1
4
y2k
)
=
+∞∑
|σ|=0
(−1)|σ|y2σ11 · · · y2σrr
22|σ|(3
2
)σ1 · · · (32)σrσ1! · · ·σr!
. (3.59)
À semelhança do que foi feito no caso dos polinómios de Legendre, substituindo
(1
2
)σ1 · · · (12)σr por (12)|σ| em (3.58) e (32)σ1 · · · (32)σr por (32)|σ| em (3.59), obtêm-se as funções
0F1
(
−; 1
2
;−1
4
r∑
k=1
y2k
)
≡ cos
√√√√ r∑
k=1
y2k
 (3.60)
e
0F1
(
−; 3
2
;−1
4
r∑
k=1
y2k
)
≡
sin
(√∑r
k=1 y
2
k
)
√∑r
k=1 y
2
k
, (3.61)
respectivamente ([99]).
Definição 3.10 Sejam t,x ∈ Rr e σ ∈ Nr0. Os polinómios de Chebyshev de primeira
espécie, Tσ(x), e os de segunda espécie, Uσ(x), multidimensionais são definidos como
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coeficientes das séries de potências formais
cosh
√√√√ r∑
k=1
t2k(x
2
k − 1)
Exp(x, t) = +∞∑
|σ|=0
Tσ(x)
tσ
σ!
(3.62)
e
sinh
(√∑r
k=1 t
2
k(x
2
k − 1)
)
√∑r
k=1 t
2
k(x
2
k − 1)
Exp(x, t) =
+∞∑
|σ|=0
Uσ(x)
1∏r
k=1(σk + 1)
tσ
σ!
, (3.63)
respectivamente.
Esta definição permite obter para estes polinómios as seguintes fórmulas explícitas:
Tσ(x) =
∑
2β+γ=σ
σ!|β|!(−1)|β|Xβxγ
(2|β|)!β!γ!
=
[σ12 ]∑
β1=0
· · ·
[σr2 ]∑
βr=0
σ!|β|!(−1)|β|Xβxσ−2β
(2|β|)!β!(σ − 2β)!
e
Uσ(x) =
∑
2β+γ=σ
(σ + 1)!|β|!(−1)|β|Xβxγ
(2|β|+ 1)!β!γ!
=
[σ12 ]∑
β1=0
· · ·
[σr2 ]∑
βr=0
(σ + 1)!|β|!(−1)|β|Xβxσ−2β
(2|β|+ 1)!β!(σ − 2β)! .
Aplicando a (3.62) as mesmas mudanças de variáveis (3.55), usadas no caso dos poli-
nómios de Legendre multidimensionais, obtém-se
cosh
i
√√√√ r∑
k=1
τ 2k
Exp(w, τ) = +∞∑
|σ|=0
Tσ (W )
r∏
k=1
(w2k + 1)
σk
2
τσ
σ!
,
onde i é a unidade imaginária, ou
cos
√√√√ r∑
k=1
τ 2k
Exp(w, τ) = +∞∑
|σ|=0
Tσ (W )
r∏
k=1
(w2k + 1)
σk
2
τσ
σ!
. (3.64)
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Analogamente, de (3.63) vem que
sinh
(
i
√∑r
k=1 τ
2
k
)
i
√∑r
k=1 τ
2
k
Exp(w, τ) =
+∞∑
|σ|=0
Uσ (W )
r∏
k=1
(w2k + 1)
σk
2
σk + 1
τσ
σ!
,
ou seja,
sin
(√∑r
k=1 τ
2
k
)
√∑r
k=1 τ
2
k
Exp(w, τ) =
+∞∑
|σ|=0
Uσ (W )
r∏
k=1
(w2k + 1)
σk
2
σk + 1
τσ
σ!
. (3.65)
Por (3.60) e (3.61), (3.64) e (3.65) podem representar-se usando a função hipergeo-
métrica, respectivamente, por
0F1
(
−; 1
2
;−1
4
r∑
k=1
τ 2k
)
Exp(w, τ) =
+∞∑
|σ|=0
Tσ (W )
r∏
k=1
(w2k + 1)
σk
2
τσ
σ!
e
0F1
(
−; 3
2
;−1
4
r∑
k=1
τ 2k
)
Exp(w, τ) =
+∞∑
|σ|=0
Uσ (W )
r∏
k=1
(w2k + 1)
σk
2
σk + 1
τσ
σ!
.
Como as funções geradoras dos polinómios Tσ (W )
∏r
k=1(w
2
k+1)
σk
2 e Uσ (W )
∏r
k=1
(w2k+1)
σk
2
σk+1
estão na forma (3.9), podemos enunciar a seguinte proposição:
Proposição 3.15 Sejam w = (w1, w2, . . . , wr) ∈ Rr, W =
(
w1√
w21+1
, . . . , wr√
w2r+1
)
∈
Rr e σ ∈ Nr0. Os conjuntos de polinómios {T˜σ(w)} ≡
{
Tσ (W )
∏r
k=1(w
2
k + 1)
σk
2
}
e
{U˜(w)} ≡ {Uσ (W )
∏r
k=1
(w2k+1)
σk
2
σk+1
} são conjuntos de Appell multidimensionais.
As funções geradoras (3.64) e (3.65) permitem ainda deduzir
T˜σ(w) =
∑
2β+γ=σ
σ!(−1)|β||β|!wγ
(2|β|)!β!γ!
=
[σ12 ]∑
β1=0
. . .
[σr2 ]∑
βr=0
σ!(−1)|β||β|!wσ−2β
(2|β|)!β!(σ − 2β)! (3.66)
e
U˜σ(w) =
∑
2β+γ=σ
σ!(−1)|β||β|!wγ
(2|β|+ 1)!β!γ!
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=
[σ12 ]∑
β1=0
. . .
[σr2 ]∑
βr=0
σ!(−1)|β||β|!wσ−2β
(2|β|+ 1)!β!(σ − 2β)! . (3.67)
Exemplos destes polinómios apresentam-se nas secções B.7 e B.8 do APÊNDICE B.

Capítulo 4
Representação Matricial de Polinómios
de Appell Multidimensionais
4.1 Representação matricial de polinómios bidimensi-
onais
Após o estudo do caso unidimensional, onde a matriz H desempenha um papel
central na representação matricial de polinómios de Appell, propomos nesta secção o
desenvolvimento de um formalismo matricial e unificador para polinómios de Appell em
duas variáveis e dois índices baseado numa generalização adequada de H.
Sabendo que as matrizes de Pascal estão intimamente ligadas com a matriz H e
dado que um estudo preliminar sobre polinómios de Euler e Bernoulli hipercomplexos
([90], [91]) permitiu obter generalizações das matrizes de Pascal até aí inexistentes, a
fase seguinte foi estabelecer ligação entre estas matrizes e uma matriz que constitui a
pretendida generalização de H.
Nesta dissertação seguiremos um caminho inverso. Começaremos com a introdução
de uma generalização de H satisfazendo propriedades que possibilitam chegar às genera-
lizações das matrizes de Pascal obtidas em [90] e [91].
Apesar de nos centrarmos no caso bidimensional o referido formalismo é generalizável
para polinómios com mais de duas variáveis, implicando para tal o uso de matrizes de
maiores dimensões, como veremos adiante (Secção 4.2).
As matrizes que iremos definir e que constituem a base da nossa abordagem, podem
ter dimensão infinita, no entanto, restringiremos a sua dimensão a um número finito, o
que corresponde a restringir também o grau dos polinómios a representar.
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4.1.1 Matrizes especiais de blocos
Definição 4.1 Sejam H, I ≡ Im+1 e O ≡ Om+1 a matriz de criação, a matriz identidade
e a matriz nula de ordem m+ 1, respectivamente. A matriz H = [Hst] definida por
Hst =

H , s = t
sI , s = t+ 1
O , s 6= t ∧ s 6= t+ 1,
(s, t = 0, 1, . . . ,m), é dita matriz bloco de criação de ordem (m+ 1)2.
Por conseguinte, a estrutura de H é como a seguir se representa:
H =

H O O · · · O O
I H O · · · O O
O 2I H · · · O O
...
...
. . . . . .
...
...
...
...
...
. . . H O
O O O · · · mI H

.
Observação 4.1 O bloco st da matriz H, Hst, pode obter-se por (Es)THEt, s, t =
0, 1, . . . ,m.18
A estrutura da matriz H sugere a sua decomposição na forma H = H1 + H2, onde
H1 = [(H1)st] é a matriz bloco diagonal definida por
(H1)st =
{
H , s = t
O , s 6= t
e H2 = [(H2)st] é definida por
(H2)st =
{
sI , s = t+ 1
O , s 6= t+ 1 ,
(s, t = 0, 1, . . . ,m).
18Ek são os vectores de blocos (1.7) com k = 0, . . . ,m.
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Lema 4.1 Seja k ∈ N. As potências de expoente natural das matrizes H1 e H2, isto é,
Hk1 =
[
(Hk1)st
]
e Hk2 =
[
(Hk2)st
]
, são obtidas, respectivamente, por
(Hk1)st =
{
Hk , s = t
O , s 6= t (4.1)
e
(Hk2)st =
{
s!
t!
I , s = t+ k
O , s 6= t+ k , (4.2)
(s, t = 0, 1, . . . ,m), respectivamente.
Dem. Usemos o método de indução sobre k.
A veracidade de (4.1) para k = 1 é de verificação imediata.
Sendo
(Hk+11 )st = (Hk1H1)st =
m∑
n=0
(
Hk1
)
sn
(H1)nt ,
e porque apenas as parcelas em que s = n e n = t são não nulas, então
(
Hk+11
)
st
= HkH = Hk+1, s = t,
ficando provada (4.1).
Analogamente, se em (4.2) se considerar k = 1,
(H2)st =
{
s!
t!
I , s = t+ 1
O , s 6= t+ 1 ,
=
{
sI , s = t+ 1
O , s 6= t+ 1 ,
que é uma proposição verdadeira.
Sendo
(Hk+12 )st =
m∑
n=0
(
Hk2
)
sn
(H2)nt ,
e como apenas as parcelas em que s = n + k e n = t + 1, isto é, s = t + k + 1, são não
nulas, então (
Hk+12
)
st
=
s!
n!
I
n!
t!
I =
s!
t!
I, s = t+ k + 1
e, portanto,
(Hk+12 )st =
{
s!
t!
I , s = t+ k + 1
O , s 6= t+ k + 1 ,
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concluindo-se a demonstração de (4.2).
Proposição 4.1 As matrizes, de ordem (m + 1)2, H1 e H2 são nilpotentes de ordem
m+ 1.
Dem. Como H é nilpotente de ordem m + 1, atendendo ao Lema 4.1, H1 é também
nilpotente de ordem m+ 1.
Relativamente a H2, sendo O ≡ O(m+1)2 a matriz nula de ordem (m + 1)2, verifica-
se que Hm2 6= O porque (Hm2 )m0 = m!I. Contudo, se k ≥ m + 1,
(
Hk2
)
st
= O, pois
s 6= t + k,∀s, t ∈ {0, . . . ,m} e, portanto, Hk2 = O, ou seja, H2 é nilpotente de ordem
m+ 1.
Lema 4.2 As matrizes, de ordem (m+ 1)2, H1 e H2 são permutáveis.
Dem. Sendo H1 uma matriz bloco diagonal em que os blocos diagonais são a matriz H
de ordem m+ 1, a sua multiplicação à esquerda (direita) por outra matriz, com a mesma
dimensão e particionada do mesmo modo, equivale a multiplicar à esquerda (direita) H
por cada bloco dessa matriz. Como os blocos de H2 são nulos ou múltiplos da matriz
identidade, permutam com H e, portanto, H1H2 = H2H1.
Lema 4.3 Sejam k, l ∈ N. A matriz Hk1Hl2 =
[(
Hk1Hl2
)
st
]
, produto de potências de
expoente natural de H1 e H2, é obtida por
(Hk1Hl2)st =
{
s!
t!
Hk , s = t+ l
O , s 6= t+ l , (4.3)
(s, t = 0, 1, . . . ,m).
Dem. Efectuando a multiplicação das matrizes Hk1 e Hl2 obtém-se
(Hk1Hl2)st =
m∑
n=0
(Hk1)sn(Hl2)nt,
onde as parcelas não nulas (no caso de k, l < m+1) são aquelas em que s = n e n = t+ l,
isto é, s = t+ l. Então
(Hk1Hl2)st = Hk
s!
t!
I =
s!
t!
Hk, s = t+ l,
ficando demonstrado (4.3).
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Observação 4.2 Atendendo à nilpotência de H1 e H2, se k ≥ m+1 ou l ≥ m+1, então
Hk1Hl2 = O.
Lema 4.4 Sejam k ∈ N e H a matriz bloco de criação de ordem (m+ 1)2. Então
Hk =
k∑
n=0
(
k
n
)
Hk−n1 Hn2 . (4.4)
Dem. A igualdade decorre do facto de H = H1 +H2 e Hk1,Hl2, k, l ∈ N0, serem permutá-
veis.
Observação 4.3 Resulta dos Lemas 4.1 e 4.4 que H01 = H02 = I e H0 = (H1 +H2)0 = I,
respectivamente, sendo I ≡ I(m+1)2.
Proposição 4.2 A matriz H, de ordem (m+ 1)2, é nilpotente de ordem 2m+ 1, isto é,
H2m 6= O, mas Hk = O se k ≥ 2m+ 1.
Dem. Sendo k = 2m, pelo Lema 4.4,
H2m =
2m∑
n=0
(
2m
n
)
H2m−n1 Hn2 .
Se n = m, por (4.3), Hm1 Hm2 6= O, ou seja, H2m 6= O.19
Provemos agora, por indução, que Hk = O se k ≥ 2m+ 1. Sendo k = 2m+ 1,
H2m+1 =
2m+1∑
n=0
(
2m+ 1
n
)
H2m+1−n1 Hn2 .
Se n ≤ m, então 2m + 1 − n ≥ m + 1 e H2m+1−n1 = O. Se n > m, então Hn2 = O.
Logo, H2m+1 = O.
É imediato que, para v ∈ N, se H2m+v = O então H2m+v+1 = O, o que termina a
demonstração.
Além da nilpotência, várias são as propriedades de H que se podem deduzir e que
generalizam as já conhecidas da matriz H (ver [2], [82]).
Proposição 4.3 Seja H a matriz bloco de criação de ordem (m+ 1)2 e
Ei = [O · · ·O I O · · · O]T ,
19Se n < m ou n > m, as parcelas H2m−n1 Hn2 são nulas. Com efeito, se n < m, então 2m − n > m e
H2m−n1 = O (porque H1 é nilpotente de ordem m+ 1). Se n > m, então também Hn2 = O.
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i = 0, 1, . . ., o vector de m + 1 blocos de ordem m + 1, onde o i-ésimo bloco é a matriz
identidade e os restantes blocos são matrizes nulas. Supõe-se ainda que Ei é o vector de
blocos nulo se i > m. Então, para cada t = 0, 1, . . . ,m,
i)
HEt = EtH + (t+ 1)Et+1 (4.5)
ii)
HkEt =
k∑
j=0
(
k
j
)
(t+ k − j)!
t!
Et+k−jHj, k ∈ N. (4.6)
Dem.
i) HEt é o t−ésimo bloco coluna da matriz H, isto é,
HEt = [H0t H1t · · · Htt H(t+1)t · · · Hmt]T
= [O O · · · H (t+ 1)I · · · O]T
= EtH + (t+ 1)Et+1.
ii) Se k = 1, atendendo a i), de imediato se verifica que a proposição é verdadeira.
Suponhamos agora, que ii) é verificada para k = n. Então,
Hn+1Et = H(HnEt)
=
n∑
j=0
(
n
j
)
(t+ n− j)!
t!
HEt+n−jHj
=
n∑
j=0
(
n
j
)
(t+ n− j)!
t!
[
Et+n−jHj+1 + (t+ n+ 1− j)Et+n+1−jHj
]
=
(
n
0
)
(t+ n+ 1)!
t!
Et+n+1 +
[(
n
0
)
+
(
n
1
)]
(t+ n)!
t!
Et+nH
+
[(
n
1
)
+
(
n
2
)]
(t+ n− 1)!
t!
Et+n−1H2 + · · ·
+
[(
n
n− 1
)
+
(
n
n
)]
(t+ 1)!
t!
Et+1H
n +
(
n
n
)
EtH
n+1
=
n+1∑
j=0
(
n+ 1
j
)
(t+ n+ 1− j)!
t!
Et+n+1−jHj,
logo a proposição é válida para k = n+ 1, o que conclui a demonstração.
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A exponencial de H é uma matriz de blocos com uma estrutura especial relacionada
com a da matriz de Pascal P .
Teorema 4.1 Sejam P a matriz de Pascal de ordem m+1 e A = [Ast] a matriz de blocos
de ordem (m+ 1)2 definida por
Ast =
{ (
s
t
)
P , s ≥ t
O , s < t ,
(s, t = 0, 1, . . . ,m). Então A = eH.
Dem. Atendendo à nilpotência de H,
eH =
2m∑
k=0
Hk
k!
.
Logo,
(eH)st = E
T
s e
HEt
=
2m∑
k=0
ETs HkEt
k!
.
De acordo com (4.6),
(eH)st =
2m∑
k=0
ETs
k!
[
k∑
j=0
(
k
j
)
(t+ k − j)!
t!
Et+k−jHj
]
=
2m∑
k=0
[
k∑
j=0
(t+ k − j)!
j!(k − j)!t! δs,t+k−jIH
j
]
.
Se s < t, então s < t+k−j e δs,t+k−jI = O. Se s ≥ t, quando s = t+k−j, δs,t+k−jI = I.
Então,
(eH)st =
2m∑
k=s−t
s!
(t− s+ k)!(s− t)!t!H
t−s+k
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=
(
s
t
) m∑
h=0
Hh
h!
=
(
s
t
)
P,
ou seja, as entradas correspondentes de eH e A são iguais.
Observação 4.4 A tese deste teorema generaliza para o contexto de matrizes de blocos,
o conhecido resultado eH = P .
Observação 4.5 A matriz A que acabámos de referir tem a forma
A =

P
P
P
...(
m
0
)
P
O
P
2P
...(
m
1
)
P
O
O
P
...(
m
2
)
P
· · ·
· · ·
· · ·
. . .
· · ·
O
O
O
...(
m
m
)
P

,
cuja estrutura é semelhante à da matriz de Pascal
P =

1
1
1
...(
m
0
)
0
1
2
...(
m
1
)
0
0
1
...(
m
2
)
· · ·
· · ·
· · ·
. . .
· · ·
0
0
0
...(
m
m
)

.
Doravante designaremos a matriz A por matriz bloco de Pascal e denotá-la-emos por P.
Designemos por matriz bloco de Pascal simétrica, a matriz definida positiva S = [Sst],
onde
Sst =
(
s+ t
t
)
PP T ,
(s, t = 0, 1, . . . ,m).
À semelhança do caso da matriz de Pascal simétrica, a factorização de Cholesky da
matriz S é o produto PPT .
Proposição 4.4 Consideremos a matriz de blocos, Q = [Qst], de ordem (m + 1)2, defi-
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nida por
Qst =
{ (
s
t
)
(−1)s−tP−1 , s ≥ t
O , s < t ,
(s, t = 0, 1, . . . ,m). Então Q = P−1.
Dem. É de fácil verificação que
(PQ)st =
{
I , s = t
O , s < t ,
(s, t = 0, 1, . . . ,m). Resta mostrar que noutro caso, (PQ)st = O.
Suponhamos que s > t. Então s = t+ n, n > 0, e portanto,
(PQ)st =
n∑
k=0
Pt+n,t+kQt+k,t
=
n∑
k=0
(
t+ n
t+ k
)(
t+ k
t
)
(−1)kPP−1
=
(t+ n)!
t!n!
n∑
k=0
n!
(n− k)!k! (−1)
kI
=
(
t+ n
t
) n∑
k=0
(
n
k
)
(−1)kI
=
(
s
t
)
(1− 1)nI = O.
Assim, (PQ) = I, ou seja, P e Q são matrizes inversas.
Observação 4.6 A entrada ij do bloco st da matriz P será representada por Pstij , isto
é, P = [Pstij ] tal que
Pstij =
{ (
i
j
)(
s
t
)
, i ≥ j ∧ s ≥ t
0 , i < j ∨ s < t ,
(i, j, s, t = 0, 1, . . . ,m). Analogamente, para a matriz inversa de P tem-se P−1 = [(P−1)stij ]
tal que
(P−1)stij =
{ (
i
j
)(
s
t
)
(−1)i−j(−1)s−t , i ≥ j ∧ s ≥ t
0 , i < j ∨ s < t ,
(i, j, s, t = 0, 1, . . . ,m).
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Definição 4.2 Seja (x1, x2) ∈ R2. À matriz de blocos P(x1, x2) = [(P(x1, x2))st] definida
por
(P(x1, x2))st =
{ (
s
t
)
P (x1)x
s−t
2 , s ≥ t
O , s < t ,
(s, t = 0, 1, . . . ,m), onde
(P (x1)x
s−t
2 )ij =
{ (
i
j
)
xi−j1 x
s−t
2 , i ≥ j
0 , i < j ,
(i, j = 0, 1, . . . ,m), chamamos matriz bloco de Pascal generalizada de ordem (m+ 1)2.
Algumas das matrizes anteriormente definidas obtêm-se de P(x1, x2) para valores parti-
culares de (x1, x2). Por exemplo, da Definição 4.2 e da Observação 4.6 conclui-se que
P(0, 0) = I, (4.7)
P(1, 1) = P , (4.8)
P(−1,−1) = P−1. (4.9)
Proposição 4.5 Sejam (x1, x2), (y1, y2) ∈ R2, P(x1, x2) e P(y1, y2) matrizes bloco de
Pascal generalizadas de ordem (m+ 1)2. Então
P(x1, x2)P(y1, y2) = P(x1 + y1, x2 + y2). (4.10)
Dem. A igualdade
(P(x1, x2)P(y1, y2))st = (P(x1 + y1, x2 + y2))st = O
se s < t é imediata.
Se s ≥ t, isto é, s = t+ n, n ≥ 0,
(P(x1, x2)P(y1, y2))st =
n∑
k=0
(P(x1, x2))t+n,t+k (P(y1, y2))t+k,t
=
n∑
k=0
(
t+ n
t+ k
)(
t+ k
t
)
xn−k2 y
k
2P (x1)P (y1),
onde P (x1) e P (y1) são matrizes de Pascal generalizadas de ordem m + 1 nas variáveis
x1 e y1, respectivamente. Além disso, sendo P (x1)P (y1) = P (x1 + y1) ([17]) e aplicando
4.1. REPRESENTAÇÃO MATRICIAL DE POLINÓMIOS BIDIMENSIONAIS 117
o teorema binomial,
(P(x1, x2)P(y1, y2))st =
(t+ n)!
n!t!
n∑
k=0
(
n
k
)
xn−k2 y
k
2P (x1 + y1)
=
(t+ n)!
n!t!
P (x1 + y1)(x2 + y2)
n
=
(
s
t
)
P (x1 + y1)(x2 + y2)
s−t
= (P(x1 + y1, x2 + y2))st ,
o que conclui a demonstração.
Proposição 4.6 Sejam c ∈ Z e k ∈ Z− {0}.
i) P(c, c) = Pc;
ii)
[P( c
k
, c
k
)
]k
= Pc.
Dem.
i) Por (4.7), (4.8) e convencionando que P0 = I, a igualdade é verificada para c = 0
e c = 1.
Supondo que, para c > 1, P(c, c) = Pc,
Pc+1 = PcP = P(c, c)P .
Obviamente que o bloco st, com s < t, desta matriz é a matriz nula de ordem m + 1,
bem como o correspondente bloco da matriz P(c+ 1, c+ 1). Se s ≥ t, usando o produto
das matrizes P(c, c) e P e o teorema binomial, de modo análogo ao da demonstração da
Proposição 4.5,
(Pc+1)
st
=
(
s
t
)
(c+ 1)s−tP (c+ 1)
= (P(c+ 1, c+ 1))st ,
ficando demonstrado por indução que a proposição é verdadeira para c ≥ 0. Por outro
lado, como P(−1,−1) = P−1 prova-se por indução sobre |c| que a proposição também é
válida para c < 0.
ii) Pela Proposição 4.5 e i) ,
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[
P
( c
k
,
c
k
)]k
= P
(
kc
k
,
kc
k
)
= Pc.
Consideremos a matriz de blocos F (x1, x2) = [(F (x1, x2))st] de ordem (m + 1)2, tal
que
(F (x1, x2))st =

x1H , s = t
sx2I , s = t+ 1
O , s 6= t ∧ s 6= t+ 1 ,
(4.11)
(s, t = 0, 1, . . . ,m). Trata-se, portanto, de uma matriz de blocos com a seguinte estrutura:
F (x1, x2) =

x1H
x2I
O
...
...
O
O
x1H
2x2I
...
...
O
O
O
x1H
. . .
...
O
· · ·
· · ·
· · ·
. . .
. . .
· · ·
O
O
O
...
x1H
mx2I
O
O
O
...
O
x1H

.
Observação 4.7 Como se pode verificar a partir de (4.11), F (1, 1) = H.
Observação 4.8 A matriz F (x1, x2) é decomponível na forma F (x1, x2) = x1H1 +x2H2.
Proposição 4.7 Sejam (x1, x2) ∈ R2 e k ∈ N.
i)F (x1, x2)Et = x1EtH + (t+ 1)x2Et+1;
ii) F k(x1, x2)Et =
∑k
j=0
(
k
j
)
(t+k−j)!
t!
xj1x
k−j
2 Et+k−jH
j.
Dem.
i) A prova é inteiramente análoga à da igualdade i) da Proposição 4.3.
ii) Se k = 1, de acordo com i) , a proposição é verdadeira.
Suponhamos que ii) é verificada para k = n. Então,
F n+1(x1, x2)Et = F (x1, x2)(F
n(x1, x2)Et)
= F (x1, x2)
n∑
j=0
(
n
j
)
(t+ n− j)!
t!
xj1x
n−j
2 Et+n−jH
j
=
n∑
j=0
(
n
j
)
(t+ n− j)!
t!
F (x1, x2)Et+n−jHjx
j
1x
n−j
2
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=
n∑
j=0
(
n
j
)
(t+ n− j)!
t!
[x1Et+n−jH + (t+ n+ 1− j)x2Et+n+1−j]Hjxj1xn−j2
=
(
n
0
)
(t+ n+ 1)!
t!
xn+12 Et+n+1 +
[(
n
0
)
+
(
n
1
)]
x1x
n
2
(t+ n)!
t!
Et+nH
+
[(
n
1
)
+
(
n
2
)]
x21x
n−1
2
(t+ n− 1)!
t!
Et+n−1H2 + · · ·
+
[(
n
n− 1
)
+
(
n
n
)]
xn1x2
(t+ 1)!
t!
Et+1H
n +
(
n
n
)
xn+11 EtH
n+1
=
(
n+ 1
0
)
(t+ n+ 1)!
t!
xn+12 Et+n+1 +
(
n+ 1
1
)
(t+ n)!
t!
x1x
n
2Et+nH
+
(
n+ 1
2
)
(t+ n− 1)!
t!
x21x
n−1
2 Et+n−1H
2 + · · ·
+
(
n+ 1
n
)
(t+ 1)!
t!
xn1x2Et+1H
n +
(
n+ 1
n+ 1
)
t!
t!
xn+11 EtH
n+1
=
n+1∑
j=0
(
n+ 1
j
)
(t+ n+ 1− j)!
t!
xj1x
n+1−j
2 Et+n+1−jH
j,
logo a proposição é válida para k = n+ 1, o que conclui a demonstração.
Esta última proposição permite generalizar para duas variáveis, usando matrizes de
blocos, o resultado já conhecido para uma variável, P (x) = exH .
Teorema 4.2 Seja (x1, x2) ∈ R2. A matriz bloco de Pascal generalizada é tal que
P(x1, x2) = eF (x1,x2).
Dem. Usando a Proposição 4.7, a demonstração é análoga à do Teorema 4.1.
4.1.2 Polinómios bidimensionais e matrizes de blocos
O polinómio (3.1), com r = 2, com os seus monómios ordenados colexicografica-
mente pode escrever-se na forma
pn1,n2(x1, x2) = c
Tv,
onde
c = [cn1−i,n2|cn1−i,n2−1| · · · |cn1−i,0]T
e
v = [xi1x
0
2|xi1x2| · · · |xi1xn22 ]T ,
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i = 0, 1, . . . , n1, são vectores bloco.
Centremo-nos agora no caso n1 = n2 = m.
Introduzamos os vectores bloco
p(x) = [pi,0(x)|pi,1(x)| · · · |pi,m(x)]T
e
ξ(xk) = [1 xk · · · xmk ]T ,
k = 1, 2. Então
p(x) = Cvec(ξ(x1)⊗ ξ(x2)T )
= Cξ(x),
onde C = [Cstij ] é a matriz bloco tal que
Cstij =
{
ci−j,s−t , i ≥ j ∧ s ≥ t
0 , i < j ∨ s < t, (4.12)
(i, j, s, t = 0, 1, . . . ,m).
Observação 4.9 O vector ξ(x) é precisamente a primeira coluna da matriz bloco de
Pascal generalizada P(x1, x2).
Em particular, no caso de p(x) ser um vector bloco de polinómios de Appell (3.5), a
matriz C ≡M = [Mstij ] é tal que
Mstij =
{ (
i
j
)(
s
t
)
ci−j,s−t , i ≥ j ∧ s ≥ t
0 , i < j ∨ s < t , (4.13)
(i, j, s, t = 0, 1, . . . ,m).
Assim, a matriz M pode ser encarada como a matriz de transformação do vector que
contém as potências de x1 e x2 ordenadas colexicograficamente, no vector de polinómios
de Appell em duas variáveis.
Teorema 4.3 Sejam x = (x1, x2) ∈ R2, t = (t1, t2) ∈ R2, N = (n1, n2) ∈ N20 um multi-
índice e G(x, t) = f(t)Exp(x, t) a função geradora do conjunto {pN(x)} de polinómios
de Appell, isto é,
f(t)Exp(x, t) =
+∞∑
|N |=0
pN(x)
tN
N !
. (4.14)
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Então a matriz M é tal que M = f(H1,H2).
Consideremos o seguinte Lema auxiliar para a demonstração deste Teorema.
Lema 4.5 Seja k ∈ N0 e t = 0, . . . ,m.
i)Hk1Et = EtHk;
ii) Hk2Et = (k + t)(k)Ek+t =
(k+t)!
t!
Ek+t.
Dem.
i) Decorre imediatamente de (4.1).
ii) Pela definição de H2 tem-se, H2Et = (t+1)Et+1, ou seja, a proposição é verificada
para k = 1.
Suponhamos agora que a proposição é verdadeira para k = n. Então
Hn+12 Et = H2(Hn2Et)
= H2
(n+ t)!
t!
En+t
=
(n+ t)!
t!
H2En+t
=
(n+ t)!(n+ t+ 1)
t!
En+t+1
=
(n+ t+ 1)!
t!
En+t+1,
o que mostra que a proposição é válida para k = n+1, ficando concluída a demonstração.
Dem. (do Teorema 4.3)
A partir de (3.5) verifica-se que pn1,n2(0, 0) = cn1,n2 e, portanto, fazendo em (4.14)
x = 0 obtém-se
f(t) =
+∞∑
|N |=0
pN(0)
tN
N !
,
ou seja,
f(t1, t2) =
+∞∑
n1=0
+∞∑
n2=0
cn1,n2
tn11 t
n2
2
n1!n2!
.
A substituição de t1 por H1 e t2 por H2 origina a matriz
f(H1,H2) =
+∞∑
n1=0
+∞∑
n2=0
cn1,n2
Hn11 H
n2
2
n1!n2!
, (4.15)
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cujas entradas coincidem com as da matriz M. Com efeito,
(f(H1,H2))stij =
(
+∞∑
n1=0
+∞∑
n2=0
cn1,n2
ETs H
n1
1 H
n2
2 Et
n1!n2!
)
ij
e aplicando o Lema 4.5,
(f(H1,H2))stij =
(
+∞∑
n1=0
+∞∑
n2=0
cn1,n2
ETs H
n1
1 (n2 + t)!En2+t
n1!n2!t!
)
ij
=
(
+∞∑
n1=0
+∞∑
n2=0
cn1,n2
(n2 + t)!
n1!n2!t!
ETs En2+tH
n1
)
ij
=
(
+∞∑
n1=0
+∞∑
n2=0
cn1,n2
(n2 + t)!
n1!n2!t!
δs,n2+tIH
n1
)
ij
.
Se s < t, então s < n2 + t e δs,n2+tI = O. Se s ≥ t, quando s = n2 + t, δs,n2+tI = I.
Então,
(f(H1,H2))stij =
(
+∞∑
n1=0
cn1,s−t
s!
n1!(s− t)!t!H
n1
)
ij
=
(
s
t
) +∞∑
n1=0
cn1,s−t
eTi H
n1ej
n1!
=
(
s
t
) +∞∑
n1=0
cn1,s−t
eTi (n1 + j)!en1+j
j!n1!
=
(
s
t
) +∞∑
n1=0
cn1,s−t
(n1 + j)!
j!n1!
δi,n1+j.
Se i < j, então i < n1 + j e δi,n1+j = 0. Se i ≥ j, quando i = n1 + j, δi,n1+j = 1 e,
portanto,
(f(H1,H2))stij =
(
s
t
)
ci−j,s−t
i!
j!(i− j)!
=
(
i
j
)(
s
t
)
ci−j,s−t
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= (M)stij , i ≥ j ∧ s ≥ t,
como se pretendia demonstrar.
Teorema 4.4 Sejam x = (x1, x2) ∈ R2 e N = (n1, n2) ∈ N20. Os polinómios pN(x) são
de Appell sse a sua função geradora matricial é da forma
f(H1,H2)eF (x1,x2) =
+∞∑
|N |=0
pN(x)
Hn11 H
n2
2
N !
.
Dem. Suponhamos que a função geradora matricial dos polinómios pN(x) é
f(H1,H2)eF (x1,x2) =
+∞∑
|N |=0
pN(x)
Hn11 H
n2
2
N !
. (4.16)
Derivando em ordem a x1 ambos os membros obtém-se
f(H1,H2)H1ex1H1+x2H2 =
+∞∑
|N |=0
∂
∂x1
pn1,n2(x)
Hn11 H
n2
2
n1!n2!
,
ou seja,
H1
+∞∑
|N |=0
pn1,n2(x)
Hn11 H
n2
2
n1!n2!
=
+∞∑
|N |=0
∂
∂x1
pn1,n2(x)
Hn11 H
n2
2
n1!n2!
⇔
+∞∑
|N |=0
pn1,n2(x)
Hn1+11 H
n2
2
n1!n2!
=
+∞∑
|N |=0
∂
∂x1
pn1,n2(x)
Hn11 H
n2
2
n1!n2!
⇔
+∞∑
n1=1
+∞∑
n2=0
pn1−1,n2(x)
Hn11 H
n2
2
(n1 − 1)!n2! =
+∞∑
n1=0
+∞∑
n2=0
∂
∂x1
pn1,n2(x)
Hn11 H
n2
2
n1!n2!
,
donde
∂
∂x1
pn1,n2(x) = n1pn1−1,n2(x), n1 ≥ 1.
Derivando (4.16) em ordem a x2, de modo semelhante se prova que
∂
∂x2
pn1,n2(x) = n2pn1,n2−1(x), n2 ≥ 1.
Então pN(x) são polinómios de Appell.
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Suponhamos que pN(x) são polinómios de Appell, então a sua função geradora é
f(t1, t2)e
x1t1+x2t2 . Substituindo t1 e t2 por H1 e H2, respectivamente, e atendendo a (4.15),
f(H1,H2)ex1H1+x2H2 =
 +∞∑
|α|=0
cα1,α2
Hα11 H
α2
2
α1!α2!
 +∞∑
|σ|=0
xσ11 x
σ2
2
Hσ11 H
σ2
2
σ1!σ2!

=
+∞∑
|N |=0
( ∑
α+σ=N
n1!n2!cα1,α2x
σ1
1 x
σ2
2
α1!α2!σ1!σ2!
)
Hn11 H
n2
2
n1!n2!
=
+∞∑
|N |=0
(
N∑
σ=0
(
N
σ
)
cN−σxσ
)
Hn11 H
n2
2
n1!n2!
.
Por (3.7),
f(H1,H2)ex1H1+x2H2 =
+∞∑
|N |=0
pN(x)
Hn11 H
n2
2
n1!n2!
.
4.1.3 Representação matricial de classes particulares
Apliquemos agora os resultados obtidos às classes particulares dos polinómios de
Appell já considerados anteriormente.
Corolário 4.4.1 Sejam m = 0, 1, . . . e
b(x) = [B0,0(x) · · · Bm,0(x)|B0,1(x) · · · Bm,1(x)| · · · |B0,m(x) · · · Bm,m(x)]T ,
e(x) = [E0,0(x) · · · Em,0(x)|E0,1(x) · · · Em,1(x)| · · · |E0,m(x) · · · Em,m(x)]T ,
g(x) = [G0,0(x) · · · Gm,0(x)|G0,1(x) · · · Gm,1(x)| · · · |G0,m(x) · · · Gm,m(x)]T ,
q(x) = [Q0,0(x) · · · Qm,0(x)|Q0,1(x) · · · Qm,1(x)| · · · |Q0,m(x) · · · Qm,m(x)]T ,
h(x) = [H0,0(x) · · · Hm,0(x)|H0,1(x) · · · Hm,1(x)| · · · |H0,m(x) · · · Hm,m(x)]T ,
vectores de blocos de polinómios bidimensionais de Bernoulli, de Euler, de Genocchi, de
Laguerre (3.41) e de Hermite (3.44), respectivamente e ξ(x) a primeira coluna da matriz
bloco de Pascal generalizada de ordem (m+ 1)2. Então
b(x) = Bξ(x), B =
(
2m∑
k=0
Hk
(k + 1)!
)−1
,
e(x) = Eξ(x), E = 2 (P + I)−1 ,
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g(x) = Gξ(x), G = 2H (P + I)−1 ,
q(x) = Qξ(x), Q = (I −H)α , α > −1,
h(x) = Sξ(x), S =
[m2 ]∑
σ1=0
[m2 ]∑
σ2=0
(−1)|σ|H2σ11 H2σ22
2|σ|σ!
.
Dem. Atendendo à função geradora (3.10) dos polinómios de Bernoulli tem-se
f(t1, t2) =
(
et1+t2 − 1
t1 + t2
)−1
=
(
+∞∑
k=0
(t1 + t2)
k
(k + 1)!
)−1
.
De acordo com o Teorema 4.3 e sabendo que H é nilpotente de ordem 2m + 1, a matriz
de transformação do vector ξ(x) no vector b(x) é
B ≡ f(H1,H2) =
(
+∞∑
k=0
(H1 +H2)k
(k + 1)!
)−1
=
(
2m∑
k=0
Hk
(k + 1)!
)−1
.
Analogamente, de (3.11) se obtém
f(t1, t2) = 2
(
et1+t2 + 1
)−1
= 2
(
+∞∑
k=0
(t1 + t2)
k
k!
+ 1
)−1
e pelo mesmo teorema, a matriz que transforma ξ(x) em e(x) é
E ≡ f(H1,H2) = 2
(
+∞∑
k=0
(H1 +H2)k
k!
+ I
)−1
= 2
(
+∞∑
k=0
Hk
k!
+ I
)−1
= 2
(
eH + I)−1
= 2 (P + I)−1 .
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Também, a partir de (3.12),
f(t1, t2) = 2(t1 + t2)
(
et1+t2 + 1
)−1
= 2(t1 + t2)
(
+∞∑
k=0
(t1 + t2)
k
k!
+ 1
)−1
e, portanto,
G ≡ f(H1,H2) = 2(H1 +H2)
(
+∞∑
k=0
Hk
k!
+ I
)−1
= 2H (P + I)−1 .
Atendendo à função geradora (3.41) dos polinómios de Laguerre,
f(t1, t2) = (1− (t1 + t2))α .
Pelo Teorema 4.3, a matriz de transformação do vector ξ(x) no vector q(x) é
Q ≡ f(H1,H2) = (I − (H1 +H2))α
= (I −H)α .
Pela função geradora (3.44) dos polinómios de Hermite,
f(t1, t2) = e
− 1
2
(t21+t
2
2)
e de acordo com o Teorema 4.3, a matriz de transformação do vector ξ(x) no vector h(x)
é
S ≡ f(H1,H2) =
+∞∑
k=0
(−1)k (H21 +H22)k
2kk!
=
+∞∑
|σ|=0
(−1)|σ|H2σ11 H2σ22
2|σ|σ!
.
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Como H1 e H2 são nilpotentes de ordem m+ 1, então
S =
[m2 ]∑
σ1=0
[m2 ]∑
σ2=0
(−1)|σ|H2σ11 H2σ22
2|σ|σ!
.
Corolário 4.4.2 Seja m = 0, 1, . . . e
l˜(w) = [P˜0,0(w) · · · P˜m,0(w)|P˜0,1(w) · · · P˜m,1(w)| · · · |P˜0,m(w) · · · P˜m,m(w)]T ,
t˜(w) = [T˜0,0(w) · · · T˜m,0(w)|T˜0,1(w) · · · T˜m,1(w)| · · · |T˜0,m(w) · · · T˜m,m(w)]T ,
u˜(w) = [U˜0,0(w) · · · U˜m,0(w)|U˜0,1(w) · · · U˜m,1(w)| · · · |U˜0,m(w) · · · U˜m,m(w)]T ,
os vectores de blocos de polinómios bidimensionais de Legendre (3.56), de Chebyshev de
primeira espécie (3.64) e de segunda espécie (3.65), e ξ(w) a primeira coluna da matriz
bloco de Pascal generalizada de ordem (m+ 1)2. Então
l˜(w) = Lξ(w), L =
[m2 ]∑
σ1=0
[m2 ]∑
σ2=0
(−1)|σ|H2σ11 H2σ22
4|σ|(|σ|)!σ! ,
t˜(w) = Tξ(w), T =
[m2 ]∑
σ1=0
[m2 ]∑
σ2=0
(−1)|σ|(|σ|)!H2σ11 H2σ22
(2|σ|)!σ! ,
u˜(w) = Uξ(w), U =
[m2 ]∑
σ1=0
[m2 ]∑
σ2=0
(−1)|σ|(|σ|)!H2σ11 H2σ22
(2|σ|+ 1)!σ! .
Dem. Pela função geradora (3.56) dos polinómios de Legendre,
f(τ1, τ2) = J0

√√√√ 2∑
k=1
τ 2k

=
+∞∑
|σ|=0
(−1)|σ|τ 2σ11 τ 2σ22
4|σ|(|σ|)!σ! .
De acordo com o Teorema 4.3, a matriz de transformação do vector ξ(w) no vector l˜(w)
é
L ≡ f(H1,H2) =
+∞∑
|σ|=0
(−1)|σ|H2σ11 H2σ22
4|σ|(|σ|)!σ! .
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Sabendo que H1 e H2 são nilpotentes de ordem m+ 1,
L =
[m2 ]∑
σ1=0
[m2 ]∑
σ2=0
(−1)|σ|H2σ11 H2σ22
4|σ|(|σ|)!σ! .
Atendendo à função geradora (3.64) dos polinómios de Chebyshev de primeira espécie,
tem-se
f(τ1, τ2) =
+∞∑
k=0
(−1)k(τ 21 + τ 22 )k
(2k)!
=
+∞∑
|σ|=0
(−1)|σ|(|σ|)!τ 2σ1τ 2σ2
(2|σ|)!σ!
e de acordo com o Teorema 4.3, a matriz de transformação do vector ξ(w) no vector t˜(w)
é
T ≡ f(H1,H2) =
[m2 ]∑
σ1=0
[m2 ]∑
σ2=0
(−1)|σ|(|σ|)!H2σ11 H2σ22
(2|σ|)!σ! .
Analogamente, de (3.65) se obtém
f(τ1, τ2) =
+∞∑
k=0
(−1)k(τ 21 + τ 22 )k
(2k + 1)!
=
+∞∑
|σ|=0
(−1)|σ|(|σ|)!τ 2σ11 τ 2σ22
(2|σ|+ 1)!σ! .
e pelo mesmo teorema, a matriz que transforma ξ(w) em u˜(w) é
U ≡ f(H1,H2) =
[m2 ]∑
σ1=0
[m2 ]∑
σ2=0
(−1)|σ|(|σ|)!H2σ11 H2σ22
(2|σ|+ 1)!σ! .
O Teorema 4.3 permite ainda concluir que a matriz M−1, se existir, é a matriz de
transformação entre o desenvolvimento de Taylor de uma dada função e o desenvolvimento
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dessa mesma função em termos de polinómios de Appell. Com efeito, seja
f(x) = fT ξ(x) + · · ·
a série de Taylor de uma função analítica de duas variáveis f(x) = f(x1, x2), onde fT é
o vector que contém os coeficientes da expansão. Seja p(x) um vector de polinómios de
Appell bidimensionais ordenados colexicograficamente. Como p(x) = Mξ(x), então
f(x) = fTM−1p(x) + · · · .
Em particular, os desenvolvimentos de f(x) em termos dos referidos polinómios de
Bernoulli, Euler, Laguerre e Hermite são, respectivamente,
f(x) = fTB−1b(x) + · · · ,
f(x) = fTE−1e(x) + · · · ,
f(x) = fTQ−1q(x) + · · · ,
f(x) = fTS−1h(x) + · · · .
Analogamente,
f(w) = fTL−1p˜(w) + · · · ,
f(w) = fTT−1t˜(w) + · · · ,
f(w) = fTU−1u˜(w) + · · · ,
são os desenvolvimentos de f(w) em termos dos polinómios de Legendre e de Chebyshev
de primeira e de segunda espécie.
Definição 4.3 Seja x = (x1, x2) ∈ R2. A matriz de blocos de ordem (m+1)2,M(x1, x2) =[
(M(x))stij
]
, tal que
(M(x))stij =
{ (
i
j
)(
s
t
)
pi−j,s−t(x) , i ≥ j ∧ s ≥ t
0 , i < j ∨ s < t ,
(i, j, s, t = 0, 1, . . . ,m), onde pi−j,s−t(x) são polinómios de Appell bidimensionais, é cha-
mada matriz polinomial de Appell.
A concretização de pi−j,s−t(x) por polinómios de Euler ou Bernoulli, por exemplo,
origina as matrizes polinomiais de Euler e de Bernoulli já definidas em [90] e [91].
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Teorema 4.5 Seja x = (x1, x2) ∈ R2.
M(x) = P(x)M = MP(x).
Dem.
Se i < j ∨ s < t é imediato que
(M(x))stij = (P(x)M)stij = 0.
Se i ≥ j ∧ s ≥ t e escrevendo i = j + l e s = t+ q, l, q ≥ 0,
(P(x)M)stij =
l∑
k1=0
q∑
k2=0
(P(x))t+q,t+k2j+l,j+k1Mt+k2,tj+k1,j
=
l∑
k1=0
q∑
k2=0
(
j + l
j + k1
)(
t+ q
t+ k2
)(
j + k1
j
)(
t+ k2
t
)
xl−k11 x
q−k2
2 ck1,k2 .
Pela propriedade (
n
k
)(
k
m
)
=
(
n
m
)(
n−m
k −m
)
,
(P(x)M)stij =
(
j + l
j
)(
t+ q
t
) l∑
k1=0
q∑
k2=0
(
l
k1
)(
q
k2
)
xl−k11 x
q−k2
2 ck1,k2
=
(
i
j
)(
s
t
) i−j∑
k1=0
s−t∑
k2=0
(
i− j
k1
)(
s− t
k2
)
xi−j−k11 x
s−t−k2
2 ck1,k2
e por (3.6),
(P(x)M)stij =
(
i
j
)(
s
t
)
pi−j,s−t(x)
= (M(x))stij .
Portanto,M(x) = P(x)M.
Pelos cálculos efectuados a igualdadeM(x) = MP(x) é imediata.
Partindo de M(x) = P(x)M e notando que a primeira coluna da matriz M(x)
coincide com p(x) e que as entradas da primeira coluna deM são os valores dos polinómios
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de Appell na origem, podemos escrever que
p(x) = P(x)p(0).
Por exemplo, os polinómios de Bernoulli bidimensionais obtêm-se facilmente, usando esta
relação, já que p(0) contém os conhecidos números de Bernoulli.
Além disso, deM(x) = MP(x) confirma-se o resultado p(x) = Mξ(x), uma vez que
ξ(x) é a primeira coluna da matriz bloco de Pascal generalizada.
4.2 Representação matricial de polinómios com mais
de duas variáveis
Tal como referido anteriormente, o formalismo matricial usado na secção anterior
para polinómios de duas variáveis e dois índices pode ser generalizado para polinómios
com r variáveis e r índices, com r > 2. No primeiro caso, para a obtenção de polinómios de
grau m nas variáveis x1 e x2, as matrizes envolvidas são constituídas por (m+1)×(m+1)
blocos de ordem m + 1, ou seja, são matrizes de ordem (m + 1)2. Genericamente, para
obter polinómios de grau m nas variáveis x1, x2, . . . , xr, r ∈ N, as matrizes envolvidas
têm (m + 1) × (m + 1) blocos de ordem (m + 1)r−1, o que significa que são matrizes de
ordem (m+ 1)r.
As matrizes envolvidas na representação matricial de polinómios de r variáveis e r
índices (r ∈ N) podem definir-se do seguinte modo:
Definição 4.4 A matriz bloco de criação de ordem (m+1)r, r ∈ N, H(m+1)r =
[(
H(m+1)r
)
st
]
,
é definida por
(
H(m+1)r
)
st
=

H(m+1)r−1 , s = t
sI(m+1)r−1 , s = t+ 1
O(m+1)r−1 , s 6= t ∧ s 6= t+ 1,
(4.17)
(s, t = 0, 1, . . . ,m), onde H(m+1)0 = 0, I(m+1)0 = 1 e O(m+1)0 = 0.
Observação 4.10 Considerando r = 1 ou r = 2 em (4.17) obtém-se Hm+1 ≡ H e
H(m+1)2 ≡ H, respectivamente.
À semelhança do que acontece com H, esta matriz é decomponível na soma de r
matrizes,
H(m+1)r = (H1)(m+1)r + · · ·+ (Hr)(m+1)r ,
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onde (Hp)(m+1)r = [((Hp)(m+1)r)st] são definidas do seguinte modo:
(
(Hp)(m+1)r
)
st
=
{
(Hp)(m+1)r−1 , s = t
O(m+1)r−1 , s 6= t, p = 1, 2, . . . , r − 1,
e (
(Hr)(m+1)r
)
st
=
{
sI(m+1)r−1 , s = t+ 1
O(m+1)r−1 , s 6= t+ 1,
(s, t = 0, 1, . . . ,m).
Observação 4.11 Para r = 1, (H1)(m+1) ≡ H. Para r = 2, obtêm-se as matrizes H1 e
H2 definidas na secção anterior.
Por razões análogas às expostas para o caso das matrizes H1 e H2, de ordem (m+1)2,
as matrizes (Hp)(m+1)r , p = 1, . . . , r − 1 e (Hr)(m+1)r são permutáveis. Além disso, por
indução sobre r pode concluir-se:
Proposição 4.8 As matrizes de ordem (m + 1)r, (H1)(m+1)r , . . . , (Hr)(m+1)r , são nilpo-
tentes de ordem m+ 1.
As suas potências de expoente inteiro não negativo (Hp)k(m+1)r , p = 1, . . . , r − 1 e
(Hr)k(m+1)r são matrizes cujos blocos são definidos por
(
(Hp)k(m+1)r
)
st
=
{
(Hp)k(m+1)r−1 , s = t
O(m+1)r−1 , s 6= t, p = 1, 2, . . . , r − 1,
e (
(Hr)k(m+1)r
)
st
=
{
s!
t!
I(m+1)r−1 , s = t+ k
O(m+1)r−1 , s 6= t+ k,
(s, t = 0, 1, . . . ,m). Além disso, a matriz (H1)σ1(m+1)r · · · (Hr)σr(m+1)r , σj ∈ N, j = 1, . . . , r,
é definida por
(
(H1)σ1(m+1)r · · · (Hr)σr(m+1)r
)
st
=
{
s!
t!
(H1)σ1(m+1)r−1 · · · (Hr−1)σr−1(m+1)r−1 , s = t+ σr
O(m+1)r−1 , s 6= t+ σr,
(4.18)
Lema 4.6 Seja k ∈ N0 e H(m+1)r a matriz bloco de criação de ordem (m+ 1)r. Então
Hk(m+1)r =
∑
|σ|=k
(
k
σ
)
(H1)σ1(m+1)r · · · (Hr)σr(m+1)r . (4.19)
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Dem. Sendo H1, . . . ,Hr permutáveis e H(m+1)r = (H1)(m+1)r + · · ·+ (Hr)(m+1)r , o resul-
tado conclui-se do teorema polinomial.
Proposição 4.9 A matriz H(m+1)r , de ordem (m+ 1)r, é nilpotente de ordem rm+ 1.
Dem. Suponhamos em (4.19) k = rm:
Hrm(m+1)r =
∑
|σ|=rm
(
rm
σ
)
(H1)σ1(m+1)r · · · (Hr)σr(m+1)r .
Se σi ≥ m + 1 para algum i = 1, . . . , r, então Hrm(m+1)r = O(m+1)r porque (Hi)(m+1)r
são nilpotentes de ordem m+ 1.
Se σ1 = · · · = σr = m então, por (4.18) e (4.3), Hrm(m+1)r = (rm)!(m!)r (H1)m(m+1)r · · · (Hr)m(m+1)r
6= O(m+1)r .
Por outro lado, as parcelas de
Hrm+1(m+1)r =
∑
|σ|=rm+1
(
rm+ 1
σ
)
(H1)σ1(m+1)r · · · (Hr)σr(m+1)r ,
contêm r factores. Logo, algum desses factores terá expoente superior a m e, portanto,
Hrm+1(m+1)r = O(m+1)r .
A matriz H(m+1)r possui também propriedades correspondentes às que constam na
Proposição 4.3 para a matriz H:
Proposição 4.10 Seja H(m+1)r a matriz bloco de criação de ordem (m+ 1)r e
Ei =
[
O(m+1)r−1 · · · O(m+1)r−1 I(m+1)r−1 O(m+1)r−1 · · · O(m+1)r−1
]T
,
i = 0, 1, . . . , o vector de m + 1 blocos de ordem (m + 1)r−1, onde o i-ésimo bloco é a
matriz identidade e os restantes blocos são matrizes nulas. Supõe-se ainda que Ei é o
vector de blocos nulo se i > m. Então, para cada t = 0, 1, . . . ,m,
i)
H(m+1)rEt = EtH(m+1)r−1 + (t+ 1)Et+1 (4.20)
ii)
Hk(m+1)rEt =
k∑
j=0
(
k
j
)
(t+ k − j)!
t!
Et+k−jHj(m+1)r−1 , k ∈ N. (4.21)
Dem. A demonstração é inteiramente análoga à da Proposição 4.3.
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Definição 4.5 A matriz bloco de Pascal de ordem (m+ 1)r, P(m+1)r =
[(P(m+1)r)st] , é
definida por (P(m+1)r)st =
{ (
s
t
)P(m+1)r−1 , s ≥ t
O(m+1)r−1 , s < t,
(4.22)
(s, t = 0, 1, . . . ,m), onde P(m+1)0 = 1 e O(m+1)0 = 0.
Observação 4.12 Fazendo r = 1 ou r = 2 em (4.22) obtém-se, respectivamente, Pm+1 ≡
P e P(m+1)2 ≡ P .
Teorema 4.6 A matriz bloco de Pascal de ordem (m + 1)r coincide com a exponencial
da matriz H(m+1)r , isto é,
P(m+1)r = eH(m+1)r .
Dem.
Usemos o método de indução sobre r.
Se r = 1,
eHm+1 = eH = P = Pm+1.
Suponhamos que a proposição é verificada para r = n, isto é, P(m+1)n = eH(m+1)n .
Então,
(
eH(m+1)n+1
)
st
=
(n+1)m∑
k=0
ETs Hk(m+1)n+1Et
k!
=
(n+1)m∑
k=0
ETs
k!
[
k∑
j=0
(
k
j
)
(t+ k − j)!
t!
Et+k−jHj(m+1)n
]
=
(n+1)m∑
k=0
[
k∑
j=0
(t+ k − j)!
j!(k − j)!t! δs,t+k−jI(m+1)nH
j
(m+1)n
]
.
Se s < t, então s < t+ k− j e δs,t+k−jI(m+1)n = O(m+1)n . Se s ≥ t, quando s = t+ k− j,
δs,t+k−jI(m+1)n = I(m+1)n e
(
eH(m+1)n+1
)
st
=
(n+1)m∑
k=s−t
s!
(t− s+ k)!(s− t)!t!H
t−s+k
(m+1)n
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=
(
s
t
) nm∑
h=0
Hh(m+1)n
h!
=
(
s
t
)
eH(m+1)n
=
(
s
t
)
P(m+1)n ,
ou seja, as entradas correspondentes de eH(m+1)n+1 e de P(m+1)n+1 são iguais, o que conclui
a demonstração.
Definição 4.6 Seja x = (x1, . . . , xr) ∈ Rr. A matriz bloco de Pascal generalizada de
ordem (m+ 1)r, P(m+1)r(x) =
[(P(m+1)r(x))st] , r ≥ 2, é definida por
(P(m+1)r(x))st =
{ (
s
t
)P(m+1)r−1(x1, x2, . . . , xr−1)xs−tr , s ≥ t
O(m+1)r−1 , s < t,
(4.23)
(s, t = 0, 1, . . . ,m).
A extensão da matriz F (x1, x2) para r variáveis, r ≥ 2, é a matriz F(m+1)r(x) =[(
F(m+1)r(x)
)
st
]
, de ordem (m+ 1)r, definida por
(
F(m+1)r(x)
)
st
=

F(m+1)r−1(x1, x2, . . . , xr−1) , s = t
sxrI(m+1)r−1 , s = t+ 1
O(m+1)r−1 , s 6= t ∧ s 6= t+ 1,
(4.24)
(s, t = 0, 1, . . . ,m), onde F(m+1)(x1) = x1H.
Também para o caso desta matriz, as suas propriedades são generalizações das refe-
ridas na Proposição 4.7 para a matriz F (x1, x2):
Proposição 4.11 Sejam x ∈ Rr e k ∈ N.
i)F(m+1)r(x)Et = EtF(m+1)r(x1, x2, . . . , xr−1) + (t+ 1)xrEt+1;
ii) F k(m+1)r(x)Et =
∑k
j=0
(
k
j
) (t+k−j)!
t!
xk−jr Et+k−jF
j
(m+1)r(x1, x2, . . . , xr−1).
Dem. A demonstração de i) é análoga à correspondente da Proposição 4.3. Tal como
na Proposição 4.7, usando o método de indução sobre k e i), prova-se ii).
Observação 4.13 As matrizes P(x1, x2) e F (x1, x2) obtêm-se de (4.23) e (4.24), res-
pectivamente, fazendo r = 2.
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A conjugação das propriedades acabadas de enunciar com a definição de exponencial
duma matriz permite provar, de modo semelhante ao Teorema 4.1, o seguinte:
Teorema 4.7 A matriz bloco de Pascal generalizada de ordem (m+ 1)r é tal que
P(m+1)r(x) = eF(m+1)r (x).
A matriz F(m+1)r(x) pode ainda decompor-se na soma de r matrizes de blocos da
mesma ordem da matriz original:
F(m+1)r(x) =
r∑
k=1
xk(Hk)(m+1)r . (4.25)
Consideremos os polinómios (3.1). Estes podem ser escritos como um produto de
vectores, isto é,
pN(x) = c
Tv,
onde
c =[cn1−i,n2,...,nr |cn1−i,n2−1,...,nr | · · · |cn1−i,0,...,nr | · · · |cn1−i,n2,...,nr−1|cn1−i,n2−1,...,nr−1| · · · |
cn1−i,0,...,nr−1| · · · |cn1−i,n2,...,nr−2|cn1−i,n2−1,...,nr−2| · · · |cn1−i,0,...,nr−2| · · · |
cn1−i,n2,...,0|cn1−i,n2−1,...,0| · · · |cn1−i,0,...,0]T
e
v =[xi1x
0
2 . . . x
0
r|xi1x2 . . . x0r| · · · |xi1xn22 . . . x0r| · · · |xi1x02 . . . xr|xi1x2 . . . xr| · · · |
xi1x
n2
2 . . . xr| · · · |xi1x02 . . . x2r|xi1x2 . . . x2r| · · · |xi1xn22 . . . x2r| · · · |
xi1x
0
2 . . . x
nr
r |xi1x2 . . . xnrr | · · · |xi1xn22 . . . xnrr ]T ,
i = 0, 1, . . . , n1.
No caso n1 = n2 = · · · = nr = m, o vector de polinómios
p(x) =[pi,0,...,0(x)|pi,1,...,0(x)| · · · |pi,m,...,0(x)| · · · |pi,0,...,1(x)|pi,1,...,1(x)| · · · |pi,m,...,1(x)| · · · |
pi,0,...,m(x)|pi,1,...,m(x)| · · · |pi,m,...,m(x)]T
pode ser representado através do produto
p(x) = C(m+1)rξ(x),
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onde ξ(x) é a primeira coluna da matriz P(m+1)r(x), que também se pode exprimir na
forma
ξ(x) = vec[· · · [vec[vec[ξ(x1)⊗ ξ(x2)T ]⊗ ξ(x3)T ] · · · ⊗ ξ(xr)T ],
e C(m+1)r é a matriz de (m + 1) × (m + 1) blocos de ordem (m + 1)r−1, que contém os
coeficientes dos polinómios que constam em p(x). Essa matriz C(m+1)r = [(C(m+1)r)srtr ] é
definida por (C(m+1)r)srtr =
{ (C(m+1)r−1)sr−tr , sr ≥ tr
O(m+1)r−1 , sr < tr,
(sr, tr = 0, 1, . . . ,m), considerando
(C(m+1)0)s1−t1 = cs1−t1 e (((cs1−t1)s2−t2) · · · )sr−tr ≡
cs1−t1,...,sr−1−tr−1,sr−tr .
Se os polinómios que figuram em p(x) são de Appell, a matriz C(m+1)r ≡ M(m+1)r =[(
M(m+1)r
)
srtr
]
é tal que
(
M(m+1)r
)
srtr
=
{ (
sr
tr
) (
M(m+1)r−1
)
sr−tr , sr ≥ tr
O(m+1)r−1 , sr < tr,
(sr, tr = 0, 1, . . . ,m).
Nestas condições, o Teorema 4.3 pode generalizar-se do seguinte modo:
Teorema 4.8 Sejam x ∈ Rr, t = (t1, t2, . . . , tr) ∈ Rr, N = (n1, n2, . . . , nr) ∈ Nr0 e
f(t)Exp(x, t) a função geradora dos polinómios de Appell {pN(x)}, isto é,
f(t)Exp(x, t) =
+∞∑
|N |=0
pN(x)
tN
N !
. (4.26)
Então a matriz M(m+1)r ≡ f((H1)(m+1)r , . . . , (Hr)(m+1)r).
A demonstração deste teorema é análoga à do Teorema 4.3, tendo em conta o Lema
seguinte:
Lema 4.7 Seja k ∈ N0 e t = 0, 1, . . . ,m.
i) (Hp)k(m+1)rEt = Et(Hp)k(m+1)r−1 , p = 1, 2, . . . , r − 1;
ii) (Hr)k(m+1)rEt = (k + t)(k)Ek+t =
(k+t)!
t!
Ek+t,
onde cada bloco de Et é de ordem (m+ 1)r−1.
Podemos também enunciar o teorema que generaliza, para polinómios de r variáveis,
o Teorema 4.4.
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Teorema 4.9 Sejam x ∈ Rr e N ∈ Nr0. Os polinómios pN(x) são de Appell se e só se a
sua função geradora matricial é da forma
f((H1)(m+1)r , . . . , (Hr)(m+1)r)eF(m+1)r (x) =
+∞∑
|N |=0
pN(x)
(H1)n1(m+1)r · · · (Hr)nr(m+1)r
N !
. (4.27)
Dem. Analogamente à demonstração do Teorema 4.4, tendo em conta a decomposição
(4.25) da matriz F(m+1)r(x) e derivando ambos os membros de (4.27) em ordem a cada
variável xi, i = 1, 2, . . . , r, prova-se que pN(x) são polinómios de Appell. Reciprocamente,
supondo que pN(x) são polinómios de Appell, efectuando o produto
f((H1)(m+1)r , . . . , (Hr)(m+1)r)eF(m+1)r (x) (4.28)
e atendendo ao teorema anterior, mostra-se que (4.28) é função geradora matricial de
pN(x).
Capítulo 5
Polinómios de Appell no Contexto da
Análise de Clifford
5.1 Polinómios de Appell em termos de para-vectores
Contrariamente ao caso dos polinómios de Appell definidos nos espaços vectoriais
R e C, o interesse pelo estudo de tais polinómios no contexto da Análise de Clifford é
bastante recente e, por vezes, foi motivado pela sua relação com outros problemas ([10],
[18], [19], [20], [52], [53], [86], [92]).
Em todas as referências citadas, a ideia de construir polinómios de Appell de grau
n, pn(x), n ∈ N0, x = x0 + x1e1 + · · · + xrer ∈ A = spanR{1, e1, . . . , er}, a partir da
definição clássica ([5]), consiste em generalizar no quadro da Análise de Clifford a relação
analítica d
dx
pn(x) = npn−1(x), x ∈ R, entre os polinómios e as suas derivadas. Assim,
o uso de 1
2
∂ ≡ ∂
∂x0
como derivada hipercomplexa, aplicada a uma função monogénica,
permite uma extensão natural da noção de conjunto de Appell para Rr+1 ∼= A. Tal
extensão consiste em considerar conjunto de Appell {pn(x)}n∈N0 , x ∈ Rr+1, aquele cujos
elementos satisfazem as condições:
i)
∂
∂x0
pn(x) = npn−1(x), n ∈ N, (5.1)
ii)
p0(x) = a0, sendo a0 uma constante não nula. (5.2)
Esta definição é usada em [19], [52], [53] e [92], onde os autores definem conjuntos
de polinómios monogénicos e homogéneos em termos de para-vectores e seus conjugados.
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Em particular, definem polinómios P rn(x), n ∈ N0, r ∈ N, tais que
P rn(x) =
n∑
s=0
T ns (r)x
n−sx¯s,
onde T ns (r) =
n!
(r)n
( r+12 )n−s(
r−1
2 )s
(n−s)!s! . Estes polinómios, conjugados com a condição de norma-
lização P rn(1) = 1, constituem um conjunto de Appell, {P rn(x)}n∈N0 ([53]). Assim sendo
desempenham um papel análogo ao das potências complexas zn = (x0 + ix1)n, n ∈ N,
no sentido em que satisfazem a condição
∂
∂x0
P rn(x) = nP rn−1(x), n ∈ N,
que generaliza a regra de derivação das potências complexas d
dz
zn = nzn−1.
Como era de esperar, pelo facto de constituirem um conjunto de Appell, tais polinó-
mios admitem uma expansão de tipo binomial ([22]), neste caso induzida pela decompo-
sição de x em x0 + x:
P rn(x) = P rn(x0 + x) =
n∑
s=0
(
n
s
)
xn−s0 P rs (x). (5.3)
Esta identidade pode ainda exprimir-se na forma
P rn(x) =
n∑
s=0
(
n
s
)
cs(r)x
n−s
0 x
s, (5.4)
com
cs(r) =
s∑
k=0
(−1)kT sk (r) (5.5)
=
{
s!!(r−2)!!
(r+s−1)!! , s ímpar
cs−1(r), s par,
(5.6)
c0(r) = 1 e (−1)!! = 0!! = 1 (cf. [18], [53]).
De (5.4) conclui-se que P r0 (x) = 1 e P rn(0) = 0, n > 0. Além disso, se x = 0 (caso
real), obtêm-se as potências de x0, para cada n = 0, 1, . . ., isto é, P rn(x0) = xn0 . Tal
resultado permite representar (5.3) na forma, também de tipo binomial,
P rn(x) =
n∑
s=0
(
n
s
)
P rn−s(x0)P rs (x).
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A ideia de que polinómios de Appell admitem uma expansão de tipo binomial foi
recentemente aplicada em [93], no sentido de encontrar outros polinómios monogénicos
de Appell em termos de para-vectores, além dos já conhecidos P rn(x). Consistiu em
considerar em (5.4) a parte vectorial de x, x =
∑r
j=1 xjej, substituída porX =
∑r
j=1Xjej
em que os coeficientes de ej são funções reais lineares Xj = Xj(x1, . . . , xr). A partir daí
foram pesquisadas condições a que devem satisfazer os coeficientes dessas funções lineares
de modo que os polinómios
P rn(x0, x1, . . . , xr) =
n∑
s=0
(
n
s
)
ds(r)x
n−s
0 X
s
=
n∑
s=0
(
n
s
)
P rn−s(x0)P rs (X),
com ds(r) coeficientes reais adequados, sejam polinómios monogénicos de Appell. O
estudo levado a cabo para r = 2, considerando a condição de normalização d0(2) = 1,
permitiu concluir que, verificando-se a condição ∂
∂x1
X1.
∂
∂x2
X2 = 0 se obtêm os polinómios
de Appell triviais
Pn(x0, xj) =
n∑
s=0
(
n
s
)
xn−s0 (xjej)
s = (x0 + xjej)
n,
j = 1, 2. Além destes, existem apenas mais dois tipos 20 de polinómios correspondentes
às condições ∂
∂x1
X2 =
∂
∂x2
X1 = 0 e ∂∂x1X2 =
∂
∂x2
X1 6= 0 que são, respectivamente,
• os monogénicos de Appell
P 2n(x0, x) = P 2n(x),
• os monogénicos especiais generalizados de Appell (ou polinómios pseudo-complexos)
([20], [93])
P 2n(x0, x1, x2) =
n∑
s=0
(
n
s
)
xn−s0 ((i1x1 + i2x2)(i1e1 + i2e2))
s
= (x0 + (i1x1 + i2x2)(i1e1 + i2e2))
n,
onde i1, i2 são parâmetros reais que satisfazem a condição i21 + i
2
2 = 1.
Retomando os polinómios (5.4), refira-se que a sua expressão em termos das variáveis
20O caso r = 3, estudado recentemente em [32], revela a existência de mais outro tipo de polinómios
de Appell.
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hipercomplexas zk = xk − x0ek, k = 1, . . . , r se deduz por recurso à noção de extensão
de Cauchy-Kowalevskaya. Na verdade, a extensão de Cauchy-Kowalevskaya da restrição
de P rn(x) ao hiperplano x0 = 0 deve coincidir com P rn(x), devido ao Teorema 1.9. Quer
dizer, restringindo (5.4) ao hiperplano x0 = 0, tem-se
P rn(x)|x0=0 = cn(r)xn (5.7)
e, portanto, aplicando a fórmula polinomial às potências de x conclui-se que
P rn(x)|x0=0 = cn(r)
∑
|σ|=n
(
n
σ
)
xσ11 · · ·xσrr eσ11 × · · · × eσrr .
A extensão de Cauchy-Kowalevskaya P rn(x) de P rn(x)|x0=0 é obtida substituindo os pro-
dutos xσ11 · · ·xσrr pelos produtos zσ11 × · · · × zσrr :
P rn(x) = P rn(z) = cn(r)
∑
|σ|=n
(
n
σ
)
zσ11 × · · · × zσrr eσ11 × · · · × eσrr .
As constantes cn(r) podem agora determinar-se tendo em conta a condição de normali-
zação P rn(1) = P rn(−e1, . . . ,−er) = 1:
cn(r) =
∑
|σ|=n
(−1)n
(
n
σ
)
(eσ11 × · · · × eσrr )2
−1
([52]).
As propriedades dos polinómios P rn(x) tornam-os uma ferramenta importante, por
exemplo, na construção de funções monogénicas especiais como séries da forma
+∞∑
n=0
bnP rn(x) ou
+∞∑
n=0
P rn(x)bn, x ∈ Rr+1,
onde bn são coeficientes determinados adequadamente e não necessariamente reais. Fun-
ções desse tipo foram obtidas em [52] como generalizações da função exponencial com-
plexa, fazendo a determinação daqueles coeficientes de modo que fossem satisfeitas a
equação diferencial de primeira ordem f ′ = f e a condição f(0) = 1, onde f ′ repre-
senta a derivada hipercomplexa. As funções construídas nestas condições são as funções
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exponenciais monogénicas
Expr(x) =
+∞∑
n=0
P rn(x)
n!
. (5.8)
Estas, além de verificarem as propriedades ∂¯ Expr(x) = 0,
1
2
∂ Expr(x) = Expr(x) e
Expr(0) = 1, ainda verificam
1
2
∂ Expr(λx) = λExpr(λx), λ ∈ R
e
Expr(x0 + x) = e
x0 Expr(x),
([52], [53]).
Embora a definição clássica de polinómios de Appell tenha sido a mais explorada,
pela sua relação directa com a derivada, a representação de tais polinómios reais em
termos de séries formais (Proposição 2.1) pode ser também usada como motivadora para
novas abordagens. Nestes casos, atendendo a que essa função geradora envolve a função
exponencial, o ponto de partida para uma abordagem diferente no contexto da Análise
de Clifford poderá ser a procura de funções exponenciais holomorfas generalizadas que
possam ser usadas na geração de polinómios de Appell. Ora, uma dessas funções pode
ser precisamente (5.8).
Notemos que a sucessão de polinómios monogénicos
p0(x) = a0P r0 (x), a0 6= 0
p1(x) = a1P r0 (x) + a0P r1 (x)
p2(x) = a2P r0 (x) + 2a1P r1 (x) + a0P r2 (x) (5.9)
...
pn(x) =
(
n
0
)
anP r0 (x) +
(
n
1
)
an−1P r1 (x) + · · ·+
(
n
n− 1
)
a1P rn−1(x) +
(
n
n
)
a0P rn(x)
...
que se escreve condensadamente na forma
pn(x) =
n∑
k=0
(
n
k
)
an−kP rk (x), n ∈ N0,
é de Appell já que satisfaz (5.1)-(5.2). Assim, tal como no caso dos polinómios de Appell
pn(x), x ∈ R, estes polinómios monogénicos especiais de Appell podem ser definidos
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através da função geradora que se obtém multiplicando a série formal
f(t) =
∞∑
n=0
an
tn
n!
(a0 6= 0)
pela série
Expr(xt) =
+∞∑
n=0
P rn(x)
tn
n!
, (5.10)
ou seja,
f(t) Expr(xt) =
+∞∑
n=0
pn(x)
tn
n!
. (5.11)
Fazendo escolhas apropriadas para a função f(t) obtêm-se generalizações de polinó-
mios particulares de Appell reais para o caso hipercomplexo, nomeadamente,
• os polinómios do conjunto {P rn(x)}n∈N0 , quando f(t) = 1;
• os polinómios monogénicos especiais de Bernoulli, de Euler, de Genocchi, de Her-
mite e de Laguerre, quando f(t) coincide com as mesmas funções escolhidas para
os correspondentes polinómios no caso real, isto é, com t
et−1 ,
2
et+1
, 2t
et+1
, e−
t2
2 e
(1− t)α, α > −1, respectivamente.
Considerando estas funções particulares e usando (5.11) obtêm-se as seguintes expres-
sões para o cálculo dos polinómios monogénicos especiais de:
• Bernoulli,
n∑
k=0
(
n
k
)
Brn−k(x)
k + 1
= P rn(x), n ∈ N0; (5.12)
• Euler,
n∑
k=0
(
n
k
)
Erk(x) + E
r
n(x) = 2P rn(x), n ∈ N0; (5.13)
• Genocchi,
n∑
k=0
(
n
k
)
Grk(x) +G
r
n = 2nP rn−1(x), n ∈ N; (5.14)
• Hermite,
[n
2
]∑
k=0
(
√
2)n−2kHrn−2k(
√
2x)
2nk!(n− 2k)! =
P rn(x)
n!
, n ∈ N0;
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• Laguerre,
n∑
k=0
(
n
k
)
(α)kQ
r
n−k(x) = P rn(x), n ∈ N0.
Como t
et−1 ,
2et
e2t+1
e 2t
et+1
são as funções geradoras dos números de Bernoulli, Euler e
Genocchi, respectivamente, e tendo em conta (5.11), os polinómios de Bernoulli (5.12),
de Euler (5.13) e de Genocchi (5.14) podem escrever-se explicitamente na forma
Brn(x) =
n∑
k=0
(
n
k
)
Bn−kP rk (x),
Ern(x) =
n∑
k=0
(
n
k
)
En−kP rk (x−
1
2
)
e
Grn(x) =
n∑
k=0
(
n
k
)
Gn−kP rk (x).
Os polinómios de Legendre e de Chebyshev encerram dificuldades adicionais relativa-
mente ao caso real. Para os polinómios de Legendre com função geradora
J0(t
√
1− x2) Expr(xt) =
+∞∑
n=0
Pn(x)
tn
n!
,
t ∈ R, x ∈ A, a dificuldade consiste na transformação desta na forma (5.11) uma vez que
a função de Bessel não tem, neste caso, argumento real. Ainda assim, partindo da função
geradora
J0(t
√
1− x2) Expr(xt) =
+∞∑
n=0
Pn(x)
tn
n!
,
notando que x = x1e1+···+xrer|x| |x| = w(x)|x| e que w2(x) = −1, pode escrever-se
J0(t
√
1− w2(x)|x|2) Expr(xt) =
+∞∑
n=0
Pn(x)
tn
n!
.
ou seja,
J0(t
√
1 + |x|2) Expr(xt) =
+∞∑
n=0
Pn(x)
tn
n!
, (5.15)
onde t
√
1 + |x|2 ∈ R.
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Com as mudanças de variáveis
t = τ
√
1− |y|2 e x = y√
1− |y|2
,
de (5.15) obtém-se
J0(τ) Expr(yτ) =
+∞∑
n=0
P˜n(y)
τn
n!
,
com P˜n(y) ≡ Pn
(
y√
1−|y|2
)(
1− |y|2)n/2, no policilindro {(y1, . . . , yr) ∈ Rr : ∑ri=1 y2i <
1}.
Por (5.10) e (5.7),
Expr(yτ) =
+∞∑
n=0
cn(r)y
n τ
n
n!
e, portanto,
J0(τ) Expr(yτ) =
+∞∑
n=0
 [n2 ]∑
k=0
n!(−1)kcn−2k(r)yn−2k
22k(k!)2(n− 2k)!
 τn
n!
.
Assim,
P˜n(y) =
[n2 ]∑
k=0
n!(−1)kP rn−2k(y)
22k(k!)2(n− 2k)! .
Os polinómios assim obtidos não são monogénicos. Poder-se-ia ainda aplicar formal-
mente a extensão de Cauchy-Kowalevskaya no sentido de gerar a partir destas funções
de r variáveis reais polinómios monogénicos. Contudo, não é possível a obtenção de
polinómios de Appell de variável real quando se considera y = 0.
Do mesmo modo, para os polinómios de Chebyshev de primeira e de segunda espécie,
partindo das funções geradoras
cosh(t
√
x2 − 1) Expr(xt) =
+∞∑
n=0
Tn(x)
tn
n!
e
sinh(t
√
x2 − 1)√
x2 − 1 Expr(xt) =
+∞∑
n=0
Un(x)
tn+1
(n+ 1)!
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obtém-se, respectivamente,
cos τ Expr(yτ) =
+∞∑
n=0
T˜n(y)
τn
n!
e
sinc τ Expr(yτ) =
+∞∑
n=0
U˜n(y)
τn
n!
,
onde T˜n(y) ≡ Tn
(
y√
1−|y|2
)(
1− |y|2)n/2 e U˜n(y) ≡ 1n+1Un( y√1−|y|2
)(
1− |y|2)n/2, que
também não são polinómios monogénicos.
5.1.1 Representação matricial de polinómios monogénicos espe-
ciais de Appell
A representação matricial dos polinómios monogénicos especiais baseia-se no es-
tudo já apresentado para polinómios de Appell reais. Na verdade, considerando os vec-
tores coluna p(x) = [p0(x) p1(x) · · · pm(x) ]T , de polinómios monogénicos especiais de
Appell até ao graum, e ξ(P r(x)) = [P r0 (x) P r1 (x) · · · P rm(x)]T , os polinómios (5.9) podem
escrever-se na forma
p(x) = Mξ(P r(x)),
onde M é a matriz (2.68). Além disso, M ≡ f(H) e, portanto, f(H) é a matriz de
transformação entre o vector ξ(P r(x)) e o vector dos polinómios monogénicos especiais
de Appell.
Nos exemplos que se seguem é apresentado o cálculo matricial dos polinómios especi-
ais de Bernoulli, de Euler, de Genocchi, de Hermite e de Laguerre (α = 3), até ao grau
3 (m = 3):

Br0(x)
Br1(x)
Br2(x)
Br3(x)
 =

1 0 0 0
−1/2 1 0 0
1/6 −1 1 0
0 1/2 −3/2 1


P r0 (x)
P r1 (x)
P r2 (x)
P r3 (x)

=

1
−1
2
+ x0 +
1
r
x
1
6
− x0 − 1rx+ x20 + 2rx0x+ 1rx2
1
2
(x0 +
1
r
x)− 3
2
(x20 +
2
r
x0x+
1
r
x2) + x30 +
3
r
x20x+
3
r
x0x
2 + 3
r(r+2)
x3
 ;
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Er0(x)
Er1(x)
Er2(x)
Er3(x)
 =

1 0 0 0
−1/2 1 0 0
0 −1 1 0
1/4 0 −3/2 1


P r0 (x)
P r1 (x)
P r2 (x)
P r3 (x)

=

1
−1
2
+ x0 +
1
r
x
−x0 − 1rx+ x20 + 2rx0x+ 1rx2
1
4
− 3
2
(x20 +
2
r
x0x+
1
r
x2) + x30 +
3
r
x20x+
3
r
x0x
2 + 3
r(r+2)
x3
 ;

Gr0(x)
Gr1(x)
Gr2(x)
Gr3(x)
 =

0 0 0 0
1 0 0 0
−1 2 0 0
0 −3 3 0


P r0 (x)
P r1 (x)
P r2 (x)
P r3 (x)

=

0
1
−1 + 2x0 + 2rx
−3x0 − 3rx+ 3x20 + 6rx0x+ 3rx2
 ;

Hr0(x)
Hr1(x)
Hr2(x)
Hr3(x)
 =

1 0 0 0
0 1 0 0
−1 0 1 0
0 −3 0 1


P r0 (x)
P r1 (x)
P r2 (x)
P r3 (x)

=

1
x0 +
1
r
x
−1 + x20 + 2rx0x+ 1rx2
−3x0 − 3rx+ x30 + 3rx20x+ 3rx0x2 + 3r(r+2)x3
 ;

Qr0(x)
Qr1(x)
Qr2(x)
Qr3(x)
 =

1 0 0 0
−3 1 0 0
6 −6 1 0
−6 18 −9 1


P r0 (x)
P r1 (x)
P r2 (x)
P r3 (x)

=

1
−3 + x0 + 1rx
6− 6x0 − 6rx+ x20 + 2rx0x+ 1rx2
−6 + 18x0 + 18r x− 9x20 − 18r x0x− 9rx2 + x30 + 3rx20x+ 3rx0x2 + 3r(r+2)x3
 .
5.2. POLINÓMIOS DE APPELL HIPERCOMPLEXOS COM MULTI-ÍNDICES 149
5.2 Polinómios de Appell hipercomplexos com multi-
índices
Nesta secção, e tendo como base o trabalho desenvolvido nos capítulos anteriores,
propomo-nos estudar conjuntos de polinómios de Appell em várias variáveis hipercomple-
xas (variáveis de Fueter) e com vários índices. Tal como no caso dos polinómios de Appell
de r variáveis reais, partimos da ideia de modificação da função geradora combinando-a
com métodos de representação em série de potências generalizadas, próprios da teoria de
funções holomorfas generalizadas no contexto da Análise de Clifford. Podemos, portanto,
considerar que se trata de uma extensão do já exposto nos capítulos anteriores usando os
instrumentos adequados da Análise de Clifford, onde o produto permutativo (1.14) tem
particular importância.
Sejam z = (z1, z2, · · · , zr) ∈ Hr,w = (w1, w2, · · · , wr) ∈ Hr e t = (t1, t2, · · · , tr) ∈ Rr.
Definição 5.1 Um conjunto {pN(z)} ≡ {pN(z)}N∈Nr0 que satisfaça cumulativamente as
condições
i) ∂
∂xi
pN(z) = nipN−1i(z), i = 1, 2, · · · , r,
ii) p0(z) = c0, c0 6= 0
iii) cada polinómio pN(z) é monogénico em Hr, isto é, ∂¯pN(z) = 0, ∀z ∈ Hr,
chama-se conjunto de Appell hipercomplexo.
Os polinómios que se obtêm de (3.5) por substituição das potências xσ11 x
σ2
2 pelas potências
generalizadas zσ11 ×zσ22 cumprem as condições da Definição 5.1 e, portanto, são polinómios
de Appell hipercomplexos. Assim, analogamente ao estabelecido no capítulo anterior, os
polinómios de Appell hipercomplexos de r variáveis e r índices podem escrever-se na
forma
pN(z) =
N∑
σ=0
(
N
σ
)
cN−σzσ. (5.16)
A caracterização destes polinómios em termos da sua função geradora é também possível
modificando adequadamente a função geradora dos polinómios de Appell reais. Para isso,
é necessário procurar uma função exponencial holomorfa generalizada que corresponda
aos propósitos apresentados. Nesse sentido, definamos a função exponencial hipercom-
plexa Exp(z, t), recorrendo ao produto de Cauchy-Kowalewskaya referido na Subsecção
1.5.3, como sendo a extensão de Cauchy-Kowalewskaya de (3.8), cuja existência e unici-
dade são garantidas pelo Teorema 1.9.
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Consideremos, para i = 1, . . . , r, as funções
exp(xiti) := e
xiti =
+∞∑
k=0
xki t
k
i
k!
,
inteiras em Rr. As suas extensões de Cauchy-Kowalewskaya são as funções
exp(ziti) =
+∞∑
k=0
zki t
k
i
k!
, i = 1, . . . , r,
monogénicas em Rr+1.
A função exponencial (3.8),
Exp(x, t) =
r∏
i=1
exp(xiti)
=
+∞∑
|σ|=0
xσ
tσ
σ!
,
é inteira em Rr. A sua extensão de Cauchy-Kowalewskaya é a função exponencial hiper-
complexa, monogénica em Rr+1,
Exp(z, t) =
r∏
i=1
 exp(ziti)
=
+∞∑
|σ|=0
zσ
tσ
σ!
, (5.17)
([11]) que, devido à fórmula polinomial (1.21), se pode exprimir na forma
Exp(z, t) =
+∞∑
k=0
(z1t1 + · · ·+ zrtr)k
k!
. (5.18)
Esta função exponencial hipercomplexa permite a caracterização de polinómios de
Appell hipercomplexos em termos da sua função geradora de modo análogo ao caso de
várias variáveis reais.
Definição 5.2 Um conjunto de polinómios {pN(z)} diz-se um conjunto de Appell hiper-
complexo se existir uma série de potências formal múltipla f(t) =
∑∞
|β|=0 cβ
tβ
β!
, c0 6= 0
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tal que
f(t) Exp(z, t) =
+∞∑
|N |=0
pN(z)
tN
N !
. (5.19)
Neste contexto, é possível a obtenção de qualquer conjunto de polinómios de Appell hi-
percomplexos desde que a função geradora desses polinómios se consiga escrever na forma
f(t) Exp(z, t). Em alguns casos particulares referidos na Subsecção 3.2.1, mais concre-
tamente os polinómios de Bernoulli, de Euler, de Genocchi, de Laguerre e de Hermite, a
extensão para o caso hipercomplexo é imediata, bastando substituir em Definição 3.6 ,
Definição 3.7 e Definição 3.8, a função Exp(x, t) pela função exponencial hipercomplexa
agora definida.
Sintetizamos a definição desses polinómios do seguinte modo:
Definição 5.3 Sejam t ∈ Rr, z ∈ Hr, j ∈ Nr0 e a = (α, α, . . . , α), α > −1. Os poli-
nómios de Bernoulli Bj(z), de Euler Ej(z), de Genocchi Gj(z), de Laguerre Qj(z) =
(−1)|j|j!L(a−j)j (z) e de Hermite Hj(z) hipercomplexos são definidos como coeficientes das
séries de potências formais múltiplas
Exp(z, t) =
(
+∞∑
k=0
(t1 + · · ·+ tr)k
(k + 1)!
) +∞∑
|j|=0
Bj(z)
tj
j!
 , (5.20)
2 Exp(z, t) =
(
1 +
+∞∑
k=0
(t1 + · · ·+ tr)k
k!
) +∞∑
|j|=0
Ej(z)
tj
j!
 , (5.21)
2(t1 + · · ·+ tr) Exp(z, t) =
(
1 +
+∞∑
k=0
(t1 + · · ·+ tr)k
k!
) +∞∑
|j|=0
Gj(z)
tj
j!
 , (5.22)
Exp(z, t) = (1− (t1 + · · ·+ tr))−α
 +∞∑
|j|=0
(−1)|j|L(a−j)j (z)tj
 (5.23)
e
Exp(−1
2
t, t) Exp(z, t) =
+∞∑
|j|=0
Hj(z)t
j
j!
, (5.24)
respectivamente.
Observação 5.1 No caso de polinómios de Legendre ou Chebyshev verifica-se a mesma
dificuldade referida na Secção 5.1 para os mesmos polinómios definidos em termos dos
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polinómios monogénicos de Appell P rn(x).
5.2.1 Representação matricial dos polinómios de Appell hiper-
complexos
A abordagem matricial dos polinómios de Appell hipercomplexos, baseada na ma-
triz bloco de criação H, é semelhante à já elaborada para o caso dos polinómios mul-
tidimensionais reais. Há, no entanto, algumas diferenças decorrentes das ferramentas
próprias da Análise de Clifford. Por exemplo, a matriz bloco de Pascal generalizada
P(x1, x2) de ordem (m+ 1)2 tem a seguinte correspondência no actual contexto:
Definição 5.4 Seja z = (z1, z2) ∈ H2. À matrix de blocos P(z1, z2) = [(P(z1, z2))st]
definida por
(P(z1, z2))st =
{ (
s
t
)
P (z1)× zs−t2 , s ≥ t
O , s < t ,
(s, t = 0, 1, . . . ,m), onde
(P (z1)× zs−t2 )ij =
{ (
i
j
)
zi−j1 × zs−t2 , i ≥ j
0 , i < j ,
(i, j = 0, 1, . . . ,m), chamamos matriz hipercomplexa de Pascal de ordem (m+ 1)2 ([91]).
Esta matriz pode, à semelhança da matriz P(x1, x2), ser expressa como a exponencial
da matriz de blocos F (z1, z2) que resulta de (4.11) considerando variáveis de Fueter z1 e
z2 em vez de variáveis reais x1 e x2, isto é,
P(z1, z2) = eF (z1,z2), (z1, z2) ∈ H2.
A demonstração deste resultado é análoga à do Teorema 4.2 uma vez que as proprie-
dades enunciadas na Proposição 4.7 para a matriz real F (x1, x2) são extensíveis para
F (z1, z2) do seguinte modo:
Proposição 5.1 Sejam (z1, z2) ∈ H2 e k ∈ N.
i)F (z1, z2)Et = z1EtH + (t+ 1)z2Et+1;
ii) F k(z1, z2)Et =
∑k
h=0
(
k
h
)
(t+k−h)!
t!
zh1 × zk−h2 Et+k−hHh.
A demonstração destas propriedades é efectuada do mesmo modo que a da Proposição
4.7, contudo faremos a prova da propriedade ii) onde se salienta a importância das
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fórmulas recursivas (1.19)-(1.20) verificadas pelo produto permutativo.
Dem.
ii) Tendo em conta i), a verificação da propriedade para k=1 é imediata.
Supondo que a propriedade é verdadeira para k = n, então
F n+1(z1, z2)Et = F (z1, z2)(F
n(z1, z2)Et)
=
n∑
h=0
(
n
h
)
(t+ n− h)!
t!
zh1 × zn−h2 F (z1, z2)Et+n−hHh.
Aplicando a propriedade i) aos produtos F (z1, z2)Et+n−h e após algumas manipulações
algébricas
F n+1(z1, z2)Et =
(t+ n+ 1)!
t!
zn+12 Et+n+1 +
(t+ n)!
t!
(n+ 1)z1 × zn2Et+nH
+
(t+ n− 1)!
t!
n
2
[
2(z1 × zn−12 )z1 + (n− 1)(z21 × zn−22 )z2
]
Et+n−1H2 + · · ·
+
(t+ 1)!
t!
[
n(zn−11 × z2)z1 + zn1 z2
]
Et+1H
n + zn+11 EtH
n+1.
Pela fórmula (1.20),
F n+1(z1, z2)Et =
(t+ n+ 1)!
t!
zn+12 Et+n+1 +
(t+ n)!
t!
(n+ 1)z1 × zn2Et+nH
+
(t+ n− 1)!
t!
(n+ 1)n
2
z21 × zn−12 Et+n−1H2 + · · ·
+
(t+ 1)!
t!
(n+ 1)zn1 × z2Et+1Hn + zn+11 EtHn+1
=
n+1∑
h=0
(
n+ 1
h
)
(t+ n− h+ 1)!
t!
zh1 × zn+1−h2 Et+n−h+1Hh
o que, pelo método de indução matemática, conclui a demonstração.
Seja
p(z) = [pi,0(z)|pi,1(z)| · · · |pi,m(z)]T ,
i = 0, . . . ,m, o vector bloco de polinómios de grau m nas variáveis z1 e z2.
Considerando o vector
ξ(zk) = [1 zk · · · zmk ]T ,
154 CAPÍTULO 5. POLINÓMIOS NO CONTEXTO DA ANÁLISE DE CLIFFORD
k = 1, 2,
p(z) = C vec(ξ(z1)~ ξ(z2)T )
= Cξ(z),
onde C é a matriz (4.12) e ~ é o produto de Kronecker adaptado à Análise de Clifford,
isto é,
ξ(z1)~ ξ(z2)T = [1 z1 · · · zm1 ]T ~ [1 z2 · · · zm2 ]
=

1 z2 · · · zm2
z1 z1 × z2 · · · z1 × zm2
· · · · · · · · · · · ·
zm1 z
m
1 × z2 · · · zm1 × zm2
 .
Nota 5.1 Também neste caso, o vector ξ(z) coincide com a primeira coluna da matriz
hipercomplexa de Pascal P(z1, z2).
No caso de p(z) ser um vector bloco de polinómios de Appell, a matriz C coincide com
a matriz (4.13) e, portanto, o tratamento matricial de polinómios de Appell de variáveis
reais é agora extensível a polinómios de Appell de variáveis hipercomplexas.
Capítulo 6
Conclusão
Geralmente, no estudo de polinómios quer reais quer no contexto da Análise de
Clifford, a tónica é colocada nos polinómios ortogonais, pelas suas propriedades e carac-
terísticas que os tornam de grande utilidade em Matemática Pura e Aplicada, nomea-
damente, em teoria da aproximação. Nesta dissertação pretendeu-se ampliar um pouco
mais o estudo de outros polinómios, sobretudo no tocante à sua representação matricial,
sem a preocupação de verificarem a propriedade de ortogonalidade, mas que também
tivessem um papel importante em aplicações. Os polinómios de Appell enquadram-se
nestes objectivos pelas suas aplicações em Teoria dos Números, Teoria Combinatória,
processamento de sinal, entre outras áreas. Recorde-se, por exemplo, o papel importante
dos polinómios e números de Bernoulli em Análise Numérica, relacionados com a fórmula
de Euler-Maclaurin e também o seu envolvimento em Funções Especiais, relacionado com
a determinação de alguns valores da função zeta de Riemann.
Embora o ponto de partida para este trabalho tenha sido estudar polinómios de Appell
em várias variáveis hipercomplexas, o ênfase aqui colocado na abordagem matricial de
polinómios de Appell de várias varáveis reais resultou do reconhecimento de que tal estudo
facilitaria a correspondente abordagem para aqueles polinómios.
A pesquisa sobre polinómios de Appell reais deixou patente a sua estreita e natural
relação com a matriz de Pascal, como foi realçado nos trabalhos de Aceto e Trigiante ci-
tados ao longo desta dissertação. Essa relação é encarada como natural pela presença dos
números binomiais na estrutura desses polinómios. Porém, uma análise mais profunda
deixou perceber que na verdade a matriz que estava na base da possibilidade de represen-
tar matricialmente e de uma forma unificada todos os polinómios da classe de Appell era
a matriz de criação. Nesse sentido, a procura de uma matriz particionada em blocos que
desempenhasse, para polinómios em várias variáveis, um papel semelhante ao da matriz
de criação afigurou-se ser o caminho ideal para atingir os objectivos traçados. Foi com
155
156 CAPÍTULO 6. CONCLUSÃO
base nessa matriz e na estrutura particular da função geradora dos polinómios da classe
de Appell que foi conseguida uma representação matricial unificadora para polinómios
dessa classe.
Espera-se agora que a abordagem matricial apresentada contribua, de algum modo,
para que no futuro sejam explorados domínios ainda não desenvolvidos, em particular no
âmbito da Análise de Clifford.
Apêndice A
Algumas Propriedades de Polinómios
Particulares
A.1 Propriedades dos polinómios e dos números de Ber-
noulli
d
dx
Bn(x) = nBn−1(x), n ∈ N, (A.1)
Bn(x) =
n∑
k=0
(
n
k
)
Bkx
n−k, n ∈ N0, (A.2)
Bn(x+ 1)−Bn(x) = nxn−1, n ∈ N, (A.3)
Bn(x+ 1) =
n∑
k=0
(
n
k
)
Bk(x), n ∈ N0, (A.4)
Bn(1− x) = (−1)nBn(x), n ∈ N0, (A.5)
n∑
k=0
(
n+ 1
k
)
Bk(x) = (n+ 1)x
n, n ∈ N0, (A.6)
Bn(1) = (−1)nBn(0) = (−1)nBn, n ∈ N0, (A.7)
B0 = 1,
n−1∑
k=0
(
n
k
)
Bk = 0, n = 2, 3, · · · . (A.8)
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A.2 Propriedades dos polinómios e dos números de Eu-
ler
d
dx
En(x) = nEn−1(x), n ∈ N, (A.9)
En(x) =
n∑
k=0
(
n
k
)
Ek
2k
(
x− 1
2
)n−k
, n ∈ N0, (A.10)
En(x+ 1) + En(x) = 2x
n, n ∈ N0, (A.11)
En(x+ 1) =
n∑
k=0
(
n
k
)
Ek(x), n ∈ N0, (A.12)
En(1− x) = (−1)nEn(x), n ∈ N0, (A.13)
n∑
k=0
(
n
k
)
Ek(x) + En(x) = 2x
n, n ∈ N0, (A.14)
En = 2−
n∑
k=0
(
n
k
)
2n−kEk, n ∈ N0 (A.15)
2nEn(0) =
n∑
k=0
(
n
k
)
(−1)n−kEk, n ∈ N0. (A.16)
A.3 Propriedades dos polinómios de Genocchi
d
dx
Gn(x) = nGn−1(x), n ∈ N, (A.17)
Gn(x) =
n∑
k=0
(
n
k
)
Gkx
n−k, n ∈ N0, (A.18)
Gn(x+ 1) +Gn(x) = 2nx
n−1, n ∈ N. (A.19)
Gn(x+ 1) =
n∑
k=0
(
n
k
)
Gk(x), n ∈ N0 (A.20)
Gn(1− x) = (−1)n+1Gn(x) n ∈ N0, (A.21)
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n∑
k=0
(
n
k
)
Gk(x) +Gn(x) = 2nx
n−1, n ∈ N, (A.22)
G0 = 0,
n∑
k=0
(
n
k
)
Gk +Gn = 2δ1,n, n ∈ N. (A.23)
A.4 Propriedades dos polinómios de Laguerre
L
(α)
0 (x) = 1
L
(α)
1 (x) = 1 + α− x
(n+ 1)L
(α)
n+1(x) = (1 + 2n+ α− x)L(α)n (x)− (n+ α)L(α)n−1(x), n ∈ N,
n∑
k=0
L
(α)
k (x) = L
(α+1)
n (x), n ∈ N0 (A.24)
L(α−1)n (x) = L
(α)
n (x)− L(α)n−1, n ∈ N, (A.25)
d
dx
L(α)n (x) = −L(α+1)n−1 (x) (A.26)
= −
n−1∑
k=0
L
(α)
k (x)
= x−1
[
nL(α)n (x)− (n+ α)L(α)n−1(x)
]
, n ∈ N, (A.27)
d
dx
L(α)n (x)−
d
dx
L
(α)
n−1(x) + L
(α)
n−1(x) = 0, n ∈ N, (A.28)
L(α)n (x) =
n∑
k=0
(α− β)kL(β)n−k(x)
k!
, n ∈ N0,
xn =
n∑
k=0
(−1)kn!(1 + α)nL(α)k (x)
(n− k)!(1 + α)k (A.29)
=
n∑
k=0
(−1)kn!
(
n+ α
n− k
)
L
(α)
k (x), n ∈ N0.
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A.5 Propriedades dos polinómios de Hermite
H0(x) = 1
H1(x) = 2x
Hn+1(x) = 2xHn(x)− 2nHn−1(x), n ∈ N, (A.30)
d
dx
Hn(x) = 2nHn−1(x), n ∈ N, (A.31)
Hn(−x) = (−1)nHn(x), n ∈ N0, (A.32)
xn =
[n2 ]∑
k=0
n!Hn−2k(x)
2nk!(n− 2k)! , n ∈ N0. (A.33)
A.6 Propriedades dos polinómios de Legendre
P0(x) = 1
P1(x) = x
(n+ 1)Pn+1(x) = (2n+ 1)xPn(x)− nPn−1(x), n ∈ N, (A.34)
(x2 − 1) d
dx
Pn(x) = nxPn(x)− nPn−1(x), n ∈ N, (A.35)
x
d
dx
Pn(x)− d
dx
Pn−1(x) = nPn(x), n ∈ N, (A.36)
Pn(cosα) =
(
sinα
sin β
)n n∑
k=0
(
n
k
)(
sin(β − α)
sinα
)n−k
Pk(cos β), n ∈ N0. (A.37)
A.7 Propriedades dos polinómios de Chebyshev
T0(x) = 1
T1(x) = x
Tn+1(x) = 2xTn(x)− Tn−1(x), n ∈ N, (A.38)
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U0(x) = 1
U1(x) = 2x
Un+1(x) = 2xUn(x)− Un−1(x), n ∈ N, (A.39)
(1− x2) d
dx
Tn(x) = nTn−1(x)− nxTn(x), n ∈ N, (A.40)
(1− x2) d
dx
Un(x) = (n+ 1)Un−1(x)− nxUn(x), n ∈ N, (A.41)
Tn(x) = Un(x)− xUn−1(x), n ∈ N (A.42)
(1− x2)Un−1(x) = xTn(x)− Tn+1(x), n ∈ N. (A.43)

Apêndice B
Alguns Exemplos de Polinómios de
Várias Variáveis
B.1 Polinómios de Bernoulli, Bj(x), r = 1, 2, 3
Grau Bj(x) Bj1,j2 (x1, x2) Bj1,j2,j3 (x1, x2, x3)
0 B0(x) = 1 B0,0(x) = 1 B0,0,0(x) = 1
1 B1(x) = − 12 + x B1,0(x) = − 12 + x1 B1,0,0(x) = − 12 + x1
B0,1(x) = − 12 + x2 B0,1,0(x) = − 12 + x2
B0,0,1(x) = − 12 + x3
2 B2(x) =
1
6
− x+ x2 B2,0(x) = 16 − x1 + x21 B2,0,0(x) = 16 − x1 + x21
B1,1(x) =
1
6
− 1
2
(x1 + x2) + x1x2 B1,1,0(x) =
1
6
− 1
2
(x1 + x2) + x1x2
B0,2(x) =
1
6
− x2 + x22 B0,2,0(x) = 16 − x2 + x22
B1,0,1(x) =
1
6
− 1
2
(x1 + x3) + x1x3
B0,1,1(x) =
1
6
− 1
2
(x2 + x3) + x2x3
B0,0,2(x) =
1
6
− 1
2
x3 + x23
3 B3(x) =
1
2
x− 3
2
x2 +x3 B3,0(x) =
1
2
x1 − 32x21 + x31 B3,0,0(x) = 12x1 − 32x21 + x31
B2,1(x) =
1
3
x1 − 12x21 + 16x2 − x1x2 +
x21x2
B2,1,0(x) =
1
3
x1 − 12x21 + 16x2 − x1x2 +
x21x2
B1,2(x) =
1
6
x1 +
1
3
x2 − x1x2 − 12x22 +
x1x22
B1,2,0(x) =
1
6
x1 +
1
3
x2 − x1x2 − 12x22 +
x1x22
B0,3(x) =
1
2
x2 − 32x22 + x32 B0,3,0(x) = 12x2 − 32x22 + x32
B2,0,1(x) =
1
3
x1 − 12x21 + 16x3 − x1x3 +
x21x3
B1,1,1(x) =
1
6
x1 +
1
6
x2− 12x1x2 + 16x3−
1
2
x1x3 − 12x2x3 + x1x2x3
B0,2,1(x) =
1
3
x2 − 12x22 + 16x3 − x2x3 +
x22x3
B1,0,2(x) =
1
6
x1 +
1
3
x3 − x1x3 − 12x23 +
x1x23
B0,1,2(x) =
1
6
x2 +
1
3
x3 − x2x3 − 12x23 +
x2x23
B0,0,3(x) =
1
2
x3 − 32x23 + x33
. . . .
. . . .
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B.2 Polinómios de Euler, Ej(x), r = 1, 2, 3
Grau Ej(x) Ej1,j2 (x1, x2) Ej1,j2,j3 (x1, x2, x3)
0 E0(x) = 1 E0,0(x) = 1 E0,0,0(x) = 1
1 E1(x) = − 12 + x E1,0(x) = − 12 + x1 E1,0,0(x) = − 12 + x1
E0,1(x) = − 12 + x2 E0,1,0(x) = − 12 + x2
E0,0,1(x) = − 12 + x3
2 E2(x) = −x+ x2 E2,0(x) = −x1 + x21 E2,0,0(x) = −x1 + x21
E1,1(x) = − 12 (x1 + x2) + x1x2 E1,1,0(x) = − 12 (x1 + x2) + x1x2
E0,2(x) = −x2 + x22 E0,2,0(x) = −x2 + x22
E1,0,1(x) = − 12 (x1 + x3) + x1x3
E0,1,1(x) = − 12 (x2 + x3) + x2x3
E0,0,2(x) = − 12x3 + x23
3 E3(x) =
1
4
− 3
2
x2 + x3 E3,0(x) =
1
4
− 3
2
x21 + x
3
1 E3,0,0(x) =
1
4
− 3
2
x21 + x
3
1
E2,1(x) =
1
4
− 1
2
x21 − x1x2 + x21x2 E2,1,0(x) = 14 − 12x21 − x1x2 + x21x2
E1,2(x) =
1
4
− x1x2 − 12x22 + x1x22 E1,2,0(x) = 14 − x1x2 − 12x22 + x1x22
E0,3(x) ==
1
4
− 3
2
x22 + x
3
2 E0,3,0(x) =
1
4
− 3
2
x22 + x
3
2
E2,0,1(x) =
1
4
− 1
2
x21 − x1x3 + x21x3
E1,1,1(x) =
1
4
− 1
2
x1x2− 12x1x3− 12x2x3+
x1x2x3
E0,2,1(x) =
1
4
− 1
2
x22 − x2x3 + x22x3
E1,0,2(x) =
1
4
− x1x3 − 12x23 + x1x23
E0,1,2(x) =
1
4
− x2x3 − 12x23 + x2x23
E0,0,3(x) =
1
4
− 3
2
x23 + x
3
3
.
.
.
.
.
.
.
.
.
.
.
.
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B.3 Polinómios Genocchi, Gj(x), r = 1, 2, 3
Grau Gj(x) Gj1,j2 (x1, x2) Gj1,j2,j3 (x1, x2, x3)
0 G0(x) = 0 G0,0(x) = 0 G0,0,0(x) = 0
G1(x) = 1 G1,0(x) = 1 G1,0,0(x) = 1
G0,1(x) = 1 G0,1,0(x) = 1
G0,0,1(x) = 1
1 G2(x) = −1 + 2x G2,0(x) = −1 + 2x1 G2,0,0(x) = −1 + 2x1
G1,1(x) = −1 + x1 + x2 G1,1,0(x) = −1 + x1 + x2
G0,2(x) = −1 + 2x2 G0,2,0(x) = −1 + 2x2
G1,0,1(x) = −1 + x1 + x3
G0,1,1(x) = −1 + x2 + x3
G0,0,2(x) = −1 + 2x3
2 G3(x) = −3x+ 3x2 G3,0(x) = −3x1 + 3x21 G3,0,0(x) = −3x1 + 3x21
G2,1(x) = −2x1 + x21 − x2 + 2x1x2 G2,1,0(x) = −2x1 + x21 − x2 + 2x1x2
G1,2(x) = −x1 − 2x2 + 2x1x2 + x22 G1,2,0(x) = −x1 − 2x2 + 2x1x2 + x22
G0,3(x) = −3x2 + 3x22 G0,3,0(x) = −3x2 + 3x22
G2,0,1(x) = −2x1 + x21 − x3 + 2x1x3
G1,1,1(x) = −x1−x2+x1x2−x3+x1x3+
x2x3
G0,2,1(x) = −2x2 + x22 − x3 + 2x2x3
G1,0,2(x) = −x1 − 2x3 + 2x1x3 + x23
G0,1,2(x) = −x2 − 2x3 + 2x2x3 + x23
G0,0,3(x) = −3x3 + 3x23
.
.
.
.
.
.
.
.
.
.
.
.
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B.4 Polinómios de Laguerre, Qj(x), r = 1, 2, 3
Grau Qj(x) Qj1,j2 (x1, x2) Qj1,j2,j3 (x1, x2, x3)
0 Q0(x) = 1 Q0,0(x) = 1 Q0,0,0(x) = 1
1 Q1(x) = −α+ x Q1,0(x) = −α+ x1 Q1,0,0(x) = −α+ x1
Q0,1(x) = −α+ x2 Q0,1,0(x) = −α+ x2
Q0,0,1(x) = −α+ x3
2 Q2(x) = α(α − 1) −
2αx+ x2
Q2,0(x) = α(α− 1)− 2αx1 + x21 Q2,0,0(x) = α(α− 1)− 2αx1 + x21
Q1,1(x) = α(α−1)−α(x1+x2)+x1x2 Q1,1,0(x) = α(α−1)−α(x1 +x2)+x1x2
Q0,2(x) = α(α− 1)− 2αx2 + x22 Q0,2,0(x) = α(α− 1)− 2αx2 + x22
Q1,0,1(x) = α(α−1)−α(x1 +x3)+x1x3
Q0,1,1(x) = α(α−1)−α(x2 +x3)+x2x3
Q0,0,2(x) = α(α− 1)− 2αx3 + x23
3 Q3(x) = −α(α−1)(α−
2)+3α(α−1)x−3αx2+
x3
Q3,0(x) = −α(α− 1)(α− 2) + 3α(α−
1)x1 − 3αx21 + x31
Q3,0,0(x) = −α(α − 1)(α − 2) + 3α(α −
1)x1 − 3αx21 + x31
Q2,1(x) = −α(α− 1)(α− 2) + 2α(α−
1)x1−αx21+α(α−1)x2−2αx1x2+x21x2
Q2,1,0(x) = −α(α − 1)(α − 2) + 2α(α −
1)x1−αx21 +α(α−1)x2−2αx1x2 +x21x2
Q1,2(x) = −α(α − 1)(α − 2) + α(α −
1)x1 + 2α(α− 1)x2 − 2αx1x2 − αx22 +
x1x22
Q1,2,0(x) = −α(α − 1)(α − 2) + α(α −
1)x1+2α(α−1)x2−2αx1x2−αx22+x1x22
Q0,3(x) = −α(α− 1)(α− 2) + 3α(α−
1)x2 − 3αx22 + x32
Q0,3,0(x) = −α(α − 1)(α − 2) + 3α(α −
1)x2 − 3αx22 + x32
Q2,0,1(x) = −α(α − 1)(α − 2) + 2α(α −
1)x1−αx21 +α(α−1)x3 +2αx1x3 +x21x3
Q1,1,1(x) = −α(α − 1)(α − 2) + α(α −
1)x1+α(α−1)x2−αx1x2+α(α−1)x3−
αx1x3 − αx2x3 + x1x2x3
Q0,2,1(x) = −α(α − 1)(α − 2) − αx22 +
α(α− 1)x3 + 2αx2x3 + x22x3
Q1,0,2(x) = −α(α − 1)(α − 2) + α(α −
1)x1 + 2αx1x3 − αx23 + x1x23
Q0,1,2(x) = −α(α − 1)(α − 2) + α(α −
1)x2 + 2αx2x3 − αx23 + x2x23
Q0,0,3(x) = −α(α − 1)(α − 2) + 3α(α −
1)x3 − 3αx23 + x33
.
.
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B.5 Polinómios de Hermite, Hj(x), r = 1, 2, 3
Grau Hj(x) Hj1,j2 (x1, x2) Hj1,j2,j3 (x1, x2, x3)
0 H0(x) = 1 H0,0(x) = 1 H0,0,0(x) = 1
1 H1(x) = x H1,0(x) = x1 H1,0,0(x) = x1
H0,1(x) = x2 H0,1,0(x) = x2
H0,0,1(x) = x3
2 H2(x) = −1 + x2 H2,0(x) = −1 + x21 H2,0,0(x) = −1 + x21
H1,1(x) = x1x2 H1,1,0(x) = x1x2
H0,2(x) = −1 + x22 H0,2,0(x) = −1 + x22
H1,0,1(x) = x1x3
H0,1,1(x) = x2x3
H0,0,2(x) = −1 + x23
3 H3(x) = −3x+ x3 H3,0(x) = −3x1 + x31 H3,0,0(x) = −3x1 + x31
H2,1(x) = −x2 + x21x2 H2,1,0(x) = −x2 + x21x2
H1,2(x) = −x1 + x1x22 H1,2,0(x) = −x1 + x1x22
H0,3(x) = −3x2 + x32 H0,3,0(x) = −3x2 + x32
H2,0,1(x) = −x3 + x21x3
H1,1,1(x) = x1x2x3
H0,2,1(x) = −x3 + x22x3
H1,0,2(x) = −x1 + x1x23
H0,1,2(x) = −x2 + x2x23
H0,0,3(x) = −3x3 + x33
.
.
.
.
.
.
.
.
.
.
.
.
168 APÊNDICE B. EXEMPLOS DE POLINÓMIOS PARTICULARES
B.6 Polinómios de Legendre, P˜j(w), r = 1, 2, 3
Grau P˜j(w) P˜j1,j2 (w1, w2) P˜j1,j2,j3 (w1, w2, w3)
0 P˜0(w) = 1 P˜0,0(w) = 1 P˜0,0,0(w) = 1
1 P˜1(w) = w P˜1,0(w) = w1 P˜1,0,0(w) = w1
P˜0,1(w) = w2 P˜0,1,0(w) = w2
P˜0,0,1(w) = w3
2 P˜2(w) = − 12 + w2 P˜2,0(w) = − 12 + w21 P˜2,0,0(w) = − 12 + w21
P˜1,1(w) = w1w2 P˜1,1,0(w) = w1w2
P˜0,2(w) = − 12 + w22 P˜0,2,0(w) = − 12 + w22
P˜1,0,1(w) = w1w3
P˜0,1,1(w) = w2w3
P˜0,0,2(w) = − 12 + w23
3 P˜3(w) = − 32w + w3 P˜3,0(w) = − 32w1 + w31 P˜3,0,0(w) = − 32w1 + w31
P˜2,1(w) = − 12w2 + w21w2 P˜2,1,0(w) = − 12w2 + w21w2
P˜1,2(w) = − 12w1 + w1w22 P˜1,2,0(w) = − 12w1 + w1w22
P˜0,3(w) = − 32w2 + w22 P˜0,3,0(w) = − 32w2 + w22
P˜2,0,1(w) = − 12w3 + w21w3
P˜1,1,1(w) = w1w2w3
P˜0,2,1(w) = − 12w3 + w22w3
P˜1,0,2(w) = − 12w1 + w1w23
P˜0,1,2(w) = − 12w2 + w2w23
P˜0,0,3(w) = − 32w3 + w33
.
.
.
.
.
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.
.
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B.7 Polinómios de Chebyshev de primeira espécie, T˜j(w),
r = 1, 2, 3
Grau T˜j(w) T˜j1,j2 (w1, w2) T˜j1,j2,j3 (w1, w2, w3)
0 T˜0(w) = 1 T˜0,0(w) = 1 T˜0,0,0(w) = 1
1 T˜1(w) = w T˜1,0(w) = w1 T˜1,0,0(w) = w1
T˜0,1(w) = w2 T˜0,1,0(w) = w2
T˜0,0,1(w) = w3
2 T˜2(w) = −1 + w2 T˜2,0(w) = −1 + w21 T˜2,0,0(z) = −1 + w21
T˜1,1(w) = w1w2 T˜1,1,0(w) = w1w2
T˜0,2(w) = −1 + w22 T˜0,2,0(w) = −1 + w22
T˜1,0,1(w) = w1w3
T˜0,1,1(w) = w2w3
T˜0,0,2(w) = −1 + w23
3 T˜3(w) = −3w + w3 T˜3,0(w) = −3w1 + w31 T˜3,0,0(z) = −3w1 + w31
T˜2,1(w) = −w2 + w21w2 T˜2,1,0(w) = −w2 + w21w2
T˜1,2(w) = −w1 + w1w22 T˜1,2,0(w) = −w1 + w1w22
T˜0,3(w) = −3w2 + w32 T˜0,3,0(w) = −3w2 + w32
T˜2,0,1(w) = −w3 + w21w3
T˜1,1,1(w) = w1w2w3
T˜0,2,1(w) = −w3 + w22w3
T˜1,0,2(w) = −w1 + w1w23
T˜0,1,2(w) = −w2 + w2w23
T˜0,0,3(w) = −3w3 + w33
.
.
.
.
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B.8 Polinómios de Chebyshev de segunda espécie, U˜j(w),
r = 1, 2, 3
Grau U˜j(w) U˜j1,j2 (w1, w2) U˜j1,j2,j3 (w1, w2, w3)
0 U˜0(w) = 1 U˜0,0(w) = 1 U˜0,0,0(w) = 1
1 U˜1(w) = w U˜1,0(w) = w1 U˜1,0,0(w) = w1
U˜0,1(w) = w2 U˜0,1,0(w) = w2
U˜0,0,1(w) = w3
2 U˜2(w) = − 13 + w2 U˜2,0(w) = − 13 + w21 U˜2,0,0(w) = − 13 + w21
U˜1,1(w) = w1w2 U˜1,1,0(w) = w1w2
U˜0,2(w) = − 13 + w22 U˜0,2,0(w) = − 13 + w22
U˜1,0,1(w) = w1w3
U˜0,1,1(w) = w2w3
U˜0,0,2(w) = − 13 + w23
3 U˜3(w) = −w + w3 U˜3,0(w) = −w1 + w31 U˜3,0,0(w) = −w1 + w31
U˜2,1(w) = − 13w2 + w21w2 U˜2,1,0(w) = − 13w2 + w21w2
U˜1,2(w) = − 13w1 + w1w22 U˜1,2,0(w) = − 13w1 + w1w22
U˜0,3(w) = −w2 + w32 U˜0,3,0(w) = −w2 + w32
U˜2,0,1(w) = − 13w3 + w21w3
U˜1,1,1(w) = w1w2w3
U˜0,2,1(w) = − 13w3 + w22w3
U˜1,0,2(w) = − 13w1 + w1w23
U˜0,1,2(w) = − 13w2 + w2w23
U˜0,0,3(w) = −w3 + w33
.
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