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§1. Introduction et Resultat
Nous generalisons le resultat de Hoshiro [6] et de Morioka [13] en tenant
compte de celui de Wakabayashi-Suzuki [15].
Soit n^3 et 2£k£n-l. Pour x = (xi,... ,xn) e Rn, on note x" =
(x＼,...,xk-i) e Rk~l et x1 = (x",xn) e Rk. Soit A = a(x",D') Foperateur diiffer-
entiel d'ordre 2 dans R", dont le polynome a(x, £) ne depend que de x" et de £'.
On note A au lieu de A, lorsque on considere A comme l'operateur dans Rk. Soit
B = YTjZk LjLj, ou Lj = Dj - ixjDn. On definit alors P par P = A + B. Soit
peT*Rn＼0; p = {y,rj) e Rn x tf"＼0, H = 1, ^ = ･･･ =jM_i= 0, % = ■･･=
?/,_! = 0 et i7B > 0. On definit p e T*Rk＼Q par ^= (y',r/'). On decrit la norme
et la multiplication interieure dans L2 par ||* || et par ( , ). Quant a
^4,
on
suppose les hypotheses suivantes.
(H.I) La partie principale de a(x",£') n'est pas negative.
(H.2) II existe un voisinage conique £ <= J?fc de ?/'et une constante C > 0 tels
que pour tout v e Sf(Rk); supp ii c E on a Re(^4y, y) ^ ―C||y||2.
Le theoreme suivant est notre resultat principal. On dit que l'operateur
differentiel Q dans Rn est microhypoelliptique a peT*Rn＼Q si wef et p $
WF(Qu) implique p $ WFu. Pour la definition de WF, on cite Hormander [4,
Definition 8.1.2].
Theoreme 1. On suppose que (H.I) et (H.2) sont verifiees. Alors, P est
microhypoelliptique a p si et seulement si A est microhypoelliptique a p.
On considere maintenant B comme la perturbation de A. Selon Theoreme 1,
la perturbation B conserve la microhypoellipticite &e A h p sous la condition
(H.I) et (H.2). En effet, A est microhypoelliptique a p si A est micro-
hypoelliptique a p.
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Nous ecrivons alors notre motivation. Hoshiro [6] a etudie l'hypoellipticitede
l'operateur
PQ = D＼ + D＼ + D＼ + xJDl + (g(Xl)-l )D4 dans R*
Ici, Dj = ―id/dxj. On suppose que 0 < g(t) S 1 quand t # 0 et que tg'{t)^ 0.
Alois, [6] a montre que Pq etait hypoelliptique si et seulement si (*)
lim^o tlogg(t) ―0 etaitverifiee.En revanche, [6] a aussi annonce que l'operateur
Pi D＼ + D＼ + xJDJ + (flf(jci)- 1)2)3 dans ^3
est hypoelliptique si 0 < g(t) ^ 1 quand t # 0. Notons que (*) n'est pas necessaire
pour l'hypoellipticitede Pi. Cette difference provient du faitsuivant. Soit Aq =
D2 + D＼ + g{x{)D4, dans R3 et A＼ = D2 + g(xi)Di, dans R2. On suppose que
0<g(t)£l quand t # 0 et que tg'(t)^O. Soit /)= (O;0,0,l)er*i?3＼0 et
p = (0;0,1) e T*R2＼0, ou O est origine.Alors, Aq est microhypoelliptique a /?si
et settlement si (*) est verifiee.En revanche, A＼ est microhypoelliptique a p saes
(*). Ces faitssont essentiellement deduits par Morimoto [9] ou par Hoshiro [5].
On citeaussi Fedii [2] et Kusuoka-Stroock [8],qui concement respectivement Aq
et A＼. Selon [6],chaque Ak apparait lorsque l'on prend la projection de chaque
Pk sur le premier espace propre de l'operateur de Hermite. Alors, l'hypoellipticite
de Pit est deduite par la microhypoellipticite de Ak- Done, on n'a pas besoin de
(*) pour l'hypoellipticitede Pi.
L'idee de [6] provient de Boutet de Monvel [1] et de Grigis [3], qui ont
constrait des parametrix des operateurs differentielsa caracteristiques doubles.
Wakabayashi-Suzuki [15, Exemple 5.2] a aussi prouve l'hypoellipticitede
Po en utilisantl'idee differente.Soit B = L*L, ou L ―D3 ―1X3D4. Alors, Po =
Aq + B et B ^ 0. Selon la condition (*), comme Morimoto [9] a etudie, A＼ verifie
que pour tout e > 0 il existe une constante C > 0 telleque pour tout u e ^(R4);
suppM <={(^1,^2, &, U,) e R4 : U > 0} on a
(0.1) ||log<D4>≪||2^^o^^) + C||u||2.
Ici, £f est espace des distributions a decroissance rapide et u est la transforme
de Fourier de u. Puisque Pq = Aq + B et B^.0, Pq verifie aussi (0.1). Alors,
l'argument de [9] nous revele que Po est microhypoelliptique a p. On peut dire
que [15, Exemple 5.2] a generalise ce processus. Cependant, si on applique [15,
Exemple 5.2] a Pi, il faut supposer (*) pour prouver que Pi est micro-
hypoelliptique a p. Done, l'idee de [15, Exemple 5.2] ne fonctionne pas bien afin
de preciser l'hypoellipticitede Pi.
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Morioka [13] a etudie I'hypoellipticitede Poperateur
P2 = D＼ +f(xl)DJ + Dj + x＼D＼+ (g{xi) - 1)D4 dans M4.
Fixons une intervalle ouverte Jo <= R. On dit que une fonction g verifie(A.I) si
(A.I) gi > 0 pour toutes les intervallesI a Io.
Ici, gj = ＼I＼~l＼jQ.On dit que des fonctions / g verifient(M;f,g) si
(M;f,g) Msupf^^l/lllog^/hS/cr/o, g3I < 3} = 0.
Ici, 3/ represente Pintervalle dont le centre est commun a celui de / et dont la
langeur est trois frois plus grande que celle de /. On suppose maintenant (A.I),
que f,g>R sur dlo et que g ^ 1. Alors, [13] a prouve que P2 etaithypoelliptique
si et seulement si (M;l,f) et (M;f,g) etaient verifiees.
La condition (M;f,g) provient de Sawyer [14, Remarque 5], qui a caracterise
la positivitedes operateurs de Schrodinger a une dimension. On cite aussi [11,
Sawyer's Lemma].
Comme [13, §1] a mentionne I'hypoellipticitede 1*2 ne peut pas etre precisee
par [15, Exemple 5.2]. En revanche, Theoreme 1 explique simultanement
I'hypoellipticitede Pq, P＼ et de Pi. Par surcroit,on obtient le corollaire suivant,
si on applique theoreme 1 a Pi. Soit peT*R4＼Q; p ―{y＼r＼)e J?4 x ^4＼0,
y=(yu0,0,0), w = (0,0,0,1) et v,e/0.
Corollaire 2. On suppose (A.I) et que f,g>R sur dlo. Alors, P2 est
microhypoelliptique a p pour tout y＼e Iq si et seulement si (M;f, g) est verifi.ee.
Demonstration de Corollaire 2. Soit Ai = D＼ + f{x＼)D＼+ g{x＼)D^ dans
J?3. Selon Theoreme 1, la microhypoellipticite de Pi a p equivaut a celle de Ai a
p. Ici, p = (ji,0,0,; 0,0,1). Par surcroit,la demonstration de [11, Theoreme 1]
nous laisse savoir que Ai est microhypoelliptique a p pour tout y＼e Iq si et
seulement si (M;f,g) est verifiee.Done, on obtient la conclusion. □
Quant a la relation entre [13] et cet article,corollaire 2 est nouveau. En effet,
la preuve de Fhypoellipticie de Pi faite dans [13] nous laisse savoir que Pi est
microhypoelliptique a p pour tout y＼e Jo, sous la condition (M; 1,/) et (M;f,g).
Selon la methode de [13], (M;l,/) est indispensable. En revanche, corollaire 2
montre microhypoellipticie de Pi sans (M;l,/).
Nous ecrivons la difference entre la methode de [13] et celle de cet article.
Soit Ho la projection sur le premier espace propre de l'operateur de Hermite. La
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definition precise de Ho sera donnee a §2. Soit P ― P2 et P ― PHq + R. Alois,
la microhypoellipticite de P a p est deduite par cellede PIIo et de R. On obtient
la microhypoellipticite de PUq a p par [11, Theoreme 1],car on peut considerer
fTIo comme Ai mentionne dans la preuve de Corollaire 2. Voiyez Lemme 2.2 a
§2. Dans [13],en poursuivant le technique de Hoshiro [6],nous avons constraitle
parametrix de R au domaine ou |^4| domine ^＼+ ^＼-＼-^＼en R%. Puisque D＼
degenere, on ne peut pas avoir parametrix de R dans le cone ordinaire ou |^| est
dominant. Voiyez [13, §6].Done, la microhypoellipticie de P2 a p ne peut pas
etre deduite sans (M;l,/), si on adapte le technique de [6] et de [13]. En
revanche, nous utilisons dans cet articlela methode de energie pour prouver la
microhypoellipticite de R a p. Grace a cette methode, nous pouvons deduire la
microhypoellipticite de R sans (M;l,/).
Nous remarquons le fait suivant. Soit k = n―＼ a Theoreme 1. Alors,
B = L^Ln-i. Si on remplace Ln-＼ par Dn-＼, Theoreme 1 est faux, malgre que
B ^ 0. On donne un exemple. Soit Ao, A＼ l'operateur mentionnes precedemment.
Alors,
^4o = ^4i+^2
^ans ^3- ^n suppose que g(t) ―exp(-|r|~<T); a > 0. Soit
p = (0;O,0,1) e T*R3＼Q et p = (0;0,1) e T*R2＼0. A0 est microhypoelliptique a
p si et seulement si a < 1. En revanche, A＼ est microhypoelliptique a p pour tout
a > 0. Done, la perturbation■Z)| ne conserve pas la microhypoellipticite de A＼.
Quant a cet argument, on cite Morimoto [10].
Theoreme 1 est deduit par la propriete de l'operateur de Hermite. Nous
l'etudierons a §2 en poursuivant [6,§2] et [13,§4].La preuve de Theoreme 1 sera
donnee a §3.
§2. Operateur ie Hennite
Nous etudions la propriete de 1'operateur de Hennite, L = ―(d/dt)2 + t2, qui
jouera un role principal dans la demonstration de Theoreme 1.
La y-eme fonction propre de 1'operateur de Hermite est
(2.1) hj(t)= ≪-"4(2>/l)-WJ- f)'≪p(-lV2)
On definit g>j{t;ff)par <Pj(t;tj)― ＼ri＼l^Ahj{t＼r}^2).Alois, (Pj(t;rj)est lay-eme fonction
propre de l'operateur de Hermite a parametre r＼:Ln = ―{d/dt) + t2rj2.En effet,
on a Lr,<pj{t;n) = (2/+ ＼)＼nWj{t＼ri)et ||^|| = 1.
Soit k = n-＼. Alors, x" = (xb ..., jc_2) et x' = (x",x≪). Soit $%) 6 C°°(^),
0 ^ ^ ^ 1, ^(7) = 1 lorsque |^| ^ 2 et <f>{rj)= 0 lorsque |?/|^ 1. On definit
Hj : ^{B"-1)-^ ^(R") par
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(Hjv)(x) = (2n)-l/2^eix^^n)9j(xn^^n)v(x";ad^
la transforme de Fourier de v{x) par rapport a xn.
-> Sf{Rn~l), qui est adjoint de Hj} par
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(2.2) v)(x) l/zjeix ^n)fj(xn^^n)v(x"^n)d^
ou v est nsforme rier ( ) port On definit
H* : Sf{Rn) ^(J?11"1), oint #,-,
(2.3) (HTuMx1) = (In)-1'2
lleix≫H(U<Pi(y;Zn)u(x＼y;Zn)dydtn.
On peut aussi definir Hj : 9"{Rn~l) -≫&"{Rn) et HJ : tf"(Rn) -* ^"{R"'1)
a partir de (2.2) et de (2.3) en utilisantla relation (HjV,u) ―(v,HJu) pour
ve^(Rn~l), uey{Rn). Ici Sf'{Rn) represente Fespace des distributions tem-
perees. On definitOy : &"{Rn) -> 9"(Rn) par n,- = HjHJ.
On decritla proposition suivante, qui represente une idee principale dans la
preuve de Theoreme 1.
Proposition 2.1.
(i)Pour tout u e ^(Rn) on a
(2.4) (nou)(x) =
＼
if≪<T{no)(x,{)u(Z)dZ,
oil <7(no)(x,£)= ^n)2exp{-ixn^n_x - (d +x2n_ien)/(2＼U).
Par surcroit,pour tout a, fiit existe une constante C^p telleque pour tout
(x,£)e R2n on a
(2.5) Kno)$(*,oi ^ c^i^u^r^i2-^^2
ou <r> = (1 + ＼t＼2)1'2et rg = %Dfir.a
(ii)Pour tout ueL2(Rn), on a Y^II/M = <f>{Dn)2udans L2(Rn).
(iii)Pour toutj, k, on a H*HkJ^djk(f>{Dn)2 dans ^'{W1"1).
(iv) 501/ B = D＼_x + x＼_xD＼- Dn et Bj = 2jDn. Alors, on a BHjV = HjBjv
pour v e £f'(Rn-1);supp v c {? e Rn~l : 4 > 0} et HJBu = BjH*upour u e &"(Rn);
suppuc:{ZeRn:Zn>Q}.
(v) Pour (x1,?) T*Rn~＼ on definitJ(x',?) e T*Rn par
J(x',Z') = (x"AxH;Z"1O,Zn).
Alors, pour tout ueSf'{Rn) et tout ve&"(Rn~l) on a
WF(Hov) c {J(xf,?) e T*Rn＼0 : (x＼?) e WFv},
WFilRu) c= Ux',?) e T*Rn-l＼0 : J(x',?) £ WFu).
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Demonstration de Proposition 2.1.
(i) Notons que ho(t) = ho(t). Alors, on peut obtenir les conclusions a partir
de (2.2) et de (2.3).
(ii)On definit1'operateur T : L2(Rn) -> L2(Rn) par
(2.6) (Tu)(x) = (2nyl
^exp(ixnQ＼i;n＼l/4u(x",
＼Ql/2xn^,^)d^n
Alors, on a T*T = XT* = /. Ici, / est operateur identique. On suppose que
(2.7) f^u(x",xn-hZn) =f{x")g{xn^)r{in＼
ou feL2(Rn~2) et g, reL2(R). Alors, on a
(2.8) u(x'＼xn-UU=f(x'')＼Ul/4g(xn-i＼L＼l/2)r(^).
Puisque {hj}JLQ est C.O.N.S. dans L2(R), on a YT=onju = <f>{Rn)2udans L2{R).
Puisque L2{Rn) = L2(Rn~2) R L2{R) R L2(R), on obtient la conclusion.
(iii),(iv) Puisque {hj}^ est C.O.N.S. dans L2(R) et (L^7-)(?>^) =
(2j + l)＼tf＼<pj(t,tj),on obtient les conclusions.
(v) Soit Kx e R'{Rnx x Rny7l) et K2 e @'(Rnx7l x Rny)les noyaus de if0 et de
H* i.e.,
{Hov)(x)=＼ K^y'Xy^dy1 et (H*Qu)(xf)
Jj?"-'
Selon (2.2) et (2.3), on a
■
1
K2(x',y)u(y)dy.
K2(x?,y) =
f
&LpW2{x',y,e'))＼eH＼1/4m)de'1
ouijjl(x,y';0>)= (x'-y')-e'+ixll＼en＼/2Qtu^＼y0')-(^-y')-o'+iyll＼on＼/2.
Ici,&' = (0i,...,9n-2,0n).Selon Hormander [4. Theoreme 8.1.9],on a
WFKic{(x,y';Z,1,'):x'=y, *B_i = 0, ^ = -i/', ^ = 0},
^FX2c={(y,j;;^^):x'=y, ^_i=0, r = -7;, 17.-1=0}.
Selon Hormander [4. Theoreme 8.2.13],on obtientla conclusion. □
Quant a Proposition 2.1, on citeGrigis [3, Section III.3]et Hoshiro [6,
Proposition 1].
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On etudie maintenant la relationentre P et A dans Theoreme 1 sous la
condition k ―n ―l. Alors, P ―A + B et B = Un_xLn-＼. Notons que ce B
coincidea celuiqui a ete mentionne dans Proposition 2.1-(iv).
Lemme 2.2. PHqv = HqAv pour v e &"(Rn~l); suppv c={£'e Rn~l :£n> 0}
et H*QPu = AHlu pour u e Sf(Rn); suppu c {£e Rn :£n> 0}.
Demonstration de Lemme 2.2. Selon Proposition 2.1-(iv),on a HqBv = 0
et BHXu = 0. Puisque P ―A + B, on obtientla conclusion. □
§3. Demonstration de Theoreme 1
Nous prouvons Theoreme 1 sous la condition k ―n― I. La demonstration
au cas ou k ^ n ―2 est-ellededuite par la repetition.
On explique les notations. Pour les ensembles ouverts U＼, U2 czRm qui
verifient U＼d U2, on definit Y(Ui, U2) par
Y(UU U2) = {(pe C0°°(l/2): 0 ^ g>S 1, 9{t) = 1 si1e Ui}.
Pour les cones ouverts Fi, F2 a Rm qui verifient FiCF2, on definit
Z(Fi,F2), qui est ensemble des symboles des operateurs pseudodifferentiels,par
Z(TUT2) = {y(0 e SlQ(Rm) : 0 ^ y < 1,suppy c F2 et y(r) = 1 sir Fh |r| ^ 1}.
Pour les notations qui concement des operateurs pseudodifferentiels,nous suivons
Kumano-go [7].
D'abord, on suppose que P est microhypoelliptique a p et on montre que ^4
est microhypoelliptique a p.
Soit v $'(Rn~l), i.e.,supp v est compact et on suppose que p $ WF(Av).
On fixe une fonction tK4) e ^(R); 0 ^ ^ ^ 1, ^(£w)= 0 lorsque |4| ^ 1 et
s^(^w) = 1 lorsque ＼£n＼^ 2. On definit w par w = ＼j/(Dn)v.Alors, on a /?$
W/F(J'w). Ici, on a utilisele fait que [A,＼j/(Dn)]=0. Selon Proposition 2.1-(v),
on a p$ WF(HqAw). Selon Lemme 2.2, ona^ WF(P(How)). Puisque P est
microhypoelliptique a p, on obtient p $ WF(Hqw). Selon Proposition 2.1-(v), p$
WF{H^How). Selon Proposition 2.1-(iii),H^How = <j>{Dn)2w.Done, on obtient la
conclusion.
Nous prouvons le cas contraire. On suppose que A est microhypoelliptique a
p et on montre que P est microhypoelliptique a p. Soit u e S"(Rn) et p $ WF(Pu).
Quant au cone E mentionne dans Theoreme 1, on peut supposer que <^> ~ <<^>
dans E. On definitalors E* cz Rn par Z* = {£e Rn : ^' e E,£,_!e i?}. On fixe Eo
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et Si qui sont les voisinages coniques de tjet qui verifientHo Ci^i (giH*. On fixe
aussi AeZ(Eo,Ei) et on definit w par w = X(D)u.
Lemme 3.1. On a pi WF(Pw).
Demonstration de Lemme 3.1. Puisque w = X{D)u, on a
Pw = X(D)Pu-[X{D),P]u.
Puisque p $ WF(Pu), ona^ WF(X{D)Pu). Observons que
U(D),P] =
N
£
l≪l=l
P{a)XW{D)/*＼ + RNt
ou RN e OPS^N{Rn). Puisque /l(at)(£)= 0 sur So D {|f| > 1} si |a| ^ 1, on a p $
WF{P{ol)X^＼d)u). Done, on obtient la conclusion. □
On prend alorsl'expansion de w par rapport aux fonctions propres de
l'operateurde Hermite.
Lemme 3.2.Etonyw = ^(D≪)2w dans &"{Rn).
Demonstration de Lemme 3.2. Puisque supp w a Ei et <£,> ~ <O dans
Ei, il existe s > 0 telle que (Dn}~sw e L2(Rn). Selon Proposition 2-1―(II),on a
EH>n,≪Z>l,r'w) = <f>{Dn)＼Dnysw dans L2(J?W). Puisque [ny, <DW>-J] = 0 dans
6f'(Rn), on obtient la conclusion. □
On definitmaintenant w>oet w* par wq ―Hqw et w* = <f>{Dn)2w―wq. On
montre que p $ WFwq et que p $ WFw*, qui achevent la demonstration de
Theoreme 1.
D'abord, on prouve que p $ WFwq. Selon Proposition2.1-(v)et Lemme 3.1,
onap^ WF(H^Pw). Selon Lemme 2.2,ona^ WF(A(H£w)). Puisque A est
microhypoelliptiquea p, on a p $ WF(Hqw). Selon Proposition 2.1-(v), on
obtientp $ WFwq.
On montre maintenant que p <$.WFw*. Les deux propositionssuivantessont
la cleea ce prouver.
Proposition 3.3. Soit p0 = (yo,n°) e T*Rn＼0 et rj°eX*
(i) Si jR_! # 0, P est microhypoelliptique a p0.
(ii) Si tjR, # 0, P est microhypoelliptique a p0.
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Demonstration de Proposition 3.3. Puisque B = L*n_xLn-＼
localement elliptique au voisinage de pQ si y^_x ^0 ou rft_x# 0,
les conclusions en tenant compte de (H.I).
est
on
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obtient
□
On choisit un cone I' c Rn~l tel que S<^E' et que <£n>~ <f> dans E'.
On fixe alors Ao(£')e Z(E,Z')- On de1&nitI et g par JT = AJloAoCD') et par
Q = P + K dans ^M. Bien que /L0(D')e OJP5100(^n~1), on le considere comme un
operateur dans Rn.
Proposition 3.4.
(i) K e OPS＼,2 ln{Rn)-
Pa? surcroit,pour tout a, ftil existe une constante Ca,p
telleque pout tout (x,£)e R2n on a
(3.i) !*(*)$(*, 01 ^ c^<oHa"h(a'-l/2Ka"+(^l/2).
M, a/;= (ai,...,aw_2).
(ii)Pw* = gw+.
(iii)// existe /es constantes C＼, Ci > 0 te//es ^we /?owr tow? ue H2(Rn);
suppu cz£*, on a
ii<DII>i/2iiii2^c,ite(eii,ii)+ c2H2.
Demonstration de Proposition 3.4.
(i) Selom Proposition 2.1―(i)et la definition de K, on obtient la conclusion.
(ii)Selon Lemme 3.2, w* = Y^JLiII/w dans &"(Rn). Done, on a now* = 0 en
tenant compte de Proposition 2.1-(iii).Puisque [IIo,/lo(D')]= 0, on obtient la
conclusion.
(iii)Soit v e if2(i^w~1); supp dc2. Alors, pour tout j ^ 1 on a
(3.2) ＼＼＼Dn＼l/2v＼＼2^(BjV,v),
ou Bj ―2jDn. Soit u e H2(Rn); supp u a S*. Alors, on a supp if;*tic S. Puisque
<D≪>2m g L2(#"), on a H*(Dn}2u e L2{Rn~l). Puisque H*(Dn}2u = (Dn}2H*u et
<£≪>~ <^'> dans H, on a HJu e H2(Rn~l). Done, en remplacant i;par HJu dans
(3.2), on a
(3.3) |||Dn|1/2if;≪||2^ (BjE*u,H*u).
Selon Proposition 2.1-(iv), on a
(3.4) (Hj＼Dn＼u,u)^(njBu,u).
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Prenons le somme de chaque cote de (3.4) de j = 1 a j = co. Selon Proposition
2.1―(II),on a
(3.5) (＼Dn＼u,u)-(Ku,u)^(Bu,u),
car ueH2{R2), UoB = 0 et A0{D')u = u. Selon l'hypothese (H.I), on a
(3.6) Re(4i/,i#) ^-C||w||2.
A partir de (3.5) et de (3.6), on obtient la conclusion. □
On deduit alors p $ WFw*. Puisque [P,0(Dn)2] = 0, on a JV* = <j>(Dn)2Pw -
PwR. Puisque p $ WF(Pw) et p $ WFwq, on a p 4- WF(Pw*). Selon Proposition
3.4―(ii),on a p $ WF(Qw*). Done, il existe un cone ouvert To c: Rn qui contient
tj et qui verifie To C ^*, un ensemble ouvert Vq <= Rn~l qui contient y' et une
intervalle ouverte Jo <= R qui contient 0 tels que pour tout y(£) s SiO(Rn); suppy <=
r0, tout ^(x')eC^(Fo) et tout #(xB_i) q°(/0) on a ＼li{x')x{xn-i)y{D)Qw^ e
if00. A partir de ces Vo, IR et To, on considere des sequences comme ci-dessous.
On choisit une sequence des ensembles ouverts {Kjt}^=0 U {V} <= Rn~l et celle des
intervalles ouvertes {4}^=0 U {/} c= J? qui verifient y' e V <^ Vk+i C ^ik et 0 e / C
4+1 ^ 4 pour tout fc.On choisit aussi une sequence des cones ouverts {Tk}^=Q U
{r} c j?" et {i^}^=0 U {F} c J^""1 qui verifient les conditions suivantes.
(C.I) i; e r C r^+i <g Tk et ?/'e F <g F*+i C i^ pour tout k.
(C.2) .F2fc^ f 2*+i et Y2k+i i^Ar+i Pour tout k-
Ici, f, = {{' e J?""1 : (^,0,^) g F,-} et F* H^^:^F,-,^_2 eR}.
Pour chaque /:, on fixe ＼J/ke r(Fik, F^+i), ^ e (Ik,Ik+i), ak e Z{Fk,Fk+i) et
y^eZCr^rifc+i).
D'abord, on prouve le lemme suivant.
Lemme 3.5. // existe s> 0 telleque w* eH~s.
Demonstration de Lemme 3.5. Rappelons nous que w = k{D)u, u e $' et
que supp A c= Si. Puisque <<^w>~ <£> dans Si, il existe s > 0 telleque <Dw>~lSw e
L2(Rn). Alors, on a (Dny~sw* eL2(Rn). Done, on obtient la conclusion. □
Soit s > 0 mentionne dans Lemme 3.5.Pour k ― 0,1,2,..., on definitA^ par
A* = (Dnys+kl1. On definitalors hk par
hk = *l*2kXkA*y2k(D)w*-
Une perturbation des operateurs
Proposition 3.6. Pout tout k 0,1,2,...,on a hkeL2{Rn).
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On admet provisoirement Proposition 3.6. Alors, pout tout ^(x')eCJ°(F),
tout x{xn-i) e Cq{I), tout y(£)e 5fj0(iP); supp ycTet tout M > Q on a
to<A,>"yCD)w,eJ5r°.
Puisque <£w>
~
<£> dans T, on obtient p $ WFw*, qui acheve la preuve de
Theoreme 1.
On prouve Proposition 3.6 par 1'induction par rapport a k. Lorsque k = 0, on
obtient ho e L2 a partir de Lemme 3.5.
On montre que hk+i e L2 en supposant que hk e L2. On definit 7＼e
SRQ(Rn l) par TkV ― a2k+i{D')(＼l/2k+iv)-On considere desormais Tk comme
l'operateur dans Rn.
Lemme 3.7. TkQhkeH {Rn).
Demonstration de Lemme 3.7. On definitgk par gk = XkAk72k(R)w*- Alors,
hk ―ij/^gic-On montre que TkQgk e Hx. Afin de simplifierla notation, on omet
momentanement l'indice k. Observons que
TQg = h+I2 + h,
ou h = a(D>)(iljxAy(D)Qw*), I2 = a(Z>')fe[e, v(D)]Aw*) et 73 - a(D')
(^[g,/]y(D)Aw;)!). Id, on a utilisele fait que [Q,A] = 0.
Puisque p $ WF(Qw*), ona/ieF00.
Quant a I2, on a I2 = £1 + £2, ou
£, = a(D')(^[P,Ki>)]A^), E2 = a(D')(ta[A:,y(Z>)]AW.)-
Puisque A" e OP^/^j/^^) et y(D) e OPSl0{R"), on a
[^,y(^)] = E^(v)y(v)(Z))/v! + i{^
|v|=l
ou RN e OPSljf/^R"). Notons que y{v)(£)= 0 pour f e F^+i. Selon la condition
(C.2), Proposition 3.3―(il)et le fait que p $ WF(Pw*), on a
a{D'){iljxK{v)/v＼D)Aw*) e H si|v|^ 1.
Selon le theoreme de Calderon-Vaillancourt, pour lequel on cite Kumano-go
[7, page 224], RN transmet Hx a Hz+M, ou M = -1 +N/2. Done, on obtient
E2 eiJ00. Par le meme argument, on a E＼ei?00. Done, on obtient I2 eif00.
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Quant a.I3, on a I3 = £3 + E4, ou
E3 = a(Df)(ilf[P,X]y(D)Aw*) et E4 = oc(D')(ijj[K,x}y(D)Aw,)
Observons que
|v|=l
ou RN e OPSljf/piR"). Selon Proposition 3.3―(i)et le faitque p $ WF(Pw*),
on a
＼l/X{v)K^yAw, e JT° si |v| ^ 1
Done on a £4£if00 en tenant compte du theoreme de Calderon-Vaillancourt.
Par le meme argument, on a £3 e H°°.Done, on obtient I?,e H°°.
Selon (3.7), on a TkQgkeH . Puisque hk ―＼j/2kgk,on a
TkQhk = TkQgk + 7*6(1 - fa) 9k-
Selon la definition de Tk et le fait que F2jt+iC Vk, on a TkQ(l ―^2k)dk e H .
Done, on obtient TkQhkeH . □
Quant a Lemme 3.7, l'idee provient de Morioka [12, Lemme 2.1].
Pour e ^ 0, on definitalors TkfBpar TkjE= XE{Dn)Tk, ou Xe{£n)= (1 + e^)"1.
Notons que 7* = TkR.
Lemme 3.8. Soit e > 0. Si on considere Tk,e comme I'operateur dans Rn l, on
a Tk,Ee OPS^. Par surcroit,{Tk,e}Ee[o,＼＼est borne dans OPSR0 par rapport a e.
Demonstration de Lemme 3.8. Selon la definition de {T^e} et le fait que
<^> ~ <^'> dans supp^2*+i> on obtient les conclusions. D
Lemme 3.9. Si on considere T^g comme I'operateur dans Rn, on a Tkt8hk e
H2(Rn) lorsque s > 0 et Tkohk e L2(Rn).
Demonstration de Lemme 3.9. Selon l'hypothese de l'induction, hk e L2.
Selon la definition de Tk,e et le fait que <£,> ~ <£> dans supp ylk, on obtient les
conclusions. □
On definitalors Me par Me = (Dnyl/2TkjBhk. Selon Lemme 3.9, Me e L2(Rn)
si e > 0.
Une perturbation des operateurs
Lemme 3.10. {Afe}0<fi<1 est borne dans L2(Rn).
Demonstration
Proposition 3.4―(iii)
(3.8)
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de Lemme 3.10. Notons que supp T^hk <= 2*. Selon
et Lemme 3.9, on a
I|Me||2^ d TteiQTkJik, Tk:Ehk) + C2||7Vi*||2
ou C＼, C2 sont independantes de e. Selon Lemme 3.7, Lemme 3.8 et (3.8), on a
(3.9) ＼＼Me＼＼2SCl(Il,E+l2,e) + C2l3,e,
ou 7M = Re(Tk,EQhk, Tk,Ehk), h,e = Re([fi, Tkje]hki Tkfihk) et 73,e= ||Tkfihk＼＼2-
Selon Lemme 3.9, Tkhk e L2 et on obtient J3j£^ ||7jtAjt||2.
Quant a /M, on a ||/1)£||^ ＼＼TkjEQhk＼＼＼＼Tk/thk＼＼S ＼＼TkQhk＼＼＼Tkhk＼＼.
Quant a J2j£,on a
(3.10) /2,e= Ehe + £2,e+ ^3>£+ E4,e,
ou £i,e= Re([^, Tkfi]hk, TkAhk), E2,E = Rq^x^DI Tkfi}hki Tkfihk), E3,e =
Re([A-, TkiB]hk, Tkfihk) et £"4,e= Re([-D≪, TkjS]hk,TktEhk).
Quant a Ehe, on a £i,e= (＼e%A), ou ＼£= (Se + S*E)/2 et 5£ = T^A, Tk,＼.
Puisque la partie principale de a est reelle et {7fc,e}o<£<i est borne dans
OPSf^JT"1), {We}0<£<i est aussi bome dans OPS^Q(Rn~l). Done, il existe une
constante C3 > 0 qui est independante de e telle que ＼E＼tE＼^ C3pA:||2- Puisque
hkeL2, {|^i,e|}0<£<i est borne.
Puisque [*£_!,7^1 = 0, on a ^ = Re([/)J,71jt>e](^_1^), ^(x^j^)).
Puisque ^_,/it£L2, {|^2,e|}0<£<i est bome.
Notons que [K, lE(Dn)a2k(D')] =0. Alors, on a
E3tE = RG{^{DH)a2k{Df)[K^2k+l{x')]hki Tkfihk).
Puisque ^2k+i est independant de xn-＼, on a [K,＼l/2k+＼]e OPSR,2l,2(Rn) en tenant
compte de (3.1). Notons que A£(<!;,)^ 1. Selon le theoreme de Calderon-
Vaillancourt, {|^3,e|}o<e<i est bome.
Par le meme argument, on peut savoir que {|-E4,e|}o<e<i est borne. Done, la
preuve est terminee. D
Selon Lemme 3.10, il existe / e L2(Rn) et une sequence {f{j)}jLil lini/->oor{j)
― 00 telle que pour tout (p e L2(Rn) on a lim/-_K30(Mr(y-),(p) = (/, (p), car L2(Rn) est
espace hibertien. Selon la definition, lim^oo ^r(j)
~
^o dans Q)'(Rn). Done,
Mo =/ et on obtient Mq e L2(Rn). Puisque a2fc+i(£')= 1 sur F^+i et F2A;+2 C
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F*k+l, on a <Dny^2y2k+2{D)(ilj2k+lxkAk+ly2k(D))w,eL2(Rn). Done, on obtient
hk+i e L2(Rn), qui acheve finduction.
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