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This paper is a continuation of the work begun in [4], and the reader 
is assumed to have some familiarity with this work. As in [4], a measure TV 
defined on the complex plane is said to be a symmetric measure if p is of 
the form &(r, 0) = (25--l h(r) d0, where v is a finite positive Bore1 measure 
defined on the positive real axis and having no mass at either zero or infinity. 
The measure v is called the radial component of p. 
In Section 1, the definition of the spaces ED(p) is extended to include 
symmetric measures supported on the entire complex plane. In this case 
E*(p) is a complete metric space of entire functions. It is observed that 
most of the general results proved in [4] carry over to these spaces. In 
Section 2, the generalized Ep(p) spaces are used to refine the model for 
subnormal bilateral weighted shifts given in [4]. 
In Section 3, we continue our study of cyclic vectors of subnormal 
weighted shifts. We mention some sample results. Let p be a symmetric 
measure, and let Mz+ be the operator of multiplication by x on E2(p). Let 
f, g E P(p) and h E H” with f = gh. Then f is a cyclic vector for M,+ iff 
g and h are cyclic vectors. In particular, it follows from this that if f is a 
cyclic vector and / g 1 > 1 f 1, then g is a cyclic vector. A different type 
of result is the following. Let f E D’(p) for some p > 2, with l/f E B(p) 
for some Q > 0. Then f is a cyclic vector for MC+. Results of this type have 
previously been obtained by Hedberg [7]. See also [2], [IO-121. 
In Section 4, we obtain some parallel results for subnormal bilateral 
weighted shifts. It was proved in [4] that a subnormal bilateral weighted 
shift which is not unitarily equivalent to the standard (unweighted) bilateral 
shift has no cyclic vectors. The appropriate objects of study in this case 
are doubly cyclic vectors. In general, if H is a Hilbert space and T is a bounded 
operator on H such that T-n is a closed, densely defined transformation 
on H for all positive integers n, a vector x is called a doubly cyclic vector 
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for T if x is in the domain of T-; for every positive integer n, and the sequence 
{T”x}E-~ spans H. In the particular case of subnormal bilateral weighted 
shifts, we prove a number of theorems concerning doubly cyclic vectors 
which parallel the results we have obtained for cyclic vectors of unilateral 
subnormal weighted shifts. 
Some general information regarding weighted shifts can be found in 
Halmos [5, 61. The basic theory of subnormal operators is presented in 
the classic paper of Bram [l]. See also [5]. 
1. SOME BASIC RESULTS 
Let Y be a finite positive Bore1 measure defined on the positive real axis. 
Y will be called admissible if v has no mass at either zero or infinity. We 
say that an admissible measure v has finite moments if t" E P(v) for all real (Y. 
We say that v has finite positive moments if ta ELI(V) for all LY > 0. The set 
of admissible measures with finite moments will be denoted by FM. The 
set of all admissible measures with finite positive moments will be denoted 
by FM+. Clearly FM is contained in FM+. 
If v is any admissible measure, we let U(V) = supja 1 v([O, u]) = 0} and 
b(v) = inf(6 1 v([b, co)) = O}. We then let D(v) = {z j 1 z 1 < b(v)} and 
A(v) = {z I u(v) < I z I < b(v)). 
Given any admissible measure Y, we define a measure p on the complex 
plane by specifying that 
scf(w) dp(w) = (27r)-l r de 1,” f(re@) dv(r) (1) 
for every continuous function f having compact support contained in C. 
Symbolically, we write dp(r, 0) = (21~))~ dv(r) d0. p is called a symmetric 
measure, and v the radial component of CL. If v is a probability measure, we 
say that p is normalized. Note that the support of p is contained in D(v). 
In the sequel, we shall be concerned primarily with symmetric measures 
whose radial components are in FM f. Unless otherwise stated, this will 
always be tacitly assumed. 
Now if f is analytic in D(v), and 0 < p < co, we define 
for 0 ,< r < 1. If v has no mass at b(v), (2) is understood to hold for Y = 1, 
although it may happen that &‘Jl;f, p) is infinite. 
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It is easily shown that M,(r;f; p) is an increasing function of Y (see [4]). 
For 0 < p < w, we define D’(p) as the collection of all functions j analytic 
in D(V) for which 
lilf lll%L1 = sup M&;f; /.L) < 03. (3) 
Kl 
When b(v) = w, ED(~) is a metric space of entire functions. Otherwise, 
Er(p) is a space of functions analytic in a disk. In the case when b(v) is finite, 
the spaces L?(p) were studied in [4]. W e mention some basic results con- 
cerning these spaces. 
THEOREM I. Let p be a symmetric measure, and let 0 < p < w. 
(i) Ep(p) is complete. 
(ii) The evaluation junctionals &,: j ---f f (z), z E D(v), are bounded on 
EP(~). Indeed, for any compact set KC D(v), {&z 1 z E K} is a uniformly 
bounded set of linear junctionals on ED(p). 
If v has no mass at b(v), let Ap(p, D(v)) be the collection of all functions 
analytic in D(v) which are L*(p)-integrable. 
THEOREM 2. Let p be a symmetric measure, and let 0 < p < co. 
(i) If v has positive mass at b(v), EQ(p) = HP(D(v)) with an equivalent 
metric. 
(ii) If v has no mass at b(v), ED(p) = AP(p, D(v)). 
Theorems 1 and 2 are proved in [4] for the case when b(v) is finite. The 
proof for the case b(v) = w is identical, and we omit the details. 
Now if 0 < p < w and F GL$), let 
IlFllmi = (4) 
On account of Theorem 2, if v has no mass at b(v), EP(~) may be naturally 
identified with a subspace of LB(~). If v has positive mass at b(v), then each 
function j 6 EP(p) has a de-a.e. defined boundary function jr on aD(v). 
Since ji is a.e. uniquely determined, we may extend j to aD(v) by setting 
j = jr on ED. With th is convention, E+) may again be naturally identified 
with a subspace of L+). By making this identification, we may write l/jl/,,, 
in place of lllj Il/D,U for any j in ED(~). 
Another basic property of the spaces En(p) is the density of the polynomials 
in these spaces. This was established in [4] in the case when b(v) is finite. 
When b(v) is infinite, the argument given in [4] is ineffective. The result 
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remains true in this case, but the general proof is much more difficult. 
Here we merely present an argument for the case p = 2. 
Let ~1 be a symmetric measure with b(v) = co, and let f E E-(p) have 
the Taylor expansion f(z) = C”= n a a,+. Then by dominated convergence, 
(f, Zn) = (22~)~~ In emifie fit3 s6p f (reie) yn h(y) 
= !+? (2~r-l /oz’ ecine d19 ioa f (de) P h(r) 
= $2 go a,(27r)-1]:’ ei(k-n)e dfJ IO’ rn+li dv(r) 
= lim a, 
a+m s 
a r*fi h(Y) 
0 
= a, 
s 
m 6% h(Y), 
0 
for all n > 0. Thus if f is orthogonal to zn for all n 2 0, a, = 0 for all 
12 > 0, and hence f = 0. The result follows. 
Now if Y E FM+, we write 
WY(4 = I m t” h(t), 0 
for all 01 > 0. If Y E FM, (5) is understood to hold for all real 01. 
If p is any symmetric measure, Theorem 1 implies that P(p) is a func- 
tional Hilbert space. It was observed in [4] that the reproducing kernel 
of EL(p) is given by K(w, z) = I,, where 
q,(x) = F w,(2n)-1 x”. (6) 
VL=O 
The spaces E*(p) are of interest on account of their connection with 
subnormal weighted shifts. In [4], the following result was proved. 
THEOREM A. Let U,,+ be a (unilateral) subnormal weighted shift with 
nonzero weights {A,}:. Then VA+ is unitarily equivalent to the operator M,+(p) 
of multiplication by z on E2(p), f or some symmetric measure p with b(v) < co. 
Moreover, b(v) = I/ VA+ [j and w,(2n) = I A, ... A, I2 for all n >, 1. 
We note for the record that when b( ) v is infinite, multiplication by z 
is a closed, densely defined transformation on E2(p) which is unitarily 
equivalent to an unbounded weighted shift. 
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2. SUBNORMAL BILATERAL WEIGHTED SHIFTS 
Let p be a symmetric measure with radial component Y E FM and such 
that b(v) is finite. In [4], we defined the space P(p) of all functions f(z) = 
Cz=‘=_oc. a,xn analytic in A(V) such that 
IlfllE = f %P) I a, I2 < co. 
?a=-P (7) 
It was observed that F2(y) is a functional Hilbert space with reproducing 
kernel K(w, z) = I,,, where 
$&) = f wv(2n)-1 z”. (8) 
7&=--m 
Observe that E2(p) is properly contained in P(p). The spaces P(p) are 
of interest because of their connection with bilateral subnormal weighted 
shifts. Specifically, in [4] the following result was obtained. 
THEOREM B. Let U,, be a bilateral subnormal weighted shift with nonzero 
weights (An}?, such that j A, 1 # / A, 1 f OY some n and m. Then U, is unitarily 
equivalent to the operator M&A) of multiplication by z on P(p) for some sym- 
metric measure p with v E FM and b(v) < CO. Moreover, b(v) = /I U, 11, 
wy(W = I Al . ..h.12foTn31,andw,(2n-2)=I/\,...X,/-2foyn~0. 
In this section, we obtain a different characterization of the spaces F2(p). 
We first introduce some notation. Let v E FM. We define the conjugate 
measure v* by 
dv*(t) = d(-v(l/t)). (9) 
Then V* E FM. Note that the map v + v* is an involution; i.e., (v*)* = v. 
If v is the radial component of a symmetric measure p, let CL* be defined by 
dp*(r, 6) = (2+1 dv*(r) de. (10) 
The correspondence p --f CL* is also an involution. 
We shall require the following: 
LEMMA 1. Let v E FM. Then 
(i) W,*(E) = w,(-a)for all real DI, 
(ii) b(v*) = a(v)-‘. 
The proof of this is a routine exercise, and is left to the reader. 
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Now iff(z) = CEYm a# is any function analytic in a given annulus, we 
write f+(z) = Cz==, a,zS and f-(z) = CzE1 a-,,?. Then f(z) = f+(z) + 
a0 + f-W+ 
For any symmetric measure p, and any p > 0, let E,P(p) = {f~ ,9(p) 1 
f(0) = 0). We are now ready for 
THEOREM 3. Let TV be a symmetric measure with v E FM and b(v) jinite. 
(i) f~F2(p) ;f f+ E EP(p) and f-~E~(p*). The mapping f -+ f+ @ 
a, of- is an isometric isomorphism of F(p) onto Eo2(p) @ C @ Eo2(p*). 
(ii) If a(v) > 0, the mapping f(z) + f(l/z) is an isometric isomorphism 
of P(/.L) onto FB(p*). 
Proof. (i) By Lemma 1 we have 
$, wd24 I an 12 = f w,@n) I a, I2 + I a0 I2 + f W,(--2n) Ia-, I2 
n=1 ?k=l 
= il wvCW I a, I2 + I a0 I2 + $ w,4W I a-, 12. 
The assertion follows easily from this. 
(ii) The mapping f(z) --f(l/ z can be written as the composite ) 
f(z) -+f+ 0 a0 Of- -f- 0 a0 Of+ -tf(U+ 
Since each map in this sequence is an isometric isomorphism, so is the 
composite. The result follows. 
Remark. Theorem 3 provides us with an alternative description of a 
subnormal bilateral weighted shift. If p is a symmetric measure, for any 
n 3 0 let P,(p) be the operator on E2(p) which maps each function in 
E2(p) to its nth Taylor coefficient. Then if /.L has radial component lying 
in FM, and if b(v) is finite, the operator Mz(p) onFQ) is unitarily equivalent 
to the matrix 
t 
Ki (lb) Lb*) 
0 0 (l/4(1 - pl(P*)) i 
acting on Eo2(p) @ C @ Eo2(p*). 
Part (ii) of the theorem provides an interesting insight into the case of 
an invertible subnormal bilateral weighted shift U, . In this case, the 
operator UT’ is also seen to be a subnormal bilateral weighted shift, and 
the theorem asserts that if U,, has model p(p), then F(p*) is the model 
for U;r. 
8 RICHARD FRANKFURT 
Theorem 3 provides us with a convenient means for generalizing the 
classes P(p). Let p be a symmetric measure with radial component v E FM. 
Then for any 1 < p < co, let P’(p) be the set of all functions f analytic 
in A(u) with f+ E I$,+) and f-e I$,+*). This definition is consistent 
when p = 2. By Theorem 2, if v has positive mass at a(v) and/or b(v), then 
f has a de-a.e. defined boundary function on the inner and/or outer boundary 
of A(v). We then extend f to the appropriate boundary by setting it equal 
to the boundary function on the appropriate boundary. With this convention, 
P(p) can be naturally embedded in D’(p). We then let P(p) inherit the 
metric of D(p). Again note that this is consistent in the case p = 2. 
THEOREM 4. Let p be a symmetric measure with v E FM, and let 1 < 
p < co. 
(i) Fw$) is complete. 
(ii) The evaluation functionah gz: f + f (z), z E A(V), are bounded on 
F+). Indeed, for any compact set KC A(v), the set {a, j z E K} is a unzyormly 
bounded family of linear functionals on Fe(p). 
Proof. As in the case of Theorem 1 of [4], we begin by proving (ii). 
Let f EFP(~) and z E A(V). Choose numbers a and b such that a(v) < a < 
1 z j < b < b(v). Then for any pair of numbers r and R with a(v) < Y < a 
and b < R < b(a), we have 
f b-4 dw f(Z) = (27V $!,,_, w _ z - PV $,,,=, TJy I 
By Jensen’s inequality, we have 
1 f (r)l” < 2Db(v)p (b - 1 x I)-” (27r)-l JO’fl 1 f (Re@)jP de 
+ 2pb(v)P (I z 1 - a)-” (27r)-1 j’” 1 f (reie)]” de. 
0 
Successively integrating this inequality first with respect to dv(R) over 
the interval b < R < b(v), and then with respect to dv(r) over the interval 
a(v) < r < a, we obtain 
v([a(v), aI) 43, WI) If (41” < 2nW” 4[44, aI)@ - I x I>-” Ilf II,"., 
Thus 
If(z ,( 2”b(+‘[(b - I z I)-” v([b, b(W1 + (I z I - a)-” 4&)> al)-‘lllflli’., . 
The assertion follows. 
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(i) is deduced from this as in Theorem 1 of [4]. The result follows. 
Our next theorem is the FP(p) analog of Theorem 2. 
THEOREM 5. Let p be a symmetric measure whose radial component v 
lies in FM and has no muss at either a(v) or b(v). Then for any p 3 1, Fp(p) = 
A% A(v)), th e s P ace of functions analytic in A(V) which are Lp(p)-integrable. 
In the case p = 2, this result was proved in [4]. 
Proof of Theorem. It is clear that FP(~) C A$, A(v)). The reverse 
inclusion will follow if it can be shown that f E Av(p, A(v)) implies 
f+ E A+, D(v)) and f- E A+*, D(v*)). T o see that this is so, choose some b 
with a(v) < b < b(v), and let A, = {w 1 b < ( w 1 < b(v)}. To show that 
f+ E A+, D(v)), it suffices to show that 
We have 
+ zp IA, I f-W) + a0 Ip 444 
< zp llf IL + 2” 1 If-W4 + a0 lp 444 4 
< co. 
Thus f,. E AP(~, D(V)). The inclusion f- E AP(~*, D(v*)) can be proved in a 
similar manner. 
We note for the record that when the mass of v is divided between the 
two points a(v) and b(v), F*(p) = HP(A(v)) with an equivalent metric. 
See Saranson [9] and Duren [3]. 
Finally, we remark without proof that the Laurent polynomials are dense 
in P(p) for all p 3 1. This can be deduced from the density of the ordinary 
polynomials in the spaces P(p). 
3. CYCLIC VECTORS 
Let p be a symmetric measure. Following terminology introduced by 
Shapiro [IO], we say that a function f~ Ev(p) is weakly invertible if there 
exists a sequence { pn} of polynomials such that pnf + 1 in the metric of 
P(p). In the case p = 2 and b(v) < co, it is easily seen that a function f 
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is weakly invertible iff f is a cyclic vector for M,+(p). A study of the cyclic 
vectors of the operators M,+(p) was begun in [4]. In this section, we refine 
some of the results of [4], and add some new ones. We begin with 
THEOREM 6. Let f~ Ep(p), and suppose that f = gh, where g E ED(p) 
and h E H”(D(v)). Th en f is weakly invertible apg and h are weakly invertible. 
Proof. If v has positive mass at b(v), this is merely a well known fact 
about outer functions. Hence we may assume that v has no mass at b(v). 
The “if” part of the theorem is proved exactly as in [4, Lemma 41. 
To prove the converse, assume that f is weakly invertible. Then for any 
polynomials P and Q we have 
II PQh - 1 II;,, < 2” II PQh - Pgh II;,, + 2” II Pgh - 1 II;., 
d 2’ II Ph II2 IIQ - g IL + 2” II Pf - 1 IL . 
Choosing P to make the second term small, and then choosing Q to make 
the first term small, we see that h is weakly invertible. It remains to be 
shown that g is weakly invertible. 
Since h is a bounded analytic function in D(V), there is a sequence of 
polynomials {Qn} which is uniformly bounded on D(V) and converges to h 
uniformly on compact subsets of D(v). Now for any polynomial P and 
any n we have 
II PQng - 1 II;., G 2” II PQng - Phg Ku + 2’ II Pf - 1 II”,,, ’
Now for any 6 > 0, let D, = {z / j x 1 < b(v) - S>. Also, choose a constant 
M > 0 such that /I h /Im , /j Qn jlrn < M for all n. Then 
II PQng - 1 IL G 2’ s I PQng - Phg I’ dp D6 
+ 2’ ‘G-D, 
I PQ,,g - Phg I’dcL + 2” II Pf - 1 II;., 
< 2” SD”,P I Qn - h I’ II Pg IL 
+ 2”M” j IPgI”d~+2~llPf- U;.u. _ 
D(v)-Da 
First choosing P to make the third term small, then choosing 6 sufficiently 
small to make the second term small, and n sufficiently large to make the 
first term small, we obtain the result. 
Theorem 6 has some interesting consequences, the first of which is as 
follows. 
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COROLLARY 1. Let f, g E Ep(p), and suppose that j g j 3 / f j. Then if f is 
weakly invertible, so is g. 
Proof. The hypothesis implies that f = gh for some h E H”(D(v)). So 
by the previous result, if f is weakly invertible, so is g. 
In the next two corollaries, we assume for the sake of normalization that 
b(v) = 1. The results of [4] imply that if exp(a/( 1 - t)) E Ll(v) for some 
01 > 0, then any nonvanishing Hm function is weakly invertible in P(p) 
for any p > 0. As a consequence of this, we obtain 
COROLLARY 2. Let exp(a/(l - t)) E Ll(v) for some 01 > 0. Let f, g E I??$), 
and suppose that 1 g 1 3 1 f /. Then ifg is weakly invertible andf is nonvanishing, 
f is weakly invertible. 
Proof. The hypotheses imply that f = gh, where h is a nonvanishing 
H” function. In view of the preceding remarks, the assertion is now im- 
mediate. 
Our next result settles a question raised in [4]. 
COROLLARY 3. Let exp(a/(l - t)) E Ll(v) for some 01 > 0. Let f E B’(p) 
be nonvanishing. If f E N, then f is weakly invertible. 
Proof. If f E N, then f = h,/h, , where h, and h, are nonvanishing Hm 
functions. Thus h, = fh, , and since h, is weakly invertible, so is f. 
Intuitively speaking, Theorem 6 states that products of weakly invertible 
elements are weakly invertible, and divisors of weakly invertible elements 
are weakly invertible. Our next result provides a similar manifestation of 
this idea. 
THEOREM 7. Let f E ED(p), and suppose that f = gh, where g E EP’(~) 
and h E EQ’(~), p’ > p, and l/p’ + l/q’ = l/p. 
(i) If f is weakly invertible, then g and h are weakly invertible (us elements 
of BP@)). 
(ii) If g is weakly invertible as an element of E@(p), and h is weakly 
invertible as an element of E+), then f is weakly invertible. 
Proof. (i) By Holder’s inequality, if P and Q are any two polynomials, 
we have 
II PQg - 1 II;., B 2’ II PQg - Phg Ku + 2’ II Pk - 1 IlLi 
G 2” II Pg lit*., II Q - h ll:,.u + 2’ II Pf - 1 !I& . 
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First choosing P to make the second term small, then choosing Q to make 
the first term small, we see that g is weakly invertible. A similar argument 
shows that h is weakly invertible. 
(ii) As in part (i), we use Holder’s inequality. If P and Q are any two 
polynomials, we have 
[I PQ~- 1 II;., < 2” II f’Q@ - Qh IIL + 2” II Qh - 1 Ilk 
< 2” !I Qh ll3.u II Pg - 1 II:,,, + 2” II Qh - 1 II;,, . 
First choosing Q to make the second term small, then choosing P to make 
the first term small, we obtain the result. 
Our next theorem is of a somewhat different character. 
THEOREM 8. Let f E ED+), and suppose that l/f~ EQ(p) for some q > 0. 
Then f is weakly invertible in EP(p) for every p < p, . 
This result was previously established in [4] in the case when f is bounded. 
The general case is considerably more complicated. Intuitively speaking, 
the result provides a weak generalization of a well known property of outer 
functions. Similar results can be found in the papers of Brennan [2], Hedberg 
[7], and Shapiro [l&12]. 
Proof of Theorem. Let p <pa be fixed. We must show that there exists 
a sequence of polynomials {PJ such that 
!I p,f - 1 iL = ll(Pn - l/f)f IL - 0. 
To accomplish this, we employ an inductive argument due to Shapiro 
[lo, p. 3271. 
Let l/p,, + l/q0 = l/p, and choose E > 0 such that f + E E@(p). Let 
(Qn} be a sequence of polynomials such that 11 Qn -f + /IgOsu -+ 0. By 
Holder’s inequality, 
IlCQn - f -‘)f IIm G llf Ilqwt II Qn - f-c IL,., - 0. 
Let 6 = 1 - E. We shall prove by induction that for any nonnegative 
integer m, there is a sequence of polynomials {Qim)) such that 
II(Q;m) - f -‘1--6Yfllxu - 0. 
The assertion has been established when m = 1. Assume that it is true 
for m = k. Note that for any polynomial Q, we have 
jj(f -(l-t++‘) - Qf -W”))f ljD,u = l](f --6’s - Q) f 6” //9,u . 
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On account of the induction hypothesis, it thus will suffice to produce a 
sequence of polynomials (~2)) such that 
ll(f-6”’ - 4:‘) f@ I!p,p -+ 0. 
Let p, = p,/6” and qk = q&Sk. Since f -5Ls E E@$L), there is a sequence of 
polynomials (q?‘} such that 
II 411”’ - f -& //Pk*LI + 0. 
By HGlder’s inequality, we thus obtain 
as desired. The assertion follows. 
To complete the proof of the theorem, we need only note that by dominated 
convergence 
li+ilj(f -1 - f -(I-@))f lj9,& = 0. 
Theorem 8 has a number of interesting ramifications. In particular, it is 
natural to ask whether or not the hypotheses of the theorem actually imply 
that f is weakly invertible in EP+). We conjecture that this will in fact 
be the case. However, a more delicate argument seems necessary. In any 
case, Theorem 8 tends to confirm the feeling that weak invertibility of 
functions in the classes EP(~) is in some way controlled by the behavior 
of these functions near the boundary of D(V). 
We conclude this section with an interesting corollary to Theorem 8. 
Let us first recall a definition. If u is a finite positive Bore1 measure defined 
on the unit circle, the modulus of continuity of u is defined by the relationship 
%@) = sup a(1). 
IZIQ 
(Here the supremum is taken over all open arcs 1 of length less than or 
equal to t.) We are now ready to state the 
COROLLARY. Let p be a symmetric measure with b(v) = 1. Let f be a singular 
inner functirm with representing measure u. If exp(orw,(l - t)/(l - t)) E Ll(v) 
for some c1 > 0, then f is weakly invertible in Es(p) for all p > 0. 
This result was proved in certain special cases by Shapiro [12]. It is an 
immediate consequence of Theorem 8 and the fact that 
I f (4 2 exp(-841 - W - 0) 
for some /3 > 0. (This estimate is also due to Shapiro; see [ 111.) 
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4. DOUBLY CYCLIC VECTORS 
In this section, we obtain a number of results for subnormal bilateral 
weighted shifts which parallel those of the preceding section. Let us recall, 
however, that a subnormal bilateral weighted shift which is not unitarily 
equivalent to a scalar multiple of the standard (unweighted) bilateral shift 
has no cyclic vectors. (This was proved in [4].) In this case, the appropriate 
objects of study are doubly cyclic vectors. In general, if H is a Hilbert space 
and T a bounded operator on H such that T-” is a closed, densely defined 
transformation on H for each positive integer n, a vector x is said to be a 
doubly cyclic vector for T if x is in the domain of T-a for all n, and the 
sequence {T”x}~=;-~ spans H. In the case of the operator n/r,(p) on a space 
P(p), for any positive integer n the domain of &Y&)-” is understood to 
consist of all f EF~(~) such that z-“f~P(p). 
Let us begin by introducing some terminology. If f~Fp(p), by analogy 
with the previous section we say that f is weakly invertible if there is a sequence 
of Laurent polynomials (pa} such that paf ---f 1 in the metric of P(p). 
In the casep = 2 and 0 < a(v) < b(v) < co, it is easily seen that a function 
f EF2(p) is weakly invertible iff f is a doubly cyclic vector for M,(p). In 
general, we have the following 
LEMMA 2. Let p be a symmetric measure with v EFM and b(v) < co. 
If f E F*(p) for some p > 2, and f is weakly invertible in FP(p), then f is a 
doubly cyclic vector for M,(p). 
Proof. In view of the hypotheses, the result will follow if we can show 
that rmf E F2(p) for each positive integer m, and that Z-~ is in the closed 
span of the sequence {.znf)E-, for every positive integer m. We again make 
use of Holder’s inequality. Let l/p + l/q = 4 . Then 
since v EFM. Now since f is weakly invertible in FP(p), there is a sequence 
of Laurent polynomials { pn} such that pnf -+ 1 in the metric of F*(p). 
Another application of Holder’s inequality shows that z+‘p,f --+ z-” for 
each positive integer m. The result follows. 
We now proceed with a series of results which parallel the results of 
Section 3. In the present section, however, we restrict our attention to the 
case p = 2, since it is primarily this case in which we are interested. We 
begin with a result which provides a direct analog of Theorem 6. 
THEOREM 9. Let p be a symmetric measure with v E FM and 0 < a(v) < 
b(v) < co. Let f E F+), and suppose that f = gh, where g E F2(p) and 
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h E H”(A(v)). Then f is a doubly cyclic vector for M*(p) z$fg and h are doubly 
cyclic vectors for M&L). 
The proof of this result can be carried out along the same lines as the 
proof of Theorem 6, and we omit the details. As in the case of Theorem 6, 
we obtain at once the following: 
COROLLARY. Under the hypotheses of Theorem 9, let f, g eF2(p), and 
suppose that 1 g 1 > I f I. Then if f is a doubly cyclic vector for M&L), so is g. 
Remark. In the case a(v) = 0, the argument used to prove Theorem 6 
fails to carry over to the space F2(p). The difficulty in this case arises from 
the unboundedness of M,(p)-l. However, it is possible to prove the following 
result. Let g be in the domain of M,(p)-” for every positive integer m, 
let h E Ha@(v)), and let f = gh. Then if f is a doubly cyclic vector for 
M,(p), so is g. Thus in particular the above corollary still holds in this 
case, with the provision that z-“g EP(~) for every m 3 1 be taken as an 
a priori assumption. 
Our next result provides us with an analog for the spaces P(p) of 
Theorem 7. Once again we shall be enforcing the restriction that a(v) > 0. 
THEOREM 10. Let p be a symmetric measure with v E FM and 0 < a(v) < 
b(v) < 00. Let f EF(~), and suppose that f = gh, where g EF+) and 
h EF~(P), p > 2, ad l/p + l/q = a. 
(i) If f is a doubly cyclic vector for M&L), then so are g and h. 
(ii) If g is weakly invertible as an element of F+), and h is a doubly 
cyclic vector for M&), then f is a doubly cyclic vector for M&L). 
Once again, the proof is entirely similar to that of Theorem 7, and we 
omit the details. We remark without further elaboration that as in the case 
of Theorem 9, a weakened version of this result can still be obtained in 
the case a(v) = 0. 
Our next result is an F2(p) analog of Theorem 8. In this case, we make 
no restrictions on a(v). However, the statement of this result is considerably 
weaker than that of its unilateral analog. 
THEOREM 11. (i) Let f~ H”(A(v)), and assume that l/~f~Fe(~) for 
each positive integer m. Then f is a doubly cyclic vector for M&L). 
(ii) Let f E Fp(p) for some p > 2, and assume that l/~f E F+) for 
each positive integer m, where I/p + I/q = l/2. Then f is a doubly cyclic 
vector for &I&). 
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Proof. (i) For each integer m > 1, choose a sequence of Laurent 
polynomials {pLW)> such that ]jpim) - l/x”fII,,, --f 0. Then 
The assertion follows. (ii) is proved in a similar manner, the above estimate 
being replaced by Holder’s inequality. 
Remark. The proof of Theorem 11 is essentially extracted from the 
argument used to prove Theorem 8. The full generality of this argument 
cannot be applied to the spaces P(p) for the following reason. In the proof 
of Theorem 8, a crucial point is the fact that if f is a nonvanishing analytic 
function in the disk D(V), then for any complex number a!, f(z)” can be 
defined as a single-valued analytic function in D(v). This fact is in turn 
a consequence of the monodromy theorem, and is crucially dependent upon 
the simple connectivity of the disk D(V). It is not necessarily true in the 
annulus A(V), and thus the argument would be fundamentally wrong in 
this case. 
As a corollary to Theorem 11, we obtain the following weak P(p) 
analog of Theorem 9 of [4]. 
THEOREM 12. Let p be a symmetric measure with b(v) = 1 and U(V) = rO . 
Assume that exp(cY/(l - r)) and exp(a/(r - r,,)) are in Ll(v) for all OL > 0. 
Then anyfunctionf of theformf(z) = fI(x)f2(z), wheref,(z) is a nonvanishing 
function in H”(D(v)) and fi(l/z) is a nonvanishing function in H”(D(v*)), 
is a doubly cyclic vector for M*(p). 
Proof. If r0 = 0, necessarily fi is a constant, and the assertion follows 
easily from [4, Theorem 91. Thus we may assume that r0 > 0. In this case, 
fi(x) has a representation of the form 
fi(z) = eiV1 exp [(2rr)-l jozn z &i(t)], 
where yi is some real number and o1 is a real-valued function of bounded 
variation on [0,2?r]. Likewise, fi(z) has a representation of the form 
f2(z) = tiy2 exp [(2a)-1 s,z” ‘$: z i: dc2(t)], 
where y2 is some real number and (TV is a real-valued function of bounded 
variation on [0,277]. Thus 
I 1Ifi(4fi(4 G exp[l o1 I/4 - I z 01 exp[l u2 l/41 z I - rd. 
The hypotheses of the theorem then imply that lIf~F*(p). The result 
is now immediate from Theorem 11. 
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