We establish the relationship among Nichols algebras, Nichols braided Lie algebras and Nichols Lie algebras. We prove the two results: (i) Nichols algebra B(V ) is finite-dimensional if and only if Nichols braided Lie algebra L(V ) is finitedimensional if there does not exist any m-infinite element in B(V ); (ii) Nichols Lie algebra L − (V ) is infinite dimensional if D − is infinite. We give the condition for Nichols braided Lie algebra L(V ) to be a homomorphic image of the braided Lie algebra generated by canonical basis of V .
Introduction
The theory of Lie superalgebras has been developed systematically, which includes the representation theory and classifications of simple Lie superalgebras and their varieties [Ka77] . In many physical applications or in pure mathematical interest, one has to consider not only Z 2 -or Z-grading but also G-grading of Lie algebras, where G is an abelian group equipped with a skew symmetric bilinear form given by a 2-cocycle. Lie algebras in symmetric and more general categories were discussed in [GRR95, Gu86, ZZ04] . A sophisticated multilinear version of the Lie bracket was considered in [Kh99a, Pa98] . Various generalized Lie algebras have already appeared under different names, e.g. Lie color algebras, ǫ Lie algebras [Sc79] , quantum and braided Lie algebras, generalized Lie algebras [BFM96] and H-Lie algebras [BFM01] . In [Ma94] , Majid introduced braided Lie algebras from geometrical point of view, which have attracted attention in mathematics and mathematical physics. In [Ar11] , Ardizzoni obtained a Milnor-Moore type theorem for primitively generated braided bialgebras by means of braided Lie algebras. The classification of finite dimensional pointed Hopf algebras was studied in [AS02b, AHS08, AS10, He05, He06, He06b, WZZ] . This paper provides a new method to determine whether a Nichols algebra is finite dimensional or not.
Let is finite-dimensional when there does not exist any m-infinite element in B(V ). In section 4 we present the condition for B(V ) = F ⊕ L(V ). In section 5 we give the condition for L(V ) to be a homomorphic image of the braided Lie algebra generated by canonical basis of V . Throughout, Z =: {x|x is an integer }. N 0 =: {x|x ∈ Z, x ≥ 0}. N =: {x|x ∈ Z, x > 0}. F denotes the base field of characteristic zero. i)
iii) For ∀g ∈ G, x j ∈ V g j , 1 ≤ j ≤ r, See that δ(g · (x 1 · · · x r )) = δ(α g (x 1 · · · x r )) = δ((g · x 1 ) · · · (g · x r )) = δ(g · x 1 ) · · · δ(g · x r ) = (gg 1 g −1 ⊗ (g · x 1 )) · · · (gg r g −1 ⊗ (g · x r )) = (gg 1 g −1 ) · · · (gg r g −1 ) ⊗ x 1 · · · x r = g(g 1 · · · g r )g −1 ⊗ x 1 · · · x r .
Thus (T (V ), α, δ) is a F G-YD module. Furthermore, considering (i) and (ii), we have that T (V ) is an algebra in
If {x 1 , · · · , x n } is a basis of vector space V and C(x i ⊗ x j ) = q ij x j ⊗ x i with q ij ∈ F , then V is called a braided vector space of diagonal type, {x 1 , · · · , x n } is called canonical basis and (q ij ) n×n is called braided matrix. Throughout this paper all of braided vector spaces are connected and of diagonal type without special announcement. Let G = Z n and E = {e 1 , e 2 , · · · , e n }, e i =:
and
m is a two-sided ideal, and algebra B(V ) = T (V )/S is termed the Nichols algebra associated to (V, C).
* the set of all of words in A and A + =: A * \ 1. Define x 1 < x 2 < · · · < x n and the order on A * is the lexicographic ordering. For the concept of words refer [Lo83] . Let |u| denote the length of word u. 
Similarly, we inductively define a linear map [ ] − from A + to B(V ) as follows: (1)
− when u is a Lyndon word with |u| > 1 and u = vw is a Shirshov decomposition; (3) Let h u denote the height of u. Let ord(p uu ) denote the order of p uu with respect to multiplication.
is finite, then it is called an arithmetic root system. Let E ′ e =: 2 Relationship between Nichols algebras and Nichols
Lie algebras
In this section it is proved that Nichols Lie algebra
where E e is number of edges in
Proof. D − \ 0 is linearly independent since they have different degrees each other. 
Proof. By the definition of nonassociative words, 
Proof. It follows from Lemma 3.1. ✷
2 . By means of induction, we obtain l 
Proof. We first show
and b
We know
This completes the proof. ✷ According to the above Proposition, we obtain immediately,
Proof. We know We know ∆(B(V )) = {e 1 , e 2 , e 1 + e 2 }, p e 2 ,e 1 p e 1 ,e 2 = q −1 = 1, p e 1 ,e 1 +e 2 p e 1 +e 2 ,e 1 = q = 1, ∆(B(V )) = {e 1 , e 2 , e 1 + e 2 , 2e 1 + e 2 }, p e 2 ,e 1 +e 2 p e 1 +e 2 ,e 2 = q 2 = 1, p e 1 ,2e 1 +e 2 p 2e 1 +e 2 ,e 1 = q 2 = 1 and ∆(B(V )) = {e 1 , e 2 , e 1 + e 2 , 2e 1 + e 2 , 3e 1 + e 2 , 3e 1 + 2e 2 }, p e 2 ,3e 1 +2e 2 p 3e 1 +2e 2 ,e 2 = q 3 = 1, p 2e 1 +e 2 ,e 1 +e 2 p e 1 +e 2 ,2e 1 +e 2 = q = 1, p e 1 ,3e 1 +e 2 p 3e 1 +e 2 ,e 1 = q 3 = 1. Consequently, this is a
. We obtain
(1) Row 3(1) [He05, Table A .1]. 
(6) Row 6(2) [He05, Table A .1]. Table A .1]. Arguments similar to those in (7).
(9) Row 8(1) [He05, Table A .1]. 
(16) Row 9(3) [He05, Table A .1].
(17) Row 10(1) [He05, Table A .1].
(−ζ)
(18) Row 10(2) [He05, Table A 
, it is a contradiction.
(23) Row 13(1) [He05, Table A 
(24) Row 13(2) [He05, 
(31) Row 15(4) [He05, (−ζ) 
(37) Row 17(2) [He05, Proof. It follows from Proposition 3.5, Proposition 3.6 , Corollary 3.8 and Proposition 3.11. ✷
By [ZZ04], (B(V ), [ ] c
) is a braided m-Lie algebra and we have the braided Jacobi identity as follows:
Proof. It follows from Lemma 3.4 and Lemma 3. .u < y i , v > and < y i , < y j , u >>=< y i y j , u > for any u, v ∈ B(V ). Furthermore, for any u ∈ ⊕ ∞ i=1 B(V ) (i) 
(ii) By means of induction, we obtain < y i , l
is equivalent to (3) by (i) . On the other hand, < y j , r
. One knows that (2) is equivalent to (3) by (i) . This proves the lemma. ✷
Condition for B(V ) = F ⊕ L(V ).
In this section we give the condition for 
Corollary 4.4. If B(V ) is connected Nichols algebra of rank > 3 of diagonal type and ∆(B(V )) is arithmetic root systems, then B(V ) = F ⊕ L(V ).
Proof. It is clear from [He05, 
1, 2, 3, 4. Considering Lemma 4.1, we have 
for ∀k ∈ N by the maximality of k 1 . Then we ob- 
for ∀k ∈ N and there exists some k ∈ N such that deg (iii) Set deg(w) = e 2 , α = e 1 . Then p vw p wv = p
T3. ∆ + (B(V )) = {e 1 , e 2 , e 1 + e 2 , 2e 1 + e 2 }.
. ∆ + (B(V )) = {e 1 , e 2 , e 1 + e 2 , 2e 1 + e 2 , 3e 1 + e 2 , 3e 1 + 2e 2 }. 
Cartan type
In this section we give the condition for Nichols braided Lie algebra L(V ) to be a homomorphic image of the braided Lie algebra generated by canonical basis of V .
Let Φ + denote the positive root system of simple Lie algebras. E e = n − 1, n − 1, n − 1, n − 1, 5, 6, 7, 3, 1 in A n , B n , C n , D n , E 6 , E 7 , E 9 , F 4 , G 2 , respectively. In fact, Φ + = ∆ + (B(V )) by [He06b] . Let ǫ 1 , ǫ 2 , · · · , ǫ n be a normal orthogonal basis of R n ; I =: Proof. The necessity is clear. The sufficiency. Let N be the least common multiple of
Let χ(g
It is clear that χ is a bicharacter on G × G. Therefore V becomes a kG-YD module. ✷ Lemma 5.3. Assume that V is a braided vector space of diagonal type with braided matrix
Proof. (i) ord(q ij q ji ) < ∞ for any 1 ≤ i, j ≤ n. In fact, it is clear ord(q 
(ii) For B n :
p α,α = q for ∀α ∈ Q and p α,α = q 2 for ∀α ∈ S or T .
(iii) For C n : 
p α,α = q 2 for ∀α ∈ Q and p α,α = q for ∀α ∈ S or T .
(iv) For F 4 :
+ (B(V )) = {e 2 + 2e 3 + 2e 4 , e 1 + e 2 + 2e 3 + 2e 4 , e 1 + 2e 2 + 2e 3 + 2e 4 , e 1 , e 1 + e 2 , e 2 , 2e 1 + 3e 2 + 4e 3 + 2e 4 , e 1 + 3e 2 + 4e 3 + 2e 4 , e 1 + 2e 2 + 4e 3 + 2e 4 , e 1 + 2e 2 + 2e 3 , e 1 + e 2 + 2e 3 , e 2 + 2e 3 } ∪ {e 1 + 2e 2 + 3e 3 + e 4 , e 2 + 2e 3 + e 4 , e 1 + e 2 + 2e 3 + e 4 , e 1 + 2e 2 + 2e 3 + e 4 , e 3 + e 4 , e 2 + e 3 + e 4 , e 1 + e 2 + e 3 + e 4 , e 4 , e 1 + 2e 2 + 3e 3 + 2e 4 , e 1 + e 2 + e 3 , e 2 + e 3 , e 3 } := Q ∪ S, p α,α = q 2 for ∀α ∈ Q and p α,α = q for ∀α ∈ S.
(v) For G 2 :
∆ + (B(V )) = {e 1 , e 1 + e 2 , 2e 1 + e 2 } ∪ {3e 1 + e 2 , 3e 1 + 2e 2 , e 2 } := Q ∪ S. p αα = q for ∀α ∈ Q and p αα = q 3 for ∀α ∈ S.
Proof. (i) By [Hu72, Section 12.1], the root system ∆ + (B(V )) = {β ∈ I | (β, β) = 2}.
Let α = k 1 e 1 + · · · + k n e n , γ = k
Consequently, p α,α = q by (6). By [Hu72, Section 9.4, Table 1 with α + β = γ, then p α,β p β,α = 1 if and only if (α, β) or (β, α) ∈ C and C is defined in the following cases:
