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An experiment, which was designed to detect and measure the 
spatial modulation of the degree of second-order coherence as one photo-
multiplier was moved, with respect to another, across an optical field 
due to the superposition of the light from two independent thermal light 
sources, was performed. 
The historical and theoretical backgrounds to the experiment 
are given, and the theoretical equations, describing the effect, are 
derived in terms of the parameters of the equipment and the geometry of 
the experiment. 
The pair of source apertures were illuminated by the 5461 A 
and the 4358 A lines, in turn, of an electrodeless Mercury-198 discharge 
tube. The time-delays between arrivals of photons at the photocathodes 
of two photomultipliers were recorded by a Time-to-Amplitude Converter and 
a Pulse-Height Analyser, and the ratio of the number of correlated 
coincidences, those having a zero time-delay, to the number of random 
coincidences, those having a time-delay greater than the response time 
of the detection system, was calculated. Delayed coincidence spectra 
were obtained at various photomultiplier separations, in a plane parallel 
to the plane of the sources, for both spectral lines. 
The theoretical and experimental values of the correlation 
ratios are compared, and it is concluded that the two are in good 
agreement, within the limits of accuracy of the experiment. 
CHAPTER 1 
Introduction 
The theory of coherence is, in general, concerned with the 
statistical description of the electromagnetic field, and only emerged in 
its present form, in the nineteen-sixties, when new types of optical field 
became available with the development of masers and lasers. Before the 
advent of lasers the theory was mainly concerned with the interference and 
diffraction phenomena associated with thermal sources. 
The first investigation of partial coherence was undertaken by 
Verdet (1865), who showed the inadequacy of describing light as ideally 
coherent or ideally incoherent. He observed the interference pattern 
produced by the light from two pinholes illuminated by the sun, and 
determined the maximum separation of the pinholes which would still 




(1868) and Michelson (90) suggested the possibility 
of using fringe visibility measurements to determine the angular diameters 
(4) 
of stars, and. later Michelson (1891) also established the connection 
between the visibility of interference fringes and the energy 
distribution in a spectral line. 
The high-point of the first-order theory came with the van 
(6) 
Cittert-Zernike theorem (van Cittert 
(5) 
(1934), Zernike (1938)), which 
is an expression for the correlation between the complex amplitudes of 
the field variables at two points in the field. 
(7) (8) (9)(10) 
After further work by Hopkins (1951), (1953) (1957), 
(11) (12) (13) (14) 
Wolf (1954) (1955) (1959), Blanc-Lapierre and Dumontet (1955), 
(15) (16) (17) (18) 
Dumontet (1956), Pancharatnam (1956) (1957) (1963), and 
others, the theory had become fully developed in terms of the correlations 
between the field variablat two space-time points, and the dynamical 
laws governing these correlations. 
3. 
The first measurements of higher order optical correlation 
(19) (20) 
effects were carried out by Hanbury-Brown and Twiss (1956) (1957), 
who demonstrated the existence of a correlation between the intensity 
fluctuations at two points in the field due to a thermal source. 
These experiments involved correlating the fluctuations in the currents 
at the outputs of two photomultipliers placed in two partially coherent 
optical fields emanating from a single source. More directly, several 
(21) (22) 
workers, Twiss, Little and Hanbury-Brown (1957), Rebka and Pound 
(23) (24) 
(1957)9 Brannen, Ferguson and WeTh].au (1958) and Twiss and Little 
(1959), measured the correlation between pulses at the outputs of two 
photomultipliers in a thermal field. 
The full importance of the Hanbury-Brown and Twiss experiments, 
which had originally been conceived as a method of measuring the angular 
diameters of visible stars, was not at first appreciated because only 
thermal sources were used, and these are completely characterised by 
their first-order correlations. However, with the development of the 
new types of light sources, it became apparent that,in general, a 
knowledge of correlation effects of all orders was necessary for the 
complete statistical description of an optical field. 
(25) (26) (27) 
Wolf (1963) [cf. also Mandel (1964), Wolf (1964)) 
proposed a general classical description, including coherence effects 
of all orders, in terms of the theory of stochastic processes, and a 
parallel quantum mechanical theory, in which the quantum correlation 
functions are expectation values of normally ordered products of the 
(28)(29) (30) 
annihilation and creation operators, was developed by Glauber 
(31) 
(1963). In 1965,  Titulaer and Glauber proved that a radiation 
field which gave full fringe contrast, but no Hanbury-Brown and Twiss 
intensity correlation, was fully coherent, i.e. corresponded to a 
monochromatic constant amplitude, sinusoidal signal, thus showing 
the importance of the Hanbury-Brown and. Twiss experiments. 
4. 
(32) 
On a more particular level, Wolf (1958) proposed a definition 
of the coherence time in terms of the second-order correlations, while 
(33) 
Mande]. (1959) proposed a definition of the coherence length in terms 
of the extent of the unit cell 
(34) 
of phase-space in the direction of the 
light beam. Also, Handel (1961) 
(35)
(1962) identified the degeneracy 
as being the average number of photons in a single cell of phase-space, 
(36) 
and ICastler (1964) showed that a coherence volume effectively defines 
a single mode of the radiation field. 
Since information about the statistics of optical fields is 
usually obtained using photoelectric detectors, it was necessary to 
develop a theory of the photoelectric detection process. Martdel, 
(37) 
Sudarshan and Wolf (1964) used a semi-classical approach to show 
that the correlations between the field variables are related to 
correlations between photoelectrons, and their results were paralleled by 




In the early days the Hanbury-Brown and Twiss effect produced 
a controversy, some workers claiming that a positive correlation would 
violate fundamental quantum mechanical principles. However, others 
were able to show that the effect was quantitatively describable in 
(39) 
quantum mechanical terms and, in 1957, Silitto and Hanbury-Brown 
(40) 
and Twiss pointed out that, in fact, most observable effects could 
be described by both the wave and the photon theories of light. 
Sudarshan 
(41)(42)
(1963) showed that, by using the diagonal representation 
of the density operator obtained by introducing the coherent states, 
(28)(29) (30) 
obtained by himself and Glauber , it was possible to study 
the relation between the quantum and classical descriptions of the 
statistical properties of optical fields. In this representation, 
the classical and quantum correlation functions are formally equivalent 
if a generalised phase-space distribution is introduced. [of. also 
(43) 
Mandel and Wolf (1966)]. 
A method of studying the temporal coherence properties of 
thermal light was proposed by Mandel (1963), who suggested a 
measurement of the coherence time, and hence the spectral width, by 
splitting the output from a single photoinultiplier and inserting a 
variable delay in one of the paths to a coincidence counter. The 
experiment was successfully performed by Morgan and andel (1966) 
using the blue Mercury-198 spectral line. A similar experiment was 
performed by Arecchi, Gatti, and Sona(46 )(1966) using a laser, which 
showed no correlation, and a pseudothermal source of Gaussian frequency 
distribution, obtained by passing laser light through a rotating ground—
glass screen, which showed a correlation in good agreement with theory. 
oarl (47 )(1966 48)(1968) improved the lianbury—Brown and Twiss type of 
experiment by feeding the outputs from the two photomultipliers into a 
Time—to—Amplitude converter, thus eliminating the need to measure 
random and correlated count—rates separately. 
It was thought that, in order to completely determine the 
statistical properties of an optical field, a large iwinher of correlation 
exr)orirnents would have to be performed, in order to determine the higher 
order correlation functions. This was proved to be unnecessary by the 
work of 'o1f and Mehta (1964), who proved that the probability 
distribution of the intensity of a single mode of the radiation field 
could be recovered from the photon—counting distribution for that mode. 
An expression for the photon—counting distribution, showing that 
the variance of fluctuations in the number of photoelectrons is the 
sum of the fluctuations in the number of classical particles obeying 
Poisson statistics, and of the fluctuations in the classical wave 
field, was obtained in terms of the integrated intensity by Mandel 
RI 
(1958) (1959)(52) (1963). The quantum mechanical photon-counting 
distribution was first derived by Kelly and Kleiner (1964), and 
their results substantiated the semi-classical derivation of Mandel. 
The calculation of the photon-counting distribution for thermal 
sources of various line shapes under multi-mode conditions is a 
difficult theoretical problem. B6dard (1966) derived the photon- 
counting distribution for thermal radiation with a Lorentz line shape, 
and Srinivasan and Sukuvanam (1972) for thermal radiation of 
arbitrary line shape. Bdardts predictions were verified by Jakeman 
and Pike (1968) using a pseudothernial source, obtained by scattering 
laser light from polystyrene spheres suspended in water. 
Sa1eh (1975) used the methods developed by workers in this 
field to derive an expression for the second-order coherence function 
for chaotic light of Gaussian frequency distribution. 
Theoretical and experimental work on the photon-counting 
distribution has led to a detailed study of very narrow speotrl lines, 
and there now exist sophisticated techniques for obtaining information 
about optical spectra. However, that is beyond the scope of this 
thesis. 
A number of experiments on the interference of independent light 
beams have been performed. The first of these was by Forrester, 
Gudmundsen and Jcnson (1955), who detected beats between the two 
components of a Zeeman doublet, and since then several workers have 
performed similar, but easier because of the much longer coherence 
time, experiments using two separate lasers, or two modes of the same 
laser Lavan, Ballik and Bond (1962), Lipsett and Mandel (6
0) 
(1963)7. Radloff(61)  (196a) (62) (1971) also performed a similar 
'4 
temporal interference experiment, but under conditions of very low 
intensity so that the mean time interval between photons was large 
compared with their transit time through the apparatus, thus 
demonstrating the interference of a photon with itself. 
Transient spatial interference between independant sources has 
also been observed. Magyar and Mandel(63)(196.3 ) were able to 
photograph fringes obtained by the superposition of two laser beams, 
and Haig and Sillitto(64)(1968) L1so Haig (65) (1968)j had partial 
success in measuring the spatial modulation in the mutual coherence 
pattern when two independent thermal beams were superposed. Again, 
this type of experiment was performed under conditions of very low 
intensity 5f1eegor and ndel(6667)(1967)(68) (l968L7 
A slightly different type of experiment was performed by illitto 
and ykes °  (1972) who observed interference between two beams 
which were alternately transmitted and cut off in anti-nase. This 
experiment, too, was performed using very low intensities and, as 
expected, fringes were only observed when the switching frequency was 
higher than the reciprocal coherence time of the light. 
In recent years much thought has been given to the problem of 
creating and observing non-classical states of the radiation field. 
A beam having a degree of second-order coherence less than one .:ould 
be such a state, and could be observed as a decorrelation in a 
Hanbury-Brown and Twins type of experiment. That a coherent or 
chaotic beam undergoing two-photon absorption would become anti-
bunched was predicted theoretically by Chandra and akash(70) (1970), 
and the process was studied in detail by Weber (1971) by imaan 
and Loudon (72) (1975) and by Every (1975). Weber showed that, 
classically, the degree of second-order coherence had a minimum of 
unity, and using a quantum statistical approach, 31maan and Loudon 
obtained a minimum of zero. 13very found that the time required to 
achieve an observable effect was prohibitively long. 
In 1974, ciauaer performed a coincidence counting experiment, 
on radiating atoms in cascade, which gave strong evidence for the 
quantum description. In the same year, suggested second- 
harmonic generation as a practicable means of producing an observable 
anti-bunching effect, but so far an experiment of this type has not 
been oerformed. 
Carmichael and Walls(76)  (1976) suggested resonance fluorescence 
as a means of producing an anti-bunched field, and the experiment was 
performed by Kimble, Dagenais and Mandel (1977), who clair.ied to 
have, observed anti-bunching in the radiation emitted by a dilute beam 
of two-level atoms in the presence of a continuous exciting field. 
by ever, Jakeman, Pike, Pusey and Vaughan (1977) pointed out that 
one had to be certain that only one atom at a time was radiating in 
order to be able to interpret the experimental results as showing a 
decorrelation, and that, since the atoms obeyed Poisson statistics, 
this condition Iras not satisfied. 
The experiment which is the subject of this thesis was a repeat 
of the Haig and Sillitto(64)  experiment, in which the spatial aodulation 
of the intensity correlation, due to the superposition of the light from 
two independent thermal sources, was observed. The only. partial 
success of the Haig and Sillitto experiment was due to the necessity, 
when using a coincidence counting technique, of having to measure the 
correlated and random coincidence count-rates separately, ;hile it is 
very difficult to ensure that the intensity of the light does not 
vary during the two measurement periods. The detector system was 
improved by using a Time—to—Amplitude Converter with a Pulse—
height—Analyser in place of the coincidence circuits. 
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CH/IER 2 
The The oryofOticalCoherence 
Sectionie Pho TiEffect  
It is convenient to begin a consideration of the quantum mechanical 
theory of coherence by a treatment of the photoelectric effect since 
the detection of optical fields by this process is of central importance 
to the devel:pment of the theory. 
It is sufficient to consider only the very simple case of a single 
atcm Dhotcdetector in an optical field, and If we work with the 
electric dipole aproximation, standard, first-order time-c3eiendent 
Perturbation theory shows that the transition probability ier unit 
time is proportional tc 
ii.. ,t) I 2  
where t is the electric ipolo oerator and: 
(,t) t) + t) (i) 
AL A 
Is the electric field operator; E and Ff are the annihilation and 
creation components of the electric field operator. We will assume 
that the light is niane, pojarjse 1 in a direction defined by the unit 
vector c, that we y write 
I 7: eonoier t:ensitin fori ,he around state, I , of 
t -e atom to an excited state, la> , associat& with a transition of 
the radiation field from an initial state, I > , to a final state, 
I f>, the transition nrobability er unit time will be nroortional to: 
A A A 
l:a.LIg>lI<fIE (r,t) 
11 
Since we are considering a process iihith removes energy from the 
electromagnetic fiolc only the annThilation cotionent of the electric 
field :perator will have a non-zero matrix element. Thus, using the 
re1at.cn: 
<fi <iJ,t)1f> 
t'e trn rcrbiljt'i er '.u11. tine will be otnr 1. t.: 
A 
I <rI <ii E .t)I f2<I .t)I i> 
the etatec If> are never ob rvc in r'racticc v nu--t sum vor 
cli stctc'c I f> , Using the completeness relation: 
If><fI 
J. 
we obtain that the transition obability ier unit time is Twonortional 
to 
<iIct) ct)It> 
The most we iflOW about the Initin]. states I 1> ic their 'rcbat.ility 
distribution, so we rust also s.tn over the states I 1> weighted by 
thetr rb lIticc P. j.ving 
3. 
<iJTr,t) t)Ii> 
l<eJ.j.> 2  m ;MV t) E(r,t) ) 
where Ic the density operator. 
Writing the transition probability net unit time between atomic 
stater, as P , • the 'in that 
' cenEtPnt I <cI2.Ej;>!' Gt1 'rt,rt) (14) 
tthere G1krt,t) = Tr(, (rt) i'(,t) ) (5) 
12 
is a correlation function. We ray now to the '- robabUi'tr for 
('CtCCtL1C a ;i:ic-ht"'1cct- Ir. n LY ; 
i,rovided that At is short enough t:: ensure that ror'nins crnstant 
over this interval. S is a constant misted to the tivantui efficiency. 
Similarly, the transition obability 1)er unit (titie)2 for the 
abr'ition of a photon at (,t1) a& a secone rhoton at (,t2) can 
be shown to be ,ro,ortiona1 to 
I<rIi( 11t1) >I2 
where again, since we are rerovin cncry from the f1rl.c', only the 
operators contribute non-vanishing matrix cLcrent. By the ce 
"roceethire as tbove, this expression becorneet 
r1,t1) t2) r( ,t2) ft1) ) 
dt 1 t1,,t,t2  , L't1) (7) 
Thus the nhoton counting rates rre 6pterrAnO by the correlations 
between the field o'reratore. 
Sectinj Two Beam Interference,  
We will now consider irm interference  exnexlment of the Young's 
double-slit type using rilane larise' quasirnonochroma.tic light. 
If the density operator re-resents the combined field due 
to two light beais emanating frcr'i two pinholes P1 and P2, then the 
expectation value of the intensity at (E t) will be given by: 
13 
Tr( (t)  
A (,,t) may be expressed in terms of the annihilation operators ak 
for photons of molaentu7a in the forms 
ha C 
e(apt) tc ) expi(-t+.) (9) 
and similarly. 
E ,t) - 4 ( ) a (, exp i( tokt - (10) 
ithere the and ak obey the commutation relationsi 
[ .k.]=[;: P.] '° (U) 
[Ak ak.- 
(12) 
If is expressed in terms of the coherent states I c> vftch are 
cigenstates of the erator havinr cigenvalues so that 
ak J > ('3) 
then it can be seen that the opertors t) and are closely 
related to the complex fields v(t) and their Fourier series complex 
amplitudes, where v(,t) represents the classical complex analytic 




cz, exp i(-t + I(cE}> 
= v(,t) 1jap (15) 
So the complex analytic wave amplitude V(,t) defined by. 
1Uj c 
exp i(.Iwkt + (16) 
14 
is an etgenva].ue of the crater t). 
The coherent states I a> can be c'esee' as a Poisson distribution 
over the number states I n>,  ands, although they are not orthogonal 
and f'om an overco1ete set, they satisfy a closure relation of the 
fr'rrt: 
J 74f I a>< aj ea (17) 
there d2a indicates an integration over the complex a 
Tt  plane. 
Be,reeenti,i the m.tt.te of the beat eanating fr-m one -tnhrle 
by the b.eic Jja> , and that enating fron The other ixtnhole by 
the basic I ja')> rn(i describing the nrobehility distribution of 
the field ovor the states Ra'i> nc'. I{a1> by the function 
p( [a,'}, (a'), the density oc:.tr may be expressed in the fern 
I1a, ,tarj> <1a, cI d2{a, 1 211 (18) 
incc the xr- - s ensnr.tin :tro the two cinholes c'c incline( ct c.. 
slight angle. they do not share any coson k mode. 
1)n r, ubstitutiuiç c iatien (18) into equation (8) we obtain: 
<x(t)> =rff ( (Cr {a Cj ) r1aJiap <ta,(afl 
t) rt) C2 [a. d2 fa (19) 
Vol'; (rt) is the negative frequency operetor for the combined 
fel t so that 
(V' t) .4. V" t)) <ja, [tfl (20) 
Therefore, since the trace is invariant under cyclic permutation of 
the operators, we obtain: 
15 
<x(t)> (T ,:}){"ca') 
+ 
+ v I t(t)J d219 d4 la" (21) 
uPoE:c we are 1ealirw with a rtationy fidd of ther1 :iz'tion. 
The integral can then be interpreted as cThrining an onsenbie averve 
and we Try writea 
+ v&t)I> 
If we ex-rem V'(,t) and Y"(,t) in terms f the values at the 
pinholec at and L' le. if we  act, 
V'(r,t) mi j1  V( 1,t-t1) 
v,t) K2 v& 0t-t2) (23) 
and enand equation (22), we obtains 
fK1 2<I(,t-t1)> + 
+ ic [ Kv1,,t_t1,t..t)]41 
ond uon t loo of tic i1e 'n 
the geometry of the exreriment, and are invereoly roportion1 to the 
distances (.mi) 
<v(,t) v(,,,t2)> (25) 
and. <i(,t.)> <V(,t) V(t)> 
j = 1,2 (26) 
r( 1, 2,t1,t2) represents the correlation between the field at 
(,t2) and the complex conjugate field at (,t_1) and it will be 
thom that it is this correlation function which is normally 
responsible for the sinusoidal modulathn of the avcxge Intensity 
16 
Since ve assume the field to be stationary, the ensemble averages 





T ,oTJ .T 
t) V(,t + ) dt (27) 
where T - t1 -t2  
eouaticn (*) beccosg 
1= jK1j 2< ic ,.t)> + t 2l <i(,t)> 
+ 2Re [K K2 (26) 
The corr1aticn function T) is rnot.n as thc nutnal 
c.herence function. It is c:.nvenient to nornaliec F by setting 
[F( •ç 0)]' 
T) 
We can now varites 
± <i2(,t)> + 
YKI ) )II ( 30) 
where we have introuccx the intcnsity: 
z(t) IKI2 i(,t) (31) 
at (,,t) arising from inh.lo P alone, 
From this ecuatjon it is apparent that values for the real parts 
Of may be obtained from intensity !neasurenents in a 
17 
Interference exrerirnent. However, It is the absolute value of the 
normalised com-.1cx cczrelation funoticyi Y, rather than just its real 
-art, ithiCh is a true measure of the sharpness of the interference 
effects. 
If v is the effective frequency of the light, assumed quasi-
rinochron1.tic, 14r, ur; write: 
IY( 1,T)J ox4i - 27rvrJ} (2) 
wherc rr + 7 71p
0
T (z) 
fl •tr' - .'CrriOE: 
<i(, )> <1( )> +  
' l2P 1 C [ai, ) (3k) 
ithcr 2vv0(Cc)= 2 7r  
C A 
In genera]., due to the aa1:L effective wve1enth, A., the cosine 
term in equation (34) will vary much more ra'idly with 'oaItion , 
across the field, than the other terms In the equation. The depth 
of the modulation is an observable in any interference experiment, 
and, f11owing Michelson, we define it as the visibility u() at 
<I> v.. 
U ' L- (36) 
<I> '<>min 
ad (I> and <I> are the matimun and minimum intensities 
near T g oti a nproximation, the maximum and n iusn values 
f the intensity can be obtained by setting the c--sine t: ±1 In 
equation (34), and we get: 
Fri 
EMIJ 
2<i t)>  u) 
= <I,(Z,t)>+<I2(.,t)> 
1Y(,,(iTa))I (37) 
In rx^jrticullar 5L<I1> <12> then: 
u() = (38) 
C 
In vdiich case the vieMlity of the interference fringes becomes a 
direct 'easure of I P. The argurent of otez1vines the positions 
12, 
of the fringes in the rlano of the locus of point P. The nositions 
of the maxima in the interference Dattern are given by: 
C c A0 
= (m=O,1,2....) () 
e have seen that is determined, by the ability of the light from 
points P1  and P t interfere at The ant r' icF i - therefore 
termed the complex decree of first-order coheoncc rf o field at the 
points P1 and P2 
ormR1i6ation onsures that I  'PI J 1. hn 'r Lic u.t' 
would be obtained with a constant.olitude sine-wave of wavelength 
A0 , and with tho hase difference, 8, hetween the vibrstins at P1  
and P2 equal to am1,,(e1_s2)/c). I beam heving 1-P 121 I 15 
said to be completely first-order coherent at the points P1 and P2. 
/ spread of wavelengths will blur the fringes at () and thus, in 
general, a non-monochromatc ch."t1c oa'i < 1, unless 
12 Bnd 81 82a in which ce t},I in reaches the value unity. 
If , as, for oxatile, in a Michelson Interferometer, a 
coherence length cn be defined as the inaximun difference between 
19 
and 6 at which interference fringes are still produced. Also, 
a coherence area may be defined. in terms of the  maximum lateral 
separation of P. and. P2, with at which interference fringes 
may still be observed. Combining these two, we may define a coherence 
volume such thet any two points contained within a single coherence 
volume have 
l21 > 0, anO Pry two points not contained within a 
single coherence volume have I , I 0. 
Section (c) Intensill  Correlation 
In this section we shall show that if we Diace two rthotodetectors 
at points P1  and P2  in an oDtical field, and if there are fluctuations 
in the intensity of the field, then these fluctuations will be 
measurable in terms of a correlation between the fluctuations in the 
oututs of the detectors, voided there is some coherence between 
the light at n(: P2. 
Using the left-hand .sjde of equation 7), and following the 
f hc -revi nc Coc*c, T'c e rte 
<I(.',.t +T) r( 2 ,t)> pL(,
1
,t -) (,t) 
•Irt +T) ) (Li.0) 
rnd cn obtain 
<I(r1 t+i) i(5t)> <V(r1,t +T) v,t +) v,t) *()> 
(L.i) 
1-xc1- ec:r, ay be uritten in ny orCor we - lease. 
The amplitudes, V, can be exnanded as a suernosition of Diane wave 
ccntributions 
20 
+ r) v exp i(- wk(t + r) + (42) 
giving 
r) I(,t)> tTT:L' V1 V 1 ,> 
+w1(t + r) - -. 'Xe ~̀t w(t + -r))] 
(LI3) 
The four coiipiez Fourier coefficients in equation (4:3) are 
independent random variables having sero nean-values, and there are 
only two tyiee of term in the aumrtion for wldch the enzeDlble 




 = k (4) 
Thuc equation (43) slinnilfics to 






Equation  (45) my now be written in terms of the first,-order 
correlation functions 
+1 <V(t+r) v(,t)> 12 
<I(z.])><I(Q> + t)I 
2 
+ I (;:1, 2, -r) I 2 
() 
We can then ex'esa this result in terms of fluctuation correlations, 
21 
Ifs 
+ r) i( 1,t +v) - 
and zI(r,t) I(,t) 
- (k7) 
then t 
+ t) AI(,t)> I(XI  +t) x(,t)> <I()><I(2)> 
CS <I(1)>(I(22)> I t )I (48) 
+ r) x(.,t)> <I(:)><'()> (]. + r)I ) 
(If 
Then if ve define the decree of second-order coherence by: 
(2) <ILt ± t) '(,t)> 
12 , 
r:;-  
see that it is deternined by the modulus ol' the co2Nondi!IC 
degree of first-orc}er coherence. 
If we consider a con ant..e,!Utucie ine-ve, ticn equation 
(43) simplifies to, 
+ r) r(2,t)> = <I&:,)> <I(r)> (49) 
so that: 
(I.9b) 
aric 12 r) 1 
2) Thus a bean which is second-order coherent, i.e. has V12 
ahoiis no intensity flucttions. The intensity fluctuations of a 
chaotic beam are a ave interference effect resulting from the 
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etatitical contributions of a large number of nodes to the boa. 
FrM the discussion of coherence length at the end of section (b), 
it can be seen that these fluctuations occur with a tine-scale 
of the order of the coherence tine, where the coherence time is the 
coherence length divided by the velocity of light, 
Section CcI) 
- 
Bunching of Pbptons 
By expressing the density operator in terms of the coherent 
states which are eigenstates of the electric f1o1e, operators, we 
were able to obtain an exoression for the classical observable 
intensity in terms of the coiplex analytic signal. This approach 
was useful since, hintorics.I1y, coheronce we defined in terms of 
classical wves and quantum coherence wa then defined so as to 
agree with the classical definitions. 
In eoct!.on (c) we showed that a conet t-apUtude sine-wave 
had  
+ r) x(,t)> = <'(Q> <I(;,)> 
By considering such a wave as exhibiting the greatest possible 
coherence, the condition for second-order coherence can be expressed 
as the ability of the second-order correlation function to factorise 
in this way; i.e. in a field which is second-order coherent, the 
expectation value of the product of the intensities measured by two 
photodetectozs is equal to the product of the expectation values of 
the intensities measured by each photodetector separately. By 
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analogy, in quantum terms, in a field which is second-order 
coherent, the two-fold. coincidence counting rate of two photodetectors 
is equal to the product of the counting rates measured by each 
thotodetector individually. More formally, we may express the 
condition for second-order coherence by: 
G(2)(x1,x2,x2,X.1) G(x1,x1) C(x20x2) (so) 
where 
Consider the first-order correlation function: 
= Thu(x1) E () ) (51) 
is effectively <a > = <> • i.e., the probability for 
detecting a single photon is proportional to the expectation value 
of the number of photons in the beam. For a multi-mode bean, the 
probability is proportional to the expectation value of the sum 
of the contributions from each mode, which is again just the 
expectation value of the total number of photons in the beam, 
The second-order correlation function, with x=  x2, is: 
¶rr( r(x) x) '(Xi) (x) ) ($2) 
Which is effectively < A+ A+ A \ a a a a> <n(n - i)> , where we have 
A-f-A A 
used the conutation relation a a = a a - I and the definition 
A A4A 
of the number operator as n = a a. 
Thus a beam which is second--order coherent according to 
equation (50) has: 
<n(n - 1)> <n>2 (53) 
thich is characteristic of a Poisson distribution over the states 
I n>. For a thermal beam, however, we have: 
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<ri(n 1)> <n>2  (i+ 2) (.) 12 
theit i ' ) r 2 ( 0 since ve have Pat x1 Thus The second-. 
order correlation function for a thermal bean does not satisfy 
the factorisation condition (5)) and the beam is, therefore, not 
second-order coherent. This is because thermal Light obeys 
Bose-Einstein statistics and can be interpreted as a tendency 
Of the rhotons to 'bunch'. 
If we  define an arbftzexy volume of space and count the number 
of photons within that volume, and if we repeat the measurement 
a large number of times, then, if the light is second-order coherent, 
the number of photons per volume will fluctuate according to Poissonian 
statistics, The Poisconian bean is a beam of constant intensity 
analogous to the classical constant-amplitude sine-awe, and the 
observed fluctuations may be regarded as due to the discrete nature 
of the photoelectric process (of. 'nIzot noise" ). 
If now ve perform the same exeriment using thermal light, and 
if the volume is of the order of the coherence volume, then the 
number of photons per volume will fluctuate in excess of the 
Poissonian fluctuations, This might be taken to imply that a 
thermal light source emits photons in bunch. 
kqn_(ejogaon IM- 
In this section we id.0 derive an exeesion for the Iftutual 
coherence at the ihotodetectors in tome of the geometry of the 
Bye  
In vacuo, the mutual coherence function F (P,P21 t) obeys a 
wave equation (IoLf1, 1955). If the field is stationery the 
equation takes the foms 
2 -2 2 F 
If nd S2 i,xe two typical points on the source at P1 and P2  
are two points in the field, R1 , 82P2 and and e,, 
are angles which the lines and S21'2  make with the normal to the 
source then the solution of the wave equation may be written in the 
:to= t(80(61), 1.51)e 
• rr cose 
(51,82, r - F (1)i P2 D F ) 
-- ii 
(2) B R 
C 
dS1 82 
iihere D d&notes the &tffrentj1 operators 
L2 
+ - D = I - _&L_. C r 2 (5?) 
dS1  and d32 are elements of the surface of the source, centred on 
° and the integration is to be taken twice over 
the surface of the source. 
If u is an extended themel source one may assume, that the 
different elements are radiating independently. If, also, the 
radiation is qt simonochromatic of frequency v then: 




ithere I(s) is the Intensity at S per unit f the source. 
If moreover, Ri)> A0, B2 >> Ao,, the angles e1  cud 0 are 
sufficiently small, ands 
I -- - (Rf' Rz)/d1 << (51) 
then equation (56) reuccs to: 
k
F(P1,P2, r) (.J.)2 exp(-2iiv0v)f LR2 exp[..ik0(B1- R2)]da (60) 
This is essentially a rigorous formu1tion of the van Cittert-
Zerntke theorem. It is noticeable that this integral is of the same 
fore as the extession for the amplitude in the diffrct1on pattern 
of an aperture the sane shape as u and with an r' inpiltude transmittance 
proportional to the intensity per unit area in u an given by the 
Rresnel-lCirthhoff theory. 
uation (60) can be siuiuplified further U P1 and P2 are in a 
plane parallel to the plane of the source, and the separation between 
P1  and. 22  is small compared with B, the distance between the ienes, 
Under These conditions: 
k0  
F(21,22,t)— (-'i)2 —áur 
7F 
[( 2iri)1 i 
j i(, r) ecp[ik0(p +qr) )] d dr1 _2 R2 
(61) 
itiere p = (x2*. c.)/R (2- y1)/R (62) 
and /i k0  [(x + 4,) - (c + y)] /2R (63) 
(x1,y1) and (x2,y2) are the coordinates of P.,  and 
and (, 
r) 
are coordinates of the source noint S referred to cartesian axes 
with directions OX and OY in the plane of the source. 
This equation show that, apart from constant factors, the mutual 
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coherence function is just the P'ow'ier trensforn of the average 
intensity distribution across the eowce. 
In the previous sections we have derived the basic equations that 
are relevant to the experiment that forms the subject of this thesis, 
but without allowing for the practical effects of e.g the finite 
res,onse times of the photodetectors. The experiment aa first 
performed by Ra.1.g and Si11itto(1968) (also 1968), and 
involved the detection of a correlation in the photoelectron 
coincidence count-rate as one detector we moved, with resect to 
another, across the field due to a pair of small apertures illuminated 
by a Mercury-198 leap, In this section we shall derive expressions 
for the coincidence count-rate and the signal-to-noise ratio in terms 
of the experimental variables. 
Consider two beans of partially coherent light emanating from 
a single source, and having average rIioton arrival rates, Nj and SO 
photons per second, at two photod9tectors P and P2. Let the pu1Me5 
be fed into a coincidence circuit having resolving tine t • If 
the quantum efficiencies of P1  and P are a1  and a2 respectively, 
so that the single channel count-rates of P1  and P2 are given byt 
and N2 a21 (64) 
then the coincidence rate will be given by t 
(27a) 
h2 TI? [i + L21'2'° (r)/ t] (65) 
The factor 2t arlses because we have integrated the coincidence 
rate over the response tine of the coincidence circuit, and the 
second term inside the brackets has been multiplied by because 
the been is assumed to be unpolarised and the orthogonal polarisation 
components are uncorrelated. 
I3'u(t)I2 dt (66) 
The two tome on the right-hand side of equstion (65) represent the 
random and correlated coincidence count-rates. 
Since the visibility of fringes, oborved using a Michelson 
Interferometer, is proportional to I V ( t  ) I , it is evident that 
one may define a coherence time in tcrne of V ( t  ) I • Thus i 
- 0 for r >> 
T )1 - 1 for t << 
and the coherence thie, t 0, can be defined in term of P byt 
00 
f l y (-r)1 2 t (67) 00 n 
T for r << t0 r) for r0. 
It ir aparnt, therefore, that the enhanced coincidence effect All 
only be measu.b1e for detectors having a very thort resolving 
time and for light sources having a long coherence time. In 
practice, using a thermal light source, we will have 
therefore:the second approciaation above All hold. 
The effect of a finite resolving time is to reduce the 
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observable correlation. A second effect Nhich contributes to the 
reduction of the observable correlation is the finite sines of the 
source and detector a,ertures, To take account of This we may 
factorise I}2(l.,o)l into two ,arts: 
1Y]2( 1P 2.o)I f i2 ,) Li(v) (67a) 
E 22(dv vo) is the correlation which would be measured by point 
detectors, separated by it distance ct, observing the light from 
a point source, or point sources. LI (p0) is the average correlation 
between an. 'osirs of points on the detectors due to all points 
on the source  i.e. A((v0) is obtained by integz,ting r 2(0, ) 
over each aoerture and normalising the result. 
It is also necessary to introduce factors, f1  and f2, to allow 
for any lose of correlation due to polarisation effects in the 
optical system and, noise in thephotodetectors. These factors 
will be evaluated later (pages 53 and  5$). 
In term of physically aesurable anantities we have that the 
nwiber of r'ndom coincidences measured in a time T0 is given bye 
(T0) 2 N rr T0 (68) 
and the number of correlated coincidences is given by* 
t, T0 A( v0 r 2  (a, ) f1  f 
where it has been assumed that N1 =2 N2  
Thus, the correlation between the photons arriving at the two 
photoiletectors increases the number of coincidences by a factors 
1 
+ c = +1 
 
14 12  Li () r 2(d, l2) f1  f2 (70) 
27c 
The quantity that was deterdned from the experiment was p, the 
ratio of the nul!tber of consisted coincidences to the  number of random 
coincidences. 
The random coincidences obey a Poisson distribution, so the r.m.e, 
fluctuation in their number is given 'a 
[T) _1-1702]lTc* (71) 
t5It.  (2 Tr To) (71) 
Therefore if the aignal..to-toise ratio is defined as the ratio of the 
average number of correlated coincidences to the r.m.e. fluctuation in 
the reMan coincidences, then. 
8/N , r l2'PO)  l  r2 (72) '2t 
Thus we have expresatons for the ratio of the correlated to random 
coincidences and the signal-tam-noise ratio and it only rename to 
derive an explicit expression for ( 0) r 2  (d, 0). 
section (9) The D=iva of j(dv,) 
Following }Iaig, ue will now derive the value of ( v0 ) r 2(d, v) 
for this experiment. The sarce and detector apertures along with 
their cocinatea are illustrated in Pig. 2.1. The source comprises 
t, rectangular apertures of identical shape, else and orientation, 
disposed in the esac horizontal plane as the two rectangular detector 
apertures, The origin of the rectangular Cartesian coordinate 
Sources Detectors 
Pig.2.1; Diagram to illustrate the co—ord-inate system. 
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system lies midway between the centres of the two detector apertures. 
Both detector apertures lie on the x-axis such that the z-axis passes 
through the aidpoint of the line joining the centres of the ti- (-, ource 
apertures. We assume that the source, distant R from the xy-plane, 
can be divided up into elementary areas, d!I = dmdn, centred on the 
o±ntc ). Let m and in' be the coordinates of arbitrary points 
on the surfaces the source. X = (x,yo) are the coordinates of an 
arbitrary point on the photocathode defined by: 
- <: < 
- * (a + a)< x < -17  ( — a), 
and X'.= (x', y', o) are the coordinates of an arbitrary point on the 
other photocathode defined by- 
(d - a) < x1 < (ci ±a). 
The sidos of the source are aocuued to be parallel to the sildes of 
the detector apertures. 
hssutling the Hanbury-Luo:r iJwi 2 d i1.ii Y and 
F ,  
o 12o ffff 
V .') (• I 
:(r0 the areas, JL 
1 
 and 12  1  of the photocathodes, and tii€solid angie, 





(Note: Wroighout ticse ouccussive ant rationo .w 111 use a compact 
notation, nuch that the successive products of cosine terms involving 
the independent expressions(ii-MI ), (n-nO, (x-x') and (y-y')  are 
integrated one at a time, implicitly maintaining the remainder constant). 
The integrations in equation (73) are taken in four ways: 
From left-hand source to left hand detector. 
From left-hand source to right-hand detector. 
i?rou right-hand source to left hand detector. 
From right-hand source to right-hand detector. 
Each of the above terms will be treated soraratoly, except in the case 
of the first few integrations, which are common to all terms. 
Taking any one of the four terms, we will integrate over the 
detector apertures, beginning with the x,x' - direction: 
ff
ff:.: 
 Jt2 J J 
f C o a (::c )c (75) 
:1 ii  
wher i 
= 
Simplifying, we have 
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(d+a) 
( V) (u, a fuosa V i .uia 
16) 
where: Q2.4 ff ff f, 
, V) fla V) a T. + Sin ax' 
a. 




120 J J J J 
( vr (d v)Y _ : a) . i1l 13in 1] 
CI 
J J J J 
(77) 
Now so f a---r c havo integrated only over the x and x- axi A the 
detector aortures. The integration over the y and yl--a-is follows 
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a precisely similar pattern, apart from the obvious omission of the 
Cosine niodiilatinp term, and so, remobcrin at ':e have: 
) 
= 
J1 '. - . , I 
L ca 
[;1c1  
[ Qb ] 
ii V  
Since: a = - , each term is expressed in full 
0 















Liereu)rn Ec]1).at1on (7s) becomes 








= l2 4 Tr [:2 v]fj1/ 
•'91Ø' 
ince o vwi&b. havo booll ciaod, it i. :::c. i: to 
calculate the new limits of integration in te 9, 0' plane. 
NOW
- 
U < where n = 1T v  
also, °<n'< o2 -here 1T V  
1W *. 
At the lover lir:it cf  
= ( 9) (1) 
At the upper 1i!iL cf 0'-. 2 " - 
9' 
Fig. 2.2 illustrates t1e area of integration defined by equations (80) 




9' ff() 2 Cos d4dI 
.- 9) 
V 
Fig.2.2: Diagram to illustrate the area of integration in 
the 4;, 4;iane. 
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which, on integrating with respect to ', becomes: 
= A1A2 f /f 
Cos d4d'. 
Ii is clear, up to this point, that all four terms A( v0 ) r 2 
V are identical, whether symmetric or antisymxnetric. . d.ii'fr- 
ences between the terms are evidently about to arise in the integrations 
over the 4'-plane. Before carrying out the integrations, the 
limits have to be recalculated, since the variables have been changed 
from m and m' to$ and ': 
Thus in the 1'J-:-t symmetric case, we integrate from 
a 
M =--+ R 9 to m = (a) 
with m' = ~ to m' 
= (b) 
In the second symmetric case, we integrate from 
m = - °+ R) to m 
0) 
' 2 0 1 
= 2 
RQ 
-ith m' = - + ) to m' = (d) ol 
In the first antisyuiietric case, we integrate from 
= + Q to M = (e) 
with m' = + RQ1) to = (f) 
In the cecond Lntisyri.metric case, we integrate from 
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R 
ol m = 2 .(g) + ito) to 
R. 
- 
o3  with mt 
- 
+ R to m' (h) 2 ol 
Remembering, that 
Z. 
m = --($+ 24'), and rn' = IT V 
For the units (a) and (e): + Rr  91 = (4 + 24'). 
1TV? 
• • 
11-v .  
thus 4' = 2 - 4) (85) 
ci 
also, 
= 2 2$') 
thus  
For limits (b) and (h): 0 3 + R 1  = 
V. 
- 2$1) 
--.. ,i'•' = . ... ± (87) 
also, = -. - 2$1Tr V  
thus, 4' CI) 4) (88) 
For limits (c) and (g); - (_0 + RQ1) = + 2 Tr v 4') 






H • -•-( • (90) 
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-c 
For limits (d) and (f): .-( + R 1 ) 
(91) 
also - 
thus 4' = -( (92) 
Now, from the integration limits defined above, it will be seen 
that the integration is now the sueof eight terms, whose configurations 
in the 4, 4' plane may be seen in Fig. 2.3. The lines bounding each 
area of integration are those defined In equations (as) to (92), with 
each of the four major areas divided into two parts along a line 4 = 
constant. Let the areas be labelled from p to w, as shown. 
From inspection of the diagram, and the good behaviour of the 
integrand, it will be evident that we may double the valuo of the 
integral over area p, to include area q, and rI'oraa i::n operation 
for areas r and s. 
Let B = AA  12 9191T I#: 
then, denoting the limits of integration of 4! by the text-numbers of 
I - 
: _- f 
C 
Fig.23: illustrating the areas of integration in the (# . Otplane 
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Now, this expression is still not yet quite true, since each of the 
four terms (t;o symmetric, two antisyrrrel;ric) cont i ::r:1icitly in 
equation (94) in self -normalised, but Vi r'-' V is not. 
Therefore, to complete the normalisation of the entire equation, each 
of the four terms must be divided by four. (n re-substituting for B, 
and normalising the entire expression, the final result becomes: 
)) r 2(a, V) 
= A1  A2 122 )f • - :i 
 - 
Co 
+ A1 J 2 vo I - 
J
2 Cos dj6 a 
+ ___ 2 
AA c1T V L 
(95) 
This expression was evaluated by means of the jdinburgL iegional 
Computing Centre's ICL4-75 computer for a number of 1ifferont values of 
the detector separation, d. The resulting graph ( V V) 
versus d may be seen in Fig. 4.2 of Chapter 4 anL c.Lputer 
vrogram is -u:- uubjec t ofI:.cndix (a). 
W, vrfuav of ZY V) V) 7 calcuiated for different 
detector spacings, urn substituted into equations ON PrN (72) to 
ON ti 0 of UO Lcrrb t. 
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Signal to oi Itio, Finally, if it is desired to a,scertain 
,  the value c. e vi i 
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US Double Slits  
Teletype 
BS Beam Splitter 
LIS Iiicrometer Screw 
T.A.C. Time-to--Amplitude Convertor 
L Flasher 
PR:Pericope 
Fig.3.1: Schematic diagram of apparatus 
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CHAPTIR 3 
Description of Apratus 
Uection (a) Introduction and the Optical system 
A schematic diagram of the complete equipment can be seen in 
Fig.31. The light—proof box, optical system and source system were 
initially constructed and assembled by iiaig. The optical system and 
box were reconstructed and an improved detection system was assembled 
by Mrs. .. Sillitto. The entire system was made operational and its 
performnrice optimised by the present author. 
The primary source, an electrodeless iercury-198 discharge tube, 
was imaged by a 2" aperture lens, of 6" focal length, onto the 
secondary sources, a pair of square apertures, constructed using 
, 
a preferential etching technique developed by h 
(82) 
ill and Rigby k1969 
Using this method, one side of a sheet of copper is coated with 
photoresist. When the photoresist is exposed to ultra—violet radiation 
through a photoplate image of the desired apertures, the image is 
reproduced in hardened photoresist. After the liquid photoresist has 
hen washed from its surface, the copper is plated with nickle, leaving 
bare only those parts, the areas of the apertures, which are protected 
by the hardened photoresist. liith the remaining photoresist removed, 
the copper is etched away from the apertures, which are then defined 
by the nickie. This technique allows the production of very small 
apertures having extremely good edge definition. 
A narrow—band, all dielectric interference filter cemented to a 
broad band filter selected the desired 'L:aveiength of the light. 
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This compound filter, made by Barr and Stroud, fitted inside a brass 
tube which screwed onto a partition in the light-proof box. 
Between the double slits and the beam-splitter, a distance of 
about 180 ems., ;ere two partitions, both having 3" square apertures 
to allow passage of the light, but to minimise unwanted reflections 
and leakages. For the same purpose, the entire inside of the light-
proof box, and its contents where posib1e, were painted black. All 
the optical components, apart from the filter, were mounted upon bench-
saddles outride a triangular-section optical bench, which ran the 
length of the box. 
The Barr and Strand glass-cube beam-splitter consisted of t'.;o 
right-angled prisms cemented along their common hypotenuse. To 
compensate for the partially polarising property of the beam-splitter 
a polarising filter was used, orientated so as to remove the 
orthogonally polarised components from the two 1.1o zims emerging from 
the beam-splitter, since orthogonally polarised beams arc uncorrelated. 
The detector apertures were mounted on the front faces of a pair 
of canisters containing the photomultipliers and trigger circuits, 
and were adjustable by means of tangential screws. The canisters 
were mounted on carriageways a11o.ing movement, on ball-bearings, in 
a direction perpendicular to the light beam, and were positioned by 
micrometer scro-s. .eights were suspended over pulleys by lines 
attached to the sides of the canisters, and these held the canisters 
against the ends of the micrometer screws. 
A removable plate, in the roof of the light-proof box, allowed 
a noriscope to be lowered into the beam just before the beam-splitter. 
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This periscope allowed a visual cheek to be made on the appearance 
and alignment of the source slits, or interference pattern, when present, 
and reversed, it allowed the detector slits to be brought into 
coincidence. 
A mercury—switch, nanosecond flasher, placed at the side of the 
beam—splitter, was used to locate the prompt channel of the Pulse—
Height—.nalyser. 
.Jection (b) The Source System 
The electrodeless Mercury-198 di3ci1aro tube uus )o. ered by f t 
Mallard JP2 - 0.2 Magnetron, which had an operating frequency of 
2.45 (llh., and was cooled by sucking air, at ambient temperature, 
through a cooling jacket. A check on the pressure in the cooling 
tubes was provided by a U—tube manometer, at a point between the 
discharge tube and the vacuum pump. A waveguide cavity based on the 
tapered rectangular type of Broida and but modified 
by the addition of a variable—length, quarter wave tuning—stub, was 
used to excite the source. 
The Magnetron was bolted to a large bracket on the other side of 
which was a heat—sink consisting of a large number of thin brass 
sheets, spaced out and painted black. The circuits associated with 
the source system, along with the Magnetron and its power supply, 
were mounted on two large chassis fitting into a 19 rack. Both 
chassis had upright front panels into which switches, meters, etc., 
were inserted. The Magnetron and microwave cavity were connected by 
RG - 8A/U cable. 
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The circuit diagram of the Magnetron power-supply is shown in 
i'ig.3.2. The I1.T. circuit consisted of a Variac variable mains 
transformer, controlling the voltage across a 1.6 kV transformer, in 
series with a full-wave, diode rectifier bridge, the output from which 
Was smoothed by an 8 juF capacitor. The ilagnetron required a very hot 
filament at switch-on and a cooler running filament as soon as the H.T. 
was applied, which conditions were satisfied by the low-tension 
circuit consisting of a mains-powered, double-tapped isolating 
transformer, switched to provide either 4.6 volts or 5,3 volts. This 
s;itching was performed by means of a three-way, double-pole wafer 
s.itch, the three positions being "off", "5.3 volts" for the initial 
heating, and "4.8 volts' for when the Ii.T. power supply was switched 
on. An Anode Current meter and a voltmeter enabled monitoring of the 
Magnetron anode current and voltage. 
The Ilagnetron cavity temperature was also monitored. This was 
achieved by placing a Chromel-Alumel thermocouple, connected to a 
Spot Galvanometer, in contact with the body of the Lagnetron. With 
the Galvanometer calibrated the cavity temperature could be seen at 
a glance. 
In order to avoid damage to the flagnetron, in the event of a 
minor fault causing the rated operational conditions of the !'agnetron 
to be exceeded, several safeguards were incorporated into the system. 
These ensured that the power supply to the Magnetron was out off 
whenever the cavity temperature or anode current exceeded pre-set 
levels. 
Overheating was guarded against by placing a Plullard 00? 71 
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408V Component List 
RL 1 Therrnal cutout circuit 1a Variac 
flL2 Overload cutout P1 Master Pilot Lamp 
31 LIastor Switch P2 H.T. Pilot Lamp 
32 Selector Switch P3 Filament Pilot Lamp 
Fl 3A fuse V H.T.Voltmeter 
P2 250rnA fuse A 
Ti H.T. Transformer VII Cutout current Potentiometer 
T2 Filament Transformer 




as to intercept the light beam just before the i:Iagnetron heat-sink 
temperature reached the maximum permitted value of 12500. The 
photo transistor was arranged to control a relay by means of the 
circuit shown in Pig. 3.3. when the light beam illuminated the OCP 71, 
the relay switched off the mains supply to the Nagnetron unit, and, 
in addition, it switched off the 24V dc. supply to its own circuit. 
This latter was a precaution ensuring that power was not reapplied to 
the Magnetron as the temperature fell again. Resetting of this 
device was by manual operation of a biased switch. 
Ji further protection for the Magnetron unit was the addition of 
a low-resistance relay to the earthy end of the Magnetron anode circuit. 
This relay was shunted by a variable resistor, the setting of which 
determined the anode current at which the relay pulled in and out of 
the L.T. power supply to the thermal cut-out circuit. The setting 
of the variable resistance corresponded to the quoted maximum rated 
current of the Magnetron, 125 mA., and when the relay cut off power 
to the cut-out circuit, power to the Tagnetron unit was locked off 
until reset with the biased switch. 
L relative neasure of the discharge intensity was provided by a 
circuit consisting of an OR? 93 Cadmium Sulphide cell, powered by a 
20V d.c. supply by way of a 6.3V Zener diode, with a 20 mA meter 
registering the resultant current. The ORP 93 was mounted on top of 
the wavegnide and behind the discharge tube. h water-filled glass 
cell placed between the discharge tube and the Cadmium u1phide cell 
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Fig€3.3: Circuit &iagrm of the phototransistorised Theua1 cu* out circuit. (Forconnections a and b see Fig.3.2.) 
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11 section (c) The Detector System 
The photomultipliers, along with their dynode resistor chains and 
the trigger circuits, were contained in the canisters described in the 
previous section. The 2" diameter photomultiplier tubes, type 9813  KB 
manufactured by i..L, ad a venetian blind arrangement of fourteen 
dynodes. Fig. 3.4 is a diagram of the dynode resistor chain. 
The cathode was held at a high negative potential and voltage dependent 
resistors, whose characteristic curve is shown in Fig. 3.5, were used 
between dynodes. In both canisters, the photomultiplier was supported 
by a Paxolin ring and by its base, both of which were screwed onto 
three long rods projecting from the end plate of the canister. The 
resistor chain iiae mounted on a Paxolin ring immediately behind the 
photomultiplier base, and the trigger circuit, mounted upon a 3" square 
vector board, occupied the remainder of the canister. The high 
voltages for the photomultipliers were provided by a pair of I.D.L. 
stabalised hIT, supply units. 
The trigger circuits (Fig. 3.6) were designed by Leung and Paul (84) 
(1968) and built by the staff of the departmental electronics work-
dop. These circuits were designed to generate fast rise-time, 
constant-amplitude, rectangular pulses, at the photomultiplier outputs, 
Jiich would be capable of triggering the Time-to-Amplitude Converter 
al; ito rater hi :t level of -2V. The circuit was also designed to be 
oitivo to oail oignals but not to the final signal level, the 
trigger level of the circuit being set by the potentiometer and having 
a minimum of about 20 mV. Coupling to the anode of the photomultiplier 
;'as d.c., and the diode, CR1, provided a.c. coupling and d.c. isolation 












Fig,3.4: Circuit diagram of the dynode resistor chain, 












Fig.3.5: Characteristic curve of the Voltage-Dependent Resistors. 
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Fig.3.6; Circuit diagram of the trig-er circuits The original values of the components are bracketed where 
these were different from the final values, and the capacitors at the —5v level were not part of the original 
circuit. 
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output to the T.A.C. input. The output pulses, observed on a 
Tektronix 454 oscilloscope, were extremely clean and square, having 
an amplitude of —5V and a rise—time of approximately 5 naecs., most of 
which was due to the oscilloscope so that, in fact, the rise—time 
of the pulses was probably only 1 or 2 nsecs. 
Initially, the trigger circuits were found to be unstable, a 
drift in the characteristics of the transistors causing the circuits 
to oscillate after only a short running time and necessitating rather 
frequent replacement of transistors. It was therefore thought that 
some kind of temperature control might be necessarye However, the 
heat source causing the trouble was found to be the 1K reitcir, ±ioL 
was placed in close proximity to the transistors on the vci;or 
and it was found sufficient to reduce the —30V level to —5V and to 
replace the lIC resistor by a 1560 resistor. It 'as also found 
necessary to provide a.c. coupling to ground at the _51J level. The 
initial and final values of the circuit components and both shown in 
Fig. 3.6. The potentials for the circuit were provided by a 1Iarroll 
power unit type 2015. 
The outputs from the trigger circuits were fed, through As 50 coaxial 
cables with P..T. connectors, into the start and stop inputs of a 
Harwell Nanosecond Time—to—Amplitude Converter, type 2118. The cable 
from one trigger circuit to the start input was 90 in length, while 
the cable from the other trigger circuit to the stop input was 125' in 
length, representing a delay of 152 n secs. The T.A.C. trir:.i on 
negative pulses of —2V amplitude through an impedance of loo.CI The 
Time Range, which corresponded to the maximum  delay between trt and 
stop input pulses which would produce a pulse at the output, could be 
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chosen from several values between 50 and 1000 nsecs. The Analogue 
output pulses from the T.A.C. were approximately rectangular, negative 
pulses whose amplitude was proportional to the time interval between 
the start and stop input vu1ses, with a maximum of -5V, and whose 
duration could be selected from a number of values in thu range 0.2 
to 10 psecs. 
The Laben 100-Channel Analyser accepted positive pulses in the 
range 0.1 to 10V, so it was necessary to translate, as well as amplify, 
the output pulses from the T.A.C. The T.A.C. output was therefore 
fed to the Analyser through a Harwell Amplifier Translation unit 2319, 
which gave an aiplification of 2,4,8 or 12 
The Analyser had a conversion factor of 50 riV per channel, and 
the Back-Bias, a ten-turn precision potentiometer permitted the 
subtraction of a voltage stop of between 0.1 and 10V from the input 
pulses. Besides multichannel operation, the Analyser could also be 
operated in the 1u1tiscalar mode, which allowed gross counting in 
each channel for a time preset by an internal clock. 
During normal operation, an over-range event at the T.A.C. input 
produced no pulse at the Analogue ctput. However, a failure in 
the T.A.C. caused pulses of arbitrary amplitude to appear, at the 
Analogue output, whenever an over-range event occurred. It was 
therefore necessary to gate the Analyser. The T.A.C. provided constant 
.:Littdr'u'n-, it rent :t cr:d ycL:. ever 
-it: .1:r o cr:t cccrrc( . int: t. 
unit of the Analyser, and by demanding coincidence between these and 
the Direct Input pulses, only within-range events were analysed. 
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A Teletype connected to the Analogue Output of the Analyser 




Calibration and Theoretical Performance of Eauipment 
ection (a) Introduction 
The theoretical equations determining the quantities to be 
measured in this experint have been derived in Chapter 2, but they 
are no' reproduced for ease of reference: 
The ratio of correlated coincidence counts to random coincidence 
comts is given by: 
P -;: A, V0 ) r2 (a, V) 
and the signal-to-noise ratio is given by: 
= TA( v) 12 
I = coherence time of the source 
U 
= resolving time of the detector system 
A V) = partial coherence factor 
V normalised correlation factor 
f1f2 = instrumental decorrelation factors 
= mean single-channel count rate 
T = total observing time 
The effect to be measurx is very i_-,all and it can be seen that 
the signal-to-noise ratio i2 only ;1UoItionaJ- tu T0 . 
It is apparent 
therefore that it is important to obtain optimum conditions before 
running the experiment. This means: obtaining a high beam intensity 
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and minimising intensity losses in the aparatus; arranging the 
geometry of the optical system to give optimum values of & V); 
keeping noise, either in the form of reflections and stray iit in 
the optical system, or noise pulses in the electronics, to a minimum; 
T 
and obtaining a value for of near unity. The theory derived in 
rr r 
chapter 2 was relevant only in the case of - ±, J.:cI there is 
Tr 
little danger in practice of achieving a value ol > I if a thermal 
light source is used, as in this case. 
Section (b) The Source System 
From the two equations reproduced in section it can be seen 
that the source was required to have as high an intensity as possible 
and as long a coherence length as iossible. These two requirements 
were, of course, related; a higher intensity imilying s higher 
temperature, with a consequent broadening of the spectral line, and 
hence a decrease in the coherence length. 
To sets of correlation measurements ;ere per1oriJ uing either 
0 0 
of the two most prominent lines, the 4358 A and the 54i A lines, in 
the visible part of the spectrum of the ;•iercury Source. An estimate 
of the coherence lengths of these line s obt:ied by observing the 
171 tr a icL 
?h :ya ia:• ;jy 
but the blue line lies off the peak response of the eye, and so it ;as 
impossible to raeasure the coherence length of the bia J ia asing this 
method. however, since emission of a quantum of 546± A .vhLength 
involved a transition to a metastable state, the green line was 
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broadened by self-absorption. L errjen(85),196Q7. Thus, although 
the Doppler broadened green line would be expected to be narrower 
than the Doppler broadened blue line, since the width is proportional 
to the frequency, self-absorption will tend to reduce the difference 
in width, and the two may be assumed to be comparable. 
Using the green line in the Michelson Interferometer, the 
measured path difference was 27 cms, which gave a value, for the 
coherence length, of (0003c(86)(1962)): 
CT - 
.o ta 1, Le co:ererce time as: 
7;
0 
 >  
and t}.is value was assumed for both 5pe0tr31 lines. 
Ti'e laap was zrun at almost its maximum brilliance because, 
although the coherence length could be increased by about 0.5 ems by 
running the magnetron at less than its maximum permissible ratings, 
the corresponding decrease in intensity out-weighed the jr-crease in 
coherence length. 
In order to maximise the intensity, it was important that the 
waveguide should be carefully tured, ana t ' he lamp should be 
carefully positioned in the waveguide. c' e' lOSS in the cable 
connecting the magnetron to the waveguide was ,kept to a minimum by 
shortening the cableas much as possible. AlSSOv the lamp was kept 
scrupulously clean. 
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Section (c) The Optical Oy§tem 
The optical system consisted of a pair of identical square source 
apertures, a pair of identical rectangular detector apertures, a 
lens focusing the light from the lamp onto the source apertures, a 
beam-splitter, and a polariser. 
The Partial Coherence Factor, ( v), was a function of the 
size and shape of the ertures, and it is desirable to maximise this 
factor, which, since ( v) is normalised, means achieving a value 
as close to unity a owaible. An increase in the value of ZV v0 ) 
is obtained by decreasing the size of the apertures. ilowever, this 
alao re6'L1!Ced the photoelectron counting rate, and so it is the product, 
i ( V), which has to be maximised. 
In addition, the width of the source apertures must be less than 
their separation, the width of the detector slits must be less than 
half the width of the central maximum of the correlation oattern, and 
also, the width of the detector slits must not be so large as to allow 
an appreciable spread in the photoelectron transit-times. The 
dimensious of the apertures are shown in Fig. 41. 
The predicted shape and separation of the maxima of the correlation 
pattern were checked experimentally by placing a single slit between 
the lami and the double slits and observing the visible interference 
pattern of the source apertures. The separation of the maxima, for 
both the green and the blue spectral lines, lay within less than 21,  of 
the predicted value, and the shape of the maxima corresponded fairly 
well with the predicted shapes, but depended largely on the width of 
the primary slit. 
O.0325cms 
J 0.0325s Sources 
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0 6.1 0.2 
Pig.4.1: Scale diagram of the Source and Detector Apertures. 
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The Normalised Correlation Factor, I(d, v), was a function 
of the detector separation, d, being unity for d = 0, falling to a 
minimum as d increased, and rising to a secondary maximum for values 
of d which were different for the two wavelengths. 
The aim of the experiment was to measure the correlation ratio 
0 
at severi detector separations using the 54611 line, and then  to 
0 
reeat the measurements at the sane separations, but using tue 4553 1 
line. The graphs of the variations of & V) Et, v) with d are 
shown in Fig. 4.2. 
Since the orthogonally polarised components of the light beam were 
not correlated, a sheet of Polaroid polarising material was used to 
select a single component. The factof f1 in equation (70) represented 
the loss of correlation due to the polarising effect of the beam 
splitter, so, with the insertion of the polariser, f1 became equal to 
unity. The reduction, in the counting rate, due to the polariser 
and the beam splitter was 60. 
The final loss of intensity in the optical system was due to the 
photomultipliers. According to the spectral response curve of the 
9813 KB photomultipliors, as published by the ianufucturern, the quantum 
efficiency at 4358 A is 22, and at 5461 7 is 10, . In fact, 
the count—rate for the green line was slightly higher than for the 
blue line, which suggests that the green line was the stronger, in 
terms of photon flux. 
It was important that the two source apertures should be radiating 
1na;endently. If there was any coherence between the sources, it 
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Pig.4.2: Graph of A (v0) F2(d,v0) versus detector separation d0  
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by the detectors. Originally the focusing had been arranged to 
produce a fairly large image of the lamp on the source slits, and, 
with this arrangement, an interference pattern was detectable. 
However, with the focusing adjusted so that the image of the lamp was 
only slightly broader than the width of the pair of apertures, the 
pattern disappeared. 
Section (d) The Detector iystom 
The characteristics of the photomultipliers, quoted by the 
manufacturers, were as follows: 
9513 KB 
serial no: 5565 5566 
Photocathode Sensitivity: Ga ii/L 72 A/L 
Gain: 10 at 2160V lO at 2390V 
Dark Current: 3 nA at 2160V 13 nA at 2390V 
The i.ii.T. supply to number 5565 was maintained at 2.3 K'!, and to 
number 5566 at 2.6 XV. These were close to the maximum operating 
voltages but ;ere adjusted so that the single channel counting rates 
in both photomultipliers were equal. At these, voltages the dark 
current counting-rates were 9 and 3, for number 5566 and number 5565 
respectively, of the illuminated counting-rates. 
The factor f2, i bicA icn fci p t . 
loss of correlation du i 1i;•' l. U t,i 
oasured by recording coincidences between dark current pulses in one 
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where a 12 = mean random illuminated coincidences count rate, 
and R 10 = mean random 
illuminated coincidence count rate with one 
photomultiplier covered, 
and averaging the results for each photorau].tiplier in turn, the value 
obtained was: 
= 0.87 
A range of 250 nsecs was selected on the Time—to—Amplitude 
Converters and an amplification of 4x on the Amplifier, so that, 
remembering that the maximum pulse height of the T.A.C. output was —5V, 
and that the Analyser had a conversion factor of 50 mV/ohan., the 
eppected time—scale on the Analyser was 4 chans./2.5 nsecs. This 
was checked experimentally by dividing the output from one pioto—
multiplier, and using it to trigger the T.A.C. start input through a 
short cable, and the stop input through a longer delay cable. This 
cable had a time delay of 1 nsec ner 9.25", so by varying the delay 
length the Analyser could be calibrated. Again, the time—scale of 
the Analyser was found to be 4 chans./2.5 nsecs. 
The prompt—coincidence channel of the Analyser was located by 
observing the coincidence peak which was obtained when the photo—
multipliers were illuminated by the nanosecond light pulses from the 
orcury switch flasher. Fig. 4.3 is a photograph of the coincidence 
Peak of the flasher, obtained in a counting time of about 15 fins. 
The fall—time, as well as the rise—time, of the output pulses 
Fig. 4.3: Photograph of the coincidence peak of the flasher. 
(4 chans,/2,5 nsecs.) 
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from the trigger circuits, was fast, their duration was determined by 
the lengths of the photomultiplier pulses, and the circuits appeared 
to be ready for retriggering as soon as they had set. It seemed, 
therefore, that there was little or no dead-time associated with the 
trigger circuits. The trigger levels of the circuits were set so as 
to bias against dark current pulses, but to trigger on light pulses. 
According to the manufacturers, the T.A.C. had a dead-time of: 
T a ± T b c 
-sees  +T +2.4u 
where T = interval between start and stop in-out pulses a 
T  = time range selected 
T
0 
 = 1.1 sees for a time range of 250 nsecs. 
The maximum dead-time was thus 4 .ji secs, which can ri.ve Iad little 
effect on an average single channel counting-rato of < 1O'  counts/sec. 
The resolving time of the detector systot: -, - as ta:en -.j 7 :alf the 
at half-height, of the correlated coincidence peak, The full 
width at half-hei;ht was three channels, giving a resolving time of: 
I - 1.8 nsecs 
r 
That most of this was due to the transit-time spread of electrons in 
the photomultipliers was apparent from the fact that, when both the 
start and stop inputs of the T.A.C. were triggered by the divided 
pulses from one photomultiplier, the counting was almost entirely 
confined to only one channel. 
ith all the variables in the ejiit ion for p -nown, we can no 




Experimental Readings and Ih.sults 
3ection (a) Ileasuring Procedure 
Measurements of the delayed coincidence spectra --ore, erformed 
using first the green and then the blue Mercury lines, using the same 
procedure in both cases. The delayed coincidence spectrum was 
recorded at various detector separations, d, between 0 and 0.17 ems, 
and at each separation the total counting time was six days. The 
distribution of counts recorded by the Analyser was printed out, by 
the Teletype, after a continuous counting time of three days, so that 
each total of six days was the result of two three-day counting periods. 
Cecasionally a three-day period was broken into t o shorter counting-
periods, but the total was still three days. 
The three-day coincidence spectra were obtained as follows: while 
one photoiu1tip1ier was kept stationary the other photoaultiplier was 
moved, by means of the micrometer screw, to each position from d = 0 ems 
out to d = 0.17 cms and then back from d = 0.17 ems to the superposed 
position. By counting at each position twice in this way, the effects 
of hick-h , ui h ;Ciit±. ;u.wJ iliur', v 
re - Ii , Le.y:i coincid :ecc ceco tr - crc 
cordcd at d = 0, 0.025, 0.0425, .085, 0.11, 0.15, and 0.17 ems, and 
the blue line, at d = 0, 0.(25, 0.0425, 0.075, 0.11, 0.13, 0.15 
md ).17 ems. Thus a total of thirty delayed coincidence spectra 
':erc recorded during a total time of ninety days. The data were 
aee!y:3id br cowu er. 
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ectio (:- 
Figs. 5.1 and 5.2 show photographs of three of the coincidence 
spectra Qbtained,llsing the green line, at photomultiplier separations 
of 0, 0.085 and 0.17 ems. The correlated coincidences form a peak 
of width 2 7', or 3 channels, centred on the prompt channel of the 
Analyser, so the number of correlated coincidences was obtained by 
summing the counts, N, registered in these three channels, and 
subtracting the random background. The random coincidences vero those, 
reListerecl in channels outside the central peak, having a delay greater 
than 7'. The random coincidence channels were grouped in threes, 
and the mean number of random coincidences, 
r' 
 as obtained by finding 
tie average number of counts per group of three channel,-- . The ratio 
of correlated to random coincidences was then given by: 




It was expected that the random coincidences would be distributed 
according to Poissonian statistics, and this was verified by calculating 
the expectation values of the second and third factorial moments of 
each distribution. 
Rewriting the correlation ratio as: 
- 1 
-S. 









Fig. 5.1: Photographs of coincidence peaks, obtained using the 5461 
line, at photomultiplier separations of (a) d=0,00 ems. and 
(b) d=0.085 ems. 
I 
Prompt channel 
Fig. 5.2: Photograph of the coincidence peak obtained, using the 5461 1 
line, at a photomultiplier separation of d=0.17 cms• 
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It is well known that the variance of a Poisson distribution is equal 
to the square—root of the mean, thus: 
S r N 




Alt-hough the distribution of correlated coincidences was not expected 
to be ci.cunian, the correlation effect was very small, so, for the 
nuriose caiCu1atin' the error, it was assumed that: 
& = N, 
L i correlation ratio is given by: 
/ 1 2 / 1 2 ( = + \ 
P +1 tifl2 p r 
(b) 
[hen the Analyser was gated, the number of channels used was 
united. Also, when calculating the mean random coincidence count—
rate, the three correlated coincidence channels, plus one group of 
three channels on either side of the peak, were not used. The number 
of groups of three channels used to calculate rr ;as than 20, and 
with this value for C, the error in the mean number of random 
coincidence counts was neligible compared with the error in the number 
of correlated coincidence counts. 
The values obtained for 11 and p, at each detector separation, 
C 
hle I for the 5461A line, and in Table II for the 
a 
.LO r)ouj tables the results are divided into to sections, 
one section showing those obtained when the photoniultiplier was being 
Table I 
linrabers of mean random coinciUenco counts and ratios of corrclted to random coincidences for the 
0 
5461 h line 
U. J:'2'o1 contro 
Fhotorsiultiplier  
In to: ord-. coro 
Separation,d(cxn) N !' P 7; 
O 14831 0.083 ) 0.083 9902 0.096 ) 0.085 0.04 ±  0.004 
0 14501 0.083 ) - 0.006 17708 0.079 
) 
) 0.006 
0.025 25803 0.062 ± 0.006 21436 0.076 0.007 0.068 0.005 
0.0425 10557 0.058 ) 
) 
0.061 20,360 0.0 0.00w 0.045 0.005 
0.0425 9964 0.064 ) 0.007 
.085 18707 0.003 0.008 2 300 5 0.004 0.006 0.004 0.005 
o .l1 7063 0.014 ) 0.011 7770 0.015 ) 0.016 0.013 0.004 
24916 0.01 ) 0.00€ 16253 0.017 ) 0.007 
0.15 23393 0.029 0.007 24664 0.024 0.006 0.026 0.005 
0.17 22589 0.024 0.007 26497 0.022 0.006 - 0.023 .t 0.005 
Table II / 
0 
iumbers of mean random coincidence counts and rates of correlated to random coincidences for the 4358A line - 
Photomu1tilier Out from centre In towards centre iean 
- 
-- 
- I \ I ) I' p 1' C,  eparat1ondI.cms) r r 
o 10406 0.076 
3 
0.067 12546 0.03 ) 0.071 0.068 0.005 
0 10353 0.055 ) 0.007 9156 0.059 ) 0.007 
0.025 19294 0.053 
+ 
- 0.007 24340 0.041 L  0.007 0.046 
+ 
- 0.005 
0.0425 22395 0.028 ± 0.007 31576 0.026 0.006 0. ± 0.004 7 





- :.07 -.- 101 -: ...2 + - 3..)o .Cl9 + - 0.004 
0.13 35008 0.021 151 C,C2i :.0 0.004 
0.13 27237 O.02L ) ± 0.005  
0.15 12160 0.023 ) 0.025 22186 0.012 0.007 0.02 0.004 
0.15 174.22 0.027 ) 0.006 
u.17 25853 0.008 0.006 29539 0.011 ± 0.006 0.01 0.004 
Am 
moved outwards from the superposed position, the other showing those 
obtained when the photomultiplier was being moved in towards the super—
posed position. Uhere a coincidence spectrum was obtained during two 
counting periods, the results for each period are shown along with the 
weighted mean, where the weight is according to The final colun 
shows the value for the correlation ratio obtained by taking the 
weighted mean of the values in both sections. 
Comparing the results in the two sections, it would appear that 
back—lash did affect the values of p, these tending to be higher when 
the photomultiplier was moved fror_ a Doint of higher correlation to a 
point of lower correlation, and vice—versa. however, the effect of 
back—lash should be largely eliminated in the combined results. 
The results for both spectral lines are presented graphically in 
Fig. 5.3, where the error bars represent the statistical errors 
calculated according to equation (b). The curves represent the 
tiiecrotical variation of the correlation ratio, calculated using 
equation (70), at intervals of 0.01 ems. 
It can be seen that the exnerirnental values are in good agreem&3nt 
with the theoretical values, most lying close to the theoretical carves, 
and all, except for one point, at d = 0.025 ems, on the blue line, 
lying on the theoretical curves within the limits of statistical 
accuracy. In addition, it can be seen that the two spectral lines are 
well resolved. 
0.09 
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Detector separation, d (cm-s.). 
Fig05.3: Graph of the ratio of correlated to random coincidences versus detectr separation, d0 
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Section (c) Conclusion and Discussion of Results 
In chapter 5 the experimental values of the correlation ratio 
:ere compared, graphically, with the theoretical curves. However, 
these "theoretical" curves were also subject to experimental error, 
and an attempt vas made to estimate a value for these errors. 
The error ±L ( v) F V1 was estimated by substituting 
the maximum and values of the various geometrical measurements 
into the integration liT:it in t1e coaputer program. It was thus 
found that the error ii! ( v E 2(, v) varied frc:: at the 
central ma.ina, to a neLligible value at the minima, anc?. iC at 
the secondary maxima. 
The resolving time of the detector system was calculated as the 
average haliith of 12 coincidence peaks, each with a signal—to— 
r = 0.94 1  0.03 nsecs 
The measurement of the path difference in the ilichelson Interferometer 
could not have been in error by more than 0.5 cms, giving: 
= 0.5 1  0.005 nsecs, 
the decorrelation factor was estimated to be accurate to within 
-2, -. 
Combining these errors;using the formulae 
( S L1 Sf  2
(c) 
Tr TI L r 2 
avo vJies ft.,   Sp :i.nging fre.. '..: at the C traJ. maxima down to 
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negligibly small values at the minima, and up to 0.003 at the second 
maximum on the green line, and 0.002 at the second maximum on the blue 
line. These values can be compared with the statistical errors in 
Tables I and II of chapter i. Although those two sets of errors, 
statistical and observational, are not of the same nature, for expediency 
these are combined according to the formula: 
.Sp 
Mg. 5.4 presento again the theoretical curvos and oxporiuontai points, 
but now the error barn reDrosont the combined statistical and 
observational errors. 
Thu largest single contribution to the total error in p in the 
statistical error. Of course, a longer counting time could have 
reduced the variance of the delayed coincidence spectrum, however, it 
will be remembered that the signal—to—noise ratio varied as the square—
root of the counting time, so doubling the counting time would have 
reduced the statistical error by only 25%. There was therefore, little 
to be gained by extending the counting time. 
The magnitudes of the experimental errors approached those of the 
statistical errors at the tops of the central and secondary maxima, 
where small errors in the measurements of the geometry of the optical 
produce relatively large errors in the values of 
V E e v ). The error in the resolving time accounted for 
roaainder of the experimental error, the errors in the 
coherence time and the decorrelation factor being relatively small. 
It can be seen from Fig. 5.4 that, with the combined errors, the 
o .09 
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Fig. 5.4: Graph of the ratio of correlated to random coincidences versus detector separation, a 
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two lines are still yell resolved, and the very snail reduction in 
the errors that might have been gained by extending the counting time, 
or by using more sophisticated methods to estimate the values of the 
experimental quantities involved in the calculations of the theoretical 
values of the correlations, would not have been worth the time spent. 
It can be concluded, then, that second—order coherence effects 
I ve been observed, and that these are in good quantitative agreement 
m:iti the theory. iaso, the results can be i:irroted as demonstrating 
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APPENDIX (a) The Computer Program for Calculating ( Y)r2(d, v) 
begin 
real PHI,PHI 3,PHI 4,PHI 5,PSI,sum,K,y,tin,ter,hin,her,bjn,b€r,r,17 
integer k,i 
real fn spec twiss(real 9 
real fn spec hanbury( real x) 
real fn spec brown(real 9 
routine spec aut(reaJ. fn f,real a,b,e,real name int v erint v inte k) 
read(PHI) ;read.(PHI 3) ;read(PHI 4) ;read(Piii 5) ;read(PSI);read(K) ;read(w) 
(limits of integration and common factor 
newlines(4) ;spaces(20) ;print string('spacing"); spaces(8) 
print string( ' correlation' ) ;newline 




y=PHI; aut(hanbury,o,PHI,0.000010hj.n,her,k);! areas p,q,and r,s 
y=PHI 3;aut(brown,PHI 3,PHI 490.000019ban,ber,k);! areas t,w 
sum=2*hin+bin: (areas p,q,r,s,t,w 
y=PHI 5;aut(hanbu.ry,PHI 4,PHI 5,0.000019hin,her,k);! areas u,v 
sum=sum+hi.n; (total area 
common factors including twiss integral are put in in print instructions 
newline;spaces(20) ;print((w*r) ,l,4) ;spaces( 10) ;print((K*tin*suzn)/4,1,5) 
repeat 
real fn twiss(real x); !depends on vertical displacements 
i_f x<0.025 then - 1 
result =(( sin(x))/x) **2*(pSI_X) 
1: result=PSI—x 
end 
real fn hanbury(real x); (areas p,q,r,s or u,v according to limits 




real fn brown(rx); !areas t,w 
if x<0.025 then 1 
resul t=( ( sin( x)) Ix) **2*( x-y)  *co  s( r*x) 
1: result=(x_y)*cos(r*x) 
end 
routine aut(real fn f,real a,b,e,real name int,erint,integer k) 
eI h,sa,sb,fa,fb,fc,fd,fe,niaxh 
real fn spec f(real x) 
inteaer n 
int=O; fa=f(a); n) 





sa(fa+4fc+fe) *h/6; eb=( fa+4fb+2fc+4fd+fe) */ 12 
44 if md(a..sb)<e 
h4h;fe=fc;fc=fb;-I'3 
int=int+sb ;nn+l 
.. 5 a+h=b;a=a+h 
h=2h unless 2h maxh; fa=fe 
41 if a->b;- 2 
erint=e*n/15 
end 
end of program 
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