Machine learning methods are being used by several researchers for successfully predicting prices of financial instruments from the financial time series data of different markets. As the nature of markets in different regions are different, in this paper two machine learning techniques: Back Propagation Technique (BP) and Support Vector Machine Technique (SVM) have been used to predict futures prices traded in Indian stock market. The performances of these techniques are compared and it is observed that SVM provides better performance results as compared to BP technique. The implementation is carried out using MATLAB and SVM Tools (LS-SVM Tool Box).
INTRODUCTION
Accurate prediction of prices of financial instruments is essential to take better investment decisions with minimum risk. In view of the complexity of the financial time series data, resulting from a huge number of factors which could be economic or political [1] [2] . Machine learning and soft computing methods have been used by several authors in the last two decades for financial time series forecasting.
The nonlinearity of financial time series motivated many authors to use back-propagation (BP) neural network due to its simple architecture design yet powerful problem solving ability. However this method has following drawbacks: presence large number of controlling parameters, over-fitting problem, slow convergence and struck to local minima (as the back propagation algorithm is obtained by minimizing a nonlinear error function) [3] .
In order to address these difficulties Vapnik and his coworkers have introduced support vector machine based on structural risk minimization principle [4] . Support vector machine successfully overcame the defects as a result predictive accuracy is improved in many applications. This motivated us to use SVM method for prediction of futures prices in Indian stock market. Rest of the paper is organized as follows. In section 2, we give a brief description of SVM for regression. In section 3 some related works are presented followed by proposed method for future prediction in Section 4. In Section 5 and 6 results and conclusions are discussed.
SVM FOR REGRESSION
Given a set of training data )} , ( ),..., , {( Solution of the above problem (P) using primal dual method 
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where C is a user specified constant and K: X  X R is the Mercer Kernal defined by:
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It is to be noted that we do not require function  to compute ) (x f which is one of the advantages of using the kernel.
Advantages of SVM
The support vector machine has the following specific advantages over other machine learning methods for supervised learning:
 training a support vector machine involves optimization of a convex function with linear constraint. This problem has a unique global minimum which in turn overcome strucking to local minima observed in neural network.  the constructed model has an explicit dependence only on the support vectors, which reduces the computational cost.  it scales relatively well to high dimensional data and the trade-off between complexity and empirical error can be controlled explicitly by the appropriate choices of C and .
RELATED WORK
In the past, most prediction models were based on conventional statistical methods, like time-series and multivariate analysis. In recent years, however, machine learning methodologies, including the artificial neural networks, genetic algorithms (GA) and fuzzy technologies, have been used for predictions.
In this paper, we apply two machine learning techniques, back propagation neural networks and support vector-machines, to construct the prediction models for forecasting the five major futures index of Indian markets. Refenes et al. [5] , Tsibouris et al. [6] and Steiner et al. [7] have used ANN Models for predicting the prices of stocks in the UK, US, and German markets respectively. Wittkemper et al. [8] and Shazly et al. [9] have used neural network along with genetic algorithmic (hybrid system) for predicting the prices of stocks and currency for German, UK, Japan, and Swiss markets. Tay and Cao [10] have developed pricing model for futures in US market using SVMs, Gestel et al. [11] have used LS-SVM for T-Bill rate and stock index pricing in US and German market. Chen et al. [12] applied support-vector machines and back propagation neural networks for six Asian stock markets. Tasi [13] bankruptcy prediction using SVM and comparisons to neural network has been done. Tay et al. [14] have used Chicago mercantile markets data sets to see the feasibility of applying SVM for financial time series forecasting.
PROPOSED METHODOLOGY 4.1 Data Sets
The model of forecasting is used with the following real index futures data collected from the National Stock Exchange (NSE) of India Limited. They are S&P CNX NIFTY, BANK NIFTY, S&P CNX 500, CNX INFRA, and CNX 100. We have taken 990 samples for each of the futures contracts mentioned above. The time period for each contract is from 1st January, 2007 to 31st December, 2010. The data collected consists of daily previous closing price, open price, high price, low price, traded volume, and traded value. The daily closing prices are used as the data sets. Table 1 shows high price, low price, mean, median and standard deviation of the five futures prices collected for our experiment.
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Preprocessing
Choosing a suitable forecasting horizon is the first step in financial forecasting. From the trading aspect, the forecasting horizon should be sufficiently long so that the over-trading resulting in excessive transaction costs could be avoided. From the prediction aspect, the forecasting horizon should be short enough as the persistence of financial time series is of limited duration. As suggested by Thomason [15] a forecasting horizon of five days is a suitable choice for the daily data. As the precise values of the daily prices is often not as meaningful to trading as its relative magnitude, and also the high-frequency components in financial data are often more difficult to successfully model, the original closing price is transformed into a five-day relative difference in percentage of price (RDP). The input variables are determined from four lagged RDP values based on five-day periods (RDP-5, RDP-10, RDP-15, and RDP-20) and one transformed closing price which is obtained by subtracting a 15-day exponential moving average (EMA15) from the closing price. The subtraction is performed to eliminate the trend in price as the maximum value and the minimum value is in the ratio of about 2: 1 in all the five data sets. The optimal length of the moving day is not critical, but it should be longer than the forecasting horizon of five days. EMA15 is used to maintain as much of the information contained in the original closing price as possible since the application of the RDP transform to the original closing price may remove some useful information. The output variable RDP+5 is obtained by first smoothing the closing price with a three-day exponential moving average, because the application of a smoothing transform to the dependent variable generally enhances the prediction performance of neural networks. The calculations for all the indicators are given in table 2 below [16] . 
Performance Criteria
The prediction performance is evaluated using the following statistical metrics, namely, the normalized mean squared error (NMSE), mean absolute error (MAE) and directional symmetry (DS) [14] . The definitions of these criteria can be found in Table 3 . NMSE and MAE are the measures of the deviation between the actual and predicted values. The smaller the values of NMSE and MAE, the closer are the predicted time series values to the actual values. DS provides an indication of the correctness of the predicted direction of RDP+5 given in the form of percentages (a large value suggests a better predictor). 
Computation Techniques
We have applied Vapnik"s SVM for regression by using LS-SVM tool box. The typical kernel functions used in SVRs are the Polynomial Kernel k (x, y) = (x * y + 1) d and the Gaussian Kernel k (x, y) = exp (-(|x -y|) 2 /δ 2 ) , where d is the degree of the polynomial kernel and δ 2 is the bandwidth of the Gaussian Kernel. We have taken Gaussian Kernel function because it performs well under general smoothness assumptions. Polynomial Kernel gives inferior result compared to Gaussian Kernel and takes a longer time in training SVMs [14] . In the SVR, those values of δ 2 & epsilon are taken, that produces the best result on the validation set of our data. To compare the prediction performance of SVM with Neural Network (NN), BP models are implemented with Levenberg Marquardt learning has been used.
RESULTS AND DISCUSSION
After the training with BP model and SVR, the forecasted price and the actual price for the test data are exhibited in the following figures. The performance criteria set for our experiment showed a very good agreement of the predicted price with actual price when SVM method is used. The NSME for all the futures stock index taken into consideration fall in the range of 0.9299 to 1.1521. The MAE fall in the range of 0.2379 to 0.3887 and the last critarian DS starts from 55.17 to 91.2512.
Comparison of Results
The forecasting results of the SVM and BPN for the test set are collected in the table given below which shows SVM outperforms the BPN in most of the cases. 
