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3D TQFT AND HOMFLYPT HOMOLOGY
A. OBLOMKOV AND L. ROZANSKY
Abstract. In this note we propose a 3D TQFT such that its Hilbert space on S2,
which intersects with defect surfaces along a (possibly self-intersecting) curve C is the
HOMFLYPT homology of the link whose diagram is C. Previously this homology was
interpreted as the space of sections of a special 2-periodic complex of coherent sheaf on
HilbnpC2q. TQFT perspective provides a natural explanation for this interpretation, since
the category DperCohpHilbnpC2qq is the Drinfeld center of the two-category of assigned to
a point by our TQFT.
1. Introduction
In our previous work [OR18d],[OR18b], [OR18a], [OR18c] we developed and explored
a geometric construction for a triply-graded link homology which categorifies the HOM-
FLYPT polynomial. The initial construction in [OR18d] is based on the homomorphism
from the braid group to a special category of matrix factorizations:
(1.1) Brn Ñ MFst :“ MFGLnppgln ˆ Cn ˆ T˚Flˆ T˚Flqst,W q1, W “ µ1 ´ µ2,
where Fl is the flag variety, µ is the moment map of the GLn action on T
˚Fl and the
index ‘st’ stands for the stability condition. The category of matrix factorizations in (1.1)
is motivated by the 3D TQFT from the papers [KR10],[KRS09], called the KRS model or,
equivalently, a 3d topological gauged B-model. Here we make the connection between the
KRS model and the HOMFLYPT homology more precise and also provide a TQFT-style
explanation for the conjectures from [OR18c] for the Drinfeld center of the category MFst.
In this paper we describe two families of specific KRS models indexed by a non-negative
integer n. Both of them have S2 ˆ R as space-time. The target spaces for these families
are gln{GLn and glnˆCn{GLn. We call the second family framed and the first unframed.
The total space-time S2ˆR can have ‘defect surfaces’ separating different models, that is,
the connected components of the complement of defect curfaces are labeled by integers n.
The defects can intersect along curves and curves can intersect at points. In the framed
category the defects have orientation and in both settings the curves of the intersection of
the defects have signs.
The simplest case of the defect picture is when the defect is equal to Def “ C ˆ R1 Ă
S2 ˆ R where C is an submersed curve (possibly with many connected components). In
this case we define the partition-function evaluation Z‚ where ‚ is H in the unframed case
and ‚ “ f in the framed case. In particular, we can recover the above category matrix
factorizations
1In the original paper we worked with the affine version of this category of matrix factorizations.
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Theorem 1.0.1. Let S1 ˆ 0 Ă S2 ˆ R be an embedded circle such that it intersect the
defect Def “ C ˆ R1 transversally at 2n points and the labels of the connected componets
of S1zS1 XDef are 0, 1, 2, . . . , n, n´ 1, . . . , 2, 1 then
ZpS1q “ MFGLnpgln ˆ T˚Flˆ T˚Fl,W q.
Moreover, if the first n intersection points of S1 X Def are oriented up and the rest down
then
(1.2) ZfpS1q “ MFGLn
`pgln ˆ Cn ˆ T˚Flˆ T˚Flqst,W˘.
In our first paper [OR18d] we defined the triply-graded homology of the closure Lpβq of
the braid β P Brn as the hypercohomology:
(1.3) HHHpβq “ H`ExtpΦpβq,Φp1q b Λ‚Bq˘,
where B is the tautological bundle which we explain in the main body of the paper.
In [OR18c] we constructed the pair of adjoint functors:
(1.4) MFst DperpHilbnpC2qq
CHstloc
HCstloc
,
where Hilb is the Hilbert scheme of n points on C2, while DperpHilbq is the derived category
of two-periodic Tq,t-equivariant complexes on the Hilbert scheme. We also showed that
(1.5) HHHpβq “ RHompCHstlocpβq,Λ‚Bq.
The TQFT picture gives a natural interpretation of the isomorphism (1.5) as the result
of gluing the same disc in two different ways. The appearance of HilbnpC2q is due to the
following:
Theorem 1.0.2. Let S1 ˆ 0 Ă S2 ˆ R be an embedded circle which does not intersect the
defect Def “ C ˆ R1 and lies in the connected component of the complement of the defect
with the label n then
ZfpS1q “ DperpHilbnpC2qq.
Moreover, if D is a disc in the complement of the defect, such that BD “ S1, then
ZfpDq “ O P DperpHilbnpC2qq.
To explain the appearance of the exterior powers of B we introduce a special line of
defect in our theory: 0 ˆ R Ă S2 ˆ R, S2 “ R2 Y 8. We assume that this line of defect
does not intersect the surface of defect. For a small disc intersecting this line of defect we
have:
ZfpDq “ Λ‚B P HilbnpC2q.
The link homology emerges as the vector space associated to a disc which intersects defect
surfaces and a defect line:
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Theorem 1.0.3. Suppose that the curve C Ă S2 “ R2 Y8 in the defect Def “ C ˆ R is
the picture of the natural closure of the braid β P Brn, the closure goes around the line of
defect as in the Figure 1. Let us also assume the infinite point has the label 0, the connected
component of S2 ˆRzDef has label n and the labels change by 1 as we cross the surface of
defect. Then
ZfpS2q “ HHHpβq.
Thus the formulas (1.3) and (1.5) correspond to two ways to present S2 as a gluing of
two D2 along their common boundary S1. The formula (1.3) is given by cutting along
S1 with S1 as in theorem 1.0.1 and the formula (1.5) is given by cutting along S1 that is
boundary of a tubular neighborhood of the line of defect.
Note that theorem 1.0.2 interprets DperpHilbnpC2qq as the category of endomorphisms of
the identity functor in the two category Zfppnq:
HompId, Idq “ DperpHilbnpC2qq
where the point pn lies in complement of the defect with the label n and Id is the identity
endomorphism of two-category Zfppnq. Thus it is reasonable to call DperpHilbnpC2qq the
Drinfeld center of two-category Zfppnq. Since it is not common to work with the Drinfeld
centers of two-categories, we spell out the expected property of such a center in conjec-
ture 4.2.1.
In section 2 we recall some basics of the constructions in [KR10] In the section 3 we
explain how our particular example of TQFT fits into the setting of [KR10]. In section
4 we construct the partition-function Zf and prove the results that we mentioned in the
introduction. We also discuss the Drinfeld center subtleties in the subsection 4.2. In the
final section we discuss further directions and the possible generalizations of the results
in this paper. In particular, we outline first step of the program that would relate our
theory to the results of [GRN16], [GH17] where Soergel bimodule HOMFLYPT homology
is explored from the perspective of the geometry of the flag Hilbert schemes.
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Gorsky, Sergey Gukov, Tina Kanstrup, Ivan Losev, Roman Bezrukavnikov and Andrei
Negut¸ for useful discussions. The work of A.O. was supported in part by the NSF CAREER
grant DMS-1352398, NSF FRG grant DMS-1760373 and Simons Fellowship. The work of
L.R. was supported in part by the NSF grant DMS-1108727.
2. Algebraic model for KRS model
This section provides a motivation for the definition of our main working category. We
do not provide details for the constructions in this section. The main two-category that
we work with appears in section 3 and the details of the main working category are spelled
out in this section.
2.1. Large three-category. We introduce a three-category ;Catsym. Its objects Objp ;Catsymq
are holomophic symplectic manifolds. The morphisms between two such manifolds X, Y P
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Objp ;Catsymq form a 2-category HompX, Y q whose objects are fibrations with lagrangian
bases:
pF,L, f : F Ñ Lq, L Ă X ˆ Y is a Lagrangian subvariety.
The composition of pF,L, fq P HompX, Y q and pG,L1, gq P HompY,W q is defined to be
pH,L2, hq where
H :“ pF ˆW q ˆY pX ˆGq,
while h : H Ñ X ˆW is the natural projection and L2 :“ hpHq. The composition is not
always defined since the L2 is not always a Lagrangian.
The morphisms between the objects pF,L, fq, pF 1, L1, f 1q P HompX, Y q is defined as
follows:
HomppF,L, fq, pF 1, L1, f 1qq :“ DGcohpF ˆXˆY F 1q.
This is a DG category, hence the morphisms between the objects in this category are
complexes of vector spaces. Then the homomorphisms would form vector spaces, althogh
it is unclear whether it is possible to work in this framework.
Let us also remark that the category ;Catsym contains a final object pt which is just
a point. Thus for every X P Objp ;Catsymq there is a related two-category :CatpXq :“
Homppt,Xq.
2.2. Small three-category. The three-category from the previous subsection is very rich
but working with this category requires the machinery of the derived algebraic geometry.
To make our life simpler for us we will work with smaller category ;Catman that has fewer
objects and fewer morphisms.
First we define a slightly bigger category ;Catman. The objects of the category ;Catman
are algebraic manifolds. The 2-category of morphisms HompX, Y q between two objects
X, Y P Objp ;Catmanq has objects
pZ,wq, Z is algebraic manifold, w P CrX ˆ Z ˆ Y s.
For X, Y,W P Objp ;Catmanq and pZ,wq P HompX, Y q, pZ 1, w1q P HompY,W q the composi-
tion is defined by:
pZ,wq ˝ pZ 1, w1q “ pZ ˆ Y ˆ Z 1, w1 ´ wq P HompX,W q.
The category of morphisms HomppZ,wq, pZ 1, w1qq between the objects pZ,wq, pZ 1, w1q P
HompX, Y q is a triangulated one-category of matrix factorizations
HomppZ,wq, pZ 1, w1qq “ MFpX ˆ Z ˆ Z 1 ˆ Y,w1 ´ wq.
The objects of the homotopy category MFpZ,wq, w P CrZs are pairs
pM,Dq, M “M0 ‘M1, D P HomCrZspM,Mq, D2 “ w,
where D is Z2-graded morphism: DpMiq “ Mi`1. If we think of the matrix factorizations
as two periodic curved complexes, then the homotopy is defined in exactly the same way
as for usual complexes.
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For two objects F “ pM,Dq, G “ pM 1, D1q P MFpZ,wq the space of morphisms is
defined by:
HompF ,Gq “ tφ P HomCrZspM,M 1q | D ˝ φ “ φ ˝D1u.
We also define DperpZq to be a derived category of the two-periodic complexes of CrZs-
modules. Given an element F “ pM,Dq P MFpZ,wq, by inverting the sign of the com-
ponent of the differential from M0 to M1 we obtain an element of MFpZ,´wq which we
denote F˚. Since the potentials of the matrix factorizations add if take tensor product, we
have:
ExtpG,Fq “ G b F˚ P DperpZq.
To define a smaller category ;Cat
1
man we need to define an equivalence relation on the
set of morphism and we use Knorrer periodicity [Kno87] in this construction. Namely, if
V Ñ Z is a finite rank vector bundle over Z and V ˚ is its dual then there is a canonical
bilinear function
QV P CrV ˆ V ˚s.
For any W P CrV s there is a invertible functor [Kno87]:
KNV : MFpZ,W q Ñ MFpV ˆ V ˚,W ` QV q.
Since the Knorrer functor is canonical the equivalence relation on HompX, Y q:
(2.1) pZ,W q „ pV ˆ V ˚,W ` QV q,
is compatible with the composition: if g „ f then h ˝ g „ h ˝ f and g ˝ h „ f „ h. Thus
we have a well-defined three-category:
;Cat
1
man :“ ;Catman{ „ .
The smaller category ;Cat
1
man is closer to the category proposed in [KR10] but the cat-
egorical setting for taking the quotient by the equivalence relation is rather subtle (see
for example [Dri04]). We prefer to work with the large category and indicate the Knorrer
periodicity isomorphisms explicitly instead of taking quotient by all Knorrer isomorphisms.
2.3. Relation between the three-categories. There is a functor j3 : ;Catman Ñ ;Catsym
which acts on the objects as
X ÞÑ T ˚X.
The embedding at the level of morphism is based on describing lagrangian submanifolds
by generating functions [Arn89]. Let us recall the basic facts. Given a (complex) manifold
Z and function w : X ˆ Z Ñ C we define a subvariety Fw Ă T ˚X ˆ Z by the equations
Bziwpx, p, zq “ 0, Bxiwpx, p, zq “ pi,
where zi are local coordinates along Z, xi are local coordinates along X and pi are the
coordinates on the cotangent space that are dual to the coordinates xi. As shown in [Arn89],
the image Lw of Fw in T
˚X under the natural projection pi is (generally) a Lagrangian
subvariety.
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Thus the functor j3 at the level of homomorphisms between the objects is defined as
pZ,wq ÞÑ pFw, pi, Lwq.
The real problem arises at the level of morphisms between the morphisms of objects. It
is tempting to say that we have a functor
MFpX ˆ Z ˆ Z 1 ˆ Y,w1 ´ wq ÝÑ DGpercohpFw ˆT˚pXˆY q Fw1q.
It is not clear to the authors how one could construct such a functor in a canonical way. One
option here is to use the functor Ext, if we fix some element F P MFpXˆZˆZ 1ˆY,w1´wq;
then we obtain a functor
Extp¨,Fq : MFpX ˆ Z ˆ Z 1 ˆ Y,w1 ´ wq Ñ DGpercohpX ˆ Z ˆ Z 1 ˆ Y q.
However, it is not clear whether we can make a choice of F canonical.
3. Stacks and our main category
Even the small category ;Catman seems to be too big to be useful for some concrete
mathematical problems. Besides, the category of matrix factorizations on general variety
is overly complicated. So we can first restrict our attention to the subcategory of ;Catman
where the the objects are affine varieties.
A slight issue with our choice is that the affine varieties have overly simple category
of coherent sheaves and because of that we would not get very interesting structure of
the composition product in our category. One way to mend this is to enhance our initial
definition and to introduce equivariant matrix factorizations. The equivariant matrix fac-
torizations are two-morphism in the enlarged category ;Cat
stack
man where the objects are Artin
stacks with affine stabilizers.
In this paper we will not attempt to rigorously define this large category ;Cat
stack
man , instead
we concentrate on the smaller subcategory ;Catgl where the objects are the adjoint quotient
stacks gln{GLn. Implicitly, this category was studied in [OR18d], [OR18b], [OR17] where
many interesting results in theory of knot homology were derived. These papers also
provide a motivation for the construction of the category ;Catgl in this section. In what
follows, we do not use the language of stacks. Rather, we work in a more elementary
setting to emphasize the computational aspects of our theory.
3.1. Objects and morphisms. The objects of ;Catgl are labeled by Zě0:
Obj ;Catgl “ tn|n P Zě0u.
The objects in the 2-category of morphisms are pairs pZ,wq, where Z is an algebraic variety
with an action of GLn ˆGLm:
ObjHompn,mq “ tpZ,wq, w P Crgln ˆ Z ˆ glmsGLnˆGLmu.
The actual space of morphisms is the quotient of Hompn,mq by the equivalence relation
KNV as in ((2.1)) with the restriction that the vector bundle V is required to be GLnˆGLm-
equivariant
Hompn,mq1 “ Hompn,mq{ „ .
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The composition of morphism pZ,wq P Hompn,mq, pZ 1, w1q P Hompm,kq is defined as
pZ,wq ˝ pZ 1, w1q “ pZ ˆ glm ˆ Z 1{`GLm, w1 ` wq P Hompn,kq.
Here the quotient is defined via GIT theory as follows. Suppose that X is a variety with
a GLm-action. A character χ of GLm determines the trivial line bundle Lχ with GLm-
equivariant structure defined by χ. Recall that a point x P X is semistable (with respect
to Lχ) if there is m ą 0 and s P ΓpX,LχqGLm such that spxq ‰ 0. Denote
X{χGLm :“ Xss{GLm.
Since the group of characters of GLm is generated by det, we introduce short-hand nota-
tions:
X{˘GLm :“ X{det˘1GLm, X{0GLm :“ X{det0GLm.
Two-morphism are the objects of the corresponding category of equivariant matrix fac-
torizations. Given pZ,wq, pZ 1, w1q P Hompn,mq we define:
Hom
`pZ,wq, pZ 1, w1q˘ “ MFGLnˆGLmpgln ˆ Z ˆ Z 1 ˆ glm, w ´ w1q.
The group GLn ˆ GLm is reductive, hence the equivariance of the matrix factorization
pM,Dq is equivalent to the condition that the group action on M commutes with the
differential D.
The space of morphisms Homp¨, ¨q between the equivariant matrix factorizations is de-
fined to be the space of morphisms between the underlying matrix factorizations that
commute the group action.
3.2. Framed version of the three-category. We enlarge slightly our category to include
the framing. The objects of the new three-category ;Catfgl are again labeled by the positive
integers:
Objp ;Catfglq “ tnf |n P Zě0u.
For the space of morphisms we have
Hompnf ,mfq “ pZ,wq, w P CrVn ˆ gln ˆ Z ˆ glm ˆ VmsGLnˆGLm
here Z is an algebraic variety with an action of GLn ˆ GLm and Vn “ Cn, Vm “ Cm with
the standard GLn and GLm actions.
The rest of definitions are identical to the constructions from the previous subsection,
after we replace gln with Vn ˆ gln. For brevity we introduce the following shorthand
notation:
glfn :“ gln ˆ Vn.
In general, many definitions in our paper are parallel in framed and unframed cases, in the
cases when the definitions are parallel we use ‚ notation to indicate that ‚ could be ”f” or
empty set.
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3.3. Two-Categories. The three-category axioms are quite involved and we do not want
to dive into the long adventure of checking that our construction satisfies them. Instead,
we discuss the two-categorical level of our construction.
First of all, note that the category Hompn‚,m‚q has a natural monoidal structure.
Given F P HomppZ,wq, pZ 1, w1qq and G P HomppZ 1, w1q, pZ2, w2qq we define F ‹ G P
HomppZ,wq, pZ2, w2qq as
F ‹ G :“ pi˚pF b Gq, pi : gln ˆ Z ˆ Z 1 ˆ Z2 ˆ glm Ñ gln ˆ Z ˆ Z2 ˆ glm
Suppose S Ă Z2ě0 then we introduce two-category :Cat‚S “
Ť
ijPS Hompi‚, j‚q with objects
defined to be the collection of the morphisms tpZij, uijq P Hompi‚, j‚q|ij P Su. The space
morphisms between tpZij, uijquijPS and tpZ 1ij, u1ijquijPS consists of the collection tCij|ij P Su
Cij P MFGLiˆGLjpgl‚i ˆ Zij ˆ Z 1ij ˆ gl‚j , uij ´ u1ijq.
Let us notice that the :Cat
‚
∆, ∆ :“ tii|i P Zě0u is has monoidal structure defined by ˝
and for any S the category :Cat
‚
S is a module over the category :Cat
‚
∆. It is immediate to
see
Proposition 3.3.1. The categories :Cat
‚
S has a structure of two-category with composition
of two-morphisms defined by ‹. Moreover, :Cat‚∆ is a monoidal two-category and :Cat‚S is a
module two-category over :Cat
‚
∆.
4. Defects and knot invariants
In this section we explain how the we interpret the results of [OR18d] in terms of three-
categories ;Catgl and ;Cat
f
gl. In particular, we make a connection with the theory of foams
and provide an explanation for the Chern character construction.
Recall the standard setup of the 3D topological field theory with defects. 3D QTFT is
characterized by its partition-function evaluation Z. The partition function is an assign-
ment:
closed connected three-manifold X ÞÑ ZpXq P C,
closed connected surface S ÞÑ ZpSq P Vect,
three-manifold X with boundary BX “ Ťi Si ÞÑ ZpXq P ZpBXq “ mâ
i“1
ZpSiq,
closed connected curve C ÞÑ ZpCq P Cat,
surface with boundary S ÞÑ ZpSq P ZpBSq “ bki“1ZpCiq,
point p ÞÑ Zppq P ;Cat‚gl,
interval I ÞÑ ZpIq P Hom`Zpbq, Zpeq˘.
This collection of data behaves naturally under the gluing operation. For example,
suppose that a three-manifold X without a boundary is cut into two pieces over a surface
S:
X “ X1 YX2, BpX1q “ S, BpX2q “ S_.
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Then S and S_ have opposite orientations, hence ZpSq and ZpS_q are dual vector spaces
and the partition function ZpXq is a pairing between their elements:
ZpXq “ ZpX1q ¨ ZpX2q,
More generally, the formalism of TQFT provides a method for computing values of ZpY q by
cutting Y into pieces, evaluating Z on the pieces and pairing them in a standard way. More
details can be found in [Lur08]. To define a 3D TQFT, we need to include into the domain
of Z also manifolds with corners and work with more subtle setting of p8, kq-categories.
We postpone the discussion of such extension to our future publication [OR19].
Often TQFTs may be defined not only on smooth manifolds but also on ‘smooth’ CW-
complexes. In particular, a TQFT may have defects (coming from lower-dimensional cells).
Topologically, defects are unions of embedded surfaces and curves. Surfaces and curves
may intersect. The cuts must be transverse to the defects. All other properties of TQFT
without defects are preserved.
The full categories ;Cat‚gl will be used to construct 3D TQFT and we discuss the construc-
tion in the forthcoming publication [OR19] where we construct the corresponding maps Z
and Zf .
In this note we concentrate on the two-dimesional slice of the TQFT for the three-
manifold X “ S2 ˆ R. We think of S2 as R2 compactified by a point at infinity. The
two-dimensional cut is R2 Y8. Studying two-dimensional slice is equivalent to restricting
ourselves to the defects of the form C ˆ R where C is a curve in R2.
The surfaces of defect intersect our fixed R2 along the union of oriented curves. Suppose
that the curves on the plane lies in an annulus and their union is a projection of the
closure of a braid. By assigning a sign to each intersection, we obtain an interpretation of
the union of curves as a projection of a link in R3 presented as a closure Lpβq of a braid
β P Brn. Denote the plane with defect R2β. Our TQFT provides an isotopy invariant of
Lpβq, namely, the vector space ZfpR2βq, assigned to R2β, and we show that this invariant
coincides with previously defined invariant for [OR18d].
Now let us give details of the R2-sliced TQFT. A small neighborhood of the plane
contains two-dimensional surfaces of defect that are products of the defect curves in R2
with an interval. The surfaces of defect divide R3 into connected components and each
connected component has an integer marking. We choose the markings in such a way that
if we move along the (oriented) intersection of a defect surface with R2 and the marking
on the left is k, then the marking on the right is k ` 1.
We assume that the curves of intersection are compact, thus their union is contained in
a large disc. The marking of the disc complement (‘the infinite marking’) determines all
other markings.
In this paper we only consider the theories with the infinite marking equal to 0. Hence,
if the intersection of the surface defect and R2 is the braid closure then all markings are
positive. Thus the picture of the braid β determines the marking of our theory uniquely.
Slightly abusing notation, we denote such data as R2β. The figure is a slice R2β for β “ σ31.
The closure of Lpβq is a trefoil and we explain below how we can compute the homology
of this knot.
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On
Figure 1. R2β for β “ σ31.
4.1. Values on points and intervals. There is a canonical way to upgrade the marking
of R2β to a categorical marking. Denote by pn a point lying inside a region marked by n.
To a pair of points ppn1 , pn2q we assign a two-category
(4.1) Z‚ppn1 , pn2q “ Hompn‚1,n‚2q.
Recall that an object of this two-category is a pair pZ,W q, where Z is a variety with a
pGLn1 ˆGLn2q-action and W P Crgln1 ˆ gln2 ˆ ZsGLn1ˆGLn2 .
In accordance with the assignment (4.1), to an interval I connecting pn1 and pn2 (and
possibly crossing defect surfaces) we assign an object Z‚pIq of Hompn‚1,n‚2q, so that if I is
the result of gluing together the intervals I1 and I2 over the common middle point, then
the object of I is the composition:
Z‚pIq “ Z‚pI2q ˝ Z‚pI1q.
This relation implies that if the interval I lies within a single region marked by pn, then
the corresponding object Z‚pIq is the identity with respect to the monoidal structure (i.e.,
the composition) of the category Hompn‚,n‚q.
Proposition 4.1.1 states that the following pair is the identity object of the ‘unframed’
two-category Hompn,nq:
Lnid “
´
T˚GLn,Wid :“ Trφ
`
X ´ AdgpX 1q
˘¯
in which pg, φq P GLnˆgln – T˚GLn, while pX,X 1q P glnˆgln, and the action of GLnˆGLn
on the total variety gln ˆ gln ˆ T˚GLn is given by the following formula:
pa, bq ¨ pX,X 1, g, φq “ `AdaX,AdbY, agb´1,Adaφ˘
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The identity object in the framed two-categoryHompnf ,nfq is a similar pair
Lnid “
`
T˚GLn ˆ V ˚n ,W fid :“ WidpX, g, φ,X 1q ` w ¨ pv ´ gv1q
˘
,
where pX, vq, pX, v1q P glnˆVn, while pg, φ, wq P T˚GLnˆVn˚ and the action of GLnˆGLn
on framing related variables is
pa, bq ¨ pv, v1, wq “ pav, bv1, awq.
The proposition below shows that this is a unit in our two-category.
Proposition 4.1.1. For any L P Hompn‚,m‚q we have
Lmid ˝ L „ L, L ˝ Lnid „ L
Proof. We prove the second equality in the unframed case since the framed case is similar.
If
L “ `Z,W pz,X 1, X2q˘
with X 1, X2 being the coordinate along gln and glm then the potential of the composition
is the sum
TrφpX ´ AdgX 1q `W pz,X 1q P CrT˚GLn ˆ Z ˆ gln ˆ gln ˆ glm{GLnsGLmˆGLn .
The group GLn acts freely on itself hence the last quotient is equal the product gln ˆ
Z ˆ gln ˆ gln ˆ glm and the potential on the quotient is obtain from the last potential by
setting g “ 1. Finally, observe that the potential
TrφpX ´X 1q
is quadratic and we use Knorrer periodicity [Kno87] to complete the proof. 
Now assume that I is a small interval intersecting a curve of defect in a smooth point.
Let us assume that the curve of defect separates regions with marking k and l. Denote by
pφkl, φlkq the coordinates on T˚HompVk, Vlq, where φkl P HompVk, Vlq and φlk P HompVl, Vkq.
Also denote by vl and vk the coordinates on Vl and Vk and denote by Xl and Xk the
coordinates on gll and glk. Now the object assigned to the interval ~I in the unframed
category is a pair
Zp~Iq “ `T˚HompVk, Vlq, Wk,l :“ TrpXkφklφlkq ´ TrpXlφlkφklq˘.
In case of framed two-categories, if the interval starts at k and ends in l and the shortest
path from the head of the vector ~I to the head of the vector of direction of the defect goes
clockwise, then we choose
Zfp~Iq “ `T˚HompVk, Vlq ˆ Vk, W fk,l :“ TrpXkφklφlkq ´ TrpXlφlkφklq ` Trpψvkq˘.
In case of opposite orientation we set
Zfp~Iq “ `T˚HompVk, Vlq ˆ Vl, W fk,l :“ TrpXkφklφlkq ´ TrpXlφlkφklq ` Trpψvlq˘.
The element Z‚p~Iq is an element of the two-category Hompk‚, l‚q thus the composition
construction allow us to interpret an element Z‚p~Iq as morphism from Hompk‚,0‚q to
Hompl‚,0‚q.
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Let us denote the intervals as above by ~IkÒl and ~IkÓl. More generally we denote by
~Ik1Òk2Ò...Òkl , ~Ik1Ók2Ó...Ókl
the interval that connects the connected components with the labels k1 and kl and traverses
the domains with the labels k2, . . . , kl in between with the orientation of the intersections
as indicated by the arrows. We also allow a mixture of down/up orientations of the
intersections.
According to our definition of TQFT we have:
Zp~Ik1Òk2...Òklq “ Zp~Ik1Òk2q ˝ Zp~Ik2Òk3q ˝ ¨ ¨ ¨ ˝ Zp~Ikl´1Òklq.
The GIT quotient in the definition of the composition can be made explicit in many
important cases:
Proposition 4.1.2. For any n ě 0 we have:
Zfp~I0Ò1Ò...nq “ pT˚Flm ˆ Vn, wq, Zfp~I0Ó1Ó...nq “ pT˚Fln, wq,
Zp~I0|1|...nq “ pT˚Fln, wq, w “ µ ¨X P Crgln ˆ T˚FlnsGLn ,
where µ : T˚Fln Ñ gl˚n is the moment map and X are the coordinates on gln.
Proof. Let us first prove the last equation, the other equations are analogous and it will
be indicated at the end of the proof how one needs to modify the proof to get the first two
formulas. We proceed by induction on n. Thus we need to compute the composition:
Zp~I0|1|...|n´1q ˝ Zp~In´1|nq.
It is convenient to think of T˚Fln as Bn-quotient because the trace map gives a natural
pairing on gln thus we can think of µ as a map T
˚Fln Ñ gln:
T˚Fln “ GLn ˆ nn{Bn, µpg, Y q “ AdgY,
where g and Y are the coordinates on GLn and nn.
In these notations the composition in question is the pair of the GIT quotient space and
a potential:
T˚Fln´1 ˆ T˚HompVn´1, Vnq{`GLn´1, wn´1,n “ TrpX 1AdgY 1q ` TrpX 1φψq ´ TrpX2ψφq,
where X 1 P gln´1, X2 P gln, g, Y are the coordinates along T˚Fln´1 and ψ P HompVn, Vn´1q,
φ P HompVn´1, Vnq are the coordinates along T˚HompVn´1, Vnq.
The GIT quotient in last formula could be made very explicit, we choose to describe the
quotient by constructing explicit charts in the quotients. Then we show that in each chart
we can apply the Knorrer periodicity to simplify the potential.
The GIT stable locus consists of points where φ is injective. Thus we can assume that
there is k such that
detpφpkq ‰ 0,
where φpk is φ with k-th row removed. Let us denote the locus where the last inquality holds
by Uk. It is clear that the quotient is covered by the charts Uk{GLn´1 and can analyze the
potential in each chart.
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To simplify notations let us consider the case k “ n. The natural slice to the GLn-action
is the closed subset of elements constrained by:
φij “ δi,j, 1 ď i ď j ď n´ 1.
Let us also denote the last row of φ by v and the matrix of the first n´ 1 columns of ψ by
ψ˜ and the last row of ψ by ψ1. Then the potential wn´1,n becomes:
(4.2) TrpX 1AdgY 1q ` TrpX 1ψ˜q ` TrpvX 1ψ1q ´ TrpX2φψq.
The first term is quadratic and we can apply Knorrer reduction. The reduction forces the
following vanishing of the coordinates:
X 1 “ 0, AdgY 1 ` ψ˜ ` ψ1v “ 0.
Thus the new coordinates on the Knorrer reduced space are X2, Y 1, v, ψ1 and in these
coordinates we have:
φψ “
„ ´ψ1v ´ AdgY 1 ψ1
´vψ1v ´ vAdgY 1 vψ1

Thus a direct computation shows that the last term of (4.2) is equal to
TrpX2AdhY q, with Y “
„
Y g´1ψ1
0 0

, h “
„
g 0
vg 1

.
Hence we proved the last formula in the chart Un and the computations in other charts
are analogous. The argument in the framed case is basically the same. 
4.2. The categories of closed curves. The choice of defect-related objects Z‚p~Iq de-
termines categories assigned to closed curves: a curve C is presented as a gluing of two
intervals, then its category Z‚pCqmust be the category of morphisms between their objects.
Two curves are of special importance for our braid-related constructions.
The first type is a curve that does not intersects any defects. So the curve is a circle that
lies inside of the connected component with the marking n. We denote such circle S1n. To
a point p P S1n we assign two-category Hompn‚,0‚q. For brevity, we start using notation
rn‚,m‚s :“ Hompn‚,m‚q,
for the corresponding two-category.
The interval I connecting pn to itself get assigned the identity Z
‚pIq “ Lnid P rn, ns. Since
S1n is a result of gluing two such intervals, its category is the category of endomorphisms
of the interval object:
Z‚pS1nq “ HompLnid,Lnidq.
The proposition 4.1.1 implies that the object Id :“ tLiiduiPZě0 P Objp :Cat
‚
∆q is a unit
in the monoidal two-category :Cat
‚
∆. The Drinfeld center Z of a monoidal two-category is
sometimes defined as one-category of endomorphism of the unit of the category. Thus our
computation suggests ď
n
ZpS1nq “ HompId, Idq “ Zp :Cat∆q.
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where the last equality is just a suggestion, not a rigorous statement, since we could not
find a rigorous discussion of the Drinfeld center of a monoidal two-category. We give a
interpretation of the last equality in more familiar terms of Drinfeld centers of monoidal
categories.
For an object O “ tpZi, uiq|i P Z`u P Objp :Cat‚Z`ˆ0q we define a monoidal category
Cat‚rOs with ObjpCatrOsq “ Ťi HomppZi, uiq, pZi, uiqq and the monoidal structure is de-
fined by the convolution product ‹ discussed above. Thus the category CatrOs has a
well-defined Drinfeld center ZpCatrOsq and we conjecture that HompId, Idq is the inverse
limit of these Drinfeld centers.
Conjecture 4.2.1. For every O P Objp :Cat‚Z`ˆ0q there is a monoidal functor
HC‚rOs : HompId, Idq Ñ ZpCatrOsq,
and for every C P HompO,O1q there is a natural transformation HC‚rCs between the functors
HC‚rOs and HC‚rO1s. Moreover, the category HompId, Idq is the universal category that
satistisfies these collection of properties. If Cat1 is another category with that has collection
of functors HC1r. . . s from Cat1 into the Drinfeld centers ZpOq then there is the functor Ψ :
Cat1 Ñ HompId, Idq that intertwines the natural transformations HC1r. . . s and HC‚r. . . s
An evidence in favor of the conjecture is a construction of the monoidal functor
HC‚ : HompId, Idq Ñ Cat‚rOs
from [OR18c] for a particular choice of the elements
Obr “ tZp~I0|1|...|nq|n P Z`u, Ofbr “ tZp~I0Ò1Ò...nq|n P Z`u.
As we discussed before there are homomorphisms
Φ:
ď
n
Brn Ñ CatrOfbrs, Φaff :
ď
n
Braffn Ñ CatrObrs
of finite and affine braid groups to these monoidal categories. The generators of the braid
groups are mapped to special Koszul matrix factorizations. Conjecturally, the images of
Brn and Br
aff
n span the whole category CatrOs. The image of HC‚ commutes with any
element of CatrOs (that is, with the images of braid groups).
In [OR18c] we defined the categories
(4.3) MF‚Dr “ MFGn
`pg‚ ˆ g‚ ˆGqst,W ‚Dr˘,
where
WDrpX, Y, gq “ TrXpAdgpY q ´ Y q, W fDrpX, v, Y, u, gq “ WDrpX, Y, gq ` u˚ ¨ v ´ u˚ ¨ gv.
Proposition 4.2.2. For ‚ “ H, f the categories MF‚Dr are equivalent to the categories of
endomorphisms of the identity objects Lnid:
MF‚Dr “ HompLnid,Lnidq
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Proof. We consider only the case ‚ “ H the other case is analogous. The statement follows
from the Knorrer periodicity [Kno87]. Indeed, by our definition we have
HompLnid,Lnidq “ MFGLnpT˚GLn ˆ gln ˆ gln ˆ T˚GLn{GLn,W q,
W “ Trφ`X ´ AdgpX 1q˘´ Trφ`X 1 ´ Adg1pXq˘
where pφ, gq and pφ1, g1q are the coordinates on two copies of T˚GLn and X,X 1 are the
coordinates on two copies of gln. By setting g
1 “ 1 we take slice to the GLn-orbits. On
the slice the second term in the formula for W becomes Trφ1pX ´X 1q. Thus the Knorrer
periodicity implies that the restriction on the locus X “ X 1, φ1 “ 0 is the equivalence of
the corresponding categories of matrix factorizations. 
We can linearize the potential W ‚Dr by introducing a new variable U “ Y g´1:
WlinpX,U, gq “ TrpXrg, U sq, W flinpX, v, U, u, gq “ WlinpX,U, gq ` u˚ ¨ v ´ u˚ ¨ gv.
The group G naturally embeds inside its lie algebra g, jG : G Ñ g. Induced by this
embedding we have the localization functor:
loc‚ : MF‚Dr Ñ MF‚Dr “ MFG
`pg‚ ˆ g‚ ˆ gqst,W ‚lin˘.
It turns out that in the framed case the localization functor is an isomorphism:
Proposition 4.2.3. [OR18c] The localization functor locf is an isomorphism.
Since the potential W lin is linear along the last copy of g, the Koszul duality (see for
example [AK15] or [OR18c]) provides an equivalence:
(4.4) KSZ: MFfDr ÝÑ DperpHilbnpC2qq.
Thus we have completed proof of theorem 1.0.2.
The second type of a closed curve is the line that intersects our braid transversally. The
line goes through the regions with the marks 0, 1, . . . , n´1, n, n´1, . . . , 0. Figure 4.2 gives
an example. We denote such a line compactified by a point at infinity as S10Ò1Ò...ÒnÓn´1Ó...Ó0.
The value Z‚ follows immediately from the proposition 4.1.2:
(4.5) ZfpS‚0Ò1Ò...ÒnÓ...Ó0q “ MFstGnpgl‚n ˆ T˚Fln ˆ T˚Fln, w1 ´ w2q,
where ”st” indicate that we restrict to the GIT stable locus of the corresponding space.
The categories (4.5) are closely related to the main categories of [OR18d]. Recall that
in [OR18d] we worked with Gn ˆB ˆB-equivariant categories of matrix factorizations on
the space
X ‚ :“ gl‚n ˆ pGn ˆ nnq ˆ pGn ˆ nnq
with the equivariant structure preserving the potential
W pX, g1, Y1, g2, Y2q “ TrXpAdg1X1 ´ Adg2X2q,
where X is the coordinate in gln and gi, Yi are the coordinates in G and n.
An object of the category MFGˆBˆBpX ‚,W q is the collection of data
F “ pM,D, Bl, Brq, pM,Dq P MFGpX ‚,W q, Bl, Br P HompΛ˚n,Λă˚nqbHomCrX ‚spM,Mq,
pDtotq2 “ W, Dtot “ D ` dce ` Bl ` Br,
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Figure 2. Plane R2
σ31
cut by R0,1,2,1,0
where Dtot P EndpCEn2b
∆
Mq and the dce is the Chevalley-Eilenberg differential.
The matrix factorization pCEn2b
∆
M,Dtotq is a strictly B2-equivariant matrix factoriza-
tion, so we define a natural averaging functor:
Av : MFGˆBˆBpX ‚,W q Ñ MFGpgl‚n ˆ T˚Fln ˆ T˚Fln,W q.
Given an affine G-equivariant chart U Ă gl‚n ˆ T˚Fln ˆ T˚Fln, the B2-orbit U˜ of the
chart is affine and we define
AvpFqpUq “ pFB2
U˜
, Dtotq.
The functor Av is not invertible, since we forget the piece of data corresponding to the
non-equivariant specialization. However, one can easily see that the functor preserves a lot
homological data:
Proposition 4.2.4. The functor Av is fully faithful and preserves extensions:
ExtpAvpFq,AvpGqq “ ExtpF ,Gq,
where both sides are modules over CrglnsGLn.
In [PV11] the authors define the category DMFpX, sq where X is an algebraic stack and
s P H0pLq where L is a line bundle on X. The category DMFpX, sq is the quotent of the
category of matrix factorizations MFpX, sq by the subcategory LMFpX, sq of the locally
contractible matrix factorization. We can refine the proposition above into
Conjecture 4.2.5. The functor Av refined to the functor
Av: MFGˆBˆBpX ‚,W q Ñ DMFGpgl‚n ˆ T˚Fln ˆ T˚Fln,W q,
becomes an isomorphism.
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Figure 3. D´``p3q
For now on we abbreviate the category MFGnˆBˆBpX ‚,W q of matrix factorizations as
MF‚n. This category is monoidal. Indeed, letD
´``pnq be a disc with two holes (pair of pants)
and defects that are straight non-intersecting segments connecting outer boundary with
the inner boundaries and such that all boundaries are S10Ò1Ò...ÒnÓn´1Ó...Ó0. The Figure (4.2)
represents D´``p3q. By axioms of the QTFT Z‚pD´``pnqq is a functor:
Z‚pD´``pnqq : MF‚n ˆMF‚n Ñ MF‚n,
which defines monoidal structure ‹ on the category. This monoidal structure was studied
in details in [OR18d].
4.3. Values on discs. As a final step of our construction we need to discuss the values of
TQFT on discs. The first type of disc is the disc DH that bounds S1n and does not contain
tautological defect point. The category Z‚pS2q “ HompLnid,Lnidq is monoidal and Z‚pDHq
represents the identity object in it. Hence we set
ZfpDHq :“ O P DperpHilbnpC2qq.
If the disc contains the point of tautological defect then we set
ZfpDtautq :“ Λ‚B P CohpHilbnpC2qq,
where B is the tautological vector bundle.
The other important type of a disc is a half-planeH bordered by the line S10Ò1Ò...ÒnÓn´1Ó...Ó0.
Its object Z‚pHq lies in the monoidal category
(4.6) Z‚pS10Ò1Ò...ÒnÓn´1Ó...Ó0q “ Endp~I0Ò1Ò¨¨¨Òn´1Ònq.
and it depends on the configuration of defects inside H. Denote by H1 the simplest
configuration which is the collection of non-intersecting curves connecting the points of
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Figure 4. Decomposing R2β on two half-planes
the same type as in the right half-plane in Figure 4.3. In this situation Z‚ is the identity
object:
Z‚pH1q “ C1 P MF‚n.
More generally, denote by Hβ the half-plane containing a braid β as in the left of Fig-
ure 4.3. The value of ZpHβq for more complicated configurations of defects can be computed
by using the monoidal structure of the category (4.6) through cutting Hβ into the union:
Hβ “
ď
k
Sσkjk
,
where β “ σ1j1 . . . σljl and Sσkjk is the disc with the boundary S
1
0Ò1Ò...ÒnÓn´1Ó...Ó0 and defects
inside the strip form an elementary braid on the jk-th and pjk` 1q-st stands, see the figure
below for the case β “ σ31. Since
Z‚pHβq “ Z‚pSσ1j1 q ‹ ¨ ¨ ¨ ‹ Z
‚pSσljl q,
it is enough to define Z‚pSσ˘1k q P MF‚n, as in [OR18d]:
Z‚pSσ˘1k q :“ C
pkq
˘ P MF‚,
It is shown in [OR18d] that the element ZpHβq only depends on the braid β but not on
the braid presentation, thus our disc assignment indeed is a well-defined partition function
of TQFT.
Finally, we define the value of Zf on the half-plane Htaut1 containing the unit braid and
the tautological point defect as
ZfpHtaut1 q :“ C1 b Λ‚B.
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We leave the following statement as conjecture and will provide a proof in the forthcom-
ing publication.
Conjecture 4.3.1. The above assignments of the values of Z are the part of the data of
well-defined 3D TQFT.
4.4. Value on R2β. There are two ways to cut the plane with a closed braid defect R2β into
two pieces. As a result, the TQFT formalism implies two presentations of the corresponding
vector space ZfpR2βq as the space of morphisms between two objects in the category of the
cutting line.
The first cut splits R2β in two half-planes Htaut1 and Hβ, and the corresponding presen-
tation is
ZfpR2βq “ Hom
`
ZfpHtaut1 q,ZfpHβq
˘ “ `HompCβ, C1q b Λ‚B˘B2ˆG.
The vector space ZfpR2βq is triply-graded and the main result of [OR18d] could be restated
as
Theorem 4.4.1. The triply-graded vector space ZfpR2βq is an isotopy invariant of the clo-
sure of the braid β after a special shift of the grading.
The second cut (see Figure 4.4) splits R2β into the inner disc Dtaut (containing the tauto-
logical bundle defect) and its complement D8β which contains the closed braid defect. The
cut goes over a circle, that lies in the region marked by n and does not intersect defect
lines, hence its category is
(4.7) ZfpS1nq “ MFfDr – DperpHilbnpC2qq
of (4.3) and (4.4). The object of Dtaut is just the defect bundle: Z
fpDtautq “ Λ‚B. The
object of D8β is determined by the categorical Chern character functor
CHfsloc : MF
f
n Ñ ZfpS1nq,
that is, ZfpD8β q “ CHfs
`
ZfpHβq
˘
. Thus we get the second presentation of the vector space
ZfpR2βq as the Ext space between two complexes of sheaves within the derived category of
2-periodic sheaves on the Hilbert scheme HilbnpC2q:
(4.8) ZfpR2βq “ Ext
`
CHfs
`
ZfpHβq
˘
,Λ‚B˘
The isomorphism between the vector spaces (4.7) and (4.8) is one of the key properties of
the functor CHfsloc (one may call it a simple case of the categorical Riemann-Roch formula):
Theorem 4.4.2. For any C P MFn we have:
ExtpΛ‚B,CHfslocpCqqG “ ExtpC1 b Λ‚B, CqB2ˆG.
Thus we constructed a complex of sheaves Sβ :“ CHfslocpCβqq such that its global sections
are the knot homology. In the language of TQFT the categorical Riemann-Roch and our
main theorem is just a gluing property of TQFT: the picture 4.3 and picture 4.4 present
two different ways of computing the same partition sum ZfpR2βq.
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Figure 5. Decomposition of S2β on two discs.
5. Further directions
With our TQFT formalisn we can construct a monoidal functor of triangulated cate-
gories:
B : MFfn Ñ Bimn,
where Bimn is the category of bimodules over Crx1, . . . , xns.
To construct the functor we introduce a special object Ofpt P :CatfZ`ˆ0:
Ofpt “ ptpt, 0u|n P Z`q,
here 0 is interpreted as zero function on GLpnq. The category HompOfbr,Ofptq is not
monoidal but it is a module category over the monoidal category HompOfbr,Ofbrq. Moreover,
the category HompOfbr,Ofptq has more elementary description:
Proposition 5.0.1. For any n we have
HomppT˚Fln ˆ V, µqst, pp, 0qq “ ModpCrx1, . . . , xnsq.
The category Bim contains a collection of objects Bi :“ RnbRsin Rn, here and everywhere
below we use Rn for Crx1, . . . , xns. The compositions of these bimodules are direct sums of
Soergel bimodules. Thus Sbimn for additive monoidal subcategory of size n!. Let us also
recall that in setting of [OR18d] we define element C‚ P MF2 as Koszul matrix factorization
and its higher rank version
C‚ :“ KW pY1 ´ Y2q, Cpiq‚ :“ indi,i`1pC‚q.
here we are using the induction functor indi,i`1 : MF2 Ñ MFn from [OR18d]. Let us denote
by MFn,‚ Ă MFfn the monoid generated by the elements Cpiq‚ .
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Theorem 5.0.2. [OR19] The assignment
SBpCpiq‚ q “ Bi,
extends to the monoidal functor SB : MFn,‚ Ñ Sbimn such that
(5.1) HompSBpCq, SBpDqq “ HompC,Dq.
We hope that this theorem would provide a guideline for a proof that the knot homology
in this paper coincide with knot homology defined with Soergel bimodule technique [KR08].
In most of the paper we imposed a constraint that the labels can only change by 1 as
we cross the surface of defect. This condition is motivated by our construction of the
homomorphism Φ from the introduction and from [OR18d]. On other hand it is expected
that there is a non-trivial braid group action on the category similar to MFst where we
replaced the flag variety Fl with the partial flag variety. So we expect that the construction
in this paper could be extended to the setting with more general distribution of the labels
and we hope to relate this theory to the colored HOMFLYPT homology.
Suppose that we are given a domain Dn “ DzŤni“1Di where Di are the disjoint inside
the big disc. Our TQFT predicts existence of the natural functors from the category
Z‚pŤi BDiq Ñ Z‚pBDq. In the forthcoming paper [OR18e] we show that corresponding
functors for n “ 1 are the induction functors from [OR18d] and the functors for n ą 1 are
related to the Hall algebra structure on DperpHilbnpC2qq.
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