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Abstract
In this paper, using homotopy components of symplectic matrices, and basic prop-
erties of the Maslov-type index theory, we establish precise iteration formulae of the




Regular Associate of the Abdus Salam ICTP.
1
1. Main results.
We consider linear Hamiltonian systems
_x = JB(t)x; x 2 R
2n
; (1:1)








= R=(Z) for  > 0, L(R
2n
) denotes the set of 2n2n




) denotes its subset of symmetric ones. It is well known that
the fundamental solution 
B
of (1.1) is a path in the symplectic group
















(2n) = f 2 C([0;  ];Sp(2n)) j (0) = Ig.
In the study of periodic solutions of Hamiltonian systems, an index theory for such
symplectic paths was introduced by C. Conley and E. Zehnder in [CZ] for non-degenerate
elements in P

(2n) with n  2, by E. Zehnder and the author in [LZ] for non-degenerate
elements in P

(2), by the author in [Lo1] and C. Viterbo in [Vi2] independently for
degenerate symplectic paths which are fundamental solutions of Hamiltonian systems, and
by the author in [Lo8] for any symplectic paths together with an axiom characterization





()) 2 Z f0; : : : ; 2ng.
In many problems related to nonlinear Hamiltonian or Lagrangian systems, it is nec-
essary to study iterations of periodic solutions. In order to solve such problems, one way
is to study the Maslov-type indices of iterations of fundamental solutions of corresponding
linearized systems. For any  > 0 and  2 P

(2n), we dene the iteration of  by
~(t) = (t  j)()
j





; 8m 2 N: (1:3)










)) 2 Z f0; 1; : : : ; 2ng; 8m 2 N: (1:4)
Note that if  : [0;+1) ! Sp(2n) is the fundamental solution of the system (1.1) for






)), then by the uniqueness of the initial value problem of (1.1),
the path  coincides with its iteration ~ dened by (1.2) completely on [0;1).
The iteration theory of Morse indices of second order Hermitian systems was rst
established by R. Bott in his pioneering work [Bo] of 1956. Bott's idea was used by I.
Ekeland in [Ek1] to [Ek3] of 1980's to his index theory for convex Hamiltonian systems, and
by C. Viterbo in [Vi1] to certain dual index for non-degenerate star-shaped Hamiltonian
systems in 1989. We also refer to [CD] and [BTZ] for related works.
In the full generality of (1.4), studies on the Maslov-type index theory for iterations
of any symplectic paths started from [DL], where D. Dong and the author established
iteration inequalities of this index theory. In [Lo5], the author further studied such it-
eration inequalities. In [Lo9] the author extended this index theory to a new family of
2
index functions parametrized by elements on the unit circle U in the complex plane C,
and established the Bott-type iteration formulae of the Maslov-type index theory in terms
of these index functions. Based on these results, various sharp iteration inequalities were
established by C. Liu and the author in [LL1] and [LL2]. These results have been ap-
plied to the study of various problems of Hamiltonian systems (cf. [DL], [Lo5], [Lo7],
etc.) Nevertheless, the precise iteration equalities of the Maslov-type index theory for any
symplectic path in P

(2n) is only known when the path is non-degenerate or hyperbolic,
which has been established in [DL], [Lo5], and [Lo7].
Our aim in this paper is to establish the precise iteration formulae (the following
Theorem 1.3) of the Maslov-type index theory for iterations of any symplectic path by
a rather simple and elementary homotopy method. At the same time, our result gives
a precise representation of the Maslov-type mean index of a symplectic path dened in
[Lo9] in terms of topological invariants of the end matrix of this symplectic path in its
homotopy component in the symplectic group. This result will be used in our forthcoming
papers on nonlinear problems.



































































the k-fold -product M    M . Note that the -multiplication is asso-
ciative, and the -product of any two symplectic matrices is symplectic. For a 2 Rnf0g











cos    sin 

























is a 2  2




6= 0. In [Lo9], the normal form N
2









) sin  > 0.
Denition 1.1. (Denition 1.1 of [Lo9]) For any M 2 Sp(2n), dene the homo-
topy set of M in Sp(2n) by










(M   I); 8 2 (M) \Ug:
We denote by 

0
(M) the path connected component of 
(M) which containsM , and call
it the homotopy component of M in Sp(2n).
For any M 2 Sp(2n), dene [M ] = fN 2 Sp(2n) jN = P
 1
MP for some P 2
Sp(2n)g. Then [M ]  

0
(M). Let [r] = maxfm 2 Z jm  rg for every r 2 R. We have
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trivial basic normal forms; (M
0

















, and the real numbers 
j
for 1  j  r, 
h




for 1  k  r
0
, are
uniquely determined by M .
We denote by









2 f0; 1g; 8m 2 N;  2 R: (1:6)
Note that I(m; ) = 0 if m = 0 mod 2, and I(m; ) = 1 otherwise. The following is the
main result in this paper.
Theorem 1.3. For  > 0, let  2 P

(2n). In Theorem 1.2 we let M = () and

































































) + 2'(m; ()); (1:8)
where we denote by

























By the studies in [Lo9], [LA], and [Vi2], the Morse index theory for calculus of
variations in [Bo], the Ekeland index theory in [Ek3], and the index theory for certain
star-shaped Hamiltonian systems of [Vi1] are special cases of the Maslov-type index theory.
Thus our formulae generalize their corresponding results.
In the following section 2, the most basic case for P

(2) is studied. In the section
3, we study the case of truly hyperbolic and hyperbolic paths, and then elliptic paths in
Sp(4). Based on these results and Theorem 1.2, we obtain Theorem 1.3. Finally in the
section 4, we recover the iteration inequalities proved in [LL1] and [LL2] via Theorem 1.3.
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= fM 2 L(R
2n
) j  ( 1)
n 1




















(;b) for some P 2 Sp(2) and b > 0g;
M
!




(M   !I) = 1g:
In this section, we study the Maslov-type indices for iterations of any path in Sp(2). We
use notations introduced in the section 1. The main tool in our proof is the following
concept of the homotopy.






(2n), if there is a map  2 C([0; 1]  [0;  ];Sp(2n)) such that (0; ) = 
0
(),
(1; ) = 
1
(), (s; 0) = I, and 










on [0;  ] along (; ). This
homotopy possesses xed end points if (s; ) = 
0
() for all s 2 [0; 1].
The following lemmas are frequently used in our study on iterations.
Lemma 2.2. For  2 R, dene 
;






); 8 t 2 [0; 1]:
When  = 1, we write simply 


















]  1 if  = 0 mod 2:
Proof. This follows from the R
3
-cylindrical coordinate representation of Sp(2) and
a direct computation.

































f(0) = (1) and f(1) = (1). Thus by the inverse homotopy theorem (Theorem 6.4 of












) for any t 2 [0; 1], extending  to [0; 1]  [0;m] yields






. Thus by the homotopy theorem (1
o
of Theorem
1.4 of [Lo8]) we obtain (2.2).
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Lemma 2.4. Let  2 P


































































Proof. Set  = 1. By the inverse homotopy theorem (Theorem 6.4 of [Lo8]), there




) with xed points via a homotopy map  : [0; 1]
2
! Sp(2n). Extending














. By the homotopy





1.4 of [Lo8]), we then obtain (2.3) and (2.4).
We need following notions on symplectic matrices and paths.
Denition 2.5. A matrix M 2 Sp(2n) is truly hyperbolic if (M) \ U = ;,
hyperbolic if two eigenvalues ofM are 1 and all the other eigenvalues ofM are not onU,
elliptic if (M)  U, strongly elliptic if (M)  Unf1; 1g, or parabolic if (M) =










(2n) the set of all
truly hyperbolic, hyperbolic, elliptic, strongly elliptic and parabolic symplectic matrices
in Sp(2n) respectively. A path  2 P

(2n) is dened to be truly hyperbolic, hyperbolic,
elliptic, strongly elliptic, or parabolic respectively, if () belongs to the corresponding
subset of Sp(2n).
According to the end matrix (), we study the iteration of corresponding path
 2 P

(2) in four cases.
Case 1. The degenerate case,  2 P

(2) with (()) = f1g.
In this case we have the following result.
Theorem 2.6. For  2 P





If () 2 Sp(2)
0
1; 





() + 1)  1; 
m
(~) = 1; 8m 2 N: (2:5)
2






() + 1)  1; 
m
(~) = 2; 8m 2 N: (2:6)
3

If () 2 Sp(2)
0
1;+







(~) = 1; 8m 2 N: (2:7)
Proof. We only prove 1
o
. The other two cases are similar and are left to the readers.








); 8t 2 [0; 1]; s 2 [ 1; 1]: (2:8)




for t 2 [0; 1], and 
0














) + 1 = i
1





) = 0; 8s 2 [ 1; 1]nf0g: (2:10)
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In the case of 1

, since (1) 2 Sp(2)
0
 




















() = 1 for all m 2 N.
Choose a smooth path h : [0; 1] ! Sp(2)
0




for all s 2 (0; 1]. For k = i
1
() + 1 and this path h we dene a new path

k;h
: [0;+1)! Sp(2) by

k;h
(t) = h  
k;1
(t); 8t 2 [0; 1]; (2:11)





(0) = I = 
k;h












]  1 = i
1
():












+ 1)=2]  1 = m(i
1
+ 1)  1; 8m 2 N:
Thus (2.5) holds.
Case 2. The parabolic case,  2 P

(2) with (()) = f 1g.
In this case we have the following result.
Theorem 2.7. For  2 P





If () 2 Sp(2)
0
 1;+















; 8m 2 N: (2:12)
2

If () =  I
2











(~) = 1 + ( 1)
m
; 8m 2 N: (2:13)
3

If () 2 Sp(2)
0
 1; 











; 8m 2 N: (2:14)
















mb); 8m 2 N; b 2 R:
Since the proof of Theorem 2.7 is similar to that of Theorem 2.6, it is left to readers.
Case 3.  2 P
1
(2) is truely hyperbolic.
In this case we have the following result.
Theorem 2.8. Suppose  2 P

(2) with () 2 Sp
th







(~) = 0; 8 m 2 N: (2:15)
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Proof. Set  = 1. Suppose ((1)) = f; 
 1
g with  2 Rnf0g. We carry out the
proof in two steps for the cases of  > 0. The other case of  < 0 is similar and left to
the readers.




() must be even, and by the normal form
theorem in [HL], there exists P 2 Sp(2) such that P
 1








g; 8 m 2 N: (2:16)






() = 0 for all m 2 N. Choose a smooth path
h : [0; 1] ! Sp(2) such that h(0) = I, h(1) = (1), and h(s) 2 Sp(2)
+
for all s 2 (0; 1].
For k = i
1
and this path h we dene a new path 
k;h
: [0;+1) ! Sp(2) by (2.11). We
obtain
(0) = I = 
k;h









()=2]  1) + 1 = i
1
():









()=2]  1) + 1 = mi
1
(); 8m 2 N:
Thus (2.15) holds.
Case 4.  2 P

(2) is strongly elliptic.
In this case we have the following result.
Theorem 2.8. Suppose  2 P

(2) satises (()) = f!; !
 1












 =  or 2   : (2:17)






















) is dened in (1.6).




() must be odd. By






g for all m 2 N. Dene a path
 : [0;+1)! Sp(2) by
(t) = R(t(i
1
  1) + t
^
); 8 t  0: (2:20)

















 = . By (2.12) there is a path h : [0; 1] ! 

0
((1)) connecting h(0) = (1)





















] + 1 = m(i
1





] + 1; 8m 2 N:
If m
^
 = 0 mod 2, (2.20) yields (m) = I
2
. We then obtain

m
















] 1; 8m 2 N:
Thus by the denition (1.6) of I(m;
^
), (2.18) and (2.19) hold for .
3. Truly hyperbolic, hyperbolic paths in Sp(2n) and elliptic paths in Sp(4)
In this section, for  > 0 we establish the iteration formulae of the Maslov-type index
theory for truly hyperbolic and hyperbolic paths.










(~) = 0; 8m 2 N: (3:1)
Proof. Set  = 1. Fix  2 P
th

(2n). By the proof of Lemma 2.3 of [LA], there is a
path f 2 C([0; 1];Sp
th























, and (()) is the mod 2 number of the
total multiplicity of eigenvalues of () strictly less than  1, which is dened in [LA] and





(2n), we obtain the second equality in (3.1).
Dene 

















; if (()) = 1; (3:5)
where k = i










); 8m 2 N: (3:6)
Together with Theorem 1.4 of [Lo8], Lemmas 2.2 to 2.4, and Theorem 2.8, we obtain the
rst equality in (3.1).
Fix  2 P
h



















; if (()) = 1; (3:8)
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where b(()) = 1, 0, or  1 is uniquely determined by (). Note that there hold
i

() 2 2Z; if b(()) < 0; (()) = 0; or b(())  0; (()) = 1; (3:9)
i

() 2 2Z+ 1; if b(())  0; (()) = 0; or b(()) < 0; (()) = 1; (3:10)
Theorem 3.2. For any  2 P
h

(2n) and any m 2 N, there hold
b(()
m


















(); if b(()) =  1: (3:13)
Proof. Set  = 1. When n = 1, the conclusions follow from Theorem 2.6. When






for some P 2 Sp(2n),
M 2 Sp(2(n  1))

, and all m 2 N. Let
g(t) = N
1























are dened in the proof of Theorem 3.1, k = i
1
() + 1 if b((1)) = 0 or 1,
k = i
1
() if b((1)) =  1. Thus by (3.9) and (3.10), the path  is well dened.
Then by Lemma 2.3, we also get (3.6). Together with Theorem 1.4 of [Lo8] and
Theorems 2.6 and 2.8, we obtain (3.12) and (3.13).
Based on Theorem 3.1, we further consider the following case in addition to the four
basic cases on P

(2) studied in the section 2.
Case 5.  2 P





(4) for ! 2 UnR.
Using notations introduced in Lemma 7.10 of [Lo9], let ! = cos  +
p
 1 sin  with













). We have the following two theorems
according to N
2
(!; b) being nontrivial or trivial.
Theorem 3.3. Suppose  2 P

(4) satises () = N
2
(!; b) 2 M
!




and  2 (0; ) [ (; 2). Suppose N
2




) sin  < 0.











) = 2  2I(m; ): (3:15)
where I(m; ) 2 f0; 1g is dened by (1.6).
Proof. Without loss of generality, let  = 1. By 4
o
of Lemma 7.10 in [Lo9], there
is a short enough perturbation path f : [0; 1]! Sp(4) such that f(0) = N
2
(!; b) and f(t)






(f  ) 2 2Z; 
1
() = 0: (3:16)




(!; b) is nontrivial, it can be connected to N
2























); for k = 1;m:
Note that Lemma 2.3 has been applied when k = m. Thus it suces to prove (3.12) for



















if and only if m = 0 mod 2;




) = 2: (3:18)
By (1.6), this implies the second equality of (3.15).









(t) = (t) and 
 
(t) = ( t) 8t 2 [0; 1]: (3:19)


















































(t) + 2  B

(t); 8t 2 [ 1; 1]; (3:23)
determines the situation of eigenvalues of (t). Let s = sin  and s
1
= sin(t). Then for














) < 0 and Lemma 7.9 of [Lo9], 
+
(t) possesses four
eigenvalues outsideU and 
 
(t) possesses four eigenvalues onU when t 2 (0; 1]. Specially,

+
  is a truly hyperbolic path in Sp(4).












































Applying Theorem 3.1 to the hyperbolic path 
+








































By the second equality of (3.15), we then obtain the rst one of (3.15) for the path .
Theorem 3.4. Suppose  2 P

(4) satises () = N
2
(!; b) 2 M
!




and  2 (0; ) [ (; 2). Suppose N
2
















) = 2  2I(m; ): (3:27)
Proof. Set  = 1. Since N
2
(!; b) is trivial, it can be connected to N
2
(!; R()) by
























if and only if m = 0 mod 2;




) = 2: (3:29)





) sin  > 0, the path 
 
  is hyperbolic. Thus by (3.28), (3.29), and















 ) = mi
1
():
This proves the rst equality in (3.27).
Based on our studies in the sections 2 and 3, for any  > 0 we can give the following
proof of Theorem 1.3 to establish the iteration formulae of the Maslov-type index theory
for any paths in Sp(2n).
Proof of Theorem 1.3. By above Theorem 1.2, Lemmas 2.3 and 2.4, and our
studies in the section 2 and 3, summing these results up we obtain (1.7) and (1.8).
4. Other iteration properties
Based on the iteration formulae Theorem 1.3, we briey indicate how other iteration
properties of the Maslov-type index theory for any paths in Sp(2n) can be derived from
Theorem 1.3.
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() is the Maslov-tye mean index of  per  rstly introduced in [Lo9].











As applications of Theorem 1.3, next we give dierent proofs to some results in [LL1],
[LL2], and [DL].
Corollary 4.2. (Theorem of [LL1], cf. also 1

of Theorem 1.1 of [LL2]) For any
 > 0,  2 P
















































() + n: (4:5)
Then by (4.3) and (4.5), we obtain (4.4).
Corollary 4.3. (cf. 1

of Theorem 1.2 of [LL2]) For any  > 0,  2 P

(2n), and





















Proof. It suces to note that the iteration formulae established for the ve basic
cases in the sections 2 and 3 make (4.6) hold respectively. Then by Theorem 1.2 and the
symplectic additivity of the Maslov-type index theory given by Theorem 1.4 of [Lo8], we
obtain (4.6) for general symplectic paths.
Next we derive certain useful iteration equalities and inequalities from Theorem 1.3.




= fM 2 Sp(2n) j det(M
m










is an open subset of Sp(2n).
Remark 4.5. Note that the iteration equality Theorem 4.1 of [DL] for non-degenerate
symplectic paths, and iteration inequality Theorem 8.3 of [DL] for degenerate symplectic
13
paths can also be derived from our Theorem 1.3 similarly. The details are left to the
readers.
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