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We propose an extended Hubbard model with three molecular orbitals on a hexagonal lattice
with D3h symmetry to study recently discovered superconductivity in A2Cr3As3 (A=K,Rb,Cs).
Effective pairing interactions from paramagnon fluctuations are derived within the random phase
approximation, and are found to be most attractive in spin triplet channels. At small Hubbard U
and moderate Hund’s coupling, the pairing arises from 3-dimensional (3D) γ band and has a spatial
symmetry fy(3x2−y2), which gives line nodes in the gap function. At large U , a fully gapped p-wave
state, pzzˆ dominates at the quasi-1D α-band.
PACS numbers: 74.20.-z; 74.20.Mn; 74.20.Rp; 74.70.-b
Recently, CrAs based superconductors have attracted
much attention. CrAs itself is a 3D antiferromag-
net (AFM), which becomes superconducting (SC) un-
der modest pressure with Tc ∼ 2K1. Subsequently,
a new family of quasi-1D superconductors A2Cr3As3
(A=K,Rb,Cs) has been discovered at ambient pressure
with Tc up to 6.1K
2–4. The key building block of
A2Cr3As3 is the 1D [(Cr3As3)
2−]∞ double-walled sub-
nanotubes (Fig. 1), which are separated by columns
of K+ ions, in contrast to the layered iron-pnictide and
copper-oxide high Tc superconductors.
This new family exhibits interesting properties in both
the normal and SC states. In the normal state, the resis-
tivity follows ρ(T ) = ρ0 + AT in a wide temperature
region, different from the usual Fermi liquid behavior
ρ0+AT
22–4. NMR measurements on K2Cr3As3 showed a
power-law temperature dependence 1/T1 ∼ T 0.75 above
Tc, which is neither 1/T1 ∼ T for a Fermi liquid nor
Curie-Weiss behavior 1/T1T ∼ C/(T + θ) for an AFM5.
Below Tc, the electronic contribution to the specific heat
Ce(T ) deviates from the BCS senario, and the extrapo-
lated upper critical field Hc2 exceeds the Pauli limit
2–4.
The Hebel-Slichter coherence peak of 1/T1 is absent in
K2Cr3As3 NMR measurement
5. London penetration
(a)Top View (b)(CrAs)6 SNT
FIG. 1: Crystal structure of A2Cr3As3. (a) Top view and
(b) the (Cr6As6)∞ sub-nanotube. In panel (a), larger and
smaller atoms are at z=0.5 and z=0, respectively. In both
panels, green balls indicate alkaline atoms, red balls arsenic
atoms, and blue balls chromium atoms.
depth measurement for K2Cr3As3 shows linear tempera-
ture dependence, ∆λ(T ) ∼ T , at temperatures T ≪ Tc6.
All these experiments are very difficult to explain within
electron-phonon coupling mechanism, and suggest un-
conventional nature of superconductivity.
The electronic structure of K2Cr3As3 has been inves-
tigated by Jiang et al.7 using density functional theory
(DFT), which is confirmed by later calculation8. There
are three energy bands at the Fermi level: two quasi-
1D α- and β-bands with flat Fermi surfaces, and a 3D
γ-band. It is natural to ask the question, which band
is responsible for the superconductivity? On one hand,
the linear temperature dependent resistivity and the
power-law 1/T1 in NMR indicate a quasi-1D Tomonaga-
Luttinger liquid; on the other hand, upper critical field
measurement Hc2 implies a 3D superconductor
9. In this
Letter, we shall carry out theoretical study to address
this issue. We shall focus on K2Cr3As3 and the theory
may be extended to other alkali chromium arsenides.
We begin with constructing the Hamiltonian by using
symmetries. The space group for A2Cr3As3 lattices is
P 6¯m2 and the corresponding point group is D3h.
2–4 We
shall also assume that the time reversal symmetry re-
mains unbroken, and consider a system described by the
Hamiltonian
H = H0 +Hint,
where H0 is the non-interacting part and Hint is the in-
teracting Hamiltonian.
Tight-binding model. We assume H0 to be given by
a tight-binding Hamiltonian. For K2Cr3As3, there are
three Fermi surfaces corresponding to the α, β and γ
bands. Minimally, we need three orbitals per unit cell
(per Cr6As6 cluster). From the DFT calculation, there
are three low energy molecular orbitals. Two of them
belong to 2D irreducible representation E′ of D3h group,
and the other one is in 1D representation A′1. We de-
note two E′ states as |1〉 and |2〉 and the A′1 state as |3〉.
Neglecting spin-orbit coupling, the tight-binding Hamil-
2tonian H0 can be constructed from these three orbitals,
H0 =
∑
kmns
c†kmsξkmnckns, (1)
where m,n = 1, 2, 3 are the three molecular orbitals,
s =↑, ↓ is the spin index, c†
kms(ckms) creates an m-orbital
electron with spin s. In the basis {|1〉 , |2〉 , |3〉}, ξkmn can
be written in terms of matrix form
ξˆk =
8∑
τ=0
ξτkλτ , (2)
where λ0 is the unit matrix and λ1−8 are Gell-Mann ma-
trices.
We now use the symmetry to analyse ξτk, τ = 1, · · · , 8.
λ1−8 transfer as irreducible representations under D3h
symmetry operations. Namely, λ0 and λ8 transfer as
A′1, λ2 transfers as A
′
2, (λ1, λ3), (λ4, λ6) and (λ5, λ7)
transfer as E′ respectively. H0 should be invariant un-
der all the D3h symmetry operations, thereby belongs
to representation A′1. Therefore, ξ
τ
k can be determined
using the Clebsch-Gordan coefficients.10 Since the ab-
plane lattice constant a = 9.98A˚ is much larger than
that along the c-axis c = 4.23A˚, we will only keep the
hopping terms on ab-plane up to the first nearest neigh-
bor (NN) bonds and those along c-axis up to the second
NN bonds. To do this, we set the Bravais lattice ba-
sis a = (a2 ,−
√
3a
2 , 0),b = (
a
2 ,
√
3a
2 , 0), c = (0, 0, c) (see
Fig.1), and introduce ka = k ·a, kb = k ·b, kc = k ·c, and
some harmonic functions on the ab plane,
sx2+y2(k) = cos ka + cos kb + cos(ka + kb),
px(k) = 2 sin(ka + kb) + sin ka + sinkb,
py(k) =
√
3(sin kb − sin ka), (3)
dx2−y2(k) = cos ka + cos kb − 2 cos(ka + kb),
dxy(k) = −
√
3(cos kb − cos ka).
It is easy to verify that sx2+y2 ∝ 1− 14 (k2x+k2y), px ∝ kx,
py ∝ ky, dx2−y2 ∝ k2x − k2y and dxy ∝ kxky at small ka.
Thus, we have ξ2k = 0, and other nonzero ξ
τ
k’s,
ξ0k = 2t1 cos kc + 2t4 cos 2kc + 2t2sx2+y2(k),
ξ8k = 2t
′
1 cos kc + 2t
′
4 cos 2kc + 2t
′
2sx2+y2(k),
ξ5k = Apx(k),
ξ7k = Apy(k), (4)
ξ1k = Bdxy(k),
ξ3k = Bdx2−y2(k),
ξ4k = Cdx2−y2(k),
ξ6k = −Cdxy(k),
where A = (t3 + t5 cos kc), B = (t˜3 + t˜5 cos kc), C =
(t′3 + t
′
5 cos kc). By fitting the DFT band structure of
K2Cr3As3, we obtain a set of parameters (in eV) as
following: t1 = 0.2237, t4 = −0.0566, t2 = −0.0036,
t′1 = −0.0545, t′4 = 0.0214, t′2 = 0.0065, t3 = 0.0240,
t5 = 0.0068, t˜3 = −0.0114, t˜5 = −0.0099, t′3 = −0.0069,
t′5 = −0.0059. We also obtain the chemical potential
µchem = 0.2323 eV. As shown in Fig. 2, the set of param-
eters well reproduces the Fermi surfaces. They also re-
produce the energy dispersion along high symmetry lines
and the density of states (DOS) near the Fermi level well.
FIG. 2: Comparison of the Fermi surfaces for K2Cr3As3 ob-
tained from the DFT calculation (a), and from the present
model Hamiltonian (b). The α, β and γ bands are labelled.
The Γ point is at the center of the Brillouin zone.
(a) (b)
By diagonalizingH0 we obtain three energy bands with
dispersion ǫkµ and eigen-wavefunctions φ
m
kµ, hereafter µ
is the band index. The bare susceptibility tensor χˆ0(q)
is defined as
χmn,m
′n′
0 (q) = −
1
N
∑
k
∑
µν
φmkµφ
m′∗
kµ φ
n′
k+qνφ
n∗
k+qν
ǫkµ − ǫk+qν
×[f(ǫkµ)− f(ǫk+qν)], (5)
where f(ǫkµ) is the Fermion occupation number, N is the
number of unit cells. Note that χˆ0(q) can be also written
as a 9× 9 matrix in the two-body orbital space spanned
by the basis {|m〉 ⊗ |n〉 : m,n = 1, 2, 3}.
Interaction: Now we consider the electron-electron in-
teraction. In the spirit of Hubbard approximation, i.e.
retaining only the intra-unit-cell terms, we obtain the in-
teracting Hamiltonian which respectsD3h symmetry (see
Appendix A for details),
3Hint =
1
2
∑
i
{
2∑
m=1
∑
σ
[U1c
†
imσc
†
imσ¯cimσ¯cimσ + Jc
†
imσc
†
imσ¯cim¯σ¯cim¯σ + J
′(c†imσc
†
imσ¯ci3σ¯ci3σ + h.c.)]
+
2∑
m=1
∑
σσ′
(U2c
†
imσc
†
im¯σ′cim¯σ′cimσ + Jc
†
imσc
†
im¯σ′cimσ′cim¯σ + U
′
2c
†
imσc
†
i3σ′ci3σ′cimσ + J
′c†imσc
†
i3σ′cimσ′ci3σ)
+
∑
σ
U ′1c
†
i3σc
†
i3σ¯ci3σ¯ci3σ
}
, (6)
where m¯ is the opposite orbital to m within E′ repre-
sentation (1¯ = 2 and 2¯ = 1), and σ¯ is the opposite
spin to σ. Here U1, U2 and J are intra-orbital repul-
sion, inter-orbital repulsion and Hund’s coupling for the
two E′ states, which satisfy that U1 = U2+2J . U ′1 is the
intra-orbital repulsion for the A′1 state, and J
′ involves
one of E′ states and the A′1 state.
By Fourier transformation, we have
Hint =
1
2
∑
kk′q
∑
mnm′n′
∑
σσ′
Γmn,m
′n′
0 (k,k− q;k′,k′ + q)
×c†kmσc†k′m′σ′ck′+qn′σ′ck−qnσ, (7)
where the bare vertex function Γmn,m
′n′
0 (k,k−q;k′,k′+
q) can be written as a matrix in the two-body orbital
space,
Γˆ0(k,k− q;k′,k′ + q) = (1− δσσ′ )Γˆs + δσσ′ Γˆt, (8)
where Γˆt is bare vetex in the equal-spin channel and Γˆs is
in the opposite-spin channel. The two-body orbital space
can be decomposited to subspaces {|11〉 , |22〉 , |33〉} ⊕
{|12〉 , |21〉} ⊕ {|13〉 , |13〉} ⊕ {|23〉 , |32〉}. Thus, Γˆs and
Γˆt are block diagonal in this set of basis,
Γˆs =

 U1 U2 U ′2U2 U1 U ′2
U ′2 U
′
2 U
′
1

 ⊕ JΠ⊕ J ′Π⊕ J ′Π, (9a)
Γˆt =

 0 U2 U ′2U2 0 U ′2
U ′2 U
′
2 0

 ⊕ Jσ1 ⊕ J ′σ1 ⊕ J ′σ1, (9b)
where σ1 is Pauli matrix and Π = 1+σ1 is a 2×2 matrix.
Effective pairing interaction. For weak coupling, the
full vertex function Γmn,m
′n′
σσ′ (k,k − q;k′,k′ + q) can be
evaluated diagrammatically, for instance, through the
random phase approximation (RPA). To study the SC
pairing, we only need to keep the vertices in pairing chan-
nels with k′ = −k, say, Γˆσσ′ (k,k′;−k,−k′) ≡ Vˆσσ(k,k′).
Therefore, Vˆσσ(k,k
′) = (1−δσσ′)Vˆs(k,k′)+δσσ′ Vˆt(k,k′)
serves as an effective pairing interaction to study super-
conductivity instability.
In study of the cuprates, Scalapino et al. used RPA
to calculate Vˆσσ(k,k
′) in a single Hubbard model.11 The
RPA involves two types of Feynman diagrams in addition
to the bare vertex function Vˆ0(k,k
′) (see Appendix C
for details). One contains the bubble diagrams, and the
other contains the ladder diagrams with Cooperon. Here
we generalize the calculation in Ref.11 to the multi-orbital
case. The effective pairing interaction Vˆs(t)(k,k
′) from
the bubble diagrams is
Vˆ bubs(t) (k,k
′) =
1
2
{
(Γˆt + Γˆs)[1 + χˆ0(q)(Γˆt + Γˆs)]
−1
∓(Γˆt − Γˆs)[1 + χˆ0(q)(Γˆt − Γˆs)]−1
}
,(10)
where ∓ takes − for s and + for t. The effective pairing
from the ladder diagrams is
Vˇ lads(t)(k,k
′) = Γˇs(t)χˆ0(p)Γˇs(t)[1− χˆ0(p)Γˇs(t)]−1, (11)
where p = k + k′ and q = k − k′ (See Appendix C for
details). For the notation, matrix Aˇ is related to matrix
Aˆ via the following relation,
Aˇmn,m′n′ = Aˆnn′,m′m.
We can also project effective pairing potential Vˆσσ′ (k,k
′)
into three single particle bands through
V µνσσ′ (k,k
′) =
∑
mnm′n′
φm∗kµ φ
m′∗
−kµV
mn,m′n′
σσ′ (k,k
′)φnk′νφ
n′
−k′ν ,
(12)
where φmkµ is the single particle eigenwavefunction in the
µ-band.
Superconducting pairing instability. Because the three
Fermi surfaces have different shapes, k and−k are always
in the same band for k near the Fermi surfaces. For weak
coupling, we only consider intra-band pairing (k to −k).
A single band gap function can be written as
∆ (k) = i [σ0ψ (k) + σ · d (k)]σ2, (13)
where ψ (k) = ψ (−k) is the spin-singlet gap function,
and the d-vector d (k) = −d (−k) describes the spin-
triplet pairing, σ0 is the unit matrix, σ1,2,3 are Pauli ma-
trice. To measure the intra-band SC pairing instability,
we follow Scalapino et al.,11 and introduce a dimension-
less coupling constant
Λµ = −
∫ dSkµ
|vkµ|
∫ dS
k′µ
|v
k′µ
|
∑
σσ′ g
µ
σσ′(k)
∗V µµσσ′ (k,k
′)gµσσ′(k
′)
(2π)3
∫ dSkµ
|vkµ|
∑
σσ′ |gµσσ′(k)|2
,
4where
∫
dSkµ is the integration over the µ-band Fermi
surface and vkµ is the Fermi velocity, the µ-band form
factor gµσσ′(k) ∝ ∆σσ′ (k).
In the absence of the spin-orbit coupling, the spin-
singlet component ψ (k) will not mix with the spin-triplet
component d (k) in Eq.(13). The possible single-band SC
gap functions on hexagonal lattice are listed in Table I
up to the first and second NN bonds12.
TABLE I: Superconducting gap functions ψ(k) and d(k) on
hexagonal lattice. The gap functions are intra-band and are
classified according to D3h group irreducible representation
Γ. The functions sx2+y2 , px, py, dx2−y2 , and dxy have been
defined in Eq.(3). Other functions are defined as follows, pz =
sin kc, dz2 = cos kc, fx(x2−3y2) = sin ka+sin kb−sin (ka + kb),
fy(3x2−y2) = sin (2ka + kb)− sin (ka + 2kb)− sin (ka − kb).
Γ spin-singlet ψ(k) spin-triplet d(k)
A′1 1, sx2+y2 , dz2 fy(3x2−y2)zˆ
A′2 fx(x2−3y2)zˆ
E′ (dx2−y2 , dxy) (px, py)zˆ, pz(xˆ, yˆ)
A′′1 pzfy(3x2−y2) pxxˆ+ pyyˆ, pzzˆ
A′′2 pzfx(x2−3y2) pyxˆ− pxyˆ
E′′ pz(px, py) (pxxˆ− pyyˆ, pyxˆ+ pxyˆ)
We next examine all the pairing states in Table I to in-
vestigate which pairing channel will dominate. For sim-
plicity, we set U1 = U
′
1 = U , U
′
2 = U2 and J
′ = J at
first. The relevant Λµ’s are plotted as functions of J/U
in Fig. 3, and those Λµ not plotted have either negative
or negligibly small values.
Fig. 3(a) shows the pair coupling constant in vari-
ous channels for U = 0.5 eV. Results for U < 0.5eV
are similar. The spin-triplet fy(3x2−y2) state in the γ-
band appears at a finite J/U and become dominant when
J/U > 1/3. The fy(3x2−y2) state has a line nodal gap.
Fig. 3(c) plots the results at U = 2 eV, to represent large
U . In that case, the spin-triplet pz zˆ state at the α-band
dominates in all the realistic region of J/U < 0.45. The
pz zˆ state has a full gap at the quasi-1D α-band Fermi
surface. In the intermediate region, e.g., U = 1.0eV,
pz zˆ and fy(3x2−y2) state compete against each other, pz zˆ
dominates at small J/U , while fy(3x2−y2) state become
strong at large J/U . We have also calculated the pair
coupling constant for J ′ 6= J while keeping U1 = U ′1 = U
and U ′2 = U2. The results are similar in a wide param-
eter region 0.5 < J ′/J < 2.0. Note that at large U and
J/U , the SC pairing is found in the β-band with pairing
symmetry pxxˆ ± pyyˆ and pyxˆ ± pxyˆ, which gives point
nodal in the gap function. However, Λµ for these point
nodally gapped states are tiny.
Note that the divation of our tight-binding model from
DFT results in some details should not change the above
statements qualitatively. Because it is the Fermi surface
shape and DOS near the Fermi level that determine Λµ
and pairing symmetry in weak coupling.
Discussions and Summary We would like to mention
some issues which have not been addressed in this paper
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FIG. 3: The dimensionless pair coupling constant Λµ vs
J/U for (a) U = 0.5eV, (b) U = 1.0eV and (c) U = 2.0eV.
Here we have set U1 = U
′
1 = U , U
′
2 = U2 and J
′ = J . All
the dominated states are spin-triplet pairing states. (a) U =
0.5eV, fy(3x2−y2) appear and dominate when J/U > 1/3. (b)
U = 1.0eV, pzzˆ state and fy(3x2−y2) compete against each
other. (c) U = 2.0eV, pz zˆ state dominates over most J/U .
but may be interesting for future work. (i) We neglect
spin-orbit coupling in the theory for simplicity. Actually
the D3h lattice breaks inversion symmetry, and the spin-
orbit coupling may mix spin singlet and triplet states
within the same D3h irreducible representation in Table
I. (ii) Since molecular orbitals are more extended than
atomic orbitals, U and J are estimated to be smaller than
or comparable to the bandwidth. In this paper we start
with weak coupling to study SC instability. However,
A2Cr3As3 lattice is quasi-1D, an alternative approach
would be to model the system as a coupled Tomonaga-
Luttinger liquid. (iii) Although we only consider the
intra-band pairing states in this paper, the inter-band
pair scatterings of Cooper pairs are included in the RPA
calculation, since the multi-orbital susceptibility tensor is
used and both particle-hole channels (bubble diagrams)
and particle-particle channels (ladder diagrams) are in-
cluded in the RPA.
We would like to make comments on the on-site ap-
proximation in the Hubbard model too. Although the
three molecular orbitals are more extended in compari-
5son with the atomic orbitals, these molecular orbitals are
quite localized. The inter-unit-cell electron interaction
is a small fraction of the intra-unit-cell (see Appendix
B). Therefore the inter-cell interaction should play a less
important role in our analysis.
The spin-triplet pairing states in our study originates
from the Hund’s coupling. The Hund’s coupling favors
spin-triplet states of two different molecular orbitals on
the same molecule, and Cooper pairs can be formed in the
spin-triplet channel. That’s the reason why the triplet
pairing channels get instability when the Hund’s coupling
J is larger than the inter-orbital repulsion U2 in the weak
coupling scenario13. Moreover, the DOS at Fermi level at
the 3D γ-band is much larger than those at two quasi-1D
bands (3 to 5 times), it is expected that the supercon-
ducting instability will dominate at the 3D γ-band at
small U .
In summary, we have proposed a minimal model
to study superconductivity in A2Cr3As3 (A=K,Rb,Cs),
which involves three molecular orbital states in each unit
cell. With the help of symmetry, we have deduced a
tight-binding model with 3 molecular orbitals for the sys-
tem, which compares well with the results of the density
functional theory. We have derived effective pairing in-
teractions within the RPA, and found that the dominant
pairing channel is always spin-triplet. For small U , a
spin-triplet state with line nodal gap, fy(3x2−y2), at the
3D γ-band will dominate at moderate Hund’s coupling.
While for large U , a spin-triplet fully gapped state, pz zˆ,
will dominate at the quasi-1D α-band. The state we
find at small U appears to be most relevant to the com-
pound. The pairing state of fy(3x2−y2) has nodal lines on
planes ka = kb, ka = −2kb and kb = −2ka, say, Γ-K-L-A
planes on hexagonal lattices. The Γ-K-L-A planes cross
small sections at γ-Fermi surface. Our theory at small
U predicts line zeroes in gap function and appears to be
consistent with existing experiments showing non-BCS
gap function and particularly the low temperature Lon-
don penetration depth measurement. Our prediction can
be tested in further experiments including angle resolved
photoemission spectroscopy.
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Appendix A: Derive the interacting part for
three-orbital Hubbard model
The electron field operator ψˆσ(~r) can be expanded in
terms of a complete set of Wannier functions,
ψˆσ(~r) =
∑
m
∑
i
wim(~r)cimσ, (A1)
where cimσ annihilates an electron with orbital m and
spin σ at lattice site i. A generic interacting Hamiltonian
is given by
Hint =
1
2
∑
σσ′
∫
ψˆ†σ(~r1)ψˆ
†
σ′(~r2)V (~r1 − ~r2)
×ψˆσ′(~r2)ψˆσ(~r1)d~r1d~r2, (A2)
where Vext(~r) is external periodic potential, and V (~r1 −
~r2) is the screened Coulomb interaction. H0 can be writ-
ten as a tight-binding model and we shall focus on the
interacting part Hint. In the spirit of a Hubbard type
approximation, i.e. retaining only the terms on the same
lattice site, we have
Hint =
1
2
∑
i
∑
mnm′n′
∑
σσ′
Vmm′,n′n
×c†imσc†im′σ′cin′σ′cinσ, (A3)
where
Vmm′,n′n =
∫
w∗im(~r1)w
∗
im′ (~r2)V (~r1 − ~r2)
×win′(~r2)win(~r1)d~r1d~r2. (A4)
Let’s consider nonvanishing Vmm′,n′n according to D3h
group symmetry. Since the interaction V (~r1 − ~r2) =
V (|~r1 − ~r2|) respects the full point group symmetry and
belong to the A1 representation. Wether a Vmm′,n′n van-
ishes can be determined by the Clebsch-Gordan coeffi-
cients of D3h group.
Firstly, for m,n = 1, 2, the nonzero Vmm′,n′n can be
written in terms of the integrals explicitly,
Vmm,mm =
∫
|wim(~r1)|2V (~r1 − ~r2)|wim(~r2)|2d~r1d~r2
= U1,
Vmm¯,m¯m =
∫
|wim(~r1)|2V (~r1 − ~r2)|wim¯(~r2)|2d~r1d~r2
= U2,
Vmm¯,mm¯ =
∫
w∗im(~r1)wim¯(~r1)V (~r1 − ~r2)
×w∗im¯(~r2)wim(~r2)d~r1d~r2 = J,
Vmm,m¯m¯ =
∫
w∗im(~r1)wim¯(~r1)V (~r1 − ~r2)
×wim¯(~r2)w∗im(~r2)d~r1d~r2 = J∗.
where U1 is the intra-orbital interaction and U2 is the
inter-orbital interaction. If one chooses the Wannier
function to be real, then J∗ = J , and J is the Hund’s
exchange energy.
Secondly, we can choose that |1〉 transfers as x and
|2〉 transfers as y under D3h symmetry operations. Note
that V (~r1−~r2) is invariant not only under D3h symmetry
operations, but also under all the O(3) symmetry opera-
tions. So that Vxx,xx = Vyy,yy = U1. Under a C3 rotation
6along the c-axis, the two Wannier functions |1〉 and |2〉
(denoted by x and y) transfer as
wx → cos θwx + sin θwy ,
wy → − sin θwx + cos θwy,
where θ = 2pi3 . The integral Vxx,xx should keep invariant
under this operation. Assuming wx and wy are real, after
straightforward algebra, we have
U1 = (cos
4 θ + sin4 θ)U1 + 2U2 cos
2 θ sin2 θ
+4 cos2 θ sin2 θJ,
where the transfermation peroperties under C2 are used.
From the above, we have
U1 = U2 + 2J.
Thirdly, we involve the state |3〉. For m,m′ = 1, 2 (or
x, y), the relevant nonvanishing terms are given in the
following,
V33,33 =
∫
|wi3(~r1)|2V (~r1 − ~r2)|wi3(~r2)|2d~r1d~r2
= U ′1,
V3m,m3 =
∫
|wim(~r1)|2V (~r1 − ~r2)|wi3(~r2)|2d~r1d~r2
= U ′2,
Vm3,m3 =
∫
w∗im(~r1)wi3(~r1)V (~r1 − ~r2)
×w∗i3(~r2)wim(~r2)d~r1d~r2 = J ′,
Vmm′,33 =
∫
w∗im(~r1)wi3(~r1)V (~r1 − ~r2)
×w∗im′(~r2)wi3(~r2)d~r1d~r2 = J ′′mm′ .
When Wannier functions are real, J ′′mm = J
′. For m 6=
m′, we setm = x andm′ = y, thus under the C3 rotation,
J ′′xx = cos
2 θJ ′′xx + sin
2 θJ ′′yy + 2 cos θ sin θJ
′′
xy
= J ′′xx + 2 cos θ sin θJ
′′
xy.
The above gives rise to
J ′′xy = 0.
Thus, we obtain Hint in Eq. (6) in the main text.
Appendix B: Wannier functions from density
functional theory
To estimate the order of magnitude of intra-unit-cell U
and inter-unit-cell interaction V , we extract the Wannier
functions for the three energy bands crossing Fermi levels
from the DFT calculation. It should be noted these three
Wannier functions w˜im=1,2,3 are not the molecular or-
bitals wim=1,2,3 used in our tight-binding model. Indeed
w˜im are some linear combinations of wim. So that we can
FIG. 4: Three Wannier functions from DFT calculation.
(a)(b)(c) Side view of three Wannier functions. (d)(e)(f) Top
view of three Wannier functions.
not calculate U1, U2, U
′
1, U
′
2 and J, J
′ from the Wannier
functions w˜im directly. However, we can roughly esti-
mate the order of magnitude of U and V from w˜im. To
do this, we use unscreened Coloumb interaction e2/r to
estimate the on-site and nearest-neighboring interaction
U and V ,
Umm′ =
∫
|w˜im(~r1)|2 e
2
|~r1 − ~r1| |w˜im
′ (~r2)|2d~r1d~r2,
Vmm′ =
∫
|w˜im(~r1)|2 e
2
|~r1 − ~r1| |w˜i+zˆ,m
′(~r2)|2d~r1d~r2,
where i + zˆ denote the neigboring unit cell to the unit
cell i along the c-axis.
It should be noted that the real interaction should be
smaller due to screening effect. As mentioned, Umm′
and Vmm′ will be reduced due to secreening effect. The
present values are used to estimate order of magnitde and
the ratio V/U only.
TABLE II: Umm′ and Vmm′ , which should be reduced due to
secreening.
m m′ Umm′ (eV) Vmm′ (eV)
1 1 2.195 0.169
2 2 2.128 0.161
3 3 2.143 0.155
1 2 2.082 0.163
2 3 2.068 0.154
1 3 2.107 0.159
We can also estimate the spreading of Wannier func-
tions along the c-axis and ab-plane respectively, which
7are defined by
r2‖m =
∫
z2|w˜im(~r)|2d~r,
r2⊥m =
∫
(x2 + y2)|w˜im(~r)|2d~r.
It is estimated that r‖ = 1.7 A˚ and r⊥ = 4.8 A˚. For the Cr
atom, the 3d wavefunction spreading is about r0 = 1.6
A˚. The atomic on-site interaction U for Cr is about 2
eV. Then we can estimate the interaction U for a Cr6As6
cluster as less than 1 eV.
Appendix C: RPA for effective pairing interaction
We shall generalized the calculation by Scalapino et
al. to the multi-orbital case. Diagramatically, RPA con-
tains two types Feynman diagrams beside the bare vertex
function V0(k,k
′) as shown in Fig. 5. One contains the
bubble diagrams, the other contains the ladder diagrams
with Cooperon.
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FIG. 5: Feynman diagram for RPA calculation of effec-
tive pairing interaction V (k,k′). (a) Effective vertex function
V (k,k′). (b) Bare vertex function V0(k,k
′). (c) and (d) Bub-
ble diagrams. (e) and (f) Ladder digarams with Cooperon.
For the single orbital case, the RPA effective pairing
interaction for spin-singlet and spin-triplet channels are
Vs(k,k
′) =
U
1− U2χ20(k− k′)
+
U2χ0(k+ k
′)
1− Uχ0(k+ k′) ,
Vt(k,k
′) = − U
2χ0(k − k′)
1− U2χ20(k− k′)
.
Note that Fig. 5(c) is absent in Us and Fig. 5(b), (d), (e)
and (f) are absent in Vt because σ
′ = σ¯ in the U term.
For multi-obtial case, we shall replace the numbers U
and χ0 by the bare vertex functions Γˆs(t) in Eq. (9) and
susceptibility tensor χˆ0 in Eq. (5) in the main text. The
effective pairing interaction Vˆs(t)(k,k
′) from the bubble
diagrams are
Vˆ bubs (k,k
′) = Γˆs − Γˆsχˆ0(q)Γˆt − Γˆtχˆ0(q)Γˆs
+Γˆsχˆ0(q)Γˆtχˆ0(q)Γˆt
+Γˆtχˆ0(q)Γˆsχˆ0(q)Γˆt
+Γˆtχˆ0(q)Γˆtχˆ0(q)Γˆs
+Γˆsχˆ0(q)Γˆsχˆ0(q)Γˆs + · · ·
+Γˆsχˆ0(p)Γˆs + Γˆsχˆ0(p)Γˆsχˆ0(p)Γˆs + · · ·
=
1
2
(Γˆt + Γˆs)[1 + χˆ0(q)(Γˆt + Γˆs)]
−1
−1
2
(Γˆt − Γˆs)[1 + χˆ0(q)(Γˆt − Γˆs)]−1
and
Vˆ bubt (k,k
′) = Γˆt − Γˆsχˆ0(q)Γˆs − Γˆtχˆ0(q)Γˆt
+Γˆtχˆ0(q)Γˆtχˆ0(q)Γˆt
+Γˆtχˆ0(q)Γˆsχˆ0(q)Γˆs
+Γˆsχˆ0(q)Γˆtχˆ0(q)Γˆs
+Γˆsχˆ0(q)Γˆsχˆ0(q)Γˆt + · · ·
+Γˆtχˆ0(p)Γˆt + Γˆtχˆ0(p)Γˆtχˆ0(p)Γˆt + · · ·
=
1
2
(Γˆt + Γˆs)[1 + χˆ0(q)(Γˆt + Γˆs)]
−1
+
1
2
(Γˆt − Γˆs)[1 + χˆ0(q)(Γˆt − Γˆs)]−1,
while those from ladder diagrams are
Vˇ lads (k,k
′) = Γˇsχˆ0(p)Γˇs + Γˇsχˆ0(p)Γˇsχˆ0(p)Γˇs + · · ·
= Γˇsχˆ0(p)Γˇs[1− χˆ0(p)Γˇs]−1
and
Vˇ ladt (k,k
′) = Γˇtχˆ0(p)Γˇt + Γˇtχˆ0(p)Γˇtχˆ0(p)Γˇt + · · ·
= Γˇtχˆ0(p)Γˇt[1− χˆ0(p)Γˇt]−1,
where p = k + k′ and q = k − k′, and the matrix Aˇ is
related to matrix Aˆ through the following relation,
Aˇmn,m′n′ = Aˆnn′,m′m.
1. Matrix summation in the bubble diagrams
Below we write down the details on summing over the
two series of matrice in the bubble diagrams,
Aˆ = Γˆs − Γˆsχˆ0(q)Γˆt − Γˆtχˆ0(q)Γˆs
+Γˆsχˆ0(q)Γˆtχˆ0(q)Γˆt + Γˆtχˆ0(q)Γˆsχˆ0(q)Γˆt
+Γˆtχˆ0(q)Γˆtχˆ0(q)Γˆs + Γˆsχˆ0(q)Γˆsχˆ0(q)Γˆs + · · ·
and
Bˆ = Γˆt − Γˆsχˆ0(q)Γˆs − Γˆtχˆ0(q)Γˆt
+Γˆtχˆ0(q)Γˆtχˆ0(q)Γˆt + Γˆtχˆ0(q)Γˆsχˆ0(q)Γˆs
+Γˆsχˆ0(q)Γˆtχˆ0(q)Γˆs + Γˆsχˆ0(q)Γˆsχˆ0(q)Γˆt + · · ·
8where every term in Aˆ cotains odd number of Γˆs and
every term in Bˆ contains even number of Γˆs, and each
χˆ0 contribute one minus sign. To do this summation,
we multiple χˆ0(q) at both sides at first, then add them
together or substract one to another. Hence
χˆ0(q)Bˆ + χˆ0(q)Aˆ = χˆ0(q)(Γˆt + Γˆs)
×[1 + χˆ0(q)(Γˆt + Γˆs)]−1,
χˆ0(q)Bˆ − χˆ0(q)Aˆ = χˆ0(q)(Γˆt − Γˆs)
×[1 + χˆ0(q)(Γˆt − Γˆs)]−1.
Then we obtain that
Aˆ =
1
2
(Γˆt + Γˆs)[1 + χˆ0(q)(Γˆt + Γˆs)]
−1 − 1
2
(Γˆt
−Γˆs)[1 + χˆ0(q)(Γˆt − Γˆs)]−1,
Bˆ =
1
2
(Γˆt + Γˆs)[1 + χˆ0(q)(Γˆt + Γˆs)]
−1 +
1
2
(Γˆt
−Γˆs)[1 + χˆ0(q)(Γˆt − Γˆs)]−1.
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