In searching for and interpreting signals from binary mergers, gravitational wave detectors need information about the features of gravitational wave bursts generated by these strong field events. Numerical relativity will ultimately provide the answers, but not on the time scale needed by the first detectors. We propose here a method in which exact numerical solutions to Einstein's equations, for periodic sources and standing waves, are used as an approximation to the strong field quasistationary epoch of inspiral. We discuss how this approximation changes the mathematical nature of the computation, and we report on progress with this problem and on remaining challenges.
Introduction
The discovery of such astronomical exotica as quasars and pulsars conveyed astrophysical respectability on general relativity, so that by the 1970s the phrase 'relativistic astrophysics' was no longer an oxymoron. For questions about holes, especially questions involving gravitational radiation, it was not sufficient to use the mathematically beautiful solutions for isolated black holes, and exact solutions of Einstein's equations in realistic problems were out of the question. Our understanding of black-hole astrophysics depended very much on the approximation method of perturbations of a black-hole spacetime. Vince Moncrief had given the perturbation community, including me, a clearer and more useful insight into the computations we were doing, by relating our computed quantities to gauge invariants. I was lucky enough to have Vince work with me in Utah and to apply his mathematical insights to carrying forward black-hole perturbation techniques to a new level of difficulty: computations to second order in the perturbations [1] .
Today we must solve a different kind of problem in relativistic astrophysics. Ground based gravitational wave detectors, such as the US LIGO project, are already taking data, and space based detectors are well along in development. A primary goal for these instruments is the detection of signals from the end point of the inspiral of neutron stars, or of comparable mass binary black holes merging into a single final black hole.
can realistically be hoped is that codes, in the next few years, will be able to run for the order of one complete orbit. Something approaching this has already been carried out. Codes can now handle at least the inward plunge to the final merger, and (with black-hole perturbation techniques) the oscillations of the black hole formed in that merger.
With a number of co-workers, I have seen in this situation a strong argument that a new kind of approximation is needed, a form of approximation that was suggested some years ago by Detweiler and co-workers [8] . In its simplest terms, the argument is this: if the radius of the orbit is rapidly decreasing, then only a short time remains till formation of the final black hole; right now, or in the near future, supercomputer evolution codes will be able to handle this brief motion. If the radius of the orbit is not decreasing rapidly, then the quasicircular motion lacks the complexity of a fully dynamical spacetime, and this should provide the basis of a new approximation.
What we propose is to approximate the quasicircular motion with an exact solution of Einstein's equations for precisely circular, periodic sources and fields. Several warning flags are immediately raised at the thought of a periodic solution. First, for such a solution a radiation process has been going on forever, and the universe must be filled with an infinite amount of gravitational wave energy. It is not surprising, therefore, that a periodic solution cannot have well-behaved null infinity [9] . We do not consider this a fatal problem. The radiation-filled universe will become asymptotically flat, just not quickly enough to satisfy the peeling theorem. Our analysis will not require the peeling theorem, but only the existence of a weak wave zone. In our view, we are considering a limited portion of a spacetime that does satisfy the peeling theorem, a spacetime in which radiation has been generated only for a finite time. In our limited portion only, it is convenient to approximate the spacetime as periodic. The second warning flag cannot be so easily lowered. Since a periodic solution is both intuitively and mathematically incompatible with outgoing radiation, we will need to solve Einstein's equations, not for outgoing waves, but for standing waves.
Some results of this approach have already been published, but only for toy models with two spatial dimensions. Here I will review some of the recent progress, including new computational approaches and results of three-dimensional studies.
Periodic solutions of Einstein's equations and model theories
A periodic solution is visualizable as one in which the sources and field rotate rigidly at some angular frequency . In Minkowski spacetime described by cylindrical coordinates r, z, φ, a scalar field (r, z, φ − t), as a special case of (t, r, z, φ), is a simple example of a periodic field. The general statement of this periodicity property is that there exists a helical Killing vector [10] that is timelike close to a rotational axis and spacelike outside some topological cylinder around that axis. In the case of Minkowski space, the Killing vector is ∂ t + ∂ φ , which is timelike inside, and spacelike outside, the 'light cylinder' r = 1/ . For a full definition of helical Killing vectors, see Friedman et al [10] .
Specialization to a periodic solution dramatically changes the mathematical nature of field equations. While the general solution might require the evolution of initial data on a Cauchy hypersurface, there is no real 'evolution' in a periodic solution; the helical symmetry means that a change in time is equivalent to a change in azimuthal angle. The mathematical problem changes from an initial value problem to a boundary value problem, with boundaries on the radiative fields at large distances. The equations for this problem also change nature. The hyperbolic equations that propagate information forward in an unconstrained solution, change character for a helically symmetric solution. Inside the light cylinder, the Killing vector is timelike, so the solution is stationary. In keeping with this, the equations become elliptic.
Outside the light cylinder the Killing vector is spacelike, and the equations are hyperbolic. Boundary conditions (such as outgoing waves) are imposed on a large spherical outer boundary that in general intersects the light cylinder.
The change in character of the problem across the light cylinder suggests that matching at the light cylinder must be done, and that the problem is difficult if not impossible. In practice, the problem is very straightforward. One simply pays no attention to the light cylinder, and solves the boundary value problem for the appropriate condition on the outer boundary.
This procedure does not heed the usual wisdom that boundary value problems are well posed only if the boundary surrounds a region in which the problem is elliptical. A mixed (elliptic/hyperbolic) problem like ours does arise in other contexts, especially in transonic aerodynamics, but results on well posedness are limited to a small number of specific cases. We have not formally proved the well posedness of our problem, but we have a compelling informal proof: there has been no difficulty in computing solutions with outgoing or ingoing boundary conditions. We can, at least, give an intuitive argument for this counterintuitive outcome. A boundary value problem for a hyperbolic quasilinear differential equation typically fails because the solution is not unique (or is 'near' a problem for which the solution is not unique). The nonuniqueness can be thought of in terms of resonances of the hyperbolic field inside the cavity defined by the boundary. Such a resonance, though, is associated with Dirichlet or Neumann boundary conditions. For outgoing, or ingoing wave conditions, no such resonance applies. We do find the familiar bad behaviour (unstable solutions) when we impose Dirichlet or Neumann outer boundary conditions.
Though there appears to be no fundamental difficulty with the mixed problem for a periodic solution, there is a limitation on the numerical methods that can be used. The most efficient solvers for boundary value problems are relaxation methods or multigrid methods related to relaxation. These methods can be thought of as iterated local solutions in the computational grid of a Dirichlet boundary value problem. Such a method should not, and does not, work stably for the mixed problem. We have, at least tentatively, resigned ourselves to the use of other means of solving the large set of simultaneous equations for a boundary problem on a grid. This has not yet proved to be a limitation.
These questions about mixed partial differential equations help us to make an important argument about exploring a rather new approach to solving a problem: it is necessary to try out novel ideas on simplified model problems. For this reason we have been working primarily with scalar field models, both linear and nonlinear, in both two and three spatial dimensions. The well posedness of our mixed problem is, after all, present even in the apparently trivial case of a linear model in two spatial dimensions. There is an additional, and crucial, motivation for using simplified models: in these models, unlike Einstein's theory, it is consistent to have periodic motion with outgoing radiation. These models then, allow us to investigate the extent to which a standing wave solution (required for Einstein's theory) provides information about the outgoing solution. Much more will be said about this in the next section.
The model problem we have worked with most is a scalar theory in Minkowski space, with no gauge ambiguities, and with an especially simple nonlinearity. (With the nonlinearity omitted, this is equivalent, outside the source, to the field equation of the Nordström gravitation theory.) The field equation, outside the sources, takes the following form when expressed in spherical coordinates:
Here the coordinate ϕ is a corotating azimuthal coordinate, defined by ϕ = φ − t. It is easy to check that the scalar field (r, θ, ϕ) is Lie transported by the helical Killing vector
It is easy also to see in (1) the location of the light cylinder: it is where the coefficient of ∂ 2 ϕ changes sign. The nonlinear term F (r, θ, ) must not depend explicitly on t or φ if a periodic solution is to exist in general. We also require that the nonlinear term play a role that has some qualitative features similar to the nonlinearities in Einstein's theory. This important point will be detailed in the next section.
We have coupled this scalar field to two point sources placed symmetrically in the orbital plane (at r = r 0 , θ = π/2), at ϕ = 0 and ϕ = π , so that radiation will be primarily in the quadrupole mode, as in the gravitational case. These sources have been introduced in two ways: (i) by explicitly including point (delta function) sources as inhomogeneities, and (ii) by providing boundary data on small (approximately) spherical surfaces around the source points. The outgoing boundary conditions for (1) are the usual relationship ∂ r = −∂ t , which for our periodic scalar model, becomes ∂ r = ∂ ϕ .
In section 4, a discussion will be given of the several methods we are using to solve nonlinear field equations for both outgoing and standing wave outer boundary conditions. Here we will only briefly describe a particularly simple case, the outgoing solution of the model in (1). The field equation for this model can be written as
where L is a simple linear operator. The standard, most direct approach to solving this problem is to use a finite difference method. The value j of the field at each grid point j is treated as an unknown. The finite difference equations representing (2), along with the boundary conditions for (2), are written as
An initial guess (typically zero) is made for to fix the right-hand side of (2). The matrix M ij is then solved with a standard sparse matrix routine. The solution found is used as an improved estimate in the right-hand side of (3), and the procedure is iterated.
Standing waves and effective linearity
The way we will use the term 'standing waves' will be crucial to our method. There are (at least!) two significantly different meanings this term can have, both of which can be illustrated with the simple example of the transverse waves in a guitar string. A resonant oscillation of the string (say, after it is plucked) is probably the standing wave that first comes to mind. This oscillation has a frequency determined by the boundary conditions (separation of the fixed ends) and the wave speed. The frequency is independent of the details of the way the string is disturbed. Such a standing wave is of no interest to our periodic solution since we are interested in waves that are at the source angular frequency (or integer multiples of ). If we picture a source (a periodic transverse force) driving a guitar string whose ends are infinitely far away, we can imagine another kind of standing wave pattern, one that is synchronous with the driving force. This kind of standing wave can be thought of as the average of the solution for the outgoing waves driven by the periodic force, and the ingoing solution. This is the prototype of what we mean by standing waves. For a linear scalar model (1) with λ = 0, our standing waves are similarly constructed. For r greater than the radius of the particle orbits, a multipole mode of the outgoing solution is proportional to the product Y m (θ, ϕ)h (1) (m r), where Y m indicates a spherical harmonic, and h (1) a spherical Hankel function. The ingoing solution is similar, but uses h (2) . Since both solutions solve the same inhomogeneous equation (i.e., correspond to the same sources) a 'radiation-balanced' (half outgoing, half ingoing) superposition is also a solution. The modes of this standing wave solution turn out to be proportional to Y m (θ, ϕ)n (m r), where n is the spherical Neumann function. It should be noted that this standing wave solution is not the solution of a Dirichlet problem. The Neumann function Y m (θ, ϕ)n (m r) does vanish at some values of r, but the values of r are different for each , m set. There is, then, no r at which vanishes for all θ, ϕ. We could make the practical argument that only the quadrupole (m = 2) is important, but we would be left with a problem. If we were to specify the vanishing of the quadrupolar at some outer boundary, we would have to choose a precisely correct outer boundary location; this is not a useful way of specifying outer boundary data for a problem to which the solution is not known a priori.
Standing waves that are a radiation-balanced average of ingoing and outgoing waves have a particular usefulness: if we can solve the standing wave problem (as we hope to do in Einstein's theory), then we can deconstruct the solution into its ingoing and outgoing parts. In this way, we could extract the physically meaningful outgoing solution from the mathematically allowable standing wave solution.
These statements, of course, have simple meaning only for a linear theory. They do not immediately give us a meaning for 'standing wave' in a nonlinear theory. In looking for a definition, we must try to preserve, in approximate form, the feature that the standing wave can be deconstructed into equal-amplitude ingoing and outgoing waves, a property that we call 'effective linearity'.
We have studied two ways of defining standing waves computationally, both of which exhibit a very strong tendency to effective linearity. The first method is most easily understood by starting with the problem in (3) and specifically choosing outgoing boundary conditions. We call the inverse of this matrix M −1 out ij . Similarly, for ingoing boundary conditions ∂ r = ∂ ϕ , we call the matrix inverse M −1 in ij . We can then write an iterative standing wave solution as
where n indicates the nth iteration for the solution. We have previously used this method for nonlinear model problems in two spatial dimensions and have reported excellent agreement with effective linearity; standing wave solutions were very nearly equal to the radiationbalanced average of ingoing and outgoing solutions, even for strongly nonlinear examples [11] . We have recently applied this also to nonlinear scalar models in three spatial dimensions and again have found excellent agreement with effective linearity.
The special form of the nonlinearity in (1) is responsible for the simple method of (4), but the method can be extended to more general systems of quasilinear systems of partial differential equations [12] . For such a scalar theory we need to find a meaningful way to rewrite (2) in the form
We can then use an nth iteration n to construct L( n ) and Source( n ). Using this operator and this source we can solve with outgoing or ingoing boundary conditions. The inverse matrices in this case depend on the previous round of iteration, so the iterative equation for standing waves takes the form
Our second definition of standing waves is fundamentally different from the operational procedure above. This second definition makes the assumption that there is a weak wave zone at large radius, a zone in which the field equations are very nearly linear. In this wave zone we can decompose the field into multipoles. We require that every multipole of the weak waves be an equal mixture of outgoing (e.g., h (1) ) and ingoing (h (2) ) waves, as in the linear case. This, however, turns out to leave a remaining degree of freedom unfixed for each multipole. This remaining degree of freedom can be considered to be the phase relationship between the equal-amplitude ingoing and outgoing parts. It can also be thought of as the freedom to specify the amount present of the radiation-balanced solution (of the form Y m (θ, ϕ)j (m r) for the scalar case) that is not coupled to the source. For linear theory, this degree of freedom can be fixed by requiring that each radiation-balanced multipole have the minimum amplitude. (In the linear case this amounts to setting to zero the part of the radiation-balanced multipole that is not coupled to the source.) We have adopted this as a definition of 'standing wave' for nonlinear equations also. Like our first definition of standing wave, this definition leads to solutions that satisfy effective linearity, but this definition cannot easily be implemented numerically with standard techniques. A promising nonstandard numerical method for implementing it will be presented in the next section.
We conclude this section by discussing the all-important bridge between the physics and the mathematics. Our method of extracting the physically relevant solution is based on the notion of effective linearity, but why should effective linearity work? For a strongly nonlinear field theory, why should a standing wave solution (as we have defined it) be nearly equal to the average of the outgoing and ingoing solutions? The reason lies in the fact that general relativistic nonlinearities are significant only in the strong field spatial regions near the sources, where spacetime curvature is large. In choosing the nonlinear term in our scalar model (1) we have preserved this feature by using nonlinearities such as F = 3 /( 2 + 1). Intuition suggests that in the strong field source regions, the solution of the field equation is insensitive to distant boundary conditions. This intuition has been verified in our previously presented two-dimensional models [11] , and in recent three-dimensional studies. In this region then, the outgoing solution and the ingoing solution are almost indistinguishable, so averaging them produces a result that is almost indistinguishable from a solution of the field equations.
In the weak field zone, far from the sources, the fields are very sensitive to boundary conditions, but here the fields are weak, the field equation is approximately linear and averaging gives an approximate solution. The success of effective linearity then depends on the strong field zone being confined to the near field source region. This will roughly be the case if the size of the source, e.g., the orbital radius, is small compared to a wavelength or, equivalently, if the source motion is slow compared to the wave speed. We have found effective linearity to work very well in model problems with source speeds 30% the wave speed.
One argument for our picture of effective linearity is that our approximation requires radiation reaction forces to be weak compared to the 'Coulombic' forces that provide the centripetal acceleration. Radiation reaction forces can be related to the difference, at the source location, between the ingoing and outgoing fields. We assume that the converse is also true: small radiation reaction implies insensitivity to boundary conditions. Yet another explanation for the success of effective linearity comes from the picture of radiation generation to be given in the next section.
Numerical implementation and adapted coordinates
One of our definitions of 'standing wave' required decomposing the waves into multipoles. This is not a challenging numerical step if it is done as post-processing on a solution that has already been computed. But our multipole decomposition (and worse, minimization!) had to be part of the set of equations to be solved. In a finite difference approach, like that in (3), the matrix M ij would have to include equations that project out multipoles using weighted averages over a sphere. In coordinates other than spherical coordinates this would also require that explicit interpolation equations be part of M ij . An attempt to avoid these software-engineering challenges by using iteration, was complicated by the inapplicability of the most efficient boundary value solvers (relaxation and multigrid) due to the mixed nature of the problem, and was unsuccessful [13] . The use of spherical coordinates, to simplify multipole analysis, would be promising if the sources of the field were available as explicit inhomogeneities in the field equations. Instead, sources may be neutron stars whose interior structure must be simultaneously solved and matched to the vacuum exterior. Black-hole sources will be represented by boundary conditions on topologically spherical surfaces near the source points. In either case the source boundary is not well suited to spherical coordinates, and coordinate patches or interpolation would be necessary.
We have explored a very promising alternative: coordinates that are adapted to both the source regions and to the radiation regions. Coordinates of this type, for a two-dimensional problem, are sketched on the left side of figure 1. Here the standard Cartesian coordinates are included for clarity, with the x axis being chosen as the line joining the pair of point sources. At large distances from the sources (compared to the source separation) the surfaces of constant 'radial' coordinate χ approach circles centred on the origin; close to the sources these surfaces approach circles centred on the source points. Far from the sources the angular coordinate approaches the polar angle of coordinates centred on the origin; close to the sources, approaches the angle of a polar system about the source points. For our periodic solutions we want χ, to be a system which, at large radii, can be identified with r, ϕ. The χ, coordinates should therefore be thought of as rotating, with respect to an inertial reference frame, with angular velocity .
As shown on the right-hand side of figure 1, such a two-dimensional set of adapted coordinates can be promoted to a three-dimensional set using rotation about the line of sources, and the definition of an azimuthal coordinate , along with the usual changes of angular names and ranges. In working with these coordinates, we must be aware that there are two rotational axes: (i) the x axis of the figure, the axis used for the definition of the azimuthal coordinate, and (ii) the z axis, the axis about which these coordinates rotate with respect to an inertial frame. In practice, this has been found to cause very little difficulty.
For a scalar field problem, a computationally efficient way to define coordinates might be to choose the χ coordinate as a label of the static, = 0, solutions of the field equation [14] . In the → 0 limit, solutions would then be functions only of χ . The solutions of physical interest, with slow rotation, should therefore simplify.
We have chosen a related, but simplified system for our initial exploration of adapted coordinates. We use the equipotentials of the two-dimensional linear form of (1). Since these equipotentials are two-dimensional harmonic functions, their analytic form can be expressed with complex variable theory. These coordinates, in fact, turn out to be remarkably simple, as can be seen in their explicit relationship to Cartesian coordinates, 
Here a denotes the orbital radius (half the distance between the source points) and χ is a dimensionless radial coordinate equal to √ r 1 r 2 /a, where r 1 and r 2 are the distances from each of the source points. This coordinate system is convenient enough to have been used for centuries as 'bipolar coordinates'. It is also closely related to (but not as finely tuned as) thě Cadež coordinates [15] that were used in numerical work on head-on collisions of black holes. Because we can imagine the image on the left-hand side of figure 1 to be the stare of a space alien, we have taken to calling this system 'Roswell coordinates'.
The Roswell coordinates are so useful for handling the inner boundary conditions, that we have used them for this purpose even with some of our finite difference computations. The real value of such coordinates, though, is that they are suited to a decomposition of the radiation field into multipoles. In the context of a model problem we have used the Roswell coordinates as the basis of a simple spectral method for two-and three-dimensional versions of the field equation in (1). In the two-dimensional case, the spectral series for can be written as
This series is truncated at some maximum number of modes, and put into the homogeneous field equation, the two-dimensional equivalent of (2), with the source set to zero. We then project out individual Fourier components in the more or less usual way,
where W is some weight function. In this way we get as many ordinary differential equations as there are unknown Fourier coefficients a k (χ ). Even in the λ = 0 linear case, these equations do not decouple since the Roswell coordinates do not respect the rotational symmetry of the background problem. To solve the ordinary differential equations we must specify boundary conditions at some inner boundary χ min , and at some outer boundary χ max . We assume that x max 1 so that χ and are approximately equal to r and ϕ, the usual plane polar coordinates. The outgoing boundary condition ∂ χ = a ∂ , then turns out to be
For a solution of the field equation, these conditions are equivalent and only one need be (and can be) used for any Fourier mode.
To complete the specification of the outgoing problem, we need conditions at the inner boundary χ min . For m = 0 the a (m) S and a (m) C coefficients at small χ describe the multipole structure of the source. Our only requirement on this multipole structure is that the multipole moments behave near the source as χ −m (rather than χ +m ). We then put at χ min . The physics that allows this is instructive: the radiation at large distances is due to the circular motion of the 'monopoles', the point sources. The quadrupole radiation, for example, is not due to the quadrupole moment of the small source, but to the quadrupolar part of the motion of those monopoles. The choice of a (2) C or a (2) S at the inner boundary will have no discernible effect on the quadrupolar radiation at large χ . That quadrupolar radiation part of a (2) C will be 'generated' in the mathematics because the differential equation that contains d 2 a
C dχ 2 also contains the monopole a 0 . The same consideration applies, of course, to a (2) S , but we can only choose one of them at χ min because the size of the other is fixed by the outgoing condition (12) .
The success of this method can be impressively demonstrated in the linear case, for which a simple analytic solution exists as an infinite sum of Bessel functions. Using only three modes, the monopole a (0) and the two quadrupole modes a (2) S and a (2) C , we found solutions which had radiation amplitude that agreed with that of the analytic solution with an accuracy of around one per cent. To the accuracy of our numerical solution, this amplitude was unaffected by our choice for the quadrupole moment of the source, a (2) S (χ min ) or a (2) C (χ min ). The standing wave solution has some important differences from the outgoing solution. The radiation balance condition turns out to mean that we keep only the cosine terms. If we keep only the monopole and quadrupole (which again, turns out to give excellent accuracy) our spectral series only has two terms
Our two conditions for a C are a minimization condition, and an arbitrary choice. We choose an arbitrary value of a C (χ min ), and then, using an outward 'shooting' procedure, we adjust da C /dχ at χ min to get a minimum in the a C amplitude at large χ . Again, in the linearized case, the results agree with that of the analytic Bessel function series to around one per cent, and are very insensitive to the arbitrary choice we make at χ min . The three-dimensional version of this analysis is similar in spirit, but adds a few more details. If, for example, we want only the monopole and the quadrupole for a standing wave solution, our spectral series is
(The second angular function includes √ 2 so that its integral over all angles is unity.) The Y here are the spherical harmonics of angular arguments θ, ϕ defined with respect to the physically meaningful x, y, z axes of figure 1, but our computations are done using the Roswell angles , . The transformation to these angles is a simple example of the addition theorem for spherical harmonics
To find a standing wave solution, the differential equations for the multipole coefficients a 0 (χ ), a 20 (χ ) and a 2C (χ ) are solved with starting conditions at χ min that minimize the wave amplitude a 2C (χ ) at large χ . The computation for the outgoing solution requires adding a sine term a 2S (χ ) √ 2 Im{Y 22 (θ, ϕ)} and requires using a relationship analogous to (12) . Details of the three-dimensional computations will be published elsewhere. Here we point out only that the real increase in computational difficulty going from two-dimensional to three-dimensional models is that the projections, like those in (11), involve integration over two angles and are the computationally intensive step in the solution.
Typical results of the spectral computation are shown in figure 2. For this model the nonlinear term in (2) is
The exponential factor is added to help concentrate the nonlinearity around the source points. In the top plot of figure 2 the height of the surface is the value of the standing wave scalar field, in the plane of the binary orbit. This standing wave solution is the result of the procedure described above for the numerical minimization of wave amplitude in a radiation-balanced solution based on Roswell coordinates. For clarity, the monopole is subtracted here and in the plots below.
The middle plot in figure 2 shows the approximate outgoing solution extracted from the standing wave solution. To compute this approximation, the standing waves in the wave zone are interpreted to be half outgoing plus half ingoing. The approximation in the strong field zone is taken simply to be the standing wave solution. The bottom plot shows the 'true' outgoing solution, the solution to the nonlinear problem with outgoing boundary conditions. The agreement of this outgoing solution with the approximation above it is good to within a per cent or so.
Status, challenges and prospects
Computations have now been carried out on nonlinear two-and three-dimensional scalar models with a range of numerical approaches (finite difference with standard coordinates and with Roswell coordinates; finite difference with a finite element patch to improve truncation error at the origin; spectral series with the ordinary differential equations solved both by shooting and by boundary value methods).
Work is well underway on implementing a finite difference method for linearized gravity, both in spherical and in adapted (initially Roswell) coordinates. This work will allow us to study gauge issues, an important aspect of the work missing in scalar models. We had originally intended to base gauge fixing on the congruence of the Killing orbits [16] , but more recently have chosen to use the harmonic gauge [17] . In the continuum mathematics, the solution of the complete set of field equations for all components of the metric will satisfy the gauge conditions if the boundary data satisfy the gauge conditions. We will investigate whether this remains true in numerical solutions.
The last step, of course, will be the coding of the full Einstein theory. Our experience with scalar models suggests that nonlinearities do not add greatly to the computational difficulty, so it is possible that many of the technical issues will be ironed out in our development of the linearized gravity codes. The step to the full Einstein theory, will, however, introduce a new difficulty that is special to that theory. In model problems the choice of source and source motion can be made at the outset, and then the field created by the source can be found. In general relativity, the sources and the field (the spacetime geometry) are tightly coupled. In principle, we cannot specify the parameters (mass, angular velocity and separation) of our source, we must solve for them. The strong field version of Kepler's laws, in other words, must emerge from our solution. Our present understanding is that the process will be an exploration of the parameter space (e.g., trying different mass strengths for fixed and coordinate separation) and a search for a minimum of the amplitude of the gravitational waves in the weak field.
Once we can compute exact (i.e., numerical) solutions of Einstein's theory, we can take advantage of effective linearity and extract a good approximation for the energy going outward in gravitational waves. This will allow us to find the rate of mass-energy loss by the binary pair. We can use this rate to construct a time sequence of quasiperiodic orbits that approximates the slow inspiral of the binary. For this step, though, we face the same difficulty as do other quasistationary approaches. We need to know how to construct a sequence representing the 'same' objects. In the case of binary neutron stars the conservation of baryon number provides an unambiguous identifier. For black holes, at this point, it is not clear what the best approach is, but we have, at the very least, a much richer structure to exploit than exists for initial value solutions.
In addition to providing a quasistatic sequence, our periodic standing wave solutions can provide initial data for numerical evolution codes. More specifically, we can extract outgoing solutions from our standing wave solutions. Since (due to effective linearity) these standing wave solutions are approximate solutions to Einstein's equations, on a spatial surface they should give approximate solutions to the initial value equations. These approximate solutions can be made 'exact' using the York conformal decomposition [18] . Once evolution codes exist that can evolve for an orbit or so, those codes should show the continuation of the nearly periodic motion evolved from these initial data; these initial data then can serve as a useful test for code development. Much more important to the astrophysics is that the periodic standing wave solution can be used to construct a quasistationary sequence up to the point that rapid changes in the orbital radius begin. At that point, the periodic solution can provide the initial data for 'handing off' the problem to a numerical evolution code that can track the subsequent plunge, merger and ringdown of the final black hole. Much work remains, of course, before this can be done.
