Abstract. The Chow/Van der Waerden approach to algebraic cycles via resultants is used to give a purely algebraic proof for the algebraicity of the complex suspension. The algebraicity of the join pairing on Chow varieties then follows. The approach implies a more algebraic proof of Lawson's complex suspension theorem in characteristic 0. The continuity of the action of the linear isometries operad on the group completion of the stable Chow variety is a consequence.
Introduction
In [14] Lawson showed that a suitable stabilization C of the Chow variety of effective algebraic cycles on projective spaces is homotopy equivalent to the product i>0 K(Z, 2i) =: K(Z, even) of Eilenberg Mac Lane spaces K(Z, 2i). The proof of the equivalence is based on the complex suspension theorem, which is fundamental for Lawson homology [8] . The original proof of this theorem uses geometric measure theory. Here we provide an algebraic and, as we think, more elementary proof (Thm. 3.1) which goes back to the construction of Chow varieties via resultants [5] . Once the basic continuity statements are proved, we can stay close to the geometric intuition [14] , which is behind the measure theoretic arguments, by the Chow/Van der Waerden approach to Chow varieties. The main observation is that one can compute the Chow form of a suspended cycle (Prop. 2.2) from the original Chow form, showing that the suspension is an algebraic map.
In order to prove that the join pairing is algebraic (Thm. 2.3), hence continuous, one just has to combine the algebraicity of the complex suspension with well known results (Barlet [1] ). (Independently Barlet [2] obtained a proof of Thm. 2.3 using different methods.)
In [4] the join pairing was used to define an infinite loop space structure on K(Z, even) which is compatible with the infinite loop space structure on BU induced by Whitney sum. The required continuity statements (Lemma 4.1) for the operation of the linear isometries operad [4] also follow easily in the Chow/Van der Waerden picture. So there are three sets of results:
• The explicit description of Chow varieties and the complex suspension via Chow coordinates (sections 1, 2), which makes the join pairing an algebraic map.
• Another, more algebraic, proof of the complex suspension theorem in characteristic 0 (section 3). (For a quite different algebraization see [8] .) • The continuity of the action of the linear isometries operad on the group completion of a stabilized Chow variety (section 4), which makes the total Chern class map an infinite loop map.
Throughout this paper we work in the category kTop of compactly generated, weak Hausdorff spaces [18] . All proofs are given for algebraic cycles with support in P n (C) but they directly work for cycles with support on an algebraic subset X ⊂ P n (C) (see also [14] ), except that one has to take care of π 0 -phenomena (compare [8] , [14, p. 265 
]).
As a counterpart to this paper, one may view Dalbec [6] , who describes an algorithm for computing Chow coordinates of joins.
Review of the Chow/Van der Waerden approach to Chow varieties
There are many different ways to define the Chow form of a variety V ⊂ P n (C) ( [5] , [12] , [9] ). The definition of Chow and Van der Waerden is constructive and therefore very useful for proofs of algebraicity. We first introduce some notations and basic definitions: An algebraic set V K ⊂ P n (Ω) is called irreducible or a variety iff I K (V ) ⊂ K[x 0 , . . . , x n ] is prime. The dimension of a variety V K is its dimension as a topological subspace of P n (Ω) in the Zariski topology. It follows from the Noetherian Normalization Theorem [13, Chap. II, Thm. 3.1] that the dimension of V K ⊂ P n (Ω) is independent of the extension field Ω of K, which means
From now on, Ω will denote a fixed universal field in the sense of Van der Waerden [22] , given as the algebraic closure of C(U ), where U is a countably infinite set of algebraically independent elements over C. K is always a subfield of Ω with finite transcendence degree over C.
Given ξ = (ξ 0 , . . . , ξ n ) ∈ Ω n+1 , one can define K[ξ] := K[ξ 0 , . . . , ξ n ]. If ξ ∈ P n (Ω) then K[ξ] depends on the choice of a representative of ξ in Ω n+1 . The definition of a special representative of points in P n (Ω) makes this ring adjunction unique up to canonical isomorphisms. In the following the homogeneous coordinates of a point ξ will also be denoted (ξ 0 , . . . , ξ n ). Definition 1.2. Let (ξ 0 , . . . , ξ n ) = ξ ∈ P n (Ω) and i minimal such that ξ i = 0. Then
For every point ξ ∈ P n (Ω) the ring K[τξ] depends on choices of τ up to canonical isomorphisms, which extend to K-automorphisms of Ω. From now on the condition f (ξ) = 0, f ∈ K[x 0 , . . . , x n ], is understood as f (τξ) = 0 for ξ ∈ P n (Ω). Also one defines K(τξ) to be the quotient field of K [τξ] .
The advantage of viewing varieties in P n (K) as varieties in P n (Ω) over K is that varieties in P n (Ω) over K are completely described by single points in P n (Ω).
As with the definition of K[τξ] general points of a variety V K are only determined up to K-automorphisms of Ω, that is, if ξ is a general point of V K and σ a Kautomorphism of Ω, then (σ(ξ 0 ), . . . , σ(ξ n )) is a general point of V K , too. We also say the general points are conjugate to each other. It is easy to show that an algebraic set in P n (Ω) has a general point iff it is irreducible. One can also prove that the projective coordinate ring of a variety V K is naturally isomorphic to K [τξ] for a general point ξ of V K [22] . The isomorphism is given by
Therefore a variety V has infinitely many general points iff dim V > 0. For the definition of the Chow form of a variety over C one looks at the intersections of varieties over K with K-general hyperplanes.
Definition and Notation 1.4. Let u j i ∈ Ω, i = 0, . . . , n, j = 1, . . . , r, be algebraically independent over K. Denote
Observe that algebraic independence of the u Proof. [23, p. 140 ]. Lemma 1.5 proves the following theorem:
0-dimensional varieties over a field which is not algebraically closed consist of finitely many points. All of them are general points [22, §129] .
Construction and Definition 1.7. Let V C be as in Theorem 1.6. Further let 
n be algebraically independent over C(u 1 , . . . , u r ) and define 
is an ideal J(f ) ⊂ S, which is generated by determinants of matrices, where one fixed row of such a matrix consists of coefficients of one f j [22, § 130] . Therefore there is a set of elements in the polynomial ring in the coefficients of f 1 , . . . , f k over Z, whose image in S generates the ideal J(f ). Because the ideal J(f ) is generated by determinants, it is homogeneous in the coefficients of each f j , j = 1, . . . , k.
We also say J(f ) is the resultant of the homogeneous polynomials f 1 , . . . , f k . The ideal J(f ) has the following property [22, §130] : To see this let g 1 , . . . , g l ∈ S[x 0 , . . . , x n ] be homogeneous polynomials and I(g) be the ideal which is generated by g 1 , . . . , g l . Furthermore, let J(g) be the resultant of
Hence J(g) = 0 if and only if J(f ) = 0, which in turn implies that J(g) = J(f). Therefore we denote by J(f ) the resultant of the ideal I(f ).
The Chow form of a variety V C arises from the intersection with H n−r . If one cuts this 0-dimensional set with another sufficiently general hyperplane, the intersection is empty. Therefore one gets a set of homogeneous polynomials, whose resultant is not the zero ideal. In fact the radical of this resultant is generated by the Chow form:
of the resultant R of the following equations: 
The vanishing ideal of A is generated by the polynomials in (1). The projection pr 1 onto the first factor is again the set V C = pr 1 (A) and the projection pr 2 of A onto the second factor (P n (Ω)) r+1 gives us the zero set of R.
Now we can apply [21, I.6.3 Th. 8] to pr 1 and obtain that A is irreducible. Hence pr 2 (A) is irreducible, which proves that √ R is prime. Now we can prove the theorem:
Now view the polynomials in (1) as polynomials in
This means that the radical of the ideal which is generated by R in
is the ideal which is generated by F :
Cutting down with
And let σ be an element of the Galois group of Z over
, and the common divisor of h 1 and h 2 is 1. Now h 2 must be a divisor of F , and since F is irreducible and u 0 does not
Now it remains to show that
For the inverse inclusion we have to show that F ∈ √ R. We have already seen that
. This means that
Z is a Galois extension of C(u 1 , . . . , u r ) and the Galois group G(Z : C(u 1 , . . . , u r )) is finite. Furthermore, F and g i , i = 1, . . . , l are elements in C[u 0 , . . . , u r ] and therefore they stay invariant under the action of the group G(Z : C(u 1 , . . . , u r )).
Now one obtains:
and thez i are invariant under Galois action, hence elements in
We know that the polynomials (1) Therefore the space of r-dimensional varieties in P n (C) of degree d constitutes a subspace of P N (C) and hence it is canonically topologized.
Definition 1.11.
The Chow variety C r,• (P n (C)) as a set is the free abelian semigroup generated by the r-dimensional
n i V i is again the multidegree of the multihomogeneous form
The degree of cycles defines a natural filtration of the Chow variety C r,• (P n (C)).
Definition 1.12.
The Chow variety C r,d (P n (C)) is defined as follows:
The Chow variety C r,d (P n (C)) again can be topologized as a subset of P N (C), by the definition of Chow forms. Example 1.13. There are three natural homeomorphisms:
the Grassmannian of (r + 1)-dimensional linear subspaces of C n+1 . The Chow coordinates of a linear subspace coincide with its Plücker coordinates. 
Then it is easy to see that v ∈ Ω n+1 is an element of the zero set of L iff there is a skew symmetric matrix S satisfying v = Sp. Therefore the third condition can be reformulated as:
From a given Chow form F the support of the cycle, whose Chow form is F , can be determined:
be the Chow form of V C , and let S i be skew symmetric (n + 1) × (n + 1)-matrices whose entries s i j,k are algebraically independent over C. The coefficients of
Proof. 
Stabilizations and pairings of Chow varieties
The additive structure on the free abelian semi group C r,• (P n (C)) is given by formal addition of cycles, i. e. multiplication of the Chow forms of cycles. Therefore C r,• (P n (C)) is a topological semi group. In particular there is a continuous pairing
There is a second pairing on Chow varieties: Let V ⊂ P n (Ω) and W ⊂ P m (Ω) be varieties and There are other equivalent ways to define the join of varieties. For example let C(V ) and C(W ) be the affine cones of V and W , i. e. C(V ) is the zero set of I C (V ) in C n+1 . Then the join of V and W is uniquely determined by
From the second definition we deduce that the dimension of V #W is dim V + dim W + 1, and one also obtains V #W = (V #P m (C)) ∩ (P n (C)#W ). The join of two varieties is again a variety, and one wants to calculate the degree of the join of two varieties: The varieties V #P m (C) and P n (C)#W intersect transversally, hence by Bezout [19, Chap. 5, Thm. 5.16]:
By linear extension to algebraic cycles the join defines an associative pairing on Chow varieties:
) is algebraic and hence continuous. 
On the other hand the Chow form of Σ /V is obtained from points q l of one of the Σ /V j which are solutions of the equation:
This equation is equivalent to
and the entries of the matrix A are algebraically independent over C (u 1 , . . . , u r ).
Step 1: Observe the following injective ring homomorphism:
It is extendable to an automorphism ϕ of Ω. Then one obtains:
Now one can calculate the points q l from which the Chow form of Σ /V arises:
With this one determines the Chow form as in Construction 1.7. We start with the form G using the notations of 1.7 multiplied by (v d . Let I k be the index set
This calculation shows that the coefficients of the form G are polynomials in the coefficients of F V . These polynomials depend only on the dimension, the codimension and the degree of V .
Step 2: 
. . ,w) .
But F V (w, . . . ,w) must be zero, because the dimension of V is greater than 0, and As a corollary we obtain that the complex join is an algebraic map:
Theorem 2.3. The join map
is algebraic. In particular, it is a continuous map.
Proof. The image of the continuous map (#P n2 , P n1 #):
consists only on pairs of cycles whose irreducible components intersect transversally. Therefore the intersection pairing is well defined and analytic on the image of (#P n2 , P Now we want to define stabilizations of Chow varieties. For this purpose let L ∈ C r,1 (P n (C)) be a fixed linear subspace. Further let inc be the map of Chow varieties, which is induced by the inclusion inc :
The following diagram is commutative:
The map +L is obviously continuous. The continuity of the map inc follows directly from the definition of Chow forms. Hence we can define several stabilizations of Chow varieties:
Notation 2.4.
From the examples 1.13 one deduces that C 0 (P n (C)) is homeomorphic to the reduced infinite symmetric product SP(P n (C)), and that D(1) is homeomorphic to BU , the classifying space of U -bundles.
The spaces C r (P n (C)) and C are commutative topological monoids by formal addition of cycles with unit L, and C is a commutative topological monoid by formal addition of cycles with unit ∅ the empty cycle.
Intertwining coordinates, the join pairing extends to a multiplicative pairing on C, C, and D (1), which on the latter space coincides with the Whitney sum on BU . In the next section the homotopy type of C will be determined.
The Complex Suspension Theorem
The following theorem is due to H. B. Lawson [14] . We are providing a more algebraic proof of the theorem, as well as giving a few more details.
The Complex Suspension Theorem 3.1. The complex suspension
is a homotopy equivalence.
As in [14] the theorem will be proved in two steps. First one can show that Σ /C r,d (P n (C)) is a strong deformation retract of a space T d ⊂ C r+1,d (P n+1 (C)). The second step is to show that the inclusion T → C r+1 (P n+1 (C)) induces isomorphisms on homotopy groups. Definition 3.2. Let P n (C) ⊂ P n+1 (C) denote the hyperplane given by the equation x 0 = 0. Then define
Fixing an element of T 1 , whose intersection with the hyperplane P n (C) is the base point of C r,d (P n (C)), one defines T := lim
Let V ∈ C r+1,d (P n+1 (C)) and F V be the Chow form of V , and note that V is an element of
. This is obviously true for varieties, since F V generates the radical of a resultant by 1.10. Hence it is also true for cycles. This condition is polynomial in the coefficients of
. We first construct a homotopy φ on Chow varieties, induced by
. But first one has to check how this induced map is defined on Chow forms. a variety and f 1 , . . . , f k homogeneous generators of I C (V ). Then F V generates the radical of the resultant of
The Chow form of φ(V, t) is the generator of the radical of the resultant of
which is obviously the same as the radical of the resultant of
The algebraic independence of the u j i remains invariant under multiplication with t; hence the lemma is proved.
Suppose V lies in the image of Σ /. Then the vanishing ideal of each irreducible component is generated by polynomials in C[x 1 , . . . , x n+1 ], which means x 0 does not appear in these generators. Hence one obtains directly from the proof above that
On the other hand the algebraic independence of the u j i remains invariant under the multiplication with t which implies
The following lemma is very useful for this purpose:
) be a variety and F V be a fixed representative of the Chow form of V . Suppose
) is a general point of V for every t ∈ C * . Hence (tp Now we want to extend φ: Let V ∈ T d and F V be a fixed representative of the Chow form of V . Let k be the degree of F V ( t u 0 , . . . , t u r+1 ) as a polynomial in t. For {t n ∈ ]0, ∞[} n∈N one obtains a sequence {φ(V, t n )} n∈N in the Chow variety. If one divides the n-th element of this sequence by (t n ) k , the sequence remains invariant, because Chow forms are only determined up to a factor in C * . If lim n→∞ t n = ∞ we obtain that the original coefficients of (t n ) k remain invariant and the original coefficients of (t n ) l , l < k, tend to zero, showing that the sequence is convergent. Therefore φ(V, ∞) := lim 
The first part of the complex suspension theorem is proved. We need some preparations for the second part of the proof, where we have to check that the inclusion T → C r+1 (P n+1 (C)) induces isomorphisms on homotopy groups: Notation 3.6. In the following let z 1 := (1, 1, 0, . . . , 0) ∈ P n+2 (C) and
Further let pr 1 : P n+2 (C) − {z 1 } → P n+1 (C) be the projection from z 1 onto the hyperplane given by the equation x 0 = 0.
Suppose V ∈ C r+1,d (P n+2 (C)), then the algebraic set pr 1 (supp(V )) has dimension r + 1 because the projection is an algebraic map, and the restriction pr 1 | V has finite fibers (otherwise z 1 ∈ V ). Now we want to define a map π 1 for cycles V ∈ C r+1,d (P n+2 (C)) such that supp(π 1 (V )) = pr 1 (supp(V )). Let θ be the following ring homomorphism: 
But the resultant of (2) is surjectively (R. 1.9) mapped under θ onto the resultant of
Therefore the radical of the ideal which is generated by θ(F V )in C[ũ 0 , . . . ,ũ r ] is the radical of the resultant of (3). But the resultant of (3) is the same as the resultant of
To check this let v 0 , . . . , v r ∈ Ω n+2 be a zero of the resultant of (3). That means the equations
and therefore a solution of the equations
Therefore the radical of the resultant of (4) is a subideal of the radical of the resultant of (3). In the analogous way one checks the inverse inclusion. This shows that θ(
Since θ is a homomorphism of rings, we obtain for an arbitrary cycle V = 
where ∩ denotes the intersection of cycles in the sense of Barlet [1] .
We want to check that Ψ is well defined: First we have
) meets the point z 0 , and z 0 is not contained in the support of any element in Div k . Therefore a pair of cycles in Σ /C r+1,d (P n+1 (C)) × Div k is in general position and the intersection is well defined. The support of the resulting cycle is just the geometric intersection of the supports of the original cycles. Hence the support of the resulting cycle cannot contain the point z 1 , because z 1 is not contained in the support of any cycle in Div k . That means the map π 1 is well defined in this situation.
The maps Σ /, Φ, and π 1 are algebraic and ∩ is analytic; hence Ψ is analytic. Ψ has nice geometric properties. First the map Ψ( , , 0) is multiplication by k.
Moreover it moves subsets of
Proof. The support of an element in Σ /C r,d (P n (C)) can be viewed as a union of points lying on lines through points (0, p 1 , . . . , p n+1 ) and (1, 0, . . . , 0) in P n+1 (C). Therefore it suffices to check the case r = 0 and d = 1. Ψ first takes the complex suspension of this line l. The complex suspension is cut with a cycle D ∈ Div k , and the common points of D and l are projected from z 1 to the hyperplane x 0 = 0 in P n+2 (C). See Figure 1 . Therefore the support of Ψ(l, D, t) is a closed subset of l which has dimension 1. But a closed 1-dimensional subset of a line is the line itself.
For a fixed D ∈ Div k the map Ψ is a homotopy. We now determine which divisors D ∈ Div k move V ∈ C r+1,d (P n+1 (C)) to an element in T dk . There is an isomorphism F := (π 0 | π
A proof of this lemma is given in [14, pp. 286, 287] , where no arguments of continuity are needed, one only has to check this pointwise.
For a fixed cycle V ∈ C r+1,d (P n+1 (C)) let B(V ) denote the set of those cycles D ∈ Div k such that Ψ(V, D, 1) ∈ T dk . As one has already seen
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P n (C) For simplicity we assume H to be the zero set of x n+2 = 0. In this situation the set Div k can be viewed as a subset of the polynomials of degree ≤ k in x 0 , . . . , x n+1 . And the set B(V ) ⊂ Div k is the set of those polynomials, which vanish on F (V ) ∩ C n+2 .
Since F (V ) is r + 1-dimensional, if one projects F (V ) ∩ C n+2 onto a linear subspace of dimension r+1, then without loss of generality the image of F (V )∩C n+2 has dimension r + 1, too, because F (V ) ∩ C n+2 contains regular points. Up to linear isomorphisms one can suppose the linear subspace to be the zero set of x r+1 = · · · = x n+1 = 0.
In this situation a polynomial f ∈ C[x 0 , . . . , x r ] can only vanish on the image of F (V ) ∩ C n+2 under the projection, if f = 0. This is obvious, because the zero set of f is a r-dimensional subset of the linear subspace. It follows that C is homotopy equivalent to the weak product 
is algebraic.
Proof. The complex join is algebraic and building orthogonal complements is an algebraic map on the Grassmannian. Hence it suffices to check that (f ⊕ f ) * :
is algebraic. We shall calculate the Chow form F (f ⊕f ) * (c) of the cycle (f ⊕ f ) * (c).
We can extend the map (f ⊕ f ) to an automorphism of the vector space C 2m by choice of the orthogonal complement of V ⊕ V in C 2m . This automorphism is given by an invertible (2m × 2m)-matrix A over C.
