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Розглянуто створення алгоритму роботи двошарової штучної 
нейронної мережі в середовищі Visual Studio 2008. 
Штучні нейронні мережі (ШНМ) дозволяють вирішувати задачі, які 
важко представити в формалізованому вигляді. До таких задач традиційно 
відносять задачі класифікації та розпізнання образів. 
На рис. 1 зображено схематичну модель ШНМ. 
 
 
Рис. 1. Схема ШНМ 
 
Алгоритм навчання: 
1. Подання вхідних значень Хі та бажаних значень виходів ШНМ Di. 
Генерація початкових вагових коефіцієнтів Wi. Розрахунок Ui , Yi .  
Ui=ΣXi*Wi+Wi0   
Yi=f(U) – функція активації – сигмоїдальна 
2. Розрахунок значень зміни похибки δi вихідного шару 
δi=(Yi-Di)dYi/dUi 
ΔWij=-η*δi*Yj 
3. Розрахунок значень зміни похибки δi попереднього шару 
δ= (Σδi*Wij)dYj/dUj 
ΔWij=-η*δj*Yk 
4. Коригування вагових коефіцієнтів ШНМ 
Wij(t+1)=Wij(t)+ΔWij(t+1) 
5. Розрахунок нових значень Ui , Yi, використовуючи нові вагові 
коефіцієнти Wij. Порівняння нових значень Yi  та Di, якщо похибка 
вагома, повертаємось до пункту 2, в іншому випадку закінчуємо 
навчання. 
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