Predicción de series de tiempo con  redes cascada-correlación by Velásquez Henao, Juan David et al.
INGENIERÍA E INVESTIGACIÓN VOL. 30 No. 1, ABRIL DE 2010 (157-162) 
 
                                                                                                                                                                                                                  157  
Predicción de series de tiempo con redes cascada-correlación 
  
Time series forecasting using cascade correlation networks  
 
Juan David Velásquez1, Fernán Alonso Villa2 y Reinaldo C. Souza3 
 
RESUMEN  
Las redes neuronales, y en particular los perceptrones multicapa (MLP), han sido reconocidos como una de las más poderosas 
técnicas para estimar series de tiempo; sin embargo, la técnica de redes cascada-correlación (CC) es un fuerte competidor para 
pronosticar series temporales pues incorpora mejoras a los problemas de identificabilidad estadística del modelo del MLP. En és-
te artículo se compara el rendimiento de las redes CC respecto de otras técnicas, entre ellas el MLP, ANN y Arima, usando va-
rias series de tiempo no lineales del mundo real, con el fin de determinar si las CC ofrecen buenos resultados en la práctica. Los 
resultados indican que las redes CC, en la mayoría de los casos, son superiores a los MLP, ANN y Arima, logrando errores me-
nores en magnitud que los reportados en la literatura usando dichas técnicas, mientras que en relación a DAN2 se lograron e-
rrores cercanos e incluso mejores. 
Palabras clave: cascada-correlación, redes neuronales, series de tiempo, predicción, entrenamiento, validación, perceptrón mul-
ticapa, DANN2, Arima.  
 
ABSTRACT 
Artificial neural networks, especially multilayer perceptrons, have been recognised as being a powerful technique for forecasting 
nonlinear time series; however, cascade-correlation architecture is a strong competitor in this task due to it incorporating several 
advantages related to the statistical identification of multilayer perceptrons. This paper compares the accuracy of a cascade-co-
rrelation neural network to the linear approach, multilayer perceptrons and dynamic architecture for artificial neural networks 
(DAN2) to determine whether the cascade-correlation network was able to forecast the time series being studied with more accu-
racy. It was concluded that cascade-correlation was able to forecast time series with more accuracy than other approaches. 
Keywords: cascade correlation, neural network, time series, forecasting, fit, validation, multilayer perceptron, DAN2, Arima. 
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Introducción 
A través del tiempo se han desarrollado un gran número de técni-
cas para la predicción y el modelado de series temporales, debido 
principalmente a la importancia de este problema en muchas 
áreas del conocimiento. Por ejemplo, dichos modelos son usados 
en el  campo empresarial para pronosticar  los cambios en la de-
manda de determinado producto, tomar decisiones sobre niveles 
de inventario, insumos, etcétera.   
Ha sido comúnmente aceptado que muchas series temporales po-
seen comportamientos que no pueden ser modelados de la mejor 
forma usando un modelo lineal. Es así entonces como se han veni-
do aplicando técnicas no lineales al modelado y la predicción de 
series de tiempo, entre ellas: Arima (autoregressive integrates mo-
ving average) (Box y Jenkins,  1976); ARCH (autoregressive heteros-
cedastic model) de Engle (1982); ANN (artificial neural networks), 
ampliamente discutidas por Hornik y Stinchcombe (1989) y 
DAN2, descrito por Ghiassi et al. (2005) y Saidane y Ghiassi 
(2005). De dichas técnicas, los modelos de redes neuronales, y en 
particular los perceptrones multicapa (MLP, por sus siglas en in-
glés), han sido ampliamente usados en muchos casos prácticos, y 
se ha demostrado su utilidad y valor en la solución de este proble-
ma. Velásquez y Montoya (2005) desarrollaron un modelo híbrido 
para la predicción del índice de precios al consumidor en Colom-
bia, mientras que Velásquez y González (2005) modelaron la diná-
mica del índice de tipo de cambio real colombiano. Su éxito se 
debe a que dichos modelos son aproximadores  universales de 
funciones que están definidas en un dominio compacto (Hornik y 
Stinchcombe, 1989; Cybenko, 1989; Funahashi, 1989). No obs-
tante, el proceso de especificación de un MLP es difícil debido a la 
gran cantidad de pasos metodológicos que requiere, a los criterios 
subjetivos en cuanto a cómo abordar cada paso, y a que los resul-
tados obtenidos en cada etapa son críticos.   
Uno de los aspectos que dificultan el proceso de especificación es 
la falta de identificabilidad estadística del modelo. Las diversas 
consideraciones sobre este tema son el punto inicial para plantear 
modificaciones sobre la especificación del perceptrón multicapa, 
de modo que se obtengan nuevas configuraciones que puedan 
modelar y pronosticar series no lineales de una forma más simple y 
permitan obtener mejores resultados en comparación con otros 
modelos.  
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Desde este punto de vista, la red neuronal artificial conocida como 
cascada-correlación (CC) propuesta por Fahlman y Lebiere (1990) 
presenta ventajas conceptuales muy interesantes con relación al 
problema de identificabilidad de los MLP. Además, modificando 
un MLP es posible obtener una red CC. 
Aunque una red CC podría realizar la regresión de funciones no li-
neales con una precisión superior a un MLP tradicional, en la lite-
ratura más relevante no se han reportado comparaciones entre los 
MLP y las  redes CC cuando se modelan o pronostican series tem-
porales no lineales, y consecuentemente, esta hipótesis no ha sido 
demostrada en la práctica. Así, un objetivo de este artículo es el de 
establecer una base para la comparación de MLP y redes CC. En 
este orden de ideas, en la literatura tampoco se ha comparado el 
rendimiento de las CC con respecto a técnicas como DAN2 y 
ANN al pronosticar series de tiempo. Asimismo, otro objetivo es el 
de establecer si las redes CC tienen un rendimiento apropiado 
para el pronóstico de series. 
En este artículo se presentan las redes CC como un modelo facti-
ble para el pronóstico de series temporales y  posiblemente supe-
rior a los MLP. Además, se realiza el análisis de tres casos reales 
para determinar si realmente existen ganancias derivadas del uso 
de  redes CC en comparación con MLP, y resultados obtenidos 
por otros autores al estimar series de tiempo con otros modelos de 
redes neuronales, tales como DAN2, dado que en la literatura más 
relevante no se encuentra una comparación empírica de dichas 
técnicas contra CC que permita establecer si es beneficioso pro-
nosticar series de tiempo con redes CC. 
A continuación se presenta el modelo del MLP y las dificultades de 
su proceso de especificación. Igualmente, las redes CC y las venta-
jas conceptuales que posee sobre los MLP. Seguidamente, se des-
criben los casos de análisis utilizados y se analizan los resultados 
obtenidos. Finalmente, se concluye.  
El modelo 
Un perceptrón multicapa (MLP, por sus siglas en inglés) es un tipo 
de red neuronal que imita la estructura masivamente paralela de 
las neuronas del cerebro. Desde un punto de vista matemático, es 
un modelo que puede aproximar cualquier función continua defi-
nida en un dominio compacto con una precisión arbitraria previa-
mente establecida (Hornik y Stinchcombe, 1989; Cybenko, 1989; 
Funahashi, 1989). En la práctica, los MLP se han caracterizado por 
ser muy tolerantes a información incompleta, inexacta o contami-
nada con ruido (Masters, 1993), por lo que han sido usados en la 
modelación empírica de series temporales no lineales; Zhang et ál. 
(1998) presentan una revisión general sobre el estado actual, 
mientras que aplicaciones específicas son presentadas por Heravi 
et ál. (2004) y Kuan y Liu (2000), entre muchos otros. 
Una serie temporal se define como una secuencia  de observa-
ciones en el tiempo y1, y2, …, yT, para la cual se pretende construir 
una función que permita obtener yt en función de sus valores pasa-
dos, yt-1, yt-2,…,yt-p. Dicha  función puede ser especificada como 






























              (1) 
donde  los parámetros  Ω =  [β*,  βh,  α*,h, αp,h],   h = 1…H,  p = 
1…P son estimados usando el principio de máxima verosimilitud 
de los residuales, que equivale a la minimización de una función 
de costo definida usualmente como el error cuadrático medio. La 
ecuación (1) equivale a un modelo estadístico no paramétrico de 
regresión no lineal (Sarle, 1994). En (1) se asume que εt sigue una 
distribución normal con media cero y varianza desconocida σ2. H 
representa el número de neuronas en la capa oculta. P es el núme-
ro de rezagos de la variable dependiente. Y g(·) es la función de 
activación de las neuronas de la capa oculta. En el contexto de las 
series temporales el modelo puede ser entendido como una com-
binación lineal ponderada de la transformación no lineal de varios 
modelos autorregresivos. En la Figura 1 se exhibe una representa-














Figura 1. Perceptrón multicapa con tres entradas y una salida 
La especificación del MLP  
El proceso de especificación de un MLP es difícil debido a la gran 
cantidad de pasos metodológicos que requiere ( la selección de las 
entradas, la determinación de las neuronas de la capa oculta, la 
estimación de los parámetros (Ortiz et ál., 2007), etc.) ,  a los crite-
rios subjetivos en cuanto a cómo abordar cada paso, y a que los 
resultados obtenidos en cada paso son críticos.  
Uno de los aspectos que dificultan el proceso de especificación es 
la falta de identificabilidad estadística del modelo. Esto se refiere a 
que los parámetros óptimos no son únicos para una configuración 
específica de un modelo (número de entradas, cantidad de neuro-
nas en la capa oculta, funciones de activación, etc.), y un conjunto 
de datos dado, debiéndose a que: 
-Se pueden obtener múltiples configuraciones idénticas en com-
portamiento cuando se permutan las neuronas de la capa oculta, 
manteniendo vinculadas las conexiones que llegan a dichas neuro-
nas. 
-Cuando las neuronas de la capa oculta tienen funciones de acti-
vación simétricas alrededor del origen, la contribución neta de la 
neurona a la salida de la red neuronal se mantiene igual si se cam-
bian los signos de los pesos que entran y salen ella.  
-Si los pesos de las conexiones entrantes a una neurona oculta e-
quivalen a cero, es imposible determinar el valor del peso de la 
conexión de esa neurona oculta a la neurona de salida. 
-Si el peso de la conexión de una neurona oculta hacia la neurona 
de salida es cero, es imposible identificar los valores de los pesos 
de las conexiones entrantes a la neurona oculta. 
Las consideraciones anteriores sobre la identificabilidad del mode-
lo son el punto inicial para plantear modificaciones sobre la espe-
cificación del MLP de manera tal que se obtengan nuevas configu-
raciones que puedan modelar y pronosticar series no lineales de 
una forma más simple y permitan obtener mejores resultados en 
comparación con otros modelos.    
Las redes cascada correlación 
La red neuronal artificial conocida como cascada-correlación (CC) 
propuesta por Fahlman y Lebiere (1990) está diseñada siguiendo 
VELÁSQUEZ, VILLA, SOUZA 
  
                         INGENIERÍA E INVESTIGACIÓN VOL. 30 No. 1, ABRIL DE 2010 (157-162)    159 
el esquema de crecimiento de red; se comienza con una red míni-
ma sin capas ocultas, es decir, con sólo algunas entradas y uno o 
más  nodos de salida. Las neuronas ocultas son agregadas una a 
una en la red, obteniendo de esta forma una estructura multicapa. 
En la figura 2 se presenta el esquema de una red CC.  En el proce-
so de adición de neuronas ocultas a la red, cada nueva neurona 
recibe una conexión sináptica de cada una de las neuronas de en-
trada y también de las neuronas ocultas que la preceden. Luego 
de agregar la nueva neurona oculta, los pesos sinápticos de su en-
trada son congelados, mientras que los pesos de su salida son en-
trenados repetidamente. Este proceso es continuo hasta que se al-
canza un rendimiento satisfactorio.  
Las redes CC presentan ventajas conceptuales muy interesantes 
con relación al problema de identificabilidad de la especificación 
del MLP. A partir de un MLP puede obtenerse una red CC rea-
lizando las siguientes modificaciones: 
-Se restringe a que la función de activación de las neuronas de la 
capa de salida sea lineal. 
-Se agregan conexiones desde las neuronas de entrada hasta la 
neurona de salida. Esto equivale a introducir dentro del modelo 
una componente que es la combinación lineal de las entradas. Tal 
modificación facilita que el modelo pueda capturar la componente 
lineal del conjunto de datos estudiado. 
-Desde la j-ésima neurona de la capa oculta se agregan conexiones 
de salida que entran a las neuronas j+1, j+2, … Esto tiene el e-
fecto de  evitar que las neuronas de la capa oculta puedan permu-
tarse, por lo que se reduce la multiplicidad de modelos con de-
sempeño similar.  
Así, de una red CC puede obtenerse un MLP imponiendo algunas 
restricciones a los pesos de las conexiones.   
 
Figura 2. Esquema de una red cascada-correlación, por Fahlman y Lebiere 
(1991). 
Consecuentemente con lo anterior, una red CC podría realizar la 
regresión de funciones no lineales con una precisión superior a un 
MLP tradicional. Eso (el problema general de regresión) ya ha sido 
abordado en la literatura; pero el problema del modelado y la 
predicción de series temporales es más complejo que el de regre-
sión, pues se debe tener en cuenta el orden de los datos así como 
las nuevas propiedades estadísticas que este ordenamiento induce 
sobre la información. 
Casos de aplicación 
En esta sección se presenta la comparación entre las redes CC y los 
modelos MLP y DAN2 para distintas series de tiempo reales y para 
varias configuraciones de los modelos de redes neuronales. Las 
series utilizadas son “Pasajeros de una aerolínea”, de Box y Jen-
kins,  “Usuarios de un servidor de Internet” y “Equipos contra la 
contaminación”, ampliamente estudiadas en la literatura por diver-
sos autores. Para la comparación, según sea el caso, se toma el 
MSE o SSE al pronosticar  cada serie con diferentes modelos de re-
des CC; los mejores resultados obtenidos por Ortiz et ál. (2007) al 
pronosticarlas con MLP; los registrados por Ghiassi et ál. (2005) al 
pronosticarlas con modelos DAN2; y los reportados por otros au-
tores. Así, se compara el desempeño de CC contra el del MLP y 
DAN2 a través del SSE o MSE, y con fines ilustrativos se presentan 
algunos resultados obtenidos en otras investigaciones.  Las tres se-
ries mencionadas fueron elegidas debido al comportamiento no li-
neal que poseen, como se puede apreciar en las figuras 3, 4, 5.  
Primer caso: Pasajeros de una aerolínea 
Esta serie de tiempo contiene el registro del número total de pasa-
jeros transportados al mes por una aerolínea, desde enero de 1949  
hasta diciembre de 1960. Cada uno de los trece modelos, conteni-
dos en la Tabla 1 fue estudiado por Faraway y Chatfield (1998) uti-
lizando un modelo de redes neuronales (ANN), por Ghiassi et ál. 
(2005) mediante DAN2 y por Ortiz et ál. (2007) con un MLP. Para 
cada modelo los datos de la serie se transformaron utilizando la 
función logaritmo natural; se usaron los primeros 120 datos para 
entrenamiento y los 12 últimos para validación, tal como fue reali-
zado por Faraway y Chatfield (1998). En la figura 3 se muestran los 
valores reales y los pronosticados empleando el modelo 1 de CC 
de la tabla 1. 
Faraway y Chatfield (1998), Ghiassi et ál. (2005) y Ortiz et ál. 
(2007) reportaron de cada uno de los modelos de la tabla 1 la su-
matoria del error medio cuadrático (SSE) para las muestras de en-
trenamiento y validación, al pronosticarlos con DAN2 y MLP, res-
pectivamente. Se pronóstico la serie con los modelos respectivos 
de CC y se estimó el estadístico de ajuste para las muestras en en-
trenamiento y de validación.   





















Figura 3. Valores real y pronosticado para la serie de pasajeros de una aero-
línea. 
En la tabla 1 se resumen los resultados obtenidos; nótese que los 
errores logrados con CC para los modelos 1, 4, 6, 7, 9, 10 y 13, 
tanto en entrenamiento como en validación, son mejores que los 
reportados con ANN, MLP y DAN2. 
Para los modelos 2, 11 y 12 (tabla 1), en entrenamiento, los erro-
res obtenidos con CC son 26,98%, 20,32% y 38,99%  mayores 
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que los reportados con DAN2, respectivamente. Sin embargo, es-
tos errores son tolerables dado que están relativamente cercanos a 
los reportados con DAN2 y  son menores que los proporcionados 
por ANN y MLP. Además, los errores alcanzados en validación re-
sultan menores que los reportados con ANN, MLP y DAN2 para 
los tres modelos en cuestión. 
Tabla 1. Sumatoria del error cuadrático para diferentes modelos pronosticando 
la serie del primer caso. 
 
De la Tabla 1, los errores logrados con CC en entrenamiento para 
los modelos 3, 5 y 8 son menores que los reportados con ANN, 
MLP y DAN2, mientras que en validación los errores obtenidos 
con CC para los modelos 3, 5 y 8 son  51,22%, 56,71%, y 16,67% 
más altos que los logrados con MLP, respectivamente. No obstan-
te, se puede considerar que estos errores de validación son tolera-
bles, al ser menores que los hallados con DAN2 y ANN. 
En la tabla 2 se presentan 4 modelos estudiados por Ghiassi et ál., 
(2005) mediante DAN2; en los modelos 2 y 3 las redes CC fueron 
superiores a DAN2, tanto en entrenamiento como en validación. 
Sin embargo, en el modelo 1 y 4 DAN2 fue superior en entrena-
miento y CC en validación. 
Tabla 2. SSE para diferentes modelos pronosticando con DAN2 y CC la serie 
del primer caso. 
 
Claramente, para esta serie en particular, 7 de los 13 modelos de 
CC de la Tabla 1 fueron superiores que los modelos de ANN, MLP 
y DAN2; además, al pronosticar los 13 modelos todos los errores 
fueron cercanos a los reportados en la literatura. Entonces, los mo-
delos de CC son una opción viable para pronosticar esta serie. 
Segundo caso: Usuarios de un servidor de Internet 
Esta serie temporal registra el número de usuarios que iniciaron se-
sión en un servidor de Internet durante 100 minutos, para un total 
de 100 observaciones. Fue estudiada por Makridakis et ál. (1998) 
mediante modelos Arima,  Ghiassi et ál. (2005) con DAN2. Ade-
más, en Makridakis et ál. (1998) se afirma que esta serie refleja la 
no estacionalidad del proceso que representa. En los experimen-
tos, de los 100 datos se tomaron los primeros 80 para entrena-
miento, y los restantes para validación, tal como lo hicieron 
Ghiassi et ál. (2005).  En la figura 4 se presentan los valores reales y 
los pronosticados de la serie de tiempo con el modelo CC-1 de la 
tabla 3. 
Se experimentó con varios modelos pronosticando la serie de este 
caso hasta obtener un error menor que el reportado en Ghiassi et 
ál. (2005) para ANN y Arima y que también fuera cercano a los 
obtenidos con DAN2, en la tabla 3 se resumen los errores logrados 
y reportados, tanto en entrenamiento como en validación. Los re-
sultados indican que los errores hallados con los dos modelos de 
CC (CC-1 y CC-2) son menores que los reportados con ANN y Ari-
ma. Comparando los modelos similares de CC y DAN2, para el 
error de entrenamiento del modelo CC-1 es 54,83% más alto que 
el reportado para DAN2-1, mientras que para validación es 
22,21% más alto. Asimismo, el error de entrenamiento del modelo 
CC-2 es 8,43% más alto, y en validación lo es 8,79%; los errores 
logrados tanto con CC-1 como en CC-2 son relativamente cerca-
nos a los reportados  con modelos similares de DAN2. Claramen-
te, estos errores son aceptables, y los modelos mencionados de CC 
son adecuados para pronosticar en particular la serie de este caso. 


















Figura 4. Valores real y pronosticado para la serie de tiempo de usuarios de un 
servidor de Internet. 
Tabla 3. Error cuadrático medio para diferentes modelos pronosticando la serie 
del segundo caso. 
Modelo Rezagos Neuronas Entrenamiento Validación 
DAN2-1 1,2,3 – 1.810 4.150 
CC-1 1,2,3 5 4.007 5.335 
ARIMA 1,2,3,4 – 9.760 8.110 
ANN 1,2,3,4 N/D 7.000 9.250 
DAN2-2 1,2,3,4 – 2.780 3.870 
CC-2 1,2,3,4 5 3.036 4.243 
Tercer caso: Equipos contra la contaminación 
En la serie de este caso se encuentra almacenado el envío mensual 
de equipos contra contaminación desde enero de 1986 hasta oc-
tubre de 1996, para un total de 130 datos. La serie fue estudiada 
por Makridakis et ál. (1998) mediante modelos Arima, y por 
Ghiassi et ál. (2005) a través de DAN2. Además, los datos mues-
tran una tendencia a  fluctuar con el tiempo en una magnitud va-
riable, demostrando una no estacionalidad en la varianza 
(Makridakis et ál., 1998); esto se puede apreciar en la figura 5, 
donde se despliegan los valores reales y pronosticados usando el 
modelo CC2 de la tabla 4. En los experimentos se transformó la 
serie utilizando la función logaritmo natural (base - e); se usaron 
los primeros 106 datos para entrenamiento y los 24 últimos (dos 
años) para validación, tal como fue realizado por Makridakis et ál. 
(1998). 
Similar al segundo caso, se experimentó con varios modelos pro-
nosticando la serie de este caso hasta obtener un error menor que 
el reportado en Ghiassi et ál. (2005) para ANN y Arima y que tam-
bién fuera cercano a los reportados con DAN2, en la tabla 4 se re-
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sumen los errores alcanzados y reportados tanto para entrena-
miento como para la validación de 12 y 24 meses, es decir, 1 y 2 
años, respectivamente. Los resultados indican que los errores lo-
grados con los dos modelos de CC son menores que los reporta-
dos con ANN y Arima. Comparando los modelos similares de CC y 
DAN2, el error de entrenamiento del modelo CC-1 es 48,19% 
más alto que el reportado para DAN2-1, mientras que para valida-
ción del primer año es 20,97% menor, y para la validación del se-
gundo año es 23,78% mayor. Además, el error de entrenamiento 
del modelo CC-2 es 23,78% más alto, en validación de un año lo 
es 7,22% y de dos años 75,82%. Finalmente, los errores con CC-3 
en entrenamiento, validación (1 año) y validación (2 años) son 
64,19%, 82,14% y 36,64% mayores, respectivamente. 































Figura 5. Valores real y pronosticado para la serie de equipos enviados contra 
la contaminación 
Tabla 4. Error cuadrático medio para diferentes modelos pronosticando la serie 
del tercer caso. 
Modelo Rezagos Neuronas Entrenamiento Validación  
(1 Año) 
Validación 
 (2 Años) 
ARIMA  1,2,3,12,13,14,15 – 0.0520 0.0250 0.2680 
DAN2-1 1,2,3,12,13,14,15 – 0.0200 0.0150 0.0250 
CC-1  1,2,3,12,13,14,15 4 0.0386 0.0124 0.0328 
ANN 1…12 N/D 0.0540 0.1930 0.1460 
DAN2-2 1…12 – 0.0190 0.0180 0.0200 
CC-2 1…12 3 0.0264 0.0194 0.0827 
DAN2-3 1…15 – 0.0130 0.0100 0.0230 
CC-3 1…15 2 0.0363 0.0560 0.0363 
Los errores con CC-1, CC-2 y CC-3 son menores que los reporta-
dos con ANN y Arima, además, están relativamente cercanos a los 
reportados  con modelos similares de DAN2. Claramente, estos 
errores son tolerables, y los modelos mencionados de CC resultan 
ser una opción razonable para pronosticar en particular la serie de 
este caso. 
Conclusiones 
En este trabajo se muestra que las redes neuronales, y en particular 
los MLP, han sido reconocidos como una de las técnicas más ade-
cuadas para modelar y pronosticar series de tiempo; sin embargo, 
su proceso de  especificación es difícil debido a la falta de identifi-
cabilidad estadística del modelo. Es así como el tipo de redes CC 
se presenta como una solución atractiva, toda vez que incorpora 
varias soluciones a dichos problemas.   
Además, se ha probado experimentalmente pronosticando tres se-
ries de tiempo del mundo real, que las redes cascada-correlación 
son una técnica apropiada para el pronóstico de series temporales. 
Dado que en la mayoría de modelos usados para los experimentos 
las CC mostraron ser superiores a los MLP, ANN y Arima, revelan-
do errores menores en magnitud que los reportados en la literatura 
con estas técnicas, es decir, CC alcanzó un mejor rendimiento que 
el reportado con MLP, ANN y Arima. Además, varias veces se lo-
graron errores cercanos, e incluso menores, que los reportados 
con DAN2. Consecuentemente, las redes CC son una arquitectura 
alternativa para modelar y predecir series temporales.  
Esta investigación tiene un impacto asociado al desarrollo de nue-
vos conocimientos en el área de la predicción, que se ve impacta-
da por la incorporación de la red cascada-correlación al conjunto 
de técnicas usadas para el modelado y la predicción de series de 
tiempo, así como por la aplicabilidad práctica que tiene. Ello es 
debido a que hay un valor agregado relacionado con la utilidad 
del modelo para representar la dinámica de series financieras y 
económicas. 
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