A polynomial is real-rooted if all of its roots are real. For every polynomial f (t) ∈ R[t], the Hermite-Sylvester theorem associates a quadratic form Φ 2 such that f (t) is real-rooted if and only if Φ 2 is positive semidefinite. In this note, for every positive integer m, an 2m-adic form Φ 2m is constructed such that f (t) is real-rooted if and only if Φ 2m is positive semidefinite for some m if and only if Φ 2m (x 1 , . . . , xn) is positive semidefinite for all positive integers m.
Let f (t) be a polynomial of degree n ≥ 1 with real coefficients, and let λ 1 , . . . , λ n be the (not necessarily distinct) roots of f (t). The polynomial f (t) is real-rooted if all of its roots are real. Hermite and Sylvester [1, 2] proved that f (t) is real-rooted if and only if the quadratic form in n variables
is positive semidefinite. The purpose of this note is to construct a sequence of 2madic forms Φ 2m (x 1 , . . . , x n ) in n variables such that f (t) is real-rooted if and only if Φ 2m (x 1 , . . . , x n ) is positive semidefinite for some positive integer m if and only if Φ 2m (x 1 , . . . , x n ) is positive semidefinite for all positive integers m.
Consider the n-ary m-adic form
For example, for the polynomial t 2 − 1 with real roots λ 1 = 1 and λ 2 = −1, we obtain the binary m-adic form
Thus,
For the polynomial t 2 + 1 with nonreal roots λ 1 = i and λ 2 = −i, we obtain the binary m-adic form
The polynomial f (t) has real roots if and only if the n-ary 2m-adic form Φ 2m (x 1 , . . . , x n ) is positive semidefinite for some positive integer m if and only if the n-ary 2m-adic form Φ 2m (x 1 , . . . , x n ) is positive semidefinite for all positive integers m.
Proof. Let p(t) be the polynomial defined by (2), and let Φ 2m be the n-ary 2m-adic form defined by (1). Let x1 . . . xn ∈ R n . If the root λ ℓ of the polynomial f (t) is real, then p(λ ℓ ) 2m ≥ 0. It follows that if every root of the polynomial f (t) is real, then the form Φ 2m is positive semi-definite.
The non-real roots of a polynomial with real coefficients occur in complex conjugate pairs. Suppose that f (t) has a non-real root. Renumbering the roots λ 1 , . . . , λ n of f (t), we can assume that λ 1 is non-real and that λ 2 = λ 1 . We have λ 1 = λ 2 . If µ is the multiplicity of the root λ 1 , then µ is also the multiplicity of the root λ 2 . The method of Lemma 2 of Nathanson [1] produces a polynomial p(t) ∈ R[t] of degree at most n − 1 such that p(λ 1 ) = e πi/2m , p(λ 2 ) = e −πi/2m . and p(λ ℓ ) = 0 for ℓ = 3, 4, . . . , n. We have p(λ 1 ) 2m = p(λ 2 ) 2m = −1.
There exists x1 . . .
xn
∈ R n such that
x j t j−1 .
We have
and so Φ 2m is not positive semidefinite. This completes the proof.
Theorem 1 suggests the following problems. Let f (t) be a quadratic polynomial. Is there a binary cubic form Φ 3 associated with f (t) such that the form Φ 3 determines if f (t) has real roots?
More generally, given a polynomial of degree n, does there exist a homogeneous n-ary form of odd degree Φ 2m+1 associated with the polynomial such that the form Φ 2m+1 determines if the polynomial has real roots?
