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CONSTRAINED SEMILINEAR ELLIPTIC SYSTEMS ON RN
WOJCIECH KRYSZEWSKI AND JAKUB SIEMIANOWSKI
ABSTRACT. The existence of solutions u in H1(RN ,RM)∩H2loc(RN ,RM) of the coupled semilinear system of
second order elliptic partial differential equations on RN of the form
P[u] = f (x,u,∂u), x ∈ RN ,
under pointwise constraints is considered. The problem is studied via the constructed suitable topological
invariant, the so-called constrained topological degree, which allows to get the existence of solutions of ab-
stract problems considered as L2-realizations of the approximating sequence of systems obtained by the trun-
cation of the initial system to bounded subdomains. The key step of the proof consists in showing the relative
H1-compactness of the sequence of solutions to the truncated systems by the use of the so-called tail esti-
mates. The constructions rely on the semigroup approach combined with topological methods, as well as
invariance/viability techniques.
1. INTRODUCTION
In the paper we discuss the existence of solutions u ∈ H1(RN ,RM) to a strongly coupled system of
semilinear elliptic partial differential equations
(1) P[u] = f (x,u,∂u), x ∈ RN ,
where ∂u is the Jacobian matrix of the unknown function u : RN → RM. Here, f : RN×RM×RM×N → RM
is a vector-valued function and P is a linear second-order elliptic partial differential operator of the form
P[u] = −∑Ni, j=1 ∂i(Ai j∂ ju) +∑Ni=1Bi∂iu+Cu with the coefficients Ai j, Bi and C being functions from RN
into RM×M , the space of M×M matrices. In applications such systems describe steady states of evolution
processes involving M unknown species or quantities subject to diffusion P and the forcing term f including
the advection or drift effects. The form of P allows interactions between species occur on the diffusion level,
too (see e.g. [11] and more recent [31]). We look for solutions u to (1) satisfying pointwise constraints of
the form u(x) ∈ K(x) for a.a. x ∈ RN , where the set K(x)⊂ RM is closed and convex.
Constrained problems of this form arise in various applications, where natural bounds for the unknown
quantities are present. For instance, experimentally obtained lower and upper threshold values σk,τk (de-
pending on x) are often given and solutions u = (u1, . . . ,uM) satisfying σk(x) 6 uk(x) 6 τk(x) a.e. for
1 6 k 6 M are sought-after. As it also seems, constrained solutions appear sometimes a posteriori as a
by-product consequence of assumptions relaxing the standard growth condition. This is the case when the
method of sub- and supersolutions is applied, e.g., if Ω ⊂ RN is bounded, f : Ω×R→ R is sufficiently
regular and there are constants α 6 06 β such that
(M) f (x,α)> 0, f (x,β ) 6 0 for x ∈Ω,
then there is u ∈ H10 (Ω) such that −∆u(x) = f (x,u(x)) and α 6 u(x) 6 β for a.a. x ∈ Ω (see also [30],
[37] and [38]). The technique relying on the so-called „invariant regions” or „rectangles” is often used to
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show the global existence in time of parabolic evolution problems as well as the related stationary problems.
The mentioned method is related to the method of upper and lower solutions and akin to arguments started
apparently almost 90 years ago by Max Müller [39], [40]; conditions like (M) (and their relatives) are
sometimes called the Müller conditions (see [49], [50, §12.IV, §32.V]).
There is a vast bibliography on invariant sets (or the so-called viablity theory – the term used mainly by
French and Romanian mathematicians) for nonlinear parabolic systems of the form ut +P[u] = f (u) on a
bounded Ω and their elliptic counterparts (2). In the elliptic case we prefer to talk about constraints since
no evolution takes place. The reader is referred especially to the seminal work of Amann [3], the books [35]
of Martin and [48, Theorem 14.7, p. 200] of Smoller. These and other authors deal mainly with a bounded
Ω and a closed convex bounded set K(·) = K (i.e., K(·) is independent of x ∈ Ω) containing the origin. For
instance the case Ai j = ai jI, B
i = biI and C = cI for i, j = 1, . . . ,N, where ai j,bi,c ∈ R and I stands for the
M×M identity matrix, and K is an arbitrary convex set is studied in [7, 44, 45, 51]. The case Ai j = δi jD,
where δi j is the Kronecker delta, D = diag(d1, . . . ,dM), B
i =C = 0, and K = {u ∈ RM | G(u) 6 c}, where
G : RM → R is a quasi-convex function was studied, e.g., in [2, 43]. A different situation was considered in
[11] and [48]; the authors deal with Ai j = δi jD, where D is an M×M not necessarily diagonal matrix and
Bi =C = 0. In [3, 28, 29], matrices Ai j, Bi and C are diagonal and K is a rectangle (or the Cartesian product
of closed convex and bounded sets), while in [28,29] K is no longer constant but K(x) = {u ∈RM | σk(x)6
uk 6 τk(x),k = 1, . . . ,M}, where σ ,τ : Ω→RM. In all of theses papers the forcing term f (x,u, ·) is, roughly
speaking, assumed to be directed inward the set K for x ∈Ω and u ∈ ∂K.
As it appears, the form of coefficients Ai j, Bi andC, i, j= 1, . . . ,N, along with the shape of the constraining
sets implicitly imply their invariance with respect to homogeneous problem ut +P[u] = 0. This actually
follows from an appropriately used version of the maximum principle, since the componentwise or the norm
maximum principle for parabolic or elliptic systems can be interpreted as the invariance of an orthant or a
ball, respectively.
The above-mentioned „inwardness” condition is subsumed by the tangency expressed in the language of
convex analysis. This has already been observed in [35] and thoroughly discussed in [10], where a part of
the theory development (not reflected elsewhere) is presented with a detailed bibliography. A variety of the
so-called Nagumo, Pavel’s and other conditions are formulated and studied there.
In the present paper we deal with a general elliptic operator P and a general convex constraint K(x)⊂RM,
x ∈ Ω ⊆ RN (see Sections 1.2.2 and 4.3); conditions implying the invariance of constraints under the flow
induced by P are imposed in assumption 2.1 and studied in Subsections 4.3 and 4.4. The nonlinearity f in
(1) satisfies relaxed regularity conditions and is subject to the tangency condition (see assumption 1.2).
Due to the lack of compactness general fixed point methods are not readily applicable to solve (1) directly.
In this case, we establish the existence of a solution by solving a sequence of the approximating Dirichlet
boundary value problems truncated to Ωn, n ∈ N, where Ωn = B(0,Rn) is the open ball with Rn → ∞.
Roughly speaking, a solution is obtained then as a limit of those approximate solutions. For that reason
along with (1) we study problems of the form
(2) P[u] = f (x,u,∂u), u|∂Ω = 0, u(x) ∈ K(x), x ∈Ω,
where Ω is an open bounded subset of RN .
For a bounded Ω our results follow from more general abstract results concerning a problem
(3) A(u) = F(u), u ∈K,
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whereK is a closed convex subset of a Banach space X ,A :D(A)→ X is a sectorial operator in X , F :U→ X
is a continuous map defined on an open subset U of Kα := K∩Xα with Xα being the fractional space
corresponding to A, α ∈ [0,1). Such a framework creates a convenient abstract scheme for (2), where A
corresponds to the Lp-realization of P, F is the superposition operator generated by f and K = {u ∈ Lp |
u(x) ∈ K(x) a.e}. Even though A is resolvent compact, the existence of solutions to (3) can hardly be
obtained via a direct use of the Leray–Schauder theory. There are two difficulties: firstly, in general F is
only locally bounded and Kα is unbounded, secondly, K and Kα have empty interiors. Moreover, neither A
nor F maps K (or Kα ) into K so the Leray–Schauder fixed point index of maps on absolute neighborhood
retracts cannot be employed, too. We propose instead to apply a topological invariant responsible for the
existence of solutions of (3). The construction of the so-called constrained topological degree is the next
subject of the paper, see Subsection 4.5. It relies on the assumption of the so-called tangency of F and the
invariance of K with respect to the semigroup generated by −A.
A similar abstract scheme has also been considered in [26], where K and F(Kα) are assumed to be
bounded. Roughly speaking, the existence results obtained in [26] were based on approximations similar
to (4.19) but based on the Schauder fixed-point theorem rather. However, the boundedness assumptions do
restrict the applications significantly.
The paper is organized as follows. We recall some standard notation and introduce the problem below. In
the case of a bounded domain, the existence of constrained solutions to the problem is established in Section
2 (see Theorem 2.5). The case Ω = RN is studied and the main result (Theorem 3.4) is proved in the third
section. In the last section we recall some relevant information about sectorial operators, we discuss the
invariance of closed convex sets (see, e.g., Propositions 4.4, 4.5) , we study some examples of the sets of
constraints and, in Subsection 4.5, we provide the construction of the constrained topological degree and its
properties.
1.1. Preliminaries. Throughout the paper RN denotes the standard N-dimensional real Euclidean space
and RM×N the space of M ×N real matrices. The norm in RN or RM×N is denoted by | · |; the scalar
product in RM (resp. the Frobenius product in RM×N) is denoted by 〈·, ·〉. For example if ξ ,ζ ∈RM×N , then
〈ξ ,ζ 〉 := ∑Mk=1∑Nl=1 ξklζkl and |ξ |2 := 〈ξ ,ξ 〉. By ⊺A we denote the transpose of a matrix A.
By Ω ⊆ RN we usually denote a bounded domain of class C2. Given a locally integrable map u =
(u1, . . . ,uM) from Ω toR
M, ∂u is the distributional Jacobian matrix of u, i.e., ∂u := [∂iuk(·)]k=1,...,Mi=1,...,N ∈RM×N ,
where ∂iuk :=
∂
∂xi
uk is the i-th partial derivative understood in the sense of distributions; ∂iu := [∂iuk]
M
k=1 is
the i-th column of ∂u. Given a multi-index α ∈ ZN+, ∂ α := ∂ α11 . . .∂ αNN and |α |= ∑Ni=1αi.
Lp(Ω,RM), 16 p< ∞, denotes the space of measurable functions u : Ω→RM such that |u|p is Lebesgue
integrable with the standard norm ‖u‖Lp(Ω,RM) := (
∫
Ω |u(x)|p dx)1/p; L∞(Ω,RM) is the space of measurable
functions u : Ω→ RM with ‖u‖L∞(Ω,RM) := esssupx∈Ω |u(x)| < ∞.
W k,p(Ω,RM) (resp. W k,p0 (Ω,R
M)), k ∈ N, 16 p6 ∞, stands for the Sobolev space of functions u : Ω →
RM having weak partial derivatives up to order k in Lp(Ω,RM) (resp. and vanish at the boundary, in the
sense of the trace) with the standard norm
‖u‖W k,p(Ω,RM) :=
(
∑
|α |6k
‖∂ αu‖pLp
)1/p
if p< ∞, and ‖u‖W k,∞(Ω,RM) = ∑
|α |6k
esssup
x∈Ω
|∂ αu(x)|.
We write Hk (resp. Hk0 ) instead ofW
k,2 (resp. W k,20 ); clearly H
1
0 (R
N ,RM) = H1(RN ,RM). By H−1(Ω,RM)
we denote the dual of H10 (Ω,R
M).
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It is convenient to consider the seminorms | · | j,p,Ω, where 06 j 6 k, inW k,p(Ω,RM) putting
|u| j,p,Ω :=
(
∑
|α |= j
‖∂ αu‖pLp
)1/p
.
If M = 1, then symbol RM will be suppressed form the notation concerning spaces.
1.2. The problem and general assumptions. We study the existence of solutions to the following system
of elliptic equations
(1.1) P[u] = f (x,u,∂u), x ∈Ω,
where either Ω = RN or Ω is a bounded domain in RN and u = (u1, . . . ,uM) : Ω → RM. If Ω is bounded,
then (1.1) is studied subject to the Dirichlet boundary condition u|∂Ω = 0. In both cases we are interested in
the existence of solutions u to (1.1) such that
(1.2) u(x) ∈ K(x) for a.a x ∈Ω,
where K(x) ⊂ RM for each x ∈ Ω. General assumptions 1.1 concerning K(·), 1.2 concerning f and 1.3
concerning P are presented below. These assumptions will be discussed, illustrated and appropriately com-
plemented in the following subsections.
Assumption 1.1. We assume that:
(1) for each x ∈Ω, K(x) is nonempty closed and convex subset of RM;
(2) for any openU ⊂ RM, the set {x ∈Ω | K(x)∩U 6= /0} is (Lebesgue) measurable (1);
(3) there is m ∈ L2(Ω) such that supu∈K(x) |u|6 m(x) for a.a. x ∈Ω.
For x ∈Ω, let r(x, ·) be the metric projection of RM onto K(x):
(1.3) |u− r(x,u)| = d(u,K(x)) := inf
w∈K(x)
|u−w|, u ∈ RM.
Then r : Ω×RM → RM is well-defined; for any x ∈Ω, r(x, ·) is nonexpansive and, hence,
|r(x,u)| 6 d(0,K(x))+ |u| 6 m(x)+ |u|
for all u∈RM and a.a. x∈Ω. By (2) and [6, Cor. 8.2.13], for any u∈RM, r(·,u) is measurable. Therefore, in
view of the Krasnosel’skii theorem on superpositions, the Nemytski operator u 7→ r(·,u(·)) maps L2(Ω,RM)
continuously into itself. Given u ∈ L2(Ω,RM), r(·,u(·)) is an L2-selection of K(·), i.e., r(x,u(x)) ∈ K(x) for
a.a. x ∈Ω.
In Subsection 4.4 we present some examples of K(·) satisfying the above conditions.
Assumption 1.2. Let f : Gr(K)×RM×N →RM, where Gr(K) := {(x,u) ∈Ω×RM | u ∈ K(x)} is the graph
of K(·). We assume that
(1) f is a Carathéodory map, i.e., for a.a. x ∈Ω, f (x, ·) : K(x)×RM×N → RM is continuous and for all
u ∈ RM, ξ ∈ RM×N the map f (·,u,ξ ) defined on {x ∈Ω | u ∈ K(x)} is measurable (2);
(2) there are β ∈ L2(Ω), c> 0, 16 s< N+4N and 16 q< N+4N+2 such that
(1.4) | f (x,u,ξ )| 6 β (x)+ c(|u|s+ |ξ |q), x ∈Ω, u ∈ K(x), ξ ∈ RM×N ;
1This means that the set-valued map Ω ∋ x 7→ K(x)⊂RM is measurable; see [6] for details.
2Observe that in view of assumption 1.1 (2) the set {x ∈ Ω | u ∈ K(x)} is measurable for any u ∈ RM , so the condition makes
sense.
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(3) f (x, ·, ·) is tangent to K(x), i.e., for a.a. x ∈Ω and for all u ∈ K(x), ξ ∈RM×N
(1.5) f (x,u,ξ ) ∈ TK(x)(u),
where TK(x)(u) is the tangent cone to the set K(x) at u (see Section 4.1 for the definition of the
tangent cone).
Condition (3) means that for all x ∈ Ω, u ∈ K(x) the forcing vector field driven by f (x,u, ·) with its tain
at u is directed inward the set K(x). It will be illustrated and discussed below (see Sections 4.2 and 4.3).
Note that the growth condition (2) is considered on Gr(K) only. If, for instance Ω is bounded, K(·) = K,
where K ⊂ RM is convex and compact, f is continuous and depends only on u, then no growth condition is
necessary at all.
Assumption 1.3. By P we denote a linear differential operator in the divergence form
(1.6) P[u] :=−
N
∑
i, j=1
∂i
(
Ai j(x)∂ ju
)
+
N
∑
i=1
Bi(x)∂iu+C(x)u,
where the coefficients Ai j = [Ai jkl ]
M
k,l=1, B
i = [Bikl ]
M
k,l=1 and C = [Ckl]
M
k,l=1 are functions from Ω into R
M×M
such that Ai jkl ∈C0,1(Ω)∩L∞(Ω), Bikl,Ckl ∈ L∞(Ω) for 16 i, j 6 N, 16 k, l 6M.
The operator P acts on a column vector-valued function u = ⊺(u1, . . . ,uM) in the sense of distributions
returning the vector-valued function P[u] : Ω→ RM with components
P[u]k =−
N
∑
i, j=1
M
∑
l=1
∂i
(
Ai jkl∂ jul
)
+
N
∑
i=1
M
∑
l=1
Bikl∂iul +
M
∑
l=1
Cklul, k = 1, . . . ,M.
With P we associate a bilinear form B on H10 (Ω,R
M) given by
B[u,v] :=
∫
Ω
(
N
∑
i, j=1
〈Ai j∂ ju,∂iv〉+
N
∑
i=1
〈Bi∂iu,v〉+ 〈Cu,v〉
)
dx(1.7)
=
∫
Ω
(
N
∑
i, j=1
M
∑
k,l=1
Ai jkl∂ jul∂ivk+
N
∑
i=1
M
∑
k,l=1
Bikl∂iulvk+
M
∑
k,l=1
Cklulvk
)
dx
for u,v ∈ H10 (Ω,RM). Clearly B is bounded
|B[u,v]| 6 c‖u‖H1(Ω,RM)‖v‖H1(Ω,RM)(3),
where the constant depends on the L∞(Ω)-norms of Ai jkl , B
i
kl and Ckl . Observe that for u ∈ H2loc(Ω,RM) the
expression P[u](x) makes sense for a.a. x∈Ω and P[u]∈ L2loc(Ω,RM); if u∈H2(Ω,RM)∩H10 (Ω,RM), then,
by the Green identity, B[u,v] = 〈P[u],v〉L2 for any v ∈ H10 (Ω,RM).
Definition 1.4. We say that u ∈ H10 (Ω,RM) is a weak solution of (1.1) if for any v ∈ H10 (Ω,RM)
B[u,v] =
∫
Ω
〈 f (x,u,∂u),v〉dx.
If u ∈ H10 (Ω,RM)∩H2(ω ;RM) for any bounded open ω ⊂ Ω and P[u] = f (·,u,∂u) a.e. in Ω, then u is a
called a strong solution.
3We adopt the usual convention to denote by c a general positive constant, that may vary from line to line. Peculiar dependence
on parameters will be emphasized in parantheses when needed.
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Remark 1.5. (i) Note that the definition of a weak solution makes sense since, for any u,v ∈ H10 (Ω,RM),
〈 f (·,u.∂u),v〉 ∈ L1(Ω). Indeed, in view of ( f2),
(1.8)
∫
Ω
〈 f (x,u,∂u),v〉dx 6
∫
Ω
| f (x,u,∂u)||v|dx 6 c(I1+ I2+ I3),
where
I1 :=
∫
Ω
β |v|dx 6 ‖β‖L2(Ω)‖v‖L2(Ω,RM), I2 :=
∫
Ω
|u|s|v|dx, I3 :=
∫
Ω
|∂u|q|v|dx.
In order to estimate I3, let p := 2q
−1. Then p > 1 and let p′ := p(p− 1)−1 = 2(2− q)−1. It is easy to see
that p′ ∈ [2,2∗) (4). Since H1(Ω,RM)⊂ Lp′(Ω,RM), by the Hölder inequality we have
I3 6
(∫
Ω
|∂u|pq dx
)1/p(∫
Ω
|v|p′ dx
)1/p′
6 c‖∂u‖q
L2(Ω,RM)
‖v‖H1(Ω,RM)
6 c‖u‖q
H1(Ω,RM)
‖v‖H1(Ω,RM).
Now suppose that 1 6 s < N+2N and let t := 2s
−1 > 1 and t ′ := t(t− 1)−1. It is easy to see that t ′ ∈ [2,2∗).
Hence v ∈ H1(Ω,RM)⊂ Lt ′(Ω,RM) and, by the Hölder inequality
I2 6 c‖u‖sL2(Ω,RM)‖v‖H1(Ω,RM).
For N+2N 6 s<
N+4
N we let t := 2
∗(2∗−1)−1 and t ′ := 2∗. Then ts ∈ [2,2∗) so, by the Hölder inequality
I2 6
(∫
Ω
|u|ts dx
)1/t(∫
Ω
|v|t ′
)1/t ′
6 c‖u‖sH1(Ω,RM)‖v‖H1(Ω,RM).
Summing up, (1.8) implies that given u∈H1(Ω,RM), a mappingH1(Ω,RM)∋ v 7→ ℓ(v) := 〈 f (·,u,∂u),v〉L2
is a well defined linear functional and |ℓ(v)|6 c‖v‖H1(Ω,RM). Thus, u ∈H10 (Ω,RM) is a weak solution if and
only if
B[u,ϕ ] =
∫
Ω
〈 f (x,u,∂u),ϕ〉dx
for any ϕ ∈C∞0 (Ω,RM).
(ii) The definition of a strong solution also makes sense since, arguing as above, if u ∈ H2loc(ω ,RM) for
some ω ⊂Ω, then f (·,u,∂u) ∈ L2(ω ,RM). Clearly strong solutions are weak. If a weak solution u belongs
to H2(ω ,RM) for any bounded open ω ⊂ Ω, then u is a strong solution. In particular if Ω is bounded, then
a weak solution u ∈ H10 (Ω,RM) is strong if and only if u ∈ H2(Ω,RM).
2. BOUNDED DOMAIN
In this section Ω is a smooth bounded domain in RN . We are going to establish the existence of strong
solutions to (1.1), (1.2), i.e.,
(2.1) P[u] = f (x,u,∂u), u|∂Ω = 0,
such that
(2.2) u(x) ∈ K(x) for a.a x ∈Ω,
where K(·), f and P satisfy assumptions 1.1, 1.2 and 1.3, respectively.
Assumption 2.1. We make the following additional assumptions
4Given 16 p< N, p∗ stands for the Sobolev critical exponent, i.e., 1p∗ =
1
p − 1N , in particular 2∗ = 2NN−2 .
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(1) the operator (1.6) is elliptic in the sense of the Legendre-Hadamard condition, i.e., there is an
ellipticity constant θ > 0 such that for any ζ ∈ RN and p ∈ RM
(2.3)
N
∑
i, j=1
〈Ai jζ jp,ζip〉=
N
∑
i, j=1
M
∑
k,l=1
Ai jkl(x)pk plζiζ j > θ |p|2|ζ |2.
(2) the graph Gr(K) is viable (or invariant) with respect to the ‘diffusion’ flow; this means that, for fixed
T > 0 given u0 ∈ L2(Ω,RM) such that u0(x)∈K(x) for a.a. x∈Ω, the weak solution u : [0,T ]×Ω→
RM to the corresponding linear parabolic Cauchy problem
(2.4) ut +P[u] = 0, u(0, ·) = u0, u|∂Ω = 0
stays in Gr(K), i.e., u(t,x) ∈ K(x) for all t > 0 and a.a. x ∈Ω.
Recall that a function u ∈ L2(0,T ;H10 (Ω,RM)) such that u′ ∈ L2(0,T ;H−1(Ω,RM)) is a weak solution to
(2.4) if u(0) = u0 and [u
′(t),v]+B[u(t),v] = 0 for a.a. t ∈ [0,T ] and any v ∈ H10 (Ω,RM), where [·, ·] is the
duality pairing between H−1(Ω,RM) and H10 (Ω,R
M).
Remark 2.2. (i) The flow invariance granted by the above condition (2) is a strong assumption. In Corollary
4.6 we shall show that it holds if and only if
r(·,u(·)) ∈ H10 (Ω,RM) and B[r(·,u(·)),u− r(·,u(·))] > 0
for every u ∈ H10 (Ω,RM) (see (1.3)). The flow invariance will be illustrated and carefully discussed from
different points of view below; see Subsection 4.3, Propositions 4.4, 4.5, 4.9 and 4.10 for details.
(ii) The Legendre-Hadamard condition and its stronger form, the Legendre condition or strong ellipticity,
is discussed in, e.g., [19] or [36]. Let us recall the following important consequence of ellipticity, the so-
called Gårding inequality (see [19, Theorem 3.42], [36, Theorem 4.6] and [22]).
If the operator P is elliptic, then the form B is weakly coercive, i.e., there are ω ∈R and α > 0 such that
B[u,u]+ω‖u‖L2(Ω,RM) > α‖u‖H1(Ω,RM) for u ∈H10 (Ω,RM).
In order to proceed we first establish a priori bounds for solutions to (2.1), (2.2). As in many other
situations the existence of a priori bounds along with an appropriate continuation procedure will guarantee
the existence.
Lemma 2.3. There isC1> 0 (depending on Ω, the ellipticity constant and theC
0,1-norms of Ai j, 16 i, j6N)
such that ‖u‖H2(Ω,RM) 6C1 for every strong solution u of (2.1) satisfying (2.2).
Proof. Let u ∈ H10 (Ω,RM)∩H2(Ω,RM) be a solution of (2.1) satisfying (2.2). By (K3)
(2.5) ‖u‖L2(Ω,RM) 6M0 := ‖m‖L2 .
Assumption ( f2) shows that f (·,u,∂u) ∈ L2(Ω,RM). Indeed
(2.6) ‖ f (·,u,∂u)‖L2(Ω,RM) 6 c(‖β‖L2(Ω)+ I1+ I2)
for some constant c> 0, where
I1 :=
(∫
Ω
|u|2s dx
)1/2
, I2 :=
(∫
Ω
|∂u|2q dx
)1/2
.
To estimate I1 we consider two cases 36 N 6 4 and N > 5 separately. If 36 N 6 4, then
2s<
2N+8
N
6 2∗,
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and the interpolation inequality with exponents 2s ∈ [2,2∗), θ1 ∈ [0,1)
(2.7)
1
2s
=
1−θ1
2
+
θ1
2∗
⇐⇒ s
2
θ1 =
N
4
(s−1)
shows
I1 = ‖u‖sL2s(Ω,RM) 6 ‖u‖
s(1−θ1)
L2(Ω,RM)
‖u‖sθ1
L2∗ (Ω,RM).
By (2.5) and by the continuity of the embedding H1(Ω,RM) →֒ L2∗(Ω,RM)
I1 6 cM
s(1−θ1)
0 ‖u‖sθ1H1(Ω,RM).
The Ehrling–Browder inequality (see [1, Thm 4.17]) implies that
‖u‖sθ1
H1(Ω,RM)
6 c‖u‖
s
2θ1
H2(Ω,RM)
‖u‖
s
2θ1
L2(Ω,RM)
.
Hence and again from (2.5)
(2.8) I1 6 c‖u‖γ1H2(Ω,RM),
where γ1 :=
s
2θ1 < 1, since (2.7) and s<
N+4
N .
If N > 5, then we use the interpolation inequality with exponents 2s ∈ [2,2∗∗)(5), θ˜1 ∈ [0,1) satisfying
(2.9)
1
2s
=
1− θ˜1
2
+
θ˜1
2∗∗
⇐⇒ sθ˜1 = N
4
(s−1)
to get that
I1 = ‖u‖sL2s(Ω,RM) 6 ‖u‖
s(1−θ˜)
L2(Ω,RM)
‖u‖sθ˜1
L2∗∗ (Ω,RM).
The continuity of the embedding H2(Ω,RM) →֒ L2∗∗(Ω,RM) and (2.5) yield
(2.10) I1 6 c‖u‖γ˜1H2(Ω,RM),
where γ˜1 := sθ˜1 < 1 since (2.9) and s<
N+4
N .
We now estimate I2: the interpolation inequality with exponents 2q ∈ [2,2∗), θ2 ∈ [0,1) such that
(2.11)
1
2q
=
1−θ2
2
+
θ2
2∗
⇐⇒ q
2
θ2 =
N
4
(q−1)
shows that
I2 = ‖|∂u|‖qL2q(Ω) 6 ‖|∂u|‖
q(1−θ2)
L2(Ω)
‖|∂u|‖qθ2
L2∗ (Ω).
Both right hand side factors are estimated separately. We have
‖|∂u|‖q(1−θ2)
L2(Ω)
= ‖∂u‖q(1−θ2)
L2(Ω,RM)
6 ‖u‖q(1−θ2)
H1(Ω,RM)
We use the Ehrling–Browder inequality
‖u‖H1(Ω,RM) 6 c‖u‖1/2H2(Ω,RM)‖u‖
1/2
L2(Ω,RM)
and (2.5) to deduce
‖|∂u|‖q(1−θ2)
L2(Ω)
6 c‖u‖
q
2 (1−θ2)
H2(Ω,RM)
M
q
2 (1−θ2)
0 .
By [5, Cor. 4.6], |∂u| ∈ H1(Ω) and ‖|∂u|‖H1(Ω) 6 ‖∂u‖H1(Ω,RM) 6 c‖u‖H2(Ω,RM). Therefore and by the
continuity of the embedding H1(Ω)⊂ L2∗(Ω)
‖|∂u|‖qθ2
L2∗ (Ω) 6 c‖|∂u|‖
qθ2
H1(Ω)
6 c‖u‖qθ2
H2(Ω,RM)
.
5The symbol 2∗∗ stands for (2∗)∗, i.e., 2∗∗ = 2NN−4 .
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Summing up
(2.12) I2 6 c‖u‖γ2H2(Ω,RM), where γ2 :=
q
2
(1+θ2).
The inequality q< N+4N+2 together with (2.11) yield γ2 < 1.
Using the regularity theory (see [19, Theorem 4.14] and [18, Thm 8.12], cf. Lemma 3.3)
‖u‖H2 6 c(‖ f (·,u,∂u)‖L2 (Ω,RM)+‖u‖L2(Ω,RM)),
where the constant depends on Ω, the ellipticity constant andC0,1-norms of the coefficients of P0. Therefore,
in view of (2.5), (2.6), (2.8), (2.10) and (2.12), we see that there is c> 0 and γ ∈ (0,1) such that every strong
solution u of (2.1) and (2.2) satisfies ‖u‖H2(Ω,RM) 6 c
(
1+‖u‖γ
H2(Ω,RM)
)
and the assertion follows. 
Again by (2.6) along with (2.8), (2.10), (2.12), and Lemma 2.3 we have
Corollary 2.4. There is C2 > 0 such that ‖ f (·,u,∂u)‖L2(Ω,RM) 6 C2 for every strong solution u of (2.1)
satisfying (2.2). 
Theorem 2.5. There is a strong solution to the system (2.1) satisfying the constraints (2.2).
Proof. The proof relies on an abstract approach using the topological tools provided in Section 4.
Step I: We introduce an abstract setting of the problem. Let V :=H10 (Ω,R
M), X := L2(Ω,RM); both V and
X are Hilbert spaces. Let K⊂ X be the collection of all L2-selections of K(·), i.e.,
(2.13) K := {u ∈ X | u(x) ∈ K(x) for a.a. x ∈Ω}.
It has been already shown that K 6= /0 (comp. also [6, Theorem 8.1.3]); K is closed and convex.
Clearly V is a dense subset of the space X and V is continuously embedded into X , i.e., ‖v‖X 6 c‖v‖V ,
v ∈V . The bilinear form B :V ×V → R given by (1.7) is continuous and weakly coercive (see Remark 2.2
(ii)). Therefore, in view of the general construction in Subsection 4.2.1 the sectorial operator A :D(A)→ X
such that 〈Au,v〉X =B[u,v] for any u ∈ D(A) and v ∈V is well-defined.
Let us collect some properties of A.
(a) In view of the regularity results (see, e.g., [19, Section 4.3]), the domain D(A) = H2(Ω,RM)∩
H10 (Ω,R
M) and A(u) = P[u] for u ∈ D(A), i.e., A is the L2-realization of P.
(b) A is closed, densely defined, the resolvent set ρ(−A) contains the set {λ ∈ C | Reλ > ω} and
‖(λ I+A)−1‖L(X) 6 (λ −ω)−1 for λ > ω , where I is the identity on X . Given h> 0, hω < 1, the resolvent
Jh = J
−A
h := (I+ hA)
−1 ∈ L(X) is well-defined and Jh(X) ⊂ D(A); see Lemma 4.3 for some additional
properties of Jh.
(c)−A generates a analytic semigroup {e−tA}t>0 of linear bounded operators on X such that ‖e−tA‖L(X)6
eωt for t > 0. Observe that assumption 2.1 is equivalent to the semigroup invariance of K, i.e.,
(2.14) e−tA(K)⊂K, t > 0,
or the resolvent invariance of K, i.e.,
(2.15) Jh(K)⊂K, where h> 0, hω < 1.
For the equivalence of the assumption 2.1 (2) and (2.14), it is sufficient to show that u(t) := e−tAu0, t > 0,
where u0 ∈ K, is the unique weak solution to (2.4). The semigroup {e−tA} is analytic, hence u(t) ∈ D(A),
for t > 0. Thus, u∈C1((0,+∞),X) and u′(t) =Au(t) for t > 0. If v∈V , then by [47, Cor. III.1.1], for every
t > 0,
[u′(t),v] =
d
dt
〈u(t),v〉X = 〈Au(t),v〉X =B[u(t),v].
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For the equivalence of (2.14) and (2.15) see the proof Propostion 4.4; compare Section 4.3 for some other
invariance issues.
(d) The compactness of the embedding H10 (Ω,R
M) →֒ L2(Ω,RM) implies that the semigroup {e−tA}t>0
is compact and so is the resolvent J−Ah , where h> 0, hω < 1 (
6).
Now recall assumption 1.2 and set
(2.16) p :=max
{
2q,
(
1
2s
+
1
N
)−1}
.
Then assumptions s < N+4N and q <
N+4
N+2 imply that 2 6 p < min{2∗,N}. The L2-realization A : D(A)→
L2(Ω,RM) of P is sectorial, so, by inspection of the proof of [24, Theorem 1.6.1] there is α ∈ (0,1) such
that
Xα ⊂W 1,p(Ω,RM),
where Xα is the fractional space associated with A (see Section 4.1). The definition of p and the Sobolev
embeddings yield
(2.17) Xα ⊂W 1,p(Ω,RM)⊂ L2s(Ω,RM)∩W 1,2q(Ω,RM).
Recall (2.13) and define
Kα :=K∩Xα.
By (2.15), Jh(K)⊂K∩D(A) for sufficiently small h> 0, so, in particular, Kα 6= /0. Let F :Kα → X be the
superposition operator determined by f , i.e., for a.e. x ∈Ω and u ∈ Xα
F(u)(x) = f (x,u(x),∂u(x)).
The growth assumption ( f2) and (2.17) show that, for u ∈Kα ,
‖F(u)‖L2(Ω,RM) 6 c
(
‖β‖L2(Ω)+
(∫
Ω
|u|2s dx
)1/2
+
(∫
Ω
|∂u|2q dx
)1/2)
(2.18)
6 c(‖β‖L2(Ω)+‖u‖sL2s(Ω,RM)+‖u‖qW 1,2q(Ω,RM))6 c(1+‖u‖
max{s,q}
α ).
This proves that F is well-defined. The standard argument using the Lebesgue dominated convergence
theorem shows that F is continuous. The tangency condition (1.5) implies that
(2.19) F(u) ∈ TK(u) for all u ∈Kα ,
where TK(u) is the tangent cone to K at u (see Section 4.1 and Example 4.1).
Remark 2.6. Clearly a function u is a strong solution to (2.1) satisfying (2.2) if and only if u ∈ K∩D(A)
and Au= F(u).
Step II: Taking into account issues collected above we are in a position to apply the constrained degree
theory developed in Section 4.5. Namely:
(a) a sectorial operator A : D(A) → X with compact resolvent, α ∈ [0,1) and the fractional space
(Xα ,‖ · ‖α) associated with A are given;
(b) K⊂ X is closed convex bounded and Jh(K)⊂K for all h> 0 with hω < 1;
(c) F :Kα → X is continuous and tangent to K, i.e., condition (2.19) holds.
6Let us add that if Ω = RN , then the above construction is valid, too, i.e., P determines the sectorial operator A (see [27]), but
the semigroup {e−tA} is not compact in general.
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Let C := {u ∈ Kα ∩D(A) | Au= tF(u), t ∈ [0,1]}. By Remark 2.6, (2.5) and Corollary 2.4, the sets C and
F(C) are bounded in X . C is also closed in Kα (see Remark 4.11 (2)). In view of Corollary 4.16 we have
the conclusion of Theorem 2.5. 
3. THE PROBLEM ON RN
In this section we study the problem (1.1), (1.2), where Ω = RN . We will apply the approximation-
truncation approach sketched in Introduction. For that reason we enhance assumption 2.1.
Assumption 3.1.
(1) The coefficients Ai j ∈ RM×M , 1 6 i, j 6 N, of P are constant and P is strongly elliptic in the sense
of the Legendre condition, i.e., there is θ > 0 such that for any ξ ∈RM×N
N
∑
i, j=1
M
∑
k,l=1
Ai jklξl jξki > θ |ξ |2;
(2) there is a sequence (Rn)
∞
n=1 with Rn ր ∞ such that, for any n > 1, the graph Gr(K|Bn) is invariant
with respect to (2.4) (with Ω replaced with Bn); here Bn := {x ∈ RN | |x| < Rn} is the ball around 0
of radius Rn; in what follows, we assume that Rn = n, n> 1, for short.
We start with some auxiliary lemmata.
Lemma 3.2. (i) For every 16 p< N, there is a constant c0 = c0(p) depending on p only, such that for any
R> 1 and v ∈W 1,p(BR,RM)
(3.1) ‖v‖Lp∗(BR,RM) 6 c0(p)‖v‖W 1,p(BR,RM).
(ii) There is a constant c1 > 0 such that for any R> 1 and v ∈H2(BR,RM),
(3.2) |v|21,2,BR 6 c21(‖v‖L2(BR,RM)|v|2,2,BR +‖v‖2L2(BR,RM)).
Proof. These seem to be folklore results — for the sake of completeness we give the proofs.
(i) By the Sobolev inequality there is c0 = c0(p) such that
‖u‖Lp∗ (B1) 6 c0‖u‖W 1,p(B1),
for any u ∈W 1,p(B1). Take R > 1, v ∈W 1,p(BR) and let u(x) := v(Rx) for x ∈ B1. Clearly, u ∈W 1,p(B1)
and, after the change of variables, we get
‖u‖Lp∗ (B1) = R−N/p
∗‖v‖Lp∗ (BR), ‖u‖
p
Lp(B1)
= R−N‖v‖pLp(BR) and ‖∂ ju‖Lp(B1) = R
p−N‖∂ jv‖pLp(BR),
for any j = 1, . . . ,N. Hence and taking into account that Np/p∗ = N− p, we obtain
‖v‖Lp∗ (BR) 6 c0
(
RNp/p
∗−N‖v‖pLp(BR)+R
Np/p∗+p−N
N
∑
j=1
‖∂ jv‖pLp(BR)
)1/p
(3.3)
6 c0‖v‖W 1,p(BR) .
If v ∈W 1,p(BR,RM), then w := |v| ∈W 1,p(BR) and ‖w‖W 1,p(BR) 6 ‖v‖W 1,p(BR,RM), in view of [5, Cor 4.6].
Hence and by the above
‖v‖Lp∗ (BR,RM) = ‖w‖Lp∗ (BR) 6 c0‖w‖W 1,p(BR) 6 c0‖v‖W 1,p(BR,RM).
(ii) By the Ehrling-Browder inequalities (see [1, Corollary 4.16, Theorem 4.17]), for u ∈ H2(B1,RM)
‖u‖2H2(B1,RM) 6 c(|u|22,2,B1 +‖u‖2L2(B1,RM)) and |u|21,2 6 c‖u‖H2(B1,RM)‖u‖L2(B1,RM).
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Combining the above inequalities, there is c1 > 0 such that for any u ∈H2(B1,RM)
(3.4) |u|21,2,B1 6 c21(|u|2,2,B1‖u‖L2(B1,RM)+‖u‖2L2(B1,RM)).
Fix R > 1 and v ∈ H2(BR,RM). Again we define u(x) := v(Rx) for x ∈ B1. Then u ∈ H2(B1,RM) and, after
the change of variables,
|u|21,2,B1 = R2−N |v|21,2,BR , |u|2,2,B1 = R2−N/2|v|2,2,BR , ‖u‖L2(B1,RM) = R−N/2‖v‖L2(BR,RM).
Therefore and by (3.4)
|v|21,2,BR 6 c21(|v|2,2,BR‖v‖L2(BR,RM)+R−2‖v‖2L2(BR,RM). 
Lemma 3.3. There is c2 > 0 such that for all R> 1 and g∈ L2(BR,RM) if v∈H10 (BR,RM) is a weak solution
of P[v] = g, then v ∈ H2(BR,RM) and
(3.5) ‖v‖H2(BR,RM) 6 c2(‖g‖L2(BR,RM)+‖v‖L2(BR,RM)).
Proof. Take R > 1, g ∈ L2(BR,RM), v ∈ H2(BR,RM) and let B[v,ϕ ] =
∫
BR
〈g,ϕ〉dx for any test function
ϕ ∈C∞0 (BR,RM). Define f (x) := g(Rx), u(x) := v(Rx) for x ∈ B1 and take a test function ψ ∈C∞0 (B1,RM).
Let ϕ(x) := ψ(R−1x), for x ∈ BR. We see that f ∈ L2(B1,RM), u ∈ H10 (B1,RM) and ϕ ∈C∞0 (BR,RM). After
the change of variables ∫
BR
〈g,ϕ〉dx = RN
∫
B1
〈 f ,ψ〉dx,
B[v,ϕ ] = RN−2
∫
B1
N
∑
i, j=1
〈Ai j∂ ju,∂iψ〉dx+RN−1
∫
B1
N
∑
i=1
〈BiR∂iu,ψ〉dx+RN
∫
〈CRu,ψ〉dx,
where BiR(x) := B
i(Rx), CR(x) := C(Rx) for x ∈ B1 (i = 1, . . . ,N). This shows that u weakly solves the
problem
P0[u] = R
2 f +T [u], where P0[u] :=−
N
∑
i, j=1
∂i(A
i j∂ ju) and T [u] := R
N
∑
i=1
BiR∂iu+R
2CRu.
It is clear that T [u] ∈ L2(B1,RM) and
(3.6) ‖T [u]‖L2(B1,RM) 6 RN maxi=1,...,N ‖B
i‖L∞ |u|1,2,B1 +R2‖C‖L∞‖u‖L2(B1,RM).
The regularity result (see, e.g., [19, Thm 4.14]) implies that there is a constant c3 > 0 such that given
h ∈ L2(B1,RM) if w ∈ H10 (B1,RM) is a weak solution to P0[w] = h, then
|w|2,2,B1 6 c3‖h‖L2(B1,RM).
This implies that u ∈H2(B1,RM), in consequence v ∈ H2(BR,RM), and
|u|2,2,B1 6 c3(R2‖ f‖L2(B1,RM)+‖T [u]‖L2(B1,RM)).
Hence and by (3.6), there is a constant c4 (depending on P only) such that
(3.7) |u|2,2,B1 6 c4(R2‖ f‖L2(B1,RM)+R2‖u‖L2(B1,RM)+R|u|1,2,B1).
As before, after the change of variables we find
|u|2,2,B1 = R2−N/2|v|2,2,BR , ‖ f‖L2(B1,RM) = R−N/2‖g‖L2(BR,RM),
‖u‖L2(B1,RM) = R−N/2‖v‖L2(BR,RM) and |u|1,2,B1 = R1−N/2|v|1,2,BR ,
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so (3.7) becomes
(3.8) |v|2,2,BR 6 c4(‖g‖L2(BR,RM)+ |v|1,2,BR +‖v‖L2(BR,RM)).
We use Lemma 3.2 (ii) and the inequality ab6 εa2+b2/ε , for a,b > 0, to deduce
|v|1,2,BR 6 c1(ε |v|2,2,BR +(1+ ε−1)‖v‖L2(BR,RM)).
Taking ε so that c1c4ε = 1/2 and returning to (3.8), we conclude
(3.9) |v|2,2,BR 6 c(‖g‖L2(BR,RM)+‖v‖L2(BR,RM))
for some c independent of the choice of R. Now, combining (3.9) with (3.2), we get the assertion (3.5). 
Theorem 3.4. Problem (1.1), (1.2), where Ω = RN , has a strong solution.
Proof. We consider the family of truncated problems
(3.10)
{
P[u] = f (x,u,∂u) on Bn, u|∂Bn = 0,
u(x) ∈ K(x) for a.e. x ∈ Bn,
where n ∈N. By Theorem 2.5, for every n ∈ N, there is a solution un ∈H2(Bn,RM)∩H10 (Bn,RM) such that
un(x) ∈ K(x) a.e. on Bn since assumption 3.1 entails assumption 2.1 with Ω replaced by Bn.
Step I: We claim that the sequence (‖un‖H2(Bn,RM))∞n=1 is bounded. Indeed, in view of (K3),
(3.11) |un(x)|6 m(x) a.e. and thus ‖un‖L2(Bn,RM) 6M0 := ‖m‖L2(RN).
Now we are going to establish the uniform H2-estimate. By Lemma 3.3 and (3.11), there is c2 such that for
all n> 1
(3.12) ‖un‖H2(Bn,RM) 6 c2(‖ f (·,un,∂un)‖L2(Bn,RM)+M0).
As in (2.6), condition ( f2) yields, for n> 1,
(3.13) ‖ f (·,un,∂un)‖L2(Bn,RM) 6 c(‖β‖L2 + I
(n)
1 + I
(n)
2 ),
where
I
(n)
1 =
(∫
Bn
|un|2s dx
)1/2
= ‖un‖sL2s(Bn,RM), I
(n)
2 =
(∫
Bn
|∂un|2q dx
)1/2
= ‖|∂un|‖qL2q(Bn,RM).
We now proceed similarly as in the proof of Lemma 2.3 to estimate I
(n)
1 and I
(n)
2 but, to get constants
independent of n> 1, we apply Lemmata 3.2 and 3.3. Obvious modifications of arguments used to get (2.8),
(2.10) and (2.12) show that
I
(n)
1 6 c(1+‖un‖γ1H2(Bn,RM)) and I
(n)
2 6 c(1+‖un‖γ2H2(Bn,RM)),
for some constants c> 0, γ1,γ2 ∈ (0,1) independent of n> 1. Combine this with (3.13), to find
(3.14) ‖ f (·,un,∂un)‖L2(Bn,RM) 6 c(1+‖un‖γH2(Bn,RM)),
where constants c > 0 and γ ∈ (0,1) do not depend on n > 1. Hence, and by (3.12), there is M1 > 0 such
that
(3.15) sup
n>1
‖un‖H2(Bn,RM) 6M1.
Step II: From now on let us think of each un as being extended to zero outside Bn. Since un ∈H10 (Bn,RM),
we may assume that un ∈ H1(RN ,RM) and ‖un‖H1(Bn,RM) = ‖un‖H1(RN ,RM) (7). We will show that the set
7Note that in general un /∈ H2(RN ,RM) and this is the reason for some technical difficulties in what follows.
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{un}n>1 is relatively compact in H1(RN ,RM).
The idea is to decompose {un}⊂{χBRun}+{(1−χBR)un}, where R> 0 is large enough and χBR stands for
the indicator function of BR, and show that the first set, being bounded in H
2, is compact in the H1(BR,R
M)
due to the Rellich–Kondrachov theorem, while the second one is contained in the arbitrarily small ball.
In general, however, χBRun /∈ H1(RN ,RM), so we introduce a smooth function ϕR : RN → [0,1] having
properties similar to those of (1− χBR).
To this end consider a function ϕ ∈C∞(R) such that 06 ϕ 6 1, ϕ(t) = 0 for t 6 1 and ϕ(t) = 1 for t > 4.
For R> 0, let ϕR : R
N → R be given by
ϕR(x) := ϕ(R
−2|x|2), x ∈ RN .
Then ϕR ∈C∞(RN), 06 ϕR 6 1, ϕR(x) = 0 for x ∈ BR and ϕR(x) = 1 for x ∈RN \B2R.
For any R> 0 and n ∈ N, ϕRun ∈H10 (Bn,RM) so test (3.10) with ϕRun and get
B[un,ϕRun] =
∫
RN
(
ϕR
N
∑
i, j=1
〈Ai j∂ jun,∂iun〉+
N
∑
i, j=1
∂iϕR〈Ai j∂ jun,un〉+
+
N
∑
i=1
ϕR〈Bi∂iun,un〉+ϕR〈Cun,un〉
)
dx=
∫
RN
ϕR〈 f (x,un,∂un),un〉dx,
where we integrate over RN since suppϕRun ⊂ Bn. The strong ellipticity (P′2) implies that
θ
∫
RN
ϕR|∂un|2 dx6
∫
RN
ϕR
N
∑
i, j=1
〈Ai j∂ jun,∂iun〉dx =
∫
RN
ϕR〈 f (x,un,∂un),un〉dx+
−
∫
RN
N
∑
i, j=1
∂iϕR〈Ai j∂ jun,un〉dx−
∫
RN
(
N
∑
i=1
ϕR〈Bi∂iun,un〉−ϕR〈Cun,un〉
)
dx.
Consequently
(3.16) θ
∫
|x|>2R
|∂un|2 dx6 θ
∫
RN
ϕR|∂un|2 dx6 I0(n,R)+ I1(n,R)+ I2(n,R),
where
I0(n,R) :=
∫
|x|>R
| f (x,un,∂un)||un|dx, I1(n,R) :=
∫
R6|x|62R
|un|
N
∑
i, j=1
|Ai j||∂ jun||∂iϕR|dx,
I2(n,R) :=
∫
|x|>R
|un|
N
∑
i=1
|Bi||∂iun|+ |C||un|2 dx.
We estimate the right hand side summands. Firstly, we use (3.11) and get
I0(n,R) =
∫
|x|>R
| f (x,un,∂un)||un|dx=
∫
Bn\Br
| f (x,un,∂un)||un|dx6
6 ‖ f (·,un,∂un)‖L2(Bn,RM)
(∫
|x|>R
m2(x)dx
)1/2
→ 0 as R→ ∞,(3.17)
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since, in view of (3.14) and (3.15), the first factor above is bounded.
Using the properties of ϕR, we obtain
I1(n,R)6 max
16i, j6N
|Ai j|
∫
R6|x|62R
(
N
∑
j=1
|un||∂ jun|
)(
N
∑
i=1
|∂iϕR|
)
dx6
6 Nmax
i, j
|Ai j|
∫
R6|x|62R
|un||∂un||∂ϕR|dx6 N sup
t∈R
|ϕ ′(t)|max
i, j
|Ai j|
∫
R6|x|62R
|un||∂un|2|x|
R2
dx
6
4N
R
sup
t∈R
|ϕ ′(t)|max
i, j
|Ai j|‖un‖L2‖un‖H1(RN ,RM) 6
4N
R
sup
t∈R
|ϕ ′(t)|max
i, j
|Ai j|M0M1,
since, on account of (3.15), ‖un‖H1(RN ,RM) = ‖un‖H1(Bn,RM) 6 ‖un‖H2(Bn,RM) 6M1. Hence
(3.18) I1(n,R)→ 0 as R→ ∞ for n ∈N.
Finally
I2(n,R)6max
i
‖Bi‖L∞
∫
|x|>R
|un|∑
i=1
|∂iun|dx+‖C‖L∞
∫
|x|>R
|un|2 dx6
6
√
Nmax
i
‖Bi‖L∞
∫
|x|>R
m(x)|∂u|dx+‖C‖L∞
∫
|x|>R
m2(x)dx 6
6
(√
Nmax
i
‖Bi‖L∞M1+‖C‖L∞
)∫
|x|>R
m2(x)dx→ 0 as R→ ∞(3.19)
uniformly for n ∈N.
By (3.16), (3.17), (3.18) and (3.19), we find that supn>1 |un|1,2,RN\B2R → 0 as R→ ∞. Hence and again by
(3.11)
(3.20) sup
n>1
‖un‖H1(RN\BR,RM) 6 sup
n>1
(
‖m‖2L2(R\BR)+ |un|
2
1,2,RN\BR
)
−→
R→∞
0.
Take an arbitrary ε > 0 and R0 > 0 such that for R> R0
sup
n>1
‖un‖H1(RN\BR,RM) < ε .
Then, for any n> 1 and some constant c> 0 independent of n we have,
(3.21) ‖ϕR0un‖H1(RN ,RM) 6 c‖ϕR0‖W 1,∞(R)‖un‖H1(RN\BR0 ,RM) < εc(1+‖∂ϕR0‖L∞(R)).
For n> 2R0, we have (1−ϕR0)un ∈ H2(B2R0,RM) and
‖(1−ϕR0)un‖H2(B2R0 ,RM) 6 c‖ϕR0‖W 2,∞(R)‖un‖H2(Bn,RM) 6 c‖ϕR0‖W 2,∞(R)M1.
This shows that the set {(1−ϕR0)un}n>2R0 is bounded in H2(B2R0 ,RM). In view of the Rellich–Kondrachov
theorem it is relatively compact in H1(B2R0 ,R
M). At the same time this set is contained in H10 (B2R0,R
M);
the latter space (if we think of its elements as being extended onto RN) is closed in H1(RN ,RM). Therefore
{(1−ϕR0)un}n>1 is relatively compact in H1(RN ,RM). Summing up, for every ε > 0 there is R0 > 0 such
that
{un}n>1 ⊂ {(1−ϕR0)un}n>1+{ϕR0un}n>1,
where the first set is relatively compact in H1(RN ,RM) while the second one the ball BH1(RN ,RM)(0,ε). This
proves the claim.
Step III: If u0 is a cluster point of {un}, then u0 is a strong solution to (1.1), (1.2). Indeed, without loss of
generality we may assume that un → u0 in H1(RN ,RM) and in L2∗(RN ,RM). Therefore un(x)→ u0(x) and
∂un(x)→ ∂u0(x) for a.a. x ∈RN ; moreover there are h0 ∈ L2∗(RN) and h1 ∈ L2(RN) such that |un|, |u0|6 h0
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and |∂un|, |∂u0|6 h1 a.e. on RN .
It is clear that u0(x) ∈ K(x) for a.a. x ∈ RN . To see that u0 is a weak solution take an arbitrary ψ ∈
C∞0 (R
N ,RM). The H1-continuity of B implies that
(3.22) B[un,ψ ]→B[u0,ψ ] as n→ ∞.
The continuity of f (x, ·, ·) for a.a. x ∈ RN implies that
f (x,un(x),∂un(x))→ f (x,u0(x),∂u0(x)) a.e. as n→ ∞
and, due to the growth conditions, for some c> 0,
| f (x,un(x),∂un(x))− f (x,u0(x),∂u0(x))| 6 cγ(x)
for a.a. x ∈ RN , where γ(x) := β (x)+ hs0(x)+ hq1(x), x ∈ RN . Hölder’s inequality with suitable exponents
(see, e.g., Remark 1.5) shows that γ(·)|ψ | ∈ L1(RN). Then, by the Lebesgue theorem∫
RN
〈 f (x,un,∂un),ψ〉dx→
∫
RN
〈 f (x,u0,∂u0),ψ〉dx as n→ ∞.
Therefore u0 is a weak solution to (1.1), (1.2).
Now take an arbitrary bounded Ω ⊂ RN and R > 0 such that Ω ⊂ BR. If n > R, then the restriction wn
of un to Ω belongs to H
2(Ω,RM). By (3.15), supn>R ‖wn‖H2(Ω,RM) < ∞, thus (up to a subsequence) (wn)
converges weakly to w0 ∈ H2(Ω,RM) and wn → w0 in H1(Ω,RM). This implies that w0 is the restriction of
u0 to Ω. We have shown that the weak solution u0 ∈H2(Ω,RM), i.e., u0 is a strong solution. 
4. SECTORIAL OPERATORS AND CONSTRAINED DEGREE
Here we collect some relevant facts used throughout the paper. We discuss assumptions and provide some
examples as well as we present the construction of the coincidence degree.
4.1. Tangent cones (see e.g. [6, Chapter 4]). Let K be a closed subset of a Banach space (X ,‖ · ‖) and
x ∈K. The Clarke (or circatangent) cone to the set K at u is defined by
TK(u) := {v ∈ X | lim
h→0+,y→u,y∈K
h−1d(y+hv,K) = 0},
where d(x,K) = infv∈K ‖x− v‖ for x ∈ X . Obviously, TK(u) is a convex cone. If K is convex, then
TK(u) =
⋃
h>0
h−1(K−u)
is the cone tangent to K in the sense of convex analysis and v ∈ TK(u) if and only if p(v)6 0 for any p ∈ X∗
such that p(w−u)6 0 for all w ∈K. Observe that if u ∈ IntK, then TK(u) = X .
Example 4.1. Let K(·) satisfy assumption 1.1. If K ⊂ X = L2(Ω,RM) is defined by (2.13), then, given
u ∈K,
v ∈ TK(u) ⇐⇒ v(x) ∈ TK(x)(u(x)) for a.a. x ∈Ω,
in view of [6, Corollary 8.5.2].
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4.2. Sectorial operators (see, e.g., [12, Chapter 1.3]). Let (X ,‖ · ‖) be a (real) Banach space. A closed
densely defined linear operator A : X ⊃ D(A)→ X is a sectorial (of angle < pi/2) if there are 0< φ < pi/2,
M> 1 and a∈R such that the spectrum σ(A) ofA is contained in the sector Sφ ,a := {λ ∈C |λ = a+reiθ ,r>
0, |θ | < φ}∪{a} and for λ /∈ Sφ ,a
‖(λ I−A)−1‖L(X) 6M|λ −a|−1(8).
It is well-known that A is a sectorial operator if and only if −A generates the holomorphic semigroup
{e−tA}t>0 and one has ‖e−tA‖6M′e−at for t > 0 and some M′ > 1.
If a sectorial operator A is positive, i.e., Reλ > 0 for λ ∈ σ(A), then for any α > 0 the improper integral
A−α :=
1
Γ(α)
∫ ∞
0
tα−1e−tA dt
converges in the norm topology in L(X) and A−α is injective. Let Aα := (A−α)−1 : Xα → X , where
Xα := A−α(X) is the fractional space associated with A. Xα is a Banach space endowed with the norm
‖x‖α := ‖Aαx‖, x ∈ Xα . We also put X0 := X and A0 := I, the identity on X . For each α > 0, Aα is a
densely defined closed linear operator; for all 06 α 6 β , the embedding Xβ →֒ Xα is dense and continuous;
it is compact provided A has compact resolvents. Observe that X1 = D(A); the norm ‖ · ‖1 is equivalent to
the graph norm in D(A).
If A is a sectorial operator, then there is d ∈ R such that Ad := A+dI is positive (e.g. d > −a). Hence,
given α > 0, we may consider the fractional space Xαd associated with Ad endowed with the norm ‖x‖α =
‖x‖α ,d := ‖Aαd x‖, x ∈ Xα .
Remark 4.2. Different choices of d give the same fractional space and equivalent norms on it (see [24,
Theorem 1.4.6]). This implies that for a sectorial operator A the fractional space Xα is uniquely defined as a
topological vector space: regardless the choice of the norm there is no ambiguity in topological terminology.
When speaking of its norm ‖ · ‖α , however, one has to specify a suitable d.
Let ω := −a. If A : D(A)→ X is a sectorial operator, then {λ ∈ C | Reλ > −ω} is contained in the
resolvent set ρ(−A). Given h> 0 with hω < 1,
(4.1) Jh = J
−A
h = (I+hA)
−1 : X → X
is well-defined and
(4.2) Jh(X)⊂ D(A).
Let us collect several well-known properties of Jh.
Lemma 4.3. If h> 0 and hω < 1, then:
(i) if h′ > 0 and h′ω < 1, then Jh = Jh′
(
h′
h I+
(
1− h′h
)
Jh
)
;
(ii) ‖Jh‖L(Xα ) 6M(1−hω)−1 for every α > 0;
moreover for all α ∈ [0,1):
(j) ‖Jh‖L(X ,Xα ) 6 ch−α(1−hω)α−1 for some c> 0;
(jj) if A has compact resolvent, then Jh ∈ L(X ,Xα) is compact;
(jjj) ‖Jhx− x‖α → 0 as h→ 0+, for every x ∈ Xα;
(jv) the map X × (0,ω0) ∋ (x, t) 7→ Jhx ∈ Xα is continuous, where ω0 := ∞ if ω 6 0 and ω0 := ω−1 if
ω > 0. 
8
L(X) denotes the space of bounded linear operators on X .
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4.2.1. Sectorial operators in Hilbert spaces are generated in the following way; see [23, Section 7.3.2,
Corollary 7.3.5] or [52, Theorem 2.18] for details. Let a Hilbert space V be a dense subset of a Hilbert space
X and assume that the embedding V →֒ X is continuous. Let a bilinear form B :V ×V → R be continuous,
i.e., B[u,v]6 c‖u‖V ‖v‖V , u,v ∈V , and weakly coercive, i.e., there are ω ∈ R and α > 0 such that
(4.3) B[v,v]+ω‖v‖2X > α‖v‖2V for v ∈V.
If A : V → V ∗ is given by [Au](v) := B(u,v), u,v ∈ V , then the part A := A|X of A in X = X∗, given by
Au :=Au for u ∈ D(A) := {u ∈V |Au ∈ X∗} is a sectorial operator (with a=−ω). Clearly, for u ∈ D(A)
and v ∈V , 〈Au,v〉X =B[u,v].
4.3. Semigroup invariance. Let K ⊂ X , where X is a Banach space, be closed and convex and let A :
D(A)→ X be a sectorial operator.
Proposition 4.4. The following conditions are equivalent:
(i) K is semigroup invariant, i.e., e−tA(K)⊂K for all t > 0;
(ii) K is resolvent invariant, i.e., Jh(K)⊂K for h> 0 with hω < 1;
(iii) K∩D(A) is dense in K and for every u ∈K∩D(A), −Au ∈ TK(u).
Proof. The equivalence (i)⇔ (ii) follows in view of the so-called Post-Widder formula [17, Cor. III.5.5] and
the integral representation of resolvents of −A in terms of the semigroup (see equality (1.13) in [17, §II]);
see also [17, Thm VI.1.8].
Assume (i), take u∈K and let tnց 0. Then e−tnAu∈K∩D(A) since the semigroup is analytic. Evidently,
e−tnAu→ u as n→ ∞, i.e., K∩D(A) is dense in K. Now let u ∈K∩D(A), then
−Au= lim
n→∞
e−tnAu−u
tn
∈
⋃
t>0
K−u
t
= TK(u).
Assume (iii) and let u ∈K∩D(A). By the assumption −Au ∈ TK(u). Hence there are sequences hn ց 0
and vn →−Au such that u+hnvn ∈K. Thus
h−1n d(e
−hnAu,K)6 h−1n ‖e−hnAu− (u+hnvn)‖= ‖h−1n (e−hnAu−u)− vn‖ → 0.
This shows that 0 ∈ T−AK (u), where T−AK (u) is the so-called Pavel cone (see [10, Def. 8.1.3]) defined as
T−AK (u) := {v ∈ X | liminf
t→0+
t−1d(e−tAu+hv,K) = 0}.
Due to [10, Theorem 8.5.5], e−tAu ∈ K for all t > 0. If u ∈ K, then u = limn→∞ un, where un ∈ K∩D(A)
and then, for t > 0,
etAu= lim
n→∞e
−tAun ∈K. 
A result similar to the equivalence (i)⇔ (iii) has been established in [9, Proposition 4.5] by using different
methods.
If X is a Hilbert space and A is generated by a bilinear form B as in subsection 4.2.1, then we get the
following results. Let piK : X→K be the metric projection ontoK, i.e., for u∈X , ‖u−piK(u)‖X = d(u,K) =
infw∈K ‖u−w‖X . The projection v= piK(u) is uniquely chracterized by
(4.4) 〈u− v,w− v〉X 6 0 for any w ∈K.
Proposition 4.5. The set K is resolvent invariant if and only if
(4.5) piK(V )⊂V and B[piK(u),u−piK(u)]> 0, for every u ∈V.
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Proof. Assume that K is resolvent invariant, take u ∈ V and let v := piK(u). For any h > 0, hω < 1, Jhv ∈
D(A)∩K and AJhv= h−1(v− Jhv). By (4.4), 〈v− Jhv,v−u〉X 6 0. Therefore
B[Jhv,Jhv−u] = 〈AJhv,Jhv−u〉X = h−1
(〈v− Jhv,v−u〉−‖v− Jhv‖2X)6 0.
Thus B[Jhv,Jhv]6B[Jhv,u] and by (4.3) and
(4.6) α‖Jhv‖2V 6B[Jhv,Jhv]+ω‖Jhv‖2X 6B[Jhv,u]+ω‖Jhv‖2X 6 c‖Jhv‖V‖u‖V +‖Jhv‖2X .
Take a sequence hn → 0+. By Lemma 4.3 (jjj), Jhnv→ v in X . Hence, and in view of (4.6), the sequence
(Jhnv) is bounded in V and, up to a subsequence, weakly convergent in V to some w ∈ V . The continuity
V →֒ X implies that v = w. This shows that v = piK(u) ∈ V . Next, in view of (4.4) and since Jhnv ∈ K we
have that for any n> 1
B[Jhnv,u− v] = 〈AJhnv,u− v〉X = h−1n 〈v− Jhnv,u− v〉X > 0.
The weak continuity of B[·,u− v] implies B[v,u− v] = limn→∞B[Jhnv,u− v]> 0.
Conversely, assume (4.5), take h > 0, hω < 1 and u ∈ K. Let y = Jhu. Then, on account of (4.5), (4.2),
piK(y) ∈K∩V and u= y+hAy. In view of (4.4), (4.5) and (4.3)
0> 〈u−piK(y),y−piK(y)〉X = 〈y−piK(y)+hAy,y−piK(y)〉X
= ‖y−piK(y)‖2X +h〈Ay,y−piK(y)〉X = ‖y−piK(y)‖2X +hB[y,y−piK(y)]
= ‖y−piK(y)‖2X +hB[y−piK(y),y−piK(y)]+hB[piK(y),y−piK(y)]
> (1−hω)‖y−piK(y)‖2X +hα‖y−piK(y)‖2V > 0.
This shows that y= piK(y) ∈ K. 
4.3.1. Recall (1.3), (2.13) and the setting in Step I of the proof of Theorem 2.5. If u ∈ X = L2(Ω,RM) and
w ∈ K, then r(x,u(x)) ∈ K and |u(x)− r(x,u(x))| 6 |u(x)−w(x)| for a.a. x ∈Ω; hence ‖u− r(·,u(·))‖X 6
‖u−w‖X . This shows that piK : X →K given by
(4.7) piK(u) = r(·,u(·)), u ∈ X ,
is the metric projection of X onto K. By Proposition 4.5 and (4.7) we get a characterization of assumption
2.1 (2) announced in Remark 2.2 (i).
Corollary 4.6. Condition (2) from assumption 2.1 is satisfied if and only if
r(·,u(·)) ∈ H10 (Ω,RM) and(4.8)
B[r(·,u(·)),u− r(·,u(·))] > 0,(4.9)
for every u ∈H10 (Ω,RM). 
Let us finally establish condtions sufficient for (4.8).
Proposition 4.7. Suppose that, in addition to conditions stated in assumption 1.1
r(·,0) ∈ H10 (Ω,RM) and(4.10)
r(·,u) ∈ H1(Ω,RM) for any u ∈ RM.(4.11)
Then r(·,u(·)) ∈ H10 (Ω,RM) for any u ∈ H10 (Ω,RM).
Condition (4.10) means that, in a sense, K(·) has an extension onto Ω and 0 ∈ K(x) if x ∈ ∂Ω.
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Proof. Let u ∈ H10 (Ω,RM). In view of (4.11) and [34, Lemma 5] (see also [33]) r(·,u(·)) ∈ H1(Ω,RM). If
u ∈ C∞0 (Ω,RM), i.e., u vanishes outside a compact subset C of Ω, then letting w(x) := r(x,u(x))− r(x,0),
x ∈ Ω, we see that w ∈ H1(Ω,RM) and w(x) = 0 for x ∈ Ω\C. By results of [16], w ∈ H10 (Ω,RM) and, by
(4.10), r(·,u(·)) ∈ H10 (Ω,RM). In general u ∈ H10 (Ω,RM) is the H1-limit of un ∈C∞0 (Ω,RM), so the result
follows from the H1-continuity of the Nemytski operator generated by r (see [32]). 
4.4. Examples of constraints. We provide some examples of a constraint K : Ω⊸ RM, where Ω ⊂ RN ,
having the properties studied above. In each of these examples we describe tangent cones showing the nature
of the tangency hypothesis.
Example 4.8. (1) (Moving rectangle) Assume that σ ,τ ∈ H1(Ω,RM), σ 6 τ and let
K(x) := [σ(x),τ(x)] = {w ∈RM | σk(x) 6 wk 6 τk(x),k = 1, . . . ,M}, x ∈Ω.
Such constraints has been studied, e.g., in [28,29] in case Ω is bounded. It is immediate to see that conditions
from assumption 1.1 are satisfied. For each x ∈ Ω, the projection r(x, ·) of RM onto K(x) is given by
r(x, ·) = (r1(x, ·), . . . ,rM(x, ·)), where for k = 1, . . . ,M and u= (u1, . . . ,um) ∈ RM and
rk(x,u) = (τk−σk− (uk− τk)−)++σk =

σk(x) if uk < σk(x)
uk if σk(x)6 uk 6 τk(x)
τk(x) if τk(x) < uk.
,(4.12)
In view of [18, Section 7.4], rk(·,u) ∈ H1(Ω), so (4.11) is satisfied. If σk|∂Ω 6 0 and τk|∂Ω > 0 in the
sense of trace (k = 1, . . . ,M), then (4.10) holds, too. Fix x ∈ Ω and take w ∈ K(x). Then TK(x)(w) = RM if
σk(x)< wk < τk(x) (k = 1, . . . ,M) and
v= (v1, . . . ,vM) ∈ TK(x)(w) ⇐⇒
{
vk > 0 if wk = σk(x),
vk 6 0 if wk = τk(x).
(2) (Tube) Let K ⊂ RM be closed convex and bounded, b ∈ H1(RN ,RM), α ∈ H1(RN) with ess infα > 0
and
K(x) = b(x)+α(x)K, x ∈Ω.
Similar constraints were studied in [46]. If s : RM → K is the metric projection onto K, then
(4.13) r(x,u) = b(x)+α(x)s(α(x)−1(u−b(x))), x ∈Ω,u ∈ RM.
Clearly K(·) satisfies assumption 1.1 and (4.10); condition (4.10) holds if −α−1(x)b(x) ∈ K for x ∈ ∂Ω in
the sense of trace. It is easy to see that TK(x)(w) = TK(u), for a.a. x ∈Ω and w= b(x)+α(x)u ∈ K(x), where
u ∈ K.
(3) (Ellipsoidal funnel) Let K be the closed unit ball in RM and all entries of a matrix-valued map E : Ω →
RM×M belong to H1(Ω) and let ess infx∈Ω detE(x)> 0. One may show that, for u ∈ RM, the map
Ω ∋ x 7→ y(x,u) = argmin
y∈K
[
1
2
〈⊺E(x)E(x)y,y〉− 〈⊺E(x)u,y〉
]
,
is in H1(Ω,RM). The funnel
K(x) := E(x)B, x ∈Ω,
where B is the closed unit ball, consists of ellipsoids K(x) centered at the origin. It satisfies assumption 1.1
and (4.10), (4.11) in view of the explicit formula of the projection r(x,u) = E(x)y(x,u), x ∈ Ω, u ∈ RM.
Moreover, v ∈ TK(x)(u) if and only if 〈E(x)−1v,E(x)−1u〉6 0, for a.a. x ∈Ω and u ∈ K(x).
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(4) (Moving polyhderon) Suppose that a set P⊂ {p ∈RM | |p|= 1} is at most countable and consider
(4.14) K(x) :=
⋃
p∈P
Kp(x), Kp(x) := {u ∈ RM | 〈p,u〉 6 ξp(x)}, x ∈Ω,
where ξp ∈ H1(Ω) and ξp|∂Ω > 0 in the sense of trace (9). Properties (1), (2) from assumption 1.1, (4.10)
and (4.11) are satisfied. For x ∈Ω and u ∈ K(x), let P(u) = {p ∈ P | 〈p,u〉 = ξp(x)}. Then TK(x)(u) = {v ∈
RM | 〈p,v〉 6 0, ∀ p ∈ P(u)}, for a.a. x ∈Ω.
We have the following result akin to criteria from [11, Theorem 4.1] and [48, Theorem 14.7].
Proposition 4.9. Recall the operator P defined by (1.6) and satisfying assumptions 1.3 and 2.1 (1). Let K(·)
be defined as in Example 4.8 (4) above. Assumption 2.1 (2) is fulfilled if:
(i) for all 16 i, j 6 N, any p ∈ P is an eigenvector of transposed matrices ⊺Ai j, ⊺Bi and ⊺C, i.e.,
(4.15) ⊺Ai j(x)p= ai j(x)p, ⊺Bi(x)p= bi(x)p, ⊺C(x)p = c(x)p
for a.a. x ∈Ω and some functions ai j,bi,c : Ω→ R, and
(ii) for any p ∈ P, B[ξp(·)p,η(·)p] > 0 for any η ∈ H10 (Ω), η > 0.
Proof. It is clear that K =
⋂
p∈PKp, where Kp = {u ∈ L2(Ω,RM) | u(x) ∈ Kp(x) a.e.}. Hence, to show the
invariance of K it is sufficient to show the invariance of Kp, p ∈ P. By Proposition 4.5 (or Corollary 4.6)
together with Proposition 4.7, it is enough to prove that for any u ∈ H10 (Ω,RM), B[pi(u),u− pi(u)] > 0,
where pi := piKp is the projection onto Kp. The metric projection onto Kp(x) is given by
(4.16) r(x,u) = u− (〈u, p〉−ξp(x))+p, u ∈ RM, x ∈Ω,u ∈ RM.
Thus pi is given by the formula
pi(u) = u− (〈p,u(·)〉−ξp)+p, u ∈ L2(Ω,RM).
To simplify the notation let v := (〈p,u(·)〉− ξp)+. Clearly, v ∈ H10 (Ω), v > 0 and v = 0 off the set Ω0 :=
{x ∈ Ω | 〈p,u(·)〉 > ξp}. By [18, Section 7.4], for any i = 1, . . . ,N, ∂iv = 〈p,∂iu(·)〉 − ∂iξp on Ω0 and 0
elsewhere. Our assumptions yield the following equalities on Ω0
N
∑
i, j=1
〈Ai j(∂ ju−∂ jv(·)p),∂iv(·)p〉+
N
∑
i=1
〈Bi(∂iu−∂iv(·)p),v(·)p〉+ 〈C(u− v(·)p),v(·)p〉
=
N
∑
i, j=1
〈∂ ju−∂v j(·)p,∂iv(·)⊺Ai jp〉+
N
∑
i=1
〈∂iu−∂i(·)p,v(·)⊺Bip〉+ 〈u,v(·)⊺Cp〉
=
N
∑
i, j=1
ai j∂ jξp∂iv+
N
∑
i=1
bi∂iξpv+ cξpv
=
N
∑
i, j=1
〈Ai j∂ jξp(·)p,∂iv(·)p〉+
N
∑
i=1
〈Bi∂ jξp(·)p,v(·)p〉+ 〈Cξp(·)p,v(·)p〉.
This, in view of (ii), implies that
B[pi(u),u−pi(u)] =B[u− v(·)p,v(·)p] =B[ξp(·)p,v(·)p] > 0. 
9Observe that this representation is fairly general, since for a proper closed convex subset K of a separable Banach space X there
is a countable family P of the dual X∗ such that, for any p∈ P, ap := supx∈K〈p,x〉< ∞ and K = {u ∈ X | 〈p,u〉6 ap for all p ∈ P}.
The set consists of all supporting functionals of K.
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Proposition 4.9 together with Proposition 4.5 give sufficient conditions for the flow invariance of P. It,
however, suggests that a convex closed set having the large collection of supporting functionals (e.g. an
ellipsoid) is, in general, flow invariant only when Ai j = ai jI, B
i = biI and C = cI for some ai j,bi,c ∈ R,
for i, j = 1, . . . ,N. This also explains the setting concerning operators and constraining sets in [3] and
other papers mentioned in Introduction. As a further example we have the following immediate result
corresponding to Müller’s conditions.
Corollary 4.10. Suppose K(·) is given by Example 4.8 (1). If the operator P is diagonal, i.e., for each
16 i, j 6 N, matrices of coefficients Ai j, Bi and C are diagonal, Ai jkl = δkla
i j
k , B
i
kl = δklb
i
k and Ckl = δklck for
16 k, l 6M (δkl stands for the Kronecker delta), then assumption 2.1 (2) is satisfied if
Bk[σk,η ]6 0 and Bk[τk,η ]> 0 for any η ∈ H10 (Ω), η > 0,
where
Bk[u,v] :=
∫
Ω
(
N
∑
i, j=1
ai jk ∂ j∂iv+
N
∑
i=1
bik∂iuv+ ckuv
)
dx, u,v ∈ H10 (Ω).
Proof. Observe that K(·) has the representation (4.14)
K(x) =
⋃
p∈P
Kp(x),
where P = {e1, . . . ,eM,−e1, . . . ,−eM}, ek = (δ1k, . . . ,δkM) and ξek := τk, ξ−ek = −σk, k = 1, . . . ,M. It is
clear that, for k = 1, . . . ,m, ek is an eigenvector of
⊺Ai j, ⊺Bi and ⊺C, and, for every η ∈ H10 (Ω), η > 0,
B[ξek(·)ek,η(·)ek] =Bk[τk,ηk]> 0 and B[ξ−ek(·)(−ek),η(·)(−ek)] =−Bk[σk,η ]> 0. 
4.5. Construction of the constrained topological degree. Let X be a real Banach space. We provide the
construction of a topological invariant detecting constrained coincidences of A and F, i.e., solutions to
Au= F(u)
in a set K⊂ X of constraints, where
(D1) A : D(A)→ X is a sectorial operator with compact resolvents,
(D2) F :U ∩K→ X is a continuous map, whereU is an open subset of the fractional space Xα associated
with A, where α ∈ [0,1).
As mentioned in Introduction, in the studied situation the direct use of the Leray–Schauder theory is not
possible. The approach we present has been started in [14]. Then, relying on the ideas of [25], it has been
developed in [15], where F was defined on an open subset of X (if α = 0). The need to consider a more
general case, when F is defined on a fractional space stems from applications, e.g., those discussed in the
beginning of this paper, where the right-hand side of a differential problem depends on the gradient of an
unknown function. This was already observed in [26], but K and F are assumed to be bounded there. These
assumptions are so strong that results of [26] are hardly applicable to differential systems (1.1). Therefore,
it is necessary to modify the approach from [15] accordingly.
Simple examples show that in order to get meaningful results one should impose some structural assump-
tions. We assume that
(D3) K⊂ X is an L-retract (10).
10Even though our applications concern the convex K we decided to provide the construction in a more general situation having
the future reference on mind.
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Recall that a closed set K of a Banach space X is called an L-retract (see [8]) if there is η > 0, a continuous
map r : B(K,η)→K, where B(K,η) := {x ∈ X | d(x,K) < η}, and L> 1 such that ‖r(x)− x‖ 6 Ld(x,K)
for any x∈ B(K,η). L-retracts constitute a broad subclass of neighborhood retracts containing many classes
of sets considered as constraint sets; in particular any closed convex set K ⊂ E is an L-retract; see [8] for
more details and other examples of L-retracts.
Moreover we assume that
(D4) K is resolvent invariant, i.e., Jh(K)⊂K for all 0< h6 h0, where h0ω < 1;
(D5) F is tangent to K, i.e., F(u) ∈ TK(u) for u ∈U ∩K.
Let
C = Coin(A,F;U ∩K) := {u ∈U ∩K | u ∈D(A) and Au= F(u)}.
The inclusion C ⊂ D(A) implies that C ⊂ Xβ for every β ∈ [0,1]. We assume that
(D6) C is closed in X
α ,C and F(C) are bounded in X .
Remark 4.11. (1) Assumption (D6) holds if and only if C is compact in X
β , for every β ∈ [0,1). Indeed,
ifC and F(C) are bounded, then C is relatively compact in Xα since C ⊂ {Jh(u+hF(u)) | u ∈C} ⊂ Xα and
Jh : X → Xα is compact by Lemma 4.3. For β ∈ [α ,1),C is closed in Xβ , since Xβ ⊂ Xα is continuous, and
thus compact in Xβ . If β ∈ [0,α), thenC is compact in Xβ due to the continuity of the embedding Xα ⊂ Xβ .
(2) Observe that C is always closed in U since F is continuous and A has the closed graph. Evidently if
Kα ⊂U , then C is closed in Xα .
(3) Suppose that K is bounded. Then assumption (D4), along with (D1) and (D3), implies that, for any
β ∈ [0,1), the set Kβ := K∩Xβ is of finite homological type, i.e., for each q> 0 the vector space Hq(Kβ ),
where H∗(·) stands for the singular homology functor with the rational coefficients, is finite dimensional
and Hq(K
β ) = 0 for almost all q > 0. To see this let O := B(K,η) and let φ(x) := Jh ◦ r(x), x ∈ O, where
0 < h 6 h0 is fixed. Then φ : O→ Kβ is a well-defined continuous compact map. Let j : Kβ →֒ O be the
embedding and φ¯ := j ◦φ : O→ O. In view of the so-called normalization property of the Leray–Schauder
fixed point index φ¯ is a Lefschetz map (see [20, Theorem (7.1)]) and its generalized Lefschetz number Λ(φ¯ )
is defined. The commutativity of the following diagram
O
φ
//
φ¯

Kβ
φ |
Kβ

j
⑦
⑦
⑦
⑦
⑦
⑦
⑦
⑦
O
φ
// Kβ
implies that φ |Kβ is a Lefschetz map (see [20, Lemma (3.1)]) and Λ(φ |Kβ ) = Λ(φ¯ ). We show below that
φ |Kβ is homotopic to the identity id :Kβ →Kβ and, thus, the endomorphisms H∗(φ |Kβ ) =H∗(id) = idH∗(Kβ )
are the Leray endomorphisms. Hence, the graded vector space H∗(Kβ ) is of finite type. In particular
the Euler characteristic χ(Kβ ) := ∑q>0(−1)q dimQHq(Kβ ) is a well-defined integer number. Moreover
χ(Kβ ) = λ (id) = Λ(id) = Λ(φ¯ ), where λ (id) is the usual Lefschetz number, does not depend on β ∈ [0,1).
To show that φ |Kβ is homotopic to the identity consider a map Φ :Kβ × [0,1]→Kβ given by
Φ(x, t) :=
{
Jth(x), for x ∈Kβ , t ∈ (0,1],
x, for x ∈Kβ , t = 0.
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In view of Lemma 4.3 (jv), Φ is continuous on Kβ × (0,1], so let us consider sequences xn → x0 in Kβ and
tn ց 0. By Lemma 4.3 (ii) and (jjj), we have
‖Φ(xn, tn)−Φ(x0,0)‖β = ‖Jtnhxn− x0‖β 6 ‖Jtnhxn− Jtnhx0‖β +‖Jtnhx0− x0‖β
6
M
1− tnhω ‖xn− x0‖β +‖Jtnhx0− x0‖β → 0, n→ ∞.
(4.17)
Evidently Φ is a homotopy joining φ |Kβ to id.
Let us now present the steps of the construction.
Step 1: Let F˜ :U → X be a continuous extension of F. Note that F is defined on a closed subset ofU , so
F˜ exists in view of the Dugundji extension theorem.
Step 2: Fix η > 0, L > 1 and a retraction r : BX(K,η)→ K such that ‖r(x)− x‖ 6 Ld(x,K) for x ∈
BX(K,η).
Step 3: SinceC is compact in Xα and F˜ is continuous, one can find an open bounded subsetW ⊂ Xα such
that
(4.18) C ⊂W ⊂W ⊂U ∩ (BX(K,η/2)∩Xα),
and F˜(W ) is bounded in X , whereW is the closure ofW in Xα . Note that BX(K,η/2)∩Xα contains C and,
since the embedding Xα →֒ X is continuous, BX(K,η/2)∩Xα is open in Xα .
Step 4: Since the set F˜(W ) is bounded we may assume that ‖hF˜(x)‖6 η/2 for h ∈ (0,h0] and x ∈W . By
(4.18), for any x ∈W , d(x,K) < η/2 and, thus, x+ hF˜(x) ∈ BX(K,η). Therefore and in view of (D4) the
map φh :W → Xα , where h ∈ (0,h0], given by the formula
φh(x) = Jh ◦ r(x+hF˜(x)), x ∈W ,
is well-defined. The map φh is compact due to the fact that A has compact resolvents and r maps bounded
sets into bounded ones. Moreover, if h > 0 is small enough, then Fix(φh) := {x ∈W | φh(x) = x} ⊂W .
Indeed, if x ∈ Fix(φh), then x ∈W ∩K since Jh(K) ⊂ K. Hence F˜(x) = F(x) and x = Jh(r(x+ hF(x))).
Suppose to the contrary that there are a sequences hn ց 0 and (xn)⊂ ∂W ∩Fix(φn). Hence xn+hnA(xn) =
r(xn + hnF(xn)). Arguing as in the proof of [15, Lemma 3.3] (with obvious modifications) we gather that,
after passing to a subsequence if necessary, xn → x0 ∈C∩∂W . This contradiction proves our assertion.
Step 5: Without loss of generality we may assume that φh is well-defined compact and Fix(φh) ⊂W
for any h ∈ (0,h0]. This implies that for any such h, the Leray–Schauder fixed point index IndLS(φh,W ) is
well-defined (see [20, Sections 7, 8]). Therefore, we are in a position to define the constrained topological
degree degK(A,F;U) of coincidence between A and F onU as follows:
(4.19) degK(A,F;U) := lim
h→0+
IndLS(φh,W ).
We claim that the definition (4.19) is correct, i.e.,
• it stabilizes, i.e., IndLS(φh1 ,W ) = Ind(φh2 ,W ) for sufficiently small h1, h2 > 0,
• it is independent of the choice of an L-retraction r,
• it is independent of the choice of a bounded open neighbourhood W ofC,
• it is independent of the extension F˜.
These issues can be shown in a similar manner as in the proof of [15, Lemma 3.5 and Lemma 3.6].
The definition (4.19) also does not depend on the choice of a constant d, where d is such that Ad =A+dI
is positive and determines the norm ‖ · ‖α ,d on the fractional space Xα . Indeed, if we take another dˆ >−ω ,
then the identity provides a (topological) homeomorphism between (Xα ,‖ · ‖α ,d) and (Xα ,‖ · ‖α ,dˆ) in view
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of Remark 4.2. The claim follows now immediately from the so-called commutativity property of the Leray–
Schauder index (see [20, Theorem (7.1)]). One gets in fact a stronger result.
Remark 4.12. The so-called contraction property of the Leray–Schauder index (see [21, Theorem (6.2),
§ 12]) implies that for all h ∈ (0,h0], IndLS(φh,W ) = IndLS(φh|W∩Xβ ,W ∩ Xβ ), where β ∈ [α ,1). This
implies that degK(A,F,U) does not depend on the particular choice α ∈ [0,1), namely, if β ∈ [α ,1), then
degK(A,F;U) = degK(F|U∩Xβ∩K;U ∩ Xβ ).
By an admissible homotopy we understand a continuous map H : (U ∩K)× [0,1]→ X , whereU ⊂ Xα is
open, such that H(u, t) ∈ TK(u) for all u ∈U ∩K, t ∈ [0,1], the sets C =
⋃
t∈[0,1]Coin(A,H(·, t);U ∩K) and
H(C× [0,1]) are bounded in X and C is closed in Xα .
Remark 4.13. Arguing as above we easily see C is compact in Xα and one can find an open bounded
W ⊂ Xα such that C ⊂W ⊂W ⊂U ∩ (BX(K,η/2)∩Xα) and H(W × [0,1]) is bounded in X . Then, for
sufficiently small h > 0 the map φh :W × [0,1]→ Xα given by φh(x, t) := Jh ◦ r(x+ hH˜(x, t)) for x ∈W ,
t ∈ [0,1], where H˜ :U → X is a continuous extension of H, is well-defined compact and
{x ∈W | ∃t ∈ [0,1], φh(x, t) = x} ⊂W
provided h> 0 is sufficiently small, see [15].
Theorem 4.14. The degree defined by (4.19) has the following properties:
(Existence) If degK(A,F;U) 6= 0, then Coin(A,F;U ∩K) 6= /0.
(Additivity) If U1, U2 ⊂U are open disjoint and Coin(A,F;U)⊂ (U1∪U2)\ (U1∩U2), then
degK(A,F;U) = degK(A,F;U1)+degK(A,F,U2).
(Homotopy invariance) If H :U × [0,1]→ X is an admissible homotopy, then
degK(A,H(·,0),U) = degK(A,H(·,1),U).
(Normalisation) If K is bounded, F :Kα → X and F(Kα) is bounded in X, then for any open U ⊂ Xα such
that Kα ⊂U,
degK(A,F,U) = χ(K).
Proof. (Existence) By the definition (4.19), given a sequence hn ց 0, we have IndLS(φhn ,W ) 6= 0. The
existence property of the Leray–Schauder index implies the existence of a sequence (xn) in W such that
φhn(xn) = xn, i.e., xn ∈D(A)∩W ∩K and xn+hnAxn = r(xn+hnF˜(xn)) = r(xn+hnF(xn)). Hence
(4.20)
‖Axn−F(xn)‖= 1
hn
‖xn+hnAxn− xn−hnF(xn)‖
=
1
hn
‖r(xn+hnF(xn))− (xn+hnF(xn))‖6 Ld(xn+hnF(xn),K)
hn
,
where in the last inequality we used the fact that r is L-retraction. Since xn ∈W ∩K, we get
(4.21)
d(xn+hnF(xn),K)
hn
=
d(xn+hnF(xn),K)−d(xn,K)
hn
6 ‖F(xn)‖6 R,
for a constant R such that supx∈W ‖F(x)‖ = R. Equation (4.20) combined with (4.21) yields {‖Axn‖}n>1
is bounded. For any n > 1, xn = Jh0(xn + h0Axn), and so, by Lemma 4.3 (jj), the set {xn}n> is relatively
compact in Xα . Passing to a subsequence if necessary, we have xn → x0 in Xα and x0 ∈W ∩K⊂U ∩K. By
(4.20), we have
‖Axn−F(xn)‖6 Ld(xn+hnF(x0),K)
hn
+L‖F(x0)−F(xn)‖.
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Letting n→ ∞, using the continuity and the tangency (D5) of F, we see that limn→∞ ‖Axn−F(xn)‖ = 0.
Thus, Axn → F(x0) and, since A is closed, x0 ∈ D(A) with Ax0 = F(x0). Thus, x0 ∈ D(A)∩U ∩K satisfies
Ax0 = F(x0).
(Additivity) follows by the definition 4.19 from the additivity property of the Leray–Schauder index.
(Homotopy invariance) is a consequence of the homotopy invariance of the Leray–Schauder index, the
definition 4.19 and Remark 4.13.
(Normalization) Obviously, degK(A,F;U) is well-defined and its independence ofU follows immediately
from the additivity property. Take an openW ⊂ Xα such that Kα ⊂W ⊂W ⊂U ∩ (BX(Kα ,η/2)∩Xα) and
a continuous extension F˜ : Xα → X of F being bounded onW . Let h ∈ (0,h0] be such that degK(A,F;U) =
IndLS(φh,W ). Recall that φh(W )⊂Kα . Hence, we may assume that φh :W →Kα . Denoting the embedding
Kα →֒W by j and φ¯h := j ◦φh :W →W , we see that φ¯h is a Lefschetz map and
(4.22) IndLS(φh,W ) = IndLS(φ¯h,W ) = Λ(φ¯h)
is the generalized Lefschetz number of φ¯h. The argument is now similar to that from Remark 4.11 (3). We
have the commutative diagram
W
φh
//
φ¯h

Kα
φh|Kα

j
}}④④
④
④
④
④
④
④
W
φh
// Kα .
Again, by [20, Lemma (3.1)], φh|Kα is a Lefschetz map and
(4.23) Λ(φh|Kα) = Λ(φ¯h).
We now show that φh|Kα is homotopic to the identity id : Kα → Kα . To this end, let us define Φ :
Kα × [0,1]→Kα by
Φ(x, t) :=
{
φth(x), for x ∈ Kα , t ∈ (0,1],
x, for x ∈ Kα , t = 0.
By Lemma 4.3 (jv), Φ is continuous on Kα × (0,1]. Let xn → x0 in Kα and tn ց 0. Then
‖Φ(xn, tn)−Φ(x0,0)‖α = ‖φtnh(xn)− x0‖α 6 S1(n)+S2(n),
where
S1(n) = ‖Jtnh ◦ r(xn+hnF(xn))− Jtnh(xn+ tnhF(xn))‖α , S2(n) = ‖Jtnh(xn+ tnhF(xn))− x0‖α .
By Lemma 4.3 (j), there is Cα > 0 such that
S1(n)6
Cα
(tnh)α (1− tnhω)1−α ‖r(xn+ tnhF(xn))− (xn+ tnhF(xn)‖
6
Cα
(tnh)α (1− tnhω)1−α Ld(xn+ tnhF(xn),K)6
CαL
(tnh)α (1− tnhω)1−α tnh‖F(xn)‖
6
CαL
(1− tnhω)1−α (tnh)
1−α‖F(xn)‖→ 0, n→ ∞,
since the sequence (‖F(xn)‖) is bounded. To estimate S2(n) note that
S2(n)6 ‖Jtnh(xn+ tnhF(xn))− Jtnh(xn)‖α +‖Jtnh(xn)− x0‖α .
The first summand satisfies
‖Jtnh(xn+ tnhF(xn))− Jtnh(xn)‖α 6
Cα
(1− tnhω)1−α (tnh)
1−α‖F(xn)‖ → 0, n→ ∞,
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and, as in (4.17), ‖Jtnhxn− x0‖α → 0 as n→ ∞.
Now it is clear that
(4.24) Λ(φh|Kα) = Λ(id) = λ (id) = χ(Kα) = χ(K).
In view of Remark 4.11 (3), (4.22), (4.23) and (4.24) we conclude the proof. 
Remark 4.15. If assumptions (D1) – (D6) are satisfied and F is defined on K
α , then degK(A,F;U) does
not depend on open U ⊂ Xα such that Kα ⊂U . Therefore we may suppress it from the notation and write
degK(A,F). The normalization property implies in particular that degK(A,0) = χ(K).
The following corollary is convenient to use in applications.
Corollary 4.16. Assume that K⊂ X is closed convex and bounded, F :Kα → X is continuous and tangent,
namely F(u) ∈ TK(u), for every u ∈ Kα , and let C := {u ∈ Kα | Au= tF(u) for some t ∈ [0,1]}. If F(C) is
bounded, then there is u0 ∈K∩D(A) such that Au0 = F(u0).
Proof. The assumptions imply that a map H(u, t) : Kα → X given by H(u, t) := tF(u) for u ∈ Kα , provide
an admissible homotopy joining F to the constant map 0. Then the assertion follows as an immediate
consequence of the existence, homotopy and normalization properties of the degree. 
Remark 4.17. If the operator A is m-accretive, then Corollary 4.16 is true if K is not bounded, but C is
bounded. It is an open problem to get this result without a provisional assumption of m-accretivity.
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