Abstract. The topic of this paper is a generalization of Tannaka duality to coclosed categories. As an application we prove reconstruction theorems for coalgebras (bialgebras, Hopf algebras) in categories of topological vector spaces over a nonarchimedean field K. In particular, our results imply reconstruction and recognition theorems for categories of locally analytic representations of compact p-adic groups, which was the major motivation for this work. Also, as an example, we discuss a certain (trivial) extension of the geometric Satake correspondence.
Introduction
The first results on reconstruction seems to be the Pontryagin duality theorems for abelian locally compact groups, followed by the T. Tannaka reconstruction theorem [Ta] and M. Krein recognition theorem [Kr] for general compact groups. In short, Tannaka-Krein duality states that one can reconstruct the group from its category of finite-dimensional representations. It was then extended to pro-algebraic groups and Hopf algebras in [D, DM, S] , where the concepts of rigid objects and Tannakian categories were introduced. Around the same time reconstruction theorems for infinite-dimensional representations (in vector space over the field of complex numbers) of (locally) compact groups were obtained in several papers, among which we would like to mention [R1, R2] , followed by [R3] , where theorems on reconstruction with infinite-dimensional representations were obtained with the use of a certain generalization of rigid categories (called reflexive monoidal categories), though the recognition problem remained unconsidered. Among the huge number of works, that followed, on reconstruction using rigid categories, we would like to mention [PAR2] (and [PAR1] ), which seems to provide the most general context for reconstruction in monoidal categories (we do not consider extensions to higher algebraic structures) and on which we build heavily. This list is by no means exhaustive and is very subjective.
In reconstruction theory, one can reconstruct the group G from the forgetful functor F ∶ Rep (G) → Vect f d K to the category of finite-dimensional vector spaces as the group of natural monoidal automorphisms of F (in the case of algebraic groups, this is a simple consequence of the Yoneda lemma). For the reconstruction of a Hopf algebra (of functions on G) one reconstruct it as a predual object, the coendomorphism object coend (F). Since the coalgebra theory is simpler than the theory of algebras, the second approach turn out to be easier and is followed by most authors for the reconstruction of coalgebras, bialgebras and Hopf algebras. In a general rigid monoidal category C 0 one can construct coend (F) for a functor F ∶ B → C 0 as a colimit of a diagram of objects of the form F (B) ∨ ⊗ C F (B), which requires us to assume the existence of a cocomplete category C ⊃ C 0 and to assume 1 either B or C 0 to be small for the above mentioned colimit to exist. These conditions require us to consider fiber functors into categories of objects that satisfy some finiteness conditions (finite-dimensional vector spaces, finitely generated projective modules, etc.). One can also define coend (F) as a representing object for the functor Nat (F, F ⊗ C −) ∶ C → Sets of monoidal natural transformations, assuming that C is locally small (otherwise Nat (F, F ⊗ C −) is not a functor to Sets). While this definition works in general, to prove the existence of coend (F) one still need a direct construction of it and thus is bound to the case of functors F ∶ B → C 0 into a rigid category.
The starting point (and the essence) for this paper is the observation that for the computation of the coend (F) of the fiber functor F one does not need the category C 0 to be rigid, but rather it only has to be coclosed, i.e. the tensor product functor Y ⊗ C − has to have a left adjoint functor cohom C (−, Y ). According to the theorem of Eilenberg and Watts, any such functor for categories of modules Mod R over a ring R is itself a tensor product functor Y ∨ ⊗ C − and one can take Y ∨ as a dual of Y , recovering the rigid structure from the adjuction. Thus in the case of categories of modules the coclosedness requirement is equivalent to requiring rigidity. There is a conjecture that Eilenberg-Watts theorem holds in any abelian monoidal category, so it is no wonder that the fact that left adjoints can be used in Tannaka reconstruction was either not noticed or not given importance by researchers. Although the author is not aware of the status of this conjecture for abelian categories, in nonabelian case it is false (and this paper contains a counter-example). Thus the use of cohoms allows us to compute coend (F) in categories that are not rigid, i.e. without usual finiteness assumptions on objects of the category C 0 , and thus one can do reconstruction in a more general setting. Another feature of this work is that we never require preservation of arbitrary colimits by tensor products, which is common for all previous works. While in algebra this requirement is usually not restrictive (since algebraic tensor product functor is a left adjoint), topological tensor products seldom enjoy this property and thus in the topological setting one needs reconstruction theorems that do not require preservation of arbitrary colimits.
Let us briefly outline the content of the paper. In section 1 we review the definition and some basic properties of cohomomorphisms. We define coend (F) in coclosed categories and work out its basic properties by giving direct proofs, without using Nat (F, F ⊗ C −). We think it is useful for understanding how these properties work, and also it allows to apply these constructions to the case when the category C is not locally small (though in our applications it is locally small). We use the framework of C-categories, introduced by B. Pareigis for reconstruction problems, which we briefly review in preliminaries, along with some results of [PAR2] . We also introduce the concept of C-cowedge, corresponding to C-natural transformations ( [PAR2] ) and give direct construction of coend C (F). This allows us to state reconstruction and recognition theorems as a consequence of the results of [PAR2] , though we slightly relax the assumptions, to adapt them for our applications. We also give the conditions (in section 1.9) when F ∶ B → C 0 ⊂ C gives an equivalence of categories B and Comod C0 − coend C0 (F), which is stated in [SCH, Chapter 2] for general C-categories as an open question and proved there only for vector spaces.
In section 2 we apply our results to state reconstruction and recognition theorems in the categories of topological vector spaces over nonarchimedean field K, which was our original motivation to study this question. The category LS of LS-spaces, that we consider, is the category of spaces of locally analytic representation theory, and thus our results can be viewed as (a part of) Tannaka-Krein duality for compact p-adic groups. We also prove reconstruction theorems for a bialgebra of compact type from its category of Banach comodules.
Most of our results are formulated in their simplest versions, but the construction is very flexible and can be adapted to different settings, in which one might need to do reconstruction. We show this in section 3, where we adapt out results for reconstruction in the category of Banach spaces Ban K . The usual problem with Ban K is that it is not cocomplete (and not complete), thus one cannot take a colimit to construct coend (F ). We overcome this problem by putting a restriction on cowedges and natural transformations that we call boundedness (one will see that this name is natural) and show that the results of section 1 survive this change. As an example, we prove an extension of the geometric Satake correspondence to the Hopf algebra of rigid analytic functions. This result, although being trivial, may serve as an indication that there exists a more interesting version of the geometric Satake correspondence for p-adic groups, which is the subject of [L2] . a while ago, the active phase of this work was completed during my stay in the University of Science and Technology of China as a post-doc. I would like to thank the institution, the department, the Wu Wenjun CAS Key Laboratory of Mathematics and its director professor Sen Hu, and especially professor Yun Gao for hospitality, stimulation, support and excellent research conditions. Needless to say that all possible errors and inaccuracies in this paper are solely my fault. I also thank Peter Schauenburg for explaining me one vague point in [SCH] . I first started thinking about possible version of Tannaka duality in nonarchimedean setting when I was taking a course of Alex Rosenberg on reconstruction theorems. Unfortunately, the key points of the present work became clear to me only recently, when it was already too late to discuss it with him. This paper is devoted to his memory.
Preliminaries
Throughout this paper (C, ⊗ C ) is a monoidal category. 0.1. C-categories. We briefly review some notions and results from [PAR2] . For any unknown term with no reference one should look there for explanations.
Definition 0.1. Let (C, ⊗ C ) be a monoidal category.
• A category B together with a bifunctor ⊗ CB ∶ C ×B → B and coherent natural
and π ∶ I ⊗ CB P → P will be called a (left) C-category. C is called control category.
• Let B and B ′ be C-categories. A functor F ∶ B → B ′ together with a coherent natural isomorphism ξ ∶ F (X ⊗ CB P ) → X ⊗ CB ′ F (P ) is called a C-functor.
Note that if B
′ is also a monoidal category and M ∈ B ′ then F ⊗ B ′ M is also a C-functor.
•
′ is a natural transformation, compatible with the natural isomorphisms ξ and ξ ′ . The collection of C-natural transformations from F to F ′ will be denoted by Nat C (F, F ′ ). The set of all natural transformations Nat (F, F ′ ) corresponds to the one-element control category.
Definition 0.2. Let C be a braided monoidal category.
• Let B, B ′ and B ′′ be C-categories. A bifunctor B × B ′ → B ′′ is called Cbifunctor, if it is a C-functor on each variable such that bifunctor and Cfunctor structures are compatible (in the sense of [PAR2, 2.4] ). Similar to C-morphisms, one defines C-bimorphisms of C-bifunctors.
• Let A be a C-category with coherent structure of a monoidal category with tensor product ⊗ A . If ⊗ A is a coherent C-bifunctor, then A is called Cmonoidal category. It's monoidal structure morphisms then are C-morphisms.
• A monoidal functor between two C-monoidal categories is called C-monoidal if it is a C-functor and it's monoidal functor structure morphism is a Cbimorphism.
• A natural transformation is called C-monoidal if it is monoidal and Cnatural.
• A C-monoidal category A is called C-braided if the braidings in A and C are coherent (but braiding on A is not a C-morphism).
for all X ∈ C and Q ∈ A.
Proposition 0.3. [PAR2, 2.10] Let A be C-braided C-monoidal category. Let B be a C-central bialgebra in A, C be a coalgebra in A and z ∶ C → B be a coalgebra morphism. Then
Recall the (slightly changed) notion of C 0 -generated coalgebra [PAR2, 2.6 ].
Definition 0.4. Let C be a monoidal category, C 0 ⊂ C be a full monoidal subcategory and I be a poset. The coalgebra C ∈ C is called (right ) C 0 − I-generated if the following holds:
(1) C is a colimit in C of an I-diagram of objects
where X ∈ C 0 , M ∈ C and j i ∶ C i → C are the monomorphisms from the colimit diagram; (3) every C i is a subcoalgebra of C via j i ∶ C i → C; (4) If (P, ρ P ) is a (right) comodule over C and P ∈ C 0 then ∃ i and ρ P,
If we don't want to specify I or it's choice is clear we say that C is C 0 -generated.
Remark 0.5. For a C 0 − I-generated coalgebra C ∈ C and any subcoalgebra C Example 0.6. Fundamental theorem of coalgebras: for any field K every coassociative coalgebra in the category V ect K of all vector spaces is V ect
K is the category of all finite-dimensional vector spaces.
Example 0.7. Let K be a locally compact nonarchimedean field and G be a compact locally K-analytic group. Then the coalgebra C la (G, K) of locally analytic functions on G is Ban K − N-generated in the category LCT V S of locally convex topological vector spaces or in the category LB of LB-spaces.
Coendomorphism of bifunctors
Similarly one defines a dinatural transformation from a constant to F.
We will also call dinatural transformation from a constant to F a wedge over F. A dinatural transformation from F to a constant will be a cowedge over F. The definition of a morphism of (co)wedges is clear. (Co)wedges over F form a category.
Definition 0.9. end (F) is a terminal object in the category of wedges over F. coend (F) is an initial object in the category of cowedges over F. 0.3. subdivision category, existence of coend. [MAC, IX.5] . To a category C we associate its subdivision category C § in the following way: we set Ob C § = Ob (C) ∪ Mor (C) (note that c ∈ C and id c give different objects c § and id § c in C § ). The morphisms are the identity morphisms for the above mentioned objects and also if f ∶ c → d is the morphism in C then it gives rise to the two morphisms c § 
where the equalized pair is defined by equations
. Let A, B be C-categories and F ∶ B → A be a Cfunctor. If B is small and A is locally small and C-monoidal, then the C-natural transformations form a functor
By analogy with the case of all natural transformations, we denote the representing object by coend C (F) with the universal
⊗ A M form a set and thus define a functor
n and δ n , and multirepresentable if it is n-representable for all n.
In the following propositions we summarize some results from [PAR2] .
Proposition 0.11. The functor Nat C (F, F ⊗ A −) has the following properties ([PAR2, 3.3, 3 .6]):
commutes for every X ∈ B;
• coend C (F) is a coalgebra, unique up to isomorphism of coalgebras;* • ∀P ∈ B:
Now let A be C-braided C-monoidal, B be C-monoidal and F ∶ B → A be C-monoidal functor.
It is unique up to isomorphism of bialgebras; • if F factors through the full subcategory A 0 of rigid objects of A, then
Proposition 0.12. (Reconstruction theorem) Let C be a braided monoidal category and C 0 be a full braided monoidal subcategory.
• Let C be a C 0 -generated coalgebra in C and
• Let C also be cocomplete and let ⊗ preserve colimits in both variables. Let C also be a
Proposition 0.13. (Recognition theorem [PAR2, 4.7] ) Let C be a cocomplete braided monoidal category and C 0 be a (locally small) full braided monoidal subcategory of rigid objects. Assume that ⊗ C preserve colimits in both variables. Let B be a small category and F ∶ B → C 0 ⊂ C be a functor.
• the functor Nat (F,
1. Coclosed categories.
1.1. Cohomomorphisms. Definition 1.1. Let C be a monoidal category and X, Y ∈ C. And object
If it exists, cohom C (X, Y ) is unique up to an isomorphism. Instead of coact X,Y,Z (φ) we might write just coact (φ) orφ.
Definition 1.2. We say that the category C is right coclosed if for all X, Y ∈ C there exists a right cohomomorphism object. We also say that a subcategory
Similarly one can define left cohomomorphism objects and left coclosed categories. In this paper we will always consider right coclosed categories, unless we explicitly mention the opposite.
In a (right) coclosed category C a map φ ∶ X → Z ⊗ C C induce the map
One can see that
Lemma 1.3. For any object T ∈ C we have the following identities
Example 1.4. Let C = vec K be the category of finite-dimensional vector spaces over the field K with the tensor structure given by the tensor product of vector spaces. For X, Y ∈ vec lets compute cohom vec K (X, Y ) (without using hom-tensor adjunction). Let {x i } i=1,...,n and {y j } j=1,...,m be the bases of X and Y correspondingly. Let Y * is the linear dual space of Y and y ′ j j=1,...,m be its basis, dual to {y j } j=1,...,m . For
. φ is defined via it's values on x i , which can be written as φ (x i ) = ∑ y j ⊗z φ ij . Without loss of generality we can say that z φ ij span the whole Z φ . The largest such Z φ one can get is Z Φ ∶= K nm , i.e. when all z φ ij are linearly independent and all other cases are quotients π φ ∶ Z Φ ↠ Z φ by the corresponding relations R φ ∶= ker (π φ ) between z φ ij . For any two maps φ n ∶ X → Y ⊗ Z φn , n = 1, 2, the transition map 
This means that cohom vec (X, Y ) ≅ K nm and coev X,Y = Φ. Since cohom is covariant in X and contravariant in Y , we write it as cohom
Remark 1.5. The above argument shows that in C = Vec K for finite-dimensional X and Y we have cohom Vec K (X, Y ) ≅ Y * ⊗ X. It also explains why, if either X or Y has infinite dimension, cohom Vec K (X, Y ) does not exist, since in this case the diagram {Z φ } is (filtered) infinite and its limit is not preserved by tensoring with Y .
1.2. Coendomorphisms. Definition 1.6. We define the coendomorphism object of X ∈ C as coend C (X) ∶= cohom C (X, X). We will also write coev X for coev X,X . Lemma 1.7. Let X ∈ C and suppose coend C (X) exists. Then
(1) coend C (X) is a coalgebra in C with the comultiplication
Proof. The check of coalgebra axioms for coend
The check of coassociativity for ρ X is also straightforward. From the relation id X = id X ⊗ C ǫ coendC(X) ○coev X we get that X is a comodule over coend C (X).
• one has a morphism
1.3. Rigid tensor categories. In the treatment of rigid monoidal categories we will follow [PAR1] .
Dual objects have the following properties:
• For all X, X * and db are unique;
categories are right coclosed;
• duality operation forms a functor (−) * ∶ C → C op (follows from [PAR1, 3.3.8] ). From the above properties it is clear that in a braided rigid category Cohom is a tensor bifunctor, i.e.
Lemma 1.10. Let C be a braided right coclosed monoidal category such that Cohom is a tensor bifunctor. Then C is a left rigid category.
Proof. We have the following isomorphism 
Clearly, under the assumptions above, coend (F) exists if C is cocomplete and either C 0 or D is small. Remark 1.12. If C is a rigid category, for a functor F ∶ D → C we have the notion
, this definition of coend is a special case of ours.
Proposition 1.13. Let F ∶ D → C 0 ⊂ C be a functor and suppose that coend (F) exists. Then
, with δ F (X) being the comodule structure from 2, is natural;
Proof. (4) can be proven via diagram
is also a natural transformation. Since every F (X) is a comodule over coend C (F (X)), this imply that the diagrams
are the diagrams of dinatural transformations (note that coend (F) ⊗ C coend (F) does not have to be the colimit of coend C (F (X))⊗ C coend C (F (X))). Thus ∆ coend(F) and ǫ coend(F) and coalgebra structure is induced by the one of coend C (F (X)), which proves (1). The check of the coalgebra axioms is straightforward.
For (2), the coend (F)-comodule structure on F (X) is given by
Again, the check of the axioms is straightforward. (3) is equivalent to (4). (5) follows from the universal property of coend (F).
1.5. Relation to functor Nat (F, F ⊗ −). Now let C be a locally small category. Then natural transformations Nat (F,
for a functor F ∶ D → C of one variable coend (F) is defined as a representing object of Nat (F, F ⊗ C −). This definition is more general than 1.11, since one might not be able to form the bifunctor Cohom ○ (F × F op ). The following results show that when one can -the two definitions agree. Thus one might think of the definition 1.11 as of the way to compute coend (F) when the target category is coclosed.
Proposition 1.14. There is a one-to-one correspondence between elements of
Proof. Since we have adjunction cohom C (−, −) ⊣ (− ⊗ −), from correspondences
one has a one-to-one correspondence between the families of morphisms
and the families of morphisms
One can check directly that naturality condition on {µ X } implies dinaturality condition on {µ 
Proof. Follows from the universal property of coend (F).
1.6. C-cowedges of a C-functor and coend C (F). Let A and B be C-categories, B 0 ⊂ B coclosed in B and F ∶ A → B 0 ⊂ B be a C-functor. Similar to the proof of the proposition 1.14, for a C-natural transformation µ ∶ F → F ⊗ B M we can expand the diagram, expressing it's C-naturality, to the diagram
which motivates the following definition. Denote the induced map
Definition 1.16. We say that a cowedge µ
is commutative.
Similar to the section 0.2, C-cowedges form a subcategory of the category of cowedges over F. Definition 1.17. Similar to the definition 0.9 we define coend C (F) as the initial object in this category.
The diagram in the beginning of this section proves the following result. Lemma 1.18. Let F ∶ A → B 0 ⊂ B be a C-functor. Then under the correspondence from the proposition 1.14 C-cowedges correspond precisely to C-natural transformations.
Corollary 1.19. If B is cocomplete and either A or B is small then coend C (F) exists for every C-functor F (similar to section 0.3).
Similar to the section 0.3, one can construct coend C (F) explicitly as a coequalizer. Namely,
where
and
The equalized pair is defined by equations
Remark 1.21. If C ∈ C is a coalgebra and F ∶ Comod C − C → C is a forgetful functor from the category of right comodules over C, then Nat C (F, F ⊗ B −) is multirepresentable (similar to [PAR1, 3.8 .6]).
1.7. Reconstruction theorems. We slightly reformulate the "restricted" reconstruction theorems.
Proposition 1.22. Let C be a braided monoidal category and C 0 be a full braided monoidal subcategory.
• Let C be a C 0 − I-generated coalgebra in C and F ∶ Comod C0 − C → C 0 ⊂ C be the forgetful functor. Then we have an isomorphism of coalgebras
• Let C also have colimits of I-diagrams and let ⊗ preserve those colimits in both variables (and thus preserve I − I-colimits). Let C also be a C 0 -central bialgebra (and thus Comod C0 − C is a monoidal category). Then Nat C0 (F, F ⊗ C −) is multirepresentable by C and coend C0 (F) ≅ C is the isomorphism of bialgebras [PAR2, 4.5] .
Remark 1.23. It is often possible to reconstruct the bialgebra structure without additional assumptions on C and ⊗ (see 2.1.2).
1.8. Recognition theorem. From our previous results we know that for a C 0 -functor F ∶ B → C 0 ⊂ C if the category C is cocomplete, C 0 ⊂ C is coclosed in C and either B or C 0 is small, then coend (F) exists. Together with the proposition 1.25 this solves the recognition problem for coalgebras. For the recognition of bialgebras we can simply use the corresponding part of the proposition 0.11.
We combine these statements in the following proposition (compare with [PAR2, 4.7] ). Proposition 1.24. Let A, B be C-categories, A be locally small, cocomplete and C-monoidal, A 0 ⊂ A be coclosed in A, F ∶ B → A 0 be a C-functor. Let also A 0 or B be small. Then
(1) A ∶= coend C (F) exists and F factors as F = U ○ I B , with I B ∶ B → Comod A0 − A, U ∶ Comod A0 − A → A 0 being the forgetful functor; (2) let A be C-braided C-monoidal, B is C-monoidal, F is C-monoidal functor and Nat C (F, F ⊗ −) be multirepresentable. Then coend C (F) is a bialgebra in A, Comod A0 −A has natural C-monoidal structure and I B is a C-monoidal functor;
1.9. Equivalence of categories. Let C be a monoidal category, C 0 ∈ C be a full monoidal subcategory and C ∈ C be a coalgebra. Let A be a C 0 -category and F ∶ A → C 0 be a C 0 -functor. If C = coend C0 (F) exists then we have a C 0 -functor
and F factors as F = U ○ I A with U ∶ Comod C0 − C → C 0 being the forgetful functor. If F is faithful then I A is an embedding of categories. Let's check when it is a category equivalence.
First note that, since I A is a C 0 -functor, we always have an isomorphism
If F is faithful and preserves equalizers then I A is a category equivalence.
Since M is a comodule, it is an equalizer of the pair
Since F is C 0 -functor, then so is I A . Thus the top morphism is actually
and the bottom one is
Since A has equalizers, there exists an objectM ∈ A satisfying the diagram
Since F and the forgetful functor U ∶ Comod C0 − C → C 0 both preserve equalizers (U creates finite limits), then so is I A and thus I A M ≅ M . Thus F is essentially surjective.
I A is faithful since F is. Let M, N ∈ Comod C0 − C and let f ∶ M → N be a C-comodule morphism. Since C is C 0 − I-generated and the system {I A (A i )} i∈I is filtered, M, N ∈ Comod C0 − I A (A i ) for some i ∈ I and we have a diagram Proof. All we need to show is that C is C 0 -I-generated by a filtered system {I A (A i )} i∈I of coalgebras
As coend C0 (F), C is a colimit of the diagram, composed from pieces of the form
which, since F is a C 0 -functor, is the image of the diagram in A, made of pieces of the form
For any diagram it's colimit is a filtered colimit of colimits of it's finite subdiagrams. Thus we can consider the diagrams, composed of finite number of pieces of the above form. This will give us our filtered system I and their colimits A i and I A (A i ). One can check that the coalgebra structure
induce a cocone
(similar for the other piece of the diagram), which in its turn induce the comultipli-
which is a cocone in A. Thus we have δ i such that ∆ I A (Ai) = δ i and all assumptions are satisfied.
Applications to p-adic representations: reconstruction for coalgebras of compact type
We will modify previous construction and apply it to the reconstruction of topological coalgebras, which are, as a locally convex K−vector space, of compact type (LS-spaces).
Recall [EM, 1.1.35 ] that in the category of locally convex topological vector spaces LCT V S for any U , V and W the hom-tensor adjunction of vector spaces gives rise to the continuous bijection
under the condition that U is barreled. Since, by [NFA, 18.8] , for an LS-space V and a complete space W we have a topological isomorphism
if U is also an LS-space, we the following identity
Let CHLCT V S be the category of complete Hausdorff locally convex topological vector spaces. It is a symmetric monoidal category, with monoidal structure given by complete projective tensor product⊗ K,π . LS-spaces form a monoidal subcategory LS of CHLCT V S. Since, in general, inductive and projective tensor product topologies do not coincide, the above identity shows that in CHLCT V S two LS-spaces U and V have a cohomomorphism object cohom CHLCT V S (U, V ) ≅ U⊗ K,i V ′ b , although U and V might not be rigid objects. Also note that the category CHLCT V S is cocomplete, with the colimitV = CHLCT V S − lim → V i of a system {V i } i∈I being the Hausdorff completion of the locally convex inductive limit
Before considering reconstruction theorems, lets recall that in the algebraic case, i.e. when C is a full monoidal subcategory of the category R − mod f g of finitely generated modules over a commutative ring R, every natural transformation φ of PAR2, 6.4] ). This imply that in this case the coendomorphism object coend C (F) does not depend on the control category C and we may simply consider coend (F). The categories we consider share the same property.
Lemma 2.1. Let C be a full monoidal subcategory of Ban K or LCTVS and A be a C-category. Let F, F ′ ∶ A → C be C-functors. Then every natural transformation
Proof. Similar to [PAR2, 6.4 ] one can prove that the identity, required for φ to be C-natural, holds on elementary tensors x ⊗ C a ∈ C ⊗ C F (A), C ∈ C, A ∈ A. Since all maps involved there are continuous, the identity holds in general.
2.1. Reconstruction. Let C denote the category CHLCT V S and LS denote the category of LS-spaces.
2.1.1. Full reconstruction and recognition. For any two monoidal subcategories C ⊂ D ⊂ CHLCT V S the category D is naturally a C-category. If A ∈ D is a coalgebra in D, then the categories Comod D − A and Comod C − A are naturally C-categories. Proposition 1.22 can be applied to produce the following result.
Proposition 2.2. (Reconstruction theorem)
• Let C be a coalgebra in LS and F ∶ Comod LS − C → LS be the forgetful functor. Then we have an isomorphism of coalgebras coend (F) ≅ C; • Let C be a bialgebra (and thus Comod LS − C is a monoidal category).
Then Nat (F, F ⊗ C −) is multirepresentable by C and coend (F) ≅ C is the isomorphism of bialgebras.
The recognition theorem in full setting will have the following form (one of few possible).
Proposition 2.3. Let B be an LS-category and F ∶ B → LS be an LS-functor.
Then
(1) A ∶= coend (F) exists in CHLCT V S and F factors as F = U ○ I B , with I B ∶ B → Comod LS − A, U ∶ Comod LS − A → LS being the forgetful functor; (2) let B is LS-monoidal, F is LS-monoidal functor and Nat LS (F, F ⊗ −) be multirepresentable. Then A is a bialgebra in CHLCT V S, Comod LS − A has natural LS-monoidal structure and I B is a LS-monoidal functor;
(3) if A is an LS-space and A ∈ F (B) with ∆ A ∈ F (Mor (B)), B has equalizers and F is faithful and preserve them, then I B is a category equivalence.
Proof. Direct application of the recognition theorem 1.24 and equivalence theorem 1.25. The only thing one needs to prove is that the category LS is small. This follows from the facts that LS-spaces are nuclear ( [PGS, 11.3.5.ix] ) and that all nuclear spaces are isomorphic to a subspace of some power of the "universal nuclear space" ( [PGS, 8.8.3 
]).
Remark 2.4. One can also argue directly that, since any LS-space V is of countable type, if we consider X = K N then we have an embedding of sets V ⊂ X and for the topology τ V of V we have τ V ⊂ 2 X .
Banach reconstruction for coalgebras of compact type.
Recall that we call C ∈ LS (in terminology of [L1] ) a coalgebra of compact type (or CT-⊗-coalgebra) if it is a compact inductive limit of an inductive sequence of Banach⊗-coalgebras. Denote by Ban K ⊂ CHLCT V S the image of the Ban K under the forgetful functor into the category CHLCT V S (forgets the norm, but remembers topology). Another reconstruction theorem we would like to consider is the reconstruction of C from the category , 3.4.6 ] is a regular LB-space (follows from splitting lemma [L1, 5.11]), ρ V must factor through V⊗C i for some i, which means (V, ρ V ) ∈ Comod Ban K − C i . This imply that C is Ban K − N-generated in CHLCT V S and thus we get the reconstruction for coalgebra structure.
Proposition 2.5. Let C be a CT-⊗-coalgebra and F ∶ Comod Ban K − C → Ban K ⊂ CHLCT V S be the forgetful functor. Then we have an isomorphism of coalgebras coend (F) ≅ C.
For the reconstruction for bialgebra structure, since the tensor product in CHLCT V S does not satisfy the conditions of the proposition 1.22.2, we cannot apply it here. Instead, we first need to prove the following lemma.
Lemma 2.6. Let C be a CT-⊗-coalgebra and
Proof. Similar to [PAR1, 3.8.6 ]. Let C = coend (F ), δ ∶ F → F⊗C be the universal transformation and denote δ n ∶= τ ○ δ⊗
Let M ∈ CHLCT V S and φ ∶ F⊗ n → F⊗⊗M be a natural transformation. Since C is a CT-⊗-coalgebra, there exists a system {C i } i∈N of Banach⊗-coalgebras, such that C ≅ lim → C i is a compact inductive limit. Each C i is a right Banach⊗-comodule over C via cannonical injections C i ↪ C. For every multi-indexī define a map
Since the projective tensor product with Banach spaces preserve compact limits, we have an isomorphism
and, via the universal property of limits, φī induce the mapφ ∶ C⊗ n → M . The rest of the proof goes exactly as in [PAR1, 3.8.6 ].
Now we can apply proposition 0.11 to prove reconstruction for bialgebras.
Proposition 2.7. Let C be a CT-⊗-bialgebra (and thus
is multirepresentable by C and
is the isomorphism of bialgebras.
Reconstruction for Banach coalgebras
If one wants to reconstruct a Banach coalgebra, one has to restrict to finitedimensional comodules. The reason is because only for finite-dimensional Banach spaces X, Y ∈ Ban K a cohomomorphism object cohom Ban K (X, Y ) exists (same reason as for K-vector spaces). Another problem is that the category Ban K is not cocomplete, so for a functor F into finite-dimensional Banach spaces coend (F) might not exist. We will modify our previous construction to handle this situation.
Relative limits and colimits. Recall that
• for a small category J a J-diagram in a category C is a functor D ∶ J → C;
• for a c ∈ C the constant functor ∆ (c) ∈ Funct (J, C) is a functor with values
• a morphism of (co)cones is natural transformation of constant functors
• cones and cocones over D form categories Cones (D) and Cocones (D) correspondingly;
) be a subcategory, which belongs to a certain collection E ⊂ Mor (Funct (J, C) ).
Definition 3.1. An E-limit of D is a terminal object in E − cones (D), which we denote by E − lim
Similarly, an E-colimit of D is an initial object in E − cocones (D), which we denote by E − lim
Remark 3.2. One can give more general definitions, which we omit here for clarity.
Example 3.3. Let C = Ban K and let F, G ∈ Ob (Funct (J, Ban K )). We say that a natural transformation φ ∶ F→G is bounded if ∃C φ > 0 such that φ (j) < C φ for all morphisms j ∈ J. Denote the set of bounded natural transformations F→G by BN at (F, G) and the collection of all bounded natural transformations by BN at ⊂ Mor (Funct (J, Ban K )).
Clearly identity transformation id F ∶ F → F is bounded for every F ∈ Ob (Funct (J, Ban K )) and the composition of bounded natural transformations is bounded. It is also clear that any natural transformation between constant functors is bounded. Thus for any diagram D ∶ J → Ban K we can form categories of bounded cones BCones (D) and bounded cocones BCocones (D) . The corresponding relative limits and colimits will be called Banach limit and colimit and denoted as Blim
Consider some examples.
For every functor F ∈ Ob (Funct (J, Ban K )) we first consider the Banach direct product
is a closed subspace of ∏ F (possibly a zero subspace) and it satisfies the universal property of Blim
To form Banach colimit of F we first consider the Banach direct sum
3.2. Bounded coends. In this section we show that one can do reconstruction in the category of Banach spaces if one work in relative setting. First we need to make the corresponding definitions.
Definition 3.4. Let B be a category.
• Bend (G) is a terminal object in the category of bounded wedges over G.
• Bcoend (G) is an initial object in the category of bounded cowedges over
Lemma 3.5. Similar to the case of N at and coend one can prove the following results.
• there is a one-to-one correspondence between elements of BNat (F,
• if Bcoend (F) exists, we have an isomorphism
• under the isomorphism above, from the identity morphism id Bcoend(F) we get a bounded universal natural transformation δ F ∶ F → F⊗Bcoend (F).
Remark 3.6. Let F ∶ B → Ban K be a functor. If B is small and the objects cohom (F (X) , F (X)) exist (i.e. if F (X) are finite dimensional) , then the Bcoend (F) will exist and represent BN at (F, F⊗−). So one can proceed similar to [PAR2] and define Bcoend (F) as the representing object for BN at (F, F⊗−).
for every X ∈ B; (3) F (φ) is a morphism of Bcoend (F)-⊗-comodules for every morphism φ ∈ Mor (B); (4) if B is monoidal, F is also be monoidal and BN at (F, F⊗−) is multirepresentable, then Bcoend (F) is a Banach⊗-bialgebra; Now let ∀X ∈ B ∶ dimF (X) < ∞ . Then (5) if B is monoidal and F is also be monoidal then Bcoend (F) is a Banacĥ ⊗-bialgebra;
Definition 3.8. Let C 0 ⊂ Ban K be a full monoidal subcategory and I be a poset. The Banach⊗-coalgebra C is called C 0 − I-generated if the following holds:
(1) C is a Banach colimit of an I-diagram of objects
where X ∈ C 0 , M ∈ Ban K and j i ∶ C i → C are the monomorphisms from the colimit diagram; (3) every C i is a Banach⊗-subcoalgebra of C via j i ∶ C i → C; (4) If (P, ρ P ) is a (right) Banach⊗-comodule over C and P ∈ C 0 then ∃ i and
Proposition 3.9. (Reconstruction theorem) Let C 0 be a full braided monoidal subcategory of Ban K .
(1) Let C be a C 0 −I-generated Banach⊗-coalgebra and F ∶ Comod C0 −C → C 0 ⊂ Ban K be the forgetful functor. Then we have an isomorphism of coalgebras Bcoend (F) ≅ C; (2) Let C also be a Banach⊗-bialgebra (and thus Comod C0 − C is a monoidal category). Then BNat (F, F⊗−) is multirepresentable by C and Bcoend (F) ≅ C is the isomorphism of bialgebras.
Proof. Let {C i } i∈I be the generating diagram for C ≅ lim
Since the transformation φ is bounded, the maps φ i i∈I form a bounded cocone over {C i } i∈I , and thus define a mapφ ∶ C → M . The rest of the proof of (1) goes as in [PAR1, 3.8.4 ]. The multirepresentability of BNat (F, F⊗−) is proven similar to lemma 2.6. Then the bialgebra structure is reconstructed in the standard way (see [SCH, 2.3.7] ).
Since cohom Ban K (X, Y ) exists only for finite-dimensional X, Y ∈ Ban K , the recognition theorem is essentially repeats the one in rigid setting. 3.3. Example: Geometric Satake correspondence. Let K be a spherically complete extension of Q p ⊂ K ⊂ Q p , G K be a smooth split semi-simple simply connected group scheme over K andǦ K be the reductive group scheme corresponding to the dual root datum. The geometric Satake correspondence from [MirV, 14.1] states that there is a monoidal equivalence of rigid abelian categories 
Let K ⟨Ǧ K ⟩ be the affinoid Hopf⊗-algebra, corresponding to the generic fiber of the formal completion ofǦ K at identity (equivalently, algebra of affinoid functions on the maximal open compact subgroup the locally analytic groupǦ of K-points ofǦ K ). We would like to extend the above correspondence to equivalence
Since any finite-dimensional comodule over K ⟨Ǧ K ⟩ is, in fact, algebraic comodule over K Ǧ K , the above equivalence is the trivial consequence of the geometric Satake correspondence. We will show how to reconstruct K ⟨Ǧ K ⟩ as bounded coend of the "fiber functor". In order to do so, we compose the equivalence T ∶ P G(O) Gr Q p , K ˜ →Comod Vect
To define F we recall that • simple K Ǧ K -comodules (i.e. irreducible representations ofǦ K ) are finitedimensional and parametrized by dominant integral weights λ ∈ P + ; • the algebra K Ǧ K = ⊕ λ∈P + m λ L (λ) as a K-vector space is isomorphic to the the direct sum of irreducible representations L (λ) with multiplicities m λ ;
• each K Ǧ K -comodule V ≅ ⊕ λ∈P + m V,λ L (λ) is semi-simple.
Since K Ǧ K is dense in K ⟨Ǧ K ⟩, K ⟨Ǧ K ⟩ is equal to the Banach direct sum of m λ L (λ) and each L (λ) has the norm ⋅ L(λ) , induced by the norm on K ⟨Ǧ K ⟩. Thus for every V ≅ ⊕ λ∈P + m V,λ L (λ) we have the direct sum norm ⋅ V on V : for v ∈ V , v = ∑ v λ , v λ ∈ L (λ), we set v V ∶= max v λ L(λ) , and our functor F maps V to (V, ⋅ V ).
The functor F ○ T ∶ P G(O) Gr Q p , K → Ban K satisfies the assumption of our recognition theorem and Bcoend (F ○ T) = K ⟨Ǧ K ⟩.
appendix
Comodule structure on cohom C (X, Y ). In applications reconstructing bialgebra structure might be sufficient due to the uniqueness of the antipode. However in the recognition theorem one would like to have conditions, which define Hopf algebra structure on coend C (F). Our conjecture is that one also can reconstruct Hopf algebra structure under assumptions weaker that rigidity. Currently we cannot prove it in full generality and this is the reason why in the title of this paper we only put "reconstruction for bialgebras". Suppose we have a Hopf algebra H in a category C and Comod C0 − H be the category right H-comodules, which are the objects of the rigid subcategory C 0 ⊂ C. Then for every X ∈ Comod C0 − H we have a comodule structure on X * via the antipode of H and this gives the rigid structure on Comod C0 −H. Thus the category Comod C0 − H is coclosed and for any X, Y ∈ Comod C0 − H we have an equality in C 0
We anticipate that the first part of this equality holds for general coclosed categories. Here we only explain how to give cohom C (X, Y ) a comodule structure. Let now C 0 ⊂ C be a subcategory coclosed in C. Let C ∈ C be a coalgebra and X ∈ C 0 is a right C-comodule. Then the coaction ρ X ∶ X → X ⊗ C C induces the map
One can check that ρ r cohom C (X,Y ) satisfy the axioms of the right C-comodule coaction. In a similar way the coaction ρ Y ∶ Y → Y ⊗ C C induces the map
One can check thatρ 
