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Abstract 
Let G be a graph that admits a perfect matching. The forcing number of a perfect matching 
M of G is defined as the smallest number of edges in a subset S C M, such that S is in no other 
perfect matching. We show that for the 2n × 2n square grid, the forcing number of any perfect 
matching is bounded below by n and above by n 2. Both bounds are sharp. We also establish 
a connection between the forcing problem and the minimum feedback set problem. Finally, we 
present some conjectures about forcing numbers in other graphs. © 1998 Elsevier Science B.V. 
All rights reserved 
Keywords: Forcing number of a matching; Domino tiling; Feedback arc set 
1. Introduction 
The notion of the forcing number of a matching was introduced by Harary et al. 
in [6]. 
Definition 1. Let G be a graph that admits a perfect matching. The forcing number 
of a perfect matching M of G is defined as the smallest number of edges in a subset 
S C M, such that S is in no other perfect matching. The forcing number of M is 
denoted ~o(M). A subset S with the property above is said to force M. 
The concept of forcing is related to some problems in chemistry (see [7,8,10]). The 
investigation of forcing in the context of chemistry has led to the extensive study of 
forcing in hexagonal systems (see, for example, [6,13,12]). Surprisingly, few other 
classes of graphs have been considered. Here we consider the forcing problem for the 
square grid: 
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Definition 2. Rn = Pzn X P2n where x denotes the Cartesian graph product and P2n is 
the path on 2n vertices. 
Our main result is an upper and lower bound for the forcing numbers of perfect 
matchings of R,. 
Theorem 1. Let M be a perfect matching of Rn. The forcing number of M is 
bounded by 
n <~ o(M) <~ n 2. 
These bounds are sharp. 
2. Preliminaries 
We will be using the following definitions and conventions i  the article: 
Definition 3. An alternating path in a matching M is a sequence vl,el, v2,e2, v3,e3, v4, 
e4 . . . . .  Vn-  1, en- h V, satisfying 
vi and vi+l belong to the edge el. 
ei E M when i is odd and ei ~ M when i is even. 
Alternating cycles are alternating paths where the final vertex is the same as the initial 
vertex. 
Edges in an alternating path which are not in the matching will be called alternate 
edges. If all the edges in an alternating path (resp. cycle) are distinct, the alternating 
path (resp. cycle) will be called simple. 
Definition 4. We shall denote by c(M) the maximum number of disjoint, simple, 
alternating cycles in a matching M of a graph G. 
We omit the proof of the following easy proposition: 
Proposition 1. Let G be a graph with a perfect matching M. Then qg(M) > 0 if and 
only if c(M) > O. 
3. The upper bound 
The perfect matching M in which every edge lies in the same direction shows that 
the upper bound is sharp. There are n 2 disjoint alternating cycles and since every 
alternating cycle must contain a forced edge, q~(M)~>n 2. Fig. 1 shows M together 
with the edges which force it. Forced edges are dark. 
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Fig. 1. 
We now outline a proof of the upper bound using Pick's theorem (for an extended 
discussion, proof, and generalization of the theorem, see [5]): 
Theorem 2. The area of a simple lattice polygon P is 9iven by 
b 
A=i+~- I ,  
where i is the number of lattice points in the interior of P, and b is the number of 
lattice points on the boundary of P. 
Proof of the upper bound. Embed Rn in ~2 so that the boundaries are parallel to 
the xy-axes and each edge has unit length. Place Rn in the first quadrant with one 
comer at (0,0). Every vertex has a label (i, j) where O<~i,j<~2n- 1. Let FCM 
be the collection of edges in M which contain a vertex whose co-ordinates are both 
even. [] 
Lemma 1. M-  F has no simple alternatin9 cycles. 
Proof (outline). Let C = /31,/32 . . . . .  /3n be any cycle in G that does not contain any 
vertex with both co-ordinates even. Suppose, also, that all the vertices in C are distinct 
(except for the first and final vertex) so that C encloses ome region S in the plane. 
Let the number of vertices in C be b, the number of vertices in S be i, and let the 
area of S be A. Assume, without loss of generality, that both the co-ordinates of/31 
are odd. Notice that for all odd j,  the edges (vj, vj+l) and (/3j+l,Vj+2) lie in the same 
direction because C avoids all vertices with both co-ordinates even. This observation 
can be used to show that b and A are divisible by four. Since i - A - (b/2) + 1, i 
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must be odd. Thus, if M -F  contained a simple alternating cycle C, there would be 
no way to match all the vertices in S. 
Since c(M - F)  = 0 it follows from Proposition 1 that F forces M. [] 
Remark. The above proof is very similar in flavor to the proof of Temperley's bijection 
[11] relating perfect matchings of R~ to spanning trees of a related graph. Indeed, 
generalizations of Temperley's bijection to other planar graphs can be rephrased in the 
language of forcing using the idea in the proof of Lemma 1. 
4. The lower bound 
We begin by showing that the lower bound is sharp. Fig. 2 shows a perfect matching 
M of R4 with tp(M) = 4. As before, the forced edges are dark. The general construction 
for a perfect matching M of R~ with ~p(M) = n consists of n concentric simple 
alternating cycles arranged as in Fig. 2. The forcing edges are staggered in a stepwise 
fashion upwards towards the center, beginning with a horizontal edge in the corner. A 
total of n edges are used for Rn. Notice that by construction, M has n simple alternating 
cycles; they are just the concentric rings. It follows that tp(M)>>.n. It is easy to verify 
that the forcing edges described above do, in fact, force M so that ~0(M) = n. 
Theorem 3. Any perfect matching M in Rn can be decomposed into at least n simple, 
disjoint, alternating cycles. 
Proof. We apply the method of proof introduced by Ciucu in his factorization theorem 
[3]. Embed Rn in the plane so that all edges have the same length and are parallel to 
the x, y axes. Let l be the diagonal line from the bottom left-hand corner to the upper 
right-hand corner. Notice that I is an axis of symmetry for R~. Let the vertices which 
l intersects be labeled alternately abbl,a2,b2 ..... an, bn (see Fig. 3). [] 
Let M be any perfect matching of Rn. Let M' be the matching obtained by reflecting 
M across the line l and define D = M U M' (D is allowed to have multiple edges). 
Notice that D is a 2-factor of G and is therefore a disjoint union of even-length cycles. 
Furthermore, since D is symmetric across l, any cycle maps to another cycle under 
the reflection. 
Now, define C[ to be the cycle containing ai. C[ can have at most one other vertex 
on l because very vertex in C[ has degree 2. Furthermore, such a vertex must be of 
the type b j, for otherwise the number of vertices enclosed by C is odd (contradicting 
the fact that D is a disjoint union of even length cycles). It follows that all the cycles 
C / are distinct. 
Finally, let Ci = C/' n M be the alternating cycles in M obtained from C'. By the 
above arguments, the alternating cycles Ci are disjoint and there are n of them. 
The above result completes the proof of Theorem 1. 
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Fig. 2. 
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5. A min-max theorem 
We rely on Proposition 1 in our proofs of the lower and upper bound. Even though 
it is all that is necessary in our proofs, a much stronger esult can be proved that has 
consequences for a large class of graphs other than Rn. 
Definition 5. Let G be a finite directed graph. A feedback set is a set of edges in G 
that contains at least one edge of each directed cycle of G. 
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The following theorem of Lucchesi and Younger [9] relates the number of disjoint 
cycles in a directed graph to the minimal size of a feedback set: 
Theorem 4. For a finite planar directed graph, a minimum feedback set has cardi- 
nality equal to that of a maximum disjoint collection of directed cycles. 
The theorem has recently been refined by Barahona et al. [2]. 
Theorem 5. I f  D is a directed graph that does not contain a subdivision f K3,3 then 
the cardinality of a minimum feedback set is equal to the maximum number of edge 
disjoint cycles. 
Using the terminology of Alon et al. [1], we shall say that a directed graph G has 
the cycle-packing property if the maximum size of a collection of edge disjoint cycles 
equals the minimum size of a feedback set. An undirected graph will be said to have 
the cycle-packing property if every orientation of the edges results in a directed graph 
with the cycle-packing property. 
We now apply the above theorems to the forcing problem. Construct a digraph D(M) 
from a perfect matching M of a bipartite graph G with the cycle-packing property in 
the following way: Let the vertex set of D(M) be the vertex set of G. Since G is 
bipartite, the vertices can be naturally partitioned into two disjoint sets. Label the sets 
.4 and B. If e E M, direct e from .4 to B. If e ~ M, direct e from B to .4. 
The following observation is trivial: 
Lemma 2. There is a one to one correspondence between alternating cycles in M and 
directed cycles in D(M). Furthermore, two cycles in D(M) intersect on an edge or 
not at all. 
There is also a natural correspondence between forcing sets in M and feedback sets 
in D(M). In particular, we have 
Lemma 3. For every feedback set in D(M) there exists a forcing set in M of the 
same cardinality. 
Proof. Let FM be a feedback set in D(M). If all the edges in FM lie in M, then 
by Proposition 1, FM is a forcing set for M. If there exists an edge e C FM and 
e ~ M then there exists a unique edge f E M with the head of f being the tail 
of e. Any cycle in D(M) passing through e must pass through f .  We can therefore 
remove e from FM and add in f .  We repeat his process until all the edges in FM lie 
in M. 
The converse of the lemma is also true because any forcing set for M must be a 
feedback set in D(M). Furthermore, D(M) has the cycle-packing property because G 
has the cycle-packing property. 
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Theorem 6. For any perfect matching M of a bipartite graph G with the cycle- 
packing property, 
¢p(M) = c(M). 
The above theorem and lemmas how that for bipartite graphs with the cycle-packing 
property the forcing problem for matching is equivalent to determining the number of 
disjoint alternating cycles in a matching. We can use Theorem 6 to obtain an upper 
bound for the forcing number of any perfect matching in such a graph. 
Proposition 2. Let G be a bipartite graph of girth g with the cycle-packing property. 
Suppose also that G has p vertices and admits a perfect matchin 9. For any perfect 
matching M of G, 
Proof. Any simple alternating cycle must contain at least g vertices. From the second 
part of Lemma 2 it follows that the maximum number of disjoint simple alternating 
cycles in M is [P/gJ. Applying Theorem 6, tp(M)~< [P/YJ. [] 
Applying Proposition 2 to R~, we obtain an alternative (non-constructive) proof of 
the upper bound in Theorem 1. We can also use Proposition 2 to obtain an upper 
bound for the hexagonal systems discussed in [13,12,6]. Since any hexagonal system 
has girth 6, for any perfect matching M of an hexagonal system with p vertices, 
qg(M) <<. [p/6 A . 
We also remark that for planar graphs there exist polynomial time algorithms for 
finding feedback sets. In [4], Gabow presents an O(n 3) algorithm. We can use such 
algorithms on D(M) to find forcing sets for perfect matchings in bipartite planar 
graphs. 
6. Other problems 
Our results can be extended to arbitrary rectangular grids of the form Pn × Pm where 
mn is even. However, the behavior of the lower bound for such graphs seems more 
complicated than that of the square grid. Also, of interest are the forcing numbers of 
perfect matchings of graphs other than rectangular grids. Let T, -- C2, x C2, be the 
2n x 2n torus: 
Conjecture 1. Let M be a perfect matching of Tn. The forcing number of M satisfies 
~o(M) f> 2n. 
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The n-dimensional hypercube, Qn, also seems interesting. We conjecture that the 
forcing number for all perfect matchings of the hypercube is constant. 
Conjecture 2. Let M be a perfect matching of Q,. The forcing number of M is 
2" 
q~(M)- -~-. 
Both Qn and Tn do not have the cycle-packing property (except for small cases), so 
Theorem 6 does not apply. 
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