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Abstract
This paper focuses on providing the high order algorithms for the space-time tempered fractional diffusion-
wave equation. The designed schemes are unconditionally stable and have the global truncation error
O(τ2 + h2), being theoretically proved and numerically verified.
Keywords: Space-time tempered fractional diffusion-wave equation; Integro-differential equation; Nu-
merical stability and convergence
1. Introduction
We study a second-order accurate numerical method in both space and time for the integro-differential
equation whose prototype is, for 1 < α, γ ≤ 2, λ ≥ 0,
∂
∂t
u(x, t) = Iγ−1,λt ∇αxu(x, t) =
1
Γ(γ − 1)
∫ t
0
(t− τ)γ−2e−λ(t−τ)∇αxu(x, τ)dτ, (1.1)
with the initial condition u(x, 0) = u0(x), x ∈ Ω = (a, b) and the homogeneous Dirichlet boundary
conditions, characterizing the propagation of wave with the tempered power law decay. Here the tempered
fractional integral Iβ,λt with β = γ − 1 > 0 is defined as [1, 4]
Iβ,λt u(x, t) =
1
Γ(β)
∫ t
0
(t− τ)β−1e−λ(t−τ)u(x, τ)dτ, t > 0. (1.2)
The Riesz fractional derivative with α ∈ (1, 2), is defined as [19]
∇αxu(x, t) = −κα (aDαx +xDαb )u(x, t) with κα =
1
2 cos(απ/2)
, (1.3)
aD
α
xu(x, t) =
1
Γ(2− α)
∂2
∂x2
∫ x
a
(x− ξ)1−αu(ξ, t)dξ, xDαb u(x, t) =
1
Γ(2− α)
∂2
∂x2
∫ b
x
(ξ − x)1−αu(ξ, t)dξ.
It can be noted that, if λ = 0, (1.1) reduces to the following space-time fractional diffusion-wave
equation [8],
cDγt u(x, t) = ∇αxu(x, t) for 1 < α, γ ≤ 2.
Numerical methods for the time discretization of (1.1) with λ = 0, α = 2, i.e., the time fractional
diffusion-wave equation, have been proposed by various authors [6, 12, 17, 21, 24, 25]. For the time
fractional diffusion-wave equation, there are already several types of second-order discretization schemes.
For example, based on the second-order fractional Lubich’s methods [13], Cuesta (2006) et al derive the
second-order error bounds of the time discretization in a Banach space with ∇2x as a sectorial operator [6];
and Yang (2014) et al obtain the second-order convergence schemes with 1 ≤ γ ≤ 1.71832 [24]. McLean
and Mustapha (2007) study the Crank-Nicolson scheme for the time discretization with the non-uniform
grid in time direction [15]. Using the fractional trapezoidal rule, Zeng (2015) obtains the second-order
schemes [25].
For the space-time tempered fractional diffusion-wave equation of (1.1) with λ = 0, Mainardi (2001)
et al obtain the fundamental solution of the space-time fractional diffusion equation [14]; Metzler and
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Nonnenmacher (2002) investigate the physical background and implications of a space-and time-fractional
diffusion and wave equations [16]. Recently, the numerical solutions of space-time fractional diffusion-
wave equations and space fractional diffusion-wave equations are, respectively, discussed in [9] and [7].
However, it seems that achieving a second-order accurate scheme for (1.1) is not an easy task. This paper
focuses on providing effective and highly accurate numerical algorithms for the space-time tempered
fractional diffusion-wave equation (1.1). The designed schemes are unconditionally stable and have the
global truncation error O(τ2 + h2), being theoretically proved and numerically verified. It can be easily
extended to the problems discussed in [7, 9, 24].
The rest of the paper is organized as follows. In the next section, we propose the second-order
algorithm to the model. In Sec. 3, we do the detailedly theoretical analyses for the stability and
convergence with the second order accuracy in both time and space directions for the derived schemes.
To verify the theoretical results, especially the convergence orders, the extensive numerical experiments
are performed in Sec. 4. The paper is concluded with some remarks in the last section.
2. High order schemes for the space-time tempered fractional diffusion-wave equation
Let the mesh points xi = ih for i = 0, 1, . . . ,M , and tn = nτ for n = 0, 1, . . . , N , where h = b/M and
τ = T/N are the uniform space stepsize and time steplength, respectively. Denote uni as the numerical
approximation to u(xi, tn). Nowadays, there are already several types of high order discretization schemes
for the Riemann-Liouville space fractional derivatives [3, 5, 10, 18, 20, 22]. Here, we utilize the second-
order formula [5] to approximate the Riesz fractional derivative (1.3), that is
∇αxu(x, t)|x=xi = −
κα
Γ(4− α)hα
M−1∑
j=1
wαi,ju(xj , t) +O(h2) (2.1)
with i = 1, . . . ,M − 1, where
wαi,j =

wαi−j+1, j < i− 1,
wα0 + w
α
2 , j = i− 1,
2wα1 , j = i,
wα0 + w
α
2 , j = i+ 1,
wαj−i+1, j > i+ 1,
and wαm =

1, m = 0,
−4 + 23−α, m = 1,
6− 25−α + 33−α, m = 2,
(m+ 1)3−α − 4m3−α + 6(m− 1)3−α
− 4(m− 2)3−α + (m− 3)3−α, m ≥ 3.
Further denoting un =
[
un1 , u
n
2 , . . . , u
n
M−1
]T
, from (2.1), then we obtain
∇αhuni = −
κα
Γ(4− α)hα
M−1∑
j=1
wαi,ju
n
j and ∇αhun = −
κα
Γ(4− α)hαAαu
n, (2.2)
where the matrix
Aα =

2wα1 w
α
0 + w
α
2 w
α
3 · · · wαM−2 wαM−1
wα0 + w
α
2 2w
α
1 w
α
0 + w
α
2 w
α
3 · · · wαM−2
wα3 w
α
0 + w
α
2 2w
α
1 w
α
0 + w
α
2
. . .
...
...
. . .
. . .
. . .
. . . wα3
wαM−2
. . .
. . .
. . . 2wα1 w
α
0 + w
α
2
wαM−1 w
α
M−2 · · · · · · wα0 + wα2 2wα1

. (2.3)
We know that the tempered fractional integral (1.2) has the second-order approximation [4]
Iβ,λt u(x, t)|t=tn =
1
Γ(β)
∫ tn
0
(tn − τ)β−1e−λ(tn−τ)u(x, τ)dτ = τβ
n∑
k=0
lβku(x, tn−k) +O(τ2), (2.4)
where lβk are the coefficients of the Taylor expansions of the generating function
lβ(z) =
(
1− z
eλτ
)−β (
1 +
1
2
(
1− z
eλτ
))−β
=
∞∑
k=0
lβk z
k (2.5)
2
with
lβk = e
−λkτ
(
3
2
)−β k∑
m=0
3−mg−βm g
−β
k−m, β = γ − 1 ∈ (0, 1]. (2.6)
Without loss of generality, we suppose (1.1) with the zero initial value [11] and add a force term f(x, t)
on the right side of (1.1). Considering (1.1) at the point (xi, tn+ 1
2
), there exists
∂
∂t
u(xi, tn+ 1
2
) =
1
Γ(γ − 1)
∫ t
n+1
2
0
(
tn+ 1
2
− τ
)γ−2
∇αxu(xi, τ)dτ + f
(
xi, tn+ 1
2
)
. (2.7)
According to (2.1) and (2.4) and taking β = γ − 1, we can write (2.7) as
u(xi, tn+1)− u(xi, tn)
τ
=
τβ
2
n∑
k=0
lβk∇αx (u(xi, tn+1−k) + u(xi, tn−k)) + f
(
xi, tn+ 1
2
)
+O(τ2 + h2). (2.8)
Multiplying (2.8) by τ , we have the following equation
u(xi, tn+1)− u(xi, tn) = τ
γ
2
n∑
k=0
lβk∇αx (u(xi, tn+1−k) + u(xi, tn−k)) + τf
(
xi, tn+ 1
2
)
+Rn+1i (2.9)
with the residual term
|Rni | ≤ Cuτ(τ2 + h2), (2.10)
and Cu is a positive constant independent of τ and h. Then the full discretization of (2.9) has the
following form
un+1i − uni =
τγ
2
n∑
k=0
lβk∇αh
(
un+1−ki + u
n−k
i
)
+ τf
n+ 1
2
i . (2.11)
3. Stability and convergence
In this section, we prove that the scheme (2.11) is unconditionally stable and convergent in discrete
L2 norm. Denote the grid functions un = {uni |0 ≤ i ≤M,n ≥ 0} and vn = {vni |0 ≤ i ≤M,n ≥ 0}; and
(un, vn) = h
M−1∑
i=1
uni v
n
i , ||un|| = (un, un)1/2.
Lemma 3.1 ([5, 23]). Let Aα be given in (2.3) with 1 < α < 2. Then there exists an operator Λ
α satisfies
−(Aαu, u) > 0 and − (Aαu, v) = (Λαu,Λαv).
Lemma 3.2. Let lβk be defined by (2.6) with β = γ − 1. Then lβk ≥ 0, ∀k ≥ 0.
Proof. According to (2.5) and [24], the desired results are obtained.
Lemma 3.3. Let lβk be defined by (2.6) with β = γ − 1, 1 < γ ≤ 2. Then for any positive integer N and
real vector
(
v0i , v
1
i , . . . , v
N
i
) ∈ RN+1, it holds that
N∑
n=0
(
n∑
k=0
lβkv
n−k
i
)
vni ≥ 0, i = 1, 2, . . . ,M − 1.
Proof. By the mathematical induction method, we can prove that
N∑
n=0
(
n∑
k=0
lβkv
n−k
i
)
vni = ViL
βV Ti , i = 1, 2, . . . ,M − 1,
where
Vi =
(
v0i , v
1
i , . . . , v
N−1
i , v
N
i
)
3
and the real symmetric matrix
Lβ =

lβ0
lβ
1
2
lβ
2
2 · · ·
lβ
N−1
2
lβ
N
2
lβ
1
2 l
β
0
lβ
1
2
lβ
2
2 · · ·
lβ
N−1
2
lβ
2
2
lβ
1
2 l
β
0
lβ
1
2
. . .
...
...
. . .
. . .
. . .
. . . l
β
2
2
lβ
N−1
2
. . .
. . .
. . . lβ0
lβ
1
2
lβ
N
2
lβ
N−1
2 · · · · · ·
lβ
1
2 l
β
0

. (3.1)
Next we prove that the real symmetric matrix Lβ defined in (3.1) is positive semi-definite. With J =
√−1,
we know that the generating function [2, p. 12-14] of Lβ is
f(β, x) =
1
2
∞∑
k=0
lβke
Jkx +
1
2
∞∑
k=0
lβke
−Jkx =
∞∑
k=0
lβk cos(kx) =
1
2
lβ(eJx) +
1
2
lβ(e−Jx)
=
1
2
(
1− e
Jx
eλτ
)−β (
1 +
1
2
(
1− e
Jx
eλτ
))−β
+
1
2
(
1− e
−Jx
eλτ
)−β (
1 +
1
2
(
1− e
−Jx
eλτ
))−β
.
(3.2)
Since f(β, x) is an even function and 2π-periodic continuous real-valued functions defined on [−π, π],
we just need to consider its principal value on [0, π]. Next we prove that f(β, x) defined in (3.2) is
nonnegative. Denoting d = eλτ ≥ 1, we have(
1− e
±Jx
eλτ
)−β
= dβ
(
d− e±Jx)−β = dβ ((d− cosx)2 + sin2 x)−β2 e±Jβθ1 ;(
1 +
1
2
(1− e±Jx)
)−β
= (2d)β
(
3d− e±Jx)−β = (2d)β ((3d− cosx)2 + sin2 x)− β2 e±Jβθ2 ;
where
θ1 = arctan
(
sinx
d− cosx
)
and θ2 = arctan
(
sinx
3d− cosx
)
.
It yields
f(β, x) = (2d2)β
(
(d− cosx)2 + sin2 x)−β2 ((3d− cosx)2 + sin2 x)− β2 cosβ (θ1 + θ2) .
When x = 0, according to Lemma 3.2 and Eq. (3.2), we have f(β, x) =
∑∞
k=0 l
β
k ≥ 0.
When x = π, using (3.2) and (2.5), we have
f(β, x) =
∞∑
k=0
lβk cos(kπ) =
∞∑
k=0
(−1)klβk =
(
1 +
1
eλτ
)−β (
1 +
1
2
(
1 +
1
eλτ
))−β
> 0.
Next we consider x ∈ (0, π). Using tan (x2 ) = sin x1+cosx > sin x3−cosx := tan θ3 ≥ 0 and
0 ≤ tan(θ1) = sinx
d− cosx ≤
sinx
1− cosx = tan
(π
2
− x
2
)
, 0 ≤ tan(θ2) = sinx
3d− cosx ≤
sinx
3− cosx = tan(θ3),
we get 0 ≤ θ1 + θ2 ≤ pi2 − x2 + θ3 ≤ pi2 . Hence f(β, x) ≥ 0 for β ∈ [−1, 1].
From the Grenander-Szego¨ theorem [2, p. 13-14], it implies that Lβ is a real symmetric positive
semi-definite matrix. The proof is completed.
Theorem 3.1. The difference scheme (2.11) with 1 < α, γ ≤ 2 is unconditionally stable.
Proof. Let u˜ni (i = 0, 1, . . . ,M ; n = 0, 1, . . . , N) be the approximate solution of u
n
i , which is the exact
solution of the difference scheme (2.11). Putting ǫni = u˜
n
i − uni , and denoting ǫn = [ǫn0 , ǫn1 , . . . , ǫnM ], then
from (2.11) we obtain the following perturbation equation
ǫn+1i − ǫni =
τγ
2
n∑
k=0
lβk∇αh
(
ǫn+1−ki + ǫ
n−k
i
)
. (3.3)
4
Multiplying (3.3) by h
(
ǫn+1i + ǫ
n
i
)
and summing up for i from 1 to M − 1, we have
||ǫn+1||2 − ||ǫn||2 = τ
γ
2
n∑
k=0
lβk
(∇αh (en+1−k + en−k) , en+1 + en) .
Summing up for n from 0 to N on both sides of the above equation, it yields
||eN+1||2 − ||e0||2 = τ
γ
2
N∑
n=0
n∑
k=0
lβk
(∇αh (en+1−k + en−k) , en+1 + en) . (3.4)
According to (2.2) and Lemmas 3.1, 3.3, we get
τγ
2
N∑
n=0
n∑
k=0
lβk
(∇αh (en+1−k + en−k) , en+1 + en)
=
|κα|τγ
2hα
N∑
n=0
n∑
k=0
lβk
(
Aα
(
en+1−k + en−k
)
, en+1 + en
)
= −|κα|τ
γ
2hα
n∑
n=0
n∑
k=0
lβk
(
Λα
(
en+1−k + en−k
)
,Λα(en+1 + en)
) ≤ 0.
(3.5)
Using (3.4) and (3.5), for any positive integer N , it yields ||eN || ≤ ||e0||. The proof is completed.
Theorem 3.2. Let u(xi, tn) be the exact solution of (1.1) with 1 < α, γ ≤ 2, and uni the solution of the
finite difference scheme (2.11). Then
||u(xi, tn)− uni ||2 ≤ 2Cub
1
2T (τ2 + h2), i = 0, 1, . . . ,M ; n = 0, 1, . . . , N,
where Cu is defined by (2.10) and (xi, tn) ∈ (0, b)× (0, T ] with Nτ ≤ T .
Proof. Denote eni = u(xi, tn) − uni and en = [en0 , en1 , . . . , enM ]T . Subtracting (2.11) from (2.9) and using
e0 = 0, we obtain
en+1i − eni =
τγ
2
n∑
k=0
lβk∇αh
(
en+1−ki + e
n−k
i
)
+Rn+1i . (3.6)
Multiplying (3.6) by h
(
en+1i + e
n
i
)
and summing up for i from 1 to M − 1, we have
||en+1||2 − ||en||2 = τ
γ
2
n∑
k=0
lβk
(∇αh (en+1−k + en−k) , en+1 + en)+ (Rn+1, en+1 + en) .
Replacing n with s, there exists
||es+1||2 − ||es||2 = τ
γ
2
s∑
j=0
lβj
(∇αh (es+1−j + es−j) , es+1 + es)+ (Rs+1, es+1 + es) .
Summing up for s from 0 to n and using (3.5), there exists
||en+1||2 = τ
γ
2
n∑
s=0
s∑
j=0
lβj
(∇αh (es+1−j + es−j) , es+1 + es)+ n∑
s=0
(
Rs+1, es+1 + es
)
≤
n∑
s=0
(
Rs+1, es+1 + es
)
.
5
Using (2.10) and above inequality and the Cauchy-Schwarz inequality, it yields
||en+1||2 ≤ h
n∑
s=0
M−1∑
i=1
|Rs+1i | ·
(|es+1i |+ |esi |)
≤ CuT (τ2 + h2)
M−1∑
i=1
h
(|es+1i |+ |esi |)
≤ CuT (τ2 + h2)
(
M−1∑
i=1
∣∣∣√h∣∣∣2)
1
2
(M−1∑
i=1
∣∣∣√hes+1i ∣∣∣2
) 1
2
+
(
M−1∑
i=1
∣∣∣√hesi ∣∣∣2
) 1
2

≤ Cub 12 T (τ2 + h2)
(||es+1||+ ||es||)
≤ 2σCub 12 T (τ2 + h2),
where σ = max
0≤s≤n+1
||es||. Taking the maximum over n on both sides of above equation, there exists
σ2 ≤ 2σCub 12T (τ2 + h2), which leads to σ ≤ 2Cub 12T (τ2 + h2). Hence
||en|| ≤ max
0≤s≤n+1
||es|| ≤ 2Cub 12T (τ2 + h2).
The proof is completed.
4. Numerical Results
Consider the integro-differential equation (1.1) on a finite domain 0 < x < 1, 0 < t ≤ 1/2. Without
loss of generality, we add a force term f(x, t) on the right side of (1.1). Then the forcing function is
f(x, t) =
(
3e−λtt2 − λe−λtt3)x2(x− 1)2 + Γ(4)
2Γ(3 + γ) cos(απ/2)
e−λtt2+γ
×
[
2
x2−α + (1− x)2−α
Γ(3− α) − 12
x3−α + (1− x)3−α
Γ(4− α) + 24
x4−α + (1− x)4−α
Γ(5− α)
]
,
the initial condition u(x, 0) = 0, and the boundary conditions u(0, t) = u(1, t) = 0. And (1.1) has the
exact solution
u(x, t) = e−λtt3x2(1− x)2.
Table 1: The maximum errors and convergence orders for (2.11) with h = τ and λ = 0.1.
τ γ = 2, α = 1.5 Rate γ = 1.3, α = 1.7 Rate γ = 1.7, α = 1.3 Rate
1/20 5.2886e-05 3.8119e-05 4.7519e-05
1/40 1.4084e-05 1.91 9.7938e-06 1.96 1.2539e-05 1.92
1/80 3.6352e-06 1.95 2.4815e-06 1.98 3.2206e-06 1.96
1/160 9.2322e-07 1.98 6.2446e-07 1.99 8.1607e-07 1.98
Table 1 shows the maximum errors at time T = 1/2 with h = τ ; and the numerical results confirm
that the scheme (2.11) has the global truncation error O(τ2 + h2).
5. Conclusion
With numerical experiments and detailed theoretical analysis, we construct the second-order schemes
for the space-time tempered fractional diffusion-wave equation. The corresponding algorithms, theoretical
and numerical results can also be extended to the problems discussed in [7, 9, 24].
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