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Abstract
In this paper, the second-order four-point boundary value problem
x′′(t) + λh(t)f (t, x(t))= 0, 0 < t < 1,
x(0) = ax(ξ), x(1) = bx(η),
is studied, where 0 < ξ < η < 1, 0 a, b < 1, and h : [0,1] → [0,∞), f : [0,1]×[0,∞) → [0,∞) are non-
negative continuous functions. By the use of the property of the corresponding Green’s function, fixed-point
index theory, Leray–Schauder degree and upper and lower solution method, some existence, nonexistence,
and multiplicity results of positive solutions are acquired.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The study of multi-point boundary value problems for linear second-order ordinary differen-
tial equations was initiated by Il’in and Moiseev [12,13]. Then Gupta [9,10] studied three-point
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eral nonlinear multi-point boundary value problems have been studied by many authors by using
the Leray–Schauder continuation theorem, nonlinear alternative of Leray–Schauder and coinci-
dence degree theory. We refer the reader to [5–7,9,18] for some recent results.
However, to my best knowledge, most of literature about multi-point boundary value prob-
lems did not argue positive solution. Meanwhile, in many situations, only positive solution is
meaningful [1,4,11,15–17]. Recently, Ma [16,17] showed the existence and multiplicity of pos-
itive solutions for some three-point, m-point nonlinear ordinary differential equation boundary
value problems. Different from the study for two-point boundary value problems, in [16,17] the
problem considered was changed into a integral operator without using Green’s function.
Very recently, the authors [2,3] considered the second-order four-point boundary value prob-
lem
x′′(t) + h(t)f (t, x(t), x′(t))= 0, 0 < t < 1,
x(0) = ax(ξ), x(1) = bx(η).
Paper [2] deals with the nonresonance problem. By using a new fixed-point theorem, the authors
established some multiplicity results. The paper [3] deals with the resonance problem. The non-
linear term does not dependent on the first-order derivative. The authors established the upper
and lower solution method, and obtained some existence and multiplicity results.
In this paper, we concentrate on the existence, nonexistence, and multiplicity of positive so-
lutions for the nonresonance problem
x′′(t) + λh(t)f (t, x(t))= 0, 0 < t < 1, (1.1)
x(0) = ax(ξ), x(1) = bx(η). (1.2)
The main techniques used are the fixed-point index theory, the Leray–Schauder degree, and the
upper and lower solutions method. We determine the range of λ, for which there exists at least
one, at least two and no positive solution. We point out that the results obtained are new even in
special cases, such as two-point case (a = b = 0) and three-point case (a = 0, or b = 0).
For the sake of simplicity, let us denote some properties which will be used in next theorems
and propositions:
(H1) λ is a positive parameter; 0 < ξ < η < 1, 0 a, b < 1;
(H2) h ∈ C([0,1], [0,∞)) and does not vanish identically on any subset of positive measure;
(H3) f ∈ C([0,1] × [0,∞), [0,∞));
(H4) there exists a function g ∈ C([0,1], [0,∞)) which does not vanish identically on any sub-
set of positive measure such that f (t, x) g(t)x for all t ∈ [0,1], x  0;
(H5) there exist a function p ∈ C([ξ, η], [0,∞)) which does not vanish identically on any subset
of positive measure and a constant D > 0 such that f (t, x) p(t) for all t ∈ [ξ, η], x D.
Denote
f 0 = lim
u→0+
min
ξtη
f (t, u)
u
, f 0 = lim
u→0+
max
0t1
f (t, u)
u
,
f ∞ = lim min f (t, u) , f ∞ = lim
u→∞ max
f (t, u)
.u→∞ ξtη u 0t1 u
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tive on 0 < t < 1 and satisfies the differential equation (1.1) and the boundary condition (1.2).
The paper is organized as follows. In Section 2, we give some lemmas with respect to corre-
sponding Green’s function and the positivity of solutions. In Section 3, with use of fixed-point
theory, some existence and nonexistence results are obtained. In Section 4, we establish the upper
and lower solution method for the problem considered. In Section 5, we state and prove the main
theorem based upon the results acquired in Sections 3 and 4.
2. The preliminary lemmas
Lemma 2.1. [2] Let
δ := aξ(1 − b) + (1 − a)(1 − bη) = 0,
the Green’s function for the boundary value problem
−x′′(t) = 0, 0 < t < 1, (2.1)
x(0) = ax(ξ), x(1) = bx(η), (2.2)
is given by
G(t, s) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
s ∈ [0, ξ ]:
{ s
δ
[(1 − bη) + (b − 1)t], s  t;
t
δ
[(1 − bη) + (b − 1)s] + (δ−1+bη)(s−t)
δ
, t  s;
s ∈ [ξ, η]:
{ 1
δ
[(1 − bη) + (b − 1)t](aξ − as + s), s  t;
1
δ
[(1 − bη) + (b − 1)s](aξ − at + t), t  s;
s ∈ [η,1]:
{ 1−s
δ
(t − at + aξ) + (s − t), s  t;
1−s
δ
(aξ − at + t), t  s.
With Lemma 2.1, the following result is clear.
Lemma 2.2. Let δ = 0, then for y ∈ C[0,1], the problem
x′′(t) + y(t) = 0, t ∈ (0,1), (2.3)
x(0) − ax(ξ) = A, x(1) − bx(η) = B, (2.4)
has a unique solution
x(t) = A − bAη + aBξ
δ
+ Ab + B − A − aB
δ
t +
1∫
0
G(t, s)y(s) ds.
Lemma 2.3. [2] Suppose 0  a < 1/(1 − ξ),0  b < 1/η, δ > 0. The Green’s function G(t, s)
satisfies
G(t, s) > 0, for 0 < s, t < 1, (2.5)
G(t, s) γ max
0t1
G(t, s), for ξ  t  η, 0 < s < 1, (2.6)
where γ is defined as
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⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
min
{ 1−η
1−bη ,
aξ+(1−a)η
aξ
,
1−bη
b(1−η) ,
ξ
1−a+aξ
}
, for ab = 0;
min
{ 1−η
1−bη ,
1−bη
b(1−η) , ξ
}
, for a = 0, b = 0;
min
{
1 − η, aξ+(1−a)η
aξ
,
ξ
1−a+aξ
}
, for b = 0, a = 0;
min{1 − η, ξ}, for a = b = 0.
(2.7)
Lemma 2.4. Suppose 0 a < 1/(1 − ξ), 0 b < 1/η, δ > 0 and A 0, B  0. If y ∈ C[0,1]
and y  0, then the unique solution x to problem (2.3), (2.4) satisfies
x(t) 0, t ∈ [0,1].
Proof. Firstly, consider the linear problem
x′′(t) = 0, t ∈ (0,1),
x(0) − ax(ξ) = A, x(1) − bx(η) = B.
The above problem has a unique solution
x0(t) = A − bAη + aBξ
δ
+ Ab + B − A − aB
δ
t.
It is easy to check that x0(t) 0, for t ∈ [0,1].
Secondly, consider the special case of problem (2.3), (2.4) with A = B = 0. With Lemma 2.3
and the fact y  0, one has the solution x(t) = ∫ 10 G(t, s)y(s) ds  0. To sum up, the proof is
completed. 
We will employ the fixed-point index result due to Guo and Krasnosel’skii.
Lemma 2.5. [8,14] Let E be a Banach space, P ⊆ E a cone, define Pr = {u ∈ P | ‖u‖ < r}.
Suppose further that A :Pr → P is a completely continuous operator such that Au = u for
u ∈ ∂Pr .
(i) If ‖Au‖ ‖u‖ for u ∈ ∂Pr , then
i(A,Pr ,P ) = 0.
(ii) If ‖Au‖ ‖u‖ for u ∈ ∂Pr , then
i(A,Pr ,P ) = 1.
3. Existence and nonexistence
In this section, we obtain some existence and nonexistence of positive solutions for problem
(1.1), (1.2).
With Lemma 2.2, problem (1.1), (1.2) has a solution x = x(t) if and only if x solves the
operator equation
x(t) = T x(t) := λ
1∫
0
G(t, s)h(s)f
(
s, x(s)
)
ds, 0 t  1,
where G(t, s) is Green’s function for boundary value problem (2.1), (2.2).
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lem (1.1), (1.2) that lie in a cone P , defined by
P =
{
x ∈ X
∣∣∣ x(t) 0 and min
ξtη
x(t) γ max
0t1
∣∣x(t)∣∣},
where γ is defined as (2.7).
Theorem 3.1. Suppose (H1)–(H4) hold and f 0 = f ∞ = ∞. For λ sufficiently small, problem
(1.1), (1.2) has at least two positive solutions, whereas for λ sufficiently large, problem (1.1),
(1.2) has no positive solution.
Proof. Firstly, we claim that T : {x ∈ X | x(t) 0, 0 t  1} → P is completely continuous. In
fact, if x ∈ {x ∈ X | x(t) 0, 0 t  1},
T x(t) = λ
1∫
0
G(t, s)h(s)f
(
s, x(s)
)
ds  λ
1∫
0
max
0t1
G(t, s)h(s)f
(
s, x(s)
)
ds,
so, by (2.5),
‖T x‖ λ
1∫
0
max
0t1
G(t, s)h(s)f
(
s, x(s)
)
ds.
Taking into account (2.6), we get
min
ξtη
T x(t) = min
ξtη
λ
1∫
0
G(t, s)h(s)f
(
s, x(s)
)
ds
 λ
1∫
0
min
ξtη
G(t, s)h(s)f
(
s, x(s)
)
ds
 λγ
1∫
0
max
0t1
G(t, s)h(s)f
(
s, x(s)
)
ds
 γ · ‖T x‖.
Also, by Lemma 2.4 and (H2), (H3), one has T x(t)  0, for 0  t  1, x ∈ {x ∈ X | x(t)  0,
0  t  1}. Therefore T : {x ∈ X | x  0} → P . Further, standard arguments yield that T is
completely continuous.
For q > 0, let
β(q) = max
x∈P,‖x‖=q
1∫
0
max
t∈[0,1]
G(t, s)h(s)f
(
s, x(s)
)
ds.
Combine (2.5), (H2), (H3) and f ∞ = ∞, there exists r1 > 0 such that β(r1) > 0. Let λ1 = r1β(r1)
and set
Pr1 =
{
x ∈ P | ‖x‖ < r1
}
.
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‖T x‖ = λ max
0t1
1∫
0
G(t, s)h(s)f
(
s, x(s)
)
ds
< λ1
1∫
0
max
0t1
G(t, s)h(s)f
(
s, x(s)
)
ds
 λ1β(r1)
= ‖x‖.
Thus, Lemma 2.5 implies
i(T ,Pr1 ,P ) = 1.
On the other hand, since f ∞ = ∞, there exists H > 0 large enough such that f (t, x)  μx
for t ∈ [ξ, η], x H , where μ is chosen so that
λμγ
η∫
ξ
h(s)G(ξ, s) ds > 1.
Let r2  Hγ , and set
Pr2 =
{
x ∈ P | ‖x‖ < r2
}
.
If x ∈ ∂Pr2 , then
min
t∈[ξ,η]x(t) γ ‖x‖H.
Therefore, for x ∈ ∂Pr2 ,
T x(ξ) = λ
1∫
0
G(ξ, s)h(s)f
(
s, x(s)
)
ds
 λ
η∫
ξ
G(ξ, s)h(s)f
(
s, x(s)
)
ds
 λ
η∫
ξ
G(ξ, s)h(s)μx(s) ds
 λ
η∫
ξ
G(ξ, s)h(s)μγ ‖x‖ds
> ‖x‖,
i.e.,
‖T x‖ ‖x‖, for x ∈ ∂Pr2 .
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i(T ,Pr2 ,P ) = 0.
Similarly, since f 0 = ∞, there exists L > 0 small enough such that f (t, x)  μx for
t ∈ [ξ, η], x  L. Let 0 < r3  L, and set
Pr3 =
{
x ∈ P | ‖x‖ < r3
}
,
one has
i(T ,Pr3 ,P ) = 0.
Since we can adjust r1, r2, r3 so that r3 < r1 < r2, it follows from the additivity of the fixed-
point index that
i(T ,Pr2 \ P r1,P ) = −1,
i(T ,Pr1 \ P r3,P ) = 1.
Thus, T has two fixed points in Pr2 \ P r1 and Pr1 \ P r3 , respectively, which are the desired
positive solutions for problem (1.1), (1.2).
To prove the nonexistence part, we note by (H4), there exists a function g ∈ C([0,1], [0,∞))
which does not vanish identically on any subset of positive measure such that f (t, x)  g(t)x
for all t ∈ [0,1], x  0. Let x ∈ X be a positive solution for problem (1.1), (1.2), one has x ∈ P .
Now choose λ large enough so that
λγ
η∫
ξ
h(s)g(s)G(ξ, s) ds > 1.
Thus, we have
x(ξ) = λ
1∫
0
G(ξ, s)h(s)f
(
s, x(s)
)
ds
 λ
1∫
0
G(ξ, s)h(s)g(s)x(s) ds
 λ
η∫
ξ
G(ξ, s)h(s)g(s)γ ‖x‖ds
> ‖x‖.
It is a contradiction and the proof is completed. 
Theorem 3.2. Suppose (H1)–(H3) and (H5) hold, f 0 = f∞ = 0. For λ sufficiently large, prob-
lem (1.1), (1.2) has at least two positive solutions, whereas for λ sufficiently small, problem (1.1),
(1.2) has no positive solution.
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ρ(r1) = min
x∈P,‖x‖=r1
η∫
ξ
G(ξ, s)h(s)f
(
s, x(s)
)
ds 
η∫
ξ
G(ξ, s)h(s)p(s) ds > 0.
Let λ1 = r1/ρ(r1) and set
Pr1 =
{
x ∈ P | ‖x‖ < r1
}
.
Then for λ ∈ (λ1,∞) and x ∈ ∂Pr1 , we have
T x(ξ) > λ1
1∫
0
G(ξ, s)h(s)f
(
s, x(s)
)
ds
 λ1
η∫
ξ
G(ξ, s)h(s)f
(
s, x(s)
)
ds
 λ1ρ(r1)
= ‖x‖.
Thus, Lemma 2.5 implies
i(T ,Pr1 ,P ) = 0.
Since f 0 = 0, there exists M > 0 small enough such that f (t, x) τx for t ∈ [0,1], x M ,
where τ is chosen so that
λτ
1∫
0
max
0t1
G(t, s)h(s) ds < 1.
Let r2 M , and set
Pr2 =
{
x ∈ P | ‖x‖ < r2
}
.
Then for x ∈ ∂Pr2 ,
‖T x‖ = λ max
0t1
1∫
0
G(t, s)h(s)f
(
s, x(s)
)
ds
 λ
1∫
0
max
0t1
G(t, s)h(s)f
(
s, x(s)
)
ds
 λ
1∫
0
max
0t1
G(t, s)h(s)τx(s) ds
 λ
1∫
0
max
0t1
G(t, s)h(s)τ‖x‖ds
< ‖x‖.
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i(T ,Pr2 ,P ) = 1.
On the other hand, since f∞ = 0, there exists N1 > 0 large enough such that f (t, x) τx for
t ∈ [0,1], x N1, where τ is chosen so that
λτ
1∫
0
max
0t1
G(t, s)h(s) ds <
1
2
.
For x ∈ P , denote
Λx =
{
t ∈ [0,1] | x(t) > N1
}
,
N2 = 2λ max
x∈P,‖x‖N1
1∫
0
max
0t1
G(t, s)h(s)f
(
s, x(s)
)
ds.
Let r3 max{N1,N2}, and set
Pr3 =
{
x ∈ P | ‖x‖ < r3
}
.
Therefore, for x ∈ ∂Pr3 ,
‖T x‖ λ
1∫
0
max
0t1
G(t, s)h(s)f
(
s, x(s)
)
ds
= λ
∫
Λx
max
0t1
G(t, s)h(s)f
(
s, x(s)
)
ds + λ
∫
[0,1]\Λx
max
0t1
G(t, s)h(s)f
(
s, x(s)
)
ds
 λ
∫
Λx
max
0t1
G(t, s)h(s)f
(
s, x(s)
)
ds + N2
2
 λτ
1∫
0
max
0t1
G(t, s)h(s)‖x‖ds + N2
2
<
‖x‖
2
+ ‖x‖
2
= ‖x‖.
An application of Lemma 2.5 again yields that
i(T ,Pr3 ,P ) = 1.
Since we can adjust r1, r2, r3 so that r3 > r1 > r2, it follows from the additivity of the fixed-
point index that
i(T ,Pr3 \ P r1,P ) = 1,
i(T ,Pr1 \ P r2,P ) = −1.
Thus, T has two fixed points in Pr3 \ P r1 and Pr1 \ P r2 , respectively, which are the desired
positive solutions for problem (1.1), (1.2).
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f (t, x) c0x, for all t ∈ [0,1], x  0.
Let x ∈ X be a positive solution for problem (1.1), (1.2), then, x ∈ P . Now choose λ small
enough so that
c0λ
1∫
0
max
0t1
G(t, s)h(s) ds < 1.
Thus, we have
‖x‖ = λ max
0t1
1∫
0
G(t, s)h(s)f
(
s, x(s)
)
ds
 λ
1∫
0
max
0t1
G(t, s)h(s)f
(
s, x(s)
)
ds
 λ
1∫
0
max
0t1
G(t, s)h(s)c0x(s) ds
 c0λ
1∫
0
max
0t1
G(t, s)h(s)‖x‖ds
< ‖x‖.
It is a contradiction and the proof is completed. 
4. Upper and lower solution method
In this section, we shall develop upper and lower solution method for problem (1.1), (1.2).
Definition 4.1. We say that the function u ∈ C2[0,1] is an upper solution for problem (1.1), (1.2),
if
u′′(t) + λh(t)f (t, u(t)) 0, 0 < t < 1, (4.1)
u(0) − au(ξ) 0, u(1) − bu(η) 0, (4.2)
and v ∈ C2[0,1] is a lower solution for problem (1.1), (1.2), if
v′′(t) + λh(t)f (t, v(t)) 0, 0 < t < 1, (4.3)
v(0) − av(ξ) 0, v(1) − bv(η) 0. (4.4)
Let u,v ∈ C2[0,1] be upper and lower solutions for problem (1.1), (1.2) and satisfy
u(t) v(t) on [0,1]. We define f ∗ by
f ∗(t, x) =
{
f (t, u(t)), for x  u(t),
f (t, x), for v(t) x  u(t), (4.5)
f (t, v(t)), for x  v(t).
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x′′(t) + λh(t)f ∗(t, x(t))= 0, 0 < t < 1, (4.6)
x(0) = ax(ξ), x(1) = bx(η), (4.7)
Lemma 4.1. Suppose (H1)–(H3) hold and there exists a solution x of problem (4.6), (4.7), then
v(t) x(t) u(t), for t ∈ [0,1].
In other words, x is a solution of problem (1.1), (1.2).
Proof. We first prove that x(t)  u(t), for all t ∈ [0,1]. Suppose by contrary that
maxt∈[0,1][x(t) − u(t)] > 0, with the continuity of x and u, we can choose t0 ∈ (0,1) such
that
x(t0) > u(t0).
There are four cases as follows.
Case 1. x(t) > u(t) for all t ∈ [0,1].
In this case, by definition of f ∗, (4.2) and (4.7), we have
f ∗
(
t, x(t)
)= f (t, u(t)), for t ∈ [0,1],
x(0) − ax(ξ) = 0, x(1) − bx(η) = 0,
u(0) − au(ξ) 0, u(1) − bu(η) 0.
Therefore, set ω = u − x, there is
ω′′(t) = (u − x)′′(t)−λh(t)[f (t, u(t))− f ∗(t, x(t))]= 0, for t ∈ [0,1],
ω(0) − aω(ξ) 0, ω(1) − bω(η) 0.
With using Lemma 2.4, there is a contradiction that ω(t) = u(t) − x(t) 0 for t ∈ [0,1].
Case 2. There exist c, d ∈ [0,1], c < d such that x(c) = u(c), x(d) = u(d) and x(t) > u(t) for
all t ∈ (c, d).
In this case, we have
f ∗
(
t, x(t)
)= f (t, u(t)), for t ∈ [c, d],
x(c) = u(c), x(d) = u(d).
Therefore,
ω′′(t) = (u − x)′′(t)−λh(t)[f (t, u(t))− f ∗(t, x(t))]= 0, for t ∈ [c, d],
ω(c) = ω(d) = 0.
With using of concavity of ω, there is a contradiction that ω(t) = u(t) − x(t) 0 for t ∈ [c, d].
Case 3. There exists c ∈ (0, t0) such that u(c) = x(c) and x(t) < u(t) for t ∈ [0, c), x(t) > u(t)
for t ∈ (c,1]. We have
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(
t, x(t)
)= f (t, u(t)), for t ∈ [c,1],
u(c) = x(c).
We divide this case into two subcases: c ∈ (0, η], c ∈ [η,1).
Subcase 3.1. c ∈ (0, η]. With definition of c and boundary conditions, we have
f ∗
(
t, x(t)
)= f (t, u(t)), for t ∈ [c,1],
x(1) − bx(η) = 0, u(1) − bu(η) 0.
Therefore,
ω′′(t) = (u − x)′′(t)−λh(t)[f (t, u(t))− f ∗(t, x(t))]= 0, for t ∈ [c,1],
ω(c) = 0, ω(1) − bω(η) 0.
Then using arguments used to prove Lemma 2.4, we can get the desired contradiction
u(t) − x(t) 0, for all t ∈ [c,1].
Subcase 3.2. c ∈ (η,1). We have
f ∗
(
t, x(t)
)= f (t, u(t)), for t ∈ [c,1],
u(c) = x(c).
Therefore,
ω′′(t) = (u − x)′′(t)−λh(t)[f (t, u(t))− f ∗(t, x(t))]= 0, for t ∈ (c,1], (4.8)
ω(c) = 0. (4.9)
By the definition of c, we know that
x(t) u(t), for t ∈ [0, c].
In particular, we have that
x(η) u(η).
This, together with the boundary conditions x(1) = bx(η) and u(1) bu(η), implies
x(1) u(1). (4.10)
Combine this with (4.8) and (4.9), we obtain the desired contradiction (u − x)(t)  0, for all
t ∈ (c,1].
Case 4. There exists d ∈ (t0,1) such that u(d) = x(d) and x(t) > u(t) for t ∈ (0, d), x(t) < u(t)
for t ∈ (d,1). Similar to Case 3, divide this case into two subcases: d ∈ (0, ξ ], d ∈ (ξ,1).
Subcase 4.1. d ∈ (0, ξ ]. We have
f ∗
(
t, x(t)
)= f (t, u(t)), for t ∈ [0, d],
u(d) = x(d).
By the definition of d , we know that
x(t) u(t), for t ∈ [d,1).
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x(ξ) u(ξ).
This, together with the boundary conditions x(0) = ax(ξ) and u(0) au(ξ), implies
x(0) u(0). (4.11)
Combining this with (4.8) and (4.9), we obtain the desired contradiction (u − x)(t) 0, for all
t ∈ [0, d].
Subcase 4.2. d ∈ [ξ,1). With definition of d and boundary conditions, we have
f ∗
(
t, x(t)
)= f (t, u(t)), for t ∈ [0, d],
x(0) − bx(ξ) = 0, u(0) − bu(ξ) 0.
Therefore,
ω′′(t) = (u − x)′′(t)−λh(t)[f (t, u(t))− f ∗(t, x(t))]= 0, for t ∈ (0, d],
ω(0) − bω(ξ) 0, ω(d) = 0.
Then using arguments used to prove Lemma 2.4, we can get the desired contradiction
u(t) − x(t) 0, for all t ∈ [0, d].
By the same arguments, we see that v(t)  x(t), for t ∈ [0,1]. Since v(t)  x(t)  u(t) for
t ∈ [0,1], it follows that f = f ∗, and so x is a solution of problem (1.1), (1.2). The proof is
completed. 
Lemma 4.2. Suppose (H1)–(H3) hold and there exist upper and lower solutions u and v of
problem (1.1), (1.2) with v(t)  u(t), for t ∈ [0,1], then there exists a solution x to problem
(1.1), (1.2) such that
v(t) x(t) u(t), for t ∈ [0,1].
Proof. Consider problem (4.6), (4.7). By Lemma 2.2, we know that problem (4.6), (4.7) is equiv-
alent to the integral equation
x(t) = T ∗x(t) := λ
1∫
0
G(t, s)h(s)f ∗
(
s, x(s)
)
ds.
Since T ∗ :C[0,1] → C[0,1] is bounded and completely continuous, by the Schauder fixed-point
theorem, T ∗ has a fixed point x, which is a solution of problem (4.6), (4.7). By Lemma 4.1, x is
a solution of problem (1.1), (1.2) such that
v(t) x(t) u(t), for t ∈ [0,1]. 
5. Multiplicity
In this section, we always suppose that 0  a, b  1. In order to guarantee that all possible
solutions of problem (1.1), (1.2) are nonnegative, we make the convention that
f (x) = f (0), if x < 0. (5.1)
We need the following a priori estimate.
Z. Bai, Z. Du / J. Math. Anal. Appl. 330 (2007) 34–50 47Lemma 5.1. Suppose (H1)–(H3) hold. If either f ∞ = ∞ or f 0 = 0 holds, there is a constant
CI > 0 such that ‖x‖  CI , for all solutions x of problem (1.1), (1.2) where λ belongs to a
compact subset I of (0,∞).
Proof. Now suppose there is an unbounded sequence {xn} of solutions of problem (1.1), (1.2)
which corresponding λn belongs to a compact subset I of (0,∞). We have proven that T : {x ∈
X | x(t)  0} → P . This together with (5.1) shows T : X → P . Thus, there is xn ∈ P , which
implies that
min
t∈[ξ,η]xn(t) γ ‖xn‖.
Since f ∞ = ∞, there is q > 0 such that
f (t, x) μx, for all t ∈ [ξ, η], x  q,
where μ is chosen so that
μγ inf
n
{λn}
η∫
ξ
G(ξ, s)h(s) ds > 1.
Choosing n large enough so that γ ‖xn‖ q , we have that
x(ξ) = λ
1∫
0
G(ξ, s)h(s)f
(
s, x(s)
)
ds
 λ
1∫
0
G(ξ, s)h(s)f
(
s, x(s)
)
ds
 λ
η∫
ξ
G(ξ, s)h(s)μx(s) ds
 γμλ
η∫
ξ
G(ξ, s)h(s)‖x‖ds
> ‖x‖.
It is a contradiction.
Similarly, we can obtain there is a contradiction if f 0 = 0. Thus, the proof is completed. 
Now let Γ denote the set of λ > 0 such that a positive solution of problem (1.1), (1.2) exists.
Let
λ∗ =
{
supΓ, if assumptions of Theorem 3.1 hold,
infΓ, if assumptions of Theorem 3.2 hold. (5.2)
By Theorems 3.1 and 3.2, there is 0 < λ∗ < ∞. We claim that λ∗ ∈ Γ . To see this, let λn → λ∗,
where λn ∈ Γ :
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λ∗ > · · · > λn > λn−1 > · · · > λ2 > λ1, if assumptions of Theorem 3.2 hold.
Since the {λn} is bounded, Lemma 5.1 implies that the corresponding solutions {xn} are bounded.
By the compactness of the integral operator T , it easily follows that λ∗ ∈ Γ .
Let x∗ be a solution of problem (1.1), (1.2) corresponding to λ∗ and define
fˆ (t, x) =
{
f (t, x∗(t) + ), for x  x∗(t) + ,
f (t, x), for −  x  x∗(t) + ,
f (t,−), for x −.
Let
Tˆλx(t) = λ
1∫
0
h(s)G(t, s)fˆ
(
s, u(s)
)
ds.
Consider
Ω = {x ∈ X | − < x(t) < x∗(t) + }.
Lemma 5.2. Suppose f ∈ C([0,1]×[0,∞), (0,∞)). There is  > 0, sufficiently small, such that
if x ∈ C[0,1] satisfies Tˆλx = x for some 0 < λ < λ∗, then x ∈ Ω .
Proof. With (H1)–(H3) and (5.1), it is easy to check that − is a lower solution of problem (1.1),
(1.2), so x  −. To prove that x  x∗ + , we first show that x∗ +  is an upper solution of
problem (1.1), (1.2). Since x∗  0, there is a constant d0 > 0 such that f (t, x∗(t)) > d0 > 0, for
all t ∈ [0,1]. By uniform continuity, there is an 0 > 0 such that∣∣f (t, x∗(t) + )− f (t, x∗(t))∣∣< d0 (λ∗ − λ)
λ
,
for all t ∈ [0,1],0   0. Now(
x∗(t) + )′′ = (x∗(t))′′
= −λ∗h(t)f (t, x∗(t))
= −λh(t)f (t, x∗(t) + )+ (λ − λ∗)h(t)f (t, x∗(t))
+ λh(t)[f (t, x∗(t) + )− f (t, x∗(t))]
−λh(t)f (t, x∗(t) + )
and
(x∗ + )(0) − a(x∗ + )(ξ) 0, (x∗ + )(1) − b(x∗ + )(η) 0. (5.3)
Therefore, x∗ +  is an upper solution of (1.1), (1.2). It follows from Lemma 4.1 that
x  x∗ + . 
Theorem 5.1. Assume (H1)–(H2) hold, f ∈ C([0,1]×[0,∞), (0,∞)) and f∞ = ∞. Then there
exists a positive number λ∗ such that problem (1.1), (1.2) has at least two positive solutions for
0 < λ < λ∗, at least one positive solution for λ = λ∗, and no positive solutions for λ > λ∗.
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lem (1.1), (1.2) has at least two positive solutions. If λ1 = λ∗, the proof has completed. So, in the
following, we always suppose that λ1 < λ∗.
For λ ∈ (0, λ∗), since x∗ is an upper solution and 0 is a lower solution, Lemma 4.2 implies the
existence of a solution xλ of problem (1.1), (1.2) such that 0  xλ  x∗. Thus, for 0 < λ < λ∗,
a positive solution exists, whereas for λ > λ∗, there is no positive solution.
Choose I = [λ1, λ∗ + 1], then
(0, λ∗) ∩ I = ∅.
We next establish the existence of another solution to problem (1.1), (1.2) for λ ∈ (0, λ∗) ∩ I .
Since Tˆλ is bounded for λ ∈ (0, λ∗) ∩ I ,
deg
(
id − Tˆλ,B(xλ,R),0
)= 1,
for R large enough, where B(xλ,R) is the ball centered at xλ with radius R in C[0,1]. If there
exists x ∈ ∂Ω such that x = Tˆλ(x), then f = fˆ , and so x is a second positive solution. Now
suppose x = Tˆλ(x), for all x ∈ ∂Ω . Then deg(id − Tˆλ,Ω,0) is well defined. With Lemma 4.1,
Tˆλ has no fixed-point in B(xλ,R) \ Ω , we have from the excision property of degree that
deg(id − Tˆλ,Ω,0) = 1.
This, together with the fact that
Tˆλ|Ω = Tλ|Ω,
implies that
deg(id − Tλ,Ω,0) = 1.
On the other hand, by Lemma 5.1, all positive solutions of problem (1.1), (1.2) are bounded for
λ ∈ I , and thus,
deg
(
id − Tλ,B(0,M),0
)= constant, for λ ∈ I,
for M large enough, where B(0,M) is the ball centered at 0 with radius M in C[0,1]. The late
degree must equal 0, since for all λ > λ∗, no solution exists. (We note that (H2), (5.1) and the fact
that f ∈ C([0,1] × [0,∞), (0,∞)) imply that all solutions of problem (1.1), (1.2) are positive
solutions!) Finally, by the excision property of degree
deg
(
id − Tλ,B(0,M)\Ω,0
)= −1,
and so a second positive solution of problem (1.1), (1.2) exists for λ ∈ (0, λ∗) ∩ I . The proof is
completed. 
Theorem 5.2. Assume (H1)–(H3), (H5) hold, f 0 = f ∞ = 0. Then there exist two positive num-
bers λ∗ < λ∗∗ such that problem (1.1), (1.2) has at least two positive solutions for λ  λ∗∗, no
positive solutions for λ < λ∗. Furthermore, if
f (t, u) f (t, v), for t ∈ (0,1), u v,
problem (1.1), (1.2) has at least one positive solution for λ∗  λ < λ∗∗.
Proof. The multiplicity and nonexistence follows from Theorem 3.2. We know that λ∗ ∈ Γ ,
where λ∗,Γ were defined as (5.2). Next, let us prove that for λ∗ < λ < λ∗∗, a positive solution
exists.
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xn = Tλxn−1,
then, by the monotonicity of f and x∗ is a lower solution of Tλ, there is,
x0  x1  x2  · · · xn  · · · .
With f∞ = 0, it is easy to prove that {xn} is bounded in P . As P is a normal cone and T is
a completely continuous operator, T has a fixed-point xλ ∈ P such that xλ = limn→∞ T nx0,
x∗  xλ. The proof is completed. 
References
[1] R.P. Agarwal, D. O’Regan, P.J.Y. Wong, Positive Solutions of Differential, Difference, and Integral Equations,
Kluwer Academic Publishers, Boston, 1999.
[2] Z.B. Bai, W.G. Ge, Y.F. Wang, Multiplicity results for some second-order four-point boundary value problems,
Nonlinear Anal. 60 (2005) 491–500.
[3] Z.B. Bai, W.G. Li, W.G. Ge, Existence and multiplicity of solutions for four-point boundary value problems at
resonance, Nonlinear Anal. 60 (2005) 1151–1162.
[4] L.H. Erbe, H.Y. Wang, On the existence of positive solutions of ordinary differential equations, Proc. Amer. Math.
Soc. 120 (1994) 743–748.
[5] W. Feng, On a m-point nonlinear boundary value problems, Nonlinear Anal. 30 (1997) 5369–5370.
[6] W. Feng, J.R.L. Webb, Solvability of a m-point boundary value problems with nonlinear growth, J. Math. Anal.
Appl. 212 (1997) 467–480.
[7] W. Feng, J.R.L. Webb, Solvability of a three-point nonlinear boundary value problems at resonance, Nonlinear
Anal. 30 (1997) 3227–3238.
[8] D. Guo, V. Lakshmikantham, Nonlinear Problems in Abstract Cones, Academic Press, New York, 1988.
[9] C.P. Gupta, A sharper condition for the solvability of a three-point second order boundary value problem, J. Math.
Anal. Appl. 205 (1997) 579–586.
[10] C.P. Gupta, S. Trofimchuk, Existence of a solution to a three-point boundary value problem and the spectral radius
of a related linear operator, Nonlinear Anal. 34 (1998) 498–507.
[11] J. Henderson, H.Y. Wang, Positive solutions for nonlinear eigenvalue problems, J. Math. Anal. Appl. 208 (1997)
252–259.
[12] V.A. Il’in, E.I. Moiseev, Nonlocal boundary value problem of the first kind for a Sturm–Liouville operator in its
differential and finite difference aspects, Differential Equations 23 (1987) 803–810.
[13] V.A. Il’in, E.I. Moiseev, Nonlocal boundary value problem of the second kind for a Sturm–Liouville operator,
Differential Equations 23 (1987) 979–987.
[14] M.A. Krasnosel’skii, Positive Solutions of Operator Equations, Noordhoff, Groningen, 1964.
[15] W.C. Lian, F.H. Wong, C.C. Yeh, On the existence of positive solutions of nonlinear second order differential
equations, Proc. Amer. Math. Soc. 124 (1996) 1117–1126.
[16] R.Y. Ma, Positive solutions of nonlinear three-point boundary value problem, Electron. J. Differential Equations 34
(1999) 1–8.
[17] R.Y. Ma, Positive solutions for second order three-point boundary value problem, Appl. Math. Lett. 14 (2001) 1–5.
[18] R.Y. Ma, Existence theorems for a second order m-point boundary value problem, J. Math. Anal. Appl. 211 (1997)
545–555.
