We present an algorithm for checking CTL formulas in Kripke structures with side conditions, where the side conditions define new variables in terms of path formulas. Given any CTL formula where the defined variables may occur, the presented algorithm will determine the set of states where the CTL * formula holds that is obtained by replacing each new variable defined by a side condition by its definition. The basic idea of our algorithm is to translate each side condition to a Kripke structure that encodes precisely the definition of the new variable. After that, we compute the products of these structures with the given structure and use a generalization of the well-known CTL model checking procedure. The presented model checking procedure can still be implemented as a symbolic model checking procedure (e.g. with BDDs). We moreover show how each CTL * model checking problem can be translated efficiently to a CTL model checking problem with side conditions, and hence show that the method can be used to construct efficient CTL * and LTL model checking procedures. Moreover, it is shown that for LTL model checking, we can still use standard CTL model checking procedures instead of our generalized version.
Introduction
Temporal logics as e.g. CTL [1] , LTL [2] , and as a superset of both CTL * [3] are convenient means for specifying concurrent systems. In particular, efficient verification tools for CTL have become standard [4, 5, 6] and are already used in industrial applications to quickly detect design errors. While LTL and CTL * have exponential verification procedures, CTL can be checked in linear time w.r.t. the length of the specification and the size of the system [7, 8] . On the other hand, some properties can be specified in a more succinct and more readable manner in LTL. For example, take the formula A n i=1 Ga i , which specifies that there for each computation run of the system at least one properties a i must hold forever. It can be shown that checking the negation of these formulas is an N P-complete problem [8] and that the formula can also be expressed in CTL [17] . As CTL model checking is polynomial, and we believe that P = N P holds, all CTL formulas that are equivalent to this formula must be more then polynomially longer than 484 Klaus Schneider the considered LTL formula. Hence, the higher runtime complexity of LTL verification may be compensated by shorter specifications.
However, LTL suffers much more from the state-explosion problem than CTL does. To see this, note that all known decision procedures for LTL are based on translations to ω-automata [9, 10, 11] : Having computed an ω-automaton A Φ for the specification Φ with the acceptance condition ϕ and the automaton A S for the system's behavior, the remaining problem is to check whether ϕ holds for the product automaton A Φ × A S . However, the computation of the product automaton A Φ × A S usually yields in very large state spaces the number of states of the system is multiplied with the number of states of the ω-automaton. For this reason, sophisticated techniques as on-the-fly methods [12, 13] and partial-order reductions [14, 15, 16] have been developed.
In this paper, we follow an alternative approach: In [17] , a new temporal logic called LeftCTL * has been defined that can be translated to CTL to use standard CTL model checking for its verification. The advantage of LeftCTL * in comparison to CTL is that it allows to describe some properties much more readable 1 than it is possible in CTL. It can be proved (unpublished so far) that the translation can be performed in time O(|Φ| 2 2|Φ| ) and that the resulting CTL formulas are in the worst case of size O(|Φ| 2 2|Φ| ).
In this paper, we show how these results of [17] can be used to obtain efficient decision procedures for the logics LTL and CTL * . The basic idea of this paper is roughly the following: We extract from a given CTL * formula Φ over the variables V Σ the largest LeftCTL * formula Φ by replacing successively each subformula ϕ i that violates the grammar rules of LeftCTL * by a new variable i . It follows that ϕ i contains at most the variables V Σ ∪ { 1 , . . . , i−1 } and contains none of the path quantifiers E and A, and in particular that Φ = [Φ ] ϕ1...ϕn 1. .. n holds 2 . As we can translate the LeftCTL * formula Φ to an equivalent CTL formula Φ , the remaining problem is to check the CTL formula Φ in Kripke structures K with some side conditions i = ϕ i that must hold on every fair path of K. We call this problem the model checking problem for CTL under side conditions. To solve this problem, we present in this paper a new algorithm that works as follows: first we construct 3 for each side condition i = ϕ i a structure D ϕi i that precisely encodes the information that i behaves on each fair path as ϕ i . Then we compute the product of these structures with the given structure K and check the formula Φ in that product structure. The problem is however that we are interested in the truth value of Φ in K rather than the truth value of Φ in the product structure. For this reason, our algorithm must translate the results back to K. This is essentially done by a quotient construction, which is implicitly performed by our algorithm after the fixpoint iterations.
Therefore we can in general not use existing CTL model checking tools for our solution. However, the use of the standard CTL model checking procedure is correct for the verification of LTL properties. This is not really surprising, since translations from LTL to ω-automata allow also to use existing CTL model checking tools [9] . Also,
Gai is a LeftCTL * formula that has only large equivalent CTL formulas.
if we consider the overall complexities, we obtain in both cases exponential decision procedures. The advantage of the presented method is however that only parts of the specification (namely the subformulas ϕ i of the definitions) contribute to the blow up of the state space while the remaining part is retained in a CTL formula. This is important as usually the size of the Kripke structure limits the application of model checking procedures. Consequently, our approach for LTL model checking behaves much better with large Kripke structures. The paper is organized as follows: In the next section, we introduce the syntax and semantics of temporal logics we consider in the paper. We also define product, quotients and bisimulation relation on Kripke structures. Then, we consider the model checking problem with side conditions and show its application in the succeeding section to CTL * and LTL model checking. The paper concludes with experimental results.
Temporal Logics
In general, formulas of a temporal logic consist of temporal operators, boolean operators and path quantifiers. The detailed syntax of the temporal logics CTL * [3] , LeftCTL * [17] , CTL [1] , and LTL [2] , over a fixed set of operators and a set of variables V Σ is given by the grammar rules in figure 1.
Figure1. Some sublanguages of CTL *
The nonterminals S and P with or without indices in the grammar rules of figure 1 describe sets of state and path formulas, respectively. LeftCTL * is the subset of CTL where one of the arguments of binary temporal operators are restricted to state formulas. In the grammar of LeftCTL * , we distinguish between path formulas that occur after the path quantifiers A (P A ) and E (P E ).
To simplify the presentation, the following equations are used to remove redundant temporal operators (0 is always false and 1 is always true): VΣ that maps each state to a set of variables, and a set of fairness constraints
A path π is a function that maps natural numbers to states of a Kripke structure such that (π (t) , π (t+1) ) ∈ R holds. A path π is said to be fair w.r.t. F , iff for each F i ∈ F there is a state s i ∈ F i that occurs infinitely often on π. We denote the set of fair paths starting in s with FPaths K (s). The k-th state of a path π is denoted by π (k−1) and the suffix where the first δ states are cut off is written as λx.π (x+δ) .
Definition 2 (Semantics of CTL * ). Given a path π through a Kripke structure M, the following rules define the semantics of CTL * path formulas:
For a given state s of a structure M, the semantics of a state formula is given by the following definitions:
In the following, we must reason about equivalent Kripke structures. Hence, it is necessary to clarify when two structures are considered to be equivalent or not. For this reason, we use the notion of bisimulation equivalence as used in [18] extended to fairness constraints [?,20] . In particular, it has been shown that two structures are bisimilar iff they satisfy the same set of CTL * formulas [19, 20] .
Definition 3 (Bisimulation Equivalence). Given two structures
called a bisimulation relation iff the following holds: Two paths π 1 and π 2 through K 1 and K 2 , respectively, are called bisimulation equiv-
2 holds. We also write
Moreover, ∼ is a simulation relation iff BISIM1, BISIM2a, and BISIM3a are satisfied. Usually, a system is not given as a homogeneous finite-state machine, rather it consists of several subsystems that run concurrently and interact with each other. For this reason, we need the product of Kripke structures to determine the overall behavior:
Definition 4 (Product Structures). Given two Kripke structures
over the sets of variables V Σ1 and V Σ2 , respectively, where
is defined as follows:
Hence, it may be the case that some states s ∈ S 1 have no product states and it may also be the case that deadend states, i.e. states without successor states can arise. We can also compute quotients of structures, and in some cases this allows to recompute a factor K i of a product structure
Definition 5 (Quotient Structures). Let K = (I, S, R, L, F ) be a Kripke structure over a set of variables V Σ and let ∼ be an equivalence relation on S that preserves labels (i.e.
is given as follows:
Model Checking on Product Structures
In this section, we establish a model checking procedure for CTL that respects side conditions: We consider a given structure K = (I, S, R, L, F ) over the variables V Σ , a finite number of side conditions i = ϕ i for i ∈ {1, . . . , n} and a CTL formula over the variables V Σ ∪ { 1 , . . . , n }. We assume for each i that i ∈ V Σ and that
Additionally, it must hold that each occurrence of each i inside Φ is in the scope of a path quantifier 4 . Our task is to compute all states
holds. Clearly, the latter is a CTL * model checking problem and it is shown in the next section that each CTL * model checking problem can be presented in this form. Therefore, our algorithm can be applied to construct a CTL * model checking procedure.
There is a similar algorithm of Emerson and Lei [21, 22] that appears at a first glance similar to the one presented here. However, in their approach the formulas ϕ i were state (LTL) formulas such that we can successively compute the sets of states in K where ϕ i holds and relabel these states with i . This can however not be done for our problem since our formulas ϕ i are path formulas. In this case, it is in general not possible to label the structure in the desired manner 5 , since there might be a state s 0 with two paths ξ 1 and ξ 2 starting in s 0 such that ϕ i holds on ξ 1 , but not on ξ 2 . Then, there is no possibility to label s 0 such that i = ϕ i is respected (i.e. G[ i = ϕ i ] should hold along each fair path of the structure). For example, consider the structure K given in figure 2 
It is well-known [23] that each factor structure simulates the product structure if the labels of the latter are restricted to the variables of the former. In particular, each
. This means that each path starting in any product state 6 (s, q) consists of factor paths starting in q i that run through the factor structures D Apart from the property that all fair paths starting in a state of the product structure should agree on ϕ i , we also wish that the structure K is not damaged by the product computation. However, we do not want that K×
simulates K because then we would have not achieved anything interesting since the structures were bisimilar, and hence essentially the same. Nevertheless, no information of K should be lost, which means that we must be able to recompute at least a structure K that is bisimilar to
. For this reason, we give the following definition:
Definition 6 (ϕ-Defining Structures). Let ϕ be a quantifier-free CTL * path formula over the variables V Σ and let ∈ V Σ be a variable that does not occur in ϕ. Then, each structure
over the variables VAR(ϕ) ∪ { } is called a ϕ-defining structure iff the following properties hold: figure 3 . It is easily seen that the structure D Fa in the middle of figure 3 is a Fa-defining structure (hence we already We now turn to the second important property that we mentioned before the definition of ϕ-defining structures. We must assure that no computation of K is lost during the product computation. This is guaranteed by D1: for each fair path π 1 of K there is a fair path π 2 through D ϕ such that for each point of time t the labels of the states π
1 and π (t) 2 are consistent, i.e. for any t ∈ AE we have L(π
2 ) is a path through the product structure and no path π 1 of K is lost in the product computation. D2 moreover guarantees that no state, and in particular no initial state gets lost in the product. This is almost redundant to D1, apart in the case when there is a state that has no fair paths at all. The main results concerning the relationship of a structure K and a number of ϕ i -defining structures K × D ϕi i is formally stated in the next theorem.
Theorem 7 (Products with Defining Structures). Given a Kripke structure K = (I, S, R, L, F ) over some set of variables V Σ , and for i ∈ {1, . . . , n} the quantifier-free
CTL * path formulas ϕ i over V Σ ∪ { 1 , . . . , i−1 } where i ∈ V Σ . Let D ϕi i for i ∈ {1, .
. . , n} be a ϕ i -defining structure and compute
Then, the following holds: 
Then ∼ is an equivalence relation that preserves labels up to the variables i . Moreover, let
where
Note that the first item follows since AG[ i = ϕ i ] is a ACTL * formula and each ACTL * formula that holds in a structure holds also in each product with that structure. The third item means that no state of K is lost and the second item assures that no path of K is lost by the product computation. can combine all the product states of s by a quotient computation using the equivalence relation ∼ as given in the last item of the above theorem. Product states are equivalent w.r.t. ∼ iff their first component is the same. As the quotient structure K ϕ/∼ is bisimilar 7 to K it clearly follows that the structure K has not been damaged too much by the product computation and this in turn means that we can hope to check formulas in
This means that we must combine the usual CTL model checking procedure with the quotient construction w.r.t ∼ to be able to check CTL formulas in K×
instead of checking them in K. This combination with the quotient construction is described in the algorithm of figure 4. Before we prove its correctness, we consider how it works by an example computation. Consider the formula [EFa]∧[EG¬a] and the product structure in figure 3 . The following facts can be easily seen: figure 3 , then it will first compute the set of states 7 As K ϕ/∼ and K are bisimilar, they satisfy the same CTL * formulas over VΣ . We must emphasize here that only the quotient K ϕ/∼ is bisimilar to K, while the product (even restricted to V Σ ) is in general not bisimilar to K. To see this, reconsider the example given in figure 3 . The classes under the relation ∼ are clearly {(s 0 q1), (s0, q2)}, {(s1q0)}, and {(s2q1), (s2, q2)} and it is easily seen that the quotient of K × D Fa by ∼ is even isomorphic to K. 
Figure4. Checking CTL formulas in Product Models with Side Conditions {s 0 q 1 , s 1 q 0 } where EFa holds by usual fixpoint iterations. After that, if a state s i q j is in the computed state set, then all other product states of s i are added to the set by function Quan ∃ (). This is correct since if one state s i q j is in the computed state set, we know that there must be a path through the product structure that satisfies Fa. Hence, there is also a path running through K that satisfies Fa and as K is bisimilar to the quotient, there must also be a fair path starting in the quotient state (s, q) that satisfies Fa. Hence, we must include not only s i q j , but all members of its class w.r.t. to ∼. This computation is performed by the function Quan ∃ (). An analogous transformation has to be performed for state formulas Aϕ by function Quan ∀ () in figure 4 . Hence, the functions Quan ∃ () and Quan ∀ () switch to the quotient structure which is bisimilar to K, and so these functions make our state sets consistent with K. In case of {s 0 q 1 , s 1 q 0 }, the new set {s 0 q 1 , s 0 q 2 , s 1 q 0 } is obtained by the application of the function Quan ∃ (). This means that the formula EFa holds in the states {s 0 , s 1 } of the original structure (as the classes of these states are included in the mentioned state set). Analogously, the set of states {s 0 q 2 , s 2 q 2 } where EG¬a holds is computed and the application of Quan ∃ () yields in {s 0 q 1 , s 0 q 2 , s 2 q 1 , s 2 q 2 }. Finally, the conjunction of the two formulas is computed by intersecting the two sets: the result is {s 0 q 1 , s 0 q 2 }, which means that [EFa] ∧ [EG¬a] holds exactly in state s 0 of the original structure.
The algorithm of figure 4 applies after each fixpoint iteration one of the functions Quan ∃ () or Quan ∀ () in order to make the found set of states consistent with the quotient structure. The correctness of the algorithm given in figure 4 is stated in the following theorem: V Σ , variables 1 , . . . , n that do not belong to V Σ , and the quantifier-free CTL * path formulas 
Theorem 8 (CTL Model Checking on Product Structures). Given a structure K = (I, S, R, L, F ) over the variables
The proof is done by a simultaneous induction on the structure of Φ where it is proved that the following is equivalent
Note that the function States × () behaves exactly as the usual model checking algorithm for CTL [24] , except that after the fixpoint iterations one of the functions Quan ∃ () and Quan ∀ () are called to make the result consistent with the quotient structure K ϕ/∼ . So, what States × () really does is to model check a CTL formula on K ϕ/∼ , but without really having
, but nevertheless computes results for K ϕ/∼ which also hold for K.
Clearly, it is a disadvantage to use larger structures for model checking since this makes the state explosion already appearing in K even worse. However, in our case it has the advantage to be able to check an arbitrary CTL * formula Ψ, if Ψ is split into a CTL formula Φ and some side conditions i = ϕ i such that Ψ = [Φ] ϕ1...ϕn 1... n . We will consider in the next section how such a transformation of a given CTL * formula is computed. However, we will not directly compute a CTL formula, instead we compute a LeftCTL * formula and translate this formula to an equivalent CTL formula. As LeftCTL * is syntactically much richer than CTL, it follows that less side conditions are generated and hence, that less products are to be computed. Hence, the blow-up problem is reduced to some extent by the extraction of LeftCTL * .
VAL E := {};
Figure5. Algorithm for extracting LeftCTL * with side conditions from CTL * The proof of the theorem is not very hard and follows by an easy inspection of the algorithm given in figure 5 for all cases of the CTL * formula Φ. Hence, our new CTL * model checking procedure works as follows: first extract from the given CTL * formula Φ a LeftCTL * formula Φ and some side conditions 1 = ϕ 1 , . . . , n = ϕ n by the algorithm given in figure 5 . Then compute the product of K with ϕ i -defining structures and perform the model checking using the algorithm of figure 4. This yields in a set of product states (s, q) in which we ignore the second components q such that as a result the set of states of K is obtained where Φ holds.
It remains to compute for any side condition i = ϕ i a ϕ i -defining structure. Theorem 9 tells us that it is sufficient to find ϕ i -defining structures for formulas ϕ i that start with a temporal operator that has propositional arguments. In case that the arguments are even variables, we can use the following lemma.
Lemma 10 (Defining Structures). The structures D
ϕ as given in figure 6 for The lemma is easily verified by checking that the structures fulfill the requirements D1, D2, and D3 listed in definition 6. For the more general case when the arguments a and b are propositional formulas, we propose the following: once again, we can abbreviate these propositional formulas by new variables ϑ a and ϑ b , compute the set of states where a and b hold and relabel these states with ϑ a and ϑ b , respectively. For implementations with symbolic model checking using BDDs, it is very simple to compute products with ϕ i -defining structures, even when the arguments are arbitrary propositional formulas. We just have to add the following formulas to the transition relation and to the fairness constraints for any propositional logic formulas a and b:
Also, the functions Quan ∃ () and Quan ∀ () can be easily implemented using BDDs. They simply correspond to quantification over the boolean variables 1 , . . . , n that have been introduced for the side conditions. Hence, the product model checking approach as presented in the previous section can be easily implemented in a symbolic model checking procedure using BDDs.
If we are only interested in LTL model checking, it turns out that the product model checking procedure can be simplified in that we do not need the functions Quan ∃ () and Quan ∀ (). This has the consequence that any existing CTL model checker can be used to check LTL formulas with our product structure approach.
Theorem 11 (LTL Model Checking Using Product Structures).
Given a structure K for a signature V Σ , an arbitrary quantifier free formula Φ over V Σ , the function call extract_S(AΦ) (cf. figure 5) computes as a side effect (we assume that at the beginning E = {} holds) a set of side conditions 
By the above theorem, we do not need the functions Quan ∃ () and Quan ∀ () in figure  4 when a LTL formula is to be checked (note that (s, q) ) |= Φ is a CTL model checking problem). Instead, a single call to Quan ∀ () after the CTL model checking is sufficient and this can even be replaced by a universal quantification over q as given in the above theorem. Note that quantification over boolean variables is simple for BDDs. Hence, the above theorem gives us the key to use any existing CTL model checker for LTL model checking.
Translations from LTL to ω-automata allow us to do the same. However, the results using a translation to ω-automata are not as good as in the procedure presented here. This is simply for the reason, that the approach presented here retains as much as possible of the given LTL formula in the extracted LeftCTL * formula and generates side conditions only when necessary. Translations to ω-automata must however generate much more 'side conditions' because the 'CTL formulas they extract' are simple temporal formulas (e.g. GFϕ in case of Büchi automata). Having this view, we can interpret the presented translations also as a translation of LTL formulas to ω-automata whose acceptance conditions are general CTL formulas.
Experimental Results
The presented translation procedure has been implemented in C++ and can be freely tested via a CGI interface over the WWW under the URL of the author. At the moment, only LTL can be checked by transformation into a CTL model checking problem for the well-known CTL model checker SMV [4] as a back end. In this section, some experimental results obtained by that implementation and the original implementation of [9] are given.
The example presented here shows that exponential savings in terms of reachable states that in turn leads to enormous savings in runtime and space requirements are possible. The example is essentially a counter circuit that counts events that occur at its boolean input a until a maximal number e ∈ AE of events has been reached. In this case the only output o is set. The circuit has also a reset input r and additionally log(e) + 1 internal state variables 8 . The specification Φ e that is to be checked is defined as G[r → ϕ e ], where ϕ e is defined recursively as follows: ϕ 0 := Xo and ϕ e+1 := X [((r ∨ ϕ e )) W (r ∨ a)]. Clearly, as Φ e ∈ P A , using the translation of [17] the specification can be translated in an equivalent CTL formula of the same size. A detailed analysis of the product automaton of the tableau and the circuit leads to the results in the 
+ 9 log(e)
The first row contains the data for usual tableaux, e.g. as given in [9] and the second one for an enhanced tableau procedure also developed by the author. It can be seen that the presented translation leads to only O(e) reachable states in contrast to O(e2 2e ) reachable states of the tableau method. Moreover, ordinary tableaux generate O(e) fairness constraints, whereas none is required for the presented method. Figure7. Runtime and space requirements for the identification example
While the above example can still be seen as a pathological one (even if it appears together with its specification in practical protocols), one might suppose that this is not the average case. For this reason, a list of roughly 300 LTL theorems has been collected and the procedures have been applied to them. It turned out that the presented procedure outperforms other existing tools. The theorems are available also under the URL of the author and can be tested publicly.
