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Abstract. We present several novel examples of integrable quadratic vector fields for which
Kahan’s discretization method preserves integrability. Our examples include generalized
Suslov and Ishii systems, Nambu systems, Riccati systems, and the first Painleve´ equation.
We also discuss how Manin transformations arise in Kahan discretizations of certain vector
fields.
1. Introduction
This paper is about quadratic ordinary differential equations (ODEs) and their discretization.
ODEs can be either integrable or non-integrable. In this paper, we concentrate on the case of
integrable quadratic ODEs, and their discretization by Kahan’s method (sometimes also called
the Hirota–Kimura method); see [5, 9, 11, 12, 13, 22, 23] and references therein. In [5] it was
shown that the Kahan method applied to the differential equation
x˙ = f(x), x(0) = x0,
with quadratic vector field f on Rn, coincides with the Runge–Kutta method
x′ − x
h
= −1
2
f(x) + 2f
(x+ x′
2
)
− 1
2
f(x′). (1)
As already noted by Kahan [12], the Kahan method also coincides with a certain so-called
Rosenbrock method on quadratic vector fields, which reads as
x′ − x
h
=
(
I − h
2
f ′(x)
)−1
f(x), (2)
or equivalently
x′ − x
h
=
(
I +
h
2
f ′(x′)
)−1
f(x′). (3)
In [5] it was also shown that when applied to systems with a cubic Hamiltonian the Kahan
method has a conserved quantity given by the modified Hamiltonian
H˜(x) := H(x) +
1
3
h∇H(x)T
(
I − 1
2
hf ′(x)
)−1
f(x), (4)
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and it preserves the measure
dx1 ∧ . . . ∧ dxn
det(I − 12hf ′(x))
.
This implies that when applied to quadratic Hamiltonian vector fields in R2 the Kahan method
yields an integrable map.
In this paper, we will be particularly interested in the question whether the Kahan
discretization of certain classes of integrable ODEs preserves integrability, i.e., whether the
discrete systems obtained from these integrable ODEs are themselves again integrable. Because
the Kahan map is rational, the integrability criterion we use in this paper is that of degree growth
(or, equivalently, that of algebraic entropy). This criterion states that if the maximal degrees
of the numerator and denominator of the iterates of a rational map exhibit polynomial growth
(rather than the generic exponential growth), the map is conjectured to be integrable [2, 33].
The salient feature is that the degrees of numerator and denominator here are calculated after
cancellation of common factors, thus implying that integrable maps undergo a magically large
number of such cancellations. (Some publications on integrable ordinary difference equations are
[24, 25, 26, 29]). In the current paper, we give some new examples and significantly generalize
some of the examples in [22]. Our method is to first identify a candidate system or class of
systems for which the Kahan map satisfies the algebraic entropy criterion, and then to attempt
to prove the systems’ integrability by finding a conserved measure and a sufficient number of
first integrals.
A second feature of our study is that, in view of the fact that the Kahan method is affine-
covariant [15], we attempt to express all results in a linear- or affine-covariant way and to work
with linear- or affine-invariant classes of systems where possible.
Our outline is as follows. Section 2 is on the application of Kahan’s method to autonomous
quadratic ODEs. Subsection 2.1 treats the discretization of quadratic Hamiltonian ODEs in R2,
and its connection to Manin transformations [6]. Subsection 2.2 discusses the discretization
of quadratic ODEs in R3 possessing two quadratic integrals. Subsection 2.3 is about the
discretization of generalized Suslov sustems in Rn, including the integrable cases n = 2 and
n = 3 [22, 30]. Section 3 is on the application of Kahan’s method to nonautonomous quadratic
ODEs. Subsection 3.1 treats the discretization of certain Riccati equations. Last but not least,
Section 3.2 covers the (non-autonomous) first Painleve´ equation [7], whose Kahan discretization
is also shown to be integrable. In this striking example the integrals are not rational functions
and the mapping is not integrable in terms of elliptic or hyperelliptic functions.
2. Autonomous problems
2.1. Manin transformations
Let H(x, y) be an arbitrary cubic Hamiltonian. In [5] it was shown that Kahan’s method applied
to the ODE
d
dt
(
x
y
)
=
(
0 1
−1 0
)
∇H(x, y) (5)
yields an integrable map of R2. The question thus arises whether this integrable map is new or
is already known. Here we show for one asymmetric Hamiltonian as well as for all symmetric
Hamiltonians (H(x, y) = H(y, x)) that the integrable map obtained by applying Kahan’s method
to (5) is in fact a so-called Manin transformation as in [6, Chapter 4.2], a known class of integrable
maps of the plane. We briefly recall its definition.
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Definition 1. Consider an elliptic curve γ in the projective plane with a fixed point O ∈ γ.
The involution IO : γ → γ is defined as follows: For P 6= O, IO(P ) is the unique third point
of intersection of the line through O and P with γ, counting with multiplicities. For P = O,
IO(P ) is the third intersection point of the line tangent to γ at O with γ, again counting with
multiplicities ‡.
We next consider a pencil of elliptic curves, generally denoted Pz(x, y) = z0P
0(x, y) +
z1P
1(x, y) = 0. A base point B is a point for which both P 0 and P 1 vanish, and must clearly
be common to all curves in the pencil since Pz(B) = 0 for all z. Suppose now that B is a base
point and that P is not a base point. Then the curve to which P belongs is uniquely given. We
can therefore extend the definition of IB above to the whole pencil, base points excluded. Also,
compositions of such involutions are well defined in this sense.
Definition 2. Let B1 and B2 be base points in the projective plane. A Manin transformation is
the composition IB1 ◦ IB2 , defined on some subset of a pencil of elliptic curves.
The significance of Manin transformations is that [6, Lemma 4.2.1] IB1 ◦ IB2 is the unique
translation on an elliptic curve that maps B1 to B2. Thus a dynamical system xn 7→ xn+1
defined by a Manin transformation has solution xn = x0 +n(B2−B1), where the operations are
those of the abelian group operation on the elliptic curve.
We start by presenting a non-symmetric example. Let
H(x, y) = 13 (x
3 + y3) + 12y
2.
We denote by Φh the Kahan map applied to this problem. When Kahan’s method is applied to
the corresponding problem, the modified Hamiltonian is
H˜(x, y;h) =
1
3 (x
3 + y3) + ( 12 − 112h2x)y2
1 + h2x(y + 12 )
. (6)
Proposition 3. The Kahan map Φh is a Manin transformation. It can be written as a
composition of involutions
Φh = IB1 ◦ IB∞
where the base point B1 is finite and B∞ is a point at infinity with
IB∞ : (x, y) 7→ (xc, yc)
where
xc =
βxr2 − 12y(y + 1)r − h2(y2 + 6(2y + 1)H˜)
βr2 − 2h2(y + 6H˜)r − 12x ,
yc = y − r(xc − x),
and r = r(h) is the unique positive real root of the cubic equation 4r3 + r2h2 − 4 = 0,
β = h2x− 12y − 6 and H˜ = H˜(x, y;h).
Remark. We do not give the explicit expression for IB1 here; it can be obtained simply as
IB1 = Φh ◦ IB∞ .
Proof. We obtain the base points as common zeros in the projective plane of the numerator and
denominator of H˜. We can explicitly solve for y in terms of x from the denominator, substituting
this into the numerator we find that the x-coordinate of the finite base points satisfy r = hx
where r is a root of
(4r3 + h2r2 − 4)(4r3 − h2r2 + 4) = 0, (7)
‡ Such a point is guaranteed to exist and be unique because the curve is elliptic.
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Figure 1. Kahan mapping Φh associated with the Hamiltonian H(x, y) =
1
3
(x3 + y3) + 1
2
y2
at step size h = 1. The mapping is represented by the arrow between the two points marked
with circles. See text for the construction of the two involutions IB1 and IB∞ .
and the y-coordinate satisfies s = hy where
s = −1 +
1
2hr
r
.
Using Budan’s theorem we find that for any h there is precisely one real positive root of the
factor 4r3 + h2r2 − 4; for ease of notation we denote this root by r in what follows. The finite
base point we use in the construction of the involution IB1 is (r/h, s/h).
Using homogeneous coordinates, y = Y/R, x = X/R, we find for R = 0 that
1
3 (X
3 + Y 3)− 112h2XY 2 = 0.
Setting z = Y/X, we get
4z3 − h2z2 + 4 = 0
which therefore has precisely one negative real root, z = −r. This base point at infinity is used
to construct IB∞ .
The construction is illustrated in Figure 1 where two level curves of the non-symmetric
modified Hamiltonian (6) with h = 1 are plotted. These intersect each other in two finite base
points. A third base point is at infinity. The dashed lines represent the two involutions IB1 and
IB∞ , and Φh = IB1 ◦ IB∞ . With reference to Definition 1, the source point P of IB∞ is the filled
bullet, and the target Q = IB∞(P ) is the intersection between the declining dashed line and the
level curve. This is also the source point of IB1 , whose target, IB1(Q), is the intersection of the
inclining dashed line with the level curve marked by an open bullet. In this example r ≈ 0.923.
We let (x, y) and h be fixed, but arbitrary. We now show that Φh = IB1 ◦ IB∞ and is
therefore a Manin transformation. Compute (xc, yc), the intersection between the two straight
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Figure 2. A symmetric example of the construction of the Kahan mapping as a Manin
transformation. The Hamiltonian is (8) with b = −0.0986, c = 0.416, d = 0.674, e = −0.428,
g = 0.134, and the step size ish = 1. The level sets H˜−1(∞) and H˜−1(0.25) are shown in
black and red, and intersect at base points.
lines, by the formulas
x′ =
x+ h(y2 + y)
1 + h2(xy + 12x)
(Kahan map x-coordinate),
y′ =
y − hx2 − 12h2xy
1 + h2(xy + 12x)
(Kahan map y-coordinate),
yc = y − r(xc − x),
yc = y
′ +
hy′ − s
hx′ − r (xc − x
′),
s = −1 +
1
2hr
r
.
Then (xc, yc) depends on r in addition to x, y, h. Now factor H˜(xc, yc) − H˜(x, y) and observe
that this rational expression has a factor 4r3 + h2r2 − 4 in the numerator which is zero because
of the definition of r. This proves that the intersection point (xc, yc) lies on the same elliptic
curve as (x, y).
We now proceed to show that for all symmetric Hamiltonians on R2, Kahan’s method yields
a Manin transformation. An example of the construction is shown in Figure 2.
Proposition 4. The map Φh obtained by applying Kahan’s method to the vector field (5) with
symmetric cubic Hamiltonian
H(x, y) = b(x3 + y3) + c(x2y + xy2) + d(x2 + y2) + exy + g(x+ y) (8)
is given by
Φh = IB∞ ◦ IB2 , (9)
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where
IB∞
(
x
y
)
=
(
y
x
)
(10)
and IB2 is the involution defined by the base point
B2 = − 1
2h(3b− c)
(
2hd− he+ 2
2hd− he− 2
)
. (11)
Remarks. The involution IB∞ corresponds to a base point at infinity, associated with the lines
of slope −1. The fact that H(x, y) = H(y, x) implies that H˜(x, y;h) = H˜(y, x;h) and thus all
level curves of H˜ must be symmetric with respect to the line y = x. This means that any two
points (x, y), (y, x) lie on the same level curve, and are joined by a line of slope −1.
For the special case c = 3b, the Manin transformation becomes a composition of two base
points at infinity. IB1(x, y) is then obtained as the second intersection of the line through (x, y)
with slope
2hd− he− 2
2hd− he+ 2
and the level curve of H˜ on which (x, y) lies.
Proof. The proof is obtained by direct computation.
We have presented a non-symmetric example followed by the general case of symmetric
Hamiltonians in 2 dimensions. Since Kahan’s method is a Runge-Kutta method, it is covariant
with respect to affine transformations [15]. If H(u) is a symmetric Hamiltonian, we may use an
affine change of variables u = ϕ(v) = Av + b for a 2 × 2 non-singular matrix A and a 2-vector
b. The corresponding Hamiltonian is K(v) = H(ϕ(v)). It is a well-known fact that if the same
Runge-Kutta method is applied to each of these problems the corresponding approximations
{un}, {vn} satisfy un = ϕ(vn), n > 0, if u0 = ϕ(v0). In particular, for Kahan’s method, Φh, we
have established that there are involutions IB∞ and IB2 such that un+1 = IB∞ ◦ IB2(un) so it
now follows that
vn+1 = ϕ(un+1) = ϕ ◦ IB∞ ◦ ϕ−1 ◦ ϕ ◦ IB2 ◦ ϕ−1(vn) = I¯B∞ ◦ I¯B2(vn),
where the new maps I¯B∞ and I¯B2 are again involutions of the same type as in Definition 1. Thus
we can generalize the symmetric case of Proposition 4 to all Hamiltonians which are related to
a symmetric one via an affine transformation. Unfortunately, this does not cover all the cases
of non-symmetric Hamiltonians, and it can be proved that the non-symmetric example given in
the beginning of this section cannot be transformed to a symmetric one in this way.
2.2. Nambu systems
A (canonical) Nambu system in R3 is the ODE
x˙ = ∇H1(x)×∇H2(x) (12)
where H1 and H2 are functions on R3 [17, 32]. Nambu systems are completely integrable with
first integrals H1 and H2 (the ‘Hamiltonians’) and conserved measure dx1∧dx2∧dx3. They can
also be viewed as Poisson systems in either of the Poisson forms
x˙ = ∇̂H1(x)∇H2(x) = −∇̂H2(x)∇H1(x)
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where :̂R3 → R3×3 is given by
vˆ =
 0 −v3 v2v3 0 −v1
−v2 v1 0
 .
When H1 and H2 are quadratic, the Nambu system is quadratic and we can ask whether
Kahan’s method has conservative properties.
For a square matrix M , let adj(M) be the adjugate of M , i.e., the transpose of the matrix
of cofactors of M . If M is invertible, adj(M) = det(M)M−1.
Proposition 5. Let H1 = x
TAx and H2 = x
TBx be homogeneous quadratics on R3. Let
C = A adj(B)A and H3(x) = x
TCx. Then the Kahan method applied to the Nambu system (12)
has invariant measure
dx1 ∧ dx2 ∧ dx3
(1 + 4h2H3(x))2
and first integrals
H˜i(x) :=
Hi(x)
1 + 4h2H3(x)
, i = 1, 2
and hence is integrable. Consequently the h-independent measure dx1 ∧ dx1 ∧ dx3/(H1(x)H2(x))
and the h-independent function H1(x)/H2(x) are also conserved. Note that the entries of C are
biquadratic functions of the entries of A and B.
Proof. Using (2), a direct substitution shows that H˜i(x
′) = H˜i(x). The Jacobian derivative
D := ∂x
′
∂x of the Kahan mapping can be written
D =
(
I − h
2
f ′(x)
)−1(
I +
h
2
f ′(x′)
)
.
Substituting x′ from (2) into D and using the explicit form of f ′(x) shows that
detD =
(1 + 4h2H3(x
′))2
(1 + 4h2H3(x))2
as required.
Under linear changes of variables y = Lx, Nambu’s equations transform to
y˙ = LLT (∇H1(y)×∇H2(y))
where Hi(y) = Hi(L
−1(y)). Thus the form of Nambu’s equations is invariant under orthogonal
linear maps. Using such maps one or other of A, B (but not, in general, both) can be diagonalized.
Some special cases of note are
(i) When A = I, H1 = ‖x‖2, we have C = adj(B).
(ii) When B = I, H2 = ‖x‖2, we have C = A2.
(iii) When A and B are simultaneously diagonalizable, say A = diag(a1, a2, a3) and B =
diag(b1, b2, b3), we have
C = diag(a21b2b3, a
2
2b1b3, a
2
3b1b2).
This generalizes the 3-parameter example of [22, Eq. (6.1)], which includes the Euler free
rigid body (see also [19, 20, 21]) and the Lagrange or Nahm system x˙1 = x2x3, x˙2 = x3x1,
x˙3 = x1x2 [31] to a linearly-invariant, 11-parameter family of quadratic vector fields.
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It is striking that Nambu’s equations are essentially invariant under interchanging A and B,
but the formula C = A adj(B)A is not. However, it does define a striking product of quadratic
forms. When A and B lie in the symmetric space of symmetric positive definite matrices, it gives
the image of A under the geodesic symmetry at B. We do not develop this connection here.
However, the expressions for the conserved quantities can be written in a more invariant way as
follows.
Proposition 6. Let H1 = x
TAx and H2 = x
TBx be homogeneous quadratics on R3. Let
C =
1
2
(A adj(B)A+B adj(A)B) + α(A adj(B)A−B adj(A)B) + βA+ γB
and let H4(x) = x
TCx. Then for any constants α, β, γ, the Kahan method applied to the Nambu
system (12) preserves the measure
dx1 ∧ dx2 ∧ dx3
(1 + 4h2H4(x))2
.
Proof. First, if µ is an invariant measure, then so is g(H˜1, H˜2)µ. Take g(a, b) = (1 + αa+ βb)
−2
to get the invariant measure
dx1 ∧ dx2 ∧ dx3
(1 + 4h2H3)2
(
1 +
αH1
1 + 4h2H3
+
βH2
1 + 4h2H3
)−2
=
dx1 ∧ dx2 ∧ dx3
(1 + 4h2H3)2
(
1 + 4h2H3 + αH1 + βH2
1 + 4h2H3
)−2
=
dx1 ∧ dx2 ∧ dx3
(1 + 4h2H3 + αH1 + βH2)2
(13)
Next, we have that for any 3× 3 matrices A and B,
A adj(B)A−B adj(A)B = tr(A adjB)A− tr(B adjA)B, (14)
which can be shown by multiplying out both sides. Replacing A adj(B)A by 12A adj(B)A +
1
2A adj(B)A and applying (14) and (13) gives the result.
The Nambu systems in Prop. 5 are all 3-dimensional Lie–Poisson systems. There are
9 inequivalent families of real irreducible 3-dimensional Lie algebras [16]. Five of them have
homogeneous quadratic Casimirs and are covered by Prop. 5: in the notation of [16], they are
A3,1 (C = x
2
1, Heisenberg Lie algebra) A3,4 (C = x1x2, e(1, 1)); A3,6 (C = x
2
1 + x
2
2, e(2)); A3,8
(C = x22 + x1x3, su(1, 1), sl(2); and A3,9 (C = x
2
1 + x
2
2 + x
2
3, su(2), so(3). There are two other 3-
dimensional Lie algebras for which Kahan’s method applied to the associated Lie–Poisson system
with (even nonhomogeneous) quadratic Hamiltonian is integrable. The first is a(1) × R, with
Poisson tensor  0 x2 0−x2 0 0
0 0 0
 .
The planes x3 = const. are invariant, and on each plane the system reduces to the 2-dimensional
system
x˙ = x1
(
0 1
−1 0
)
∇H (15)
where H is a nonhomogeneous quadratic. This is a 2-dimensional Suslov system; the integrability
of the Kahan method applied to (15) is established in Prop. 9.
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The second is A3,3, with Casimir x2/x1 and Poisson tensor 0 0 x10 0 x2
−x1 −x2 0
 .
As the symplectic leaves are half-planes x2/x1 = const. and the points of the x3-axis, these
are preserved by Kahan’s method; on each half-plane, the equations of motion reduce to the
2-dimensional Suslov system (15) whose Kahan map is integrable.
A related study is undertaken in [8], in which the Kahan mapping for several Nambu systems
is integrated explicitly in terms of elliptic and transcendental functions.
2.3. Suslov system
Consider the system
x˙ = `(x) J ∇H (16)
where x ∈ Rm, `(x) is a linear homogeneous polynomial, J is a constant skew-symmetric m×m
matrix and H:Rm → R is a quadratic homogeneous polynomial.
The Jacobian of the vector field f(x) = `(x) J ∇H is
f ′(x) = J ∇H∇ `(x)T + `(x)J H ′′.
Proposition 7. Kahan’s method applied to (16) preserves the measure
dx1 ∧ dx2 . . . ∧ dxN
det(I − h2 `(x)JH ′′)`(x)
. (17)
Proof. Differentiating the Kahan map and taking determinants gives
det
∂x′
∂x
=
det(I + h2 f
′(x′))
det(I − h2 f ′(x))
=
det(I + h2J∇H(x′)∇ `(x′)T + h2 `(x′) JH ′′)
det(I − h2J∇H∇ `(x)T − h2 `(x) JH ′′)
.
Factorizing the term det(I + h2 `(x
′) JH ′′) in the numerator and the term det(I − h2 `(x′) JH ′′) in
the denominator (these two factors coincide because of the properties of J and H ′′) gives
det
∂x′
∂x
=
det(I + h2 `(x
′) JH ′′)det(I + h2`(x′)v(x
′)uT )
det(I − h2 `(x′) JH ′′)det(I − h2`(x)w(x)uT )
where
v(x′) = `(x′)(I +
h
2
`(x′) JH ′′)−1J∇H(x′),
w(x) = `(x)(I − h
2
`(x) JH ′′)−1J∇H(x),
and u = ∇`. By the properties of rank-one perturbations of the identity, we have
det
∂x′
∂x
=
det(I + h2 `(x
′) JH ′′)(1 + h2`(x′)u
T v(x′))
det(I − h2 `(x) JH ′′)(1− h2`(x)uTw(x))
.
The Kahan map in the form (3) gives
uT v(x′) =
uT (x
′−x
h )
1− h2`(x′)uT (x
′−x
h )
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and in the form (2) gives
uTw(x) =
uT (x
′−x
h )
1 + h2`(x)u
T (x
′−x
h )
,
and so
det
∂x′
∂x
=
det(I + h2 `(x
′)H ′′)
det(I − h2 `(x)H ′′)
`(x′)(2`(x) + uT (x′ − x))
`(x)(2`(x′)− uT (x′ − x)) .
Since ` is linear and homogeneous, `(x) = ∇`(x)Tx = uTx, and u is a constant vector, so
2`(x′)− uT (x′ − x)) = 2`(x) + uT (x′ − x)) = uT (x+ x′),
giving
det
∂x′
∂x
=
det(I + h2 `(x
′) JH ′′)
det(I − h2 `(x) JH ′′)
`(x′)
`(x)
as required.
Proposition 8. Kahan’s method applied to (16) has a conserved quantity given by
H˜ := H(x) +
1
4
h`(x)∇H(x)T
(
I − h
2
J`(x)H ′′(x)
)−1
J ∇H(x). (18)
Proof. Let x¯ = (x+ x′)/2. Then
0 = h
(− 12`(x)∇H(x) + 2`(x¯)∇H(x¯)− 12`(x′)∇H(x′))T JT(− 12`(x)∇H(x) + 2`(x¯)∇H(x¯)− 12`(x′)∇H(x′))
= (x′ − x)T (− 12`(x)∇H(x) + 2`(x¯)∇H(x¯)− 12`(x′)∇H(x′)))
= (x′ − x)T (`(x)∇H(x′) + `(x′)∇H(x))),
and so
∇H(x)T (x′`(x) + x`(x′)) = ∇H(x′)T (x′`(x) + x`(x′)). (19)
The sum of the vectors
v(x′) := (I +
h
2
`(x′)JH ′′)−1f(x′), w(x′) := (I − h
2
`(x′)JH ′′)−1f(x′),
is orthogonal to ∇H(x′):
∇H(x′)T (v(x′) + w(x′))
= 2`(x′)∇H(x′)T
(
I − 1
4
h4`(x′)2(JH ′′)2
)−1
J∇H(x′)
= 0.
Further, we have
x′ − x = h
(
I + h2`(x′)v(x
′)∇`T
)−1
v(x′), v(x′) = 2 `(x
′)
`(x′+x)
x′−x
h ,
x′′ − x′ = h
(
I − h2`(x′)w(x′)∇`T
)−1
w(x′), w(x′) = 2`(x
′)
`(x′′+x′)
x′′−x′
h ,
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leading to
w(x′) + v(x′) =
2`(x′) (`(x′ + x)(x′′ − x′)− `(x′′ + x′)(x′ − x))
h`(x′′ + x′)`(x′ + x)
. (20)
Using now
w(x) =
(
I − h
2
`(x)JH ′′
)−1
f(x)
=
2`(x)
`(x′ + x)
x′ − x
h
and (19), we can rewrite H˜(x) in the form
H˜(x) =
∇H(x)T (x`(x′) + x′`(x))
`(x′ + x)
(21)
=
∇H(x′)T (x`(x′) + x′`(x))
`(x′ + x)
. (22)
Finally using (20) and (21) we obtain
H˜(x)− H˜(x′) = ∇H(x′)T
[
x`(x′) + x′`(x)
`(x′ + x)
− x
′`(x′′) + x′′`(x′)
`(x′′ + x′)
]
= −h∇H(x′)T (w(x′) + v(x′))
= 0.
Proposition 9. The Kahan method applied to the Suslov system (16) preserves the measure
(17) and integral (18) when `(x) is a nonhomogeneous linear function, H is a nonhomogeneous
quadratic, and rank(J) = 2.
Proof. J may be taken in its normal form, reducing the situation to two dimensions. Now the
problem only has finitely many parameters and the preservation of the measure and integral can
be checked algebraically.
2.4. Generalized Ishii equations
The Ishii system [10] is
x˙ = y
y˙ = z
z˙ = 12xy.
(23)
The following two functions
H1 = z − 6x2 (24)
H2 = xz − 1
2
y2 − 4x3 (25)
are first integrals of the system (23), see [1]. Since the flow of this system is also volume
preserving, the equations are completely integrable.
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Proposition 10. The Kahan method is volume preserving for this problem and it also has the
following two invariants:
H˜1 = z − 6x2 + 3
2
h2y2, (26)
H˜2 = xz − 1
2
y2 − 4x3 + h2(xy2 + 1
24
z2). (27)
Proof. The proof is obtained with a symbolic computing package.
In the following we present a generalization of this system and some results regarding its
discretization using Kahan’s method; the proofs are all obtained with a symbolic computing
package.
Proposition 11. Consider the following divergence-free generalization of the Ishii system
x˙ = −c2x+ b2y + b3z
y˙ = c1x+ c2y + c3z
z˙ = a11x
2 + a12xy + a22y
2
(28)
where b2, b3, c1, c2, c3, a11, a12, a22 are arbitrary parameters. Kahan’s method applied to this
system preserves volume if and only if the following two conditions are satisfied
b2a11 + c2a12 − c1a22 = 0, (29)
b23 a11 + b3c3 a12 + c
2
3 a22 = 0. (30)
Proof. The proof is obtained with a symbolic computing package.
Alternatively, one may express the parameters aij as
a11 = kA2c3, a12 = −k(A1c3 +A2b3), a22 = kA1b3, (31)
where k is an arbitrary parameter. Here
A1 = b2c3 − b3c2, A2 = c2c3 + b3c1, A3 = −(b2c1 + c22),
which are just the two-forms dxi∧dxj applied to the two 3-vectors (bj) and (cj) where b1 = −c2.
Proposition 12. Under the conditions (29), (30), the system (28) has the invariants
H1 = z +
k
2
(c3 x− b3 y)2, (32)
H2 =
k
3
(c3x− b3y)3 + c1
2
x2 + c2 xy + c3 xz − b2
2
y2 − b3 yz. (33)
The system is completely integrable.
Proof. The invariants are obtained with a symbolic computing package. Since the flow of this
system is also volume preserving, the system is completely integrable.
Proposition 13. Under the conditions (29), (30), Kahan’s method applied to (28) has the
invariants
H˜1 = z +
k
2
(c3 x− b3 y)2 − kh
2
8
(
A2 x−A1 y
)2
,
H˜2 = H2 +
h2
24
(
A3(−c1x2 − 2c2xy − 2c3xz + 2b3yz + b2y2) + (A1c3 −A2b3)z2
+ k(−2c3A22x3 + 2A2(b3A2 + 2c3A1)x2y − 2A1(c3A1 + 2b3A2)xy2 + 2b3A21y3)
)
.
Kahan’s method applied to (28) yields a completely integrable map.
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Proof. The invariants are obtained with a symbolic computing package. Since by Proposition 11,
Kahan’s method applied to (28) is also volume preserving, we can conclude it yields a completely
integrable map.
Notice that in the original Ishii equations, one has A1 = 1, A2 = 0, A3 = 0 as well as
k = −12, b2 = c3 = 1, b3 = c1 = c2 = 0.
3. Non-autonomous problems
3.1. Riccati equations
In a primary motivating example, Kahan [11] considered the scalar equation x˙ = x2+t for which
Kahan’s method showed a remarkable ability to integrate through and converge past singularities.
This is explained by the following result.
Proposition 14. Kahan’s method applied to the scalar Riccati differential equation
x˙ = b(t) + 2a(t)x− c(t)x2,
in which the coefficients are evaluated at any suitable point, is integrable.
Proof. Writing a for the evaluation of the coefficients at the point tn+ 12 := (n +
1
2 )h (e.g.
a = a(tn+1/2)), etc., Kahan’s method is
x′ − x
h
= b+ a(x+ x′)− cxx′
whose solution is the Mo¨bius map
x′ =
x+ h(ax+ b)
1 + h(cx− a) (34)
which is linearized by the change of variables x = u/v to u′ = u + h(au + bv), v′ =
v + h(cu− av).
Indeed, this is an example of what Schiff and Shnider [28] call Mo¨bius integrators for Riccati
equations. They give a geometric description of a (matrix) Riccati differential equation as a local
coordinate version of an equation on a Grassmannian. In the present example, x = u/v where u
and v obey the linear nonautonomous system(
u˙
v˙
)
=
(
a b
c d
)(
u
v
)
(35)
where d = −a. Any linear integrator applied to this system yields a Mo¨bius integrator; Kahan’s
method for x turns out to be equivalent to applying Euler’s method to (35). This explains why
Kahan was able to get such good results for x˙ = x2 + t and to integrate successfully through
singularities.
Corollary 15. Kahan’s method applied to quadratic nonautonomous systems of the special form
x˙i = fi(x1, . . . , xi, t), i = 1, . . . , n, xi(t) ∈ R
is integrable.
Proof. Kahan’s method is a Runge–Kutta method, so it preserves the linear foliations x1 = . . . =
xk = const, and the reduced methods for the subsystems are also given by Kahan’s method
[14]. The equation for x1 is a scalar Riccati differential equation for which Kahan’s method is
integrable. Substituting this solution into x˙2 = f2(x1, x2, t) yields a scalar Riccati differential
equation for x2, and so on.
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Now let x ∈ Rn×m, a(t) ∈ Rn×n, b(t) ∈ Rn×m, c(t) ∈ Rm×n, d(t) ∈ Rm×m and consider the
matrix Riccati differential equation
x˙ = a(t)x+ b(t)− xc(t)x− xd(t) (36)
which is the projection of (35) under x = uv−1. Kahan’s method yields the Lyapunov equation
x′ − x
h
=
1
2
a(x+ x′) + b− 1
2
xcx′ − 1
2
x′cx− 1
2
(x+ x′)d.
for x′. Although numerical tests indicate that Kahan’s method is also able to integrate through
singularities for all smooth coefficient functions a(t), b(t), c(t), and d(t), we do not know if it is
in general a Mo¨bius integrator. However, we do have the following.
Proposition 16. Kahan’s method is integrable for the matrix Riccati differential equation (36)
with a = b = d = 0.
Proof. The transformation y = x−1, which reduces x˙ = −xcx to y˙ = c, commutes with the
Kahan discretization. That is, the solution of the Kahan mapping in this case, which can be
checked algebraically to be
x′ = x(I + hcx)−1
written in terms of y becomes y′ = y + hc. Thus the solution of the Kahan mapping is
xn =
(
x−10 + h
n−1∑
i=0
c(ti+1/2)
)−1
.
In other words, the Kahan method in this case is equivalent to applying Euler’s method to
(35) and is thus a Mo¨bius integrator.
3.2. First Painleve´ equation
Consider the Painleve´ I equation x¨ = 6x2 + t, which can be written as a nonautonomous
Hamiltonian system, and reads
x˙ = y,
y˙ = 6x2 + t,
with Hamiltonian
H(t, x, y) =
1
2
y2 − 2x3 − xt.
The original format of the Kahan method as proposed by Kahan (see [22]), cannot be applied
to non-autonomous systems. Adding the equation t˙ = 1 to the system, we get the autonomous
system
x˙ = y,
y˙ = 6x2 + t,
t˙ = 1,
(37)
to which we apply Kahan’s method.
Proposition 17. Kahan’s method applied to (37) yields the map
xn−1 + xn+1 =
(2xn + h
2tn)
(1− 3h2xn) , (38)
which is an integrable discretization of the first Painleve´ equation.
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Proof. Applying Kahan’s method to the quadratic vector field (37) we obtain the map( xn+1−xn
h
yn+1−yn
h
)
=
(
I − h
2
JH ′′(xn, yn)
)−1
J∇H(tn+ 12 , xn, yn), (39)
tn = nh, (40)
where tn+ 12 = tn+
h
2 . After some simple algebra this map can be shown to be equivalent to (38).
Now letting
xn = −un + 1
3h2
and substituting in in (38) we get
un+1 + un−1 = −
( tn3 +
2
9h4 )
un
+
4
3h2
.
This is a special version of
un+1 + un−1 =
(An+B)
un
+ C (41)
with a rational relation between A, B and C. This is an integrable discretization of Painleve´ I
which appeared in [4] and [27]; see also [3].
There are indications that there may exist other integrable mappings related to Painleve´
equations via the Kahan discretization. First, consider the Painleve´ I equation in the form
x¨ = 6x2 + At. Differentiation with respect to t gives x(3) = 12xx˙ + A. The Kahan method
applied to the first-order form
x˙ = y
y˙ = z
z˙ = 12xy +A
preserves Euclidean volume and passes the entropy test. Letting
I = z − 6x2 + 3
2
h2y2,
the Kahan map obeys
In+1 = In + hA
giving a time-dependent integral. The two-dimensional nonautonomous map obtained by
eliminating z using the integral appears to be different from (41). The case A = 0 is the
Kahan discretization of the Ishii system, which was shown to be integrable in Prop. 10. Hence,
the case A 6= 0 may correspond to another integrable discretization of Painleve´ I.
Second, differentiating again gives x(4) = 12xx¨ + 12x˙2. The Kahan method applied to the
first-order form
x˙ = y
y˙ = u
u˙ = v
v˙ = 12xu+ 12y2
Integrability properties of Kahan’s method 16
has a polynomial integral v − 12xy + 3h2uy, preserves the polynomial measure m(x) =
1−3h2x+ 33h4u, and passes the entropy test, and hence may also correspond to another integrable
discretization of Painleve´ I.
Third, all 6 Painleve´ equations were written as nonautonomous planar Hamiltonian ODEs
by Okamoto [18]. In each case, the Hamiltonian is a polynomial, and for Painleve´ I, II, and IV
it is cubic. When written as 3-dimensional nonautonomous systems as in (37), no new cases of
Painleve´ II or IV were found in which the Kahan discretization passed the entropy test. However,
the Hamiltonian system
x˙ = 4xy − (x2 + 2ctx+ 2θ0)
y˙ = −2y2 + 2xy + 2cty − θ∞
is Okamoto’s form of Painleve´ IV when c = 1. The mapping obtained by freezing t at tn+1/2,
and then applying the Kahan discretization on [tn, tn+1]—which is different from that obtained
from the autonomizing version used above—was found to pass the entropy test for integrability
in the cases (i) c = 2, θ0 arbitrary, θ∞ = 0 and (ii) c = −2, θ0 = 0, θ∞ arbitrary. Thus, the
Kahan method may generate integrable maps in these cases.
4. Conclusion
In this paper we have extended and generalized the impressive list of cases presented in [22],
for which Kahan’s method preserves integrability. In particular, we have expanded the list
beyond maps that are integrable in terms of elliptic or hyperelliptic functions, to include our
final example, whose discretization is an integrable Painleve´ equation. It still remains to actually
integrate the Kahan map in many of these integrable cases as done here in section 2.1 for the
cubic planar Hamiltonian case. In a future paper, we hope to generalize our work on quadratic
differential equations, in the current paper and in [5], to the case of cubic and higher-order
polynomial differential equations. Echoing the sentiment expressed in [22], it is our hope that
the present work may help the Kahan–Hirota–Kimura discretization to attract the attention
of experts in integrable systems and in algebraic geometry, as well as in geometric numerical
integration.
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