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Namen diplomskega dela je bilo raziskati uporabnost senzorja Microsoft Kinect za 
opazovanje pogleda uporabnika in s tem povezane meritve pozornosti uporabnika. Z uporabo 
razvojnega okolja Microsoft Kinect SDK sem izdelal aplikacijo, ki vizualno prikazuje 
značilne točke obraza in smer pogleda in te podatke posreduje poljubni drugi aplikaciji. 
Izdelal sem tudi dodatno spletno aplikacijo, ki zna prikazati točko pogleda uporabnika na 
poljubno definirani površini. Ta aplikacija je služila kot pripomoček za meritev natančnosti 
izmerjene smeri pogleda. 
V prvem delu naloge sem predstavil pomen opazovanja uporabnika v interaktivnih 
aplikacijah. Predstavil sem osnovne tipe 3D senzorjev in nekaj metod ocene pogleda na 
podlagi video zapisa običajnih 2D kamer, ter delovanje senzorja Microsoft Kinect. V drugem 
delu sem opisal razvojno okolje za sledenje obraza ter svojo aplikacijo detekcije pogleda. 
V zadnjem delu naloge so opisani poskusi in meritve natančnosti opazovanja pogleda. 
Predstavljena je primerjava koordinat točk obraza in smeri pogleda ter podani rezultati 
meritev točnosti smeri pogleda v odvisnosti od razdalje uporabnika od senzorja.  





The thesis explores the effectiveness of the Microsoft Kinect sensor for the tracking of human 
face and estimation of person's gaze point. By using Microsoft Kinect Software 
Developement Kit we have implemented a face tracking and gaze estimation application, 
which works as a server providing gaze data for other applications. A web application was 
developed which visualizes the gaze point and allows measurements of the gaze point 
accuracy. 
The first part of the thesis presents an importance of visual user observations, the types of 2D 
and 3D sensors, and the Kinect sensor. The second part describes in detail the implementation 
of the gaze point estimation system using the Kinect SDK. The last part of the thesis presents 
results of the measurements of gaze accuracy with respect to the distance of the user.  





V diplomskem delu sem predstavil problem detekcije pogleda uporabnika in pomen 
poznavanja pozornosti uporabnika pri razvoju aplikaciji. S poznavanjem pozornosti 
uporabnika pridobi aplikacija povratni odziv o stanju samega uporabnika. Na podlagi 
poznavanja pozornosti lahko aplikacija prilagodi svoje delovanje tako, da postane bolj 
učinkovita, zanimiva in prijazna uporabniku.  
Osredotočil sem se na spremljanje pogleda uporabnika s pomočjo Microsoftovega  senzorja 
Kinect, ki predstavlja primer trenutno najbolj razširjenega in dostopnega 3D senzorja in je 
zmožen precej natančno določiti položaj in usmerjenost opazovanega obraza v prostoru. 
Pogled je možno spremljati tudi z običajnimi 2D kamerami, pri katerih pa je ocena smeri 
pogleda precej manj natančna, še posebej pri nižjih resolucijah.  
Cilj praktičnega dela diplome je bil napraviti sistem, ki bo osnova za spremljanje pozornosti 
uporabnika preko detekcije pogleda. Sistem naj bi bil zmožen posredovati podatke o osnovnih 
obraznih točkah in smeri pogleda poljubni aplikaciji. Skušal naj bi ugotoviti povezavo med 
osnovnimi obraznimi točkami in samo smerjo pogleda. Na koncu pa sem s pomočjo testne 
spletne aplikacije naredil izračun natančnosti smeri pogleda pri različnih razdaljah. 
Pregled strukture diplomske naloge 
V drugem poglavju je predstavljen pomen spremljanja vizualne aktivnosti uporabnika. 
Predstavljena je pozornost s psihološkega vidika. Razložene so vrste pozornosti (aktivna, 
pasivna), funkcije (deljena pozornost, budnost, iskanje, selektivna pozornost) in dimenzije 
pozornosti (smer, intenziteta, trajanje). V nadaljevanju je opisan konkretni primer vizualnega 
spremljanja aktivnosti uporabnika na primeru poučne računalniške igrice namenjene otrokom. 
Opisani so tudi osnovni tipi 3D senzorjev. Bolj natančno pa je predstavljen senzor Kinect, kot 
predstavnik 3D senzorja, ki deluje na principu strukturirane svetlobe. V zadnjem delu drugega 
poglavja so predstavljene tri metode vizualne ocene pogleda, ki delujejo na osnovi običajnih 
2D kamer. Te metode dajejo v primerjavi s 3D senzorjem Kinect zelo nezanesljive in zelo 
osnovne podatke o samem pogledu. 
V tretjem poglavju je predstavljen sistem detekcije pogleda uporabnika z uporabo Kinect 
senzorja. V prvem delu je zelo podrobljeno predstavljeno Microsoftovo okolje za sledenje 
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obraza (Face tracking SDK). V sklopu tega dela je dodano tudi nekaj primerov programske 
kode. V drugem delu tretjega poglavja pa je predstavljen praktični del diplomske naloge. 
Podrobno je opisan celoten sistem zajema podatkov senzorja Kinect. Ločeno sta predstavljeni 
strežniška in spletna aplikacija, ki sem jih razvil v ta namen. Predstavljene so vse 
funkcionalnosti in lastnosti aplikacij. Podrobno so razloženi tudi podatki, ki se pri tem 
spremljajo, prenašajo med aplikacijama in izvažajo v datoteke. 
V četrtem poglavju so opisani vsi poskusi in meritve, ki so bili izvedeni. V prvem delu tega 
poglavja je narejena primerjava koordinat obraznih točk pri različnih položajih obraza. Na 
podlagi teh točk se je ugotovila povezava s samo smerjo pogleda.  V drugem delu pa je 
narejena meritev točnosti pogleda na podlagi testne sledi, kateri je sledila opazovana oseba. 
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2 Problem opazovanja uporabnika in uporaba 3D senzorjev 
2.1 Pomen vizualnega spremljanja aktivnosti uporabnikov 
Računalniška programska oprema običajno dobi zelo malo podatkov o tem, kaj uporabnik 
počne pred samim zaslonom. Vse, kar sprejeme od uporabnika, so podatki posredovani preko 
tipkovnice in miške. Nima pa podatkov ali je uporabnik osredotočen na to kar se prikazuje na 
zaslonu, niti ne podatka, ali je uporabnik sploh pred zaslonom. Zato je pomembno, da se 
programska oprema zaveda pozornosti uporabnika. S poznavanjem pozornosti uporabnika 
lahko aplikacija bistveno izboljša uporabniško izkušnjo. Definicija pozornosti je: [18] 
»Pozornost je proces, s katerim aktivno spremljamo omejeno količino vseh dražljajev in 
informacij, ki jih zaznamo s svojimi čutili, jih imamo shranjene v spominu ali jih pridobimo z 
ostalimi kognitivnimi procesi. Vključuje tako zavedne kot nezavedne procese«. 
Ločimo dve vrsti pozornosti, in sicer pasivno in aktivno. Pri pasivni pozornosti postanemo 
pozorni na dražljaje nehote, pozornost na nas vzbudijo le zunanji dejavniki. Takšna pozornost 
se pojavi tudi povsem spontano zaradi ponavljajočih funkcij ali opravil (npr. tipkanje po 
tipkovnici, pozornost voznika na promet). Aktivna pozornost pa je rezultat pozitivne 
motivacije. Ta pozornost je najbolj dolgotrajna in učinkovita. Pri tej pozornosti nismo samo 
pozorni na dražljaje, ki nas obdajajo, ampak jih tudi aktivno iščemo. V to skupino spada tudi 
vsiljena pozornost, pri kateri smo prisiljeni biti pozorni na določeno stvar. Ta pozornost je 
kratkotrajna, duševno naporna in podvržena motečim dejavnikom iz okolja ter konfliktom. 
[19]. 
Funkcije pozornosti lahko razdelimo na štiri tipe [18]:  
Deljena pozornost - Omogoča opravljanje več nalog hkrati. Pri tem smo na eno nalogo bolj 
osredotočeni kot na drugo. Glede na situacijo lahko preusmerimo svojo pozornost. Primer je 
vožnja avtomobila in pogovarjanje s sovoznikom. 




Iskanje - Pri tej pozornosti gre za ozek snop pozornosti na ključen dražljaj. Primer je iskanje 
predmeta v prostoru.  
Selektivna pozornost – Pri tej pozornosti gre za ločevanje nepomembnih od pomembnih 
dražljajev. Primer je branje knjige. Medtem ko beremo, ignoriramo ostale dražljaje, kot je 
bližnji radio ali televizija. 
Dimenzije pozornosti so naslednje [20]: smer, intenziteta, obseg in trajanje. Obseg 
dražljajev predstavlja število dražljajev, na katere smo sočasno pozorni (za odraslega človeka 
je ta vrednost 7 +/- 2 dražljaja ). Intenziteta pa predstavlja količino naše pozornosti, ki jo 
prejme posamezen dražljaj. Intenziteta je obratno sorazmerna z obsegom. Posamezni dražljaj 
dobi manj pozornosti, če smo pozorni na več dražljajev. 
Za interaktivne sisteme sta najbolj zanimivi selektivna pozornost in iskanje. 
Definicija sistemov, ki se zavedajo pozornosti uporabnika, je naslednja [10]: 
»Sistemi, ki se zavedajo pozornosti, so sistemi, ki lahko podpirajo človekove procese 
pozornosti.« 
Funkcionalno to pomeni, da so taki sistemi sposobni prenesti informacije uporabniku glede na 
stanje njegove ocenjene pozornosti. Sistemi, ki se zavedajo pozornosti, morajo biti tudi 
prilagodljivi sistemi. Definicija prilagodljivih sistemov je: [10] 
»Prilagodljivi sistemi so sistemi, ki spreminjajo svoje obnašanje glede na kontekst.« 
Najboljši način za ocenitev uporabnikove pozornosti je uporaba smeri pogleda. Dokazano je 
bilo, da se pri premikanju oči in pri procesu pozornosti uporablja isti funkcijski del 
možganov. Pomembno je čim bolj zanesljivo in natančno oceniti smer pogleda. Najlažje je 
oceniti smer pogleda z oceno samega položaja glave. Ta način je robusten, ni pa preveč 
natančen, saj ne upošteva samih oči. 
2.2 Primeri vizualnega spremljanja aktivnosti uporabnikov 
Primeri uporabe sistemov, ki spremljajo pozornost: 
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- Igrica, namenjena učenju, ki spremlja pozornost uporabnika. Nepozornost uporabnika 
se uporabi za pritegnitev ponovne pozornosti na ponovno učenje preko igre. Uporaba 
takih iger se izkaže kot zelo koristna pri povečanju pozornosti pri otrocih z avtizmom. 
- Zabavna igrica, ki spremlja pozornost uporabnika. Nepozornost uporabnika se uporabi 
za spremembo poteka igre v smislu, da le ta postane bolj zanimiva za uporabnika. 
Na slikiSlika 1 je primer uporabe sistema [10], ki spremlja pozornost uporabnika igrice in te 
rezultate uporabi pri poteku same igrice. 
 
Slika 1: Primer uporabe sledenja pogleda obraza za krmiljenje igrice v realnem času [10] 
Sistem je zasnovan na treh osnovnih delih: 
- Sistem opazovanja in analize uporabnikovega obnašanja, 
- sistem odločanja, ki prilagaja potek izvajanja igrice, 
- akcijski sistem, ki poganja samo igrico. 
Pri tem modelu igra pomembno vlogo model nepozornosti, ki določa, po katerem času izgube 
pozornosti naj aplikacija poskuša povrniti pozornost uporabnika. Model nepozornosti pa ni 
enak za vse vrste aplikacije, saj je velika razlika, če uporabnik igra šah ali pa hitro akcijsko 
igro. Model nepozornosti je sestavljen iz dveh parametrov: 
- Vrsta aplikacije 
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- Čas uporabe aplikacije 
Na čas uporabe aplikacije vplivajo sledeči dejavniki: 
- Naravna utrujenost po določenem času, 
- Nezanimanje je običajno bolj pogosta na začetku uporabe aplikacije, kot pa takrat ko 
je pozornost že enkrat vzpostavljena.  
Na slikiSlika 2 je prikazan graf na podlagi katerega je možno določiti čas odziva na 
nepozornost v odvisnosti od trajanja uporabe aplikacije. Avtor [10] je metodo preizkusil na 
petih učencih in rezultati so bili spodbudni. Prvi del grafa prikazuje odvisnost potenciala 
pozornosti v odvisnosti od časa uporabe aplikacije. Potencial pozornosti na začetku zelo hitro 
naraste, potem je nekaj časa konstanten, nato pa počasi z utrujenosti uporabnika počasi upada. 
Na drugem delu grafa je prikazan čas, po katerem je potreben odziv aplikacije na nepozornost 
uporabnika v odvisnosti od potenciala pozornosti, ki je prikazana na prvem delu grafa.  
 
Slika 2: Grafi za določitev odzivnega časa na neaktivnost uporabnika [10] 
2.3 Tipi 3D senzorjev 
3D senzorji nam omogočite meritev oddaljenosti posameznih točk s pomočjo ene ali več 






Stereo kamere delujejo na podoben način kot človeške oči. Osnovni princip je v tem, da je 
točka ki jo vidi prva kamera na sliki druge kamere, zamaknjena glede na oddaljenost od 
kamere in razmik med kamerama. Bližje kot je predmet kameri, večja je razlika med 
položajem točke na sliki prve in druge kamere. Pri kamerah z vzporedno osjo se oddaljenost 
predmeta izračuna z enostavno formulo: 
                          (1) 
Pri tem je f goriščna razdalja kamere, b je razmik med kamerama in d je neskladnost v točkah 
med točko na prvi in drugi sliki. 
              (2) 
Za to metodo zadostuje ena sama slika iz obeh kamer, to pa pomeni, da je metoda zelo 
primerna za opazovanje zelo hitro premikajočih se objektov. Primer stereo kamere je na sliki 
Slika 3. 
 
Slika 3: Stereo kamera [16] 
Lasersko skeniranje 
Pri laserskem skeniranju se uporablja laserski projektor, kamero in metodo stereo 
triangulacije. Laser oddaja pas svetlobe, ki se projicira na površino, ki jo skeniramo. Pas 




Desna kamera Leva kamera 
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svetlobe s stališča kamere pri tem spremeni obliko glede na oddaljenost opazovanih 
predmetov. Na podlagi odstopanja skeniranega pasu svetlobe od osnovne lege, se lahko 
izračuna oddaljenost predmeta od kamere. Pas laserske svetlobe se premika po celotni 
opazovani površini tako, da dobimo podatke od oddaljenosti vseh predmetov v vidnem polju. 
Metoda ima tudi pomanjkljivost, saj je potreben določen čas, da pas laserske svetlobe preleti 
celotno površino. Zato je metoda bolj primerna za statične objekte, kot pa za gibljive.  
TOF (Time Of Flight) senzorji 
Pri tej metodi se uporablja vir svetlobe in kamera. Metoda temelji na spremembi svetlobe, ki 
se odbije od objektov. Pri tej metodi vir svetlobe hkrati osvetli celotno merjeno površino, tako 
da je možno zajeti podatke na podlagi ene same slike. Ta metoda uporablja dva različna 
načina, in sicer pulzno svetlobo in modulirano svetlobo. Način s pulzno svetlobo meri čas 
med oddajo in prejemom pulza. Razdalja se izračuna iz izmerjenega časa in hitrosti svetlobe. 
Na podoben način deluje tudi merjenje razdalj na osnovi modulirane svetlobe, le da se pri tem 
načinu meri fazna razlika oddanega in sprejetega signala. Večja kot je ta razlika, bolj je točka 
oddaljena od kamere. TOF kamere imajo prednost pred laserskim skeniranjem in stereo 
kamerami v tem, da je njihova nastavitev zelo hitra, saj ni potrebno posebno umerjanje. 
Prednost je tudi v tem, da ta metoda omogoča hitro obdelavo. Pomanjkljivost pa je v 
nenatančnosti zaradi raznih šumov in popačenj. Metoda je precej manj natančna kot lasersko 
skeniranje ali metoda s stereo kamerami. Kamere so primerne za preprosto prepoznavo 
objektov, prepoznavo okolja za robotsko navigacijo ali prepoznavanje kretenj.  
Strukturirana svetloba 
Ta metoda temelji na projiciranju znane strukturirane svetlobe na opazovano 3D površino. 
Vzorec svetlobe se popači zaradi objektov v prostoru, zato se vzorec, ki ga sprejme kamera ne 
ujema s projiciranim vzorcem. S tem, da določimo premik posamezne točke vzorca, lahko 
določimo oddaljenost vsake točke. Sam princip je zelo podoben metodi s stereo kamero, z 
razliko, da tu potrebujemo samo eno kamero. Primerjava pri tem načinu ne poteka med dvema 
dejanskima slikama, ampak na podlagi zamika projiciranega in prebranega vzorca. Tipični 
primer strukturirane svetlobe je enakomerni vir svetlobe, ki ga spustimo preko uklonske 
mrežice. Pri tem nastane vzorec vzporednih črt, ki se projicirajo v opazovanem prostoru. 
Vzorec se zaradi različne oddaljenosti predmetov popači in na podlagi razlike vzorcev se 
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lahko izračuna razdalja do posameznih točk v prostoru. Enostaven vzorec vzporednih črt nam 
ne omogoča izračun razdalje do vseh točk v prostoru, zato se za bolj natančne meritve 
uporabljajo vzorci različnih oblik in orientacij. V to skupino senzorjev spada tudi senzor 
Kinect. 
2.4 Predstavitev senzorja Kinect 
Kinect (Slika 4) je vhodna naprava, ki zaznava gibanje in zvok. Kinect je produkt podjetja 
Microsoft in je nastal pod projektnim imenom Natal. Namenjen je igralnim konzolam 
Xbox360, Xbox One in sistemu Windows na osebnih računalnikih. Produkt temelji na 
tehnologiji izraelskega podjetja PrimeSense [14]. Senzor omogoča upravljanje konzole ali 
osebnega računalnika brez uporabe fizičnega krmilnika. Upravljanje se vrši na osnovi 
naravnega uporabniškega vmesnika NUI z uporabo kretenj in govora. Prva generacija 
senzorja je bila predstavljena novembra 2010 in je bila namenjena konzoli Xbox360. Verzija 
za osebne računalnike je bila izdana februarja leta 2012. Kinect ima konkurenco v kar nekaj 
napravah, ki omogočajo kontrolo s pomočjo gibanja, kot so Wii Remote Plus za konzolo Wii 
in Wii U, Playtation Move/Playstation Eye za konzolo Playstatrion 3in Playtation Camera za 
Playstation 4 [11].   
 












Druga serija senzorja Kinect je prišla na trg v novembru 2013 kot del konzole Xbox One. 
Senzor ima širši zorni kot, hitrejši odziv, bolj kvalitetno kamero in zna zaznati tudi srčni utrip 
opazovanih oseb. Senzor zna hkrati spremljati do šest oseb [12]. 
2.5 Tehnične lastnosti senzorja Kinect 
Senzor Kinect je sestavljen iz naslednjih sestavnih delov: 
- barvna kamera 
- IR detektor 
- IR projektor (laserska dioda z difuzorjem) 
- sistem mikrofonov 
- namenski čip 
- USB vmesnik 
Tehnične lastnosti obeh serij senzorja Kinect so prikazane v tabeli Tabela 1 [52]. 
Lastnost Kinect 1 Kinect 2 
Barvna kamera 640x480 @30Hz 1920x1080@30Hz 
Globinska kamera 320x240 512x425 
Največja razdalja 4,5m  4,5m 
Najmanjša razdalja 80cm/40cm (Windows) 50cm 
Horizontalni vidni kot 57 stopinj 70 stopinj 
Vertikalni vidni kot 43 stopinj 60 stopinj 
Število skeletnih sklepov 20 26 
Največje število sledenih oseb 2 6 
 
Tabela 1: Lastnosti strojne opreme Kinect 
2.6 Princip delovanja senzorja Kinect 
Posebnost senzorja Kinect je v tem, da poleg dvodimenzionalnega video zapisa vrača tudi 
globinski zapis. Globinski zapis vrača na principu strukturirane svetlobe. To mu omogoča IR 
projektor in IR detektor, ki sta med seboj zamaknjena za 7,5cm v horizontalni osi. IR 
projektor oddaja fiksno mrežo točk, ki jo IR detektor prebere. Na podlagi projicirne mreže, 
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znane razdalje med oddajnikom in sprejemnikom in sprejete mreže točk, se lahko izračuna 
razdalja posamezne točke do senzorja. Projicirana mreža točk je sestavljena iz zaporedja 
svetlih in temnih točk na način, da posamezna točka v povezavi z nekaj sosednjimi točkami 
predstavlja unikatni vzorec, ki se v celotni mreži ne ponavlja. Pomembno je, da sprejemnik 
zna iz prebrane mreže točk razbrati, za kateri del celotnega vzorca mreže gre. Šele nato lahko 
pride do izračuna oddaljenosti posameznega vzorca mreže s pomočjo triangulacije. Os IR 
oddajnika in IR sprejemnika sta si vzporedni, tako da je mogoče iz razlike med projicirano 
točko in prebrano točko izračunati oddaljenost do predmeta. Bližje kot je opazovan predmet, 
večja je neskladnost projicirane in prebrane točke, ko gre oddaljenost proti neskončnosti, je 
neskladnost nič. Primer mreže projiciranih točk je na sliki Slika 5. Na levi strani je prikazana 
del neobdelanega vzorca, na desni strani pa je vzorec obdelan in predstavljen v ortogonalni 
mreži z binarnimi vrednostmi[17]. 
 
Slika 5: IR projicirana mreža točk [17] 
 
2.7 Metode vizualnega ocenjevanja pogleda 
2.7.1 Simetrija/korelacija 
Najenostavnejši način določitve smeri orientacije obraza je metoda, ki temelji na iskanju 
simetrije v obrazu [9]. Ko obraz gleda proti kameri sta si leva in desna stran obraza bolj 
podobna kot v primeru, da je obraz obrnjen proč od kamere. To dejstvo lahko uporabimo za 
izračun korelacije med dvema polovicama obraza. Pri tej metodi je najprej potrebno obraz 
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razdeliti na dve polovici, potem je potrebno narediti vertikalno zrcaljenje ene polovice, nato 
pa se naredi korelacija med obema slikama. Čim večja je korelacija, tem bolj obraz gleda proti 
kameri. Ta metoda zna ugotoviti samo ali obraz gleda proti kameri ali ne, ne pa tudi smeri v 
katero je obraz obrnjen. Metoda se v praksi izkaže kot zelo nerobustna, saj poleg 
predpostavke, da je obraz simetričen, zahteva tudi enakomerno osvetljenost obraza. 
2.7.2 Sledenje točkam obraza 
Ta način iskanja orientacije obraza temelji na sledenju obraznih točk v kratkem časovnem 
intervalu [9]. Najprej se poiščejo značilne obrazne točke na začetku in koncu intervala, potem 
pa se izračuna povprečen premik teh točk. Značilne točke obraza lahko poiščemo z OpenCV 
funkcijo cvGoodFeaturesToTrack(), ki temelji na iskanju močnih robov v sliki. V tisto smer 
kamor kaže premik točk, v to smer se je premaknil obraz. Pri tej metodi je potrebno izničiti še 
translacijo samega obraza po prostoru. Za izenačitev translacije glave se lahko uporabi kar 
središčna točka glave. Metoda ne zazna same orientacije obraza ampak samo smer premika 
obraza, zato je potrebno za zaznavo osnovnega obraza uporabiti še kakšno drugo metodo, kot 
je na primer metoda simetrije. Najbolj primeren interval sledenja točkam je 1 sekunda. Če je 
čas prekratek, potem je premik točk še premajhen za natančno oceno premika. Če pa je čas 
prevelik, lahko pride do tega, da se obraz znotraj intervala premakne v več smeri, kar nam 
spet ne da pravega rezultata. Pomanjkljivost te metode je, da zazna samo spremembo 
orientacije glave, ne pa same orientacije iz fiksne slike. Pomanjkljivost pa je tudi velika 
občutljivost na samo translacijo glave, ki je običajno večja od samega premika obraza zaradi 
spremembe orientacije obraza. Če translacija ni zelo natančno določena, potem je tudi rezultat 
ocene orientacije obraza nenatančen. 
2.7.3 Momentni način   
Ta metoda izračuna moment med podslikami osnovne slike obraza [9]. Vsak izračunan 
moment predstavlja značilnost. Razvrstitev se naredi po metodi najbližjih sosedov. Pred samo 
obdelavo se iz slike obraza odstranijo poudarki, ki nastanejo zaradi predmetov na obrazu, kot 
so očala, uhani. Poudarki lahko nastanejo tudi zaradi nosu. Z odstranitvijo poudarkov postane 
klasifikacija bolj robustna in manj občutljiva na različne svetlobne pogoje. Podslike dobimo 
najenostavneje z razdelitvijo slike na mrežo npr. 5x8. Iz vseh podslik lahko vzamemo samo 
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določene podslike, predvsem tiste, ki se z rotacijo obraza najbolj spreminjajo. Smiselno je 
vzeti na primer tri podslike na predelu čela (sredinske tri podslike v tretji vrstici podslik ) in 
eno podsliko na predelu ust (sredinska podslika v šesti vrstici podslik). Primer je razviden na 
slikiSlika 6.  
 
Slika 6: Primer momentnega načina določitve orientacije obraza. Mreža 4x8 s štirimi podslikami na katerih se 
meri moment [9] 
Za vsako izbrano podsliko dobimo značilnost. Značilnost izračunamo s sledečo formulo: 
  
                          
          
           
Pri tem funkciji mean(slika) in sdt(slike) predstavljata sredinsko vrednost in standardni 
odklon celotne slike, funkcija mean(podslika) pa samo sredinsko vrednost podslike. Vse štiri 
značilnosti tvorijo štiri dimenzionalni vektor, ki nam predstavlja stanje obraza v določenem 
trenutku. 
                           
Na podlagi tega vektorja lahko določimo 5 različne orientacij obraza (rotacije po osi y za kote 
-90, -45, 0, 45 in 90 stopinj).  
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3 Sistem detekcije pogleda z uporabo Kinect senzorja 
3.1 Opis razvojnega okolja Face Tracking SDK 
Kot osnovno programsko orodje za zajem podatkov senzorja Kinect je bilo uporabljeno 
orodje Face Tracking SDK skupaj s Kinect for Windows SDK 1.8 [1] , ki skupaj omogočata 
razvoj aplikacij za sledenje človeškega obraza v realnem času. Za osnovo pri programiranju je 
bil uporabljen primer „Face Tracking Basics-WPF C# Sample”.    
Orodje Face Tracking SDK analizira vhodne podatke iz Kinect kamere, določi položaj glave 
in izraz na obrazu, ter te podatke posreduje v realnem času. 
3.1.1 Sistemske zahteve 
- računalnik z dvojedrnim procesorjem, 2.66 GHz ali hitreje 
- Windows 7, Windows 8 ali Windows 10 z grafično kartico združljivo z Microsoft 
DirectX 9.0c 
- 2 GB RAM 
- kinect senzor 
3.1.2 Razvojno okolje 
Kot razvojno orodje je bil uporabljen Visual Studio Community Edition [3]. S tem orodjem je 
omogočeno celovito urejanje, prevajanje, debagiranje in testiranje programske kode potrebne 
za končno aplikacijo. Kot programski jezik je bil uporabljen c#. Programska rešitev mora 
vključevati: 
1. V rešitev je potrebno dodati projekta:  
  Microsoft.Kinect.Toolkit; 
  Microsoft.Kinect.Toolkit.FaceTracking; 




Slika 7: Obvezne reference v VisualStudio projektu 
 
3. Projekta morata biti navedena tudi kot imenski prostor: 
    using Microsoft.Kinect; 
    using Microsoft.Kinect.Toolkit.FaceTracking 
3.1.3 Koordinatni sistem 
Face tracking SDK uporablja Kinect koordinatni sistem za svoje izhodne podatke. Izhodišče 
je optični center kamere. Z os je usmerjena proti uporabniku, Y os je usmerjena navzgor, X os 
pa desno od kamere. Kot merska enota se pri translaciji uporabljajo metri, pri kotih rotacije pa 
se uporabljajo stopinje. 
 
Slika 8: Koordinatni sistem senzorja Kinect [1] 
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3.1.4 Vhodne slike 
Face Tracking SDK kot svoje vhodne podatke uporablja Kinect barvne in globinske slike. Od 
kvalitete teh slik je močno odvisna kvaliteta samega sledenja obrazu. Sledenje na osnovi 
temnejših, neostrih in razmazanih slik je slabše kot sledenje na podlagi svetlih ostrih slik. Na 
kvaliteto sledenja močno vpliva tudi velikost samih obrazov glede na celotno velikost slike. 
Večji (bližji) obrazi se sledijo bolje kot manjši (bolj oddaljeni) obrazi. 
3.1.5 Opis API-ja (Application programming interface) 
Osnova Face Tracking SDK je COM objekt. Obstajajo štirje glavni COM vmesniki: 
  Opis 
IFTFaceTracker  Glavni vmesnik za sledenje obrazu 
IFTResult Podatki, ki jih vrnejo operacije sledenja 
obraza 
IFTImage Pomožni vmesnik za pretvorbo med 
različnimi zapisi slik 
IFTModel Ustrezen 3D model 
 
Tabela 2: COM vmesniki v SDK 
 
Za kreiranje objekta IFTFaceTracker se uporablja privzeta metoda FTCreateFaceTracker(). 
Metoda FTCreateImage() se uporablja za kreiranje IFTImage objekta. IFTResult in IFTModel 
se kreirata iz objekta IFTFaceTracker. Vse privzete metode povečajo število referenc vrnjenih 
vmesnikov. 




Vključuje vse vhodne podatke potrebne za 
sledenje obrazu 
FT_CAMERA_CONFIG Vključuje konfiguracijo video senzorja in 
kateri frejm se sledi 
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FT_VECTOR2D Točke 2D vektorja 
FT_VECTOR3D Točke 3D vektorja 
FT_TRIANGLE 3D model trikotnikov 
FT_WEIGHTED_RECT Vključuje obtežen pravokotnik s podatki ki 
jih vrne FaceTracking SDK 
 
Tabela 3: Podatkovne strukture v SDK  
3.1.6 Face Tracking vmesniki 
IFTFaceTracker 
Glavni vmesnik je IFTFaceTracker, ki se kreira s klicem FTCreateFaceTracker. Po 
inicializaciji lahko sinhrono sledimo obrazu, pri tem pa uporabimo barvno in globinsko sliko 
kot vhodni podatek (IFTImage kot del FT_SENSOR_DATA). Rezultat je v obliki ITFResult. 
Barva in globinska slika morata priti iz senzorja Kinect. 
IFTFaceTracker vsebuje metodo CreateFTResult, ki kreira IFTResult v obliki, ki je specifična  
modelu ki ga uporablja IFTFaceTracker. Aplikacija mora kreirati IFTResult preden začne 
slediti obrazom. Aplikacija lahko uporabi IFTFaceTracker metodo za pridobitev matrike 
potencialnih območij glave iz slikovnih podatkov (FT_SENSOR_DATA). Sami pa se lahko 
odločimo kateri glavi bomo sledili. 
Za začetek sledenja obraza je potrebno klicati metodo StartTracking. StartTracking je 
procesorsko potratna metoda. Ta metoda išče po celi sliki obraz, določi  njegovo orientacijo in 
sproži samo sledenje. Metodi lahko podamo namig, kje na sliki naj se obraz išče ( pROI ) ali 
pa vrednost pustimo nedoločeno NULL in se obraz išče po celotni sliki. V drugem primeru, se 
bo sledil prvi najden obraz. Dodatni namig je lahko tudi orientacija obraza ( headPoints[2] ). 
Točki glave se lahko vzameta iz podatkov Kinect skeleta (v našem primeru je bila uporabljena 
skeletna točka glave in skeletna točka središča ramen). Če pustimo namig o orientaciji glave 
prazen, se bo sledenje kljub temu izvedlo, ne bo pa optimalno. 
Ko se StartTracking enkrat uspešno začne, kar je razvidno iz pFTResult, potem aplikacija 
lahko nadaljuje sledenje s klicem  metode ContinueTracking. Ta metoda uporablja predhodne 
podatke metod StartTracking ali ContinueTracking. Metoda se kliče dokler je sledenje 
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uspešno. Prvič, ko pride do neuspešnega sledenja (npr. ko obraz izgine iz slike ) je potreben 
ponovni klic metode StartTracking. 
ContinueTracking je relativno hitra funkcija, ki uporablja že znane podatke o stanju sledenega 
obraza. Kljub temu je v določenih primerih potrebno vedno klicati StartTracking. To je še 
posebno izrazito v primerih, ko je število slik na sekundo zelo majhno, ali pa se obraz 
premika zelo hitro. 
Za sledenje več obrazom hkrati je potrebno določiti obraz kateremu sledimo. To lahko 
naredimo s klicem DetectFaces. Za sledenje vsakega posameznega obraza je potrebno 
definirati svoj IFTFaceTracker. 
Za posamezne obraze lahko pridobivamo (GetShapeUnits) in nastavljamo (SetShapeUnits) 
oblikovne enote (SU). Sledenje obrazu vrne boljše začetne rezultate, če uporabimo SU za 
poznane uporabnike, saj ni potrebno ponovno določiti le teh. Za izračuna SU za posameznega 
uporabnika so potrebno približno dve minuti. Trenutni SU lahko pridobimo iz 
IFTFaceTracker. 
IFTFaceTracker vseskozi preračunava SU in jih izboljšava. Možno je izbrati da se SU ne 
preračunavajo z nastavitvijo False v SetShapeComputationState, kar pa ni zaželjeno. To se 
lahko uporablja v primerih, ko se SU izračunavajo  izven FaceTracking SDK.  
IFTImage 
IFTImage vmesnik vključuje podatke o barvni in globinski sliki. Za kreiranje se uporablja  
funkcija FTCreateImage. Podatki so prilagojeni za uporabo pri samem sledenju obraza. 
Vmesnik vključuje številne metode za dostop do podatkov o slikah, kot so format, višina, 
širina, število bitov za posamezno točko. 
IFTResult 
IFTResult vmesnik nam omogoča dostop do rezultatov sledenja obraza. Za preverbo 
uspešnosti sledenja se kliče funkcija GetStatus. Če je sledenje uspešno nam IFTResult nudi 
dostop do podatkov GetFacerect, ki vrne koordinate pravokotnika okoli sledenega obraza, 





Vmsenik IFTModel se uporablja za pretvorbo rezultatov sledenja v 3D mrežo točk v prostoru 
kamere. Uporabimo lahko metodo IFTFaceTracker.GetFaceModel(). Najbolj pogoste metode 
pri uporabi vmesnika IFTModel so: 
 GetSUCount, GetAUCount – vrne se število oblikovnih enot (SU) ali animacijskih 
enot(AU) 
 GetTriangles – vrne 3D model mreže trikotnikov (indekse točk), vsak trikotnik ima tri 
točke navedene v zaporedju urinega kazalca. 
 GetVertexCount – vrne število točk v 3D modelu mreže 
 IFTModel omogoča dve metodi, ki določata v katerem prostoru se bodo prikazale 
točke: 
 Get3DShape – vrne obrazne točke 3D modela na osnovi SU, AU, skaliranja, rotacije 
in translacije.  
 GetProjectedShape  - vrne obrazne točke 3D modela na osnovi SU, AU, skaliranja, 
rotacije in translacije. Točke so projicirane v video sliko. 
3.1.7 Izhodni podatki sledenja obraza 
Izhodni podatki klicev StartTracking in ContinueTracking se nahajajo v vmesniku FTResult. 
Ti podatki vsebujejo naslednje informacije: 
 Status sledenja obraza 
 2D točke 
 3D poze glave 
 Animacijske enote (AU) 
2D mreža in točke 
FaceTracking SDK 1.8 sledi 121 točkam na obrazu. 
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3D poze glave 
3D poze glave so podane v kotnih stopinjah kot rotacije glave v oseh X, Y in Z.  
Animacijske enote (AU) 
Rezultati FaceTracking SDK se izražajo tudi v obliki šestih AU in enajstih SU. Le ti so 
definirani v Candide3 modelu. SU-ji ocenjujejo obliko uporabnikovega obraza kot so 
nevtralni položaj ust, obrvi, oči, ipd. AU-ji predstavljajo odstopanja glede na nevtralno obliko. 
Vsak od šestih AU lahko zavzame vrednost med -1 in +1.   
AU  Razlaga AU vrednosti 
Nevtralni obraz – vsi AU so 0  
AU0 – Dvignjenost zgornje ustnice 
(v Candid3 vrednost AU10) 
0 = nevtralno, zobje se ne vidijo 
1 = zobje so popolnoma vidni 
-1 = ustnice so maksimalno navzdol 
AU1 – Spuščena čeljust 
(v Candid3 vrednost AU26/27) 
0 = zaprta usta 
1 = maksimalno odprta usta 
-1 = zaprta vrednost ( isto kot 0) 
AU2 – Raztegnjenost ustnic 
(v Candid3 vrednost AU20) 
0 = nevtralno 
1 = popolnoma raztegnjene ustnice 
-1 = poponoma okrogle (ustnice poljuba) 
AU3 –Spuščene obrvi 
(v Candid3 vrednost AU4) 
0 = nevtralno 
-1 = popolnoma dvignjene 
1 = popolnoma spuščene (najbližje očem)  
AU4 – Spuščeni robovi ustnic 
(v Candid3 vrednost AU13/15) 
0 = nevtralno 
-1 = zelo vesel nasmeh 
1 = zelo žalosten izraz 
 
AU5 – Dvignjenost zunanjih obrvi 
(v Candid3 vrednost AU2) 
0 = nevtralno 
-1 = popolnoma spuščene (zelo žalosten) 
1 = dvignjene, kot izraz presenečenja 
  
Tabela 4: Animacijske enote v SDK  
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Oblikovne enote (SU) 
FaceTracking SDK sledi sledečim enajstim SU-jem.  
SU SU številka v modelu Candide-3 
Glava - velikost 0 
Obrvi - vertikalni položaj 1 
Oči - vertikalni položaj 2 
Oči - širina 3 
Oči - višina 4 
Oči - razmik med očesoma 5 
Nos - vertikalni položaj 8 
Usta - vertikalni položaj 10 
Usta - širina 11 
Oči - vertikalna razlika Ne obstaja 
Brada - širina Ne obstaja 
 
Tabela 5: Oblikovne enote v SDK 
 
Na naslednjih petih slikah  je prikazano nekaj primerov iz C# programske kode: 
                try 
                { 
                    newSensor.ColorStream.Enable(ColorImageFormat.RgbResolution640x480Fps30); 
                    newSensor.DepthStream.Enable(DepthImageFormat.Resolution320x240Fps30); 
                    try 
                    { 
                        // senzor je za Windows okolje ( 400mm-3000mm) 
                        newSensor.DepthStream.Range = DepthRange.Near; 
                        newSensor.SkeletonStream.EnableTrackingInNearRange = true; 
                    } 
                    catch (InvalidOperationException) 
                    { 
                        // senzor je iz XBOX konzole ( 800mm-4000 mm) 
                        newSensor.DepthStream.Range = DepthRange.Default; 
                        newSensor.SkeletonStream.EnableTrackingInNearRange = false; 
                    } 
 
                    newSensor.SkeletonStream.TrackingMode = SkeletonTrackingMode.Seated; 
                    newSensor.SkeletonStream.Enable(); 
                    newSensor.AllFramesReady += KinectSensorOnAllFramesReady; 
                } 
                catch (InvalidOperationException) 
                { 
                    // Obdelava napak 
                } 





        private Vector3DF[] GetHeadPointsFromSkeleton(Skeleton skeletonOfInterest) 
        { 
            Vector3DF[] headPoints = null; 
 
            if (skeletonOfInterest != null && skeletonOfInterest.TrackingState == SkeletonTrackingState.Tracked)      
            { 
                headPoints = new Vector3DF[2]; 
 
                SkeletonPoint sp0 = skeletonOfInterest.Joints[JointType.ShoulderCenter].Position; 
                headPoints[0] = new Vector3DF(sp0.X, sp0.Y, sp0.Z); 
 
                SkeletonPoint sp1 = skeletonOfInterest.Joints[JointType.Head].Position; 
                headPoints[1] = new Vector3DF(sp1.X, sp1.Y, sp1.Z); 
 
                Diploma.Datoteka.Glava_X = sp1.X; 
                Diploma.Datoteka.Glava_Y = sp1.Y; 
                Diploma.Datoteka.Glava_Z = sp1.Z; 
 
                ColorImagePoint Cloc = 
                     this.sensor.MapSkeletonPointToColor(sp1, 
                     ColorImageFormat.RgbResolution640x480Fps30); 
 
                Diploma.Datoteka.Glava_2D_X = Cloc.X; 
                Diploma.Datoteka.Glava_2D_Y = Cloc.Y; 
            } 
 
            return headPoints; 
        } 
 Slika 10: Branje skeletnih točk glave  
 
        private FaceTrackFrame Track( 
            ColorImageFormat colorImageFormat,  
            byte[] colorImage,  
            DepthImageFormat depthImageFormat,  
            short[] depthImage,  
            Skeleton skeletonOfInterest,  
            Rect regionOfInterest) 
        { 
            int hr; 
            HeadPoints headPointsObj = null; 
            Vector3DF[] headPoints = GetHeadPointsFromSkeleton(skeletonOfInterest); 
 
            if (headPoints != null && headPoints.Length == 2) 
            { 
                headPointsObj = new HeadPoints { Points = headPoints }; 
            } 
 
            var sensorData = new SensorData(this.colorFaceTrackingImage, this.depthFaceTrackingImage, DefaultZoomFactor, Point.Empty); 
            FaceTrackingSensorData faceTrackSensorData = sensorData.FaceTrackingSensorData; 
 
            this.startOrContinueTrackingStopwatch.Start(); 
            if (this.trackSucceeded) 
            { 
                hr = this.faceTrackerInteropPtr.ContinueTracking(ref faceTrackSensorData, headPointsObj, this.frame.ResultPtr); 
            } 
            else 
            { 
                hr = this.faceTrackerInteropPtr.StartTracking( 
                    ref faceTrackSensorData, ref regionOfInterest, headPointsObj, this.frame.ResultPtr); 
            } 
 
            this.trackSucceeded = hr == (int)ErrorCode.Success && this.frame.Status == ErrorCode.Success; 
 
            if (this.trackSucceeded) 
            { 
                // sledenje obraza uspešno 
            } 
 
            return this.frame; 
        } 
Slika 11: Sledenje obraza  
 
                try 
                { 
                    faceModel3DVerticesPtr = Marshal.AllocHGlobal(Marshal.SizeOf(typeof(Vector3DF)) * (int)vertexCount); 
                    this.faceTrackingModelPtr.GetProjectedShape( 
                        videoCameraConfig,  
                        zoomFactor,  
                        viewOffset,  
                        shapeUnitCoeffPtr,  
                        shapeUnitCoeffCount,  
                        animUnitCoeffPtr,  
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                        animUnitCoeffCount,  
                        scale,  
                        ref rotation,  
                        ref translation,  
                        faceModel3DVerticesPtr,  
                        vertexCount); 
                    faceModelProjected3DShape = new PointF[vertexCount]; 
                    for (int i = 0; i < (int)vertexCount; i++) 
                    { 
                        IntPtr faceModel3DVerticesIthPtr; 
                        faceModel3DVerticesIthPtr = new IntPtr(faceModel3DVerticesPtr.ToInt64() + (i * Marshal.SizeOf(typeof(PointF)))); 
                        faceModelProjected3DShape[i] = (PointF)Marshal.PtrToStructure(faceModel3DVerticesIthPtr, typeof(PointF)); 
                    } 
                } 
                finally 
                { 
                    if (faceModel3DVerticesPtr != IntPtr.Zero) 
                    { 
                        // zajem točk za nadaljno obdelavo 
                    } 
                } 
Slika 12: Branje točk 3D modela obraza 
 
                    if (faceModel3DVerticesPtr != IntPtr.Zero) 
                    { 
                        pod.t = new tocka[121]; 
                        pod.cas = 0; 
                        pod.oko_levo.X = (faceModelProjected3DShape[21].X + faceModelProjected3DShape[22].X) / 2; 
                        pod.oko_levo.Y = (faceModelProjected3DShape[21].Y + faceModelProjected3DShape[22].Y) / 2; 
                        pod.oko_desno.X = (faceModelProjected3DShape[54].X + faceModelProjected3DShape[55].X) / 2; 
                        pod.oko_desno.Y = (faceModelProjected3DShape[54].Y + faceModelProjected3DShape[55].Y) / 2; 
                        pod.nos.X = faceModelProjected3DShape[5].X; 
                        pod.nos.Y = faceModelProjected3DShape[5].Y; 
                        pod.usta.X = (faceModelProjected3DShape[7].X + faceModelProjected3DShape[8].X) / 2; 
                        pod.usta.Y = (faceModelProjected3DShape[7].Y + faceModelProjected3DShape[8].Y) / 2; 
                        for (int i = 0; i <= 120; i++ ) 
                        { 
                            pod.t[i].X = faceModelProjected3DShape[i].X; 
                            pod.t[i].Y = faceModelProjected3DShape[i].Y; 
                        } 
                        Diploma.Datoteka.Glava_ROT_X = rotation.X; 
                        Diploma.Datoteka.Glava_ROT_Y = rotation.Y; 
                        Diploma.Datoteka.Glava_ROT_Z = rotation.Z; 
                        pod.pogled.X = Datoteka.Glava_ROT_X; 
                        pod.pogled.Y = Datoteka.Glava_ROT_Y; 
                        pod.pogled.Z = Datoteka.Glava_ROT_Z; 
                        pod.glava_oddaljenost.X = Datoteka.Glava_X; 
                        pod.glava_oddaljenost.Y = Datoteka.Glava_Y; 
                        pod.glava_oddaljenost.Z = Datoteka.Glava_Z; 
                        pod.glava_tocka.X = Datoteka.Glava_2D_X; 
                        pod.glava_tocka.Y = Datoteka.Glava_2D_Y; 
                        pod.datum = DateTime.Now; 
                        Diploma.Datoteka.Dodaj(pod); 
                        Marshal.FreeHGlobal(faceModel3DVerticesPtr); 
                    } 
Slika 13: Shranjevanje točk obraza  
 
3.2 Opis sistema za zajem podatkov senzorja Kinect 
3.2.1 Namen sistema 
Namen osnovnega sistema je branje podatkov senzorja Kinect, vizualizacija teh podatkov na 
zaslonu, možnost sprotnega oddajanja podatkov preko strežniškega dela v poljubno aplikacijo 
preko HTML protokola in priprava podatkov za prenos v datoteko primerno za kasnejšo 
obdelavo v Excel-u ali Matlab-u. Podatki, ki se pri tem spremljajo so: koordinate središča 
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glave v 3D prostoru, koordinate središča glave v 2D sliki, koordinatne točke obraznih točk v 
2D sliki, rotacija obraza po oseh x, y in z, čas prepoznave obraznih točk. Osnovnemu sistemu, 
je bil dodana spletna aplikacija, ki omogoča merjenje točnosti smeri pogleda. Osnovne 
funkcije te aplikacije so bile: sprejem podatkov senzorja Kinect preko osnovne strežniške 
aplikacije, prikaz točke pogleda na poljubno definiran zaslon, priprava in proženje testne 
sledi, vizualni prikaz testne sledi in izmerjenih točk pogleda, izvoz podatkov testne in 
izmerjene sledi pogleda v tekstovno datoteko primerno za statistično obdelavo v Excel-u. 
Celoten sistem je prikazan na slikiSlika 14. Sistem nam omogoča celovito spremljanje 
pogleda opazovane osebe in tudi merjenje točnosti pogleda.  
 
Slika 14: Diagram testnega sistema 
 
3.2.2 Opis strežniške aplikacije 
Osnovna strežniška aplikacija je bila napisana v jeziku C# na podlagi orodja Face Tracking 
SDK v programskem orodju Visual Studio 2015. Aplikacija je v dveh načinih delovanja 
prikazana na sliki Slika 15.  
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Slika 15: Osnovna strežniška aplikacija 
Osnovne funkcionalnosti strežniške aplikacije so: 
 Vizualizacija obraznih točk, smeri pogleda, skeletne točke glave, … 
 Zapis opazovanih točk in smeri orientacije obraza v datoteko (gumbi: »Snemaj«, 
»Prekini«, »Shrani«). 
 Posredovanje opazovanih točk preko HTTP strežnika. 
Vizualizacija je sestavljena iz sledečih delov: 
- Prikaz statusa snemanja v kvadratku prikazanem na sliki video zapisa levo zgoraj  z 
možnimi stanji: 
o zelena – snemanje ustavljeno 
o rumena -  snemanje poteka – sledenje ni uspešno  
o rdeča – snemanje poteka – sledenje je uspešno 
- Prikaz koordinat točke glave v 3D prostoru in 2D sliki (modro obarvana prva vrstica, 
moder križec v sliki). 
- Prikaz kotov x, y, z orientacije glave (svetlo modro obarvana druga vrstica). 
26 
 
- Prikaz vektorja smeri pogleda (svetlo modra črta iz točke med očmi v smer pogleda). 
- Prikaz točk: oči, nos in usta (rumeni križci). 
- Prikaz mreže trikotnikov iz vseh 121 obraznih točk preko obraza na sliki. 
- Prikaz vseh obraznih točk v povečanem merilu z možnostjo prikaza številke točke. 
- Prikaz območja obraznih točk v povečanem merilu okoli izbrane točke, ki je lahko 
oko, nos ali usta z možnostjo prikaza številk točk. 
- Prikaz števila vseh zapisov od proženja snemanja ( prva vrstica pod sliko). 
- Prikaz časa v milisekundah, ki je menil od začetka snemanja ( prva vrstica pod sliko). 
Razlaga gumbov v spodnjem delu aplikacije: 
- Gumbi »Snemaj«, »Prekini« in »Shrani« so namenjeni proženju samega procesa 
prepoznave zaslonskih točk in zapisa v datoteko. 
- Gumb »O-N-U« prikaže osnovne obrazne točke oči, nosu in ust. 
- Gumb »Grid« prikaže mrežo trikotnikov iz obraznih točk na samem obrazu. 
- Gumb »Pogled« prikaže svetlo modro črto smeri pogleda, ki kaže iz točke med očmi v 
smer pogleda. 
- Gumb »Štev.« prikaže številke ob vseh 121 obraznih točkah. 
- Gumb »Obrz« prikaže vse obrazne točke v originalnem merilu na sami sliki obraza. 
- Gumb »Oko L« prikaže vse obrazne točke okoli levega očesa v povečanem merilu. 
- Gumb »Oko D« prikaže vse obrazne točke okoli desnega očesa v povečanem merilu. 
- Gumb »Nos« prikaže vse obrazne točke okoli nosu v povečanem merilu. 
- Gumb »Usta« prikaže vse točke okoli ust v povečanem merilu. 
- Gumb »Obraz« prikaže vse obrazne točke v povečanem merilu. 
Zadnjih pet gumbov se med seboj izključuje, tako da je lahko vklopljen le en gumb hkrati. 
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3.2.3 Opis spletne aplikacije za merjenje točnosti pogleda 
Spletna aplikacija je bila napisana v jeziku Java Script s pomočjo programa NotePad. Namen 
te aplikacije je pridobiti podatke za izračun točnost izmerjene smeri pogleda s pomočjo 
proženja testne sledi na zaslonu.  
Vhodni parametri spletne aplikacije so sledeči: 
- Oddaljenost zaslona od centra kamere glede na koordinatni sistem kamere (x, y, z - v 
milimetrih)  
- Rotacija zaslona glede na koordinatni sistem kamere (x, y, z - v stopinjah) 
- Velikost zaslona (x, y – v milimetrih) 
Vsi ti parametri omogočajo skupaj s podatkom o smeri pogleda (rotacija obraza v oseh x, y, z) 
in podatkom o oddaljenosti centra glave od kamere (x, y, z v milimetrih) določitev točke na 
zaslonu v katero gleda oseba. 
Glavne funkcionalnosti spletne aplikacije so sledeče: 
- Prikaz izmerjene točke pogleda na zaslonu. 
- Proženje testne sledi na zaslonu.  
- Prikaz primerjave testne sledi z izmerjeno sledjo točke pogleda. 
- Shranitev podatkov testne sledi in izmerjene sledi v tekstovno datoteko. 
Na sliki Slika 16 je prikazan primer delovanje spletne aplikacije (levo) v povezavi s HTTP 
strežniško aplikacijo (desno). Črni pravokotnik prikazuje testno sled. Po tej sledi se je 
premikal krogec, kateremu je morala slediti oseba. Ker je bila spletna aplikacija v 
celozaslonskem načinu, se je krogec dejansko premikal po samem robu vidnega dela zaslona. 
Rdeča sled prikazuje izmerjeno sled točke pogleda.  Črn krogec na sliki prikazuje trenutno 
točko pogleda osebe. Ta krogec v testnem načinu ni bil viden, tako da ni vplival na samo 
meritev. Če bi bil ta krogec viden, bi oseba lahko umerila svoj pogled in s tem vplivala na 




Slika 16: Testna spletna aplikacija (levo) in HTTP strežniška aplikacija (desno) 
3.2.4 Izračun presečne točke pogleda na poljubno definiranem zaslonu 
Za pridobitev rezultatov sledi pogleda na zaslonu je bilo potrebno izračunati presečno točko 
smeri pogleda na ravnini zaslona [8]. 
Presečno točko ravnine in premice lahko izračunamo na več načinov. V spletni aplikaciji je 
bil uporabljen način, da ravnino zapišemo v splošni obliki, premico pa v odsekovni obliki. 
Ravnino v splošni obliki podamo na način: 
                              
V primeru, da je ravnina podana s točko in normalo na ravnino so parametri sledeči: 
                                                              
Premica je podana s točko T (x1,y1,z1) in smernim vektorjem  s = (l,m,n), kar lahko zapišemo v 
komponentni obliki na sledeč način:  
    
 
 
    
 
 
    
 




Presečno točko izračunam iz zgornjih formul dokaj enostavno: 
                                                  
pri čemer je faktor p enak: 
  
                
           
           
Zgoraj definirana smerni vektor in normala nista enotska. 
V našem primeru smo za točka premice vzeli skeletno točko glave (podatek senzorja Kinect), 
smerni vektor premice pa je bil izračunan iz kotov orientacije obraza (podatek senzorja 
Kinect). Za točko ravnine smo vzeli zgornji rob zaslona (vhodni parameter spletne aplikacije), 
normala pa je bila izračunana iz rotacije zaslona glede na koordinatni sistem kamere (vhodni 
parameter spletne aplikacije). Ko smo enkrat dobili presečno točko pogleda in zaslona, je bilo 
potrebno to točko samo še pretvoriti v koordinatni sistem zaslona, tako smo točko pogleda 
lahko prikazali na samem zaslonu.  
3.2.5 Podatki, ki jih sistem spremlja 
Osnovna aplikacija spremlja podatke osnovnih skeletnih točk glave in obeh ramen. Te tri 
točke služijo kot osnova za določitev položaja obraza na podlagi katere se izvede iskanje 
obraznih točk. Vseh obraznih točk je skupaj 121 in ustrezajo Candide-3 modelu obraznih 
točk. Na podlagi obraznih točk se določi rotacija obraza v osi x, y, z glede na koordinatni 
sistem senzorja Kinect. Vse te podatke nam vrne že sam Face Tracking SDK. Izmed vseh 121 
točk je bilo potrebno za prikaz in analizo izbrati le določene točke in sicer: obe očesi, nos in 
usta. Med 121 točkami ni ustreznih središčnih točk oči in ust, zato jih je bilo potrebno 
izračunati. Za levo oko se je uporabilo povprečje točke št. 21 (center zgornje notranje strani 
leve veke) in točke št. 22 (center spodnje notranje strani leve veke).  Za desno oko se je 
uporabilo povprečje točke št. 54 (center zgornje notranje strani desne veke)  in točke št. 55 
(center spodnje notranje strani desne veke). Za nos se je uporabila točka št. 5 (konica nosu). 
Za usta pa povprečje točke št. 7 (središčna točka zunanje zgornje ustnice) in točke št.  8 
(središčna točka zunanje spodnje ustnice). Teh pet točk je v sami aplikaciji vizualno 
prikazanih z rumenimi križci. Sama orientacija obraza pa je vizualno prikazana s svetlo 
modro črto, ki kaže v smeri orientacije obraza, pri tem gre za projekcijo 3D vektorja smeri 
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obraza v 2D sliko. V osnovni aplikaciji sem dodal možnost vizualnega prikaza vseh 121 
obraznih točk v več različnih načinih: mreža trikotnikov, prikaz vseh točk z oštevilčenjem v 
povečanem merilu, prikaz samo točk okoli oči, ust in nosu. S samo vizualizacijo je bila 
potrjena pravilnost izbire točk. Pri prikazu središčnih točk oči in ust v povečanem merilu so 
prikazane tudi točke iz katerih so bile središčne točke izračunane. Te točke so prikazane 
rdeče.  
3.2.6 Shranjevanje podatkov 
Podatki strežniške aplikacije se shranjujejo v tekstovno datoteko. Vsako uspešno 
prepoznavanje obraznih točk je zapisano v svoji vrstici. Podatki so zapisani na konstantni 
vnaprej znani poziciji. Posamezen podatek zaseda v zapisu 8 mest, izjema je zapis 
univerzalnega časa, ki zaseda 13 mest. Pri decimalnih mestih se uporablja decimalna pika.  
Seznam podatkov je prikazan v tabeli Tabela 6: 
Podatek  Enota Št. mest 
Pretečen čas od zagona spremljanja obraza ms 8 
Levo oko – x (2D slika) px 8 
Levo oko – y (2D slika) px 8 
Desno oko – x (2D slika) px 8 
Desno oko – y (2D slika) px 8 
Nos – x (2D slika) px 8 
Nos – y  (2D slika) px 8 
Usta – x (2D slika) px 8 
Usta – y  (2D slika) px 8 
Smer obraza – rotacija po osi x  stopinje 8 
Smer obraza – rotacija po osi y stopinje 8 
Smer obraza – rotacija po osi z stopinje 8 
Glava – oddaljenost od kamere – os x m 8 
Glava – oddaljenost od kamere – os y m 8 
Glava – oddaljenost od kamere – os z m 8 
Glava – x (2D slika) px 8 
31 
 
Glava – y (2D slika) px 8 
Univerzalni čas ( dnevi v decimalni obliki od 31.12.1899 ) dnevi 13 
Čas med zadnjim uspešnim prepoznavanjem in HTTP zahtevo  ms 8 
 
Tabela 6: Seznam podatkov, ki jih shranjuje osnovna aplikacija 
 
V spletni aplikacij je shranjevanje podatkov bolj omejeno, saj je namenjeno le primerjavi točk 
testne sledi in izmerjene sledi pogleda. Podatki se shranjujejo v CSV datoteko, pri čemer je 
ločilo med posameznimi polji. Decimalno ločilo je vejica. Čas se tu ni shranjeval, saj je bil 
zajem vzorcev vnaprej znan (30 vzorcev na sekundo). Seznam podatkov je prikazan v tabeli 
Tabela 7. 
Podatek Enota 
Testna sled na zaslonu – x  cm 
Testna sled na zaslonu – y cm 
Izmerjena točka pogleda – x cm 
Izmerjena točka pogleda na zaslonu – y cm 
 
Tabela 7: Seznam podatkov, ki jih shranjuje spletna aplikacija 
3.2.7 Format podatkov za spletni prenos 
Zapis podatkov spletnega prenosa je popolnoma enakega formata kot podatki pri prenosu v 
tekstovno datoteko v osnovni aplikaciji. Ena HTTP zahteva nam vrne vse podatke v enem 
tekstovnem zapisu. Posamezni podatki so na stalni poziciji v tem zapisu.  HTTP zahteva nam 
vedno vrne zadnji uspešno prebran zapis prepoznave obraznih točk in smeri obraza. Da 
ocenimo, kdaj  so bili ti podatki dejansko prebrani, moramo upoštevati dejanski čas 
prepoznave, ki je zapisan v posameznem zapisu. Za hitrejšo oceno aktualnosti vzorca je v 




4 Poskusi in meritve 
4.1 Opis poskusov 
Pri vseh poskusih je bil cilj ugotoviti odstopanje med dejansko smerjo pogleda obraza in 
izmerjeno smerjo pogleda obraza. Poskusi so bili narejeni na več oddaljenostih. 
V prvem delu (4.2) so bili narejeni poskusi z naprej določenim načrtom gibanja obraza. 
Opazovalec je v naprej vedel katerim vzorcem mora slediti njegov obraz.  Izbrani so bili trije 
vzorci gibanja na dveh različnih razdaljah in sicer 1m in 1.5m. V vseh primerih se je 
opazovan obraz nahajal v osi z kamere (obraz je bil vedno na sredini slike). Zaradi lažjega 
proženja testne aplikacije so se meritve izvedle na naprej posnetih video vzorcih s pomočjo 
programa Microsoft Kinect Studio 1.8.0.0[4]. Aplikacija Microsoft Kinect Studio omogoča 
kasnejše predvajanje posnetkov, pri tem pa se ti posnetki obnašajo, kot da bi bili posredovani 
iz fizičnega senzorja Kinect. Posnetek vključuje tako tok barvnega kot tudi globinskega video 
zapisa. Posnetki nam poleg lažjega proženja samih meritev omogočajo tudi ponovljivost. 
Vnaprej posneti video posnetki naj bi bili uporabni tudi v primeru, da bi se naredila 
primerjava rezultatov z rezultati drugih aplikacij.      
V drugem delu (poglavje 4.3) je opazovani obraz sledil premikajoči točki, ki se mu je 
premikala po zaslonu. Tudi tu so se naredili poskusi na več oddaljenostih. 
4.2 Primerjave koordinat obraznih točk 
Cilj prvega dela poskusov je bil poleg ocene natančnosti izmerjene smeri obraza ugotoviti tudi 
to, ali se da iz izbranih koordinatnih obraznih točk ugotoviti smer pogleda. Za točke 
opazovanja so bile izbrane oči, nos in usta. Najprej je bila narejena primerjava koordinatnih 
točk oči v primerjavi s središčno točko med točkami oči, nosu in ust. Ker se ta središčna točka 
nekoliko premika glede na sam pogled obraza, je za primerjavo precej bolje izbrati središčno 
točko glave. Ta točka je precej bolj konstantna. Za središčno točko glave je bila izbrana 
skeletna točka glave. Meritve so se izvedle na dveh oddaljenosti in sicer 1m in 1,5m (Slika 
17). Meritev se je izvedla na treh vnaprej določenih potekih gibanja obraza: 
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- Gibanje obraza v smeri urinega kazalca v dveh koncentričnih krogih. Drugi krog ima 
približno še enkrat večji radij. 
- Rotacija obraza v osi z. Tu gre za premik glave iz osnovne lege najprej proti levemu 
ramenu, potem proti desnemu ramenu in nato nazaj v osnovno lego. Pri tem je obraz 
vseskozi usmerjen v središčno točko (proti kameri). 
- Enakomerno branje treh vrstic iz zaslona (ta sklop se ponovi 2x) z dvema odmikoma 
iz območja zaslona, najprej proti stropu, potem pa še proti stropu in takoj proti desni 
strani. Med obema odmikoma je še ena serija enakomernega trovrstičnega branja iz 
zaslona. 
 
Slika 17: Prikaz osebe glede na položaj kamere Kinect 
4.2.1 Grafi primerjave obraznih točk in grafi kota pogleda 
Vsi grafi so imeli za osnovo datoteko Podatki.txt, ki jo generira testna aplikacija na podlagi 
podatkov senzorja Kinect. Iz te datoteke se jemljejo podatki o času vzorca, koordinatah oči, 
nosu, ust in centra glave. Vsi grafi so filtrirani s filtrom povprečenja petih zaporednih 









Gibanje obraza v smeri urinega kazalca v dveh koncentričnih krogih na oddaljenosti 1 metra. 
Število zapisov v datoteki s podatki je bilo 592. Sled točke pogleda, kateri je moral slediti 
obraz, je prikazana na slikiSlika 19 (levo). Na sliki Slika 19 (desno) je prikazan graf 
koordinatnih točk x in y levega in desnega očesa ter centra glave v časovni odvisnosti. Na 
sliki Slika 20 je prikazano premikanje levega in desnega očesa v prostoru x/y v odvisnosti od 
središčne točke med točkami levo oko, desno oko, nos in usta. Iz slike se zelo grobo zazna 
smer pogleda, saj se središče središčnih točk kar precej premika s samim pogledom.  Na sliki 
Slika 21 je premikanje levega in desnega očesa v odvisnosti centra glave. Center glave 
predstavlja skeletno točko glave. Center glave se zelo malo spreminja s samim premikanjem 
obraza, tako da se da v tem primeru že zelo dobro oceniti smer samega pogleda. Pogled je 
usmerjen v tisto smer, v katero kaže odstopanje točk oči od središča glave. Večjo kot je 
odstopanje, večji je sam kot med osjo z in samo smerjo pogleda. Na sliki Slika 22 je prikazana 
rotacija obraza, ki jo vrne sam senzor Kinect. Na levi strani je prikazana rotacija v vseh treh 
koordinatnih oseh x, y in z v odvisnosti od časa. Na desni strani pa je prikaz rotacije v x in y 
osi. Navpična os predstavlja negativno rotacijo v osi x, vodoravna os pa rotacijo v osi y. Tako 
prikazan graf je zelo podoben grafu točke, ki smo jo sledili v ravnini x in y.  
 
 




Slika 19: (Poskus 1) Sled točke pogleda. Premikanje levega očesa, desnega očesa, centra glave v osi x in y  
 
Slika 20: (Poskus 1) Premikanje levega in desnega očesa v x/y prostoru glede na središčno točko oči, nos, usta 
 




Slika 22: (Poskus 1) Rotacija obraza v oseh x, y, z  
 
Poskus 2: Gibanje obraza v smeri urinega kazalca v dveh koncentričnih krogih na 
oddaljenosti 1.5 metra. Število zapisov v datoteki s podatki je bilo 970. Ta poskus je identičen 
poskusu 1 z razliko, da je bil obraz v tem primeru oddaljen 1.5metra. Iz grafov se opazi, da je 
natančnost z razdaljo zelo hitro pada. Nekoliko preseneča graf na sliki Slika 27 desno, ki 
prikazuje rotacijo pogleda v osi x in y. Iz slike se da komaj še razpoznati smer pogleda. 
Pogreša se predvsem razpon rotacije po osi x, ki je občutno nižji kot rotacija po osi y. V tem 
primeru se da smer pogleda precej bolje oceniti iz grafa na slikiSlika 26, ki prikazuje 
premikanje desnega in levega očesa glede na center glave. Na slikah sta še vedno jasna vidna 
dva koncentrična kroga. 
 




Slika 24: (Poskus 2) Sled točke pogleda. Premikanje levega očesa, desnega očesa, centra glave v osi x in y  
 
Slika 25: (Poskus 2) Premikanje levega in desnega očesa v x/y prostoru glede na središčno točko oči, nos, usta 
 




Slika 27: (Poskus 2) Rotacija obraza v oseh x, y, z  
 
Poskus 3: Branje iz zaslona z dvema odmikoma iz območja zaslona. Obraz se nahaja na 
razdalji 1 metra. Število zapisov v datoteki s podatki je bilo 545. Namen tega poskusa je bilo 
simulirati realno situacijo, ki nastane pri branju iz zaslona. Obraz je večino časa sledil trem 
vrstam na zaslonu, vmes pa je naredil dva občutna odmika iz zaslona. Prvi odmik je bil 
pogled proti stropu, naslednji pa pogled proti stropu in takojšnji pogled proti vratom, ki so se 
nahajala na desni strani opazovane osebe. Tudi tu je očitno, da se da smer uporabnika precej 
bolje oceniti s primerjavo odmika točk oči v primerjavi s centrom glave (Slika 31), kot pa v 
primerjavi s središčno točko oči, nos, usta (Slika 31). Tudi graf rotacije (Slika 32) se zelo 
ujema z dejansko smerjo pogleda. 
 
 





Slika 29: (Poskus 3) Sled točke pogleda. Premikanje levega očesa, desnega očesa, centra glave v osi x in y  
 
Slika 30: (Poskus 3) Premikanje levega in desnega očesa v x/y prostoru glede na središčno točko oči, nos, usta 
 




Slika 32: (Poskus 3) Rotacija obraza v oseh x, y, z  
Poskus 4: Branje iz zaslona z dvema odmikoma iz območja zaslona. Obraz se nahaja na 
razdalji 1.5 metra. Število zapisov v datoteki s podatki je bilo 813. Ta poskus je identičen 
poskusu 3 z razliko, da je bil tu obraz od kamere oddaljen 1.5m. Iz vseh grafov se vidi, da je 
natančnost močno padla. Tudi tu se da smer pogleda bolj natančno oceniti iz odmika točk oči 
od centra glave (Slika 36), kot pa s samega podatka o rotaciji obraza, ki ga vrne Kinect 
senzor. 
 




Slika 34: (Poskus 4) Sled točke pogleda. Premikanje levega očesa, desnega očesa, centra glave v osi x in y  
 
Slika 35: (Poskus 4) Premikanje levega in desnega očesa v x/y prostoru glede na središčno točko oči, nos, usta 
 
Slika 36: (Poskus 4) Premikanje levega in desnega očesa v x/y prostoru glede na center glave 
 




Poskus 5: Rotacija obraza v z osi. Oddaljenost obraza je 1.5 metra.  V tem primeru se 
premika glava iz osnovne lege najprej proti levemu ramenu, potem proti desnemu ramenu in 
nato nazaj v osnovno lego. Število zapisov v datoteki s podatki je bilo 448. Namen tega 
poskusa je bilo raziskati še primer v katerem se pojavi rotacija obraza v smeri osi z. V tem 
primeru se da smer pogleda najbolje razbrati iz vrnjenih podatkov o rotaciji, ki jih vrne sam 
senzor Kinect. Iz slike Slika 41 se vidi da je rotacija v glavnem samo po osi z, rotacija po oseh 
x in y je minimalna. Iz samih obraznih točk oči se rotacijo po osi z opazi predvsem v razliki 
med y koordinatno točko levega in desnega očesa (Slika 38 desno). Bolj kot gre rotacija proti 
kotom 90 in -90 stopinj večja je razlika med y koordinatno točko levega in desnega očesa. 
Razlika se spet zmanjšuje proti kotu 180 stopinj, ki pa se od kota 0 razlikuje po tem, da se 
obrazne točke nosu in ust nahajajo nad točkama oči.    
 
Slika 38: (Poskus 5) Položaji obraza. Premikanje levega očesa, desnega očesa, centra glave v osi x in y  
 




Slika 40: (Poskus 5) Premikanje levega in desnega očesa v x/y prostoru glede na center glave 
 
Slika 41: (Poskus 5) Rotacija obraza v oseh x, y, z 
4.2.2 Ugotovitve 
Iz poskusov 1 do 5 je razvidno, da senzor Kinect zelo natančno vrača podatke o položaju 
obraznih točk in tudi o položaju točke centra glave. Natančnost podatkov o sami rotaciji 
obraza pa z razdaljo zelo hitro pada. Na razdalji enega metra so podatki precej bolj natančni 
kot na razdalji 1.5 metra, kjer natančnost občutno pade. Na razdalji več kot 2 metra so podatki 
komaj še uporabni. Pri poskusih je bil uporabljen senzor Kinect namenjen sistemu XBOX 
360, ki ne omogoča zaznave obraza bližje od 80 cm. Obstaja namreč tudi posebna verzija 
senzorja Kinect za sistem Windows, ki omogoča zaznavo obraza od 40 cm naprej in je 
prilagojena delo za osebnim računalnikom. Predvidevam, da bi bili rezultati na oddaljenosti 
obraza 40 cm zelo natančni, kar pa mi ni uspelo preizkusiti v praksi. Iz grafov premikanja oči 
v odvisnosti od centra glave se da zelo dobro razbrati smer pogleda po osi x in y. Smer 
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rotacije v osi z je najlažje razbrati iz podatka o razliki y koordinat levega in desnega očesa z 
upoštevanja podatka o položaju ust (za kote med 90 in 270 stopinj je y koordinata oči pod y 
koordinato ust). 
4.3 Prikaz pozornosti na grafu kota pogleda 
Na sliki Slika 42 je prikazano, kako bi lahko na enostaven način razbrali pozornost iz grafa 
kotov pogleda po času. Graf je vzet iz poskusa, kjer je opazovana oseba brala besedilo iz 
zaslona, med branjem pa dvakrat obrnila pogled stran od zaslona. Za pozornost lahko 
vzamemo omejeno območje kota pogleda po osi x in y. Kadar je pogled znotraj obeh 
omejitev, takrat lahko ocenimo da je oseba pozorna in spremlja zaslon. 
 




Omejitev pogleda po osi y 
Omejitev pogleda po osi x 
Območje pozornosti Območje pozornosti 
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4.4 Meritve točnosti točke pogleda 
Za meritev točnosti točke pogleda je bila uporabljena ločena spletna aplikacija napisana v java 
scriptu [7]. Osnovna funkcija spletne aplikacije je proženje testne sledi na zaslonu,  branje 
podatkov Kinect senzorja preko HTTP strežniške aplikacije, izris primerjave testne sledi in 
izmerjene sledi pogleda na zaslon ter izvoz testnih in izmerjenih vzorcev v datoteko za 
kasnejšo obdelavo v Matlab-u. Osnovna c# aplikacija je bila dopolnjena s funkcionalnostjo 
HTTP strežnika [6], tako da je bilo omogočeno dostopati do vseh podatkov, ki so se beležijo v 
osnovni c# aplikaciji. En klic HTTP strežnika vrne zadnje podatke o sledenem obrazu.  Za 
lažje spremljanje podatkov je bil odzivu na HTTP klic dodan tudi podatek o času, ki je 
potekel od klica strežnika in časom zadnjega uspešnega sledenja obraza. Tako je bilo lažje 
spremljati ali so podatki še aktualni, oziroma ali je obraz še v procesu sledenja. HTTP strežnik 
je bil narejen tudi z namenom omogočiti uvoz podatkov poljubni aplikaciji in s tem 
primerjavo podatkov med raznimi aplikacijami.   
4.4.1 Opis meritev in rezultati 
Pri meritvi se je uporabil televizijski zaslon velikost diagonale 139cm (55 inčev). Zaslon je bil 
postavljen v osi senzorja Kinect, ki je stal neposredno pred zaslonom, na sredini zaslona. Za 
meritev je bila izbrana testna sled v obliki pravokotnika, točka pa je potovala v smeri urinega 
kazalca. Točka se je premikala po vsaki stranici enakomerno 3 sekunde.  Pravokotnik je imel 
stranice v istem razmerju kot stranice zaslona. Naredila se je serija štirih poskusov na 
razdaljah 1, 1.5, 2 in 2.5 metra. Pri najvišji oddaljenost osebe od zaslona (2.5 m) je točka 
potovala po robu vidnega dela zaslona. Na bližjih razdaljah pa so se stranice pravokotnika 
sorazmerno krajšale, tako da je bil pravokotnik, po katerem je potovala sled, opazovalcu 
vedno viden pod istim kotom. Horizontalni kot med pogledom na središče pravokotnika in 
stranskim stranici je bil tako 13.5 stopinj, vertikalni kot pa 6.8 stopinj. S tem da uporabnik 
vidi sled pod istimi koti, dosežemo, da je rezultate možno primerjati. Razporeditev osebe 




Slika 43: Prikaz osebe glede na položaj kamere Kinect in zaslon 
Testna aplikacija je zapisovala vzorce v tekstovno datoteko približno 30 krat v sekundi. Na ta 
način je vsaka meritev dala 400 vzorcev. Obdelava se je izvedla v programu Excel. 
Natančnost pri vseh štirih razdaljah je prikazana na slikah Slika 45 do Slika 48. Na levi sliki 
se vidi primerjava testne modre sledi in rdeče izmerjene sledi v ravnini zaslona. Na desni 
strani pa je prikazan histogram kota odstopanja izmerjene in testne točke v odstotkih. Kot 
odstopanja se je preračunal iz razdalje med testno in izmerjeno točko v ravnini zaslona in 
upoštevanjem razdalje obraza do zaslona. Iz grafov je razvidno da natančnost pada z razdaljo. 
Razvidno je tudi, da število sledenj obraza z razdaljo upada, kar je lahko tudi posledica ne 
dovolj zmogljive strojne testene strojne opreme (prenosnik s štiri-jedrnim procesorjem 
frekvence 1.7Ghz). Na podlagi vseh štirih meritev je narejena tudi tabela natančnosti 
spremljanja pogleda v stopinjah (Tabela 8), v kateri so prikazane povprečne vrednosti, 
standardni odklon in RMSE odstopanja kota pogleda v osi y in osi x. Vrednosti RMSE so 
prikazane tudi na grafu Slika 44. 
 1m 1,5m 2m 2,5m 
Povprečna vrednost – os y 6,01 5,93 6,90 8,34 
Standardni odklon – os y 4,25 3,38 3,77 4,02 
RMSE – os y 7,36 6,83 7,86 9,25 
horizontalni kot 
pogleda je 27 stopinj 
os y 
TV zaslon velikosti 
55'' s testno sledjo 
2,5m 







Povprečna vrednost – os x 2,08 2,66 5,68 9,00 
Standardni odklon – os x 1,42 2,29 4,24 7,05 
RMSE – os x 2.41 3,51 7,08 11,42 
 
Tabela 8: Natančnost izmerjene smeri pogleda senzorja Kinect v stopinjah 
 
 
Slika 44: Prikaz natančnosti izmerjene smeri pogleda po osi x in y v odvisnosti od oddaljenosti obraza 
 
 









1 m 1,5 m 2 m 2,5 m 
RMSE po osi y (stopinje) 




Slika 46: Primerjava testne sledi (modro) in izmerjenega pogleda (rdeče) na razdalji 1,5m 
 
  




Slika 48: Primerjava testne sledi (modro) in izmerjenega pogleda (rdeče) na razdalji 2,5m 
 
4.5 Možnosti uporabe sistema 
Sistem, ki je bil sprogramiran, bi bil lahko uporabljen za merjenje pozornosti v raznovrstnih 
realnih situacijah. Primer take meritve je opisan spodaj. 
Naloga uporabnika je spremljati vsebino na zaslonu. Vsebina, ki se predvaja na večjem 
zaslonu (projekcija) je lahko različnih tipov. Lahko je video vsebina, daljši film, računalniška 
igrica. Lahko pa je vsebina prosojnice s predavanj.  
Meritev bi lahko potekala tako, da bi petim osebam predvajali isto vsebino. Uporabniku bi 
spremljali smer pogleda in kot rezultat prikazali histogram po kvadratih prosojnic. Na podlagi 
rezultatov bi lahko naredili primerjavo histograma po tipu vsebine. Na podlagi tega bi dobili 
podatek, na kaj je oseba bolj pozorna, npr. koliko časa je pozorna na sliko in koliko časa na 
besedilo. 
Sistem bi bil lahko uporaben tudi pri merjenju pozornosti učencev pri pouku. Tu bi lahko 
naredili primerjavo, koliko časa je učenec pozoren na učitelja, tablo, koliko časa dela zapiske, 






V diplomskem delu sem podrobno spoznal delovanje senzorja Kinect, ki se je potrdil kot zelo 
dober pripomoček za spremljanje smeri pogleda na razdaljah od enega do treh metrov. 
Prepoznava pogleda je dokaj zanesljiva tudi v slabših svetlobnih pogojih. Glavno 
pomanjkljivost vidim predvsem v tem, da senzor smer pogleda enači s smerjo orientacije 
obraza. To pa se bi dalo popraviti z natančnejšim spremljanjem oči, tako, da ima programsko 
razvojno okolje še nekaj rezerve. Tu vidim prednost tudi v nasledniku senzorja Kinect, 
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