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Abstract
In the present paper we continue the study of the structure of a
Banach algebra B(A,Tg) generated by a certain Banach algebra A of
operators acting in a Banach space D and a group {Tg}g∈G of isome-
tries of D such that TgAT
−1
g = A. We investigate the interrelations
between the existence of the expectation of B(A,Tg) onto A, metrical
freedom of the automorphisms of A induced by Tg and the dual action
of the group G on B(A,Tg). The results obtained are applied to the
description of the structure of Banach algebras generated by ’weighted
composition operators’ acting in Lebesgue spaces.
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1 Introduction
This article should be considered as a ’measurable counterpart’ of [1]. As in
[1] the principal object under consideration here is a Banach algebra B(A, Tg)
generated by a certain Banach algebra A of operators acting in a Banach
space D and a group {Tg}g∈G of isometries of D (a representation g → Tg of
a discrete group G) such that
TgAT
−1
g = A, g ∈ G (1.1)
which means that Tg generates the automorphism Tˆg of A given by
Tˆg(a) = TgaT
−1
g , a ∈ A. (1.2)
In [1] we obtained some principle characteristics of the structure of such al-
gebras and also considered a number of examples where the role of A was
played by algebras of continuous operator valued functions. In the present
article we continue this investigation and present the results on the structure
of the corresponding algebras in the situation when as A are taken algebras
of measurable operator valued functions acting in Lebesgue spaces. There-
fore roughly speaking the material of the paper describes a passage from the
’topological’ picture given in [1] to a ’measurable’ one.
We recall that in the Hilbert space situation (that is in the C∗−algebra the-
ory) the analogous objects are closely related to the crossed products (see,
for example [2]) and description of their structure is the theme of numer-
ous investigations. In particular, Landstad [3] presented the necessary and
sufficient conditions (in terms of duality theory) for a C∗−algebra to be iso-
morphic to a crossed product (of an algebra and a locally compact group of
automorphisms). In the case of a discrete group in [4], Chapter 2 there were
found the conditions for a C∗−algebra to be isomorphic to a crossed product
in terms of the group action (the so called topologically free action (see 1.4))
and also in terms of satisfaction of a certain inequality (property (*) (1.3))
guaranteeing the existence of the expectation of the algebra B(A, Tg) onto
the algebra A (see (1.4), (1.5)).
In [1] we have shown that the mentioned properties (topologically free action,
property (*) and dual action of the group) play an exceptional role in the
general Banach space situation as well. By means of these properties there
were established a number of results describing the structure of of B(A, Tg)
up to isomorphism.
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In this paper we show (in Section 2) that in the ’measurable’ situation the
natural substitute for the topologically free action is the metrically free ac-
tion (see 2.2). We investigate the interrelation between these notions and in
particular find out that from a ceratin point of view they are equivalent. This
enables us to transfer the main structural results of [1] from the ’topological’
to the ’measurable’ situation.
Since in the general Banach space situation we do not have a universal ob-
ject like the crossed product in the Hilbert space situation to describe the
structure of B(A, Tg) we have to specify the algebra A and the isometries
Tg. Sections 3-5 are devoted to the applications of the results obtained in
Section 2 and in [1] to the description of the structure of concrete Banach
algebras associated with automorphisms, namely the algebras generated by
’weighted composition operators’ acting in Lebesgue spaces.
We establish a number of isomorphism results for the algebras investigated
and in addition find out that the arising algebras are in a way qualita-
tively different. In particular when considering the operators in L∞µ (Ω, E)
and in L1µ(Ω, E) we can calculate their norms (see Theorem 4.2 and 5.2)
while for the operators in Lpµ(Ω, E), 1 < p < ∞ we have nothing like this.
Moreover to obtain the isomorphism theorems for the algebras B(A, Tg) in
L∞µ (Ω, E), L
1
µ(Ω, E) we do not need any information on the structure of the
group of operators generating automorphisms while this structure (namely
the amenability of the group G) is vital when we are investigating the oper-
ators in Lpµ(Ω, E), 1 < p <∞ (see Theorem 3.4 and Remark 6.1).
To make the presentation selfcontained we have to recall a number of notions
and results from [1].
1.1 Property (*). It was shown in [1] that one of the most important
properties of the algebra B(A, Tg) in the presence of which one can obtain
the deep and fruitful theory of the subject is the next property (*):
for any finite sum b =
∑
agTg, ag ∈ A the following inequality holds
‖b‖ = ‖
∑
agTg‖ ≥ ‖ae‖, (1.3)
where e is the identity of the group G.
If an algebra B(A, Tg) possesses the property (*) then for every g0 ∈ G there
is correctly defined the mapping
Ng0 :
∑
agTg → ag0 (1.4)
which can be extended up to the mapping
Ng0 : B(A, Tg)→ A. (1.5)
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1.2 Property (**). One more important property is the following.
We shall say that an algebra B(A, Tg) which possesses the property (*) also
possesses the property (**) if
B(A, Tg) ∋ b = 0 iff Ng(b) = 0 for every g ∈ G (1.6)
where Ng is the mapping introduced above.
In fact the presence of the properties (*) and (**) makes it possible to
’reestablish’ an element b ∈ B(A, Tg) via its ’Fourier’ coefficients Ng(b), g ∈
G and we shall find out further that in many reasonable situations this
’reestablishing’ can be carried out successfully.
If A is a C∗−algebra of operators containing the identity and acting in a
Hilbert space H and {Tg}g∈G is a unitary representation of a group G in
H then the C∗−algebra generated by A and {Tg}g∈G will be denoted by
C∗(A, Tg).
In the C∗−algebra situation we have (see [4], Theorems 12.8 and 12.4):
if G is a discrete amenable group and C∗(A, Tg) possesses the property (*)
then C∗(A, Tg) possesses the property (**) as well.
The main reason why in the C∗−algebra case the property (**) (1.6) follows
from the property (*) is that
the presence of the property (*) implies ([4], Theorem 12.8)
C∗(A, Tg) ∼= A×Tˆ G
where by A×Tˆ G we denote the cross-product of the algebra A by the group
{Tˆg}g∈G of its automorphisms (here G is considered as a discrete group).
Since in a Banach space case we do not have anything like the isomorphism
mentioned above we have to check the property (**) even when B(A, Tg)
possesses the property (*). In a general situation (that is for an arbitrary
discrete group of isometries {Tˆg}g∈G with TgAT
−1
g = A) the verification of
the property (**) may be very sophisticated. The next Theorem 1.3 (proved
in [1]) shows that in the case of a locally compact commutative group G
and under a special assumption (which as it will be seen later is in fact
rather common) the algebra B(A, Tg) possesses the properties (*) and (**)
simultaneously.
Theorem 1.3 Let G be a locally compact commutative group. If for any
finite set F ⊂ G and any character χ ∈ Gˆ there is satisfied the equality
‖
∑
g∈F
agTg‖ = ‖
∑
g∈F
agχ(g)Tg‖ (1.7)
then the algebra B(A, Tg) possesses the properties (*) and (**).
4
In [1] we have also established a close relation between the property (*) and
the so-called topological freedom of the action of the group of automorphisms
{Tˆg}. So let as recall the latter notion.
1.4 Topologically free action. Observe first that if {Tg}g∈G is a group
of isometries satisfying (1.1) then evidently
TgZ(A)T
−1
g = Z(A) (1.8)
where Z(A) is the center of A.
Let A be a certain Banach algebra isomorphic to C(X,B) where X is a
completely regular space and B is a Banach algebra then
Z(A) = C(X,Z(B)). (1.9)
Henceforth in this subsection we confine ourselves to the case
Z(B) = {cI} (1.10)
The reason justifying this choice was discussed in [1]. Obviously if B = L(E)
is the Banach algebra of all linear bounded operators acting in a Banach
space E then (1.10) is satisfied.
So let A ⊂ L(D) be a Banach algebra of operators isomorphic to C(X,L(E))
where X is a certain completely regular space and E and D are Banach
spaces (thus Z(A) ∼= C(X)). Let {Tg}g∈G be a group of isometries satisfying
(1.1). According to (1.8) the automorphisms Tˆg (1.2) preserve the center and
henceforth we assume that their action on the center is given by
[Tˆg(z)](x) = z(t
−1
g (x)), z ∈ Z(A), x ∈ X. (1.11)
where tg : X → X are some homeomorphisms of X .
Denote by Xg, g ∈ G the set
Xg = {x ∈ X : tg(x) = x}. (1.12)
We say that the group G acts topologically freely on A by automorphisms Tˆg
(or on X by homeomorphisms tg mentioned in (1.11) if for any g ∈ G, g 6= e
the set Xg has an empty interior.
One can observe thatG acts topologically freely iff for any finite set {g1, ..., gn} ⊂
G (gi 6= e) the set [∪
n
i=1Xgi] has an empty interior.
Just as in [4], 12.13 and 12.13’ it can be shown that the foregoing definition
is equivalent to the next one: the action of G is said to be topologically free
if for any finite set {g1, ..., gk} ⊂ G and a non empty open set U ⊂ X there
exists a point x ∈ U such that all the points tgi(x), i = 1, ..., k are distinct.
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Since X is Hausdorff the latter definition is also equivalent to the following.
The action ofG is said to be topologically free if for any finite set {g1, ..., gk} ⊂
G and a non empty open set U ⊂ X there exists a non empty open set V ⊂ U
such that
tgi(V ) ∩ tgj (V ) = ∅ i, j ∈ 1, k, i 6= j. (1.13)
In [1] we proved the following
Theorem 1.5 If G acts topologically freely then B(A, Tg) possesses the
property (*).
1.6 Regular representation of an algebra and a group of automor-
phisms. Let us also recall one more algebra (examined in [1]) where the
properties (*) and (**) can be checked easily — the regular representation of
an algebra A and a group of automorphisms {Tˆg}g∈G.
Namely let A ⊂ L(D) be a certain Banach algebra and {Tˆg}g∈G be a certain
group of its automorphisms (G is an arbitrary group that is not necessarily
commutative).
Denote byH any of the spaces lp(G,D), 1 ≤ p ≤ ∞ or l0(G,D) (here l0(G,D)
is the space of vector valued functions on G having values in D and tending
to zero at infinity (with the sup-norm)).
Set the operators Vg0 : H → H by the formula
(Vg0ξ)(g) = ξ(gg0), g, g0 ∈ G (1.14)
and consider the algebra A¯ ⊂ L(H) isomorphic (as a Banach algebra) to A
and given by
(a¯ξ)(g) = Tˆg(a)ξ(g), a ∈ A. (1.15)
Routine computation shows that with this notation we have
Vga¯V
−1
g = Tˆg(a)
which in view of the isomorphism between A and A¯ means that the operators
Vg, g ∈ G given by (1.14) generate the automorphisms Tˆg of A¯.
The algebra B(A¯, Vg) ⊂ L(H) is called the (right) regular representation
corresponding to the algebra A and the group of automorphisms {Tˆg}g∈G (in
fact we have the series of representations depending on the type of the space
H chosen).
In [1] we have proved that
the algebra B(A¯, Vg) possesses the properties (*), (**) and (1.7) (for every
H considered).
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2 Metrically free action and topologically free
action
2.1 Let (Ω, µ) be a space with a σ−additive σ−finite measure µ, H be a
certain Banach space and Lpµ(Ω, H), 1 ≤ p ≤ ∞ be the spaces of (equivalence
classes) of measurable functions f : Ω → H bounded with respect to the
norms
‖f‖ =
[∫
Ω
|f(x)|p dµ(x)
] 1
p
, 1 ≤ p <∞,
‖f‖ = esssupΩ|f |, p =∞
where | · | is the norm in H (for details see for example Dunford, Schwarts
[5]).
Consider an algebra A ⊂ L(D) isomorphic to L∞µ (Ω, L(E)) where D and
E are Banach spaces. If {Tg}g∈G is a group of isometries of D satisfying
(1.1) then the automorphisms Tˆg (given by (1.2)) generate the mappings
αg : Σ→ Σ (Σ is the set of (equivalence classes) of measurable subsets of Ω)
defined in the following way.
Observe that for the algebra considered the center Z(A) ∼= L∞µ (Ω). Let χ∆
be the element of Z(A) corresponding to the characteristic function χ∆(ω)
of a certain set ∆ ∈ Σ.
Since χ∆
2 = χ∆ it follows that Tˆg(χ∆) is a projection belonging to Z(A) (non
zero iff χ∆ 6= 0) and we have
Tˆg(χ∆) = χ∆˜ (2.1)
for some ∆˜ ∈ Σ.
We set
αg(∆) = ∆˜. (2.2)
The substitution for the topologically free action of G (see 1.4) in the sit-
uation under consideration is the so-called metrically free action. Here it
is.
2.2 We say that the group G acts metrically freely on A (considered in
2.1) by automorphisms Tˆg (or on Σ by the mappings αg) if for any finite set
{g1, ..., gk} ⊂ G and any ∆ ∈ Σ with µ(∆) > 0 there exists a set ∆
′ ∈ Σ such
that
(i) µ(∆′) > 0,
(ii) ∆′ ⊂ ∆,
(iii) µ(αgi(∆
′) ∩ αgj(∆
′)) = 0, i, j ∈ 1, k, i 6= j.
Remark 2.3 It is worth mentioning that from a certain point of view the
notion of the metrically free action of G just introduced ’coincides’ with the
notion of the topologically free action.
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Indeed.
The algebra L∞µ (Ω) is a commutative C
∗−algebra (with the natural involu-
tion). Let M be its maximal ideal space then
L∞µ (Ω)
∼ˇ=C(M)
where the isomorphism is established by means of the Gelfand transform.
Under this isomorphism the characteristic function χ∆(ω) ∈ L
∞
µ (Ω) goes
into a certain function χˇ∆ ∈ C(M) which (since χ∆
2 = χ∆) is also a charac-
teristic function of a certain set ∆ˇ ⊂ M . If µ(∆) > 0 (that is χ∆ 6= 0) then
χˇ∆ = χ∆ˇ 6= 0 which means that ∆ˇ is a non empty open set.
Now observe that
for any open non empty set U ⊂ M there exists a set ∆ ∈ Σ with the
properties
µ(∆) > 0 and ∆ˇ ⊂ U. (2.3)
Proof: Note first that the measure µ generates a certain measure µˇ on M
with the properties ∫
Ω
a dµ =
∫
M
aˇ dµˇ (2.4)
and
supp µˇ =M. (2.5)
Indeed let
Ω = ∪∞i=1Ωi
where Ωi ∈ Σ, Ωi ∩ Ωj = ∅, i 6= j and µ(Ωi) <∞.
Then the mapping
aˇ→
∫
Ωi
a dµ
is a linear positive functional. Thus there exists a regular Borel measure µˇi
on M such that ∫
M
aˇ dµi =
∫
Ωi
a dµ.
In particular
µ(Ωi) =
∫
Ω
χΩi dµ = µi(M) = µi(Ωˇi)
and the condition Ωi ∩ Ωj = ∅, i 6= j implies
µi(Ωˇj) = 0 and µj(Ωˇi) = 0.
Now set
µˇ =
∑
i
µi.
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By the construction µˇ satisfies (2.4), and since ∪∞i=1Ωi = Ω (2.5) holds as
well.
If U =M then (as Ωˇ =M) we can take in (2.3) ∆ = Ω.
Now let U be any open non void subset of M (U 6= M). Since M is normal
there exists an open non void set U1 with the properties
U1 ⊂ U1 ⊂ U and U1 ∩ [M \ U ] = ∅.
By the Urysohn Lemma there exist functions ϕˇ1, ϕˇ2 ∈ C(M) with the prop-
erties
(1) 0 ≤ ϕˇi(x) ≤ 1 i = 1, 2,
(2) ϕˇ1(x
′) = 1 for some x′ ∈ U1,
(3) ϕˇ1(M \ U1) = 0,
(4) ϕˇ2(U1) = 0,
(5) ϕˇ2(M \ U) = 1.
By (2) and (5) and (2.5) it follows that∫
M
ϕˇi(x) dµˇ > 0, i = 1, 2. (2.6)
By (3) and (4) we have
ϕˇ1 · ϕˇ2 = 0. (2.7)
In turn (2.6), (2.4) and (1) imply∫
Ω
ϕi dµ =
∫
∆i
ϕi dµ > 0 i = 1, 2 (2.8)
where
∆i = {ω ∈ Ω : ϕi(ω) > 0}. (2.9)
Note that in particular (2.8) implies
µ(∆i) > 0 i = 1, 2. (2.10)
In view of (2.7) we have
ϕ1 · ϕ2 = 0 (2.11)
which means that
µ(∆1 ∩∆2) = 0
thus
χ∆1 · χ∆2 = 0
and it follows that
χˇ∆1 · χˇ∆2 = χ∆ˇ1 · χ∆ˇ2 = 0. (2.12)
Observe also that by the definition of ∆i we have
χ∆i · ϕi = ϕi i = 1, 2 (2.13)
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and consequently
χˇ∆i · ϕˇi = ϕˇi i = 1, 2 (2.14)
which in turn along with (2.12) implies
χ∆ˇ1 · ϕˇ2 = χˇ∆1 · χˇ∆2 · ϕˇ2 (2.15)
and (2.15) means in particular that
∆ˇ1 ∩ (M \ U) = ∅
that is
∆ˇ1 ⊂ U. (2.16)
And in view of (2.10) and (2.16) we conclude that ∆1 is the desired set. ✷
(Remark. A slight improvement of the foregoing argument can show that
there exists a set ∆ ∈ Σ with the properties
µ(∆) > 0 and ∆ˇ = U
thus establishing the correspondence between the elements of Σ having non
zero measure and non empty open subsets of M .)
Now we are ready to establish the ’coincidence’ of the topologically and met-
rically free actions. Namely we shall prove that
the metrically free action of the automorphisms Tˆg on L
∞
µ (Ω) corresponds to
the topologically free action of the automorphisms Tˇg on C(M) (induced by
the automorphisms Tˆg and the isomorphism L
∞
µ (Ω)
∼ˇ=C(M)).
Proof:
I. Let {Tˆg}g∈G act metrically freely.
Consider any finite set {g1, ..., gk} ⊂ G, any open set U ⊂ M and the set
∆ ∈ Σ defined by (2.3).
Now let ∆′ ∈ Σ be the set mentioned in the definition of the metrically free
action (in 2.2). The condition (ii) in 2.2 and the property
χ∆′ · χ∆ = χ∆′
implies
∆ˇ′ ⊂ ∆ˇ ⊂ U. (2.17)
And the condition (i) implies that ∆ˇ′ is an open set.
In view of (iii) it follows that
χˇαgi (∆′) · χˇαgj (∆′) = 0, i, j ∈ 1, k, i 6= j.
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Which means by the definition of αg (see (2.1) and (2.2)), the interrelation
between Tˆg and Tˇg and the definition of tg for Tˇg (see (1.11)) that
tgi(∆ˇ
′) ∩ tgj(∆ˇ
′) = ∅ i, j ∈ 1, k, i 6= j
and consequently (in view of (2.17)) the condition (1.13) of the topologically
free action is satisfied.
II. Now let {Tˇg}g∈G act topologically freely on C(M).
Consider any finite set {g1, ..., gk} ⊂ G, any element ∆ ∈ Σ with µ(∆) > 0
and the set U = ∆ˇ ⊂M (as we have seen U is a non empty open set).
Let V ⊂ U be an open set mentioned in (1.13). Thus
tgi(V ) ∩ tgj (V ) = ∅ i, j ∈ 1, k, i 6= j. (2.18)
Take any ∆′ ∈ Σ satisfying the conditions
µ(∆′) > 0 (2.19)
and
∆ˇ′ ⊂ V (2.20)
(such set does exist by (2.3)).
Observe that by the choice of ∆′ we have
χˇ∆ · χˇ∆′ = χU · χ∆ˇ′ = χˇ∆′
which means that
χ∆ · χ∆′ = χ∆′
that is
∆′ ⊂ ∆ (mod µ). (2.21)
Now the properties (2.20) and (2.18) along with the argument used in I shows
that
µ(αgi(∆
′) ∩ αgj(∆
′)) = 0, i, j ∈ 1, k, i 6= j
which together with (2.19) and (2.21) proves the metrical freedom of the
action of {Tˆg}.
Thus the ’coincidence’ of the topological and metrical freedom is established.
✷
(Remark. We would like to note that certain interesting interrelations be-
tween the algebras L∞µ (Ω) and C(M) are described for example in Rudin [6],
11.13, (f) ).
Now the analogue to Theorem 1.5 for the measurable case considered is
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Theorem 2.4 Let A and Tg, g ∈ G be those considered in 2.1. If G acts
metrically freely then B(A, Tg) possesses the property (*).
Proof: Just follow the idea of the proof of Theorem 2.8 of [1] (the statement
in [1] which corresponds to Theorem 1.5 of this paper) using appropriate sets
∆, ∆′ and the projection χ∆′ instead of the function c(x) exploited in the
proof of Theorem 2.8. ✷
3 Example 1. Operators in Lp(Ω, E), 1 < p <∞
3.1 Let (Ω, µ) be a space with a σ−additive σ−finite measure µ. Consider
the space D = Lpµ(Ω, E), 1 < p <∞. Let A = L
∞
µ (Ω, L(E)) ⊂ L(D) be the
algebra of multiplication operators defined by
(af)(x) = a(x)f(x), a ∈ A, f ∈ D (3.1)
and let αg : Ω → Ω, g ∈ G be a group of measurable mappings preserving
the equivalence class of µ. By Tg we denote the isometry of D defined by
(Tgf)(x) =
[
dα−1g (µ)
dµ
] 1
p
f(α−1g (x)) (3.2)
where
dα−1g (µ)
dµ
is the Radon-Nikodim derivative of α−1g (µ) with respect to µ.
One can easily verify that Tg satisfies (1.1) and the mentioned mappings αg
coincide with those described in 2.1.
Let B(A, Tg) ⊂ L(D) be the algebra generated by A and {Tg}g∈G.
The idea constituting the main plot of the investigation of this example is
similar to that exploited in Example 2 in [1]. Therefore the consideration
will consist of a series of steps.
The first one is
Lemma 3.2 Let B(A, Tg) be the algebra described in 3.1 and B(A¯, Vg) be
the corresponding regular representation in the space H = lp(G,Lpµ(Ω, E)).
If G acts metrically freely then the mapping
B(A, Tg)→ B(A¯, Vg)
defined by
a→ a¯, a ∈ A
Tg → Vg, g ∈ G
is norm decreasing.
12
Proof: The proof is in fact a certain inversion of the argument used in the
proofs of Lemmas 5.2 and 5.6 of [1].
Consider any element b¯ ∈ B(A¯, Vg) of the form
b¯ =
∑
g∈F
a¯gVg, |F | <∞ (3.3)
Fix any ε > 0 and let η = {ηg} ∈ H be some vector satisfying the conditions
‖η‖ = 1 (3.4)
and
‖b¯η‖ > ‖b¯‖ − ε. (3.5)
Without the loss of generality we can assume that there exists a finite set
M ⊂ G such that
ηg = 0 when g /∈M (3.6)
Recalling the argument of the proof of Lemma 5.6 [1] consider the vectors η
and b¯η belonging to the space Lpµ(Ω, l
p(G,E)).
Define the measure µη by the equation
µη(∆) =
∫
∆
‖η(x)‖p dµ (3.7)
for any measurable set ∆ ⊂ Ω.
In view of (3.4) we have
µη(Ω) = 1. (3.8)
now (3.8) and (3.5) imply
sup
η(x)6=0
‖(b¯η)(x)‖p
‖η(x)‖p
> (‖b¯‖ − ε)p (3.9)
(note that by the construction b¯ is a multiplication operator in Lpµ(Ω, l
p(G,E))
that is acting at η according to formula (3.1)).
But (3.9) means that there exists a µη measurable (thus µ measurable) set
∆ with µη(∆) > 0 (thus µ(∆) > 0) such that
‖(b¯η)(x)‖
‖η(x)‖
> ‖b¯‖ − ε for every x ∈ ∆ (3.10)
Let
F1 = ∪g∈FM · g
−1.
Since G acts metrically freely it follows that there exists a measurable set
∆′ ⊂ ∆ with µ(∆′) > 0 and satisfying the condition
µ(α−1g1 (∆
′) ∩ α−1g2 (∆
′)) = 0 (3.11)
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when g1 6= g2 and g1, g2 ∈ [F1 ∪M ].
Consider the vector ν = {νg} ∈ H given by
νg = χ∆′ · ηg
As ∆′ ⊂ ∆ (3.10) implies
‖b¯ν‖ ≤ (‖b¯‖ − ε)‖ν‖ (3.12)
Now set the vector ν¯ ∈ Lpµ(Ω, E) by
ν¯ =
∑
g∈M
(Tg−1νg) =
∑
g∈M
ν¯g. (3.13)
In view of (3.11) we have
‖ν¯‖ = ‖ν‖ (3.14)
If b ∈ B(A, Tg) is an operator of the form
b =
∑
g∈F
agTg (3.15)
then by the construction of ν¯ (see (3.13)) it follows that
(bν¯)(x) = 0 when x /∈ ∪g∈F1α
−1
g (∆
′) (3.16)
and for g′ ∈ F1 we obtain
∥∥∥χα−1
g′
(∆′)bν¯
∥∥∥ =
∥∥∥∥∥
∑
g∈F
agTgν¯g′·g
∥∥∥∥∥ =
∥∥∥∥∥Tg′
(∑
g∈F
agTgT(g′·g)−1νg′·g
)∥∥∥∥∥ =∥∥∥∥∥
∑
g∈F
Tˆg′(ag)νg′·g
∥∥∥∥∥ =
∥∥∥∥∥∥
([∑
g∈F
a¯gVg
]
ν
)
g′
∥∥∥∥∥∥ =
∥∥(b¯ν)g′∥∥
which along with (3.16) and (3.11) implies
‖bν¯‖ = ‖b¯ν‖
and recalling (3.12) and (3.14) we conclude that
‖bν¯‖ ≥ (‖b¯‖ − ε)‖ν¯‖.
Thus since ε is arbitrary the proof is complete. ✷
Now the analogue to Lemma 5.5 [1] in the situation under consideration is
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Lemma 3.3 Let B(A, Tg) be the algebra described in 3.1 and B(A¯, Vg) be
the corresponding regular representation in the space H = lp(G,Lpµ(Ω, E)).
If G is amenable then the mapping
B(A¯, Vg)→ B(A, Tg)
generated by the mappings
a¯→ a, a ∈ A (3.17)
Vg → Tg, g ∈ G (3.18)
is norm decreasing.
Proof: The same as for Lemma 5.5 [1]. ✷
We can summarize the results obtained in
Theorem 3.4 Let B(A, Tg) and B(A¯, Vg) be those considered in the lemma.
If G is amenable and acts metrically freely then
B(A, Tg) ∼= B(A¯, Vg)
where the isomorphism is given by (3.17) and (3.18).
In particular the algebra B(A, Tg) possesses the properties (*) and (**) and
(1.7).
Proof: Apply Lemmas 3.2 and 3.3 and the results of 1.6. ✷
Recall that the consideration of Example 2 [1] involved the interrelation
between the operators b ∈ B(A, Tg), b¯ ∈ B(A¯, Vg) and their trajectorial
representations bx, x ∈ X (see Lemmas 5.2 and 5.6 [1]), where the latter
representations are defined in the following way:
for every point x ∈ Ω we define the representation
pix : B(A, Tg)→ L(l
p(G,E)) (3.19)
pix(b) = bx, b ∈ B(A, Tg)
by the equations
(pix(a)ξ)g = a(α
−1
g (x))ξg, (3.20)
(pix(Tg0)ξ)g = ξgg0 (3.21)
where ξ = (ξg)g∈G ∈ l
p(G,E) and a ∈ A.
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We have not used the analogue of these interrelations in the example con-
sidered yet. And in order to obtain this analogue we have to impose certain
separability conditions on the measure µ, group G and space E (this is be-
cause of the fact that the spaces of measurable functions are rather ’large’
and have ’more complicated’ structure than the spaces of continuous func-
tions (it is difficult to define what does it mean the value of a measurable
function at a point)).
The next lemma presents the above mentioned analogue in the measurable
situation.
Lemma 3.5 Let (Ω, µ) be a separable measure space (µ be σ−finite), G be
a countable group and E be a separable Banach space. Let A and {αg}g∈G be
those described in 3.1. Then for any element
b¯ =
∑
g∈F
a¯gVg ∈ B(A¯, Vg), |F | <∞
we have
‖b¯‖ = esssupΩ‖bx‖
where bx, x ∈ Ω is defined by (3.19)-(3.21).
Proof: The inequality
‖b¯‖ ≤ esssupΩ‖bx‖
can be established by the argument absolutely analogous to that used in the
proof of Lemma 5.6 [1]. So the point is to obtain the opposite inequality.
Since (Ω, µ) is separable we can assume without loss of generality that it is
strictly separable (see Halmos [7]) that is there exists a sequence ∆n with
µ(∆n) < ∞ n = 1, 2, ... generating the σ−algebra of all the measurable
subsets of Ω (recall also that the separability of (Ω, µ) is equivalent to the
separability of Lpµ(Ω), 1 ≤ p <∞).
We denote by D˜ the countable subset of
lp(G,Lpµ(Ω, E))
∼= L
p
µ⊗µ′(Ω×G,E)
∼= Lpµ(Ω, l
p(G,E))
(µ′ is the discrete measure on G) consisting of finite sums of vectors of the
form
χ(∆n × gm)ek n,m, k = 1, 2, ...
where gm ∈ G, {ek} is a countable dense subset of E, χ(∆n × gm) is the
characteristic function of the set ∆n × gm ⊂ Ω×G.
The definition of D˜ implies that the set of vectors
{ξ(x)}ξ∈D˜ ⊂ l
p(G,E)
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is dense in lp(G,E) for every x ∈ Ω.
Now for any f ∈ L∞µ (Ω) and for any η = {η(x)}x∈Ω ∈ L
p
µ(Ω, l
p(G,E)) we
have
f · η ∈ Lpµ(Ω, l
p(G,E))
and ∫
Ω
|f(x)|p‖(b¯η)(x)‖p dµ = ‖b¯(fη)(x)‖p ≤ ‖b¯‖p‖fη‖p =
‖b¯‖p
∫
Ω
|f(x)|p‖η(x)‖p dµ
which as f is arbitrary implies
‖bxη(x)‖ = ‖(b¯η)(x)‖ ≤ ‖b¯‖‖η(x)‖
for almost every x.
Thus applying this inequality to vectors ξ ∈ D˜ we have
‖bxξ(x)‖ ≤ ‖b¯‖‖ξ(x)‖ almost everywhere
and since D˜ is a countable set and {ξ(x)}ξ∈D˜ is dense in l
p(G,E) it follows
that
esssupΩ‖bx‖ ≤ ‖b¯‖
and the proof is complete. ✷
4 Example 2. Operators in L∞µ (Ω, E)
4.1 Now we would like to present a measurable analogue to Example 3 [1].
Let D = L∞µ (Ω, E) (where Ω is a space with a σ−additive σ−finite measure
µ) and A = L∞µ (Ω, L(E)) be the algebra of multiplication operators (see
(3.1)) and αg : Ω→ Ω, g ∈ G be a group of measurable mappings preserving
the equivalence class of µ. By Tg we denote an isometry of D given by
(Tgf)(x) = f(α
−1
g (x)). (4.1)
Let B(A, Tg) be the algebra generated by A and {Tg}g∈G.
For any fixed finite set F ⊂ G we denote by BF (D) and SF (D) respectively
the sets
BF (D) = {{fg}g∈F : fg ∈ D, ‖fg‖ ≤ 1, g ∈ F}, (4.2)
SF (D) = {{fg}g∈F : fg ∈ D, ‖fg‖ = 1, g ∈ F}. (4.3)
We begin with the statement which asserts a bit less than Theorem 6.2 [1]
(from the ’measurable’ point of view) but anyway it is equivalent to it (see
Remarks 4.3 (2), (3)).
Theorem 4.2 Let B(A, Tg) be the algebra introduced above. If G acts met-
rically freely then for any finite F we have
‖
∑
g∈F
agTg‖ = sup
{fg}g∈F∈SF (D)
‖
∑
g∈F
agfg‖ = sup
{fg}g∈F∈BF (D)
‖
∑
g∈F
agfg‖ (4.4)
where BF (D) and SF (D) are defined by (4.2) and (4.3).
Proof: The proof is in fact a measurable variant of the proof of Theorem
4.2 [1].
We begin with the establishing of the equality
‖
∑
g∈F
agTg‖ = sup
{fg}g∈F∈BF (D)
‖
∑
g∈F
agfg‖ (4.5)
First of all for any f ∈ L∞µ (Ω, E) = D with ‖f‖ = 1 we have
‖
∑
F
ag(Tgf)‖ = ‖
∑
F
agfg‖ ≤ sup
{fg}g∈F∈BF (D)
‖
∑
F
agfg‖
which means that
‖
∑
F
agTg‖ ≤ sup
{fg}g∈F∈BF (D)
‖
∑
F
agfg‖
To establish the opposite inequality fix any collection {fg} ∈ BF (D) and let
‖
∑
F
agfg‖ = λ (4.6)
For any ε > 0 (4.6) implies the existence of a measurable set ∆ with µ(∆) > 0
and such that
‖
∑
F
ag(x)fg(x)‖ = λ− ε for every x ∈ ∆ (4.7)
Since G acts metrically freely it follows that there exists a measurable set
∆′ ⊂ ∆, µ(∆′ > 0) satisfying the condition
µ(∆′ ∩ α−1g (∆
′)) = 0, g ∈ F, g 6= e (4.8)
Consider the function
f =
∑
F
χα−1g (∆′)fg (4.9)
As {fg} ∈ BF (D) we have
‖f‖ ≤ 1
and on the other hand by the explicit form of f and (4.7) we conclude that
for every x ∈ ∆′ ‖(
∑
F
agTgf)(x)‖ = λ− ε
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which by the definition of λ (see (4.6)) and in view of the arbitrariness of ε
means that
‖
∑
g∈F
agTg‖ ≥ sup
{fg}∈BF (D)
‖
∑
g∈F
agfg‖
thus finishing the verification of (4.5).
The equivalence of (4.5) and (4.4) is established by the same argument as
the one used for the corresponding purposes in the proof of Theorem 4.2 [1].
The proof is complete. ✷
Remark 4.3
(1) If E = C (that is D = L∞µ (Ω) and A = L
∞
µ (Ω)) then (4.4) implies
if G acts metrically freely then
‖
∑
F
agTg‖ = esssupΩ
∑
F
|ag(x)|
Indeed on the one hand
sup
{fg}∈BF (D)
‖
∑
g∈F
agfg‖ ≤ esssupΩ
∑
F
|ag(x)|
and to obtain the opposite inequality just set
fg(x) =
{
[arg ag(x)]
−1 , if ag(x) 6= 0
1 , if ag(x) = 0
(since ag ∈ L
∞
µ (Ω) fg ∈ L
∞
µ (Ω) as well).
(2) The equality (4.4) also shows that
if G acts metrically freely then
‖
∑
F
agTg‖ = ‖b˜F‖
where
b˜F : D1 ×D2 × ...×D|F | → D, Di = D
is given by
b˜F (ξ1, ..., ξ|F |) = ag1ξ1 + ... + ag|F |ξ|F | (4.10)
({g1, ..., g|F |} = F ).
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(3) The preceding remark leads in turn to the next observation.
Since ag ∈ L
∞
µ (Ω, L(E)), g ∈ F it follows (by the structure of b˜F ) that
b˜F ∈ L
∞
µ (Ω, L(E˜, E))
where E˜ = E1 ×E2 × ...× E|F |, Ei = E.
But this means that
‖b˜F (·)‖ ∈ L
∞
µ (Ω)
and
‖b˜F‖ = esssupΩ‖b˜F (x)‖
which along with the preceding remark (2) implies
if G acts metrically freely then
‖
∑
F
agTg‖ = esssupΩ sup
{fg}∈BF (E)
‖
∑
g∈F
ag(x)fg‖ =
esssupΩ sup
{fg}∈SF (E)
‖
∑
g∈F
ag(x)fg‖ (4.11)
thus strengthening the statement of Lemma 4.2 up to the measurable variant
of Theorem 6.2 [1].
Now we finish the consideration of the example with the measurable analogue
to Lemma 6.4 [1].
Lemma 4.4 Let B(A, Tg) be the algebra described in 4.1 and B(A¯, Vg) be
the corresponding regular representation in the space
H = l0(G,L
∞
µ (Ω, E)) (or l
∞(G,L∞µ (Ω, E))).
If G acts metrically freely then
B(A, Tg) ∼= B(A¯, Vg)
where the isomorphism is generated by the mappings
a→ a¯, a ∈ A
Tg → Vg, g ∈ G
and in particular B(A, Tg) possesses the properties (*) and (**) and (1.7).
Proof: Simple calculation shows that the norm of the element
b¯ =
∑
g∈F
a¯gVg ∈ B(A¯, Vg)
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is equal to
sup
{fg}∈BF (D)
‖
∑
g∈F
agfg‖
which establishes the isomorphism
B(A, Tg) ∼= B(A¯, Vg).
And consequently the properties (*), (**) and (1.7) for B(A, Tg) follow from
the results of 1.6. ✷
5 Example 3. Operators in L1µ(Ω, E)
Our final example here deals with the space L1 and in fact is a measurable
variant of Example 4 [1]. The argument in the situation examined hereafter
is similar to that exploited when considering Example 4 [1] (that is we will
reduce this case to the L∞ situation already studied) but requires the usage
of the results of the preceding example instead of the results of Example 3
[1].
5.1 Let (Ω, µ) be the space considered in 3.1, D = L1µ(Ω, E) and A =
L∞µ (Ω, L(E)) be the algebra of operators defined by (3.1) and Tg be defined
by (3.2) (with p = 1).
Let B(A, Tg) ⊂ L(D) be the algebra generated by A and {Tg}g∈G.
5.2 Bearing in mind the reasoning of Example 4 [1] (that is introducing and
using the corresponding formally adjoint operators) one can obtain the next
statement (which is the natural substitute of the result presented in 7.3 [1]
for the operators considered).
Let B(A, Tg) be the algebra introduced in 5.1. If G acts metrically freely then
‖
∑
g∈F
agTg‖ = esssupΩ sup
{fg}∈BF (E∗)
‖
∑
g∈F
[ag(αg(x))]
∗fg‖ =
esssupΩ sup
{fg}∈SF (E∗)
‖
∑
g∈F
[ag(α(x))]
∗fg‖ (5.1)
Proof: Just follow the argument of 7.3 [1] using Remark 4.3 (3) instead of
Theorem 6.2 [1]. ✷
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Remark 5.3 (see Remark 4.3 (1)).
If E = C and G acts metrically freely then
‖
∑
F
agTg‖ = esssupΩ
∑
F
|ag(αg(x))|.
And finally the analogue to Lemma 4.4 here is
Lemma 5.4 Let B(A, Tg) be the algebra described in 5.1 and B(A¯, Vg) be
the corresponding regular representation in the space l1(G,L1µ(Ω, E)). If G
acts metrically freely then
B(A, Tg) ∼= B(A¯, Vg)
where the isomorphism is generated by the mappings
a→ a¯, a ∈ A
Tg → Vg, g ∈ G
and in particular B(A, Tg) possesses the properties (*) and (**) and (1.7).
6 Isomorphism theorems. Interpolation
Now we would like to observe certain interrelations between the examples
considered and the Isomorphism Theorem ([4], Corollary 12.17).
6.1 (1) Observe that in Examples 2, 3 we did not use any information about
the group G thus the group in these examples is not necessarily amenable.
(2) The essentially different picture is drawn in Example 1.
Here
(i) if G acts metrically freely then
B(A¯, Vg) is a representation of B(A, Tg) for any G (not necessarily amenable)
(Lemma 3.2).
While
(ii) if G is amenable then
B(A, Tg) is a representation of B(A¯, Vg) for an arbitrary action of G (not
necessarily metrically free).
(Lemma 3.3).
Thus in these examples the metrical freedom of the action of G and the
amenability of G are lying in a sense opposite each other.
If G acts metrically freely then B(A, Tg) is ’larger’ than B(A¯, Vg) (see (i)).
And
if G is amenable then B(A¯, Vg) is ’larger’ than B(A, Tg) (see (ii)).
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Both these algebras ’coincide’ if G acts metrically freely and is amenable
(Theorem 3.4).
(3) Consideration of Example 1 leads to certain Isomorphism Theorems which
(just as it was done in [4], Corollary 12.17) establish the isomorphism be-
tween essentially spatially different operator algebras (thus wiping off the
spaces where these operators act).
For example.
Let (Ω, µi), i = 1, 2 be two spaces with σ−additive σ−finite separable
measures µ1 and µ2 absolutely continuous with respect to each other (thus
L∞µ1(Ω, L(E))
∼= L∞µ2(Ω, L(E))) and let {αg}g∈G be a group of measurable
mappings of Ω preserving the equivalence classes of µ1 and µ2. Consider the
spaces Di = L
p
µi
(Ω, E), ı = 1, 2. Let Ai = L
∞
µ1
(Ω, L(E)) ⊂ L(Di) be the
algebras of multiplication operators defined by (3.1) and T ig , i = 1, 2 be the
isometries of Di defined by (3.2) (with µ = µi) and B(A, T
i
g) be the algebras
generated by Ai and {T
i
g}g∈G.
The Isomorphism Theorem related to Example 1 is stated as follows:
If E is a separable Banach space and G is a countable amenable group acting
metrically freely then B(A1, T
1
g ) and B(A2, T
2
g ) are isomorphic (as Banach
algebras) and the isomorphism is established by the natural isomorphism
A1 ∼= A2
and the mapping
T 1g → T
2
g .
Proof: Follows from Lemma 3.5. ✷
We have not obtained the explicit formula for the norm of operator
∑
agTg
in Example 1. But in fact the formulae proved while considering the other
examples and the Riesz-Thorin interpolation theorem makes it possible to
write out the useful estimates for the norm of
∑
agTg in all the cases (in a
way analogous to that presented in Section 8 of [1].
6.2 Let b ∈ B(A, Tg) ⊂ L(L
p
µ(Ω, E)), 1 ≤ p ≤ ∞ be an operator of the
form
b =
∑
g∈F
agTg, |F | <∞ (6.1)
where for 1 ≤ p <∞ B(A, Tg) is that described in 3.1 and for p =∞ in 4.1.
We shall denote by ‖b‖p the norm of the operator b as acting in the space
Lpµ(Ω, E)).
For these objects the measurable substitution of Lemma 8.2 [1] is
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Lemma 6.3 If G is amenable and acts metrically freely on Ω then for any
p ∈ (1,∞) we have
‖b‖p ≤ ‖b‖
1
p
1 · ‖b‖
1− 1
p
∞ (6.2)
where ‖b‖1 is given by (5.1) and ‖b‖∞ by (4.11).
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