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Dimension Free Estimates for the Riesz Transforms Associated
with some Fractional Operators
Benjamin Arras∗ and Christian Houdre´†
Abstract
In these notes, boundedness properties of the Riesz transforms associated with symmetric α-
stable probability measures, α ∈ (1, 2), are investigated on appropriate Lp spaces, for p ∈
(1,+∞). Our approach is based on Bismut-type formulae in order to obtain useful representa-
tions for the different Riesz transforms. In the Euclidean setting, the method of transference and
one-dimensional multiplier theory combined with fine properties of stable distributions imply
dimension free estimate for the fractional Laplacian. A limiting argument as α tends to 2−
then recovers the well-known result for the standard Laplacian. In the non-Euclidean setting,
a regularization phenomenon, specific to the non-Gaussian stable case, provides the bounded-
ness result as well as a dimension free estimate when the reference measure is the rotationally
invariant α-stable probability measure on Rd.
Introduction
Since the seminal work of E. M. Stein in [44], the problem of dimension free estimates for the
boundedness of Riesz transforms has been addressed in several contexts. Starting with the classical
Euclidean case, very sharp results have been obtained by different means ranging from probabilistic
to analytic methods (see [15, 6, 8, 22, 14]). When the reference measure is the Gaussian proba-
bility measure, the corresponding problem for the Riesz transform associated with the Ornstein-
Uhlenbeck operator has been solved first by P. A. Meyer in [33] using the general Littlewood-Paley
theory for symmetric diffusion semigroup developed by E. M. Stein in [43] and combined with
probabilistic methods. Then, different proofs and refinements of this Gaussian inequality have
been provided in the past (see [21, 37, 1, 20, 27]) as well as more recently (see [14, 48]). For
an up-to-date reference on the subject (and on related topics in Gaussian harmonic analysis), let
us refer the reader to the very recent book [47]. Since then, this type of inequalities has been
obtained and studied in different settings such as diffusion theory in [9, 10], group von Neumann
algebras in [26], the Heisenberg group in [13], infinite dimensional Gaussian analysis in [40, 1, 11]
and multidimensional orthogonal expansions on product spaces in [48].
The goal of these notes is to perform an analysis of the boundedness of the Riesz transforms
associated with fractional operators which are fractional versions of the gradient, the Laplacian
∗Universite´ de Lille, Laboratoire Paul Painleve´, CNRS U.M.R. 8524, 59655 Villeneuve d’Ascq, France;
benjamin.arras@univ-lille.fr.
†Georgia Institute of Technology, School of Mathematics, Atlanta, GA 30332-0160, USA;
houdre@math.gatech.edu.
Keywords: Riesz Transform, Stable Probability Measure, Generalized Mehler Semigroup, Bismut-type Formulae,
Dimension Free Estimates.
MSC 2010: 42B20, 60E07, 42B15, 26A33.
1
and the Ornstein-Uhlenbeck operator. Indeed, despite the recent results obtained in [26, page 549],
such a study seems to be absent of the current literature and this paper aims to help filling this
gap.
The main results are Proposition 2.1 and Corollary 2.1 for the homogeneous case and Theo-
rems 3.1 and 3.2 for the stable case. In particular, when the underlying measure is the rotationally
invariant α-stable probability measure, these results provide dimension free estimates (see inequal-
ities (2.32) and (3.5) below). Our approach is very close to the one initiated by G. Pisier in [37]
where the transference method of R. R. Coifman and G. L. Weiss ([12]) was used to prove di-
mension free bounds, based on very specific representations of the classical and Gaussian Riesz
transforms. Indeed, this method is particularly efficient to produce dimension free estimates for
multi-dimensional inequalities and has been applied and extended in a quite wide variety of con-
texts: see [34, 5, 13, 29, 30, 31, 32, 41].
Let us further describe the content of our notes. The next section introduces notations and
definitions used throughout this work and proves Bismut-type formulae related to the nondegen-
erate symmetric α-stable probability measures on Rd with α ∈ (1, 2) (see Proposition 1.1). These
formulae then imply a representation of the Riesz transforms as superpositions of singular integral
operators (see Proposition 1.2). In Section 2, the fractional Euclidean setting is completely analyzed
starting with Lemma 2.1 which provides a representation of the Riez transform associated with the
fractional Laplacian as the composition of the classical homogeneous Riesz transform and a certain
Lp(Rd, dx)-bounded radial multiplier operator.Then, in Proposition 2.1, using a transference ar-
gument, the Lp(Rd, dx)-boundedness of the Riesz transforms associated with fractional operators
(linked to the symmetric α-stable probability measures) is proved and boils down in Corollary 2.1
to a dimension free bound for the rotationally invariant α-stable probability measure. Moreover,
based on integration by parts and standard semigroup theory, the converse inequalities are also
analyzed in Proposition 2.2. Finally, in Section 3, a similar analysis is performed when the ref-
erence measure is a nondegenerate symmetric α-stable probability measure. Then, Theorems 3.1
and 3.2 provide general stable analogues of the Lp-boundedness of the Gaussian Riesz transform
and implies a dimension free estimate when the reference stable measure is rotationally invariant.
1 Notations and Preliminaries
The Euclidean norm on Rd is denoted by ‖ · ‖ and the standard inner product by 〈; 〉. Let γ be the
Gaussian probability measure on Rd defined through its characteristic function, for all ξ ∈ Rd, by
γˆ(ξ) :=
∫
Rd
ei〈y;ξ〉γ(dy) = exp
(
−‖ξ‖
2
2
)
. (1.1)
Let α ∈ (0, 2) and let να be a Le´vy measure on Rd such that, for all c > 0,
c−αTc(να)(du) = να(du), (1.2)
where Tc(να)(B) := να(B/c), for all B Borel set of R
d. Moreover, let us recall that the Le´vy
measure να admits the following polar decomposition
να(du) = 1(0,+∞)(r)1Sd−1(y)
dr
rα+1
σ(dy), (1.3)
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where σ is a positive finite measure on the Euclidean unit sphere of Rd. In the sequel, let us assume
that the measure σ is symmetric and that the Le´vy measure is nondegenerate in the sense that
inf
y∈Sd−1
∫
Sd−1
|〈y;x〉|αλ1(dx) 6= 0,
where λ1 is a symmetric finite positive measure on S
d−1 called the spectral measure and proportional
to σ. Let µα be the α-stable probability measure on R
d defined through its characteristic function,
for all ξ ∈ Rd, by
µˆα(ξ) :=
∫
Rd
ei〈y;ξ〉µα(dy) =


exp
(∫
Rd
(ei〈u;ξ〉 − 1− i〈ξ;u〉)να(du)
)
, α ∈ (1, 2),
exp
(∫
Rd
(
ei〈u;ξ〉 − 1− i〈ξ;u〉1|u|≤1
)
ν1(du)
)
, α = 1,
exp
(∫
Rd
(ei〈u;ξ〉 − 1)να(du)
)
, α ∈ (0, 1).
(1.4)
Since σ is symmetric, [42, Theorem 14.13.] provides a useful alternative representation for the
characteristic function µˆα given, for all ξ ∈ Rd, by
µˆα(ξ) = exp
(
−
∫
Sd−1
|〈y; ξ〉|αλ1(dy)
)
. (1.5)
Let λ denote the uniform measure on the Euclidean unit sphere of Rd. For α ∈ (1, 2), let να,rot be
the Le´vy measure on Rd with polar decomposition
να,rot(du) = cα,d1(0,+∞)(r)1Sd−1(y)
dr
rα+1
λ(dy), (1.6)
and with,
cα,d =
−α(α− 1)Γ (α+d2 )
4 cos
(
απ
2
)
Γ
(
α+1
2
)
π
d−1
2 Γ(2− α)
. (1.7)
Finally, let us denote by µα,rot the rotationally invariant α-stable probability measure on R
d with
Le´vy measure given by (1.6). The previous normalization ensures that, for all ξ ∈ Rd,
µˆα,rot (ξ) = exp
(
−‖ξ‖
α
2
)
. (1.8)
In the sequel, S(Rd) denotes the Schwartz space of infinitely differentiable functions with rapid
decay at infinity (as well as their derivatives of any order) and F is the Fourier transform operator
given, for all f ∈ S(Rd) and all ξ ∈ Rd, by
F(f)(ξ) =
∫
Rd
f(x)e−i〈x;ξ〉dx.
On S(Rd), the Fourier transform is an isomorphism and the following well known inversion formula
holds
f(x) =
1
(2π)d
∫
Rd
F(f)(ξ)ei〈ξ;x〉dξ, x ∈ Rd.
C∞c (Rd) denotes the space of infinitely differentiable functions on Rd with compact support and
‖·‖∞,R denotes the supremum norm on R. For p ∈ (1,+∞), Lp(µα) denotes the space of equivalence
3
classes (with respect to µα-almost everywhere equality) of functions which are Borel measurable
and which are p-summable with respect to the probability measure µα. This space is endowed with
the norm ‖ · ‖Lp(µα) defined, for all suitable f , by
‖f‖Lp(µα) :=
(∫
Rd
|f(x)|pµα(dx)
) 1
p
.
Similarly, for p ∈ (1,+∞), Lp(Rd, dx) denotes the classical Lebesgue space where the reference
measure is the Lebesgue measure. It is endowed with the norm ‖ ·‖Lp(Rd,dx) defined, for all suitable
f , by
‖f‖Lp(Rd,dx) :=
(∫
Rd
|f(x)|pdx
) 1
p
.
Next, let us introduce four semigroups of operators acting on S(Rd) naturally associated with γ
and µα. Let (P
H
t )t≥0, (P
γ
t )t≥0, (P
α
t )t≥0 and (P
να
t )t≥0 be defined, for all f ∈ S(Rd), all x ∈ Rd and
all t > 0, by
PHt (f)(x) =
∫
Rd
f(x+
√
ty)γ(dy), (1.9)
P γt (f)(x) =
∫
Rd
f(xe−t +
√
1− e−2ty)γ(dy), (1.10)
Pαt (f)(x) =
∫
Rd
f(x+ t
1
α y)µα(dy), (1.11)
P ναt (f)(x) =
∫
Rd
f(xe−t + (1− e−αt) 1α y)µα(dy). (1.12)
The semigroups (1.9) and (1.11) are special cases of convolution semigroups for which a full theory
has been well-developed (see [23, 24, 25]). The semigroup (1.10) is the classical Gaussian Ornstein-
Uhlenbeck (OU) semigroup and the semigroup (1.12) is the generalized Mehler semigroup associated
with the α-stable probability measure µα and recently put forward in the context of Stein’s method
for self-decomposable distributions (see [2, 3, 4]).
Moreover, let us introduce a fifth semigroup linked to (P ναt )t≥0 and already set out in [4, Lemma
5.12 and Remark 5.13] for the rotationally invariant α-stable probability measure on Rd. Thanks
to the representation (1.12), the stable OU semigroup, (P ναt )t≥0, admits extensions to each L
p(µα),
p ∈ (1,+∞), which form compatible C0-semigroups of Markovian contractions on Lp(µα). Then,
let ((P ναt )
∗)t≥0 be the dual semigroup acting in a compatible way on each L
p(µα), p ∈ (1,+∞) (see,
e.g., [35] for general properties of dual semigroup). Thus, thanks to Theorem 4.1 of the Appendix,
let us define the “carre´ de Mehler” semigroup (Pt)t≥0 on L2(µα), for all f ∈ L2(µα) and all t ≥ 0,
by
Pt(f) = P ναt
α
◦ (P ναt
α
)∗(f) = (P ναt
α
)∗ ◦ P ναt
α
(f).
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Finally, thanks to Proposition 4.1 of the Appendix, the semigroup (Pt)t≥0 extends to C0-semigroups
of Markovian contractions on each Lp(µα), p ∈ (1,+∞), and admits the following representation,
for all p ∈ (1,+∞), all f ∈ Lp(µα) and all t > 0,
Pt(f) = P ναt
α
◦ (P ναt
α
)∗(f) = (P ναt
α
)∗ ◦ P ναt
α
(f). (1.13)
In the sequel, let us denote by ∂k the partial derivative of order 1 in the direction xk, by ∇ the
gradient operator, by ∆ the Laplacean operator and by Dα−1, (Dα−1)∗ and Dα−1 the fractional
operators defined, for all f ∈ S(Rd) and all x ∈ Rd, by
Dα−1(f)(x) :=
∫
Rd
(f(x+ u)− f(x))uνα(du), (1.14)
(Dα−1)∗(f)(x) :=
∫
Rd
(f(x− u)− f(x))uνα(du), (1.15)
Dα−1(f)(x) :=
1
2
(
Dα−1 (f) (x)− (Dα−1)∗ (f) (x)) . (1.16)
The next result provides representations for the actions of the operators ∇, Dα−1 and Dα−1 on the
four semigroups. In the Gaussian Ornstein-Uhlenbeck case, this representation is the well-known
Bismut formula.
Proposition 1.1. Let α ∈ (1, 2) and let να be a Le´vy measure on Rd satisfying (1.2) such that its
spherical component σ is symmetric. Let (PHt )t≥0, (P
γ
t )t≥0, (P
α
t )t≥0, (P
να
t )t≥0 be the semigroups
defined by (1.9), (1.10), (1.11) and (1.12). Then, for all f ∈ S(Rd) and all x ∈ Rd,
∇ (PHt (f)) (x) = 1√
t
∫
Rd
yf(x+
√
ty)γ(dy), (1.17)
∇ (P γt (f)) (x) =
e−t√
1− e−2t
∫
Rd
yf(xe−t +
√
1− e−2ty)γ(dy), (1.18)
Dα−1(Pαt (f))(x) =
1
t1−
1
α
∫
Rd
yf(x+ t
1
α y)µα(dy), (1.19)
Dα−1(P ναt (f))(x) =
e−(α−1)t
(1− e−αt)1− 1α
∫
Rd
yf(xe−t + (1− e−αt) 1α y)µα(dy). (1.20)
Proof. The proof is divided into two steps. In the first step, the representation formulae are proved
for the stable cases with α ∈ (1, 2). Then, in the second step, a suitable renormalization and a
limiting argument (as α→ 2−) allow to get the corresponding Gaussian representation formulae.
5
Step 1 : Let α ∈ (1, 2) and let να be a Le´vy measure on Rd satisfying (1.2) such that its spherical
component σ is symmetric. By Fourier inversion, for all f ∈ S(Rd) and all x ∈ Rd,
Pαt (f)(x) =
∫
Rd
f(x+ t
1
α y)µα(dy),
=
1
(2π)d
∫
Rd
F(f)(ξ)ei〈x;ξ〉µˆα
(
t
1
α ξ
)
dξ.
Now, using again Fourier inversion formula, for all f ∈ S(Rd) and all x ∈ Rd,
Dα−1(f)(x) =
∫
Rd
(f(x+ u)− f(x))uνα(du),
=
1
(2π)d
∫
Rd
F(f)(ξ)ei〈ξ;x〉τα(ξ)dξ,
where τα(ξ) is given, for all ξ ∈ Rd, by
τα(ξ) =
∫
Rd
u
(
ei〈u;ξ〉 − 1
)
να(du).
Then, for all f ∈ S(Rd) and all x ∈ Rd,
Dα−1(Pαt (f))(x) =
1
(2π)d
∫
Rd
F(f)(ξ)ei〈x;ξ〉µˆα
(
t
1
α ξ
)
τα(ξ)dξ.
Now, observe, for all j ∈ {1, . . . , d} and all ξ ∈ Rd, that
∂
∂ξj
(µˆα(ξ)) =
∂
∂ξj
(
exp
(∫
Rd
(ei〈u;ξ〉 − 1− i〈ξ;u〉)να(du)
))
,
= i
∫
Rd
uj
(
ei〈u;ξ〉 − 1
)
µˆα(ξ),
so that, for all ξ ∈ Rd,
∇ (µˆα) (ξ) = iτα(ξ)µˆα(ξ).
Thus, for all ξ ∈ Rd and all t > 0,
∇
(
µˆα(t
1
α ξ)
)
= it
1
α τα(t
1
α ξ)µˆα(t
1
α ξ).
Moreover, thanks to scale invariance (and a change of variables),
τα
(
t
1
α ξ
)
=
∫
Rd
u
(
ei〈u;t
1
α ξ〉 − 1
)
να(du),
= t1−
1
α τα(ξ),
so that, for all ξ ∈ Rd and all t > 0,
∇
(
µˆα(t
1
α ξ)
)
= itτα(ξ)µˆα(t
1
α ξ).
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Thus, for all f ∈ S(Rd), all x ∈ Rd and all t > 0,
Dα−1(Pαt (f))(x) =
1
(2π)d
∫
Rd
F(f)(ξ)ei〈x;ξ〉µˆα
(
t
1
α ξ
)
τα(ξ)dξ,
=
1
(2π)dit
∫
Rd
F(f)(ξ)ei〈x;ξ〉∇
(
µˆα(t
1
α ξ)
)
dξ.
Now, since α ∈ (1, 2), ∫
Rd
|xj |µα(dx) < +∞, for j ∈ {1, . . . , d}. Thus, for all ξ ∈ Rd and all t > 0,
∇
(
µˆα(t
1
α ξ)
)
= ∇
(
Eei〈ξt
1
α ;Xα〉
)
= it
1
αE
(
Xαe
i〈ξt
1
α ;Xα〉
)
,
with Xα ∼ µα. Then, by Fourier inversion, for all f ∈ S(Rd), all x ∈ Rd and all t > 0,
Dα−1(Pαt (f))(x) =
1
(2π)dt1−
1
α
∫
Rd
F(f)(ξ)ei〈x;ξ〉E
(
Xαe
i〈ξt
1
α ;Xα〉
)
dξ,
=
1
t1−
1
α
E
(
Xαf
(
x+ t
1
αXα
))
. (1.21)
Now, observe that the symbol of the operator (Dα−1)∗ is given, for all ξ ∈ Rd, by
τ∗α(ξ) =
∫
Rd
u
(
e−i〈u;ξ〉 − 1
)
να(du) = τα(ξ).
Thus, for all f ∈ S(Rd), all x ∈ Rd and all t > 0,
(Dα−1)∗(Pαt (f))(x) =
1
(2π)d
∫
Rd
F(f)(ξ)ei〈x;ξ〉µˆα
(
t
1
α ξ
)
τα(ξ)dξ
Now, since σ is symmetric, the function µˆα is real-valued. Then, for all ξ ∈ Rd and all t > 0,
∇
(
µˆα(t
1
α ξ)
)
= ∇
(
µˆα(t
1
α ξ)
)
= itτα(ξ)µˆα(t
1
α ξ) = −itτα(ξ)µˆα(t
1
α ξ).
Then, for all f ∈ S(Rd), all x ∈ Rd and all t > 0,
(Dα−1)∗(Pαt (f))(x) =
1
(2π)d
∫
Rd
F(f)(ξ)ei〈x;ξ〉µˆα
(
t
1
α ξ
)
τα(ξ)dξ,
=
1
−(2π)dit
∫
Rd
F(f)(ξ)ei〈x;ξ〉∇
(
µˆα(t
1
α ξ)
)
dξ,
= − 1
t1−
1
α
E
(
Xαf
(
x+ t
1
αXα
))
. (1.22)
The representation formula for Dα−1(Pαt (f)) follows by (1.16). A completely similar reasoning
allows to get the representation (3.7). This concludes Step 1 of the proof.
Step 2 : Now, let να,rot and µα,rot be defined by (1.6) and (1.8). Moreover, for all ξ ∈ Rd such that
7
ξ 6= 0,
τα(ξ) =
∫
Rd
u
(
ei〈u;ξ〉 − 1
)
να(du) = cα,d
∫
(0,+∞)×Sd−1
ry
(
eir〈y;ξ〉 − 1
) dr
r1+α
λ(dy),
= cα,d
Γ(2− α)
1− α
∫
Sd−1
y|〈ξ; y〉|α−1
(
i sign (〈ξ; y〉) cos
(απ
2
)
+ sin
(απ
2
))
λ(dy),
= icα,d
Γ(2− α)
1− α cos
(απ
2
)∫
Sd−1
y|〈ξ; y〉|α−1 sign (〈ξ; y〉)λ(dy),
= i
αΓ
(
α+d
2
)
4Γ
(
α+1
2
)
π
d−1
2
∫
Sd−1
y|〈ξ; y〉|α−1 sign (〈ξ; y〉) λ(dy).
Then, for all ξ ∈ Rd with ξ 6= 0,
∫
Sd−1
y|〈ξ; y〉|α−1 sign (〈ξ; y〉)λ(dy) −→
α→2−
∫
Sd−1
y〈ξ; y〉λ(dy) = π
d
2
Γ
(
d+2
2
)ξ.
Thus, for all ξ ∈ Rd with ξ 6= 0,
τα(ξ) −→
α→2−
(iξ)
√
π
2Γ
(
3
2
) = (iξ).
Now, thanks to (1.21) and letting α → 2− on both sides of the equality, for all f ∈ S(Rd), all
x ∈ Rd and all t > 0,
∇(PHt (f))(x) =
1√
t
E
(
Xf
(
x+
√
tX
))
,
where X ∼ γ. A similar reasoning with the semigroup (P ναt )t≥0 allows to retrieve the classical
Bismut representation formula (1.18). This concludes the proof of the proposition.
Based on these Bismut representation formulae, it is possible to obtain representation formulae for
the corresponding Riesz transforms. But, first let us recall the definition of the gamma transform
of order r > 0. For C0-semigroups of contractions on a Banach space, (Pt)t≥0, with generator A,
the gamma transform of order r > 0 is defined, for all suitable f , by
(E −A)− r2 f = 1
Γ( r2 )
∫ +∞
0
e−t
t1−
r
2
Pt(f)dt, (1.23)
where Γ is the Euler Gamma function, where E is the identity operator and where the integral on
the right-hand side has to be understood in the Bochner sense. Finally, the generators of the four
semigroups can be obtained through the Fourier representation formulae and it is straightforward
to check that the respective generators are given, for α ∈ (1, 2), for all f ∈ S(Rd) and all x ∈ Rd,
by
AH(f)(x) = 1
2
∆(f)(x), (1.24)
Lγ(f)(x) = −〈x;∇(f)(x)〉 +∆(f)(x), (1.25)
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Aα(f)(x) =
∫
Rd
(f(x+ u)− f(x)− 〈u;∇(f)(x)〉) να(du), (1.26)
Lα(f)(x) = −〈x;∇(f)(x)〉+
∫
Rd
〈∇(f)(x+ u)−∇(f)(x);u〉να(du). (1.27)
The generator of the “carre´ de Mehler” semigroup is denoted by L and is studied in Theorem 4.1
and Proposition 4.1. The next proposition provides representation formulae based on the Bismut-
type formulae obtained in Proposition 1.1.
Proposition 1.2. Let α ∈ (1, 2) and let να be a Le´vy measure on Rd satisfying (1.2) such that its
spherical component σ is symmetric. Let (PHt )t≥0, (P
γ
t )t≥0, (P
α
t )t≥0, (P
να
t )t≥0 be the semigroups
defined by (1.9), (1.10), (1.11) and (1.12). Then, for all f ∈ S(Rd) and all x ∈ Rd,
∇ ◦ (E −AH)−
1
2 (f)(x) =
1
2
∫
Rd
y
(∫ +∞
0
e−t√
πt
(
f(x+
√
ty)− f(x−
√
ty)
)
dt
)
γ(dy), (1.28)
∇ ◦ (E − Lγ)− 12 (f)(x) = 1
2
∫
Rd
y
(∫ +∞
0
e−2t√
πt
√
1− e−2t
(
f(xe−t +
√
1− e−2ty)
− f(xe−t −
√
1− e−2ty)
)
dt
)
γ(dy), (1.29)
Dα−1 ◦ (E −Aα)−
1
2 (f)(x) =
1
2
∫
Rd
y
(∫ +∞
0
e−t
√
πt
3
2
− 1
α
(
f(x+ t
1
α y)− f(x− t 1α y)
)
dt
)
µα(dy),
(1.30)
Dα−1 ◦ (E − Lα)− 12 (f)(x) = 1
2
∫
Rd
y
(∫ +∞
0
e−αt
√
πt (1− e−αt)1− 1α
(
f
(
xe−t + (1− e−αt) 1α y
)
− f
(
xe−t − (1− e−αt) 1α y
))
dt
)
µα(dy). (1.31)
Proof. Let α ∈ (1, 2) and let να be a Le´vy measure on Rd satisfying (1.2) such that its spherical
component σ is symmetric. Now, thanks to (1.23) and to (1.21), for all f ∈ S(Rd) and all x ∈ Rd,
Dα−1 ◦ (E −Aα)−
1
2 (f)(x) =
1√
π
∫ +∞
0
e−t√
t
Dα−1 (Pαt (f)) (x)dt,
=
1√
π
∫ +∞
0
e−t
t
3
2
− 1
α
E
(
Xαf
(
x+ t
1
αXα
))
dt.
Since σ is symmetric, Xα =L −Xα (see, e.g., [42, Theorem 14.13]). Thus, for all t > 0,
E
(
Xαf
(
x+ t
1
αXα
))
= E
(
−Xαf
(
x− t 1αXα
))
.
Thus, for all f ∈ S(Rd) and all x ∈ Rd,
Dα−1 ◦ (E −Aα)−
1
2 (f)(x) =
1
2
√
π
∫ +∞
0
e−t
t
3
2
− 1
α
(
E
(
Xαf
(
x+ t
1
αXα
))
− E
(
Xαf
(
x− t 1αXα
)))
dt.
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Finally, a Fubini’s argument ensures that, for all f ∈ S(Rd) and all x ∈ Rd,
Dα−1 ◦ (E −Aα)−
1
2 (f)(x) =
1
2
√
π
∫
Rd
y
(∫ +∞
0
e−t
t
3
2
− 1
α
(
f
(
x+ t
1
α y
)
− f
(
x− t 1α y
))
dt
)
µα(dy).
A similar reasoning provides an analogous representation for the action of (Dα−1)∗◦(E −Aα)−
1
2 on
S(Rd) leading to (1.30). Formulae (1.28), (1.29) and (1.31) follow in a completely similar way.
In the next sections, based on these representations, let us investigate the Lp-continuity properties
of the Riesz transforms associated with the four semigroups defined in (1.9), (1.10), (1.11) and
(1.12). While the results regarding the semigroups (PHt )t≥0 and (P
γ
t )t≥0 are very classical, the ones
regarding the semigroups (Pαt )t≥0 and (P
να
t )t≥0 seems to be new (for related results regarding the
fractional Laplacians in Rd see [26], for results regarding characterizations of the Bessel fractional
spaces see [45] and for a Fourier multiplier theorem in connection with Le´vy processes see [7]). Note
also that the method of proof based on Bismut-type formulae is kind of new.In the next section,
let us further study the homogeneous case.
2 The Classical Cases
In this section, let us study continuity properties of the Riesz transform Dα−1 ◦ (E −Aα)−
1
2 , for
α ∈ (1, 2). Let us start with the rotationally invariant case. The next result is a combination
of Proposition 1.1 together with the Lp(Rd, dx)-boundedness of the classical homogeneous Riesz
transform (see, e.g., [16, 19]). For this purpose, let us recall its spherical representation used, e.g.,
in [15, Proof of Theorem 1 page 194] in order to obtain dimension free estimate. Namely, for all
f ∈ S(Rd), all x ∈ Rd and all j ∈ {1, . . . , d},
R2,hj (f)(x) =
Γ
(
d+1
2
)
2π
d−1
2
∫
Sd−1
yjHy(f)(x)λ(dy), (2.1)
where Hy is a directional Hilbert transform characterized in Fourier domain by the directional
bounded multiplier my defined, for all ξ ∈ Rd and all y ∈ Sd−1, by
my(ξ) = −i sign (〈y; ξ〉) . (2.2)
Finally, recall that the classical homogeneous Riesz transform admits the following Fourier repre-
sentation (see, e.g., [19, Proposition 4.1.14.]); for all f ∈ S(Rd), all ξ ∈ Rd with ξ 6= 0 and all
j ∈ {1, . . . , d},
F
(
R2,hj (f)
)
(ξ) = − iξj‖ξ‖F(f)(ξ). (2.3)
Lemma 2.1. Let α ∈ (1, 2) and let να,rot be the Le´vy measure given by (1.6). Then, for all
f ∈ S(Rd), all x ∈ Rd and all j ∈ {1, . . . , d},
Dα−1j ◦ (E −Aα)−
1
2 (f)(x) = R2,hj (Sα(f)) (x) = Sα(R2,hj (f))(x), (2.4)
where Sα is a linear operator defined in Fourier domain, for all f ∈ S(Rd) and all ξ ∈ Rd, by
F (Sα(f)) (ξ) = −α
√
2‖ξ‖α−1
(2 + ‖ξ‖α) 12
F(f)(ξ). (2.5)
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Moreover, for all p ∈ (1,+∞), all f ∈ Lp(Rd, dx) and all j ∈ {1, . . . , d},
‖Dα−1j ◦ (E −Aα)−
1
2 (f)‖Lp(Rd,dx) ≤ Cα,d,p‖f‖Lp(Rd,dx), (2.6)
for some Cα,d,p > 0 depending on α, on d and on p.
Proof. Step 1 : Let us start with the proof of (2.4). Observe that, for all t > 0, all ξ ∈ Rd such
that ξ 6= 0 and all j ∈ {1, . . . , d},∫
Rd
yje
i〈yt
1
α ;ξ〉µα(dy) =
1
it
1
α
∂
∂ξj
(∫
Rd
ei〈yt
1
α ;ξ〉µα(dy)
)
=
1
it
1
α
∂
∂ξj
(
exp
(
−t‖ξ‖
α
2
))
,
=
iα
2t
1
α
tξj
‖ξ‖2−α µˆα
(
t
1
α ξ
)
.
Thus, for all t > 0, all ξ ∈ Rd such that ξ 6= 0 and all j ∈ {1, . . . , d},∫
Rd
yj
(
ei〈yt
1
α ;ξ〉 − e−i〈yt
1
α ;ξ〉
)
µα(dy) =
iα
t
1
α
tξj
‖ξ‖2−α µˆα
(
t
1
α ξ
)
. (2.7)
Now, integrating with respect to t, for all ξ ∈ Rd,∫ +∞
0
e−t
t
3
2
− 1
α
t
t
1
α
µˆα
(
t
1
α ξ
)
dt =
√
2π
(2 + ‖ξ‖α) 12
. (2.8)
Then, thanks to Proposition 1.1, a Fubini’s argument, (2.7) and (2.8), for all f ∈ S(Rd), all x ∈ Rd
and all j ∈ {1, . . . , d},
Dα−1j ◦ (E −Aα)−
1
2 (f)(x) =
1√
π
∫ +∞
0
e−t
t
3
2
− 1
α
(
EXα,jf
(
x+ t
1
αXα
)
− EXα,jf
(
x− t 1αXα
))
dt,
=
1√
π
∫
Rd
F(f)(ξ)ei〈x;ξ〉
(∫ +∞
0
e−t
t
3
2
− 1
α
(∫
Rd
yj
(
ei〈yt
1
α ;ξ〉
− e−i〈yt
1
α ;ξ〉
)
µα(dy)
)
dt
)
dξ
(2π)d
,
=
1√
π
∫
Rd
F(f)(ξ)ei〈x;ξ〉
(∫ +∞
0
e−t
t
3
2
− 1
α
iα
t
1
α
tξj
‖ξ‖2−α µˆα
(
t
1
α ξ
)
dt
)
dξ
(2π)d
,
= α
√
2
∫
Rd
F(f)(ξ)ei〈x;ξ〉 iξj‖ξ‖
‖ξ‖α−1
(2 + ‖ξ‖α) 12
dξ
(2π)d
.
Next, let Sα be the linear operator defined, for all f ∈ S(Rd) and all ξ ∈ Rd, by
F(Sα(f))(ξ) = −α
√
2‖ξ‖α−1
(2 + ‖ξ‖α) 12
F(f)(ξ).
Then, thanks to (2.3), for all f ∈ S(Rd) and all x ∈ Rd,
Dα−1j ◦ (E −Aα)−
1
2 (f)(x) = R2,hj (Sα(f))(x).
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Step 2 : To conclude, let us prove that the operator Sα is a bounded operator from L
p(Rd, dx) to
Lp(Rd, dx), for all p ∈ (1,+∞). Let mα be defined, for all ξ ∈ Rd, by
mα(ξ) :=
−α√2‖ξ‖α−1
(2 + ‖ξ‖α) 12
.
Note that mα is bounded on R
d. Now, let ψα be the function defined, for all r ∈ (0,+∞), by
ψα(r) :=
−α√2rα−12(
2 + r
α
2
) 1
2
,
so that ψα
(‖ξ‖2) = mα(ξ), for ξ ∈ Rd. Let β be a multi-index such that |β| ≤ ⌊d2⌋ + 1. First,
observe that, for all r > 0 and all k ∈ {1, . . . , ⌊d2⌋+ 1},
ψ(k)α (r) =
r
α−1
2
−kPα,k(r
α
2 )(
2 + r
α
2
) 1
2
+k
, (2.9)
where Pα,k is a polynomial of degree k whose coefficients depend on α and on k (see Lemma
4.1 of the Appendix). Let us start the boundings with the extreme cases. Let j ∈ {1, . . . , d}
and let us assume that β = (0, . . . , 0, |β|, 0, . . . , 0) with the non-zero coordinate being at the j-th
position. Note that ∂ξj
(‖ξ‖2) = 2ξj , ∂2ξj (‖ξ‖2) = 2 and ∂kξj (‖ξ‖2) = 0, for all k ≥ 3 (and also
∂2ξj ,ξm
(‖ξ‖2) = 0, for all j,m ∈ {1, . . . , d} with j 6= m). Then, by a recursive argument (see Lemma
4.2 of the Appendix), for all ξ ∈ Rd such that ξ 6= 0,
Dβξ
(
ψα
(‖ξ‖2)) = ∂|β|ξj (ψα (‖ξ‖2)) =
⌊
|β|
2
⌋∑
p=0
Cp (|β|) (ξj)|β|−2pψ(|β|−p)α
(‖ξ‖2) ,
for some constants Cp (|β|) > 0 only depending on p and on |β|. Thus, for all ξ ∈ Rd,
∣∣∣Dβξ (ψα (‖ξ‖2))∣∣∣ ≤
⌊
|β|
2
⌋∑
p=0
Cp (|β|) ‖ξ‖|β|−2p
∣∣∣ψ(|β|−p)α (‖ξ‖2)∣∣∣ . (2.10)
Using (2.9), for all ξ ∈ Rd with ξ 6= 0 and all p ∈ {0, . . . , ⌊ |β|2 ⌋},
‖ξ‖|β|−2p
∣∣∣ψ(|β|−p)α (‖ξ‖2)∣∣∣ ≤ ‖ξ‖|β|−2p ‖ξ‖α−1−2|β|+2p|Pα,|β|−p(‖ξ‖α)|
(2 + ‖ξ‖α) 12+|β|−p
,
≤ Cα,β,p
(
1 + · · ·+ ‖ξ‖α(|β|−p)
) ‖ξ‖α−1−|β|
(2 + ‖ξ‖α) 12+|β|−p
,
≤ Cα,β,p
(
1 + · · ·+ ‖ξ‖α(|β|−p)
) ‖ξ‖α−1
(2 + ‖ξ‖α) 12+|β|−p
‖ξ‖−|β|.
Now, observe that the non-negative valued function Ψα,|β| defined, for all r ≥ 0, by
Ψα,|β|(r) =
(
1 + · · ·+ rα(|β|−p)
) rα−1
(2 + rα)
1
2
+|β|−p
,
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is bounded on [0,+∞). Thus, for all ξ ∈ Rd with ξ 6= 0 and all p ∈ {0, . . . , ⌊ |β|2 ⌋},
‖ξ‖|β|−2p
∣∣∣ψ(|β|−p)α (‖ξ‖2)∣∣∣ ≤ C˜α,β,p‖ξ‖−|β|, (2.11)
for some C˜α,β,p > 0 only depending on α, β and p. Combining (2.10) and (2.11), for all ξ ∈ Rd
such that ξ 6= 0, ∣∣∣Dβξ (ψα (‖ξ‖2))∣∣∣ ≤ C˜α,β‖ξ‖−|β|. (2.12)
Next, let j1, . . . , j|β| be in {1, . . . , d} such that jk 6= jℓ for all k 6= ℓ in {1, . . . , |β|} (note that
|β| ≤ d). Then, for all ξ ∈ Rd such that ξ 6= 0,
Dβξ
(
ψα
(‖ξ‖2)) = ∂|β|ξj1 ...ξj|β| (ψα (‖ξ‖2)) = 2|β|ξj1 . . . ξj|β|ψ(|β|)α (‖ξ‖2) .
Thus, for all ξ ∈ Rd such that ξ 6= 0,
|Dβξ
(
ψα
(‖ξ‖2)) | ≤ 2|β|‖ξ‖|β|ψ(|β|)α (‖ξ‖2) ,
≤ Cα,|β|‖ξ‖|β|
‖ξ‖α−1−2|β| (1 + · · ·+ ‖ξ‖α|β|)
(2 + ‖ξ‖α) 12+|β|
≤ Cα,|β|
‖ξ‖α−1 (1 + · · ·+ ‖ξ‖α|β|)
(2 + ‖ξ‖α) 12+|β|
‖ξ‖−|β|,
≤ C˜α,|β|‖ξ‖−|β|.
To conclude, let us deal with the general case. Let γ ∈ {1, . . . , |β|}, let j1, . . . , jγ be in {1, . . . , d}
such that jk 6= jℓ for all k 6= ℓ in {1, . . . , γ} and let m1, . . . ,mγ be integers greater than 1 such that∑γ
ℓ=1mℓ = |β|. Then, for all ξ ∈ Rd such that ξ 6= 0,
Dβξ
(
ψα(‖ξ‖2)
)
= ∂m1ξj1
. . . ∂
mγ
ξjγ
(
ψα(‖ξ‖2)
)
.
Using iteratively Lemma 4.2, for all ξ ∈ Rd such that ξ 6= 0,
Dβξ
(
ψα(‖ξ‖2)
)
= ∂m2ξj2
. . . ∂
mγ
ξjγ

⌊
m1
2
⌋∑
p=0
Cp(m1) (ξj1)
m1−2p ψ(m1−p)α
(‖ξ‖2)

 ,
=
⌊
m1
2
⌋∑
p1=0
· · ·
⌊
mγ
2
⌋∑
pγ=0
Cp1(m1) . . . Cpγ (mγ) (ξj1)
m1−2p1 . . .
(
ξjγ
)mγ−2pγ ψ(|β|−(p1+···+pγ))α (‖ξ‖2) .
(2.13)
Now, for all ξ ∈ Rd such that ξ 6= 0 and all p1, . . . , pγ ,∣∣∣(ξj1)m1−2p1 . . . (ξjγ)mγ−2pγ ψ(|β|−(p1+···+pγ))α (‖ξ‖2)∣∣∣ ≤ Cα,|β|,p1,...,pγ‖ξ‖|β|−2(p1+···+pγ) ‖ξ‖α−1−2|β|+2(p1+···+pγ)
(2 + ‖ξ‖α) 12+|β|−(p1+···+pγ)
×
(
1 + · · · + ‖ξ‖α(|β|−(p1+···+pγ))
)
,
≤ Cα,|β|,p1,...,pγ
‖ξ‖α−1
(2 + ‖ξ‖α) 12+|β|−(p1+···+pγ)
‖ξ‖−|β|
×
(
1 + · · · + ‖ξ‖α(|β|−(p1+···+pγ))
)
,
≤ C˜α,|β|,p1,...,pγ‖ξ‖−|β|. (2.14)
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Combining (2.13) and (2.14), for all ξ ∈ Rd such that ξ 6= 0,∣∣∣Dβξ (ψα(‖ξ‖2))∣∣∣ ≤ C˜α,|β|,γ‖ξ‖−|β|,
for some C˜α,|β|,γ > 0 only depending on α, |β| and γ. Then, [19, Theorem 5.2.7. page 367] implies
that the operator Sα is a bounded linear operator from L
p(Rd, dx) to Lp(Rd, dx), for all p ∈ (1,+∞).
The end of the proof follows straightforwardly using the representation (2.4).
A few words are in order before moving to generalizations and sharper versions of this result. First,
note that the bounds obtained on the quantities
∣∣Dβξ (mα(ξ)) ∣∣, for β ∈ Nd0 with |β| ≤ ⌊d2⌋+1, depend
roughly on the dimension. Thus, the corresponding bound on the operator norm of Sα does not
seem to be sharp.
Moreover, in [5], for a certain class of radial multipliers, dimension free estimates are obtained
for the Lp(Rd, dx)-boundedness of the corresponding convolution operators (see [5, Theorem 1]).
The proof rests upon the method of transference (see [12] for a standard reference).
Then, in the sequel, in order to get a more precise estimate on the constant Cα,d,p of Lemma 2.1
(and to generalize this result to other symmetric stable Le´vy measures), let us combine Proposition
1.2 together with the method of transference and one-dimensional multiplier theory.
Proposition 2.1. Let α ∈ (1, 2), let να be the Le´vy measure on Rd defined by (1.3) with a symmet-
ric spherical component σ, let µα be the associated α-stable probability measure on R
d, let Dα−1 be
defined by (1.16) and let Aα be defined by (1.26). Then, for all p ∈ (1,+∞) and all f ∈ Lp(Rd, dx),
‖‖Dα−1 ◦ (E −Aα)−
1
2 (f)‖‖Lp(Rd,dx) ≤ Cα,p
(∫
Rd
‖y‖µα(dy)
)
‖f‖Lp(Rd,dx), (2.15)
where Cα,p is given by
Cα,p = Cmax
(
p, (p− 1)−1)max
(
(2− α)Γ ( 1α − 12)
2
+ αΓ
(
1
2
+
1
α
)
, ‖ρα‖∞,R
)
, (2.16)
with ρα defined, for all ξ ∈ R, by
ρα(ξ) = 2iα
∫ +∞
0
e−t
α
t
α
2
sin (ξt) dt,
and with C > 0 a numerical constant independent of α, p and d.
Proof. First, for y ∈ Rd fixed, let us introduce the operator T yα : for all f ∈ S(Rd) and all x ∈ Rd,
T yα(f)(x) =
∫ +∞
0
e−t
t
3
2
− 1
α
(
f(x+ t
1
α y)− f(x− t 1α y)
)
dt.
Then, thanks to Proposition 1.2, for all f ∈ S(Rd) and all x ∈ Rd,
Dα−1 ◦ (E −Aα)−
1
2 (f)(x) =
1
2
√
π
∫
Rd
yT yα(f)(x)µα(dy). (2.17)
Let y be fixed in Rd such that y 6= 0. Next, let (ψyu)u∈R be the continuous family of mappings from
R
d to Rd defined, for all x ∈ Rd and all u ∈ R, by
ψyu(x) = x+ uy.
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Note that, for u, v ∈ R, ψyu+v(x) = ψyu ◦ ψyv(x), that ψy0(x) = x and that ψyu is measure preserving
in the sense that, for all p ∈ (1,+∞), all f ∈ Lp(Rd, dx) and all u ∈ R,∫
Rd
|f ◦ ψyu(x)|pdx =
∫
Rd
|f(x+ uy)|pdx =
∫
Rd
|f(x)|pdx,
thanks to the translation invariance of the Lebesgue measure. Associated with this continuous
family of mappings, let us introduce the continuous family of linear operators, (Ryu)u∈R, defined,
for all f ∈ Lp(Rd, dx) and all u ∈ R, by
Ryu(f) = f ◦ ψyu.
Moreover, for all f, g ∈ S(Rd) and all u ∈ R,∫
Rd
Ryu(f)(x)g(x)dx =
∫
Rd
f(x)Ry−u(g)(x)dx,
so that the operator Ry−u is the dual of the operator R
y
u in L2(Rd, dx). Now, by the change of
variables u = t
1
α , for all f ∈ S(Rd) and all x ∈ Rd,
T yα(f)(x) = α
∫ +∞
0
e−u
α
u
3α
2
−1
(f(x+ uy)− f(x− uy)) uα−1du,
= α
∫ +∞
0
e−u
α
u
α
2
(f(x+ uy)− f(x− uy)) du,
= α
∫ +∞
0
e−u
α
u
α
2
(
Ryu(f)(x)−Ry−u(f)(x)
)
du. (2.18)
Thus, let us introduce the one-dimensional integral operator Hα defined, for all f ∈ S(R) and all
v ∈ R, by
Hα(f)(v) = α
∫ +∞
0
e−u
α
u
α
2
(f(v + u)− f(v − u)) du. (2.19)
Then, based on (2.18) and on (2.19), for all f ∈ S(Rd) and all x ∈ Rd,
T yα(f)(x) = Hα(Ry(f)(x))(0). (2.20)
Moreover, since y is a non-null vector of Rd, every x ∈ Rd can be written as x = vxey + wx where
ey is equal to
y
‖y‖ , vx is a scalar in R and wx belongs to the orthogonal complement of the linear
span of ey. Thus, thanks to (2.20), for all f ∈ S(Rd) and all x ∈ Rd,
T yα(f)(x) = Hα(Ry(f)(x))(0),
= Hα(Ry(f)(vxey + wx))(0),
= Hα(Ry(f)(wx))
(
vx
‖y‖
)
. (2.21)
First, let us assume that the following bound holds true: for all p ∈ (1,+∞) and all f ∈ Lp(R),
‖Hα(f)‖Lp(R,dx) ≤ Cα,p‖f‖Lp(R,dx), (2.22)
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for some positive constant Cα,p depending on α and on p. Then, by transference, for all p ∈ (1,+∞)
and all f ∈ S(Rd),∫
Rd
|T yα(f)(x)|pdx =
∫
Rd−1
(∫
R
|Hα(Ry(f)(w))
(
v
‖y‖
)
|pdv
)
dw,
= ‖y‖
∫
Rd−1
(∫
R
|Hα(Ry(f)(w)) (v) |pdv
)
dw,
= ‖y‖∥∥‖Hα(Ry(f)(w))‖Lp(R,dv)∥∥pLp(Rd−1,dw) ,
≤ ‖y‖Cpα,p‖‖Ry(f)(w)‖Lp(R,dv)‖pLp(Rd−1,dw),
≤ ‖y‖Cpα,p
∫
Rd−1
(∫
R
|Ryv(f)(w)|pdv
)
dw,
≤ ‖y‖Cpα,p
∫
Rd−1
(∫
R
|f(vy + w)|pdv
)
dw,
≤ Cpα,p
∫
Rd−1
(∫
R
|f(vey + w)|pdv
)
dw.
Thus, for all p ∈ (1,+∞) and all f ∈ S(Rd),
‖T yα(f)‖Lp(Rd,dx) ≤ Cα,p‖f‖Lp(Rd,dx). (2.23)
Combining (2.17) and (2.23) together with Minkowski’s integral inequality implies
‖‖Dα−1 ◦ (E −Aα)−
1
2 (f)‖‖Lp(Rd,dx) =
1
2
√
π
∥∥∥∥
∥∥∥∥
∫
Rd
yT yα(f)µα(dy)
∥∥∥∥
∥∥∥∥
Lp(Rd,dx)
≤ Cα,p
2
√
π
(∫
Rd
‖y‖µα(dy)
)
‖f‖Lp(Rd,dx).
To conclude the proof of the proposition, let us prove inequality (2.22). First, by Fourier inversion,
for all f ∈ S(R) and all x ∈ R,
Hα(f)(x) = α
∫ +∞
0
e−u
α
u
α
2
(f(x+ u)− f(x− u)) du,
=
∫ +∞
0
e−t
t
3
2
− 1
α
(
f(x+ t
1
α )− f(x− t 1α )
)
dt,
=
1
(2π)
∫
R
F(f)(ξ)eixξ
(∫ +∞
0
e−t
t
3
2
− 1
α
(
eiξt
1
α − e−iξt
1
α
)
dt
)
dξ,
=
1
(2π)
∫
R
F(f)(ξ)eixξρα(ξ)dξ,
where ρα is defined, for all ξ ∈ R, by
ρα(ξ) = 2i
∫ +∞
0
e−t
t
3
2
− 1
α
sin
(
ξt
1
α
)
dt = 2iα
∫ +∞
0
e−t
α
t
α
2
sin (ξt) dt.
Let us bound finely the symbol ρα (and its first derivative) by taking into account the regularization
effect induced by the sine function. First, observe that ρα(0) = 0 and that lim|ξ|→+∞ ρα(ξ) = 0
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(thanks to the Riemann-Lebesgue lemma). Also, the function ρα is continuous on R, so that
‖ρα‖∞,R < +∞ . Moreover, for all ξ > 0,
ρ2(ξ) = 4i
∫ +∞
0
e−t
2
t
sin (ξt) dt = i4
√
π
∫ ξ
2
0
e−t
2
dt,
where a Fubini’s argument has been used to establish the last equality. Then, ‖ρ2‖∞,R ≤ 2π < +∞.
Finally, by a Fubini’s argument again, for all ξ > 0,
ρα(ξ) = 2iα
∫ ξ
0
(∫ +∞
0
e−t
α
t1−
α
2 cos(tu)dt
)
du,
= 2Γ
(
2
α
− 1
2
)
i
∫ ξ
0
(∫ +∞
0
fα(t) cos(tu)dt
)
du (2.24)
where fα is the probability density function defined, for all t > 0, by
fα(t) =
αt1−
α
2
Γ
(
2
α − 12
)e−tα ,
with Γ the Euler gamma function.The function fα is differentiable on (0,+∞) and its first derivative
is integrable on (0,+∞) so that the function ϕα defined, for all u ∈ (0,+∞), by
ϕα(u) =
∫ +∞
0
fα(t) cos(tu)dt,
decays at least as u−1 when u tends to +∞. Moreover, by straightforward computations,∫ +∞
0
|f (1)α (t)|dt ≤
(2− α)Γ ( 1α − 12)
2Γ
(
2
α − 12
) + αΓ
(
1
2 +
1
α
)
Γ
(
2
α − 12
) .
Then, ρα is differentiable on R and, for all ξ > 0 (and similarly for all ξ < 0),
ρ(1)α (ξ) = 2Γ
(
2
α
− 1
2
)
iϕα(ξ) = −2Γ
(
2
α
− 1
2
)
i
1
ξ
∫ +∞
0
f (1)α (t) sin (tξ) dt,
where an integration by parts has been used in the last equality. Thus, for all ξ ∈ R with ξ 6= 0,
∣∣∣ρ(1)α (ξ)∣∣∣ ≤ 2
(
(2− α)Γ ( 1α − 12)
2
+ αΓ
(
1
2
+
1
α
))
1
|ξ| . (2.25)
Then, [19, Theorem 5.2.7 page 367] combined with (2.25) concludes the proof of the proposition.
Before moving to the converse inequality, let us comment a bit on the bound. Taking να,rot (given
by (1.6)) and α = 2, Proposition 2.1 suggests, for all p ∈ (1,+∞) and all f ∈ Lp(Rd, dx), that
‖‖∇ ◦ (E −AH)−
1
2 (f)‖‖Lp(Rd,dx) ≤ C2,p
(∫
Rd
‖y‖γ(dy)
)
‖f‖Lp(Rd,dx), (2.26)
with C2,p given by
C2,p = Cmax
(
p, (p− 1)−1)max (4, 2π) = C˜max (p, (p − 1)−1) , (2.27)
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for some C˜ > 0 not depending on p and on d. The pre-factor appearing in (2.26) is not optimal
since it depends on the dimension of the ambient space Rd. Actually, in this case, it is possible to
refine the argument of the proof of Proposition 2.1 by using the independence of the coordinates
of a random vector with law γ in order to reach dimension free estimate. Namely, by duality, for
all f ∈ S(Rd) and all x ∈ Rd,
‖∇ ◦ (E −AH)−
1
2 (f)(x)‖ = 1
2
√
π
sup
z∈Rd,‖z‖=1
∣∣∣∣〈z;
∫
Rd
yT y2 (f)(x)γ(dy)〉
∣∣∣∣ ,
=
1
2
√
π
sup
z∈Rd,‖z‖=1
∣∣∣∣
∫
Rd
〈z; y〉T y2 (f)(x)γ(dy)
∣∣∣∣ .
Now, using Ho¨lder’s inequality and the fact that, under γ, 〈z; y〉 is a centered Gaussian random
variable with variance
∑d
k=1 z
2
k = 1,
‖∇ ◦ (E −AH)−
1
2 (f)(x)‖ ≤ γ2(q)
2
√
π
(∫
Rd
|T y2 (f)(x)|pγ(dy)
) 1
p
,
with q = p/(p − 1) and γ2(q) is defined by
γ2(q) =
(∫
R
|t|qe− |t|
2
2
dt
(2π)
1
2
)1
q
.
Then, inequality (2.26) becomes
‖‖∇ ◦ (E −AH)−
1
2 (f)‖‖Lp(Rd,dx) ≤ C˜max
(
p, (p − 1)−1) γ2(q)‖f‖Lp(Rd,dx). (2.28)
Recalling that γ2(q) ∼
√
q
e as q tends to +∞, the dependence on p (when p tends to 1) is comparable
to the one obtained in [37]. A similar reasoning can be performed in the general stable situation of
Proposition 2.1. Once again, by duality and Ho¨lder’s inequality, for all p ∈ (α/(α − 1),+∞) and
all f ∈ S(Rd),
‖‖Dα−1 ◦ (E −Aα)−
1
2 (f)‖‖Lp(Rd,dx) ≤ Cα,p sup
z∈Rd,‖z‖=1
(∫
Rd
|〈y; z〉|qµα(dy)
) 1
q
‖f‖Lp(Rd,dx). (2.29)
Let us discuss briefly how to estimate the quantity γα(q) defined, for all q ∈ (1, α), by
γα(q) := sup
z∈Rd,‖z‖=1
(∫
Rd
|〈y; z〉|qµα(dy)
) 1
q
, (2.30)
based on assumptions on the corresponding Le´vy measure να. For all z ∈ Sd−1, under µα, the
random variable 〈z; y〉 has an α-stable distribution whose characteristic function is given (thanks
to (1.5)), for all ξ ∈ R, by∫
Rd
eiξ〈z;y〉µα(dy) = exp
(
−|ξ|α
∫
Sd−1
|〈z;x〉|αλ1(dx)
)
,
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so that, under µα, 〈z; y〉 is an α-stable symmetric random variable on R with scale parameter
depending on z. Thus, denoting by Yα a random variable with characteristic function given, for all
ξ ∈ R, by E exp(iξYα) = exp (−|ξ|α), one has,∫
Rd
eiξ〈z;y〉µα(dy) = Ee
iξσα(z)Yα ,
with σα(z) defined, for all z ∈ Sd−1, by σα(z) =
(∫
Sd−1
|〈z;x〉|αλ1(dx)
) 1
α . Then, for all q ∈ (1, α),
γα(q) := (E|Yα|q)
1
q sup
z∈Rd,‖z‖=1
σα(z). (2.31)
In particular, for the rotationally invariant α-stable probability measure on Rd, inequality (2.29)
improves into the dimension free estimate:
Corollary 2.1. Let α ∈ (1, 2), let να,rot be the Le´vy measure on Rd defined by (1.6), let µα,rot
be the associated rotationally invariant α-stable probability measure on Rd, let Dα−1 be defined by
(1.16) and let Aα be defined by (1.26). Then, for all p ∈ (α/(α − 1),+∞) and all f ∈ Lp(Rd, dx),
‖‖Dα−1 ◦ (E −Aα)−
1
2 (f)‖‖Lp(Rd,dx) ≤
Cα,p
2
1
α
(E|Yα|q)
1
q ‖f‖Lp(Rd,dx), (2.32)
with Cα,p given by (2.16).
Moreover, by taking f in the Lp(Rd, dx)-domain of the unbounded operator (E −Aα)
1
2 , Proposition
2.1 provides the first-half of the problem of equivalence of norms associated with the operators
(−Aα) 12 and Dα−1. Indeed, for all p ∈ (1,+∞) and all f in the Lp(Rd, dx)-domain of (E −Aα)
1
2 ,
‖‖Dα−1(f)‖‖Lp(Rd,dx) ≤ Cα,p
(∫
Rd
‖y‖µα(dy)
)
‖ (E −Aα)
1
2 (f)‖Lp(Rd,dx). (2.33)
Next, let us study the converse inequality. In the classical homogeneous case (α = 2), it is well-
known that the converse inequality follows from (2.28) by a duality argument and an integration
by parts. For the sake of completeness, let us recall this argument.
Lemma 2.2. Let γ be the standard Gaussian measure on Rd given by (1.1) and let AH be the
operator defined by (1.24). Then, for all p ∈ (1,+∞) and all f ∈ C∞c (Rd),
‖ (E −AH)
1
2 (f)‖Lp(Rd,dx) ≤ ‖f‖Lp(Rd,dx) + C˜max
(
q, (q − 1)−1) γ2(p)‖‖∇(f)‖‖Lp(Rd,dx),
where q = p/(p − 1) and C˜ is a numerical positive constant not depending on p and on d.
Proof. Let p ∈ (1,+∞) and let f ∈ C∞c (Rd). First, by Fourier argument and an integration by
parts, for all g ∈ S(Rd),∫
Rd
(E −AH)
1
2 (f)(x) (E −AH)
1
2 (g)(x)dx = 〈(E −AH)
1
2 (f); (E −AH)
1
2 (g)〉L2(Rd,dx),
= 〈f ; (E −AH) (g)〉L2(Rd,dx),
= 〈f ; g〉L2(Rd,dx) − 〈f ;AH(g)〉L2(Rd,dx),
= 〈f ; g〉L2(Rd,dx) +
1
2
∫
Rd
〈∇(f)(x);∇(g)(x)〉dx.
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Now, let q = p/(p− 1) and let us introduce EH , a subset of Lq(Rd, dx), defined by
EH = {(E −AH)
1
2 (g), g ∈ D((E −AH)
1
2 )},
where D((E −AH)
1
2 ) is the Lq(Rd, dx)-domain of the unbounded operator (E −AH)
1
2 . But, [39,
Lemma 1] ensures that the set EH is dense in Lq(Rd, dx). Then, by duality,
‖ (E −AH)
1
2 (f)‖Lp(Rd,dx) = sup
g∗∈EH , ‖g∗‖Lq(Rd,dx)≤1
∣∣∣〈(E −AH) 12 (f); g∗〉∣∣∣ .
Next, let g∗ ∈ EH with ‖g∗‖Lq(Rd,dx) ≤ 1 and let g ∈ D((E −AH)
1
2 ) such that (E −AH)
1
2 (g) = g∗.
Then, by Ho¨lder’s inequality,∣∣∣〈(E −AH) 12 (f); g∗〉∣∣∣ =
∣∣∣∣〈f ; g〉+ 12
∫
Rd
〈∇(f)(x);∇(g)(x)〉dx
∣∣∣∣ ,
≤ ‖f‖Lp(Rd,dx)‖g‖Lq(Rd,dx) +
1
2
‖‖∇(f)‖‖Lp(Rd,dx)‖‖∇(g)‖‖Lq (Rd,dx).
Note that the gamma transform (E−AH)− 12 is a contraction on Lq(Rd, dx). Then, ‖g‖Lq(Rd,dx) ≤ 1.
Finally, applying (2.28),
‖ (E −AH)
1
2 (f)‖Lp(Rd,dx) ≤ ‖f‖Lp(Rd,dx) + C˜max
(
q, (q − 1)−1) γ2(p)‖‖∇(f)‖‖Lp(Rd,dx),
which concludes the proof of the lemma.
Before moving to the fractional result, let us make some observations regarding the operators
Aα and Dα−1. First, an integration by parts in the radial coordinate ensures, for all f ∈ C∞c (Rd)
and all x ∈ Rd, that
Aα(f)(x) = 1
α
∫
Rd
〈∇(f)(x+ u)−∇(f)(x);u〉να(du),
=
1
α
d∑
k=1
Dα−1k (∂k(f)) (x) =
1
α
d∑
k=1
∂k
(
Dα−1k (f)
)
(x).
Moreover, thanks to the symmetry of the spherical part of να, for all f ∈ C∞c (Rd) and all x ∈ Rd,
Aα(f)(x) = − 1
α
d∑
k=1
(Dα−1k )
∗ (∂k(f)) (x) = − 1
α
d∑
k=1
∂k
(
(Dα−1k )
∗(f)
)
(x).
Then, by duality, for all f, g ∈ C∞c (Rd),∫
Rd
Aα(f)(x)g(x)dx = 1
α
∫
Rd
〈∇(f)(x); (Dα−1)∗ (g)(x)〉dx = − 1
α
∫
Rd
〈Dα−1(f)(x);∇(g)(x)〉dx.
Proposition 2.2. Let α ∈ (1, 2), let να be the Le´vy measure on Rd defined by (1.3) with a symmet-
ric spherical component σ, let µα be the associated α-stable probability measure on R
d, let Dα−1 be
defined by (1.16) and let Aα be defined by (1.26). Then, for all p ∈ (1,+∞) and all f ∈ C∞c (Rd),
‖ (E −Aα)
1
2 (f)‖Lp(Rd,dx) ≤ ‖f‖Lp(Rd,dx) + Cα,q
(∫
Rd
‖y‖µα(dy)
)
‖‖∇(f)‖‖Lp(Rd,dx),
where q is equal to p/(p − 1) and the constant Cα,q is given by (2.16).
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Proof. First, observe that since σ is symmetric, the semigroup (Pαt )t≥0 is symmetric (on L
2(Rd, dx))
and so, by the spectral theorem, for all f, g ∈ C∞c (Rd),∫
Rd
(E −Aα)
1
2 (f)(x) (E −Aα)
1
2 (g)(x)dx = 〈f ; g〉L2(Rd,dx) − 〈f ;Aα(g)〉L2(Rd,dx).
Now, observe that, for all f, g ∈ C∞c (Rd),
−〈f ;Aα(g)〉L2(Rd,dx) =
1
α
∫
Rd
〈∇(f)(x);Dα−1(g)(x)〉dx,
so that, for all f, g ∈ C∞c (Rd),∫
Rd
(E −Aα)
1
2 (f)(x) (E −Aα)
1
2 (g)(x)dx = 〈f ; g〉L2(Rd,dx) +
1
α
∫
Rd
〈∇(f)(x);Dα−1(g)(x)〉dx.
Thus, by Ho¨lder’s inequality (with q = p/(p − 1)),∣∣∣∣
∫
Rd
(E −Aα)
1
2 (f)(x) (E −Aα)
1
2 (g)(x)dx
∣∣∣∣ ≤ ‖f‖Lp(Rd,dx)‖g‖Lq(Rd,dx)
+ ‖‖∇(f)‖‖Lp(Rd,dx)‖‖Dα−1(g)‖‖Lq (Rd,dx).
Then, from (2.33),∣∣∣∣
∫
Rd
(E −Aα)
1
2 (f)(x) (E −Aα)
1
2 (g)(x)dx
∣∣∣∣ ≤ ‖f‖Lp(Rd)‖g‖Lq(Rd,dx)
+ Cα,q‖‖∇(f)‖‖Lp(Rd,dx)
(∫
Rd
‖y‖µα(dy)
)
× ‖ (E −Aα)
1
2 (g)‖Lq(Rd,dx). (2.34)
Next, let us introduce the set Eα defined by
Eα := {(E −Aα)
1
2 (g), g ∈ D((E −Aα)
1
2 )},
where D((E −Aα)
1
2 ) is the Lq(Rd, dx)-domain of the unbounded operator (E −Aα)
1
2 . Recall that
the unbounded operator − (E −Aα)
1
2 is the generator of the subordinated semigroup defined, for
all f ∈ Lq(Rd, dx) and all t > 0, by
Qαt (f) =
∫ +∞
0
e−sPαs (f)νt(ds),
with νt defined, for all t > 0, by
νt(ds) := 1(0,+∞)(s)
t√
4πs3
e−
t2
4sds.
In particular, the subordinated semigroup inherits the properties of the semigroup (Pαt )t≥0: (Q
α
t )t≥0
is a semigroup of contracting symmetric operators on L2(Rd, dx) which are contracting on Lp(Rd, dx)
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for p ∈ [1,+∞]. Thus, thanks to [39, Lemma 1], the set Eα is dense in Lq(Rd, dx) for q ∈ (1,+∞).
Then, by duality,∥∥∥(E −Aα) 12 (f)∥∥∥
Lp(Rd,dx)
= sup
g∗∈Eα, ‖g∗‖Lq(Rd,dx)≤1
∣∣∣〈(E −Aα) 12 (f); g∗〉∣∣∣
Now, since g∗ ∈ Eα, let g ∈ D((E −Aα)
1
2 ) such that (E −Aα)
1
2 (g) = g∗. By (2.34),∣∣∣〈(E −Aα) 12 (f); g∗〉∣∣∣ ≤ ‖f‖Lp(Rd)‖g‖Lq(Rd,dx)
+Cα,q‖‖∇(f)‖‖Lp(Rd,dx)
(∫
Rd
‖y‖µα(dy)
)
× ‖ (E −Aα)
1
2 (g)‖Lq(Rd,dx).
The end of the proof follows.
3 The Stable Cases
To start this section, let us introduce some notations. Let Kα be the non-negative function defined,
for all t > 0, by
Kα(t) =
1
2
√
π
e−αt
√
t (1− e−αt)1− 1α
. (3.1)
Note, in particular, that the kernel Kα is integrable on (0,+∞). Moreover, let Iα be the linear
operator, defined, for all f ∈ S(Rd) and all x, y ∈ Rd, by
Iα(f)(x, y) =
∫ +∞
0
Kα(t)
(
f
(
xe−t + y(1− e−αt) 1α
)
− f
(
xe−t − y(1− e−αt) 1α
))
dt. (3.2)
Then, the stable Riesz transform admits the following representation; for all f ∈ S(Rd) and all
x ∈ Rd,
Dα−1 ◦ (E − Lα)− 12 (f)(x) =
∫
Rd
yIα(f)(x, y)µα(dy). (3.3)
The next proposition is concerned with the Lp(µα)-continuity of the stable Riesz transform. The
proof is based on the fact that the kernel Kα is integrable on (0,+∞).
Theorem 3.1. Let α ∈ (1, 2), let να be the Le´vy measure on Rd defined by (1.3) with a symmetric
spherical component σ, let µα be the associated α-stable probability measure on R
d given by (1.5),
let Dα−1 be defined by (1.16) and let Lα be defined by (1.27). Then, for all p ∈ (α/(α − 1),+∞)
and all f ∈ Lp(µα),
‖‖Dα−1 ◦ (E − Lα)− 12 (f)‖‖Lp(µα) ≤ 2γα(q)‖Kα‖L1((0,+∞),dt)‖f‖Lp(µα), (3.4)
with q = p/(p− 1) and with
γα(q) = (E|Yα|q)
1
q sup
z∈Rd,‖z‖=1
(∫
Sd−1
|〈z;x〉|αλ1(dx)
) 1
α
,
where λ1 is the spectral measure of µα and Yα is a symmetric α-stable random variable with char-
acteristic function exp (−|ξ|α), for ξ ∈ R.
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Proof. First, by duality and the representation (3.3), for all f ∈ S(Rd) and all x ∈ Rd,
‖Dα−1 ◦ (E − Lα)− 12 (f)(x)‖ = sup
z∈Rd, ‖z‖=1
∣∣∣∣〈z;
∫
Rd
yIα(f)(x, y)µα(dy)〉
∣∣∣∣ .
Let p ∈ (α/(α − 1),+∞) and let q be the dual exponent. Then, Ho¨lder’s inequality implies
‖Dα−1 ◦ (E − Lα)− 12 (f)(x)‖ ≤ sup
z∈Rd, ‖z‖=1
(∫
Rd
|〈y; z〉|q µα(dy)
) 1
q
(∫
Rd
|Iα(f)(x, y)|p µα(dy)
) 1
p
.
Now, performing an analysis similar to the one between inequalities (2.30) and (2.31), for all
f ∈ S(Rd) and all x ∈ Rd,
‖Dα−1 ◦ (E − Lα)− 12 (f)(x)‖ ≤ γα(q)
(∫
Rd
|Iα(f)(x, y)|p µα(dy)
) 1
p
.
Thus, for all f ∈ S(Rd)
‖‖Dα−1 ◦ (E − Lα)− 12 (f)‖‖Lp(µα) ≤ γα(q)‖Iα(f)‖Lp(µα⊗µα).
Minkowski’s integral inequality together with the fact that under µα⊗µα, xe−t± (1− e−αt) 1α y has
law µα concludes the proof of the proposition.
Note that for the rotationally invariant case, inequality (3.4) boils down to the dimension free
estimate, for all p ∈ (α/(α − 1),+∞) and all f ∈ Lp(µα,rot),
‖‖Dα−1 ◦ (E − Lα)− 12 (f)‖‖Lp(µα,rot) ≤
(E|Yα|q)
1
q
2
1
α
−1
‖Kα‖L1((0,+∞),dt)‖f‖Lp(µα,rot). (3.5)
However, one drawback of the previous inequality is that it does not pass to the limit as α tends
to 2−. Indeed, the L1-norm of the non-negative function Kα diverges as α tends to 2
−. Thus,
a more refined approach seems necessary in order to retrieve the famous Gaussian case (see, e.g.,
[47, Chapter 9 page 362] for relevant pointers to this very rich literature). One approach to the
Gaussian case which provides dimension free estimate is based, as in the homogeneous case, on an
elegant transference argument (see [37]) in order to obtain a sharp Lp(γ ⊗ γ)-continuity result for
the operator I2 (see also [18]). This transference argument takes into account the regularization
effect due to the symmetry of the Gaussian measure. Finally, it is not clear if such a transference
argument passes to the general symmetric α-stable situation.
To end this section, let us prove a similar result for the “carre´ de Mehler” semigroup. The proof
is based on a sharp regularization estimate which is specific to the non-Gaussian stable situation.
Theorem 3.2. Let α ∈ (1, 2), let να be the nondegenerate Le´vy measure on Rd defined by (1.3)
with a symmetric spherical component σ, let µα be the associated α-stable probability measure on R
d
given by (1.5), let Dα−1 be defined by (1.16) and let L be the generator of the “carre´ de Mehler””
semigroup. Then, for all p ∈ (α/(α − 1),+∞) and all f ∈ Lp(µα),
‖‖Dα−1 ◦ (E − L)− 12 (f)‖‖Lp(µα) ≤ α1−
1
αCαγα(q)
Γ
(
1
2 − 1α
)
√
π
‖f‖Lp(µα), (3.6)
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with q = p/(p− 1) and with
Cα = max
t≥0
t1−
1
α e−(α−1)t
(1− e−αt)1− 1α
, γα(q) = (E|Yα|q)
1
q sup
z∈Rd,‖z‖=1
(∫
Sd−1
|〈z;x〉|αλ1(dx)
) 1
α
,
where λ1 is the spectral measure of µα and Yα is a symmetric α-stable random variable with char-
acteristic function exp (−|ξ|α), for ξ ∈ R.
Proof. Thanks to formula (3.7), for all f ∈ S(Rd), all x ∈ Rd and all t > 0,
Dα−1(P ναt (f))(x) =
e−(α−1)t
(1− e−αt)1− 1α
∫
Rd
yf(xe−t + (1− e−αt) 1α y)µα(dy). (3.7)
Now, by duality and Ho¨lder’s inequality (q ∈ (1, α) and q = p/(p−1)), for all f ∈ S(Rd), all x ∈ Rd
and all t > 0,
‖Dα−1(P ναt (f))(x)‖ =
e−(α−1)t
(1− e−αt)1− 1α
sup
z∈Rd, ‖z‖=1
∣∣∣∣〈z;
∫
Rd
yf(xe−t + (1− e−αt) 1α y)µα(dy)〉
∣∣∣∣ ,
=
e−(α−1)t
(1− e−αt)1− 1α
sup
z∈Rd, ‖z‖=1
∣∣∣∣
∫
Rd
〈z; y〉f(xe−t + (1− e−αt) 1α y)µα(dy)
∣∣∣∣ ,
≤ e
−(α−1)t
(1− e−αt)1− 1α
γα(q)
(∫
Rd
∣∣∣f(xe−t + (1− e−αt) 1α y)∣∣∣p µα(dy)
) 1
p
,
≤ Cα
t1−
1
α
γα(q)
(∫
Rd
∣∣∣f(xe−t + (1− e−αt) 1α y)∣∣∣p µα(dy)
) 1
p
,
with Cα and γα(q) given, by
Cα = max
t≥0
t1−
1
α e−(α−1)t
(1− e−αt)1− 1α
, γα(q) = (E|Yα|q)
1
q sup
z∈Rd,‖z‖=1
(∫
Sd−1
|〈z;x〉|αλ1(dx)
) 1
α
.
Integrating with respect to µα gives
(∫
Rd
‖Dα−1(P ναt (f))(x)‖pµα(dx)
) 1
p
≤ Cα
t1−
1
α
γα(q)‖f‖Lp(µα).
This extends by density to all Lp(µα). Thus, for all t > 0 and all f ∈ Lp(µα) with p ∈ (α/(α −
1),+∞),
‖‖Dα−1(Pt(f))‖‖Lp(µα) ≤
α1−
1
αCα
t1−
1
α
γα(q)‖f‖Lp(µα).
Finally, the associated Riesz transform is given, for all f ∈ S(Rd), by
Dα−1 ◦ (E − L)− 12 (f) =
∫ +∞
0
e−t√
π
√
t
Dα−1(Pt(f))dt,
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where L is the generator of (Pt)t≥0. Then, for all f ∈ S(Rd),
‖‖Dα−1 ◦ (E − L)− 12 (f)‖‖Lp(µα) ≤
∫ +∞
0
e−t√
π
√
t
‖‖Dα−1(Pt(f))‖‖Lp(µα)dt,
≤ α1− 1αCαγα(q)
(∫ +∞
0
e−t
√
πt
3
2
− 1
α
dt
)
‖f‖Lp(µα),
≤ α1− 1αCαγα(q)
Γ
(
1
2 − 1α
)
√
π
‖f‖Lp(µα),
which concludes the proof of the theorem
4 Appendix
Lemma 4.1. Let α ∈ (1, 2) and let ψ˜α be the function defined, for all r ∈ (0,+∞), by
ψ˜α(r) =
r
α−1
2(
2 + r
α
2
) 1
2
Then, for all k ≥ 1 and all r ∈ (0,+∞),
ψ˜(k)α (r) =
r
α−1
2
−kP˜α,k(r
α
2 )
(2 + r
α
2 )
1
2
+k
,
where P˜α,k is a polynomial of degree k whose coefficients depend on k and on α.
Proof. The proof follows from a standard recursive argument.
Lemma 4.2. Let ψ be a real-valued function infinitely differentiable on (0,+∞).Then, for all
k ≥ 1, all j ∈ {1, . . . , d} and all ξ ∈ Rd such that ξ 6= 0,
∂kξj
(
ψ
(‖ξ‖2)) = ⌊
k
2
⌋∑
p=0
Cp(k) (ξj)
k−2p ψ(k−p)(‖ξ‖2), (4.1)
for some Cp(k) > 0 only depending on p and on k.
Proof. The proof relies on a classical recursive argument. First, observe that, for all j ∈ {1, . . . , d}
and all ξ ∈ Rd such that ξ 6= 0,
∂ξj
(
ψ
(‖ξ‖2)) = 2ξjψ(1) (‖ξ‖2) .
Now, let us assume that Equality (4.1) is true for some fixed integer k ≥ 1. Then, for all j ∈
{1, . . . , d} and all ξ ∈ Rd with ξ 6= 0,
∂k+1ξj
(
ψ
(‖ξ‖2)) = ∂ξj

⌊
k
2
⌋∑
p=0
Cp(k) (ξj)
k−2p ψ(k−p)(‖ξ‖2)

 ,
=
⌊k
2
⌋∑
p=0
Cp(k)∂ξj
(
(ξj)
k−2p ψ(k−p)(‖ξ‖2)
)
.
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Now, let us assume that k is even, namely k = 2m, for some integer m ≥ 1. Then, for all
j ∈ {1, . . . , d} and all ξ ∈ Rd with ξ 6= 0,
∂k+1ξj
(
ψ
(‖ξ‖2)) = m∑
p=0
Cp(2m)∂ξj
(
(ξj)
2m−2p ψ(2m−p)(‖ξ‖2)
)
,
= Cm(2m)∂ξj
(
ψ(m)
(‖ξ‖2))+ m−1∑
p=0
Cp(2m)∂ξj
(
(ξj)
2m−2p ψ(2m−p)(‖ξ‖2)
)
,
= Cm(2m)2ξjψ
(m+1)
(‖ξ‖2)+ m−1∑
p=0
Cp(2m)
(
(2m− 2p)(ξj)2m−2p−1ψ(2m−p)(‖ξ‖2)
+ 2(ξj)
2m−2p+1ψ(2m−p+1)
(‖ξ‖2)),
= Cm(2m)2ξjψ
(m+1)
(‖ξ‖2)+ m−1∑
p=0
Cp(2m)
(
(2m− 2p)(ξj)2m+1−2(p+1)ψ(2m−p)(‖ξ‖2)
+ 2(ξj)
2m+1−2pψ(2m+1−p)
(‖ξ‖2)),
= Cm(2m)2ξjψ
(m+1)
(‖ξ‖2)+ m∑
ℓ=1
Cℓ−1(2m)(2m − 2(ℓ− 1))(ξj)2m+1−2ℓψ(2m+1−ℓ)(‖ξ‖2)
+
m−1∑
p=0
2Cp(2m)(ξj)
2m+1−2pψ(2m+1−p)
(‖ξ‖2) .
where in the last equality the change of variables ℓ = p+ 1 have been performed for the first sum.
Now, rearranging the sums, for all j ∈ {1, . . . , d} and all ξ ∈ Rd with ξ 6= 0,
∂k+1ξj
(
ψ
(‖ξ‖2)) = (2Cm(2m) + 2Cm−1(2m)) ξjψ(m+1) (‖ξ‖2)
+
m−1∑
ℓ=1
Cℓ−1(2m)(2m − 2(ℓ− 1))(ξj)2m+1−2ℓψ(2m+1−ℓ)(‖ξ‖2)
+
m−1∑
p=1
2Cp(2m)(ξj)
2m+1−2pψ(2m+1−p)
(‖ξ‖2)
+ 2C0(2m)(ξj)
2m+1ψ(2m+1)
(‖ξ‖2) .
Thus, since k + 1 = 2m+ 1 and ⌊k+12 ⌋ = m, the heredity follows for k even. For k odd, a similar
reasoning ensures the heredity. This concludes the proof of the lemma.
To end this Appendix, let us provide two results regarding the “carre´ de Mehler” semigroup. These
results are partially based on the setting and the results obtained in [36] to represent the stable OU
semigroup as a second quantized operator on a Poisson Fock space and used to study its algebraic
and spectral properties. Then, for the sake of completeness, let us recall briefly this setting (see
also [28]): let (Ω,F ,P) be a probability space and let Z+(E) be the space of integer-valued σ-finite
measures on (E,B) endowed with the σ-field G making the mappings ξ 7→ ξ(B) measurable for
all B ∈ B. Then, let Π be a Poisson random measure on E with σ-finite intensity measure λ. Π
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induces a probability measure PΠ on (Z+(E),G) and a sigma field σ(Π) on Ω. Next, let L2(PΠ)
be the space of equivalence classes of measurable real-valued functionals such that EF 2(Π) < +∞.
For y ∈ E, the difference operator Dy is defined, for all measurable F : Z+(E) → R and all
ξ ∈ Z+(E), by Dy(F )(ξ) := F (ξ + δy) − F (ξ), where δy is the Dirac measure at point y ∈ E.
For all n ≥ 2 and all (y1, . . . , yn) ∈ En, let us define the iterated difference operator Dny1,...,yn by
the following formula, for all measurable F : Z+(E) → R and all ξ ∈ Z+(E), Dny1,...,yn(F )(ξ) :=∑
I⊂{1,...,n}(−1)n−#IF
(
ξ +
∑
i∈I δyi
)
, where #I denotes the cardinality of I. Clearly, this operator
is symmetric in y1, . . . , yn. Next, for n ≥ 1, let L2(En, λn) be the space of (equivalence classes
of) Bn-measurable real-valued functions on (En, λn) which are moreover square-integrable with
respect to λn and let L2(s)(E
n, λn) be the closed subspace of symmetric functions of L2(En, λn).
Then, let us define the following sequence of bounded linear operators from L2(PΠ) to L
2
(s)(E
n, λn),
n ≥ 1, for all measurable F ∈ L2(PΠ), all n ≥ 1 and all (y1, . . . , yn) ∈ En, T 0(F ) = EF (Π) and
T n(F )(y1, . . . , yn) = ED
n
y1,...,ynF (Π) =
∫
Z+(E)
Dny1,...,ynF (ξ)PΠ(dξ). Moreover, note that, for all
n ≥ 1,
‖T n‖L2(PΠ)→L2(s)(En,λn) := supF∈L2(PΠ)EF 2(Π)6=0
‖T n(F )‖L2(En,λn)
(EF 2(Π))
1
2
≤
√
n!.
Now, let us introduce the chaos decomposition on the Poisson space. For this purpose, let H0 = R
and let Hn := {In(f) : f ∈ L2(s)(En, λn)}, n ≥ 1, where In is the multiple Itoˆ integral with respect
to the compensated measure Π˜ = Π − λ. Let Pn be the orthogonal projection of L2(Ω, σ(Π),P)
into Hn. Then,
L2(Ω, σ(Π),P) =
+∞⊕
n=0
Hn,
with P0(F (Π)) = EF (Π) and Pn(F (Π)) :=
1
n!In(T
n(F )), n ≥ 1 and F ∈ L2(PΠ). Thanks to
[28, Theorem 1.3], for all F ∈ L2(PΠ), F (Π) =
∑+∞
n=0
1
n!In(T
n(F )), where the series converges in
L2(Ω, σ(Π),P). Moreover, thanks to [28, Theorem 1.1], for all F,G ∈ L2(PΠ), one has
EF (Π)G(Π) := T 0(F )T 0(G) +
+∞∑
n=1
1
n!
〈T n(F ), T n(G)〉L2(En,λn).
Finally, for any linear operator R from E to E, let us define, for all n ≥ 1, all f real-valued function
on En and all y1, . . . , yn ∈ En, ρnR(f)(y1, . . . , yn) = f(Ry1, . . . , Ryn). Now, as in [36, Section 4], it
is possible to define the second quantization of R as soon as ρR is a contraction on L
2(E,λ). Then,
one has, for all F ∈ L2(PΠ),
Γ(R)F (Π) :=
+∞∑
n=0
1
n!
In(ρ
n
R(T
n(F ))).
Note that Γ(R) is a contraction acting on L2(PΠ). To finish, let Π be a Poisson random measure
on Rd with intensity measure να. For any ξ ∈ Z+(E),
ξ(dx) := ξ(dx)1‖x‖>1 + (ξ(dx)− να(dx))1‖x‖≤1.
Next, set
Xα =
∫
Rd
xΠ(dx), (4.2)
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Then, Xα ∼ µα. Let j be the operator acting on L2(µα) and defined, for all f ∈ L2(µα) and all
ξ ∈ Z+(E), by j(f)(ξ) = f
(∫
Rd
xξ(dx)
)
. Note that j is an isometry from L2(µα) to L
2(PΠ) with
Ej(f)(Π)2 = Ef(X)2 =
∫
Rd
f(x)2µα(dx). Combined with the previous chaos decomposition, it
follows that, for all f ∈ L2(µα),
j(f)(Π) :=
+∞∑
n=0
1
n!
In(T
n(j(f))).
Observe that the hypothesis (H.1) to (H.5) of [36, Section 5, page 3464] are satisfied, so that,
thanks to [36, Corollary 6.2], the following representation holds true on L2(Ω, σ(Π),P)
P ναt (f)(Xα) :=
+∞∑
n=0
1
n!
In(ρ
n
e−t(T
n(j(f)))). (4.3)
Based on the previous representation, let us give an expression for the L2(µα) dual semigroup of
(P ναt )t≥0 (denoted by ((P
να
t )
∗)t≥0) and let us prove that both semigroups commute. Then, as a
byproduct, one obtains the generator of the product semigroup by a standard result of Trotter
(see, e.g., [46, Theorem 1]).
Theorem 4.1. Let α ∈ (0, 2) and let να be a Le´vy measure on Rd such that, for all c > 0,
c−αTc(να)(du) = να(du),
where Tc(να)(B) := να(B/c), for all B Borel set of R
d. Let µα be the nondegenerate α-stable
probability measure associated with να and defined by (1.4). Let (P
να
t )t≥0 be the L
2(µα)-extension
of the semigroup of operators defined by (1.12) and denote by ((P ναt )
∗)t≥0 its dual semigroup. Then,
for all s, t ≥ 0, the operators P ναt and (P ναs )∗ commute and the family of operators (Pt)t≥0 =
(P ναt/α ◦ (P ναt/α)∗)t≥0 is a C0-semigroup of contractions on L2(µα) with generator the closure of the
sum of the generators of (P ναt/α)t≥0 and of ((P
να
t/α)
∗)t≥0. Moreover, for all t ≥ 0 and all f ∈ L2(µα),
Pt(f)(Xα) :=
+∞∑
n=0
e−nt
n!
In(T
n(j(f))),
with Xα ∼ µα. Moreover, the domain of L, the L2(µα)-generator of (Pt)t≥0, is given by
D(L) = {f ∈ L2(µα) :
+∞∑
n=1
n2
n!
‖T n(j(f))‖2
L2(Rnd,ν⊗nα )
< +∞},
and, for all f ∈ D(L),
L(f)(Xα) = −
+∞∑
n=1
n
n!
In(T
n(j(f))),
where the convergence is in L2(Ω, σ(Π),P). Finally, the L2(µα)-generator of the semigroup (P
να
t )t≥0
is normal, i.e.,
Lα(Lα)∗ = (Lα)∗Lα, D(Lα) = D((Lα)∗).
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Proof. Let us start with a computation regarding the semigroup adjoint of (P ναt )t≥0. By definition
and using the chaotic expansion (4.3), for all f, g ∈ L2(µα) and all t ≥ 0,
〈(P ναt )∗(g); f〉 := 〈P ναt (f); g〉 = EP ναt (f)(Xα)g(Xα)
= Ej(P ναt (f))(Π)(j(g))(Π)
=
+∞∑
n=0
1
n!
〈ρne−tT n(j(f));T n(j(g))〉L2(Rnd,ν⊗nα ).
Now, observe that, for all n ≥ 1 and all t ≥ 0,
〈ρne−tT n(j(f));T n(j(g))〉L2(Rnd,ν⊗nα ) :=
∫
Rnd
T n(j(f))(e−ty1, . . . , e
−tyn)
× T n(j(g))(y1, . . . , yn)ν⊗nα (dy1, . . . , dyn)
Now, make the change of variables ri = e
tρi, for all i ∈ {1, . . . , n}, in the radial coordinates. Then,
for all n ≥ 0 and all t ≥ 0,
〈ρne−tT n(j(f));T n(j(g))〉L2(Rnd,ν⊗nα ) = e
−nαt
∫
Rnd
T n(j(f))(y1, . . . , yn)
× T n(j(g))(ety1, . . . , etyn)ν⊗nα (dy1, . . . , dyn)
= e−nαt〈T n(j(f)); ρnetT n(j(g))〉L2(Rnd,ν⊗nα ).
Then, it follows that
〈(P ναt )∗(g); f〉 =
+∞∑
n=0
1
n!
e−nαt〈T n(j(f)); ρnetT n(j(g))〉L2(Rnd,ν⊗nα ).
Namely, for all g ∈ L2(µα),
(P ναt )
∗(g)(Xα) =
+∞∑
n=0
e−nαt
n!
In(ρ
n
etT
n(j(g))),
so that, for all g ∈ L2(µα),
(P ναt/α)
∗(g)(Xα) =
+∞∑
n=0
e−nt
n!
In(ρ
n
et/α
T n(j(g))).
Now, let s, t ≥ 0 and let f, g ∈ L2(µα),
〈P ναt ◦ (P ναs )∗(f); g〉 = 〈(P ναs )∗(f); (P ναt )∗(g)〉
=
+∞∑
n=0
e−nα(t+s)
n!
〈ρnesT n(j(f)); ρnetT n(j(g))〉L2(Rnd,ν⊗nα )
Now, observe that, for all n ≥ 1 and all s, t ≥ 0
〈ρnesT n(j(f)); ρnetT n(j(g))〉L2(Rnd,ν⊗nα ) =
∫
Rnd
T n(j(f))(esy1, . . . , e
syn)
× T n(j(g))(ety1, . . . , etyn)ν⊗nα (dy1, . . . , dyn)
= enαs
∫
Rnd
T n(j(f))(y1, . . . , yn)
× T n(j(g))(et−sy1, . . . , et−syn)ν⊗nα (dy1, . . . , dyn)
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Then, for all s, t ≥ 0 and all f, g ∈ L2(µα),
〈P ναt ◦ (P ναs )∗(f); g〉 =
+∞∑
n=0
e−nαt
n!
〈T n(j(f)); ρnet−sT n(j(g))〉L2(Rnd,ν⊗nα )
=
+∞∑
n=0
e−nαt
n!
〈T n(j(f)); ρnet−sT n(j(g))〉L2(Rnd,ν⊗nα ).
Similarly, for all s, t ≥ 0 and all f, g ∈ L2(µα),
〈(P ναs )∗ ◦ P ναt (f); g〉 =
+∞∑
n=0
1
n!
〈ρne−tT n(j(f)); ρne−sT n(j(g))〉L2(Rnd,ν⊗nα )
=
+∞∑
n=0
e−nαt
n!
〈T n(j(f)); ρnet−sT n(j(g))〉L2(Rnd,ν⊗nα ).
Then, for all s, t ≥ 0 and all f, g ∈ L2(µα),
〈(P ναs )∗ ◦ P ναt (f); g〉 = 〈P ναt ◦ (P ναs )∗(f); g〉.
Namely, (P ναs )
∗ ◦P ναt = P ναt ◦ (P ναs )∗, for all s, t ≥ 0. By [46, Theorem 1], it follows that ((P ναt/α)∗ ◦
P να
t/α
)t≥0 is a C0-semigroup of contractions on L
2(µα) whose generator is given by the closure of
the sum of the generators of the C0-semigroups of contractions ((P
να
t/α)
∗)t≥0 and (P
να
t/α)t≥0. Now,
for all f, g ∈ L2(µα), one has, for all t ≥ 0,
〈Pt(f); g〉 = 〈P ναt/α(f);P ναt/α(g)〉
=
+∞∑
n=0
e−nt
n!
〈T n(j(f));T n(j(g))〉L2(Rnd,ν⊗nα ),
i.e., the following representation holds true
Pt(f)(Xα) =
+∞∑
n=0
e−nt
n!
In(T
n(j(f))).
Now, the domain of the L2(µα)-generator is defined by
D(L) := {f ∈ L2(µα) : lim
t→0+
Pt(f)− f
t
exists in L2(µα)}
Let us use the chaos expansion on the Poisson space to characterize this set. Let f ∈ L2(µα) be
such that
+∞∑
n=1
n2
n!
‖T n(j(f))‖2
L2(Rnd,ν⊗nα )
< +∞.
Then, one can define the following series converging in L2(Ω, σ(Π),P)
L(f) = −
∑
n=1
n
n!
In(T
n(j(f))).
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Then, for all t > 0, by orthogonality,
∥∥∥∥Pt(f)(Xα)− f(Xα)t − L(f)
∥∥∥∥
2
L2(P)
=
+∞∑
n=0
(
e−nt − 1
t
+ n
)2 ‖T n(j(f))‖2
L2(Rnd,ν⊗nα )
n!
. (4.4)
The right-hand side of (4.4) clearly converges to 0 as t tends to 0+. Let (tn)n≥1 be a sequence of
positive numbers which converges to 0 as n tends to +∞. From the previous limit, it follows that
((Ptn(f)− f)/tn)n≥1 is a Cauchy sequence in L2(µα) which is complete. Then,
{f ∈ L2(µα) :
+∞∑
n=1
n2
n!
‖T n(j(f))‖2
L2(Rnd,ν⊗nα )
< +∞} ⊂ D(L)
Now, let f ∈ D(L). Then, L(f) belongs to L2(µα) so that L(f)(Xα) is a well-defined element in
L2(Ω, σ(Π),P). Let us compute the chaos expansion of L(f)(Xα). This follows from the fact that
L(f)(Xα) := lim
t→0+
Pt(f)(Xα)− f(Xα)
t
, L2(Ω, σ(Π),P).
By projection on the n-th chaos, one gets, for all n ≥ 1,
1
n!
In(T
nj(L(f))) = −n
n!
In(T
n(j(f))),
This concludes the characterization of the domain of L. Finally, the normality of Lα is a direct
consequence of the commutativity of the operators P ναt and (P
να
s )
∗, for all s, t ≥ 0.
Next, Let us define, for all f ∈ L2(µα) and all g ∈ D(L),
E(f, g) = 〈f ; (−L)(g)〉L2(µα) =
+∞∑
n=1
n
n!
〈T n(j(g));T n(j(f))〉L2(Rnd,ν⊗nα ),
and let us consider the linear subspace L2(µα)
D (E) := {f ∈ L2(µα) :
+∞∑
n=1
n
n!
‖T n(j(f))‖2
L2(Rnd,ν⊗nα )
< +∞}.
Since n ≤ n2, for n ≥ 1, it should be clear that D (E) contains D(L). Then, D (E) is a dense linear
subspace of L2(µα). Moreover, for all f, g ∈ D (E), one has
E(f, g) =
+∞∑
n=1
n
n!
〈T n(j(g));T n(j(f))〉L2(Rnd,ν⊗nα ).
This bilinear symmetric form (E ,D (E)) is clearly closed since (L,D(L)) is a non-positive self-
adjoint operator on L2(µα). As proved in Theorem 4.1, the generator L is the closure of the sum
of generators of the semigroups (P ναt )t≥0 and ((P
να
t )
∗)t≥0 (divided by α).Then, for all (f, g) ∈
D(Lα) ⊂ D(L),
α E(f, g) = α 〈f ;−L(g)〉L2(µα) = 〈f ;−(Lα + (Lα)∗)(g)〉L2(µα),
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so that, for all f ∈ D(Lα), E(f, f) = 2α 〈−Lα(f); f〉L2(µα). Finally, one can see that S(Rd) ⊂ D(Lα)
and, based on (1.4), that, for all f ∈ S(Rd),
〈−Lα(f); f〉L2(µα) =
α
2
∫
Rd
∫
Rd
(f(x+ u)− f(x))2να(du)µα(dx).
Thus, observe that the semigroup (Pt)t≥0 is Markovian since the normal contractions operate on
the closed form associated to it. Next, the measure µα is invariant for (Pt)t≥0 in the sense that,
for all f ∈ L2(µα), ∫
Rd
Pt(f)(x)µα(dx) =
∫
Rd
f(x)µα(dx).
Finally, by duality arguments, Pt(1) = 1, for all t ≥ 0. This allows to extend Pt, t ≥ 0, as a
contraction on every Lp(µα), for all p ∈ [1,+∞] thanks to [38, Theorem X.55]. These extensions
form C0-semigroups on L
p(µα), for all p ∈ [1,+∞). Moreover, the following representations hold
true on every Lp(µα), for p ∈ (1,+∞).
Proposition 4.1. Let α ∈ (0, 2) and let να be a Le´vy measure on Rd such that, for all c > 0,
c−αTc(να)(du) = να(du),
where Tc(να)(B) := να(B/c), for all B Borel set of R
d.Let µα be the nondegenerate stable probability
measure associated with να and defined by (1.4). Let (P
να
t )t≥0 denote the L
p(µα)-extensions, p ∈
(1,+∞), of the semigroup of operators defined by (1.12) and let ((P ναt )∗)t≥0 be the dual semigroup
of (P ναt )t≥0.Then, for all s, t ≥ 0, P ναt and (P ναs )∗ commute and the family of operators (Pt)t≥0
admits the representation, for all t ≥ 0,
Pt = P ναt/α ◦ (P ναt/α)∗. (4.5)
Moreover, if (Lα,D(Lα)) and ((Lα)∗,D((Lα)∗)) are the Lp(µα)-generators of the C0-semigroups
of contractions (P ναt )t≥0 and ((P
να
t )
∗)t≥0 respectively, then D(Lα) ∩ D((Lα)∗) is invariant with
respect to Pt, for t ≥ 0, is dense in Lp(µα) and is, consequently, a core for L, the closure of the
sum (Lα + (Lα)∗)/α. Finally, for all f ∈ D(Lα) ∩ D((Lα)∗)
L(f) = 1
α
(Lα(f) + (Lα)∗(f)) .
Proof. Let p ∈ (1,+∞) and let s, t ≥ 0. Since S(Rd) is dense in Lp(µα) and since P ναt and (P ναs )∗
are bounded operators on Lp(µα) (with norms less or equal to 1), it is sufficient to prove, for all
f ∈ S(Rd), that
P ναt ◦ (P ναs )∗(f) = (P ναs )∗ ◦ P ναt (f).
Let g ∈ S(Rd). Then, since the different extensions are compatible and thanks to Theorem 4.1,
〈P ναt ◦ (P ναs )∗(f); g〉Lp(µα),Lp∗(µα) = 〈(P ναs )∗(f); (P ναt )∗(g)〉Lp(µα),Lp∗(µα),
= 〈(P ναs )∗(f); (P ναt )∗(g)〉L2(µα),L2(µα),
= 〈P ναt (f);P ναs (g)〉L2(µα),L2(µα),
= 〈P ναt (f);P ναs (g)〉Lp(µα),Lp∗(µα),
= 〈(P ναs )∗ ◦ P ναt (f); g〉Lp(µα),Lp∗(µα),
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which implies the commutativity of P ναt and (P
να
s )
∗, for all s, t ≥ 0. It follows that (Pt)t≥0 is
a C0-semigroup of contractions on L
p(µα) whose generator, denoted by L, is the closure of the
sum (Lα + (Lα)∗)/α. Finally, [17, 2.7 Product Semigroups page 64] concludes the proof of the
proposition.
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