Abstract. The multiplicity of radial solutions to a higher dimensional scalar-field equation with the Robin condition is discussed. Unlike our previous results, multiplicity of positive solutions is obtained near l ¼ 0. Moreover, one solution has a blowing-up behavior and the other is uniformly bounded. A key point is the transformation of the original problem to the exterior Neumann problem and the socalled openness argument.
Introduction
The global structure of positive solutions to semilinear elliptic equations is one of the current topics in the theory of partial di¤erential equations. Local structures has been well investigated, however, the global ones were not so. Recently, for example, Korman, Li and Ouyang [10, 11] and Ouyang and Shi [13, 14] considered various nonlinearity under which the exact multiplicity of solutions and the global bifurcation diagrams are studied. In this context, we mainly deal with the non-existence and the multiplicity of positive solutions to the scalar-field type equation with the critical Sobolev exponent under the Robin condition as a subsequent paper of Kabeya [6] . That is, we consider the boundary value problem 1 r nÀ1 ðr nÀ1 u r Þ r þ lu þ u ðnþ2Þ=ðnÀ2Þ ¼ 0; r A ð0; 1Þ; u > 0; r A ½0; 1; ku r ð1Þ þ uð1Þ ¼ 0;
> > > < > > > : ð1:1Þ
where k b 0 and l < 0. We treat the case n b 4 here, however, we recall the results on (1.1) with n ¼ 3 by Kabeya, Yanagida and Yotsutani [8] to see the di¤erence of the structure of solutions when n b 4. Theorems A.1 and A.2 includes the well-knwon results by Brezis and Nirenberg [3] for the Dirichlet problem.
For l < Àm 2 2 , we obtain the multiplicity of solutions and we see that the value m 2 is sharp. We also see that k ¼ 1 is a kind of critical number in the sense of the behavior of the bifurcation diagram.
Theorem A.3 (Theorem 1.1 of [5] ). Let n ¼ 3. Then, for k > 1 there exists e 0 > 0 such that (1.1) has at least two radial solutions if Àm In view of Theorems A.1-A.3, the blowing-up point l ¼ m 2 1 if 0 a k a 1, l ¼ Àm 2 2 if 1 < k, is a monotone decreasing function of k when n ¼ 3. We will show that the structure of solutions for n b 4 is di¤erent from that for n ¼ 3. As side evidences, for the higher dimensional case ðn ¼ 4; 5; 6Þ under the homogeneous Neumann condition, Adimurthi and Yadava [1] have proved that there exists a nontrivial positive solution to (1.1) for any l < 0 near l ¼ 0. On the other hand, for the three dimensional case, the homogeneous Neumann problem does not have a non-constant solution near l ¼ 0 for l < 0 region due to Budd, Knaap and Peletier [4] . That is, they showed that only a trivial solution exists for Àm 2 Ã a l < 0. Note that lim k!y m 2 ¼ m Ã in Theorem A.2. These results show the di¤erence between the three dimesional case and the higher dimensional ones. However, strangely, for n b 7, it is proved that there exists lðnÞ > 0 such that the problem (1.1) has only a positive constant solution for l A ½ÀlðnÞ; 0 with the homogeneous Neumann condition by Adimurthi and Yadava [2] . See Figures 4 and 5 below.
In this paper, we consider (1.1) and show the multiplicity of positive solutions for l < 0 near l ¼ 0 and the non-existence of those to the scalar-field type equation. For a generic dimension, we need detailed informations of the modified Bessel functions and we need elaborate expansions of these functions.
First, we have the non-existence result.
Theorem 1.1. Let n b 4. If 0 a k < 1=ðn À 2Þ, then there exists e 1 > 0 such that (1.1) has no solution for Àe 1 < l < 0.
For l > 0, we have already obtained the existence and the uniqueness of a positive solution. Theorem 1.1 emphasizes the region of l for which (1.1) does not have a solution. Indeed, we have the unique existence theorem. See Figure 1 .
Theorem A.4 (Theorem 1.1 of [6] ). Let n b 4. If 0 a k < 1=ðn À 2Þ, then there exists e 0 > 0 such that (1.1) has a unique radial solution u l for 0 < l < e 0 and u l ð0Þ ! y as l ! þ0.
The value k ¼ 1=ðn À 2Þ is a critical value in the sense that the structure of solutions changes, and we obtain the multiplicity result. This number coincides with k ¼ 1 when n ¼ 3. For the Robin condition, this implies that there is no di¤erence between n ¼ 4; 5; 6 and n b 7 unlike the results by Adimurthi and Yadava [1, 2] . See Figures 2 and 3. Theorem 1.2. Let n b 4. If k > 1=ðn À 2Þ, then there exists e 2 > 0 such that (1.1) has at least two radial solutions u 1; l and u 2; l , which are both monotone decreasing in r for Àe 2 < l < 0. Moreover, max r A ½0; 1 u 1; l blows up as l " 0 while max r A ½0; 1 u 2; l is uniformly bounded.
Due to Theorems A.4 and 1.2, when n b 4, l ¼ 0 is always a blowing-up point despite the value of k. This fact is di¤erent from the case n ¼ 3. From the bifurcation-theoretic point of view, there exists a solution-branch bifurcating from the first eigenvalue l 1 ðn; kÞ and the branch has at least one bending point in l < 0 region and the branch goes to infinity in R Â Cð½0; 1Þ space as l " 0 (see Figures 4 and 5. ). Theorem 1.2 assures the existence of the bending point. Again, see Theorem A.3 for the similar bending of a solutionbranch.
The paper is organized as follows. In Section 2, we transform (1.1) to an exterior Neumann problem as in [8] . A generic criterion for the structure and key Lemmas needed for proving Theorem 1.2 are discussed in Section 3. A proof of Theorem 1.1 is given in Section 4. In Section 5, the structure and properties of solutions at l ¼ 0 are discussed. To prove the multiplicity of solutions, the non-degeneracy of the unique solution at l ¼ 0 is necessary. Section 6 provides us a proof of Theorem 1.2. In Appendix, for the reader's sake, the expansion formulae, di¤erential formulae, and integral formulae of the modified Bessel functions (I n and K n ) are listed.
Transformation to the exterior problem
In this section, we enumerate fundamental lemmas for the sake of selfcontainedness. These Lemmas appear in Section 2 of [6] . where G is the gamma function and I n is the modified Bessel function of the first kind of order n. We define
For the transformation, we do not need to restrict ourselves to the critical power, thus we consider the following generic problem
uð0Þ < y; uð1Þ þ ku r ð1Þ ¼ 0:
The first step is to transform (2.3) to a special form, whose proof is expressed in Lemma 2.1 of [8] . Let us denote the first eigenvalue of ÀD under the boundary condition uð1Þ þ ku r ð1Þ ¼ 0 by l 1 ðn; kÞ.
vð0Þ < y; vð1Þ þ rgð1Þv r ð1Þ ¼ 0;
where r ¼ rðk; lÞ is given by r ¼ k jð1Þfjð1Þ þ kj r ð1Þg : ð2:5Þ Next, we transform (2.4) to an n-dimensional exterior Neumann problem.
Note that for l < l 1 ðkÞ, we have r > 0 if k > 0 and r ¼ 0 if k ¼ 0. Now, we transform (2.4) to an exterior Neumann problem. 
:
Then we get The exact form of hðrÞ is necessary for the investigation of the multiplicity of solutions.
Criterion for the structure of solutions
Following the argument in Section 3 of [6] , we show the structure theorem for the exterior Neumann problem. Proofs of Lemmas and Theorem are found in [17, 18] , [9] , [12] and we omit their proofs.
In this section, we consider the auxiliary initial value problem 
where r 0 A ðr r; yÞ is an arbitrarily fixed constant. It is easy to verify that QðtÞ given by (2.8) satisfies (Q). We denote the solution of (3.1) by wðt; bÞ or simply by wðtÞ. We can classify solutions of (3.1) into one of the following three types.
Definition.
( i ) w is said to be a rapidly decaying solution if w > 0 on ½r r; yÞ and the limit lim t!y t nÀ2 wðtÞ exists and is positive. ( ii ) w is said to be a slowly decaying solution if w > 0 on ½r r; yÞ and the limit lim t!y t nÀ2 wðtÞ ¼ y. (iii) w is said to be a crossing solution if w has a zero in ðr r; yÞ.
Remark 3.1. A regular solution of (1.1) corresponds to a rapidly decaying solution of (2.7), and a singular solution of (1.1) corresponds to a slowly decaying solution of (2.7).
We introduce the Pohozaev identity which is e¤ective to study the exterior problem. Define Pðt; wÞ :
GðtÞ :
and
By (Q), the function HðtÞ is well-defined. The following is a fundamental property of the Pohozaev identity. 
Let us put t G :¼ infft A ½r r; yÞ j GðtÞ < 0g; t H :¼ supft A ½r r; yÞ j HðtÞ < 0g:
Here we define t G ¼ y if GðtÞ b 0 on ðr r; yÞ and t H ¼r r if HðtÞ b 0 on ðr r; yÞ. Now we state the structure theorem. This theorem appears in Theorem 3.1 in [6] , and is a slight extension of Theorem 1 of [17] in which only the caser r ¼ 0 is treated. See Theorem 3.3 of [8] . As is sated in the following, the exterior problem has a peculiar property, which is not necessarily satisfied by the entire space problem. Pðt; wÞ ¼ GðtÞ uniformly on ½r r; T with any T >r r.
Proof. The proof is essentially identical to that of Lemma 2.5 in [18] and we omit the proof. r
By the above Lemma, we can find an open interval of small initial values for which a solution wðt; bÞ is a crossing solution under a specific condition of G. This lemma helps us to prove the multiplicity of solutions. Proof. For a proof, see Theorem 3 of [18] . r
Now we use peculiar properties of Q in (2.9) here. That is, we concentrate on the problem We give a su‰cient condition for (i) of Theorem 3.1, which will be used in the proof of Theorem 1.2.
Lemma 3.5. If h À rh r > 0 on ð0; 1, then the structure of solutions to (3.5) is of type C.
Proof. See Lemma 4.2 of [6] . r
In the following two Sections, we investigate the sign and the behaviors of h À rh r . We will show that Lemma 3.5 is applicable for some range of l and for some other range, Lemma 3.4 is applicable.
Proof of Theorem 1.1
In this Section, we prove Theorem 1.1. Before proving Theorem 1.1, we investigate the behavior of h À rh r . Let l ¼ Àx 2 < 0. As in Section 4 of [6] , h À rh r is expanded as follows.
Lemma 4.1. Suppose that x > 0 is su‰ciently small. Then there hold for n ¼ 2k À 1,
and for n ¼ 4, 
To prove Lemma 4.1, we need several Lemmas. First, we investigate the behavior of C n ðxrÞ in (3.7). We treat the case where n is odd first.
Lemma 4.2. Let n ¼ 2k À 1 with k b 3. Then for fixed su‰ciently small x > 0, C 2kÀ1 ðxrÞ in (3.7) is expanded as 
From (4.6) and (4.7), we have
Similarly, we see that 
:
Noting that
we obtain 
4 ðxrÞ:
Hence we obtain
with suitable X 4 ðzÞ as required. r
Finally, we need to investigate the behavior of Cðn; k; xÞ as x # 0. and lim m#0 R y 4 ðxÞ=x 2 jlog xj < y, respectively.
Proof. As before, we consider the odd dimensional case first. In this proof, we only need the leading terms of the expansions of the modified Bessel functions. In the following,R R i ðxÞ represents an analytic function such that lim x#0R R i ðxÞ=x 2 < y for i ¼ 
Thus, we get
Àð2kÀ3Þ ð1 þR R 5 ðxÞÞ;
.9). Hence we obtain
Cðn; k; xÞ ¼ k
Next, for n ¼ 2k, in view of (4.12) and (4.14), we have for n b 2k ðk b 3Þ.
For n ¼ 4, we have
Next, we use the expansion of K 1 ðxÞ. Since
þR R 14 ðxÞ;
we have
Moreover, we see that
We obtain the desired expansion by Cð4; k; xÞ ¼
Using the expansion on Cðn; k; xÞ, we can have the limiting behavior of the last term of (3.7). 
Since n ¼ 2k, we obtain the desired equality with R z 2k ðxÞ,% % 2k ðxÞ and Y 2k ðrxÞ having suitable properties described in the statement.
Finally, for n ¼ 4, using the expansion of Cð4; k; xÞ and and Y 4 ðxrÞ are appropriate functions as described in the statement, and the desired expansion follows. r
In view of Lemmas 4.2 and 4.3, the last term of (3.7) is a higher order term.
Proof of Lemma 4.1. As commented above, the conclusions are easy consequences of Lemmas 4.2 and 4.3 and 4.5. So we omit the detail. r
Proof of Theorem 1.1. Suppose that x > 0 is su‰ciently small. If k < 1=ð2k À 3Þ in (4.1), or if k < 1=ð2k À 2Þ in (4.2), or if k < 1=2 in (4.3) (in either case, these conditions are expressed as k < 1=ðn À 2Þ), then h À rh r > 0 on ð0; 1. Hence, from Lemma 3.5, the structure of positive solutions to (3.5) is of type C, i.e., the original problem does not have a solution. Thus, there exists e 1 > 0 such that (1.1) does not have a solution for Àe 1 < l < 0. r
Structure at l ¼ 0
In this Section, we consider the asymptotic behaviors of h À rh r as m # 0 or x # 0. In order to investigate the asymptotic behavior, we also consider the case l ¼ 0. 0 a k a 1=ðn À 2Þ , then the structure of solutions to (3.5) is of type C.
(ii) If k > 1=ðn À 2Þ, then the structure of solutions to (3.5) is of type M.
Proof. See Lemma 4.6 of [6] . r
For k > 1=ðn À 2Þ with l ¼ 0, we have a unique radial solution of the form
ð5:1Þ
and note that
Later, we will see that UðrÞ is non-degenerate in the sense that any solution to the linearized equation around UðrÞ does not satisfy the boundary condition. 
Indeed, let
fð0Þ ¼ 1;
kf r ð1Þ þ fð1Þ ¼ 0;
that is,
kf r ð1Þ þ fð1Þ ¼ 0:
Since qU=qaj a¼a 0 satisfies the linearized equation in (5.4) , what we need to prove is that qU=qaj a¼a 0 does not satisfy the boundary condition. nðn À 2Þ nðn À 2Þ
; we obtain 
Proof of Theorem 1.2
In this section, we prove the multiplicity of solutions to (1.1) for l < 0. At r ¼ 1, in view of the expansion (4.1), (4.2), or (4.3), if k > 1=ðn À 2Þ and if x > 0 is su‰ciently small, we have
Thus, as we will see later, the structure of (3.5) is neither of type C nor of type M. We will prove that there exists a rapidly decaying solution with small initial value. (See Theorem 2 of Yanagida and Yotsutani [17] ). Indeed, we have the following lemma.
Lemma 6.1. Let k > 1=ðn À 2Þ. Then, if x > 0 is su‰ciently small, there exists a unique r 1 ðn; xÞ > 0 such that h À rh r > 0 on ð0; r 1 ðn; xÞÞ and h À rh r < 0 on ðr 1 ðn; xÞ; 1Þ.
Remark 6.1. We will see in Lemma 6.2, we cannot expect that the structure of solutions is of type M for small x > 0. However, if the sign of h À rh r is opposite, that is, h À rh r < 0 on ð0; r 1 Þ and h À rh r > 0 on ðr 1 ; 1Þ, then under some order condition on h À rh r near r ¼ 0, the structure of solutions is of type M. See e.g., Lemma 3.2 of [6] .
Proof. From Lemma 4.1, we see that h À rh r > 0 near r ¼ 0 if x > 0 is su‰ciently small. We prove the uniqueness of the zeros of h À rh r . Indeed, let R 26 ðxÞ exp 4ð1 À 2kÞ
In view of the expansion in Lemma 4.1, we have
for n ¼ 2k with k b 3, and
for n ¼ 4. Thus, for n ¼ 2k À 1, we get
2=ð2kÀ5Þ þR R 20 ðxÞ; ð6:4Þ for n ¼ 2k, 
Substituting (6.4), (6.5) and (6.6) for (6.7), (6.8) and (6.9), respectively, we obtain ðh À rh r Þ r j r¼r 1 arbitrarily. We will prove that there exists x Ã A ð0; x 0 Þ such that wðt; x Ã ; bÞ is a rapidly decaying solution. Suppose that wðt; x; bÞ is not a rapidly decaying solution for any x A ð0; x 0 . Note that wðt; x; bÞ corresponds to a solution u shooting from r ¼ 1 to If wðt; x; bÞ is a crossing solution, then the corresponding u ¼ uðr; x; bÞ to (6.10) has a finite zero zðx; bÞ. Moreover, uðr; x; bÞ has exactly one critical point, which is a maximum point in ð0; 1Þ. Otherwise, uðr; x; bÞ > 0 must have at least three critical points in ð0; 1Þ. Let r 2 be the point at which uðr; x; bÞ takes a critical value and the maximum value in ð0; 1Þ. Note that uðr; x; bÞ > 0 on ½zðx; bÞ; 1. Shooting from a large initial data at r 2 A ð0; 1Þ with u r ðr 2 Þ ¼ 0 makes a minimal value of u very close to 0 and the next critical point, which is maximal, must locate at the point far away from the minimal one. In fact, shooting from a very small initial value with u r ¼ 0 makes the solution close to 0.
It is easy to see that the set XðbÞ :¼ fx > 0 j uðr; x; bÞ has a finite zero in ð0; 1Þg is open. Thus, at one accumulating point of XðbÞ, denoted by x 1 b 0, uðr; x 1 ; bÞ is a positive singular solution since we assume that there exists no rapidly decaying solution, that is, there exists no regular solution to (6.10). Since any solution to (6.10) depends continuously on x, the maximum mðxÞ :¼ max r A ½zðx; bÞ; 1 uðr; x; bÞ goes to infinity and the maximum point r x of u tends to 0 as x ! x 1 . Otherwise, the limiting solution is a rapidly decaying one if the maximum stays bounded and if r x ! 0, or a crossing solution if r x stays away from zero. The case where mðxÞ ! y while r x stays away from zero cannot happen since the transformed exterior Neumann problem (3.5) is solvable up to t ¼ y ðr ¼ 0Þ.
Since r x ! 0 as x # x 1 , uðr; x; bÞ converges locally uniformly on ð0; 1 to a positive singular solution to u rr þ n À 1 r u r À x [4] . Thus, from the integral expression of CðzÞ, we have for n ¼ 4 as x # x 1 . Since uð1Þ is approximated byũ uð1Þ, this contradicts the convergence ofũ uð1Þ to lim x#x 1 uð1Þ ¼ lim x#x 1 kb=fjð1Þ þ kj r ð1Þg > 0 (even if x 1 ¼ 0) as x # x 1 . r Remark 6.2. Lemma 6.3 readily shows the existence of a monotone decreasing solution uðrÞ to (1.1) with su‰ciently large uð0Þ and small uð1Þ > 0.
Proof of Theorem 1.2. Let G :¼ fðl; uÞ j ðl; uÞ is a solution to ð1:1Þ with u r < 0g:
Then, essentially due to Theorem 2.3 of Rabinowitz [15] , G bifurcates from ðl 1 ðn; kÞ; 0Þ and goes to infinity in R Â Cð½0; 1Þ space. Moreover, G is a connected curve ( [15] ; see also Kabeya, Morishita and Ninomiya [7] for the property of solutions on a bifurcating branch). Due to k > 1=ðn À 2Þ, from Lemmas 5.1 and 5.2, at l ¼ 0, there exists a unique solution, which is monotone decreasing, and the solution is non-degenerate. Thus, there exists e 2 > 0 such that only one solution exists around u 0 , which is the unique solution at l ¼ 0, for l A ðÀe 2 ; 0Þ. Moreover, from Lemma 6.3, there exists a large monotone decreasing solution for l < 0 su‰ciently close to 0.
Hence, at least two solutions obtained here exist for l A ðÀe 2 ; 0Þ taking e 2 > 0 even smaller if necessary. r
Appendix
In this appendix, for the reader's sake, we enumerate the expansion formulae of I n ðzÞ and K n ðzÞ, where n A R and n A N. In the following g stands for the Euler number. See Watson [16] for more details. For z not being a negative number, we have the following expansions (which are real analytic on z > 0):
2n n!Gðn þ n þ 1Þ ð7:1Þ (see (2) , p. 77 of [16] ). with n c Z.
