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i序文
この冊子は，2017年 8月 28日（月）から 9月 1日（金）にかけて開催された，
第 25回整数論サマースクール「楕円曲線とモジュラー形式の計算」の報告集
です．サマースクール会場は伊香保温泉塚越屋七兵衛で，参加者は（部分参加
も含めて）53名でした．
今回のサマースクールのテーマは，例年とはやや趣の違う，計算機数論と呼ば
れる分野からとりました．機械による計算の支援を受けた数学は，歴史は古い
ものの，つねに問題を解くための（あるいは定式化するための）手段とみなさ
れることが多かったように思います．
しかし，計算機の能力の進化と，日常生活に数学と計算機に基づいた技術（例
えば符号化や暗号技術）が広く使われるようになってくるとともに，計算機で
効率よく計算するための方法を編み出すことを目的として，高度に非自明な数
学が使われるようになり，さらには，高効率の計算法を開発する手段として数
学が研究されるようになってきています．
本サマースクールでは，前半に楕円曲線の一般論と，有限体上の楕円曲線にか
かわる数学，その実装について解説していただきました．後半では，20世紀の
後半以降に飛躍的な進歩を遂げた，Galois表現のmodularity予想（特に Serre
予想）の強い影響のもとで，Hecke固有形式に付随する 2次元法 l-Galois表現
の計算を行うことの解説をしていただきました．また，密接に関連する話題と
して，重さ 1の Hecke固有形式に付随する 2次元 Artin表現の計算を行うこ
と，Hilbertモジュラー形式の計算を行うことに関する事柄をそれぞれ解説し
ていただきました．
本サマースクールを実施するにあたり多大なご協力を賜りました皆様に御礼申
し上げます．参加者の皆様，講演者の皆様，準備のための勉強会に参加してく
ださった皆様．また，これまでのサマースクール主催者の皆様，特に，東京理
科大学の青木宏樹さんには実務に関する貴重なアドバイスを度々いただきまし
た．本研究の報告集は，JSPS科研費，基盤研究（A）JP25247001（代表研究
者，伊吹山知義）の助成を受けて印刷しました．また，会場とした伊香保温泉
塚本屋七兵衛の皆様には，不慣れな世話人の様々な遺漏をカバーしていただき
ました．
計算機数論が，代数的数論，解析数論と同様に国内外で研究されていくことを
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祈念いたします．このサマースクールならびに報告集が，そのために何らかの
役割を果たすことができれば望外の喜びです．
第 25回（2017年）整数論サマースクール
「楕円曲線とモジュラー形式の計算」世話人
木村巌（富山大学），横山俊一（九州大学）
2018年 2月 1日
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2017年度第 25回整数論サマースクール
「楕円曲線とモジュラー形式の計算」プログラム
講演者は内田幸寛さん（首都大），小澤友美さん（東北大），小笠原健さん（獨
協医大），木村巌（富山大），工藤桃成さん（九大），高井勇輝さん（理研／慶
応），安田雅哉さん（九大），横山俊一（九大），吉川祥さん（学習院）でした．
表 1: タイムテーブル
28（月） 29（火） 30（水） 31（木） 9/1（金）
1 吉川 高井 小澤 小笠原
2 プレ 横山 高井 小澤 小笠原
3 工藤 木村 自由討論 木村
4 工藤・安田 吉川 自由討論 内田
5 安田 横山 自由討論 内田
1限: 9:30–10:45, 2限: 11:00–12:15, 3限: 14:00–15:15, 4限: 15:30–16:45, 5
限: 17:00–18:15.
講演タイトル
プレサマースクール 木村「コンピュータの上での数学・数論」
月 3,4途中 工藤「体上の楕円曲線の一般論」
月 4途中，5 安田「有限体上の楕円曲線に関連した計算問題」
火 1 吉川「代数体上の楕円曲線」
火 2 横山「楕円曲線の計算法入門：実践編」
火 3 木村「楕円モジュラー形式の導入」
火 4 吉川「楕円モジュラー形式と Galois表現の基礎」
火 5 横山「特別な楕円モジュラー形式の高速計算理論について」
水 1,2 高井「Hilbert モジュラー形式の計算」
木 1，2 小澤「重さ 1の楕円尖点形式に伴う Artin表現」
木 3 木村「モジュラー形式に付随する 2次元法 l-Galois表現の計算」
木 4,5 内田「高さと Arakelov理論，それらの Galois表現の計算への応用」
金 1, 2 小笠原「PARI/GPによる重さ 1のモジュラー形式の計算」
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11．
コンピュータ上での数学・数論
木村 巌（富山大学）
1.1 イントロダクション
本稿の目的は，サマースクールのテーマである計算機数論についてのより広
い観点からの俯瞰を与えることにある．特に，サマースクールでは主題を楕円
曲線とモジュラー形式に限ったため触れる機会のなかった，代数体の数論と計
算機数論の関わりにより重点を置く．
1.2 数学的な対象のコンピュータ上での表現
現在広く持ちいられているコンピュータでは，情報は電荷の有無の 1bit の
情報を連ねた形で表現される．CPUで直接サポートされるのは，
• 整数（32bit/64bit）の加減乗算
• 浮動小数点小数（32bit/64bit）の四則と初等関数
程度である*1．
それ以上のデータを表現したい時には，上記のデータを連ねた形で表現し，
また演算もプログラムの形で定義しなければならない．例えば，
• 多倍長整数（整数の B 進表記），加減乗算は B 進表記の演算
• 多倍長有理数（多倍長整数の組として表す），加減乗算は分数の演算と
して
*1 最近の CPU は，動画や音声データの再生支援のため，また暗号計算の支援のために，よ
り広いビット幅のデータに対する，並列計算のための機能を備えている（Intel の SSE や
AVXなど）．ここではこれ以上触れない．
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• 多倍長の浮動点小数
こういった対象の初等関数，さらにはより複雑な関数がプログラムとして実
現されている．（多倍長整数の乗算に関しては，FFT（高速 Fourier 変換を
用いた巧妙な方法が用いられることがある．Crandall-Pomerance [CP和 10]
参照））．
整数から有理数を構成する操作は，整域の分数体の構成として抽象化される
が，これはプログラミングでも同様である．結局，環の元の対に適切な同一視
と演算を入れることにほかならない．多倍長整数が実現できれば，そこから多
倍長の有理数が実現できる．
あるいは，環から多項式環を構成することも同様である．元の並び（配列）
に，それが多項式の係数であるように演算を定義すれば，多項式環の構成がコ
ンピュータの上で再現できる．したがって，有理数係数の多項式環を実現で
きる．
より抽象的な対象については，非自明な数学的議論によって，その対象を有
限の情報で表現できるように規定しなければならない．例えば，有限（生成）
Abel群をコンピュータの上で実現したければ，その Smith Normal Formを
行列として表す．準同型写像 f : G→ G′ は，生成元の像 f(gi)を G′ の生成元
で表示した係数として，やはり行列で表される（例えば木田 [木 07]参照）．
代数体をコンピュータ上で表すことも容易である．有理数体上の 1 変数多
項式環の，既約元が生成するイデアルによる剰余環として実現できる．ここか
ら，整数底や判別式，整数環のイデアル（2 元表示，整数底による表示），イ
デアル類群や類数，単数群を計算することも可能である．イデアル類群は生成
元（イデアル類）と関係式（SNF）とで与えられる．（イデアル類群，単数群の
計算アルゴリズムとしては，汎用のものとして Buchmannの subexponential
アルゴリズムがある．Cohen [Coh93, Chap. 6], Pohst-Zassenhaus [PZ89]を
参照されたい．また最近の進展については Biasse and Fieker [BF13]がある．
Cohen 上掲書のアルゴリズムはほとんどが pari/gp [PAR17] に実装されて
いる．）
注意 1.2.1. 代数体 K のイデアル類群を計算するにあたっては，「K に対し
て定まる正の実数 B(K)があり，各イデアル類にはノルムが B(K)以下のも
のが存在する」という結果が重要である．例えば，B(K) として Minkowski
定数M(K) =
√|DK |(4/pi)r2(n!/nn), DK は K の判別式，r2 は虚素点の個
数，n は K の Q 上の次数 [K : Q] である．M(K) は往々にして巨大すぎる
が，GRH を仮定すれば Bach の定数 12(log |DK |)2 といったより低い上限が
取れる（E. Bach [Bac90]）．
計算数論パッケージ（Pari/gp, Sagemath, Magmaほか）を用いて代数体の
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イデアル類群などを計算する際には，何らかの仮定をおいて計算した結果では
ないか意識して確認することが重要である．
Pari/gp では GRH を仮定した計算がデフォルト（特に設定を変更しな
い場合）の挙動である．Pari/gp の計算結果から GRH を取り除くには，
bnrcertify()という組み込み関数を用いる．Sagemathは GRHほか，証明
されていない結果を一切仮定しないのがデフォルトである．
例 1.2.2. 比較的複雑な対象がコンピュータ上でどのように実現されているか
の例として，イデアルを考えてみよう．
Pari/gpでのイデアルは，次のように表現されている．有限次代数体 K の
整数環 OK のイデアルを考える：
単項イデアル 代数的整数として整数底についての表示．
素イデアル p [p, a, e, f,m], p は (p) = p ∩ Z なる素数，a は p の 2 元表示
p = pOK + aOK となる整数 a ∈ OK , eは分岐指数，f は相対次数，m
は p−1 = OK + mp OK となるm.
Pari/gpには，こういった量を求める関数が用意されている．
例 1.2.3. Pari/gp での有限 Abel 群は次のように表される：[h, d] もしくは
[h, d, g]が群そのもので，hは群の位数，d = [d1, . . . , dn]は di+1 | di となる因
子，d1d2 . . . dn = h.
指標
χ : G = ⊕nj=1(Z/djZ)gj → C×
は整数の列 [a1, a2, . . . , an]で，
χ
∏
j
g
nj
j
 = exp
2pi√−1∑
j
ajnj
dj

となるもので表される．
1.3 類体論
コンピュータ上に実装された数論の例として，類体論を取り上げる．主な参
考文献は H. Cohen [Coh00]である．
有限次代数体K, その ray m, ray class group Clm(K)に対して，法 mの類
体を K(m) と書くことにする．これは K 上の m の外不分岐な Abel 拡大で，
相互写像（ここでは Art(·)と書く）により次の同型がある：
Clm(K)
Art(·)∼= Gal(K(m)/K).
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K の ray mに対して，K(m)のK 上の，また Q上の定義多項式を求める手
続きが，Pari/gpには実装されている．類体の構成は，高木の存在定理の証明
をたどることでなされ，
• 円分拡大（1の冪根の付加）
• Kummer拡大
• descent（降下，つまり Galois群による固定体をとる操作）
を逐一実装している．
一方，特別な場合の類体は，解析関数の特殊値を付加することで得られるこ
とは古典的に知られている．Qの類体は指数関数の特殊値によって，また，虚
2次体の類体は，モジュラー関数の特殊値によって生成される．また，証明は
されていないが，実 2次体の場合は，Stark予想がある．
解析関数の値は，複素数として近似計算することになるが，そこから
• 定義多項式の候補を構成する
• その候補となる多項式から得られる拡大体 K(m)′ が，K(m) であるこ
とを示す
– 候補となる多項式から得られるK(m)′ がK の Abel拡大であり
– Galois群が ray class groupと同型：Gal(K(m)′/K) ∼= Clm(K)
– K(m)′/K は mの外不分岐
– 類体論の一意性定理
という議論を経て，類体の定義多項式を得ることができる．数値計算はあくま
で解の候補を得るために行われるため，（Stark 予想を用いた実 2 次体の類体
計算の場合も含めて）結果の正当性は担保される．
注意 1.3.1. 上の議論は，今回のサマースクールの主題の一つのである，「法
l-Galois 表現の計算」（Edixhoven-Couveignes ら）でも同様に用いられる．
候補の構成を C 上の近似計算により行い，それが所望のものであることを，
Serre予想によって保証する（理論の概要については，本報告集の横山氏の論
説 [横 18]を参照）．この場合では，計算量を評価するための「高さの評価」が
議論を著しく複雑にする（Arakerov幾何を援用する．内田氏の論説 [内 18]参
照）．類体論の場合に，計算量の評価が明示的に行われているか，筆者は知ら
ない．
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1.4 類体論の計算の例
簡単のため，K が虚 2次体 K = Q(
√
D), D < 0で rayが自明な場合，つ
まり m = (1)で K(m) = K(1)が Hilbert類体の場合を考える．（この節の記
述は Cohen上掲書 Chap. 6.3に依る）．
古典的によく知られているのは，j 関数を使った
K(1) = K(j(Ok))
という関係であろう．しかし，この関係式を素朴に使って計算すると，得られ
る多項式の係数が増大しがちであるという観察がある．
例 1.4.1. Pari/gp で具体例を計算してみよう．まず，デフォルトの精度（十
進で 28 桁）で j(−1+
√−23
2 ) を計算する．Pari/gp では，ellj() が j 関数で
ある．そして，その値の Q上の代数関係式を推測する関数 algdep()にその
値を渡す．しかし，推測された多項式の判別式（poldisc()で計算できる）の
素因数分解（factor() で素因数分解ができる）をみても 23 があらわれてお
らず，計算は上手くいってないように見える（以下，クエスチョンマークは
Pari/gpのプロンプトである）．
?\p
realprecision = 28 significant digits
? j=ellj((-1+sqrt(-23))/2);
-3493225.699969933368205504739
? pol=algdep(j, 3);
? print(pol);
675*x^3 + 2357936127*x^2 + 30668842140*x - 13231708022
? f=factor(poldisc(pol));
? print(f);
[2, 2; 3, 7; 241, 1; 23321, 1; 120472360578334144019173565093, 1]
精度を 57桁に挙げて計算し直してみると，代数関係式の判別式の素因数に
23 があらわれている．Pari/gp には，虚 2 次体の Hilbert 類体の定義多項式
を計算する quadhilbert()という関数がある．答合わせとしてこの関数を使
い，j 関数の値から求めた多項式，quadhilbert()で求めた多項式，それぞれ
が定義する代数体をもとめ（bnfinit()），それらの間に同型が存在するかを
計算する（nfisisom()）. 結果としてそれらの間には確かに同型が存在する
ことが分かる．
?\p53
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realprecision = 57 significant digits (53 digits displayed)
? j=ellj((-1+sqrt(-23))/2);
? print(j)
-3493225.6999699333682055047385473297033961841797256117
? pol=algdep(j, 3);
? print(pol);
x^3 + 3491750*x^2 - 5151296875*x + 12771880859375
? f=factor(poldisc(pol));
? print(f);
[-1, 1; 5, 18; 7, 12; 11, 4; 17, 2; 19, 2; 23, 1]
nfj = bnfinit(pol);
nfh = bnfinit(quadhilbert(-23));
print(nfisisom(nfj, nfh));
[-1084125*x^2 + 1904875*x - 1437500]
判別式 −23の虚 2次体の類数は 3で，この場合の Hilbert類体は 3次多項
式で定まる．絶対値のより大きい虚 2次体では，更に精度を高く取らねばなら
ないことが推測される．
そのため，実際の計算は Scherzのアルゴリズムを用いることが多い．
f をレベル 1, 重さ k のモジュラー形式とする（モジュラー形式については
6章も参照のこと）．a = Zω1 + Zω2 を K の整イデアル，ω1/ω2 ∈ H とする
（H は上半平面）．
f(a) =
(
2pi
√−1
ω2
)
f
(
ω1
ω2
)
,
とすると，aの底のとり方によらず，K のイデアル類の関数となる．
η 関数を導入する（τ ∈ H, q = exp(2pi√−1τ)）：
η(τ) = exp
(
2pi
√−1
24
) ∞∏
1
(1− qn)
= q
1
24
(
1 +
∞∑
1
(−1)n
(
q
n(3n−1)
2 + q
n(3n+2)
2
))
.
η は重さ 1/2 のモジュラー形式である．適切な”multiplier system” vη に
よって，
η(γτ) = vη(γ)(cτ + d)
1/2η(τ), γ =
(
a b
c d
) ∈ SL2(Z).
このとき，gp,q(τ)を次で定義する：
gp,q(τ) :=
η(τ/p)η(τ/q)
η(τ/(pq))η(τ)
.
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gp,q(τ)は
Γ0(pq) :=
{ (
a b
c d
) ∈ SL2(Z) ∣∣ b ≡ 0 (mod pq) }
に関する，適切な”multiplier system” vg に対するモジュラー関数になる：
gp,q(γτ) = vg(γ)gp,q(τ), τ ∈ Γ0(pq).
特に，整数 eが 24 | e(p − 1)(q − 1)を満たすなら，gep,q(τ)は Γ0(pq)で不変
になる．
定理 1.4.2. 整数 p, q, e のとり方に関する適切な仮定のもとで，6pq と互いに
素な a = Zω1 + Zω2, ω1/ω2 ∈ H に対して
gp,q,e(a) := gp,q
(
ω1
ω2
)e
が well-defined. また，次の相互法則も成立する（[c]は K の整イデアル cが
代表するイデアル類，Art(·)は相互写像）：
gp,q,e(a)
Art(c) = gp,q,e(ac
−1).
定理 1.4.3 ([Coh00, Thm. 6.3.7]). 定理 1.4.2と同様の仮定のもとで，次の多
項式
Pp,q,e(X) :=
∏
[a]∈Cl(K)
(X − gp,q,e(a)) ∈ Z[X],
はK 上（また Z上）既約で，その根の一つをK に添加した体がK(1)に等し
い．また，Pp,q,e(X)の定数項は ±1.
例 1.4.4. 例 1.4.1と同様に，j 関数の値を計算して代数的な関係式を導くとい
う方法で，虚 2次体K = Q(√−199)の Hilbert類体の定義多項式を計算でき
るか試してみよう．このK のイデアル類群は位数が 9の巡回群である．
精度を挙げつつ計算すると，十進 832桁の精度で
x9 + 17656190279770938660x8 + 1331303100189256816837434x7
+ 311741055246397228842310784103371345424x6
+ 23969299805117437326359388515188205981243787x5
+ 934682848803434155897358662478037099871861466271x4
− 15361831050875895680622837467024669907518877308748738x3
+ 81311504213341585710631261056689664491326495914681965478x2
− 26264856563493863087105499097317110823999604480371275106459x
+ 6073712999849700354466000422348421795990254023608138785279471
が得られる．この多項式の判別式は 1994 で割り切れる（多項式の判別式が
199で割れるまで精度を上げた）．
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一方，上述の Scherz のアルゴリズムの実装である quadhilbert() を使
うと，
x9 + x8 + 2x7 + 8x6 + 12x5 + 5x4 − x3 − x2 − x+ 1
という小さな係数からなる多項式が得られる．
この二つの多項式は同じ代数体（K の Hilbert類体）を与えることが，先の
例と同じ方法で確認できる．
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2．
体上の楕円曲線の一般論
工藤 桃成*1（九州大学マス・フォア・インダストリ研
究所）
本稿は 2017年 8月 28日（月）から 9月 1日（金）の期間に開催
された第 25回整数論サマースクール「楕円曲線とモジュラー形式
の計算」における著者の講演「体上の楕円曲線の一般論」（8月 28
日（月）14:00～15:15，15:30～16:05）の内容を纏めたものである．
講演では，楕円曲線の定義や性質及び関連する概念について概説し
た．特に，本講演の次の講演以降で重要となる事項（楕円曲線の有
理点のなす群の構造，モジュラー曲線の定義など）について重点的
に解説した．
2.1 本稿の構成
講演では，
• 本サマースクールにおける楕円曲線に関連する話題を学ぶための準備
• 体上の楕円曲線に関して，よく知られている結果の復習，特に計算に関
連する話題の紹介・導入
を目的とし，楕円曲線の定義や性質及び関連する概念について概説した．具体
的には次の五つの項目（本稿の各節に対応）であった：
*1 講演時の所属：九州大学大学院数理学府
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§1 楕円曲線の定義
§2 楕円曲線の有理点のなす群（Mordell-Weil 群）の構造
§3 複素数体上の楕円曲線
§4 楕円曲線の同種・同型
§5 本講演の次の講演以降で重要となる概念の導入（2 次元 Galois 表現，
モジュラー曲線）
2.2 楕円曲線の定義
本節では，三次の射影平面曲線として楕円曲線を定義する．以下 K を体と
し，記号 An(K) で K 上の n 次元アファイン空間 Kn を表す．
2.2.1 射影空間
定義 2.2.1 (射影空間). 集合 An(K) ∖ {(0, . . . , 0)} の二元 (a1, . . . , an)，
(b1, . . . , bn) に対して，関係 ∼ を次で定める：ある λ ∈ K× が存在して，
(b1, . . . , bn) = (λa1, . . . , λan) を満たすとき (a1, . . . , an) ∼ (b1, . . . , bn) と定
義する．このとき，∼ は集合 An(K) ∖ {(0, . . . , 0)} における同値関係であ
る．商集合 (An(K) ∖ {(0, . . . , 0)})/ ∼ を体 K 上の n 次元射影空間 (pro-
jective n-space) と呼び，Pn(K) と書く．集合 An(K)∖ {(0, . . . , 0)} の元
(a1, . . . , an) の Pn(K) における同値類を [a1 : · · · : an] と書く．特に n = 1
のとき，P1(K)を射影直線 (projective line)と呼び，n = 2のとき，P2(K)
を射影平面 (projective plane) と呼ぶ．
C1 = {[a : b : c] : c ̸= 0}，C0 = {[a : b : 0] : a, b ∈ K} = {[1 :
b : 0] : b ∈ K} ∪ {[0 : 1 : 0]} とする．このとき，全単射 C1 ∼= A2(K)，
C0 ∼= A1(K) ∪ {O} ∼= P1(K) が成り立つ．ここで O := [0 : 1 : 0] を無限遠
点 (point at infinity) と呼ぶ．
斉次多項式 G(x, y, z) ∈ K[x, y, z] に対して，Gx(x, y, z), Gy(x, y, z),
Gz(x, y, z) をそれぞれ x, y, z に関する G(x, y, z) の偏微分多項式とする．射
影平面曲線 C : G(x, y, z) = 0 上の点 [a : b : c] ∈ P2(K) が
Gx(a, b, c) = Gy(a, b, c) = Gz(a, b, c) = 0
を満たすとき，点 [a : b : c] は C の特異点 (singular point) である，または
C は点 [a : b : c] で特異である，という．そうでないとき，C は点 [a : b : c]
で非特異 (non-singular) であるという (この定義は well-defined であるこ
とに注意せよ)．曲線 C 上の全ての点が非特異であるとき，C を非特異代数曲
線という．
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2.2.2 Weierstrass の標準形
次のアファイン三次曲線
E : y2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6 (2.1)
を考える．ここで ai ∈ K (i = 1, 2, 3, 4, 6) とする．(2.1) をWeierstrass の
標準形と呼ぶ．体 K の標数が 2 でないとき，変数変換
(x, y) 7→
(
x,
y − a1x− a3
2
)
, (2.2)
すなわちアファイン変換[
x′
y′
]
=
[
1 0
−a12 12
] [
x
y
]
+
[
0
−a32
]
によって
E˜ : y2 = 4x3 + b2x
2 + 2b4x+ b6 (2.3)
の形に変換される．ここで，
b2 = a
2
1 + 4a2, b4 = a1a3 + 2a4, b6 = a
2
3 + 4a6
である．さらに，体 K の標数が 2 でも 3 でもないとき，E˜ は変数変換
(x, y) 7→
(
x− 3b2
36
,
y
108
)
, (2.4)
すなわちアファイン変換[
x′
y′
]
=
[
1
36 0
0 1108
] [
x
y
]
+
[− 3b236
0
]
によって
E′ : y2 = x3 − 27c4x− 54c6 (2.5)
の形となる．ここで，
c4 = b
2
2 − 24b4, c6 = −b32 + 36b2b4 − 216b6
である．そこで予め
E : y2 = x3 + ax+ b (2.6)
を考えることも多い．
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定義 2.2.2 (判別式). (2.1) の形のアファイン三次曲線 E に対して，
∆(E) := −b22b8 + 9b2b4b6 − 8b34 − 27b26 ∈ K
をアファイン三次曲線 E の判別式 (discriminant) という．ここで b2, b4,
b6 は上において定義したものであり，
b8 = a
2
1a6 + 4a2a6 − a1a3a4 + a2a23 − a24
とする．
上の記号の下，計算によって次の補題を示すことができる：
補題 2.2.3. 1. 体 K 上のアファイン三次曲線 E : y2 = x3 + ax2 + bx+ c
(a, b, c ∈ K) に対して，
∆(E) = 16(−a2(4ac− b2) + 18abc− 4b3 − 27c2) ∈ K
である．ここで，
D = −a2(4ac− b2) + 18abc− 4b3 − 27c2
は三次多項式 f(x) = x3 + ax2 + bx+ c の判別式である．
2. 体 K 上のアファイン三次曲線 E : y2 = x3 + ax + b (a, b ∈ K) に対
して，
∆(E) = 16(−4a3 − 27b2) ∈ K
である．ここで，
D = −4a3 − 27b2
は三次多項式 f(x) = x3 + ax+ b の判別式である．
補題 2.2.4. 標数が 2でない体K 上のアファイン三次曲線 E : y2 = x3+ax2+
bx + c (a, b, c ∈ K) が非特異曲線であるための必要十分条件は ∆(E) ̸= 0 で
ある．
証明. はじめに，f(x) = x3 + ax2 + bx+ c，F (x, y) = y2 − f(x) とする．こ
のとき，
f ′(x) = 3x2 + 2ax+ b, Fx(x, y) = −f ′(x), Fy(x, y) = 2y
であることに注意する．曲線 E : F (x, y) = 0 上の点 (x0, y0) が E の特異
点であることの必要十分条件は，Fx(x0, y0) = Fy(x0, y0) = 0 であり，こ
れは 2y0 = 0 かつ f ′(x0) = 0 に同値である．さらにこれは，y0 = 0 かつ
f(x0) = f
′(x0) = 0 に同値である．従って，曲線 E : F (x, y) = 0 の特異点と
して考えられるものは (x0, 0) (x0 ∈ K) の形の点であり，これが曲線 E の特
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異点であることの必要十分条件は，f が（K において） x0 を重根に持つこと
である．ここで三次多項式 f(x) = x3+ax2+bx+cの判別式は D = 116∆(E)
を満たすので，三次曲線 E : y2 = x3 + ax2 + bx+ c が非特異曲線であるため
の必要十分条件は ∆(E) ̸= 0 である．
定義 2.2.5 (楕円曲線). (2.1) の形の方程式で定義される非特異アファイン平
面曲線を P2(K) 内に斉次化して得られる非特異射影平面曲線
E : y2z + a1xyz + a3yz
2 = x3 + a2x
2z + a4xz
2 + a6z
3
を K 上の楕円曲線 (elliptic curve) という．なお，F (x, y) = y2 + a1xy +
a3y − (x3 + a2x2 + a4x+ a6) とし, G(x, y, z) を F (x, y) の z に関する斉次
化とするとき，
E = {[a : b : c] ∈ P2(K) : G(a, b, c) = 0}
= {[a : b : 1] ∈ P2(K) : F (a, b) = 0} ∪ {[0 : 1 : 0]}
である．このことから，「体 K 上の楕円曲線」といった場合，(2.1) の形の方
程式で定義される非特異アファイン平面曲線と，無限遠点 O = [0 : 1 : 0] とを
合わせたものと解釈できる．
注意 2.2.6. 体 K の標数が 2 であるとき, y2 = f(x) = x3 + ax2 + bx + c
の形 (特に, (2.3) または (2.6) の形) の方程式で定義されるアファイン平
面曲線 E は A2(K) において特異点を持つ．実際，F (x, y) = y2 − f(x)
とするとき, 一変数多項式 f ′(x) = 3x2 + 2ax + b の (K における) 根
を x0, 元 f(x0) = x30 + ax20 + bx0 + c の平方根の 1 つを y0 とすると,
F (x0, y0) = y
2
0−f(x0) = 0, Fx(x0, y0) = −f ′(x0) = 0, Fy(x0, y0) = 2y0 = 0
より (x0, y0) ∈ A2(K) は E の特異点である．
2.3 Mordell-Weil 群 E(K)
前節に引き続き K を体とする．本節では，体 K 上の楕円曲線 E に対し
て，E の点（と無限遠点のなす）集合
E(K) := {(a, b) ∈ A2(K) : E(a, b) = 0} ∪ {O}
に加法アーベル群の構造を入れる．さらに，E(K) の有限生成性を示す
Mordell-Weil の定理を紹介し，(ある条件下において) E(K) の計算方法を
与える．
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2.3.1 Mordell-Weil 群の群演算
■一般形 Weierstrass 標準形 体 K 上の楕円曲線
E : y2 + a1xy + a3y = f(x) = x
3 + a2x
2 + a4x+ a6
の 2 点 P,Q ∈ E(K) に対して，和 P +Q ∈ E(K) を次で定義する：
• P = O (resp. Q = O) のとき P + Q = Q (resp. P + Q = P )．ここ
で O は無限遠点である．
• P ̸= O かつ Q ̸= O かつ P ̸= Q のとき：P = (x1, y1), Q = (x2, y2)
と書いたとき
1. x1 ̸= x2 ならば，
x3 = λ
2 + a1λ− a2 − x1 − x2,
y3 = −(λx3 + ν)− a1x3 − a3
として P +Q = (x3, y3) と定義する．ここで，
λ = (y2 − y1)/(x2 − x1),
ν = y1 − λx1
= (y1x2 − y2x1)/(x2 − x1)
とする．点 (x3, y3) は，P と Q を通る直線 ℓ : y = λx + ν と
E との第三の交点 (x3, y′3) と同じ x 座標を持つような E 上の点
で，(x3, y′3) と異なる点に他ならない；直線 y = λx + ν と曲線
y2+ a1xy+ a3y = x
3+ a2x
2+ a4x+ a6 との交点の x 座標は，方
程式
(λx+ ν)2 + a1x(λx+ ν) + a3(λx+ ν) = x
3 + a2x
2 + a4x+ a6
の解である．この方程式を整理すると，
x3+(a2−λ2−a1λ)x2+(a4−2λν−a1ν−a3λ)x+a6− ν2−a3ν
であるので，解と係数の関係から x1+x2+x3 = −(a2−λ2−a1λ)で
ある．従って，P と Q を通る直線 ℓ : y = λx+ ν と E との第三の
交点の x 座標は x3 = λ2+a1λ−a2−x1−x2 で与えられる．その
y 座標は y′3 = λx3 + ν である．さらに, x 座標が x3 であるような
E の点の y 座標は, y に関する方程式 y2+(a1x3+a3)y−f(x3) = 0
の解である．従って，解と係数の関係により y3+y′3 = −(a1x3+a3)
であるので，y3 = −y′3 − a1x3 − a3 = −(λx3 + ν)− a1x3 − a3 を
得る．
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2. x1 = x2 かつ y1 ̸= y2 ならば，P +Q = O と定義する．この場合
は Q = (x2, y2) = (x1,−y1 − a1x1 − a3) であることに注意する；
y1, y2 はともに y に関する方程式 y2+(a1x1+a3)y−f(x1) = 0の
解である．従って，解と係数の関係により y1+ y2 = −(a1x1+ a3)
であるので，y2 = −y1 − a1x1 − a3 を得る．
• P ̸= O かつ Q ̸= O かつ P = Q のとき：P = (x1, y1), Q = (x2, y2)
と書いたとき
1. 2y1 + a1x1 + a3 = 0 ならば，P +Q = O と定義する．
2. 2y1 + a1x1 + a3 ̸= 0 ならば，
x3 = λ
2 + a1λ− a2 − x1 − x2 = λ2 + a1λ− a2 − 2x1,
y3 = −(λx3 + ν)− a1x3 − a3
として P +Q = (x3, y3) と定義する．ここで，
λ = (f ′(x1)− a1y1)/(2y1 + a1x1 + a3),
ν = y1 − λx1
= (−x31 + a4x1 + 2a6 − a3y1)/(2y1 + a1x1 + a3)
である．これは，楕円曲線 E の P = Qにおける接線 ℓ : y = λx+µ
と E とのもう一つの交点 (x3, y′3) と同じ x 座標を持つような E
上の点で，(x3, y′3) と異なる点に他ならない．さらに計算すると，
x3 =
x41 + (−a1a3 − 2a4)x21 + (−2a23 − 8a6)x1
(2y1 + a1x1 + a3)2
+
a1a3a4 − a21a6 − a2a23 + a24 − 4a2a6
(2y1 + a1x1 + a3)2
,
y3 = −(λx3 + y1 − λx1)− a1x3 − a3
の形となる．
■標数 ̸= 2 の場合 標数が 2 でない体 K 上の楕円曲線
E : y2 = x3 + ax2 + bx+ c
の 2 点 P,Q ∈ E(K) に対して，和 P +Q ∈ E(K) を次で定義する：
• P = O (resp. Q = O) のとき P + Q = Q (resp. P + Q = P )．ここ
で O は無限遠点である．
• P ̸= O かつ Q ̸= O かつ P ̸= Q のとき：P = (x1, y1), Q = (x2, y2)
と書いたとき
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1. x1 ̸= x2 ならば，
x3 = λ
2 − a− x1 − x2,
y3 = −(λx3 + ν)
として P +Q = (x3, y3) と定義する．ここで，
λ = (y2 − y1)/(x2 − x1),
ν = y1 − λx1
= (y1x2 − y2x1)/(x2 − x1)
とする．これは，P と Q を通る直線 ℓ : y = λx + ν と E と
の第三の交点 (x3, y′3) を x 軸に関して対称移動して得られる点
(x3,−y′3) ∈ E(K) に他ならない．
2. x1 = x2 かつ y1 ̸= y2 ならば，P +Q = O と定義する．この場合
は Q = (x2, y2) = (x1,−y1) であることに注意する．
• P ̸= O かつ Q ̸= O かつ P = Q のとき：P = (x1, y1), Q = (x2, y2)
と書いたとき
1. y1 = y2 = 0 ならば，P +Q = O と定義する．
2. y1 = y2 ̸= 0 ならば，
x3 = λ
2 − a− x1 − x2 = λ2 − a− 2x1, (2.7)
y3 = −(λx3 + ν)
として P +Q = (x3, y3) と定義する．ここで，
λ = f ′(x1)/(2y1),
ν = y1 − λx1
= (−x31 + a4x1 + 2a6)/(2y1)
である．これは，楕円曲線 E の P = Qにおける接線 ℓ : y = λx+µ
と E とのもう一つの交点 (x3, y′3) を x 軸に関して対称移動して得
られる点 (x3,−y′3) に他ならない．さらに計算すると，
x3 =
x41 − 2bx21 − 8cx1 + b2 − 4ac
4(x31 + ax
2
1 + bx1 + c)
, (2.8)
y3 = −(λx3 + y1 − λx1)
の形となる．
次の命題の証明は省略する．
命題 2.3.1. 上記の二項演算によって，E(K) は O を加法単位元とするアーベ
ル群をなす．特に，点 P = (x, y) ∈ E(K) ∖ {O} の逆元は −P = (x,−y −
a1x− a3) で与えられる．
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定義 2.3.2 (Mordell-Weil 群). 体 K 上の楕円曲線 E に対して，加法アーベ
ル群 E(K) を Mordell-Weil 群という．群 E(K) の元を E の K 有理点
(K-rational point) と呼ぶ（ただし，無限遠点 O も有理点と取り決めて
いる）．
例 2.3.3. 有理数体 K = Q 上の楕円曲線 E : y2 = x3 − 43x+ 166 を考える．
E 上の点 P = (3, 8)について，上記の群演算によって 2P , 3P , 4P , 8P を計算
すると，2P = (−5,−16), 3P = (11,−32), 4P = (11, 32, 1), 8P = (3, 8) = P
である．従って 7P = O であり，7 は素数であるので P の位数（2.3.2 節で
定義）は 7 である．
注意 2.3.4. 本稿ではMordell-Weil群 E(K)における加法およびスカラー倍を
アファイン座標で表された点に対して定義しているが，射影座標や Jacobian
座標と呼ばれる座標で表された点に対しても加法およびスカラー倍を定義する
ことが可能であり，座標系の間の変換も可能である（本稿では取り扱わない）．
演算の計算量という観点では，射影座標や Jacobian 座標を用いた方がアファ
イン座標より効率的である．アファイン座標以外の座標によって表された点の
演算については，例えば [3, 1章] を参照とする．
2.3.2 位数が小さい点の決定
ここでは，位数 2 または 3 の点を決定する方法を与える．簡単のため体 K
の標数は 2 でないとし，E : y2 = f(x) = x3 + ax2 + bx+ c (a, b, c ∈ K) の
形の場合で考える．また，E(K) の元 P に対して nP = O となる自然数 n
が存在するとき，そのような n のうち最小なものを ord(P ) と書き，これを
P の位数と呼ぶ．nP = 0 となる自然数が存在しないとき，ord(P ) =∞ と定
める．整数 m ∈ Z に対して，
E(K)[m] := {P ∈ E(K) : mP = O}
と定める．K = K のときは，E(K)[m] を単に E[m] とも書く．
■位数 2 の点 P ∈ E(K)[2] とし，P ̸= O とする．P = (x, y) (x, y ∈ K)
と書く．2P = O より，P = −P であるので，y = −y である．従って y = 0
である．点 P = (x, 0) は E 上の点であるから，f(x) = 0 より，x は f の根
である．その可能性としては高々 3 個であるが，E は非特異であるので，f
は代数閉包 K 上で重根を持たない．よって，2P = O となる元は（O と合わ
せて）4 個である．O 以外の残りの 3 つ（位数 2 の点）は，f の K における
相異なる 3 つの根を x1, x2, x3 としたとき，(x1, 0), (x2, 0), (x3, 0) で与えら
れる．
20 2． 楕円曲線の一般論（工藤）
例 2.3.5. E : y2 = x3+8 とする．x3+8 = (x+2)(x2− 2x+4) であるので，
E(C)[2] = {O, (−2, 0), (α, 0), (β, 0)}
である．ここで α = 1 +√−3, β = 1−√−3 とする．
例 2.3.6. E : y2 = (x− 1)(x− 2)(x− 3) とする．このとき，
E(R)[2] = {O, (1, 0), (2, 0), (3, 0)}
である．
■位数 3 の点 P ∈ E(K)[3] とし，P ̸= O とする．3P = O より，2P = −P
であるので，x(2P ) = x(−P ) = x(P )，従って (2.7) より
f ′(x)2
4y2
− a− 2x = x (2.9)
である．ここで，点 Q に対してその x 座標を x(Q) と書く．(2.9) を整理す
ると，
2f ′′(x)f(x)− f ′(x)2 = 0 (2.10)
となる．(2.10) の左辺を ψ3(x) と書く．
命題 2.3.7. 体 K の標数が 2 でも 3 でもないとき, ψ3(x) は（K において）
相異なる 4 つの根を持つ．
証明. まず, f ′′′(x) = 6 であり, ψ′3(x) = 2f ′′′(x)f(x) + 2f ′′(x)f ′(x) −
2f ′(x)f ′′(x) = 2f ′′′(x)f(x) = 12f(x) である．従って，もし ψ3(x) があ
る元 α ∈ K を重根に持つならば, ψ′3(α) = 12f(α) = 0 より f(α) = 0
である．また, ψ3(α) = 2f ′′(α)f(α) − f ′(α)2 = −f ′(α)2 = 0 であるので,
f ′(α) = 0 が成り立つ．ゆえに α は f の重根となり，これは E : y2 = f(x)
の非特異性に矛盾する．従って, ψ3(x) は（K において）重根を持たない．
注意 2.3.8. 計算によって
ψ3(x) = 3x
4 + 4ax3 + 6bx2 + 12cx+ b2 − 4ac (2.11)
がわかる．
従って，ord(P ) = 3 となる元は次の 8 つである：ψ3(x) の K における
相異なる 4 つの根を x1, x2, x3, x4 としたとき，(x1, y1), (x2, y2), (x3, y3),
(x4, y4), (x1,−y1), (x2,−y2), (x3,−y3), (x4,−y4)．ここで，P = (x, y) が
位数 3 の点であれば，−P = (x,−y) も位数 3 の点であることに注意する．
よって，3P = O となる元は O と合わせて 9 個である．
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命題 2.3.9. E を体 K 上の楕円曲線とする．このとき，
#{P ∈ E(K) : ord(P )|3} = 9
である．
より一般に，次が成り立つ（証明略）：
定理 2.3.10. 体 K 上の楕円曲線 E と整数 n ∈ Z>0 に対し
E[n] = {P ∈ E(K) : ord(P )|n} ∼= Zn × Zn
である．ここで Zn = Z/nZ としている．従って，#{P ∈ E(K) :
ord(P )|n} = n2 である．
例 2.3.11. 実数体 R 上の楕円曲線 E : y2 = f(x) = ax2 + bx + c (ただし
a, b, c ∈ R) に対して，E(R)[3] を求めてみよう．まず，計算により
d2y
dx2
=
2f ′′(x)f(x)− f ′(x)2
4yf(x)
=
ψ3(x)
4yf(x)
.
である．従って，点 P = (x, y) ∈ E の位数が 3 であることは，P ̸= O かつ
P は E の変曲点であることに同値である．
ここで, ψ3(x) はちょうど 2 つの相異なる実根を持つことに注意する．実
際，ψ′3(x) = 12f(x) であるので，ψ′3(x) と f(x) の根は一致する．そこでま
ず, f(x) が相異なる 3 つの実根 β1 < β2 < β3 を持つ場合を考える（f は重
根を持たないので, f ′(βi) ̸= 0 であることに注意する）．この場合, 4 次関数
y = ψ3(x) は x = βi で停留点をとるが, ψ3(βi) = 2f ′′(βi)f(βi) − f ′(βi)2 =
−f ′(βi)2 < 0 であるので, y = ψ3(x) のグラフは x 軸と異なる 2 点で交わ
る．次に f(x) がただ 1 つの実根 β を持つ場合を考える．この場合，4 次関
数 y = ψ3(x) は x = β で停留点をとるが, ψ3(β) = −f ′(β)2 < 0 であるので,
y = ψ3(x) のグラフは x 軸と異なる 2 点で交わる．以上から ψ3(x) は相異な
る 2 つの実根 α1, α2 を持つ．また，ψ′3(α1) < 0 (resp. ψ′3(α1) > 0) に注意
すると，f(α1) = 112ψ′3(α1) < 0 (resp. f(α2) = 112ψ′3(α2) > 0) である．
従って，y2 = f(α1) が実解 y を持たないことに注意すると，E(R) におけ
る位数 3 の点は (α2,±
√
f(α2)) であり，ゆえに E(R)[3] ∼= Z/3Z である．
2.3.3 Mordell-Weil の定理
ここでは Mordell-Weil 群 E(K) の構造について，よく知られている結果を
いくつか述べる．次の定理 2.3.12 が示すように，E(K) は有限生成アーベル
群であり，特に K が有限体であるとき E(K) は 2 つの巡回群の直和に分解
する．
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定理 2.3.12 (Mordell-Weil). 代数体 K 上の楕円曲線 E に対して，アーベル
群 E(K) は有限生成であり，
E(K) ∼= Zr ⊕G
の形に書ける．ここで G は有限群である．有限群 G は E(K) の捩れ部分
(torsion part) であるので，以降 G = E(K)tors と書く．
定義 2.3.13. 定理 2.3.12 における非負整数 r を楕円曲線 E の階数 (rank)
と呼ぶ．
命題 2.3.14. 有限体 K = Fq 上の楕円曲線 E に対して，アーベル群 E(Fq) は
巡回群または二つの巡回群の直和
E(Fq) ∼= C × C ′
の形に書ける．ここで #C|#C ′ かつ #C ′|q − 1 である．
問題 2.3.15. 与えられたK とK 上の楕円曲線 E について，有理点 P ∈ E(K)
を見つける（効率的）アルゴリズムは存在するか？
問題 2.3.16. 与えられた K と K 上の楕円曲線 E について，E(K) の階数を
求める（効率的）アルゴリズムは存在するか？
問題 2.3.17. 与えられた K について，E(K) の階数の上限は存在するか？ cf.
K = Q：Elkies によって階数 ≥ 28 の楕円曲線が見つけられた（注：= 28 か
どうかは未解決）．
2.3.4 Mordell-Weil の定理の証明
ここでは K = Q の場合における Mordell-Weil の定理（定理 2.3.12）を証
明する．証明のポイントは次の二つである：
(1) 剰余群 E(K)/2E(K) は有限である (second descent, 2-descent)．
(2) 有理点の高さを導入し，剰余群 E(K)/2E(K) の有限個の完全代表系を
用いて，Fermat の無限降下法 (infinite descent, ∞-descent) を適
用する．
(1) は弱 Mordell の定理とも呼ばれる．著者の講演では (2) のみを紹介し，
(1) については 2日目の吉川祥氏（学習院大学）の講演に譲った．以下ではま
ず，有理数・有理点の高さを定義する．楕円曲線の有理点の高さとして，ナ
イーブ高さと標準高さの二種類を定義する．
■有理点の高さ
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定義 2.3.18 (有理数の高さ). 0 でない有理数 x = mn (m,n ∈ Z, n ̸= 0,
gcd(m,n) = 1)に対して，xの高さ (height)H(x)をH(x) := max{|m|, |n|}
と定義する．また，H(0) := 0 と定める．
例 2.3.19. H(1) = 1. H(39/40) = 40.
補題 2.3.20. 自然数 k ∈ Z≥1 に対して，
#{x ∈ Q : H(x) ≤ k} ≤ 2k2 + k
が成り立つ．従って集合 {x ∈ Q : H(x) ≤ k} は有限集合である．
証明. H(x) ≤ k を満たす有理数 x の個数を勘定する．x = mn (m,n ∈ Z,
n ̸= 0, gcd(m,n) = 1) とし，H(x) ≤ k とする．n > 0 としてよい．
まず, 0 ≤ |m| < n の場合を考える．この場合, n = H(x) であるので,
n の候補は 1, 2, . . . , k である．n の候補それぞれに対して, m の候補は
n−1, . . . , 1, 0,−1, . . . ,−(n−1)の 2(n−1)+1個である．従って, 0 ≤ |m| < n
の場合において H(x) ≤ k を満たす有理数 x の個数は，
k∑
i=1
2 ((i− 1) + 1) = 2
k∑
i=1
i−
k∑
i=1
1 = k2
以下である．次に, 0 < n ≤ |m| の場合を考える．この場合, |m| = H(x) で
あるので, m の候補は −k, . . .− 1, 1, . . . , k である．m の候補それぞれに対し
て, n の候補は 1, . . . , |m| の |m| 個である．従って, 0 < n ≤ |m| の場合にお
いて H(x) ≤ k を満たす有理数 x の個数は，
2
k∑
i=1
i = k2 + k
以下である．従って, H(x) ≤ k を満たす有理数 x の個数は k2 + (k2 + k) =
2k2 + k 以下である．
定義 2.3.21 (有理点の高さ). 有理数体 K = Q 上の楕円曲線 E について，有
理点 P = (x, y) ∈ E(Q) の高さ (height) H(P ) を H(P ) := H(x) ∈ Z≥0 と
定義する．無限遠点 O に対しては, H(O) := 1 と定義する．また，h(P ) :=
logH(P ) を有理点 P の対数的高さ (logarithmic height) と呼ぶ．
注意 2.3.22. 関数 P 7→ h(P ) をナイーブ高さ関数ともいう．これに対して標
準高さ関数 P 7→ hˆ(P ) はナイーブ高さ関数を用いて次のように定義される：
hˆ(P ) := limn∞4−nh(2nP ).
有理数体 K = Q 上の楕円曲線 E について，次の 3 性質が成り立つ（証
明略）：
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(i) 任意の実数 M ≥ 0 に対して，集合 {P ∈ E(Q) : h(P ) ≤M} は有限集
合である．
(ii) 任意の P0 に対して，ある定数 k0 が存在して，任意の P ∈ E(Q) に対
して
h(P + P0) ≤ 2h(P ) + k0
が成り立つ．
(iii) ある定数 k が存在して，任意の P ∈ E(Q) に対して
h(2P ) ≥ 4h(P )− k
が成り立つ．
上記の 3 性質を用いて，K = Q の場合における定理 2.3.12 を証明する．
■K = Q の場合における定理 2.3.12 の証明 本小節冒頭で言及したように,
[E(Q) : 2E(Q)] が有限であることは認める．そこで n := [E(Q) : 2E(Q)]
とし，Q1, . . . , Qn ∈ E(Q) を剰余群 E(Q)/2E(Q) の完全代表系とする．
P ∈ E(Q) を任意の有理点とする．このとき，ある 1 ≤ i1 ≤ n と P1 ∈ E(Q)
が存在して，P −Qi1 = 2P1 の形に書ける．P1 についても P と同様にして，
ある 1 ≤ i2 ≤ n と P2 ∈ E(Q) が存在して，P1 −Qi2 = 2P2 の形に書ける．
これを繰り返して，
Pj−1 −Qij = 2Pj
なる Pj , Qij を得る．特に，任意の m ≥ 1 に対して
P = Qi1 + 2Qi2 + · · ·+ 2m−1Qim + 2mPm
となる．よって P ∈ 〈Pm, Qi〉1≤i≤n を得る．もし Pm = O ならば P ∈
{Q1, . . . , Qn} である．任意の m に対して Pm ̸= O と仮定する．性質 (ii) に
よって，各 1 ≤ i ≤ n についてある ki が存在して，任意の P ′ ∈ E(Q) に対
して
h(P ′ −Qi) ≤ 2h(P ′) + ki
が成り立つ．そこで k0 := max{k1, . . . , kn} とすると，任意の P ′ ∈ E(Q) と
任意の 1 ≤ i ≤ n に対して
h(P ′ −Qi) ≤ 2h(P ′) + k0
が成り立つ．性質 (iii) により，ある k が存在して，任意の j に対して
h(2Pj) ≥ 4h(Pj)− k
が成り立つ．従って
4h(Pj) ≤ h(2Pj) + k = h(Pj−1 −Qij ) + k ≤ 2h(Pj−1) + k0 + k(2.12)
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であり，
h(Pj) ≤ 1
2
h(Pj−1) +
1
4
(k0 + k) =
3
4
h(Pj−1)− 1
4
(h(Pj−1)− (k0 + k))
ここで，ある m に対して h(Pm) ≤ k0 + k である．なぜならば，もし任意の
m に対して h(Pm) > k0 + k ならば，(2.12) より
h(Pj) <
3
4
h(Pj−1)
を満たすので，点列 P, P1, P2, . . . はナイーブ高さが狭義単調減少するような
相異なる点の無限列である．従って集合 {P ′ ∈ E(Q) : h(P ′) ≤ h(P )} は無限
集合となるがこれは性質 (i) に反する．いま，ある整数 a1, . . . , an によって
P = a1Q1 + · · ·+ anQn + 2mPm
の形に書けており h(Pm) ≤ k0+ k である．ここで k0 は E と Q1, . . . , Qn の
みに，k は E のみにそれぞれ依存する定数であることに注意する．性質 (i)
によって
{Q1, . . . , Qn} ∪ {R ∈ E(Q) : h(R) ≤ k0 + k}
は有限集合であり，これは E(Q) を生成する．
注意 2.3.23. 上で見たように，もし E(Q)/2E(Q) の完全代表系が計算でき，
さらに定数 k を具体的に求めることができれば，高さの不等式を満たす有理
点を総当たりで探索することで E(Q) の生成元を（理論上）計算することがで
きる．さらに，生成元のなかから独立な生成元を求めることができれば，E の
階数も（理論上）計算することができる．これらの計算については，2.3.6 節
で紹介する．
2.3.5 Torsion part の計算
前節で Mordell-Weil 群 E(K) は有限生成アーベル群になることを見た．こ
こでは，K = Q のときに E(Q) の捩れ部分 E(Q)tors を具体的に計算する方
法を与える．
体 K = Q 上の楕円曲線 E : y2 = f(x) = x3+ax2+ bx+ c を考える．係数
a, b, c を整数 a1, a2, b1, b2, c1, c2 によって a = a1/a2, b = b1/b2, c = c1/c2
と書く．a, b, c のいずれかが整数でない有理数の場合，d = a2b2c2 とし，変
数変換 X = d2x, Y = d3y によって E は
Y 2 = X3 + d2aX2 + d4bX + d6c
を定義方程式とする楕円曲線と同型となる．ここで d2a, d4b, d6c は全て整数
である．これを踏まえ以下では，楕円曲線 E の定義方程式の係数が全て整数
の場合を考える．
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定理 2.3.24 (Nagell-Lutz, 1930’s). 有理数体 Q上の楕円曲線 E : y2 = f(x) =
x3 + ax2 + bx + c を考える．ただし係数 a, b, c は全て整数であると仮定す
る．このとき，P = (x, y) ∈ E(Q)tors ∖ {O} ならば，x, y ∈ Z であり，
1. y = 0 ならば P の位数は 2 である．
2. y ̸= 0 ならば y2|D である．
ここで，
D := −27c3 − 4a3c− 4b3 + a2b2 + 18abc = 1
16
∆(E)
は三次多項式 f(x) の判別式である．
計算によって，次の補題 2.3.25 を示すことができる：
補題 2.3.25. E : y2 = f(x) = x3 + ax2 + bx + c を体 K 上の楕円曲線とす
る．D を三次多項式 f(x) の判別式とし，α1, α2, α3 を K における f(x) の
根とする．このとき，
1. D = (α1 − α2)2(α1 − α3)2(α2 − α3)2,
2. D = r(x)f(x) + s(x)f ′(x)，ここで
r(x) = (18b− 6a2)x− (4a3 − 15ab+ 27c),
s(x) = (2a2 − 6b)x2 + (2a3 − 7ab+ 9c)x+ (a2b+ 3ac− 4b2)
が成り立つ．
補題 2.3.26. 有理数体 Q 上の楕円曲線 E : y2 = f(x) = x3+ ax2+ bx+ c を
考える．ただし係数 a, b, c は全て整数であると仮定する．このとき, E 上の
点 P = (x, y) について，P と 2P が整数点（すなわち，P と 2P の x 座標と
y 座標は全て整数である）ならば，y = 0 または y|D が成り立つ．
証明. y ̸= 0 とする．このとき，P の位数は 2 ではないので 2P ̸= O であ
る．2P = (X,Y ) (X,Y ∈ Z) と書く．λ = f ′(x)/(2y) とすると，(2.7) より
λ2 = 2x + X + a である．x, X, a は全て整数であるので，λ2 も整数であ
る．λ は有理数であるので，λ は整数となる．従って y|f ′(x) である．また，
y2 = f(x) より y|f(x) である．ゆえに，y は D = r(x)f(x) + s(x)f ′(x) を
割りきる．
例 2.3.27. 有理数体 Q 上の楕円曲線 E : y2 = f(x) = x3 + 4x について，
E(Q)tors を計算する．まず，位数 1 の点は無限遠点 O である．次に位数 2
の点は (x, 0) (x は f(x) の根) の形であるので，
E(C)[2] = {O, (0, 0), (2i, 0), (−2i, 0)}
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である．(x, y) ∈ E(Q)を位数 3以上の点とする．D = −4·43 = −256 = −28
であるので，定理 2.3.24 より，y の可能性としては y = ±1, ±2, ±4, ±8,
±16 である．それぞれを y2 = x3 + 4x に代入することで x が求まり,
E(Q)tors = {O, (0, 0), (2, 4), (2,−4)}
である．点 (2,±4) の位数は 4 であるので，E(Q)tors ∼= Z/4Z である．
Nagell-Lutz の定理によって，E の捩れ元の y 座標（の絶対値）の上界がわ
かる．しかし判別式 D の値は E（の定義方程式の係数）に依存する．Mazur
によって証明された次の定理 2.3.28 は，K = Q の場合に E の捩れ元の個数
の上界を E に依らない形で与えている：
定理 2.3.28 (Mazur, 1997). E を有理数体 K = Q 上の楕円曲線とする．こ
のとき，E(Q)tors は次のいずれかと同型である：
1. Z/mZ (1 ≤ m ≤ 12, m ̸= 11).
2. Z/2Z⊕ Z/2mZ (1 ≤ m ≤ 4).
問題 2.3.29. 与えられた K と K 上の楕円曲線 E について，E(K)tors の元
の位数の上界は存在するか？ cf. K = Q の場合は Mazur により解決（定理
2.3.28）．他の K (e.g., K = Q(
√
2) など) についてはどうだろうか？
2.3.6 Free part の計算
ここでは，K = Q のときに E(Q) の自由部分 E(Q)fr を計算する方法を
説明する．ここで与える計算法は古典的かつ基本的なものであり, [1, Chap-
ter 3] において説明されているアイデアに基づくものである．具体的には，
E(Q)/2E(Q) の完全代表系 Q1, . . . , Qn および E(Q) の階数 r が与えられた
ときに，次のようにして E(Q) の独立な生成元を求める．
Step 0. （探索ステップにおける高さの上界 B の決定）前処理として,
Q1, . . . , Qn から Step 1 における高さの上界 B を計算する．また,
k := 0, P := ∅, L := ∅ とする．
Step 1. （有理点探索）h(P ) ≤ B を満たす有理点 P ∈ E(Q) を探索する．た
だし, Step 2 の計算過程で出現した有理点, すなわち P ∈ L なるものは
除外してよい．存在しなければ, P が E(Q)fr の基底である．見つかっ
た有理点を Pk+1 := P とする．
Step 2. （高さ対を用いた独立性判定と部分群拡張）高さ対によって構成さ
れる行列から, P1, . . . , Pk, Pk+1 が Z 上で一次独立かどうかを判定す
る．一次独立である場合, P := P ∪ {Pk+1} として P を更新する．も
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し Pk+1 が P1, . . . , Pk の Z 上の線形和で書けるなら, 〈P1, . . . , Pk〉Z =
〈P1, . . . , Pk, Pk+1〉Z であるので P の更新はしない．もしある k > 1
に対して kP が P1, . . . , Pk の Z 上の線形和で書けるなら, 有理点
R1, . . . , Rk ∈ E(Q)で 〈R1, . . . , Rk〉Z が 〈P〉Z より真に大きくなるもの
を構成し, P := {R1, . . . , Rk} として P を更新する．なお，R1, . . . , Rk
の構成過程で生じる, 〈R1, . . . , Rk〉Z の生成元は L に追加して記録して
おく．P を更新した後, Step 1 に戻る．
上記における各ステップの詳細は後述する．まず, 最終的に得られる P が
E(Q)fr の基底であることを保障するために，以下にいくつかのよく知られた
事実を述べる：
補題 2.3.30 (Cremona). 実数 B > 0 を集合
S = {P ∈ E(Q) : hˆ(P ) ≤ B}
が E(Q)/2E(Q) の完全代表系を含むようにとる．このとき，S は E(Q) を生
成する．
定理 2.3.31 (Silverman, Simon). ある定数 B′ が存在して，任意の P ∈ E(Q)
に対して，
h(P )− hˆ(P ) ≤ B′
を満たす．
定理 2.3.31 における定数 B′ は次のように決定される．実数 x に対して，
log+(x) := log(max{1, |x|}) と定める．
命題 2.3.32 ([1], Proposition 3.5.1). Z 上の楕円曲線 E に対して，
µ(E) =
1
6
(log|∆(E)|+ log+(j(E))) + log+(b2/12) + log(2∗)
と定義する．ただし b2 ̸= 0 (resp. b2 = 0) のとき 2∗ = 2 (resp. 2∗ = 1) とす
る．このとき，任意の P ∈ E(Q) に対して
− 1
12
h(j(E))− µ(E)− 1.922 ≤ hˆ(P )− h(P ) ≤ µ(E) + 2.14
が成り立つ．ここで j(E) は E の j 不変量であり，h(j(E)) はその高さで
ある．
定義 2.3.33 (高さ対). 有理数体 K = Q 上の楕円曲線 E の K 有理点 P,Q ∈
E(Q) に対して，
hˆ(P,Q) :=
1
2
(hˆ(P +Q)− hˆ(P )− hˆ(Q))
2.3 Mordell-Weil 群 E(K) 29
を P と Q の高さ対 (height pairing)という．これは, 標準高さ関数 P 7→
hˆ(P ) を E(Q) 上の二次形式とみたときの, 付随する対称双線形形式であり, 特
に hˆ(P, P ) = hˆ(P ) である．
補題 2.3.34. 有理数体 K = Q 上の楕円曲線 E の K 有理点 P1, . . . , Pk, Pk+1
に対して，k × k 行列 Mk = (hˆ(Pi, Pj))1≤i,j≤k および (k + 1) × (k + 1) 行
列 Mk+1 = (hˆ(Pi, Pj))1≤i,j≤k+1 を考える．もし det(Mk) ̸= 0 であるならば,
ある c1, . . . , ck+1 ∈ R (ck+1 ̸= 0) が存在して,
c1P1 + · · ·+ ckPk + ck+1Pk+1 = 0 in E(R)/E(R)tors ∼= E(R)fr
が成り立つ．
証明. det(Mk) ̸= 0 より, Mk = tMk を係数行列とする連立 1 次方程式
tMkx =
hˆ(P1, P1) · · · hˆ(Pk, P1)... . . . ...
hˆ(P1, Pk) · · · hˆ(Pk, Pk)

x1...
xk
 =
hˆ(Pk+1, P1)...
hˆ(Pk+1, Pk)

は R 上で一意的な解を持ち, それは Cramer の公式によって xi =
det(Ai)
det(Mk)
で与えられる．ここで Ai は
hˆ(P1, P1) · · · hˆ(Pi−1, P1) hˆ(Pk+1, P1) hˆ(Pi+1, P1) · · · hˆ(Pk, P1)
...
...
...
...
...
hˆ(P1, Pk) · · · hˆ(Pi−1, Pk) hˆ(Pk+1, Pk) hˆ(Pi+1, Pk) · · · hˆ(Pk, Pk)

とする．また, Mk+1 の i 行と k + 1 列を取り除いて得られる部分行列は
hˆ(P1, P1) · · · hˆ(P1, Pk)
...
...
hˆ(Pi−1, P1) · · · hˆ(Pi−1, Pk)
hˆ(Pi+1, P1) · · · hˆ(Pi+1, Pk)
...
...
hˆ(Pk+1, P1) · · · hˆ(Pk+1, Pk)

であるので, 行列 Mk+1 の (i, k + 1) 余因子を ai とすると ai =
(−1)i+k+1(−det(tAi)) = (−1)i+k det(Ai) (i < k) である．また,
ak = (−1)2k+1 det(tAk) = −det(Ak) であり, ak+1 = (−1)2k+2 det(Mk) =
det(Mk) であることに注意する．任意の 1 ≤ j ≤ k について
x1hˆ(P1, Pj) + · · ·+ xkhˆ(Pk, Pj) = hˆ(Pk+1, Pj)
であるので,
k−1∑
i=1
(−1)i+kaihˆ(Pi, Pj)− akhˆ(Pk, Pj)− ak+1hˆ(Pk+1, Pj) = 0 (2.13)
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である．そこで ci を (2.13) の左辺における hˆ(Pi, Pj) の係数とすると，
c1hˆ(P1, Pj) + · · ·+ ckhˆ(Pk, Pj) + ck+1hˆ(Pk+1, Pj) = 0
が成り立つ．いま，
hˆ
(
k+1∑
i=1
ciPi
)
= hˆ
(
k+1∑
i=1
ciPi,
k+1∑
i=1
ciPi
)
= hˆ
k+1∑
i=1
ciPi,
k+1∑
j=1
cjPj

=
k+1∑
j=1
cj hˆ
(
k+1∑
i=1
ciPi, Pj
)
=
k+1∑
j=1
cj
(
k+1∑
i=1
cihˆ(Pi, Pj)
)
= 0
である．標準高さが 0 である点はねじれ点であるので, ∑k+1i=1 ciPi ∈ E(R)tors
となり, 従って
c1P1 + · · ·+ ckPk + ck+1Pk+1 = 0 in E(R)/E(R)tors ∼= E(R)fr
となる．
補題 2.3.35. 有理数体 K = Q 上の楕円曲線 E の K 有理点 P1, . . . , Pk に対
して，k×k 行列 Mk = (hˆ(Pi, Pj))1≤i,j≤k を考える．このとき, det(Mk) ̸= 0
ならば P1, . . . , Pk は Z 上で一次独立である．
■Step 0. 探索ステップにおける高さの上界 B の決定 命題 2.3.32 における
記号を用いる．既に得られている Qi たちから h(Qi) を計算し，
B+ := µ(E) + 2.14, B− := − 1
12
h(j(E))− µ(E)− 1.922,
B := B+ +max1≤i≤nh(Qi)
とする．このとき
T := {P ∈ E(Q) : h(P ) ≤ B −B−}
とすると, 命題 2.3.32 により
{Q1, . . . , Qn} ⊂ S := {P ∈ E(Q) : hˆ(P ) ≤ B} ⊂ T
である．従って補題 2.3.30 より S および T は E(Q) を生成する．最終的に
得られる P は一次独立であり, かつ E(R)/E(R)tors において 〈P〉Z = 〈T 〉Z
を満たすので，これは E(Q)fr の基底を与える．
■Step 1. 有理点探索 補題 2.3.20 に基づいて有理数 x で H(x) ≤ B を満た
すものを探索し，それを x 座標に持つ点 P = (x, y) ∈ E(Q) が存在するかを
確認する (E の定義方程式に x を代入して得られる y に関する二次方程式が
Q 上で解を持つかを確認する)．
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■Step 2. 高さ対を用いた独立性判定 高さ対 hˆ(Pi, Pk+1) (i ≤ k + 1) を計算
することで，(k+ 1) 次正方行列 Mk+1 := (hˆ(Pi, Pj))1≤i,j≤k+1 を得る．さら
に det(Mk+1) を計算する．
det(Mk+1) ̸= 0 の場合，補題 2.3.35 により P1, . . . , Pk, Pk+1 は Z 上で一
次独立であり, 〈P〉Z ⊂ 〈P1, . . . , Pk, Pk+1〉Z かつ Pk+1 /∈ 〈P〉Z である．そこ
で P := P ∪ {Pk+1} として P を更新する．注意として，既に k = r であれ
ば det(Mk+1) ̸= 0 にはなり得ない．
det(Mk+1) = 0 の場合，補題 2.3.34 により
a1hˆ(P1, Pk+1) + · · ·+ akhˆ(Pk, Pk+1) + ak+1hˆ(Pk+1, Pk+1) = 0
なる等式を得る．ここで ai ∈ R (1 ≤ i ≤ k + 1), ak+1 ̸= 0 である．これらの
ai に対して,
a1P1 + · · ·+ akPk + ak+1Pk+1 = 0 in E(R)/E(R)tors
である．各係数 ai を有理数で近似し, 分母を払うことで
b1P1 + · · ·+ bkPk + bk+1Pk+1 = 0 in E(Q)/E(Q)tors
の形 (ただし bi ∈ Z, gcd(b1, . . . , bk, bk+1) = 1)の等式を得る．ak+1 ̸= 0より
bk+1 ̸= 0 であることに注意する．このとき, 群 〈P〉Z の, 〈P1, . . . , Pk, Pk+1〉Z
の部分群としての指数は |bk+1| の正の約数であることに注意する．もし,
|bk+1| = 1 ならば, 〈P〉Z = 〈P1, . . . , Pk, Pk+1〉Z であるので P の更新はし
ない．
|bk+1| > 1とする．また, i := k+1とする．いま, gcd(b1, . . . , bk, bk+1) = 1
であるので，ある 1 ≤ j ≤ k+1 で j ̸= i なる添え字が存在して bj は bi で割
り切れない．このような bj を 1 つとる (b1, b2, b3, . . . と順に bi で割ってい
けば求めることができる)．整数 qj と rj によって bj = biqj + rj と表す．た
だし 0 < rj < |bi| である．このとき，
bjPj + biPi = (biqj + rj)Pj + biPi = rjPj + bi(qjPj + Pi)
である．そこで b′j := rj , b′ℓ := bℓ (1 ≤ ℓ ≤ k + 1, ℓ ̸= j), P ′i := qjPj + Pi,
P ′m := Pm (1 ≤ m ≤ k + 1, m ̸= i) とすることで, 関係式
b′1P
′
1 + · · ·+ b′kP ′k + b′k+1P ′k+1 = 0 in E(Q)/E(Q)tors
を得る．注意として, b′ℓ たちは全て整数, |b′j | < bj , 〈P1, . . . , Pk, Pk+1〉Z =
〈P ′1, . . . , P ′k, P ′k+1〉Z である．
このような操作を有限回繰り返すことで, 点 R1, . . . , Rk, Rk+1 ∈ E(Q) お
よび整数 c1, . . . , ck, ck+1 で関係式
c1R1 + · · ·+ ckRk + ck+1Rk+1 = 0 in E(Q)/E(Q)tors
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を満たし，かつ，ある i について ci = 1, さらに 〈P1, . . . , Pk, Pk+1〉Z =
〈R1, . . . , Rk, Rk+1〉Z を満たすものを得る．添え字を付け替えて ck+1 = 1, 従
って Rk+1 は R1, . . . , Rk の Z 上の線形和で書けるとしてよい．いま, 〈P〉Z ⊂
〈P1, . . . , Pk, Pk+1〉Z = 〈R1, . . . , Rk〉Zであり,群 〈P〉Zの, 〈P1, . . . , Pk, Pk+1〉Z
の部分群としての指数は 2 以上であるので, 〈R1, . . . , Rk〉Z は群 〈P〉Z より真
に大きい E(Q) の部分群である．そこで P := {R1, . . . , Rk} として P を更
新する．
注意 2.3.36. 実用的な計算の観点では, 高さの上界 B が大きすぎると探索ス
テップのコストおよびループ回数が増大するといった事態が生じ, 現実的な時
間で計算が終了するかはわからない．このため, 有理点探索の高速化, より小
さい上界 B の設定, あるいはループごとに上界 B を更新する, などといった
様々な工夫がなされている (e.g. [5])．
2.4 複素数体上の楕円曲線
本節では複素数体 C 上の楕円曲線の性質を（証明なしに）述べる．
2.4.1 複素数平面内の格子と複素数体上の楕円曲線
複素数体 C 上の楕円曲線は，C 内の格子と呼ばれる離散部分群 Λ による商
空間 C/Λ（これはトーラス）に同型であり，さらにリーマン面に同型である．
また，この逆も成り立つ．本小節ではこれらの事実を復習する．
定義 2.4.1 (格子). 複素数平面 C における格子 (lattice) とは，R 上線形独
立な二つの複素数 ω1, ω2 の Z 上の線形結合全体からなる集合のことである．
注意 2.4.2. 格子 Λ ⊂ Cと m ∈ Z≥1 に対して，(1/m)Λ := {(1/m)ω : ω ∈ Λ}
は格子であり，Λ を部分格子として含む．写像 (1/m)Λ→ C/Λ ; (1/m)ω 7→
(1/m)ω + Λ は同型 (1/m)Λ/Λ ∼= (C/Λ)m を誘導する．ここで (C/Λ)m は
C/Λ の m ねじれ部分群である．また，(1/m)Λ/Λ ∼= Z/mZ× Z/mZ である
ので，(C/Λ)m ∼= (1/m)Λ/Λ ∼= Z/mZ× Z/mZ が成り立つ．
以下，Λ = 〈ω1, ω2〉Z を ω1, ω2 で張られる複素数平面 C 内の格子とする
とき，ω1 と ω2 の順序を付け替えて ℑ(ω2/ω1) > 0 と仮定してよい；もし
ℑ(ω1/ω2) ≤ 0 かつ ℑ(ω2/ω1) ≤ 0 ならば ω1/ω2 および ω2/ω1 の虚部は 0
であることが従い，ω1 は ω2 の実数倍で書けてしまう．
次の三つの命題 (命題 2.4.3 – 2.4.5) の証明は省略する．
命題 2.4.3. 複素数平面 C における格子 Λ に対して，商空間 C/Λ はリーマン
面をなす．
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命題 2.4.4. 複素数平面 C における二つの格子 Λ, Λ′ に対して，商空間 C/Λ,
C/Λ′ は同相（位相的に同型）である．これらがリーマン面として同型となる
ための必要十分条件は，ある α ∈ C× が存在して Λ′ = αΛ となることである．
命題 2.4.5. 1. 複素数体 C 上の楕円曲線 E に対して，ある格子 Λ(E) =
〈ω1, ω2〉Z ⊂ C が存在して，E(C) ∼= C/Λ(E) となる．
2. 任意の格子 Λ ⊂ C に対して，C 上のある楕円曲線 E が存在して，
E(C) ∼= C/Λ となる．
命題 2.4.6. 複素数体 C 上の楕円曲線 E と m ∈ Z≥1 に対して，
Em(C) := {P ∈ E(C) : mP = O} ∼= Z/mZ× Z/mZ
である．
証明. 命題 2.4.5 (1)により，ある格子 Λ(E) ⊂ Cが存在して E(C) ∼= C/Λ(E)
が成り立つ．従って，Em(C) ∼= (C/Λ(E))m ∼= (1/m)Λ(E)/Λ(E) ∼= Z/mZ×
Z/mZ である．
注意 2.4.7. 命題 2.4.6 の証明において，格子 Λ の基底を {ω1, ω2} とする
とき， {
a
m
ω1 +
b
m
ω2 : 0 ≤ a, b ≤ m− 1
}
∼= Em(C)
であることに注意する．
定義 2.4.8. 複素数平面 C 上の有理型関数 f(z) が格子 Λ ⊂ C に関する楕円
関数 (elliptic function) であるとは，任意の z ∈ C と任意の w ∈ Λ に対し
て f(z + w) = f(z) が成り立つことである．
定義 2.4.9 (Weierstrass のぺー関数). 複素数平面 C における格子 Λ に対
して，
℘(z) =
1
z2
+
∑
ω∈Λ∖{0}
(
1
(z − ω)2 −
1
ω2
)
と定め，これを格子 Λ に関する Weierstrass のぺー関数 (Weierstrass’s
℘ function) という．
注意 2.4.10. Weierstrass のぺー関数は ω1, ω2 を基本周期対に持つ二重周期
関数である．
Weierstrass のぺー関数を用いることで，C/Λ に同型となる C 上の楕円曲
線 E を構成できる．関数 ℘(z) の z = 0 におけるローラン展開は
℘(z) =
1
z2
+
∞∑
k=1
(2k + 1)G2k+2(Λ)z
2k
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で与えられる．ここで，
G2k(Λ) =
∑
ω∈Λ∖{0}
1
ω2k
である．G2k(Λ) は k > 1 に対して絶対収束することが知られている．さらに
g2(Λ) := 60G4(Λ) = 60
∑
ω∈Λ∖{0}
1
ω4
,
g3(Λ) := 140G6(Λ) = 140
∑
ω∈Λ∖{0}
1
ω6
とおくことで
℘(z) = z−2 +
1
20
g2(Λ)z
2 +
1
28
g3(Λ)z
4 +O(z6)
となる．g2(Λ)と g3(Λ)を格子 Λのモジュラー不変量と呼ぶ．また，∆(Λ) :=
g32 − 27g23 をモジュラー判別式 (modular discriminant) という．Weier-
strass のぺー関数は次の微分方程式を満たすことが知られている：
℘′(z)2 = 4℘(z)2 − g2(Λ)℘(z)− g3(Λ).
命題 2.4.11. 複素数平面 C における格子 Λ に対して，
1. 多項式 4x3 − g2(Λ)x− g3(Λ) は C 上で相異なる三つの根を持つ．
2. E を y2 = 4x3− g2(Λ)x− g3(Λ) で定義される C 上の楕円曲線とする．
このとき，
C/Λ→ E(C) ⊂ P2(C) ; z + Λ 7→ [℘(z) : ℘′(z) : 1]
は（群）同型写像である．
証明. (例えば) [4, Lemma 3.6, Corollary 3.9] を参照とする．
Λ′ = αΛ のとき，上のようにして構成される 2 つの楕円曲線 C/Λ と C/Λ′
は同型となる．実際，g4(Λ) = α4g4(αΛ) かつ g6(Λ) = α6g6(αΛ) であり，二
つの楕円曲線の j 不変量 (2.5.1 節参照) は等しい．
2.5 楕円曲線の同種・同型
本節では，楕円曲線の同種という概念を導入し，2 つの楕円曲線が同型かど
うかを判定する量として j 不変量を定義する．
2.5 楕円曲線の同種・同型 35
2.5.1 同種写像
定義 2.5.1 (楕円曲線の同種写像). 体 K 上の 2 つの楕円曲線 E1, E2 が同種
(isogenous) であるとは，次を満たすような定値でない写像 φ : E1 → E2 が
存在するときをいう：
1. φ は有理関数である．すなわち，P = (x, y) ∈ E1 に対して，φ(P ) ∈ E2
の各座標が x, y の有理式で書ける．
2. φ は加法に関する準同型である．すなわち，P,Q ∈ E1 に対して，
φ(P +Q) = φ(P ) + φ(Q) を満たす．
このとき φ を E1 の同種写像 (isogeny)という．全単射な同種写像を同型写
像 (isomorphism)という．E1 から E2 への同型写像が存在するとき E1 と
E2 は同型 (isomorphic)であるといい，E1 ∼= E2 と書く．
方程式 (2.1) で与えられる K 上の楕円曲線
E : y2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6
を考える．ここで ai ∈ K (i = 1, 2, 3, 4, 6) とする．そこで
b2 = a
2
1 + 4a2, b4 = a1a3 + 2a4, b6 = a
2
3 + 4a6,
c4 = b
2
2 − 24b4, c6 = −b32 + 36b2b4 − 216b6
としたことを思い出そう．
定義 2.5.2. 方程式 (2.1) で与えられる K 上の楕円曲線 E に対して，j(E) =
c34
∆(E) と定義し，これを E の j 不変量 (j-invariant)という．方程式 (2.6)
で与えられる K 上の楕円曲線 E′ に対して，j(E′) = −123 · (4a)3∆(E′) である．
命題 2.5.3. 体 K 上の楕円曲線 E1, E2 に対して，j(E1) = j(E2) と E1 ∼= E2
(over K) は同値である．
2.5.2 虚数乗法を持つ楕円曲線
K を体とし，E を K 上の楕円曲線とする．E から E への K 準同型写像
全体のなす環を EndK(E) と書き，これを E の K 自己準同型環と呼ぶ．こ
のとき，
Z→ EndK(E) ; m 7→ ([m] : P 7→ mP ) (2.14)
なる単射によって EndK(E) は Z を部分環として含む．
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定義 2.5.4 (虚数乗法). 写像 (2.14) が全単射でない，すなわち EndK(E) が Z
より真に大きくなるとき，E はK 上で虚数乗法 (Complex Multiplication,
CM) を持つという．E が K 上で虚数乗法を持つときは，単に E は虚数乗
法を持つという．
例 2.5.5. 標数が 2 でない体 K 上の楕円曲線 E : y2 = x3+x を考える．代数
閉包 K における −1K の平方根の一つを i とする．自己準同型環 End(E) は
[i]E : (x, y) 7→ (−x, iy)
を含む．ここで写像
Z[i]→ End(E) ; m+ ni 7→ [n] + [n] · [i]E
は単射準同型である（K の標数が 0 のときは上の写像は全単射である）．従っ
て E は虚数乗法を持つ．
命題 2.5.6. E を体 K 上の楕円曲線とする．このとき，次のいずれかが成り
立つ：
1. EndK(E) ∼= Z,
2. F := EndK(E)⊗Z Q は虚二次体，従って EndK(E) ∼= OF ,
3. EndK(E) は Q 上の四元数代数の整環に同型である.
ただし，体 K の標数が 0 の場合は (1) または (2), 標数が正の場合は (2) ま
たは (3) に限る．
2.6 本講演の次の講演以降で重要となる事項の導入
本節では本講演の次の講演以降で重要となった事項（2 次元 Galois 表現，
モジュラー曲線の定義）を導入する．
2.6.1 2 次元 Galois 表現
ここでは 2 次元 Galois 表現の概念を簡単に紹介する．動機や有用性などは
2 日目以降の吉川祥氏（学習院大学）の講演に譲るものとした．
体 K の分離閉包 (separable closure) を Ks と書き，GK := Gal(Ks/K)
とする．E を体 K 上の楕円曲線とするとき，GK は E[N ] に (σ, P ) 7→ σ(P )
(σ ∈ GK , P ∈ E[N ]) によって作用する．この作用は法 N での表現
ρE,N : GK → Aut(E[N ])
を誘導する．ここで Aut(E[N ]) は群 E[N ] の自己同型群である．もし
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char(K) が N を割り切らないならば Aut(E[N ]) ∼= GL2(Z/NZ) が成り
立つ．
例 2.6.1. 有理数体 K = Q 上の楕円曲線 E : y2 = x3 − x について，
ρE,2(σ) =
[
1 0
0 1
]
(2.15)
が任意の σ ∈ GK に対して成り立つ．実際，y2 = x3−x = x(x+1)(x−1)であ
るから, E(Q)[2] = {O, (−1, 0), (0, 1), (1, 0)} ∼= F22 であり, E[2] := E(Q)[2]
の O でない元の x 座標と y 座標はともに有理数である．従って, 任意の
P ∈ E[2] に対して σ(P ) = P , 特に E[2] の F2 上ベクトル空間としての基底
{P1, P2} について σ(P1) = 1 · P1 + 0 · P2 かつ σ(P2) = 0 · P1 + 1 · P2 を満
たすので, (2.15) が成り立つ．
素数 ℓ と ℓn 等分点の集合の族 {E[ℓn]}n および写像
E[ℓn+1]→ E[ℓn] ; P 7→ ℓP
が定める逆系 {E[ℓn+1]→ E[ℓn] ; P 7→ ℓP}n に対して，
Tℓ(E) := lim←−
n
E[ℓn] ∼= Z⊕2ℓ , Vℓ(E) := Tℓ(E)⊗Zℓ Qℓ
と定義する．ここで Zℓ, Qℓ はそれぞれ ℓ 進整数環，ℓ 進有理数体を表す．
Tℓ(E) は自由 Zℓ 加群であり，Vℓ(E) は Qℓ ベクトル空間である．
定義 2.6.2. Tℓ(E) を E の ℓ 進 Tate 加群 (ℓ-adic Tate module)，Vℓ(E)
を E の ℓ 進有理 Tate 加群 (ℓ-adic rational Tate module) と呼ぶ．
E を体 K 上の楕円曲線とすると，GK は Vℓ(E) に作用する．この作用は ℓ
進表現
ρE,ℓ∞ : GK → Aut(Vℓ(E))
を誘導する．ここで Aut(Vℓ(E)) は群 Vℓ(E) の自己同型群である．もし
char(K) ̸= ℓ ならば Vℓ(E) ∼= Q2ℓ (群同型), Aut(Vℓ(E)) ∼= GL2(Qℓ) が成り
立つ．
2.6.2 モジュラー曲線
ここではモジュラー曲線の定義や楕円曲線との関係を簡単に紹介する．動機
や有用性などは 2 日目以降の木村巌氏（富山大）の講演に譲るものとした．
H := {z ∈ C : Im(z) > 0} を C の上半平面とし，
SL2(Z) :=
{[
a b
c d
]
∈ Mat2(Z) : ad− bc = 1
}
= {A ∈ GL2(Z) : det(A) = 1}
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を有理整数環 Z 上の二次特殊線形群とする．ここで Mat2(Z) は Z の元を成
分に持つ二次正方行列全体のなす集合である．特殊線形群 SL2(Z) はモジュ
ラー群 (modular group) とも呼ばれ，[
a b
c d
]
z =
az + b
cz + d
([
a b
c d
]
∈ SL2(Z), z ∈ H
)
なる一次分数変換によって H に作用する．自然数 N > 0 に対して，SL2(Z)
の部分群 Γ(N), Γ1(N), Γ0(N) を次で定義する：
Γ(N) =
{[
a b
c d
]
∈ SL2(Z) :
[
a b
c d
]
≡
[
1 0
0 1
]
mod N
}
,
Γ1(N) =
{[
a b
c d
]
∈ SL2(Z) :
[
a b
c d
]
≡
[
1 ∗
0 1
]
mod N
}
,
Γ0(N) =
{[
a b
c d
]
∈ SL2(Z) : c ≡ 0 mod N
}
.
このとき，Γ(N) ⊂ Γ1(N) ⊂ Γ0(N) であり，これらは全て SL2(Z) の離散部
分群である．
定義 2.6.3 (合同部分群). モジュラー群 SL2(Z) の部分群 Γ が合同部分
群 (congruence subgroup) であるとは，ある自然数 N > 0 に対して
Γ(N) ⊂ Γ を満たすことである．そのような自然数 N のうち最小なものを合
同部分群 Γ のレベルという．合同部分群は SL2(Z) の離散部分群であり，上
半平面 H に真性不連続に (properly discontinuously) 作用する：任意の
コンパクト部分集合 K1, K2 ⊂ H に対して，集合 {γ ∈ Γ : (γ ·K1)∩K2 ̸= ∅}
は有限集合である．
注意 2.6.4. 自然数 N > 0 に対して，Γ(N) ⊂ Γ1(N) ⊂ Γ0(N) であり，これ
らは全て SL2(Z) におけるレベル N の合同部分群である．
定義 2.6.5 (モジュラー曲線). レベル N の合同部分群 Γ ⊂ SL2(Z) に対して
Y (Γ) := Γ \H をレベル N の（非コンパクト）モジュラー曲線と呼ぶ．
注意 2.6.6. Y (Γ) はリーマン面の構造を持つ．Y (Γ) にカスプと呼ばれる有限
個の点を付け加えることによってコンパクトなリーマン面 X(Γ) を構成する
ことができる．これをコンパクト化された (レベル N の) モジュラー曲線と
呼ぶ．
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3．
有限体上の楕円曲線に関連した
計算問題
安田 雅哉（九州大学マス・フォア・インダストリ研
究所）
3.1 はじめに
本稿では，有限体上の楕円曲線の基本的な性質を紹介したのち，有限体上の
楕円曲線の位数計算である Schoofアルゴリズム [Sch85, Sch95]を紹介する．
現在までに，Schoofアルゴリズムは Elkiesや Atkinらによって高速化改良さ
れ，SEA（Schoof-Elkies-Atkin）アルゴリズムとして楕円曲線暗号で利用する
ための楕円曲線パラメータ選択時などで利用されてきた（楕円曲線暗号につい
ては [BSS99, Coh05]などを参照）．本稿では，Schoofアルゴリズムの処理概
要を紹介するとともに，そのアルゴリズムを数式処理 PARI [PARI]（version
2.9.2）で実装し，その実装ソースコードも付録として示しておく（C言語のラ
イブラリとして利用できる PARIライブラリをインストールしたのち，付録の
実装ソースコードをコンパイルして利用して頂ければ幸いです）．
3.2 数学的準備
本節では，有限体 Fp 上の楕円曲線 E の群位数 #E(Fp) を計算する上で必
要となる数学的な基本性質を紹介する．本稿では，簡単のため 5以上の素数 p
に対する有限体 Fp のみを扱う．
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3.2.1 Hasseの定理と Frobenius写像
素数 p ≥ 5を固定し，次のWeierstrass方程式で定義される有限体 Fp 上の
楕円曲線 E を考える：
E : y2 = x3 + ax+ b (a, b ∈ Fp,∆ = −16(4a3 + 27b2) ̸= 0). (3.1)
定理 3.2.1 (Hasse). 有限体 Fp 上定義された楕円曲線 E の Fp-有理点全体が
なす群 E(Fp)の位数 #E(Fp)について, 不等式
|#E(Fp)− p− 1| ≤ 2√p
が成り立つ.
本節では，上記の Hasse の定理の証明を与えることを目指す．まず Hasse
の定理の証明において中心的な役割を果たす Frobenius写像を紹介する；有限
体 Fp 上の楕円曲線 E 上の Frobenius写像 ϕを
ϕ : E(F¯p) −→ E(F¯p), (x, y) 7→ (xp, yp), O 7→ O
と定義する ((yp)2 = (x3 + ax + b)p = (xp)3 + axp + b が成り立つので，
(xp, yp) ∈ E となることに注意)．ただし，O ∈ E(F¯p)を無限遠点とする (無
限遠点 O は群 E(F¯p)の零元)．
楕円曲線上の自己準同型に関する基本性質
ここでは，Hasseの定理の証明で必要な基本性質をまとめておく．具体的に
は，有限体 Fp 上定義された楕円曲線 E 上の自己準同型環 End(E)(以下で定
義)に関する基本性質を紹介する．
定義 3.2.2. 群 E(F¯p) 上の自己準同型 φ : E(F¯p) −→ E(F¯p) の元全体を
End(E)で表す．特に，E 上のm-倍写像 [m]と Frobenius写像 ϕは End(E)
の元とみなすことができる．任意の 2 つの自己準同型 φ, ψ ∈ End(E) に対
して，(φ + ψ)(P ) := φ(P ) + ψ(P ) と (φψ)(P ) := φ(ψ(P )) の演算を定め
ることで，集合 End(E) に環の構造を定義することができる．自己準同型環
End(E)は零因子を持たない標数 0の環であるため [Sil86, Proposition 4.2(c)
in Chapter III]，楕円曲線 E 上のスカラー倍写像から定まる環準同型写像
[·] : Z −→ End(E), m 7→ [m] (3.2)
は単射である．
さらに，有限体 Fp 上定義された楕円曲線 E 上の有理関数全体がなす体を
F¯p(E)とする．0でない自己準同型 φ ∈ End(E)は，体の有限次拡大
φ∗ : F¯p(E) −→ F¯p(E) (3.3)
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を導く．その体の拡大次数を自己準同型 φ の次数と定める：deg(φ) :=[
F¯p(E) : φ∗(F¯p(E))
]
(便宜上，0-自己準同型に対しては deg[0] = 0 と定め
る)．さらに，φ∗ で得られる体の拡大が分離的であるとき，自己準同型 φは分
離的であるという．
例 3.2.3. 方程式 (3.1) で定義される楕円曲線 E 上の有理関数体 F¯p(E) は
F¯p(x, y)/(y2 − x3 − ax− b)と表せる．楕円曲線 E 上の Frobenius写像 ϕか
ら，体の有限次拡大
ϕ∗ : F¯p(x, y)/(y2 − x3 − ax+ b) −→ F¯p(x, y)/(y2 − x3 − ax− b),
x 7→ xp, y 7→ yp
が導かれる．ここで，
ϕ∗
(
F¯p(E)
)
= F¯p(xp, yp)/(y2 − x3 − ax− b) ⊂ F¯p(x, y)/(y2 − x3 − ax− b)
(3.4)
に注意する．また，y · yp = (y2) p+12 = (x3 + ax+ b) p+12 に注意すると，
y =
1
yp
(
x3 + ax+ b
) p+1
2
が成り立つので，体の拡大 (3.4)は xのみに依存することが分かる．体の拡大
(3.4)は次数 pの方程式 Xp − xp = (X − x)p = 0 で定まるので，degϕ = p
であることが分かる．さらに体の拡大 (3.4) は明らかに分離的でないので，
Frobenius写像 ϕは分離的でないことが分かる．
定義 3.2.4. 楕円曲線 E に対して，F¯p(E)-ベクトル空間
ΩE =
〈
df | f ∈ F¯p(E)
〉
F¯p(E)
を E 上の有理微分形式のなす空間 (the space of meromorphic differential
forms on E) と呼ぶ．ただし，微分形式 df ∈ ΩE は形式的に次の 3 条件を
満たす：(i) 任意の f, g ∈ F¯p(E) に対し，d(f + g) = df + dg．(ii) 任意の
f, g ∈ F¯p(E)に対し，d(fg) = fdg+gdf．(iii)任意の a ∈ F¯pに対し，da = 0.
各自己準同型 φ ∈ End(E)は (3.3)のように体の拡大 φ∗ を導き， さらに有
理微分形式のなす空間上の F¯p(E)-線型写像
φ∗ : ΩE −→ ΩE , φ∗
(∑
fidgi
)
=
∑
(φ∗fi) d (φ∗gi)
を導く．特に，自己準同型 φが分離的であることと，ΩE 上の φ∗ が 0-写像で
ないことが同値である [Sil86, Proposition 4.2(c) in Chapter II]．
方程式 (3.1)で定義される有限体 Fp 上の楕円曲線 E において，
ω =
dx
y
∈ ΩE
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を不変微分 (invariant differential)と呼ぶ．不変微分 ω は楕円曲線 E 上のす
べての点で正則で，任意の m-倍写像 [m] ∈ End(E)に対して，[m]∗ω = mω
を満たす [Sil86, Corollary 5.3 in Chapter III]．
命題 3.2.5. m,n ∈ Z とする．方程式 (3.1) で定義される有限体 Fp 上の楕円
曲線 E 上の自己準同型 φ := m+ nϕ ∈ End(E)は，p ∤ mならば分離的であ
る．特に，1− ϕ ∈ End(E)は分離的な自己準同型である．さらに，分離的な
自己準同型 φに対して，#ker(φ) = deg(φ) が成り立つ．
証明. 自己準同型 φ が分離的であることを示すには，φ∗ω ̸= 0 ∈ ΩE である
ことを確かめれば良い．任意の 2つの自己準同型 ψ1, ψ2 ∈ End(E)に対して，
(ψ1 + ψ2)
∗ω = ψ∗1ω + ψ
∗
2ω が成り立つので [Sil86, Theorem 5.2 in Chapter
III]，φ∗ω = (m+nϕ)∗ω = [m]∗ω+ϕ∗ ([n]∗ω) = mω+nϕ∗(ω) が成り立つ．
また
ϕ∗ω =
dxp
yp
=
pxp−1dx
yp
= 0
より，φ∗ω = mω となる．よって，p ∤ mのとき φ∗ω ̸= 0 より，自己準同型
φ は分離的であることが分かる．一方，分離的な自己準同型 φ に対して，ほ
とんどすべての点 Q ∈ E(F¯p) に対し #φ−1(Q) = deg φ が成り立つ [Sil86,
Proposition 2.6 (b) in Chapter II]．ここで，#φ−1(Q) = deg φ を満たす点
Q ∈ E(F¯p)を 1つ固定する．自己準同型 φは 0-写像ではないので φは全射で
あり [Sil86, Theorem 2.3 in Chapter II]，φ(R) = Qとなる点 R ∈ E(F¯p)が
存在する．さらに，自己準同型 φは E(F¯p)上の準同型写像なので，集合とし
ての写像 φ−1(O) −→ φ−1(Q), P 7→ P +R が定義でき，構成の仕方から全単
射であることは明らか．よって，#ker(φ) = #φ−1(O) = #φ−1(Q) = deg φ
が成り立つ．
定義 3.2.6. アーベル群 A上の関数 d : A→ Rが，以下の 2条件を満たすとき
dは 2次形式 (quadratic form)と呼ぶ：
(i) 任意の元 α ∈ Aに対して，d(α) = d(−α)が成り立つ．
(ii) A×A→ R, (α, β) 7→ d(α+ β)− d(α)− d(β)が双線型写像となる．
さらに，以下の 2条件を満たすとき，2次形式 dは正定値 (positive definite)
であるという：
(iii) 任意の元 α ∈ Aに対して，d(α) ≥ 0．
(iv) d(α) = 0⇐⇒ α = 0．
命題 3.2.7. 楕円曲線 E の自己準同型環 End(E) 上の次数写像
deg : End(E) −→ Z は正定値 2次形式である．
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証明. 自己準同型環 End(E)上のペアリング 〈φ, ψ〉 := deg(φ+ψ)−deg(φ)−
deg(ψ) が双線型であることを示せばよい．次数 m = deg(φ)を持つ任意の自
己準同型 φ ∈ End(E)に対して，φ ◦ φˆ = φˆ ◦ φ = [m] ∈ End(E)を満たす双
対自己準同型 φˆ が唯一つ存在する [Sil86, Theorems 6.1 and 6.2 in Chapter
III]．また任意の 2つの自己準同型 φ, ψ ∈ End(E)に対して，φ̂+ ψ = φˆ+ ψˆ
が成り立つ [Sil86, Theorem 6.2 (c) in Chapter III]．上記で定義したペアリ
ングに単射準同型写像 (3.2)を適用すると，
[〈φ, ψ〉] = [deg(φ+ ψ)]− [deg(φ)]− [deg(ψ)]
= (φ̂+ ψ) ◦ (φ+ ψ)− φˆ ◦ φ− ψˆ ◦ ψ = φˆ ◦ ψ + ψˆ ◦ φ (3.5)
が成り立つ．(3.5)は φと ψ の両方において線型であるため，ペアリングは双
線型写像であることが分かる．
Hasseの定理の証明
前節で定理 3.2.1 を証明する準備がほぼ整った．定理 3.2.1 の証明の前に，
下記の補題を示しておく：
補題 3.2.8. Aをアーベル群とし，d : A −→ Zを正定値 2次形式とする．この
とき，任意の元 ψ, φ ∈ Aに対して，
|d(ψ − φ)− d(φ)− d(ψ)| ≤ 2
√
d(φ)d(ψ) (3.6)
が成り立つ．
証明. 元 ψ, φ ∈ Aに対して，L(ψ, φ) = d(ψ−φ)− d(φ)− d(ψ) とおく．定義
3.2.6の (i)と (ii)により Lは双線型写像となり，任意のm,n ∈ Zに対して
mnL(ψ, φ) = L(mψ,nφ) = d(mψ − nφ)− d(mψ)− d(nφ) (3.7)
が成り立つ．さらに dが正定値であることに注意すると，
−2d(mψ) = L(mψ,mψ) = m2L(ψ,ψ) = −2m2d(ψ)
より，d(mψ) = m2(ψ)が成り立つ．同様に d(nφ) = n2d(φ)が成り立つので，
等式 (3.7)より 0 ≤ d(mψ − nφ) = m2d(ψ) +mnL(ψ, φ) + n2d(φ) が成り立
つ (左辺の不等号は定義 3.2.6(iii) より)．ここで m = −L(ψ, φ), n = 2d(ψ)
ととると，上記の不等式から d(ψ) (4d(ψ)d(φ)− L(ψ, φ)2) ≥ 0 が成立する．
これより，d(ψ) ̸= 0の場合 (つまり ψ ̸= 0の場合)，L(ψ, φ)2 ≤ 4d(ψ)d(φ)が
成り立つので，不等式 (3.6)が成立する．一方，ψ = 0の場合は，不等式 (3.6)
は明らかに成立する．
以下で Hasseの定理の証明を与える：
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Proof of 定理 3.2.1. 楕円曲線 E 上の任意の点 P に対して，P ∈ E(Fp)⇐⇒
φ(P ) = P が成り立つので，E(Fp) = ker(1−φ)が成立する．さらに，命題 3.2.5
から 1− φ ∈ End(E)は分離的なので，#E(Fp) = #ker(1− φ) = deg(1− φ)
が成り立つ．また命題 3.2.7から次数写像 deg : End(E) −→ Zは正定値 2次
形式で，補題 3.2.8より |#E(Fp)− deg(φ)− deg(1)| ≤ 2
√
deg(φ) deg(1) が
成立する．ここで，deg(φ) = p,deg(1) = 1に注意すれば，Hasseの定理が成
立することが分かる．
3.2.2 楕円曲線に付随する等分多項式
ここでは，次節以降で紹介する Schoofアルゴリズムで利用する楕円曲線に
付随する等分多項式を紹介する．方程式 (3.1)で定義される有限体 Fp 上の楕
円曲線 E に付随する 2変数多項式 ψm = ψm(x, y) ∈ Fp[x, y]を次のように定
める [Sil86, Exercise 3.7 in Chapter III]：
ψ0 = 0, ψ1 = 1, ψ2 = 2y,
ψ3 = 3x
4 + 6ax2 + 12bx− a2,
ψ4 = 4y
(
x6 + 5ax4 + 20bx3 − 5a2x2 − 4abx− 8b2 − a3) ,
ψ2m+1 = ψm+2ψ
3
m − ψm−1ψ3m+1 (m ≥ 2),
ψ2m =
ψm
2y
(
ψm+2ψ
2
m−1 − ψm−2ψ2m+1
)
(m ≥ 3).
m ≥ 3 に対し ψ2m の分子は y で割れるので，ψ2m は Fp[x, y] の元となるこ
とに注意する．このとき，整数 m ≥ 2 と楕円曲線 E 上の点 P = (x, y) ∈
E(Fp) \ E[m]に対して，
[m]P =
(
x− ψm−1ψm+1
ψ2m
,
ψm+2ψ
2
m−1 − ψm−2ψ2m+1
4yψ3m
)
(3.8)
が成り立つ．さらに，O ̸= P = (xP , yP ) ∈ E(Fp) と m ≥ 1 に対して，
P ∈ E[m]⇐⇒ ψm(xP , yP ) = 0 が成立する．
上記で定めた 2 変数多項式 ψm(x, y) ∈ Fp[x, y] に対し，m-等分多項式 fm
を次のように定める：f1 = ψ1 = 1とし，m ≥ 2に対しては
fm =
{
ψm (m : 奇数),
ψm/ψ2 (m : 偶数).
すると，fm は x に関する 1 変数多項式として表現できる．実際，fm =
fm(x) ∈ Fp[x]は次のように帰納的に計算できる (f3, f4 が Fp[x]の元なので，
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任意の fm が Fp[x]の元となることが分かる)：
f0 = 0, f1 = 1, f2 = 1, f3 = ψ3, f4 = ψ4/ψ2,
f2m+1 =
{
fm+2f
3
m − F 2fm−1f3m+1 (m ≥ 3 : 奇数),
F 2fm+2f
3
m − fm−1f3m+1 (m ≥ 2 : 偶数),
f2m = (fm+2f
2
m−1 − fm−2f2m+1)fm (m ≥ 3).
ただし，F = 4(x3+ax+b) ∈ Fp[x]とする．このとき，任意の P = (xP , yP ) ∈
E(Fp) \ E[2] と m ≥ 3 に対して，P ∈ E[m] ⇐⇒ fm(xP ) = 0 が成り立つ．
m-等分多項式 fm(x)は PARI/GP [PARI]の elldivpolのコマンドで求めるこ
とが可能である (ただし elldivpol コマンドでは，偶数 m に対し ψ2ψm，奇数
mに対し ψm に対応する Fp[x]の多項式が出力される)．
3.3 Schoofアルゴリズムの紹介
本節では，方程式 (3.1)で定義される有限体 Fp 上の楕円曲線 E が与えられ
たとき，E 上の Fp-有理点の個数 #E(Fp)を効率的に計算可能とする Schoof
アルゴリズム [Sch85, Sch95]と簡単な数値例を紹介する．
3.3.1 計算戦略と全体処理概要（Algorithm 1）
有限体 Fp 上の楕円曲線 E に対して，t = p+ 1−#E(Fp)とおく (t ∈ Zは
トレースと呼ばれる)．Hasseの定理により |t| ≤ 2√pであることは分かるが，
具体的な tの値は得られない．具体的な tの値を計算するために，まず Schoof
アルゴリズムでは
M :=
∏
i
ℓi ≥ 4√p (3.9)
を満たす複数の小さな素数 ℓi ̸= pに対して t mod ℓi ∈ Z/ℓiZを求める．中国
人剰余定理 (Chinese Remaider Theorem)により t modM ∈ Z/MZが得ら
れ，条件 (3.9)から正しい t ∈ Zの値が得られる (Hasseの定理より |t| ≤ 2√p
を満たすので，−2√p ≤ t0 ≤ 2√pかつ t0 ≡ t modM を満たす整数 t0 がト
レース tと一致)．固定した素数 ℓ ̸= pに対して，t mod ℓを求める計算戦略は
以下である：有限体 Fp 上の楕円曲線 E 上の Frobenius写像 ϕ ∈ End(E)は，
自己準同型環 End(E)上で ϕ2 − tϕ+ p = 0 を満たす [Sil86, Chapter 5]．特
に，無限遠点 O と異なる任意の ℓ-等分点 P = (x, y) ∈ E[ℓ]に対して，
ϕ2(P )− [t]ϕ(P ) + [p]P = O
⇐⇒ (xp2 , yp2)− [t](xp, yp) + [p](x, y) = O
(3.10)
を満たす．ここで，楕円曲線 E 上の点 ϕ(P )は ℓ-等分点であるので [ℓ]ϕ(P ) =
O を満たすことに注意する．そこで，0 ≤ tℓ, pℓ ≤ ℓ − 1 かつ tℓ ≡ t mod ℓ,
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Algorithm 1 Schoofアルゴリズムの処理全体概要
Input: 有限体 Fp 上の楕円曲線 E : y2 = f(x) = x3 + ax+ b (p ≥ 5と仮定)
Output: 楕円曲線 E 上の Fp-有理点の個数 #E(Fp)
1: M ← 1, ℓ← 2, A← ∅
2: while M < 4
√
p do
3: pℓ ← p mod ℓ (pℓ は 0 ≤ pℓ ≤ ℓ− 1を満たす整数)
4: for n = 0, 1, 2, . . . , ℓ− 1 do
5: (3.12)で定義される環 Rℓ 上で関係式 (3.11)が成り立つか確認 (成り
立つ場合は forループから抜ける)
6: end for
7: tℓ ← n, A← A ∪ {(tℓ, ℓ)}
8: M ←M × ℓ, ℓ← nextprime(ℓ+ 1) /∗ 次の素数 ℓを選択 ∗/
9: end while
10: 集合 A = {(tℓ, ℓ)}ℓ≥2 上で中国人剰余定理を適用し，−2√p ≤ t0 ≤ 2√p
かつ，すべての ℓに対して t0 ≡ tℓ mod ℓを満たす整数 t0 を計算
11: p+ 1− t0 を出力 /∗ 位数 #E(Fp)に一致 ∗/
pℓ ≡ p mod ℓを満たす整数を tℓ, pℓ とする．すると，関係式 (3.10)は
(xp
2
, yp
2
)− [tℓ](xp, yp) + [pℓ](x, y) = O
と書き直すことができる．そこで具体的な tℓ ∈ Z を求めるために，Schoof
アルゴリズムでは適当な ℓ-等分点 P = (x, y) ∈ E[ℓ] \ {O} を選び，n =
0, 1, . . . , ℓ− 1の順に
(xp
2
, yp
2
) + [pℓ](x, y) = [n](x
p, yp) (3.11)
の関係式が成立するか計算していく (pℓは pと ℓから計算可能)．関係式 (3.11)
が成立する nが tℓと一致する．特に，任意の ℓ-等分点 P = (x, y) ∈ E[ℓ]\{O}
は fℓ(x) = 0かつ y2 = f(x) = x3 + ax+ bを満たすので，関係式 (3.11)の計
算として
Rℓ = Fp[x, y]/
(
fℓ(x), y
2 − f(x)) (3.12)
の環上で楕円曲線 E の群演算を行えば良い．
Algorithm 1に，Schoofアルゴリズム [Sch85, Sch95]の全体処理概要を示
しておく．Algorithm 1の Step 5について，ℓ = 2の場合は Fp-有理な 2-等分
点 P ̸= O が存在すれば，t ≡ 0 mod 2であることが分かる．さらに，奇素数
ℓ ≥ 3に対する関係式 (3.11)の成立確認において，等分多項式を利用すること
で楕円曲線点の x-座標が一致するか効率的に確認することができる．
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3.3.2 Schoofアルゴリズムの問題点と改良
Schoofアルゴリズムでは，Algorithm 1の Step 5の計算を (3.12)で定義さ
れる環 Rℓ 上ですべて行う必要があるため，計算コストが非常に重いという問
題点がある．その計算コストを下げるため，ℓ-等分多項式 fℓ(x)のある因子多
項式 Fℓ(x)を見つけ，Rℓ より小さな環
Fp[x, y]/(Fℓ(x), y2 − f(x))
上で Step 5の計算を行う改良方法が知られている．具体的には，奇素数 ℓ ̸= p
に対する等分多項式 fℓ(x)の次数が ℓ
2−1
2 に対して，因子多項式 Fℓ(x)の次数
は ℓ−12 であるため，大きな素数 ℓで非常に計算効率が向上する．以下では，因
子多項式 Fℓ(x)の構成とその構成アルゴリズムを紹介する．
同種写像における Ve´luの公式と因子多項式 Fℓ(x)の定義
有限体 Fp 上の楕円曲線を E とする．奇素数 ℓ ̸= pに対し，群 E(Fp)の位
数 ℓの部分群を F とする．Ve´lu [Ve´l71]は，部分群 F から定まる同種写像 φ :
E −→ E˜ = E/F を次のように明示的に表現した；まず，F = {O}∪F+∪F−
かつ F− = {−P : P ∈ F+}を満たすように，集合 F ∗ := F \ {O}を 2つの
集合 F+ と F− に分割しておく．また，各 P = (xP , yP ) ∈ F+ に対して，
gxP = 3x
2
P + a, g
y
P = −2yP , vp = 2gxP and uP = (gyP )2 .
とおく．このとき，任意の点 (x, y) ∈ E \ F に対する E˜ の点 φ(x, y)は(
x+
∑
P∈F+
vP
x− xP −
uP
(x− xP )2 , y −
∑
P∈F+
2uP y
(x− xP )3 + vP
y − yP − gxP gyP
(x− xP )2
)
となる．さらに，v = ∑P∈F+ vP , w = ∑P∈F+ uP + xP vP とおくと，楕円
曲線 E˜ のWeierstrass方程式は y2 = x3 + (a − 5v)x + (b − 7w)である．不
変微分に関する条件 φ∗(ωE˜) = ωE を満たすとき，同種写像 φ : E −→ E˜ が正
規化されているという．正規化されている同種写像 φに関して，
φ(x, y) =
(
Nℓ(x)
Dℓ(x)
, y
(
Nℓ(x)
Dℓ(x)
)′)
が成り立つ．ただし，多項式 Dℓ(x)は
Dℓ(x) =
∏
Q∈F∗
(x− xQ) = xℓ−1 − s1xℓ−2 + s2xℓ−3 − · · ·+ sℓ−1
であり，Nℓ(x)は
Nℓ(x)
Dℓ(x)
= ℓx− s1 − (3x2 + a)D
′
ℓ(x)
Dℓ(x)
− 2(x3 + ax+ b)
(
D′ℓ(x)
Dℓ(x)
)′
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を満たす多項式である．このとき，d = ℓ−12 とおき，
Fℓ(x) =
∏
Q∈F+
(x− xQ) = xd + t1xd−1 + · · ·+ td
と定める（明らかに，Dℓ(x) = Fℓ(x)2 が成り立つ）．
因子多項式 Fℓ(x)の構成アルゴリズム (Algorithm 2)
有限体 Fp 上の楕円曲線 E の j-不変量を j とする．奇素数 ℓ ̸= p に関す
るモジュラー多項式 Φℓ(X,Y ) ∈ Z[X,Y ] に対して [Sil94, Exercise 2.18 in
Chapter II]，Φℓ(X, j) ∈ Fp[X]が一次式に分解可能のとき，ℓを Elkies素数
と呼ぶ（詳しくは，[BSS99, Chapter VII]や [Coh05, Chapter IV]を参照）．
Algorithm 2 に，Elkies 素数 ℓ における ℓ-等分多項式 fℓ(x) の次数 d = ℓ−12
の因子多項式 Fℓ(x)の構成アルゴリズムを示す．また，以下でその構成アルゴ
リズムに関する具体的な数値例を示しておく．
■数値例 1 p = 131に対して, 有限体 Fp 上の楕円曲線 E : y2 = x3 + x+ 23
を考える. ここでは, ℓ = 5をとり d = ℓ−12 = 2とする. このとき, Algorithm 2
の Steps 1, 2, 3において, j = j(E) = 78, E4(q) = 83, E6(q) = 91, j′ = 66
が計算できる (ここで示す計算結果はすべて modpにおける値). また, Step 4
において,
Φ5(x, j) ≡ x6 + x5 + 67x4 + 106x3 + 16x2 + 33x+ 41 mod p
より,
GCD(Φ5(x, j), x
p − x) = (x− 17)(x− 26) ∈ Fp[x]
が得られる. これにより, 方程式 Φ5(x, j) ≡ 0 mod pは Fp 上の根 x = 17ま
たは 26を持つため, ℓ = 5は Fp 上の楕円曲線 E に対する Elkies素数である
ことが分かる. ここで ˜ = 17 ∈ Fp と選択し, Step 5から ˜′ = 48と計算でき
る. また, Steps 6と 7から a˜ = 62, b˜ = 20, E4(qℓ) = 37, E6(qℓ) = 119が得
られる. さらに, Step 8で
j′′
j′
− ℓ ˜
′′
˜′
= 2
と計算されるので, Step 9で p1 = 42 ∈ Fp と計算できる. Steps 14と 15で得
られる Fp[[w]]の元は{
A(w) = 1 + 110w + 113w2 +O(w3)
C(w) = 26w + 109w2 +O(w3)
と計算され, Step 18 で F5,2 = 1, F5,1 = 110, F5,0 = 61 ∈ Fp が得られる.
よって, f5(x)の次数 d = 2の因子 F5(x) = x2 + 110x+ 61 ∈ Fp[x]が出力さ
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れる. 実際, ℓ = 5に対する等分多項式は
f5(x) = 5x
12 + 62x10 + 94x9 + 26x8 + 18x7 + 72x6
+ 105x5 + 100x4 + 49x3 + 60x2 + 80x+ 122 ∈ Fp[x]
であり, 上記で求めた多項式 F5(x)で割り切れることが分かる.
■数値例 2 p = 1009 に対して, 有限体 Fp 上の楕円曲線 E : y2 = x3 +
320x + 197 を考える. ここで ℓ = 13 をとり d = ℓ−12 = 6 とする. このと
き, Algorithm 2 の Steps 1, 2, 3 において, j = j(E) = 951, E4(q) = 784,
E6(q) = 696, j
′ = 278が計算できる (ここで示す計算結果はすべて modpに
おける値). また, Step 4において,
Φ13(x, j) ≡ x14 + 497x13 + 173x12 + 922x11 + 892x10
+ 308x9 + 469x8 + 424x7 + 350x6 + 740x5
+ 455x4 + 974x3 + 846x2 + 47x+ 603 mod p
より,
GCD(Φ13(x, j), x
p − x) = (x− 225)(x− 518) ∈ Fp[x]
が得られる. これにより, 方程式 Φ13(x, j) ≡ 0 mod p は Fp 上の根 x = 225
または 518を持ち, ℓ = 13は Fp 上の楕円曲線 E に対する Elkies素数である
ことが分かる. ここで ˜ = 225 ∈ Fp と選択し, Step 5から ˜′ = 216と計算で
きる. また, Steps 6と 7から a˜ = 334, b˜ = 973, E4(qℓ) = 112, E6(qℓ) = 175
が得られる. さらに, Step 8で
j′′
j′
− ℓ ˜
′′
˜′
= 958
と計算されるので, Step 9で p1 = 347 ∈ Fp と計算できる. Steps 14と 15で
得られる Fp[[w]]の元は{
A(w) = 1 + 331w + 869w2 + 83w3 + 628w4 + 669w5 + 225w6 +O(w7)
C(w) = 945w + 116w2 + 20w3 + 85w4 + 62w5 + 697w6 +O(w7)
と計算され, Step 19で下記の F13(x) ∈ Fp[x]が出力される:
F13(x) = x
6 + 331x5 + 244x4 + 371x3 + 253x2 + 654x+ 814.
Trace tに対する t mod ℓの計算（Algorithm 3）
有限体 Fp 上の楕円曲線 E : y2 = x3 + ax + bと Elkies素数 ℓ ≥ 3に対し
て, ℓ-等分多項式 fℓ(x)の次数 d = ℓ−12 の因子 Fℓ(x) ∈ Fp[x]が与えられたと
する (因子 Fℓ(x) は Algorithm 2 で見つける). ここでは, 楕円曲線 E が持つ
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trace tに対して, t mod ℓを求める方法を考える. C ⊂ E[ℓ]を因子 Fℓ(x)に対
応する位数 ℓの巡回群とする. 任意の O ̸= P = (x, y) ∈ C に対して,
(xp, yp) = ϕ(P ) = [k]P (3.13)
を満たす 1 ≤ k ≤ ℓ − 1 が存在する (k は C のみに依存). Frobenius 写像
ϕ ∈ End(E)は ϕ2− [t]ϕ+ [p] = [0] を満たし, 点 P ∈ E は位数 ℓの元なので,
t ≡ k + p
k
mod ℓ
が成り立つ. 上記の議論から, (3.13)を満たす k を求めることで t mod ℓが計
算できる.
Algorithm 3に, Elkies素数 ℓ ≥ 3に対して t mod ℓを求めるアルゴリズム
を示す. Steps 1と 2で, (3.13)を満たす 1 ≤ k ≤ ℓ− 1を決定する. 具体的に
は, 関係式 (3.8)と (3.13)より, k は
xp = x− ψk−1ψk+1
ψ2k
⇐⇒ (xp − x)ψ2k + ψk−1ψk+1 = 0 (in Fp[x]/(Fℓ(x), y2 − x3 − ax− b))
を満たすので, 環 Fp[x]/(Fℓ(x))上で{
4(xp − x)(x3 + ax+ b)f2k + fk−1fk+1 = 0 (k:奇数)
(xp − x)f2k + 4(x3 + ax+ b)fk−1fk+1 = 0 (k:偶数)
を満たす 1 ≤ k ≤ ℓ− 1を Step 1で求める (下記で y-座標の比較を行うので，
1 ≤ k ≤ d で探索すれば十分). Step 1 では点 P = (x, y) の x-座標比較のみ
で, k または ℓ − k の 2つが候補として残る. Step 2では, y-座標で (3.13)を
満たす k を決定する. 具体的には, Step 1で求めた k が 1の場合,
yp − y = 0⇐⇒ y
((
x3 + ax+ b
)(p−1)/2 − 1) = 0
から, 環 Fp[x]/(Fℓ(x))上で
(
x3 + ax+ b
)(p−1)/2
= 1が成立するか確認する
(P = (x, y) ∈ C は [2]P ̸= O より, y ̸= 0であることに注意する). もし成立
しない場合は, k ← ℓ− kとすれば良い. Step 1で求めた kが 2以上の場合 関
係式 (3.8)と (3.13)より,
4y(p+1)ψ3k = ψk+2ψ
2
k−1 − ψk−2ψ2k+1
が成立するか確認すれば良い. より具体的には, 関係式 y2 = x3 + ax + b と
ψm(x, y)ではなく fm(x)を利用して, 環 Fp[x]/(Fℓ(x))上で{
16(x3 + ax+ b)(p+3)/2f3k = fk+2f
2
k−1 − fk−2f2k+1 (k:奇数)
(x3 + ax+ b)(p−1)/2f3k = fk+2f
2
k−1 − fk−2f2k+1 (k:偶数)
が成り立つか確認する. 成立しない場合は, k ← ℓ− k とすれば良い.
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Algorithm 2 ℓ-等分多項式 fℓ(x)の因子 Fℓ(x)の構成 (ℓは Elkies素数)
Input: 有限体 Fp 上の楕円曲線 E : y2 = x3 + ax + b と Elkies 素数 ℓ ≥ 3
(ただし, pは ℓと異なる (十分大きな)素数で, j(E) ̸= 0, 1728と仮定)
Output: ℓ-等分多項式 fℓ(x)の次数 d = ℓ−12 の因子 Fℓ(x) ∈ Fp[x]
1: j = j(E) = 1728
4a3
4a3 + 27b2
を計算
2: E4(q) = −48aと E6(q) = 864bを計算
3: j′ = −j E6(q)
E4(q)
を計算
4: Φℓ(x, j) ∈ Fp[x] の Fp 上の根 ˜ を 1 つ選ぶ /∗ Φℓ(x, y) ∈ Z[x, y] は ℓ に
対するモジュラー多項式, xp − x ∈ Fp[x]との GCD計算により ˜を見つ
けることが可能 ∗/
5: ˜′ = −j
′Φx(j, ˜)
ℓΦy(j, ˜)
を計算
6: a˜ = − (˜
′)2
48˜(˜− 1728) と b˜ = −
(˜′)3
864˜2(˜− 1728) を計算
7: E4(q
ℓ) = −48a˜と E6(qℓ) = 864b˜を計算
8:
j′′
j′
− ℓ ˜
′′
˜′
= −j
′2Φxx(j, ˜) + 2ℓj′˜′Φxy(j, ˜) + ℓ2˜′2Φyy(j, ˜)
j′Φx(j, ˜)
を計算
9: p1 =
ℓ
2
(
j′′
j′
− ℓ ˜
′′
˜′
)
+
ℓ
4
(
E
2
4(q)
E6(q)
− ℓE
2
4(q
ℓ)
E6(qℓ)
)
+
ℓ
3
(
E6(q)
E4(q)
− ℓE6(q
ℓ)
E4(qℓ)
)
を計算
10: c1 = −a
5
, c2 = − b
7
と c˜1 = −ℓ
4a˜
5
, c˜2 = −ℓ
6b˜
7
とおく
11: for k = 3, 4, . . . , d do
12: ck =
3
(k − 2)(2k + 3)
k−2∑
h=1
chck−1−h を計算
13: c˜k =
3
(k − 2)(2k + 3)
k−2∑
h=1
c˜hc˜k−1−h を計算
14: end for
15: A(w) = exp
(
−1
2
p1w −
d∑
k=1
c˜k − ℓck
(2k + 1)(2k + 2)
wk+1
)
+ O(wd+1) ∈
Fp[[w]] /∗ O(wd+1)-精度の w-進展開 ∗/
16: C(w) =
d∑
k=1
ckw
k +O(wd+1) ∈ Fp[[w]] /∗ O(wd+1)-精度の w-進展開 ∗/
17: Fℓ,d = 1とおく
18: for i = 1, 2, . . . , d do
19: Fℓ,d−i = [A(w)]i −
i∑
k=1
(
k∑
h=0
(
d− i+ k
k − h
)
[C(w)k−h]h
)
Fℓ,d−i+k を計
算 /∗ [B(w)]i は B(w) ∈ Fp[[w]]の wi-係数とする ∗/
20: end for
21: Fℓ(x) = x
d +
d−1∑
i=0
Fℓ,ix
i ∈ Fp[x]を出力
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Algorithm 3 Trace tに対する t mod ℓの計算 (ℓは Elkies素数)
Input: 有限体 Fp 上の楕円曲線 E : y2 = x3+ ax+ b, Elkies素数 ℓ ≥ 3と ℓ-
等分多項式 fℓ(x)の次数 d = ℓ−12 の因子 Fℓ(x) ∈ Fp[x]
Output: t mod ℓ
1: 環 Fp[x]/(Fℓ(x))上で{
4(xp − x)(x3 + ax+ b)f2k + fk−1fk+1 = 0 (k:奇数)
(xp − x)f2k + 4(x3 + ax+ b)fk−1fk+1 = 0 (k:偶数)
が成り立つ 1 ≤ k ≤ dを求める
2: if k = 1 then
3: 環 Fp[x]/(Fℓ(x))上で
(
x3 + ax+ b
)(p−1)/2
= 1が成立するか確認. 成
立しない場合, k ← ℓ− k とする
4: else
5: 環 Fp[x]/(Fℓ(x))上で{
16(x3 + ax+ b)(p+3)/2f3k = fk+2f
2
k−1 − fk−2f2k+1 (k:奇数)
(x3 + ax+ b)(p−1)/2f3k = fk+2f
2
k−1 − fk−2f2k+1 (k:偶数)
が成り立つか確認. 成立しない場合, k ← ℓ− k とする
6: end if
7: k +
p
k
mod ℓを出力する
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3.4 付録：PARIライブラリ [PARI]による実装コード
今回，C 言語のライブラリとして利用可能な数式処理 PARI ライブラ
リ [PARI]（version 2.9.2）を利用して，Algorithm 2と 3を利用した Schoof
アルゴリズム（Algorithm 1）を実装した．本節では，その実装ソースコード
を示しておく．
#include <stdio.h>
#include <stdlib.h>
#include <pari/pari.h>
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/************************************************************
Construction of a factor of a 等分 polynomial
Input:
GEN p : characteristic of base finite field (prime number)
GEN E : elliptic curve E: y^2 = x^3 + ax + b over GF(p)
GEN ell : prime number (different from p)
Output:
GEN F : a factor of the ell-th 等分 polynomial
(if ell is an Elkies prime)
************************************************************/
GEN Factor_of_等分 Polynomial(GEN p, GEN E, GEN ell) {
int i, h, k, d, pp = itos(p);
long x=fetch_user_var("x"), y=fetch_user_var("y");
long w=fetch_user_var("w"); /* x. y. w: variables */
long ltop = avma, lbot; /* for gabage collection */
GEN a, b, j, jj, E4, E6;
GEN tilde_j, tilde_jj, tilde_a, tilde_b, tilde_E4, tilde_E6;
GEN q, p1, c, tilde_c;
GEN A, C, pol_F, F;
GEN tmp, tmp1, tmp2, tmp3, v, pol;
GEN Phi, Phi_x, Phi_y, Phi_xx, Phi_xy, Phi_yy;
/* Initialization */
a = compo(E, 4);
b = compo(E, 5);
v = cgetg(pp+2, t_VEC);
for (i=1; i<=pp+1; i++) {v[i] = (long) gen_0;}
v[2] = (long) gneg(gen_1); v[pp+1] = (long) gen_1;
pol = gtopolyrev(v, x); /* pol = x^p - x */
printf("\nStart: Factor_of_等分 Polynomial\n");
/* Step 1 */
tmp = gmul(stoi(4), gpow(a, stoi(3), DEFAULTPREC)); /* 4a^3 */
tmp1 = gadd(tmp, gmul(stoi(27), gsqr(b))); /* 4a^3 + 27b^2 */
j = gmul(stoi(1728), gmul(tmp, ginv(tmp1))); /* j = j(E) */
if (gcmp(lift(j), stoi(1728))==0 || gcmp(lift(j), stoi(0))==0)
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{
printf("j(E) = 1728 or 0 in Factor_of_等分 Polynomial\n");
return gneg(gen_1); /* End of program for error */
}
pari_printf("j = %Ps\n", j);
/* Step 2 */
E4 = gmul(gneg(stoi(48)), a); /* E4 = -48*a */
E6 = gmul(stoi(864), b); /* E6 = 864*b */
pari_printf("E4 = %Ps, E6 = %Ps\n", E4, E6);
/* Step 3 */
jj = gneg(gmul(gmul(j, E6), ginv(E4))); /* jj = -(j*E6)/E4 */
pari_printf("jj = %Ps\n", jj);
/* Step 4 */
Phi = polmodular_ZXX(itos(ell), 0, x, y);/* modular poly. */
tmp = gsubst(Phi, y, j); /* Phi(x, j) */
pari_printf("Phi(x, j) = %Ps\n", tmp);
tmp1 = ggcd(tmp, pol);
v = rootmod0(lift(tmp1), p, 0);
if (glength(v) == 0) {
printf("ell is an Atkin prime\n");
lbot = avma;
return gerepile(ltop, lbot, gen_0); /* End of program */
} else {
tilde_j = gcopy(compo(v, 1));
pari_printf("tilde_j = %Ps, ", tilde_j);
pari_printf("GCD = %Ps\n", v);
}
/* Step 5 */
Phi_x = deriv(Phi, x);
Phi_y = deriv(Phi, y);
tmp = gsubst(Phi_x, x, j); tmp = gsubst(tmp, y, tilde_j);
tmp1 = gsubst(Phi_y, x, j); tmp1 = gsubst(tmp1, y, tilde_j);
tilde_jj = gmul(gmul(jj, tmp), ginv(gmul(ell, tmp1)));
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tilde_jj = gneg(tilde_jj);
pari_printf("tilde_jj = %Ps\n", tilde_jj);
/* Step 6 */
tmp = gmul(tilde_j, gsub(tilde_j, stoi(1728)));
tmp1 = gsqr(tilde_jj); /* tilde_jj^2 */
tilde_a = gneg(gmul(tmp1, ginv(gmul(stoi(48), tmp))));
tmp = gmul(gmul(stoi(864), tilde_j), tmp);
tmp1 = gmul(tmp1, tilde_jj);
tilde_b = gneg(gmul(tmp1, ginv(tmp)));
pari_printf("tilde_a = %Ps, tilde_b = %Ps\n", tilde_a, tilde_b);
/* Step 7 */
tilde_E4 = gneg(gmul(stoi(48), tilde_a));
tilde_E6 = gmul(stoi(864), tilde_b);
pari_printf("tilde_E4 = %Ps, tilde_E6 = %Ps\n", tilde_E4, tilde_E6);
/* Step 8 */
Phi_xx = deriv(Phi_x, x);
Phi_xy = deriv(Phi_x, y);
Phi_yy = deriv(Phi_y, y);
tmp = gsubst(Phi_xx, x, j); tmp = gsubst(tmp, y, tilde_j);
tmp = gmul(gsqr(jj), tmp); /* tmp = j^2*Phi_xx */
tmp1 = gsubst(Phi_xy, x, j); tmp1 = gsubst(tmp1, y, tilde_j);
tmp1 = gmul(gmul(jj, tilde_jj), tmp1);
tmp1 = gmul(gmul(stoi(2), ell), tmp1);
tmp2 = gsubst(Phi_yy, x, j); tmp2 = gsubst(tmp2, y, tilde_j);
tmp2 = gmul(gsqr(tilde_jj), tmp2);
tmp2 = gmul(gsqr(ell), tmp2); /* ell^2*tilde_jj^2*Phi_yy */
tmp3 = gsubst(Phi_x, x, j); tmp3 = gsubst(tmp3, y, tilde_j);
tmp3 = gmul(jj, tmp3); /* jj*Phi_x */
q = gadd(gadd(tmp, tmp1), tmp2);
q = gneg(gmul(q, ginv(tmp3)));
pari_printf("q = %Ps\n", q);
/* Step 9 */
tmp = gmul(gsqr(E4), ginv(E6));
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tmp1 = gmul(gsqr(tilde_E4), ginv(tilde_E6));
tmp = gsub(tmp, gmul(ell, tmp1));
tmp = gmul(gmul(ell, ginv(stoi(4))), tmp);/*ell/4*(....)*/
tmp1 = gmul(E6, ginv(E4));
tmp2 = gmul(tilde_E6, ginv(tilde_E4));
tmp1 = gsub(tmp1, gmul(ell, tmp2));
tmp1 = gmul(gmul(ell, ginv(stoi(3))), tmp1);/*ell/3*(...)*/
p1=gadd(gadd(gmul(gmul(ell, ginv(stoi(2))),q),tmp),tmp1);
pari_printf("p1 = %Ps\n", p1);
/* Step 10 */
d = itos(ell) - 1; d = d/2;
c = cgetg(d+1, t_VEC); tilde_c = cgetg(d+1, t_VEC);
for (i=1; i<=d; i++) {
c[i] = (long) gen_0; tilde_c[i] = (long) gen_0;
}
c[1] = (long) gneg(gmul(a, ginv(stoi(5))));
tmp = gsqr(ell); tmp1 = gsqr(tmp); tmp2 = gmul(tmp, tmp1);
tilde_c[1]=(long)gmul(tmp1,gneg(gmul(tilde_a,ginv(stoi(5)))));
if (d >= 2) {
c[2] = (long) gneg(gmul(b, ginv(stoi(7))));
tilde_c[2]=(long)gmul(tmp2,gneg(gmul(tilde_b,ginv(stoi(7)))));
}
/* Steps 11, 12, 13 */
for (k=3; k<=d; k++) {
tmp = gen_0; tmp1 = gen_0;
for (h=1; h<=k-2; h++) {
tmp=gadd(tmp, gmul(compo(c, h), compo(c, k-1-h)));
tmp1=gadd(tmp1, gmul(compo(tilde_c, h), compo(tilde_c, k-1-h)));
}
tmp2 = gmodulo(stoi((k-2)*(2*k+3)), p);
tmp2 = gmul(stoi(3), ginv(tmp2));
c[k] = (long) gmul(tmp2, tmp);
tilde_c[k] = (long) gmul(tmp2, tmp1);
}
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/* Step 14 */
v = cgetg(d+3, t_VEC);
for (k=1; k<=d+2; k++) {v[k] = (long) gen_0;}
v[2] = (long) gneg(gmul(p1, ginv(gmodulo(stoi(2), p))));
for (k=1; k<=d; k++) {
tmp = gsub(compo(tilde_c, k), gmul(ell, compo(c, k)));
tmp = gmul(tmp, ginv(gmodulo(stoi((2*k+1)*(2*k+2)), p)));
v[k+2] = (long) gneg(tmp);
}
pol = gtopolyrev(v, w);
pol = gadd(pol, zeroser(w, d+1));
A = gen_1; tmp = gen_1;
for (k=1; k<=d; k++) {
tmp = gmul(tmp, pol);
A = gadd(A, gmul(tmp, ginv(mpfact(k))));
}
pari_printf("A(w) = %Ps\n", A);
/* Step 15 */
v = cgetg(d+2, t_VEC);
v[1] = (long) gen_0;
for (i=2; i<=d+1; i++) {v[i] = (long) compo(c, i-1);}
C = gtopolyrev(v, w);
C = gadd(C, zeroser(w, d+1));
pari_printf("C(w) = %Ps\n", C);
/* Step 16 */
F = cgetg(d+2, t_VEC);
for (i=1; i<=d; i++) {F[i] = (long) gen_0;}
F[d+1] = (long) gmodulo(gen_1, p);
/* Steps 17, 18, 19 */
for (i=1; i<=d; i++) {
tmp2 = gen_0;
for (k=1; k<=i; k++) {
tmp1 = gen_0;
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for (h=0; h<=k; h++) {
tmp = gpow(C, stoi(k-h), DEFAULTPREC);
tmp = polcoeff0(tmp, h, w);
tmp = gmul(binomial(stoi(d-i+k), k-h), tmp);
tmp1 = gadd(tmp1, tmp);
}
tmp2 = gadd(tmp2, gmul(tmp1, compo(F, d-i+k+1)));
}
F[d-i+1] = (long) gsub(polcoeff0(A, i, w), tmp2);
}
/* Step 19 */
pol_F = gtopolyrev(F, x);
pari_printf("pol_F = %Ps\n", lift(pol_F));
lbot = avma;
return gerepile(ltop, lbot, gcopy(pol_F));
}
/******************************************************
Computation of an eigenvalue for an Elkies prime
Input:
GEN p : characteristic of base finite field (prime)
GEN E : elliptic curve E: y^2 = x^3 + ax + b over GF(p)
GEN ell : Elkies prime (different from p)
GEN F : a factor of the ell-th 等分 polynomial
Output:
GEN t : t modulo ell (t = trace of E mod p)
*******************************************************/
GEN Eigenvalue_Elkies(GEN p, GEN E, GEN ell, GEN F)
{
int d, k, s, r;
long x=fetch_user_var("x"), y=fetch_user_var("y");
long ltop = avma, lbot;
GEN pol_x, z, w;
GEN a=compo(E, 4), b=compo(E, 5); /* Elements of GF(p) */
GEN f, g, h, f1, f2, lambda;
64 参考文献
GEN tmp, tmp1, tmp2, tmp3;
printf("\nStart: Eigenvalue_Elkies\n");
/* pol_x = x (mod F) */
pol_x = cgetg(4, t_POL);
setvarn(pol_x, x);
pol_x[2] = (long) gen_0;
pol_x[3] = (long) gen_1;
pol_x = gmodulo(pol_x, F);
/* z = x^p - x (mod F) */
z = gsub(gpow(pol_x, p, DEFAULTPREC), pol_x);
/* w = x^3+ax+b (mod F) */
tmp = gpow(pol_x, stoi(3), DEFAULTPREC);
w = gadd(tmp, gadd(gmul(lift(a), pol_x), lift(b)));
/* Step 1 */
d = itos(ell)-1; d = d/2;
f = elldivpol(E, 0, y);
g = elldivpol(E, 1, y);
h = elldivpol(E, 2, y);
for (k=1; k<=d; k++) {
if (k%2 == 1) {
tmp = gsubst(g, y, pol_x); tmp = gsqr(tmp);
tmp = gmul(z, tmp);
tmp = gmul(gmul(stoi(4), w), tmp);
tmp1 = gsubst(f, y, pol_x);
tmp2 = gsubst(h, y, pol_x);
tmp1 = gmul(tmp1, tmp2); /* f_k-1*f_k+1 */
tmp2 = gadd(tmp, tmp1);
tmp2 = lift(lift(tmp2));
tmp2 = lift(ggcd(tmp2, F));
if (poldegree(tmp2, x) >= 1) {
s = k; break;
}
} else {
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tmp = gsubst(g, y, pol_x); tmp = gsqr(tmp);
tmp = gmul(tmp, z); /* (x^p-x)*f_k^2 */
tmp1 = gsubst(f, y, pol_x);
tmp2 = gsubst(h, y, pol_x);
tmp1 = gmul(tmp1, tmp2);
tmp1 = gmul(tmp1, gmul(stoi(4), w));
tmp2 = lift(lift(gadd(tmp, tmp1)));
tmp2 = lift(ggcd(tmp2, F));
if (poldegree(tmp2, x) >= 1) {
s = k; break;
}
}
/* Update of 等分 polynomials */
f = gcopy(g);
g = gcopy(h);
h = elldivpol(E, k+2, y);
}
/* Step 2 */
r = itos(p)-1; r = r/2;
tmp = gpow(w, stoi(r), DEFAULTPREC); /*(x^3+ax+b)^{(p-1)/2}*/
if (s == 1) {
tmp1 = ggcd(gsub(tmp, gen_1), F);
tmp1 = lift(tmp1);
if (poldegree(tmp1, x) >= 1) {k = 1;}
else {k = itos(ell)-1;}
} else {
f = elldivpol(E, s-2, y); f = gsubst(f, y, pol_x);
g = elldivpol(E, s-1, y); g = gsubst(g, y, pol_x);
h = elldivpol(E, s, y); h = gsubst(h, y, pol_x);
f1 = elldivpol(E, s+1, y); f1 = gsubst(f1, y, pol_x);
f2 = elldivpol(E, s+2, y); f2 = gsubst(f2, y, pol_x);
tmp1 = gsub(gmul(f2, gsqr(g)), gmul(f, gsqr(f1)));
tmp2 = gpow(h, stoi(3), DEFAULTPREC);
if (s%2==1) {
tmp2 = gmul(gmul(gmul(stoi(16), gsqr(w)), tmp), tmp2);
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tmp3 = lift(ggcd(gsub(tmp2, tmp1), F));
} else {
tmp2 = gmul(tmp, tmp2);
tmp3 = lift(ggcd(gsub(tmp2, tmp1), F));
}
if (poldegree(tmp3, x) >= 1) {k = s;}
else {k = itos(ell) - s;}
}
/* Step 3 */
tmp = gmodulo(stoi(k), ell);
tmp1 = gmul(gadd(gsqr(tmp), p), ginv(tmp));
pari_printf("t (mod ell) = %Ps\n", tmp1);
lbot = avma;
return gerepile(ltop, lbot, gcopy(tmp1));
}
/*********************************************************
Computation of trace of an elliptic curve (Elkies primes)
Input:
GEN p : characteristic of base finite field (prime number)
GEN E : elliptic curve E: y^2 = x^3 + ax + b over GF(p)
Output:
GEN t : trace of E mod p
**********************************************************/
GEN Computation_Trace(GEN p, GEN E)
{
long x = fetch_user_var("x");
long ltop = avma, lbot;
GEN F, ell, M = gen_1, L, MAX;
GEN tmp, tmp1;
MAX = gmul(stoi(4), gsqrt(p, DEFAULTPREC)); /* 4p^{1/2} */
ell = gnextprime(stoi(3));
tmp = gmodulo(gen_0, gen_1);
while (gcmp(M, MAX) <= 0) {
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F = Factor_of_等分 Polynomial(p, E, ell);
if (poldegree(F, x) >= 1) {
/* Case where ell is an Elkies prime */
L = Eigenvalue_Elkies(p, E, ell, F);
tmp = chinese(tmp, L); /* CRT computation */
M = gmul(M, ell);
}
ell = gnextprime(gadd(ell, stoi(1)));
}
tmp = lift(tmp);
tmp1 = gmul(stoi(2), gsqrt(p, DEFAULTPREC));
if (gcmp(tmp, tmp1) > 0) {
/* Case where tmp > 2p^{1/2} */
tmp = gsub(tmp, M);
}
lbot = avma;
return gerepile(ltop, lbot, gcopy(tmp)); /* trace of E mod p */
}
/****************
Main for Tests
*****************/
int main(void)
{
pari_init(20000000000,2);
int i;
GEN p, a, b, ell;
GEN E, F;
/* Test for Schoof Algorithm (10 times) */
GEN trace, t;
p = gnextprime(stoi(1000000));
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for (i=1; i<=10; i++) {
p = gnextprime(gadd(p, gen_1));
GEN a = genrand(p), b = genrand(p);
GEN E = cgetg(3, t_VEC);
E[1] = (long) gmodulo(a, p);
E[2] = (long) gmodulo(b, p);
E = ellinit(E, NULL, DEFAULTPREC);
trace = Computation_Trace(p, E);
pari_printf("trace = %Ps\n", trace);
t = ellap(E, NULL);
pari_printf("t = %Ps\n", t);
if (gcmp(trace, t) != 0) {
printf("Error of Computation_Trace\n");
break;
}
}
return 0;
}
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楕円曲線のMordell-Weil群：
descent理論
吉川 祥*1（学習院大学）
4.1 イントロダクション
代数体上の楕円曲線で最も基本的な結果は次のMordell-Weilの定理だろう．
定理 4.1.1. (Mordell-Weil) E を代数体K 上の楕円曲線とする．このとき，E
の K 有理点のなす群は有限生成アーベル群である．すなわち，自然数 r と有
限アーベル群 T が存在して
E(K) ≃ Zr ⊕ T (4.1)
と表すことができる．
r を E の階数 (rank)とよび，T を E の捻じれ部分 (torsion part)とよぶ．
捻じれ部分 T を決定することは比較的容易であるが，階数 r を決定すること
は一般には困難である．
本稿の目的は，個別の楕円曲線 E に対して，多くの場合にその階数 r を決
定できるアルゴリズム (2-descent)を紹介することである．より詳しくは [3,
Capter X]を見ていただきたい．
まず，次のことに注意しよう．(4.1)に F2 をテンソルすることで，
E(K)/2E(K) ≃ Fr2 ⊕ (T ⊗ F2) (4.2)
となる．(4.2)の次元を考えれば，
r = dimF2(E(K)/2E(K))− dimF2(T ⊗ F2)
*1 This work was supported by JSPS KAKENHI Grant Number JP17H07074
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である．T は計算できるので，rを計算するという問題は dimF2(E(K)/2E(K))
を計算するという問題に帰着する．
しかし，残念ながら dimF2(E(K)/2E(K))を直接計算する方法は一般には
知られていない．そこで，E(K)/2E(K)を計算可能な有限集合 (Selmer群)の
なかに埋め込むことで，E(K)/2E(K)の位数を上から抑える，というアプロー
チを採る．すなわち，dimF2(E(K)/2E(K))の正確な大きさを求めるのではな
く，より捉えやすい Selmer群で妥協するというアイディアである．Selmer群
の大きさがどのくらい E(K)/2E(K) から離れているかは Tate-Shafarevich
群と呼ばれる群（の 2-part）によって記述される．
4.1.1 絶対 Galois群
F を体とする．このとき，F の絶対 Galois 群を GF := Gal(F¯ /F ) =
lim←−F ′/F Gal(F
′/F )と定める．ただし，逆極限において F ′(⊂ F¯ )は F の有限
次Galois拡大を走る．GF は副有限群であることに注意しよう．pを素数とす
る．各埋め込み i : Q¯ ↪→ Q¯pを決めるごとに，単射準同形GQp ↪→ GQ(g 7→ g|Q¯)
が定まる．iを取り換えると，この単射は GQ の元による共役だけ変わる．以
後，埋め込み iをひとつ固定し，単射 GQp ↪→ GQ （g 7→ g|Q¯）によって GQp
は GQ の部分群だと考える．Qp の最大不分岐拡大を Qurp と書く．Qurp /Qp は
Galois拡大であり，自然な同形
Gal(Qurp /Qp) ≃ GFp
がある．GFp ≃ Zˆである．また，pの惰性群を IQp = Gal(Q¯p/Qurp )と定める．
定義より，
1→ IQp → GQp → Gal(Qurp /Qp)→ 1
という完全系列が存在する．
4.2 Selmer群
必要な群のコホモロジーの知識は省略する．必要なまとめについては，例え
ば [3, Appendix B]または [2]を参照せよ．また，簡単のために楕円曲線は Q
上定義されたものを考えることにする．
E,E′をQ上の楕円曲線とし，ϕ : E → E′を同種写像とする．E[ϕ] = kerϕ
とおく．このとき，GQ 加群としての完全系列
0→ E[ϕ](Q¯)→ E(Q¯) ϕ−→ E′(Q¯)→ 0
がある．各素点 p ≤ ∞についても同様に，GQp 加群としての完全系列
0→ E[ϕ](Q¯p)→ E(Q¯p) ϕ−→ E′(Q¯p)→ 0
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が得られる．これらから得られるコホモロジー長完全系列の一部をみることに
より，可換図式
0 −−−−−→ E′(Q)/ϕ(E(Q)) −−−−−→ H1(GQ, E[ϕ](Q¯)) i−−−−−→ H1(GQ, E(Q¯))y yαp yβp
0 −−−−−→ E′(Qp)/ϕ(E(Qp)) −−−−−→ H1(GQp , E[ϕ](Q¯p))
ip−−−−−→ H1(GQp , E(Q¯p))
が得られる．ここで，縦の写像 αp, βpは，GQp ↪→ GQによる制限写像を表す．
定義 4.2.1. 以上の設定のもと，
Sel(ϕ)(E/Q) :=
⋂
p≤∞
ker(βp ◦ i) ⊂ H1(GQ, E[ϕ](Q¯))
とおき (ϕ-)Selmer群と呼ぶ．また，
X(E/Q) :=
⋂
p≤∞
kerβp ⊂ H1(GQ, E(Q¯))
とおき Shafarevich-Tate群と呼ぶ．
注意 4.2.2. (1) 定義により完全系列
0→ E(Q)/ϕ(E′(Q))→ Sel(ϕ)(E/Q)→X(E/Q)
がある．
(2) 注意 4.2.4 において，Selmer 群が原理的に計算可能であることを見
る．(1) の完全系列で特に重要なことは，E の階数を知るために重要な群
E(Q)/ϕ(E′(Q)) が計算可能な群（Selmer 群）に含まれているという点であ
る．そして，2 つの群の差が Tate-Shafarevich 群という群で記述されている
ということも重要である．
(3) E を体K 上の楕円曲線とする．E-torsor(もしくは E の主等質空間)の同
形類からなる集合（実は群になる）をWC(E/K)と書き，Weil-Châtelet群と
いう．詳しい定義や性質は [3, Chapter X §3]を見られたい．特に重要な事実
として，自然な同形WC(E/K) ≃−→ H1(GK , E(K¯))の存在が挙げられる（[3,
X Theorem 3.6]）．
(4) ξ ∈ H1(GQ, E[ϕ](Q¯))に対して，ξ を
i : H1(GQ, E[ϕ](Q¯))→ H1(GQ, E(Q¯)) = WC(E/Q)
で送って得られる E-torsor（の同形類）を Cξ と書く．このとき，Selmer 群
Sel(ϕ)(E/Q)は
Sel(ϕ)(E/Q) = {ξ ∈ H1(GQ, E[ϕ](Q¯)) | p ∈ S に対して Cξ(Qp) ̸= ∅}
と記述される．また，E(Q)/ϕ(E′(Q))は
E(Q)/ϕ(E′(Q)) = {ξ ∈ H1(GQ, E[ϕ](Q¯)) | Cξ(Q) ̸= ∅}
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と記述される．
さて，Selmer 群の性質で最も基本的なものは有限性である．これを保証す
るのが次の定理である．この定理はさらに，Selmer 群を計算可能な有限集合
の部分集合としてとらえるという意味でも有用である．
定理 4.2.3. [3, X Theorem 4.2, Lemma 4.3, Corollary 4.4] ϕ : E → E′ を Q
上の楕円曲線の間の同種写像とし，S(∋ ∞) を Q の素点からなる有限集合と
する．また，
H1(GQ, E[ϕ];S) := {ξ ∈ H1(GQ, E[ϕ](Q¯)) | p /∈ S に対してξ|IQpは自明 }
とおく．（すなわち，S の外で不分岐なコホモロジー類全体のなす部分群であ
る．）
(1) H1(GQ, E[ϕ];S)は有限集合である．
(2) S が {∞} ∪ {p| p は degϕ を割る．} ∪ {p| E,E′は p で悪い還元を持つ．}
を含むとする．このとき，Sel(ϕ)(E/Q) ⊂ H1(GQ, E[ϕ];S)である．
証明. (1)のみ，簡単な場合（E = E′, ϕ = [2], E[2](Q¯) ⊂ E(Q)）の証明の概
略を述べる．E[2](Q¯) ⊂ E(Q)により，GQ 加群としての同形
f : E[2]
≃−→ (Z/(2))⊕2 = µ⊕22
がある．（ここで µ2 = {±1}は 1の 2乗根のなす群を表す．）したがって，素
点 pに対し，以下の可換図式において横方向の射は Kummer理論から同形で
ある．
H1(GQ, E[2](Q¯))
≃−−−−→
δ
(Q×/(Q×)2)⊕2
Rp
y R′py
H1(IQp , E[2](Q¯))
≃−−−−→
δp
(Qurp
×/(Qurp
×)2)⊕2
ただし，縦方向の射は IQp ↪→ GQ から得られる制限写像を表す．定義により
H1(GQ, E[ϕ];S) =
⋂
p/∈S
kerRp
であるが，上の図式の同形射によって，これは⋂
p/∈S
kerR′p = Q(S, 2)×Q(S, 2)
と同一視される．ただし Q(S, 2)は
Q(S, 2) = {a ∈ Q×/(Q×)2 | p /∈ S に対して valp(a) ≡ 0 mod 2}
≃ {
∏
p∈S
pϵ(p) | ϵ(p) = 0または 1}
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とおいた．Q(S, 2) は明らかに有限なので，H1(GQ, E[ϕ];S) も有限となる．
注意 4.2.4. (1) 定理 4.2.3(1)の証明から推測できるように，H1(GQ, E[ϕ];S)
は原理的に計算可能である．
(2) S を定理 4.2.3 (2)のようにとる．注意 4.2.2の (3) と定理 4.2.3の (2)に
より，
Sel(ϕ)(E/Q) = {ξ ∈ H1(GQ, E[ϕ];S) | p ∈ S に対して Cξ(Qp) ̸= ∅}
E(Q)/ϕ(E′(Q)) = {ξ ∈ H1(GQ, E[ϕ];S) | Cξ(Q) ̸= ∅}
が成り立つ．注意 4.2.2(3)との違いは，Sel(ϕ)(E/Q)や E(Q)/ϕE′(Q)を含ん
でいる集合が H1(GQ, E[ϕ];S)に変わった点である．すなわち，Sel(ϕ)(E/Q)
や E(Q)/ϕE′(Q) が，計算可能な集合 H1(GQ, E[ϕ];S) の部分集合として具
体的な条件で切り出せたことを示している．さらに，Sel(ϕ)(E/Q)を切り出し
ている条件 Cξ(Qp) ̸= ∅は Henselの補題により有限のプロセスで成否を確認
することが可能である．したがって，Sel(ϕ)(E/Q) は原理的に計算可能とな
る．しかし，E(Q)/ϕE′(Q)を切り出している条件 Cξ(Q) ̸= ∅は曲線の Q有
理点の存在問題であり，種数１なので局所大域原理が成り立たず，これを計算
するアルゴリズムは一般には知られていない．
4.3 descent(降下)
ここでも E を Q上の楕円曲線とする．この節では E の 2-Selmer群を求め
る手法を紹介する．注意 4.2.4で述べたように，2-Selmer群を計算可能な集合
として具体的に捉え，E(Q)/2E(Q) をその中の部分集合として捉えることが
重要である．2-Selmer群は，E[2](Q)の位数 (1, 2, または 4)が大きければ大
きいほどを容易に計算が可能である．
4.3.1 |E[2](Q)| = 4のとき
この場合，Complete 2-descent と呼ばれる手法を使う．仮定により、E の
定義方程式を
y2 = (x− e1)(x− e2)(x− e3)
（e1, e2, e3 ∈ Q）にとることができる。Sを定理 4.2.3 (2)のようにとると、定
理 4.2.3 (1)の証明により
H1(GQ, E[2];S) ≃ Q(S, 2)⊕2
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が成り立つ。このとき、注意 4.2.4により、Selmer群と E(Q)/2E(Q)は次の
ように記述される：
Sel(2)(E/Q) = {b = (b1, b2) ∈ Q(S, 2)⊕2 | p ∈ S に対して Cb(Qp) ̸= ∅}
E(Q)/2E(Q) = {b = (b1, b2) ∈ Q(S, 2)⊕2 | Cb(Q) ̸= ∅}.
ここで、Cb は bを
Q(S, 2) ≃ H1(GQ, E[2];S)→ H1(GQ, E(Q¯)) = WC(E/Q)
で送って得られる E-torsorである。
注意 4.3.1. Cb は具体的には次の方程式で定まる P3Q 内の曲線として与えられ
る（[3, X Proposition 1.4]）：
b1z
2
1 − b2z22 = (e2 − e1)z20
b1z
2
1 − b1b2z23 = (e3 − e1)z20
4.3.2 |E[2](Q)| = 2のとき
この場合，descent via 2-isogenyとよばれる手法を使う．E の定義方程式を
y2 = x3 + ax2 + bx
にとることができる．(0, 0)が位数 2の Q有理点である．上記の定義方程式に
対し，新たな楕円曲線 E′ を
Y 2 = X3 − 2aX + (a2 − 4b)
で定義する．このとき，E と E′ の間には以下の次数 2の同種写像が存在する
（[3, III Example 4.5]）．
ϕ : E → E′, (x, y) 7→ (X,Y ) = (y
2
x2
,
y(b− x)
x2
)
ϕˆ : E′ → E, (X,Y ) 7→ (x, y) = ( Y
2
4X2
,
Y (a2 − 4b−X2)
8X2
)
この ϕについて、E[ϕ](Q¯) = E[2](Q)が成り立つ．ϕが E(Q)/2E(Q)を知る
のに有用な理由は次の命題による．
命題 4.3.2. [3, Remark 4,7] 次の完全系列がある：
0→ E
′[ϕˆ](Q)
ϕ(E[2](Q))
→ E
′(Q)
ϕ(E(Q))
→ E(Q)
2E(Q)
→ E(Q)
ϕˆ(E′(Q))
→ 0.
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　命題の完全系列において，E′[ϕˆ](Q)/ϕ(E[2](Q)) を計算することは容易で
ある．したがって，あとは E′(Q)/ϕ(E(Q)) と E(Q)/ϕˆ(E′(Q)) の位数が分
かれば所望の E(Q)/2E(Q)の位数が分かる．すくなくとも，Sel(ϕ)(E/Q)や
Sel(ϕˆ)(E′/Q)を計算することで，E(Q)/2E(Q)の位数が上からおさえられる．
E′(Q)/ϕ(E(Q))や Sel(ϕ)(E/Q)に関する具体的な記述は以下のようにして
得られる．素点の有限集合 S を定理 4.2.3 (2) のようにとる．すると，定理
4.2.3 (1)の証明と同様にして，同一視
H1(GQ, E[ϕ];S) ≃ Q(S, 2)
が得られる．したがって，注意 4.2.4(2)により，
Sel(ϕ)(E/Q) = {d ∈ Q(S, 2) | すべての p ∈ S に対して Cd(Qp) ̸= ∅}
E′(Q)/ϕ(E(Q)) = {d ∈ Q(S, 2) | Cd(Q) ̸= ∅}
となる．ただし，Cd は d ∈ Q(S, 2)を
Q(S, 2) ≃ H1(GQ, E[ϕ];S)→ H1(GQ, E(Q¯)) = WC(E/Q)
で送って得られる E-torsor である．ϕˆ についても同様の議論を行うことで，
Sel(ϕˆ)(E′/Q)と E(Q)/ϕˆ(E′(Q))に関する同様の記述が得られる．
注意 4.3.3. Cd は P2Q 内の曲線として次の定義方程式で与えられる：
Cd : dw
2 = d2 − 2adz2 + (a2 − 4b)z4.
4.3.3 |E[2](Q)| = 1のとき
この場合，general 2-descent と呼ばれる手法を使う．ここで述べるものは
[1]を参考にしたかなり大雑把な説明である．より詳しく知りたい場合は，[4]
を参照せよ．
仮定により，E の定義方程式は y2 = f(x) （f(x) ∈ Q[x]は既約 3次式）と
書ける．f(x)の根の一つを θ とかき，L = Q(θ)とおく．このとき，写像
f : E(Q)/2E(Q) ↪→ L×/(L×)2
0 7→ 1 mod (L×)
(x, y)(̸= 0) 7→ x− θ mod (L×)
は群の単射準同形を定める．L の素点の有限集合 S を適当にとることによ
り，f は
T := L(S, 2) ∩ ker(NL/Q) ⊂ L×/(L×)2
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を経由する．ただし，
L(S, 2) = {a ∈ L×/(L×)2 | v /∈ S に対して valv(a) ≡ 0 mod 2}
とおき，NL/Q : L×/(L×)2 → Q×/(Q×)2 をノルム写像とした．
さて，E(Q)/2E(Q) を T からどのように切り出すかについて大まかな
方針を述べる：すなわち，δ = a + bθ + cθ2 ∈ L× が与えられたとして，
δ¯ = δ mod (L×)2 ∈ T が E(Q)/2E(Q) に属するか否かを調べる方法を述
べる．
f によって E(Q)/2E(Q)を T の部分集合とみなしているので，
x− θ = δz2 (4.3)
を満たす z = u+ vθ + wθ2 ∈ L×（u, v, w ∈ Q）と x ∈ Qが存在するか否か
が問題となる．ここで u, v, wを未知数と考えて
δz2 = (a+ bθ + cθ2)(u+ vθ + wθ2)
= q0(u, v, w)− q1(u, v, w)θ + q2(u, v, w)θ2
（q0, q1, q2 は u, v, w に関する二次形式）と表示する．すると，(4.3)をみたす
x, z = u+ vθ + wθ2 が存在するかどうかは，
x = q0(u, v, w), 1 = q1(u, v, w), 0 = q2(u, v, w)
の有理数解 x, u, v, w の存在問題と同値である．x は 1 = q1(u, v, w), 0 =
q2(u, v, w) の解を用いて x = q0(u, v, w) と置けばよいので，結局
δ¯ ∈ E(Q)/2E(Q)かどうかは
1 = q1(u, v, w), 0 = q2(u, v, w) (4.4)
の有理数解の存在問題に帰着する．
まず，0 = q2(u, v, w) の解を見付けることは常に可能であることが知られ
る．その解のひとつを (u0.v0, w0)とし z0 = u0 + v0θ + w0θ2 とおく．
次に，(4.3)の代わりに，z0 を用いて (4.3)を修正した方程式
x− θ = δz20(u′ + v′θ + w′θ2)2 (4.5)
を考える．すなわち，（(4.3)ではなく！）(4.5)の有理数解 x, u′, v′, w′ の存在
問題を考える．(4.3)から (4.4)を導いたのと同様にして，(4.5)から適当な二
次形式 Q1(u′, v′, w′), Q2(u′, v′, w′)に関する方程式
1 = Q1(u
′, v′, w′), 0 = Q2(u′, v′, w′) (4.6)
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が得られ，(4.6)の有理数解の存在問題に帰着される．方程式 0 = Q2(u′, v′, w′)
の解は，（0 = q2(u, v, w) のときよりも強く）3 変数でパラメトライズされる
ことが分かる．その解をパラメータ X,Y, Z を用いて u′ = u′(X,Y, Z), v′ =
v′(X,Y, Z), w′ = w′(X,Y, Z) と書き Q1(u′, v′, w′) に代入すれば，方程式
1 = Q1(u
′, v′, w′) は P2 内の種数１の曲線 C = Cδ¯ を定める．この C につ
いて，C(Q) ̸= ∅ であることと δ¯ ∈ E(Q)/2E(Q) であることが同値となる．
また，
Sel(2)(E/Q) = {δ¯ ∈ T | 各素点 pに対して C(Qp) ̸= ∅}
であることも分かる．
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5．
楕円曲線の計算法入門：実践編
横山 俊一*1（九州大学）
本稿は，第 25回整数論サマースクール「楕円曲線とモジュラー形式の計算」
における筆者の火曜午前の同題目の講演に基づいている．ここでは楕円曲線に
纏わる基本的な計算法について，基礎体が 1) 有理数体 Q と 2) 代数体 K/Q
の場合を解説する（一部有限体 Fp の場合も扱う）．また講演では紹介できな
かった 3) 超楕円曲線の場合についても解説する．実際の講演で用いたデモプ
ログラムは筆者の web ページから入手可能である*2．本稿では（一部修正し
ているが）主にこのデモプログラムに従って解説を進める．
以下，全文を通して CAS（計算代数システム）は Magma を用いる．
Magma は豪シドニー大学を中心ととして開発・運営されている計算代数シス
テムである．正式リリースは 1993 年で，その前身は計算代数システム Cayley
（1982-1993）である．Magma という名前は，ブルバキ流の亜群 groupoid の
別名称が由来である（つまり頭文字をとった何らかの略称ではない）．圏論
category theory に基づいた代数構造から従う内部関数の定義方法により，直
感的にプログラミングを行うことが可能となっている．
Magma は有償ソフトウェアである*3（目安として 1 ライセンス 10 万円
強で，少なくとも 3 年間はアップデート権を保持できる）．しかし Magma
Calculator とよばれるオンライン無料体験版が公開されている．
http://magma.maths.usyd.edu.au/calc/
*1 本稿に関連する研究は JSPS 科研費 JP15K17515 の助成を受けたものです．
This work is supported by JSPS KAKENHI Grant Number JP15K17515.
*2 http://www2.math.kyushu-u.ac.jp/~s-yokoyama/files/ss2017demo.txt
*3 有償ではあるが，プロプライエタリライセンスとして提供されている．“Cost Recovery”
を目的としており，営利目的ではなく開発・運営の費用を回収するための価格設定である．
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Magma は常に最新版に更新されており（2018/01/01 現在 ver.2.23），50KB
までの入力に対して 120秒（通信時間等を含む）までの計算が（複数回*4）可
能である．
リファレンスマニュアルは web ページから無料で入手可能（英語版のみ）
であり，カテゴリー別検索・辞書式検索のどちらも
http://magma.maths.usyd.edu.au/magma/documentation/
から利用できる．なお HTML ベースで閲覧することを推奨する（実際に
Magma を購入すると pdf 版も利用できるが，数千ページの pdf から逆引き
するのはむしろ不便である）．また，最初にチュートリアル “First Steps in
Magma” に目を通しておくとよい．加えて，書籍 “Discovering Mathematics
with Magma”（Springer, 2006）の appendix にもチュートリアルが掲載され
ている．
5.1 Magma の文法・簡単な計算
まず Magma の文法・扱い方に慣れよう．本稿では Magma における入力
と出力を以下のように表記する．
> 1+2+3;
6
1行目が入力，2行目が出力である．なお 1行目最初の > は実際に入力する必
要はない．
> Factorization(20170829);
[ <7, 1>, <2881547, 1> ]
関数 Factorization の引数が自然数の場合，その素因数分解を出力する．表
示はタプル tuple で与えられる．例えば [ <2, 3>, <17, 1> ]ならば 23 ·17
のことである．
> SetVerbose("Factorization",1);
> n:=15509118958246132396742227337406048319100603469400339614
> 46977108703733045296552321107873005998289021085442480493
> 81377511219702428693927879643018958702811151575938519984
> 102178816;
*4 明示的には回数制限はないが，同一 IP から大量にジョブが投げられた場合は通信を制限さ
れる可能性がある．
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> Factorization(n);
Integer main factorization (primality of factors will be proved)
Effort: 3
Seed: 1886283651 0
Number: 155...（中略）...816
Pollard Rho
Trials: 8191
Number: 231...（中略）...251 (105 digits)
Factor: 21727894856911 (14 digits)
Cofactor: 106...（中略）...941 (92 digits)
Time: 0.010
Pollard Rho
Trials: 8191
Number: 21727894856911 (14 digits)
Factor: 3726911 (7 digits)
Cofactor: 5830001 (7 digits)
Time: 0.000
Pollard Rho
Trials: 8191
Number: 3726911 (7 digits)
Pollard Rho
Trials: 8191
Number: 5830001 (7 digits)
Pollard Rho
Trials: 8191
Number: 106...（中略）...941 (92 digits)
No factor found
Time: 0.000
1 composite number remaining
ECM
x: 106...（中略）...941 (92 digits)
Initial B1: 5000, limit: 858248
Initial Pollard p - 1, B1: 45000
Step 1; B1: 5000 [858248], digits: 92, elapsed time: 0.029
Factor: 146234082633259 (15 digits)
84 5． 楕円曲線の計算法入門：実践編（横山）
Cofactor: 729...（中略）...799 (77 digits)
Total ECM time: 0.220
ECM
x: 729...（中略）...799 (77 digits)
Initial B1: 5429, limit: 176526
Step 1; B1: 5429 [176526], digits: 77, elapsed time: 0.000
Step 10; B1: 6106 [176526], digits: 77, elapsed time: 0.240
Step 20; B1: 6906 [176526], digits: 77, elapsed time: 0.550
Step 30; B1: 7756 [176526], digits: 77, elapsed time: 0.889
Factor: 75045259055838983 (17 digits)
Cofactor: 971...（中略）...953 (60 digits)
Total ECM time: 0.919
ECM
x: 971...（中略）...953 (60 digits)
Initial B1: 7756, limit: 16224
Step 1; B1: 7756 [16224], digits: 60, elapsed time: 0.000
Factor: 6722279202985811 (16 digits)
Cofactor: 144526707646708212356380247022426585248301323
(45 digits)
Total ECM time: 0.040
Total time: 1.199
[ <2, 206>, <67, 2>, <271, 1>, <5351, 1>, <3726911, 1>,
<5830001, 1>, <146234082633259, 1>, <6722279202985811, 1>,
<75045259055838983, 1>,
<144526707646708212356380247022426585248301323, 1> ]
上は 177 桁の自然数 n の素因数分解である．関数 SetVerbose は，内部
で行われている計算の詳細を出力させるためのものである．ここでは関数
Factorization の出力レベルを 1にせよという指示を出している（出力レベ
ルのデフォルト値は 0で，この場合は結果のみを出力する）．Magma では
• Pollard ρ 法
• 楕円曲線法（ECM）
• 多変数多項式二次篩（MPQS）法
の 3種類のアルゴリズムが採用されており，原則として上から順に試行しなが
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ら分解を行う．つまり今回の場合は，まず Pollard ρ 法で分解を試み，それで
も残った巨大な合成数（と思われる数*5）を楕円曲線法で分解していることが
分かる．出力レベルをデフォルト値に戻してから，計算を続けることにする．
> SetVerbose("Factorization",0);
関数 Factorization は，多項式の因数分解にも利用できるが，一つだけ注意
点がある．
> Factorization(x^3+6*x^2+11*x+6);
>> Factorization(x^3+6*x^2+11*x+6);
^
User error: Identifier ’x’ has not been declared or assigned
一変数多項式 x3 + 6x2 + 11x+ 6 を因数分解させようとすると，上記のよう
なエラーメッセージが表示される．これは「変数 x が未定義（何者か指示さ
れていない）ゆえ，計算できない」というエラーである．Magma では通常の
（＝ Q 上の）因数分解だけではなく，拡大体 K/Q 上や有限体 Fp 上での因数
分解もサポートしているため，利用者が「どの体上で因数分解しているのか」
を誤らないよう，このように strict な取り決めが存在する*6．この場合は
> P<x>:=PolynomialRing(Integers());
として，x が整数係数の一変数多項式環の生成元であると宣言すればよい．
> Factorization(x^3+6*x^2+11*x+6);
[
<x + 1, 1>,
<x + 2, 1>,
<x + 3, 1>
]
関数 Factorization に関するエラーをもう一例紹介する．以下は自然数の商
10000000/20 = 500000 の素因数分解である．
> Factorization(10000000/20);
>> Factorization(10000000/20);
*5 この時点では合成数かどうか不明である．実際は素数かもしれない．
*6 これは最初やや面倒に感じるが，使い込み始めるとその有難みが実感できる．
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^
Runtime error in ’Factorization’: Bad argument types
Argument types given: FldRatElt
“Bad argument types” エラーは「本来入力されるべき値や多項式が入ってい
ない」という意味であり，ここでは「入力が自然数ではない」ことが原因であ
る．その直後に “Argument types given: FldRatElt” と出力されており，つ
まり「10000000/20 は 有理数 であるから分解できない」と言っているわけで
ある．FldRatElt は Field of Rational, Element の略である．実際にはこの
値は 500000 であるから自然数と認識すべきであるが，Magma では（という
より Magma 以外の計算代数システムにおいても）除算を行った時点で有理数
の元と解釈されてしまうのである．これを回避するには，除算の結果が再び自
然数（ここでは整数で十分）であると宣言してやればよい．
> Factorization(Integers()!(10000000/20));
[ <2, 5>, <5, 6> ]
X!n が「n を X の元であるとみなす」という意味である．このテクニックは，
lifting や reduction を多用する数論の計算において非常に重宝する．
> Parent(10000000.0/20.0);
Real field of precision 30
なお小数点を付けると，有理数ではなく実数とみなされる．計算機において実
数を扱う場合は精度 precision をつける必要があるので，計算誤差に注意する
必要がある．デフォルト値は 30 であるが，好きな値に変更できる．
> K<a>:= QuadraticField(5); a; Parent(a);
a
Quadratic Field with defining polynomial x^2 - 5 over the
Rational Field
> a^2-5; Sqrt(5)^2-5;
0
0.000000000000000000000000000000
> a^2-5 eq Sqrt(5)^2-5;
>> a^2-5 eq Sqrt(5)^2-5;
^
Runtime error in ’eq’: Bad argument types
Argument types given: FldQuadElt[FldRat], FldReElt
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二次体 K = Q(
√
5) を与えて，その生成元を a とする．つまり a =
√
5 であ
る．Magma には平方根を求める関数 Sqrt があるが，これが実数値近似を返
す関数であるのに対して a は exact に
√
5 を保持していることに注目である．
即ち a を 2乗して 5を引くと exact に 0となるが，Sqrt(5) を 2乗して 5を
引くと 0.000... となり，厳密にはこれは 0ではない（打ち切り誤差の可能性を
捨てきれない）．従って，両者がイコールであるか？という問いはナンセンス
であり，上記のようなエラーメッセージが出力される．
> K:=GF(7); s:=K!23; s; Parent(s);
2
Finite field of size 7
有限体 Fp（より一般に Fq；q は素数べき）も扱える．上は F7 において 23が
2であることを示している．なお関数 FiniteField と GF は同じ関数である．
> &+[k^2 : k in [1..24]];
4900
上は
24∑
k=1
k2 を計算している．&+ を &* とすれば
24∏
k=1
k2 を計算できる．
> exists(x,y){<x,y> : x,y in [1..10] | x^2+y^2 eq 89};
true
> x; y;
5
8
これは 1 ≤ x, y ≤ 10 において x2 + y2 = 89 をみたすような (x, y) ∈ Z⊕2
が存在するかを調べる関数である．もし一つでも見つかれば，その瞬間に計算
を停止して x, y に値を格納する．ここでは x = 5, y = 8 が代入されている．
もし一つも見つからなければ false を返す．exists の代わりに forall と
すれば，1 ≤ x, y ≤ 10 なる全ての (x, y) ∈ Z⊕2 に対して x2 + y2 = 89 が成
り立つかを判定する真偽判定（T/F）関数となる（この場合はもちろん false
を返す）．
> C<i> := QuadraticField(-1);
> conj := hom<C -> C | -i>;
> conj(3-4*i);
4*i + 3
Magma は圏論に基づいた設計であるため，写像の概念も自然に扱える．例え
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ば C = Q(√−1) として，C 上の準同型写像を conj と定義する．準同型性を
仮定しない，単なる写像であれば hom の代わりに map とする．その後の -i
の部分は，C の生成元 i（ここでは虚数単位）を −i に写すという意味である．
つまりこれは複素共役を与える写像である．試しに 3 − 4i を入力すれば，降
べき・昇べきが入れ替わるが，確かに複素共役 3 + 4i が出力される．
> G<a,b>:=Sym(4); // symmetric group on 4 elements
> Order(a) eq 4 or Order(b) eq 4;
true
> IsAlternating(G);
false
Magma では群論の計算も容易に実行できる（後に楕円曲線の Mordell-Weil
群や単数群などを扱うので，この機能は必須である）．上では 4 次対称群 S4
を定義し，その 2 つの生成元のどちらかの位数が 4 であることを確かめてい
る．また S4 が交代群ではないことを確認している．Is... の形の関数は他
にも IsSymmetric, IsAbelian, IsNormal, IsSoluble などがある．
> P<x>:=PolynomialRing(Rationals());
> f:=x^6+x^4-2*x^2-1;
> Gf:=GaloisGroup(f); Gf;
Permutation group Gf acting on a set of cardinality 6
Order = 12 = 2^2 * 3
(2, 5)(3, 6)
(1, 4)(3, 6)
(1, 5, 3)(2, 6, 4)
> IsAbelian(Gf);
false
これは Galois 群の計算である．Q 上 6次拡大体なので Galois 群は S6 の部
分群として得られ，その位数は 12 である．また Galois 群はアーベル群では
ないことも分かる．
> IsIsomorphic(Gf,AlternatingGroup(4));
true Mapping from: GrpPerm: Gf to GrpPerm: $, Degree 4,
Order 2^2 * 3
Composition of Mapping from: GrpPerm: Gf to GrpPC and
Mapping from: GrpPC to GrpPC and
Mapping from: GrpPC to GrpPerm: $, Degree 4, Order 2^2 * 3
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実はこの Galois 群は 4次交代群 A4 と同型である．Magma では，それを確か
めるための関数 IsIsomorphic を実行すると，返り値 true と同時に Galois
群から A4 への同型写像を与える．ここで最小分解体を求め，その上で定義多
項式 f を因数分解してみると，以下のように一次式の積に分解される．
> S<b>:=SplittingField(f); S;
Number Field with defining polynomial x^12 + 4*x^10 + 10*x^8
+ 34*x^6 - 7*x^4 + 98*x^2 + 49 over the Rational Field
> Factorization(PolynomialRing(S)!f);
[
<$.1 + 1/22806*(-191*b^10 - 295*b^8 - 111*b^6 - 908*b^4
+ 19089*b^2 - 16576), 1>,
<$.1 + 1/22806*(191*b^10 + 295*b^8 + 111*b^6 + 908*b^4
- 19089*b^2 + 16576), 1>,
<$.1 + 1/22806*(-284*b^11 - 1138*b^9 - 3261*b^7
- 11090*b^5 + 2277*b^3 - 42259*b), 1>,
<$.1 + 1/22806*(-284*b^11 - 1138*b^9 - 3261*b^7
- 11090*b^5 + 2277*b^3 - 19453*b), 1>,
<$.1 + 1/22806*(284*b^11 + 1138*b^9 + 3261*b^7
+ 11090*b^5 - 2277*b^3 + 19453*b), 1>,
<$.1 + 1/22806*(284*b^11 + 1138*b^9 + 3261*b^7
+ 11090*b^5 - 2277*b^3 + 42259*b), 1>
]
5.2 Q 上の楕円曲線
それでは楕円曲線の計算に移ろう．まずは Q 上の楕円曲線
y2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6
を考える．5つの係数を順に入力して，楕円曲線 E/Q を得る．
> E:=EllipticCurve([1,2,3,4,6]); E;
Elliptic Curve defined by y^2 + x*y + 3*y = x^3 + 2*x^2 + 4*x + 6
over Rational Field
とくに簡略化された形
y2 = x3 + ax+ b
の楕円曲線を扱う場合は EllipticCurve([a,b]); とすればよい．
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> bInvariants(E);
[ 9, 11, 33, 44 ]
> cInvariants(E);
[ -183, -4293 ]
> jInvariant(E);
6128487/14212
> Discriminant(E);
-14212
> Conductor(E);
7106
> Factorization($1);
[ <2, 1>, <11, 1>, <17, 1>, <19, 1> ]
各種不変量なども計算できる．最後の入力に現れる $1 は 1 つ前の出力を表
し，ここでは導手の値 7106 とみなされている*7．導手の素因数分解を見ると，
この楕円曲線の bad prime は 2, 11, 17, 19 の 4つであることが分かる．これ
らは関数 BadPrimes でも求められる．
> BadPrimes(E);
[ 2, 11, 17, 19 ]
Magma には，Cremona による楕円曲線のデータベースが含まれている．そ
のため，例えば導手を指定して楕円曲線のリストを得ることも可能である．
> DB:=EllipticCurveDatabase(); DB;
John Cremona’s elliptic curve database
例えばこのデータベースから，導手 37の楕円曲線を引いてみよう．
> ES:=EllipticCurves(DB,37);
> ES;
[
Elliptic Curve defined by y^2 + y = x^3 - x over
Rational Field,
Elliptic Curve defined by y^2 + y = x^3 + x^2 - 23*x - 50
over Rational Field,
Elliptic Curve defined by y^2 + y = x^3 + x^2 - 1873*x
*7 同様にして $2 とすれば 2つ前の出力，即ち判別式 −14212 が引用される．なお前節の最
小分解体上での定義多項式の因数分解で出力された $.1 は単なる未定義の変数を表すた
め，この記号 $1 とは全く異なるので注意である．
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- 31833 over Rational Field,
Elliptic Curve defined by y^2 + y = x^3 + x^2 - 3*x + 1
over Rational Field
]
> Conductor(ES[1]);
37
Cremona’s index（楕円曲線のラベル記号）を使うこともできる．例えば
“37a1” と書いたら，導手 37の楕円曲線のうち，同種類別して得られた a1 と
いう曲線を指す．
> E37:=EllipticCurve("37a1");
> E37;
Elliptic Curve defined by y^2 + y = x^3 - x over
Rational Field
続いて Mordell-Weil 群（楕円曲線の有理点全体のなす有限生成アーベル群）
E(Q) を求める．先ほどの楕円曲線 E を引き続き用いる．
> time MordellWeilGroup(E);
Abelian Group isomorphic to Z
Defined on 1 generator (free)
Mapping from: Abelian Group isomorphic to Z
Defined on 1 generator (free) to Set of points of E with
coordinates in Rational Field given by a rule [no inverse]
true true
Time: 0.290
> TorsionSubgroup(E);
Abelian Group of order 1
この場合は E(Q) ≃ Z であることが分かる．さらにこの楕円曲線に対する
Tate-Shafarevich 群は自明となるから，2-Selmer 群は Z/2Z となる．
> TwoSelmerGroup(E);
Abelian Group isomorphic to Z/2
Defined on 1 generator
Relations:
2*$.1 = 0
Mapping from: Univariate Quotient Polynomial Algebra in theta
over Rational Field
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with modulus theta^3 - 3*theta^2 + 64*theta + 256 to Abelian
Group isomorphic to Z/2
Defined on 1 generator
Relations:
2*$.1 = 0 given by a rule
具体的な生成元は射影座標で与えられる．ここでは E(Q) の生成元として
(−1,−3) が選択され，その位数は無限大であることが確かめられる．
> pt:=Generators(E)[1]; pt;
(-1 : -3 : 1)
> Order(pt1);
0
位数が 0 となっているが，これは無限大を意味していることに注意する*8．
> 2*pt;
(3/4 : 15/8 : 1)
> 3*pt;
(431/49 : -12377/343 : 1)
> 2*pt+3*pt;
(14907791/2486929 : 54409047141/3921887033 : 1)
> $1 eq 5*pt;
true
> Height(pt); NaiveHeight(pt);
0.659032053555165369451027692666
1.33902066213028345027690308362E-72
楕円曲線上の点の和とスカラ倍，高さなども計算できる．
> MM,phi:=MinimalModel(E); MM;
Elliptic Curve defined by y^2 + x*y = x^3 - x^2 + 4*x + 4
over Rational Field
> phi;
Elliptic curve isomorphism from: CrvEll: E to CrvEll: MM
Taking (x : y : 1) to (x + 1 : y + 1 : 1)
> phi(E![-1,-3]);
(0 : -2 : 1)
*8 Sage / CoCalc では Infinity と出力される．
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> invphi:=Inverse(phi); invphi;
Elliptic curve isomorphism from: CrvEll: MM to CrvEll: E
Taking (x : y : 1) to (x - 1 : y - 1 : 1)
楕円曲線 E の極小モデル E′ を求める関数 MinimalModel では，第 2の出力
として E から E′ への同型写像を与える．この場合は x 座標，y 座標共に 1
だけ平行移動する写像となり，E 上の点 (−1,−3) が E′ 上の点 (0,−2) に写
る様子が分かる．また逆写像（E′ から E への同型写像）も関数 Inverse を
使えば即座に得られる．
> E:=EllipticCurve([GF(5)|7,5]); E;
Elliptic Curve defined by y^2 = x^3 + 2*x over GF(5)
> Points(E);
{@ (0 : 1 : 0), (0 : 0 : 1) @}
> Twists(E);
[
Elliptic Curve defined by y^2 = x^3 + 2*x over GF(5),
Elliptic Curve defined by y^2 = x^3 + 4*x over GF(5),
Elliptic Curve defined by y^2 = x^3 + 3*x over GF(5),
Elliptic Curve defined by y^2 = x^3 + x over GF(5)
]
Magma では有限体上の楕円曲線も扱うことができる．基礎体を変更するには
EllipticCurve([K|***]); として指定し，K の部分に基礎体を，*** の部分
に係数を入れる．有限体上の全ての点を列挙するには関数 Points を用いる．
また関数 Twists を用いれば，与えられた曲線の全ての twist を出力できる．
2次 twist に限定したい場合は
> QuadraticTwists(E);
[
Elliptic Curve defined by y^2 = x^3 + 2*x over GF(5),
Elliptic Curve defined by y^2 = x^3 + 3*x over GF(5)
]
とすればよい．
> p:=NextPrime(10^9); p;
1000000007
> E:=EllipticCurve([GF(p)|0,1]);
> SEA(E);
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1000000008
> IsSupersingular(E);
true
また Magma には，比較的巨大な素数 p に対して E/Fp の位数を効率的に計
算する Schoof-Elkies-Atkin（SEA）アルゴリズムが実装されており，上のよ
うに計算ができる．とくにこの楕円曲線は超特異*9 supersingular である．
SEA アルゴリズムの詳細については，本報告集の安田雅哉氏の記事を参照
されたい．
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続いて基礎体が代数体（Q の有限次拡大体）の場合を考えよう．
> P<x>:=PolynomialRing(Rationals());
> N<a>:=NumberField(x^2-5);
> N;
Number Field with defining polynomial x^2 - 5 over the
Rational Field
> E:=EllipticCurve([N|1,1,1,-3,1]); E;
Elliptic Curve defined by y^2 + x*y + y = x^3 + x^2 - 3*x + 1
over N
> MordellWeilGroup(E);
Abelian Group isomorphic to Z/15
Defined on 1 generator
Relations:
15*$.1 = 0
Mapping from: Abelian Group isomorphic to Z/15
Defined on 1 generator
Relations:
15*$.1 = 0 to Set of points of E with coordinates in N
given by a rule [no inverse]
true true
上は Q(
√
5) 上の楕円曲線 y2 + xy + y = x3 + x2 − 3x+ 1 である（“N|” の
部分がないと Q 上の楕円曲線としてみなされてしまう）．この Mordell-Weil
*9 q を素数 p のべき，E を Fq 上の楕円曲線としたとき q + 1−#E(Fq) ≡ 0（mod p）を
みたすような E のこと．
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群 E(Q(
√
5)) は Z/15Z に同型である．実は Q(
√
5) 上の楕円曲線で位数 15
の torsion point をもつものは（同型を除いて）この楕円曲線のみである（な
お Mazur の定理から，Q 上の楕円曲線には位数 15 の torsion point をもつ
ものは存在しない）．
> pt3:=Generators(E)[1]; pt3;
(-2*a + 5 : 8*a - 18 : 1)
> 15*pt3;
(0 : 1 : 0)
位数 15の点が (5− 2√5,−18 + 8√5) であることが確かめられる．なお射影
座標における (0 : 1 : 0) は無限遠点 O を表す．
> G,phi:=UnitGroup(N); G;
Abelian Group isomorphic to Z/2 + Z
Defined on 2 generators
Relations:
2*G.1 = 0
> phi;
Mapping from: GrpAb: G to Maximal Order of Equation Order
with defining polynomial x^2 - 5 over its ground order
> u:=N!phi(G.2);
> u;
1/2*(a + 1)
> Norm(u);
-1
これは Q(
√
5) の基本単数を一つ求めるための計算である．Q(
√
5) の単数群
の生成元は 2 つあるが，1 つ目が位数 2，2 つ目が無限位数であるから，非
自明な 2 つ目を採用し u に格納している．結果として得られた基本単数は
(1 +
√
5)/2 で，そのノルムは −1 である．
> E:=EllipticCurve([N|0,u+1,0,u,0]); E;
Elliptic Curve defined by
y^2 = x^3 + 1/2*(a + 3)*x^2 + 1/2*(a + 1)*x over N
u はもちろん Q(
√
5) の元として扱われているので，楕円曲線の係数に含める
ことができる．なおこの場合は基礎体を指定せず，単に
> E:=EllipticCurve([0,u+1,0,u,0]);
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と入力すれば，自動的に Q(
√
5) 上の楕円曲線として認識される．
> I:=ideal<MaximalOrder(N)|3>; I;
Principal Ideal
Generator:
[3, 0]
> IsPrime(I);
true
> Reduction(E,I);
Elliptic Curve defined by y^2 = x^3 + 2*$.1*x^2 + (2*$.1 + 2)*x
over GF(3^2)
Mapping from: CrvEll: E to Elliptic Curve defined by
y^2 = x^3 + 2*$.1*x^2 + (2*$.1 + 2)*x over GF(3^2)
given by a rule [no inverse]
楕円曲線の還元には関数 Reduction を用いる．上は単項イデアル (3) での還
元であり，MaximalOrder は代数体 N の整環 ON を表す．これによって基礎
体は F9 となる．一方，単項イデアル (2) はこの楕円曲線における bad place
であるから，還元することができない．
> I:=ideal<MaximalOrder(N)|2>;
> Reduction(E,I);
>> Reduction(E,I);
^
Runtime error: model should be integral and of good reduction
at the prime
> Conductor(E);
Principal Ideal
Generator:
[16, 0]
> Factorization($1);
[
<Principal Prime Ideal
Generator:
[2, 0], 4>
]
最後に Magma に最近実装された関数 EllipticCurveSearch を紹介しよう．
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この関数は Cremona-Thongjunthug による j-不変量を用いた楕円曲線の数
え上げ関数である．導手を指定すると，その導手をもつ楕円曲線を走査する．
走査範囲の大小はオプション Effort で指定する．ここでは Effort=10 で固
定する．まずは導手として norm conductor 2 のものを探す．
> I1:=ideal<MaximalOrder(N)|2>; I1;
Principal Ideal
Generator:
[2, 0]
> SetVerbose("ECSearch",1);
> EllipticCurveSearch(I1,10);
Checking for curves with j-invariant 0 or 1728
Checking Q-rational curves with conductors [ 2, 50 ]
72 candidates for discriminants (up to 6th powers)
Preliminary phase took 0.170s
Effort = 10:
Effort = 10 took 3.180s [memory usage 61M]
[]
結果として，そのような楕円曲線は一本も見つからない．というのも，実は
Q(
√
5) 上の楕円曲線のうち，最小の norm conductor は 31 である．
> I2:=ideal<MaximalOrder(N)|31>; I2;
Principal Ideal
Generator:
[31, 0]
> SetVerbose("ECSearch",1);
> ECS:=EllipticCurveSearch(I2,10);
Checking for curves with j-invariant 0 or 1728
Checking Q-rational curves with conductors [ 31, 775 ]
432 candidates for discriminants (up to 6th powers)
Preliminary phase took 0.640s
Effort = 10: Found curve with discriminant -372*a - 1271
(norm 923521) and j = 1/29791*(-102400*a + 10518528)
Coefficients: [0, 1/2*(-a + 1), 1, 2, 1/2*(-a - 3)]
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Effort = 10 took 12.200s [memory usage 95M]
> ECS;
[
Elliptic Curve defined by y^2 + y = x^3 + 1/2*(-a + 1)*x^2
+ 2*x + 1/2*(-a - 3) over N,
Elliptic Curve defined by y^2 + y = x^3 + 1/2*(a + 1)*x^2
+ 2*x + 1/2*(a - 3) over N
]
> E:=ECS[1]; Conductor(E);
Principal Ideal
Generator:
[31, 0]
> E:=ECS[2]; Conductor(E);
Principal Ideal
Generator:
[31, 0]
今回は該当する楕円曲線が 2本見つかり，確かにどちらも導手が (31) である
ことが確認できる．
5.4 超楕円曲線
最後の節として，講演では紹介できなかった超楕円曲線の計算について解
説する．R を整域とする（今回は簡単のため，R = Q として計算を進める）．
f(x), h(x) を共に R 係数の一変数多項式としたとき
y2 + h(x)y = f(x)
で与えられる非特異曲線を超楕円曲線 hyperelliptic curve とよぶ．
> P<x>:=PolynomialRing(Rationals());
> f:=x^6+3*x^5-4*x+2;
> h:=x;
> C:=HyperellipticCurve([f,h]); C;
Hyperelliptic Curve defined by
y^2 + x*y = x^6 + 3*x^5 - 4*x + 2 over Rational Field
> Genus(C);
2
> Conductor(C);
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1158971546
> Factorization($1);
[ <2, 1>, <579485773, 1> ]
C は種数 2の超楕円曲線であり，bad primeは 2と 579485773の 2つである．
> IgusaInvariants(C);
[ -1920, 128878, 177705, -4237683121, -1158971546 ]
f(x) の根の情報を用いて定義される井草不変量 Igusa invariant の計算も可
能である*10．
> pt:=C![1,1]; pt;
(1 : 1 : 1)
> Involution(pt);
(1 : -2 : 1)
楕円曲線の場合と同様，超楕円曲線上の点を扱うことも可能である．なお関数
Involution は，入力された点の hyperelliptic involution であり，-pt と入
力してもよい．
> PointsAtInfinity(C);
{@ (1 : -1 : 0), (1 : 1 : 0) @}
楕円曲線の場合とは異なり，この場合は無限遠点が 2つ存在する．
> Cp:=ChangeRing(C,GF(37));
> Cp;
Hyperelliptic Curve defined by
y^2 + x*y = x^6 + 3*x^5 + 33*x + 2 over GF(37)
> Points(Cp);
{@ (1 : 1 : 0), (1 : 36 : 0), (1 : 1 : 1), (1 : 35 : 1),
(2 : 8 : 1), (2 : 27 : 1), (5 : 14 : 1), (5 : 18 : 1),
(6 : 32 : 1), (6 : 36 : 1), (7 : 32 : 1), (7 : 35 : 1),
(12 : 7 : 1), (12 : 18 : 1), (13 : 7 : 1), (13 : 17 : 1),
(14 : 2 : 1), (14 : 21 : 1), (16 : 29 : 1), (17 : 1 : 1),
*10 楕円曲線における離散対数問題 ECDLP に基いた暗号理論として楕円曲線暗号が知られ
ているが，超楕円曲線を用いた暗号も存在する．その一つとして，井草不変量を用いて超
楕円曲線暗号を構成する手法が知られている．cf. 松尾和人（他 3 名）「井草不変量を用
いた超楕円曲線暗号の構成について」（On construction of secure hyperelliptic curve
cryptosystems using Igusa invariants）, 電子情報通信学会論文誌 A（J84-A-8, 2001）,
pp.1045-1053.
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(17 : 19 : 1), (18 : 8 : 1), (18 : 11 : 1), (19 : 20 : 1),
(19 : 35 : 1), (21 : 6 : 1), (21 : 10 : 1), (22 : 18 : 1),
(22 : 34 : 1), (24 : 5 : 1), (24 : 8 : 1), (25 : 5 : 1),
(25 : 7 : 1), (27 : 13 : 1), (27 : 34 : 1), (31 : 7 : 1),
(31 : 36 : 1), (32 : 17 : 1), (32 : 25 : 1), (33 : 13 : 1),
(33 : 28 : 1), (34 : 11 : 1), (34 : 29 : 1), (35 : 5 : 1),
(35 : 34 : 1) @}
基礎体を有限体に取り替えることも容易である．この場合は全ての点を列挙で
きる関数 Points が使える．
> Twists(Cp);
[
Hyperelliptic Curve defined by
y^2 = 19*x^6 + 10*x^5 + 27*x^4 + 10*x^3 + 24*x^2 + 28*x + 1
over GF(37),
Hyperelliptic Curve defined by
y^2 = x^6 + 20*x^5 + 17*x^4 + 20*x^3 + 11*x^2 + 19*x + 2
over GF(37)
]
Symmetric group acting on a set of cardinality 2
Order = 2
超楕円曲線の種数が 2または 3の場合は，曲線の全ての twist を列挙できる関
数 Twists が利用できる．種数が 2の場合は任意の標数で実行できるが，種数
が 3の場合は基礎体の標数が 11以上であり，かつ y2 = f(x)（h(x) = 0）の
タイプの曲線にしか適用できない．
> J:=Jacobian(C); J;
Jacobian of Hyperelliptic Curve defined by
y^2 + x*y = x^6 + 3*x^5 - 4*x + 2 over Rational Field
> Dimension(J);
2
> TwoSelmerGroup(J);
Abelian Group isomorphic to Z/2 + Z/2 + Z/2
Defined on 3 generators
Relations:
2*$.1 = 0
2*$.2 = 0
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2*$.3 = 0
Mapping from: Abelian Group isomorphic to Z/2 + Z/2 + Z/2
Defined on 3 generators
Relations:
2*$.1 = 0
2*$.2 = 0
2*$.3 = 0 to Univariate Quotient Polynomial Algebra in
$.1 over Rational Field
with modulus $.1^6 + 12*$.1^5 + 64*$.1^2 - 4096*$.1 + 8192
given by a rule [no inverse]
> RankBound(J);
3
超楕円曲線から定まる Jacobianの計算も行える（とくに上では 2-descentアル
ゴリズムを実行している）．とくに有限体上の超楕円曲線から定まる Jacobian
の計算については，数多くの内部関数を備えている．先ほどの F37 上の超楕
円曲線 Cp の Jacobian を使って実験してみたものが次である．
> Jp:=Jacobian(Cp); Points(Jp);
{@ (1, 0, 0), (x^2 + 28*x + 5, 11*x + 36, 2), (x^2 + 11*x + 30,
18*x + 4, 2), (x^2 + 8*x + 16, 12*x + 2, 2), (x^2 + 9*x + 21,
13*x + 28, 2), (x + 32, x^3, 2), (x^2 + 12*x + 19, 34*x + 1, 2),
...（中略）...
(x + 32, 36*x^3 + 32, 2), (x^2 + 9*x + 21, 23*x + 9, 2),
(x^2 + 8*x + 16, 24*x + 35, 2), (x^2 + 11*x + 30, 18*x + 33, 2),
(x^2 + 28*x + 5, 25*x + 1, 2) @}
> #$1;
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> ptj1:=Random(Jp); ptj1;
(x^2 + 15*x + 16, 30*x + 24, 2)
> ptj2:=Random(Jp); ptj2;
(x^2 + 6*x + 6, 23*x + 27, 2)
> 2*ptj1;
(x^2 + 23*x + 26, 28*x + 24, 2)
> ptj1+ptj2;
(x^2 + 29*x + 5, 7*x + 30, 2)
> Order($1);
1693
102 5． 楕円曲線の計算法入門：実践編（横山）
5.5 おわりに
以上の通り，Magma は楕円曲線・超楕円曲線の計算のための多種多様な関
数やアルゴリズムを網羅している．これらをうまく組み合わせ，研究用途・教
育用途に幅広く活用していただけることを願う．
Magma を論文等で引用する際は，以下の論文を引用する．
• W. Bosma, J. Cannon and C. Playoust, The Magma algebra system I.
The user language, J. Symbolic Comput. 24 (1997), no. 3–4, pp.235-
265, Computational algebra and number theory (London, 1993).
Magma は基本的にソースコードを公開していないため，明らかにおかしな
出力などが見られた場合，バグの可能性を否定できない．このような状況に遭
遇した場合は，是非 Magma の開発チームに報告をお願いしたい．とくに
• Magma のバージョン，使用 PC の OS 情報
• Magma 起動時に表示される 10桁の initial seed 番号
• 具体的なバグ（と思われるもの）の情報
を提供していただければ幸いである．
参考文献
楕円曲線の計算に関する文献として，代表的なものをいくつか挙げておく．
• J. H. Silverman and J. Tate, Rational Points on Elliptic Curve,
2nd edition, Undergraduate Texts in Mathematics, Springer-Verlag
(1992).
主に Q 上の楕円曲線に関する基礎事項を扱っている．具体例も豊富に
盛り込まれており感覚が掴みやすい．
• J. H. Silverman, The Arithmetic of Elliptic Curves, 2nd edition,
Graduate Texts in Mathematics 106, Springer-Verlag (2009).
Rational Points... よりも高度であるが，各種基礎体上の楕円曲線に関
する事項をほぼ網羅している．
• J. Cremona, Algorithms for Modular Elliptic Curves, 2nd edition,
Cambridge University Press (1997).
楕円曲線の計算に特化した一冊．著者による楕円曲線の計算プログラム
mwrank の設計を知ることができる．主に Q 上および Fp 上の楕円曲線
の計算を扱う．
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• N. P. Smart, The algorithmic resolution of Diophantine equations,
London Mathematical Society Student Text 41 (1998).
タイトルには Diophantine equations とあるが，楕円曲線上のすべて
の整数点を求めるために必要な LLL 格子簡約アルゴリズムなどの詳細
を知ることができる．代数体上の楕円曲線の計算において有用である．
• J. Cremona and M. Lingham, Finding all elliptic curves with good
reduction outside a given set of primes, Exp. Math. 16 No.3 (2007),
303-312.
2017 年より Magma に実装された EllipticCurveSearch の基礎と
なった論文である．
• T. Thongjunthug, Heights on elliptic curves over number fields, pe-
riod lattices, and complex elliptic logarithms, Ph. D. Thesis, The
University of Warwick (2011).
EllipticCurveSearch に採用された手法を詳細に述べた博士論文．
short version は J. Cremona との共著として
• J. Cremona and T. Thongjunthug, The complex AGM, periods of
elliptic curves over C and complex elliptic logarithms, J. Number
Theory 133, Issue 8 (2013), 2813-2841.
として発表された．
Shun’ichi Yokoyama
Faculty of Mathematics, Kyushu University
s-yokoyama@math.kyushu-u.ac.jp
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6．
楕円モジュラー形式の導入
木村 巌（富山大学）
6.1 イントロダクション
モジュラー形式，モジュラーシンボル，Hecke環など基本的な対象を導入す
る．計算という観点から，それらが有限の情報で規定されるということに重点
を置いて説明する．
記述の多くは Edixhoven-Couveignes [EC11] の 2 章に従っている．証明
はほとんど省いた．同書のほか，モジュラー形式の理論の詳細については
Diamond-Shurman [DS05],計算という観点からの説明としては，Stein [Ste07]
といった成書を参照していただきたい．また，モジュラー形式の様々な観点
（古典的な関数論的な扱い，数論幾何的な扱い，表現論的な扱い）からの概説
については Diamond-Im [DI95]を挙げる．
6.2 モジュラー群とモジュラー形式
■モジュラー群とモジュラー曲線 本稿で断りなく Γと書いたら，ある正整数
N に対する以下のどれかとする：
SL2(Z) :=
{(
a b
c d
)
∈M2(Z)
∣∣∣∣ ad− bc = 1}
⊃ Γ0(N) :=
{(
a b
c d
)
∈ SL2(Z)
∣∣∣∣ c ≡ 0 (mod N)}
⊃ Γ1(N) :=
{(
a b
c d
)
∈ Γ0(N)
∣∣∣∣ a ≡ d ≡ 1 (mod N)}
⊃ Γ(N) :=
{(
a b
c d
)
∈ Γ1(N)
∣∣∣∣ b ≡ 0 (mod N)} .
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SL2(Z)の部分群 Gで，あるN に対して G ⊃ Γ(N)となるような Gを合同部
分群という*1
またGL+2 (Q) :=
{ (
a b
c d
)
M2(Q)
∣∣ ad− bc > 0 }とする．よく知られている
ように GL+2 (Q)は上半平面H := { z ∈ C | ℑz > 0 }ならびにH ∪Q ∪ {∞}
に一次分数変換で作用する．Γ の H への作用は「真性不連続」な作用で，
Y (Γ) := Γ \H は 1次元の複素多様体になる．X(Γ)を Y (Γ)のコンパクト化
とする．X(Γ)は，Y (Γ)に「カスプ」の同値類を有限個付け加えることで得ら
れる．X(Γ)は閉リーマン面（コンパクトな 1次元複素多様体）になり，よっ
て C上の代数曲線となる．
特に，正整数 N に対してX0(N) := X(Γ0(N)), X1(N) := X(Γ1(N))とす
る．これらはそれぞれ Z上，Z[1/N ]上など，整数環上のモデルを持つことも
知られている．
X1(N)(C)は楕円曲線E/Cとその上の位数N の点 P の対 (E/C, P )の，また
X0(N)(C)は楕円曲線 E/C とその上の位数 N の巡回部分群 C の対 (E/C, C)
のそれぞれ「モジュライ」*2である．
■モジュラー形式・カスプ形式 Mk(Γ1(N))N , Mk(Γ0(N), χ)N をそれぞれ
Γ1(N), Γ0(N)に関する「モジュラー形式」の空間，また同じく，Sk(Γ1(N)),
Sk(Γ0(N), χ)をそれぞれ Γ1(N), Γ0(N)に関する「カスプ形式」の空間とす
る．これらは有限次元 C ベクトル空間であり，それらの次元をモジュラー群
の情報，kで与える「次元公式」がある．またX1(N), X0(N)上の（高次）微
分形式の空間としても解釈できる．
Γ0(N)/Γ1(N) ∼= (Z/NZ)× ∋ dの
〈d〉k : Mk(Γ1(N))N →Mk(Γ1(N))N,
〈d〉kf = f |[σd]k
という作用で
Mk(Γ1(N))N = ⊕χMk(Γ1(N))N, Sk(Γ1(N)) = ⊕χSk(Γ1(N))
という分解が得られる．直和はそれぞれ法 N の Dirichlet指標を渡る．
■q 展開，Hecke作用素 f ∈Mk(Γ1(N))N はカスプ∞での Taylor展開（q
展開）
f(z) =
∞∑
n=0
an(f)q
n, q = exp(2pi
√−1z), z ∈ H (6.1)
*1 工藤氏の論説参照．
*2 C 値点をとらずに定式化できる．また，粗モジュライ，精モジュライなど正確なことは割
愛．
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を持つ．f ∈ Sk(Γ1(N))なら a0(f) = 0.
f(z) ∈ Sk(Γ1(N))と正整数 r に対して，Sk(Γ1(N))の線形変換 Tr を次で
定め，r-th Hecke作用素という*3：
(Trf)(z) :=
∞∑
n=1
am(Trf)q
n, an(Trf) =
∑
0<d|n,(d,N)=1
dk−1a rn
d2
(〈d〉kf).
(6.2)
事実として，
1. Tr 達は可換，
2. T(k,N) := Z[T1, T2, . . . , 〈a〉k|a ∈ (Z/NZ)×]は T1 = id, すべての素数
pに対する Tp, 〈a〉k, a ∈ (Z/NZ)× で生成される，
3. 形式的な等式∑∞m=1 Tmms =∏p(1− Tpp−s + pk−1〈p〉kp−2s)が成立，
4. Sk(Γ1(N)) ∋ f ̸= 0が，すべての r > 0に対してある複素数 λr が存在
して
Trf = λrf (6.3)
を満たすなら，a1(Trf) = ar(f) ̸= 0. （このような f を Hecke固有形
式という）．よって a1(f) = 1と正規化することができる．(6.3)を満た
し a1(f) = 1であるものを，正規化された Hecke固有形式という．
5. Lf (s) :=
∑∞
n=1 an(f)n
−s とすると ℜs ≫ 0 で収束し正則関数を定め
る．これを f の L関数という．f が正規化された Hecke固有形式なら
Lf (s)は Euler積を持つ*4．
■Petersson内積 f, g ∈ Sk(Γ1(N))とする．
〈f, g〉 := 1
SL2(Z) : Γ1(N)
∫
Γ1(N)\H
f(z)g(z)yk
dx dy
y2
, (6.4)
(z = x+
√−1y ∈ H, x, y ∈ R),
積分は Γ1(N)のH における任意の基本領域でとる（右辺は基本領域のとり方
によらないことが示される）．〈·, ·〉 は Sk(Γ1(N)) の Hermite 内積を定める．
この内積を，Sk(Γ1(N))上の Petersson内積という．
Tm ∈ T(k,N)は (m,N) = 1なら正規作用素で，よって異なる固有空間は
互いに Petersson内積に関して直交する．
正整数 N とその約数M , d | N/M に対して，degeneracy map
B∗N,M,d : Sk(Γ1(M))→ Sk(Γ1(N))
*3 intrinsicな定義があるが，割愛．
*4 工藤さんの論説参照．
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を
f(z) =
∞∑
n=1
anq
n 7→
∞∑
n=1
anq
dn (6.5)
で定める．
Sk(Γ1(N))
old :=
⋃
M |N,M ̸=N
⋃
d| NM
B∗N,M,dSk(Γ1(M)),
Sk(Γ1(N))
new := (Sk(Γ1(N))
old)⊥
とし，前者を old space, 後者を new space, さらに前者の元を old form, 後者
の元を new formという．
■A-係数モジュラー形式 A ⊂ Cを部分環とするとき，
Mk(Γ1(N), A) := { f ∈Mk(Γ1(N)) | f の q 展開の係数はすべて Aの元 } ,
Sk(Γ1(N), A) := Sk(Γ1(N)) ∩Mk(Γ1(N), A).
次の事実が知られている：
Sk(Γ1(N),Z)× T(k,N) ∋ (f, Tm) 7→ a1(Tmf) ∈ Z
は完全なペアリング（[EC11, (2.4.9)]）．
■Strumの定理とその帰結 次の事実は「Strumの定理」として知られている
定理 6.2.1 ([EC11, (2.5.10)]). R ⊂ C を DVR, m を R の極大イデアル，
F = R/m とする．f = ∑∞n=1 anqn ∈ Sk(Γ1(N), R) が an ≡ 0 (mod m),
1 ≤ n ≤ (k/12)[SL2(Z) : Γ1(N)] を満たすならば，任意の n ≥ 1 に対して
an ≡ 0 (mod m).
応用として，Hecke環の有限性が従う：
系 6.2.2 ([EC11, (2.5.11)]). T(k,N) は r ≤ (k/12)[SL2(Z) : Γ1(N)] なる r
に対する Tr により Z加群として生成される．
6.3 モジュラーシンボル, Maninシンボルとカスピダ
ルモジュラーシンボル
この節の目的は次の 3つである．モジュラーシンボルの空間を導入し，その
有限生成系としてManinシンボルを導入する．カスピダルモジュラーシンボ
ルの空間を導入し，カスプ形式の空間との関係を説明する．そして，カスピダ
ルモジュラーシンボルの空間はManinシンボルによって有限の手続きで計算
できることを示す．
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■議論の流れ モジュラーシンボルの定義については，定型的な議論が多いの
で，先に概要を示しておこう．まず，Γが上述の群のときに，重さ 2のモジュ
ラーシンボルの空間M2(Γ)を定義する．それに，k − 2次の Z係数 2変数斉
次多項式の加群 Z[x, y]k−2 を Z上テンソルしたものをMk(Γ)と定義する．
次に，重さ 2 のバウンダリーシンボルの空間 B2(Γ) を定義する．それに，
k − 2次の Z係数 2変数斉次多項式の加群 Z[x, y]k−2 を Z上テンソルしたも
のを Bk(Γ)と定義する．
境界作用素 δ : Mk(Γ) → Bk(Γ) を定義し，最後にその核として，カスピダ
ルモジュラーシンボルの空間 Sk(Γ)を定義する．
ここまで現れたMk(Γ), Bk(Γ), Sk(Γ)はいずれも Hecke環上の加群である．
Mk(Γ)は有限生成 Z加群であり，Maninシンボルと呼ばれる有限個の生成系
を具体的に構成する．また，Bk(Γ)も有限生成 Z加群であり，その有限生成系
を具体的に構成する．
群 Γが Γ0(N)のときには，指標付きでも議論できる．
定義 6.3.1. Aを，次のように定義される自由 Abel群とする：
A :=
〈{ {α, β} ∣∣ α, β ∈ P1(Q) }〉 .
また，I を Aの部分群で，次のように定義されるものとする：
I :=
〈{ {α, β}+ {β, γ}+ {γ, α}, {α, β}+ {β, α}, {α, α} ∣∣ α, β, γ ∈ P1(Q) }〉 .
このとき，M2 を
M2 := (A/I)/(A/I)tor
と定義する．記号を濫用して {α, β }で {α, β } ∈ Aが代表するM2 の同値類
も表すことにする．
g ∈ GL+2 (Q)が，α, β それぞれに対する一次分数変換で作用することが確認
できる．
整数 k ≥ 2に対して，k−2次の Z係数 2変数斉次多項式の加群を Z[x, y]k−2
と表す．P (x, y) ∈ Z[x, y]k−2 に対して，g =
(
a b
c d
) ∈ GL+2 (Q)でさらに整数
係数である g が次のように作用する：
(gP )(x, y) := P (dx− by,−cx+ ay).
整数 k ≥ 2に対して，Mk を
Mk := Z[x, y]k−2 ⊗ZM2
と定義する．Mk には Γ ⊂ SL2(Z)が対角的に作用する．
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定義 6.3.2 (モジュラーシンボル). 整数 k ≥ 2と Γ ⊂ SL2(Z)に対して，重さ
k の Γに関するモジュラーシンボルの空間Mk(Γ)を
Mk(Γ) := ((Mk)Γ)/((Mk)Γ)tor (6.6)
と定義し，その元を重さ k の Γに関するモジュラーシンボルという．
ただし，Gが群，M がG-加群のとき，MG はM のG-coinvariants, すなわ
ち，M の最大のG不変商を表す．具体的には，MG は次のように与えられる：
MG :=M/ 〈gm−m | g ∈ G,m ∈M〉 .
定義 6.3.3 (バウンダリーモジュラーシンボル). バウンダリーモジュラーシン
ボルの空間 B2 を，α ∈ P1(Q)が生成する自由アーベル群とする：
B2 :=
〈{α } ∣∣α ∈ P1(Q)〉 .
B2 には SL2(Z) が一次分数変換で作用する：g ∈ SL2(Z), {α } ∈ B2 にたい
して
g {α } := { gα } .
さらに，整数 k ≥ 2に対して，重さ kのバウンダリーモジュラーシンボルの
空間 Bk を
Bk := Z[x, y]k−2 ⊗Z B2
と定義する．Bk には SL2(Z)が対角的に作用する．
最後に，整数 k ≥ 2と群 Γに対して，重さ k の Γに関するバウンダリーモ
ジュラーシンボルの空間 Bk(Γ)を次で定義する：
Bk(Γ) := (Bk)/(Bk)tor.
定義 6.3.4 (カスピダルモジュラーシンボル). 整数 k ≥ 2に対して，重さ k の
モジュラーシンボルの空間から重さ k のバウンダリーモジュラーシンボルの
空間への境界作用素
δ : Mk(Γ)→ Bk(Γ)
を
δ(P ⊗ {α, β }) := P ⊗ {α } − P ⊗ {β }
と定義する．これは Γ加群の射である．
整数 k ≥ 2に対して，重さ kのカスピダルモジュラーシンボルの空間 Sk(Γ)
を，連結準同型 δ の核として定義する：
Sk(Γ) := ker(δ : Mk(Γ)→ Bk(Γ)).
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定理 6.3.5. 上の記号で，次のペアリングは完全である：
Sk(Γ1(N))⊗ C× (Sk(Γ1(N))× Sk(Γ1(N)))→ C,
(P ⊗ {α, β } , f ⊕ g) 7→ 2pi√−1
∫ β
α
f(z)P (z, 1)dz − g(z)P (z, 1)dz.
定義 6.3.6. カスピダルモジュラーシンボルの空間 Sk(Γ)上のインヴォリュー
ション ι∗ : Sk(Γ)→ Sk(Γ)を
ι∗(P (x, y)⊗ {α, β }) = −P (x,−y)⊗ {−α,−β }
で定義する．このインヴォリューションが +1で作用する固有空間，−1で作
用する固有空間をそれぞれ S+k (Γ), S−k (Γ)と表す．
定理 6.3.7. 上記の記号で次のペアリングは完全である：
S+k (Γ)⊗ C× Sk(Γ1(N))→ C,
S−k (Γ)⊗ C× Sk(Γ1(N))→ C.
定理 6.3.8. Hecke環 Tk(Γ1(N))が Sk(Γ1(N))に作用しており，S+k (Γ1(N)),
S−k (Γ1(N)) を保つ．さらに定理 6.3.7 のペアリングを 〈·|·〉 と書くと，T ∈
Tk(Γ1(N)), x ∈ S+k (Γ1(N)), f ∈ Sk(Γ1(N))に対して，
〈Tx|f〉 = 〈x|Tf〉 .
■ 以上で，カスプ形式の空間 Sk(Γ1(N)) の計算を S+k (Γ1(N)) の計算に帰
着した．しかし，定義 6.3.4を見ただけでは，有限生成かも分からず，計算機
に載せようがない．この問題を解決するために，Manin シンボルと呼ばれる
S+k (Γ1(N))の具体的な有限生成系を導入する．
6.4 Maninシンボル
命題 6.4.1. 正整数 N に対して EN を次で定義する：
EN :=
{
(c, d) ∈ (Z/NZ)2 ∣∣ gcd(c, d,N) = 1 } .
このとき，次の全単射が存在する：
Γ1(N)\SL2(Z) ∋
(
a b
c d
)↔ (c, d) ∈ EN .
命題 6.4.2. Mk(Γ1(N))は，[ac , bd ], a, b, c, d ∈ Z, ad− bc = 1という形の元で
生成される．（ ·0 =∞とする）．
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注意 6.4.3. Q 上のカスプにおける連分数展開により，M2 の元を上の形に書
くことができる．
{ ac , bd } =
(
a b
c d
) {∞, 0 }により，M2 の元は γ {∞, 0 }の整数係数の有限線
型和で表すことができる（γ ∈ SL2(Z)）．また，γ {∞, 0 } = γ′ {∞, 0 } であ
ることも確かめられる．
定義 6.4.4 (Manin シンボル). 命題 6.4.1 の対応で (c, d) ∈ EN と対応する
γ ∈ Γ1(N)\SL2(Z)により γ {∞, 0 }と表されるM2(Γ1(N))の元を重さ 2の
Maninシンボルという．これがM2(Γ1(N))の有限生成系である：
同様に，Mk(Γ1(N))の有限生成系として次の形の元が取れる：{
xiyk−2−i ⊗ γ {∞, 0 } ∣∣ γ ∈ EN , 0 ≥ i ≥ k − 2 } .
この集合の元を重さ k のManinシンボルという．
Maninシンボルたちの間の関係式も明示的に書き下すことができる．
命題 6.4.5 (Merel [Mer94]). 正整数 N と 2 以上の整数 k を固定する．
Q[Γ1(N)\Q2] 上の関係 ∼ を，次のように定義すると，これは同値関係に
なる（λ ∈ Q×, x ∈ Q2）：
[λx] ∼ sgn(λ)k[x].
さらに，a, b ∈ Zが互いに素なときに，写像 µを次のように定義する：
µ : Bk(Γ1(N)) ∋ P ⊗ { a
b
} 7→ P (a, b)
[
( ab )
]
∈ Q[Γ1(N)\Q2]/ ∼ .
すると µは well-definedで単射である．
命題 6.4.6. 上の記号で，Sk(Γ1(N))は次の射の核であり，それぞれの明示的
な有限生成系により計算することができる：
Sk(Γ1(N)) = ker(µ ◦ δ : Mk(Γ1(N))→ Q[Γ1(N)\Q2]/ ∼).
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7．
モジュラー形式の係数と Galois
表現
吉川 祥*1（学習院大学）
7.1 イントロダクション
本稿では, [4]で必要な Galois表現の取り扱いについて解説する. [4]のアル
ゴリズム（[4, Theorem15.2.1]）は, Hecke作用素 Tn ∈ T(k, 1)を Ti (i ≤ k12 )
たちの Z線型和として書くものであった. そのアイディアは, pを nの素因数
とし, 十分多くの極大イデアル m ⊂ T(k, 1)に対して Tp mod mを計算すれば
Tp 自身も復元できるというものである. すなわち, 有限体 Fへの十分多くの全
射準同形
f : T(k, 1)→ F
について f(Tp) を計算したいのだが, この計算に Galois 表現を応用するとい
う点が [4]のポイントである. そのために, f から 2次元法 ℓ Galois表現
ρf : GQ → GL2(F)
で f(Tp) = Tr(ρf (Frobp))を満たすものを構成する. そうすれば f(Tp)を計算
するという問題は ρf (Frobp) を計算する問題に帰着されるのである. この ρf
の構成について解説するのが本稿の目標となる. （より正確には定理 7.3.8を
参照されたい. ）
-記法と慣例-
体 F に対してその分離閉包 F sep をひとつ固定し, F の絶対 Galois 群
*1 This work was supported by JSPS KAKENHI Grant Number JP17H07074
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Gal(F sep/F ) を GF と書く. Q の実素点を ∞ と書く. 素点の有限集合
S(∋ ∞)に対して, すべての p ∈ S で不分岐な最大部分体を QS(⊂ Q¯)と書く.
（すなわち, QS は S の外で不分岐な Qの拡大体すべての合併である. ）素数 p
に対して, Frobp ∈ GFp は pの数論的フロベニウス写像 Frobp(x) = xp をあら
わす. Sk(Γ1(N)) を Γ1(N) に関するカスプ形式の空間とし, T(k,N) をその
Hecke環とする.（本報告集の木村氏の論説を踏襲する.）
7.2 Galois表現の基礎的事項
ここでは Galois表現について, 言葉の準備等, 必要最低限のことしか述べな
い. より詳しい内容に興味を持った場合, 例えば [9] や２００９年度整数論サ
マースクール報告集（ここでは特に [10]）を読むことをお勧めする.
7.2.1 Galois表現で考える Galois群について
p を素数とする. まず, Qp の絶対 Galois 群 GQp について簡単に復習する.
σ ∈ GQp とすると, σ は同形 σ : Z¯p ≃−→ Z¯p(ただしZ¯p は Q¯p の整数環)を誘導
し, さらに剰余体の間の同形 σ¯ : F¯p ≃−→ F¯p を導く. この σ 7→ σ¯ という対応に
よって, 全射準同形 pi : GQp ↠ GFp が得られる. IQp = kerpi とおき, これを
pの惰性群と呼ぶ. IQp の固定体 Q¯
IQp
p は Qp の最大不分岐拡大 Qurp に等しい.
定義により, 完全系列
1→ IQp → GQp → GFp → 1
があり, 同形
GQp/IQp ≃ Gal(Qurp /Qp) ≃ Gal(F¯p/Fp)
がある.
次に, S は素点の有限集合で∞ ∈ S を満たすものとして, GQ の商 GQ,S :=
Gal(QS/Q)の性質について説明する. pを素数とすると, 各埋め込み Q¯ ↪→ Q¯p
を決めるごとに単射 GQp ↪→ GQ, g 7→ g|Q¯ が定まる. この単射により, GQp を
GQ の部分群とみなす. ただし, 埋め込み Q¯ ↪→ Q¯p を取り換えると, この単射
は GQ での共役だけ変わることに注意しよう.
定義により p /∈ S ならば QS は p で不分岐なので, 全射 GQ ↠ GQ,S
による IQp の像は自明である. このとき, 合成 GQp ↪→ GQ ↠ GQ,S は
GQp/IQp → GQ,S を誘導する. GQp/IQp = Gal(F¯p/Fp)であったから, Frobp
の GQ,S における像（これも再び Frobp と書く）を考えることができる. 実
際には埋め込み Q¯ ↪→ Q¯p の取り方により Frobp ∈ GQ,S は共役で移るため
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GQ,S の元としては well-defined ではない. しかし, Frobp の定める共役類
[Frobp] ⊂ GQ,S は pのみに依存し well-definedとなる. この Frobenius共役
類について, 次の定理が重要である.
定理 7.2.1. (Chebotarev の稠密定理) ⋃p/∈S [Frobp] は GQ,S の中で稠密で
ある.
7.2.2 Galois表現
ここでは, Galois表現とは G = GQ または GQp の連続表現で有限次元であ
るもののみを考える. 有限次元に限る理由は, Gは副有限（したがってコンパ
クト）なので, 既約な表現は有限次元となるからである. さらに, 本稿で重要な
Galois表現は 2次元という事情もある. Galois表現は, 厳密にはベクトル空間
V とそれへの Gの連続作用 ρ : G→ GL(V )の組 (V, ρ)のことである. 表現空
間 V や準同形 ρを略して単に ρや V を Galois表現ということも多い. また,
V が n次元の F ベクトル空間のとき, V の基底を取って V ≃ Fn とし, ρを
ρ : G→ GLn(F )と書くことも多い. 表現の係数体 F としては, 主に F¯ℓ, Q¯ℓ,C
（もしくはその部分体）を考える. 係数体 F がこれらで与えられるとき, Galois
表現はそれぞれ法 ℓ表現, ℓ進表現, 複素表現と呼ばれる. GQ（より一般に代
数体の絶対 Galois群）の複素表現は特別に Artin表現と呼ぶのが慣例である.
法 ℓ表現や複素表現はスムーズ表現（表現空間の各元に対する固定部分群が開
部分群）となるため, Gの有限商を経由する.
GQ の Galois 表現における Frobenius 作用を考えるために, Galois 表現の
不分岐性を定義する.
定義 7.2.2. pを素数とする. GQ の Galois表現 (V, ρ)が pで不分岐とは, IQp
が V に自明に作用することをいう. （これは, IQp ⊂ ker ρと同値である. ）
GQ の Galois 表現 ρ : GQ → GLn(F ) のなかで特に重要なものは, ほと
んどいたるところ不分岐な Galois 表現である. すなわち, 素点の有限集合
S(∋ ∞) が存在して, 任意の p /∈ S に対して p で不分岐となるような Galois
表現である. このような ρ は ρ : GQ,S → GLn(F ) を誘導するので, 任意の
p /∈ S に対して ρ(Frobp)を考えることができる. Frobp ∈ GQ,S 自体は well-
definedではないが, 共役の取り方のみの曖昧さなので ρ(Frobp)の固有多項式
det(T − ρ(Frobp)) ∈ F [T ]は well-definedであることに注意しよう. とくに,
Trρ(Frobp)と det ρ(Frobp)は well-definedとなる.
注意 7.2.3. 半単純な表現はトレースで決まる（より強く [10, 命題 2-2-7]が言
える）ことと定理 7.2.1を使えば次がわかる：ほとんどいたるところ不分岐な
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Galois表現 ρ : GQ → GL2(F )は, 半単純ならば不分岐な素点 pたちに対する
Trρ(Frobp)で決定される. このことからも Trρ(Frobp)（p /∈ S）は大切な量で
あることがわかる.
この節の最後に, ℓ進 Galois表現の法 ℓ還元について説明する.
ρ : GQ → GLn(Q¯ℓ)
を ℓ進表現とする. このとき, 表現空間 Vρ の基底を取り換えることにより（す
なわち ρを共役でうつすことにより）, ρは GL2(Z¯ℓ)を経由するとしてよい.
ρを極大イデアル m ⊂ Z¯ℓ で割ったものを
ρ mod m : GQ → GLn(F¯ℓ)
とおく. ρ mod m は Vρ の基底の取り方に依存してしまうが, 再び [10, 命題
2-2-7]によりその半単純化 ρ¯は基底の取り方によらず ρのみによって定まる.
ρ¯のことを ρの法 ℓ還元という.
7.3 Galois表現の構成
§7.1に述べたように, 本稿の目的は有限体に値を取る全射準同形
f : T(k,N)→ F
に対して F係数の Galois表現を構成するというものであった. しかし, そのた
めには正規化された Hecke固有形式に対する ℓ進表現の構成を必要とする.
7.3.1 ℓ進 Galois表現の構成
この節の目標は, 以下の定理について, k ≥ 2 の場合の証明の概略を述べる
ことである. （k = 1の場合は, 本報告集の小澤氏の解説を参照せよ. ）
定理 7.3.1. ( k = 2の場合：Eichler-志村 [8]．k ≥ 2の場合に拡張：Deligne[1]．
k = 1の場合：Deligne-Serre[2]． )
f ∈ Sk(Γ1(N))を正規化された Hecke固有カスプ形式で指標 ϵを持つもの
とし, Kf = Q(an(f);n ≥ 1)を f の係数によって生成される Hecke体とする.
また, 素数 ℓとKf の素点 λ|ℓを固定する. このとき, 2次元 Galois表現
ρf,λ : GQ → GL2(Kf,λ)
で以下の性質 (a)(b)を満たすものがただ一つ存在する：
(a) ρf,λ は Nℓを割らないすべての素数において不分岐である.
(b) 任意の素数 p ∤ Nℓ に対して, Trρf,λ(Frobp) = ap(f),det ρf,λ(Frobp) =
pk−1ϵ(p)が成り立つ.
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注意 7.3.2. Ribetの結果 [6]により, ρf,λ は絶対既約 (absolutely irreducible)
である. したがって, 注意 7.2.3によって, ρf,λ の唯一性は (a)(b)から従う.
定理 7.3の証明の方針を説明する前に, モジュラー形式に関する以下の事実
を思い出しておこう.
定理 7.3.3. (1)ペアリング
b : Sk(Γ1(N),Z)× T(k,N) −→ C
(g, T ) 7→ a1(Tf)
は完全である. すなわち, ２つの同形
φ : Sk(Γ1(N))
≃−→ HomZ−mod(T(k,N),Z)
f 7→ φf := b(f,−)
と
ψ : T(k,N) ≃−→ HomC(Sk(Γ1(N),Z),Z)
T 7→ ψT := b(−, T )
が導かれる.
(2) (1)の同形 φは同形
{f ∈ Sk(Γ1(N)) | f は正規化された Hecke固有形式 } ≃−→ Homrings(T(k,N),C)
を導く.
注意 7.3.4. (1)において, 任意の f ∈ Sk(Γ1(N))と T, T ′ ∈ T(k,N)に対して
b(T ′f, T ) = b(f, T ′T )が成り立つ. したがって, φと ψ は T(k,N)加群として
の同形写像である.
(2)において, φf (Tn) = an(f)である.
以下, k(≥ 2), N, f, ℓ, λ を定理の仮定の通りとする. T = T(k,N) とおく.
また, 簡単のため N > 4と仮定する.
Step1.
まず, 定理 7.3.3(1)により, T加群の同形
ψ : T ≃−→ HomZ(Sk(Γ1(N),Z),Z)
がある.
一方, Sk(Γ1(N))における Petersson内積を Atkin-Lehner対合を用いて修
正することにより, T⊗ C加群としての同形
Sk(Γ1(N))
≃−→ HomC(Sk(Γ1(N)),C)
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が得られる.
以上の２つの同形（と降下）により, Sk(Γ1(N),Q)は TQ 上の階数１の自由
加群であることがわかる.
Step2.
p : E → Y1(N)を Y1(N)上の普遍楕円曲線とし, j : Y1(N) ↪→ X1(N)を開埋
め込みとする. X1(N)上の層 Fk を
Fk := j∗Symk−2R1p∗ZE
と定める. Fk に関して, 次の志村同形が重要である.
定理 7.3.5. 標準的な同形
Shk,N : H
1(X1(N),Fk)⊗ C ≃−→ Sk(Γ1(N))⊕ Sk(Γ1(N)) (7.1)
がある.
注意 7.3.6. X1(N)にも, Hecke対応という幾何的起源をもつ Hecke「作用」が
ある. （ただし実際には作用ではなく代数的対応である. ）この Hecke対応か
ら, コホモロジー H1(X1(N),Fk)上に Hecke作用素が定義される. したがっ
て (7.1)の両辺はそれぞれ Hecke作用素による作用を持つが, 志村同形 Shk,N
は実際には Hecke作用込みの同形である.
Step1と定理 7.3.5により, H1(X1(N),Fk)⊗Cは T⊗C上階数 2の自由加
群となる.（定理 7.3.1のGalois表現が 2次元である理由はこのことによる. ）
Step3.
ℓ 進コホモロジー H1et(X1(N)Q¯,Fk,Qℓ) は GQ による作用を持つ. さらに, 比
較同形
H1et(X1(N)Q¯,Fk,Qℓ) ≃ H1(X1(N),Fk)⊗Qℓ
と Step2により, H1et(X1(N)Q¯,Fk,Qℓ)は T⊗Qℓ 上階数 2の自由加群である.
Step4.
定理 7.3.3 (2) により, f は環準同形 φf : T → Kf と対応している. 係数拡大
によって環準同形 φf,λ : T⊗Qℓ → Kf,λ を得る.
Wf,λ := H
1
et(X1(N)Q¯,Fk,Qℓ)∨ ⊗T⊗Qℓ,φf,λ Kf,λ
と定めると, Step3により, Wf,λ は Kf,λ 上 2次元の GQ の表現となる. この
Wf,λ こそが所望の Galois表現 ρf,λ である.
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Step5.
Wf,λ が定理の (a), (b) を満たすことについて, k = 2 の場合のみ説明する.
（k ≥ 2の場合は [1]を参照されたい. ）このとき, Fk,Qℓ = Qℓ であり,
Wf,λ = VℓJ1(N)⊗T⊗Qℓ,φf,λ Kf,λ
である. ここで, VℓJ1(N)は X1(N)の Jacobi多様体 J1(N)の (有理)Tate加
群である.
p ∤ N のとき X1(N)（の Q 上のモデル）は p において良還元を持つので,
J1(N)も pで良還元を持つ. J1(N)の pでの還元を J1(N)Fp と書く. p ∤ Nℓ
とする. このとき, 自然な同形
VℓJ1(N) ≃ VℓJ1(N)Fp
がある. したがって, VℓJ1(N) は p で不分岐な GQ の表現であり, Frobp
の作用を考えることができる. Frobp の作用は, 絶対フロベニウス写像
F : J1(N)Fp → J1(N)Fp から VℓJ1(N)Fp に誘導される作用と等しいこと
に注意しよう. 一方, X1(N)上の Hecke対応は J1(N)Fp 上の Hecke作用素を
定める. 次の定理によって, J1(N)上の Hecke作用素 Tp は J1(N)Fp の絶対フ
ロベニウス写像 F と Vershiebung V（V F = FV = [p]となる射）によって
記述される：
定理 7.3.7. （Eichlelr-志村合同関係式）End(J1(N)Fp)の中で
Tp = F + 〈p〉V
が成り立つ.
定理 7.3.7によって, J1(N)Fp 上で
F 2 − TpF + 〈p〉p = 0
が成り立つ. したがって, VℓJ1(N)(≃ VℓJ1(N)Fp)上で
Frob2p − TpFrobp + 〈p〉p = 0
である. ゆえに, Wf,λ 上では
Frob2p − ap(f)Frobp + ϵ(p)p = 0
である. （φf (Tp) = ap(f)であることに注意せよ. ）これより,
Tr(Frobp;Wf,λ) = ap(f), det(Frobp;Wf,λ) = ϵ(p)p
となる. （実際はこの説明はごまかしであり, 本来ならば [7, Theorem 3.7]の
ような議論をする必要があると思われる. ）
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7.3.2 法 ℓ Galois表現の構成
定理 7.3.8. N, k を正の整数とし, ℓ を素数とする. F を標数 ℓ の有限体とし,
全射準同形 f : T(k,N) → Fが与えられているとする. このとき, 半単純な法
ℓGalois表現
ρf : GQ → GL2(F)
で以下を満たすものが存在する：ρf は Nℓの外で不分岐であり, Nℓを割らな
い任意の素数 pに対して
Tr(ρf (Frobp)) = f(Tp), det(ρf (Frobp)) = f(〈p〉)pk−1
が成り立つ.
証明. m = ker f とおく. m に含まれる T(k,N) の極小素イデアル q を取る.
T(k,N)/qの商体を K とおけば, K は代数体である. 自然な射 T(k,N)→ K
を φ とおく. 定理 7.3.3 (2) によって φ と対応する Hecke 固有形式を f とす
る. また, φ(m)を割るK の素点を λとする. 定理 7.3.1によってKλ 係数の ℓ
進 Galois表現が得られるので, その法 ℓ還元を ρf とすればよい.
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8．
特別な楕円モジュラー形式の高
速計算理論について
横山 俊一*1（九州大学）
本稿は，第 25 回整数論サマースクール「楕円曲線とモジュラー形式の
計算」における筆者の火曜午後の同題目の講演に基づいている．ここでは
Edixhoven-Couveignes らによって開発された，特定の楕円モジュラー形式の
高速計算の理論 [EC11] を俯瞰する（計算の正当性については，本報告集の木
村巌氏の原稿を参照いただきたい）．
Edixhoven-Couveignes の理論の概説については，拙稿 [Yok16] がサーベイ
原稿として出版されている．ここではより簡潔に，全体の概略を述べることに
する．また，[EC11] に対する山内卓也氏の書評 [Yam15] が出版されているの
で，こちらも参考にされたい．
8.1 主定理
Mk(Γ1(N)) をQ上レベルN，重さ kのモジュラー形式の空間とする．また
Γ1(N) =
{[
a b
c d
]
∈ SL2(Z) |
[
a b
c d
]
≡
[
1 ∗
0 1
]
mod N
}
をレベル N の合同部分群とよぶ．とくに Γ1(1) = SL2(Z) である．各モジュ
ラー形式 f(z) ∈Mk(Γ1(N))（z ∈ h：上半平面）は Fourier 級数展開を持ち
f =
∑
n≥0
anq
n
(
q = e2piiz
)
*1 本稿に関連する研究は JSPS 科研費 JP15K17515 の助成を受けたものです．
This work is supported by JSPS KAKENHI Grant Number JP15K17515.
126 8． 特別な楕円モジュラー形式の高速計算理論について（横山）
と書ける．a0 = 0 となる f を尖点形式 cusp form とよび，これらのなす空間
を Sk(Γ1(N)) と書く．
Mk(Γ1(N)), Sk(Γ1(N)) には Hecke 作用素とよばれる線型変換が導入され
る．n番目の Hecke 作用素を Tn と書き，その作用を
Tnf =
∑
m≥0
 ∑
1≤d|gcd(m,n)
dk−1amn/d2
 qm
と定義する．このとき全ての n ≥ 1 に対して
Tnf = anf, a1 = 1
となるような f を正規化固有形式 normalized eigenform とよぶ．とくに Q
上レベル 1, 重さ 12 の正規化固有形式 f ∈ Sk(SL2(Z)) は唯一つ存在し，こ
れを ∆ と書いて discriminant form とよぶ．この n 番目の Fourier 係数は
Ramanujan’s tau τ(n) である：
∆ =
∞∑
n=1
τ(n)qn = q − 24q2 + 252q3 − 1472q4 + 4830q5 − 6048q6 + · · · .
ここで Hecke 作用素 Tn は次の関係式をみたす：
Tmn = TmTn, Tpr = Tpr−1Tp − p11Tpr−2 .
但し r,m, n は自然数で gcd(m,n) = 1, p は素数である．従って素数番目の
Hecke 作用素 Tp がどの程度の時間で計算出来るのかを調べることが本質的で
ある．
このような背景から，R. Schoof は「τ(p)（つまり Tp）が log p の多項式時
間で計算可能か？」という問題を B. Edixhoven に提案したとされる．[EC11]
は，この問題に対する肯定的解答を与えたものである．
定理 8.1.1 (Edixhoven-Couveignes et al.). τ(p) は log p の多項式時間で計算
可能である.
正確には，[EC11] で提案されているアルゴリズムは τ(p) mod ℓ（p ̸= ℓ, ℓ
は素数）を計算するものである．これらがおよそ log p 以下の全ての素数 ℓ に
対して求まれば，中国剰余定理により τ(p) の本来の値が求まる*2．
この結果は，直接的にモジュラー形式の空間を計算するのではなく，別の数
学的対象を経由して効率的な計算を行うテクニックによって得られている．具
*2 しかし主定理の強みは，p が 101000 程度の非常に大きなオーダーであっても τ(p) mod ℓ
が計算できるという所にある．この場合，実際の計算機資源の限界から ℓ の上限はおよそ
40程度であることが知られている（2018年 1月現在）．
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体的には mod ℓ Galois 表現を経由する．しかし mod ℓ Galois 表現そのもの
を計算するのは一般には容易ではない．
この方面でよく知られている手法の一つが Schoof のアルゴリズム [Sch85],
[Sch95] である．これは，有限体 Fq（q は素数べき）上の楕円曲線（より一般
には代数曲線，およびそのヤコビ多様体）の有理点の個数 E(Fq) を高速に数
え上げるアルゴリズムである．具体的には，楕円曲線の有理点そのものを直接
攻めるのではなく，ℓ 等分点全体 E(Fq)[ℓ] を考える．このとき E(Fq)[ℓ] の構
造は（Z/ℓZ-ベクトル空間として）よく分かっているので，幾何的フロベニウ
ス元 Frobq のトレースを計算し，最後に中国剰余定理を用いて復元するので
ある．これを改良したものが SEA（Schoof-Elkies-Atkin）アルゴリズムであ
り，本報告集の安田雅哉氏の解説で述べられている．
いま問題としている τ(p) の計算は，比較的高次（具体的には 11 次）の代
数多様体の有理点の個数の計算に帰着される．とくに幾何的フロベニウス元
Frobq は絶対 Galois 群 Gal(Q/Q) の元として定まる．その mod ℓ Galois 表
現による像のトレースをとったものが τ(p) mod ℓ に一致する，という筋書き
である．しかし，Schoof のアルゴリズムが適用できるとはいえ，高次の代数
多様体上の有理点の計算が容易であるとは到底思えない．
そこで Edixhoven-Couveignesは mod ℓ Galois表現をさらに “Ramanujan
space” とよばれる空間に置き換えて計算を行う手法を提案した．この手法で
は計算量を削減するために「近似」の手法を用いる．これについて次章で具体
的に解説する．
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まず，先ほど述べた主張を少し詳しい形で述べる．以降は [Yok16] の 3 章
以降の多くと重複していることをお断りしておく．
定理 8.2.1 (Edixhoven-Couveignes et al., [EC11]系 15.2.2). f =∑n≥0 anqn
をレベル 1，重さ kのモジュラー形式とする．このとき重さ k と ai ∈ Z（0 ≤
i ≤ k/12）が与えられたとき，an ∈ Z を計算する確定的アルゴリズム*3が存
在する．計算時間は k を一つ固定した場合 log n と max0≤i≤k/12 log(1+ |ai|)
の多項式時間となる．また GRH（一般 Riemann 予想）を仮定すれば k につ
いても多項式時間となる．
*3 確定的アルゴリズム deterministic algorithm とは，大雑把に言えば「同じ入力に対して
（実時間で計算可能かどうかはともかく）同じ出力を与えるアルゴリズム」のことである．
これに対して「同じ入力に対して異なる出力を与える可能性のあるアルゴリズム」を確率的
アルゴリズム probabilistic algorithm とよぶ．後者は素数判定アルゴリズムなどで知ら
れている．一般に，確定的アルゴリズムよりも確率的アルゴリズムの方が早い時間で終了
する．
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続いて主定理を支える主張を二つ述べる．一つ目は Galois 表現の計算
に関する定理である．以下では Hecke 作用素 Tn（n ∈ N）で生成される
EndC(Sk(Γ1(N)))の Z部分代数を T(N, k)と書き Hecke環とよぶ．T(N, k)
は有限生成となる．
定理 8.2.2 ([EC11] 定理 14.1.1). 重さ k，有限体 F と，Hecke 環から F へ
の全射 f : T(1, k) → F が与えられているとする．f に付随する Galois 表現
ρ : Gal(Q/Q)→ GL2(F) を考え，これが可約または Im(ρ) ⊃ SL2(F) である
とする．このとき ρ を計算するための確定的アルゴリズムが存在する．計算
時間は k と #F に関する多項式時間となる．
具体的に「ρを計算する」とはどういうことか述べておく．簡単のため F = Fℓ
とし ρ = ρℓ : Gal(Q/Q)→ GL2(Fℓ) を∆に付随する mod ℓ Galois 表現とす
る．このとき Serre と Swinnerton-Dyer の結果から，ℓ /∈ {2, 3, 5, 7, 23, 691}
ならば自動的に Im(ρℓ) ⊃ SL2(Fℓ)，即ち Im(ρℓ) は非可解となる．このとき
は類体論による既存の計算手法が適用出来ない*4．そこで別の戦略を考える．
今 Im(ρℓ) は有限であるから，ker ρℓ に Galois 理論で対応する体 Kℓ を考
えると，Kℓ/Q は有限次拡大体，即ち代数体となる．このアルゴリズムではま
ず Kℓ を Q-代数として生成元 {ei} を求め，乗積表 eiej =
∑
k ai,j,kek を計
算する．更に ρℓ(Frobp) を GL2(Fℓ) の元として計算する．結果 p ̸= ℓ なる全
ての p に対して
Tr(ρℓ(Frobp)) = f(Tp), det(ρℓ(Frobp)) = p
11 mod ℓ
が成り立つ．このとき ρℓ(Frobp) は ℓ と log p の多項式時間で計算出来る．
ρℓ の計算は次のように行う．まず Ramanujan subspace とよばれる以下の
ような空間を考える：
Vℓ :=
⋂
1≤i≤ ℓ2−16
ker
(
Ti − τ(i), J1(ℓ)(Q)[ℓ]
)
.
ここで J1(ℓ) はモジュラー曲線 X1(ℓ) = (Γ1(ℓ)\h)∗ のヤコビアンである．以
降同じ記号を使って ρℓ : Gal(Q/Q)→ GL(Vℓ) とする．[EC11] では ρℓ, 即ち
Vℓ の計算法を 2通り提示している．具体的には 1) C 上近似の手法，2) mod
p の手法，である．これについては [Yok16] の 4節と 5節でそれぞれ詳しく述
べている．
例えば C 上近似の場合，大雑把に言えば次のような戦略をとる：
*4 逆にこれまでに知られていた τ(n) に関する合同関係式は ℓ ∈ {2, 3, 5, 7, 23, 691} を法と
したものである．例えば τ(n) ≡ σ11(n) mod 691（但し σk(n) =
∑
d|n d
k）はとくに有
名である．
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• 求める Galois 表現を，少しレベルを取り換えたモジュラー曲線の
Jacobi 多様体の ℓ-等分点に実現する．
• Abel-Jacobi の定理により，Jacobi 多様体の元を因子とみなす．
• この因子を数値的に近似し，計算による誤差がないことを保証する．
代数幾何的手法を用いること，そして数値的に近似計算を行うことから，複素
数体 C 上の理論が展開される．とくに Vℓ の計算可能性を保証するためには
Arakelov 理論が用いられる．これについては，本報告集の内田幸寛氏の解説
を参照されたい．結論として，以下のような主張が示される（ここでは簡単の
ため N = 1, F = Fℓ の場合の主張のみ述べておく）．
定理 8.2.3 ([EC11] 定理 2.5.13). k を重さとし 2 < k ≤ ℓ + 1 を仮定す
る．全射 f : Fℓ ⊗ T(1, k) → Fℓ を考え，更に f に付随する Galois 表現
ρℓ : Gal(Q/Q)→ GL2(Fℓ) は絶対既約であるとする．このとき, 全ての i ≥ 1
に対して f2(Ti) = f(Ti) をみたすような全射 f2 : Fℓ ⊗ T(ℓ, 2) → Fℓ が唯一
つ存在する．ここで mf := ker(f2) とし，その生成元を (t1, · · · , tr) とおく．
このとき
Vℓ =
⋂
1≤i≤r
ker(ti, J1(ℓ)(Q)[ℓ])
は 2次元 F-ベクトル空間であり Vℓ = ρℓ が成り立つ.
証明においては「レベルと重さの取り替え」が鍵となる．具体的には「レベ
ル 1，重さ k」の固有形式に付随する mod ℓ Galois 表現が，実は「レベル ℓ，
重さ 2」の固有形式にも付随するという性質が導かれる．そしてさらに「レベ
ル 5ℓ，重さ 2」の固有形式にも付随するという性質を導き*5，この世界で近似
計算を適用するという戦略がとられている．
以上により Vℓ，即ち ρℓ が計算出来たと仮定する．このとき Kℓ = Qker(ρℓ)
はある多項式 Pℓ ∈ Q[X]（特に ∆の場合は Pℓ ∈ Z[X]）の最小分解体として
得られる．この多項式 Pℓ の決定については J. Bosman の手法 [Bos08] を用
いる（これまで述べてきた C 上近似の手法，および Arakelov 理論と格子簡
約 LLL アルゴリズムを利用する）．しかしこの Pℓ の次数は ℓ2 − 1，つまり ℓ
の 2乗の速度で増大する．故にKℓ はすぐに巨大な体となり扱えなくなってし
まう*6．そこで ρℓ を projective な表現 ρprojℓ : Gal(Q/Q)→ PGL2(Fℓ) に取
り換えて同様の計算を行う．この場合にも Kprojℓ = Q
ker(ρprojℓ ) はある多項式
P projℓ ∈ Q[X]（特に ∆の場合は P projℓ ∈ Z[X]）の最小分解体として得られ，
更に P projℓ の次数は ℓ+ 1 まで落ちるので，計算可能なクラスの問題として扱
うことが出来る．Bosman はこれらをもとに次のような戦略を考えた：
*5 この「5倍」という数字は代数幾何学的に “よい” 性質を与えるためのものである．
*6 Kℓ が増大することは包含関係 Gal(Kℓ/Q) ⊃ SL2(Fℓ) からも分かる．
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• 小さい素数 ℓ に対し Gal(Kprojℓ /Q) ≃ PGL2(Fℓ) であることを実際に
計算して確かめる*7．
• α ∈ Q を P projℓ の根とする．このとき α を固定するような Gal(Q/Q)
の部分群と，P1(Fℓ) のある点を固定するような PGL2(Fℓ) の部分群が
ρprojℓ を介して対応していることを示す（cf. [EC11] 定理 7.1.3）．
• C上近似によって求めたこの ρprojℓ が，本当に ∆ に付随する projective
Galois 表現であることを Serre の保型性予想を用いて保証する．
ℓ ≥ 5 のとき，上の一つ目から ρprojℓ の絶対既約性が導かれる．更に ρprojℓ
が奇 odd であることも，モジュラー形式から来ていることから従う. そして
∆が属する尖点形式の空間 S12(SL2(Z)) の次元は（C-ベクトル空間として）1
であるから ∆は唯一の固有形式となる．これら全てをみたしている状況下で，
Serre の保型性予想 - 現在は Khare-Wintenberger の定理を適用する．
定理 8.2.4 (Khare-Wintenberger, [KW09]). Q上の既約かつ奇な 2次元 mod
ℓ Galois 表現 ρ はモジュラーである．つまり type (N(ρ), k(ρ), ε(ρ)) の尖点
固有形式から来る．
Bosman は重さ 12 の場合だけではなく dimC Sk(SL2(Z)) = 1 となるもの
全て，即ち k = 16, 18, 20, 22, 26 の場合についても計算を試みている*8．
以上から，後は Gal(Kℓ/Q) の元 Frobp がどの共役類に属するかを調べれ
ば Tr(ρℓ(Frobp)) を決定出来る（同じ共役類に属している限り Tr(ρℓ(Frobp))
の値は不変である）．これについては，最近 Dokchitser 兄弟による，線形代数
および多変数多項式の計算に帰着させる手法 [Dok13] が知られている．
＊ ＊ ＊
続いて二つ目，Hecke 作用素の計算に関する定理を述べる．
定理 8.2.5 ([EC11] 定理 15.2.1). 重さ k，自然数 n とその素因数分解 n =∏
i p
ei
i が与えられているとする．このとき n 番目の Hecke 作用素 Tn ∈
T(1, k) を計算する*9ための確定的アルゴリズムが存在する．計算時間は k を
一つ固定した場合 log n の多項式時間となる．また代数体に関する GRH を仮
定すれば k についても多項式時間となる．
先述の通り，Tn の計算は素数番目の Hecke 作用素 Tp の計算に帰着さ
れる．これを求めるために Hecke 環 T(1, k) に Q をテンソルして Q-代数
*7 Bosman は計算代数システム Magma の主要開発者の一人である．Magma において
Galois 群を計算する場合，Stauduhar の相対分解式を用いたアルゴリズムが用いられる．
*8 但し k = 26 のときは ℓ = 29 が最小となり，Pproj29 の次数（この場合 30）の大きさ故に
計算することが出来なかった．
*9 ここで「計算する」とは Tn を Ti（1 ≤ i ≤ k/12）の多項式で書き表すことを意味する．
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TQ = T(1, k)⊗Q を考える．このとき TQ =
∏
iKi と有限個の代数体の積と
して書けるが，少なくとも [EC11] で扱われているケースでは 2つ以上の代数
体の積になることはない（その根拠として [FJ02] が引用されている）ため，
[EC11] では唯一つの代数体 K での T(1, k) の像を A と書いて T(1, k) と同
一視している（と思われる）．ここで素数 ℓを含む A の極大イデアル m をと
ると，写像 T(1, k)→ A/m から定まる mod ℓ Galois 表現での Frobenius 写
像 Frobp が計算出来る．これを ℓ と m を取り替えて繰り返し行い，Aにおけ
る Tp の像を復元することで Tp を得る，という戦略である．代数体に関する
GRH を仮定したのは，ℓ を動かす範囲とそれ毎に定まる A/m の位数の評価
に利用するためである．詳細な評価が幾つか得られており，例えば次の結果が
役に立つ．
命題 8.2.6 (Weinberger, [Wei84]). K を代数体，x ∈ R とする．pi(x,K) を
OK の極大イデアル m˜ で #(OK/m˜) ≤ x をみたすものの個数とする．この
とき GRH を仮定すると，x > 2 に対してある定数 c1 ∈ R が存在して次をみ
たす：
|pi(x,K)− li(x)| ≤ c1
√
x log
(
Disc(OK)xdimQK
)
.
但し li(x) = ∫ x
2
(1/ log y)dy（対数積分），Disc(OK) は整数環 OK の判別式で
ある．
この種の結果は Weinberger 以前にもあると推察されるが，詳しい出典は
（少なくとも筆者には）特定出来なかった．この命題は [EC11] の記述に従っ
て引用したものである．
＊ ＊ ＊
最後に，実際に τ(p) が log p の多項式時間で計算可能であることに関して，
詳細な計算量の見積もりを与える主張を紹介する．なおこの結果は C 上近似
ではなく mod p の手法で得られたものである．
命題 8.2.7 (Zeng-Yin, [ZY15] 系 1.2 (2)). pを素数とする．このとき τ(p) は
O(log6+2ω+δ+ϵ p) で計算出来る.
定数 ω は区間 [2, 4] ⊂ R に含まれる．これはヤコビ多様体の群演算の困難
性から来る定数で，具体的には J1(ℓ) での見積もりは O(gω)（g = g(X1(ℓ))）
となる．ω の最良評価は Khuri-Makdisi [KM07] による ω = 2.376 である．
δ は 2以上の定数であり，Vℓ の計算困難性に依存する．δ の評価については，
例えば [EC11] の 11節を参照されたい．
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8.3 計算例
まず Bosman による P projℓ のデータを示す．
ℓ P projℓ
11 x12 − 4x11 + 55x9 − 165x8 + 264x7 − 341x6 + 330x5
−165x4 − 55x3 + 99x2 − 41x− 111
13 x14 + 7x13 + 26x12 + 78x11 + 169x10 + 52x9 − 702x8 − 1248x7
+494x6 + 2561x5 + 312x4 − 2223x3 + 169x2 + 506x− 215
17 x18 − 9x17 + 51x16 − 170x15 + 374x14 − 578x13 + 493x12
−901x11 + 578x10 − 51x9 + 986x8 + 1105x7 + 476x6 + 510x5
+119x4 + 68x3 + 306x2 + 273x+ 76
19 x20 − 7x19 + 76x17 − 38x16 − 380x15 + 114x14 + 1121x13
−798x12 − 1425x11 + 6517x10 + 152x9 − 19266x8 − 11096x7
+16340x6 + 37240x5 + 30020x4 − 17841x3 − 47443x2
−31323x− 8055
23 x24 − 2x23 + 115x22 + 23x21 + 1909x20 + 22218x19
+9223x18 + 121141x17 + 1837654x16 − 800032x15
+9856374x14 + 52362168x13 − 32040725x12 + 279370098x11
+1464085056x10 + 1129229689x9 + 3299556862x8
+14586202192x7 + 29414918270x6 + 45332850431x5
−6437110763x4 − 111429920358x3 − 12449542097x2
+93960798341x− 31890957224
先述の通り k = 12 の場合は ℓ ≥ 11, ℓ /∈ {23, 691} という仮定があるので
[EC11] には ℓ = 23 の結果は掲載されていないが，Bosman はこの場合を含
めて 5 個の ℓ に対して結果を得ている．またこれ以外にも k = 16, 18, 20, 22
に対しては次ページの ℓに対して結果を得ている．これは尖点形式の空間の次
元が 1 であるため，一意に固有形式が定まるからである*10．ちなみに上の表
において P23（proj でない）を実際に計算すると 528次式となり，その係数は
最大 2000桁程度まで膨れ上がる．
*10 次元が 2となる最小の k は 24である．この場合も同様に Pprojℓ を計算することは可能で
あるが，C 上近似で求まった mod ℓ Galois 表現がどの固有形式から来るのかについては
Edixhoven-Couveignes の方法では判定出来ない（そもそも彼らの手法はモジュラー形式
自体の計算を「回避」するアイデアであった）．これについては最近 Mascot [Mas13] が新
しい結果を得ている．
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k ℓ
16 17, 19, 23
18 17, 19, 23
20 19, 23
22 23
最終的に得られた τ(p) mod ℓ の値をいくつか紹介しておく．この表は
[EC11] の裏表紙にも掲載されている．
p τ(p) mod 19
101000 + 1357 ±4
101000 + 7383 ±2
101000 + 21567 ±3
101000 + 27057 0
101000 + 46227 0
101000 + 57867 0
101000 + 64749 ±7
その後，Mascot は Edixhoven-Couveignes の手法では決定できなかった
符号の確定までを可能とした（[Mas13], [MasTb]）．この手法は “quotient
representation trick” と呼ばれている．
p τ(p) mod 19
101000 + 1357 4
101000 + 7383 2
101000 + 21567 3
101000 + 27057 0
101000 + 46227 0
101000 + 57867 0
101000 + 64749 7
8.4 応用例
最後に，τ(p) mod ℓ の高速計算の応用例として “Lehmer の非消滅予想”
を紹介する．この τ(n) に関する予想は数十年前に提唱されて以来未解決であ
り，関連する整数論的な話題（Bernoulli 数やゼータ関数）とも深く関連する
予想である．
予想 8.4.1 (Lehmer, [Leh47]). n ≥ 1 に対して τ(n) ̸= 0 が成り立つ．
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[Leh47] では n < 3316799 の範囲で検証されていたが，現時点（2018年 1
月現在）では Derickx-van Hoeij-Zeng [Der13] による次の結果まで更新され
ている．
命題 8.4.2 (Derickx-van Hoeij-Zeng, [Der13] 系 1.2).
n < 816212624008487344127999 ≈ 8.16× 1023
に対して Lehmer 予想は正しい．
証明のアイデアは，τ(p) = 0 を仮定したときに pがみたすべき条件を定め，
その対偶を考えるというものである．pがみたすべき条件としては次の Serre
の規準が用いられる．
補題 8.4.3 (Serre, [Ser85]). τ(p) = 0 とする．このとき次が成り立つ：
• p ≡ −1 mod 2143753691,
• p ≡ −1, 19, 31 mod 72,
•
( p
23
)
= −1（左辺は Legendre 記号）.
対偶命題を考えることにより，それぞれの否定命題を一つでもみたせば
τ(p) ̸= 0 が成り立つ．ここに τ(p) mod ℓ の計算結果を組み合わせることで
pを更に引き上げるというアイデアである．Derickx-van Hoeij-Zeng [Der13]
では τ(p) mod 41 の計算を成功させたことにより，記録を大幅に更新して
いる．
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Modular形式に付随する 2次元
法 l-Galois表現の計算
木村 巌（富山大学）
9.1 イントロダクション
本稿の目的は，Edixhoven-Couveignes [EC11]に述べられている，複素数体
C上の近似計算により，レベル 1の Hecke固有形式 f と素数 l に付随する法
l-Galois表現を計算するアルゴリズムを説明することである．
Edixhoven-Couveignesらによる，法 l-Galois表現の計算についての全体の
流れやバリエーション，その後の研究については，本報告集所収の横山氏の論
説 [横 18]をご覧頂きたい．
1次元の場合を例として述べれば，円分指標 ω : (Z/lZ)× → C× が与えられ
たとき，その核が固定する体K を計算するために，K = Q[T ]/(P (T ))となる
P (T )を，数値的な近似で求める，ということである．P (T ) =∏x(T − a(x))
となる a(x)を構成し，その値を数値計算するのだが，どのくらいの桁数まで
計算すれば，P (T )の係数を有理数として正確に復元できるか，という見積も
りが必要になり，そこから計算時間が評価できる．
本来の状況（法 l-Galois 表現）に戻って，もう少し詳しく説明する．ま
ず l を素数，2 < k ≤ l + 1 を整数，レベル 1, 重さ k のモジュラー形式
の空間に作用する Hecke 環 T(1, k) からの全射 f : T(1, k) → F をとる．さ
らに，f と l に対して定まる，2 次元法 l-Galois 表現（吉川氏の論説参照）
ρ = ρf : GQ → GL2(F)は絶対既約，Im(ρ) ⊃ SL(V )を仮定する（ρが既約で
l > 6(k − 1)なら，ρの像は SL(V )を含むことが示される．[EC11, Theorem
2.5.20] 参照）．V = Vf ⊂ J1(l)(Q)[l] は ρ を実現する F 上のベクトル空間と
138 9． 法 l-Galois表現の計算（木村）
する．本稿で説明するのは，次の点である：
• C上の近似計算を経由して，ρを正確に計算する手続き
• その手続きの計算量評価（[EC11, Chap. 12, 14]）
まず，V の計算を PD0,fl,m(T ) ∈ Q(ζl)[T ]という多項式の計算に帰着する．
そして，
AQ(ζl) := Q(ζl)[T ]/(PD0,fl,m(T ))
という Q(ζl) 代数から，F 上のベクトル空間 V を復元する（9.5.1 節，並び
に [EC11, §14.5]）．さらにそこから，Q代数 Aを復元する（9.5.2節，[EC11,
§ 14.6]）．さらに，V へのGalois作用を復元する議論を行う（[EC11, § 14.7]）．
まず，ρ : GQ → GL(V )↷ V により，V はGQの連続な作用を持つ有限集合
になる．Galois理論により，Q上の分離代数Aが対応して，A = Q[t]/(P (T ))
と書ける（P (T ) ∈ Q[T ] は分離的多項式）．A から V を得るには，まず集合
として V := HomQ-alg(A,Q)とする．V の加法は Aの余加法，Fと V のスカ
ラー積は Aのスカラー余積から復元できる．
Q上の分離代数 A = Q[T ]/(P (T ))の P を計算するには，Aの Q上の生成
元 aを求め，その Q上の最小多項式∏x∈V (T − a(x))を計算する．定数倍の
違いを除いて，それが求める P (T )である：
P (T ) =
∏
x∈V
(T − a(x)). (9.1)
aが生成元であるためには，aが V 上のQ値写像として単射，すなわち，V の
真の GQ 集合としての商集合上の写像から誘導されない写像，であればよい．
これを，V が法 l-Galois表現 ρを実現する F上の線型空間という状況で考
える．おおまかな方針は，
• V と対応する A = Q[T ]/(P (T ))の P (T )を数値的な近似計算で求める
• P (T ) の係数の高さの評価から，P (T ) を正確に求める（内田氏の論説
[内 18]参照）
• P (T ) を数値的に近似計算するために（つまり，a(x) を各 x ∈ V に対
して数値的に近似計算するために），J1(l)(Q)での議論を，次の図式を
経由して，直積集合X1(l)(Q)g での議論に（更には，基本領域の直積集
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合での議論に）帰着する：
X1(l)(Q)g J1(l)(Q)
⋃
X1(l)(Q)(g) := Symg(X1(l))(Q) J1(l)(Q)[l] ⊃ V
• そのために，うまく D0 という X1(l) 上の因子を取って（D0 は次
数 g の正因子に取る），x が J1(l)(C) の或る稠密集合を動くとき，
Qx = (Qx,1, . . . , Qx,g) ∈ X1(l)(Q)(g) が x に対して一意に存在して，
x = [Qx −D0]となるようにする．
• これによって，J1(l)(Q)上の話をX1(l)(Q)(g)，ひいてはX1(l)(Q)g の
話に帰着できる．
以上の方針を実現するため，X1(l) を X1(5l) にして，また Q 上ではなく
Q(ζl)上の分離代数として考える必要がある．
注意 9.1.1. Edixhoven-Couveignes の本では，以上の方針で計算量の評価を
行うが，この方針が具体的に計算を遂行するのに最適な方法というわけではな
い．あくまで，計算量の評価を行うためのものである．
Bosmanは，近似計算により解の候補を構成し，解の一意性定理（Serre予
想）からそれが解であることを証明する，という方針で，dimSk = 1となる k
と l ≤ 23なる素数に対して計算した（[横 18], [EC11, Chap. 7]参照）．
9.2 D0 を見つける議論
この節の主な参照先は Edixhoven-Couveignes [EC11, Chap. 8 § 1]である．
レベルが 5l（lは 5とは異なる素数）とする．目的は：
次数がX1(5l)の種数と等しい，X1(5l)Q(ζl)上の適切な正因子D0を取って，
J1(5l)(Q)のある稠密集合の任意の点 xに対して，ある Q = Qx ∈ X1(5l)(g)
が一意に存在して x = [Q−D0]. ここで，ある稠密集合は
{x ∈ J1(5l)(Q) | h0(Lx(D0)) = 1 }
でよいことが，h0(Lx(D0))の半連続性（つまり，
{x ∈ J1(5l)(Q) | h0(Lx(D0)) ≥ i }
が閉集合であること）からわかる．
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定理 9.2.1 ([EC11, Thm. 8.1.7]). l ̸= 5を素数とする．cを X1(5)の 2つあ
る Q 有理的尖点の 1 つとする．X1(5l) には，c 上の尖点で Q(ζl) 上有理的
なものが 2(l − 1) 個ある．これらは F×l の軌道 2 つに分かれる．それぞれの
軌道には F×l が自由に作用する．一方の軌道の各点に，0, 1, 2, . . . , l − 2 と係
数をつけて得られる X1(5l)Q(ζl) 上の因子を D1 とする．もう一方の軌道に
0, 0, 1, 2, . . . , l−3と係数をつけて得られる因子をD2とする．D0 := D1+D2
とすると，D0 はX1(5l)の種数と同じ次数を持つ正因子である．このとき，任
意の x ∈ J1(5l)(Q)で，「l上のある素点で 0に特殊化するもの」に対して
h0(X1(5l)Q,Lx(D0)) = 1.
証明. 証明の鍵となる事実は，X = X1(5l)Q(ζl)の半安定モデルX1(5l)Z[ζl,1/5],
J1(5l)の Neronモデル JOK , K ⊃ Q(ζl)の詳細な事柄である．
XFl = X1 ⊔X2 を既約成分への分解とする（Fl 上の X1(5)のうえにある，
レベル l の井草曲線．これらは超特異点でのみ横断的に交わる．例えば Hida
[Hid12, Thm. 2.91.13]）．D0 = D1 +D2, Di は Xi 上に台を持つ．カスプは
超特異点の集合 Σ と互いに疎なので，D0 は XFl のスムーズローカスの上に
ある．
記号を簡単にするために，この証明の終わりまで，X = XFl , D0 = D0 とす
る．ΩX := X の双対化層は可逆 OX 加群で，Ω1X1(Σ)と Ω1X2(Σ)を Σに沿っ
て，X1 上の Σにおける剰余写像とX2 上の Σにおける剰余写像のマイナスと
で貼り合わせたものである．Riemann-Rochの定理によって，示したいのは
h1(X,O(D0)) = 0
だが，Serre双対定理により
h0(X,ΩX(−D0)) = 0
でもある．言い換えると，H0(X,ΩX) の元で D0 で消えるものは 0 である事
である．X1 への制限によって，次の短完全系列を得る：
0→ H0(X2,ΩX2/Fl(−D2))→ H0(X,ΩX(−D0))→ H0(X1,ΩX1/Fl(Σ−D1))→ 0.
よって，D1 としては H0(X1,ΩX1/Fl(Σ−D0)) = 0となるものが，D2 として
は H0(X2,ΩX2/Fl(−D2)) = 0となるものが取れればよい．
X1 → X1(5)Fl は Σで完全分岐しその他で不分岐な被覆で，X1(5)は種数 0
である．Hurwitzの公式から，X1 の種数 g1 は
2g1 − 2 = −2(l − 1) + (l − 1)(l − 2), g1 = 1
2
(l − 2)(l − 3).
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よって，D1, D2 が取れたとすれば
d1 := degD1 = g1 +#Σ− 1 = 1
2
(l − 1)(l − 2),
d2 := degD2 =
1
2
(l − 2)(l − 3),
でなければならない．
さて，X1(5)Fl 上の座標 z を次のように取る：
z : X1(5)Fl → P1Fl , z(Σ) ̸= 0,∞, z
−10 = X1(5)Fl上の有理カスプ 0.
f を，z のモニック多項式で，その零点が Σと一致し，零点の位数が 1である
ものとする．すると，X1 もX2 も，yl−1 = f で与えられるX1(5)Fl の被覆と
同型になることが示される．
このことから，H0(X1,Ω1X1/Fl(Σ))の基底が計算できて，
H0(X1,Ω
1
X1/Fl(Σ)) =
⊕
i+j≤l−3
Flziyj
dz
yl−1
. (9.2)
すると，D1 も次のように取ることができる．z が零点を持つ l− 1個の点に重
複度を与える．z と y による座標でこれらの点は{
(0, b)
∣∣∣ b ∈ Fl× s.t. bl−1 = f(0) } .
D1 は，これらの点の上に，任意に重複度 0, 1, . . . , l − 2を指定する．
主張：式 (9.2)の右辺の基底の線形結合で，D1 上の点で 0になるようなも
のは 0に限る．
実際，ω を式 (9.2)の右辺の元で，D1 上の点で 0になるものとして，
ω =
∑
i+j≤l−3
λi,jz
iyj
と書く．D1 上の点で z は一位の零点をもつ．ω が D1 上で重複度込みで 0に
なったとする．D1 上の重複度が正の点は l − 2 個．一方，多項式
∑
j λ0,jy
j
は次数が高々 l− 3なので，この多項式も 0である．また，D1 上の重複度が 1
より大きい点は l− 3個．多項式∑j λ1,jzyj の次数は高々 l− 4なのでこの多
項式も 0. このようにして，主張が従う．
D2 の取り方もほぼ同様である．
H0(X2,Ω
1
X2/Fl) =
⊕
i+j≤l−4
Flziyj
dz
yl−2
. (9.3)
であることがわかる．D2 として，z の零点に 0, 0, 1, 2, . . . , l− 3という重複度
を任意に指定する．すると，D1 のときと同様の議論から，右辺の基底の線形
結合で，D2 上 0になるものは 0に限ることが示される．
142 9． 法 l-Galois表現の計算（木村）
以上の議論は，X1(5)の 2つあるQ有理カスプを一つ固定して行ったが，こ
れらは F×5 の作用で入れ替わるので，カスプの指定に依らない．
定理 9.2.1 が D0 を X1(5l)Q(ζl) 上に見つけるので，V を J1(5l)(Q)[l] に埋
め込む．そのために，degeneracy map（木村 [木 18]の式 (1.5)を参照）
pi = B5l,l,1 : X1(5l)→ X1(l)
（次数は 52 − 1 = 24, gcd(l, 24) = 1）を使って，
1
24
pi∗pi∗ : J1(5l)(Q)[l]↠ pi∗J1(l)(Q)[l] ⊂ J1(5l)(Q)[l], (9.4)
を考え，これにより，V ⊂ J1(l)(Q)[l]を pi∗V ⊂ J1(l)(Q)[l] ⊂ J1(5l)(Q)[l]に
埋め込む．
命題 9.2.2 ([EC11, 8.2.2]). l ̸= 5を素数とする．2 < k ≤ l+1, f : T(1, k)→
F を全射準同型とする．ρ = ρf : GQ → GL2(F) を f に付随する法 l-表現，
Imρ ⊃ SL2(F) と仮定する．V ⊂ J1(5l)(Q)[l] を ρ を実現する F 上の線形空
間，D0 を定理 9.2.1で構成したX1(5l)Q(ζl) 上の因子とする．このとき，任意
の x ∈ V に対して h0(X1(5l)Q,Lx(D0)) = 1.
証明. 任意の x ∈ V に対して，Q の l 上にある素点 λ で，x が λ で 0 に
specializeするものが存在する．
このことと，J1(5l)Z[ζl] の Neron modelについての事実から．つまり，
JZ[ζl] := J1(5l)の Z[ζl]上の Neronモデル
とすると，V は JQ(ζl) 内の F-ベクトル空間スキーム VQ(ζl) の Q 点集合であ
る．V を JZ[ζl] での VQ(ζl) の Zariski閉包とする．このとき，VQ(ζl) は有限局
所自由 Z[ζl]加群．（参照：Gross [Gro90, § 12], Edixhoven [Edi92, § 6]）．
また，VQ(ζl)の F-ベクトル空間スキームの局所成分としての次元は，f(Tl) ̸=
0,= 0に応じて 1もしくは 2である．
よって，l上の Qの各素点に対して，ある x ∈ V, x ̸= 0が存在して xはその
素点上 0に特殊化する．仮定から Gal(Q/Q(ζl))の像は SL(V )を含む．よっ
て，Gal(Q/Q(ζl))は V \ { 0 }に推移的に作用する．
以上から，各 x ∈ V , x ̸= 0に対して，Qの l上のある素点が存在して，xは
その素点で 0に特殊化することが示された．
注意 9.2.3. D0がX1(5l)Q(ζl)上にあることから，議論をQ上ではなく，Q(ζl)
上で行う必要がある．
Xl := X1(5l)Q, gl を Xl の種数，AQ(ζl) を Gal(Q/Q(ζl))集合 V に対応す
る Q(ζl)代数とする．
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命題 9.2.2 より，各 x ∈ V に対して一意的に，因子 Dx =
∑gl
i=1Qx,i, で
x = [Dx −D0]となるものが定まる（最後の等式は Jl(Q)でのもの）．
この Dx を，
Dx = D
fin
x +D
cusp
x ,
ただしDfinx はサポートがカスプと素なもの，Dcuspx はサポートがX1(l)Q のカ
スプに乗っているもの，とする．
補題 9.2.4 ([EC11, 8.2.6]). 上の状況で，
V ∋ x 7→ Dfinx ∈ Div(Xl,Q)
は単射で，かつ Gal(Q/Q(ζl))同変写像である．
証明. 結論を否定して，x1, x2 ∈ V , x1 ̸= x2 でDfinx1 = Dfinx2 なるものが存在し
たとする．V で x1 − x2 ̸= 0である．Dx1 −Dx2 はカスピダル因子であるこ
とに注意する．また，Xl のカスプは Q(ζl)上有理的である．よって，x1 − x2
を用いて，次の単射 Gal(Q/Q(ζl)) 同変射を定義することができる（F への
Gal(Q/Q(ζl))の作用は自明とする）：
F ∋ a 7→ a(x1 − x2) = a(Dx1 −Dx2) ∈ V.
包含制限原理により，ゼロでない射
F[Gal(Q/Q(ζl))]→ V
が得られるが，V の既約性から全射．すると，ρ : GQ → GL2(V )の像が Abel
になる．ρは奇だから，ρ(c),（cは複素共役）の異なる二つの固有値に応じて，
表現が 1次元空間の直和になるが，これは ρの既約性に反する．
同変写像であること：Xl,Q のカスプは，Q安定集合である．よって，任意の
g ∈ Gal(Q/Q(ζl))に対して，
Dfingx = gD
fin
x , D
cusp
gx = gD
cusp
x .
よって写像の同変性が従う．
次の目標は，fl : Xl → P1Qという関数を作ることである．この関数によっ
て，{Dfinx | x ∈ V }を，単射かつGal(Q/Q(ζl))同変に，{ fl,∗Dfinx | x ∈ V } ⊂
Div(A1Q)に写す．
9.3 P (T )の構成
本節では，式 (9.1)の P (T )を，P (T ) = PD0,fl,m(T ) ∈ Q(ζl)[T ]として構
成し，その係数の高さに関する評価を述べる．
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Edixhoven-Couveignes [EC11] の記述とは逆に，最終的に構成されるべき
PD0,fl,m(T )の構成をさかのぼっていく方向で説明する．
まず，PD0,fl,m(T )は
PD0,fl,m(T ) :=
∏
x∈V
(T − aD0,fl,m(x))
とする．ここで aD0,fl,m : V → Qは，整数mを，0 ≤ m ≤ g(#F)4 の範囲で
適切に（aD0,fl,m が単射になるように）とって，
aD0,fl,m(x) := PD0,fl,x(m) ∈ Q
とする．
ここで PD0,fl,x(t)は，
PD0,fl,x(t) :=
dx∏
i=1
(t− fl(Qx,i)) ∈ Q[t]
である．Qx,i は，Dfinx =
∑dx
i=1Qx,i で定める．このとき，補題 9.2.4 から，
x 7→ PD0,fl,x(t)は単射で Gal(Q/Q(ζl))同変である．
最後に，fl : X1(5l) = Xl → Qを，fl = bl + nx′l が次の条件を満たすよう
にとる：
• bl, x′l は，Y1(5l)/Z[1/5l] 上の関数で，Y1(5l)/Z[1/5l] のモジュライとして
の解釈から定まるもの（(9.5)参照）
• n ∈ Zは，x ∈ V が動いたとき，fl,∗Dfinx が相異なるようにとる（その
ようにとれる）
bl, x
′
l は以下のようにとる．Y1(5l) は Z[1/5l] 上定義されるのだった．任
意の Z[1/5l] 代数 A について，Q ∈ Y1(5l)(A) が（Y1(5l) のモジュライ解釈
から）Q ↔ (E,P5, Pl) と対応するとする．ここで，E は A 上の楕円曲線，
P5 ∈ E(A)は位数 5の点, Pl ∈ E(A)は位数 lの点．
このとき，bl(Q) ∈ Aは，(E/A,P5)が{
E/A : y2 + (bl(Q) + 1)xy + bl(Q)y = x
3 + bl(Q)x
2,
P5 = (0, 0)
(9.5)
となるものである．また x′l は，上の表示で Pl = (xl(Q), yl(Q))と書いたと
きに，
l−1P5 + Pl = (x′l(Q), y
′
l(Q)),
l−1P5 = R, P5 = lRとなる E[5](A)の唯一の点，
によって定める．
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注意 9.3.1. (bl, x′l) : Y1(5l)Z[1/5l] → A2Z[1/5l] は埋め込みになる．
定理 9.3.2 ([EC11, 11.7.6]). PD0,fl,m(T ) =
∑#V
i=1 PjT
j ∈ Q(ζl)[T ]を上で構
成したものとする．このとき，Pj の高さ h(Pj)について次の評価が成立する：
h(Pj) ≤ cl14(#F)2,
ここで c は絶対定数であり，不等式は任意の l, V , D0, fl, m に対して成立
する．
この主張の証明については，内田氏の報告 [内 18, 定理 10.3.1] を参照の
こと．
9.4 計算量
k を 2 < k なる整数，l は素数で l > 6(k − 1)なるもの，Fは標数 l の有限
体，f : T(1, k)→ Fは全射とする．計算したいのは，ρf である．
実際には，f2 : T(l, 2)→ Fを，f2(Tm) = f(Tm), 1 ≤ m ∈ Zを満たす唯一
の環準同型とすると，ρf を実現する Vf は，
Vf :=
⋂
1≤i≤r
ker(ti, J1(l)[l](Q)) (9.6)
で与えられるのだった（{ t1, . . . , tr } は ker(f2) の生成系．r = (l2 − 6)/6
であることが示される．）．実際に計算されるのは，Vf を B∗5l,l,1 で J1(5l) に
送った
Wf := B
∗
5l,l,1(Vf ) ⊂ J1(5l)(Q).
（この空間については，横山氏の論説 [Yok15]参照）．
結論は次のようになる：
定理 9.4.1 ([EC11, 12.10.7, 12.14.1]). 次のような確定的アルゴリズムが存在
する：
入力 精度パラメタm ∈ Z, 1 ≤ m, 整数 k ≥ 2, lは素数で l > 6(k − 1)なる
もの，Fは標数 lの有限体，f : T(1, k)→ Fは全射とする．また，Ωを
X1(5l)上のカスピダル因子（定理 9.2.1で構成したもの），exp(−m)の
精度で計算した各 x ∈Wf ,
仮定 Im(ρf ) ⊃ SL(Vf ),
出力 1. 各 x ∈ Wf に対する Q′x =
∑g
n=1Q
′
x,n, つまり，Ramanujan 因
子 Qx, Qx − Ω ∈ [x]）で，dSymgX(Qx, Q′x) ≤ exp(−m) なるも
の，ただし各 Q′x は，対 (r, q) ∈ Ξ × Fwr で与えられる．Fwr ⊂
D(0, exp(−pi/wr))は [EC11, 12.1.1]参照のこと．
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2. 各 x ∈ Wf に対する，次数 g の（一意に定まる）正因子 Qx で，
Qx − Ω ∈ [x] となるもの．ただし Qx は，Qx = Qcuspx + Qfinx と
書いたとき，Qfinx =
∑
iQ
fin
x,i, Q
fin
x,i はX1(5l)の平面モデル Cl のア
フィン座標 (b(Qx,i), x(Qx,n))の複素数近似として与えられる．
実行時間 (1), (2)の実行時間は，絶対定数 Θが存在して，(m#Vf )Θ で押さ
えられる．
この結果は，[EC11, Chap. 11] で，Riemann 面 X1(5l) 上の様々な量の詳
細な評価などを組み合わせて証明される．
9.5 結論
定理 9.5.1 ([EC11, Thm. 14.1.1]). k > 0, 有限体 F, 全射準同形 f : T(1, k)→
Fで，付随する Galois表現 ρ : GQ → GL2(F)は可約か，または SL2(F)を含
むとする．
このとき，k と #F についての確定的多項式時間アルゴリズム
で，次の性質を満たすものを具体的に与えることができる：f を，
{ f(Ti) | i = 1, 2, . . . , [k/12] }として入力する．出力として，
1. ker ρに Galois理論によって対応する Qの有限次 Galois拡大K を，Q
代数として K = ∑iQei として与える ei と，それらの乗積表 eiej =∑
k ai,j,kek,
2. Gal(K/Q)の元のK への作用を与える，{ ei }に関する行列表示，
3. Gal(K/Q) ⊂ GL2(F) と見なしたときの，Gal(K/Q) の 2 次の行列
表示，
ここで K/Qは，Fの標数 l の外で不分岐で，素数 p ̸= l に対しては，Fでの
次の等式が成り立つ：
tr(ρ(Frobp)) = f(Tp), det(ρ(Frobp)) = p
k−1.
ただし，アルゴリズムの実行時間を完全に明示的に与えることは困難であ
る．これは，例えば定理 9.3.2の実行時間の評価などにあらわれる定数を，完
全に明示的に与えることからくる．
定理 9.5.1と同じ状況で，ρが既約の場合を考える．次の命題により，重さ
が l + 1以下の場合に帰着される：
命題 9.5.2 ([EC11, Prop. 14.3.1], [Edi92, Th. 3.4]). 2 ≤ k′ ≤ l+ 1なる整数
k′ と，f ′ : T(1, k′) → Fなる全射，i ∈ Z/(l − 1)Zが存在して，ρ ∼= ρ′ ⊗ χil.
ただし，ρ′ : GQ → GL2(F)は f ′ に付随する Galois表現，χl は法 l円分指標．
9.5 結論 147
この命題の k′, f ′, iは，次のようにして具体的な手続きで得られる．
1. 2 ≤ k′ ≤ l + 1なる各 k′ について，Fl 代数 Fl ⊗ T(1, k′)を計算する．
2. 各 i ∈ Z/(l− 1)Zと，各 2 ≤ k′ ≤ l+1について，次の線型写像が存在
するか否かを決定する：
Fl ⊗ T(1, k′)→ F, Tm 7→ m−if(Tm), 1 ≤ m ≤ l
2 + 1
12
, l ∤ m.
3. もしそのような線型写像があれば，それは Fl 代数の射である．
従って，定理 9.5.1の ρの計算は，ρ′ についての計算に帰着される．このとき
ρ′ は，J1(l)[l](Q)内に，式 (9.6)のように実現される．
9.5.1 V の計算
定理 9.4.1 により，ρ′ を実現する V の解析的な記述が得られている．任意
の埋め込み σ : Q(ζl) → C に対して，Dx の σ による埋め込みの近似 Dσ,x
が，#Fと，必要な桁数（精度）の多項式時間で計算できる．これらの近似は，
Xl(C)の点 Qσ,x,i の gl 個の和として与えられ，また，1 ≤ i ≤ gl の番号付け
と σ とは相互に無関係に取れる．
同様にして，bl(Qx,i), x′l(Qx,i)などは，#Fと必要な桁数（精度）の多項式
時間で計算できる．
これらの近似値から，どの (σ, x, i)に対して Qσ,x,i がカスプを近似するかを
計算することができる（詳細は省略するが，j 不変量の逆数の零点を bl で記述
する結果を用いる：[EC11, Prop. 8.2.8]）．この結果から，Dfinσ,x =
∑dx
i=1Qσ,x,i
の dx も求められる．
整数 nを，0 ≤ n ≤ l4(#F)4 の範囲で，fl = bl + nx′l が Qx,i を単射に埋め
込むように取るには，一つの埋め込み σ : Q(ζl)→ Cを取って，異なる Qσ,x,i,
Qσ,y,j に対して fl の像が異なるようになるまで，n を動かしてチェックすれ
ばよい．mの取り方も同様である．この n, mの取り方が計算時間に与える寄
与は，議論にあらわれる点の高さの評価から見積もることができる．
さらに，定理 9.3.2から
P (T ) = PD0,fl,m(T ) =
#V∑
i=1
PjT
j ∈ Q(ζl)[T ]
の係数の高さは h(Pj) ≤ cl14(#F)2 と押さえられる．Pj を Q(ζl) の Q 基底
{ ζil | i = 0, . . . , l − 2 }で書いて
Pj =
l−2∑
i=0
Pj,iζ
i
l , Pj,i ∈ Q
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を求めるため，σ ∈ Gal(Q(ζl)/Q)で添え字づけられた連立一次方程式
l−2∑
i=0
Pj,iσ(ζ
i
l ) = σ(Pj)
を考える．代数体における高さ関数 hの性質（[EC11, lem 4.2.6]）などから，
h(Pj,i) ≤ l log l + lh(Pj) = O(l15(#F)2).
従って，Pj,iを近似値から求めるには，O(l15(#F)2)だけの精度があればよい．
以上のように，C上の近似計算から AQ(ζl) = Q(ζl)[T ]/(P (T ))を計算する
ことができ，その計算量も見積もることができる．
9.5.2 V の演算の復元
Q(ζl) 代数 AQ(ζl) = Q(ζl)[T ]/(P (T )) から，ベクトル空間 VQ(ζl) の演算を
復元しなければならない（[EC11, § 14.5]）．V の加法は AQ(ζl) の余加法
+∗ : AQ(ζl) → AQ(ζl) ⊗Q(ζl) AQ(ζl) = Q(ζl)[U, V ]/(P (U), P (V ))
から得られる．これは，AQ(ζl) の生成元 aの，余加法での像を与えることと同
値である．この像は，U, V の高々 (#F)2 次の多項式である．よって，
a(x+ y) =
∑
i,j
µi,ja(x)
ia(y)j , x, y ∈ V
となる µi,j を，各 x ∈ V に対しての a(x+ y), a(x), a(y)が既知として求めれ
ばよい．
スカラー倍 F × V → V を AQ(ζl) の余スカラー倍から復元もほぼ同様で
ある．
また，AQ(ζl) から Q 代数 A を抽出しなければならない（[EC11, § 14.6]）．
これには，
A =
{
x ∈ AQ(ζl)
∣∣ τ(x) = x, τ ∈ Gal(Q(ζl)/Q) }
という関係を使う．
AQ(ζl) の生成元 a を，D0 も明記して aD0 と書く．aD0 への
G = Gal(Q(ζl)/Q)への作用は，τ ∈ Gに対して
τ(aD0) = aτ(D0).
埋め込み σ : Q(ζl) → C と x ∈ Jl(C) に対して，aσ,D0(x), aσ,τD0(x) をそれ
ぞれ近似計算で得られた値とする．
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生成元（原始根）τ ∈ G ∼= F×l を固定する．すると，{ ci } ⊂ Q(ζl)が一意に
定まり，
τ(a) =
∑
i
cia
i.
これら { ci }は，Q内の方程式
aτD0(x) =
(F)2−1∑
i=0
ciaD0(x)
i, x ∈ V
で特徴づけられる．h(ci) = O(l14(#F)6)という評価（[EC11, lem. 4.2.6]）が
あるので，ci =
∑l−2
j=0 ci,jζ
j
l , ci,j ∈ Qと書けば，h(ci,j) = O(l15(#F)6). よっ
て C上での近似値 aσ,D0(x), aσ,τD0(x)から，Aが抽出できる．
最後に，V へのGQ作用を復元する（[EC11, § 14.7]）．V×V ∼= HomF(F2, V )
という同型の左辺には GL2(F) が右から作用し，よって A × A には左から
作用する．この作用は A × A の余加法と F× 作用で記述できる．B を，
IsomF(F2, V ) ⊂ HomF(F2, V ) に対応する Q代数とする．
A × A の idempotent, つまり A ⊗ A の元で，Isom(F2, V ) 上 1, その補集
合で 0 となる元を構成する．AQ(ζl) = Q(ζl)[T ]/((1 − T )Pl(T )) と書いて，
a1 = Pl/Pl(1)とすると，これは { 0 } ⊂ V の特性関数である．よって a1 ∈ A
となり，ここから a2 = 1 − a1 とすると a2 は V \ { 0 } の特性関数．さらに
a3 ∈ A⊗Aを，
a3 :=
∏
g∈GL2(F)
g(a2 ⊗ 1)
とすると，a3 は Isom(F2, V )の特性関数になる．すると，Q上の線形代数と
GL2(F)作用から，B = (A⊗A)/(1− a3)が計算できる．
また，B を体の直和に分解することは，LLLアルゴリズムを用いて多項式時
間で可能である（Artin代数の計算については，Vasconcelos [Vas98, Chap. 4]
参照．また LLLアルゴリズムについては [Coh93, Chap. 2]参照）．B の成分
であるそれぞれの体 K は ρの核が固定する体で，G ⊂ GL2(F)を（一つ選ん
だ体）K の固定部分群とするとG = Gal(K/Q)であり，G ⊂ GL2(F)がGの
2次元線形表現である．
以上で定理 9.5.1の証明が終わった．
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10．
高さと Arakelov理論，それらの
Galois表現の計算への応用
内田 幸寛（首都大学東京）
10.1 Introduction
本稿は 2017年度整数論サマースクール「楕円曲線とモジュラー形式の計算」
で行われた標題の講演の報告である．[6] において，特別なモジュラー形式に
付随する Galois表現の計算アルゴリズムが与えられているが，その中で必要
なある多項式の係数の評価を B. Edixhoven, R. de Jongが与えている．本稿
では，この評価（[6, Theorem 11.7.6]，本稿では定理 10.3.1）について解説
する．係数の評価は高さ関数を用いて記述され，その証明には算術曲面上の
Arakelov交点理論が用いられる．証明はかなり長いので，本稿では Arakelov
理論と関わる部分を中心に，証明の概略を解説する．本稿の構成は以下の通り
である．10.2 節では，[6, Chapter 4] に沿って必要な範囲で高さと Arakelov
理論について述べる．10.3節では，[6, Chapters 9 and 11]にある係数の評価
について解説する．
10.2 高さと Arakelov理論
本節では，[6, Chapter 4]に沿って高さと算術曲面上の Arakelov交点理論
を解説する．本稿で用いられる内容に限ったので，より詳しい内容について
は，[1], [7], [12], [14], [16]を参照されたい．また，高さ関数については，[9],
[17]も参照されたい．算術曲面のスキーム論的性質については，[13]に詳しく
まとめられている．
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10.2.1 高さ関数
K を代数体，K を K の代数閉包，OK を K の整数環，S を K の素点全
体，Sf をK の有限素点全体，S∞ をK の無限素点全体とする．K の Cへの
埋め込み全体を K(C)で表す．各素点 v ∈ S に対して，K 上の乗法付値 | · |v
を以下のように定める．有限素点 v ∈ Sf に対して，K の v における剰余体を
k(v)とする．x ∈ K× に対して，|x|v = #k(v)− ordv(x) と定義し，|0|v = 0と
する．無限素点 v ∈ S∞ に対して，対応する体の埋め込みを σv : K ↪→ C と
する．x ∈ K に対して，σv(K) ⊂ R ならば |x|v = |σv(x)|，そうでなければ
|x|v = |σv(x)|2 と定義する．ただし右辺は通常の絶対値である．このとき，任
意の x ∈ K× に対して，積公式 (product formula)∏
v∈S
|x|v = 1
が成り立つ．
代数的数 x ∈ K の（対数的）高さ ((logarithmic) height)は次の式で定義さ
れる．
hK(x) =
∑
v∈S
logmax{1, |x|v}
=
∑
v∈Sf
logmax{1, |x|v}+
∑
σ∈K(C)
logmax{1, |σ(x)|}.
xの絶対（対数的）高さ (absolute (logarithmic) height)を
h(x) =
1
[K : Q]
hK(x)
で定義する．右辺は x が属する代数体 K の取り方によらないので，関数
h : Q→ Rが定まる．
射影空間 Pn 上の高さ関数を次のように定義する．x = (x0 : · · · : xn) ∈
Pn(K)に対して，
hK(x) =
∑
v∈S
logmax{|x0|v, . . . , |xn|v}, h(x) = 1
[K : Q]
hK(x). (10.1)
この定義は斉次座標の取り方によらない．また，h(x)は x ∈ Pn(K)となる代
数体K の取り方によらない．したがって，絶対対数的高さは Pn(K)上定義さ
れていると見なせる．
K 上定義された射影多様体 X 上の高さは，射影空間への埋め込みによっ
て定義される．より一般に，X 上の直線束 L に対して，高さ関数 hL が有
界関数の差を除いて定まる．さらに，L1, L2 を X 上の直線束とすると，
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hL1⊗L2 = hL1 + hL2 + O(1) が成り立つ．ここで，O(1) は X(K) 上のある
有界関数を表す．このような有界関数による曖昧さを避けるために，以下では
Arakelov理論に沿った定式化を述べる．
E を有限階数局所自由 OX 加群とする．各点 x ∈ X(C) に対して，ファ
イバー Ex は有限次元複素ベクトル空間である．各ファイバー Ex に Hermite
内積 〈·, ·〉x が与えられているとき，これを E の Hermite 計量 (Hermitian
metric)という．計量 〈·, ·〉からノルム ‖ · ‖が定まり，逆にノルムから計量が
定まるので，ノルムによって計量を指定してもよい．以下では，計量は常に
C∞ であると仮定する（定義は [16, 1.13節]参照）．
Z上平坦かつ準射影的な整スキームを算術多様体 (arithmetic variety)とい
い，1 次元算術多様体を算術曲線 (arithmetic curve)，2 次元算術多様体を算
術曲面 (arithmetic surface) という．XOK を X の OK 上のモデルで射影算
術多様体であるものとする．このとき生成ファイバーXOK ×OK K はX に一
致する．L を XOK 上の直線束とする．L と L ×OK K の Hermite 計量 ‖ · ‖
の組 (L, ‖ · ‖) を XOK の Hermite 直線束 (Hermitian line bundle) または
metrized line bundle という．以下では (L, ‖ · ‖) を単に L と書くことも
ある．
XOK が算術曲線の場合として，X = Spec(K), XOK = Spec(OK) を考え
る．このとき，XOK の Hermite 直線束 (L, ‖ · ‖) は，可逆 OK 加群 L と各
σ ∈ K(C)から定まるテンソル積 L⊗OK ,σCのHermite計量 ‖·‖σ の集合の組
(L, {‖ · ‖σ}σ∈K(C)) に対応する．(L, ‖ · ‖) の算術的次数 (arithmetic degree)
またはArakelov次数 (Arakelov degree)を
deg(L, ‖ · ‖) = log#(L/OKs)−
∑
σ∈K(C)
log‖s‖σ
で定義する．ただし，sは Lの任意の 0でない元であり，積公式より右辺は s
の取り方によらない．
XOK の Hermite直線束 L = (L, ‖ · ‖)に対して，X 上の高さ関数を次のよ
うに定義する．x ∈ X(K)とする．XOK は OK 上固有だから，xに対応する
射 Spec(K) → X は射 Spec(OK) → XOK に拡張される．これを再び xと書
く．このとき，x∗(L, ‖ · ‖)は Spec(OK)の Hermite直線束となるから，
hL,K(x) = deg x
∗(L, ‖ · ‖), hL(x) =
1
[K : Q]
hK(x)
と定義する．計量を別の計量に取り替えると，高さ関数は有界関数の差だけ変
化する．X = PnK の場合は，L = O(1)に Fubini-Study計量を入れたものを
考えると，hL は (10.1)の hと有界関数の差を除いて一致する（[16, 命題 9.10]
参照）．
156 10． 高さと Arakelov理論，それらの Galois表現の計算への応用（内田）
10.2.2 算術曲面上の交点理論
X を種数 g > 0 のコンパクト Riemann 面とする．正則微分形式の空間
H0(X,Ω1X)に次の自然な Hermite内積が入る．
(ω, η) 7→ i
2
∫
X
ω ∧ η.
ω1, . . . , ωg をこの内積に関する正規直交基底とする．X 上の (1, 1)形式 µを
µ =
i
2g
g∑
k=1
ωk ∧ ωk
で定義する．これを Arakelov (1, 1) 形式 (Arakelov (1, 1)-form) または標
準Ka¨hler形式 (canonical Ka¨hler form)という．
z = x + iy を X の局所正則座標とし，局所的に C∞ な関数 f に対して，
∂f = 12 (
∂f
∂x − i∂f∂y ) · dz, ∂f = 12 (∂f∂x + i∂f∂y ) · dz とする．
命題 10.2.1. 任意の a ∈ X に対して，C∞ 関数 ga,µ : X \ {a} → Rがただ一
つ存在して，以下の性質を満たす．
1. aの近傍で ga,µ = log|z − z(a)|+ hと表される．ただし，z は局所正則
座標，hは C∞ 関数である．
2. X \ {a}上で ∂∂ga,µ = piiµ.
3.
∫
X
ga,µµ = 0.
命題 10.2.1 の ga,µ を Arakelov-Green 関数 (Arakelov-Green function)
という．点 a も変数と見なして，gµ(a, b) = ga,µ(b) とも書く．任意の相異な
る点 a, b ∈ X に対して，gµ(a, b) = gµ(b, a)が成り立つことが知られている．
LをコンパクトRiemann面X のHermite直線束として，その計量から定ま
るノルムを ‖ · ‖とする．sを Lの 0でない有理型切断として，Lの第 1 Chern
形式を c1(L) = − i2pi∂∂ log‖s‖2 で定義する．Lが許容直線束 (admissible line
bundle)であるとは，定数 cが存在して，c1(L) = cµとなることをいう．Lが
許容直線束ならば，c1(L) = (degL) · µであることが示される．
X 上の直線束 Lに対して，λ(L) = detH0(X,L) ⊗ detH1(X,L)∨ をコホ
モロジーの行列式 (determinant of cohomology)という．
定理 10.2.2 (cf. [7, Theorem 1]). X の種数を gとする．X 上の任意の許容直
線束 Lに対して，次の性質を満たす λ(L)上の計量が一意的に定まる．
1. 任意の計量同型 L1 ∼−→ L2 は計量同型 λ(L1) ∼−→ λ(L2)を導く．
2. L の計量を α 倍したとき，λ(L) の計量は αχ(L) 倍される．ただし，
χ(L) = degL − g + 1である．
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3. X 上の任意の因子 D と任意の点 P に対して，完全系列
0→ OX(D − P )→ OX(D)→ P∗P ∗OX(D)→ 0
は計量同型 λ(OX(D)) ∼−→ λ(OX(D − P ))⊗ P ∗OX(D)を導く．
4. L = Ω1X に対して，λ(L) ∼= detH0(X,Ω1X)上の計量は H0(X,Ω1X)上
の Hermite内積 (ω, η) 7→ (i/2) ∫
X
ω ∧ η で定義される．
定理 10.2.2の計量を Faltings計量 (Faltings metric)という．
以下，X を B = Spec(OK) 上の射影算術曲面とする．すなわち，構造射
p : X → B は平坦かつ射影的で，X は 2 次元整スキームとする．さらに，X
は正則であり，X の生成ファイバーX は幾何学的に既約かつ滑らかなK 上の
曲線とする．X の種数を g とする．以下，特に断らない限り p : X → B は半
安定であると仮定する．
D を X 上の素因子とする．p|D : D → S が全射であるとき，D は水平的
(horizontal) であるといい，p(D) が 1 点であるとき，D は垂直的 (vertical)
であるという．一般に，水平的な素因子の線形結合で表される因子を水平的で
あるといい，垂直的な素因子の線形結合で表される因子を垂直的であるとい
う．X 上の任意の因子は水平的な因子と垂直的な因子の和として一意的に表
される．
埋め込み σ ∈ K(C) に対して，σ で定まる基底変換 X ×K,σ C を Xσ と書
く．Div(X )を X 上の因子全体がなす群として，
DivAr(X ) = Div(X )⊕
⊕
σ∈K(C)
RFσ
と定義する．ただし，Fσ は Xσ に対応する記号である．DivAr(X ) の元を
Arakelov 因子 (Arakelov divisor) という．X の 0 でない有理関数 f に対
して，主因子 (f) を (f) = (f)fin + (f)inf で定める．ただし，(f)fin は f
の X 上の通常の Weil 因子であり，(f)inf =
∑
σ∈K(C) vσ(f) · Fσ, vσ(f) =
− ∫
Xσ
log|f |σµσ である．D,E ∈ DivAr(X ) が線形同値であるとは，D − E
が主因子であることをいう．Arakelov 因子の線形同値類全体がなす群を
CH1Ar(X )で表す．
D,E ∈ DivAr(X ) に対して，Arakelov 交点数 (Arakelov intersection
number) (D,E)X を以下のように定義する．閉点 x ∈ X に対して，OX ,x の
剰余体を k(x)で表す．D,E が X 上の相異なる素因子であり，xにおける局
所方程式がそれぞれ f, g であるとき，
(D,E)x = lengthOX ,x(OX ,x/(f, g)) log#k(x)
と定義する．D,E ∈ Div(X ) が共通成分を持たないとき，これを線形に拡張
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して (D,E)x を定義する．B の閉点 sに対して，
(D,E)s =
∑
x
(D,E)x
と定める．ただし，xは X の sでのファイバー Xs 上の閉点をわたる．
σ ∈ K(C)とする．D,E ∈ Div(X )は共通成分を持たないとする．D また
は E が垂直的なとき，(D,E)σ = 0と定義する．D,E はともに水平的な素因
子であるとする．Xσ への制限をそれぞれ Dσ, Eσ とする．このとき，
Dσ =
d∑
i=1
(Pi), Eσ =
e∑
j=1
(Qj)
と表せる．そこで，
(D,E)σ = −
d∑
i=1
e∑
j=1
gµ(Pi, Qj)
と定義する．一般の場合はこれを線形に拡張する．
D,E ∈ Div(X )が共通成分を持たないとき，
(D,E)X =
∑
s
(D,E)s +
∑
σ∈K(C)
(D,E)σ
と定義する．ただし，s は B の閉点全体をわたる．Fσ との交点数は以下の
ように定義する．D が垂直的な因子のとき，(Fσ, D)X = (D,Fσ)X = 0 と
定義する．τ ∈ K(C) のとき，(Fσ, Fτ )X = 0 と定義する．D が水平的な
因子で，生成ファイバーでの次数が m のとき，(Fσ, D)X = (D,Fσ)X = m
と定義する．以上を線形に拡張することで，X 上に共通成分を持たない
D,E ∈ DivAr(X ) に対して (D,E)X が定義され，(D,E)X = (E,D)X が成
り立つ．D,D′ ∈ DivAr(X )が線形同値なとき，(D,E)X = (D′, E)X となる
ことが示される．よって，任意の D,E ∈ DivAr(X ) に対して (D,E)X が定
義される．Arakelov 交点数は通常の交点数と同様に，線形かつ対称である．
Arakelov 交点数についてより詳しくは [1], [12], [14] などを参照せよ．以下，
誤解のないときは (D,E)X を単に (D,E)と書く．
X の Hermite直線束 Lが許容直線束とは，各 σ ∈ K(C)に対して，Lσ =
L ×K,σ Cが Xσ の許容直線束であることをいう．X の許容直線束の同型類全
体を P̂ic(X )で表す．このとき，自然な同型 CH1Ar(X ) ∼= P̂ic(X )が存在する
[1, Proposition 2.2]．この同型によって，CH1Ar(X ) の元と P̂ic(X ) の元を同
一視し，後者の群演算も必要に応じて加法で書く．ωX/B を pに対する双対化
層 (dualizing sheaf) とする（定義は [13, Definition 6.4.18] 参照）．ωX/B に
µから定まる Hermite計量を入れることで許容直線束が得られる．
以下，Arakelov交点数の性質を述べる．
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命題 10.2.3. P : B → X を pの切断とする．D ∈ DivAr(X )に対して，対応
する許容直線束を OX (D)で表す．引き戻し P ∗OX (D)は B の Hermite直線
束であり，
(D,P ) = degP ∗OX (D).
定理 10.2.4 (随伴公式). P : B → X を pの切断とする．このとき，
(P, P + ωX/B) = 0.
以下の定理で用いられる行列式束について [16, 4.6節]に従って述べる．より
詳しくは [11]を参照せよ．Sを正則かつ整なNoetherスキーム，F を S上の連
接層とする．直線束 detF を次のように定義する．まず F がねじれ元を持た
ないとき，U を S の開部分スキームで，F|U が局所自由であるものとする．こ
のとき，i : U → Sを自然な開埋め込みとして，detF = i∗(
∧rankF|U F|U )と定
める．一般の場合，S(1)を Sの余次元 1の点全体，T をF のねじれ部分とする．
det T = OS(
∑
x∈S(1) lengthOS,x Tx{x})と定義し，detF = det(F/T )⊗det T
と定義する．pi : X → S を Noether スキームの全射な固有射として，L を
X 上の可逆層とする．このとき，pi の行列式束 (determinant bundle) を
detRpi∗L =
⊗
i≥0 det(R
ipi∗L)(−1)i で定義する．
Lを X 上の許容直線束とすると，行列式束 detRp∗Lに Faltings計量が定
まる．このとき以下の定理が成り立つ．
定理 10.2.5 (算術的 Riemann-Rochの定理，cf. [7, Theorem 3]). p : X → B
は半安定であるとする．Lを X 上の許容直線束とする．このとき，
deg detRp∗L = 1
2
(L,L − ωX/B) + deg det p∗ωX/B . (10.2)
注意 10.2.6. (10.2)は，[6, (4.4.9)]で述べられているものである．一方，講演
の際は算術的 Riemann-Rochの定理を次の形で述べた．
deg detRp∗L = 1
2
(L,L − ωX/B) + deg detRp∗OX . (10.3)
例えば，[14, (6.13.1)], [16, 定理 4.32] は（記号の違いを除いて）上の形で述
べられている．p : X → B が半安定なとき，(10.2) と (10.3) は同値である．
実際，(10.3) が成り立つとすると，L = ωX/B とすれば，deg detRp∗OX =
deg detRp∗ωX/B である．p は半安定だから，Grothendieck 双対の跡
写像 R1p∗ωX/B → OB は同型である ([5, Corollary 4.4.5])．ゆえに，
deg detRp∗ωX/B = deg det p∗ωX/B − deg detR1p∗ωX/B = deg det p∗ωX/B
が成り立つ．逆も同様に示される．
注意 10.2.7. 算術的 Riemann-Rochの定理は半安定とは限らない算術曲面に
も拡張されている．例えば，[12, Chapter V, Theorem 3.4]を参照せよ．
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定理 10.2.8 (算術的 Noether の公式，[7, Theorem 6], [15, The´ore`me 2.5]).
p : X → B は半安定であるとする．s ∈ Sf に対して，δs を X の s での幾
何学的ファイバーの特異点の個数とする．δ(Xσ) を Faltings [7] が定義した
Riemann面 Xσ の不変量とする．このとき，
12 deg detRp∗ωX/B = (ωX/B , ωX/B) +
∑
s∈Sf
δs log#k(s)
+
∑
σ∈K(C)
δ(Xσ)− 4g[K : Q] log 2pi.
注意 10.2.9. 斎藤 [18, Theorem 2]は，半安定とは限らない算術曲面に対する
算術的 Noetherの公式を与えた．ただし，δs, δ(Xσ)とは異なる不変量が用い
られている．
10.3 Galois表現の計算への応用
10.3.1 設定と主定理
[6]で与えられた Galois表現の計算では，ある多項式の係数を評価する必要
があった．まずどのような状況を考えているか復習する．詳しくは本報告集中
の [10]または [6, Chapter 8]を参照せよ．
ζr を 1 の原始 r 乗根とする．l > 5 を素数とし，Q 上のモジュラー曲線
X1(5l) を Xl で表す．Xl の種数を gl とすると，gl = (l − 2)2 である（[6,
Section 8.1] 参照）．Xl の Jacobi 多様体を Jl で表す．計算する Galois 表
現を ρ : Gal(Q/Q) → F として，ρ を実現する 2 次元 F ベクトル空間 V ⊂
Jl(Q)[l]を考える．ただし，Fは標数 l の有限体である（[6, Theorem 2.5.13,
Section 8.2]参照）．D0 はXl の尖点の線形結合として定義される，Xl,Q(ζl) 上
の次数 glの有効因子であり，任意の x ∈ V に対して，xがDx−D0の同値類で
あるような次数 gl の有効因子Dx がただ一つ存在する（[6, Propositions 8.1.7
and 8.2.2] 参照）．各 Dx を Dx = Dfinx +Dcuspx , Dfinx = Qx,1 + · · · + Qx,dx ,
Dcuspx = Qx,dx+1 + · · ·+Qx,gl と表し，Qx,1, . . . , Qx,dx は Xl の尖点でなく，
Qx,dx+1, . . . , Qx,gl は Xl の尖点とする．bl, x′l は Xl,Q 上の有理関数として定
義され，極はすべて Xl の尖点である．
整数 nを 0 ≤ n ≤ g2 · (#F)4 の範囲で選び，fl = bl + nx′l としたとき，fl
を集合 {Qx,i | x ∈ V, 1 ≤ i ≤ dx} に制限した写像が単射になるようにする．
各 x ∈ V に対して，Q係数多項式 PD0,fl,x を
PD0,fl,x(t) =
dx∏
i=1
(t− fl(Qx,i))
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で定義する．整数mを 0 ≤ m ≤ g · (#F)4 の範囲で選び，写像
aD0,fl,m : V → Q; x 7→ PD0,fl,x(m)
が単射であるようにする．最後に，多項式 PD0,fl,m を
PD0,fl,m =
∏
x∈V
(T − aD0,fl,m(x)) =
(#F)2∑
j=0
PjT
j (10.4)
で定義すると，これは Q(ζl)係数多項式である．本稿の目的は次の定理の証明
を解説することである．
定理 10.3.1 ([6, Theorem 11.7.6]). 整数 cが存在して，上のようなすべての l,
V , D0, fl, mと，(10.4)のすべての Pj に対して，
h(Pj) ≤ c · l14 · (#F)2.
10.3.2 証明の概略
定理 10.3.1は次の命題に帰着される．
命題 10.3.2 ([6, Proposition 11.7.1]). 整数 cが存在して，上のようなすべて
の l, x ∈ V , i ∈ {1, . . . , dx}に対して，
h(bl(Qx,i)) ≤ c · l12, h(x′l(Qx,i)) ≤ c · l12.
命題 10.3.2から定理 10.3.1を導く議論は省略するが，高さに関する不等式
から従う．また，次の補題から，命題 10.3.2は bl に対して示せば十分である．
補題 10.3.3 ([6, Corollary 11.5.4]). 実数 cが存在して，上のようなすべての
l, x ∈ V，i ∈ {1, . . . , dx}に対して，
h(x′l(Qx,i)) ≤ c+ 14h(bl(Qx,i)).
補題 10.3.3は楕円曲線上のWeil高さと Ne´ron-Tate高さの差の評価によっ
て得られる．このような差の評価は数多く知られているが，詳しくは [4]とそ
の中で挙げられている文献を参照されたい．[6]では Zimmer [20]による評価
を引用しているが，楕円曲線上の高さの定義は著者によって異なるので，まず
[20]における定義を説明する．
K を代数体，SをK の素点全体とする．Eを y2 = x3+Ax+B (A,B ∈ K)
で定義される楕円曲線とする．E の単位元を Oとする．P = (x, y) ∈ E(K) \
{O}に対して，
h(P ) =
1
[K : Q]
∑
v∈S
logmax{1, |x|v, |y|v}
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と定義する．ただし，h(O) = 0 とする．h(P ) を P の（絶対）Weil 高さ
((absolute) Weil height) または単純な高さ (naive height) という．これは，
E を P2 内の射影曲線と見なしたとき，P ∈ E(K) ⊂ P2(K)の絶対対数的高
さを h(P )と定義したことに相当する．また，
hˆ(P ) = lim
n→∞
h(2nP )
4n
と定義する．hˆ(P )を P の（絶対）Ne´ron-Tate高さ ((absolute) Ne´ron-Tate
height)または標準高さ (canonical height)という．絶対対数的高さの場合と
同様に，これらの高さは P ∈ E(K) となる代数体 K の取り方によらないの
で，E(K)上で定義されていると見なせる．
注意 10.3.4. Weil 高さや Ne´ron-Tate 高さには別の定義が用いられることも
多い．Weil高さは，P = (x, y) ∈ E(K) \ {O}に対して，
h′(P ) =
1
[K : Q]
∑
v∈S
logmax{1, |x|v}
とも定義される．また，Ne´ron-Tate高さは，この h′(P )を用いて，
hˆ′(P ) = lim
n→∞
h′(2nP )
4n
とも定義される．さらに，これらの高さの 1/2 倍を用いることもある．[20]
の定義との間には以下の関係がある．ある定数 c1, c2 が存在して，任意の
P ∈ E(K)に対して，
c1 ≤ h(P )− 3
2
h′(P ) ≤ c2, hˆ(P ) = 3
2
hˆ′(P )
が成り立つ．これは，[20]で定義されている高さ d(P )との比較を行うことで
示される．あるいは，hと hˆが直線束 OE(3O)に，h′ と hˆ′ が直線束 OE(2O)
に付随することに注意すると，高さの一般論 ([9, Theorems B.3.2 and B.5.1]
または [17, 定理 2.9，定理 2.29])からも従う．
Zimmerの評価は次の通りである．
定理 10.3.5 ([20, p. 40]). 上述の設定のもとで，任意の P ∈ E(K)に対して，
− 2−1(2−1h(1 : A3 : B2) + 7 log 2) ≤ h(P )− hˆ(P )
≤ 2−1h(1 : A3 : B2) + 6 log 2.
補題 10.3.3の証明. Q = Qx,i とおく．[6, Section 8.2]の構成から，有理関数
y′l があって，点 P = (x′l(Q), y′l(Q))は，楕円曲線
Ebl(Q) : y
2 + (bl(Q) + 1)xy + bl(Q)y = x
3 + bl(Q)x
2
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のねじれ点である．以下，b = bl(Q), u = x′l(Q), v = y′l(Q) と表す．定理
10.3.5を用いるために，次のように変数変換する．
v1 = v + ((b+ 1)u+ b)/2, u1 = u+ (b+ (b+ 1)
2/4)/3.
このとき，点 P ′ = (u1, v1)は楕円曲線 E′b : y2 = x3 + Ax+ B のねじれ点で
ある．ただし，A, B はそれぞれ bの Q係数 4次式，6次式である．よって，
ある実数 c1, c2 が存在して，
h(A) ≤ c1 + 4h(b), h(B) ≤ c2 + 6h(b).
ゆえに，ある実数 c3 が存在して，
h(1 : A3 : B2) ≤ c3 + 3 · 4h(b) + 2 · 6h(b) = c3 + 24h(b).
点 P ′ はねじれ点だから，hˆ(P ′) = 0 である（例えば，[19, Chapter VIII,
Theorem 9.3 (d)] を参照）．よって，定理 10.3.5 より，ある実数 c4 が存在
して，
h(P ′) ≤ c4 + 12h(b).
h(u1) ≤ h(u1 : v1 : 1) = h(P ′)に注意すると，ある実数 c5, c6 が存在して，
h(u) = h(u1 − (b+ (b+ 1)2/4)/3) ≤ c5 + h(u1) + 2h(b) ≤ c6 + 14h(b)
となり，補題の不等式が示された．
h(bl(Qx,i)) の評価は Arakelov 理論を用いて行われる．まず高さを
Arakelov交点数で評価する．
定理 10.3.6 ([6, Theorem 9.1.1]). x ∈ V , i ∈ {1, . . . , dx} とする．K を
Q(ζ5l)を含む代数体で，Qx,i が K 上定義されるものとする．X を Xl の OK
上の極小正則モデルとする．σ ∈ K(C)に対して，Xl,σ を Xl ×K,σ Cから定
まる Riemann面として，gσ を Xl,σ 上の Arakelov-Green関数とする．この
とき次が成り立つ．
h(bl(Qx,i)) ≤ 1
[K : Q]
(
(Qx,i, b
∗
l∞)X + l2
∑
σ∈K(C)
sup
Xl,σ
gσ
+
1
2
∑
σ∈K(C)
∫
Xl,σ
log(|bl|2 + 1)µXl,σ
)
+
1
2
log 2. (10.5)
証明. ∞ = (1 : 0) ∈ P1OK (OK)とする．1を OP1(∞)のトートロジー的切断
として，
‖1‖P1(x0 : x1) = |x1|
(|x0|2 + |x1|2)1/2
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とする（Fubini-Study計量）．P = (x0 : x1) ∈ P1OK (OK)に対して，
h′(P ) =
(P,∞)P1
[K : Q]
とおく．命題 10.2.3より，
h′(P ) =
1
[K : Q]
degP ∗OP1(∞)
=
1
[K : Q]
(∑
v∈Sf
logmax{|x0|v, |x1|v}
+
∑
σ∈K(C)
log
√
|σ(x0)|2 + |σ(x1)|2
)
.
z0, z1 ∈ Cに対して，|z0|2+ |z1|2 ≤ 2max{|z0|2, |z1|2}であり，両辺の対数を
取ると，log
√|z0|2 + |z1|2 ≤ logmax{|z0|, |z1|}+ (log 2)/2である．よって，
h′(P ) ≤ 1
[K : Q]
(∑
v∈S
logmax{|x0|v, |x1|v}+ [K : Q]
2
log 2
)
= h(P ) +
1
2
log 2.
b = bl, Q = Qx,i, X = Xl とおく．∞の P1OK での Zariski閉包を∞と表
す．このとき，
(b(Q),∞)P1 = deg b(Q)∗(OP1(∞), ‖ · ‖P1)
= degQ∗(OX (b∗∞), b∗‖ · ‖P1)
= (Q, b∗∞)X +
∑
σ∈K(C)
log
( ‖ · ‖X
b∗‖ · ‖P1 (Qσ)
)
.
[6, Proposition 9.1.5] より，b∗∞ は垂直的因子を含まない．よって，
(Q, b∗∞)X = (Q, b∗∞)X である．また，
log
( ‖ · ‖X
b∗‖ · ‖P1 (Qσ)
)
= log‖ · ‖X(Qσ)− log‖ · ‖P1(b(Qσ))
である．これを 1で評価すると，
log‖1‖X(Qσ)− log‖1‖P1(b(Qσ))
= gσ(b
∗∞, Qσ) + 1
2
log(|b(Q)|2 + 1)
≤ sup
Xσ
gσ · deg b+ 1
2
∫
Xσ
log(|b|2 + 1)µXσ .
ここで，[6, Proposition 9.1.4]を用いた．deg b = l2 − 1であるから，定理の
不等式が成り立つ．
10.3 Galois表現の計算への応用 165
不等式 (10.5)の第 2項と第 3項は以下の不等式で評価される．定理 10.3.7
と命題 10.3.8 ではモジュラー曲線を Riemann 面として扱い，µ を Arakelov
(1, 1)形式，gµ を Arakelov-Green関数とする．
定理 10.3.7 ([6, Theorem 11.3.1]). 実数 cが存在して，X1(pl)の種数が 1以
上となるすべての相異なる素数 p, l と，すべての相異なる点 a, b ∈ X1(pl)に
対して，
gµ(a, b) ≤ c · (pl)6.
定理 10.3.7は F. Merkl [6, Chapter 10]による Green関数の評価から従う
が，証明は省略する．
命題 10.3.8 ([6, Proposition 11.6.1]). 実数 A, B が存在して，すべての素数
l > 5に対して， ∫
X1(5l)
log(|bl|2 + 1)µ ≤ A+B · l6.
命題 10.3.8の証明も省略する．
不等式 (10.5)の第 1項 (Qx,i, b∗l∞)X を評価するために，P を Xl の尖点と
して，(Dx, P )X を評価する．必要なら K を取り替えて，Q(ζ5l) ⊂ K かつ
Qx,1, . . . , Qx,gl ∈ Xl(K) とする．B = Spec(OK) として，p : X → B を Xl
の極小正則モデルとする．このとき p は半安定であることに注意する．さら
に，必要ならK を拡大することで，pは分裂半安定 (split semistable)である
としてよい．
z ∈ Cg, τ ∈Mg(C), Im τ > 0とする．ϑ(z; τ)を Riemannのテータ関数と
して，
‖ϑ‖(z; τ) = (det Im τ)1/4 exp(−pi tIm z(Im τ)−1 Im z)|ϑ(z; τ)|
と定義する．‖ϑ‖(z; τ)は z に関して Zg + τZg を周期に持つので，Cg/(Zg +
τZg)上の関数と見なせる．
定理 10.3.9 ([6, Theorem 9.2.5]). 次の不等式が成り立つ．
(Dx, P )＋ log#R1p∗OX (Dx)
≤ −1
2
(D0, D0 − ωX/B) + 2g2l
∑
s∈Sf
δs log#k(s) +
∑
σ∈K(C)
log‖ϑ‖σ,sup
+
gl
2
[K : Q] log 2pi +
1
2
deg det p∗ωX/B + (D0, P ). (10.6)
ただし，‖ϑ‖σ,sup は Picg−1(Xσ)上での ‖ϑ‖(z; τσ)の上限である．
証明には Arakelov交点理論が用いられるが，これは次節で解説する．
不等式 (10.6)の右辺の各項の絶対値を評価すると，最大でも O(l10)である
ことが様々な計算によって示される（詳細は [6, Sections 11.1–11.6] 参照）．
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また，log#R1p∗OX (Dx) ≥ 0である．したがって，整数 c3 が存在して*1，す
べての l, xに対して，
1
[K : Q]
(Dx, P ) ≤ c3 · l10.
また，整数 c4 が存在して，すべての l, x, iに対して，
1
[K : Q]
(Qx,i, P ) ≥ c4 · l6
であることが [6, Theorems 11.4.1 and 11.4.2] から示される．ゆえに，整数
c5 が存在して，すべての l, x, iに対して，
1
[K : Q]
(Qx,i, P ) ≤ c5 · l10
である．deg b∗l∞ = O(l2)だから，整数 c6 が存在して，すべての l, x, iに対
して，
1
[K : Q]
(Qx,i, b
∗
l∞) ≤ c6 · l12
である．これと定理 10.3.7，命題 10.3.8より，命題 10.3.2が従う．
10.3.3 交点数の評価
本節では定理 10.3.9 の証明を [6, Section 9.2] に従って解説する．[6, Sec-
tion 9.2] と同様に一般的な状況で考える．K を代数体，OK を K の整数環，
B = Spec(OK)とする．p : X → B を，B 上の正則かつ分裂半安定な射影算
術曲面として，その生成ファイバーX → Spec(K)は幾何学的既約であり，種
数が g ≥ 1であるとする．DをX 上の次数 gの有効因子として，その X での
閉包もDと書くことにする．X の Jacobi多様体を J とする．x ∈ J(K)をね
じれ点として，x = [Dx −D]となるX の有効因子Dx がただ一つ存在すると
する．xに対応するX 上の直線束を Lxとすると，この条件は h0(Lx(D)) = 1
と言い換えられることに注意する．P : B → X を pの切断とする．このとき
P は X (B)の元である．
X 上の Q 係数垂直的因子 Φx,P を次の性質で定義する：p のファイバーの
すべての既約成分 C に対して，(Dx −D − Φx,P , C) = 0が成り立ち，P (B)
と Φx,P の台は交わらない．このような Φx,P はただ一つ定まる（例えば，[12,
Chapter III, Theorem 3.6]から従う）．
有限素点 s ∈ Sf は B の閉点に対応するので，この閉点も sで表す．s上の
pの幾何学的ファイバーの特異点の個数を δs で表す．
*1 c3 から始まるのは原著 [6]に合わせたためである．
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定理 10.3.10 ([6, Theorem 9.2.1]). OB 加群 R1p∗OX (Dx) は B 上のねじれ
加群であり，
(Dx, P ) + log#R
1p∗OX (Dx) + 1
8
(ωX/B , ωX/B) +
1
8
∑
s∈Sf
δs log#k(s)
= (D,P )− 1
2
(D +Φx,P , D +Φx,P − ωX/B) + 1
2
deg det p∗ωX/B
+
∑
σ∈K(C)
∫
Xσ
log‖ϑ‖(Dσx −Q) · µσ(Q) +
g
2
[K : Q] log 2pi. (10.7)
定理 10.3.10を示すために，次の二つの補題が必要であるが，証明は省略す
る．以下，因子や交点数は Q⊗Z P̂ic(X )で考える．
補題 10.3.11 ([6, Lemma 9.2.2]). 許容直線束OX (Dx−D)⊗ p∗P ∗OX (Dx−
D)∨ と OX (Φx,P )は数値的同値である．
補題 10.3.12 ([6, Lemma 9.2.3]). X を種数 g ≥ 1のコンパクト Riemann面
とする．D を種数 X 上の次数 g の有効因子で，h0(D) = 1を満たすものとす
る．このとき，コホモロジーの行列式 λ(OX(D))はH0(X,OX(D))と同一視
される．さらに，H0(X,OX(D))のトートロジー的切断 1の長さに対して次
の式が成り立つ．
log‖1‖+ δ(X)
8
+
∫
X
log‖ϑ‖(D −Q) · µX(Q) = 0.
定理 10.3.10の証明. まず R1p∗OX (Dx)は B 上のねじれ加群であることを示
す．OX (Dx) は連接層であり，p は射影的だから R1p∗OX (Dx) も連接層で
ある ([8, Chapter III, Theorem 8.8])．したがって，Γ(B,R1p∗OX (Dx)) ∼=
H1(X ,OX (Dx))は有限生成 OK 加群であり，これがねじれ加群であることを
示せばよい．そのためには，H1(X ,OX (Dx)) ⊗OK K ∼= H1(X,OX(Dx))が
{0} に等しいことを示せばよい (cf. [16, 命題 3.5 (1)])．Riemann-Roch の定
理より，h0(Dx)− h1(Dx) = degDx − g+ 1 = 1である．OX(Dx) ∼= Lx(D)
より，h0(Dx) = h0(Lx(D)) = 1であるから，h1(Dx) = 0である．
次に (10.7)を示す．随伴公式（定理 10.2.4）より，
(Dx −D,P ) = degP ∗OX (Dx −D).
補題 10.3.11より，OX (Dx)⊗ p∗P ∗OX (Dx −D)∨ と OX (D +Φx,P )は数値
的同値である．よって，算術的 Riemann-Rochの定理（定理 10.2.5）より，
deg detRp∗(OX (Dx)⊗ p∗P ∗OX (Dx −D)∨)
=
1
2
(D +Φx,P , D +Φx,P − ωX/B) + deg det p∗ωX/B .
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χ(OX(Dx)) = h0(Dx)− h1(Dx) = 1だから，[16, 命題 4.28 (2)]より，
deg detRp∗(OX (Dx)⊗ p∗P ∗OX (Dx −D)∨)
= deg(detRp∗OX (Dx)⊗ P ∗OX (Dx −D)∨)
= deg detRp∗OX (Dx)− degP ∗OX (Dx −D).
p∗(OX (Dx)は関数 1によって標準的に自明化されるから，算術的次数の定義
より，
deg detRp∗OX (Dx) = −
∑
σ∈K(C)
log‖1‖σ − log#R1p∗OX (Dx).
ただし，‖1‖σ は H0(Xσ,OXσ (Dx)) のトートロジー的切断 1 の長さである．
補題 10.3.12より，
deg detRp∗OX (Dx) =
∑
σ∈K(C)
∫
Xσ
log‖ϑ‖(Dσx −Q) · µσ(Q)
+
∑
σ∈K(C)
δ(Xσ)
8
− log#R1p∗OX (Dx).
以上の式を組み合わせると，
(Dx −D,P ) = −1
2
(D +Φx,P , D +Φx,P − ωX/B)− deg det p∗ωX/B
+
∑
σ∈K(C)
∫
Xσ
log‖ϑ‖(Dσx −Q) · µσ(Q)
+
∑
σ∈K(C)
δ(Xσ)
8
− log#R1p∗OX (Dx)
が成り立つ．算術的 Noetherの公式（定理 10.2.8）によって δ(Xσ)を消去す
ることで，(10.7)を得る．
定理 10.3.9の証明. [7, Theorems 5 and 7]より，(ωX/B , ωX/B) ≥ 0である．
よって，定理 10.3.10と次の補題 10.3.13より，定理の不等式が成り立つ．
補題 10.3.13 ([6, Lemma 9.2.6]). 次の不等式が成り立つ．
−1
2
(D+Φx,P , D+Φx,P−ωX/B) ≤ −1
2
(D,D−ωX/B)+2g2
∑
s∈Sf
δs log#k(s).
証明*2. Φ = Φx,P とおく．Φの定義より，(Dx−D−Φ,Φ) = 0である．よっ
て，(Φ,Φ) = (Dx −D,Φ)となるから，
−1
2
(D +Φ, D +Φ− ωX/B) = −1
2
(D,D − ωX/B) + 1
2
(Φ, ωX/B −D −Dx).
*2 以下の証明は [6, Lemma 9.2.6]の証明と基本的に同じであるが，グラフと電気回路に関す
る議論はより直接的なものに置き換えている．
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Φ =
∑
C Φ(C) · C と表す．B の閉点 s に対して，s における p のファイ
バーを Fs として，As = supC⊂Fs |Φ(C)| とおく．C を任意の垂直的素因子
とする．このとき，(ωX/B , C) ≥ 0 が成り立つ ([7, Theorem 5 and Proof
of Theorem 7 (a)]）．また，D, Dx は水平的な有効因子だから，(D,C) ≥ 0,
(Dx, C) ≥ 0である．よって，
1
2
(Φ, ωX/B −D −Dx) ≤ 1
2
(∑
s∈Sf
AsFs, ωX/B +D +Dx
)
.
D, Dxは次数 gの水平的な有効因子だから，(Fs, D) = (Fs, Dx) = g log#k(s)
である．また，(Fs, ωX/B) = (2g − 2) log#k(s) が成り立つ ([13, Proposi-
tion 9.1.35])．よって，
1
2
(Φ, ωX/B −D −Dx) ≤ 2g
∑
s∈Sf
As log#k(s).
ゆえに，As ≤ gδs を示せばよい．
以下，B の閉点 sを固定する．X の sでのファイバーを Fs とする．Fs の
既約成分全体を S0 = {C1, . . . , Cn} として，Fs 上の通常二重点全体を S1 と
する．必要なら番号を付け替えて，切断 P : B → X が交わる既約成分を Cn
としてよい．p : X → B は分裂半安定だから，特異点として k(s)上の通常二
重点のみを持つ．多重ファイバー上の点は通常二重点ではないから，pは多重
ファイバーを持たない．よって，因子として Fs =
∑n
i=1 Ci が成り立つ．ま
た，任意の j = 1, . . . , n に対して (Fs, Cj) =
∑n
i=1(Ci, Cj) = 0 である．Γs
を Fs の双対グラフ*3とする．すなわち，Γs は S0 を頂点集合，S1 を辺集合と
する多重無向グラフであり，辺 x ∈ S1 の端点は xを含む二つの既約成分であ
る．ただし，x が一つの既約成分にしか含まれない場合，x はループになる．
i ̸= j のとき，Ci と Cj を結ぶ辺の数は (Ci, Cj)/ log#k(s)であることに注意
する．n次正方行列 Lを L = (−(Ci, Cj)/ log#k(s))1≤i,j≤n で定義する*4．
いま，Γs を電気回路と見なす．各辺を抵抗値 1 の抵抗として，Cn を基準
にした Ci の電位を Vi とする．特に，Vn = 0である．各頂点 Ci に外部から
Ii の電流を流すとする．ただし，
∑n
i=1 Ii = 0とする．列ベクトル V と I を
V = (Vi), I = (Ii) で定める．このとき，Ohm の法則と Kirchhoff の法則か
ら，I = LV が成り立つ．
Φ の定義から，任意の i = 1, . . . , n に対して (Φ, Ci) = (Dx −D,Ci) であ
る．Φ =∑C Φ(C) · C だから，(Φ, Ci) =∑nj=1(Ci, Cj)Φ(Cj)である．よっ
*3 Fs の双対グラフには別の定義もある．ここで述べた定義は [13, Definition 10.3.17] にあ
り，ループを含めない定義が [13, Definition 10.1.48]にある．
*4 L は Γs からループを除いてできるグラフの Laplacian（または Laplace 行列）である．
グラフの Laplacianの定義は多くの教科書にあるが，多重グラフの場合は [2, Section 1.1]
を参照されたい．
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て，Γs に流す電流を Ii = (D −Dx, Ci)/ log#k(s) で定めれば，I = LV よ
り，Vi = Φ(Ci)が成り立つ．辺の数 #S1 = δs を固定したとき，|Φ(C)|が最
大になる場合は，Γs が道*5であり，DとDx のすべての成分がそれぞれ Γs の
始点と終点に対応する既約因子と交わる場合である．このとき，電位差の絶対
値の最大値は gδs である．よって，As = supC |Φ(C)| ≤ gδs が成り立つ．
注意 10.3.14. P. Bruinの学位論文 [3]において，本稿で述べた評価を含め，[6]
の結果の一般化が行われている．[3]の証明では Faltingsの δ 不変量を用いな
くなっており，算術的 Noetherの公式は不要になっている．
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Hilbert モジュラー形式の計算
高井 勇輝*1（理研 AIP/慶應義塾大学）
11.1 Introduction
本報告集において, モジュラー形式に関しては一変数のもの, つまり楕円モ
ジュラー形式に限定して計算理論などについて触れられてきた. 本稿では総実
化を意識した多変数拡張である Hilbert モジュラー形式の計算理論について概
説する.
簡単に Hilbert モジュラー形式の定義を復習する. F を総実体, [F : Q] = n,
v1, . . . , vn : F ↪→ R を埋め込みとする. GL2(F ) の部分群 GL+2 (F ) を
GL+2 (F ) := {x ∈ GL2(F ) | vi(detx) > 0 for all i}
と定義する. このとき, この vi を GL2(F ) ↪→ GL2(R) に拡張したものを用
いて,
GL+2 (F ) ↪→ GL+2 (R)n ↷ Hn
で, Hn に GL+2 (F ) は作用する. ここで, H = {z ∈ C | ℑ z > 0} は上半平面.
ZF を F の整数環, N を ZF の零でないイデアルとする. 今回は, 次の合同部
分群に限定して記述する：
Γ0(N) =
{
γ ∈ GL+2 (ZF )
∣∣∣∣ γ ≡ (∗ ∗0 ∗
)
mod N
}
.
k = (k1, . . . , kn) ∈ Zn≥0 とする. 正則関数 f : Hn → C がウエイト k, レ
ベル Γ0(N) の Hilbert モジュラー形式であるとは, 次の条件を満たすときを
いう：
*1 Partially supported by JSPS Grant-in-Aid for Young Scientists (B) (15K17518).
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1. 任意の γ ∈ Γ0(N) に対して, γi := vi(γ) とおくと,
f(γz) =
n∏
i=1
(
j(γi, zi)
(det γi)1/2
)ki
f(z)
2. F = Q のとき, カスプで正則.
Hilbert モジュラー形式がカスプ形式であるとは, 任意のカスプで零である
ときをいう. ウエイト k, レベル Γ0(N) の Hilbert モジュラー形式（resp.カ
スプ形式）のなす空間を Mk(N)（resp.Sk(N)）と書く.
数式処理システム Magma では Hilbert モジュラー形式に関して次元や
Sk(N) の基底などを計算するコマンドが実装されている. 具体的にどのような
コマンドが実装されているか, や実行例などは Magma の提供しているページ
https://magma.maths.usyd.edu.au/magma/handbook/hilbert_
modular_forms
を参照すると詳しく書かれている. また, Magma 自体の扱い方については,
[木原横] を参考にするとよい.
本稿では, Hilbert モジュラー形式に作用する Hecke 作用の計算に注目する.
Hecke 作用素は Hilbert モジュラー形式に対しても, 一変数モジュラー形式の
ときと同様に定義され, その同時固有形式は L-関数を介して総実体上のアーベ
ル多様体などと関連付くなど, 数論的にも重要な研究対象である. 実際, 後に紹
介する Dembe´le´ らによる definite method による Hecke 作用の計算の応用
として, Hilbert モジュラー形式に付随するアーベル多様体の構成に関する問
題で, Shimura 曲線を経由できないケース（例えば, [F : Q] が偶数でレベルが
square-full のとき）での evidence を与えることに成功している.
しかし, 具体的に Hecke 作用を計算するにしても, 楕円モジュラー形式に対
して有効だった方法を安直に拡張しようとしても, あまりうまくいかない. 例
えば, 一変数のモジュラー形式の計算で使われた, モジュラーシンボルを使う
方法の拡張を考えると, Hilbert モジュラー形式が定義される多様体, Hilbert
モジュラー多様体 X0(N) は n 次元多様体であり, そのコホモロジー上への
Hecke 作用の計算は容易ではない. ゆえに, この状況で通用する別のアイディ
アが必要になる.
本稿では実際に Magma での実装に使われている次の方法に的を絞る.
• Indefinite method (主に n が奇数) · · · Greenberg-Voight [GV11],
Voight [Voi10]
• Definite method (主に n が偶数) · · · Dembe´le´ [Dem05], [Dem07],
Dembe´le´-Donnelly [DD08]
11.2 四元数モジュラー形式, Jacquet-Langlands 対応 175
Hilbert モジュラー形式の計算理論に関しては, 他にも Okada [O+02],
Gannells-Yasaki [GY08], Socrates-Whitehouse [SW05] らによっても知られ
ていることに注意しておく. Dembe´le´, Donnelly, Greenberg, Voight の結果
を組み合わせることで次のことが示される：
定理 11.1.1 (Dembe´le´, Donnelly, Greenberg, Voight). k = (k1, . . . , kn) ∈
Zn≥2 の各 ki の偶奇は一致しているとする. このとき, Hilbert モジュラーカス
プ形式の空間 Sk(N)上の Hecke 作用を計算する, ある明示的なアルゴリズム
が存在する.
Theorem 1.1 におけるアイデアは共に Jacquet-Langlands 対応を使って,
低次元の多様体（0 次元, または 1次元）での計算に帰着することである. 次
節以降で, 四元数環上の乗法群に対するモジュラー形式（四元数モジュラー形
式, quaternionic modular form）の定義から始め, Jacquet-Langlands 対応を
介することでいかに計算可能な状況に帰着していくかについて解説する. 無駄
に記号が増えて, アイデアが伝わりづらくなることを避けるために, 本稿（特
に §.3）ではウエイトを parallel ウエイト (2, . . . , 2)で F の狭義類数が 1 と
して解説する. より詳しく知りたい方は, 一般の類数に対する計算手法や計算
例などを含めた解説 Dembe´le´-Voight [DV13] を参照されたい. また, 数論系
のデータベース LMFDB での Hilbert モジュラー形式に関するデータベース
化に関するプロジェクトも進行しており, Donnelly-Voight [DV16] で紹介さ
れている.
このような貴重な講演の機会を与えてくださったオーガナイザーの皆様,
及び議論にお付き合い下さいました講演者や参加者の皆様に深く感謝いたし
ます.
11.2 四元数モジュラー形式, Jacquet-Langlands 対応
簡単のため, ウエイト k が (2, . . . , 2) の仮定の下で, 四元数モジュラー形式
の定義とそれへの Hecke 作用の定義を行い, その特別な場合として Hilbert モ
ジュラー形式の定義が導出されることを総実代数体 F の狭義類数が 1 の場合
で確認する. また, 次節での計算理論のために必要な Jacquet-Langlands 対応
のステートメントも紹介する. より一般のウエイトに対する定義は Dembe´le´-
Voight [DV13] の §.7 を参照されたい.
四元数環について少し復習しておく. 四元数環についての, より詳しい内容
については [Vig], [Voi14] などが参考になる. 数体 F 上の四元数環 B とは,
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F 上の４次元中心的単純環のことである. これは, F -上のベクトル空間として,
B = F + Fi+ Fi+ Fij, i2, j2 ∈ F×, ij = −ji を満たす基底 {1, i, j, ij} で
表せることと同値である.
例 11.2.1. ・二次行列環：B = M2(F ).
・F 上の Hamilton 四元数環：B = HF = F +Fi+Fj+Fij, i2 = j2 = −1,
ij = −ji.
F 上の B が F の素点 v で分解する, または不分岐であるとは B ⊗F Fv ≃
M2(Fv) となることと定義する. ここで, Fv は F の v での完備化を表す. ま
た, B が v で分解しないとき, v で分岐するという. F 上の任意の四元数環
は有限個の素点でのみ分岐し, 分岐する素点の個数は偶数個である. B が分岐
する有限素点に対応する素イデアルの積で定義される square-free なイデアル
D = D(B) を B の判別式という. また, 任意の F の偶数個の素点に対して,
それらでのみ分岐する四元数環は同型を除いてただ一つ存在する.
以下, F は有限次総実体とし, n = [F : Q] とおく. v1, . . . , vn : F ↪→ R
を F の実埋め込みとし, 実素点と同一視する. F の整数環を ZF とおく. F
上の四元数環 B が v1, . . . , vr で split, vr+1, . . . , vn で分岐するとし, B の
判別式を D とおく. r = 0 のとき, 即ち, 任意の vi で分岐するとき, B は
totally definite といい, そうでないとき indefinite であるという. O0(1) ⊂ B
をある maximal order とし, 任意の有限素点 p で p ∤ D であるものに対し
て, 同型 O0(1) ⊗ ZFp ≃ M2(ZFp) を固定し, その固定した同型と自然な単射
O0(1) ↪→ O0(1)⊗ ZFp との合成を ip とおく. 判別式 D と互いに素なイデア
ル N ⊂ OF を に対して O = O0(N) ⊂ O0(1) を次で定義されるレベル N の
Eichler order とする：
O0(N) =
{
u ∈ O0(1)
∣∣∣∣ ip(u) ≡ (∗ ∗0 ∗
)
mod pordp(N) for all p | N
}
である. B×∞ = (B ⊗Q R)× ≃
∏n
i=1B ⊗F Fvi ≃ GL2(R)r × (H×R )n−r の部分
群 K∞ を
K∞ := (R×SO2(R))r × (H×R )n−r ⊂ B×∞ = (B ⊗Q R)×
とおく. ここで HR は R 上の Hamilton の四元数環を表す. B×∞ の (H±)r =
(C\R)r への作用を i = 1, . . . , r に対する各 vi 成分ごとの H± への一次分数
変換として定義すると, B×∞ の作用は free であり, K∞ が (
√−1, . . . ,√−1)
の stabilizer であることから, 次の同一視ができる：
B×∞/K∞ → (H±)r : g 7→ z = g(
√−1, . . . ,√−1).
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任意の Z-加群 M に対して M̂ =M ⊗Z Ẑ とおく. ここで, Ẑ =
∏
p : prime Zp
である. B×∞ × B̂× 上の関数 φ : B×∞ × B̂× → C へのK∞ × B̂× の右作用を
(φ|(κ, β̂))(g, α̂) :=
(
r∏
i=1
j(κj ,
√−1)2
detκi
)
φ(gκ−1, α̂β̂−1)
で定義する. ここで, vi(κ) = κi であり, κi =
(
ai bi
ci di
)
としたとき,
j(κi,
√−1) = ci
√−1+di である. 今は, κi ∈ K∞ なので, κi, κ′i ∈ R×SO2(R)
に対して j(κi,
√−1)j(κ′i,
√−1) = j(κiκ′i,
√−1) となることに注意.
定義 11.2.2. B に対するウエイト (2, . . . , 2), レベル N の四元数モジュラー形
式とは, 解析的な関数 φ : B×∞ × B̂× → C で, 任意の (g, α̂) ∈ B×∞ × B̂× に対
して次が成り立つもののことと定義する：
1. (φ|(κ, û))(g, α̂) = φ(g, α̂) for all (κ, û) ∈ K∞ × Ô×
2. φ(γg, γα̂) = φ(g, α̂) for all γ ∈ B×.
3.（F = Q, B = M2(Q) のとき）任意のカスプで正則.
B に対するウエイト (2, . . . , 2), レベル N の四元数モジュラー形式のな
す空間を MB2 (N) と書く. この定義を言い換えて, より古典的な形に近い
定義を導出する. φ ∈ MB2 (N) とする. (z, α̂Ô×) ∈ Hr × B̂×/Ô× に対し,
g(
√−1, . . . ,√−1) = z = (z1, . . . , zr) となる g ∈ B×∞ を一つ選ぶ. このとき,
関数 f : Hr × B̂×/Ô× → C を
f(z, α̂Ô×) =
(
r∏
i=1
j(gi,
√−1)2
det gi
)
φ(g, α̂)
で定義する. また, B×+ の元 γ の f への作用を
(f |γ)(z, α̂Ô×) =
(
r∏
i=1
det γi
j(γi, zi)2
)
f(γz, γα̂Ô×)
で定義すると, f |γ = f となる. ここで, γi = vi(γ) ∈ GL+2 (R). このとき,
φ ∈ MB2 (N) であることと f(z, α̂Ô×) が z について正則で, α̂Ô× に関して
locally constant であり, f |γ = f を満たすことが同値である. （B = M2(Q)
のときはカスプでの正則性も必要.）
注意 11.2.3. B× に対する志村多様体 XB0 (N) を次で定義する：
XB0 (N)(C) := B×\B×∞ × B̂×/K∞ × Ô× ≃ B×\((H±)r × B̂×/Ô×)
このとき, XB0 (N)(C) は r 次元の複素多様体になる.
B× の reduced norm による像 nrdB× は
nrdB× = F×(+) = {x ∈ F× | vi(x) > 0 for i = r + 1, . . . n} ⊂ F×+
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となる. ここで, B = F + Fi+ Fj + Fij （i2, j2 ∈ F×, ji = −ij）と表示さ
れるとき, x = a+ bi+ cj + dij ∈ B の reduced norm nrdx は
nrdx = a2 − b2i2 − c2j2 + d2i2j2 ∈ F
で定義される. よって,
B×+ = {x ∈ B× | nrd (x) : totally positive}
とおくと B×/B×+ ≃ (Z/2Z)r となることに注意すると,
XB0 (N)(C) ≃ B×\((H±)r × B̂×/Ô×) ≃ B×+ \(Hr × B̂×/Ô×)
となる.
次に Hecke 作用を定義する. p ⊂ ZF を素イデアルとする. p̂ ∈ ẐF を
p̂ẐF ∩ ZF = p となるものとし,
pi0 :=
(
1 0
0 p̂
)
∈ Ô×
と定義する. この pi0 に対して
Ô×pi0Ô× =
⊔
i
Ô×pii
と分解される. このとき, Hecke 作用 Tpf を
(Tpf)(z, α̂Ô×) :=
∑
i
f(z, α̂pi−1i Ô×)
で定義する. これは, 集合 Θ(p) を
Θ(p) := Ô×\{pi ∈ Ô | nrd (pi) = p̂}
としたときの
(Tpf)(z, α̂Ô×) =
∑
pi∈Θ(pi)
f(z, α̂pi−1Ô×)
とも言いかえられる.
四元数環 B が M2(F ) のときの四元数モジュラー形式が Hilbert モジュ
ラー形式のよく知られている定義と整合していることを, 狭義類数が 1 と仮定
して書き下し確認しておく.
B = M2(F ) のとき, B は任意の素点で分解している. 特に r = n である.
また, B が indefinite の場合, reduced norm により誘導される写像
nrd : B×+ \B̂×/Ô× → F×+ \F̂×/Ẑ×F ≃ Cl+(F )
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は全単射になる [Voi14, §.28.3]. また, 狭義類数（つまり Cl+(F ) の位数）が
1 と仮定していたことから, B×+ \B̂×/Ô× は自明になり,
B̂× = B×+Ô×
となる. よって, Shimura 多様体は,
XB0 (N)(C) = B
×
+ \(Hn × B̂×)/Ô× ≃ B×+ \(Hn × {1})/Ô× ≃ Γ\Hn
となり, 連結な n 次元複素多様体になる. この XB0 (N)(C) を Hilbert モジュ
ラー多様体という. ここで, Γ = Ô× ∩B×+ であり, 二つ目の同型は
B×+(z, 1)Ô× 7→ Γz
で与えられる. Hn× B̂×/Ô× 上の四元数モジュラー形式 f(z, α̂Ô×) に対して,
Hn 上の関数 f˜(z) を次で定義する：
f˜(z) := f(z, Ô×).
すると, γ ∈ Γ = Ô× ∩B×+ に対して
f˜(γz) = f(γz, Ô×)
=
(
n∏
i=1
j(γi, zi)
2
det γi
)(
n∏
i=1
det γi
j(γi, zi)2
)
f(γz, γγ−1Ô×)
=
(
n∏
i=1
j(γi, zi)
2
det γi
)
(f |γ)(z, γ−1Ô×)
=
(
n∏
i=1
j(γi, zi)
2
det γi
)
f(z, Ô×)
=
(
n∏
i=1
j(γi, zi)
2
det γi
)
f˜(z)
となり, 古典的な Hilbert モジュラー形式の定義に現れる保型性が確認でき
る. ここで, ３つ目の等式は f |γ の定義から, ４つ目の等式は γ ∈ B× により
f |γ = f であることと γ−1 ∈ Ô× により γ−1Ô× = Ô× であることによる.
また, この場合の Γ は
Γ =
{
γ ∈ GL+2 (ZF )
∣∣∣∣ γ ≡ (∗ ∗0 ∗
)
mod N
}
= Γ0(N)
であることもすぐにわかる. また, この場合, 素イデアル p ⊂ ZF に対して, 総
正な生成元 p を取ると, 集合 Θ(p) は集合
O×\{pi ∈ O+ | nrd (pi) = p}
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と同一視できる. ここで対応は次のように定まる：Ô×pi に対して Ôpi ∩B が,
左 O-イデアルであり, F の狭義類数が 1 で B が indefinite であることから,
任意の左 O-イデアルは principal になるので, ある pi ∈ O+ で Ôpi ∩B = Opi
と書けることにより, Ô×pi 7→ Opi とすることで定まる. ここで, I ⊂ B
今, O+ ⊂ M2(ZF ) であることを加味すると, Θ(p) は N(p) + 1 個の元{(
p 0
0 1
)
,
(
1 x
0 p
)
(x ∈ ZF /p)
}
で代表されることがわかり, これも古典的な Hecke 作用素の定義と整合して
いる.
B = M2(F ) のとき, 任意のカスプで零となる MB2 (N) の元のなす部
分空間を SB2 (N) とかく. B が indefinite で, かつ B ̸≃ M2(F ) のとき,
SB2 (N) = M
B
2 (N) と定義する. また, B が totally definite のとき, MB2 (N)
に含まれる定数関数のなす空間の, 自然に入る内積に関する直交補空間を
SB2 (N) とおく. これら SB2 (N) の元をウエイト (2, . . . , 2), レベル N のカス
プ形式という.
本稿で紹介する方法で重要な道具となる Jacquet-Langlands 対応について,
ステートメントを述べておく.
定理 11.2.4 (Jacquet-Langlands 対応 [JL70]). 次の Hecke 作用で同変な同型
が存在する：
S2(DN)
D-new ≃ SB2 (N).
ここで, D は B の判別式, S2(DN)D-new は空間 S2(DN) の D に関する new
part.
11.3 Hilbert モジュラー形式の計算理論
具体的な計算アルゴリズムについて説明する. 以下, ウエイトは (2, . . . , 2),
F の狭義類数は 1 と仮定する.
B = M2(F ) のとき, B× = GL2(F ) であることから, Hilbert モジュラー形
式は四元数環の乗法群に対応するモジュラー形式の一種であることは前節で確
認した. B を上手く取り, Jacquet-Langlands 対応を介することで, 計算およ
り簡単に行えるモジュラー形式に帰着することがカギである.
ここで, 四元数環の持つ制約「分岐する素点は偶数個」であることを思
いだすと, Jacquet-Langlands 対応を使って S2(N) を計算するためには,
n = [F : Q] が奇数の場合, 四元数環 B として, v2, · · · , vn でのみ分岐するも
のを, n = [F : Q] が偶数の場合, 四元数環 B として, 全ての実素点でのみ分
11.3 Hilbert モジュラー形式の計算理論 181
岐するものを取れば D = OF として
S2(N) ≃ SB2 (N)
となり, new part を取る必要がなくなる. こう取ることで, n = [F : Q] が奇数
のとき, 1次元多様体上の計算（Greenberg-Voight [GV11]）に n = [F : Q] が
偶数のとき, 0次元多様体上の計算（Dembe´le´ [Dem05], [Dem07]）に帰着され
る. 前者のケースで使われる Greenberg-Voight の手法を indefinite method,
後者のケースで使われる Dembe´le´ による方法を definite method と呼ぶ.
以下, ウエイトを parallel ウエイト 2, F の狭義類数を 1 と仮定して, §.3.1
で indefinite method, §.3.2 で definite method のアルゴリズムを具体的に解
説する. ここでは, 簡単のためにウエイトは parallel に 2 にしているが, parity
が同じウエイトであれば同様の手法で計算できることを注意しておく. また,
双方の方法ともそれぞれ Voight [Voi10], Dembe´le´-Donnelly [DD08] で一般
の類数に拡張されている.
注意 11.3.1. 主結果 Theorem 1.1 は indefinite method と definite method
各々が扱えない状況をカバーする形で得られている. また, 両方の手法で計算
することが可能な状況もあることにも注意しておく.
11.3.1 Indefinite method
Indefinite method について説明する. ここでポイントとなることは r = 1
の場合は Γ の計算理論がかなり進展していることである. そのため, モジュ
ラー形式の計算を Γ の群コホモロジーの計算に帰着することで, 実行可能なア
ルゴリズムを構成できる.
[F : Q]が奇数で, F の狭義類数が 1と仮定する. B が v1 で split, v2, . . . , vn
で ramified のとき, Γ = B×+ ∩ Ô× = O×+ とおくと
XB0 (N)(C) = B×\H± × B̂×/Ô× ≃ Γ\H
となり Riemann 面となる. 更に, 今は Γ が放物元を持たないため, カスプは存
在せず XB0 (N) はコンパクトになる. このコンパクト Riemann 面を Shimura
曲線という. このとき, 四元数モジュラー形式は
SB2 (N) = {f : H → C : holomorphic, f |γ = f for all γ ∈ O×+}
となる. 次の埋め込みを考える：
SB2 (N) ↪→ H1(Γ,C) : γ 7→
[∫ τ
γ−1τ
f(z)dz
]
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ここで, H1(Γ,C) は Γ の群コホモロジー（Γ は C に自明に作用）であり,
τ ∈ H の choice は class としては依存しないことに注意. 群コホモロジー
H1(Γ,C) は,
Z1(Γ,C) = {h : Γ→ C | h(γγ′) = h(γ)γ′ + h(γ′)}
B1(Γ,C) = {hm : Γ→ C : γ 7→ γm−m | m ∈ C}
に対して
H1(Γ,C) = Z1(Γ,C)/ B1(Γ,C)
で定義されていた. 今は parallel ウエイト 2 なので, Γ の C への作用は自明.
よって結局,
Z1(Γ,C) = Hom(Γ,C), B1(Γ,C) = {0}
より,
H1(Γ,C) = Hom(Γ,C)
となる. H1(Γ,C) 上に C-共役 W∞ を次で定義：µ ∈ O× で v1(nrd (µ)) < 0
となるものが存在する. このとき, µΓµ−1 ⊂ Γ であり µ2 ∈ Γ である. この µ
を使って W∞ を
(f |W∞)(γ) = f(µγµ−1)
と定義する. すると W∞ は µ のとり方に依らない involution になる. この
W∞ でのプラスパートを H1(Γ,C)+ とおくと, 同型
SB2 (N) ≃ H1(Γ,C)+ ⊂ Hom(Γ,C)
が得られる. H1(Γ,C) 側の Hecke 作用を見るために, OF の素イデアル p に
対して,
Θ(p) = O×+\{x ∈ O+ | nrd (x) = p}
の完全代表系を {x1, . . . , xs} とおく. この代表系を計算するアルゴリズムに
ついては [GV11, Prop. 5.7], [KV10, S.4] を参照. 元 γ ∈ Γ に対して,
xiγ = δixγ∗(i)
を満たす δi ∈ Γ, γ∗(i) ∈ {1, . . . , s} を考える. このとき, f ∈ H1(Γ,C)+ ⊂
Hom(Γ,C) への Hecke 作用 Tpf を次で定義する：
(Tpf)(γ) =
s∑
i=1
f(δi).
すると, 上の同型 S2(N) ≃ H1(Γ,C)+ は Hecke 作用で同変になる.
ここで, 前述のように次のことがポイントになる：Shimura 曲線 Γ\H の基
本領域を計算することで, Γ の生成元の極小な集合とそれらの満たす関係の集
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合, 更に, 語問題の解（solution of word problem）を与えるアルゴリズムが
Voight [Voi09] により知られている. ここで, 語問題の解を与えるアルゴリズ
ムとは, 与えられた２つの元 x, y ∈ Γ が一致しているか否かを判定するアルゴ
リズムのことである. これにより, 上記の δi などを Γ の生成元で表すことが
可能になる.
Γ の生成元 {γ1, . . . , γs} が生成する自由群を G = 〈γ1, . . . , γs〉, 関係のなす
集合を R とする. 考えている設定では R は有限になる. このとき, 上記の群
コホモロジー H1(Γ,C) は
{f ∈ Hom(G,C) | f(r) = 0 for all r ∈ R}
となる. 特に, H1(Γ,C) の元は生成元での値で決まり, その空間の基底は
f(r) = 0 (r ∈ R) から導かれる関係式から線形代数的に計算できる. その基
底を {f1, . . . , fm} とおく. W∞ を計算し, それによる不変な元を探すことで
H1(Γ,C)+ の基底 {f+1 , . . . , f+l } を計算する. そこへの Tpf+i の計算をするこ
とで, Tp の基底 {f+1 , . . . , f+l } に対する行列表示が得られる：
Tpf
+
i (γj) =
l∑
k=1
f+i (δjk) = cij
と cij ∈ Z をおくと,
Tpf
+
i =
l∑
j=1
cijf
+
j =
(
f+1 · · · f+l
)ci1...
cil

となるので, (cij)i,j が Hecke 作用を表す行列となる. 具体的に cij を計算す
るためには, δjk に各生成元 γi が何度出現するか, を計算できればよい. 具体
的には, xi と γj に対して, まず γ∗(i) を計算し（cf. [GV11, Alg. 5.8]）, そ
の上で, xiγx−1γ∗(i) に対して語問題の解を与えるアルゴリズムを適用して生成
元の積で表すことで計算することで可能になる.
11.3.2 Definite method
Definite method について, 概要を説明する. この場合は, totally definite な
四元数環を採用することで, 有限集合上の関数の計算に帰着することができる.
[F : Q] を偶数とし, F の狭義類数が 1 と仮定する. 四元数環 B として,
v1, . . . , vn でのみ分岐するものを取る. このとき, B×∞ = K∞ となるため
XB0 (N)(C) ≃ B×\B̂×/Ô×
となる. この XB0 (N)(C) は 0次元 Shimura 多様体や Hida set などと呼ばれ
る. この XB0 (N) は可逆右 O-イデアル類のなす集合と B×α̂Ô× 7→ [αÔ ∩ B]
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で一対一に対応し, 有限集合であることが知られている. ここで, 可逆右 O-イ
デアル I, I ′ が同値であること, 即ち, [I] = [I ′] であることを, ある x ∈ B×
が存在して I ′ = xI と書けることと定義する. このとき, 四元数モジュラー形
式は,
MB2 (N) = {f : B×\B̂×/Ô× → C}
となる. 今, B×\B̂×/Ô× 上定数関数であるものも MB2 (N) には存在する. こ
れらのなす部分空間を EB2 (N) とおく. MB2 (N) に自然に入る内積による直交
補空間 EB2 (N)⊥ を SB2 (N) とおきカスプ形式の空間と呼ぶ.
両側剰余群 B× \ B̂×/Ô× の完全代表系を S = {α̂1, . . . , α̂m} とおくと,
MB2 (N) の元は S での値で決まる. MB2 (N) の基底を
fi(α̂i) =
{
1 if i = j,
0 otherwise
で定義する. F の素イデアル p に対する Hecke 作用素 Tp は次のものだった：
Θ(p) = Ô×\{pi ∈ Ô | nrd (pi)ẐF ∩ ZF = p}
とおいたとき,
(f |Tp)(α̂) =
∑
pi∈Θ(p)
f(α̂pi−1).
この Θ(p) の部分集合 Θ(p)i,j を
Θ(p)i,j = {Ô×pi ∈ Θ(p) | α̂ipi−1 = bpiα̂j ûpi for some bpi ∈ B×, ûpi ∈ Ô×}
とおくと, Hecke 作用を簡単に書き直すことができて,
(f |Tp)(α̂i) =
∑
pi∈Θ(p)
f(α̂ipi
−1) =
m∑
j=1
∑
pi∈Θ(p)i,j
f(bpiα̂j ûpi) =
m∑
j=1
f(α̂j)#Θ(p)i,j
となる. この係数を成分にもつ行列
Bp := (bij)i,j = (#Θ(p)i,j)i,j ∈Mm(Z)
を p での Brandt 行列という. これは, 基底 {f1, . . . , fm} に関する Hecke 作
用の行列表示を与えている.
この Brandt 行列を計算するアルゴリズムについて説明する. 今, B× \
B̂×/Ô× は可逆右 O イデアル類のなす集合と同一視できるのだった. そこ
で Θ(p)i,j に渡る和を取ることをイデアルを用いて書き直してみる. J =
α̂ipi
−1Ô ∩B, Ik = α̂kÔ ∩B とおくことで,
Θ(p)′i,j = {J : invertible right O-ideal, J ⊃ Ii,nrd(J) = nrd(Ii)p−1, [J ] = [Ij ]}
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に渡る和を取ることと同値になる. ちなみに, このとき {I1, . . . , Im} は可逆右
O-イデアル類のなす集合の完全代表系を与える. この代表系を計算するアルゴ
リズムについては [KV10, §.7] を参照. 更に計算しやすくするために, 元を用
いて書き換えてみる. [J ] = [Ij ] であることから, ある x ∈ B× で, xJ = Ij
となる. よって, x ∈ IjJ−1 ⊂ IjI−1i となる. また, このとき, xJ = Ij と
nrd (J) = nrd (Ii)p
−1 から,
nrd (x)ZF = p
nrd Ij
nrd Ii
となる. さらに, h+F = 1 であることから, 現れる ZF のイデアルの総正な生成
元を p = (p), nrd Ik = (qk)とおくと,
nrd (x) = p
qj
qi
となる. これらを満たす x ∈ B× は, Oi = {x ∈ B | xIi ⊂ Ii} とおいたとき,
x−1Oi = JIi であることと, nrd (x) が固定されていることから,
(O×i )1 = {y ∈ O×i | nrd (y) = 1}
による倍数を除いて決まる. よって結局, Θ(p)i,j に渡る和を取ることは
Θ′′(p)i,j = (O×i )1\{x ∈ IjI−1i | nrdx = p
qj
qi
}
に渡る和を取ることと同じことになる. よって, Brandt 行列の (i, j) 成分は,
#Θ′′(p)i,j = #{x ∈ IjI−1i | nrdx = p
qj
qi
}/#(O×i )1
を計算することに帰着される. 今, B ↪→ B ⊗ R ≃ HnR ≃ R4n により,
IjI
−1
i ≃ Z4n を Z-格子と捉えることで, 格子点の個数をカウントする問題に帰
着された. また, B が totally definiteであることにより, TrF/Q◦nrd : B → R
は正定値二次形式になる. よって, 格子点 x ∈ IjI−1i として Tr F/Q ◦ nrd x =
Tr F/Q(pqj/qi) を満たす x のみをカウントすればよいのだが, それを満たす
x は正定値性から有限個しかない. よって, 計算は有限時間で終わることがわ
かる.
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12．
重さ 1の楕円尖点形式に伴う
Artin表現
小澤 友美（東北大学/Universite´ Paris 13）
12.1 はじめに
12.1.1 本稿の位置付け
本稿は第 25回整数論サマースクール 2017における講演「重さ 1 の楕円尖
点形式に伴う Artin表現」の内容をまとめたものである．サマースクールでは
時間の都合により割愛せざるを得なかった事柄について詳細な解説を加えた．
重さ 1 の楕円尖点形式に伴う Artin表現は Deligne-Serre [4]によって構成
された．本稿では [4]の概説 [13] J. -P. Serre, “Modular forms of weight one
and Galois representations”に沿って説明し，必要に応じて [4]も参照する．
12.1.2 本稿の大まかな内容
本稿は 6節の本文と 1節の付録からなる．
前半部 ([13] Part I §1, §2, §3.1, §3.2, §4に相当する部分)
第 12.2節で有理数体の絶対 Galois群の 2次元 Artin表現に関する基本事項
を述べる．第 12.3節では楕円モジュラー形式に伴う L-関数とその関数等式，
Hecke固有値の性質を振り返る．第 12.4節では，本稿の主定理 (重さ 1 の新
形式に伴う 2 次元 Artin表現の存在)及びその逆に相当する定理の主張を述べ
る．第 12.5節では主定理の証明を概説する．特に，(1) Galois表現の構成を重
さ 2 以上の場合に帰着させる方法 (第 12.5.1節), (2)重さ 1 の場合に Galois
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表現の像が有限になる理由 (第 12.5.2節，第 12.5.3節)の二つを重点的に解説
する．
後半部 ([13] Part I §3.3, Part II §7に相当する部分)
第 12.6節では，2次元 Artin表現から得られる射影線形表現の像について考
察する．特に，重さ 1 の新形式に伴う Artin表現が，その射影表現の像に応じ
て「二面体型」「例外型」のいずれかに分類されることを述べる．第 12.7節で
は二面体型の Artin表現についてさらに詳しく考察する．具体的には，Artin
表現に対応する 2次体，表現を誘導する指標の性質について述べる．
付録：法 l 表現の標数 0 への持ち上げについて
第 12.5.4節で認めた，法 l 表現の持ち上げについて証明を与える．
12.1.3 記法と慣習
記法と慣習については基本的に [13]のそれらを踏襲する．有理数体 Q の代
数閉包 Q を一つ固定し，G = Gal(Q/Q) でその絶対 Galois群を表す．本稿
を通じて，G の線形表現は全て連続であるとする．c ∈ G を複素共役とする．
Artin により，G の位数 2 の元は共役を除いて一意に定まることが示されて
いる．このような c を一つ選ぶことは，体の埋め込み Q ↪→ C を一つ選ぶこ
とに相当する．c の位数は 2 である．
12.2 2 次元 Artin表現
一般に Artin表現とは，代数体の絶対 Galois群の連続な有限次元複素線形
表現のことを指す．ρ : G→ GLn(C) を n 次元 Artin表現，V を ρ の表現空
間とする，ρ が連続なので ρ の核 ker(ρ) は G の開部分群で，従って ρ の像
は有限群である．ρ の行列式 det(ρ) とは群準同型 G ∋ σ 7→ det(ρ(σ)) ∈ C×
のことである．det(ρ(c)) = −1 のとき ρ は奇，det(ρ(c)) = 1 のとき ρ は
偶であるという．ρ が奇 (resp. 偶)であることと，det(ρ) を類体論を経由して
Dirichlet指標とみなしたときに奇指標 (resp. 偶指標)であることが同値．
次に ρ の Artin 導手を定義する．詳細は [15, Chap. VI, §2] を参照された
い．ρ の核に対応する Q の有限次 Galois 拡大を F , F/Q の Galois 群を G′
とする．ρ を G′ の表現とみなす．素数 p に対し，p での分解群 Dp ⊂ G′ を一
つ固定する．整数 i ≥ −1 に対し，Dp,i で Dp の i 次下付き分岐群を表す*1．
特に Dp,−1 = Dp が p での分解群，Dp,0 が p での惰性群に一致し，ある整数
*1 下付き分岐群の定義については，例えば [15, Chap. IV §1]を参照されたい．
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i0 が存在して任意の i ≥ i0 に対し Dp,i = {1} となる．dp,i を Dp,i の位数，
V Dp,i を ρ(Dp,i) の作用で固定される V の部分空間とし，
np(ρ) =
∞∑
i=0
dp,i
dp,0
codim(V Dp,i)
とおく．Artinの定理 [15, p. 99 Theorem 1’]により，np(ρ) は非負整数であ
る．また，np(ρ) は分解群 Dp の取り方によらない．ρ が p で不分岐であるこ
とと np(ρ) = 0 であることが同値である．ρ の像が有限群なので，ほとんどす
べての p について np(ρ) = 0 となる．
定義 12.2.1. ρ のArtin導手 N(ρ) を N(ρ) =∏p: 素数 pnp(ρ) で定める．
次に，ρ に伴うArtin L-関数 L(s, ρ) を以下のように定める：
L(s, ρ) =
∏
p: 素数
det(1− p−sρ(Frobp);V Dp,0)−1.
ただし，Frobp は p での数論的 Frobenius元．右辺の無限積は Re(s) > 1 の
範囲で絶対収束する．また，右辺は ρ の同型類のみに依る．ρ が完全可約なの
で，結局右辺は ρ の指標 χ = Tr(ρ) のみに依存する*2．従って ρ の Artin L-
関数を L(s,Tr(ρ)) と書いて差し支えない．この記法のもとで以下が成立 ([9,
p. 9 Theorem]. Theoremの記法については [9, p .6]参照):
1. (加法性) ρ1, ρ2 を G の Artin表現とすると
L(s,Tr(ρ1) + Tr(ρ2)) = L(s,Tr(ρ1))L(s,Tr(ρ2)).
2. (持ち上げ) H を G の正規開部分群，ρ を G/H の有限次元線型表現，
ρ′ を自然な全射 G→ G/H と ρ を合成して得られる G の Artin表現
とする．このとき
L(s,Tr(ρ′)) = L(s,Tr(ρ)).
3. (誘導表現) H を G の開部分群，σ を H の有限次元線型表現とする．
ρ = IndGH(σ) を σ が誘導する G の表現とすると
L(s,Tr(IndGHσ)) = L(s,Tr(σ)).
以下では G のArtin表現 ρ が 2 次元で奇であると仮定する．拡張された
Artin L-関数を定義する．Γ(s) を Γ 関数として
Λ(s, ρ) = N(ρ)s/2(2pi)−sΓ(s)L(s, ρ)
*2 logL(s, ρ) を Tr(ρ) を用いて表した式が [9, p. 11]にある．
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とおく*3．Λ(s, ρ) は全複素平面の有理型関数に解析接続され，ρ¯ を ρ の反傾
表現とすると以下の関数等式を満たす：
Λ(1− s, ρ) =W (ρ)Λ(s, ρ¯). (12.1)
ここで W (ρ) は絶対値が 1 の複素数 (Artin root number)である．これらの
性質は，Brauerの誘導定理 [3]を用いて証明された*4([9, p. 14 Theorem]と
その証明を参照)．特に，Artin L-関数の解析接続と関数等式は，モジュラー
形式に伴う L-関数のそれらとは独立に証明された．
予想 12.2.2 (Artin予想). Λ(s, ρ) は s = 0, 1 を除いて正則である．
注意 12.2.3. Artin 自身が [1] で予想した主張は「ρ が G の自明な表現を含
まなければ Λ(s, ρ) は s の正則関数」と思われる．[4, §4 (c)]でもこの主張を
Artin 予想としている．予想 12.2.2 では [13, §1] にある主張をそのまま述べ
た．ρ が自明な表現を含む場合 Λ(s, ρ) は極を持つ．例えば自明な 1 次元表現
に対応する Artin L-関数は Riemann zeta関数で，s = 1 で 1 位の極を持つ．
注意 12.2.4. 今日では Serre 予想の解決 [6] に伴い，任意の奇な既約 2 次元
Artin表現 ρ : G = Gal(Q/Q)→ GL2(C) は重さ 1 の新形式に対応し，従っ
てその Artin L-関数は全複素平面で正則であることが示されている．
以下では，ρ に関する次の要請 (A)を考える：
要請 12.2.5 (A). 正の整数 M が存在して，導手 が M と素である 任意の G
の 1 次元表現 χ に対し，Λ(s, ρ⊗ χ) が s = 0, 1 を除いて正則である．
12.3 楕円モジュラー形式
Γ = SL2(Z) と書く．k,N ≥ 1 を整数，ε を法 N の Dirichlet指標とする．
重さ k,レベル Γ0(N),指標 εの正則モジュラー形式のなす複素ベクトル空間を
M(Γ0(N), k, ε) で表す．すなわち Mk(Γ0(N), k, ε) の元 f は，上半平面で定
義される正則関数で，任意の γ = ( a bc d ) ∈ Γ0(N) に対し f |kγ = ε(d)f を満た
し，全ての尖点で正則である．M(Γ0(N), k, ε) の尖点形式からなる部分空間を
S(Γ0(N), k, ε) で表す．ε(−1) = −(−1)k ならば M(Γ0(N), k, ε) = {0} とな
るので，ε(−1) = (−1)k を常に仮定する．q = e2piiz とし，f ∈M(Γ0(N), k, ε)
の q-展開を f(z) =∑∞n=0 anqn と書く．
*3 一般に，G の Artin表現 ρ の Γ-因子は ρ の次元と偶奇に依存する．ここで紹介した Γ-因
子 N(ρ)s/2(2pi)−sΓ(s) はあくまで ρ の次元が 2 で奇な場合の因子である．一般の Artin
表現の Γ-因子の定義は [9, Part I §4 (ii), pp. 11–14]を参照されたい．
*4 より詳しく，Brauer の誘導定理と Artin L-関数の性質 (1)–(3) により，Artin L-関数
は有限個の Hecke L-関数の積の比で表される．従ってこれらの Artin L-関数の性質は，
Hecke L-関数の有理型関数への解析接続と関数等式，root numberの性質に帰着される．
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以下では，モジュラー形式として主に新形式を考える*5．a1 = 1 を満たす
新形式のことを，正規化された新形式という．
定義 12.3.1. f ∈ M(Γ0(N), k, ε), f(z) =
∑∞
n=0 anq
n に伴う L-関数を以下
で定める：
Lf (s) =
∞∑
n=1
ann
−s.
Lf (s) は Re(s) が十分大きな範囲で収束し，f が Hecke 固有形式ならば
Euler 積を持つ．Λf (s) = Ns/2(2pi)−sΓ(s)Lf (s) とおくと，Λf (s) は全複素
平面の有理型関数に解析接続され，関数等式
Λf (k − s) = ikΛf ′(s) (12.2)
を満たす．ここで f ′ = f |kW , W = ( 0 −1N 0 ) である．特に Λf (s) は s = 0, k
で高々 1 位の極を持つ．f が a0 = 0 を満たす場合 Λf (s) は正則である．
特に f が S(Γ0(N), k, ε) の正規化された新形式ならば，f は Euler積
Lf (s) =
∏
p∤N
(1− app−s + ε(p)pk−1−2s)−1
∏
p|N
(1− app−s)−1 (12.3)
を持ち，Λf (s) は全複素平面の正則関数に解析接続される．さらに複素数 z の
複素共役を z¯ として f¯(z) = f(−z¯) と定めると，f¯ は S(Γ0(N), k, ε¯) の新形
式で，f |kW = cf¯ となる定数 c ∈ C が存在する．従って関数等式 (12.2)は
Λf (k − s) = cikΛf¯ (s) (12.4)
と書き直される．これらの L-関数の性質を最初に示したのは Hecke である
(一般には [8]). k = 1 の場合の関数等式 (12.4) と，Artin L-関数の関数等式
(12.1)とを比較されたい．
重さ k が 2 以上の場合，S(Γ0(N), k, ε) の Hecke固有値はある一つの代数
体の整数環に全て含まれるが ([16, Theorem 3.52]), 重さ 1 の場合も同様であ
る．証明は [13, §2.5]を参照されたい*6．
12.4 主定理
前節で新形式 f に伴う L-関数の性質を観察したが，それらの性質は，
Dirichlet指標で Lf (s) を捻って得られる L-関数に伝播する．では，捻りに関
*5 新形式については [13, §2.3] に簡潔な説明がある．詳細は [8] や [10, §4.6] を参照され
たい．新形式に注目する理由は，S(Γ0(N), k, ε) の任意の元が有限線形和
∑
i fi(diz)
(Ni | N , diNi | N , ε は法 Ni で定義され，fi は S(Γ0(Ni), k, ε) に属する新形式)とし
て一意的に表されるからである．
*6 S(Γ0(N), 1, ε) を重さ 2 以上の尖点形式の空間に埋め込んで，k ≥ 2 の場合に帰着する．
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してそのような良い振る舞いをする Artin L-関数，すなわち要請 12.2.5を満
たす Artin L-関数は，重さ 1 の新形式の L-関数に対応するだろうか．その問
いに答えるのがいわゆる “Weilの逆定理”である：
定理 12.4.1 (Weil-Langlands [20], [21], [5]). ρ を G の既約で奇な 2 次元
Artin表現，N を ρ の Artin導手，ε を ρ の行列式とする．ρ が要請 (A)を
満たすと仮定する．L(s, ρ) =∑∞n=1 ann−s と書くと，f(z) =∑∞n=1 anqn は
S(Γ0(N), 1, ε) の正規化された新形式である．
本稿の主定理はこの定理の逆向きに相当する：
定理 12.4.2 (Deligne-Serre [4] The´ore`me 4.1). f を S(Γ0(N), 1, ε) の正規化
された新形式とする．このとき，G の既約な 2 次元 Artin表現 ρ で
Lf (s) = L(s, ρ)
なるものが存在する．さらに ρ の Artin導手は N , 行列式は ε である．
これら二つの定理により，以下の二つの集合の間の全単射が得られた：
{f | 正規化された重さ 1 の新形式 }
定理 12.4.1 ↑ ↓ 定理 12.4.2
{ρ : G→ GL2(C) | 既約，奇で要請 12.2.5を満たす Artin表現 } / ∼= (同型)
特に Artin予想が正しければ，要請 12.2.5が自明に成り立つので，任意の G
の奇な既約 2 次元 Artin表現が重さ 1 の新形式に対応する．
12.5 主定理 12.4.2の証明
f を S(Γ0(N), 1, ε) の正規化された新形式とする．第 12.3節の終わりで述
べた通り，f の Hecke体 Q({an;n ≥ 1}) は代数体で，an は代数的整数であ
る．したがって，有限次 Galois拡大 E/Q を，その整数環 OE にすべての an
が含まれるように取れる．素数 l に対し，l を含む OE の素イデアル pl を一
つ取り，kl = OE/pl を pl での剰余体とする．
12.5.1 モジュラー形式に伴う法 l 表現の存在
まず l を素数として，Nl の外不分岐な半単純連続表現 ρl : G → GL2(kl)
で，任意の素数 p ∤ Nl に対し
det(1− ρl(Frobp)T ) = 1− apT + ε(p)T 2 mod pl
を満たすものを構成する．以下の手順で，重さ 2 以上の場合の l-進表現の存
在に帰着する：
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手順 1
m ≡ 0 mod (l − 1) なる偶数 m ≥ 4 を取り，M(Γ,m, 1) に属する唯一の
Eisenstein級数
Em(z) = 1− bm
2m
∞∑
n=1
σm−1(n)qn (σm−1(n) =
∑
0<d|n
dm−1)
を考える．ただし bm は m 番目の Bernoulli数である．Clausen-von Staudt
の定理 [19, Theorem 5.10]により，Em の Fourier係数を l-進整数とみなすこ
とができ，さらに Em ≡ 1 mod l となる．従って fEm ≡ f mod pl となり，
法 pl で f と合同な重さ 2 以上の尖点形式 fEm が得られた．
手順 2
fEm は法 pl で Hecke固有形式だが，標数 0 ではそうでないので，fEm に
l-進 Galois表現が伴うとは限らない．そこで以下の Deligne-Serreの補題を用
いて，S(Γ0(N),m+1, ε) の元 g で，任意の素数 p ∤ Nl に対して g|Tp = bpg,
bp ≡ ap mod pl を満たすものをとる．
補題 12.5.1 (Deligne-Serre の補題 [4] Lemme 6.11). M を離散付値環 O 上
の階数有限自由加群とする．m で O の極大イデアル，k で O の剰余体，
K で O の商体を表す．T を互いに可換な M の自己準同型の集合とする．
f ∈M/mM を 0 ではない T の同時固有ベクトル，T ∈ T の固有値を aT ∈ k
とする．このとき，O を含む離散付値環 O′ と，M ′ = O′ ⊗OM に属する 0
ではない T の同時固有ベクトル f ′ で，f ′|T = a′T f ′ (T ∈ T ) とすると
a′T ≡ aT mod m′
を満たすものが存在する．ただし m′ は O′ の極大イデアルである．
注意 12.5.2. 補題 12.5.1は f の固有値の集合 {aT | T ∈ T } が持ち上げられ
ることを主張しているが，f ′ が f の持ち上げになっているか (f ′ mod m′ が
f に一致するかどうか)については何も述べていない．
補題 12.5.1を O = OE,(pl) (E の整数環 OE の素イデアル pl での局所化),
M = S(Γ0(N),m + 1, ε;OE,(pl)), T = {Tp; p ∤ Nl} として適用すると，あ
る E の有限次拡大 E′, pl の上にある E′ の素イデアル Pl とモジュラー形式
g ∈ S(Γ0(N),m+ 1, ε;OE′,(Pl)) が存在して，任意の素数 p ∤ Nl に対し
g|Tp = bpg and bp ≡ ap mod Pl
が成り立つ．この g に付随する l-進 Galois表現を θl : G → GL2(E′Pl) とす
る．ただし E′Pl で E′ の Pl での完備化を表す．θl の表現空間の基底を適当
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に取り替えて，θl の行列表示の成分が E′Pl の整数環に値を持つとして良い．
ρ˜l = θl mod Pl を θ の剰余表現とする．これは E′ の Pl での剰余体 k′l に係
数を持つ表現 ρ˜l : G→ GL2(k′l) で，任意の素数 p ∤ Nl に対し
Tr(ρ˜l)(Frobp) = ap mod Pl, (12.5)
det(ρ˜l)(Frobp) = p
mε(p) ≡ ε(p) mod Pl (12.6)
が成り立つ．式 (12.6)の最後の合同式で，仮定 m ≡ 0 mod (p− 1) を用いた
ことに注意されたい．
最後に，ρ˜l の半単純化を ρl として，ρl が kl に係数を持つことを示
す．そのためには任意の γ ∈ Gal(k′l/kl) に対し，ρl と ργl が同型であ
ることを示せば十分．式 (12.5), (12.6) より，任意の素数 p ∤ Nl に対し
Tr(ρl)(Frobp),det(ρl)(Frobp) は kl に属する．一方で Chebotare¨v の密度定
理より，有限群 ρl(G) の任意の元が ρl(Frobp) (p は素数，p ∤ Nl)の形をして
いる．従って ρl と ργl の特性多項式は等しい．ゆえに ρl は kl 上定義される．
12.5.2 Rankinの結果の応用
この節では Im(ρl) の位数の評価に必要となる，尖点形式に伴う L-関数の解
析的性質を紹介する．
定理 12.5.3 ([12] II Theorems 3 and 4). k ≥ 1 を整数，f ∈ S(Γ0(N), k, ε)
を恒等的に 0 ではない尖点形式，その q-展開を f(z) = ∑∞n=1 anqn とする．
F (s) =
∑∞
n=1 |an|2n−s とおく．F (s) は Re(s) > k の範囲で絶対収束し，全
複素平面で定義される有理型関数に解析接続される．さらに F (s) は s = k で
一位の極を持つ*7．
以下の命題は定理 12.5.3を応用して得られるもので，次節で Im(ρl) の位数
を評価する際に鍵となる：
命題 12.5.4 ([4] Proposition 5.1). k ≥ 1 を整数，f ∈ S(Γ0(N), k, ε) を恒等
的に 0 ではない Hecke作用素 Tp (p ∤ N) の同時固有形式で，固有値が ap で
あるとする．このとき無限級数 ∑p∤N |ap|2p−s は Re(s) > k なる範囲で絶対
収束し，さらに以下が成り立つ：∑
p∤N
|ap|2p−s ≤ log(1/(s− k)) + O(1) as s→ k.
*7 Rankin はさらに F (s) と F (2k − 1 − s) の間に成立する関係式 (関数等式) も証明して
いるが，命題 12.5.4の証明に必要ない上に記述が複雑なので割愛する．
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12.5.3 Im(ρl) の位数の上からの評価
以下 Gl = Im(ρl) と書く．L を E で完全分解する素数の集合とし，
supl∈L#Gl が有限であることを示す．
定義 12.5.5. 素数の部分集合 P の上密度 (upper density) upp.dens.(P ) と
は，極限 lim sups→1,s>1(
∑
p∈P p
−s)/ log(1/(s− 1)) のことである．この極限
は存在し，0 以上 1 以下の値をとる．
命題 12.5.4を k = 1 の場合に適用して，以下の補題を示す：
補題 12.5.6 ([13] pp. 215–216). 任意の実数 η > 0 に対し，素数の集合 Pη で
1. upp.dens.(Pη) ≤ η かつ
2. Mη = # {ap | p /∈ Pη} < +∞
となるものが存在する．
証明. まず γ ∈ Gal(E/Q) に対し，fγ(z) =∑∞n=1 aγnqn で定義される fγ は
S(Γ0(N), 1, ε
γ) に属することに注意する．fγ に命題 12.5.4を適用すると∑
p∤N
|aγp |2p−s ≤ log(1/(s− 1)) + O(1) as s→ 1
が成り立つ．γ に関する和を取って
∑
p∤N
 ∑
γ∈Gal(E/Q)
|aγp |2
 p−s ≤ [E : Q] log(1/(s− 1)) + O(1) as s→ 1
(12.7)
となる．一方で，任意の実数 c > 0 に対し，集合
S(c) =
a ∈ OE
∣∣∣∣ ∑
γ∈Gal(E/Q)
|aγ |2 ≤ c

は有限である．素数の集合 PS(c) = {p; p ∤ N and ap /∈ S(c)} の上密度を調
べる．PS(c) の定義から
c
 ∑
p∈PS(c)
p−s
 < ∑
p∈PS(c)
 ∑
γ∈Gal(E/Q)
|aγp |2
 p−s
となる．これを不等式 (12.7)と組み合わせて，左辺の上からの評価
c
 ∑
p∈PS(c)
p−s
 < [E : Q] log(1/(s− 1)) + O(1) as s→ 1
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を得る．すなわち upp.dens.(PS(c)) < c−1[E : Q] となる．c = η−1[E : Q]
として，Pη = PS(c) と取れば補題の一つ目の性質が従う．二つ目の性質につ
いては，Pη の定義に基づいて Mη = # {ap; p | N or ap ∈ S(c)} と書き直せ
ば，S(c) が有限集合なので Mη もまた然り．
注意 12.5.7. 補題 12.5.6で実数 η > 0 を 0 に近づけると，条件 1より Pη の上
密度が 0 に近づくので，Pη は小さくなる．従って Pη に属さない素数 p は増
えるが，条件 2によれば p /∈ Pη なる ap は常に有限個しか存在しない．従っ
て，f の Fourier係数に重複が大量に生じていて，集合 {an | n = 1, 2, . . .} は
有限であると期待される (あくまで直感的な捉え方に過ぎないが).
Hl を ρl(Frobp) (p /∈ Pη, p ∤ Nl) と GL2(kl) 上共役な Gl の元からな
る部分集合とする．Chebotare¨v の密度定理より，有限群 Gl の任意の元が
ρl(Frobp) (p は素数，p ∤ Nl)の形をしている．従って任意の l ∈ L に対し
#Hl ≥ (1− η)#Gl, # {det(1− hT ) | h ∈ Hl} ≤Mη
の二つが成り立つ．2番目の不等式の右辺は l に依存しないことに注意された
い．以下の命題により，これらの条件を満たす Gl の位数は l ∈ L に依らない
値で上から評価される．
命題 12.5.8 ([4] Proposition 7.2). η を 0 < η < 1/2 なる実数，M ≥ 0 を整
数とする．GL2(Fl) の部分群 G に関する条件 C(η,M) を考える：
要請 12.5.9. [条件 C(η,M)] ある G の部分集合 H で次の二つを満たすもの
が存在する：
#H ≥ (1− η)#G; (12.8)
# {det(1− hT ) | h ∈ H} ≤M. (12.9)
(要請 12.5.9ここまで)
このときある定数 A = A(η,M) で，任意の素数 l と，条件 C(η,M) を満た
す任意の GL2(Fl) の部分群 G に対して #G ≤ A を満たすものが存在する．
証明. 不等式 (12.8)より，H の元の個数が l によらない定数で上から評価で
きれば十分．一方不等式 (12.9)によると，H の元の特性多項式の個数は l に
よらない定数 M で抑えられている．従って，「H の元の個数」と「H に属す
る行列の特性多項式の集合の元の個数」の二つを関連づける必要がある．より
具体的には，与えられた多項式を特性多項式に持つ行列の個数を数える．
GL2(Fl) の部分群 G は，以下のいずれかを満たす (Dicksonの分類):
(a) G が SL2(Fl) を含む；
(b) G が GL2(Fl) の Cartan部分群 T に含まれる；
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(c) G が GL2(Fl) の Cartan部分群 T の正規化群に含まれるが，T 自身に
は含まれない；
(d) G の PGL2(Fl) での像が対称群 S4, 交代群 A4 または A5 のいずれか．
この分類に基づいて，G の位数を l によらない値で評価する．
(a) 与えられた特性多項式を持つ GL2(Fl) の元の個数は l2 + l, l2 または
l2− l である (多項式の根で Fl に属するものの個数がそれぞれ 2, 1 また
は 0). 従って (1− η)#G ≤ #H ≤M(l2 + l). 一方 r = [G : SL2(Fl)]
とすると #G = rl(l2 − 1). よって (1 − η)r(l − 1) ≤ M , すなわち
l ≤ 1 +M/(1 − η)．固定した η と M に対し，G が C(η,M) を満た
す素数 l は有限個しかない．よってそのような任意の素数 l ∈ L に対
し #G ≤ A(η,M) が成り立つように，A(η,M) を取れる．
(b) Cartan部分群の定義より，与えられた特性多項式を持つ T の元の個数
は高々 2. 従って (1− η)#G ≤ #H ≤ 2M , i.e., #G ≤ 2M/(1− η).
(c) G′ = G ∩ T , H ′ = H ∩ T とおくと [G : G′] = 2. G が C(η,M) を満
たすならば，#H ′ ≥ (1− η)#G−#(G \G′) = (1− 2η)#G′. よって
G′ は C(2η,M) を満たす．(b)の議論より #G ≤ 4M/(1− 2η).
(d) G の PGL2(Fl) での位数は高々 60. よって G ∩ SL2(Fl) の位数は
高々 120. 従って与えられた行列式を持つ G の元の個数は高々 120. す
なわち与えられた特性多項式を持つ G の元の個数も高々 120. よって
#G ≤ 120M/(1− η).
注意 12.5.10. 第 12.5.3節の冒頭で素数 l を E で完全分解するものに限定し
たのは，この条件のもとでは pl での剰余体 kl が l 元体 Fl に一致し，Gl に
命題 12.5.8を適用できるからである．
12.5.4 Artin表現の構成と所望の性質の証明
前節の命題 12.5.8 により，任意の l ∈ L に対し #Gl ≤ A を満たす定数
A = A(η,Mη) が存在する．E をその有限次拡大に取り替えて，任意の正の整
数 n ≤ A に対して 1 の n 乗根が E に含まれるとしてよい (これにより L は
小さくなる). OE [T ] の部分集合 Y を
Y = {(1− αT )(1− βT ) | α, β は位数 A 以下の 1 の根 }
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で定義する．N を割らない素数 p を一つ固定する．任意の l ∈ L, l ̸= p に対
し，ある Rl(T ) ∈ Y が存在して
1− apT + ε(p)T 2 ≡ Rl(T ) mod pl
となる．Y は有限集合なので，ある R(T ) ∈ Y が存在して，有限個を除く全
ての l ∈ L に対して
1− apT + ε(p)T 2 ≡ R(T ) mod pl
となる．従って
1− apT + ε(p)T 2 = R(T )
となる．特に，任意の p ∤ N に対し 1− apT + ε(p)T 2 は Y に属する．
次に L′ = {l ∈ L | l > A, “R,S ∈ Y , R ̸= S” implies R ̸≡ S mod pl} と
おく．L\L′ が有限集合なので L′ は無限集合．l ∈ L′ なら定義より #Gl は l
で割り切れない．従って，Ol を OE の pl での完備化とすれば，ρl を標数 0 の
表現 ρˇl : G→ GL2(Ol) に持ち上げられる*8．この持ち上げは ρˇl(G) ∼= ρl(G)
を満たすので，ρˇl は Nl の外不分岐，ρˇl の像は有限で，
det(1− ρˇl(Frobp)T ) ∈ Y (∀p ∤ Nl)
となる．一方，式 (12.5), (12.6)より
det(1− ρˇl(Frobp)T ) ≡ 1− apT + ε(p)T 2 mod pl (∀p ∤ Nl)
が成り立つ．L′ の定義から det(1 − ρˇl(Frobp)T ) = 1 − apT + ε(p)T 2 とな
る．Chebotarevの密度定理により ρˇl の特性多項式は l ∈ L′ によらない．ま
た，ρˇl の特性多項式が E[T ] の元なので ρˇl は E 上定義される．従って，任意
の l, l′ ∈ L′ に対し ρˇl と ρˇl′ は E 上の表現として同型．特に ρˇl, ρˇl′ はともに
N の外不分岐である．これらの同型な表現を ρ と書く．
残るはこの ρ が所望の性質を満たすことの証明である．
命題 12.5.11. 上記の表現 ρ : G→ GL2(E) は次の三つを満たす：
(i) ρ は既約；
(ii) L(s, ρ) = Lf (s);
(iii) ρ の Artin導手 N(ρ) が N .
証明. (i)について，ρ が既約でないと仮定する．ρ の表現空間を V , W を V
の 1 次元部分表現とする．G の W への作用を χ1, V/W への作用を χ2 で表
*8 付録第 A.1節で表現の持ち上げの証明を与える．
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す．すると χ1, χ2 は N の外不分岐で，χ1χ2 = ε, ap = χ1(p)+χ2(p) (p ∤ N)
を満たす．従って∑
p∤N
|ap|2p−s = 2
∑
p∤N
p−s +
∑
p∤N
χ1(p)χ¯2(p)p
−s +
∑
p∤N
χ¯1(p)χ2(p)p
−s
となる．s が 1 に近づくとき ∑p∤N p−s = log(1/(s− 1)) + O(1) となる．一
方 ε が奇指標なので χ1χ¯2 は自明指標でない．よって s が 1 に近づくとき∑
p∤N χ1(p)χ¯2(p)p
−s = O(1),
∑
p∤N χ¯1(p)χ2(p)p
−s = O(1) となる．結局∑
p∤N
|ap|2p−s = 2 log(1/(s− 1)) + O(1) (as s→ k)
となり，命題 12.5.4に矛盾する．よって ρ は既約．
(ii) と (iii) は同時に示される．f¯ ∈ S(Γ0(N), 1, ε¯) を f¯(z) =
∑∞
n=1 a¯nq
n
で定義する．関数等式 (12.4) Λf (1− s) = ciΛf¯ (s) を思い出す．一方で Artin
L-関数は関数等式 (12.1) Λ(1− s, ρ) =W (ρ)Λ(s, ρ¯) を満たす．ここで
F (s) = Λf (s)/Λ(s, ρ), F˜ (s) = Λf¯ (s)/Λ(s, ρ¯)
とおくと，二つの関数等式から
F (1− s) = ωF˜ (s) with ω = ci/W (ρ)
となる．一方 N を割らない素数 p について
det(1− ρ(Frobp)T ) = 1− apT + ε(p)T 2
となることが既に分かっているので，このような p における Λf (s) と Λ(s, ρ)
の Euler 因子は一致する．従って F (s) = (N/N(ρ))s/2∏p|N Fp(s) と書け
る．ただし Fp(s) は
Fp(s) = (1− bpp−s)(1− cpp−s)/(1− app−s)
という形をしている (bp, cp は 0 になりうる). Λf¯ (s), Λ(s, ρ¯) と F˜ (s) につい
ても同様．以下の補題により N/N(ρ) = Fp(s) = 1 となる：
補題 12.5.12 ([4] Lemme 4.9). A を 0 でない複素数，G(s) = As∏pGp(s),
H(s) = As
∏
pHp(s) を二つの有限 Euler積とする (特に，有限個を除く全て
の p について Gp = Hp = 1). G(s) と H(s) が次の二つを満たすと仮定する：
(i) 0 でない複素数 ω が存在して G(1− s) = ωH(s);
(ii) 各 p について，Gp(s) と Hp(s) は (1− α(i)p p−s)±1, |α(i)p | < p1/2 なる
Euler因子の有限個の積．
この時，A = 1 かつ任意の p に対し Gp = Hp = 1.
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Artin表現 ρ の像は有限なので |bp|, |cp| ≤ 1 となるのは明らか．一方 ap に
ついては，Ogg [11] により p | N なら |ap| ≤ 1 となることが示されている
([4, §1.8]に詳細がある). よって補題 12.5.12を適用できる．
12.6 Artin表現の射影一般線型群での像
Artin表現 ρ : G→ GL2(C) と自然な写像 GL2(C)→ PGL2(C) の合成を
ρ˜ とする．ρ˜ の像は PGL2(C) の有限部分群で，以下のいずれかに同型：
ρ˜(G) の群構造 ρ の既約性 要請 12.2.5 (A)
(1) 位数 n の巡回群 Cn (n ≥ 1) 可約 満たす
(2) 位数 2n の二面体群 Dn (n ≥ 2) 既約 満たす
(3) 交代群 A4, A5 または対称群 S4 既約 ?
重さ 1 の新形式 f に付随する Artin表現は既約なので，その PGL2(C) で
の像は (2)または (3)のいずれかである．(2)の場合 f は二面体型，(3)の場
合 f は例外型であるという．一般の 2 次元 Artin表現 ρ についても同様の言
葉遣いをする．
Artin 表現 ρ が指標から誘導される場合，ρ は要請 (A) を満たし，定理
12.4.1により ρ は重さ 1 の新形式に対応する．特に ρ が二面体型の場合 ρ が
誘導表現なので (cf. 第 12.7.1節)新形式が対応する．この新形式は，整数係数
2 元 2 次形式に伴うテータ級数の線型結合である ([13, §7.3]に具体例がある).
一方で例外型の ρ が要請 (A)を満たすかどうかは，Serre予想が解決 [6]す
るまで一般には分からなかった．この場合に新形式に対応する ρ を最初に見
つけたのは Tateで，ρ は A4 型，Artin導手は 133 だった [17, pp. 321–322].
導手が素数で S4 型の例は [13, §8, §9]で紹介されている．
Tateが用いた方法を述べる．既約で奇な Artin表現 ρ が与えられていると
する．ρ の導手を N , 行列式を ε とする．L-関数 L(s, ρ) = ∑∞n=1 ann−s の
係数 an をある程度の n まで計算する (仮にある正の整数 A 以下の n とす
る). 次に S(Γ0(N), 1, ε) の新形式 f で q-展開が
∑
n≤A anq
n から始まるも
のを探す．A が S(Γ0(N), 1, ε) の Sturm bound (N/12)
∏
p|N (1 + p
−1) 以上
なら，そのような f は存在すれば一意に定まる．もし存在しなければ Artin
予想は正しくない (定理 12.4.2の後の説明を参照). f に伴う Artin表現を ρ1
とする．ρ1 が ρ と同型なら ρ は要請 (A)を満たす．
注意 12.6.1. Langlands は [7] で保型表現の底変換の理論を用いて，ρ が A4
型ならば要請 (A)を満たすことを証明した．さらに Tunnellは [18]で，ρ が
S4 型の場合も要請 (A) を満たすことを示した．従って，A4 型または S4 型
12.7 二面体型の Artin表現 203
の Artin 表現には重さ 1 の新形式が対応し，Artin 予想が成立することが，
1980 年代初頭には示された．しかし A5 型の場合は A4, S4 とは異なり可解
群でないことが影響して，研究が遅れた．A5 型の Artin表現 ρ については，
Buzzard-Dickinson-Shepherd–Barron-Taylor [2] が ρ˜ の 2 と 5 での分岐に
関するある仮定のもとで Artin予想が正しいことを示した．
12.7 二面体型の Artin表現
12.7.1 誘導表現
ρ : G → GL2(C) を Artin 表現，Im(ρ˜) が Dn (n ≥ 2) に同型であるとす
る．このとき ρ はある 2次体の指標から誘導される．
ρ を誘導する 2次体とその指標は，以下のようにして見つける．Cn を Dn
の位数 n の巡回部分群*9，ω を ρ˜ と自然な全射 Dn → Dn/Cn ∼= {±1} の合
成とする．ω は G の位数 2 の指標である．ω の核に対応する 2 次体を K,
GK = Gal(Q/K) とすると ρ˜(GK) ∼= Cn となり，ρ|GK は可約である．つま
り GK の指標 χ, χ′ が存在して ρ|GK ∼= χ⊕ χ′ となる．σ を GK に属さない
G の元とする．ρ(σ)2 = ρ(σ2) は ρ(GK) の元なので，χ と χ′ に対応する各
固有空間をそれぞれ保つ．従って ρ(σ) は各固有空間を保つか入れ替えるかの
いずれかだが，保つとすると ρ 自身が可約となり，ρ が二面体型であることに
矛盾する．よって ρ(σ) は χ と χ′ に対応する固有空間を入れ替える．GK の
指標 χσ を χσ(γ) = χ(σγσ−1) (γ ∈ GK) で定める．χσ は GK に属さない
σ の取り方によらない．ρ(σγσ−1) を(
χ(σγσ−1) 0
0 χ′(σγσ−1)
)
= ρ(σγσ−1) = ρ(σ)
(
χ(γ) 0
0 χ′(γ)
)
ρ(σ)−1
と二通りの方法で行列表示し，ρ(σ) の対角成分に 0 が並ぶことに注意して右
辺を計算すると，χ′ = χσ となる. ρ(σ) =
(
0 b(σ)
c(σ) 0
)
と書いて ρ(σ2) を計
算すれば b(σ)c(σ) = χ(σ2) となることがわかる．従って χ と χσ に対応する
固有空間の基底をそれぞれ定数倍で調整して，ρ(σ) =
(
0 χ(σ2)
1 0
)
として良い．
これは ρ が χ による誘導表現 IndK/Q(χ) に同型であることを示している．
12.7.2 Artin表現の既約性，Artin導手と偶奇
逆に K を 2 次体，ω を K に対応する G の指標，χ を GK の指標とし，
ρ = IndK/Q(χ) とおく．f を χ の導手，dK を K/Q の判別式とすると，以下
が成り立つ：
*9 n ≥ 3 ならばこのような部分群 Cn は一意に定まる．
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命題 12.7.1 ([13] (7.2.1)). (a) 以下の三条件は同値：
(i) ρ が既約；(ii) ρ が二面体型；(iii) χ ̸= χσ.
(b) N(ρ) = |dK | ·NK/Q(f). ただし NK/Q は K/Q の絶対ノルム．
(c) ρ が奇であるための必要十分条件は，以下の (i) または (ii) が成立す
ること：(i) K が虚 2 次体；(ii) K が実 2 次体で χ が混符号 (mixed
signature)を持つ，すなわち c, c′ ∈ GK をそれぞれ K の二つの実素点
での Frobeniusとすると χ(c) ̸= χ(c′).
(d) ρ˜(G) = Dn とすると，χ−1χσ の位数が n.
証明. (a) 誘導表現の定義から ρ の GK への制限は可約．従って ρ˜(GK) は
巡回群．指数 2 以下の巡回群を部分群にもつ PGL2(C) の有限部分群
は巡回群または二面体群．ρ˜(G) が二面体群であることと ρ が既約であ
ることが同値なので (i)と (ii)が同値．(ii)と (iii)が同値であることは，
Mackeyの既約判定法 [14, Proposition 23]に他ならない．
(b) これは誘導表現に関する導手判別式公式である [9, pp. 22–23].
(c) verK/Q : G
ab
Q → GabK を transfer 写像とする．すなわち g ∈ GK なら
verK/Q(g) = gσgσ
−1, g ∈ G \ GK なら verK/Q(g) = g2 である．す
ると det(ρ) = ω(χ ◦ verK/Q) となる．ω が奇指標であることと K が
虚 2 次体であることが同値．(i) K が虚 2 次体で v を K の複素素点
とすると，χ の K×v への制限が自明なので verK/Q(χ) は偶指標．よっ
て det(ρ) は奇指標． (ii) K が実 2 次体で v, v′ を K の実素点とする．
v での Frobenius を c ∈ GK , v′ での Frobenius を c′ ∈ GK とする．
c′ = σcσ−1 となる．従って
χ(c′) = χ(σcσ−1) = χ(ccσcσ−1) = χ(c)(χ ◦ verK/Q)(c).
ゆえに det(ρ)が奇指標であることと χ(c′) = −χ(c)となることが同値．
(d) ρ˜|GK ∼=
(
1 0
0 χ−1χσ
)
なので ρ˜(GK) の位数が χ−1χσ の位数に等しい．
従って ρ˜(G) = Dn なら ρ˜(GK) = Cn で，χ−1χσ の位数は n.
注意 12.7.2 ([13] p. 240). K が実 2 次体のとき，導手 f の指標 χ が混符号を
持つための必要十分条件は，f を法として −1 と乗法合同な K の総正な単数
が存在しないことである．特に NK/Q(f) > 1 となる．従って命題 12.7.1 (b)
より ρ の導手は素数になり得ない．
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A.1 法 l 表現の標数 0 への持ち上げについて
第 12.5.4 節で，Gl = ρl(G) の位数が l で割り切れない場合に法 l 表現
ρl : G→ GL2(kl) を l-進表現 ρˇl : G→ GL2(Ol) に持ち上げた．この付録で
は，そのような持ち上げが存在することを証明する．
命題 A.1.1. l を素数，k を標数 l の有限体，W = Wl∞(k) を k のWitt 環
(Ql の次数 [k : Fl] の唯一の不分岐拡大の整数環) とする．ρ : G → GL2(k)
を Galois表現とし，像 ρ(G) の位数が l と互いに素であると仮定する．この
とき，連続なGalois表現 ρˇ : G→ GL2(W ) で ρˇ mod l = ρ を満たし，法 l 写
像 GL2(W )→ GL2(W/l) が同型 ρˇ(G) ∼= ρ(G) を誘導するものが存在する．
G′ = G/ker(ρ) とおく．仮定から G′ の位数は l と互いに素である．ρ
を G′ の表現とみなして差し支えない．以下，ρ = ρ1 と書く．まず，表現
ρ2 : G
′ → GL2(W/l2) で ρ1 を持ち上げるものが存在することを示す．
各 g ∈ G′ に対し φ2(g) mod l = ρ1(g) となる行列 φ2(g) ∈ GL2(W/l2) を
一つ固定する．これにより写像 φ2 : G′ → GL2(W/l2) を得る．この φ2 が
群準同型になるための障害について考える．ρ1 は群準同型なので，任意の
g1, g2 ∈ G′ に対して φ2(g1)φ2(g2) ≡ φ2(g1g2) mod l が成り立つ．すなわち
c2(g1, g2) := φ2(g1g2)φ2(g2)
−1φ2(g1)−1
は Γ2 = ker(GL2(W/l2)→ GL2(W/l)) に値を持つ．次の事実に注意する：
補題 A.1.2. 整数m ≥ 2に対し，法 lm−1 写像 GL2(W/lm)→ GL2(W/lm−1)
は全射である．その核を Γm とすると，Γm は位数は (#k)4 の Abel群．
証明. 法 lm−1 写像が全射であることは，GL2(W/lm−1) の行列の成分を
それぞれ W/lm に持ち上げれば GL2(W/lm) の元になるので従う．Γm
が Abel 群であることは直接計算で確かめられる．GL2(W/lm) の位数が
(#k)4m−3((#k)2 − 1)2((#k) + 1) であることに注意すると，Γm の位数は
#GL2(W/l
m)/#GL2(W/l
m−1) = (#k)4 となる．
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補題 A.1.2により，自然な完全列
0 −−−−→ Γ2 −−−−→ GL2(W/l2) mod l−−−−→ GL2(W/l) −−−−→ 0
があり，GL2(W/l)が Γ2 に共役で作用する．つまり g ∈ GL2(W/l)と γ ∈ Γ2
に対し，g の GL2(W/l2) への持ち上げを g˜ とすると，この作用は
g · γ = g˜γg˜−1
で定義され，右辺は持ち上げ g˜ の取り方によらない．g1, g2, g3 ∈ G′ に対し
φ2(g1g2g3) を二通りの方法で計算すると，c2 : G′×G′ → Γ2 は 2-コサイクル
であることが分かる．記号を濫用して，そのコホモロジー類も c2 で表す．c2
は H2(G′,Γ2) の元である．
一般に，H を有限群，M を Z[H]-加群，H ′ を H の部分群とすると，写
像 res : Hi(H,M) → Hi(H ′,M) と cor : Hi(H ′,M) → Hi(H,M) が定義
される．MH を H-不変な M の元からなる部分加群とすると (MH′ も同様
に定義する), これらの写像は次数 0 でそれぞれ res : MH → MH′ ;m 7→ m,
cor :MH
′ →MH ;m 7→∑h∈H/H′ hm となる ([15, Chap. VII §5, §7]参照).
補題 A.1.3 ([15] p. 119 Proposition 6). 任意の i ≥ 0 に対し cor ◦ res は
Hi(H,M) 上の [H : H ′] 倍写像．
補題 A.1.3で H ′ = {1} とすると，任意の i ≥ 1 に対し Hi(H ′,M) = {0}
なので Hi(H,M) は #H 倍写像で消える．G′ の位数と Γm の位数が互い
に素なので H2(G′,Γm) = {0}. つまり，ある x2 : G′ → Γ2 が存在して，
任意の g1, g2 ∈ G′ に対し c2(g1, g2) = x2(g1g2)x2(g1)−1(g1 · x2(g2))−1 と
なる．ρ2(g) = x2(g)−1φ2(g) とおくと ρ2 : G′ → GL2(W/l2) は準同型で
ρ2 mod l = ρ1 を満たす.
補題 A.1.4. 法 l 写像が同型 ρ2(G′) ∼= ρ(G) を誘導する．
証明. 記号を濫用して φ2 と x2 をそれぞれ G 上の写像とみなす．g ∈ ker(ρ)
なら φ2(g) = 1 としてよい．すると c2(g, g) = 1 となるので x2(g) = 1. つま
り ρ(g) = 1 なら ρ2(g) = 1 となる．これは法 l 写像 ρ2(G′) → ρ(G) が単射
であることを示している．全射性は明らか．
同様にして，任意の整数 m ≥ 1 に対して表現 ρm : G′ → GL2(W/lm) を表
現 ρm+1 : G′ → GL2(W/lm+1) に持ち上げられる．すなわち，我々は G′ の
表現の射影系 (ρm : G′ → GL2(W/lm))m≥1 を得た．この系の射影極限を
ρˇ = lim←−
m
ρm : G
′ → GL2(W ) ∼= lim←−
m
GL2(W/l
m)
とすると，ρˇ は命題 A.1.1の性質を満たす．
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13．
PARI/GPによる重さ 1の
モジュラー形式の計算
小笠原 健*1（獨協医科大学）
13.1 はじめに
本稿では，レベルが素数 p ≡ 3 (mod 4)，重さが 1のモジュラー形式に関し
て，その空間の次元および q展開を PARI/GPを用いて計算する手法を紹介す
る．重さが 1の場合は，重さが 2以上の場合と様子が大きく異なり，modular
symbol による直接的な計算方法が適用できないため，q 展開を具体的に求め
るには別の手法を使わなければならない．最近，Schaefferによって，重さ 1の
モジュラー形式を C 上および有限体上で計算する有用なアルゴリズムが与え
られた．この手法の主な計算は，f/E（f は重さ 2のカスプ形式，E は重さ 1
の Eisenstein級数）の形の形式で生成される空間の中で，ある Hecke作用素で
安定な部分空間を見つけるというものである．アルゴリズムの中では，重さ 2
の空間の基底を求める際にmodular symbolを用いており，Schaefferは Sage
に実装したようである．本稿で紹介する方法はレベルが素数の場合に限られて
いるが，具体的な関数を使って統一的に計算できる点，modular symbolを利
用しない点，および計算プログラムにループが含まれていない点で Schaeffer
の方法とは趣がやや異なる．
*1 Email: t-ogswr@dokkyomed.ac.jp
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記号
N を正の整数，k を整数，χ を mod N の Dirichlet 指標とするとき，
Mk(N,χ), Sk(N,χ) でそれぞれ重さ k，レベル N，指標 χ 付きの C 上の
モジュラー形式の空間，カスプ形式の空間を表す．χが自明な指標のときは，
Mk(N,χ), Sk(N,χ)を単にMk(N), Sk(N)で表す．
χが有理指標のときには，空間Mk(N,χ)には行列WN =
(
0 −1
N 0
)
が次
で作用する（Atkin–Lehner作用素という）；
(f |kWN )(τ) = N k2 · (Nτ)−kf
(
− 1
Nτ
)
, f ∈Mk(N,χ). (13.1)
この作用による固有空間を
M±k (N,χ) := {f ∈Mk(N,χ) ; f |kWN = ±i−kf}（複合同順） (13.2)
で表す．WN はカスプ形式の空間にも作用するので，その固有空間 S±k (N,χ)
も同様に定義する．
13.2 Serreの結果
pを p ≡ 3 (mod 4)を満たす素数とし，χp で Kronecker記号
(−p
·
)を表す
ことにする．Serreは [11]において，重さ 1のカスプ形式の空間 S1(p, χp)の
次元を Galois 表現の観点から調べている．次元 dimC S1(p, χp) については，
現時点においても以下の Serre の結果が最も effective なのではないかと思わ
れる．
定理 13.2.1 (Serre, [11]). sと aを次のものとする；
s := ♯{M/Q ; Gal(M/Q) ∼= S4, M は判別式 −pの 4次体の正規閉包 },
a := ♯{L/Q ; Gal(L/Q) ∼= A5, Lは判別式 p2 の虚な 5次体の正規閉包 }.
このとき，
dimC S1(p, χp) =
1
2
(hp − 1) + 2s+ 4a (13.3)
が成り立つ．ここで，hp は虚 2次体 Q(
√−p)の類数である．
式 (13.3)の右辺において，2sは S4型，4aはA5型の正規化されたHecke固
有形式の個数を表している．また定理 13.2.1は，レベルが素数 p ≡ 3 (mod 4)
のときは A4 型の形式は存在しないことも示している．（S4 型，A5 型，A4 型
という術語については，小澤氏の報告 [13]を参照されたい．S4 型，A5 型，A4
型をまとめて例外型という．）
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Serreはさらに，WN に関する固有空間の次元についても調べている．
定理 13.2.2 (Serre, [11]). 定理 13.2.1と同じ記号の下で，
dimC S
+
1 (p, χp) =
1
2
(hp − 1) + s+ 2a, (13.4)
dimC S
−
1 (p, χp) = s+ 2a. (13.5)
が成り立つ．
S+1 (p, χp)の次元に含まれている項 12 (hp − 1)は，判別式 −pの整係数 2元
2次形式に付随するテータ級数の線形結合となっているカスプ形式に由来する
ものである．このような形式は CM formと呼ばれ，Galois表現の観点から言
えば，二面体型の表現に対応するものである（cf. [13]）．
13.3 計算方法および C上での計算例
この節では，レベルが素数 p ≡ 3 (mod 4), p ≥ 7のときに，
• S−1 (p, χp)の次元（= s+ 2a），
• S−1 (p, χp)の元の q 展開
を PARI/GPを使って計算する方法を説明する．
pを p ≡ 3 (mod 4), p ≥ 7を満たす素数とする．k を
k :=
{
2 (p ≡ 11 (mod 12)のとき)
6 (p ≡ 7 (mod 12)のとき) (13.6)
と定め，
ϕp(τ) := {η(τ)η(pτ)}k ∈ S+k (p) (13.7)
とする．ここで，η(τ)は Dedekindエータ関数
η(τ) = q
1
24
∞∏
n=1
(1− qn), q = e2piiτ (13.8)
である．また，
dp :=

p+ 1
12
(p ≡ 11 (mod 12)のとき)
p+ 1
4
(p ≡ 7 (mod 12)のとき)
(13.9)
とおくと，ϕp(τ) = qdp + · · · となる．つまり dp は ϕp のカスプ∞での位数
である．
正の整数 dと可換環 Rに対して，qを不定元とする多項式環 R[q]の部分 R-
加群 R(d)を
R(d) := {F (q) ∈ R[q] ; 1 ≤ degF ≤ d, F (0) = 0} ∪ {0} (13.10)
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で定義する．
ここで述べる計算方法の基盤となっているのが次の命題である；
命題 13.3.1. 次は完全系列である；
0 −−−−→ S−1 (p, χp)
×ϕp−−−−→ S−k+1(p, χp)
Φ−−−−−→ C(dp). (13.11)
ここで，Φ− は q展開∑n≥1 anqn に qの多項式∑dpn=1 anqn を対応させる（つ
まり，q 展開を dp 番目の項で打切る）C-線形写像である．
証明. Ker(Φ−) ⊂ Im(×ϕp) を示せばよい．まず，ϕp は複素上半平面上に零
点をもたないことに注意する．g ∈ Ker(Φ−)とすると，カスプ∞における g
の位数は dp より大きい．g はWp の固有関数であり，Wp は 0を∞に移すこ
とから，カスプ 0と∞において gは同じ位数をもつ．一方，ϕp もカスプ 0と
∞で同じ位数（= dp）をもつ．従って，g/ϕp はX0(p)のカスプ 0と∞を零
点にもつ．つまり g/ϕp ∈ S−1 (p, χp)である．
注意 13.3.2. (1) Serreは p ≡ 23 (mod 24)の場合に，完全系列 (13.11)の類
似物
0 −−−−→ S−1 (p, χp)
×η(τ)η(pτ)−−−−−−−→ S−2 (Γ0(p)) −−−−→ C((p+ 1)/24).
を用いて，dimC S−1 (p, χp) > 0であるためには，モジュラー曲線X+0 (p) =
X0(p)/Wp においてカスプ∞が 12 (hp − 1)以上のギャップをもつWeier-
strass点であることが必要十分であることを指摘した（cf. [11]）．
(2) 固有空間 S+1 (p, χp), S+k+1(p, χp)に対しても，(13.11)と同様な完全系列
があるが，ここでの計算では (13.11)を利用する方が簡便である．
完全系列 (13.11)から
s+ 2a = dimC S
−
1 (p, χp) = dimC S
−
k+1(p, χp)− dimC Im(Φ−) (13.12)
となる．ここで，dimC S−k+1(p, χp)については
dimC S
−
k+1(p, χp) =

p− 11
12
− 1
2
(hp − 1) (k = 2, p ≡ 11 (mod 12))
p− 3
4
− 1
2
(hp − 1) (k = 6, p ≡ 7 (mod 12))
である．Atkin–Lehner作用素に関する固有空間の次元を明示している文献は
あまり見かけないが，この公式は，例えば，κが 3以上の奇数のとき，S+κ (p, χp)
には CM formの空間 SCMκ (p, χp)が含まれており，dimC SCMκ (p, χp) = hp で
あることから導かれる（cf. [12]）．
空間 S−k+1(p, χp) の基底を生成すれば，Im(Φ−) の次元を計算することが
できるので，S−1 (p, χp) の次元を求めることができる．Magma や Sage には
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modular symbolを利用した計算アルゴリズムが実装されているので，これら
を利用すれば S−k+1(p, χp)の基底を生成することができる（現在は PARI/GP
でもmodular symbolの計算ができるようになっているが，重さが偶数の場合
に限られているようである）．しかし，p の値が大きい場合にはこれらの方法
では計算にかなりの時間がかかってしまう．
PARI/GPを利用して計算すること，および大きな pに対しても効率よく計
算するという観点に基づき，空間 S−k+1(p, χp)を何か具体的な関数を使って生
成するということを考える．ここでは次のような関数を使って計算する．テー
タ級数 θp(τ)を
θp(τ) :=

∑
x,y∈Z
q3x
2+xy+ p+112 y
2
(p ≡ 11 (mod 12))∑
x,y∈Z
qx
2+xy+ p+14 y
2
(p ≡ 7 (mod 12)) (13.13)
とする．このとき θpϕp ∈ S+k+1(p, χp)である．ここで，
V −
p,Z[ 1p ]
:= 〈Tn(θpϕp) ; n ≥ 1, χp(n) = −1〉Z[ 1p ] ⊂ S
−
k+1(p, χp), (13.14)
V −p := V
−
p,Z[ 1p ]
⊗Z[ 1p ] Q (13.15)
と定義する．θp のような正定値整係数 2 元 2 次形式のテータ級数は，
PARI/GPで q 展開を指定した precisionで計算するプログラムを書くことが
できる．また，ϕp のようなエータ積についても，“eta” というコマンドで q
展開を計算することができる．さらに，q 展開に対する Hecke作用素の作用も
計算できる（Hecke作用素の q 展開の公式を実装すればよい）．
そのようにして V −p の元の q 展開を計算して，もし dimQ V −p =
dimC S
−
k+1(p, χp)が成り立てば，V −p から S−k+1(p, χp)の基底がとれて，それ
を用いて dimC Im(Φ−)を計算することができる．次元 dimQ V −p は次のよう
に計算することができる．
整数 rp を
rp :=

(k + 1)(p+ 1)
12
(k = 2, p ≡ 11 (mod 12))[
(k + 1)(p+ 1)
12
]
+ 1 (k = 6, p ≡ 7 (mod 12))
と定める．ここで，[∗] は ∗ を超えない最大の整数を表す．k = 2, p ≡
11 (mod 12)のときの rp はちょうど Sturm boundに等しいが，k = 6, p ≡
7 (mod 12)の場合は Sturm boundが整数にならないので，Sturm boundを
超える最小の整数として rp を定義する．
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正の整数 i, j に対して，aj(Ti(θpϕp))で Ti(θpϕp)の j 番目の Fourier係数
を表すことにする．rp 次正方行列Mp = (mij)と rp × dp 行列 M˜p = (m˜uv)
を
mij =
{
aj(Ti(θpϕp)) (χp(i) = −1)
0 (χp(i) = 1)
(1 ≤ i, j ≤ rp),
m˜uv =
{
av(Tu(θpϕp)) (χp(u) = −1)
0 (χp(u) = 1)
(1 ≤ u ≤ rp, 1 ≤ v ≤ dp)
と定める．このとき rank(Mp) = dimQ V −p が成り立つ．従って，rank(Mp) =
dimC S
−
k+1(p, χp)が成り立てば，dimC Im(Φ−) = rank(M˜p)が成り立つ．以
上をまとめると次のようになる；
命題 13.3.3. rank(Mp) = dimC S−k+1(p, χp)が成り立つとき，
s+ 2a = dimC S
−
1 (p, χp) = rank(Mp)− rank(M˜p) (13.16)
が成り立つ．
PARI/GPで行列の階数を計算するには “matrank”を使えばよい．ここで，
rank(Mp) = dimC S
−
k+1(p, χp) が成り立つかどうかが問題であるが，筆者は
p ≡ 11 (mod 12)のときは p ≤ 6047，p ≡ 7 (mod 12)のときは p ≤ 2083ま
で rank(Mp) = dimC S−k+1(p, χp) が成り立つことを確認している（これら以
外の pについても散発的に確認している）．本稿の主題とは少し離れるが，次
の問題が考えられる；
問題 13.3.4. pを p ≡ 3 (mod 4), p ≥ 7を満たす素数とし，k, V −p をそれぞれ
(13.6), (13.15)で定義されたものとする．このとき，
V −p ⊗Q C = S−k+1(p, χp) (13.17)
が成り立つであろうか？
さて，以上で方法で PARI/GPで計算した結果，s + 2a > 0となる pは下
表の通りである；
s+ 2a = 1 s+ 2a = 2
p ≡ 11 (mod 12)
(p ≤ 6047)
491, 563, 1823, 1931, 2243,
2843, 2687, 3119, 3407, 4703
3203, 5171
p ≡ 7 (mod 12)
(p ≤ 2083)
283, 331, 643, 751, 1399, 1423, 1879 2083
この範囲の素数 p では s + 2a ≥ 3 となる例はない．s + 2a = 1 は s = 1
かつ a = 0 ということになり，S4 型のカスプ形式が存在することになる．
s + 2a = 2のときは，この式だけでは sと aの値を特定できないが，例えば
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代数体のデータベースから，判別式 p2 の虚な A5 拡大の有無がわかれば sと a
の値がわかる．上記表の p = 2083, 3203, 5171ではいずれも s = 0かつ a = 1
である．また，実際に q展開を計算することによって sと aの値を特定するこ
ともできる．
以上の方法で，どのレベル pで例外型の重さ 1のモジュラー形式が存在する
のかがわかる．次に，そのような例外型の形式の q 展開を計算する方法を説明
する．ここでは，PARI/GPのコマンド “matker”を利用する．これは，行列
が定める線形写像の核の基底を与えるものである．
ここから，素数 p ≡ 3 (mod 4)を s+ 2a > 0となるようなものとする．先
に定義した行列 M˜p の第 i行ベクトルを vi で表すことにする．つまり，
vi = (a1(Ti(θpϕp)), . . . , adp(Ti(θpϕp)))
である．M˜p の転置行列に matkerを適用して，
rp∑
i=1
bivi = 0 (13.18)
となる有理数 b1, . . . , brp を見つける．もし，
g :=
rp∑
i=1
biTi(θpϕp) ̸= 0　 (13.19)
であれば，完全系列 (13.11)により g/ϕp は例外型のモジュラー形式である．
例 13.3.5 (S4 型の例). S4 型のモジュラー形式は，(13.19)のような g を見つ
けて g/ϕp を計算すれば，きれいな形の q 展開が得られる．式 (13.19)の係数
bi は複雑な有理数となるので，ここでは記載を省略する．
• p = 491のとき， (13.19)のようなある g をとって f1 := g/ϕp とする
と，S−1 (491, χ491) = Cf1 であり，f1 の q 展開は
f1 = q − q3 − q4 + q11 + q12 − q13 − 2q14 − q16 − q17 − q25 + q27
+q31 − q33 + q37 + 2q38 + q39 + q41 + 2q42 + q43 + · · ·
のようになる．f1 は Hecke 固有形式ではない．そこで，f2 :=
−T2(f1)/2 ∈ S+1 (491, χ491)を計算すると
f2 = q
2 − q6 + q7 − q19 − q21 + q22 + q23 − q26 − q28 + q29 − q32
−q34 − q50 + · · · .
となる．このとき，f1 ±
√−2f2 が S4 型の正規化された Hecke固有形
式となる．
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• p = 1399のとき，(13.19)のようなある g をとって f1 := g/ϕp とする
と，S−1 (1399, χ1399) = Cf1 であり，
f1 = q − q2 − q5 + q8 − q9 + q10 + q11 − q16 + q18 − q19 − q22
+q29 − 2q37 + q38 − 2q39 − q40 + q41 + q45 − q49 − 2q51
−q55 − q58 + q64 − q72 − q73 + 2q74 + 2q78 + q79 + q80
−q81 − q82 − q83 + q88 − q89 − q90 + 2q93 + q95 + q98
−q99 + 2q102 + q110 + q125 − · · · ,
f2 := −T3(f1)/2 ∈ S+1 (1399, χ1399)
= q3 − q6 + q13 − q15 + q17 + q24 − q26 + q30 − q31 + q33 − q34
+q43 − q48 − q53 − q57 + q62 − q65 − q66 − q85 − q86 + q87
+q101 + q104 + q106 − q109 − 2q111 − q113 + q114 − q117 − · · · .
このとき，f1±
√−2f2 が S4 型の正規化された Hecke固有形式となる．
例 13.3.6 (A5 型の例). p = 2083, 3203, 5171 などで A5 型のモジュラー形式
が存在するのであるが，その q 展開を上記の方法で計算すると，S4 型のとき
とは様子が少し異なる．すなわち，(13.19)のような g を見つけて g/ϕp を計
算すると，Fourier係数に非常に複雑（ここに記載できないくらい）な有理数
が現れる．g/ϕp は確かに重さ 1 のカスプ形式なのであるが，Fourier 係数が
複雑すぎて大変見づらいものである．Fourier係数が整数となるものを見つけ
るために，(13.18)を満たす別の有理数 b′1, . . . , b′rp で，
g′ :=
rp∑
i=1
b′iTi(θpϕp) ̸= 0, g ̸= g′ (13.20)
を満たすようなものを求める．このとき，(g − g′)/ϕp を適当に有理数倍す
ると Fourier 係数がすべて整数となるものが得られることがある．筆者は
p = 2083, 3203, 5171に対して計算を行ったが，すべてこの方法で整数係数の
q 展開を得ることができた．
• p = 2083のとき，f1 := ((g − g′)/ϕp)/(先頭係数)とすると，
f1 = q
3 − q7 − q8 − q11 + q12 + q18 + q20 − q27 − q28 − q32 − q34
+q39 − q42 − q45 − q50 + q51 + 2q63 − q66 + q67 + q71 + q72
+q75 + q85 + q86 − q87 − q91 + q92 + q94 + q98 + q99 + q101
−q104 + q105 − q110 + q111 − q118 − q119 + q120 + q125 − 2q129
−2q141 − q143 − 2q147 + q149 + q154 + q156 + q165 − 2q168
−q173 − q175 + · · · ,
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f2 := −T4(f1) ∈ S−1 (2083, χ2083)
= q2 − q3 − q5 + q7 + q20 − q23 + q26 − q30 − q34 − q39 + q42
+q44 − q50 − q58 − q63 − q65 + q70 − q72 + q74 + q85
+q87 + q91 + q92 − q97 − q99 − q103 − q105 + q108 − q110
−q111 − q118 + q122 + q128 + q129 + q136 − q138 + q141
+q145 + q147 − q158 + q166 + q168 + q173 + · · · .
このとき，S−1 (2083, χ2083) = Cf1 + Cf2 である．また，
f3 := T3(f1) ∈ S+1 (2083, χ2083)
= q + q4 + q6 − 2q9 + q13 − q14 − q15 + q17 + 3q21 − q22 + 2q24
+q25 − q29 + 2q33 + q35 − q36 + q37 + q40 − 2q43 − 2q47
−2q49 + q52 − q54 + q55 − 2q56 + q59 − q60 + q61 − q64
−q69 − 2q77 + q78 − q79 + q83 + 2q84 − q88 − q89 − q90
+2q96 + q102 + 2q109 − 2q113 − q116 − 2q117 + q126 − q127
+q131 + q132 + q134 + q135 − q137 + q140 + q142 + q148
+q150 − q153 − q157 + q160 + q161 − q163 − q167 + q170
+q170 − q172 − q174 − · · · ,
f4 := −T2(f1) ∈ S+1 (2083, χ2083)
= q4 − q9 − q10 + q17 + q21 − q22 + q24 + q25 + q33 + q40 − q43
−q46 − q47 − q49 + q52 − q54 + q55 − q56 + q59 − q60 − q64
−q68 − q77 + q84 − q89 − q90 + q96 − q100 + q102 + q109 − q113
+q115 − q116 − q117 + q126 − q130 + q134 + q135 + q140 + q142
+q148 + q150 − q157 + q160 − q167 + 2q170 + q184 − · · ·
とすると，A5 型の正規化された Hecke固有形式の一つが
f3 + i
1 +
√
5
2
f2 + if1 − 3 +
√
5
2
f4
で与えられる．
• p = 3203のとき，f1 := ((g − g′)/ϕp)/(先頭係数)とすると，
f1 = q
3 − q4 + q9 − q12 − q14 + q25 − q30 − q36 + q38 + q40 − q42
−q46 − q49 + q56 + q64 + q65 − q73 − q78 + q79 + q85 + q86
+q87 − q89 − q90 + q94 + q102 + q104 − q105 + q106 − q108
−q111 + 2q114 − q115 − q116 + q119 − q122 − 2q126 + q133
−q138 + q140 − q142 − q147 + q148 − q152 − q155 + q160 − q161
+q163 − q167 + q168 + q169 + q186 + q192 − q195 + q196 − q202
+q211 − q214 − q219 + q221 + q224 − q226 − q234 + q237 − q248
−q250 + 2q258 + q260 + q261 + q262 + q265 − q273 − · · · ,
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f2 := T3(f1) ∈ S−1 (3203, χ3203)
= q + q3 − q4 + q9 − q10 − 2q12 − 2q14 − q26 + q27 + q29 − q30 + q34
−q35 − 2q36 − q37 + 2q38 − 3q42 − q46 − q49 + q56 + q62 + q64
−q65 − q73 + q75 − q78 + q79 + 2q86 + q87 − q90 − q91 + 2q94
+q95 + q97 − q100 + 2q102 − q105 + q106 − q108 − q111 + 3q114
−q116 + q119 + q120 − q121 − q122 − 3q126 + 2q133 − q136 − 2q138
+q140 − q142 − q142 − 2q147 + q148 − q152 + q155 − q161 − q166
−q167 + 2q168 − q173 + q184 + q186 + 2q192 + 2q196 − q197 + q199
−2q202 + q211 − 2q214 + q215 + q217 − 2q219 + q224 + q225 − q226
−q229 − q234 + q235 + 2q237 − q243 + q247 − q250 + q251 + q255
−q256 + 3q258 + q261 + q262 − q263 − q267 + q269 − · · · .
このとき，S−1 (3203, χ3203) = Cf1 + Cf2 である．また，
f3 := −T2(f1) ∈ S+1 (3203, χ3203)
= q2 + 2q6 + q7 − q8 + q15 − q17 + q18 − q19 − q20 + 2q21 + q23 − q24
−2q28 − q32 + q39 + q39 − q43 + q45 − q47 + q50 − q51 − q52 − q53
+q54 − 2q57 + q58 − q60 + q61 + 2q63 + q68 + q69 − q70 + q71 − q72
−q74 + 2q76 − 3q84 − q92 − q93 − q96 − 2q98 + q101 + q107 + q113
+q117 + q124 + q125 + q128 − 2q129 − q131 − 2q141 − 2q146 − q149
+q150 − q153 − q156 − q157 + 2q158 − q159 + q170 − 2q171 + 2q172
+2q174 + q175 − q178 − q180 − q182 + q183 + 2q188 + q189 + q190
+q194 + q203 + 2q204 + q207 − 2q210 + q212 + q213 − q216 − 2q222
−q223 + q227 + 3q228 − q230 − q232 + q233 + 2q238 − q241 − q242
−q244 − q245 + q249 − 3q252 − q259 + 3q266 + · · · ,
f4 := T5(f1) ∈ S+1 (3203, χ3203)
= q5 − q6 + q8 + q13 − q15 + q17 − q18 + q20 − q21 − q23 + q28
−q31 + q32 − q39 − q45 − 250 + q52 + q53 + q57 − q61 − q63
−q71 − q76 + q83 + q84 + q93 + q98 − q113 − q117 − q124 − q125
+q129 − q130 + q131 + q135 + q141 + q145 + q146 + q149 + q151
−q158 − q170 + q171 − q172 − q174 − q175 + q178 − q185 − q188
−q193 − q200 − q204 + q210 + q216 + q222 − q227 − q228 + q230
+q232 − q233 − q238 + q239 + q241 + q245 − q249 + q252 + q257
−q266 + · · ·
とおくと，A5 型の正規化された Hecke固有形式の一つが
f2 + i
1 +
√
5
2
f3 +
−1 +√5
2
f1 + i
−1 +√5
2
f4
で与えられる．
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N, k を正の整数とする．Katzは [7]において，Z[1/N ]-代数 Rに対して R
上のモジュラー形式（Katzモジュラー形式と呼ばれる）を定義した．重さ k，レ
ベル N の R上のモジュラー形式の空間，およびカスプ形式の空間をそれぞれ
Mk(N,R), Sk(N,R) で表す．指標 χ 付の空間は，Mk(N,χ,R), Sk(N,χ,R)
で表す．Mk(N,R)の元 f はカスプ∞での q 展開をもち，それは Z[[q]]⊗Z R
に含まれる．Katz モジュラー形式の詳細な定義と性質については [7] を参照
されたい．
ℓを N と素な素数とし，R = Fℓ の場合を考える．q 展開係数をmod ℓに還
元することにより得られる自然な写像
Sk(N,Z[1/N ])→ Sk(N,Fℓ)
は k ≥ 2であれば全射である（cf. [8]）．また
Sk(Γ1(N)) ∩ Z[1/N ][[q]] = Sk(N,Z[1/N ])
が成り立つ（cf. [4]）．従って k ≥ 2のときは，Sk(N,Fℓ)の元はある Sk(Γ1(N))
の元の Fourier係数を mod ℓに還元することによって得られる．
一方，k = 1のときは写像 (13.4)は必ずしも全射とはならない．より正確に
は，レベル N を固定したとき，有限個の素数 ℓに対して写像 (13.4)の全射性
が崩れる可能性がある．実際に全射でないような例はMestreによって最初に
発見され，それは (N, ℓ) = (1429, 2)であった（cf. [5]）．
mod ℓ 還元写像 S1(N,Z[1/N ]) → S1(N,Fℓ) が全射でないとき，空間
S1(N,Fℓ) には C 上のモジュラー形式に持ち上がらない元が存在する．この
ような元を [1]に倣って “unliftable form”（または unliftable mod ℓ form）
と呼ぶことにする．unliftable formはMestreの例 (N, ℓ) = (1429, 2)におい
ても存在し，その Fourier係数のいくつかが [5]に見出される．Buzzardは [1]
において，(N, ℓ) = (82, 199)のときに unliftable formを発見し，その q 展開
を与えている．さらに，この unliftable formに対応して，Q上 82の外不分岐
な PGL2(F199)-拡大の存在を示している．この Buzzardの例は ℓが奇数であ
るような最初の例であった．
その後，Schaeffer は学位論文 [10] において Buzzard の計算手法を精密化
し，unliftable formが存在するような組 (N, ℓ)の探索を効率化した．彼はそ
の手法を Hecke stability methodと呼んでいる．
Schaefferの手法は複雑な条件が付いているものの，汎用性の高い非常に優
れたものである．その詳細については [9]または [10]を参照されたい．本稿で
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は，13.3節の手法を unliftable formの探索と q 展開の計算に応用できること
を紹介する．
以下，pを p ≡ 3 (mod 4), p ≥ 7を満たす素数とし，
k, χp, dp, ϕp, V
−
p,Z[ 1p ]
,Mp, M˜p
は 13.3節で定義されたものとする．また，ℓを pと異なる素数とする．
まず，次の系列が完全であることに注意する；
0 −−−−→ S−1 (p, χp,Z[ 1p ])
×ϕp−−−−→ S−k+1(p, χp,Z[ 1p ])
Φ−−−−−→ Z[ 1p ](dp).
(13.21)
これは，ϕp の q 展開の先頭係数が 1なので，1/ϕp ∈ Z[[q]]となることから従
う．簡単のため，S−1 (p, χp,Z[ 1p ]) = 0の場合を考える（このような素数 pはた
くさん存在する）．このとき，上段が完全な可換図式
0 −−−−→ S−k+1(p, χp,Z[ 1p ])
Φ−−−−−→ Z[ 1p ](dp)
mod ℓ
y ymod ℓ
S−k+1(p, χp,Fℓ)
Φ−ℓ−−−−→ Fℓ(dp)
(13.22)
を得る．ここで，Φ−ℓ は q 展開を dp 番目の項までで打切る写像である．ま
た，左の縦の写像 S−k+1(p, χp,Z[ 1p ]) → S−k+1(p, χp,Fℓ) は全射である．もし
Ker(Φ−ℓ ) ̸= 0であれば，g ∈ Ker(Φ−ℓ ), g ̸= 0をとると，g/ϕpが S−1 (p, χp,Fℓ)
に属する unliftable formであると推測される*2．この計算を実行するために，
13.3節で導入した加群 V −
p,Z[ 1p ]
および行列Mp, M˜pを利用して，S−k+1(p, χp,Fℓ)
の基底を求める．Mp,ℓ, M˜p,ℓ をそれぞれMp, M˜p の各成分を mod ℓに還元し
て得られる行列とする．写像 S−k+1(p, χp,Z[ 1p ]) → S−k+1(p, χp,Fℓ) が全射で
あるから，rank(Mp,ℓ) = dimC S−k+1(p, χp)であれば dimFℓ S−k+1(p, χp,Fℓ) =
rank(Mp,ℓ) となり，行列 Mp,ℓ によって空間 S−k+1(p, χp,Fℓ) の基底の q 展
開が（Sturm bound まで）求まったことになる．このとき，rank(Mp,ℓ) −
rank(M˜p,ℓ) > 0ならば Ker(Φ−ℓ ) ̸= 0が成り立つ．Ker(Φ−ℓ )の 0でない元は，
M˜p,ℓ に matker を適用して見つけることができる．
例 13.4.1. p = 2267 ≡ 11 (mod 12), ℓ = 13のとき，レベル 2267の unliftable
mod 13 formが存在する．実際，PARI/GPによる計算で
• S−1 (2267, χ2267) = 0,
• rank(M2267) = rank(M2267,13) = dimC S−3 (2267, χ2267),
• rank(M2267,13)− rank(M˜2267,13) = 1
*2 ϕp を Sk(p,Fℓ) の元とみなしたとき，ϕp がカスプ以外に零点をもつのか否かが問題であ
る．
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が成り立つ．さらに，g ∈ Ker(Φ−13), g ̸= 0で F := g/ϕp の q 展開が
F = q + 11q2 + 11q3 + 8q4 + 3q5 + 4q6 + 3q7 + 8q8 + 3q9 + 9q10
+8q11 + 10q12 + q13 + 7q14 + 7q15 + 6q16 + 10q17 + 7q18
+7q19 + 11q20 + 7q21 + 11q22 + 11q23 + 10q24 + 7q25 + 3q26
+9q27 + 11q28 + 6q29 + 8q30 + 7q31 + 9q32 + · · · ∈ F13[[q]]
となるものが存在する．F が S−1 (2267, χ2267,F13) に属していることを確
かめるためには，F 3 が S−3 (2267, χ2267,F13) に属していることを示せばよ
い．V −p,Z[1/2267] の元の mod 13 への還元により S−3 (2267, χ2267,F13) の基
底が得られているから，その線形結合として F 3 が表されることを示せば
よく，PARI/GP による計算で実際に示すことができる．その結果 F ∈
S−1 (2267, χ2267,F13)であることがわかる．
また，T2 の作用を調べることにより，F は Hecke固有形式ではないことが
わかる．そこで，G := (F − T2(F )/11)/8, H := F − 11Gとする．Gと H
の q 展開はそれぞれ
G = q2 + 5q5 + 11q6 + 9q8 + 9q11 + 6q13 + 3q14 + 3q15
+8q17 + 3q18 + 3q19 + q20 + q23 + 8q24 + 3q31 + · · · ∈ F13[[q]],
H = q + 11q3 + 8q4 + 3q7 + 3q9 + 10q12 + 6q16 + 7q21 + 11q22
7q25 + 3q26 + 9q27 + 11q28 + 6q29 + 8q30 + 4q34 + · · · ∈ F13[[q]]
となる．α ∈ F132 を α2 = 7を満たすものとして，f := H + αGとおく．こ
のとき，f の q 展開は
f = q + αq2 + 11q3 + 8q4 + 5αq5 + 11αq6 + 3q7 + 9αq8 + 3q9 + 9q10
+9αq11 + 10q12 + 6αq13 + 3αq14 + 3αq15 + 6q16 + 8αq17 + 3αq18
+3αq19 + αq20 + 7q21 + 11q22 + αq23 + 8αq24 + 7q25 + 3q26 + 9q27
+11q28 + 6q29 + 8q30 + 3αq31 + 2αq32 + 8αq33 + · · · ∈ F132 [[q]]
という形となり，Fourier 係数の乗法性や素数べきにおける漸化式が成り
立っていることが見て取れる．やや細かい議論が必要になるが，計算機を
用いれば（筆者は PARI/GP を使った）f は実際に Hecke 固有形式であ
ることを示すことができる．その結果，f に付随する mod 13 Galois 表現
ρf,13 : Gal(Q/Q) → GL2(F132) が存在することがわかる．Coleman–Voloch
[3]により，ρf,13は 2267の外不分岐（従って 13で不分岐）である．f の Fourier
係数を調べると，Im(ρf,13)の射影線形群 PGL2(F132)への像は PSL2(F13)に
同型であるように思われる（2018 年 1 月 31 日時点では未証明）．これは，
PSL2(F13)または PSL2(F132)に同型な Galois群をもつ Q上 2267の外不分
岐な代数体の存在を示唆しているものである．いくつかの代数体のデータベー
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スを確認したところ，現時点ではこのような体は掲載されていないようである
（cf. [6, 14, 15]）．
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