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Abstract
We introduce a learning framework to infer macroscopic properties of an evolving
system from longitudinal trajectories of its components. By considering probability
measures on continuous paths we view this problem as a distribution regression
task for continuous-time processes and propose two distinct solutions leveraging
the recently established properties of the expected signature. Firstly, we embed the
measures in a Hilbert space, enabling the application of an existing kernel-based
technique. Secondly, we recast the complex task of learning a non-linear regression
function on probability measures to a simpler functional linear regression on the
signature of a single vector-valued path. We provide theoretical results on the
universality of both approaches, and demonstrate empirically their robustness to
densely and irregularly sampled multivariate time-series, outperforming existing
methods adapted to this task on both synthetic and real-world examples from
thermodynamics, mathematical finance and agricultural science.
1 Introduction
In many real-world situations the objective is to infer some macroscopic properties of a time-evolving
system from observations of the longitudinal trajectories traced by its components. For instance, in
thermodynamics (Fig. 1) one may be interested in determining the temperature of a gas from the set of
trajectories described by its particles [1, 2, 3]. Similarly in quantitative finance practitioners may wish
to estimate mean-reversion parameters from observed market dynamics [4, 5, 6]. Another example
arises in agricultural science where the challenge consists in predicting the overall end-of-year crop
yield from high-resolution climatic data [7, 8, 9].
All these tasks can be formulated as the general problem of learning the functional relationship
between a collection of time-series and a single target, falling under the subject area of distribution
regression (DR) [10]. Although DR techniques have been developed to handle non-standard sets of
items such as images [11] and graphs [12], their application to sequential data, such as time-series,
has been largely ignored. This is partly due to the fact that data-streams are difficult to handle if some
values are missing or if the data is recorded at irregular frequencies.
Despite being recorded by measuring devices at discrete time-steps, physical signals evolve in
continuous-time. In this paper we propose a framework for DR that addresses precisely the setting
where the items within each set are continuous trajectories. We formulate two distinct approaches,
both based on a recent tool from stochastic analysis known as the expected signature [13, 14, 15, 16].
The first method consists in embedding probability measures on paths in a Hilbert space, enabling the
application of an existing kernel-based technique [17] to close the regression. The second approach
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Figure 1: Simulation of the trajectories traced by 20 particles of an ideal gas in a 3-d box under different
thermodynamic conditions. Higher temperatures equate to a higher internal energy in the system which increases
the number of collisions resulting in different large-scale dynamics of the gas.
consists in representing the incremental flow of information provided by a set of trajectories as a
single vector-valued path. This alternative representation allows to turn a non-linear regression on
a set of trajectories to a linear regression on the signature of a single path (Sec. 4). We provide
theoretical guarantees for the universality of both methods, and demonstrate their versatility to handle
interacting trajectories like the ones in Fig. 1. We illustrate how these two methods can be easily
incorporated within standard machine learning pipelines to provide practical DR algorithms for
time-series, which are robust to irregular sampling and missing data (Sec. 5).
2 Related Work
Recently, there has been an increased interest in extending regression algorithms to the case where
inputs are sets of numerical arrays [18, 19, 20, 21, 22]. For instance, DeepSets [23] are examples of
neural networks designed to process each item of a set individually, aggregate the outputs by means
of well-designed operations (similar to pooling functions) and feed the aggregated output to a second
neural network to carry out the regression. However, these models depend on a large number of
parameters and results may largely vary with the choice of architecture and activation functions [24].
In the setting of DR, elements of a set are viewed as samples from an underlying probability
distribution [10, 11, 25, 26, 27]. This framework can be intuitively summarized as a two-step
procedure. Firstly, a probability measure µ is mapped to a point in an RKHS H1 by means of a
kernel mean embedding Φ : µ → ∫
x∈X k1(·, x)µ(dx), where k1 : X × X → R is the associated
reproducing kernel. Secondly, the regression is finalized by approximating a function f : H1 → R
via a minimization of the form f ≈ arg ming∈H2
∑M
i=1 L(yi, g ◦ Φ(µi)), where L is a loss function,
resulting in a procedure involving a second kernel1 k2 : H1 × H1 → R. Despite the theoretical
guarantees of these methods [10], the feature map k1(·, x) acting on the support X is rarely provided
explicitly, especially in the setting of non-standard input spacesX 6⊂ Rd, requiring manual adaptations
to make the data compatible with standard kernels. This is particularly problematic in case of
irregularly sampled time-series, where proposed solutions do not scale for long and high-dimensional
time-series [28]. The approaches we propose are specifically designed to handle these settings.
3 Background
Consider M input-output pairs {({xi,j}Nij=1, yi)}Mi=1, where each pair i is given by a scalar target
yi ∈ R and a collection of Ni d-dimensional time-series xi,j = {(t1, xi,j1 ), . . . , (t`i,j , xi,j`i,j )} of
possibly unequal lengths `i,j ∈ N, with time-stamps t1 ≤ . . . ≤ t`i,j and values xk ∈ Rd. To cope
with potential gaps or irregular recordings we replace each time-series by a continuous interpolation2.
After having defined appropriate classes of paths and probability measures, we will summarize the
information on each set i by the empirical measure δi = 1Ni
∑Ni
i=1 δxi,j where δxi,j is the Dirac
measure centred at the path xi,j , and consider the task of learning a function f : δi 7→ yi.
1In Sec. 5 we denote by RBF-RBF the model produced by choosing both k1 and k2 to be Gaussian.
2Popular choices include polynomial and spline interpolation [29, 30] and kernel smoothing methods [31].
2
3.1 Paths and probability measures on paths
Let 0 ≤ a ≤ T and I = [a, T ] be a closed time interval. Let E be a Banach space of dimension d ∈ N
(possibly infinite) with norm ‖·‖E . We denote by CLip(I, E) the Banach space [32] of Lipschitz-
continuous functions x : I → E equipped with the norm ‖x‖Lip = ‖xa‖+ sups,t∈I ‖xt−xs‖|t−s| . We
will refer to any element x ∈ CLip(I, E) as an E-valued path.3 Given a compact subset of paths
X ⊂ CLip(I, E), we denote by P(X ) the set of (Borel) probability measures on X .
In what follows⊕ and⊗will denote the direct sum and the tensor product of vector spaces respectively.
For example, (Rd)⊗2 = Rd⊗Rd is the space of d× d matrices and (Rd)⊗3 is the space of d× d× d
tensors. By convention E⊗0 = R. The following vector space will play a central role in this paper
T (E) =
∞⊕
k=0
E⊗k = R⊕ E ⊕ E⊗2 ⊕ . . . (1)
If {e1, . . . , ed} is a basis of E, the elements {ei1 ⊗ . . .⊗ eik}(i1,...,ik)∈{1,...,d}k form a basis of E⊗k.
For any A ∈ T (E) we denote by Ak ∈ E⊗k the k-tensor component of A and by A(i1,...,ik) ∈ R
its (i1 . . . ik)th coefficient. If E is also a Hilbert space with inner product 〈·, ·〉E , then there exists
a canonical inner product 〈·, ·〉E⊗k on each E⊗k which extends by linearity to an inner product
〈A,B〉T (E) =
∑
k≥0〈Ak, Bk〉E⊗k on T (E) that thus becomes also a Hilbert space [13, Sec. 3].
3.2 The Signature of a path
The signature [35, 36, 37] turns the complex structure of a path x into a simpler vectorial represen-
tation given by an infinite sequence of iterated integrals, defined in the classical Riemann-Stieltjes
sense.
Definition 3.1. The signature S : CLip(I, E) → T (E) is the map defined elementwise in the
following way: the 0th coefficient is always S(x)(0) = 1, whilst all the others are defined as
S(x)(i1...ik) =
∫
. . .
∫
a<u1<...<uk<T
dx(i1)u1 . . . dx
(ik)
uk
,
(
dx
(i)
t =
dx
(i)
t
dt
dt
)
, (2)
where t 7→ x(i)t denotes the ith path-coordinate of x.
Given a compact metric space X let C(X ,R) be the algebra of continuous real-valued functions on
X . The Stone-Weierstrass theorem (SWT) states that if A ⊂ C(X ,R) is a sub-algebra that contains
the constant functions and separates points (∀x, y ∈ X , x 6= y,∃f ∈ A | f(x) 6= f(y)), then A is
dense in C(X ,R) [38, Thm. 8.1]. The collection of iterated integrals defined by the signature plays
an important role for function approximation as it provides a linear basis for continuous functions on
compact sets of paths, extending the SWT to the following powerful result [33, Thm. 2.3.5].
Theorem 3.1. If X ⊂ CLip(I, E) is a compact set of paths, then the linear subspace given by
A = Span{x 7→ S(x)(i1...ik) | (i1, . . . , ik) ∈ {1, . . . , d}k, k ≥ 0} is dense in C(X ,R) w.r.t ‖·‖Lip.
3.3 The Expected Signature of a measure on paths
The expected signature is a recent tool from stochastic analysis [13, 15] that turns out to be very
useful when one is interested in describing a probability measure on paths. We will rely on Thm. 3.2
(see Appendix for a proof) in order to prove the two universality results of Sec. 4.
Definition 3.2. The expected signature Φ : P(X )→ T (E) is the map Φ : µ 7→ Ex∼µ[S(x)] defined
element-wise for any k ≥ 0 and any (i1, . . . , ik) ∈ {1, . . . , d}k as
Ex∼µ[S(x)](i1,...,ik) =
∫
x∈X
S(x)(i1,...,ik)µ(dx) ∈ R. (3)
Theorem 3.2. The expected signature Φ : P(X )→ T (E) is injective and weakly continuous.
3For technical reasons, we remove from CLip(I, E) a subset of pathological paths called tree-like (see [33,
Sec. 2.3] and [34]). This removal will have no impact in what follows, neither theoretically nor practically.
3
3.4 Robustness to irregular sampling
The invariance of the signature to a special class of transformations on the time-domain of a path [32,
Proposition 7.10], such as shifting t 7→ t+ a and acceleration t 7→ ta (a ≥ 0), partially explains its
effectiveness to deal with irregularly sampled data-streams [39, 40]. In effect, the iterated integrals
in equation (2) disregard the time parametrization of a path x, but focus on describing its shape. To
retain the information carried by time it suffices to augment the state space of x by adding time t as
an extra dimension yielding t 7→ xˆt = (t, x(1)t , . . . , x(d)t ).
3.5 Truncating the Signature
In view of numerical applications [39, 41, 42, 43, 44], the signature of a path S(x) might need to be
truncated at a certain level n ∈ N yielding the approximation S≤n(x) = (1, S(x)1, . . . , S(x)n) ∈
T ≤n(E) := R ⊕ E⊗1 ⊕ . . . E⊗n given by the collection of the first (dn+1 − 1)/(d − 1) iterated
integrals in equation (2). Nonetheless, the resulting approximation is reasonable thanks to [45,
Proposition 2.2] which states that the absolute value of all neglected terms decays factorially as
|S(x)(i1,...,in)| = O( 1n! ). This factorial decay ensures that when the signature of a path x is truncated,
only a negligible amount of information about the path x is lost [39, Sec. 1.3].
4 Methods
The distribution regression (DR) setting for continuous-time processes we have set up so far consists
of M groups of input-output pairs of the form({x1,j : I → E}N1j=1, y1 ∈ R) . . . ({xM,j : I → E}NMj=1, yM ∈ R), (4)
such that the finite set of pathsX = ⋃Mi=1{xi,j}Nij=1 is a compact subset ofCLip(I, E). As mentioned
in Sec. 3, we can summarize the information carried by the collection of trajectories in group i by
considering the empirical measure δi = 1Ni
∑Ni
j=1 δxi,j ∈ P(X ), where δxi,j is the Dirac measure
centred at xi,j . In this way the input-output pairs in (4) can be represented as follows(
δ1 ∈ P(X ), y1 ∈ R) . . . (δM ∈ P(X ), yM ∈ R). (5)
4.1 A kernel-based approach (kerES)
The expected signature of an empirical measure, given by Φ(δi) = 1Ni
∑Ni
j=1 S(x
i,j), allows to turn
the complex structure of the data into a more condensed representation which is easier to handle in
the context of DR for sequential data:(
Φ(δ1) ∈ T (E), y1 ∈ R) . . . (Φ(δM ) ∈ T (E), yM ∈ R). (6)
Thanks to the ability of the expected signature to characterize probability measures on paths (
Thm. 3.2), we now propose an explicit construction of a universal kernel specifically designed for the
setting of DR for continuous-time processes.
Theorem 4.1. If X ⊂ CLip(I, E) is a compact subset of paths (not necessarily finite), then the
kernel k : P(X )× P(X )→ R defined by
k(µ, ν) = exp
(
− σ2 ‖Φ(µ)− Φ(ν)‖2T (E)
)
, σ > 0, (7)
is universal, i.e. the associated RKHS is dense in C(P(X ),R).
Proof. By [17, Thm. 2.2] if K is a compact metric space and H is a separable Hilbert space such that
there exists a continuous and injective map ρ : K → H , then for σ > 0 the Gaussian-type RBF kernel
kσ : K ×K → R is a universal kernel, where kσ(z, z′) = exp
(
− σ2 ‖ρ(z)− ρ(z′)‖2H
)
. With the
metric induced by ‖·‖Lip ,X is a compact metric space. Hence the set P(X ) is weakly-compact
[46, Thm. 10.2]. By Thm. 3.2, the expected signature Φ : P(X )→ T (E) is injective and weakly
continuous. Furthermore T (E) is a Hilbert space with a countable basis, hence it is separable. Setting
K = P(X ), H = T (E) and ρ = Φ concludes the proof.
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Given two empirical measures δ1 = 1N1
∑N1
p=1 δx1,p and δ
2 = 1N1
∑N2
q=1 δx2,q , we can evaluate the
universal kernel k in Thm. 4.1 by explicitly computing the norm
∥∥Φ(δ1)− Φ(δ2)∥∥2T (E) =
∥∥∥∥∥ 1N1
N1∑
p=1
S(x1,p)− 1
N2
N2∑
q=1
S(x2,q)
∥∥∥∥∥
2
T (E)
. (8)
Alternatively, we can express this quantity entirely in terms of inner products on T (E) as follows
∥∥Φ(δ1)− Φ(δ2)∥∥2T (E) = 1N21
N1∑
p,p′=1
〈
S(x1,p), S(x1,p
′
)
〉
T (E) +
1
N22
N2∑
q,q′=1
〈
S(x2,q), S(x2,q
′
)
〉
T (E)
− 2
N1N2
N1∑
p=1
N2∑
q=1
〈
S(x1,p), S(x2,q)
〉
T (E). (9)
There is currently no "kernel trick" available to compute expression (9), although a truncated approxi-
mation (based on a well-established algorithm for polynomial evaluation) has recently been proposed
in [47]. Given two sets of d-dimensional time-series {x1,p}N1p=1 and {x2,q}N2q=1, the approximations
of (8) and (9) have complexity O(N2L2n) and O(NLdn) respectively, where N = max{N1, N2},
L = maxp,q{`1,p, `2,q}, and n ∈ N is the truncation level. For relatively low-dimensional but long
time-series it is thus preferable to use the first method, which is what we do in our experiments.
In light of Thm. 4.1, the complex task of DR for sequential data resumes to the following simple
pipeline (kerES): 1) compute the signature of each path in a set via dedicated packages [48, 49]; 2)
average the signatures to get a single expected signature Φˆi; 3) perform regression on the new input-
output pairs {Φˆi, yi}Mi=1 via kernel methods [50, 51] available within popular libraries [52, 53, 54].
4.2 A pathwise approach (linSES)
Algorithm 1 Linear regression with linSES
1: Input: {{xi,j}Nij=1, yi}Mi=1, n,m.
2: Initialize 0-array A ∈ RM,r
3: for i ∈ {1, ...,M} do
4: Initialize 0-array Φˆ ∈ R`i,c
5: for j ∈ {1, ..., Ni} do
6: Φˆ← Φˆ + sig(xi,j , n, ”path”)a
A[:, i]← sig(Φˆ/Ni,m)
7: (α0, . . . , αc)← LinReg(A, {yi}Mi=1)
8: Output: (α0, . . . , αc)
aa shorthand expression for the python com-
mand in [48] to compute the signature "pathwise".
As stated in Thm. 3.1, linear combinations of path-
iterated-integrals can be used to approximate uni-
formly well continuous functions on compact sets of
paths. Therefore, one wonders whether it is possible to
obtain a similar density result for continuous functions
defined on probability measures on paths, without nec-
essarily introducing an inner-product structure. Here
we show that this is indeed the case, by reformulating
the problem as a linear regression on the iterated inte-
grals of an object that we will refer to as the pathwise
expected signature. We start with the definition of this
term followed by the density result. Ultimately, we
show that our algorithm materializes as extracting sig-
natures on signatures. For any t ∈ I = [a, T ] consider
the projection Πt : CLip(I, E)→ CLip([a, t], E) that
maps any path x to its restriction to the sub-interval
[a, t] ⊂ I , defined by Πt(x) = x|[a,t] .
Definition 4.1. The pathwise expected signature is the function Φpath : P(X ) → CLip(I, T (E))
that to a probability measure µ ∈ P(X ) associates the path Φpath(µ) : I → T (E) defined as
Φpath(µ) : t 7→ Ex∼µ[S ◦Πt(x)]. (10)
The next theorem states that any weakly continuous function on P(X ) can be uniformly well
approximated by a linear combination of iterated integrals of the pathwise expected signature.
Theorem 4.2. If X ⊂ CLip(I, E) is a compact set of paths with a continuous pathwise expected
signature defined on P(X ), then the linear subspace
A = Span{µ 7→ S(Φpath(µ))(i1,...,ik) | (i1, . . . , ik) ∈ {1, . . . , d}k, k ≥ 0} (11)
is dense in C(P(X ),R).
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Proof. P(X ) is compact (see proof of Thm. 4.1) and the image of a compact set by a continuous
function is compact. Therefore, the image K = Φpath(P(X )) is a compact subset of CLip(I, T (E)).
Consider a weakly continuous function f : P(X )→ R. Given that Φpath is injective (see Appendix),
Φpath is a bijection when restricted to its image K. Hence, there exists a continuous function
g : K → R (w.r.t ‖·‖Lip) such that f = g ◦ Φpath. By Thm. 3.1 we know that the linear subspace
B = Span{x˜ 7→ S(x˜)(i1...ik) | x˜ ∈ K} is dense in C(K,R). Therefore, for any  > 0, there exists
h ∈ B such that ‖g − h‖∞ < . Thus ‖f ◦Φ−1path − h‖∞ < , implying ‖f − h ◦Φpath‖∞ < .
The practical consequence of this theorem is that, as shown in Alg.1, the non-linear regression
f(δ) = y can be reformulated as a linear regression (that we call linSES) on the iterated integrals
(up to level m) of the pathwise expected signature (truncated at level n) of the empirical measure δ:
f(δ) ≈ α0 + α1S
(
Φpath(δ)
)(ω1)
+ . . .+ αcS
(
Φpath(δ)
)(ωc) (12)
where c = (rm+1 − 1)/(r − 1), r = (dn+1 − 1)/(d− 1), and ω1, · · · , ωc are multi-indices in the
set {(i1, . . . , ik) ∈ {1, . . . , c}k, 0 ≤ k ≤ m}.
Remark. In the case where the observed trajectories are assumed to be i.i.d. samples {xk}Nk=1 ∼ µ
from the law of an underlying random process one would expect the bigger the sample size
N , the better the approximation of µ, and therefore of its expected signature Φ(µ). Indeed,
for an arbitrary multi-index τ = (i1, . . . , ik), the Central Limit Theorem yields the conver-
gence (in distribution)
√
N
(
Ex∼µ[Sτ (x)] − 1N
∑N
k=1 S
τ (xk)
) D→ N (0, σ2τ ) as the variance
σ2τ = Ex∼µ[Sτ (x)2] − (Ex∼µ[Sτ (x)])2 is always finite; in effect for any path x, the product
Sτ (x)Sτ (x) can always be expressed as a finite sum of higher-order terms of S(x) [40, Thm. 1].
5 Experiments
We benchmark kerES and linSES against the RBF-RBF model discussed in footnote 2. of Sec. 2
on various simulated and real-world examples from physics, mathematical finance and agricultural
science. For the financial example we include DeepSets [23] as an additional baseline. For kerES and
RBF-RBF we perform Kernel Ridge Regression, whilst for linSES we use Lasso Regression. We
make use of linear-interpolation for the input time-series. All models are run 5 times and we report
the mean and standard deviation of the predictive mean squared error (MSE). The hyperparameters
of kerES, linSES and RBF-RBF are selected by cross-validation via a grid search on the training set
of each run. Additional details about interpolation, hyperparameters search and model architecture,
as well as the code we used for the experiments can be found in the supplementary material.
5.1 A defective electronic device
Figure 2: Predictive MSE at various subsampling
rates for M = 50 circuits and N = 15 devices. The
shaded area indicates the standard deviation.
We start with a toy example to show the ro-
bustness of our methods to irregularly sampled
time-series. For this, we propose to infer the
phase ϕ of a defective electronic circuit from
multiple recordings of its voltage vϕ(t) =
sin(ωt) and current iϕ(t) = sin(ωt−ϕ). The
data consists of M simulated circuits with
phases {ϕi}Mi=1 selected uniformly at random
from [pi/8, pi/2]. Each circuit is attached to
N measuring devices recording the two sine
waves over 20 periods at a frequency 25 points
per period. We then randomly subsample the
data at rates ranging from 0% to 76% indepen-
dently for each device. As shown in Fig. 2, the
predictive performances of RBF-RBF drasti-
cally deteriorate when the subsampling rate
increases, whilst results for kerES and linSES
remain roughly unchanged.
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5.2 Inferring the temperature of an ideal gas
Model Predictive MSE
few collisions many collisions
RBF-RBF (2.1± 0.9)× 10−2 (1.2± 0.5)× 10−1
kerES (2.5± 1.6)× 10−2 (8.7± 4.6)× 10−3
linSES (1.2± 1.1)×10−2 (7.6± 5.8)×10−3
Table 1: For all experiments the radius of all particles composing
the simulated ideal gases is the same: r1 = 0.5 · 10−1(V/N)3
(few collisions), r2 = 3.5 · 10−1(V/N)3 (many collisions).
The thermodynamic properties
of an ideal gas of N particles in-
side a 3-d box of volume V (3
cm3) can be described in terms
of the temperature T (K), the
pressure P (Pa) and the total
energy U (J) via the two equa-
tions of state PV = NkBT
and U = cVNkBT , where kB
is the Boltzmann constant [55].
The large-scale behaviour of the
gas can be related to the trajec-
tories of the individual particles (through their momentum = mass × velocity) by the equation
U = 12
∑N
i=1mi| #»vi|2. The complexity of the large-scale dynamics of the gas depends on T (see
Fig. 1) as well as on the radius of the particles. For a fixed T , the larger the radius the higher the
chance of collision between the particles. We simulate M = 20 different gases of N = 20 particles
each by randomly initialising all velocities and letting particles evolve at constant speed 4. The task
is to learn T ( sampled uniformly at random from [1, 1000]) from the set of trajectories traced by
the particles in the gas. In Table 1 we report the results of two experiments, one where particles
have a small radius (few collisions) and another where they have a bigger radius (many collisions).
The performance of RBF-RBF is comparable to the ones of kerES and linSES in the simpler setting.
However, in the presence of a high number of collisions our models become more informative to
retrieve the global temperature from local trajectories, whilst the performance of RBF-RBF drops
with the increase in system-complexity.
5.3 Parameter estimation in a rough volatility model
Figure 3: fOU sample-paths and corresponding volatility for 3 different mean-reversion parameters.
Financial practitioners often model asset prices via an SDE of the form dPt = µtdt+ σtdWt, where
µt is a drift term, Wt is a 1-d Brownian motion (BM) and σt is the volatility process [57]. This
setting is often too simple to match the volatility observed in the market, especially since the advent
of electronic trading [5]. Instead, we model the (rough) volatility process as σt = exp{Pt} where
dPt = −a(Pt −m)dt+ νdWHt is a fractional Ornstein-Uhlenbeck (fOU) process, with a, ν,m ≥ 0.
The fOU is driven by a fractional Brownian MotionWHt of Hurst exponent H ∈ (0, 1), governing the
regularity of the trajectories [58]. In line with the findings in [5] we choose H = 0.2 and tackle the
task of estimating the mean-reversion parameter a from simulated sample-paths of σt. We consider 50
mean-reversion values {ai}50i=1 chosen uniformly at random from [10−6, 1]. Each ai is regressed on a
collection of N = 20, 50, 100 (time-augmented) trajectories {σˆi,jt }Nj=1 of length 300 (approximately
a trading year), depicted in Fig. 3. Our findings are summarized in Table 2. kerES and linSES
systematically yield the best MSE among all compared models. Moreover, the performance of kerES
4We assume [56] that the environment is frictionless, and that particles are not subject to other forces such as
gravity. We make use of python code from https://github.com/labay11/ideal-gas-simulation.
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and linSES progressively improves with the number of samples in each bag, in accordance to the
remark at the end of Sec. 4, whilst this pattern is not observed for RBF-RBF, and DeepSets.5
Model Predictive MSE spacecomplexityN=20 N=50 N=100
RBF-RBF (5.8± 0.9) · 10−2 (5.5± 1.4) · 10−2 (7.1± 0.8) · 10−2 O(MN`d)
DeepSets (8.7± 1.1) · 10−2 (9.7± 1.9) · 10−2 (9.1± 4.7) · 10−2 O(BN`d)
kerES (7.3± 1.2)·10−4 (2.3± 0.4)·10−4 (1.2± 0.4)·10−4 O(Mdn)
linSES (1.5± 1.1) · 10−3 (5.1± 3.1) · 10−4 (1.8± 1.0) · 10−4 O(Mdn×m)
Table 2: Predictive MSE and space complexity for the estimation of the mean reversion parameter in
a rough volatility model. (M,d, `) = (50, 2, 300). DeepSets is trained with mini-batching B = 20.
5.4 Crop yield prediction
Finally, we evaluate kerES and linSES on a crop yield prediction task. The challenge consists in
predicting the yield of wheat crops over a region from the longitudinal measurements of climatic
variables recorded across different locations of the region. We use the publicly available Eurostat6
data set containing the total annual regional yield of wheat crops in mainland France - divided in 22
administrative regions - from 2015 to 2017. The climatic measurements (temperature, soil humidity
and precipitation) are extracted from the GLDAS database [59], are recorded every 3 hours at a
spatial resolution of 0.25◦ × 0.25◦, and their number varies across regions. Predictive performances
are reported in Table 3 for two distinct settings: 1) the full time-series are observed; 2) 30% of the
observations are dropped at random. Although all models yield comparable MSEs for setting 1), only
kerES and linSES keep up with the subsampling. Furthermore, the running time for RBF-RBF is
of the order of hours, whilst for ours of the order of seconds, which highlights a sharp difference in
terms of scalability. The running time is relative to computations done in parallel across 56 cores.
Model Predictive MSE
0% dropped [running time] 30% dropped [running time]
RBF-RBF 0.671± 0.147 [2h17m] 0.819± 0.243 [1h19m]
kerES 0.563± 0.277 [0m26s] 0.583± 0.146 [0m21s]
linSES 0.616± 0.158 [1m33s] 0.646± 0.150 [1m07s]
Table 3: The fully observed time-series are of length ` = 1 696, and the yield is in tons per hectar.
6 Conclusion
In this paper we introduce two novel techniques for DR on continuous-time processes. Our approach
is motivated by the lack of methodologies able to handle this task on sequential data. The first method
consists in embedding the probability measures on paths to a Hilbert space via the expected signature,
enabling the applicability of standard kernel-based regression. The second technique generalises the
SWT to uniformly approximate continuous functions on probability measures supported on compact
sets of paths as linear combinations of iterated integrals of the pathwise expected signature. We
demonstrate the efficiency of the proposed methodologies for DR on irregularly sampled time-series.
There are multiple interesting directions for future work: 1) deriving a kernel trick for the untruncated
inner product between two signatures which to this day remains unknown; 2) developing algorithms
scalable to big-data using techniques such as in [60]; 3) exploring the possibility of learning sparse
representation of the (expected) signature features.
5We note that sample-paths of fBM are not in CLip([0, T ],R) but we can assume that the interpolations
obtained from market high-frequency data provide a sufficiently refined approximation of the underlying process.
6http://ec.europa.eu/eurostat/data/database
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Broader impact
The framework we have developed in this paper opens up new strategies to understand the global
properties of a complex system of interacting components based on the recordings of their longitudinal
trajectories. We believe these methods can be applied in various situations such as the one of
a government having to make important policy decisions based on the individual time-evolving
preferences in a society. These models could perhaps also be useful in predicting the behaviour
of a pandemic from various longitudinal recordings. One limitation that needs to be addressed is
scalability, that could be resolved with the discovery of a kernel trick. We note that our methodology
is capable of summarising streams of personal information about a group of individuals in a encrypted
way via embedding this information with the expected signature.
Acknowledgments
We deeply thank Dr Thomas Cass and Dr Ilya Chevyrev for the very helpful discussions. ML was
supported by the OxWaSP CDT under the EPSRC grant EP/L016710/1. CS was supported by the
EPSRC grant EP/R513295/1. ML and TD were supported by the Alan Turing Institute under the
EPSRC grant EP/N510129/1. CS and TL were supported by the Alan Turing Institute under the
EPSRC grant EP/N510129/1.
References
[1] Terrell L Hill. An introduction to statistical thermodynamics. Courier Corporation, 1986.
[2] Linda E Reichl. A modern course in statistical physics, 1999.
[3] Erwin Schrödinger. Statistical thermodynamics. Courier Corporation, 1989.
[4] Anastasia Papavasiliou, Christophe Ladroue, et al. Parameter estimation for rough differential
equations. The Annals of Statistics, 39(4):2047–2073, 2011.
[5] Jim Gatheral, Thibault Jaisson, and Mathieu Rosenbaum. Volatility is rough. Quantitative
Finance, 18(6):933–949, 2018.
[6] Ronald Balvers, Yangru Wu, and Erik Gilliland. Mean reversion across national stock markets
and parametric contrarian investment strategies. The Journal of Finance, 55(2):745–772, 2000.
[7] Sudhanshu Sekhar Panda, Daniel P Ames, and Suranjan Panigrahi. Application of vegetation
indices for agricultural crop yield prediction using neural network techniques. Remote Sensing,
2(3):673–696, 2010.
[8] Snehal S Dahikar and Sandeep V Rode. Agricultural crop yield prediction using artificial neural
network approach. International Journal of Innovative Research in Electrical, Electronics,
Instrumentation and Control Engineering, 2(1):683–686, 2014.
[9] Jiaxuan You, Xiaocheng Li, Melvin Low, David Lobell, and Stefano Ermon. Deep gaussian
process for crop yield prediction based on remote sensing data. In Thirty-First AAAI Conference
on Artificial Intelligence, 2017.
[10] Zoltán Szabó, Bharath K Sriperumbudur, Barnabás Póczos, and Arthur Gretton. Learning theory
for distribution regression. The Journal of Machine Learning Research, 17(1):5272–5311, 2016.
[11] Ho Chung Leon Law, Dougal J Sutherland, Dino Sejdinovic, and Seth Flaxman. Bayesian
approaches to distribution regression. arXiv preprint arXiv:1705.04293, 2017.
[12] Yin Cheng Ng, Nicolò Colombo, and Ricardo Silva. Bayesian semi-supervised learning with
graph gaussian processes. In Advances in Neural Information Processing Systems, pages
1683–1694, 2018.
[13] Ilya Chevyrev and Harald Oberhauser. Signature moments to characterize laws of stochastic
processes. arXiv preprint arXiv:1810.10971, 2018.
[14] Ilya Chevyrev, Terry Lyons, et al. Characteristic functions of measures on geometric rough
paths. The Annals of Probability, 44(6):4049–4082, 2016.
[15] Terry Lyons, Hao Ni, et al. Expected signature of brownian motion up to the first exit time from
a bounded domain. The Annals of Probability, 43(5):2729–2762, 2015.
9
[16] Hao Ni. The expected signature of a stochastic process. PhD thesis, Oxford University, UK,
2012.
[17] Andreas Christmann and Ingo Steinwart. Universal kernels on non-standard input spaces. In
Advances in neural information processing systems, pages 406–414, 2010.
[18] Oliver Hamelijnck, Theodoros Damoulas, Kangrui Wang, and Mark Girolami. Multi-resolution
multi-task gaussian processes. In Advances in Neural Information Processing Systems, pages
14025–14035, 2019.
[19] Ho Chung Law, Dino Sejdinovic, Ewan Cameron, Tim Lucas, Seth Flaxman, Katherine Battle,
and Kenji Fukumizu. Variational learning on aggregate outputs with gaussian processes. In
Advances in Neural Information Processing Systems, pages 6081–6091, 2018.
[20] David R Musicant, Janara M Christensen, and Jamie F Olson. Supervised learning by training
on aggregate outputs. In Seventh IEEE International Conference on Data Mining (ICDM 2007),
pages 252–261. IEEE, 2007.
[21] Kiri L Wagstaff, Terran Lane, and Alex Roper. Multiple-instance regression with structured
data. In 2008 IEEE International Conference on Data Mining Workshops, pages 291–300.
IEEE, 2008.
[22] Konstantinos Skianis, Giannis Nikolentzos, Stratis Limnios, and Michalis Vazirgiannis. Rep the
set: Neural networks for learning set representations. arXiv preprint arXiv:1904.01962, 2019.
[23] Manzil Zaheer, Satwik Kottur, Siamak Ravanbakhsh, Barnabas Poczos, Russ R Salakhutdinov,
and Alexander J Smola. Deep sets. In Advances in neural information processing systems,
pages 3391–3401, 2017.
[24] Edward Wagstaff, Fabian B Fuchs, Martin Engelcke, Ingmar Posner, and Michael Osborne. On
the limitations of representing functions on sets. arXiv preprint arXiv:1901.09006, 2019.
[25] Krikamol Muandet, Kenji Fukumizu, Francesco Dinuzzo, and Bernhard Schölkopf. Learning
from distributions via support measure machines. In Advances in neural information processing
systems, pages 10–18, 2012.
[26] Seth R Flaxman. Machine learning in space and time. PhD thesis, Ph. D. thesis, Carnegie
Mellon University, 2015.
[27] Alex Smola, Arthur Gretton, Le Song, and Bernhard Schölkopf. A hilbert space embedding
for distributions. In International Conference on Algorithmic Learning Theory, pages 13–31.
Springer, 2007.
[28] Marco Cuturi and Arnaud Doucet. Autoregressive kernels for time series. arXiv preprint
arXiv:1101.0673, 2011.
[29] Mathieu Lepot, Jean-Baptiste Aubin, and François HLR Clemens. Interpolation in time series:
An introductive overview of existing methods, their performance criteria and uncertainty
assessment. Water, 9(10):796, 2017.
[30] Patrick Kidger, James Morrill, James Foster, and Terry Lyons. Neural controlled differential
equations for irregular time series. arXiv preprint arXiv:2005.08926, 2020.
[31] Trevor Hastie, Robert Tibshirani, and Jerome Friedman. Kernel smoothing methods. In The
elements of statistical learning, pages 191–218. Springer, 2009.
[32] Peter K Friz and Nicolas B Victoir. Multidimensional stochastic processes as rough paths:
theory and applications, volume 120. Cambridge University Press, 2010.
[33] Adeline Fermanian. Embedding and learning with signatures. arXiv preprint arXiv:1911.13211,
2019.
[34] Ben Hambly and Terry Lyons. Uniqueness for the signature of a path of bounded variation and
the reduced path group. Annals of Mathematics, pages 109–167, 2010.
[35] KT Chen. Integration of paths, geometric invariants and a generalized baker-hausdorff formula.
1957.
[36] Terry J Lyons. Differential equations driven by rough signals. Revista Matemática Iberoameri-
cana, 14(2):215–310, 1998.
[37] Terry Lyons. Rough paths, signatures and the modelling of functions on streams. arXiv preprint
arXiv:1405.4537, 2014.
10
[38] John B Conway. A course in functional analysis, volume 96. Springer, 2019.
[39] Patric Bonnier, Patrick Kidger, I Perez Arribas, Cristopher Salvi, and Terry Lyons. Deep
signature transforms. 2019.
[40] Ilya Chevyrev and Andrey Kormilitzin. A primer on the signature method in machine learning.
arXiv preprint arXiv:1603.03788, 2016.
[41] Benjamin Graham. Sparse arrays of signatures for online character recognition. arXiv preprint
arXiv:1308.0371, 2013.
[42] Imanol Perez Arribas, Guy M Goodwin, John R Geddes, Terry Lyons, and Kate EA Saunders.
A signature-based machine learning model for distinguishing bipolar disorder and borderline
personality disorder. Translational psychiatry, 8(1):1–7, 2018.
[43] PJ Moore, TJ Lyons, J Gallacher, Alzheimer’s Disease Neuroimaging Initiative, et al. Using
path signatures to predict a diagnosis of alzheimer’s disease. PloS one, 14(9), 2019.
[44] Jasdeep Kalsi, Terry Lyons, and Imanol Perez Arribas. Optimal execution with rough path
signatures. SIAM Journal on Financial Mathematics, 11(2):470–493, 2020.
[45] Terry J Lyons, Michael Caruana, and Thierry Lévy. Differential equations driven by rough
paths. Springer, 2007.
[46] Charles Walkden. Ergodic theory. Lecture Notes University of Manchester, 2014.
[47] Franz J Király and Harald Oberhauser. Kernels for sequentially ordered data. Journal of
Machine Learning Research, 20, 2019.
[48] Jeremy Reizenstein and Benjamin Graham. The iisignature library: efficient calculation of
iterated-integral signatures and log signatures. arXiv preprint arXiv:1802.08252, 2018.
[49] Patrick Kidger and Terry Lyons. Signatory: differentiable computations of the signature and
logsignature transforms, on both CPU and GPU. arXiv:2001.00706, 2020.
[50] Harris Drucker, Christopher JC Burges, Linda Kaufman, Alex J Smola, and Vladimir Vapnik.
Support vector regression machines. In Advances in neural information processing systems,
pages 155–161, 1997.
[51] Joaquin Quiñonero-Candela and Carl Edward Rasmussen. A unifying view of sparse approxi-
mate gaussian process regression. Journal of Machine Learning Research, 6(Dec):1939–1959,
2005.
[52] F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, B. Thirion, O. Grisel, M. Blondel,
P. Prettenhofer, R. Weiss, V. Dubourg, J. Vanderplas, A. Passos, D. Cournapeau, M. Brucher,
M. Perrot, and E. Duchesnay. Scikit-learn: Machine learning in Python. Journal of Machine
Learning Research, 12:2825–2830, 2011.
[53] Alexander G De G. Matthews, Mark Van Der Wilk, Tom Nickson, Keisuke Fujii, Alexis Bouk-
ouvalas, Pablo León-Villagrá, Zoubin Ghahramani, and James Hensman. Gpflow: A gaussian
process library using tensorflow. The Journal of Machine Learning Research, 18(1):1299–1304,
2017.
[54] Jacob Gardner, Geoff Pleiss, Kilian Q Weinberger, David Bindel, and Andrew G Wilson.
Gpytorch: Blackbox matrix-matrix gaussian process inference with gpu acceleration. In
Advances in Neural Information Processing Systems, pages 7576–7586, 2018.
[55] Clement John Adkins and Clement John Adkins. Equilibrium thermodynamics. Cambridge
University Press, 1983.
[56] Jeffrey Chang. Simulating an ideal gas to verify statistical mechanics, 2015. http://stanford.
edu/~jeffjar/files/simulating-ideal-gas.pdf.
[57] Imanol Perez Arribas, Cristopher Salvi, and Lukasz Szpruch. Sig-sdes model for quantitative
finance, 2020.
[58] Laurent Decreusefond et al. Stochastic analysis of the fractional brownian motion. Potential
analysis, 10(2):177–214, 1999.
[59] M. Rodell, P. R. Houser, U. Jambor, J. Gottschalck, K. Mitchell, C.-J. Meng, K. Arsenault,
B. Cosgrove, J. Radakovich, M. Bosilovich, J. K. Entin, J. P. Walker, D. Lohmann, and D. Toll.
The global land data assimilation system. Bulletin of the American Meteorological Society,
85(3):381–394, 2004.
11
[60] Christian Litterer, Terry Lyons, et al. High order recombination and an application to cubature
on wiener space. The Annals of Applied Probability, 22(4):1301–1327, 2012.
[61] Thomas Fawcett. Problems in stochastic analysis: Connections between rough paths and
non-commutative harmonic analysis. PhD thesis, University of Oxford, 2002.
[62] Cédric Villani. Optimal transport: old and new, volume 338. Springer Science & Business
Media, 2008.
[63] Terry Lyons et al. Coropa computational rough paths (software library). 2010.
[64] Alfredo Huete, Kamel Didan, Tomoaki Miura, E Patricia Rodriguez, Xiang Gao, and Laerte G
Ferreira. Overview of the radiometric and biophysical performance of the modis vegetation
indices. Remote sensing of environment, 83(1-2):195–213, 2002.
[65] Laurence Hubert-Moy, Jeanne Thibault, Elodie Fabre, Clémence Rozo, Damien Arvor, Thomas
Corpetti, and Sébastien Rapinel. Time-series spectral dataset for croplands in france (2006–
2017). Data in brief, 27:104810, 2019.
[66] Md Rejaur Rahman, AHMH Islam, and Md Ataur Rahman. Ndvi derived sugarcane area
identification and crop condition assessment. Plan Plus, 1(2):1–12, 2004.
12
A Proofs
Consider a compact subset of pathsX ⊂ C(I, E), where I is a closed interval andE is a Banach space
of dimension d (possibly infinite, but countable). We will denote by P(X ) the set of Borel probability
measures on X and by S(X ) ⊂ T (E) the image of X by the signature S : CLip(I, E)→ T (E).
As shown in [13, Section 3], if E is a Hilbert space with inner product 〈·, ·〉E , then for any k ≥ 1 the
following bilinear form defines an inner product on E⊗k
〈
ei1 ⊗ . . .⊗ eik , ej1 ⊗ . . .⊗ ejk
〉
E⊗k =
k∏
r=1
δir,jr , δij =
{
1, if i = j,
0, if i 6= j. (13)
which extends by linearity to an inner product 〈A,B〉T (E) =
∑
k≥0〈Ak, Bk〉E⊗k on T (E) that thus
becomes also a Hilbert space.
Definition A.1. A sequence of probability measures µn ∈ P(X ) converges weakly to µ if for every
f ∈ Cb(X ,R) we have
∫
X fdµn →
∫
X fdµ as n→∞, where Cb(X ,R) is the space of real-valued
continuous bounded functions on X .
Remark. Since X is a compact metric space, we can drop the word "bounded" in Def. A.1.
Definition A.2. Given two probability measures µ, ν ∈ P(X ), the Wasserstein-1 distance is defined
as follows
W1(µ, ν) = inf
γ∈Π(µ,ν)
∫
x,y∈X
‖x− y‖Lip dγ(x, y) (14)
where the infimum is taken over all possible couplings of µ and ν.
Lemma A.1. [13, Theorem 5.3] The signature S : C(I, E)→ T (E) is injective.7
Lemma A.2. [14, Corollary 5.5] The signature S : C(I, E)→ T (E) is continuous w.r.t. ‖·‖Lip.
Lemma A.3. [13, Theorem 5.6] The expected signature Φ : P(X )→ T (E) is injective.8
Theorem A.1. The expected signature Φ : P(X )→ T (E) is weakly continuous.
Proof. Consider a sequence {µn}n∈N of probability measures on P(X ) converging weakly to a
measure µ ∈ P(X ). By Lemma A.2 the signature S : x 7→ S(x) is continuous w.r.t. ‖·‖Lip. Hence,
by definition of weak-convergence (and because X is compact), for any k > 0 and any multi-index
(i1, . . . , ik) ∈ {1, . . . , d}k it follows that
∫
x∈X S(x)
(i1,...,ik)µn(dx) →
∫
x∈X S(x)
(i1,...,ik)µ(dx).
The factorial decay given by [45, Proposition 2.2] yields
∫
x∈X S(x)µn(dx)→
∫
x∈X S(x)µ(dx) in
the topology induced by 〈·, ·〉T (E).
Theorem A.2. [45, Theorem 3.7] Let x ∈ CLip(I, E) and recall the definition of the projection
Πt : x 7→ x|[0,t] . Then, the T (E)-valued path defined by
Spath(x) : t 7→ S ◦Πt(x) (15)
is Lipschitz continuous. Furthermore the map x 7→ Spath(x) is continuous w.r.t. ‖·‖Lip.
Theorem A.3. The pathwise expected signature Φpath : P(X )→ CLip(I, T (E)) is injective.9
Proof. Let µ, ν ∈ P(X ) be two probability measures. If Φpath(µ) = Φpath(ν), then for any t ∈ I ,
Ex∼µ[S◦Πt(x)] = Ey∼ν [S◦Πt(y)]. In particular, for t = T , Φ(µ) = Ex∼µ[S(x)] = Ey∼ν [S(y)] =
Φ(ν). The result follows from the injectivity of the expected signature Φ (Lemma A.3).
Theorem A.4. The pathwise expected signature Φpath : P(X )→ CLip(I, T (E)) is weakly contin-
uous.
7Up to tree-like equivalence (see [13, appendix B] for a definition and detailed discussion).
8This result was firstly proved in [61] for probability measures supported on compact subsets of CLip(I, E),
which is enough for this paper. It was also proved in a more abstract setting in [14]. The authors of [13] introduce
a normalization that is not needed in case of compact supports, as they mention in [13, (I) - page 2]
9For any µ ∈ P(X ) the path Φpath(µ) ∈ CLip(I, T (E)). Indeed Φpath(µ) is a continuous path because x,
Πt, S and Φ are all continuous and the composition of continuous functions is continuous. The Lipschitzianity
comes from the fact that ‖Φpath(µ)‖Lip ≤ µ(X ) supx∈X ‖Spath(x)‖Lip < +∞ by Thm. A.2.
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Proof. Let {µn}n∈N be a sequence inP(X ) converging weakly to µ ∈ P(X ). As Spath is continuous
(Thm. A.2), it follows, by the continuous mapping theorem, that Spath#µn → Spath#µ weakly,
where Spath#µ is the pushforward measure of µ by Spath. Given that Spath is continuous and X is
compact, it follows that the image Spath(X ) is a compact subset of the Banach space CLip(I, T (E)).
By [62, Theorem 6.8] weak convergence of probability measures on compact supports is equivalent to
convergence in Wasserstein-1 distance. By Jensen’s inequality ‖E[Spath#µn]− E[Spath#µ]‖Lip ≤
E[‖Spath#µn − Spath#µ‖Lip]. Taking the infimum over all couplings γ ∈ Π(Spath#µn, Spath#µ)
on the right-hand-side of the previous equation we obtain ‖E[Spath#µn]− E[Spath#µ]‖Lip ≤
W1(Spath#µn, Spath#µ) → 0, which yields the convergence E[Spath#µn] → E[Spath#µ] in
‖·‖Lip over CLip(I, T (E)). Noting that E[Spath#µ] = Φpath(µ) concludes the proof.
Remark. We note that with Thm. A.4, the assumption in Thm. 4.2 is always satisfied in the settings
considered in this paper.
B Experimental details
In our experiments we benchmark kerES and linSES against RBF-RBF and DeepSets. Both kerES
and linSES do not take into account the length of the input time-series. On the other hand RBF-RBF
and DeepSets are designed to operate on vectorial data. Therefore, in order to deploy these two
baselines in our setting, manual pre-processing (such as padding) is required. In the next section we
describe how we turn discrete time-series into continuous paths on which the signature operates.
B.1 Transforming discrete time-series into continuous paths
Consider a d-dimensional time-series of the form x = {(t1, x1), . . . , (t`, x`)} with time-stamps
t1 ≤ . . . ≤ t` and values xk ∈ Rd, and the continuous path x obtained by linearly interpolating
between the points x1, · · · , x`. The signature (truncated at level n) of x can be computed explicitly
with existing Python packages [48, 63, 49], does not depend on the time-stamps (t1, . . . , t`i,j ), and
produces (dn+1−1)/(d−1) terms when d > 1. As mentioned in Sec. 3.4, when d = 1 the signature
is trivial since S≤n(x) = (1, (x` − x1), 12 (x` − x1)2, · · · , 1n! (x` − x1)n). In such case we simply
augment the paths with a monotonous coordinate, such that xˆ : t 7→ (t, x(1)), where t ∈ [0, 1],
effectively reintroducing a time parametrization. Another way to augment the state space of the data
and obtain additional signature terms is the lead-lag transformation (see Def. B.1) which turns a 1-d
data stream into a 2-d path. For example if the data stream is {1, 5, 3} one obtains the 2-d continuous
path xˆ : t 7→ (x(lead), x(lag)) where x(lead) and x(lag) are the linear interpolations of {1, 5, 5, 3, 3}
and {1, 1, 5, 5, 3} respectively. A key property of the lead-lag transform is that the difference between
S(1,2)(xˆ) and S(2,1)(xˆ) is the quadratic variation QV (x) =
∑`−1
k=1(xk+1 − xk)2 [40]. Hence, even
when d > 1, it may be of interest to lead-lag transform the coordinates of the paths for which the
quadratic variation is important for the task at hand.
Definition B.1 (Lead-lag). Given a sequence of points x = {x1, . . . , x`} inRd the lead-lag transform
yields two new sequences x(lead) and x(lag) of length 2`− 1 of the following form
x(lead)p =
{
xk if p = 2k − 1
xk if p = 2k − 2. x
(lag)
p =
{
xk if p = 2k − 1
xk if p = 2k.
In our experiments we add time and lead-lag all coordinates except for the first task which consists
in inferring the phase of an electronic circuit (Sec. 5.1). Although RBF-RBF and DeepSets are
two models operating on sets of feature vectors, we have also tried to perform inference with these
transforms, but observed no impact on the predictive performances.
B.2 Algorithms and Complexities
The distribution regression methods (including RBF-RBF, kerES and linSES) are implemented on
top of the Scikit-learn library [52], whilst we use the existing codebase https://github.com/
manzilzaheer/DeepSets for DeepSets.
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kerES The algorithm consists in the following steps: 1) compute the signature truncated at level
n of each path in a set via the iisignature package [48]; 2) average the signatures to get a single
expected signature Φˆi; 3) perform Kernel Ridge regression on the new input-output pairs {Φˆi, yi}Mi=1
with a Gaussian kernel k(δ1, δ2) = exp
(
−σ2‖Φˆ1 − Φˆ2‖2T ≤n(Rd)
)
.
linSES The algorithm consists in the following steps: 1) compute the pathwise signature of each
path in a set via the iisignature package; 2) average the pathwise signatures to get a single pathwise
expected signature Φˆipath; 3) compute the signature of Φˆ
i
path; 4) perform Lasso regression on the new
input-output pairs {S≤m(Φˆipath), yi}Mi=1. We use the coordinate descent algorithm to fit the Lasso.
Model Memory Time
RBF-RBF O(MN`d) O(M3+M2N2`d)
DeepSets O(BN`d) O(MN`d)1
kerES O(Mdn) O(M3+M2dn)
linSES O(Mdn×m) O(Mdn×m)2
1 one epoch; layers sizes fixed w.r.t. N and `d.
2 one iteration of the coordinate descent algorithm.
Table 4: Memory and Time complexities in terms
of the number of input-output pairs M , the cardi-
nality of the sets N , the length and the dimension
of the time-series ` and d.
RBF-RBF The algorithm consists in the fol-
lowing steps: 1) if the time-series are multi-
dimensional, the dimensions are stacked to form
one large vector x ∈ Rd` 2) perform Ker-
nel Ridge regression with the kernel defined
by k(δ1, δ2) = exp (−σ2 ∥∥ρ(δ1)− ρ(δ2)∥∥2H1),
where ρ(δ1) = N−11
∑N1
j=1 krbf(·,x1,j) and
krbf(x,x
′) = exp(−γ2 ‖x− x′‖2).
DeepSets The two neural networks are feed-
forward neural networks with 3 fully con-
nected layers with ReLU activations. We train
DeepSets by minimizing the mean squared error.
B.3 Hyperparameter selection
All models are run 5 times. The hyperparameters of kerES, linSES and RBF-RBF are selected by
cross-validation via a grid search on the training set (80% of the data selected at random) of each run.
The range of values for each parameter is specified in Table 5.
Model `1 `2 α n m
RBF-RBF {10−3, 10−2, . . . , 102, 103} {10−3, 10−2, . . . , 102, 103} {10−3, 10−2, . . . , 102, 103} N/A N/A
kerES {10−3, 10−2, . . . , 102, 103} N/A {10−3, 10−2, . . . , 102, 103} {2, 3, 4} N/A
linSES N/A N/A {10−5, 10−4, . . . , 104, 105} {2, 3} {2}
Table 5: Range of values for each parameter of RBF-RBF, kerES and linSES. We denote by α the
regularization parameter in Kernel Ridge regression and Lasso regression. The kernels parameters γ
and σ are expressed in terms of lengthscales `1 and `2 such that γ2 = 1/(2`21) and σ
2 = 1/(2`22).
C Interpretability
Figure 5: The 5 most predictive fea-
tures provided by (Lasso) linSES for
the task of crop yield prediction.
When dealing with complex data-streams, cause-effect relations
between the different path-coordinates might be an essential fea-
ture that one wishes to extract from the signal. Intrinsic in the def-
inition of the signature is the concept of iterated integral of a path
over an ordered set of time indices a < u1 < . . . < uk < T . This
ordering of the domain of integration, naturally captures causal
dependencies between the coordinate-paths x(i1), . . . , x(ik).
Taking this property into account, we revisit the crop yield pre-
diction example (Sec. 5.4) to show how the iterated integrals
from the signature (of the pathwise expected signature) provide
interpretable predictive features, in the context of DR with linSES.
For this, we replace the climatic variables by two distinct multi-
spectral reflectance signals: 1) near-infrared (nR) spectral band;
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Figure 4: Crops dataset. Each plot shows the normalized time-series of temperature, humidity and
precipitation, measured over 10 different locations across a region within a year.
2) red (R) spectral band [64]. These two signals are recorded at a much lower temporal resolution than
the climatic variables, and are typically used to assess the health-status of a plant or crop, classically
summarized by the normalized difference vegetation index (NDVI) [64]. To carry out this experiment,
we use a publicly available dataset [65] which contains multi-spectral time-series corresponding to
geo-referenced French wheat fields from 2006 to 2017, and consider these field-level longitudinal
observations to predict regional yields (still obtained from the Eurostat database).10Instead of relying
on a predefined vegetation index signal, such as the aforementionned NDVI : t 7→ (xnRt −xRt )/(xnRt +
xRt ), we use the raw signals in the form of 2-dimensional paths x : t 7→ xt = (xnRt , xRt ) to perform
a Lasso DR with linSES.
Interpretation Chlorophyll strongly absorbs light at wavelengths around 0.67µm (red) and reflects
strongly in green light, therefore our eyes perceive healthy vegetation as green. Healthy plants have
a high reflectance in the near-infrared between 0.7 and 1.3µm. This is primarily due to healthy
internal structure of plant leaves [66]. Therefore, this absorption-reflection cycle can be seen as a
good indicator of the health of crops. Intuitevely, the healthier the crops, the higher the crop-yield will
be at the end of the season. It is clear from Fig. 5 that the feature in the signature that gets selected by
the Lasso penalization mechanism corresponds to a double red-infrared cycle, as described above.
This simple example shows how the terms of the signature are not only good predictors, but also
carry a natural interpretability that can help getting a better understanding of the underlying physical
phenomena.
10http://ec.europa.eu/eurostat/data/database
16
