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Abst ract - -Th is  paper proposes a second-order scheme of precision integration for dynamic anal- 
ysis with respect o long-term integration. Rather than transforming into first-order equations, a
recursive scheme is presented in detail for direct solution of the homogeneous part of second-order al- 
gebraic and differential equations. The sine and cosine matrices involved in the scheme are calculated 
using the so-called 2 N algorithm. Numerical tests show that both the efficiency and the accuracy 
of homogeneous equations can be improved considerably with the second-order scheme. The corre- 
sponding particular solution is also presented, incorporated with the second-order scheme where the 
excitation vector is approximated by the truncated Taylor series. © 2005 Elsevier Ltd. All rights 
reserved. 
Keywords - -P rec is ion  integration, Second-order scheme, Initial problem, Differential quadrature 
method. 
1. INTRODUCTION 
Analysis of the dynamic responses of structures i of great engineering importance in practice. 
These responses are controlled by second-order differential equations, which are traditionally an- 
alyzed by means of direct integration or step-by-step schemes, among which are implicit methods, 
such as the Newmark, Wilson-0, or Houbolt schemes, and explicit methods uch as the central 
difference scheme. Recently, a high precision integration scheme was proposed by Zhong and 
Williams [1,2] for structural dynamics. Here the term 'precision integration ~ is specially referred 
as to a class of time integration procedure [1-7] which uses a recurrence formula to reduce the 
computing effort and simplifies the exponential matrix method. It is a numerical rather than an 
analytical one with which the machine precision can be achieved for the solution of homogeneous 
part on ordinary computers. The high precision integration is an unconditionally stable explicit 
method, which has been described in several research publications, exhibiting high precision and 
efficiency in comparison with traditional methods, such as that of Newmark [3-7]. However, these 
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high precision integration schemes axe based on a system of first-order differential equations, so 
that second-order differential equations need to be transformed into first-order equations before 
the numerical solution can be performed. This would make the system matrix large and the 
scheme less efficient. In the present work, precision integration is extended to direct solution of 
the second-order algebraic and differential equations, whereby efficiency and accuracy can be fur- 
ther improved. This is considered significant especially for dynamic analysis with an emphasis on 
long-term dynamic evolution. The sine and cosine matrices involved in the second-order scheme 
are calculated using the so-called 2N algorithm. The corresponding particular solution is also pre- 
sented incorporated with the second-order scheme, where the excitation vector is approximated 
by the truncated Taylor series. Numerical tests show that both the efficiency and the accuracy of 
the homogeneous solution can be improved considerably with the proposed second-order scheme. 
2. FORMULATION OF  THE H IGH 
PRECIS ION INTEGRATION SCHEME 
The equation of motion of a discretized structural model can be written as a second-order 
algebraic and differential equation in matrix form as 
with initial conditions given as 
Mii  + Bfl + Ku  = f (t), (1) 
- (to) = uo,  u (to) = uo,  (2) 
where M, B, and K represent time-invariant mass, damping and stiffness matrices with order n 
of the structure, respectively, with M being assumed positively definite, f(t) is the excitation 
vector. The dot over a variable indicates differentiation of the state variable with respect o the 
time t. 
2.1. The  F i rs t -Order  Scheme 
In the first-order scheme, by introducing the new variable v = {u T, (Mu + Bfi /2)T) T, equa- 
tion (1) is first transformed into a form of first-order algebraic and differential equations as 
-~ = Hv  + r, (3) 
where 
_M-1B M-1  
r = , H = (4) 
BM-1B _BM -1 
K 
4 2 
Since H is a constant matrix, from the theory of ordinary differential equations, the homoge- 
neous solution of equation (3) can be expressed as 
v h = exp [H (t - to)] co, 
where Co is a constant vector to be determined by initial conditions. Let Vp be the particular 
integral of the inhomogeneous term, then the general solution of equation (3) has the form of 
v = vh + vp = exp [H (t - to)] Co + vp. (6) 
The vector Co can then be readily determined from equation (6) by taking t = to as Co --- 
v(to) - Vp(t0), therefore 
v = exp [H (t - to)] Iv (to) - (to)] + (7) 
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Letting At be the constant time step size, then we can write the explicit recursive formula for 
the general solution at (k + 1) th time step, i.e., t = to + (k + 1)At, as 
Vk+l = exp (HAt) [vk - Vp,k] + Vp,k+l, (k = 0, 1,.. .  ). (8) 
The key point of the precision integration is the calculation of exp(HAt) as accurately as 
possible [1,2] as the accuracy of equation (8) depends on how accurately the exponential matrix 
function exp(HAt) can be evaluated. Because of its wide application, the calculation of the 
matrix exponential has been discussed in the literature [8]. Zhong and Williams [1,2] proposed 
an accurate and efficient method for the calculation of exp(HAt) also called 2 y algorithm, which 
has the form 
exp (HAt) = [exp (n~-)] m , (9) 
where ~- = At~m, m = 2 N, and N is a positive integer. It has been argued [2] that precision 
integration can achieve machine accuracy because v is, in general, very small, even for a small 
value of N. For example, if N = 20 then ~- = At/1048576. In view of structural dynamics, this 
value of ~- is much smaller than the highest modal period of any conventional idealized structure. 
However, this first-order scheme will make the system matrix relatively large. For example, if the 
size of M, B, and K in equation (1) is n × n, then the size of H becomes 2n × 2n. Therefore, the 
efficiency of the method can be further improved, especially in the case of long term integration, 
by introducing the second-order scheme described in the following subsection. 
2.2. The Second-Order Scheme 
We now discuss in detail the second-order scheme for the homogeneous solution of equation (1) 
by assuming f(t) = 0 as follows: 
Miih + Buh + KUh = 0, (10) 
with the initial conditions 
Uh (to) = Uo, fih (to) = riO. (11) 
Suppose that the homogeneous solution has the form f ih= exp(At)a and insert it into equa- 
tion (10), where a represents an arbitrary vector. We have the characteristic matrix equation 
Solving (12), we get 
as 
MA 2 +BA +K = O. (12) 
A = -D  ± i~2, (13) 
where i is the imaginary number (i = v/E~). Matrices D and f~ are expressed as follows, 
respectively: 
= 1M-1B (14) D 
~ = x/J = i - ~  +M-1K.  (15) 
Matrix ~ is the square root of matrix J, which can be computed by the technique of matrix 
decomposition 
(16) 
J = QAQ -1 = Qv~Q-1Qv/AQ -1 = ~t 2, (Ak > 0). 
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That is 
n --- Qv~Q -1, (17) 
where A stands for the diagonal matrix which is composed of the eigenvalues of J as follows: 
h = . . .  ( lS)  
and the k th column in Q represents the eigenvector corresponding to the eigenvalue Ak. The 
eigenvalues and eigenvectors of matrix J can be computed numerically using the subroutines 
described in [9]. Here an assumption has to be made that all the eigenvalues Ak (k = 1, . . . ,  n) 
are distinct, real, and nonzero (A k ~ 0). With the theory of ordinary differential equations [8,10], 
the homogeneous solution of equation (10) can be expressed as 
Uh =- exp [ -D  (t - to)] [cos fZ (t -- to) cl + sin a (t - to) c2], (19) 
where cl and c2 represent constant vectors to be determined by initial conditions (11). Therefore, 
we have 
Uh = exp [-D (t -to)]  { [eos n ( t - to )+n- lD  s inn  ( t - to)]  Uo+n -~ s inf l  (t-to) uo},  (20) 
lib = -- exp [ -D  (t - to)] { (n  + f~-ZD2) sin n (t - to) Uo (21) 
+ [e - ID  sin n (t - to) - cosa  (t - to)] %}.  
Taking the notations C = cos(~/At), S = sin(nAt), and E = exp(-DAt)  and letting At 
be the length of a constant ime step, then the explicit recursive formula for the homogeneous 
solution at the (k + 1) th time step, i.e., t = to + (k + 1)At, can be written as 
Uh,k+t = E [(C + n - IDS)Uh,k  + a - lS f ih ,k ] ,  
£1h,k+ 1 - -  -E  [ (n  -t- n - ID  2) Suh,k + (a - IDS  - C)/~h,k] • 
(22) 
(2a) 
The method of precise calculation of the exponential matrix E was proposed by Zhong and 
Williams [1,2]. Here we give the method for the precise calculation of the matrix cosine and sine 
functions C and S. This is obviously the key point of the scheme. We start from the following 
exponential relation by letting T = At/m and m = 2 g 
exp (/nAt) = {exp ( inr)} m . (24) 
Expand the right-hand side of (24) to the form of Taylor series [8] 
O(3 
k=O 
As mentioned in the previous ection, in general T is extremely small, and so the series can be 
truncated to retain limited terms as follows: 
exp (in~-) ..~ I + To + iF0, (26) 
where I refers the identity matrix of order n and 
2~ I (n@ 1 (e~.)2 + (n~.)4 To = -2  - ' 
1 (a~)3+ 1 (aT)~ 
Fo = a~ - ~ ~ . 
(27) 
(28) 
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With the following relations 
(I + Wk + iFk) 2 = I + (W 2 - F~ + 2Wk) + 2iFk (I + Tk) = I + Wk+l + iFk+l, 
(29) 
(k = 0 ,1 , . . . ,N) ,  
we can compute matrices TN and F/v recursively. In FORTRAN language, the loop statement for 
the computation looks like this: 
dok=0,  N-1 ;  Tk+I=T~-F~+2Tk;  Fk+l=2Fk( I+Tk) ;  end do 
Invoking the Euler formula exp(inAt) = cos(nAt) + i sin(nAt), we can write 
{exp (in~-)} m = C + iS ~ (I + To + iF0) "~ = I + TN + iFN. (30) 
That is, C = cos(mAt) ~ I+TN and S = sin(mAt) ~ FN. The truncated error of the expansion 
equation (26) can be estimated as (~')7/7!. By substituting equation (17) into (25) then taking 
the first seven terms, we have 
[~1 k 1 exp( ia , )  ~ Q ~ ( iv~r )  Q-1. (31) 
k=O 
Thus the truncated error from the k th eigensolution corresponding to )~k would be (T ~V/~)7/7!. 
Suppose z is the allowed truncation error, then we have At ~-~ < 21v(7!s) 1/7. If we neglect he 
inherent damping, the eigenvalue I£kl would in fact be the k th angular frequency of the structure, 
that is, ]Ak] = wa. It follows, by substituting wk = 2~r/Tk, where Tk is the k th natural period of 
the structure, that 
At 2 N (7IS) 1/7 
< Vr2- ~ (32) 
Since 2 g is, in general, a very large number, the time step size At can be assumed to be 
relatively large in numerical computation, even for an extremely small value of e. If N is a 
moderate number which is not too small, the accuracy of the algorithm would not be dominated 
by the step size At in the sense of numerical computation. For example, suppose z = 10 -17, which 
reaches or exceeds computer precision, and N = 20, then we have from (32) that At/vP~k < 2100. 
This means that there would be no significant truncation error induced by using equation (26), 
even if the time step size is chosen to be 2100 times the square root of the k th natural period of 
the structure. In practice, taking into consideration the effect of higher modes, the contribution 
of high modes to the solution would be damped out because of the inherent damping effect of the 
structure. It follows that if N = 20 the precision integration stated above will give essentially 
the exact homogeneous solution. In other words, matrices C and S, thus computed reflect he 
characteristics of the structure, including those of its higher mode. As a result of this, the 
accuracy of the general solution of equation (1) would be dominantly controlled by the accuracy 
of the particular solution. 
2.3. The  Part icu lar  So lut ion  
If f(t) ~ 0, the general solution of equation (1) consists of the homogeneous and the inhomo- 
geneous or the particular solution which satisfies 
Mfip + Bfip + Sup = f (t). (33) 
The particular solution incorporated with the second-order scheme can be derived [10] with 
the aid of the homogeneous solution (19). Suppose 
Up = U lk  1 + U2k2, (34) 
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where kl and k2 are vectors to be determined and 
Vl  -- exp [ -D (t - to)] cos [fl (t - to)], 
U2 = exp [-D (t - to)] sin [a (t - to)]. 
By solving the following matrix differential equations: 
U11 U2 = 
C2] {~:}  {M0-1f} ' 
we can derive 
/i I° /21 U2 f(~])d~, k2 = A_ 1 Ut kl = A -1 i f  13"2 
where 
I U1 132 
A= 1) 1 U2 _-=~texp[-2D(t-to)].  
Combining equations (34)-(38), we can write 
M- i f  f (7) d~, 
(35) 
(36) 
(37) 
(as) 
(m = 1,2,. . .) .  
(47) 
(4s) 
(49) 
(50) 
I~ = (D 2 + ~22)-1 (12 - DES - FtEC), 
I~ = (D 2 + a 2)-1 (D +f lES  - DEC) ,  
I~ = m (D2 + n2) - l  (1F tAtm - DI '~- l  - gtI'~-l ) , 
I~ = m (D2 + ~2~)-' (1DAtm + g/ I~- '  - D Id - l )  , 
time step, i.e., t = to + (k + 1) At, can be written as 
P At 
= M-1~-1  ./n exp ( -Dr )  sin (~T) f (tk + At  - T) dT, Up,k+1 (41) 
tip,k+1 = M -1 exp ( -Dr )  [cos (aT) - a -1 sin (aT)] f (tk + At - T) dT. (42) 
Methods have been proposed [3-6] for the numerical treatment ofparticular solutions according 
to the properties of f(t). In the present work, however, suppose that f(t) are smooth functions 
within one time step, so we can compute the particular solution with the aid of Taylor expansion 
as o¢ k 
f (tk + At - , )  = ~ c~ (At - r) m , (43) 
rn,=0 
where 
k f(m) (tk). (44) C m ~--- 
Define the integrals including the term (At - r) m in the Taylor series as 
I~ = exp ( -Dr )  sin (f~r) (At -- r) ~ dr, (45) 
I~ = exp ( -Dr )  cos (a t )  (At - r) TM dr. (46) 
We can deduce the recurrence formula for the calculation of the above integrals as follows: 
t 
up = M- la  -1 exp [-D (t - 7)] sin a (t - ~?) f (~?) &], (39) 
.]to 
/~p=M -1 exp[-D ( t -  r/)] [cosa ( t -  rl) - a - l s ina( t -  rl)] f(~) dr/. (40) 
By substituting the integral variable with r = t - r], the particular solution at the (k + 1) th 
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By combining the homogeneous solutions (22),(23) and the particular solutions (41),(42), we 
have the general solutions of equation (1) using the second-order scheme as follows: 
At 
uk+l = E [C + ~- l s  (uk + flk)] + n - tM -1 ~0 exp ( -Dr )  sin (~2T) f (tk + At  - T) dT, (51) 
l:lk+ 1 = -E [ (a  + ~'~-1D2)Su k + (a - IDS-  C) flk] (52) 
f[ +M exp ( -Dr )  [cos - a - iD  sin (aT)] f(tk + At - -T)  dT. 
3. NUMERICAL  EXAMPLES 
In this section, several simple numerical examples of one-dimensional problem are presented 
to test the proposed second-order scheme. The eigenvalues and the corresponding eigenvectors 
of the system matrix are computed using the FORTRAN packages in reference [9]. N -- 20 
is used in the 2 ~ algorithm. The first example serves as a basic test using the second-order 
algorithm for the solution of a homogeneous equation, which is compared with the first-order 
algorithm. The next two examples are for the test of the effect of the inhomogeneous part and 
the damping term of the differential equation on the solutions with the proposed algorithm. The 
numerical results of the first three examples are presented by the maximum errors, which are 
compared with the theoretical solutions. The last two numerical examples are wave propagation 
and impact problem, respectively. Their solution has some spatial and temporal nonsmoothness 
which is for further verifying the algorithm. 
3.1. One-Dimensional Wave Equation 
Consider the vibration of a string clamped at both ends. The governing equation is a one- 
dimensional wave equation 
02u 
= 0x2' x e [0, 2.] (53) 
with the boundary and initial conditions 
u (0, t) = u(2~r, t) = 0, u (x, 0) = sin(x), ~ (x, 0) = 0, (54) 
where u(x, t) is the transverse displacement of the string with unit amplitude of initial displace- 
ment. In equation (54), the first two relations tand for the fixed boundary condition and the 
last two relations represent the initial condition. The solution to equation (53) is given by the 
D'Alembert integral, being of the form 
u (x, t) = sin (x) cos (t). (55) 
We now discretize the spatial coordinate in equation (53) with the differential quadrature 
method [11,12]. In this method, the derivatives of u(x, t) with respect o the spatial coordinate x 
are approximated by a weighted sum of function values at all discrete points within the interval 
x E [0, 2r] under consideration, i.e., 
(X, t) n 
u (~) (xj,  t) = dx---Tu ~=~J k=o (j = o, 1 , . . . ,n  + 1). (56) 
For the details of computation of weighting coefficients ~(~) (r -- 2) refer to [13,14]. In the ~jk 
quadrature formula (56), j = 0 and j = n + 1 correspond to the boundary nodes, respectively, 
at x = 0 and x = 2~r so that n is the number of the interior nodes. The positions of the interior 
grid points are placed at Gaussian points, which are computed by the subroutine presented in 
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10"71 
1094 
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10 "11 . 
10 "1~ 
0.0 
- -D - -  u (2nd) 
- -o - -  du/dt (2nd) 
--z~-- u (1st) 
- -v - -  du/dt (1st) 
O]~\A/XJ ! " ' . , ~irimdeN" ~:;  :!=~0 '
2.0x10 s 4.0x10 ~ 6.0x10 s 8.0x10 s 1.0x10 e 
Time (t) 
Figure 1. Comparison between the first- and second-order algorithms. 
reference [15]. After discretization i corporated with the boundary condition, equation (53) is 
transformed to the following form of algebraic and differential equation as 
fi + Au = 0 or ii + ft2u = 0, (57) 
where • = v~.  The numerical solution of the wave equation with the second-order precision 
integration algorithm at (k + 1) th time step, i.e., t = to + (k + 1)At, is written as follows: 
uk+l = Cuk + ~2-1Sflk, (58) 
uk+, = -~Suk  + C/zk. (59) 
The maximum solution errors using both the first- and second-order algorithms are compared 
in Figure 1. Twenty interior grid points and the time step At = 1 were used in the computation. 
It can be seen that both the algorithms are very stable, but better accuracy is achieved with 
the second-order algorithm. The CPU time used for the second-order algorithm required only 
about 37.5% of that used for the first-order algorithm for the same amount of computation. 
This is considered to result mainly from the small size of the system matrix in the second-order 
algorithm during long-term computation, because the major computational effort comes from the 
step-by-step integration realized by matrix multiplications. 
The effect of the time step At on the accuracy with the second-order algorithm is shown 
in Figure 2. It can be seen that very large time steps can be employed for the solution of 
homogeneous equations with the precision integration scheme which verifies the error analysis 
presented in the Section 2.2• 
10 "?. 
10 4, - -n - -  U j o  
J 7  
W ~ 
10.11 
10 "1= 
10 "1 10 0 101 10 2 10 s 
T ime step (Af) 
V;  . . . . .  o ~ . . . . . . .  f , ,n~, t i ,~n  n f  t i rn~ ~t~n At  with  the  second-order algorithm. 
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10 "e-,] 
ILl 
E 'E' 10 "1°- 
~ 10.12" 
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0 
D 
- -o - -  du/dt 
Time=lOOOAt 
Time Step At=l 
< 
2'0 4'0 6'0 8'0 160 
Number of Interior Grid Nodes 
Figure 3. Errors as function of interior grid numbers with the second-order algorithm. 
The effect of the interior grid number on the accuracy is shown in Figure 3. In reference [16], 
the wave equation was solved, accompanied by the differential quadrature discretization, by using 
the fourth-order Runge-Kutta method with a time step At = 10 -4. The solution in [16] becomes 
unstable at t -- 0.45 even though the grid number is not too large (n = 15) in global discretization. 
In contrast, the results from the proposed algorithm show that no instability phenomenon occurs 
with the increase of the grid number after long-term integration (t = 1000) as shown in Figure 3. 
This fact demonstrates the superior feature of the precision integral compared to the traditional 
finite-difference-based time-marching method. 
3.2. Forced One-Dimensional  Wave Equation 
Let us consider the forced vibration of a string clamped at both ends. The governing equation 
is the following inhomogeneous one-dimensional wave equation 
02u 
: ~ + f (x,t), (60) 
where 
f (x, t) ---- -3  sin (x) sin (2t), 
subject o the boundary and the initial conditions 
(61) 
u (0, t) = u(2~r, t) ---- 0, u (x, 0) = sin(x), ~ (x, 0) = 2 sin (x). (62) 
The solution to equation (60) is as follows: 
u (x, t) = sin (x) [cos (t) + sin (2t)]. (63) 
After spatial discretization by the differential quadrature method, equation (60) becomes 
ii + 122u : f (t). (64) 
The numerical solution of the forced wave equation with the second-order p ecision integration 
algorithm at the (k + 1) th time step, i.e., t = to + (k + 1)At, is written as follows: 
Uk+l = Cuk + ft- lSf ik + f~-I sin (~T) f (tk -b At  -- T) dT, (65) 
/~k+l -- -aSuk  + c/~k + cos (a t )  f (tk + At - r) dr. (66) 
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The integrals for the terms in the Taylor expansion of f(t) for the forced wave equation can be 
computed recursively by the following formula 
~0 At I~ = sin (12T) dv = ~-1  (I -- C ) ,  (67) 
f At 
I ° =/o  cos (at)  dr = a - iS ,  (68) 
L" (1 ) I~  ---- sin (f~7) (At -- r )  "~ dr = rnFt - i  IA t  m -- I~  - i  , (69) 
At 
L = rngt - l I  "~-1 (m = 1, 2 , . . . ) .  (70) I~  = cos (12r) (At - r)  "~ dr s ,
The maximum errors as a function of t ime for the forced wave equation are shown in Figure 4. 
In the computation, only three terms in the Taylor expansion are sufficient to keep reasonable 
accuracy, and are retained. Figure 4 shows that the algorithm is long-term stable although the 
time step chosen should not be too large (At = 0.1) owing to the existence of the inhomogeneous 
term. By comparing Figure 4 with Figures 1-3 it is evident that  the accuracy of the general 
solution is dominantly controlled by the accuracy of the particular solution. 
10 "2 - 
2 
I 0  "s' 
E 
E 
:~ 104, 
- - [ ] - -U  
--O--du/dt 
o .O-o o-q 
\o / oo  oO 
-o  
o, ,olo,/\/\ / ° \/,o 
~1 Grid Number=20 
o Time Step At=0.1 
I 0 "s • l • l • l • l • l 
0.0  2 .0x10 4 4 .0x10 4 6 .0x10 4 8 .0x10 4 1 .0x10 5 
Time (t) 
Figure 4. Errors as function of time for the forced wave equation. 
3.3. Forced  One-D imens iona l  Equat ion  with Damping 
The third example to be solved is a forced second-order one-dimensional equation with damping 
as follows: 
02u 
+ 2~ + 3u = ~ + f (x, t),  (71) 
where 
f (x, t) = 2 sin (x) {2 cos (t) - sin (2t)} 
subject to the boundary and initial conditions 
(72) 
u (0, t) = u(27r, t) = 0, u (x, 0) = sin(x), u (x, 0) = 3 sin (x). (73) 
The theoretical solution to equation (71) is as follows: 
u (x, t) = sin (x) [cos (t) exp ( - t )  + sin (2t)]. (74) 
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Equation (71) is transformed, after spatial discretization by the differential quadrature method, 
to the following form of algebraic and differential equation 
ii + 2fi + Gu = f (t), (75) 
where G = 3I + A. The numerical solution of the forced equation with damping using the 
second-order p ecision integration algorithm at the (k + 1) th time step, i.e., t = to + (k + 1)At, 
can be given as follows: 
At 
uk+l : e [(C + f~-lS) Uk + f~-lSfik] + ~-1 L exp (--0") sin (f~r) f (tk + At  -- r)  dT, (76) 
l /k+ 1 = - -e [(~~ --~ ~'~-1) SU k --~ (a - l s  -- C )  1[1 k] 
At 
+ L exp ( - r )  [cos (fiT) -- ~-1  sin (~r)] f (tk + At  - T) dr, (77) 
where 12 = Iv/rZ-G-  and e = exp (-At) .  The integrals of the terms in the Taylor expansion 
of f (t) for the forced equation with damping can also be computed recursively by the following 
formula: 
L 
At 
I ° = exp (--T) sin (~%r) d~- - G -1 (f~ - eS - e~C),  (78) 
f[ IO = exp ( - r )  cos (f~r) do- = (]-1 (I + e~qS - eC),  (79) 
L I~ = exp (--T) sin (nr )  (At - T) m dm -- rnG -1 IA t "  - I~ -1 - ~ I~ -1 , (80) 
( 1 )  
I T = exp ( - r )  cos (f~r) (A t  -- r)  m dr =mG -1 IAtm + ~Is  n-1 - I~ -1 , (81) 
(m = 1,2, . . . ) .  
The maximum errors as a function of time for the forced equation are shown in Figure 5. 
Again, only three terms in the Taylor expansion are retained in the computation. Figure 5 shows 
that this algorithm is also long-term stable. As the homogeneous part of the solution will decay 
to be negligibly small after a short period of time, the results in Figure 5 can be considered to 
be a contribution only by the inhomogeneous part. 
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Figure 5. Errors as function of time for the forced equation with damping. 
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3.4. Wave Propagat ion of  a String 
The fourth example is the wave propagation in a string having the same governing equation 
of (53) but with different initial conditions. The initial wave profile is a localized packet, which 
will sweep over the whole string at subsequent time steps. In this case, the wave profile has 
a feature of some spatial nonsmoothness, a complicated problem as well as a good test for the 
algorithm. The boundary and initial conditions are as follows 
(o, t) = ~(2 . ,  t) = o, 
,~ (x, o) = 
sin (2~ 1.57r), 
t 0, 
(x, 0) = 0, 
(0.75~ < x < 1.25~), 
other. 
(s2) 
It gives a localized wave concentrated on a central small area. In the numerical computations, 
the time step At = 0.1 and the grid number 100 were used. The wave profiles at selected time 
intervals are shown in Figure 6. It shows from Figure 6 that with the time increase, the wave 
propagates consecutively outwards towards the right and left ends, respectively. After hitting 
upon both ends, the waves are reflected as a negative wave and travels consecutively inwards 
towards the center. The two reflected waves meet again at center and will repeat he next cycle, 
which is not presented here in the figure. The results of this example also show that the proposed 
algorithm can provide very stable and accurate numerical solution. 
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Figure 6. Wave propagation of a string. 
3.5. V ib ra t ion  of  a Rod  Sub jec ted  to a Heav is ide -Type  Impact  
The final example is the vibration of a rod subjected to a Heaviside-type impact. In this case, 
the problem has the same governing equation of (53) but with different initial and boundary 
conditions as follows 
0u (0, t > 0) = 1. (83) u (x, 0) = ~(x ,  0) = 0, ~ (1, t) = 0, ~ _ 
It describes a Heaviside-type impact applied axially at one end of a rod (x = 0, t ~ 0) initially at 
rest. Its solution has a feature of both spatial and temporal sharper gradient. In the numerical 
computations, the time step At = 0.1 and the grid number 20 were used. Figure 7 displays the 
solutions of time-displacement curves at x = 0 and x -- 0.5, respectively, for the longitudinal 
vibration of the rod subjected to the Heaviside-type impact. It can be seen from Figure 7 that 
results for the impact case are not as good as those of the previous four examples, which may 
attribute to the following two factors. The first reason is that the spatial discretization has been 
made by the differential quadrature method, which is a global-type discretization therefore is not 
too appropriate for the solution with sharper gradient [12]. The second reason may be the lack 
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Figure 7. Displacement curves at x = 0 and x = 0.5 subjected to a Heaviside-type 
impact. 
of numerical damping in the precise integration where the higher-order modes have important 
effect in the impact case. 
The merit of the precise integration of the first-order is that it uses a recurrence formula 
to reduce the computing effort and simplifies the exponential matrix method. It can produce 
highly precise solutions yet keeping unconditionally stability for various dynamic problems [1-5] 
especially for smooth problems. The distinction of the second-order scheme from the first-order 
scheme lies in the treatment of the differential equations, which results in the sine and cosine 
matrices to be computed numerically as accurately as possible. The sizes of these matrices are 
much smaller than that of the exponential matrix. The major advantage ofthe proposed second- 
order scheme is that it keeps the main features of the first-order scheme while reduces the size 
of the matrix so that the computing effort can be further reduced uring the step by step time 
integration which is especially important in long-term integration. 
4. CONCLUSIONS 
A second-order scheme of precision integration was proposed for dynamic analysis with respect 
to long-term integration. The recursive scheme is presented in detail for the direct solution of 
the homogeneous part of the second-order algebraic and differential equations. The correspond- 
ing particular solution is also presented, incorporated with the second-order scheme where the 
excitation vector is approximated by the truncated Taylor series. The sine and cosine matrices 
involved in the scheme are calculated using the so-called 2 g algorithm. Numerical tests show that 
both the efficiency and the accuracy of the homogeneous equation can be improved considerably 
with the second-order scheme specially for long-term integrations. The results also show the 
proposed algorithm is long-term stable even for a relatively larger time step. 
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