Abstract. Enabling the user of a graph drawing system to preserve the mental map between two different layouts of a graph is a major problem. Whenever a layout in a graph drawing system is modified, the mental map of the user must be preserved. One way in which the user can be helped in understanding a change of layout is through animation of the change. In this paper, we present clustering-based strategies for identifying groups of nodes sharing a common, simple motion from initial layout to final layout. Transformation of these groups is then handled separately in order to generate a smooth animation.
Introduction
In many applications where graphs are used to convey relational information, user and application actions can result in drastic changes in structure and layout. Preserving the so-called 'mental map' during these changes has been identified as crucial to the usability of a system [2] . There are two possible approaches to maintaining the user's mental map: either to develop graph drawing algorithms that seek to minimize change [3] , or to use visual or other cues to help support the mental map during the change. Perhaps the most natural and effective way to communicate substantial changes is by means of animation; that is, a smooth transition from the old layout to the new layout.
Most existing animation techniques [5, 9, 10] move the nodes on a straight line from their initial positions to their final positions. In [6, 7] , Friedrich and Eades showed that in many cases this technique yields poor results. As an alternative, they also provided a method which, as far as possible, seeks to interpret the overall motion of the node set as an affine linear transformation in IR 2 . Linear regression techniques are used to break down the overall motion into components Carsten Friedrich's research partially supported by the Australian Defence Science and Technology Organization (DSTO). Michael Houle is on leave from the Basser Department of Computer Science, University of Sydney.
due to scaling, rotation, shear, flip, and translation. These components are then interpolated in parallel and recombined to generate frames for the animation.
Although this method works well when the motion of the nodes is more or less uniform, it performs poorly when several subgraphs have very different underlying motions, as is generally the case when only part of a graph layout is updated. The method attempts to compute an average over all motions of individual nodes, and as a result can decide upon a motion that is not well suited to all parts of the graph. Figure 1 on page 221 shows an example where computing the best overall affine linear transformation produces a poor result 1 . http://www.cs.usyd.edu.au/ carsten/gd01/a.mpg Although only the right-hand component of the graph should move, the calculation and application of an average movement causes distortion in the left-hand component.
In this paper, we use the approach of [7] as the basis of several clustering heuristics, which seek to identify subgraphs which share a similar, structured motion. Applying different transformations to the subgraphs identified allows for the partial update of graph layouts. Figure 2 shows the result of applying the method introduced in Section 3 to the situation of 
Determining Candidate Transformations
For each node v there is an infinite number of affine linear transformations that can take it from its initial position to its final position. If the transformations applied to individual nodes were chosen arbitrarily and independently, the resulting animation would appear chaotic. In order to effect a smooth animation, it stands to reason that nodes should be grouped together under common transformations whenever possible. Using this principle, we can restrict the candidate transformations for v to those that v might share with other nodes. In general, three nodes (associated with three non-collinear initial locations and three non-collinear final locations) are required to uniquely determine an affine linear transformation in the twodimensional plane. Naturally, if four or more nodes were to determine a common affine transformation, this transformation would also be determined by at least one of its subsets of cardinality three. This suggests that the candidate transformations for v could be limited to those generated by triples of nodes that include v. However, the total number of transformations generated would be cubic in the number of nodes. For the purposes of real-time animation, this candidate set would still be far too large to be investigated explicitly.
To avoid paying the cubic cost of generating all candidate transformations of node triples, practical heuristics are needed. In this paper, we use clustering techniques to identify subsets of nodes sharing similar transformations.
k-Means
The first clustering method we use is based on the well-known k-means hillclimbing heuristic [12] . The general k-means heuristic for point sets begins with an arbitrary partition P = {P 1 , P 2 , . . . , P k } of the data set into k groups. It then attempts an iterative improvement of the partition, as follows:
-a representative point is computed for each group P i ; -each element of the data set is assigned to the representative that best suits it, generating a new partition
The process is repeated until an iteration yields no improvement, according to some measure of goodness of a partition.
It is easy to see that this procedure must eventually converge. The great popularity of the k-means method is due to its simplicity and speed. Typically, the number of iterations required is constant, leading to an observed linear-time complexity.
Our adaptation of k-means computes an affine transformation of each group of nodes as the representative of the group, using the linear regression techniques outlined in [7] . In the second step of each iteration, the redistribution of nodes is accomplished by assigning each node to the representative transformation that brings the node closest to its final destination. Improvement can be evaluated according to such measures as the sum of these distances to final destinations, or of squares of these distances. Iteration continues until no further improvement is made.
Experiments
The following animations show examples of applying the k-means method, where the initial partitions are generated randomly. For all examples, k was set to 10, even though the number of different transformations involved was significantly less. This choice was motivated by two observations. First, as the short-term memory of most users is believed to be able to accommodate roughly 7 items [13] , we conclude that computing more than 10 very distinct transformations in one animation would not likely lead to a better preservation of the user's mental map. Second, subclusters derived from a well-associated larger cluster will be associated with very similar transformations, provided that each subcluster contains at least three linearly-independent nodes. This indicates that the method will likely tolerate a choice of k somewhat larger than the minimum. Figure 3 shows an example where our algorithm successfully identifies three different motions. In addition to an overall rotation of the graph by approximately 180 degrees, two subgraphs also expand in size. The graph is taken from a dataflow analysis application. Figure 4 refers to the same initial layout as in Figure 3 . This time, the animation contains two different motions, a rotation of roughly 180 degrees plus a flip of one connected subgraph. Although the motions are still easy to follow as the animation proceeds, some users may prefer a uniform rotation by the entire graph followed by a flip of a subgraph. As yet, the method does not identify cases in which animation of subgraphs should be performed in sequence rather than in parallel. Figure 5 shows an animation on an artificially-generated graph with features chosen in an attempt to confound the method. In particular, the wide variation in inter-node distances gives rise to the possibility of an amplification of error, if a transformation generated by collections of nodes that are close to their final destinations happens to be inappropriately applied to nodes that are far from their final destinations. The animation shows a rotation of the complete graph by roughly 180 degrees, plus a scaling of roughly half the graph. Our algorithm successfully identifies both movements.
The initial layout of Figure 6 is identical to that of Figure 5 . However, the positions of the nodes of the final layout are those of Figure 5 with a small amount of random scattering. In this case, no ideal transformation exists, and the introduced noise increases the risk of inappropriate transformation of individual nodes. The animation shows that even in this case, the algorithm successfully discovers the main motions. For some nodes which lie very close together, the algorithm produces small additional motions that are not correct.
Advantages and Disadvantages
Using k-means to compute the animation in many cases successfully identifies different types of transformations, even in the presence of 'local' noise. Convergence is very fast, and the animations may be viewed in real time. However, the general k-means method is known to be very sensitive to the choice of partition with which it is initialized [11, page 277] . Its variants, including our method, are not well-equipped to discover or escape from poor clusterings that are nevertheless locally optimal. Much effort has been given to the sensitivity of k-means variants to their initial partitions [1, 14, 15] . In general settings, failure of the k-means heuristic is more likely when clusters are difficult to distinguish, or when a cluster is split among many groups of the initial partition.
In the context of animation, when clusters are difficult to distinguish, their associated transformations are necessarily similar. Whether two similar clusters are declared to be separate or the same, the resulting animations will not differ greatly.
However, the initial partitioning of a single cluster among many groups is a potentially much more serious problem. This has the effect of a subgraph transformation not being applied in the animation. In our experimentation, we observed a tendency of the method to underutilize rather than overutilize transformations. invariably make use of some notion of distance, usually based on the Euclidean metric, as it captures the essence of spatial autocorrelation and spatial association [8] . Bottom-up approaches, in which clusters are formed by agglomeration of items that are 'close' together, are in accordance with the view that in spatial application areas, nearby items have more influence upon each other. The same can be argued for the graph layout setting, as one would expect a subgraph transformation to apply to nodes appearing in a contiguous region of the layout. In the context of animation, the stopping conditions proposed for the kmeans animation method can serve as the clustering criterion for more general methods. However, as was mentioned earlier, the problem remains of how to limit the number of triples of nodes examined when generating candidate affine transformations. One solution is to take advantage of the tendency for nodes sharing a common transformation to lie close to one another in the initial and final layouts. By restricting the examination of node triples to those lying close in either the initial or final layouts, a large reduction of the number of triples may be achieved.
Delaunay Triangulation
A classical data structure from computational geometry, the Delaunay triangulation, ideally captures proximity relationships among points in the plane, in a very compact form. The Delaunay triangulation D(S) of S is a planar graph embedding defined as follows: the nodes of D(S) consist of the data points of http://www.cs.usyd.edu.au/ carsten/gd01/e.mpg For each triangle of the Delaunay triangulation of the initial layout of nodes, we can compute in constant time the affine transformation between the nodes of the triangle to their target positions, by solving a set of six linear equations with six variables. We now can cluster these transformations using clustering techniques suited for the use of generic spatial distance measures. 
Edge Elimination
An intuitive way to use the transformations of the triangles to compute a clustering is to merge triangles for which the difference of their transformations is smaller than a given threshold value. The elimination of edges results in a small number of large connected regions, the vertices of which can be interpreted as a cluster set. The clusters determined using this method can be animated directly or used to seed other clustering methods, such as k-means, that are sensitive to the quality of their initial partitions. Figure 8 shows a typical example of the application of the edge elimination method. Figure 8 (1) and (2) show the initial and final drawing of the graph. One part of the graph has been rotated, another part has been scaled and the remaining nodes remained at their initial positions. The graph (3) shows the number of edges (y-axis) separating triangles with differences in their transformations smaller than the threshold (x-axis). Figure 8 (4) shows the clustering obtained by setting the threshold to the point marked by the circle in the graph (3) . The degree of darkness of a triangle indicates the number of neighbors with which it has been merged. The distance function is based on the values obtained by decomposing the computed transformation into rotation, scaling, translation, skew, and flip [7] . We can observe that the clusters separate very clearly, and it it easy to produce an appropriate animation from this partition.
Unfortunately, when a significant amount of noise is introduced, in the form of random displacements of nodes, the quality of the result drops sharply. Figure  9 shows the same example with a random displacement of the nodes in the final drawing. Figure 9 (1) and (2) again show the initial and final drawing of the graph, (3) the threshold graph and (4) a clustering obtained by setting the threshold to the point marked in (3). We can see that it is much harder to determine a suitable threshold value in this case. It is however still possible to generate a good seeding for other clustering algorithms by using a small threshold value.
The effect of noise on the quality of the clustering can be explained in terms of the nature of the Delaunay triangulation and of clustering itself. The assumption on which the use of Delaunay clustering was based is that nodes which lie close to each other are more likely to share the same motion than nodes which lie further apart. In the Delaunay triangulation, nodes that lie close together form smaller triangles than nodes lying further apart. The displacement of a vertex belonging to a smaller triangle has a greater effect on the transformation generated by the vertices of that triangle, compared to the same displacement of a vertex of a large triangle. Thus displacements tend to reduce the quality of meaningful transformations while having less effect on spurious transformations. This hypothesis agrees with the results of experiments where the graph was designed in such a way that all triangles had approximately the same size. In these cases, useful clusterings were easily generated even in the presence of significant amounts of noise.
Conclusion
We have investigated the application of clustering techniques on computing animations of graphs in cases where subgraphs are transformed in different ways. We have seen that in many cases standard techniques such as k-means or edge elimination are able to produce good results. We also discussed the circumstances in which these methods tend to produce poor results. A worthwhile topic for future research would be to apply other clustering techniques to graph animation. 
