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THE DILOGARITHMIC CENTRAL EXTENSION OF THE
PTOLEMY-THOMPSON GROUP VIA THE KASHAEV QUANTIZATION
HYUN KYU KIM
Abstract. Quantization of universal Teichmu¨ller space provides projective representations
of the Ptolemy-Thompson group, which is isomorphic to the Thompson group T . This yields
certain central extensions of T by Z, called dilogarithmic central extensions. We compute a
presentation of the dilogarithmic central extension T̂Kash of T resulting from the Kashaev
quantization, and show that it corresponds to 6 times the Euler class inH2(T ;Z). Meanwhile,
the braided Ptolemy-Thompson groups T ∗, T ♯ of Funar-Kapoudjian are extensions of T by
the infinite braid group B∞, and by abelianizing the kernel B∞ one constructs central exten-
sions T ∗ab, T
♯
ab of T by Z, which are of topological nature. We show T̂
Kash ∼= T
♯
ab. Our result
is analogous to that of Funar and Sergiescu, who computed a presentation of another dilog-
arithmic central extension T̂CF of T resulting from the Chekhov-Fock(-Goncharov) quanti-
zation and thus showed that it corresponds to 12 times the Euler class and that T̂CF ∼= T ∗ab.
In addition, we suggest a natural relationship between the two quantizations in the level of
projective representations.
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1. Introduction and overview
Quantum Teichmu¨ller theory has appealed to mathematicians and physicists in the recent
couple of decades as an approach to quantization of (2+1)-gravity theory in physics. The main
construction was established mathematically by Kashaev [Kas98] and by Chekhov-Fock [Fo97]
[CFo99] independently, in slightly different ways based on some nice coordinate systems [Th80]
[P87], and they used a common main ingredient, namely, a special function called the quantum
dilogarithm introduced by Faddeev and Kashaev [FaKas94] [Fa95]. Later, the Chekhov-Fock
construction was generalized to quantization of cluster varieties by Fock-Goncharov [FoG09].
The two basic objects in the formulation of quantum Teichmu¨ller theory are the Teichmu¨ller
space T (Σ) and the mapping class groupM(Σ) of a Riemann surface Σ. They are defined as the
space of all complete hyperbolic metrics on Σ modulo isotopy, and the group of all orientation-
preserving diffeomorphisms Σ → Σ modulo isotopy (i.e. homotopy), respectively. One of the
main tasks and the main goals of the construction of quantum Teichmu¨ller theory is to find
certain family of projective unitary representations of M(Σ) on a Hilbert space H .
In general, a projective representation of a group G on a vector space V is given by a map
ρ : G→ GL(V )(1.1)
that is ‘almost’ a group homomorphism1, i.e.
ρ(g1g2) = cg1,g2 ρ(g1)ρ(g2), ∀g1, g2 ∈ G,(1.2)
for some constants cg1,g2 ∈ C
× = C \ {0}. We use the well-known fact that one can ‘resolve’
the projective representation ρ of G by a genuine representation (i.e. a group homomorphism)
ρ̂ : Ĝ→ GL(V )
of a central extension Ĝ of G, which means that there exists a set map s : G → Ĝ, such that
proj◦s = idG where proj : Ĝ→ G is the projection, making the following diagram to commute:
Ĝ
ρ̂
""❊
❊❊
❊❊
G
soo
ρ
||②②
②②
②
GL(V )
It is easy to construct one such example Ĝ. However, the most interesting is the smallest one.
Definition 1.1. Among all central extensions Ĝ of G for which the above is possible, we call
the one that is contained in all the others the minimal central extension resolving ρ, if it exists.
We concentrate on the minimal central extension of G resolving a given projective represen-
tation ρ of G. In a sense, we are taking only cg1,g2 out of the data ρ, but we shall see that this
already contains crucial information about ρ. See §3.3, §3.4 for detailed development.
In the case of quantum Teichmu¨ller theory, we have G = M(Σ) for some Riemann surface Σ
and V = H for some Hilbert space H , where the images of ρ are unitary operators on H
(so we can replace GL(V ) in (1.1) by U(H )). It turns out that the corresponding minimal
central extension of M(Σ) is a central extension of M(Σ) by Z. Since the relevant projective
representations ρ involve the quantum dilogarithm function, this resulting central extension is
called a dilogarithmic central extension of M(Σ) by Funar, Sergiescu, and collaborators. Notice
1This is a little more than just having a group homomorphism G → PGL(V ), which is usually referred to
as a ‘projective representation’ of G. To distinguish, we will call ρ (1.1) an ‘almost-linear’ representation in the
later sections of the present paper; see Def.3.1.
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that there are two kinds of dilogarithmic central extensions of M(Σ), one from the Kashaev
quantization and the other from the Chekhov-Fock(-Goncharov) quantization. This paper grew
out of the question of how to compare these two central extensions.
For quantization of T (Σ), Chekhov and Fock used a coordinate system on T (Σ) which re-
quires a choice of some combinatorial-topological data on the surface Σ, namely, an ‘ideal
triangulation’ of Σ. This means a triangulation whose vertices are at punctures and boundary
components, and whose edges are defined up to homotopy. Then elements of M(Σ) are realized
as transformations of ideal triangulations of Σ, thus as sequences of ‘flips’ along edges of ideal
triangulations (see Prop.2.14 for flips). So, it suffices to describe how these flips are represented
as operators on H . Meanwhile, Kashaev used an enhanced version of ideal triangulation, which
we call a dotted triangulation; this is an ideal triangulation of Σ together with the choice of
a distinguished corner for each triangle, depicted as a dot • in pictures. Elements of M(Σ)
are then realized as transformations of dotted triangulations of Σ, and Kashaev represented
‘elementary’ transformations of dotted triangulations as operators on some other Hilbert space.
These results are often described in terms of the Ptolemy groupoid Pt(Σ) for the Chekhov-Fock
quantization and the dotted Ptolemy groupoid Ptdot(Σ) for the Kashaev quantization, which are
the category of ideal triangulations of Σ and that of dotted triangulations of Σ, respectively;
for each of these categories, there is unique morphism from any object to any object. Then
we would want to construct projective representations of these categories, that is, projective
functors from these categories to the category of Hilbert spaces. In order to compare these two
functors for the two quantizations, we need to relate the two categories Pt(Σ) and Ptdot(Σ),
for example try to build a functor between them in a natural way. However, this is not possible
in general, and in the present paper we construct a functor between some full subcategories
which are ‘orbits’ of mapping class group actions, in the case of ‘universal’ Teichmu¨ller theory.
Amazingly, some difficulties and subtleties of Teichmu¨ller theory and its quantization disappear
when we consider a ‘universal’ setting, in which case the relevant surface Σ can be thought of as
the open unit disc D ⊂ C with a certain restriction on the behavior on the boundary S1 = ∂D,
or a closed unit disc with countably many marked points on the boundary in the sense of
[FoG06]. We consider infinite triangulations of D, called tessellations of D, with vertices at all
rational points on S1. The standard such tessellation is the well-known Farey tessellation, see
Def.2.4. One considers the universal Ptolemy groupoid Pt, an analog of the Ptolemy groupoid
Pt(Σ), obtained by applying finite number of flips on the Farey tessellation; it is the category
of tessellations of D whose edges are those of the Farey tessellation except for finitely many
edges. We note that in this universal case it is necessary to introduce a decoration on such
tessellations, namely the choice of a distinguished oriented edge ([P93]). Then any two objects
are connected by a finite sequence of elementary moves called α and β, described combinatorially
in Def.2.13. There are some algebraic relations satisfied by α and β, so we can think of the
formal group presented with generators α, β and these relations. Since this group is shown to be
isomorphic to the well-known Thompson group T of dyadic piecewise affine homeomorphisms of
S1 = [0, 1]/0∼1, it is called the Ptolemy-Thompson group, and we denote it by T (see [FuKapS]
for an exposition). A presentation computed by Lochak-Schneps [LS97] is
T =
〈
α, β
∣∣∣∣∣ (βα)5 = 1, α4 = 1, β3 = 1,[βαβ, α2βαβα2] = 1, [βαβ, α2βα2βαβα2β2α2] = 1
〉
.(1.3)
It is likely that there may be a certain profinite completion of this group containing the mapping
class group of every Riemann surface of finite-type, i.e. Riemann surface having finite genus
and s punctures with 0 < s < ∞ ([P93]). So T could be viewed as a ‘discrete baby version’
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of what can be called ‘the universal mapping class group’. Application of the Chekhov-Fock
quantization yields a projective representation of T , and thus a dilogarithmic central extension
of T by Z, denoted by T̂CF in the present paper (CF for Chekhov-Fock).
Meanwhile, the dotted universal Ptolemy groupoid Ptdot, an analog of the dotted Ptolemy
groupoid Ptdot(Σ), is defined to be the category of tessellations of D coinciding with the Farey
tessellation except for finitely many edges together with the choice of a corner for each triangle,
while we require that the choice of corners differs from a fixed standard choice only on finitely
many triangles. Then again any two objects are connected by a finite sequence of elementary
moves. This time there are infinitely many elementary moves, with the advantage that their
algebraic relations are much simpler. We define a formal group presented with generators and
relations from these elementary moves, which is called the Kashaev group in [FrKi12]:
K =
〈
Aj , Tjk, P(jk)
∣∣∣∣ A3j = 1, TkℓTjk = TjkTjℓTkℓ, AjTjkAk = AkTkjAj ,TjkAjTkj = AjAkP(jk), and trivial relations
〉
,(1.4)
where j, k, ℓ are mutually distinct elements of Q×, and trivial relations mean that any gener-
ators whose subscript indices do not intersect commute, that conjugation by P(jk) acts as an
index change j ↔ k, and that P(jk)’s satisfy the permutation group relations. The Kashaev
quantzation yields a projective representation of K and thus a (dilogarithmic) central extension
K̂ of K by Z.
For comparison with the Chekhov-Fock case, we should investigate how the groups K and T
are related to each other. One of the key ideas of the present paper is the natural and essentially
unique construction of a functor
F : Pt→ Ptdot.
This yields an injective group homomorphism
F : T → K,(1.5)
which could be useful in the future projects, too. Pulling back the above central extension K̂ of
K along F yields a dilogarithmic central extension T̂Kash of T by Z, coming from the Kashaev
quantization (Kash for Kashaev). Now, one could ask for example if these two central extensions
T̂CF and T̂Kash are equivalent as central extensions of T by Z, that is, if they correspond to the
same class in the second cohomology group H2(T ;Z). To say the result only, they correspond
to different cohomology classes. However, there is another very interesting explicit way of
manifesting the discrepancy between these two central extensions, using topological methods.
We shall first observe that T can be viewed as a version of ‘asymptotically rigid’ mapping class
group of the unit disc D. In order to talk about a mapping class group, we should settle which
homotopies of D to use; we use boundary-fixing homotopies of D, that is, homotopies of D that
can be extended continuously to D = D ∪ S1 and fix every point of S1 = ∂D pointwise at all
times. In the present paper, any homotopy of D is assumed to be boundary-fixing.
Definition 1.2. A mapping class of D is the homotopy class of homeomorphisms D→ D.
Then T can be identified with the group of all asymptotically rigid mapping classes of D,
defined as follows:
Definition 1.3. A homeomorphism f : D→ D is said to be asymptotically rigid if
(1) it extends continuously to the boundary circle S1 = ∂D, and
(2) the homeomorphism µ−1 ◦ (f |S1) ◦ µ : RP
1 → RP1 is piecewise-PSL(2,Z) with finitely
many pieces whose endpoints are rational, where µ(x) = x−ix+i is the Cayley transform.
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A homotopy class of asymptotically rigid homeomorphisms is called an asymptotically rigid
mapping class of D.
Indeed, we can observe that elements of T can be induced by asymptotically rigid mapping
classes, and conversely any asymptotically rigid mapping class can be written as an element of
T . The terminology ‘asymptotically rigid’ can be best justified from the fact that asymptoti-
cally rigid mapping classes ‘eventually’ preserve the Farey tessellation (Def.2.4) of D, i.e. they
preserve the Farey tessellation except for finitely many edges of it. In this respect, one can see
why we need piecewise-PSL(2,Z) homeomorphisms2, for (globally) PSL(2,Z) fractional-linear
homeomorphisms are what preserve the entire Farey tessellation. We note that, in fact, the
identification of T with the asymptotically rigid mapping class group of D is what makes the
construction of the map (1.5) natural and unique; see §2.3.
Now, we shall move one step further and introduce locally finite collection of countably infinite
number of punctures inside D; let D⋄ be this infinitely-punctured unit disc. We require the
homotopy of D⋄ to pointwise fix the boundary S1 and all punctures at all times, and suppose
we have chosen a suitable ‘asymptotically rigid’ condition for mapping classes of D⋄ which
refines Def.1.3. Define T ⋄ to be the group of all asymptotically rigid mapping classes of D⋄.
By forgetting the punctures, we obtain a natural map T ⋄ → T , whose kernel is the group of
homotopy classes of ‘braiding homeomorphisms’ which permute the punctures (Def.4.8). This
kernel is isomorphic to the infinite braid group B∞ (Def.4.16), the inductive limit of the usual
Artin braid group Bn on n strands. So, we get a short exact sequence:
1 // B∞ // T
⋄ // T // 1,(1.6)
and thus the group T ⋄ is called a braided Ptolemy-Thompson group in [FuKap08]. The abelian-
ization of the kernel B∞ is H1(B∞) = B∞/[B∞, B∞] ∼= Z. So, ‘dividing (1.6) by [B∞, B∞]’
yields another short exact sequence
1 // Z // T ⋄ab
// T // 1,(1.7)
where
T ⋄ab := T
⋄/[B∞, B∞].
This procedure is called the relative abelianization of the short exact sequence (1.6). In our
case, it is easy to prove that in (1.7) the kernel Z embeds into the center of T ⋄ab, so that T
⋄
ab is
a central extension of T by Z (Prop.4.19). This can be thought of as a topological method for
producing a central extension of T by Z.
As a matter of fact, the choice of an ‘asymptotically rigid’ structure of D⋄ is crucial. There are
two natural choices [FuKap08]: D∗ obtained by choosing a puncture on each edge of the Farey
tessellation, and D♯ obtained by choosing a puncture in each triangle of the Farey tessellation.
The resulting braided Ptolemy-Thompson groups are the group T ∗ of all mapping classes of D∗
eventually preserving the edge-punctured Farey tessellation, and the group T ♯ of all mapping
classes of D♯ eventually preserving the triangle-punctured Farey tessellation. Funar and Sergi-
escu found out that the relative abelianization of T ∗ is isomorphic to T̂CF, the central extension
of T coming from the Chekhov-Fock quantization of the universal Teichmu¨ller space:
Proposition 1.4 (Funar-Sergiescu [FuS10]). One has a group isomorphism T̂CF ∼= T ∗ab.
In the present paper, we find that the relative abelianization of the other braided Ptolemy-
Thompson group T ♯ is isomorphic to T̂Kash, the central extension of T coming from the Kashaev
2instead of, say piecewise-PSL(2,Q) (as pointed out by a referee)
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quantization of the universal Teichmu¨ller space (the author acknowledges that this isomorphism
is suggested to him by Louis Funar). This observation is the high point of the present paper:
Proposition 1.5. One has a group isomorphism T̂Kash ∼= T
♯
ab.
It is remarkable that the phases cg1,g2 (1.2) appearing in the relations among the operators for
the projective representations of the two quantizations are precisely captured by the topological
information about braids for punctures of D introduced in two different natural ways.
Meanwhile, one can be convinced that T̂Kash and T̂CF are indeed distinct central extensions
of T , in the following sense. It is well-known that the set of equivalence classes of central
extensions of T by Z is in one-to-one correspondence with H2(T ;Z). As said in [FuS10], it is
proved by Ghys-Sergiescu [GhS87] that
H2(T ;Z) = Zχ⊕ Zα ∼= Z⊕ Z,(1.8)
where χ and α are the Euler class and the discrete Godbillon-Vey class, respectively. Funar and
Sergiescu devised a formula for computing the class in H2(T ;Z) corresponding to each central
extension of T by Z, if its finite presentation is given:
Theorem 1.6 (Thm.1.2 of [FuS10]). Let Tn,p,q,r be the group presented by the generators α¯,
β¯, z and the relations{
(β¯α¯)5 = zn, α¯4 = zp, β¯3 = zq,[
β¯α¯β¯, α¯2β¯α¯β¯α¯2
]
= zr,
[
β¯α¯β¯, α¯2β¯α¯2β¯α¯β¯α¯2β¯2α¯2
]
= 1, [α¯, z] =
[
β¯, z
]
= 1.
Then each central extension of T by Z is isomorphic to Tn,p,q,r, for some n, p, q, r ∈ Z. More-
over, the class cTn,p,q,r ∈ H
2(T ;Z) of the extension Tn,p,q,r is given by
cTn,p,q,r = (12n− 15p− 20q − 60r)χ+ rα.
Theorem 1.7 ([FuS10]: presentation of T̂CF). One has
T̂CF ∼= T1,0,0,0,(1.9)
and hence the corresponding class in H2(T ;Z) is 12χ.
The principal result of the present paper is the following:
Theorem 1.8 (Main theorem of the present paper: presentation of T̂Kash). One has
T̂Kash ∼= T3,2,0,0,(1.10)
and hence the corresponding class in H2(T ;Z) is 6χ.
By looking at the corresponding classes in H2(T ;Z), we deduce that T̂CF and T̂Kash are not
equivalent as central extensions of T by Z, and therefore, in particular, the two projective
representations ρ of T coming from the two quantizations of the universal Teichmu¨ller space
are not equivalent to each other.
It is worthwhile to review how Theorems 1.7 and 1.8 are proven in [FuS10] and in the
present paper. Funar-Sergiescu proved (1.9) using only the projective representation ρCF of
the Chekhov-Fock quantization; namely, for each relation in (1.3), replace each α, β by ρCF(α),
ρCF(β), and evaluate. Then they obtained Thm.1.7 with the help of Thm.1.6 which they es-
tablished separately. On the other hand, they also proved T ∗ab
∼= T1,0,0,0, thus getting Prop.1.4.
For us, we have two options to reach Thm.1.8. With Thm.1.6 in our hand, the key statement to
prove is of course T̂Kash ∼= T3,2,0,0 (1.10), and one way to show this is to use only the projective
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representation ρKash of the Kashaev quantization, like Funar and Sergiescu did. This amounts
to computing the lifted α, β-relations satisfied by the operators ρKash(α), ρKash(β). We call
such a proof an ‘algebraic’ proof of Thm.1.8. In fact, complete calculation of the last two
commutation relations is quite lengthy, so we only present the computation of the relations
other than these two. The other way to show (1.10) is to prove first T̂Kash ∼= T
♯
ab (Prop.1.5)
and then T ♯ab
∼= T3,2,0,0. It turns out that the main calculation in the proof of Prop.1.5 is short,
and proof of T ♯ab
∼= T3,2,0,0 takes only small amount of topological checking (sketched in §4.3).
Thus we call this a ‘topological’ proof of Thm.1.8; we prefer this to the algebraic proof, as it
is more enlightening and does not require any clever algebraic manipulation. The reason why
proving T̂Kash ∼= T
♯
ab (Prop.1.5) is easy is because we do the main computation in the Kashaev
group K which is easier than a similar computation in T , and all that is left to do is to translate
this computational result to the T side by using a ♯-punctured version F♯ of the map F (1.5)
which arises naturally (§4.5) and some elementary group theoretical argument.
The two quantizations of Teichmu¨ller spaces have their own pros and cons, while their explicit
relationship has still been somewhat mysterious. Guo and Liu [GuLi09] tried to build a bridge
between the two constructions in a purely algebraic way. Namely, for each g ∈M(Σ), conjuga-
tion by ρ(g) defines an automorphism of the algebra of operators on H , and they studied how
these algebra automorphisms in the two quantizations are related to each other. Since conju-
gation forgets multiplicative constants, the information on the phases cg1,g2 for the projective
representations ρ as in (1.2) is then lost. Only in the level of projective representations ρ, can
we observe the discrepancy between the two quantizations as discussed above. We note that
in the present paper, in addition to the topological interpretations of just the phases cg1,g2 , a
natural relationship between the two projective representations ρ themselves for the two quan-
tizations of the universal Teichmu¨ller space are also suggested via the map F (1.5), although
this doesn’t give an equivalence between these two.
Let us now list some possible directions for further research. First, one can try to mimic what
is done in the present paper in the cases of finite-type Riemann surfaces Σ. Funar and Kashaev
[FuKas14] have a result analogous to Thm.1.8 using the Kashaev quantization, and Xu [Xu14]
has a result analogous to Thm.1.7 using the Chekhov-Fock quantization; both works rely on
extensive algebraic proofs. As suggested by Funar, it is an interesting problem to search for
topological interpretations of the resulting minimal central extensions of M(Σ) by Z, as done
in Propositions 1.4 and 1.5, because na¨ıve candidates do not work; the relative abelianization
of extensions of M(Σ) by braid groups on Σ yields central extensions of M(Σ) by Z/2Z, not by
Z, when Σ is of positive genus (as pointed out to the author by Funar; see [BeFu04]).
In fact, more interesting is still the universal case. For example, the original problem posed
to the author by Igor Frenkel is to interpret the projective representations and the central
extensions of T in the language of the representation theory of a rather basic Hopf algebra B,
‘the modular double of the quantum plane’. In [FrKi12] Frenkel and the author realized the
quantum (universal) Teichmu¨ller space H as the space of intertwiners of B, and the suggested
problem is to realize the operators for α, β ∈ T corresponding to the projective representation ρ
as some kind of permutation (and ‘dualizing’) operators on a certain infinite tensor power of the
unique irreducible integrable representation of B. Meanwhile, recall that quantum Teichmu¨ller
theory provides genuine representations of the relative abelianizations T ∗ab, T
♯
ab of the braided
Ptolemy-Thompson groups T ∗, T ♯. One can then ask if we can construct representations of
T ∗ and T ♯ themselves, on which B∞ acts faithfully; this is currently in progress, and will
be published elsewhere. This problem, suggested by Funar and Frenkel, is important in two
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aspects. One is that such representations may be used to ‘flatten out’ the known representations
of T ∗ab, T
♯
ab resulting from quantum Teichmu¨ller theory, and the other is that there could be a
connection to the Grothendieck-Teichmu¨ller group ĜT , as in Lochak-Schneps’ work [LS97].
Remark 1.9. The projective representations of T used in [FuS10] by Funar and Sergiescu
which yield the central extension T̂CF, as well as those of the mapping class groups of finite-
type surfaces used in [Xu14], come from the quantization result of the paper [FoG09], which
says that the operators representing the generators satisfy the algebraic relations up to complex
constants of modulus 1. The author of the present paper computed these constants, in order to
formulate a more precise way to ‘compare’ the second cohomology classes coming from the two
different quantizations. Namely, instead of considering the minimal central extension resolving
a chosen ‘almost’ group homomorphism T → GL(V ) and then computing the corresponding
class in H2(T ;Z), one can think of the group homomorphism T → PGL(V ) which is ‘more
invariant’, which yields a well-defined class in H2(T ; U(1)). Then, the choice of an appropriate
embedding Z →֒ U(1) lets us find the class in H2(T ;Z) that corresponds to the well-defined class
in H2(T ; U(1)) under the induced map H2(T ;Z) → H2(T ; U(1)). Using the same embedding
Z →֒ U(1) for the two stories then lets us compare the two results more precisely. However, the
author found out in [Ki16] that the constants appearing in [FoG09], which are denoted by λ there,
are all 1. Therefore, the Fock-Goncharov quantization of [FoG09] yields genuine representations
of T , not projective. So, in order to recover what are asserted in [FuS10] and [Xu14], one must
construct another quantization of Teichmu¨ller spaces that resembles Chekhov-Fock-Goncharov’s
result but does not yield trivial constants.
Acknowledgments. I am greatly indebted to Louis Funar and Vlad Sergiescu for abundant
help, suggestions and discussions about this work, and therefore would like to warmly thank
them. I thank Igor B. Frenkel for suggesting the original problem, and for his helpful comments.
I thank all the referees for their suggestions to make the paper better.
2. Decorated universal Ptolemy groupoids
In this section, we study certain infinite tessellations (i.e. triangulations) of the open unit
disc D, and two kinds of decorations on the tessellations: marked tessellations and dotted
tessellations. We study the groups of transformations of these enhanced tessellations, the
Ptolemy-Thompson group T and the Kashaev group K respectively, and build a natural map
F : T → K. These two groups are the main basic ingredients of the present paper. We shall
introduce two groupoids, which lead to these groups.
2.1. Tessellations of the unit disc D. Recall that any homotopy of D is assumed to be
boundary-fixing, as noted in §1.
Definition 2.1. An ideal arc of the unit disc D connecting two distinct points on the unit
circle S1 = ∂D is a homotopy class of unoriented paths in D connecting the two points. The
connected region bounded by three ideal arcs connecting three distinct points on S1 is called an
ideal triangle. The three ideal arcs bounding an ideal triangle are called the sides of the triangle.
In the figures appearing in the present paper and usually in the literature, each ideal arc
is often assumed to be stretched to the unique hyperbolic geodesic with respect to the usual
Poincare´ hyperbolic metric ds2 = |dz|
2
(1−|z|2)2 , so that it is a part of some circle, which intersects
the unit circle at the right angle.
Definition 2.2. A tessellation τ of D is a countable locally finite collection of ideal arcs of
D whose complementary region in D is the disjoint union of ideal triangles. The ideal arcs
constituting τ are called edges of τ . The endpoints of the edges of τ are called vertices of τ .
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Via the Cayley transformation µ (Def.1.3), each point on S1 = ∂D gets labeled by the corre-
sponding element of RP1 = R∪{∞} = ∂H. In the present paper, we only study tessellations of
D whose vertices are rational points of S1, each of which can be written as µ(r) ∈ S1 for some
r ∈ Q ∪ {∞} = QP1 ⊂ RP1; we will denote this point just by r in pictures, e.g. as in Fig.1.
Since Q ∪ {∞} will come up often, we first settle the notation for its elements:
Definition 2.3. A nonzero rational number pq is said to be in the reduced expression if p, q ∈ Z,
q > 0 and gcd(p, q) = 1. We set 01 for the reduced expression for 0, and
1
0 or
−1
0 for the reduced
expressions for ∞. We call the elements of Q ∪ {∞} the extended rationals.
The most important example of tessellations of D is the Farey tessellation:
Definition 2.4. The Farey tessellation τ∗ is the tessellation whose vertices are all the rational
points of S1 (i.e. τ∗(1) = Q∪{∞} via µ), in which the two rational points µ(ab ) and µ(
c
d ) (where
a
b and
c
d are reduced expressions) are connected by an ideal arc if and only if |ad− bc| = 1.
One can show that if ab and
c
d satisfies ad − bc = 1, then any
c′
d′ satisfying ad
′ − bc′ = 1 can
be written as c′ = c + na, d′ = d+ na for some integer n, and vice versa. Using this fact, one
can argue that the collection of arcs among the rational points of S1 defined in Def.2.4 indeed
defines a tessellation, i.e. no two arcs intersect in the interior of D. We omit the detailed proof.
Remark 2.5. Any ideal triangle of the Farey tessellation τ∗ has the vertices µ(ab ), µ(
a+c
b+d ), µ(
c
d)
for some extended rationals ab ,
c
d (in reduced expressions).
See Fig.1A for the Farey tessellation; ignore the arrowhead. More general tessellations that
we are interested in are of the following type (see Fig.1B, ignoring the arrowhead):
Definition 2.6. A Farey-type tessellation is a tessellation τ whose vertices are all the rational
points of S1, all but finitely many of which ideal arcs are those of the Farey tessellation τ∗.
In the present paper, a ‘tessellation’ would automatically mean a ‘Farey-type tessellation’.
The first kind of decoration on tessellations we need to consider is as follows.
Definition 2.7. A marked tessellation (τ,~a) is a tessellation τ together with the choice of a
distinguished oriented edge (d.o.e.) ~a. The standard marked tessellation (τ∗,~a∗) is the Farey
tessellation τ∗ together with the d.o.e. ~a∗ being the arc connecting µ(0) and µ(∞), with the
direction µ(0) → µ(∞) (see Fig.1A). We denote the standard marked tessellation (τ∗,~a∗) by
τ∗mark, and a general marked tessellation (τ,~a) by τmark if the d.o.e. ~a is clear from the context.
The d.o.e. ~a is indicated by an arrow in the pictures, as in Fig.1. For a general example of
marked tessellations, see Fig.1B.
The second decoration of tessellations is the choice of a corner in each ideal triangle, together
with a labeling rule of the triangles:
Definition 2.8. A dotted tessellation (τ,D, L) is a tessellation τ together with a rule D which
assigns to each triangle a distinguished corner, indicated by a dot (•) in the picture (see Fig.2),
and a choice L of labeling of the triangles by Q× = Q \ {0}, i.e. a bijection from the set of all
ideal triangles of τ to Q×.
The standard dotted tessellation (τ∗, D∗, L∗) is the Farey tessellation τ∗ with the dots on the
‘middle vertices’ of the triangles (for a triangle of τ∗ with the vertices µ(ab ), µ(
a+c
b+d ), µ(
c
d) as in
Rem.2.5, the ‘middle vertex’ is µ(a+cb+d )), where the label of each triangle comes from the middle
vertex; see Fig.2A. We require that the dotting rule D for all but finitely many ideal triangles of
a dotted tessellation should coincide with that of τ∗. We denote the standard dotted tessellation
(τ∗, D∗, L∗) by τ∗dot, and (τ,D, L) by τdot if D and L are clear from the context.
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(B) A general marked tessellation
Figure 1. Examples of marked tessellations (µ is omitted in the vertex labels)
Remark 2.9. How do we see that the above labeling rule L∗, which a priori is just a map
from the set of triangles of τ∗ to extended rationals, is a bijection to Q×? One way of seeing
this is via a recursive construction of the Farey tessellation τ∗. Let us focus on the ‘lower
half ’ of D. We start from one triangle whose vertices are µ(01 ), µ(
1
1 ), µ(
1
0 ), the ‘middle vertex’
being µ(11 ), hence labeled by
1
1 . A ‘procedure’ takes as an input a triangle, whose vertices are
µ(ab ), µ(
a+c
b+d ), µ(
c
d), hence µ(
a+c
b+d ) being the ‘middle vertex’, and yields two new triangles, one
having vertices µ(ab ), µ(
2a+c
2b+d ), µ(
a+c
b+d ), the ‘middle vertex’ being µ(
2a+c
2b+d ), and the other having
vertices µ(a+cb+d ), µ(
a+2c
b+2d ), µ(
c
d), the ‘middle vertex’ being µ(
a+2c
b+2d ). We apply the ‘procedure’ to
the initial triangle to get 2 more new triangles. Then we apply the ‘procedure’ to each of the 2
new triangles, to get 22 more new triangles. Then we apply ‘procedure’ to each of the 22 new
triangles to get 23 more new triangles. And so on. It is clear that thus created triangles all have
distinct ‘middle vertices’, hence distinct labels. A standard story on the Farey tessellation, e.g.
the one about the ‘continued fraction’ expression of a rational number, tells us that any positive
rational number appears as the label of one of the triangles thus obtained.
In the pictures, we write [j] inside the triangle labeled by j ∈ Q×, as in Fig.2. For a general
example of dotted tessellations, see Fig.2B.
2.2. Ptolemy-Thompson group T and Kashaev group K. We now investigate groups of
transformations of marked tessellations and dotted tessellations. A convenient and popular way
of studying these is to consider groupoids of the decorated tessellations. Recall that a groupoid
is a category in which every morphism has an inverse.
Definition 2.10 ([P93]). Let the universal Ptolemy groupoid Pt be the category whose objects
are the marked tessellations (Def.2.7) and for any objects τmark, τ
′
mark there is exactly one
morphism denoted by [τmark, τ
′
mark]. We set the composition of morphisms by
[τ ′mark, τ
′′
mark] ◦ [τmark, τ
′
mark] = [τmark, τ
′′
mark].(2.1)
Definition 2.11. Analogously, define the dotted universal Ptolemy groupoid Ptdot to be the
category whose objects are dotted tessellations (Def.2.8) and for any objects τdot, τ
′
dot there is
exactly one morphism denoted by [τdot, τ
′
dot]. The composition rule is analogous to (2.1).
Remark 2.12. Some authors, including Penner [P93], use the composition rule written in an
opposite order to (2.1).
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(B) A general dotted tessellation
Figure 2. Examples of dotted tessellations
We first take a look into Pt. Each morphism [τmark, τ
′
mark] of Pt can be thought of as a ‘trans-
formation of marked triangulation’ from τmark to τ
′
mark. Among these, there are ‘elementary’
ones generating the whole groupoid Pt, which can be combinatorially described as follows:
Definition 2.13. We label a morphism [(τ,~a), (τ ′,~a′)] of Pt by α or β, if it falls into the
relevant description as follows (see Fig.3):
(1) α-move: Locate the ideal quadrilateral of τ formed by the two ideal triangles having ~a
as one of their sides (Def.2.1). Then τ ′ is obtained by erasing the edge ~a from τ and
adding the other ideal diagonal of this quadrilateral. This new edge is the new d.o.e.
~a′, with the orientation given as if we obtained ~a′ by rotating ~a counterclockwise.
··
·
· · ·
··
·
· · ·
α ··
·
· · ·
··
·
· · ·
··
·
··
·
· · ·
τ0
τ∞
τ−1
β ·
··
··
·
· · ·
Figure 3. The action of α and β on a marked tessellation
(2) β-move: Locate the ideal triangle of τ having ~a as one of its sides and situated to the
left of ~a. Give labels τ0, τ∞, τ−1 to the vertices of this triangle, so that ~a runs from τ0
to τ∞. Then τ
′ = τ , and the new d.o.e. ~a′ is the one running from τ∞ to τ−1.
These are called elementary morphisms of Pt. In each of the above cases, we say τ ′mark is
obtained from τmark by applying the relevant move.
Proposition 2.14. Any morphism of Pt is a finite composition of elementary morphisms.
Proof. Recall that the α action replaces a diagonal of some ideal quadrilateral with the other
diagonal. If we forget the choice of d.o.e. and just think of the underlying tessellations, we
can call this transformation of tessellations a ‘flip’. We can associate a flip to any ideal arc
of a tessellation. It is easy to see that any two tessellations are related by a finite number of
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flips, by observing that there exists a finite ideal polygon outside of which the two tessellations
coincide. Meanwhile, given any underlying tessellation, we can change the d.o.e. to any ideal
arc with any orientation while fixing the underlying tessellation, using a finite number of β’s
and α2’s. Since α induces the flip of the underlying tessellation along the d.o.e., and since we
know how to change the d.o.e. to any ideal arc in a given underlying tessellation by a finite
number of elementary moves, we conclude that any two marked tessellations are connected by
a finite sequence of α-moves and β-moves. 
By the requirement that there is only one morphism from any object to any object in Pt, the
α-moves and β-moves satisfy some algebraic relations. Easiest to see are β3 = id, α4 = id, and
the most famous is the pentagon relation (βα)5 = id which is not hard to check by pictures.
Here, as usual, we read the composition of (i.e. ‘a word in’) the elementary moves from the right;
for example, αβα2 means applying α2 first, then β, then α. These three relations, together
with two certain commutation relations, generate the whole set of algebraic relations of α, β.
Theorem 2.15 (Lochak-Schneps [LS97]). Any algebraic relation of α, β is a consequence of
the five relations in (1.3). The free group generated by α, β modded out by these relations is
isomorphic to Richard Thompson’s group T of dyadic piecewise affine homeomorphisms of S1.
Definition 2.16 (Funar, Kapoudjian, Sergiescu, and collaborators: the Ptolemy-Thompson
group). Let Fmark be the free group generated by the symbols α, β, and let Rmark be the normal
subgroup generated by the relations as in the RHS of (1.3) (that is, (βα)5, α4, etc). Then the
quotient group Fmark/Rmark is called the Ptolemy-Thompson group and denoted by T .
Remark 2.17. One can replace (βα)5 = 1 by (αβ)5 = 1, and
[
βαβ, α2βα2βαβα2β2α2
]
= 1 by[
βαβ, α2β2α2βαβα2βα2
]
= 1. The version (1.3) is the one used by Funar-Sergiescu [FuS10].
Remark 2.18. As mentioned in [LS97], the isomorphism between the group of transformations
of marked tessellations generated by the elementary moves α, β and the Thompson group T is
proved by Imbert [I97], without determining the complete set of generating relations.
Since both α-move and β-move can be applied to any marked tessellation, so can any element of
T be. Note that Prop.2.14 says that T -action on the set of all marked tessellations is transitive,
and that Thm.2.15 implies that this action is free.
Corollary 2.19. The group T acts freely transitively on the set of all marked tessellations.
We proceed to Ptdot. Similar to Pt, there are elementary morphisms generating the whole
groupoid Ptdot, which are combinatorially described. This time, there are infinitely many kinds,
which can be grouped into three types.
Definition 2.20. We describe the elementary moves A[j], T[j][k], Pγ of Ptdot for mutually
distinct triangle labels j, k ∈ Q× and a permutation γ of Q×. A morphism [τdot, τ
′
dot] of Ptdot
is labeled by one of these names if it falls into the relevant description as follows:
1) A[j]-move: The dotted tessellation τ
′
dot is obtained from τdot by moving the dot • (i.e.
the distinguished corner) of the triangle of τ labeled by j ∈ Q× counterclockwise to the
next corner in that triangle, while leaving all other information intact.
2) T[j][k]-move: The triangles of τdot labeled by j and k (where j 6= k) must share exactly
one side and the dots of these two triangles are placed exactly as in the LHS of Fig.4B,
relative to the common edge of the two triangles. Then τ ′dot is obtained from τdot by
replacing the common edge of the triangles labeled by j, k by the other diagonal arc of
the ideal quadrilateral formed by these two triangles, and setting the new dots and labels
CENTRAL EXTENSION OF PTOLEMY-THOMPSON GROUP VIA KASHAEV QUANTIZATION 13
as in the RHS of Fig.4B, as if we rotate clockwise the diagonal arc of the quadrilateral
while letting the dots • and triangle labels [j], [k] be ‘floating’ and thus pushed accordingly
by the rotating arc, while leaving all the other information intact.
3) Pγ-move: τ
′
dot is obtained from τdot by relabeling the triangles, while leaving all other
information intact. A triangle labeled by j in τdot is labeled by γ(j) in τ
′
dot. The
γ(j)-triangle of τ ′dot inherits the dotting rule of the j-triangle of τdot.
These are called elementary morphisms of Ptdot. In each of the above cases, we say that τ
′
dot
is obtained from τdot by applying the relevant move.
··
·
··
·
· · ·
•
[ j ]
A[j]
•
[ j ]
··
·
··
·
· · ·
•
•
[ j ]
[ k ]
··
·
· · ·
··
·
· · ·
T[j][k]
• •
[ j ]
[ k ]
··
·
· · ·
··
·
· · ·
(A) The action of A[j] on a dotted tessellation (B) The action of T[j][k] on a dotted tessellation
Figure 4. Some elementary morphisms of Ptdot
Remark 2.21. The alphabet T for T[j][k] has nothing to do with the Ptolemy-Thompson group
T , and this notational coincidence is just an unfortunate one.
Note that the T[j][k]-move is applicable only to certain dotted tessellations τdot. Thus, not all
words of elementary moves are applicable to all dotted tessellations. So, an algebraic relation
(word1) = (word2) means that whenever (word1) can be applied to some τdot then so can
(word2) be applied to τdot, and they yield the same result τ
′
dot.
Analogously to Prop.2.14, it is not hard to see the following:
Proposition 2.22. Any morphism of Ptdot is a finite composition of elementary morphisms.
What is not so obvious is the complete generating set of algebraic relations among these
elementary moves.
Theorem 2.23. All the nontrivial algebraic relations among the elementary moves of Ptdot
are the consequences of the four types of nontrivial relations in (1.4) (where we replace Aj, Tjk
of (1.4) by A[j], T[j][k]), and the following ‘trivial relations’:
[permutation] Pid = id, Pγ1Pγ2 = Pγ1◦γ2 ,
[index change] PγA[j] = A[γ(j)]Pγ , PγT[j][k] = T[γ(j) γ(k)]Pγ ,
[commutativity] T[j][k]T[ℓ][m] = T[ℓ][m]T[j][k], T[j][k]A[ℓ] = A[ℓ]T[j][k], A[j]A[k] = A[k]A[j],
where γ1, γ2, γ are permutations of Q
×, and j, k, ℓ,m ∈ Q× are mutually distinct.
The statement of this theorem is due to Kashaev (see e.g. [Kas00]), and Teschner claimed a
proof in [Te07]; a more complete proof can be found in the author’s another paper [Ki14]. Now
we define a group K with these generators and relations.
Definition 2.24. Let Fdot be the free group generated by
{A[j], T[j][k], Pγ : j, k ∈ Q
×, j 6= k, and γ is a permutation of Q×},(2.2)
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and Rdot be the normal subgroup of Fdot generated by all the relations mentioned in Thm.2.23
(that is, A3j , TkℓTjk(TjkTjℓTkℓ)
−1, etc). The Kashaev group K is defined as Fdot/Rdot.
Remark 2.25. The generating set (2.2) should have been used in (1.4). In fact, we can restrict
γ in (2.2) to certain types of permutations of Q×, but let us allow any permutation here.
Remark 2.26. A more general group GI , defined in the same way as K, with Q
× replaced by
any index set I, was defined in Frenkel-Kim [FrKi12], and called the Kashaev group there.
The group K can be thought of as the formal group of transformations of dotted tessellations,
as its elements may not be applied to all dotted tessellations. Still, by Thm.2.23, the ‘action’
of K on the set of all dotted tessellations is ‘free’, in the following sense:
Corollary 2.27. If g ∈ K fixes one dotted tessellation, i.e. g.τdot = τdot for some τdot, then
g = 1. Moreover, if g, g′ ∈ K are applicable to some τdot and if g.τdot = g
′.τdot holds, then
g = g′. Therefore any element of K which can be applied to at least one dotted tessellation is
completely characterized by its action on a dotted tessellation which it can be applied to.
2.3. The natural functor F : Pt → Ptdot. Recall from §1 that the universal Ptolemy
groupoid Pt and the Ptolemy-Thompson group T pertain to the Chekhov-Fock quantization
of universal Teichmu¨ller space, while the dotted universal Ptolemy groupoid Ptdot and the
Kashaev group K are for the Kashaev quantization. To relate these two quantizations, we shall
construct a natural functor
F : Pt→ Ptdot,(2.3)
which will lead in the following subsection to a natural group homomorphism F : T → K.
Recall that in each of the two categories Pt and Ptdot, from any object to any object there is
exactly one morphism. Therefore if we specify the images of objects of Pt under F , the images
of morphisms of Pt under F are then determined, making F a functor. The question is how
naturally and uniquely we can choose the images of the objects. We shall make such a choice
using the following object:
Definition 2.28. The asymptotically rigid mapping class group of D, denoted by M , is the
group of all asymptotically rigid mapping classes of D, defined in Def.1.3. Its elements are
denoted by [ϕ], for an asymptotically rigid homeomorphism ϕ : D → D (Def.1.3), and the
composition rule is given by [ϕ] ◦ [ψ] = [ϕ ◦ ψ].
Remark 2.29. Elements of M are completely determined by its restriction on S1, hence M can
be viewed as a subgroup of Homeo+(S1), the group of orientation-preserving homeomorphisms
of S1. This subgroup of Homeo+(S1) is referred to as PPSL(2,Z), standing for the ‘piecewise-
PSL(2,Z) homeomorphisms’.
The group M is a certain ‘universal’ analog of the mapping class group M(Σ) of a finite-type
punctured Riemann surface Σ, which is a central and natural object in the story of Σ. The
reason why we use boundary-fixing homotopies of D in the definition ofM is because we use the
tessellations of D as analogs of ideal triangulations of Σ whose vertices are punctures, so that
the vertices of tessellations of D act like punctures of Σ. Note that not every mapping class of
D (Def.1.2) preserves the set of objects of Pt. We shall see that M is precisely the group of all
mapping classes of D preserving the set of objects of Pt. So M can be viewed as the mapping
class group of our ‘surface D’ having Pt as its ‘groupoid of ideal triangulations’, hence expect
that it will play as natural and central role in our setting which uses the groupoid Pt, as the
genuine mapping class group M(Σ) does for Σ.
Remark 2.30. See [P93] for a discussion of why Pt is a reasonable groupoid to start with.
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We first observe that M acts naturally on the objects of Pt and on those of Ptdot. Namely,
regard a marked tessellation as a tessellation with an arrow on one edge, and a dotted tessellation
as a tessellation with dots and triangle labels written on ideal triangles. Then one can see how
asymptotically rigid mapping classes transform these graphical data. We will shortly see that
this M -action on the objects of Pt is free and transitive, while the M -action on the objects of
Ptdot is free. Later, we also prove that this leads to a group anti-isomorphism between M and
T . Then, by requiring the equivariance under the M -actions, the map F on the set of objects
of Pt is completely determined by the image of one object. For example, if F(τ∗mark) is chosen,
then we know F(τmark) for any marked tessellation τmark. Choice of the image of one object
can be called an initial condition for F . We will use the following initial condition
F(τ∗mark) = τ
∗
dot,(2.4)
just by convenience; the underlying tessellation of the standard dotted tessellation τ∗dot coincides
with that of the standard marked tessellation τ∗mark, and the dotting rule and the triangle-
labeling rule of τ∗dot can easily be understood by means of the ‘middle vertices’ (Def.2.8). But
we may as well choose the image of τ∗mark to be any other dotted tessellation τdot, and get
another F , hence another F. We will see in Prop.2.47 that the maps F : T → K resulting
from different choices of F(τ∗mark) differ by conjugation in K, hence are ‘equivalent’ to each
other. Thus we justify the naturalness and essential uniqueness of the to-be-constructed map
F : T → K.
We now prove the statements promised in the previous paragraph. We first establish how to
record a marked tessellation by their vertices.
Definition 2.31 (vertex function of a marked tessellation). For a marked tessellation (τ,~a),
we construct a bijection j 7→ τj from extended rationals to extended rationals, called the vertex
function of (τ,~a), by the following ‘inductive’ process:
(1) Let τ0 and τ∞ be the two extended rational numbers such that µ(τ0) and µ(τ1) are the
starting point and the ending point of the d.o.e. ~a, where µ is the Cayley transform.
(2) Among the ideal triangles of τ , take the unique ideal triangle having ~a as one of its
sides and situated to the right (resp. left) of ~a, and let τ1 (resp. τ−1) be the extended
rational such that µ(τ1) (resp. µ(τ−1)) is the third vertex of this triangle.
(3) For an ideal triangle of τ other than the two triangles appearing in (2), if two of its
vertices are identified as µ(τ a
b
) and µ(τ c
d
) for some extended rationals ab ,
c
d in their
reduced expressions but the third one is not identified yet, we let τ a+c
b+d
be the extended
rational such that µ(τ a+c
b+d
) is the third vertex of this triangle. ‘Repeat’ this step.
For example, for the marked tessellation (τ,~a) in Fig.1B, we have τ0 = −1, τ∞ = 0, τ1 = −
1
2 ,
τ−1 = −2. It is easy to see:
Lemma 2.32. The vertex function completely determines a marked tessellation.
We can now prove:
Proposition 2.33. The natural M -action on the objects of Pt is free and transitive, and the
natural M -action on the objects of Ptdot is free.
Proof. Notice that an asymptotically rigid mapping class of D is completely determined by its
restriction on S1, and therefore by that on the rational points of S1, because rational points are
dense in S1. This, together with Lem.2.32, implies that the M -action on Pt is free. Also, it is
easy to see that the vertex function j 7→ τj of a marked tessellation (τ,~a) is piecewise-PSL(2,Z)
with finitely many breakpoints, which are rational. Therefore, with the help of Lem.2.32, one
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can show that the standard marked tessellation is connected to any marked tessellation by the
action of an element of M , thus implying the transitivity of the M -action on Pt. We can also
easily show that the M -action on Ptdot is free; for any dotted tessellation, the only element of
M fixing the underlying tessellation and the triangle labels is the identity. 
Since both T and M act freely transitively on the set of objects of Pt (Cor.2.19, Prop.2.33),
we can construct a set bijection M → T by choosing one object of Pt, although this is not a
group isomorphism. For example, if we use τ∗mark as a reference point, then for each [ϕ] ∈ M ,
the morphism [τ∗mark, [ϕ].τ
∗
mark] corresponds to some element of T , giving a bijection M → T .
Proposition 2.34. This bijection M → T is an anti-isomorphism of groups.
We postpone a proof until §2.4 where we collect some necessary notations. One can also see
thatM is the group of all mapping classes of D inducing elements of T by the action on τ∗mark, as
both the actions of elements of T and mapping classes of D on τ∗mark are completely determined
by the action on the rational points on S1. Therefore the Ptolemy-Thompson group T can
be viewed as a substitute for M , and sometimes T is referred to as the ‘asymptotically rigid
mapping class group’. The advantage of T overM is that the elements of T have combinatorial
descriptions, namely as transformations of marked tessellations of D.
Remark 2.35. It seems that one can obtain a proof of Prop.2.34 also by collecting some results
of [P93] and [I97], which use the notion of the ‘(universal) Ptolemy group’.
Remark 2.36. Meanwhile, the Kashaev group K is much ‘larger’ than T or M , because not
all its elements are induced by asymptotically rigid mapping classes of D. Using the to-be-
constructed natural injective map F : T → K, we may say that the group F(T ) is a substitute
for M , realized combinatorially as a group of transformations of dotted tessellations.
Now, by requiring the natural M -actions on Pt and Ptdot be preserved, one gets a natural
functor F : Pt→ Ptdot, which is uniquely determined by the choice of an initial condition.
Proposition 2.37 (construction of F). For any marked tessellation τ◦mark and any dotted
tessellation τ◦dot, there is a unique functor F : Pt→ Ptdot (2.3) which is equivariant under the
M -actions on the objects and sends τ◦mark to τ
◦
dot. This functor is injective on the set of objects.
Proof. Suppose F(τ◦mark) = τ
◦
dot. The M -equivariance implies F([ϕ].τ
◦
mark) = [ϕ].τ
◦
dot for any
[ϕ] ∈ M . By the freeness and the transitivity of the M -action on Pt, any marked tessellation
can be written as [ϕ].τ◦mark for a unique [ϕ] ∈M , so the image of each marked tessellation under
F is determined and well-defined. As mentioned already, the images of morphisms of Pt under
F are then determined too. If [ϕ1].τ
◦
mark 6= [ϕ2].τ
◦
mark, then [ϕ1] 6= [ϕ2], so [ϕ1].τ
◦
dot 6= [ϕ2].τ
◦
dot
by the freeness of the M -action on Ptdot. Hence the injectivity of F on the set of objects. 
A concrete description of the functor F on the set of objects of Pt is available, if we use the
initial condition (2.4). To get an idea, observe that Fig.2B is the image of Fig.1B under F .
Proposition 2.38 (concrete description of a particular F). The functor F : Pt → Ptdot
constructed in Prop.2.37 with the initial condition (2.4) can be explicitly described. For any
object (τ,~a) of Pt, its image under F is given by (τ,D, L), where the dotting rule D and the
triangle-labeling rule L are as follows.
Let j 7→ τj be the vertex function for (τ,~a) (Def.2.31). Then the vertices of any ideal triangle
of τ are µ(τ a
b
), µ(τ a+c
b+d
), µ(τ c
d
), for some extended rationals ab ,
c
d in their reduced expressions.
We choose the corner µ(τ a+c
b+d
) as the distinguished corner of this triangle (i.e. put the dot in
that corner, for this triangle); this is the dotting rule D. And we label this triangle by a+cb+d ; this
is the labeling rule L for triangles.
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2.4. The natural map F : T → K. Now, out of the constructed functor F : Pt → Ptdot,
we should build a map F : T → K. In the end we will use (2.4) as the initial condition for
our F , but at the moment we can stay more general, and just assume that we use some initial
condition F(τ◦mark) = τ
◦
dot as in Prop.2.37. From §2.2, we can deduce that morphisms of Pt can
be represented as elements of T , and morphisms of Ptdot as elements of K:
Proposition 2.39. For each morphism [τmark, τ
′
mark] of Pt there is a unique element g of T
such that τ ′mark = g.τmark. For each morphism [τdot, τ
′
dot] of Ptdot there is a unique element h
of K such that τ ′dot = h.τdot.
Definition 2.40. In such situations, we say that [τmark, τ
′
mark] corresponds to g and that
[τdot, τ
′
dot] corresponds to h, and write [τmark, τ
′
mark]❀ g, and [τdot, τ
′
dot]❀ h.
Proposition 2.41. These correspondences carries composition of morphisms to group multi-
plications in T and K.
The existence proof for Prop.2.39 is by transitivity of the T -action on objects of Pt (Prop.2.14)
and of the K-action on objects of Ptdot (Prop.2.22), and the uniqueness proof is by the freeness
of those actions (Cor.2.19, Cor.2.27). Prop.2.41 is easy to show.
In order to get a well-defined map F : T → K from the functor F : Pt → Ptdot, we should
understand which morphisms of Pt (resp. Ptdot) correspond to a same element of T (resp. K).
Here, the M -actions discussed in §2.3 play a role again.
Definition 2.42. When two morphisms [τmark, τ
′
mark] and [τ
′′
mark, τ
′′′
mark] of Pt correspond to a
same element of T , we write [τmark, τ
′
mark] ≃T [τ
′′
mark, τ
′′′
mark]. When two morphisms [τdot, τ
′
dot]
and [τ ′′dot, τ
′′′
dot] of Ptdot correspond to a same element of K, we write [τdot, τ
′
dot] ≃K [τ
′′
dot, τ
′′′
dot].
Proposition 2.43. We have [τmark, τ
′
mark] ≃T [τ
′′
mark, τ
′′′
mark] if and only if there is [ϕ] ∈ M
such that τ ′′mark = [ϕ].τmark and τ
′′′
mark = [ϕ].τ
′
mark. We have [τdot, τ
′
dot] ≃K [τ
′′
dot, τ
′′′
dot] if there is
[ψ] ∈M such that τ ′′dot = [ψ].τdot and τ
′′′
dot = [ψ].τ
′
dot.
Proof. The ‘if’ statements holds because homeomorphisms preserve the combinatorial/graphical
data. For example, if [τmark, τ
′
mark]❀ α, then one notes that [[ϕ].τmark, [ϕ].τ
′
mark]❀ α, for any
[ϕ] ∈ M . Now, suppose [τmark, τ
′
mark] and [τ
′′
mark, τ
′′′
mark] correspond to a same element g of T .
By the transitivity of the M -action on Pt, we can find [ϕ] ∈ M such that τ ′′mark = [ϕ].τmark.
Then [[ϕ].τmark, τ
′′′
mark] and [[ϕ].τmark, [ϕ].τ
′
mark] correspond to the same element g. This means
τ ′′′mark = g.([ϕ].τmark) and [ϕ].τ
′
mark = g.([ϕ].τmark), therefore τ
′′′
mark = [ϕ].τ
′
mark. 
With the help of the following lemma, we now present a promised proof of Prop.2.34.
Lemma 2.44. For any g ∈ T and [ϕ] ∈M , one has g.([ϕ].τmark) = [ϕ].(g.τmark).
Proof. Observe [τmark, [ϕ]
−1.(g.([ϕ].τmark))] ≃T [[ϕ].τmark, g.([ϕ].τmark)]❀ g by Prop.2.43 and
Def.2.40. Since [τmark, g.τmark]❀ g, by Prop.2.43 one has [ϕ]
−1.(g.([ϕ].τmark)) = g.τmark, so by
applying [ϕ] from the left ones get the desired result. 
Proof of Propf.2.34. For any g ∈ T , denote by [ϕg] the unique element ofM such that g.τ
∗
mark =
[ϕg].τ
∗
mark. One should prove [ϕgh] = [ϕh] ◦ [ϕg]. Note that
[τ∗mark, [ϕgh].τ
∗
mark] = [τ
∗
mark, (gh).τ
∗
mark] = [τ
∗
mark, g.(h.τ
∗
mark)] = [τ
∗
mark, g.([ϕh].τ
∗
mark)]
Lem.2.44
= [τ∗mark, [ϕh].(g.τ
∗
mark)] = [τ
∗
mark, [ϕh].([ϕg].τ
∗
mark)] = [τ
∗
mark, ([ϕh] ◦ [ϕg]).τ
∗
mark],
thus [ϕgh].τ
∗
mark = ([ϕh] ◦ [ϕg]).τ
∗
mark, and therefore [ϕgh] = [ϕh] ◦ [ϕg] as desired. 
Finally we construct the sought-for map F : T → K, using the above results.
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Proposition 2.45. Suppose we have a functor F : Pt→ Ptdot (2.3) as in Prop.2.37. For each
morphism [τmark, τ
′
mark] of Pt, let g ∈ T and h ∈ K be such that
[τmark, τ
′
mark]❀ g and [F(τmark),F(τ
′
mark)]❀ h
(see Def.2.40). Then the map F : T → K given by F(g) = h is a well-defined injective group
homomorphism.
Proof. For any g ∈ T we can find a morphism of Pt corresponding to g, and thus we get some
definition of a set map F. To prove well-definedness, suppose the morphisms [τmark, τ
′
mark] and
[τ ′′mark, τ
′′′
mark] of Pt correspond to a same element g ∈ T . By the first statement of Prop.2.43
there is [ϕ] ∈M such that τ ′′mark = [ϕ].τmark and τ
′′′
mark = [ϕ].τ
′
mark, so
[F(τ ′′mark), F(τ
′′′
mark)] = [F([ϕ].τmark), F([ϕ].τ
′
mark)] = [ [ϕ].(F(τmark)), [ϕ].(F(τ
′
mark)) ],
by the M -equivariance of F . Now, by the second statement of Prop.2.43, the morphisms
[ [ϕ].(F(τmark)), [ϕ].(F(τ
′
mark)) ] and [F(τmark),F(τ
′
mark)] of Ptdot correspond to a same element
inK. So we showed [F(τ ′′mark), F(τ
′′′
mark)] and [F(τmark),F(τ
′
mark)] correspond to a same element
in K, proving the well-definedness of F.
We can see that F is a group homomorphism because the group multiplication structures of T
and K are inherited from the compositions of morphisms (Prop.2.41), which are preserved by
F since it is a functor. Now suppose F(g) = 1 for some g ∈ T . Let [τmark, τ
′
mark] be a morphism
in Pt corresponding to g. Then the morphism [F(τmark),F(τ
′
mark)] of Ptdot corresponds to
1 ∈ K, meaning that F(τ ′mark) = 1.F(τmark) = F(τmark). Since F is injective on the set of
objects (Prop.2.37), we get τ ′mark = τmark, and therefore g = 1. Hence the injectivity of F. 
Lemma 2.46. The construction in Prop.2.45 can also be written as
F(g.τmark) = (F(g)).F(τmark), for any g ∈ T and any marked tessellation τmark. 
What remains to be shown about the construction of F is its essential uniqueness.
Proposition 2.47. Let τ◦mark, τ
◦◦
mark be any marked tessellations and τ
◦
dot, τ
◦◦
dot be any dotted tes-
sellations. Let F◦ : Pt→ Ptdot and F
◦◦ : Pt→ Ptdot be the functors constructed in Prop.2.37
for initial conditions F◦(τ◦mark) = τ
◦
dot and F
◦◦(τ◦◦mark) = τ
◦◦
dot respectively. Let F
◦,F◦◦ : T → K
be the group homomorphisms constructed respectively from F◦,F◦◦ by Prop.2.45. Then there
is h ∈ K such that
F◦◦(g) = h−1F◦(g)h, ∀g ∈ T.(2.5)
Proof. There is a unique [ϕ] ∈M such that τ◦mark = [ϕ].τ
◦◦
mark (transitivity of M -action on Pt).
Then F◦◦(τ◦mark) = F
◦◦([ϕ].τ◦◦mark) = [ϕ].F
◦◦(τ◦◦mark) by the M -equivariance of F
◦◦. Thus we
let τdot = [ϕ].τ
◦◦
dot, so that
F◦◦(τ◦mark) = τdot.
Now, let g ∈ T , and let τ ′mark = g.τ
◦
mark, so that [τ
◦
mark, τ
′
mark] ❀ g. Let τ
′
dot = F
◦(τ ′mark) and
τ ′′dot = F
◦◦(τ ′mark). Then by definition of F
◦ and F◦◦ we have
[τ◦dot, τ
′
dot] = [F
◦(τ◦mark),F
◦(τ ′mark)]❀ F
◦(g), [τdot, τ
′′
dot] = [F
◦◦(τ◦mark),F
◦◦(τ ′mark)]❀ F
◦◦(g).
From the composition rule of Ptdot (Def.2.11) we have
[τdot, τ
′′
dot] = [τ
′
dot, τ
′′
dot] ◦ [τ
◦
dot, τ
′
dot] ◦ [τdot, τ
◦
dot].
Let h ∈ K be the element such that [τdot, τ
◦
dot]❀ h. Then, in view of Prop.2.41, all we need to
show for proving (2.5) is [τ ′dot, τ
′′
dot]❀ h
−1, or equivalently, [τ ′′dot, τ
′
dot]❀ h. Observe that
[τ ′′dot, τ
′
dot] = [F
◦◦(τ ′mark),F
◦(τ ′mark)] = [F
◦◦(g.τ◦mark),F
◦(g.τ◦mark)]
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By the transitivity of the M -action on Pt, there is a unique [ψ] ∈ M such that g.τ◦mark =
[ψ].τ◦mark. So we have F
◦◦(g.τ◦mark) = F
◦◦([ϕ].τ◦mark) = [ϕ].F
◦◦(τ◦mark) = [ϕ].τdot by the
M -equivariance of F◦◦, and similarly F◦(g.τ◦mark) = [ϕ].F
◦(τ◦mark) = [ϕ].τ
◦
dot by the M -
equivariance of F◦. Thus we get [τ ′′dot, τ
′
dot] = [[ϕ].τdot, [ϕ].τ
◦
dot] which corresponds to the same
element in K as [τdot, τ
◦
dot] does, namely h, by Prop.2.43. This h doesn’t depend on g. 
Now that we know that a different choice of an initial condition for F does not essentially alter
F : T → K, we are allowed to use any initial condition. As mentioned, we choose to use (2.4),
and from now on, we implicitly assume this when we use F and F. For a concrete description
of this map F : T → K, it suffices to describe the images of the generators α, β of T . The
easiest way to actually compute these images is to apply on τ∗mark. Namely, we have
[τ∗dot,F(α.τ
∗
mark)]❀ F(α) and [τ
∗
dot,F(β.τ
∗
mark)]❀ F(β),
so we should investigate F(α.τ∗mark) and F(β.τ
∗
mark), using Prop.2.38. To write this result down,
we first need the following definition.
Definition 2.48. We define permutations γα, γβ of Q
× as follows.
We first require that γα fixes −1 and 1. If an ideal triangle of τ
∗ is labeled by j /∈ {−1, 1}
under the labeling rule of τ∗dot and by j
′ under that of F(α.τ∗mark), we set γα(j) = j
′. We thus
establish a Q×-permutation γα.
For γβ, if an ideal triangle of τ
∗ is labeled by j ∈ Q× by the labeling rule of τ∗dot and by j
′
under that of F(β.τ∗mark), we set γβ(j) = j
′. We thus get a Q×-permutation γβ.
The permutations γα and γβ are best seen in the pictures; see Figures 5 and 6. We can write
some of the actions of the permutations γα, γβ on Q
×:{
γα(−1) = −1, γα(1) = 1, γα(−2) = 2, γα(−
1
2 ) = −2,
γα(
1
2 ) = −
1
2 , γα(2) =
1
2 , γα(
1
3 ) = −
3
2 , γα(3) =
2
3 , etc,
(2.6) {
γβ(−1) = −1, γβ(1) = −
1
2 , γβ(−2) = 1, γβ(−
1
2 ) = −2,
γβ(
1
2 ) = −
2
3 , γβ(2) = −
1
3 , γβ(
1
3 ) = −
3
4 , γβ(3) = −
1
4 , etc.
(2.7)
τ0 τ∞
τ−1
τ−2
τ
−
1
2
τ 1
2
τ 1
3
τ1
τ2
τ3
•
•
••
••
••
••
••
••
··
·
···
· ·
·
· · ·
· · ·· · ·
· · · · · ·
· · ·· ·
·
· · · · ·
·
· · ·· ·
·
· · · · ·
·
[−1]
[1]
[− 1
2
]
[ 1
2
][
1
3 ]
[−2]
[2]
[3]
α
τ ′
−1 τ
′
1
τ ′∞
τ ′2
τ ′−2
τ ′
−
1
2
τ ′
−
2
3
τ ′0
τ ′1
2
τ ′2
3
••
••
••
••
••
••
••
··
·
···
· ·
·
· · ·
· · ·· · ·
· · · · · ·
· · ·· ·
·
· · · · ·
·
· · ·· ·
·
· · · · ·
·
[1][−1]
[−2]
[− 1
2
][−
2
3
]
[2]
[ 1
2
]
[ 23 ]
Figure 5. The α-move on τ∗mark and τ
∗
dot
In particular, γβ fixes −1. Now, the formulas for F(α) and F(β) are given as follows:
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τ0 τ∞
τ−1
τ−2
τ
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1
2
τ 1
2
τ 1
3
τ1
τ2
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•
•
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··
·
···
· ·
·
· · ·
· · ·· · ·
· · · · · ·
· · ·· ·
·
· · · · ·
·
· · ·· ·
·
· · · · ·
·
[−1]
[1]
[− 1
2
]
[ 1
2
][
1
3 ]
[−2]
[2]
[3]
β
τ ′−1 τ ′0
τ ′∞
τ ′1τ
′
−2
τ ′
−
2
3
τ ′
−
3
4
τ ′
− 12
τ ′
−
1
3
τ ′
−
1
4
•
•
••
••
••
••
••
••
··
·
···
· ·
·
· · ·
· · ·· · ·
· · · · · ·
· · ·· ·
·
· · · · ·
·
· · ·· ·
·
· · · · ·
·
[−1]
[− 12 ]
[−2]
[− 2
3
][−
3
4
]
[1]
[− 1
3
]
[− 1
4
]
Figure 6. The β-move on τ∗mark and τ
∗
dot
Proposition 2.49. The images of α, β under the map F : T → K constructed in Prop.2.45
with the initial condition (2.4) for the functor F : Pt→ Ptdot (Prop.2.37) are given by:
F(α) = A[−1]T
−1
[−1][1]A[1]Pγα , F(β) = A[−1]Pγβ ,(2.8)
where the Q×-permutations γα, γβ are as described in Def.2.48.
This map F : T → K will be used to build a relationship between the two quantizations of
universal Teichmu¨ller space.
3. Dilogarithmic central extensions of T
We first briefly review the major results of the quantum universal Teichmu¨ller theory of
Chekhov-Fock and of Kashaev, and see how they give ‘dilogarithmic’ projective representa-
tions of the Ptolemy-Thompson group T . Then we develop some group theoretical argument
for constructing the ‘minimal’ central extension which ‘resolves’ a projective representation of
a group. Thus we will obtain two dilogarithmic central extensions of T from the two quantiza-
tions, and state the main theorem of the present paper with an algebraic proof.
3.1. Quantum universal Teichmu¨ller space. Since there is enough literature on the quan-
tum Teichmu¨ller theory, we only state the final results which we will use in the present paper,
and refer more interested readers to standard references [Kas98] [Fo97] [CFo99] [FoG09] (also
[Te07] [FuS10]) for a detailed reasoning. Funar and Sergiescu [FuS10] applied the Chekhov-
Fock(-Goncharov) quantization applied to the universal case to get a one-parameter family of
projective functors
Pt→ Hilb,(3.1)
where Hilb is the category of complex Hilbert spaces whose morphisms are unitary maps; a
functor is called projective if it preserves the compositions of morphisms only up to multiplica-
tive constants. These functors send each object (τ,~a) to the Hilbert space L2fin(R
τ (1)), where
τ (1) is the set of edges of the triangulation τ , and for any infinite index set I the Hilbert space
L2fin
RI , ∧
j∈I
dxj
(3.2)
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is defined as follows, as appeared in [FuS10] (the symbol L2fin is adopted only in the present
paper; it is not standard). The elements are represented as square-integrable functions with
finite dimensional support, i.e. complex valued functions f on RI whose support is contained
in RJ × {0} ⊂ RI for some finite subset J of I depending on f , such that
∫
RJ
|f |2
∧
j∈J dxj <
∞. For two elements f, g, choose a minimal finite subset J such that RJ × {0} contains the
intersection of the supports of f, g; the inner product 〈f, g〉 :=
∫
RJ
f g
∧
j∈J dxj makes this
space a Hilbert space.
With the help of the vertex function j 7→ τj for (τ,~a) (Def.2.31), one can identify τ
(1) canoni-
cally with Q\{0, 1}. Namely, for the ideal triangle with vertices µ(τ a
b
), µ(τ a+c
b+d
), µ(τ c
d
), where µ
is the Cayley transform (Def.1.3), label the edge of this triangle opposite to the vertex µ(τ a+c
b+d
)
by a+cb+d ; then only the label of the edge ~a is ambiguous, which we just label by −1. Then each
morphism of Pt is sent to an operator on the Hilbert space
V = L2fin(R
Q\{0,1})
(see (3.2)). The construction is such that these functors descend to a well-defined family of set
maps
T → GL(V ),(3.3)
which is ‘almost’ a group homomorphism in the sense of (1.2), where the images of (3.3) are
unitary operators on V .
On the other hand, the Kashaev quantization applied to the universal case yields a one-
parameter family of projective functors
Ptdot → Hilb,
where this time each object (τ,D, L) is sent to the Hilbert space L2(Rτ
(2)
), where τ (2) is the
set of ideal triangles of τ . With the help of the vertex function for (τ,~a), one can identify τ (2)
canonically with Q× = Q \ {0}; namely, label the ideal triangle having vertices µ(τ a
b
), µ(τ a+c
b+d
),
µ(τ c
d
) by a+cb+d . Then each morphism of Ptdot is sent to an operator on the Hilbert space
M = L2fin(R
Q×)
(see (3.2)). The construction is such that these functors descend to a well-defined family of set
maps
K → GL(M )(3.4)
which is almost a group homomorphism in the sense of (1.2), where the images of (3.4) are
unitary operators on M . We can then pullback (3.4) by the natural group homomorphism
F : T → K constructred in §2.4, to get an almost group homomorphism
T → GL(M ),
which we can now think of ‘comparing’ with (3.3).
The maps (3.3) and (3.4) satisfying (1.2) can be thought of as the main final results of the
construction of the quantum universal Teichmu¨ller theory, and they are usually referred to as
(unitary) projective representations of T and K, respectively. Here, we shall be careful about
the terminology ‘projective representation’.
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Definition 3.1 (projective and almost-linear representations). A projective representation of
a group G on a vector space V is the group homomorphism
G→ PGL(V ),
where PGL(V ) is the quotient of GL(V ) by the scalar matrices. An almost-linear representation
of G on V is the set map
ρ : G→ GL(V )
satisfying the condition (1.2) for some constants cg1,g2 in the underlying base field.
So, it is easy to see that an almost-linear representation induces a projective representation,
by post-composing with the canonical projection
p : GL(V )→ PGL(V ).(3.5)
When G is presented by generators and relations like our T and K, we can write
G = F/R,
where F is a free group and R is a normal subgroup of G generated by ‘relations’. Then, an
almost-linear representation of G on V is usually given as a group homomorphism
ρ : F → GL(V )
such that ρ(R) lies in the group of scalar matrices in GL(V ). To describe ρ, it suffices to
describe the images of the generators of F under ρ. This is in fact precisely how the result of
the quantum Teichmu¨ller theory is written as, which we will present in the next subsection.
3.2. Dilogarithmic projective representations ρCF, ρKash of T . In the present paper, we
will need a slightly more general formulation than the almost-linear representations:
Definition 3.2 (almost G-homomorphisms). Let G be a group presented by generators and
relations, i.e. G = F/R where F is a free group (for generators) and R is the normal subgroup
of F generated by the relations. Let H be a group. Now, a group homomorphism
η : F → H(3.6)
is said to be an almost G-homomorphism if η(R) is contained in the center of η(F ).
When H = GL(V ) for some vector space V and η(R) lies in the group of scalar matrices, we
call such η (3.6) an almost-linear representation of G on V , by abuse of notation.
We now introduce the main technical tool used in both quantizations of Teichmu¨ller spaces:
Definition 3.3 (quantum dilogarithm function). Let b > 0, b2 /∈ Q. Let the function Ψb(z) on
the complex plane be defined by
Ψb(z) = exp
(
1
4
∫
Ω0
e−2izw
sinh(wb) sinh(w/b)
dw
w
)
(3.7)
first in the strip |Im z| < (b + b−1)/2, where Ω0 means the real line contour with a detour
around 0 (origin) along a small half circle above the real line, and analytically continued to a
meromorphic function on the complex plane using the following functional equations:{
Ψb(z − ib/2) = (1 + e
2πbz)Ψb(z + ib/2),
Ψb(z − ib
−1/2) = (1 + e2πb
−1z)Ψb(z + ib
−1/2).
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This Ψb is a ‘non-compact’ version of the so-called quantum dilogarithm function, defined by
Faddeev and Kashaev [FaKas94] [Fa95]. We note that the integral (3.7) was already known
to Barnes [Ba01]. The generic real number b is the parameter by which the final projective
representations are parametrized by. The usual quantum parameter q is related by q = eπib
2
.
Remark 3.4. In the versions of quantum Teichmu¨ller theory that are being used in the present
paper3, the condition b2 /∈ Q ensures that the quantum algebras are represented on Hilbert spaces
‘strongly irreducibly’, which makes the relevant analytical situation ‘rigid’ (see e.g. [FrKi12]).
Not much is known about what would happen when b2 ∈ Q, which corresponds to q being a root
of unity. Perhaps, one related observation is that all zeros and poles of Ψb(z) are simple only
when b2 is irrational. However, for the purposes of the present paper, maybe we are allowed to
use rational b2. Nevertheless, for the moment, we require b2 /∈ Q, to be safe.
Recall from Def.2.16 and Def.2.24 that
T = Fmark/Rmark and K = Fdot/Rdot.
Then the main result of the Kashaev quantization of universal Teichmu¨ller space is written as
a group homomorphism
ρdot : Fdot → GL(M ), M = L
2
fin(R
Q× ,
∧
j∈Q×
dxj)(3.8)
(see (3.2) for the meaning of L2fin). The images of the generators of Fdot under ρdot are given
by the following unitary operators:
ρdot(A[j]) = A[j] := e
−πi/3e3πiQ
2
j eπi(Pj+Qj)
2
,(3.9)
ρdot(T[j][k]) = T[j][k] := e
2πiPjQkΨb(Qj + Pk −Qk)
−1,(3.10)
(ρdot(Pγ)f)({xj}j∈Q×) = (Pγf)({xj}j∈Q×) := f({xγ(j)}j∈Q×), ∀f ∈ M ,(3.11)
for j, k ∈ Q× (j 6= k) and a Q×-permutation γ, where Pj , Qj are self-adjoint operators defined
by the formulas
Pjf =
1
2πi
∂
∂xj
f, Qjf = xjf,
on some dense subspaces of M , as essentially self-adjoint operators there.
The best way to describe these operators is to do so ‘locally’. Namely, for any chosen finite
subset J of Q×, denote by MJ the set of all f ∈ M such that J is the minimal finite subset
of Q× such that the support of f is contained in RJ × {0} ⊂ RQ
×
; we shall describe how
the above operator acts on elements of MJ . Notice that MJ is a subset of the Hilbert space
L2(RJ ,∧j∈Jdxj), inheriting the inner product structure. For the dense domains, we follow the
arguments used by Fock and Goncharov in the quantization of Teichmu¨ller spaces of finite-type
surfaces, with a slight modification. As done in [G07], let W[j] be the dense C-vector subspace
of L2(R, dxj) defined as the set of all finite C-linear combinations of the functions of the form
p(xj) e
−Bx2j+Cxj , where p is a polynomial and B > 0, C ∈ C. The algebraic tensor product
WJ :=
⊗
j∈J W[j] is a dense subspace of the Hilbert space tensor product
⊗
j∈J L
2(R, dxj),
which is canonically isomorphic to L2(RJ ,∧j∈Jdxj) as a Hilbert space. Each of the above
formulas for Pj and Qj , j ∈ J , yields a well-defined symmetric operator on WJ , preserving
WJ . It is well known that each of these is an ‘essentially self-adjoint’ operator on MJ , i.e.
has a unique self-adjoint extension on L2(RJ ,∧j∈Jdxj) (see [Ki16]); by abuse of notation, let
3in particular, involving the ‘non-compact’ quantum dilogarithm, instead of the ‘compact’ version
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us denote these self-adjoint extensions by Pj and Qj . Then one makes sense of the formulas
(3.9) and (3.10) via the standard ‘functional calculus’ of self-adjoint operators; see [Ki16], or
a standard textbook, e.g. [RSi80]. Such a description indeed suffices for our purposes, for
each relation that is to be satisfied by the operators A[j],T[j][k],Pγ (see Prop.3.5) involves
only finitely many variables xj in a nontrivial way, and is just a permutation in the remaining
variables, hence can be studied on L2(RJ ,∧j∈Jdxj) for some finite set J .
Instead of just referring to the word ‘functional calculus’, here we give a more down-to-earth
description of these operators A[j] and T[j][k]. Think of A[j] (3.9) as an operator on the space
L2(R, dxj) of square-integrable functions on one variable xj ; we can write
L2(R, dxj) ∋ f(xj) 7−→ (A[j]f)(xj) = e
−πi/12
∫
R
e2πiyjxjeπix
2
j f(yj)dyj ∈ L
2(R, dxj),
which makes sense first onW[j] ⊂ L
2(R, dxj) for example, and then can be extended to the whole
L2(R) by continuity, as it is unitary. If we write this as an operator A = e−πi/3e3πiQ
2
eπi(P+Q)
2
acting on L2(R, dx) for convenience, where P and Q are the self-adjoint operators on L2(R, dx)
given by P = 12πi
d
dx and Q = x on a dense subspace, then A is the unique unitary operator up
to scalar multiplication by a complex number of modulus one that satisfies
AQA−1 = P −Q, APA−1 = −Q.(3.12)
In a formal level, these two equations can be proved using the commutation relation [P,Q] = 12πi .
One can think of A as an analog of the Fourier transform F : f(x) 7→
∫
R
e−2πixyf(y)dy, which
is characterized up to a constant by FQF−1 = −P and FPF−1 = Q. For T[j][k] (3.10), we
view it as an operator on L2(R2, dxj dxk). First, the unitary operator e
2πiPjQk acts as
(e2πiPjQkf)(xj , xk) = f(xj + xk, xk).
One way to explain the factor Ψb(Qj+Pk−Qk)
−1 is as follows. First, write Ψb(Qj+Pk−Qk)
−1 =
A[k]Ψb(Qj + Qk)
−1A−1[k] , using (3.12). We know how unitary operators A[k],A
−1
[k] act. The
operator Ψb(Qj +Qk)
−1 is just multiplication by Ψb(xj + xk)
−1. To see that this is indeed a
unitary operator, we note that for x ∈ R, the complex number Ψb(x) is of modulus 1.
The group homomorphism (3.8) given by (3.9), (3.10) and (3.11) is indeed an almost-linear
representation of K, in the sense of Def.3.2:
Proposition 3.5 ([Kas00]). The operators A[j], T[j][k], Pγ in (3.9), (3.10), (3.11) satisfy
T[j][k]A[j]T[k][j] = ζA[j]A[k]P(jk), j, k ∈ Q
×, j 6= k, where
ζ = e−πi(b+b
−1)2/12,(3.13)
and strictly satisfy all other relations of A[j], T[j][k], Pγ mentioned in Thm.2.23:
A3[j] = id, T[k][ℓ]T[j][k] = T[j][k]T[j][ℓ]T[k][ℓ], A[j]T[j][k]A[k] = A[k]T[k][j]A[j],(3.14)
Pid = id, Pγ1Pγ2 = Pγ1◦γ2 , PγA[j] = A[γ(j)]Pγ , PγT[j][k] = T[γ(j) γ(k)]Pγ ,(3.15)
T[j][k]T[ℓ][m] = T[ℓ][m]T[j][k], T[j][k]A[ℓ] = A[ℓ]T[j][k], A[j]A[k] = A[k]A[j],(3.16)
for mutually distinct j, k, ℓ,m ∈ Q× and any Q×-permutations γ, γ1, γ2.
Construction of these operators A[j], T[j][k], Pγ is meaningful not just because they satisfy
the above relations, but because they are ‘consistent’ deformations of the coordinate change
formulas for universal Teichmu¨ller space that are induced by the transformations A[j], T[j][k],
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Pγ of dotted tessellations of D. However in the present paper, all that matter are the above
relations in Prop.3.5. Meanwhile, denote by F the natural map
Fmark → Fdot(3.17)
given by the formula (2.8), by abuse of notation. Pulling back ρdot (3.8) by F (3.17) yields
ρKash = ρdot ◦ F : Fmark → GL(M ), M = L
2
fin(R
Q
×
),(3.18)
(Kash for Kashaev) whose images of the generators are
ρKash(α) = α̂ := A[−1]T
−1
[−1][1]A[1]Pγα and ρ
Kash(β) = β̂ := A[−1]Pγβ .(3.19)
We can easily prove that ρKash is an almost-linear representation of the Ptolemy-Thompson
group T on M , which is to be compared with the almost-linear representation
ρCF : Fmark → GL(V ), V = L
2
fin(R
Q\{0,1})(3.20)
(CF for Chekhov-Fock) of T coming from the Chekhov-Fock(-Goncharov) quantization.
In order to obtain the explicit images of the generators of Fmark under ρ
CF (3.20), one should
build the functor Pt→ Hilb (3.1) using Chekhov-Fock-Goncharov’s analogous result Pt(Σ)→
Hilb for finite-type surfaces. Here the Ptolemy groupoid Pt(Σ) for Σ is the groupoid of all ideal
triangulations of Σ, without distinguished oriented edges. Therefore morphisms of Pt(Σ) are
generated by ‘flips’ along edges, so for quantum theory it suffices to know the operators which
the flips are represented by, and this is how Chekhov-Fock-Goncharov’s construction is written
as. However, when we try to apply this idea to the groupoid Pt of triangulations decorated
with a d.o.e., some more work is needed if we want to give explicit formulas of the operators
ρCF(α) = α̂0 and ρ
CF(β) = β̂0
representing α and β. Funar and Sergiescu [FuS10] deduced all the (lifted) α, β-relations of
(1.3) for the operators α̂0, β̂0 from the relations shown in Fock-Goncharov [FoG09], without
explicitly getting the formulas for the operators α̂0, β̂0:{
(β̂0α̂0)
5 = λ, α̂40 = 1, β̂
3
0 = 1,[
β̂0α̂0β̂0, α̂
2
0β̂0α̂0β̂0α̂
2
0
]
= 1,
[
β̂0α̂0β̂0, α̂
2
0β̂0α̂
2
0β̂0α̂0β̂0α̂
2
0β̂
2
0 α̂
2
0
]
= 1,
(3.21)
where λ is some complex number such that |λ| = 1, depending on the parameter b.4
We call these almost-linear representations ρKash and ρCF of T ‘dilogarithmic’, as both of them
use the quantum dilogarithm function as a crucial tool.
Remark 3.6. All that matter for ρCF in the present paper are the relations (3.21), but it would
be nice to get explicit formulas for α̂0 = ρ
CF(α) and β̂0 = ρ
CF(β).
3.3. Minimal central extensions resolving almost-linear representations. It is well
known (e.g. as pointed out in [FuS10] and [FuKas14]) that a projective representation G →
PGL(V ) of G on a vector space V gives rise to a central extension G˜ of G, as the pullback
by p : GL(V ) → PGL(V ) (3.5) (that is, via fibre product). We can also construct central
extensions of G from an almost-linear representation G → GL(V ) of G, and among them we
focus on the minimal central extension Ĝ of G resolving the almost-linear representation, in the
sense of Def.1.1 (see e.g. [FuS10], [FuKas14]). This extension Ĝ gives a more refined information
on the almost-linear representation than G˜ does; in particular, G˜ is a central extension of G by
4As mentioned in Rem.1.9, the author recently found by computation that λ = 1. For the moment, regard
λ as a non-trivial formal variable.
26 HYUN KYU KIM
k× = k \ {0} where k is the base field of V , and Ĝ is an extension by a subgroup of k×. For our
case, we have G = T , and T˜ is a central extension of T by C×, while the minimal extension T̂
is a central extension of T by Z. Then we compute the class in H2(T ;Z) corresponding to T̂ ,
and so finally we can compare different minimal central extensions T̂ of T inside H2(T ;Z).
In the present subsection we gather and develop some group theoretical knowledge that is
necessary for such constructions. For later use in the present paper, we use a bit more general
setting than almost-linear representations; namely, we use almost G-homomorphisms, defined
in Def.3.2. So, let G be a group, presented with generators and relations
G = F/R
as in Def.3.2. A short way of stating the construction of the sought-for (‘minimal’) central
extension of the group G is as follows. Given an almost G-homomorphism
η : F → H
for some group H , we get a central extension
Ĝ = F/(R ∩ ker η)(3.22)
of G by the group isomorphic to η(R). However, this construction is not really useful for
presenting the resulting central extension Ĝ by generators and relations.
We can construct Ĝ (3.22) more concretely, as follows. Let Z be a group isomorphic to η(R)
and let us fix an isomorphism φ : η(R) → Z. Now we consider the free product F ∗ Z, and let
R′ be its normal subgroup generated by
r(φ(η(r)))−1 (called the lifted relations) and [f, z] (called the commuting relations),(3.23)
for r, f, z the generators of R,F, Z, respectively. This yields a central extension
Ĝ = F ∗ Z/R′(3.24)
of G by Z. Using a presentation of Z by generators and relations, this way we easily obtain
the presentation for Ĝ by generators and relations: lifted relations, commuting relations, and
relations for (the central) Z. Moreover, we also obtain the natural lift of the original generators,
by the group homomorphism
Ψ : F → F ∗ Z/R′(3.25)
induced by the inclusion F → F ∗ Z.
For completeness, let us prove:
Lemma 3.7. The two groups F/(R ∩ ker η) (3.22) and F ∗ Z/R′ (3.24) are isomorphic.
Proof. To avoid confusion, write Ĝ = F/(R ∩ ker η) and Ĝ0 = F ∗ Z/R
′ for the moment. As
in (3.25) we have a group homomorphism Ψ : F → F ∗ Z/R′ = Ĝ0. It suffices to prove that Ψ
is surjective, and that kerΨ = R ∩ ker η. For surjectivity, we should just show z ∈ Ψ(F ) for
any z ∈ Z. We know from the relations R′ that for any r ∈ R ⊂ F we have r ≡ φ(η(r)) in Ĝ0.
Since φ : η(R)→ Z is an isomorphism, for any z ∈ Z there exists r ∈ R such that φ(η(r)) ≡ z
in Ĝ0. Then Ψ(r) ≡ r ≡ φ(η(r)) ≡ z ∈ Ĝ0, so Ψ is surjective. Compose Ψ with the map
Ĝ0 → F/R which is quotienting by Z, to get F → F/R (which is easy to see), which coincides
with just the natural projecting map from F to F/R. If x ∈ kerΨ ⊂ F , then x is mapped by
this composed map into the identity element of F/R, meaning that x ∈ R. Then, again using
the relations R′ which say r ≡ φ(η(r)) in Ĝ0 for any r ∈ R, we have Ψ(x) ≡ x ≡ φ(η(x)) in
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Ĝ0. Now, Ψ(x) ≡ 1 if and only if η(x) = 1, because φ : η(R) → Z is an isomorphism and
the natural map Z → Ĝ0 is an injection (∵ it is not hard to see that the natural map from Z
to the subgroup R ∗ Z/(R′ ∩ (R ∗ Z)) of Ĝ0 is an isomorphism). Therefore x ∈ ker η, hence
kerΨ = ker η ∩R, as desired. 
We can also formulate this construction of Ĝ = F ∗Z/R′ as follows. Let G1 := η(F ) ≤ H and
let pr : G1 → G1/Center(G1) be the projection. We observe that pr◦η : F → G1/Center(G1) =
pr(G1) induces a well-defined group homomorphism
G→ pr(G1),
because pr ◦ η sends R to 1. Now define Ĝ as the pullback of G along the map G1 → pr(G1):
Ĝ //

G

G1 // pr(G1),
(3.26)
or the fibre product of G→ pr(G1) and G1 → pr(G1).
Remark 3.8. Suppose Center(G1) ⊂ Center(H). If we replace G1 → pr(G1) by H →
H/Center(H) and G→ pr(G1) by G→ H/Center(H) in the diagram (3.26), we get a possibly
bigger central extension, as an analog of pulling back G→ PGL(V ) along p : GL(V )→ PGL(V ).
If the homomorphism G→ pr(G1) is actually an isomorphism (we may call such η a ‘faithful’
almost G-homomorphism), it is easy to show that the resulting Ĝ→ G1 is also an isomorphism.
Thus for any central extension G˜ of G, by settingH = G˜ and choosing a set-map section G→ G˜,
we have the notion of a tautological almost G-homomorphism F → G˜, and it is not difficult to
see that the central extension of G obtained by the above procedure is indeed isomorphic to G˜:
Definition 3.9. Let G = F/R be as in Def.3.2, and let G˜ be a central extension of G. An
almost G-homomorphism (Def.3.2) η : F → G˜ is said to be tautological if η(F ) = G˜ holds and
the induced map G→ pr(G1) ∼= G as described above is the identity map.
Proposition 3.10. The central extension of G obtained by the above described procedure from
a tautological almost G-homomorphism F → G˜ is isomorphic to G˜.
We also introduce the notion of the equivalence of almost G-homomorphisms:
Definition 3.11. Let G = F/R be as in Def.3.2 and H1, H2 be groups. Two almost G-
homomorphisms (Def.3.2) η1 : F → H1 and η2 : F → H2 are said to be equivalent (via Φ12)
if the subgroups Gj := ηj(F ) of Hj (for j = 1, 2) are isomorphic to each other and there is an
isomorphism Φ12 : G1 → G2 such that Φ12 ◦ η1 = η2. In such a case, we write
(η1 : F → H1) ≃Φ12 (η2 : F → H2).
It is easy to observe the following proposition and a lemma, which will be used later.
Proposition 3.12. The equivalence of almost G-homomorphisms is an equivalence relation.
Equivalent almost G-homomorphisms yield isomorphic central extensions of G via the above
procedure. Also, the map Φ12 in Def.3.11 provides an explicit isomorphism between the resulting
central extensions.
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Lemma 3.13. Let G,F,R,H1, H2, η1, η2, G1, G2,Φ12 be as in Def.3.11. Let G
′ = F ′/R′ be
another group presented with generators and relations. Then, if φ : F ′ → F is a group ho-
momorphism with φ(R′) ⊂ R, then the pre-compositions of η1, η2 with φ are equivalent almost
G′-homomorphisms, i.e. η1 ◦ φ ≃ η2 ◦ φ, via an appropriate restriction of Φ12.
For a group H ′1, suppose that ψ1 : G1 → H
′
1 is an injective group homomorphism. Then the
post-composition of η1 with ψ1, i.e. ψ1 ◦ η1 : F → H
′
1, is an almost G-homomorphism and is
equivalent to η1 : F → H1 via ψ
−1
1 : ψ1(G1)→ G1.
Finally, we assert that the procedure described in the present subsection which is for almost
G-homomorphisms is indeed an appropriate generalization of what we want from almost-linear
representations:
Proposition 3.14. If we apply the procedure described in the present subsection to an almost-
linear representation η : F → GL(V ) of G = F/R (Def.3.2), we get the minimal central
extension of G resolving η¯ (Def.1.1), where η¯ : G→ GL(V ) is the map induced by η.
3.4. Algebraic proof of the main theorem. Coming back to our situation, we can now
say that ρCF (3.20) and ρKash (3.18) are almost T -homomorphisms, where T = Fmark/Rmark
is presented with generators and relations. By the procedure described in §3.3, one obtains
minimal central extensions of T resolving ρCF and ρKash (∵Prop.3.14), denoted by
T̂CF and T̂Kash
respectively, which are given by some presentations with generators and relations. The main
task of constructing these presentations is computing the ‘lifted relations’ (3.23), using the al-
most T -homomorphisms ρCF and ρKash. For ρCF, such result is already written in (3.21), which
is due to Funar and Sergiescu [FuS10]. In particular, we see by inspection that ρCF(Rmark) ⊂
GL(V ) is generated by a single complex scalar λ, which means that T̂CF is a central exten-
sion of T by Z; namely, by replacing λ in (3.21) by z and adding the commuting relations
[α̂0, z] = [β̂0, z] = 1, we get a presentation for T̂
CF generated by the symbols α̂0, β̂0, z. In a
similar way, we can also see that T̂Kash is a central extension by Z. First, note that ρdot (3.8) is
an almost K-homomorphism, where K = Fdot/Rdot. Denote by K̂ the central extension of K
resulting from ρdot by the procedure in §3.3. Prop.3.5 gives a complete list of lifted relations,
and by inspection one observes that ρdot(Rdot) ⊂ GL(M ) is generated by a single complex
scalar ζ, which means that K̂ is a central extension of K by Z. Since T̂Kash is the pullback of K̂
by F : T → K, we can indeed deduce that T̂Kash is a central extension of T by Z. A complete
presentation for T̂Kash is the main result of the present paper (Thm.1.8), and one way of getting
it is to translate the lifted version of the relations of the Kashaev groupK given in Prop.3.5 into
a lifted version of the relations of the Ptolemy-Thompson group T , using F : T → K stated in
Prop.2.49. We call this an ‘algebraic’ proof of the main theorem, Thm.1.8; we present a major
part of it here.
Recall from (3.19) that we denoted by α̂ and β̂ the operators corresponding to the generators α,
β of Fmark by the almost T -homomorphism ρ
Kash (3.18). So we have α̂ := A[−1]T
−1
[−1][1]A[1]Pγα
and β̂ := A[−1]Pγβ , where the Q
×-permutations γα and γβ are as described in Def.2.48. We
now take each α, β-relation in (1.3) and evaluate using α̂, β̂. The strategy is to use the relations
in Prop.3.5. The following variants of the relations (3.14) will become handy: T−1[j][k]A[j]A[k] = ζ−1A[j]P(jk)T[j][k], T−1[j][k]A2[j]A[k] = A2[j]A[k]T−1[k][j],T−1[j][k]T−1[k][ℓ] = T−1[k][ℓ]T−1[j][ℓ]T−1[j][k], T−1[k][j]A2[j]T−1[j][k] = ζ−1P(jk)A2[j]A2[k].(3.27)
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We begin from the easier relations:
Lemma 3.15. The operators α̂ and β̂ defined in (3.19) satisfy
β̂3 = 1 and α̂4 = ζ−2.
Proof. Observe from (2.7) that γβ fixes −1; so Pγβ commutes with A[−1] (∵ (3.15)). Then
β̂3
(3.19)
= (A[−1]Pγβ )
3 = A3[−1]P
3
γβ
(3.14)
= P3γβ
(3.15)
= Pγ3
β
.
By applying the definition of γβ (as in Def.2.48) three times, it is easy to see that γ
3
β is the
identity permutation of Q×, because it is the triangle-label permutation associated to the move
β3 = id. Hence Pγ3
β
= Pid
(3.15)
= id. This yields β̂3 = 1.
We now take α̂2. Note from (2.6) that γα fixes−1 and 1; soPγα commutes withA[−1]T
−1
[−1][1]A[1]
(∵ (3.15)). Then
α̂2
(3.19)
= (A[−1]T
−1
[−1][1]A[1]Pγα)
2 = A[−1]T
−1
[−1][1]A[1]A[−1]T
−1
[−1][1]A[1]P
2
γα
(3.16)
= A[−1]T
−1
[−1][1](A[−1]A[1])T
−1
[−1][1]A[1]P
2
γα
(3.27)
= A[−1](ζ
−1A[−1]P(−1 1)✘✘✘
✘T[−1][1])✟✟
✟✟T−1[−1][1]A[1]P
2
γα
(3.15)
= ζ−1A3[−1]P(−1 1)P
2
γα
(3.14)
= ζ−1P(−1 1)P
2
γα ,
where in each step we underlined the part which is being replaced in the next step. Since γα
fixes −1 and 1, we know Pγα commutes with P(−1 1), and therefore
α̂4 = (α̂2)2 = (ζ−1P(−1 1)P
2
γα)
2 = ζ−2P2(−1 1)P
4
γα
(3.15)
= ζ−2P(−1 1)2Pγ4α = ζ
−2Pγ4α .
By applying the definition of γα (as in Def.2.48) four times, it is easy to see that γ
4
α is the
identity permutation of Q×, because it is the triangle-label permutation associated to the move
α4 = id. Hence Pγ4α = Pid = id. This yields α̂
4 = ζ−2. 
From now on, the trivial step of switching the order of commuting factors such as A[1]A[−1] =
A[−1]A[1] may not be explicitly shown. Proof of the following result is a little bit more involved.
Lemma 3.16. The operators α̂ and β̂ defined in (3.19) satisfy
(β̂α̂)5 = ζ−3.
Proof. From the definition (3.19) of α̂ and β̂ we get
β̂α̂ = (A[−1]Pγβ )(A[−1]T
−1
[−1][1]A[1]Pγα)
(3.15)
= A[−1]A[γβ(−1)]T
−1
[γβ(−1)][γβ(1)]
A[γβ(1)]PγβPγα
(2.7), (3.15)
= A2[−1]T
−1
[−1][− 12 ]
A[− 12 ]
Pγβ◦γα .
From (2.6) and (2.7) we get γβ ◦ γα : −1 7→ −1, 1→ −
1
2 , −
1
2 7→ 1, and hence we can write
γβ ◦ γα = (−
1
2
1) ◦ γ(3.28)
for some permutation γ of Q× which fixes −1,− 12 , 1. Now using (3.15) we write Pγβ◦γα =
P(− 12 1)
Pγ . Since γ fixes −1,−
1
2 , 1, from (3.15) we know that Pγ commutes with the expression
(β̂α̂)⋆ := A
2
[−1]T
−1
[−1][− 12 ]
A[− 12 ]
P(− 12 1)
.(3.29)
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So we have
β̂α̂ = (β̂α̂)⋆Pγ = Pγ (β̂α̂)⋆,
and therefore
(β̂α̂)5 = (β̂α̂)5⋆P
5
γ
(3.15)
= (β̂α̂)5⋆Pγ5 .
Think of applying the move (βα)5 to the standard marked tessellation τ∗mark (ten elementary
moves in total). By drawing the picture for each step, we can observe that all ideal triangles
of τ∗mark (here ideal triangles are viewed as subsets of D without labels) remain intact during
this whole process of ten moves, except the three which are labeled by −1,− 12 , 1 according to
the labeling rule L∗ of F(τ∗mark) = τ
∗
dot = (τ
∗, D∗, L∗). And we know that (βα)5 is the identity
move on the set of marked tessellations. Now, by following the definitions of γα, γβ (Def.2.48)
and γ (3.28), one can deduce from pictures that γ5 is the identity permutation of Q×, thus
Pγ5 = 1 (in particular, we note that (γβ ◦ γα)
5 6= id).
So it remains to prove (β̂α̂)5⋆ = ζ
−3. From its definition (3.29), (β̂α̂)⋆ can be thought of
as an operator on L2(R3, dx−1 dx− 12 dx1). For the ease of notation, we replace the subscripts
[−1], [− 12 ], [1] with 1, 2, 3 respectively. For example, A[−1] will now be denoted by A1, and
T[−1][− 12 ]
by T12. The permutation operators will be denoted without the parentheses, e.g.
P(− 12 1)
will be denoted by P23. Then we now can rewrite (3.29) as:
(β̂α̂)⋆ = A
2
1T
−1
12 A2P23 : L
2(R3, dx1 dx2 dx3) −→ L
2(R3, dx1 dx2 dx3).(3.30)
We first note that (β̂α̂)2⋆ = (A21T−112 A2P23)(A21T−112 A2P23)
(3.15)
= A21T
−1
12 A2A
2
1T
−1
13 A3
(3.27)
= A21A
2
1A2T
−1
21 T
−1
13 A3
(3.14)
= A1A2T
−1
21 T
−1
13 A3.
(3.31)
Putting together (3.30) and (3.31), we get
(β̂α̂)5⋆ = (β̂α̂)
2
⋆(β̂α̂)⋆(β̂α̂)
2
⋆ = (A1A2T
−1
21 T
−1
13 A3)(A
2
1T
−1
12 A2P23)(A1A2T
−1
21 T
−1
13 A3)
(3.15)
= (P23A1A3T
−1
31 T
−1
12 A2A
2
1T
−1
13 A3)A1A2T
−1
21 T
−1
13 A3
(3.27)
= P23A1A3T
−1
31 T
−1
12 A2A
2
1(ζ
−1A1P13✟✟T13)A2(✚
✚T−113 T
−1
23 T
−1
21 )A3︸ ︷︷ ︸
(3.15)
= ζ−1P23A1A3T
−1
31 T
−1
12 A2  A
2
1✚✚A1(A2T
−1
21 T
−1
23 A1P13)
(3.14)
= ζ−1P23A1A3T
−1
31 T
−1
12 (A
2
2)T
−1
21 T
−1
23 A1P13
(3.27)
= ζ−1P23A1A3T
−1
31 (ζ
−1P21A
2
2A
2
1)T
−1
23 A1P13
(3.15)
= ζ−2P23A1A3T
−1
31 (A
2
1A
2
2T
−1
13 A2P12)P13
= ζ−2P23A1A3T
−1
31 A
2
1(T
−1
13   A
2
2)✚✚A2P12P13
(3.14), (3.27)
= ζ−2P23A1A3(ζ
−1P13A
2
1A
2
3)P12P13
(3.15)
= ζ−3P23✚✚A1✚✚A3(  A
2
3  A
2
1︸ ︷︷ ︸P32) (3.14)= ζ−3✟✟P23✟✟P32 (3.15)= ζ−3.

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A key observation in the above proof is that the operator (β̂α̂)5 defined on the space M =
L2fin(R
Q× ,∧j∈Q×dxj) (see (3.2)) of functions in variables {xj}j∈Q× acts in an interesting way
(i.e. involving A·’s and T· ·’s) only for the three variables x−1, x− 12 , x1, while acting as a
permutation operator for the other variables, where this permutation is in fact the identity
permutation. Similarly, when checking the remaining two relations, the relevant operators will
act in an interesting way only for a finite number of variables, and act as a certain permutation
operator for the others. Hence we can focus on those few variables as we have done above.
Lemma 3.17. The operators α̂ and β̂ defined in (3.19) satisfy
(β̂α̂β̂)(α̂2β̂α̂β̂α̂2) = (α̂2β̂α̂β̂α̂2)(β̂α̂β̂),
(β̂α̂β̂)(α̂2β̂α̂2β̂α̂β̂α̂2β̂2α̂2) = (α̂2β̂α̂2β̂α̂β̂α̂2β̂2α̂2)(β̂α̂β̂).
Proof of these relations can be done similarly as in the proof of Lem.3.15 and Lem.3.16. In
fact, we only need to use the relations (3.15) and (3.16), and the only tricky part is to keep
good track of the subscript indices. We consider this computation to be trivial, and since it
can be checked by any interested reader, we omit it here. See [Ki13] for a full calculation.
From Lemmas 3.15, 3.16 and 3.17 one can easily see that the image ρKash(Rmark) ⊂ C
× of the
group Rmark ⊂ Fmark of α, β-relations of T under the almost T -homomorphism ρ
Kash (3.18) is
generated by a single complex number ζ−1 ∈ U(1), which depends on the parameter b of the
quantization. Applying the procedure in §3.3 to ρKash, we obtain the central extension T̂Kash
of T by Z, presented with generators α, β, z, where α, β are the lifts of α, β of T and z is the
generator of the center Z (i.e. the kernel of the central extension), where the lifted relations is
obtained by replacing α̂, β̂, ζ−1 in the results of Lemmas 3.15, 3.16, 3.17 by α, β, z, respectively,
and the commutation relations [α¯, z] =
[
β¯, z
]
= 1 are added:{
(β¯α¯)5 = z3, α¯4 = z2, β¯3 = 1,[
β¯α¯β¯, α¯2β¯α¯β¯α¯2
]
=
[
β¯α¯β¯, α¯2β¯α¯2β¯α¯β¯α¯2β¯2α¯2
]
= [α¯, z] =
[
β¯, z
]
= 1.
(3.32)
To finish the proof of Thm.1.8, we recall the result of Funar and Sergiescu [FuS10], which gives
a classification of all possible central extensions of T by Z, their presentations, and a way of
computing the corresponding extension classes in H2(T ;Z). Their result is gathered in Thm.1.6
in §1 of the present paper. From the above presentation of T̂Kash we see that it is isomorphic to
the group T3,2,0,0 appearing in Thm.1.6, and using the formula in Thm.1.6 we can compute the
extension class of this central extension T̂Kash of T to be 6χ ∈ H2(T ;Z), where χ is the ‘Euler
class’ (see (1.8)). This finishes the ‘algebraic’ proof of our main theorem. Analogous result for
T̂CF obtained in [FuS10] is written in Thm.1.7 in §1, which in particular shows that T̂Kash and
T̂CF are inequivalent central extensions of T , as the extension class of T̂CF is 12χ.
4. Topological proof of the main theorem
In this section we present a ‘topological’ proof of the main theorem: T̂Kash ∼= T3,2,0,0. We
introduce infinitely-punctured unit discs D∗, D♯, and their asymptotically rigid mapping class
groups T ∗, T ♯, which are extensions of T by the infinite braid group B∞. By abelianizing the
kernel B∞ we get central extensions T
∗
ab, T
♯
ab of T by Z. The strategy is to prove T̂
Kash ∼= T
♯
ab
(Prop.1.5) and T ♯ab
∼= T3,2,0,0 separately. The latter can be easily checked topologically, so the
main point is to check T̂Kash ∼= T
♯
ab. For this, we introduce a version of Kashaev group K
♯ for
D♯, which is an extension of K by B∞ and yields a central extension K
♯
ab of K by abelianizing
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B∞. Natural group homomorphisms F
♯ : T ♯ → K♯ and F♯ab : T
♯
ab → K
♯
ab are constructed in a
similar way as in §2.3 and §2.4, which enable us to deduce the desired result.
4.1. Infinitely-punctured unit discs and their tessellations. Following Funar and Kapoud-
jian [FuKap08], we introduce infinite number of punctures in the unit disc D in certain ways,
and consider a construction analogous to what is done in §2 of the present paper, for these new
infinitely-punctured surfaces.
Definition 4.1. Denote by D∗ (resp. D♯) the open unit disc D with infinitely many punctures
(depicted as ◦ in the pictures, to avoid confusion with the dots • for dotted tessellations), where
the position of the punctures are chosen once and for all, in the following way. Choose one
point in the interior of each ideal arc (resp. one point in the interior of each ideal triangle) of
the Farey tessellation of Def.2.4 where we assume here that all the ideal arcs are stretched to
geodesics with respect to the Poincare´ hyperbolic metric; these points comprise the punctures for
D∗ (resp. for D♯). We call the punctures of D∗ (resp. D♯) the ∗-punctures (resp. ♯-punctures).
Any homotopy of D∗ (resp. D♯) is assumed to pointwise fix every point on the boundary
S1 = ∂D and every ∗-puncture (resp. ♯-puncture) at all times.
Definition 4.2. An ideal arc in D∗ (resp. ideal arc in D♯) connecting two given distinct rational
points on S1 = ∂D is a homotopy class of unoriented paths connecting the two points, while the
homotopy requires that each ideal arc should pass through exactly one ∗-puncture at all times
(resp. that each ideal arc should not pass through any ♯-puncture at any time). An ideal triangle
in D∗ (resp. in D♯) is a triangle with three distinct vertices on S1 whose sides are ideal arcs in
D∗ (resp. in D♯).
Remark 4.3. It may be more natural to view the ∗-punctures of D∗ as distinguished points
instead of punctures, if an ideal arc in D∗ is described as above.
Remark 4.4. There are infinitely many distinct ideal arcs in D∗ (resp. ideal arcs in D♯)
connecting given two distinct rational points on S1. Recall that for the non-punctured case
there is a unique ideal arc connecting any given two distinct points on S1.
Definition 4.5. A ∗-Farey ideal arc (resp. ♯-Farey ideal arc) is the homotopy class of ideal
arcs in D∗ (resp. in D♯) homotopic to an ideal arc of the Farey tesssellation of D (Def.2.4)
stretched to the hyperbolic geodesic for the Poincare´ metric.
A Farey-type ∗-punctured tessellation of D∗ (resp. Farey-type ♯-punctured tessellation of D♯)
is a Farey-type tessellation of D (Def.2.6) such that each ideal arc passes through exactly one
∗-puncture of D∗ while every ∗-puncture is being passed by one arc (resp. such that each ideal
triangle contains in its interior exactly one ♯-puncture), and such that all but finitely many ideal
arcs are ∗-Farey ideal arcs (resp. ♯-Farey ideal arcs). In this definition, each ideal arc should be
thought of as an ideal arc in D∗ (resp. in D♯), in the sense of Def.4.2. Ideal arcs constituting
Farey type ∗-punctured or ♯-punctured tessellation are also called edges.
From now on, we only use Farey type ∗-punctured or ♯-punctured tessellations, so we omit the
word ‘Farey-type’.
Definition 4.6. Let ⋄ = ∗ or ♯. A marked ⋄-punctured tessellation of D⋄ is a ⋄-punctured
tessellation of D⋄ together with the choice of a distinguished oriented edge, called d.o.e.
A dotted ⋄-punctured tessellation of D⋄ is a ⋄-punctured tessellation of D⋄ together with the
choice of a distinguished corner for each ideal triangle denoted by a filled dot • in the pictures,
and the choice of a way of labeling ideal triangles by Q×, i.e. a bijection between the ideal
triangles and Q×, where the triangle labeled by j ∈ Q× is indicated by [j] in the picture.
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For ⋄ ∈ {∗, ♯}, we denote by Pt⋄ (resp. Pt⋄dot) the groupoid whose objects are all possible
⋄-punctured marked tessellations (resp. ⋄-punctured dotted tessellations) of D⋄, where, from
any object to any object there is a unique morphism.
Funar and Kapoudjian [FuKap08] in fact used another infinite surface, namely the ribbon tree,
obtained by thickening the binary tree in the plane. There is a one-to-one correspondence
between hexagon decompositions of the ribbon tree and tessellations of the unit disc, which can
easily be understood via Fig.7. Choice of a d.o.e. of a tessellation can be realized as choice of
an ordered pair of two adjacent hexagons of the ribbon tree, and a dotted tessellation also can
be realized by some combinatorial decoration on the hexagon decomposition of the ribbon tree.
We refer the readers to [Ki13] for a more detailed discussion on the correspondence between
these two models.
dualize
Figure 7. Dualizing between a tessellation of D and an infinite ribbon tree
4.2. Braided Ptolemy-Thompson groups T ∗, T ♯. Analogously to the non-punctured case,
there are some ‘elementary’ morphisms of Pt⋄ (for ⋄ ∈ {∗, ♯}) which generate all the morphisms
of the whole groupoid, and which have combinatorial descriptions. As in §2.2, each morphism of
Pt⋄ can be viewed as a transformation of a marked ⋄-punctured tessellation of D⋄ into another.
We first define analogs of the α-move and the β-move in Pt∗ and Pt♯.
Definition 4.7. We label a morphism of Pt∗ by α∗ (resp. β∗) if it transforms a marked ∗-
punctured tessellation of D∗ as in Fig.8A (resp. as in Fig.8B), leaving all other parts indicated
by triple dots ‘· · · ’ in Fig.8A (resp. in Fig.8B) intact. In other words, α∗-move rotates the
d.o.e. counterclockwise to the other diagonal of the ideal quadrilateral containing the d.o.e.,
and the β∗-move just alters the choice of d.o.e. as the β-move of Pt does.
α∗ β
∗
(A) The action of α∗ on Pt∗ (B) The action of β∗ on Pt∗
Figure 8. Some elementary morphisms of Pt∗
We label a morphism of Pt♯ by α♯ (resp. β♯) if it transforms a marked ♯-punctured tessellation
of D♯ as in Fig.9A (resp. as in Fig.9B), leaving all other parts indicated by triple dots ‘· · · ’ in
Fig.9A (resp. in Fig.9B) intact. In other words, α♯-move rotates the d.o.e. counterclockwise
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α♯ β
♯
(A) The action of α♯ on Pt♯ (B) The action of β♯ on Pt♯
Figure 9. Some elementary morphisms of Pt♯
to the other diagonal of the ideal quadrilateral containing the d.o.e. without touching the ♯-
punctures, and the β♯-move just alters the choice of d.o.e. as the β-move of Pt does.
It is necessary to define one more kind of elementary morphisms, namely braids among the
∗-punctures or among the ♯-punctures, induced by the following homeomorphisms classes.
Definition 4.8 ([FuKap08]: braiding). Let ⋄ ∈ {∗, ♯}. A simple arc in D⋄ is a homotopy class of
non-self-intersecting unoriented paths in D⋄. Let e be a simple arc in D⋄ connecting two distinct
⋄-punctures. A braiding σe associated to e is the homotopy class of a homeomorphism D
⋄ → D⋄
which moves clockwise the two ⋄-punctures at the endpoints of e in a thin neighborhood of e,
interchanging their positions, and which is identity outside this neighborhood. Such a braiding
is called positive, while σ−1e negative.
Definition 4.9 (braids). A morphism of Pt∗ (resp. Pt♯) induced by the braiding associated to
a simple arc in D⋄ connecting two distinct ∗-punctures (resp. ♯-punctures) is called a braid.
Definition 4.10 (special braids). A morphism of Pt∗ induced by the braiding σe associated
to e, the unique simple arc in D∗ connecting the ∗-punctures of the d.o.e. and the edge on the
immediate right to the d.o.e. which does not traverse any edge of the ∗-tessellation which the
morphism is being applied to, is labeled by σ∗; see Fig.10A.
A morphism of Pt♯ induced by the braiding σe′ associated to e
′, the unique simple arc in D♯
connecting the ♯-punctures of the two ideal triangles having the d.o.e. as one of their sides and
traversing the d.o.e. exactly once while not traversing any other edge of the ♯-tessellation which
the morphism is being applied to, is labeled by σ♯; see Fig.10B.
σ∗ σ♯
(A) The action of σ∗ on Pt∗ (B) The action of σ♯ on Pt♯
Figure 10. Special braids
Definition 4.11. The morphisms of Pt∗ and Pt♯ appearing in Def.4.7 and Def.4.10 are called
elementary morphisms of Pt∗ and Pt♯ respectively.
Theorem 4.12 ([FuKap08]). Any morphism of Pt∗ is a composition of finite number of ele-
mentary morphisms labeled by α∗, β∗. Any morphism of Pt♯ is a composition of finite number
of elementary morphisms labeled by α♯, β♯, σ♯.
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The elementary morphisms satisfy some algebraic relations, such as (β∗)3 = id and (β♯)3 =
id. We can then define groups presented by generators and relations, where the generators
are associated to elementary morphisms and the relations are those satisfied by elementary
morphisms. For Pt∗, we include σ∗ as one of the generators although not necessary, to make
the presentation nicer.
Definition 4.13 ([FuKap08]). Let ⋄ ∈ {∗, ♯}. Let T ⋄ be the group presented with generators
α⋄, β⋄, σ⋄ and the relations coming from the ones satisfied by the elementary morphisms of
Pt⋄. These groups T ∗ and T ♯ are called braided Ptolemy-Thompson groups.
Obtaining and proving complete presentations of T ∗ and T ♯ is quite a difficult job, and it is
done in [FuKap08]. In the present paper, we will need to use only some relations in T ♯, which
is not difficult to show.
Proposition 4.14. The elementary morphisms of Pt♯ satisfy
(α♯)4 = (σ♯)2, (β♯)3 = id, (β♯α♯)5 = σ♯β♯σ♯(β♯)−1σ♯,
[β♯α♯β♯, (α♯)2(σ♯)−1β♯α♯β♯(α♯)2(σ♯)−1] = 1,
[β♯α♯β♯, (α♯)2(σ♯)−1(β♯)2(α♯)2(σ♯)−1β♯α♯β♯(α♯)2(σ♯)−1β♯(α♯)2(σ♯)−1] = 1.
The above relations are taken from [FuKap08], and can immediately be checked by hand using
pictures, as these relations act only on a finite number of ideal triangles in an interesting way.
In fact, for our purposes, we do not even have to take from [FuKap08] the precise relations
above, and what we actually need can be easily obtained from scratch. We will come back to
this point at the end of the next subsection §4.3.
4.3. The relative abelianizations T ∗ab, T
♯
ab of T
∗, T ♯. By forgetting the ∗-punctures and
♯-punctures, we obtain natural surjective group homomorphisms
T ⋄ → T : α⋄ 7→ α, β⋄ 7→ β, σ⋄ 7→ 1, for ⋄ ∈ {∗, ♯}.
It is not hard to see that the kernel of this map is the following subgroup:
Definition 4.15. Let ⋄ ∈ {∗, ♯}. Let B(D⋄) be the subgroup of T ⋄ generated by the elements
representing braids of Pt⋄ (Def.4.9).
Thus we get a short exact sequence
1 // B(D⋄) // T ⋄ // T // 1, for ⋄ ∈ {∗, ♯}.
As observed in [FuKap08], the group B(D⋄) can be viewed as the inductive limit of the group
B(D⋄n) generated by elements of T
⋄ induced by braids in a finite subsurface D⋄n consisting of
n ⋄-punctured ideal triangles of any fixed ⋄-punctured tessellation of D⋄, where D⋄n are chosen
such that D⋄n ⊂ D
⋄
n+1 and D
⋄ =
⋃
nD
⋄
n. It is pointed out to the author by Louis Funar that
B(D⋄n)
∼= Bn, where Bn is the usual braid group of Artin on n strands; see [S93], in which the
braid groups for graphs were considered for the first time.
Definition 4.16. The inductive limit of the Artin braid group Bn on n strands, with respect to
the inclusion σi ∈ Bn 7→ σi ∈ Bn+1 where σi is the braid generator for i-th and i+1-th strands,
is called the stable braid group, or the infinite braid group, and is denoted by B∞.
Then we have
B(D⋄) ∼= B∞,
and therefore we obtain the short exact sequence in (1.6):
1 // B∞ // T
⋄ // T // 1, for ⋄ ∈ {∗, ♯}.
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It is known that the abelianization of the kernel B∞ of this short exact sequence is isomorphic
to Z, which we can expect from the fact that every generator of B∞ is conjugate to each other,
which we can see from the standard braid relations.
Proposition 4.17 (see e.g. [FuS10]). The abelianization of the group B∞ is H1(B∞) = Z.
Quotienting T ⋄ by the commutator subgroup [B∞, B∞] of the kernel of (1.6) is called the
relative abelianization of the short exact sequence (1.6), yielding another short exact sequence:
1 // B∞ //

T ⋄ //

T //
id

1
1 // B∞/[B∞, B∞] // T
⋄/[B∞, B∞] // T // 1.
Definition 4.18. For ⋄ ∈ {∗, ♯}, we denote
T ⋄ab := T
⋄/[B∞, B∞],(4.1)
and it is called the relative abelianization of T ⋄. We denote by
α˜⋄, β˜⋄ ∈ T ⋄ab
the images of α⋄, β⋄ ∈ T ⋄ under the projection T ⋄ → T ⋄/[B∞, B∞] = T
⋄
ab.
So we obtained the short exact sequence (1.7)
1 // Z // T ⋄ab
// T // 1,
that is, T ⋄ab is an extension of T by Z. We can easily prove that this is in fact a central extension.
Proposition 4.19. For ⋄ ∈ {∗, ♯}, T ⋄ab is a central extension of T by Z.
Proof. Recall that σ⋄ is induced by a positive braiding associated to some arc, so we can say
that it is a positive braid. We observe that the element of B∞ induced by the positive braiding
σe for any arc e is mapped to the same element by the map B∞ → B∞/[B∞, B∞] ∼= Z, say,
always to 1, or always to −1. Now, we can see that each of α⋄σ⋄(α⋄)−1 and β⋄σ⋄(β⋄)−1 is
induced by a positive braiding associated to some arc, therefore maps to the same element
z ∈ B∞/[B∞, B∞] by the map B∞ → B∞/[B∞, B∞] as σ
⋄ does. Hence, by applying the map
T ⋄ → T ⋄/[B∞, B∞] we get α˜
⋄z(α˜⋄)−1 = z and β˜⋄z(β˜⋄)−1 = z, proving the desired statement,
as z is a generator of the kernel Z ∼= B∞/[B∞, B∞] of the short exact sequence (1.7). 
From the full presentations of T ∗ and T ♯ obtained in [FuKap08], we can give presentations of
their relative abelianizations T ∗ab and T
♯
ab in the style of Thm.1.6:
Proposition 4.20 ([FuKap08]: presentation of T ∗ab). The group T
∗
ab (4.1) has a presentation
with generators α˜∗, β˜∗, z and the relations
(β˜∗α˜∗)5 = z, (α˜∗)4 = 1, (β˜∗)3 = 1, [α˜∗, z] =
[
β˜∗, z
]
= 1,[
β˜∗α˜∗β˜∗, (α˜∗)2β˜∗α˜∗β˜∗(α˜∗)2
]
=
[
β˜∗α˜∗β˜∗, (α˜∗)2β˜∗(α˜∗)2β˜∗α˜∗β˜∗(α˜∗)2(β˜∗)2(α˜∗)2
]
= 1,
Hence T ∗ab
∼= T1,0,0,0, where Tn,p,q,r is as in Thm.1.6.
Proposition 4.21 ([FuKap08]: presentation of T ♯ab). The group T
♯
ab (4.1) has a presentation
with generators α˜♯, β˜♯, z and the relations
(β˜♯α˜♯)5 = z3, (α˜♯)4 = z2, (β˜♯)3 = 1,
[
α˜♯, z
]
=
[
β˜♯, z
]
= 1,[
β˜♯α˜♯β˜♯, (α˜♯)2β˜♯α˜♯β˜♯(α˜♯)2
]
=
[
β˜♯α˜♯β˜♯, (α˜♯)2β˜♯(α˜♯)2β˜♯α˜♯β˜♯(α˜♯)2(β˜♯)2(α˜♯)2
]
= 1,
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Hence T ♯ab
∼= T3,2,0,0, where Tn,p,q,r is as in Thm.1.6.
Therefore, from the presentation of T ∗ab (Prop.4.20) and that of T̂
CF (Thm.1.7), we can deduce
that T ∗ab
∼= T̂CF, namely Prop.1.4. From the presentation of T
♯
ab (Prop.4.21) and that of T̂
Kash
(Thm.1.8), we can deduce that T ♯ab
∼= T̂Kash, namely Prop.1.5. What is being done in the
present section is to give an alternative proof of Thm.1.8, by proving T ♯ab
∼= T̂Kash (Prop.1.5)
directly without knowing presentations of T ♯ab or T̂
Kash. Then, what would remain to do is to
get a presentation of T ♯ab, i.e. Prop.4.21. This way of proving Thm.1.8 makes a crucial use of
the central extension T ♯ab of T obtained by topological arguments, and therefore we call this a
‘topological’ proof of Thm.1.8, our main theorem. We consider that T̂Kash ∼= T
♯
ab (Prop.1.5)
gives more insight on the nature of the central extension T̂Kash coming from the Kashaev
quantization, than just a presentation of T̂Kash (Thm.1.8) does.
One way of proving Prop.4.21 is to use Prop.4.14, but we promised another way which we
can come up with from scratch. Namely, take each α, β-relation of T in (1.3), and replace
α, β by α♯, β♯, respectively. Apply such expression to any marked ♯-punctured tessellation of
D♯. Then we get a new marked ♯-punctured tessellation differing from the original only by
braids; the underlying marked tessellations are same, but the way how the ideal arcs go around
♯-punctures are different. Apply braids to the obtained marked ♯-punctured tessellation which
‘unravel’ the picture eventually to the original one. The number of negative braids applied
minus the number of positive braids applied tells you the power of the central element z which
we should put in the RHS of the lifted version of this α, β-relation. We do not have to know
the precise expressions of these braids in terms of elements of T ♯, but only need to know the
number of positive ones and negative ones. An example of this procedure is shown in Fig.11; we
see that (β♯α♯)5 is resolved to identity by three negative braids, so the corresponding relation
for T ♯ab is (β˜
♯α˜♯)5 = z3.
(β♯α♯)5
e1
σ−1e1
e2
σ−1e2
e3
σ−1e3
Figure 11. Example of topological checking of T ♯ab relations
4.4. The ♯-punctured Kashaev group K♯. Our strategy to prove T̂Kash ∼= T
♯
ab (Prop.1.5)
is to prove a corresponding statement in terms of the Kashaev group, namely using dotted ♯-
punctured tessellations of D♯. So we first have to define a braided version of the Kashaev group
from the groupoid Pt♯dot. As in §2.2, we view each morphism of Pt
♯
dot as a transformation of a
dotted ♯-punctured tessellation of D♯ into another, and define elementary morphisms of Pt♯dot:
Definition 4.22 (elementary morphisms of Pt♯dot). We label a morphism of Pt
♯
dot by A
♯
[j]
(j ∈ Q×) if it transforms a dotted ♯-punctured tessellation of D♯ as in Fig.12A, i.e. moves the
dot • of the triangle j, leaving all other parts indicated by triple dots in Fig.12A intact.
We label a morphism of Pt♯dot by T
♯
[j][k] (j, k ∈ Q
×, j 6= k) if it transforms a dotted ♯-
punctured tessellation of D♯ as in Fig.12B, leaving all other parts indicated by triple dots in
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Fig.12B intact. That is, it is described in the same way as T[j][k] of Def.2.20, where we require
that the ♯-punctures of triangles j, k must not be touched while rotating the d.o.e. to the other
diagonal.
For a Q×-permutation γ, a morphism of Pt♯dot labeled by P
♯
γ is defined analogously to Pγ in
Def.2.20, leaving the underlying ♯-tessellation intact.
We label a morphism of Pt♯dot by σ
♯
[j][k] (j, k ∈ Q
×, j 6= k) if it transforms a dotted ♯-punctured
tessellation of D♯ as in Fig.12C, leaving all other parts indicated by triple dots in Fig.12C intact.
That is, it can be applied only to dotted ♯-punctured tessellations on which T ♯[j][k] can be applied
to, and the action is induced by the braiding (Def.4.8) associated to the unique simple arc in
D♯ connecting the ♯-punctures of the triangles j and k which intersects with only one ideal arc
of the initial dotted ♯-punctured tessellation and only once.
These morphisms are called elementary.
A♯[j] T
♯
[j][k]
(A) The action of A♯[j] on Pt
♯
dot (B) The action of T
♯
[j][k] on Pt
♯
dot
σ♯[j][k]
(C) The action of σ♯[j][k] on Pt
♯
dot
Figure 12. Some elementary morphsims of Pt♯dot
Remark 4.23. The definition of σ♯[j][k] given in [Ki13] (denoted by σ[j][k] there) is not precise
enough, and should be replaced by the above definition. Accordingly, some algebraic relations
involving σ♯[j][k] should be corrected, although this change doesn’t affect the end result of [Ki13].
These elementary morphisms satisfy certain algebraic relations, some of which are:
Proposition 4.24. The above elementary moves satisfy the following relations: (A
♯
[j])
3 = id, T ♯[k][ℓ]T
♯
[j][k] = T
♯
[j][k]T
♯
[j][ℓ]T
♯
[k][ℓ],
A♯[j]T
♯
[j][k]A
♯
[k] = A
♯
[k]T
♯
[k][j]A
♯
[j], T
♯
[j][k]A
♯
[j]T
♯
[k][j] = (A
♯−1
[k] σ
♯−1
[k][j]A
♯
[k])A
♯
[j]A
♯
[k]P
♯
(jk),
(4.2)
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where j, k, ℓ ∈ Q× are mutually distinct. The ‘trivial relations’ as in Thm.2.23 with A[j], T[j][k], Pγ
replaced by A♯[j], T
♯
[j][k], P
♯
γ are also satisfied. The usual braid relation
σ♯[j][k]σ
♯
[k][ℓ]σ
♯
[j][k] = σ
♯
[k][ℓ]σ
♯
[j][k]σ
♯
[k][ℓ]
holds for mutually distinct j, k, ℓ ∈ Q×.
Proof. The proof of (A♯[j])
3 = id and the trivial relations can be easily seen. The proof of the
other three relations in (4.2) is manifest from Figures 13, 14 and 15. The braid relation can be
checked by pictures in a similar way, but we omit it here. 
T
♯
[j][k] T
♯
[k][ℓ]
T
♯
[k][ℓ]
T
♯
[j][ℓ] T
♯
[j][k]
Figure 13. The pentagon relation T ♯[k][ℓ]T
♯
[j][k] = T
♯
[j][k]T
♯
[j][ℓ]T
♯
[k][ℓ] on Pt
♯
dot
T
♯
[k][j] A
♯−1
[j] A
♯
[k] T
♯
[j][k]
A
♯−1
[j]
A
♯
[k]
Figure 14. The relation A♯[j]T
♯
[j][k]A
♯
[k] = A
♯
[k]T
♯
[k][j]A
♯
[j] on Pt
♯
dot, here shown
as A♯−1[j] A
♯
[k]T
♯
[k][j] = T
♯
[j][k]A
♯−1
[j] A
♯
[k]
Definition 4.25. Let K♯ be the group presented by the generators A♯[j], T
♯
[j][k], P
♯
γ , σ
♯
[j][k],
for j, k ∈ Q× (j 6= k) and Q×-permutations γ, and relations satisfied by the corresponding
elementary moves of Pt♯dot.
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T
♯
[k][j] A
♯
[j] T
♯
[j][k]
σ
♯
[k][j]
A
♯
[k]A
♯
[j]A
♯
[k]P
♯
(jk) A
♯−1
[k]
Figure 15. The relation T ♯[j][k]A
♯
[j]T
♯
[k][j] = (A
♯−1
[k] σ
♯−1
[k][j]A
♯
[k])A
♯
[j]A
♯
[k]P
♯
(jk) on Pt
♯
dot
The relations shown in Prop.4.24 are part of the presentation of K♯, but may not give its full
presentation. For our purposes, it is enough to have the ones obtained in Prop.4.24. It is easy
to see from the relations (4.2) that A♯[j], T
♯
[j][k], P
♯
γ generate K
♯. By forgetting the punctures
we get the group homomorphism
K♯ → K : A♯[j] 7→ A[j], T
♯
[j][k] → T[j][k], P
♯
γ → Pγ ,
whose kernel is generated by braids, and we can show that this kernel is isomorphic to B∞
(Def.4.16). Thus we get a short exact sequence
1 // B∞ // K
♯ // K // 1.
Quotienting by [B∞, B∞] induces the commutative diagram for the relative abelianization
1 // B∞ //

K♯ //

K //
id

1,
1 // Z // K♯ab
// K // 1,
where
K♯ab
∼= K♯/[B∞, B∞]
is the relative abelianization of K♯. A similar proof as in Prop.4.19 tells us that K♯ab is a central
extension of K by Z. We denote the images of the projection K♯ → K♯/[B∞, B∞] = K
♯
ab by
K♯ → K♯ab : A
♯
[j] 7→ A˜
♯
[j], T
♯
[j][k] 7→ T˜
♯
[j][k], P
♯
γ 7→ P˜
♯
γ , σ
♯
[j][k] 7→ z,(4.3)
where z is the generator of the central kernel of K♯ab isomorphic to Z. It is now easy to obtain
the following presentation of K♯ab, from Prop.4.24, Def.4.25, eq.(4.3), and the relations defining
K (Thm.2.23 and Def.2.24):
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Proposition 4.26. The group K♯ab can be presented with the generators A˜
♯
[j], T˜
♯
[j][k], P˜
♯
γ , z, for
j, k ∈ Q× with j 6= k and Q×-permutations γ, with the following relations: (A˜
♯
[j])
3 = id, T˜ ♯[k][ℓ]T˜
♯
[j][k] = T˜
♯
[j][k]T˜
♯
[j][ℓ]T˜
♯
[k][ℓ],
A˜♯[j]T˜
♯
[j][k]A˜
♯
[k] = A˜
♯
[k]T˜
♯
[k][j]A˜
♯
[j], T˜
♯
[j][k]A˜
♯
[j]T˜
♯
[k][j] = z
−1A˜♯[j]A˜
♯
[k]P˜
♯
(jk),
where j, k, ℓ ∈ Q× are mutually distinct, the ‘trivial relations’ as in Thm.2.23 with A[j], T[j][k], Pγ
replaced by A˜♯[j], T˜
♯
[j][k], P˜
♯
γ, and the commuting relations
[z, A˜♯[j]] = [z, T˜
♯
[j][k]] = [z, P˜
♯
γ ] = 1. 
4.5. The natural maps F♯ : T ♯ → K♯ and F♯ab : T
♯
ab → K
♯
ab. We will mimic the construction
in §2.3 and §2.4 of the natural map F : T → K in this ♯-punctured setting. Recall that what
made the construction of F natural and unique is the groupM , the asymptotically rigid mapping
class group of D (Def.2.28), which is the group of all mapping classes of D preserving the set of
objects of Pt. Analogously, we start by defining a certain ‘asymptotically rigid’ mapping class
groupM ♯ of the ♯-punctured disc D♯, which is the group of all mapping classes of D♯ preserving
the set of objects of Pt♯. Recall that homotopies of D♯ are assumed to pointwise fix every point
of S1 = ∂D and every ♯-puncture at all times.
Definition 4.27. Regard D♯ as the open unit disc minus the ♯-punctures (Def.4.1). A homotopy
class of homeomorphisms ϕ : D♯ → D♯ is called asymptotically ♯-rigid if ϕ can be continuously
extended to the boundary S1, restricts to S1 as an element of PPSL(2,Z) defined in Rem.2.29,
and takes all but finitely many ♯-Farey ideal arcs (Def.4.5) to ♯-Farey ideal arcs.
The asymptotically ♯-rigid mapping class group of D♯ is the group of all asymptotically ♯-rigid
homeomorphism classes of D♯, and is denoted by M ♯.
Like in the case of Pt and M , the group M ♯ naturally acts on objects of Pt♯ and Pt♯dot, and
we get an analog of Prop.2.33:
Proposition 4.28. The natural M ♯-action on the objects of Pt♯ is free and transitive, and the
natural M ♯-action on the objects of Pt♯dot is free. 
We also have an analog of Cor.2.19, namely, T ♯ acts freely transitively on the objects of Pt♯,
which together with Prop.4.28 yields a set bijection M ♯ → T ♯; moreover, the proof of Prop.2.34
easily applies here, telling us that this map is an anti-isomorphism of groups. So T ♯ can be
viewed as a combinatorial guise of the asymptotically ♯-rigid mapping class group of D♯. As
done in §2.3, the functor
F ♯ : Pt♯ → Pt♯dot
is naturally and essentially uniquely determined, if we require that it is M ♯-equivariant on the
sets of objects. The ‘standard objects’ of Pt♯ and Pt♯dot can be defined in a similar way as those
of Pt and Ptdot using the ♯-Farey ideal arcs (Def.4.5). Imposing the initial condition for F
♯
using these standard objects yields a concrete description of F ♯, precisely as in Def.2.38, while
we require that F ♯ preserves the underlying ♯-tessellation. From this functor F ♯ : Pt♯ → Pt♯dot
we can construct an injective group homomorphism
F♯ : T ♯ → K♯
in a similar way as in Prop.2.45. Equivalently, we can describe the construction of F by
F ♯(g.τ ♯mark) = (F
♯(g)).(F ♯(τ ♯mark)), for any object τ
♯
mark of Pt
♯ and any g ∈ T ♯,(4.4)
as in Lem.2.46.
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Proposition 4.29. A unique map F♯ : T ♯ → K♯ satisfying (4.4) is given by
F♯ : α♯ 7→ A♯[−1]T
♯−1
[−1][1]A
♯
[1]P
♯
γα , β
♯ 7→ A♯[−1]P
♯
γβ , σ
♯ 7→ A♯[−1]σ
♯
[−1][1]A
♯−1
[−1],(4.5)
where γα, γβ are as in Def.2.48, and is an injective group homomorphism. 
We omit the proofs and details, as similar arguments as in the non-punctured case work. One
can now descend this map F♯ : T ♯ → K♯ to the relative abelianizations of T ♯ and K♯:
Proposition 4.30. There exists a unique group homomorphism F♯ab : T
♯
ab → K
♯
ab making the
following diagram to commute:
T ♯
F
♯
//

K♯

T ♯ab
F
♯
ab // K♯ab
(4.6)
where the vertical arrows are the relative abelianization homomorphisms, that is, projections
T ♯ → T ♯/[B∞, B∞] = T
♯
ab and K
♯ → K♯/[B∞, B∞] = K
♯
ab. It is given by
F
♯
ab : T
♯
ab → K
♯
ab : α˜
♯ 7→ A˜♯[−1]T˜
♯−1
[−1][1]A˜
♯
[1]P˜
♯
γα , β˜
♯ 7→ A˜♯[−1]P˜
♯
γβ ,(4.7)
where α˜♯, β˜♯, A˜♯[j], T˜
♯
[j][k], P˜
♯
γ are as defined in Def.4.18 and (4.3), and γα, γβ as in Def.2.48.
Furthermore, F♯ab is injective.
Proof. We first observe that the embeddings B∞ → T
♯ and B∞ → K♯ are induced by the
M ♯-action of B∞ which can naturally be viewed as a subgroup of M
♯. We denote the images
of both of these embeddings as B∞ here, by abuse of notation; then we see that the restriction
of F♯ : T ♯ → K♯ to these subgroups B∞ is the identity. The composition of F
♯ and the
relative abelianization map K♯ → K♯ab = K
♯/[B∞, B∞] yields a map F
♯
0 : T
♯ → K♯ab. Since
[B∞, B∞] is in the kernel of F
♯
0, the map F
♯
0 factors through the relative abelianization map
T ♯ → T ♯ab = T
♯/[B∞, B∞]
T ♯
F
♯
//

F
♯
0
&&▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲ K
♯

T ♯ab
F
♯
ab
// K♯ab
hence yielding a unique group homomorphism F♯ab : T
♯
ab → K
♯
ab making (4.6) to commute. The
formula (4.7) of F♯ab comes from the formulas of F
♯ (4.5) and the two relative abelianization
maps as in Def.4.18 and (4.3). One can easily see from the presentation of T ♯ab in Prop.4.21
that T ♯ab is generated by α˜
♯ and β˜♯, so (4.7) is enough to describe F♯ab.
Suppose x ∈ kerF♯ab ⊂ T
♯
ab. Choose any of its lift X in T
♯. Then F♯(X) ∈ K♯ projects to
1 ∈ K♯ab by the commutativity of the diagram (4.6), hence F
♯(X) ∈ [B∞, B∞] ⊂ K
♯. By an
earlier observation about B∞, we have X ∈ [B∞, B∞] ⊂ T
♯, and therefore its projection x in
T ♯ab is the identity element. Hence F
♯
ab is injective. 
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4.6. Identification of T̂Kash with T ♯ab. Our goal is to prove Prop.1.5, that is, to construct
an isomorphism between the two central extensions T̂Kash and T ♯ab of the Ptolemy-Thompson
group T by Z. Recall from Def.2.16 that T is presented with generators and relations, that
is, of the form T ∼= Fmark/Rmark, where Fmark is the free group of generators α, β and Rmark
is the normal subgroup of Fmark of relations of T . By applying the procedure in §3.3 to
Kashaev’s almost T -homomorphism (Def.3.2) ρKash : Fmark → GL(M ) (3.18), we obtained in
§3 the central extension T̂Kash of T by Z. On the other hand, T ♯ab is obtained as the relative
abelianization of the extension T ♯ of T by the infinite braid group B∞.
For the central extension T ♯ab of T , we use the following tautological almost T -homomorphism,
in the sense of Def.3.9:
Fmark → T
♯
ab : α 7→ α˜
♯, β 7→ β˜♯,(4.8)
where α˜♯ and β˜♯ are as in Def.4.18. By Prop.3.10, this tautological almost T -homomorphism
(4.8) yields the central extension T ♯ab by the procedure in §3.3. Since equivalent almost T -
homomorphisms (in the sense of Def.3.11) yield isomorphic central extensions of T (Prop.3.12),
it suffices to prove that the two almost T -homomorphisms ρKash : Fmark → GL(M ) and
Fmark → T
♯
ab (4.8) are equivalent.
This will be done in two steps, and what plays the role of a bridge between the two central
extensions of T is the central extension K♯ab of the Kashaev group K studied in §4.4, which is
the relative abelianzation of the extension K♯ of K obtained by introducing the ♯-punctures.
Analogously, we use the following tautological K-homomorphism
Fdot → K
♯
ab : A[j] 7→ A˜
♯
[j], T[j] 7→ T˜
♯
[j][k], Pγ 7→ P˜
♯
γ ,(4.9)
where K = Fdot/Rdot and Fdot is the free group generated by A[j], T[j][k], Pγ for j, k ∈ Q
×
(j 6= k) and Q×-permutations γ and Rdot is the normal subgroup of Fdot of relations of K. This
tautological K-homomorphism (4.9) yields the central extension K♯ab of K by the procedure in
§3.3 (Prop.3.10).
The two-step strategy can be roughly sketched as
((4.8) : Fmark → T
♯
ab) ∼ ((4.9) : Fdot → K
♯
ab) ∼ ((3.8)ρdot : Fdot → GL(M )),(4.10)
where ∼ should be understood only heuristically. The first ∼ in (4.10) will ‘hold’ because of
the identification of the subgroups B∞ of T
♯ and K♯, and the second ∼ is by inspection of the
presentation of K♯ab and the lifted relations satisfied by the images of the generators of Fdot
under ρdot : Fdot → GL(M ). To be more precise, the latter two almost K-homomorphisms in
(4.10) should be pre-composed with Fmark → Fdot (3.17), and so the two equivalences of almost
T -homomorphisms that we shall actually prove are:
((4.8) : Fmark → T
♯
ab)
➀
≃ (Fmark → K
♯
ab)
➁
≃ ((3.18)ρKash : Fmark → GL(M )).(4.11)
The map Fmark → Fdot (3.17) that we pre-composed above is the injective group homomorphism
Fmark → Fdot : α 7→ A[−1]T
−1
[−1][1]A[1]Pγα , β 7→ A[−1]Pγβ(4.12)
coming from the formula (2.8) of the map F : T → K obtained in Prop.2.45 (Prop.2.49).
Therefore, the map Fmark → K
♯
ab appearing in the middle of (4.11) is given by
Fmark → K
♯
ab : α 7→ A˜
♯
[−1]T˜
♯−1
[−1][1]A˜
♯
[1]P˜
♯
γα , β 7→ A˜
♯
[−1]P˜
♯
γβ .(4.13)
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For completeness, we recall that the third almost T -homomorphism ρKash : Fmark → GL(M )
appearing in (4.11) is given as in (3.19):
ρKash : Fmark → GL(M ) : α 7→ α̂, β 7→ β̂.
The latter two maps Fmark → K
♯
ab and ρ
Kash : Fmark → GL(M ) of (4.11) are indeed almost
T -homomorphisms by the first part of Lem.3.13, because they are obtained by pre-composing
the latter two almost K-homomorphisms in (4.10) with the map Fmark → Fdot (4.12), which
satisfies the condition of Lem.3.13 because (4.12) takes Rmark to Rdot since it induces a well-
defined group homomorphism T → K (2.8).
We first prove the equivalence ➀ of (4.11), using our knowledge about the relationship between
T ♯ab and K
♯
ab studied in §4.5.
Proposition 4.31. One has the following equivalence of the almost T -homomorphisms
((4.8) : Fmark → T
♯
ab) ≃ ((4.13) : Fmark → K
♯
ab),
via the isomorphism F♯ab : T
♯
ab → F
♯
ab(T
♯
ab) ⊂ K
♯
ab (4.7), in the sense of Def.3.11.
Proof. By looking at the formulas (4.12), (4.8), (4.9), and (4.7), and since (4.13) was defined
to be the composition of (4.12) and (4.9), one can see that the following diagram commutes:
Fmark
(4.12)
//
(4.8)

(4.13)
&&
Fdot
(4.9)

T ♯ab


F
♯
ab
// K♯ab
As the bottom map F♯ab (4.7) is injective (Prop.4.30), we get the desired result by Lem.3.13. 
As mentioned earlier, the second equivalence ➁ of (4.11) is just by inspection of the relations
of Kashaev’s operators and the presentation of the K♯ab:
Proposition 4.32. One has the following equivalence of the almost T -homomorphisms
((4.13) : Fmark → K
♯
ab) ≃ ((3.18)ρ
Kash : Fmark → GL(M )),(4.14)
via the group homomorphism
K♯ab → GL(M ) : A˜
♯
[j] 7→ A[j], T˜
♯
[j][k] 7→ T[j][k], P˜
♯
γ 7→ Pγ , z 7→ ζ
−1.(4.15)
in the sense of Def.3.11, where A[j], T[j][k], Pγ , ζ are as in (3.9), (3.10), (3.11), (3.13).
Proof. By inspection of the equations appearing in Propositions 3.5 and 4.26, the tautological
almost K-homomorphism Fdot → K
♯
ab (4.9) is equivalent to the almost K-homomorphism
ρ : Fdot → GL(M ) (3.8), i.e. we have the equivalence
((4.9) : Fdot → K
♯
ab) ≃ ((3.8)ρ : Fdot → GL(M ))(4.16)
via the group homomorphism K♯ab → GL(M ) (4.15). By pre-composing this equivalence (4.16)
with the group homomorphism Fmark → Fdot (4.12), we get the desired result (4.14), by the
first statement of Lem.3.13; we already saw that (4.12) satisfies the condition of the Lem.3.13
because it sends Rmark to Rdot. 
Since the equivalence of almost group homomorphisms is an equivalence relation (Prop.3.12),
from Propositions 4.31 and 4.32 (i.e. ➀ and ➁ of (4.11)) we get:
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Corollary 4.33. One has the following equivalence of the almost T -homomorphisms
((4.8) : Fmark → T
♯
ab) ≃ ((3.18)ρ
Kash : Fmark → GL(M )),
via the group homomorphism
T ♯ab → GL(M ) : α˜
♯ 7→ α̂, β˜♯ 7→ β̂
which is obtained as the composition of (4.7) and (4.15). 
Let us wrap up the results. Cor.4.33 gives the equivalence of the two almost T -homomorphisms,
Fmark → T
♯
ab (4.8) and ρ
Kash : Fmark → GL(M ) (3.18). The first one is the tautological
almost T -homomorphism, hence yields by the procedure in §3.3 the central extension T ♯ab of T
(Prop.3.10). The second one yields the central extension T̂Kash of T by the procedure in §3.3.
Thus, from Prop.3.12 we can deduce the following group isomorphism
T̂Kash
∼
−→ T ♯ab : α 7−→ α˜
♯, β 7−→ β˜♯,
where α and β are generators of T̂Kash in the sense of its presentation (3.32), and α˜♯ and β˜♯
are as in Def.4.18. This proves the desired Prop.1.5, with an explicit isomorphism.
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