Motivated by the research in reconfigurable memory array structures, this paper studies the complexity and algorithms for the constrained minimum vertex cover problem on bipartite graphs (min-cvcb) defined as follows: given a bipartite graph G ¼ ðV ; EÞ with vertex bipartition V ¼ U,L and two integers k u and k l ; decide whether there is a minimum vertex cover in G with at most k u vertices in U and at most k l vertices in L: It is proved in this paper that the min-cvcb problem is NP-complete. This answers a question posed by Hasan and Liu. A parameterized algorithm is developed for the problem, in which classical results in matching theory and recently developed techniques in parameterized computation theory are nicely combined and extended. The algorithm runs in time Oð1:26 k u þk l þ ðk u þ k l ÞjGjÞ and significantly improves previous algorithms for the problem. r
Introduction
Parameterized computation and complexity [7] have recently drawn a lot of attention. In particular, by fully taking the advantage of small parameter values, the development of efficient parameterized algorithms has provided a new approach for practically solving problems that are theoretically intractable. For example, parameterized algorithms for the NP-hard problem
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vertex cover [1, 5] have found applications in biochemistry [2] , and parameterized algorithms in computational logic [13] have provided an effective method for solving practical instances of the ml type-checking problem, which is complete for the class exptime [11] .
In this paper, we study the parameterized problem constrained minimum vertex cover in bipartite graphs (shortly min-cvcb) defined as follows:
Given a bipartite graph G ¼ ðV; EÞ with the vertex bipartition V ¼ U,L and two integers k u and k l ; determine whether there is a minimum vertex cover of G with at most k u vertices in U and at most k l vertices in L;
where the parameter values k u and k l are assumed to be much smaller than the graph size jGj:
This problem is motivated by the study of fault coverage in reconfigurable memory array structures. A typical reconfigurable memory array consists of a rectangular array plus a certain number of spare rows and spare columns [10] . A defective element in the array can be repaired by replacing the row or the column that contains the element with a spare row or a spare column. In general, the number of spare rows and spare columns is much smaller compared with the total number of rows and columns in the array, and the cost of the fault coverage is proportional to the number of replaced rows and columns. Therefore, it is desirable to minimize the total number of spare rows and spare columns used in the fault coverage. Moreover, the number of available spare rows and the number of available spare columns pre-specify a further constraint in the replacement.
This problem can be reduced to the min-cvcb problem as follows. For a given reconfigurable array A; we construct a bipartite graph G A ¼ ðU,L; EÞ; where each vertex in U corresponds to a row in A and each vertex in L corresponds to a column in A: There is an edge between a vertex in U and a vertex in L if and only if the element at the intersection of the corresponding row and the corresponding column is defective. Now suppose that the reconfigurable array A has k u spare rows and k l spare columns. It is easy to see that constructing a fault coverage that minimizes the total number of replaced rows and columns, with the constraint that at most k u spare rows and at most k l spare columns can be used, is equivalent to constructing a minimum vertex cover of the graph G A with at most k u vertices in U and at most k l vertices in L:
The min-cvcb problem and its variations have been extensively studied in the last two decades (see, e.g., [10, 15, 22] and their references). In particular, a more general version of min-cvcb, the cvcb problem in which the minimization of the vertex cover is not required, is proved to be NPcomplete [12] . Hasan and Liu [10] asked about the complexity of the min-cvcb problem. In order to solve the min-cvcb problem, Hasan and Liu [10] introduced the concept of critical sets to develop a branch-and-bound algorithm solving the min-cvcb problem, based on the A Ã algorithm [20] . No explicit analysis was given in [10] for the running time of the algorithm, but it is not hard to see that the worst-case running time of the algorithm is Oð2 k 1 þk 2 þ m ffiffi ffi n p Þ: In the current paper, we continue to study the complexity of the min-cvcb problem. We first show that the min-cvcb problem is NP-complete by a reduction from the NP-hard problem clique. This answers the question posed by Hasan and Liu [10] . We then concentrate on the development of more efficient algorithms for the min-cvcb problem. Classical results in matching theory and recently developed techniques in parameterized computation theory are nicely combined and extended. In particular, we observe that the Gallai-Edmonds Structure Theorem [14] applied to bipartite graphs reduces the min-cvcb problem to the min-cvcb problem on bipartite graphs with perfect matching. In fact, the Gallai-Edmonds Structure Theorem is a stronger (and a more systematical) version of the concept of the critical sets proposed by Hasan and Liu [10] . The Gallai-Edmonds Structure Theorem also provides a solid basis so that the recently developed technique in parameterized algorithms, reduction to problem kernel, can be nicely applied. We then use the Dulmage-Mendelsohn Decomposition [14] to decompose a bipartite graph with a perfect matching into elementary bipartite subgraphs. This decomposition makes the other technique, bounded search tree, in the study of parameterized computation become much more effective. Combining all these enables us to derive an algorithm for the mincvcb problem whose running time is bounded by Oð1:26 k u þk l þ ðk u þ k l ÞnÞ: This is a significant improvement over Hasan and Liu's [10] algorithm of running time Oð2 k u þk l þ m ffiffi ffi n p Þ: We point out that our results are relevant to the current study of ''efficient'' exponential time algorithms for NP-hard problems [6] . However, existing techniques developed to solve related NP-hard problems, such as the minimum vertex cover problem, do not seem to apply to the mincvcb problem. For instance, the techniques developed for low-degree vertices to solve the minimum vertex cover problem (see for example [1, 5, 18] ) cannot be used for the min-cvcb problem. An algorithm of running time Oð1:40 k u þk l þ ðk u þ k l ÞnÞ developed by Fernau and Niedermeier [8] for the cvcb problem could be used to solve the min-cvcb problem, but our algorithm is significantly faster, and much simpler, using elegant and deep results in graph theory.
We close this section with a brief review on the necessary definitions. For a subset SDV of vertices in a graph G; denote by GðSÞ the subgraph of G induced by S: A vertex set C in a graph is a vertex cover if every edge in the graph has at least one endpoint in C: A vertex cover is minimum, if it contains the minimum number of vertices over all vertex covers of the graph. A graph G is bipartite if its vertex set can be partitioned into two sets U (the ''upper part'') and L (the ''lower part'') such that every edge in G has one endpoint in U and the other endpoint in L: A bipartite graph is written as G ¼ ðU,L; EÞ to indicate the vertex bipartition. The vertex sets U and L are called the U-part and the L-part of the graph, and a vertex is a U-vertex (resp. an L-vertex) if it is in the U-part (resp. in the L-part) of the graph.
A linear kernel for the min-cvcb problem
Let /x; kS be an instance of a parameterized problem Q; where k is the parameter. By kernelizing the instance /x; kS; we mean applying a polynomial time preprocessing algorithm on /x; kS to construct another instance /x 0 ; k 0 S for Q such that (1) k 0 pk; (2) the size jx 0 j of x 0 is bounded by a function of k 0 ; and (3) a solution for /x; kS can be derived in polynomial time from a solution for /x 0 ; k 0 S: Kernelization has proved to be very effective in developing efficient parameterized algorithms [7] .
In this section, we show that the classical Gallai-Edmonds Structure Theorem [14] can be applied to significantly improve the kernelization of the problem min-cvcb.
Recall that a matching M in a graph G is a set of edges in G such that no two edges in M share a common endpoint. A vertex v is matched if it is an endpoint of an edge in M and unmatched otherwise. The matching M is perfect if all vertices in G are matched. The matching M is maximum if it has the maximum number of edges over all matchings in G: It is well known that for a bipartite graph, the number of edges in a maximum matching is equal to the number of vertices in a minimum vertex cover [14] . Given a matching M in a graph G; an alternating path (with respect to M) is a simple path fv 0 ; v 1 ; y; v r g such that v 0 is unmatched and the edges ½v 2kÀ1 ; v 2k are in M for all 1pkpIr=2m: An alternating path is an augmenting path if it has odd length and both its endpoints are unmatched. It is well known that the matching M in G is maximum if and only if there is no augmenting path in G with respect to M [14] . A maximum matching of a graph with n vertices and m edges can be constructed in time Oðm ffiffi ffi n p Þ [16] . For a bipartite graph, a minimum vertex cover can be constructed from a maximum matching in linear time [14] .
Consider a bipartite graph G ¼ ðV ; EÞ: Let D be the set of vertices in G such that each vertex in D is not matched in at least one maximum matching. Let A be the set of vertices in V À D such that each vertex in A is adjacent to at least one vertex in D:
Proposition 2.1 (The Gallai-Edmonds Structure Theorem, Lova´sz and Plummer [14] ). Let G be a bipartite graph with the sets D; A; and C defined above. Then (1) the set D is an independent set in G in which no vertex is contained in any minimum vertex cover; (2) A is the intersection of all minimum vertex covers for G; and (3) the induced subgraph GðCÞ has a perfect matching.
We point out that the Gallai-Edmonds Structure Theorem was originally developed for general graphs. The Gallai-Edmonds Structure Theorem on bipartite graphs was also discovered by Dulmage and Mendelsohn (see [14, p. 99] ).
The sets D; A; and C can be constructed via a maximum matching M in the bipartite graph G: We briefly describe the algorithm and prove its correctness as follows. Let W be the set of unmatched vertices under the matching M: Define W to be the set of vertices such that a vertex v is in W if and only if v is reachable from a vertex in W via an alternating path of even length. See Fig. 1 for an illustration. Proof. Let vAW : By the definition of W ; there exists a vertex w 0 in W that is connected to v by an alternating path of even length. Let P ¼ ðw 0 ; w 1 ; y; w 2k ¼ vÞ be this path, where ½w 2iþ1 ; w 2iþ2 are in M; for i ¼ 0; y; k À 1: Since the number of edges in P-M is equal to the number of edges in P-ðE À MÞ; and since the vertex w 0 is unmatched, the matching
is a maximum matching of G in which the vertex v is unmatched, i.e., vAD: This proves W DD: Conversely, let veW : Since W DW ; veW ; and hence ½v; v 0 is in M for some vertex v 0 : Now remove v from G; v 0 cannot be connected to any vertex in W by an alternating path of odd length; otherwise, v would be connected to a vertex in W by a path of even length, and consequently, v would be in W which is not the case. Therefore, after removing v from the graph G; there is no augmenting path in G À fvg with respect to the matching M À ½v; v 0 : Thus, the matching M À ½v; v 0 is maximum, and every maximum matching in the graph G À fvg contains jMj À 1 edges. This shows that the vertex v must be in every maximum matching in the graph G; and hence, veD: Consequently, DDW and the set W is exactly the set D in Proposition 2.1. &
The sets A and C can be constructed in linear time from the set D in a straightforward way. Theorem 2.3. The time complexity of solving an instance /G; k u ; k l S of the min-cvcb problem, where G is a bipartite graph of n vertices and m edges, is bounded by Oðm ffiffi ffi n p þ tðk u þ k l ÞÞ; where tðk u þ k l Þ is the time complexity for solving an instance /G 0 ; k
0 has a perfect matching and contains at most 2ðk
Proof. Suppose that the graph is G ¼ ðU,L; EÞ; and the instance /G; k u ; k l S asks for a minimum vertex cover for G with at most k u U-vertices and at most k l L-vertices. By the GallaiEdmonds Structure Theorem, we apply the algorithm described above to construct the sets D; A; and C: The algorithm has its time complexity dominated by the complexity of constructing a maximum matching in G; which is bounded by Oðm ffiffi ffi n p Þ: Moreover, the graph
Since the set A is contained in every minimum vertex cover for G and no vertex in the set D is in any minimum vertex cover, if the set A contains h u U-vertices and h l L-vertices, and if we let k
then the graph G has a minimum vertex cover with at most k u U-vertices and at most k l L-vertices if and only if the graph G 0 has a minimum vertex cover with at most k 0 u U-vertices and at most k 0 l L-vertices. By the Gallai-Edmonds Structure Theorem, the graph G 0 has a perfect matching, which implies that a minimum vertex cover of G 0 contains exactly half of the vertices in G 0 : In consequence, the graph G 0 contains at most 2ðk
We point out that Theorem 2.3 is a significant improvement over previous research when kernelization for the problem min-cvcb is concerned. Hasan and Liu [10] proposed the concept of critical sets in their study of the min-cvcb problem. The critical set of a bipartite graph G is the intersection of all minimum vertex covers for G: Equivalently, the critical set of the bipartite graph G is the set A in the Gallai-Edmonds Structure Theorem. However, Hasan and Liu were unable to characterize the structure of the remaining graph when the critical set is removed from the graph G: Due to the lack of this observation, they proposed to interlace the process of branch-andbound searching and the process of constructing the critical set [10] . On the other hand, Theorem 2.3 indicates explicitly that the remaining graph G 0 after removing the critical set A and the independent set D has a perfect matching. This fact immediately limits the size of the graph G 0 : Moreover, since every minimum vertex cover for the graph G 0 contains exactly one endpoint from every edge in a perfect matching in G 0 ; a careful study can show that the construction of critical sets during the branch-and-bound process proposed by Hasan and Liu [10] is totally unnecessary. This observation can significantly speed up the searching process. Finally, having a perfect matching in the graph G 0 will enable us to derive further powerful structure techniques in the searching process, which will be illustrated in detail in Section 4.
Fernau and Niedermeier [8] proposed a kernelization technique when they studied the more general problem cvcb. If we apply their kernelization to an instance /G; k u ; k l S of the min-cvcb problem, we will get a reduced graph G 0 of at most 2k u k l vertices, while Theorem 2.3 enables us to reduce the graph size to at most 2ðk u þ k l Þ vertices. In the development of parameterized algorithms for minimum vertex cover for general graphs, Chen et al. [5] proposed to apply the classical Nemhauser-Trotter Theorem [17] that can reduce the problem size to 2k; where k is the size of a minimum vertex cover. Similar to the Gallai-Edmonds Structure Theorem, the Nemhauser-Trotter Theorem decomposes the vertices of a graph into three parts D 0 ; A 0 ; and C 0 ; where D 0 is an independent set, A 0 is a subset of some minimum vertex cover, and the induced subgraph GðC 0 Þ has its minimum vertex cover of size at least half of C 0 : When applied to bipartite graphs, the Gallai-Edmonds Structure Theorem, which decomposes the vertices of G into the three sets D; A; and C; is much stronger than the Nemhauser-Trotter Theorem in all aspects: the set A is contained in every minimum vertex cover for G while the set A 0 is only contained in some minimum vertex cover for G: In particular, for the application of the min-cvcb problem, the set A 0 cannot be automatically included in the minimum vertex cover being searched, since a minimum vertex cover with at most k u U-vertices and at most k l L-vertices may not contain the entire set A 0 : Moreover, since the subgraph GðCÞ has a perfect matching, it follows directly that a minimum vertex cover for GðCÞ contains at least half of the vertices in C: Also, since the subgraph GðC 0 Þ does not necessarily have a perfect matching, GðC 0 Þ cannot take the advantage of the techniques used in the searching process, which will be described in Section 4.
The min-cvcb problem is NP-complete
Hasan and Liu [10] have asked for the complexity of the min-cvcb problem. In this section, we give a precise answer to this question by showing that the min-cvcb problem is NP-complete.
A clique of size q in a graph G is a set Q of q vertices in G such that every two vertices in Q are adjacent. An instance of the clique problem is a pair /G; qS; where G is a graph and q is an integer, asking whether the graph G contains a clique of size q: clique is a well-known NPcomplete problem [9] .
Let G ¼ ðU,L; EÞ be a bipartite graph with a perfect matching. The graph G is elementary if every edge in G is contained in a perfect matching in G: It is known that an elementary bipartite graph has exactly two minimum vertex covers, namely U and L (see [14, Theorem 4.1.1] ). An example of an elementary bipartite graph is a simple cycle of even length ½v 1 ; v 2 ; y; v 2h ; in which there are only two minimum vertex covers fv 1 ; v 3 ; y; v 2hÀ1 g and fv 2 ; v 4 ; y; v 2h g: Theorem 3.1. The min-cvcb problem is NP-complete.
Proof. It is quite easy to see that the min-cvcb problem is in NP: given an instance /G; k u ; k l S; where G ¼ ðU,L; EÞ is a bipartite graph, simply guess no more than k u U-vertices and no more than k l L-vertices in the graph G; then check if they make a minimum vertex cover (note that the size of a minimum vertex cover for a bipartite graph can be calculated in polynomial time). Now we show that the NP-complete problem clique is polynomial time reducible to the mincvcb problem. Let /G; qS be an instance of the
we add a new edge from the U-vertex u w in the vertex-block B w to any L-vertex in the edge-block B e : This kind of edges will be called ''inter-block edges''. Note that there is no inter-block edge that is incident either to an L-vertex in a vertex-block or to a U-vertex in an edge-block. This completes the construction of the graph B: It is easy to see that the graph B is bipartite, and that B has a perfect matching of n þ mðn þ 1Þ edges, which consists of the edge from each vertex-block and n þ 1 alternate edges from each edge-block. Therefore, a minimum vertex cover in B contains exactly n þ mðn þ 1Þ vertices. Now we let
The instance /B; k u ; k l S of the min-cvcb problem can certainly be constructed from the instance /G; qS of the clique problem in polynomial time.
Every minimum vertex cover for the bipartite graph B contains at least one vertex in each vertex-block (since the two vertices in a vertex-block are connected by an edge) and at least n þ 1 vertices in each edge-block (since an edge-block has 2n þ 2 vertices and has a perfect matching). Now since the graph B has exactly n vertex-blocks and m edge-blocks, and a minimum vertex cover for B has exactly n þ mðn þ 1Þ vertices, we conclude that every minimum vertex cover contains exactly one vertex in each vertex-block and exactly n þ 1 vertices in each edge-block. Thus, the intersection of a minimum vertex cover and a block (either a vertex-or an edge-block) must be a minimum vertex cover for the block.
The vertex-and edge-blocks in B are elementary bipartite graphs. Thus, each block has exactly two minimum vertex covers, namely the U-part and the L-part of the block. In consequence, each minimum vertex cover of the graph B consists of either the U-or the L-part (but not both) from each block. Now, we are ready to prove that the original graph G has a clique of size q if and only if the bipartite graph B has a minimum vertex cover with at most k u U-vertices and at most k l L-vertices.
Let Q be a clique of q vertices in the graph G: We construct a minimum vertex cover with k u U-vertices and k l L-vertices for the bipartite graph B: Let C Q be the set in B that consists of the U-parts of the q vertex-blocks and the qðq À 1Þ=2 edge-blocks corresponding to the q vertices and qðq À 1Þ=2 edges in the clique Q; and the L-parts of the rest of the vertex-blocks and edge-blocks. The set C Q has totally n þ mðn þ 1Þ vertices, which is the size of a minimum vertex cover for B;
Therefore, it suffices to show that the set C Q is a vertex cover for B:
Each edge connecting two vertices in the same block is covered by C Q since either the U-or the L-part of the block is entirely contained in the set C Q : Now consider an inter-block edge e 0 that connects the U-vertex of a vertex-block B w to an L-vertex in an edge-block B e ; where w is an endpoint of the edge e in the graph G: If the edge e is not in the clique Q; then the L-part of B e is in the set C Q ; while if the edge e is in the clique Q; then the U-vertex of B w is in the set C Q : Therefore, all edges in B are covered by the vertex set C Q and C Q makes a minimum vertex cover for B with k u U-vertices and k l L-vertices. Thus, a clique of size q in the graph G implies a minimum vertex cover of k u U-vertices and k l L-vertices for the bipartite graph B:
Now suppose that the bipartite graph B has a minimum vertex cover C of k u U-vertices and k l Lvertices. Since k u ¼ q þ qðq À 1Þðn þ 1Þ=2 and the intersection of C with each block is either exactly the U-part or exactly the L-part of the block, we conclude that the vertex cover C contains the Uparts of exactly q vertex-blocks and qðq À 1Þ=2 edge-blocks. Let S C be the set of these blocks in B; and let V C be the vertex set of the q vertices in the graph G corresponding to the q vertex-blocks in S C ; and E C be the edge set of qðq À 1Þ=2 edges in G corresponding to the qðq À 1Þ=2 edge-blocks in S C : Consider an edge-block B e in S C ; where e ¼ ½w 1 ; w 2 is an edge in the graph G: Then there must be an inter-block edge from the U-vertex of the vertex-block B w 1 to an L-vertex in the edge-block B e ; and an inter-block edge from the U-vertex in the vertex-block B w 2 to an L-vertex in the edgeblock B e : Since no L-vertex in the edge-block B e is in the vertex cover C; the U-parts of the vertexblocks B w 1 and B w 2 must be in C: In consequence, the vertices w 1 and w 2 are in the set V C : Now each of the qðq À 1Þ=2 edges in the set E C has its both endpoints in the set V C ; and the set V C has only q vertices. We conclude that the vertex set V C and the edge set E C must make a clique of size q in the graph G: Thus, a minimum vertex cover with k u U-vertices and k l L-vertices in the bipartite graph B implies a clique of q vertices in the original graph G:
This completes the proof that the clique problem is polynomial time reducible to the min-cvcb problem. In consequence, the min-cvcb problem is NP-complete. &
Efficient branching by the Dulmage-Mendelsohn Decomposition
According to Theorem 2.3, we can concentrate on an instance /G; k u ; k l S for the min-cvcb problem, where G is a bipartite graph that has a perfect matching and has at most 2ðk u þ k l Þ vertices.
Recall that a bipartite graph G ¼ ðU,L; EÞ is elementary if every edge of G is contained in a perfect matching in G; and that the elementary bipartite graph G has exactly two minimum vertex covers, namely U and L: Note that this property of an elementary bipartite graph makes our searching process very efficient: on an elementary bipartite graph, we should either include the entire U-part or include the entire L-part of the graph in the minimum vertex cover being searched. There is no other possibility.
The following classical result [14] provides a nice structure for a bipartite graph with perfect matching so that the above suggested searching process can be applied effectively. Proof. It is known that an edge e in G is an inter-block edge if and only if e is not contained in any perfect matching in G ( [14] , Section 4.3). Consider the algorithm in Fig. 2 . Note that an edge e ¼ ½u; v is in a perfect matching in the graph G if and only if the graph G À fu; vg has a perfect matching (where G À fu; vg is the graph G with the two vertices u and v removed). Therefore, step 1 of the algorithm DM-Decomposition correctly determines the interblock edges. By the Dulmage-Mendelsohn Decomposition Theorem, steps 2-3 correctly construct the elementary blocks for the graph G: Finally, if we construct a directed graph D whose vertices are the elementary blocks in G such that there is an edge from B to B 0 if and only if there is an inter-block edge connecting a U-vertex in B and an L-vertex in B 0 ; then by the DulmageMendelsohn Decomposition Theorem, the graph D is a directed acyclic graph. Thus, a topological sorting will re-order the vertices in D such that each edge is from a vertex of lower index to a vertex of higher index. Equivalently, this indexing makes each inter-block edge in the graph G connect a U-vertex of a lower indexed block to an L-vertex of a higher indexed block. Now we consider the complexity of the algorithm DM-Decomposition. Before the execution of step 1, we first construct a perfect matching M in the graph G: This takes time incident edges, the matching M becomes a matching M À of jMj À 2 edges in the remaining graph G À ¼ G À fu; vg: Thus, the remaining graph G À has a perfect matching if and only if there is an augmenting path in G À with respect to the matching M À : Since testing the existence of an augmenting path can be done in linear time using a variation of the Breadth First Search process [3] , we conclude that with the perfect matching M; we can decide whether an edge in G is an interblock edge in time OðjEjÞ: Therefore, step 1 of the algorithm DM-Decomposition takes time OðjEj 2 Þ: Finally, the topological sorting in step 4 takes time OðjEjÞ: In summary, the time complexity of the algorithm DM-Decomposition is bounded by OðjEj 2 Þ: & Lemma 4.3. Let G be a bipartite graph with perfect matching, and let B 1 ; y; B r be the blocks of G given by the Dulmage-Mendelsohn Decomposition. Then any minimum vertex cover for G is the union of minimum vertex covers of the blocks B 1 ; y; B r :
Proof. Let C be a minimum vertex cover for G; and let
Since C is a minimum vertex cover for G; C contains exactly jUj ¼ jLj ¼ P r i¼1 d i vertices. Moreover, the induced cover by C on each block B i (i.e., C-B i ) is a vertex cover for B i : Since each block B i is elementary, B i has exactly two minimum vertex covers, namely U i and L i ; each of size d i : Consequently, the induced cover by C on B i has size jC-B i j that is at least d i : It follows from the equality jCj ¼ P r i¼1 d i that jC-B i j ¼ d i for i ¼ 1; y; r; and hence the induced cover by C on each block B i is a minimum vertex cover for B i : & Now, we are ready to describe the main body of our algorithm for solving the min-cvcb problem. Let /G; k u ; k l S be an instance of the min-cvcb problem, where G ¼ ðU,L; EÞ is a bipartite graph with perfect matching, and G has at most 2ðk u þ k l Þ vertices. We first apply the Dulmage-Mendelsohn Decomposition Theorem to the graph G to decompose it into elementary blocks B 1 ; y; B r such that every inter-block edge connects a U-vertex in a block of lower index to an L-vertex in a block of higher index. By Lemma 4.3, a minimum vertex cover of the graph G is the union of minimum vertex covers of the elementary blocks B 1 ; y; B r : Since for each elementary block B i ¼ ðU i ,L i ; EÞ; the only two minimum vertex covers of B i are U i and L i ; the constrained minimum vertex cover K of the graph G with at most k u U-vertices and at most k l L-vertices must be the union of properly selected U-parts and L-parts from the elementary blocks.
We construct a directed acyclic graph (DAG) D of vertices fB 1 ; y; B r g such that there is an edge from B i to B j if and only if there is an inter-block edge in G from a U-vertex in B i to an L-vertex in B j : We assign each vertex
The execution of our algorithm is depicted by a search tree whose leaves correspond to the potential constrained minimum vertex covers K of the graph G with at most k u U-vertices and at most k l L-vertices. Each internal node of the search tree corresponds to a branch in the searching process. Let F ðk u þ k l Þ be the number of leaves in the search tree for finding a minimum vertex cover of at most k u U-vertices and at most k l L-vertices in the bipartite graph G: Our algorithm is based on the DAG D constructed above. We list the possible situations in which we branch in our search process.
Case 1: A vertex B i in D has weight at least 3.
Since the constrained minimum vertex cover K of the graph G either contains the entire U i -part and is disjoint from the L i -part, or contains the entire L i -part and is disjoint from the U i -part of the block B i ; we branch in this case by either including the entire U i -part in K (and removing the L i -part from the graph) or including the entire L i -part in K (and removing the U i -part from the graph). In each case, we add at least three vertices in the constrained minimum vertex cover K and remove the vertex B i from the DAG D: Thus, this branch satisfies the recurrence relation
We observe that the chain implication can speed up the searching process significantly, as follows. Let ½B If k u þ k l is strictly larger than the size of a minimum vertex cover of the graph G; then we can pick an index i such that the U-parts of the blocks B 
where k is the size of a minimum vertex cover of G:
Thus, we can assume that k u þ k l is equal to the size of a minimum vertex cover of G:
The minimum vertex cover K consisting of the Uparts of the blocks B If k u o2x and k u is even, then the U-parts of the first k u =2 2-blocks plus the L-parts of the rest of the blocks make a desired minimum vertex cover. Now consider the case k u o2x and k u is odd. If the graph G has no 1-blocks, then obviously there is no minimum vertex cover with k u U-vertices and k l L-vertices. Thus, we assume that the graph G has at least one 1-block.
It is easy to see that for case k u ¼ 1; there is a minimum vertex cover of exactly k u U-vertices if and only if there is a weight-1 vertex in D that has no incoming edges; and that for case k u ¼ 3; there is a minimum vertex cover of exactly k u U-vertices if and only if there is a weight-1 vertex in the DAG D that has at most one incoming edge from a weight-2 vertex. Thus, we can further assume that k u is at least 5.
Pick the weight-1 vertex B of the minimum index i: Since Case 3 is excluded, there are at most two weight-2 vertices B 0 and B 00 in D such that ½B 0 ; B and ½B 00 ; B are edges in D: Note that since Case 2 is excluded, no inter-block edges can be incident on the L-parts of the blocks B 0 and B 00 : Now re-order sequence (3) by deleting B; B 0 ; and B 00 from the sequence then reinserting ½B 0 ; B 00 ; B in front of the sequence. We get another topologically sorted sequence of the blocks of G (since there are no incoming edges to the blocks B 0 and B 00 and ½B 0 ; B and ½B 00 ; B are the only incoming edges to the vertex B). Now the U-parts of the blocks B 0 ; B 00 ; and B plus the next ðk u À 5Þ=2 2-blocks in the new sequence and the L-parts of the rest of the blocks give a minimum vertex cover for G of k u U-vertices and k l L-vertices. In case there are fewer than two incoming edges to the 1-block B; the desired minimum vertex cover K can also be constructed similarly.
Finally, we consider the case k u 42x þ ðy À xÞ: In this case, by symmetry, we reverse the sequence (3), exchange the U-part and the L-part of the bipartite graph G; and exchange the numbers k u and k l : This will reduce this case to the previous one.
In conclusion, when all Cases 1-3 are excluded, the min-cvcb problem can be solved in linear time.
Putting all together
We summarize all the discussions given in the previous sections and present the complete algorithm for the problem min-cvcb in Fig. 3 . We explain the steps of the algorithm as follows.
Steps 2 and 3 make immediate decisions on high-degree vertices. If a U-vertex u of degree larger than k l is not in the minimum vertex cover K; then all neighbors of u should be in K; which would exceed the bound k l : Thus, every U-vertex of degree larger than k l should be automatically included in K: Similar justification applies to L-vertices of degree larger than k u : Of course, if k u or k l becomes negative in these steps, then we should stop and claim the nonexistence of the desired minimum vertex cover. Steps 2 and 3 obviously take linear time. After these steps, the degree of the vertices in the graph is bounded by k 0 ¼ maxfk u ; k l g: Since now each vertex can cover at most k 0 edges, the number of edges in the resulting graph must be bounded by k 0 ðk u þ k l Þpðk u þ k l Þ 2 ; otherwise the graph cannot have a minimum vertex cover of no more than k u þ k l vertices. Theorem 2.3 allows us to apply the Gallai-Edmonds Structure Theorem in step 4 to further reduce the bipartite graph G so that G has a perfect matching (the integers k u and k l are also properly reduced). The running time of this step is bounded by ðk u þ k l Þ 3 : The number of vertices in the graph G now is bounded by 2ðk u þ k l Þ:
Step 5 applies the Dulmage-Mendelsohn Decomposition to decompose the graph G into elementary bipartite subgraphs. By Lemma 4.2, this takes time Oððk u þ k l Þ 4 Þ:
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