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Separated flows are common in many scenarios of practical interest. Key examples
of these scenarios include static stall over fixed wing aircraft and dynamic stall over
rotorcraft blades. During rotor operation at high advance ratio, the stall events lead
to loss in performance of the rotorcraft and may cause severe aerodynamic loads. In
order to mitigate vibratory loads, it is important to evaluate the involved flow physics
as accurately as possible. It is well known that a complex rotor flow field involving sep-
aration and reverse flow cannot be numerically predicted reliably by classical RANS
model. At the other end, using high-fidelity approaches such as DNS and LES to
resolve the rotor flow-field at practical Reynolds number is beyond the current com-
putational capabilities. Therefore, the main objective of this work is to develop a
high-fidelity modeling framework for capturing flow features that are important for
predicting stall events while remaining computationally affordable. The framework
employs and refines DES type hybrid RANS-LES methods along with specialized
numerical techniques from literature to accurately resolve incipient separated flows
under static and dynamic conditions. A baseline computational framework compris-
ing of well established laminar-turbulent transition model, adverse pressure gradient
(APG) correction and a low Mach number correction is selected as a starting point.
By conducting simulations of flow over SC1095 airfoil at near-stall regime using the
baseline framework, the importance of regulating eddy viscosity in the outer part of
the shear layer is realized. Sub-grid length scales from the literature are implemented
into the in-house computational solvers and their sensitivity in generating the eddy
viscosity is investigated. A novel length scale called SSM length scale is proposed
based on the properties of available length scales and the grid requirements in mildly
separated flows. Proposed length scale demonstrated good predictive capabilities in
mildly separated flows under static conditions by reducing eddy viscosity levels at the
outer region boundary layer. Three-dimensional dynamic stall simulations are also
conducted on flow over the modified VR12 airfoil. With SSM length scale, DDES
method predictions agreed well with experimental data and captured the cycle-to-
cycle variation of integrated aerodynamic quantities.
The undesirable weakening of conventional shielding is observed due to proposed
length scale in a highly resolved computational domain. A novel and stronger shield-
ing formulation are proposed based on the properties of available length scales. The
combination of new shielding and SSM length scale demonstrated good predictive
capabilities in near stall regime without any undesirable effects. The combination
also eliminated the need for adverse pressure gradient correction.
The final computational framework proved to be robust towards grid resolution
and varying flow separation and provided highly accurate aerodynamic characteristics
for rotorcraft airfoils exhibiting stall events in the complete angle of attack range.
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Helicopters are widely used for civilian and military applications due to their unique
ability to take-off and land vertically. They exhibit highly unsteady and complex flow
field and as a result, face many design challenges. This chapter describes the operating
conditions of helicopters, gives an overview of complex flow physics associated with
them and defines the objectives of this thesis.
1.1 Rotorcraft operation
Hovering flight
As shown in figure 1.1a, in hovering flight, the rotor blades have a constant angle
of attack with the airflow throughout the azimuth, with 180◦ defined as the forward
direction of the helicopter. The speed of the relative airflow of a blade section due to
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rotor blade rotation, Urot, given by
Urot = rΩ (1.1)
where Ω is the rotational speed of the blade and r is the radial distance of the blade
section from the hub. The rotation of the rotor subject the blades to a number of
forces which affect their behavior.
(a)
(b)
Figure 1.1: (a) Top view of rotor disk showing the distribution of incident velocity
in hovering flight, reproduced from [3]. (b) Side view of rotor blades showing coning
angle and tip path plane. Reproduced from [3].
The lift force generated by the rotor tends to draw the blade upward, at a coning
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angle, which places the tip path plane above the rotor hub as shown in figure 1.1b.
The drag force on the blades causes the tip of the blade to lag slightly behind the root
of the blade in azimuth angle. The centrifugal force or inertia of the rotating blades
tend to counteract the coning and lag forces. Note that helicopter rotors feature a
“rotor hub” to allow for these type of motion via hinges or flexures.
Forward Flight
Forward flight at a speed of U∞ adds a component of velocity that varies as a function
of azimuth in the frame of the rotating blade element, as shown in figure 1.2.
Figure 1.2: Top-view of rotor blades showing the distribution of incident velocity as
a function of azimuth ψ in forward flight. Reproduced from [3].
The forward flight speed is given by
Ufwd = U∞sinψ = U∞sinΩt (1.2)
where the azimuth of rotation ψ is given by the product of the rotor blade rotational
3
speed Ω and time t. The sum of both the rotational and forward speed components
gives the resultant airflow, which in the reference frame of the rotor blade is given by
U = Ufwd + Urot = U∞sin(ψ) + Ωr (1.3)
The forward flight speed of a helicopter is typically expressed by the non-dimensional
parameter called “advance ratio”, which is the ratio of the aircraft’s forward flight








Advance ratio is a very important parameter for helicopters and is indicative of the
size of the reversed flow region on helicopter blades in forward flight. In figure 1.2, the
reverse flow region is a circle and the diameter of this circle is equal to the product µR.
Typical advance ratios for helicopters range between 0.2− 0.4 in cruise, which means
that 20 − 40% of the blade does not generate lift at ψ = 270◦, since it experiences
reversed flow. But as the advance ratio increases, complex flow phenomena begin
to appear on on the advancing and retreating side of the rotor disk. The advancing
blades may experience transonic effects including shock waves due to the relative high-
speed airflow whereas the retreating blades will see reversed flow. The asymmetry in
lift between advancing and retreating side will also continue to increase with increase
in advancing ratio. This asymmetry in lift is generally addressed by introducing a
periodic change of the angle of attack throughout the azimuth such that the blade is
now operating at high angle of attack on the retreating side. This results in dynamic
stall where the flow over the blade on the retreating side remains attached beyond the
4
static stall angle, leading to a temporary increase in both lift and pitching moment
until they both stall sharply at the point of dynamic stall. Detailed mechanism of
dynamic stall is discussed in the next section.
1.2 Background
1.2.1 Static Stall
Consider a typical airfoil section of a helicopter rotor blade as shown in figure 1.3.
The flow remains attached when the angle of attack is small. As the angle of attack
is increased quasi-statically, there comes a limit beyond which the flow separates
completely from the suction side of the airfoil. The event of complete flow separation
is called static stall and it drastically reduces the lift generated by the airfoil when it
occurs.
Figure 1.3: Flow features over a typical airfoil section as the angle of attack increases
from 6 degree to near-stall limit. Reproduced from [64].
A static stall occurs in one of the three ways as described by McCullough et al.
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[65]. The first type of stall, trailing-edge stall, occurs as the turbulent boundary layer
separation point moves upstream with increasing angle of attack. This type of stall is
gradual and is indicated when the coefficient of lift reaches a maximum. The second
type of stall, leading edge stall, takes place when a strong adverse pressure gradient
on the leading edge of the airfoil causes flow separation at the low angle of attack.
The boundary layer may reattach, in a turbulence state, forming a laminar separation
bubble (LSB).
Figure 1.4: Airflow around the laminar separation bubble. Reproduced from [67].
The transition takes place at the maximum height of bubble as shown in figure 1.4.
Reattachment may also occur in some cases after transition since the turbulent flow
is more resistant towards adverse pressure gradient. As the angle of attack increases,
this bubble moves forward towards the leading edge until the reattachment of the
boundary layer is no longer possible and stall takes place abruptly as the majority
of the boundary layer separates at once. The third mechanism of the static stall
is the thin airfoil stall, where a long laminar separation bubble is formed and the
reattachment point moves aft with increasing angle of attack until reattachment fails
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to take place. At that point, the stall occurs.
1.2.2 Dynamic Stall
Nature of dynamic stall is quite different from that of the static stall as a result of
the rapid pitching motion and the increase of the peak angle of attack beyond the
static stall limit. This peak angle defines the strength of dynamic stall. As this
strength increases, the flow characteristics of dynamic stall differ to a greater extent
from those of static stall. A dynamic stall occurs when helicopter rotor blades are
at a high advance ratio and a high thrust coefficient such that the angle of attack is
high and the speed seen by the retreating rotor blade is low. These conditions are
also found on the rotor disk during maneuvers where high blade loading is required
such as pull-up or a high-speed diving turn. Bousman [1] observed multiple dynamic
stall cycles occurring on the rotor disk during flight tests of UH-60 rotor under high
load maneuvers.
The effects of the dynamic stall are more pronounced at higher angles of attack
where the blade angle exceeds the static stall angle. Compared to a statically stalling
airfoil, Gerontakos [64] observed that boundary layer transition was delayed and pro-
gressed upstream more slowly on a dynamically stalling airfoil. The presence of the
LSB was observed, consistent with static stall behavior. It was also observed that
the boundary layer was thinner, and flow reversal was delayed to the larger angle of
attack most likely attributed to the dynamic motion. Different regimes of flow exist
in a dynamic stall phenomenon depending on the maximum angle of attack attained.
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Attached Flow
When the maximum angle of attack, αmax, is below the static stall angle, αss, flow
remains attached throughout the motion, and hysteresis and aerodynamic loads do
not differ significantly from static values.
Light Stall
Light dynamic stall takes place when the maximum airfoil angle of attack exceeds
the static stall angle i.e. the angle of attack reaches its maximum before the onset of
stall, and the change in pitch direction causes the shedding of the leading edge vortex
(LEV) [66]. A thin layer of reversed flow may be present over the airfoil, lifting the
boundary layer from the surface – however, the boundary layer continues to follow
the airfoil curvature and therefore the flow is not considered to be separated. As a
result, the presence of reverse flow is not always indicative of flow separation, unlike
with static stall where they always coincide, as shown in Figure 1.5[9]. At the top of
the upstroke, deceleration of the airfoil causes the formation of LEV, also referred to
as the dynamic stall vortex. This vortex is the defining feature of the dynamic stall
and a key difference between dynamic and static stall. The downstroke motion causes
a smaller separation region and weaker LEV than in the deep stall case, as discussed
below. McCroskey et al. [2] determined that the mechanism of dynamic stall and





Figure 1.5: Comparison of reverse flow conditions over (a) static and (b) unsteady
airfoils. Reproduced from [9].
The LEV grows and is convected downstream over the airfoil upper surface, cre-
ating hysteresis and leading to increase in the aerodynamic loads, and importantly
nose-down pitching moment. The resultant effect is a favorable increase in lift gener-
ated and the attached flow maximum angle of attack, but several unfavorable effects
including high torsional blade loading, blade vibration, and large pitch link loads as-
sociated with the pitching moment. Such high loads can exceed fatigue or endurance
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limits of components, making dynamic stall a design condition which effectively limits
helicopter’s forward speed, as shown in Figure 1.6.
Figure 1.6: Helicopter design constraints on forward speed and main rotor tip speed.
Reproduced from [3].
Deep Stall
When the maximum airfoil pitch angle exceeds the static stall angle by a greater mar-
gin than light stall, the onset of stall typically occurs prior to reaching the maximum
angle of attack, and deep dynamic stall is said to take place [66]. With increasing
angle of attack, a stronger LEV is formed than in the light stall case, magnifying the
effects of light stall: increasing the aerodynamic load peaks, delaying stall to a higher
angle of attack, and increased loads loop hysteresis. Dynamic stall is a complex phe-
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nomenon whose behavior is influenced by the Mach and Reynolds number, frequency
and magnitude of airfoil pitch oscillation, and the three-dimensional effects in which
dynamic stall is native. Due to the complexities of modeling all of these effects,
either experimentally or numerically, modeling and simulation of this phenomenon
have mostly been confined to simplified conditions.
1.2.3 Mechanism of Dynamic Stall
Dynamic stall behavior is far more complex than the stall behavior of a static airfoil.
A great deal of analytical, experimental, and numerical studies have been conducted
to study its effects. Leishman [3] describes the dynamic stall process as having five
stages and highlights the key events defining the phenomenon, as illustrated in figure
1.7. Thorough descriptions of the dynamic stall are also discussed by McCroskey
[4, 5], McCroskey et al. [6], Carr et al. [7] and McAlister et al. [8].
In stage one, dynamic stall begins as the angle of attack exceeds the static stall
angle of the airfoil (a in figure 1.7). The rapid pitch-up motion of the airfoil delays the
onset of boundary layer separation to higher angles of attack, including angles beyond
αss under certain conditions. The delay in the onset of boundary layer separation is
caused by three unsteady effects. First, there is a reduction in the adverse pressure
gradient on the suction surface compared to a static airfoil at the same angle of attack.
This reduction is caused due to the kinematics of the positive pitch rate, known as the
induced camber. Second, the time-varying angle of attack sheds circulation from the
trailing edge of the airfoil, decreasing the adverse pressure gradient on the suction
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surface and as a result, the lift generated by the airfoil. Third, external pressure
gradients cause unsteady effects in the boundary layer including reverse flow prior to
flow separation, which delays the onset of stall. The delay in flow separation causes
a desirable increase in lift, however, this comes at a cost of less desirable effects in
the later stages of dynamic stall. Unlike static stall, where the lift and moment stalls
occur simultaneously, in dynamic stall the pitching moment stall occurs first and is
followed by the lift stall at the higher angle of attack.
Figure 1.7: Dynamic Stall Events on the NACA 0012 Airfoil. Reproduced from [7].
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The second stage (b-d in figure 1.7) begins as a shear layer forms downstream of
the leading edge where high adverse pressure gradients cause flow separation to take
place. The shear layer then forms a vortex that is shed from the leading edge region of
the airfoil (e), also known as the Leading Edge Vortex (LEV). The LEV reduces the
pressure on the upper surface of the airfoil increasing lift beyond what is created by a
static airfoil at the same angles of attack and delaying separation to higher angles of
attack. Carr [7] observed an increase in the lift-curve slope (f in figure 1.7) following
the formation of LEV. This increase in lift is accompanied by a significant increase
in nose-down pitching moment, the moment stall (g in figure 1.7), resulting from the
center of pressure moving aft as the LEV is convected downstream. The effect of
the nose-down pitching moment result as high torsional air loads on the blade, which
may also introduce aeroelastic problems such as stall flutter.
The third stage starts when the LEV is convected over the airfoil and into its
wake, resulting in the peak lift value (h in figure 1.7) followed by the drastic loss
of lift and surged values of pitching moment and drag associated with lift stall (i in
figure 1.7). There is also a loss of dynamic lift associated with dynamic stall, though
this effect is not as significant as that of the pitching moment. As the clockwise
rotating LEV is shed from the leading edge an anti-clockwise rotating trailing-edge
vortex (TEV) is generated as a result of the low pressure of the LEV. As the LEV
convects downstream, the TEV becomes stronger and grows in size causing a second
suction peak over the trailing edge of the airfoil that contributes significantly to the
negative pitching moment. The LEV convects away from the surface of the airfoil
and over the TEV as it moves beyond the trailing edge of the airfoil.
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In stage four, the LEV becomes entrained in the turbulent wake downstream of
the airfoil, and the flow on the upper surface of the airfoil reaches to a state of full
separation (j in figure 1.7). When the airfoil is fully stalled, it behaves as a bluff
body and the flow becomes independent of the airfoil and becomes solely a function
of free-stream.
In stage five, the flow re-attaches at low angles of attack, well below the normal
static stall angle. It was observed that reattachment followed a high rate of decrease
in suction. Leishman [3] explained that the lag in reattachment is caused by an
induced camber effect on the leading edge pressure gradient resulting from the nose-
down pitch rate. The lag generates hysteresis loops in the pitch, drag and lift; these
loops are the source of reduced aerodynamic damping, which can lead to aeroelastic
problems on the rotor such as stall flutter [3]. Flutter is a dynamic aeroelastic effect
resulting in divergent oscillations caused by positive feedback between aerodynamic
loads and the blade’s elastic structure. When flutter occurs on an aircraft, the loads
can quickly increase to the point of being catastrophic to the aircraft structure. In a
helicopter, it is the pitch links that control the angle of attack of the rotor blades and
are exposed to failure under conditions of stall flutter. If the oscillations are caused
by flow separation, the phenomenon is called stall flutter.
Figure 1.8 illustrates the hysteresis loops as a function of the depth of dynamic
stall. In attached flow, αmax < αss, damping is positive and the counter-clockwise loop
increases in size as αavg increases toward αss. As αmax begins to exceed αss indicating
the onset of light stall, second loop forms in the CM − α curve. Overall damping is
reduced as this negative damping second loop grows in size with increasing depth of
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light stall when damping can become negative [3]. As αmax continues to increase into
the deep stall regime, the peak moment occurs before the maximum angle of attack
causing a third counterclockwise loop to appear in the CM − α curve, increasing the
damping as the depth of stall increases further. The amount of aerodynamic damping
can be modified by changing the average angle of attack, the reduced frequency and
the type of motion, as discussed in the next section.
Figure 1.8: Unsteady airloads at various depths of dynamic stall, M = 0.3, α = α0 +
10◦cos(Ωt), k = 0.1 α0 = 4
◦, 5◦, 10◦. Reproduced from [5].
1.2.4 Factors effecting Dynamic Stall
This section discusses relevant parameters pertaining to the flow-field and the ge-
ometry that have a significant impact on the dynamic stall. It is important to note
that these parameters do not have an effect on the sequence of events in the stages
of dynamic stall described above, but may affect attributes such as the onset of flow
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separation, the depth of stall, and air load peak magnitudes.
Airfoil Shape
Experiments by Carr et al. [7], and McCroskey et al. [6] have shown that differences
in airfoil shapes can significantly change the loads but have little influence over the
mechanism of dynamic stall. Leishman [3] illustrated further that the effect of airfoil
shape influences the timing of the moment stall and the depth of the moment break
at moment stall. In the current work, the NACA0012 airfoil is used for validation
studies because of the widely available results in literature for the airfoil. The main
focus, however, is on SC1095 and VR-12 airfoils because of the relevance of these
airfoils to helicopter rotor blade applications. These airfoils are suited because of
their good compromise between high Clmax, low pitching moment and high drag
divergence Mach number.
Three-Dimensional Effects
Dynamic stall is a 3D phenomenon which occurs over different parts of the blade at
different azimuth angles making the resulting flow very complicated, with more com-
plex flow structures than 2D flow can model. Three-dimensional effects include rotor
blade sweep effects, the blade tip vortex, blade-vortex interaction and interference of
the helicopter non-rotor blade wake. A sweep angle is imparted on the flow by cen-
trifugal effects caused by blade rotation, the Mach number gradient across the rotor
blade span, and the component of the forward airspeed parallel to the rotor blade.
These combined effects may cause a significant radial component of the relative wind
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velocity, resulting in a local sweep angle [3]. Leishman [3] described that cross-flow
conditions combined with high angle of attack of the blade section have favorable
effects on the spanwise development of the boundary layer, which tends to delay the
onset of flow separation to higher angles of attack and reduce the strength of the
LEV producing much higher lift coefficients and promoting flow reattachment on the
down stroke. Near the blade tip, the tip vortex effectively reduces the angle of attack,
causing a gradual reduction in lift curve slope along with a decrease in the depth of
dynamic stall [68].
Blade-vortex interaction (BVI) occurs due to the rotor blades interacting with the
wakes of other blades during rotation, and represent another field of research due to
the complexities involved in that phenomenon. Modeling of BVI requires complete
helicopter rotor to be modeled and is not viable for the turbulence focused study
considered in this research. Note that the wake of the remainder of the helicopter,
including fuselage and rotor hub and also interaction between the main rotor blades
and tail rotor vortices, is out of the scope of the current work.
Reynolds Number Similarity








Where c is the airfoil chord, and µ and ν are the dynamic and kinematic viscosity
of the fluid, respectively. Martin et al. [70] found that increase in Reynolds num-
ber caused the increase in peak lift and pitching moment magnitudes and delays in
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the dynamic stall. The Reynolds number influences the formation of LSB (laminar
separation bubble). Sharma and Poddar [69] identified that increasing the Reynolds
number reduced the size of the LSB, shifted the boundary layer transition closer to
the separation point and also shifted the reattachment point upstream. These ob-
servations have consequences for the boundary layer and LSB. However, the LSB
has been shown to have minimal impact on the aerodynamic loads at flight Reynolds
number [7]. McCroskey et al. [6], and Carr et al. [7] also found that the mechanism of
the dynamic stall (i.e., the formation of the LEV) is largely independent of Reynolds
number.
Boundary Layer Transition
Leishman [3] emphasized that accurate prediction of boundary layer transition is a
key challenge towards the prediction of dynamic stall. Barla et al. [71] also suggested
that transition effects have substantial effects on unsteady flow characteristics. Eka-
terinaris and Menter [72] also found that transition modeling may have an important
effect on simulated data, and noticed improvements when even simple transition mod-
eling was used. McCroskey et al. [6] and Carr et al. [7] studied airfoils with both
clean and tripped boundary layers and found that the time-history of the breakdown
of the leading-edge flow and aerodynamic loads, and the stall angle were affected by
the state of the boundary layer and the presence of an LSB. They were also observed
that the onset of the stall was more irregular in the presence of a boundary layer trip.
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Compressibility Effects








where a is the speed of sound, γ is the ratio of specific heats, R is the specific gas
constant and T is the temperature. A dynamic stall occurs over a range of Mach
numbers, from below 0.3 for the first cycle to over 0.8 for the third cycle [1]. Com-
pressibility effects appear for Mach numbers as low as 0.2-0.3. Leishman [3] indicated
that qualitative features of dynamic stall do not change significantly over a range of
Mach numbers, but there are variations in the quantitative behavior. Carr and Chan-
drasekhara [73] explained that the physics of the stall process can change significantly
between low and high Mach numbers. They also showed that as Mach number in-
creases, the magnitude of the critical adverse pressure gradient is reduced, promoting
flow separation, LEV formation, and dynamic stall to lower angles of attack, thereby
reducing LEV strength and Clmax. At higher Mach numbers, shock waves near the
leading edge can cause flow separation to take place and increase the complexity of
center of pressure behavior during boundary layer separation and reattachment [3].
Bowles et al. [74] conducted a time-resolved analysis of the pitching moment recorded
from experiment and showed that there was negative damping during the pitch-up
motion at low reduced frequencies and compressible Mach numbers.
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Pitching amplitude
The maximum angle of attack obtained from the combination of the mean and oscil-
latory amplitudes has to influence on the depth of stall, moving from attached flow
to light and finally deep stall as the maximum angle of attack increases. Lee and
Gerontakos [76] found that the peak aerodynamic loads did not change significantly
as a function of oscillation amplitude if the maximum angle of the attack remained
constant. The influence of the mean angle of attack on torsional damping depends
greatly on the stall regime. In attached flow, increasing the mean angle of attack
increases positive damping. Once light stall begins, increasing the angle of attack
decreases damping. At the onset of deep stall, damping increases with an increase in
angle of attack.
Pitching frequency
The frequency of oscillation of the airfoil is one of the most significant parameters
affecting dynamic stall [8] and is measured by the dimensionless parameter known as





where Ω is the rotational frequency of the airfoil. Airflow is steady at k = 0 and
becomes increasingly unsteady as k is increased. Dynamic stall begins to occur outside
of the quasi-steady regime, defined as k < 0.05 [3].
The pitching motion of the airfoil influences dynamic stall by inducing a linear
distribution of velocity normal to the chord. The effect of the linear distribution is
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known as induced camber, which delays dynamic stall formation [3]. An increase in
the reduced frequency will delay the onset of stall due to an increase in the magni-
tude of the critical adverse pressure gradient and reduce flow separation. This leads
to increase in peak load magnitudes, hysteresis and dynamic stall angles. Increased
reduced frequency also delays the formation and shedding of the LEV and flow reat-
tachment. Martin et al. [70] observed through experimental testing that the LEV
shedding occurred at αmax for low-amplitude, high-frequency oscillations. This em-
phasizes the importance of accurately modeling the pitch rate in any research on the
dynamic stall.
1.3 Numerical Modeling of Dynamic Stall
Because of the inherent challenges of experimental testing of dynamic stall, extensive
numerical studies of dynamic stall have been performed, though these are not with-
out their challenges either. Dynamic stall aerodynamic load predictions are used in
comprehensive rotor analysis, and are generated using a variety of methods. The-
oretical, semi-empirical and CFD approaches such as unsteady Reynolds-averaged
Navier–Stokes (RANS), Large-Eddy Simulation (LES) and Hybrid RANS-LES ap-
proaches have been used to study the phenomenon.
1.3.1 Comprehensive Rotor Analysis
Comprehensive rotor analysis combines aerodynamic, structural, dynamic and aeroe-
lastic models to calculate performance, loading and vibration characteristics of a he-
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licopter. These analyses require the coupling of many models, and to be of practical
use the computational expense must be reasonable. Traditionally, to avoid expen-
sive CFD computations, the aerodynamic models under this analysis make use of
lookup tables of 2D airfoil data, corrected for unsteady aerodynamics. Corrections
for dynamic stall are carried out using semi-empirical models discussed in the next
section.
An important example of comprehensive rotor analysis is the Comprehensive Ana-
lytical Model of Rotorcraft Aerodynamics and Dynamics (CAMRAD) II [75]. It com-
prises of aerodynamic models which use blade element momentum theory (BEMT) to
determine loads of a rotating system of rotor blades. BEMT is a combination of mo-
mentum theory and blade element theory. Momentum theory, proposed by Glauert
[77], treats the blade rotor system as a single disk with a pressure difference across
it and is useful as a first approximation for thrust and rotor power. However, it does
not consider the local effects on each blade. Blade element theory is useful for blade
design. It assumes that a rotor blade can be modeled as a series of 2D airfoil sections,
accounting for 3D effects by applying empirical factors, and integrating the loads over
the blade span [3]. The combination of these two theories is BEMT which models
the inflow by dividing the rotor disk into a series of concentric annuli and applying
conservation equations to each annulus.
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1.3.2 Analytical and Semi-Empirical Approaches
Theodorsen [78] started developing the underlying theory of dynamic stall using po-
tential flow theory and the Kutta condition. Equations were developed for both lift
and pitching moment, each with circulatory and non-circulatory components. The
non-circulatory terms represent flow acceleration, and the circulatory terms represent
the influence of the shed wake. McCroskey and Philippe [79] pointed out that this
theory is applicable only to thin airfoil small amplitude oscillations since the viscous
effects (flow reversal in boundary layer and formation of the LEV) that are relevant
in the dynamic stall are not considered.
Leishman [3] has contributed significantly to the development of indicial methods,
based on the linearization of the flow as a function of the forcing condition. An indicial
function models unsteady flow as a series of step function disturbances. This method
does not apply well to compressible or separated flow in its original form. Jose et
al. [81] improved the method and extended its applicability to unsteady compressible
flows and also allowing combined pitching and free-stream oscillations. The improved
method is limited to speeds below the critical Mach number and k < 0.4. Since
indicial methods use superposition of linear terms, they are not able to model the
post-stall period of dynamic stall, which is highly influenced by separated flow.
One of the dynamic stall models used by the CAMRAD II aeromechanical analysis
is the Leishman–Beddoes [82] model. This model uses unsteady thin airfoil theory to
determine the unsteady attached flow loading which is linear in nature. The nonlin-
ear loads are determined from modeling of separated flow using Kirchoff-Helmholtz
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theory, which determines lift as a function of an angle of attack and the flow separa-
tion point [3]. The effects of LEV during dynamic stall are considered by modeling
its formation, as a function of the leading edge pressure and Mach number, and
convection over the chord and into the wake. The semi-empirical models allow for
computationally inexpensive determination of aerodynamic loads which is very useful
for fluid-structure interaction modeling when coupled with a BEM model. However,
because of the linear behavior assumption, these models suffer in accuracy specifically
shock waves and separated flow. Despite these limitations, theoretical models assist
in understanding the underlying physics of the phenomenon of dynamic stall.
1.3.3 Numerically Modeling Unsteady Flow field
Since the flight conditions of helicopter rotors are difficult to reproduce experimentally
with full inclusion of their nonlinear complexity, numerical solution of the full Navier-
Stokes equations is another approach to completely model the behavior of dynamic
stall. However, the computational expense associated with the brute force CFD
approach such as DNS (Direct Numerical Simulation) has led researchers to find a less
expensive numerical framework for predicting dynamic stall. It is usually not feasible
for a single numerical methodology to accurately measure different flow conditions
such as flow reversal and flow separation of varying extent. Modeling the aerodynamic
behavior of airfoil in a wide range of angles of attack starting from low values and
leading up to the stall event is challenging for CFD because of the varied flow physics.
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RANS approach
Given the importance of turbulence in unsteady flow, several researchers have in-
vestigated different turbulence models integrated with classical Reynolds-averaged
Navier-Stokes (RANS) approach to obtain predictions for the static and dynamic
stall. RANS model equations are the time-averaged form of the Navier–Stokes equa-
tion. They do not resolve turbulent flow structures but model the flow in terms of
mean and universal turbulence scales. Any high-frequency transient features in the
flow are lost during the process of time averaging when RANS model is used. The
RANS approach is computationally inexpensive and works well for attached flow at
low angles of attack when there is minimal adverse pressure gradient resisting the
boundary layer. The attached boundary layer does not contain turbulent vortical
disturbances and flow has no disturbances in the span-wise direction either [84].
Ko and McCroskey [83] tested the Baldwin-Lomax, Spalart-Allmaras (SA) and
k − ε turbulence models which are respectively zero, one and two equation models
alongside RANS approach. The test case comprised of an NACA0015 airfoil oscillat-
ing in attached flow, light and deep stall at Mach number 0.3, reduced frequency of
0.1 and Re of 1.95× 106. It was found that none of the turbulence models performed
well during the deep stall, especially on the downstroke. In attached flow and light
stall, the SA and k − ε models agreed well. Barla et al. [71] also conducted dynamic
stall simulations and found that the SA model provided the most reliable results until
severe separation took place. Ekaterinaris and Menter [72] studied the performance of
one and two-equation turbulence models to predict massively separated flow. They
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found that for light stall simulation, SA under-predicted and Baldwin-Barth over-
predicted flow separation, while the predictions of SST were better among the three
models.
Figure 1.9: Integrated forces predicted by GIT(Cobalt LLC) and AED(FUN2D) data
sets from Smith et al. [12] compared with UH-60A lookup table data [11] for SC1095
airfoil.
To get an idea of how RANS based numerical predictions match with experimental
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data under static conditions, two exemplary data sets from Smith et al. [12] are
compared with the UH-60A lookup table data [11] in Figure 1.9 for the integrated
forces. The first data set comprised of simulation results from the CFD code Cobalt
LLC from Georgia Institute of Technology (GIT) [13]. The second data set consisted
of CFD results from the FUN2D code used by Aviation Engineering Directorate
(AED) [14]. When the flow is fully attached (α ≤ 10◦), there is a good agreement
between the RANS-based CFD predictions and the lookup table data for integrated
lift. As the flow begins to separate at 11◦ angle of attack due to the adverse pressure
gradient, the attached boundary layer gets thicker. Substantial anisotropic turbulent
structures enter the outer part of the boundary layer. RANS model simply average
out those turbulent structures leading to delay in the predicted onset of stall. As
a result, lift is over-predicted along with higher pressure peak. Drag and pitching
moment predictions also deviate from experimental data in the range 12◦– 15◦. From
the comparison, it is evident that RANS model performs poorly in the near-stall
regime of 11◦– 15◦.
DNS and LES approach
Unlike RANS model, scale resolving approaches such as DNS (Direct Numerical Sim-
ulation) and LES [18] (Large Eddy Simulation) are capable of comprehensively cap-
turing turbulent flows of any complexity. DNS resolves all the temporal and spatial
scales of the flow without any modeling/approximation of the flow. This approach is
the most accurate numerical representation of the flow but remains prohibitively ex-
pensive in terms of the computational resources at practical Reynolds number. LES
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also resolves most of the turbulent length scales and is more accurate than RANS
model in capturing three-dimensional and unsteady flow features. The predictive
power of LES in capturing unsteady physics comes at the price of up to two orders
of magnitude increase in the required computational resources [19].
Hybrid RANS-LES approach
The need for higher accuracy at reduced computational resources has led to the
development of hybrid RANS-LES methods. Hybrid RANS-LES methods behave
as LES in the region where the grid is fine enough to directly resolve the larger
eddies and as a RANS model in the region where the grid is too coarse for direct
resolution of the eddies. A number of hybrid models have been developed over the past
two decades. Among these methods, DES (Detached Eddy Simulation) type hybrid
RANS-LES methods have gained considerable importance because of their accuracy
in the prediction of flows with separation and their straightforward integration into
established turbulence models. DES type methods are non-zonal [20]– they are able
to auto-switch between RANS and LES based on the local grid and flow parameters.
The first DES type hybrid method which is also called the DES method models the
boundary layer using RANS mode and resolves the flow features outside the boundary
layer using LES mode. DES method has been shown to perform better than RANS
model for flows with massive separation [21].
A number of computational studies have employed RANS, DES and DDES formu-
lations to predict aerodynamic behavior of airfoils at various angles of attack. Smith
et al. [33] conducted numerical grid resolution study on two airfoils using RANS and
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hybrid RANS-LES methods. Their main objective, however, was to investigate the
effects of grid topology on the numerical flow solutions predicted by Hybrid RANS-
LES methods. Medida and Baeder [34] conducted the detailed numerical study to
obtain static and dynamic stall characteristics using RANS and DES type methods.
They found that DDES method was not able to predict the onset of stall accurately
and poorly resolved incipient flow separation near the trailing edge.
The turbulence length scale plays a key role in determining the location of the
switch and dominantly governs the eddy viscosity production in the boundary layer
provided RANS mode is active. The definition of turbulence length scale is open to
interpretation and there are few definitions suggested in the literature [35, 36]. By
definition, DES type methods impose RANS mode in most of the boundary layer and
will also inherit the limitations of RANS model has in capturing flows with the thick
boundary layer. For example, under strong adverse pressure gradient, the RANS
based Spalart-Allmaras turbulence model predicts excessive modeled turbulence in
the outer part of the boundary layer of the flow and makes the boundary layer resistant
towards separation [23]. This will cause a hybrid method to also delay the transition
from model to resolved turbulence. For such flows, it is important to evaluate length
scales for their ability to obtain correct modeled and resolved stresses at the RANS-
LES switching interface. Realizing a length scale definition which leads to correct
stress predictions within the boundary layer can significantly improve flow prediction
accuracy and can capture stall events precisely.
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1.4 Objectives
The aim of this thesis is to enhance numerical techniques for predicting separated
and stalled flows and to contribute to the understanding of these flows. The technical
challenges associated with the numerical analysis of separated flow are realized and
the following objectives are accomplished based on this realization:
• DES type hybrid models of varying fidelity are evaluated to accurately resolve
the flow at different extents of separation and in a comprehensive angle of attack
range. Emphasis is laid on capturing the correct (physical) turbulence near the
boundary layer region at the near-stall regime where the lower fidelity models
have failed.
• The impact of explicit numerical techniques to account for laminar-turbulent
transition [38] and adverse pressure gradient [39] is noted as they are used in
conjunction with DES type methods.
• The sensitivity of hybrid RANS-LES methods toward turbulence length scale
and anisotropy of grid is investigated. Conventional shielding parameters used
in the DDES formulation are also assessed. Based on the analysis, an alternative
turbulence length scale is proposed along with suitable shielding function that
facilitated highly accurate predictions for weakly separated flows.
• Development of numerical framework is established that resulted computation
of highly accurate aerodynamic characteristics of rotorcraft pertinent SC1095
and VR12 airfoils under static and dynamic conditions.
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The end result of this work is a high fidelity numerical framework based on hybrid
RANS-LES methods and relevant computational techniques that are able to provide
precise aerodynamic characteristics of rotorcraft pertinent SC1095 and VR12 airfoils




Simulations were performed using the CPU based Overset Transonic Unsteady Rotor
Navier–Stokes (OverTURNS) flow solver [40] and the GPU based unsteady Navier–Stokes
solver [43, 44]. Both the solvers share similar numerical capabilities. This chap-
ter details the numerical setup employed by the solvers to conduct detailed Hybrid
RANS-LES simulations. At the core, a system of partial differential equations gov-
erning unsteady, compressible fluid flow is numerically solved in a Eulerian frame-
work. The final form of the governing equations is obtained through the following
sequence of transformations applied to their three-dimensional Cartesian form: (1)
Non-dimensionalization, (2) Curvilinear coordinate transformation and (3) Reynolds-
averaging. These transformed equations are numerically discretized on a computa-
tional domain in both space and time to obtain a system of coupled algebraic equa-
tions, which are then solved to obtain the flow field solution.
32
2.1 Governing equations
The three-dimensional, unsteady, Navier–Stokes equations describe the behavior of
fluid flow. In this work, they are used to represent compressible, non-reacting, ideal
gas flow across the boundary of a closed domain known as a control volume. They
ensure universal laws of conservation of mass, momentum, and energy in the control























where Q is the vector of conserved variables, Fi,Gi and Hi are the inviscid flux vectors,
and Fv,Gv and Hv are the viscous flux vectors. S represents the vector of body forces
and accounts for a change in reference frame. The vector of conserved variables, Q,










where, ρ is the fluid density, and (u, v, w) are components of the fluid velocity along












here, e is the internal energy per unit mass. The vector of primitive variables is given





















































uτxz + vτyz + wτzz − qz

(2.9)
where, qx, qy, and qz are heat conduction terms expressed as a function of temperature




(j = x, y, z) (2.10)
The viscous stress tensor for Newtonian fluids, τij, formulated using Stokes’ hypothesis















, δij = 1 if i = j; δij = 0 if i 6= j (2.11)







where, C1 = 1.4×10−6kg/(ms
√
K) and C2 = 110.4 K for air at standard temperature
and pressure. To close the system of equations, the equation of state for ideal gas is
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used:
p = ρRT (2.13)
where R is the gas constant. Since all the flows studied in this work involve air at
standard temperature and pressure, the calorically perfect gas assumption is valid.
A calorically perfect gas is an ideal gas with constant specific heats. Specific heat at








The following relations between thermodynamic quantities are applicable to calori-
cally perfect gases:
e = cvT (2.15)
p = (γ − 1)ρe (2.16)
The total energy per unit volume, E, can now be re-written in terms of pressure, p,









u2 + v2 + w2
)
(2.17)
In the above equations, the value of the ratio of specific heats (γ) is 1.4 for air at
standard temperature and pressure.
2.2 Rotating Reference Frame
When simulating problems with moving bodies, the computational grid is usually
translated and rotated based on the path of the solid surface. In such cases, the
36
governing equations are solved in an inertial frame of reference. This method increases
computational time since it requires the calculation of grid-related quantities (such as
metrics, surface normals, etc.), and to perform domain connectivity related operations
for overset meshes at each time step. To solve the equations in a non-inertial reference
frame, the three velocity components (u, v, w) in the convective flux vectors of the
governing equations (Eq. 2.4–2.6) are replaced by (u − ug, v − vg, w − wg), where
Ug = (ug, vg, wg) = Ω × r is the vector of grid velocities due to rotation, and Ω =
(Ωx,Ωy,Ωz) is the angular velocity vector. In addition, Coriolis acceleration terms











2.3 Non-dimensional Form of Equations
The governing equations are often solved in their non-dimensional form. There are
two advantages of doing this:
1. parameters such as Mach number and Reynolds number can be varied indepen-
dently,
2. All flow variables are normalized to fall in the vicinity of (0,1), thereby reducing
numerical inaccuracies that may occur due to mathematical operations between
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largely different values.
All independent and dependent variables are non-dimensionalized using a set of ref-
erence variables indicated by the ∗ superscript in the equations given below:
x∗ = x
L
, y∗ = y
L
, z∗ = z
L





, v∗ = v
a∞
, w∗ = w
a∞





, p∗ = p
p∞a2∞
, T∗ = T
T∞
(2.21)
For problems involving airfoil sections, the chord length of the airfoil is chosen as the
reference length, L. Substituting the above relations into the governing equations in
Eq. 2.1 gives a new set of equations in terms of the non-dimensional variables. The
non-dimensional equations are identical in form to the dimensional equations except
for the viscous stress tensor and thermal conduction terms. Modified viscous stress

























All independent and dependent variables in the above two equations are non-dimensional,
and the superscript ∗ representation is not used. The new non-dimensional parame-
ters that are formed as a result of non-dimensionalization are given below:













For air at standard temperature and pressure, the Prandtl number, Pr = 0.72. V∞







Figure 2.1: Curvilinear mapping of physical space onto computational space. Repro-
duced from [41].
2.4 Curvilinear Coordinate Transformation
Although the Cartesian form of the N-S equations is applicable to any computational
grid topology, it is sometimes necessary and convenient to rewrite them in a gener-
alized, body-conforming coordinate system when using structured grids. Due to the
definition of numerical spatial derivative stencils based on uniform grid spacing, they
are not suitable for grids with non-uniform spacing and rapid stretching. A Curvi-
linear coordinate transformation maps the governing equations from a non-uniform
spaced Cartesian domain (x, y, z) onto a computational domain (ξ, η, ζ) with equal
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grid spacing, as shown in Fig. 2.1. This is achieved by applying the chain-rule of



















[ξtQ+ ξx (Fi + Fv) + ξy (Gi +Gv) + ξz (Hi +Hv)]
F̃ = 1
J
[ηtQ+ ηx (Fi + Fv) + ηy (Gi +Gv) + ηz (Hi +Hv)]
G̃ = 1
J





J is the Jacobian of the coordinate transformation, defined by the determinant of the
3× 3 matrix ∂(ξ, η, ζ)
∂(x, y, z)
.
2.5 Numerical Algorithms Within the Solver Frame-
work
This section describes the various numerical algorithms for spatial and temporal dis-
cretization of the governing equations, numerical boundary conditions, and conver-
gence acceleration techniques available in the in-house computational solvers. The
Curvilinear form of the RANS equations is solved using a cell-averaged finite-volume
technique. The control volume is a computational cell defined around each grid point
on a structured mesh. This cell is created by joining the mid-points of the edges
of the mesh, as shown in Fig. 2.2. Inviscid and viscous fluxes are evaluated at the
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interfaces of this computational cell, and integrated over all faces of a cell to obtain
the time rate of change of the conserved quantities at each time step. The resulting






















where, (j, k, l) are the indices corresponding to the grid points in (ξ, η, ζ) directions
respectively and (j ± 1
2
, l ± 1
2
, l ± 1
2
) define the interfaces of the computational cell.
Spatial discretization techniques used to evaluate the inviscid and viscous flux con-
tributions at each cell face are described in the following two sections.
Figure 2.2: Schematic of a computational cell on a structured mesh. Reproduced
from [41].
2.5.1 Inviscid Fluxes
Evaluation of inviscid fluxes (Eq. 2.4–2.6) involves two steps: (1) reconstruction of the
primitive variables at cell faces, and (2) evaluation of the fluxes at cell faces using re-
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constructed primitive variables. Reconstruction schemes for systems with hyperbolic
properties are often based on some form of upwinding, through inclusion of explicit
or implicit dissipation terms. This ensures that the numerical scheme respects the
direction of wave propagation and uses information only from the upstream direction.
In this work, the third-order Monotone Upstream-Centered Scheme for Conservation
Laws (MUSCL) [51] and fifth-order Compact Reconstruction Weighted Essentially
Non-Oscillatory (CRWENO) scheme [52] is used for the reconstruction of left and









at each cell face is expressed as a function of the cell-averaged values (qi−1, qi, qi+1)

































where,φi is Koren’s differentiable limiter [53] given by:
φi =
3∆qi∇qi + ε
2 (∆qi −∇qi)2 + 3∆qi∇qi + ε
(2.32)
ε is a small number used to prevent division by zero, and ∆ and ∇ are forward and
backward difference operators defined by ∆qi = (qi+1 − qi) and ∇qi = (qi − qi−1).
The reconstructed left and right states are used to compute inviscid fluxes at each

















∣∣∣Ã (qL, qR)∣∣∣ qR − qL
2
(2.33)
where, FL and FR are the left and right state fluxes, and Ã is the Roe-averaged
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Jacobian matrix. The second term on the right-hand side of the above equation
represents numerical dissipation. Harten’s entropy correction to Eigenvalues of the
flux Jacobian is given by [55]:
|λ| =

|λ| , if |λ| > δ
λ2+δ2
2δ
, if |λ| ≤ δ
(2.34)
where, δ = max[0, (λi+1/2 − λi), (λi+1 − λi+1/2). The over-bar on λ indicates Roe-
averaged Eigenvalues.
CRWENO scheme computes the flux at a given cell interface from the fluxes
at cell centers using a fifth order compact interpolation. A biased 3-point stencil



















where the quantities with hat denote the approximate flux functions at cell interface
and quantities without hat are the fluxes directly obtained from conservative variables
at cell center.
2.5.2 Viscous flux
Viscous fluxes (Eq. 2.7–2.9) in the Curvilinear form of governing equations contain














































and δ = (α, β).
2.5.3 Time Integration
After the inviscid and viscous fluxes on the right hand side of Eq. 2.29 are evaluated,
the semi-discrete equation is integrated using a second-order accurate backwards in
time method (also knowns as BDF2). Backwards-in-time methods are known as
implicit time marching methods. They are more suited for boundary layer flows due
to their superior stability and convergence characteristics compared to explicit time
marching methods. In implicit methods, fluxes and source terms on the right-hand
side of the semi-discrete equation are evaluated at the new time level, n + 1. The
































3Q̃n+1 − 4Q̃n + Q̃n−1
2∆t
(2.39)
The above non-linear equation is linearized in time using a Taylor series expansion
about Q̃n as follows:


























respectively. The source term S is also linearized in a
similar manner. Since the linearization operator is second-order accurate, it will not
degrade the time-accuracy of the BDF2 scheme. The linearized form of Eq. 2.38 in

















The right-hand side of the above equation represents the physics of the flow field, and
the left-hand side represents the numerics responsible for stability and convergence of
the solution. The above system of equations produces a banded matrix of algebraic
equations that is solved using an approximate factorization method. Either Lower-
Upper Symmetric Gauss-Seidel (LUSGS) method [56] or Diagonalized Alternating
Direction Implicit (DADI) method is used to invert the linearized system of equation.
LUSGS
In the LUSGS algorithm, the left-hand side of the equation is factorized by grouping
terms into a lower diagonal (L), an upper diagonal (U), and a main diagonal (D) as
follows:




































This system is solved to obtain the solution update (∆Q̃) using a two-step procedure
as shown below:
[D + L] ∆Q = −∆t [RHS]n (2.48)
[D + U ] ∆Q̃ = D∆tQ (2.49)
Since L, D, and U are block matrices of size 5 × 5 for the three dimensional N-S
equations and 4× 4 for the two dimensional N-S equations, inverting the above two
equations is computationally expensive. The main diagonal (D) is reduced to a scalar


























where, Uξ is the contravariant velocity in the ξ-direction (and similarly for B̃ and C̃).
DADI
Another method of inverting the LHS is by using DADI [61]. The equation is rewritten
by Beam and Warming [63] and is first order implicit in time:









The original inversion has now been replaced by three less expensive inversions. The
computational expense can be further reduced by diagonalizing the inviscid compo-
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where Tξ is the set of left eigenvectors of matrix Âi and T
−1
ξ is the set of right
eigenvectors of matrix Âi. Similarly, Tη and Tζ are matrices corresponding to the
matrices B̂i and Ĉi respectively. The set of eigenvalues of matrix Âi are given in
matrix λξ. Similarly λη and λζ contain eigenvalues of B̂i and Ĉi.
Substituting this diagonalized form of the flux Jacobians and ignoring the viscous


















∆Q̂n = ∆t [RHSn]
(2.56)
Assuming that the eigenvectors of the inviscid flux Jacobians are locally constant in
the local neighborhood of (j, k, l), the above equation can be rewritten as:
Tξ [I + ∆tδξλξ]T
−1
ξ Tη [I + ∆tδηλη]T
−1
η Tζ [I + ∆tδζλζ ]T
−1
ζ = ∆t [RHS
n] (2.57)
The diagonal algorithm reduces the block tridiagonal inversion to 5×5 matrix multi-
plications and scalar tridiagonal inversions. The diagonal algorithm described above is
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rigorously valid for the Euler equations. This is because we have neglected the implicit
linearization of the viscous fluxes. The viscous flux Jacobians are not simultaneously
diagonalizable with the inviscid flux Jacobians and therefore an approximation to the
viscous Jacobian eigenvalues have to be used and is given by:



























The new form of diagonal algorithm is given by
Tξ [I + ∆t (δξλξ − δξξλυ (ξ))]T−1ξ T [I + ∆t (δηλη − δηηλυ (η))]T
−1
η
Tζ [I + ∆t (δζλζ − δζζλυ (ζ))]T−1ζ ∆Q̂n = ∆t (2.61)
Dual time stepping
Approximation of the LHS results in factorization errors. To remove these factor-
ization errors and to recover time accuracy, one must perform sub-iterations at each
physical time step. To carry out these iterations, eq. 2.29 can be modified to consider
















Convergence of the pseudo-time (sub-iterations) at each physical time step is impor-
tant for obtaining an accurate transient solution. Discretization of eq. 2.29 with first






























































The above equation has similar form as eq. 2.43 and therefore can be solved either








This term should approach zero as the solution converges during the sub- iterations.
Typically, a drop in the unsteady residual on the order of one to two orders of magni-
tude may be considered to be sufficient to ensure that the iteration error is less than
the other remaining discretization errors. If the pseudo time size is made very large
τ , then h → ∞ and we obtain a Newton sub-iteration scheme. If no sub-iterations
are used, then the traditional Euler implicit method is recovered.
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2.5.4 Initial Conditions
The unsteady Navier-Stokes equations represent an Initial Boundary Value Problem
(IBVP), which means that the evolution of the solution in time is influenced by the
initial conditions and boundary conditions specified in the computational domain.
This section describes the manner in which the initial conditions are specified.
To perform the time integration of the Navier-Stokes equations, an initial flow
field consisting of the primitive variables (ρ, u, v, w, p) must be specified at each grid
point. In this work, two types of problems are solved: (1) steady-state, and (2)
transient (or time-accurate). For steady state simulations, initial conditions do not
affect the converged solution. However, a good choice of initial conditions can improve
the convergence behavior of a steady-state simulation. In simulations of external
aerodynamic flows, the entire flow field is typically initialized with the free-stream
values. Since the non-dimensionalized N–S equations are used in this work, initial
values of (u, v, w) are deduced from free-stream Mach number components along the
Cartesian coordinate directions. For the current choice of reference quantities, it can
be shown that free-stream density (ρ∞) is unity and free-stream pressure (p∞) is
1
γ
, where γ = 1.4 is the ratio of specific heats for air at standard temperature and
pressure.
2.5.5 Boundary Conditions
This section presents the numerical treatment of the physical and artificial boundaries
that are part of the current simulations. Examples of physical boundary conditions
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are the specification of primitive variables on a solid wall boundary through a no-
slip condition or an adiabatic/isothermal requirement. Artificial boundaries such as
an inlet or outlet are created due to the truncation of the computational domain
to a finite size. In this section, the discussion of boundary conditions is limited to
those arising in external flow problems simulated on a structured O-mesh and C-mesh
with both types of mesh extruded in the span-wise direction. The relevant boundary
conditions specified on a C-mesh and O-mesh are shown in Fig. 2.3.
(a) C-topology (b) O-topology
Figure 2.3: Boundary conditions on a structured C-topology mesh and an O-topology
mesh. Reproduced from [60].
Wall Boundary
At a viscous solid wall, the no-slip and no-penetration conditions are enforced. All
velocity components are set to zero for grid points on a stationary wall boundary.
For moving walls, the velocity components are set to based on the surface motion.
Density is extrapolated from the interior of the domain. Pressure on wall boundary is
obtained either by extrapolation or by solving the normal momentum equation [55].
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Wake-cut Boundary
A key component of a C-topology mesh is its wake-cut adjacent to the solid wall
boundary. It consists of two identical grid lines overlapping in the same physical
space. Since the wake-cut is an artifact of the topology, continuity of flow must
be ensured across this “boundary”. This is achieved by an explicit averaging of the
solution on grid points from either side of the wake-cut and setting the two overlapping
grid lines to the averaged solution.
Far-field Boundary
In external flow simulations, the computational domain is truncated to a finite size,
thus creating an artificial boundary. Specification of such a boundary condition must
ensure that no spurious information propagates across the boundary: (1) waves that
are going out of the domain must be allowed to pass through without any spurious re-
flections back into the domain, (2) only physical disturbances must be propagated into
the domain from the exterior. In this work, non-reflecting boundary conditions based
on one-dimensional Riemann invariants are used at far-field boundaries [55]. These
boundary conditions are strictly designed to allow small disturbances to pass through
the far-field boundary in the absence of strong mean flow gradients approaching the
boundary. Therefore, meshes for external flow problems are typically generated with
the far-field boundary located at large distances from regions of flow activity, such
as flow past a solid body. Mesh stretching is also employed towards the far-field
boundary to numerically dissipate strong flow gradients.
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Periodic Boundary
Periodic boundary conditions are used when the physical geometry and the expected
pattern of the flow solution have a periodically repeating nature. In the airfoil sim-
ulations conducted in the present work, there exists periodicity of geometry and the
flow behavior in the span-wise direction. As a result, periodic boundary conditions
are applied in the span-wise direction. This saves computational resources as the
length of the computational domain in the span-wise direction can be limited to half
a chord. By applying periodic boundary conditions at the faces of the computational
domain normal to the span-wise direction, a wing of an infinite span is simulated
effectively.
2.6 Parallelization
An accurate resolution of the boundary layer and incipient separation using DDES
type methods requires a well-resolved mesh in the region around the airfoil. All the
meshes used in this work have the smallest wall-normal spacing of y+ ≤ 0.5 and
the stretching ratio is close to unity in the near-surface region of the airfoil. This
stretching ratio ensures that the cells are as close to isotropic in the boundary layer
region. The mesh spacing in the span-wise direction is kept small to the order of 0.006
chords which is recommended for the DDES type methods [25]. Because of memory
constraints, a single GPU/CPU processor cannot accommodate the computational
domain entirely. A typical GPU card with a video RAM size of 6 Gigabytes is able to
support only up to 3.5 million mesh points whereas a well-resolved airfoil domain used
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in the current work comprises of nearly 7 million mesh points. Additionally, DDES
type simulations can be considerably expensive due to the extended computation time.
A large number of iterations are needed with small time-steps to achieve statistical
convergence in simulations of flow that undergo incipient separation.
Because of the need to speed-up turbulent simulation, and also overcome mem-
ory limitations of available GPU cards and CPU processors, it becomes imperative
to divide the computational domain into smaller sub-domains. Both the solvers are
capable of dividing the computational domain among multiple processors using the
domain decomposition approach and running the simulations simultaneously on all
processors. The OverTURNS code is written using the FORTRAN 77/90 program-
ming language in a modular fashion. The code is parallelized using the Message
Passing Interface (MPI) library. An equally capable MPI library is available for The
GPU based solver which is developed using CUDA-C programming language.
With domain decomposition, the computational domain is divided into similarly
sized blocks and solved as subproblems. Each processor is assigned the job of solving
the governing equations on a unique mesh block. At the end of each time step, the
exchange of relevant data between blocks sharing a common interface is handled by
the MPI implementation. Figure 2.4 shows an O-mesh with a span-wise extent of half
chord being split into multiple blocks along the airfoil span. Generally, the domain
decomposition is preferred in the span-wise direction since splitting in the wall-normal
direction may affect solution convergence and accuracy, due to the presence of strong
gradients in the boundary layer.
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Figure 2.4: Spanwise domain decomposition of an O-topology airfoil mesh.
2.7 Summary
Details of the governing equations and their numerical solution methodology in the
in-house CFD solvers were summarized in this chapter. Techniques specific to high-
fidelity airfoil simulations were presented. The discussion also included advanced
algorithms such as reconstruction schemes and All-Mach correction that was used in
this work. In the next section, the fundamentals of turbulence modeling are discussed




Turbulence Physics and Modeling
A wide variety of methods exist to represent turbulence each with specific pros and
cons terms of computational cost and prediction accuracy. These methods can be
classified in the increasing order of computational cost as shown in figure 3.1. The
increasing computational cost also corresponds to decreasing empiricism starting from
RANS model in which the complete range of turbulent motions are described by the
mathematical model to DNS in which all the turbulent motions are directly resolved
in space and time.
Figure 3.1: Key turbulence treatment methods arranged in the increasing order of
computational cost. Reproduced from [26] .
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3.1 Direct Numerical Simulation (DNS)
DNS is an approach resolving all the spatial and temporal scales present in a turbulent
flow field. However, it is well established that DNS simulations are prohibitively
expensive for flow problems at relatively high Reynolds numbers. It is because as
the Reynolds number increases, the magnitude of the smallest turbulent length scale
(Kolomogorov scale) relative to the largest scales decreases. Since the turbulence is
three-dimensional in space and unsteady in time, the requirement of resolution of all
scales increases the numerical cost of DNS strongly with the higher Reynolds number.
Since the smallest spatial eddies must also be resolved temporally, the numerical time
step size also gets smaller. Pope [27] estimated that for an isotropic turbulence in a
cubic domain of length lo, the number grid points needed to resolve all the spatial
scales is proportional to 160Re3lo . The scaling gets worse for the non-isotropic flows.
Given the correct grid-resolution and sufficient small time-step size, DNS contains no
empiricism and provide most accurate results.
3.2 Reynolds-Averaged Navier–Stokes Equations
(RANS)
The Reynolds-Averaged Navier–Stokes (RANS) equations along with addition turbu-
lence models present an affordable alternative to DNS simulations. RANS equations
describe the turbulence statistically with the help of mathematical models. These
models assume a steady mean flow-field with no turbulent motion being resolved di-
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rectly. As such steady-state solutions can be computed on highly anisotropic grids
with relatively larger wall-normal spacing and substantially reduced computational
cost. For this reason, RANS models are used widely in the industry for the CFD
analysis. In the RANS approach, dependent variables in the baseline governing equa-
tions (2.1–2.9) are decomposed into their mean and fluctuating components. This
decomposition is called Reynolds decomposition. if φ(xi, t) is the unsteady turbulent
field, then Reynolds decomposition results into:
φ(xi, t) = φ(xi) + φ
′(xi, t) (3.1)
and the resulting Navier–Stokes equations are averaged over a period of time. In the







where ∆t is of the order of the duration in which the flow achieves a steady state
solution.
Now, many important flows exhibit unsteadiness without necessarily transitioning
to turbulence. This unsteadiness can arise from hydrodynamic instabilities such as
vortex shedding behind a blunt trailing edge of airfoil section or shock related os-
cillations. In such cases, performing time-averaging over large ∆t is not applicable
and will lead to a significant source of error in the transient flow solution prediction.
Instead, time-averaging over a suitable finite time period is required, such that the
non-turbulent unsteadiness is resolved in the mean flow and the turbulent fluctua-
tions are described by the RANS model. Such a simulation is called unsteady RANS
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f ′dt = 0 (3.3)
The following relations hold for sum and product of any two fluctuating quantities:
fg′ = 0 fg = f̄ ḡ f + g = f̄ + ḡ (3.4)
The most important identity is that the time-average of the product of two fluctuating
quantities is not zero:
f ′f ′ 6= 0 and f ′g′ 6= 0 (3.5)
In the Reynolds decomposition approach, dependent variables in the Navier–Stokes
equations are written as sum of their mean and fluctuating components as shown
below:
u = u+u′ v = v+u′ w = w+w′ ρ = ρ+ ρ′ p = p+ p′ T = T +T ′
(3.6)
Substitution of the Reynolds-decomposed dependent variables in Eq. 3.6 into the in-
stantaneous, unsteady Navier–Stokes equations in Eq. 2.1, followed by time-averaging
of the equations gives rise to a new set of governing equations. These are known as the
Reynolds-Averaged Navier–Stokes equations (RANS). The Reynolds-averaged conti-



















where the time-averaged viscous stress tensor is









These are identical in form to the unsteady incompressible Navier–Stokes equations,
except that the time-averaged quantities φ have replaced the instantaneous φ quanti-
ties, and there is now an additional tensor ρu′iu
′
j. The tensor behaves as an apparent
stress tensor due to the transport of momentum by turbulent fluctuations. Hence it
is commonly known as the Reynolds Stress Tensor (τij):
(τij)turb = −ρu′iu′j (3.10)
Closure to the RANS equations requires representation of the Reynolds stress tensor
(τij) in terms of the mean flow quantities. The area of research concerned with
finding closure to the RANS equations is known as Turbulence Modeling and the
specific methods of closure are called Turbulence Models.
3.3 Boussinesq Eddy Viscosity Hypothesis
One approach to turbulence closure of the RANS equations is to solve six additional
transport equations, one for each of the stress tensor components, along with an
equation for the energy dissipation rate. These models are categorized as Reynolds
Stress Models (RSM) [47, 48]. Although Reynolds stress models adopt the most
physically realistic approach to turbulence modeling, they are expensive and suffer
from issues of robustness and convergence. A more common method of approximating
60
the Reynolds stress tensor is based on the hypothesis that the effects of turbulence
are analogous to an molecular viscosity. This hypothesis is called the Boussinesq eddy
viscosity hypothesis and it relates the Reynolds stress tensor to the mean strain rate
as follows:





























and µt is a scalar value known as the turbulent or eddy viscosity. With this as-




















The turbulent kinetic energy term on the right-hand side is typically absorbed into the
pressure term of the inviscid fluxes (Eq. 2.4–2.6). This approach assumes isotropic
turbulence, which causes it to perform poorly for flows with significant turbulence
anisotropy, such as decelerating boundary layers. Turbulence modeling research in
the past few decades has produced hundreds of models to evaluate turbulent kinetic
energy and eddy viscosity in the flow field as a function of mean flow quantities. This
class of models that compute eddy viscosity to close the RANS equations are referred
to as linear eddy viscosity models (LEVM). These models range from zero-equation
algebraic expressions such as the Baldwin-Lomax model [49] to the four-equation
ν2− f model [50]. Most of the turbulence models are calibrated to match theoretical
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solutions and experimental data for canonical flows such as boundary layers and free
shear layers. Therefore, a significant level of empiricism is present in turbulence
modeling.
3.4 Large Eddy Simulation (LES)
The basic theory and idea of LES were formulated by Smagorinsky [28]. LES lies in
between RANS and DNS in the manner that the large turbulent scales are resolved
directly and the smaller scales are approximated by a mathematical model. According
to the theory of Kolmogorov, the larger scales contain the majority of the energy and
are most important in determining the flow behavior. Resolving them directly leads
to high accuracy in LES. The smaller scales only contribute a fraction of the total
energy and are assumed to behave uniformly and are easily modeled.
The energy distribution of these scales is shown in Figure 3.2. The Kolmogorov’s
law is indicated by the straight line in the figure and is defined by:
E(k) = Ckε
2/3k−5/3 (3.14)
where Ck is a constant around 1.5, ε is the energy dissipation rate and k the wavenum-
ber (proportional to the inverse of the length scale). The energy spectrum is roughly
divided into three regions:
1. The first region is characterized by the larger eddies which contain the most
energy and are denoted by the wavenumber ki .
2. The second region contains the eddies which follow the Kolmogorov’s law and
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this region is known as the inertial subrange. The region is dominated by the
transitive scales and transfers energy from the large to the small scales.
3. The last region is the dissipative range and contains the very small scales. The
behavior of the eddies is dominated by the viscosity and energy transfer from
the larger scales. It can be assumed that they do not depend on the larger
scales and therefore are not aware of geometric boundaries.
Figure 3.2: The energy spectrum divided into three regions: A energy-containing
part, a region which transfers the energy to the smaller scales and the dissipation
region. Reproduced from [29].
3.4.1 LES filter
In Figure 3.2, the cutoff wavenumber Kc denotes the scale separation between the
larger and smaller scales and filtering is used to separate large scales from the small
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scales. The filter is based on a locally derived weighted average of the flow properties
over a volume of a fluid element. An important feature of the filter process is the
filter width ∆. The turbulent length scales larger than ∆ are retained in the flow
field, whereas the smaller scales, the Sub-Grid Scales (SGS) are left to be modeled.
Similar to RANS, the notion here is to express flow variables as a contribution of the
large and small scales:
u = u+ u′ (3.15)
The over-bar refers to the larger, resolved scales, whereas the prime corresponds to
the smaller scales. The filtering process to obtain the larger scales is defined as:
ū =
˛
u(x′)G(x, x′; ∆)dx′ (3.16)
where the filter function G(x, x′,∆) satisfies following condition:
˛
G(x, x′; ∆)dx′ = 1 (3.17)
Figure 3.3 illustrates one-dimensional representation of the filtering operation of a flow
variable. A standard implicit top-hat filter is used in the current work. This filter
is simply defined as the average over a rectangular region and is applied effectively
to finite volume methods. If the grid-spacing is chosen to be the filter width ∆, the













Figure 3.3: A representation of an arbitrary filter function of a flow variable. Repro-
duced from [30].
3.4.2 Filtered Navier-Stokes equation
When the filter is applied to the incompressible Navier–Stokes equations, one obtains




















The non-linear convection term in Navier–Stokes equations causes a dependency be-
tween the resolved and unresolved scales. The influence of the unresolved scales are
incorporated in the sub-grid stress tensor, which includes the residual stresses. This
is defined as:
τRij = ρ (uiuj − ūiūj) (3.21)
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A numerical model with an appropriate quality and quantity of numerical dissipation
is needed to provide correct dissipative action of the unresolved scales. In this work,
Smagorisnky [28] model is used to define the unresolved scales in LES and is described
in the next section
3.4.3 The Smagorinsky model
This is the most widely used sub-grid scale model to define the unresolved scales in
LES and was proposed by Smagorinsky [31]. Similar to RANS, this model is also an
eddy viscosity model employing the Boussinesq hypothesis (section 3.3) to relate the
sub-grid scale stresses to the local flow strain. Therefore, the stress tensor can be
written as:














There are some deficiencies pertaining to the Smagorinsky model. The Smagorinsky
parameter Cs is not a constant and varies for homogeneous and sheared flows. There-
fore, a fixed value is not suited for separating flows with mixed turbulence phenomena.
The effect of wall proximity in the viscous sublayer is also not correctly reproduced
by the model. The method requires additional damping which is provided through
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modification of grid length scale ∆ in this work. After substitution, the filtered incom-















[(ν + νsgs)S̄ij] (3.25)
The similarity of the equations 3.20 and 3.25 forms the basis of DES type Hybrid
RANS-LES methods.
3.5 Turbulence closure model
One of the most widely used turbulence models in aerospace applications is the one-
equation Spalart–Allmaras (SA) model [46]. It is based on solving additional trans-
port equation to compute eddy viscosity νt and is known for its accuracy and numer-
ical robustness for many internal and external flow problems. The turbulent eddy
viscosity is defined as:







Here, cv1 is a constant and ν represents the molecular viscosity. ν̃ is the working
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Constant values are set of constants are listed in table 3.1.
cb1 = 0.135 cσ = 2/3
cb2 = 0.622 κ = 0.41
cw2 = 0.3 cw3 = 2
cν1 = 7.1 cw1 = cb1/κ
2 + (1 + cb2)/cσ
Table 3.1: List of constants corresponding to Spalart–Allmaras model.
3.6 Hybrid RANS-LES methods
Hybrid RANS-LES methods typically use LES in the vicinity of the wall where tur-
bulent boundary layer needs to be resolved. Away from the wall RANS modeling is
used. The zonal class of hybrid RANS-LES technique usually provides an automated
and smooth transition from RANS to LES. The current work focuses on DES (De-
tached Eddy Simulation) type hybrid RANS-LES methods which were first proposed
by Spalart [20]. The general idea behind these types of models is to combine the
advantages of both RANS and LES. More precisely, the model acts as a RANS model
in attached boundary layers and turns into LES for the separated flow regions. The
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switching between two models depends on the local grid-resolution. An overview of
DES and DDES (Delayed Detached Eddy Simulation) and the issues encountered
with these models are addressed in the next section.
3.6.1 Detached Eddy Simulation (DES)
The standard DES implementation [20] combines the standard Spalart–Allmaras
RANS model with the Sub-Grid Scale (SGS) LES by modifying the length scale
in the destruction term of the SA turbulence model. The modified length scale d̃
is defined as the minimum of the wall normal distance d and the length parameter
proportional to the local grid spacing:
d̃ ≡ min(d, CDES∆) (3.33)
Here CDES is a constant calibrated through experiment of homogeneous turbulence.
The sub-grid length scale ∆ is based on the local grid spacing and is equal to the
maximum of local grid spacing in the standard implementation.
Although this formulation is very promising, it still encounters some drawbacks.
Problems arise when the wall bounded flows have thick boundary layers and small
separation regions. In this case, the wall-parallel grid spacing often becomes less
than the boundary layer thickness. The grid spacing is then fine enough for the DES
length-scale to follow the LES branch in accordance with 3.33. LES mode within the
boundary layer leads to depletion of the modeled turbulent stresses and a correspond-
ing under prediction of skin friction [23]. This leads to separation of the flow, which
69
is not physical. This separation in literature is called Grid Induced Separation (GIS)
in the literature [32] and excessive reduction in modeled stresses is called Modeled
Stress Depletion (MSD). Because of direct dependency on grid spacing, DES method
requires the grid of specific size to avoid incorrect stress predictions.
3.6.2 Delayed Detached Eddy Simulation (DDES)
To eliminate grid induced separation, Menter and Kuntz [24] proposed a shielding
function that enforces RANS mode within the wall boundary layer. The shielding
makes the formulation independent of the mesh system thereby eliminating grid in-
duced separation that may occur due to the LES mode entering the boundary layer.
Spalart et al. [25] proposed a generic formulation of the shielding function, which
depends on turbulence length scale and eddy viscosity. The formulation resulted in
the DDES (Delayed Detached Eddy Simulation) method [25]. The modified length
scale definition in DDES is given by
d̃ ≡ d− fd max(0, d− CDES∆) (3.34)
with fd as the boundary layer shielding function. The shielding function makes
use of the internal length scale of the RANS model and the wall distance. In the
Spalart–Allmaras model (one equation model), the internal length scales are not
available. Hence, a parameter rd is used, which is the ratio (squared) of a model






where Ui,j are the velocity gradients, κ the Von Karman constant and d the wall
distance. This parameter is equal to 1 in the logarithmic layer and fall rapidly to zero
at the edge. The shielding function is given by:
fd = 1− tanh(8rd)3 (3.36)
and is designed such that its value will be 1 in the LES region (rd << 1) and 0
elsewhere. Figure 3.4 illustrates the switching mechanism near the boundary layer.
Figure 3.4: Switching mechanism of DDES method.
As per Spalart et al. [25], the values 8 and 3 in the definition of fd are based on
tests of DDES method over a flat-plate boundary layer. Considering adverse pressure
gradient present in typical flow over airfoils, the values in the expression of fd are





This chapter details the development of the computational framework needed to
achieve high accuracy in numerical prediction of static and dynamic stall flow events.
A baseline computational framework is described first. This baseline framework ex-
amines and incorporates existing numerical techniques from the literature that is rel-
evant in resolving flow undergoing laminar-turbulent transition and exhibiting weak
separation. The baseline computational framework is assessed through the results
obtained from numerical simulations of flow over SC1095 and VR12 airfoil sections.
Series of numerical simulations are then conducted in which the turbulence length
scales associated with hybrid RANS-LES methodology of the framework are ana-
lyzed along with the performance of the conventional shielding formulation. Based
on the analysis, a hybrid length scale is suggested and the shielding formulation is
revised to obtain high predictive accuracy from the framework
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4.1 Baseline Computational Framework
4.1.1 Initial Mesh Setup
The baseline computational framework is first evaluated by conducting numerical
simulations of flow over SC1095 airfoil section. SC1095 airfoil geometry is well suited
for its usage in helicopter rotor blade application because of its good compromise
between high Cl,max, low pitching moment and high drag divergence Mach number.
There are several geometrical variants of this airfoil available in the literature with
a decent number of experimental studies summarizing the corresponding sectional
characteristics. The SC1095 airfoil geometry used in this work is the standard model
comprising of a blunt trailing edge as shown in fig. 4.1b.
An O-grid is best suited to accurately model flow around the airfoil’s blunt trailing
edge. The grid generated for the baseline simulations comprises of 3 million nodes
with relevant clustering and specifications prescribed for DES type methods. Figure
4.1 shows the grid clustering near the leading edge, the trailing edge and the region
around the airfoil. This clustering is done to obtain nearly isotropic grid and to
capture unsteady flow features resulting from separated flow when the airfoil operates
in the stall and post-stall regime. The spanwise grid spacing is kept fine to 0.0068
chords with the spanwise extent of half a chord. The smallest grid spacing normal to
the surface is 10−5 chords which resulted in y+ ≤ 0.82 for the forward flow simulations
conducted at a Reynolds number of 2 million and Mach 0.3. The outer domain extends
to 50 chords from the airfoil to eliminate disturbances from the far-field boundary.
Final grid dimensions are 324× 124× 75. Since the grid fitted on a single GPU card,
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speed-up by a factor of 2.5 is obtained for simulations on a GPU card when compared
to simulations conducted on 20 CPU cores.
(a) Leading edge (b) Trailing edge
(c) Region around airfoil
Figure 4.1: Grid refinement in the computational domain of SC1095 airfoil using
clustering of points.
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4.1.2 Laminar-Turbulent Transition model
The SA turbulence model is not equipped to handle transitional flow problems since
it was developed and calibrated for fully turbulent flows at relatively high Reynolds
numbers. It treats the boundary layer as fully turbulent whereas an incipient bound-
ary layer under realistic flow conditions is typically in the laminar state without any
significant mixing between adjacent fluid layers. As the boundary layer develops,
instabilities may occur that will cause the transition to the turbulent state. The ade-
quate modeling of this laminar-turbulent transition is very important for the correct
prediction of wall-bounded flows as the transition substantially influences the skin
friction and the energy losses in the form of heat transfer. Without accounting for
transition, the model will over-predict the skin friction drag because of the greater
extent of mixing between adjacent layers of fluid within the boundary layer. Treating
the boundary layer as fully turbulent will have unfavorable implications on lift and
prediction of separation as well. A fully turbulent boundary layer can sustain stronger
adverse pressure gradient compared to the laminar boundary layer. This will reduce
the susceptibility of flow to separate thereby resulting in attached flow beyond the
practical stall limit. With this delayed stall, the lift will be over-predicted.
The laminar-turbulent transition in the current work is modeled using the correlation-
based transition model [37] which was integrated with SA turbulence model and re-
calibrated by Medida and Baeder [38]. This transition model comprises of transport
equations for the intermittency coefficient and the transition criterion. The intermit-
tency is indicative of the probability that a given point is located inside the turbulent
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region. The intermittency coefficient is the fraction of time during which the flow over
any particular point on the surface is turbulent. The transition criterion is expressed
by means of the local transition onset momentum thickness Reynolds number which
is strictly based on local variables. The transition model requires empirical relations
for the onset and the length of the transition region but performs proficiently for
complex three-dimensional shear flows.
Figure 4.2: Skin friction coefficient at upper and lower surface of SC1095 airfoil.
To quantify the influence of transition modeling, flow over SC1095 airfoil is simu-
lated at practical Reynolds number of 2 million and Mach 0.3. The angle of attack of
4◦ is selected to ensure that boundary layer remains attached throughout the upper
76
surface of the airfoil. Since the flow is fully attached, skin friction will depend strongly
on the nature of boundary layer. The SA-RANS framework is used to conduct simu-
lations with and without the transition modeling.
Figure 4.2 plots the skin friction drag along the upper and lower surface of the
airfoil for the two cases shown in red and green. When transition model is enabled, the
solver is able to capture the laminar-turbulent transition at the upper surface. This
transition is evident from the rapid increase in skin friction drag at about 20% chord
location at the upper surface. At the lower surface, transitional modeling predicts
a laminar boundary layer throughout. The predicted integrated drag coefficient,
in this case, is 0.008883 which matches well with the Look-up table data value of
0.008785 with the percentage error of 1.1%. In the absence of transition modeling,
the boundary layer on both surfaces is fully turbulent and as a result, the skin friction
drag is considerably over-predicted. The predicted integrated drag coefficient, in this
case, is 0.01026 which results in percentage error of 16.8% when compared with Look-
up table data. A very thorough verification and validation study of the transition
model implementation and calibration is presented in [42].
4.1.3 Correction for Adverse Pressure Gradient
The ability of turbulence models to accurately model the effects of strong adverse
pressure gradient (APG) is crucial to the prediction of boundary layer separation in
RANS simulations. It is known that eddy viscosity based turbulence models fail to
accurately predict stall onset on an airfoil section at high angles of the angle of attack
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where strong adverse pressure gradient is encountered [85]. Under strong APG, The
SA model over-predicts the maximum lift and stall onset. This undesirable behavior
is associated with an underlying assumption in all eddy-viscosity based turbulence
models. The assumption states that the production and dissipation of turbulent ki-
netic energy are balanced within the boundary. However, the boundary layer under
strong APG is not in equilibrium [86] and the outer layer velocity scaling gets af-
fected under the APG [42]. The viscous sub-layer and log-layer remain unchanged.
Medida and Baeder suggested an empirical modification to the SA turbulence model
to improve its sensitivity to strong adverse pressure gradients.
The original SA model is calibrated to predict accurate log layer in a zero pressure
gradient boundary layer by assuming equilibrium between production and destruc-
tion terms. This equilibrium is maintained by the model in the defect layer with the
help of a damping function fw which controls the rate at which the destruction term
decays away from the wall. Under strong adverse pressure gradient, the destruction
term decays faster in a unphysical manner resulting in a boundary layer comprising of
excessive modeled turbulence in the outer part a greater resilience towards separation.
Based on the experimental observations [87], Medida and Baeder proposed a modifi-
cation to the damping function through the reduction of Von Karman constant. They
demonstrated that the proposed modification controlled the rapid decay of destruc-
tion in the outer layer and provided improved predictions in integrated aerodynamic
loads.
The current work is also aimed at regulating the modeled turbulence through the
outer part of the boundary layer. And to achieve this objective, this work investi-
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gates the turbulence length scales involved in the DDES formulation and analyses the
shielding parameters to obtain physical levels of turbulence in the boundary layer.
The APG correction from Medida and Baeder [39] is integrated into the computa-
tional framework used in the current work and its impact on the turbulence length
scales and as flow solutions are discussed in the following sections.
4.1.4 Convergence Improvement in Low Mach Region
The focus of the current work is in high Reynolds number flow at near-stall angles
of attack. Under these conditions, the flow experiences strong pressure gradient
resulting in separation from the suction surface, reverse flow and reattachment in
some cases. The computational domain for such a flow regime comprises of low Mach
number region within the overall high-speed flow. In the numerical solution to Navier-
Stokes Equation, the conservation equations are expressed in the form of Roe upwind
scheme which is a classical shock-capturing scheme widely used within the numerical
solvers. In the modified form, the resulting artificial viscosity term in the momentum
equations scales with the inverse of the Mach number. Because of this scaling, the
numerical solution produced by the solver provides unphysical discrete results with
poor convergence when the flow is nearly incompressible. Rieper et al. [59] studied
the scaling issue and formulated a low Mach number fix for Roe upwind scheme. In
this fix, local Mach number is multiplied to the velocity jump term in the Roe scheme
making the artificial viscosity effectively independent of Mach number.
To handle low Mach numbers in this work, the aforementioned correction from
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Rieper et al. is incorporated into the OverTURNS and GPU based solver. Two test
cases are selected to observe the impact of all Mach correction. Flow over SC1095 air-
foil at an angle of attack of 170◦ and Mach 0.1 is simulated using SA-RANS framework
with and without the all Mach correction. Figure 4.3 depicts the pressure contours of
the numerical solution obtained from the two simulations. The high-quality solution
with smooth pressure contours is obtained when all Mach correction is used. With-
out the correction, unphysical distortion is observed in the solution along with poor
convergence.
(a) Numerical solution with all Mach correction
(b) Numerical solution without all Mach correction
Figure 4.3: Pressure contour lines obtained from simuating flow over over SC1095
airfoil (α = 1700, M = 0.1) using conventional RANS model.
80
4.2 Static RANS Forward Flow Simulations
The baseline computational framework is first evaluated by conducting conventional
RANS simulations on the forward flow over SC1095 airfoil section under static con-
ditions. The simulations are conducted in the comprehensive angle of attack (AoA)
range starting from 2◦ to 20◦.
(a) Integrated lift coefficient (b) Integrated drag coefficient
(c) Integrated pitching moment coefficient
Figure 4.4: Integrated predictions from current work and GIT (Cobalt LLC) dataset
from Smith et al. [12] compared with UH-60A lookup table [11] for SC1095 airfoil.
Note that the modified γ − Reθtmodel of Medida and Baeder [38] is active in all
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the simulations to account for laminar to turbulent transition unless stated other-
wise. To assess the accuracy of RANS based numerical predictions over experimental
data, integrated force and moment coefficients obtained from CFD RANS data sets
are compared with UH-60A lookup table data [11] in figure 4.4. The forward flow
characteristics of the SC1095 airfoil can be inferred from the lookup table data. The
airfoil exhibits fully attached flow until of 9◦ angle of attack. As the angle of attack is
increased beyond 9◦, marginal separation of flow begins at the trailing edge. This is
evident from the slight decline in the lift curve slope in the AoA range 9◦−11◦, though
the lift continues to increase with the increase in angle of attack. At around 11◦, the
airfoil section stalls and the flow separate completely. The lift begins to fall as the
angle of attack is increased beyond this static stall limit. For comparison in figure 4.4,
the first data set is the integrated results obtained from RANS simulations conducted
in current work. The second data set is comprised of RANS based simulation results
from the CFD code Cobalt LLC at Georgia Institute of Technology (GIT) [13]. When
integrated lift coefficient is compared, there is a fair agreement between the RANS
based CFD predictions and the lookup table data when the flow is fully attached
(α ≤ 10◦) and when the flow is extensively separated after stall (α is between 17◦ and
20◦) as illustrated in figure 4.4a. In 4◦ to 11◦, the flow remains almost completely
attached to the surface. For the attached flow, skin friction depends strongly on
the nature of boundary layer. Therefore, it is imperative to model laminar-turbulent
transition of the boundary layer to obtain accurate values of the skin friction drag.
The impact of transition modeling used in simulations is visible in the inset of figure
4.4b which shows the magnified plot of the drag coefficient in the 4◦ – 8◦ angle of
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attack range. Integrated drag values predicted by RANS model with transition model
in the current match closely with lookup table data. On the other hand, the GIT data
set that used RANS based CFD code (Cobalt LLC) without transition modeling sig-
nificantly over-predicts the drag values in the attached flow regime. Both the solvers
however substantially under-predict the drag coefficient once the stall has occurred
at an angle of attack of about 12◦. Pitching moment predictions from RANS based
data sets are also poor in the range 12◦– 15◦when compared with the lookup table
data.
From the analysis, it is evident that RANS models perform poorly in the near-stall
regime of 11◦– 15◦. They strongly over-predict the onset of the stall because they fail
to accurately model important turbulence scales exhibited by weakly separated flows
of the near-stall regime.
4.3 Static DDES Forward Flow Simulations
With an aim to improve the accuracy of aerodynamic load predictions, hybrid RANS-
LES methods are investigated next since they provide higher fidelity compared to the
RANS model. As discussed in chapter 3, DES type hybrid RANS-LES methods are
selected for simulations since these methods are readily integrable into the SA-RANS
framework of the current study. DES methods are able to offer accuracy close to LES
with computational cost only slightly greater than RANS.
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(a) Residual time history
(b) Cl time history
Figure 4.5: Time history of residual (L2 norm of density) and integrated lift coefficient
obtained from DDES simulation of flow over SC1095 airfoil section at 14◦ angle of
attack.
It is to be noted that in order to achieve proper convergence under an adverse
pressure gradient the DES simulations are required to be conducted at small physical
time step size of the order of 0.001 and the considerable number of iterations are
needed to achieve statistical convergence in unsteady flow simulations. As an instance,
figure 4.5 depicts the time history of residual and integrated lift coefficient obtained
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from the conventional DDES method simulation of flow over SC1095 airfoil section at
14◦. The numerical solution achieved statistical convergence after 200,000 iterations.
Once the statistical convergence is obtained, time-averaged integrated quantities are
obtained by taking an average over 3-5 cycles of the time history.
4.3.1 Impact of Adverse Pressure Gradient Correction
Among the DES type methods, DDES method is used for conducting forward flow
simulations over SC1095 airfoil section because of its ability to protect the boundary
layer and eliminate modeled stress depletion in case the LES mode gets activated
within the boundary layer. To quantify the impact of apparent adverse pressure
present in the angle of attack range 8◦ − 15◦, DDES simulations are also conducted
with APG correction enabled. These simulations with APG correction are referred
to as DDES-APG method in the current section.
Time averaged lift coefficients taken at the mid-span of the SC1095 airfoil section
obtained from RANS and DDES methods are compared in figure 4.6a in the AoA
range of 4◦ − 20◦. Since DDES method applies RANS modeling inside the boundary
layer, the predicted time-averaged coefficients are expected to be similar to RANS
model predictions. In the 4◦ – 10◦ range, integrated lift predicted by RANS and
DDES match well with the experiment (lookup table data). The adverse pressure
gradient at upper surface is mild and the flow remains attached to the airfoil surface
in this range. In the 11◦ – 15◦ angle of attack range, lift predictions are high compared
to experiment as flow experiences strong adverse pressure gradient. Because of the
85
adverse pressure gradient, the SA turbulence model predicts excessive turbulence in
the outer boundary layer of the flow making it resistant towards separation. Due to
delayed separation, integrated lift values predicted by RANS and DDES methods are
high. Experimental data measures the onset of a static stall at 11◦ while RANS and
DDES method do not predict the static stall until 13◦.
(a) Integrated lift coefficient (b) Integrated drag coefficient
(c) Integrated pitching moment coefficient
Figure 4.6: Integrated predictions from current work and GIT (Cobalt LLC) dataset
from Smith et al. [12] compared with UH-60A lookup table [11] for SC1095 airfoil.
Including the correction for strong adverse pressure gradient provides the improve-
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ment in lift predictions in the near stall regime of 11◦ – 15◦. DDES-APG method
results in lower lift values which are closer to experimental data. The improvement in
lift prediction becomes substantial at 14◦ and 15◦ angle of attack where the adverse
pressure gradient is strongest. The error bars shown in figure 4.6 denote the standard
deviation of the integrated quantities over time and quantify the unsteadiness of the
flow at different angles of attack. The flow is strongly unsteady at 14◦,15◦ and 16◦
once the predicted stall occurred after 13◦ degree angle of attack.
(a) RANS (b) DDES-Max
(c) DDES-Max with APG correction
Figure 4.7: Instantaneous eddy viscosity contours for different methods at 12◦ angle
of attack.
Figure 4.7 shows the instantaneous eddy viscosity contour plots for the numerical
methods at 12◦ angle of attack. Because of the strong adverse pressure gradient in the
87
near-stall regime, RANS and DDES methods predicted high values of eddy viscosity
with RANS model substantially over predicting eddy viscosity. When APG correction
is included with DDES method, the levels of predicted eddy viscosity (modeled tur-
bulence) reduced. As discussed earlier, the amount of eddy viscosity directly dictates
the extent of flow separation in the near-stall regime as it governs the turbulence con-
tent in the outer part of a boundary layer. Figure 4.8 shows instantaneous vorticity
contours, at 13◦ angle of attack for different methods. From vorticity contours it is
clear that DDES-APG method is able to capture trailing edge separation which is
typically observed in the experiment as well.
(a) RANS (b) DDES-Max
(c) DDES-Max with APG correction
Figure 4.8: Instantaneous vorticity contours for different methods at 13◦ angle of
attack.
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4.4 Investigation of turbulence length Scales
In RANS-SA solver framework, the eddy viscosity is dominantly governed by the
length scale d̃ which goes into the turbulence model formulation
ν̃ ∝ Sd̃2 (4.1)
The eddy viscosity, in turn, governs the amount of modeled turbulence and onset of
flow separation which are important for lift, drag and pitching moment predictions. In
DES type methods, local grid spacing parameter ∆ becomes an important parameter
since the turbulence length scale d̃ depends on ∆ directly as per equations 3.33 and
3.34.
4.4.1 Max Length Scale
The typical definition of grid scale used in standard DDES formulation is given by:
∆max = max(∆1,∆2,∆3) (4.2)
where ∆1, ∆2 and ∆3 are the three dimensions of the local grid cell. This grid scale is
referred to as “Max” length scale in this work. This scale results in correct turbulence
prediction only for an isotropic grid. While grid can be made isotropic away from
the wall using relevant clustering of the node points, it is not possible to maintain
isotropy in the near wall region for a typical airfoil grid. Since the spacing in span-
wise direction is constant, the Max length scale is usually governed by span-wise grid
spacing in the near wall region. Therefore, the span-wise grid spacing cannot be
coarse for DES type methods.
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4.4.2 Scotti Length Scale
To account for general anisotropy in the grid, Scotti length scale [35] can be used which
offers a reduction in turbulence length scale through geometric mean and includes a
factor dependent on the local grid aspect ratio. If ∆1 ≤ ∆2 ≤ ∆3, then the Scotti
length scale is given by:
∆Scotti = (∆1∆2∆3)
1/3f(a1, a2) (4.3)
where a1 = ∆1/∆3 and a2 = ∆2/∆3 are the two aspect ratios and f ≥ 1 is a func-
tion equal to
f(a1, a2) ' cosh
√
4/27((log a1)2 − log a1 log a2 + (log a2)2) (4.4)
4.4.3 Shur Length Scale
To account for rapid wall stretching in the near wall region, Shur et al. [15] proposed
an adaptive length scale definition in their IDDES formulation:
∆Shur = min{max[Cwdw, Cw∆max, hwn],∆max} (4.5)
where hwn is the grid stepping in the wall-normal direction and Cw is the empirical
constant. Shur length scale takes substantially small constant value in the near-wall
region where the grid is highly anisotropic. The value of the length scale increases
linearly as one moves away from the wall and becomes equivalent to Max length scale
far away from the wall.
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4.5 Proposition of a Hybrid Length Scale
In the standard DDES formulation [25], CDES, the Smagorinsky constant takes the
value of 0.65. Spalart et al. in their DES paper [20] recommended that the Smagorin-
sky constant should be of the order of one. This recommendation is based on two-
dimensional experiments of homogeneous turbulence and free shear layer flow. They
made it clear that the value of CDES is applicable to the turbulent flow that does not
contain high-frequency disturbances and CDES should be made larger when there is
substantial flow separation. In the DDES formulation, the boundary layer is shielded
well most of the time and recalibration of CDES is not needed. But as one approaches
near-stall angles of attack, there is an increasing amount of LES content mixing with
the outer part of the boundary layer. This mixing necessitates the re-calibration
of CDES. As an alternative to re-calibration of CDES, alternative turbulence length
scales which are more dynamically changing compared to the Max length scale are
assessed in the current work. Among these length scales, Shur length scale has ex-
plicit dependence on wall distance along with local grid spacing. This wall-distance
dependence accounts for wall-proximity effects and re-calibration of Smagorinsky con-
stant is not needed. Also, the empirical constant Cw in the Shur length scale is based
on well-resolved LES of the developed channel flow. This makes Shur length scale
accurate in the outer region of boundary layer provided that the grid is capable of
capturing LES content in that outer region. Finally, a length scale is proposed in the
present work which is based on both Shur and Scotti length scales.
The proposed length scale is called Shur-Scotti-Min (SSM) and it accounts for
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rapid wall stretching in the near-wall region and general anisotropy of the grid through
the following definition:
∆Shur−Scotti−Min = min(∆Shur,∆Scotti) (4.6)
SSM length scale adopts Shur length scale near boundary layer edge resulting
in substantially reduced turbulence length scale. In region away from the wall, the
turbulence length scale is computed from Scotti definition. Variation of these length
scales as a function of wall distance is plotted in figure 4.9.
Figure 4.9: Normalized length scales plotted as function of normalized wall distance.
Normalized length scales are plotted as a function of wall distance in 4.9. In a
typical grid, for up to 0.07 chords away from the wall surface, Shur length scale is
minimal. This is the region with the considerable grid anisotropy due to wall-normal
grid stretching. After 0.07 chords, Scotti length becomes smallest through out the
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domain as Shur length scales become identical to Max length scale as one goes away
from the wall.
Apart from governing eddy viscosity, length scale definition also helps in determin-
ing the location of switching between RANS and LES. Weakly separated flows have
relatively thick boundary layer and relevant resolved turbulent scales are present near
the edge of a boundary layer. For DDES method, since the switching takes place near
the boundary layer edge, it is imperative to evaluate length scales for their ability to
obtain correct modeled and resolved stresses at the interface. For the attached flow,
length scale definition does not have a significant impact on the flow solution as there
is no resolved content near the boundary layer and the modeled stresses are nearly
same as the resolved stresses at the interface.
4.5.1 Evaluation of Length Scales
DDES simulations are conducted using different turbulence length scales to assess
their predictive accuracy. Time-averaged lift, drag and pitching moment coefficients
obtained by using different length scales in the DDES formulation are compared with
the lookup table data in the figure 4.10.
The only near-stall regime of 11◦ − 15◦ is considered for this comparison. APG
correction is enabled in all the simulations pertaining to the evaluation of length
scales. The Scotti length scale provides best lift predictions compared to lookup
table data as evident in figure 4.10a. Although the SSM length scale over-predicts
the lift in general in the range 11◦ − 15◦, the predicted post-stall trend matched
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well with the lookup table data. Also, it is the only length scale that predicted the
occurrence of the stall at 11◦ angle of attack. Drag coefficient and pitching moment
coefficients are also predicted very well by the SSM length scale as shown in figure
4.10b and 4.10c respectively.
(a) Integrated lift coefficients (b) Integrated drag coefficients
(c) Integrated pitching moment coefficients
Figure 4.10: Integrated force and moment coefficients in the 110–150 angle of attack
range predicted by DDES method incorporating different length scales.
To understand why the predictions differ substantially for each of the length scales,
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RANS-LES interface produced by the length scales are shown in figure 4.11 near the
leading edge and the trailing edge of the airfoil section. The contours in the figure
represent the magnitude of the length scale. Because of the reduced value of length
scale, the RANS-LES interface produced by SSM length scale is closer to the airfoil
surface compared to the interface produced by other two length scales.The proximity
of the interface between the surface makes sure that the RANS mode is only active
in the boundary layer and LES mode gets activated right outside the boundary layer.
The proper activation of the modes results in a relevant amount of modeled turbulence
in the outer part of the boundary layer making a significant difference in the predicted
integrated forces. Scotti length scale definition causes some reduction in length scale
compared to Max length scale definition by taking the geometric mean of the local
grid dimensions and accounting for the anisotropy. This also results in the RANS-
LES interface closer to the airfoil surface. However, the reduction of the length scale
is not sufficient to provide the correct amount of turbulence in the defect part of
the boundary layer irrespective of which mode is active. The Max length scale over-
predicts the length scale value considerably in the near wall region owing to high
anisotropy in the near wall region. Because of the large length scale value, the RANS
mode extends significantly beyond the boundary layer as evident in figure 4.11c.
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(a) SSM length scale
(b) Scotti length scale
(c) Max length scale
Figure 4.11: RANS-LES interface near the leading edge and trailing edge of the airfoil
section obtained by using different length scales in DDES formulation.
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4.6 Senstivity of SSM length scale towards grid
resolution
To test the sensitivity of the SSM length scale towards grid resolution, a second grid is
generated with a high resolution in the near-wall region of the airfoil section to capture
the boundary layer accurately. The second grid has dimensions 500× 160× 74 with
smallest wall-normal spacing of 5× 10−6 chords. This wall-normal spacing results in
first y+ ≤ 0.4. Wall stretching ratio is kept minimal in the grid to make sure there
are the sufficient number of points within the boundary layer.
(a) Grid view near the leading edge (b) Grid view near the trailing edge
Figure 4.12: Grid clustering near the leading and trailing edge.
The span-wise spacing for both grids is kept fine to 0.0068 chords with the span-
wise extent of half a chord. Mesh points are densely packed around trailing edge to
resolve the blunt trailing edge geometry of the SC1095 airfoil for both fine and coarse
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grids. Also, grid clustering is done near the leading edge, trailing edge and the region
around the airfoil. Figure 4.12a and 4.12b illustrate the fine grid distribution near
the leading edge and trailing edge of the SC1095 airfoil respectively.
(a) Integrated lift coefficient (b) Integrated drag coefficient
(c) Integrated pitching moment coefficient
Figure 4.13: DDES method predictions for coarse and fine grids using Max and SSM
length scale.
Figure 4.13 compares aerodynamics characteristics of DDES methods obtained
from grids of two resolutions and using SSM and Max length scales. In terms of onset
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of stall, lift prediction improves for the Max length when the mesh is resolved. With
SSM length scale, the lift predictions remain mostly unchanged with the increase in
grid resolution. Drag and pitching moment predictions are certainly better for the
SSM length scale as compared to Max length scale at both mesh resolutions.
Switching location for the two length scales can be visualized with the help of
the shielding function used in the DDES method. Shielding function shields the
boundary layer from LES mode and typically switches from zero to one as the hybrid
method switches from RANS to LES. A location on the upper surface is chosen at
50% chord for shielding function analysis and shielding function is plotted against
y+along the wall-normal direction as shown in figure 4.14 for the numerical solution
at 10◦ angle of attack. When SSM length scale is used, the location of switching is
changed marginally such that SSM length scale enables switching closer to boundary
layer edge.
Figure 4.14: Plot of shielding function versus y+ at 50% chord location on the upper
surface of SC1095 airfoil section obtained from flow solution at α = 10◦.
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Figure 4.15: Plot of eddy viscosity versus y+ at 50% chord location on the upper
surface of SC1095 airfoil section obtained from flow solution at α = 10◦.
The impact of SSM length scale becomes clear in figure 4.15 where eddy viscos-
ity is plotted versus y+ at the same selected location. The maximum eddy viscosity
levels are reduced when DDES-SSM length scale is used. If the shielding function is
removed, the eddy viscosity values drop drastically owing to the modeled stress deple-
tion. This indicates that although the shielding is weakened at 10◦, it remains active
with SSM length scale thus averting modeled stress depletion. Note that the observ-
able reduction in eddy viscosity with DDES-SSM is because of the marginal change
in switching location and the wall distance dependent SSM length scale definition at
the location of switching.
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(a) RANS (b) DDES-Max
(c) DDES-SSM
Figure 4.16: Instantaneous eddy viscosity contours for different methods at 12◦ angle
of attack.
Figure 4.16 shows the instantaneous eddy viscosity contour plots for the numerical
methods at 12◦ angle of attack. Because of a strong adverse pressure gradient in
the near-stall regime, RANS and DDES-Max methods predicted high values of eddy
viscosity with RANS model substantially over predicting eddy viscosity. SSM length
scale predicts the onset of the stall at 11◦matching well with experimental data and
exhibited higher destruction of eddy viscosity leading to early flow separation.
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(a) DDES-Max, coarse grid. (b) DDES-Max, fine grid.
Figure 4.17: Instantaneous Iso q-criterion contours (value = 0.05) predicted by DDES-
Max for two grids and two length scales at 12◦ angle of attack.
(a) DDES-SSM, coarse grid. (b) DDES-Max, fine grid.
Figure 4.18: Instantaneous Iso q-criterion contours (value = 0.05) predicted by DDES-
SSM for two grids at 12◦ angle of attack.
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The unsteady flow features captured by the numerical methods at 12◦ degree
angle of attack are visualized through iso-surfaces of instantaneous q-criterion and are
shown in figure 4.17, 4.18. DDES-Max method predicted fully attached flow for the
coarse grid but exhibited incipient flow separation when the fine grid is used. DDES-
SSM method predicted fully separated flow for both the grids. The structures are
substantially broken down when the fine grid is used. DDES-SSM method predicted
flow separation occurring very near to the leading edge near the location of laminar
to turbulent transition.
4.7 VR12 Airfoil Dynamic Stall Simulations
In order to understand the impact of length scales in dynamic stall predictions, 3D
time-accurate simulations are performed for modified VR12 airfoil undergoing si-
nusoidal pitching motion. Highly resolved O-grid with specifications analogous to
SC1095 airfoil is generated for the modified VR12 airfoil geometry and is shown in
figures 4.19.
Figure 4.19: O-grid generated for modified VR12 airfoil.
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Dynamic stall simulations are conducted using RANS model and DDES method
with two length scales. Test case selected for dynamic stall has an angle of attack
variation α = 8◦ + 10◦ sin(ωt) with Reynolds number of 2.1 million, Mach number
of 0.3 and reduced frequency of 0.1. Detailed experimental data is available for this
case from Ramaswamy et al. [17]. The lift predictions obtained from the three
computational methods and from the experimental data is shown in figure 4.20.
(a) RANS (b) DDES-Max
(c) DDES-SSM (d) Experiment [17].
Figure 4.20: Time history of lift coefficient obtained from different methods and
experiment for VR12 dynamic stall simulation.
In order to visualize cycle-to-cycle variation, four cycles after convergence are
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included in the lift coefficient plots. Mean of the four cycles is also included in black
color. Cycle-to-cycle variation is negligible for the RANS model as shown in 4.20a.
The time history of lift coefficient is smooth. As evident in figure 4.20b, DDES-Max
method exhibits some unsteadiness during the downstroke. The DDES-SSM method
predicted substantial cycle-to-cycle variation near the stall and during the downstroke.
These variations are qualitatively similar to the observations in the experimental data.
Similar to experimental data, DDES-SSM method also exhibits two lift peaks with
secondary lift peak higher in magnitude than the first lift peak. The existence of
two lift peaks indicates the presence of more than one dynamic stall vortex. Cycle-
averaged pitching moment and drag predictions from three methods and experiment
are shown in figure 4.21 DDES-SSM method perform well in predicting pitching
moment and drag coefficients.
(a) Drag Coefficient (b) Pitching Moment Coefficient
Figure 4.21: Cycle-averaged time histories of drag and pitching moment coefficients
for different methods.
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Note that the flow reattachment during the dynamic stall is a computationally
challenging problem due to the presence of low-speed and highly unsteady, three-
dimensional flow structures. Dynamic stall also exhibits strong history effects. The
accuracy of predicted boundary layer during the upstroke has a substantial impact
on the quality of downstroke flow solution. DDES-SSM is able to capture dynamic
stall characteristics well because of accurate resolution of boundary layer during the
upstroke as well as correct estimation of eddy viscosity levels. Both RANS model
DDES-Max method owing to eddy viscosity predictions led to mild separation on the
upper surface during the upstroke. As a result, both these methods failed to predict
a deeper stall and exhibited more attached flow with earlier lift recovery in the post
stall region.
4.8 Investigation of Shielding Parameters
The analysis of flow solution obtained from fine grid simulation over SC1095 airfoil
indicate that conventional shielding remains functional with SSM length scale at
moderate angles of attack. The reduced value of SSM length scale does alter the
shielding region of the DDES method and changes the eddy viscosity levels in the
LES mode. The slightly altered behavior of shielding function helps in the pertinent
transition from RANS to LES mode in the near-stall separated flow regime [22].
However, reduction in length scale causes weakening of the shielding function. As a
result, at 4◦ angle of attack, the SSM length scale with conventional shielding results
in trailing edge separation induced by modeled stress depletion (MSD) as shown in
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figure 4.24a.
(a) rd based on νt (b) rd based on ν̃t
(c) rd based on νt + νl
Figure 4.22: Shielding function fd obtained from different formulations of rd.
Therefore, as a next step, the applicability of conventional shielding function fd
and rd to the DDES method based on SSM length scale is investigated. A fully
turbulent flow over the flat plate is setup for the investigation since the analytical
solution is known for the zero pressure gradient boundary layer. The setup operates
in the quasi-2D mode where the span-wise spacing is made extremely small compared
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to the spacing in other two directions. Similar flat plate setup was used by Spalart et
al. [25] for the calibration of their DDES method. With Spalart-Allmaras turbulence





It is however not clearly stated why ν̃t is preferred over νt or (νt+νl). RANS solution
is obtained for the flat plate and rd is computed from the solution by using νt, ν̃t and
(νt + νl).
Figure 4.22 compares the shielding function fd obtained from different formula-
tions of rd. In the figures, the contour of fd is plotted throughout the domain of
the flat plate. The solid black line denotes the boundary layer thickness calculated
from the analytical approach. Using ν̃t for the computation of rd results in discrete
fluctuations of fd right outside the boundary layer. This is not desirable since small
fluctuations in rd can lead to noticeable changes in the value of fd and that will
abruptly disable shielding leading to erroneous velocity predictions at the edge of
the boundary layer. Using (νt + νl) causes fd to become zero outside the boundary
layer. This will again interfere with the switching mechanism of DDES and therefore
not useful. When νt is used instead of ν̃t, the resulting shielding function transitions
smoothly from 0 to 1 or from RANS mode to LES mode and is, therefore, best suited.
Now the conventional fd parameter is given by
fd = 1− tanh(8rd)3 = 1− tanh(Cd1rd)3 (4.8)
It has been established that Cd1 = 8 leads to a weak shielding for the SSM length
scale which leads to MSD when the angle of attack less is than 4◦ for flow over the
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SC1095 airfoil. To make the shielding stronger, flat plate simulations are conducted
for Cd1 = 12,14 and 16 with the definition of rd based on νt.
(a) fd = 1− tanh(8rd)3 with rd based on νt (b) fd = 1− tanh(12rd)3 with rd based on νt
(c) fd = 1− tanh(14rd)3 with rd based on νt (d) fd = 1− tanh(16rd)3 with rd based on νt
Figure 4.23: Contour plot of shielding function obtained from different values of Cd1.
Figure 4.23 compares the contour plot of shielding function fd for different values
of Cd1. Note that The boundary layer is shielded when fd is near zero. When Cd1
is 8, the outer part of the boundary layer that is not shielded at all. With Cd1 of
12, the outer region of the boundary layer that is unshielded reduces. Only at Cd1
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of 14, the boundary layer is completely shielded. Value of 16 for Cd1 results in over-
shielding. This is also not desirable since over-shielding will start suppressing LES
content outside the boundary layer. So the value of 14 is chosen as new shielding
parameter. The SSM length scale is then tested over the SC1095 airfoil with the new
shielding parameters:
fd = 1− tanh(14rd)3 where rd =
νt√
Ui,jUi,jκ2d2
(a) Cd1 = 8 with rd based on ν̃t (b) Cd1 = 14 with rd based on νt
Figure 4.24: Flow over SC1095 airfoil at 4◦ angle of attack simulated using DDES
with two different shielding parameters.
Figure 4.24 compares the velocity magnitude contour obtained from simulation
of flow over SC1095 airfoil at 4◦ angle of attack with a DDES-SSM method using
the conventional shielding and the new shielding. Separation due to MSD is clearly
eliminated from the solution when new shielding is used.
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4.9 SSM Length Scale and APG Correction
The main motivation behind using adverse pressure gradient (APG) correction is to
reduce the excessive modeled turbulence predicted by RANS-SA framework in the
flow facing strong adverse pressure gradient.
(a) Lift prediction (b) Drag prediction
(c) Moment Prediction
Figure 4.25: Results from Max and SSM length scales with and without APG cor-
rection.
Now the SSM length scale length scale takes a small constant value in the near-
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wall region of airfoil surface which is smaller than Max length scale as shown in figure
4.9. Because of reduced length scale value at the edge of the boundary layer, the
eddy viscosity will also and APG correction may not be needed at all. To test this
hypothesis, SC1095 flow simulations are conducted with SSM length scale (and new
shielding) and with APG correction turned off. Figure 4.25 compares the integrated
forces for the following four cases: (a) Max length scale with original shielding and
with APG correction (b) SSM length scale with original shielding and with APG
correction (c) Max length scale with new shielding and without APG correction (d)
SSM length scale with new shielding and without APG correction (b). The predictions
from Max length scale suffer clearly when the APG correction is turned off with over-
prediction of lift and stall angle. However, with SSM length scale, the onset of lift
prediction improves when the APG correction is turned off and the new shielding is
used. Similarly, there is a significant improvement in the drag and pitching moment





This research developed an efficient computational framework to accurately resolve
flow physics observed in stall events and weakly separated flows. Important flow
features are discerned first through a comprehensive study of the static stall, dy-
namic stall, and incipient separated shear layers. It was found that modeling of
laminar-turbulent transition, accounting for adverse pressure gradient and resolving
low speeds within the flow-field is very important for accurate computation of aero-
dynamic characteristics of stalling flows. Consequently, a baseline computational
framework is proposed which incorporated laminar-turbulent transition model, ad-
verse pressure gradient (APG) correction, and a low Mach number correction. This
baseline framework was evaluated through Spalart-Allmaras turbulence model based
RANS simulations of flow over SC1095 airfoil section under static conditions. Simula-
tion results demonstrated that RANS model within the baseline framework provided
accurate drag predictions for the attached boundary layer because of proper resolution
of laminar-turbulent transition. Simulations also established that Spalart-Allmaras
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turbulence model with RANS formulation was not suited for modeling flow under
the influence of strong adverse pressure gradient. The presence of APG inhibited the
destruction of eddy viscosity and produced excessive modeled turbulence thus heav-
ily over-predicting lift when the airfoil should have stalled. By including the APG
correction, destruction of eddy viscosity was strengthened which resulted in substan-
tial improvement in the lift predictions. The importance of regulating eddy viscosity
for separating flows became apparent from this analysis of flow under the adverse
pressure gradient.
Since the use of DNS and LES is beyond current computational resources at prac-
tical Reynolds number, DES type hybrid RANS-LES method called DDES method
was investigated next to obtain the solution for separating flows with reasonable ac-
curacy. There were clear advantages for selecting DDES method over other hybrid
methodologies in this study. DDES method was readily integrable to baseline since
it utilizes Reynolds stresses of RANS formulation within boundary layer and sub-
grid scale stresses wherever LES was applicable. Moreover, significant adjustment in
eddy viscosity can be achieved by changing sub-grid length scale definition and re-
calibrating the criteria for transition from RANS to LES mode. Therefore, suitable
sub-grid length scales such as those formulated by Shur [15] and Scotti [35] from the
literature were assessed at the near-stall angles of attack for their ability to prescribe
physical amount eddy viscosity in the outer part of the boundary layer. It was found
that the choice of sub-grid length scale had a strong impact on the flow solution
specifically for the airfoil type meshes where grid anisotropy increases rapidly as one
proceeds towards the surface of the airfoil.
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Based on the assessment and the understanding of grid-dependent formulation of
each of the length scales, a novel length scale called SSM length scale was proposed
that combines favorable aspects of two existing length scales. The proposed length
scale was tested extensively for its robustness towards grid resolution and its interac-
tion with transition model and adverse pressure gradient parameters of the baseline
framework. Usage of SSM length within the standard DDES method led to an ac-
curate prediction of drag coefficient, pitching moment and onset of the stall for the
coarse mesh where the conventional length scale did not perform well. Apart from
reducing eddy viscosity, the SSM length scale accelerates RANS to LES transition in
flows involving separating shear layers within DDES. The reduction in eddy viscos-
ity and early transition significantly facilitates the development of realistic turbulent
structures in the shear layers leading to improved aerodynamic characteristics pre-
dictions. The performance of the new length scale remained consistent after mesh
refinement and was superior to other length scales from the literature. Dynamic stall
simulations were also conducted on modified VR12 airfoil to examine the sensitivity of
length scales on dynamic flow solution. DDES method with conventional length scale
was not able to predict deep stall and had a minimal cycle to cycle variation. Proposed
length scale matched well with experimental data in terms of cycle-to-cycle variation,
deep stall prediction and prediction of multiple dynamic stall vortices. There was no
undesirable coupling between the new length scale and the transition model in the
baseline framework as well.
The standard shielding function in the DDES method shielded the boundary layer
effectively under the new length scale for flow nearing the static stall. However, it
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was observed that the conventional shielding weakened for attached boundary layer
at a low angle of attack and resulted in grid induced separation. The functioning
of shielding parameters fd and rd employing SSM length scale definition were then
investigated extensively in a quasi-2D flat plate setup. The setup provided with a
suitable and stronger shielding function fd that eliminated grid induced separation
in flow over the flat plate. An alternative formulation of rd was also identified during
the investigation which ensured a smooth transition of fd from RANS to LES mode
in the outer part of the boundary layer.
As noted earlier, the main motivation behind using adverse pressure gradient cor-
rection was to regulate excessive modeled turbulence exhibited by Spalart-Allmaras
model under strong adverse gradient. The SSM length scale also governs eddy vis-
cosity directly through the modified definition of sub-grid scale. It was hypothesized
and later established through SC1095 airfoil simulations that adverse pressure gradi-
ent correction is not needed at all if DDES method is used with the proposed length
scale. In fact, significant improvement in the drag and pitching moment predictions
were obtained when only SSM length scale was used with new shielding parameters
along with transition model and all Mach correction.
5.1 Recommendations for future work
The work presented in this thesis should be seen as the first step towards a ro-
bust turbulence-resolving model tailored for resolving incipient separated flow. So
far, the integrated computational framework including proposed length scale and the
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re-calibrated shielding parameters have been tested only over rotorcraft pertinent air-
foils. Though the results look promising, each aspect of the modeling framework, as
well as the proposed length scale should be rigorously evaluated. Additional testing of
the integrated framework needs to be carried out under three-dimensional conditions
that closely resemble a complete rotor with proper accounting of three-dimensional
effects discussed in the literature review. This testing will also highlight the perfor-
mance of the integrated framework under reverse flow. To gain further confidence, the
integrated framework must be applied to other classes of flows which exhibit strong
recirculation and free-shear layers. Flow over a wall-mounted hump and backward
facing step are some of the canonical domains available for such testing that will also
assess the reattachment prediction capability of the integrated framework. Included
methodologies in the framework are selected and refined for Reynolds numbers per-
tinent to rotorcraft operation. Additional investigation is required to establish any
sensitivity of the framework towards lower Reynolds numbers.
For the next phase of this work, the main emphasis should be to reduce empiricism
and grid dependence that comes from DDES method. Hence, IDDES [36] method
which brings the advantages of wall-modeled LES in the traditional DES type formu-
lation should be investigated next with the objective of resolving anisotropic content
within the boundary layer of incipient separated flows. The main advantage of using
IDDES is that it does not enforce RANS model throughout the boundary layer while
ensuring that there is no modeled stress depletion. IDDES is able to resolve turbu-
lence content present in the outer region of the boundary layer (near-wall turbulence)
through a series of blending functions provided that there is a resolved turbulence
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present within the boundary layer. This requires injection of synthetic turbulent con-
tent within the boundary layer in case the flow generated turbulence is not present.
The injected synthetic turbulence should be as close to physical turbulence as possible
and that itself is an area of intensive research. This makes the application of IDDES
challenging for incipient separated flows as it requires a zonal approach of identifying
the correct region and then injecting a suitable synthetic turbulence in that region.
Nonetheless, IDDES predictions are highly accurate (comparable to LES) which are
independent of length scale considerations or RANS to LES transition location and
therefore IDDES method makes a vital candidate for future work.
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