Abstract. Lévy processes in matrix Lie groups are studied. Subordination (random time change) is used to show that quasi-invariance of the Brownian motion in a Lie group induces absolute continuity of the laws of the corresponding pure jump processes. These results are applied to several examples which are discussed in detail.
Introduction
There has been considerable interest in Lévy processes in matrix Lie groups over the last several years. In particular, M.Liao recently published a book [13] on Lévy processes in Lie groups. We will mention some directions in which this study has developed. Our primary goal is to study properties of pure jump processes in Lie groups.
The main obstacle to understanding such processes can be easily seen by comparing a Brownian motion and a pure jump process in a Lie group G. For simplicity we assume that G is a connected Lie subgroup of GL n (R). Then a Brownian motion in G can be described as the result of rolling of a Brownian motion in the Lie algebra g of G into the group G. In other words, linearization of a Brownian motion in G can be interpreted as a Brownian motion in g. This approach does not really work for pure jump processes since we would like to know the size of jumps after exponentiating of a jump process in g to G, and possibly identify the process similarly to how it is done in the Euclidean case. For example, let us consider a compound Poisson process of exponential type
where {N (t) : t 0 } is a Poisson process, x i are i.i.d. random variables taking values in g, which are also independent of {N (t) : t 0 }. Then there is no clear connection with an easily identifiable stochastic process in the Lie algebra as we have in the case of a Brownian motion. Some of the classical results have been established for Lévy processes in Lie groups. We briefly discuss them later in the paper. First, Lévy processes in Lie groups were characterized by G. A. Hunt in [12] as Markov processes in G with a generator having the form (2.1). In [1] D. Applebaum and H. Kunita proved that Lévy processes give rise to solutions of a stochastic differential equation as described in Theorem 2.3. There were numerous works on an analogue of the classical Lévy -Khinchin formula. The original one is due to R. Gangolli [7] . In [2] D.Applebaum obtained a Lévy -Khinchin-type representation of a Lévy process by a stochastic differential equation. These formulae are restricted to the case of spherically symmetric processes. We give basic facts of these type of processes in Section 4. This restriction to spherically symmetric processes allows not only to use an analogue of the Fourier transform, but also describes the corresponding stochastic processes in symmetric spaces. Our aim is to study processes which are not necessarily spherically symmetric, therefore forcing us to consider the processes in the whole group rather than in a symmetric space.
One of the main methods we use in this paper is subordination, random timechange, of one stochastic process by another. This technique has been applied and studied extensively in R n . In the case of Lie groups the most closely related paper to our results is [4] . There the author studied spherically symmetric processes on semi-simple Lie groups. Then the Lévy -Khinchin representation and the characteristic functions of the subordinated process are calculated in terms of the characteristics of the original process and of the subordinator process. We study the subordination procedure in the case where the original process is not necessarily spherically symmetric. It is worth noting that a Brownian motion in a non-Abelian Lie group starting at the identity is not spherically symmetric.
The use of subordination allows us to control the times of the jumps, and sometimes enables to identify the resulting process in the group. Another advantage of subordination is used in Theorem 5.2 which shows that this procedure preserves the property of processes having absolutely continuous laws. In particular, using quasi-invariance of the Brownian motion in a Lie group we can explicitly write the Radon-Nikodym derivative of the corresponding subordinated processes. This formula involves the heat kernel for the corresponding Laplacian on G.
Our paper is structured as follows. Section 2 gives basic definitions and facts about Lévy processes in Lie groups. In Section 3 we prove quasi-invariance of the heat kernel measure in two cases: compact Lie groups and semi-simple Lie groups of non-compact type. For the original proof we refer to [19] , though we follow the proof given in [8] . Section 4 gives basic facts of spherically symmetric processes and spherical transforms. In Section 5 we introduce the subordination procedure. In particular, Equation (5.1) gives a way of finding the Lévy measure for the subordinated process if we know the law of the original process and the Lévy measure of the subordinator. Theorem 5.2 is one of the main results of the paper, which is later used in several examples. Section 6 contains several examples of groups: R, R + , SL(2, R), GL(n, R) + and the Heisenberg group. For G = SL(2, R) and G = GL(n, R) + we describe the components of the Iwasawa decomposition of a Brownian motion as solutions of a system of stochastic differential equations. This allows us to identify the process which a Brownian motion in GL(n, R) + induces in the corresponding double cosets space SO(n, R)\GL(n, R) + /SO(n, R). In addition, we can identify the subordinated process by reducing this example to the Euclidean case. As one can see the distribution of the subordinated process depends very much on the structure of the group. In addition, Theorem 6.4 gives an explicit formula for the heat kernel in SL(2, R) which is of independent interest.
Lévy processes in matrix Lie groups over R
Let G be a connected Lie subgroup of GL n (R) with the identity e = I, the identity matrix in GL n (R). We denote the dimension of G by d. Its Lie algebra g will be identified with the left-invariant vector fields at the identity e. For any X ∈ g we denote by X l the corresponding left-invariant vector field. In the case of matrix Lie groups it is differentiation in the direction of X l , that is, for a function
if such a derivative exists. Throughout this paper we will work with a filtered probability space (Ω, F, F t , P ), where (Ω, F, P ) is a probability space, F t is a σ-field contained in F. We assume that F = lim t↑∞ F t , and whenever necessary that all P -null sets are contained in F t for any t in (0, ∞), and that the filtration F t is right-continuous
Definition 2.1. Let g t be a stochastic process with values in G, and let t be in (0, ∞).
(
s g t is called the right increment of the process g t , and
is called the left increment of the process g t for s < t; (2) the process g t has independent right (left) increments if for any 0 < t 1 < t 2 < ... < t n g 0 , g
t n−1 ) are independent; (3) the process g t with independent right (left) increments has stationary
(4) the process g t is càdlàg if almost all of its paths are right continuous on [0, ∞) and have left limits on (0, ∞); (5) the process g t is a left (right) Lévy process in G if it is a càdlàg process with independent and stationary right (left) increments.
Let g t be a left Lévy process in G with g 0 = e. The transition probability semigroup of this process is given by P t f (g) = E[f (gg t )] for any non-negative Borel function f on G. Then the distribution µ t of g t is a weakly continuous convolution semigroup of probability measures on G satisfying
G.A. Hunt ([12] ) gave a full characterization of left Lévy processes in G by describing their generators as
for any smooth function f on G with compact support. Here
is a non-negative definite symmetric matrix, and Π is a measure on G satisfying Π({e}
The Lévy measure Π can also be described as follows. Note that for any left Lévy process we can write g t = g t− g
t− g t− , so we will call g 
for any B ∈ B(G). According to Proposition 1.4 of [13] N is a Poisson random measure on R + × G, and its characteristic measure is the Lévy measure Π of g t .
The connection between the Lévy measure Π of the process g t and its law ν t (dg) can be described as follows. Namely, according to [11] , p.308, the measure Π is uniquely determined by ν t (dg) via 
We will say that a left Lévy process is pure jump if its diffusion part in decomposition (2.1) is 0. 
Quasi-invariance for the Brownian motion in G
In this section we show quasi-invariance of the Brownian motion in G in two cases: when G is of compact type, and when G is a semi-simple group of noncompact type. The proof follows the one published in [8] (given there for Lie groups of compact type), but we present the main ingredients of the exposition here to first show how it can be extended to semi-simple groups of non-compact type, and secondly to give the Radon-Nikodym formula to be used later. Shigekawa in [19] gave a proof of quasi-invariance of the Brownian motion in a general Lie group, but for our purposes it is enough to give a very explicit proof in the case of matrix Lie groups.
3.1. The case of a Lie group of compact type. Let G be as before. We assume that there is an Ad G -invariant inner product ·, · on g. The corresponding norm is denoted by | · |. The existence of an Ad G -invariant inner product implies that G is of compact type, that is, G is locally isomorphic to a compact Lie group( [10] ). By dg we will denote the (bi-invariant) Haar measure on G. We will use the following notation Notation 3.1.
the space of all continuous paths in G beginning at the identity e, (2) H(G) = {h ∈ W (G), h is absolutely continuous and the norm h
2 H = T 0 |h(s) −1 h (s)| 2
ds is finite} is the Cameron-Martin (finite energy) subset of W (G).
The Wiener measure on W (G) will be denoted by µ. It is well known (e. g. [15] ) that µ is the probability distribution for the Brownian motion g t on G defined by the Itô stochastic differential equation
where W t is the Brownian motion on the Lie algebra g with the identity operator as its covariance and
is an orthonormal basis of the Lie algebra g. The process W t can be described in terms of the basis
are real-valued Brownian motions mutually independent on a probability space (Ω, F, P ). Equivalently the Brownian motion g t is the solution of the Stratonovich stochastic differential equation
Supposeg t is the translation of g t defined byg t = g t h(t), where h ∈ H(G).
The translated Wiener measure µ h is defined as the probability distribution of the translated process
The processg t satisfies the following stochastic differential equation
Note that for any f, k ∈ g according to Lévy 's criterion
is a Brownian motion with the same covariance as W t . In addition, {h(t)
is an orthonormal basis of g since ·, · is Ad-invariant. This means that we can rewrite the stochastic differential equation forg t as
Then Girsanov's theorem implies that the law ofg t is absolutely continuous with respect to the law of g t , and an L 1 (dµ)-Radon-Nikodym derivative D(h) can be written as follows in Theorem 3.2.
Theorem 3.2 ([8]). Suppose h is in H(G).
Then the measure µ is equivalent to its translate µ h , and the Radon-Nikodym density is given by the formula 
The case of a semi-simple Lie group of non-compact type. Let G be a semi-simple matrix group, and g its Lie algebra. Cartan's criterion implies then that the Killing form B(X, Y ) on g is non-degenerate. Let Θ : G → G be a Cartan involution, that is, a non-identity map such that Θ 2 g = g for any g ∈ G. For example, Θg = (g T ) −1 is such an involution. Then its differential is a Cartan involution on g. For Θg = (g T ) −1 , the corresponding Lie algebra isomorphism is θX = −X T . The Lie algebra g can be decomposed into a direct sum of the eigenspaces k and p corresponding to the only eigenvalues of θ, 1 and −1. This is called the Cartan decomposition of the Lie algebra g. If the Killing form is negative definite on g, then G is of compact type. This is the case which has been considered in the previous subsection, and in particular, it implies that there is an Ad G -invariant inner product on g. Now let us consider the case where G is of non-compact type. The basic example of a semi-simple Lie group of non-compact type is SL(n, R). Notation 3.5.
(1) The inner product on g is given by
3) let a be a maximal Abelian subspace of p, and A be the (Abelian) Lie subgroup of G generated by a.
Note that the inner product ·, · is Ad K -invariant, but not Ad G -invariant. It is also clear that k is the Lie algebra of the Lie subalgebra K.
The next theorem states that the Wiener measure on a connected semi-simple Lie group G of non-compact type is quasi-invariant, only with respect to a smaller Cameron-Martin space, namely, H(K) as defined in Notation 3.1.
Theorem 3.6. Suppose k is in H(K). Then the measure µ is equivalent to µ k and the Radon-Nikodym density is given by the formula
Proof. The proof goes along the lines of the proof of Theorem 3.2, and uses the fact that the inner product ·, · is Ad K -invariant.
In what follows we use the direct sum Iwasawa decomposition g = n ⊕ a ⊕ k, where n is a nilpotent Lie subalgebra of g. The subalgebra n can be described as the projection to p of the space spanned by the root spaces of either positive or negative roots. The corresponding Lie group is denoted by N . For the Cartan decomposition of G we also need to fix a Weyl chamber a + with the corresponding Lie group A + = exp(a + ). We recall that the exponential map is a diffeomorphism from a onto A, and therefore the closure A + of A + satisfies A + = exp(a + ). The following theorem is a compilation of several results in [10] 
where k 1 , k 2 ∈ K, and a is a unique element in A + ;
The following result appears in Liao's book, though the original application of the Iwasawa decomposition to a Brownian motion in Lie groups was done by M.-P. Malliavin and P. Malliavin in [14] . 
Proof. By the Itô formula applied to g t = n t a t k t we have 
Spherically symmetric processes
This section describes a Harish-Chandra transform, i.e. a spherical Fourier transform, with respect to a spherical function on G for a Brownian motion in G. Definition 4.1. Suppose G is a connected semi-simple Lie group of non-compact type, and K is a maximal compact subgroup of G.
where dk is the normalized Haar measure on K and ϕ(e) = 1.
Definition 4.2.
A stochastic process g t in G is spherically symmetric (or spherical) if
Suppose G is a matrix Lie group which is either compact or a semi-simple group of non-compact type. Let K be either the group G itself or a maximal compact subgroup of G, and k its Lie algebra. We assume that k is equipped with an Ad Kinvariant inner product ·, · . By g t we denote the Brownian motion in G defined by stochastic differential equation (3.1). Then the following holds.
Proposition 4.3. Suppose G is a matrix Lie group which is either compact or a semi-simple group of non-compact type. Let g t be a solution to the Stratonovich stochastic differential equation
where W t is the Brownian motion in g described above, and g 0 is assumed to have a spherically symmetric distribution. Then g t is spherically symmetric for any t.
Proof.
Theng t satisfies the following stochastic differential equation
Note that since the inner product on g is Ad K -invariant, {k
is an orthonormal basis of δ. Therefore g t andg t have the same laws for any t > 0, and g 0 andg 0 have the same distributions.
Remark 4.4. Note that g 0 = e is not a spherically symmetric random variable.
Definition 4.5. The spherical transform of a Lévy process g t is defined aŝ
where ϕ is a spherical function on G. 
Subordination
Definition 5.1. Suppose T t is an increasing R + -valued Lévy process, and X t is a Markov process with values in G. Then X Tt is called a subordinated process with the subordinator T t .
We always assume that X t and T t are independent. Note that Remark 4.6 shows that for spherically symmetric processes the subordination procedure is reduced to subordination of the Abelian component of the process.
It is well-known that in the case where X t is a continuous Lévy process with the law µ t , and T t is a pure jump (that is, it has a zero continuous part) subordinator with the Lévy measure ν and the law ν t , then the subordinated process Y t is pure jump with the Lévy measure given by
Indeed, by (2.2)
which yields the desired result. We will apply Equation (5.1) to the case where X t is a Brownian motion in G in Section 6. The next theorem shows that subordination preserves two Markov processes having laws which are absolutely continuous with respect to each other. We also give a formula for the Radon-Nikodym density of the subordinated processes in the case of the initial processes being a Brownian motion in a Lie group and its shifted version.
Theorem 5.2. Let t ∈ [0, ∞).
(1) Suppose that X 1 (t) and X 2 (t) are two Markov processes with the laws in the path spaces µ 1 and µ 2 respectively. If µ 1 << µ 2 , then so are the laws of
(2) Let X 1 (t) = g t be the Brownian motion in G as defined by (3.1), and X 2 (t) = g t e ξt for some ξ ∈ k. Denote by p t (g) the heat kernel corresponding to g t and by ν t the distribution of T t . Then the Radon-Nikodym density of the laws of
,
is defined in Equation (3.5).
Proof. (1) Suppose first that T t is non-random, then the statement holds. Now let ν t be the distribution of T t in R + , then by a general theory of conditional expectations (e.g. [5] 
s., which reduces the question to the case where T t is non-random. In particular, if
(2) Recall that by Corollary 3.7 if k(t) = e ξt for some ξ ∈ k, the Radon-Nikodym derivative D(k) is given by
which gives the density
.
One of the problems in dealing with subordination for stochastic processes in Lie groups is that there is no appropriate Fourier transform for processes which are not spherically symmetric. At the same time, a spherically symmetric process g t in G as defined in Proposition 4.3 and the corresponding shifted processg t = g t k(t), k(t) ∈ H(K) have the same spherical transforms, making them indistinguishable. One of the possible approaches to avoid this impasse will be presented in the case G = SL(2, R).
6. Examples 6.1. R. Let B t be an R-valued standard Brownian motion, and γ t (a, b) a Gammaprocess with mean a and variance equal to b. The density of this process with respect to the Lebesgue measure on R + is
and the characteristic function is 
Proof. In this case we not only calculate the characteristic functions for the subordinated processes, but actually identify the subordinated processes. We give two proofs: one is a direct calculation using the characteristic functions, and another is an application of Equation (5.1).
The characteristic function of the subordinated process
2 ). Now let X t = B t + ct for some constant c, and set
. The Lévy measure for Z t is then
|x| dx,
Thus g c (x)dx = p c (x)g 0 (x)dx, where
Note that Equation ( |x| dx.
In the latter equation we used the following identity
a √ π,
The Brownian motion on G satisfies the stochastic differential equation
where β t is a real-valued Brownian motion. The solution to this stochastic differential equation is X 1 (t) = e β t , the geometric Brownian motion. Now consider the subordinated process M t = X 1 (T t ) = e β T t = e N t , where N t = β T t . We assume that the process T t is of the pure jump type, and therefore so is N t .
Note that if T t = γ t (1, 1) is a standard Gamma-process with the mean and variance 1, and X 2 (t) = e β t +ct , then this example reduces to the previous one since the characteristic function of an R + -valued process A t is
More generally, Theorem 3.2 says that the law of X 1 (t) is equivalent to the law of
, where f is understood in the distributional sense. This comes from the observation that the Cameron-Martin space in this case is
6.3. SL(2, R). Let G = SL(2, R). In this case we can describe the Cartan and Iwasawa decompositions of a Brownian motion in G more explicitly that for a general matrix Lie group, or even for SL(n, R) if n > 2. Let us choose an orthonormal (with respect to the inner product X, Y = T r(XY T ) for X, Y ∈ SL(2, R) induced by the Killing form) basis of g to be
and in the Cartan decomposition the Abelian component can be chosen as
are independent real-valued Brownian motions. Set 
Proof. These stochastic differential equations can be derived in two ways. First, we can write Equation (3.7) in terms of the basis {ξ 1 , ξ 2 , ξ 3 }. An alternative is to write Equation (3.8) for these particular matrices n t , a t , k t . We will follow the second path. a
t . Let us first find the adjoint action of K on the basis {ξ 1 
so sinh(−2B t ) has the following generator
The process Y t has the same generator as can be seen from the following stochastic differential equation
In a similar manner we can derive a stochastic differential equation for the Abelian component in the Cartan decomposition of g t , a Brownian motion in G = SL(2, R). Namely, let g t = k
t , where k 
Note that the characters of G = SL(2, R) are determined by their values on the elements of the one-dimensional subgroups A, N and K. Thus for any
where N, H, θ ∈ R are defined as in Equation (6.2). Then the characteristic functions for g t andg t can be found as follows
and by Equation (5.2)
Now we can change time by a Gamma process for the components a t , n t and k t , and use the previous examples. For this example we can also write the heat kernel corresponding to the Brownian motion g t , though this expansion does not allow us to use (5.1) to find the Lévy measure for the subordinated process.
Theorem 6.4.
(1) The Laplace-Beltrami operator on SL(2, R) in the coordinates (N, H, θ) is
(2) the heat kernel on SL(2, R) is given by
where λ
n (x, y) and ϕ l n (x, y) are generalized eigenfunctions for the Maass Laplacian (see [17] , [18] Differentiating these equations at t = 0 we see that
and therefore (2) and (5.1).
Remark 6.6. Note that if we use the last part of Theorem 6.5 with T t = γ(1, 1), then we can find explicitly the Lévy measure of the subordinated process in the double cosets space SO(n, R)\GL(n, R) + /SO(n, R) similarly to Example 6.2.
6.5. Heisenberg group. In order to fit this example into the case of matrix Lie groups we give a description of the Heisenberg group as a matrix group as it is done in [9] . Denote 
