We study an adaptive anisotropic Huber functional based image restoration scheme. By using a combination of L2-L1 regularization functions, an adaptive Huber functional based energy minimization model provides denoising with edge preservation in noisy digital images. We study a convergent finite difference scheme based on continuous piecewise linear functions and use a variable splitting scheme, namely the Split Bregman [25] , to obtain the discrete minimizer. Experimental results are given in image denoising and comparison with additive operator splitting, dual fixed point, and projected gradient schemes illustrate that the best convergence rates are obtained for our algorithm.
operator splitting [45] etc. Here we use the split Bregman method studied by Goldstein and Osher [25, 24] 28 for computing the discrete energy minimizer as it is the fastest in terms of computational complexity 29 and then prove a convergence result for the class of weakly regular images. We utilize an image adaptive 30 inverse gradient based regularization parameter for better denoising without destroying salient edges.
31
Experimental results on real and synthetic noisy images are given to highlight the noise removal property The rest of the paper is organized as follows. Section 2 provides the background on an adaptive Huber 35 variational -PDE model along with some basic results on bounded variation space. Section 3 details 36 a convergent numerical scheme for the variational scheme. Section 4 provides comparative numerical 37 results on noisy images and Section 5 concludes the paper. 38 1 Semen Aronovich Geršgorin's work [21] in 1930 was the first paper to treat the important topic of the convergence of finite-difference approximations to the solution of Laplace-type equations. 
The corresponding PDE can be written in term of the Euler-Lagrange equation,
The adaptive discontinuity function φ(·, |∇u(x)|) = W (·) × ϕ(|∇u(x)|) is chosen to be an even function.
43
Note that the PDE in Eqn. (2) is a generalized Perona and Malik [32] 44 ∂u ∂t
where the diffusion function g is related with ϕ (s) = 2sg(s). The diffusion coefficient function g(·)
45 decides how much smoothness occurs and helps in noisy pixels (outlier) rejection. Various choices for 46 choosing ϕ exists in the literature, see [19, 20, 31, 14] of the well-posedness of the energy minimization scheme given in (1) . There are functions which are 50 2 We assume Gaussian noise, i.e., n ∼ N (0, σn).
3 Note we use the notation ∇ to denote the gradient and in the space of bounded variation functions BV it is infact a Radon measure and is understood in the sense of distributions. The equality Ω |Du| = Ω |∇u| dx is true when u ∈ W 1,1 (Ω).
non-convex [20, 31, equivalently the diffusion coefficient. For example, as in adaptive total variation, i.e., with ϕ(s) = s, Step image and corresponding results 4 . The Tikhonov regularization though effective in removing noise, penalizes higher gradients and hence can smooth the step edge excessively as can be seen in the resultant Fig. 2(c) . On the other hand the TV regularization better preserves the edges but some additional regions in the homogeneous parts can be enhances which is known as 'staircasing' artifact, see Fig. 2 
respectively. Note that the parameter k > 0 determines the region of transition between low and high 60 gradients thereby providing a separation of homogeneous (flat) regions and edges (jumps). To study the 61 fine properties of the Huber and Tukey regularization functions on the final restoration result, we consider 62 a simple 1D signal which consist of a sharp peak like edge and ramp edges along with flat regions.
63
• The Huber function ϕ H (4) is convex and has a linear response to noisy pixels (outliers) and is 64 strongly depends on the parameter k for that. Figure 4 shows how the dependence on k affects the shows that a even slight perturbation of the input signal can produce a very different output due 80 to instability associated with the non-convexity nature of the regularization function.
81
Motivated by the above arguments and to avoid both the over-under smoothing, and local minima issues,
82
in this paper we use the following regularization function [36] ,
where the free parameters 1 b > 0 is chosen so as to make the function lie between quadratic case of
84
Tikhonov and Huber's min-max function, see Fig. 1 
(a). This also makes the function to be in between 85
both ϕ H and ϕ T and strictly convex. Thus the energy minimization of E in (1) is well posed. For 86 completeness we outline the theorem here. We denote the the set of all bounded variation functions [22]
where Ω is the image domain, usually a rectangle in R 2 .
88
Theorem 1 (Well-posedness). Let u 0 ∈ BV (Ω; R m ) be the initial image. If the regularization function 89 ϕ(·) is strictly convex then, the energy minimization problem E(u) in (1) is well posed in BV (Ω; R m ).
90
Moreover, the maximum and minimum principle holds true.
91
Proof. From (1) the first term (u − I) 2 is strictly convex in u. Thus if ϕ is also strictly convex then the 92 well-posedness and maximum -minimum principle follows from [36] .
93
Remark 2. Note that if b → −1 in (6) we approach the Tukey's bisquare φ T function continuously but 94 we lose the convexity, see Fig. 1(a) . Hence we stick to 0 < b < 1 and use an adaptive selection of the 95 threshold parameter k, see Section 4.1.
96
Further, to reduce the dependence on the threshold k we use the following adaptive edge indicator
where K > 0 and G ρ is the Gaussian kernel with width ρ > 0, The digital image has a natural rectangular grid and without loss of generality we assume that the image 111 u : Ω ⊂ R 2 → R has size N × N . Then, the domainΩ is divided into N 2 subdomains of side length h. We 112 let the vertices {v i,j : 1 ≤ i, j ≤ N } so that the (i, j) th square subdomains are
113
Then we use the following finite difference approximations for the gradients,
and similarly for the y-direction gradients ∇ y + , ∇ y − , to obtain the forward and backward discrete gradients
where D h is the discrete operator applied to the input image u 0 . The discrete regularizer in the above 118 equations is,
with W ij the discrete version of the edge indicator function (7) 
we consider the following unconstrained minimization problem,
The above problem is solved by using an alternating minimization scheme, which includes the addition of a vector e, inside the quadratic functional. That is, the algorithm reduces to the following sequence of unconstrained problems,
First a minimization with respect to u is performed using a Gauss-Seidel method. Next a minimization 129 with respect to d is done using a shrinkage method. Finally, the vector e is updated using (14) . The
130
following steps summarize the algorithm,
The shrinkage operation is given by,
in Eqn. (13). The split Bregman algorithm for solving our functional (9) can similarly be derived. Note 139 that in our case the shrinkage becomes
where W is the adaptive edge indicator function given in Eqn. (7). The digital image u ∈ R N ×N is interpolated using continuous piecewise linear functions on Ω,
Similarly we define piecewise constant
, and the sampling operator
To prove the convergence of the interpolated function to the continuous solution we first introduce some 
Note that the modulus of continuity gives a quantitative account of the 151 continuity property of L p (Ω) functions.
152
Definition 1 (Weakly regular functions). Let φ ∈ L p (Ω) and 0 < L ≤ 1. We say φ is weakly regular
153
(L-Lipschitz) function if it satisfies the condition sup 0<t<1
The main convergence theorem is stated as follows.
and D h U 0 be the 156 discretization with respect to a uniform quadrangulation Q h . Let U be the minimizer of the discretized
which is obtained using the split Bregman scheme in Section 3.2, and u be the minimizer of the continuous 159 functional (1). Then,
160
(i) The interpolated solution of the discrete model converges to the continuous solution,
(ii) E h (P h (U )) converges to E(u) as h → 0.
162
We derive some preliminary results required for proving the main theorem. We use a generic constant
163
C which can change in line to line. 
(2) Discrete: LetŨ ∈ R N ×N be the minimizer of the discretized functional E h in (9). Then
Proof.
(1) The inequality follows from the fact that for the adaptive regularization (6) based energy
169
(2) We first note that
Then the inequality (17) follows from,
Lemma 2 (Convolution bound). LetŨ ∈ R N ×N be the minimizer of the discretized functional E h in 171 (9). Let u = G u be the mollified extension of the image function u ∈ BV (Ω) to u ∈ BV (R 2 ). Then
Proof. First note that
E h (Ũ ) ≤ E h (u ) ≤ Ω |∇P h u | 2 dx + λ 2 1≤i,j≤N h 2 |(u ) i,j − (Q h u 0 ) i,j | 2 and 173 P h u − u W 1,2 ≤ Ch |α|=2 D α u 2 ≤ Ch/ 2 1≤i,j≤N h 2 |Q h (u − u 0 ) i,j | 2 ≤ u − u 0 2 2 + C u 0 2 ∞ . and 175 1≤i,j≤N h 2 |(u ) i,j − (Q h u 0 ) i,j | 2 ≤ 1≤i,j≤N h 2 |(Q h u − Q h u 0 ) i,j | 2 + CO(h/ 2 ).
176

Proof of Theorem 2:
Let > 0 and h ≤ 1. From Eqn. (16),
Using Lemma 1 and Lemma 2 respectively for the two difference terms we obtain,
Let = h 1/(2L+1) and since u 0 is weakly regular ω(u 0 , h) 2 ≤ O(h L ), the above inequality becomes
Since E(u ) − E(u) → 0 as → 0 we have the result. We set the step size h = δt = 0.20, a = 1, and parameters in our regularization function in (6) to b = 0.05, ρ = 2, and the thresholding parameter k is determined using the mean absolute deviation (MAD) from robust statistics [41] ,
where the constant is derived from the fact that the MAD of a zero-mean normal distribution with unit 182 variance is 0.6745 = 1/1.4826. For the discrete functional (9), the parameter k is computed using the 183 gradient magnitude |∇u| for which we used the same finite difference approximations introduced before, We further introduce an iteration and pixel adaptive λ (t) i,j using the gradient information at iteration
where 2 = 10 −6 is added to avoid numerical instabilities. Note that λ 195 Figure 6 show the Cameraman gray-scale 256 × 256 size image used in our later comparison results.
196
We add Gaussian white noise of standard deviation σ n = 20 and mean zero 5 . Figure 6 
Restoration results
200
In Fig. 8 we restore three real images, original color M ovie still (film grain noise, medium granularity), other functions. Also note that the ME error curve for our method outperforms Huber and Tukey
219
functions based regularization and quickly converges to a desired solution (usually t = 50 is sufficient).
220
On the other hand our function (6) is robust when compared to the other two classical functions as can (a) True image u 
229
• Relative duality gap:
where E P rimal , E Dual represent the primal and dual objective functions respectively. This is used 231 as a stopping criteria for the iterative schemes.
232
• Peak Signal-to-Noise (PSNR) ratio, 233 PSNR = 20 * log 10
The higher the PSNR the better the restoration result.
234
• The mean error (ME):
The mean error needs to be small for restored images. In this paper we considered adaptive Huber type regularization function based image restoration scheme.
253
By using discrete split Bregman scheme we proved the convergence to continuous formulation. Experi- 
