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This paper deals with the study of the Malliavin calculus of Euclidean motions on
Wiener space (i.e. transformations induced by general measure-preserving transfor-
mations, called ‘‘rotations’’, and H -valued shifts) and the associated ﬂows on
abstract Wiener spaces. # 2002 Elsevier Science (USA)1. INTRODUCTION
Let ðW ;H ;mÞ be an abstract Wiener space, to be speciﬁc, assume for a
while that W ¼ C0ð½0; 1;R
dÞ endowed with the supremum norm. Under the
probability m, the family of maps ft ! wðtÞ; w 2 W g is a standard d-
dimensional Brownian motion. As is well known, while many interesting
functionals of the Wiener process are not continuous, on the other hand, for
these functionals, the map e! F ðwþ ehÞ (where h is in the Cameron–
Martin space H ) is absolutely continuous and the stochastic calculus of
variations has been developed in order to deal with such variations. Let now
Tt denote a ‘‘nice’’ collection of measure preserving transformations on the
Wiener space with T0 ¼ IW , then F ðTtwþ thÞ, h 2 H are also well-deﬁned
perturbations of F ðwÞ under the Euclidean motion Ttwþ th. It was often234
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TANGENT PROCESSES ON WIENER SPACE 235naively assumed that the Cameron–Martin space H plays the role of the
tangent space to the Wiener space but, indeed, the possibility of more
general perturbations shows that the tangent space to the Wiener space goes
further than just H . This was pointed out by Bismut [2] and later Fang and
Malliavin [9] and Driver [6, 7] (who wrote in [7]: ‘‘I hope to convince the
reader that H should, in fact, not be considered as the tangent space to W ’’)
and was followed by Cruzeiro and Malliavin [4, 5], Malliavin [16], Driver
[8], Cipriano and Cruzeiro [3] and Feyel and de la Pradelle [10].
Let ðW ;H ; mÞ be an abstract Wiener space with H ¼ H$. By the Ito–Nisio
theorem, for any complete, orthonormal basis ðen; n 2 NÞ of H originating
from W $, i.e. en ¼ jð*enÞ, where j denotes the injection from W $ to H and
*en 2 W $,
w
Xn
i¼1
deiðwÞei




B
!0
m-almost surely, where deiðwÞ ¼ hw; *eii. In particular, dei ¼
R 1
0
’eiðsÞ dws for
the case where ðW ;H ; mÞ is the classical Wiener space. Let R be any
(deterministic) orthogonal transformation on H (i.e. R$ ¼ R1). The
transformation
Tw ¼
X1
i¼1
dðReiÞei
induces a ‘‘rotation’’ on the Wiener space, i.e. a measure preserving
transformation of ðW ;H ;mÞ. A class of random orthogonal transformations
RðwÞ was introduced in [18] (cf. also [20]) such thatX1
1
dðRðwÞeiÞei ð1:1Þ
(where dðÞ is the divergence operator) is a rotation. This will be summarized
in the next section. If RtðwÞ ¼ exp tAðwÞ where AðwÞ is an anti-symmetric
transformation on H , then RtðwÞ is a unitary transformation on H and if
RtðwÞ satisﬁes some additional conditions, inserting RtðwÞ yields the measure-
preserving transformations T t on the Wiener space. This paper is an attempt
to extend the results of the papers cited in the previous page, which dealt
with rotations induced on the n-dimensional Wiener space by adapted
processes, to the setup of an abstract Wiener space and as far as possible
without the restriction of non-anticipativity, i.e. to add rotations to the
Malliavin calculus.
Notation and some results of the Malliavin calculus will be presented
in the next section. Let F ðwÞ be a Wiener functional. A will denote a
random operator on H , r and d will denote the gradient and the
Skorohod integral, respectively. The operation LA on F will be introduced
HU, U¨STU¨NEL, AND ZAKAI236in Section 3:
LAF ðwÞ ¼ dðArF Þ
under some restrictions on F and A and will be called a tangent
operator. Some properties of tangent operators will be derived and it will
be shown that if A is anti-symmetric ðA$ ¼ AÞ, then LA is a derivation
operator. A generalized Mehler transformation is presented in Section 4.
Section 5 deals with the extension of theLA operations to the Wiener path
w deﬁned as
LAw ¼LA
X1
i¼1
deiei
 !
¼:
X1
i¼1
ðLAdeiÞei
provided that the series converge in the Banach norm of W . If A$ ¼ A,
then under some additional assumptions Lexp tAw, 05t4t0 are rotations.
Thus, A induces a class of rotations on the Wiener space which together with
the shifts in the H direction yield a class of Euclidean motions on the Wiener
space. The action of LA on w will be called the tangent process induced by
A. Returning to the case where Ttw ¼Lexp tAðwÞw are rotations, then under
suitable conditions
dTtw
dt

t¼0
¼LAw
and consequently (cf. Eq. (3.7)), at least for simple F ðwÞ
dF ðTtwÞ
dt

t¼0
¼LAF ðwÞ
which indicates the relevance of the notions of tangent operators and
tangent processes to the calculus of rotations. This section deals ﬁrst with
general rotation and later specializes to ‘‘adapted’’ or ‘‘causal’’ rotations.
Following [19], an underlying ﬁltration is assumed and an adapted tangent
space structure is constructed. For the case where W is the classical
d-dimensional Brownian motion and
ðAðwÞhÞt ¼
Z t
0
asðwÞh0s ds ð1:2Þ
where as denotes an anti-symmetric d  d matrix with adapted entries, the
model of this paper yields the tangent process introduced in the papers cited
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tangent processes. Here we extend some previous results (cf. [3] and the
references therein), in particular, the Wiener space is not restricted to be a
ﬁnite-dimensional Wiener process and the tangent process that induces the
ﬂow is not required to be adapted. Roughly speaking, the results of this
section yield the construction of ﬂows of rotations Ttw on the Wiener space
starting with skew-symmetric transformations AtðwÞ, t50 which play the
role of ‘‘vector ﬁelds’’ in the equation
dTtw
dt
¼ ðLAtðwÞwÞðTtwÞ; T0 ¼ w: ð1:3Þ
An interesting open problem is whether the set of all rotations is
connected}in the sense that every rotation can be attained or approximated
by a solution to (1.3) for some admissible AtðwÞ; t50 and if not, how many
connected components does this set possess?
Remark. (a) Processes of type (1.2) were called ‘‘adapted tangent vector
ﬁelds’’ in [7] and ‘‘tangent processes’’ in [4]. We prefer the term ‘‘tangent
processes’’.
(b) Refs. [4, 6, 7, 9, 16] considered tangent processes with A of the
particular form (1.2) and applied the notion to Brownian ﬂows on
Riemannian manifolds. The present paper considers general forms of A
but is restricted to the ﬂat Wiener space.
(c) In a recent paper [14], Kusuoka introduces and studies a class of
rotations on Wiener space. These rotations differ from ours and are not
considered here.
2. PRELIMINARIES
(A) Let ðW ;H ;mÞ be an abstract Wiener space, a mapping j from W into
some separable Hilbert space X will be called a cylindrical function if it is of
the form jðwÞ ¼ f ðhv1;wi; . . . ; hvn;wiÞ where f 2 C10 ðRn;XÞ, vi 2 W * for
i ¼ 1; . . . ; n. For such a j, we deﬁne rj as
rjðwÞ ¼
Xn
i¼1
@if ðhv1;wi; . . . ; hvn;wiÞ *vi;
where *vi is the image of vi under the injection W *+H .
The quasi-invariance of the Wiener measure with respect to the
translations originating from the Cameron–Martin space implies that r is
a closable operator on Lpðm;XÞ for any p51. We shall denote its closure
with the same notation. The integer powersrk ofr are deﬁned by iteration.
For p > 1, k51, we denote by Dp;kðXÞ the completion of X-valued
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jj jjDp;k ðXÞ  jj jjp;k ¼
Xk
i¼0
jjrijjjLpðm;XHiÞ:
Let us denote by d the formal adjoint of r with respect to the Wiener
measure m. The well-known result of P.A. Meyer assures that the norm
deﬁned above is equivalent to
jjj jjjp;k ¼ jjðI þLÞ
k=2jjjLpðm;XÞ;
where L ¼ d  D is the Ornstein–Uhlenbeck operator or the number
operator. Note that, due to its self-adjointness, its non-integer powers
are well deﬁned. Moreover, we can also deﬁne Dp;kðXÞ for negative
k using the second norm and we denote by DðXÞ ¼
T
p>1
T
k2N Dp;kðXÞ
and D0ðXÞ ¼
S
p>1
S
k2Z Dp;kðXÞ. In case X ¼ R, we write simply Dp;k ;D;D
0
instead of Dp;kðRÞ;DðRÞ;D
0ðRÞ. Let us recall that
r: Dp;kðXÞ ! Dp;k1ðX H Þ
and
d: Dp;kðX H Þ ! Dp;k1ðXÞ
are continuous linear operators for any p > 1; k 2 Z.
The operator d is the divergence operator or Skorohod integral operator
and satisﬁes
(a) If u 2 D2;1ðH Þ, then
E½ðduÞ2 ¼ E½juj2H  þ E½trace ðruÞ
2:
(b) If F 2 D2;1; u 2 D2;1ðH Þ and if Fu 2 D2;1ðH Þ, then
dðFuÞ ¼ F du ðrF ; uÞH : ð2:1Þ
(c) If u 2 D2;1ðH Þ and if W is the d-dimensional Wiener space, then
u ¼
R .
0 asðwÞ ds where a takes values in L
2ð½0; 1;Rd Þ. If ðt;wÞ ! atðwÞ is
adapted, then du is equal to the Ito integral of a:
du ¼
Z 1
0
ðasðwÞ; dwsÞ:
(B) The RotationTheorem ( .Ust .unel and Zakai [18, 20]). Let w! RðwÞ
be a weakly measurable random variable on W with values in the space of
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isometry on H (i.e. jRðwÞhjH ¼ jhjH a.s. for all h 2 H Þ. Furthermore,
assume that for some p > 1 and for all h 2 H , Rh 2 Dp;2ðH Þ, and rRh 2
Dp;1ðH  H Þ is a quasi-nilpotent operator on H (i.e. limn!1 jjðrRhÞ
njj1=nLðH ;H Þ ¼
0 a.s. or, equivalently, trace ðrRhÞn ¼ 0 a.s., for all n52). If moreover,
either
ðaÞ ðIH þ irRhÞ
1  Rh is in Lqðm;H Þ; q > 1 for any h 2 H (here q may
depend on h 2 H ) or,
ðbÞ Rh 2 DðH Þ for any h 2 H .
Then
E½exp idðRhÞ ¼ exp 1
2
jhj2H : ð2:2Þ
Namely, if ðen; n 2 NÞ is a complete, orthonormal basis of H , then
ðdðRenÞ; n 2 NÞ are independent N1ð0; 1Þ-random variables and consequently
Eq. (1.1) deﬁnes a measure-preserving transformation of W .
The map R satisfying the conditions of this theorem with p ¼ 2 and under
(a) with q ¼ 2 will be said to satisfy the rotation conditions.
Let us note that, to an operator R with the above properties, for any ﬁxed
k 2 H and t 2 ½0; 1, there corresponds another operator, satisfying the same
properties, deﬁned as w! Rt;kðwÞ ¼ Rðwþ tkÞ, that we shall denote by Rt;k.
With this notion we deﬁne a new operator as
XRk F ðwÞ ¼
d
dt
F ðTt;kðwÞÞjt¼0;
where Tt;kw is deﬁned as
Tt;kw ¼
X1
i¼1
dðRt;keiÞðwÞei ¼
X1
1
LRt ;kðdeiÞei;
XRk is closable [20], and we have
rkðF 8 T Þ ¼ ðRðrF 8 T Þ; kÞH þ X
R
k F ð2:3Þ
or
rðF 8 T Þ ¼ RðrF 8 T Þ þ X
RF
for any cylindrical F . This operator plays an important role in the analysis
of random rotations.
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du 8 T ¼ dðRðu 8 T ÞÞ þ traceðRX
RuÞ:
Proof. Let ðei; i 2 NÞ be a complete, orthonormal basis of H . We have,
using relation (2.3) and denoting ðu; eiÞH by ui,
du 8 T ¼
X1
i¼1
fui 8 T dðReiÞ  ðreiuiÞ 8 T g
¼
X1
i¼1
fui 8 T dðReiÞ  ðRðrui 8 T Þ;ReiÞHg
¼
X1
i¼1
fui 8 T dðReiÞ  ðrðui 8 T Þ  X
Rui;ReiÞHg
¼ dðRðu 8 T ÞÞ þ
X1
i¼1
ðXRui;ReiÞH : ]
Remark. Since du 8 T and dðRðu 8 T ÞÞ are independent of the choice of
ðei; i 2 NÞ, so does traceðRXRuÞ.
(C) For later reference we note:
Lemma 2.2. Let A$ ¼ A; B$ ¼ B be Hilbert–Schmidt operators on
some Hilbert space. Then
traceðABÞ ¼ 0: ð2:4Þ
Proof. We have the following obvious identities:
traceðABÞ ¼ traceðBAÞ
¼ traceððABÞ$Þ
¼  traceðABÞ
since A is anti symmetric. ]
Remark. In what follows, we shall use the same notations for the
elements of W $ as well as for their images in H under the canonical injection
W $+H as long as there is no danger of confusion.
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Definition 3.1. Let w! AðwÞ be a strongly measurable mapping with
values in the space of bounded operators on H . Assume that for all F 2 D,
ArF is in D2;1ðH Þ. For any u 2 D2;1ðH Þ, the action of ðA; uÞ on F will be
deﬁned as
LA;uF ¼ dðArF Þ þ ruF : ð3:1Þ
Remark. Note that if A ¼ I , u ¼ 0 then LA;u reduces to the Ornstein–
Uhlenbeck operator.
Denoting LA ¼LA;0, we have LA;u ¼LA þru. The operator LA;u will
be called the tangent operator induced by ðA; uÞ. In particular for
F ðwÞ ¼ dhðwÞ, h 2 H , we have
LA;udh ¼ dðAhÞ þ ðh; uÞ: ð3:2Þ
Lemma 3.1. LA;u is closable in L2ðmÞ.
Proof. We have to show that if Fn ! 0 and if ðLA;uFn; n 2 NÞ converges
in L2ðmÞ as n!1, then the limnLA;uFn ¼ 0. For any smooth, cylindrical j
we have by integration by parts formula
E½jLA;uFn ¼E½ðrj;ArFnÞH  þ E½ðrFn;juÞH 
¼E½ðA$rj;rFnÞH  þ E½FndðjuÞ
¼  E½FndðArjÞ þ E½FndðjuÞ
! 0
since Fn ! 0 in L2ðmÞ. Consequently,LA;uFn converges weakly to zero hence
strongly to zero. ]
Lemma 3.2. The adjoint to LA;u satisfies
L$A;uF ¼LA$F þ dðFuÞ
for any F 2 D.
Cf. Theorem 3.4 of [8] and the references therein for an averaged version
of this result (Eq. (3.3) for A of the form given by Eq. (1.2)).
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EðjLA;uF Þ ¼EfjdðArF Þ þ jðrF ; uÞHg
¼EfðrF ;A$rðjÞH þ F  dðjuÞg
¼EðF ðLA$jþ dðjuÞÞÞ: ] ð3:3Þ
Lemma 3.3. (i) Assume that A is anti-symmetric ðA$ ¼ AÞ and u ¼ 0, then
LAðF1 F2Þ ¼ F1LAF2 þ F2LAF1 ð3:4aÞ
namely, A is a derivation. Consequently, if F 2 D and if rFeF 2 Dp;1ðH Þ, for
some p > 1, then
LA exp F ðwÞ ¼ exp F ðwÞLAF ðwÞ: ð3:4bÞ
Moreover, for all f 2 C1b
LAf ðdðhÞÞ ¼ f 0ðdðhÞÞdðAhÞ: ð3:4cÞ
(ii) If A is symmetric and positive definite and if f ¼ Rd ! R is twice
continuously differentiable, F1; . . . ; Fd 2 D, then
LA½f ðF1; . . . ; Fd Þ ¼
Xd
i¼1
@f
@xi
ðF1; . . . ; Fd ÞLAFi
þ
X
i;j¼1
@2f
@xi@xj
ðF1; . . . ; FdÞGðFi; FjÞ; ð3:4dÞ
where
GðF ;GÞ ¼ hrF ;ArGi
¼ 1
2
½LAðFGÞ  FLAG GLAF  ð3:4eÞ
is a symmetric, positive-definite bilinear form.
Remark. (a) If we had used the local Sobolev derivative in the deﬁnition
of LA, then we could have omitted these growth conditions.
(b) Thus in the symmetric case,LA is a diffusion operator in the sense
of Bakry–Emery (cf. [1,12]).
(c) If A;B are anti-symmetric, then
½A;B ¼ AB BA
is also anti-symmetric.
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dðArðF1 F2ÞÞ ¼ dðF1ArF2Þ þ dðF2ArF1Þ
¼ F1LAF2 þ F2LAF1  ½ðArF1;rF2ÞH þ ðrF2;ArF1ÞH 
¼ F1LAF2 þ F2LAF1
since A$ ¼ A, proving (3.4a). As for (3.4b)
LA exp F ðwÞ ¼ dðexp F ðwÞArF ðwÞÞ
¼ exp F ðwÞdðArF Þ þ exp F ðwÞðrF ;ArF ÞH ;
but ða;AaÞ ¼ 0 since A is anti-symmetric. Eqs. (3.4c)–(e) follow by a similar
argument. ]
Lemma 3.4. Let A be strongly measurable and A$ ¼ A, set
RtðwÞ ¼ etAðwÞ, and assume that Ah and ARth are in the domain of d, for any
t 2 R; h 2 H . Denote by F ðwÞ any real-valued cylindrical function on W ,
represented as F ðwÞ ¼ f ðdh1; . . . ; dhnÞ with f being a smooth function on R
n.
Then
d
dt
dðRthÞ ¼ dðRtAhÞ ¼LRtAðdhÞ: ð3:5Þ
If, for some p > 1 and for any h 2 H , t ! etAh is Dp;1ðH Þ-valued and
differentiable, then
lim
t!0
dðRtAhÞ ¼ dðAhÞ ð3:6Þ
in LpðmÞ and
d
dt
f ðdðRth1Þ; . . . ; dðRthnÞÞ

t¼0
¼LAF : ð3:7Þ
Proof. Setting f 0i ¼
@f
@xi
, we have
d
dt
f ðdðRth1Þ; . . . ; dðRthnÞÞ ¼
X
i
f 0i ðdRth1; . . . ; dRthnÞdðRtAhiÞ:
As t ! 0, the sum converges toX
i
f 0i ðdh1; . . . ; dhnÞdðAhiÞ ¼LAF
in LpðmÞ. ]
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able random variable with values in LðH ;H Þ. Then we have, for any u 2 DðH Þ,
the following relation:
LAðduÞ ¼ dðAuÞ þ d
2ðAruÞ  dðtraceðrurAÞÞ; ð3:8Þ
almost surely.
Proof. For the notational simplicity, we shall proceed in the case of the
classical Wiener space, i.e. we shall take W ¼ Cð½0; 1;RdÞ. In this case, we
can represent the operator A with a kernel Aðs; tÞ, hence, using the
elementary results about the divergence:
LAðduÞ ¼ dAr
Z 1
0
’usdws
¼
Z 1
0
Z 1
0
Aðt; tÞ ’ut dtdwt
þ
Z 1
0
Z 1
0
Aðb; tÞ
Z 1
0
Dt ’usdws
	 

dt
	 

dwb
¼ dðAuÞ þ
Z 1
0
Z 1
0
Z 1
0
Aðt; tÞDt ’usdws
	
þ
Z 1
0
DsAðt; tÞDt ’us ds


dt dwt
¼ dðAuÞ þ d2ðAruÞ

Z 1
0
Z 1
0
Z 1
0
DsAðt; tÞDt ’us ds dt dwt
¼ dðAuÞ þ d2ðAruÞ  dðtraceðrurAÞÞ;
where we have used the fact that Aðt; tÞ þ Aðt; tÞ ¼ 0 almost surely. ]
Remark. With the notations of the proof, if the intersection of the
supports of the maps ðs; tÞ ! DsAðt; tÞ and ðs; tÞ ! Dt ’us is dt dm negligible,
then Eq. (3.8)) reads as
LAðduÞ ¼ dðAuÞ þ d
2ðAruÞ:
In particular, this situation happens when A and u are adapted to some
Wiener ﬁltration.
Let us deﬁne a Lie bracket for the elements of H3 as
½U ; V ðh; kÞ ¼ ðUhÞðVkÞ  ðVhÞðUkÞ
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linearity as
ðtrace½U ; V Þðh; kÞ ¼ traceð½U ; V ðh; kÞÞ
for h; k 2 H . Note that
trace½U ; V ðk; hÞ ¼ traceðUk VhÞ  traceðVk UhÞ
¼ traceðVh UkÞ  traceðUh VkÞ
¼  trace½U ; V ðh; kÞ;
consequently, trace½U ; V  is always an anti-symmetric operator.
With these notations we can state
Corollary 3.1. For any two anti-symmetric A and B in DðH2Þ,
we have
½LA;LBðfÞ ¼L½A;BfþLLABLBAfLtrace½rA;rBf ð3:9Þ
almost surely, for any f 2 D.
Proof. Let us ﬁrst remark that the operators LAB and LBA are anti-
symmetric operators, consequently at both sides of Eq. (3.9), the operators
are the derivations. Moreover, by a density argument, it sufﬁces to prove the
claim for f ¼ edh; h 2 H . However, this case follows trivially from
Proposition 3.1. ]
4. GENERALIZED MEHLER TRANSFORMS
There are at least two points of interest for considering general A (i.e. not
necessarily anti-symmetric): The ﬁrst one is to compare LA in the anti-
symmetric case with the Ornstein–Uhlenbeck operator. The second one is to
have a differentiation not only for translation, rotation but also for dilation
(more precisely for contraction).
Let A :W ! LðH Þ be a measurable map such that for almost every w 2 W ,
AðwÞ is a non-negative deﬁnite, possibly unbounded operator on H .
Namely,
ðh;AðwÞhÞH50:
This is equivalent to say that Aþ A* is non-negative deﬁnite. Note that if A
is anti-symmetric, then A is non-negative deﬁnite.
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contraction semigroup on H , denoted by QtðwÞ ¼ expðtAðwÞÞ. This means
that, m-almost surely
sup
jhjH41
jjQtðwÞhjj41:
Let F be a cylindrical function:
F ðwÞ ¼ f ðdðh1Þ; . . . ; dðhnÞÞ;
where fh1; . . . ; hng is an orthonormal system. Denote by ð *W ;H ; *mÞ an
independent copy of the abstract Wiener space ðW ;H ;mÞ. The corresponding
divergence operator will be denoted by *d. Namely,
*dðaðwÞbð *wÞeÞ ¼ aðwÞ*dðbð *wÞeÞ:
Also *E½f ðw; *wÞ will denote E½f ðw; *wÞjFW .
Let us deﬁne a transformation on the cylindrical functions by the
generalized Mehler formula
MAt F ðwÞ ¼E½f ðdðQtðwÞh1Þ þ *dð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I  Q *t QtðwÞ
q
h1Þ; . . . ; dðQtðwÞhnÞ
þ *dð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I  Q*t QtðwÞ
q
hnÞÞjFW 
¼ *E½f ðdðQtðwÞh1Þ þ *dð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I  Q*t QtðwÞ
q
h1Þ; . . . ; dðQtðwÞhnÞ
þ *dð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I  Q*t QtðwÞ
q
hnÞÞ: ð4:1Þ
From now on we consider in this section A of the form
Ah ¼
Z .
0
aðs;wÞ ’hs ds; ð4:2Þ
where a is a d  d matrix with adapted entries, as in (1.2); however, we will
not assume that aðs;wÞ is anti-symmetric. Let QtðwÞ be the semigroup on H
generated by A. Namely,
QtðwÞh ¼
Z .
0
qðt; s;wÞ ’hs ds; ð4:3Þ
where qðt; s;wÞ ¼ exp ½taðs;wÞ. The matrix-valued process qðtÞ is adapted for
any t50. We shall further suppose that the operator norm of Qt is bounded
by 1. Then
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LpðW ;H ;mÞ. Besides, E½MtF  ¼ E½F  for any F 2 LpðmÞ and
d
dt
MAt F ðwÞjt¼0 ¼LAF ð4:4Þ
for any F 2 Dp;2, p > 1.
Proof. Denote
Yk ¼ dðQtðwÞhkÞ þ *dð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I  QtðwÞ*QtðwÞ
p
hkÞ; k ¼ 1; . . . ; n:
One can also write *QtðwÞ :¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 Q*t QtðwÞ
p
as
*QtðwÞh ¼
Z .
0
*qðt; s;wÞ ’hs ds;
where
*qðt; s;wÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I  q* ðt; s;wÞqðt; s;wÞ
p
:
Then
YkðtÞ ¼
Z 1
0
hqðt; s;wÞ ’hkðsÞ; dwsi þ
Z 1
0
h*qðt; s;wÞ ’hkðsÞ; d *wsi:
Now consider
Ykðt; rÞ ¼
Z r
0
hqðt; s;wÞ ’hkðsÞ; dwsi þ
Z r
0
h*qðt; s;wÞ ’hkðsÞ; d *wsi:
It is easy to see that r ! Ykðt; rÞ is a martingale and the bracket of this
martingale is
Nr ¼
Z r
0
½jqðt; s;wÞ ’hkðsÞj2 þ jqðt; s;wÞ ’hkðsÞj2 ds
¼
Z r
0
j ’hk j2 ds:
This implies that r ! YkðrÞ is a Gaussian martingale and, in particular, that
Yk is a Gaussian random variable. In a similar way, one can show that
HU, U¨STU¨NEL, AND ZAKAI248E½YiðtÞYjðtÞ ¼ dij, where dij is the Kronecker symbol. Let F be of the above
form. Let us denote jjF jjp ¼ ðEjF j
pÞ1=p. Then
jjMAt F jjp ¼ jjE½f ðdðQtðwÞh1Þ þ *dð *QtðwÞh1Þ;
. . . ; dðQtðwÞhnÞ þ *dð *QtðwÞhnÞjFW jjp
4E½jjf ðdðQtðwÞh1Þ þ *dð *QtðwÞh1Þ; . . . ;
dðQtðwÞhnÞ þ *dð *QtðwÞhnÞjjp jFW 
¼E½jjF jjp jFW  ¼ jjF jjp:
Therefore, MAt can be extended to LpðmÞ (p 2 ½1;1Þ) as a contraction.
This proves the ﬁrst part of the theorem. For the proof of the second
part, by a density argument, it sufﬁces to take F of the form F ¼
expfdh 1
2
jhj2Hg; h 2 H . In this case it is easy to see that
MtF ¼ expfdðQthÞ  12jQthj
2
Hg:
Consequently,
E½MtF  ¼ 1:
Thus,
dMt F
dt

t¼0
¼ ðdðAhÞ  ðAh; hÞH ÞF
¼LAF ;
and this completes the proof of the theorem. ]
5. TANGENT PROCESSES
Definition 5.1. Let AðwÞ be a transformation on H . Assume that
AðwÞh 2 D2;1ðH Þ for all h 2 H . If
P
i dðAeiÞei converges weakly in the Banach
space norm as n!1, namely, if there exists a W -valued random variable Y
such that
P
i dðAeiÞðei; *aÞH converges in probability (*a is the image of a in H
under the canonical injection from W * to H ) to W hY ; aiW * for all a 2 W *
and for all basis ðei; i51Þ, then we deﬁne LAw ¼ Y and LAw is called the
tangent process induced by A.
Remark. We avoided deﬁning LAw through stronger convergence
of
P
i dðAeiÞei since it is often difﬁcult to prove the stronger con-
vergence. Several particular cases where the convergence of
P
dðAeiÞei
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(A) The case where AðwÞ satisﬁes the rotation condition.
(B) The case where A is a bounded non-random operator [13].
(C) The problem of the a.s. convergence of the sum
P
i dðAeiÞei in the
case of the classical Wiener spaces can be handled in some cases with the
help of the Kolmogorov Lemma. In the classical Wiener space case consider
an operator on H of the form
Ah ¼
Z 
0
Z 1
0
aðt; uÞ ’hðuÞ du
	 

dt; ð5:1Þ
where a is a matrix valued, measurable function on ½0; 1  ½0; 1  W such
that
sup
jhjH41
Z 1
0
Z 1
0
aðu; vÞ ’hðvÞ dv


2
Rn
du51:
Assume now that a belongs to the domain of the divergence
operator and that there exist strictly positive constants K; a and g
such that
E
Z 1
0
ðaðs; tÞ  aðt; tÞÞdwt


a
" #
4K jt  sj1þg;
for any s; t 2 ½0; 1, where we denote by dws the Skorohod integral which
disintegrates the divergence operator. Then t !
R 1
0 aðs; tÞdws has an almost
surely continuous modiﬁcation. Finally, under the above hypothesis,LAw is
the W -valued random variable
LAw ¼
Z 1
0
aðs; Þdws:
Cf. also Theorem 5.1 for the case where feig is the Haar system.
(D) Lemma 5.1. Let j 2 D2;1 and A$rj 2 D2;0ðH Þ, then LjAw exists in
the sense of Definition 5.2 or in the sense of a.s. convergence in W if and only if
jLAw exists in the corresponding sense and then
LjAw ¼ jLAw A$rj:
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XN
1
dðjAeiÞei ¼
XN
1
jdðAieiÞei 
XN
1
ðA$rj; eiÞei ]
Lemma 5.2. Assume that Rt satisfies the assumptions of the rotation
theorem and set
Ttw ¼
X1
i¼1
dðRteiÞei ¼LRtw
then, for any a 2 W $, we have
ha; Ttwi ¼ dðRt *aÞðwÞ
almost surely, where *a denotes the image of a under the canonical injection
W $+H . In particular,
dh 8 Ttw ¼LRt ðdhÞ ¼ dðRthÞ: ð5:2Þ
Proof. Let a be any element of W $, then we have almost surely
ha; Ttwi ¼
X
i
dðRteiÞðei; *aÞH
¼ lim
N!1
d Rt
XN
i¼1
ð*a; eiÞHei
 !
¼ dðRt *aÞ:
The last claim follows since the set f*a: a 2 W $g is dense in H . ]
5.1. Tangent processes under a causality condition
5.1.1. Introduction
Let ðW ;H ;mÞ be an abstract Wiener space and let ðpy; y 2 ½0; 1Þ be a
continuous resolution of the identity on H with p0 ¼ 0. Let F . denote the
ﬁltration induced on the Wiener space, i.e. F . ¼ fFy; y 2 ½0; 1g, where
Fy ¼ sfdpyh; h 2 Hg:
Definition 5.2 ( .Ustu¨nel and Zakai [19]). Assume that ðpy; y 2 ½0; 1Þ
is a continuous resolution of identity, and thatF . the ﬁltration generated by it.
1. An H -valued random variable u is called adapted to F . if for all
h 2 H and y 2 ½0; 1, ðu; pyhÞH is Fy-measurable.
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where LðH ;H Þ is the space of bounded operators on H . G is said to be an
adapted or causal transformation with respect to F . if for every H -valued
and adapted random variable u, w! GðwÞu is adapted.
Proposition 5.1 ( .Ust !unel and Zakai [19]). Let G be such that Gh 2
Dp;1ðH Þ for some p > 1 and is adapted for any h 2 H . Then G is adapted iff
dðptGhÞ is Ft-measurable for all t 2 ½0; 1 and for all h 2 H .
Lemma 5.3 ( .Ust .unel and Zakai [19, Proposition 3.3, Lemma 4.1]). As-
sume that u :W ! H and that G :W ! LðH ;H Þ is a strongly measurable
random variable.
(a) If u 2
S
p>1 Dp;1ðH Þ is adapted, then ru is quasi-nilpotent.
(b) If G is adapted then p .Gp . ¼ p .G.
From these results it follows immediately:
Lemma 5.4. Assume that A :W ! LðH ;H Þ is a strongly measurable
mapping.
1. If A is adapted then etA is also adapted and if
Ah 2
[
p>1
Dp;1ðH Þ etAh 2
[
p>1
Dp;1ðH Þ
 !
;
then, for any h 2 H , rAh (ðretAhÞ, respectively) is quasi-nilpotent.
2. If moreover ðRt; t 2 ½0; t0Þ are adapted and satisfy the rotation
condition and if dRtdt exists, then
dRt
dt is also adapted.
5.1.2. The classical tangent process
Consider now the particular case of the d-dimensional Brownian motion
on ½0; 1 under the natural ﬁltration. Then h ¼
R .
0 h
0
y dy where
h0 2 L2ð½0; 1;Rd Þ. Let
AðwÞh ¼
Z .
0
asðwÞh0s ds; ð5:3Þ
where a is an anti-symmetric d  d matrix-valued, adapted process.
Throughout this paper a will be assumed smooth and essentially bounded
with respect to s and w. h; i denotes the scalar product in Rd . Then for any
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dðAuÞ ¼
Z 1
0
hasðwÞu0sðwÞ; dwsi ð5:4Þ
provided that the integrand is a.s. square integrable on ½0; 1 and the right-
hand side of (5.4) denotes the Ito integral. Since exp tasðwÞ is an orthogonal
matrix for almost all s 2 ½0; 1,
dðetAuÞ ¼
Z 1
0
hetasu0sðwÞ; dwsi ð5:5Þ
and the d-dimensional process
Z t
0
exp tas dws
is again a standard d-dimensional Brownian motion.
Hence,
Ttw ¼
X
i
dðexp tAeiÞei
¼
X
i
Lexp tAðdeiÞei ð5:6Þ
is a rotation.
Proposition 5.2. Let a be given as above. Assume that aðt; sÞ is
Ft-adapted and is Hilbert–Schmidt in the following sense:
E
Z 1
0
Z 1
0
jaðt; sÞj2 dt ds51:
Then LAw exists and
LAw ¼
Z 1
0
aðs; Þ dws:
Proof. Let ðei; i51Þ be an orthonormal basis of H . Then
Aei ¼
Z 
0
Z 1
0
aðt; uÞ ’eiðuÞ du
	 

dt:
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Xn
i¼1
dðAeiÞhei; ai ¼
Xn
i¼1
Z 1
0
Z 1
0
aðt; uÞ ’eiðuÞ du
	 

dwt
Z 1
0
’eiðsÞ’aðsÞ ds
¼
Z 1
0
Z 1
0
aðt; uÞ
Xn
i¼1
Z 1
0
’eiðsÞ’aðsÞ ds ’eiðuÞ
 !
du dwt
¼
Z 1
0
Z 1
0
aðt; uÞbnðuÞ du dwt; ð5:7Þ
where
bnðuÞ ¼
Xn
i¼1
Z 1
0
’eiðsÞ’aðsÞ ds ’eiðuÞ:
It is clear that bn converges to ’a in L
2½0; 1. Since A is of Hilbert–Schmidt, we
see that
Z 1
0
aðt; uÞbnðuÞ du
converges to
R 1
0
aðt; uÞ’aðuÞ du in L2½0; 1. Consequently, (5.7) converges to
Z 1
0
Z 1
0
aðt; uÞ’aðuÞ dwt
in L2ðm;W Þ, hence in probability.
From Proposition 5.2 if follows immediately that:
Lemma 5.5. If A is as given by (5.3) then LAw exists and is given by
LAw ¼
Z 
0
a$s ðwÞ dws: ð5:8Þ
Consequently,
R 
0
as dws which is a tangent process in the sense of the
deﬁnition in the references cited in the introduction is also a tangent process
in the sense of Deﬁnition 5.1. In this case it also follows immediately that (cf.
Eq. (2.3.9) of [4] or p. 252 of [5]):
Lemma 5.6. Let F 2 Dp;1ðH Þ; p > 1 and let us express it as
rF ðwÞ ¼
Z .
0
csðwÞ ds:
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LAF ¼ d
Z .
0
ascs ds
	 

¼
Z 1
0
hacs; dwsi; ð5:9Þ
where (5.9) represents the Skorohod integral.
The following result is an easy corollary of Proposition 5.2.
Proposition 5.3. Let A be given by (5.3) and g 2 Dp;1ðH Þ and adapted.
Then
LA
Z 1
0
hgðsÞ; dwsi
	 

¼
Z 1
0
hasgðsÞ þLAgðsÞ; dwsi:
Proof. We have
Dt
Z 1
0
hgðsÞ; dwðsÞi ¼ gðtÞ þ
Z 1
0
hDtgðsÞ; dwðsÞi;
Ar
Z 1
0
hgðsÞ; dwðsÞi ¼
Z 
0
aðtÞgðtÞ dt þ
Z 
0
aðtÞ
Z 1
0
hDtgðsÞ; dwðsÞi
¼
Z 
0
aðtÞgðtÞ dt þ
Z 
0
Z 1
0
haðtÞDtgðsÞ; dwðsÞi dt
þ
Z 
0
Z 1
0
hDsaðtÞ;DtgðsÞi dt ds
¼
Z 
0
aðtÞgðtÞ dt þ
Z 
0
Z 1
0
haðtÞDtgðsÞ; dwðsÞi dt:
The last identity follows from the fact that g and a are adapted (namely,
DsaðtÞ ¼ 0 or DtgðsÞ ¼ 0). Recall now the symmetry of the operator d
ð2Þ:
dð2Þðu1  u2Þ ¼ d
ð2Þðu2  u1Þ: ð5:10Þ
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LA
Z 1
0
hgðsÞ; dwðsÞi ¼
Z 1
0
haðtÞgðtÞ; dwðtÞi
þ
Z 1
0
Z 1
0
haðtÞDtgðsÞ; dwðsÞi; dwðtÞ
 
¼
Z 1
0
haðtÞgðtÞ; dwðtÞi
þ
Z 1
0
Z 1
0
haðtÞDtgðsÞ; dwðtÞi
 
; dwðsÞ
 
¼
Z 1
0
haðtÞgðtÞ; dwðtÞi þ
Z 1
0
hLAgðsÞ; dwðsÞi: ]
Assume now that B is also of form (5.3) and let F ¼ exp df , where f is an
element of H (the Cameron–Martin space of Cð½0; 1;Rd Þ). For a matrix
A ¼ ðaijðwÞÞ14i;j4d , we deﬁne
LBA ¼ ðLBaijÞ14i;j4d :
As we have already remarked before, it is easy to see that if A is anti-
symmetric, then LBA is also anti-symmetric. Thus as a consequence of
Corollary 3.1, we have the following result extending a result of [4]:
Proposition 5.4. Let A and B be of type (5.3) with a and b
anti-symmetric and adapted. Then
½LA;LB ¼LALB LBLA ð5:11Þ
¼L½A;BþC ; ð5:12Þ
where
C ¼LAbLBa: ð5:13Þ
We turn, now, to derive conditions for the uniform convergence ofP
dðAeiÞei for some speciﬁc basis of H in the case of a classical Wiener
space. Let Md denote the set of all d  d matrices. Choose an anti-
symmetric, Md -valued adapted stochastic process a : ½0; 1  W !Md ,
where W is now the d-dimensional classical Wiener space and Ah is as
given by Eq. (5.3). We choose a special orthonormal basis, namely the Haar
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properties of it. For the notational simplicity, we will discuss only the one-
dimensional case: each integer n can be written as
n ¼ 2k þ l; l 2 f1; 2; . . . ; 2kg; k 2 N. We write
Dn ¼ D
l
k ¼
l 1
2k
;
l
2k
	 

; D1 ¼ D
0
0 ¼ ð0; 1Þ:
If I is an interval, we denote by Iþ and I the left- and right-hand halves of I
(excluding the middle point). Thus when n ¼ 2k þ l,
Dþn ¼
l 1
2k
;
2l 1
2kþ1
	 

; Dn ¼
2l 1
2kþ1
;
l
2k
	 

:
Deﬁne w1ðtÞ ¼ 1, and for 2
k5n42kþ1, deﬁne wn by
wnðtÞ ¼
0 if t =2 Dn;
2k=2 if t 2 Dþn ;
2k=2 if t 2 Dn :
8><
>:
The Haar system is the set of functions
w ¼ fwnðtÞ : n51g:
It is well known that w is a complete orthonormal basis of L2ð½0; 1; dtÞ. Thus,
%wnðÞ ¼
Z .
0
wnðtÞ dt; n51
 
is a complete orthonormal basis of the (one-dimensional) Cameron–Martin
space.
Theorem 5.1. Let A and wn be defined as above. Assume thatZ 1
0
EjaðsÞjp ds51
for some p > 2. Then
X1
n¼1
dðA%wnÞ%wnðÞ
is convergent to
R 
0 aðsÞ dws in L
pðmÞ uniformly on ½0; 1, in other words the
convergence takes place in the space of Banac space-valued random variables
Lpðm;W Þ.
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XN
n¼1
wnðtÞwnðsÞ ¼ KN ðt; sÞ;
where
KN ðt; sÞ ¼
2kþ1; ðt; sÞ 2 Dinþ1  D
i
nþ1; 14i42m;
2k ; ðt; sÞ 2 Din  D
i
n; m5i42
k ;
0; a:e: for other points:
8><
>:
Since a is adapted,
dðA%wnÞ ¼ d
Z 
0
aðsÞwnðsÞ
	 

¼
Z 1
0
aðsÞwnðsÞ dws:
Therefore,
SN ðtÞ :¼
XN
n¼1
dðA%wnÞ%wnðtÞ
¼
XN
n¼1
Z 1
0
aðsÞwnðsÞ dws
Z t
0
wnðrÞ dr
¼
Z t
0
Z 1
0
aðsÞ
XN
n¼1
wnðsÞwnðtÞ dws dr
¼
Z t
0
Z 1
0
KN ðs; rÞaðsÞ dws dr
¼
Xqt;N
i¼1
Z
Dikþ1
aðsÞ dws þ
t  tN
tþN  t

N
Z
Dikþ1
aðsÞ dws
¼
Z tN
0
aðsÞ dws þ
t  tN
tþN  t

N
Z
Dikþ1
aðsÞ dws;
where
tN ¼
the left boundary point of Dikþ1 when t 2 D
i
kþ1 and 14i42m;
the left boundary point of Dik when t 2 D
i
kþ1 and m5i42
k;
(
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the right boundary point of Dikþ1 when t 2 D
i
kþ1 and 14i42m;
the right boundary point of Dik when t 2 D
i
kþ1 and m5i42
k
(
and
qt;N ¼
2kþ1tN ; t 2 D
i
kþ1 and 14i42m;
2ktN ; t 2 D
i
k and m5i42
k :
(
Without loss of generality, we only discuss the interval 04t42m=2kþ1 or
equivalently 14i42m. Hence,
E sup
04t42m=2kþ1
SN ðtÞ 
Z t
0
aðsÞ dws


p
" #
42p½I1 þ I2;
where
I1 ¼ E sup
04t42m=2kþ1
t  tN
tþN  t

N
Z
Dikþ1
aðsÞ dws


p" #
and
I2 ¼ E sup
04t42m=2kþ1
Z t
tN
aðsÞ dws


p" #
:
It is easy to see that
I14E sup
04t42m=2kþ1
Z
Dikþ1
aðsÞ dws


p" #
¼E sup
14i42m
Z
Dikþ1
aðsÞ dws


p" #
4
X2m
i¼1
E
Z
Dikþ1
aðsÞ dws


p
4
X2m
i¼1
jDikþ1j
p=2
! 0:
In a similar way, we can show that I2 ! 0 and this proves the
theorem. ]
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In this section we extend the model of Section 5.1.2 to the inﬁnite-
dimensional case.
Definition 5.3 ( .Ust .unel and Zakai [19]). A subspace G H is said to
be reproducing with respect to p . if the linear span of fpth; t 2 ½0; 1; h 2 Gg
is dense in H . The smallest dimension of all the reproducing subspaces is
called the rank of p. A system of vectors is called reproducing if the closure
of its linear span is a reproducing subspace.
Lemma 5.7. For any element h 2 H , there are hk : ½0; 1 !
R; k ¼ 1; . . . ; r, where r is the rank of G such that
h ¼
Xr
k¼1
Z 1
0
hkðyÞ dpy gk ; ð5:14Þ
where fg1; . . . ; grg is a reproducing system of p and
X
k;l
Z 1
0
hkðyÞhlðyÞ dyhgk ;pygliH51: ð5:15Þ
Proof. Since fg1; . . . ; grg is a reproducing system for p, any element of H
can be approximated by ﬁnite linear combinations of the vectors of the form
ptjgk or
Xr
k¼1
Z tk
0
dpy gk : ð5:16Þ
Therefore, any element of H can be approximated by vectors of the
form
v ¼
Xr
k¼1
Z 1
0
hkðyÞ dpy gk ; ð5:17Þ
where hkðyÞ; k ¼ 1; 2; . . . ; r are real-valued piecewise constant functions of
y 2 ½0; 1 and (5.15) follows. ]
Remark. The functions hkðyÞ; y 2 ½0; 1 may not be uniquely determined
by h and fg1; . . . ; grg. However, it is uniquely determined on those y when
ðhgk ;pygliÞ is strictly increasing as an r  r matrix (or inﬁnite-dimensional
matrix if r ¼ 1).
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the bounded linear operator on H by the following extension:
*gh ¼
Xr
k¼1
Z 1
0
hkðyÞ dpy ggk ; ð5:18Þ
where h ¼
Pr
k¼1
R 1
0 hkðyÞ dpy gk.
Lemma 5.8. Let g :G! G be a bounded linear operator on G and let *g be
the extension of g to H defined by (5.18). Then *g is well defined and is also a
bounded linear operator on H .
Proof. First we show that *g is well deﬁned. Let h have another
representation
h ¼
Xr
k¼1
Z 1
0
*hkðyÞ dpy gk :
We need to show that
Xr
k¼1
Z 1
0
hkðyÞ dpy ggk ¼
Xr
k¼1
Z 1
0
*hkðyÞ dpy ggk :
Denote %hðyÞ ¼ hkðyÞ  *hkðyÞ. Then we need to show that
Xr
k¼1
Z 1
0
%hkðyÞ dpy ggk ¼ 0:
Thus, it sufﬁces to show that
X
k;l
Z 1
0
%hkðyÞ %hlðyÞ dyðggk ; pygglÞH ¼ 0: ð5:19Þ
But since hk and *hk are associated with the same h, we have
X
k;l
Z 1
0
%hkðyÞ %hlðyÞ dyðgk ; pyglÞH ¼ 0:
This implies (5.19) easily. Other parts of the lemma are easy to verify. ]
Let aðs;wÞ take values in the set of bounded operators on G. Assume that
að; Þ is measurable on the product Borel s-ﬁeld of ½0; 1 and W and for a.a.
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AðwÞ ¼
Z 1
0
aðs;wÞ dps: ð5:20Þ
We will illustrate that this setup is a ‘natural’ extension of the model of
Eq. (5.7) to the inﬁnite-dimensional case. Let uðwÞ 2 D2;0ðH Þ, then by
Eq. (5.17)
u ¼
Xn
k¼1
Z 1
0
ukðs;wÞ dps gk : ð5:21Þ
By (5.21) and (5.20),
Au ¼
Xn
k¼1
Z 1
0
ukðs;wÞ dðApsgkÞ
¼
Xn
k¼1
Z 1
0
ukðs;wÞ ds
Z 1
0
aðs0;wÞ dps0 psgk
¼
Xn
k¼1
Z 1
0
ukðs;wÞ ds
Z s
0
aðs0;wÞ dps0 gk
¼
Xn
k¼1
Z 1
0
ukðs;wÞaðs;wÞ dps gk : ð5:22Þ
Eq. (5.7) is a particular case of (5.22) where u is non-random, G is Rn and
u ¼
R 
0 h
0
1ðsÞ ds
..
.R 
0 h
0
nðsÞ ds
8>><
>:
with gkðyÞ ¼ eky and ek ¼ ð0; . . . ; 0; 1; 0; . . . ; 0Þ
T . (In this case, the reprodu-
cing vectors have the additional property that psgk ? gj for all s and j=k.
Reproducing vectors with this property are called fully orthogonal. It was
shown by Brodskii that any reproducing space can be generated by a set of
fully orthogonal vectors, cf. [11] and the references therein.)
Returning to (5.20). From (5.21) we have
pyu ¼
Xn
k¼1
Z y
0
ukðs;wÞ dps gk :
Consequently, if A and F satisfy the conditions of Deﬁnition
3.1, and the conditions associated with (5.20) are satisﬁed, then
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LAF ¼
Xn
k¼1
d
Z 1
0
ukðs;wÞaðs;wÞ dps gk
	 

:
If, moreover, aðs;wÞ isFs adapted for a.a. s 2 ½0; 1 and u ¼ rF is adapted,
then the Skorohod integral becomes an It #o integral. Namely, if
mks ðwÞ ¼ dðpsgkÞ
then mks ðwÞ is a Brownian martingale and
LAF ¼
Xn
k¼1
Z 1
0
ukðs;wÞaðs;wÞ dsmks ; ð5:23Þ
then, by Lemma 5.5 we have:
Theorem 5.2. Let AðwÞ be as defined by (5.20) and AðwÞh 2 D2;1ðH Þ for
all h 2 H . Further assume that aT ðs;wÞ ¼ aðs;wÞ, aðs;wÞ is Fs measurable
and aðs; Þ 2 D2;1ðLðGÞÞ. Set
RtðwÞ ¼
Xn
i¼1
Z 1
0
etaðs;wÞ dps;
then RtðwÞ satisfies the rotation condition, i.e. it induces the rotation LRtw.
From now on we consider the particular case where A and p commute, i.e.
Ap ¼ pA. In this case we have
Theorem 5.3. For any bounded linear operator A :H ! H which commutes
with p, and any reproducing subspace G there is a g : ½0; 1 ! LðGÞ such that
A ¼
Z 1
0
*gðyÞ dpy;
where LðGÞ denotes the space of bounded linear operators on G and we extend an
operator on G to an operator on H by (5.18).
Remark. We shall use the same notation for g on G and its extension on
H . Hence,
A ¼
Z 1
0
gðyÞ dpy: ð5:24Þ
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(5.14), we obtain that there is fgklðyÞ; l ¼ 1; 2; . . . ; rg such that
Agk ¼
Xr
l¼1
Z 1
0
gklðyÞ dpy gl for k ¼ 1; 2; . . . ; r:
We deﬁne an operator g : ½0; 1 ! LðGÞ in the following natural way:
gðyÞgk ¼
Xr
l¼1
gklðyÞpygl for k ¼ 1; 2; . . . ; r:
Hence, we obtain, for any h 2 H that
Ah ¼A
Xr
k¼1
Z 1
0
hkðyÞ dpy gk ¼
Xr
k¼1
Z 1
0
hkðyÞ dA pygk
¼
Xr
k¼1
Z 1
0
hkðyÞ dy
Xr
l¼1
Z 1
0
gk;lðy
0Þ dpy0 ðpyglÞ
 !
¼
Xr
l¼1
Xr
k¼1
Z 1
0
hkðyÞ dy
Z y
0
gk;lðy
0Þ dpy0 gl
	 

¼
Xr
l¼1
Xr
k¼1
Z 1
0
hkðyÞgk;lðyÞ dpy gl
¼
Z 1
0
Xr
l¼1
Xr
k¼1
hkðyÞgk;lðyÞgl dpy
¼
Z 1
0
dpy
Xr
l¼1
Xr
k¼1
hkðyÞgk;lðyÞgl
 !
¼
Z 1
0
dpy½gðyÞh
¼
Z 1
0
gðyÞ dpy h;
where we have used
gðyÞh ¼
Xr
l¼1
Xr
k¼1
hkðyÞgk;lðyÞgl: ]
The extension of Theorem 5.3 to the random case A ¼ AðwÞ follows
directly and we have:
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class of bounded transformations on H, let p . be a continuous resolution of the
identity and G be a minimal reproducing linear subspace of H . Then there
exists a gðw; yÞ taking values in G and measurable with respect to the product
s-fields of the Borel s- field induced by W and the Borel s-field induced on
½0; 1 such that for a.a. y and w
AðwÞ ¼
Z 1
0
*gðy;wÞ dpy ð5:25Þ
and
LAðdhÞ ¼ d
Z 1
0
*gðy;wÞ dpy h
	 

:
Furthermore, if A1 ¼ A1ðwÞ; A2 ¼ A2ðwÞ satisfy a.s. the above conditions
with the same fpy; 04y41g, then
A1A2 ¼
Z 1
0
g1ðy;wÞg2ðy;wÞ dypy:
If, moreover, AðwÞ is adapted with respect to the ﬁltration induced
by p . then, for a.a. y 2 ½0; 1; *gðy;wÞ is strongly measurable with respect
to Fy.
Remark. As shown in [19] if p . is of rank r (which may be 1) then
ðW ;H ;m;p . Þ is equivalent to a concrete r-dimensional Wiener space (cf. [19]
for the deﬁnition of ‘equivalent’). It follows that the case where r ¼ 1 is
equivalent to the concrete inﬁnite-dimensional version of (5.3).
Theorem 5.4. Let ðW ;H ;m;p . Þ be an abstract Wiener space with a
resolution of identity and let p be reproduced by a (minimal) linear subspace G
of H . Then we have the following:
1. There is a unitary transformation Q from H to H0  G such that
QptQ* ¼ p0; 04t41, where H0 is the canonical (one-dimensional) Cameron–
Martin space and p0 is the natural resolution of identity of H0  G.
2. If A is an almost surely bounded operator from H to H satisfying that
ptA ¼ Apt for all t 2 ½0; 1, then there is an aðsÞ 2 H0  LðGÞ, namely
a : ½0; 1 ! LðGÞ, such that
QAQ * hðÞ ¼
X
k
Z 
0
½aðsÞgkhkðsÞ ds;
where h ¼
P
k hkðsÞgk 2 H0  G.
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resolution of identity. This means that the linear span of fpte1; . . . ;pted ; . . .g
is a dense subset of H . Then by [19] ðW ;H ; m;p . Þ is equivalent to the
(inﬁnite) dimensional canonical Brownian motion space with the natural
resolution of identity.
The Cameron–Martin space of the inﬁnite-dimensional classical Wiener
space ðw1ðtÞ; . . . ;wdðtÞ; . . .Þ is
H0 ¼ fh ¼ ðh1ðÞ; . . . ; hkðÞ; . . .Þ; jjhjjH051g;
where
jjhjj2H0 :¼
X1
k¼1
Z 1
0
j ’hkðtÞj
2 dt51:
The natural resolution of identity p0 is
p0ðtÞðh1ðÞ; . . . ; hd ðÞ; . . .Þ ¼ ðh1ð ^ tÞ; . . . ; hdð ^ tÞ; . . .Þ:
Deﬁne a Cameron–Martin space HG as
HG ¼ h; h ¼
X1
k¼1
hkðÞgk
( )
;
where
jjhjj2HG :¼
X1
k¼1
Z 1
0
j ’hkðtÞj
2 dt51:
The natural resolution of identity pGðtÞ on HG is
pGðtÞ
X1
k¼1
hkðÞgk
 !
¼
X1
k¼1
hkð ^ tÞgk :
Up to a time rescaling there is a unitary transformation Q from H to HG
such that pt ¼ Q *pGðtÞQ.
Denote by LðGÞ the set of bounded linear operators from G to G. Let A be
an almost surely bounded operator on H . Then *A ¼ QAQ* is a bounded
operator on HG. Since *A is now a bounded operator on HG, there is
(random) a : ½0; 1  ½0; 1 ! LðGÞ such that
*AhðsÞ ¼
Z 1
0
aðs; tÞhðtÞ dt 8s 2 ½0; 1:
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pGðrÞ *AhðsÞ ¼
Z 1
0
aðs^ r; tÞhðtÞ dt; 8s 2 ½0; 1:
On the other hand, we have
*ApGðrÞhðsÞ ¼
Z s^r
0
aðs; tÞhðtÞ dt 8s 2 ½0; 1:
Since A commutes with pt, we have
*ApGðtÞQ ¼QAQ*QptQ* ¼ QApQQ*
¼QptAQ * ¼ QptQ*QAQ * ¼ pGðtÞ *A:
Thus *A and pGðtÞ also commute. From this commutativity of pGðrÞ *A and
*ApGðrÞ for all r 2 ½0; 1, it follows that
aðs^ r; tÞ ¼ w½0;r^sðtÞaðs; tÞ 8s; t; r 2 ½0; 1:
Let r ¼ s, we obtain that
aðs; tÞ ¼ 0 81 > t > s > 0:
Now let 04r4s4t. Then
aðr; tÞ ¼ aðs; tÞ 804r4s4t:
This means that aðr; tÞ is independent of r. Thus we may write aðr; tÞ as aðtÞ,
proving the theorem. ]
6. THE CONSTRUCTION OF THE MEASURE PRESERVING
FLOWS
In this section we study the solutions of some ordinary differential
equations on the Wiener space whose governing vector ﬁelds have zero
divergence in such a way that the Wiener measure remains invariant under
the action of the corresponding ﬂow. The result presented here extends
earlier results (cf. [3] and the references therein) which were restricted to the
adapted and ﬁnite-dimensional case.
Theorem 6.1. Assume that A ¼ AtðwÞ :Rþ  W !AðH Þ is a strongly
measurable mapping such that, for any h 2 H ; Ath 2 DðL2½0; T   H Þ, where
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Assume that
1. The series
Bt ¼
X1
i¼1
dðAteiÞei
converges1 in Lpðdm dt;W Þ (as a W -valued random variable), where
ðei; i51Þ is a fixed orthonormal basis of H .
2. Let pn and Vn denote respectively the orthogonal projection onto the
span of fe1; . . . ; eng and the sigma-algebra generated by fde1; . . . ; deng. Then
assume that the sequence of vector fields ðBn; n51Þ defined by
Bnt ¼
Xn
i¼1
dE½pnAteijVnei
¼
Xn
i¼1
E½dðAteiÞjVnei
converges to B in Lpðdm dt;W Þ.
3. Assume that, for a given e > 0, we haveZ T
0
Efexp ejjjrBtjjjg dt ¼ G0;T51;
where the norm above is defined as
jjjrBtjjj ¼ supfjW hrhBt; aiW $ j: h 2 B1; a 2 W
$
1 g
and B1 and W
$
1 denote, respectively, the unit balls of H and W
$. Then the
equation
fs;tðwÞ ¼ wþ
Z t
s
Brðfs;rÞ dr; s5t; ð6:1Þ
defines a flow of measure preserving diffeomorphisms of W whose almost sure
inverse is denoted by ðcs;t; 04s4t4T Þ and satisfies
mfw: fs;t 8cs;tðwÞ ¼ cs;t 8fs;tðwÞ ¼ wg ¼ 1:
Moreover, the inverse flow is the unique solution of the equation
cs;tðwÞ ¼ w
Z t
s
Brðcr;tÞ dr ð6:2Þ1Bt is denoted in the preceding chapters as LAtw, here the change is due to typographical
reasons.
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$
s;tm ¼ m (i.e. the
push-forward of m by fs;t) for any s5t 2 ½0; T .
Proof. We shall give a rather short proof since it will depend heavily on
the techniques developed in [20, Chap. V]. First let Ant ¼ E½pnAtpnjVn, then a
simple calculation shows that rBnt ¼ A
n
t þ drA
n
t . Let us note that
hypothesis (3) is inherited by the cylindrical approximations of A:
sup
n
Z T
0
Efexp ejjjrBnt jjjg dt51;
and by the anti-symmetric character of A, we have also that dBnt ¼ 0 dt  dm-
almost surely. To see this, it sufﬁces to calculate its action on the cylindrical
functions of the form F ¼ f ðde1; . . . ; denÞ:
E½dBnt F  ¼
Xn
i¼1
E½ðBnt ; eiÞH@if ðde1; . . . ; denÞ
¼
Xn
i¼1
E½ðdE½pnAteijVn; eiÞH@if ðde1; . . . ; denÞ
¼
Xn
i¼1
E½ðdpnAtei; eiÞH@if ðde1; . . . ; denÞ
¼
Xn
i¼1
E½ðAt; ei  ejÞ2@i;jf ðde1; . . . ; denÞ
¼ 0;
where the last equality follows from the fact that At is anti-symmetric and
r2F is symmetric (cf. Lemma 2.2). Consequently, from [20, Theorem 5.3.1],
the theorem follows in case B is replaced by Bn. If we denote by ðfns;t; s4t 2
½0; T Þ the ﬂow associated to the cylindrical vector ﬁeld Bn and by ðcns;t; s
4t 2 ½0; T Þ its inverse, then in particular we have
dfn$s;t m
dm
¼ exp
Z t
s
dBnr ðc
n
r;tÞ dr
¼ 1
and
dcn$s;t m
dm
¼ exp
Z t
s
dBnr ðf
n
s;rÞ dr
¼ 1:
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estimate:
E sup
u2½s;t
jjfms;u  f
n
s;ujjW
" #
4 E
Z t
s
jjBmr  B
n
r jj
p
W dr
	 
1=p
G1=qs;t ð6:3Þ
for sufﬁciently small s5t in such a way that qðt  sÞ4e, where Gs;t is deﬁned
as G0;T just by replacing, respectively, 0 by s and T by t; p1 þ q1 ¼ 1. This
result implies the convergence of ðfns;u; u 2 ½s; tÞ in L
1ðm;W Þ uniformly with
respect to u for the small intervals ½s; t and the limit ðfs;u; u 2 ½s; tÞ is the
unique solution of Eq. (6.2). Besides, relation (6.3) implies the uniqueness of
the solution immediately. For if ðf0s;uÞ were another solution, then its ﬁnite-
dimensional approximations would coincide with ðfns;uÞ. Now, using Lemme
5.3.1, 5.3.2 and 5.3.5 of [20], we can show that the constructions of ðfs;uÞ on
the different small intervals can be patched together to give the entire ﬂow.
For the inverse ﬂow the same reasoning applies also. ]
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