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Physical phenomena occurring in high energy physics are analysed in terms of ‘parti-
cles’, arising as asymptotic configurations of elementary entities in scattering experi-
ments. These particles are characterized by certain specific intrinsic properties, which
are expressed by quantum numbers whose integration in the framework of a consist-
ent and complete theoretical description is an aim of quantum field theory. The usual
theoretical description of particles goes back to the famous analysis by Wigner of the
irreducible representations of the Poincaré group [57]. He gives a complete classific-
ation of all these representations, which are labelled by two parametersm ands. It
is assumed that a particle pertains to a specific representation of this group, in which
case the parametersm ands are interpreted as its intrinsic mass and spin, respectively.
However, this approach to a theoretical description of mass and spin is not universally
applicable. There are quantum field theories in which particles coupled to particles
of zero rest mass cannot be described in terms of eigenstates of the mass operator. An
example is quantum electrodynamics where charged particles are inevitably accompan-
ied by soft photons. It is an open question, known as the infraparticle problem [53],
how mass and spin of a particle are to be described in the framework of quantum field
theory. Moreover, standard collision theory does not work in these cases.
A closer analysis of quantum electrodynamics shows that the infraparticle problem
is connected with Gauss’ law [29, 13]. An outline of the underlying mechanism, fol-
lowing arguments of Buchholz in [13], may be appropriate at this point. Due to Gauss’
law, the charge of a physical state can be determined by measuring the electromag-
netic field at asymptotic spacelike distances. These measurements do not interfere with
those performed within bounded regions; therefore, being ac-number, the asymptotic
field configuration is a superselection rule of the theory. Its dependence on the state
of motion of the charged particle implies that there exists a multitude of superselec-
tion sectors and that the Lorentz symmetry is broken. Consequently, charged particles
cannot be described according to Wigner’s theory.
The present thesis proposes a novel approach to the concept of particles, elaborating
some of the ideas of Buchholz’ which he introduced in [14]. In a model-independent
framework, especially without excluding massless states and without assuming asymp-
totic completeness of the theory, an approach of Araki and Haag [3] to scattering theory
is reconsidered. Chapter2 introduces the concept of detectors to be used in this work
2 Introduction
and investigates the suitable topologies that the corresponding algebraic structures are
furnished with. A basic ingredient here is the interplay between locality and the spec-
trum condition. In Chapter3 we pass to the dual point of view and analyse the resulting
continuous functionals. Then, on physical grounds, a certain subclass is distinguished,
arising as asymptotic limits of certain functionals constructed from physical states of
bounded energy. These limits exhibit properties of singly localized systems (particles).
The limiting procedure to be presented here is able to directly reproduce charged sys-
tems, in contrast to the LSZ-theory where charge-carrying unobservable operators are
necessary.
The representations induced by these asymptotic functionals (the particle weights)
are highly reducible, so the obvious task is to work out a disintegration theory in terms
of irreducible representations (pure particle weights). This will be done in Chapters4
and6. The approach of Chapter4 makes use of the standard decomposition theory
for representations ofC∗-algebras. To be able to apply this theory, the mathematical
structures under consideration have to be adapted to its needs. Great care is taking
to ensure that the resulting irreducible representations have all the properties allowing
for their interpretation as representatives of elementary particles. As demonstrated by
Buchholz [17], it is then possible to classify the pure particle weights according to
their spin and mass even in the case of charged systems. This shows that the notion
of particle weights provides a promising approach to the aforementioned infraparticle
problem. In Chapter5 a compactness criterion due to Fredenhagen and Hertel is used to
impose certain restrictions on the phase space of quantum field theory. The additional
information is used to demonstrate that the particle weight representations of Chapter4
are locally normal. This implies that one does not lose essential information about the
physical systems in the course of the constructions needed to adapt the problem at hand
to the needs of spatial disintegration. Chapter6, again drawing on the mentioned com-
pactness criterion, presents the first steps in an alternative approach to disintegration:
Choquet theory. Chapter7 gives a brief summary.
Assumptions of Local Quantum Physics
We collect here the main structural postulates upon which Local Quantum Physics is
built in the abstract setting of the algebraic approach [33, 2], principally in order to fix
notation.
I The basis of the present investigations is a net
O 7→ A(O) (1.1a)
of C∗-algebras, which are indexed by the bounded regionsO in space-timeRs+1 and
which areconcretein the sense that they all belong to the algebra of bounded operators
B(H) on a certain Hilbert spaceH. The so-called quasi-local algebraA is theC∗-







I On theC∗-algebraA the symmetry transformations in the inhomogeneous Lorentz
group, the Poincaré groupP↑+ = L
↑
+nR
s+1, are implemented via a strongly continuous
group of automorphisms:
P↑+ 3 (Λ,x) 7→ α(Λ,x) ∈ AutA. (1.2)
I The net (1.1a) is subject to the following conditions:
• Isotony: For any two bounded regionsO1 andO2 in Rs+1
O1⊆ O2⇒ A(O1)⊆ A(O2). (1.3a)
• Locality: If the bounded regionsO1 and O2 are spacelike separated, i. e.,O1
belongs to the spacelike complement ofO2, formally O1⊆ O′2, then
A(O1)⊆ A(O2)′, (1.3b)
where the prime in (1.3b) denotes the commutant inB(H).
• Relativistic Covariance: For arbitrary bounded regionsO and arbitrary trans-






I The subgroupRs+1 of translations inP↑+ is implemented onA by a strongly con-
tinuous unitary group, i. e., one which is continuous with respect to the strong-operator
topology. These unitaries can be expressed through the (unbounded) generatorsPµ,
µ = 1,. . . ,s+1, of space-time translations according to
U(x) = exp(i Pµxµ), (1.4a)
and, by virtue of (1.2), one has for anyx∈ Rs+1
αx(A) = U(x)AU(x)∗, A∈ A. (1.4b)
The joint spectrum of the generatorsPµ, expressed by the pertinent spectral resolution




p∈ Rs+1 : p· p = pµpµ> 0
}
.
This assumption is known under the term ‘positive-energy representation.’
I Physical states are represented by normalized positive linear functionals on the
quasi-local algebraA, which are normal, i. e., continuous with respect to theσ-weak
topology thatA inherits fromB(H). The set of all physical statesω is denoted byS;
it is in one-to-one correspondence to the entirety of all density matrices, the positive
trace-class operators inB(H) with unit trace, via
ω(A) = Tr(ρωA), A∈ A, (1.5a)
whereρω denotes the unique operator of the above kind. The fact that a physical state










The corresponding subset ofS is writtenS(∆).
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At this point, for the sake of clarity, a few remarks concerning topological notions
seem advisable. The norm topology onA is sometimes called the uniform topology and
leaves no room for a possible misunderstanding. The situation is more complicated in
case of the term ‘strong continuity:’
• An automorphism group
{
αg : g∈ G
}
⊆ AutA on theC∗-algebraA, G a topological
group, is called strongly continuous if the mapping
G 3 g 7→ αg(A) ∈ A
is continuous for arbitraryA∈A with respect to the initial topology of the groupG and
with respect to the uniform topology ofA.
• A unitary group
{
U(g) : g ∈ G
}
⊆ B(H), G again a topological group, is called
strongly continuous if the mapping
G 3 g 7→U(g) ∈B(H)
is continuous with respect to the topology ofG and with respect to the strong-operator
topology onB(H).
The term ‘σ-weak topology’ is used to denote the locally convex topology on the al-
gebraB(H) that is defined through the family of seminorms
Q {φn,ψn} : B(H)→ R
+











n=1‖ψn‖2 <∞. This designation is synonym-
ous with ‘ultra-weak topology.’ Mappings which are continuous with respect to this
topology are called normal.
Chapter 2
Localizing Operators and Spectral
Seminorms
The results presented in Chapters2 and3 have been worked out in close collaboration
with Detlev Buchholz, whose ideas, as set out in [14], constituted the foundation. Their
somewhat complicated presentation is the author’s responsibility. The particle concept
to be set forth in the sequel is motivated by the experimental situation encountered
in high energy physics where certain physical systems show up as ‘particles,’ being
traced by specific measuring devices called ‘detectors.’ The common characteristic of
these physical systems is that they are localized in the course of the measuring process.
Haag and Kastler stated in their fundamental article [33] on algebraic quantum field
theory that ‘. . . ultimately all physical processes are analyzed in terms of geometric
relations of unresolved phenomena,’ emphasizing localization as the very nature of all
measurements. To represent the experimental set-up in the framework of the algebraic
approach to local quantum physics elements of the quasi-local algebraA have to be
singled out first that exhibit properties of particle detectors.
2.1 The Algebra of Detectors
As argued by Araki and Haag [3] a particle detectorC∈ A should be insensitive to the
vacuumΩ: CΩ = 0. In view of the actual experimental situation one can be more spe-
cific, noting that a minimal energy, depending on the detector used, has to be deposited
to produce a signal. In the present thesis we shall therefore work with a smaller class of
operators: the algebraic representatives corresponding to a particle counter are to anni-
hilate all physical states with bounded energy below a specific threshold, to be precise.
Now, on account of the Reeh–Schlieder-Theorem, this feature is incompatible with
locality since an algebra pertaining to a regionO with non-void causal complementO′
does not contain any operator annihilating states of bounded energy (cf. [51, 32]). As a
consequence, the operators which comply with the above annihilation property cannot
be strictly local; instead their localization has to be weakened. This is done in a way
that resembles the introduction of rapidly decreasing functions onRn: the operators in
question are not contained in a local algebra, but they are almost local in the sense of
the following definition (‘quasilocal of infinite order’ is the designation used in [3]).
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Definition 2.1 (Almost Locality). Let Or
.=
{
(x0,x) ∈ Rs+1 : |x0|+ |x| < r
}
, r > 0,
denote the double cone (standard diamond) with basisOr
.=
{
x ∈ Rs : |x| < r
}
. An
operatorA∈ A is called almost local if there exists a net
{







for anyk∈N0. The set of almost local operators is a∗-subalgebra ofA denoted byAS.
Remark.(i) Let A andB be almost local operators with approximating nets of local
operators
{




Br ∈A(Or) : r > 0
}
, respectively. Then, sinceOr
andOr + 2x are spacelike separated forr 6 |x| so that the associated algebrasA(Or)
andA(Or +2x) commute, the following estimate holds for anyx ∈ Rs\{0}∥∥[α2x(A),B]∥∥6 2(‖A−A|x|‖‖B‖+‖A−A|x|‖‖B−B|x|‖+‖A‖‖B−B|x|‖) (2.2a)
The right-hand side of this inequality is bounded and falls off more rapidly than any
power of|x|−1, therefore the continuous mappingRs3 x 7→





(ii) The approximating net of local operators
{
Ar ∈ A(Or) : r > 0
}
for A∈ AS can be
used to construct a second approximating net
{
A′r ∈A(Or) : r > 0
}
with the additional
property‖A′r‖6 ‖A‖ for anyr > 0, which at the same time is subject to the inequality
‖A−A′r‖ 6 2‖A−Ar‖ and thus satisfies condition (2.1) for almost locality. Estimates
of this kind will later on turn out to be important in solving the problem of existence of
uniform bounds for integrals of the form (2.2b), evaluated for sequences or even nets of
almost local operators. With approximating nets of local operators of this special kind
the estimate (2.2a) can be improved for arbitraryA,B∈ AS to yield∥∥[α2x(A),B]∥∥6 2(‖A−A|x|‖‖B‖+‖A‖‖B−B|x|‖), x ∈ Rs\{0}. (2.2c)
The feature of annihilating states of bounded energy below a certain threshold is
called vacuum annihilation property in the sequel and finds its rigorous mathematical
expression in the following definition.
Definition 2.2 (Vacuum Annihilation Property). An operatorA ∈ A is said to have
the vacuum annihilation property if, in the sense of operator-valued distributions, the
mapping
R
s+1 3 x 7→ αx(A)
.= U(x)AU(x)∗ ∈ A (2.3)
has a Fourier transform with compact supportΓ contained in the complement of the for-
ward light coneV+. The collection of all vacuum annihilation operators is a subspace
of A denotedAann.
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Remark.The support of the Fourier transform of (2.3) is precisely the energy-momen-
tum transfer ofA, and the energy-threshold for the annihilation of states depends on the
distanced(Γ,V+) betweenΓ andV+. Let Γ0 be a closed subset ofRs+1 and letÃ(Γ0)
denote the set of all operatorsA∈A having energy-momentum transferΓA⊆ Γ0. Then
Ã(Γ0) is easily seen to be a uniformly closed subspace ofA, invariant under space-time
translations.
The construction of a subalgebraC in A containing self-adjoint operators to be in-
terpreted as representatives of particle detectors is accomplished in three steps (Defini-
tions2.3–2.5), starting with a subspaceL0⊆ A consisting of operators which, in addi-
tion to the properties mentioned above, are infinitely often differentiable with respect
to the automorphism group
{




(cf. DefinitionA.12 in AppendixA).
Definition 2.3. The almost local vacuum annihilation operatorsL0 ∈ A which are in-
finitely often differentiable with respect to the group
{





subspaceAS∩Aann∩D(∞)(A) of A. The intersection of this set with all the pre-images
of AS under arbitrary products of partial derivationsδk1 · · ·δkN for anyN ∈ N and any
16 ki 6 dP, dP the dimension ofP
↑
+, is again a linear space denotedL0. Explicitly,
L0 consists of all almost local vacuum annihilation operators which are infinitely often
differentiable, havingalmost localpartial derivatives of any order.
Remark.(i) The spaceL0 is stable under the action of the Poincaré group. This means
thatα(Λ,x)(L0) = L0 for any(Λ,x) ∈ P
↑
+. Due to the properties of Fourier transforma-
tion, α(Λ,x)(L0) has energy-momentum transfer inΛΓ if L0 ∈ L0(Γ)
.= L0∩ Ã(Γ); the
adjointL0∗ of thisL0 belongs tõA(−Γ).
(ii) FurthermoreL0 is invariant under differentiation: The partial derivatives are almost
local and infinitely often differentiable operators by definition, and, as uniform limits
of vacuum annihilation operators, they inherit the energy-momentum transfer of these
so that they belong toAann, too.
A huge number of elements ofL0 can be constructed by regularizing almost local
operators with respect to rapidly decreasing functions on the Poincaré group. The semi-
direct product Lie groupP↑+ = L
↑
+nR
s+1 is unimodular by [45, Proposition II.29 and
Corollary] sinceL↑+ is a simple thus semisimple Lie group [36, Proposition I.1.6]. So




belongs toL0(Γ) if the infinitely differentiable functionF is rapidly decreasing on the










the notation introduced in [7], and has the additional property that the Fourier trans-
forms of the partial functionsFΛ( . )
.= F(Λ, . ) have common support in the compact
setΓ⊆ {V+ for anyΛ ∈ L↑+.
The following definition specifies a left idealL of the algebraA.
Definition 2.4. Let L denote the linear span of all operatorsL∈A of the formL = AL0
whereA∈ A andL0 ∈ L0; i. e.
L
.= AL0 = span
{
AL0 : A∈ A,L0 ∈ L0
}
.
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ThenL is a left ideal ofA, called the ‘left ideal of localizing operators.’
By their very construction, the elements ofL annihilate the vacuum and all states of
bounded energy below a certain threshold that depends on the minimum ofd(Γi ,V+),
i = 1,. . . ,N, with respect to all representationsL =
∑N
i=1Ai Li ∈ L, whereΓi is the
energy-momentum transfer ofLi . The algebra of operators whose self-adjoint elements
are to be interpreted as representatives of particle detectors is laid down in the next
definition.
Definition 2.5. Let C denote the linear span of all operatorsC ∈ A which can be rep-
resented in the formC = L1∗L2 with L1,L2 ∈ L; i. e.
C
.= L∗L = span
{
L1
∗L2 : L1,L2 ∈ L
}
.
ThenC is a∗-subalgebra ofA, called the ‘algebra of detectors.’
Remark.The algebraC is smaller than that used by Araki and Haag in [3]. It is not
closed in the uniform topology ofA and does not contain a unit.
2.2 Spectral Seminorms on the Algebra of Detectors
The analysis of physical states is performed by use of the algebra of detectorsC. In
a stateω of bounded energyE we expect to encounter a finite number of localization
centres, since the triggering of a detectorC ∈ C requires a minimal energyε to be
deposited, the numberN of localization centres being equal to or less thanE/ε. Now,
according to this heuristic picture, placing the counterC for given timet at every point









As a matter of fact, the operatorsC∈ C turn out to have the property (2.5) as was shown
by Buchholz in [15]. For the sake of completeness and to demonstrate how phase-space
properties of the theory (localization in space combined with energy-bounds) enter the
present investigation, we give an elaborate proof.
Proposition 2.6. Let E( . ) be the spectral resolution of the space-time translations
U(x), x∈ Rs+1, and let L0 ∈ L0 have energy-momentum transferΓ in a convex subset
of {V+. Then for any bounded Borel set∆⊆ Rs+1 the net of operator-valued Bochner












is σ-strongly convergent asK↗Rs and the limit Q(L0
∗L0)
∆ ∈B(H)+ satisfies the estim-
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for suitable N(∆,Γ) ∈ N, depending on∆ andΓ. Moreover the mapping
x 7→ E(∆)αx(L0∗L0)E(∆)
is integrable with respect to theσ-weak topology onB(H) and its integral coincides









Proof. ∆ being a bounded Borel set, the same is true of its closure∆, so that, due to
compactness and convexity ofΓ, there exists a numbern ∈ N for which the relation
(∆+Γn)∩V+ = /0 is satisfied, whereΓn denotes the sumΓn
.= Γ+ · · ·+Γ with n terms.
The spectrum condition then entails:
E(∆ + Γn) = 0. (2.7)
Note, that in the derivation of this result compactness ofΓ is needed to ensure that
the distance betweenΓ andV+ is positive; other shapes ofΓ are possible as long as
convexity and the conditiond(Γ,V+) > 0 are preserved, e. g. wedges in{V+. For
arbitraryx1,. . . ,xn ∈ Rs all the operatorsαxi (L0), i = 1,. . . ,n, belong toÃ(Γ) whilst
their product
∏n
i=1 αxi (L0) is an element of̃A(Γn), hence by (2.7)
n∏
i=1
αxi (L0)E(∆) = E(∆ + Γn)
n∏
i=1
αxi (L0)E(∆) = 0. (2.8)









wherePk is the orthogonal projection onto the intersection of the kernels ofk-f ld
products
∏k
i=1 αyi (B) for arbitraryy1,. . . ,yk∈Rs, K⊆Rs is compact and the supremum
extends over all unit vectorsΨ ∈ Pk−1H. According to (2.8) E(∆) 6 Pn if we take
B
.= L0, so that the following estimate, uniform inK, is a consequence of (2.9) combined












∆,K : K ⊆ Rs compact
}
thus constitute an increasing net
which is bounded inB(H)+. According to [11, Lemma 2.4.19] this net has a least
upper bound inB(H)+, which is itsσ-strong limitQ(L0
∗L0)




For N(∆,Γ) .= n−1 this is the desired estimate (2.6).
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Theσ-weak topology ofB(H) is induced by the positive normal functionals of the
spaceB(H)+∗ , so that integrability ofx 7→E(∆)αx(L0∗L0)E(∆) in theσ-weak topology
is implied by integrability of the functions
x 7→
∣∣ψ(E(∆)αx(L0∗L0)E(∆))∣∣= ψ(E(∆)αx(L0∗L0)E(∆))















∥∥∥Q(L0∗L0)∆,K ∥∥∥6 ‖ψ‖∥∥∥Q(L0∗L0)∆ ∥∥∥,
and, as a consequence of the Monotone Convergence Theorem [26, II.2.7], the func-
tions x 7→
∣∣ψ(E(∆)αx(L0∗L0)E(∆))∣∣ indeed turn out to be integrable for anyψ ∈
B(H)+∗ . Thus the integral of the mappingx 7→ E(∆)αx(L0∗L0)E(∆) with respect to
theσ-weak topology exists (cf. [26, II.6.2]) and, through an application of Lebesgue’s
Dominated Convergence Theorem [26, II.5.6], is seen to be theσ-weak limit of the
net of operatorsQ(L0
∗L0)










which is the last of the above assertions.
Proposition 2.7. Suppose that∆⊆ Rs+1 is a bounded Borel set.














∆ ∈B(H)+ in the limit K↗ Rs. Moreover the mapping
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is σ-strongly convergent to Q(C)∆ ∈B(H) for K↗ Rs. In addition to this the mapping
x 7→ E(∆)αx(C)E(∆) is integrable with respect to theσ-weak topology onB(H) and










∣∣φ(E(∆)αx(C)E(∆))∣∣ : φ ∈B(H)∗,1}< ∞. (2.12)
Remark.Note, that relation (2.12) is a sharpened version of (2.5) which, based on
heuristic considerations, was the starting point of the present investigation.
Proof. (i) By partition of unity (cf. [40, Satz 8.1]), applied to elements ofL0 which
have arbitrary energy-momentum transfer in{V+, anyL ∈ L can be written as a finite
sumL =
∑m
j=1A jL j where theA j belong toA and the operatorsL j ∈ L0 have energy-






















(L j ∗L j )
∆,K ,




∆,K : K ⊂Rscompact
}
turns out to be bounded,
having a least upper bound inB(H)+ that is itsσ-strong limitQ(L
∗L)
∆ . Making again
















for any ψ ∈B(H)+∗ and anyx ∈ Rs, where the right-hand side of this relation is in-
tegrable as was shown in the proof of Proposition2.6. Then the reasoning applied
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whereL(k)









































Now, let φ be a normal functional onB(H). By polar decomposition (cf. [54, The-
orem III.4.2(i), Proposition III.4.6]) there exist a partial isometryV ∈B(H) and a pos-
itive normal functional|φ| subject to the relation‖|φ|‖= ‖φ‖, such thatφ( . ) = |φ|( .V),

























where we made use of the fact that 2
√
ab= infλ>0(λ−1a+ λb) for anya,b> 0. Now,
from the first part of this Proposition we infer that it is possible to integrate the above





∣∣φ(E(∆)αx(C0)E(∆))∣∣6 λ−1‖φ‖∥∥∥Q(L1∗L1)∆ ∥∥∥+ λ‖φ‖∥∥∥Q(L2∗L2)∆ ∥∥∥.
Note, that the normal functionalsφ and theσ-weak integrals commute due to [26,
Proposition II.5.7 adapted to integrals in locally convex spaces]. Taking the infimum
with respect toλ one finally arrives at∫
Rs
dsx
∣∣φ(E(∆)αx(C0)E(∆))∣∣6 ‖φ‖∥∥∥Q(L1∗L1)∆ ∥∥∥1/2∥∥∥Q(L2∗L2)∆ ∥∥∥1/2. (2.14)
This relation is valid for any normal functional inB(H)∗, so that theσ-weak integ-





being an immediate consequence (cf. the proof of Proposition2.6). Another fact im-





∣∣φ(E(∆)αx(C0)E(∆))∣∣ : φ ∈B(H)∗,1}6 ∥∥∥Q(L1∗L1)∆ ∥∥∥1/2∥∥∥Q(L2∗L2)∆ ∥∥∥1/2.
(2.16)
Since anyC ∈ C is a linear combination of operators of the formC0, the above rela-
tions (2.13) through (2.16) are easily generalized to establish the second part of the
Proposition.
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The preceding result suggests the introduction of topologies on the left idealL and
on the∗-algebraC, respectively, using specific seminorms indexed by bounded Borel
subsets∆ of Rs+1.
Definition 2.8. (a) The left idealL is equipped with a family of seminormsq∆ via
q∆(L)
.=
∥∥∥Q(L∗L)∆ ∥∥∥1/2, L ∈ L. (2.17a)






∣∣φ(E(∆)αx(C)E(∆))∣∣ : φ ∈B(H)∗,1}, C∈ C. (2.17b)
(c) The completions of the locally convex (Hausdorff) spaces(L,Tq) and (C,Tp)
arising from topologization by these seminorms are denoted(L,Tq) and(C,Tp), re-
spectively. Accordingly, the complete locally convex subspace ofL generated byL0 is
designated as(L0,Tq).
(d) The completions of the locally convex spaces(L,Tuq) and (C,T
u
p) arising from
topologization by all the seminormsq∆ and p∆, respectively, together with the initial

















a formulation that will frequently be used.
(ii) The seminorm properties ofq∆ andp∆ are easily checked. To establish the subad-
ditivity of q∆ one has to observe that











where we made use of the fact thatL1∗L2 +L2∗L16 λ−1L1∗L1 + λL2∗L2 for anyλ> 0
andL1,L2 ∈ L.
(iii) The Hausdorff property of the locally convex spaces(L,Tq) and(C,Tp) can be
established using the fact that vectors corresponding to states of bounded energy con-
stitute a dense subspace ofH. From the very definition of the seminormsq∆ andp∆ we
infer that the conditionsq∆(L) = 0 andp∆(C) = 0, L ∈ L, C∈ C, imply LE(∆) = 0 and
E(∆)CE(∆) = 0 for any bounded Borel set∆, since the integrands occurring in (2.17c)
and (2.17b) vanish identically onRs, andB(H)+∗,1 as well asB(H)∗,1 are separating
sets of functionals forB(H). By the density property just mentioned, it then follows
thatL = 0 andC = 0, and the nets of seminorms turn out to separate the elements of
the left idealL and the∗-algebraC, respectively.




p) are again lo-
cally convex spaces with topologies defined by the unique extensions of the seminorms
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q∆ and p∆ and of the norm‖ . ‖ to L, AL andC, AC, respectively [44, Chapter Four,
§ 18, 4.]. Therefore, in the sequel, we shall apply these seminorms to elements of the
completions without special mention. Depending on the relation between the under-
lying uniform structures as being finer or coarser, we infer thatAL ⊆ L andAC ⊆ C.
FurthermoreAL andAC are uniformly closed subspaces of the quasi-local algebraA.
2.3 Characteristics of the Spectral Seminorms
The investigations of the subsequent chapters very much depend on special properties
of the seminorms defined above, so these are collected in this section. Interesting in
their own right as they may be, we are, in the present context, not aiming at utmost
generality of statements, but have future applications in mind.
2.3.1 Basic Properties
Proposition 2.9. The families of seminorms q∆ and p∆ onL andC, respectively, where
the symbols∆ denote bounded Borel sets, constitute nets with respect to the inclusion
relation. For any∆ and∆′ we have
∆⊆ ∆′ ⇒ q∆(L)6 q∆′(L), L∈ L,
∆⊆ ∆′ ⇒ p∆(C)6 p∆′(C), C∈ C.
Proof. For theq∆-seminorms onL the assertion follows from the order relation for






which by Definition2.8has the consequence
q∆(L)2 =
∥∥∥Q(L∗L)∆ ∥∥∥6 ∥∥∥Q(L∗L)∆′ ∥∥∥= q∆′(L)2.
This relation extends by continuity of the seminorms to all ofL.
In case of thep∆-topologies, note that for any Borel set∆ the functionalφE(∆),
defined throughφE(∆)( . ) .= φ(E(∆) . E(∆)), belongs toB(H)∗,1 if φ does. From this
we infer, since moreover∆⊆ ∆′ impliesE(∆) = E(∆)E(∆′) = E(∆′)E(∆), that{∫
Rs
dsx





∣∣φ(E(∆′)αx(C)E(∆′))∣∣ : φ ∈B(H)∗,1}
for anyC∈ C and thus, by (2.17b), thatp∆(C)6 p∆′(C), a relation which by continuity
of the seminorms is likewise valid for any operator in the completionC.
The continuous extensions of the seminormsq∆ and p∆ to L andC, respectively,
can be explicitly computed on the subspacesAL andAC of A.
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Lemma 2.10. Let ∆ denote an arbitrary bounded Borel subset ofRs+1.
















∣∣φ(E(∆)αx(C)E(∆))∣∣ : φ ∈B(H)∗,1}. (2.18b)














for any bounded Borel set∆. On this space the mappingsq′∆ act as seminorms whose
restrictions toL coincide withq∆ (cf. the Remark following Definition2.8). Now let








q∆(L−Ln) = 0 and lim
n→∞
‖L−Ln‖= 0.




so that Lebesgue’s Dominated Convergence Theorem can be applied to get for any















According to (2.17c) each term in the sequence on the right-hand side is majorized by
the correspondingq∆(Ln)2 and this sequence in turn converges toq∆(L)2 by assump-












This final estimate shows, by arbitrariness ofL ∈ AL and the selected∆, thatAL is a
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(ii) The proof of the second part follows the same lines of thought. We introduce the






∣∣φ(E(∆)αx(C′)E(∆))∣∣ : φ ∈B(H)∗,1}< ∞
for any bounded Borel set∆ and furnish it with the locally convex topology defined by
the seminormsp′∆. An arbitraryC ∈ AC is, for given∆, approximated by asequence{
Cn
}









∣∣φ(E(∆)αx(C′)E(∆))∣∣ : φ ∈B(H)∗,1}6 p∆(C).
This establishes, by arbitraryness ofC ∈ AC and∆, thatAC ⊆ Ap′ , and the equation





∣∣φ(E(∆)αx(C)E(∆))∣∣ : φ ∈B(H)∗,1}.
An immediate consequence of this result is the subsequent lemma, which in some way
reverts the arguments given in the concluding remark of the last section in order to
establish the Hausdorff property for(L,Tq) and(C,Tp).
Lemma 2.11. Let ∆ be a bounded Borel set.
(i) For L ∈ AL with LE(∆) = 0 there holds q∆(L) = 0.
(ii) If C ∈ AC satisfies E(∆)CE(∆) = 0 one has p∆(C) = 0.
Next we deal with an implication of the fact, thatL is an ideal of theC∗-algebraA,
and clarify the relationship between the seminormsq∆ andp∆.
Lemma 2.12. Let ∆ denote bounded Borel subsets ofRs+1.
(i) AL is a left ideal of the quasi-local algebraA and satisfies
q∆(AL)6 ‖A‖q∆(L) (2.19)
for any L∈ AL and A∈ A.
(ii) Let Li , i = 1,2, be operators inAL and A∈ A, then L1∗AL2 belongs toAC. If
in addition the operators Li have energy-momentum transfer inΓi ⊆ Rs+1 and∆i are
Borel subsets ofRs+1 containing∆ + Γi , respectively, then
p∆(L1∗AL2)6 ‖E(∆1)AE(∆2)‖q∆(L1)q∆(L2). (2.20)
Proof. (i) For anyL ∈ AL ⊆ A and arbitraryA ∈ A the relationL∗A∗AL6 ‖A‖2L∗L
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This shows thatAL belongs toAL and at the same time that the seminormq′∆ (on Aq′)
can be replaced byq∆ to yield (2.19).
(ii) Let φ be a normal functional onB(H) with ‖φ‖6 1. By polar decomposition there
exist a partial isometryV and a positive normal functional|φ| with ‖|φ|‖6 1 such that















for anyx ∈ Rs and the method used in the proof of Proposition2.7 can be applied to





∣∣φ(E(∆)αx(L1∗AL2)E(∆))∣∣ : φ ∈B(H)∗,1}
6 ‖E(∆1)AE(∆2)‖q∆(L1)q∆(L2),
where we made use of (2.18a). According to the notation introduced in the proof of
Lemma2.10this result expressed in terms of the seminormp′∆ onAp′ reads
p′∆(L1
∗AL2)6 ‖E(∆1)AE(∆2)‖q∆(L1)q∆(L2),
from which we infer, as in the first part of the present proof, not only thatL1∗AL2 is an
element ofAC but also thatp′∆ can be substituted byp∆ to give (2.20).
The second part of the above lemma means that the productL1∗L2, defined by two
operatorsL1,L2 ∈ AL, is continuous with respect to the locally convex spaces (cf. [44,







Corollary 2.13. The sesquilinear mapping on the topological product of the locally
convex space(AL,T
u
q) with itself, defined by
AL×AL 3 (L1,L2) 7→ L1∗L2 ∈ AC,
is continuous with respect to the respective locally convex topologies.
In the special case of coincidence of both operators (L1 = L2 = L) it turns out that
p∆(L∗L) equals the square ofq∆(L). Another result involving the operation of adjunc-
tion is the fact, that this mapping leaves thep∆-seminorms invariant.
Lemma 2.14. Let ∆ denote the bounded Borel sets inRs+1.
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(i) For any operator L∈ AL there hold the relations
p∆(L∗L) = q∆(L)2.
(ii) Let C be an element ofAC, then C∗ lies inAC, too, and satisfies
p∆(C∗) = p∆(C).














∣∣φ(E(∆)αx(L∗L)E(∆))∣∣ : φ ∈B(H)∗,1}= p∆(L∗L),
whereas the reverse inequality is a consequence of Lemma2.12. This proves the asser-
tion.
(ii) Note, thatB(H)∗,1 is invariant under the operation of taking adjoints defined by











∣∣φ∗(E(∆)αx(C)E(∆))∣∣ : φ ∈B(H)∗,1}= p′∆(C)
for anyC ∈ Ap′ (cf. the proof of Lemma2.10), which is sufficient to establish both of
the assertions.
The last statement of this subsection on basic properties of the spectral seminorms
establishes their invariance under translations in thes+ 1-dimensional configuration
space.
Lemma 2.15. The subspacesAL and AC of the quasi-local algebraA are invariant











= p∆(C), C∈ AC.
Proof. B(H)∗,1 as well as its intersectionB(H)+∗,1 with the positive coneB(H)
+
∗ are
invariant under the mappingψ 7→ ψU defined byψU( . ) .= ψ(U . U∗) for any unitary
operatorU ∈B(H) and any linear functionalψ onB(H).
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which, as in the proof of Lemma2.12, establishes the assertions.



















∣∣φ(E(∆)αy(C)E(∆))∣∣ : φ ∈B(H)∗,1}= p∆(C).
2.3.2 Continuity and Differentiability







on theC∗-algebraA carries over to the locally convex spaces(L,Tq) and(C,Tp); and
even the infinite differentiability of(Λ,x) 7→ α(Λ,x)(L0) for L0 ∈ L0 is conserved in
passing from the uniform topology onL0 to that induced by the seminormsq∆.
Proposition 2.16. (i) For fixed L∈ L the mapping
ΞL : P↑+→ L (Λ,x) 7→ ΞL(Λ,x)
.= α(Λ,x)(L)
is continuous with respect to the locally convex space(L,Tq).
(ii) For given C∈ C the mapping
ΞC : P↑+→ C (Λ,x) 7→ ΞC(Λ,x)
.= α(Λ,x)(C)
is continuous with respect to the locally convex space(C,Tp).
(iii) Let idL0 denote the identity mapping
idL0 : (L0,‖ . ‖)→ (L0,Tq) L0 7→ idL0(L0)
.= L0
on the spaceL0 , once endowed with the norm topology and once withTq. Consider









+→ L0 (Λ,x) 7→ ΞL0(Λ,x)
.= α(Λ,x)(L0).
Then the linear operatoridL0 is XL0-differentiable in the sense of DefinitionA.16.
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Remark.The last assertion means, due to the invariance ofXL0 under differentiation
of arbitrary order, that all the mappingsΞL0, L0 ∈ L0, are infinitely often differentiable
in the locally convex space(L0,Tq) and, as idL0 and the operator of differentiationD
commute, inherit the derivatives from the presupposed differentiability of the mappings
ΞL0 with respect to the uniform topology.
Proof. (i) Note, that continuity of the mapping(Λ,x) 7→ α(Λ,x)(L) with respect to the
locally convex space(L,Tq) is equivalent to its continuity with respect to each of the
topologizing seminormsq∆.
Let the Borel subset∆ of Rs+1 be arbitrary but fixed. We shall first consider the
special point(1,0) ∈ P↑+ and restrict attention to an operatorL′ ∈ L0 having energy-
momentum transferΓ which, under transformations from a sufficiently small neigh-
bourhoodN′ of the neutral element(1,0), stays bounded in a compact and convex sub-
setΓ̂ of {V+. This means that all operatorsα(Λ,x)(L′) ∈ L0, (Λ,x) ∈ N′, have energy-
momentum transfer in the common setΓ̂ and relation (2.6) of Proposition2.6 applies

















An estimate for the integrand on the right-hand side can be based on relation (2.2c),
requiring suitable approximating nets of local operators forα(Λ,x)(L′)−L′. GivenR0>
0 there exists a neighbourhoodN′′ of (1,x) such thatN′′Or ⊆ O2r for r > R0, and if{
L′r ∈A(Or) : r > 0
}
is an approximating net of local operators forL′, thenα(Λ,x)(L′r)∈
A(O2r) for anyr > R0 and(Λ,x) ∈N′′. Now
rk
∥∥α(Λ,x)(L′)−α(Λ,x)(L′r)∥∥= rk‖L′−L′r‖ −−→r→∞ 0 (2.22)
holds for anyk∈ N, so that the operatorsα(Λ,x)(L′r)−L′r ∈ A(O2r), r > R0, constitute
the large radius part of approximating nets for each ofα(Λ,x)(L′)− L′, (Λ,x) ∈ N′′,
subject to the bound∥∥(α(Λ,x)(L′)−L′)− (α(Λ,x)(L′r)−L′r)∥∥6 ‖L′−L′r‖,
which is independent of(Λ,x) ∈N′′. Then, according to the remark following Defini-
tion 2.1, there exist approximating nets
{
L′(Λ,x)r ∈A(Or) : r > 0
}
for the almost local
operatorsα(Λ,x)(L′)−L′ that fulfill the estimates‖L′(Λ,x)r‖ 6
∥∥α(Λ,x)(L′)−L′∥∥ and,
for r > R0,
∥∥(α(Λ,x)(L′)−L′)−L′(Λ,x)2r∥∥ 6 2‖L′−L′r‖, where in view of (2.22) the
second inequality amounts to
∥∥(α(Λ,x)(L′)− L′)− L′(Λ,x)2r∥∥ 6 2Ck r−k for suitable
Ck > 0. Making use of relation (2.2c) in the same remark we arrive at∥∥[αy(α(Λ,x)(L′)−L′),(α(Λ,x)(L′)−L′)∗]∥∥
6 2
∥∥α(Λ,x)(L′)−L′∥∥2χ<(y)+8∥∥α(Λ,x)(L′)−L′∥∥∥∥L′−L′4−1|y|∥∥χ>(y)
6 8‖L′‖2χ<(y)+16‖L′‖Ck 4k|y|−kχ>(y) (2.23)
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for anyy∈ Rs, whereχ< andχ> denote the characteristic functions pertaining to the
compact ball of radius 4R0 in Rs and its complement, respectively. The above relation
(2.23) holds for any(Λ,x) ∈ N .= N′ ∩N′′, and its right-hand side turns out to be an
integrable majorizing function for the mapping
y 7→
∥∥[αy(α(Λ,x)(L′)−L′),(α(Λ,x)(L′)−L′)∗]∥∥, (2.24)
irrespective of(Λ,x) ∈ N, if k > s+ 2. Another consequence of (2.23) is that the
function (2.24) converges pointwise to 0 onRs in the limit (Λ,x)→ (1,0) due to strong
continuity of the automorphism group
{




. Therefore we can apply
Lebesgue’s Dominated Convergence Theorem to the integral on the right-hand side of













SinceP↑+ as a topological space satisfies the first axiom of countability, this suffices
to establish continuity of the mapping(Λ,x) 7→ α(Λ,x)(L′) in (1,0) with respect to the
q∆-topology.







comply with the above assumptions onL′ and the operatorsAi belong to the quasi-local































where the right-hand side vanishes in the limit(Λ,x)→ (1,0) due to the preceding
result and strong continuity of the group
{




. Thus the mapping
(Λ,x) 7→ α(Λ,x)(L) turns out to be continuous in(1,0) with respect toq∆ for arbitrary
L ∈ L. The restriction to the specific point(1,0) ∈ P↑+ is inessential in the last step














explicitly showing that continuity of(Λ,x) 7→ α(Λ,x)(L) in (Λ0,x0) is equivalent to con-




in (1,0) with respect to any of the seminorms
q∆, whereα(Λ0,x0)(L) belongs toL.
(ii) Continuity of a mapping with values in the locally convex space(C,Tp) is equi-
valent to its continuity with respect to all seminormsp∆. The problem at hand thus
reduces to the one already solved in the first part, if one takes into account the shape of
general elements ofC according to Definition2.5and Corollary2.13.
(iii) According to DefinitionA.16 we have to show that for any vacuum annihilation
operatorL0 ∈ L0 the mapping(Λ,x) 7→ ΞL0(Λ,x) = α(Λ,x)(L0) is differentiable in the
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locally convex space(L0,Tq) and has derivatives coinciding with those existing in the
uniform topology by assumption.
Let L0 ∈ L0 be given and consider the local chart(U,φ) around(Λ0,x0) = φ−1(t0).
Due to the presupposed differentiability of the mappingΞL0 with respect to the uniform





(h) = α(Λh,xh)(L0)−α(Λ0,x0)(L0)−DφΞL0(Λ0,x0)h, (2.25a)
using the notation(Λh′ ,xh′)





∥∥R[ΞL0 ◦φ−1, t0](h)∥∥= 0, (2.25b)
To prove the assertion it has to be shown that (2.25b) stays true when the norm is
replaced by any of the seminormsq∆. Now, according to the Mean Value TheoremA.7,





where the integral is to be understood with respect to the norm topology ofA. Thus the





























where in the last equation (A.20a) is used to represent the linear operatorDφΞL0 in
terms of partial derivatives ofΞL0 which can be expressed by means of analytic func-
tionsCi j on U and Poincaré transformed derivativesδ j(L0) of L0 (dP is the dimension
of the Poincaré group). As a consequence of the first statement of this proposition, the
integrand on the right-hand side is continuous with respect to all seminormsq∆, so that
the integral exists in the complete locally convex space(L,Tq). By [26, II.6.2 and 5.4]











































where evidently the right-hand side vanishes in the limith→ 0. Thus condition (A.1b)
for differentiability of mappings with values in a locally convex space is fulfilled, and
according to the counterpart (2.25a) of (A.1a) the derivatives ofΞL0 with respect to
both the uniform and locally convex topologies onL0 coincide.
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2.3.3 Integrability
Having established Proposition2.16on continuity of the mappings(Λ,x) 7→ α(Λ,x)(L)
and(Λ,x) 7→α(Λ,x)(C) for givenL∈L andC∈C, it turns out to be possible to construct




p) through integration with respect to the
Haar measure onP↑+.
















































Proof. (i) By assumption(Λ,x) 7→ |F(Λ,x)|‖α(Λ,x)(L0)‖= |F(Λ,x)|‖L0‖ [54, Corol-
lary I.5.4] is an integrable majorizing function for the integrand of (2.26), soαF(L0)
exists as a Bochner integral inA. The same holds true for the integrals constructed
by use of an approximating net
{
L0,r ∈ A(Or) : r > 0
}












taining to standard diamonds inRs+1 which have each ans-dimensional basis of radius









so that we arrive at the estimate (µ(S) is the measure of the compact setS)
r(S)k
∥∥αF(L0)−αF(L0,r)∥∥6 µ(S)‖F‖1(a(S)r +b(S))k‖L0−L0,r‖
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which holds for anyk ∈ N. Due to almost locality ofL0, the right-hand side vanishes
in the limit of larger, so that the operatorαF(L0) itself turns out to be almost local:






: r > 0
}
.
Let Γ ⊆ {V+ denote the energy-momentum transfer of the vacuum annihilation op-























In the special case supp ˜g⊆
⋂
(Λ,x)∈S {(ΛΓ), g̃ the Fourier transform ofg, the inner







which shows that the energy-momentum transfer ofαF(L0) is contained in the compact
subset
⋃
(Λ,x)∈S ΛΓ of {V+. ThereforeαF(L0) is indeed a vacuum annihilation operator
from Aann.
Finally, infinite differentiability with respect to the uniform topology of the mapping




has to be established. By assumptionL0 is infinitely often differentiable with respect
to the Poincaré group, which implies that likewise all the operatorsα(Λ,x)(L0) belong
to D(∞)(A) for any(Λ,x) ∈ P↑+. Their residual terms at(1,0) = φ−10 (0) with respect to
the canonical coordinates(U0,φ0) of the first kind, as introduced in [55, Section 2.10],
can, using the notation(Λh′ ,xh′)
.= φ−10 (h






















where the last equation stems from an application of the Mean Value TheoremA.7,
which holds true for smallh. By PropositionA.11 the termDφ0Ξα(Λ,x)(L0)(1,0)h on
the second line is continuous in(Λ,x), so that it is possible to multiply (2.29) with
the functionF(Λ,x) and subsequently integrate over its compact supportS. Taking
into account that each of the automorphismsα(Λh,xh) is uniformly continuous, thus
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which has the shape of a residual term forΞαF (L0) at (1,0). Now, the operator-norm of
Dφ0Ξα(Λ,x)(L0)(Λϑh,xϑh) can be estimated according to (A.17) by∥∥Dφ0Ξα(Λ,x)(L0)(Λϑh,xϑh)∥∥6 ∥∥Dφ0ΞL0()∥∥∥∥N(Λ,x)∥∥∥∥Mφ0(Λϑh,xϑh)∥∥,
which, due to continuity of(Λ,x) 7→ N(Λ,x) andϑ 7→ Mφ0(Λϑh,xϑh) with respect to
the operator-norm topology, is majorized on the compact setS× [0,1] by a constant
K(S). As a consequence of the last equation in (2.29) we then get for any(Λ,x) ∈ S
and smallh the bound
|h|−1
∥∥F(Λ,x)R[Ξα(Λ,x)(L0) ◦φ−10 ,0](h)∥∥6 2K(S) |F(Λ,x)|, (2.31)
which is integrable overS by assumption; restricting furthermore attention to sequences{
hn
}
n∈N converging to0, we see that the left-hand side of (2.31) converges pointwise
to 0. With this information at hand it is possible to apply Lebesgue’s Dominated Con-












(hn) = 0, (2.32)
which is sufficient to establish condition (A.1b) for differentiability of the mapping
ΞαF (L0) at (1,0). The linear operator defining the corresponding derivative is according

































supportS. SinceL0 is invariant under differentiation we conclude from the first two












are again almost local vacuum annihilation operators which belong toD(1)(A). Thus by
induction, repeatedly using these methods,αF(L0) is seen to be an element ofD(∞)(A)
with almost local derivatives of any order, i. e.αF(L0) ∈ L0.
(ii) By Proposition2.16 the mappings(Λ,x) 7→ α(Λ,x)(L) and(Λ,x) 7→ α(Λ,x)(C) are
continuous with respect to the uniform topology and all theq∆- and p∆-topologies,
respectively, staying bounded on the compact setS. This implies their measurability




p) together with the fact that their
product with the integrable functionf is majorized in each of the norm and seminorm
topologies by a multiple of|F |. As a consequence the integralsαF(L) andαF(C) exist




p), respectively, and (2.28)
is an immediate upshot [26, II.6.2 and 5.4].
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There exists a version of the second part of the above lemma for functions onRs+1
that are Lebesgue-integrable but no longer have to be compactly supported.











is an operator in(AL,T
u






for any bounded Borel set∆. The energy-momentum transfer ofαg(L) is contained in
suppg̃, the support of the Fourier transform̃g of g.
Proof. By translation invariance of the norm‖ . ‖ as well as of the seminormsq∆
(cf. Lemma2.15) the (measurable) integrand on the right-hand side of (2.33) is major-
ized by the functionsx 7→ |g(x)|‖L‖ andx 7→ |g(x)|q∆(L) for any bounded Borel set
∆. These are Lebesgue-integrable and thereforeαg(L) exists as a unique element of
(AL,T
u
q), satisfying the claimed estimates (2.34).





. By Fubini’s Theorem






























where the term in brackets on the right-hand side of the last equation is the convo-
lution producth∗ g of h and g. Its Fourier transformh̃∗g is given by h̃∗g(p) =
(2π)(s+1)/2h̃(p)g̃(p) (cf. [39, Theorem VI.(21.41)]), so that this function vanishes if











has support in supp ˜g,
which henceforth contains the energy-momentum transfer ofαg(L).
2.3.4 Decay Property
Eventually we are able to establish a property of rapid decay with respect to the semi-
normsq∆ for commutators of elements ofL which are almost local.
Lemma 2.19. Let L1 and L2 belong toL0 and let A1,A2 ∈ A be almost local. Then for
any bounded Borel subset∆ ofRs+1
R




decreases with|x| → ∞ faster than any power of|x|−1.
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Proof. First we consider the special case of two elementsLa and Lb in L0 having
energy-momentum transfer in compact and convex subsetsΓa andΓb of {V+, respect-
ively, with the additional property thatΓa,b
.= (Γa +Γb)−Γa andΓb,a
.= (Γa +Γb)−Γb




























. Since the arguments of both terms
belong toL0, having energy-momentum transfer in the compact and convex subsets
Γa,b andΓb,a of {V+, we can apply (2.6) of Proposition2.6 in connection with (2.17a)
















Lb,r ∈ A(Or) : r > 0
}
be approximating nets forLa
andLb, respectively, satisfying‖La,r‖6 ‖La‖ and‖Lb,r‖6 ‖Lb‖. Then the elements
Lb,r
∗[αx(La,r),Lb,r] ∈ A(Or +x)⊆ A(Or+|x|)





, x ∈ Rs, subject to the estimate∥∥Lb∗[αx(La),Lb]−Lb,r∗[αx(La,r),Lb,r]∥∥
6 4‖La‖‖Lb‖‖Lb−Lb,r‖+2‖Lb‖2‖La−La,r‖6Cl r−l (2.37)
for any l ∈ N with suitableCl > 0. Now, as suggested by the remark following Defin-
ition 2.1, there exist approximating nets
{
L(a,b;x)r ∈ A(Or) : r > 0
}
, x ∈ Rs, with
‖L(a,b;x)r‖6
∥∥Lb∗[αx(La),Lb]∥∥ and∥∥Lb∗[αx(La),Lb]−L(a,b;x)r+|x|∥∥6 2Cl r−l , so
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Evaluation of the integrals on the right-hand side yields (forl > s+ 2) polynomials of






∗[αx(La),Lb])26M, x ∈ Rs. (2.40)






, thus establishing the




, according to relation
(2.35).










and rapid decay is an immediate consequence of almost locality for all terms but the
second one on the right-hand side of this inequality. Using suitable decompositions of
L1 andL2 in terms of elements ofL0 complying pairwise with the special properties





reduces to the case that has already been solved above, thus
completing the proof.
Chapter 3
Particle Weights as Asymptotic
Plane Waves
Having analysed in great detail the nets of seminormsq∆ and p∆, indexed by the
bounded Borel sets∆ ⊆ Rs+1, on L andC, respectively, we now turn to the invest-
igation of the topological dual spaces:
Definition 3.1. (a) The linear functionals onC which are continuous with respect to
the seminormp∆ constitute a vector spaceC∆




|ς(C)| : C∈ C, p∆(C)6 1
}
, ς ∈ C∆∗.
(b) The topological duals of the locally convex spaces(L0,Tq), (L,Tq) and(C,Tp)
are denotedL0
∗, L∗ andC∗, respectively.
Remark.Due to the net property (Proposition2.9) of the family of seminormsp∆,
a linear functional belongs to the topological dualC∗ of (C,Tp) if and only if it is
continuous with respect to one specific seminormp∆′ , ∆′ a bounded Borel subset of
R




∗ : ∆⊆ Rs+1 a bounded Borel set
}
. (3.1)
By continuous linear extension [44, Chapter One, § 5, 4.(4)], the functionals fromC∗
are moreover in one-to-one correspondence with the elements of the topological dual
C
∗
of the complete locally convex space(C,Tp). By the same argument, they are
furthermore embedded in the topological dualAC
∗ of (AC,T
u
p). We shall make use of
these properties without special mention.
3.1 General Properties
Before proceeding to extract certain elements fromC∗ to be interpreted, on the grounds
of their specific properties, as representing asymptotic mixtures of particle-like quant-
ities, we are first going to collect a number of important properties common toall
functionals from the topological dual ofC whose proof does not depend on special
assumptions. First of all, continuity as established in Proposition2.16directly carries
over to functionals inC∗.
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Lemma 3.2. Continuous linear functionalsς ∈ C∗ have the following properties.




is continuous for arbitrary but fixed
L1,L2 ∈ L.




is continuous for given C∈ C.
Proof. Due to the assumed continuity ofς, the assertions follow from Proposition2.16
in connection with Corollary2.13.
Everypositivefunctionalς on the∗-algebraC = L∗L defines a non-negative ses-
quilinear form onL through
〈 . | . 〉ς : L×L→ C (L1,L2) 7→ 〈L1|L2〉ς
.= ς(L1∗L2), (3.2a)
and thus induces a seminormqς onL via
qς : L→ R+ L 7→ qς(L)
.= 〈L|L〉1/2ς . (3.2b)
Denoting byNς the null space ofqς, one can construct the quotientLς
.= L/Nς, which
is a normed space through the definition
‖ . ‖ς : L/Nς→ R+ [L]ς 7→ ‖[L]ς‖ς
.= qς(L), (3.2c)
where we used square brackets to designate the cosets inL/Nς. These concepts can
be applied to formulate, parallel to Proposition2.16, differentiability of the Poincaré
automorphisms with respect to continuous positive functionals onC.
Lemma 3.3. Let ς be a continuous positive functional on the∗-algebraC, i. e.ς ∈ C∗+.
Then the restriction of the canonical homomorphism
Qς : L→ L/Nς L 7→ Qς(L)
.= [L]ς
to the subspaceL0 is XL0-differentiable in the sense of DefinitionA.16, where
XL0 =
{
ΞL0 : L0 ∈ L0
}
is the family of infinitely often differentiable mappings defined in Proposition2.16.
Proof. Due to the assumed continuity of the functionalς, there exists a bounded Borel
set∆ such that, according to (3.2) in connection with Definition3.1and Lemma2.14,
for anyL ∈ L there holds the inequality
‖[L]ς‖2ς = qς(L)2 = ς(L∗L)6 ‖ς‖∆ p∆(L∗L) = ‖ς‖∆q∆(L)2.
Therefore the linear operator
Qς  L0 : (L0,Tq)→ (L/Nς,‖ . ‖ς)
turns out to be continuous, so that the assertion follows by an application of Corol-
lary A.15 from the result of Proposition2.16, stating that the mappings
ΞL0 : P
↑
+→ (L0,Tq) (Λ,x) 7→ ΞL0(Λ,x)
.= α(Λ,x)(L0)
are differentiable for anyL0 ∈ L0 (cf. the remark of that place).
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The next lemmas are concerned with integrability properties of functionalsς ∈ C∗,
parallel to those established in Subsection2.3.3. The first one, Lemma3.4, is an im-
mediate consequence of Lemmas2.17and2.18, whereas the second one, Lemma3.5,
prepares the proof of a kind of Cluster Property forp sitivefunctionals inC∗, formu-
lated in the subsequent Proposition3.6.
Lemma 3.4. Let ς ∈ C∗, L1,L2 ∈ L and C∈ C.










































for any∆ such thatς ∈ C∆∗.



















and a bound is given by∣∣ς(L1∗αg(L2))∣∣6 ‖g‖1‖ς‖∆ q∆(L1)q∆(L2) (3.6)

















the functionalς, which lies inAC∗ according to the remark following Definition3.1,
is linear and continuous with respect toαF(C) ∈ AC and, by Corollary2.13, also with
respect to bothαF(L2),αg(L2) ∈ AL. Therefore it commutes with the locally convex
integrals [26, Proposition II.5.7 adapted to integrals in locally convex spaces], which
proves the assertion. The annexed estimates are a further simple application of the
results contained in Lemmas2.17and2.18.
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Lemma 3.5. Let L′ ∈ L and let L∈ L(Γ) = L∩ Ã(Γ), Γ ⊆ Rs+1 compact, i. e. L has
energy-momentum transfer inΓ. If ς ∈ C∗+ is a positive functional which belongs to
C∆







6 ‖ς‖∆ q∆(L)2q∆′(L′)2. (3.7)












belongs to the algebra of counters and exists furthermore as an integral in the locally
convex space(AC,T
u
p). Therefore the functionalς ∈ AC∗ can be interchanged with the






































∥∥∥= ‖ς‖∆ q∆(L)2∥∥∥Q(L′∗L′)∆′,K ∥∥∥,
where we made use of the positivity ofς. The above inequality survives in the limit
K↗ Rs and the convergence of the right-hand side to a finite real number establishes
the integrability of the function
R





as a consequence of the Monotone Convergence Theorem [26, II.2.7]. In view of








∥∥∥Q(L′∗L′)∆′ ∥∥∥= ‖ς‖∆ q∆(L)2q∆′(L′)2.
After these preparations we are in a position to prove the announced Cluster Prop-
erty for positive functionals inC∗.
Proposition 3.6 (Cluster Property). Let Li and L′i be elements ofL0 and let Ai ∈ A,
i = 1,2, be almost local operators, then the function
R













for anyς ∈ C∗+ and satisfies∫
Rs
dsx
∣∣ς((L1∗A1L′1)αx(L2∗A2L′2))∣∣6 ‖ς‖∆ M∆ (3.8)
for any bounded Borel set∆ for whichς belongs toC∆∗, where the constant M∆ depends
on ∆ and the operators involved.
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Proof. First, we re-write the argument(L1∗A1L′1)αx(L2





















where the first term on the right-hand side is evidently integrable overRs, due to almost















































6 ‖ς‖∆ q∆(L1)2q∆1(A2∗L2)2, (3.13)
where∆1 is any bounded Borel set containing the sum of∆ and the energy-momentum
transferΓ1 of L1. Concerning the second term on the right of (3.12), we get, upon
commutingαx(L′2
















where again use was made of the positivity ofς. The rapid decay of commutators of
almost local operators with respect to theq∆-seminorm established in Lemma2.19of
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which holds for any bounded Borel set∆′1 ⊇ ∆ + Γ′1, whereΓ′1 denotes the energy-
momentum transfer ofL′1. By (3.14) and (3.15), the left-hand side of (3.12) turns out
to be integrable, and a bound for this integral is proportional to‖ς‖∆. In connection
with (3.11) this establishes the assertion for a suitable constantM∆ that can be deduced
from relations (3.11), (3.12), (3.14) and (3.15).
The Cluster Property has been proved above under the fairly general assumption of
almost locality of the operators involved. If for givenL1,L2 ∈ L the mapping
R










for the bounded Borel set∆, (3.8) is obvi-
ously fulfilled in case thatς ∈ C∗ belongs toC∆∗. As an example consider almost local
operatorsL′1,L
′
2 ∈ L having energy-momentum transferΓ1 andΓ2, respectively, such







= 0. An application of Lemma2.12
in connection with translation invariance ofq∆ (Lemma2.15) then yields for the coun-
tersC′i
.= L′i


















where, due to the assumed almost locality ofL′1 andL
′










, L1,L2 ∈ L,
has another consequence concerning weakly convergent nets
{
ςι : ι ∈ J
}
of functionals
from C∗, which are contained in bounded subsets ofC∆
∗ with respect to the norm‖ . ‖∆:
a kind of Dominated Convergence Theorem.




is integrable and consider
the weakly convergent net
{
ςι : ι ∈ J
}
in the D-ball ofC∆
∗ with limit ς.This means that




and for anyι ∈ J
|ςι(C)|6 D · p∆(C), (3.16a)
|ς(C)|6 D · p∆(C), (3.16b)

















Proof. As implied by Proposition2.16and Corollary2.13, x 7→ L1∗αx(L2) is a continu-
ous mapping onRs with respect to thep∆-topology, hence it is uniformly continuous
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where |K| denotes thes-dimensional volume ofK. Consequently, under the above
assumption onx andx′, we infer from (3.16)∣∣ςι(L1∗αx(L2))− ςι(L1∗αx′(L2))∣∣= ∣∣ςι(L1∗αx(L2)−L1∗αx′(L2))∣∣< ε6|K| ,∣∣ς(L1∗αx(L2))− ς(L1∗αx′(L2))∣∣= ∣∣ς(L1∗αx(L2)−L1∗αx′(L2))∣∣< ε6|K| .
By compactness ofK, there exist finitely many elementsx1,. . . ,xN ∈ K such that the
δ-balls around these points cover all ofK; moreover, sinceς is the weak limit of the net{
ςι : ι ∈ J
}
, we can findι0 ∈ J such thatι ι0 implies∣∣ς(L1∗αxi (L2))− ςι(L1∗αxi (L2))∣∣< ε6|K|
for any i = 1,. . . ,N. Now, for ι ∈ J andk∈ {1, . . . ,N},∣∣ς(L1∗αx(L2))− ςι(L1∗αx(L2))∣∣
6
∣∣ς(L1∗αx(L2))− ς(L1∗αxi (L2))∣∣+ ∣∣ς(L1∗αxi (L2))− ςι(L1∗αxi (L2))∣∣
+
∣∣ςι(L1∗αxi (L2))− ςι(L1∗αx(L2))∣∣,
and, selecting forx∈K an appropriatexk in a distance less thanδ, we can put the above
results together to get the estimate∣∣ς(L1∗αx(L2))− ςι(L1∗αx(L2))∣∣< ε2|K| ,
which holds for anyx∈K andι ι0. Thus weak (i. e. pointwise) convergence of the net{
ςι : ι ∈ J
}
is indeed uniform convergence on compact subsets ofRs. Upon integration


















∣∣∣ς(L1∗αx(L2))− ςι(L1∗αx(L2))∣∣∣< ε2. (3.18)
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∣∣ςι(L1∗αx(L2))∣∣< ε4 + ε2 + ε4 = ε.
By arbitrariness ofε this proves the possibility to interchange integration and the limit
with respect toι as asserted in (3.17).
The spectral support of not necessarily positive functionalsς ∈ C∗ (considered as
distributions) depends, as expressed in the subsequent proposition, on the bounded
Borel sets∆ for which ς ∈ C∆∗. This property will prove to be of importance when it
comes to defining the energy-momentum of particle weights.
Proposition 3.8 (Spectral Property). Let L1,L2 ∈ L andς ∈ C∗. Then the support of
the Fourier transform of the distribution
R






is contained in the shifted light coneV+−q for some q∈V+. More specifically, q is
such that a bounded Borel set∆, satisfyingς ∈ C∆∗, is contained in q−V+.










lies inAL, according to Lemma2.18, and has energy-momentum transfer in supp ˜g, the
support of the Fourier transform ofg. If this happens to satisfy supp ˜g⊆ {(V+−∆),




= 0. Sinceς is







)∣∣∣= ∣∣ς(L1∗αg(L2))∣∣6 ‖ς‖∆ q∆(L1)q∆(αg(L2)),













with suppg̃′ ⊆ {(V+− q),
∆⊆ q−V+, then supp̃g′ ⊆ {(V+−∆), so that (3.20) is fulfilled for any function of this
kind, proving the assertion.
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3.2 Asymptotic Functionals
Now we turn to functionals inC∗ that carry additional properties, reflecting the fact
that the present investigation is concerned with the structure of the totality of physical
states at asymptotic times (scattering states). The temporal development of such a state
of bounded energy,ω ∈ S(∆), ∆ a bounded Borel set, can be explored by considering







whereh denotes a bounded measurable function on the unit ball ofRs, where the ele-
mentsv represent velocities. Apart from this function, (3.21) coincides with the integral
(2.5) encountered on page8 in the heuristic considerations of Chapter2. The investiga-
tions carried through in that part (cf. Proposition2.7) imply that (3.21) takes on a finite
value for any counterC ∈ C at any timeτ and, according to Lemma2.10, the integral
(3.21) even exists for allC∈ AC.
The physical interpretation is as follows: Consider a functionh f bounded support
V ⊆ Rs\ {0} in velocity space, then the integral (3.21) corresponds to summing up,
for given timeτ, the expectation values of measurements ofC in the stateω, where
these measurements extend over the bounded sectionτ ·V of configuration space. For
growingτ the distance of this portion from the origin increases together with its total
extension. More exactly, the measurements take place in a cone with apex at the point
0 of space-time, its direction is determined by the support ofh, and for different times
τ the counterC is set up in specific parts of that cone, their extension growing as
|τ|s (compensating for the quantum mechanical spreading of wave packets) while their
distance from the origin increases proportional to|τ|. If the physical stateω has, in
the limit of large (positive or negative) times, evolved into a configuration containing
a particle (incoming or outgoing) travelling with velocityv0 ∈ V, then a counterC0,
sensitive for that specific particle, is expected to asymptotically produce a stable signal
under the above experimental conditions.
The mathematical equivalent of this situation is the existence of limits of the above
integral at asymptotic times, evaluated for the counterC0 and a functionh0 with support
containingv0. Thus the problem has to be settled in which (topological) sense such
limits can be established, if they happen to exist at all. To tackle this assignment we
turn to a slightly modified version of (3.21) in Definition 3.9, involving, for technical
reasons, a certain time average.
Definition 3.9. Let ∆ be a bounded Borel subset ofRs+1, let ω ∈ S(∆) denote a phys-
ical state of bounded energy and letv 7→ h(v) be a bounded measurable function on the
unit ball ofRs. Furthermore suppose thatt 7→ T(t) is a continuous real-valued function,
approaching+∞ or−∞ for asymptotic positive or negative times, respectively, not as
fast as|t|. Then we define a net
{
ρh,t : t ∈ R
}
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Under the above assumptions the functionalsρh,t turn out to be continuous with
respect to the seminormp∆ pertaining to the energy-momentum support of the physical




, i. e.ρh,t ∈ C∆∗. This can be seen as follows: First, note


























, τ ∈ R, belong toB(H)∗,1, so that the abso-
lute value ofρh,t(C) can be estimated, making use ofp∆ as defined in (2.17b). Abbre-














∣∣φ(E(∆)αx(C)E(∆))∣∣= ‖h‖∞ p∆(C). (3.24)
The above inequality implies that the functionalsρh,t belong to the dual spaceC∗ of
(C,Tp). Moreover, the estimate (3.24) is uniform in t, so that the net
{
ρh,t : t ∈ R
}
is even an equicontinuous subset ofC∗. The Theorem of Alaŏglu-Bourbaki [41, The-
orem 8.5.2] then tells us, that this net is relatively compact with respect to the weak
topology, leading to the following fundamental result.
Theorem 3.10 (Existence of Limits).Under the assumptions of Definition3.9the net{
ρh,t : t ∈ R
}
⊆ C∆∗ possesses weak limit points inC∗ at asymptotic times. This means
that there exist functionalsσ(+)h,ω and σ
(−)
h,ω on C together with corresponding subnets{




ρh,tκ : κ ∈ K
}








The heuristic picture laid open above suggests, that in theories which are reasonable
from a physicist’s point of view the net
{
ρh,t : t ∈ R
}
actually converges, but as yet
we have not been able to give rigorously formulated conditions under which to prove
this conjecture. This question seems to be connected with the problem of asymptotic
completeness of quantum field theoretic models; one has to assure that in the limit of
large times multiple scattering does no longer withhold the measurement resultsρh,t(C)
from growing stable. Another possibility is the disappearance of the limit functionals
σ(+)h,ω andσ
(−)
h,ω on all of the algebra of countersC, a phenomenon that we anticipate
to encounter in theories without a particle interpretation (e. g. generalized free field).
The denomination of the asymptotic functionals ‘σ’ is chosen to reflect theirsingular
nature: the values that the functionalsρh,t return for finite timest when applied to the
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identity operator1 (which is not contained inC) are divergent as|t|s at asymptotic
times.
The convergence problem as yet only partially solved in the sense of Theorem3.10,
one can nevertheless establish a number of distinctive properties of the limit functionals
σ (from now on we will skip sub- and superscripts not to overburden the notation), that
allow for their interpretation in terms of asymptotic configurations of particles. An
immediate first consequence of the above construction is the following proposition.
Proposition 3.11 (Positivity and Continuity of Limits). Suppose that∆ is a bounded
Borel subset ofRs+1, ω ∈ S(∆) a physical state of bounded energy and h∈ L∞(Rs,dsx)
a non-negative function. Then the limit functionalsσ for the net
{




∗: ∣∣σ(C)∣∣6 ‖h‖∞ p∆(C), C∈ C; (3.26a)
06 σ(C), C∈ C+. (3.26b)
Remark.Due to the continuity ofρh,t and σ with respect to thep∆-topology, these
functionals can be continuously extended toC as well asAC, whereρh,t are explicitly
given onAC by the formula (3.22) with C∈ AC. It is then easily established, by use of
elementsC′ from C lying in suitablep∆-neighbourhoods ofC, that the relations (3.25)
remain valid on this larger subspace of the quasi-local algebraA.
The next result deals with the effect that space-time translations exert on these limit
functionals. A further assumption on the velocity implementationh∈ L∞(Rs,dsv) turns
out to be indispensible in their proof:h has to be continuous, approximating a constant
value in the limit |v| → ∞, i. e. h−Mh ∈ C0(Rs) for a suitable constantMh; these
functions constitute a subspace ofC(Rs) that will be denotedC0,c(Rs) in the sequel.
Proposition 3.12 (Translation Invariance). Let∆⊆Rs+1 be a bounded Borel set, let
ω ∈ S(∆) and h∈C0,c(Rs). Then the limit functionalsσ of
{









for any C∈ AC and any x∈ Rs+1.
Proof. Taking into account the fact that the Lebesgue measure onRs+1 is invariant




for any finite timet and any given




















Next, we want to evaluate
∣∣ρh,t(C)−ρh,t(α(x0,x)(C))∣∣ which, according to the respect-


























































zτ : τ ∈R
}
approximateszuniformly on compact subsets ofRs in the limit of
large|τ|, i. e. givenε> 0 andR′ > 0 there exists a positive numberT ′ such that|τ|> T ′
implies |z−zτ|< ε for anyz∈ Rs with |z|6 R′. On the other hand, givenR′′ > 0 there
existsT ′′ > 0 such that|zτ|> 12R
′′ for any|z|> R′′ and any|τ|> T ′′. Combining these
results with the special properties ofh∈C0,c(Rs), i. e. uniform continuity on compact
balls inRs and approximate constancy at infinity, we infer that for large|τ| the term
supz∈Rs
∣∣h(z)−h(zτ)∣∣ falls below any given positive bound. Therefore the right-hand
side of (3.28) vanishes with|t| → ∞ since |T(t)| exceeds any positive value in this
limit.
Now, letσ be the weak limit of the subnet
{









By the reasoning of the preceding paragraph and the above condition for subnet con-
vergence, all three terms on the right-hand side vanish with respect to the directed set
J, since in this limit|tι| → ∞. As a result the intermediate term has to be equal to 0,
thereby establishing translation invariance ofσ.
The last property that we are going to demonstrate in this section for those special
elementsσ∈C∆∗+, that arise as limits of nets of functionals
{
ρh,tι : ι∈ J
}
, complements
the Cluster Property3.6. It asserts, given certain specific operatorsC∈ C, the existence
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Proposition 3.13 (Existence of Lower Bounds).Let C∈ C be a counter which has




is integrable (cf. Lemma3.7). Let
furthermoreσ ∈ C∆∗+ be the limit of a net of functionals
{
ρh,tι : ι ∈ J
}
, each defined by
(3.22), where the velocity function h is non-negative and belongs to C0,c(Rs). Under







Proof. Consider the functionalρh,t at finite timet. Applying to the absolute value of
its defining equation (3.22) the Cauchy-Schwarz inequality with respect to the inner






of square-integrable functionsf andg depending on the time variableτ ∈ It , one gets
in the special case of




























Now, let K be a compact subset ofRs; then, by positivity of the functionalω ∈ S(∆),
[11, Proposition 2.3.11(b)] together with the Fubini Theorem [26, II.16.3] leads for















which is preserved in the limitK↗ Rs, which exists on account of the assumed integ-
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We want to replace the termh(τ−1x) by the norm‖h‖∞ and, to do so, define the function
h+
.= (‖h‖∞h−h2)1/2, which is a non-negative element ofC0,c(Rs) as ish itself. Then











Next, consider for an arbitrary functiong∈C0,c(Rs) the following inequality, based on















































where we made use of the coordinate transformationx x + y followed by the trans-
formationy z .= τ−1y and introduced the abbreviationszτ(x)
.= τ−1x + z as well as





| is seen to vanish for allx ∈ Rs in the limit of
large|t|, so that by Lebesgue’s Dominated Convergence Theorem the left-hand side of
(3.34) converges to 0. This reasoning in particular applies to the functionsh as well as
h+ and thus to the third and fourth term on the right of equation (3.33). On the other
hand, substitution ofh by h+ in the integral of (3.32) likewise gives a non-negative
result for all timest. Combining all these informations and specializing to a subnet{
tι : ι ∈ J
}
approximating+∞ or −∞, one arrives at the following version of (3.32),












































Making use of Lemma3.7, this result can be expressed in terms of the functionalσ =








The features of limit functionalsσ∈C∆∗+ collected thus far, point to their interpretation
as representatives of mixtures of particle-like quantities with sharp energy-momentum:
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being translationally invariant according to Proposition3.12, they appear as plane
waves, i. e. energy-momentum eigenstates, on the other hand they are singly localized
at all times by Proposition3.6, thereby exhibiting properties of particle-like systems,
their energy-momentum spectrum being determined by Proposition3.8. We shall sum-
marize systems of the above kind under the concept ofarticle weights, a term chosen
to reflect the connection to the notion of ‘weights’ or ‘extended positive functionals’ in
the theory ofC∗-algebras, going back to Dixmier [24, Section I.4.2] (cf. also [48, Sec-
tion 5.1] and [47]). These designate functions on the positive coneA+ of aC∗-algebra
A which can attain infinite values, a property they share with the singular functionals
constructed in Theorem3.10: it was seen to be of importance that their domainC does
not comprise the element1 of the quasi-local algebra, for the defining approximation
would then lead to the valueσ(1) = +∞.
As already mentioned in Section3.1, every positive functionalσ on C = L∗L
defines a non-negative sesquilinear form〈 . | . 〉σ onL×L via
〈L1|L2〉σ
.= σ(L1∗L2) (3.35)
for anyL1,L2 ∈ L, which induces a seminormqσ onL and a norm‖ . ‖σ on the corres-
ponding quotient ofL by the null spaceNσ of qσ. Taking advantage of these construc-
tions, we shall depart from functionals and proceed to sesquilinear forms, a step which
is necessitated by the special demands of the subsequent analysis. The following defin-
ition consists of a résumé of the essence of our knowledge on asymptotic functionals
acquired in the above sequence of propositions.
Definition 3.14. A particle weight is a non-trivial, non-negative sesquilinear form on
L, written 〈 . | . 〉, which induces by (3.2) on the idealL a seminormqw with null
spaceNw as well as a norm‖ . ‖w on the quotientL/Nw, and which complies with the
following assumptions:
(i) for anyL1,L2 ∈ L andA∈ A there holds the relation
〈L1|AL2〉= 〈A∗L1|L2〉;
(ii) for givenL ∈ L the following mapping is continuous with respect toqw:
ΞL : P↑+→ L (Λ,x) 7→ ΞL(Λ,x) = α(Λ,x)(L);
(iii) the restriction to the subspaceL0 of the canonical homomorphism
Qw : L→ L/Nw L 7→ Qw(L)
.= [L]w
is XL0-differentiable in the sense of DefinitionA.16;
(iv) the sesquilinear form is invariant with respect to space-time translationsx∈Rs+1,
i. e. 〈
αx(L1)
∣∣αx(L2)〉= 〈L1|L2〉, L1,L2 ∈ L,





have support in a shifted forward light coneV+−q, whereq∈V+.
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Remark.(i) Note, that we did not impose on〈 . | . 〉 any restrictions concerning con-
tinuity with respect to theq∆-topology ofL, for in general such conditions will get lost
in the disintegration of particle weights to be expounded in Chapter4. The continuity
property, which actually depends on the topology ofL, is formulated in terms of the
seminormqw induced by the sesquilinear form under consideration. The constituent
properties of the above definition are preserved under the operations of addition and
of multiplication by positive numbers, so that the totality of particle weights supple-
mented by the trivial form proves to be a positive (proper convex) cone (cf. [49, 5]),
denotedW, in the linear space of all sesquilinear forms onL. This ascertainment is the
foundation for the constructions of Chapter6.
(ii) One could be tempted to go the way back from a sesquilinear form of the above
type to a positive linear functional onC, but this is by no means self-evident. It is only
possible under restrictive assumptions on the structure of the algebraC to make the
definition of the associated functional unambiguous.
A completely equivalent characterization of particle weights can be given in terms
of representations(πw,Hw) of the quasi-local algebraA, obtained by means of a GNS-
construction (cf. [47, Theorem 3.2] and [48, Proposition 5.1.3]).
Theorem 3.15. (I) To any particle weight〈 . | . 〉 there corresponds a non-zero, non-
degenerate representation(πw,Hw) of the quasi-local C∗-algebraA with the following
properties:
(i) there exists a linear mapping| . 〉 fromL onto a dense subspace ofHw
| . 〉 : L→Hw L 7→ |L〉,
such that the representationπw is given by
πw(A)|L〉= |AL〉, A∈ A, L∈ L;
(ii) the following mapping is continuous for given L∈ L:
|ΞL( . )〉 : P↑+→Hw (Λ,x) 7→
∣∣ΞL(Λ,x)〉= ∣∣α(Λ,x)(L)〉;
(iii) the restriction of the linear mapping| . 〉 to L0 with range in the subspace ofHw
spanned by all vectors|L0〉, L0 ∈ L0, is XL0-differentiable;
(iv) there exists a strongly continuous unitary representation x7→Uw(x) of space-time




with spectrum in a displaced forward light coneV+−q, q∈V+.
(II) Any representation(πw,Hw) which has the above characteristics defines a particle
weight through the scalar product onHw.
Remark.By their very definition, the unitariesUw(x) implement the automorphism
group
{







, A∈ A, x∈ Rs+1, (3.36)
in the representation(Hw,πw).
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Proof. Part (I): The proof of the various properties stated in the Theorem is readily
carried out, once the GNS-construction has been realized.




N ∈ L : 〈N|N〉= 0
}
turns out to be a left ideal inL (and hence inA). The defining sesquilinear form endows
the quotient space ofL by Nw with a pre-Hilbert space structure; its completionHw
contains by construction the range of the canonical homomorphism
| . 〉 : L→ L/Nw L 7→ |L〉
.= [L]w
as a dense subspace.L andNw being left ideals inA, the definition
πw(A)|L〉
.= |AL〉, A∈ A,
makes sense on the range of| . 〉 and can be extended to all ofHw due to the estimate∥∥πw(A)|L〉∥∥2 = 〈AL|AL〉= 〈L|A∗AL〉6 ‖A‖2〈L|L〉= ‖A‖2‖|L〉‖2, (3.37)
which is founded on the fact that the particle weight is a non-negative sesquilinear form
and the operator‖A‖21−A∗A is positive. SinceA is unital, this yields a non-zero, non-
degenerate representation of the quasi-local algebra on the Hilbert spaceHw.
(ii) The norm onHw induces a seminorm onL via the linear mapping| . 〉 and this
coincides withqw as defined for particle weights. Therefore the asserted continuity
of the mapping(Λ,x) 7→
∣∣α(Λ,x)(L)〉 is an immediate consequence of the respective
property in Definition3.14.
(iii) By construction, the canonical homomorphisms| . 〉 andQw coincide and further-
more‖|L〉‖= ‖[L]w‖w, so that the assumption ofXL0-differentiability is self-evident.
(iv) The existence of a strongly continuous unitary representation of space-time trans-
lations in (πw,Hw) is a direct consequence of translation invariance of the particle
weight 〈 . | . 〉 and its continuity under Poincaré transformations with respect toqw.
Stone’s Theorem (cf. [6, Chapter 6, § 2] and [38, Theorem VIII.(33.8)]) connects
the spectrum of its generatorPw = (P
µ
























. To clarify this fact, note,
that the projection-valued measureEw( . ) corresponding toPw is regular, i. e.Ew(∆′)
is for any Borel set∆′ the strong limit of the net
{
Ew(Γ′) : Γ′ ⊆ ∆′ compact
}
. For each
compactΓ ⊆ {(V+ − q) consider an infinitely often differentiable function ˜gΓ with
support in{(V+−q) that envelops the characteristic function forΓ (cf. [40, Satz 7.7]):
06 χΓ6 g̃Γ. According to the assumption of Definition3.14the left-hand side of (3.38)
vanishes for anygΓ of the above kind, and this means that all the bounded operators
g̃Γ(Pw) equal 0 not only on the dense subspace spanned by vectors|L〉, L∈L, but on all
of Hw. Due to the fact that ˜gΓ majorizesχΓ, this in turn impliesχΓ(Pw) = Ew(Γ) = 0
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Part (II): The reversion of the above arguments in order to establish that the scalar
product onHw possesses the characteristics of a particle weight is self-evident.
The following analogue of Lemmas2.17 and 2.18 in terms of theqw-topology
induced onL by a particle weight is of importance not only for the remaining results
of this chapter, but plays an important role in the constructions that underlie the theory
of disintegration to be expounded in Chapter4.
Lemma 3.16. Let L∈ L and let〈 . | . 〉 be a particle weight.








lies in the completion ofL with respect to the locally convex topology induced on it by
the initial norm‖ . ‖ and the qw-seminorm defined by the particle weight. Moreover∣∣αF(L)〉 is a vector in the corresponding Hilbert spaceHw and can be written∣∣αF(L)〉= ∫ dµ(Λ,x) F(Λ,x) ∣∣α(Λ,x)(L)〉, (3.39b)
satisfying the inequality∥∥∣∣αF(L)〉∥∥6 ‖F‖1 sup
(Λ,x)∈S
∥∥∣∣α(Λ,x)(L)〉∥∥. (3.39c)










likewise lies in the completion ofL with respect to the locally convex topology men-
tioned above.




so that ∥∥∣∣αg(L)〉∥∥6 ‖g‖1‖|L〉‖. (3.40c)
Proof. (i) Due to continuity of the particle weight〈 . | . 〉with respect to Poincaré trans-
formations as claimed in Definition3.14, the integrand of (3.39a) can be estimated with
respect to the seminormqw induced onL, which gives the Lebesgue-integrable function
(Λ,x) 7→ |F(Λ,x)| · sup(Λ,x)∈S qw(α(Λ,x)(L)). Therefore the integral in question indeed
exists in the completion of the locally convex spaceL not only with respect to the norm
topology but also with respect to the seminormqw. Furthermore the corresponding
GNS-construction of(πw,Hw) implies that‖|L〉‖ coincides withqw(L) for anyL ∈ L,
a relation which extends to the respective completions (cf. [44, Chapter One, § 5 4.(4)])
thus resulting in (3.39b). (3.39c) is then an immediate consequence, again on grounds
of continuity under Poincaré transformations.
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(ii) According to Definition3.14, the particle weight〈 . | . 〉 is invariant under space-
time translations and so is the seminormqw. Therefore the integrand of (3.40a) is
majorized by the Lebesgue-integrable functionx 7→ |g(x)|qw(L), so that the respect-
ive integral exists in the completion ofL. The first equation of (3.40b) arises from
the same arguments that were already applied above, whereas the second one is then
a consequence of Stone’s Theorem (cf. (3.38)). Again on the ground of translation
invariance, the estimate (3.40c) is an immediate conclusion from (3.40b).
Having this preparatory result at our disposal, we are in the position to prove a statement
on spectral subspaces ofHw, that will be significant in the next chapter as well as for
the subsequent proof of the Cluster Property for particle weights.
Proposition 3.17 (Spectral Subspaces).Let L be an element ofL(∆′) = L∩ Ã(∆′),
which means that L∈ L has energy-momentum transfer in the Borel subset∆′ ofRs+1.
Then, in the representation(πw,Hw) corresponding to the particle weight〈 . | . 〉, the
vector |L〉 belongs to the spectral subspace which pertains to∆′ with respect to the
intrinsic unitary representation x7→Uw(x) of space-time translations:
|L〉= Ew(∆′)|L〉. (3.41)
Proof. The energy-momentum transfer of an operatorA∈ A can be stated in terms of
the support properties of the Fourier transform of the mappingx 7→αx(A) considered as
an operator-valued distribution (cf. the remark following Definition2.2). For the oper-
atorL ∈ L(∆′) this has the consequence thatαg(L) = 0 if g is any Lebesgue-integrable
function with supp ˜g∩∆′ = /0. In this case we have, by an application of Lemma3.16,∫
Rs+1
ds+1x g(x)
∣∣αx(L)〉= ∣∣αg(L)〉= 0. (3.42)
Upon insertion of (3.42) into the formulation (3.38) of Stone’s Theorem, the reasoning
applied in the proof of Theorem3.15yields the assertion.
The particle weights enjoy a Cluster Property parallel to that established in Proposi-
tion 3.6for functionals inC∆
∗+. This characteristic, shared by the asymptotic function-
als σ, could have been included in Definition3.14, but it turns out, that it is already
enforced by the other features.
Proposition 3.18 (Cluster Property for Particle Weights). Let Li and L′i be elements
of L0 with energy-momentum transferΓi respectivelyΓ′i , and let Ai ∈ A, i = 1,2, be









∣∣αx(L2∗A2L′2)〉= 〈L1∗A1L′1∣∣Uw(x)∣∣L2∗A2L′2〉 ∈ C






Proof. To establish this result we follow in the main the strategy of the proof of Pro-
position3.6. Applied to the problem at hand in terms of(πw,Hw), this yields initially





for any x ∈ Rs. The first term on the right-hand side turns out to be majorized by∥∥[A1∗L1,αx(L2∗A2)]∥∥‖|L′1〉‖‖|L′2〉‖ in view of the fact that the particle weight is in-
variant under translations and that the representationπw is continuous. As the oper-
ators involved are almost local without exception, the norm of the commutator taking
part in this expression decreases rapidly, thus rendering it integrable. The second term







again by translation invariance of the particle weight in the last estimate. Now, a sub-
stitute of Lemma3.5 has to be sought for, which was applied in the proof of Propos-
ition 3.6 to get an estimate for (3.12), corresponding to the right-hand side of (3.44).
Note, thatπw(A′) has the same energy-momentum transfer with respect to the unitary
group{Uw(x) : x∈ Rs+1} as the operatorA′ ∈ A has regarding the underlying positive
energy representation, and that, according to Proposition3.17, |L′1〉 = Ew(Γ′1)|L′1〉 and
|L′2〉 = Ew(Γ′2)|L′2〉 belong to the spectral subspaces pertaining to the compact setsΓ′1
andΓ′2. As in addition the spectrum of{Uw(x) : x∈ Rs+1} is restricted to a displaced
forward light cone, all of the arguments given in the proofs of Propositions2.6and2.7


















The same holds true for the other expression on the right-hand side of (3.44), which
shows thatx 7→
∣∣〈L′1∣∣πw(αx(L2∗A2)A1∗L1)Uw(x)∣∣L′2〉∣∣ is an integrable function, too.
Altogether, we have thus established the Cluster Property for particle weights.
Remark.Note, that the above result is independent of the differentiability properties of
a particle weight (item (iii) in both Definition3.14and Theorem3.15), since these did
not enter into its proof.
At this point a brief comment on the notation chosen seems appropriate (cf. [19]).
We deliberately utilize the typographical token| . 〉 introduced by Dirac [23, § 23] for
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ket vectors describing improper momentum eigenstates|p〉, p∈Rs. These act as distri-
butions on the space of momentum wave functions with values in the physical Hilbert
spaceH, thereby presupposing a superposition principle to hold without limitations.
This assumption collapses in an infraparticle situation as described in the Introduction.
In contrast to this, thepureparticle weights, that will shortly have their appearance in
connection with elementary physical systems, are seen to be associated with sharp mo-
mentum and yet capable of describing infraparticles. Here the operatorsL ∈ L take on
the role of the previously mentioned momentum space wave functions in that they loc-
alize the particle weight in order to produce a normalizable vector|L〉 in the pertaining
Hilbert spaceHw. This in turn substantiates the terminology introduced in Defini-
tion 2.4. As they describe elementary physical systems, pure particle weights should
give rise to irreducible representations of the quasi-local algebra, thus motivating the
subsequent definition. It is supplemented by a certain specific regularity condition of
technical importance, which we anticipate to hold in physically relevant situations, and
by a notion of boundedness which is in particular shared by the positive asymptotic
functionalsσ, as shown in Lemma3.20.
Definition 3.19. A particle weight is said to be
(a) pure, if the corresponding representation(πw,Hw) is irreducible;
(b) regular, if for any L ∈ L the following implication is valid:
〈L∗L|L∗L〉= 0 =⇒ 〈L|L〉= 0;
(c) ∆-bounded, if to any bounded Borel subset∆′ of Rs+1 there exists another such set
∆ ⊇ ∆ + ∆′, such that the GNS-representation(πw,Hw) of the particle weight and the
defining representation are connected by the inequality
‖Ew(∆′)πw(A)Ew(∆′)‖6 c· ‖E(∆)AE(∆)‖ (3.46)
for anyA∈ A with a suitable positive constantc (independent of the Borel sets). Evid-
ently,∆ ought to be a bounded Borel set as well.
Lemma 3.20. Any positive asymptotic functionalσ ∈ C∆∗+, constructed according to
Theorem3.10 under the assumptions of Proposition3.11, gives rise to a∆-bounded
particle weight〈 . | . 〉σ.
Proof. Let (πσ,Hσ) denote the GNS-representation of the particle weightσ with asso-
ciated spectral measureEσ( . ) for the generatorPσ = (P
µ
σ) of the intrinsic space-time
translations. For the time being, suppose that∆′ is anopenbounded Borel set inRs+1.
Let furthermoreL be an arbitrary element ofL andA ∈ A. We are interested in an
estimate of the term〈L|Eσ(∆′)πσ(A)Eσ(∆′)|L〉σ. Note, that the spectral measure is reg-
ular, so thatEσ(∆′) is the strong limit of the net{Eσ(Γ) : Γ ⊂ ∆′ compact}. As ∆′ is
assumed to be open, there exists for each compact subsetΓ of ∆′ an infinitely often
differentiable function ˜gΓ with suppg̃Γ ⊂ ∆′ that fits between the corresponding char-
acteristic functions [40, Satz 7.7]:χΓ 6 g̃Γ 6 χ∆′ . Thus the respective operators are
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By density of all the vectors|L′〉 in Hσ, it is thereby established that
Eσ(∆′) = strong− lim
Γ↗∆′
g̃Γ(Pσ), (3.48)




Sinceg̃Γ is the Fourier transform of a rapidly decreasing functiongΓ, which therefore





, Lemma3.16can be applied to yield for the right-








where, following the remark pertaining to Proposition3.11, the ultimate expression is
based on the fact thatαgΓ(L)∗AαgΓ(L) ∈ AC as a consequence of Lemmas2.18 and
2.12in connection with Corollary2.13. The approximating functionalsρh,t for σ in the
form (3.23) with a non-negative functionh∈ L∞(Rs,dsx) allow, through an application








Here the spectral projectionsE(∆) pertaining to the Borel set∆ = ∆ + ∆′, which is
both bounded and open, could be introduced, since, according to Lemma2.18, the
energy-momentum transfer ofαgΓ(L) is contained in∆′ by construction. An immediate
consequence of the above relation is∣∣ρh,t(αgΓ(L)∗AαgΓ(L))∣∣6 ‖E(∆)AE(∆)‖ ρh,t(αgΓ(L)∗αgΓ(L)),
which extends to the limit functionalσ:∣∣σ(αgΓ(L)∗AαgΓ(L))∣∣6 ‖E(∆)AE(∆)‖ σ(αgΓ(L)∗αgΓ(L)). (3.51)
Insertion of this result into (3.50) yields∣∣〈L|g̃Γ(Pσ)πσ(A)g̃Γ(Pσ)|L〉∣∣6 ‖E(∆)AE(∆)‖ 〈L|g̃Γ(Pσ)2|L〉 (3.52)
and in the limitΓ↗ ∆′, in compliance with (3.49),∣∣〈L|Eσ(∆′)πσ(A)Eσ(∆′)|L〉σ∣∣6 ‖E(∆)AE(∆)‖〈L|Eσ(∆′)|L〉σ 6 ‖E(∆)AE(∆)‖〈L|L〉σ.
(3.53)
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Passing to the supremum with respect to allL∈L such that‖|L〉σ‖6 1 (these constitute
a dense subset of the unit ball inHσ), we get through an application of [56, Satz 4.4]
‖Eσ(∆′)πσ(A)Eσ(∆′)‖6 2· ‖E(∆)AE(∆)‖. (3.54)
This establishes the defining condition (3.46) for ∆-boundedness withc = 2 in the
case of anopenbounded Borel set∆′. But this is not an essential restriction, since an
arbitrary bounded Borel set∆′ is contained in the open set∆′η, η > 0, consisting of all
those pointsp∈ Rs+1 for which infp′∈∆′ |p− p′| < η. Since∆′η is likewise a bounded
Borel set, we get
‖Eσ(∆′)πσ(A)Eσ(∆′)‖6 ‖Eσ(∆′η)πσ(A)Eσ(∆′η)‖6 2· ‖E(∆η)AE(∆η)‖ (3.55)
as an immediate consequence of (3.54), where∆η
.= ∆ + ∆′η. This covers the general
case and thereby proves∆-boundedness for the asymptotic functionalsσ ∈ C∆∗+.
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Chapter 4
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In Section III of their treatment of collision cross sections for massive theories within
the framework of local quantum physics, Araki and Haag got to the following asymp-
totic relation which holds true for the countersC they had selected, for arbitrary vectors









d3p Γi j (p)
〈
Φ








.= (p2 +m2i )
−1/2p.
The indicesi and j in the above formula denote the particle types including spin, and
summation runs over pairs of particles with equal mass:mi = mj . The structure of
the right-hand side of this equation is based on thea priori knowledge of the particle
content of the theory they considered. Comparing this result with the concepts de-
veloped in the preceding chapter (cf. Theorem3.10), one has an asymptotic functional
σ(+)h standing on the left-hand side of equation (4.1) that is decomposed with respect
to momentum eigenstates|pi〉, hidden in the definition ofΓi j . If we accept such an
∗A german translation can be found on page120.
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where all expressions occurring in (4.1) apart fromΓi j are absorbed into the measures
µi, j . This presents the asymptotic functional as a mixture of linear forms onC (an
algebra which is part of that selected in [3]) defined by Dirac kets representing im-
proper momentum eigenstates; thus we happen to meet exactly those constructs that
we already hinted at in the remarks concerning our notation that led to Definition3.19.
The aim of the present chapter is to establish a corresponding formula in the general
setting, i. e. without any previous knowledge of the particle content.
As indicated by (4.1), representations resulting from the construction of asymptotic
functionals as expounded in Chapter3 will be highly reducible, whereas elementary
physical systems are expected to be connected with pure particle weights, giving rise
to irreducible representations of the quasi-localC∗-algebraA. In view of the preced-
ing paragraph the obvious problem to be tackled now is to develop a theory for the
decomposition or ratherdisintegrationof generic particle weights into pure ones. Two
approaches to this problem will be presented in this work:
(A) Decomposition of the GNS-representation pertaining to a particle weight into a





(B) Barycentric decomposition of a given particle weight with respect to a baseBW
of the positive coneW of all particle weights in the space of sesquilinear forms
onL (Choquet theory):
〈 . | . 〉=
∫
BW
dυ(ζ) 〈 . | . 〉ζ.
Although the technical problems to come to grips with in these two constructions are
quite different, we anticipate equivalence of their results: the separability assumptions
essential in the first one are substituted by compactness conditions in the second. So
evidently both of them require certain restrictions in the number of degrees of freedom,
which seem to be complementary in one way or another. While the partial results
achieved so far in connection with the barycentric decomposition will be discussed in
Chapter6, the spatial disintegration of the GNS-representation of a particle weight is
the subject we will elaborate on first.
4.1 Separable Reformulation of Local Quantum Physics and
its Associated Algebra of Detectors
The theory of spatial disintegration of representations(π,H) of a C∗-algebraA is a
common theme of the pertinent textbooks (cf. [24, 25, 54, 48, 11]), an indispensable
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presupposition being that of separability of the algebraA as well as of the Hilbert space
H in their respective uniform topologies. Note, that in this way the statements of [11,
Section 4.4] are incorrect (cf. also [12, Corrigenda]). These separability assumptions
are too restrictive to be encountered in physically reasonable theories from the outset,
so first of all acountableversion of the fundamental assumptions of local quantum field
theory in terms of the netO 7→ A(O) and of the symmetry groupP↑+ has to be formu-
lated before one can benefit from the extensive theory made available in the literature.
This construction will be accomplished in a sequence of steps:
(1) With respect to its initial topology, the Poincaré groupP↑+ contains a numerable
dense subgroup that we signify byPc. It is itself the semi-direct product of countable
dense subgroups of Lorentz transformationsLc in L↑+ and of space-time translationsT
c
in Rs+1: Pc = LcnTc.
(2) Consider the standard diamonds withrational radii, centred around the origin. Sub-
jecting these regions to all of the transformations inPc yields a countable familyRc of
open bounded regions, which is invariant with respect to the selected Poincaré trans-
formations and constitutes a covering ofRs+1. Note, that arbitrarily small regions
belong toRc in the sense, that any region in Minkowski space contains an element of
this numerable collection as a subset.
(3) As shown in AppendixB, any unitalC∗-algebra of operators on a separable Hil-
bert spaceH contains a strongly dense (i. e. dense with respect to the strong-operator
topology), norm-separableC∗-subalgebra, that includes the identity. Applied to the
local C∗-algebrasA(O) of the defining positive-energy representation, this result has
the consequence that to each open bounded regionO in Minkowski space one can as-
sociate a norm-separable, unitalC∗-algebraA•(O), that lies strongly dense inA(O).
This means, that the algebraA•(O) in turn contains a countable∗-subalgebraAc(O)
over the fieldQ+ iQ, which is uniformly dense inA•(O), strongly dense inA(O) and
can likewise be chosen to comprise the unit.
Let Ok, k∈ N, be a denumeration of the countable familyRc of open bounded regions
in Minkowski space constructed above. We defineA•(Ok) as theC∗-algebra (overC)




, where(Λ,x) ∈ Pc andOi ∈ Rc
run through all combinations for whichΛOi + x⊆ Ok. By construction this algebra is
norm-separable and satisfies
Ac(Ok)⊆ A•(Ok)⊆ A(Ok), (4.2a)
so thatA•(Ok) turns out to be strongly dense inA(Ok).
The net of localC∗-algebras
{
A•(Ok) : k ∈ N
}
fulfills the conditions of isotony, loc-
ality and covariance with respect toRc andPc. Isotony is an immediate consequence
of the construction whereas locality follows from (4.2a) in connection with locality of
the defining netO 7→ A(O). To establish covariance one has to observe that, given any











where(Λ′,x′) ∈ Pc andOi ∈ Rc run through those combinations which satisfy the re-
lation Λ′Oi +x′ ⊆ Ok. This can equivalently be expressed by saying that the algebra in




, for which(Λ′′,x′′)∈Pc andOi ∈Rc have




turns out to be
equal to the algebraA•(ΛOk + x). The somewhat intricate construction ofA•(Ok) is
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necessitated by the requisite to have the standard properties of a net of local algebras at
our disposition.
By construction, the countable∗-algebraAc overQ+ iQ, which is generated by the
union of all the algebrasAc(Ok), Ok ∈ Rc, and thus invariant under transformations
from Pc, lies uniformly dense in theC∗-inductive limitA• of the netOk 7→A•(Ok), and
is, on account of (4.2a), even strongly dense in the quasi-local algebraA itself. We thus
have the inclusions
Ac⊆ A• ⊆ A, (4.2b)
with a norm-separableC∗-algebraA•, which lies strongly dense inA and containsAc
as a numerable uniformly dense subalgebra (overQ+ iQ).
Into this restricted setting of Local Quantum Physics defined above, we now intro-
duce countable counterparts of the left ideal of localizing operatorsL, of the algebra of
detectorsC and, most important of all, of the subspaceL0⊆ L of almost local vacuum
annihilation operators.
First of all note, that it is possible to select anumerablesubspace overQ+ iQ in L0,
which consists of almost local vacuum annihilation operators with energy-momentum
transfer in arbitrarily small regions. E. g. let{Γn}n∈N be a countable cover of{V+,
constituted by compact and convex subsets of the complement of the forward light
cone, with the additional property that any bounded region in{V+ contains one of
these compacta. Let, for instance,{pi}i∈N be a dense sequence in{V+ and associate
to eachpi the compact balls of rational radiusr ∈ Q that satisfyBr(pi) ⊆ {V+ in
addition. The Lorentz groupL↑+, being locally compact, can be covered by a countable
family of arbitrarily small compact sets{Θm}m∈N as well. Now, the spacesDΓn and
DΘm of test functions with support inΓn or elseΘm (cf. [40, § 12]) are separable as












2−1s(s+1) is the dimension ofL↑+), which in turn are separable due to an application of
[39, Theorem IV.(13.20)] using elements of the numerable set of simple functions with
rational values on intervals with rational end points. Thus there exist dense sequences
g̃ln andh
k
m in the spacesDΓn andDΘm, respectively. Consider the countable family of








for any A j ∈ Ac in the uniform topology ofA, and supplement this selection by all











for any M-tuple ιM = (i1, . . . , iM) with integer entries from the set{1, . . . ,dP}, where
dP = dL +(s+1). Upon application of all transformations fromPc to these constructs,
we get a sequence of vacuum annihilation operators, comprising elements with energy-
momentum transfer in arbitrarily small regions, which generates a countable subspace
Lc0 over the fieldQ+ iQ in L0, invariant under transformations fromP
c and under
arbitrary partial derivations. When this construct is to be used in connection with a
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given particle weight〈 . | . 〉 that is non-negative by definition, it does not cause any
problems to supplement the set of operators defined in (4.3) by a countable number
of other elements fromL0, on which the particle weight attains non-vanishing values.
In this way the imminent restriction of〈 . | . 〉 to a subset ofL can be protected from
getting trivial.
The above selection of vacuum annihilation operators does not yet meet the re-
quirements for the disintegration. For it to be feasible we compactly regularize these
operators: Take acountableset of compactly supported test functionsF on P↑+ with
a supportSF





dµ(Λ,x) F(Λ,x)α(Λ,x)(L0), L0 ∈ Lc0, (4.4)
are elements of theC∗-algebraA• and ofL0 according to Lemma2.17with energy-
momentum transfer contained in
⋃
(Λ,x)∈SF ΛΓ given L0 ∈ L0(Γ) (cf. the proof of the
quoted Lemma). The specific property of operators of type (4.4) in contrast to those
from Lc0 is, that their differentiability with respect to the Poincaré group can be ex-
pressed in terms of derivatives of the infinitely differentiable test functionF ∈ DSF ,
a feature that will be of great significance later on. By choosing the support of the
functionsF small enough, one can impose an energy-momentum transfer in arbitrarily
small regions on the operatorsαF(L0) as was the case for the elements ofLc0 itself.
Furthermore, a particle weight that did not vanish on the setLc0 is also non-zero when
restricted to all of the operatorsαF(L0) constructed in (4.4). This fact is easily estab-
lished with relation (3.39b) of Lemma3.16and the continuity of the particle weight
under Poincaré transformations in mind. The numerable set of vacuum annihilation
operators that consists of those explicitly presented in (4.4) together with all their par-
tial derivations of arbitrary order (that share this specific style of construction) will be
denotedLc0 in the sequel. It might happen that two of these elements ofL0 are connec-
ted by a Poincaré transformation not yet included inPc. For technical reasons, which
are motivated by the exigencies for the proof of the central Theorem4.4of this chapter,
we supplementPc by all of the (countably many) transformations arising in this way





c⊆ P↑+ generated by them.
The setLc0 is then invariant under the operation of taking derivatives as well as under
all transformations from the numerable dense subgroupP
c
.
Here is a list of the countable substitutes for the algebraic concepts used thus far:
(I) We have defined an isotonous, local andPc-covariant netOk 7→A•(Ok), Ok ∈Rc,
which hasA• asC∗-inductive limit. This is a norm-separableC∗-algebra (over the
fieldC) with unit 1, containingAc, which is generated by the countable local algebras
Ac(Ok)⊆ A•(Ok), as a likewise unital, numerable, uniformly dense∗-subalgebra over
Q+ iQ. A• itself lies strongly dense in the quasi-local algebraA nd, due to uniform
continuity of the mappings(Λ,x) 7→ α(Λ,x)(A), A∈A, it is invariant with respect to the
whole Poincaré group. In contrast to this, note, that the invariance property forAc is
restricted toPc.
(II) Lc0 ⊆ L0∩A• is a countable set of vacuum annihilation operators of the special
construction (4.4), which is invariant under transformations fromP
c
and under the
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operation of taking partial derivations. Depending on a given particle weight, it can be
chosen in such a way, that the particle weight restricted toLc0 remains non-trivial.









(IV) Ac ⊆ A• in turn denotes the numerable, unital∗-algebra overQ+ iQ which is
generated byAc∪Lc0. It is thus stable with respect toPc and uniformly dense inA•.
(V) The countable counterpartLc of the left idealL in A is defined as the linear span
with respect to the fieldQ+ iQ of operators of the formL = AL0 with A ∈ Ac and
L0 ∈ Lc0:
Lc
.= Ac Lc0 = spanQ+iQ
{
AL0 : A∈ Ac,L0 ∈ Lc0
}
. (4.5b)
This constitutes a left ideal of the algebraAc, likewise invariant under transformations
from Pc.
(VI) Finally, one can introduce the countable∗-subalgebraCc⊆ C via
Cc








The subsequent developments in this chapter have to be founded on a mitigated version
for the concept of particle weights as it was introduced in Definition3.14. The reason
is that the sesquilinear forms occurring in the decomposition theory of Section4.3 do
not share all the desired properties. Therefore we insert the present section which deals
with the necessary restrictions that have to be imposed on the concepts of Chapter3.
The essential cuts are indicated by the work previously accomplished.
Definition 4.1 (RestrictedKc0-Particle Weights). Suppose that we are given a sex-
tuple(π,H,A,α,Pc,Kc0) with entries of the following sense:
I A is a norm separableC∗-subalgebra of the quasi-local algebraA, which arises as
theC∗-inductive limit of a countable net of localC∗-algebras.
I Pc is a numerable dense subgroup of the Poincaré group.P↑+ as a whole is imple-
mented inA by the strongly continuous group of automorphisms{





I Kc0 designates a countable set of almost local vacuum annihilation operators inA,










I Together with the numerable uniformly dense∗-subalgebra ofA, which exists by
construction,Kc0 generates a countable
∗-algebra overQ+ iQ, denotedAc and like-
wise invariant underPc.
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I A countable left ideal inAc is then defined by
Kc
.= AcKc0 = spanQ+iQ
{
AK0 : A∈ Ac,K0 ∈ Kc0
}
. (4.6b)
It is invariant under the automorphism group
{
α(Λ,x) : (Λ,x) ∈ Pc
}
as well.
I Finally, (π,H) is a non-zero, non-degenerate representation of theC∗-algebraA.
The sextuple(π,H,A,α,Pc,Kc0) is called a restrictedK
c
0-particle weight, in case that it
complies with the following list of features:
(i) There exists a(Q+ iQ)-linear mapping| . 〉 from Kc onto a dense subsetHc⊆H:
| . 〉 : Kc→Hc K 7→ |K〉, (4.7a)
such that the representationπ acts on this space according to
π(A)|K〉= |AK〉, A∈ Ac, K ∈ Kc. (4.7b)
(ii) The above linear mapping allows for an extension to any operator inK0, such that
(in the notation of Theorem3.15)
|ΞK′( . )〉 : P↑+→H (Λ,x) 7→
∣∣ΞK′(Λ,x)〉 .= ∣∣α(Λ,x)(K′)〉, K′ ∈ K0, (4.8)
is a continuous mapping.
(iii) There exists a strongly continuous unitary representationx 7→U(x) of space-time
translationsx∈ Rs+1 with spectral measure∆ 7→ E(∆), supported by a displaced for-
ward light coneV+−q, q∈V+, which implements these transformations in the repres-
entation(π,H) via
U(x)π(A)U(x)∗ = π(αx(A)), A∈ A, x∈ Rs+1. (4.9a)
On the subset
{
|K′〉 : K′ ∈ K0
}
of H this unitary group acts according to
U(x)|K′〉=
∣∣αx(K′)〉, K′ ∈ K0, (4.9b)
and there holds the relation
E(∆′)|K〉= |K〉, K ∈ K(∆′), (4.9c)
whereK(∆′) denotes the set of operators fromKc∪K0 with energy-momentum transfer
in the Borel set∆′ ⊆ Rs+1.
Through (4.9c) we have explicitly installed into the definition of restrictedKc0-particle
weights the result of Proposition3.17for generic particle weights. A spectral assump-
tion of this kind is of great importance since it constitutes the basis for the proof of the
Cluster Property of Proposition3.18, and the arguments presented there can be adopted
literally, on condition that the obvious substitutions are observed, to implement it in the
present reduced setting as well.
Proposition 4.2. A restrictedKc0-particle weight(π,H,A,α,P
c,Kc0) has the Cluster
Property presented in Proposition3.18, with the reservation that the replacements
L0 Kc0 andA A
c have to be carried out.
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Remark.The rather intricate Definition4.1will find its justification in the subsequent
section, where it turns out, that the characteristics listed above are exactly those which
survive in the process of spatial disintegration—at least, it did regrettably not lie within
our reach to establish a more complete list of features to be preserved. Nevertheless,
it should be noted, that those characteristics motivating the interpretation of particle
weights as asymptotic plane waves are perpetuated (cf. the first paragraph of Sec-
tion 3.3).
Now, it does not come as a surprise that, with respect to the countable and separable
notions introduced in Section4.1, a particle weight of the general type gives rise to a
restrictedLc0-particle weight.
Theorem 4.3. Let(πw,Hw) be the GNS-representation corresponding to a given parti-
cle weight〈 . | . 〉 according to Theorem3.15. Then(π•,H•,A•,α•,Pc,Lc0) is a restric-
tedLc0-particle weight, where the individual entries (if not already fixed by Section4.1)
are defined as follows:
I H• designates the Hilbert subspace ofHw, which is the closedC-linear span of the
assortment of vectors
{
|L〉 ∈Hw : L ∈ Lc = Ac Lc0
}
and thus separable;
I π• .= πw  A• denotes the restriction of the initial representation to the algebraA•,








is the restriction of the initial automorphism
group toA•.
Proof. With the definitions| . 〉• .= | . 〉  Lc andU•(x) .= Uw(x) H•, x∈Rs+1, where
the latter obviously leaves invariantH• and is such that the corresponding spectral
measure turns out to beE•(∆) .= Ew(∆)  H• for any Borel set∆, all features of the
restrictedLc0-particle weight are readily checked on the grounds of Theorem3.15and
Proposition3.17.
4.3 Spatial Disintegration of Particle Weights
We now get to the central result of this chapter: the construction of the spatial dis-
integration of a particle weight in terms of pure ones, or rather of the corresponding
restrictedLc0-particle weight into a direct integral of pure representations, which again
are associated with restrictedLc0-particle weights. In Theorem4.3 the representation
(π•,H•) of the norm-separableC∗-algebraA• on the separable Hilbert spaceH• was
derived from the given particle weight〈 . | . 〉. This places the method of spatial disin-
tegration expounded in the relevant literature at our disposal to apply it to the problem
at hand. In order to expressπ• in terms of an integral of irreducible representations, a
last preparatory step has to be taken: am ximal abelianvon Neumann algebraM in
the commutant ofπ•(A•) has to be selected in view of [25, Theorem 8.5.2]. The choice
of such an algebra is restricted by our further objective to arrive at a disintegration in
terms of restrictedLc0-particle weights, which means that one has to provide for the
possibility to establish the relations (4.9).
The unitary group
{
U•(x) : x ∈ Rs+1
}
has generators with joint spectrum in a
displaced forward light cone. Through multiplication by suitably chosen exponential
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factors exp(iqx) with fixedq∈V+ we can pass to another unitary group which likewise
implements the space-time translations but has spectrum contained inV+. This places
[9, Theorem IV.5] at our disposal, implying that one can find a strongly continuous
unitary group of this kind with elements belonging toπ•(A•)′′, the weak closure of
π•(A•) (cf. [11, Corollary 2.4.15]). This result can again be tightened up by use of [10,
Theorem 3.3] in the sense that among all the unitary groups complying with the above
features there exists exactly one which is characterized by the further requirement that
the lower boundary of the joint spectrum of its generators be Lorentz invariant. It is
denoted as {
U•c (x) ∈ π•(A•)′′ : x∈ Rs+1
}
. (4.10a)
At this point it turns out to be significant that theC∗-algebraA• has been constructed
in Section4.1by using local operators so that the reasoning given in [10] applies to the
present situation. Another unitary group can be defined through{
V•(x) .= U•c (x)U
•(x)−1 : x∈ Rs+1
}
. (4.10b)
By their very construction, all the operatorsV•(x), x∈ Rs+1, are elements ofπ•(A•)′.
The maximal commutative von Neumann algebraM that we are going to work with in
the sequel is now selected in compliance with the condition{
V•(x) : x∈ Rs+1
}′′ ⊆M⊆ (π•(A•)∪{U•(x) : x∈ Rs+1})′. (4.11)
The main result to be acquired in the present chapter can then be summarized in the
subsequent theorem.
Theorem 4.4. Let〈 . | . 〉 be a generic particle weight with representation(πw,Hw) in-
ducing, by Theorem4.3, the restrictedLc0-particle weight(π
•,H•,A•,α•,Pc,Lc0). With
respect to the representation(π•,H•) of the separable C∗-algebraA• on the separ-
able Hilbert spaceH•, we select a maximal abelian von Neumann algebraM such
that (4.11) is fulfilled. Then there exist a standard Borel spaceX, a bounded positive
measureν onX, and a field of restrictedLc0-particle weights
X 3 ξ 7→ (πξ,Hξ,A•,α•,Pc,Lc0), (4.12)
such that the following assertions hold true:
(i) The fieldξ 7→ (πξ,Hξ), as part of (4.12), is a ν-measurable field of irreducible
representations ofA•.
(ii) The non-zero representation(π•,H•) is unitarily equivalent to the direct integral





and, when W denotes the unitary operator connecting both sides of(4.13a), the vectors
in both spaces are linked up by the relation
W |L〉• =
{
|L〉ξ : ξ ∈ X
} .= ∫ ⊕
X
dν(ξ) |L〉ξ, L∈ Lc∪L0, (4.13b)
where | . 〉ξ denotes the linear mapping characteristic for the restrictedLc0-particle
weight(πξ,Hξ,A•,α•,Pc,Lc0), according to(4.7a) in Definition4.1.
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(iii) The von Neumann algebraM coincides with the algebra of those operators which
are diagonalisable with respect to the above disintegration of(π•,H•): any operator
T ∈M corresponds to an essentially bounded measurable complex-valued function gT
according to




where1ξ, ξ ∈ X, are the unit operators of the algebrasB(Hξ), respectively.
(iv) Let
{
Uξ(x) : x∈ Rs+1
}
⊆B(Hξ) denote the unitary group, which implements the
space-time translations in the restrictedLc0-particle weight pertaining toξ∈X accord-
ing to (4.9a), and let Eξ(∆) ∈ B(Hξ) designate the corresponding spectral measure
belonging to the Borel set∆⊆ Rs+1. Then the fields of operators
ξ 7→Uξ(x) and ξ 7→ Eξ(∆)









(v) There exists a canonical choice of a strongly continuous unitary group in each
Hilbert spaceHξ {
Ucξ (x) ∈ πξ(A
•)′′ = B(Hξ) : x∈ Rs+1
}
, (4.13f)
which is measurable with respect toξ, implements the space-time translations in the
representation(πξ,Hξ) and has generators Pcξ whose joint spectrum lies in the closed
forward light coneV+. It is defined by
Ucξ (x)
.= exp(i pξx)Uξ(x), x∈ Rs+1, (4.13g)
where pξ is the unequivocal vector inR
s+1 that is to be interpreted as the sharp energy-
momentum corresponding to the respective particle weight.
Remark.The concepts occurring in the theory of direct integrals of Hilbert spaces
(standard Borel space, decomposable and diagonalisable operators, and the like) are
expounded in [4, Chapter 3], [24, Part II] and likewise [54, Section IV.8 and Appendix].
Proof. The presuppositions of this theorem meet the requirements for an application of
[25, Theorem 8.5.2]. This supplies us with
• a standard Borel spaceX,
• a bounded positive measureν onX,
• a ν-measurable fieldξ 7→ (πξ,Hξ) onX consisting of irreducible representationsπξ
of theC∗-algebraA• on the Hilbert spacesHξ,
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• and an isomorphism (a linear isometry)W from H• onto the direct integral of these









dν(ξ) πξ(A), A∈ A•, (4.14b)






dν(ξ) gT(ξ)1ξ, T ∈M, (4.14c)





At first sight, the different statements of [25, Theorem 8.5.2] listed above seem to
cover almost all of the assertions of the present Theorem4.4, but one must not forget
that the disintegration is to be expressed in terms of a field of restrictedLc0-particle
weights. So we are left with the task to establish their defining properties in the repres-
entations(πξ,Hξ) supplied by the standard disintegration theory. In accomplishing this
assignment, one has to see to it that simultaneously relation (4.13b) is to be satisfied,
which means that one is faced with the following problem: In general the isomorphism





with an equivalence class of such fields, characterized by the fact that its elements dif-
fer pairwise at most onν-null sets. In contrast to this, (4.13b) associates the vector field{
|L〉ξ : ξ ∈ X
}
with |L〉• for anyL ∈ Lc∪L0, leaving no room for any ambiguity. In
particular, the algebraic relations prevailing in the setLc∪L0 which carry over to| . 〉
have to be observed in defining each of the mappings| . 〉ξ which are characteristic of
a restrictedLc0-particle weight. The contents of the theorem quoted above, important
as they are, can therefore only serve as the starting point for the constructions carried
out below, in the course of which again and againν- ull sets have to be removed from
X to secure definiteness of the remaining components in the disintegration of a given
vector. In doing so, one has to be cautious not to apply this procedure uncountably
many times; for, otherwise, by accident the standard Borel spaceX ⊆ X arising in the
end could happen to be itself aν-null set. Then, ifν denotes the restriction ofν to this
set, one would haveν(X) = ν(X) = 0, in contradiction to the disintegration (4.13a) of
thenon-zerorepresentation(π•,H•).
(i) As indicated above, our first task in view of (4.7a) and (4.7b) of Definition4.1will
be to establish the existence of(Q+ iQ)-linear mappings
| . 〉ξ : Lc→Hcξ L 7→ |L〉ξ, (4.15a)
from Lc onto a dense subsetHcξ of each of the component Hilbert spaces supplied by
[25, Theorem 8.5.2] with the property
πξ(A)|L〉ξ = |AL〉ξ, A∈ Ac, L ∈ Lc. (4.15b)
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Now, by relation (4.14a), there exists to eachL ∈ Lc an equivalence class of vector
fields onX which corresponds to the element|L〉• in H•. The assumed(Q+ iQ)-
linearity of the mapping| . 〉• : Lc→H• carries first of all over to these equivalence
classes, but, upon selection of a single representative from each class, it turns out that
every algebraic relation in question is fulfilled in all components of the representatives
involved, possibly apart from those pertaining to aν-null set. So, if we pick out one
representative of the vector|L〉• for everyL in the numerable setLc and designate it
as
{
|L〉ξ : ξ ∈ X
}
, all of the countably many relations that constitute(Q+ iQ)-linearity
are satisfied forν-almost all of the components of these representatives. They can thus
be taken to define the linear mappings of the form (4.15a) for all ξ in a Borel subset
X1 of X, which is left by the procedure of dismissing an appropriateν-null set for each
algebraic relation to be satisfied.
The same reasoning can be applied to the disintegration of vectors of the form
|AL〉• = π•(A)|L〉• with A∈ Ac andL ∈ Lc. Again with (4.13b) in mind, the number
of relations (4.15b) to be satisfied is countable, so that in view of relation (4.14b) the
mere removal of an appropriateν-null set fromX1 leaves only those indicesξ behind,
for which the mappings| . 〉ξ indeed have the desired property (4.15b).
In this way we have implemented by hand the first defining property of restricted
Lc0-particle weights in the representations(πξ,Hξ) for ν-almost all indicesξ. The only
thing that remains to be done in this connection is to show that
{
|L〉ξ : L ∈ Lc
}
is a
dense subsetHcξ in Hξ. But, according to [24, Section II.1.6, Proposition 8], the fact
that the set
{
|L〉• : L ∈ Lc
}
is total inH• by assumption implies that the corresponding
property holds forν-almost allξ in the disintegration. Thus there exists a non-null Borel
setX2 ⊆ X1, such that the corresponding mappings| . 〉ξ, ξ ∈ X2, have this property,
too. In this way all of the characteristics presented in the first item of Definition4.1





dν(ξ) |L〉ξ, L ∈ Lc. (4.16)
(ii) In the next step, the mappings| . 〉ξ have to be extended to the setL0 of all Poin-
caré transforms of operators fromLc0 in such a way that the counterpart of (4.8) in
Definition4.1 is continuous. In the present notation this is the mapping
P↑+ 3 (Λ,x) 7→
∣∣α•(Λ,x)(L′)〉ξ ∈Hξ, L′ ∈ L0. (4.17)
At this point the special selection ofLc0 as consisting of compactly regularized va-
cuum annihilation operators comes into play, and also the invariance of this set under
transformations(Λ,x) ∈ Pc will be of importance. Great care has to be taken in these
investigations based on the differentiability properties of the operators in question, that
not uncountably many conditions are imposed on the mappings| . 〉ξ, since anew not
all of them will share the claimed extension property, but only aν-null subset ofX2
shall get lost on the way.
To start with, note that the Poincaré groupP↑+ can be covered by a sequence of open
setsVi with compact closuresCi , i ∈N, contained in corresponding open charts(Ui ,φi)
with the additional property that the setsφi(Ci) ⊆ RdP are convex (e. g. consider the
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translates of the canonical coordinates(U0,φ0) around(1,0) to all elements ofPc and
take suitable open subsets thereof). Select one of these compacta, sayCk and fix an
element̂L0∈Lc0, which by assumption is given as a compactly supported regularization






whereF is an infinitely often differentiable function onP↑+ with compact supportSF
in the Poincaré groupP↑+. According to Lemma3.16the mapping| . 〉 commutes with






The same equation holds for the Poincaré transforms of the operatorL̂0 as well, so that



















The derivatives of the mapping(Λ0,x0) 7→
∣∣α(Λ0,x0)(L̂0)〉, the domain of(Λ0,x0) re-
stricted to the neighbourhoodVk in Ck, are thus explicitly seen to be expressible in
terms of derivatives of the functions






So, let(Λ1,x1) and(Λ2,x2) be a pair of Poincaré transformations lying in the common
neighbourhoodVk; then the following equation results from an application of the Mean













dµ(Λ,x) D(F(Λ,x) ◦φ−1k )(t + ϑ(s− t))(s− t)
∣∣α(Λ,x)(L0)〉, (4.18d)
wheres .= φk(Λ1,x1) andt
.= φk(Λ2,x2) belong to the compact andconvexsetφk(Ck).
Now, the vector
∣∣α(Λ1,x1)(L̂0)−α(Λ2,x2)(L̂0)〉 defines a positive functional on the al-
gebraB(Hw), and we want to show that this vector functional can be majorized by a
positive normal functional inB(H)∗. To establish this fact, note, that the integrals in
(4.18d) exist in the uniform topology ofHw, so that they commute with every bounded













∣∣B∣∣D(ΞL̂0 ◦φ−1k )(t+ϑ(s− t))(s− t)〉.
(4.19a)
This equation is invariant with respect to an exchange ofϑ andϑ′. In the case of a
positiveoperatorB the following relation holds for arbitrary vectorsΨ andΦ in Hw:
〈Ψ|B|Φ〉+ 〈Φ|B|Ψ〉6 〈Ψ|B|Ψ〉+ 〈Φ|B|Φ〉,











k )(t + ϑ(s− t))(s− t)
∣∣B∣∣D(ΞL̂0 ◦φ−1k )(t + ϑ(s− t))(s− t)〉
(4.19b)
upon execution of a trivial integration overϑ andϑ′, respectively. As in (4.18d) we can
pass to the following representation for the integrand on the right-hand side of (4.19b):〈
D(ΞL̂0 ◦φ
−1
k )(t + ϑ(s− t))(s− t)







dµ(Λ′,x′) D(F(Λ′,x′) ◦φ−1k )(t + ϑ(s− t))(s− t) ·




The derivatives which show up in (4.19c) depend by construction continuously on the
parameters andt, ϑ andϑ′ as well as(Λ,x) and(Λ′,x′), so that their absolute values,
taken on the compact domainsφk(Ck), [0,1] andCk ·SF , respectively, are bounded by∣∣D(F(Λ,x) ◦φ−1k )(t + ϑ(s− t))(s− t)∣∣6 D(F ;Ck) |s− t|< ∞
for all (Λ,x) ∈ Ck ·SF with a suitable non-negative constantD(F ;Ck). Hence the non-
negative matrix element in (4.19c) can be estimated by〈
D(ΞL̂0 ◦φ
−1
k )(t + ϑ(s− t))(s− t)
∣∣B∣∣D(ΞL̂0 ◦φ−1k )(t + ϑ(s− t))(s− t)〉









which is independent ofϑ, so that insertion into (4.19b) yields〈
α(Λ1,x1)(L̂0)−α(Λ2,x2)(L̂0)
∣∣B∣∣α(Λ1,x1)(L̂0)−α(Λ2,x2)(L̂0)〉
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Since the positive operatorB can be written asC∗C for suitableC∈B(Hw), the integ-
rand on the right-hand side allows for the following estimate, making use of the relation





As a consequence of this inequality entered into (4.19e), one integration overCk ·SF











where the last integral can be viewed as a positive normal functional onB(Hw) in the
variableB, as announced at the beginning of this paragraph.
Now, letM be a measurable subset ofX then, according to (4.14c), it corresponds via
the associated characteristic functionχM to a projectionPM in the selected maximal
abelian von Neumann algebraM. If P• in turn denotes the orthogonal projection from
Hw onto the Hilbert spaceH•, we can defineBM
.= P•PMP• as a positive operator in
B(Hw), which is therefore subject to (4.19f). This relation can then be re-written for
B = BM in terms of the restrictedLc0-particle weight(π
•,H•,A•,α•,Pc,Lc0):∥∥PM∣∣α•(Λ1,x1)(L̂0)−α•(Λ2,x2)(L̂0)〉•∥∥2 = ∥∥PMP•∣∣α(Λ1,x1)(L̂0)−α(Λ2,x2)(L̂0)〉∥∥2








where now the integral on the right-hand side defines a positive normal functional on








∣∣P•TP•∣∣α(Λ,x)(L0)〉, T ∈M. (4.20b)
Specializing to Poincaré transformations(Λ1,x1) and(Λ2,x2) from the countable sub-
groupP
c
, the unique disintegration of the vector
∣∣α•(Λ1,x1)(L̂0)−α•(Λ2,x2)(L̂0)〉• occur-
ring on the left-hand side of (4.20a) is already explicitly given by (4.15a) for all ξ ∈ X2
so that
W




On the other hand, the positive normal functionalϕ[L̂0,Ck] ∈M∗ of (4.20b) is easily





of positive normal functionals on the von Neumann




dν(ξ) gT(ξ) ϕ[L̂0,Ck]ξ(1ξ) (4.20d)
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. The above relation
stays true, if we replaceX by X2, since both differ at most by aν-null set. So, in view
of relations (4.20b) through (4.20d), (4.20a) can for any measurable subsetM of X2









Due to arbitrariness ofM ⊆ X2, we then infer, making use of elementary results of
integration theory [35, Chapter V, viz. § 25, Theorem D], that forν-almost allξ ∈ X2
there holds the estimate∥∥∣∣α•(Λ1,x1)(L̂0)−α•(Λ2,x2)(L̂0)〉ξ∥∥
6
∣∣φk(Λ1,x1)−φk(Λ2,x2)∣∣ ·D(F ;Ck) ·µ(Ck ·SF) ·ϕ[L̂0,Ck]ξ(1ξ), (4.20f)
where we replaced the pointss and t from the spaceRdP of coordinates forP↑+ by
their pre-images(Λ1,x1) and(Λ2,x2) from Vk∩P
c
. The important thing to notice at
this point is that, apart from the factor
∣∣φk(Λ1,x1)−φk(Λ2,x2)∣∣, the terms on the right-
hand side of (4.20f) hinge upon the operator̂L0 (determining the functionF as well
as its supportSF ) and on the neighbourhoodVk with compact closureCk containing
(Λ1,x1),(Λ2,x2) ∈ P
c
. Therefore this estimate also holds for any other pair of Lorentz
transformations inVk∩P
c
with the same(L̂0,Vk)-dependent factor; of course, in each
of the resulting countably many relations one possibly loses a furtherν-null subset of
X2. The reasoning leading up to this point can then be applied to any combination of
an operator in the numerable selectionLc0 with an open set from the countable cover of
P↑+ to produce in each case a relation of the form of (4.20f) for the respective Poincaré
transformations inP
c
. Simultaneously, the domain of indicesξ, for whichall of these
inequalities are valid, shrinks to an appropriateν-measurable non-null subsetX3 of X2.
Consider now an arbitrary element(Λ0,x0) ∈ P↑+, which belongs to at least one of
the open setsV j from the covering of the Poincaré group already used above. By
density ofP
c




c∩V j . This is a Cauchy sequence in the initial topology ofP↑+, so
that relation (4.20f) implies that for eachξ ∈ X3 the corresponding sequences{∣∣α•(Λn,xn)(L̂0)〉ξ}n∈N ⊆Hξ, L̂0 ∈ Lc0, (4.21a)
likewise have the Cauchy property with respect to the Hilbert space norms. Their limits
in each of the spacesHξ, ξ ∈ X3, thus exist and are obviously independent of the
approximating sequence of Lorentz transformations fromP
c
. Therefore, we can write∣∣L̂0;(Λ0,x0)〉ξ .= limn→∞ ∣∣α•(Λn,xn)(L̂0)〉ξ, (4.21b)
a result that holds for arbitrarŷL0 ∈ Lc0 as long asξ is taken from the non-null setX3.
According to [26, Definition II.4.1], which lays down the notion of measurability for
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vector fields, the mapping
X3 3 ξ 7→
∣∣L̂0;(Λ0,x0)〉ξ ∈Hξ, (4.21c)
that arises as the pointwise limit of measurable vector fields onX3, is itself measurable
with respect to the restriction ofν to this subset ofX and turns out to be a representative
of the vector
∣∣α•(Λ0,x0)(L̂0)〉• ∈H• (cf. [24, Section II.1.5, Proof of Proposition 5(ii)],
and note that we can neglect the null set missing inX3 compared toX).
The question now is, if the limits
∣∣L̂0;(Λ0,x0)〉ξ, constructed by the above method for
arbitrary operatorŝL0 ∈ Lc0 and any transformation(Λ0,x0) ∈ P
↑
+, canunambiguously
be identified for allξ in X3 with vectors
∣∣α•(Λ0,x0)(L̂0)〉ξ ∈Hξ, which satisfy a relation
of the form (4.13b). One of the situations, in which an inconsistency possibly arises, is
the appearance of two different representations for a single elementL′ ∈ L0:
L′ = α•(Λ1,x1)(L̂1) = α
•
(Λ2,x2)(L̂2), (4.21d)
whereL̂1,L̂2 ∈ Lc0, and(Λ1,x1),(Λ2,x2) ∈ P
↑
+. In this case the pair of operators is con-
nected by the Poincaré transformation(Λ1,x1)−1(Λ2,x2), which belongs to the sub-
groupP
c












approximating(Λ1,x1). But then the trans-
formations on the right-hand side of the last equation constitute another sequence in
P
c
, which in this case tends to(Λ2,x2) in the limit n→ ∞. As a consequence of the
independence of the limits (4.21b) from the selected sequence inP
c
, we could define
|L′〉ξ
.=
∣∣L̂1;(Λ1,x1)〉ξ = ∣∣L̂2;(Λ2,x2)〉ξ. (4.21e)
The only problem that is still left open with respect to an unequivocal definition of
vectors of the form|L′〉ξ, L′ ∈ L0, occurs when the vacuum annihilation operatorL′
happens to be an element ofLc, so that its components in the Hilbert spacesHξ have
already been fixed in the initial step. But, asLc is a numerable set, such a coincidence
will be encountered at most countably often, so that relation (4.21e) indeed turns out to




dν(ξ) |L′〉ξ, L′ ∈ L0, (4.21f)
is satisfied, where againX4 is aν-measurable subset which differs fromX3 only by a
null set.
The Hξ-vectors corresponding to elements ofL0 that arise as Poincaré transforms
of L′ = α•(Λ0,x0)(L̂0) ∈ L0 are defined according to (4.21), in particular by the relations
(4.21e) and (4.21b). As a result, when(Λ1,x1) and(Λ2,x2) are closely neighbouring
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elements ofP↑+ so that their products with(Λ0,x0) lie in the common open neighbour-
hoodVk, we get the following estimate, which is a direct consequence of the above
constructions inserted into relation (4.20f) and which holds for anyξ ∈ X4:∥∥∣∣α•(Λ1,x1)(L′)〉ξ− ∣∣α•(Λ2,x2)(L′)〉ξ∥∥
6
∣∣φk((Λ0,x0)(Λ1,x1))−φk((Λ0,x0)(Λ2,x2))∣∣ ·D(F ;Ck) ·µ(Ck ·SF) ·ϕ[L̂0,Ck]ξ(1ξ).
(4.22)
This shows that the continuity property with respect to generic Poincaré transforma-
tions as expressed in (4.8) of Definition 4.1 is fulfilled by all the extended mappings
| . 〉ξ introduced above for arbitraryL′ ∈ L0.
(iii) The last property of restrictedLc0-particle weights to be established is the existence
of unitary groups
{
Uξ(x) : x∈ Rs+1
}
in the representations(πξ,Hξ) which satisfy the
relations (4.9). To construct them we first consider one elementL of the countable space
Lc together with a single space-time translationy in the numerable dense subgroup
Tc of Rs+1. By assumption (4.11), the von Neumann algebraM is contained in the
commutant of
{
U•(x) : x∈ Rs+1
}
, which means that for any measurable subsetM of
X4 with associated orthogonal projectionPM ∈M there holds the equation∫
M
dν(ξ)
∥∥∣∣α•y(L)〉ξ∥∥2 = ∥∥PM∣∣α•y(L)〉•∥∥2 = ∥∥PMU•(y)|L〉•∥∥2
=




Since this result is valid for arbitrary measurable setsM, we infer by [35, Chapter V,
§ 25, Theorem E] that forν-almost allξ the vectors are subject to the relation∥∥∣∣α•y(L)〉ξ∥∥= ∥∥∣∣L〉ξ∥∥. (4.23b)
A corresponding equation can be derived for any other of the countable number of
combinations of elements inLc andTc, so that (4.23b) is true in all of these cases when
the domain ofξ is restricted to theν-measurable subsetX5, which again differs from








which are indeed determined unambiguously according to (4.23b). By the same rela-
tion they are norm-preserving and, moreover, turn out to be(Q+ iQ)-linear operators
on the countable spacesHcξ ⊆Hξ.
We want to extend the definition given by (4.23c) in two respects: All space-time
translationsy∈ Rs+1 should be permissible, and all vectors ofHξ are to belong to the




Ai Li with Ai ∈ Ac andLi ∈ Lc0, (4.24a)





c. Then, by defin-
ition (4.23c) in connection with property (4.15b), the translates byxk and xl of the
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SinceX3 is a subset ofX5, we have relation (4.20f) at our disposal; moreover, by
assumption, the group of automorphisms
{





As a result, the sequences{∣∣α•xk(L)〉ξ}k∈N, L ∈ Lc0, {πξ(α•xk(A))}k∈N, A∈ Ac, (4.24c)
both have the Cauchy property and are thus convergent as well as bounded in the re-
spective norm topologies. Applied to the elements ofLc0 andA
c appearing in the repres-
entation (4.24a) of L ∈ Lc this has the consequence, that the right-hand side of (4.24b)
can be made arbitrarily small for all pairsk,l ∈ N exceeding a certain number. The





k∈N which converge in the Hilbert spacesHξ. Since a renewed
application of the above arguments shows that the arising limits are independent of
the approximating sequence inTc, the following relation unambiguously defines the







where Tc 3 xk −−→
k→∞
x∈ Rs+1.
Again these mappings act as(Q+ iQ)-linear operators on the spacesHcξ and preserve
the Hilbert space norm. As a consequence they can, by the standard procedure used for
completions of uniform spaces, be continuously extended in a unique fashion to all of
the Hilbert space on condition that their countable domain constitutes a dense subset of
Hξ; but this is the case asX5 is contained inX2. Changing the notation fromUξ to Uξ








∣∣L(l)〉ξ −−→l→∞ Ψξ ∈Hξ,
and this definition is again independent of the selected sequence. For anyL ∈ Lc and
any x ∈ Rs+1 the vector field
{
Uξ(x)|L〉ξ : ξ ∈ X5
}
, which is the pointwise limit of a
sequence of measurable vector fields by (4.24d) and hence itself measurable [26, Defin-
ition II.4.1], corresponds to
∣∣α•x(L)〉•, the equivalent limit inH• (where we neglect the
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difference betweenX andX5 which is of measure 0):
W U•(x)|L〉• = W
∣∣α•x(L)〉• = ∫ ⊕
X5
dν(ξ) Uξ(x)|L〉ξ. (4.24f)
Having defined the family of mappings
{
Uξ(x) : x ∈ Rs+1
}
⊆ B(Hξ) for ξ ∈ X5,
we now have to check that they obey (4.9). First of all, note that, as an immediate
consequence of the way in which they were introduced, these mappings areC-lin ar
and norm-preserving. Another property that is readily checked by use of the relations
(4.24e) and (4.24d) in connection with the estimates arising from (4.24b) with L(l)
replacingL is the fact that for arbitraryx,y∈ Rs+1
Uξ(x) ·Uξ(y) = Uξ(x+y). (4.25)
From this we infer that, asUξ(0) = 1ξ, each operatorUξ(x) has the inverseUξ(−x) and
thus proves to be an isometric isomorphism ofHξ. Hence, in accordance with (4.25),
the set
{
Uξ(x) : x∈ Rs+1
}
indeed turns out to be a unitary group inB(Hξ).
The strong continuity of this group is easily seen: Consider the operatorL ∈ Lc as
defined in (4.24a) and two sequences{xk}k∈N, {yl}l∈N in Tc converging tox andy,
respectively. Then (4.24b) stays valid if we replace the translationsxl by yl in each
case. In compliance with (4.24d) it is then possible to pass to the limit, which results








This explicit inequality shows that the right-hand side can be made arbitrarily small for
all y in an appropriate neighbourhood ofx; for the first term this is brought about by the
strong continuity of the automorphism group
{




, whereas for the
second term it is a consequence of relation (4.22). The defining condition for strong
continuity is therefore satisfied for vectors in the dense subsetHcξ. If now an arbitrary
vectorΨξ ∈ Hξ is considered, we can expand the differenceUξ(x)Ψξ−Uξ(y)Ψξ by
introducing the corresponding translates of any element|L〉ξ ∈Hcξ and, making use of
the property of norm-preservation of the unitaries, arrive at∥∥Uξ(x)Ψξ−Uξ(y)Ψξ∥∥
6
∥∥Ψξ−|L〉ξ∥∥+∥∥Uξ(x)|L〉ξ−Uξ(y)|L〉ξ∥∥+∥∥|L〉ξ−Ψξ∥∥. (4.26b)
The right-hand side of this inequality can again be made smaller than any given bound
by first choosing a suitable element|L〉ξ ∈Hcξ from a small neighbourhood ofΨξ and
then, in dependence on this selected vector|L〉ξ but irrelevant for the statement, se-
lecting an appropriate neighbourhood of translationsy aroundx as implied by (4.26a).





Before considering the support of the spectral measureEξ( . ) associated with this
strongly continuous unitary group, we mention a result on the interchange of integra-
tions with respect to the Lebesgue measure onRs+1 and the bounded positive measure
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ν onX5, which proves to be necessary as Fubini’s Theorem does not apply to the situ-











is an integrable mapping for anyL1,L2 ∈ Lc and ξ ∈ X5. Moreover, it is Riemann
integrable over any compact(s+ 1)-dimensional intervalK, and this integral is the









∣∣Z(i)m ∣∣g(x(i)m )〈L1∣∣Uξ(x(i)m )∣∣L2〉ξ, (4.27a)
where
{
Z(i)m : m= 1, . . . ,ni
}
denotes thei-th subdivision ofK,
∣∣Z(i)m ∣∣ are the Lebesgue
measures of these sets, andx(i)m ∈Z(i)m are corresponding intermediate points. The sums
on the right-hand side of this equation turn out to beν-measurable when their depend-
ence onξ is taken into account, and so is the limit on the left-hand side. Moreover this
property is preserved in passing to the limitK↗ Rs+1, so that


























dν(ξ) ‖|L1〉ξ‖‖|L2〉ξ‖6 ‖g‖1‖|L1〉•‖‖|L2〉•‖. (4.27b)
The counterpart of (4.27a) is valid in H•, too, and, ifM denotes a measurable subset









∣∣Z(i)m ∣∣g(x(i)m )〈L1∣∣PMU•(x(i)m )∣∣L2〉.
(4.27c)























where, in the second equation, use was made of Lebesgue’s Dominated Convergence
Theorem in view of the fact that the integrable function
X5 3 ξ 7→ ‖g‖1‖|L1〉ξ‖‖|L2〉ξ‖ ∈ C
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which is the announced result on the commutability of integrations in the present con-
text.
The support of the spectral measureEξ( . ) associated with the generatorsPξ of
the unitary group
{
Uξ(x) : x ∈ Rs+1
}
can now be investigated by use of the method
applied in the proof of the fourth item of the first part of Theorem3.15. Note, that the
complement of the closed setV+−q⊆Rs+1 can be covered by an increasing sequence{
ΓN
}
N∈N of compact subsets (take e. g. the intersection of the compact ball of radius
N with the complement of the openN−1-neighbourhood ofV+−q). To each of these
sets one can find an infinitely often differentiable function ˜gN with support in{(V+−q)
that has the property 06 χΓN 6 g̃N. As before, letM be a measurable subset ofX5 with
associated orthogonal projectionPM ∈M, then, by assumption on the spectral support
of the unitary group implementing space-time translations in the underlying particle















∣∣Uξ(x)∣∣L2〉ξ = 0. (4.28b)
By arbitrariness ofM in the last expression, we conclude once more that forν-almost





∣∣Uξ(x)∣∣L2〉ξ = 0. (4.28c)





, a non-null setX6 ⊆ X5 is left, and (4.28c) stays valid for the
remainingξ ∈ X6 even if the special vectors|L1〉ξ and|L2〉ξ are replaced by arbitrary
ones. Stone’s Theorem then implies (cf. (3 38)) that g̃N(Pξ) = 0 and therefore, by the
order relation inherent in the definition of ˜gN, we haveEξ(ΓN) = χΓN(Pξ) = 0 for any
N ∈ N. As the spectral measureEξ( . ) is regular, one can pass to the limitN→ ∞ and





= 0, ξ ∈ X6. (4.28d)
The defining equation (4.23c) in connection with (4.15b) implies that for arbitrary
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Since the vectors|L〉ξ ∈Hcξ, L ∈ L
c, constitute a dense subset ofHξ for ξ ∈ X2 ⊆ X5










an equation that readily extends to all translationsx in Rs+1 and, by uniform density of






∗, A∈ A•, x∈ Rs+1. (4.29c)
This proves the counterpart of (4.9a). The action of the group
{




|L′〉ξ : L′ ∈ L0
}
according to (4.9b) is an immediate consequence of the defining
relations (4.24d) and (4.24e) in connection with (4.21e) and the continuity property as
expressed by (4.22). In the present setting we thus have
Uξ(x)|L′〉ξ
.=
∣∣α•x(L′)〉ξ, L′ ∈ L0. (4.30)
Now, letL be an arbitrary element ofLc having energy-momentum transferΓL. Defined
as the support of the Fourier transform of an operator-valued distribution (cf. the Re-
mark following Definition2.2), ΓL is a closed Borel set, so that the arguments given in
the preceding paragraph can again be applied whenL r placesL1 andL2 and the func-
tionsg̃N now correspond to an increasing sequence of compact setsΓ′N which constitute





∣∣Uξ(x)∣∣L〉ξ = 0 (4.31a)
holds forν-almost allξ ∈ X6 even if the indexN is allowed to run through all natural
numbers. As in the preceding paragraph we then conclude that for all of theseξ and
all N ∈ N one has
〈
L
∣∣g̃N(Pξ)∣∣L〉ξ = 0 and hence〈L∣∣Eξ(Γ′N)∣∣L〉ξ = 0. According to the





|L〉ξ = 0. By countability, this last result is valid for arbitrary
L ∈ Lc if a ν-measurable non-null setX7 ⊆ X6 is appropriately selected, from which
the indicesξ are to be taken. The complementary statement thus constitutes a restricted
version of the counterpart of (4.9c):
Eξ(ΓL)|L〉ξ = |L〉ξ, L ∈ Lc, ξ ∈ X7. (4.31b)
Now, let L̂0 be an arbitrary element ofLc0, then the energy-momentum transfer of its
Poincaré transform by(Λ,x) ∈ Pc, i. e. of the operatorα•(Λ,x)(L̂0) ∈ L
c
0 ⊆ Lc, is given
by ΛΓL̂0, so that, according to (4.31b),
Eξ(ΛΓL̂0)
∣∣α•(Λ,x)(L̂0)〉ξ = ∣∣α•(Λ,x)(L̂0)〉ξ, ξ ∈ X7. (4.31c)
This result can be applied to investigate the case of a generic element fromL0. For





c we have, by
virtue of the relevant parts of (4.21),∣∣α•(Λ0,x0)(L̂0)〉ξ = limn→∞ ∣∣α•(Λn,xn)(L̂0)〉ξ,
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and Lebesgue’s Dominated Convergence Theorem in connection with Stone’s Theorem
























In the limit of largen one finds the energy-momentum transferΛnΓL̂0 of α
•
(Λn,xn)(L̂0) in
a smallε-neighbourhood ofΛ0ΓL̂0. Therefore, in view of (4.31c), the right-hand side
of (4.31d) vanishes for alln exceeding a certain boundN if g is chosen in such a way
that supp ˜g⊆ {(Λ0ΓL̂0). The Fourier transform of the distribution
R




is thus seen to be supported byΛ0ΓL̂0 from which we infer
Eξ(Λ0ΓL̂0)
∣∣α•(Λ0,x0)(L̂0)〉ξ = ∣∣α•(Λ0,x0)(L̂0)〉ξ, ξ ∈ X7, (4.31e)
which is the equivalent of (4.31c) for arbitrary operators inL0. Equations (4.31b) and
(4.31e) are readily generalized, making use of the order structure of spectral projections
reflecting the inclusion relation of Borel subsets ofRs+1. If L(∆′) denotes the set of
operators fromLc∪Lc0 having energy-momentum transfer in the Borel set∆′, hen
Eξ(∆′)|L〉ξ = |L〉ξ, L ∈ L(∆′), (4.31f)
and thus the counterpart of (4.9c) is established for the remaining indicesξ from the
non-null subsetX7 of X.
The above construction has supplied us with a measurable subsetX
.= X7 of the
standard Borel spaceX, that was introduced at the outset, emerging from an applic-
ation of [25, Theorem 8.5.2].X is a non-null set, differing fromX only by aν-null
set. Moreover it is itself a standard Borel space (cf. the definition in [4, Section 3.3]),
and we shall denote the restriction of the measureν to it by ν; ν .= ν  X is again a
bounded positive measure. Moreover, and this has been the central aim of the previous
investigations, the field
X 3 ξ 7→ (πξ,Hξ,A•,α•,Pc,Lc0),
indeed consists ofLc0-particle weights. What remains to be done now is a verification
of the properties listed in (4.13).
(i) Arising as the restriction to a measurable subset inX of a field of irreducible rep-
resentations, the family of representations
X 3 ξ 7→ (πξ,Hξ)
is obviouslyν-measurable and its components inherit the feature of irreducibility.
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and the relations (4.14) can be reformulated, using the right-hand side of (4.32) and
an isomorphismW, which is the composition ofW with the isometry that implements
the above unitary equivalence. As an immediate consequence of (4.14a) and (4.14b)
we then get the equivalence assertion of (4.13a). Moreover, by (4.16) and (4.21f), the
operatorW connects the vector fields
{
|L〉ξ : ξ ∈ X
}
with vectors|L〉• for L ∈ Lc∪L0
in the desired way as expressed in (4.13b).
(iii) (4.13c) is the mere reformulation of (4.14c) in terms ofX andW.
(iv) According to the argument preceding (4.24f), the mappingsξ 7→ 〈L1|Uξ(x)|L2〉ξ,
with ξ restricted toX andL1 as well asL2 taken fromLc, are measurable for all vec-
tors |L1〉ξ and |L2〉ξ in the dense subsetsHcξ, and this suffices, by [24, Section II.2.1,
Proposition 1], to establish measurability of the fieldξ 7→Uξ(x) for arbitraryx∈ Rs+1.
Moreover, this is a bounded field of operators, so that it defines a bounded operator on
H• which is given by (4.13d) as an immediate consequence of (4.24f), bearing in mind
thatX andX5 only differ by aν-null set. The demonstration of (4.13e) on the other
hand is less straightforward. Assume first of all that the Borel set∆ in question is open.
Then we can make use of the regularity of spectral measures and construct, according to









N∈N with support in∆ such that 06 χΓN 6 g̃N 6 χ∆
and furthermore〈
L











for any L ∈ Lc. The discussion on page73f.—with X replacingX5 andν instead of
ν—demonstrates, making use of Stone’s Theorem, that the sequence appearing on the
right-hand side consists ofν-measurable functions ofξ, so that we infer that its limit




is ν-measurable, too. Another application of Stone’s Theorem in connection with


























and, as Lebesgue’s Dominated Convergence Theorem allows for the passage to the
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This formula, as yet valid only for open Borel sets∆, is readily generalized to closed
Borel sets and then, since by regularity the spectral measure of an arbitrary Borel set
is approximated by a sequence in terms of compact subsets of it, to any Borel set. By
polarization and the fact that the ket vectors with entries fromLc are dense inH• and
Hξ, respectively, we first conclude with [24, Section II.2.1, Proposition 1] that all the
fieldsξ 7→ Eξ(∆) are measurable for arbitrary Borel sets∆ and then pass to the aspired
formula (4.13e) from (4.33d).
(v) The unitary operatorsV•(x), x∈ Rs+1, defined in (4.10b) belong to the von Neu-




dν(ξ) exp(i pξx)1ξ. (4.34a)
According to the construction of these operators, we can re-express this result in terms





dν(ξ) exp(i pξx)Uξ(x). (4.34b)
The definition
Ucξ (x)
.= exp(i pξx)Uξ(x), x∈ Rs+1, ξ ∈ X, (4.35)
then provides the asserted canonical choice of a strongly continuous unitary group on
each Hilbert spaceHξ. Its spectral properties are derived from those of the canonical
group
{
U•c (x) : x∈Rs+1
}
by the methods that have already been used repeatedly above.
Possibly a furtherν-null subset ofX gets lost by this procedure.
This finishes the proof of the assertions of Theorem4.4.
Remark.Theorem4.4 includes the existence of a spatial disintegration of the strongly
continuous unitary group implementing space-time translations in the representation
(π•,H•) as well as of the spectral measure associated with it. The method used in the
demonstration of this fact can be generalized to other symmetry groups; however ob-
vious a problem of this kind may seem in the present context, it has, to our knowledge,
not been treated in the literature. Nevertheless, the disintegration of unbounded closed
operators in Hilbert spaces (the self-adjoint generators of strongly continuous unitary
groups being an example) is the topic of [46] and also presented in [52, Chapter 12].
At present we have no control over the range of energy-momentapξ which enter
into the above disintegration theory. It still has to be investigated if, starting from a
physical state of bounded energy in the constructions of Chapter3 and passing to the
asymptotic limit with respect to a functionh that has support on a small part of the velo-
city domain, the occurring momenta are correlated with those defined by the geometric
momenta involved in the limiting procedure. Even tachyonic states cannot be ruled out
to date. These problems might be tackled by introducing a certain property of ‘clos-
ability’ for particle weights, stating that, in case that a sequence of operators{Ln}n∈N




n∈N is convergent, the
limit of the sequence of vectors likewise vanishes.
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Moreover, the spatial disintegration presented above is subject to arbitrariness in
two respects. There exist different constructions of the type expounded in Section4.1
and therefore, according to Theorem4.3, one has to deal with a number of different re-
strictedLc0-particle weights(π
•,H•,A•,α•,Pc,Lc0) derived from the GNS-representa-
tion (πw,Hw) pertaining to a given particle weight. As a result, the object to be dis-
integrated according to Theorem4.4 is by no means uniquely fixed. And even if one
has decided to select a system complying with the requirements of this theorem, there
still remains an ambiguity as to the choice of a maximal abelian von Neumann al-
gebra, with respect to which the disintegration is to be performed. The same problem
is encountered in the framework of Choquet disintegration theory in its present status
(cf. the end of Chapter6). There a suitable base in the positive cone of particle weights
has to be chosen with respect to which the disintegration is to be carried through.
But it should be stressed that these open questions only arise on the basis of the fact
that a disintegration of general particle weights into pure ones, representing elementary
systems, has successfully been constructed.
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Chapter 5
Phase Space Restrictions and Local
Normality
A number of criteria have been introduced into the analysis of generic quantum field
theories in order to dismiss those which are not reasonable form a physical point of view
in that they do not allow for an interpretation in terms of particles. These attempts can
be traced back to the year 1965 when Haag and Swieca proposed a compactness condi-
tion in [34], imposing an effective restriction to the size of phase space. Subsequently,
the notion of nuclearity has entered the stage, determining maximum values for the
number of local degrees of freedom for physical states of bounded energy (cf. the dis-
cussions of [20, 16, 31], and in addition [18] for a treatment of the interdependence of
these various concepts). In the present context we want to make use of the compactness
condition proposed by Fredenhagen and Hertel [28] to show that, under this physically
motivated presupposition, the arbitrariness in the choice of a separableC∗-subalgebra
A• of the quasi-local algebraA in Chapter4 can be removed.
Compactness Criterion (Fredenhagen–Hertel).
A local quantum field theory, as introduced in Chapter1, qualifies the Fredenhagen–
Hertel Compactness Condition if the mappingsTO∆′ , which are defined for any bounded
Borel set∆′ ⊆ Rs+1 and any bounded regionO of Minkowski space through
TO∆′ : A(O)→B(H) A 7→ TO∆′ (A)
.= E(∆′)AE(∆′),
send bounded subsets ofA(O) onto precompact subsets ofB(H) with respect to its
uniform topology. Precompactness is synonymous with totally boundedness and, in
the present situation, equivalent to relative compactness [44, Chapter One, § 4, 5.].
To be able to demonstrate the main result of this chapter, Theorem5.3, we have
to fall back upon∆-bounded particle weights as introduced in Definition3.19. This
restriction can be motivated on physical grounds, as opposed to mere technical needs,
since, according to Lemma3.20, the asymptotic functionals inC∆
∗+, constructed by
use of physical states of bounded energy in Chapter3, give rise to particle weights
of this special kind. The corresponding GNS-representations(πw,Hw) then meet the
Fredenhagen–Hertel Compactness Condition if the underlying local quantum field the-
ory does, and the same holds true for the restrictedLc0-particle weights which can be
derived from them as expounded in Chapter4.
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Proposition 5.1. Suppose that the given local quantum field theory satisfies the Com-
pactness Criterion of Fredenhagen and Hertel.
(i) If 〈 . | . 〉 is a ∆-bounded particle weight onL×L, then the associated GNS-
representation(πw,Hw) of the quasi-local algebraA is subject to the compactness
condition as well.
(ii) The restrictedLc0-particle weight(π
•,H•,A•,α•,Pc,Lc0) derived from the above
GNS-representation by virtue of Theorem4.3 likewise inherits the compactness prop-
erty in question.
Proof. (i) ∆-boundedness of the particle weight〈 . | . 〉 means, according to Defin-
ition 3.19, that to any bounded Borel set∆′ ⊆ Rs+1 there exist another such set∆
containing∆ + ∆′ and an appropriate positive constantc, so that the estimate
‖Ew(∆′)πw(A)Ew(∆′)‖6 c· ‖E(∆)AE(∆)‖ (3.46)




= E(∆)Ar(O)E(∆) by sets of
diameter less than a givenδ> 0 (which exists on account of the hypothesis of precom-




Ew(∆′), which is com-
posed of sets with a diameter smaller thanc·δ as (3.46) shows. This establishes totally






By arbitrariness of∆′ as well as of the bounded regionO, the representation(πw,Hw) is
thus seen to satisfy the Compactness Criterion of Fredenhagen and Hertel in the sense
that the mappings
TOw,∆′ : A(O)→B(Hw) A 7→ TOw,∆′(A)
.= Ew(∆′)πw(A)Ew(∆′)
are altogether precompact.
(ii) According to the construction of(π•,H•,A•,α•,Pc,Lc0) from (πw,Hw) explained
in the proof of Theorem4.3, both of these representations are related by the inequality
‖E•(∆′)π•(A)E•(∆′)‖6 ‖Ew(∆′)πw(A)Ew(∆′)‖, (5.1a)
which holds for anyA ∈ A•. Then∆-boundedness of the underlying particle weight
again implies the existence of a bounded Borel set∆⊇ ∆ + ∆′ such that
‖E•(∆′)π•(A)E•(∆′)‖6 c· ‖E(∆)AE(∆)‖. (5.1b)
This relation replaces (3.46) in the proof of the first part, so that we conclude that indeed
(π•,H•) inherits the precompactness properties of the underlying quantum field theory






are totally bounded for anyr > 0 whenever∆′ is an arbitrary bounded Borel set and
Ok is one of the countably many localization regions fromRc. Again that is sufficient
to establish the fact that the Fredenhagen–Hertel Compactness Condition is satisfied in
the restricted setting for Local Quantum Physics introduced in Section4.1.
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Under the presupposition of the Compactness Criterion, a result corresponding to Pro-
position5.1 can be proved for the irreducible representations(πξ,Hξ) arising in the
spatial disintegration of the restrictedLc0-particle weight(π
•,H•,A•,α•,Pc,Lc0) by vir-
tue of Theorem4.4 if the domain ofξ is further astricted to aν-measurable non-null
subsetX0 of X.
Proposition 5.2. Let(πw,Hw) be the GNS-representation of the quasi-local algebraA
corresponding to the∆-bounded particle weight〈 . | . 〉, and let(π•,H•,A•,α•,Pc,Lc0)
denote the restrictedLc0-particle weight associated with it according to Theorem4.3.
Under the hypothesis that the Compactness Criterion of Fredenhagen and Hertel is in
force in the underlying quantum field theory,ν-almost all of the irreducible represent-
ations(πξ,Hξ) occurring in the spatial disintegration(4.13a) of (π•,H•) by course of
Theorem4.4comply with this condition as well.
Proof. Select a dense sequence{Ak}k∈N in the norm-separableC∗-algebraA• and con-
sider the countable set of compact ballsΓN of radiusN in Rs+1. The corresponding op-





and [24, Section II.2.3, Proposition 2] tells us that the respective norms are related in
compliance with the equation
‖E•(ΓN)π•(Ak)E•(ΓN)‖= ν-ess sup
{
‖Eξ(ΓN)πξ(Ak)Eξ(ΓN)‖ : ξ ∈ X
}
. (5.2b)
With regard to all possible combinations of operatorsAk and compact ballsΓN we thus
infer that there exists a measurable non-null subsetX0 of X such that for allξ ∈ X0 and
all indicesk andN the estimate
‖Eξ(ΓN)πξ(Ak)Eξ(ΓN)‖6 ‖E•(ΓN)π•(Ak)E•(ΓN)‖ (5.3)
holds. Now, let∆′ be an arbitrary bounded Borel set which is thus contained in a
compact ballΓN0 and note that, by continuity of the representationsπξ and π•, the
inequality (5.3) extends to arbitrary operatorsA∈ A•. Therefore
‖Eξ(∆′)πξ(A)Eξ(∆′)‖6 ‖Eξ(ΓN0)πξ(A)Eξ(ΓN0)‖6 ‖E•(ΓN0)π•(A)E•(ΓN0)‖, (5.4a)
and this implies, according to (5.1b), the existence of a bounded Borel set∆ ⊇ ∆ + ∆′
such that
‖Eξ(∆′)πξ(A)Eξ(∆′)‖6 c· ‖E(∆)AE(∆)‖. (5.4b)
The arguments given in the proof of Proposition5.1 can then again be applied to the
present situation to show that forξ ∈ X0 the irreducible representations(πξ,Hξ) alto-
gether meet the requirements of the Fredenhagen–Hertel Compactness Condition.
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The central result of the present chapter is the perception that, under the above
assumptions on the structure of phase space, the representations of the quasi-localC∗-
algebrasA andA• which we have come across, i. e.(πw,Hw) and(π•,H•), respect-
ively, as well asν-almost all of the irreducible representations(πξ,Hξ) occurring in
the direct integral decomposition of the latter, are locally normal. The representations
of A• can thus be continuously extended to all ofA in such a way that the formula
(4.13a) describing the disintegration stays valid for the extended representations when
X is replaced by the non-null setX0 occurring in Proposition5.2.
Theorem 5.3 (Local Normality). Under the presumptions of Proposition5.2 the fol-
lowing assertions are valid:
(i) The GNS-representation(πw,Hw) of the quasi-local algebraA is locally normal,





⊆B(Hw) for arbitrary bounded regionsO.
(ii) The representation(π•,H•) of the quasi-local algebraA• is locally normal (con-





⊆B(H•) for arbitrary bounded regionsOk ∈ Rc). The same holds true
for the irreducible representations(πξ,Hξ) occurring in the spatial disintegration of
(π•,H•) when the indicesξ are astricted toX0.
(iii) The representation(π•,H•) as well as the irreducible ones(πξ,Hξ) with ξ ∈ X0
allow for unique locally normal extensions to the whole of the original quasi-local





where the representations(πξ,Hξ) are again irreducible.
Proof. (i) Let ∆ be a bounded Borel set and suppose thatρ is a normal functional on







T∆ : A→B(H) A 7→ T∆(A)
.= E(∆)AE(∆)
is continuous with respect to the relativeσ-weak topology ofA. Now, according to
the Compactness Condition,T∆ A(O) = T
O
∆ maps the unit ballA1(O) of the localC
∗-
algebraA(O) onto the relatively compact setE(∆)A1(O)E(∆). The restriction ofTO∆ to
A1(O) is now obviously continuous with respect to the relativeσ-weak topologies, but
this result can be tightened up in the following sense: The relativeσ-weak topology,
being Hausdorff and coarser than the relative norm topology, and the relative uniform
topology itself coincide on the compact norm closure ofE(∆)A1(O)E(∆) due to a
conclusion of general topology [44, Chapter One, § 3, 2.(6)]. ThereforeTO∆ is still
continuous onA1(O) when its image is furnished with the norm topology instead.
Now, suppose that∆′ is an arbitrary bounded Borel set and let∆⊇ ∆+∆′ be another
bounded Borel set with the property that (3.46) is satisfied. Then the linear mapping
E(∆)AE(∆) 7→ Ew(∆′)πw(A)Ew(∆′) (5.6)
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is well-defined and continuous with respect to the uniform topologies of both domain
and image. Therefore, as a consequence of the previous paragraph, we infer that the
composition of this map with the restriction ofT∆ to A1(O) is continuous, whenA1(O)
is endowed with theσ-weak topology whereas the range carries the relative norm to-
pology. The resulting map is explicitly determined as the restriction toA1(O) of
πw,∆′ : A→B(Hw) A 7→ πw,∆′(A)
.= Ew(∆′)πw(A)Ew(∆′). (5.7)






for any bounded Borel set∆′ ⊆ Rs+1, and moreover,
due to strong continuity of the spectral measure,η is the uniform limit of the net of
functionalsη∆′ for ∆′↗ Rs+1. Given aσ-weakly convergent net
{
Aι : ι ∈ J
}
⊆ A1(O)












Therefore, by means of the estimate∣∣η◦πw(Aι−A)∣∣6 ∣∣η(πw(Aι−A))−η∆′(πw(Aι−A))∣∣+ ∣∣η∆′(πw(Aι−A))∣∣
6
∥∥η−η∆′∥∥∥∥πw(Aι−A)∥∥+ ∣∣η∆′(πw(Aι−A))∣∣6 2∥∥η−η∆′∥∥+ ∣∣η∆′(πw(Aι−A))∣∣,
(5.9)
it is easily seen that, upon selection of a suitable bounded Borel set∆′, the right-hand
side can be made smaller than any given bound forι ι0 with an appropriate indexι0.
This being true for anyσ-weakly continuous functionalη onB(Hw) and arbitrary nets{
Aι : ι ∈ J
}
in A1(O) converging toA∈A1(O) with respect to theσ-weak topology of
B(H), we have thus established that the restrictions of the representationπw t each of
the unit ballsA1(O) areσ-weakly continuous. According to [43, Lemma 10.1.10] this
assertion extends to the entire localC∗-algebraA(O), so thatπw indeed turns out to be
locally normal.
(ii) The arguments given above in the case ofπw can be transferred literally to the
representationsπ• andπξ, ξ ∈ X0, in view of the relations (5.1b) and (5.4b) established
in the proofs of Propositions5.1and5.2, which substitute (3.46) used in the first part.
The evident modifications to be applied include the restriction to local algebrasA•(Ok)
whereOk is a member of the countable familyRc.
(iii) Complementary to the statements of the second part, [43, Lemma 10.1.10] exhib-
its that the representationsπ• andπξ, ξ ∈ X0, allow for uniqueσ-weakly continuous
extensionsπ• andπξ onto the weak closuresA•(Ok)′′ [11, Corollary 2.4.15] of the local
algebras, which, due to the Bicommutant Theorem [11, Theorem 2.4.11], coincide with
the strong closures and thus, by the very construction ofA•(Ok), Ok ∈ Rc, expounded
in Section4.1, contain the corresponding localC∗-algebrasA(Ok) of the underlying
quantum field theory. Now, due to the net structure ofOk 7→A(Ok), the quasi-localC∗-
algebraA is itsC∗-inductive limit, i. e. the norm closure of the∗-algebra
⋃
Ok∈Rc A(Ok).
As the representationsπ• andπξ, ξ ∈ X0, are altogether uniformly continuous on this
∗-algebra [48, Theorem 1.5.7], they can in a unique way be continuously extended to
its completionA [44, Chapter One, § 5, 4.(4)], and these extensions, again denotedπ•
andπξ, respectively, are easily seen to be compatible with the algebraic structure of
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A. (π•,H•) and (πξ,Hξ) are thus representations of this quasi-local algebra, evid-
ently irreducible in the case ofπξ, and moreover locally normal, since, by construction,
they areσ-weakly continuous when restricted to local algebrasA(Ok) pertaining to the
countable subclass of regionsOk ∈Rc, and an arbitrary local algebraA(O) is contained
in at least one of these. The statement on uniqueness of the extensions is then an im-
mediate consequence of the fact that they are uniquely determined by the property of
beingσ-weakly continuous on the localC∗-algebrasA(Ok).
Regarding the disintegration of operatorsπ•(A) for arbitraryA∈A, note that any op-
eratorB∈ A(Ok) is theσ-weak limit of asequence{Bn}n∈N in A•r (Ok) with r = ‖B‖.
For nets inA•r (Ok) this statement is a consequence of Kaplansky’s Density Theorem
[54, Theorem II.4.8] in connection with [54, Lemma II.2.5] and the various relations
between the different locally convex topologies onB(H). The specialization to se-
quences is justified by [54, Proposition II.2.7] in view of the separability ofH. The op-




(cf. [24, Section II.1.3, Definition 1]) and, as the operatorsπ•(Bn) are decomposable,
all the functions





are measurable for arbitraryL1,L2 ∈ Lc. The same is valid for the pointwise limit of
this sequence [26, II.1.10]





and that suffices, according to [24, Section II.2.1, Proposition 1], to demonstrate that{
πξ(B) : ξ ∈ X0
}





convergesσ-weakly toπ•(B) by assumption and since, moreover,ν(X0) is finite and
the family of operators
{
πξ(Bn) : ξ ∈ X0
}
is bounded by‖B‖ for anyn, we conclude
with Lebesgue’s Dominated Convergence Theorem applied to the decompositions of
















∣∣πξ(B)∣∣L2〉ξ = 〈L1∣∣π•(B)∣∣L2〉. (5.10)





and has all the properties of the operatorW introduced in Theorem4.4, then, by density
of the set
{
|L〉• : L ∈ Lc
}





This relation has been established under the presupposition thatB belongs to some local
C∗-algebraA(Ok). Now, it is possible to reapply the above reasoning in the case of an
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arbitrary elementA of the quasi-local algebraA, which can be approximated uniformly
by a sequence{An}n∈N from
⋃
Ok∈Rc A(Ok). In this way, (5.11a) is extended to all of










Theorem5.3 shows that, under the assumption of sensible phase space restric-
tions, no information on a physical system described by a normal state of bounded
energyω ∈ S(∆) gets lost in the entirety of constructions presented in Chapters3
and4. These have led us fromω via an associated particle weight with representa-
tion (πw,Hw) of the quasi-local algebraA to the induced restrictedLc0-particle weight
(π•,H•,A•,α•,Pc,Lc0), which comprises a representation(π
•,H•) of the algebraA•





Then, according to the preceding theorem, this disintegration is extendable in a unique
fashion to one in terms of locally normal representations of the original algebraA as
expressed by (5.5). Now, due to the explicit construction in Theorem4.3 of (π•,H•)
from (πw,Hw), the local normality of both of these representations implies that, actu-
ally, π• coincides with the restriction ofπw to the subspaceH• of Hw. Thus we arrive
at a partial reconstruction of the GNS-representation(πw,Hw), which only depends on
the initial choice of a subspace of the Hilbert spaceHw. Moreover, by Theorem5.3,
this entails a spatial disintegration of∆-bounded particle weights〈 . | . 〉 according to









The spatial disintegration as expounded in Chapter4suffered from a couple of awkward
drawbacks, which, in our belief, are inessential concomitants of this special approach
to a decomposition theory for particle weights and have no bearing on the physical
significance of the concept proper. It should be noted in this connection that, to be
able to apply the standard disintegration theory for representations made available in
the literature onC∗-algebras, we had to fall back upon separable constructs and count-
able dense subsets thereof. As a consequence it had to be accepted, that a theory of
disintegration could only be formulated in terms of restrictedLc0-particle weights. But
these technical difficulties seem to be accidental, and the question obtrudes on us if it is
possible to carry through a disintegration, in the course of which no need arises to leave
the class of particle weights proper, which means that the disintegration can indeed be
formulated in terms ofpureparticle weights. This is the topic of the present chapter,
presenting the partial results we were able to produce in this direction to date.
As already noted in the remark following Definition3.14, the totality of particle
weights constitutes a positive proper convex cone when supplemented by the trivial
form. This observation opens the way to an application of another concept of disin-
tegration: the barycentric decomposition in the special form of a generalization of the
well-known Theorem of Krein–Milman [42, Theorem 1.4.3]. This approach, initiated
by Choquet and further developed by Bishop and de Leeuw [8, 21], is especially well-
adapted to the study of convex sets in infinite-dimensional spaces. An introduction to
this theory can be found in [1, 50] and also in [11, Section 4.1.2] where it is applied
to get a decomposition of states on the quasi-localC∗-algebraA in terms of pure ones.
The mathematical structure in this case is easily accessible from the point of view of
Choquet theory:
• The positive linear functionals onA constitute a positive convex coneK in its
topological dualA∗.
• The quasi-local algebra contains a unit1, which defines a base of this cone
when it is considered as a continuous linear functional onA∗, thus introducing
a convex function which intersectsK.
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• This convex base ofK coincides with the set of states onA and thus turns out
to be compact with respect to the weak∗ topology [11, Propositon 2.3.11 and
Theorem 2.3.15].
The situation is much more complicated when particle weights are considered. These
do constitute a positive coneW in the space of sesquilinear forms on the left idealL of
localizing operators; but one of the key features in the construction of an algebra of de-
tectors was the absence of a unit element, the existence of which would produce infinite
values of the asymptotic functionalsσ arising in Chapter3. The obvious questions to
be answered are:
• What is an appropriate (metrizable) topologyT to be introduced onW to
render relevant subsets compact?
• How can a convex baseBW be fitted into the coneW in a physically meaning-
ful way and such that this base is compact with respect to the beforementioned
topology?
In our approach the class with respect to which the disintegration is to be performed
will be further restricted (cf. Definition6.6below).
The answer to the first of the above problems which we are going to present in this
chapter is based on an effective control of the dislocalization of almost local operators
combined with the Fredenhagen–Hertel compactness condition. To be more specific, a
norm will be introduced on the spaceL0 of almost local vacuum annihilation operat-
ors which in a way measures their deviation from being contained in a local algebra.
Making use of this norm on the setL0(Γ) of those operators with energy-momentum
transfer in a compact and convex subsetΓ of {V+, it can be shown thatL0(Γ) is small
in the q∆-topology under the assumption of the Compactness Criterion of Fredenha-
gen and Hertel. By its very definition, the notion of almost locality as introduced in
Definition 2.1 imposes a condition of rapid decrease on the norm difference between
almost local operators and strictly local ones according to the growing extension of the
localization regions. This contrives to introduce the following norms onL0.






rm‖L0−Lr‖ : Lr ∈ A(Or)
}
, L0 ∈ L0, (6.1)
defines a norm on the vector spaceL0.
Remark.The seminorm properties of the mappingQ m are self-evident, they even hold
for arbitrary almost local operators as arguments. To inferL0 = 0 from the condition
Q m(L0) = 0 one has to restrict attention to vacuum annihilation operators. The latter
equation means that the operatorL0 is contained in the norm closure of any local al-
gebraA(Or), r > 0. As these areC∗-algebras, hence uniformly closed,L0 itself turns
out to be a local operator, a property which can be reconciled with it being a vacuum
annihilation operator only forL0 = 0.
The information concerning the localization of the operatorL0 ∈ L0 embodied by the
value ofQ m(L0) is highly dependent on the norm whichL0 carries as an element of the
C∗-algebraA. Therefore we combine both topologies in the subsequent definition.
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Definition 6.2. For any natural numberm a norm onL0 is defined by
|||L0|||m
.= ‖L0‖+ Q m(L0), L0 ∈ L0. (6.2)
As announced above this topology is now to be related to theq∆-seminorms on the
subspaceL0(Γ), whereΓ denotes a compact, convex subset of the complement of the
forward light cone. Although we have the inequality (2.10) at our disposition, we want
to reformulate it here in order to make explicit the dependence of the integrand on its
right-hand side upon the bounded Borel set∆ and upon the energy-momentum transfer
Γ. To this end one has to reapply the arguments given in the Appendix of [15].
Proposition 6.3. Let ∆ be a bounded Borel set andΓ a compact and convex subset of
{V+. There exists a bounded Borel set∆′(∆,Γ) ⊆ Rs+1, depending on∆ and Γ only,






with a suitable constant N′(∆,Γ), which is again specified by the sets∆ andΓ.













with a suitable constantN′′ and an appropriate bounded Borel set∆′′. If ωΨ denotes a
state onB(H) which is induced by a vectorΨ ∈ E(∆0)H we can immediately adopt
the inequalities of [15, p. 640] to get
ωΨ(QK)26 ωΨ(QK ·QK)
























with ∆0 denoting the closure of∆0. Upon insertion into (6.5a), removal of the resulting
common factorωΨ(QK) on both sides and passing to the supremum with respect to all





∥∥[αx(L0),L0∗]E(∆0 + Γ)∥∥+‖E(∆0 + Γ)QKE(∆0 + Γ)‖,
(6.5c)
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where use is made of the fact that all the vectorsL0U(−y)Ψ belong to the subspace
E(∆0 + Γ)H for arbitraryy∈ Rs andΨ ∈ E(∆0)H. The preparatory estimate (6.4) is
now established by complete induction onn, where this natural number is defined in
dependence on the sets∆0 andΓ through the condition(∆0+Γn)∩V+ = /0 (cf. the proof
of Proposition2.6on page9).
Forn= 1 we have, according to the spectrum condition,E(∆0+Γ) = 0 so that (6.4)
is trivially fulfilled since its left-hand side vanishes. Now assume that the condition
(∆0 + Γn+1)∩V+ = /0 is valid, which, stated another way, means that the intersection
of (∆0 + Γ) + Γn with the complement ofV+ is empty. As∆0 + Γ is a bounded Borel
set we can apply the induction hypothesis forn, i. e. (6.4) with ∆0 replaced by∆0 + Γ,
to infer that there exists a bounded Borel set∆′′0 which satisfies
















from which to conclude the validity of (6.4) with suitable constantN′′ = N′′0 + 1 and
proper bounded Borel set∆′′ = ∆′′0∪
(
(∆0 + Γ)+ Γ−Γ
)
is an obvious task.
Now, having established (6.4), we can specialize it to∆0
.= ∆ and pass to the limit




and that, due to almost locality ofL0, the integral on the right-hand side can be extended
over all ofRs. As a result, in view of Definition2.8, one arrives at the desired inequality
(6.3), where the formulation chosen makes explicit its dependence on∆ andΓ.
The formula (6.3) just established is to be applied in the sequel to produce an es-
timate of the seminormq∆(L0) for operatorsL0 ∈ L0(Γ) with compact and convex
Γ⊆ {V+ in terms of the initial operator norm‖ . ‖ and of the normQ m( . ) introduced
in Definition6.1. In order to get a manageable result we specialize to the casem= 2s.
Lemma 6.4. Let ∆ be a bounded Borel set andΓ a compact and convex subset of the
complement ofV+. Then there exists a bounded Borel set∆′′(∆,Γ), depending on∆







holds with suitable coefficients depending on the spatial dimension s.
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Proof. We have to calculate the integral on the right-hand side of (6.3) and, to do so, it
is split into two parts according to|x| > R or |x| 6 R with an abitrary radiusR which
is held fixed for the moment. For large|x| we use the estimate (2.2a) for the integrand
and get in terms of the normQ 2s:∥∥E(∆′(∆,Γ))[αx(L0),L0∗]E(∆′(∆,Γ))∥∥
6
∥∥[αx(L0),L0∗]∥∥6 4‖L0‖‖L0− (L0)2−1|x|‖+2‖L0− (L0)2−1|x|‖2
6 4‖L0‖22s|x|−2sQ 2s(L0)+224s|x|−4sQ 2s(L0)
2
. (6.8a)












The integrand for small|x| is evaluated observing the spectral projections arising on the





∥∥E(∆′∪ (∆′−Γ))L0E(∆′∪ (∆′−Γ))∥∥2 +∥∥E(∆′∪ (∆′+ Γ))L0E(∆′∪ (∆′+ Γ))∥∥2
6 2
∥∥E(∆′′(∆,Γ))L0E(∆′′(∆,Γ))∥∥2 (6.9a)









(∆+Γ) into this definition being required at the very end of the present argumentation.








The integrals remaining in (6.8b) and (6.9b) are known from calculus (cf. [22, Sec-
tion 4.11]): ∫
|x|>R
dsx |x|−2s = ωs
∫ ∞
R
dr rs−1 r−2s = s−1 ωsR−s, (6.10a)∫
|x|>R
dsx |x|−4s = ωs
∫ ∞
R





dr rs−1 = s−1 ωsRs, (6.10c)
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with suitables-dependent factors. So far the value ofR has been left open. To get the
concise formula (6.7) we deliberately choose
R2s
.=
∥∥E(∆′′(∆,Γ))L0E(∆′′(∆,Γ))∥∥−2 Q 2s(L0), (6.12)






Inserting the square root of (6.12) into this estimate and carrying the result over to
(6.3), we finally arrive at (6.7), whereωs has been included in the definition of the
coefficients.
Note, that the above argument is independent of the occurrence ofQ 2s(L0) = 0 or∥∥E(∆′′(∆,Γ))L0E(∆′′(∆,Γ))∥∥= 0, for in this caseq∆(L0) = 0, so that (6.7) is trivially
fulfilled. This consequence is immediate from the norm property ofQ 2s. As to the
second of the above conditions, it turns out to be important that we have included
∆∪ (∆ + Γ) into the definition of∆′′(∆,Γ). Thence the named assumption implies∥∥E(∆ + Γ)L0E(∆)∥∥= ∥∥L0E(∆)∥∥= 0, andq∆(L0) = 0 is a result of Lemma2.11.
Our next aim is to single out a convex subset in the class of all particle weights
which turns out to be compact in a suitably chosen topology. To this end it will be as-
sumed from now on that the underlying quantum field theory satisfies the Fredenhagen–
Hertel Compactness Criterion, under the assumption of which the following result can
be established.
Proposition 6.5. In a quantum field theory which satisfies the Fredenhagen–Hertel
Compactness Condition the subsequent mapping, defined for bounded Borel subsets
∆ and compact, convex subsetsΓ ofRs+1,
SΓ∆ : L0(Γ)→B(H) L0 7→ SΓ∆ (L0)
.= L0E(∆),
sends balls inL0(Γ) of finite radius with respect to the norm||| . |||m, m∈ N, onto
precompact subsets ofB(H) in its uniform topology.
Proof. Let L m0,R(Γ) denote the closedR-ball, R> 0, inL0(Γ) with respect to||| . |||m. By
Definition 6.2, the condition|||L0|||m6 R, L0 ∈ L0(Γ), impliesQ m(L0) < R, stating a
property of uniform approximation. This means that, givenε > 0, there exists a radius
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r0, take e. g.r0
.= (2R/ε)−m/2, such that to anyL0∈L m0,R(Γ) we can find a local operator
(L0)r0 ∈ A(Or0) with
‖L0− (L0)r0‖< ε. (6.14a)
Again according to Definition6.2, one also has‖L0‖<R, so that the collection of local
operators just introduced belongs to the closed ball of radiusR+ε in A(Or0). Now, the
Fredenhagen–Hertel Compactness Condition ensues that there exists a finite number of
operatorsLk, k = 1,. . . ,N(ε), in this ball such that any(L0)r0 satisfies the condition∥∥E(∆ + Γ)((L0)r0−Lk)E(∆)∥∥< ε (6.14b)
for at least onek. Combining this with (6.14a), we see that for anyL0 ∈ L m0,R(Γ) there
exists a suitable operatorLk ∈ A(Or0) with∥∥E(∆ + Γ)(L0−Lk)E(∆)∥∥6 ‖L0− (L0)r0‖+∥∥E(∆ + Γ)((L0)r0−Lk)E(∆)∥∥< 2ε.
(6.14c)
It is an immediate consequence that finitely many elements fromL m0,R(Γ) can be selec-
ted, serving as centres of 4ε-balls which cover the set
E(∆ + Γ)L m0,R(Γ)E(∆) = L
m
0,R(Γ)E(∆).
By arbitrariness ofε, we have thus established precompactness of the mappingSΓ∆ in
the sense of the Proposition.
The results presented thus far have only laid down the groundwork for the topolo-
gical considerations concerning the set of particle weights proper. For the moment we
return here to the special continuity properties of the asymptotic functionals resulting
from the limiting procedure expounded in Chapter3. According to Proposition3.11in
connection with (2.20) of Lemma2.12, one has for anyL1,L2 ∈ L and anyA∈ A:∣∣σ(L1∗AL2)∣∣6 ‖h‖∞∥∥E(∆ + Γ1)AE(∆ + Γ2)∥∥q∆(L1)q∆(L2). (6.15)
Specializing now to operatorsA from the unit ball of a localC∗-algebra and to vacuum
annihilation operatorsL1 and L2 from the ||| . |||2s-unit balls of L0(Γ1) and L0(Γ2),
respectively, with compact and convexΓk, we infer from (6.15) by use of Lemma6.4
in connection with Definition6.2that there exist constantsC′(∆,Γ1) andC′(∆,Γ2) such
that∣∣σ(L1∗AL2)∣∣6 ‖h‖∞C′(∆,Γ1) C′(∆,Γ2) ·
·
∥∥E(∆ + Γ1)AE(∆ + Γ2)∥∥∥∥L1E(∆′′(∆,Γ1))∥∥1/2∥∥L2E(∆′′(∆,Γ2))∥∥1/2 (6.16)
with appropriate bounded Borel sets∆′′(∆,Γ1) and∆′′(∆,Γ1), depending on∆ and both
of the compact setsΓ1 andΓ2. An inequality of type (6.16) can likewise be imposed on
the corresponding sesquilinear form, which opens up the way to distinguish a certain
subclass in the spaceS of all sesquilinear forms onL×L.
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Definition 6.6. The setSb of all sesquilinear formsW( . | . ) onL×L which are char-
acterized by the existence of constantsC′(∆,Γ1), C′(∆,Γ2) andC′′ such that the follow-
ing condition (6.17) holds for any operatorA∈ A1(O) as well as forL1 ∈ L2s0,1(Γ1) and
L2 ∈ L2s0,1(Γ2) with compact and convexΓl is a subspace ofS:∣∣W(L1∣∣AL2)∣∣6C′′ C′(∆,Γ1) C′(∆,Γ2) ·
·
∥∥E(∆ + Γ1)AE(∆ + Γ2)∥∥∥∥L1E(∆′′(∆,Γ1))∥∥1/2∥∥L2E(∆′′(∆,Γ2))∥∥1/2. (6.17)
Its intersection with the positive coneW of all particle weights according to Defini-
tion 3.14is again a positive proper convex cone, denotedWb, which obviously com-
prises the particle weights induced by asymptotic functionals.
Due to (6.17), the spaceSb can be furnished with various seminorm topologies.
Definition 6.7. For any combination of bounded regionsO with compact and convex




W( . | . )
) .= sup{∣∣W(L1∣∣AL2)∣∣ : A∈ A1(O),L1 ∈ L2s0,1(Γ1),L2 ∈ L2s0,1(Γ2)}.
(6.18)
The convex subset ofWb, which is to be used from now on and will turn out to be
compact when furnished with a suitable topology, is introduced again in view of (6.17).
Definition 6.8. Wbc is the convex set of all particle weights inW
b which satisfy the
inequality∣∣W(L1∣∣AL2)∣∣6C′(∆,Γ1) C′(∆,Γ2) ·
·
∥∥E(∆ + Γ1)AE(∆ + Γ2)∥∥∥∥L1E(∆′′(∆,Γ1))∥∥1/2∥∥L2E(∆′′(∆,Γ2))∥∥1/2 (6.19)
for all bounded regionsO and all compact and convexΓ1 and Γ2. The difference
between this condition and (6.17) is that the onlyW-dependent constantC′′ has been
omitted.
Remark.According to (6.16), all particle weights arising from asymptotic functionals
with ‖h‖∞ 6 1 satisfy (6.19) and are thus contained inWbc .
Now, as a consequence of the Compactness Criterion of Fredenhagen and Hertel,
we know that there exist in each case finitely many operators inA1(O) as well as in






andE(∆+Γ1)A1(O)E(∆+Γ2). These operators can be used to span finite-dimensional
subspaces inL0(Γ1) andA(O)L0(Γ2). The corresponding space of sesquilinear forms
defined on these domains is again finite-dimensional, so that its unit ball with respect
to the relativeP OΓ1,Γ2-topology can be covered by a finite number ofε-balls ( note that
bounded sets in finite-dimensional vector spaces are relatively compact). The restric-
tion of any elementW of Wbc to the named subspaces ofL0(Γ1) andA(O)L0(Γ2) is
thus contained in one of these balls. This in turn means, that we can even select a fi-
nite number of elementsWk ∈Wbc , k = 1,. . . ,N(2ε), such that any element ofWbc is
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contained in a 2ε-ball around at least one of these chosen forms with respect to the
aforementioned relativeP OΓ1,Γ2-topology. But then it can be shown that the 3ε-balls
with respect to theP OΓ1,Γ2-topology proper indeed cover all ofW
b
c . To see this, letWK
be the element pertaining toW ∈Wbc and letLl ∈ L2s0,1(Γl ), l = 1,2, andA∈ A1(O) be
arbitrary. Then there exist operatorsLδl ∈ L2s0,1(Γl ) andAδ ∈ A1(O) which satisfy∥∥(Ll −Lδl )E(∆′′(∆,Γl ))∥∥< δ, (6.20a)∥∥E(∆ + Γ1)(A−Aδ)E(∆ + Γ2)∥∥< δ. (6.20b)
Now, making use of condition (6.19) on elements ofWbc in connection with (6.20) as




Since we are free to chooseδ appropriately small in dependence on a givenε > 0, this
final relation shows, upon taking the supremum with respect to the operators appearing





< 3ε in accordance with our statement.
As in Chapter4 we want to pass at this point to countable families{On}n∈N and
{Γl}l∈N of bounded regions in space-time and of compact and convex subsets of{V+.
By Definition 6.7any triple taken from these sequences defines a seminorm onSb. I
this waySb can be topologized with a sequence{Pm}m∈N of seminorms and thereby
becomes a locally convex (Hausdorff) space. This space is metrizable according to [44,
Chapter Four, § 18, 2.(2)] and its topology can moreover be derived from the increasing
sequence of seminorms
R k(W) .= max
16m6k
Pm(W), W ∈ Sb, k∈ N. (6.22)
This countable system can then be used to define an (F)-norm [44, p. 163] onSb which









, W ∈ Sb, (6.23)
and generates a translation-invariant metric [44, Chapter Four, § 18, 2.(3)]. Givenε> 0



























A consequence of the preceding paragraph in combination with the definition (6.22)
is the fact thatWbc can be covered by a finite number of balls with a given arbitrarily
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small radius with respect to theR k-topologies. It is then an immediate conclusion from
the definitions involved that the sesquilinear functionals arising as limits with respect
to ||| . |||F of sequences inWbc are again elements ofWbc . This convex subset thus turns
out to be closed. Since it has been seen above to be precompact, it is indeed compact
in the||| . |||F -topology.
Proposition 6.9. The convex setWbc in the class of all particle weights is compact with
respect to the metric derived from the (F)-norm||| . |||F .
The above work has laid the foundation for an application of Choquet’s Theorem [1,
Corollary I.4.9] which tells us that any particle weight〈 . | . 〉 in the metrizable compact
convex setWbc can be represented by a positive and normalized measure vanishing off
its extreme boundary∂eWbc :
〈 . | . 〉=
∫
∂eWbc
dυ(ζ) 〈 . | . 〉ζ. (6.25)
The above result represents the present status of the Choquet approach to a dis-
integration theory for particle weights. The problem to be tackled at this point is the
open question of how a base can be fitted into the coneWb which is completely con-
tained inWbc . This would allow for a disintegration of a particle weight on this base in
terms of extremal points, defining extremal rays of the coneWb and representing pure
particle weights. On this foundation a complete theory in parallel to that developed
for states on aC∗-algebraA in [11, Sections 4.1 and 4.2] still awaits its completion.
The advantage of this approach in comparison to the spatial disintegration presented
in Chapter4 is that, apart from the somewhat intricate topological considerations, it is
more direct and the resulting pure particle weights are no longer subject to the restrict-
ive Definition4.1. On the other hand, the mathematical problems concerning convex
sets in infinite-dimensional spaces are far from being trivial. Therefore, a lot of work
remains to be done until eventually the particle content of a quantum field theory is
seen to be encoded in the geometrical structure (the set of extreme rays) of a positive
cone of particle weights.
Chapter 7
Summary and Outlook
The present work is based on the general point of view that the concept of ‘particles’ is
asymptotic in nature and simultaneously has to be founded by making appropriate use
of the notion of locality. This reflects our conviction that the long-standing problem
of ‘asymptotic completeness’ of quantum field theory, i. e., the question if a quantum
field theoretic model can be interpreted completely in terms of particles, has to be
tackled by the aid of further restrictions on the general structure, which essentially are
of a local character. The question is, what the local structure of a theory should be in
order that it governs scattering processes in such a way that asymptotically the physical
states appear to clot in terms of certain entities named particles. The compactness and
nuclearity conditions discussed in [18] and the references therein are examples of this
kind of approach. We do not claim that they already give a complete answer, but believe
that they indicate the right direction.
In this thesis we have constructed asymptotic functionals on a certain algebra of
detectors giving rise to particle weights which can be interpreted as mixtures of parti-
cle states. A disintegration theory has been developed for restricted particle weights by
means of a highly technical procedure in Chapter4. This constitutes the basis for the
definition of mass and spin even in the case of charged states [17]. We are convinced
that the technicalities involved can be dissolved by future research. In this connection
the analysis of concrete models may be helpful. Such investigations are already under
way. They concern the Schwinger model [30] and an application of our formalism to
quantum electrodynamics [27]. It is expected that some insight may be gained with
respect to the open questions mentioned in the various chapters. E. g., the convergence
problem in connection with Theorem3.10can perhaps be solved with additional in-
formation at hand, and the direct integral decomposition of Chapter4 might get more
manageable, unfolding the connection between the intrinsic energy-momenta pertain-
ing to the irreducible representations and the geometrical energy-momenta (velocities)
that stem from the asymptotic functionals.
So far we have consideredsingleparticle weights. Another field of future research
is the inspection of coincidence arrangements of detectors as in [3]. I this respect, too,
the analysis of concrete models is helpful.
As indicated by Chapter5 and in view of the partial results presented in Chapter6
phase space restrictions seem to be a key ingredient in the general analysis, in particular
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of the Choquet approach to disintegration. This theory is still in its initial stage. But,
difficult as the mathematical problems concerning convex sets in infinite-dimensional
spaces are, it deserves further efforts. Presumably, both the spatial disintegration and
the Choquet decomposition will eventually turn out to be essentially equivalent, re-
vealing relations similar to those encountered in the disintegration theory of states on
C∗-algebras [11, Chapter 4]. Further studies have to disclose the geometrical structure
of the positive cone of particle weights, as the particle content of a theory seems to be
encoded in this kind of information.
Appendix A
Concepts of Differentiability
Various notions of differentiability have to be used in this work and some of them take
on a somewhat unusual shape. So it seems right to collect in this appendix a number
of definitions and propositions, both to assign a precise meaning to the concepts proper
and to their consequences as well as to fix the notation.
A.1 Differentiation in Locally Convex Spaces
Definition A.1. Let X be a (real or complex) normed space and letV be a locally
convex space over the same field whose topology is defined by the family
{
qλ : λ ∈ L
}
of seminorms which separate the points ofV. Suppose further that we are given an
open subsetG of X.
(a) A mappingF : G→ V is called differentiable at the pointx ∈ G if there exists
a continuous linear mappingT : X → V such that for any vectorh in a certain0-
neighbourhoodU⊆ X the incrementF(x+h)−F(x) allows for the linearized approx-
imation
F(x+h)−F(x) = Th+R[F,x](h), (A.1a)








for any seminormqλ, λ ∈ L. The linear operatorT occurring in (A.1a) is signified as
DF(x) and called the derivative ofF at x.
(b) The mappingF : G→V is called differentiable if it is differentiable at anyx ∈G.
(c) The differentiable mappingF : G→V is called continuously differentiable if the
mappingG3 x 7→DF(x)h∈V, which exists by assumption, is continuous with respect
to the locally convex topology ofV for any givenh ∈ X.
Remark.The definition of the continuous linear operatorDF(x) requires uniqueness
of the correspondingT in (A.1a), but this is easily established. Assume the existence of
another0-neighbourhoodU′, a continuous linear operatorT ′ : X→V and a mapping
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R′[F,x] : U′→V which, upon insertion into (A.1a), represent the incrementF(x+h)−
F(x) such thatR′[F,x] fulfills a condition analogous to (A.1b). Then
Th−T ′h = R′[F,x](h)−R[F,x](h), h ∈ U∩U′.
Let y ∈ X, y 6= 0, be arbitrary but fixed, then forα ∈ C \ {0} small enough we infer
















where the right-hand side vanishes in the limitα→ 0 for any seminormqλ, according








, valid also fory = 0, and as a consequence
Ty = T ′y for anyy ∈ X since the seminormsqλ separate the points inV.
An immediate consequence of the presumed continuity of the linear operatorsDF(x),
entering as derivatives the representation (A.1a) of the increment ofF at x, is the fact
that differentiability implies continuity.
Corollary A.2. Let X be a normed space and letV be a locally convex space. If the
mapping F: G→ V, G ⊆ X open, is differentiable at the pointx ∈ G then it is also
continuous inx.
The methods used in the standard theory of differentiable functions yield the follow-
ing propositions when applied to the concept laid open in DefinitionA.1, the main
modification being the occurrence of seminormsqλ onV in (A.1b).
Proposition A.3 (Product Rule for Derivatives). LetX be a normed space andG an
open subset ofX.
(i) Suppose thatV is a locally convex space and that the mappings F: G→ V and
f : G→K, K the scalar field of bothX andV, are differentiable atx ∈G. Then their
product f F is differentiable at this point, too, and the derivative atx is given by
D( f F)(x)h = D f (x)hF(x)+ f (x)DF(x)h, h ∈ X.
(ii) LetY be a normed algebra and assume that the mappings F: G→Y and G: G→
Y are differentiable atx ∈G. Then their product FG is differentiable atx, too, and the
derivative is
D(FG)(x)h = DF(x)hG(x)+F(x)DG(x)h, h ∈ X.
Proposition A.4 (Chain Rule for Derivatives). Let X and Y be normed spaces and
let V be a locally convex space. Assume further that the mapping G: G1 → Y is
differentiable atx ∈ G1 and that the mapping F: G2→ V is differentiable at G(x),
whereG1 andG2 are open subsets ofX andY, respectively, and G(G1) ⊆ G2. Then
the composition of F and G: F◦G : G1→ V, exists and is differentiable atx with a
derivative connected to those of F and G through
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The fundamental Mean Value Theorem which has to be formulated in the setting
of Definition A.1 is based on the following two lemmas. Their proof as well as that of
the theorem proper is an adaptation of the reasoning to be found in [37, Kapitel XX,
Abschnitt 175].
Lemma A.5. Let F : [a,b] → V be a continuous mapping on the compact interval
[a,b] ⊆ R to the locally convex spaceV and suppose that it is differentiable on the
interior of this set withDF(x) = 0 for any x∈ ]a,b[. Then F is constant on[a,b].
Proof. Let s andt be arbitrary distinct points in]a,b[. We shall assumes< t and want
to show thatF(s) = F(t). Defineu .= 2−1(t−s) and consider one of the seminormsqλ



















Depending on the actual situation we define an interval]s1, t1[⊆ [a,b], choosings1
.= s,
t1
.= u in case (A.2a) ands1
.= u, t1




















The same procedure can then be applied to the interval]s1, t1[, to the resulting interval
]s2, t2[ and so on. In this way a sequence of intervals]sn, tn[ is constructed, which is
decreasing with respect to the inclusion relation:]sn+1, tn+1[⊆ ]sn, tn[. Furthermore











There exists exactly one pointu0 ∈ ]a,b[ belonging to all intervals of this sequence
and by assumptionDF(u0) = 0, so that forh in a small 0-neighbourhoodU ⊆ R the
increment ofF atu0 is represented by
F(u0 +h)−F(u0) = hR(h) (A.5a)
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so that, by arbitrariness ofε andqλ together with the separation property of the semi-
norms, we see thatF(t) = F(s) = v0 ∈ V. This relation holds for anys, t ∈ ]a,b[
and extends by the supposed continuity ofF to all of [a,b], establishingF ≡ v0 as
stated.
Lemma A.6. Let F : [a,b] → V be a continuous mapping on the compact interval
[a,b]⊆R to the locally convex spaceV and define G: [a,b]→V, V the completion of




dϑ F(ϑ), x∈ [a,b].
Then the mapping G is differentiable for any x0 ∈]a,b[ and the action of the derivative
DG(x0) as a linear operator onR is given by
DG(x0)h = hF(x0), h∈ R. (A.6)
Proof. By [26, II.6.2] G is a well-definedV-valued mapping on the compact interval












) .= ρ(h). (A.7a)




is continuous on the compact intervalIh
of integration for any of the defining seminormsqλ of V, and, according to [26, II.6.2



















where the right-hand side vanishes in the limith→ 0. Thus (A.7a) corresponds to the
representation (A.1a) of Definition A.1 in terms of the incrementG(x0 + h)−G(x0)
with a residual termρ(h) satisfying (A.1b). This proves differentiability ofG on ]a,b[
along with relation (A.6).
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Theorem A.7 (Mean Value Theorem).Let X be a normed space andV be a locally
convex space. Let furthermore F: G→V, G⊆X open, be a continuously differentiable
mapping (in the sense of DefinitionA.1) and considerx0 ∈G andh ∈ X small enough




dϑ DF(x0 + ϑh)h. (A.8)
Proof. Given x0 ∈ G andh ∈ X as above we define two mappingsF1 andF2 on the
compact interval[0,1] to V respectivelyV through
s 7→ F1(s)





dϑ DF(x0 + ϑh)h. (A.9b)
From LemmaA.6 and PropositionA.4 we infer DF2(s) = DF(x0 + sh)h = DF1(s)
for anys∈ ]0,1[. This implies, according to LemmaA.5, that the mappingF1−F2 is
constant on the interval[0,1] (Note, thatF1 as well asF2 are continuous.). Hence
F(x0) = F1(0)−F2(0) = F1(1)−F2(1) = F(x0 +h)−
∫ 1
0
dϑ DF(x0 + ϑh)h,
which is just equation (A.8) re-written.
A.2 Differentiation on Analytic Manifolds
Being of a local nature, the concept of differentiability set out in DefinitionA.1 can be
generalized toV-valued mappings on analytic manifolds in the following way.
Definition A.8. Let M be a (real or complex) analytic manifold of dimensiond and let
V be a locally convex space over the same field. Let furthermore(U,φ) denote a local
chart onM, which means thatφ(U)⊆Kd,K= R orK= C.
(a) The mappingF : U→ V is called differentiable (with respect toφ) at m0 ∈ U if









(b) F : U→V is called (continuously) differentiable ifF ◦φ−1 is (continuously) dif-
ferentiable in the sense of DefinitionA.1.
(c) The mappingF : M→ V is called (continuously) differentiable if to anym0 ∈
M there exists a local chart(U,φ) containingm0 such thatF  U is (continuously)
differentiable with respect toφ.
(d) Let {ei : i = 1,. . . ,d} be the canonical orthonormal basis ofKd. ThenF : U→V
is said to have continuous partial derivatives if there existd continuous mappingsF iφ :
U→V, such that the increment ofF in directionei at anym0 = φ−1(t0) ∈U allows for
the representation
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for any seminormqλ, λ ∈ L.
(e) Higher derivatives of the mappingF : U→ V are defined recursively in terms of
partial derivatives of the mappingsF iφ, i = 1,. . . ,d, and, if they happen to exist, are
denotedFκφ for multi-indicesκ
.= (k1, . . . ,kd) ∈ Nd0 in an obvious fashion (for giveni
let Fκiφ
.= F iφ where all entries inκi apart fromki = 1 vanish). F : U→ V is called
N-fold (or infinitely often) continuously differentiable if the mappingsFκφ exist and
are continuous for any|κ| .=
∑
i ki 6 N (or |κ| < ∞). These concepts apply equally to
mappingsF defined on all ofM.
Remark.If F is differentiable atm0 ∈ U with respect to the local chart(U,φ) it is also
differentiable with respect to any other local chart(V,ψ) containingm0, and according









denotes the first derivative (Jacobi matrix) of the analytic function
φ◦ψ−1 : ψ(U∩V)→ φ(U∩V).
Strictly speaking, the definition of and notation for higher derivatives of a mapping
F : U→V is justified only after the following two results are established.
Proposition A.9. F : U→V is continuously differentiable if and only if it has continu-
ous partial derivatives in all directionsei , i = 1,. . . ,d.
Proof. (i) If F is continuously differentiable the mappings
U 3m0 7→ F iφ(m0)
.= DφF(m0)ei (A.12)
are continuous for anyi; furthermore (A.10a) and (A.10b) correspond for eachi exactly
to (A.1a) and (A.1b) of Definition A.1 settingh = hei , so that the first part of the
statement is almost trivial.
(ii) Let all the partial derivatives ofF exist as continuous mappingsF iφ : U→V, then,
for small h =
∑
i hi ei ∈ Kd, we have through an application of the Mean Value The-
ormA.7 for anym0 = φ−1(t0) ∈ U
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Due to continuity of the mappingsF iφ, the second term on the right-hand side multiplied


















































where the last expression of the above inequality is seen to vanish in the limith→ 0 by
assumption. Thus (A.13) in connection with (A.14) establishes continuous differenti-




















i, j ∈ {1, . . . ,d} of the mapping F: U→ V exist and are continuous onU. Then they
coincide:
F i jφ (m0) = F
ji
φ (m0), m0 ∈ U.
Proof. For m0 = φ−1(t0) ∈ U and sufficiently smallh,k ∈ K consider the following
expression which involves two increments ofF ◦φ−1:
F ◦φ−1(t0 +hej +kei)−F ◦φ−1(t0 +hej)−F ◦φ−1(t0 +kei)+F ◦φ−1(t0).
By assumption on the existence and continuity of the mixed derivatives we can ap-
ply the Mean Value TheoremA.7 twice to the above expression: One can consider the
increments with respect toei and apply the Mean Value Theorem to them first and after-
wards to the resulting integrand which takes on the form of an increment with respect
to ej , or one carries out the same procedure with the rôles ofei andej interchanged.





dϑ′ F i jφ ◦φ







dϑ′ F jiφ ◦φ
−1(t0 + ϑhej + ϑ′ kei),
for anyh,k∈K\{0}. Specializing to sequences{hn}n∈N and{kn}n∈N in this set which
converge to 0, it is a consequence of Lebesgue’s Dominated Convergence Theorem
(cf. [26, II.5.6 and II.6.2]) that forn→ ∞ the left-hand side converges toF i jφ (m0)
whereas the right-hand side approachesF jiφ (m0) in the locally convex topology ofV.
Since this topology separates the elements ofV, we conclude that these limits coincide
and get the assertion by arbitrariness ofm0 ∈ U.
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A.3 Differentiation on Automorphism Lie Groups
The concepts developed thus far can now be applied to the case where the underlying
analytic manifold is a (real or complex) Lie groupG acting via a strongly continuous
group of automorphisms
{
αg : g ∈ G
}
⊆ AutB on theC∗-algebraB. These auto-
morphismsαg, when applied to a given elementB∈B, define aB-valued mapping on
G, for which statements can be proved that go beyond the above results. In doing so we
shall be concerned with the canonical coordinates(U0,φ0) of the first kind around the
neutral element of G where = φ−10 (0) (cf. [55, Section 2.10]). Note also, that, for
giveng∈ G, the left and right translationslg andrg on G as well as their composition
ig = lg ◦ rg−1 are analytic diffeomorphisms, so that their application to(U0,φ0) yields
local charts aroundg and, respectively (cf. [55, Section 2.1]).
Proposition A.11. LetG be a d-dimensional real or complex Lie group and letB be a
C∗-algebra. For given B∈B define the mapping
ΞB : G→B g 7→ ΞB(g)
.= αg(B).
(i) ΞB is continuously differentiable onG if and only if it is differentiable at ∈ G.
(ii) If ΞB is differentiable at ∈ G, thenΞαg′ (B) is differentiable for any g
′ ∈ G and the
mapping
G×U 3 (g′,g) 7→DφΞαg′ (B)(g)h
is jointly continuous in g′ and g for any local chart(U,φ) around g and anyh ∈Kd.
Proof. (i) To prove the non-trivial part, suppose thatg∈ G is arbitrary but fixed. Then
(gU0,φg), φg
.= φ0◦ lg−1, is a local chart aroundg with φ−1g = lg◦φ−10 . According to the
definition ofΞB we have
ΞB◦φ−1g = ΞB◦ lg◦φ−10 = αg◦ΞB◦φ
−1
0
and, since the automorphisms are norm-preserving, the assumed differentiability of the
mappingΞB◦φ−10 at 0 carries over toΞB◦φ−1g which by DefinitionA.8 means thatΞB
















where the matrix elements ofMφ(g) .=
(
φg ◦φ−1
)′(φ(g)) are analytic ing∈ U. Since
the automorphisms are norm-preserving and act stongly continuous onB, it is evident
that application of the above operator to any vectorh∈Kd yields a continuous mapping
onKd to B, thus establishing continuous differentiability ofΞB onG as stated.
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(ii) Let g′ ∈ G be arbitrary and consider the local chart(U0g′,ψg′), ψg′
.= φ0 ◦ rg′−1,










so that the assumed differentiablity ofΞB at and thus, according to the first part, atg′
with respect to the local chart(U0g′,ψg′) implies differentiability ofΞαg′ (B) at. By an
application of (A.15) we have
Dφ0Ξαg′ (B)() = Dψg′ΞB(g
′) = αg′ ◦Dφ0ΞB()◦N(g′), (A.16)
where the matrix elements ofN(g′) .=
(
φg ◦ψ−1g′
)′(0) are analytic ing′. This in turn
can, again by use of (A.15), be generalized to anyg∈ G lying in the local chart(U,φ):
DφΞαg′ (B)(g) = αg◦Dφ0Ξαg′ (B)()◦M
φ(g) = αgg′ ◦Dφ0ΞB()◦N(g′)◦Mφ(g),
(A.17)
an expression which is obviously continuous in both variablesg′ andg when applied to
an arbitrary elementh of Kd.
Remark.Note, that in the case of differentiability ofΞB the mappingg 7→ DφΞB(g)
need not be continuous in the operator-norm topology of the Banach space of linear
operators onKd to B, since the automorphism group
{
αg : g ∈ G
}
⊆ AutB is only
supposed to be strongly continuous.
Consider those operatorsB∈B for which the mappingΞB is continuously differ-
entiable onG. According to PropositionA.11 this is equivalent to differentiability at
with respect to the canonical coordinates(U0,φ0). Therefore one can define mappings
δi corresponding to the partial derivatives ofΞB at (cf. (A.12)) by
δi(B) .= Dφ0ΞB()ei , i = 1,. . . ,d.
SinceΞB depends linearly onB, it is easily seen that
δi(B1 +B2) = δi(B1)+ δi(B2), (A.18a)
δi(λB1) = λδi(B1), (A.18b)
for anyλ ∈K andB1, B2 in B subject to PropositionA.11. Moreover,ΞB1B2 = ΞB1ΞB2,
so that PropositionA.3 yields
δi(B1B2) = δi(B1)B2 +B1 δi(B2). (A.18c)
Equations (A.18a) through (A.18c) show that the mappingsδi act as derivations of the
C∗-algebraB (cf. [24, Chapter III.9] and [48, Section 8.6]). Their domains are certain
subalgebras which are invariant under transformations from the automorphism group{
αg : g∈ G
}
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Let ιM denote theM-tuple (i1, . . . , iM) with integer entries 16 i l 6 d, then the
corresponding products of derivationsδιM .= δiM . . .δi1 act as linear operators on certain
subspaces ofB which are again invariant with respect to
{
αg : g ∈ G
}
, possibly the
trivial space{0} (note, that in general the derivations will not commute). Making use
of the concepts of differentiability introduced above together with the fact that left
and right translations act as analytic diffeomorphisms on the groupG, it is a matter of
elementary considerations to establish the following connection between productsδιM
















Here the real or complex functionsCφκ,ιM andD
φ0
ιM ,κ are analytic on the respective charts
(U,φ) and(U0,φ0), containingg and respectively. Implicit in (A.20a) and (A.20b) is
the perception that the mappingΞB is N-fold (or infinitely often) continuously differ-
entiable if and only if the operatorB belongs to the domain of allδιM for M 6 N (or
anyM < ∞).
We formulate these results in the following definition and subsequent proposition.
Definition A.12. Let δi , i = 1,. . . ,d, denote the partial derivations pertaining to the
mappingsG 3 g 7→ ΞB(g) = αg(B) ∈B for certainB∈B via
δi(B) .= Dφ0ΞB()ei . (A.21)
For givenN ∈ N the domain of arbitraryN-fold productsδιN of these derivations is
an invariant subspace ofB with respect to the automorphism group
{
αg : g∈ G
}
and




(N)(B) in turn are called infinitely often differentiable with
respect to
{
αg : g∈ G
}
. Accordingly, the resulting operatorsδιN(B) are designated as
the derivatives ofB∈B, if this element happens to lie in their domain.
Proposition A.13. For given B∈B the mapping
ΞB : G→B g 7→ ΞB(g)
.= αg(B)
is N-fold or infinitely often continuously differentiable if and only if the operator B
belongs toD(N)(B) respectivelyD(∞)(B).
A.4 Differentiable Linear Mappings
In this section a special notion of differentiability for linear mappings on a locally
convex spaceV is introduced, which is motivated by the following result that is valid
under the assumption of continuity.
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Proposition A.14. LetX be a (real or complex) normed space,G⊆X open, and letV
andW be locally convex spaces over the same fieldK
.= R or K .= C with topologies
defined by the families
{




q′µ : µ∈ M
}
of seminorms separating the
points ofV andW, respectively. If F: G→V is differentiable at the pointx ∈G and
Ψ : V→W is a continuous linear mapping then the composition
Ψ◦F : G→W
is differentiable atx, too, and its derivative is given by
D(Ψ◦F)(x) = Ψ◦DF(x). (A.22)
If F is differentiable on all ofG the same holds true forΨ ◦F and (A.22) is valid for
anyx ∈G.
Proof. By assumption onF (relations (A.1a) and (A.1b)) in connection with linearity
of Ψ, the increment ofΨ◦F at x allows for the representation













for any seminormqλ, λ ∈ L. But, due to continuity ofΨ, there exist to any seminorm
q′µ on W a finite number of seminormsqλi on V, i = 1,. . . ,N, and a positive constant

























This is just the formulation of (A.1b) for Ψ ◦F and thus proves, according to (A.23),
differentiability of this mapping atx together with (A.22). The remainder of the asser-
tion is a trivial consequence.
The above results can easily be generalized toV-valued mappings on an analytic man-
ifold M.
Corollary A.15. Let M be a (real or complex) analytic manifold of dimension d and
let V andW be locally convex spaces over the same field. If F: U→V is differentiable
at the point m0 ∈ U, (U,φ) a local chart onM, andΨ : V→W is a continuous linear
mapping then
Ψ◦F : U→W
is differentiable at m0, and its derivative is given by
Dφ(Ψ◦F)(m0) = Ψ◦DφF(m0). (A.24)
Accordingly,Ψ◦F is differentiable on all ofM in case that F is.
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PropositionA.14 motivates the following definition which does no longer depend
on the assumption of continuity.
Definition A.16. (a) Let X be a normed space andF a family of differentiable map-
pings onX with values in a locally convex spaceV. A linear mappingΨ on V to
the locally convex spaceW is calledF-differentiable if and only ifΨ ◦F : X→W is
differentiable onX for anyF ∈ F with
D(Ψ◦F)(x) = Ψ◦DF(x), x ∈ X.
(b) Let M be an analytic manifold and letV, W andΨ be as above. Assume further-
more thatF is a family of differentiableV-valued mappings onM. ThenΨ is called
F-differentiable if and only ifΨ◦F : M→W is differentiable onM for anyF ∈ F and
Dφ(Ψ◦F)(m0) = Ψ◦DφF(m0)
for any chart(U,φ) around the arbitrary elementm0 ∈M.
Appendix B
A Lemma on Norm-Separable
C∗-Algebras
The following result is an adaptation of [43, Lemma 14.1.17] to our needs.
Lemma B.1. LetA be a unital C∗-subalgebra ofB(H), where the Hilbert spaceH is
separable. There exists a norm-separable C∗-algebraA0, containing the unit element





n∈N be a dense sequence of non-zero vectors inH and letM
.= A′′ de-
note the von Neumann algebra generated byA. According to von Neumann’s Density
Theorem,M coincides with the strong closureA− of the algebraA, which by assump-
tion acts non-degenerately onH (cf. [24, Section I.3.4], [11, Corollary 2.4.15]).
First we assume the existence of a separating vector forM, which is thus cyclic for
M′ [24, Section I.1.4]. Then any normal functional onM is of the formωψ,ψ′ M with
ψ,ψ′ ∈H [54, Theorem V.3.15]. Choose operatorsA j,k ∈ A1 satisfying
ωφ j ,φk(A j,k)> ‖ωφ j ,φk M‖−2
−1, (B.1)
which is possible due to Kaplansky’s Density Theorem [48, Theorem 2.3.3]. LetA0
denote the norm-separableC∗-algebra generated by the unit element1 together with
all the operatorsA j,k, j,k ∈ N, and select a normal functionalωξ,θ on M with the
properties‖ωξ,θ  A0‖ = 0 and‖ωξ,θ M‖ > 0. Without loss of generality we can
assume‖ωξ,θ M‖= 1. To anyε> 0 there exist vectorsφ j ,φk from the dense sequence
in H rendering‖φ j −ξ‖ and‖φk−θ‖ small enough so that
‖(ωξ,θ−ωφ j ,φk) M‖< ε. (B.2)
Making use of (B.1) we then get the estimate
ε> ‖(ωξ,θ−ωφ j ,φk) M‖> ‖(ωξ,θ−ωφ j ,φk)(A j,k)‖
= ‖ωφ j ,φk(A j,k)‖> ‖ωφ j ,φk M‖−2
−1,
which in connection with (B.2) implies
‖ωξ,θ M‖6 ‖(ωξ,θ−ωφ j ,φk) M‖+‖ωφ j ,φk M‖< 2ε +2
−1.
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By arbitraryness ofε we infer ‖ωξ,θ M‖ 6 2−1 in contradiction to the assumption
that ωξ,θ M be normalized. Thus,ωξ,θ  A0 = 0 implies ωξ,θ M = 0, i. e. any
normal functional onM annihilatingA0 annihilatesM as well. Now, since theC∗-
algebraA0 acts non-degenerately onH, von Neumann’s Density Theorem tells us that
its strong andσ-weak closures coincide withA0′′ = A0−, and this in turn is equal to
the von Neumann algebraM; for the existence of an elementA ∈M not contained
in A0
−
would, by the Hahn-Banach-Theorem, imply aσ-weakly continuous (normal)
functional that vanishes onA0 but not onA ∈M \A0− in contradiction to the above
result.
Now suppose that there does not exist a separating vector for the von Neumann




















(A) of operators on the separable Hilbert space
H which is weakly dense inM: A− = M. We infer that there exists a norm-separable
C∗-subalgebraA0 of A including its unit1 .= (1)n∈N, which is strongly dense inA.
Now, ι .=
⊕∞
n=1 ι is a faithful representation ofA on H and its inverseι−1 : A→ A
is a faithful representation ofA on H which is continuous with respect to the strong





is a norm-separableC∗-subalgebra of
A, containing the unit element1 and lying strongly dense inA.
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Theseus beseitigte auch bei Eleusis den Kerkyon, der die Passanten zum Ringkampf
veranlaßte und den, der unterlag, umbrachte. Sodann tötete er auch den Prokrustes,
wie er hieß, der am sogenannten Korydallos in Attika hauste. Der nötigte die vor-
überziehenden Wanderer, sich auf ein Bett niederzulegen und war einer zu lang, dann
schlug er ihm die herausragenden Körperteile ab; denen aber, die kleiner waren, zog er
die Füße in die Länge, weshalb er den Namen Prokrustes erhielt.
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