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For a two-dimensional, homogeneous, Gaussian random field X(t) and compact, convex 
S CR2 we show that as u -+a the set A, = (t E S : X(t) a ;A) possesses, with probability 
approaching one, components that are approximately convex. Furthermore, the function X is 
also approximateiy concave over A,. One of the main aims of the paper is, at the cost of losing 
some detail, to simplify the analytic complexity of previous resuhs about high Ievel excursions of 
Gaussian fields by judicious use of concepts from integral and d:.fferential geometry. 
1, Introduction 
The structure of a homogeneous Gaussian field X(t), t = IV, above high levels 
has been studied in several papers by Lindgren [6] and Nosko [S, 91, both of whom 
obtained results describing the behaviour of X in the neighbourhoocl of a 
maximum. In all cases the results are detailed, but complex, as indeed are the 
corresponding proofs, which involve conditional (ergodic) distributions, the mo- 
ments of the number of maxima of X above a level, and involved study of the 
cotariance function of X. In this paper we shall develop in a slightly different 
fashion one of the main points of Adler and Masofer [l], i.e. that by a judicious use of 
integral and differential geometry it is possible, at least for two-dimensional fie!ds, 
to obtain substantial information about the structure of such fields while at the 
same time keeping the mathematics comparatively simple. 
Let S be an arbitrary compact subset of W2. Then in essence what we shall show is 
that as the level h tends to infinity the proportion of the level curve {t e S : X(t) = 
u} which has positive curvature tends to unity, as does the proportion of the 
excursion set {f E S : X(t) 3 u} over which the function X is concave. The exact 
formulation of these results, as well as a discussion of their topological significlance, 
appears in the following section. 
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2. The redts 
Let X(r) be a real valued two-dimensional random field, and write X,(t) Xij(t) 
for its first and second order partial derivatives ax/at, and a’X/atiat,, i, j = 1,2. We 
shall assume from now on that for any compact subset S of R* and any real number 
u the following two conditions are satisfield with probability one. 
(A) The sample functions of X have continuous partial derivatives of up to 
second order, with finite variance, in S. 
(B) There are no points t E S at which X(t)- u = X,(t) = X2(t) = 0. 
Suficient conditions for (A) and (B) to hold can be found in Belyaev [2]. In the 
case of a. homogeneous 6aussian field (B) will be automatically satisfied as long as 
(A) is true and the joint distribution of X and its first and second order partial 
derivatives is non-degenerate. 
We are interested in studying the level curves of X, i.e. sets of the form 
CH = {# E s : X(t) = u}. For points t lying on the level curve we can, in view of (B), 
define the curvature function of the curve by 
K(t) = 
- (X22X11 - 2x,x*x** + x:x2*) 
(x: + XS)” l 
When the curvature at a point to on the level curve is positive, then in some 
neighbourhood of to the tangent line to the level curve does not contain any points 
cf the excursion set A, = {t E S : X(t)3 u). More important, however, is the 
following fact, which can Ibe found, for example, in Spivak [II]. 
Suppose the set C, coniains a closed curve. Then from (A) and (B) this curve will 
be “clos&” and “simple”’ in the sense of [ll]. Cjuppose furthermore that at evev 
p&t on this curve the curve has positive curvature. Then the curve is convex, in the 
sense that it always lies on one side of its tangent lines. Furthermore, if within the 
region it bounds there are no points at which X(t) < u, then this region is convex, in 
the usual sense. 
One of the aims of this paper is to show that as the level 24 tends to infinity an 
increasing proportion of the curves in CU are convex. It then follows from the above 
result that if S itself is convex the individual components of A, tend in a certain 
sense to convex sets as cc -+a. En particular, we have the following result: 
Tlteorem 1. Let X(t) be a two-dimensional homogeneous zero -mean Gaussian field 
satisfying (A) and assume the joint distribution of X and its first and second order 
pa&al derivatives i non-degenerate. Let L, denote the total length of aE1 the curves in 
CL9 and LZ the length of those segments which have positive curvature. Then 
&}+l as u+m. (2 1) . 
f of this result will be given in Sectiosl3. Our second area of interest lies in 
the form of the function X itself over the excursion set A,. Define a matrix D(t) by 
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X,(t) X2(t) 
W) = (X,,(I) 1 l 
Then it is well known that X(t) is concave over any convex set in R2 if D(r) is 
negative definite over the set. Thus, if we could show that the proportion of A, over 
which D(t) is negative definite (written D -C 0) vends to unity as II --+m it would 
follow that X(t) is in general concave over most of A, for large u. In particular, we 
have: 
Theorem 2. Let X satisfy the conditions of Theorem 1. Let MU denote the tebesgue 
measure of .4,,, and ML the Lebesgue measure of the set {t E S : X(t) 2 u, D(t) i 0). 
Then 
E{M;)/E(M,}* 1 as u -+a. (2.2) 
Before we turn to proving the above theorems we make two remarks. Firstly, 
although both theorems are stated for Gaussian fields their prtiofs are not as :teavily 
tied to the Gaussian situation as are those of the previously noted results of 
Lindgren and Nosko. Indeed, they can be expected to hold for any process for 
which the conclusions of Lemma 1 of the following section are true. Secondly, it 
seems unlikely that the results can be easily extended to higher dimensions. 
Although the concept of curvature exists for higher dimensions, its definition 
cannot be given in a simple analytic form as in the two-dimensional case anti 
probabilistic investigation seems prohibitively complex. 
We commence with a lemma stated without proof. A proof can be found in 
Ha;ofer [5]. Theorems 1 and 2 are then simple consequences of this lemma. 
!!C,ennma 1. Ler X(t) be a two-dimensional homogeneous zero-mean Gaussian field 
satisfying (A). Then 
P{D(t) < 0 1 X(t)= u}+I as u+P 
We are now in a position to commence proving Theorem 1. Firstly note that 
neither an orthogonal transformation of the field coordinates nor a change of scale 
of the ti or of X will affect the trEth of the theorem. It is easy to see that there 
always exists ar. orthogonal transformation of the field coordinates which will make 
X1 and Xz uncorrelated, and that by changes of scale we can make the variances of 
X, Xl, X2, equal to unity. We shaI1 assume then, without any loss of generality, that 
such a transformation and changes of scale have been curried out. Note also that if 
we restrict X to any line in the plane, then after this transformation the variances of 
both the restricted process and its (directional) derivative are also unity. 
Let 4(x, y, z) be the joint density of the variables X(t), 
W) = [X(09 XzV)J, Z(t) = [X,*(r), x,,(t), X*2@)]* 
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Then we calI write 
where each +i !s a normal density (see [S] or [6]). 
The second point to note: that from the homogeneity of X there is no loss of 
generality involved if we prove. the theorems for the special case when S is a disc of 
radius one qantred on the origin. This substantially simplifies later computation. 
We can now proceed to obtain expressions for E{L,} and E{Lz} in this special 
case. We firstly note that any straight line in the plane can be determined by its 
“normal coordinates” (p, 6). The equation ‘of the line will then be 
trcos8+tzsin8-p ==O. 
For a given line with normal coordinates (p, 0) let N,(p, 0) denote the number of 
crossings of the level u by the one-dimensional process obtained by restricting X(t) 
to the intersection of the given line and the unit disc. Similarly, let N&, 13) denote 
the number of these points at which the expression on the right hand side of (1.1) is 
positive. Then, by a well known result of integral geometry (see, for example, 
Santa@ [lo, p. 131, Blaschke [3, p. 461, it follows that 
Lu (p, S)dedp, (3 2.l . 
while a similar relationship exists between Lt and NL@, 6). It is a simple matter to 
verify that any line with normal parameters (JI, e), 0 c p G 1, has a section of length 
2(1- p2)ln contained in the unit disc, so that taking expectations of both sides of 
(3.2) and applying [4, (10.3.1)] we obtain 
E{Lu}=f (1 -p’p(2/n)exp( - u*J2)dp 
I 
= n exp ( -!. ~~12). (3 3) . 
.I 
The interchanging of the lljttegral and the expectation can be justified from Fubini’s 
Theorem. (Note that when u := 
i 
0 we can obtain (3.3) as a special case of [7, 
Theorem I].) 
We now turn to compu/.ing E{L$ Note that by (1.1) Lz must be greater than 
L ?, the total length of t$ose segments of CU on -which II(t) < 0. Then using a 
similar argument o that !msed in [4] to derive equation (10.3.11) there, it easily 
foHows from a corresponc/ing version of (3.2) for LID and (3.1) that 
E(LJ,.)*E(L~)s.~exp(- , u2/2)P{ID(Q -C 0 ’ X(t) = u.) I . 
Combining this with (3.3) and %,emma 1 establishes Theorem I.. 
l 
Cl 
Theorem 2 is even easier to establish. We no longer need even assume that S is 
the unit disc, nor that any pa.rticular correlation structure holds. Relation (3.1) will, 
of course, atways be satisfied* Define two new zero-one random fields as follows: 
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1 if X(t) > U. 
7ju(t)" {O otherwise, 
v;(t) = I 1 if X(t) 3 u, iV(t) < 0, 0 otherwise. 
Then clearly 
M, = 
I 
q,,(t)& M, = 
s \ 
q ,(t)dt. 
S 
Thus 
E{M,} = A(S)P{X(t) a u}, 
E{M,} = A(S)P{X(t) 2 u, D(t) (: 0}, 
where A(S) denotes the Lebesgue measure of S. Then 
E{M,}fE{M,,} = [P{X(t)a u}]-’ lxau Wdx[ 43@ I xw 
D<O 
using the notation of (3.1). If tie now let u +m, apply Lemma P and bounded 
convergence, we obtain (2.2). 
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