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NETWORK DESIGN WITH PROBABILISTIC CAPACITIES
ALPER ATAMTU¨RK AND AVINASH BHARDWAJ
Abstract. We consider a network design problem with random arc capacities
and give a formulation with a probabilistic capacity constraint on each cut of
the network. To handle the exponentially-many probabilistic constraints a sep-
aration procedure that solves a nonlinear minimum cut problem is introduced.
For the case with independent arc capacities, we exploit the supermodularity
of the set function defining the constraints and generate cutting planes based
on the supermodular covering knapsack polytope. For the general correlated
case, we give a reformulation of the constraints that allows to uncover and
utilize the submodularity of a related function. The computational results
indicate that exploiting the underlying submodularity and supermodularity
arising with the probabilistic constraints provides significant advantages over
the classical approaches.
Keywords. Probabilistic constraints, submodularity, supermodularity, poly-
matroids, correlation.
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1 Introduction
Designing networks with random components often necessitates building costly ex-
tra capacity to satisfy a desired service level. Examples include communication
networks, air and ground traffic networks, supply-chain networks. Uncertainties in
network capacities may be caused by a variety of natural or artificial factors. In the
context of air or ground transportation network infrastructure, the capacity uncer-
tainties are typically due to weather conditions and traffic along with other factors
[22]. Similar capacity uncertainties arise in the design and operation of communi-
cation network infrastructure, power grid, and related applications [23, 29, 32, 46].
It is of significant interest to policy makers and other stakeholders to understand
the trade-off between the network design cost and the service level to assess the
value of additional capacity investments. To this end, we give an optimal network
design model with probabilistic capacity constraints and propose effective solution
methods that exploit the underlying combinatorial properties.
Let N(V,A) be a network with vertices V and arcs A with m = |A|. Given random
arc capacities ξa, a ∈ A, we are interested in the problem of selecting a minimum-
cost subset of the arcs to satisfy the demand on the network with a high probability.
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2 ALPER ATAMTU¨RK AND AVINASH BHARDWAJ
Without loss of generality, we may assume that there is a single source s and a single
sink t with demand d, as one can collate sources and sinks into a single node each
respectively via arcs with deterministic bounds. Let ha be the fixed “design” cost
of arc a ∈ A for inclusion in the selected sub-network.
Since the maximum flow on the network is limited by the capacity of a minimum
cut, we need to ensure sufficient capacity on each cut of the network. The problem
is modeled as finding a minimum-cost subset of the arcs so that all cuts of the
network jointly have sufficient capacity to meet the demand with probability at
least 1− , where 0 <  ≤ 0.5. Letting xa be 1 if arc a is selected, 0 otherwise, the
probabilistic network design problem is formulated as:
(PND) min
x∈{0,1}m
h ′x : Pr
(∑
a∈C
ξaxa ≥ d, ∀C ∈ C
)
≥ 1− , (1)
where C denotes the set of all s − t cuts in the network N(V,A). The constraint
set with joint probabilistic constraints across all the cuts of the network is non-
convex and not well-understood even for the continuous relaxation of the problem
[39, 42]. Therefore, for efficient computational methods, one often resorts to convex
approximations of the joint probabilistic constraints [1, 38].
In this paper, we study an approximate model with a disjoint probabilistic capacity
constraint for each cut of the network. That is, we look for a minimum cost subset
of the arcs so that each cut of the selected sub-network satisfies the demand with
probability at least 1− :
(DPND) min
x∈{0,1}m
h ′x : Pr
(∑
a∈C
ξaxa ≥ d
)
≥ 1− , ∀C ∈ C, (2)
where C denotes the set of all s− t cuts in the network N(V,A).
If ξ is normally distributed with mean µ and covariance Σ, problem (2) is equiva-
lently stated with conic quadratic constraints:
(CQND) min
x∈{0,1}m
h ′x : µ′Cx− Ω ‖ Σ1/2C x ‖≥ d, ∀ C ∈ C, (3)
where Ω = φ−1(1 − ) and φ is the standard normal c.d.f., µC is an m-vector of
mean capacities for the arcs in cut C, and zero otherwise, and ΣC is an m ×m-
matrix of covariances for the arcs in C and zero otherwise. The term Ω ‖ Σ1/2 x ‖
is used to build sufficient slack into the constraint to accommodate the variability
of ξ around its mean µ. Problem (3) is NP-hard as the the deterministic network
design problem with Ω = 0 is NP-hard. We use σij to denote the (ij)th coefficient
of the covariance matrix Σ and σ2i for the ith variance (σii).
If the distribution of ξ is unknown, conservative robust versions can be modeled as
(3) by using appropriate choices of Ω. For example, if ξi’s are known only through
their first two moments, then inequalities in (3) with Ω =
√
(1− )/ imply the
probabilistic constraints in (2) [17, 27]. Alternatively, if ξi’s are independent and
symmetric with support [ui−σi, ui+σi], then inequalities in (3) with Ω =
√
ln(1/)
and diagonal Σ = D, where Dii = σ
2
i , imply the probabilistic constraints in (2)
[15, 16]. Hence, under different assumptions on ξ, one arrives at different instances
of the model (3) with conic quadratic constraints (Ω ≥ 0).
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Contributions. There are two main challenges in solving (CQND). The first
one is that the formulation has an exponentially-many conic quadratic constraints
— one for each cut of the network. We use a separation approach to generate
only a small subset of the conic quadratic inequalities. Finding a violated conic
quadratic constraint (3) is modeled as a minimum cut problem with a concave
objective, which includes the NP-hard max-cut problem as a special case. We
give alternative formulations and compare them for the independent and correlated
cases. The second challenge is that there is often a large gap between the optimal
objective and its convex relaxation. In order to strengthen the convex relaxations,
we derive strong cutting planes that make use of submodularity. In particular,
we show that when the capacities are independent, under a mild assumption, the
feasible set of (CQND) is the intersection of monotone supermodular covering
knapsacks. For the general correlated case, we give a reformulation to uncover the
combinatorial structure of another set function for the underlying constraints. This
reformulation allows us to make use of submodularity even if the original constraint
function is not submodular. The proposed reformulation is independent from the
network structure and, therefore, it can be useful for other combinatorial problems
with a risk objective or constraint with correlated random variables.
Literature review. By now there is large body of literature on the polyhedral investi-
gations of deterministic capacitated network design [e.g., 3, 4, 7, 8, 12, 18, 34, 35, 45].
While the capacity uncertainty is largely studied in the context of survivable net-
work design that can stand any single link failure [e.g., 13, 14, 19, 28, 40, 44], the
treatment of the variability in the capacities is limited. Link capacity variability is
well documented in transportation networks. Chen et al. [21] study the capacity
reliability of a road network, that is, the probability that a network can support
a given demand at a given service level when the link capacities are uncertain.
Lo and Tung [33] formulate a probabilistic user equilibrium model for maximizing
the network flow capacity while accounting for the effects of travel time reliabil-
ity due to degradable links in terms of predetermined link performance function
(proxy for capacity distributions). We refer the reader to Chen et al. [22] for a
survey on the stochastic transportation network design problem. In the context
of communication networks, Claßen et al. [23] study a broadband wireless network
which uses microwave links to deliver data, where the channel conditions account
for uncertainty in link capacities. Yang and Wen [46] consider the transmission
expansion problem in a power network for handling uncertainties corresponding to
future plant locations in terms of generation expansion and load growth. Fortz
and Poss [26] study the commodity packing problem on a network with uncertain
capacities and linearize the probabilistic linear constraint (3) when ξa’s are inde-
pendent and ξa ∼ N (µa, λµa) ∀ a ∈ A, i.e., constant coefficient of variation. Song
et al. [43] give a scenario-based approach to multi-row probabilistic constraints on
binary variables. We do not address joint probabilistic constraints or multiple com-
modities here. Cutting planes for general conic quadratic mixed 0-1 programs are
given in [9, 20, 30, 31].
Example. We end this section with a motivating example that highlights the value
of model (CQND) in constructing a trade-off curve of service level versus design
cost. To do so we construct networks with varying service levels and design costs;
and with simulations compute the observed service levels. The data for the sample
six-node network is presented in Table 8 of Appendix A.1.
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First using reformulation (CQND) we construct minimum cost networks for six
service levels: 50%, 70%, 80%, 97.5%, 99%, 99.9% . The 50% service level is the
nominal case corresponding to the deterministic network design with Ω = 0. The
network configurations obtained for 50%, 80% and 97.5% service levels are shown
in Figure 1. Note that the networks are not nested, that is, the arcs used for lower
service levels are not necessarily included in the networks with higher service levels.
The complete set of network configurations for all service levels are displayed in
Appendix A.2.
Next for each network configuration, we generate 10,000 samples from the cor-
responding arc capacity distributions. For each network sample we check whether
that network satisfies the demand, i.e., whether the minimum cut capacity is greater
than or equal to the demand to compute the simulated service level. The results of
this simulation are summarized in Table 1. The frequency distributions shown in
Appendix A.3 indicate that they are skewed and non-normal for all network con-
figurations. Nevertheless, the simulated service levels are reasonably close to the
model service levels and increase monotonically with 1− .
Table 1. Simulation results.
1−  cost minimum cut simulated
min mean max service level
50% 100% 121.9 222.1 274.6 39.81%
70% 104% 124.0 238.4 293.2 70.44%
80% 127% 154.0 249.2 306.5 82.68%
97.5% 135% 195.2 301.4 356.4 99.68%
99% 177% 209.6 303.6 360.2 99.85%
99.9% 186% 209.6 313.4 368.5 99.96%
Figure 2 shows the trade-off between the cost of the network design and the service
level. The red curve is for the predicted model service level, whereas the blue curve
is for the simulated service level. As expected, the cost of the design increases with
the service level, at steeper rates for higher service levels. The trade-off curve is
not convex as the network configuration changes in discrete steps.
The remainder of this paper is organized as follows: In Section 2 we give reformu-
lations and strong valid inequalities for the independent and correlated capacities,
separately. In Section 3 we discuss the separation problem for the capacity con-
straints for each case and compare alternative formulations. In Section 4 we present
1 2
s t
3 4
(a) service level 50%
1 2
s t
3 4
(b) service level 80%
1 2
s t
3 4
(c) service level 97.5%
Figure 1. Minimum cost networks corresponding to different service levels.
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Figure 2. Network cost versus service level, model versus simulated.
computational experiments on testing the effectiveness of the valid inequalities in
solving the probabilistic network design problem.
2 Strengthening the formulation
In this section we describe how to strengthen the convex relaxation of model
(CQND). We consider each constraint in (3) separately and, for simplicity of
notation, drop the subscript C. The case with independent arc capacities warrants
special consideration as it leads to a specific combinatorial structure. Therefore,
we discuss the cases of independent capacities and correlated capacities separately
in Sections 2.1 and 2.2.
2.1 Independent arc capacities
When the arc capacities of the network are independent, the covariance matrix Σ
reduces to a diagonal matrix D of variances; that is, Dii = σ
2
i . Then, as x
2
i = xi
for binary x, each constraint in (3) reduces to
f(x) = µ′x− Ω
√
D x ≥ d.
Given a finite ground set A, a set function g : 2A → R is supermodular if its
difference function
ρi(S) := g(S ∪ i)− g(S) for S ⊆ N \ i
is non-decreasing on N \ i; that is, ρi(S) ≤ ρi(T ), ∀S ⊆ T ⊆ N \ i and i ∈ N [41].
If f is supermodular, then −f is submodular and vice-versa.
In a recent paper, Atamtu¨rk and Bhardwaj [6] study the polyhedral structure of
the supermodular covering knapsack set
Kg := {x ∈ {0, 1}n : g(x) ≥ d}
for a non-decreasing supermodular set function g. They give strong valid inequal-
ities, referred to as the pack inequalities and the extended pack inequalities. Let
P ⊆ N be a maximal set satisfying g(P ) < d. For such a P it is easy to see that
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the corresponding pack inequality
x(N \P ) ≥ 1 (4)
is valid. Extended pack inequalities generalize (4) through sequential lifting.
It is easy to check that f(x) = µ′x − Ω√D x is supermodular on {0, 1}A [e.g. 2].
Moreover, it is reasonable to assume that the network capacity increases with the
addition of new arcs. In particular, f is non-decreasing if
(CV) µa ≥ Ωσa for all a ∈ A.
For the majority of the paper we will assume that (CV) holds. In order to strengthen
the continuous relaxation of (CQND)for the independent case, we utilize the ex-
tended pack inequalities of Atamtu¨rk and Bhardwaj [6] for Kf . The computational
effectiveness of the pack inequalities and their extensions for the probabilistic net-
work design problem is detailed in Section 4. In Section 4.4, we show that the
results can be applied and are useful even if assumption (CV) does not hold for all
arcs.
Unfortunately supermodularity is lost once correlations are introduced to the co-
variance matrix Σ. In the following section we show how to exploit additional
combinatorial structure when taking into account the correlations among the arc
capacities.
2.2 Correlated arc capacities
For a non-diagonal covariance matrix Σ, the probabilistic cut capacity function
f(x) = µ′x− Ω
√
x′Σ x
is not supermodular and the pack inequalities and their extensions that are valid
for the diagonal case are no longer applicable. Nevertheless, we show below that
under assumption (CV), we can utilize submodularity of a related function instead
of the supermodularity of the original cut capacity function.
First, observe that, since Ω ≥ 0, f(x) ≥ d implies µ′x ≥ d. Then, for x : µ′x ≥ d,
we have
f(x) ≥ d ⇐⇒ Ω2x′Σx ≤ (µ′x− d)2.
Therefore, for x : µ′x ≥ d, instead of the original conic quadratic constraint f(x) ≥
d, we may use the equivalent quadratic constraint
q(x) := Ω2x′Σx− (µ′x− d)2 ≤ 0, (5)
which allows one to exploit submodularity. The function q is the difference of two
convex functions; it is neither convex, not concave. However, as shown below, q is
submodular under assumption (CV).
Proposition 1. [37] Let p : {0, 1}n → R be the quadratic function
p(x) := x′Q x,
where Q is a symmetric matrix. p is submodular if Qij ≤ 0, 1 ≤ i < j ≤ n.
Proposition 2. If (CV) holds, then the set function q(x) = Ω2x′Σx− (µ′x− d)2
is submodular.
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Proof. Note that by observing xi = x
2
i for binary x, q(x) can be written as
q(x) =
n∑
i=1
αixi + 2
n∑
i=1
n∑
j>i
βijxixj − d2, (6)
where αi = Ω
2σ2i + 2µid − µ2i and βij = Ω2σij − µiµj . As σij ≤ σiσj and by
assumption (CV), we have
βij = Ω
2σij − µiµj ≤ Ω2σiσj − µiµj ≤ 0.
Then from Proposition 1 it follows that q is submodular. 
Submodular pack [6] and cover [11] inequalities and their extensions have been used
to strengthen the continuous relaxations of submodular knapsack sets when the
underlying set function is monotone. Unfortunately, q is neither non-increasing nor
non-decreasing and, therefore, these inequalities are not applicable. Instead, here
we will consider linear underestimates from the extended polymatroid associated
with submodular q.
Definition 1. For a submodular set function g : {0, 1}A → R, the polyhedron
EPg :=
{
v ∈ RA : v(S) ≤ g(S), S ⊆ A}
is called the extended polymatroid associated with g.
Theorem 3. [25] For a submodular function g with g(∅) = 0, each vertex of the
extended polymatroid EPg is given by
vpij = g(S
pi
j )− g(Spij−1)
for a permutation pi of A, where Spij denotes the set consisting of the first j elements
of the permutation pi.
Let Vg be the set of all extreme points of EPg and consider the discrete epigraph
of the set function g
Bg :=
{
(x, z) ∈ {0, 1}A × R : g(x) ≤ z} .
It follows from polarity that any inequality
v′x ≤ z, v ∈ EPg
is valid for Bg [e.g. 10]. Moreover, inequalities v
′x ≤ z, v ∈ EPg are sufficient to
define conv(Bg) [25]. Therefore, the discrete lower level set of g for a fixed value of
z can be stated as follows.
Proposition 4. For v ∈ Vg and fixed γ ∈ R, let Kv := {x ∈ {0, 1}n : v′x ≤ γ}.
Then
Kg := {x ∈ {0, 1}n : g(x) ≤ γ} =
⋂
v∈Vg
Kv.
Proposition 4 allows us to linearize the submodular capacity constraint (5) using
inequalities from the vertices of the extended polymatroid EPq. Although the
number of such inequalities is factorial in |A|, we can use a separation algorithm to
generate violated ones on the fly. Given a point x¯, we solve
max{x¯′v : v ∈ Vq}
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exactly to find the strongest polymatroid knapsack inequality v′x ≤ γ using the
greedy algorithm of Edmonds [25]. Note that each Kv is a 0− 1 knapsack set, for
which a large class of valid inequalities are known. To strengthen the formulation
further, we generate cover inequalities for Kv and lift them using the superadditive
lifting functions [5]. As an additional step, we aggregate multiple polymatroid
knapsack inequalities and generate cover inequalities for the aggregated knapsack
set and lift them in the same way. We present our computational analysis of the
aforementioned approach in Section 4.
3 Separation
As (CQND) contains exponentially many probabilistic capacity constraints, we
utilize a cut generation algorithm to add only a small number of such constraints
that are necessary. We let the initial relaxation of the problem to be the nominal
version using only the mean capacities by ignoring the uncertainties in the capacity.
This relaxation can be solved as a standard network design problem. Then we
iteratively add violated probabilistic capacity constraints until no such violated
inequality exists.
In order to find violated constraints for a given solution x¯ to a relaxation of the
problem, one needs to utilize a separation approach; that is, to find a cut C of the
network for which the corresponding probabilistic capacity constraint is violated:
µ′C x¯C − Ω
√
x¯′CΣC x¯C < d. (7)
We now formalize the separation problem for the probabilistic capacity constraints.
Let diag(x¯) be the diagonalization of the vector x¯ and µx¯ = diag(x¯)µ and Σx¯ =
diag(x¯)Σdiag(x¯). Further, let the binary variable zij be 1 if arc (ij) ∈ A is in the
chosen cut and 0 otherwise; and wi be 1 if node i is on the source (s) side and 0
if it is on the sink (t) side. Then, a cut C achieving the smallest left-hand-side for
inequality (7) can be found by solving the following nonlinear min-cut problem:
min Θ(z) = µ′x¯z− Ω
√
z′Σx¯z
s.t. wi − wj ≤ zij , (ij) ∈ A (8)
wi ≥ zij , (ij) ∈ A (9)
(SEP) wj ≤ 1− zij , (ij) ∈ A (10)
ws = 1 (11)
wt = 0 (12)
wi, wj ≥ 0, (ij) ∈ A (13)
zij ∈ {0, 1}, (ij) ∈ A. (14)
Note that Θ(z) is a concave function as Ω ≥ 0 and Σx¯ is positive semidefinite.
Constraints (8)–(10) ensure that only the arcs from the source (s) set to the sink
(t) set are included in the chosen cut. Notice that for the usual (deterministic)
min-cut problem with Ω = 0, as the objective is nonnegative, inequality (8) is
sufficient. However, one needs constraints (9) and (10) to ensure the correctness of
the formulation with Ω > 0. Observe that (SEP) is NP-hard, since for µ = 0 and
diagonal Σ it reduces to the max-cut problem.
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In order to have an effective method for solving (CQND), it is imperative to
be able generate violated probabilistic capacity inequalities fast. In the following
subsections we discuss solving the separation problem (SEP) for the independent
capacities and correlated capacities separately as the correlations change the struc-
ture of the separation problem significantly.
3.1 Independent arc capacities
When the arc capacities are independent, the covariance matrix is diagonal; there-
fore, the separation problem reduces to
min Θ(z) = µ′x¯z− Ω
√∑
a∈A
σ2ax¯
2
a za
(SEP-D)
s.t. (8)− (14).
In this case the objective function Θ is convex, moreover, a non-decreasing su-
permodular function. Nevertheless, minimizing the set function Θ over binaries is
NP-hard [2]. Nemhauser et al. [37] show that any supermodular function mini-
mization problem can be formulated using linear inequalities:
minw s.t.
w ≥ Θ(S)−
∑
i∈S
ρi(A \ i)(1− zi) +
∑
i∈N \S
ρi(S)zi, ∀S ⊆ A (15)
w ≥ Θ(S)−
∑
i∈S
ρi(S \ i)(1− zi) +
∑
i∈N \S
ρi(∅)zi, ∀S ⊆ A (16)
However, the linear mixed 0–1 formulation with inequalities (15)–(16) is computa-
tionally ineffective as its convex relaxation is usually weak [2].
Alternatively, (SEP-D) can be formulated as a quadratically-constrained mixed
0–1 optimization problem by bringing the nonlinear term in the objective into the
constraints and squaring it:
min Θ(z, t) = µ′x¯z− Ωt
(SEP-QCQP) s.t. t2 ≤
∑
a∈A
σ2ax¯
2
a za (17)
(8) − (14).
Note that (17) is a convex constraint with only single quadratic term and can
be readily handled by commercial solvers. Table 2 shows a comparison of the
solution of the two formulations with CPLEX version 12.6 on a 2.93GHz Pentium
Linux workstation with 8GB main memory. Each row shows the average number
of branch-and-bound nodes till optimality and the time to the first feasible solution
and the time to proving optimality (in seconds) for five instances with varying
network sizes and Ω. Observe that (SEP-QCQP) is solved to optimality much
faster than the linearization of (SEP-D) with (15)–(16). For all most all instances
it requires no branching at all. Furthermore, in all cases feasible solutions are found
much earlier. Therefore, we use formulation (SEP-QCQP) for the independent
case in the computational experiments presented in Section 4.
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Table 2. Separation formulations: independent case.
nodes arcs Ω
SEP-D with ineqs. (15)–(16) SEP-QCQP
nodes feasible optimal nodes feasible optimal
50 1225
1 15 0.4 0.9 0 0.1 0.4
3 18 0.8 1.1 0 0.2 0.4
5 21 0.8 1.5 0 0.2 0.4
70 2415
1 12 1.8 3.2 0 0.9 1.4
3 17 2.9 4.4 0 0.6 1.4
5 30 5.1 6.4 0 0.9 1.4
100 4950
1 14 9.1 16.9 0 2.7 5.3
3 25 12.9 20.3 0 2.9 5.6
5 41 18.4 26.6 0 2.4 5.6
avg 21.4 5.8 9.0 0 1.2 2.4
stdev 9.3 6.4 9.7 0 1.1 2.3
3.2 Correlated arc capacities
For the general case with correlated arc capacities, as the covariance matrix is not
diagonal, the objective of the separation problem is no longer supermodular nor
can it be formulated as (SEP-QCQP) due to the bilinear terms. To overcome the
difficulty, we present two approaches. The first one is the usual McCormick lin-
earization of the bilinear terms, whereas the second one is a two-step approach that
allows one to convert the separation problem into one with a quadratic constraint
on binary variables.
McCormick linearization
The classical approach of McCormick [36] to solving non-convex quadratic opti-
mization problems is to linearize the bilinear terms using additional variables and
constraints. In particular, a bilinear term z = x1x2 is re-formulated with the Mc-
Cormick inequalities:
z ≥ max (x1 + x2 − 1, 0), z ≤ min (x1, x2). (18)
Now consider the objective function of the separation problem (SEP):
Θ(z) = µ′x¯z− Ω
√
z′Σx¯z = µ′x¯z− Ω
√∑
i
(σix¯i)2z2i + 2
∑
i
∑
j>i
σij x¯ix¯jzizj . (19)
Introducing a new variable yij for each distinct pair {i, j}, we formulate the sepa-
ration problem as
min Θ(z,y, t) = µ′x¯z− Ωt
s.t. t2 ≤
∑
i
(σix¯i)
2zi + 2
∑
i
∑
j>i
σij x¯ix¯jyij (20)
(SEP-MC) zi + zj ≤ yij + 1, i, j ∈ A (21)
yij ≤ zi, i, j ∈ A (22)
yij ≤ zj , i, j ∈ A (23)
zi ∈ {0, 1}, i ∈ A (24)
(8) − (14).
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Observe that while (19) is a concave function in z, (20) is a convex constraint
with a single quadratic term, and, thus, (SEP-MC) can be readily solved by conic
quadratic MIP solvers. Also note that constraints (21)–(24) implicitly restrict yij
to be binary. However, a challenge with this McCormick linearization is that it
often yields a weak relaxation of the original formulation. Moreover, the large
number (quadratic in |A|) of auxiliary variables and constraints introduced for the
linearization makes it difficult to scale up the dimension of the problem.
A quadratic reformulation
In this section we give an alternative reformulation of the separation problem that
does not require a large number of auxiliary variables. In particular, we reformulate
the separation problem with correlations using a quadratic set function as in Section
2.2.
Note that for a given x¯, the cut corresponding to a feasible solution z to (SEP) is
satisfied if and only if
µ′x¯z− Ω
√
z′Σx¯z ≥ d. (25)
Assuming µ′¯xz ≥ d, this is equivalent to(
µ′x¯z− d
)2 ≥ Ω2z′Σx¯z. (26)
Observe that it is easy to satisfy the condition µ′¯xz ≥ d as it corresponds to solving
a standard min-cut problem. Therefore, in the first stage, we ensure that x¯ satisfies
that standard (linear) cut capacity constraints µ′x ≥ d and then, in the second
stage, we look for a violated probabilistic capacity constraint by solving
minimize µ′x¯z
(SEP-BQC) s.t. (µ′x¯z− d)2 ≤ Ω2 · z′Σx¯z−  (27)
(8)− (14)
for a sufficiently small  > 0. Note that any feasible solution to (SEP-BQC) corre-
sponds to a violated probabilistic cut constraint. As (27) is a quadratic constraint
on binary variables, it can be readily solved by commercial MIP solvers. Observe
that (SEP-BQC) is a much smaller formulation than (SEP-MC).
In the following, we compare the computational performance for three solution
approaches:
(1) (SEP-MC) with full McCormick linearization
(2) (SEP-BQC) with partial McCormick linearization of only the non-convex
right-hand-side of constraint (27).
(3) (SEP-BQC) with no linearization.
Each row of Table 3 shows the average for five randomly generated instances with
varying network size and Ω. We compare the number of nodes explored in the
search tree and the time (in seconds) to the first feasible solution and optimality.
It is evident from the computations displayed in Table 3 that (SEP-BQC) reformu-
lation leads to a much better computational performance compared to the partial
or full McCormick linearizations. As the separation problem is called many times
during the solution of the probabilistic network design problem, shorter separation
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Table 3. Separation formulations: correlated case.
nodes arcs Ω
Full McCormick Partial McCormick SEP-BQC
nodes feasible optimal nodes feasible optimal nodes feasible optimal
1 2 1.4 3.6 5 1.1 5 0 0 0.2
20 105 3 0 1.8 4.3 14 3.1 10.9 0 0.1 0.2
5 2 1.7 4.2 31 4.4 12.7 1 0.1 0.2
1 11 42.1 54.6 32 22.9 61.2 5 0.2 0.6
30 231 3 17 51.7 95.2 366 54.5 88.6 4 0.6 0.6
5 20 61.6 122.1 1093 36.6 190 3 1.0 5.4
1 36 65.2 676.7 39 188.9 283 1 4.3 5.3
40 432 3 51 66.7 816.3 150 446.3 498 2 2.0 9.8
5 25 72.8 736.5 291 447.1 628 5 3.9 11.2
avg 18.2 40.6 279.3 224.6 133.9 197.6 2.3 1.0 3.7
stdev 17.1 30.5 352.1 351 186.5 229.1 2.0 1.5 4.4
times can make a significant impact on the overall solution times. Therefore, we
use formulation (SEP-BQC) for the separation for the correlated case.
4 Computations
In this section we present our computational experiments for solving the network de-
sign problem with probabilistic capacities. We compare the impact of the strength-
ening methods discussed in Section 2 in the computational performance. We utilize
the solution approaches for the separation problems discussed in Section 3. For
the computational experiments we use the MIP solver of CPLEX version 12.6 that
solves conic quadratic relaxations at the nodes of the branch-and-bound tree. CPLEX
heuristics are turned off, and a single thread is used. The MIP search strategy is
set to the traditional branch-and-bound method as it is not possible to add users
cuts in CPLEX with the dynamic search strategy. Since the solution approaches are
significantly different for the independent and correlated cases, we address them
separately. For the case of independent capacities the time limit and the memory
limit are set to 1800 secs. and 500 MB, respectively, whereas for the harder corre-
lated case, the limits are 3600 secs. and 1 GB. The experiments are performed on
a 2.93GHz Pentium Linux workstation with 8GB main memory.
4.1 Data generation
We report the results of the computational experiments for varying number of nodes
(n) and arcs (a), values of Ω, and demand. For each combination, five random
networks are generated with mean arc capacities drawn from uniform [0, 100] and
σi from uniform [0, µi/Ω]. The demand d = β · φ, where φ is the maximum flow
possible through the network for the given value of Ω. So that the networks are
not completely dense, we set the probability of having an arc between two nodes as
1/
√
n, while ensuring the connectedness of the network. In the case of correlated
capacities, for each problem instance, the covariance matrix is generated using
MATLAB moler matrix library which generates random symmetric positive definite
matrices. The eigenvalues of each generated covariance matrix are then translated
by half the spectral radius to reduce the condition number. The mean arc capacities
in the correlated case are generated from uniform [Ωσi, 2 Ωσi]. In Section 4.4, we
drop the assumption (CV) on the coefficient of variation and the mean capacities
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are generated from uniform [0, 2 Ωσi]. The data set is available for download at
http://ieor.berkeley.edu/∼atamturk/data/conic.network.design .
4.2 Independent arc capacities
In Table 4 we compare the root relaxation gap (rgap), the numbers of cuts generated
(cuts), the number of nodes explored (nodes), the CPU time in seconds (time) and
the number of instances solved to optimality (#) with four cut generation options.
The rgap is computed as (zr − zo)/zo, where zr denotes the objective value at the
root node and zo denotes the optimal objective value. If none of the algorithms
solve a given instance to optimality within the computation limits, then zo is the
objective value of the best found solution across all algorithms. Furthermore, if
an algorithm is unable to solve all of the five instances, we provide the end gap
(egap), which is computed as (ze − zo)/zo, where ze is the best objective value
found with the algorithm. Each entry in the table presents the average for five
instances, except for the #[egap] column, where the egap is the average for the
unsolved instances.
The columns under the heading ‘conic cuts’ show the performance with the CPLEX
barrier algorithm when the conic quadratic constraints (3) added to the formula-
tion through the separation routine. We compare it with two linearizations: the
first one is the CPLEX outer approximation, where CPLEX automatically gener-
ates gradients cuts and solves linear programs iteratively instead of conic quadratic
programs with a barrier algorithm; whereas the second one is our implementation
of the gradient cuts. Both linearizations perform better than using the barrier al-
gorithm. CPLEX generates additional cutting planes to these linear formulations
to improve the relaxations. Note that our implementation of the gradient cuts is
more aggressive and generates significantly more cuts and reduces the root gaps
and the number of nodes substantially; however, it is not as efficient as the native
CPLEX implementation and takes longer time. Therefore, for the rest of the com-
putations, we use the CPLEX outer approximation. The last set of columns under
the heading ‘extended packs’ show the performance with the addition of extended
pack inequalities [6]. The use of extended pack cuts strengthens the formulations
substantially by reducing the average root gap to 12% and leads to much shorter
solution times.
4.3 Correlated arc capacities
In Table 5 we compare the performance with conic cuts, CPLEX outer aproxima-
tion as well as with adding the extended polymatroid cuts, and the aggregated lifted
cover cuts to the formulations. As in the independent case, solving iterative linear
programs via CPLEX outer approximation is substantially faster compared to solv-
ing conic the quadratic programs with a barrier algorithm in the search tree. The
user cuts are generated throughout the search tree using the respective separation
algorithms on top of the CPLEX outer approximation. Table 5 clearly shows the
positive impact of strengthening the formulations with the extended polymatroid
cuts and the aggregated lifted cover cuts. All instances are solved to optimality
with the addition of user cuts and the average solution time across all instances
reduces from 1587 seconds to merely 4 seconds. Note that the separation problems
for network instances in Table 5 are solved much faster than the ones in Table 3
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because (a) instances in Table 5 are smaller and (b) the separation problems are
solved only on subsets of the arcs with positive flow.
4.4 Relaxing the assumption on the coefficient of variation
Throughout the paper, we assumed an upper bound on the coefficient of variation
(CV). While assumption (CV) is a sufficient condition leading to the submodularity
of the set functions used in the analysis, we show in this section, that it is possible
to drop this assumption and still utilize the results where applicable.
Recall from Section 2.2 that if (CV) holds, the coefficients βij of the function
q(x) =
∑
i
αixi +
∑
i
∑
j>i
2βijxixj + d
2,
are non-positive, and consequently, q is submodular. We can drop this assumption
by using the McCormick linearization for pairs (i, j) where βij > 0. Introducing
zij = xixj for such pairs only, consider the function
q˜(x, z) =
∑
i
αixi +
∑
ij:j>i,βij<0
2βijxixj +
∑
ij:j>i,βij>0
2βijzij + d
2.
As q˜ is submodular, we can employ the results using q˜ instead of q.
In Table 6 we present the computational results for the general probabilistic net-
work design instances without the assumption (CV). In this data set, 29% of the
coefficients βij are positive. The results are largely consistent with Table 5 with
slight degradation in the performance. The cutting planes added reduce the av-
erage solution time from 2334 seconds to merely 10 seconds and confirms their
effectiveness for the general case as well.
4.5 Large scale instances
Finally we test how the proposed approach scales for large scale network design
instances derived from 1990 U.S. Census described in Daskin [24]. The data set
is available at http://umich.edu/~msdaskin/files/sitation-class-2013.zip.
We use the two largest data sets consisting of 88 and 150 cities in the United Stated.
The arc costs are set proportional to the great circle distances between the cities
as available in the data. The remaining parameters are generated as described in
Section 4.1 with a general covariance matrix. These instances are run on a six-core
Intel Xeon 3.6GHz computer with 32GB main memory with a two hour time limit.
The results summarized in Table 7 show that none of the instances are solved well
by default CPLEX. On the other hand, with the addition of the cuts all of the
88-city instances and 26 of the 45 150-city instances are solved to optimality. For
the remaining 19 instances the average gap between the lower and upper bounds
at termination (egap) is 65.6% lower compared to the default CPLEX.
5 Conclusion
In this paper we consider single-commodity network design with probabilistic arc
capacities. The problem is modeled with an exponential number of probabilistic
capacity constraints. We study the independent and correlated cases separately as
they lead to significantly different constraint sets and separation problems. In both
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Table 7. Network design: Computations on Daskin Data Set.
CPLEX Polymatroids and Aggregated Covers
nodes arcs Ω rgap cuts nodes time # [egap] rgap cuts covers nodes time # [egap]
88
277
1 86.2 33 55694 7200 0 [50.7] 28.5 5115 1639 5691 1391 5
3 82.8 30 52219 7200 0 [48.3] 26.2 5702 1912 5828 1554 5
5 80.1 26 57557 7200 0 [43.2] 25.4 7439 1522 6021 1573 5
478
1 81.2 27 90284 7200 0 [41.4] 35.5 12108 4559 8782 2884 5
3 80.8 30 64326 7200 0 [38.4] 30.2 13005 4921 8426 2931 5
5 77.1 26 67357 7200 0 [41.2] 28.4 13881 5022 9021 2695 5
890
1 72.6 23 71154 7200 0 [38.4] 43.7 17862 6311 15933 5021 5
3 70.2 21 82498 7200 0 [35.1] 41.9 17183 5993 15381 5392 5
5 68.8 26 80676 7200 0 [31.3] 41.2 18336 6334 16017 5211 5
150
612
1 87.3 27 60795 7200 0 [39.8] 40.1 15512 5512 13024 3706 5
3 83.7 29 81748 7200 0 [36.3] 39.6 16067 5701 13922 3919 5
5 81.1 28 84404 7200 0 [34.4] 36.2 15482 5521 13433 4092 5
1062
1 84.2 22 92482 7200 0 [39.2] 49.1 26823 7812 31093 6126 4 [9.1]
3 81.6 23 94588 7200 0 [36.4] 46.6 30067 8108 33911 6319 4 [8.4]
5 80.1 27 150708 7200 0 [34.5] 45.8 31482 8791 34224 6892 3 [10.9]
1945
1 87.3 22 510154 7200 0 [42.3] 58.4 48513 12819 58913 7200 0 [21.6]
3 89.1 26 824985 7200 0 [46.8] 60.8 50226 13088 61891 7200 0 [19.8]
5 87.1 21 880676 7200 0 [47.3] 57.7 48943 12947 60551 7200 0 [25.1]
avg 81.2 25.9 189017 7200 40.8 21874.8 6584 22892.3 4517
stdev 5.9 3.4 262949 0 10.9 14520.7 3557.2 19471.8 2050.7
cases, we observe that exploiting the underlying submodularity and supermodular-
ity arising with the probabilistic constraints provides significant advantages over
the classical approaches.
We have not considered joint-probabilistic constraints across all cuts of the network,
which leads to a non-convex feasible set even for the continuous relaxation of the
problem. We have not considered multiple commodities either. For the multicom-
modity case, projecting out flow variables requires the use of metric inequalities on
the design variables. We leave probabilistic metric constraints as a future research
topic.
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Appendix A. Simulation Details
A.1 Network data
For the example in Section 1, we use a six-node acyclic complete network with
demand 230 s to t is 230. Mean capacities, variances and costs for the arcs are
presented in Table 8.
Table 8. Candidate arcs and data.
edge# from to mean capacity variance cost
1 s 1 81 16 14
2 s 2 90 676 42
3 s 3 12 4 91
4 s 4 91 289 79
5 s t 63 9 95
6 1 2 9 4 65
7 1 3 27 25 3
8 1 4 54 36 84
9 1 t 95 256 93
10 2 3 96 169 67
11 2 4 15 1 75
12 2 t 97 64 74
13 3 4 95 16 39
14 3 t 48 9 65
15 4 t 80 49 17
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A.2 Minimum cost network configurations for different service levels
1 2
s t
3 4
(a) service level 50%
1 2
s t
3 4
(b) service level 70%
1 2
s t
3 4
(c) service level 80%
1 2
s t
3 4
(d) service level 97.5%
1 2
s t
3 4
(e) service level 99%
1 2
s t
3 4
(f) service level 99.9%
Figure 3. Network configurations corresponding to different service levels.
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A.3 Distribution of minimum cut capacities for the simulated instances
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Figure 4. Minimum cut capacities for simulated instances.
