In a radar imaging problem using broad-band, low-frequency waves, we encounter the problem of solving Poisson's equation over a very large rectangular grid, typically ve thousand times thousand pixels. In addition, no information about boundary values is available. In order to select suitable solutions we solve the Poisson equation under the side condition that some criterion function, usually a Sobolev norm, should be minimized. Under appropriate smoothness assumptions this problem may be reformulated as a boundary value problem for the biharmonic equation. Numerical techniques are investigated for this problem. We also include the results of some numerical experiments.
Introduction
In radar technology so called Synthetic Aperture Radar (SAR) is used for the mapping of a ground re ectivity function. Usually an air{borne side{looking radar with a wavelength of about one cm and with a high degree of directivity in the antenna pattern is ying along the area to be mapped, illuminating it. This technique is well established, but su ers from a few drawbacks. Firstly, there is a kind of multiplicative noise, called speckle, in the processed images. The speckle is caused by the fact that one has a high frequency (about 1 GHz) and a very small relative bandwith (say 30 MHz=1 GHz). Therefore all objects with a size larger than or equal to the wavelength will a ect the received radar signal. So, many objects within the resolution cell, which may be 10 m 10 m, will contribute to the received signal and since they cannot be resolved individually this causes an underdetermination of data which may be seen as a grainy pattern in the image. Secondly the radar waves of this wavelength are in uenced by vegetation, rain e.t.c. .
One way to reduce the speckle is to increase the relative bandwidth by using lower frequencies. This is the basic idea for the CARABAS (Coherent All RAdio BAnd Sensing) system, 13]. The transmitted frequencies in CARABAS are 20{90 MHz, which means that a relative bandwidth of 80% is achieved. The corresponding resolution is 2 m 2 m. In addition one gains the advantage that radar waves of this length (3{30m) have an increased capability of penetrating vegetation and also to some extent the soil, depending on the water content.
Due to the broad bandwidth the CARABAS antenna will radiate more or less uniformly in all directions. The radar signals are transmitted from the aircraft as short pulses, which propagate with the speed of light. Each received data sample origins from a circle on the ground of a speci c radius and measures the circular mean re ectivity. The data set to be processed consists of these circular mean re ectivity values at di erent circle radii and aircraft positions along the ight path. Adopting a speci c model for the scattering process, the radar data set will be determined by a height function H describing the ground topography. The main concern is then to compute this function H, with knowledge of the circular averages of the ground re ectivity.
In section 2 we will derive the mathematical model used for describing the radar process. This model is an extension of the one proposed in 13], as we shall later explain. In our parametrization the unknown is the height function H: As will be shown in section 2 the height function is determined in two steps. In the rst step L(H), with L a certain second order di erential operator is determined.
This procedure is described in 2], 3] and 13]. Next to retrieve H the equation L(H) = f must be solved. To a good approximation the operator L can be replaced by the Laplacian. So the second step simply consists of solving the Poisson equation over some smooth bounded domain, usually a rectangular region in the plane. The problem here is that no natural boundary conditions are available.
In section 3 we discuss di erent possibilities to de ne a unique height function. Essentially our approach consists in minimizing some norm of the solution subject that it also satis es the Poisson equation. In particular we consider the L 2 ? and H 1 ?norms respectively. We also show how these two optimization problems may be reformulated as boundary value problems for the biharmonic equation.
Section 4 is devoted to numerical algorithms. The rst biharmonic problem (corresponding to minimizing the L 2 ?norm) is of standard form and can be solved e.g. by using a method given by Bj rstad, 6]. For the second biharmonic problem (corresponding to minimizing the H 1 ?norm) we introduce a splitting which results in two coupled second order boundary value problems. After discretization the coupled system is solved by iteration. We consider and analyze several block iterative methods for the solution, which all share the property that the rate of convergence is independent of the dimension of the problem. In each iterative step two second order boundary value problems must be solved. For the case of a rectangular region so called fast Poisson solvers can be applied, 7] and 22]. In section 5 we present some results from preliminary numerical experiments. The results were all obtained on a simulated data set.
A Scattering Model
Now we will brie y discuss the mathematical inverse problem to be resolved in order to recover the ground topography height function from radar data. First cylindrical coordinates (y; r; ') are introduced according to gure 2.1, where it is understood that the aircraft is ying at a constant speed along the y-axis. Further r denotes the distance from a point on the ground surface to the y-axis and ' is the angle between radius vector and a horizontal plane through the y-axis. Then the ground surface may be described by a function H(y; r) through the equation H(y; r) r ? ' = 0:
When r is large, ?H(y; r) is approximately a Cartesian height function. Figure 2.2 shows a top view of the same scene. We have also indicated an aspect vector from the aircraft to some point on the ground, forming an angle with a vertical plane through the aircraft. Normalized to unit length, the aspect vector is denoted byn. 
Accordinglyn
= cos r(') + sin ŷ: (2.2) Herer(') denotes the cylindrical unit basis vector corresponding to the r-coordinate for the ground point as shown in the gure 2.2. For a point on the ground surface with coordinates (y; r; ') we obtain, from (2.1), the following expression for the ground surface normal m; Note that (y; r; ') in (2.4) are related to the ground surface point and not to the position of the aircraft.
Let (y 0 ; 0) be a position of the aircraft and R the distance to some point on the surface. According to gure 2.3 the coordinates (y; r) are then equal to (y 0 + R sin ; R cos ). Next, to obtain a scattering model we will assume that the re ectivity from a ground surface element (see gure 2.4) is b m n R dRd : (2.5)
From gure 2.4, where a vertical plane through (y 0 ; 0) (the aircraft) and the ground point (y 0 + R sin ; R cos ) is displayed, we conclude that the solid angle d under which the surface element dS is seen from the antenna is approximately dRcos Rd R 2 = ? b m n R dRd : In the expression (2.5) we are consequently assuming that the local re ectivity is proportional to the solid angle occupied by the in nitesimal surface element dS. The total re ected signal G(y 0 ; R) from all points at a distance R from the antenna may now be obtained by integration over the circle C(y o ; R) = f(y; r) : (y ? y 0 ) 2 + r 2 = R 2 g in gure 2. The problem of nding the height function H from radar data G(y; R) may now be divided into two parts. where H 1 denotes that we have taken the Hankel{one transform with respect to the second variable. Then we could obtain H directly by a two{dimensional Fourier transform. However, our solution might be expected to have errors caused by e.g. noisy radar data and errors caused by the particular numerical implementation of the inversion formula (2.11) (or (2.12)) and therefore we would rather prefer to divide the solution procedure into the two steps described above and to use the second step, the solution of Poisson's equation, so that we perform some kind of regularization of the nal solution. Note also that by using (2.13) as our solution formula we have tacitly assumed periodic boundary conditions for the Poisson equation.
In the following we will only treat part b of the problem, where we wish to de ne a solution a solution H to the equation H = f. For the rst part a we refer to the report 2]. We also mention here that in a previous work, 13], a simpler so called point-scattering model was used, where the re exion from some point on the surface was assumed to depend only on the position of the scatterer and not on the direction of the incident radar beam. The inversion process for this model included just one step (similar but not identical to step a above).
Characteristic for our present situation is rstly that we must handle a large amount of data. If for instance we wish to nd the topography function H(y; r) over a region measuring say 10 km 40 km with a resolution of 2m we have to process 10 8 pixels. Secondly, we have no information about the boundary values in Poisson's equation. The problem to compute solutions to this Poisson equation, using various regularization techniques, will be analyzed in the next section.
Solution concepts for the Poisson equation
In the following analysis we will assume, unless otherwise is stated, that 2 R n is an arbitrary bounded open subset of R n . We will consider the Poisson equation over the region : The solution of (3.1) is unique up to a harmonic function. Usually the equation is associated with boundary conditions. The most common are, u = g on @ (Dirichlet); (3.2) ru n = h on @ (Neumann): In our application usually no boundary conditions are available. However if Dirichlet data would be known they would almost surely be subject to measurement errors. Therefore we remind of the following perturbation result for the Dirichlet problem (which follows from the fact that solutions of the Laplace equation obey a maximum principle).
Lemma 3.1 Let u and w be solutions of (3.1) satisfying the Dirichlet boundary conditions (3.2) with g = g 1 and g = g 2 respectively. Assume f 2 C( ); g 1 ; g 2 2 C(@ ) and that @ is Lipschitz. Then ku ? wk 1; kg 1 ? g 2 k 1;@ :
Hence the Dirichlet problem is well posed in the sense that small perturbations in the boundary values result in small perturbations in the solution.
We now consider a di erent way to select a solution to (3.1). Here we use a criterion function and optimize this criterion over the set of solutions to the Poisson equation. As discussed in section 2 the physical interpretation of u(x; y) is a surface function. A possibility is to pick out the smoothest surface (in some sense) that ful lls (3.1). We propose to use Sobolev space norms as criterion functions. Denote by V f;i the following set, We also have the following well known lemmas for the Neumann and Dirichlet problems on , see e.g. 14]. Now the solution is uniquely de ned up to an additive constant. This constant may be chosen so that c = 0.
We have proved that de ned by (3.19) 
Numerical schemes
Due to the large number of unknowns in our application particular care has to be maintained in the choice of algorithms. We will rst discuss the numerical solution of problem (3.7). First let be discretized into a nite grid h : Here h > 0 is the discretization parameter. Let int( h ) denote the set of points in h that do not belong to the boundary @ of : We assume that problem (3.7) is discretized using the usual 5-point stencil for the Laplacian and the trapetzoidal rule for the integral. For gridpoints closest to the boundary a modi ed ve point stencil should be applied. The resulting nite dimensional problem is, minv T Dv; when Av = b; Another way to solve (3.7) is of course to use the Biharmonic formulation (3.10). Here Bj rstad in 6] has developed an e cient CG-method for the discretized problem (on a rectangular region). His method relies on using the matrix A 2 L +R 1 , where R 1 is part of the matrix R above, in a special way to precondition the original problem. From the tests in 2] we conclude that Bj rstad's method requires fewer (typically half the number of) iterations than CG with the preconditioner A 2 L : Also each iteration was faster in Bj rstad's method. However the nal accuracy was consistently worse with his method. A possible explanation is that the discrete Biharmonic problem is less well conditioned than the weighted minimum norm problem (4.2). Using the method in 6] we actually solve for the vector z and rst after this computation we form v: The CG algorithm on the other hand is written in such a way that i) the matrix AD ?1 A T is never explicitly formed ii) we iterate in the vector v and not in the Lagrange parameter z:
We will now discuss the solution of problem (3.8) . If this problem is discretized as above a problem similar to (4.1) will result. However the matrix D is no longer diagonal. A possibility here would be to consider the augmented form of (4.2). Here we will instead consider the corresponding biharmonic formulation (3.11). As described in the proof of Theorem 3. is the unique solution of problem (3.8).
Based on these equations iterative methods may be constructed, cf. 20] where similar ideas are used for solving the biharmonic problem (3.10). We will here consider iteration on the discretized problem only. Let We will now discuss some possible iterative methods for solving the linear system (4.6). We rst consider the following family of 2-block relaxation methods, Instead of inverting the matrix A 11 ; which lead to the restriction on ; we may split A 11 and iterate as follows.
(4.14)
We realize that the above scheme can be viewed as a two stage iterative method. Also our experiments show that the other three methods diverge for < 0 : It turns out that then the eigenvalues of Q J become real but larger than 1 in absolute value.
We nally shortly describe another iteration, of conjugate gradient type, which seems suitable for solving (4.6) . This is the CGW method of Concus and Golub So for large values of we may expect the rate of convergence to be proportional to O(1= p ); i.e. the same rate as for the Jacobi method. It seems however that the analysis is rather crude for the CGW method, since in practice it performs much better, cf. We then note, cf. 18], 9], that, given 0 ; the computations can be performed in the order, ' 1 h ; 2 h ; ' 3 h ; 4 h ; : : :: Note, however that using this trick the parallel character of the Jacobi iteration is lost. In a similar way, using the arguments given in section 4 in 9], half the work can be saved in the CGW method. (Note that in our case we may pick zero as startvector since the second block componenet of the right hand side in (4.6) is zero).
Numerical results
We now present the results of some preliminary numerical experiments. Here we have solved the Poisson equation (3.1) with Dirichlet boundary conditions (3.2) (with zero values along the boundary), and periodic boundary conditions (3.4). We have also investigated the optimization problems (3.7) and (3.8), i.e., minimizing the L 2 ? and the H 1 ?norm of the solution respectively.
The discrete source density f h in (4.6) was simulated by applying the discrete Lapacian on a given surface. The surface, which is an excerpt from a topographic database, was discretized using 200 200 pixels and is displayed at the upper left of gure 5.1. The region in the southeast corner consists of water (part of a lake) The lake is also visible at the approximate coordinates 60 < x < 90 and 0 < y < 40: Otherwise the landscape is quite hilly. In gure 5.1 are further displayed the L 2 -reconstruction, the reconstruction obtained from using Dirichlet boundary data equal to zero and nally the reconstruction from using periodic boundary values. We further display, see gure 5.2, the level curves of the error functions (i.e., the di erence between the reconstructed surfaces and the original ones) for the respective reconstructions. In gure 5.3 cuts through the error functions are shown. In gures 5.4-5.6 similar data are displayed for H 1 -reconstructions.
It is di cult to make a general conclusion which of these reconstruction methods is \best"; it depends, of course, on the surface and on the measure of the error. Our experience is (also from other tests), however, that the reconstructions from using periodic boundary values are least reliable; they often yield large U-shaped errors as in gure 5.3 . For the L 2 -and H 1 -reconstructions the error tends to be small and \ at" in the interior of the region while at the boundaries it uctuates strongly. We recall that for all methods the error functions are harmonic functions and thereby satisfy the maximum principle. Therefore, if the correct surface is \ at" along the boundaries (as, for instance, water around an island), the reconstruction with zero boundary values should give a good result. From gures 5.2, 5.3, 5.5 and 5.6 we see that in the interior the error surfaces are quite smooth. We may therefore use these reconstructions to compute boundary values for a local subproblem on a ner mesh. In Figures 5.2 These gures were typical for the relation between observed computertimes for the four methods.
We have also conducted a numerical comparison between ve di erent methods, presented in section 4, for solving the linear system (4.6). In these tests the right hand side f h was picked as a vector with all components equal one. The starting vector was zero and, as above, the stopping criterion was errstop < 10 ?15 : The tests were done in Matlab. The results are displayed in Table 5 .1. Here BJ, BGS and BSUR denote the block Jacobi, the block Gauss-Seidel and the block SUR method respectively, whereas 2BGS (for 2-stage Gauss-Seidel) is the method (4.14), (4.15) The asterix behind some of the gures means that it was not possible to ful ll the stopping criterion. i.e. the error started to uctuate, in a random manner, before it reached 10 ?15 : In the tests the rectangular region was normalized to have unit area. Hence the requirement on becomes. The O(1= p ) behaviour of the error for the Jacobi scheme, as well as the O(1= ) behaviour for the three Gauss-Seidel scheme are clearly seen from Table  5 .1. Also, as predicted theoretically, the number of iterations are independent of meshsize h: Note that the 2BGS method seems to work also for < 0 ; although exhibiting a rather low rate of convergence. The explanation of the behavour of BJ, BGS and BSUR for < 0 ; was given in Remark 4.1. The CGW-method works quite well for 0 ; although it was not possible to reach the same accuracy as for the other four schemes for large values of : Note also that the predicted behavour, using the analysis in 10], see section 4, is quite pessimistic. The real convergence pattern compares favourably with the other schemes, especially for small values of ; as seen from We conclude from table 5.2 that the di erent reconstruction methods are almost equally sensitive to noise. We nally mention some other, more practical issues. The solution, obtained by solving the Poisson equation, is given in polar coordinates as described in gures 1.1 and 1.2. This is for most purposes not a very desirable representation of the solution. Instead, the natural coordinates are earth xed Euclidean coordinates. To obtain the solution in terms of these we have to make a coordinate transformation. This transformation depends on the shape of the solution.
The very large amount of mesh points in our application implies that the solution might not t into the primary memory of the computer. Therefore for more realistic examples it becomes necessary to decompose the problem in some way: either directly by considering subdomains or indirectly by considering sparse global problems (with averaged source densities and solutions) and local dense problems. 6 Acknowledgements
