Abstract Network DEA provides a flexible way to customize DEA problems to specific applications. It provides 'links' across DMU's, or alternatively allows us to look inside a complex DMU with multiple nodes. In this short paper, we provide an illustration of a dynamic network DEA model. It is a network in the sense that it links the behavior of DMU's across time. Our particular illustration is to an 'old' issue: the impact of public capital on technology and productivity (TFP) at the state level in the U.S. We use a dynamic network production model developed by Färe and Grosskopf [8, 9 ] to measure dynamic efficiency. As a byproduct of the model, we solve for optimal public and private investment paths, which we then can compare to realized investment. We apply this to U.S. manufacturing data over the 1978-1999 period using state level data.
Introduction
Researchers have long been interested in the impact of public capital on private productivity. About two decades ago the issue was revived by two papers: Aschauer's [2] provocative analysis suggesting that public capital is grossly under provided in the United States and Munnell's [25, 26, 27] analyses suggesting that state and local public capital is under provided in the United States. Munnell's analyses have been particularly influential because she generated a panel data set on public and private capital for the U.S. states that has been used by many subsequent researchers (e.g. Morrison and Schwartz [24, 22, 23] , Kelejian and Robinson [20] , Holtz-Eakin [16] , Domazlicky and Weber [6] , Boisso, Grosskopf and Hayes [3] ).
Interest in the effects of public capital is not limited to the United States, however. Researchers have recently examined the impact of public capital investments in Japan (e.g. Kataoka [19] , Thangavelu and Owyong [34] , Shioji [32] and Ihori and Kondo [18] ), Mexico (e.g. Rodriguez-Oreggia [31] , and Ramirez [29] ) India (Lall [21] ) and Spain (Herranz-Loncan [17] ).
The most recent work on the United States does not suggest that public capital is underprovided. Holtz-Eakin [16] and Garcia-Mila, McGuire and Porter [11] find little evidence that public capital contributes to private sector productivity. Morrison and Schwartz [22, 23, 24] find evidence of positive direct productivity impacts of public capital but conclude that these direct effects are typically offset by indirect effects on factor accumulation. Brown, Hayes and Taylor [4] find that not only does growth in public capital tend to discourage the accumulation of private capital and labor, it may also directly discourage output growth. Henderson and Kumbhakar [15] find evidence that the returns to public capital are similar to those of private capital, suggesting that public capital is optimally provided.
A common characteristic of this literature has been that productivity is measured indirectly from an estimated production or cost function. A recent trend has been to use more direct measures of productivity based on nonparametric programming techniques. Domazlicky and Weber [6, 7] calculate Malmquist productivity indexes for each of the 48 contiguous states and use them to examine the impact of agglomeration economies and education levels on productivity. They find no relationship between public capital and private productivity. Boisso et al. [3] also calculate Malmquist productivity indices and then examine the impact of business cycles and various measures of public capital. In contrast to Domazlicky and Weber, Boisso et al. find that the ratio of public capital to private capital has a positive impact on productivity. Boisso et al. also find evidence of spillover effects with respect to highway capital. Grosskopf, Hayes and Taylor [13] estimate Malmquist productivity for both manufacturing as a whole and the subset of high tech industries within manufacturing, and estimate impacts of state and local fiscal policy. Their results suggest that high tech manufacturing is more productive than manufacturing as a whole and that state and local policy can explain variations in performance.
In this paper we take a somewhat different approach. We maintain the frontier approach used in our earlier work, but generalize the technology to allow for intertemporal, dynamic effects. This dynamic model allows us to solve for maximum potential output over our time period as well as the optimal public and private investment paths over this period. As before we use state level manufacturing sector data. This approach allows us to compare optimal public investment with observed investment which provides us with an alternative test of whether more public sector investment is the path to improved manufacturing growth. We too find little evidence that public capital is underprovided.
The Basic Dynamic Technology
In this section we introduce the dynamic technology which is our basic model for estimation of optimal private and public investment.
* This model resembles standard incomeexpenditure models, i.e., total output is allocated to final output (consumption) and investment; here private and public investment. The dynamics of our technology are modeled as the choice of consuming total output in the period of production or instead diverting some current production toward adding to the next period capital stock. Essentially we are formulating a discrete Ramsey [30] model, which we specify as an activity analysis or data envelopment analysis (DEA) variation of the Ramsey model. This allows us to solve the model using simple linear programming problems.
In his 1928 paper, F.P. Ramsey studied the trade-off between consumption and investment in a continuous time model. He used a general production function to model the production of a homogeneous output that could either be consumed or invested. In our model we use a discrete formulation of time and employ an activity analysis (DEA) model as our production technology.
To provide some intuition for our model, assume that we have three time periods t − 1, t, t + 1 and that there is a technology P τ , τ = t − 1, t, t + 1. In addition at each τ there are some exogenous inputs x τ and final outputs f y τ . Final output is that part of total production y τ that is not allocated to private iy τ or public gy τ investments, i.e.,
We may now sketch our model as a network, using the above notation. One attractive feature of the dynamic model illustrated in Figure 1 is that it can be implemented as a dynamic activity analysis or DEA model. Given that we have k = 1, . . . , K observations (in our case states) of m = 1, . . . , M outputs (y 1 , . . . , y M ) and n = 1, . . . , N inputs (x 1 , . . . , x N ) in each period t, the model may be written for the three period case as
where the z τ k are intensity variables for k = 1, . . . , K, τ = t − 1, . . . , t + 1 in our example. The P technology for period t − 1 is modeled by the (2.2)-(2.6), where (2.2)is the output constraint, (2.3) is the input constraint, (2.4)-(2.5) are the intertemporal investment constraints and (2.6) is the constraint on the intensity variables. Similarly, the period t technology is modeled by (2.7)-(2.11) and the t + 1 technology by (2.12)-(2.16). Note that each period's technology has its own intensity variables z
Färe and Grosskopf [8] have shown that the dynamic technology inherits its properties from the single period subtechnologies, so in this case the dynamic technology exhibits constant returns to scale and strong disposability of inputs and outputs.
For each observation k ′ we can estimate its dynamic efficiency by solving the following problem which generalizes the model to many periods. Here to make the problem more concrete, we use the time periods from our data set, namely 1977-1999. As our objective, we choose to maximize the stream of final outputs over time, allowing for each period to be scaled individually, namely θ τ , τ = 1977, . . . , 1999. Thus, we have
Next we need to be a little bit more specific about how we are formulating our problem. In our case, we define state output (GSP) to be the sum of final output and intermediate output,
. . , 1999. We treat (iy τ + gy τ ) as investment, which is related to our public and private capital stock measures, which we call ic τ k and gc τ k and are defined in the following way, 
We use the year-to-year changes in real capital stock as our measures of net investment, iy τ − δic
This problem yields an annual efficiency score θ τ , plus solution values for the net investments in public and private capital, iy τ − δic
for each period and each state. Here we have restricted the annual efficiency score to be greater than or equal to one, which means that final consumption cannot be reduced in any given period below the observed level.
We also restrict the sum of optimal public and private investment to be no larger than the sum of observed public and private investment in every period. This allows for reallocation between public and private investment, holding total investment at observed levels, allowing us to compare the optimal to observed levels. ‡ Finally, we also calculate static efficiency and Malmquist productivity as points of comparison. The static and Malmquist models do not allow for reallocation across time periods. The static model looks at each period as a separate technology. The Malmquist productivity model also assumes that each period has its own technology, but compares the data across adjacent periods by estimating technical change (compares frontiers in adjacent periods) and efficiency change (compares how far a state is from the frontier in adjacent periods). It is in effect a comparative static model.
Data
Any analysis of optimal public investment requires high quality estimates of public and private capital stocks by state. We focus on the manufacturing sector because the data support a particularly attractive strategy for estimating private capital at the state level.
This state-level analysis uses one aggregate output measure total, real manufacturing output and three inputs manufacturing employment, private manufacturing capital and state and local public capital. Annual estimates of manufacturing employment and real gross manufacturing product in each state come from the U.S. Bureau of Economic Analysis (BEA).
State-level estimates of public and private capital stocks are not available from official sources, and must be imputed. Grosskopf, Hayes and Taylor [14] describes our method for estimating net manufacturing capital stocks in each state, while Brown, Hayes and Taylor [4] describes the method for estimating public capital stocks. In each case, we use data on real investment flows by industry and state to calculate perpetual-inventory estimates of the capital stock in each state. We then sum the perpetual-inventory estimates across the states each year, and assign each state a share of the BEA's national capital stock estimates according to the state's share of the sum-of-states estimate.
The key to our approach is the calculation of the perpetual inventory estimates. For each U.S. state, we transform nominal data on manufacturing investments and public capital outlays into real investment flows using the implicit deflators BEA used when constructing ‡ As noted by an anonymous referee this imposes 'perfect substitutability' which could be relaxed. 
where t ≥ i, N tj is the net capital stock of asset type j, I ij is real investment in year i, and δ j is the annual geometric rate of depreciation for asset of type j. We assume that the geometric rates of depreciation for each state equal BEA's implicit national rate of depreciation for that type of asset. State-level estimates of gross capital stock in manufacturing are available directly from BEA for 1977. We use these estimates as the starting point for our perpetual inventory estimates of state-level capital stocks in manufacturing. State-level estimates of public capital stocks are not available for any year, so we start our perpetual inventory estimates for that sector with capital outlays for 1958, and build up from there.
Results
The solution to our dynamic network DEA programming problem yields state specific estimates of technical efficiency (θ τ ) for each year 1978-1999, and optimal public and private investment for 1978-1999. As in Grosskopf, Hayes and Taylor [14] we exclude data from Alaska, Hawaii and New Mexico.
We begin with a summary table of the results for several of our models. Included are mean results by year for the static model, and the dynamic model wherein we restricted the sum of optimal investments to equal the total observed in each state each year. These means represent the average over states of the annual efficiency score; a value of unity would signal efficient performance, i.e., no increase in output is feasible in that period. Values greater than unity give the factor by which output could be expanded. Table 1 shows that, as we would expect, we typically see that the potential gains increase (i.e., the efficiency score increases) as the model becomes more flexible, i.e, the static scores are typically lower than the dynamic results.
We also include box plots for these results to give a better picture of the distribution of annual efficiency across states in each year. Figure 2 presents a box-plot for the static efficiency estimates; figure 3 is a box plot for the dynamic efficiency estimates.
∥ The line in each figure indicates mean efficiency while the boxes indicate two-standard deviations around the mean in each period.
The static results are estimated from simple DEA output-oriented technical efficiency measures, where each period is a separate technology. These results indicate that there is variation over time, i.e., the boxes drift up and down over time with the worst average performance occurring in the late 1980s, and the best average performance during the 1992-93 period. The dispersion, i.e., the size of the box, appears to narrow slightly over time. [4] or Grosskopf, Hayes and Taylor [14] . ∥ Dynamic efficiency estimates could not be calculated for eight states. To make comparisons easier, we exclude efficiency estimates for those states from the data used to generate the static efficiency figure and all subsequent figures. Next we turn to the box plots for the dynamic model with the sum restriction. These results also show variation over time, but with more dramatic dispersion and a slightly different pattern. Again, the best performance occurs during the 1992-93 period. The worst performance occurs at the very beginning and end of the period, which may have something to do with our transversality conditions, but may also reflect generally improving efficiency throughout the 1980s followed by a surge in investment during the 1997-1999 period as firms and governments prepared for the Y2K transition. The dynamic model provides no evidence for an increase in inefficiency during the late 1980s, as is suggested by the static results.
Our Malmquist productivity results are included here, although they are not strictly comparable to the other results presented here. In contrast to the static results which are simple technical efficiency estimates in which each period is a separate technology, these are indexes constructed as ratios of static technical efficiency measures, and represent (comparative static) changes between adjacent periods. We have included the overall productivity change indexes (Malm) as well as the efficiency change and technical change components, i.e., * * Malmquist Prod Change = Effic Change * Technical Change,
where efficiency change captures technology diffusion effects (catching up) and technical † † Some annual averages are included in Table 2 . Values greater than one signal improvement, unity signals no change and values less than one represent declines. Generally, we see small average productivity improvements, which are typically driven by technical change on average. More helpful are the box plots of the cumulated productivity, efficiency and technical changes. The cumulation allows us to see the pattern of productivity growth and its components over time. ‡ ‡ The Malmquist box plot shows a general pattern of productivity improvement over this time period, with a modest acceleration in productivity growth at the end of the period. Another feature is the increasing dispersion over the time period; the boxes are much longer at the end of our sample period than at the beginning.
The pattern of cumulated efficiency change is more variable, and does not indicate an upward trend. Instead, there is a decline at the end of the time period. Again, we see increasing dispersion across states over time.
Finally, the cumulated technical change results show us that the improvement in the 1990's is due to technical progress. The offsetting efficiency change results from states that are left behind during this period of innovation. Again we see evidence of increasing dispersion over time. The difference in pattern between the Malmquist boxplots and the dynamic efficiency boxplots is striking. The Malmquist boxplots indicate that productivity was generally improving and becoming more diffused across the U.S. states between 1978 and 1999. The dynamic efficiency results do not indicate any trend toward higher productivity, nor do they indicate greater dispersion. Clearly, the dynamic efficiency model provides an interesting new perspective on productivity change in the United States.
We would like to point out that the Malmquist results, since they are comparative static ( i.e., they do not include dynamic interaction across time,) are not strictly comparable to our dynamic results which is our focus here. An obvious next step would be to use the dynamic efficiency results to construct a dynamic Malmquist productivity index.
We now return to our original research question, i.e., would increases in public sector investment improve dynamic efficiency? Recall that in our dynamic model, the sum of optimal investment is constrained to equal observed in each state each period, but reallocation of investment between the public and private sectors. In order to see whether there has been over or under public and private sector investment we take the percentage difference between optimal and observed investment:
where gdiff is the difference for public sector investment and idiff is the difference between observed and optimal private sector investment. If gdiff (idiff) is greater than zero, then optimal public (private) sector investment exceeds the observed investment. Positive values of gdiff (idiff) would be consistent with the hypothesis that there has been under investment in public (private) capital. We begin with the box plots for gdiff.
The figure plots the distribution of gdiff across states for each year in the sample; time is on the horizontal axis and gdiff is on the vertical axis. For the most part the mean (the line) is below zero, i.e., observed public investment is greater than optimal public investment, although the percentage deviation is generally modest. There is variation over time, however, and there are clearly observations in the tail for which there is underinvestment in public infrastructure relative to private manufacturing investment in that state. Furthermore, public capital might be productive for sectors other than manufacturing, so overinvestment from the perspective of the manufacturing sector need not mean overinvestment from the perspective of the economy as a whole.
Turning to the box plot for idiff, we see that relative to public investment, mean idiff lies generally above zero, i.e., optimal manufacturing investment is often greater than observed. Again we see variation over the time period, and across states within given time periods. The underinvestment in private manufacturing capital is much bigger in percentage terms than the overinvestment in public capital, largely because the stock of public capital is so much larger than the stock of manufacturing capital.
Our evidence suggests the taxes needed to finance public sector capital investments may have discouraged the accumulation of private manufacturing capital, leading to overinvestment in public capital and underinvestment in private manufacturing capital, at least from the perspective of the manufacturing sector. This finding is consistent with Taylor and Brown (2006) , who found evidence that public sector spending on infrastructure crowded out private sector capital and discouraged private sector job growth during the late 1980s and most of the 1990s.
Our results suggest that there is no strong evidence that there is too little investment in public relative to private manufacturing capital in the U.S. over the 1978-1999 time period. Of course these preliminary results are only suggestive; the dynamic model used here is very simplistic. A much more detailed specification of the dynamics, as for example in dynamic DEA model of firms in Nemoto and Goto [28] would be worth investigating. Disaggregation of capital and inclusion of human capital would also be desirable, as would an analysis of nonmanufacturing private capital. We have not included discounting in the model, and we have made no attempt to pursue statistical inference. Bootstrapping methods would be useful for the latter. Also interesting would be application of this general approach to Japanese data.
