Absmt-We consider the use of adaptive modulation scheme for multiple transmit and multiple receive antenna system with instantaneons channel information known to both the receiver and the transmitter. We derive 811 efficient bit alloeation algorithm which maximizes the transmission rate for a given transmit power. The algorithm is generally a greedy algorithm; however, we derive a sufficient condition for the bit allocation algorithm to be glob. ally optimal, which is found to be satisfied in all digital modulation schemes. It is found that when uncoded M-ary QAM is used with a target symbol error probability of there is about 9 dB gap between the channel capacity and the throughput of adaptive modulation.
I. INTRODUCTION
The adaptive modulation for scalar channels was studied in [ 11. The fundamental concept of adaptive modulation is that the system parameters in the physical layer are adaptively changed based on the channel status to increase the communication link quality, mostly, transmission rate. This paper considers using the adaptive modulation method in multiple antenna channels.
In particular, we focus on the power allocation problem over multiple spatial channels.
In recent years, multiple antenna communication systems have gathered much attention fur high-rate transmission over wireless channels. Telatar [2] showed the information-theoretic capacity of multiple-input multiple-output W O ) channels with flat fading.
If the channel state information is known to hnth the transmitter and the receiver, an MIMO channel can be decomposed into parallel independent single-input single-output (SISO) channels by employing appropriate operations at the transmitter and the receiver. The resulting decomposed channels are characterized hy the channel gain matrix, i.e., the gains of the decomposed channels are determined to be the singular values of the channel gain matrix. After decomposing the channel into parallel channels, the remaining problem is how to allocate the transmit power over the decomposed channels to maximize the total transmission rate. The adaptive modulation for multiple antenna channels is concerned with adaptation of modulation parameters in spatial as well as temporal domain.
The power allocation problem can be equivalently considered as so-called bit allocation problem' over multiple spatial channels if the target link quality is fixed. The bit allocation problem involves solving an optimization problem with integer variables, in which the optimum bit allocation over the multiple channels is determined to minimize the total transmit power for a given number of transmission hits. That is, the cost function is the total required transmit power for transmittiug the given number of bits with a target link quality satisfied. The channel gain matrix characterizes the cost function.
One contribution of this paper is that the bit allocation problem is formulated as an optimization problem, and then an efficient bit allocation algorithm is derived. The derived algorithm is a greedy algorithm, which generally may not be the global optimum. However, we derive a sufficient condition for the bit allocation algorithm to be globally optimal, which is found to be satisfied in all At-ary digital modulation schemes.
We are also interested in the average transmission rate that can be affordable with adaptive modulation in MIMO systems and how far the average rate is away from the channel capacity. We consider an adaptive modulation scheme that changes the modulation order of At-ary QAM, A t E {0,2,2', . . . , 28}, depending on the channel state. The simulation results show that the average transmission rate of the adaptive uncoded A.[-ary QAM is about 9 dB away from the channel capacity when the target symbol error probability is set to 11. SYSTEM MODEL We consider a point-to-point flat fading channel with multiple antennas at both the transmitter and the receiver. The number of transmit antennas is denoted by t and the number of receive antennas by T . We consider a linear discrete channel model v = H x + w where x E C"' is the transmitted signal, y E Crxl is the received signal, H E CrXt is the channel gain matrix, and w E Crxl is the zero-mean complex Gaussian noise with covariance E { w w t } = I,. 
where the subscript i indicates the i-th element of the corresponding vector. Note that since U and V are unitary matrix, E{sts} = E { x t x } and E{WWt} = E { w w t } . From (3), we can see that, for a given channel H, we have m independent parallel Gaussian channels with the i-th channel having a gain U,. Therefore, the demodulation for the transmitted symbol vector s becomes simple: just demodulate each channel independently with a decision variable gi.
B. Transmit Beamforming and Muximal-Ratio Combining
We also consider a transmit beamforming and maximal-ratio combining (MRC) at the receiver for comparison. In this case, the modulation symbol is now a scalars and the principle eigenvector of HtH is employed as the heamforming weight, i.e., x = VIS. And, at the receiver side, the weighting vector is set to h = Hvl//lHvl/l, which equals to UI, the principle eigenvector of HH', then the decision variable is given by
The resulting channel is a single Gaussian channel with a channel gain u1 and E{ ICI'} = 1. We place the same input power constraint, E {~s (~} 5 PT.
C. W a r y QAAM
We consider flf&y QAM with f l l E {0, Z1, 2', . . . ,2'}, which corresponds to transmitting {0,1,2,. . . ,8} bits per channel use. Since the decision b o u n d q in the QAM constellation is not rectangular when A4 = 32 and 128 as shown in Figure I , we use Craig's method [3] to obtain the exact numerical values for the probability of symbol error. Table I summarizes the required symbol energy per noise density, which is denoted by g(n) for M = Z", when the target symbol e m r probability (SER) is 9 = hty = 01s + 0.
III. OPTIMUM BIT ALLOCATION
When the channel state information is known to both the transmitter and the receiver, after decomposing the channel into m parallel channels as in the previous section, the remaining problem is how to allocate the transmit power over the decomposed channels to maximize the total transmission rate. One obvious strategy from information theory is to allocate more power to better channel as in wafer-$[ling [4] . The water-filling assumes that there exists infinitely many continuous levels of power. But, in the adaptive modulation with M-ary modulation, we need discrete-valued power to transmit one more additional bit with a given link quality satisfied. Therefore, the power allocation in adaptive modulation for MIMO systems is to find the optimum way to allocate the available transmit power over multiple parallel channels with each having its discrere levels which are determined by the modulation scheme and its channe1 gain.
Since the channel gain of the a-th decomposed channel is ut, the received signal-to-noise ratio ( S N R ) is given by u:Pi, where P, is the transmit SNR of the i-th channel. Note that since we assume a normalized noise with unit variance, the transmit power on a decomposed channel equals to the transmit SNR. Therefore, if we denote the required S N R for M = Z", i.e. n bits transmission per channel use, by g(n), the required transmit power with a channel gain U, is given by Consider that we transmit n, E N 4 {O, 1,2,. . . , nmax} bits over the i-th channel, 1 5 i 5 m, we call this a bit allocurion n = (nl, . . . ,nm) E N". Then, the total transmit power, the cost function in this optimization problem, is given by where ai = l/uz and without loss of generality we assume that
For simpler notation, we define An g(n) -g(n -I), and qi)-] as a vector with same elements of n except i-th element reduced by one. Since we are dealing with a non-negative integer ni E N, it is more useful to define From the above, we can show the inequality (8).
The last inequality is satisfied under the sufficient condition (9).
Hence, the theorem was proved.
w
Example 1: Assume m = 2, N = {O, 1,. . . ,8}, and bit allocation n = (7,5) is the optimal in transmitting 12 bits per channel user (see Figure 2) . That is, f(795) = k$gN f@l, kz).
Applying Theorem 1, f 6 5 ) I f(5,6),f(4,7),f(3,8) andf(7,4) I f@,3) Therefore, min f ( k~, kz) = min{f(6,5), f(7,4)}.
We want to generalize the idea in the above Example and derive an efficient bit allocation algorithm based on Theorem 1. Before doing that, we need a set of definitions for the subsets of all possible bit allocations, W".
..I SN P {n : Cni = N and n, E W,i = 1 , . . . , m} i=l which is the set of all bit allocations that are corresponding to N bits transmission per channel use. We also define a subset of S N with a parameter a E S N as set of all the vectors in SN with the i-th element less than the i-th element of a, i.e., @'(a) 4 {n : n E SNandn, I ai} , i = 1 ,..., m.
We can see that SN = Uz, 'DF(a), for some a E S N . And, we also define .D&-l(a) e {n(,)-I: n E S?(a)} Then, from the above definitions we can easily see the following Lemma.
Lemma I: For some vector a E S N , The following Lemma summarizes this idea.
Lemma 2: Suppose the variable space for the optimization, S = IJz, 'Di, and nf is the minimizing point over the subset space 'Di, i.e., f ( n f ) = minnco, f(n). Then, the minimizing point n' over the whole space S is given by f(n*) = miuf(n) = m i n f ( e ) . Since we defined 'D{)-l(a) = {k(i)-l : k E Sp(a)}, (14) is equivalent to (13). U From Lemma 1, 2 and 3, we can derive the following Theorem which is directly related to the optimum bit allocation algorithm. 2) N +-N -1; i* = argminlj;$, f(n;+l), then n' -
3) Repeat
Step 2 until f(n*) < PT. Otherwise, stop. can easily arrive the result by Lemma (3). tion algorithm as is summarized as follows:
where n;i.)-l as a vector with same elements of n* except 2'-th element reduced by one as defined in (7).
Since the cost function, the total transmit power, has a form of f(n) = E : , a,g(ni), by noticing the fact f(n;,)-J = f(n') -aiA,:, the second step in the above bit allocation aland U is the water-filling level satisfying
%=I
The cost function of (6) is determined by the channel matrix H , or more precisely by {ul,. . . , U,,,}; and, for a channel realization, the optimum bit allocation can he solved with the algorithm described in the previous section. Then, the maximum number of transmission bits, let us say R(PT; H ) = R ( u l , . . . ,U",; PT), is simply the sum of all the elements of the bit allocation, i.e.,
. . ,
gorithm is e q u h e n t to where n ; is the i-th element of the optimum bit allocation n'.
Therefore, for a given transmit power constraint PT, the average bits per channel use, that is offered by adaptive modulation, 2') N t N -1; i ' = arg max15,<, a,A,:, then n* t
The above bit algorithm always gives the bit allocation that maximizes the total number of transmission bits for a given n;,.,_l,f(n*) + W) -m-=,a&:. be expressed -power constraint, since the resulting bit allocation n' for each N always provides the minimum transmit power. The algorithm is, in general, a greedy algorithm which may not be the global optimum, since it follows the best way at each stage without care of the previous path, regardless of the characteristics of the cost function. In this section, we have shown that the derived bit allocation algorithm provides the globally optimum point under a sufficient condition (121, which is satisfied for all W a r y digital modulation schemes.
One can also develop, with the same principle, an equivalent bit allocation algorithm that goes the reverse direction: 1) Start with N = 0; and n* = (0,. . . ,O).
2) N + N + 1; ntmp t n'. , a .* = argminl<;<,aiA,;+l. -then n' t n;i.,+l,f(n*) -f(n*) +miniaiA,;+l.
3) Repeat
Step 2 until f(n*) > PT. Otherwise, stop and n' t ntmp.
where n(;)+l 4 ( n l , . . . ,ni--l,ni + l,ni+l, . . . ,n,).
IV. THROUGHPUT OF ADAPTIVE M -A R Y QAM
The ergodic channel capacity of MIMO channels with perfect channel state information known to both the transmitter and the receiver is given by
(1% where p ( u l , . . . , un) is the joint probability density function of { u t } , which can be found in literature, e.g., [2]. However, unfortunately, it is not easy to find any closed-form expression for R ( u l , . . . , um; PT). Instead, we reson to the solutions from the bit allocation algorithm. We ran simulations tn evaluate the throughput of adaptive modulation. We considered Ad-ary QAM with required SER of and used the required transmit power (or transmit SNR) for each transmission bit, g(n),n = 0 , 1 , . . . ,8, that are shown in the Table I in Section II. Figures 3 shows the results when t = {l, 2,3,4} and r = 2. We can see that the throughput of adaptive modulation is away 9-10 dB from the channel capacity calculated from (16). One apparent observation is that as PT increase R(PT) -m rima, because at high PT all m channels are utilized with nmax bits transmission on each channel.
Before R(&) is saturated, the throughput is almost parallel to One obvious way to reduce the gap to the channel capacity is to employ channel codes. If the perfect channel is known to both sides so that the MIMO ChaMel can be decomposed into non-interfering parallel channels, there is no need to use C(pT).
codings can be obtained using a similar approach, because we separated the power allocation problem in the MIMO channel from the modulation issues. That is, once the required transmit power {g(n)} that accounts for the effect of channel coding is channel realization H , which is given by [2] obtained, we can obtain the throughput by just substituting the new {g(n)} in the hit allocation algorithm.
The beamforming strategy described in Section II needs less information about the channel (only v1 and cq are necessary at the transmitter). In Figure 4 , we compared the performance of the transmit beamforming with the channel decomposition method using SVD. When PT is low, the transmit beamforming scheme shows a comparable performance to the channel decomposition method. This is because at low transmit power only the best spatial channel is used most of the time. Therefore, the two schemes give little difference in performance. But, as PT increases, the other remaining channels are starting to be utilized; hence, the channel decomposition method outperforms the " i t beamformkg counterpart.
v. CONCLUSION
We consider the use of adaptive modulation scheme for MIMO channels with instantaneous channel information known to both the receiver and transmitter. An efficient bit allocation algorithm is derived and its optimality is proved under a sufficient condition, which is satisfied in all A4-aq modulation schemes. It is found that when A4-ary QAM is used with a target symbol error probability of there is about 9 dB gap between the channel capacity and the throughput of adaptive modulation. And, it is also shown that a transmit beamforming scheme, which needs less channel information, gives a comparable performance when @e power constraint is low. Relaxing the assumption of perfect channel information at both communication sides needs further studies. (from the bottom).
