A classic problem in video mobile application is that lighting conditions are unpredictable and out of the user control. In such situation even high quality video equipment may fail to reproduce good quality images. One example is when the dynamic range of a scene exceeds the camera's dynamic range, there can be a dramatical loss of visual information.
INTRODUCTION
Many image processors include a function to expand the dynamic range of the image. An attractive way is described in [l] , a processor controls the gamma slope to extract a set of feature data from an input image. The processor calculates then the numbers of pixels of luminance values in the bright range, in the middle range and in the dark range. The gamma slope is then selected by using neural network. Another method presented in [2] makes a histogram of the luminance level in a frame and expands the dynamic range by controlling the slopes of knee compensation.
In image enhancement the goal is to process an original image (eg. captured by a scanner or digital camera) in a manner such that the processed image is more suitable for desired application. Generally, image enhancement covers various techniques to improve the visual appearance of the original image. A large number of approaches have been devised to improve the perceived quality of an image. Even with such developments, image enhancement is an inexact science. A major hurdle is the characterization or prediction of accurate image details and false image details.
ALGORITHM
Our approach differs from that others in that we have attempted to understand the behavior of the human visual system and why lines and edges are important. In visual syst e m changing frequency characteristics with mean luminance is important because the nature of the noise present
Tarik: E-mail:A17088@email.mot.com Further author information: Send correspondence to Tarik Hammadou in the input changes significantly with mean luminance. At low values of mean luminance there is a significant proportion of high frequency noise caused by random photon events. At higher mean luminance values the signal to noise ratio improves as the proportion of random photon events decreases, making detection of high frequency component far less error prone. However biological systems adopt the strategy of changing from object detectors at low light levels to feature detectors in bright light. This is due to the change in frequency characteristics in visual cells, which act as low pass filters at low light levels and become bandpass filters as light intensity increases.
Shunting Inhibitory Cellular Neural Networks (SICNN) is a biologically inspired system of an early processing which can provide contrast and edge enhancement and dynamic range compression. The SICNN algorithm is an efficient way to achieve lightness-color constancy, we found that the proposed technique achieves a balance between enhancing the dark region and at the same time retaining the colors in the bright. The traditional point-nonlinearities are also able to enhance the dark regions but at the cost of saturating the bright regions. In Shunting Inubitory Cellular Neural Networks(SICNNs), neighbouring neurons exert mutual inhibitory interactions of the shunting type. The activity of each neuron in the feedforword SICNNs is described by a nonlinear differential equation.
Where z13 represents the activity of the i t h cell, mance of the algorithm as an edge detector, we note that the input image is of very low contrast. The digital sig- I Outputdata width I 7bits I
The gain control mechanism of such system makes the network sensitive to small input values by suppressing noise while not saturating at high input values. These equation also demonstrate how the intensity has been coded. Each cell has a 'clue' to the total intensity without having to saturate its dynamic range by coding the intensity directly. This property is a direct result of dividing the intensity by the shunting term (at3 + w,jIkl) as in Eq. (2) and is due to the unique automatic gain control property of shunting inhibitory networks. Figure 3 shows the relative gain adaptation, the graph was obtained by applying SICNN to the ramp function. Note that the response are logarithmic, suggesting exactly the sort of dynamic range compression observed in natural vision systems, as well as the type of signal transformation associated with homomorphic processing.
The Shunting Inhibition equation describes a first order low pass filter with time constant that is controlled by the shunting input and therefore is changing with mean luminance.
This type of filters in image processing are describes as combination of linear filters and nonlinear point operations (such as division). The combination of linear filter operations with nonlinear point operations makes the whole operation nonlinear. This is well known in image processing as a very powerful instrument. Many advanced signal and image-processing techniques are of that type. This includes operators to compute local structure in images and various operations for texture analysis. Figure 1 shows the perfor-
