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Actualmente existen muchas metodologías de 
análisis de estabilidad fenotípica. El método 
tradicional consiste en el análisis conjunto de los 
experimentos, considerando todos los ambientes y el 
posterior desdoblamiento de la suma de cuadrados 
de efectos de los ambientes y de la interacción 
genotipo–ambiente (IGA) (Yates y Cochran, 1938; 
Cornelius et al., 1994; Kang y Magary, 1996; Cruz y 
Regazzi, 1994; Vallejo y Estrada, 2002; Cotes et al., 
2006; Edwards y Jannink, 2006; Piepho, 2009). La 
variación de ambientes dentro de cada genotipo es 
utilizada como un estimado de la estabilidad, de tal 
forma que el genotipo que tenga un menor cuadrado 
medio en los ambientes será considerado el más 
estable (Cruz y Regazzi, 1994).
Los estudios de la interacción genotipo-ambiente 
proveen información sobre el comportamiento de 
cada genotipo frente a variaciones ambientales. 
Por esto, se realizan análisis de estabilidad y 
adaptabilidad fenotípica, mediante los cuales es 
posible identificar cultivares de comportamiento 
relativamente previsible.
Los métodos propuestos por Finlay y Wilkinson 
(1963) y el mejorado por Eberhart y Russell (1966), 
se basan en el análisis de regresión lineal, que mide 
la respuesta de cada genotipo con las variaciones 
ambientales.
La regresión de Eberhart y Russell difiere de la 
regresión de Finlay y Wilkinson, en que las desviaciones 
dij  tienen una varianza separada para cada genotipo 
(Piepho, 1999). Estas varianzas pueden ser denotadas 
como: )(2 idσ  y )(2 ifσ  (Piepho, 1999). Los parámetros 
de estabilidad se estiman por la regresión sobre un 
índice ambiental para cada variedad (genotipo). Estos 
parámetros son definidos por el modelo (Eberhart y 
Russell, 1966):
ijjiiij eIY ++= βµ.  
Con i=1,...,v (genotipos); j=1,...,n (ambientes); μi 
la media de cada cultivar y βi  los coeficientes de 
regresión que miden la respuesta de cada genotipo al 
cambio en índice ambiental; Ij  es el índice ambiental 
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resumen. Una de las principales preocupaciones de los 
fitomejoradores es la evaluación de la estabilidad fenotípica 
mediante la realización de pruebas regionales o multiambiente. 
Existen numerosos métodos propuestos para el análisis de estas 
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Eberhart y Russell y el de componentes de varianza propuesto por 
Shukla, siguiendo un esquema de validación cruzada. Para ello 
fueron utilizados datos provenientes de 20 pruebas multiambiente 
de maíz, cada una con nueve genotipos, plantadas bajo un diseño 
en bloques completos al azar con cuatro repeticiones. Se encontró 
que el mejor modelo para predecir el rendimiento futuro de un 
genotipo en un determinado ambiente es el método de Eberhart 
y Russell, presentando un valor de raíz cuadrada del cuadrado 
medio de predicción 2,21% menos que el método de Shukla, con 
una consistencia en la predicción de 90,6%. 
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abstract. One of the most important topics of plant breeders 
is to evaluate the phenotypic stability through regional trials or 
multi-environment trials. There are many methods proposed to 
analyze those trials and to estimate the phenotypic stability. This 
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obtenido como el promedio de todas las variedades 
en el j-ésimo ambiente menos la gran media o media 
general (Eberhart y Russell, 1966). Los coeficientes 
de regresión βi  de este modelo son conocidos como 
el parámetro de adaptabilidad, mientras que la 
suma de las desviaciones (valor observado respecto 
del valor estimado) proveen una aproximación 
al parámetro de estabilidad fenotípica dado por 




















, es el error residual del análisis de varianza 


































Así, este modelo permite una forma de partir la 
interacción genotipo-ambiente de cada cultivar en 
dos partes: a) desviación debida a la respuesta de 
la variedad al cambio en índice ambiental (suma 
de cuadrados de la regresión) y b) desviaciones 
no explicadas por el modelo; las cuales son una 
aproximación a la estabilidad fenotípica del cultivar. 
De esta forma los cultivares pueden clasificarse como 
predecibles o no predecibles, y estables o inestables.
Por otro lado el modelo  propuesto por Shukla (1972), 
estima los componentes de varianza dentro del efecto 
de la interacción genotipo ambiente, con un modelo 
lineal de la forma propuesta por Piepho (1999): 
ijkijjjkiijk egurgy +++++= )( εµ
donde yijk  (i=1,…,I genotipos; j=1,…,J ambientes; 
k=1,…,K repeticiones) es la respuesta en la k-ésima 
repetición del i-ésimo genotipo en el j-ésimo ambiente, 
μ es la media general, gi el efecto del i-ésimo genotipo, 
εj  es el efecto del j-ésimo ambiente, (gε)ij es el efecto 
de la interacción del genotipo i en el ambiente j, y eijk 
es el término del error experimental asociado a yijk 
(Shukla, 1972).Los efectos aleatorios rjk, εj, (gε)ij y eijk 
y  son asumidos como independientes, distribuidos con 
media cero y varianzas ijjjk gr )(,, εε σσσ  (estabilidad 
de varianzas) y 
ijke
σ  respectivamente (Piepho, 1999). 
Los cultivares con valores no significativamente 
diferentes de cero para 
ijg )( ε
σ , son considerados 
genotipos estables.
La metodología propuesta por Shukla, surge como 
respuesta al problema de que la caracterización de los 
genotipos con base en los coeficientes de regresión 
(como es el caso del modelo Eberhart y Russell), 
puede no ser muy efectiva cuando solo una pequeña 
fracción de esta suma de cuadrados (IGA), se puede 
atribuir a la heterogeneidad entre las regresiones.
Para comparar dos modelos existen numerosas 
técnicas estadísticas, dentro de las cuales se encuentra 
la validación cruzada. Esta técnica se recomienda 
como una de las mejores formas de probar un modelo, 
pues se introduce un sesgo al probar la validez de 
un modelo con los mismos datos con los que fueron 
estimados sus parámetros (Cooil et al., 1987). La 
validación cruzada muchas veces es tomada como 
sinónimo de partición de los datos, pero según  estos 
autores, existen tres aproximaciones a la misma: i) 
partición de los datos, la cual separa la estimación del 
modelo de la validación, ii) métodos de uso repetido 
de la muestra tales como el “jackknife”, los cuales 
se concentran principalmente en la estimación de 
parámetros y, iii) los métodos que estos mismos 
autores llaman métodos simultáneos, en los cuales se 
estima y se valida el modelo.
Usualmente, el investigador divide la muestra en 
dos partes y a continuación, usa una parte llamada 
muestra de estimación para calcular los parámetros 
del modelo. La ecuación resultante es usada para 
predecir los valores de la variable dependiente del 
resto de las observaciones –las que se dejaron por 
fuera- (Steckel y Vanhonaker, 1993).
Por otro lado, las técnicas de dividir la muestra 
en partes como las descritas anteriormente, son 
conocidas como técnicas de remuestreo y además de 
permitir la comparación de dos modelos estadísticos, 
permiten la estimación de parámetros de interés 
en cada modelo. Así, la técnica “jackknife”  puede 
ser usada para estimar la precisión de coeficientes, 
sobre todo cuando no se conoce la distribución exacta 
para estimar la varianza de los parámetros y/o la 
distribución muestral es desconocida.  Esta técnica, 
usada para responder a la pregunta “¿Qué tan preciso 
es el estimador?” puede ser usada para estimar sesgo 
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o error estándar, mas no para estimar intervalos de 
confianza (Efron, 1982). Manly (1996), establece que 
la técnica falla cuando el estimador no se distribuye 
normalmente; sin embargo, puede mejorar su 
desempeño cuando se utilizan transformaciones 
que lo normalicen; este autor sugiere trabajar con 
la transformación logaritmo natural. Dixon (1993) 
añade que intervalos de confianza basados en error 
estándar estimado con “jackknife” asumen que el 
estadístico tiene una distribución normal y que si 
esta distribución es asimétrica o tiene colas pesadas, 
los intervalos son imprecisos.
La idea básica en el proceso “jackknife” es que el 
sesgo y el error estándar de un estadístico pueden 
ser estimados por el recálculo de éste en un subgrupo 
de los datos (Dixon, 1993), lo que lo convierte en 
una forma de validación cruzada. Algunos resultados 
teóricos muestran que en muestras extremadamente 
grandes las técnicas de “Bootstrap” y “jackknife” 
arrojan resultados similares (Efron, 1982 citado por 
Dixon, 1993). 
La palabra “jackknife” describe un gran número de 
herramientas que pueden ser usadas en muchas 
tareas, si bien, raramente es ideal para alguna 
de ellas (Manly, 1996). La palabra “jackknife” fue 
propuesta por Tukey en 1958 para usar en estadística, 
al describir una aproximación general para pruebas 
de hipótesis y el cálculo de intervalos de confianza 
en situaciones en las cuales otros métodos mejores 
no pueden ser fácilmente usados.
Una forma de justificar el uso de los estimadores 
“jackknife” es pensar en términos de lo que se hace 
con la estimación de la media, pero desde un punto 
de vista inusual.  Para ello se supone que se tiene 
una muestra aleatoria de n valores X1, X2, ...,Xn y se 








Luego se asume que este promedio es calculado 



















 Las dos últimas ecuaciones pueden ser resueltas para 
Xj resultando:
jj XnXnX −−−= )1(  
De esta forma, es posible determinar el valor de Xj 
de la media general y la media excluida la j-ésima 
observación.
En general, se asume que un parámetro θ es estimado 
por alguna función de n valores muestrales, este 
estimado puede ser denotado por Ê(X1, X2,...,Xn) , y 
escrito brevemente por Ê .  Con la exclusión de Xj, el 
estimado parcial de θ es Ê-J.  Por analogía, existe un 
conjunto de “pseudo valores”
jj EnEnE −−−= ˆ)1(ˆˆ
*
 
Para j = 1,2,...,n.  Estos pseudo valores juegan el 
mismo papel que los Xj en la estimación de la media y 













Es el estimador “jackknife” de θ (Manly, 1996). Si 
se tratan los pseudo valores como una muestra 
aleatoria de estimaciones independientes, entonces 
se sugiere que la varianza de este estimador 
“jackknife” puede ser calculado por S2/n, donde 
S2 es la varianza muestral de los pseudo valores 
estimados. Avanzando un poco más, se sugiere que 








± α , donde )1(,
2
−n
tα  es el valor que 
excede la probabilidad de α/2 en la distribución de t 
con n-1 grados de libertad (Manly, 1996).
Se puede decir que se transforma un problema 
de estimación en la tarea de hallar un promedio 
muestral. Todo lo que se necesita es que el estimador 
del parámetro usual de interés sea una función de 
los valores de la muestra. En particular, los pseudo 
valores posiblemente están correlacionados y así la 
varianza estimada del estimador “jackknife” presenta 
alguna forma de sesgo y particularmente, predecir si 
es el caso o no, es teóricamente difícil.  Usualmente 
la varianza del estimador “jackknife” necesita ser 
justificada por estudios numéricos de rango antes que 
pueda ser confiable.
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Este trabajo tuvo como objetivo comparar por 
validación cruzada la predicción del rendimiento bajo 
los modelos de  estabilidad fenotípica de Eberhart 
y Russell (1966) y Shukla (1972), los cuales son 
ampliamente utilizados por los mejoradores de 
plantas. Adicionalmente se obtuvieron los estimadores 
“jackknife” para los parámetros de estabilidad de cada 
uno de los modelos.
métodos
Se utilizó el conjunto de datos CIMMYT EVT16B, 
correspondiente a 20 pruebas multiambientales, 
establecidas bajo un diseño en bloques completos 
al azar con cuatro repeticiones, para nueve líneas 
elites de mejoramiento, los cuales han sido utilizados 
por Cornelius et al. (1992), Cornelius et al., 1996, 
y Cornelius y Crossa (1999), y Cotes et al. (2006) 
aplicando diferentes metodologías de análisis.
Inicialmente se realizó un análisis combinado de las 
pruebas regionales según el siguiente modelo:
Y=X1β1+X2β2+X3β3+ZU+е
Donde Y  es el vector de observaciones (n × 1), X1  y 
β1 son la matriz de diseño (n × a) y el vector (ax1) 
de efectos fijos de los ambientes (j=1,...a); X2  y  β2 
son la matriz de diseño (n × g) y el vector (g × 1) de 
efectos fijos de los genotipos (i=1,...g); X3  y β3  son 
la matriz de diseño (n × ag) y el vector (agx1) de 
efectos fijos de la interacción genotipo por ambiente,  
Z y U  son la matriz de incidencia (n × ab) y el vector 
(abx1) de efectos aleatorios de los bloques (r=1,...,b) 
dentro de los genotipos, y e es el vector (n × 1) 
asociado al error. Se supone que ),0(~ 2abNU σ  y 
),0(~ 2σNe .
Para la implementación de las metodologías de 
Eberhart y Russell y varianza de Shukla, se utilizó la 
varianza 2σ  estimada del modelo anterior.
modelo de Eberhart y russell. Se utilizó el modelo 
basado en promedios de genotipos por ambientes de 
la siguiente manera:
eXY += β
Donde Y  es el vector (ag × 1) de promedios de 
los genotipos en cada ambiente, X  es la matriz de 
diseño bloque diagonal (ag × 2g), β es el vector de 
coeficientes de regresión (2g × 1) y e es el vector 
(ab × 1) de efectos del error.








































































































Donde iy  es el vector de medias de cada ambiente 
para el i-ésimo genotipo, a es el vector de índices 
ambientales para el ambiente j-ésimo, 1a es un vector 
columna de unos, de tamaño “a”, β0i  (el intercepto 
para cada genotipo) es el promedio de rendimiento 
para el i-ésimo genotipo, β1i  (el coeficiente de 
regresión) es el índice de adaptabilidad asociado al 
genotipo i, y   ei es el vector de efectos del error para 
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modelo de shukla. Para este método también se 
utilizó el modelo de promedios de genotipos por 
ambiente de la siguiente forma:
eXXY ++= 2211 ββ  
Donde Y es el vector (ag × 1) de promedios de los 
genotipos en cada ambiente, X1 y β1 son la matriz 
de diseño (ag × a) y el vector (a × 1) de efectos 
fijos de los ambientes, X2 y β2  son la matriz de 
diseño (ag × g) y el vector de efectos fijos de los 
genotipos;  e= [e‘i ,...,e‘i ,...e‘g ] de efectos aleatorios 
de la interacción genotipo por ambiente.  Se asume 
que ),0(~ 2ii Ne σ .
validación cruzada. La base de datos fue dividida 
usando un esquema de muestreo aleatorio que 
extraía, de cada celda de la tabla de rendimientos 
genotipo por ambiente, una repetición. Para ello fue 
programado un MACRO en SAS que elimina a cada 
combinación genotipo por ambiente, alguna de sus 
cuatro repeticiones. Un billón (1099511627776) 
de posibles subconjuntos puede ser generado para 
estimar de nuevo la estabilidad. 
Los posibles subconjuntos diferentes que se pueden 
formar fueron muestreados de forma aleatoria, 
cuidando de no repetir una combinación de exclusiones. 
Ésta forma de muestreo hace del procedimiento una 
forma de estimación tipo “jackknife”. Para efectos de 
garantizar la estimación, siempre con una combinación 
diferente de repeticiones, fue asignado a cada una 
de éstas una identificación numérica. El proceso se 
realizó 25.000 veces.
Estimador “jackknife”. Quenuoille (1956) señala 
que el reemplazar un estimador por su versión 
“jackknife” tiene el efecto de remover sesgo de orden 
1/n. Así, asuma  que el valor esperado (la media) del 
estimador Ê de θ, basado en toda la muestra, sea 
θ(1+A/n). Entonces el valor esperado del estimador 
parcial Ê-j , con la j-ésima removida, es θ{(1+A/(n)}. 
Se sigue que el valor esperado del j-ésimo pseudo 
valor como es definido por la ecuación (16) (Manly, 
1996) es:
Con el factor de sesgo simplificado. Así, para cada valor 
de j, y consecuentemente, para cada valor esperado 
de Ê*, el promedio de los pseudovalores es también θ.
Esta cualidad de los estimadores “jackknife” se utilizó 
para los estimadores de estabilidad genotípica de 
Shukla y de Eberhart y Russell.  En el Anexo 1 se 
encuentra el código para el programa SAS® con el que 
se realizaron los análisis completos y el proceso de 
obtener la estimación “jackknife” de las medidas de 
estabilidad mencionadas.
rutina de cómputo. Para realizar el análisis se 
implementó un programa SAS® que realiza los 
siguientes procesos (Anexo 1):
En el primer módulo de ese programa se escriben 
las operaciones de lectura y ordenación de la base 
de datos, se toma una muestra de n-1 elementos (el 
programa extrae subconjuntos siempre diferentes de 
este tamaño) y se llaman las rutinas almacenadas en 
el segundo módulo.
En el segundo módulo, se calculan los estadísticos 
de estabilidad y se estiman los valores esperados 
del rendimiento para cada genotipo y con éstos, la 
diferencia respecto de los valores estimados con 
todos los datos. Tanto los parámetros, como la 
diferencia respecto de la información completa, son 
almacenados en archivos separados; el programa 
retorna estos valores al módulo principal (Teste.sas). 
En este punto se repite el proceso hasta el número 
especificado de muestreos.
comparación de modelos y estimación de 
parámetros. El proceso de validación cruzada 
permite obtener la diferencia entre el valor observado 
y el estimado (independientemente). En el conjunto 
de tales diferencias, cada una se elevó al cuadrado y 
se acumuló para cada método el estadístico RDMSP 
denominado así, por la siglas en inglés de “Root of 
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Con el conjunto de parámetros estimados se 
calcularon los percentiles 2,5 y 97,5 que permitieron 
hallar intervalos de confianza tipo “jackknife” para 
los parámetros de estabilidad vía Shukla (1972) y 
Eberhart y Russell (1966).
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Posteriormente, se realizó la comparación de la 
eficiencia relativa de los dos métodos mediante los 
valores de RDPMSShukla y RDPMSEberhart&Russell. El método 
que presente el menor valor será el mejor método, ya 
que presenta una mejor predicción.
Adicionalmente, con el fin de observar la consistencia 
en la predicción, se obtuvo la frecuencia fi,, en que el 
método de ER arrojará menor diferencia que Shukla 
(1972). Dicho conteo se expresó como una frecuencia 





Se realizaron 25.000 muestreos excluyendo alguna 
combinación diferente de repeticiones eliminadas en 
cada celda de la tabla de interacción genotipo por 
ambiente. El tiempo real de computo se estimó en 28 
horas en una máquina Pentium IV, con una giga de 
memoria RAM.
Con intervalos relativamente equivalentes en 
amplitud, el estadístico RDMSP para el método de 
Eberhart y Russell, presenta un valor 2,21% menor 
que el método de Shukla por lo que es más efectivo 
al estimar el futuro valor de los rendimientos de un 
genotipo en un determinado ambiente (Tabla 1). La 
dispersión en ambos estadísticos es aproximadamente 
la misma, pero los intervalos no se traslapan por lo 
que se puede inferir la existencia de una diferencia 
significativa entre los RDPMS de ambos métodos. 
Teniendo en cuenta la consistencia de la predicción 
se encontró que el 90,6% de las 25000 veces que se 
aplicó el procedimiento, la metodología de Eberhart 
y Russell, fue más precisa que la de Shukla, lo cual 
fortalece la preferencia del modelo de Eberhart y 
Russell frente al modelo de Shukla.
Cornelius et al. (1996) y Cornelius y Crossa (1999) 
encontraron que para modelos AMMI (“AdditiveMain 
and Multiplicative Interaction”), COMM (“Complete 
multiplicative model”), SREG (“Site regression”), 
GREG (“Genotype regression”) y SHMM (“Shifted 
multiplicative model”) los valores de RDPMS del mejor 
modelo truncado para este conjunto de datos fueron 
915, 911, 908, 907 y 906, respectivamente. Así, la 
metodología de Eberhart y Russell, y la propuesta por 
Shukla, tienen mayores valores de RDPMS que los 
presentados por los modelos que consideran efectos 
multiplicativos, confirmando la tendencia actual 
de los mejoradores de plantas a utilizar modelos 
multiplicativos seguidos de análisis de “biplot” 
(Cornelius et al., 1992; Yan et al., 2007).
método Estimativa Error Estándar
Límites del intervalo de confianza 
(95%)
interior superior
Shukla 990,20 48,34 986,48 993,93
Eberhart y Russell 968,78 49,25 965,03 972,54
tabla 1.  Estimativas e intervalo de confianza de 95% para la raíz cuadrada del  cuadrado medio del error de 
predicción (RDMSP) al realizar 25000 iteraciones del proceso de validación cruzada sobre los datos de maíz.
Utilizando el esquema de validación cruzada 
se estimaron por el método de “jackknife” los 
intervalos de confianza para los parámetros 
de estabilidad fenotípica de Eberhart y Russell 
(Figura 1 y 2) y de Shukla (Figura 3). Como se 
observa, los intervalos son bastante amplios, 
lo cual concuerda con lo encontrado por Efron 
(1982). Sin embargo, son una buena alternativa 
para su utilización, en este caso, porque éstos 
dan una buena respuesta al problema de 
las aproximaciones en la distribución de los 
parámetros presentados originalmente por los 
autores de estos métodos.
Según los valores de adaptabilidad fenotípica, 
β1i , los genotipos G4, G5 y G9 presentan mejor 
respuesta en ambientes favorables ya que presentan 
un coeficiente de regresión significativamente 
superior a la unidad (Vallejo y Estrada, 2002); 
los genotipos G7 y G8 tienen mejor respuesta 
en ambientes desfavorables por presentar 
coeficientes de regresión menores que uno. Los 
demás genotipos, es decir, G1, G2, G3 y G6 son 
clasificados como de amplia adaptabilidad ya que 
el coeficiente de regresión no es significativamente 
diferente de uno (Figura 1).
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figura 1. Coeficiente de regresión para el modelo de Eberhart y Russell para nueve genotipos de maíz. Las 
barras indican el intervalo de confianza de 95% por la metodología jackknife. Los genotipos que cruzan la línea 
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figura 2. Desvíos de la regresión (1×105) para el modelo de Eberhart y Russell para nueve genotipos de maíz. 
Las barras indican el intervalo de confianza de 95% por la metodología jackknife. Los genotipos que cruzan la 

































figura 3. Varianza de estabilidad fenotípica de Shukla (1×105) para nueve genotipos de maíz. Las barras indi-
can el intervalo de confianza de 95% por la metodología jackknife. Los genotipos con los valores más próximos 
a cero, son considerados estables.
Teniendo en cuenta los valores de estabilidad 
fenotípica según la metodología de Eberhart y Russell, 
los genotipos más estables son G2, G3 y G6 (Figura 
2), ya que los intervalos de confianza obtenidos por 
“jackknife” incluyen en su límite inferior el cero. Así 
estos genotipos serían los cultivares a seleccionar 
por presentar una adaptabilidad amplia y una alta 
estabilidad fenotípica.
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Por otro lado, analizando la varianza de estabilidad 
fenotípica de Shukla, se encontró que los genotipos 
con menor varianza son G2, G3 y G6, seleccionando 
estos genotipos como los más estables (Figura 3). 
Cotes et al. (2006) aplicando la metodología bayesiana 
en la estimación de la varianza de estabilidad fenotípica 
de Shukla para este conjunto de datos, encontraron 
que los genotipos G2, G3, G6, y G7 fueron los más 
estables, con valores de 1760, 1256, 1894, 1975, 
respectivamente. Cornelius et al. (1996) aplicando 
el modelo GREG, e inspeccionando los dos primeros 
componentes multiplicativos, encuentran que los 
genotipos que presentan altos rendimientos en 
promedio (G4, G5 y G6) tienen un desempeño pobre en 
la localidad 8, donde los genotipos G1 y G2, con bajos 
rendimientos promedios, presentan buen desempeño.
Así, la metodología de “jackknife” y la metodología 
bayesiana, tienen poca diferencia en lo referente a la 
selección de los genotipos. Los valores estimados de 
la varianza de estabilidad fenotípica y sus respectivos 
intervalos de alta probabilidad a posteriori obtenidos 
por la metodología bayesiana (Cotes et al., 2006), 
son menores que los encontrados por “jackknife”; 
sin embargo, el tiempo computacional de esta última 
metodología es mucho menor. En la  metodología 
GREG, el genotipo G6 se presenta como un cultivar 
de adaptación específica, mientras que, tanto en el 
modelo de Eberhart y Russell como en el de Shukla, 
este genotipo presenta adaptación  amplia y buena 
estabilidad fenotípica.  Esto posiblemente se debe a la 
subjetividad de la interpretación de los componentes 
en los modelos multiplicativos (Cornelius y Crossa, 
1995) y potencialmente constituye una desventaja 
de estos métodos, opacando la capacidad predictiva 
mostrada en la validación cruzada.
Las diferencias encontradas en la predicción del 
rendimiento por la metodología de Eberhart  y 
Russell y la varianza de estabilidad fenotípica de 
Shukla, no afectaron la elección de genotipos, siendo 
seleccionados, por ambos métodos, los genotipos 
G2, G3 y G6.  Sin embargo, esto puede ser una 
particularidad de este conjunto de datos, por lo que 
se recomienda el análisis de ambas metodologías, por 
validación cruzada, en otros estudios.
conclusionEs
Utilizando la metodología de validación cruzada, el 
método de Eberhart y Russel, fue consistentemente 
mejor en la predicción del rendimiento que el método 
de Shukla, por lo que éste puede ser considerado 
como el más efectivo, al estimar el futuro valor de 
los rendimientos de un genotipo en un determinado 
ambiente. 
Los modelos estadísticos considerados en este estudio 
para el análisis de pruebas regionales, mostraron 
ser aproximadamente, consistentes en cuanto a la 
selección de los genotipos con mayor estabilidad 
fenotípica, en particular los genotipos G2, G3 y G6, 
son seleccionados por ambas metodologías.
La metodología “jackknife” es una alternativa 
aplicada al análisis de pruebas regionales, 
computacionalmente viable, frente a otras 
metodologías estadísticas más complejas y permite 
una adecuada selección de genotipos.
La aplicación de la validación cruzada en pruebas 
regionales, permitió comparar de una forma eficiente 
dos modelos de estabilidad fenotípica que difieren en el 
número de parámetros a estimar y en la interpretación 
de los mismos, por lo cual es recomendable utilizar la 
validación cruzada para seleccionar el mejor modelo 
de análisis de pruebas regionales, bajo las condiciones 
particulares  de cada conjunto de datos.
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 input env $ gen$ rep $ yraw;
run;
*Nota el archivo debe estar ordenado por gen, env 
y rep;
proc sort data=jairo.trial;













  do i=1 to 180;
   aleat[i,]=int(1+4*ranuni(12345));
  end;



















 run shukla(mse1, dfe1, r1, gen_m1, env_m1, 
total1,out1_shukla1,out2_shukla1,y_sh1);




 run shukla(mse2, dfe2, r2, gen_m2, env_m2, 
total2,out1_shukla2,out2_shukla2,y_sh2);
 run er(mse2, dfe2, r2, gen_m2, env_m2, 
average2,out1_ER2,out2_ER2,y_er2);
finish;
do k=1 to 10000; *< Colocar cuantas veces : 1.000 
iterac tardan 20 min;  do until(control=1);  *Esto 
es para evitar que se repita dos veces la misma 
secuencia;
  run split;
  v=cromosoma;
  verif=0;
  if k>1 then verif=verif//v;
  if (verif=v) then control=0;else 
control=1;
 end;
 run crossvalidation; *Aqui físicamente es 
correr la validación cruzada;










 create shukla_val from shukla;
 APPEND from shukla;
 close;
 create shukla_pred from s_pred;
 APPEND from s_pred;
 close;
 create er_val from er;
 APPEND from er;
 close;
 create er_pred from er_pred;






 array cross   (180) col2-col181;
 array val     (180) col182-col361;
 array difference (180) dif1-dif180;
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proc delete data=limits_&method._&clase; run;
quit;
%do i=&begin %to &fin;
 data work;
  informat name $12.;
  set &method._val;
  y=col&i;
  %let j=%eval(&i-&correction-1);
  name=”G&j”;
 run;
 proc univariate data=work noprint;
  var y;
  output out=limits pctlpre=P_ 
pctlpts=2.5 , 97.5;
  by name;
 run;





















 g=>genotype vector of the mean
 f=>enviroment vector of the mean
 h=>Vector with total of genotype by 
environment
 l=>Vector with mean of genotype by 
environment
 m=>Mean Square Error
 o=>Degree of Fredom Error
 r=>Number of block
*A continuación se obtiene el cuadrado medio del 














 if o=0 then m=.; else m=sse/o;
 r=ncol(d_c);
* A continuación se obtienen los h por genotipo y 
ambiente   *
 h=t(ypred`*d_b_a);
 l=h/r;
A continuacion se obtienen los nombres para el 
archivo de medias, lo importante es que el archivo 
original este ordenado como se indica al principio 
de este programa y que todos los genotipos tengan 
igual número de repeticiones, es decir, no acepta 
 datos faltantes;






 free mu X bhat n d_ d_c d_c_a d_b d_b_a; 
finish error;
**                    Aqui inicia Shukla                   **
*start shukla(m, o, r, g, f, h, o1, o2,o3);
 free o1 o2 o3;
 ************Input*****************
 m=>Mean Square Error
 o=>Degree of Fredom Error
 r=>Number of block
 g=>genotype vector of the mean
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 f=>enviroment vector of the mean
 h=>Vector with total of genotype by 
environment
       ************Output*****************
 o1=>Row vector with Shukla´s variance , F 
test and p value
 o2=>Row vector with Shukla´s variance





















*A continuación se obtienen los nombres de los 
genotipos y se imprimen los resultados;




 *print genotipo Shukla Fi ProbFi;
 o1=Shukla`||Fi`||ProbFi`;
 o2=Shukla`;
 free uno ntotal denv nenv dgen ngen X bhat 
med e ee eg egeg suma factor Shukla Fi ProbFi z 
genotipo;
*Aqui se libera la memoria y se deja solo lo que se 
necesita;
finish shukla;
*run shukla(m, o, r, g, f, h, out_shukla);
**********************Aqui termina 
Shukla*********************;
**Aqui inicia Eberhart y Russell **
start ER(m, o, r, g, f, l, o1, o2, o3);
 free o1 o2 o3;
 ************Input*****************
 m=>Mean Square Error
 o=>Degree of Fredom Error
 r=>Number of block
 g=>genotype vector of the mean
 f=>enviroment vector of the mean
 l=>Vector with mean of genotype by 
environment
 ************Output*****************
 o1=>Row vector with Shukla´s variance , F 
test and p value
 o2=>Row vector with Shukla´s variance
 o3=>Predicted values for genotype by 
environment ; 
 ntotal=nrow(l);      *  N                        *;
 uno=j(ntotal,1,1);   *  Matriz de unos           *;
 denv=design(f);      *  Matriz diseño para 
Ambientes  *;
 nenv=ncol(denv);     *  Numero de ambientes 
*;
 dgen=design(g);      *  Matriz diseño para 
genotipos   *;
 ngen=ncol(dgen);     *  Numero de genotipos 
*;
 sum_env=t(denv)*l;   *  Suma de l para cada 
ambiente *;
 n_env=t(denv)*uno;   *  Numero de genotipos 
en cada ambiente *;
 prom_env=sum_env/n_env; *  Promedio de l 
para cada ambiente  *;
 prom_general=(t(uno)*l)/ntotal;  *   Promedio 
general   *;
 indice=prom_env-prom_general;    *  Indice 
de productividad  *;
 tmp=j(nenv,1,1);  * unos para la matriz de 
diseño de regresion   *;
 X=tmp||indice;   
 XX=inv(t(X)*X);  *  inversa ( Equix transpuesta 
Equix )          *;
 Y_mod=dgen#l;    *  Matrix de diseño 




 bhat=XXinv_mod*XY; *  Matriz de betas 
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 oreg=nenv-2;  
    CMD=dif/oreg;
 sigmai=(CMD-m)/r;
 do i=1 to ngen;
  if sigmai[i]<0 then sigmai[i]=0;
 end;




  p r o b t b e t a 1 = 2 * ( 1 -
probt(abs(tbeta1),o));
  tbeta0=(beta[ ,2]-0)/root(var_
Beta0);















*A continuación se obtienen los nombres de los 
genotipos y se imprimen los resultados;










*free /m o r g f totales o1 o12; *Aqui se libera la 
memoria y se deja solo lo que se necesita;
finish ER;
*Aqui Eberhart y Russell *
store module=_all_;
quit; AM.
