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PERNYATAAN
Dengan ini saya menyatakan bahwa skripsi saya yang berjudul ESTIMASI
PARAMETERMODEL REGRESI MULTIVARIAT BAYESIAN DENGAN DIS-
TRIBUSI PRIOR INFORMATIF belum pernah diajukan untuk memperoleh ge-
lar kesarjanaan pada suatu perguruan tinggi, dan sepanjang pengetahuan saya
juga belum pernah ditulis atau dipublikasikan oleh orang lain, kecuali yang secara





Dina Ariek Prasdika. 2017. ESTIMASI PARAMETER MODEL REGRESI
MULTIVARIAT BAYESIAN DENGAN DISTRIBUSI PRIOR INFORMATIF.
Fakultas Matematika dan Ilmu Pengetahuan Alam. Universitas Sebelas Maret.
Model regresi multivariat merupakan model regresi dengan lebih dari satu
variabel respon yang saling berkorelasi. Nilai parameter model tersebut tidak
diketahui sehingga dilakukan estimasi. Metode Bayesian dapat digunakan untuk
menentukan estimasi parameter model tersebut. Pada metode Bayesian terdapat
dua distribusi yaitu distribusi prior dan distribusi posterior. Distribusi posterior
dipengaruhi pemilihan distribusi prior. Jika informasi parameter diketahui, maka
digunakan distribusi prior informatif.
Tujuan penelitian ini untuk mengestimasi parameter model regresi multi-
variat menggunakan metode Bayesian dengan distribusi prior informatif serta
menerapkan estimasi parameter tersebut pada data kurs tengah Great Britain
Poundsterling (GBP) dan United States Dollar (USD) tahun 2010-2016. Dis-
tribusi prior dalam penelitian ini yaitu normal multivariat dan invers Wishart.
Selanjutnya distribusi prior tersebut dikalikan dengan fungsi likelihood untuk me-
nentukan distribusi posterior. Berdasarkan distribusi posterior ditentukan distri-
busi posterior marginal.
Estimasi parameter model regresi multivariat  dan  ditentukan melalui
ekspektasi variabel random fungsi distribusi posterior marginal. Namun dalam
penentuan nilai ekspektasi variabel tersebut terdapat integral dari fungsi yang
sulit ditentukan nilainya. Dengan demikian dilakukan pendekatan dengan pem-
bangkitan sampel. Sampel tersebut dibangkitkan mendekati distribusi posterior
menggunakan metode Markov Chain Monte Carlo (MCMC) algoritme Gibbs
sampling. Hasil estimasi masing-masing parameter model regresi multivariat








(k) dengan M merupakan banyak-
nya sampel pembangkitan. Estimasi parameter model yang diperoleh diterapkan
pada data kurs tengah GBP dan USD tahun 2010-2016. Dari penerapan dipero-















Dina Ariek Prasdika. 2017. PARAMETER ESTIMATION OF
MULTIVARIATE REGRESSION MODEL USING BAYESIAN WITH
INFORMATIVE PRIOR DISTRIBUTION. Faculty of Mathematics and
Natural Sciences. Universitas Sebelas Maret.
The multivariate regression model is a regression model with more than
one respon variable that correlate each other. Parameter values of the model are
unknown so need to be estimated. Bayesian method can be used to estimate
the parameter. There are two distributions in Bayesian method, prior and
posterior distributions. Posterior distribution is inuenced by the selection of
prior distribution. Informative prior is used when the information about parameter
is available.
The purpose of this research is to estimate the parameters of multivariate
regression model using Bayesian method with informative prior distribution.
Then the parameter estimation is applied on the middle rate of Great Britain
Poundsterling (GBP) and United States Dollar (USD) in 2010-2016. Prior
distributions in this research are normal multivariate and inverse Wishart. Then
the prior distribution and likelihood function are used to determine posterior
distribution. Marginal posterior distribution is determined from posterior
distribution.
Parameters estimation of multivariate regression model and are obtained
from expected value of random variable marginal posterior distribution function.
However, in determining the expected value of the variable there is an integral of
marginal posterior distribution function which cannot be determined its value. So
the distribution function is approached with samples. The samples are generated
to approach the posterior distribution with algorithm Gibbs sampling of Markov
ChainMonte Carlo (MCMC) methods.Parameter estimation values ofmultivariate








(k) with M is the
number of samples. The parameter estimation is applied to the middle rate of
GBP and USD in 2010-2016. The obtained results, parameter estimation values















Karya ini dipersembahkan untuk ibu dan bapak.
Terima kasih atas kasih sayang, semangat, dan doa yang telah diberikan.
vi
PRAKATA
Puji syukur ke hadirat Tuhan Yang Maha Kuasa atas limpahan berkah dan
rahmat-Nya sehingga penulis dapat menyelesaikan skripsi ini. Ucapan terima-
kasih penulis sampaikan kepada
1. Dr. Dewi Retno Sari Saputro, S.Si., M.Kom. sebagai Pembimbing I yang
telah memberikan bimbingan materi, motivasi, penentuan judul, dan penu-
lisan skripsi ini.
2. Dra. Purnami Widyaningsih, M.App.Sc. sebagai Pembimbing II yang telah
memberikan bimbingan materi, motivasi, dan penyusunan alur penulisan
skripsi ini.





PENGESAHAN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . i
PERNYATAAN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii
ABSTRAK . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
PERSEMBAHAN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
PRAKATA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
DAFTAR ISI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
I PENDAHULUAN 1
1.1 Latar Belakang Masalah . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Perumusan Masalah . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Tujuan Penelitian . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.4 Manfaat Penelitian . . . . . . . . . . . . . . . . . . . . . . . . . . 3
II LANDASAN TEORI 4
2.1 Tinjauan Pustaka . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Teori-Teori . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2.1 Konsep Dasar Statistika . . . . . . . . . . . . . . . . . . . 5
2.2.2 Model Regresi Linier Multivariat . . . . . . . . . . . . . . 7
2.2.3 Teorema Bayes . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.4 Fungsi Likelihood . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.5 Distribusi Prior . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.6 Distribusi Posterior . . . . . . . . . . . . . . . . . . . . . . 9
2.2.7 Metode Bayesian . . . . . . . . . . . . . . . . . . . . . . . 10
viii
2.2.8 Distribusi Normal Multivariat . . . . . . . . . . . . . . . . 10
2.2.9 Distribusi Invers Wishart . . . . . . . . . . . . . . . . . . . 10
2.2.10 Metode Markov Chain Monte Carlo (MCMC) . . . . . . . 10
2.2.11 Uji F . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.12 Uji Bartlett . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.13 Uji Mahalanobis Distance . . . . . . . . . . . . . . . . . . 13
2.3 Kerangka Pemikiran . . . . . . . . . . . . . . . . . . . . . . . . . 13
IIIMETODE PENELITIAN 15
IVHASIL DAN PEMBAHASAN 17
4.1 Fungsi Kepadatan Probabilitas Distribusi Normal Multivariat Ga-
bungan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.2 Distribusi Prior untuk Parameter Model Regresi Multivariat . . . 18
4.3 Distribusi Posterior untuk Parameter Model Regresi Multivariat . 19
4.4 Estimasi Parameter . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.5 Penerapan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
V PENUTUP 28
5.1 Kesimpulan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
5.2 Saran . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
DAFTAR PUSTAKA 30
ix
