Real data show that interdependent networks usually involve inter-similarity. Intersimilarity means that a pair of interdependent nodes have neighbors in both networks that are also interdependent (Parshani et al [1] ). For example, the coupled world wide port network and the global airport network are intersimilar since many pairs of linked nodes (neighboring cities), by direct flights and direct shipping lines exist in both networks. Nodes in both networks in the same city are regarded as interdependent. If two neighboring nodes in one network depend on neighboring nodes in the another we call these links common links. The fraction of common links in the system is a measure of intersimilarity. Previous simulation results suggest that intersimilarity has considerable effect on reducing the cascading failures, however, a theoretical understanding on this effect on the cascading process is currently missing. Here, we map the cascading process with inter-similarity to a percolation of networks composed of components of common links and non common links. This transforms the percolation of inter-similar system to a regular percolation on a series of subnetworks, which can be solved analytically. We apply our analysis to the case where the network of common links is an Erdős-Rényi (ER) network with the average degree K, and the two networks of non-common links are also ER networks. We show for a fully coupled pair of ER networks, that for any K ≥ 0, although the cascade is reduced with increasing K, the phase transition is still discontinuous. Our analysis can be generalized to any kind of interdependent random networks system.
I. INTRODUCTION
Single isolated networks have been extensively studied in the past decade [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] . Recently, much interest has been devoted to interdependent networks [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] , which can model some real world catastrophic events, such as the electrical blackout in Italy on Sep. 28th, 2003 [29] and the US-Canada Power system outage on Aug. 14th, 2003 [30] . Failures of a small number of power stations can cause further malfunction of nodes in their communication control network, which in turn leads to the shutdown of power stations [17, 29] . This cascading process continues until no more nodes fail due to percolation or due to interdependence failures. In contrast to single networks where the percolation transition is continuous, in interdependent networks the transition is abrupt [17, 18] .
Real interdependent networks are sometimes coupled according to some inter-similarity features. Intersimilarity means the tendency of neighboring nodes in one network to be interdependent of neighboring nodes in the other network. Such coupled networks, are more robust against cascading failures than randomly coupled interdependent networks. To quantify self-similarity, Parshani et al. introduced the inter-clustering coefficient (ICC), which measures the average number of common links per pair of interdependent nodes [1] .
Common links are defined as follows: Given two coupled networks A and B, and two nodes a k and a l which are linked in A. If their interdependent counterparts b k (corresponds to a k ) and b l (corresponds to a l ) in B are also linked (in B), this pair of links is called a common link. Common links can be interpreted as follows, if two nodes in one network are linked, the tendency (probability) of their interdependent counterparts in the other network to be linked is a measure of the inter-similarity. Thus, the density of the common links reflects the inter-similarity of the two networks. In the extreme case where every pair of links is a common link, the two networks are identical. In this case no cascading failure will occur, since a failure in network A will cause an identical failure in B and there will be no cascading failure feedback to A. It is therefore expected that the more common links appear in the coupled networks system, it becomes more robust. In the example of the coupled world wide port network and the airline network, illustrated in Fig. 1 , the fraction of common links is 0.12 for the port network and 0.18 for the airline network [1] . Therefore, developing a method to analyze cases where certain common topologies exist in the interdependent networks can help to understand the vulnerabilities of coupled complex systems in real world as well as for designing robust infrastructures.
In this paper, we introduce a method to analytically calculate the cascading process of failures in interdependent networks with common links. To analyze this problem, we consider the cluster components of the network composed of only common links after the initial attack. We will illustrate that all nodes in such a component will survive or fail simultaneously during the cascading process. Based on this fundamental feature, we divide the system into subnetworks according to the sizes of the components, and then contract all nodes in each component into a single node. After contraction, the system degenerates into two randomly coupled networks without common links, which will be solved analytically.
Here, we find the exact solution for the case where A and B are fully interdependent Erdős-Rényi (ER) networks each of average degree k and the network of common links is also an ER network with the average degree K. In this case, we show that the interdependent networks system undergoes a first order transition for all K ≥ 0. 
We will investigate the robustness of such a system after the initial attack. Notice that when C 0 has no links since there is no common links in this system. This is the case of random coupling studied by Buldyrev et al [17] , since the probability to have a common link in random coupling approach to zero for large N. We will provide a method for analyzing the case when network C 0 has a given topological structure.
be the component size distribution of C 0 . That is to say, if we randomly choose a node in network C 0 , the probability that it belongs to a component of size m in network C 0 is R 0 (m).
This distribution is a characterization of both the degree and the structure of inter-similarity of the network.
The initial attack leads to failures of some other nodes in A 0 since those nodes will lose connectivity with the giant component A 1 of A 0 (a percolation failure). Consequently, in B 0 , all nodes that depend on those nodes that have been removed in A 0 will fail due to interdependency relations (a dependency failure). We use B 1 to denote the remaining nodes in B 0 . Then, similarly, a percolation failure will occur in B 1 . This will induce an iterative process of percolation failures and dependency failures in the system [31] . Finally, if no further failure occurs, this cascading process will end with a total collapse or two remaining giant components of the same size. We are interested here in the relationship between p and the size of the final mutual giant component.
Notice that during the cascading process, if a node in a component of C 0 survives, the whole component will survive, and if a node in a component fails, the whole component will 
And the size of
as the average component size in C 0 . Thus, we have
As shown in Fig. 3(c) , common links do not exist any more in the contracted system, because each common link always lies inside a component of network C 0 . In fact, after the initial attack, the cascading process in the contracted system is equivalent to the cascading on the original system. Therefore, we only need to focus on the cascade process in the contracted system. 
III. THEORETICAL APPROACH
Here, we exhibit, step-by-step, the theoretical analysis for the cascading process starting can be exactly evaluated, then the whole system can be described using multi-variable generating
functions. Usually, we analyze the cascading process by three steps to obtain the recursive system [17] .
We use g 
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The third stage is equivalent to randomly removing a fraction 1−g
1 , · · · , φ
Generally, we have ψ
In the final stage, where the process of cascading failures ceases, we have ψ
, and y m = φ ′(m) n . We arrive a system of x m and y m :
IV. ANALYTICAL SOLUTION
This system can be analytically solved using M-variant generating functions. Similar to
Ref. [32] , for a system of M interconnected subnetworks A ′(m) 0
, we define the generating function for the degree distributions for each subnetwork as
where p
is the probability that a randomly chosen node in A
degrees. Moreover, the generating function for the underlying branching processes for each subnetwork is
where m ′ = 1, 2, · · · , M. Then, the fraction of nodes in the giant component after randomly
Here, u m ′ m satisfies:
where, m, m ′ = 1, 2, · · · , M. For network B ′ 0 , we can define the analogous generating functions and obtain similarly the giant component size. 
Here, the average mm
where
is the solution of the following set of equations:
where, m = 1, 2, · · · , M. Similarly, for network
where v m satisfies:
where, m = 1, 2, · · · , M. The system of the final stage can be written as
By excluding x m and y m , we finally obtain
Therefore,
where m = 1, 2, · · · , M.
By solving this system, we can get µ (m) 
Notice that in Eq. (14), u m = u 
Thus, the fraction of the mutual giant component becomes
V. RESULTS
One trivial solution of Eq. (16) is u 1 = 1. In some cases, other nontrivial solutions exist in the interval [0, 1). The smallest solution u 1min corresponds to the size of the final mutual gi-
and F 1 (u 1 ) = u 1 . Then the critical point u 1c and p I c is where a nontrivial solution that satisfies:
Note that, all the analysis is done here on the contracted network system after the initial random removal, which means there is no initial attacking on the contracted system. If M is finite, at the solution u 1 = 1, we have F 1 (1) = F 2 (1) = 1, but F the equation describing the system will become Eq. (16) , and the transition will become suddenly from second order when a = b = 0 to first order.
VI. SUMMARY
In this paper we provide an exact solution for interdependent networks with common links (representing inter-similarity in the system), which can be found in many real world network systems. We treat the components composed of inter-similar links as a new kind of nodes, and these new nodes form a new mutually interdependent network system with degree correlation, which comes from the correlation between component sizes. In order to deal with this kind of degree correlation, we decompose the new network system into a series of subnetworks according to their component sizes. That is, the new node correspond to the same component size in each of subnetworks respectively. Then we employ a high dimensional generating function to describe this system and obtain the exact percolation equations which can be solved numerically. If the two mutually interdependent networks are fully inter-similar or identical (a = b = 0), we know that the percolation is exactly the same with that on a single network and must be a second order phase transition. From the above analysis, we surprisingly find that when the two mutually interdependent networks are not identical (a, b > 0), the transition is totally different from single networks and is always of first order.
