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Abstract. Humans refer to objects in their environments all the time,
especially in dialogue with other people. We explore generating and com-
prehending natural language referring expressions for objects in images.
In particular, we focus on incorporating better measures of visual con-
text into referring expression models and find that visual comparison to
other objects within an image helps improve performance significantly.
We also develop methods to tie the language generation process together,
so that we generate expressions for all objects of a particular category
jointly. Evaluation on three recent datasets - RefCOCO, RefCOCO+,
and RefCOCOg1, shows the advantages of our methods for both refer-
ring expression generation and comprehension.
Keywords: language, language and vision, generation, referring expres-
sion generation
1 Introduction
In this paper, we look at the dual-tasks of generating and comprehending nat-
ural language expressions referring to particular objects within an image. Re-
ferring to objects is a natural and common experience. For example, one often
uses referring expressions in everyday speech to indicate a particular person or
object to a co-observer, e.g., “the man in the red hat” or “the book on the ta-
ble”. Computational models to generate and comprehend such expressions would
have applicability to human-computer interactions, especially for agents such as
robots, interacting with humans in the physical world.
Successful models will have to connect both recognition of visual attributes of
objects and effective natural language generation to compose useful expressions
for dialogue. A broader version of this latter goal was considered in 1975 by
Paul Grice who introduced maxims describing cooperative conversation between
people [11]. These maxims, called the Gricean Maxims, describe a set of rational
principles for natural language dialogue interactions. The 4 maxims are: quality
(try to be truthful), quantity (make your contribution as informative as you can,
giving as much information as is needed but no more), relevance (be relevant
and pertinent to the discussion), and manner (be as clear, brief, and orderly as
possible, avoiding obscurity and ambiguity).
1 Datasets and toolbox can be downloaded from https://github.com/lichengunc/refer
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RefCOCO:
1.)giraffe)on)left
2.)first)giraffe)on)left
RefCOCO+:
1.)giraffe)with)lowered)head
2.)giraffe)head)down
RefCOCOg:
1.)an)adult)giraffe)scratching)its)
back)with)its)horn
2.)giraffe)hugging)another)giraffe
Fig. 1. Example referring expressions for the giraffe outlined in green from three re-
ferring expression datasets (described in Sec 4).
For the purpose of referring to objects in complex real world scenes these
maxims suggest that a well formed expression should be informative, succinct,
and unambiguous. The last point is especially necessary for referring to objects
in the real world since we often find multiple objects of a particular category
situated together in a scene. For example, consider the image in Fig. 1 which
contains three giraffes. We should not refer to the target (outlined in green) as
“the spotted giraffe” since all of the giraffes are spotted and this would create
an ambiguous reference. More reasonably we should refer to the target as “the
giraffe with lowered head” to differentiate this giraffe from the other two.
The task of referring expression generation (REG) has been studied since the
1970s [40,22,30,7], with most work focused on studying particular aspects of the
problem in some relatively constrained datasets. Recent approaches have pushed
this work toword more realistic scenarios. Kazemzadeh et al [19] introduced the
first large-scale dataset of referring expressions for objects in real-world natural
images, collected in a two-player game. This dataset was originally collected on
top of the 20,000 image ImageCleft dataset, but has recently been extended
to images from the MSCOCO collection. We make use of the RefCOCO and
RefCOCO+ datasets in our work along with another recently collected referring
expression dataset, released by Google, denoted in our paper as RefCOCOg [26].
The most relevant work to ours is Mao et al [26] which introduced the first
deep learning approach to REG. In this model, the authors use a Convolutional
Neural Network (CNN) [36] model pre-trained on ImageNet [34] to extract visual
features from a bounding box around the target object and from the entire image.
They use these features plus 5 features encoding the target object location and
size as input to a Long Short-term Memory (LSTM) [10] network that generates
expressions. Additionally, they apply the same model to the inverse problem
of referring expression comprehension where the input is a natural language
expression and the goal is to localize the referred object in the image.
Similar to these recent methods, we also take a deep learning approach to
referring expression generation and comprehension. However, while they use a
generic model for object context – CNN features for the entire image containing
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the target object – we take a more focused approach to encode object com-
parisons. These object comparisons are critical for producing an unambiguous
referring expression since one must consider visual characteristics of similar ob-
jects during generation in order to select the most distinct aspects for description.
This mimics the process that a human would use to compose a good referring ex-
pression for an object, e.g. look at the object, look at other relevant objects, and
generate an expression that could be used by a co-observer to unambiguously
pick out the target object.
In addition, for the referring expression generation task, we introduce a
method to tie the language generation process together for all depicted objects
of the same type. This helps generate a good set of expressions such that the
expressions differentiate between objects but are also complementary. For exam-
ple, we never want to generate the exact same expression for two objects in an
image. Alternatively, if we call one object “the red ball” then we may desire the
expression for the other object to follow the same generation pattern, i.e., “the
blue ball”. Our experimental evaluations show that these visual and linguistic
comparisons improve performance over previous state of the art.
In the rest of our paper, we first describe related work (Sec 2). We then
describe our improvements to models for referring expression generation and
comprehension (Sec 3), describe 3 referring expression datasets (Sec 4), and
perform experimental evaluations on several model variations (Sec 5). Finally
we present our conclusions (Sec 6).
2 Related Work
Referring expressions are closely related to the more general problem of modeling
the connection between images and descriptive language. In recent years, this has
been studied in the image captioning task [6,37,13,31,23]. There, the aim is to
condition the generation of language on the visual information from an image.
The wide range of aspects of an image that could be described, and the variety
of words that could be chosen for a particular description complicate studying
image captioning. Our study of referring expressions is partially motivated by
focusing on description for a specific, and more easily evaluated, communication
goal. Although our task is somewhat different, we borrow machinery from state of
the art caption generation [3,39,27,5,18,21,41] using LSTM to generate captions
based on CNN features computed on an input image. Three recent approaches for
referring expression generation [26] and comprehension [14,33] also take a deep
learning approach. However, we add visual object comparisons and tie together
language generation for multiple objects.
Referring expression generation has been studied for many years [40,22,30]
in linguistics and natural language processing. These works were limited by data
collection and insufficient computer vision algorithms. Together Amazon Me-
chanical Turk and CNNs have somewhat mitigated these limitations, allowing
us to revisit these ideas on large-scale datasets. We still use such work to motivate
the architecture of our pipeline. For instance, Mitchell and Jordan et al [30,16]
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guy blowing the thing
right guy in blue jeans
christmas child
old man
LSTM
sitting back
CNN
Fig. 2. Framework: We extract VGG-fc7 and location features for each object of the
same type, then compute visual differences. These features and differences are then fed
into LSTM. For sentence generation, the LSTMs are tied together, incorporating the
hidden output difference as additional information for predicting words.
show the importance of using attributes, Funakoshi et al [8] show the importance
of relative relations between objects in the same perceptual group, and Kelleher
et al [20] show the importance of spatial relationships. These provide motivation
for our modeling choices: when considering a referring expression for an object,
the model takes into account the relative spatial location of other objects of the
same type and visual comparisons to objects in the same perceptual group.
The REG datasets of the past were sometimes limited to using computer
generated images [38], or relatively small collections of natural objects [29,28,7].
Recently, a large-scale referring expression dataset was collected by Kazemzadeh
et al [19] featuring natural objects in the real world. Since then, another three
REG datasets based on the object labels in MSCOCO have been collected [19,26].
The availability of large-scale referring expression datasets allows us to train
deep learning models. Additionally, our analysis of these datasets motivates our
incorporation of visual comparisons between same-type objects, and the need to
tie together choices for referring expression generation between objects.
3 Models
We implement several model variations for referring expression generation and
comprehension. The first set of models are recent state of the art deep learn-
ing approaches from Mao et al [26]. We use these as our baselines (Sec 3.1).
Next, we investigate incorporating better visual context features into the mod-
els (Sec 3.2). Finally, we explore methods to jointly produce an entire set of
referring expressions for all depicted objects of the same category (Sec 3.3).
3.1 Baselines
For comparison, we implement both the baseline and strong model of Mao et
al [26]. Both models utilize a pre-trained CNN network to model the target
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object and its context within the image, and then use a LSTM for generation.
In particular, object and context are modeled as features from a CNN trained to
recognize 1,000 object categories [36] from ImageNet [34]. Specifically, the visual
representation is composed of:
– Target object representation, oi. The object is modeled as features extracted
from the VGG-fc7 layer by forwarding its bounding box through the network.
– Global context representation, gi. Context is modeled as features extracted
from the VGG-fc7 layer for the entire image.
– Location/size representation, li, for the target object. Location and size are
modeled as a 5-d vector encoding the x and y locations of the top left and
bottom right corners of the target object bounding box, as well as the bound-
ing box size with respect to the image, i.e., li = [
xtl
W ,
ytl
H ,
xbr
W ,
ybr
H ,
w·h
W ·H ].
Language generation is handled by a long short-term memory network (LSTM)
[10] where inputs are the above visual features and the network is trained to
generate natural language referring expressions. In Mao et al’s baseline [26],
the model uses maximum likelihood training and outputs the most likely refer-
ring expression given the target object, context, and location/size features. In
addition, they also propose a stronger model that uses maximum mutual infor-
mation (MMI) training to consider whether a listener would interpret a referring
expression unambiguously. They impose this by penalizing the model if a gen-
erated referring expression could also be generated by some other object within
the image. We implement both their original model and MMI model in our ex-
periments. We subsequently refer to these two models as Baseline and MMI,
respectively.
3.2 Visual Comparison
Previous works [2,30] have shown that objects in an image, of the same type as
the target object, are most important for influencing what attributes people use
to describe the target. One drawback of considering a general feature over the
entire image to encode context (as in the baseline models) is that it may not
specifically focus on visual comparisons to the most relevant objects – the other
objects of the same object category within the image.
In this paper, we propose a more explicit encoding of the visual difference
between objects of the same category within an image. This helps for gener-
ating referring expressions which best discriminate the target object from the
surrounding objects. For example, in an image with three cars, two blue and
one red, visual appearance comparisons could help generate “the red car” as an
expression for the latter object.
Given the referred object and its surrounding objects, we compute two types
of features for visual comparison. The first type encodes the similarities and
differences in visual appearance between the target object and other objects of
the same cateogry depicted in the image. Inspired by Sadeghi et al [35], we
compute the difference in visual CNN features as our representation of relative
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appearance. Because there may be many surrounding objects of the same type
in the image, and not every object will provide useful information about how
to describe the target object, we need to first select which objects to compare
and aggregate their visual differences. In Section 5, we experiment with selecting
different subsets of comparison objects: objects of the same category, objects of
different category, or all other depicted objects. For each selected comparison
object, we compute the appearance difference as the subtraction of the target
object and comparison object CNN representations. We experiment with three
different strategies for computing an aggregate vector to represent the visual
difference between the target object and the surrounding objects: minimum,
maximum, and average over each feature dimension. In our experiments, pooling
the average difference between the target object and surrounding objects seems
to work best. Therefore, we use this pooling in all experiments.
– Visual appearance difference representation, δvi =
1
n
∑
j 6=i
oi−oj
‖oi−oj‖ , where n
is the number of objects chosen for comparisons and we use average pooling
to aggregate the differences.
The second type of comparison feature encodes the relative location and size
differences between the target object and surrounding objects of the same ob-
ject category. People often use comparative size or location terms in referring
expressions, e.g. “the second giraffe from the left” or “the smaller monkey” [38].
To address the dynamic number of nearby objects, we choose up to five com-
parison objects of the same category as the target object, sorted by distance to
the target. When fewer than five objects of the same category are depicted, this
25-d vector (5-d x 5 surrounding objects) is padded with zeros.
– Location difference representation, δli, where each 5-d difference is computed
as δlij = [
[4xtl]ij
wi
,
[4ytl]ij
hi
,
[4xbr]ij
wi
,
[4ybr]ij
hi
,
wjhj
wihi
].
In summary, our final visual representation for a target object is:
ri = Wm[oi, gi, li, δvi, δli] + bm (1)
where oi, gi, li are the target object, global context, and location/size features
from the baseline model, δvi and δli encodes visual appearance difference and
location difference. Wm and bm project the concatenation of the five types of
features to be the final representation.
3.3 Joint Language Generation
For the referring expression generation task, rather than generating sentences
for each object in an image separately [15][26], we consider tying the generation
process together into a single task to jointly generate expressions for all objects
of the same object category depicted in an image. This makes sense intuitively
– when a person attempts to generate a referring expression for an object in an
image they inherently compose that expression while keeping in mind expressions
Modeling Context in Referring Expressions 7
for the other objects in the picture. This can be observed in the fact that the
expressions people generate for objects in an image tend to share similar patterns
of expression. If you say “the man on the left” for one object then you tend to
say “the man on the right” for the other object. We would like our algorithms to
mimic these behaviors. Additionally, the algorithm should also be able to push
generated expressions away from each other to create less ambiguous references.
For example, if we use the word “red” to describe one object, then we probably
shouldn’t use the same word to describe another object.
To model this joint generation process, we model generation using an LSTM
model where in addition to the usual connections between time steps within
an expression we also add connections between expressions for different objects.
This architecture is illustrated in Fig 2.
Specifically, we use LSTM to generate multiple referring expressions, {ri},
given depicted objects of the same type, {oj}.
P (R|O) =
∏
i
P (ri|oi, {oj 6=i}, {rj 6=i}),
=
∏
i
∏
t
P (wit |wit−1 , ..., wi1 , vi, {hjt,j 6=i})
(2)
where wit are words at time t, vi visual representations, and hjt is the hidden
output of j-th object at time step t that encodes the visual and sentence infor-
mation for the j-th object. As visual comparison, we aggregate the difference of
hidden outputs to push away ambiguous information. hdifit =
1
n
∑
j 6=i
hit−hjt
‖hit−hjt‖ .
There, n is the the number of other objects of the same type. The hidden differ-
ence is jointly embedded with the target object’s hidden output, and forwarded
to the softmax layer for predicting the word.
P (wit |wit−1 , ..., wi1 , vi, {hjt,j 6=i}) = softmax(Wh[hit , hdifit ] + bh) (3)
4 Data
We make use of 3 referring expression datasets in our work, all collected on top
of the Microsoft COCO image collection [24]. One dataset, RefCOCOg [26] is
collected in a non-interactive setting, while the other two datasets, RefCOCO
and RefCOCO+, are collected interactively in a two-player game [19]. In the
following, we describe each dataset and provide some analysis of their similarities
and differences, and then discuss splits of the datasets used in our experiments .
4.1 Datasets & Analysis
Images for each dataset were selected to contain multiple objects of the same cat-
egory (object categories depicted cover the 80 common objects from MSCOCO
with ground-truth segmentation). These images provide useful cases for referring
expression generation since the referrer needs to compose a referring expression
that uniquely singles out one object from other relevant objects.
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RefCOCOg: This dataset was collected on Amazon Mechanical Turk in a
non-interactive setting. One set of workers were asked to write natural language
referring expressions for objects in MSCOCO images then another set of workers
were asked to click on the indicated object given a referring expression. If the click
overlapped with the correct object then the referring expression was considered
valid and added to the dataset. If not, another referring expression was collected
for the object. This dataset consists of 85,474 referring expressions for 54,822
objects in 26,711 images. Images were selected to contain between 2 and 4 objects
of the same object category.
RefCOCO & RefCOCO+: These datasets were collected using the Refer-
itGame [19]. In this two-player game, the first player is shown an image with a
segmented target object and asked to write a natural language expression refer-
ring to the target object. The second player is shown only the image and the
referring expression and asked to click on the corresponding object. If the players
do their job correctly, they receive points and swap roles. If not, they are pre-
sented with a new object and image for description. Images in these collections
were selected to contain two or more objects of the same object category. In the
RefCOCO dataset, no restrictions are placed on the type of language used in
the referring expressions while in the RefCOCO+ dataset players are disallowed
from using location words in their referring expressions by adding “taboo” words
to the ReferItGame. This dataset was collected to obtain a referring expression
dataset focsed on purely appearance based description, e.g., “the man in the
yellow polka-dotted shirt” rather than “the second man from the left”, which
tend to be more interesting from a computer vision based perspective and are in-
dependent of viewer perspective. RefCOCO consists of 142,209 refer expressions
for 50,000 objects in 19,994 images, and RefCOCO+ has 141,564 expressions for
49,856 objects in 19,992 images.
Dataset Comparisons:As shown in Fig. 1, the languages used in RefCOCO
and RefCOCO+ datasets tend to be more concise and less flowery than the
languages used in the RefCOCOg. RefCOCO expressions have an average length
of 3.61 while RefCOCO+ have an average length of 3.53, and RefCOCOg contain
an average of 8.43 words. This is most likely due to the differences in collection
strategy. RefCOCO and RefCOCO+ were collected in a game scenario where
players are trying to efficiently provide enough information to indicate the correct
object to the other player. RefCOCOg was collected in independent rounds of
Mechanical Turk without any interactive time constraints and therefore tend to
provide more complex expressions, often entire sentences rather than phrases.
In addition, RefCOCO and RefCOCO+ do not limit the number of objects
of the same type to 4 and thus contain some images with many objects of the
same type. Both RefCOCO and RefCOCO+ contain an average of 3.9 same-
type objects per image, while RefCOCOg contains an average of 1.63 same-
type objects per image. The large number of same-type objects per image in
RefCOCO and RefCOCO+ suggests that incorporating visual comparisons to
same-type objecs will be useful.
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Dataset Splits: There are two types of splits of the data into train/test
sets: a per-object split and a people-vs-objects split.
The first type is per-object split. In this split, the dataset is divided by
randomly partitioning objects into training and testing sets. This means that
each object will only appear either in training or testing set, but that one object
from an image may appear in the training set while another object from the
same image may appear in the test set. We use this split for RefCOCOg since
same division was used in the previous state-of-the-art approach [26].
The second type is people-vs-objects splits. One thing we observe from
analyzing the datasets is that about half of the referred objects are people.
Therefore, we create a split for RefCOCO and RefCOCO+ datasets that eval-
uates images containing multiple people (testA) vs images containing multiple
instances of all other objects (testB). In this split all objects from an image will
appear either in the training or testing sets, but not both. This split creates a
more meaningfully separated division between training and testing, allowing us
to evaluate the usefulness of context more fairly.
5 Experiments
We first perform some experiments to analyze the use of context in referring
expressions (Sec 5.1). Given these findings, we then perform experiments eval-
uating the usefulness of our proposed visual and language innovations on the
comprehension (Sec 5.2) and generation tasks (Sec 5.3).
In experiments for the referring expression comprehension task, we use the
same evaluation as Mao et al [26], namely we first predict the region referred
by the given expression, then we compute the intersection over union (IOU)
ratio between the true and predicted bounding box. If the IOU is larger than
0.5 we count it as a true positive. Otherwise, we count it as a false positive. We
average this score over all images. For the referring expression generation task
we use automatic evaluation metrics, BLEU, ROUGE, and METEOR developed
for evaluating machine translation results, commonly used to evaluate language
generation results [41,18,5,27,39,23]. We further perform human evaluations, and
propose a new metric evaluating the duplicate rate of generated expressions. For
both tasks, we compare our models with “Baseline” and “MMI” [26]. Specifically,
RefCOCO RefCOCO+
Test A Test B Test A Test B
no context 63.91% 66.31% 50.09% 45.05%
global context 63.15% 64.21% 48.73% 42.13%
scale 2 65.57% 67.13% 50.38% 44.89%
scale 3 66.14% 68.07% 50.25% 45.40%
scale 4 66.68% 68.56% 50.34% 45.48%
Table 1. Expression Comprehension accuracies on RefCOCO and RefCOCO+ of the
Baseline model with differenct context source. Scale n indicates the size of the cropped
window centered by the target object.
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we denote “visdif” as our visual comparison model, and “tie” as the LSTM tying
model. We also perform an ablation study, evaluating the combinations.
5.1 Analysis Experiments
Context Representation As previously discussed, we suggest that the ap-
proaches proposed in recent referring expression works [26,14] make use of rel-
atively weak contextual information, by only considering a single global image
context for all objects. To verify this intuition, we implemented both the baseline
and strong MMI models from Mao et al [26], and compare the results for referring
expression comprehension task with and without global context on RefCOCO
and Refcoco+ in Table 1. Surprisingly we find that the global context does not
improve the performance of the model. In fact, adding context even decreases
performance slightly. This may be due to the fact that the global context for
each object in an image would be the same, introducing some ambiguity into the
referring expression comprehension task. Given these findings, we implemented
a simple modification to the global context, computing the same visual repre-
sentation, but on a somewhat scaled window centered around the target object.
We found this to improve performance, suggesting room for improving the visual
context feature. This motivate our development of a better context feature.
Visual Comparison For our visual comparison model, there could be several
choices regarding which objects from the image should be compared to the target
object. We experiment with three sets of reference objects on RefCOCO and
RefCOCO+ datasets: a) objects of the same-category in the image, b) objects
of different-category in the image, and c) all objects appeared in the image. We
use our “visdif” model for this experiment. The results are shown in Figure 3.
It is clear to see the visual comparisons to the same-category objects are most
useful for referring expression comprehension task. This is more like mimicing
how human refer object – we tend to point out the difference between the target
object with the other same-category objects within the same image.
Fig. 3. Comprehension accuracies on RefCOCO and RefCOCO+ datasets. We compare
the performance of “visdif” model without visual comparison, and visual comparison
between different-category objects, between all objects, and between same-type objects.
Modeling Context in Referring Expressions 11
5.2 Referring Expression Comprehension
We evaluate performance on the referring expression comprehension task on Re-
fCOCO, RefCOCO+ and RefCOCOg datasets. For RefCOCO and RefCOCO+,
we evaluate on the two subsets of people (testA) and all other objects (testB).
For RefCOCOg, we evaluate on the per-object split as previous work [26]. Since
the authors haven’t released their testing set, we show the performance on their
validation set only, using the optimized hyper-parameters on RefCOCO. Ta-
ble 2 shows the comprehension accuracies. We observe that our implementation
of Mao et al [26] achieves comparable performance to the numbers reported in
their paper. We also find that adding visual comparison features to the Baseline
model improves performance across all datasets and splits. Similar improvements
are also observed on top of the MMI model.
In order to make a fully automatic referring system, we also train a Fast-
RCNN [9] detector and build our system on top of the detections. We train
Fast-RCNN on the validation portion only as the RefCOCO and RefCOCO+
are collected using MSCOCO training data. For RefCOCOg, we use the detec-
tion results provided by [26], which were trained uisng Multibox [4]. Results on
shown in the bottom half of Table 2. Although all comprehension accuracies
drop due to imperfect detections, the improvements of our models over Baseline
and MMI are still observed. One weakness of our automatic system is that it
highly depends on detection performance, especially for general objects (testB).
However, considering our detector was trained on MSCOCO validation only, we
believe such weakness may be alleviated with more training data and stronger
detection techniques, e.g., [12][25][32][17][1], etc.
We show some automatic comprehension examples of RefCOCO, RefCOCO+
and RefCOCOg in Fig 4, where top three rows show correct comprehensions (ob-
ject correctly localized) and bottom three rows show incorrect comprehensions
(wrong object localized).
RefCOCO RefCOCO+ RefCOCOg
Test A Test B Test A Test B Validation
Baseline[26] 63.15% 64.21% 48.73% 42.13% 55.16%
visdif 67.57% 71.19% 52.44% 47.51% 59.25%
MMI[26] 71.72% 71.09% 58.42% 51.23% 62.14%
visdif+MMI 73.98% 76.59% 59.17% 55.62% 64.02%
Baseline(det)[26] 58.32% 48.48% 46.86% 34.04% 40.75%
visdif(det) 62.50% 50.80% 50.10% 37.48% 41.85%
MMI(det)[26] 64.90% 54.51% 54.03% 42.81% 45.85%
visdif+MMI(det) 67.64% 55.16% 55.81% 43.43% 46.86%
Table 2. Referring Expression comprehension results on the RefCOCO, RefCOCO+,
and RefCOCOg datasets. Rows of “method(det)” are the results of automatic system
built on Fast-RCNN [9] and Multibox [4] detections.
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5.3 Referring Expression Generation
For the referring expression generation task, we evaluate the usefulness of our
visual comparison features as well as our joint language generation model. These
serve to tie the generation process together so that the model considers other
objects of the same type both visually and linguistically during generation. On
the visual side, comparisons are used to judge similarity of the target object
to other objects of the same type in terms of appearance, size and location.
On the language side, the joint LSTM model serves to both differentiate and
mimic language patterns in the referring expressions for the entire set of depicted
objects. Fig 5 shows some comparison between our model with other methods.
Our full results are shown in Table 3. We find that incorporating our visual
comparison features into the Baseline model improves generation quality (com-
pare row “Baseline” to row “visdif”). It also improves the performance of MMI
model (compare row “MMI” to row “visdif+MMI”). We also observe that tying
the language generation together across all objects consistently improves the per-
formance (compare the bottom three “+tie” rows with the above). Especially for
method “visdif+tie”, it achieves the highest score under almost every measure-
ment. We do not perform language tying on RefCOCOg since here some objects
from an image may appear in training while others may appear in testing.
RefCOCO
Test A Test B
Bleu 1 Bleu 2 Rouge Meteor Bleu 1 Bleu 2 Rouge Meteor
Baseline [26] 0.477 0.290 0.413 0.173 0.553 0.343 0.499 0.228
MMI [26] 0.478 0.295 0.418 0.175 0.547 0.341 0.497 0.228
visdif 0.505 0.322 0.441 0.184 0.583 0.382 0.530 0.245
visdif+MMI 0.494 0.307 0.441 0.185 0.578 0.375 0.531 0.247
Baseline+tie 0.490 0.308 0.431 0.181 0.561 0.352 0.505 0.234
visdif+tie 0.510 0.318 0.446 0.189 0.593 0.386 0.533 0.249
visdif+MMI+tie 0.506 0.312 0.445 0.188 0.579 0.370 0.525 0.246
RefCOCO+
Test A Test B
Bleu 1 Bleu 2 Rouge Meteor Bleu 1 Bleu 2 Rouge Meteor
Baseline [26] 0.391 0.218 0.356 0.140 0.331 0.174 0.322 0.135
MMI [26] 0.370 0.203 0.346 0.136 0.324 0.167 0.320 0.133
visdif 0.407 0.235 0.363 0.145 0.339 0.177 0.325 0.145
visdif+MMI 0.386 0.221 0.360 0.142 0.327 0.172 0.325 0.135
Baseline+tie 0.392 0.219 0.361 0.143 0.336 0.177 0.325 0.140
visdif+tie 0.409 0.232 0.372 0.150 0.340 0.178 0.328 0.143
visdif+MMI+tie 0.393 0.220 0.360 0.142 0.327 0.175 0.321 0.137
RefCOCOg
validation
Bleu 1 Bleu 2 Rouge Meteor
Baseline [26] 0.437 0.273 0.363 0.149
MMI [26] 0.428 0.263 0.354 0.144
visdif 0.442 0.277 0.370 0.151
visdif+MMI 0.430 0.262 0.356 0.145
Table 3. Referring Expression Generation Results: Bleu, Rouge, Meteor evaluations
for RefCOCO, RefCOCO+ and RefCOCOg.
We observe in Table 3 that models incoporating “+MMI” are worse than
without “+MMI” under the automatic scoring metrics. To verify whether these
metrics really reflect performance, we performed human evaluations on the ex-
pression generation task. Three Turkers were asked to click on the referred object
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RefCOCO RefCOCO+
Test A Test B Test A Test B
Baseline [26] 62.42% 64.99% 49.18% 42.03%
MMI 65.76% 68.25% 49.84% 45.38%
visdif 68.27% 74.92% 55.20% 43.65%
visdif+MMI 70.25% 75.47% 53.56% 47.58%
Baseline+tie 64.51% 68.34% 52.06% 43.53%
visdif+tie 71.40% 76.14% 57.17% 47.92%
visdif+MMI+tie 70.01% 76.31% 55.64% 48.04%
Table 4. Human Evaluations on referring expression generation.
RefCOCO RefCOCO+
Test A Test B Test A Test B
Baseline [26] 15.60% 16.40% 28.67% 46.27%
MMI 11.60% 11.73% 21.07% 26.40%
visdif 9.20% 8.80% 19.60% 31.07%
visdif+MMI 5.07% 6.13% 12.13% 16.00%
Baseline+tie 11.20% 14.93% 22.00% 32.13%
visdif+tie 4.27% 5.33% 11.73% 16.27%
visdif+MMI+tie 6.53% 4.53% 10.13% 13.33%
Table 5. Fraction of images for which the algorithm generates the same referring
expression for multiple objects. Smaller is better.
given the image and the generated expression. If more than two clicked on the
true target object, we consider this expression to be correct. Table 4 shows the
human evaluation results, indicating that models with “+MMI” are consistently
higher performance. We also find “+tie” methods perform the best, indicating
that tying language together is able to produce less ambiguous referring expres-
sions. Some referring expression generation examples using different methods
are shown in Fig 5. Besides, we show more examples of tied generations using
“visdif+MMI+tie” model in Fig 6.
Finally, we introduce another evaluation metric which measures the fraction
of images for which an algorithm produces the same generated referring expres-
sion for multiple objects within the image. Obviously, a good referring expression
generator should never produce the same expressions for two objects within the
same image. Thus we would like this number to be as small as possible. The
evaluation results under such metric are shown in Table 5. We find “+MMI”
produces smaller number of duplicated expressions on both RefCOCO and Re-
fCOCO+, while “+tie” helps generating even more different expressions. Our
combined model “visdif+MMI+tie” performs the best under this metric.
6 Conclusion
In this paper, we have developed a new model for incorporating detailed context
into referring expression models. With this visual comparison based context we
have improved performance over previous state of the art for referring expression
generation and comprehension. In addition, for the referring expression gener-
ation task, we explore methods for joint generation over all relevant objects.
Experiments verify that this joint generation improves results over previous at-
tempts to reduce ambiguity during generation.
14 Licheng et al.
Fig. 4. Referring expression comprehension on RefCOCO and RefCOCO+ using “vis-
dif” based on detections. The blue and red bounding boxes are correct and incorrect
comprehension respectively, while the green boxes indicate the ground-truth regions.
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Fig. 5. Referring expression generation on RefCOCO and RefCOCO+ by different
methods.
16 Licheng et al.
Fig. 6. Joint referring expression generation using our full model of “visdif+MMI+tie”.
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