This article outlines the formulation of a robust fault detection and isolation (FDI) scheme that can precisely detect and isolate simultaneous actuator and sensor faults for uncertain linear stochastic systems. The given robust fault detection scheme based on the discontinuous robust observer approach would be able to distinguish between model uncertainties and actuator failures and therefore eliminate the problem of false alarms. Since the proposed approach involves estimating sensor faults, it can also be used for sensor fault identification and the reconstruction of true outputs from faulty sensor outputs. Simulation results presented here validate the effectiveness of the proposed robust FDI system.
Introduction
There is a growing demand for high-quality control systems that satisfy increasingly stringent safety and environmental regulations. Though controllers are designed to maintain satisfactory performance by compensating for the adverse effects of system anomalies, there are changes in the system which the controllers cannot handle adequately. These unpermitted deviations of at least one characteristic property or variable of the system are called faults (Chiang, Russell, and Braatz 2007) . Faults are generally categorised into (i) additive process faults, (ii) multiplicative process faults, (iii) sensor faults and (iv) actuator faults.
Despite the type of fault, failure to compensate for it could result in the degradation of system performance and a decrease in system safety margin. There exist several supervisory functions which can be used to recognise and distinguish different types of faults, and can be divided into three categories (Gertler 1998): (1) fault detection (2) fault isolation (3) fault identification.
Fault detection is the indication of a fault occurrence and fault isolation involves the determination of the exact location of the fault or the defective system component. Fault identification is the determination of the type, magnitude and time of fault occurrence. Most practical systems contain only the fault detection and isolation (FDI) procedures and the combined process is usually referred to as the FDI in the control community and fault detection and diagnosis (FDD) or simply diagnosis (DX) in the artificial intelligence community (Patton, Clark, and Frank 2000) .
In active fault tolerant control systems, efficient accommodation of fault requires prompt detection and precise identification of the fault occurrences. Though there are numerous references in the literature on failure detection and identification, very little work has been reported on developing robust fault detection schemes for continuous stochastic systems with system uncertainties. Robust actuator/sensor fault detection is a challenging problem due to the effects of discrepancy between the actual system and its mathematical model, system process noise and measurement noise. Most of the existing model-based fault detection algorithms tend to induce false alarms when the plant parameters are different from the assumed known parameters. This article presents a robust FDI scheme that can precisely detect and isolate simultaneously occurring actuator faults and sensor faults for uncertain linear stochastic systems. The proposed approach is an observer-based FDI scheme where a bank of discontinuous observers are used for residual generation. Two techniques for designing the discontinuous observers are presented here. The first technique is based on the output stabilisation scheme and the second technique is based on linear matrix inequality (LMI) approach. Compared to the existing *Email: jemin.george.civ@mail.mil ISSN 0020-7179 print/ISSN 1366-5820 online This work was authored as part of the Contributor's official duties as an employee of the United States Government and is therefore a work of the United States Government. In accordance with 17 U.S.C. 105 no copyright protection is available for such works under U.S. law. http://dx.doi.org/10.1080/00207179.2012.666360 model-based FDI schemes, the main contributions of the proposed FDI scheme are . Multiple actuator and sensor faults are considered, . There are no constraints on the structure of system uncertainties, i.e. both matched and mismatched uncertainties are considered, . Stochastic external disturbance and measurement noise are considered, thus a complete stochastic formulation of the problem is presented, . Proposed approach involves reconstruction of sensor faults and therefore this approach can be used for sensor fault identification and reconstruction of true outputs and . Given approach can be extended to nonlinear systems by considering Lipschitz continuous affine nonlinear terms with a known Lipschitz constant (Chen and Saif 2007a; Yan and Edwards 2008) .
The structure of this article is as follows. A brief account on the existing FDI schemes is first presented. Afterwards, a detailed formulation of the observerbased FDI scheme is given in Section 3. The first proposed approach to the observer design based on the output stabilisation technique is given in Section 4. The LMI-based observer design technique is given in Section 5. Finally, results from numerical simulations and concluding remarks are given in Sections 6 and 7, respectively.
Previous research
The FDI mechanism can be developed using either a replication of hardware or using analytical information about the system being monitored, i.e. based on a mathematical model of the system. In the former approach, also known as hardware redundancy, output from identical components are compared for consistency. The later approach is known as analytical redundancy or model-based fault diagnosis and the basic principle here is to compare the actual and reconstructed system responses generated using mathematical models.
Most of the existing model-based FDI schemes are rooted on measurement residual generation. Generated residuals are used to facilitate the decision-making procedures involved in FDI schemes. The basic difference between most FDI schemes lies in the underlying residual generation methods. A few examples of different FDI approaches are the observerbased fault detection filters (Beard 1971; Jones 1973; Chen 2000) , Kalman filter-based proportional integral observers (Shafai, Pi, and Nork 2002) , multiple model adaptive estimators (Menke and Maybeck 1995) and system identification methods (Isermann 1984) . These model-based FDI techniques may be categorised into two. In one category, the stochastic discrete-time models are used to successfully combine statistical schemes (mainly hypotheses tests) with geometrical tools in the design and characterisation of detection algorithms for linear systems (Basseville and Nikiforov 1993; Gertler 1998; Keller 1999; Isermann 2006) . In the second category, deterministic continuous-time models are utilised and the detection algorithms rely on the use of observer-type schemes to generate residuals (Frank 1996; Garcı´a and Frank 1997; Polycarpou and Trunov 2000; De Persis and Isidori 2001; Li and Zhou 2004) . Recent research is also being focused on the design of diagnosis schemes for nonlinear discrete-time stochastic systems using computationally demanding particle filters (Zhang, Campillo, Cerou, and Legland 2005; Tafazoli and Sun 2006) .
Discontinuous observers such as the sliding mode observers have been successfully used in an FDI context (Edwards, Spurgeon, and Patton 2000) . Design of sliding mode observers for the detection and reconstruction of actuator and sensor faults is presented in Edwards (2002, 2003) . The precise reconstruction of faults proposed in Tan and Edwards (2002) assumes the absence of uncertainty. The FDI approaches presented in Tan and Edwards (2003) and Jiang, Staroswiecki, and Cocquempot (2004) introduce an approximate fault reconstruction scheme by minimising the error between the true fault signal and the reconstructed fault signal. In Yan and Edwards (2008) , an FDI scheme for a class of nonlinear uncertain systems is presented by introducing limitations on the structure of the uncertainty. It is important to note that the precise reconstruction of fault is generally not available in the presence of matched model uncertainty. While the FDI schemes presented in Edwards (2002, 2003) , Jiang et al. (2004) and Yan and Edwards (2008) involve reconstruction of faults, the sliding mode observer-based FDI approach presented in Chen and Saif (2007b) is based on measurement residual generation.
For non-linear systems, a broad range of FDI algorithms has been designed based on non-linear observers (Frank 1994; Garcı´a and Frank 1997) . These non-linear observers can be divided into three categories: disturbance decoupled observers (De Persis and Isidori 2001; Mattone and Luca 2006) , adaptive observers (Xu and Zhang 2004; Zhang, Parisini, and Polycarpou 2004) and high-gain observers (Hammouri, Kinnaert, and El Yaagoubi 1999; Besanc¸on 2003) . Diagnosis algorithms, based on these observers, typically require a bank of observers in order to isolate different parametric faults. The use of continuous-time nonlinear stochastic models in system fault diagnosis provides a novel framework for accounting system/sensor noises and disturbances, in order to construct new detection and isolation algorithms (Castillo and Zufiria 2009; Mo¨unz and Zufiria 2009) . Hypothesis testing-based FDI techniques presented in Mu¨nz and Zufiria (2009) and Castillo and Zufiria (2009) requires sufficiently accurate state estimates and it is prone to issues like false alarms and missed detection.
In this manuscript two types of faults are of concern, i.e. actuator faults and sensor faults. The FDI scheme presented here is an observer-based fault detection filter. Detection filters are first introduced by Beard (1971) and later refined by Jones (1973) . A detailed formulation of the detection filter theory as an eigensystem assignment problem is given in White and Speyer (1987) . A game theoretic approach to the development of fault detection filter is presented in Chung and Speyer (1998) . Major improvements to the fault detection filter are made by Chen and Speyer (2000) by introducing several different detection filters such as the generalised least-squares fault detection filter, the robust multiple-fault detection filter (Chen and Speyer 2002) and the optimal stochastic fault detection filter (Chen, Mingori, and Speyer 2003) . Though the FDI scheme presented in Chen and Saif (2007b) assumes precise knowledge of system dynamics, a similar FDI scheme which is robust to mismatched uncertainties is presented in Chen and Saif (2007a) . The residual generation presented in Chen and Saif (2007a, b) is based on the sliding mode observer scheme where the observer experiences sliding motion in the presence of mismatched uncertainties, but when fault occurs, the sliding motion is broken and a residual is generated which contains information regarding the fault. In most of these approaches, the robust FDI scheme is formulated as a mini-max problem and detection filters are derived by maximising the sensitivity of the generated residual to the target fault while minimising the sensitivity to the nuisance faults.
In robust FDI problem, the design objective is to provide a residual signal that is sensitive only to system faults and reduce the sensitivity to disturbances and/or plant/model mismatch. Two main approaches for achieving this detection objective are exact and almost disturbance decoupling (Saberi, Sannuti, Stoorvogel, and Niemann 1999; Saberi, Stoorvogel, Sannuti, and Niemann 2000) . In the former, the aim is to decouple the residual signal from disturbances exactly, while in the latter, the transfer matrix from disturbances to the residual signal is required to be small in either the H 2 or H 1 norm sense.
In most perfect decoupling and isolation cases, solvability conditions are generally difficult to be satisfied (Chen, Patton, and Zhang 1996; Patton et al. 2000) . Hence, almost decoupling has been widely investigated recently through H 1 techniques where the decoupling problem can be transformed to a sensitivity optimisation problem, which seeks to increase the sensitivity of the residual to faults and simultaneously reduces the sensitivity to disturbances and plant/model mismatch. Jaimoukha, Li, and Mazars (2006) presents the design of a stable multiple faults isolating filter that minimise the effect of disturbances (using the H 1 norm as a measure) on the residual using LMIs. Formulation of a robust fault detection filter as an H 1 model-matching problem and an LMI solution procedure which allows an efficient and reliable synthesis of the robust fault detection filter is presented in Zhong, Ding, Lam, and Wang (2003) . Design methodology that generates robust residual signals for single-input/single-output systems based on loop shaping of the frequency response is presented in Mahdi Alavi, IzadiZamanabadi, and Hayes (2008) .
According to several books and survey papers spanning the last decade or more (Willsky 1976; Patton, Clark, and Frank 1989; Gertler 1998; Chen and Patton 1999; Patton et al. 2000; Russell, Chiang, and Braatz 2000; Korbicz, Koscielny, Kowalczuk, and Cholewa 2004; Isermann 2006; Chiang et al. 2007; Simon 2009; Alwi, Edwards, and Pin Tan 2011) , considerable attention has been devoted to problems of fault detection and fault diagnosis, for a wide range of systems. There have also been numerous papers and organised sessions on fault diagnosis at various IFAC World Congress events as well as at other conferences such as the IEEE CDC, American Control Conference and conferences focussing on neural networks, neurofuzzy methods and artificial intelligence. Due to the sheer volume of literature available on this subject matter, a detailed account of existing FDI techniques is out the scope of this article. For an up to date description on current FDI techniques, readers are encouraged to refer to the literature listed above and the references within.
3. Observer-based fault detection filter Let , F , fF t g t!t 0 , P À Á denote a complete filtered probability space, where F is a -field, fF t g t!t 0 is a collection of sub--fields called a filtration and P is a probability measure on the measurable space (, F ). Additionally, the elements of are denoted by ! and the members of F are called events. Now consider an nth-order stochastic system of the following form:
where the stochastic disturbances, W 1 (t), W 2 (t), and the measurement noise V 1 (t), V 2 (t) are described below. Here the stochastic state vector, X
is an n-dimensional random variable for fixed t. Throughout this article, random vectors are denoted using boldface capital letters and for convenience, the dependency of a stochastic process on ! is not explicitly shown. The state vectors, X 1 (t) and X 2 (t), are of dimensions
, A 22 2 R rÂr , and the control distribution matrix, B 2 R rÂr , are assumed to be unknown. The desired input signal is denoted as u d (t), and u e (t) indicates the error in applied control, u(t), due to actuator faults, i.e. :
and G 2 < ðnþrþm 2 ÞÂðnþrþm 2 Þ . The measurement equations can be written as Y 1 ðtÞ ¼ C 11 X 1 ðtÞ þ C 12 X 2 ðtÞ þ C 12 X 2 ðtÞ þ V 1 ðtÞ, Y 2 ðtÞ ¼ C 21 X 1 ðtÞ þ C 22 X 2 ðtÞ þ C 22 X 2 ðtÞ þ y e ðtÞ þ V 2 ðtÞ:
then the measurement equations can be rewritten as
Now the system in (1) can be written as
Remark 2: Even though the above representation of the plant is a non-minimal realisation, the observability of the extended system may be obtained by making appropriate changes to the state matrix, F, and the corresponding changes to D 1 (t), D 2 (t) and h(Á).
Consider the following partition of G 1 as n À r column vectors, G 2 as r column vectors, G 3 as r column vectors and G 4 as m 2 column vectors as shown below:
Also consider the individual elements of the vectors f(t), D(t) and h(Á), i.e. Now the extended system in (13) can be written in the summation form as
where G 1k and G 2k are the kth column vectors of G 1 and G 2 matrices, respectively.
Remark 3: Based on Assumptions 3.1 and 3.4, an upper bound on g(t) can be define as
. . , r þ 1 observers of the following form are considered:
ÞÂm is the observer gain corresponding to the 'th observer. The observer inputs are denoted as
and
Remark 4: Equations (20) and (21) represent a bank of r þ 1 fault detection filters. Note that there are r actuators and a non-zero measurement residual generated by any of the first r detection filters given in (20) would indicate a fault occurrence in the corresponding actuator. The final filter given in (21) is designed such that the measurement residual generated is zero mean despite the occurrence of any faults and the sensor faults can be easily identified fromŷ rþ1 e ðtÞ. Two different schemes for the selection of the observer gain, L ' , and the observer inputs, l ' (t) and m ' (t), are proposed here. The observer gain and the observer inputs corresponding to the 'th observer are selected so that the measurement residual obtained from observers given in (20) is zero mean if there is no fault in the 'th actuator and the residual obtained from the observer given in (21) is zero mean despite any actuator or sensor fault occurrences.
Before proceeding further proceed, few technical details regarding the observer dynamics and measurement residual are presented. Define the observer error as e Z ðtÞ. When ' ¼ r þ 1, after subtracting (21) from (18), the observer error dynamics can be written as
It is important to note that the solution to the stochastic differential equation given in (22) cannot be based on the ordinary mean square calculus because the integral involved in the solution depends on V(t), which is of unbounded variation, i.e.
For the treatment of this class of problems, the differential equation in (22) can be rewritten in Itoˆform as (Soong and Grigoriu 1993; Grigoriu 2002) 
where the zero mean Gaussian white noise V(t) is written as the increments of stationary Wiener process with zero mean and the correlation of increments
Using the same notation, the measurement equation (15) may be written as (Øksendal 2003) dYðtÞ
and the measurement residual can be written as
If there is no system uncertainties or faults, i.e. D(t) ¼ 0 and g(t) ¼ 0, then the system in (18) may be written as
and the measurement equation may be written as
For the system in (26), a bank of observers can be designed as follows:
Note that the desired measurement residual can now be written as
Now subtracting (28) from (26), the desired observer error dynamics may be written as
H] is Hurwitz. If there is no fault occurrence in the 'th actuator, then it is desirable for the observer error corresponding to the 'th observer, e Z ' ðtÞ, to have a dynamics that follows the desired estimator error dynamics in (30). When ' ¼ r þ 1, the difference between the desired observer error dynamics and the true observer error dynamics can be obtained by subtracting (30) 
e. the true observer error corresponding to the (r þ 1)th observer is identical to the desired error in the absence of system uncertainties and faults. Next the first proposed approach for the selection of the observer gain L ' and the observer inputs l ' (t) and m ' (t) corresponding to the 'th observer based on the output stabilisation scheme is given using the stochastic Lyapunov approach given in the Appendix.
Output stabilisation approach
The output stabilisation approach presented here provides a systematic approach for selecting the observer gain L ' and the observer inputs l ' (t) and m ' (t) corresponding to the 'th observer. The observer gain and the observer inputs are selected such that the measurement residual in (25) obtained from the (r þ 1)th observer in (21) is asymptotically stable in the mean despite any actuator or sensor fault occurrences, i.e.
Note that the observers in (20) are missing the 'th observer input. This makes the 'th observer only sensitive to the 'th actuator faults and faults in any other actuator would be accommodated by the corresponding observer input as shown in this section.
Thus, if there is no fault occurrence in the 'th actuator, where 1 ' r, then the measurement residual obtained from the observer in (20) is asymptotic stable in the mean. Define
Now using (31), for ' ¼ r þ 1, dY ' (t) can be written as 
Without loss of generality, we can assume that that the desired measurement residual d e Y ' m ðtÞ in (29) is a zero mean process. Thus
Thus the asymptotic stability of Y ' (t) implies the asymptotic stability of d e Y ' ðtÞ. Now based on the premises of the following theorem, the observer gain and the observer inputs are selected so that the measurement residual obtained from observers given in (20) is asymptotically stable if there are no faults in the 'th actuator and the measurement residual obtained from the observer given in (21) is asymptotically stable despite any actuator or sensor fault occurrences.
Theorem 4.1: Given that Assumptions 3.1, 3.3 and 3.4 hold, the measurement residual, dỸ ' ðtÞ, corresponding to the individual fault detection filters given in (20) is asymptotically stable in the mean if there is no fault occurrence in the '-th actuator and the measurement residual corresponding to the fault detection filter given in (21) is asymptotically stable in the mean despite any actuator or sensor fault occurrences, if the observer gain L ' corresponding to the '-th observer is selected so that the following matrix Lyapunov inequality is satisfied:
and the observer inputs corresponding to the '-th observer are selected as,
where P ' 2 < ðnþrþm 2 ÞÂðnþrþm 2 Þ and Q ' 2 < ðnþrþm 2 ÞÂðnþrþm 2 Þ are positive definite symmetric matrices and sgn(Á) denotes the signum function or the sign function.
Proof: Here we first prove that Y ' (t) corresponding to the fault detection filter given in (21), i.e. Y rþ1 (t), is asymptotically stable despite any actuator or sensor fault occurrences. Thus for the rest of the proof, ' is used to indicate r þ 1, i.e. ' ¼ r þ 1. Proof given here is based on the stochastic Lyapunov approach given in the Appendix. First, construct a Lyapunov function candidate of the form
Now using the Itoˆformula given in (52), dVð b Y ' ðtÞÞ can be calculated based on (34) as
Expanding the last two terms in the above inequality yields
Note that 
Now substituting (36) and (37) yields
The first and second summation terms are non-positive according to (7) and (19), respectively. Therefore,
Now it can be concluded that for every initial value
ðtÞ, of (34) has the property that b Y ' ðtÞ ! 0 a.s. as t ! 1 (Kushner Kushner 1967) , i.e.
Thus, it can be concluded that
Therefore the residual obtained from the ' ¼ (r þ 1)th observer in (21) is asymptotically stable despite the occurrence of any actuator or sensor faults. Based on the given proof, one could easily make the argument that if there is no fault occurrence in the 'th actuator, where 1 ' r, then ' (t) ¼ 0 and therefore the measurement residual obtained from the observer in (20) is asymptotically stable. Thus, any observed nonzero measurement residual would indicate a fault occurrence in the 'th actuator. oe Theorem 4.1 shows that if there is any observed residual in the 'th observer given in (20), where 1 ' r, then it indicates a fault occurrence in the 'th actuator. Similarly,ŷ e ðtÞ obtained from the observer given in (21) can be directly used for the sensor fault detection. Moreover, by subtractinĝ y e ðtÞ from the measured output yields the true system output.
Remark 5: After substituting for the discontinuous inputs, the observer expressions may be written as stochastic differential equations with Markovian switching, where the Markov chain taking values in a finite space S ¼ {À1, 0, þ1}. Even though, stochastic systems of such form has been considered previously, especially in the case of stochastic sliding mode or variable structure control (Niu, Ho, and Wang 2008) , the existence and uniqueness of solutions to such stochastic systems has not been proved due to dependency of the switching process on the driving Brownian motion and the state process. Since a formal proof of the existence and the uniqueness of the observer equations is beyond the scope of this article, the results presented here are simply conjectured on the existence and uniqueness.
LMI approach
A systematic approach for the selection of the observer gain and the observer inputs based on the LMI approach is given in this section. While the output stabilisation approach focuses on the asymptotic stability of the measurement residual given in (25), the LMI approach focuses on the asymptotic stability of the observer error e Z ' ðtÞ given in (23). Using the LMI approach, the observer gain L ' and the observer inputs l ' (t) and m ' (t) corresponding to the 'th observer, where 1 ' r, are selected so that the difference, 
where the positive definite matrix P ' and the matrix Ã ' are selected so that the following the matrix inequality is satisfied:
where Q ' is a positive definite matrix, and the observer inputs corresponding to the '-th observer are given as,
where À ' k and Ä ' k are the k-th column vectors of matrices À ' 2 R mÂn and Ä ' 2 < mÂðrþm 2 Þ , respectively. Matrices À ' and Ä ' are selected so that 8' ¼ 1, . . . , r þ 1,
Here we first prove that b Z ' ðtÞ corresponding to the fault detection filter given in (21) is a.s. asymptotically stable despite any actuator or sensor fault occurrences. Thus for the rest of the proof, ' is used to indicate r þ 1, i.e. ' ¼ r þ 1. Now construct a Lyapunov function of the form
Based on (31), dVð b Z ' ðtÞÞ can be calculated as
Substituting (41) yields
Using (45) and (46), we have
Now substituting observer inputs and using (38) and (39), we have
Now it can be concluded that for every initial value b Z ' ðt 0 Þ, the solution, b Z ' ðtÞ, of (31) has the property that b Z ' ðtÞ ! 0 a.s. as t ! 1 (Kushner 1967) , i.e.
Therefore the observer error obtained from the ' ¼ (r þ 1)th observer in (21) is asymptotically stable despite the occurrence of any actuator or sensor faults. Based on the given proof, one could easily make the argument that if there is no fault occurrence in the 'th actuator, where 1 ' r, then ' (t) ¼ 0 and therefore the observer error obtained from the observer in (20) is asymptotically stable. oe
If the observer gain is selected as
H] is guaranteed to be a Hurwitz matrix if the matrices P ' and Ã ' satisfy the matrix inequality given in (42). This can be easily verified by substituting
The challenging aspect of this approach is obtaining the matrices P ' , Ã ' , À ' and Ä ' such that Equations (42), (45) and (46) are satisfied. Based on the following LMI, the matrices that satisfies Equations (42), (45) and (46) can be easily obtained: ð47Þ MATLAB LMI toolbox (Gahinet, Nemirovski, Laub, and Chilali 1995) can be used to solve for matrices that satisfy this LMI.
Numerical simulations
Validation of the proposed FDI schemes through detailed numerical simulations is given in this section. For demonstration purposes, a second-order system is considered, where the true system matrices are given as For simulation purposes, the external disturbance is modelled as W 
is a zero-mean Gaussian white noise process with
The measurement noise, V(t) ¼ 4 V(t) 2 R 10 , is assumed to be a zero-mean Gaussian white noise process with
Note that D 1 ¼ 0 and D 2 (t) is given as
where the desired control input u d (t) is given in Figure 1 . For the re-parameterisation of the system states, the constants and are selected as ¼ ¼ 1. Note that there are two actuators (r ¼ 2), and therefore three fault detections filters are implemented. The first two filters are designed according to (20) and the third filter is designed according to (21). Filters are developed using both the output stabilisation approach given in Section 4 and the LMI-based FDI scheme given in Section 5. For both approaches, A y e is selected as A y e ¼ ÀI 2Â2 and the extended output matrix H and the matrix G are given as Now the extended system matrix F can be written as
Output stabilisation
First, set of simulations are conducted using the output stabilisation approach presented in Section 4. For the output stabilisation approach, the matrices 
Time (sec) Figure 1 . Desired control input.
Two fault scenarios are considered here and the details on the fault scenarios are given below.
(1) Fault scenario I: In this fault scenario, faults are associated with both actuators and the ninth output sensor. The first actuator fault occurs at 20 s (sec) and is associated with the second actuator (u 2 (t)). The second actuator fault occurs at 35 s and is associated with the first actuator (u 1 (t)). The ninth output sensor fault occurs at 15 s. Figure 2 shows the u e (t) and y e (t) corresponding to the first fault scenario. (2) Fault scenario II: Here the actuator fault is associated with the first actuator and it occurs at 35 s. In this fault scenario, both the ninth and tenth sensors exhibit faults at 15 s and 25 s, respectively. Figure 3 shows the u e (t) and y e (t) corresponding to the second fault scenario.
Details on the simulation setup and results are given next. 6.1.1 Fault scenario I Figure 4 contains the true error vectors,
m Bu e ðtÞ and hðÁÞ ¼ fðÁÞ À A y e y e corresponding to the first fault scenario. For simulation purposes, the upper bounds on D 2 (t), f(t) and h(Á) are selected as Figure 5 displays the observer residual and the estimated sensor errors corresponding to the first fault scenario. Figure 5(a) contains the measurement residual generated for all three observers. Note that the jump in observer two residual around 20 s is due to the fault occurrence in the second actuator. Also note that the jump in first observer residual around 35 s is due to the fault occurrence in the first actuator. Figure 5(a) shows that the observer three residual is asymptotically stable. Figure 5(b) contains the estimated sensor errors obtained from the third observer. Note that the estimated sensor errors are similar to the true sensor errors given in Figure 2 (b). Figure 6 presents the error vectors D 2 (t), f(t) and h(Á) corresponding to the second fault scenario. The upper bounds on error vectors used here are the same upper bounds used for the first fault scenario. Figure 7 shows the generated residual and the estimated sensor errors corresponding to the second fault scenario. Figure 7 (a) contains the measurement residual generated from all three observers. Note that the sudden increase in observer one residual around 35 s is due to the fault occurrence in the first actuator. Figure 7 (b) contains the estimated sensor errors obtained from the third observer. Note that the estimated sensor errors are similar to the true sensor errors given in Figure 3 (b).
Fault scenario II
D 2 (t) D2 1 D2 2 Time (sec)(a)
Linear matrix inequality
The second set of simulations are conducted using the LMI-based FDI scheme given in Section 5. For the output stabilisation approach, the matrices G 1 and G 2 are selected as Here also, we consider the same two fault scenarios presented earlier. Details on the simulation results are given next.
Fault scenario I
For the first fault scenario, we used the same upper bound on the error vectors as the previous simulations. Figure 8 displays the observer residual and the estimated sensor errors corresponding to the first fault scenario. Figure 8(a) contains the measurement residual generated for all three observers. Note that the jump in observer two residual around 20 s is due to the fault occurrence in the second actuator. Also note that the jump in first observer residual around 35 s is due to the fault occurrence in the first actuator. Figure 8(b) contains the estimated sensor errors obtained from the third observer. Note that the estimated sensor errors are similar to the true sensor errors given in Figure 2 (b).
Fault scenario II
Here we used the same upper bound on the error vectors as the previous simulations. Figure 9 shows the generated residual and the estimated sensor errors corresponding to the second fault scenario. Figure 9 (a) contains the measurement residual generated from all three observers. Note that the sudden increase in observer one residual around 35 s is due to the fault occurrence in the first actuator. Figure 9 (b) contains the estimated sensor errors obtained from the third observer. Note that the estimated sensor errors are similar to the true sensor errors given in Figure 3(b) .
Conclusion
Robust actuator/sensor fault detection is a challenging problem due to the effects of modelling errors, system process noise and measurement noise. This article outlines the formulation of a robust FDI scheme that can precisely detects and isolates simultaneously occurring actuator faults and sensor faults in uncertain linear stochastic systems with matched uncertainties. The given robust fault detection scheme would be able to distinguish between model uncertainties and actuator failure, and therefore eliminate the problem of false alarms. The presented approach involves precise reconstruction of sensor faults and therefore this approach can be used for sensor fault identification and the reconstruction of true outputs from faulty sensor outputs. The proposed approach is an observerbased FDI scheme where a discontinuous observer is used for residual generation.
Two techniques for designing the discontinuous fault detection filter are presented here. The first technique is based on the output stabilisation scheme and the second technique is based on LMI approach. The parameters necessary for the implementation of the proposed schemes require solving the corresponding LMI. It is important to note that the proposed schemes distinguish between the matched system uncertainties and actuator faults by re-parameterisation of system states. In the absence of matched uncertainties, re-parameterisation of the system states is not required and solutions to the LMIs can be easily obtained. Both the output stabilisation approach and the LMI approach assume conservative upper bounds on the system uncertainties, the actuator faults and the sensor fault rates. A bank of discontinuous observers is designed for FDI scheme where the number of observers is based on the number of actuators.
In the output stabilisation scheme, the observer gain and the discontinuous observer inputs are selected so that the observed measurement residual is asymptotically stable in the mean if there is no actuator fault occurrences. As a result, any non-zero residual would indicate a fault occurrence in the corresponding actuator. In addition to the bank of observers designed for actuator fault detection, a robust discontinuous observer is designed so that the estimated or the observer-generated sensor error terms asymptotically approach the true sensor error. Therefore, the sensor error estimates obtained from the robust observer can be directly used for sensor fault detection, isolation and identification. Moreover, by subtracting the estimated sensor errors from the measured outputs, true system outputs can be generated.
For the observer design based on an LMI approach presented, the observer gain and the discontinuous observer inputs are selected so that the observer error or the estimation error is asymptotically stable in the mean if there is no actuator fault occurrences. Therefore, any sudden increase in observer error would indicate a fault occurrence in the corresponding actuator. In addition to the bank of observers designed for actuator fault detection, a robust discontinuous observer is also designed so that the observer error is asymptotically stable despite the occurrence of any actuator faults. Therefore, the sensor error estimated obtained from the robust observer can be directly used for sensor fault detection, isolation and identification.
The simulation results obtained by implementing the first approach reveal clear indication of actuator faults despite the presence of matched system uncertainties and external disturbances. Moreover, the estimated sensor errors are identical to the true sensor error regardless of the measurement noise present. The results obtained for the second simulation also indicate prompt detection and precise isolation of actuator faults. Furthermore, the estimated sensor errors obtained are identical to the true sensor errors. Figure 9 . LMI: observer residual and estimated sensor faults for second fault scenario.
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