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ABSTRACT
When assembling optical systems, uncertainties of the positioning system and overall mounting tolerances lead
to the deterioration of performance due to resulting misaligned optical components. In this paper, we present a
novel methodology for the correction-less assembly of optical systems based on predictive tolerance bands. By
running a simulation model in parallel to the assembly process, performance predictions can be made during
the assembly that take into account the uncertainties of the positioning system. Typically, optical performance
can be assessed by a variety of criteria. In this paper, we utilize the Maréchal criterion based on the root mean
square (RMS) error as it allows to verify if the optical system is defraction-limited. The extension with Monte
Carlo methods enables the prediction of mean values and standard deviations for the chosen metric. This is done
for the entire optical system yet to be assembled by integrating uncertainties of the positioning system within
the simulation framework. Before assembly, a desired threshold (here the RMS value derived from the Maréchal
criterion) can be specified which is predicted and monitored throughout the assembly process. For verification,
we analyze a two-lens system in simulation to demonstrate our proposed framework.
Keywords: Automated alignment, assembly, tolerancing, wavefronts, wavefront sensors, adaptive optics, beam
expander
1. INTRODUCTION
Alignment of optical systems has been an ongoing research topic for the last decades. Since all positioning
systems are subject to uncertainties when placing optical components, the assembled optical system will most
often not perform as desired without any alignment strategy. A variety of methods exist in literature that intend
to correct the optical system by the alignment of the optical components. For this, the optical components
are typically equipped with passive or active adjustment mechanisms, which are able to manipulate multiple
degrees of freedom by either actuators or screws depending on the mechanism. The optical components can
then be either manually fine-adjusted via heuristic approaches,1,2 look-up tables,3 or by employing automatic
(also: active) alignment approaches that utilize computer-aided feedback.4–9 Typically, a wavefront sensor is
employed to monitor misalignments, assess the optical quality of the system,10–12 and to provide feedback for
an automated alignment. However, in general, correcting optical components is a tedious and time-consuming
task. Typically, it is desirable to avoid or at least decrease the time spent on this task.
In this paper, we provide a concept to evaluate the probability of a correction-less assembly of optical systems.
Such assessment can be achieved by so-called tolerance bands, which we will introduce in this paper. The goal
is to predict the optical performance of an optical system while also taking the uncertainties of the positioning
system into account. To accommodate such uncertainties, a statistical evaluation is necessary. Therefore, we
conduct a Monte Carlo simulation to obtain the probability distribution of the wavefront error.
This paper is organized as follows. Sec. 2 provides a state-of-the-art overview on the performance metrics and
criteria, which will be later used in this paper. This is necessary for the construction of tolerance bands, which
are introduced in Sec. 3. Therein, the theoretical background of this novel concept is outlined. In Sec. 4, we show
simulation results with a simple optical system (a beam expander) as a demonstrator. Finally, Sec. 5 concludes
this paper with a summary and a brief outlook.
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2. PRELIMINARIES
Given an optical system with n optical components and a sensor with output z, an input light source then maps
to the sensor output via
z = h(X), (1)
where h is (in general) a nonlinear and surjective mapping of the Hilbert space X (the set of all optical component
poses) to the Hilbert space z (high-dimensional representation of the sensor image). In this paper, we will utilize
the well-known Zernike coefficients (in this paper denoted by z) as concise representation of the wavefront. Each
optical component i∈{1, ..., n} is associated with a pose vector xi ∈Rnd where nd are the degrees of freedom
(DOF) of each optical component. To simplify the notation, it is assumed that all optical components have the
same DOF although this might not always be the case. In this paper, this special case is treated, which can be
extended for the general case in a straightforward manner. The inverse problem of eq. (1) consists of finding the
optical poses solely from sensor measurements z, i.e. obtaining
X = h−1(z). (2)
This problem is in general difficult to solve as it is typically ill-conditioned.13
2.1 Performance Metrics
In order to assess the quality of an optical system, different metrics and criteria have been developed in literature,
such as the Peak-to-Valley (PV) value, the Root-Mean-Square (RMS) error, and the Strehl ratio. Although the
PV is a common metric to specify optical system performance, the RMS should be preferred for quantitatively
measuring the optical quality instead. As for the Strehl ratio, although it is immediately available in simulation,
for real optical systems it is difficult to obtain because the theoretical maximum peak intensity is not readily
available. Therefore, albeit not immensely useful in practice, the Strehl ratio is invaluable in optical design.14
Hence, the RMS will be used in this paper as performance metric. The RMS15,16 measures surface roughness
and can be expressed conveniently in Zernike coefficients by
Φrms =
√




where zn,m are the Zernike coefficients corresponding to the respective Zernike polynomials and brackets indicat-
ing an average value. The summation term n ≥ 1,m excludes piston from the RMS calculation. The equation
shows that the Zernike coefficients with the largest magnitude are the main contributors to the wavefront error
and are therefore the main degraders of system performance. Hence, a reduction of the Zernike coefficients
directly improves the system’s performance.
2.2 Performance Criteria
The most common optical criteria derived from the RMS to assess optical quality are
• Rayleigh (wavefront) criterion∗17
The best-known benchmark for optical quality is the Rayleigh criterion. It states that an optical system
with a wavefront deformation of |Φpv| < λ/4 is perceived to be perfect. This criterion has been widely
accepted as representing a minimum standard for high-quality optical performance. Since it is based on
the PV, this criterion is rather conservative.
• Maréchal criterion18
The Maréchal criterion states that a system is regarded as well-corrected if the normalized intensity at
diffraction focus is greater than or equal to 0.8. This corresponds to a Strehl ratio of S < 0.80 and to an
RMS wavefront error of Φrms ≤ λ/14 (in case of defocus). The optical system is then said to be diffraction-
limited.19 As it is based on the RMS, it is more useful than the PV-based criterion of Rayleigh and can
be seen as a generalization for all wavefront shapes.
∗This should not be confused with the Rayleigh limit for point-image resolution.
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Many more performance criteria exist (such as the Danjon-Couder criterion20) and the interested reader is re-
ferred to literature for an exhaustive list.21–23
3. TOLERANCE BANDS
So far, the statistical nature of positioning optical components has not been exploited yet for the assembly
process in current state-of-the-art. In this section, the concept of tolerance bands is presented, which is a
statistical construct that aims at answering the following questions:
(I) What is the probability α that the (remaining) optical system can be assembled by a positioning system
with uncertainties Σx without any need for corrections?
(II) What are the maximum permissible positioning uncertainties Σx,max such that the (remaining) optical
system can be assembled without corrections with a certain given probability α?
Now, problems (I) and (II) are addressed and corresponding strategies outlined to tackle these.
(I) Let X now be a random variable of optical component poses that is normally distributed with zero mean,
i.e. X ∼N (0,Σx), where Σx is a given covariance matrix. The goal is now to find the probability α such
that the optical system can be assembled without the need for any corrective measures. The following
steps can be made to find α:
(a) First, a Monte Carlo simulation is run to statistically characterize the distribution of the RMS. This is
done by repeated evaluation of Φrms, see eq. (3). Each evaluation requires one optical simulation step
h : Xi→ z per iteration for the computation of the RMS. Therein, Xi is the set of optical component
poses for the configuration i. A configuration is defined as the current step in an sequential optical
system assembly and basically corresponds to the number of optical components placed in the optical
train. The Monte Carlo simulation then yields a data set of samples which are distributed according
to an unknown probability distribution P . Due to the nonlinear nature of the mapping h and the
nonlinear and unilateral RMS metric, the RMS does not follow a normal distribution.
(b) Then, the best fit for the unknown probability distribution function (PDF) P needs to be found. This
can be done by fitting a variety of (common) distributions and choosing the one with the smallest
fitting error.
(c) Optionally, a Kolmogorov-Smirnov test can be run to find the “goodness of fit”.24
(d) In the final step, the cumulative distribution function (CDF) F needs to be computed. This allows to
find the probability α of a (remaining) correction-less assembly by evaluating the CDF at the given
RMS tolerance specification via
FΦrms(TOL) = P (Φrms ≤ TOL) = α.
These steps are repeated for each configuration i= 0, ..., n− 1 before or during the assembly. This enables
the construction of a tolerance band for the entire assembly process. In this paper, a tolerance band is
defined as the region of a chosen wavefront error metric (here RMS) between zero and a specified tolerance
(here Φrms ≤ λ/14 according to the Maréchal criterion, see Sec. 1) for each step of the assembly process.
Alternatively, a tolerance band (distributed symmetrically) around zero is obtained for non-unilateral met-
rics such as the PV. Fig. 1 shows typical results by following such an approach. Therein, a distribution of
the RMS along with a PDF fit can be seen for a single configuration, see Fig. 1a. By repeating the process
for every configuration, a tolerance band for the entire assembly process can be constructed, see Fig. 1b.
The computational cost to solve the problem (I) is mostly dominated by the number of Monte Carlo runs
and therefore the runtime of the optical simulation. However, it should be noted that the number of Monte
Carlo runs necessary in order to obtain useful results increases exponentially with the number of optical
components.
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(a) Typical sample data of RMS/λ distribution and
fitted PDF for a certain configuration. Green area












(b) Examples of box plots of sample data for every configuration
and tolerance band which is in principle a concatenation of the
areas seen in (a).
Figure 1: Depiction of typical results from a Monte Carlo simulation of the wavefront error. In (a), the results
of a single configuration are shown, which are compactly put side-by-side with box plots in (b) to visually
accommodate every configuration. Therein, the tolerance band concept becomes evident. For example, if the
median lies within the green region, the (remaining) optical system can be assembled with a probability greater
than or equal to 50% without any corrections.
(II) On the other hand, finding the answer to question (II) is computationally much more expensive as a
stochastic optimization problem needs to be solved. In order to reduce the problem’s complexity, we will
only consider fully decoupled positioning uncertainties and therefore the covariance matrix has diagonal
structure in this paper.
The corresponding optimization problem aims at maximizing the positioning uncertainties and is con-
strained by linear and stochastic equations. It is formulated as a minimization problem as follows:
min
Σx
− diag(Σx)TWΣ diag(Σx) (4)
subject to P (Φrms ≤ TOL) = αd. (5)
diag(Σx) ≥ 0 (6)
The cost function (4) aims at maximizing the permissible positioning uncertainties (eq. (6) enforces this),
while the stochastic constraint (5) ensures that the optical system can be assembled with a probability
greater than a given αd. The matrix Σx contains weights such that it is possible to prioritize positioning
uncertainties in certain directions. This is the inverse problem of problem (I) and therefore many difficulties
arise. Since there is no closed-form solution of eq. (2), there is also no closed-form solution to the generalized
problem (4)–(6). Therefore, gradient-free optimization methods need to be employed and each function
evaluation equals to an entire Monte Carlo simulation. In this paper, we will use an optimizer based on
sequential quadratic programming25 in order to solve the optimization problem. Due to the underlying
stochastic nature, it is much more computationally expensive to find the maximum permissible covariance
matrix to a given probability. Furthermore, in general, the number of entries in the covariance matrix scale
quadratically with increasing degrees of freedom for the optical component poses which in turn increases
the difficulty of finding a global optimum. Therefore, this problem might even become computationally
intractable for a greater number of optical components.
4. SIMULATION RESULTS
A beam expander with two bi-convex lenses is used as simple optical system to demonstrate the presented
tolerance band concept. Fig. 2 shows a shaded 3D model of the (aligned) beam expander used in the upcoming
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Figure 2: Ray tracing simulation with ZEMAX of the beam expander utilized in the simulation. Light source
(left) emits rays that undergo two bi-convex lenses and reach a circular sensor aperture (right).
simulations. The first lens has a focal length of 50 mm and the second lens has a focal length of 100 mm resulting
in a total magnification of two. Since the lenses are symmetrical around their z-axis, 5 degrees of freedom (3 for
translation and 2 for rotation) are sufficient to fully describe them.
(I) Forward Problem
For the forward problem, we specify the positioning uncertainties and are able to calculate the probability
for a correction-less remaining assembly. Due to the optical sensitivity for the utilized bi-convex lenses in
this paper, the positioning uncertainty in z-, θx-, and θy-direction is not as critical as in x- and y-direction
and therefore smaller. In this paper, we first run the Monte Carlo simulation 5000 times and then we
fit 17 common distributions to the obtained data. In order to find the distribution with the best fit, the
Akaike Information Criterion (AIC) and/or the Bayesian Information Criterion (BIC)26 can be evaluated
for example. The distribution with the lowest AIC or BIC can then be used to compute the CDF. It
is then evaluated for the given RMS tolerance threshold, here λ/14, in order to obtain the probability
of a correction-less assembly. Fig. 3 shows 4 distributions with the best fit out of 17 different tested
distributions. Tab. 1 lists the corresponding AIC and BIC values for the distributions. In this case, the
four listed distributions resulted in a similar goodness of fit.
Figure 3: Depiction of 4 out of 17 distributions
with best fit to obtained sample data from Monte
Carlo simulation.





Table 1: Finding the best distribution fit via the AIC
and the BIC for Fig 3. Lower values correspond to a
better fit.
Tab. 2 shows different positioning uncertainties at various orders of magnitude. As one would suspect,
by lowering the positioning uncertainties, the probability of correction-less assembly increases. In order
to achieve a probability of 100% the standard deviation (especially in x- and y-direction) needs to be in
the nanometer range. If only one lens needs to be positioned, as it is the case for configuration 1 (the
first lens is here assumed to be placed at its nominal position), then lower positioning uncertainties are
able to achieve higher probabilities for the correction-less assembly of the remaining optical system (here
only one lens remains). Fig. 4 depicts the corresponding tolerance bands for three different positioning
uncertainties.
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Table 2: Probabilities for correction-less assembly for selected given positioning uncertainties utilizing the Nak-
agami distribution.
Nr. Positioning Uncertainty / (mm/deg) α / % (Config. 0) α / % (Config. 1)
1 diag(6.25 · 10−4, 6.25 · 10−4, 1, 10−2, 10−2) 0.80 1.82
2 diag(6.25 · 10−5, 6.25 · 10−5, 10−1, 10−3, 10−3) 8.41 16.05
3 diag(0.03 · 10−3, 0.03 · 10−3, 50 · 10−3, 0.5 · 10−5, 0.5 · 10−5) 18.45 32.31
4 diag(6.25 · 10−6, 6.25 · 10−6, 10−2, 10−4, 10−4) 63.84 86.46
5 diag(6.25 · 10−7, 6.25 · 10−7, 10−3, 10−5, 10−5) 100.00 100.00
(a) Nr. 2 (b) Nr. 3 (c) Nr. 4
Figure 4: Tolerance bands for three different positioning uncertainties (see Tab. 2) for the simulation.
(II) Inverse Problem
Now, we solve the inverse problem, i.e. we seek the positioning uncertainties for a given probability. Tab. 3
lists a variety of probabilities for a correction-less assembly of the beam expander. Therein, the Nakagami
distribution has been used to evaluate eq. (5) since it turned out to be one of the best fits for problem
(I). Similarly, increasing the probability decreases positioning uncertainties. However, it should be noted
Table 3: Positioning uncertainties (right column) found by solving the proposed optimization problem given a
variety of desired probabilities (left column) for configuration 0.
α / % Positioning Uncertainty / (mm/deg)
70 10−3 diag(0.0031, 0.0001, 2.3998, 1.7548, 1.9220)
80 10−4 diag(0.0490, 0.0253, 0.3550, 0.0552, 0.0295)
90 10−4 diag(0.0010, 0.0010, 0.0010, 0.0010, 0.0419)
99 10−5 diag(0.3870, 0.0790, 0.0790, 0.3331, 0.0790)
that the optimization problem (4)-(6) is very prone to local minima. The results are therefore not globally
optimal and could be improved iteratively. For this, prior knowledge might help to adjust the weights
accordingly depending on the sensitivity of the optical system.
5. CONCLUSION
In this paper, we have presented the concept of tolerance bands for the correction-less assembly of optical systems.
It allows to evaluate the probability of assembling an optical system according to tolerance specifications without
the necessity to correct optical components (problem I) or to find positioning uncertainties when given a desired
probability (problem II). A simple beam expander is used as demonstrator in simulation to illustrate the basic
principle of the concept. Since the wavefront RMS error does not follow a Gaussian distribution, a variety of
distributions have been scrutinized to find the one with the best fit. While the forward problem is computationally
manageable, especially the inverse problem suffers from the curse of dimensionality and is prone to local minima.
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