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We analyze the possibilities for the study of inclusive diffraction offered by future electron-proton/
nucleus colliders in the tera-electron-volt regime, the Large Hadron-electron Collider (LHeC) as an
upgrade of the HL-LHC, and the Future Circular Collider in electron-hadron mode. Compared to ep
collisions at HERA, we find an extension of the available kinematic range in x by a factor of order 20 and of
the maximum Q2 by a factor of order 100 for LHeC, while the Future Circular Collider (FCC) version
would extend the coverage by a further order of magnitude both in x and Q2. This translates into a range of
the available momentum fraction of the diffractive exchange with respect to the hadron (ξ), down to
10−4–10−5 for a wide range of the momentum fraction of the parton with respect to the diffractive exchange
(β). Using the same framework and methodology employed in previous studies at HERA, considering only
the experimental uncertainties and not those stemming from the functional form of the initial conditions or
other ones of theoretical origin, and under very conservative assumptions for the luminosities and
systematic errors, we find an improvement in the extraction of diffractive parton densities from fits to
reduced cross sections for inclusive coherent diffraction in ep by about an order of magnitude. For eA, we
also perform the simulations for the Electron Ion Collider. We find that an extraction of the currently
unmeasured nuclear diffractive parton densities is possible with accuracy similar to that in ep.
DOI: 10.1103/PhysRevD.100.074022
I. INTRODUCTION
Deep inelastic scattering (DIS) of a lepton on a proton is
the cleanest way to explore the proton structure. The HERA
accelerator in Hamburg has been the only ep collider to
date. It scattered electrons and positrons on protons, at
center-of-mass energy
ffiffi
s
p ¼ 318 GeV. One of the most
striking discoveries at HERA was the observation of the
strong rise of the gluon density at small values of Bjorken x.
HERA provided the measurement of the parton densities
with high accuracy, necessary for precise theoretical
calculations of a vast range of processes under study at
the LHC. Another discovery of HERAwas the observation
of a large (approximately 10%) fraction of diffractive
events in DIS [1,2]; see the review [3] and references
therein. In these events, the proton stays intact or disso-
ciates into a state with the proton quantum numbers, despite
undergoing a violent, highly energetic collision, and is
separated from the rest of the produced particles by a large
rapidity gap. In a series of ground-breaking papers, the
HERA experiments determined the deep inelastic structure
of the t-channel exchange in these events in the form of
diffractive parton densities.
The precise measurement of diffraction in DIS is of great
importance for our understanding of the strong interaction.
First, the mechanism through which a composite strongly
interacting object interacts perturbatively while keeping
color neutrality offers information about the confinement
mechanism. Second, diffraction is known to be highly
sensitive to the low-x partonic content of the proton and
its evolution with energy, and it therefore has considerable
promise to reveal deviations from standard linear evolution
through higher-twist effects or, eventually, nonlinear dynam-
ics. Third, it allows checks of basic theory predictions such as
the relation between diffraction in ep scattering and nuclear
shadowing [4]. Finally, the accurate extraction of diffractive
parton distribution functions (PDFs) facilitates tests of the
range of validity of the perturbative factorization [5–7]. We
note that our study is only about inclusive diffraction. Other
aspects could be addressed, for example factorization break-
ing in diffractive dijet photoproduction [8,9], which can also
be studied in ultraperipheral collisions at the LHC [10].
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Diffraction has also been studied outside the collinear
framework, for example in the color glass condensate [11]
and its implementation in photoproduction and DIS
through the dipole model [12,13]. Differences are expected
with respect to collinear factorization at small x, resulting in
particularly strong modifications of diffraction in nuclei
with respect to the proton [14,15]; see the detailed
discussions in Ref. [16].
Future DIS machines could explore this phenomenon at
higher energies and with much higher precision. The Large
Hadron-electron Collider (LHeC) is a proposal [17–19] for
an ep and eA machine at CERN. It would utilize the 7 TeV
proton beam from the LHC and collide it with a 60 GeV
electron beam accelerated by an energy recovery linac,
thus reaching a center-of-mass energy
ffiffi
s
p ¼ 1.3 TeV.
Dedicated studies of the machine parameters [20,21] show
that its peak luminosity would reach 1034 cm−2 s−1, about 3
orders of magnitude higher than HERA. The projected
running of the machine is over three periods. In the initial
run period, the total integrated luminosity is estimated to be
50 fb−1. Throughout the entire operation, the LHeC is
projected to reach 1ab−1 integrated luminosity. It would
also be the first electron-nucleus collider, as it would scatter
electrons on a beam of nuclei from the LHC, with an energy
of 2.75 TeV per nucleon resulting in the center-of-mass
energy per nucleon
ffiffi
s
p ¼ 812 GeV. The integrated lumi-
nosity for collisions on nuclei is projected to be of the order
10 fb−1, which is ten times larger than the total luminosity
collected in ep at HERA. This would allow measurements
of nuclear structure with unprecedented precision. Beyond
LHeC, the next generation ep collider would be the Future
Circular Collider in electron-hadron mode (FCC-eh), uti-
lizing the 50 TeV proton beam from the FCC [22,23] which
would probe DIS at a center-of-mass energy of
ffiffi
s
p ¼
3.5 TeV with a total integrated luminosity of several ab−1.
The eA collisions at the FCC-eh [20,21] would be
performed with a lead beam with energy per nucleon
19.7 TeV, which would give a center-of-mass energy per
nucleon of
ffiffi
s
p ¼2.2TeV. At lower energies ffiffisp ∼ 0.1 TeV,
the Electron Ion Collider (EIC) [24] will also measure
diffraction, covering a smaller kinematic region than
HERA in ep but a completely novel region in eA with
respect to fixed target experiments where diffraction has
been barely studied.
These machines would facilitate the study of the proton
and nuclear structure with extremely high precision. They
would unravel complete details of the partonic structure of
the proton, explore novel QCD dynamics at small values of
Bjorken x, constrain the Higgs properties, perform searches
for physics beyond the Standard Model, and provide
complementary precision measurements of electroweak
physics to eþe− colliders and the LHC and FCC-hh.
DIS on nuclei would allow the study of nuclear structure
in a previously unexplored kinematic region in ðx;Q2Þ. It is
therefore expected to thoroughly transform our present
knowledge on parton structure in nuclei, also largely
strengthening the chromodynamic base for the quark gluon
plasma and the ridge correlation phenomenon.
In this work, we perform a thorough analysis of the
capability of the LHeC and FCC-eh machines to explore
inclusive diffraction in DIS. We first determine the acces-
sible kinematic range for diffraction of both machines.
Using a very conservative assumption of 2 fb−1 for the
integrated luminosity, we perform a simulation of the data
for inclusive coherent ep diffraction in the projected
parameter space. This is performed by extending the fits
used to extract the diffractive parton densities (DPDFs)
at HERA. We then demonstrate the potential of both
machines to constrain the DPDFs and point out the sensi-
tivity to the interesting region of low Q2 where deviations
from standard linear evolution could become sizeable. These
machines would also be able to explore the top-quark
contribution to diffraction as well as measure diffraction
in the charged current exchange, though we do not perform
analysis of these interesting phenomena here. We analyze
the sensitivity to kinematic cuts and variations of the fit
framework.We also note the possibilities thatmeasurements
at these new machines offer of improving existing con-
straints on the shape of the gluon distribution and the
sensitivity to physics beyond linear twist-2 Dokshitzer-
Gribov-Lipatov-Altarelli-Parisi evolution at moderate Q2.
We also perform a simulation of the diffractive pseudo-
data for eA collisions for different scenarios of nuclear
shadowing. Nuclear diffractive parton distributions have
never been measured, and therefore the considered
machines would be the first to extract these important
quantities. It would also be possible to investigate the
relation between nuclear shadowing and diffraction.
We focus on the impact of the new kinematic range and
expected increase in the measurement accuracy on the
extraction of diffractive parton densities from fits to cross
sections for inclusive coherent diffraction in ep. To this
end, we stick to the parametrization model used in the
HERA fits, and we estimate the experimental uncertainties
of DPDFs obtained from fits to pseudodata generated for
the LHeC/FCC-eh scenario. Comparing these uncertainties
to the ones resulting from the HERA data, we observe an
order of magnitude improvement. It should be noted that
the values of these DPDF uncertainties come from the
experimental uncertainties only, and as such, they are most
likely below the expected full uncertainties which would
also arise from the parametrization and theory uncertain-
ties. Nevertheless, the relative improvement clearly shows
the measurement potential of the new machines.
The structure of the paper is the following. In Sec. II, we
recall the formulas for the diffractive cross sections, the
factorization of the inclusive diffractive structure functions,
and the origin of their sensitivity to DPDFs. In Sec. III, we
present the details of the simulations for the diffractive DIS.
In particular, in Sec. III A, we discuss the parametrization
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used at HERA; in Sec. III B, we show the details of the
diffractive kinematic range in new machines; and in
Sec. III C, the method to obtain the projected pseudodata
with errors is discussed. In Sec. IV, we present our fitting
methodology and the potential for constraining the dif-
fractive parton densities by both machines. Section V is
devoted to the prospects of the diffractive deep inelastic in
nuclei. Finally, we summarize our findings in Sec. VI.
II. DIFFRACTIVE CROSS SECTION
AND DIFFRACTIVE PDFs
In Fig. 1, we show a diagram depicting a neutral current
diffractive deep inelastic event. Charged currents could also
be considered, and they were measured at HERA [25] but
with large statistical uncertainties and in a very restricted
region of phase space. Although they could be measured at
both the LHeC and the FCC-eh with larger statistics and
more extended kinematics, in this first study, we limit
ourselves to neutral currents. The incoming electron or
positron, with 4-momentum k, scatters off the proton, with
incoming momentum p, and the interaction proceeds
through the exchange of a virtual photon with 4-momentum
q. The kinematic variables for such an event include the
standard deep inelastic variables
Q2 ¼ −q2; x ¼ −q
2
2p · q
; y ¼ p · q
p · k
; ð1Þ
where Q2 describes the photon virtuality, x is the Bjorken
variable, and y the inelasticity of the process. In addition,
the variables
s ¼ ðkþ pÞ2; W2 ¼ ðqþ pÞ2 ð2Þ
are the electron-proton center-of-mass energy squared and
the photon-proton center-of-mass energy squared, respec-
tively. The distinguishing feature of the diffractive event
ep → eXY is the presence of the large rapidity gap between
the diffractive system, characterized by the invariant mass
MX and the final proton (or its low-mass excitation) Y with
4-momentum p0. In addition to the standard DIS variables
listed above, diffractive events are also characterized by an
additional set of variables defined as
t¼ðp−p0Þ2; ξ¼Q
2þM2X− t
Q2þW2 ; β¼
Q2
Q2þM2X− t
: ð3Þ
In the above, t is the squared 4-momentum transfer at the
proton vertex, ξ (alternatively denoted by xP) can be
interpreted as the momentum fraction of the “diffractive
exchange” with respect to the hadron, and β is the
momentum fraction of the parton with respect to the
diffractive exchange. The two momentum fractions com-
bine to give Bjorken x, x ¼ βξ.
The physical picture suggested by Fig. 1 is that the initial
proton splits into a final state Y of momentum p0 ≃ ð1 − ξÞp
and the object which is responsible for the diffractive
exchange of momentum ξp. The latter in turn undergoes a
DIS-like process to produce the final state X (see Sec. III A
for more details). The study presented in this paper concerns
coherent diffraction (i.e., the nondissociating case), where
the final state Y is a proton. Experimentally, this requires
tagging of the final proton, which was performed at HERA
using Roman pot insertions to the forward beam pipe, for
example the FPS (LPS) of the H1 (ZEUS) collaborations.
Most of the HERA data are based, however, on the large
rapidity gap (LRG) technique,which results in a small proton
dissociative admixture—the response from detector compo-
nents at very forward rapidities, supplemented with dedi-
cated Monte Carlo (MC) modeling, were used to normalize
these results to the coherent cross sections [25,26].
Diffractive cross sections in the neutral current case can
be presented in the form of the reduced cross sections [25]
d4σD
dξdβdQ2dt
¼ 2πα
2
em
βQ4
Yþσ
Dð4Þ
r ð4aÞ
or, upon integration over t,
d3σD
dξdβdQ2
¼ 2πα
2
em
βQ4
Yþσ
Dð3Þ
r ; ð4bÞ
where Yþ ¼ 1þ ð1 − yÞ2 and the reduced cross sections
can be expressed in terms of two diffractive structure
functions FD2 and F
D
L . In the one-photon approximation,
the relations are
σDð3Þr ¼ FDð3Þ2 ðβ; ξ; Q2Þ −
y2
Yþ
FDð3ÞL ðβ; ξ; Q2Þ; ð5aÞ
σDð4Þr ¼ FDð4Þ2 ðβ; ξ; Q2; tÞ −
y2
Yþ
FDð4ÞL ðβ; ξ; Q2; tÞ: ð5bÞ
Note that the structure functions FDð4Þ2;L have dimension
giga-electron-volts to the negative second power, while
}X
}
k k'
p p'
(ξ)
(β)
(Q2)
(t)
q
e
p
Y
FIG. 1. A diagram of a diffractive neutral current (NC) event in
DIS together with the corresponding variables, in the one-photon
exchange approximation. The large rapidity gap is between the
system X and the scattered proton Y (or its low-mass excitation).
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FDð3Þ2;L are dimensionless. In this analysis, we neglect Z
0
exchange, though it should be included in future studies.
The reduced cross sections σDr depend on center-of-mass
energy via y ¼ Q2ξβs. The Yþ factors ensure that in the region
where y is not too close to unity
σDr ≃ FD2 ð6Þ
to good approximation.
Both σDð3Þr and σ
Dð4Þ
r have been measured at the HERA
collider [1,2,25–31] and used to obtain QCD-inspired
parametrizations.
The standard perturbative QCD approach to diffractive
cross sections is based on collinear factorization [5–7]. It
was demonstrated that, similarly to the inclusive DIS cross
section, the diffractive cross section can be written, up to
terms of order Oð1=Q2Þ, in a factorized form
dσep→eXYðβ; ξ; Q2; tÞ
¼
X
i
Z
1
β
dzdσ̂ei

β
z
;Q2

fDi ðz; ξ; Q2; tÞ; ð7Þ
where the sum is performed over all parton flavors (gluon,
d-quark, u-quark, etc.). The hard scattering partonic cross
section dσ̂ei can be computed perturbatively in QCD and is
the same as in the inclusive deep inelastic scattering case.
The long distance part fDi corresponds to the diffractive
parton distribution functions, which can be interpreted as
conditional probabilities for partons in the proton, provided
the proton is scattered into the final state system Y with
specified 4-momentum p0. They are evolved using the
DGLAP evolution equations [32–35] similarly to the
inclusive case. The analogous formula for the t-integrated
structure functions reads
FDð3Þ2=L ðβ;ξ;Q2Þ¼
X
i
Z
1
β
dz
z
C2=L;i

β
z

fDð3Þi ðz;ξ;Q2Þ; ð8Þ
where the coefficient functions C2=L;i are the same as in
inclusive DIS.
III. SIMULATIONS FOR THE
ELECTRON-PROTON DIS
A. Diffractive PDF parametrizations and HERA data
Fits to the diffractive structure functions were performed
by H1 [25] and ZEUS [29]. They both parametrize the
diffractive PDFs in a two-component model, which is a
sum of two exchange contributions, P and R:
fDð4Þi ðz; ξ; Q2; tÞ ¼ fpPðξ; tÞfPi ðz;Q2Þ þ fpRðξ; tÞfRi ðz;Q2Þ:
ð9Þ
For both of these terms, proton vertex factorization is
assumed, meaning that the diffractive exchange can be
interpreted as colorless objects called a “Pomeron” or a
“Reggeon” with parton distributions fP;Ri ðβ; Q2Þ. The flux
factors fpP;Rðξ; tÞ represent the probability that a Pomeron/
Reggeon with given values ξ, t couples to the proton. They
are parametrized using the form motivated by Regge
theory,
fpP;Rðξ; tÞ ¼ AP;R
eBP;Rt
ξ2αP;RðtÞ−1
; ð10Þ
with a linear trajectory αP;RðtÞ ¼ αP;Rð0Þ þ α0P;Rt. The
diffractive PDFs relevant to the t-integrated cross sections
read
fDð3Þi ðz; ξ; Q2Þ ¼ ϕpPðξÞfPi ðz;Q2Þ þ ϕpRðξÞfRi ðz;Q2Þ;
ð11Þ
with
ϕpP;RðξÞ ¼
Z
dtfpP;Rðξ; tÞ: ð12Þ
Note that the notions of Pomeron and Reggeon used here to
model hard diffraction in DIS are, in principle, different
from those describing the soft hadron-hadron interactions;
in particular, the parameters of the fluxes may be different.
The diffractive parton distributions of the Pomeron at the
initial scale μ20 ¼ 1.8 GeV2 are parametrized as
zfPi ðz; μ20Þ ¼ AizBið1 − zÞCi ; ð13Þ
where i is a gluon or a light quark. In the diffractive
parametrizations, all the light quarks (antiquarks) are
assumed to be equal. For the treatment of heavy flavors,
a variable flavor number scheme (VFNS), in which the
charm and bottom-quark DPDFs are generated radiatively
via DGLAP evolution and no intrinsic heavy-quark dis-
tributions are assumed, is adopted. The structure functions
are calculated in a general-mass variable flavor number
scheme (GM-VFNS) [36,37], which ensures a smooth
transition of F2;L across the flavor thresholds by including
Oðm2h=Q2Þ corrections. The parton distributions for the
Reggeon component are taken from a parametrization
which was obtained from fits to the pion structure function
[38,39].
In Eq. (9), the normalization factors of fluxes, AP;R and
of DPDFs, Ai enter in the product. To resolve the
ambiguity, we fix1 AP and use fRi ðz;Q2Þ normalized to
1Here, as in the HERA fits, AP is fixed by normalizing
ϕpPð0.003Þ ¼ 1.
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the pion structure function, which results in Ai and AR
being well-defined free fit parameters.
There are different types of diffractive fits available in the
literature.Here,wemention the next-to-leading-order (NLO)
parametrizations from HERA relevant to the current study:
(i) Fit S:All parametersAi,Bi,Ci are free, as areAR and
αP;Rð0Þ (nine parameters). This is the ZEUS-S fit.
(ii) Fit C: Parameters Bg, Cg are set to zero, resulting in
a constant gluon density at the starting scale for
QCD evolution. This corresponds to the H1 fit B fit
when AR and αPð0Þ are free (six parameters) and to
the ZEUS-C fit when AR and αP;Rð0Þ are free (seven
parameters).
(iii) Fit SJ:All parameters Ai, Bi, Ci are free. In addition,
dijet production data are used to constrain the gluon.
This amounts to the ZEUS-SJ fit when AR and
αP;Rð0Þ are free (nine parameters) and to the H1-
2007 fit [40] when AR and αPð0Þ are free (eight
parameters).
Note that fit S and fit SJ share the same functional form,
differing only in the use of dijet data in the latter. In the
current work, the ZEUS-SJ fit predictions are used for
pseudodata simulation, and the fitting analysis is performed
with the fit-S parametrization model, i.e., using the same
parametrization.
In Fig. 2, we show some example of recent HERA data
[31] comparedwith two fits,H1 fit B andZEUS-SJ.Note that
the fits were performed to data older than shown in the figure.
B. LHeC and FCC-eh kinematics
compared with HERA data
The kinematic range in ðβ; Q2; ξÞ is restricted by the
following cuts:
(i) Q2 ≥ 1.8 GeV2: due to the fact that the initial dis-
tribution for the DGLAP evolution is parametrized
at μ20 ¼ 1.8 GeV2. The renormalization and factori-
zation scales are taken to be equal to Q2.
(ii) ξ < 0.4: by physical and experimental limitations.
This rather high ξ value is an experimental challenge
and physically enters the phase-space region where
the Pomeron contribution should become negligible.
Within the two-component model of Eq. (9), at high
ξ, the cross section is dominated by the secondary
Reggeon contribution, which is poorly fixed by the
HERA data. We present this high-ξ (greater than 0.1)
region for illustrative purposes and for the sake of
discussion of the fit results in Sec. IV.
In Fig. 3, the accessible kinematic range in ðx;Q2Þ is
shown for four machines: HERA, LHeC, FCC-eh and EIC.
For the LHeC design, the range in x is increased by a factor
approximately 20 over HERA and the maximum available
Q2 by a factor approximately 100. The FCC-eh machine
would further increase this range with respect to LHeC by
roughly one order of magnitude in both x and Q2. We also
show the EIC kinematic region for comparison.
In Figs. 4 and 5, the phase space in ðβ; Q2Þ is shown for
fixed ξ for the LHeC and FCC-eh, respectively. Both
machines probe very small values of ξ, the LHeC reaching
10−4 with a wide range of β and the FCC-eh extending ξ
down to 10−5. Of course, the range in β and ξ is correlated
since x ¼ βξ. Therefore, for small values of ξ, only large
values of β are accessible, while for large ξ, the range in β
extends to very small values. Above the solid, horizontal
line labeled m2t , the top-quark DPDF comes into play, and
above the dashed line, the tt̄ production channel opens.
C. Pseudodata for diffractive structure functions
The reduced cross sections are extrapolated using
Eqs. (5) and (8) with the ZEUS-SJ DPDFs. Following
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FIG. 2. Experimental data from the H1 Collaboration at HERA [31] on the reduced diffractive cross section as a function ofQ2 in bins
of β for two values of ξ ¼ 0.001 (left) and ξ ¼ 0.01 (right). The lines indicate predictions from two fits to older data: H1 2006 fit B
(dotted, blue) and ZEUS-SJ (solid, red). The values shown are scaled by 3k for k ¼ 0; 1;… upward.
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the scenario of the ZEUS fit [29], we work within the VFNS
scheme at NLO accuracy. The transition scales for DGLAP
evolution are fixed by the heavy-quarkmasses,μ2 ¼ m2h, and
the structure functions are calculated in the Thorne-Roberts
GM-VFNS [42]. The Reggeon PDFs are taken from the
Gluck-Reya-Vogt (GRV) pion set [39]; the numerical
parameters are taken from Tables 1 and 3 of Ref. [29];
and heavy-quark masses are mc¼1.35GeV, mb¼4.3GeV,
and αsðM2ZÞ ¼ 0.118.
The model has a non-negligible Reggeon contribution,
which is hard to constrain from HERA data. It increases
with increasing ξ and gives a substantial contribution in the
region ξ > 0.01 for both the LHeC and the FCC-eh
kinematics. Thus, it is a source of a large uncertainty on
the predictions in this region.
The HERA kinematics give no access to the top-quark
region, and thus the model provides no reliable contribu-
tions from the top quarks. In the following simulations, the
top-quark contribution to the cross section is neglected,
so the extrapolated cross sections are likely underestimated
for Q2 > m2t and MX > 2mt—the significance of the top
region is discussed in Sec. IV.
The pseudodata were generated using the extrapolation
of the fit to HERA data, which provides the central values,
amended with a random Gaussian smearing with standard
deviation corresponding to the relative error δ. An uncorre-
lated 5% systematic error was assumed giving a total error
δ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
δ2sys þ δ2stat
q
: ð14Þ
The statistical error was computed assuming a very modest
integrated luminosity of 2 fb−1; see Refs. [20,21]. For the
binning adopted in this study, the statistical uncertainties
have a very small effect on the uncertainties in the extracted
DPDFs. Obviously, a much larger luminosity would allow
a denser binning that would result in smaller DPDF
uncertainties.
Note that our aim is not to provide a rigorous prediction
of the reduced cross section or its full uncertainty. Such a
 > 1°
0.001 < y < 0.96
 < 1
 < 0.4
ZEUS-LRG
H1-LRG
HERA-FLPS
FIG. 3. Kinematic phase space for inclusive diffraction in
ðx;Q2Þ for the EIC (magenta region), the LHeC (orange region),
and the FCC-eh (dark blue region) as compared with the HERA
data (light blue region, ZEUS-LRG [26], H1-LRG [31], and
HERA-FLPS [41]). The acceptance limit for the electron in the
detector design has been assumed to be 1°, and we take ξ < 0.4.
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FIG. 4. Kinematic phase space for inclusive diffraction in ðβ; Q2Þ for fixed values of ξ for the LHeC design. The horizontal lines
indicate, correspondingly, Q2 ¼ 5 GeV2, the lowest data value for the DGLAP fit performed in this study, and m2t , the six-flavor
threshold. The dashed line marks the kinematic limit for tt̄ production.
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study would need to take account of theory uncertainties
such as those stemming from the order in the perturbative
expansion, the functional form of the initial conditions for
DGLAP evolution, and the values of the strong coupling
constant and heavy-quark masses. Our goal is simply to
establish the extent to which data from new machines can
reduce the existing experimental uncertainties in DPDFs
relative to those from the fits to HERA data.
In Figs. 6 and 7, we show a subset of the simulated data for
the diffractive reduced cross section ξσred as a function of β in
selected bins of ξ and Q2 for the LHeC and FCC-eh cases,
respectively. For the most part, the errors are very small and
are dominated by the systematics. The breaking of Regge
factorization evident at large ξ comes from the largeReggeon
contribution in that region, the validity of which could be
further investigated at the LHeC and FCC-eh.
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FIG. 5. Kinematic phase space for inclusive diffraction in ðβ; Q2Þ for fixed values of ξ for the FCC-eh design. The horizontal lines
indicate, correspondingly, Q2 ¼ 5 GeV2, the lowest data value for the DGLAP fit performed in this study, and m2t , the six-flavor
threshold. The dashed line marks the kinematic limit for tt̄ production.
FIG. 6. Selected subset of the simulated data for the diffractive
reduced cross section as a function of β in bins of ξ andQ2 for ep
collisions at the LHeC. The curves for ξ ¼ 0.01, 0.001, 0.0001
are shifted up by 0.04, 0.08, 0.12, respectively.
FIG. 7. Selected subset of the simulated data for the diffractive
reduced cross section as a function of β in bins of ξ andQ2 for ep
collisions at the FCC-eh. The curves for ξ ¼ 0.01, 0.001, 0.0001,
0.00001 are shifted up by 0.04, 0.08, 0.12, 0.16, respectively.
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IV. POTENTIAL FOR CONSTRAINING
DIFFRACTIVE PDFs AT THE LHeC AND FCC-eh
A. Fitting methodology and results
With the aim of establishing the experimental precision
with which DPDFs could be extracted when LHeC and
FCC-eh data become available, we generate the central
values of the pseudodata using the central set of the ZEUS-
SJ fit that are distributed according to a Gaussian with
experimental width, Eq. (14), that also provides the
uncertainty in the pseudodata. We then include the pseu-
dodata in a fit using the same functional form and, as
expected, obtain a χ2=ndf ∼ 1, which demonstrates the
consistency of the approach.2 The fact that the χ2 is fully
acceptable suggests that using a more flexible form for each
parton species, or adding more species by allowing parton
decomposition, cannot improve the fit to the pseudodata in
a meaningful way. Obviously, it may turn out when real
data become available that the functional form used in our
work is not able to produce a satisfactory fit and improve-
ments of the parametrization would then be required,
ideally with an assessment of the associated uncertainties.
Understanding and quantifying such parametrization biases
and uncertainties is a most important subject in its own
right; see the comments at the end of Sec. IV B., which go
beyond the limited scope of this work.
To evaluate the precision with which the DPDFs can be
determined, several pseudodata sets, corresponding to inde-
pendent random error samples, were generated. Each pseu-
dodata set was fitted to the reduced cross sections defined by
Eqs. (5a) and (8) in the DPDF model of Sec. III A.
The minimal value of Q2 for the data considered in the
fits was set to Q2min ¼ 5 GeV2. The reason for this cutoff is
to show the feasibility of the fits including just the range in
which the standard twist-2 DGLAP evolution is expected to
be trustable. At HERA, the Q2min values giving acceptable
DGLAP (twist-2) fits were 8 [25] and 5 GeV2 [26] for H1
and ZEUS, respectively. It is expected that if there are any
higher-twist effects, for example due to parton saturation,
they should become visible in the lower-Q2 region.
DGLAP fits to the diffractive data are known to not
describe the data very well in this region, which may
point to the importance of the higher-order or higher-twist
corrections.
It is possible that a more flexible functional form would
eventually be able to fit such data from the new machines
without resorting to dynamics beyond twist-2 DGLAP, but
with the amount and precision of HERA data, no evidence
for this was found. Note that phenomenological studies
which include higher-twist corrections indeed describe the
HERA data in this region better than the pure DGLAP
evolution [43].
The maximum value of ξ was set by default to
ξmax ¼ 0.1, above which the cross section starts to be
dominated by the Reggeon exchange. The effects of
relaxing both limits Q2min and ξmax are described below.
The region above the top threshold was not considered in
the fits. This point, however, should be addressed in future
studies; the top contribution has a negligible impact for the
LHeC but some impact for the FCC-eh.
The binning adopted in this study corresponds roughly to
four bins per order of magnitude in each of ξ; β; Q2. For
Q2min ¼ 5 GeV2, ξmax ¼ 0.1, and below the top threshold,
this results in 1229 and 1735 pseudodata points for the
LHeC and FCC-eh, respectively. The top-quark region adds
17 points for the LHeC and 255 for FCC-eh. Lowering
Q2min down to 1.8 GeV
2, we get 1589 and 2171 pseudodata
points, while increasing ξ up to 0.32 adds around 180
points for both machines.
The potential for the determination of the gluon DPDF
was investigated by fitting the inclusive diffractive DIS
pseudodata with two models, S and C of Sec. III A with
αP;Rð0Þ fixed, in order to focus on the shape of the
Pomeron’s PDFs. At HERA, both S and C fits provide
equally good descriptions of the data with χ2=ndf ¼ 1.19
and 1.18, respectively, despite different gluon DPDF
shapes. The LHeC pseudodata are much more sensitive
to gluons, resulting in χ2=ndf values of 1.05 and 1.4 for the
S and C fits, respectively. This motivates the use of the
larger number of parameters in the fit-S model, which we
employ in the further studies. It also shows clearly the
potential of the LHeC and the FCC-eh to better constrain
the low-x gluon and, therefore, unravel eventual departures
from standard linear evolution.
B. DPDFs uncertainties
In Figs. 8 and 9, the diffractive gluon and quark distri-
butions are shown for the LHeC and FCC-eh, respectively, as
a function of z for fixed scales μ2 ¼ 6; 20; 60; 200 GeV2.
The bands labeledA,B, andCdenote fits to three statistically
independent pseudodata replicas, obtained from the same
central values and statistic and systematic uncertainties.
Hereafter, the bands shown correspond to Δχ2 ¼ 2.7 uncer-
tainty (90% C.L.). Also, the extrapolated ZEUS-SJ DPDFs
are shown with error bands marked by the / hatched area.
Note that the depicted uncertainty bands come solely from
experimental errors, neglecting theoretical sources, such as
fixed input parameters and parametrization biases. The
extrapolation beyond the reach of LHeC/FCC-eh is marked
in gray, and the HERA kinematic limit is marked with the
vertical dotted line. The stability of the results with respect to
the replica used for the analysis is evident, so in the following,
2As a cross-check of the method, we have performed a fit to the
data simulated in the HERA kinematic region with HERA-like
experimental errors approximately 10%, and we recovered the
ZEUS-SJ fit results and uncertainties with very good accuracy.
We have also modified the experimental uncertainties by a factor
2 and observed that the uncertainties in the extracted DPDFs are
changed by the same factor.
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only one will be employed. The DPDFs determination
accuracy improves with respect to HERA by a factor of
5–7 for the LHeC and 10–15 for the FCC-eh.
For a better illustration of the precision, in Figs. 10–12,
the relative uncertainties are shown for parton distributions
at different scales. In Fig. 10, the upper plots correspond to
the LHeC, and the lower ones correspond to the FCC-eh
scenarios. The different bands show the variation with the
upper cut on the available ξ range, from 0.01 to 0.32. We
observe only a modest improvement in the achievable
accuracy of the extracted DPDFs with the change of ξ by an
order of magnitude from 0.01 to 0.1. An almost negligible
effect is observed when further extending the ξ range up to
0.32. This is encouraging, since the measurement for
the very large values of ξ is challenging. It reflects the
dominance of the secondary Reggeon in this region.
In Fig. 11, we show the variation of the relative precision
with the change of the minimal value of Q2 from 1.8 GeV2
(curves) to 5 GeV2 (bands). The LHeC scenario is indi-
cated in green. and FCC-eh is in red. There is a quite
substantial effect on the achieved precision depending on
the minimal value of Q2. This is not only related to the fact
FIG. 8. Diffractive PDFs for gluon and quark in the LHeC kinematics as a function of momentum fraction z for fixed values of scale
μ2. Results of fits to three (A, B, and C) pseudodata replicas are shown together with the experimental error bands. For comparison, the
extrapolated ZEUS-SJ fit is also shown (black) with error bands marked with the hatched pattern. The vertical dotted lines indicate the
HERA kinematic limit. The bands indicate only the experimental uncertainties; see the text.
µ2 = 6 GeV2 µ2 = 20 GeV2
µ2 = 60 GeV2 µ2 = 200 GeV2
µ2 = 6 GeV2 µ2 = 20 GeV2
µ2 = 60 GeV2 µ2 = 200 GeV2
FIG. 9. Identical to Fig. 8, but in the FCC-eh kinematics. The bands indicate only the experimental uncertainties; see the text.
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µ2 = 6 GeV2 µ2 = 20 GeV2
µ2 = 6 GeV2 µ2 = 20 GeV2
FIG. 10. Relative uncertainties on the diffractive gluon PDFs for the LHeC kinematics (upper panel) and FCC-eh kinematics (lower
panel). Two different choices of scales are considered μ2 ¼ 6 and μ2 ¼ 20 GeV2. The blue, red, and green bands and magenta line
correspond to different maximal values of ξ ¼ 0.01, 0.03, 0.1, 0.32, respectively. The cross-hatched areas show kinematically excluded
regions. The bands indicate only the experimental uncertainties; see the text.
µ2 = 6 GeV2 µ2 = 20 GeV2
µ2 = 60 GeV2 µ2 = 200 GeV2
FIG. 11. Relative uncertainties on the diffractive gluon PDF extraction for four distinct scales μ2 ¼ 6; 20; 60; 200 GeV2. The bands
correspond to the choice of the high cutoff on the data included in the fit Q2min ¼ 5 GeV2, and the lines correspond to the lower choice
Q2min ¼ 1.8 GeV2. The green color corresponds to the LHeC scenario, and red corresponds to the FCC-eh scenario. The cross-hatched
areas show kinematically excluded regions. The bands indicate only the experimental uncertainties; see the text.
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that the number of pseudodata points is larger by about 300
in each case but is primarily due to the fact that acceptance
across the full range of z in this region is crucial for
constraining the initial condition for the DGLAP evolution.
The more data points are in the region closer to the starting
distribution, the better it is constrained, particularly at low
and medium values of Q2 and z. Figure 11 also demon-
strates that both machines will be very sensitive to this
region and therefore potentially able to constrain higher
twists and/or saturation effects.
In Fig. 12, we show the effect on the relative uncertainties
for quarks and gluons of making αP;Rð0Þ free fit parameters.
The increased number of fitting parameters from 7 to 9 has a
very small effect on the DPDF uncertainties. In addition, we
note that for low x values the quark and gluon uncertainties
are similar, with quark uncertainties being smaller by about
20%. There is, however, a marked difference in the
uncertainties for quarks and gluons at large values of z.
For a concluding comment in this section, let us briefly
discuss the influence of the functional form of the initial
conditions for DGLAP evolution on the uncertainties
obtained from fitting pseudodata. For this purpose, the
following exercise has been performed. We have included
four additional parameters in (13) through multiplying it by
1þDizþ Ei
ffiffi
z
p
, for i equal to a gluon or a light quark. We
have checked that such a form, with given values of Di, Ei,
is not in large disagreement with the HERA diffractive
cross sections. This form and choice of parameters has been
used to generate pseudodata in the HERA and LHeC
kinematics. These pseudodata have first been fitted using
our standard ZEUS-SJ form, Di ¼ Ei ¼ 0, and then
including Di, Ei one by one as additional fitting param-
eters. We generically observe that, in both kinematic
domains, the improvement in the χ2=ndf when increasing
the number of parameters is marginal—from one per
hundred to less than one per thousand—and the size of
the uncertainty bands is not larger than in the ZEUS-SJ–
based analysis. Therefore, in the kinematic ranges that we
are exploring and with this functional form, we have been
unable to quantify a meaningful parametrization uncer-
tainty. Obviously, these results and conclusions are linked
to a given functional form and approach to estimate the
uncertainties. A different functional form or the use of, e.g.,
the neural network parton distribution functions (NNPDF)
approach [44] instead of the Hessian method [45] may be
essayed. But the answers obtained using these different
forms and approaches would be, as in our case, linked to
the specific choices and methodologies. We take these facts
as indicative that a proper treatment of parametrization
uncertainties can only be addressed on the basis of real data
and supportive of our strategy here of focusing solely on the
experimental uncertainties.
V. DIFFRACTIVE DEEP INELASTIC
SCATTERING OFF NUCLEI
Electron-nucleus (eA) collisions are also possible at the
LHeC and the FCC-eh with large integrated luminosities,
µ2 = 6 GeV2 µ2 = 20 GeV2
µ2 = 6 GeV2 µ2 = 20 GeV2
FIG. 12. Relative uncertainties on the diffractive PDFs for different numbers of free fit parameters, 7 and 9. Two different choices of
scales are considered μ2 ¼ 6 and 20 GeV2. The green and red bands correspond to the nine-parameter fits for the LHeC and FCC-eh
scenarios, respectively. The continuous lines delimit the seven-parameter fit uncertainty. The cross-hatched areas show kinematically
excluded regions. The bands indicate only the experimental uncertainties; see the text.
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LNN ∼Oð1Þ fb−1; see Refs. [17–21]. Similar considera-
tions apply to diffraction in eA as to ep collisions. The
main difference is the larger contribution from incoherent
diffraction3 eþ A → eþ X þ A than from coherent dif-
fraction eþ A → eþ X þ A, the former dominating
for jtj larger than a few hundredths of a giga-electron-volt
squared. In the following, we focus on coherent diffraction,
which could be distinguished from the incoherent case
using forward detectors [18].
Assuming the same framework [collinear factorization
for hard diffraction, Eq. (7), and Regge factorization,
Eq. (9)] described for ep in Secs. II and III A to hold
for eA, nuclear diffractive PDFs (nDPDFs) can be extracted
from the diffractive reduced cross sections, Eqs. (4a)
and (4b). It should be noted that such nDPDFs have never
beenmeasured.With the same electron energyEe ¼ 60 GeV
and nuclear beams with EN ¼ 2.76 and 19.7 TeV=nucleon
for the LHeC and the FCC-eh, respectively, the kinematic
coverage is very similar to that shown in Fig. 3.
Due to the lack of previous measurements, there are no
parametrizations for nDPDFs, but models exist for the
nuclear effects on parton densities defined through the
nuclear modification factor
RAk ðβ; ξ; Q2Þ ¼
fDð3Þk=A ðβ; ξ; Q2Þ
AfDð3Þk=p ðβ; ξ; Q2Þ
; ð15Þ
with diffractive parton densities in nucleus A,
fDð3Þk=A ðβ; ξ; Q2Þ. We use the model proposed in Ref. [9],
in which parametrizations for nuclear modification factors
are provided at the scaleQ2 ¼ 4 GeV2 (extended in β and ξ
to cover the LHeC and FCC-eh kinematic regions4). Then,
DGLAP evolution is employed to evolve the ZEUS-SJ
proton diffractive PDFs multiplied by RAk from Ref. [9] to
obtain the nuclear diffractive PDFs, at anyQ2. The structure
functions and reduced cross sections are then calculated in
the same way as in the proton case, and these results are
used to obtain the modification factors, analogous to
Eq. (15), for these quantities. We have also repeated the
calculation in the zero-mass VFNS in order to check that
FIG. 13. Nuclear modification factor, Eq. (15), for FDð3Þ2 and F
Dð3Þ
L in
208Pb vs β, atQ2 ¼ 10 GeV2 and for different ξ, for the models H
and L in Ref. [9]. The \ and / hatched areas show kinematically excluded regions for E ¼ 2.76 and 19.7 TeV=nucleon, respectively.
3A denotes a final state in which the nucleus has dissociated to
a system of at least two hadrons, but the rapidity gap signature
that defines the diffractive event is still present. 4We thank Vadim Guzey for providing them.
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the resulting modification factors do not depend on the
applied scheme.
Themodel inRef. [9] employsGribov inelastic shadowing
[4], which relates diffraction in ep to nuclear shadowing for
total and diffractive eA cross sections. It assumes that the
nuclear wave function squared can be approximated by the
product of one-nucleon densities, neglects the t dependence
of the diffractive γ-nucleon amplitude compared to the
nuclear form factor, introduces a real part in the amplitudes
[46], and considers the color fluctuation formalism for the
inelastic intermediate nucleon states [47]. There are two
variants of the model, named H and L, corresponding to
different strengths of the color fluctuations, giving rise to
larger and smaller probabilities for diffraction in nuclei with
respect to that in the proton, respectively. To illustrate the
results of this model, in Fig. 13, we show the nuclear
modification factor, Eq. (15), for FDð3Þ2 and F
Dð3Þ
L in
208Pb.
Pseudodata were generated using the same method, 5%
uncorrelated systematic error and luminosity 2 fb−1 as
described for ep in Sec. III C. The results for the LHeC
FGS18-L FGS18-L
FGS18-L FGS18-L
FGS18-H FGS18-H
FGS18-H FGS18-H
FIG. 14. Simulated data for the diffractive reduced cross section as a function of β in bins of ξ andQ2 for e208Pb collisions at the LHeC,
in the models in Ref. [9]. The curves for ξ ¼ 0.01, 0.001, 0.0001 are shifted up by 0.01, 0.02, 0.03, respectively.
FGS18-L FGS18-L
FGS18-L FGS18-L
FGS18-H FGS18-H
FGS18-H FGS18-H
FIG. 15. Simulated data for the diffractive reduced cross section as a function of β in bins of ξ andQ2 for e208Pb collisions at the FCC-eh,
in the models in Ref. [9]. The curves for ξ ¼ 0.01, 0.001, 0.0001, 0.00001 are shifted up by 0.01, 0.02, 0.03, 0.04, respectively.
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and FCC-eh are shown in Figs. 14 and 15, respectively (for
a selected subset of bins). The similarly large coverage and
small uncertainty (dominated by the assumed systematics)
illustrated in these two figures compared to Figs. 6 and 7
make it clear that an accurate extraction of nDPDFs in 208Pb
in an extended kinematic region, similar to that shown in
Figs. 8, 9, and 10, will be possible. We also include in
Fig. 16 the corresponding results for eAu collisions at the
EIC. Studies performed for ep at those energies show that
the expected accuracy for the extraction of DPDFs at the
EIC is comparable to that in existing DPDFs for the proton
at HERA. Assuming, as we did for the LHeC and FCC-eh,
a similar experimental uncertainty, integrated luminosity,
and kinematic coverage, the accuracy in the extraction of
nDPDFs at the EIC would then be similar to that of existing
HERA fits.
VI. CONCLUSIONS
In this paper, we have investigated the potential of the
LHeC and FCC-eh machines for the measurement of
diffractive cross sections and to constrain the diffractive
parton densities. The LHeC machine would extend the
available kinematic range in x by a factor of order 20 and
the maximum Q2 by a factor of order 100. The FCC-eh
machine would extend the accessible region by an order of
magnitude with respect to LHeC both in x and Q2. This
translates into a range of available ξ down to 10−4 at the
LHeC and down to 10−5 for FCC-eh for a wide range of β.
With the assumed very conservative integrated luminosity
of 2 fb−1, we have generated large pseudodata sets of
1200–1800 points for the LHeC and of 1700–2600 points
for the FCC-eh, depending on the minimum Q2. The
simulated data have very small error bars, dominated by
the assumed 5% systematic error. We have performed fits of
the diffractive parton densities to the simulated pseudodata,
following the methodology employed previously at HERA.
The DPDF determination using the pseudodata sub-
stantially improves the precision achieved in the HERA
analysis, reducing the DPDF uncertainties by a factor 5–7
for the LHeC and 10–15 for the FCC-eh.
We stress that the uncertainty bands shown in the
corresponding plots come purely from experimental errors.
No attempt is made to evaluate theoretical sources of
uncertainty, due, for example, to fixed parameters in the
initial conditions or the evolution or to the functional form
of the parton parametrization at the starting scale. This
corresponds to our aim of establishing the experimental
precision achievable in these new machines. Besides, if the
luminosity were increased, one could perform a finer
binning and constrain the extracted DPDFs even more.
The accuracy of the DPDF extraction depends only
mildly on the maximal value of ξ. In particular, we found
that changing ξ from 0.32 to 0.1 has a negligible impact on
the precision of the extracted DPDFs. This is very encour-
aging since the large ξ region is very challenging exper-
imentally and theoretically. On the other hand, we found a
rather large sensitivity to the functional form of the gluon
DPDF; specifically, a flat and nonflat gluon—which were
indistinguishable at HERA—produce sizeably different
χ2=ndf at the LHeC and FCC-eh. Besides, the fits are also
sensitive to the assumed minimal value of Q2 used in the
DGLAP fits. This feature is understandable since the
DGLAP evolution is very sensitive to the low-Q2 region,
which is crucial for constraining the initial condition. This
fact indicates the potential of both machines to constrain
the diffractive parton densities in this region and, even-
tually, physics that goes beyond the standard twist-2
FGS18-L FGS18-L
FGS18-L FGS18-L
FGS18-H FGS18-H
FGS18-H FGS18-H
FIG. 16. Simulated data for the diffractive reduced cross section as a function of β in bins of ξ and Q2 for e197Au collisions at the EIC,
in the models in Ref. [9]. The curves for ξ ¼ 0.032, 0.01, 0.0032, 0.001 are shifted up by 0.005, 0.01, 0.015, 0.02, respectively.
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DGLAP evolution. Finally, we have investigated the
possibility of inclusive diffraction in the case of nuclear
targets. Using models which employ Gribov inelastic
shadowing, we make predictions for the nuclear ratios
for the diffractive structure functions F2 and FL and
provide the simulated datasets. We find that the accurate
measurement of the nuclear diffractive cross section would
be possible in the nuclear case, with similar coverage in β,
ξ, and Q2 and precision similar to the proton case.
The extended kinematic range of both machines offers
new exciting possibilities in diffraction. One is that they are
sensitive to the top contribution to diffraction. Since HERA
did not give access to the top, none of the models used to
simulate the pseudodata provides a reliable contribution
from the top quark. In the present analysis, the top
contribution was thus neglected, but it could be investigated
in further studies, particularly for the FCC-eh. Furthermore,
diffractive dijets could also be included, and their impact on
the extraction of DPDFs could be evaluated. Another
interesting possibility is that of charged current diffraction.
This was measured at HERA, but in a very limited
kinematic range and with very small statistics. In future
DIS machines, this would certainly be a much better
explored process and would provide additional tests for
factorization in diffraction.
Summarizing, both the LHeC and its higher-energy
version, the FCC-eh, offer unprecedented capabilities for
studying diffraction both in ep and eA. This first
exploratory study illustrates some of the huge range of
opportunities. More extensive studies, both on the phe-
nomenological side and at the detector level, are left for the
future. These new possibilities for investigating proton and
nuclear structure will eventually open new avenues in the
understanding of dynamics beyond linear evolution, such
as higher twists and nonlinear effects, and, ultimately,
hopefully, confinement.
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