Abstract. The nonlinear semidefinite optimization problem arises from applications in system control, structural design, financial management, and other fields. However, much work is yet to be done to effectively solve this problem. We introduce some new theoretical and algorithmic development in this field. In particular, we discuss first and second-order algorithms that appear to be promising, which include the alternating direction method, the augmented Lagrangian method, and the smoothing Newton method. Convergence theorems are presented and preliminary numerical results are reported.
1.
Introduction. The purpose of this paper is to review some recent algorithmic developments in solving nonlinear semidefinite optimization problems (also called nonlinear semidefinite programs). As a natural extension of (linear) semidefinite programs (SDP), nonlinear semidefinite programs (NSDP) arise in various application fields such as system control and financial engineering [1, 12, 20, 21, 30] and has caught much attention on its theory and algorithms [3, 5, 7, 8, 9, 10, 13, 23, 24, 25, 31, 32, 33, 34, 35, 36, 37, 46, 48, 49, 51, 54, 55, 57, 62, 63] . While the mathematical formats of NSDP may be different in various applications, we find it is convenient to start with the following general model
where : → ℜ, ℎ : → ℜ and : → are twice continuously differentiable functions, and are two Hilbert spaces equipped with respective inner products and the respective induced norms, and is a symmetric (homogeneous, self-dual) cone in . In addition, one of the spaces and must be the space of real × symmetric matrices. Here and below, unless otherwise stated, the vector norm is the Euclidean norm and the matrix norm is the Frobenius norm, namely ⟨ , ⟩ ≡ Trace ( ), where " " stands for the transpose.
(P)
where ∈ , ∈ ℜ and * is the adjoint operator of the linear operator . It is readily seen that both problems are in the form of (1) .
Notice that in problem (P) the constraint ર 0 or equivalently, ∈ + , is a nonlinear convex constraint; whereas in problem (D), the constraint * ⪯ is also a nonlinear convex constraint. Hence (P) and (D) are essentially a pair of convex programming problems. Strong duality and efficient algorithms exist under more restrictive conditions than linear programming. This is also the case for problem (1) when ( ), ℎ( ) are linear and ( ) ∈ defines a convex set. However, problem (1) could be substantially more difficult if one of the functions ( ), ℎ( ), and ( ), or one of the constraints in ( ) ∈ is not convex. The feasibility problem is important, not only because it arises in theory, for example, the feasibility of the Karush-Kuhn-Tucker (KKT) system is sometimes equivalent to the solvability to both primal and dual NSDP problems, but also because it may come directly from practice. For instance, arising from Lyapunov stability analysis of systems under uncertainty [2] , it is desired to know whether the following system about matrix is feasible
for given ∈ ℜ and , ∈ , = 1, ..., . Similar to the case of nonlinear programming, associated to problem (1), there is a KKT system. Whenever we consider solving the KKT system, it is reduced to a problem of complementarity. A typical case is as follows. Find , such that ∈ + , = ( ) ∈ + , and ⟨ , ⟩ = 0,
where is a given continuously differentiable mapping (operator). Problem (2) includes the nonlinear complementarity problem (NCP) as a special case.
In solving NCP, we often convert the NCP to a nonsmooth equation by using the so-called NCP functions and then solve the latter by a semismooth Newton approach (details later). For example, solving the problem
is equivalent to solving the nonsmooth equation
it is also equivalent to solving
where min( ), 2 , and √ are understood coordinatewise.
Coming to the realm of symmetric matrices, the first question is how we define the functions min( ), 2 , and √ for ∈ . A natural way to do it is to use the spectral function approach. Let ∈ , let { ( )} =1 be the eigenvalues of which are sorted in nonincreasing order, i.e.
where "diag" stands for the diagonal matrix. Let = be an orthogonal decomposition of . Then we define
It can be shown that such defined 2 is identical to the usual matrix multiplication ⋅ . The next question is whether the matrix min function and the matrix FB function, defined above, are NCP functions for the NMCP. The answer is affirmative. The proofs can be found in Tseng [58, Lemma 2.1 and Lemma 6.1]. Therefore, we have
These equivalence relationships are the basis for the so-called smoothing Newton methods. One of them is introduced in Section 4.
2.
A first-order method: The alternating direction method. The alternating direction method (ADM) is one of the effective first-order approaches for solving NSDP. It was developed for convex programming, see for example [11, 14, 17, 18] . Actually ADM can be seen as the block Gauss-Seidel variants of the augmented Lagrangian approach. The ADM requires much less computational effort per iteration than the second-order approaches such as the interior point methods or the smoothing Newton methods. To avoid solving expensive nonlinear variational problems on semidefinite cone at each iteration, we modify it by using both a prediction phase and a correction phase. In the proposed prediction-correction ADM, the main computational load of each iteration is only several metric projections onto semidefinite cone or onto a convex set defined by a single constaint. We consider general convex nonlinear semidefinite programs (CNSDPs) defined in as follows.
where : 
The Lagrange dual of problem (3) is max min
Notice that the Lagrange multipliers , = 1, ⋅ ⋅ ⋅ , , are symmetric matrices. It is well known that under mild constraint qualifications (e.g., Slater's condition), strong duality holds and hence, * is a solution of (3) if and only if there exists
Problem (4) is a variational inequality problem with a special structure. The variables ( , , ) are symmetric matrices, the underlying sets + and Ω are convex. For convenience, we state the basic assumption to guarantee that Problem (3) is solvable.
Assumption 2.1. The solution set ( * , * , * ) of KKT system (4) is nonempty.
In a nutshell, the original ADM, applied to (4), can be separated into three steps.
Algorithm 2.2. The Original Alternating Direction Method for CNSDP Do at each iteration until a stopping criterion is met
Step 1.
Step 2.
Step 3.
Arbitrary 0 , 0 and 0 are chosen as the starting point. The alternating direction method reaches optimality by taking alternating steps in the primal and dual space. Primal feasibility, dual feasibility, and complementary slackness are not maintained; instead, all are satisfied as the algorithm finds a fixed point of the recursions in Steps 1-3. Algorithm 2.2 is not easy to implement since Steps 1 and 2 require to solve certain (probably nonlinear) variational inequality problems. A prediction-correction approach is therefore used, which is stated as follows, where the notation Π Ω ( ) represents the projection of onto the set Ω. Algorithm 2.3. The Prediction-Correction Alternating Direction Method for CNSDP Do at each iteration until a stopping criterion is met Prediction Phase:
Correction Phase:
Step 4.
, where
The positive scalar is the step-length and ( ) is a certain residual function. The motivation behind Algorithm 2.3 are roughly as follows. By a well-known equivalence between a variational inequality with respect to a set Ω and the projection onto Ω (e.g., Theorem 2.3 of [27] ), one can connect the fixed point problems about the variational inequalities in Algorithm 2.2 to the fixed point problems about projections in Algorithm 2.3. However, to guarantee convergence, a correction step is necessary after each prediction (i.e., projection) step in the "fixed projection" algorithm. This is much in the same spirit as what is done in the predictor-corrector interior point path following algorithms for nonlinear programming (e.g. see [56] ).
We have the following convergence result for Algorithm 2.3.
The sequence { } generated by the predictioncorrection alternating direction method converges to an optimal solution point * of (CNSDP).
For other first-order methods, see Kanzow, Nagel, Kato, and Fukushima [26] and Noll and Apkarian [35] and references therein. It should be noted that ADM has been shown to be one of the fastest methods in solving linear SDP in a recent work of Wen, Goldfarb, and Yin [60] .
A test result is shown in Table 1 , where the problem is a nearest correlation matrix problem [20] . The problem is formulated as a convex quadratic SDP, where C+1e-3*E, C+1e-2*E, C+1e-1*E represent different trust regions of the target matrices, is the size of these matrices, and (a),(b), and (c) mean different starting points. 
The augmented Lagrangian function with the penalty parameter for the problem above is defined as
where ( , , ) ∈ × ℜ × , and * is the positive dual cone of :
The augmented Lagrangian method consists of two steps.
and update +1 by +1 := or +1 := (for some fixed > 1).
General discussions.
The classical analysis on the augmented Lagrangian method can be found in [19, 38, 39, 42, 43, 44, 45, 47] . Basically, it is proved in theory that this method is globally convergent for certain ≥¯ with a linear rate of convergence. However, our analysis [52] shows that the coefficient of the convergence rate is proportional to¯
Therefore, as¯ becomes large, the convergence is nearly superlinear. Ignoring a bit of mathematical accuracy, we may call such algorithm a 1 + -order algorithm. This result could be sharpened for nonlinear programming (NP), and is true for both NP and NSDP.
The augmented Lagrangian is continuously differentiable at with
Clearly, (6) is not differentiable due to the term Π ( − ( )). We denote ∂ (∇ )( , , ) the B-differential of ∇ with respect to ( , , ) (See Section 4.1 for the definition of B-differentials) and ∂ (∇ )( , , ) the projection of ∂ (∇ )( , , ) onto the -space. Define
is the unique Lagrange multiplier at and there exist two positive numbers 0 and such that for any ≥ 0 and
Then one can show that
Assumption B2.There exist positive numbers ≥ 0 , 0 > 0, 0 > 0, and > 1 such that for any ≥ and Δ ∈ ℜ × ,
The main result on the rate of convergence of the augmented Lagrangian method for the constrained optimization problem (1) is as follows. has a unique solution denoted ( , ). The function (⋅, ⋅) is locally Lipschitz continuous on ( , ) and is semismooth at any point in ( , ), and for any ( , ) ∈ ( , ), we have
where
Under Assumptions B1 and B2, Theorem 3.1 shows that if for all sufficiently large with ≡ larger than a threshold and if ( , , ) is sufficiently close to ( , , ), then the augmented Lagrangian method can be regarded locally as the gradient ascent method applied to the dual problem max ( , ) s.t. ( , ) ∈ ℜ × with a constant step-length , i.e., for all sufficiently large
We make an intuitive explanation on why this method performs "near superlinearly" in practice. By Assumption B2, − −1 is a good estimate to elements in ∂∇ ( , ) for all ( , ) sufficiently close to ( , ) as every element in ∂∇ ( , ) is in the form of − −1 + ( − ), where is the identity operator in ℜ × . Hence the gradient direction is "close" to the Newton direction. Since ∇ (⋅, ⋅) is semismooth at ( , ), the fast local convergence of the augmented Lagrangian method comes no surprise for those who are familiar with the theory of superlinear convergence of the generalized Newton method for semismooth equations.
The near-superlinear rate of convergence has made the augmented Lagrangian method very attractive, not only in theory, but also in practice. A recent paper of Zhao, Sun, and Toh [64] addresses the semidefinite programming problem. They tested hundreds of problems from a standard data base. Their conclusion is "Numerical experiment on a variety of large scale SDPs with matrix dimensions up to 1,600 and number of constraints up to 1,283,258 shows that the proposed method is very efficient". We note that SDP is a linear model while our proposed research is on nonlinear models. However, as reported in some recent works [16, 40, 59] , the performance of the augmented Lagrange method (combined with a semismooth Newton procedure) is impressive in solving some important classes of NSDP problems as well.
For numerical results, we refer the reader to [16, 40, 59, 64] . In particular, hundreds of SDPs from various applications are tested and compared with other methods of SDP in [64] . 4 . A second-order method: The squared smoothing Newton method.
Semismooth equations and Newton
has been used for solving ( ) = 0 if is continuously differentiable (smooth). If is only Lipschitzian, say ( ) = max{ 2 , }, then we may use generalized Jacobian ∈ ∂ ( ) and
to solve ( ) = 0. See [41] for details.
For a locally Lipschitz : ℜ → ℜ , the B-subdifferential at is the set ∂ ( ) of all × matrices = lim
where { } is a sequence of F(Fréchet)-differentiable points of converging to . The C(Clarke)-subdifferential [6] is defined as
Does the nonsmooth Newton method (7) converge and how fast does it converge? Simple computation shows that
Thus, the key property of that guarantees superlinear convergence of method (7) is
which we shall use as the definition of semismoothness of at * . If we replace (∥ − * ∥) by (∥ − * ∥ 2 ) , then we have strong semismoothness. In applying semismooth Newton methods (7), strong semismoothness leads to quadratic convergence. Another widely used NCP-function is the Fisher-Burmeister function
It has been shown [49, 53] that both functions and their smoothing counterparts
are strongly semismooth in ( , ).
4.3.
A squared smoothing Newton method for NMCP. For ∈ ℜ and ∈ , let ( , ) : = + ( ) − √ ( − ( )) 2 + 2 . The squared smoothing Newton method, in particular, solves the auxiliary equation
and uses the merit function ( ) ≡ 2 +∥ ( )∥ 2 for the line search, where ≡ ( , ). Let¯ ∈ ℜ ++ and ∈ (0, 1) be such that ¯ < 1. Define an auxiliary point¯ bȳ : = (¯ , 0) ∈ ℜ × and :
Algorithm 4.1.
Step 0. Select constants ∈ (0, 1) and ∈ (0, 1/2). Let 0 =¯ , 0 ∈ be an arbitrary point and := 0.
Step 1. If ( ) = 0, then stop. Otherwise, let := ( ).
Step 2. Compute Δ := (Δ , Δ ) ∈ ℜ × by ( ) + ∇ ( )(Δ ) = ¯ .
Step 3. Let be the smallest nonnegative integer satisfying 
Chen and Tseng [5] tested a number of mid-size SDPs by using a smoothing Newton method. The results show that their method is about 2-4 times slower in CPU time than the interior point method while the iteration counts are similar.
We tested a smoothing Newton method for second-order cone programs (SOCP) [4] . The test problems are randomly generated with sizes from 100 to 800. The random problems of each size are generated 10 times, and thus we have totally 80 random problems. Table 2 contains the result of the smoothing method compared with SDPT3, a well-known software package for cone optimization problems. The iteration number and CPU time in the table are averages in solving the 10 random problems.
5.
Conclusions. This paper surveys some algorithms and numerical results in solving nonlinear semidefinite optimization problems. While the alternative direction method requires the problem to be convex, all other methods are aimed at general nonlinear semidefinite programs. We introduced two first-order approaches (the alternating direction method and the augmented Lagrangian method), in which the major computation in an iteration involves only projections onto the semidefinite cone. We showed that the second-order method (the squared smoothing Newton method) has higher convergence rate, but needs to solve a Newton equation per iteration.
We note that there is a similarity between the nonlinear semidefinite optimization algorithms and the nonlinear programming algorithms. However, analysis of the former algorithms often involves special algebraic structure of the matrix space and the "real dimension" of the nonlinear semidefinite optimization problem is often quite large, e.g., a problem in with = 200 has ( +1)/2 = 20, 100 independent variables. Overall, much work is yet to be done, and, due to its importance in applications, the area of methodology for nonlinear semidefinite optimization problems is expected to grow and to attract intensive research in the foreseeable future.
Parallel to the work on NSDP, there have been lots of work on nonlinear secondorder cone programming (NSOCP) problems since 1990s (e.g., [22] ). It is not surprising that the algorithms for NSDP, NSOCP, and NP have many common characters. In fact, the dimensional Lorenz space, where the second-order cone is defined, the space , and the space ℜ are three special cases of the so-called Euclid-Jordan space, in which a special binary operation can be defined and used in the analysis of algorithms. The interested reader may refer to the papers [15] and [31, 51] for some details.
