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A Cyclic Coordinate Descent Algorithm for lq
Regularization
Jinshan Zeng, Zhimin Peng, Shaobo Lin, Zongben Xu
Abstract—In recent studies on sparse modeling, lq (0 < q < 1)
regularization has received considerable attention due to its
superiorities on sparsity-inducing and bias reduction over the
l1 regularization. In this paper, we propose a cyclic coordinate
descent (CCD) algorithm for lq regularization. Our main result
states that the CCD algorithm converges globally to a stationary
point as long as the stepsize is less than a positive constant.
Furthermore, we demonstrate that the CCD algorithm converges
to a local minimizer under certain additional conditions. Our
numerical experiments demonstrate the efficiency of the CCD
algorithm.
Index Terms—lq regularization (0 < q < 1), cyclic coordinate
descent, non-convex optimization, proximity operator, Kurdyka-
Łojasiewicz inequality
I. INTRODUCTION
Recently, the sparse vector recovery problems have attracted
lots of attention in both scientific research and engineering
practice ([1]-[9]). Typical applications include compressed
sensing [1], [2], statistical regression [5], visual coding [6],
signal processing [7], machine learning [8], magnetic reso-
nance imaging (MRI) [3] and microwave imaging [9], [10].
In a general setup, an unknown sparse vector x ∈ RN is
reconstructed from measurements
y = Ax, (1)
or more generally, from
y = Ax+ ǫ, (2)
where y ∈ Rm, A ∈ Rm×N (commonly, m < N ) is a
measurement matrix and ǫ represents the noise. The problem
can be modeled as the l0 regularization problem
min
x∈RN
{
1
2
‖Ax− y‖22 + λ‖x‖0
}
, (3)
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where ‖x‖0, formally called the l0 norm, denotes the number
of nonzero components of x, and λ > 0 is a regularization
parameter. However, due to its NP-hardness [11], l0 regular-
ization is generally intractable.
In order to overcome such difficulty, many continuous
penalties were proposed to substitute the l0 norm by the
following optimization problem
min
x∈RN
{
1
2
‖Ax− y‖22 + λΦ(x)
}
, (4)
where Φ(x) is a separable, continuous penalty with Φ(x) =∑N
i=1 φ(xi), and x = (x1, · · · , xN )T . One of the most
important cases is the l1 norm, i.e., Φ(x) = ‖x‖1 =
∑N
i=1 |xi|.
The l1 norm is convex and thus, the corresponding l1 norm
regularized convex optimization problem can be efficiently
solved. Because of this, the l1 norm gets its popularity and
has been accepted as a very useful method for the modeling
of the sparsity problems. Nevertheless, the l1 norm may not
induce further sparsity when applied to certain applications
[12], [13], [14]. Alternatively, many non-convex penalties were
introduced as relaxations of the l0 norm. Among these, the lq
norm with 0 < q < 1 (not an actual norm when 0 < q < 1),
i.e., ‖x‖q = (
∑N
i=1 |xi|q)1/q is one of the most typical
subsitutions. Compared with the l1 norm, the lq norm can
usually induce better sparsity and reduce the bias while the
corresponding non-convex regularized optimization problems
are generally more difficult to solve.
Several classes of algorithms have been developed to solve
the non-convex regularized optimization problem (4). These
algorithms include half-quadratic (HQ) algorithm [15], [16],
iteratively reweighted algorithm [12], [17], difference of con-
vex functions algorithm (DC programming) [18], iterative
thresholding algorithm [19], [20], [21], and cyclic coordinate
descent (CCD) algorithm [22], [23].
The first class is the half-quadratic (HQ) algorithm [15],
[16]. The basic idea of HQ algorithm is to formulate the
original objective function as an infimum of a family of
augmented functions via introducing a dual variable, and then
minimize the augmented function along the primal and dual
variables in an alternate fashion. However, HQ algorithms can
be efficient only when both subproblems are easily solved
(particularly, when both subproblems have the closed-form
solutions). The second class is the iteratively reweighted
algorithm which includes the iteratively reweighted least
squares minimization (IRLS) [17], [24], [25], and iteratively
reweighted l1-minimization (IRL1) [12]. More specifically,
the IRLS algorithm solves a sequence of weighted least
squares problems, which can be viewed as some approximate
2problems to the original optimization problem. Similarly, the
IRL1 algorithm solves a sequence of non-smooth weighted
l1-minimization problems, and hence can be seen as the non-
smooth counterpart to the IRLS algorithm. Nevertheless, the
iteratively reweighted algorithms can be only efficient when
applied to such non-convex regularization problems whose
non-convex penalty can be well approximated by the quadratic
function or the weighted l1 norm function.
The third class is the difference of convex functions algo-
rithm (DC programming) [18], which is also called Multi-
Stage (MS) convex relaxation [26]. The key idea of DC
programming is to consider a proper decomposition of the ob-
jective function. More specifically, it converts the non-convex
penalized problem into a convex reweighted l1 minimization
problem (called primal problem) and another convex problem
(called dual problem), and then iteratively optimizes the primal
and dual problems [18]. Hence, it can only be applied to a
certain family of non-convex penalties that can be decomposed
as a difference of convex functions. The fourth class is the
iterative thresholding algorithm [20], [21], [27], [28], which
fits the framework of the forward-backward splitting algorithm
[29] and the framework of the generalized gradient projection
algorithm [19]. Intuitively, the iterative thresholding algorithm
can be seen as a procedure of Landweber iteration projected
by a certain thresholding operator. Compared with the other
types of non-convex algorithms, the iterative thresholding
algorithm can be easily implemented and has relatively lower
computational complexity for large scale problems [9], [10],
[30]. However, the iterative thresholding algorithm can only be
effectively applied to models with some particular structures.
The last class is the cyclic coordinate descent (CCD) algo-
rithm. Basically, CCD algorithm is a coordinate descent algo-
rithm with the cyclic coordinate updating rule. In [31], a CCD
algorithm was implemented for solving the l1 regularization
problem. Its convergence can be shown by referring to [22]. In
[32], a CCD algorithm was proposed for a class of non-convex
penalized least squares problems. However, both [32] and
[22] do not consider the CCD algorithm for lq regularization
problem. Recently, Marjanovic and Solo [23] proposed a
cyclic descent algorithm (called lqCD) for the normalized lq
regularization problem where the columns of A are normalized
with the unit l2 norm, i.e., ‖Ai‖2 = 1, i = 1, 2, . . . , N , where
Ai is the i-th column of A. They proved the subsequential
convergence and furthered the convergence to a local mini-
mizer under the scalable restricted isometry property (SRIP) in
[23]. According to [23], the column-normalization requirement
is crucial for the convergence analysis of lqCD algorithm.
However, such requirement may limit the applicability of
the lqCD algorithm, and also will introduce some additional
computational complexity.
In this paper, we propose a cyclic coordinate descent (CCD)
algorithm (called CCD algorithm) for solving lq regularization
problem without the requirement of column-normalization.
Instead, we introduce a stepsize parameter to improve the
applicability of the CCD algorithm. The proposed CCD al-
gorithm can be viewed as a variant of the lqCD algorithm. In
the perspective of algorithmic implementation, it can be noted
that the lqCD algorithm proposed in [23] is actually a special
case of the proposed CCD algorithm with the stepsize as 1 and
a column-normalized A. More important, we can justify the
convergence instead of the subsequential convergence of the
proposed CCD algorithm via introducing a stepsize parameter.
We prove that the proposed CCD algorithm can converge to
a stationary point as long as the stepsize less than 1Lmax with
Lmax = maxi ‖Ai‖22. This convergence condition is generally
weaker than those of the iterative thresholding algorithms,
i.e., the stepsize parameter should be less than ‖A‖−22 [21],
[34]. Roughly, the proposed CCD algorithm is a Gauss-Seidel
iterative method while the corresponding iterative thresholding
algorithm is a Jacobi iterative algorithm. We can also justify
that the proposed CCD algorithm converges to a local mini-
mizer under some additional conditions. In addition, it can be
observed numerically that the proposed CCD algorithm has
almost the same performance of the lqCD algorithm when A
is normalized in column and the stepsize approaches to 1.
The reminder of this paper is organized as follows. In
section II, we first introduce the lq (0 < q < 1) regularization
problem, then propose a cyclic coordinate descent algorithm
for such a non-convex regularization problem. In section III,
we prove the convergence of the proposed CCD algorithm. In
section IV, we implement a series of simulations to demon-
strate the efficiency of the CCD algorithm. We conclude this
paper in section V.
Notations: We denote N and R as the natural number set
and one-dimensional real space, respectively. Given an index
set I ⊂ {1, 2, · · · , N}, Ic represents its complementary set,
i.e., Ic = {1, 2, · · · , N} \ I. For any matrix A ∈ RM×N , Ai
denotes as the i-th column of A, and AI represents a submatrix
of A with the columns restricted to an index set I . Similarly,
for any vector x ∈ RN , xi denotes as the i-th component of
x, and xI represents a subvector of x with the coordinate
coefficients restricted to I . For any matrix and vector, we
denote ·T by the transpose operation. For any square matrix
A, σi(A) and σmin(A) denote as the i-th and the minimal
eigenvalues of A, respectively.
II. A CYCLIC COORDINATE DESCENT ALGORITHM
In this section, we first introduce the non-convex lq reg-
ularization (0 < q < 1) problem, then show some important
theoretical results of the lq regularization problem, which serve
as the basis of the following sections. Finally, we propose a
cyclic coordinate descent (CCD) algorithm for solving the lq
regularization problem.
A. lq Regularization Problem
Mathematically, the lq regularization problem is
min
x∈RN
{
Tλ(x) =
1
2
‖Ax− y‖22 + λ‖x‖qq
}
, (5)
where 0 < q < 1 and λ > 0. It can be easily observed that
the first least squares term is proper lower semi-continuous
while the lq penalty is continuous and coercive, and thus the
minimum of the lq regularization problem exists. However,
due to the non-convexity, the lq regularization problem might
have several global minimizers.
3For better characterizing the global minimizers of (5), we
first generalize the proximity operator from convex case to the
non-convex lq norm,
Proxλµ,q(x) = arg min
u∈RN
{‖x− u‖22
2
+ λµ‖u‖qq
}
, (6)
where µ > 0 is the stepsize parameter. Since ‖ · ‖qq is
separable, thus computing Proxλµ,q is reduced to solve a one-
dimensional minimization problem, that is,
proxλµ,q(z) = argmin
v∈R
{ |z − v|2
2
+ λµ|v|q
}
, (7)
and thus,
Proxλµ,q(x) = (proxλµ,q(x1), · · · , proxλµ,q(xN ))T . (8)
Furthermore, according to [19], proxλµ,q(·) can be expressed
as follows:
proxλµ,q(z) ={
(·+ λµqsgn(·)| · |q−1)−1(z), for |z| ≥ τµ,q
0, for |z| ≤ τµ,q (9)
for any z ∈ R with
τµ,q =
2− q
2− 2q (2λµ(1− q))
1
2−q , (10)
ηµ,q = (2λµ(1− q)) 12−q , (11)
and the range domain of proxλµ,q is {0} ∪ [ηµ,q,∞), sgn(·)
represents the sign function henceforth. When |z| ≥ τµ,q , the
relation proxλµ,q(z) = (· + λµqsgn(·)| · |q−1)−1(z) means
that proxλµ,q(z) satisfies the following equation
v + λµq · sgn(v)|v|q−1 = z.
Remark 1. From (9), it can be noted that proxλµ,q is a
set-valued operator since it can take two different function
values when |z| = τµ,q. Moreover, for some specific q (say,
q = 1/2, 2/3), the operator proxλµ,q(·) can be expressed
analytically, which are shown as follows:
(a) proxλµ,1/2(·) for l1/2 regularization ([20]):
proxλµ,1/2(z) ={
2
3z
(
1 + cos
(
2π
3 − 23θτµ,1/2(z)
))
, |z| ≥ τµ,1/2
0, |z| ≤ τµ,1/2 , (12)
with θτµ,1/2(z) = arccos
(√
2
2 (
τµ,1/2
|z| )
3
2
)
.
(b) proxλµ,2/3(·) for l2/3 regularization ([35]):
proxλµ,2/3(z) =
 sgn(z)
(
φτµ,2/3 (z)+
√
fτµ,2/3 (z)
2
)3
, |z| ≥ τµ,2/3
0, |z| ≤ τµ,2/3
,
(13)
where
fτµ,2/3(z) =
2|z|
φτµ,2/3(z)
− φτµ,2/3(z)2,
and
φτµ,2/3(z) =
213/16
4
√
3
τ
3/16
µ,2/3(cosh(
θτµ,2/3(z)
3
))1/2
with θτµ,2/3(z) = arccosh( 3
√
3z2
27/4(2τµ,2/3)9/8
).
Remark 2. It was demonstrated in [20] that proxλµ,q(·) has
analytical expression when q is 12 or
2
3 . While for other q ∈
(0, 1), we can use an iterative scheme proposed by [23] to
compute the operator proxλµ,q(·), that is, let ηµ,q ≤ v0 ≤ |z|,
vk+1 = |z| − λµq|vk|q−1.
With the definition of proximity operator, we can define a
new operator Gλµ,q(·) as
Gλµ,q(x) = Proxλµ,q(x − µAT (Ax − y)) (14)
for any x ∈ RN . We denote Fq as the fixed point set of the
operator Gλµ,q , i.e.,
Fq = {x : x = Gλµ,q(x)}. (15)
According to [19], each global minimizer of (5) is a fixed
point of Gλµ,q(·), which is shown as follows.
Lemma 1. (Proposition 2.3 in [19]). Assume that 0 < µ <
‖A‖−22 , then each global minimizer of Tλ is a fixed point of
Gλµ,q(·).
By the definition of Proxλµ,q , a type of optimality condi-
tions of lq regularization has been derived in [23].
Lemma 2. (Theorem 3 in [23]). Given a point x∗, define the
support set of x∗ as Supp(x∗) = {i : x∗i 6= 0}, then x∗ ∈ Fq
if and only if the following three conditions hold.
(a) For i ∈ Supp(x∗), |x∗i | ≥ ηµ,q .
(b) For i ∈ Supp(x∗), ATi (Ax∗−y)+λqsgn(x∗i )|x∗i |q−1 =
0.
(c) For i ∈ Supp(x∗)c, |ATi (Ax∗ − y)| ≤ τµ,q/µ.
We call the point a stationary point of the lq regularization
problem henceforth if it satisfies the optimality conditions in
Lemma 2.
B. A CCD Algorithm for lq Regularization
In this subsection, we derive a cyclic coordinate descent
algorithm for solving the lq regularization problem. More
specifically, given the current iterate xn, at the next iteration,
the i-th coefficient is selected by
i =
{
N if 0 ≡ (n+ 1) mod N
(n+ 1) mod N, otherwise
(16)
and then updated by
xn+1i ∈ argmin
v∈R
{ |zni − v|2
2
+ λµ|v|q
}
= proxλµ,q(z
n
i ),
where
zni = x
n
i − µATi (Axn − y). (17)
It can be seen from (9) that proxλµ,q is a set-valued operator.
Therefore, we select a particular single-valued operator of
proxλµ,q and then update xn+1i according to the following
scheme,
xn+1i = T (zni , xni ), (18)
4where
T (zni , xni ) =
{
proxλµ,q(z
n
i ) if |zni | 6= τµ,q
sgn(zni )ηµ,qI(x
n
i 6= 0), if |zni | = τµ,q ,
and I(xni 6= 0) denotes the indicator function, that is,
I(xni 6= 0) =
{
1, if xni 6= 0
0, otherwise
.
While the other components of xn+1 are being fixed, i.e.,
xn+1j = x
n
j , for j 6= i. (19)
In summary, we can formulate the proposed algorithm as
follows.
The Cyclic Coordinate Descent (CCD) Algorithm
Initialize with x0. Choose a stepsize µ > 0, let n := 0.
Step 1. Calculate the index i according to (16);
Step 2. Calculate zni according to (17);
Step 3. Update xn+1i via (18) and xn+1j = xnj for j 6= i;
Step 4. Check the terminational rule. If yes, stop;
otherwise, let n := n+ 1, go to Step 1.
Remark 3. It can be observed that the proposed algorithm is
similar to the lqCD proposed by Marjanovic and Solo [23].
However, we get rid of the column-normalization requirement
of A by introducing a stepsize parameter µ. The following sec-
tions show that it can bring more benefits in both algorithmic
implementation and theoretical justification.
III. CONVERGENCE ANALYSIS
In this section, we prove the convergence of the proposed
CCD algorithm for the lq regularization problem with 0 <
q < 1. We first give some basic properties of the proposed
algorithm, which serve as the basis of the next subsections, and
then prove that the CCD algorithm converges to a stationary
point from any initial point as long as the stepsize parameter
µ is less than a positive constant, and finally show that the
proposed algorithm converges to a local minimizer under
certain additional conditions.
A. Some Basic Properties of CCD Algorithm
According to the definition of the operator proxλµ,q(·) (9)
and the updating rule of CCD algorithm (16)-(19), we can
claim that xn+1i satisfies the following property.
Property 1. Given the current iterate xn (n ∈ N), the index
set i is determined via (16), then xn+1i satisfies either
(a) xn+1i = 0, or,
(b) |xn+1i | ≥ ηµ,q and also satisfies the following equation
ATi (Ax
n+1 − y) + λqsgn(xn+1i )|xn+1i |q−1
= (
1
µ
−ATi Ai)(xni − xn+1i ). (20)
that is, ∇iTλ(xn+1) = ( 1µ −ATi Ai)(xni −xn+1i ), where
∇iTλ(xn+1) represents the gradient of Tλ with respect
to the i-th coordinate at the point xn+1.
Proof: According to (9) and (18), it holds obviously either
xn+1i = 0 or |xn+1i | ≥ ηµ,q . Moreover, when |xn+1i | ≥ ηµ,q ,
according to (7), xn+1i is a minimizer of the optimization
problem (7) with z = zni . Therefore, xn+1i should satisfy the
following optimality condition
xn+1i − zni + λµqsgn(xn+1i )|xn+1i |q−1 = 0. (21)
Plugging (17) into (21) gives
ATi (Ax
n+1 − y) + λqsgn(xn+1i )|xn+1i |q−1
=
1
µ
(xni − xn+1i )−ATi A(xn − xn+1). (22)
Combining (19) and (22) implies (20).
As shown by Property 1, the coordinate-wise gradient of Tλ
with respect to the i-th coordinate at xn+1 is not exact zero
but with a relative error. In the following, we show that the
sequence {Tλ(xn)} satisfies the sufficient decrease property
[33].
Property 2. Let {xn} be a sequence generated by the CCD
algorithm. Assume that 0 < µ < L−1max, then
Tλ(x
n)−Tλ(xn+1) ≥ 1
2
(
1
µ
−Lmax)‖xn−xn+1‖22, ∀n ∈ N.
Proof: Given the current iteration xn, let the coefficient
index i be determined according to (16). According to (7) and
(18),
xn+1i ∈ argmin
v∈R
{ |zni − v|2
2
+ λµ|v|q
}
,
where zni = xni − µATi (Axn − y). Then it implies
1
2
|µATi (Axn − y)|2 + λµ|xni |q
≥ 1
2
|(xn+1i − xni ) + µATi (Axn − y)|2 + λµ|xn+1i |q.
Some simplifications give
λ|xni |q − λ|xn+1i |q
≥ |x
n+1
i − xni |2
2µ
+ATi (Ax
n − y)(xn+1i − xni ). (23)
Moreover, since xn+1j = xnj for any j 6= i, (23) becomes
λ‖xn‖qq − λ‖xn+1‖qq
≥ ‖x
n+1 − xn‖2
2µ
+ 〈Axn − y,A(xn+1 − xn)〉. (24)
Adding 12‖Axn− y‖22− 12‖Axn+1− y‖22 to both sides of (24)
gives
Tλ(x
n)− Tλ(xn+1)
≥ ‖x
n+1 − xn‖2
2µ
− 1
2
‖A(xn − xn+1)‖22
=
‖xn+1 − xn‖2
2µ
− 1
2
(ATi Ai)‖xn − xn+1‖22
≥ 1
2
(
1
µ
− Lmax)‖xn − xn+1‖22, (25)
where the first equality holds for
‖A(xn−xn+1)‖22 = (ATi Ai)|xni −xn+1i |2 = (ATi Ai)‖xn−xn+1‖22,
5and the second inequality holds for ATi Ai ≤ Lmax.
In fact, by the first inequality of (25), a slightly stricter but
more commonly used condition to guarantee the sufficient de-
crease is 0 < µ < ‖A‖−22 . Property 2, gives the boundedness
of the sequence {xn}.
Property 3. Let {xn} be a sequence generated by the CCD
algorithm. Assume that 0 < µ < L−1max and Tλ(x0) < +∞,
then xn is bounded for any n ∈ N.
Proof: By Property 2, for any n,
‖xn‖qq ≤
1
λ
Tλ(x
n) ≤ 1
λ
Tλ(x
0) < +∞.
It implies that xn is bounded.
Moreover, Property 2 also gives the following asymptoti-
cally regular property.
Property 4. Let {xn} be a sequence generated by the CCD
algorithm. Assume 0 < µ < L−1max, then
n∑
k=0
‖xk+1 − xk‖22 ≤
2µ
1− µLmaxTλ(x
0),
and
‖xn − xn+1‖2 → 0, as n→ +∞.
From Properties 2-4, we can prove the subsequential con-
vergence of the CCD algorithm.
Theorem 1. Let {xn} be a sequence generated by the CCD
algorithm. Assume that 0 < µ < L−1max and Tλ(x0) < +∞,
then the sequence {xn} has a convergent subsequence. More-
over, let L be the set of the limit points of {xn}, then L is
closed and connected.
Proof: By Property 2, we know that {Tλ(xn)} is a
decreasing and lower-bounded sequence, thus, {Tλ(xn)} is
convergent. Denote the convergent value of {Tλ(xn)} as T ∗.
Moreover, by Property 3, {xn} is bounded, and also by the
continuity of Tλ(·), there exists a subsequence of {xn}, {xnj}
converging to some point x∗, which satisfies Tλ(x∗) = T ∗.
Furthermore, by Property 4 and Ostrowski’s result (Theorem
26.1, p. 173) [36], the limit point set L of the sequence {xn}
is closed and connected.
Theorem 1 only shows the subsequential convergence of the
CCD algorithm. Moreover, we note that L might not be a set of
isolated points. Due to this, it becomes challenging to justify
the global convergence of CCD algorithm. More specifically,
there are still two open questions on the convergence of the
CCD algorithm.
(a) When does the algorithm converge globally? So far, for
most non-convex algorithms, only subsequential conver-
gence can be claimed.
(b) Where does the algorithm converge? Does the algorithm
converge to a global minimizer or more practically, a
local minimizer due to the non-convexity of the opti-
mization problem?
B. Convergence To A Stationary Point
In this subsection, we will focus on answering the first open
question proposed in the end of the last subsection. More
specifically, we will show that the whole sequence {xn} gen-
erated by the CCD algorithm converges to a stationary point
as long as the stepsize parameter µ satisfies 0 < µ < 1Lmax .
Given the current iteration xn, we define the descent func-
tion as
∆(xn, xn+1) = Tλ(x
n)− Tλ(xn+1). (26)
Note that xn and xn+1 differ only in their i-th coefficient
which is determined by (16). From now on, if not stated, it
is assumed xn+1i is given by (18) and i is given by (16). The
following lemma gives an important property of the descent
function.
Lemma 3. Let {xn} be a sequence generated by CCD
algorithm. Assume that 0 < µ < L−1max, then
∆(xn, xn+1) = 0 if and only if xn+1i = x
n
i .
Proof: (⇒) It is obvious that if xn+1i = xni , then xn+1 =
xn, and thus ∆(xn, xn+1) = 0.
(⇐) If ∆(xn, xn+1) = 0, then Property 2 implies xn+1 =
xn and thus, xn+1i = xni .
Moreover, similar to Theorem 10 in [23], we can claim that
the mapping T (·, ·) is a closed mapping, shown as follows.
Lemma 4. T (·, ·) is a closed mapping, i.e., assume
(a) xni → x∗i as n→∞;
(b) xn+1i → x∗∗i as n→∞, where xn+1i = T (zni , xni ).
Then x∗∗i = T (z∗i , x∗i ), where z∗i = x∗i − µATi (Ax∗ − y).
The proof is the essentially the same as that of Theorem 10
in [23]. The only difference is that proxλµ,q is discontinuous
at τµ,q while proxλ,q is discontinuous at τ1,q . Therefore, the
closedness of the operator T (·, ·) can not be changed after
introducing a stepsize µ. The following theorem shows that
any limit point of the sequence {xn} is a stationary point of
the non-convex lq regularization problem.
Theorem 2. Let {xn} be a sequence generated by the CCD
algorithm, and L be its limit point set. Assume that 0 < µ <
L−1max and Tλ(x0) < +∞, then L ⊆ Fq.
The proof of this theorem is similar to that of Theorem 5
in [23]. For the completion, we provide the proof as follows.
Proof: Since the sequence {xn} is bounded, then it has
limit points. Let x∗ ∈ L. We now focus on the i-th coefficient
of the sequence with n = n(i) = jN + i − 1, where i =
1, 2, . . . , N and j = 0, 1, . . . . However, here, we simply use
n by which we mean n(i). Now there exists a subsequence
{xn1 , xn2 , · · · } such that
{xn1 , xn2 , · · · } → x∗ and {xn1i , xn2i , · · · } → x∗i . (27)
Moreover, since the sequence {xn1+1, xn2+1, · · · } is also
bounded, thus, it also has limit points. Denoting one of these
by x∗∗, then there exists a subsequence {xl1+1, xl2+1, · · · }
such that
{xl1+1, xl2+1, · · · } → x∗∗ and {xl1+1i , xl2+1i , · · · } → x∗∗i ,
(28)
6where {l1, l2, · · · } ⊂ {n1, n2, · · · }. In this case, it holds
{xl1 , xl2 , · · · } → x∗ and {xl1i , xl2i , · · · } → x∗i , (29)
since it is a subsequence of (27). From (17) and (29), we have
z
lj
i → z∗i as j →∞.
Thus, by Lemma 4, it holds
x∗∗i = T (z∗i , x∗i ). (30)
Moreover, by (28), (29) and (19), it holds
x∗j = x
∗∗
j for j 6= i. (31)
In the following, by the continuity of Tλ(·) and thus the
continuity of ∆(·, ·) with respect to its arguments, it holds
∆(xlj , xlj+1)→ ∆(x∗, x∗∗).
Moreover, since the sequence {Tλ(xn)} is convergent, then
∆(xlj , xlj+1) = Tλ(x
lj )− Tλ(xlj+1)→ 0 as j →∞,
which implies
∆(x∗, x∗∗) = 0.
Furthermore, by Lemma 3, and (30)-(31), it holds
x∗∗i = x
∗
i . (32)
Combining (30) and (32), we have
x∗i = T (z∗i , x∗i ). (33)
Since i is arbitrary, we have that (33) holds for all i ∈
{1, · · · , N}. It implies that x∗ is a fixed point of Gλµ,q(·),
that is, x∗ ∈ Fq . Similarly, since x∗ ∈ L is also arbitrary,
therefore, L ⊂ Fq. Consequently, we complete the proof of
this theorem.
In the following theorem, we demonstrate the finite support
convergence of the sequence {xn}, that is, the support of {xn}
will converge within a finite number of iterations. Denote In =
Supp(xn) = {i : |xni | 6= 0, i = 1, 2 · · · , N}, I = Supp(x∗).
Theorem 3. Let {xn} be a sequence generated by the CCD
algorithm. Assume that 0 < µ < 1Lmax and x
∗ is a limit point
of {xn}, then there exists a sufficiently large positive integer
n∗ > N such that when n > n∗, it holds
(a) either xnj = 0 or |xnj | ≥ ηµ,q for j = 1, 2, · · · , N ;
(b) In = I;
(c) sgn(xn) = sgn(x∗).
Proof: We can note that all the coefficient indices will be
updated at least one time when n > N . By Property 1, once
the index i is updated at n-th iteration, then the coefficient xni
satisfies:
either xni = 0 or |xni | ≥ ηµ,q.
Thus, Theorem 3(a) holds.
In the following, we prove Theorem 3(b) and (c). By the
assumption of Theorem 3, there exits a subsequence {xnj}
converges to x∗, i.e.,
xnj → x∗ as j →∞. (34)
Thus, there exists a sufficiently large positive integer j0 such
that ‖xnj − x∗‖2 < ηµ,q when j ≥ j0. Moreover, by Property
4, there also exists a sufficiently large positive integer n∗ > N
such that ‖xn−xn+1‖2 < ηµ,q when n > n∗. Without loss of
generality, we let n∗ = nj0 . In the following, we first prove
that In = I and sgn(xn) = sgn(x∗) whenever n > n∗.
In order to prove In = I , we first show that Inj = I when
j ≥ j0 and then verify that In+1 = In when n > n∗. We now
prove by contradiction that Inj = I whenever j ≥ j0. Assume
this is not the case, namely, that Inj 6= I . Then we easily
derive a contradiction through distinguishing the following two
possible cases:
Case 1: Inj 6= I and Inj ∩I ⊂ Inj . In this case, then there
exists an inj such that inj ∈ Inj \ I . By Theorem 3(a), it then
implies
‖xnj − x∗‖2 ≥ |xnjinj | ≥ mini∈Inj |x
nj
i | ≥ ηµ,q,
which contradicts to ‖xnj − x∗‖2 < ηµ,q.
Case 2: Inj 6= I and Inj∩I = Inj . In this case, it is obvious
that Inj ⊂ I . Thus, there exists an i∗ such that i∗ ∈ I \ Inj .
By Lemma 2(a), we still have
‖xnj − x∗‖2 ≥ |x∗i∗ | ≥ min
i∈I
|x∗i | ≥ ηµ,q,
and it contradicts to ‖xnj − x∗‖2 < ηµ,q .
Thus we have justified that Inj = I when j ≥ j0. Similarly,
it can be also claimed that In+1 = In whenever n > n∗.
Therefore, whenever n > n∗, it holds In = I .
As In = I when n > n∗, it suffices to test that
sgn(x
(n)
i ) = sgn(x
∗
i ) for any i ∈ I . Similar to the first part
of proof, we will first check that sgn(xnji ) = sgn(x∗i ), and
then sgn(xn+1i ) = sgn(xni ) for any i ∈ I by contradiction.
We now prove sgn(xnji ) = sgn(x∗i ) for any i ∈ I . Assume
this is not the case. Then there exists an i∗ ∈ I such that
sgn(x
nj
i∗ ) 6= sgn(x∗i∗), and hence,
sgn(x
nj
i∗ )sgn(x
∗
i∗) = −1.
From Lemma 2(a) and Theorem 3(a), it then implies
‖xnj − x∗‖2 ≥ |xnji∗ − x∗i∗ | = |xnji∗ |+ |x∗i∗ |
≥ min
i∈I
{|xnji |+ |x∗i |} ≥ 2ηµ,q,
contradicting again to ‖xnj −x∗‖2 < ηµ,q . This contradiction
shows sgn(xnj ) = sgn(x∗). Similarly, we can also show
that sgn(xn+1) = sgn(xn) whenever n > n∗. Therefore,
sgn(xn) = sgn(x∗) when n > n∗.
With this, the proof of Theorem 3 is completed.
In order to prove the convergence of the whole sequence, we
do some modifications of the original sequence {xn}, and then
yield a new sequence {un} such that both sequences have the
same convergence behaviours. We describe these modifications
as follows:
(a) Let n0 = j0N > n∗ for some positive integer j0. Then
we can define a new sequence {xˆn} with xˆn = xn0+n
for n ∈ N. It is obvious that {xˆn} has the same conver-
gence behaviour with {xn}. Moreover, it can be noted
from Theorem 3 that all the support sets and signs of
{xˆn} are the same.
7(b) Denote I as the convergent support set of the sequence
{xn}. Let K be the number of elements of I . Without
loss of generality, we assume
1 ≤ I(1) < I(2) < · · · < I(K) ≤ N.
According to the updating rule (16)-(19) of the CCD
algorithm, we can observe that many successive itera-
tions of {xˆn} are the same. Thus, we can merge these
successive iterations into a single iteration. Moreover,
the updating rule of the index is cyclic and thus pe-
riodic. As a consequence, the merging procedure can
be repeated periodically. Formally, we consider such a
periodic subsequence with N -length of {xˆn}, i.e.,
{xˆjN+I(1), xˆjN+I(1)+1, · · · , xˆjN+I(1)+N−1}
for j ∈ N. Then for any j ∈ N, we emerge the N -
length sequence {xˆjN+I(1), · · · , xˆjN+I(1)+N−1} into a
new K-length sequence {x¯jK+1, x¯jK+2, · · · , x¯jK+K}
with the rule
{xˆjN+I(i), · · · , xˆjN+I(i+1)−1} 7→ x¯jK+i,
with x¯jK+i = xˆjN+I(i) for i = 1, 2, · · · ,K, since
xˆjN+I(i)+k = xˆjN+I(i) for k = 1, · · · , I(i+1)−I(i)−
1. Moreover, we emerge the first I(1) iterations of {xˆn}
into x¯0, i.e.,
{xˆ0, · · · , xˆI(1)−1} 7→ x¯0,
with x¯0 = xˆ0, since these iterations keep invariant and
are equal to xˆ0. After this procedure, we obtain a new
sequence {x¯n} with n = jK + i, i = 0, · · · ,K − 1
and j ∈ N. It can be observed that such an emerging
procedure keeps the convergence behaviour of {x¯n} the
same as that of {xˆn} and {xn}.
(c) Furthermore, for the index set I , we define a projection
PI as
PI : R
N → RK , PIx = xI , ∀x ∈ RN ,
where xI represents the subvector of x restricted to the
index set I . With this projection, a new sequence {un}
is constructed such that
un = PI x¯
n,
for n ∈ N. As we can observe that un keeps all the non-
zero elements of x¯n while gets rid of its zero elements.
Moreover, this operation can not change the convergence
behavior of {x¯n} and {un}. Therefore, the convergence
behaviour of {un} is the same as {xn}.
In the following, we will prove the convergence of {xn}
via justifying the convergence of {un}. Let
U = {u∗ : u∗ = PIx∗, ∀x∗ ∈ L}.
Then U is the corresponding limit point set of {un}. Further-
more, we define a new function T as follows:
T : RK → R, T (u) = Tλ(PTI u), ∀u ∈ RK , (35)
where PTI denotes the transpose of the projection PI , and is
defined as
PTI : R
K → RN , (PTI u)I = u, (PTI u)Ic = 0, ∀u ∈ RK ,
where Ic represents the complementary set of I , i.e., Ic =
{1, 2, · · · , N}\I , (PTI u)I and (PTI u)Ic represent the subvec-
tors of PTI u restricted to I and Ic, respectively. Let B = AI ,
where AI denotes the submatrix of A restricted to the index
set I . Thus,
T (u) =
1
2
‖Bu− y‖22 + λ‖u‖qq.
After the modifications (a)-(c), we can observe that the
following properties still hold for {un}.
Lemma 5. The sequence {un} possesses the following prop-
erties:
(a) {un} is updated via the following cyclic coordinate
descent rule. Given the current iteration un, only the i-
th coordinate will be updated while the other coordinate
coefficients will be fixed at the next iteration, i.e.,
un+1i = T (vni , uni ), (36)
and
un+1j = u
n
j , for j 6= i, (37)
where i is determined by
i =
{
K if 0 ≡ (n+ 1) mod K
(n+ 1) mod K, otherwise
,
(38)
and
vni = u
n
i − µBTi (Bun − y), (39)
(b) According to the updating rule (36)-(39), for n ≥ K ,
then there exit two positive integers 1 ≤ i0 ≤ K and
j0 ≥ 1 such that n = j0K + i0 and
unj =
{
u
n−(i0−j)
j , if 1 ≤ j ≤ i0
u
n−K−(i0−j)
j , if i0 + 1 ≤ j ≤ K
. (40)
(c) For any n ∈ N,
un ∈ RKηµ,qc ,
where Rηµ,qc represents a one-dimensional real sub-
space, which is defined as
Rηµ,qc = R \ (−ηµ,q, ηµ,q).
(d) Given un, and i is determined by (38), then un+1i
satisfies the following equation
BTi (Bu
n+1 − y) + λqsgn(un+1i )|un+1i |q−1
= (
1
µ
−BTi Bi)(uni − un+1i ). (41)
That is,
∇iT (un+1) = ( 1
µ
−BTi Bi)(uni − un+1i ),
where ∇iT (un+1) represents the gradient of T (·) with
respect to the i-th coordinate at the point un+1.
8(e) {un} satisfies the following sufficient decrease condi-
tion:
T (un)− T (un+1) ≥ a‖un − un+1‖22,
for n ∈ N, where a = 12 ( 1µ − Lmax).
(f)
‖un+1 − un‖2 → 0, as n→∞.
Proof: The properties of {un} listed in Lemma 5 are
some direct extensions of those of {xn}. More specifically,
Lemma 5(a) can be derived by the CCD algorithm updating
rule (16)-(19) and the modification procedure. Lemma 5(b)
is obtained directly by the cyclic updating rule. Lemma 5(c)
and (d) can be derived by Property 1(b) and the updating rule
(36)-(39). Lemma 5(e) can be obtained by Property 2 and the
definition of T (35). Lemma 5(f) can be directly derived by
Property 4.
Besides Lemma 5, the following lemma shows that the gra-
dient sequence {∇T (un)} satisfies the so-called relative error
condition [29], which is useful for proving the convergence of
{uk}.
Lemma 6. When n ≥ K − 1, ∇T (un+1) satisfies
‖∇T (un+1)‖2 ≤ b‖un+1 − un‖2,
where b = ( 1µ +Kδ)
√
K, with
δ = max
i,j=1,2,··· ,K
|BTi Bj |.
Proof: We assume that n+1 = j∗K+i∗ for some positive
integers j∗ ≥ 1 and 1 ≤ i∗ ≤ K . For simplicity, let
i∗ = K. (42)
If not, we can renumber the indices of the coordinates such that
(42) holds while the iterative sequence {un} keeps invariant,
since the updating rule (38) is cyclic and thus periodic. Such
an operation can be described as follows: for each n ≥ K ,
by Lemma 5(b), we know that the coefficients of un are only
related to the previous K − 1 iterates. Thus, we consider the
following a period of the original updating order, i.e.,
{i∗ + 1, · · · ,K, 1, · · · , i∗},
then we can renumber the above coordinate updating order as
{1′, · · · , (K − i∗)′, (K − i∗ + 1)′, · · · ,K ′},
with
j′ =
{
i∗ + j, if 1 ≤ j ≤ K − i∗
j − (K − i∗), if K − i∗ < j ≤ K .
In the following, we will calculate ∇iT (un+1) by a recur-
sive way for i = K,K − 1, · · · , 1. Specifically,
(a) For i = K , by Lemma 5(d), it holds
∇KT (un+1) = ( 1
µ
−BTKBK)(unK − un+1K ). (43)
For any i = K − 1,K − 2, · · · , 1,
∇iT (un+1) = BTi (Bun+1−y)+λqsgn(un+1i )|un+1i |q−1,
and un+1i = uni . Therefore, for i = K−1,K−2, · · · , 1,
∇iT (un+1) = ∇iT (un) +BTi BK(un+1K − unK). (44)
(b) For i = K − 1, since n = j∗K + (K − 1), then by
Lemma 5(d) again, it holds
∇K−1T (un) = ( 1
µ
−BTK−1BK−1)(un−1K−1 − unK−1).
(45)
By Lemma 5(b), it implies
un−1K−1 = u
n+1
K−1.
Thus,
∇K−1T (un) = ( 1
µ
−BTK−1BK−1)(un+1K−1 − unK−1).
(46)
Combing (44) with (46),
∇K−1T (un+1) =
(
1
µ
−BTK−1BK−1)(un+1K−1 − unK−1)
+BTK−1BK(u
n+1
K − unK) (47)
Similarly to (44), for i = K− 2,K− 3, · · · , 1, we have
∇iT (un) = ∇iT (un−1) +BTi BK−2(unK−2 − un−1K−2).
(48)
(c) For any i = K − j with 0 ≤ j ≤ K − 1, by a recursive
way, we have
∇K−jT (un+1)
= ∇K−jT (un) +BTK−jBK(un+1K − unK)
= ∇K−jT (un−1) +BTK−j
1∑
k=0
BK−k(un+1−kK−k − un−kK−k)
= · · ·
= ∇K−jT (un−j+1)
+BTK−j
j−1∑
k=0
BK−k(un+1−kK−k − un−kK−k). (49)
Moreover, Lemma 5(d) gives
∇K−jT (un−j+1)
= (
1
µ
−BTK−jBK−j)(un−jK−j − un−j+1K−j ). (50)
Plugging (50) into (49), it holds
∇K−jT (un+1) = 1
µ
(un−jK−j − un−j+1K−j )
+
j∑
k=0
BTK−jBK−k(u
n+1−k
K−k − un−kK−k), (51)
for j = 0, 1, · · · ,K − 1. Furthermore, by Lemma 5(b),
it implies
un+1−kK−k = u
n+1
K−k
and
un−kK−k = u
n
K−k
9for 0 ≤ k ≤ K − 1. Therefore, (51) becomes
∇K−jT (un+1) = 1
µ
(unK−j − un+1K−j)
+
j∑
k=0
BTK−jBK−k(u
n+1
K−k − unK−k), (52)
for j = 0, 1, · · · ,K − 1.
Furthermore, by (52), it implies
|∇K−jT (un+1)| ≤ 1
µ
|unK−j − un+1K−j|
+
j∑
k=0
(|BTK−jBK−k| · |un+1K−k − unK−k|)
≤ 1
µ
|unK−j − un+1K−j|+ δ‖un+1 − un‖1, (53)
for j = 0, 1, · · · ,K − 1, where the second inequality holds
for
δ = max
i,j=1,··· ,K
|BTi Bj |
and
j∑
k=0
|un+1K−k − unK−k| ≤ ‖un+1 − un‖1.
Summing |∇K−jT (un+1)| with respect to j gives
‖∇T (un+1)‖1
≤ 1
µ
‖un+1 − un‖1 +Kδ‖un+1 − un‖1
≤ ( 1
µ
+Kδ)
√
K‖un+1 − un‖2, (54)
where the second inequality holds for the norm inequality
between 1-norm and 2-norm, that is,
‖u‖2 ≤ ‖u‖1 ≤
√
K‖u‖2, (55)
for any u ∈ RK . Also, combing (55) and (54) implies
‖∇T (un+1)‖2 ≤ ( 1
µ
+Kδ)
√
K‖un+1 − un‖2.
Furthermore, according to [29] (p. 122), we know that the
function
T (u) =
1
2
‖Bu− y‖22 + λ‖u‖qq
is a Kurdyka-Łojasiewicz (KL) function with a desingulariz-
ing function of the form ϕ(s) = csθ, where c > 0, θ ∈ [0, 1).
As a consequence, we can claim the following lemma.
Lemma 7. For any u∗ ∈ RKηµ,qc (where RKηµ,qc is defined
as in Lemma 5(c)), there exist a neighborhood U of u∗ and
a constant ξ > 0 such that for all u ∈ U ∩ {u : T (u∗) <
T (u) < T (u∗) + ξ}, it holds
ϕ′(T (u)− T (u∗))‖∇T (u)‖2 ≥ 1. (56)
With Lemmas 5-7, we can prove the convergence of {un}
as the following theorem.
Theorem 4. The sequence {un} is convergent.
Proof: Assume that u∗ ∈ U is a limit point of {un}. By
Lemma 5, we have known the following facts:
(i) ‖un+1 − un‖2 → 0 as n→∞;
(ii) {T (un)} is monotonically decreasing and converges to
T (u∗);
(iii) there exists a subsequence {unj} converges to u∗, that
is,
unj → u∗ as j →∞.
Therefore, for any positive constant ε < ξ, there exists a
sufficiently large integer j∗ > 0 such that when n ≥ nj∗ ,
‖un+1 − un‖2 < ε and 0 < T (un)− T (u∗) < ε, (57)
and when j ≥ j∗,
‖unj − u∗‖2 < ε, (58)
and further by the fact that T is a KL function with ϕ as the
desingularizing function,
‖u∗−unj∗‖2+2
√
T (unj∗ )− T (u∗)
a
+
b
a
ϕ(T (unj∗ )−T (u∗)) < ε.
(59)
We redefine a new sequence {uˆn} for n ∈ N with
uˆn = un+nj∗ .
Then the following inequalities hold naturally for each n ∈ N,
‖uˆn+1 − uˆn‖2 < ε and 0 < T (uˆn)− T (u∗) < ε,
and
‖u∗− uˆ0‖2+2
√
T (uˆ0)− T (u∗)
a
+
b
a
ϕ(T (uˆ0)−T (u∗)) < ε.
(60)
Therefore, the convergence of {un} is equivalent to the
convergence of {uˆn}.
The key point to prove the convergence of {uˆn} is to justify
the following claim: for n = 1, 2, · · ·
uˆn ∈ B(u∗, ε), (61)
that is, uˆn lies in an ε-neighborhood of u∗, and
n∑
i=1
‖uˆi+1 − uˆi‖2 + ‖uˆn+1 − uˆn‖2 ≤ ‖uˆ0 − uˆ1‖+
b
a
(
ϕ(T (zˆ1)− T (z∗))− ϕ(T (zˆn+1)− T (z∗))) . (62)
By Lemma 5(e), it can be observed that
a‖uˆn+1 − uˆn‖22 ≤ T (uˆn)− T (uˆn+1) (63)
for any n ∈ N. Fix n ≥ 1, we claim that if uˆn ∈ B(u∗, ε),
then
2‖uˆn+1 − uˆn‖2 ≤ ‖uˆn − uˆn−1‖2+
b
a
(
ϕ(T (uˆn)− T (u∗))− ϕ(T (uˆn+1)− T (u∗))) . (64)
Since T is a KL function, by Lemma 7, it holds
ϕ′(T (uˆn)− T (u∗)) ≥ 1‖∇T (uˆn)‖2 . (65)
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Moreover, by Lemma 6,
ϕ′(T (zˆn)−T (z∗)) ≥ 1‖∇T (uˆn)‖2 ≥
1
b‖uˆn − uˆn−1‖2 . (66)
Furthermore, by the concavity of the function ϕ(s) for s > 0,
ϕ(T (uˆn)− T (u∗))− ϕ(T (uˆn+1)− T (u∗))
≥ ϕ′(T (uˆn)− T (u∗))(T (uˆn)− T (uˆn+1)). (67)
Plugging the inequalities (63) and (66) into (67) and after some
simplifications,
‖uˆn − uˆn+1‖22 ≤
b
a
‖uˆn − uˆn−1‖2
× (ϕ(T (uˆn)− T (u∗))− ϕ(T (uˆn+1)− T (u∗))) .
Using the inequality
√
αβ ≤ α+β2 for any α, β ≥ 0, we
conclude that inequality (64) is satisfied. Thus, the claim (62)
can be easily derived from (64).
In the following, we will prove the claim (61) by induction.
First, by (60), it implies
uˆ0 ∈ B(u∗, ε).
Second, it can be observed that
‖uˆ1 − u∗‖2 ≤ ‖uˆ1 − uˆ0‖2 + ‖uˆ0 − u∗‖2
≤
√
T (uˆ0)− T (uˆ1)
a
+ ‖uˆ0 − u∗‖2
≤
√
T (uˆ0)− T (u∗)
a
+ ‖uˆ0 − u∗‖2
< ε,
where the second inequality holds for (63), the third inequality
holds due to T (u∗) ≤ T (uˆ1) ≤ T (uˆ0) and the last inequality
holds for (60). Therefore, uˆ1 ∈ B(u∗, ε).
Third, suppose that uˆn ∈ B(u∗, ε) for n ≥ 1, then
‖uˆn+1 − u∗‖2 ≤ ‖u∗ − uˆ0‖2 + ‖uˆ0 − uˆ1‖2 +
n∑
i=1
‖uˆi+1 − uˆi‖2
≤ ‖u∗ − uˆ0‖2 + 2‖uˆ0 − uˆ1‖2
+
b
a
(
ϕ(T (uˆ1)− T (u∗))− ϕ(T (uˆn+1)− T (u∗))) , (68)
where the second inequality holds for (62). Moreover,
‖uˆ0− uˆ1‖2 ≤
√
T (uˆ0)− T (uˆ1)
a
≤
√
T (uˆ0)− T (u∗)
a
, (69)
where the first inequality holds for (63) and the second
inequality holds for T (u∗) ≤ T (uˆ1) ≤ T (uˆ0). Also, it is
obvious that
ϕ(T (zˆ1)− T (z∗))−ϕ(T (zˆn+1)− T (z∗)) ≤ ϕ(T (zˆ0)− T (z∗)).
(70)
Plugging (69) and (70) into (68) and using (60), we can claim
that
uˆn+1 ∈ B(u∗, ε).
By (62), it shows that
n∑
i=1
‖uˆi+1 − uˆi‖2 ≤ ‖uˆ0 − uˆ1‖2 + b
a
ϕ(T (uˆ1)− T (u∗)).
Therefore,
∞∑
i=1
‖uˆn+1 − uˆn‖2 < +∞,
which implies that the sequence {uˆn} converges to some u∗∗.
While we have assumed that there exists a subsequence {uˆnj}
converges to u∗, then it must hold
u∗∗ = u∗.
Consequently, we can claim that {un} converges to u∗.
From Theorem 4, the sequence {un} is convergent. As a
consequence, we can also claim the convergence of {xn} as
shown in the following theorem.
Theorem 5. Let {xn} be a sequence generated by the CCD
algorithm. Assume that 0 < µ < L−1max and Tλ(x0) < +∞,
then {xn} converges to a stationary point.
Proof: The proof of Theorem 5 can be directly derived
by Theorems 2, 4 and the fact that the convergence behaviours
{xn} and {un} are the same.
C. Convergence to A Local Minimizer
In this subsection, we mainly answer the second open
question proposed in the end of the subsection III.A. More
specifically, we will demonstrate that the CCD algorithm
converges to a local minimizer of the lq regularization problem
under certain conditions.
Theorem 6. Let {xn} be a sequence generated by the CCD
algorithm. Assume that 0 < µ < L−1max, Tλ(x0) < +∞, and
x∗ is a convergent point of {xn}. Let I = Supp(x∗), and
K = ‖x∗‖0. Then x∗ is a local minimizer of Tλ if the following
conditions hold:
(a) σmin(ATI AI) > 0;
(b) 0 < λ < σmin(ATI AI)|e|2−qq(1−q) , where e = mini∈I |x∗i |.
Intuitively, under the condition (b) in Theorem 6, it follows
that the principle submatrix of the Henssian matrix of Tλ at
x∗ restricted to the index set I is positively definite. Thus,
the convexity of the objective function can be guaranteed in a
neighborhood of x∗. As a consequence, x∗ should be a local
minimizer.
Proof: For simplicity, let
F (x) =
1
2
‖Ax− y‖22,Φ(x) =
N∑
i=1
φ(xi)
with
φ(xi) = |xi|q.
Thus, Tλ(x) = F (x) + λΦ(x), and for v 6= 0,
φ′(v) = qsgn(v)|v|q−1, φ′′(v) = q(q − 1)|v|q−2. (71)
Let
ǫ =
1
2
(
σmin(A
T
I AI) + λφ
′′(e)
)
. (72)
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By the assumption of Theorem 6, it holds ǫ > 0. Furthermore,
we define two constants
C0 = max {‖ATI AI‖1, 2‖ATI AIc‖1}, (73)
and
C =
τµ
λµ
+
√
Ne
λ
C0,
where e = mini∈I |x∗i |. In the following, we will show that
there exists a constant 0 < c < 1, it holds
Tλ(x
∗ + h)− Tλ(x∗) ≥ 0,
whenever ‖h‖2 < ce.
Actually, we have
Tλ(x
∗ + h)− Tλ(x∗) = F (x∗ + h)− F (x∗)
+ λ
(∑
i∈I
(φ(x∗i + hi)− φ(x∗i )) +
∑
i∈Ic
φ(hi)
)
. (74)
By Taylor expansion, it holds
F (x∗ + h)− F (x∗)
= 〈hI , ATI (Ax∗ − y)〉+ 〈hIc , ATIc(Ax∗ − y)〉
+
1
2
(
hTI A
T
I AIhI + h
T
IcA
T
IcAIchIc
)
+ hTIcA
T
IcAIhI , (75)
and ∑
i∈I
(φ(x∗i + hi)− φ(x∗i )) =
∑
i∈I
(φ′(x∗i )hi +
1
2
φ′′(x∗i )|hi|2 + o(|hi|2)). (76)
Denote Λ1 ∈ RK×K as a diagonal matrix generated by
{φ′′(x∗i )}i∈I , that is, for i = 1, 2, · · · ,K ,
Λ1(i, i) = φ
′′(x∗I(i)) = q(q − 1)|x∗I(i)|q−2, (77)
where I(i) represents the i-th element of I. By Lemma 2(b),
it implies
ATi (Ax
∗ − y) + λφ′(x∗i ) = 0. (78)
for i ∈ I . Plugging (75), (76) and (78) into (74), it becomes
Tλ(x
∗ + h)− Tλ(x∗)
=
1
2
hTI
(
ATI AI + λΛ1
)
hI + o(‖hI‖22)
+
1
2
hTIc
(
ATIcAIchIc + 2A
T
IcAIhI
)
+ hTIcA
T
Ic(Ax
∗ − y) + λ
∑
i∈Ic
φ(hi). (79)
Moreover, by the definition of o(‖hI‖22), there exists a constant
0 < cǫ < 1 (depending on ǫ) such that |o(‖hI‖22)| ≤ ǫ‖hI‖22
whenever ‖hI‖2 < cǫe. Therefore
Tλ(x
∗ + h)− Tλ(x∗)
=
1
2
hTI
(
ATI AI + λΛ1
)
hI − ǫ‖hI‖22
+
1
2
hTIc
(
ATIcAIchIc + 2A
T
IcAIhI
)
+ hTIcA
T
Ic(Ax
∗ − y) + λ
∑
i∈Ic
φ(hi). (80)
Furthermore, we divide the right side of the inequality (80)
into three parts, that is, E1, E2 and E3 with
E1 =
1
2
hTI
(
ATI AI + λΛ1
)
hI − ǫ‖hI‖22, (81)
E2 =
1
2
hTIc
(
ATIcAIchIc + 2A
T
IcAIhI
)
, (82)
E3 = h
T
IcA
T
Ic(Ax
∗ − y) + λ
∑
i∈Ic
φ(hi). (83)
By the definition of ǫ as in (72), it can be observed that
σmin(A
T
I AI + λΛ1) ≥ σmin(ATI AI) + λφ′′(e),
and thus,
E1 ≥
(
1
2
σmin(A
T
I AI + λΛ1)− ǫ
)
‖hI‖22
≥ 0. (84)
Since 0 < q < 1, then for any v ∈ R+, it holds φ′(v) =
qsgn(v)|v|q−1 → ∞ as v → 0+, which implies that there
exists a sufficiently small constant 0 < c < cǫ√
N
such that
φ′(v) > C for any 0 < v < ce. By Taylor expansion and
φ(0) = 0, we have
φ(v) ≥ Cv > 0,
when 0 < v < ce. Similarly, it holds
φ(v) ≥ −Cv > 0,
when −ce < v < 0. Thus, when 0 < |v| < ce,
φ(v) ≥ C|v|. (85)
Moreover, by Lemma 2(c), for any i ∈ Ic,
φ(hi)+
1
λ
ATi (Ax
∗−y)hi ≥ φ(hi)− τµ,q
λµ
|hi| ≥ (C− τµ,q
λµ
)|hi|.
Thus,
E3 ≥ λ(C − τµ
λµ
)‖hIc‖1 =
√
NeC0‖hIc‖1.
Moreover, since ‖h‖2 < cǫe with 0 < cǫ < 1, then ‖h‖1 <√
Ne, ‖hI‖1 <
√
Ne and ‖hIc‖1 <
√
Ne. It is easy to check
that
|E2| ≤ 1
2
‖hIc‖1‖ATIcAIc‖1‖hIc‖1 + ‖hIc‖1‖ATIcAI‖1‖hI‖1
≤ ‖hIc‖1C0‖h‖1 ≤
√
NeC0‖hIc‖1 ≤ E3,
where the second inequality holds for ‖hIc‖1 ≤ ‖h‖1,
‖hI‖1 ≤ ‖h‖1 and the definition of C0 as specified in (73). It
implies that
E2 + E3 ≥ 0. (86)
By (84) and (86), it holds
Tλ(x
∗ + h)− Tλ(x∗) ≥ E1 + E2 + E3 ≥ 0,
for any sufficiently small h. Therefore, x∗ is a local minimizer
of Tλ.
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IV. NUMERICAL EXPERIMENTS
In this section, we demonstrate the effects of the algorith-
mic parameters on the performance of the proposed CCD
algorithm. Particularly, we will mainly focus on the effect of
the stepsize parameter, while the effects of the regularization
parameter λ and q can be referred to [23].
For this purpose, we consider the performance of the CCD
algorithm for the sparse signal recovery problem (2). In these
experiments, we set m = 200, N = 400 and k∗ = 20, where
m is the number of measurements, N is the dimension of
signal and k∗ is the sparsity level of the original sparse signal.
The original sparse signal x∗ is generated randomly according
to the standard Gaussian distribution. A is of dimension m×
N = 200× 400 with Gaussian N (0, 1/200) i.i.d. entries and
is preprocessed via column-normalization, i.e., ‖Ai‖2 = 1 for
any i. The observation y is generated via y = Ax∗ + ǫ with
30 dB noise. With these settings, the convergence condition
for the CCD algorithm becomes 0 < µ < 1. To justify the
effect of the stepsize parameter, we vary µ from 0 to 1, as
well as consider different q, that is, q = 0.1, 0.3, 0.5, 0.7, 0.9.
The terminal rule of the CCD algorithm is set as either the
recovery mean square error (RMSE) ‖x(n)−x∗‖2‖x∗‖2 less than a
given precision tol (in this case, tol = 10−2) or the number
of iterations more than a given positive integer MaxIter (in
this case, MaxIter = 1.6×105). The regularization parameter
λ is set as 0.009 and fixed for all experiments. The experiment
results are shown in Fig. 1.
From Fig. 1, we can observe that the stepsize parameter
µ has almost no influence on the recovery quality of the
CCD algorithm (as shown in Fig. 1(a)) while it significantly
affects the time efficiency of the proposed algorithm (as shown
in Fig. 1(b)). Basically, we can claim that larger stepsize
implies faster convergence. This coincides with the common
sense. Therefore, in practice, we suggest a larger step-size
like 0.95/Lmax for the CCD algorithm. However, as shown
in Fig. 1, there are some abnormal points when q = 0.1 and
0.3 with smaller µ. More specifically, when q = 0.1 with
µ = 0.1, 0.2, 0.3, 0.4 as well as q = 0.3 with µ = 0.1, 0.2,
the recovery error and computational time of these cases
are much larger than the other cases. This phenomena is
mainly due to that in these cases, the CCD algorithm stops
when the number of iterations achieves to the given maximal
number of iterations but not the recovery error reaches to the
given recovery precision. While in the other cases, the CCD
algorithm stops when the recovery error attains to the given
recovery precision. Therefore, in these special cases, more
iterations are implemented and thus, more computational time
is required as well as worse recovery quality is obtained, as
compared with those of the other cases.
V. CONCLUSION
We propose a cyclic coordinate descent (CCD) algorithm
for the non-convex lq (0 < q < 1) regularization problem.
The main contribution of this paper is the establishment of
the convergence analysis of the proposed CCD algorihm. In
summary, we have verified that
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Fig. 1. Experiment for the justification of the effect of stepsize parameter
µ on the performance of the CCD algorithm with different q. (a) The trends
of recovery error of the CCD algorithm with different q. (b) The trends of
the computational time of the CCD algorithm with different q.
(i) the proposed CCD algorithm converges to a stationary
point as long as 0 < µ < 1Lmax with Lmax =
maxi ‖Ai‖22, which is weaker than the convergence
condition for the iterative jumping thresholding (IJT)
algorithm applied to lq regularization with 0 < µ <
‖A‖−22 [21]. This coincides with the common sense
because the CCD algorithm proposed in this paper can
be viewed as a Gauss-Seidel type algorithm while IJT
algorithm can be seen as a Jocobi type algorithm.
(ii) the CCD algorithm further converges to a local mini-
mizer of lq regularization if the regularization parameter
λ is relatively small.
Compared with the tightly related work in [23], there are
two significant improvements. On one hand, we get rid of
the column-normalization requirement of the measurement
matrix A via introducing a stepsize parameter that improves
the flexibility and applicability of the CCD algorithm. In
addition, the proposed CCD algorithm has almost the same
performance of the lqCD algorithm as demonstrated by the
numerical experiments. On the other hand and also the more
important one, we can justify the convergence of the proposed
CCD algorithm by introducing the stepsize parameter. While
only the subsequential convergence of lqCD algorithm can be
claimed in [23].
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