We present new low-resolution (R ~ 250) 1.0-2.4 pm spectra for 13 red dwarf stars. The sample size is increased to 16 by including other published infrared spectra. New, as well as published, red spectra are presented for 10 of these 16 stars, and new and published VRIJHKLL' photometry is also presented. Both halo and disk stars are included in the sample, which covers a range of spectral type from dMO to dM6.5. We derive bolometric luminosities and bolometric corrections from the observational data, finding good agreement with earlier results for the disk stars. We fit synthetic spectra generated by Allard & Hauschildt's state-of-the-art model atmospheres to the observed spectra. Although some discrepancies remain between the theoretical and observed spectra, we find that the molecular features give a consistent value for effective temperature across the entire observed wavelength range. The 7^ values and radii derived, and their dependency on metallicity, are in agreement with the most recent structural models of low-mass stars, removing the long-standing discrepancy between the observed and calculated locations of such stars in the H-R diagram, at least for stars more massive than 0.1 M®.
INTRODUCTION
M-dwarf stars are the most common types of stars in the Galaxy. These low-mass objects are found to dominate the solar neighborhood, as well as more distant field samples and open clusters, with the peak in the luminosity function occurring around M v ~ 12 and M K ~ 7 (e.g., Dahn, Liebert, & Harrington 1986; Leggett & Hawkins 1988; Luyten 1968) .
The temperature scale of M dwarfs is controversial, yet it is crucial to a proper understanding of their H-R diagram. In particular, the temperature scale is needed to identify the longsought "brown dwarfs" (Burrows & Liebert 1993) . The controversy has arisen because the complex spectra are difficult to model reliably. Without accurate model atmospheres, workers have relied on indirect methods to find effective temperatures, usually a black-or gray-body fit normalized to the monochromatic fluxes (e.g., Berriman & Reid 1987; Berriman, Reid, & Leggett 1992 ) . These values differ systematically from the temperatures given directly by structural models of low-mass stars. Specifically, the discrepancy is in the sense that the observational temperatures are around 10% or 300 K lower than those predicted by theory (see, e.g., Berriman et al. 1992; Jones et al. 1994; Tinney, Mould, & Reid 1993) .
The discrepancy underscores the need to derive effective temperatures directly, by comparing observed spectra to synthetic spectra generated by accurate model atmospheres. Recently, Allard & Hauschildt ( 1995a) presented a new grid of model atmospheres for stars with 4000 K > r eff > 1500 K, 5.5 > log £ ;> 3.5, and -4.0 < [M/H] <s +0.5. This "base model grid" is superior to previous grids (e.g., Mould 1976; Allard 1990) , as it covers a wider range of parameters and includes more molecules both in the equation of state and the opacity calculations, as well as more metal lines. The model grid used in this paper is an upgraded version of the "base model grid," where use of the just overlapping line approximation (JOLA) has been replaced by a more rigorous line-by-line treatment for most of the molecular opacities. We use these atmospheric models to derive a new temperature scale for M dwarfs.
A limited range of models was computed for this work encompassing the likely range in the atmospheric parameters: effective temperature, surface gravity, and metallicity. We will demonstrate that it is possible to use the broadband photometry for the stars in the sample, together with recent structural and atmospheric models, to estimate these parameters.
Recent spectroscopic studies have concentrated on the coolest disk stars (M6-M9 V) with a view to identifying the onset of brown dwarfs in the H-R diagram (e.g., Kirkpatrick et al. 1993; Jones et al. 1994) . We have taken a different course, obtaining spectra for earlier spectral types ( M0-M5 ) which dominate the number density of the Galaxy. We have selected from Leggett ( 1992, hereafter L92 ) stars that are metal poor (by various indicators) and a comparison sample of metal-rich stars. These two samples permit us to investigate the effects of metal abundance on the temperature scale, as well as on other stellar parameters such as bolometric correction (or luminosity) and radius.
The investigation probes the parameter space near the terminus of the M-subdwarf sequence in the H-R diagram. Al-LEGGETT ET AL. 118 though the disk stars in our sample are significantly more massive than the minimum mass for hydrogen burning, the halo stars may be close to this limit for Population II objects. As metallicity decreases, the mass limit for hydrogen burning increases (e.g., D'Antona 1987; Saumon et al. 1994) , and the spectral type for any given mass becomes earlier. This simply reflects the fact that decreasing metallicity causes decreasing opacity and consequently increased radiative energy loss, and a higher temperature for a given mass. Very metal poor stars at the limit for hydrogen burning are expected to have masses of around 0.09 M© and spectral type sdM5.
The layout of this paper is as follows. In § 2 we describe the stellar sample, giving names, astrometric information, and comments on variability or the binary nature of the star. Section 3 presents broadband photometry for the stars, and in this section we use the photometry to derive initial estimates of the Tefr, metallicity, surface gravity, and mass for each star, placing the stars in some physical context and providing a starting point for the comparison with synthetic spectra. In § 4 we present red (0.6-1.0 ¡im) spectra for a subset of our stars; infrared ( 1.0-2.4 /im) spectra for the complete sample of 16 stars are presented in § 5. In § 6 we describe the flux calibration of the red and infrared spectra, and bolometric luminosities and corrections are determined from the data. Finally in § 7 we fit synthetic spectra to the observed spectra and derive 7^ values and radii. Our conclusions are given in § 8.
THE SAMPLE
In this paper we will be studying infrared spectra and photometry for 16 red dwarfs. The infrared spectra for 13 of these stars were obtained by two of us (S. K. L. and G. B.) using the CGS4 spectrometer on the United Kingdom Infrared Telescope (UKIRT) in 1993 December and 1994 January (see § 5.1). These 13 stars were selected with the kinematic criteria in L92 to sample metal-rich young disk stars or metal-poor old disk/halo stars in the spectral range dMO to dM5. We tried to avoid stars with photometrically indicated solar metallicity and the kinematics of the old disk, in an attempt to obtain spectra for stars of similar r eff and significantly different metallicity. The sample of 13 was increased to 16 by including previously published infrared spectra for G1 411 (Kirkpatrick et al. 1993; Jones et al. 1994 ), Gl 699 (Jones et al. 1994) , and GJ 1111 (Tinney et al. 1993) . These data had similar resolution to our UKIRT data and satisfied the metallicity selection criterion. Table 1 gives various information for the 16 stars in our sample. Column (1) gives the Gliese or Gliese/Jahreiss catalog number (Gliese & Jahreiss 1994) ; columns (2) and (3) give the Luyten half-second catalog the (LHS) and Giclas numbers (Luyten 1979; Giclas, Burnham, & Thomas 1971) ; column ( 4 ) gives common names for the stars. The spectral type classification in column (5) is taken from Henry, Kirkpatrick, & Simons ( 1994 ) except for G1494, which is from L92, and LHS 377, which is from P. Boeshaar & J. Liebert (private communication). An abbreviated R. A. and declination are given in column (6) to aid identification. The trigonometric parallax in column (7) is taken from the new Yale General Catalogue of Trigonometric Stellar Parallaxes (van Altena, Lee, & Hoffleit 1995) . The U, V, and W space motions, and the implied kinematic populations, are taken from L92 except for LHS 377, for which UVW were calculated by us using the radial velocity given by Giampapa & Liebert ( 1986) and the coordinates, parallax, and proper motions given by Monet et al. ( 1992) . Finally, the last column shows whether the star has Ha in emission, is a known flare star, is variable, or is known or suspected to be a member of a binary system. This information was taken from Table 1 of L92, supplemented by binary separation and AV as given by Henry & McCarthy (1993) , Giclas et al. (1971) , Gliese & Jahreiss (1994) , or Luyten (1979) , and updated for variability by Weis ( 1994) . We observed only the brighter A components of the close binaries G1 195 and G1 896, but the infrared spectra for G1 65 is for the combined system (both components were on the slit). This system consists of a pair of very similar stars, and hereafter we will make the approximation that the G165 system consists of a pair of identical stars.
3. PHOTOMETRY 3.1. Photometric Observations Table 2 gives VRIJHKLL' colors for the 16 stars in our sample. Also given are the absolute V and K magnitudes, calculated using the photometry of Table 2 and the parallaxes of Table 1 . Note that the photometry is given in the following photometric systems: the Johnson system for F, the Cousins system for R and /, the CIT system for JHKL, and the MKO L' system. Differences between systems can be significant, especially at the 7band (see the Appendix of L92 for more information). The photometry is taken from the compilation by L92 (please see that paper for source references), except for the L' data for GJ 1111 and all the data for LHS 377, G1195 A, and Gl 896A.
We were unable to find published IJHK photometry for the A components of the small-separation binaries G1 195 and G1 896, and we have estimated these values. For G1195, the procedure used was as follows. Gliese & Jahreiss ( 1994) give the difference between the V magnitudes of the A and B components as 3.5. We have assumed that the observed V -I color for the combined system is effectively equal to that of the A component, given the large AV. Using the relationships between colors and spectral type given in L92, we have determined that the 7, H, and K magnitudes of the A component are equal to those of the combined system (given in L92) plus 0.1 mag. As
this difference of 0.1 mag implies a plausible AK ~ 2.5 mag.
For the more similar pair of stars in the G1 896 system, the procedure used was slightly different. We used the M v value and spectral type given by Henry et al. ( 1994 ) and the relationships given in L92 to estimate /, 7, H, K, and L values for this star. The difference between the A component magnitudes and those of the combined system (L92) ranged from 0.4 mag at / to 0.5 mag at K and L. This is consistent with the observed A7 ~ 1.0 mag given by and equation ( 1 ).
The Vand / data for LHS 377 were taken from Monet et al. (1992) . The 7, H, and K data for this star were obtained by one of us (S. K. L.) using IRCAM on UKIRT at Mauna Kea Observatory in 1994 February. This is an infrared camera with Note.-For G1 195A and Gl 896A, the photometry is based on V magnitudes and spectral types. The Johnson system is used for F, the Cousins system is used for R and /, the CIT system is used for JHKL, and the MKO system is used for L.
an InSb array of 58 X 62 pixels and a plate scale of 0''6 pixel -1 . UKIRT (Casali & Hawarden 1992) and Elias et al. (1982) photometric standards were observed and used to calibrate the data and place it on the CIT system. The L' data for LHS 377 and GJ 1111 were obtained through the UKIRT Service Program. The data were obtained using UKIRT's IRCAM3 at Mauna Kea in 1994 May. This is an upgraded version of the IRCAM instrument, having a 256 X 256 InSb array and a plate scale of 0?3 pixel -1 . UKIRT standards were used, and the data are on the Mauna Kea Observatory L' system.
The uncertainty in the VRIJHKcolors is 3% (L92; Monet et al. 1992 ; this work), and in the LU colors it is estimated to be 10% (L92; this work). Owing to the added uncertainty of deriving magnitudes for the A components of G1 195 and G1 896, the errors for these stars are likely to be larger: 5% at VRIJHK for Gl 195A , and 10% at VIJHKL for Gl 896A.
Photometry as a Metallicity Indicator
As is well known, the chemical composition of the stellar photosphere (or its metallicity) affects the stellar energy distribution. Although the exact dependence of the photometric properties on metallicity has not been quantified for M dwarfs, trends have been identified in color-color diagrams using the known correlation between kinematic population and metallicity.
In Figure 1 we plot the J-H and H -K colors for the 16 stars in the sample. The dashed lines are taken from Figure 86 of L92, and they illustrate regions observed to be representative of young disk, old disk, and halo kinematic populations. It can be seen that the eight kinematically "young" stars in our sample (circles) are significantly redder in J -H than the eight kinematically "old" stars {squares). Model atmospheres, even the state-of-the-art models used in this paper, do not reproduce the JHK stellar fluxes to the 10% level (probably because of remaining uncertainties in the water vapor opacity; see § § 3.4 and 7.3 ) and cannot as yet be used to quantify Besides color-color diagrams, another well-known photometric indicator of metallicity is location in a color-magnitude diagram: the metal-poor subdwarf stars are usually subluminous in such a diagram. The reason for this is that the decreased metallicity leads to a decreased opacity. Thus, a star of fixed mass "moves" in the H-R diagram to a hotter r eff and higher luminosity, along a line of approximately constant radius, as metallicity is reduced. Intuitively, this can be understood as effectively seeing deeper into the photosphere to hotter layers, while the radius of the star does not significantly change because of the shallowness of the photosphere. Mathematically, it can be shown that, for a constant mass and variable heavy element abundance Z, luminosity is inversely proportional to Z and radius is approximately constant (see, e.g., Schwarzschild 1965, p. 140) . This effect can be seen in the theoretical isochrones presented by Bergbusch & VandenBerg (1992) for oxygen-enhanced metal-poor systems with masses Herr K cit Fig. 1 .-H -K against / -// for the 16 stars in the sample. Filled circles are kinematically young stars, and filled squares are kinematically older (see Table 1 ). The dashed lines illustrate regions observed to be representative of young disk, old disk, and halo kinematic populations (L92).
No. 1, 1996 in the range 1.5-0.15 M©. Although the exact degree of subluminosity depends on the passband and mass being considered, their Afboi versus r eff diagram, for example, suggests that a drop in luminosity of about 1 mag corresponds to a drop in [Fe/H] of-0.5 dex, 2 mag to -1.3 dex, and 3 mag to -2.0 dex, or one-hundredth solar metallicity. On the metal-rich side, it is known that the Hyades sequence lies about 0.3-0.5 mag brighter than the solar sequence for its [Fe/H] -hO.12 (Leggett, Harris, & Dahn 1994; Stauffer & Hartmann 1986) .
Figures 2 and 3 show the M v versus V-I and M¡ versus / -K color-magnitude diagrams for our sample. When using such a diagram to investigate metallicity effects, the multiplicity of an object should be known, as binary stars may appear to be superluminous with a maximum magnitude shift of 0.75 mag (for an equal component pair). We have identified in the figures the possible spectroscopic binaries G1129, G1206, and G1 268. The last two are superluminous; the first is a kinematically old star which is very subluminous in the color-magnitude diagrams: if it is indeed a multiple system, this metal-poor indicator is made stronger.
The dashed line in Figures 2 and 3 is the empirical old disk or approximately solar metallicity sequence, from L92; stars to the red should be metal rich, and stars to the blue should be metal poor. The small dots are data points from L92 to illustrate population sampling. Generally speaking, Figures 2 and 3 show that the kinematically "young" stars (drc/es) are indeed superluminous and the kinematically "old" stars {squares) are subluminous. The empirical sequence from L92, however, appears to be shifted to the blue at the high-mass end of the sample, although it is a fit to the kinematically defined old-disk stars in the L92 sample.
The small crosses in Figures 2 and 3 are proper-motion members of the Hyades (Leggett et al. 1994) . Although binaries are also present in this sample, these data points should define an upper envelope or a metal-rich sequence in the colormagnitude diagrams.
We also plot in Figures Baraffe et al. ( 1995 ) , for stars aged 10 Gyr. Although there are some discrepancies for solar metallicity stars, Baraffe et al. expect the metal-poor models to be reliable due to the decreasing importance of the incompleteness of the molecular opacity sources.
We have used the Baraffe et al. models to estimate the metallicities for our kinematically old sample of eight stars. The kinematically young stars we have estimated to have solar metallicity or [M/H] = +0.1 if the star lies in the region of the Hyades sequence in Figures 2 and 3 . The results are given in Table 3 ; note that the trends are in agreement with the empirical demarcations illustrated in the JHK diagram of Figure 1 . Although these metallicities are only fairly crude estimates, the metallicity of one star, G1411, has a previously published spectroscopic determination in good agreement with our value. Mould (1978) carried out an abundance analysis of six M dwarfs using high-resolution Fourier transform spectra and Mould's (1976) 3.3. Photometry as a Mass Indicator, and Implied Surface Gravity Henry & McCarthy (1993) use infrared speckle imaging techniques on a sample of 19 nearby binaries to determine empirical mass-luminosity relationships. We have used their results to derive the absolute V and I magnitudes corresponding to masses of 0. 60, 0.40, 0.20, 0.15, 0.10, and 0.08 M 0 Baraife et al. ( 1995) . Masses on the right-han 1 axis are from the Henry & McCarthy ( 1993) mass-luminosity relations 'ps.
We also plot, as described in the previous section, the theoretical locations of stars with masses from 0.09 M Q to 0.60 A/©, and a range of metallicity, from models by Baraife et al. ( 1995 ) for stars aged 10 Gyr. Baraife et al. expect discrepancies for solar-metallicity stars for which the atmospheric molecular opacity sources are incomplete. Despite this, the agreement between the model masses and the Henry & McCarthy empirical values is reasonable, given the expected range of metallicity in the Henry & McCarthy sample. Note the shift to bluer colors and higher luminosities as metallicity is reduced and mass is kept constant. Asterisks indicate the extreme situation of zero metallicity ; the colors and magnitudes are taken from Saumon et al. ( 1994) . The strong effect of pressure-induced molecular hydrogen absorption in the infrared causes zero-metallicity stars to become bluer in / -AT as mass is reduced. The lower mass limit for hydrogen burning for a zero-metallicity star is around 0.09 M© (Saumon et al. 1994; D'Antona 1987) , and hence we would not expect the lower left region of the diagrams to be occupied.
We have used Figures 2 and 3 to estimate masses for the stars in our sample. The Baraffe et al. ( 1995) models were used to estimate masses for the metal-poor stars; for the more metalrich stars, both these models and the empirical results of Henry & McCarthy ( 1993) were used to estimate a likely range of values. The results are given in Table 3 . Note that the mass given for the G1 65 system (UV Ceti) is in reasonable agreement with the masses determined from orbital motion by Geyer, Harrington, & Worley ( 1988 ) of 0.101 and 0.099 M©.
Baraffe et al. also calculate radii and surface gravities for the stellar models, where
G is the gravitational constant, M is the stellar mass, and R is its radius. Knowing mass, we can look up the corresponding surface gravity, and these log g values are given in Table 3 . The values agree to <0.1 dex with those derived from the massradius relationships given by the models of D'Antona & Mazzitelli (1985) . We find that log g for the stars in our sample ranges from 4.7 (for the stars with mass ~ 0.5 A/©) to 5.3 (for the stars with mass ~ 0.1 A/©). If any of the stars are extremely young (aged <6 X 10 8 yr) and still contracting onto the main sequence, then the surface gravity will be smaller; for example, a 0.2 A/© star with an age equal to the Pleiades, 70 X 10 6 yr, will have log g smaller by 0.2 dex. Although we have some indirect age information for the stars in our sample-kinematics and Ha emission (see § 4)-we are not able to determine whether the young disk stars are in fact still contracting onto the main sequence.
Photometry as a
Indicator: Synthetic Colors
As described in § 1, the derivation of effective temperatures for M-dwarf stars has been extremely problematical. The reason for this is the lack of model atmospheres which could re- 4.9 2700 3400-3700 3600 3300 3150 3000 3050 2600 3300 3400 3500-3700 3500 2900 3100 3300 3500
No. 1, 1996 IR SPECTRA OF LOW-MASS STARS 123 produce the observed colors and spectroscopic features of lowmass stars. Very recently, however, Allard and collaborators (Allard et al. 1994; Allard & Hauschildt 1995a, b, hereafter AH95a, b) have produced models that are in substantially better agreement with the observations. We will examine the question of TW in more detail later in § 7, where we attempt to match synthetic and observed spectra for different wavelength regions. It will be useful, however, to obtain an estimate of the Tefr values for our stars to use as a starting point for the spectral fitting.
Allard has calculated synthetic broadband colors from the models produced for this work. The synthetic colors were calculated using the following filter profiles: Johnson-Mould V (Allard 1990 ); R and I z from Bessell (1986) on the KronCousins system; J, H, and K from Bessell & Brett (1988) transforming the Johnson-Glass ( JG) values onto the CIT system using transformations pubhshed in that paper. Vega was adopted to define zero magnitude at all wavelengths, and the observed flux distribution for Vega was obtained from the absolute flux measurements of Hayes (1985) and Mountain et al. (1985a) . The Vega spectrum and the M dwarf synthetic spectrum were each integrated over the appropriate filter profile, and color is given by color = -2.5 X logjo
• jF x (dM)T x d\ -
where T x is the filter transmission function.
Figures 4, 5, and 6 show various color-color plots for the stars in our sample and the calculated values from the new atmospheric models for a range of model effective temperature and metallicity (described in the figure captions). All model points shown have a mixing-length parameter of unity, microturbulence velocity of 2 km s -1 , and a surface gravity given by log g = 5.0. Table 3 shows that the estimated gravities only differ from this value by ±0.3 dex, and color-color diagrams in AH95a suggest that the photosphere is not particularly sensitive to variations of this order: changing log g by ±0.5 dex results in changes inV-K,I-K, J-H, and H-Kof <3% for solar metallicity models. As metallicity and temperature are decreased, the sensitivity to gravity increases; however, we found that even for one-hundredth solar metallicity and TW = 3100 K, the broadband colors were changed by <10%. For clarity, we do not show either metal-rich or log ^ ^ 5.0 model results in the figures.
Trends with metallicity can be seen in the observed colors, as well as individual pecuharities. In Figure 4 G1494 seems to deviate from the other stars; Figure 3 indicates that this star may be an unresolved multiple system, as it is superluminous. The photometric data for this star should be reobtained to exclude the possibility of observational error. Figure 4 shows that there are large discrepancies between theory and observation in the V -I versus I -K plot for at least the cooler stars. In § 7.3 we will demonstrate that this is predominantly due to discrepancies in the F band. The infrared plots, Figures 5 and 6, show reasonable agreement between the synthetic colors and the observations, at least at the 10% level; the agreement appears to be better for the solar metallicity stars despite the more complex and less complete molecular opacity sources for these stars. It is likely that errors in the water vapor opacity and the strength of the hydride features have a more pronounced effect on the flux from the otherwise transparent metal-poor photospheres. Also, for the high-pressure metal-poor photospheres, details such as the exact contribution to the equation of state of the molecular ions Hj and H J become very important; the presence of these species significantly affects the abundance of the H " ion which is a dominant source of opacity (see Lenzuni, Chemoff, & Salpeter 1991 ) . Changing the surface gravity does not improve the fit to the observational data. Discrepancies between theory and observation for metal-poor stars can also be seen in the spectra presented later in § 7.3.
There are uncertainties in the absolute flux calibration and in the filter profiles used to compute the synthetic colors ( see However, these uncertainties would not affect trends with temperature or metallicity, and it can be seen that these new models do a reasonable job of reproducing such trends in Figures 4-6. These models produce synthetic colors that match the observed colors better than earlier models by Allard ( 1990 ) or Mould ( 1976) (see L92) and better than the recent models presented by Brett ( 1995 ) .
We have used the synthetic I -Kand I -/colors to estimate effective temperatures for the stars in our sample, using the metallicity estimates determined in § 3.2. The results are given in Table 3 . Note that the parameters given in Table 3 are only initial estimates. The values, however, do place the stars in some physical context and should be referred to when studying the spectroscopic data presented in the following two sections.
RED SPECTRA
Red spectra are available for 10 of the stars in our sample. For one of these, G1213, the data were taken from Kirkpatrick Herr K cit ET AL. Vol. 104 et al. ( 1993) ; for another three stars, Gl 65A, Gl 896A, and G1 908, the data were taken from Henry et al. ( 1994 ) ; for the other six, the data were obtained by two of us (S. K. L. and C. D.) using telescopes in Flagstaff, Arizona. The red spectrum for Gl 699 was obtained in 1989 September on the 40 inch (1.01 m) telescope at the US Naval Observatory Flagstaff Station. The USNOFS/University of Indiana grating spectrometer was used with a 150 lines mm -1 grating and 2" slit width, resulting in a dispersion of 4.5 Á pixel -1 . The wavelength coverage was approximately 0.6-0.85 /¿m.
The red spectra for Gl 268, Gl 299, GJ 1111, Gl 388, and Gl 411 were obtained at the 72 inch (1.83 m) Perkins Reflector of Ohio State and Ohio Wesleyan Universities at Lowell Observatory in 1989 December. The Ohio State grating spectrometer was used with a 150 lines mm -1 grating and 2" sht. The dispersion again was 4.5 Á pixel -1 , and two grating settings were used, one covering 0.6-0.85 /¿m and the other 0.74-1.01 /¿m.
For the Flagstaff data, bias and flat-field frames were observed with every target and standard data reduction procedures were followed using IRAF. The wavelength calibration was achieved using emission-line lamps (FeNe at the 72 inch and neon, argon, and krypton at the 40 inch). Hayes ( 1970) spectrophotometric standards were observed and used to calibrate the response function of the instruments; these were dwarf B stars. Color terms introduced by extinction were removed using the known Flagstaff extinction spectrum (M. Wagner, private communication). We followed the usual practice of optical spectroscopy and did not attempt to remove the telluric molecular absorption features. For the 72 inch data, the two overlapping wavelength regions were found to agree well; one spectrum was simply multiplied by a constant to bring it into agreement with the other, and the data were averaged in the region of overlap. Although we are confident that the shape of the spectra is correct, we will have lost fight out of the slit on occasion, and the absolute flux level of the data will not be correct. We flux calibrate the data later, in § 6.
The Henry et al. ( 1994 ) data for Gl 65 A and the Kirkpatrick et al. ( 1993 ) The data are shown in Figure 7 . We show only the red spectrum for the A component of the Gl 65 system; the B component has a very similar spectral type.
Kirkpatrick et al. did attempt to remove the telluric water band around 0.94 fim for Gl 213, but the terrestrial features at shorter wavelengths for both the Kirkpatrick et al. and Henry et al. data have not been removed. Our data show the telluric water band at 0.94 ^m as well as the water and oxygen bands at shorter wavelengths. These telluric features are identified in Figure 7 .
Stellar features are also identified in Figure 7 . These identifications have been taken from Tumshek et al. ( 1985) , Kirkpatrick, Henry, & McCarthy (1991) , Kirkpatrick et al. ( 1993 ) , and Reader & Corliss ( 1980 ) . It can be seen that absorption by TiO dominates the red spectra of dM stars and that VO becomes important for spectral types later than dM5.
There are indicators of metallicity and age in the spectra that -Red spectra for 10 of the stars in our sample. The data were obtained by us at telescopes in Flagstaff, Arizona, as described in the text, except for G1 213 (from Kirkpatrick et al. 1993), Gl 65A, Gl 896A, and Gl 908 (from Henry et al. 1994) . Each spectrum has been normalized to unity at 0.8 inn and offset for clarity.
are worth noting. Figure 7 shows that Ha is in emission for the kinematically young stars G1 388, Gl 896A, G1 268, Gl 65A, and GJ 1111, in agreement with the expectation of longer spindown timescales for lower mass stars (see, e.g., Stauffer et al. 1994) . Also, the low metal abundances of G1 299 and G1 699 as implied by photometry (see Table 3 ) are confirmed: the KI lines at 0.76 pm are strong compared to the depth of the 0.78 /¿m TiO band. Strong single-metal features with respect to the depth of double-metal features is an indicator of decreased metallicity.
INFRARED SPECTRA

The Observations
Two of us (S. K. L. and G. B.) obtained 1-2.4 ^m spectra for 13 of the stars in the sample using the CGS4 spectrometer on UKIRT in 1993 December and 1994 January. The Kspectrum for LHS 377 was obtained through the UKIRT Service Program in 1994 February with the same configuration. CGS4 is a cooled grating spectrometer with a 58 X 62 InSb array; we used a 75 lines mm -1 grating with a 1 " slit. We have measured the resolution (as given by the full width at half-maximum of isolated argon lines) to be 50 Â in the 1.2 /un Jband (R of 240, 35 cm -1 ), and 70 A in both the 1.6 /¿m 7/band and the 2.2 /¿m Kband (R of 230-315,27-14 cm -1 ). The array was shifted by a fraction of a pixel on sequential integrations so that the data are fully sampled.
Dark frames were taken at the start and end of each night; flat-field images and wavelength calibration argon arc spectra were taken on every grating move and target change. The data were reduced in a standard way using software provided for CGS4 data by the Joint Astronomy Centre Hilo, as well as the Figaro package.
Sky background (e.g., OH emission) is removed by nodding the target up and down the slit and subtracting sky and target frames, but the reduced stellar spectra still show the effect of LEGGETT ET AL. 126 telluric absorption due to water, oxygen, carbon dioxide, and methane in the Earth's atmosphere. To remove these bands, we observed a bright A-, F-, or G-type dwarf star within 15° of the target M dwarf, for every target. Any hydrogen lines in the reference spectrum were removed by interpolating between continuum points, and the target spectrum was then divided by the reference spectrum to remove the terrestrial absorption features. To retain the correct spectral shape, the spectrum was multiplied by the Planck function corresponding to the spectral type of the reference star. We found that the overall slope of the reduced data was independent of choice of reference star; that is, dividing by a different star, at the same air mass, produced the same overall shape of spectrum. Thus, we are confident in the shape of the reduced spectra, but with a 1 " slit the absolute flux level is not well known. We flux-calibrate the data in § 6.
Although the overall shape of the reduced spectra was independent of reference star, we found that accurate removal of the telluric features was difficult, and often a reference star observed at the same air mass, but at a different time of night or even on another night, gave better results than the star observed with the target. Poor removal of atmospheric features is easy to spot, as they have characteristic shapes (see, for example, Mountain et al. 1985b) ; the sky conditions were obviously changing on fast timescales. The only other data reduction problem that we encountered was with the faint stars LHS 343 and G1 129. It appears that these stars are underexposed; their spectra are somewhat noisy, and the odd slope seen at 1 ¡xm for G1 129 may be due to poor extraction of a one-dimensional spectrum from a noisy image. The formal uncertainty was typically 3% for our data based on differences between successive integrations, but the actual uncertainties are a function of wavelength and object and are best judged by the repeatability of features from star to star ( see following section ).
We selected our targets to sample spectral types approximately dMO to dM5, where the targets were either metal-rich young disk stars or metal-poor old disk/halo stars. For this paper, we have increased our sample from 13 to 16 by including previously published infrared spectra for G1 411 (Kirkpatrick et al. 1993; Jones et al. 1994 ), Gl 699 (Jones et al. 1994 , and GJ 1111 (Tinney et al. 1993) . All these data have a similar resolution to our UKIRT data; in fact, the data for GJ 1111 and G1699 and the H and K data for G1411 were all taken with the same instrument and telescope configuration that we use here. We did rereduce the Jones et al. /-band data for G1 699, as those authors had some wavelength calibration problems with their data reduction for that particular object (H. R. A. Jones, private communication ). The Kirkpatrick et al. data for G1411 in the /band were obtained at the Steward Observatory 2.3 m telescope with a line width of 48 A.
The Data
Figures 8, 9, and 10 show the /, H, and K spectra for the 16 stars in our sample. We have divided the group into two samples of eight, such that the young disk stars are shown in Figures 8a, 9a , and 10a (circles in Figs. 1, 2, and 3 ) and the old disk/halo stars are shown in Figures 8Z?, 9b , and \0b (squares in Figs. 1,2, and 3) . The unusual slope of the G1129 data at 1 /¿m (Fig. 8è) may be artificial and due to poor data quality.
The K-band spectrum for G1 494 looks anomalous, and this star also has unusual colors (see, e.g. , Fig. 4) ; it may be an unresolved multiple system, or the observations may be in error.
The CGS4 grating and array configuration is such that the entire H and K terrestrial window can each be sampled in one grating setting, but the complete 1.0-1.3 /¿m /band had to be sampled in two settings. The spectra overlapped between 1.15 and 1.17 /¿m and agreed well in this region. The data were joined by trimming very noisy data from the extremes of the spectra, multiplying the shorter wavelength data by a constant to bring it to the same flux level as the longer wave data, and averaging the result.
The terrestrial atmosphere becomes opaque between the infrared ///K bands due to strong absorption by water vapor. We did not attempt to probe very far into the low transmission region. Other authors have probed further; see, for example, the spectra by Berriman & Reid ( 1987) , Jones et al. ( 1994) , Kirkpatrick et al. ( 1993) , and Tinney et al. ( 1993) . Berriman & Reid also present some low-resolution circular variable filter (CVF) data for the L band.
Spectral Features
We have identified the strong features seen in the JHK spectra; identifications are shown on Figures 8,9 , and 10 and given in Table 4. Table 4 also lists the identifications for the 0.6-1.0 pm red region (see previous section and Fig. 7 ) and telluric features. The more obvious stellar features are marked by an asterisk before the wavelength. It can be seen that the dominant infrared features are due to photospheric absorption by water vapor, neutral metals, carbon monoxide, and OH. Although the Earth's water vapor bands make it extremely difficult to observe the entire stellar water band, the stellar band is wider, and the edges of the strong bands can be seen in our data. Note that water vapor absorption is present at some level across the entire infrared regime, and only the strong absorptions are indicated in the figures and in Table 4 .
To identify the features, we used a variety of sources. The terrestrial molecular features were identified using Herzberg (1945 Herzberg ( , 1950 . The wavelengths of neutral metals were obtained from Reader & Corliss ( 1980) . The existence of these fines in stellar spectra was checked using the solar spectral atlas by Wallace, Hinkle, & Livingston (1993) and Livingston & Wallace ( 1991 ) and the FTS H-and Anhand data and identifications by Mould ( 1978) . We referred also to the atlas by Kleinmann & Hall ( 1986) to check identifications of metallic and CO features in the Kband. A very useful reference for the H band was the paper by Origlia, Moorwood, & Oliva ( 1993 ) , who present data for M-giants and identify CO, OH, and metal features. Iron hydride wavelengths were obtained from Phillips et al. (1987) . Water band wavelengths were obtained from Herzberg ( 1950) and observations of the terrestrial bands. We also compared our identifications to those from a high-resolution synthetic spectrum calculated by Allard & Hauschildt; there is good general agreement, although there may be weak fines due to neutral iron and titanium (seen in the high-resolution synthetic spectra) that are not identified in Figures 7-10 or fisted in Table 4 .
Temperature effects in the spectra are fairly obvious in Fig -(a) 7spectra for the young disk stars in our sample. The data were obtained by us using UKIRT, except for GJ 1111 (from Tinney et al. 1993) . Each spectrum has been normalized to unity at 1.25 and offset for clarity. (/?) 7 spectra for the old disk/halo stars in our sample. The data were obtained by us using UKIRT, except for G1411 (from Kirkpatrick et al. 1993 ) and G1699
( from Jones et al. 1994 ) . Each spectrum has been normalized to unity at 1.25 ¿un and offset for clarity. -(a) H spectra for the young disk stars in our sample. The data were obtained by us using UKIRT, except for GJ 1111 (from Tinney et al. 1993) . Each spectrum has been normalized to unity at 1.6 urn and offset for clarity. ( ¿>) H spectra for the old disk/halo stars in our sample. The data were obtained by us using UKIRT, except for G1411 and G1699 ( from Jones et al. 1994) . Each -(a) Kspectra for the young disk stars in our sample. The data were obtained by us using UKIRT, except for GJ 1111 (from Tinney et al. 1993) . Each spectrum has been normalized to unity at 2.1 ßm and offset for clarity. (b)K spectra for the old disk/halo stars in our sample. The data were obtained by us using UKIRT, except for G1411 and G1699 (from Jones et al. 1994) . Each spectrum has been normalized to unity at 2.1 /urn and offset for clarity.
130 LEGGETT ET AL. ures 8, 9, and 10. Generally speaking, the absorption lines of the neutral metals, and the bands of water and CO, become stronger with decreasing temperature. The effect of metallicity is not so obvious. In the optical regime, metal-poor stars show strong atomic features relative to the strength of the molecular TiO bands: compare, for example, G1 299 and G1 699 to G1 896A in Figure 7 . However, in the infrared regime the dominant molecular features are due to water, and this single-metal species will not show the same level of decrease as the doublemetal TiO. Furthermore, it is possible that oxygen is not as diminished as other metals in older stellar populations (see, for example, Spiesman & Wallerstein 1991 ) , and Mould's (1978) abundance analysis of six M dwarfs indicated that [O/C] = 0.15 was required for the old disk subdwarfs Gl 15A and G1 411. Although Figure 1 demonstrates that metallicity does affect the infrared flux distribution, we will have to wait for improvements in the models and for higher resolution spectra of a large sample of stars before we can identify metallicity effects in infrared spectra (see also the discussion in § § 3.4 and 7.2).
Individual pecuharities worth noting are as follows. G1 388 seems to have an unusually strong Nal feature at 1.14 ¿¿m, and LHS 377 seems to have an unusually weak Nal feature at 2.21 fim. The weak Nal in the AT band for the cool metal-poor star LHS 377 may be due to the effect of pressure-induced molecular hydrogen absorption which would reduce the "continuum" level in this region (see, e.g., Saumon et al. 1994; AH95a) . The strong Nal in the J band for G1 388 may be associated with chromospheric activity for this flare star, AD Leo. Although flare activity is thought to affect the infrared photospheric properties of low-mass stars (e.g., Mathioudakis & Doyle 1993) , studies of the connection are in their infancy and are beyond the scope of this paper. Alternatively, sodium may simply be over-and underabundant in these two stars relative to the other metals.
FLUX CALIBRATION AND ENERGY DISTRIBUTIONS
Flux Calibration of Spectra
Both the red spectra presented in § 4 and the infrared spectra presented in § 5 were obtained through narrow slits, and the data are not spectrophotometric. The overall shapes of the spectra are correct, but the absolute flux level is unknown. Flux-cahbrating the data is required before we can derive en-
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ergy distributions, determine the integrated luminosity, or determine the stellar radius. To flux-cahbrate the data, we have followed a similar procedure to that outhned in § 3.4 for calculating synthetic colors. We obtained filter transmission profiles and integrated the reddwarf spectral distribution over each filter. The ratio of the flux produced by this integration to that given by integrating the flux from Vega over the same filter was found. Vega is taken to define zero magnitude at all wavelengths, and the flux for Vega is taken from Hayes ( 1985) and Mountain et al. ( 1985a) . Calculating -2.5 times the logarithm to base 10 of this ratio should produce the observed broadband magnitude of the red dwarf. The flux from the red dwarf is multipled by a constant until the observed magnitude is reproduced. That is, the constant C is determined such that mag = -2.5 logio
where mag is the observed apparent magnitude for the red dwarf for the passband in question, F x is the observed stellar flux distribution, and T x is the measured filter transmission. Note that the magnitude must be on the photometric system appropriate for the filter profiles. This procedure was also carried out for the two stars which have L spectra given by Berriman & Reid ( 1987) ; the L and L' filter profiles were taken from Bessell & Brett (1988) . The infrared filter profiles included the effect of terrestrial absorption by a typical amount of précipitable water (see, e.g., Bessell & Brett 1988; Young, Milone, & Stagg 1994) . The / passband, however, encompasses the strong atmospheric Aband of 0 2 (see, e.g., Vreux, Dennefeld, & Andrillat 1983), which was not included in the / profile. This feature is present in our observed red-dwarf spectra (see Fig. 7 ) ; we measured a typical absorption profile from our spectroscopic standards and included this in the Vega transmittance integral. Uncertainties in the integrated flux due to variations in air mass, and hence terrestrial absorption is < 1 %.
For this flux calibration procedure to work, spectral data must exist across the entire passband of the filter. This was not always the case: the G1 699 red spectrum is ~300 Á short of the / cutoff, and the /and K spectra for most of the stars were ~600 Á short of those filter cutoffs. This shortfall by about 15% of the full filter width introduces an error into the flux calibration of 5%-8%. The error was corrected by extending the stellar data to the filter edge assuming the stellar flux to be constant from the last data point to the filter cutoff. Other data showed this to be a reasonable approximation at the wavelengths involved. This approach gave the same result (to within 2%) as truncating the Vega spectrum to match the target data and performing the flux calibration with the two truncated spectra. The correction could also be reproduced by comparing the flux from a star with a complete spectrum to that produced by truncating the spectrum short of the filter bandpass.
We flux-calibrated all spectra used in this analysis, including published data that were already calibrated. Hence, the entire sample is on the same calibration system. For G1 699 and G1 411, our flux levels were within -4% of the values determined by Jones et al. ( 1994 ) when we used the CIT JHK filter profiles used by those authors.
However, we found that use of the CIT profiles from H. R. A. Jones (private communication) and the / filter profile given by Bessell ( 1990) produced a discrepancy at 1 pm: the / flux was 10% higher than the / flux at the region of overlap. The flux calibration is very sensitive to the exact shape of the filter bandpass, exaggerated in our case by use of a blue star to calibrate red targets. Unfortunately, red spectrophotometric standards do not exist, to our knowledge. On experimenting with various filters, we found that use of an earlier Cousins / profile given by Bessell (1986, called I z ) and the JohnsonGlass JHK profiles given by Bessell & Brett ( 1988) produced an improved match at the 1 pm region of overlap. The I z profile has a slightly bluer longwave cutoff (see discussion in Bessell 1986 Bessell , 1990 ) and produced red-dwarf fluxes higher by 5%. Use of the Johnson-Glass filters, with photometry converted from CIT to JG, produced fluxes at / that were lower by 4%, and fluxes at H and K that were within 2% of the CIT determined values. The / filter profile is difficult to measure accurately, as it is more directly determined by the terrestrial transmission than the H or K profiles. Figure 11 shows the spectra for G1 699 with the I c (Bessell 1990 ), /ax, /fax, and Ken (H. R. A. Jones, private communication) profiles superimposed.
The ~4% uncertainty in the flux calibration caused by the filter profile uncertainty is approximately the same size as several other sources of uncertainty. The uncertainty due to the target star photometry is 3% at I JHK ( 10% at L); the uncertainty in the Vega calibration is 3%, and Vega may not be strictly zero magnitude at all wavelengths, which may contribute another 1 % error. Hence, spectra from red stars can only be flux-calibrated to about 5%. The analysis of the flux calibration discussed in this section indicates that the use of Vega as a spectrophotometric standard and variations between filters that nominally have the same effective wavelengths imposes fundamental limits on the accuracy with which M stars can be calibrated. Development of red spectrophotometric standards and standardization of filters will be necessary to improve the accuracy of the calibration.
Fluxes without Spectra: Effective Wavelengths
In the cases in which spectroscopic data are not available, we have to resort to approximate methods to derive a stellar flux from an observed broadband magnitude. The usual way that this is done is to define an "effective wavelength" for the filter, where
The integral of the stellar distribution multiplied by the filter transmission is approximated to a delta function at the "effective wavelength" appropriate for the filter and star, and equation (4) above can then be written
Clearly this is only an approximation, as the bandpasses are not delta functions, but it is a technique that is often used. We have calculated the effective wavelengths for Cousins I 132 LEGGETT ET AL. Vol. 104
Fig . 11.-Spectral energy distribution for G1 699. The red spectra were obtained by us at the Naval Observatory Flagstaff Station, the 1 -2.5 ¿¿m spectra are from Jones et al. ( 1994 ) , and the L spectra are from Berriman & Reid (1987) (BesselFs 1990 I c and 1986 / z ), and CIT and Johnson-Glass JHK for Vega (AO V), G1411 (dM2), and GJ 1111 (dM6.5). We have also calculated effective wavelengths for the L (CIT) and L' (AAO) filters for Vega and GJ 1111. The results are given in Table 5 , together with the filter wavelength ranges (given as wavelength at half-maximum transmission) and the flux densities for Vega at its effective wavelengths. For completeness, we also give in Table 5 the effective wavelengths calculated at BVR for AO V and K stars by Bessell ( 1990) and at M for Vega by Bessell & Brett (1988) ; the corresponding Vega fluxes are also given (from Hayes 1985 and Mountain et al. 1985a ). These effective wavelengths are in excellent agreement with those calculated in AH95a.
We have found that the effective wavelength approach produces a reasonable approximation to the true flux at JHKLL\ but not at 7, for these red dwarfs. The 7 passband includes strong TiO stellar features, and the effective-wavelength 7 flux is smaller than the true flux; the correction factor ranges from 10% for dMO to 30% for dM6. JHK is typically within 5% of the true flux value, with usually the /effective-wavelength flux being slightly high and the K effective-wavelength flux being slightly low. Figure 11 shows the spectra for G1 699 and the fluxes estimated by the effective-wavelength approach, indicated by the letters 7?, F, R, 1(C), I(Z), J(JG), 77(JG), K(JG), L, L', and M. CIT JHK effective-wavelength fluxes were very close to the JG values. Figure 11 shows that there is a gap in photometric coverage; a filter centered around 1 tim would provide a useful measure of the flux at the red/infrared join. Such a filter, sometimes called "Z" after a photographic emulsion sensitive at 1 ^m, has been suggested by, for example, Bessell ( 1979) and Young et al. ( 1994) , and it is in fact in use at Cerro Tololo Observatory.
Bolometric Luminosity
To determine stellar integrated fluxes, we did the following. First we removed data from the edges of the spectra where low terrestrial atmospheric transmission made the data too noisy to be valuable. Next a line was drawn from (A = 0, F x = 0), through the B and V flux (estimated by the effective-wavelength approach ), to the start of the red spectrum if it was available. If a red spectrum was not available, then the R and 7 flux was determined by the effective-wavelength approach, the 7 flux was increased by 10%-30% (depending on spectral type; see § 6.2), and lines were drawn through these points. For the stars without red spectra or R (G1 129 and LHS 377), R was estimated using stars of a similar spectral type. For six stars, we have continuous data through A = 1 fim, and these stars were No. 1, 1996 IR SPECTRA OF LOW-MASS STARS 133 Bessell & Brett 1988. used as templates to estimate the shape of the energy distribution in this region for the other 10. The regions between the J and H spectra, and the H and K spectra, were approximated by straight lines over the small spectral intervals in question, as shown to be reasonable by Figure 11 . For the stars without one or more of 7, H, or K spectra (G1 65AB, Gl 268, and LHS 343 ), the flux contributions from these regions were estimated by scaling by magnitude that spectrum from a star of similar spectral type and metallicity or, in the case of LHS 343 in which there was no comparable star, the flux was estimated from the K effective-wavelength flux. Spectra at L exist for two stars, Gl 699 and GJ 1111; otherwise, the flux at L or L' was estimated using the effective-wavelength approach (Table 5) . For the stars without L or L' photometry (Gl 129, Gl 195A, and Gl 206) , the photometry was estimated using stars of similar spectral type and metallicity. The flux contribution longward of the L region was estimated by extending a RayleighJeans tail from the L or U point except for Gl 699, for which the tail was extended from the measured M flux (from Berriman & Reid 1987) . Figure 11 shows that this approach to the L and M regions is reasonable. The dominant source of uncertainty in the integrated luminosity is the uncertainty in the flux calibration, which is 5%.
Using the integrated stellar flux and the trigonometric parallaxes given in Table 1 , we have determined bolometric magnitudes for the stars in our sample and bolometric corrections to their V and K magnitudes. Table 6 gives, for each star, the integrated flux at the Earth, the corresponding luminosity knowing the distance to the star, the apparent bolometric magnitude, the absolute bolometric magnitude, and the bolometric corrections at V and K. The adopted solar values are = 4.75 and L 0 = 3.86 X 10 26 W. We plot BC F against V -I in Figure \2a , BC K against I -Kin Figure 126 , and absolute bolometric magnitude against / -Arn Figure 13 . The value of log (L/Lq) is also shown in Figure 13 . Figure 12 shows that good correlations exist between bolometric correction and color; as the K magnitude is relatively close to the bolometric magnitude, it can be used to give a reliable estimate of bolometric magnitude or luminosity. The young disk star (filled circle) that deviates from the others in Figure 12 is Gl 494; this star also appeared odd in the / -AT versus V -I plot of Figure 4 and has a peculiar AT-band spectrum (Fig. 10tf) . The red old disk/halo star that appears to stand out from the other stars in Figure 126 is the metal-poor star LHS 377: its behavior is to be expected, however, as metalpoor stars have smaller values of BCa:, indicating that they are more luminous than disk stars for a given value of K and I -K. This is due to the effect of pressure-induced molecular hydrogen absorption in the infrared combined with the increased transparency in the visual and red region ( see Fig. 3 ).
The dashed line in Figure 12a is the theoretical relation for solar metallicity stars calculated by Allard from the atmospheric models produced for this work. Values of T eff /100 K are indicated along the sequence. Figure 4 demonstrated that there is a discrepancy between the modeled and observed V-/ colors for the cooler stars; we demonstrate later that the problem lies predominantly in the F band, and this discrepancy is reflected in both axes of Figure 12a .
The dashed line in Figure 126 shows the BC* versus I -K relationship determined by Bessell (1991 , where there appears to be an error in the equation given in the text of the paper; we have read the values from his Fig. 12 ) and the dotted line to 10% larger values ofBC* is the relationship determined by Tinney et al. ( 1993 ) . Our disk stars lie halfway between these two relations, and with an uncertainty in bolometric magnitude of around 5%, our values support both of these previously published results. Figure 13 shows the usual cosmic scatter that is seen in plots of color against absolute magnitude (see, e.g., Figs. 2 and 3) . The metal-poor stars (filled squares) are subluminous at a given color, or bluer at a given luminosity, compared to the metal-rich stars (filled circles) due to their decreased atmospheric opacity (see § 3.2). We have plotted in Figure 13 AH95a have computed a "base" grid of more than 700 individual models covering a wide range of parameters down to the coolest known M dwarfs, M subdwarfs, and brown dwarf candidates: 1500 < T eS < 4000 K, 3.5 < log g < 5.5, and -4.0 < [M/H] < +0.5. These models include far more atomic hues than the previous grid by Allard ( 1990) , which are critical for the energy balance and serve as important diagnostics of Vj-Ic Ic-K CIT Fig. \2a Fig. 126 Fig. 12 -(a) V -I against F-band bolometric correction for the 16 stars in our sample, with symbols as in Fig. 1 . The open circles and dashed line illustrate the relationship calculated from atmospheric models with solar metallicity and T eS /100 K values as indicated. (6)7-AT against AT-band bolometric correction for the 16 stars in our sample, with symbols as in Fig. 1 . The dotted line shows the relationship derived by Tinney et al. ( 1993) and the dashed line shows that by Bessell (1991) . the synthetic spectra. The atomic lines are from the Kurucz ( 1993a) list and are treated in a direct line-by-line opacity sampling ( OS ) technique, as opposed to using pretabulated opacity tables. The models also include the crucial collision-induced H 2 absorption (Borysow 1993 , and references therein), which gradually replaces H 2 0 as infrared "continuum" opacity at reduced stellar metallicities, based on Lenzuni et al. ( 1991 ) . The OS was extended to molecular lines so as to include the opacities of H 2 , CH, NH, OH, MgH, SiH, C2, CN, CO, and SiO (Kurucz 1993b ) in a line-by-line treatment, therefore relaxing the JOLA assumption used in previous model grids by Allard for these molecules. JOLA was retained for the bands of FeH, CaH, and VO, as well as those of the TiO e and <t> systems for which no laboratory oscillator strengths and/or satisfactory opacity data were yet available. The Davis & Phillips ( 1986) laboratory oscillator strengths for TiO were used. Astrophysical oscillator strengths were used for the VO, CaH, and FeH bands (see AH95a for details).
For the purpose of this work, two of us (F. A. and P. H. H.) have developed a small model grid which presents an important improvement upon the "base" model grid (AH95a): the straight mean opacities of the TiO and H 2 0 molecules, which define the continuum throughout the spectral distribution of M dwarfs, have been replaced by detailed line-by-line opacities. A comparison of all the presently available water and TiO opacities and their impact on the spectral distribution of M dwarfs is being investigated and will appear elsewhere (Allard & Hauschildt 1995c, hereafter AH95c) .
The line data for TiO are from Jorgensen ( 1994) . This new line list is an extension of the original work by Collins ( 1975 ) used in the form of straight means in the "base" grid models. The new line list has the advantage of including all relevant isotopical opacities of TiO as well as the previously missing e system, which absorbs predominantly in the I bandpass (previously this was treated by a band model approximation). It is possible, however, that higher energy transitions have been omitted so that absorptions between the deep bands are not yet accurately modeled (AH95c). The line treatment, as opposed to the band models and straight means approximations, allows a more direct handling of the line broadening suitable for the dense atmospheric conditions of very low mass stars.
The water line list is taken from earlier work by Allard et al. ( 1994) and includes 6.2 X 10 6 H 2 0 transitions from an ab initio calculation performed with the TRIATOM program suite by Tennyson, Miller, & Le Sueur ( 1993) . The line list is preliminary, and calculations were stopped at rotational levels of around J = 30; lines are therefore missing in between the main water bands, i.e., near 1.2, 1.6, and 2.2 ¡xm. In these regions, the flux emerges from deeper and hotter layers of the atmosphere and the water molecules are excited to higher energy levels. The line list is more complete in the troughs of the bands.
The molecular and atomic line treatment has been performed by direct line-by-line opacity sampling as opposed to interpolating in pretabulated opacity sampling tables or opacity distribution functions. The depth-dependent broadening of the molecular lines was calculated as a thermal profile with a microturbulence velocity of 2 km s -1 ; this produced a better match to observations than the higher value used in earlier generations. A few hundred thousand more molecular lines were added from the HITRAN database (Rothman et al. 1992) . The atomic lines were treated with a suitable pressure broadening for M dwarf atmospheres. The models were computed with a mixing length parameter of unity; it was found that increasing this parameter (from 1 to, for example, 2) had no effect on the synthetic spectra, and decreasing the mixing length parameter ( to, e.g., 0.5 ) produced water bands that were much too strong.
The Comparison Technique
To compare our low-resolution spectra to the synthetic spectra, it was first necessary to degrade the calculations to the resolution of our data. This was done by smoothing the calculated spectra with a Gaussian filter. The full-width of the Gaussian at half-maximum was set by the data resolution and was equal to 12 A for the red spectra, 50 Á for the /spectra, and 70 A for the H and K spectra.
The calculated spectra, of course, refer to flux at the stellar surface, whereas our data refer to flux at the Earth's surface. The synthetic spectra need to be multiplied by a dilution factor LEGGETT ET AL. 136 before a direct comparison between theory and observation can be made. This dilution factor is equal to (R/d) 2 , where R is the stellar radius and d is the stellar distance. All the stars in our sample have trigonometric parallaxes so that d is known, but the radii R are unknown; hence, this multiplicative factor is unknown. Therefore, we have compared the logarithm of the observed and calculated flux to translate this unknown factor into an additive constant. Other studies have chosen a priori a wavelength and "normalized" the calculated flux to fit the observed at that particular wavelength. We feel, however, that the choice of wavelength for normalization is not clear due to the discrepancies that still exist between the models and the observations, and that therefore the linear comparison approach can introduce an arbitrary scaling factor into the analysis. The logarithmic comparison retains all spectroscopic information and enables an accurate comparison to be made without introducing any biases toward a given wavelength region.
For each star, we have compared by eye the observed spectrum to synthetic spectra with a range of T& and metallicity, using the parameter estimates given in Table 3 as initial values. For the more metal-poor stars, the effect of varying the surface gravity was also investigated. For each star, this comparison was performed independently at each of the four wavelength regions: red, /, H, and K (wherever observational data were available). The different wavelength regions gave consistent values for !T eff , always within a 300 K range. Having restricted the parameters in the log-space comparison, the average scaling factor was determined, and the fit to the entire energy distribution was plotted linearly. The value of r e ff was refined further to produce the best overall fit (again judged by eye), and the typical uncertainty is 150 K. Examples are shown in the following section. The deviation in the value of the scaling factor {R/d) 2 determined from each of the four wave bands was typically ±5%. As the error in the flux calibration of the data is -5%, this agreement between model and data over all wave bands is satisfying.
The features used to constrain the model fit were as follows: in the red spectrum, the locations of the bottom of the TiO band series (between the TiO bands the calculated fluxes are in error; see § 7.3 ) ; in the /band, the slope of the water feature at 1.34 ¿¿m; in the i/band, the slope of the water feature at 1.8 /¿m; and in the K band, the depth of the CO bands, although these are not very sensitive to 7^ for T cïï > 3400 K. We did not use the atomic features due to the remaining uncertainties in the line broadening treatment (i.e., validity of £ = 2 km s _1 ) and in the "continuum" opacity (i.e., the effect of H 2 0 absorption between the deep bands), compounded by the low resolution of the data.
Although discrepancies remain between theory and observation, we found that 7^ could be well constrained, but the low resolution of our data, and the remaining discrepancies, meant that we were unable to constrain metallicity. The depth of the hydride features, a commonly used metallicity estimator, could not be used due to uncertainties in the laboratory data for these species. For this paper, we have had to adopt the metallicity estimates given in Table 3 as the final values; in future work we hope to be able to determine spectroscopically stellar metallicities. Also, we found that even the cool metal-poor models demonstrated too small a gravity dependence to allow us to constrain log g\ hence, log g = 5.0 was adopted throughout. Again, the low resolution of the data and the uncertainties and discrepancies in the profiles of the hydride and atomic features meant that these could not be used to constrain log g. The values of T efi derived are relatively insensitive to these parameters, however, as we show in the next section.
The Quality of the Fits and Derived Temperatures
Figures 14¿z-14¿/ show the observed spectrum for G1213 in the red, J, 77, and K bands. Also shown are synthetic spectra generated from two solar metallicity models, both with log g = 5.00, one with r eff = 3100 K {dotted line) and the other with r e ff = 3400 K {dashed line). A value halfway between these has been adopted for this star, i.e., 7^ = 3250 K. It can be seen that the bottom of the TiO bands in the red spectrum supports this value of r ef f, as does the slope of the water band at 1.34 /¿m, although the overall shapes of the H and K bands suggest a slightly hotter temperature. Note that the different wave bands are plotted with very different flux ranges; the infrared discrepancies are in fact much smaller than those in the visible region. Figure 14 does demonstrate the remaining problems with the models: an excess of flux in the F band, discrepancies with the hydride features (e.g., FeH at 0.99 /im), and problems with reproducing the infrared fluxes to the 10% level (see also . The discrepancy in the visible is perhaps a result of remaining problems with TiO opacity; the hydride problem is caused by the lack of laboratory data for these species; the infrared problem is most likely attributable to the known incompleteness in the water vapor line list.
Figures 15 a-15 d shows the observed spectrum for the cooler more metal-poor star LHS 377 together with fitted synthetic spectra (no observational red spectrum is available for this star). The models shown are r eff = 3100 K/[M/H] = -0.5/ log# = 5.0 {dashedline) and T& = 3000 K/[M/H] = -1.0/ log g = 5.0 {dotted line). It can be seen that the resolution of the data and the remaining discrepancies with the models do not allow us to select one of these models over the other; a value of r eff = 3050 K has been adopted for this star. Varying log#did not have a pronounced effect on the synthetic spectra. Figures I6a-\6c show the best fits to the other 14starsinthe sample, arranged in order of decreasing T^. Discrepancies in the infrared become more pronounced with decreasing T e ff, due to the known problems with the water vapor opacity. Also, the metal-poor stars G1 411, G1 699, and G1 299 (top of Figs. 16b and 16c) show more pronounced discrepancies at H and K than the solar metallicity stars. This poor match for metalpoor stars is also true of LHS 377 ( Fig. 15; note the difference in scales between Figs. 14 and 15), and it was seen in the comparison with synthetic colors in § 3.4. It was pointed out in § 3.4 that errors in the water vapor opacity and the strength of the hydride features have a more pronounced effect on the flux from the otherwise transparent metal-poor photospheres. Also, for the high-pressure metal-poor photospheres, details such as the exact contribution to the equation of state of the molecular ions H 2 and Hj become very important; the presence of these species significantly affects the abundance of the H" ion which is a dominant source of opacity ( see Lenzuni et al. 1991 ).
There may be observational problems with G1 908, where the slope at 1 ^m looks unphysical, and with G1 65, where the The derived values of r e ff are given in Table 7 . The values derived spectroscopically are hotter by about 100 K than those estimated from the UK photometry and the models in § 3.4 (Table 3 ). This is illustrated in Figure 17 , where we plot the spectroscopically derived r eff against V -I (Fig. 17a) and against I -K (Fig. 176) , and where the theoretical relationships for various metallicities are also shown. The model problem with the F band is again obvious in Figure 17a , although the same trends with metallicity are seen in data and model, in particular the decreasing effect of metallicity for T cS ^ 3200 K. Figure 176 shows the 100 K difference between the spectroscopic and I-Kvalues of 7^, although again the trends with metallicity seem well reproduced.
The spectroscopically derived 7^ values are also hotter than the commonly used temperature scale of Berriman & Reid (Berriman et al. 1992) : the values derived here are hotter by on average 130 K (which is within the quoted uncertainties of Berriman et al.) . For two stars in common (Gl 213 and Gl 411) , our r e ff values are about 100 K cooler than those derived from 0.6-1.5 /¿m spectra, and earlier AH models, by Kirkpatrick et al. ( 1993) . For two stars in common (Gl 411 and Gl 699 ) , our values are within 30 K of those derived using a graybody approach by Jones et al. ( 1994) . However, the r eff values for these same two stars were revised upward by 150 K by the authors (Jones et al. 1995 ) when they fitted 3 ¡xm spectra with synthetic spectra generated by similar model atmospheres to those used in this work. Despite the remaining problems with the models, and the lack of high-resolution infrared spectra, it appears that we are at last converging on a temperature scale for low-mass stars.
Derived Radii and the H-R Diagram
Having determined T eS , we are able to determine the radius for each star, knowing its distance and the model flux to observed flux scaling factor (the dilution factor). The uncertainty in radius due to the ±5% deviation in the scaling factor between wave bands is 2%; hence, the uncertainty in our radii determinations range from 2% to 20% when the parallax error is included. Table 7 gives the derived radii and their uncertainties.
We can check that the radius and effective temperature are consistent by calculating the value of the radius implied by the observed luminosity (Table 6) No. 1, 1996 IR SPECTRA OF the uncertainty in R is dominated by that in 7^ and is ~9%. We found that the two derivations of stellar radius gave values that agreed to within ~6%, although the radius determined from luminosity and T eS was larger in every case. This systematic difference is worrying, but the agreement between the values of the dilution factor at different wave bands, and the fairly good consistency between luminosity, temperature, and radius, gives us some assurance that there are no large errors in our model fitting. Figure 18 plots radius against T eff for the stars in our sample and also shows the theoretical relationship for stars of given mass and metallicity as calculated by Baraflfe et al. ( 1995 ) Unresolved multiple systems can appear to have too large a flux-derived radius for their T eff ; an equal component pair would have a radius too large by a factor of 2 1 /2 . The locations of the spectroscopic binaries G1 206, G1 268, and G1 129 are indicated by "(SB)" in Figure 18 , and that of G1 65AB is marked "(B)."
In Figure 19 we plot the stars on an H-R diagram, using the bolometric luminosity determined in § 6.3 and the temperatures determined above. We show as a short dashed line the main-sequence locus from the The Baraflfe et al. structural models use an earlier version of the AH model atmospheres, and they will be upgraded in the near future: this may alter the location of the isochrones in Figure 19 . However, there is excellent agreement between the models and our luminosity and temperature values for all the stars in our sample, including the metal-poor stars and the hotter solar metallicity stars for which errors in the molecular 142 opacities are less important. The temperatures derived in this work, which are hotter by around 100 K than the earlier Berriman & Reid values, and the new structural models calculated by Baraffe et al. which predict values of cooler by around 200 K, appear to have resolved the long-standing discrepancy in the H-R diagram for low-mass stars.
CONCLUSIONS
We have presented red and infrared spectra and photometry for 16 low-mass stars. We have identified spectral features shown in the data, and we have been very careful in our data reduction and flux calibration. We derive bolometric luminosities and corrections for the stars; the results support earlier work on disk stars, but there is evidence that halo stars have a different relationship between bolometric correction and color, as expected theoretically.
We estimate mass, surface gravity, and metallicity for the stars in the sample based on photometry alone. We are not able to spectroscopically constrain these parameters given the low resolution of our spectra and the remaining uncertainties in the atmospheric models. Although the derived 7^ values (and hence radii) are relatively insensitive to choice of metallicity and surface gravity for this sample, the spectra and derived radii and Teff values are consistent with the photometric estimates.
The synthetic spectra generated by the new model atmospheres used in this work (calculated by Allard & Hauschildt) give repeatable values for stellar effective temperature and radius at all the /, 7, //, and K wave bands. For 3700 K > T eS > 2700 K, the discrepancies between the observed and synthetic spectra are now typically at the 10% level, except for wavelengths shorter than 0.7 ¡im where the discrepancy is worse. This is a marked improvement over earlier generations of model atmospheres. These new models include various enhancements over those published in AH95a, but the key to obtaining selfconsistency between the strength of the various molecular bands was line-by-line treatment of the important molecular opacities and use of depth-dependent line profiles with a microturbulence velocity parameter equal to 2 km s -1 . Despite the remaining discrepancies, we have been able to determine effective temperatures with an accuracy of around 150 K.
The new values of r eff derived in this work are about 100 K hotter than the earlier Berriman & Reid temperature scale. This result, combined with the new structural models for lowmass stars by Baraffe et al. ( 1995) , which calculate temperatures cooler by about 200 K than earlier models, has resolved Vol. 104 the long-standing discrepancy between theory and observation in the H-R diagram. Observational and theoretical radii and temperatures now show reasonable agreement; furthermore, the expected dependency on metallicity is seen in our determinations of luminosity, temperature, and radius. The location of low-mass stars in color-magnitude diagrams can finally be interpreted in terms of evolutionary models.
There are still improvements to be made, both in the models and in the observations. There are important opacity sources for which laboratory data are badly needed: oscillator strengths for hydrides, and vanadium oxide, for example. Infrared spectra of more stars, at higher resolution, and including in particular more metal-poor stars, are required so that we can determine a more accurate effective temperature scale. Such work is in progress by this group and others, and we can look forward to continuing improvements in our understanding of these faint objects.
