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 ［ii］ ランダムボンドXYスピンモデル
 （1）式においてスピンS｛がXγ平面上の単位ベクトルである場合はXrモデルと呼ばれる．ここで
は構造は正方格子，相互作用は最近接格子点間のみ，んが一∫または十∫（∫＞0）のいずれかの値を各
ボンドごとにランダムにとるものとする．ISingモデルはスピングラスのモデルとしてかなり調べられて
きたが，スピンが連続値をとるxγモデルではあまり調べられていない．
本研究は統教研・昭和60年度共同研究24にもとづくものです．（共同研究者：阪大・川村 光氏）
                順位のグラフ解析法
                                馬  場  康  維
順位データを解析するためのグラフ的な方法について述べる．
m人の判定者が々個のアイテムにつけた順位が以下のように与えられているものとする．
                  兄1，見。，…，見左
                  兄1，沢。。，…，沢。左
足、1，R、、・，…兄、左
ここでRm3は判定者mによってアイテムノにつけられた順位を表わす．
 （札1，R刎。，…，Rm島）は1，2，…，后の置換の一つである．m人の判定者によってアイテムノが順位mと
される頻度を尤mとすると，＾十カ・十…十ん：mである．
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1
図、順位グラフの例：楕円はHo1力腕＝1／々
  に対する有意水準5％の棄却限界を表
  わす．
 かm＝ん／mとおき，順位mに対応する角度をθ。＝（m－1）π／（々一1）で定義する．ベクトル
                Xj刎＝（カゴ刎COSθ刎，力jm Sinθ榊）
を順に連結することによってアイテムに与えられる順位の頻度分布が図示できる．
 合成ベクトル
                    心＝Σx〃
をアイテムベクトルと呼ぶ．
                  φ戸ar9（エゴ），〃戸1xゴ1
とすると，φj，〃jはそれぞれアイテムに与えられる順位の平均，一致度を表わす．アイテムベクトルを
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描いたグラフを順位グラフという．
 一つのアイテムに注目しそのアイテムベクトルをxと書くことにする．
                    x＝（n，o）
とすると，（m，o）の分布に対して次の定理が成り立つ．
 「定理」 ∫1，ヵ，…，∫左を多項分布
                       m！               力（ハ， ，∫由）＝    〃 紗                      〃…∫々！
に従5確率変数とする．
 θm＝（m－1）πノ（々一ユ）とし，
               1          1              m二一Σ∫椛COSθm，0＝一Σ∫棚Sinθ棚               m               m
と置くと（m，o）の漸近分布は平均
                 μ1＝（ΣCm加，Σ∫刎加）
分散共分散行列
丸一÷［書；練；1二11一
を持つ正規分布である．ここで
                  Cγ＝COSθγ，∫τ二Sinθr
                 σγs＝n力、δ、8－m力τ力8
である。
 この定理を利用することにより
                H。：力戸1／々（m＝1，2，…，々）
を仮定したときの等確率曲線を順位グラフ上に描ぐことができる．
             多項式回帰における予測量の構成
                                川  合  伸  幸
 回帰関数が次数K－1の多項式で表わされ，真の次数（order）は，高々K－1であるという設定の下で
の予測関数の構成の問題を取り扱う．多項式回帰モデルは標準的な回帰モデル
               ツ＝Xβ十ε，ε～N（0，σ2∫）
               ηx1  ηxπ Kx1  〃xエ
               ペ∵／
で表わされる．
 さて，考察する予測のクラスを
（1）
とする．
！瓜1ん一仏舳；紅一1，・・貞・・1，／一い・・，・一1／
このクラスはX’X＝∫のときβに事前分布N（0，σ2W一’），W＝diag（肌，…，肌）を仮定して
