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ABSTRACT 
This paper shows how the likelihood ratio for testing the equality of two 
variance-covariance matrices decomposes asymptotically into two separate tests, one 
for equality of the latent roots or eigenvalues, and the other for equality of the 
eigenvectors. The decomposition develops from the role of the orthogonal group and 
its related Lie algebra in multivariate normal theory. 
1. INTRODUCTION AND OUTLINE 
In multivariate statistics, likelihood ratios tend to test several hypotheses 
at once, all embodied in the original null hypothesis, and discrepancies in any 
one can cause rejection of the whole. If the null hypothesis is rejected, one 
might wish to see just which factors are “to blame.” By utilizing the 
Liegroup structure of the orthogonal group O(m), it has been found possible 
to partition the likelihood ratio for testing equality of two population Wishart 
matrices into separate components. 
*This paper was originally written in the mid-seventies while the author was a graduate 
student at the University :f Adelaide, South Australia, working under the supervision of 
Professor A. T. James. Funding for this research came from the National Research Council of 
Canada, and the University of Adelaide. Revisions were made in 1989. The author would like to 
thank the referee for a careful review and insightful comments. 
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That is, suppose S, and S, are two observations from the Wishart 
populations W(n, m, 2,) and W(n, m, Z,) respectively, with the same di- 
mension, m, and degrees of freedom, n, and one wishes to test the null 
hypothesis, Ha, that Z, = Z,. This is equivalent to testing that both the 
eigenvalues and eigenvectors are identical. In Section 2 the likelihood-ratio 
test for Ho is shown to separate into two parts, one dealing with equality of 
eigenvalues (latent roots), the other with equality of eigenvectors or orienta- 
tions, so that, at least approximately, the two subhypotheses can be tested 
independently. 
The test for equality of roots is then further partitioned to test the 
hypothesis that the roots of one matrix are in the same proportion as the roots 
of the other. These results are then applied to some data from Jolicoeur and 
Mosimann (1960) simply to demonstrate the tests. A discussion of corrections 
for unequal sample size is contained in the appendix. 
2. PARTITIONING THE LIKELIHOOD RATIO 
Consider the following situation: 
S, - W(n,m, C,), S, - W(n, m, 2,). 
Then the maximum-likelihood estimate (m.1.e.) for 2, is S,, and for Z, is S,. 
But under Ho: 2, = 2, = 2, the m.1.e. of Z is (S, + S,)/2, and the 
likelihood-ratio criterion X for testing Ho is 
[see e.g. Anderson (1958)]. Make the substitutions 
S, = H,L,H;, H,,H,EO(~) 
S, = H2L2H2’, L,, L, diagonal (latent roots), 
where L, and L, are ordered in decreasing order of magnitude, so that H, 
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and H, are determined uniquely. So A’/” becomes 
xl,” = (det H,L,H;)“2(det H2L2HL)1’2 
det 
H,L,H;+H2L2H2' 
2 
(det L,)1’2(det L2)1'2 
= 
det H; det 
H,L,H;+H2L2H2' 
2 
det H, 
sincedetH=lVHEO(m) 
(det L,)“2(det L2)1'2 
= 
ww2)+(H;H2)L2 
(2) 
2 
Under the null hypothesis, we expect H, = H,, so H;H, = I, the m X m 
identity matrix. However, once in the neighborhood of the identity, we can 
start to apply Lie-algebra approximations to group members, via the expo- 
nential map, exp. Briefly, to each Lie group G we associate its Lie algebra 9, 
which is essentially the tangent space to the group at the identity, e. 
Furthermore, in the neighborhood of the identity there exists a one-to-one 
map, exp : 9 + G. To each g E G near e, there is associated an X E 3’ such 
that exp( X) = g. If G also happens to be a matrix Lie group, then exp 
becomes simply the regular exponential-function map: 
exp(X)=Z+X+iX2+ .f* 
[see e.g. Chevalley (1946)]. 
Now O(m) is a matrix Lie group, and its Lie algebra is the space of 
m x m skew-symmetric matrices. Let 
t i 
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where the diagonal terms are identically zero, and xi j = - x ji. Then 
i . . . 
H;H, = exp( X) = 
i ... - xij 
. . . 
'ij 
. . . . 
. . . 
3 
. . . 
where we take the first few terms of the series, and ignore off-diagonal second 
powers, since these only add higher-degree terms to the determinant. We 
shall denote this approximation to H/H, by H*. 
One problem with this approximation is that the further fZ;H, is from I, 
the worse the approximation may become, and this has nothing to do with 
the sample size n. However, over fairly broad regions of O(m) this approxi- 
mation should be reasonably good. In actual practice, when the xii are 
estimated, one can check the accuracy by seeing what effect the change from 
H;H, to H* has on X. Appreciable changes would make one more cautious 
about drawing definite conclusions. 
Also, put 
L,= 
kn 1 > L,= 
-Pl 
P2 
l 1. PVl 
Making these substitutions in (2), one obtains 
IlTl(kiPi)1’2 
“‘” 3 (i)“det(L,H*+ H*L,) . 
The denominator, when expanded out, dropping all terms in the xij’s of 
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degree greater than two, becomes 
m Ici+p, 
det( L,H* + H*Ls) = 2” n 2 +2”-2 c xfj( ki 
i=l i<j 
This can be seen by noting that the dominant diagonal terms are 
605 
kj)(Pi - Pj> 
and the off-diagonal terms are xij(ki + pi) [i.e., the skew-opposite term is 
- xij(k j + pi)]. So there are no terms of degree 1 left in the expression, the 
only terms of degree 2 from the diagonal are of the form 
and the squared offdiagonal terms are 
The third-degree terms would be almost nonexistent, even if more terms 
had been included. None would arise from the diagonal, since X3 has zeros 
along the diagonal in any case, and off-diagonal terms in X3 would add only 
higher-degree terms to the determinant. Terms of degree 2 in the off-diagonal 
elements, which were also omitted, would only add terms of degree 4 or more 
to the determinant. However, some cubic terms do arise, of the form 
Xi,j,Xi2j,Xi,j3[ (kil + Pj,)(ki,+ Pj,)(ki,+ Pj,) 
which tend to cancel each other out, at least under H,,. 
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Also, to simplify somewhat, let 
1, + d, 0 
L, = h+d, 
. . 0 L+dm 
l,-d, 
L, = L-d, 
0 
as a way of representing differences between the sample roots. Making these 
substitutions, the likelihood becomes 
)p” ‘- 
ny!=,(Zf - d$" 
rI:,llZi + $cicjx;j(ki - kj)(Pi - pj)(zlz2.. . 1,) ’ 
where (II, 1, . . . I,)’ denotes the product of all l’s except li and lj. Dividing 
through by LIZ, gives 
2 l/2 
fIl 1-g 
i i 
l+ 1 c xl,(ki-lkj)tPi-Pj) ’ 
4 i<i ” 1,1, 
we 
Using the asymptotic result that 
- 2logX - X2m(m+1),2~ 
see that for small di, xii, 
nxFj( ki - kj)(Pi - Pj) 
a 
21,1, - X2,(*+ 1),2’ 
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Asymptotically then, we can use 
as a test for equality of the latent roots, and 
c nxFj(ki-kj)(Pi-Pj) 2 
2z,z, - X,(,-1)/Z i<j 
607 
(3) 
(4 
as a test for equality of the eigenvectors. 
This decomposition can be justified as follows. Asymptotically, under the 
hypothesis that the roots (but not the eigenvectors) are identical, we have 
ki - A’( Ai,2&‘n), pi - N(Xi,2A;/n) 
[see e.g. James (1966) p. 2221. Estimating Xi as (ki + pi)/2 = Ii gives 
asymptotically 
or 
Similarly, if the eigenvectors (but not the roots) of Z, and Z, are the same, 
say the column of H, then 
. . . 
H,H’ = 
- Yik 
. . . 
Yik 
‘ik 
. . . 
. . . 
3 
608 
where 
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Yij - N 0, 
i 
XiXj 
n(k,-kj)(hi-Aj) j, 
zij - N 0, 
ui uj 
n(Pi - Pj)("i - 'j) i 
for Xi the roots of Z,, ui the roots of Z, [see e.g. James (1969)]. Also, 
1 . . . l-;cjx,“i . . . Xik . . . 
- (Yik - ‘ik) 
So under H,, yij and zij are identically distributed, and our 
i 
2(1izj> 
‘ij- N O7 qpi - Pj)(ki - kj) 1 
is a neat amalgam of the two variance estimates, giving asymptotically 
“x,,(Pi-Pj)(ki--kj) 
2 ‘J lilj - XB. 
The eigenvector terms are interesting, in that they show quite clearly the 
effect of close sample roots, which cause our information to be reduced 
drastically as the sample roots become closer. That is, the closer two sample 
roots become within a sample, the harder it becomes to say anything about 
their respective eigenvectors. This is precisely what one would expect to 
happen, since equal eigenvalues mean that the respective eigenvectors are 
any unit vectors within a subspace. 
Now suppose one wishes to test whether discrepancies between the roots 
take the form of a simple scalar difference, that is, l?r = kr, for some 
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unidentified scalar k, where Ii is the diagonal matrix of eigenvalues of Zi. 
This would mean that in the representation of Z, and 2, as hyperellipsoids, 
namely x’C,x = 1 and ~‘2s~ = 1, the two objects would be similar, in the 
geometric sense, although perhaps in different orientations. The same orien- 
tation or eigenvectors would then mean that 2, = kZ,. 
A further decomposition of the root statistic yields such a test. If we form 
new variables ( yi) from the old (d i/Zi) via 
di/Zi =~ilyl+ UizY2 + . . . + UimYm, 
where A = (aij) is composed of mutually orthogonal row vectors, then 
Any A gives a new partitioning of 
However, if we require ail = u2i = . . . = a,, = 1, then yi becomes a mea- 
sure of a scalar difference in root structures, the other yi’s recording any 
other deviations present. For, 
if 
Zi + di 
- = k Vi then 
s_ k-l 
li-di ‘i 
--=yi Vi. 
k+l 
So asymptotically, 
(5) 
if the only difference between the root structure is one of scalar size, and 
n 
i I fJ (uj1)2 y,2=nmy~-x~ j=l 
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if k = 1. More simply, 
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so we have 
Notice that the first column of A is set equal to one for convenience. Any 
constant would do, with the weights in (5) and (6) correspondingly adjusting 
themselves in the sum of squares to give the same values. 
3. DATA ANALYSIS 
Jolicoeur and Mosimann (1960) measured three variables on 24 male and 
24 female species of Chrysernys pictu marginata (painted turtles). The 
resulting variancecovariance estimates were 
S,= 
s, = 
451.39 271.17 168.70 
* 171.73 103.29 1 (female), * * 6.65 
138.77 79.15 
* 50.04 21.65 (male), * * 37.38 1 11.26 
with n = 23, m = 3. 
Testing H,: Z, = Z,, the likelihood-ratio test becomes 
X= = (0.5699)? 
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Using the asymptotic X2 test, we obtain 
- 210g A = 25.8 - Xz 
and thus easily reject H,. However, it was thought that perhaps this result 
was caused basically by unequal root structures, and in an attempt to test 
this, the previous decomposition was found. 
We have 
where 
0 
0 H;, 
2.857 I 
0 
0 H;, 
1.103 1 
.8126 - .5454 - .2053 
.4955 .8321 - .2493 
.9464 
1 .8401 - .4876 - .2376 
H, = , 
1 
4919 .8695 - .0449 
.2285 - .0792 .9703 1 .3068 .1009 
H,= 
and 
H;H,= 
.9966 .01033 .08227 
- .02587 .9814 .1901 
- .07878 - .1916 .9783 
The matrix X such that 
exp( X) = HiH, 
was estimated by simply taking the averages of the absolute values of the 
off-diagonal elements. This gives 
.01810 .08053 
0 .19081 
- .19081 0 1 
. 
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This was checked against the matrix log expansion: 
logH;H,=(H;H,-I)-~(H;H,-z)2+~(H;H,-z)3 
-:(H;H,-z)4+ .*., 
where less than 1% difference was recorded between corresponding terms of 
X and log H/H,, using the first four terms of the expansion. So the extra 
work involved in evaluating log H;H, seems unnecessary. 
Substituting 
.01810 .08053 
.9814 .19081 
- .19081 .9783 1 
for H;H, in the likelihood ratio causes negligible change to A. Even less 
change is caused by neglecting xii terms of degree greater than two in the 
determinant expansion of det[(S, + &J/2]. For from the sample roots, one 
calculates 
1, = 437.85, d, = 242.55, 
1, = 5.094, d, = 1.408, 
1, = 1.980, d 3 = 0.877, 
and with these one can calculate the following approximations: first 
s,+s2 
det 2 ~ = det 
L,H;H, + H;H,L, 
2 
= 5561, X = (0.5699)23; 
then 
det 
L,H* + H*L, 
2 
= 5574, A* = (0.5686)23; 
finally 
1,&J,+ c ~(ki-kj)(pi-pj)~,=5,577. A** = (0.5683)23. 
i<j 
s#i,j 
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Testing for equality of the roots first, using (3), we have 
c 2 = 23(0.3069+0.0764+0.1962) = 13.33 - & 
I 
which can also be rejected at the 0.5% level. Then using (4) to test for 
equality of the eigenvectors gives 
c ~x,,(ki-kj)(Pi-Pj) 
2 'I 
= ~(0.01897+0.98416+0.03399) = 11.9 - x;. 
i<j 
1,1, 
This can be rejected at the 1% level, so we reject the idea that the 
eigenvectors are the same. There seem to be minor but significant differences 
between them which turn up as loss of orthogonality between the first and 
third eigenvectors of the two matrices. 
A simple preliminary calculation would have indicated what was going 
on. For the numerator of X1/” contains the latent-root part of the analysis, 
and the’denominator the eigenvector part. On dividing through by 1,1, . . . l,, 
both terms would be one if S, = S,. In this example 
det S 1/2 det 1 S ‘I2 2 
~1~263 
= 0.7177 
and 
v24 
= 1.2593. 
The two deviate from 1 by comparable amounts, so they contribute roughly 
the same amount to the rejection of Ha. This seems in itself to give a rather 
quick look at what is happening. 
At this point, it was thought that perhaps the root differences 
accounted for by a scalar size factor, and the earlier-described 
devised. In this case the matrix 
could be 
test was 
614 
will suffice, with 
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= 3nyF + 6nylt 2nyt 
The equations 
: = F aijyj 
1 j=l 
are 
0.5540 = y1+ yz + Y3’ 
0.2764 = y, + ~2 - ~3, 
0.4430 = y, - ZY,, 
with solution y, = 0.4244, y2 = - 0.0092, and y3 = 0.1388. Actually, Y, is the 
only value we require, with 
2 
= 12.43 - x;, 
which can be rejected at the 5% level (i.e. the scale factor is not l), and 
6ny,2 + 2nyl = 13.33 - 12.43 = 0.90 - ~22, 
which provides good support for our hypothesis. 
4. CONCLUSION 
I hope that this decomposition and the resulting tests will prove to be 
useful in applied work, and particularly in exploratory data analysis. More 
work remains to be done to check on convergence and asymptotic properties, 
and to investigate the test properties when part of the null hypothesis has 
been rejected. I suspect that the tests are quite good, but would like to see 
more evidence to support this. However, the above work is possibly more 
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important and interesting for the light it sheds on the internal group 
structures at work in multivariate statistics. 
APPENDIX. CORRECTIONS FOR UNEQUAL SAMPLE SIZES 
If S, - W( n,, m, 2,) and S, - W( n2, m, Z,), then the likelihood-ratio test 
for HO:Z,=Zz is 
det S;ll/’ det $,‘z/~ 
x= ,,,i niS;S;:“‘) n,;n, . 
When the analogous calculations are done, several extra terms which are 
functions of n, - n2 remain, together with the correction terms one would 
expect. For the root test we obtain the value 
provided 
is small compared with it. For the eigenvector test 
c ..( n1n2 c-j ~ (Zi - Zj)” 
i<j n1+n2 1 lili 
- X”,(m- 1),2 
provided 
is small. 
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