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L'imagerie panoramique permet d'élargir le champ visuel restreint des caméras stan­
dards. La reconstruction 3D d'une scène peut se faire à l'aide d'une ou plusieurs 
images panoramiques. Afin de reconstruire une scène en trois dimensions à partir 
d'images panoramiques, plusieurs méthodes existent. Dans ce document, nous nous 
intéressons à l'utilisation du flou comme indice de profondeur. Plus précisément, nous 
nous intéressons à la différence de flou proposée par Ziou et Dcschcncs en 1999 sur 
des images saisies à l'aide d'une caméra panoramique rotative à bande. Dans un pre­
mier temps, nous effectuons l'analyse du modèle de formation du flou d'une caméra 
rotative à bande et proposons une adaptation du modèle de formation d'une caméra 
standard dans le cas d'images formées à l'aide d'un capteur linéaire en rotation. Ce 
modèle adapté est ensuite utilisé pour modifier l'algorithme de reconstruction 3D par 
différence de flou de Ziou et Deschênes dans le cas d'images panoramiques capturées 
à l'aide d'une caméra rotative à bande. Nous montrons que cette adaptation nous 
permet d'obtenir, à partir d'images panoramiques, des résultats similaires à 98% à ce 
que donne l'algorithme de reconstruction original sur des images non panoramiques. 
Mots-clés : vision artificielle, reconstruction 3D, différence de flou, imagerie pano­
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Introduction 
La reconstruction complète d'une scène en trois dimensions trouve de plus en plus 
d'applications. Elle est notamment utilisée au cinéma afin de construire virt uellement 
une scène difficile d'accès pour, par la suite, y mettre des acteurs réels ou virtuels [31]. 
Elle est aussi utilisée dans le domaine culturel, par exemple pour la visite virtuelle de 
musées, de sites historiques ou de maisons [45]. La reconstruction se fait à l'aide d'une 
ou plusieurs images prises à l'aide d'une ou plusieurs caméras. Malheureusement, 
l'information tridimensionnelle de la scène devient implicite lors de 1a. formation de 
l'image, complexifiant ainsi la reconstruction. Toutefois, il existe plusieurs indices 
de profondeur qui peuvent être utilisés afin d'estimer cette information. Plusieurs 
chercheurs se sont inspiré du système visuel humain afin d'estimer la profondeur de 
la scène. Ce modèle utilise principalement la disparité binoculaire comme indice de 
profondeur. Bien qu'efficace, ce système comporte plusieurs limitations, par exemple 
l'utilisation de deux caméras possédant chacune un point de vue différent de la scène. 
Il existe plusieurs autres indices de profondeur, dont certains sont monoculaires. Parmi 
ceux-ci, nous retrouvons le mouvement '75, 76, 88], l'ombrage [62], les textures [25]. 
l'occultation [16], la perspective [51], l'interaction avec le milieu [43] et le flou [89]. La 
nature de leurs limitations se trouve dans la composition de la scène. Par exemple, 
1 
INTRODUCTION 
l'utilisation de l'interaction avec le milieu comme indice do profondeur peut être 
appliquée généralement à une scène extérieure [43]. 
L'utilisation du flou possède plusieurs avantages, par exemple la simplification de 
la mise en correspondance de chaque pixel d'une image. La région de recherche d'un 
correspondant pour un pixel est plus petite, car seul le déplacement de l'axe optique 
lors de la mise au point doit être pris eu compte si la caméra reste fixe [14]. La mesure 
du flou se fait sans l'aide de matériel supplémentaire, par exemple un laser. De plus, 
l'estimation de l'information de profondeur à l'aide du flou est beaucoup plus stable en 
présence d'occultations [65]. Malheureusement, le flou possède plusieurs limitations. 
La scène à reconstruire doit être texturée. car le flou se mesure principalement sur 
les contours. De plus, l'imprécision de la mesure du flou sur des scènes situées h une 
profondeur très élevée fait en sorte que ces dernières sont difficile à reconstruire en 
3D à l'aide du flou [89]. 
Afin d'obtenir la quantité d'information nécessaire à la reconstruction d'une 
scène complète, l'utilisation de l'imagerie panoramique s'impose. En effet, cette 
dernière permet l'acquisition d'images possédant un champ visuel beaucoup plus 
grand que ce que nous retrouvons en imagerie standard. Nous nous intéresserons 
plus particulièrement au mode de formation panoramique d'une caméra à bande 
rotative. L'intérêt de ce type de caméra réside dans le fait qu'elles permettent, la 
génération d'images de très haute résolution, et ce, dans des temps de l'ordre de la 
minute. De plus, les coûts de production d'une image à l'aide d'un capteur linéaire 
sont moindres que les coûts de production d'une image à l'aide d'un capteur standard 
de même qualité. Par contre, ce type de formation soulève plusieurs problématiques. 
Par exemple, le modèle de formation du flou bien connu en imagerie standard doit 
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être adapte dans le cas d'images acquises à l'aide de ce type de caméra. Ceci veut 
dire que les algorithmes de reconstruction 3D par le flou ne peuvent pas être utilisés 
directement. Dans ce mémoire, nous analyserons le lien qui existe entre l'imagerie 
panoramique et l'utilisation du flou pour le calcul de la profondeur d'une scène. Plus 
précisément,, nous explorerons le modèle du flou d'une caméra panoramique rotative 
à bande et son impact sur la reconstruction 3D par différence de flou. 
Au chapitre 1. nous étudions ce qui a précédemment été fait dans les domaines de 
la formation d'images panoramiques, de la reconstruction 3D et de la reconstruction 
3D par différence de flou. Nous voyons les différents avantages et inconvénients liées 
à l'utilisation de l'imagerie panoramique ainsi qu'à l'utilisation de la différence de 
flou pour la reconstruction 3D de la scène. Au chapitre 2, nous faisons l'analyse 
de la fonction d'étalement d'un point. Nous étudions son origine ainsi que son lien 
étroit avec la formation du flou dans les images. De plus, nous voyons les différentes 
méthodes de reconstruction 3D par le flou et plus précisément par différence de flou. 
Nous explorons l'algorithme de reconstruction par différence de flou proposé par 
Ziou et Deschênes [89]. Au chapitre 3. nous proposons une adaptation du modèle de 
formation du flou dans le cas d'un capteur linéaire en rotation autour d'un axe. Nous 
étudions son impact sur la reconstruction tridimensionnelle par différence de flou et 
proposons une adaptation de l'algorithme de Ziou et Deschênes dans ce cas particulier 
de formation d'image. Ensuite, au chapitre 4, nous analysons expérimentalement le 
modèle proposé à l'aide d'une caméra à bande rotative Panoscan MKS. De plus, 
nous explorons les résultats de l'adaptation de l'algorithme de Ziou et Deschênes 
afin de prendre en compte l'adaptation du modèle de formation du flou proposé. 
Finalement, nous effectuons un retour sur les avancées que propose ce mémoire, puis 
3 
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nous concluons sur différentes avenues possibles pour de futurs travaux. 
4 
Chapitre 1 
Reconstruction 3D par imagerie 
panoramique 
1.1 Formation d'images panoramiques 
Il existe plusieurs méthodes qui permettent la formation d'images panoramiques. 
Nous pouvons les classer en deux grandes familles, soient les systèmes logiciels et les 
systèmes matériels. Cette classification permet de séparer les systèmes panoramiques 
pouvant être utilisés à l'aide de caméras standards, des systèmes nécessitant du 
matériel plus spécialisé, par exemple un capteur linéaire. 
1.1.1 Systèmes logiciels 
Les méthodes de formation d'images panoramiques logicielles consistent en une famille 
d'algorithmes permettant la création d'une mosaïque d'images. Le terme mosaïque 
désigne ici une image formée de plusieurs imagettes. Ces algorithmes prennent en 
5 
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FIGUKK 1.1 - Panorama par mosaïque. Tmage tirée de Peleg et Hernian [58] 
FIGURE 1.2 - Changement d'illumination de Brown et Lowe [63]. 
entrée une série d'images possédant entre elles des zones de recouvrement. La création 
du panorama se fait en superposant ces dernières (figure 1.1). L'application des 
techniques de mosaïque d'images en imagerie numérique a été rendu populaire par 
Szeliski et Shuni en 1997 [77 . La formation d'images par mosaïque permet la création 
d'un panorama sphérique complet (360°) [0]. De plus, ces panoramas peuvent être 
construits à l'aide de caméras standards [9], Malheureusement, la formation d'images 
à l'aide de ces techniques s'avère un processus complexe. En effet, ces méthodes 
requièrent un calibrage et une synchronisation préalable. Plusieurs images impliquent 
nécessairement plusieurs points de vue et la mise en correspondance des zones de 
recouvrement peut s'avérer un problème difficile à résoudre, par exemple dans le cas 
où l'axe optique ne se trouve pas à la même hauteur sur toutes les images [63]. De 
plus, cette technique est sensible aux changements d'illumination, comme le montre la 
figure 1.2. Aussi, les algorithmes de création panoramique par mosaïque sont sensibles 
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FIGURE 1.3 - Fantômes. Image tirée de Rebière [63] 
au mouvement présent dans la scène. Ce phénomène peut entraîner la présence de 
"fantômes" dans l'image reconstruite. On appelle fantôme un objet que Ton retrouve 
en une ou plusieurs instances dans l'image fusionnée et qui ne devrait pas s'y retrouver 
plusieurs fois. La figure 1.3 présente un tel phénomène. Ceux-ci peuvent être produits 
par du mouvement ou encore des erreurs d'alignement. Ces dernières peuvent être 
évitées en utilisant le flot optique, par exemple par la méthode TAC (Topologie 
Algébrique Calculatoire) de Rebière [63]. 
1.1.2 Systèmes matériels 
A la différence des systèmes de formation par mosaïque, les systèmes matériels 
utilisent de l'équipement spécialement conçu pour la prise d'images panoramiques. 
La construction du panorama se fait dès l'acquisition et. non pas par un procédé 
subséquent, comme dans le cas des systèmes par mosaïque. L'utilisation de matériel 
spécialisé aide à réduire la charge logicielle nécessaire à la construction du panorama. 
7 
CHAPITRE 1. RECONSTRUCTION 3D PAR IMAGERIE PANORAMIQUE 
« 
£ 
i f  \ \  À 
FIGURE 1.4 - Effet œil de poisson de Bakstein et al [8]. 
Lentilles grand-angles 
La première classe de montage matériel utilise une caméra standard équipée d'une 
lentille permettant l'acquisition d'une image possédant un champ visuel supérieur à 
ce que les objectifs habituels permettent d'acquérir. Ces lentilles ont souvent une très 
petite longueur focale (6-8mm pour une caméra 35mm) [9] afin de maximiser l'angle 
de vue. La figure 1.4 montre un exemple d'une image prise avec une lentille grand-
angle nommée œil de poisson. Ce type de lentille permet l'acquisition d'un panorama 
complet en seulement deux ou trois images. Par contre, les lentilles grand-angles 
introduisent plusieurs types de distorsions dont la distorsion en barillet (figure 1.5). Il 
eu résulte une perte de résolution dans les régions très affectées par la distorsion [9]. 
Heureusement, la distorsion en barillet peut être corrigée à l'aide d'algorithmes prévus 
à cet effet, mais en introduisant des artefacts, par exemple des trous [54]. 
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FIGURE 1.5 - Distorsion 
en barillet. Tire de Wiki-
pedia [1]. 
Formation catadioptrique 
La deuxième classe de systèmes matériels consiste en l'utilisation de caméras 
catadioptriques. Ce type de montage utilise une caméra standard ainsi qu'un ou 
plusieurs miroirs. Le terme catadioptrique désigne la partie de l'optique qui détermine 
les directions que prennent les rayons lumineux après avoir subi à la fois une ou 
plusieurs réfractions et une ou plusieurs réflexions. Afin d'avoir une perspective 
géométrique correcte, il est important pour les miroirs de respecter la contrainte du 
point de vue fixe [9]. Cette dernière permet d'avoir une image prise d'un seul point de 
vue. Autrement, dit, la lumière incidente doit passer par un seul point dans l'espace. 
Seule la direction d'où provient la lumière peut varier. En respectant cette contrainte, 
chaque pixel du capteur image mesure l'irradiance de la lumière passant par le point 
dans une direction particulière. 
Le premier type de miroir utilisé dans les caméras catadioptriques est le miroir 
planaire. Ce miroir satisfait la contrainte du point de vue fixe. La figure 1.6(a) montre 
le schéma d'un miroir planaire. Malheureusement, le champ visuel de cette solution 
est très limité. Nalwa [52] propose une caméra respectant le point de vue fixe et 
9 
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imag® du po>n' da la &c«n» plan jrrage 
ouverture ptnhole p — (0. i:).. \ 




point de vue | ouverture ptnhole p 
(a) Miroir plan. (h) Miroir sphériqne. 
FIGURE 1.6 - Formation caladioptrique. Inspiré de [9]. 
utilisant plusieurs miroirs planaires. Cette caméra possède un champs visuel d'environ 
300° x 50° [9]. 
Le miroir sphérique est, après le miroir planaire, le plus simple et le plus intuitif 
des miroirs utilisés dans la construction de caméras catadioptriques. Il est possible de 
construire un panorama complet avec seulement deux images (2 x 180°). 
Malheureusement, la solution respectant la contrainte du point de vue fixe 
se trouve au centre de la sphère, comme le montre la figure 1.6(b) [9]. Cette 
solution est dégénérée. Il existe plusieurs autres types de miroir pouvant être 
utilisé dans les montages catadioptriques. Parmi ceux-ci, nous retrouvons les miroirs 
hyperboliques, ellipsoïdaux, coniques et paraboliques. Le lecteur intéressé par les 
montages catadioptriques trouvera plus d'informations dans l'ouvrage de Benosman 
et Kang [9]. 
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FIGURE 1.7 - Caméra à bande rotative. Inspiré de [9], 
Caméra rotative à bande 
La caméra rotative à bande est composée d'un capteur linéaire en rotation autour d'un 
axe, comme le montre la figure 1.7. Le paramètre r désigne la hauteur d'une cellule 
photosensible, y? est l'angle de rotation, Atp est le pas angulaire de rotation, l est la 
hauteur du capteur et / est la distance entre l'axe de rotation et le cylindre image. 
Le panorama complet est généré en juxtaposant les images linéaires ainsi acquises. 
Puisqu'il n'y a pas de zones de recouvrement entre les images linéaires déjà formées, 
ce mode de formation ne peut pas être considéré comme de la mosaïque d'images. 
La non-linéarité de la projection cylindrique introduit de la distorsion sur les lignes 
droites, comme le montre la figure 1.8. Par contre, à la différence des miroirs courbes, 
les zones affectées par la distorsion ne subissent pas de perte de résolution [9]. Les 
figures 1.9(a) à 1.10(b) illustrent la projection d'un point de la scène P = (x, y. z) en 
un point projetté P* — (x",y*,z*). La relation entre ces derniers est donnée par 
( x W , z l  =  ( — S = = , ± f O ,  o ) ,  
\ n ^ / z 2 ~ y 2  J  
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(a) Cercle de pro.jec- (h) Allure sinusoïdale sur cy-
tion sur plmi cylin- lindre déroulé. 
driqtii'. 
FIGURE 1.8 - Non-linéarité de la projection. Tiré de [64). 
(a) Cylindrique. (h) Cylindre déroulé. 
FIGURE 1.9 - Plan image. Inspiré de [64], 
où / représente le rayon du cylindre et 9 l'angle entre l'axe des 2 et le vecteur formé 
par le point de la scène P et le centre de la caméra. 
Ce type de caméra, avec la technologie courante, permet la génération d'images 
de très liante résolution, et ce, dans des temps de l'ordre de la minute. La résolution 
des images générées est supérieure à ce qu'il est possible d'atteindre à l'aide d'une 
caméra standard [9]. Par exemple, la caméra Panoscan MK3 est capable de produire 
des images possédant une résolution de 65535 x 9000 pixels. Malheureusement, 
la non-linéarité de la projection ajoute une complexité supplémentaire au modèle 
de formation d'image. Nous verrons que le recouvrement angulaire des cellules 
photosensibles lors de la formation d'image a comme conséquence qu'un pixel n'est pas 
représenté par un champ visuel carré. La figure 1.11 montre une image panoramique 
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(h) Vue de côté. (a) Vue de haut. 
FIGURE 1.10 - Relation entre un point, de la scène et sa projection. Inspiré de '64]. 
FIGURE 1.11 - Panorama cylindrique de Mahurangi. Tiré de [35]. 
construite à l'aide d'une caméra à bande rotative. 
Le lecteur intéressé par les méthodes de formations d'images panoramiques 
trouvera plus d'information dans les ouvrages de Benosman et Kang [9] ainsi que 
de Salomon [64]. 
1.2 Reconstruction 3D par imagerie panoramique 
L'imagerie panoramique est. depuis quelques années, un outil de plus en plus 
utilisé dans la résolution de problèmes complexes en imagerie standard, par exemple 
la reconstruction 3D complète d'une pièce réelle [19]. Comme nous avons vu 
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précédemment, ce type d'imagerie repousse les limites du champ visuel de l'imagerie 
standard en utilisant des lentilles, de l'équipement ou des techniques particulières 
maximisant l'angle de vue. Par exemple, la reconstruction 3D complète d'une scène 
peut tirer parti du grand champ visuel en limitant le besoin d'utiliser des algorithmes 
de recalage d'images ou d'objets 3D. Plusieurs méthodes provenant de l'imagerie 
standard ont été adaptées à l'imagerie panoramique. 
Parmi celles-ci, la stéréovision est certainement l'approche la plus populaire. Bon 
nombre d'auteurs ont adapté ces techniques à l'imagerie panoramique afin de pouvoir 
faire de la reconstruction 3D à partir d'une paire d'images stéréoscopiques prises 
à l'aide d'une caméra à bande rotative [12, 28. 36. 38, 39, 57, 60]. Généralement, 
les scènes reconstruites à l'aide d'images prises par une caméra à bande rotative 
sont très précises, car la résolution des images formées est beaucoup plus grande 
qu'en imagerie standard. En effet, la caméra Panoscan MK3 permet de produire 
des images possédant une résolution 46x supérieure à ce que les capteurs 4K 
standards permettent de produire. Pour plus de précision, certains auteurs comme 
Wehr [82] couplent une caméra à bande rotative avec plusieurs types de lasers. 
Ces derniers permettent une meilleure estimation de la profondeur de la scène. 
Le principe utilisé pour estimer la profondeur est celui du "LIght Détection And 
Ranging" (LIDAR) [34], Cette technologie trouve des applications dans des domaines 
tels que la foresterie [30]. D'autres auteurs se sont intéressés à l'adaptation des 
techniques de stéréovision sur des images prises à l'aide de systèmes optiques utilisant, 
des miroirs courbes [23. 28. 29, 50, 85]. Ces systèmes ont l'avantage de pouvoir 
acquérir très rapidement les images nécessaires à la reconstruction 3D, car leur très 
grand champ visuel permet d'avoir un panorama complet à l'aide de peu d'images. 
14 
1.2. RECONSTRUCTION 3D PAR IMAGERIE PANORAMIQUE 
Malheureusement, la résolution des images formées est souvent clos caractéristiques 
géométriques pouvant facilement être exploitées. 
Plusieurs auteurs se sont aussi intéressés à la reconstruction de scènes à partir 
du mouvement  d  une caméra  [75,  76 .  88] .  La  méthode présentée  par  Stre lovv e t  
al. [68] ne nécessite pas l'utilisation d'une caméra respectant la contrainte du point 
de vue unique. En effet, la méthode a été testée à l'aide de plusieurs caméras 
omnidirectionnelles. Leur méthode comporte deux étapes. La première consiste à 
l'extraction de points d'intérêt et d'en faire le suivi dans la séquence d'images. 
Pour ce faire, les auteurs utilisent la méthode de suivi de Lucas-Kanade [46]. 
La deuxième étape consiste à estimer le mouvement de la caméra à partir des 
résultats obtenus à la première étape pour ensuite obtenir une reconstruction 3D 
à partir du mouvement. Malerczyk et al. [47] ont développé une approche qui se 
sert du mouvement afin de reconstruire en 3D des scènes sportives. Leur méthode 
requiert l'intervention d'un humain pour faire la sélection de primitives servant à 
la reconstruction 3D. Ils utilisent des algorithmes de recalage afin de mettre en 
correspondance les images de la séquence, mais aussi des volumes afin d'avoir une 
reconstruction plus précise. Svoboda [75] a développé une technique d'estimation 
du mouvement basée sur une image panoramique acquise à l'aide d'un miroir 
hyperbolique. Les résultats expérimentaux démontrent que l'utilisation d'une image 
panoramique permet une estimation du mouvement deux fois plus précise que 
l'utilisation d'une image standard. En effet, il arrive souvent en imagerie standard 
qu'un objet en mouvement présent dans une scène quitte le champ visuel de la 
caméra. Ce problème est grandement réduit en imagerie panoramique, car le champ 
visuel des images formées est beaucoup plus grand. Zhu et al. [88] ont développé 
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une technique permettant la création d'une paire d'images stéréoscopiques à partir 
d'une caméra vidéo en mouvement. Ceux-ci utilisent, les méthodes de création 
panoramique par mosaïques d'images afin d'obtenir deux panoramas complets pour 
ensuite faire de la stéréovision. Bien que très utilisée dans le milieu de la compression 
vidéo [2, 10. 24, 26, 61, 79, 80, 81. 86. 87]. l'estimation du mouvement reste une 
problématique non triviale. 
Malheureusement, il est bien connu que ces méthodes souffrent de problèmes 
difficiles à résoudre comme la mise en correspondance de caractéristiques. De plus, 
l'occultation reste un problème lorsqu'on tente de faire une reconstruction 3D à l'aide 
de ces méthodes [6]. Plusieurs indices de profondeur, par exemple le flou, demeurent 
des avenues encore peu explorées par la communauté. Schechner et Kiryati [65] ont 
su faire un comparatif intéressant dans le cas d'images standards entre les techniques 
de différence de flou, de reconstruction au foyer et la stéréovision. Ils montrent que 
la différence de flou et la reconstruction au foyer peuvent souffrir des problèmes 
d'occultation, comme la stéréovision, mais qu'ils sont plus stables en présence d'un 
tel phénomène. De plus, ils mettent en évidence qu'en principe, les techniques 
de différence de flou et de reconstruction au foyer ne sont pas inférieures aux 
techniques de stéréovision et aux techniques basées sur l'estimation du mouvement. 
Les développements en imagerie standard exploitant le flou datent de 1987 [59]. Au 
meilleur de nos connaissances, leurs applications en imagerie panoramique n'a pas 
encore été explorées. 
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Reconstruction 3D par le flou 
Dans ce chapitre, nous nous intéressons aux méthodes de reconstruction 3D à partir 
du flou présent dans les images. Nous verrous Lout d'abord qu'il est possible de 
modéliser mathématiquement le flou à l'aide de la fonction d'étalement d'un point. 
Ensuite, nous explorerons le lien étroit qui existe entre le flou et la profondeur d'une 
scène. Nous verrons qu'il est possible d'utiliser le flou afin de faire l'estimation de la 
profondeur d'une scène. Plus précisément, nous étudierons ce qu'est la différence de 
flou et comment Ziou et Deschênes [89] l'utilisent afin de faire la reconstruction 3D 
d'une scène à partir d'images standards. 
2.1 Fonction d'étalement d'un point 
Dans cette section, nous définissons les principes de base de la fonction d'étalement 
d'un point. Nous verrons les différents développements mathématiques nous permet­
tant de modéliser cette fonction. 
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2.1.1 Origine et formation 
On appelle fonction d'étalement d'un point, la fonction modélisant l'étalement que 
subi un point (X, V, Z) de l'espace scène projeté sur un point (.r, y) G R2 du plan image 
en passant par une ou plusieurs lentilles. De cette définition, la fonction d'étalement 
modclisc mathématiquement la formation du flou d'une image. 
Soit I {x ,y ) ,  une image nette, et h(x ,y ) ,  la fonction d'étalement d'un point. 
L'image floue I\{x,y) est donnée par 
h(x ,  y)  =  ( I  *  h) (x ,  y ) ,  (2.1) 
où * dénote la convolution 59j. 
La fonction d'étalement- rend principalement compte de deux phénomènes phy­
siques. Tout d'abord, l'optique de la camcra contribue par une fonction d'étalement 
hop t .  Ensui te ,  les  é léments  du  capteur  impl iquent  une  fonct ion d 'é ta lement  h r e c t .  
La fonction d'étalement h(x. y) d'un système optique à lentille mince peut être 
décomposée comme suit [67, 83] : 
h(x :  y)  =  hopt ix ,  y )  *  K c c t (x ,  y ) .  
Détaillons les phénomènes. Tout d'abord, la nature ondulatoire de la lumière 
passant par une petite ouverture, par exemple dans le cas d'une caméra, cause 
un phénomène appelé diffraction. Ce dernier dépend entre autres de la longueur 
d'onde A (en nm). La fonction hopt(x, y) modélise aussi l'ouverture de la caméra. 
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FIGURE 2.1 - Fonction de Bessel Ji(.r). 
FIGURE 2.2 - Fonction d'étalement 
h o p t {x . , y ) .  r \  =  3.0u.  
Ces phénomènes d'un système à lentille peuvent être modélisés par l'équation 
h o p , (x .  y )  =  ( 2 •h(r i )  
r  1 
(2.2) 
où J \{x)  est la fonction de Bessel de premier ordre (figure 2.1) et 
ri = 7rr 
Â7: 
où f  est l'ouverture relative ("f-number") et 
r  =  y/ (x 2  + y 2 ) ,  
représente le rayon du disque d'Airv [67]. La figure 2.2 montre la carte de densité de 
la fonction d'étalement causée par l'ouverture (r\ = 3.Ou). Le choix du paramètre ri 
est arbitraire, choisi pour les besoins de l'illustration. 
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FIGURE 2.3 - Fonction d'étalement /wtU-,y) causée une cellule photosensible du 
capteur  {W x  = 0.5  f in i ,  W y  = l .û /mi i .  
L'échantillonnage do l'image se traduit par un étalement pouvant être exprimé 
par 
où W z  et W u  sont respectivement la demi-largeur et la demi-hauteur d'une cellule 
du capteur [67J. La figure 2.3 donne un exemple de la fonction d'étalement due à ce 
dernier  (W x  = 0.5/zm,  W y  = 
2.1.2 Modèle gaussien 
Subbarao et Gurumoorthy [72] nous montrent que puisque les lentilles sont de na­
ture imparfaite, la théorie des fonctions aléatoires [41] nous permet de considérer 
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tcrnativc simplifie grandement les calculs de la fonction d'étalement et donne des 
résultats semblables à l'utilisation du système à deux équations (2.2) et (2.3) défini 
précédemment [13. 27]. En effet, l'intensité des pixels d'une image A quelconque, 
formée à l'aide d'une fonction d'étalement définie par les équations (2.2) et (2.3), sera 
semblable à l'intensité des pixels d'une même image B formée à l'aide d'une fonc­
tion d'étalement, définie par une fonction gaussienne [83] en considérant fies cellules 
photosensibles carrées (Wx — IF,,). L'équation suivante représente un tel système : 
2.1.3 Flou et; profondeur de la scène 
La figure 2.4 montre le schéma d'un système optique à lentille mince pour un point P 
de la scène situé à une profondeur Zc. Posons F. la distance focale et D le diamètre 
d'ouverture. Pour le point situé à Zc, il est aisé de démontrer, à partir de relations 
trigonométriques, qu'un seul plan, situé à Zf, donnera ce point au foyer : 
Si le plan image est situé à une distance v ^ Zf,  P sera projeté sur une surface 
circulaire de rayon rfj appelé cercle de flou. Posons u la distance à partir de laquelle 
les points de la scène se projettent au foyer lorsque v ^ zf. Nous pouvons réécrire 
l'équation (2.5) par 
(2.4) 
1 _ 1 _ I 
v F u 
(2-6) 
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FIGURE 2.4 - Géométrie d'un système optique à lentille mince. 
Pentium! [59] déduit la relation 
F v  v  + F 
(h  = 
F v  
S 
v  + F 
si 7 r  > I L  
(2.7) 
/ 
si Z r  < U 
où f  =  représente l'ouverture relative ("F-number"). L'équation (2.7) montre la 
relation qui existe entre db et la distance entre le sujet dans la scène réelle et la 
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lentille Z c .  Le paramètre db est lié à la fonction d'étalement que nous avons vu être 
gaussienne d'écart-type a. Nous pouvons substituer a = k- db où k est une constante 
déterminée par les caractéristiques du système optique et pouvant être obtenue par 
calibration [69]. En isolant Zc dans (2.7) et en remplaçant, nous obtenons 
Fv 
v  -  F -  A" 1  fa  si Z c  > u 
Z c  — '  (2.8) 
Fv 
„ v  — F  — k" 1  fo  ^ Si Zc C U  
Cette équation montre la relation entre le diamètre du cercle de flou et la profondeur 
d'un point de la scène. Le flou est représenté par le paramètre a. Cette déduction 
nous indique que le flou présent dans une image nous donne de l'information sur la 
profondeur des différents sujets dans la scène. Ceci reste valide même lorsque l'image 
est formée à l'aide d'un capteur linéaire. 
2.2 Fonction d'étalement et reconstruction 3D 
Afin de partiellement résoudre les limit ations des techniques courantes de reconstruc­
tion mentionnées à la section 1.2, les chercheurs ont développé des méthodes utili­
sant le flou comme caractéristique afin d'estimer la profondeur d'une scène dans le 
cas d'images non panoramiques, soit la reconstruction au foyer et la différence de flou. 
Nous regroupons ces méthodes dans deux classes. 
Dans la première classe, on localise et utilise l'information ail foyer d'une suite 
d'images acquises en variant la distance entre la lentille et le plan image, la distance 
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focalc ou rouvcrture. Pour ctre utilisables, ces mcthode.s ont besoin d'un moyen de 
mesurer la quantité de flou présente dans une image afin de déterminer les points 
au foyer. A cet effet, Krotkov [42] a exploré différentes mesures de floues dans une 
optique de mise au point automatique. Ce dernier conclu que la mesure fournissant 
la meilleure information sur le flou est le Te.nengrad développé par Tenenbaum [78] 
et Schlag et al. [fifi]. Cette mesure est définie comme étant la magnitude fin gradient 
V/(:/;. y) pour chaque point de l'image. Plusieurs auteurs tels que Nayar [53], Subbarao 
et Tyan [74], Huang et Jing [37] et Aydin et Akgul [7] utilisent le Laplacien (ou une 
variante du Laplacien) comme mesure de flou optimale. Malik et Choi [48] proposent 
d'utiliser la fonction de transfert optique dans le domaine de Fourier afin de mesurer 
le flou. Selon Malik et Choi, cette méthode permet d'être beaucoup plus robuste au 
bruit présent dans les images. 
Subbarao et Choi [71] ont mis au point une méthode utilisant un nouveau 
concept appelé Focused Image Surface (FIS) permettant la reconstruction. Le FIS 
d'un objet est défini comme étant la surface formée de tous les points se situant 
au foyer de la caméra d'une séquence d'images. Asacla et al. [4] ont éliminé le 
problème de l'utilisation d'une fenêtre afin d'estimer le flou localement. Ces derniers 
proposent une méthode permettant d'approximer la quantité de flou à partir des 
contours d'une image. Asif et Choi [5] ont développé une méthode utilisant le FIS 
couplé à un réseau de neurones artificiels afin d'estimer la profondeur de la scène. 
Selon les auteurs, cette méthode permet d'avoir une estimation plus précise de la 
reconstruction. Malheureusement, ces techniques ont souvent besoin d'une grande 
quantité d'images afin d'obtenir des résultats satisfaisants [-53]. Elles trouvent des 
applications en microscopie [32, 49, 55, 56] et en vision artificielle [3. 42, 74], 
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Dans la deuxième classe de méthodes, on utilise directement la quantité de flou 
relative présente dans deux images afin d'établir une carte de profondeur ou encore 
faire une reconstruction 3D. Dans la prochaine section, nous verrons que ces méthodes 
utilisent la différence de flou afin de retrouver l'information 3D de la scène. 
2.2.1 Différence de flou 
Posons le cas de deux images h(x)  et /2(x). Nous considérons pour la suite que 
l'image Lzix) est plus floue que l'image Ii(x). Ceci est nécessaire afin d'avoir une 
reconstruction 3D cohérente par rapport à la profondeur réelle de la scène. Comme 
mentionné à la section 2.1, nous savons que les images floues sont le produit de la 
convolution entre une image nette et une fonction d'étalement gaussienne : 
où I (x )  est l'image nette de la scène et y a {x)  la fonction d'étalement gaussienne 
d'écart-type a. Par les propriétés de 1a. convolution et de la. fonction gaussienne. nous 
savons que I-i(x) peut être obtenue par 
h{x)  =  ( /  *  g a i ) (x )  et I 2 (x )  =  {I  *  g a 2 ) {x) ,  (2.9) 
I 2 {x)  =  (A * 9f i ) { x ) ,  (2.10) 
on 
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Le paramètre ,3 représente la quantité de Hou ajoutée à I \  ( . r )  pour obtenir I j (x)  et 
donc la différence de flou entre les deux images. Il existe une relation entre la différence 
de flou (0) et la profondeur (Zc) de la scène [89]. Ce lien s'exprime par 
et est obtenu à partir de (2.8). Le flou relatif est obtenu en variant la distance 
entre la lentille et le plan image par une quantité 5v. L'équation (2.11) montre 
que la profondeur de la scène peut être calculée à partir de la différence de flou 
(,3) et des paramètres intrinsèques de la caméra (F, /, v, Sv et k). Puisque les 
paramètres intrinsèques de la caméra peuvent être obtenus à l'aide d'un calibrage 
préalable [34, 84], le principal problème se retrouve dans l'estimation du paramètre 
de différence de flou p. 
Les travaux de Pentland [59] ont été les premiers à explorer l'utilisation de la 
différence de flou afin de reconstruire une scène en 3D. Sa méthode de filtrage inverse 
opère dans le domaine de Fourier et, permet d'estimer la différence de flou en deux 
étapes. 
Considérons X£(u, v) la transformée de Fourier de l'image I i (x,  y) ,  i  = 1,2. La 
première étape consiste en la division de la transformée de Fourier des deux images, 
soit 
1 1  1  ( 
Yc ~ F ~  2V + 5v \K 1  +  \ I  (2.11) 
La seconde étape consiste à calculer par régression linéaire la quantité u2 + v2 de 
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l'équation 
i ( -(u2 + t'2)(/?2) 
4 
Elis et Lawrence [17] montrent les limites du filtrage inverse et proposent une 
met hode ent ièrement malridelle éliminant ainsi les problèmes d'effets de bords et de 
fenêtrage rencontrés par la méthode de Pentland. Suite à ces travaux, Subbarao et 
Surya [73] proposent une approche travaillant entièrement dans le domaine spatial 
et reposant sur la transformée S [70]. Cette transformée consiste à approximer 
localement les images par une suite de polynômes cubiques de la forme 
3 3—m 
m=0 7Ï—0 
où sont les coefficients. Ils montrent que la relation entre les deux images floues 
h(x,y) et h{x.y) peut s'exprimer à l'aide de la différence de flou ;3(x,y) au travers 
la relation 
h(x .y )  =  I 2 (x .y )  -
où V2 est l'opérateur de Laplacien. 
Favaro et Soatto [21] utilisent une approche différente au problème d'estimation 
du flou. En effet, ils utilisent un système d'opérateurs orthogonaux, entraîné à l'aide 
d'une collection d'images floues, afin de déterminer en temps réel la profondeur de la 
scène pour chaque pixel. Le système est robuste et la collection d'images servant à 
l'entraînement peut provenir d'une source synthétique. Jin et Favaro [40] approchent 
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le problème de la reconstruction par le flou d'une manière variationncllc et soulèvent le 
problème de l'hypothèse équifocale selon laquelle la scène est approximée localement 
par un plan parallèle au plan image. Le résultat s'en trouve alors plus précis, selon les 
auteurs. De plus, leur méthode utilise une descente de gradient implantée à l'aide des 
courbes de niveau. Ziou et Deschênes [89] proposent une approche dans le domaine 
spatial pouvant être considérée comme la suite ries travaux de Subbarao et Surya [73]. 
Ceux-ci proposent d'estimer localement les deux images floues h{x,y) et I2(x, y) par 
une suite de polynômes d'Hermite. Ils montrent que le calcul du ne coefficient du 
polynôme d'Hermite correspond à la convolution d'une image par la ne dérivée de la 
fonction gaussienne. Leurs travaux utilisent des dérivées d'ordre supérieur par rapport 
aux travaux de Subbarao et Surya ce qui rend la reconstruction plus précise, selon les 
auteurs. 
Favaro e t  a l .  [20" montrent qu'il est possible de modéliser la différence de flou 
comme un problème de diffusion non linéaire tel que défini par 
^(x ,  t )  =  V - (c (x)Vu(x . /)) t  >  0, (2.12) 
u(.T .f,) = /,(x) Vxen,  (2.13) 
où la solution « : I2 x R+ 4 1R+ prise à un temps t  = r joue le rôle d'une image 
I2{x) = U(X,T). V est l'opérateur de gradient, V • est l'opérateur de divergence et 
c est un coefficient de diffusion. La version isotrope de l'équation (2.12) modélise 
la quantité de flou relative entre I\ et 72. Leur algorithme ne nécessite que deux 
images floues, mais ils proposent une extension dans le cas où plus d'images floues 
sont disponibles. 
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Favaro et Soatto |22] voient le problème de la différence de flou de manière 
entièrement géométrique, c'est-à-dire que la structure 3D de la scène est directement 
évaluée à partir de la quantité de flou. Cette méthode possède l'avantage de ne pas 
avoir à respecter l'hypothèse équifocale. De plus, les deux algorithmes proposés par 
les auteurs ne nécessitent que des opérations matricielles simples qui peuvent être 
implantées en temps réel. Aussi, leurs expérimentations sur des images synthétiques 
et réelles montrent que les performances de l'algorithme ne sont pas influencées par 
la forme de la fonction d'étalement d'un point. Par contre, cette dernière doit être 
connue. Lou et al. [44] montrent qu'il est possible de reconstruire une scène à partir 
de la quantité de flou lorsque les paramètres intrinsèques de la caméra sont inconnus. 
2.3 Reconstruction 3D par différence de flou 
Dans cette section, nous verrons les détails de l'algorithme de Ziou et Deschênes 
permettant de reconstruire une scène en 3D à partir de la différence de flou et 
des paramètres de la caméra. Nous commencerons par détailler la version 1D de 
l'algorithme pour ensuite passer au cas 2D. 
2.3.1 Différence de flou 1D 
Soient T un pas d'échantillonnage régulier et I (x )  une image. L'approximation de 
cette dernière par un polynôme d'Hermite de paramètre (voir appendice p. 77) 
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OU 
c . n (kT)  =  ( I  *  h n ) (kT) .  
Les coefficients c n (kT)  correspondent à la eonvolution de l'image I  par le filtre 
h n (x )  =  P n {x)g a  = 
h n (x )  est égal à la r f  dérivée de la fonction gaussienne. À partir de ces équations, 
Ziou et Deschênes [89] ont montré que le paramètre 0 peut être estimé par 
a (2.15, 
ou par 
„ /,(y2.h,)(w) + <7(/;(w)) 
A = V W) • ( ' 
où I ' (kT) ,  I " (kT)  et I" ' (kT)  correspondent, respectivement à la Ie, 2° et 3° dérivée 
de l'image I. Les deux valeurs du paramètre s'expliquent, par lo fait que les 
développements mathématiques de Ziou et Deschênes utilisent les moments d'ordre 0 
et 1 pour le calculs des coefficients c„(kT) [89]. 
Nous sommes maintenant en mesure d'estimer la profondeur de la scène à partir 
de deux images floues unidimensionnelles. La résolution des équations (2.15) et (2.16) 
donne, pour chaque fenêtre locale, deux valeurs du paramètre /?. La sélection du 
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meilleur paramètre se fait en minimisant la fonction d'erreur 
c% r : )= + r ) _  *  ^ ( - r + r ^ ) 2 -  ( 2 - 1 7 )  
r 
Il est important de noter que d'autres fonctions d'erreur peuvent être utilisées, telle 
que la somme des différences en valeur absolue. 
Nous pouvons résumer l'algorithme de reconstruction par différence de flou 
unidiinensionnel de Ziou et Deschênes en trois étapes : 
1. Evaluer localement les paramètres fii et 3-> à l'aide des équations (2.15) et (2.16) ; 
2. Choisir le meilleur ,3 en minimisant la fonction d'erreur de l'équation (2.17) ; 
3. Effectuer la reconstruction 3D à l'aide des 8 locaux, des paramètres intrinsèques 
de la caméra et de l'équation (2.11). 
Puisque le flou est considéré comme localement constant à l'intérieur d'une 
fenêtre, cette dernière doit être petite. De cette hypothèse, nous pouvons dire que 
l'échantillonnage régulier à l'intérieur de la fenêtre doit lui aussi être petit. 
2.3.2 Différence de flou 2D 
L'extension du modèle unidiinensionnel au cas 2D est directe à cause de la propriété 
de séparabilité. Le produit tensoriel de deux groupes de polynômes d'Hermite 
unidiinensionnel {P 0 (x )P 0 {y)  P n (x )P m ( i j ) , . . . } ,  où n est le degré de x  et m est 
le degré de .y, donne un polynôme d'Hermite de dimension deux. Posons T x  et T y  
l'échantillonnage de la fenêtre le long des axes x et y. Ziou et Deschênes ont montré 
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que la décomposition d'une image I2(x. y) en polynômes locaux donne 
OO OC K JL t  7 » r j~t  i rp \  
h(^y) = EE Ë ^c n ^kT x JT y )P n j Jx-kT^y- lT y )  V9a[X ~ ~  y] 
„ = 0 m = 0 k = - K l = - L  H X ' V )  
(2.18) 
où (2K 4-1) x (2L + 1) est la dimension de la fenêtre et c„, m (kT r ,  IT„)  est défini par 
Cn , m (kT x ,  ITy)  = (I 2 (x ,  y )  * h n , m ) {kT x .  lT y ) ,  (2.19) 
où h n  m  = P, K m (x .  y ) ( j„{x .  y ) .  A partir de ces développements mathématiques, les 
auteurs ont développé un algorithme afin d'estimer la quantité de flou présente 
dans une image. Soit une sommation finie pour un n et un m donné. A partir de 
l'équation 2.19, nous obtenons 
C2r,2t(kT x ,  ITy)  =  £;>„ £?> t  s^Sv^l^ikTx,  ITy) ,  
C2r.2 t  +  l {k r l xJ r l y )  =  J2p>r £^>t  S 2r ,2p S 2t  +  1 .2q+l^  f P ' ^ 2 q + 1 \ k '1  x ,  ITy) ,  
C2r+ l ,2t(kT x .  lT y )  =  
C2r+l ,2 t + 1 (kT x ,  lT y )  =  E;> r  «2r  +  1.2„ + lS a  +  1.2 , +  l / , ( 2 P + 1 K 2 , +  1 ) (kT z ,  lT y ) .  
(2.20) 
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où r = 0.1 A', t  = 0.1 M et 
(p  - n) \2-^  
~ ( — 1 )" si n = p. 
0 autrement . 
(2.21) 
où a z  = o 2  + 0 2 .  Le paramètre 0 est estimé en utilisant l'équation 2.19 et chacune des 
équations de 2.20 afin de former un système à deux équations et deux inconnues (c„.m 
et Nous obtenons pour chaque pixel (x.y) quatre valeurs pour le paramètre 
0.  Nous choisissons celui qui minimise la fonction d'erreur 
La reconstruction 3D de la scène se fait à partir des 0 obtenus et de l'équation 2.11. 
Dans ce chapitre, nous avons vu comment modéliser le flou à l'aide de la fonction 
d'étalement d'un point. Nous avons constaté qu'il est possible d'utiliser le flou comme 
indice de profondeur et plus précisément, nous avons exploré la différence de flou. Nous 
avons étudié son application à l'aide de l'algorithme de Ziou et Deschënes permettant 
de reconstruire une scène en 3D. Nous avons d'abord vu l'algorithme unidimensionnel, 
puis son extension dans le cas 2D. 
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Chapitre 3 
Flou dans un capteur linéaire 
Dans ce chapitre, nous verrons en détail le fonctionnement d'un capteur linéaire, 
particulièrement dans le cas rotatif. Nous analyserons l'impact de ce type de capteur 
sur la formation du flou. De plus, nous proposerons une adaptation de l'algorithme 
par différence de flou de Ziou et Deschênes [89] clans le cas d'images formées à l'aide 
de ce type de capteur. 
FIGURE 3.1 - Capteur CCD linéaire. Tiré de Wikipédia 
CHAPITRE 3. FLOU DANS UN CAPTEUR LINÉAIRE 
R V B 
Plan image 
FIGURE 3.2 - Capteur linéaire trichromatique. 
3.1 Capteur linéaire 
On appelle capteur linéaire (figure 3.1), une matrice 1 x I I  de petites cellules 
photoélectriques équidistantes, où H représente la résolution du capteur en hauteur. 
Cette matrice sert à l'acquisition de l'intensité lumineuse de la scène. Dans le 
cas monochromatique, une seule matrice d'acquisition est nécessaire. Dans le cas 
plurichromatique, il existe plusieurs configurations permettant de former des images 
couleurs. Par exemple, la caméra Panoscan MI<31 que nous avons utilisée pour tester 
possède un capteur trilinéaire, semblable à celui de la figure 3.2. Chacune des trois 
matrices permet l'acquisition d'une bande de couleur, soit le rouge, le vert et le bleu. 
L'acquisition de chaque bande est faite en parallèle. Chaque cellule du capteur possède 
en général une aire carrée. 
Il y a plusieurs technologies de formation d'images à l'aide de ce type de capteur. 
Par exemple, la caméra Panoscan MK3 utilise un tel capteur trilinéaire en rotation 
]http ://www.panoscan.com/' 
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autour d'un axe. D'autres technologies utilisent un capteur linéaire en translation le 
long d'un axe, par exemple dans le cas d'un numériseur plat [18]. Aussi, il est possible 
de former une image non pas en bougeant, le capteur, mais en déplaçant la scène, par 
exemple à l'aide d'un convoyeur sur une chaîne d'assemblage [33;. Dans tous les cas, 
une image rectangulaire est formée en juxtaposant plusieurs images linéaires. 
L'avantage des capteurs linéaires réside dans le fait qu'ils permettent la formation 
d'images possédant une très haute résolution à l'aide d'une seule colonne de pixels, 
ce qui permet de réduire considérablement le coût de production du capteur [9;. De 
plus, les caméras panoramiques utilisant le capteur linéaire permettent la création 
d'un panorama complet en quelques minutes. Par contre, la formation d'images à 
l'aide de ce type de capteur introduit des distorsions, comme celle introduite par la 
projection cylindrique que nous avons vu au chapitre 1.1. 
Pour la suite du mémoire, nous considérons le cas d'un capteur linéaire en rotation 
autour d'un axe à cause des avantages évoqués à la section 1.1.2 (p. 7). La principale 
différence entre ce type de capteur et le capteur rectangulaire 2D standard, mis à 
part la dimension du capteur, se situe dans la façon de construire l'image, comme 
mentionnée précédemment. 
Posons <p,  la position initiale du capteur. L'acquisition des images linéaires 
nécessaires à la formation d'une image rectangulaire est faite séquentiellement en 
déplaçant le capteur (ou la scène) d'un incrément + A,?. Il est important de noter 
que l'axe optique tourne avec le capteur. L'acquisition s'arrête lorsque l'image acquise 
contient, toute la scène voulue. 
Il existe trois cas possibles lors de la formation d'images à l'aide d'un tel capteur. 
Dans le premier cas, l'espace entre les champs visuels est nul. Ceci correspond 
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Zone de recouvrement 
FIGURE 3.3 - Zone de recouvrement entre deux cellules du capteur, r représente la 
dimension d'une cellule carrée. 
approximativement au mode de formation d'un capteur 2D standard lorsqu'utilisé 
avec une projection perspective normale. Dans le deuxième cas, le champ visuel d'une 
cellule photosensible à la position <p recouvre une partie du champ visuel de cette 
même cellule à la position tp + A<p (figure 3.3). Dans le dernier cas, il y a un trou 
entre le champ visuel d'une cellule à la position <p et le champ visuel de cette même 
cellule à la position p + A-p. 
Dans la réalité, le cas idéal est difficile à mettre en œuvre à cause de l'aspect 
mécanique de la caméra rotative. Il est important de noter que la vitesse de rotation 
du capteur n'est pas toujours la même d'une acquisition d'une colonne à l'autre. Cela 
affecte la façon dont l'image est échantillonée. En effet, même si les cellules du capteur 
sont carrées, le recouvrement (ou son absence) des champs visuels lors de la formation 
de l'image aura pour effet d'affecter l'aire effective de la scène que représente un pixel. 
En effet, la représentation informatique d'une image présuppose un échantillonnage 
X égal dans les deux dimensions (pixels carrés). 
Nous avons vu à la section 2.1.2 que lorsque le champ visuel d'un pixel est carré, la 
fonction d'étalement peut être modélisée par une gaussienne isotrope. Or, ce n'est pas 
le cas avec un capteur linéaire en rotation. En effet, le champ visuel d'un pixel a plus 
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(a) Carte de densité. (I>) 3D. 
FIGURE 3.4 - Fonction gaussienne anisotrope. 
de chance d'avoir une aire rectangulaire, c'est-à-dire que le champ visuel horizontal 
n'a pas la même dimension que le champ visuel vertical. Afin de couvrir tous les 
cas de figure, la composante hrect de la fonction d'étalement d'un point devrait être 
rectangulaire plutôt que de poser systématiquement que Wx = Ceci a pour 
conséquence que la fonction d'étalement totale résultante est anisotrope. L'équation 
d'une fonction gaussienne anisotrope est 











La figure 3.4 montre l'allure d'une fonction gaussienne anisotrope dont les paramètres 
ont été arbitrairement choisis à des fins d'illustration. Nous avons testé l'anisotropie 
de la fonction d'étalement sur des images panoramiques réelles au chapitre 4. 
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3.2 Différence de flou panoramique 
Notre principal problème avec l'utilisation de l'algorithme original de Ziou et Deschêne 
pour un capteur linéaire est que celui-ci prend pour acquis qu'un pixel représente une 
aire carrée. Dans ce cas. nous avons vu à la section 2.1.2 que la fonction d'étalement, 
d'un point considérée est une gaussienne isotrope. Nous avons aussi vu à la section 2.3 
(p. 29) que la différence de flou est essentiellement obtenue par la convolution entre 
l'image locale et un filtre d'Hermite 1D de paramètre —£-, Lorsque la fonction 
vher 
d'étalement gaussienne est isotrope, ce dernier est égal le long des axes horizontal 
et vertical. Or, l'étude de la formation d'image à l'aide d'un capteur linéaire en 
rotation à la section 3.1 nous porte à croire qu'un pixel a une plus forte chance 
d'être représenté par un champ visuel rectangulaire. Au chapitre 4, nous avons testé 
la reconstruction avec l'hypothèse d'un champ visuel carré. Nous avons trouvé une 
erreur dans la reconstruction de l'ordre de 6% causée principalement par Fanisotropie 
de la fonction d'étalement. 
Puisque le capteur en rotation ne subit pas de mouvement vertical, nous 
serions tentés de n'utiliser que l'information du flou fournie par l'axe horizontal. 
Malheureusement, cela n'est pas possible. Puisque l'aire de la cellule du capteur 
est carrée et que la lentille forme une surface 2D, la fonction d'étalement doit être 
modélisée par une fonction 2D. Même si la fonction gaussienne 2D est séparable, on 
ne peut pas ne pas en tenir compte. A partir de la définition de la convolution 1D 
V(m) = (g* *  / ) (m),  
OO 
=  5 3  9 c { k ) f { m - k ) ,  (3.2) 
k~—oc 
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où m et k sont des entiers, g„ est la fonction d'étalement gauswiemie de paramètre a. 
f est l'image d'entrée et y l'image de sortie, il est facile de montrer l'inégalité entre la 
convolution d'une image 2D par un noyau gaussien 2D et la convohition d'une image 
2D par un noyau gaussien 1D appliqué colonne par colonne. 
L'anisotropie de la fonction d'étalement due au champ visuel rectangulaire peut 
être aussi vue sous l'angle selon lequel le pas d'échantillonnage de l'image est différent 
selon l'axe horizontal (Wx) et l'axe vertical (Wy). Sans perte de généralisation, 
considérons que le pas d'échantillonnage vertical est un alors que celui de l'axe 
horizontal est u — nf • u 6 R+. 
Afin de compenser pour cet échantillonnage différent, nous proposons simplement 
de modifier le pas d'échantillonnage horizontal (aussi noté pas de filtrage) \ 6 R+ 
dans la convolution utilisée par Ziou et Deschênes. A partir de l'équation (3.2), nous 
pouvons écrire 
OO 
y(ni) = (jA\k)f{rn - \k). 
k — — o c  
Dans le cas où le champ visuel d'un pixel est carré, nous avons les valeurs 
f{rn). A cause de l'échantillonnage différent de facteur ui causé par un champ 
visuel rectangulaire, nous avons les valeurs f(umi) plutôt que les valeurs f(m). En 
remplaçant, nous obtenons 
OO 
ïW = 9o( x k ) f ( u m  ~  x k ) -
k——oo 
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Pour rester cohérent et afin d'avoir M - k entier, il faut poser LJ — \ 
V(um) = J2 9a(\A)/( , \ (m -  k)) .  
k = — oc 
Cette modification de la convolution aura pour effet de simuler un champ visuel carré 
pour chaque pixel. Les équations (2.15) et (2.16) deviennent alors 
„ /„(/,./loiM-rj-t/.tM-)) , 
nW) ff' (3-3) 
ou par 
M, ,h t ) ( u k r )  +  <,u [ ( k T ) )  
* ~ V4 -a/r«T) * • (JJ) 
L'extension en 2D est. directe à cause de la séparabilité de la convolution avec un 
noyau gaussien. Les coefficients de l'équation (2.19) deviennent alors 
cn,m(ukTx, ITy) = (I2{x, y) * hn,m)(cjkTx, lTy). 
L'algorithme 3.1 donne le pseudo-code de la convolution modifiée. Il est important de 
noter que seule la convolution a été modifiée dans l'algorithme de reconstruction par 
différence de flou de Ziou et Deschênes. Le reste de l'algorithme ainsi que les différents 
paramètres restent inchangés. 
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Entrées : Image : Image d'entrée 
gar : Fonction d'étalement horizontale discrète 
gCu : Fonction d'étalement verticale discrète 
X • Pas de filtrage horizontal 
Sorties : ImageConvo : Image convoluée 
début 
x. y = 0 
pour chaque y < Image. Hauteur faire 
pour chaque x < Image.Largeur faire 
Filtre = </ffiC.DcrnicrElcmeut 
pour chaque i < g^. Largeur faire 
d =  x  +  i *  x  
n = PartieEntière(d) 
p = d - 11 
Pix = (Image(x.y) * (1.0-p)) + (Image(x+l.y) * p) 





x, y — 0 
pour chaque y < Image. Hauteyr faire 
pour chaque x < Image. Largeur faire 
Filtre — gay. DernierElernent 
pour chaque i < gay. Largeur faire 
IinageConvo(x,y) = (ImageTemporaire(x,y) * Filtre) 





ALGORITHME 3.1 - Convolution modifiée. 
4.3 
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En résumé, nous avons proposé de prendre en compte le champ visuel rectangulaire 
d'un pixel en modifiant la convolution utilisée dans Falgorithme de Ziou et Deschênes 
dans le but de simuler l'aspect carré du champ visuel d'un pixel généralement retrouvé 
en imagerie standard. Maintenant que nous avons vu les contributions théoriques, 




Dans ce chapitre, nous nous intéressons à deux problématiques. Tout d'abord, nous 
montrons expérimentalement l'anisotropie de la fonction d'étalement d'un point dans 
le cas d'un capteur linéaire en rotation autour d'un axe. Ensuite, nous nous intéressons 
à montrer l'impact du modèle de formation du flou anisotrope sur la reconstruction 
3D par différence de flou [89:. Nous testons l'algorithme modifié de reconstruction par 
différence de flou de Ziou et Deschênes afin de prendre en compte le modèle de flou 
d'une caméra linéaire. Nous montrons que les résultats obtenus à l'aide de l'algorithme 
adapté sur des images rééchantillonnées sont très près des résultats obtenus à l'aide 
de l'algorithme original sur des images non rééchantillonnées. 
4.1 Anisotropie du flou 
Afin de mesurer l'anisotropie de la fonction d'étalement d'un point, nous avons utilisé 
des images en tons de gris provenant d'une caméra rotative à bande Panoscan MK3. 
Cette dernière permet de régler le plan u à partir duquel les points se projettent 
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n\Ï 
(H) Cible complété. (b) Région d'analyse. 
FIGURE 4.1 - Cible I3A/IS0. 
au foyer (en m), le temps d'exposition du capteur (en seconde), le paramètre ISO, 
la résolution de l'image (en pixels) ainsi que la distance focale F (en mm). Pour 
l'expérience, nous avons fixé les paramètres u à lm, F à 35mm et la sensibilité à 800 
ISO. Afin de mesurer le flou, nous avons utilisé les contours horizontaux et verticaux 
présents sur une région (figure 4.1 (b)) d'une cible de calibration I3A/ISO (figure 
4.1(a)). Nous avons aligné la cible de telle sorte que l'axe optique de la caméra soit 
perpendiculaire au plan de la cible. De plus, nous avons aligné les contours verticaux 
de la région d'analyse de manière à ce que ceux-ci soient perpendiculaires au plancher 
(que nous supposons droit). Nous avons fait ceci pour bien séparer la mesure du flou 
horizontal de la mesure du flou vertical. 
Afin de mesurer la quantité de flou, nous avons exécuté une régression non linéaire 
de la fonction d'erreur erj sur un nombre de lignes et de colonnes variant entre 100 
et 180. Ceci nous a permi d'obtenir directement la valeur du paramètre o de la 
fonction d'étalement d'un point puisque erf est l'intégrale d'une fonction gaussienne. 
Nous avons ensuite calculé l'erreur moyenne des régressions par rapport aux données 
réelles du contour afin de s'assurer de sa qualité. Nous voyons clairement sur la figure 
4.2, l'anisotropie de la fonction d'étalement, puisque la quantité de flou mesurée n'est 
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Conloirs vertu-anx 
Contours horizontaux 
+ Contours verticaux I 
I Contours bonzoulma 1 
(a) l = ih. (t)) t, — 2(ios-
FIGURE 4.2 - Estimation du flou pour les temps t minimum et maximum. L'axe 
horizontal représente la valeur du paramètre a mesuré. La longueur des moustaches 
vaut 1.5 fois l'écart interquartile. 
pas la même sur les contours verticaux que sur les contours horizontaux, et ce, en 
utilisant différents paramètres de temps d'exposition. Nous mesurons l'anisotropie par 
le ratio des paramètres de flou des contours horizontaux sur verticaux tl> = —. Plus 
de résultats sont disponibles aux sections 4.1.1 et 4.1.2. 
4.1.1 Dépendance par rapport au temps d'exposition 
Dans cette section, nous voulons montrer que l'anisotropie de la fonction d'étalement 
d'un point est dépendante de la vitesse de rotation du capteur. Pour ce faire, nous 
avons mesuré le flou sur 180 lignes et 180 colonnes pour 14 temps d'exposition 
différents entre t — £s et t — La cible est toujours située à une profondeur 
Zc = 25cm de la caméra afin d'avoir un nombre de lignes et de colonnes du motif de 
l'image capturée suffisant pour l'analyse. La figure 4.3 montre un exemple de résultat 
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Index pixel 
N. jais uonu. 
1.0 h 
0 5 
50 y Index pixel 
(a) Contour vertical. (h) Contour horizontal. 
FICURE 4.3 Régression et données réelles. Exemple. 
des régressions sur les données réelles d'un contour vertical et horizontal, pour un 
temps d'exposition t — ^s. L'axe vertical correspond au niveau de gris normalisé par 
une constante du contour. Plutôt que d'avoir des valeurs dans l'intervalle de niveaux 
de gris [0.255]. nous normalisons par une constante afin d'obtenir des valeurs dans 
l'intervalle [-1,1). Ceci permet, de faciliter la régression de la fonction d'erreur qui 
s'exprime généralement, dans l'intervalle [—1.1]. La normalisation ne change rien au 
résultat de la valeur de flou obtenue, car la valeur du paramètre a reste inchangée. 
La figure 4.4 montre des exemples d'erreurs moyennes (élevées au carré) entre la. 
régression et les données réelles pour chaque ligne et chaque colonne. L'échelle de 
la mesure est [0.1]. Nous pouvons constater que l'approximation est très près de la 
réalité, validant ainsi le paramètre o trouvé. 
Le tableau 4.1 résume les valeurs moyennes de flou, l'écart-type ainsi que le ratio 
d'anisotropie trouvés pour les contours verticaux et horizontaux à chaque temps 
d'exposition t. Rappelions qu'un ratio d'anisotropie 0 = 1 correspond à une fonction 
gaussienne isotrope. Nous constatons que les valeurs de flou estimées augmentent 
à mesure que le temps d'exposition diminue. La figure 4.5 illustre ce phénomène. 
De plus, nous notons que le ratio d'anisotropie croit avec le temps d'exposition. La 
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'«Mi h  I ' '  V"''4»; *ï"> 
F.neur moyenne, contours verticaux 
Krrcia moyenne. contours horizontaux 
C ontCHii 
Eneu moyenne, conious verîic<itix 
Kneu inoveniic. contours horizontaux 
(a) 1 = is. (h) t  =  - î^s. 
FIGURE 4.4 - Erreur moyenne de la régression pour les temps / minimum et maximum. 
figure 4.6 illustre cette tendance. 11 est important de noter que la précision de la mesure 
pour les temps d:exposition courts est moindre à cause des contraintes mécaniques 
de l'appareil. 
À partir de ces résultats, nous concluons que l'anisotropie est dépendante du 
temps d'exposition du capteur. De plus, la quantité de flou mesurée est dépendante 
de ce dernier. En effet, plus le temps d'exposition est petit, plus la quantité de flou 
est grande. Ceci est causé par le mouvement; de rotation plus rapide du capteur 
qui introduit une quantité de flou supplémentaire et pouvant être modélisée par 
une eonvolution. Il est donc important d'utiliser le même temps d'exposition lors 
de l'acquisition des images servant à faire la reconstruction 3D par différence de flou. 
4.1.2 Indépendance par rapport à la profondeur 
Dans cette section, nous montrons l'indépendance de F anisotropie du flou par rapport 
à la profondeur de la scène. Une série d'images de la cible a été acquise à des 
profondeurs variant de 56cm à 177.92cm par incrément de 15.24cm. Une conversion 
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TABLE 4.1 Valeurs de Hou moyennes, écart-type et ratio d'anisotropie if '  pour les 
contours verticaux et, horizontaux à chaque temps d'exposition t. 
Contours verticaux Contours horizontaux 
t Moyenne Écart-type Moyenne Écart-type v> 
h 6.8514 0.1331 5.5314 0.1085 1.2386 
7.2281 0.1072 6.0427 0.0939 1.1961 
% 7.8092 0.0850 6.6708 0.0744 1.1706 8.7955 0.0903 7.7420 0.1020 1.1360 
& 10.5943 0.1106 9.4319 0.1122 1.1232 
25^ 11.8917 0.1102 10.5638 0.1470 1.1256 JLS 30 13.5211 0.1173 12.1201 0.1735 1.1155 
40^ 16.5573 0.2196 14.9606 0.2326 1.1067 
à s  19.5128 0.2115 17.4103 0.1800 1.1207 
6ÔS 21.6457 0.1699 19.1689 0.1381 1.1292 
—S ijSO 
T(X)S 
23.8333 0.2423 20.9871 0.2216 1.1356 
25.0001 0.3483 22.0899 0.2871 1.1317 
—Lu 
200 
27.4742 0.6513 24.4702 0.5713 1.1227 
29.1728 0.9112 25.8440 0.8763 1.1288 
du système impérial au système métrique a été faite pour la mesure des profondeurs 
à cause des contraintes matérielles du montage. Le temps d'exposition est toujours de 
<|jS. car c'est cette valeur qui donne l'image dont l'intensité lumineuse se rapproche le 
plus de celle observée par un oeil humain. L'analyse du flou a été faite, pour chaque 
image, sur 100 lignes et 100 colonnes. Ce nombre correspond au maximum pouvant 
être traité lorsque la cible se trouve à 177.92cm de la caméra. 
La figure 4.7 montre les résultats des régressions sur les données réelles d'un 
contour vertical et d'un contour horizontal, situé à Zc = 56cm. Encore une fois, 
la normalisation des niveaux de gris par une constante ne change pas le résultat de 
la valeur de flou estimée. La figure 4.8 montre des exemples d'erreurs moyennes entre 
les données réelles et la régression pour chaque ligne et chaque colonne. L'échelle de 
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FIGURE 4.5 Estimation du Hou selon le temps d'exposition. La longueur des 
moustaches vaut 1.5 fois l'écart interquartile. 
la mesure est [0,1]. Nous pouvons constater que l'approximation est très précise. Ceci 
reste vrai à toutes les profondeurs. 
La figure 4.9 montre clairement l'anisotropie de la fonction d'étalement pour des 
profondeurs de 56cm et 177.92cm. Nous constatons que l'estimation du flou sur les 
contours verticaux n'est pas la même que celle des contours horizontaux. Les résultats 
sont semblables pour les autres profondeurs. 
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(a) Contour vertical. (h) Contour horizontal. 
FIGURE 4.7 - Régression et données réelles. Exemple. 
Le tableau 4.2 montre les valeurs de flou moyennes ainsi que l'écart-type trouvé 
pour les contours verticaux et horizontaux à chaque profondeur Zc. Nous pouvons 
voir que l'estimation du flou tend vers zéro lorsqu'on s'approche du plan de la scène 
à partir duquel se projettent les points au foyer. Cette valeur n'est pas zéro, car 
le mouvement du capteur ainsi que la lentille introduisent une certaine quantité de 
flou. La figure 4.10 illustre ce phénomène. Ensuite, nous pouvons constater que le 
ratio d'anisotropie reste relativement constant, ce qui nous permet de conclure que 
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(;i) Z, = 56cm (h) Zc = 177.92cm 
FIGURE 4.8 Erreur moyenne de la régression pour les profondeurs Zc minimum et 
maximum. 
TABLE 4.2 - Valeurs de flou moyenne, écart-type et ratio d'anisotropie i/> pour les 
contours verticaux et horizontaux à chaque profondeur Zc 
Zc 
Contours verticaux Contours horizontaux 
</• Moyenne Écart-type Moyenne Écart-type 
56cm 5.6565 0.0715 5.5937 0.0832 1.0112 
71.24cm 2.8477 0.0444 2.8097 0.0507 1.0135 
86.48cm 1.1163 0.0254 1.1157 0.0261 1.0005 
101.72cm 0.5654 0.0393 0.4711 0.0198 1.2002 
116.96cm 1.1353 0.0280 1.0401 0.0295 1.0915 
132.2cm 1.7092 0.0381 1.6740 0.0293 1.0210 
147.44cm 2.1590 0.0399 2.1155 0.0410 1.0205 
162.68cm 2.5535 0.0429 2.5170 0.0428 1.014 
177.92cm 2.7677 0.0449 2.8957 0.4751 0.9558 
ce dernier n'est pas dépendant de la profondeur de la scène. De plus, la quantité 
de flou dépend de cette dernière ce qui est un phénomène normal de la formation 
d'image par une caméra à lentille. Ce phénomène nous permet d'obtenir l'information 
tridimensionnelle de la scène à partir du flou. 
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Contours horizontaux I 
(a) Zc = 56cm (h) Zr = 177.92cm 
FIGURE 4.9 - Estimai,ion du flou. L'axe horizontal représente la valeur du paramètre 
a mesuré. La longueur des moustaches vaut 1.5 fois 1 écart interquartile. 
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4.1. ANISOTROPIE DU FLOU 
•î- -î-
56 71.24 86.48 101.7: 11696 132.2 147.44 162.68 177.92 
Z,(cm) 
(a) Contours verticaux 
56 71.24 86.48 101.72 liO.yô 132 2 147.44 162 68 177.92 
Z r i c m )  
(h) Contours horizontaux 
FIGURE 4.10 - Estimation du flou selon la profondeur. La longueur des moustaches 
correspond à 1.5 fois l'écart interquartile. 
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FIGURE 4.11 Ratio d'aiiisotiopie I/> pour cliaque profondeur Z e  
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4.2 Reconstruction 3D par différence de flou 
Dans cette section, nous mesurons l'impact du modèle de flou d'une caméra rotative 
à bande sur la reconstruction 3D. Pour ce faire, nous avons généré des images 
synthétiques simulant le comportement de la caméra à partir d'images texturées 
(figure 4.12). Ces textures sont tirées de la collection d'images Brodatz [11] et 
possèdent des caractéristiques spatiales et spectrales différentes. La résolution native 
des images est de 640 x 640 pixels. Nous n'utilisons pas d'images réelles, car il 
n'existe pas, au meilleur de nos connaissances, de méthodes permettant de calibrer 
l'ouverture d'une caméra rotative à bande [9, 35]. Nous avons besoin de ce paramètre 
afin de calculer l'ouverture relative utilisée dans le calcul de la différence de flou. 
Nous montrons que l'algorithme original de reconstruction par différence de Hou 
de Ziou et Deschênes ne s'applique pas directement aux images synthétiques. De 
plus, nous montrons que nous ne pouvons pas utiliser seulement l'information de 
flou vertical colonne par colonne parce que l'estimation du flou vertical est lié au 
flou horizontal. Ensuite, nous présentons les résultats obtenus à l'aide de l'algorithme 
adapté (sections 4.2.4 et 4.2.5). 
4.2.1 Création d'images floues synthétiques 
Dans cette section, nous détaillons comment les images panoramiques synthétiques 
ont été produites. Tout d'abord, nous simulons un plan synthétique placé à une 
distance Zc. Afin de simuler le flou, nous convoluons l'image du plan avec la fonction 
d'étalement isotrope appropriée. Ensuite, nous modifions le pas d'échantillonnage le 
long de l'axe horizontal pour imiter l'échantillonnage de la caméra. Nous avons choisi 
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(a) Brodatz9 (h) Brodatz35 
(c) Brodatz94 (d) Brodatzl04 
(o) Brodâtzl 12 
FIGURE 4.12 - Textures Brodatz. 
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de placer le plan synthétique à une distance arbitraire de Zc = 50cm. Afin de produire 
deux images floues différentes, nous devons convoluer les images avec deux fonctions 
d'étalement différentes. Pour ce faire, les plans images, m et un, sur lesquels les points 
de la scène se projettent au foyer doivent être situés à des profondeurs différentes. 
Nous avons choisi de placer ces plans à des distances de 60cm et. 65cm afin que la 
quantité rie flou locale estimée par l'algorithme soit précise. 
Détaillons l'étape du calcul des valeurs de flou à appliquer aux images 
synthétiques. À partir de l'équation 2.8 (p. 23), nous pouvons trouver la valeur 
de flou isotrope à appliquer pour une scène située à une profondeur Zc. Les pa­
ramètres intrinsèques de la caméra sont supposés connus. L'algorithme de Ziou et 
Deschênes suppose que la différence de flou est obtenu en faisant varier la distance 
entre la lentille et le plan image. Il est alors possible de fixer les autres paramètres 
intrinsèques de la caméra en faisant varier que la distance au plan image. Ceci per­
met d'obtenir les deux groupes de paramètres servant à la formation des deux images 
floues. 
Nous fixons les paramètres à des valeurs réalistes par rapport, à la caméra Ponoscan 
MK3, soient k~l — 0.0051. F — 3.5cm et / — 3.5. La première étape consiste au calcul 
de la distance entre la lentille et le plan image pour chacun des plans «i et u2 à partir 
desquels les points de la scène se projettent au foyer. Nous procédons ainsi, car nous 
ne pouvons pas contrôler directement le paramètre v de la caméra Panoscan MK3 
dans la réalité. De l'équation 2.6 (p. 21), nous obtenons 
1 
v = T3T-
F  u  
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(a) a  = '2.42929026 (h) o  = 3 34768063 
FIGURE 4.13 - Paire d'images floues. Texture BrodatzO. 
et vi — 3.71681416 puis V2 — 3.69918699. 
A cause des valeurs de Ui et «2 que nous avons posées, nous nous trouvons dans 
le cas où Zc < u (équation (2.8), p. 23). La deuxième étape consiste au calcul des 
paramètres en et a-2 à l'aide de l'équation 2.8. En isolant <7, nous obtenons 
( ^ ) - v  +  F  
En substituant les i\- trouvés, nous calculons o\ = 2.42929026 et a> = 3.34768003. 
Nous sommes maintenant en mesure de produire les deux images floues nécessaires à 
la reconstruction 3D en convoluant la texture originale par les noyaux gaussiens ga] (x) 
et fja2{x) sur chaque ligne et sur chaque colonne. La figure 4.13 donne un exemple 
d'une paire d'images floues de la texture Brodat.z9. 
Après la production des paires d'images floues, il reste à simuler la formation 
d'image par un capteur linéaire colonne par colonne. Ceci peut être fait simplement 
par un rééchantillonnage, effectué ligne par ligne, avec un pas de OJ. Pour des raisons de 
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TABLE 4.3 Profondeur moyenne et écart,-type pour chaque texture. 
Texture Moyenne Écart-type 
Brodatz9 50.3131 5.0378 
Brodatz35 49.8405 3.7936 
Brodatz94 49.7909 5.7331 
Brodalzl04 50.8137 4.9370 
Brocktzll2 49.8282 4.9419 
simplicité, nous avons fait une interpolation linéaire pour les valeurs subpixels. Il est 
important de mentionner que la valeur de D doit être la même pour les deux images 
de la paire. Afin de couvrir le spectre des valeurs possibles de ratio d'anisotropie 
(trouvées aux sections 4.1.1 et 4.1.2), nous avons créé des paires pour les valeurs 
suivantes u = [0.8.1.25] par incrément de 0.05. 
4.2.2 Valeurs de référence 
Dans cette section, nous montrons que nous ne pouvons pas appliquer directement 
l'algorithme original de Ziou et Deschênes (noté ZDOrig2D) sur les images panora­
miques. Afin de pouvoir comparer nos résultats, nous avons appliqué l'algorithme 
ZDOrig2D sur les images floues non ^échantillonnées. Nous avons ensuite pu calcu­
ler une profondeur moyenne ainsi qu'un écart-type pour chaque paire d'images. Le 
tableau 4.3 montre les valeurs de référence obtenues. La dimension des filtres d'Her-
mite utilisé par l'algorithme est Oher = 1 et les dimensions de la fenêtre d'analyse 
sont de 7 x 7 pixels. Nous constatons que les profondeurs moyennes obtenues ne se si­
tuent pas exactement à 50cm, car les textures originales, qui sont des images réelles, 
possèdent déjà une certaine quantité de flou inconnue, ce qui vient fausser l'évaluation 
de la profondeur. La valeur du paramètre k_1 a été ajustée à 0.0044 pour palier aux ef-
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TABLE 4.4 Reconstruction 3D à l'aide de ZDOrig2D appliqué sur les images 
modifiées. La rangée grisée correspond aux valeurs de référence. 
Brodatz9 Brodatz94 
U J  Moyenne Écart-type Moyenne Écart-type 
0.8 52.2937 5.1637 50.7297 5.9613 
0.85 51.7759 5.0879 50.4604 5.8902 
0.9 51.271 5.0068 50.2264 5.828 
0.95 50.7746 5.0033 49.9846 5.8118 
1.0 50.3131 5.0378 49.7909 5.7334 
1.05 49.7878 5.1273 49.5451 5.8909 
1.1 49.3338 5.2561 49.3584 5.9414 
1.15 48.8985 5.3963 49.1535 6.0412 
1.2 48.4787 5.5741 48.9744 6.1292 
1.25 48.0961 5.7427 48.8173 6.2156 
fets de cette information inconnue. 
Le tableau 4.4 résume les résultats de la reconstruction sur les images 
rééchantillonnées des textures Brodatz9 et Brodatz94 à l'aide de ralgorithine ZDO-
rig2D. Nous avons choisi ces deux textures, car elles possèdent des informations spa­
tiales et fréquentielles très différentes. En effet, l'information fréquentielle de la tex­
ture Brodatz9 est beaucoup plus importante que celle de la texture Brodâtz94. Nous 
pouvons voir que l'échantillonnage a un impact significatif sur la reconstruction. 
Nous observons un écart de 1.3cm entre la plus petite et la plus grande profondeur 
moyenne calculée. L'écart-type demeure relativement constant pour chaque UJ. La fi­
gure 4.14 montre le résultat de la reconstruction pour la texture Brodatz9 lorsque 
nous posons u — 1 et u; = 1.25. Chaque région est approximée localement par une 
moyenne pondérée pour un résultat plus lisse. Nous voyons qu'il y a un écart, signifi­
catif entre la profondeur des deux plans d'environ 2cm. Nous obtenons des résultats 
semblables pour les autres textures. 
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FIGURE 4.14 - Reconstruction 3D à l'aide de ZDOrig2D sur la texture BrodatzQ pour 
u = 1 et• u = 1.25. La cible se situe h Zc = 50cm. 
4.2.3 Différence de flou 1D originale colonne par colonne 
Dans cette partie, nous voulons montrer que nous ne pouvons pas utiliser seulement 
l'information du flou vertical afin de faire la reconstruction. Nous avons donc appliqué 
l'algorithme de reconstruction 1D (noté ZDOriglD) sur chaque colonne des textures 
Brodatz. Le tableau 4.5 résume les résultats obtenus pour les textures Brodatz9 et 
Brodatz94. Nous pouvons constater que les résultats pour la texture Brodatz9 ne sont 
pas satisfaisants. La profondeur estimée est loin de la profondeur de référence par 
4cm. Par contre, la méthode donne une estimation juste sur la texture Brodatz94. 
Ceci s'explique par le fait que l'information fréquentielle de la texture Brodatz94 
est beaucoup moins importante que celle de la texture Brodatz9 ce qui permet une 
estimation plus juste de la différence de flou locale. Les résultats pour les autres 
textures sont semblables à ceux de la texture BrodatzO, c'est-à-dire que nous observons 
un écart important entre la profondeur de référence et les profondeurs moyennes 
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TABLE 4.5 Reconstruction 3D à l'aide de ZDOriglD appliqué colonne par colonne. 
BrodatzO Brodatz94 
L J  Moyenne Écart-type Moyenne Écart-type 
0.8 46.3272 8.8963 49.3106 7.9884 
0.85 16.3336 8.876 19.3105 7.9912 
0.9 46.3301 8.8831 49.3086 7.9782 
0.95 46.3316 8.891 49.3013 7.9952 
1.0 46.2626 8.8908 49.2892 7.9831 
1.05 46.3223 8.8917 49.3101 8.3073 
1.1 46.3193 8.8987 49.3092 7.9885 
1.15 46.3209 8.8936 49.2974 8.0051 
1.2 46.3254 8.8857 49.3019 8.0016 
1.25 46.3289 8.8906 49.3155 7.9848 
(a) BrodiitzO (h) Brodatz94 
FIGURE 4.15 Textures Brodatz. Rangée d'analyse en rouge. 
calculées. 
4.2.4 Différence de flou panoramique 1D 
Nous voulons montrer, dans cette section, que l'algorithme 1D avec la convolution 
modifiée (noté MZDPanolD) est robuste au changement d'échantillonnage. Le but 
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TABLE 4.6 Reconstruction 3D à l'aide de MZDPanolD appliqué sur les images 1D. 
La rangée grisée correspond aux valeurs de référence. 
Brodatz9 Brodatz94 
U J  —  X  Moyenne Écart-type Moyenne Écart-type 
0.8 53.1702 5.1233 52.8981 5.992 
0.85 52.7811 5.0688 53.194 4.7G62 
0.9 52.4423 4.0966 52.0432 5.9767 
0.95 52.2379 3.4008 51.152 5.1807 
1.0 51.8379 2.5224 51.7654 5.2804 
1.05 52.0216 3.688 51.767 5.4305 
1.1 51.5761 4.901 51.5827 5.9305 
1.15 51.1858 5.2849 51.4364 6.0316 
1.2 50.919 5.8111 51.4598 5.5482 
1.25 50.3035 6.6443 50.364 7.0404 
est de montrer que la convolution modifiée fonctionne dans le cas 1D. L'algorithme 
MZDPanolD est appliqué sur la rangée représentée par la ligne rouge sur les textures 
Brodatz9 et Brodatz94 de la figure 4.15. Le tableau 4.6 montre les résultats obtenus. 
Nous constatons que les résultats varient autant que ce que nous avons obtenu à 
l'aide de ZDOrig2D au tableau 4.4. Par contre, si nous analysons les valeurs de la 
reconstruction de plus près (figure 4.16), nous pouvons remarquer que les distributions 
sont semblables. Cette conclusion s'applique pour tous les échantillonnages. La 
présence de zéros est causée par l'incapacité d'estimer la profondeur à cet endroit. 
Ceci est causé, par exemple, lorsque l'intérieur de la racine des équations 2.15 et 2.16 
(p. 30) donne un résultat négatif. En effet, il peut arriver que le flou estimé localement 
dans l'image la moins floue soit plus grand que le flou estimé dans l'image la plus floue 
à cause des contraintes liées à l'utilisation de fenêtres et la grosseur de la texture. 
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(h) Brodatz94 
FICIIKK 4.16 Reconstruction 3D à l'aide dp MZDPanolD sur les images 1D. Texture 
BrodatzO et Brodatz94. La cible se situe à une profondeur Zc — 50cm. 
4.2.5 Différence de flou panoramique 2D 
La modification de la convolution s'étend directement dans le cas bidimensionnel. 
Dans cette section, nous montrons qu'il est possible de modifier l'algorithme 2D 
original (noté MZDPano2D) afin de prendre en compte un pas de filtrage \ différent 
de un le long de l'axe horizontal pour avoir des résultats près des valeurs de 
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u>«1 25 
t \  
Pixel 
FIGURE 4.17 - Reconstruction 3D à l'aide de MZDPano2D de la texture Brodat.z9. 
La cible se situe à une profondeur Zc = 50cm. 
référence. Le calcul des valeurs subpixels est aussi fait à l'aide d'une interpolation 
linéaire. MZDPano2D a été appliqué sur toutes les textures pour tous les pas de 
rééehantillonage. Le tableau 4.7 résume les résultats obtenus. Nous pouvons constater 
sur la profondeur Zc moyenne estimée est nettement plus près de la valeur de référence 
que ce que nous obtenons à l'aide de ZDOrig2D. L'interpolation linéaire des valeurs 
subpixels permet d'obtenir une estimation de la profondeur beaucoup plus précise. 
Les valeurs continuent malgré tout de s'éloigner encore de la valeur de référence, 
car l'interpolation créée de l'information a priori, inconnue. La figure 4.17 montre 
le résultat de la reconstruction 3D de la texture Brodatz9 à l'aide de MZDPano2D 
lorsque u = x = 1-25 par rapport à la reconstruction de référence (u; = x = !)• 
La ligure 4.18 résume les résultats de l'erreur entre la profondeur estimée par 
chaque algorithme et la profondeur de référence pour toutes les valeurs de ui sur les 
textures Brodât,z9 et Brodatz94. 
Afin de raffiner la simulation de la caméra rotative à bande, nous avons appliqué 
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TABLE 4.7 - Reconstruction 3D à l'aide de MZDPano2D. Textures Brodatz9 à Brodatzll2. La rangée grisée 
correspond aux valeurs de référence. 
BrodatzO Brodatz35 Brodatz94 Brodâtzl 04 Brodatzll2 
u = x Moy. É.-t.. Moy. É.-t. Moy. É.-t. Moy. É.-t. Moy. É.-t. 
0.8 50.8489 5.0765 50.6641 3.9952 50.0261 5.8563 51.2135 4.752 50.3288 5.0503 
0.85 50.7093 5.0861 50.497 3.9629 49.9533 5.8515 51.1211 4.7803 50.2011 5.0318 
0.9 50.5804 5.0484 50.2926 3.9152 49.8933 5.8360 51.0349 4.7995 50.0789 4.9949 
0.95 50.436 5.039 50.0695 3.8589 49.8245 5.8217 50.9234 4.8612 49.9416 4.9785 
1 50.3131 5.0378 49.8405 3.7936 49.7909 5.7334 50.8137 4.9370 49.8282 4.9419 
1.05 50.22 4.9722 49.7495 3.6394 49.748 5.8076 50.8366 4.8459 49. i 168 4.8984 
1.10 50.1708 4.9442 49.6455 3.5247 49.733 5.7881 50.8342 4.8291 49.7252 4.8617 
1.15 50.0956 4.9227 49.5351 3.4378 49.6966 5.7905 50.8379 4.8199 49.6768 4.8220 
1.2 50.0081 4.9219 49.4034 3.3976 49.669 5.7715 50.816 4.8381 49.60S5 4.8108 
1.25 49.9103 4.9239 49.2625 3.3909 49.6216 5.7912 50.7764 4.8562 49.5461 4.8076 








(a) Brodatz9 (h) Brodatz94 
FIGURE 4.18 - Erreur (cm) entre la profondeur moyenne estimée et la profondeur 
moyenne de référence. 
une valeur de floue différente sur chaque colonne des textures Brodatz9 et Brodatzll2 
suivant la méthode présentée à la section 4.2.1. En effet, dans la réalité, la distance 
entre la caméra et la cible est différente pour chaque colonne de l'image à cause de la 
rotation de Taxe optique. La figure 4.19 montre un schéma de la simulation. Rappelons 
que la cible se trouve à une distance minimale Zc — 50cm de la caméra et que les 
plans à partir desquels les points de la scène se projettent au foyer se situent à des 
distances «i = GOcm et UQ = G5cm. Afin de pouvoir mesurer une distance différente 
pour chaque colonne, nous avons arbitrairement posé la largeur totale de la cible à 
64cm. Nous ajouterons le suffixe V-Sinr aux séries d'images possédant une valeur de 
flou différente pour chaque colonne. 
La figure 4.20 montre les résultats obtenus sur la texture Brodatz9-Sim pour 
différentes valeurs de u). Nous constatons que la profondeur estimée augmente plus 
on s'éloigne du centre de l'image. Ceci correspond à la simulation schématisée à la 
figure 4.19. Les résultats sont semblables pour les autres valeurs de u ainsi que pour 
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64crr> Cible 
59.36c 50cm 
FIGURE 4.19 - Schéma de la simulation panoramique. 
les autres textures. 
La figure 4.21 montre une carte des valeurs de la différence de flou obtenue 
sur la texture Brodatz9-Sim lorsque u = 1. Nous pouvons voir que l'image passe 
progressivement d'une couleur pâle au centre vers une couleur plus foncée sur les 
bords. Ceci correspond au fait que la quantité de flou est plus importante au centre 
de l'image que sur les bords à cause des paramètres de formation Zc, «i et u2 posé 
précédemment. En effet, plus nous nous approchons des bords de l'image, plus la 
distance entre le plan d'où les points se projettent au foyer et le plan de la cible est 
petite. Ceci correspond exactement à la simulation présentée à la figure 4.19. 
Dans ce chapitre, nous avons vu que l'application de l'algorithme 2D original de 
Ziou et Deschênes sur les images rééchantillonnées ne donne pas de bons résultats. En 
effet, celui-ci prend pour acquis que le champ visuel d'un pixel possède une aire carrée, 
ce qui n'est pas le cas avec les images formées à l'aide d'un capteur linéaire. Nous 
avons vu que la reconstruction 3D de la scène sans la prise en compte du champ visuel 
rectangulaire n'est pas précise. Ensuite, nous avons montré qu'il n'est pas possible de 
prendre en compte seulement l'information de flou le long de l'axe vertical à cause de 
la nature des filtres de formation du flou (section 3.2). Aussi, nous avons montré qu'il 
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(c) UJ = 1.25 
FICURE 4.20 - Profondeur estimée à l'aide de MZDPano2D appliqué sur BrodatzO-
Sim. La cible se trouve à une profondeur Zc = 50cm. 
est possible d'obtenir des résultats sur les images rééchantillonnées proches de ceux 
obtenus sur les images originales à l'aide d'une modification de l'algorithme de Ziou et 
Deschênes. Cette dernière permet de prendre en compte le champ visuel rectangulaire 
d'un pixel. Finalement, nous avons montré que l'algorithme modifie fonctionne aussi 
bien en 1D qu'en deux dimensions. 
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FIGURE 4.21 Différence de flou sur la texture Brodatz9-Sim. 
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La reconstruction tridimensionnelle est un aspect de la vision artificielle nécessaire 
à la compréhension par la machine de son environnement immédiat. Dans ce 
mémoire, nous nous sommes intéressés à deux problématiques. La première concerne 
la modélisation du flou dans le cas d'images formées à l'aide d'une caméra à bande 
rotative. Nous avons montré que le modèle de flou d une image formée à l'aide 
d'un capteur 2D standard ne s'applique pas directement dans le cas d'une image 
panoramique formée par un capteur linéaire en rotation. En effet, notre première 
contribution a été de montrer que la fonction d'étalement d'un point dans le cas 
panoramique est anisotrope. Autrement dit, la quantité de flou n'est pas la même 
dans toutes les directions. Ceci nous amène à la seconde problématique qui concerne 
l'impact du modèle de formation du flou panoramique dans le cas de la reconstruction 
3D par différence de flou à l'aide de l'algorithme développé par Ziou et Deschênes. 
Nous avons montré que le modèle de formation d'image panoramique agit comme 
un rééchantillonage de l'image le long de l'axe parallèle au mouvement. A partir 
de ce constat, nous avons contribué à une adaptation de l'algorithme de Ziou et 
Deschênes afin de prendre en compte la nature rectangulaire du champ visuel des 
pixels. Nous avons montré que les résultats de l'algorithme modifié s'approchent 
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grandement des résultats obtenus à l'aide de l'algorithme standard sur des images 
non panoramiques. Ce mémoire fait, le pont entre l'imagerie panoramique et la 
reconstruction tridimensionnelle par différence de flou. A court terme, des travaux 
futurs pourront explorer d'autres algorithmes de reconstruction par le flou en utilisant 
le modèle proposé. Par exemple, il serait intéressant, de prendre en compte le 
déplacement de l'axe optique lors de la mise au point, de la caméra. Cet algorithme 
a été proposé par Ziou et Deschênes [15] en imagerie standard. A moyen terme, il 
serait intéressant de mesurer l'apport du flou comme mesure de profondeur dans des 
systèmes coopératifs utilisant plusieurs indices afin de faire la reconstruction 3D d'une 
scène à partir d'images panoramiques. A long terme, le modèle proposé servira de 
point de départ pour l'étude de la formation du flou sur d'autres types d'équipements 






L'objectif de cette transformée est d'approximer localement une image par une suite 
de polynômes d'Henni te. Le ne polynôme d'Hermite est exprimé par l'équation 
où n = 1,2,.... La scqucncc Hn(x) est, orthogonale sur la fenêtre e ** dans l'intervalle 
[-00,00], c'est-à-dire 
et posons <x/,er = o. Ziou et Deschênes [89] ont montré que la séquence 
Pn{x) = Hn() est orthogonale sur la fenêtre gaussienne g„{x). 
Il est important de noter que le n° coefficient d'un polynôme d'Hermite se calcule 
en convoluant l'image locale par la rf dérivée de la fonction gaussienne. En d'autres 
termes, il est possible d'approximer localement une image I(x) par sa transformée 
d'Hermite en convoluant cette image par la rf dérivée de la fonction gaussienne. 
Notons que cette dernière est infiniment différentiable (n = 1,2,...). 
où rïm.„ est, le delta de Kronecker. Considérons la fenêtre gaussienne 
1 -~ï2 
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