Abstract. In terms of the Dziok-Srivastava operator, we introduce and study some new classes of strongly starlike functions. Certain properties of these subclasses are studied.
Introduction
Let A denote the class of functions f (z) of the form f (z) = z + ∞ n=2 a n z n (1. 1) which are analytic in the unit disc E = {z : |z| < 1}. A function f (z) belonging to the class A is said to be convex of order γ in E if and only if
A function f (z) belonging to the class A is said to be starlike of order γ in E if and only if Re zf ′ (z) f (z) > γ (z ∈ E; 0 ≤ γ < 1).
(1.3)
We denote by C(γ) the class of all functions in A which are convex of order γ in E and by S * (γ) the class of all functions in A which are starlike of order γ in E. From (1.2) and (1.3), we can see that f (z) ∈ C(γ) if and only if zf
then we say that f (z) is strongly starlike of order β and type γ in E, and we denote by S * (β, γ) the class of all such functions. If f (z) ∈ A satisfies
then f (z) is said to be strongly convex of order β and type γ in E, and denote by f (z) ∈ C(β, γ). It is obvious that f (z) ∈ A belongs to C(β, γ) if and only if zf ′ (z) ∈ S * (β, γ). Further, we note that S * (1, γ) = S * (γ) and C(1, γ) = C(γ). Very recently, Dziok and Srivastava [3] have given a systematic investigation of a linear operator H(α 1 , α 2 , . . . , α q ; β 1 , β 2 , . . . , β s ) which is defined by the generalized hypergeometric function (see, for details, [3] ). They showed that
Let q, s ∈ N , 0 < β ≤ 1 and 0 ≤ γ < 1. We now introduce the following classes in terms of the linear operator H(α 1 , α 2 , . . . , α q ; β 1 , β 2 , . . . , β s ):
where, for convenience,
For q = s + 1 and α 1 = 1, α 2 = β 1 , . . . , α q = β s , it is easy to see that M 1 (β, γ) is the class of strongly starlike functions of order β and type γ whereas P 1 (β, γ) is the class of strongly convex functions of order β and type γ. Further, when β = 1, we note that M 1 (1, γ) = S * (γ) and P 1 (1, γ) = C(γ). In this note, we shall study some inclusion properties of the classes M α1 (β, γ) and P α1 (β, γ). The basic tool of our investigation is the following lemma due to Nunokawa [16, 17] .
Lemma. Let a function p(z) = 1 + b 1 z + · · · be analytic in E and p(z) = 0 (z ∈ E). If there exists a point z 0 ∈ E such that |arg p(z)| < πβ/2 (|z| < |z 0 |) and |arg p(z 0 )| = πβ/2 (0 < β ≤ 1),
and (p(z 0 )) 1/β = ±ia (a > 0).
Main Results
Our first inclusion theorem is the following
where p(z) = 1 + c 1 z + c 2 z 2 + · · · is analytic in E and p(z) = 0 for all z ∈ E. By (2.1) and (1.6), we have
Differentiating both sides of (2.2) logarithmically, it follows that
.
Suppose that there exists a point z 0 ∈ E such that |arg p(z)| < πβ/2 (|z| < |z 0 |) and |arg p(z 0 )| = πβ/2.
Then, by Lemma, we can write that z 0 p
This implies that
which contradicts the hypothesis that f (z) ∈ M α1+1 (β, γ). Similarly, if arg p(z 0 ) = −πβ/2, then we obtain that
By (2.4) and (2.5), we obtain
Differentiating (2.6) logarithmically, we have
The remaining part of the proof is similar to that of Theorem 1 and so is omitted.
Finally, we derive the following.
Theorem 4. Let v > −γ and 0 ≤ γ < 1. If f (z) ∈ P α1 (β, γ) and 1+z(H q,s (α 1 )J v f (z)) ′′ / (H q,s (α 1 )J v f (z)) ′ = γ for all z ∈ E, then J v f (z) ∈ P α1 (β, γ).
Proof.
⇔ J v f (z) ∈ P α1 (β, γ).
