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Abstract
We study the stability of multi-layer radial flows in porous media within the Hele-
Shaw model. We perform a linear stability analysis for radial flows consisting of an
arbitrary number of fluid layers with interfaces separating fluids of constant viscosity
and with positive viscosity jump at each interface in the direction of flow. Several
different time-dependent injection strategies are analyzed including the maximal in-
jection rate that maintains a stable flow. We find numerically that flows with more
fluid layers can be stable with faster time-dependent injection rates than comparable
flows with fewer fluid layers. In particular, the injection rate for a stable flow increases
at a rate that is proportional to the number of interfaces to the two-thirds power for
large times. Additionally, we show that in any multi-layer radial Hele-Shaw flow, if
all of the interfaces are circular except for one perturbed interface then there exists a
time-dependent injection rate such that the circular interfaces remain circular as they
propagate and the disturbance on the perturbed interface decays.
The motion of the interfaces within linear theory is also investigated numerically for
the case of constant injection rates. It is found that: (i) A disturbance of one interface
can be transferred to the other interface(s); (ii) The disturbances on the interfaces can
develop either in phase or out of phase from any arbitrary initial disturbance; and (iii)
The dynamics of the flow can change dramatically with the addition of more interfaces.
1 Introduction
There are many applications in which one fluid displaces another fluid in a porous medium
including oil recovery, hydrology, filtration, and fixed bed regeneration in chemical process-
ing. In the case that the displacing fluid is less viscous than the displaced fluid, the interface
between the fluids is unstable and viscous fingering ensues. In some of the aforementioned
applications, several fluids are used in succession to displace the resident fluid in the porous
medium. An example of this is chemical enhanced oil recovery (EOR) in which a sequence of
complex fluids with favorable properties are injected into an oil reservoir. If the properties
of these fluids and the injection procedure are chosen properly then there can be significant
improvement in oil recovery over water flooding methods. It is well-known that viscous
fingering limits the displacement efficiency in such processes so controlling this instability
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is very important for industrial applications. In what follows, we consider the case in which
the injected fluids are all immiscible. In chemical EOR, it is commonplace to use a variety
of fluids in succession to flood the reservoir. In some flooding schemes, it is possible that
an aqueous phase based liquid is displacing a different aqueous phase liquid. In such a case,
a thin layer of spacer fluid of some non-aqueous phase liquid (NAPL) between such misci-
ble phases can be used to ensure immiscibility [9]. Alternatively, the injected fluid layers
themselves can alternate between aqueous phases and NAPL’s.
Viscous fingering in porous media flows [15] is often studied using the Hele-Shaw model
in which there is a sharp interface between immiscible fluids. A linear stability analysis of
viscous fingering within the Hele-Shaw model was first performed by Saffman and Taylor
[18]. They studied the case in which the fluid moves linearly and orthogonal to a planar
interface. We refer to this flow configuration as rectilinear flow. An appropriate model for
flow near an injection or production well is radial flow. The stability of radial Hele-Shaw
flows was first studied by Bataille [2] and Wilson [19] and was later developed further by
Paterson [17]. Recently there have been many studies of the stability of Hele-Shaw flows
with more complex physics in both the rectilinear and radial geometries. These include
tapered Hele-Shaw cells [1], inertial effects [11], and flows of chemically reactive [14] or non-
Newtonian fluids [5, 12], but almost all involve two layers of fluids separated by one interface
initially.
There have been relatively few studies on flows with more than two fluid layers. Cardoso
and Woods [4] studied three-layer flows in both the rectilinear and radial flow geometries.
For radial flows, they considered flows in which the inner interface is stable and used the
linear theory to predict the number of drops formed when the interfaces meet. Beeson-
Jones and Woods [3] studied three-layer radial flow and found the optimal value of the
viscosity of the intermediate fluid in order to inject fluid at the fastest rate possible while
maintaining a stable flow. Daripa and various collaborators have studied various aspects
of multi-layer flows in both the rectilinear and radial geometries. In a paper by Daripa
[8], three-layer rectilinear Hele-Shaw flows are studied and a formula is given for a critical
value of the viscosity of the middle layer fluid that minimizes the bandwidth of unstable
waves. Daripa also formulated the stability problem for rectilinear Hele-Shaw flows with
an arbitrary number of fluid layers [7]. In that paper, the Rayleigh quotient and some
inequalities are used to derive upper bounds on the growth rate of instabilities. Similar
results for multi-layer radial flow are given by Gin and Daripa [13].
In controlling the instability of Hele-Shaw and porous media flows, one of the simplest
parameters to control is the rate at which fluid is injected. There have been several studies
on controlling the instability by using a time-dependent injection rate. The most dangerous
wave number (and hence the number of fingers) can be made constant in time by considering
an injection rate that scales with time like t−1/3. This type of injection rate was studied
numerically by Li et al. [16] and the limiting shape of the interface is found to be independent
of the initial conditions. Zheng et al. [20] studied a class of time-dependent control strategies
of which the t−1/3 injection rate is a special case. Dias et al. [10] studied the optimal
injection policy when a given amount of fluid needs to be pumped in a given amount of time
and found that a linearly increasing injection rate is optimal. Beeson-Jones and Woods [3]
found the maximum possible time-dependent injection rate for a stable flow analytically for
two-layer flow and numerically for three-layer flow. In the present work, we extend some of
these results on time-dependent injection to flows with three or more fluids. We also study
the linearized motion of interfaces under constant as well as time-dependent injection rates.
The paper is laid out as follows. In §2, the stability problem is formulated for multi-layer
2
Figure 1: The basic solution for (N+2)-layer flow
Hele-Shaw flows with an arbitrary number of fluid layers. Several different time-dependent
injection strategies that can be used to control the instability are described and analyzed in
§3. Numerical results are given in §4 and then concluding remarks are given in §5.
2 Preliminaries
Consider a radial Hele-Shaw flow consisting of N + 2 regions of incompressible, immiscible
fluid. By averaging across the gap, we may consider two-dimensional flow in polar coordi-
nates, Ω := (r, θ) = R2. The least viscous fluid with viscosity µi is injected into the center of
the cell at injection rate Q. The most viscous fluid, with viscosity µo, is the outermost fluid.
There are N internal layers of fluid with viscosity µj for j = 1, . . . , N where µi < µj < µo
for all j. The fluid flow is governed by the following equations
∇·u = 0, ∇ p = −µ
κ
u, for r 6= 0, (1)
where κ = b2/12, and b is the width of the gap of the Hele-Shaw cell. The first equation (1)1
is the continuity equation for incompressible flow, and the second equation (1)2 is Darcy’s
law [6]. Initially, the fluids are separated by circular interfaces with radii R = Rj(0),
j = 0, ..., N , where Rj(t) are the positions of the interfaces at time t, and Tj are the
corresponding interfacial tensions. This set-up is shown in Figure 1.
The equations admit a simple basic solution in which all of the fluid moves outward
radially with velocity u := (ur, uθ) = (Q/(2pir), 0). The interfaces remain circular and move
outward with velocity Q/(2piRj(t)). The pressure, p = p(r), may be obtained by integrating
equation (1)2.
We scale the variables using the characteristic length RN (0), the characteristic interfacial
tension TN , and the characteristic viscosity µo. The characteristic injection rate Qref is the
injection rate at which a single interface at RN (0) with interfacial tension TN and for which
a fluid with viscosity µo is displaced by an inviscid fluid becomes unstable to a disturbance
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with wave number 2 (see [3]). Therefore,
Qref =
12piκTN
RN (0)µo
, (2)
Q∗ =
Q
Qref
, (3)
r∗ =
r
RN (0)
, (4)
µ∗ =
µ
µo
, (5)
t∗ =
12κTN
R3N (0)µo
t, (6)
u∗ =
R2N (0)µo
12κTN
u, (7)
p∗ =
RN (0)
12TN
p, (8)
T ∗ =
T
TN
. (9)
In these dimensionless variables, equation (1) becomes
∇∗ · u∗ = 0, ∇∗p∗ = −µ∗u∗, for r∗ 6= 0, (10)
and the velocity of the basic solution is u∗ = (Q∗/(2r∗), 0). With a slight abuse of notation,
we drop the stars below for convenience. Minimal details on the linear stability of this
basic solution is given below in order to derive the maximum time-dependent injection rate
for stable multi-layer flows and to develop the dynamical system governing the linearized
motion of many interfaces which is subsequently studied analytically and numerically.
We perturb the basic solution (ur, uθ, p) by (u˜r, u˜θ, p˜). Since equations (10) are linear,
the disturbances satisfy the same equations. Therefore,
∂u˜r
∂r
+
u˜r
r
+
1
r
∂u˜θ
∂θ
= 0,
∂p˜
∂r
= −µu˜r, 1
r
∂p˜
∂θ
= −µu˜θ. (11)
We use separation of variables and assume that the disturbances are of the form
(u˜r, u˜θ, p˜) = (f(r), τ(r), ψ(r))g(t)e
inθ. (12)
Using (12) in equation (11) yields the following ordinary differential equation for f(r):(
r3f ′(r)
)′ − (n2 − 1) rf(r) = 0. (13)
The above equation is exact meaning there has been no linearization of any sort up until
now. Next we derive the boundary conditions for this equation from linearization of the
interfacial dynamic boundary conditions. Let the disturbance of the interface located at Rj
be given by Ajn(t)e
inθ. The linearized kinematic interface conditions are given by
dAjn(t)
dt
= f(Rj)g(t)−Ajn(t)
Q
2R2j
. (14)
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The linearized dynamic interface condition (see equation (10) in [13]) at the innermost
interface located at R = R0 is{
f(R0)(µi − µ1) +R0
[
µi(f
−)′(R0)− µ1(f+)′(R0)
]}
g(t)
=
{
Qn2
2R20
(µ1 − µi)− T0
12
n4 − n2
R30
}
A0n(t).
(15)
The linearized dynamic condition at the outermost interface located at R = RN is{
f(RN )(µN − 1) +RN
[
µN (f
−)′(RN )− (f+)′(RN )
]}
g(t)
=
{
Qn2
2R2N
(1− µN )− 1
12
n4 − n2
R3N
}
ANn (t).
(16)
For any intermediate interface at R = Rj , the dynamic condition is{
f(Rj)(µj − µj+1) +Rj
[
µj(f
−)′(Rj)− µj+1(f+)′(Rj)
]}
g(t)
=
{
Qn2
2R2j
(µj+1 − µj)− Tj
12
n4 − n2
R3j
}
Ajn(t).
(17)
Using the fact that f(r) is a solution to the differential equation (13), the dynamic interface
condition (15) at the innermost interface becomesµi − µ1
(
R0
R1
)2n
+ 1(
R0
R1
)2n
− 1
 f(R0)g(t) + 2µ1
(
R0
R1
)n−1
(
R0
R1
)2n
− 1
f(R1)g(t) = F0A
0
n(t), (18)
where
F0 =
Qn
2R20
(µ1 − µi)− T0
12
n3 − n
R30
. (19)
Similarly, the dynamic interface condition (16) for the outermost interface reduces to1− µN
(
RN−1
RN
)2n
+ 1(
RN−1
RN
)2n
− 1
 f(RN )g(t) + 2µN
(
RN−1
RN
)n+1
(
RN−1
RN
)2n
− 1
f(RN−1)g(t) = FNANn (t), (20)
where
FN =
Qn
2R2N
(1− µN )− 1
12
n3 − n
R3N
, (21)
and the dynamic interface conditions at the intermediate interfaces are−µj
(
Rj−1
Rj
)2n
+ 1(
Rj−1
Rj
)2n
− 1
− µj+1
(
Rj
Rj+1
)2n
+ 1(
Rj
Rj+1
)2n
− 1
 f(Rj)g(t)
+ 2µj
(
Rj−1
Rj
)n+1
(
Rj−1
Rj
)2n
− 1
f(Rj−1)g(t) + 2µj+1
(
Rj
Rj+1
)n−1
(
Rj
Rj+1
)2n
− 1
f(Rj+1)g(t)
=FjA
j
n(t),
(22)
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where
Fj =
Qn
2R2j
(µj+1 − µj)− Tj
12
n3 − n
R3j
, j = 1, . . . , N − 1. (23)
Equations (18), (20), and (22) can be written as a system of equations of the form
M˜N (t)
 f(R0)g(t)...
f(RN )g(t)
 =
 F0A
0
n(t)
...
FNA
N
n (t)
 ,
where M˜N (t) is the (N+1)×(N+1) tridiagonal matrix with entries indexed by i, j = 0, ...N
given by
(
M˜N (t)
)
00
= µi − µ1
(
R0
R1
)2n
+ 1(
R0
R1
)2n
− 1
,
(
M˜N (t)
)
01
= 2µ1
(
R0
R1
)n−1
(
R0
R1
)2n
− 1
(
M˜N (t)
)
j,j−1
= 2µj
(
Rj−1
Rj
)n+1
(
Rj−1
Rj
)2n
− 1
,
(
M˜N (t)
)
j,j
= −µj
(
Rj−1
Rj
)2n
+ 1(
Rj−1
Rj
)2n
− 1
− µj+1
(
Rj
Rj+1
)2n
+ 1(
Rj
Rj+1
)2n
− 1
,
(
M˜N (t)
)
j,j+1
= 2µj+1
(
Rj
Rj+1
)n−1
(
Rj
Rj+1
)2n
− 1
,
(
M˜N (t)
)
N,N−1
= 2µN
(
RN−1
RN
)n+1
(
RN−1
RN
)2n
− 1
,
(
M˜N (t)
)
N,N
= 1− µN
(
RN−1
RN
)2n
+ 1(
RN−1
RN
)2n
− 1
.
(24)
Combining this system of equations with the linearized kinematic interface conditions yields
the dynamical system governing the evolution of interfacial disturbances for multi-layer
flows.
d
dt
 A
0
n(t)
...
ANn (t)
 = MN (t)
 A
0
n(t)
...
ANn (t)
 , (25)
where
MN (t) = M˜
−1
N (t)
 F0 . . . 0... . . . ...
0 . . . FN
− Q
2

1
R20
. . . 0
...
. . .
...
0 . . . 1
R2N
 (26)
For the particular case of N = 1 (i.e. three-layer flow), the matrix M˜1 is a 2 × 2 matrix
and can be easily inverted and plugged into equation (26) to obtain the matrix M1(t) with
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entries indexed by i, j = 0, 1 given by
(
M1(t)
)
00
=
{
(1 + µ1)− (1− µ1)
(
R0
R1
)2n}
F0
(µ1 − µi)(1− µ1)
(
R0
R1
)2n
+ (µ1 + µi)(1 + µ1)
− Q
2R20
,
(
M1(t)
)
01
=
2µ1
(
R0
R1
)n−1
F1
(µ1 − µi)(1− µ1)
(
R0
R1
)2n
+ (µ1 + µi)(1 + µ1)
,
(
M1(t)
)
10
=
2µ1
(
R0
R1
)n+1
F0
(µ1 − µi)(1− µ1)
(
R0
R1
)2n
+ (µ1 + µi)(1 + µ1)
,
(
M1(t)
)
11
=
{
(µ1 + µi) + (µ1 − µi)
(
R0
R1
)2n}
F1
(µ1 − µi)(1− µ1)
(
R0
R1
)2n
+ (µ1 + µi)(1 + µ1)
− Q
2R21
.
(27)
Note that these entries are time-dependent because the radii R0 and R1 are time-dependent
as well as possibly the injection rate Q. Hence the matrix M1(t) is time-dependent. Ac-
counting for differences in notation and scaling, this matrix agrees with the one derived in
[3].
3 Time-dependent injection rate
Traditionally, the injection rate Q for a radial Hele-Shaw flow is taken to be constant.
However, in the formulation above, the injection rate can be a function of time. There
have been many studies that have explored the implications of using a strategically chosen
time-dependent injection rate (see for example [3], [10], [16], and [20]). Almost all of these
studies are for two-layer flows with the exception of [3] which considers three-layer flows.
In this section, we extend some of these results to flows with an arbitrary number of layers
and also present some new results for time-dependent injection rates for three-layer flows.
3.1 Maximum Injection Rate for a Stable Flow
First, we explore the time-dependent maximum injection rate for which a particular flow is
stable. This is important for many applications including oil recovery in which it is beneficial
to stabilize the flow, but it is also cost effective to inject as fast as possible.
3.1.1 Two-layer flow
In order to set the stage for time-dependent injection rates for flows with many fluid layers,
we review a result that has already been established for two-layer flow. As derived in [3],
the maximum dimensionless injection rate for which the disturbance with wave number n
is stable is
QM (n) =
1
6R
n
(
n2 − 1)
n(1− µi)− (1 + µi) . (28)
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The maximum injection rate for which the flow is stable, which we denote by QM , is found by
taking the minimum of equation (28) over all values of n. It is shown in [3] that QM ∝ t−1/3
for t >> 1.
3.1.2 Three-layer Flow
We now wish to obtain a result analogous to equation (28) but for multi-layer flows. An
exact expression like equation (28) is not feasible in this case, so instead we look for bounds
that ensure stability of the flow.
We start by considering three-layer flow. By Gershgorin’s Circle Theorem, both of the
eigenvalues of M1 will have a negative real part if the terms on the diagonal are negative
and greater in absolute value than the off-diagonal terms in the same row. This condition
is satisfied if the following two inequalities hold
Q
2R20
≥
{
(1 + µ1)− (1− µ1)
(
R0
R1
)2n}
F0 + 2µ1
(
R0
R1
)n−1
F1
(µ1 − µi)(1− µ1)
(
R0
R1
)2n
+ (µ1 + µi)(1 + µ1)
,
Q
2R21
≥
{
(µ1 + µi) + (µ1 − µi)
(
R0
R1
)2n}
F1 + 2µ1
(
R0
R1
)n+1
F0
(µ1 − µi)(1− µ1)
(
R0
R1
)2n
+ (µ1 + µi)(1 + µ1)
.
(29)
Recall from equations (19) and (21) that both F0 and F1 depend on Q. By using (19)
and (21) in equation (29) and solving for Q, the following condition on the injection rate is
obtained which is sufficient to ensure that the eigenvalues of M1 have negative real parts.
Q ≤ min{G0(n), G1(n)}, (30)
where
G0 =
T0
6R0
(n3 − n)D0
nD1 −D2 , (31)
G1 =
1
6R1
(n3 − n)D3
nD4 −D2 , (32)
D0 = (1 + µ1) + 2µ1T
−1
0
(
R0
R1
)n+2
− (1− µ1)
(
R0
R1
)2n
, (33)
D1 = (1 + µ1)(µ1 − µi) + 2µ1(1− µ1)
(
R0
R1
)n+1
− (1− µ1)(µ1 − µi)
(
R0
R1
)2n
, (34)
D2 = (1 + µ1)(µ1 + µi) + (1− µ1)(µ1 − µi)
(
R0
R1
)2n
, (35)
D3 = (µ1 + µi) + 2µ1T0
(
R0
R1
)n−2
+ (µ1 − µi)
(
R0
R1
)2n
, (36)
D4 = (1− µ1)(µ1 + µi) + 2µ1(µ1 − µi)
(
R0
R1
)n−1
+ (1− µ1)(µ1 − µi)
(
R0
R1
)2n
. (37)
Therefore, the maximum injection rate for which a disturbance with wave number n is
stable, QM (n), is bounded below by the right-hand side of equation (30):
QM (n) ≥ min{G0(n), G1(n)}. (38)
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Considering all wave numbers, the maximum injection rate, QM , for which the flow is stable
satisfies
QM ≥ min
n∈N
{min{G0(n), G1(n)}} . (39)
Note that the only terms in the expressions for G0 and G1 that are time-dependent are
R0 and R1. As time increases, the interfaces come closer to each other and R0/R1 → 1 as
t→∞. Therefore, from equations (31) and (32), G0 ∝ 1/R0 and G1 ∝ 1/R1 as t→∞. This
is precisely the relationship between Q and R in equation (28). Therefore, if the injection
rate is chosen such that Q = G0 or Q = G1 then Q ∝ t−1/3 for t >> 1.
3.1.3 Limiting Cases
We now investigate the condition (30) in the limit when the intermediate layer is very thin
(R0/R1 → 1). Note that for any three-layer Hele-Shaw flow, the distance between the
interfaces decreases with time. Therefore, even if the interfaces are initially far apart, the
intermediate layer will eventually become thin. In the limit as R0/R1 → 1, equation (31)
becomes
lim
R0
R1
→1
G0(n) =
1
6R0
(n3 − n) (T0 + 1)
n(1− µi)− (1 + µi) . (40)
Likewise,
lim
R0
R1
→1
G1(n) =
1
6R1
(n3 − n) (T0 + 1)
n(1− µi)− (1 + µi) . (41)
Since we are considering the limit as R0/R1 → 1, it is also true that R0 → R1. If we denote
R := R1, then
lim
R0
R1
→1
G0(n) = lim
R0
R1
→1
G1(n) =
1
6R
(n3 − n) (T0 + 1)
n(1− µi)− (1 + µi) ,
and the condition (30) becomes
Q ≤ 1
6R
(n3 − n) (T0 + 1)
n(1− µi)− (1 + µi) . (42)
After some algebraic manipulation, this condition becomes
Qn
2R2
1− µi
1 + µi
− Q
2R2
− (T0 + 1)
1 + µi
(n3 − n)
12R3
≤ 0. (43)
The term on the left-hand side is precisely the two-layer growth rate for a single interface
with interfacial tension T0 + 1 (in dimensional variables this is T0 + T1, the sum of the
interfacial tensions of the two interfaces). This is the same thin-layer limit that was found
for the exact three-layer growth rate in [13].
Using a similar analysis of the thick-layer limit (R0 << R1) for n > 2, a disturbance
with wave number n is stable if the injection rate Q is such that
Qn
2R20
µ1 − µi
µ1 + µi
− Q
2R20
− T0
µ1 + µi
(n3 − n)
12R30
≤ 0, (44)
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and
Qn
2R21
1− µ1
1 + µ1
− Q
2R21
− 1
1 + µ1
(n3 − n)
12R31
≤ 0. (45)
Equation (44) is the condition that the inner interface is stable according to its two-layer
growth rate, and equation (45) is the condition that the outer interface is stable according to
its two-layer growth rate. Therefore, as expected, in the limit of a thick intermediate layer
the interfaces are decoupled and the flow is stable if each interface is individually stable.
3.1.4 Multi-layer Flow
We now find sufficient conditions on the injection rate to stabilize a flow with an arbitrary
number of fluid layers. The approach used for three-layer flows in §3.1.2 which uses Ger-
shgorin’s circle theorem can be adapted to flows with four or more layers by calculating
the corresponding matrix MN . However, in order to avoid inverting an (N + 1)× (N + 1)
matrix, we adopt a different approach. In [13, p.22], upper bounds are found on the real
part of the growth rate for flows with N internal layers. This upper bound is the maximum
of N + 1 expressions, each of which has terms that pertain to the parameter values at one
of the interfaces. From examining the upper bound, it can be seen that a disturbance with
wave number n will be stable if Ej ≤ 0 for j = 0, 1, ..., N . Using a dimensionless version of
the upper bounds in [13], the relationship between Ej and Fj (see equations (19), (21), and
(23)) is
E0 = nR
2
0F0 −
Qn
2
µi, Ej = nR
2
jFj , for j = 1, ..., N − 1, EN = nR2NFN −
Qn
2
. (46)
Ej ≤ 0 for all j if
Q ≤ min
{
1
6R0
T0n(n
2 − 1)
n(µ1 − µi)− µi , minj=1,...,N−1
1
6Rj
Tj(n
2 − 1)
µj+1 − µj ,
1
6RN
n(n2 − 1)
n(1− µN )− 1
}
. (47)
Therefore, a lower bound on the maximum stable injection rate QM is given by
QM ≥ min
n∈N
{
min
{
1
6R0
T0n(n
2 − 1)
n(µ1 − µi)− µi , minj=1,...,N−1
1
6Rj
Tj(n
2 − 1)
µj+1 − µj ,
1
6RN
n(n2 − 1)
n(1− µN )− 1
}}
. (48)
Notice the similarity between the terms in (48) and the expression for two-layer flows given
by equation (28).
The above approach can be used to obtain a bound on a stable injection rate for three-
layer flows. However, the approach taken in §3.1.2 using Gershgorin’s Circle theorem gen-
erally produces sharper bounds. This is because the effects of the interfaces have been
decoupled in equation (48) and in the decoupling process something is lost.
3.2 Choosing Q(t) for a time-independent eigenvector of MN
Note that the matrix M1 for three-layer flow is time-dependent (see equation (27)). There-
fore, the eigenvalues and eigenvectors evolve in time. However, it is possible to have an
eigenvector which persists for all time if a time-dependent injection rate is chosen cleverly.
Recall from equation (19) the expression for F0 which the matrix M1 in (27) depends on:
F0 =
Qn
2R20
(µ1 − µi)− T0
12
n3 − n
R30
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If
Q(t) =
T0(n
2 − 1)
6R0(t)(µ1 − µi) , (49)
then F0 = 0 for all t. This results in an injection rate of the form Q(t) ∝ t−1/3. If the
injection rate given by (49) is chosen, then the matrix M1 in (27) becomes
M1 =

− Q
2R20
2µ1
(
R0
R1
)n−1
F1
(µ1−µi)(1−µ1)
(
R0
R1
)2n
+(µ1+µi)(1+µ1)
0
{
(µ1+µi)+(µ1−µi)
(
R0
R1
)2n}
F1
(µ1−µi)(1−µ1)
(
R0
R1
)2n
+(µ1+µi)(1+µ1)
− Q
2R21
 .
Therefore,
(
1 0
)T
is an eigenvector with an eigenvalue of −Q/(2R20). If the initial condition
is some constant multiple of this eigenvector (i.e. only the inner interface has a disturbance of
wave number n), then the outer interface will stay circular and the disturbance on the inner
interface will decay. This is true even if the outer interface individually is very unstable.
Similarly, if the injection rate is chosen so that F1 = 0, then
(
0 1
)T
is an eigenvector
with an eigenvalue of −Q/(2R21). An initial condition in which only the outer interface
has a disturbance of wave number n will result in the disturbance decaying and the inner
interface remaining circular.
Note that this result can also be extended to flows with an arbitrary number of fluid
layers. Recall that the expression for the matrix MN is given by equation (26):
MN = M˜
−1
N
 F0 . . . 0... . . . ...
0 . . . FN
− Q
2

1
R20
. . . 0
...
. . .
...
0 . . . 1
R2N
 .
The formula for F0 is the same as that for three-layer flow. Therefore, by using the injection
rate given by equation (49), F0 = 0 for all t. In this case, even without calculating the matrix
M˜−1N , it is clear that
(
1 0 · · · 0)T is an eigenvector of MN with eigenvalue −Q/(2R20).
Similarly, we can use the expression (23) for Fj to find that using the injection rate
Q(t) =
Tj(n
2 − 1)
6Rj(t)(µj+1 − µj) (50)
will result in Fj = 0 for all t. There will be an eigenvector with an entry 1 in the jth position
and zeros everywhere else, and the corresponding eigenvalue is −Q/(2R2j ).
Note that in all of these cases, the time-independent eigenvector has a negative eigen-
value. Therefore, the span of the eigenvector is a stable manifold of the system. If the
initial condition is such that only one interface is perturbed and the perturbation consists
of only a single wave number and the injection rate is as prescribed by equation (50), the
disturbance will decay. This is independent of the values of all of the parameters including
viscosity and interfacial tension and is summarized in the following theorem.
Theorem 1 In any multi-layer radial Hele-Shaw flow, if all of the interfaces are circular
except for one interface which is perturbed with a monochromatic wave, then there exists
a time-dependent injection rate such that the circular interfaces remain circular and the
disturbance on the perturbed interface decays.
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4 Numerical Results
In this section, we numerically integrate the dynamical system (25) to compute the motion
of the interfaces within the linear theory and calculate the growth rates of interfacial dis-
turbances. This will reveal some interesting dynamics of interfaces in multi-layer flows. We
should mention right at the outset that in some figures (see Figures 3a, 3c, and 13b) which
depict the interfaces, the disturbances grow to a point that we would expect to be beyond
the limits of the linear theory. However, because of the linearity of the problem, reducing
the amplitude of the disturbances would not change the growth rate or the behavior of the
interfaces. Therefore, we have chosen larger disturbances so that the reader can more clearly
see the patterns of the disturbances on the interfaces.
4.1 Constant Injection Rate
We start by considering flows with a constant injection rate. The motion of the interfaces
is computed using the equations derived in §2. Much of the interesting interfacial dynamics
in N -layer flows also appear in three-layer and four-layer flows so we only show results in
these two cases. The values of the parameters are given in the various figure captions below.
Many of the figures below show trajectories in phase space to depict the evolution of the
amplitudes of a disturbance with wave number n for the inner interface (An) versus the
outer interface (Bn) for three-layer flow or the inner interface (An), intermediate interface
(Bn), and outer interface (Cn) for four-layer flow. The ‘*’ denotes the amplitudes at time
t = 0. The markers on the line are equally spaced in time. The diagonal An = Bn is given
for reference.
Figure 2a shows the growth of interfacial disturbances for a three-layer flow in which
initially only the inner interface has a disturbance (An 6= 0, Bn = 0). According to the sys-
tem of equations (25) with N = 1 and (27), the ODEs governing the interfaces are coupled.
Therefore, we expect that the instability of the inner interface will be transferred to the
outer interface at time t > 0. The trajectory in Figure 2a matches this expectation because
a disturbance immediately forms on the outer interface as the disturbance of the inner in-
terface initially decays. An interesting thing to note is that as the disturbance develops on
the outer interface (Bn), its sign is negative. Since the amplitude of the disturbance on the
inner interface (An) is positive, this corresponds to disturbances that are out of phase with
a phase shift that is half of the period. However, the curve eventually crosses the Bn-axis,
meaning that the inner interface becomes circular, but then the disturbance of the inner
interface begins to grow again but in phase with the disturbance of the outer interface.
In order to visualize the behavior of the interfaces, the interfaces corresponding to Figure
2a are plotted at three different times in Figure 2b. The intermediate fluid that lies between
the two interfaces is shaded grey. Because the disturbances are small compared to the
radii of the unperturbed interfaces, zoomed in plots of the interfaces at each time step are
given in Figure 3. Note that in Figure 3a, the outer interface is circular and only the inner
interface has a disturbance. Figure 3b shows that the disturbances are out of phase at time
t = 0.0025. However, at time t = 0.005, the disturbances are in phase as illustrated in
Figure 3c. Also, the outer interface which initially had no disturbance now has a larger
disturbance than the inner interface.
In the case of four-layer flow, there are even more possibilities – the disturbances of all
three interfaces could be in phase or any one of the three interfaces could be out of phase
with the other two. In order to explore these possibilities, we perform some simulations for
12
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Figure 2: A plot of the interfacial disturbances of three-layer flow in the case that only the
inner interface is disturbed initially. Plot (a) is the phase plane plot of the amplitude of the
disturbance on the inner interface (A30) versus the amplitude of the disturbance on the outer
interface (B30). Plot (b) shows the interfaces at times t = 0, t = 0.0025, and t = 0.005. The
parameter values are Q = 500, µi = 0.2, µ1 = 0.4, µo = 1, T0 = T1 = 1, R0(0) = 0.9, R1(0) =
1, n = 30, A30(0) = 0.04, B30(0) = 0, 0 ≤ t ≤ 0.005.
(a) (b) (c)
Figure 3: Plots of the interfaces in the case that only the inner interface is disturbed initially
(see Figure 2). Only a segment of the middle layer is shown at three different time levels in
order to show the wave patterns on the interfaces more clearly. The interfaces are shown at
times (a) t = 0, (b) t = 0.0025, and (c) t = 0.005.
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Figure 4: Plots of the initial viscous profiles associated with (a) Figure 2, (b) Figure 5, and
(c) Figure 6. The four-layer flows (b) and (c) correspond to the three-layer flow in (a) but
with one additional interface added. Note that the interfaces located at R = 0.9 and R = 1
in (a) and (b) have the same physical location as the interfaces located at R = 9/11 and
R = 10/11 in (c), but the values are different because of the scaling.
four-layer flow. We use flows that are analogous to the three-layer flow considered previously.
For Figure 2, there were interfaces initially located at R0(0) = 0.9 and R1(0) = 1, and a
disturbance was initially given to only the inner interface. The associated viscous profile
is given in Figure 4a. To have an analogous four-layer flow, there are three options. An
interface can be added inside of the inner interface, outside of the outer interface, or between
the two interfaces. The first two of those cases are considered and the initial viscous profiles
are given in Figures 4b and 4c. Figure 4b corresponds to adding an interface inside of the
inner interface at R = 0.8. Figure 4c corresponds to adding an interface outside of the
outer interface, but note that this changes the scaling so that the new outermost interface
is initially at R = 1.
Figure 5 shows the evolution of the interfacial disturbances when an interface has been
added inside the inner interface of the three-layer flow. The initial viscous profile is shown
in Figure 4b. Similar to the corresponding three-layer flow, only the interface at R = 0.9
is initially disturbed. In this case, that is the middle interface (Bn). As shown in Figure
5, disturbances form on the other two interfaces for t > 0. Figure 5b shows the amplitudes
of the disturbances of the two outermost interfaces. By comparing this with Figure 2a, we
see that the qualitative behavior of these two interfaces is unchanged by the presence of a
third interface. The disturbances form out of phase and then eventually become in phase.
Figure 5c shows that the inner and outer interfaces are always in phase. Therefore, for small
positive values of t, the outer and inner interfaces are in phase while the middle interface is
out of phase. Then, after some time, all three interfaces are in phase.
Plot (a) is the phase plane plot of the amplitude of the disturbance on the inner interface
(A30) versus the amplitude of the disturbance on the outer interface (B30).
Figure 6 shows the amplitudes of the interfacial disturbances when an interface is added
outside of the two interfaces of the corresponding three-layer flow. The initial viscous
profile is given by Figure 4c. Only the innermost interface is perturbed (An). Figure 6a
shows the disturbances of the two interfaces which were present in the three-layer flow.
They still start out of phase and then move in phase, but now it is the disturbance on
the outer of the two interfaces which vanishes at the transition (compare with Figure 2a
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Figure 5: Plots of the amplitude of interfacial disturbances for four-layer flow in the case
that only the middle interface is disturbed initially. Plot (a) shows the amplitude of the
disturbance on the inner interface (A30) versus the amplitude of the disturbance on the
middle interface (B30), plot (b) shows the middle interface (B30) versus the outer interface
(C30), and plot (c) shows the inner interface (A30) versus the outer interface (C30). The
parameter values are Q = 500, µi = 0.2, µ1 = 0.3, µ2 = 0.4, µo = 1, T0 = T1 = T2 = 1,
R0(0) = 0.8, R1(0) = 0.9, R2(0) = 1, n = 30, A30(0) = 0, B30(0) = 0.04, C30(0) = 0,
0 ≤ t ≤ 0.005.
where An vanishes). Even more interesting behavior occurs in Figure 6b which shows the
amplitudes of disturbances for the two outermost interfaces. The curve goes through the
third quadrant, then the second quadrant, and finally into the first quadrant. That means
that the disturbances of the outermost interfaces form in phase, then move out of phase, and
then move back in phase. This shows that the addition of a third interface can significantly
change the dynamics of the system.
4.2 Time-dependent Injection Rate: Maximum Injection Rate for
a Stable Flow
We now consider flows with a time-dependent injection rate Q(t). In this section we investi-
gate the maximum value of the injection rate that results in a stable flow, which is denoted
QM . This was studied analytically in §3. For two-layer radial flow, the maximum stable
injection rate for a given wave number n and radius R of the circular interface is given
exactly by the expression (28). QM is found by taking the minimum value over all wave
numbers.
For flows with three or more layers, a lower bound on QM is calculated by minimizing
the expression (39) or (48) over all integer values of n and with the initial positions of
the interfaces Rj(0). Then the interfacial positions Rj(∆t) at the next time step ∆t are
calculated using this injection rate and the process is repeated. To find QM exactly for
three-layer flow (see Figure 7), an additional calculation is needed. There is no analytical
expression for the maximum stable injection rate for given values of n, R0, and R1 analogous
to equation (28). Therefore, we use the expression for σ+(t) given in [13]. A root finding
method is used to find the value of Q such that σ+(t) = 0.
The maximum injection rate for which a certain two-layer flow is stable is given by the
solid line in Figure 7. As a comparison, the maximum stable injection rate is calculated
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Figure 6: Plots of the amplitude of interfacial disturbances for four-layer flow in the case
that only the inner interface is disturbed initially. Plot (a) shows the amplitude of the
disturbance on the inner interface (A30) versus the amplitude of the disturbance on the
middle interface (B30), plot (b) shows the middle interface (B30) versus the outer interface
(C30), and plot (c) shows the inner interface (A30) versus the outer interface (C30). The
parameter values are Q = 500, µi = 0.2, µ1 = 0.4, µ2 = 0.6, µo = 1, T0 = T1 = T2 = 1,
R0(0) = 9/11, R1(0) = 10/11, R2(0) = 1, n = 30, A30(0) = 0.04, B30(0) = 0, C30(0) = 0,
0 ≤ t ≤ 0.01.
as discussed above from σ+(t) for a three-layer flow in which the outer interface starts in
the same position as the interface for two-layer flow, the viscosity of the inner and outer
layers are the same as the two-layer flow, and the intermediate layer has a viscosity which
is greater than the inner layer and smaller than the outer layer. This is the dashed line in
Figure 7. Note that the three-layer flow is stable for a much larger injection rate due to
the fact that the viscosity jumps at the interfaces are smaller. Also included in Figure 7 is
the lower bound on the maximum stable injection rate given in equation (39). This is the
dotted line in Figure 7. Note that for these particular values of the parameters, this bound,
while not strict, allows for a significant increase in the injection rate over two-layer flow.
In oil recovery applications, it is often expensive to include a more viscous intermediate
fluid instead of just using water to displace oil. Therefore, it would be economically advan-
tageous if a minimal amount of fluid could be used in the intermediate layer of a three-layer
flow if it still allows the flow to be stabilized at a faster injection rate. This behavior is
investigated in Figure 8. The solid line is the maximum stable injection rate for two-layer
flow using the same parameters as in Figure 7. This flow is compared with three-layer flows
for which the inner interface is initially at R0(0) = 0.7, 0.8, 0.9. Notice that as the middle
layer becomes thinner, the maximum stable injection rate decreases. Recall from §3.1.3 that
in the limit of an infinitely thin middle layer, the flow will be stable when Q satisfies (42).
The injection rate obtained by taking the minimum value of Q over all n from equation
(42) is also shown as “thin-layer limit” in Figure 8. Equation (42) is the same condition
as the stable injection rate for two-layer flow but with effective interfacial tension T0 + T1.
Therefore, a three-layer flow with a very thin intermediate layer will be stable for faster
injection rates than the corresponding two-layer flow as long as the sum of the interfacial
tensions in the three-layer flow is greater than the interfacial tension of the two-layer flow.
Note that this does not depend on the viscosity of the intermediate fluid. The fact that the
middle layer can be very small leads to the conclusion that the use of a thin layer of spacer
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Figure 7: Plots of the maximum stable injection rate vs time for two-layer flow (solid
line) and three-layer flow (dashed line) as well as the lower bound for stabilization given
by equation (39) (dotted line). The values of the parameters are µi = 0.2, µo = 1, T = 1,
R(0) = 1 for two-layer flow and µi = 0.2, µ1 = 0.6, µo = 1, T0 = T1 = 1, R0(0) = 0.8, R1(0) =
1 for three-layer flow.
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Figure 8: Plots of the maximum stable injection rate vs time for two-layer flow (solid line)
and three-layer flow (dashed line) as well as the lower bound (39) for three values of R0.
The values of the parameters are µi = 0.2, µo = 1, T = 1, R(0) = 1 for two-layer flow and
µi = 0.2, µ1 = 0.6, µo = 1, T0 = T1 = 1, R0(0) = 0.7, 0.8, 0.9, R1(0) = 1 for three-layer flow.
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Figure 9: Plots of the maximum stable injection rate vs time for flows with two through
six fluid layers. Plot (a) uses the lower bound given by equation (48) for flows with three
or more layers while plot (b) shows the actual maximum stable injection rate. The values
of the parameters are µi = 0.2, µo = 1, Tj = 1 for all j, R0(0) = 0.6, and RN (0) = 1. The
interfaces are equally spaced at time t = 0 in all cases and the viscous jumps are the same
at all interfaces.
fluid with desirable properties can be a viable injection strategy.
We next compare estimates of the maximum stable injection rates using the lower bound
(48) in order to explore how the bound changes as the number of layers increases. Recall
that (48) gives a lower bound on the maximum stable injection rate for a flow with (N + 2)
layers (or N internal layers). This bound was computed for flows with three, four, five,
and six layers and plotted in Figure 9a. For comparison, the maximum injection rate which
results in a stable flow is plotted for two-layer flow (see equation (28)). For all flows with
more than one interface, the innermost interface has an initial position of R0(0) = 0.6 and
the other interfaces are evenly spaced at time t = 0. For all flows, the innermost fluid has
a viscosity of µi = 0.2, the outermost fluid has a viscosity of µo = 1, and the viscosities of
all intermediate layers are chosen so that the viscous jump at each interface is the same.
All interfaces have the same interfacial tension. In general, the addition of more fluid layers
increases the lower bound on the maximum stable injection rate. Intuitively, this is because
the jumps at the interfaces are smaller when there are more layers of fluid. The one exception
is three-layer flow which has a larger lower bound than four-layer flow for short time. This
is due to the fact that for three-layer flow, the lower bound on the maximum stable injection
rate only includes the first and last term of equation (48), which has a different structure
than the intermediate terms. For flows with four or more layers and these parameter values,
the intermediate terms produce the minima.
In addition to considering approximations to the maximum stable injection rate from
lower bounds as discussed above, we also numerically compute the maximum stable injection
rate for multi-layer flows. For these computations, a root finding algorithm is used to find
the value of Q that results in the maximum eigenvalue of the matrix MN (defined in (26))
being zero. Figure 9b shows the maximum stable injection rates for flows with two, three,
four, five, and six layers. The parameters used are the same as in Figure 9a. A comparison
of Figures 9a and 9b shows that the increase in the maximum stable injection rate from
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Figure 10: Plot of the maximum stable injection rate vs time for three-layer flow (solid line)
as well as the lower bounds given by equations (39) and (48). The values of the parameters
are µi = 0.2, µ1 = 0.6, µo = 1, T0 = T1 = 1, R0(0) = 0.8, R1(0) = 1.
using additional layers of fluid is much greater than what is suggested by the lower bounds.
This is especially true for short times. For example, for these values of the parameters the
maximum stable injection rate at time t = 0 is more than 16 times greater for six-layer flow
than it is for two-layer flow.
A comparison of Figures 9a and 9b shows that the lower bounds given by equation (48)
are crude. There is the potential to find analytical bounds which are sharper. In particular,
the three-layer lower bound (39) found using Gershgorin’s Circle Theorem gives a sharper
bound than (48). One reason that the bound given by equation (39) is better is because
the interfaces remain coupled whereas in the bounds given by (48) the interfaces have been
decoupled. The bound must become cruder in order to decouple the interfaces. Figure
10 shows a comparison of the two bounds. The solid curve shows the exact value of the
maximum stable injection rate for the same three-layer flow considered in Figure 7. The
dashed line is the lower bound given by equation (39) and the dotted line is the lower bound
given by equation (48). The difference between the two bounds is stark.
Recall from Section 3.1.1 that Beeson-Jones and Woods [3] showed that for two-layer flow
(i.e. single interface), the maximum stable injection rate scales like t−1/3 for t >> 1. This
also holds true for flows with multiple interfaces. For flows with 1 through 30 interfaces,
we calculated the maximum stable injection rate from t = 0 to t = 100 and then fit an
exponential function of the form Q(t) = Ctα for t ≥ 10. As in Figure 9b, the initial position
of the innermost interface is R = 0.6 and the initial position of the outermost interface is
R = 1. The interfaces are equally spaced and the viscous jumps at the interfaces are all
the same with µi = 0.2 and µo = 1. The interfacial tension is 1 for every interface. In all
cases, the exponent of the best fit exponential function is α = −1/3, which matches with
the analytically obtained scaling law for the single interface case. However, the constant C
increases with the number of interfaces. The values of C are plotted versus the number of
interfaces on a log-log scale in Figure 11. The line of best fit through the points is shown in
the figure and has slope 2/3. Therefore, if NI is the number of interfaces, then C ∝ N2/3I .
Thus Q(t) ∝ N2/3I t−1/3 for t ≥ 10.
This relationship between C and NI can be understood in the following way. First,
notice that the maximum stable injection rate for flow with a single interface is independent
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Figure 11: A plot of C versus the number of interfaces where the long-time behavior of the
maximum stable injection rate is of the form Q(t) = Ct−1/3. The values of the parameters
are µi = 0.2, µo = 1, Tj = 1 for all j, R0(0) = 0.6, and RN (0) = 1. The interfaces are
equally spaced at time t = 0 in all cases and the viscous jumps are the same at all interfaces.
of the interfacial tension T (see equation (28)). However, the interfacial tension is part of
both the characteristic injection rate and the characteristic time scale. The dimensionless
injection rate Q∗ is proportional to 1/T and the dimensionless time t∗ is proportional to T .
Therefore, since Q∗(t∗) ∝ (t∗)−1/3,
Q(t)
T
∝ (Tt)−1/3 =⇒ Q(t) ∝ T 2/3t−1/3.
Recall from Section 3.1.3 that when there are two interfaces, they will eventually be very
close together. In that limit, the maximum stable injection rate reduces to a term that
is identical to a single interface maximum stable injection rate but with interfacial tension
equal to the sum of the interfacial tensions of the two interfaces. Therefore, if both interfaces
have the same interfacial tension, the maximum stable injection rate with two interfaces will
be greater than the comparable single interface flow by a factor of 22/3. For NI interfaces,
the long-time behavior is the same as the single interface case where the single interface has
interfacial tension equal to the sum of the NI interfacial tensions. Therefore, if all of the
interfaces have the same interfacial tension we would expect that Q(t) ∝ N2/3I which agrees
very well with the results of Figure 11.
In summary, the injection rate for a stable flow increases at a rate proportional to the
number of interfaces to the two-thirds power at large time t >> 1. However, at earlier times
the number of interfaces can increase the maximum stable injection rate by a much greater
amount.
4.3 Time-dependent Injection Rate: Stable Manifold
Finally, we numerically investigate the analytical findings of §3.2 where it was analytically
proven that for an appropriate time-dependent injection rate, if only the inner interface
is disturbed initially then the outer circular interface will remain circular for all time and
the disturbance on the inner interface will decay. A phase plane trajectory of such an
initial data consisting of a disturbance of amplitude 10−2 on the inner circular interface
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Figure 12: Plots of the amplitude of the disturbance of the inner interface (A20(t)) versus
the amplitude of the disturbance of the outer interface (B20(t)) when the injection rate
is given by the formula (49), Q(t) = T0(n
2 − 1)/(6R0(t)(µ1 − µi)). The curve labeled
“stable” is the trajectory of initial data (A20(0), B20(0)) = (10
−2, 0) which corresponds
to a perturbed inner interface and circular outer interface. The curve labeled “unstable”
is the trajectory of initial data (A20(0), B20(0)) = (10
−2, 10−6) which corresponds to a
perturbed inner interface and a slightly perturbed outer interface. The parameter values are
µi = 0.2, µ1 = 0.3, µo = 1, T0 = 15, T1 = 1, R0(0) = 14/15, R1(0) = 1, n = 20, 0 ≤ t ≤ 10−3.
with no disturbance on the outer circular interface is shown in Figure 12 and is labeled as
“stable”. The axes of the phase plane are A20 and B20 corresponding to the amplitudes
of disturbances on the inner and the outer circular interfaces respectively. Notice that
the trajectory is along the horizontal axis towards the origin as expected. However, when
the outer circular interface is also perturbed by a disturbance of infinitesimal amplitude
10−6, 104 times smaller than the one on the inner circular interface, and keeping the time
dependent injection rate the same, the dynamics are markedly different which is shown
by the trajectory marked “unstable” in this figure. Notice that for short time only the
disturbance on the inner interface decays before the disturbances of both the inner and
outer interfaces begin to grow. Therefore, a very small difference in the initial data can lead
to wildly different behavior at later times.
Figures 13a and 13b respectively show the interface positions at the beginning and end
times for the “stable” and “unstable” phase trajectories shown in Figure 12. The initial
set-up of the interfaces in stable trajectory is so close to that in the unstable trajectory that
the difference can not easily be discerned in the figures (see Figure 13a). However, at later
times there is a clear difference (see Figure 13b). At time t = 0.001, the outer interface that
corresponds to the “stable” trajectory is circular. However, there is clearly a disturbance in
the case of the “unstable” trajectory.
In summary, an appropriate injection rate can result in a stable configuration which con-
sists of all perfectly circular interfaces except for one which is perturbed with a monochro-
matic wave of infinitesimal amplitude. The prescribed injection rate results in the pertur-
bation decaying, even if the configuration (i.e. the set-up consisting of all but one circular
interfaces and one perturbed circular interface) itself is unstable to disturbances on any one
or more of the circular interfaces. In practice, it may be difficult to realize such a flow.
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(a) (b)
Figure 13: Plots of the interfaces when the injection rate is given by the formula (49) (see
Figure 12) at times (a) t = 0 and (b) t = 0.001. The top row shows the interfaces corre-
sponding to the ”stable” trajectory in Figure 12, and the bottom row shows the interfaces
corresponding to the ”unstable” trajectory.
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5 Conclusion
In this paper, the linear stability of multi-layer immiscible Hele-Shaw and porous media
flows has been investigated. The system of ODEs that governs the evolution of linearized
interfacial disturbances has been derived for flows with an arbitrary number of fluid layers.
Several key results about time-dependent injection rates are obtained which can be used to
stabilize the flow. In applications like oil recovery, it can be advantageous to inject fluid
as quickly as possible while maintaining a stable flow. For two-layer flows, the maximum
injection rate for which a disturbance with a particular wave number is stable is given in [3].
A similar condition is found in the present work for three-layer flows by using Gershgorin’s
circle theorem. By using upper bounds derived in [13] a sufficient condition on the injection
rate to ensure stability is found for a flow with an arbitrary number of fluid layers.
The behavior of the interfaces and the growth rates of disturbances are investigated
numerically and the following results are found: (a) The interfaces are coupled so that a
disturbance on one interface is transferred to the other interface(s); (b) The disturbances on
the interfaces can be in phase or out of phase and there can be a transition from one state
to the other; (c) The addition of extra fluid layers can have a large impact on the dynamics
of the interfacial motion; (d) Flows with more fluid layers can be stable with faster injection
rates than comparable flows with fewer fluid layers, and the maximum stable injection rate
is proportional to the number of interfaces raised to the two-thirds power; and (e) The
use of an appropriate injection rate can result in a stable configuration which consists of all
perfectly circular interfaces except for one which is perturbed with a monochromatic wave of
infinitesimal amplitude. The prescribed injection rate results in the perturbation decaying,
even if the configuration (i.e. the set-up consisting of all but one circular interfaces and one
perturbed circular interface) itself is unstable to disturbances on any one or more of the
circular interfaces. In practice, it may be difficult to realize such a flow. These results are
independent of viscosities of the fluids and the values of interfacial tension as long as the
viscosity jump is positive in the direction of flow at each interface.
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