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1
Abstract
Trading of financial instruments has largely moved away from floor trading and
onto electronic exchanges. Orders to buy and sell are queued at these exchanges in a
limit-order book. While a full analysis of the dynamics of a limit-order book requires an
understanding of strategic play among multiple agents, and is thus extremely complex,
so-called zero-intelligence Poisson models have been shown to capture many of the
statistical features of limit-order book evolution. These models can be addressed by
traditional queueing theory techniques, including Laplace transform analysis. In this
article, we demonstrate in a simple setting that another queueing theory technique,
approximating the Poisson model by a diffusion model identified as the limit of a
sequence of scaled Poisson models, can also be implemented. We identify the diffusion
limit, find an embedded semi-Markov model in the limit, and determine the statistics of
the embedded semi-Markov model. Along the way, we introduce and study a new type
of process, a generalization of skew Brownian motion that we call two-speed Brownian
motion.
2
1 Introduction
1.1 Background
On electronic exchanges buyers and sellers of financial assets are matched by a continuous
double auction, whose operation is described below. Although some agents submitting
orders may be acting as market makers, posting both buy and sell orders, these agents no
longer have the favored position of floor specialists who received orders and could either
match those with other received orders or execute the orders for their own account. Instead,
all agents place orders of essentially four types4, market buy orders, market sell orders, limit
buy orders, and limit sell orders.
A limit buy/sell order specifies the number of shares to be bought/sold and the price
at which the transaction is to take place. Allowable prices are on a discrete grid. The grid
points are called ticks. If there is no limit sell/buy order in the book that matches the
price associated with an arriving limit buy/sell order, the arriving limit order is queued at
that price for later execution or cancellation. If there is a matching limit order queued in
the book, the arriving limit order is partially or fully executed against the existing order,
depending on the size of the existing order. Any part of the arriving limit order not executed
is queued.
In contrast, market buy/sell orders accept the best price available in the book, and if
the arriving order exhausts the limit orders queued at a particular price, it moves on to the
limit orders queued at the next best price. The “best price” at which a market buy order
executes is the lowest price at which a limit sell order is queued, and this is called the best
ask price, or simply the ask price. The “best price” at which a market sell order executes is
the highest price at which a limit buy order is queued, and this is called the best bid price,
or simply the bid price.
On most exchanges, when an order arrives that can execute against limit orders queued
at a particular price, the queued limit orders are executed in order of arrival to the queue,
the oldest being executed first. For this reason, limit orders are often submitted to establish
time priority in case the agent wants to later execute. Exchanges permit submitting agents
to cancel limit orders before they are executed, and indeed most limit orders are canceled
rather than being executed.
A zero-intelligence Poisson model of the limit-order book dynamics assumes the market
and limit buy and sell orders arrive at different prices according to independent Poisson
processes, where the intensity of the Poisson processes may depend on the state of the
limit-order book. “Zero-intelligence” denotes the fact that there is no attempt to model
the motivation of the individual agents who are submitting the orders. In these models,
cancellations are also governed by Poisson processes. These limit-order book models are akin
to queueing models of telephone or computer communication traffic in which the statistics
of the traffic are modeled but not the reasons for the traffic. In Section 1.4, we present a
brief history of and the evidence for the efficacy of these types of models.
4Certain agents are permitted to place other types of orders, e.g., iceberg orders, which become visible
to other agents only gradually as they are executed. These are important if one is to study strategic play
among agents. That is not our goal, and thus to avoid unnecessary complications, we restrict our attention
to the four principal types of orders introduced here.
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1.2 Informal description of the model and results
Our goal is to study the diffusion limit of a sequence of zero-intelligence Poisson models.
To demonstrate the viability of this approach we choose as our starting point the simplest
zero-intelligence Poisson model in which the determination of this limit is nontrivial. In
our model, all orders are the same size, as is common in the literature; see Section 1.4.
Market buy and sell orders arrive as Poisson processes with intensity λ0 > 0 and µ0 > 0,
respectively. Limit buy orders arrive at prices one and two ticks below the ask price as
Poisson processes with intensities λ1 > 0 and λ2 > 0, respectively. Limit sells arrive at
prices one and two ticks above the bid price as Poisson processes with intensities µ1 > 0
and µ2 > 0, respectively. We build a sequence of models indexed by the positive integers
n = 1, 2, . . . . The six parameters λ0, λ1, λ2, µ0, µ1, µ2 are common to all these models and
may be chosen arbitrarily subject to the following condition.
Assumption 1.1. There are two numbers a > 1 and b > 1 satisfying a+ b > ab such that
aλ0 = bµ0,
λ1 = (a− 1)λ0,
λ2 = (a+ b− ab)λ0,
µ1 = (b− 1)µ0,
µ2 = (a+ b− ab)µ0.
Remark 1.2. An immediate consequence of Assumption 1.1 is that
c := µ0 − λ1 = (a+ b− ab)λ0
b
= (a+ b− ab)µ0
a
= λ0 − µ1 > 0. (1.1)
In many cases in practice, the bid and ask prices are thousands of ticks away from price
zero. This permits us to avoid boundary conditions by assuming that the price ticks are on
a doubly infinite grid.
Buy orders that are two or more ticks below the bid price are subject to cancellation at
rate θb/
√
n > 0 (per order). Analogously, sell orders that are two or more ticks above the
ask price are subject to cancellation at rate θs/
√
n > 0 (per order).
Because there are two types of queued orders, limit buys and limit sells, we remove
ambiguity by creating at each price tick a process that is the number of limit buys queued
at that tick if there are any and is the negative of the number of limit sells queued at that
tick if there are any. Obviously, there cannot be both limit buys and limit sells queued
at the same price. If at a generic price tick we denote this process in the n-th model at
time t by Qn(t), the sign of Qn(t) carries the order type information. We illustrate this in
Figure 1.1, where the positive histograms correspond to queued buy orders and the negative
histograms correspond to queued sell orders at the prices marked on the horizontal axis. Up
arrows labeled λ0, λ1 and λ2 indicate the price locations of the arriving buy orders at the
rates indicated by the λ-labels, which will build positive histograms or, in the case of the
market orders arriving at the ask price, will shorten the negative histogram at that price.
Similarly, down arrows labeled µ0, µ1 and µ2 show the price locations of the arriving sell
orders at the rates indicated by the µ-labels, which will build negative histograms or, in the
case of market orders arriving at the bid price, will shorten the positive histogram at that
price.
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Figure 1.1: Limit-order book
It is apparent in Figure 1.1 that a large bid-ask spread cannot persist. In fact, the typical
limit-order book configuration in the n-th system has a one- or two-tick bid-ask spread, as
shown in Figure 1.2. In that figure, we have labeled queue length processes Un, V n,Wn, Xn,
Y n and Zn, where the latter three are negative in the figure. We denote by pu, pv, pw, px, py
and pz the respective prices at which the queues of orders U
n, V n,Wn, Xn, Y n and Zn are
posted. We define Qn := (Un, V n,Wn, Xn, Y n, Zn).
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Figure 1.2: Typical limit-order book
We will see that under Assumption 1.1, in the n-th model the components of Qn(nt)
are either of size O(
√
n) or size o(
√
n). Thus we accelerate time by a factor of n, divide the
queue length by
√
n, and seek the limit of the scaled system as n→∞. In other words, we
define the scaled queued order process vector by
Q̂(n)(t) =
1√
n
Qn(nt), t ≥ 0,
and its individual components are denoted Û (n), V̂ (n), etc. We study limn→∞ Q̂(n). Note
that we do not scale the prices. We study the limiting process not just at a single price
tick, but rather consider the system of processes at all price ticks simultaneously. This
is potentially a countably-infinite-dimensional process, but because of cancellations most
components of this process are zero and we can restrict our attention at any time to the
queues at only six price ticks.
To describe the limiting system, let us denote by U∗(t), V ∗(t),W ∗(t), X∗(t), Y ∗(t), Z∗(t)
the limit of the scaled number of orders at six adjacent price ticks at scaled time t, the ticks
chosen so that
V ∗(t) > 0, Y ∗(t) < 0. (1.2)
Recall that pu, pv, pw, px, py and pz are the respective prices at these six adjacent ticks. We
will show that there are always six adjacent price ticks with this property, although this
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set of six ticks is not always uniquely determined. The bid price in the limiting system is
px if X
∗(t) is positive, is pw if X∗(t) ≤ 0 and W ∗(t) > 0, or is pv if both W ∗(t) ≤ 0 and
X∗(t) ≤ 0. We call the bid price in the limiting system the essential bid price in recognition
of the fact that it may not be the limit of the bid prices in the sequence of pre-limit models,
as we discuss below. We adopt the same terminology for the ask, calling the ask price in
the limiting system the essential ask price.
Let us consider the case W ∗(t) = 0 and X∗(t) < 0, in which the essential bid is pv and
the essential ask is px (Figure 1.3). This means in the pre-limit sequence of models, at the
same six price ticks, there are queue length processes Un, V n,Wn, Xn, Y n, Zn with
V n(nt) = O
(√
n
)
> 0, Wn(nt) = o
(√
n
)
, Xn(nt) = O
(√
n
)
< 0. (1.3)
Let us assume further that
Un(nt) = O
(√
n
)
> 0, Y n(nt) = O
(√
n
)
< 0. (1.4)
In the n-th pre-limit model, Wn(nt) can be either positive, negative or zero. If Wn(nt)
is positive, pw is the bid, and if W
n(nt) is negative, pw is the ask. It is thus possible that
the bid in every pre-limit model is pw, even though the essential bid in the limiting system
is pv. Similarly, the ask in every pre-limit model could be pw, even though the essential ask
in the limiting system is px
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U∗(t) V ∗(t) W ∗(t)
X∗(t) Y ∗(t) Z∗(t)
Figure 1.3: Limiting system for (1.3) and (1.4)
We will show that in the limiting system, at Lebesgue almost every time, the essential ask
and essential bid differ by two ticks as in Figure 1.3. On the zero-measure set of remaining
times, the essential ask and bid differ by three ticks. This limiting system, however, is an
approximation to pre-limit models in which the spread between ask and bid prices is tighter.
In fact, the limit of the fraction of time in which the spread is one tick in the pre-limit models
is
2− a+ b
ab
(1.5)
(see Remark 4.11), and these parameters can be chosen to correspond to empirical observa-
tion. Indeed, Assumption 1.1 permits us to choose a = b = 1 + ε for 0 < ε < 1, and as ε
ranges over (0, 1), the expression in (1.5) also ranges over (0, 1).
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We return to the six limiting processes U∗, V ∗,W ∗, X∗, Y ∗, Z∗ at adjacent price ticks
for an interval of time in which (1.2) prevails. During this interval, we designate V ∗ and Y ∗
the pair of bracketing processes and consider the pair (W ∗, X∗) of interior processes. We
show that the pair of interior processes behaves like (Theorem 4.19)(
max{Bw,x, 0},min{Bw,x, 0}
)
, (1.6)
where Bw,x is a two-speed Brownian motion, a concept defined and discussed in Section 3,
with speed σ2+ when it is positive and speed σ
2
− when it is negative, where
σ+ =
√
2(λ0 + bλ1), (1.7)
σ− =
√
2(µ0 + aµ1). (1.8)
The subscripts of Bw,x indicate that it arises when we take (W
∗, X∗) to be the pair of the
interior processes. In particular, W ∗ is a Brownian motion with variance σ2+ when Bw,x is
positive, and is zero when Bw,x is negative. On the other hand, X
∗ is a Brownian motion
with variance σ2− when Bw,x is negative, and is zero when Bw,x is positive. During the
interval of time in which (1.2) holds and we observe this behavior by (W ∗, X∗), we refer to
(W ∗, X∗) as a split Brownian motion.
When Bw,x is positive, the limiting system has a two-tick spread between the essential
ask at py and the essential bid at pw, as shown in Figure 1.4.
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U∗(t) V ∗(t) W ∗(t)
X∗(t) Y ∗(t) Z∗(t)
Figure 1.4: Limiting system when Bw,x is positive
When Bw,x is negative, the limiting system again has a two-tick spread, this time between
the essential ask at px and the essential bid at pv, as shown in Figure 1.3. When Bw,x is
zero, the limiting system has a three-tick spread between the essential ask at py and the
essential bid at pv, as shown in Figure 1.5. We call this third configuration a renewal state
for the limiting system.
The previous discussion applies during intervals of time in which (1.2) holds. But even-
tually, either V ∗ or Y ∗ becomes zero. We consider here the case that V ∗ becomes zero; the
case for Y ∗ is analogous.
During an interval of time in which (1.2) holds and X∗ is negative (see Figure 1.3), and
hence by (1.6) W ∗ is zero, the combination of limit buy arrivals and cancellations will cause
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U∗(t) V ∗(t) W ∗(t)
X∗(t) Y ∗(t) Z∗(t)
Figure 1.5: Renewal state
U∗ to be frozen at the level
κL :=
λ2µ1
θbλ1
. (1.9)
In general, the queue one tick below the essential bid and the queue one tick above the
essential ask are frozen. Analogously to (1.9), because X∗ is assumed to be negative and
hence is the essential ask, Y ∗ is frozen at
κR := −µ2λ1
θsµ1
. (1.10)
In particular, for t in time intervals during which (1.2) holds and X∗(t) is negative,
U∗(t) > 0, X∗(t) < 0.
This permits us to consider U∗ and X∗ as bracketing processes and (V ∗,W ∗) as the pair of
interior processes, which, analogously to (1.6), behave like(
max{Bv,w, 0},min{Bv,w, 0}
)
, (1.11)
where Bv,w is a two-speed Brownian motion different from Bw,x in (1.6). But when (1.2)
holds and X∗ is negative,W ∗ is zero, so Bv,w is positive and V ∗ is behaving like a Brownian
motion with variance σ2+. On the other hand, according to (1.6), X
∗ behaves like a Brownian
motion with variance σ2−. We show that these Brownian motions have constant correlation
(Remark 5.16)
− ρ = λ1 + µ1√
(λ0 + bλ1)(µ0 + aµ1)
=
2(λ1 + µ1)
σ+σ−
. (1.12)
Assumption 1.1 and Remark 1.2 show that λ0 − µ1 > 0 and (b − 1)λ1 > 0. Summing these
inequalities, we see that λ0+bλ1 > λ1+µ1. Similarly, µ0+aµ1 > λ1+µ1. Multiplying these
inequalities, we conclude that −ρ < 1. Thus, −1 < ρ < 0. Because of our convention that
sell orders are queued with negative sign, the positivity of −ρ implies that the correlation ρ
between the actual number of orders at the essential bid and essential ask is negative.
At the end of an interval of time in which (1.2) holds and X∗ is negative, it is possible
that the two-speed Brownian motion Bv,w governing V
∗ reaches zero before the two-speed
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Brownian motion Bw,x governing X
∗ does so. We provide a simple formula for the proba-
bility of this; see Theorem 7.2. The only model parameters in this formula are σ± and ρ.
We also compute the distribution of the time required for this event to occur. If this event
does occur, we arrive at a new renewal state with both V ∗ and W ∗ equal to zero; see Figure
1.6. We continue on with U∗ and X∗ as the bracketing processes and (V ∗,W ∗) following
the split Brownian motion (1.11).
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U∗(t) V ∗(t) W ∗(t)
X∗(t) Y ∗(t) Z∗(t)
Figure 1.6: New renewal state
The process that records the transitions from a given renewal state to a new renewal
state, either one tick to the left or one tick to the right of the initial renewal state, is a
stationary semi-Markov processes. In Theorems 7.8 and 7.9, we provide the probabilities
that the transitions are to the left and to the right, and we compute the characteristic
function of the distribution of the time between transitions. The only model parameters in
the formulas in these two theorems are σ±, ρ, κL and κR.
Finally, we observe that although the limiting processes in our model behave like Brown-
ian motions for periods of time, they are actually more complicated than Brownian motions.
In fact, they are not semimartingales. To understand why this is the case, consider the pro-
cess V ∗. We have just seen that when Bw,x in (1.6) is negative, so that W ∗ is zero and
X∗ is negative, then V ∗ behaves like a Brownian motion. However, when Bw,x becomes
positive, then W ∗ is positive and pw is the essential bid. In this case, V ∗, being one tick
below the essential bid, is frozen at κL. But immediately after it reaches zero, the Brownian
motion Bw,x has infinitely many changes of sign, which causes V
∗ to repeatedly diffuse and
then jump back to κL. The jumps in V
∗ are not absolutely summable, and this creates
an unbounded variation non-martingale component to V ∗. Fortunately, the squares of the
jumps are summable, which permits us to study V ∗ through the tool of Poisson random
measures.
1.3 Section-by-section summary
We begin with a short section, Section 2, on notation, and then in Section 3 define and
develop the properties of two-speed Brownian motion. In Section 4 we identify the limit of
the scaled interior queues Wn and Xn. Section 5 does the same for the bracketing queues
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V n and Y n. In both Sections 4 and 5, we simplify the analysis by considering processes that
are governed by the same dynamics before and after one of the bracketing queues vanishes.
These processes agree with V n,Wn, Xn and Y n until one of the bracketing queues vanishes.
In Section 6, we elaborate on the relationship among these processes. Section 7 computes
the distribution of the time until price change and the direction of price change. Section 8
concludes the paper and points toward future research.
1.4 Related literature
This paper is based on the PhD dissertations Almost [2] and Yu [59].
For general background on limit-order books, both empirical studies and models, one
may consult Biais, Hillion & Spatt [8], Cont [13], [14], Gould et al. [28], Hautsch & Huang
[30], Parlour & Seppi [52], and Szabolcs & Farmer [56].
Poisson models of order arrivals have a long history, predating electronic exchanges.
Early models by Garman [24], Amihud & Mendelson [3] and Mendelson [50] posit Poisson
arrivals of buy and sell orders to a market that clears periodically. In [24] and [3], this
clearing is facilitated by a market maker.
In a step toward zero-intelligence models, Ros¸u [54] and Kruk [44] build models with
Poisson arrivals of buy and sell orders but with prices posted strategically by the agents
submitting the orders.
Cohen, Conroy & Maier [12] build a zero-intelligence model for a continuous double
auction with order queues only at the bid and ask prices. Domowitz & Wang [18], who
include a nice discussion of the operation of limit-order books, extend this model to allow
order queues at finitely many prices and compute the stationary distribution for their model.
Kelly & Yudovina [41] and Luckock [48] permit Poisson arrivals to a continuum of prices
and also compute stationary distributions. One of the few papers in which arriving orders
are not assumed to have constant size is Kruk [43], in which arrivals are modeled by renewal
processes and order sizes are randomly distributed. Under a fluid scaling of time/volume,
but not prices, a limiting evolution for the order book is obtained.
Smith, Farmer, Gillemot & Krishnamurthy [55] and Daniels, Farmer, Gillemot, Iori
& Smith [17] build a zero-intelligence Poisson model and conduct extensive simulations
together with dimensional analysis and mean field approximations to obtain predictions
about price volatility, market depth, the size and variability of the bid-ask spread, the
price impact of submitting a market order, and the probability that a limit order is filled.
The orders are of constant size, but [55] reports that when comparing their simulations to
those with random order size, as long as the distribution of order size has a thin tail, the
same qualitative results are obtained. Farmer, Patelli & Zovko [20] report good agreement
between the predictions in [55] and [17] and data from the London stock exchange.
For an interesting experiment on the ability of zero-intelligence trading to achieve price
discovery, see [25].
Our work was inspired by Cont, Stoikov & Talreja [16], who construct a zero-intelligence
Poisson model and use Laplace transform analysis to obtain analytical conclusions about
the stationary distribution. This raises the question of whether another queueing theory
methodology, determining heavy-traffic (diffusion) limits of zero-intelligence Poisson models,
is possible and useful. Steps in that direction have been taken by Cont & de Larrard [15],
Avellaneda, Reed & Stoikov [4] and Cha´vez-Casillas & Figueroa-Lopez [11], all of whom
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consider queues only at the bid and ask. When one of these is depleted in [15], the system
is reinitialized. In [4] the model of [15] is extended to include “hidden liquidity” at the best
prices. In [11] the depletion of a best price leads to orders arriving between the new best
prices to replenish the system. In contrast to these works, we model order queues outside
the bid-ask spread and rules governing order arrivals and departures continue to apply even
when a best price queue is depleted.
We do not scale the price ticks. By scaling price ticks as well as time and order volume,
one can obtain limiting models that are governed by partial differential equations in the case
of fluid scaling (see Gao & Deng [23], Horst & Kreher [31], and Horst & Paulsen [33]) and by
measure-valued stochastic differential equations or stochastic partial differential equations
in the case of diffusion scaling or multiple time scales (see Bayer, Horst & Qiu [6], Horst
& Kreher [32], Lakner, Reed & Stoikov [46], and Lakner, Reed & Simatos [45]). Kirilenko,
Sowers & Meng [42] develop a model with three time scales and both fluid and diffusion
scalings. Maglaras, Moellemi & Zheng [49] build a fluid model from the outset, i.e., not
obtained as the limit of a stochastic model. Horst & Xu [34] introduce Hawkes random
measures, an extension of Hawkes processes that have been used to capture the clustering
of arrivals observed in data. See the references in [34] for entry into the literature on this
use of Hawkes processes.
The literature on Markov models of limit-order books is too extensive to survey here.
We mention only Huang, Lehalle & Rosenbaum [35], who build a two-time-scale model and
fit it to data, Gonzalez [26], [27], and the references therein.
Finally, a number of authors have used microstructure models based on Poisson processes
or more general processes to obtain macro models for price movement. Among them, in
addition to several papers already mentioned, are Abergel & Jedidi [1], Bak, Paczuski &
Shubik [5], Bayraktar, Horst & Sircar [7], Blanchet & Chen [10], Fo¨llmer & Schweizer [21]
and Fo¨llmer [22].
2 Notation
This work uses weak convergence of probability measures on the space D[0,∞) of ca`dla`g
functions from [0,∞) to R with the J1 topology; see [19] and [58]. We denote this conver-
gence, which we call weak-J1 convergence, by
J1=⇒. When we write Xn J1=⇒ X for a sequence
of ca`dla`g processes {Xn}∞n=1 and a limiting ca`dla`g process X , we mean that the probability
measures induced by Xn on D[0,∞) converge weakly-J1 to the probability measure induced
on D[0,∞) by X . We will need to sometimes assign a “left-limit at zero.” To do this, we
consider the space D0[−1,∞) of ca`dla`g functions from [−1,∞) to R that are constant on
[−1, 0). These may be identified with D[0−,∞) := R×D[0,∞). An element x ∈ D[0−,∞)
is a ca`dla`g function from [0,∞) to R together with a real number denoted x(0−). The M1
topology on D0[−1,∞) provides a topology on D[0−,∞). Weak convergence of probability
measures on D[0−,∞) with the M1 topology is called weak-M1 convergence. The conver-
gence we establish in Theorem 5.28 below is joint weak convergence of four processes, two
in the M1-topology and two in the J1-topology. It is characterized by the condition (5.86).
Definition 2.1. We say that a sequence of ca`dla`g processes {Xn}∞n=1 on [0,∞) is bounded
above in probability on compact time intervals if, for every T > 0 and ε > 0, there exists
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K > 0 and N ≥ 1 such that P{sup0≤t≤T Xn(t) > K} < ε for all n ≥ N . We say
that {Xn}∞n=1 is bounded below in probability on compact time intervals if {−Xn}∞n=1 is
bounded above in probability on compact time intervals. We say that {Xn}∞n=1 is bounded
in probability on compact time intervals if it is both bounded above and bounded below in
probability on compact time intervals, in which case we write Xn = O(1).
Definition 2.2. A sequence of ca`dla`g processes {Xn}∞n=1 is said to be o(1) (written Xn =
o(1)) if Xn
J1=⇒ 0.
Remark 2.3. The sequence {Xn}∞n=1 is o(1) if and only if sup0≤t≤T |Xn(t)| converges in
probability to zero, which we write as sup0≤t≤T |Xn(t)| P→ 0, for every T > 0.
We denote by id the identity mapping on [0,∞]. We use the term standard Brownian
motion to refer to a Brownian motion with initial value zero that accumulates quadratic
variation at rate one per unit time.
3 Two-speed Brownian motion
In this section we make precise the notion of two-speed Brownian motion alluded to following
(1.6), and we develop properties of this process needed for subsequent sections.
3.1 Definition and basic properties
Definition 3.1. LetB be a standard Brownian motion, and define PB± (t) :=
∫ t
0 I{±B(s)>0}ds,
t ≥ 0, to be the occupation times of the positive and negative half-lines. Let σ± be positive
numbers, and define
Θ :=
1
σ2+
PB+ +
1
σ2−
PB− . (3.1)
We call the process
Z = B ◦Θ−1 (3.2)
a two-speed Brownian motion with speed σ2+ when positive and speed σ
2
− when negative.
Remark 3.2. Two-speed Brownian motion is closely related to skew Brownian motion,
which is defined as follows. Begin with a reflected Brownian motion, all of whose excursions
away from zero are positive, and then independently for each excursion, with probability
1 − α, where 0 < α < 1, flip the excursion so that it becomes negative. With probability
α, let the excursion remain positive. Itoˆ & McKean [39, Section 4.2, Problem 1] introduce
this construction and call the resulting process skew Brownian motion. Skew Brownian
motion was further developed by Walsh [57] and Harrison & Shepp [29], and has since found
application in models of diffusion through semi-permeable membranes and limits of queueing
systems.
Using its scale function and speed measure, Harrison & Shepp [29] provide a different
construction of skew Brownian motion as Xα = rα
(
B ◦Θ−1α
)
, where
rα(x) =
{
x/(1− α) if x ≥ 0,
x/α if x < 0,
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and Θα(t) =
1
(1−α)2P
B
+ (t)+
1
α2P
B
− (t). Setting α = σ−/(σ++σ−), we have Θα = (σ++σ−)
2Θ
and hence Z(θ) = r−1α (Xα((σ+ + σ−)
2θ)). This may be rewritten as
Z(θ) =
1
σ+ + σ−
ϕ
(
Xα
(
(σ+ + σ−
)2
θ)
)
, θ ≥ 0, (3.3)
where ϕ : R→ R is defined by
ϕ(x) :=
{
σ+x if x ≥ 0,
σ−x if x < 0.
(3.4)
Using the Poisson point process excursion representation of Brownian motion, we see in
Theorem 3.11 below that two-speed Brownian motion Z has the same law as the function
ϕ applied to skew Brownian motion constructed by excursion flipping as in [39]. When
σ+ + σ− = 1, we also have from (3.3) that Z = ϕ(Xα). Inverting these two formulas for Z,
we have an alternative proof that Xα has the law of the skew Brownian motion in [39].
Proposition 3.3. Let Z be a two-speed Brownian motion as in Definition 3.1. Then
Z = B ◦ (σ2+PZ+ + σ2−PZ− ), (3.5)
where PZ± (θ) =
∫ θ
0
I{±Z(τ)>0}dτ . Moreover,
PZ+ + P
Z
− = id . (3.6)
Conversely, suppose B is a standard Brownian motion and Z is a process satisfying (3.5)
and (3.6). Then Z is a two-speed Brownian motion.
Proof. The paths of Θ of (3.1) are strictly increasing, Lipschitz continuous, and
Θ′(t) =
1
σ2+
I{B(t)>0} +
1
σ2−
I{B(t)<0}, t ≥ 0.
We denote by T the inverse of Θ. Like Θ, T is strictly increasing, Lipschitz continuous, and
T ′(θ) =
1
Θ′(T (θ))
= σ2+I{B◦T (θ)>0} + σ
2
−I{B◦T (θ)<0} = σ
2
+I{Z(θ)>0} + σ
2
−I{Z(θ)<0}. (3.7)
Integrating this equation, we obtain
T = σ2+P
Z
+ + σ
2
−P
Z
− . (3.8)
We rewrite (3.2) as Z = B ◦ T and use (3.8) to convert this to (3.5). Finally,
{θ ≥ 0 : Z(θ) = 0} = Θ({t ≥ 0 : B(t) = 0})
has Lebesgue measure zero because {t ≥ 0 : B(t) = 0} has Lebesgue measure zero and Θ is
Lipschitz. Equation (3.6) follows.
For the converse, we define T by (3.8), which is strictly increasing by (3.6). Let Θ denote
the inverse of T . According to (3.5), Z ◦Θ = B. Therefore,
dΘ(t)
dt
=
1
T ′(Θ(t))
=
1
σ2+
I{Z◦Θ(t)>0} +
1
σ2−
I{Z◦Θ(t)<0} =
1
σ2+
I{B(t)>0} +
1
σ2−
I{B(t)<0}.
Integration yields (3.1), implying Z ◦
(
1
σ2
+
PB+ +
1
σ2−
PB−
)
= B, and (3.2) follows.
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3.2 Pathwise mappings
To develop the pathwise properties of two-speed Brownian motion, we need to investigate
some maps on continuous paths. Let C0[0,∞) be the set of continuous functions from [0,∞)
to R with zero initial condition. We equip C0[0,∞) with the metric
d(x, y) =
∞∑
n=1
1
2n
(
1 ∧ sup
0≤θ≤n
∣∣x(θ) − y(θ)∣∣) , x, y ∈ C0[0,∞).
Convergence under this metric is uniform on compact sets. Let B be the Borel σ-algebra
generated by this topology, and let B⊗B be the product σ-algebra on C0[0,∞)×C0[0,∞).
We define the B ⊗ B-measurable set
D = {(z+, z−) ∈ C0[0,∞)× C0[0,∞) : lim inf
θ→∞
z+(θ) = lim inf
θ→∞
z−(θ) = −∞
}
. (3.9)
We recall the Skorohod map Γ from D[0,∞) to itself defined by
Γ(z)(θ) := 0 ∨ max
0≤ν≤θ
(−z(ν)), θ ≥ 0, (3.10)
for z ∈ D[0,∞). For z ∈ D[0,∞), Γ(z) is the unique nondecreasing function starting at
0∨(−z(0)) for which z+Γ(z) is nonnegative and Γ(z) is constant on intervals where z+Γ(z)
is strictly positive. We define Φ± on D by
Φ+(z+, z−)(θ) := max
{
ν ∈ [0, θ] : Γ(z+)(ν) = Γ(z−)(θ − ν)
}
, (3.11)
Φ−(z+, z−)(θ) := min
{
ν ∈ [0, θ] : Γ(z−)(ν) = Γ(z+)(θ − ν)
}
, (3.12)
for θ ≥ 0. We show in the following Lemma 3.4 that Φ± maps D into C0[0,∞). Finally, we
define Ψ : D → C0[0,∞) by
Ψ(z+, z−) := z+ ◦ Φ+(z+, z−)− z− ◦ Φ−(z+, z−). (3.13)
The measurability of these functions is proved in Yu [59], Appendix A.
To simplify notation, for the remainder of this section we fix (z+, z−) ∈ D and denote
λ± = Γ(z±), p± = Φ±(z+, z−), z = z+ ◦ p+ − z− ◦ p−. (3.14)
Because (z+, z−) ∈ D, we have immediately that
lim
θ→∞
λ+(θ) = lim
θ→∞
λ−(θ) =∞. (3.15)
We rewrite (3.11) and (3.12) as
p+(θ) = max
{
ν ∈ [0, θ] : λ+(ν) = λ−(θ − ν)
}
, (3.16)
p−(θ) = min
{
ν ∈ [0, θ] : λ−(ν) = λ+(θ − ν)
}
.
Lemma 3.4. The functions p± of (3.14) are continuous, nondecreasing, and satisfy
p±(0) = 0, (3.17)
λ+ ◦ p+ = λ− ◦ p−, (3.18)
p+ + p− = id . (3.19)
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Proof. Equation (3.17) follows immediately from the fact that λ±(0) = 0.
Because λ± is nondecreasing, continuous, and λ±(0) = 0, for every θ ≥ 0 there exists
ν1 ∈ [0, θ] such that λ+(ν1) = λ−(θ − ν1) and there exists ν2 ∈ [0, θ] (in fact, we can take
ν2 = θ − ν1) such that λ−(ν2) = λ+(θ − ν2). Therefore p± takes values in [0, θ]. It is
apparent that the maximum ν1 for which λ+(ν1) = λ−(θ− ν1) corresponds to the minimum
ν2 = θ − ν1 for which λ−(ν2) = λ+(θ − ν2). Therefore, (3.19) holds.
By construction, λ+(p+(t)) = λ−(t− p+(t)), and (3.19) gives (3.18).
To see that p+ is nondecreasing, let 0 ≤ θ1 < θ2 be given. By construction we have
λ+(p+(θ1)) = λ−(θ1− p+(θ1)). If, in addition, λ+(p+(θ1)) = λ−(θ2− p+(θ1)), then because
p+(θ2) is the maximum of all numbers satisfying λ+(ν) = λ−(θ2 − ν), we have p+(θ2) ≥
p+(θ1). On the other hand, if λ+(p+(θ1)) < λ−(θ2 − p+(θ1)), then λ+(p+(θ2)) = λ−(θ2 −
p+(θ2)) implies p+(θ2) > p−(θ1).
We use a similar argument to show that p− is nondecreasing. Again let 0 ≤ θ1 < θ2 be
given. Then λ−(p−(θ2)) = λ+(θ2−p−(θ2)). If λ−(p−(θ2)) = λ+(θ1−p−(θ2)), then p−(θ2) ≥
p−(θ1). On the other hand, if λ−(p−(θ2)) > λ+(θ1 − p−(θ2)), then p−(θ2) > p−(θ1).
We now establish right continuity. Suppose θn ↓ θ. Then λ+(p+(θn)) = λ−(θn −
p+(θn)). Letting n → ∞, we obtain λ+(limn→∞ p+(θn)) = λ−(θ − limn→∞ p+(θn)). The
definition of p+ implies p+(θ) ≥ limn→∞ p+(θn). The reverse inequality holds because p+
is nondecreasing, and hence p+ is right continuous. The right continuity of p− follows from
(3.19).
Finally, we prove left continuity. Suppose θn ↑ θ. Then λ−(p−(θn)) = λ+(θn − p−(θn)).
Letting n → ∞, we obtain λ−(limn→∞ p−(θn)) = λ+(θ − limn→∞ p−(θn)). This implies
p−(θ) ≤ limn→∞ p−(θn). The non-decrease of p− implies the reverse inequality. The left-
continuity of p+ follows from (3.19).
Lemma 3.5. The functions of (3.14) satisfy
|z| = z+ ◦ p+ + z− ◦ p− + Γ(z+ ◦ p+ + z− ◦ p−), (3.20)
Γ(z+ ◦ p+ + z− ◦ p−) = λ+ ◦ p+ + λ− ◦ p− = 2λ± ◦ p±, (3.21)∫ θ
0
I{±z(ν)>0}dν ≤ p±(θ) ≤
∫ θ
0
I{±z(ν)≥0}dν, θ ≥ 0, (3.22)
(z+ + λ+) ◦ p+ · (z− + λ−) ◦ p− = 0. (3.23)
Proof. We first prove (3.23). Assume for some θ that (z++λ+) ◦ p+(θ) > 0. We must show
that under this assumption,
(z− + λ−) ◦ p−(θ) = 0. (3.24)
Define
a = max
{
ν ∈ [0, θ] : (z+ + λ+) ◦ p+(ν) = 0
}
, b = inf
{
ν ∈ [θ,∞) : (z+ + λ+) ◦ p+(ν) = 0
}
.
We have a ∈ [0, θ) and (z+ + λ+) ◦ p+(a) = 0. We have b ∈ (θ,∞], and because p+ is
nondecreasing, p+(b) is defined in [0,∞]. On the interval or half-line (a, b), (z++λ+)◦p+ is
strictly positive. According to the properties of the Skorohod map, λ+ ◦p+ is, consequently,
constant and equal to λ+(p+(a)) on (a, b). Note that p+(a) < p+(θ) ≤ p+(b).
We show that p+ is linear on [a, b), i.e.,
p+(s) = p+(a) + s− a, ∀s ∈ [a, b). (3.25)
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For u ∈ (p+(a), p+(b)) we have λ+(u) = λ+(p+(a)) = λ−(a − p+(a)). We must also have
λ−(a − p+(a)) > λ−(a − u), or else u would satisfy the equation λ+(u) = λ−(a − u), a
contradiction to the definition of p+(a). We conclude that
λ+
(
p+(a)
)
= λ−
(
a− p+(a)
)
> λ−(a− u), ∀u ∈
(
p+(a), p+(b)
)
. (3.26)
Now consider s ∈ [a, b). Because p+(a) ≤ p+(s) ≤ p+(b) and λ+ is constant on the
interval or half-line [p+(a), p+(b)), we have
p+(s) = max
{
ν ∈ [0, s] : λ+(ν) = λ−(s− ν)
}
= sup
{
ν ∈ [p+(a), s ∧ p+(b)] : λ+(ν) = λ−(s− ν)
}
= sup
{
ν ∈ [p+(a), s ∧ p+(b)] : λ+(p+(a)) = λ−(s− ν)
}
. (3.27)
Relation (3.26) shows that if ν were not constrained from above, the supremum in (3.27)
would be attained when s− ν = a− p+(a), i.e., at ν = p+(a) + s− a. However, because of
the constraint, the supremum is attained instead at ν = (p+(a) + s− a) ∧ p+(b), i.e.,
p+(s) =
(
p+(a) + s− a) ∧ p+(b), ∀s ∈ [a, b). (3.28)
We wish to remove the term ∧p+(b) in (3.28), thereby obtaining (3.25). If p+(b) = ∞,
this is trivial. If p+(b) <∞ and b =∞, when we choose a sequence bn approaching∞, and
we have limn→∞ p+(bn) = p+(b) < ∞. But (3.16) implies λ+(p+(bn)) = λ−(bn − p+(bn)),
and the left-hand side converges to λ+(p+(b)) < ∞, whereas the second equation in (3.15)
implies the right-hand side converges to ∞. Because of this contradiction, we conclude
that if p+(b) < ∞, then also b < ∞. We continue under the assumption that b < ∞ and
p+(b) <∞. To show that
p+(b) ≥ p+(a) + b− a, (3.29)
and consequently the term ∧p+(b) in (3.28) may be removed, we assume this is not the case
and choose s ∈ (p+(b) − p+(a) + a, b), a nonempty subset of (a, b). From (3.28) we have
p+(s) = p+(b), hence (z+ + λ+) ◦ p+(s) = (z+ + λ+) ◦ p+(b) = 0. This contradicts the
definition of b, and (3.29), hence (3.25), are proved.
For ε ∈ (0, θ − a), we have from (3.25) that
p+(θ − ε) = p+(θ)− ε, (3.30)
and from the definition of p+ that λ+(p+(θ)) = λ−(θ − p+(θ)). We must also have
λ+(p+(θ)) > λ−(θ − ε− p+(θ)), (3.31)
or else u = p+(θ) would satisfy the equation λ+(u) = λ−(θ − ε− u), implying p+(θ − ε) ≥
p+(θ), a contradiction to (3.30). We use (3.18) and (3.19) to rewrite (3.31) as λ−(p−(θ)) >
λ−(p−(θ)− ε) and conclude that λ− is not constant on any open interval containing p−(θ).
It follows from the Skorohod map property that λ− is constant on intervals where z− + λ−
is positive that z− + λ− cannot be positive at p−(θ), i.e., (3.24) holds.
We now turn our attention to (3.20). Because of (3.18) and the third equation in (3.14),
we can write z as the difference of the nonnegative functions (z++λ+)◦p+ and (z−+λ−)◦p−.
Not both (z+ + λ+) ◦ p+ and (z− + λ−) ◦ p− can be positive, and this implies
|z| = (z+ + λ+) ◦ p+ + (z− + λ−) ◦ p− = z+ ◦ p+ + z− ◦ p− + 2λ± ◦ p±. (3.32)
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On intervals where z is strictly positive, (z+ + λ+) ◦ p+ is strictly positive, and a Skorohod
map property implies λ+ ◦ p+ is constant. Similarly, λ− ◦ p− is constant on intervals where
z is strictly negative. Therefore, 2λ± ◦ p± is a nondecreasing process starting at zero that
is constant on intervals where |z| is positive and for which the right-hand side of (3.32) is
nonnegative. This implies (3.21) and also (3.20).
It remains to prove (3.22). Being open, the set
{θ > 0 : z(θ) > 0} = {θ > 0 : (z+ + λ+) ◦ p+(θ) > 0} = ⋃
i∈I
(ai, bi)
is, as indicated, the union of disjoint open intervals, where the index set I is either finite
or countably infinite and one of these intervals may be an open half-line. Relation (3.25)
implies
p+(θ) = p+(ai) +
∫ θ
ai
I{z(s)>0}ds, ∀θ ∈ [ai, bi), i ∈ I.
Because p+ is nondecreasing,
p+(θ) ≥
∑
i∈I
∫ bi∧θ
ai∧θ
I{z(s)>0}ds =
∫ θ
0
I{z(s)>0} ds, θ ≥ 0.
A symmetric argument shows that p−(θ) ≥
∫ θ
0 I{z(s)<0}ds, θ ≥ 0. Therefore,
p±(θ) = θ − p∓(θ) ≤
∫ θ
0
(
1− I{∓z(s)>0}
)
ds =
∫ θ
0
I{±z(s)≥0}ds, θ ≥ 0,
and (3.22) is established.
3.3 Decomposition
We apply the mappings Φ± and Ψ of (3.11)–(3.13) to decompose two-speed Brownian motion
into independent standard Brownian motions. Let Z be a two-speed Brownian motion as in
Definition 3.1 and let Θ be given by (3.1). For θ ≥ 0, T (θ) := Θ−1(θ) is a bounded stopping
time for {F(t)}t≥0, the filtration generated by B. By the Optional Sampling Theorem,
Z = B ◦ T is a martingale relative to the filtration {F(T (θ))}θ≥0.
We define
M±(θ) := ±
∫ θ
0
I{±Z(τ)>0}dZ(τ), (3.33)
PZ± (θ) :=
∫ θ
0
I±{Z(τ)>0} dτ, (3.34)
(PZ± )
−1(t) := min
{
θ ≥ 0 : PZ± (θ) > t
}
,
Z± :=M± ◦ (PZ± )−1, (3.35)
LZ± = Γ(Z±). (3.36)
Because Z spends Lebesgue-measure zero time at the origin (see (3.6)),
Z =M+ −M− = Z+ ◦ PZ+ − Z− ◦ PZ− .
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Lemma 3.6. The processes Z+ and Z− are independent Brownian motions (relative to
their own filtrations) with variances σ2+ and σ
2
−, i.e., there exist two independent standard
Brownian motions B+ and B− such that Z±(θ) = B±(σ2±θ), θ ≥ 0.
Proof. We observe from (3.2) that 〈Z〉 = Θ−1 = T , and (3.33) and (3.7) imply
〈M±〉(θ) =
∫ θ
0
I{±Z(τ)>0}d〈Z〉(τ) =
∫ θ
0
I{±Z(τ)>0}
dT (τ)
dτ
dτ = σ2±P
Z
± (θ), θ ≥ 0.
Therefore,
〈M±〉−1(t) := inf
{
θ ≥ 0 : 〈M±〉(θ) > t
}
= inf
{
θ ≥ 0 : PZ± (θ) > t/σ2±
}
= (PZ± )
−1(t/σ2±),
which approaches ∞ as t→∞, because PZ± has bounded growth. We define
B±(t) := Z±(t/σ2±) =M± ◦ (PZ± )−1(t/σ2±) =M± ◦ 〈M±〉−1(t), t ≥ 0,
We also observe from (3.33) that 〈M+,M−〉 = 0. Knight’s Theorem [40, Theorem 3.4.13]
implies that B+ and B− are independent Brownian motions.
3.4 Reconstruction
For the next lemma, it is not necessary for Z± to be defined by (3.35), only that there are
independent Brownian motions Z± related to a process Z by the formula
Z = Z+ ◦ PZ+ − Z− ◦ PZ− . (3.37)
Lemma 3.7. Let Z+ and Z− be independent Brownian motions with variances σ2+ and σ
2
−,
related to a process Z via (3.37), where PZ± and  L
Z
± are defined by (3.34) and (3.36). Then
LZ+ ◦ PZ+ = LZ− ◦ PZ− , (3.38)
PZ± = Φ±(Z+, Z−), (3.39)
Z = Ψ(Z+, Z−), (3.40)
where Φ± and Ψ are defined by (3.11)–(3.13).
Proof. We first verify (3.38). Define
U±(θ) := max
{
ν ∈ [0, θ] : −Z±(ν) = LZ±(θ)
}
, θ ≥ 0,
and note from the definition (3.10) of the Skorohod map that this maximum is attained.
Then
− Z± ◦ U± = LZ±. (3.41)
Define also ∆±(t) := max
{
u ∈ [0, t] : PZ± (u) = U± ◦ PZ± (t)
}
, t ≥ 0, so that PZ± ◦ ∆± =
U± ◦ PZ± , and hence, in light of (3.41),
Z± ◦ PZ± ◦∆± = Z± ◦ U± ◦ PZ± = −LZ± ◦ PZ± . (3.42)
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Let t ≥ 0 be given. At time ∆+(t), either Z is on a negative excursion or else Z(∆+(t)) ≥ 0.
In the latter case, we use (3.37) and (3.42) to write
0 ≤ Z(∆+(t))
= Z+ ◦ PZ+ ◦∆+(t)− Z− ◦ PZ− ◦∆+(t)
= −LZ+ ◦ PZ+ (t)− (Z− + LZ−) ◦ PZ− ◦∆+(t) + LZ− ◦ PZ− ◦∆+(t)
≤ −LZ+ ◦ PZ+ (t) + LZ− ◦ PZ− ◦∆+(t)
≤ −LZ+ ◦ PZ+ (t) + LZ− ◦ PZ− (t).
In the event that Z is on a negative excursion at time ∆+(t) that began at time ℓ(t) < ∆+(t),
we have PZ+ (ℓ(t)) = P
Z
+ (∆+(t)), and we use (3.37) and (3.42) to write
0 = Z(ℓ(t))
= Z+ ◦ PZ+
(
ℓ(t)
)− Z− ◦ PZ− (ℓ(t))
= Z+ ◦ PZ+ ◦∆+(t)− Z− ◦ PZ−
(
ℓ(t)
)
= −LZ+ ◦ PZ+ (t)− (Z− + LZ−) ◦ PZ−
(
ℓ(t)
)
+ LZ− ◦ PZ−
(
ℓ(t)
)
≤ −LZ+ ◦ PZ+ (t) + LZ− ◦ PZ−
(
ℓ(t)
)
≤ −LZ+ ◦ PZ+ (t) + LZ− ◦ PZ− (t).
We conclude that LZ+ ◦PZ+ ≤ LZ− ◦PZ− . Reversing the roles of Z+ and Z− in this argument,
we obtain the opposite inequality. Equation (3.38) is established.
We next prove (3.39). Define Q± = Φ±(Z+, Z−), so that by (3.11), (3.12), and (3.36),
LZ+
(
Q+(t)
)
= LZ−
(
t−Q+(t)
)
, LZ−
(
Q−(t)
)
= LZ+
(
t−Q−(t)
)
, t ≥ 0.
Because of (3.6), (3.38) implies
LZ+
(
PZ+ (t)
)
= LZ−
(
t− PZ+ (t)
)
, LZ−
(
PZ− (t)
)
= L+
(
t− PZ− (t)
)
, t ≥ 0.
The definition of Φ+ implies that P
Z
+ (t) ≤ Q+(t). Because LZ+(u) is increasing in u and
LZ−(t− u) is decreasing in u, we have for u ∈ [PZ+ (t), Q+(t)] that
LZ+
(
P+(t)
) ≤ LZ+(u) ≤ LZ+(Q+(t)) = LZ−(t−Q+(t))
≤ LZ−(t− u) ≤ LZ−
(
t− PZ+ (t)
)
= LZ+
(
PZ+ (t)
)
,
and hence LZ+(u) and L
Z
−(t−u) are equal to LZ+(P+(t)) for u ∈ [PZ+ (t), Q+(t)]. We recall from
(3.10) that LZ± is the maximum-to-date of the Brownian motion −Z±. If PZ+ (t) < Q+(t),
then both LZ+ and L
Z
− have “flat spots” at level L
Z
+(P+(t)). These “flat spots” correspond
to jumps in (LZ+)
−1(θ) := min
{
u ≥ 0 : LZ+(u) > θ
}
and (LZ−)
−1(θ) := min
{
u ≥ 0 : LZ−(u) >
θ
}
at θ := LZ+(P+(t)), i.e., (L
Z
±)
−1(θ−) < (LZ±)−1(θ). But the distribution of jumps of
(LZ+)
−1 and (LZ−)
−1 are non-atomic, these processes are independent because Z+ and Z−
are independent, and consequently the probability that they have simultaneous jumps is
zero. We conclude that PZ+ (t) = Q+(t) = Φ+(Z+, Z−) almost surely. This conclusion holds
for each fixed t, and hence for countably many t, but both PZ+ and Q+ are continuous, so
their entire paths must agree almost surely. The proof that PZ− = Q− = Φ−(Z+, Z−) is
analogous. Equation (3.40) is now just a restatement of (3.37); see (3.13).
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We conclude this section with a representation of two-speed Brownian motion.
Theorem 3.8. Let Z+ and Z− be independent Brownian motions with variances σ2+ and
σ2−. Then Z := Ψ(Z+, Z−) is a two-speed Brownian motion. In particular, Z satisfies
(3.37), where PZ± are defined by (3.34).
Proof. Let Wσ
2
± denote Wiener measure on C[0,∞) for Brownian motion with variance σ2±,
and let Wσ
2
+ ⊗Wσ2− denote the product measure induced by (Z+, Z−). The set D of (3.9)
has measure one under Wσ
2
+ ⊗Wσ2− , and hence Ψ(Z+, Z−) is defined almost surely. To see
that Z := Ψ(Z+, Z−) is a two-speed Brownian motion, it suffices to show it induces the
same measure on C[0,∞) as a two-speed Brownian motion. This follows from Lemmas 3.6
and 3.7, which show that a two-speed Brownian motion can be written as Ψ of independent
Brownian motions with variances σ2+ and σ
2
−, and hence the distribution of a two-speed
Brownian motion is (Wσ
2
+ ⊗Wσ2−) ◦Ψ−1. Thus, Z is a two-speed Brownian motion.
The last part of the proof of Lemma 3.7 uses the fact that Z is a two-speed Brownian
motion to justify (3.6), but does not use (3.37). That argument can be used here to show
that Φ±(Z+, Z−) = PZ± . Equation (3.37) now follows from the definition (3.13) of Ψ.
3.5 Excursion representation
To conclude the study of two-speed Brownian motion, we recall the Brownian excursion
theory of Le´vy [47] and Itoˆ [38] as presented in Ikeda & Watanabe [36, pp. 113–129]. Let
E+ (respectively E−) be the set of continuous functions from [0,∞) to [0,∞) (respectively
(−∞, 0]) with the property that for every e ∈ E := E+ ∪ E−, we have e0 = 0,
λ(e) := min{t > 0 : e(t) = 0}
is finite, and e(t) = 0 for all t ≥ λ(t). We call e ∈ E an excursion and call λ(e) the length of
the excursion. For ℓ > 0, let Eℓ± denote the set of positive, respectively negative, excursions
of length ℓ. We define B(E±) and B(E) to be the σ-algebras on E± and E generated by the
finite-dimensional cylinder sets and B(Eℓ±) to be the trace σ-algebra on Eℓ±. We construct
finite measures on Eℓ± as follows. (We need the following detailed formulas in order to
observe consequences of scaling in Section 3.6.) Define
K±(t, x) =
√
2
πt3
|x| exp
(
−x
2
2t
)
, t > 0, x ≥ 0 or x ≤ 0, (3.43)
p0(t, x, y) =
1√
2πt
[
exp
(
− (x− y)
2
2t
)
− exp
(
− (x+ y)
2
2t
)]
, t > 0, x, y ∈ R, (3.44)
hℓ±(s, a; t, b) =

K±(ℓ− t, b)
K±(ℓ − s, a)p0(t− s, a, b), 0 < s < t < ℓ, a, b > 0 or a, b < 0,√
π
2
ℓ3K±(t, b)K±(ℓ− t, b), s = 0, 0 < t < ℓ, a = 0, b > 0 or b < 0,
(3.45)
where the “second cases” such as “or x ≤ 0” correspond to the − subscript. Let ℓ > 0 and
0 < t1 < t2 < · · · < tn < ℓ be given. On (Eℓ±,B(Eℓ±)) we define the probability measures Pℓ±
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(see Appendix B) by specifying that
P
ℓ
±
{
e(t1) ∈ dx1, e(t2) ∈ dx2, . . . , e(tn) ∈ dxn
}
= hℓ±(0, 0; t1, x1)h
ℓ
±(t1, x1; t2, x2) · · ·hℓ±(tn−1, xn−1; tn, xn)dx1dx2 · · · dxn. (3.46)
Finally, we define σ-finite measures nB± on (E±,B(E±)) by
nB±(C) =
∫ ∞
0
P
ℓ
±
(
C ∩ Eℓ±
) dℓ√
2πℓ3
, C ∈ B(E±). (3.47)
These are the characteristic measures for the positive and negative excursions of Brownian
motion. Associated with each of these characteristic measures there is a Poisson point
process with counting measure NB± , i.e., a Poisson random measure on (0,∞)×E± with the
property that
ENB±
(
(s, t]× C) = (t− s)nB±(C), 0 ≤ s ≤ t, C ∈ B(E±).
We have constructed separate characteristic measures and corresponding Poisson random
measures on the spaces of positive and negative excursions, but we can combine them to
obtain a single characteristic measure nB and a corresponding Poisson random measure NB
on the space of all excursions, defined for 0 ≤ s ≤ t and C ∈ B(E) by
nB(C) = n+(C ∩ E+) + n−(C ∩ E−),
NB((s, t]× C) = NB+
(
(s, t]× (C ∩ E+)
)
+NB− ((s, t]× (C ∩ E−)
)
.
At this stage, the time axis is in units of Brownian local time, and we map this local time
into chronological time by defining
AB(s) =
∫
(0,s]
∫
E
λ(e)NB(du de), s ≥ 0.
This is the sum of the lengths of all excursions of the Brownian motion constructed below
that begin by the time the local time at zero of the Brownian motion reaches s. The process
AB is right-continuous and pure jump, and it is strictly increasing because NB((s, t]×E) is
strictly positive when 0 ≤ s < t. We invert this process to move from chronological time to
local time, defining
LB(t) = inf{s ≥ 0 : AB(s) > t}, t ≥ 0.
The paths of the local time LB are continuous, nondecreasing, and have flat spots cor-
responding to the jumps of AB, which correspond to excursions. While we have LB ◦
AB = id, because of the flat spots in LB, AB ◦ LB 6= id. Given a time t, we have ei-
ther that AB(LB(t)−) < AB(LB(t)), in which case NB({LB(t)} × E) = 1, i.e, there is
an excursion at local time LB(t) that begins at chronological time AB(LB(t)−), or else
AB(LB(t)−) = AB(LB(t)), in which case NB({LB(t)} × E) = 0, i.e, there is no excur-
sion beginning at local time LB(t) and hence no excursion beginning at chronological time
AB(LB(t)−) = AB(LB(t)) = t. We define
B(t) =
{
e
(
t−AB(LB(t)−)) if AB(LB(t)− ) < AB(LB(t)),
0 if AB
(
LB(t)− ) = AB(LB(t)), (3.48)
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where in the first line of this definition e is the excursion that begins at local time LB(t).
Then B is a standard Brownian motion. Equation (3.48) can be written more succinctly as
B(t) =
∫
(0,LB(t)]
∫
E
e
(
t−AB(s−))NB(ds de)
=
∫
(0,LB(t)]
∫
E+
e
(
t−AB(s−))NB+ (ds de)
+
∫
(0,LB(t)]
∫
E−
e
(
t−AB(s−))NB− (ds de), t ≥ 0, (3.49)
because excursions are zero after they end and so at most one excursion appears in the
integrals. The occupation times by B of the positive and negative half-lines satisfy
AB±(s) :=
∫
(0,s]
∫
E±
λ(e)NB± (du de) = P
B
±
(
AB(s)
)
, s ≥ 0. (3.50)
We return to the two-speed Brownian motion of Definition 3.1. Recall the strictly in-
creasing, Lipschitz-continuous time change Θ = 1
σ2
+
P
B
+ +
1
σ2−
PB− of (3.1) with inverse T of
(3.8). We have the following excursion representation.
Lemma 3.9. Let Z be a two-speed Brownian motion as in Definition 3.1. For θ ≥ 0,
Z(θ) =
∫
(0,LZ(θ)]
∫
E+
e
(
σ2+(θ −AZ(s−)
)
NB+ (ds de)
+
∫
(0,LZ(θ)]
∫
E−
e
(
σ2−(θ −AZ(s−)
)
NB− (ds de), (3.51)
where LZ := LB ◦ T and
AZ(s) := inf
{
θ ≥ 0 : LZ(θ) > s}. (3.52)
Proof. Proposition 3.3 implies Z = B ◦ T , and substitution into (3.49) yields
Z(θ) = B
(
T (θ)
)
=
∫
(0,LB◦T (θ)]
∫
E+
e
(
T (θ)−AB(s−))NB+ (ds de)
+
∫
(0,LB◦T (θ)]
∫
E−
e
(
T (θ)− AB(s−))NB− (ds de). (3.53)
To rewrite this, we first prove that
AB = T ◦AZ , (3.54)
or equivalently, Θ ◦AB = AZ . Observe that LZ ◦Θ ◦AB = LB ◦T ◦Θ ◦AB = LB ◦AB = id,
which implies from (3.52) that Θ ◦AB ≤ AZ . However, for s′ > s, LZ ◦Θ ◦AB(s′) = s′ > s,
which implies Θ ◦AB(s′) ≥ AZ(s) for every s′ > s, and because AB is right-continuous and
Θ is continuous, Θ ◦AB(s) ≥ AZ(s). Equation (3.54) is established.
22
In (3.53), T (θ) and AB(s−) = T (AZ(s−)) are on the same excursion, either positive
or negative, and T grows at constant rate σ2± on positive (negative) excursions. Therefore,
T (θ) − AB(s−) = σ2±
(
θ − AZ(s−)), σ2+ or σ2− appearing depending whether the excursion
is positive or negative. Substitution into (3.53) results in (3.51).
Let us define functions ψ± : E± → E± by (ψ±e)(θ) = e(σ2±θ), θ ≥ 0. We define new
Poisson random measures NZ± on (0,∞)× E± by
NZ±
(
(s, t]× C) = NB± ((s, t]× ψ−1± (C)), 0 ≤ s ≤ t, C ∈ B(E±), (3.55)
and rewrite (3.51) as
Z(θ) =
∫
(0,LZ(θ)]
∫
E+
e
(
θ −AZ(s−))NZ+ (ds de) + ∫
(0,LZ(θ)]
∫
E−
e
(
θ −AZ(s−))NZ− (ds de).
We combine these two Poisson random measures to obtain NZ defined by
NZ
(
(s, t]×C) = NZ+((s, t]×(C∩E+))+NZ−((s, t]×(C∩E−)), 0 ≤ s ≤ t, C ∈ B(E). (3.56)
Because λ(ψ±(e)) = λ(e)/σ2±, we have∫
(0,θ]
∫
E±
λ(e)NZ± (ds de) =
1
σ2±
∫
(0,θ]
∫
E±
λ(e)NB± (ds de) =
1
σ2±
AB±(θ) =
1
σ2±
(PB± ◦AB)(θ),
where we have used (3.50) in the last step. Therefore,∫
(0,θ]
∫
E
λ(e)NZ(ds de) =
(
1
σ2+
PB+ +
1
σ2−
PB−
)
◦AB(θ) = Θ ◦AB(θ) = AZ(θ).
We have proved the following proposition, which represents two-speed Brownian motion
completely analogously to the representation (3.49) for standard Brownian motion.
Proposition 3.10. The two-speed Brownian motion Z has the excursion representation
Z(θ) =
∫
(0,LZ(θ)]
∫
E
e
(
θ −AZ(s−))NZ(ds de),
where AZ(s) =
∫
(0,s]
λ(e)NZ(du de) and LZ(θ) = inf{s ≥ 0 : AZ(s) > θ}.
3.6 Skew Brownian motion
To relate the two-variance Brownian motion Z of Definition 3.1 and Proposition 3.10 to
the flipped excursion definition of skew Brownian motion given by Itoˆ & McKean [39] and
discussed in Remark 3.2, we proceed through an analysis of characteristic measures. The
characteristic measures for the positive and negative excursions of two-speed Brownian mo-
tion are given, with 0 ≤ s < t, by the equation
nZ±(C) =
1
t− sEN
Z
±
(
(s, t]×C) = 1
t− sEN
B
±
(
(s, t]×ψ−1± (C)
)
= nB±
(
ψ−1± (C)
)
, C ∈ B(E±).
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Let us consider a set in B(E±) of the form
C =
{
f ∈ E± :
(
f(t1), . . . , f(tn)
) ∈ A1 × · · · ×An, λ(f) > tn}, (3.57)
where 0 < t1 < · · · < tn and A1, . . . , An are sets in B[0,∞), respectively, B(−∞, 0]. Then
ψ−1± (C) =
{
e ∈ E± :
(
e(σ2±t1), . . . , e(σ
2
±tn)
) ∈ A1 × · · · ×An, λ(e) > σ2±tn}.
From (3.43)–(3.45), we have for σ > 0, 0 < s < t < ℓ, and a, b > 0 or a, b < 0, that
hℓ±(0, 0;σ
2t, b) =
1
σ
h
ℓ/σ2
±
(
0, 0; t,
b
σ
)
, hℓ±(σ
2s, a;σ2t, b) =
1
σ
h
ℓ/σ2
±
(
s,
a
σ
; t,
b
σ
)
. (3.58)
With C given by (3.57), we now use (3.46), (3.47), and (3.58) to compute
nZ±(C) = n
B
±(ψ
−1
± C)
=
∫ ∞
σ2±tn
P
ℓ
±
{
e ∈ E± :
(
e(σ2±t1), . . . , e(σ
2
±tn)) ∈ A1 × . . . An
} dℓ√
2πℓ3
=
∫ ∞
σ2±tn
∫
An
· · ·
∫
A2
∫
A1
hℓ±(0, 0;σ
2
±t1, x1)h
ℓ
±(σ
2
±t1, x1;σ
2
±t2, x2)
· · ·hℓ±(σ2±tn−1, xn−1;σ2±tn, xn)dx1dx2 . . . dxn
dℓ√
2πℓ3
=
∫
σ2±tn
∫
An
· · ·
∫
A2
∫
A1
1
σn±
h
ℓ/σ2±
±
(
0, 0; t1,
x1
σ±
)
h
ℓ/σ2±
±
(
t1,
x1
σ±
; t2,
x2
σ±
)
· · ·hℓ/σ
2
±
±
(
tn−1,
xn−1
σ±
; tn,
xn
σ±
)
dx1dx2 . . . dxn
dℓ√
2πℓ3
=
1
σ±
∫ ∞
tn
∫
An/σ±
· · ·
∫
A2/σ±
∫
A1/σ±
hT±(0, 0; t1, y1)h
T
±(t1, y1; t2, y2)
· · ·hT±(tn−1, yn−1; tn, yn)dy1dy2 . . . dyn
dT√
2πT 3
=
1
σ±
nB±
(
1
σ±
C
)
. (3.59)
Equation (3.59) holds for every C of the form (3.57), and since this collection of sets C
is closed under pairwise intersection and generates B(E±), equation (3.59) holds for every
C ∈ B(E±). We extend the definition (3.4), defining ϕ : E± → E± by
ϕ(e) :=
{
σ+e if e ∈ E+,
σ−e if e ∈ E−. (3.60)
We may now rewrite (3.59) as
nZ±(C) =
1
σ±
nB±
(
ϕ−1(C)
)
, C ∈ B(E±), (3.61)
where ϕ is defined by (3.60).
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We next construct the characteristic measure of skew Brownian motion as defined by
[39]. The characteristic measure of reflected Brownian motion |B| is given by
n|B|(C) = nB+(C) + n
B
−(−C) = 2nB+(C) = 2nB−(−C), C ∈ B(E+).
Consider the skew Brownian motion X that takes the excursions of |B| and assigns them
positive or negative signs independently with probabilities σ−/(σ++σ−) and σ+/(σ++σ−),
respectively. A characteristic measure of X is thus
nX(C) =

σ−
σ+ + σ−
n|B|(C) =
2σ−
σ+ + σ−
nB+(C) if C ∈ B(E+),
σ+
σ+ + σ−
n|B|(−C) = 2σ+
σ+ + σ−
n−(C) if C ∈ B(E−).
Let NX be the associated Poisson random measure, i.e., NX is a Poisson random measure
on (0,∞)×E such that ENX((s, t]×C) = (t− s)nX(C) for 0 ≤ s < t and C ∈ B(E). Then
X(t) =
∫
(0,LX(t)]
∫
E
e
(
t−AX(u−))NX(du de),
where AX(s) =
∫
(0,s]
∫
E λ(e)N
X(dv de) and LX(t) = inf{s ≥ 0 : AX(s) > t}.
Theorem 3.11. Two-speed Brownian motion Z of Definition 3.1 has the same law as ϕ(X).
Proof. Define γ = 12σ+ +
1
2σ−
= σ−+σ+2σ+σ− , so that γ
2σ∓
σ++σ−
= 1σ± . Define a Poisson random
measure NY by NY ((s, t]×C) := NX((γs, γt]×C) for 0 ≤ s < t and C ∈ E . The associated
characteristic measure is
nY (C) =
1
t− sEN
Y
(
(s, t]× C) = γnX(C) =

1
σ+
nB+(C) if C ∈ B(E+),
1
σ−
nB−(C) if C ∈ B(E−).
(3.62)
We define
AY (s) :=
∫
(0,s]
∫
E
λ(e)NY (du de) =
∫
(0,γs]
∫
E
λ(e)NX(dv de) = AX(γs),
so
LY (t) := inf
{
s ≥ 0 : AY (s) > t} = 1
γ
inf
{
u ≥ 0 : AX(u) > t} = 1
γ
LX(t).
Then
Y (t) :=
∫
(0,LY (t)]
∫
E
e
(
t−AY (s−))NY (ds de)
=
∫
(0,γLY (t)]
∫
E
e
(
t−AY
(
u
γ
−
))
NX(du de)
=
∫
(0,LX(t)]
∫
E
e
(
t−AX(u−))NX(du de)
= X(t), t ≥ 0.
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In other words, another characteristic measure for the excursions of X is given by (3.62)5.
Finally, observe from (3.61) and (3.62) that a characteristic measure of Z is ϕ−1(nY ).
In other words, Z is obtained from X by scaling (in space, not time) the positive excursions
of X by σ+ and the negative excursions by σ−. In particular, Z is equal in law to ϕ(X).
4 Interior queues
We begin the analysis of the limit-order book with a study of the interior queues.
4.1 Initial condition
To avoid a lengthy analysis of an initial transient period, we make the following assumption
about the initial conditions in the sequence of limit-order book models.
Assumption 4.1. There exist six adjacent price ticks pu < pv < pw < px < py < pz such
that the initial values of the corresponding queues satisfy(
1√
n
Un(0),
1√
n
V n(0),
1√
n
Wn(0),
1√
n
Xn(0),
1√
n
Y n(0),
1√
n
Zn(0)
)
=⇒ (U∗(0), V ∗(0), 0, 0, Y ∗(0), Z∗(0)),
where Un(0) ≥ 0 for every n so that U∗(0) is a nonnegative constant, V ∗(0) is a positive
constant, Y ∗(0) is a negative constant, and Zn(0) ≤ 0 for every n so that Z∗(0) is a
nonpositive constant. The convergence is weak convergence of probability measures on the
space R6.
Given the initial condition of Assumption 4.1, we have V n(0) > 0 and Y n(0) < 0 for all
sufficiently large n. We designate V n and Y n the bracketing queues and call Wn and Xn
the interior queues, at least until either V n or Y n vanishes. Until this occurs, at a stopping
time we denote by
Sn := inf{t ≥ 0 : V n(t) = 0 or Y n(t) = 0}, (4.1)
we consider the dynamics of the interior queues.
4.2 Interior queue dynamics
Given that V n is positive and Y n is negative, there are eight possible configurations of the
interior queues, depending on whether Wn is positive, zero or negative and whether Xn is
positive, zero or negative. (It cannot happen that Wn is negative and Xn is positive; this
would correspond to a sell order queued at the price below the price of a queued buy order.)
These eight configurations are shown in Figure 4.1. This figure indicates the locations
and rates of arriving orders using the conventions adopted for Figure 1.1. In four of these
configurations, one of the bracketing queues is subject to cancellations, and this queue is
indicated by the letter C above or below its histogram.
We may represent the eight configurations in Figure 4.1 as eight distinct regions in the
(Wn, Xn) plane. A representative point in each of these regions is shown in Figure 4.2.
5Characteristic measure of excursions are determined only up to a multiplicative constant
26
λ2 λ1 λ0 λ2 λ1 λ0
λ2 λ1 λ0
µ0 µ1 µ2
µ0 µ1 µ2 µ0 µ1 µ2
V n Wn
Xn Y n
V n Wn
Xn Y n
V n Wn
Xn Y n
λ1 λ0
λ2 λ1 λ0
µ0 µ1 µ2
µ0 µ1
V n
Wn Xn Y n
V n Wn Xn
Y n
λ1 λ0
λ2 λ1 λ0 λ2 λ1 λ0
µ0 µ1 µ2 µ0 µ1 µ2
µ0 µ1
V n
Wn Xn Y n
V n Wn
Xn Y n
V n Wn Xn
Y n
C
C
C
C
Figure 4.1: Interior queue configurations
The arrows attached to the point indicate the forces acting on the pair (Wn, Xn) in each
of the eight regions. These eight regions correspond to the signs of Wn and Xn, but it
is convenient for us to group the two regions corresponding to Xn > 0, noting that when
Xn > 0, the forces acting on the pair (Wn, Xn) are the same regardless of whether Wn = 0
or Wn > 0. We thus define the northeast region
NE :=
{
(w, x) : w ≥ 0, x > 0}. (4.2)
Similarly, we group two regions to create the southwest region
SW :=
{
(w, x) : w < 0, x ≤ 0}. (4.3)
We next define three regions corresponding to three configurations in Figure 4.1, namely,
the origin, the eastern region, and the southern region,
O :=
{
(0, 0)
}
, E :=
{
(w, 0) : w > 0
}
, S :=
{
(0, x) : x < 0
}
. (4.4)
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There remains the configuration in which Wn is positive and Xn is negative. We partition
this configuration into three southeastern regions,
SE+ :=
{
(w, x) : x < 0, x+ w > 0
}
, (4.5)
SE :=
{
(w, x) : x < 0, x+ w = 0
}
, (4.6)
SE− :=
{
(w, x) : x < 0, x+ w < 0
}
. (4.7)
The eight regions (4.2)–(4.7) are shown in Figure 4.2. We denote this collection of regions
by R := {NE,E, SE+, SE, SE−, S, SW,O}.
SE
SE−
SE+SW
NE
E
S
O
µ1 λ0
µ2
µ1 λ0
µ2
λ1
µ1
λ2
µ2
λ1
µ0
λ2
λ1
µ0
λ2
λ0
µ1 λ1
µ2
λ0
µ0 λ1
µ1
λ1
µ0 λ2
µ1
Ĝn = Ŵn + bX̂n
Ĥn = X̂n
Ĝn = Ŵn + X̂n
Ĥn = X̂n
Ĝn = Ŵn + X̂n
Ĥn = −Ŵn
Ĝn = aŴn + X̂n
Ĥn = −Ŵn
Wn
Xn
Figure 4.2: Dynamics of the interior queues
To postpone consideration of the time Sn when one of the bracketing queues vanishes,
we temporarily replace (Wn, Xn) in the analysis by the pair of processes (Wn,Xn) whose
dynamics is described by Figure 4.2 without regard to the bracketing queues. The process
pair of interest (Wn, Xn) agrees with (Wn,Xn) up to time Sn.
One way to describe (Wn,Xn) is to begin at an initial state, say (Wn(0),Xn(0)) = (1, 1),
and consider three independent exponential random variables (times) with means 1/λ1, 1/λ2
and 1/µ0. The first transition of (Wn,Xn) occurs at the minimum of these three random
times, and the minimizing random time determines the direction of the transition. If the
random time with mean 1/µ0 is the minimum, then the transition is to (1, 0). The time of the
next transition is the minimum of four exponential random variables (times), independent
of one another and of the three previous random variables, with means 1/λ1, 1/λ2, 1/µ1
and 1/µ0. Continuing in this way, we construct the Markov process (Wn,Xn).
An equivalent construction that does not make the Markov property so obvious but
is more convenient for our purposes uses Poisson processes rather than exponentially dis-
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tributed random variables. For each of the eight regions we create independent Poisson
process N×,∗,±, where the symbol × indicates the region in which the Poisson process acts,
the symbol ∗ is either W or X , depending on which component of (Wn,Xn) is affected by
the Poisson process, and the sign + or − indicates whether the Poisson process increases
or decreases this component. There are thirty of these Poisson processes. Given the thirty
independent Poisson processes, we can construct by forward recursion the unique pair of
processes (Wn,Xn) satisfying the equations
Pn×(t) =
∫ t
0
I{(Wn,Xn)∈×}ds, × ∈ R, (4.8)
Wn(t) =Wn(0) +NNE,W,+ ◦ λ2PnNE(t) +NE,W,+ ◦ λ2PnE(t)−NE,W,− ◦ µ0PnE(t)
+NSE+,W,+ ◦ λ1PnSE+(t)−NSE+,W,− ◦ µ0PnSE+(t) +NSE,W,+ ◦ λ1PnSE(t)
−NSE,W,− ◦ µ0PnSE(t) +NSE−,W,+ ◦ λ1PnSE−(t)−NSE−,W,− ◦ µ0PnSE−(t)
+NS,W,+ ◦ λ1PnS (t)−NS,W,− ◦ µ1PnS (t) +NSW,W,+ ◦ λ0PnSW (t)
−NSW,W,− ◦ µ1PnSW (t) +NO,W,+ ◦ λ2PnO(t)−NO,W,− ◦ µ1PnO(t), (4.9)
Xn(t) = Xn(0)−NSW,X,− ◦ µ2PnSW (t)−NS,X,− ◦ µ2PnS (t) +NS,X,+ ◦ λ0PnS (t)
−NSE−,X,− ◦ µ1PnSE−(t) +NSE−,X,+ ◦ λ0PnSE−(t)−NSE,X,− ◦ µ1PnSE(t)
+NSE,X,+ ◦ λ0PnSE(t)−NSE+,X,− ◦ µ1PnSE+(t) +NSE+,X,+ ◦ λ0PnSE+(t)
−NE,X,− ◦ µ1PnE(t) +NE,X,+ ◦ λ1PnE(t)−NNE,X,− ◦ µ0PnNE(t)
+NNE,X,+ ◦ λ1PnNE(t)−NO,X,− ◦ µ2PO(t) +NO,X,+ ◦ λ1PO(t). (4.10)
4.3 Transformation of variables
Recalling the positive constants a and b from Assumption 1.1, we define (Gn, Hn) via a
continuous piecewise linear transformation of (Wn,Xn) by
Gn(t) :=

Wn(t) + bXn(t) if (Wn(t),Xn(t)) ∈ NE ∪ E,
Wn(t) + Xn(t) if (Wn(t),Xn(t)) ∈ SE+ ∪ SE ∪ SE− ∪O,
aWn(t) + Xn(t) if (Wn(t),Xn(t)) ∈ SW ∪ S, (4.11)
Hn(t) :=
 X
n(t) if
(Wn(t),Xn(t)) ∈ NE ∪E ∪ SE+,
Xn(t) = −Wn(t) if (Wn(t),Xn(t)) ∈ SE ∪O,
−Wn(t) if (Wn(t),Xn(t)) ∈ SW ∪ S ∪ SE−. (4.12)
This transformation is invertible with continuous piecewise linear inverse
Wn(t) =
 G
n(t)− bHn(t) if Gn(t) ≥ 0, 0 ≤ Hn(t) ≤ Gn(t)/b,
Gn(t)−Hn(t) if Gn(t) ≥ 0, Hn(t) < 0,
−Hn(t) if Gn(t) < 0, Hn(t) ≤ −Gn(t)/a,
(4.13)
Xn(t) =
 H
n(t) if Gn(t) ≥ 0, Hn(t) ≤ Gn(t)/b,
Gn(t) +Hn(t) if Gn(t) < 0, Hn(t) < 0,
Gn(t) + aHn(t) if Gn(t) < 0, 0 ≤ Hn(t) ≤ −Gn(t)/a.
(4.14)
Therefore, like (Wn,Xn), the pair (Gn, Hn) is Markov.
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We show in Proposition 4.3 below that the diffusion-scaled version of Gn is a martingale.
One can see intuitively in Figure 4.2 that Gn is a martingale by computing the net drift at
each of eight points with arrows. For example, in the region E, Ĝn moves up b at rate λ1
(due to an increase in Xn), moves down 1 at rate µ1 (due to a decrease in Xn), moves up
1 at rate λ2 (due to an increase in Wn), and moves down 1 at rate µ0 (due to a decrease in
Wn). The net drift rate is bλ1 − µ1 + λ2 − µ0, which is zero because of Assumption 1.1.
To reduce the amount of notation, we write
Gn = Gn(0) + bΦn1 +Φ
n
2 +Φ
n
3 +Φ
n
4 +Φ
n
5 +Φ
n
6 +Φ
n
7 + aΦ
n
8 , (4.15)∣∣Gn∣∣ = ∣∣Gn(0)∣∣+ bΦn1 +Φn2 +Φn3 +Φn4 − Φn5 − Φn6 − Φn7 − aΦn8 , (4.16)
Hn = Hn(0) + Φn1 +Φ
n
2 − Φn7 − Φn8 +Φn9 +Φn10, (4.17)∣∣Hn∣∣ = ∣∣Hn(0)∣∣+Φn1 − Φn2 +Φn7 − Φn8 − Φn9 +Φn10, (4.18)
where
Φn1 := NNE,X,+ ◦ λ1PnNE −NNE,X,− ◦ µ0PnNE +NE,X,+ ◦ λ1PnE ,
Φn2 := −NE,X,− ◦ µ1PnE +NSE+,X,+ ◦ λ0PnSE+ −NSE+,X,− ◦ µ1PnSE+ ,
Φn3 := NNE,W,+ ◦ λ2PnNE +NE,W,+ ◦ λ2PnE −NE,W,− ◦ µ0PnE
+NSE+,W,+ ◦ λ1PnSE+ −NSE+,W,− ◦ µ0PnSE+ ,
Φn4 := NSE,X,+ ◦ λ0PnSE +NSE,W,+ ◦ λ1PnSE +NO,W,+ ◦ λ2PnO + bNO,X,+ ◦ λ1PnO,
Φn5 := −NSE,W,− ◦ µ0PnSE −NSE,X,− ◦ µ1PnSE −NO,X,− ◦ µ2PnO − aNO,W,− ◦ µ1PnO,
Φn6 := −NSW,X,− ◦ µ2PnSW −NS,X,− ◦ µ2PnS +NS,X,+ ◦ λ0PnS
−NSE−,X,− ◦ µ1PnSE− +NSE−,X,+ ◦ λ0PnSE− ,
Φn7 := NS,W,+ ◦ λ1PnS −NSE−,W,− ◦ µ0PnSE− +NSE−,W,+ ◦ λ1PnSE− ,
Φn8 := −NSW,W,− ◦ µ1PnSW +NSW,W,+ ◦ λ0PnSW −NS,W,− ◦ µ1PnS ,
Φn9 := NSE,X,+ ◦ λ0PnSE +NSE,W,− ◦ µ0PnSE ,
Φn10 := NO,X,+ ◦ λ1PnO +NO,W,− ◦ µ1PnO.
4.4 Diffusion scaling
We introduce the diffusion scaled processes, defined for t ≥ 0,
X̂n(t) := 1√
n
Xn(nt), Ŵn(t) := 1√
n
Wn(nt), Ĝn(t) := 1√
n
Gn(nt), Ĥn(t) :=
1√
n
Hn(nt).
(4.19)
The transformation (4.11) and (4.12) is preserved by diffusion scaling, i.e.,
Ĝn(t) :=

Ŵn(t) + bX̂n(t) if (Ŵn(t), X̂n(t)) ∈ NE ∪E,
Ŵn(t) + X̂n(t) if (Ŵn(t), X̂n(t)) ∈ SE+ ∪ SE ∪ SE− ∪O,
aŴn(t) + X̂n(t) if (Ŵn(t), X̂n(t)) ∈ SW ∪ S, (4.20)
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Ĥn(t) :=

X̂n(t) if (Ŵn(t), X̂n(t)) ∈ NE ∪ E ∪ SE+,
X̂n(t) = −Ŵn(t) if (Ŵn(t), X̂n(t)) ∈ SE ∪O,
−Ŵn(t) if (Ŵn(t), X̂n(t)) ∈ SW ∪ S ∪ SE−. (4.21)
This transformation has continuous piecewise linear inverse (cf. (4.13), (4.14))
Ŵn(t) =

Ĝn(t)− bĤn(t) if Ĝn(t) ≥ 0, 0 ≤ Ĥn(t) ≤ Ĝn(t)/b,
Ĝn(t)− Ĥn(t) if Ĝn(t) ≥ 0, Ĥn(t) < 0,
−Ĥn(t) if Ĝn(t) < 0, Ĥn(t) ≤ −Ĝn(t)/a,
(4.22)
X̂n(t) =

Ĥn(t) if Ĝn(t) ≥ 0, Ĥn(t) ≤ Ĝn(t)/b,
Ĝn(t) + Ĥn(t) if Ĝn(t) < 0, Ĥn(t) < 0,
Ĝn(t) + aĤn(t) if Ĝn(t) < 0, 0 ≤ Ĥn(t) ≤ −Ĝn(t)/a.
(4.23)
The Continuous Mapping Theorem implies we can determine the J1-weak limit of (Ŵn, X̂n)
by determining the limit of (Ĝn, Ĥn). We show in Section 4.5 that Ĥn
J1=⇒ 0 and in Section
4.6 that Ĝn converges to a two-speed Brownian motion.
We also define Φ̂ni (t) = Φi(nt)/
√
n, so that (4.15)–(4.18) becomes
Ĝn = Ĝn(0) + bΦ̂n1 + Φ̂
n
2 + Φ̂
n
3 + Φ̂
n
4 + Φ̂
n
5 + Φ̂
n
6 + Φ̂
n
7 + aΦ̂
n
8 , (4.24)∣∣Ĝn∣∣ = ∣∣Ĝn(0)∣∣+ bΦ̂n1 + Φ̂n2 + Φ̂n3 + Φ̂n4 − Φ̂n5 − Φ̂n6 − Φ̂n7 − aΦ̂n8 , (4.25)
Ĥn = Ĥn(0) + Φ̂n1 + Φ̂
n
2 − Φ̂n7 − Φ̂n8 + Φ̂n9 + Φ̂n10, (4.26)∣∣Ĥn(0)∣∣ = ∣∣Ĥn(0)∣∣ + Φ̂n1 − Φ̂n2 + Φ̂n7 − Φ̂n8 − Φ̂n9 + Φ̂n10. (4.27)
It will be useful to replace the independent diffusion-scaled Poisson processes appearing in
Φ̂ni by the centered diffusion-scaled Poisson processes
M̂n×,∗,±(t) :=
1√
n
(
N×,∗,±(nt)− nt
)
, × ∈ R, ∗ ∈ {W,X}, (4.28)
which converge J1-weakly to independent standard Brownian motions B×,∗,±, i.e.,(
M̂n×,∗,±
)
×∈R,∗∈{W,X}
J1=⇒ (B×,∗,±)×∈R,∗∈{W,X}. (4.29)
We also define the fluid-scaled occupation times
P
n
×(t) :=
1
n
P×(nt) =
∫ t
0
I{(Ŵn(s),X̂n(s))∈×}ds, × ∈ R. (4.30)
We denote by Θ̂ni the centered versions of Φ̂
n
i , i.e.,
Θ̂n1 := M̂
n
NE,X,+ ◦ λ1P
n
NE − M̂nNE,X,− ◦ µ0P
n
NE + M̂
n
E,X,+ ◦ λ1P
n
E
= Φ̂n1 −
√
n(λ1 − µ0)PnNE −
√
nλ1P
n
E , (4.31)
Θ̂n2 := −M̂nE,X,− ◦ µ1P
n
E + M̂
n
SE+,X,+ ◦ λ0P
n
SE+ − M̂nSE+,X,− ◦ µ1P
n
SE+
= Φ̂n2 +
√
nµ1P
n
E −
√
n(λ0 − µ1)PnSE+ , (4.32)
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Θ̂n3 := M̂
n
NE,W,+ ◦ λ2P
n
NE + M̂
n
E,W,+ ◦ λ2P
n
E − M̂nE,W,− ◦ µ0P
n
E
+ M̂nSE+,W,+ ◦ λ1P
n
SE+ − M̂nSE+,W,− ◦ µ0P
n
SE+
= Φ̂n3 −
√
nλ2P
n
NE −
√
n(λ2 − µ0)PnE −
√
n(λ1 − µ0)PnSE+ , (4.33)
Θ̂n4 := M̂
n
SE,X,+ ◦ λ0P
n
SE + M̂
n
SE,W,+ ◦ λ1P
n
SE + M̂
n
O,W,+ ◦ λ2P
n
O + bM̂
n
O,X,+ ◦ λ1P
n
O
= Φ̂n4 −
√
n(λ0 + λ1)P
n
SE −
√
n(λ2 + bλ1)P
n
O, (4.34)
Θ̂n5 := −M̂nSE,W,− ◦ µ0P
n
SE − M̂nSE,X,− ◦ µ1P
n
SE − M̂nO,X,− ◦ µ2P
n
O − aM̂nO,W,− ◦ µ1P
n
O
= Φ̂n5 +
√
n(µ0 + µ1)P
n
SE +
√
n(µ2 + aµ1)P
n
O, (4.35)
Θ̂n6 := −M̂nSW,X,− ◦ µ2P
n
SW − M̂nS,X,− ◦ µ2P
n
S + M̂
n
S,X,+ ◦ λ0P
n
S
− M̂nSE−,X,− ◦ µ1P
n
SE− + M̂
n
SE−,X,+ ◦ λ0P
n
SE−
= Φ̂n6 +
√
nµ2P
n
SW +
√
n(µ2 − λ0)PnS +
√
n(µ1 − λ0)PnSE− , (4.36)
Θ̂n7 := M̂
n
S,W,+ ◦ λ1P
n
S − M̂nSE−,W,− ◦ µ0P
n
SE− + M̂
n
SE−,W,+ ◦ λ1P
n
SE−
= Φ̂n7 −
√
nλ1P
n
S +
√
n(µ0 − λ1)PnSE− , (4.37)
Θ̂n8 := −M̂nSW,W,− ◦ µ1P
n
SW + M̂
n
SW,W,+ ◦ λ0P
n
SW − M̂nS,W,− ◦ µ1P
n
S
= Φ̂n8 +
√
n(µ1 − λ0)P nSW +
√
nµ1P
n
S , (4.38)
Θ̂n9 := M̂
n
SE,X,+ ◦ λ0P
n
SE + M̂
n
SE,W,− ◦ µ0P
n
SE = Φ̂
n
9 −
√
n(λ0 + µ0)P
n
SE , (4.39)
Θ̂n10 := M̂
n
O,X,+ ◦ λ1P
n
O + M̂
n
O,W,− ◦ µ1P
n
O = Φ̂
n
10 −
√
n(λ1 + µ1)P
n
O. (4.40)
Using Assumption 1.1 to simplify, we rewrite (4.24)–(4.27) as
Ĝn = Ĝn(0) + bΘ̂n1 + Θ̂
n
2 + Θ̂
n
3 + Θ̂
n
4 + Θ̂
n
5 + Θ̂
n
6 + Θ̂
n
7 + aΘ̂
n
8 , (4.41)∣∣Ĝn∣∣ = ∣∣Ĝn(0)∣∣+ bΘ̂n1 + Θ̂n2 + Θ̂n3 + Θ̂n4 − Θ̂n5 − Θ̂n6 − Θ̂n7 − aΘ̂n8
+
√
n(aλ0 + bµ0)(P
n
SE + P
n
O), (4.42)
Ĥn = Ĥn(0) + Θ̂n1 + Θ̂
n
2 − Θ̂n7 − Θ̂n8 + Θ̂n9 + Θ̂n10 +
√
nc
(− PnNE + PnSE++ PnSE−− PnSW )
+
√
n(µ1 − λ1)
(
P
n
S − P
n
E) +
√
n(λ0 + µ0)P
n
SE +
√
n(λ1 + µ1)P
n
O, (4.43)
∣∣Ĥn∣∣ = ∣∣Ĥn(0)∣∣ + Θ̂n1 − Θ̂n2 + Θ̂n7 − Θ̂n8 − Θ̂n9 + Θ̂n10 −√n c(PnNE + PnSE++ PnSE−+ PnSW )
+
√
n(λ1 + µ1)
(
P
n
E + P
n
S + P
n
O
)−√n(λ0 + µ0)PnSE . (4.44)
Remark 4.2. Let Fn = {Fn(t)}t≥0 denote the filtration generated by (Ŵn, X̂n), or equiv-
alently, by (Ĝn, Ĥn). The second equality in (4.30) shows that the time changes P
n
× are
adapted to Fn.
Proposition 4.3. The process Ĝn is martingale relative Fn.
Proof. The pair (Gn, Hn) is a time-homogeneous Markov process, and consequently so is
(Ĝn, Ĥn). Thus the martingale property relative to Fn, the filtration generated by (Ĝn, Ĥn),
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reduces to showing that for every initial condition (Ĝn(0), Ĥn(0)) and for every t ≥ 0,
E
(Ĝn(0),Ĥn(0))[Ĝn(t)] = Ĝn(0). (4.45)
Let us begin the evolution of (Ĝn, Ĥn) at an initial state (Ĝn(0), Ĥn(0)) = (g, h) in one
of the eight regions in R. Set τ0 = 0. Denote by τ1 the time of exit of (Ĝn, Ĥn) from the
initial region, and by τk, k = 2, 3, . . . , the ordered sequence of times of successive exits from
regions in R. In each of the regions in R, Ĝn evolves as a sum of diffusion-scaled centered
Poisson processes. For example, when (Ĝn, Ĥn) is in NE,
dĜn = d
(
bM̂nNE,X,+ ◦ λ1 id
)− d(bM̂nNE,X,− ◦ µ0 id )+ d(M̂nNE,W,+ ◦ λ2 id ).
This implies, in particular, that Ĝn(t ∧ τ1), t ≥ 0, is a martingale, and hence
g = E(g,h)
[
Ĝn(t ∧ τ0)
]
= E(g,h)
[
Ĝn(t ∧ τ1)
]
. (4.46)
We generalize this to show that for all k = 0, 1, . . . ,
E
(g,h)
[
Ĝn(t ∧ τk)
]
= E(g,h)
[
Ĝn(t ∧ τk+1)
]
. (4.47)
We first observe from the Markov property and (4.46) that
E
(g,h)
[
Ĝn(t ∧ τk+1)I{t>τk}
]
=
∑
(g′,h′)
∫ t
0
E
(g′,h′)
[
Ĝn
(
(t− s) ∧ τ1
)]
P
(g,h)
{(
Ĝn(τk), Ĥ
n(τk)
)
= (g′, h′), τk ∈ ds
}
=
∑
(g′,h′)
∫ t
0
g′ P(g,h)
{(
Ĝn(τk), Ĥ
n(τk)
)
= (g′, h′), τk ∈ ds
}
= E(g,h)
[
Ĝn(τk)I{t>τk}
]
.
Consequently,
E
(g,h)
[
Ĝn(t ∧ τk+1)
]
= E(g,h)
[
Ĝn(t)I{t≤τk}
]
+ E(g,h)
[
Ĝn(t ∧ τk+1)I{t>τk}
]
= E(g,h)
[
Ĝn(t)I{t≤τk}
]
+ E(g,h)
[
Ĝn(τk)I{t>τk}
]
= E(g,h)
[
Ĝn(t ∧ τk)
]
,
and (4.47) is established. From (4.46) and (4.47) we have g = E(g,h)[Ĝn(t ∧ τk)] for k =
1, 2, . . . Observing the E(g,h)[max0≤s≤t |Ĝn(s)|] <∞, we let k →∞ to obtain (4.45).
4.5 Crushing Ĥn
Theorem 4.4. We have Ĥn
J1=⇒ 0.
Proof. First observe that, having continuous weak-J1 limits, the processes M̂
n
×,∗,± are O(1).
The processes P
n
× are dominated by the identity, so Θ̂
n
i are O(1) for i=1,. . . ,10.
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We now adapt a proof from [53]. For t ≥ 0, define
τn(t) :=
{
sup
{
s ∈ [0, t] : Ĥn(s) = 0} if {s ∈ [0, t] : Ĥn(s) = 0} 6= ∅,
0 otherwise.
Because Ĥn 6= 0 on (τn(t), t],
P
n
E(t) + P
n
S(t) + P
n
O(t)
= P
n
E
(
τn(t)
)
+ P
n
S
(
τn(t)
)
+ P
n
O
(
τn(t)
)
,
P
n
NE(t) + P
n
SE+(t) + P
n
SE(t) + P
n
SE−(t) + P
n
SW (t)
= P
n
NE
(
τn(t)
)
+ P
n
SE+
(
τn(t)
)
+ P
n
SE
(
τn(t)
)
+ P
n
SE−
(
τn(t)
)
+ P
n
SW
(
τn(t)
)
+ t− τn(t).
Substitution into (4.44) yields
0 ≤ ∣∣Ĥn(t)∣∣
=
∣∣Ĥn(τn(t))∣∣+O(1)
−√n c[PnNE(t) + PnSE+(t) + PnSE−(t) + PnSW (t)
− PnNE
(
τn(t)
) − PnSE+(τn(t))− PnSE−(τn(t))− PnSW (τn(t))]
−√n (λ0 + µ0)
[
P
n
SE(t)− P
n
SE
(
τn(t)
)]
≤ Ĥn(τn(t))+O(1)−min(c, λ0 + µ0)√n(t− τn(t)). (4.48)
Assumption 4.1 implies that Ĥn(0)
J1=⇒ 0, so Ĥn(τn(t)) J1=⇒ 0 if τn(t) = 0. Otherwise,
Ĥ(τn(t)) = 0, and because jumps in Ĥn are of size 1/
√
n, we have |Ĥn(τn(t))| = 1/√n J1=⇒
0. Thus, (4.48) implies τn
J1=⇒ id. But this implies Pn× − P
n
× ◦ τn = o(1) and hence
M̂n×,∗,± ◦ αP
n
× − M̂n×,∗,± ◦ αP
n
× ◦ τn = o(1) for all positive α. Using this we can upgrade
(4.48) to
0 ≤ ∣∣Ĥn(t)∣∣ = o(1)−min(c, λ0 + µ0)√n(t− τn(t)),
which implies
√
n(id−τn) = o(1). In particular, |Ĥn| = o(1).
Remark 4.5. Dividing (4.43) and (4.44) by
√
n and passing to the limit, we obtain
c
(
P
n
SE+ + P
n
SE− − P
n
NE − P
n
SW
)
+ (µ1 − λ1)(P nS − P
n
E) + (λ0 + µ0)P
n
SE
+(λ1 + µ1)P
n
O
J1=⇒ 0,
(4.49)
−c(PnNE + PnSE+ + PnSE− + PnSW )+ (λ1 + µ1)(PnE + PnS + PnO)− (λ0 + µ0)PnSE J1=⇒ 0.
(4.50)
4.6 Convergence of Ĝn
In this section we show that Ĝn converges to a two-speed Brownian motion. The proof
proceeds through several steps. Along the way we identify the limits of the processes P
n
×.
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Lemma 4.6. For k=1,2,. . . , let ϕk : R → [0,∞) be defined by ϕk(ξ) = max(−k|ξ|+ 1, 0),
ξ ∈ R. For 1 < α <∞, define Fk : D[0,∞)→ R by
F0(x) =
∫ ∞
0
e−αsI{0}
(
x(s)
)
ds, Fk(x) =
∫ ∞
0
e−αsϕk
(
x(s)
)
ds, k = 1, 2, . . . .
Then in the J1 topology, Fk is continuous for k = 1, 2, . . . , and F0 is upper semicontinuous.
Proof. Since F0 = infk≥1 Fk, it suffices to show that each Fk is continuous.
Let k ≥ 1 be given. Recall from [19], Section 3.5, that a metric for the J1 topology is
d(x, y) := inf
λ∈Λ
[
γ(λ) ∨
∫ ∞
0
e−ud(x, y, λ, u)du
]
,
where
d(x, y, λ, u) := 1 ∧ sup
t≥0
∣∣x(t ∧ u)− y(λ(t) ∧ u)∣∣,
γ(λ) := ess supt≥0
∣∣ logλ′(t)∣∣ = sup
s>t≥0
[
log
λ(s) − λ(t)
s− t
]
,
and Λ is the set of all strictly increasing Lipschitz continuous functions λ mapping [0,∞)
onto [0,∞) with γ(λ) < ∞. Let xn → x in the J1 topology on D[0,∞). Then there exists
a sequence {λn}∞n=1 in Λ such that limn→∞(γ(λn) ∨
∫∞
0 e
−ud(x, xn, λn, u)du) = 0. We
compute
∣∣Fk(xn)− Fk(x)∣∣ = ∣∣∣∣∫ ∞
0
e−αs
[
ϕk
(
xn(s)
)− ϕk(x(s))]ds∣∣∣∣
≤
∣∣∣∣∫ ∞
0
e−αs
[
ϕk
(
xn(s)
)− ϕk(x(λn(s)))]ds∣∣∣∣
+
∣∣∣∣∫ ∞
0
e−αs
[
ϕk
(
x
(
λn(s)
))− ϕk(x(s))]ds∣∣∣∣ . (4.51)
We consider each of the last two terms.
Because ϕk is bounded by 1 and is Lipschitz with constant k, for n large enough that
λn(s) ≤ αs, s ≥ 0, we have∣∣∣∣∫ ∞
0
e−αs
[
ϕk
(
xn(s)
)− ϕk(x(λn(s)))]ds∣∣∣∣
≤
∫ ∞
0
e−αs
(
2 ∧ k∣∣xn(s)− x(λn(s))∣∣)ds
≤ 2k
∫ ∞
0
e−αs
(
1 ∧ sup
t≥0
∣∣xn(t ∧ (αs)) − x(λn(t) ∧ (αs))∣∣)ds
≤ 2k
α
∫ ∞
0
e−ud(xn, x, λn, u)du,
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which has limit zero as n→∞. For the last term in (4.51), we observe first that each λn is
absolutely continuous, λn(0) = 0, λ
′
n is defined almost everywhere, and |λ′n−1| is uniformly
bounded by a constant that goes to zero as n→∞. Therefore,∣∣∣∣∫ ∞
0
e−αs
[
ϕk
(
x
(
λn(s)
))− ϕk(x(s))]ds∣∣∣∣
=
∣∣∣∣∫ ∞
0
e−αsϕk
(
x
(
λn(s)
))
ds−
∫ ∞
0
e−αλn(t)ϕk
(
x
(
λn(t)
))
λ′n(t)dt
∣∣∣∣
≤
∫ ∞
0
e−αs
∣∣1− eα(s−λn(s))∣∣∣∣λ′n(s)∣∣ds,
which also has limit zero as n→∞ by the Dominated Convergence Theorem.
We reorganize the terms in (4.31)–(4.38) appearing in (4.41), grouping them by region.
More precisely, we write Ĝn as
Ĝn = Ĝn(0) +
∑
×∈R
Ψ̂n× ◦ P
n
×,
where
Ψ̂nNE := bM̂
n
NE,X,+ ◦ λ1 id−bM̂nNE,X,− ◦ µ0 id+M̂nNE,W,+ ◦ λ2 id,
Ψ̂nE := bM̂
n
E,X,+ ◦ λ1 id−M̂nE,X,− ◦ µ1 id+M̂nE,W,+ ◦ λ2 id−M̂nE,W,− ◦ µ0 id,
Ψ̂nSE+ := M̂
n
SE+,X,+ ◦ λ0 id−M̂nSE+,X,− ◦ µ1 id+M̂nSE+,W,+ ◦ λ1 id−M̂nSE+,W,− ◦ µ0 id,
Ψ̂nSE := M̂
n
SE,X,+ ◦ λ0 id+M̂nSE,W,+ ◦ λ1 id−M̂nSE,W,− ◦ µ0 id−M̂nSE,X,− ◦ µ1 id,
Ψ̂nSE− := −M̂nSE−,W,− ◦ µ0 id+M̂nSE−,W,+ ◦ λ1 id−M̂nSE−,X,− ◦ µ1 id+M̂nSE−,X,+ ◦ λ0 id,
Ψ̂nS := −aM̂nS,W,− ◦ µ1 id+M̂nS,W,+ ◦ λ1 id−M̂nS,X,− ◦ µ2 id+M̂nS,X,+ ◦ λ0 id,
Ψ̂nSW := −aM̂nSW,W,− ◦ µ1 id+aM̂nSW,W,+ ◦ λ0 id−M̂nSW,X,− ◦ µ2 id,
Ψ̂nO := M̂
n
O,W,+ ◦ λ2 id+bM̂nO,X,+ ◦ λ1 id−M̂nO,X,− ◦ µ2 id−aM̂nO,W,− ◦ µ1 id .
Proposition 4.7. The sequence {Ĝn}∞n=1 is tight in the J1 topology, the limit of every
convergent subsequence is continuous, and the limit spends zero Lebesgue time at the origin.
Proof. Because [M̂n×,∗,±, M̂
n
×,∗,±]
J1=⇒ id, using Assumption 1.1 we have
[Ψ̂nNE, Ψ̂
n
NE ]
J1=⇒ (b2λ1 + b2µ0 + λ2) id =: ANE , (4.52)
[Ψ̂nE , Ψ̂
n
E ]
J1=⇒ (b2λ1 + bµ0 + λ2) id =: AE , (4.53)
[Ψ̂nSE+ , Ψ̂
n
SE+ ]
J1=⇒ (aλ0 + bµ0) id =: ASE+ , (4.54)
[Ψ̂nSE , Ψ̂
n
SE ]
J1=⇒ (aλ0 + bµ0) id =: ASE , (4.55)
[Ψ̂nSE− , Ψ̂
n
SE− ]
J1=⇒ (bµ0 + aλ0) id =: ASE− , (4.56)
[Ψ̂nS , Ψ̂
n
S ]
J1=⇒ (a2µ1 + aλ0 + µ2) id =: AS , (4.57)
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[Ψ̂nSW , Ψ̂
n
SW ]
J1=⇒ (a2µ1 + a2λ0 + µ2) id =: ASW , (4.58)
[Ψ̂nO, Ψ̂
n
O]
J1=⇒ (λ2 + b2λ1 + µ2 + a2µ1) id =: AO. (4.59)
Then
An :=
∑
×∈R
Ax ◦ Pn× (4.60)
is strictly increasing and piecewise linear with slope bounded between m := min{A′× : × ∈
R} and M := max{A′× : × ∈ R}. Let In be the inverse of An, which is also strictly
increasing and piecewise linear with slope bounded between 1/M and 1/m. For each s,
In(s) is a stopping time for {F(t)}t≥0 (see Remark 4.2). We have
[Ĝn ◦ In, Ĝn ◦ In] =
∑
×∈R
[Ψ̂n×, Ψ̂
n
×] ◦ P
n
× ◦ In
=
∑
×∈R
(
[Ψ̂n×, Ψ̂
n
×]−A×
) ◦ Pn× ◦ In + ∑
×∈R
A× ◦ Pn× ◦ In
=
∑
×∈R
(
[Ψ̂n×, Ψ̂
n
×]−A×
) ◦ Pn× ◦ In + id J1=⇒ id,
by (4.52)–(4.59). We now apply [19, Theorem 1.4, Section 7.1] to conclude that
Ĝn ◦ In J1=⇒ B, (4.61)
where B is a standard Brownian motion. Since the time changes An have bounded slopes
uniformly in n, {Ĝn}∞n=1 = {Ĝn ◦ In ◦An}∞n=1 is tight.
We next argue that the limit of every convergent subsequence of {Ĝn}∞n=1 is continuous.
Let {Ĝnj}∞j=1 be a convergent subsequence with limit G∗. Recall from [19, Theorem 10.2,
Section 3.10] that G∗ is continuous if and only if J(Ĝnj ) J1=⇒ 0, where
J(x)(t) :=
∑
0≤u≤t
∣∣x(u)− x(u−)∣∣, x ∈ D[0,∞).
But Ĝnj ◦ Inj converges weakly to a Brownian motion, which is continuous, and
J
(
Ĝnj
)
(t) = J
(
Ĝnj ◦ Inj ◦Anj)(t) = J(Ĝnj ◦ Inj )(Anj (t)).
Because Anj (t) ≤Mt and J(Ĝnj ◦ Inj) J1=⇒ 0, we have J(Ĝnj ) J1=⇒ 0 and G∗ is continuous.
Finally, we must show that G∗ spends zero Lebesgue time at the origin. Given ε > 0,
there exists a finite random integer k0 such that Fk(B) < ε for all k ≥ k0, where we use
the notation of Lemma 4.6 with α := 2(M ∨ 1)/M . Consequently, there exists j0 such that
Fk(Ĝ
nj ◦ Inj ) < ε for all k ≥ k0 and j ≥ j0. Making the change of variables s = Anj (u), we
see that
m
∫ ∞
0
e−2(M∨1)uϕk
(
Ĝnj (u)
)
du ≤
∫ ∞
0
e−αsϕk
(
Ĝnj ◦ Inj (s))ds = Fk(Ĝnj ◦ In) < ε. (4.62)
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According to Lemma 4.6,∫ ∞
0
e−2(M∨1)uϕk
(
Ĝnj (u)
)
du
J1=⇒
∫ ∞
0
e−2(M∨1)uϕk
(
G∗(u)
)
du. (4.63)
Combining (4.62) and (4.63), we obtain
E
∫ ∞
0
e−2(M∨1)uI{G∗(u)=0}du ≤ E
∫ ∞
0
e−2(M∨1)uϕk
(
G∗(u)
)
du ≤ ε
m
.
But ε > 0 is arbitrary, so
∫∞
0 e
−2(M∨1)u
I{G∗(u)=0}du = 0 almost surely.
Corollary 4.8. We have P
n
SE
J1=⇒ 0 and PnO J1=⇒ 0.
Proof. Again we use the notation of Lemma 4.6, this time with α = 2. Suppose {Pn}∞n=1 is
a sequence of probability measures on D[0,∞) converging weakly to P. For k = 1, 2, . . . ,
lim sup
n→∞
∫
D[0,∞)
F0dP
n ≤ lim
n→∞
∫
D[0,∞)
FkdP
n =
∫
D[0,∞)
FkdP.
Letting k →∞, we conclude that
lim sup
n→∞
∫
D[0,∞)
F0dP
n ≤
∫
D[0,∞)
F0dP. (4.64)
Let Pn be the probability measure induced onD[0,∞) by Ĝn◦In. In the proof of Proposition
4.7, we show that this sequence converges weakly to Wiener measure. We have
mE
∫ ∞
0
e−2Mu
(
dP
n
SE(u) + P
n
O(u)
) ≤ E∫ ∞
0
e−2A
n(u)
(
A′SE(u)dP
n
SE(u) +A
′
O(u)dP
n
O(u)
)
= E
∫ ∞
0
e−2A
n(u)
I{Ĝn(u)=0}dA
n(u)
= E
∫ ∞
0
e−2sI{Gn◦In(s)=0}ds
=
∫
D[0,∞)
F0dP
n.
By (4.64), the limit as n→∞ of this last expression is zero because Brownian motion spends
zero Lebesgue time at the origin. We conclude that P
n
SE + P
n
O converges in probability to
zero uniformly on compact time intervals, which is equivalent to the convergences stated in
the corollary.
We have shown in (4.61) that Ĝn ◦ In converges to a standard Brownian motion. We
want to identify the limit of Ĝn = Ĝn ◦ In ◦An. Thus we need to determine the limit of An.
To do this, we determine the limits of the processes P
n
×, × ∈ R, appearing in (4.60). We
have just done that for P
n
SE and P
n
O. For the other processes, we have the following result.
38
Proposition 4.9. Consider a convergent subsequence {Ĝnj}∞j=1 with limit G∗. Define
PG
∗
+ (t) :=
∫ t
0
I{G∗(s)>0}ds, PG
∗
− (t) :=
∫ t
0
I{G∗(s)<0}ds, t ≥ 0.
Then (
Ĝnj , Ĥnj , (P
nj
× )×∈R
) J1=⇒ (G∗, 0, (P×)×∈R), (4.65)
where PSE = PO = 0 and
PNE =
λ1
λ0 + λ1
PG
∗
+ , PE =
c
λ0 + λ1
PG
∗
+ , PSE+ =
µ1
λ0 + λ1
PG
∗
+ , (4.66)
PSE− =
λ1
µ0 + µ1
PG
∗
− , PS =
c
µ0 + µ1
PG
∗
− , PSW =
µ1
µ0 + µ1
PG
∗
− . (4.67)
Remark 4.10. Equations (4.66) and (4.67) have been written to emphasize symmetry in
the formulas. However, (1.1) implies that λ0 + λ1 = aλ0 = bµ0 = µ0 + µ1, so all the
denominators are the same.
Remark 4.11. The pre-limit model has a one-tick spread if and only if (Gn, Hn) is in
NE ∪ SE+ ∪ SE ∪ SE− ∪ SW . Summing the corresponding terms in (4.66) and (4.67),
we see that this is the case for the fraction 2 − (a + b)/(ab) of the time, confirming the
statement (1.5). Summing PE and PS , we see that the two-tick spread prevails for the
remaining fraction (a + b)/(ab) − 1 of the time. The convergences in Proposition 4.9 are
along a subsequence of {(Ĝn, Ĥn)}∞n=1, but we will see in Corollary 4.15 below that in fact
the convergence takes place along the full sequence.
Proof of Proposition 4.9. Each P
n
× is nondecreasing and Lipschitz continuous with Lips-
chitz constant 1. Moreover, P
n
×(0) = 0. This together with Theorem 4.4 and Proposition
4.7 implies that the sequence {(Ĝn, Ĥn, (Pn×)×∈R)}∞n=1 is tight. Given any subsequence
{(Ĝnj , Ĥnj , (Pnj× )×∈R)}∞j=1 of this sequence, there exists a sub-subsequence that converges
weakly-J1 to some limit (G
∗, 0, (P×)×∈R)). We know from Proposition 4.7 and Corollary
4.8 that G∗ is continuous and PSE = PO = 0. Furthermore, each P× is Lipschitz continu-
ous with Lipschitz constant 1. We show that PNW , PE , PSE+ , PSE− , PS and PSW satisfy
(4.66) and (4.67).
Substituting PSE = PO = 0 into the full-limit convergences (4.49) and (4.50), we obtain
c(PNE + PSW − PSE+ − PSE−) + (µ1 − λ1)(PE − PS) = 0, (4.68)
−c(PNE + PSE+ + PSE− + PSW ) + (λ1 + µ1)(PE + PS) = 0. (4.69)
We also have
∑
×∈R P× = id, which implies
PNE + PE + PSE+ + PSE− + PS + PSW = id . (4.70)
From (1.1), (4.69) and (4.70), we obtain
PNE + PSE+ + PSE− + PSW =
λ1 + µ1
λ0 + λ1
id,
PE + PS =
c
λ0 + λ1
. (4.71)
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Subtracting (4.69) from (4.68), we see that
PNE + PSW =
λ1
c
PE +
µ1
c
PS . (4.72)
Adding (4.69) to (4.68) yields
PSE+ + PSE− =
µ1
c
PE +
λ1
c
PS .
We use the Skorohod Representation Theorem to put the pre-limit and limit processes
on a common probability space so that the convergence of {Ĝnj , Ĥnj , (Pnj× )×∈R)}∞j=1 to the
continuous process (G∗, 0, (P×)×∈R) is uniform on compact time intervals almost surely.
Because each P× is Lipschitz, to identify P× it suffices to identify P
′
× for Lebesgue almost
every t ≥ 0. We identify P ′×(t) for all t such that G∗(t) 6= 0, a set of full Lebesgue measure
by Proposition 4.7.
Assume first that G∗(t) > 0. Then for sufficiently large j, Ĝnj is strictly positive in a
neighborhood of t. From (4.20), we see that (Ŵnj , X̂nj) must be in NE ∪E ∪ SE+, which
implies that P
nj
SE− , P
nj
S and P
nj
SW are constant in this neighborhood of t for sufficiently
large j. Consequently, PSE− , PS and PSW are constant in this neighborhood. We conclude
that
P
′
SE−(t) = P
′
S(t) = P
′
SW (t) = 0 if G
∗(t) > 0. (4.73)
Equation (4.71) now implies
P
′
E(t) =
c
λ0 + λ1
if G∗(t) > 0. (4.74)
Substitution of this into (4.72) yields
P
′
NE(t) =
λ1
λ0 + λ1
if G∗(t) > 0. (4.75)
Equation (4.70) allows us to now conclude that
P
′
SE+(t) =
µ1
λ0 + λ1
if G∗(t) > 0. (4.76)
An analogous argument for t such that G∗(t) < 0 yields
P
′
NE(t) = P
′
E(t) = P
′
SE+(t) = 0 if G
∗(t) < 0, (4.77)
and
P
′
SE−(t) =
λ1
µ0 + µ1
, P
′
S(t) =
c
µ0 + µ1
, P
′
SW (t) =
µ1
µ0 + µ1
if G∗(t) < 0. (4.78)
Integrating (4.73)–(4.78), we obtain (4.66) and (4.67). ✷
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Corollary 4.12. Under the assumptions of Proposition 4.9,
Anj
J1=⇒ σ2+PG
∗
+ + σ
2
−P
G∗
− , (4.79)
where Anj is defined by (4.60) and σ± are defined by (1.7) and (1.8). Furthermore,
G∗ = B ◦ (σ2+PG∗+ + σ2−PG∗− ), (4.80)
where B is the Brownian motion in (4.61).
Proof. For (4.79), it suffices to verify that ANE ◦PNE +AE ◦PE +ASE+ ◦PSE+ = σ2+PG
∗
+
and ASE− ◦ PSE− + AS ◦ PS + ASW ◦ PSW = σ2−PG
∗
− . The first of these equations can
be verified by a lengthy computation using (4.52)–(4.55), (4.66) and (1.1). It helps in this
computation to note from (1.1) that λ0+λ1 = aλ0 and λ2 = aλ0−bλ1. The second equation
is obtained by a similar computation.
Because (Ĝnj ◦ Inj , Anj ) J1=⇒ (B, σ2+PG
∗
+ + σ
2
−P
G∗
− ) and B is continuous, we can use the
time-change lemma in [9, Section 14] to obtain (4.80). That lemma is stated for D[0, 1], but
the modification of the proof to extend the result to D[0,∞) is straightforward.
Corollary 4.13. Every weakly convergent subsequence of {Ĝn}∞n=1 converges to the same
limit, i.e., all limits induce the same probability measure on C[0,∞). This limit is the
two-speed Brownian motion of Definition 3.1.
Proof. Proposition 4.7 and the converse part of Proposition 3.3 imply that G∗ in (4.80) is
a two-speed Brownian motion. It is apparent from Definition 3.1 that a two-speed Brow-
nian motion with given speeds σ2+ and σ
2
− is unique in law, and hence every convergent
subsequence of {Ĝn}∞n=1 has the same J1-weak limit.
Theorem 4.14. For the full sequence {Ĝn}∞n=1, we have Ĝn J1=⇒ G∗, where G∗ is a two-
speed Brownian motion satisfying (4.80).
Proof. Failure of the full sequence to converge to G∗ would imply the existence of a sub-
sequence with no sub-subsequence converging to G∗. This contradicts the tightness of
{Ĝn}∞n=1 and Corollary 4.13.
Corollary 4.15. The convergence (4.65) in Proposition 4.9 is convergence of the full se-
quence {(Ĝn, Ĥn, (Pn×)×∈R)}∞n=1.
Corollary 4.16. Jointly with the convergence in Corollary 4.15, we have the joint conver-
gences
Θ̂ni
J1=⇒ Θ∗i ◦ PG
∗
+ , i = 1, 2, 3,
Θ̂ni
J1=⇒ Θ∗i ◦ PG
∗
− , i = 6, 7, 8,
Θ̂ni
J1=⇒ 0, i = 4, 5, 9, 10,
where
Θ∗1 := BNE,X,+
λ21
λ0 + λ1
id−BNE,X,− ◦ µ0λ1
λ0 + λ1
id+BE,X,+ ◦ λ1c
λ0 + λ1
id, (4.81)
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Θ∗2 := −BE,X,− ◦
µ1c
λ0 + λ1
id+BSE+,X,+ ◦
λ0µ1
λ0 + λ1
id−BSE+,X,− ◦
µ21
λ0 + λ1
id, (4.82)
Θ∗3 = BNE,W,+ ◦
λ1λ2
λ0 + λ1
id+BE,W,+ ◦ λ2c
λ0 + λ1
id−BE,W,− ◦ µ0c
λ0 + λ1
id
+BSE+,W,+ ◦
λ1µ1
λ0 + λ1
id−BSE+,W,− ◦
µ0µ1
λ0 + λ1
id, (4.83)
Θ∗6 := −BSW,X,− ◦
µ1µ2
µ0 + µ1
id−BS,X,− ◦ µ2c
µ0 + µ1
id+BS,X,+ ◦ λ0c
µ0 + µ1
id
−BSE−,X,− ◦
µ1λ1
µ0 + µ1
id+BSE−,X,+ ◦
λ0λ1
µ0 + µ1
id (4.84)
Θ∗7 := BS,W,+ ◦
λ1c
µ0 + µ1
id−BSE−,W,− ◦
µ0λ1
µ0 + µ1
id+BSE−,W,+ ◦
λ21
µ0 + µ1
id, (4.85)
Θ∗8 := −BSW,W,− ◦
µ21
µ0 + µ1
id+BSW,W,+ ◦ λ0µ1
µ0 + µ1
id−BS,W,− ◦ µ1c
µ0 + λ1
id . (4.86)
Proof. Apply the random time change lemma in Section 14 of [9] to the convergences in
(4.29) and Corollary 4.15.
Remark 4.17. The six Brownian motions in (4.81)–(4.86) are independent. For future
reference, we compute their quadratic variations, using Assumption 1.1 to simplify, obtaining
〈Θ∗1,Θ∗1〉 =
2λ1
b
id, 〈Θ∗2,Θ∗2〉 =
2µ1
a
id, 〈Θ∗3,Θ∗3〉 =
2λ0
b
id,
〈Θ∗6,Θ∗6〉 =
2µ0
a
id, 〈Θ∗7,Θ∗7〉 =
2λ1
b
id, 〈Θ∗8,Θ∗8〉 =
2µ1
a
id .
Proposition 4.18. We have
G∗ = (bΘ∗1 +Θ
∗
2 +Θ
∗
3) ◦ PG
∗
+ + (Θ
∗
6 +Θ
∗
7 + aΘ
∗
8) ◦ PG
∗
− , (4.87)∣∣G∗∣∣ = (bΘ∗1 +Θ∗2 +Θ∗3) ◦ PG∗+ − (Θ∗6 +Θ∗7 + aΘ∗8) ◦ PG∗−
+ Γ
(
(bΘ∗1 +Θ
∗
2 +Θ
∗
3) ◦ PG
∗
+ − (Θ∗6 +Θ∗7 + aΘ∗8) ◦ PG
∗
−
)
, (4.88)
√
n(aλ0 + bµ0)
(
P
n
SE + P
n
O
)
J1=⇒ Γ((bΘ∗1 +Θ∗2 +Θ∗3) ◦ PG∗+ − (Θ∗6 +Θ∗7 + aΘ∗8) ◦ PG∗− ), (4.89)
where Γ is the Skorohod map of (3.10).
Proof. Equation (4.87) is the result of taking the limit in (4.41), using Corollaries 4.15 and
4.16. Referring to (4.42), we observe that the nondecreasing process
√
n(aλ0 + bµ0)(P
n
SE +
P
n
O) starts at zero and is constant on intervals where |Ĝn| is strictly positive. It follows that
√
n(aλ0 + bµ0)(P
n
SE + P
n
O) = Γ
(
Ĝn(0) + bΘ̂n1 + Θ̂
n
2 + Θ̂
n
3 + Θ̂
n
4 − Θ̂n5 − Θ̂n6 − Θ̂n7 − aΘ̂n8
)
.
Using Assumption 4.1, the convergences in Corollaries 4.15 and 4.16, and the continuity of Γ
in the J1 topology, we obtain (4.88) and (4.89) from the Continuous Mapping Theorem.
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4.7 Convergence of (Ŵn, X̂ n)
To be consistent with the notation of Section 1.2, we state the final result of this section
denoting the two-speed Brownian motion G∗ in (4.80) by Bw,x, i.e.,
Bw,x = B ◦
(
σ2+P
Bw,x
+ + σ
2
−P
Bw,x
−
)
,
where B is a standard Brownian motion and P
Bw,x
± (θ) =
∫ θ
0 I{±Bw,x(τ)>0}dτ , or equivalently,
Bw,,x = B ◦Θ−1, where Θ is given by (3.1) and PB± (t) =
∫ t
0 I{±B(s)>0}ds.
Theorem 4.19. The limit of (Ŵn, X̂n) is a split Brownian motion:
(Ŵn, X̂n) J1=⇒ (max{Bw,x, 0},min{Bw,x, 0}).
Proof. The result follows from the convergence (Ĝn, Ĥn)
J1=⇒ (Bw,x, 0), the continuity of
the transformation (4.22), (4.23), and the Continuous Mapping Theorem.
Remark 4.20. To simplify the notation for later reference, we define
W∗ := max{Bw,x, 0} = max{G∗, 0}, X ∗ := min{Bw,x, 0} = min{G∗, 0}.
5 Bracketing queues
5.1 Introduction
The processesWn and Xn introduced at the end of Section 4.2 agree with the processesWn
and Xn in the limit-order book until the first time one of the bracketing queues V n or Y n
vanishes. In this section we study these bracketing queues. To postpone consideration of the
time Sn when one of the bracketing queues vanishes, we replace (V n,Wn, Xn, Y n) in the
analysis by the quadruple of processes (Vn,Wn,Xn,Yn) whose dynamics are given by Figure
4.1, regardless of the values of Vn and Yn. We have already done this for (Wn,Xn), whose
dynamics we then described using thirty independent Poisson processes in (4.8)–(4.10). For
each of Vn and Yn, we need an additional nine independent Poisson processes.
Remark 5.1. We have already defined (Ŵn, X̂n) by (4.19). We apply the same diffusion
scaling to define V̂n(t) := 1√
n
Vn(nt) and Ŷn(t) := 1√
n
Yn(nt). Our penultimate goal is
to determine the limit of the quadruple (V̂n, Ŵn, X̂n, Ŷn), the ultimate goal being the
determination of the limit of the diffusion scaled version of (V n,Wn, Xn, Y n) up to the
stopping time Sn of (4.1). For this we need to establish joint convergence of V̂n, Ŵn, X̂n
and Ŷn. The convergence of Ŵn and X̂n in Theorem 4.19 is joint, and this convergence is
joint with the other processes appearing in Corollaries 4.15 and 4.16. The nine additional
independent Poisson processes introduced in (5.3) below to construct V̂n are independent
of all the processes in Theorem 4.19 and Corollaries 4.15 and 4.16, as are the the nine
independent Poisson processes introduced in (5.84) to construct Ŷn. Therefore, as we shall
see in the remainder of this section, this permits us to establish joint convergence of V̂n,
Ŵn, X̂n, and Ŷn. See Remark 5.11 in this regard.
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We provide the analysis for V̂n and state the analogous results for Ŷn. To set the goal
for this analysis, we describe here the limit of V̂n, which we denote V∗. We shall discover
that a strong “mean reversion” due to cancellation results in
V∗(t) = κL := λ2µ1
θbλ1
if G∗ is on a positive excursion at time t. (5.1)
On the other hand,
V̂∗(t+ Λk,−) := κL + Ck,−(t) + α−Ek,− if G∗ is on its k-th negative excursion
with left endpoint Λk,− at time Λk,− + t, (5.2)
where {Ck,−}∞k=1 is an independent sequence of Brownian motions independent of G∗, Ek,−
is the k-th negative excursion of G∗, and α− is defined by (5.41) below To make this
statement precise, we will enumerate the negative excursions of G∗. Formulas (5.1) and
(5.2) show that V∗ will have jumps, and indeed the convergence of V̂n to V∗ is in the weak-
M1 topology rather than the weak-J1 topology because the jumps in V∗ are not matched
by jumps in Vn.
5.2 Governing equation for Vn
LetNNE,V,−, NSE+,V,+, NSE,V,+, NSE−,V,+, NS,V,+, NS,V,−, NNE,V,+, NNE,V,− andNO,V,−
be processes independent of one another and of the thirty Poisson processes introduced in
Section 4.2. From Figure 4.1 we obtain the formula (using the occupation time processes
defined by (4.8))
Vn(t) = V n(0)−NNE,V,−
(∫ t
0
1√
n
θb
(Vn(s))+dPnNE(s))+NSE+,V,+ ◦ λ2PnSE+(t)
+NSE,V,+ ◦ λ2PnSE(t) +NSE−,V,+ ◦ λ2PnSE−(t) +NS,V,+ ◦ λ2PnS (t)
−NS,V,− ◦ µ0PnS (t) +NSW,V,+ ◦ λ1PnSW (t)−NSW,V,− ◦ µ0PnSW (t)
−NO,V,− ◦ µ0PnO(t). (5.3)
The first term on the right-hand side of (5.3) accounts for the fact that the rate of departures
due to cancellations is the cancellation rate θb/
√
n per order times the number of orders
queued at price pv. Again we scale and center these Poisson processes, defining M̂
n
×,V,±(t) :=
1√
n
(N×,V,±(nt)−nt), and rewrite (5.3) as (using the fluid-scaled occupation time processes
defined by (4.30))
V̂n(t) = V̂n(0)− M̂nNE,V,−
(∫ t
0
θb
(V̂n(s))+dPnNE(s))+ M̂nSE+,V,+ ◦ λ2PnSE+(t)
+ M̂nSE,V,+ ◦ λ2P
n
SE(t) + M̂
n
SE−,V,+ ◦ λ2P
n
SE−(t) + M̂
n
S,V,+ ◦ λ2P
n
S(t)
− M̂nS,V,− ◦ µ0P
n
S(t) + M̂
n
SW,V,+ ◦ λ1P
n
SW (t)− M̂nSW,V,− ◦ µ0P
n
SW (t)
− M̂nO,V,− ◦ µ0P
n
O(t)−
√
n
∫ t
0
θb
(V̂n(s))+dPnNE(s) +√nλ2PnSE+(t)
+
√
nλ2P
n
SE(t) +
√
nλ2P
n
SE−(t) +
√
n(λ2 − µ0)PnS(t)
−√n cPnSW (t)−
√
nµ0P
n
O(t). (5.4)
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Remark 5.2. The scaled centered Poisson processes M̂n×,V,± appearing in (5.4) converge
weakly to Brownian motions B×,V,±. This convergence is joint with the convergences in
(4.29), and all the resulting Brownian motions are independent.
5.3 Diffusion-scaled occupation time limits
We obtained fluid-scaled occupation time limits P
n
×
J1=⇒ P× in Proposition 4.9. The difficult
part of showing that V̂n converges is to deal with the occupation times Pn× that are multiplied
by
√
n in (5.4). For this we need diffusion-scaled occupation time limits, i.e., limits for the
processes P̂n× :=
√
n
(
P
n
× − P×
)
, × ∈ R. We are unable to determine the limits of all the
P̂n× terms, but we are able to determine the limits of a set of linear combinations of these
terms that is sufficient for our purposes. In these linear combinations, the P× terms cancel,
and hence we can state the results in terms limits of
√
n times linear combinations of P
n
×
terms
We begin with a closer examination of the process Ĥn of (4.21) and (4.26) and its
absolute value |Ĥn| given by (4.27). These processes converge to zero (Theorem 4.4), and
because they involve
√
nP
n
× terms, they provide information about the limits of these terms.
In particular, summing (4.26) and (4.27) we obtain
Φ̂n1 − Φ̂n8 + Φ̂n10 J1=⇒ 0. (5.5)
Subtracting one of these equations from the other, we also obtain Φ̂n2 − Φ̂n7 + Φ̂n9 J1=⇒ 0. In
fact, we can separate (5.5) into two convergences. Toward that end, we define
Φn10X := NO,X,+ ◦ λ1PnO, Φn10W := −NO,X,− ◦ µ1PnO,
Φ̂n10X :=
1√
n
Φn10X(nt), Φ̂
n
10W :=
1√
n
Φn10W (nt),
so that Φ̂n10 = Φ̂
n
10X − Φ̂n10W and
Φ̂n1 − Φ̂n8 + Φ̂n10 = (Φ̂n1 + Φ̂n10X)− (Φ̂n8 + Φ̂n10W ). (5.6)
Lemma 5.3. We have6
Φ̂n1 + Φ̂
n
10X
J1=⇒ 0, Φ̂n8 + Φ̂n10W J1=⇒ 0. (5.7)
Proof. We prove for every T > 0 that
max
0≤t≤T
∣∣Φ̂n8 (t) + Φ̂n10W ∣∣ ≤ ∣∣Ĥn(0)∣∣+ max
0≤t≤T
∣∣Φ̂n1 (t)− Φ̂n8 (t) + Φ̂n10(t)∣∣. (5.8)
The right-hand side of (5.8) converges to zero in probability by Theorem 4.4 and (5.5). This
gives us the second part of (5.7). The first part follows from the decomposition (5.6) and
another application of (5.5).
6Recall that convergence to a non-random process is joint with every other convergence.
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To simplify notation, for this proof we set
Ξn+ := Φ
n
1 +Φ
n
10X
= NNE,X,+ ◦ λ1PnNE −NNE,X,− ◦ µ0PnNE +NE,X,+ ◦ λ1PnE +NO,X,+ ◦ λ1PnO,
Ξn− := Φ
n
8 +Φ
n
10W
= −NSW,W,− ◦ µ1PnSW +NSW,W,+ ◦ λ0PnSW −NS,W ◦ µ1PnS −NO,W,− ◦ µ1PnO,
so
Φ̂n1 (t) + Φ̂
n
10X =
1√
n
Ξn+(nt), Φ̂
n
8 (t) + Φ̂
n
10W (t) =
1√
n
Ξn−(nt), t ≥ 0. (5.9)
We first consider the case that (Gn(0), Hn(0)) /∈ NE. We set τ0 = 0 and define recursively
σi := min
{
t ≥ τi−1 : Gn(t) > 0
}
, τi := min
{
t ≥ σi : Gn(t) = 0
}
, i = 1, 2, . . . .
On the intervals [σi, τi), G
n is on a positive excursion, so (Gn, Hn) is in NE ∪ E ∪ SE+.
For i ≥ 2, Gn(σi−) = 0, so (Gn(σi−), Hn(σi−)) /∈ NE. Because (Gn(0), Hn(0)) /∈ NE, we
have (Gn(σ1−), Hn(σ1−)) /∈ NE as well, where we adopt the convention that the value of
a process at time 0− is its value at time 0. Because Ξn+ is constant until (Gn, Hn) jumps
into NE, we have
Ξn+(σ1−) = 0. (5.10)
On each of the intervals [σi, τi], (G
n, Hn) may have excursions into and out of NE. It
must enter NE from E ∪ O and exit by returning to E ∪ O. Between these entrance and
exit times, including at the entrance and exit times, Φn2 , Φ
n
7 Φ
n
8 , Φ
n
9 and NO,W,− ◦ µ1PnO
(part of Φn10) appearing in (4.17) are constant, so the jumps in Ξ
n
+ = Φ
n
1 +NO,X,+ ◦ λ1PnO
match the jumps in Hn. Since Hn is constant (zero) on E ∪O, the positive jumps of Ξn+ in
[σi, τi) cancel the negative jumps, which implies
Ξn+(σi−) = Ξn+(τi), i = 1, 2, . . . . (5.11)
Observe that Ξn+ is constant on each interval [τi−1, σi), i = 1, 2, . . . , and hence
Ξn+(τi−1) = Ξ
n
+(σi−), i = 1, 2 . . . . (5.12)
From (5.10)–(5.12) we have
Ξn+(σi−) = Ξn+(τi) = 0, i = 1, 2, . . . .
On the other hand, the constancy of PnSW , P
n
S and NO,W,− ◦ µ1PnO on [σi, τi] and the
fact that these processes do not jump at time σi implies that Ξ
n
− is constant on [σi, τi]. In
particular,
Ξn−(σi−) = Ξn−(σi) = Ξn−(τi), i = 1, 2, . . . . (5.13)
Now consider the process
Ξn0 (t) :=
{
Ξn+(σi−) + Ξn−(σi−) if t ∈ [σi, τi) for some i ≥ 1,
Ξn+(t) + Ξ
n
−(t) if t ∈ [τi−1, σi) for some i ≥ 1,
which is obviously continuous at each σi. From (5.11) and (5.13), we see that Ξ
n
0 is also
continuous at each τi. The constancy (at the value zero) of Ξ
n
+ on the intervals [τi−1, σi)
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and the constancy of Ξn− (at the value Ξ
n
−(σi−)) on the intervals [σi, τi) implies Ξn0 = Ξn−.
We conclude that for each T > 0,
max
0≤t≤nT
∣∣Ξn−(t)∣∣ = max
0≤t≤nT
∣∣Ξn0 (t)∣∣ ≤ max
0≤t≤nT
∣∣Ξn+(t) + Ξn−(t)∣∣, (5.14)
which, according to (5.9), implies (5.8).
Finally, we must consider the case (Gn(0), Hn(0)) ∈ NE. If (Gn, Hn) never exits NE,
then Ξn− is identically zero and (5.8) holds trivially. If (G
n(0), Hn(0)) exits NE, then at the
time of this exit, Ξn+ is equal to −Hn(0), a negative quantity. From this time forward we
can apply the preceding argument, but because of this reduction in value of Ξn+, we must
add |Hn(0)| to the right-hand side of (5.14), thereby obtaining (5.8) after scaling.
Recall the thirty scaled centered Poisson process M̂n×,∗,± defined by (4.28), a definition
we extend to include the nine additional Poisson processes appearing in (5.3). The vector of
thirty-nine independent scaled centered Poisson processes converges weakly-J1 to a vector
whose thirty-nine independent components are standard Brownian motions, which we denote
B×,∗,±. Also observe from (4.31) and (4.38) that
Φ̂n1 + Φ̂
n
10X = Θ̂
n
1 + M̂
n
O,X,+ ◦ λ1P
n
O +
√
n
(− cPnNE + λ1PnE + λ1PnO), (5.15)
Φ̂n8 + Φ̂
n
10W = Θ̂
n
8 − M̂nO,X,− ◦ µ1P
n
O +
√
n
(
cP
n
SW − µ1P
n
S − µ1P
n
O). (5.16)
Lemma 5.4. Jointly with the convergences in Theorem 4.19 and Corollaries 4.15 and 4.16,
we have the joint convergences
√
n
(
λ1P
n
E − cP
n
NE + λ1P
n
O
) J1=⇒−Θ∗1 ◦ PG∗+ , (5.17)
√
n
(
µ1P
n
S − cP
n
SW + µ1P
n
O
) J1=⇒ Θ∗8 ◦ PG∗− . (5.18)
Proof. Equations (5.17) and (5.18) are a consequence of equations (5.15) and (5.16), Corol-
lary 4.16, and Lemma 5.3.
Lemma 5.5. Jointly with the convergences in Theorem 4.19, Corollaries 4.15 and 4.16,
and Lemma 5.4, we have the convergence
Πn
J1=⇒ (Θ∗1 + bΘ∗2) ◦ PG
∗
+ − (bΘ∗7 ◦+Θ∗8) ◦ PG
∗
− , (5.19)
where
Πn :=
√
n
[
cP
n
NE + (bµ1 − λ1)P
n
E − λ2P
n
SE+ − b(λ0 + µ0)P
n
SE − λ2P
n
SE−
+ (µ0 − λ2)PnS + cP
n
SW − (λ1 + µ1)P
n
O
]
.
Proof. We pass to the limit in (4.43) and (4.44), using Theorem 4.4, Proposition 4.9 and
Corollary 4.16, to obtain
√
n
[
c
(− PnNE + PnSE+ + PnSE− − PnSW )+ (µ1 − λ1)(PnS − PnE) + (λ0 + µ0)PnSE
+(λ1 + µ1)P
n
O
] J1=⇒ (−Θ∗1 −Θ∗2) ◦ PG∗+ + (Θ∗7 +Θ∗8) ◦ PG∗− , (5.20)√
n
[− c(PnNE + PnSE+ + PnSE− + PnSW )+ (λ1 + µ1)(PnE + PnS + PnO)− (λ0 + µ0)PnSE]
J1=⇒ (−Θ∗1 +Θ∗2) ◦ PG
∗
+ + (−Θ∗7 +Θ∗8) ◦ PG
∗
− . (5.21)
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We multiply (5.20) by− 12 (b+1), multiply (5.21) by 12 (b−1), and sum the resulting equations,
using Assumption 1.1 to simplify, to obtain (5.19).
5.4 Boundedness in probability of V̂n
Theorem 5.6. The sequence of ca`dla`g processes {V̂n}∞n=1 is bounded in probability on
compact time intervals (Definition 2.1).
The theorem follows from Lemmas 5.7 and 5.8 below.
Lemma 5.7. The sequence of ca`dla`g processes {V̂n}∞n=1 is bounded above in probability on
compact time intervals.
Proof. We write (5.4) as
V̂n(t) = V̂n(0) + Zn1 (t) + Zn2 (t) + Zn3 (t) + Zn4 (t), (5.22)
where
Zn1 (t) := −M̂nNE,V,−
(∫ t
0
θb
(V̂n(s))+dPnNE(s)) ,
Zn2 (t) := M̂
n
SE+,V,+ ◦ λ2P
n
SE+(t) + M̂
n
SE,V,+ ◦ λ2P
n
SE(t) + M̂
n
SE−,V,+ ◦ λ2P
n
SE−(t)
+ M̂nS,V,+ ◦ λ2P
n
S(t)− M̂nS,V,− ◦ µ0P
n
S(t) + M̂
n
SW,V,+ ◦ λ1P
n
SW (t)
− M̂nSW,V,− ◦ µ0P
n
SW (t)− M̂nO,V,− ◦ µ0P
n
O(t),
Zn3 (t) := −
√
n
∫ t
0
θb
(V̂n(s))+dPnNE(s),
Zn4 (t) :=
√
nλ2P
n
SE+(t) +
√
nλ2P
n
SE(t) +
√
nλ2P
n
SE−(t) +
√
n(λ2 − µ0)PnS(t)
−√n cPnSW (t)−
√
nµ0P
n
O(t).
By Assumption 4.1, V̂n(0) = O(1). The convergences (4.29), (4.66) and (4.67) and the
random time change lemma of Section 14 of [9] imply that Zn2 has a continuous limit, and
hence Zn2 = O(1). We need to deal only with Z
n
1 , Z
n
3 and Z
n
4 .
We rewrite Zn4 as
Zn4 =
√
n
[
cP
n
NE + (bµ1 − λ1)P
n
E
]
+ Zn5 , (5.23)
where
Zn5 := −
√
n
(
b(λ0 + µ0)− λ2
)
P
n
SE −
√
n(µ1 + λ1 + µ0)P
n
O
−√n[cPnNE + (bµ1 − λ1)PnE − λ2PnSE+ − b(λ0 + µ0)PnSE − λ2PnSE−
+ (µ0 − λ2)PnS + cP
n
SW − (λ1 + µ1)P
n
O
]
, (5.24)
Proposition 4.18 implies that
√
n[P
n
SE+P
n
O] has a continuous limit, and since both
√
nP
n
SE
and
√
nP
n
O are nondecreasing, they are bounded in probability on compact time intervals.
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According to Lemma 5.5, the last term in (5.24) converges to a continuous process. There-
fore, Zn5 = O(1).
The boundedness of
√
nP
n
O and (5.17) imply that
√
n(λ1P
n
E − cP
n
NE) = O(1). Thus,
√
n
[
cP
n
NE + (bµ1 − λ1)P
n
E ] =
cbµ1
λ1
√
nP
n
NE +
bµ1 − λ1
λ1
√
n
(− cPnNE + λ1PnE)
=
cbµ1
λ1
√
nP
n
NE +O(1). (5.25)
Substituting this into (5.23) and deriving cb = λ2 from Assumption 1.1, we obtain
Zn4 =
λ2µ1
λ1
√
nP
n
NE +O(1). (5.26)
To conclude we use half of Zn3 to compensate the leading term on the right-hand side
of (5.26) and the other half of Zn3 to control Z
n
1 . For this argument, we observe first that
a unit intensity Poisson process N satisfies limt→∞N(t)/t = 1 almost surely ([40], Remark
3.10, p. 15), and hence −N + id /2 is bounded above by a finite random variable. This
implies that
Zn1 + Z
n
3 =
1√
n
[
−NNE,V,− ◦ (−
√
nZn3 )−
1
2
√
nZn3
]
+
1
2
Zn3 ≤
1
2
Zn3 +
1√
n
O(1). (5.27)
It follows from (5.22), (5.26), (5.27), and the convergences of V̂n(0) and Zn2 that
V̂n(t) ≤ 1
2
Zn3 (t) +
λ2µ1
λ1
√
nP
n
NE(t) +O(1)
=
√
n
∫ t
0
(
λ2µ1
λ1
− 1
2
θb
(V̂n(s))+) dPnNE(s) +O(1). (5.28)
We show that V̂n is bounded in probability on compact time intervals. For 0 ≤ t ≤ T ,∫ t
0
(
λ2µ1
λ1
− 1
2
θb
(V̂n(s))+) dPnNE(s) ≤ 0 (5.29)
or else ∫ t
0
θb
(V̂n(s))+dPnNE(s) ≤ 2λ2µ1λ1 PnNE(t) ≤ 2λ2µ1λ1 T. (5.30)
We define
τn(t) :=
{
t if (5.29) holds,
sup
{
s ∈ [0, t] : θb
(V̂n(s))+ ≤ 2λ2µ1/λ1} if (5.30) holds.
Note that under condition (5.30), {s ∈ [0, t] : θb(V̂n(s))+ ≤ 2λ2µ1/λ1} 6= ∅. If (5.29) holds,
then V̂n(t) is bounded by the O(1) term in (5.28). On the other hand, if (5.30) holds, then
V̂n(t) ≤ V̂n(τn(t))+ 4∑
i=1
[
Zni (t)− Zni
(
τn(t)
)]
. (5.31)
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We consider the right-hand side of (5.31). Since the jumps in V̂n are of size 1/√n, we have
V̂n(τn(t)) = 2λ2µ1
θbλ1
+
1√
n
= O(1).
Because of the bound (5.30) on the argument of M̂nNE,V,− appearing in the formula for Z
n
1 ,
both Zn1 (t) and Z
n
1 (τ
n(t)) are O(1). We observed earlier that Zn2 is O(1). It now follows
from (5.26) that
V̂n(t) ≤ Zn3 (t)− Zn3
(
τn(t)
)
+ Zn4 (t)− Zn4
(
τn(t)
)
+O(1)
=
√
n
∫ t
τn(t)
(
λ2µ1
λ1
− θb
(V̂n(s))+) dPnNE(s) +O(1)
≤ −
√
nλ2µ1
λ1
(
P
n
NE(t)− P
n
NE
(
τn(t)
))
+O(1),
with the last inequality following from that fact that θb(V̂n(s)
)+ ≥ 2λ2µ1/λ1 for s ∈
[τn(t), t]. Again we have an upper bound on V̂n(t). The lemma is proved.
Lemma 5.8. The sequence of ca`dla`g processes {V̂n}∞n=1 is bounded below in probability on
compact time intervals
Proof. We return to (5.4) and note that because V̂n is bounded above in probability on
compact time intervals and dP
n
NE ≤ dt, the sequence of processes {
∫ ·
0
θb(V̂n)+dPnNE}∞n=1 is
bounded in probability on compact time intervals. Therefore M̂nNE,V,− ◦
∫ ·
0
θb(V̂n)+dPnNE =
O(1). In addition, the other processes in (5.4) involving scaled centered Poisson processes
are O(1). This and (5.26) permit us to write
V̂n = V̂ (n)(0)−√n
∫ ·
0
θb(V̂n)+dPnNE + Zn4
= −√n
∫ ·
0
θb(V̂n)+ dPnNE +
λ2µ1
λ1
√
nP
n
NE +O(1). (5.32)
Let t ≥ 0 be given. Defining
ρn(t) := 0 ∨ sup{s ∈ [0, t] : V̂n(s) ≥ 0},
we have V̂n(ρn(t)) ≥ min{V̂ (n)(0),−1/√n}. Because V̂n(s) < 0 for ρn(t) ≤ s < t, (5.32)
implies
V̂n(t) = V̂n(ρn(t))+ λ2µ1
λ1
√
n
[
P
n
NE(t)− P
n
NE
(
ρn(t)
)]
+O(1) ≥ O(1).
This completes the proof.
Lemma 5.9. For n = 1, 2, . . . ,
V̂n(t) = V̂n(0) +√n θb
∫ t
0
(
κL −
(V̂n(s))+) dPnNE(s) + CnV (t), (5.33)
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where κL is defined by (1.9) and {CnV }∞n=1 is bounded in probability on compact time intervals
and has the property that every subsequence has a sub-subsequence converging weakly-J1 to
a continuous limit.
Proof. According to Proposition 4.18,
√
n[P
n
SE +P
n
O] has a continuous limit. Because both√
nP
n
SE and
√
nP
n
O are nondecreasing, each has a modulus of continuity bounded by the
modulus of continuity of
√
n[P
n
SE +P
n
O], and the latter converges to zero as n→∞. These
processes also have zero initial condition. This implies tightness in C[0,∞) of {√nPnSE}∞n=1
and of {√nPnO}∞n=1. We observe from (5.17) and the tightness in C[0,∞) of
√
n{PnO}∞n=1
that {√n(λ1PnE − cPnNE)}∞n=1 has the sub-subsequence property specified in the statement
of the lemma. The sequence {Zn5 }∞n=1 defined by (5.24) also has this property because
{√nPnSE}∞n=1 and {
√
nP
n
O}∞n=1 have the property, and by Lemma 5.5, the last term on the
right-hand side of (5.24) has a continuous limit. We define
CnV :=
√
n
bµ1 − λ1
λ1
(
λ1P
n
E − cP
n
NE
)
+ Zn5
Then Zn4 in (5.23) can be written as (see the first equation in (5.25)) Z
n
4 =
λ2µ1
λ1
√
nP
n
NE +
CnV . The lemma follows from the first equality in (5.32).
Remark 5.10. In Section 6.3 we will need the following observations. First of all, because
{V̂n}∞n=1 is bounded in probability, the M̂nNE,V,− term in (5.4) is O(1), as are the other
M̂n×,V,± terms. In fact, these terms have the sub-subsequence property specified in Lemma
5.9. Subtracting (5.4) from (5.33), we obtain
√
n θbκLP
n
NE =
√
n
(
λ2P
n
SE+ + λ2P
n
SE + λ2P
n
SE− + (λ2 − µ0)P
n
S + cP
n
SW + µ0P
n
O
)
+ Cn0 ,
where Cn0 has the sub-subsequence property. We saw in the proof of Lemma 5.9 that
√
nP
n
SE
and
√
nP
n
O have the sub-subsequence property, so this can be simplified to
√
nP
n
NE =
√
n
(
λ1
µ1
P
n
SE+ +
λ1
µ1
P
n
SE− +
λ2 − µ0
λ2µ1
P
n
S +
λ1c
λ2µ1
P
n
SW
)
+ Cn0 ,
where Cn0 is a different process from the earlier one but still has the sub-subsequence prop-
erty. The symmetry in Figure 4.2 permits us to write the analogous equality obtained by
replacing P
n
NE , P
n
SE+ , P
n
SE− , P
n
S and P
n
SW by P
n
SW , P
n
SE− , P
n
SE+ , P
n
E and P
n
NE respec-
tively and swapping λi with µi, i = 1, 2, 3. This equality is
√
nP
n
SW =
√
n
(
µ1
λ1
P
n
SE− +
µ1
λ1
P
n
SE+ +
µ2 − λ0
µ2λ1
P
n
E +
µ1c
µ2λ1
P
n
NE
)
+ Cn0 , (5.34)
where Cn0 has the sub-subsequence property specified in Lemma 5.9.
5.5 V̂n on negative excursions of Ĝn
Remark 5.11. In Sections 5.5–5.10 we assume that the Skorohod Representation Theorem
has been used to place all processes on a common probability space so that the joint weak-
J1 convergence in Theorem 4.19, Corollaries 4.15 and 4.16, and Lemmas 5.3, 5.4 and 5.5
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becomes convergence almost surely. In particular, convergence of a process to a continuous
limit is convergence uniformly on compact time intervals almost surely. We use this device
of choosing a convenient probability space to show that in addition to the assumed almost
sure convergence of the processes mentioned above, V̂n and Ŷn converge almost surely in
the M1 topology on D[0−,∞) to identifiable limits V ∗ and Y ∗. The result is the joint
convergence of (V̂n, Ŵn, X̂n, Ŷn) established in Theorem 5.28 below.
In this section we identify the limit of V̂n when Ĝn is on a negative excursion. We begin
by establishing convergence of negative excursion intervals of Ĝn.
Recall from Theorem 4.14 that G∗ is a two-speed Brownian motion with zero initial
condition (see Assumption 4.1). Almost surely, there is no excursion away from zero of G∗
that begins at time zero. Let ε > 0 and a positive integer k be given, and consider the k-th
negative excursion of G∗ whose length exceeds ε. This excursion has a left endpoint Λ and
a right endpoint R. The excursion itself is
E(t) = G∗
(
(t+ Λ) ∧R), t ≥ 0.
In particular, E(0) = 0, E(t) < 0 for 0 < t < R − Λ, and E(t) = 0 for t ≥ R − Λ > ε.
Consider also the k-th negative excursion of Ĝn whose length exceeds ε and that does not
begin at time zero. Denote its left endpoint Λn and its right endpoint Rn. The excursion
itself is
En(t) = Ĝn
(
(t+ Λn) ∧Rn), t ≥ 0.
In particular, Ĝn(Λn−) = 0, En(t) < 0 for 0 ≤ t < Rn − Λn, and En(t) = 0 for t >
Rn − Λn > ε.
Lemma 5.12. We have Λn → Λ, Rn → R, and maxt≥0
∣∣En(t)− E(t)∣∣→ 0 almost surely.
Proof. Given a path g of the two-speed Brownian motion G∗ and a sequence of paths
{gn}∞n=1 converging to g uniformly on compact time intervals, we let ℓi and ri, i = 1, 2, . . . , k,
denote in increasing order the respective left and right endpoints of the first k negative
excursions of g whose length exceeds ε, and we let ℓni and r
n
i denote in increasing order the
respective left and right endpoints of the first k negative of excursions of gn whose length
exceeds ε and that do not begin a time zero. Being the path of a two-speed Brownian
motion, g crosses zero at ℓi and ri. Because of the uniform convergence on compact time
intervals of gn to g, we can find ℓ̂
n
i and r̂
n
i such that ℓ̂
n
i → ℓi and r̂ni → ri and such that
gn(t) < 0 for t ∈ (ℓ̂ni , r̂ni ) and gn(ℓ̂ni ) = gn(r̂ni ) = 0 for i = 1, . . . , k. Therefore, for sufficiently
large n, ℓ̂nk and r̂
n
k are the respective left and right endpoints of at least the k-th negative
excursion of gn whose length exceeds ε and that does not begin at time zero, which implies
that ℓnk ≤ ℓ̂nk and rnk ≤ r̂nk for n sufficiently large. We conclude that
lim sup
n→∞
ℓnk ≤ limn→∞ ℓ̂
n
k = ℓk, lim sup
n→∞
rnk ≤ limn→∞ r̂
n
k = rk. (5.35)
In addition, for N sufficiently large, the sequence {(ℓni , rni )i=1,2,...,k}∞n=N is bounded.
We may now select a subsequence of {(ℓni , rni )i=1,2,...,k}∞n=N that converges to a limit
(ℓ˜i, r˜i)i=1,2,...,k. We may choose this subsequence so that
ℓ˜k = lim inf
n→∞ ℓ
n
k , (5.36)
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or we may choose it so that
r˜k = lim inf
n→∞ r
n
k . (5.37)
To simplify notation, we assume convergence of the full sequence. Because gn < 0 on
(ℓni , r
n
i ), we have g ≤ 0 on [ℓ˜i, r˜i]. Being the path of a two-speed Brownian motion, g must
be strictly negative on (ℓ˜i, r˜i). Since the probability that g has a negative excursion of
length exactly ε is zero, and r˜i − ℓ˜i ≥ limn→∞(rni − ℓni ) ≥ ε, we must have r˜i − ℓ˜i > ε. We
conclude that g has at least k negative excursions whose length exceeds ε by time r˜k, and
hence, ℓk ≤ ℓ˜k, and rk ≤ r˜k. When we choose the subsequence so that (5.36) holds, we have
ℓk ≤ lim inf
n→∞ ℓ
n
k , (5.38)
and when we choose it so that (5.37) holds, we have
rk ≤ lim inf
n→∞
rnk . (5.39)
Combining (5.38) and (5.39) with (5.35), we conclude that Λn → Λ and Rn → R almost
surely. The assertion maxt≥0 |En(t) − E(t)| → 0 follows from the uniform convergence of
gn to g on compact time intervals.
In order to proceed, we need additional notation. Recalling the independent Brownian
motions (4.81)–(4.86), we define two independent Brownian motions
Z+ := bΘ
∗
1 +Θ
∗
2 +Θ
∗
3, Z− := −Θ∗6 −Θ∗7 − aΘ∗8.
Observe from Proposition 4.18 that
G∗ = Z+ ◦ PG
∗
+ − Z− ◦ PG
∗
− , (5.40)∣∣G∗∣∣ = Z+ ◦ PG∗+ + Z− ◦ PG∗− + Γ(Z+ ◦ PG∗+ + Z− ◦ PG∗− ).
Using Remark 4.17 and Assumption 1.1, one can verify that
〈Z+, Z+〉 = σ2+ id, 〈Z−, Z−〉 = σ2− id,
where σ± are given by (1.7) and (1.8). We next define constants
α+ :=
b〈Θ∗1,Θ∗1〉+ b〈Θ∗2,Θ∗2〉
〈Z+, Z+〉 , α− :=
b〈Θ∗7,Θ∗7〉+ a〈Θ∗8,Θ∗8〉
〈Z−, Z−〉 =
2(λ1 + µ1)
σ2−
= −ρσ+
σ−
(5.41)
(see (1.12)) and Brownian motions
∆+ := Θ
∗
1 + bΘ
∗
2 − α+Z+, ∆− := −bΘ∗7 −Θ∗8 − α−Z−.
Lemma 5.13. The Brownian motions Z+, Z−, ∆+, ∆− are independent.
Proof. The claimed independence is established by computing cross variations.
Proposition 5.14. With Ψ defined by (3.13), we have G∗ = Ψ(Z+, Z−) and the pair of
Brownian motions (∆+,∆−) is independent of G∗.
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Proof. We invoke Lemma 3.7, using (5.40) in place of (3.37), to conclude G∗ = Ψ(Z+, Z−).
Being independent of (Z+, Z−), the pair (∆+,∆−) is independent of Ψ(Z+, Z−).
We may now rewrite (5.19) as
Πn
J1=⇒ (α+Z+ ◦ PG∗+ + α−Z− ◦ PG∗− )+ (∆+ ◦ PG∗+ +∆− ◦ PG∗− ), (5.42)
and this convergence is joint with the convergences in Corollaries 4.15 and 4.16 and Lemma
5.4. Finally, using the Brownian motions in Remark 5.2, we define the Brownian motion
Θ∗0 := BSE−,V,+ ◦
λ1λ2
µ0 + µ1
id+BS,V,+ ◦ cλ2
µ0 + µ1
id−BS,V,− ◦ cµ0
µ0 + µ1
id
+BSW,V,+ ◦ λ1µ1
µ0 + µ1
id−BSW,V,− ◦ µ0µ1
µ0 + µ1
id .
Because of Proposition 4.9, the limit of
Θ̂n0 := M̂
n
SE−,V,+ ◦ λ2P
n
SE− + M̂
n
S,V,+ ◦ λ2P
n
S − M̂nS,V,− ◦ µ0P
n
S
+ M̂nSW,V,+ ◦ λ1P
n
SW − M̂nSW,V,− ◦ µ0P
n
SW
is Θ∗0 ◦ PG
∗
− , i.e., Θ̂
n
0
J1=⇒ Θ∗0 ◦ PG
∗
− . This convergence is joint with the convergences in
Corollaries 4.15 and 4.16, Lemma 5.4, and (5.42). The Brownian motion Θ∗0 is independent
of the independent Brownian motions Θ∗i , i = 1, . . . , 8, in Corollary 4.16. Using Assumption
1.1, we compute the quadratic variation 〈Θ∗0,Θ∗0〉 = 2µ0 id /a.
We use the Skorohod Representation Theorem to put all these processes on a common
probability space so the convergences become almost sure uniformly on compact time inter-
vals. When Gn is on a negative excursion, P
n
NE , P
n
SE+ , P
n
SE and P
n
O in formula (5.4) are
constant. On such an excursion, (5.4) implies
dV̂n = dΘ̂n0 +
√
n
[
λ2dP
n
SE− + (λ2 − µ0)P
n
S − cP
n
SW
]
. (5.43)
The scaled centered Poisson processes M̂n×,V,± appearing in Θ̂
n
0 are independent of Ĝ
n, and
hence independent of the beginning and ending times of the excursion and the excursion
itself. Therefore, Θ̂n0 is independent of these quantities, and we know its limit is Θ
∗
0. The
remaining term in dV̂n, √n[λ2dPnSE− + (λ2 − µ0)PnS − cPnSW ], is more difficult. It is not
independent of Ĝn, and hence depends on the fact that we are observing it during a negative
excursion of Ĝn.
Proposition 5.15. Let ε > 0 and a positive integer k be given, and let Λn, Rn, En, Λ, R
and E be as in Lemma 5.12. Then
Πn
(
(Λn + · ) ∧Rn)−Πn(Λn)→ α−[Z− ◦ PG∗− ((Λ + · ) ∧R)− Z− ◦ PG∗− (Λ)]
+
[
∆− ◦ PG
∗
−
(
(Λ + · ) ∧R)−∆− ◦ PG∗− (Λ)], (5.44)
V̂n((Λn + · ) ∧Rn)− V̂n(Λn)→ [Θ∗0 ◦ PG∗− ((Λ + · ) ∧R)−Θ∗0 ◦ PG∗− (Λ)]
−
[
∆− ◦ PG∗−
(
(Λ + · ) ∧R)−∆− ◦ PG∗− (Λ)]+ α−E
(5.45)
almost surely on compact time intervals.
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Proof. The convergence (5.44) is a consequence of (5.42), the Skorohod Representation
Theorem, Lemma 5.12, the continuity of the processes, and constancy of PG
∗
+ on [Λ, R].
The first term on the right-hand side of (5.45) arises from the term dΘ̂n0 on the right-hand
side of (5.43). For the second and third terms on the right-hand side of (5.45), we observe
that on a negative excursion of G∗, the occupation times P̂nNE , P̂
n
E , P̂
n
SE+
, P̂nSE , and P̂
n
O are
constant, and so
√
n
[
λ2P
n
SE−
(
(Λn + · ) ∧Rn)+ (λ2 − µ0)PnS((Λn + · ) ∧Rn)− cPnSW ((Λn + · ) ∧Rn)]
−√n
[
λ2P
n
SE−(Λ
n) + (λ2 − µ0)PnS(Λn)− cP
n
SW (Λ
n)
]
= −
[
Πn
(
(Λn + · ) ∧Rn)−Πn(Λn)].
The limit of this sequence of processes is provided by (5.44). But according to (5.40),
−
[
Z− ◦ PG∗−
(
(Λ + · ) ∧R)− Z− ◦ PG∗− (Λ)] = G∗((Λ + · ) ∧R)−G∗(Λ) = E.
Substitution of this into (5.44) leads us to the right-hand side of (5.45).
Remark 5.16. In addition to the negative excursion E of G∗ appearing on the right-hand
side of (5.45), there are the processes
Θ˜0 := Θ
∗
0 ◦
(
PG
∗
− (Λ) + ·
)−Θ∗0 ◦ PG∗− (Λ),
∆˜− := ∆− ◦
(
PG
∗
− (Λ) + ·
)−∆− ◦ PG∗− (Λ).
Because Θ∗0 is independent of Θ
∗
i , i = 1, . . . , 8, and hence independent of G
∗, Θ˜0 is the
Brownian motion Θ∗0 shifted by P
G∗
− (Λ), a random time that is independent of Θ
∗
0. As
such, Θ˜0 has the same law as Θ
∗
0, regardless of the value of P
G∗
− (Λ). Because of Proposition
5.14, the same reasoning can be applied to ∆˜−, which has the same law as ∆−. Finally,
because ∆− involves only the Brownian motions Θ∗6, Θ
∗
7 and Θ
∗
8, it is independent of Θ
∗
0,
and likewise, ∆˜− is independent of Θ˜0. It follows that Θ˜0 − ∆˜− is a Brownian motion with
quadratic variation
〈Θ˜0 − ∆˜−, Θ˜0 − ∆˜−〉 = 〈Θ˜0, Θ˜0〉+ 〈∆˜−, ∆˜−〉 = 〈Θ∗0,Θ∗0〉+ 〈∆−,∆−〉.
During the negative excursion E of G∗, we have dG∗ = dZ−. Therefore, α−E contributes
quadratic variation α2−〈Z−, Z−〉 to the right-hand side of (5.45), where we compute this
quadratic variation pathwise. We use the independence of ∆− and Z− and the equality
〈−bΘ∗7 − Θ∗8, Z−〉 = α−〈Z−, Z−〉 below to compute the rate of accumulation of pathwise
quadratic variation of the limit of V̂n during a negative of excursion of G∗ to be (denoting
by ′ derivatives with respect to time)
〈Θ∗0,Θ∗0〉′ + 〈∆−,∆−〉′ + α2−〈Z−, Z−〉′
= 〈Θ∗0,Θ∗0〉′ + 〈−bΘ∗7 −Θ∗8 − α−Z−,−bΘ∗7 −Θ∗8 − α−Z−〉′ + α2−〈Z−, Z−〉′
= 〈Θ∗0,Θ∗0〉′ + b2〈Θ∗7Θ∗7〉′ + 〈Θ∗8Θ∗8〉′ − 2α−〈−bΘ∗7 −Θ∗8, Z−〉′ + 2α2−〈Z−, Z−〉′
=
2µ0
a
+ 2bλ1 +
2µ1
a
= σ2+.
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The rate of accumulation of cross variation between the limit of V̂n and G∗, computed
pathwise, is
α−〈E,E〉′ = α−〈Z−, Z−〉′ = 2(λ1 + µ1).
This results in the correlation (1.12)
5.6 Enumerating excursions
Before considering V̂n on positive excursions of Ĝn, a consideration that leads to (5.1), we
need to introduce additional notation for the excursions, both positive and negative, of Ĝn
and G∗ away from zero. We begin with an enumeration of the countably many positive
excursions of G∗. Let {αm}∞m=1 be a sequence of positive numbers converging down to
zero. We first list in order of left endpoints all positive excursions whose length exceeds α1.
We next list in order of left endpoints all positive excursions whose length lies in [α2, α1).
Continuing this way, at the m-th step we list in order of left endpoints all positive excursions
whose length lies in [αm, αm−1). From this sequence of lists, we form a single sequence by
the usual diagonalization argument. We denote by {Ek,+}∞k=1 this sequence of positive
excursions of G∗ (respectively, by {Ek,−}∞k=1 this sequence of negative excursions of G∗),
and by Λk,± and Rk,± the left and right endpoints of Ek,±, respectively. Similarly, we create
two sequences {Enk,±}∞k=1 of excursions of Ĝn that do not begin at zero. We construct this
sequence so it is ordered in the same way as the sequence {Ek,±}∞k=1. This guarantees by
an argument like that of Lemma 5.12 that
Λnk,± → Λk,±, Rnk,± → Rk,±, max
t≥0
∣∣Enk,±(t)− Ek,±(t)∣∣→ 0, k = 1, 2, . . . (5.46)
almost surely; see [2, Theorem 4.3.3] for a similar construction. Because Brownian paths
have no isolated zeros, a time point cannot be both the right endpoint and the left endpoint
of an excursion of Brownian motion. This is also true for two-speed Brownian motion by
virtue of (3.5) and (3.6).
Using this notation, we recap the result of Proposition 5.15 about the convergence of V̂n
on negative excursions of Ĝn. For each k ≥ 0, we define
V nk,− := V̂n
(
(Λnk,− + ·) ∧Rnk,−
)− V̂n(Λnk,−), (5.47)
C˜k,− :=
[
Θ∗0 ◦
(
PG
∗
− (Λk,−) + ·
)−Θ∗0 ◦ PG∗− (Λk,−)]
−
[
∆− ◦
(
PG
∗
− (Λk,−) + ·
)−∆− ◦ PG∗− (Λk,−)],
Ck,− := C˜k,−
( · ∧(Rk,− − Λk,−)). (5.48)
Under the Skorohod representation assumption of Proposition 5.15, we have
V nk,− → Ck,− + α−Ek,−, k = 1, 2, . . . , (5.49)
almost surely as n → ∞. Each Ck,− is a Brownian motion stopped at a time independent
of the Brownian motion, and the sequence of stopped processes {Ck,−}∞k=1 is independent
because they are increments of Θ∗0 −∆− over non-overlapping intervals. Furthermore, each
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unstopped process C˜k,− is a Brownian motion independent of G∗. According to Remark
5.16, the quadratic variation of C˜k,− is
〈C˜k, C˜k〉 = σ2+ id−α2−〈∆−,∆−〉 =
(
σ2+ −
4(λ1 + µ1)
2
σ2−
)
id = (1− ρ2)σ2+ id . (5.50)
It remains to examine V̂n on positive excursions of Ĝn. For each k ≥ 0, we define
V nk,+ := V̂n
(
(Λnk,+ + ·) ∧Rnk,+
)
. (5.51)
In contrast to (5.47), the definition of V nk,+ does not subtract out the initial condition of the
excursion associated with it. This difference between (5.47) and (5.51) is consistent with
the difference between (5.2) and (5.1).
To identify the limit of V̂n, we first determine the limit of V nk,+ for each k. We must
then combine the limits of these fragments of V̂n with the limits of fragments in (5.49) to
construct the limit of the full process V̂n.
5.7 V̂n on positive excursions of Ĝn
5.7.1 Controlling the oscillations of V̂n
We begin with a pathwise result that we later apply to the representation of V̂n obtained
in Lemma 5.9 to control the oscillations of V̂n. To state the result, we define, for a, b, c ∈ R
with b < c, the distance from a to the interval [b, c]. For this definition, we adopt the
convention that [c, b] := [b, c]. Thus, we define
∣∣a− [b, c]∣∣ := ∣∣a− [c, b]∣∣ :=

0 if a ∈ [b, c],
b− a if a < b,
a− c if a > c.
The modulus of continuity over [0, T ] for x ∈ D[0,∞) and δ > 0 is
wT (x, δ) := sup
0≤s≤t≤T
t−s≤δ
∣∣x(t) − x(s)∣∣.
Proposition 5.17. Assume p, c and v are paths in D[0,∞) such that p is nondecreasing
and continuous, and
v(t) = v(0) +K
∫ t
0
(
κL − v+(s)
)
dp(s) + c(t), t ≥ 0. (5.52)
Let T > 0 and δ > 0 be given. For all 0 ≤ t1 ≤ t2 ≤ t3 ≤ T satisfying t3 − t1 ≤ δ, we have∣∣v(t2)− [v(t1), v(t3)]∣∣ ≤ 4wT (c, δ). (5.53)
Furthermore, if |κL − v(t1)| ≤ ε, then∣∣κL − v(t2)∣∣ ≤ ε+ 2wT (c, δ). (5.54)
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Proof. Let 0 ≤ t1 ≤ t2 ≤ t3 ≤ T be given with t3−t1 ≤ δ. We consider four cases, according
to whether v is below or above κL at time t1 and whether v crosses the level κL by time t3.
Case I: supt1≤u<t3 v(u) ≤ κL.
In this case the integrand in (5.52) is nonnegative for all u ∈ [t1, t3), hence
v(s′)− v(s) ≥ c(s′)− c(s) ≥ −wT (c, δ), t1 ≤ s ≤ s′ ≤ t3. (5.55)
This implies both v(t2) ≥ v(t1)− wT (c, δ) and v(t3) ≥ v(t2)− wT (c, δ), and therefore,∣∣v(t2)− [v(t1), v(t3)]∣∣ ≤ wT (c, δ).
If, in addition, |κL−v(t1)| ≤ ε, then v(t1) ≥ κL−ε, so v(t2) ≥ κL−ε−wT (c, δ). According
to the case assumption, v(t2−) ≤ κL. Since p is continuous, the jumps of v agree with those
of c, and the magnitude of these is bounded by wT (c, δ). Therefore, v(t2) ≤ κL + wT (c, δ),
and a slightly stronger version of (5.54) holds.
Case II: v(t1) < κL but supt1≤u<t3 v(u) > κL.
In this case we define σ0 := min
{
t ≥ t1 : v(t) ≥ κL
}
, and note that t1 ≤ σ0 < t3. In
place of (5.55) we have
v(s′)− v(s) ≥ c(s′)− c(s) ≥ −wT (c, δ), t1 ≤ s ≤ s′ ≤ σ0.
In particular,
v(s′) ≥ v(t1)− wT (c, δ), t1 ≤ s′ ≤ σ0.
Furthermore, v(s′) < κL for t1 ≤ s < σ0, so over the time interval [t1, σ0), v is confined to
the interval [v(t1)− wT (c, δ), κL].
For σ0 ≤ s ≤ t3, we set
σ1(s) := sup
{
t ≤ s : v(t) ≥ κL
}
, σ2(s) := sup
{
t ≤ s : v(t) ≤ κL
}
. (5.56)
Observe that σ0 ≤ σ1(s) ≤ s and t1 ≤ σ2(s) ≤ s. In fact, either σ1(s) = s or σ2(s) = s (and
both equations might hold). There are two subcases.
Case II.A: v(s) ≤ κL.
In this case the integrand in (5.52) is nonnegative for σ1(s) ≤ u ≤ s, hence
κL ≥ v(s) ≥ v
(
σ1(s)
)
+ c(s)− c(σ1(s)) ≥ v(σ1(s))− wT (c, δ) ≥ κL − 2wT (c, δ). (5.57)
The last inequality follows from the fact that at time σ1(s), either v(σ1(s)) = κL, because
v crossed the level κL “continuously” (including the case when v(s) = κL, so that σ1(s) = s
and v(σ1(s)) = κL), or v jumped across the level κL. But the jumps in v are bounded by
wT (c, δ).
Case II.B: v(s) ≥ κL.
In this case, the integrand in (5.52) is nonpositive for σ2(s) ≤ u ≤ s, hence
κL ≤ v(s) ≤ v
(
σ2(s)
)
+ c(s)− c(σ2(s)) ≤ v(σ2(s))+ wT (c, δ) ≤ κL + 2wT (c, δ).
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The last inequality follows by an analogue of the argument justifying the last inequality in
(5.57).
In both Case II.A and Case II.B, v takes values only in [κL − 2wT (c, δ), κL + 2wT (c, δ)]
on the interval [σ0, t3]. Since v is confined to [v(t1)−wT (c, δ), κL] over the interval [t1, σ0],
it follows that (5.53) holds. If, in addition, |κL − v(t1)| ≤ ε, then κL ≥ v(t1) ≥ κL − ε, and
it follows from the above considerations (whether t2 ∈ [t1, σ0) or t2 ∈ [σ0, t3)) that (5.54)
holds.
Case III: inft1≤u<t3 v(u) ≥ κL.
In this case the integrand in (5.52) is nonpositive for all u ∈ [t1, t3), hence
v(s′)− v(s) ≤ c(s′)− c(s) ≤ wT (c, δ), t1 ≤ s ≤ s′ ≤ t3. (5.58)
This implies both v(t2) ≤ v(t1) + wT (c, δ) and v(t3) ≤ v(t2) + wT (c, δ), and again, (5.53)
holds. If, in addition, |κL − v(t1)| ≤ ε, then κL + ε ≥ v(t1), so κL + ε+ wT (c, δ) ≥ v(t2) ≥
κL − wT (c, δ), and a slightly stronger version of (5.54) holds.
Case IV: v(t1) > κL but inft1≤u<t3 v(u) ≤ κL.
In this case, we define σ0 := min
{
t ≥ t1 : v(t) ≤ κL
}
, and note that t1 ≤ σ0 < t3. In
place of (5.58) we have
v(s′)− v(s) ≤ c(s′)− c(s) ≤ wT (c, δ), t1 ≤ s ≤ s′ ≤ σ0.
In particular,
v(s′) ≤ v(t1) + wT (c, δ), t1 ≤ s′ ≤ σ0.
Furthermore, v(s′) > κL for t1 ≤ s < σ0, so over the time interval [t1, σ0), v is confined to
the interval [κL, v(t1) + wT (c, δ)].
For σ0 ≤ s ≤ t3, we again define σ1(s) and σ2(s) by (5.56), and observe that in this case
t1 ≤ σ1(s) ≤ s and σ0 ≤ σ2(s) ≤ s. We repeat the arguments of the subcases of Case II to
see that v is again confined to the interval [κL − 2wT (c, δ), κL + 2wT (c, δ)] on the interval
[σ0, t3], and hence (5.53) holds. If in addition |v(t1)− κL| ≤ ε, then by the same reasoning
as in Case II we obtain (5.54).
5.7.2 Convergence after the excursion begins
Proposition 5.18. For every k ≥ 1 and every ε > 0 with Rk,+ − Λk,+ > ε, we have
supt≥ε |V nk,+(t)− κL| P→ 0.
Proof. We begin with Lemma 5.9, which together with (5.51) implies
V nk,+(t) = V
n
k,+(0)+
√
nθb
∫ t
0
(
κL−
(
V nk,+(s)
)+)
dP
n
NE(Λ
n
k,++s)+C
n
V (Λ
n
k,++ t)−CnV (Λnk,+)
(5.59)
for 0 ≤ t ≤ Rnk,+−Λnk,+. However, because V nk,+(t) = V nk,+(Rnk,+−Λnk,+) for t ≥ Rnk,+−Λnk,+,
for purposes of this proof we may and do assume that (5.59) is valid for all t ≥ 0.
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We choose δ ∈ (0, 1) and define
τn(t) := 0 ∨ sup{s ∈ [0, t] : ∣∣κL − (V nk,+(s))+∣∣ < δ}.
Henceforth we consider only n ≥ 1/δ2, so that V +k,n, whose jumps are of size 1/
√
n, cannot
jump across the interval [−δ, δ]. We show first that
τn
J1=⇒ id . (5.60)
For a fixed t ≥ ε, there are three cases. Either τn(t) = t or
κL − (V nk,+)+ ≤ −δ on [τn(t), t], (5.61)
or
κL − (V nk,+)+ ≥ δ on [τn(t), t]. (5.62)
In the case of (5.61), (5.59) and the fact that CnV = O(1) imply
V nk,+(t) ≤ V nk,+
(
τn(t)
)−√n θbδ(PnNE(Λnk,+ + t)− PnNE(Λnk,+ + τn(t)))+O(1),
whereas in the case of (5.62), (5.59) and the fact that CnV = O(1) imply
V nk,+(t) ≥ V nk,+
(
τn(t)
)
+
√
nθbδ
(
P
n(
Λnk,+ + t
)− Pn(Λnk,+ + τn(t)))+O(1).
Because V nk,+ is O(1) (Theorem 5.6), in either case we have
P
n
NE
(
Λnk,+ + t
)− PnNE(Λnk,+ + τn(t)) ≤ 1√n θbδO(1) = o(1). (5.63)
Relation (5.63) also holds if τn(t) = t. Consequently, Qn −Qn ◦ τn J1=⇒ 0, where
Qn := P
n
NE(Λ
n
k,+ + ·)− P
n
NE(Λ
n
k,+).
But Proposition 4.9 implies Qn
J1=⇒ Q := λ1 id /(λ0 + λ1), which is strictly increasing. In
particular, for every T ≥ 0,
max
0≤t≤T
∣∣Q(τn(t))−Qn(τn(t))∣∣ ≤ max
0≤t≤T
∣∣Q(t)−Qn(t)∣∣ J1=⇒ 0. (5.64)
In addition,
Qn ◦ τn = Qn − (Qn −Qn ◦ τn) J1=⇒ Q. (5.65)
We put (5.64) and (5.65) together and use the linearity of Q−1 to establish (5.60):
τn = Q−1 ◦Q ◦ τn = Q−1 ◦ (Q ◦ τn −Qn ◦ τn) +Q−1 ◦Qn ◦ τn J1=⇒ Q−1 ◦ 0+Q−1 ◦Q = id .
To continue, we choose an arbitrary subsequence of {V nk,+}∞n=1 from which, according
to Lemma 5.9, we may select a sub-subsequence {V njk,+}∞j=1, along which CnjV converges
weakly-J1 to a continuous limit CV . Then (5.60) implies
C
nj
V
(
(Λ
nj
k,− + id) ∧Rnjk,+
)− CV ((Λnjk,− + τnj ) ∧Rnjk,+) = o(1).
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From (5.59), we see that
V
nj
k,+(t) = V
nj
k,+
(
τnj (t)
)
+
√
nj θb
∫ t
τnj (t)
(
κL −
(
V
nj
k,+(s)
)+)
dP
nj
NE(Λ
nj
k,+ + s) + o(1).
We again consider the two cases (5.61) and (5.62). However, we need to consider subcases
depending on whether τnj (t) = 0 or 0 < τnj (t) < t or τnj = t.
Case I.A: (5.61) holds and τnj = 0.
In this case,
κL + δ ≤ V njk,+(t)
≤ V njk,+(0)−
√
nj θbδ
[
P
nj
NE(Λ
nj
k,+ + t)− P
nj
NE(Λ
nj
k,+)
]
+ o(1)
≤ V njk,+(0)−
√
nj θbδ
[
P
nj
NE(Λ
nj
k,+ + ε)− P
nj
NE(Λ
nj
k,+)
]
+ o(1).
Because V
nj
k,+(0) = O(1) and the limit of P
nj
NE(ε) is strictly positive (Proposition 4.9), for
sufficiently large j this case does not occur. We disregard it.
Case I.B: (5.61) holds and 0 < τnj < t.
In this case, (5.61) implies
κL + δ ≤ V njk,+(t)
≤ V njk,+
(
τnj (t)
)−√nj θbδ[PnjNE(Λnjk,+ + t)− PnjNE(Λnjk,+ + τnj (t)] + o(1)
≤ V nj(τnj (t))+ o(1)
≤ κL + δ + 1√
nj
+ o(1),
the last inequality following from the fact that V
nj
k,+(τ
nj (t)−) < κL + δ and the jumps in
V
nj
k,+ are of size 1/
√
nj .
Case I.C: (5.61) holds and τnj (t) = t.
We have V
nj
k,+(t−) < κL + δ and V njk,+(t) ≥ κL + δ. Because of jumps in V njk,+ are of size
1/
√
nj , these inequalities imply
κL + δ ≤ V njk,+(t) ≤ κL + δ +
1√
nj
.
Case II: (5.62) holds.
Like Case I.A, we may disregard the case that (5.62) holds and τnj (t) = 0. Reversing
the inequalities in Case I.B, we can show that if (5.62) holds and 0 < τnj < t, then
κL + δ ≥ V njk,+(t) ≥ κL − δ −
1√
nj
+ o(1).
Finally, if (5.62) holds and τnj (t) = t, we have
κL + δ ≥ V njk,+(t) ≥ κL − δ −
1√
nj
.
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In every case, |V njk,+(t) − κL| ≤ δ + o(1). Because δ ∈ (0, 1) is arbitrary, we conclude
supt≥ε
∣∣V njk,+(t) − κL∣∣ P→ 0 almost surely. Because every subsequence of {V nk,+}∞n=1 has a
sub-subsequence with this property, the full sequence has this property.
5.7.3 Convergence at the beginning of the excursion
Because a Brownian motion, and hence a two-speed Brownian motion, has infinitely many
positive (and negative) excursions immediately to the left of the left endpoint of every
excursion, we can use Proposition 5.18 to prove the following lemma.
Lemma 5.19. For k ≥ 1, every subsequence of {V̂n}∞n=1 has a sub-subsequence {V̂nj}∞j=1
for which lim supnj→∞ sups∈[(Λk,±−δ)+,Λk,±+δ]
∣∣V̂nj (s)− κL∣∣→ 0 almost surely as δ ↓ 0.
Proof. Fix k ≥ 1 and let ε > 0 be given. We choose T so large that P{Λk,± < T } > 1− ε/4.
The left endpoint Λk,± of an excursion of G∗ is necessarily strictly positive, and there are
infinitely many positive excursions of G∗ immediately to the left of Λk,±. Let [λ, ρ] denote
the longest positive excursion interval contained in [(Λk,± − ε)+,Λk,±). Choose η > 0 so
small that P{ρ − λ > 2η} > 1 − ε/4. There are at most 1 + T/η intervals of positive
excursions of G∗ that begin before time T and have length at least η. Choose M ≥ k such
that all of these excursion intervals appear in the enumeration of positive excursions of G∗
by step M . According to Proposition 5.18, we may choose N1 so large that
P
{
max
1≤m≤M
sup
t≥η/3
∣∣V nm,+(t)− κL∣∣ ≤ ε
}
> 1− ε
4
for all n ≥ N1. Because Λnk,+ → Λk,+ and Rnk,+ → Rk,+ we may choose N2 so that for
n ≥ N2,
P
{
Λnm,+ +
η
3
<
λ+ ρ
2
< Rnm,+ for some m ≤M
}
≥ 1− ε
4
.
Thus, for n ≥ N1 ∨N2, on a set with probability at least 1− ε we have∣∣∣∣V̂n(λ+ ρ2
)
− κL
∣∣∣∣ ≤ ε.
We now combine Lemma 5.9 with Proposition 5.17, setting t1 = (λ + ρ)/2 and δ = η +
Λk,+ − (λ+ ρ)/2 in inequality (5.54) to conclude∣∣V̂n(t2)− κL∣∣ ≤ ε+ 2wT (CnV , δ) (5.66)
for (λ + ρ)/2 ≤ t2 ≤ Λk,± + η. But (λ + ρ)/2 ≤ Λk,± − η, so (5.66) holds for t2 ∈
[Λk,± − η,Λk,± + η]. This implies
sup
s∈[(Λk,±−η)+,Λk,±+η]
∣∣V̂n(s)− κL∣∣ ∧ 1 ≤ ε+ 2(wT (CnV , δ) ∧ 1).
Every subsequence of {CnV }∞n=1 has a sub-subsequence {CnjV }∞j=1 converging weakly-J1
to a continuous limit, which we call C∗V . The modulus of continuity wT (·, ε)∧1 is continuous
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at continuous functions in D[0,∞), hence
E
[
lim sup
nj→∞
sup
s∈[(Λk,±−η)+,Λk,±+η]
∣∣V̂nj(s)− κL∣∣ ∧ 1] ≤ ε+ 2E [wT (C∗V , δ) ∧ 1] . (5.67)
Letting ε ↓ 0 forces λ and ρ to converge to Λk,± so η and δ converge to zero. Continuity of
C∗V implies then that wT (C
∗
V , δ) converges to zero. Thus, letting ε ↓ 0 and hence η ↓ 0 in
(5.67) results in
E
[
lim sup
nj→∞
sup
s∈[(Λk,±−η)+,Λk,±+η]
∣∣V̂nj(s)− κL∣∣ ∧ 1]→ 0 as η ↓ 0. (5.68)
Relation (5.68) implies
Y (η) := lim sup
nj→∞
sup
s∈[(Λk,±−η)+,Λk,±+η]
∣∣V̂nj (s)− κL∣∣ P→ 0 (5.69)
as η ↓ 0, which implies convergence almost surely along a sequence ηi ↓ 0. But Y (η) is
monotone in η, so convergence along a sequence implies almost sure convergence as η ↓ 0.
Theorem 5.20. For k = 1, 2, . . . , supt≥0 |V nk,+(t)− κL| P→ 0 as n→∞.
Proof. Fix k ≥ 1 and let ε > 0 be given. Set T = Λnk,+ + 2ε, t1 = Λnk,+, t3 = t1 + ε and
δ = ε. Proposition 5.17 and Lemma 5.9 imply
4wT (C
n
V , ε) ≥ sup
Λn
k,+
≤t≤Λn
k,+
+ε
[V̂n(t)− [V̂n(Λnk,+), V̂nk,+(Λnk,+ + ε)]∣∣
= sup
0≤s≤ε
∣∣V nk,+(s)− [V nk,+(0), V nk,+(ε)]∣∣. (5.70)
According to Lemma 5.19, from every subsequence of {V nk,+}∞n=1 we may choose a sub-
subsequence {V njk,+}∞j=1 such that Y (δ) defined by (5.69) converges almost surely to zero as
δ ↓ 0. But almost sure convergence of Λnjk,+ to Λk,+ implies
lim sup
nj→∞
∣∣V njk,+(0)− κL] = lim sup
nj→∞
∣∣Vnj (Λnjk,+)− κL∣∣ ≤ Y (δ)
for every δ > 0. In other words, V
nj
k,+(0) → κL almost surely. Proposition 5.18 permits us
to choose a further sub-subsequence, also denoted {V njk,+}∞j=1, along which V njk,+(ε) → κL
almost surely. It follows now from (5.70) that
lim sup
nj→∞
sup
0≤s≤ε
∣∣V njk,+(s)− κL∣∣ ≤ lim sup
nj→∞
4wT (C
nj
V , ε).
Choosing yet a further sub-subsequence, also denoted {V njk,+}∞j=1, along which CnjV has a
continuous limit C∗V , we obtain from Fatou’s Lemma that
lim sup
nj→∞
E
[
sup
0≤s≤ε
∣∣V njk,+(s)− κL∣∣ ∧ 1] ≤ E [4wT (C∗V , ε) ∧ 1] .
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Proposition 5.18 implies
lim sup
nj→∞
E
[
sup
s≥ε
∣∣V njk,+(s)− κL∣∣ ∧ 1] = 0.
Therefore,
lim sup
nj→∞
E
[
sup
s≥0
∣∣Vnjk,+(s)− κL∣∣ ∧ 1]
≤ lim sup
nj→∞
E
[
sup
0≤s≤ε
∣∣Vnjk,+(s)− κL∣∣ ∧ 1]+ lim sup
nj→∞
E
[
sup
s≥ε
∣∣Vnjk,+(s)− κL∣∣ ∧ 1]
≤ E[4wT (C∗V , ε) ∧ 1].
Letting ε ↓ 0, we obtain sups≥0 |Vnjk,+(s)−κL|
P→ 0. Because every subsequence of {V nk,+}∞n=1
has a sub-subsequence with this property, the full sequence has the property.
Corollary 5.21. For k ≥ 1, every subsequence of {V̂n}∞n=1 has a sub-subsequence {V̂nj}∞j=1
for which lim supnj→∞ sups∈[(Rk,+−δ)+,Rk,++δ]
∣∣V̂nj (s)− κL∣∣→ 0 almost surely as δ ↓ 0.
Proof. Fix k ≥ 1 and let ε ∈ (0, 1) be given. We choose T so large that P{Rk,+ + 1 < T } >
1− ε/2. According to Theorem 5.20 and the definition (5.51) of V nk,+, we may choose N so
large that
P
{∣∣V̂n(Rnk,+)− κL∣∣ ≤ ε} > 1− ε/2
for n ≥ N . Now combine Lemma 5.9 with Proposition 5.17, setting t1 = Rnk,+ and δ > 0 in
inequality (5.54) to conclude∣∣V̂n(t2)− κL∣∣ ≤ ε+ 2wT (CnV , δ), Rnk,+ ≤ t2 ≤ Rnk,+ + δ
for n ≥ N on a set with probability at least 1− ε. We now use the argument from (5.66) to
(5.69) in the proof of Lemma 5.19 to conclude that along every subsequence we can choose
a sub-subsequence such that
lim sup
nj→∞
sup
s∈[Rnj
k,+
,R
nj
k,+
+δ]
∣∣V̂nj (s)− κL∣∣ P→ 0 (5.71)
as δ ↓ 0. On the other hand, Theorem 5.20 implies
sup
t2∈[Λnk,+,Rnk,+]
∣∣V̂n(t2)− κL∣∣ P→ 0. (5.72)
as n→ 0. Putting (5.71) and (5.72) together and using the facts that Λnk,+ → Λk,+ < Rk,+
and Rnk,+ → Rk,+, we obtain the desired result.
Remark 5.22. If V ∗(0) = κL, then every subsequence of {V̂n}∞n=1 has a sub-subsequence
{V̂nj}∞j=1 such that lim supnj→∞ sups∈[0,δ] |V̂nj (s)− κL| → 0 almost surely as δ ↓ 0. To see
this, replace Rnk,+ by 0 in the proof of Corollary 5.21.
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5.8 Assembling the pieces
To assemble the pieces whose limits have been identified in Sections 5.5–5.7, we need to
characterize convergence in theM1 topology in D[0−,∞). Recall the definition of D[0−,∞)
in Section 2. The following theorem is a slight extension [58, Theorem 12.5.1(v)]. The details
of this extension are in [2, Appendix A.2].
Theorem 5.23. Let x ∈ D[0−,∞) be given and let xn ∈ D[0,∞) be embedded in D[0−,∞)
by defining xn(0−) := xn(0). The following are equivalent.
(i) xn → x in (D[0−,∞),M1).
(ii) xn(0−)→ x(0−), for each t ≥ 0 that is a continuity point of x,
lim
δ↓0
lim sup
n→∞
sup
t1,t2∈[(t−δ)+,t+δ]
∣∣xn(t1)− x(t2)∣∣ = 0, (5.73)
and for each t ≥ 0 that is a discontinuity point of x,
lim
δ↓0
lim sup
n→∞
sup
(t−δ)+≤t1<t2<t3≤t+δ
∣∣xn(t2)− [xn(t1), xn(t3)]∣∣ = 0. (5.74)
We define the candidate limit of the sequence {V̂n}∞n=1. First recall from Assumption
4.1 that V̂n(0) has a limit V ∗(0). We define
V∗(0−) := V ∗(0) (5.75)
and for t ≥ 0,
V∗(t) :=

κL + Ck,−(t− Λk,−)− ρσ+σ− Ek,−(t− Λk,−) if t ∈ [Λk,−, Rk,−) for some k ≥ 1,
κL if t ∈ [Λk,+, Rk,+) for some k ≥ 1,
κL otherwise,
(5.76)
where Ck,− is defined by (5.48).
Proposition 5.24. The process V∗(t), t ≥ 0, defined by (5.76), is ca`dla`g.
Proof. By definition, V∗ is continuous in the interior of each excursion interval of G∗ Fix
t /∈ ∪∞k=1
(
(Λk,+, Rk,+)∪ (Λk+ , Rk,+)
)
. We show that V∗ is right-continuous with a left limit
at t. There are three cases.
Case I: t = Λk,± for some k ≥ 1.
Being the left endpoint of an excursion of G∗, t must be strictly positive. By definition,
V∗ is right-continuous at t. We show that in fact V∗ is continuous at t by showing that
lim
s↑t
V∗(s) = κL. (5.77)
Immediately to the left of t, there are infinitely many positive and negative excursions of
G∗. On the positive excursions, V∗ = κL, and this is also the case when G∗ = 0. It remains
to control V∗ on the negative excursions of G∗. On each of these excursions, V∗ = κL at the
left endpoint and then diffuses. Let δ ∈ (0, t) be given, and choose a subsequence {kj}∞j=1 of
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the positive integers so that {Ekj ,−}∞j=1 is an enumeration of the countably many negative
excursions of G∗ that begin in the interval [t − δ, t). Denote by Xj the maximum value of
|V∗ − κL| on the kj-th negative excursion, and denote its length by ℓj := Rkj ,− − Λkj ,−, so
that
Xj = max
0≤s≤ℓj
∣∣∣∣Ckj ,−(s)− ρσ+σ− Ekj ,−(s)
∣∣∣∣ , j = 1, 2, . . . . (5.78)
The quadratic variation of Ckj ,− is (1− ρ2)σ2+ id (see (5.50)) and the quadratic variation of
Ekj ,− is 〈Z−, Z−〉 = σ2− id (see (1.12), (5.41), and Remark 5.16). Set β :=
√
1− ρ2 σ+. Then
B(u) := 1
β
√
ℓj
Ckj ,−
(
ℓju
)
is a standard Brownian motion and E(u) := 1
σ−
√
ℓj
Ekj ,−(ℓju) is
an excursion of length one of a standard Brownian motion. We compute
E
[
X2j
]
= E
[
max
0≤s≤ℓj
(
Ckj ,−(s)−
ρσ+
σ−
Ekj ,−(s)
)2]
≤ 2E
[
max
0≤s≤ℓj
C2kj ,−(s)
]
+ 2E
[
max
0≤s≤ℓj
(
ρσ+
σ−
Ekj ,−(s)
)2]
≤ 2β2ℓjE
[
max
0≤u≤1
B2j (u)
]
+ 2ρ2σ2+ℓjE
[
max
0≤u≤1
E2(u)
]
= Kℓj
for a constant K independent of j. For ε > 0, we have
∞∑
j=1
P{Xj > ε} ≤ 1
ε2
∞∑
j=1
E
[
X2j
] ≤ K
ε2
∞∑
j=1
ℓj ≤ Kt
ε2
<∞.
By the first Borel-Cantelli Lemma, P{Xj > ε infinitely often} = 0. Thus, there is an interval
of the form (t− ν, t) for some positive ν so that |V∗(s)− κL| ≤ ε for all s ∈ (t− ν, t). Since
ε > 0 is arbitrary, (5.77) holds.
Case II: t = Rk,± for some k ≥ 1.
In this case V∗ has a limit from the left at t. We must prove right continuity. Since
no right endpoint of an excursion of G∗ is the left endpoint of an excursion, V∗(t) = κL
by definition. Immediately to the right of t, there are infinitely many positive and negative
excursions of G∗. On the positive excursions, V∗ = κL. We only need to control V∗ on the
negative excursions, and for this we use the argument of Case I.
Case III: t /∈ ∪∞k=1([Λk,+, Rk,+] ∪ [Λk,−, Rk,−]).
In thus case, V∗(t) = κL by definition. There are infinitely many excursions of G∗ imme-
diately to the right of t, and if t > 0, there are also infinitely many excursions immediately
to the left of t. We use the argument of Case I to prove continuity of V∗ at t.
The proof of Theorem 5.24 and (5.75) and (5.76) establish the following corollary.
Corollary 5.25. The process V∗ defined by (5.76) is continuous on (0,∞) except on the
set ∪∞k=1{Rk,−}. At each of the points in this set, V∗ is discontinuous almost surely. The
process V∗ is continuous at 0 if and only if V ∗(0) = κL.
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Theorem 5.26. We embed the paths of Vn into D[0−,∞) by the device used in Theorem
5.23. Then under the Skorohod Representation assumption of Remark 5.11 invoked prior to
Proposition 5.15, we have Vn → V∗ almost surely in the M1 topology on D[0−,∞).
Proof. We begin with an arbitrary subsequence of {V̂n}∞n=1. From this subsequence, we can
choose a sub-subsequence {V̂nj}∞j=1 such that {CnjV }∞n=1 in Lemma 5.9 converges weakly-J1
to a continuous limit C∗V , the conclusions of Lemma 5.19, Corollary 5.21 and Remark 5.22
hold, and the convergence in Theorem 5.20 is almost sure. For k ≥ 0, we have almost surely
lim
δ↓0
lim sup
nj→∞
sup
s∈[(Λk,±−δ)+,Λk,±+δ]
∣∣V̂nj (s)− κL∣∣ = 0, (5.79)
lim
nj→∞
sup
t≥0
∣∣V njk,+(t)− κL∣∣ = 0, (5.80)
lim
δ↓0
lim sup
nj→∞
sup
s∈[(Rk,+−δ)+,Rk,++δ]
∣∣V̂nj (s)− κL∣∣ = 0, (5.81)
lim
δ↓0
lim sup
nj→∞
sup
s∈[0,δ]
∣∣V̂nj (s)− κL∣∣ = 0. (5.82)
We verify that {V̂nj}∞j=1 and V∗ satisfy the criterion (ii) of Theorem 5.23. The definition
(5.75) of V∗(0−) is chosen to guarantee convergence at 0−, the first part of criterion (ii).
We next consider (5.73) at continuity points of V∗. In particular, we must show that if t is
a continuity point of V∗, then
lim
δ↓0
lim sup
nj→∞
sup
t1,t2∈[(t−δ)+,t+δ]
∣∣V̂nj (t1)− V∗(t2)∣∣ = 0. (5.83)
Zero is a continuity point of V∗ if and only if V ∗(0−) = κL. In this case, (5.83) holds at
t = 0 by (5.82). If t is strictly positive, it is a continuity point of V∗ if and only if one of
the following cases holds:
(i) t = Λk,± for some k ≥ 1;
(ii) t = Rk,+ for some k ≥ 1;
(iii) t ∈ (Λk,−, Rk,−) for some k ≥ 1
(iv) t ∈ (Λk,+, Rk,+) for some k ≥ 1.
In case (i), (5.83) follows from (5.79), the fact that V∗(Λk,±) = κL, and the continuity of V∗
at Λk,±. For case (ii), the result follows from (5.81), the fact that V∗(Rk,−) = κL, and the
continuity of V∗ at Rk,±. For case (iii), the result follows from the consequence of (5.46)
and (5.79) that V̂n(Λnk,−) → κL, relations (5.47) and (5.49), and the continuity of V∗ on
(Λk,−, Rk,−). For case (iv), (5.83) follows from (5.51) and (5.80).
We turn our attention to discontinuity points of V∗, i.e., points of the form t = 0 (if
V ∗(0) 6= κL) or t = Rk,− for some k ≥ 1. We must show that (cf. (5.74))
lim
δ↓0
lim sup
nj→∞
sup
(t−δ)+≤t1<t2<t3≤t+δ
[V̂nj (t2)− [V̂nj (t1), V̂nj (t3)]∣∣ = 0.
But according to (5.53) of Proposition 5.17 and Lemma 5.9,
sup
(t−δ)+≤t1<t2<t3≤t+δ
[V̂nj (t2)− [V̂nj (t1), V̂nj (t3)]∣∣ ≤ 4wT (CnjV , δ)
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for every t ≥ 0, which yields
E
[
lim sup
nj→∞
sup
(t−δ)+≤t1<t2<t3≤t+δ
[V̂nj (t2)− [V̂nj (t1), V̂nj (t3)]∣∣ ∧ 1] ≤ E[4wT (C∗V , δ) ∧ 1].
The right-hand side converges to 0 as δ ↓ 0, hence
Y (δ) := lim sup
nj→∞
sup
(t−δ)+≤t1<t2<t3≤t+δ
[V̂nj (t2)− [V̂nj (t1), V̂nj (t3)]∣∣ P→ 0
as δ ↓ 0. Thus there is a subsequence δi ↓ 0 along which Y (δi) converges almost surely to
zero. But Y (δ) is monotone in δ, and hence Y (δ)→ 0 almost surely as δ ↓ 0.
We have shown that every subsequence of {V̂n}∞n=1 has a sub-subsequence that converges
weakly-M1 to V∗. It follows that the full sequence {V̂n}∞n=1 converges weakly-M1 to V∗.
5.9 Convergence of Ŷn
We state without proof the convergence result for Ŷn analogous to Theorem 5.26 proved
for V̂n. In addition to the thirty Poisson processes introduced in Section 4.2 to govern the
interior queues and the additional nine Poisson processes introduced in Section 5.2 to govern
V̂n, we need nine additional Poisson processes NSW,Y,+, NSE−,Y,−, NSE,Y,−, NSE+,Y,−,
NE,Y,−, NE,Y,+, NNE,Y,−, NNE,Y,+ and NO, Y,+. These forty-eight Poisson processes are
taken to be independent. In terms of the last nine, from Figure 4.1 we obtain the formula
(cf. (5.3))
Yn(t) = Y n(0) +NSW,Y,+
(∫ t
0
1√
n
θs
(Yn(s))−) dPnSW (s)−NSE−,Y,− ◦ µ2PnSE−(t)
−NSE,Y,− ◦ µ2PnSE(t)−NSE+,Y,− ◦ µ2PnSE+(t)−NE,Y,− ◦ µ2PnE(t)
+NE,Y,+ ◦ λ0PnE(t)−NNE,Y,− ◦ µ1PnNE(t) +NNE,Y,+ ◦ λ0PnNE(t)
+NO,Y,+ ◦ λ0PnO(t). (5.84)
We define Ŷn(t) := 1√
n
Yn(nt) and (cf. (5.76))
Y∗(t) :=

κR + Ck,+(t− Λk,+)− ρσ−σ+ Ek,+(t− Λk,+) if t ∈ [Λk,+, Rk,+) for some k ≥ 1,
κR if t ∈ [Λk,−, Rk,−) for some k ≥ 1,
κR otherwise ,
(5.85)
where κR is defined by (1.10) and {Ck,+}∞k=1 is an independent sequence of processes inde-
pendent of G∗ and {Ck,−}∞k=1 in (5.76). Furthermore, each Ck,+ is a Brownian stopped at
time Rk,+ − Λk,+, and the quadratic variation of each Ck,+ is (1 − ρ2)σ2− id. The process
Y∗ is ca`dla`g (cf. Proposition 5.24). We have the following analogue to Theorem 5.26.
Theorem 5.27. We embed the paths of Ŷn into D[0−,∞) by the device used in Theorem
5.23. Then under the Skorohod Representation assumption of Remark 5.11 and a Skorohod
Representation analogous to the one invoked prior to Proposition 5.15, we have Ŷn → Y∗
almost surely in the M1 topology on D[0−,∞).
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5.10 Convergence of (V̂n, Ŵn, X̂ n, Ŷn)
By use of the Skorohod Representation Theorem, we have established the existence of a
probability space on which (Ŵn, X̂n) converges almost surely in the J1-topology to the
split Brownian motion (W∗,X ∗) of Remark 4.20 (see Theorem 4.19 and Remark 5.11),
V̂n converges almost surely in the M1-topology to V∗ of (5.76) (see Theorem 5.26), and
Ŷn converges almost surely in the M1-topology to Y∗ of (5.85) (see Theorem 5.27). In
particular, if f : D[0−,∞)×D[0,∞)×D[0,∞)×D[0−,∞)→ R is bounded and continuous
in the M1 × J1 × J1 ×M1 topology, then
lim
n→∞
Ef
(V̂n, Ŵn, X̂n, Ŷn) = Ef(V∗,W∗,X ∗,Y∗). (5.86)
But the laws of (V̂n, Ŵn, X̂n, Ŷn) and (V∗,W∗,X ∗,Y∗) do not depend on the probability
space on which they are constructed. Thus, we may dispense with the use of the Skorohod
Representation Theorem and summarize the conclusion of Sections 4 and 5 by the following
theorem, an equivalent way of stating (5.86).
Theorem 5.28. We have DM1 [0−,∞)×DJ1 [0,∞)×DJ1 [0,∞)×DM1 [0,∞)-weak conver-
gence of (V̂n, Ŵn, X̂n, Ŷn) to (V∗,W∗,X ∗,Y∗).
6 When bracketing queues vanish
6.1 Introduction
Consider the sequence of four-dimensional processes {(V n,Wn, Xn, Y n)}∞n=1 with initial
conditions satisfying Assumption 4.1 and governed by Figure 4.1, or equivalently, agreeing
with the sequence of four-dimensional processes {(Vn,Wn,Xn,Yn)}∞n=1 given by (4.8)–
(4.10), (5.3), and (5.84) up to and including at the stopping time Sn of (4.1).
We have scaled these processes to obtain
(V̂n(t), Ŵn(t), X̂n(t), Ŷn(t)) := ( 1√
n
Vn(nt), 1√
n
Wn(nt), 1√
n
Xn(nt), 1√
n
Yn(nt)
)
.
Consistent with this, we scale the stopping times Sn to obtain
Ŝn := inf
{
t ≥ 0 : V̂n(t) = 0 or Ŷn(t) = 0} = 1
n
Sn. (6.1)
For the limiting four-dimensional processes (V∗,W∗,X ∗,Y∗) we define the stopping time
S∗ := inf
{
t ≥ 0 : V∗(t) = 0 or Y∗(t) = 0}. (6.2)
The first goal of this section is to prove the following theorem.
Theorem 6.1. We have DM1 [0−,∞)×DJ1[0,∞)×DJ1 [0,∞)×DM1 [0−,∞)-weak conver-
gence of the stopped process (V̂n(· ∧ Ŝn), Ŵn(· ∧ Ŝn), X̂n(· ∧ Ŝn), Ŷn(· ∧ Ŝn)) to the stopped
process (V∗(· ∧ S∗),W∗(· ∧ S∗),X ∗(· ∧ S∗),Y∗(· ∧ S∗)).
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Let us further define
S∗v := inf
{
t ≥ 0 : V∗(t) = 0}, S∗y := inf {t ≥ 0 : Y∗(t) = 0}, (6.3)
so that S∗ = S∗v ∧ S∗y . Observe that P{S∗v = S∗y} = 0. The second task of this section is to
expand the window to consider the queue length process Un immediately to the left of V n
and the queue length process Zn immediately to the right of Y n. We prove the following.
Theorem 6.2. We have(
1√
n
Un(Sn),
1√
n
V n(Sn),
1√
n
Wn(Sn),
1√
n
Xn(Sn),
1√
n
Y n(Sn),
1√
n
Zn(Sn)
)
=⇒ (κL, 0, 0,X ∗(S∗), κR, 0)I{S∗v<S∗y} + (0, κL,W∗(S∗), 0, 0, κR)I{S∗y<S∗v}, (6.4)
and on the set {S∗v < S∗y}, we have X ∗(S∗) < 0, whereas on the set {S∗y < S∗v}, we have
W∗(S∗) > 0. The convergence is weak convergence of probability measures on R6.
Recall that κL defined by (1.9) is positive and κR defined by (1.10) is negative. In
the case that S∗v < S
∗
y , we say that there is a price decrease from the initial condi-
tion of Assumption 4.1, and we continue after time Sn by designating Un and Xn the
bracketing queues and V n and Wn the interior queues. In particular, Assumption 4.1
is satisfied with (0, 1√
n
Un(Sn), 1√
n
V n(Sn), 1√
n
Wn(Sn), 1√
n
Xn(Sn), 1√
n
Y n(Sn)) replacing
( 1√
n
Un(0), 1√
n
V n(0), 1√
n
Wn(0), 1√
n
Xn(0), 1√
n
Y n(0), 1√
n
Zn(0)) in that assumption. On the
other hand, if S∗y < S
∗
v , there is a price increase, and we continue after time S
n by designating
Wn and Zn the bracketing queues andXn and Y n the interior queues. In this case, Assump-
tion 4.1 is satisfied with the ( 1√
n
Un(0), 1√
n
V n(0), 1√
n
Wn(0), 1√
n
Xn(0), 1√
n
Y n(0), 1√
n
Zn(0))
replaced by ( 1√
n
V n(Sn), 1√
n
Wn(Sn), 1√
n
Xn(Sn), 1√
n
Y n(Sn), 1√
n
Zn(Sn), 0). In either case,
the analysis of the previous sections applies, where we replace the initial time zero in As-
sumption 4.1 by Sn. By this device of restarting at price changes, we iteratively construct
the limiting processes for all time.
Remark 6.3. We do not address convergence of the full process 1√
n
Un, but rather only
its behavior on the interior of positive and negative excursions of Gn. In fact, Lemma 6.8
shows that 1√
n
Un(n id) converges to zero almost surely on positive excursions of Gn and
Lemma 6.9 proves convergence to κL on negative excursions. Such a sequence of processes
cannot have a ca`dla`g limit. Analogous statements can be made about 1√
n
Zn(n id).
The remainder of this section is devoted to the proofs of Theorem 6.1 and 6.2. Of course,
to consider Theorem 6.2, we must first define the processes Un and Zn. We define Un in
Section 6.3 below and appeal to analogy for the definition of Zn.
6.2 Proof of Theorem 6.1
Once again, throughout this section and without further mention, we use the Skorohod
Representation Theorem to put all processes on a common probability space so that the
convergence in Theorem 5.28 is almost sure. We then prove Theorems 6.1 and 6.2 by
establishing almost sure convergence, or in some cases, convergence in probability.
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Lemma 6.4. For every δ > 0,
inf
0≤t≤(S∗−δ)+
V∗(t) > 0, sup
0≤t≤(S∗−δ)+
Y∗(t) < 0, (6.5)
and for all sufficiently large n,
inf
0≤t≤(S∗−δ)+
V̂n(t) > 0, sup
0≤t≤(S∗−δ)+
Ŷn(t) < 0. (6.6)
Proof. We prove the first inequalities in (6.5) and (6.6). The second are analogous.
Except on negative excursions of G∗, V∗ = κL > 0. On each negative excursion of G∗,
V∗ and G∗ behave like non-perfectly correlated Brownian motions because Ck,− in (5.76)
is independent of the excursion Ek,− of G∗. There is thus zero probability that a negative
excursion of G∗ ends at the time when the left limit of V∗ is zero. In other words, on
every negative excursion interval of G∗ intersected with [0, (S∗ − δ)+], V∗ is bounded away
from zero. This is also the case for every finite set of negative excursion intervals of G∗.
If the number of excursions of G∗ beginning before time (S∗ − δ)+ is not finite, choose a
subsequence {kj}∞j=1 of positive integers such that {Ekj ,−}∞j=1 is an enumeration of all the
negative excursions of G∗ beginning by time S∗ − δ. Define Xj as in (5.78) in the proof of
Proposition 5.24. Following that proof, we conclude that P{Xj > κL/2 infinitely often} = 0.
This shows that V∗ is bounded away from zero on [0, (S∗ − δ)+].
Convergence in theM1 topology is uniform convergence of function graphs (see the proof
of Lemma 6.6 for more detail) on compact time intervals. We have shown that the graph of
V∗ is bounded away from zero on [0, (S∗− δ)+], and so must the graph of V̂n for sufficiently
large n also be bounded away from zero.
We define Ŝnv := inf{t ≥ 0 : V̂n(t) = 0
}
and Ŝny := inf{t ≥ 0 : Ŷn(t) = 0
}
, so that
Ŝn = Ŝnv ∧ Ŝny . Because V̂n and Ŷn are driven by independent Poisson processes, there is
zero probability they arrive simultaneously at zero, i.e., P{Ŝnv = Ŝny } = 0.
Lemma 6.5. Almost surely as n→∞, Ŝnv → S∗v , Ŝny → S∗y , and Ŝn → S∗.
Proof. In order for V∗ defined by (5.76) to reach zero, G∗ must be on a negative excursion
and hence W∗ must be negative (Remark 4.20). According to (5.76) (or see Corollary 5.25)
and the fact that there is zero probability a negative excursion of G∗ ends at time S∗v , V∗
is continuous in a neighborhood of S∗v . Having Brownian motion paths, V∗ takes negative
values in (S∗v , S
∗
v + δ) for every δ > 0. According to [58, Theorem 12.5.1(v)], convergence
of V̂n to V∗ in the M1-topology implies local uniform convergence of V̂n to V∗ at S∗v , and
thus for every δ > 0 and n sufficiently large, V̂n takes negative values in the time interval
(S∗v , S
∗
v + δ). Lemma 6.4 implies that for sufficiently large n, V̂n is strictly positive on the
time interval [0, S∗ − δ]. It follows that for every δ > 0, S∗v − δ < Ŝn < S∗v + δ for all
sufficiently large n. This establishes the convergence Ŝnv → S∗v .
The proof that Ŝny → S∗y is analogous. The first two convergences in the lemma and the
equations Ŝn = Ŝnv ∧ Ŝny , S∗ = S∗v ∧ S∗y establish the third one.
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Lemma 6.6. Let {xn}∞n=1 be a sequence of functions in D[0−,∞) converging in the M1
topology to a function x∗ ∈ D[0−,∞). Let sn be a sequence of nonnegative numbers con-
verging to s∗. If s∗ is a continuity point of x∗, then xn(· ∧ sn) converges to x∗(· ∧ s∗) in the
M1 topology.
Proof. The graph of x∗ is defined to be
Γx∗ :=
{
(z, t) ∈ R× [0,∞) : z ∈ [x∗(t−) ∧ x∗(t), x∗(t−) ∨ x∗(t)]}.
A parametrization of the graph of x∗ is a pair of continuous functions (u∗, r∗) such that
r∗(0) = 0, u∗(0) = x∗(0−), and the pair (u∗, r∗) is a bijection of [0,∞) onto Γx. In
particular, r∗ is nondecreasing and strictly increasing at continuity points of x∗. The graph
of xn and a parametrization of the graph of xn are defined in the same way. Convergence of
xn to x in the M1 topology is equivalent to the existence, for each n, of a parametrization
(un, rn) of the graph of xn, and the existence of a parametrization (u∗, r∗) of the graph of
x∗, such that
lim
n→∞
max
0≤t≤T
(∣∣un(t)− u∗(t)∣∣+ ∣∣rn(t)− r∗(t)∣∣) = 0 (6.7)
for every T ∈ (0,∞). Given such parametrizations, define tn := max{t ≥ 0 : rn(t) = sn}.
Because r∗ is strictly increasing at continuity points of x∗, there is a unique t∗ such that
r∗(t∗) = s∗. Then (rn(· ∧ tn) + (· − tn)+, un(· ∧ tn)) is a parametrization of the graph of
xn(·∧sn) and (r∗(·∧ t∗)+(·− t∗)+, u∗(·∧ t∗)) is a parametrization of the graph of x∗(·∧s∗).
It remains to show that
lim
n→∞ max0≤t≤T
∣∣un(t ∧ tn)− u∗(t ∧ t∗)∣∣ = 0, (6.8)
lim
n→∞
max
0≤t≤T
∣∣rn(t ∧ tn) + (t− tn)+ − r∗(t ∧ t∗)− (t− t∗)+∣∣ = 0, (6.9)
for every T ∈ (0,∞). In fact, the sequence {tn}∞n=1 is bounded because {r(tn)}∞n=1 =
{sn}∞n=1 is bounded, r∗(t) → ∞ as t → ∞, and rn converges to r∗ uniformly on compact
time intervals. Therefore, we may omit the operator max0≤t≤T in (6.8) and (6.9).
Because r∗ is strictly increasing at t∗, for every δ > 0, there exists ε > 0 such that
r∗(t) ≤ r∗(t∗)− ε for t ≤ t∗ − δ, r∗(t) ≥ r∗(t∗) + ε for t ≥ t∗ + δ. (6.10)
But r(tn) = sn and r(t∗) = s∗, so∣∣r∗(tn)− r(t∗)∣∣ ≤ ∣∣r∗(tn)− rn(tn)∣∣+ ∣∣sn − s∗∣∣. (6.11)
By choosing n sufficiently large, we can use (6.7) to make the first term on the right-hand
side of (6.11) less than ε/2, and we can also make the second term less than ε/2. For such
n, (6.10) implies t∗ − δ < tn < t∗ + δ. In other words, tn → t∗ as n→∞. This implies∣∣un(t ∧ tn)− u∗(t ∧ t∗)∣∣ ≤ ∣∣un(t ∧ tn)− u∗(t ∧ tn)∣∣+ ∣∣u∗(t ∧ tn)− u∗(t ∧ t∗)∣∣,
and both terms on the right-hand side have limit zero, the first by (6.7) and the second by
continuity of u∗. This establishes (6.8). The proof of (6.9) is similar.
Proof of Theorem 6.1. We use Lemmas 6.5 and 6.6 and the fact that G∗ is almost surely
non-zero at S∗, and hence S∗ is a continuity point of V∗ and Y∗. The processes W∗ and
X ∗ are continuous. ✷
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6.3 Proof of Theorem 6.2
Theorem 6.2 requires that we broaden the window to consider the processes Un to the left of
V n and Zn to the right of Y n. We focus on Un. The discussion for Zn would be analogous.
For this purpose, we modify Figure 4.1 to show the forces acting on Un in each of the eight
possible configurations of (Wn, Xn) when V n is positive and Y n (not shown in Figure 6.1)
is negative.
λ2 λ1 λ0 λ2 λ1 λ0
λ2 λ1
µ0 µ1 µ2 µ0 µ1 µ0 µ1
Un V n Wn
Xn
Un V n Wn
Xn
Un V n Wn
Xn
λ2 λ1 λ0
λ2 λ1
µ0 µ1 µ2 µ0
Un V n
Wn Xn
Un V n Wn Xn
λ2 λ1 λ0
λ2 λ1 λ2 λ1
µ0 µ1 µ2 µ0 µ1 µ2 µ0
Un V n
Wn Xn
Un V n Wn
Xn
Un V n Wn Xn
C C
CC
C
C
Figure 6.1: Forces acting on Un
Recall the processes Vn, Wn, Xn and Yn introduced in Sections 4.2 and 5.1 whose
dynamics are given by Figure 4.1 regardless of the values of Vn and Yn. In the same
way, we define Un. To precisely define Un, we introduce six more intensity-one Poisson
processes, NNE,U,−, NE,U,−, NSE+,U,−, NSE,U,−, NSE−,U,−, NSW,U,+, independent of the
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Poisson processes used to define Vn, Wn, Xn, and Yn. In terms of these,
Un(t) = Un(0)−NNE,U,−
(∫ t
0
1√
n
θb
(Un(s))+dPnNE(s))
−NE,U,−
(∫ t
0
1√
n
θb
(Un(s))+dPnE(s))−NSE+,U,−(∫ t
0
1√
n
θb
(Un(s))+dPnSE+(s))
−NSE,U,−
(∫ t
0
1√
n
θb
(Un(s))+dPnSE(s))
−NSE−,U,−
(∫ t
0
1√
n
θb
(Un(s))+dPnSE−(s))+NSW,U,+ ◦ λ2PnSW (t). (6.12)
Scaling and centering these Poisson processes by defining M̂n×,U,±(t) =
1√
n
(N×,U,±(nt)−nt),
we may write the diffusion-scaled process Ûn(t) = 1√
n
Un(nt) as (cf. (5.3) and (5.4) for a
similar calculation)
Ûn(t) = Ûn(0)− M̂nNE,U,−
(∫ t
0
θb
(Ûn(s))+dPnNE(s))
− M̂E,U,−
(∫ t
0
θb
(Ûn(s))+dPnE(s))− M̂SE+,U,−(∫ t
0
θb
(Ûn(s))+dPnSE+(s))
− M̂SE,U,−
(∫ t
0
θb
(Ûn(s))+dPnSE(s))− M̂SE−,U,−(∫ t
0
θb
(Ûn(s))+dPnSE−(s))
−√n
∫ t
0
θb
(Ûn(s))+(dPnNE(s) + dPnE(s) + dPnSE+(s) + dPnSE(s) + dPnSE−(s))
+ M̂SW,U,+ ◦ λ2PnSW (t) +
√
nλ2P
n
SW (t). (6.13)
Lemma 6.7. The ca`dla`g processes Ûn are nonnegative, and the sequence {Ûn}∞n=1 is
bounded in probability on compact time intervals.
Proof. By Assumption 4.1, Un(0) ≥ 0, and since the decreases in Un are all due to cancel-
lation (see (6.12)), Un can never become negative. It remains to show that Ûn is bounded
above in probability on compact time intervals.
To simplify the notation slightly, we define the auxiliary process
An(t) := Un(0)−NNE,U,−
(∫ t
0
1√
n
θbA(s)dPnNE(s)
)
−NE,U,−
(∫ t
0
1√
n
θbAn(s)dPnE(s)
)
−NSE+,U,−
(∫ t
0
1√
n
θbAn(s)dPnSE+(s)
)
−NSE−,U,−
(∫ t
0
1√
n
θbAn(s)dPnSE−(s)
)
+NSW,U,+ ◦ λ2PnSW (t) (6.14)
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and its diffusion-scaled version
Ân(t) = Ûn(0)− M̂nNE,U,−
(∫ t
0
θbÂn(s)dPnNE(s)
)
− M̂nE,U,−
(∫ t
0
θbÂn(s)dP nE(s)
)
− M̂nSE+,U,−
(∫ t
0
θbÂn(s)dP nSE+(s)
)
− M̂nSE−,U,−
(∫ t
0
θbÂn(s)dPnSE−(s)
)
−√n
∫ t
0
θbÂn(s)
(
dP
n
NE(s) + dP
n
E(s) + dP
n
SE+(s) + dP
n
SE−(s)
)
+ M̂nSW,U,+ ◦ λ2P
n
SW (t) +
√
nλ2P
n
SW (t). (6.15)
The process An is the same as the process Un except that An suffers no cancellations in
the region SE, and hence stochastically dominates Un. Because Un is nonnegative, so is
An. Thus we may write An(s) instead of (An(s))+ in (6.14) and Ân(s) instead of (Ân(s))+
in (6.15). It remains to show that Ân is bounded above in probability on compact time
intervals.
We rewrite (5.34) as
√
nλ2P
n
SW =
√
n(αSE−P
n
SE− + αSE+P
n
SE+ + αEP
n
E + αNEP
n
NE) +O(1)
for appropriate constants α× and substitute this into (6.15), observing that M̂nSW,U,+ ◦
λ2P
n
SW = O(1), to obtain
Ân(t) = Ûn(0)− M̂nNE,U,−
(∫ t
0
θbÂn(s)dPnNE(s)
)
− M̂nE,U,−
(∫ t
0
θbÂn(s)dP nE(s)
)
− M̂nSE+,U,−
(∫ t
0
θbÂn(s)dP nSE+(s)
)
− M̂nSE−,U,−
(∫ t
0
θbÂn(s)dP nSE−(s)
)
+
√
n
∫ t
0
(
αNE − θbÂn(s)
)
dP
n
NE(s) +
√
n
∫ t
0
(
αE − θbÂn(s)
)
dP
n
E(s)
+
√
n
∫ t
0
(
αSE+ − θbÂn(s)
)
dP
n
SE+(s) +
√
n
∫ t
0
(
αSE− − θbÂn(s)
)
dP
n
SE−(s)
+O(1). (6.16)
There is a finite random variable M∗ that upper bounds
− M̂nNE,U,−
(∫ t
0
θbÂn(s)dPnNE(s)
)
− 1
2
∫ t
0
θbÂn(s)dP nNE(s)
− M̂nE,U,−
(∫ t
0
θbÂn(s)dP nE(s)
)
− 1
2
∫ t
0
θbÂn(s)dPnE(s)
− M̂nSE+,U,−
(∫ t
0
θbÂn(s)dPnSE+(s)
)
− 1
2
∫ t
0
θbÂn(s)dP nSE+(s)
− M̂nSE−,U,−
(∫ t
0
θbÂn(s)dPnSE−(s)
)
− 1
2
∫ t
0
θbÂn(s)dPnSE−(s)
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(cf. proof of Lemma 5.7 just before (5.27)). Define α := max{αSE− , αSE+ , αE , αNE
}
. From
(6.16) we see that
Ân(t) ≤ Ûn(0) +M∗ +√n
∫ t
0
(
α− 1
2
θbÂn(s)
)
dP
n
NE(s)
+
√
n
∫ t
0
(
α− 1
2
θbÂn(s)
)
dP
n
E(s) +
√
n
∫ t
0
(
α− 1
2
θbÂn(s)
)
dP
n
SE+(s)
+
√
n
∫ t
0
(
α− 1
2
θbÂn(s)
)
dP
n
SE−(s) +O(1). (6.17)
Fix T > 0. For 0 ≤ t ≤ T , we have either∫ t
0
(
α− 1
2
θbÂn(s)
)(
dP
n
NE(s) + dP
n
E(s) + dP
n
SE+(s) + dP
n
SE−(s)
) ≤ 0, (6.18)
or else ∫ t
0
θbÂn(s)
(
dP
n
NE(s) + dP
n
E(s) + dP
n
SE+ + dP
n
SE−(s)
)
< 2α
(
P
n
NE(t) + P
n
E(t) + P
n
SE+(t) + P
n
SE−(t)
)
≤ 2αT. (6.19)
If (6.18) holds, (6.17) implies Ân(t) ≤ Ûn(0) +M∗, and we have the desired upper bound.
If (6.19) holds, the set {s ∈ [0, t] : θbÂn(s) ≤ 2α} is nonempty, and we define τn(t) to be its
supremum. Because the arguments of the centered Poisson processes M̂×,U,− in (6.16) are
bounded by 2αT and both the infimum and the supremum over s ∈ [0, 2αT ] of
−M̂NE,U,−(s)− M̂E,U,−(s)− M̂SE+,U,− − M̂SE−,U,−(s)
are finite, (6.16) implies
Ân(t) = Ân(τn(t))+√n ∫ t
τn(t)
(
αNE − θbÂn(s)
)
dP
n
NE(s)
+
√
n
∫ t
τn(t)
(
αE − θbÂn(s)
)
dP
n
E(s) +
√
n
∫ t
τn(t)
(
αSE+ − θbÂn(s)
)
dP
n
SE+(s)
+
√
n
∫ t
τn(t)
(
αSE− − θbÂn(s)
)
dP
n
SE−(s) +O(1). (6.20)
But for s ∈ (τn(t), t], we have θbÂn(s) > 2α, and the integrands in (6.20) are negative. This
implies
Ân(t) ≤ Ân(τn(t))+O(1) ≤ 2α
θb
+
1√
n
+O(1) = O(1).
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Using the excursion notation of Section 5.6, we define
Unk,+ := Ûn
(
(Λnk,+ + ·) ∧Rnk,+
)
,
which is the process Ûn on the k-th positive excursion of Gn.
Lemma 6.8. For every ε > 0, we have supt≥ε U
n
k,+(t)→ 0 almost surely.
Proof. When Ĝn is on a positive excursion, (Ŵn, X̂n) ∈ NE ∪ E ∪ SE+ (see (4.20)). In
this case, (6.12) shows Unk,+ is nonincreasing, so it suffices to show that U
n
k,+(ε) → 0. But
(6.13) implies that
Unk,+(ε) = U
n
k,+(0)−
√
n
∫ Λnk,++ε
Λn
k,+
θb
(Ûn(s))+(dPnNE(s) + dPnE(s) + dPnSE+(s))+O(1)
= −√n
∫ Λnk,++ε
Λn
k,+
θb
(Ûn(s))+ds+O(1)
≤ −√nθbεUnk,+(ε) +O(1).
Because the left-hand side of this relation is nonnegative, Unk,+(ε)→ 0 as n→∞.
Similarly, we define Unk,− := Ûn
(
(Λnk,− + ·) ∧Rnk,−
)
, which is the process Ûn on the k-th
negative excursion of Gn.
Lemma 6.9. For every ε > 0, we have supt≥ε |Unk,−(t)− κL| P→ 0 almost surely.
Proof. When Ĝn is on a negative excursion, then (Ŵn, X̂n) ∈ SE− ∪S ∪SW and for t ≥ 0,
(6.13) becomes
Ûn((Λnk,− + t) ∧Rnk,−) = Ûn(Λnk,−) + Cn1 (t)−√n ∫ (Λnk,−+t)∧Rnk,−
Λn
k,−
θb
(Ûn(s))+dPnSE−(s)
+
√
nλ2
(
P
n
SW
(
(Λnk,− + t) ∧Rnk,−
)− PnSW (Λnk,−)), (6.21)
where
Cn1 (t) := −
[
M̂SE−,U,−
(∫ (Λnk,−+t)∧Rnk,−
0
θb
(Ûn(s))+dPnSE−(s)
)
−M̂SE−,U,−
(∫ Λnk,−
0
θb
(Ûn(s))+dPnSE−(s)
)]
+
[
M̂SW,U,+ ◦ λ2PnSW
(
(Λnk,− + t) ∧Rnk,−
)− M̂SW,U,+ ◦ λ2PnSW (Λnk,−)] .
We rewrite (6.21) as
Unk,−(t) = U
n
k,−(0) + C
n
1 (t) + C
n
2 (t)
+
√
n θb
∫ t∧(Rnk,−−Λnk,−)
0
(
κL − (Unk,−(u))+
)
dP
n
SE−(Λ
n
k,− + u),
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where
Cn2 (t) :=
√
nλ2
(
P
n
SW
(
(Λnk,− + t) ∧Rnk,−
)− PnSW (Λnk,−))
−√n λ2µ1
λ1
(
P
n
SE−
(
(Λk,− + t) ∧Rnk,−
)− PnSE−(Λnk,−)) .
Lemma 6.7 and the convergence of M̂SE−,U,− and M̂SW,U,+ to (continuous) Brownian mo-
tions implies that {Cn1 }n=1 has the subsequence/sub-subsequence continuity property speci-
fied in Lemma 5.9. Equation (5.34) of Remark 5.10 shows that Cn2 also has the sequence/sub-
subsequence continuity property specified in Lemma 5.9 (recall that P
n
SE+ , P
n
E and P
n
NE
are constant on negative excursions of Ĝn). We conclude that Unk,− has the properties set
forth in Lemma 5.9. We can now follow the proof of Proposition 5.18 to conclude.
Proof of Theorem 6.2. By construction, the left-hand side of (6.4) is(Ûn(Ŝn), V̂n(Ŝn), Ŵn(Ŝn), X̂n(Ŝn), Ŷn(Ŝn), Ẑn(Ŝn)).
Consider the case S∗v < S
∗
y , so that V∗(S∗) = 0. Because V∗ is the constant κL off negative
excursions of G∗, G∗ must be on a negative excursion at time S∗. In particular, G∗ is
on a negative excursion in a neighborhood of S∗. Because Ŝn → S∗, Lemma 6.9 implies
Ûn(Ŝn) P→ κL. Because V∗ is continuous at S∗,
V̂n(Ŝn) = (V̂n(Ŝn)− V∗(Ŝn))+ (V∗(Ŝn)− V∗(S∗))→ 0
almost surely. Remark 4.20 implies
(W∗(S∗),X ∗(S∗)) = (max{G∗(S∗), 0},min{G∗(S∗), 0}) = (0, G∗(S∗)).
This plus continuity of W∗ and X ∗ imply that Ŵn(Ŝn) → 0 almost surely and X̂n(Ŝn)
has the almost sure negative limit X ∗(S∗). Theorem 5.27 and continuity of Y∗ at S∗ imply
Ŷn(Sn) → Y∗(S∗) = κR. Finally, Lemma 6.8 that Ûn → 0 almost surely on the interior
of positive excursions of G∗ shows by analogy that Ẑ(n) → 0 almost surely on the interior
of negative excursions of G∗. This establishes the convergence (6.4) on the set {S∗v < S∗y}.
The argument for the complementary set {S∗y < S∗v} is analogous. ✷
7 Statistics of the limit
This section provides two calculations for the limiting system. One calculation concerns the
time to renewal S∗ of (6.2). The process ( 1√
n
V n(nt), 1√
n
Wn(nt), 1√
n
Xn(nt), 1√
n
Y n(nt))t≥0
begins with V n(0) strictly positive and Y n(0) strictly negative. This process, stopped the
first time either V n or Y n reaches zero, has limit (V∗,W∗,X ∗,Y∗) stopped at S∗, the first
time either V∗ or Y∗ vanishes. According to Assumption 4.1, the initial condition for the
limiting system is (V ∗(0), 0, 0, Y ∗(0)), where V ∗(0) is strictly positive and Y ∗(0) is strictly
negative. If V∗(S∗) = 0, the price has shifted downward one tick, and if Y∗(S∗) = 0, the
price has moved upward. Theorem 6.2 says that after this price shift, we are in a new initial
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state of the same form (+, 0, 0,−) as (V ∗(0), 0, 0, Y ∗(0)) but shifted left or right one tick.
We say there has been a renewal. In Section 7.2 we compute the characteristic function
of the time to renewal, and we compute the probabilities for downward and upward price
shifts.
Section 7.1 deals with a related problem. At Lebesgue-almost-every time after the initial
time but before the first renewal, the system (V∗,W∗,X ∗,Y∗) satisfies V∗ > 0, Y∗ < 0, and
either W∗ > 0, X ∗ = 0 or elseW∗ = 0, X ∗ < 0. We consider the latter case, i.e., at time t0,
V∗(t0) = v1 > 0, W∗(t0) = 0 and X ∗(t0) = x1 < 0. In Theorems 7.2 and 7.3 we provide the
probability V∗ reaches zero before X ∗ and, conditioned on this event, the probability density
function of the first passage time of V∗ to zero. Similarly, we report the probability that
X ∗ reaches zero before V∗, and conditioned on this event, the probability density function
of the first passage time of X ∗ to zero.
7.1 Time to renewal
Lemma 7.1. Let t0 > 0, v1 > 0 and x1 < 0 be given. Assume G
∗ is on a negative excursion
E at time t0 and define
τ t0V∗ = inf
{
t ≥ t0 : V∗(t) = 0
}
, τ t0X ∗ = inf
{
t ≥ t0 : X ∗(t) = 0
}
. (7.1)
There exists a pair of Brownian motions (D̂, Ê) with covariance matrix7[
〈D̂, D̂〉′ 〈D̂, Ê〉′
〈D̂, Ê〉′ 〈Ê, Ê〉′
]
=
[
σ2+ ρσ+σ−
ρσ+σ− σ2−
]
, (7.2)
where σ± is defined by (1.7), (1.8) and ρ ∈ (−1, 0) is defined by (1.12), such that, with
τD̂ := inf{t ≥ 0 : D̂(t) = 0}, τÊ := inf{t ≥ 0 : Ê(t) = 0},
P
{
τ t0V∗ < τ
t0
X ∗
∣∣V∗(t0) = v1,X ∗(t0) = x1}
= P
{
τD̂ < τÊ
∣∣D̂(0) = v1, Ê(0) = −x1} (7.3)
P{τ t0V∗ ∈ t0 + ds
∣∣τ t0V∗ < τ t0X ∗ ,V∗(t0) = v1,X ∗(t0) = x1},
= P
{
τD̂ ∈ ds
∣∣τD̂ < τÊ , D̂(0) = v1, Ê(0) = −x1}, s ≥ 0, (7.4)
P
{
τ t0X ∗ < τ
t0
V∗
∣∣V∗(t0) = v1,X ∗(t0) = x1}
= P
{
τÊ < τD̂
∣∣D̂(0) = v1, Ê(0) = −x1}, (7.5)
P
{
τ t0X ∗ ∈ t0 + dt
∣∣τ t0X ∗ < τ t0V∗ ,V∗(t0) = v1,X ∗(t0) = x1}
= P
{
τÊ ∈ dt
∣∣τÊ < τD̂, D̂(0) = v1, Ê(0) = −x1}, t ≥ 0. (7.6)
Proof. We assume that G∗ is on a negative excursion E at time t0. Let Λ and R denote the
respective left and right endpoints of this excursion.
We condition on G∗(t0) = x1. According to Corollary 4.12, on its negative excursions,
G∗ is a Brownian motion with speed σ2−. In particular, there exists a Brownian motion Ê
with speed σ2− and initial condition Ê(0) = −x1 such that
Ê(t) = −G∗(t0 + t) = −X ∗(t0 + t), 0 ≤ t ≤ τÊ .
7Here ′ denotes time derivative.
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On the other hand, according to (5.76),
V∗(t) = κL + C(t− Λ)− ρσ+
σ−
E(t− Λ), Λ ≤ t ≤ R, (7.7)
where C is a Brownian motion C˜ stopped at R − Λ, independent of G∗, and with speed
(see (5.50)) (1− ρ2)σ2+. We condition on V∗(t0) = v1. This leads us to define the Brownian
motion
D̂(t) := κL + C˜(t0 − Λ + t) + ρσ+
σ−
Ê(t), t ≥ 0,
where C˜ and Ê are independent, Ê(0) = −E(t0 − Λ), and D̂(0) = V∗(t0) = v1. With this
construction, we have τ t0V∗ = t0 + τD̂ on {τ t0V∗ < τ t0X ∗} = {τD̂ < τÊ}, τ t0X ∗ = R = t0 + τÊ on
{τ t0X ∗ < τ t0V∗} = {τÊ < τD̂}, and(V∗(t0 + t),X ∗(t0 + t)) = (D̂(t),−Ê(t)), 0 ≤ t ≤ τD̂ ∧ τÊ .
It is now straightforward to verify the covariance matrix formula (7.2) and the conditioning
formulas (7.3)– (7.6).
Theorem 7.2. Let t0 > 0, v1 > 0 and x1 < 0 be given. Assume G
∗ is on a negative
excursion at time t0 and define τ
t0
V∗ and τ
t0
X ∗ by (7.1). Further define
α := arctan
(
−
√
1− ρ2
ρ
)
∈ (0, π/2), θ0 := arctan
(
σ+
√
1− ρ2 |x1|
σ−v1 + σ+ρx1
)
∈ (0, α). (7.8)
Then
P
{
τ t0V∗ < τ
t0
X ∗
∣∣V∗(t0) = v1,X ∗(t0) = x1} = θ0
α
, (7.9)
P
{
τ t0X ∗ < τ
t0
V∗
∣∣V∗(t0) = v1,X ∗(t0) = x1} = α− θ0
α
. (7.10)
Proof. From (7.3) and (7.5), we see that we must calculate the probabilities that the pair
(D̂, Ê) of correlated, zero-drift Brownian motions exits the first quadrant on the vertical
axis (equation (7.9)) or the horizontal axis (equation (7.10)).
Iyengar [37] has computed the passage time probabilities we need, and certain formulas
in [37] have been corrected by Metzler [51]. We follow the notation in [51], which defines
independent Brownian motions Z1(t) :=
1
σ+σ−
√
1−ρ2
(
σ−D̂(t)− ρσ+Ê(t)
)
, Z2(t) :=
1
σ−
Ê(t),
and their radial component R(t) =
√
Z21 (t) + Z
2
2(t) so that
R2(0) =
1
1− ρ2
(
v21
σ2+
+
2ρv1x1
σ+σ−
+
x21
σ2−
)
, (Z1(0), Z2(0)) = (R(0) cos θ0, R(0) sin θ0).
(7.11)
According to (2.5) in [51],
P
{
R(τD̂ ∧ τÊ) ∈ dr, τD̂ < τÊ
∣∣D̂(0) = v1, Ê(t) = −x1}
=
dr
αR(0)
· (r/R(0))
(π/α)−1 sin(πθ0/α)
sin2(πθ0/α) +
[
(r/R(0))π/α + cos(πθ0/α)
]2 , r > 0. (7.12)
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With the change of variable y = ((r/R(0))π/α+cos(πθ0/α))/ sin(πθ0/α), we integrate (7.12)
to obtain
P
{
τD̂ < τÊ
∣∣D̂(0) = v1, Ê(0) = −x1} = 1
2
− 1
π
arctan(cot(πθ0/α)).
Let x = πθ0/α and y = arctan(cotx). Then sin y/ cos y = tan y = cotx = cosx/ sinx, or
equivalently, cos(x + y) = cosx cos y − sinx sin y = 0. Hence, x + y is an odd multiple of
π/2. But 0 < x < π and −π/2 < y < π/2, which implies x + y = π/2. This shows that
1/2− y/π = θ0/α, i.e.,
P
{
τD̂ < τÊ
∣∣D̂(0) = v1, Ê(0) = −x1} = θ0
α
. (7.13)
Equation (7.9) now follows from (7.3). Equation (7.10) follows from (7.9) or from a similar
analysis based on (2.4) in [51].
Metzler’s [51] formulas (3.2) and (3.3) for the joint density f(s, t; v1, x1)dsdt := P
{
τD̂ ∈
ds, τÊ ∈ dt
∣∣D̂(0) = v1, Ê(0) = −x1} are
f(s, t; v1, x1)
=
π sinα
2α2(t− s)√s(t− s cos2 α) exp
(
−R
2(0)
2s
· t− s cos 2α
(t− s) + (t− s cos 2α)
)
×
∞∑
n=1
n sin
(
nπ(α − θ0)
α
)
Inπ/(2α)
(
R2(0)
2s
· t− s
(t− s) + (t− s cos 2α)
)
dsdt, s < t,
(7.14)
f(s, t; v1, x1)
=
π sinα
2α2(s− t)√t(s− t cos2 α) exp
(
−R
2(0)
2t
· s− t cos 2α
(s− t) + (s− t cos 2α)
)
×
∞∑
n=1
n sin
(
nπθ0
α
)
Inπ/(2α)
(
R2(0)
2t
· s− t
(s− t) + (s− t cos 2α)
)
dsdt, s > t,
where
Iν(z) :=
(z
2
)ν ∞∑
k=0
(
z2
4
)k
1
k!Γ(ν + k + 1)
(7.15)
is the modified Bessel function of the first kind of order ν. It follows from (7.13) that
P
{
τD̂ ∈ ds
∣∣τD̂ < τÊ , D̂(0) = v1, Ê(0) = −x1} = ( αθ0
∫ ∞
s
f(s, t)dt
)
ds, s > 0. (7.16)
Similarly,
P
{
τÊ ∈ dt
∣∣τÊ < τD̂, D̂(0) = v1, Ê(0) = −x1} = ( αα− θ0
∫ ∞
t
f(s, t)ds
)
dt, t > 0. (7.17)
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Theorem 7.3. Let t0 > 0, v1 > 0 and x1 < 0 be given. Assume G
∗ is on a negative
excursion at time t0 and define τ
t0
V∗ and τ
t0
X ∗ by (7.1). Then
P
{
τ t0V∗ ∈ t0 + ds
∣∣τ t0V∗ < τ t0X ∗ ,V∗(t0) = v1,X ∗(t0) = x1} = ( αθ0
∫ ∞
s
f(s, t)dt
)
ds, s > 0,
(7.18)
P
{
τ t0X ∗ ∈ t0 + dt
∣∣τ t0X ∗ < τ t0V∗ ,V∗(t0) = v1,X ∗(t0) = x1} = ( αα− θ0
∫ ∞
t
f(s, t)ds
)
dt, t > 0,
(7.19)
where α and θ0 are defined by (7.8).
Proof. Equation (7.18) follows from (7.4) and (7.16); (7.19) follows from (7.6) and (7.17).
7.2 Time between renewals
According to Assumption 4.1, the initial condition for the limiting systems is(V∗(0),W∗(0),X ∗(0),Y∗(0)) = (V ∗(0), 0, 0, Y ∗(0)), (7.20)
where V ∗(0) > 0 and Y ∗(0) < 0. The interior queues (W∗,X ∗) are the split Brownian
motion described by Remark 4.20, where the two-speed Brownian motion G∗ used in that
remark is from Corollary 4.12. These processes are defined for all time by the dynamics
described in Remark 4.20 and Corollary 4.12. Likewise, the bracketing processes V∗ and Y∗
are defined for all time by (5.76) and (5.85). From the initial time until one of the bracketing
queues V∗ and X ∗ vanishes, the interior queues are the J1-limit of the scaled limit-order
book pair of queues ( 1√
n
Wn(nt), 1√
n
Xn(nt)) and the bracketing queues are the M1-limit of
the scaled limit-order book pair of queues ( 1√
n
V n(nt), 1√
n
Y n(nt)).
The initial condition (7.20) corresponds to G∗(0) = 0. Immediately after time zero, G∗
takes the value zero infinitely many times. Therefore, the state in which V∗ > 0, W∗ = 0,
X ∗ = 0 and Y∗ < 0 will occur repeatedly. Eventually on an excursion of G∗ away from the
origin, one of the bracketing queues will vanish. When G∗ is on a negative excursion, V∗
can vanish, and when G∗ is on a positive excursion, Y∗ can vanish. When this happens, we
say there is a renewal. The state at the time of renewal is described in Theorem 6.2.
We have constructed G∗ and (V∗,W∗,X ∗,Y∗) so that they continue on unaffected by
the renewal. After the renewal, their behavior is no longer relevant to the system we want
to study. However, their insensitivity to the renewal permits us to study them using the
vehicle of Poisson random measures.
To study the time to renewal, we focus on the case that G∗ goes on a negative excursion
and V∗ vanishes before G∗ returns to zero. The other case is analogous. Each time G∗, or
equivalently, X ∗, goes on a negative excursion away from zero, V∗ begins at κL > 0 and
has a chance to reach zero. If V∗ fails to reach zero before the end of the excursion of G∗,
it is reset to κL. We begin by deriving a formula for the first passage time of V∗ to zero
conditioned on X ∗ being on an excursion of length ℓ > 0. To choose such an excursion,
we set a positive threshold and consider in chronological order the iid sequence of negative
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excursions of G∗ whose lengths exceed the threshold. Let E denote a generic excursion
chosen from this sequence. The threshold is irrelevant because
P
{
E ∈ C∣∣λ(E) = ℓ} = Pσ2−ℓ{e ∈ E− : e ◦ (σ2− id) ∈ C}, C ∈ B(E−),
regardless of the threshold, provided that it is less than ℓ. Let Λ denote the left-endpoint
of the generic excursion E. The first passage time after Λ of V∗ to zero is
τEV∗ := inf{s ≥ 0 : V∗(Λ + s)
}
. (7.21)
Lemma 7.4. For ℓ > 0 and 0 < s < ℓ, we have
pV∗(s, ℓ)ds := P
{
τEV∗ ∈ ds
∣∣λ(E) = ℓ}
=
√
2π(1− ρ2)ℓ3 π2σ+ sinα
2κLα3(ℓ− s)
√
s(ℓ− s cos2 α) exp
(
− κ
2
L
2σ2+(1 − ρ2)s
· ℓ− s cos 2α
(ℓ− s) + (ℓ− s cos 2α)
)
×
∞∑
n=1
(−1)n−1n2Inπ/(2α)
(
κ2L
2σ2+(1 − ρ2)s
· ℓ− s
(ℓ− s) + ℓ− s cos 2α
)
ds. (7.22)
Proof. Let ε ∈ (0, ℓ) and t1 ∈ (0, ε) be given and define
τE,t1V∗ := inf
{
s ≥ t1 : V∗(Λ + s) = 0}
On the event {τEV∗ > t1}, we have τEV∗ = τE,t1V∗ , V∗(Λ + t1) > 0 and X ∗(Λ + t1) < 0. Let
δ ∈ (0, (ℓ− ε)/3) and s ∈ (ε+ δ, ℓ− δ) be given. Then∣∣∣P{τEV∗ ∈ ds∣∣λ(E) = ℓ}
−P{τEV∗ > t1, τE,t1V∗ ∈ ds, κL/2 ≤ V∗(Λ + t1) ≤ 2κL,−1 ≤ X ∗(Λ + t1) < 0∣∣λ(E) = ℓ}∣∣∣
≤ P{V∗(Λ + t1) < κL/2∣∣λ(E) = ℓ}+ P{V∗(Λ + t1) > 2κL∣∣λ(E) = ℓ}
+ P
{X ∗(Λ + t1) < −1∣∣λ(E) = ℓ}. (7.23)
Because V∗(Λ) = κL > 0 (see (7.7)) and X ∗(Λ) = 0, the limits of the three terms on the
right-hand side of (7.23) are zero as t1 ↓ 0 Therefore,
P
{
τEV∗ ∈ ds
∣∣λ(E) = ℓ}
= lim
t1↓0
P
{
τEV∗ > t1, τ
E,t1
V∗ ∈ ds, κL/2 ≤ V∗(Λ + t1) ≤ 2κL,−1 ≤ X ∗(Λ + t1) < 0
∣∣λ(E) = ℓ}
= lim
t1↓0
P
{
τE,t1V∗ ∈ ds, κL/2 ≤ V∗(Λ + t1) ≤ 2κL,−1 ≤ X ∗(Λ + t1) < 0
∣∣λ(E) = ℓ}. (7.24)
Still conditioning on λ(E) = ℓ, using Proposition A.1 in Appendix A and the represen-
tation (7.7) of V∗, we construct a pair of Brownian motions (D̂, Ê) with covariance (7.2)
such that (V∗(Λ + t1 + t),−X ∗(Λ + t1 + t)) = (D̂(t), Ê(t)), 0 ≤ t ≤ ℓ− t1.
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With τD̂ := inf{t ≥ 0 : D̂(t) = 0}, τÊ := inf{t ≥ 0 : Ê(t) = 0}, and C˜ as in the proof of
Lemma 7.1, we may write
P
{
τE,t1V∗ ∈ ds, κL/2 ≤ V∗(Λ + t1) ≤ 2κL,−1 ≤ X ∗(Λ + t1) < 0
∣∣λ(E) = ℓ}
=
∫ 0
x1=−1
∫ 2κL
v1=κL/2
P
{
τE,t1V∗ ∈ ds
∣∣V∗(Λ + t1) = v1,X ∗(Λ + t1) = x1, λ(E) = ℓ}
× P{V∗(Λ + t1) ∈ dv1,X ∗(Λ + t1) ∈ dx1∣∣λ(E) = ℓ}
=
∫ 0
x1=−1
∫ 2κL
v1=κL/2
P
{
τD̂ ∈ ds− t1
∣∣D̂(0) = v1, Ê(0) = −x1, τÊ = ℓ− t1}
× P{C˜(t1) ∈ dv1 − κL + ρσ+x1/σ−, E(t1) ∈ dx1∣∣λ(E) = ℓ}. (7.25)
Because of (7.24), it suffices to show that the limit of the right-hand side of (7.25) as t1 ↓ 0
agrees with the right-hand side of (7.22). Because ε and δ can be made arbitrarily small,
we will have obtained (7.22) for 0 < s < ℓ.
We consider the first factor in the integrand on the right-hand side of (7.25). The
joint probability density function of (τD̂, τÊ) on {τD̂ < τÊ} conditioned on D̂(0) = v1 and
Ê(0) = −x1 is given by (7.14). The marginal density of τÊ with the same conditioning is
the density of the first passage time of Ê from −x1 to 0. This is
P
{
τÊ ∈ dt
∣∣Ê(0) = −x1} = |x1|
σ−
√
2πt3
exp
(
− x
2
1
2σ2−t
)
dt.
Finally, sin(nπ(α − θ0)/α) = (−1)n−1 sin(nπθ0/α). Therefore, with R(0) given by (7.12),
we have
ϕ(s, v1, x1; t1)ds
:= P
{
τD̂ ∈ ds− t1
∣∣D̂(0) = v1, Ê(0) = −x1, τÊ = ℓ− t1}
=
f(s− t1, ℓ− t1; v1, x1)dsdℓ
P{τÊ ∈ dℓ− t1|Ê(0) = −x1}
=
σ−
√
2π(ℓ− t1)3 π sinα
2α2(ℓ− s)√(s− t1)(ℓ − t1 − (s− t1) cos2 α)
× exp
(
x21
2σ2−(ℓ − t1)
− R
2(0)
2(s− t1) ·
ℓ− t1 − (s− t1) cos 2α
(ℓ− s) + (ℓ− t1 − (s− t1) cos 2α)
)
×
∞∑
n=1
n
x1
(−1)n sin
(
nπθ0)
α
)
Inπ/(2α)
(
R2(0)
2(s− t1) ·
ℓ− s
(ℓ − s) + (ℓ − t1 − (s− t1) cos 2α)
)
ds.
(7.26)
To compute the limit of (7.25), we need a bound on ϕ(s, v1, x1; t1). The conditions on s
and t1 guarantee the ℓ−s, s−t1, ℓ−t1−(s−t1) cos2 α, ℓ−t1, and (ℓ−s)+(ℓ−t1−(s−t1) cos 2α)
are bounded away from zero. The integrals on the right-hand side of (7.25) are over bounded
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intervals, and for v1 and x1 in these intervals, R(0) given by (7.11) is bounded. In particular
sup
0 < t1 < ε
ε+ δ < s < ℓ− δ
κL/2 ≤ v1 ≤ 2κL
ϕ(s, v1, x1; t1) ≤ K1
∞∑
n=1
n
|x1|
∣∣∣∣sin(nπθ0)α
)∣∣∣∣ Inπ/(2α)(K1), −1 ≤ x1 < 0,
(7.27)
for some finite constant K1 that does not depend on x1 ∈ [−1, 0).
Observe that | sin(nπθ0/α)| ≤ nπθ0/α. In addition, arctan(0) = 0 and the derivative of
arctan is everywhere less than or equal to 1. From (7.8) we have
θ0 := arctan
(
σ+
√
1− ρ2 |x1|
σ−v1 + σ+ρx1
)
≤ σ+
√
1− ρ2 |x1|
σ−v1 + σ+ρx1
≤ σ+|x1|
σ−v1
(7.28)
because both ρ and x1 are negative. Set ν = π/(2α). We have
K1
∞∑
n=1
n
|x1|
∣∣∣∣sin(nπθ0)α
)∣∣∣∣ Inπ/(2α)(K1) ≤ 2νK1 σ+σ−v1
∞∑
n=1
n2Inν(K1). − 1 ≤ x1 < 0.
(7.29)
We use the ratio test to show that the sum on the right-hand side of (7.29) is finite. Because
limz→∞ Γ(z)/Γ(z + ν) = 0, for sufficiently large n and all k ≥ 0, we have(
n+ 1
n
)2
(K1/2)
νΓ(nν + k + 1)
Γ
(
(n+ 1)ν + k + 1
) ≤ 1
2
.
For such n,
(n+ 1)2I(n+1)ν(K1)
= (n+ 1)2
(
K1
2
)(n+1)ν ∞∑
k=0
(
K21
4
)k
1
k!Γ
(
(n+ 1)ν + k + 1)
= n2
(
K1
2
)nν ∞∑
k=0
(
K21
4
)k
1
k!Γ(nν + k + 1)
·
(
n+ 1
n
)2
(K1/2)
νΓ(nν + k + 1)
Γ
(
(n+ 1)ν + k + 1)
≤ 1
2
n2Inν(K1).
The conclusion we draw from (7.27), (7.29), and the convergence of the sum on the right-
hand side of (7.29) is that
sup
{
ϕ(s, v1, x1; t1) : 0 < t1 < ε, ε+ δ < ℓ− δ, κL/2 ≤ v1 ≤ 2κL,−1 ≤ x1 < 0
}
<∞
We rewrite (7.25) as
P
{
τE,t1V∗ ∈ ds, κL/2 ≤ V∗(Λ + t1) ≤ 2κL,−1 ≤ X ∗(Λ + t1) < 0
∣∣λ(E) = ℓ}
= E
[
ϕ
(
s, κL + C˜(t1)− ρσ+E(t1)/σ−, E(t1); t1
)
× I{κL/2≤κL+C˜(t1)−ρσ+E(t1)/σ−≤2κL,−1≤E(t1)<0}
∣∣Λ(E) = ℓ]. (7.30)
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As t1 ↓ 0, C˜(t1)→ 0 and E(t1)→ 0 with E(t1) < 0 for t1 ∈ (0, ε), so the indicator function
in (7.30) converges to 1. Furthermore, ϕ is bounded, which implies
lim
t1↓0
P
{
τE,t1V∗ ∈ ds, κL/2 ≤ V∗(Λ + t1) ≤ 2κL,−1 ≤ X ∗(Λ + t1) < 0
∣∣λ(E) = ℓ}
= lim
v1 → κL
x1 < 0, x1 → 0
t1 ↓ 0
ϕ(s, v1, x1; t1)ds. (7.31)
It remains to compute the right-hand side of (7.31). The only issue with the right-hand
side of (7.26) is the indeterminate form 1x1 sin(nπθ0/α). (Recall from (7.28) the dependence
of θ0 on v1 and x1.) According to L’Hoˆpital’s Rule,
lim
v1 → κL
x1 < 0, x1 → 0
1
x1
sin
(
nπθ0
α
)
= −nπσ+
√
1− ρ2
ακLσ−
. (7.32)
Because of the domination (7.29), we may take the limit (7.32) inside the infinite sum in
(7.26). Putting (7.24) and (7.31) together, we obtain (7.22).
Remark 7.5. Each time G∗, or equivalently, W∗, goes on a positive excursion away from
zero, Y∗ begins at κR < 0 and has a chance to reach zero. If Y∗ fails to reach zero before
the end of the excursion of G∗, it is reset to κR. Let E be such an excursion, let Λ be its
left endpoint, and define
τEY∗ := inf{s ≥ 0 : Y∗(Λ + s) = 0}.
Completely analogously to the proof of Lemma 7.4, we can compute the probability density
function of Y∗ conditioned on λ(E) = ℓ. Indeed, we can replace (V∗,X ∗) in the proof of
Lemma 7.4 by (−Y∗,−W∗) and use (5.85) in place of (5.76) to arrive at the formula
pY∗(s, ℓ))
:= P
{
τEY∗ ∈ ds
∣∣λ(E) = ℓ}
=
√
2π(1− ρ2)ℓ3 π2σ− sinα
2|κR|α3(ℓ− s)
√
s(ℓ − s cos2 α) exp
(
− κ
2
R
2σ2−(1 − ρ2)s
· ℓ− s cos 2α
(ℓ− s) + (ℓ− s cos 2α)
)
×
∞∑
n=1
(−1)n−1n2Inπ/(2α)
(
κ2R
2σ2−(1− ρ2)s
· ℓ− s
(ℓ − s) + ℓ− s cos 2α
)
, 0 < s < ℓ.
Remark 7.6. In the context of Lemma 7.4 and Remark 7.5, we define
pV∗(ℓ) := P
{
τEV∗ < ℓ
∣∣λ(E) = ℓ} = ∫ ℓ
0
pV∗(s, ℓ)ds,
pY∗(ℓ) := P
{
τEY∗ < ℓ
∣∣λ(E) = ℓ} = ∫ ℓ
0
pY∗(s, ℓ)ds.
Conditioned on G∗ being on a negative (respectively, positive) excursion of length ℓ, these
are the probabilities V∗ (respectively, Y∗) reaches zero before the excursion ends.
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Lemma 7.7. The numbers
λ− :=
1
σ−
∫ ∞
0
pV∗(ℓ)dℓ√
2πℓ3
, λ+ :=
1
σ+
∫ ∞
0
pY∗(ℓ)dℓ√
2πℓ3
(7.33)
are positive and finite.
Proof. It is obvious that λ+ and λ− are positive. We show that λ− < ∞; the proof that
λ+ < ∞ is analogous. Because pV∗(ℓ) is a probability and hence less than or equal to 1,∫∞
1
pV∗ (ℓ)dℓ√
2πℓ3
<∞. We show ∫ 1
0
pV∗(ℓ)dℓ√
2πℓ3
<∞. (7.34)
Let E be a negative excursion of G∗ of length ℓ and recall the representation (7.7) of V∗
during the excursion E. The probability that V∗ reaches zero during this excursion is
pV∗(ℓ) = P
{
min
0≤t≤ℓ
(
κL + C˜(t)− ρσ+
σ−
E(t− Λ)
)
≤ 0
∣∣∣∣λ(E) = ℓ}
≤ P{ min
0≤t≤ℓ
C˜(t) ≤ −κL
}
≤ 2P{C˜(ℓ) ≤ −κL}
by the reflection principle. According to [40], Problem 9.22, p. 112 with solution on p. 125,
P
{
C˜(ℓ) ≤ −κL
}
=
1√
2π
∫ −κL/√(1−ρ2)σ2+ℓ
−∞
e−u
2/2du ≤ 1
κL
√
(1− ρ2)σ2+ℓ
2π
e−κ
2
L/(2(1−ρ2)σ2+ℓ).
It is now clear that the integral (7.34) is convergent.
We begin from time zero and consider S∗v , S∗y and S∗ = S∗v ∧ S∗y of (6.2) and (6.3). We
have a downward price shift at the time of the first renewal if and only if S∗v < S∗y .
Theorem 7.8. We have
P
{
S∗v < S
∗
y
}
=
λ−
λ+ + λ−
, P
{
S∗v > S
∗
y
}
=
λ+
λ+ + λ−
.
Proof. The process G∗ is a two-speed Brownian motion with the excursion representation
of Proposition 3.10:
G∗(θ) =
∫
(0,LZ(θ)]
∫
E
e
(
θ −AZ(s−))NZ(ds de),
where AZ(s) =
∫
(0,s]
λ(e)NZ(du de), LZ(θ) = inf{s ≥ 0 : AZ(s) > θ}, and NZ is given by
(3.55) and (3.56). Consider the independent Poisson random measures NZ± for the positive
and negative excursions of G∗ given by (3.55). We create new Poisson random measures for
the lengths of excursions counted by NZ± by defining
N∗±
(
(s, t]×D) = NZ±((s, t]× {e ∈ E± : λ(e) ∈ D}), 0 ≤ s ≤ t, D ∈ B(0,∞).
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According to (3.55) and (3.47), the characteristic measures of N∗± are given by
n∗±(D) = n
B
±
{
e ∈ E± : λ(ψ±e) ∈ D
}
= nB±
{
e ∈ E± : λ(e) ∈ σ2±D
}
=
∫
σ2±D
dℓ√
2πℓ3
=
1
σ±
∫
D
dℓ√
2πℓ3
, D ∈ B(0,∞).
Because V∗ and Y∗ are independent of G∗, and hence independent of N∗±, we can decompose
N∗± into the independent Poisson random measures, defined for D ∈ B(0,∞), by
N0−
(
(s, t]×D) := NZ−((s, t]× {e ∈ E− : λ(e) ∈ D and V∗ reaches zero during e}),
N×−
(
(s, t]×D) := NZ−((s, t]× {e ∈ E− : λ(e) ∈ D and V∗ does not reach zero during e}),
N0+
(
(s, t]×D) := NZ+((s, t]× {e ∈ E+ : λ(e) ∈ D and Y∗ reaches zero during e}),
N×+
(
(s, t]×D) := NZ+((s, t]× {e ∈ E+ : λ(e) ∈ D and Y∗ does not reach zero during e}).
The respective characteristic measures of these Poisson random measures are
n0−(D) :=
1
σ−
∫
D
pV∗(ℓ)dℓ√
2πℓ3
, n×−(D) :=
1
σ−
∫
D
(1 − pV∗(ℓ))dℓ√
2πℓ3
,
n0+(D) :=
1
σ+
∫
D
pY∗(ℓ)dℓ√
2πℓ3
, n×+(D) :=
1
σ+
∫
D
(1− pY∗(ℓ))dℓ√
2πℓ3
, D ∈ B(0,∞).
The Poisson processes N0±((0, t] × (0,∞)), t ≥ 0, are independent with intensities λ±
given by (7.33). We define L± = inf
{
t ≥ 0 : N0±((0, t] × (0,∞)) = 1
}
. Starting from time
zero, V∗ vanishes before Y∗ if and only if L− < L+. These are independent exponential
random variables with means 1/λ±, i.e.,
P{L− ∈ dt1,L+ ∈ dt2} = λ−λ+e−λ−t1−λ+t2 , t1 > 0, t2 > 0.
Straightforward calculation shows P{L− < L+} = λ−/(λ+ + λ−).
Theorem 7.9. We have the characteristic function formulas, defined for α ∈ R,
E
[
eiαS
∗ ∣∣S∗v < S∗y ]
=
λ−+λ+
λ−σ−
∫∞
ℓ=0
1√
2πℓ3
∫ ℓ
s=0 e
iαspV∗(s, ℓ)dsdℓ
1
σ−
∫∞
0 e
iαℓ pV∗(ℓ)√
2πℓ3
dℓ+ 1σ+
∫∞
0 e
iαℓ pY∗(ℓ)√
2πℓ3
dℓ+
(
1
σ−
+ 1σ+
)√|α|(1− sign(α)i) , (7.35)
E
[
eiαS
∗ ∣∣S∗v > S∗y ]
=
λ−+λ+
λ+σ+
∫∞
ℓ=0
1√
2πℓ3
∫ ℓ
s=0
eiαspY∗(s, ℓ)dsdℓ
1
σ−
∫∞
0
eiαℓ pV∗(ℓ)√
2πℓ3
dℓ+ 1σ+
∫∞
0
eiαℓ pY∗(ℓ)√
2πℓ3
dℓ+
(
1
σ−
+ 1σ+
)√|α|(1− sign(α)i) , (7.36)
E
[
eiαS
∗]
=
1
σ−
∫∞
ℓ=0
1√
2πℓ3
∫ ℓ
s=0 e
iαspV∗(s, ℓ)dsdℓ+ 1σ+
∫∞
ℓ=0
1√
2πℓ3
∫ ℓ
s=0 e
iαspY∗(s, ℓ)dsdℓ
1
σ−
∫∞
0 e
iαℓ pV∗(ℓ)√
2πℓ3
dℓ+ 1σ+
∫∞
0 e
iαℓ pY∗(ℓ)√
2πℓ3
dℓ+
(
1
σ−
+ 1σ+
)√|α|(1− sign(α)i) . (7.37)
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Proof. There are three parts to S∗, which are (1) the sum of the lengths of the negative
excursions ofG∗ that conclude before S∗, (2) the sum of the lengths of the positive excursions
of G∗ that conclude before S∗, and (3) the time elapsed on the excursion of G∗ that is in
progress at time S∗. To capture time spent on positive and negative excursions in which
zero is not reached by the appropriate bracketing process, we define
H±(s) :=
∫
u∈(0,s)
∫
ℓ∈(0,∞)
ℓN×± (du dℓ).
To capture the time elapsed on the excursion of G∗ that is in progress at time S∗, we define
RV∗ = Time elapsed on the excursion beginning at local time L− before V∗ reaches zero,
RY∗ = Time elapsed on the excursion beginning at local time L+ before Y∗ reaches zero,
Then
S∗ =
{
H−(L−) +H+(L−) +RV∗ if L− < L+,
H−(L+) +H+(L+) +RY∗ if L+ < L−.
The random variable RV∗ is independent of N×± and consequently independent of H±.
It is also independent of L±. To see this, note from the finiteness of λ− = n0−(0,∞) that
the Poisson random measure N0− charges only finitely many excursions in finite time, and
these excursions form an iid sequence with P{λ(E) ∈ dℓ} = n0−(dℓ)/λ−. In particular, this
is the distribution of the length of the first excursion in this sequence, which is the excursion
beginning at local time L−. This distribution does not depend on L− nor L+. Let E denote
this excursion. Then RV∗ is τEV∗ of (7.21), but the choice of E dictates that τ
E
V∗ < λ(E).
The distribution of RV∗ is the distribution of τEV∗ under this condition, i.e.,
P
{
RV∗ ∈ ds
∣∣λ(E) = ℓ} = pV∗(s, ℓ)
pV∗(ℓ)
ds, 0 < s < ℓ,
which again does not depend on L− nor L+. Therefore,
P
{
RV∗ ∈ ds
}
=
1
λ−
∫ ∞
ℓ=s
pV∗(s, ℓ)
pV∗(ℓ)
n0−(dℓ)ds =
1
λ−σ−
∫ ∞
ℓ=s
pV∗(s, ℓ)√
2πℓ3
dℓds, s > 0,
which does not depend on L− nor L+.
We begin the computation of (7.35) with the observation
E
[
eiαS
∗ |S∗v < S∗y
]
= E
[
eiα(H−(L−)+H+(L−)+RV∗ )
∣∣L− < L+]
= E
[
eiαRV∗
] · E[eiα(H−(L−)+H+(L−))∣∣L− < L+], (7.38)
and
E
[
eiαRV∗
]
=
1
λ−σ−
∫ ∞
s=0
eiαs
∫ ∞
ℓ=s
pV∗(s, ℓ)√
2πℓ3
dℓds
=
1
λ−σ−
∫ ∞
ℓ=0
1√
2πℓ3
∫ ℓ
s=0
eiαspV∗(s, ℓ)dsdℓ. (7.39)
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The last term on the right-hand side of (7.38) is
E
[
eiα(H−(L−)+H+(L−))
∣∣L− < L+]
=
λ− + λ+
λ−
∫ ∞
t1=0
∫ ∞
t2=t1
E
[
eiα(H−(t1)+H+(t2))
]
λ−λ+e−λ−t1−λ+t2dt2dt1
= (λ− + λ+)
∫ ∞
0
E
[
eiαH−(t)
]
E
[
eiαH+(t)
]
e−(λ1+λ2)tdt. (7.40)
According to the Le´vy-Hincˇin formula,
E
[
eiαH−(t)
]
= exp
[
−t
∫ ∞
0
(1− eiαℓ)n×−(dℓ)
]
= exp
[
−t
∫ ∞
0
(1− eiαℓ) (1 − pV∗(ℓ))
σ−
√
2πℓ3
dℓ
]
,
(7.41)
E
[
eiαH+(t)
]
= exp
[
−t
∫ ∞
0
(1− eiαℓ)n×+(dℓ)
]
= exp
[
−t
∫ ∞
0
(1− eiαℓ) (1 − pY∗(ℓ))
σ+
√
2πℓ3
dℓ
]
.
(7.42)
Substitution of (7.41) and (7.42) into (7.40) results in
E
[
eiα(H−(L−)+H+(L−))
∣∣L− < L+]
=
λ− + λ+
λ− + λ+ +
∫∞
0 (1− eiαℓ)1−pV∗ (ℓ)σ−√2πℓ3 dℓ+
∫∞
0 (1− eiαℓ)1−pY∗(ℓ)σ+√2πℓ3 dℓ
.
Using the formula ∫ ∞
0
(1− eiαℓ) dℓ√
2πℓ3
=
√
|α|(1− sign(α)i), α ∈ R, (7.43)
proved in Appendix C and (7.33), we can rewrite this as
E
[
eiα(H−(L−)+H+(L−))
∣∣L− < L+]
=
λ− + λ+
1
σ−
∫∞
0 e
iαℓ pV∗ (ℓ)√
2πℓ3
dℓ+ 1σ+
∫∞
0 e
iαℓ pY∗(ℓ)√
2πℓ3
dℓ +
(
1
σ−
+ 1σ+
)√|α|(1− sign(α)i) . (7.44)
Putting (7.38), (7.39) and (7.44) together, we obtain (7.35).
An analogous argument establishes (7.36). Curiously,
E
[
eiα(H−(L−)+H+(L−))
∣∣L− < L+] = E[eiα(H−(L+)+H+(L+))∣∣L− > L+].
Equation (7.37) follows from Theorem 7.8 and the identity
E
[
eiαS
∗]
= E
[
eiαS
∗ ∣∣S∗v < S∗y ]P{S∗v < S∗y}+ E[eiαS∗ ∣∣S∗v > S∗y]P{S∗v > S∗y}.
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8 Conclusion
This work shows that diffusion scaling methodology developed to study heavy traffic limits
of queueing systems can be adapted to Poisson limit-order book models. While the Poisson
model is infinite dimensional with state recording the number of orders at each tick on a
doubly infinite price-tick grid, the diffusion limit is low dimensional. In this work, the state
of the diffusion limit is the volume at two price ticks, the essential bid and essential ask,
and the location of these price ticks.
While not addressed in this work, it is natural to consider optimal execution in the
limiting model. The arrival of a buy order of size O(
√
n) in the n-th model at the essential
bid is queued behind O(
√
n) other orders and will execute in O(
√
n) time. The diffusion
scaling accelerates times by the factor n, and hence in the limiting model this order will
execute instantaneously. On the other hand, a buy order placed one tick below the essential
bid must wait until this tick becomes the essential bid, and then will execute instantaneously.
These instantaneous executions eliminate the need to keep track of an order’s priority at
it price tick, and consequently the optimal execution problem in the limiting model is low
dimensional.
There are many ways the model of this paper can be generalized. To move toward a
more realistic model, the most important generalization is to allow cancellations at and near
the best bid and ask price. Other generalizations are to allow arrivals at more price ticks,
time-dependent or volume-dependent arrival rates, random order sizes, and renewal rather
than Poisson arrival processes.
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A Brownian excursion and absorbed Brownian motion
In this appendix we establish the relationship between absorbed Brownian motion and
Brownian excursions used in Section 7.1. Let W be a standard Brownian motion with
initial condition W (0) = x0 > 0. Define τ0 := inf{t ≥ 0 : W (t) = 0} to be the first
passage time of this Brownian motion to zero, and define W0(t) = W (t ∧ τ0), t ≥ 0, to be
the Brownian motion W absorbed at τ0. According to the reflection principle, for t1 > 0,
x1 > 0,
P
{
τ0 ∈ dℓ
∣∣τ0 > t1,W0(t1) = x1} = 1
2
K+(ℓ− t1, x1)dℓ, ℓ > t1, (A.1)
where we have used the notation (3.43). (The condition τ0 > t1 on the left-hand side of
(A.1) is redundant, but is included here to maintain parallelism in formulas such as (A.6)
below).
Now let t1 > 0 be given, and let {Ek,+}∞k=1 be an enumeration of the positive excursions
away from zero of a standard Brownian whose lengths λ(Ek,+) exceed t1. This is a sequence
of independent, identically distributed excursion, and because the characteristic measure for
positive excursions of Brownian motion is given by (3.47), the law of these excursions is
µ :=
∫ ∞
t1
P
ℓ
+
dℓ√
2πℓ3
/∫ ∞
t1
dℓ√
2πℓ3
=
1
2
∫ ∞
t1
P
ℓ
+
√
t1
ℓ3
dℓ, (A.2)
which is a probability measure on (E+,B(E+)). In particular,
µ
{
λ(Ek,+) ∈ dℓ
∣∣λ(Ek,+) > t1} = 1
2
√
t1
ℓ3
dℓ, ℓ > t1. (A.3)
(The condition on the left-hand side of (A.3) is redundant, but is included here and elsewhere
to emphasize that we are considering only excursions whose length exceeds t1.)
Proposition A.1. Let x1 be positive. Conditioned on λ(Ek,+) > t1 and Ek,+(t1) = x1, the
law of (Ek,+)t≥t1 agrees with the law of (W0)t≥t1 conditioned on τ0 > t1 and W0(t1) = x1.
Proof. Define
f(t, x) :=
√
2
πt
∫ ∞
x
exp
(
−x
2
2t
)
dx =
√
2
π
∫ ∞
x/
√
t
exp
(
−y
2
2
)
dy, t > 0, x > 0.
Then f(0, x) := limt↓0 f(t, x) = 0, f(∞, x) := limt→∞ f(t, x) = 1, and ∂∂tf(t, x) = 12K+(t, x),
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where K+(t, x) is given by (3.43). According to (A.2) and (3.46),
µ
{
e ∈ E+ : λ(e) ∈ dℓ, e(t1) ∈ dx1
∣∣λ(e) > t1}
=
√
π
2
ℓ3K+(t1, x1)K+(ℓ− t1, x1)1
2
√
t1
ℓ3
dℓdx1
=
√
πt1
2
K+(t1, x1)
1
2
K+(ℓ− t1, x1)dℓdx1, ℓ > t1, x1 > 0. (A.4)
Hence,
µ
{
e ∈ E+ : e(t1) ∈ dx1
∣∣λ(e) > t1} =√πt1
2
K+(t1, x1)f(ℓ− t1, x1)
∣∣∣ℓ=∞
ℓ=t1
=
√
πt1
2
K+(t1, x1)dx1, x1 > 0. (A.5)
Dividing (A.4) by (A.5), we obtain
µ
{
e ∈ E+ : λ(e) ∈ dℓ
∣∣λ(e) > t1, e(t1) = x1} = 1
2
K+(ℓ− t1, x1)dℓ
= P
{
τ0 ∈ dℓ
∣∣τ0 > t1,W0(t1) = x1}. (A.6)
We next show that for ℓ > t1 and t2, . . . , tn satisfying t1 < t2 < · · · < tn < ℓ, we have
µ
{
e ∈ E+ : e(t2) ∈ dx2, . . . , e(tn) ∈ dxn
∣∣e(t1) = x1, λ(e) = ℓ}
= P
{
W0(t2) ∈ dx2, . . . ,W0(tn) ∈ dxn
∣∣W0(t1) = x1, τ0 = ℓ}. (A.7)
We can then multiply the respective left- and right-hand sides of (A.6) by (A.7) to complete
the proof. We begin with the left-hand side of (A.7). It is clear from (A.2) and (3.46) that
for all ℓ > tn,
µ
{
e ∈ E+ : e(t2) ∈ dx2, . . . e(tn) ∈ dxn
∣∣e(t1) = x1, λ(e) = ℓ}
= Pℓ
{
e(t2) ∈ dx2, . . . , e(tn) ∈ dxn
∣∣e(t1) = x1}
= hℓ+(t1, x1; t2, x2) · · ·hℓ+(tn−1, xn−1; tn, xn)dxn · · · dx1
=
K+(ℓ − tn, xn)
K+(ℓ − t1, x1) p0(t2 − t1, x1, x2) · · · p0(tn − tn−1, xn−1, xn)dxn · · · dx1. (A.8)
We turn to the right-hand side of (A.7). According to the reflection principle, the
transition density for W0 is p0 given by (3.44) for x > 0 and y > 0. This is a defective
probability density function, with
P
{
W0(t+ s) = 0
∣∣W0(s) = x} = 1− ∫ ∞
0
p0(t, x, y)dy = f(t, x). (A.9)
Although defective, this transition density has the semigroup property∫ ∞
0
p0(s, x, y)p0(t, y, z)dy = p0(s+ t, x, z), s > 0, t > 0, x > 0, z > 0, (A.10)
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as can be verified by direct computation (see Appendix B of [59]). For tn < tn+1 < tn+2,
we have
P
{
W0(t2) ∈ dx2, . . . ,W0(tn) ∈ dxn, tn+1 < τ0 ≤ tn+2
∣∣W0(t1) = x1}
= P
{
W0(t2) ∈ dx2, . . . ,W0(tn) ∈ dxn,W0(tn+1) > 0,W0(tn+2) = 0
∣∣W0(t1) = x1}
= p0(t2 − t1, x1, x2) · · · p0(tn − tn−1, xn−1, xn)
∫ ∞
0
p0(tn+1 − tn, xn, xn+1)
×
(
1−
∫ ∞
0
p0(tn+2 − tn+1, xn+1, xn+2)dxn+2
)
dxn+1dxn . . . dx2. (A.11)
We deal first with the integrals, using the semigroup property (A.10) and the second equation
in (A.9), to obtain∫ ∞
0
p0(tn+1 − tn, xn, xn+1)
(
1−
∫ ∞
0
p0(tn+2 − tn+1, xn+1, xn+2)dxn+2
)
dxn+1
=
∫ ∞
0
p0(tn+1 − tn, xn, xn+1)dxn+1 −
∫ ∞
0
p0(tn+2 − tn, xn, xn+2)dxn+2
= f(tn+2 − tn, xn)− f(tn+1 − tn, xn)
=
∫ tn+2
tn+1
∂
∂ℓ
f(ℓ− tn, xn)dℓ
=
1
2
∫ tn+2
tn+1
K+(ℓ− tn, xn)dℓ
=
∫ tn+2
tn+1
K+(ℓ − tn, xn)
K+(ℓ− t1, x1) P
{
τ0 ∈ dℓ
∣∣W0(t1) = x1}. (A.12)
Putting (A.11) and (A.12) together, we have
P
{
W0(t2) ∈ dx2, . . . ,W0(tn) ∈ dxn, tn+1 < τ0 ≤ tn+1
∣∣W0(t1) = x1}
= p0(t2 − t1, x1, x2) · · · p0(tn − tn−1, xn−1, xn)
×
∫ tn+2
tn+1
K+(ℓ− tn, xn)
K+(ℓ− t1, x1) P
{
τ0 ∈ dℓ
∣∣W0(t1) = x1}dxn . . . dx2,
which implies that
P
{
W0(t2) ∈ dx2, . . . ,W0(tn) ∈ dxn
∣∣W0(t1) = x1, τ0 = ℓ}
= p0(t2 − t1, x1, x2) · · · p0(tn − tn−1, xn−1, xn)K+(ℓ − tn, xn)
K+(ℓ− t1, x1) dxn . . . dx2. (A.13)
This equation holds for all ℓ ∈ (tn+1, tn+2). But tn+1 can be chosen arbitrarily close to tn
and tn+2 can be chosen arbitrarily large. Therefore, (A.13) holds for all ℓ > tn. The right-
hand side of (A.13) agrees with the right-hand side of (A.8), which establishes (A.7).
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B Pℓ± is a probability measure
For this calculation, we consider only Pℓ+ and show that it is a probability measure on
(Eℓ+,B(Eℓ+)). To simplify the notation, we suppress the subscript +. We need to verify that∫ ∞
0
· · ·
∫ ∞
0
∫ ∞
0
P
ℓ
{
e(t1) ∈ dx1, e(t2) ∈ dx2, . . . , e(tn) ∈ dxn
}
dxn · · · dx2dx1
=
∫ ∞
0
· · ·
∫ ∞
0
∫ ∞
0
hℓ(0, 0; t1, x1)h
ℓ(t1, x1; t2, x2) · · ·hℓ(tn−1, xn−1; tn, xn)dxn · · · dx2dx1
= 1. (B.1)
Lemma B.1. For 0 < s < t and a > 0,∫ ∞
0
hℓ(s, a; t, b)db = 1. (B.2)
Proof. According to (3.43)–(3.45),∫ ∞
0
hℓ(s, a; t, b)db =
∫ ∞
0
K(ℓ− t, b)
K(ℓ− s, a)p0(t− s, a, b)db
=
∫ ∞
0
b
a
√
(ℓ− s)3
(ℓ − t)3 exp
(
− b
2
2(ℓ− t) +
a2
2(ℓ− s)
)
p0(t− s, a, b)db
= −I+ + I−,
where
I± =
∫ ∞
0
b
a
√
(ℓ − s)3
(ℓ − t)3 exp
(
− b
2
2(ℓ− t) +
a2
2(ℓ− s)
)
1√
2π(t− s) exp
(
− (a± b)
2
2(t− s)
)
db
=
1√
2π(t− s)
∫ ∞
0
b
a
√
(ℓ− s)3
(ℓ − t)3 exp
− 1
2(t− s)
(√
ℓ− s
ℓ − t b±
√
ℓ− t
ℓ− sa
)2 db.
We make the change of variable
y =
√
ℓ− s
ℓ − t b±
√
ℓ− t
ℓ− sa,
and rewrite these integrals as
I± =
1√
2π(t− s)
∫ ∞
±
√
ℓ−t
ℓ−sa
(
y
a
∓
√
ℓ− t
ℓ− s
)√
ℓ− s
ℓ− t exp
(
− y
2
2(t− s)
)
dy
= −1
a
√
t− s
2π
exp
(
− y
2
2(t− s)
)∣∣∣∣∞
y=
√
ℓ−t
ℓ−sa
∓ 1√
2π(t− s)
∫ ∞
±
√
ℓ−t
ℓ−sa
exp
(
− y
2
2(t− s)
)
dy
=
1
a
√
t− s
2π
exp
(
− (ℓ− t)a
2
(t− s)(ℓ − s)
)
∓ 1√
2π(t− s)
∫ ∞
±
√
ℓ−t
ℓ−sa
exp
(
− y
2
2(t− s)
)
dy.
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It follows that
−I+ + I− = 1√
2π(t− s)
∫ ∞
√
ℓ−t
ℓ−sa
exp
(
− y
2
2(t− s)
)
dy
+
1√
2π(t− s)
∫ ∞
−
√
ℓ−t
ℓ−sa
exp
(
− y
2
2(t− s)
)
dy
=
1√
2π(t− s)
∫ ∞
−∞
exp
(
− y
2
2(t− s)
)
dy
= 1.
Repeated applications of Lemma B.1 establish that∫ ∞
0
· · ·
∫ ∞
0
∫ ∞
0
hℓ(0, 0; t1, x1)h
ℓ(t1, x1; t2, x2) · · ·hℓ(tn−1, xn−1; tn, xn)dxn · · · dx2dx1
=
∫ ∞
0
hℓ(0, 0; t1, x1)dx1.
The next lemma completes the proof of (B.1).
Lemma B.2. For t > 0, ∫ t
0
hℓ(0, 0; t, b)db = 1.
Proof. From (3.43) and (3.45), we have∫ ∞
0
hℓ(0, 0; t, b) =
√
π
2
ℓ3
∫ ∞
0
K(t, b)K(ℓ− t, b)db
=
√
π
2
ℓ3
∫ ∞
0
√
2
πt3
√
2
π(ℓ − t)3 b
2 exp
(
−b
2
2t
− b
2
2(ℓ− t)
)
db
=
ℓ
t(ℓ − t) · 2
√
ℓ
2πt(ℓ− t)
∫ ∞
0
b2 exp
(
− ℓb
2
t(ℓ− t)
)
db
= 1.
C Proof of (7.43)
Let B be a standard Brownian motion. For b > 0 define Sb := inf
{
t ≥ 0 : B(t) > b}.
According to [40], p. 411, there exists a Poisson random measure ν on (0,∞)2 such that
Sb =
∫∞
0 ℓν((0, b]× dℓ) and the characteristic measure of ν is µ(dℓ) = dℓ/
√
2πℓ3. According
to the Le´vy-Hincˇin formula, for α ∈ R,
E
[
eiαSb
]
= exp
[
−b
∫ ∞
0
(1− eiαℓ)µ(dℓ)
]
, b > 0. (C.1)
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Define θ = 12
√|α|(1 − sign(α)i). Then M(t) := e2θB(t)−2θ2t = e2θB(t)+iαt is a martingale
and M(t ∧ Tb) is bounded. Therefore,
1 = lim
t→∞
EM(t ∧ Sb) = E
[
lim
t→∞
M(t ∧ Sb)
]
= E
[
e2θb+iαSb
]
.
This implies
E
[
eiαSb
]
= e−2θb = exp
(− b√|α|(1 − sign(α)i)), b > 0. (C.2)
Comparison of (C.1) and (C.2) establishes (7.43).
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