Abstract Known complexity facts: the decision problem of the existence of a kernel in a digraph G = (V, E) is NP-complete; if all of the cycles of G have even length, then G has a kernel; and the question of the number of kernels is #P-complete even for this restricted class of digraphs. In the opposite direction, we construct game theory tools, of independent interest, concerning strategies in the presence of draw positions, to show how to partition V , in O(|E|) time, into 3 subsets S 1 , S 2 , S 3 , such that S 1 lies in all the kernels; S 2 lies in the complements of all the kernels; and on S 3 the kernels may be nonunique. Thus, in particular, digraphs with a "large" number of kernels are those in which S 3 is "large"; possibly S 1 = S 2 = ∅. We also show that G can be decomposed, in O(|E|) time, into two induced subgraphs G 1 , with vertex-set S 1 ∪ S 2 , which has a unique kernel; and G 2 , with vertex-set S 3 , such that any kernel K of G is the union of the kernel of G 1 and a kernel of G 2 . In particular, G has no kernel if and only if G 2 has none. Our results hold even for some classes of infinite digraphs.
Introduction
Modern combinatorial game theory has largely been a parasite: it drew tools and results from fields such as logic, computational complexity, graph and matroid theory, combinatorics, algebra and number theory to generate results for itself. More recently, it has also begun to contribute back to some of its benefactors, such as to surreal numbers, a subject created by John Conway [Con1976] , and to linear error-correcting codes (which is linear algebra) [CoS1986] , [Con1990] , [BrP1993] , [Fra1996] .
In this paper we develop some basic concepts of 2-player game theory, and use them to shed new light on the structure of digraph kernels. Connections between kernels and game-theory have been explored in the past, see e.g. Berge [Ber1992] ; the new element here seems to be the use of draw positions for investigating digraph kernels. In fact, the set of draw positions appears to be the "kernel of the kernels", i.e., the part where many of the interesting properties of the kernels are concentrated.
Throughout a digraph is a finite or infinite directed graph, which may contain cycles or loops, unless otherwise specified. A kernel of a digraph G = (V, E) is a subset K ⊆ V which is both independent and dominating. "Independent" means that the subgraph induced by K has no edges (so in particular: no loops); and "dominating" -that every vertex of V −K has a follower (successor) in K, i.e., an edge leading into K. If G is finite, the decision problem of the existence of a kernel is NP-complete, see Chvátal [Chv1973] and van Leeuwen [VLe1976] for a general digraph, and Fraenkel [Fra1981] for a planar digraph with indegrees ≤ 2, outdegrees ≤ 2 and degrees ≤ 3. For any tighter constraints the problem is clearly solvable in linear time. It is further known that a finite digraph all of whose cycles have even length has a kernel [Ric1953] , and that the question of the number of kernels is #P-complete even for this restricted class of digraphs [SzC1994] .
As an example, consider a digraph with 2k + 1 vertices and k "blades", as depicted in Fig. 1 for k = 4. It clearly has 2 k kernels. The center vertex is in the kernel if and only if all its k followers are not. Note that there is no vertex which is in all the kernels or in the complement of all the kernels for this example. Despite all the inefficiency and chaos exuded by these results, we exhibit in this paper a nice structure of digraph kernels; and we show that the inefficiency part can be localized and contained within a well-defined induced subgraph of G. Moreover, if G is finite, all of this can be done in O(|E|) steps.
Specifically, we show that for a class of infinite digraphs G = (V, E), there exists a partition of V into 3 subsets S 1 , S 2 , S 3 , such that S 1 lies in all the kernels; S 2 lies in the complements of all the kernels; and on S 3 the kernels may be nonunique. For G finite, the partition can be found in O(|E|) steps. In general we cannot be more precise about what happens in S 3 , a region where the NP-completeness reigns, but in special cases one may be able to say something; see e.g., the paragraph after Corollary 5. Note that if a digraph has a "large" number of kernels, then S 3 must be "large"; possibly S 1 = S 2 = ∅. But S 3 may be large when there are only few kernels: if G is an n-gon, then S 3 = V and there are ≤ 2 kernels. Of course S 1 = S 2 = ∅ and S 3 = V is always a trivial solution, but for many digraphs, especially those with a small number of edges, as found, e.g., in many game-graphs, S 3 is small. Furthermore, we show that there exists a decomposition of G into two induced subgraphs G 1 , with vertex-set S 1 ∪ S 2 , which has a unique kernel; and G 2 , with vertex-set S 3 , such that any kernel K of G is the union of the kernel of G 1 and a kernel of G 2 . In particular, G has no kernel (a unique kernel) if and only if G 2 has no kernel (a unique kernel).
It will also become clear that these results are proved most naturally in a game-theoretic setting; in fact, they can be understood best in terms of the strategy of the following simple coin-pushing game played on G. Initially a coin is placed on some vertex of G. Two players alternate moves. A move consists of sliding the coin to a follower vertex v, which could be v itself, if the move is along a loop ("passing"). The player first unable to move loses, and the other player wins. In the case of an infinite or cyclic digraph, there may be no last move: none of the players can force a win, but each has always a nonlosing move. In this case the outcome is a draw.
The tools from combinatorial game theory, which are of independent interest, concern basic strategies in the presence of possible draw positions, and efficient computational algorithms for implementing them. They appear to be the most natural tools for revealing the structure of digraph kernels. Specifically, we present two equivalent definitions for the losing/winning/drawing-positions in possibly infinite games, and some of their ramifications, including the Fundamental Theorem of Game Theory.
Some Foundational Combinatorial Game Theory
Combinatorial games, or simply games in the sequel, consist of 2-person games with perfect information (unlike some card games where information is hidden), without chance moves (no dice), and outcome restricted to lose/win, tie/tie and draw/draw for the two players who move alternately. A tie is an end position with no winner and no loser, as may occur in tic-tac-toe for example. A draw is a "dynamic tie", i.e., a non-end position such that neither player can force a win, but each can always find a non-losing move. A position of a game is any state which is reachable in any play of the game, including play with collusion. The play's outcome function is defined on a subset of game positions, called the termination set τ . The player, if any, who first reaches a position in τ won. The most common convention is normal play, where the player first unable to play loses and the opponent wins, i.e., τ is the set of end positions; the outcome is reversed in the misère convention. If there is no last move, the outcome is a draw. We restrict our attention to games without ties, because ties behave much like the other outcomes we consider.
With any game Γ we associate a digraph G = (V, E), where V is the set of positions of Γ and (u, v) ∈ E if and only if there is a move from position u to position v. It is called the game-graph of Γ.
Thus any game corresponds to a digraph, namely its game-graph. Conversely, given any digraph G, we can define a game whose game-graph is G: initially place a token on any vertex. The 2 players alternate in pushing the token to a follower. Because of this correspondence between digraphs and games, we shall identify games with their corresponding game-graphs, game positions with digraph vertices and game moves with digraph edges, using them interchangeably.
For u ∈ V , the sets
are called the set of followers and the set of predecessors respectively. If
Informally, given any finite or infinite game Γ, a P -position is any position u from which "the Previous player can force a win", that is, the opponent of the player moving from u can reach a position in τ in a finite -though perhaps unbounded -number of moves, independently of the moves of the opponent. An N -position is any position v from which "the Next player can force a win", that is, the player who moves from v. A D-position is any position from which "a player cannot force a win but has a next nonlosing move". The outcome is then a Draw. The set of all P, N, D-positions of a game is denoted by P, N , D respectively.
The game-graph may be infinite, so |V | is a finite or transfinite ordinal. The reader who so prefers can always think of the ordinals in the sequel as being nonnegative integers.
The following is a formal definition of these notions.
Definition 1. Given a game Γ without ties which may contain cycles or loops, or may be infinite, with arbitrary termination set τ . Let G = (V, U) be the game-graph of Γ. Here and in the sequel we denote by O the set of all ordinals not exceeding |V |. By recursion on n ∈ O define,
Definition 1 doesn't contain any claim about the computational complexity of finding a strategy. We now illustrate Definition 1 on hand of a few examples. 
, where the vertex set consists of pairs of nonnegative integers, namely,
where t is some fixed positive integer. See Fig. 3 for the case t = 2. The unique follower of (i, 2j) is (i, 2j − 1) for j ≥ i+1. The followers of (i, 2j + 1) for j ≥ i + 1 are (i, 2j), i ∈ {0, . . . , t}, and
Definition 1 implies that
Example 5. The game is as in Example 4, except that there is no bound t. Specifically, Proof. The last part of Lemma 1 implies that both players can maintain a draw from a Dposition, but neither can force a win. By Definition 1, each vertex has at least one label in P ∪N ∪D. It thus suffices to show that the set S of positions of Γ has a unique partition into three subsets P, N and D.
u ∈ N if and only if
F (u) ∩ P = ∅, u ∈ D if and only if F (u) ∩ P = ∅ and F (u) ∩ D = ∅. Proof. Let u ∈ P. Then u ∈ P n for some n ∈ O, so F(u) ⊆ i<n N i , hence F(u) ⊆ N.
Corollary 1. Under the assumptions of Lemma 1, u ∈ D if and only if F (u) ⊆ N ∪ D and
Suppose w ∈ P ∩ N . Then let the players play to w, possibly using collusion. Starting from w, both the Next and the Previous player can win -a contradiction to the only possible outcomes lose/win and draw/draw. We get similar contradictions when assuming P ∩D = ∅ or N ∩D = ∅.
We point out that Definition 1, Lemma 1 and Theorem 1 are generalizations of previous results by various authors who considered only the outcome (win, lose). Proof. Denote the moves of players 1 and 2 by x 1 , x 2 , . . . , x n and y 1 , y 2 , . . . , y n respectively. Assuming that player I begins to play, we can express the fact that player 1 has a winning move by,
The negation of this statement is obtained by De Morgan's rule:
This, however, is clearly the statement that player II won.
The same proof appears in Jones [Jon1982]. The proof is valid only for games whose number of moves is bounded by a constant, otherwise the negation doesn't necessarily proclaim that player II won. A finite number of moves isn't good enough. Steinhaus proposed to make Theorem * an axiom for the case of infinite play, so there wouldn't be any draws: play would always terminate in a finite, if unbounded, number of moves, with precisely one of the two players winning. Infinite play was also treated by Gale and Stewart [GaS1953], where it was shown that both players may have a winning strategy if the axiom of choice, rather than Steinhaus' axiom, is adopted. Their games are somewhat different; the outcome is determined by the concatenation of the (infinite number of) moves, rather than by reaching a set of terminals. No draws are considered there.
Theorem 1 implies that every position in a game without ties has a unique P -, N -or D-label. If the game-graph of Γ is finite and acyclic, then Theorem 1 reduces to the classical result that every position has a unique P -or N-label. The finiteness and acyclicity requirements are sufficient but not necessary; the dichotomy result holds also for certain families of infinite or cyclic games, e.g., for the game of Example 3; even if there are loops on any subsets of the odd-indexed vertices.
How can we compute the P -, N -, D-labels? Can Lemma 1 help? Lemma 1 is unsatisfactory in at least two respects.
(a) It does not characterize the P -, N -and D-labels. See Fig. 2(a) , where labels P and N on the two vertices satisfy the conditions of Lemma 1; but so does the labeling of both of them by D, and only the latter is the unique labeling satisfying Theorem 1.
(b) The player moving from an N -position may find it difficult to consummate a win. A token on the vertex labeled N in Fig 2(b) can indeed be pushed to the leaf, thus realizing a win. However, there is another follower labeled P , and going to it is only a nonlosing move. The digraph may be embedded within a large digraph, or the player may have only local information about the label of a vertex and the labels of its immediate followers. In both of these cases it may be nonobvious which P -follower of an N -position leads to a win.
These two difficulties are connected, and both can be remedied by a single medicine, namely by introducing an associated counter function c: V ∩ P → 0 as done in the following algorithm for computing the P, N, D-labels. (For classical games, which are finite and acyclic, these two difficulties do not exist. This is clear for the second (going to any P -follower from an N -position leads to a win), and can be proved for the first.) We state the algorithm for the case of normal play, which is all that's needed in the sequel. In a way, the counter function fills the function of the subscripts of P in Definition 1. 
Algorithm

there is w ∈ F (v) ∩ P with c(w) < c(u).
Proof. Labels P, N, D exist uniquely by Theorem 1. A vertex u is labeled P in step 2 if and only if F (u) ⊆ N if and only if each v ∈ F (u) has a follower which had been labeled P at an earlier stage if and only if P has property (1). Also u is labeled N in step 3 if and only if F (u) ∩ P = ∅.
Let u ∈ D . Then F (u) ∩ P = ∅, since otherwise u would have been labeled N in step 3. Also We now collect together those properties of the P -, N -and D-labels whose acquaintance we have already made, and reintroduce infinite digraphs.
Corollary 2. Let G = (V, E) be a any cyclic game-graph, not necessarily finite, which has a counter function c : V ∩ P → O satisfying (1), without ties. Then there is a unique partition: V = P ∪ N ∪ D such that: (i) u ∈ P if and only if F (u) ⊆ N , (ii) u ∈ N if and only if F (u) ∩ P = ∅, (iii) u ∈ D if and only if F (u) ∩ P = ∅ and F (u) ∩ D = ∅.
Proof. A unique partition V = P∪N ∪D exists by Theorem 1, independently of Algorithm PND, which applies only to finite G; property (i) is included in (1), and properties (ii) and (iii) are the last two assertions of Lemma 1.
Infinite digraphs with a counter function c satisfying (1) do exist. Thus in Example 3, c(2i) = i for all i ≥ 0 satisfies (1). Also for Example 4 an appropriate counter function satisfying (1) can be defined.
Corollary 3. Let G be as in Corollary 2. A player moving from an N -position can consummate a win by always moving to a P -follower of minimum counter function value.
Proof. Follows from property (1): the winner can arrange that any two consecutive P -positions u, w will satisfy c(w) < c(u). Since every set of ordinals is well-ordered and so in particular totally-ordered (see e.g., Halmos [Hal1960] §20), the winner will reach a leaf in a finite number of moves.
We have thus remedied shortcoming (b) mentioned above. For example, in Fig. 2(b) , the leaf will get a lower counter function value than the other vertex labeled P , if the labeling is done by Algorithm PND. Moreover, also shortcoming (a) has disappeared as will be shown now. Obviously the counter function c is not unique, but properties (i), (ii), (iii) of the P -, N -and D-labels of Corollary 2 provide a characterization for these labels. Note that the P -and N-labels in Fig. 2(a) are inconsistent with property (1). 
Proof. By Theorem 1 there is a unique partition
Pick u ∈ T with c (u) minimum, where c is a counter function:
Assume first u ∈ N . Then property (ii) of Corollary 2 implies that there is v ∈ F (u) ∩ P. By property (i), v ∈ N , and there is w ∈ F (v) ∩ P with c (w) < c (u) (see Fig. 4 ). Furthermore, w ∈ N by property (i). Thus also w ∈ T , contradicting the minimality of c (u).
Secondly, assume that u ∈ D. By property (iii), there is v ∈ F (u) ∩ D. By property (i), v ∈ N , and there is w ∈ F (v) ∩ P with c (w) < c (u). Since v ∈ D, property (iii) implies w / ∈ P. Thus also w ∈ T, which is the same contradiction as in the previous case. Therefore T = ∅. Since Lemma 1 is so fundamental for game theory, we exhibit below, very briefly, another approach for establishing it, that of fixpoint logic, also known as µ-Calculus. See e.g., Kozen [Koz1983] . Let f be a logical relation. We are looking for a solution in a predicate or set S of S = f (S). If it exists, it is called a fixed point of f . We write µS.f(S) for the minimal solution of S = f (S), and νS.f(S) for its maximal solution; minimal and maximal in the sense of set inclusion.
Definition 2. Given a game Γ without ties which may contain cycles or loops, or may be infinite, with arbitrary termination set τ. Player I begins to play from position u 0 in Γ. Then u 0 is a P -position if
The position u 0 is an N -position if
The relations (2)-(4) are clearly monotonic, i.e., viewing them, say (2), as a function f of the predicate P : f(P ) = ∀u 1 ∈ F(u 0 )∃u 2 ∈ F(u 1 )P(u 2 ), we have, ∀P 1 ∀P 2 ∀u ∈ V : P 1 (u) → P 2 (u) ⇒ f (P 1 ) → f (P 2 ). Hence by the Tarski-Knaster fixpoint Theorem [Tar1955], there is a solution to (2)-(4).
Analogously to Lemma 1 we prove,
Lemma 2. Let G = (V, E) be a cyclic, possibly infinite, game-graph without ties. Then for every u = u 0 ∈ V we have, relation (2) holds if and only if
(5) µP (u 0 ).∀u 1 ∈ F (u 0 )N (u 1 ),
relation (3) holds if and only if
Proof. Let u 0 ∈ τ . Then u 0 ∈ P by (2), which is satisfied vacuously in this case, and by the fact that the first part of (4) doesn't hold. Moreover, (5) is clearly satisfied vacuously for u 0 . Now let u 0 be any predecessor of some u 1 ∈ τ . By (3), u 0 ∈ N , since ∀u 2 ∈ F(u 1 )N(u 2 ) holds vacuously if u 1 ∈ τ , and since the second part of (4) doesn't hold. Thus (6) holds for u 0 .
Suppose, inductively, that the lemma holds for all u ∈ N ∪P which lie on any directed path from some u 0 = u.
(i) Let u 0 ∈ P. By (2) and the induction hypothesis (5) applied to P (u 2 ),
The part in brackets is (3) for u 1 , establishing (5).
(ii) Let u 0 ∈ N . By (3) and the induction hypothesis (6) applied to N (u 2 ),
The part in brackets is (2) for u 1 , establishing (6). Conversely, suppose that (5) and (6) hold. Substituting (6) into (5) gives (2); and (5) into (6) gives (3). . The higher complexity is due to the fact that in the latter algorithm we seek out and label grandparents of previously labeled grandchildren, rather than parents of previously labeled children, as in the former algorithm. In fact, γ is a generalization of the P -, N -, D-labeling. One can trade a counter function, which appears in Definitions 1 and 2 there, by the requirement of the maximality of the set of infinities of γ in Definition 3 there. This is analogous to the present case where a counter function c, as used in Algorithm PND, can be traded for a maximality operator ν in Definition 2, though ν seems to cure only shortcoming (a) above, not (b). For related treatments of games using fixpoint logic see e.g., Banaschewski and Pultr [BaP1991] and Stirling [Sti≥1996] . No draw positions were considered by them.
The Structure of Digraph Kernels
We are now ready to state our results on digraphs precisely, and to prove them by using the game-theoretic results obtained in the previous section. Proof. By Theorem 1, the vertex set V of G can be partitioned uniquely into P, N and D. Denote by K the set of all kernels of G. Then the first part of the claim is equivalent to: P ⊆ K ∀K ∈ K and N ⊆ V − K ∀K ∈ K. We see that this is satisfied vacuously if G has no kernel (K = ∅). If P = ∅, then N = ∅, and then the first part holds trivially. The last part of the claim clearly holds for these two special cases. If the claim is false, we may thus suppose that there exists u ∈ P, u not in some kernel K. Let T = {u ∈ P : u ∈ K}. If T is nonempty, there exists u ∈ T with c(u) minimum; it exists by the well-ordering principle. Since u ∈ K, there exists v ∈ F(u) ∩ K. By Lemma 1, v ∈ N and there exists w ∈ F (v) ∩ P with c(w) < c(u). We have w ∈ K, and so w ∈ T, contradicting the minimality of c. Thus P is in every kernel. It follows that N is in the complement of every kernel. Hence the only subset on which the kernel is possibly nonunique, is D.
Note the simplicity of the proof, once we set up the appropriate tools. Theorem 5 says that P is a set of fixed points for all the kernels and N is a set of fixed points for the complement of every kernel. But it doesn't yet tell the full story. We now show that every kernel of G can be written as a union of 2 kernels, one of them fixed. Let u be any vertex of V 2 . If it has a follower v ∈ V 1 , then v ∈ N by Lemma 1. If u ∈ V 2 has a predecessor w ∈ V 1 , then again w ∈ N, since w ∈ P implies F (w) ⊆ N by Lemma 1, but u ∈ F (w) ∩ D. Thus the "boundary" of G 1 has no influence on the structure of any kernel of G 2 . Conversely, if (u, v) ∈ E, u ∈ V 1 , v ∈ V 2 and v is in a kernel of G 2 , the edge (u, v) cannot affect the kernel K(G 1 ), since it is unique. We conclude that the kernel K(G 1 ) is isolated from any kernel K(G 2 ): they cannot influence each other adversely when embedded together in G, as would be the case in the presence of an edge of G joining a vertex of G 2 and a vertex of G 1 labeled P . Therefore any kernel K(G 2 ) ∈ K 2 can be adjoined to
of G; and conversely, every kernel K of G can be decomposed into the kernel K(G 1 ) and a kernel
Note that normally a union of 2 kernels of 2 induced subgraphs of a connected digraph is not a kernel of the entire digraph, because edges connecting the 2 induced subgraphs influence these kernels adversely. Informally, if we consider a digraph with a multiplicity of kernels to be "malignant", then Theorem 6 indicates a healing process: the cancer is completely contained in D; removing it preserves the healthy part P ∪ N , though the healthy part may be empty, as is the case for the digraph of Fig. 1 . But for other digraphs, the malignant part may be empty! On the other hand, if we do have to compute or estimate the number of kernels, then Theorem 6 shows that it suffices to count or estimate this number on the subgraph G 2 , which is computationally more efficient, in general, than doing it on G itself. If G is finite, then P, N , D can be computed in polynomial time by Algorithm PND. We combine Theorems 5 and 6 for this case. There may be a unique kernel even when there are D-positions. A simple example is depicted in Fig. 5 ; the 2 vertices of degree 2 constitute a unique kernel. As an example of Corollary 4, we may ask about the existence of kernels in the digraph depicted in Fig. 6 . To answer that, we first apply Algorithm PND, which then enables us to decompose G into the induced digraphs G 1 , G 2 (Fig. 7) . It is easily seen that G 2 has no kernel, so G has none. (It suffices to reverse the direction of a single edge of G 2 (which?), and correspondingly of G, to get a unique kernel.)
We don't know a priori whether K is unique on D or not, and we can't find out for a general digraph in polynomial time, unless NP = P . But we can give a game-theoretic interpretation to digraphs whose kernels intersect the "uncertainty region" D: a token-pushing game on them, in 
Corollary 5. If a finite cyclic digraph G has a strategy kernel, it is a unique kernel of G.
Proof. A digraph cannot have 2 distinct strategy kernels by Theorem 1.
Can one produce a decomposition similar to that of Theorem 6 also when P = ∅, i.e., all vetices are in D? We mention briefly that for a special family of digraphs the answer is positive. A slight generalization of the problem of stable marriages, see Gale and Shapley [GaS1962], can be cast as a digraph G on a grid with horizontal and vertical edges only, and every row and every column is acyclic. This generalization is used e.g., in Galvin's proof [Gal1995] of the Dinitz conjecture, mentioned in a paper by Erdös, Rubin and Taylor [ERT1980]. Stable marriages correspond to kernels in G, which has no leaf unless there is a pair (m, w) such that the woman w is the first choice of the man m and m is the first choice of w. The algorithm in which the men propose first results in marriages in which the men get their best choices, and the women their worst. Conversely if the women propose first. Knowing these two extreme cases, one can partition the vertex set into the subsets belonging to no kernel, every kernel, and the rest.
Conclusion.
We have constructed game-theoretic tools, of independent interest, and applied them to study the structure of digraph kernels. There exist more sophisticated tools, to provide polynomial strategies for the more complicated class of annihilation games: a finite number of tokens is placed initially on a subset of the vertices, at most 1 token per vertex. A move consists of selecting a token and sliding it to a follower. If that follower was occupied, then both tokens are phased out of the game (annihilation). These tools enable to shed more light on digraph kernels and their relationship to certain homomorphism kernels. This in turn can be applied to obtain further results in the theory of linear error-correcting codes. Some of this is planned to appear in [Fra≥1997] .
