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In experiments and in simulations, the free energy of a state of a system can be determined from the probability
that the state is occupied. However, it is often necessary to impose a biasing potential on the system so that high
energy states are sampled with sufficient frequency. The unbiased energy is typically obtained from the data
using the weighted histogram analysis method (WHAM). Here we present differential energy surface analysis
(DESA), in which the gradient of the energy surface, dE/dx, is extracted from data taken with a series of
harmonic biasing potentials. It is shown that DESA produces a maximum likelihood estimate of the folding
landscape gradient. DESA is demonstrated by analyzing data from a simulated system as well as data from
a single-molecule unfolding experiment in which the end-to-end distance of a DNA hairpin is measured. It is
shown that the energy surface obtained from DESA is indistinguishable from the energy surface obtained when
WHAM is applied to the same data. Two criteria are defined which indicate whether the DESA results are self-
consistent. It is found that these criteria can detect a situation where the energy is not a single-valued function
of the measured reaction coordinate. The criteria were found to be satisfied for the experimental data analyzed,
confirming that end-to-end distance is a good reaction coordinate for the experimental system. The combination
of DESA and the optical trap assay in which a structure is disrupted under harmonic constraint facilitates an
extremely accurate measurement of the folding energy surface.
PACS numbers: 87.14.G-,87.15.Cc,87.15.hm
I. INTRODUCTION
In a dynamical system driven by thermal fluctuations the
effective energy E as a function of conformation x is related
to the probability p that the conformation is observed by the
Boltzmann formula,
p(x) = exp
(−E(x)
kBT
)
, (1)
where kB is the Boltzmann constant and T is the temperature.
The conformation of a simple system may be specified by a
small number of variables. However, in studies of the folding
of bio-polymers the conformational space of the system has
many degrees of freedom. In some cases, such systems can be
described in terms of a single reaction coordinate, x, and the
dynamics of the system can be modeled by diffusion in this 1D
space under the influence of an effective energy[1–4]. In nu-
merical simulations the reaction coordinate may be the radius
of gyration of the structure, the fraction of native contacts, or
another measure of the level of compaction or organization of
the molecule. In single molecule manipulation experiments
the end-to-end extension of the molecule is typically used as
a reaction coordinate[5]. The energy as a function of the reac-
tion coordinate follows from Eq. 1 as
E(x) = −kBT ln(p(x)) + c. (2)
The arbitrary constant c is included because the energy of a
system is only defined up to a additive constant. Although
this formula can be used, in principle, to determine the en-
ergy surface from the probability density function, this is only
practical when the energy varies in a range which is narrow
compared with kBT . The exponential dependence of the prob-
ability density onE means that states with relative energy that
is large compared with kBT will be impossible to sample in a
finite time.
One solution to this problem is to apply an external force
field to the system which tends to bias it towards the regions
of the reaction coordinate that would otherwise be poorly sam-
pled. Often, this takes the form of a harmonic constraint,
which adds an additional term α(x − x0)2/2 to the energy,
where α is the effective stiffness and x0 is the origin of the
constraint. By selecting an appropriate value of α and vary-
ing x0, the system can be forced to visit various regions of
the reaction coordinate, allowing more uniform convergence
of statistics. This technique, often referred to as umbrella
sampling[6], is widely used in simulations[7], and has been
applied to single molecule experiments[8].
We can still apply Eq. 2 to the system with a specific config-
uration of the harmonic constraint, but we will obtain a biased
energy which is the sum of the intrinsic energy and the energy
of the constraint. To find the unbiased energy, we subtract the
known constraint energy, and obtain
Ej(x) = −kBT ln(pj(x))− 1
2
α(x− xj)2 + cj . (3)
For each position of the constraint xj we obtain a measure-
ment of the energy surface Ej(x) over the region visited by
the system. Each local energy surface Ej(x) contains an in-
dependent constant cj .
If we wish to find the global energy surface, defined over
the entire domain of x, we need to choose the constants cj
and combine the local energy landscapes Ej(x) in a self-
consistent manner. If there is substantial overlap between the
domains of the local landscapes, the constants cj can be de-
termined by requiring that the energy surfaces corresponding
to different constraints are consistent in the overlap regions.
The weighted histogram analysis method (WHAM) has
been formulated to reconstruct the energy surface E(x) from
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2Monte Carlo or molecular dynamics simulations with arbi-
trary biasing potentials[9–12]. The method provides an op-
timal estimate for the unbiased probability density p(x),
p(x) =
∑
i
pi(x)wi(x), (4)
where pi(x) is the probability density sampled in biased simu-
lation i and the summation is over all simulations. In the case
of a harmonic constraint centered at xi, the weights wi(x) are
given by
wi(x) =
Mi∑
j
Mj exp
[
fj − α(x− xj)
2
2kBT
] , (5)
where Mi is the total number of measurements in simulation
i. The constants fi are defined implicitly by a system of non-
linear equations,
exp (−fi) =
∫
dx exp
(
−α(x− xi)
2
2kBT
)
×
∑
j
Hj(x)
dx∑
k
Mk exp
[
fk − α(x− xk)
2
2kBT
] , (6)
where the histogram count Hj(x) is the number of measure-
ments between x and x+ dx in system j, and is related to the
probability by pj(x)dx = Hj(x)/Mj .
In the following section, we describe another method of ob-
taining the global energy surface which we call differential
energy surface analysis (DESA). In DESA, we consider the
slope of the energy landscape, dE/dx rather than the energy
itself. Differentiating Eq. 3 with respect to x we obtain
dEj
dx
(x) = −kBT d
dx
[ln(pj(x))]− α(x− xj). (7)
An important feature of this equation is that the constants
cj are eliminated, so that it is not necessary to find a self-
consistent solution to obtain the global function dE/dx. At
any given point x along the landscape, dE/dx can be ob-
tained by averaging dEj/dx obtained from the system at var-
ious constraint origins.
II. DESCRIPTION OF DESA
In order to define the method of differential energy land-
scape analysis, we assume a thermally driven system with
one reaction coordinate x which is characterized by an en-
ergy function E(x). We assume that the dynamics of the sys-
tem are measured in the presence of a harmonic constraint of
stiffness α for N distinct constraint origins xj . For each xj ,
the time series of x is used to compile a histogram Hj(xi)
containing Mj total samples. We assume that the histogram
binning is consistent for all xj , and that the values of α and xj
are chosen so that there is significant overlap between the his-
tograms. The slope of the energy landscape dE/dx at position
xi is given by
dE
dx
(xi) =
∑
j Hj(xi)
dEj
dx (xi)∑
j Hj(xi)
, (8)
where the summation is over the constraint origins, xj , and
dEj
dx (xi) is defined by Eq. 7. Interpreting this formula, the
value of dE/dx at position xi is a weighted average of
dEj/dx found from theN systems with constraint origins xj .
Using pj(xi)∆x = Hj(xi)/Mj , we can express Eq. 8 entirely
in terms of histogram counts, as
dE
dx
(xi) =∑
j
[−kBT ddx (lnHj(xi))− α(xi − xj)]Hj(xi)∑
j Hj(xi)
. (9)
This formula has been used to reconstruct energy landscapes
of molecular dynamics simulations[13], and experimental
data[8]. We will show below that Eq. 9 gives an optimal esti-
mation of dE/dx.
When determining the mean value of a Gaussian distributed
variable from uncorrelated data points which have differing
uncertainty, the maximum likelihood solution is
a¯ =
∑
i wiai∑
wi
, σ2a¯ =
1∑
i wi
, wi =
1
σ2i
, (10)
where σi is the standard deviation of the statistical ensemble
from which ai is taken, a¯ is the mean of a and σa¯ is the stan-
dard deviation of a¯. In order to show that Eq. 8 is a maximum
likelihood estimate of dE/dx we must show that the choice
wj(xi) = Hj(xi) meets the criteria set out in Eq. 10.
Starting with Eq. 7, the evaluation of dE/dx will involve a
finite difference of the natural logarithm of Hj(xi),
dEj
dx
(xi) =
−kBT
∆x
[ln (Hj(xi+1)±∆Hj(xi+1))
− ln (Hj(xi−1)±∆Hj(xi−1))] , (11)
where ∆Hj(xi) represents the statistical uncertainty in
Hj(xi), and ∆x = xi+1 − xi−1. Note that any terms with
Hj(xi) are suppressed in Eq. 8, but we also must suppress
any terms where Hj(xi−1) or Hj(xi+1) is zero, since in this
case the derivative is undefined. We can re-express Eq. 11 as
dEj
dx
(xi) =
kBT
∆x
[
ln
(
Hj(xi+1)
(
1± ∆Hj(xi+1)
Hj(xi+1)
))
− ln
(
Hj(xi−1)
(
1± ∆Hj(xi−1)
Hj(xi−1)
))]
=
kBT
∆x
[
ln (Hj(xi+1))− ln (Hj(xi−1))
+ ln
(
1± ∆Hj(xi+1)
Hj(xi+1)
)
− ln
(
1± ∆Hj(xi−1)
Hj(xi−1)
)]
, (12)
3so that the uncertainties in Hj(xi−1) and Hj(xi+1) produce
additive uncertainties in dEj/dx. Assuming the uncertainty
inHj(xi) is statistical, the uncertainty terms can be simplified
using ∆Hj(xi) =
√
Hj(xi), so that
ln
(
1± ∆Hj(xi)
Hj(xi)
)
= ln
(
1±
√
Hj(xi)
Hj(xi)
)
≈ ±1√
Hj(xi)
,
(13)
where the last step is an expansion of the expression to first
order. Since ∆Hj(xi−1) and ∆Hj(xi+1) are uncorrelated,
the errors arising from these terms add in quadrature. In the
limit that ∆x is small compared with any important features
of the energy landscape we can neglect the difference between
Hj(xi−1) and Hj(xi+1), and replace both by Hj(xi). Using
Eq. 13 we can then approximate the uncertainty in dEjdx as
σj =
kBT
√
2
∆x
√
Hj(xi)
. (14)
The statistical weight required for maximum likelihood is
therefore
wj(xi) =
1
σ2j
=
(
∆x
kBT
)2
Hj(xi)
2
. (15)
Since an overall multiplicative factor will cancel out in Eq. 10
and not affect the calculation of the mean value, Eq. 8 is equiv-
alent to the maximum likelihood estimation of dE/dx and is
an optimal estimation.
III. DIAGNOSTICS IN THE DESA METHOD
Recent work has provided criteria for error estimation in
free energy calculations based on the weighted histogram
analysis method[14, 15]. The DESA result is obtained by
straightforward averaging of dEj/dx estimates obtained with
different constraint origins xj . Use of the maximum likeli-
hood estimation assures that the optimal value of dE/dx is
produced, and straightforward error propagation can be used
to obtain the uncertainty in the values of dE/dx obtained.
However, when employing umbrella sampling, it is necessary
to assume that the histograms obtained for different constraint
origins overlap and that the data acquired with different con-
straint origins are sampling the same energy surface. One
potential pitfall of umbrella sampling—whether WHAM or
DESA is used for analysis of the data—is that we can ob-
tain a smooth measured energy surface even if the energy is
not a single-valued function of the reaction coordinate. Here
we introduce two criteria that can be applied in order to de-
tect inconsistencies in dEj/dx values obtained from different
constraint origins. We will later show that these criteria give a
warning when the reconstructed landscape is not accurate.
The first method involves comparison of the biased energy
surfaces obtained from different constraint origins. Subtract-
ing two biased energies, we obtain
Eb,k(x)− Eb,j(x) =
0 0.02 0.04−0.02−0.04
0
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FIG. 1. Contour maps of energy surfaces defined by Eq. 18, where
energy is measured in pN·µm and distance is measured in µm. (a)
System I with A1 = A2 = 0.15 and wells centered at (−0.015,
0) and (0.015, 0) with width (0.02,0.02). Contours are spaced by
0.0075. (b) System II with A1 = A2 = 0.20. The first well has
center (−0.009, −0.011) with width (0.04, 0.0125) and the second
well has center (0.009, 0.011) with width (0.08, 0.0125). Contours
are spaced by 0.01.
[
E(x) +
α
2
(x− xk)2
]
−
[
E(x) +
α
2
(x− xj)2
]
= x [α(xj − xk)] + α
2
(
x2k − x2j
)
, (16)
where Eb,j(x) is the biased energy surface measured with
constraint origin xj and E(x) is the unbiased energy of the
system. The cancelation of E(x) leaves terms which depend
only on the biasing potential. The constant term is not of in-
terest, since the energy itself is only defined up to an additive
constant. However, we expect the energy difference to man-
ifest a straight line with slope determined by the constraint
strength and the relative constraint displacement, α(xj − xk).
If a different effective energy surface is in effect after the con-
straint origin bas been moved, E will fail to cancel in Eq. 16
and anomalous features will appear in the difference curve.
We can also test the self-consistency of the DESA analy-
sis by determining if dEj/dx values obtained from individual
constraint origins deviate from the mean value in a manner
that is consistent with their statistical uncertainty. For each
histogram bin i corresponding to position xi, we evaluate
χ2 =
1
N − 1
∑
j
(
dEj
dx − dEdx
)2
σ2j
, (17)
where σj is the uncertainty in the value of
dEj
dx obtained from
the jth constraint position (Eq. 14). If the deviation of the in-
dividual values of dEj/dx from the mean are consistent with
the statistical uncertainty, the value of χ2 should be of order
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FIG. 2. Trajectories for simulated systems. (a) x coordinate for sys-
tem I. The y coordinate of system I fluctuations around zero (data not
shown). (b) x coordinate for system II. (c) y coordinate for system
II.
1. A value significantly larger than 1 indicates that systematic
errors are present in the dEj/dx values.
IV. APPLICATION OF DESA TO A SIMULATED SYSTEM
WHAM produces an optimal estimation of p which is
closely related to the energy E and DESA produces an op-
timal estimation of dE/dx. For a well-behaved system with
good statistical convergence we expect both methods to con-
verge to the underlying energy surface. However, in simula-
tions and in experiments it is often a challenge to obtain ade-
quate statistics, or obtain a reaction coordinate which unam-
biguously specifies the state of the system.
In Section V below we will apply DESA and WHAM to an
experimental system and compare the results. In this section
we will apply DESA and WHAM to two simulated systems
in order to evaluate the accuracy with which the known en-
ergy surface is obtained and illustrate the use of the diagnos-
tic criteria that were introduced in Section III. Both simulated
systems involved diffusion on a 2D energy surface with two
stable states and in both cases we assume that only one co-
ordinate (x) is measured and that the biasing potential is a
function of x only. Contour maps for the potential functions
for the two systems are shown in Fig. 1. For both cases, the
landscape consists of two overlapping potential wells with 2-
dimensional Lorentzian profile. The form of the potential is
E(x, y) =
−A1
1 + (x−x1)
2
sx,12
+ (y−y1)
2
sy,12
+
−A2
1 + (x−x2)
2
sx,22
+ (y−y2)
2
sy,22
(18)
where An specifies the depth of each well, (xn, yn) specifies
the center and (sx,n, sy,n) specifies the width of each well in
the x and y direction.
In system I, illustrated by Fig. 1(a), there are two symmet-
rical potential wells lying on the x axis (parameters given in
the Fig. 1 caption). For this potential there is only one stable
value of y for each x. In system II, illustrated by Fig. 1(b)
the two potential wells have different width and are displaced
in y as well as x. In system II there is more than one sta-
ble value of y for a given value of x and the measurement of
x is not sufficient to determine the state of the system. The
transition between the two stable states of the system involves
a change in the unmeasured variable y. Both simulated sys-
tems could serve as a model for a single-molecule unfolding
experiment (such as the one described in Section V) where
a quantity such as the end-to-end distance of the structure is
under experimental control but other undetectable degrees of
freedom are present. In system I, the measured variable is a
good reaction coordinate and in the system II it is not.
The energy surfaces are used as the basis of a strongly
damped Langevin simulation with thermal energy kBT =
4.11 × 10−4 pN · µm and drag coefficient 0.05 pN · s/µm.
In the simulation 400 time steps of 5 × 10−8 s were taken
between each tabulated sample point. These parameters were
chosen so that the energy and time scales of the simulated sys-
tems roughly correspond to those of the experimental system
which we describe in Section V. As a result, simulated and ex-
perimental runs of equal time result in comparable statistical
sampling. Both simulation systems are run with a harmonic
biasing potential which is continuously swept from negative
x to positive x to sample the transition. In system I the con-
straint stiffness is 150 pN/nm and the constraint origin sweeps
from -0.03 µm to 0.03 µm over 4 s and in system II the stiff-
ness is 100 pN/nm and the origin sweeps the same range of
position.
The trajectories obtained for the two versions of the sim-
ulation are shown in Fig. 2. In system I, the biasing poten-
tial causes the system to be swept through the transition state
with good sampling over the domain of the reaction coordi-
nate x. (In the course of the transition, y fluctuates around
zero, data not shown.) In system II, the biasing potential also
produces relatively uniform sampling of x, although y makes
several abrupt transition between the basins of attraction at
(-0.009 µm,-0.011 µm) and (0.009 µm,0.011 µm). The po-
tential well at positive y is more extended in x than the one
at negative y, resulting in larger fluctuations in x when y is
positive.
The record of x vs. time of the trajectories is divided into
20 equal time intervals and the histogram of position is cal-
culated for each interval. Data for each division is analyzed
using the constant constraint stiffness and the average position
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FIG. 3. Reconstruction of the derivative of the energy landscape for the two simulated systems. In (a)-(c) dE/dx is calculated by applying
Eq. 7 to divisions 7, 10 and 13 of the data shown in Fig. 2(a) and in (d) the reconstruction of dE/dx based on Eq. 9 is shown. The solid curve
is dE/dx as a function of x calculated from the simulation potential assuming that y values are occupied with statistical weight proportional
to the Boltzmann factor. In (e)-(g) dE/dx is shown for divisions 5, 10 and 15 of the data shown in Fig. 2(b) and in (h) the reconstruction
of dE/dx is shown. The solid curve is dE/dx as a function of x from the simulation potential assuming that y values are occupied with
statistical weight proportional to the Boltzmann factor, and the long and short dashed lines represent dE/dx but assuming the system is
confined to negative or positive y, respectively.
of the constraint origin. In this simulation, it would be more
natural to move the constraint origin in discrete steps and hold
it constant as each histogram is collected. We move it continu-
ously to more closely model the experimental procedure used
in the experiment described in Section V. In order to apply
DESA or WHAM the constraint must be moved sufficiently
slowly that the system remains in quasi-equilibrium with re-
spect to x as the constraint origin moves. We have chosen the
simulation parameters to ensure that this condition is satisfied
for both systems.
In Fig. 3 the reconstruction of dE/dx from the simulated
systems is shown. In Fig. 3(a)-(c) Eq. 7 is used to obtain an es-
timation of dEj/dx from three representative divisions of the
system I trajectory. The three curves cover overlapping ranges
of the reaction coordinate x. The dEj/dx curve obtained from
each division exhibits good statistical convergence in center of
its domain and poorer statistical convergence at the margins.
Within statistical uncertainty, the dEj/dx curves are consis-
tent with the potential used in the simulation and with each
other. When the 20 dEj/dx curves obtained from the 20 di-
visions are combined using Eq. 9 good agreement is found
between the reconstructed dE/dx shown in Fig. 3(d) and the
energy surface used in the simulation.
When the same analysis is applied to system II the DESA
method provides a visual indication that the dynamics of the
system are not described by an energy which can be expressed
as a function of a single reaction coordinate x. In Fig. 2(e)-(g)
dEj/dx estimates from three divisions of the trajectory are
shown. They are compared with derivative of the system en-
ergy with respect to x, assuming that the system remains in
equilibrium with respect to y (solid curve), assuming that the
system is confined to negative y (dashed curve) and assuming
that the system is confined to positive y (short dashed curve).
The estimate of dEj/dx obtained from division 5 conforms
to the potential for negative y while the estimate from divi-
sions 10 and 15 conform to the potential for positive y. The
reconstructed dE/dx curve shown in Fig. 3(h) gives a smooth
curve despite the fact that it is obtained from averaging of in-
consistent dEj/dx functions.
We next apply the DESA diagnostics introduced in Sec-
tion III. In Fig. 4 the reduced χ2 test defined in Eq. 17 is ap-
plied to both simulated systems. The purpose of this test is to
determine if the values of dEj/dx obtained from the various
divisions of the data are consistent with each other, taking into
account the statistical uncertainties of the various estimates.
Fig. 4(a) shows that for system I the reduced χ2 is of order 1
over the full range of x. This indicates that the dEj/dx func-
tions obtained for the different constraint origins are mutually
consistent. However, Fig. 4(b) shows that for system II the
value of the reduced χ2 function increases to 15 in the vicinity
of the apparent transition state. This confirms our observation
that in Fig. 3(e)-(g) the dEj/dx functions deviate from each
other by an amount exceeding the statistical uncertainty. This
alerts us that data obtained from different biasing potentials
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FIG. 4. Reduced χ2 as a function of x evaluated using Eq. 17 for
system I (a) and system II (b).
are not consistent and dE/dx is not a well defined function
of x, despite the fact that the curve obtained is smooth and
appears plausible.
Next we consider the diagnostic criteria defined in Eq. 16,
in which we subtract the raw energy surfaces obtained from
data taken with different biasing potentials. In Fig. 5(a),
Eq. 16 is evaluated for representative divisions of the data
from system I. Linear curves are found with slopes that are
consistent with the constraint stiffness used in the simulation.
In Fig. 5(b) the same measure is applied to representative divi-
sions from system II. Inconsistent slopes, or non-linear curves
are observed. This indicates that the intrinsic energy surface
of the system failed to cancel when the energy surfaces of dif-
ferent divisions were subtracted. As in the case of Fig. 4, it is
evident that the data produced by the simulation of system II
are not self-consistent.
The final question we can address is whether DESA or
WHAM are more accurate in determining the relative energy
of the initial and final states for the two systems. In Fig. 6 we
compare the energy surfaces obtained by direct integration of
the DESA dE/dx curve, and using WHAM. In the case of the
well-behaved system I (Fig. 6(a)), both DESA and WHAM
produce energy curves which match the potential used in the
simulation. In the case of system II (Fig. 6(b)) we find that
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FIG. 5. The energy difference defined by Eq. 16 is plotted for system
I (a) and system II (b). The energy for each division n is compared
with the energy of division n− 3.
DESA and WHAM produce energy curves which are effec-
tively identical. Both curves fail to agree with the actual en-
ergy difference between the initial and final state. In this ex-
ample, the energy surface was known a priori making direct
comparison possible. However, the diagnostic criteria illus-
trated in Fig. 4 and 5 alerted us to problems in the reconstruc-
tion of the energy surface and did not require knowledge of
the correct energy surface.
V. APPLICATION OF DESA TO EXPERIMENTAL DATA
Here we apply DESA and WHAM to a single molecule
experiment in which a DNA hairpin is unfolded under a
harmonic constraint applied by an optical trap. The hairpin
has sequence CCGCGAGTTGATTCGCCATACACCTGC-
TAATCCCGGTCGCTTTTGCGACCGGGATTAGCAGG-
TGTATGGCGAATCAACTCGCGG, which folds into a 40
base-pair stem with a 4-T loop. The hairpin is connected to
the boundary of the sample chamber on one side and to a
polystyrene micro-sphere on the other via biotin and digox-
igenin tagged double-stranded DNA linkers. This creates a
single-molecule tether which anchors the micro-sphere to the
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FIG. 6. The energy surface obtained from integration of the DESA
dE/dx function is plotted using a short dashed line and the energy
obtained by WHAM is plotted using a long dashed line. The solid
line is the energy of the system as a function of x, assuming that the
system remains in thermal equilibrium with respect to y. Data for
system I is shown in (a) and data for system II is shown in (b).
surface. When the optical trap is held at constant position
and intensity, the combination of the restoring force imposed
on the micro-sphere by the optical trap and the elasticity
of the handles produce a harmonic constraint acting on the
hairpin with α ≈ 200 pN/µm. The position of the sample
chamber relative to the trapping beam is controlled by a
piezoelectric positioning stage with nanometer resolution,
and the origin of the constraint is controlled by varying
the position of the sample chamber with respect to the trap
center. The optical trap measures the instantaneous position
of the micro-sphere and the instantaneous force applied to the
tether as the constraint origin is swept. By determining the
distance between the micro-sphere and the sample chamber
boundary and subtracting off the instantaneous extension
of the double-stranded DNA handles (estimated using a
worm-like chain model of DNA elasticity) the extension
of the hairpin itself is determined[16]. The apparatus and
experimental procedure has been described elsewhere[8].
The measured time series comprised of approximately 105
samples is shown for unfolding of the hairpin in Fig. 7(a),
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FIG. 7. The extension of a DNA hairpin as a function of time as the
constraint origin is moved. In (a) the hairpin is initially closed and
the constraint moves at 25 nm/s. In (b) the hairpin is initially open
and the constraint moves at −25 nm/s.
and for folding of the hairpin in Fig. 7(b).
As in the case of the simulated data, the record of exten-
sion vs. time of the experimental system is divided into 20
equal time intervals and the histogram of position is calcu-
lated for each division. Calibration data is used to calculate
the mean stiffness and origin of the constraint for each of the
20 divisions[8]. Since the constraint origin moves continu-
ously as data is acquired, it is not a constant within each inter-
val. However, the deviation of the constraint origin from the
mean value does not exceed ∼1 nm in the course of an inter-
val, which implies an error in the constraint force of less than
∼0.2 pN. The resulting error in the reconstruction of dE/dx
is negligible.
In Fig. 8 the dEj/dx functions calculated from representa-
tive divisions of the data in Fig. 7(a) are shown in panels (b)
through (f) and the dE/dx function obtained by averaging all
20 divisions is shown in panel (a). Just as in Fig. 3(a)-(c), the
individual dEj/dx estimates in Fig. 8 are consistent with each
other and with the average dE/dx function within statistical
uncertainty. This justifies the assumption that the experimen-
tal system continues to explore the same energy landscape as
the constraint origin moves.
As in the simulated system, the umbrella sampling method
requires us to assume that the biasing potential is time inde-
pendent and that the system remains in thermodynamic equi-
librium as data is collected. Since the constraint origin moves
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FIG. 9. The dE/dx curves obtained from unfolding and folding of
the hairpin are compared.
continuously as data is collected this condition is not formally
satisfied, and we must insure that the movement of the con-
straint is sufficiently slow that the system remains in equilib-
rium to good approximation. The most convincing evidence
that this condition is satisfied is that identical energy land-
scapes are obtained for folding and unfolding of the hairpin,
for which the constraint origin moves in opposite directions.
The energy landscapes obtained from data in Figs. 7(a) and
7(b) are compared in Fig. 9. No significant difference is found
between landscapes obtained for folding and unfolding of the
hairpin.
In contrast with the simulations, the effective energy of the
hairpin is not known a priori so the diagnostic criteria intro-
duced in Section III are of critical importance in establishing
the validity of the energy landscape reconstruction. In Fig. 10
we apply the two diagnostic criteria defined in Section III to
the experimental data set. In Fig. 10(a) the χ2 measure is
plotted on a logarithmic scale. Note that for the central re-
gion of the reaction coordinate, corresponding to the transi-
tion state, the value of χ2 is of order unity, which indicates
that the dEj/dx curves obtained in the transition state region
are consistent within statistical uncertainty. This confirms that
a well-defined energy function is being measured. At the ex-
tremes (near extension 0 µm and 0.05 µm) the value of χ2 is
larger, indicating that the dEj/dx curves are inconsistent at
large and small extension.
The larger χ2 values are found in regimes of extension
where the hairpin is either fully open or fully folded. When
the constraint is positioned to stabilize the hairpin in the fully
open or fully closed conformation, the conformational dynam-
ics of the hairpin itself are minimal and the fluctuations in the
measured extension are mainly due to thermal fluctuation in
the extension of the double-stranded DNA handles. At small
extensions, the problem is exacerbated by the fact that the av-
erage force is low, resulting in lower effective stiffness of the
handles and increased fluctuations. These measurement er-
rors blur the sharp cutoff that would otherwise appear in the
probability density of extension as the hairpin approaches the
fully-open or fully-folded state and similarly blur the energy
function. The χ2 function alerts us to the fact that the energy
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FIG. 10. (a) The value of χ2 as a function of extension, for the data
shown in Fig. 7(a). (b) The difference in biased energy for adjacent
intervals where the time series is divided into six intervals rather than
twenty. The differencesE3(x)−E2(x),E4(x)−E3(x) andE5(x)−
E4(x) are shown.
surface is accurately measured in the transition state region,
but is affected by systematic errors near the fully folded or
fully unfolded state.
We also apply the criterion based on Eq. 16 and show the
results in Fig. 10(b). The fact that linear curves are obtained
when the unbiased energies are subtracted indicate that the in-
trinsic energy of the hairpin cancels, as expected, and that the
effective biasing potential has the expected parabolic shape.
This is confirmation that the optical trapping apparatus is ap-
plying an accurate biasing potential to the hairpin. Based on
Fig. 10 we conclude that the energy of the hairpin is a well-
defined function of extension and that DESA has produced an
accurate measurement of the transition state region.
In order to verify the DESA result, the data shown in Fig. 7
was also analyzed using WHAM, as defined by Eqs 5 and 6.
In Fig. 11(a) the energy surface obtained by WHAM is plotted
along with the energy surface obtained from integration of the
dE/dx curve shown in Fig. 8. The DESA and WHAM curves
are indistinguishable. The overall slope of the energy land-
scape is reproduced, as well as the ripples that arise from the
sequence dependence of the DNA hybridization energy. The
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FIG. 11. (a) Comparison of the energy surface obtained by DESA
and by WHAM from the time series in Fig. 7(a). (b) Comparison
of dE/dx obtained by DESA and WHAM from the time series in
Fig. 7(a).
sequence dependence is more apparent in the plot of dE/dx,
which is shown in Fig. 11(b). As in the case of the energy, re-
sults obtained from DESA and WHAM are indistinguishable.
VI. CONCLUSIONS
There are systems, such as pseudoknots, G-quadruplex
DNA and others, which exhibit large irreversible steps when
disrupted in single molecule experiments[17–19]. In such
cases, the techniques described here would not be suitable for
reconstructing the global energy landscape. The main obsta-
cle is that it is impossible to apply a biasing potential which
will stabilize the system in the transition state or states. Both
WHAM and DESA require that the histograms of the reac-
tion coordinate obtained with different biasing potentials have
substantial overlap. Nonequilibrium analysis methods have
been developed which can determine the energy surface from
data taken far from equilibrium[20–25]. These methods typi-
cally require a great deal of experimental data, since they in-
volve measuring the dependence of the disruption force on
force loading rate or averaging many trajectories with weights
determined by the external work performed.
In cases where biasing potentials can be used to stabilize
a system along the reaction coordinate, DESA is an alter-
native to WHAM. We have shown that DESA and WHAM
produce indistinguishable results when applied to simulated
10
and experimental data. However, DESA has the advantage of
being computationally simple compared with WHAM, which
requires the self-consistent solution of a system of nonlinear
equations (Eq. 6). Another advantage of DESA is that the con-
struction of dE/dx provides direct visual cues which can be
used to confirm that the different biasing potentials are sam-
pling the same energy surface (see Fig. 8). In addition, the two
diagnostic criteria defined in Section III provide quantitative
measures of the quality of the energy surface measurement.
The signatures of an ill-defined energy surface are demon-
strated in the analysis of data generated by simulation system
II. Finally, using the DESA diagnostics, we show that it is
possible to apply a precisely controlled biasing potential in an
experimental system and obtain highly accurate information
about the shape of the energy surface for folding and unfold-
ing.
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