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BETTI NUMBERS OF THE HOMFLYPT HOMOLOGY
HAO WU
Abstract. In [9], Rasmussen observed that the Khovanov-Rozansky homology of a link is a finitely gen-
erated module over the polynomial ring generated by the components of this link. In the current paper,
we study the module structure of the middle HOMFLYPT homology, especially the Betti numbers of this
module. For each link, these Betti numbers are supported on a finite subset of Z4. One can easily recover
from these Betti numbers the Poincare´ polynomial of the middle HOMFLYPT homology. We explain why
the Betti numbers can be viewed as a generalization of the reduced HOMFLYPT homology of knots. As an
application, we prove that the projective dimension of the middle HOMFLYPT homology is additive under
split union of links and provides a new obstruction to split links.
1. Introduction
In [9], Rasmussen observed that the sl(N) homology of a link defined in [6] is a finitely generated module
over the polynomial ring generated by the components of this link. His observation applies to other versions of
the Khovanov-Rozansky homology too. And it is not hard to see that the module structure of the Khovanov-
Rozansky homology over this polynomial ring is a link invariant. In the current paper, we study the module
structures of the middle HOMFLYPT homology H defined in [10, Definition 2.9] and its reduction Hr with
respect to one component.1 Please see Section 2 below for a brief review of H and Hr, especially Lemmas
2.1 and 2.3 for their module structures.
Let B be a closed braid, and K1, . . . ,Km the components of B. To each Ki, we assign a homogeneous
variable Xi of degree 2. Define graded rings RB := Q[X1, . . . , Xm] and RB,r := Q[X2 − X1, . . . , Xm −
X1].
2 Let H⋆,j,k(B) = ⊕i∈ZH
i,j,k(B) and H⋆,j,kr (B) = ⊕i∈ZH
i,j,k
r (B). According to Lemma 2.3, H
⋆,j,k(B)
(resp. H⋆,j,kr (B)) is a Z-graded RB-module (resp. RB,r-module.) Let m = (X1, . . . , Xm) be the maximal
homogeneous ideal ofRB, andmr = (X2−X1, . . . , Xm−X1) be the maximal homogeneous ideal ofRB,r. Note
that RB/m (resp. RB,r/mr) is also a Z-gradedRB-module (resp. RB,r-module.) So Tor
RB
p (RB/m, H
⋆,j,k(B))
and TorRB,rp (RB,r/mr, H
⋆,j,k
r (B)) are both Z-graded Q-spaces.
Definition 1.1. The Betti numbers of H(B) and Hr(B) are defined to be
βB(p, q, j, k) := dimQTor
RB
p (RB/m, H
⋆,j,k(B))q ,
βB,r(p, q, j, k) := dimQTor
RB,r
p (RB,r/mr, H
⋆,j,k
r (B))
q ,
where TorRBp (RB/m, H
⋆,j,k(B))q (resp. TorRB,rp (RB,r/mr, H
⋆,j,k
r (B))
q) is the homogeneous component of
TorRBp (RB/m, H
⋆,j,k(B)) (resp. TorRB,rp (RB,r/mr, H
⋆,j,k
r (B))) of degree q.
Clearly, βB(p, q, j, k) and βB,r(p, q, j, k) are defined for (p, q, j, k) ∈ Z≥0 × Z
3.
The main technical tool we use to study the Betti numbers are minimal free resolutions. We will review
these in Section 3 below. The following are some basic properties of the Betti numbers of the HOMFLYPT
homology.
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1The middle HOMFLYPT homology H in the current paper is defined exactly as in [10]. However, its reduction Hr defined
in Section 2 below is different from the reduced HOMFLYPT homology H in [10]. For non-split links, both Hr and H are the
same quotient of H. But, for links with split diagrams, Hr remains a quotient of H, while H follows a more complex definition
in [10, Section 2.10] and is no longer a quotient of H.
2Note that RB,r does note depend on the ordering of the components. In fact, for any 1 ≤ j ≤ m,
RB,r = Q[X1 −Xj , . . . ,Xj−1 −Xj ,Xj+1 −Xj , . . . ,Xm −Xj ].
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Lemma 1.2. 1. For every (p, q, j, k) ∈ Z≥0×Z
3, βB(p, q, j, k) and βB,r(p, q, j, k) are invariant under Markov
moves of B.
2. βB(p, q, j, k) = βB,r(p, q, j, k) = 0 for all but finitely many (p, q, j, k) ∈ Z≥0 × Z
3.
It is a standard fact that one can recover from the Betti numbers the graded dimension of a graded module
over a polynomial ring. Based on this, we can easily recover the Poincare´ polynomials of H(B) and Hr(B)
from the Betti numbers βB(p, q, j, k) and βB,r(p, q, j, k). Let us first normalize the binomial numbers by
(1.1)
(
n
k
)
=


n!
k!(n−k)! if 0 ≤ k ≤ n,
1 if n = −1 and k = 0,
0 otherwise.
Definition 1.3.
PB(x, y, a, b) :=
∑
(p,q,j,k)∈Z≥0×Z3
βB(p, q, j, k) · x
p · (
∑
i∈Z
y2i+q ·
(
i+m− 1
i
)
) · aj · b
k−j
2
=
∑
(p,q,j,k)∈Z≥0×Z3
βB(p, q, j, k) · x
p ·
yq
(1− y2)m
· aj · b
k−j
2
and
PB,r(x, y, a, b) :=
∑
(p,q,j,k)∈Z≥0×Z3
βB,r(p, q, j, k) · x
p · (
∑
i∈Z
y2i+q ·
(
i+m− 2
i
)
) · aj · b
k−j
2
=
∑
(p,q,j,k)∈Z≥0×Z3
βB(p, q, j, k) · x
p ·
yq
(1− y2)m−1
· aj · b
k−j
2 ,
where m is the number of components of the closed braid B.
Lemma 1.4. Polynomials PB(x, y, a, b) and PB,r(x, y, a, b) are invariant under Markov moves of B. More-
over,
PB(−1, y, a, b) =
∑
(i,j,k)∈Z3
yi · aj · b
k−j
2 · dimQH
i,j,k(B),
PB,r(−1, y, a, b) =
∑
(i,j,k)∈Z3
yi · aj · b
k−j
2 · dimQH
i,j,k
r (B).
Consequently, PB(−1, y, a,−1) = −
PB(a,y)
y−y−1
and PB,r(−1, y, a,−1) = PB(a, y), where PB is a normalization
of the HOMFLYPT polynomial.
Remark 1.5. Note that, for any non-vanishing homogeneous element of the middle HOMFLYPT homology,
its first and second Z-gradings always have the opposite parity. By Lemma 1.4, for fixed (j, k) ∈ Z2,
(1.2) dimQH
2T+1−j,j,k(B) =
∑
(p,q)∈Z≥0×Z
(−1)p · βB(p, q, j, k) ·
(
T +m− j+q+12
T − j+q−12
)
.
Note that, when T ≥ max{ j+q−12 | βB(p, q, j, k) 6= 0}, the right hand side of Equation (1.2) is a polynomial
of T . Thus, the Betti numbers determine when the Hilbert function of H⋆,j,k(B) becomes its Hilbert
polynomial. This was implicitly asked in [12, Question 1.7].
It is another standard fact that one can recover from the Betti numbers the projective dimension of a
graded module over a polynomial ring. For H(B) and Hr(B), we have the following lemma.
Lemma 1.6. (1) pdRBH(B) = degx PB(x, y, a, b), where pdRBH(B) is the projective dimension of
H(B) over RB .
(2) pdRB,rHr(B) = degx PB,r(x, y, a, b), where pdRB,rHr(B) is the projective dimension of Hr(B) over
RB,r.
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Lemmas 1.2, 1.4 and 1.6 will be proved in Section 4 below.
Our results start with the observation that the Betti numbers of the middle HOMFLYPT homology H
and its reduction Hr are essentially the same.
Theorem 1.7. βB(p, q, j, k) = βB,r(p, q− 1, j, k) for all (p, q, j, k) ∈ Z≥0×Z
3. In particular, if B is a knot,
then βB(0, q, j, k) = dimQH
q−1,j,k
r (B) = dimQH
q−1,j,k
(B) and βB(p, q, j, k) = 0 whenever p > 0, where H
is the reduced HOMFLYPT homology defined in [10].
Theorem 1.7 will also be proved in Section 4 below.
Remark 1.8. By Lemma 1.4, the Betti numbers of H(B) determine the Poincare´ polynomial of H(B). By
Theorem 1.7, the Betti numbers of H(B) further determine the Poincare´ polynomial of Hr(B). Comparing
the definition of Hr in Section 2 below and that of the reduced HOMFLYPT homology H in [10], we know
the Poincare´ polynomial of H(B) is equal to that of Hr(B) times (1+a
−2b)n for some n ∈ N≥0. So, provided
we know what n is, the Betti numbers of H(B) also determine the Poincare´ polynomial of H(B).
Some researchers prefer to work with link homologies represented by a finite set of data. If B is a knot,
its reduced HOMFLYPT homology is finite dimensional, which is why these researchers prefer this version
of the HOMFLYPT homology over others. Theorem 1.7 shows that, for knots, the Betti numbers are the
dimensions of homogeneous components of the reduced HOMFLYPT homology. If B is a link with multiple
components, then its reduced HOMFLYPT homology becomes infinite dimensional. However, its Betti
numbers remain a finite set of data. In this sense, the Betti numbers may play the same role for links as
that played by the reduced HOMFLYPT homology for knots.
It turns out that, up to a factor of ab−1, the polynomial PB(x, y, a, b) is multiplicative under split union
of closed braids. So it follows from Lemma 1.6 that the projective dimension of H(B) is additive under split
union of closed braids. This leads to a new obstruction to split links. First, let us recall the definition of the
split union of braids.
Definition 1.9. Denote by Bk the braid group on k strands with standard generators σ
±1
1 , . . . , σ
±1
k−1. Let B1
and B2 be closed braids with braid words w1 = σ
µ1
i1
· · ·σ
µl1
il1
∈ Bk1 and w2 = σ
ν1
j1
· · ·σ
νl2
jl2
∈ Bk2 , respectively.
The split union B1 ⊔B2 of B1 and B2 is the closed braid with the braid word σ
µ1
i1
· · ·σ
µl1
il1
σν1j1+k1 · · ·σ
νl2
jl2+k1
∈
Bk1+k2 .
Clearly, the operation of split union is associative. And it is commutative up to Markov moves.
A closed braid B is n-split if and only if there exist n closed braids B1, . . . , Bn such that B = B1⊔· · ·⊔Bn.
A link is n-split if and only if it is equivalent to an n-split closed braid.
One can see that every link is 1-split. And a link is 2-split if and only if it is split in the classical sense.
Now we can state our results on split links.
Theorem 1.10. (1) For any two closed braids B1 and B2,
PB1⊔B2(x, y, a, b) = a · b
−1 · PB1(x, y, a, b) · PB2(x, y, a, b).
Consequently, pdRB1⊔B2H(B1 ⊔B2) = pdRB1H(B1) + pdRB2H(B2).
(2) If B is a closed braid diagram of an m-component n-split link, then pdRBH(B) ≤ m− n.
Theorem 1.10 will be proved in Section 5 below.
Remark 1.11. The distant from a link to being split is usually measure by the splitting number, that is, the
minimal number of crossing changes needed to make the link split. Consider the 2-strand closed braidBn with
the braid word σ2n1 ∈ B2. The splitting number of Bn is n. But, by Theorem 1.10, 0 ≤ pdRBnH(Bn) ≤ 1.
This example shows that pdRBH(B) is not a good indicator of how far a link is from being split. See [2] for
lower bounds of the splitting number from the Khovanov homology.
On the other hand, pdRBH(B) may turn out to be a good indicator of how many times we can split a
link. Theorem 1.10 seems to suggest that, the more times we can split a link, the smaller the projective
dimension of its HOMFLYPT homology gets in comparison to the number of components of this link.
Conjecture 1.12. An m-component closed braid B represents an n-split link if and only if pdRBH(B) ≤
m− n.
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Example 1.13. Consider the positive Hopf link B1 with braid word σ
2
1 ∈ B2. In Section 6 below, we will
prove that pdRB1H(B1) = 1. By Theorem 1.10, this confirms the well known fact that the Hopf link does
not split.
For a closed braid B, its sl(N) homology HN (B) is also a module over RB. But the projective dimension
of HN (B) over RB is far less interesting.
Lemma 1.14. Let B be a closed braid of m components. Then, for any N ≥ 1, pdRBHN (B) = m.
Lemma 1.14 will be proved in Section 7 below.
Remark 1.15. Note that the sl(N) homology HN (B) is not just a module over RB. For each component
Kj, the monomial X
N
j acts on HN (B) as 0. So HN (B) is actually a module over the quotient ring RB,N :=
Q[X1, . . . , Xm]/(X
N
1 , . . . , X
N
m ). Since RB,N is a local ring, techniques based on minimal free resolutions
should still work. It would be interesting to see what topological information the Betti numbers of HN (B)
over RB,N contain.
2. Module Structure of the HOMFLYPT Homology
In this section, we briefly review the middle HOMFLYPT homology H defined in [10] and its reduction
Hr. For more details, see [10].
2.1. Base rings of chain complexes. For a closed braid, an edge of it is a part of the closed braid that
starts and ends at crossings, but contains no crossings in its interior. In the rest of this section, we fix a
closed braid B with m components K1, . . . ,Km. We order the edges of B as 1
st, 2nd, . . . ,M th so that the
lth edge is on the component Kl for 1 ≤ l ≤ m. For 1 ≤ l ≤ M , we assign a variable Xl of degree 2 to the
lth edge. For a crossing c of B, assume the kth and lth edges are pointing out of c, and the ith and jth edges
are pointing into c. Then c defines a relation ρ(c) = Xk + Xl − Xi − Xj . The edge ring of B is the ring
R(B) := Q[X1, . . . , XM ]/(ρ(c1), . . . , ρ(cn)), where c1, . . . , cn are all the crossings of B. The reduced edge
ring of B is the ring Rr(B) := Q[X2 −X1, . . . , XM −X1]/(ρ(c1), . . . , ρ(cn)). One can see that Rr(B) is a
subring of R(B). Moreover,
(2.1) R(B) = Rr(B)⊗Q Q[X1].
Note that R(B) and Rr(B) are not the rings RB and RB,r defined in the introduction.
2.2. HOMFLYPT homologies. As defined in [10], the middle complex (C0(B), d+, dv) is a Z
3-graded
double cochain complex3 of finitely generated graded free R(B)-modules with homogeneous differential maps.
Its first grading is the grading of the underlying R(B)-module. Its second and third gradings are the
horizontal and vertical gradings of the double complex. These two gradings are both bounded. The reduced
complex (Cr(B), d+, dv) is defined by replacing each summand of R(B) in C0(B) by a summand of Rr(B).
Clearly, (Cr(B), d+, dv) is a Z
3-graded double cochain complex of finitely generated graded free Rr(B)-
module with homogeneous differential maps. By [10, Lemma 2.12], we know that
Cr(B) ∼= C0(B)/X1C0(B),(2.2)
C0(B) ∼= Cr(B)⊗Q Q[X1].(2.3)
Note that C0(B) (resp. Cr(B)) is a finitely generated module over R(B) (resp. Rr(B).)
The middle HOMFLYPT homology H and its reduction Hr are defined by
H(B) := H(H(C0(B), d+), dv){−w + b, w + b− 1, w − b+ 1},(2.4)
Hr(B) := H(H(Cr(B), d+), dv){−w + b− 1, w + b− 1, w − b+ 1},(2.5)
where w is the writhe of B, b is the number of strands in B, and “{s, t, u}” means shifting the Z3-grading
by the vector (s, t, u). Note here that the definition of Hr(B) is different from that of H(B) in [10]. The
difference occurs when the closed braid B splits. See [10, Section 2.10].
It is proved in [7] that H(B) and Hr(B) are invariant as Z
3-graded Q-spaces under Markov moves of B.
3Strictly speaking, C0(B) is not a double complex since squares in it commute, instead of anti-commute. But this does not
affect any of our computations.
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One of the main advantages of the middle HOMFLYPT homology over the other normalizations of the
HOMFLYPT homology is that, up to a grading shift, it is tensorial over Q under the split union. More
precisely, let B1 and B2 be two closed braids. Then
C0(B1 ⊔B2) ∼= C0(B1)⊗Q C0(B2),(2.6)
H(B1 ⊔B2) ∼= H(B1)⊗Q H(B2){0, 1,−1},(2.7)
where, of course, the isomorphisms preserve the Z3-grading.
2.3. Module structures of the HOMFLYPT homologies. Since R(B) (resp. Rr(B)) is Noetherian,
H(B) (resp. Hr(B)) is a finitely generated module over R(B) (resp. Rr(B).) But there is no chance for these
module structures to be invariant under Markov moves. This is simply because R(B) and Rr(B) change
under Markov moves. But, in [9, Lemma 3.4], Rasmussen observed that, if Xk and Xl are assigned to edges
on the same component of B, then their actions on H(B) are the same.4 So H(B) is a finitely generated
module over the quotient ring
R(B)/({Xk −Xl | the k
th and lth edges are on the same component of B}) ∼= RB = Q[X1, . . . , Xm].
Similar conclusion holds for Hr(B). We have the following lemma.
Lemma 2.1. [9, Lemma 3.4] Let B be a closed braid diagram, and K1, . . . ,Km be the components of B. To
each Ki, we assign a variable Xi with degree 2. Then:
• H(B) is a finitely generated Z3-graded module over the Z-graded ring RB := Q[X1, . . . , Xm], where
the action of any homogeneous element of RB on H(B) fixes the last two Z-gradings of H(B), but
shifts the first by its own degree.
• Hr(B) is a finitely generated Z
3-graded module over the Z-graded ring RB,r := Q[X2 −X1, . . . , Xm −X1],
where the action of any homogeneous element of RB,r on Hr(B) fixes the last two Z-gradings of
Hr(B), but shifts the first by its own degree.
Proof. The proof of this lemma is a straightforward adaptation of the proof of [9, Lemma 3.4]. We leave the
details to the reader. 
Remark 2.2. Applying the Universal Coefficient Theorem over Q to the right hand side of (2.3), we get that
H(B) ∼= Hr(B) ⊗Q Q[X1]{1, 0, 0} as Z
3-graded RB-modules. Note that RB,r ∼= RB/(X1) with the isomor-
phism given by RB,r →֒ RB ։ RB/(X1), where “→֒” is the standard inclusion, and “։” is the standard
quotient map. Identify RB,r and RB/(X1) via this isomorphism. Then Hr(B) ∼= H(B)/X1H(B){−1, 0, 0}
as Z3-graded RB,r-modules.
Next, we show that the module structures of H(B) and Hr(B) in Lemma 2.1 are invariant under Markov
moves.
Lemma 2.3. Assume that B′ is another closed braid diagram of the same link. Fix a sequence of Markov
moves that changes B to B′. Denote by K ′i the component of B
′ that is identified to Ki through this
sequence of Markov moves. To each K ′i, we assign a variable X
′
i of degree 2. Set RB′ := Q[X
′
1, . . . , X
′
m]
and RB′,r := Q[X
′
2−X
′
1, . . . , X
′
m−X
′
1]. We identify the rings RB with RB′ (resp. RB,r with RB′,r) via the
equations Xi = X
′
i (resp. Xi −X1 = X
′
i −X
′
1.) Then this sequence of Markov moves induces:
• an isomorphism H(B) ∼= H(B′) of Z3-graded RB-modules,
• an isomorphism Hr(B) ∼= Hr(B
′) of Z3-graded RB,r-modules.
Proof. We only need to prove this lemma in the case when B and B′ differ by a single braid-like Reide-
meister move. For each braid-like Reidemeister move, Khovanov and Rozansky constructed in [7] a Q-linear
isomorphism of H(B) and H(B′) preserving the Z3-grading. This isomorphism commutes with the actions
of the variables assigned to edges that are not entirely with in the part of B and B′ changed by the braid-
like Reidemeister move, that is, not entirely with in one of the dashed boxes in Figure 1. Note that every
component of B and B′ contains an edge not entirely with in this dashed box. With out loss of generality,
we choose the variables assigned to each pair of corresponding components of B and B′ to be the variables
assigned to a pair of corresponding edges on these components that are not entirely with in this dashed box.
4[9, Lemma 3.4] is about the sl(N) homology. But its conclusion and proof remain true for the HOMFLYPT homology.
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✒
//
✒
oo //
✒
oo
✻ ✻
//
■ ✒
oo
✒■ ✒
//
✒■ ■
oo
Figure 1. Parts of the braid diagram changed by braid-like Reidemeister moves
Then Khovanov and Rozansky’s isomorphism commutes with the variables assigned to all components of B
and B′. Thus, this isomorphism is an isomorphism of RB-modules. This provesH(B) ∼= H(B
′) as Z3-graded
RB-modules. Hr(B) ∼= Hr(B
′) follows from H(B) ∼= H(B′) and Remark 2.2. 
Remark 2.4. Note that we did not claim the naturality of the isomorphisms in Lemma 2.3. We do not need
the naturality for our results.
3. Minimal Free Resolutions
Betti numbers of a module are often understood through the minimal free resolution of this module. In
this section, we review basics of minimal free resolutions of graded modules over a polynomial ring. For
more details, see for example [5, Chapter 1].
Let R = Q[X1, . . . , Xm] be a polynomial ring graded by degXj = 2 for all j = 1, . . . ,m. The maximal
homogeneous ideal of R is m = (X1, . . . , Xm).
Theorem 3.1 (Hilbert’s Syzygy Theorem). Assume that M is a finitely generated graded R-module. Then
there is a graded free resolution
0→ Fl → Fl−1 → · · · → F1 → F0
of M over R, in which each Fj is finitely generated over R, each arrow preserves the module grading, and
l ≤ m.
For a detailed elementary proof of Hilbert’s Syzygy Theorem, see for example [1, Theorem 4.3].
Definition 3.2. A chain complex of graded R-modules · · · → Cp
dp
−→ Cp−1 → · · · is called minimal if
dP (Cp) ⊂ mCp−1 for each p.
A graded free resolution of a graded R-module is called a minimal free resolution if it is also a minimal
chain complex of graded R-modules.
Theorem 3.3. [5, Theorem 1.6] If M is a finitely generated graded R-module, then any finitely generated
graded free resolution of M over R contains a minimal free resolution of M as a direct summand. Moreover,
any two minimal free resolutions of M over R are isomorphic as chain complexes of graded R-modules via
an isomorphism that induces the identity map on M .
Clearly, Theorem 3.1 and the first half of Theorem 3.3 guarantee the existence of the minimal free
resolution of any graded R-module. The second half of Theorem 3.3 gives the uniqueness of the the minimal
free resolution.
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The proof of the existence part of Theorem 3.3 is quite elementary. Say, 0→ Fl → Fl−1 → · · · → F1 → F0
is a finitely generated graded free resolution of M over R. Fix a homogeneous R-basis for each Fp. Then
each map Fp → Fp−1 is given by a matrix whose entries are all homogeneous elements of R. Clearly, this
resolution is minimal if and only if, for every 1 ≤ p ≤ l, all entries of this matrix are in m. If this is not true,
then, for some p, the matrix contains non-zero scalar c. Using this entry c, one can perform a change of bases
for Fp and Fp−1 to show that the original resolution has a direct summand of the form 0 → R
c
−→ R → 0.
Removing this direct summand, we get a new “smaller” graded free resolution of M . Repeat this process till
there are no more non-zero scalars in the matrices representing the boundary maps. Then we get a minimal
free resolution of M that is a direct summand of the original graded free resolution of M .
The proof of the uniqueness part of Theorem 3.3 requires some basic knowledge of homological algebra.
It can be found in for example [4, Theorem 20.2]. Note that the proof in [4] is for modules over local rings.
But, with minor modifications, this proof also works for graded modules over polynomial rings. We do not
actually use the uniqueness of the minimal free resolution in this paper.
Definition 3.4. For a finitely generated graded R-module M , its (p, q)th Betti number is βM (p, q) :=
dimQ Tor
R
p (R/m,M)
q, where TorRp (R/m,M)
q is the homogeneous component of TorRp (R/m,M) of degree q.
The following lemma describes the relations between the minimal free resolution, Betti numbers and the
projective dimension.
Lemma 3.5. [5, Proposition 1.7] Let M be a finitely generated graded R-module, and 0 → Fl → Fl−1 →
· · · → F1 → F0 a minimal free resolution of M over R. Then, for every p ≥ 0, as graded Q-spaces,
(3.1) (R/m)⊗R Fp ∼= Tor
R
p (R/m,M).
Consequently,
• any homogeneous R-basis for Fp contains exactly βM (p, q) elements of degree q,
• the projective dimension of M over R is pdRM = max{p | βM (p, q) 6= 0 for some q ∈ Z.}
Proof. Recall that TorRp (R/m,M) is the p
th homology of the chain complex
(3.2) 0→ (R/m)⊗R Fl → (R/m)⊗R Fl−1 → · · · → (R/m)⊗R F1 → (R/m)⊗R F0 → 0.
The free resolution of M being minimal implies that all arrows in the chain complex (3.2) are zero maps.
This proves isomorphism (3.1).
The number of elements of degree q in any homogeneous R-basis of Fp is equal to the dimension over Q
of the homogeneous component of (R/m)⊗R Fp of degree q, which, according to isomorphism (3.1), is equal
to dimQTor
R
p (R/m,M)
q = βM (p, q).
The projective dimension of M satisfies the inequality
max{p | TorRp (R/m,M) 6= 0} ≤ pdRM ≤ max{p | Fp 6= 0.}
But, by isomorphism (3.1),
max{p | Fp 6= 0} = max{p | Tor
R
p (R/m,M) 6= 0} = max{p | βM (p, q) 6= 0 for some q ∈ Z.}
So pdRM = max{p | βM (p, q) 6= 0 for some q ∈ Z.} 
The following lemma explains how to recover the graded dimension of a graded R-module using its Betti
numbers.
Lemma 3.6. Let M be a finitely generated graded R-module, and 0 → Fl → Fl−1 → · · · → F1 → F0 a
minimal free resolution of M over R. Denote by M i the homogeneous component of M of degree i, and by
F ip the homogeneous component of Fp of degree i. Then, for p ≥ 0,
(3.3)
∑
i∈Z
yi · dimQ F
i
p =
∑
q∈Z
βM (p, q) · (
∑
i∈Z
y2i+q
(
i+m− 1
i
)
).
Consequently,
(3.4)
∑
i∈Z
yi · dimQM
i =
∑
(p,q)∈Z≥0×Z
(−1)p · βM (p, q) · (
∑
i∈Z
y2i+q
(
i+m− 1
i
)
).
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Proof. By Lemma 3.5, Fp ∼=
⊕
q∈ZR{q}
⊕βM(p,q), where R{q} is R with grading raised by q. That is, the
scalar 1 in R{q} has grading q. Note that R{q} has graded dimension
∑
i∈Z y
2i+q
(
i+m−1
i
)
. (Here, recall that
each Xj is of degree 2.) This implies equation (3.3). But the graded dimension of M is the alternating sum
of the graded dimensions of Fp’s. Thus, we have equation (3.4). 
4. Betti Numbers
In this section, we prove Lemmas 1.2, 1.4, 1.6 and Theorem 1.7.
Proof of Lemmas 1.2, 1.4 and 1.6. For Lemma 1.2, the invariance of the Betti numbers follows from Lemma
2.3. Since H(B) (resp. Hr(B)) is finitely generated over RB (resp. RB,r,) βB(p, q, j, k) (resp. βB,r(p, q, j, k))
is non-zero for only finitely many (p, q, j, k) ∈ Z≥0 × Z
3.
For Lemma 1.4, polynomials PB(x, y, a, b) and PB,r(x, y, a, b) are invariant under Markov moves because
their coefficients are invariant under Markov moves. Equations in this lemma follows from Lemma 3.6.
Lemma 1.6 follows from Lemma 3.5. 
It remains to prove Theorem 1.7. To do this, we use the following graded version of [11, Theorem 10.59],
which is a special case of the Grothendieck Spectral Sequence [11, Theorem 10.48].
Theorem 4.1. Assume that:
• R and S are graded Noetherian Q-algebras;
• A is a finitely generated graded right R-module;
• – B is a left R-module and a right S-module,
– B has a grading that makes it a graded left R-module and a graded right S-module;
• TorRi (A,B ⊗S P )
∼= 0 for all i ≥ 1 whenever P is a projective left S-module.
Then, for every finitely generated graded left S-module C, there is a first quadrant spectral sequence {Erp,q}
of graded Q-spaces with E2p,q
∼= TorRp (A,Tor
S
q (B,C)) that converges to Tor
S
∗ (A⊗R B,C).
For the convenience of the reader, we include a proof of Theorem 4.1. For this purpose, we need the
following well known lemma.
Lemma 4.2. Let R be a graded Q-algebra, and Q a graded flat right R-module. Given any chain complex
(C∗, d) of graded left R-modules, we have Q⊗RHn(C∗) ∼= Hn(Q⊗RC∗) as graded Q-spaces for each n, where
the isomorphism is the Q-linear map given by x⊗ [c] 7→ [x⊗ c] for x ∈ Q and c ∈ ker dn.
Proof. First consider the short exact sequence 0 → Imdn+1
n
−→ kerdn
πn−−→ Hn(C∗) → 0 of graded left
R-modules, where πn is the standard quotient map, and n is the standard inclusion. Since Q is flat, we get
a short exact sequence
0→ Q⊗R Imdn+1
idQ⊗n
−−−−−→ Q⊗R kerdn
idQ⊗πn
−−−−−→ Q⊗R Hn(C∗)→ 0
of graded Q-spaces. So we have (Q⊗R ker dn)/(idQ⊗ n)(Q⊗R Imdn+1) ∼= Q⊗RHn(C∗) as graded Q-spaces,
where the isomorphism is given by x⊗ c+ (idQ ⊗ n)(Q ⊗R Imdn+1) 7→ x⊗ [c] for x ∈ Q and c ∈ ker dn.
Now consider the short exact sequence 0→ ker dn
ιn−→ Cn
dn−→ Imdn → 0 of graded left R-modules, where
ιn is the standard inclusion. Since Q is flat, this gives us a short exact sequence
0→ Q⊗R ker dn
idQ⊗ιn
−−−−−→ Q⊗R Cn
idQ⊗dn
−−−−−→ Q⊗R Imdn → 0
of graded Q-spaces, which induces a long exact sequence
· · · → Q ⊗R Imdn+1
∆n+1
−−−→ Q⊗R ker dn
(idQ⊗ι)∗
−−−−−−→ Hn(Q ⊗R C∗)→ Q⊗R Imdn
∆n−−→ · · ·
of graded Q-spaces. A simple diagram chase gives that the connecting homomorphism is ∆n = idQ ⊗ n−1,
which, as shown above, is injective. Thus, we get a short exact sequence
0→ Q⊗R Imdn+1
idQ⊗n
−−−−−→ Q⊗R ker dn
(idQ⊗ι)∗
−−−−−−→ Hn(Q ⊗R C∗)→ 0
of graded Q-spaces. So we have (Q⊗R ker dn)/(idQ⊗ n)(Q⊗R Imdn+1) ∼= Hn(Q⊗RC∗) as graded Q-spaces,
where the isomorphism is given by x⊗ c+ (idQ ⊗ n)(Q ⊗R Imdn+1) 7→ [x⊗ c] for x ∈ Q and c ∈ ker dn.
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Thus, Q ⊗R Hn(C∗) ∼= Hn(Q ⊗R C∗) as graded Q-spaces, where the isomorphism is the Q-linear map
given by x⊗ [c] 7→ [x⊗ c] for x ∈ Q and c ∈ ker dn. 
Now we are ready to prove Theorem 4.1.
Proof of Theorem 4.1. Let · · · → Q1 → Q0 be a graded projective resolution of the right R-module A, and
· · · → P1 → P0 be a graded projective resolution of the left S-module C. Consider the first quadrant double
complex
(4.1) · · ·

· · ·

· · ·

Q0 ⊗R B ⊗S P2

Q1 ⊗R B ⊗S P2

oo Q2 ⊗R B ⊗S P2

oo · · ·oo
Q0 ⊗R B ⊗S P1

Q1 ⊗R B ⊗S P1

oo Q2 ⊗R B ⊗S P1

oo · · ·oo
Q0 ⊗R B ⊗S P0 Q1 ⊗R B ⊗S P0oo Q2 ⊗R B ⊗S P0oo · · ·oo
Denote by {Eˆr} the spectral sequence of double complex (4.1) induced by its row filtration and by {Er}
the spectral sequence of double complex (4.1) induced by its column filtration. Both of these are spectral
sequences of graded Q-spaces converging to the homology of the total complex of double complex (4.1).
First we consider the spectral sequence {Eˆr}. Note that
Eˆ0 = · · · · · · · · ·
Q0 ⊗R (B ⊗S P2) Q1 ⊗R (B ⊗S P2)oo Q2 ⊗R (B ⊗S P2)oo · · ·oo
Q0 ⊗R (B ⊗S P1) Q1 ⊗R (B ⊗S P1)oo Q2 ⊗R (B ⊗S P1)oo · · ·oo
Q0 ⊗R (B ⊗S P0) Q1 ⊗R (B ⊗S P0)oo Q2 ⊗R (B ⊗S P0)oo · · ·oo
So
Eˆ1 = · · ·

· · ·

· · ·

A⊗R (B ⊗S P2)

TorR1 (A,B ⊗S P2)

TorR2 (A,B ⊗S P2)

· · ·
A⊗R (B ⊗S P1)

TorR1 (A,B ⊗S P1)

TorR2 (A,B ⊗S P1)

· · ·
A⊗R (B ⊗S P0) Tor
R
1 (A,B ⊗S P0) Tor
R
2 (A,B ⊗S P0) · · ·
By assumption, all but the left most column in Eˆ1 vanish. Also note that A⊗R (B⊗S Pj) ∼= (A⊗RB)⊗S Pj .
So
Eˆ2p,q
∼=
{
TorSq (A⊗R B,C) if p = 0,
0 if p > 0.
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Thus, {Eˆr} collapses at its E2-page. This implies that, as graded Q-space, the nth homology of the total
complex of double complex (4.1) is isomorphic to TorSn(A⊗R B,C).
Now consider the spectral sequence {Er}. Note that
E0 = · · ·

· · ·

· · ·

Q0 ⊗R (B ⊗S P2)

Q1 ⊗R (B ⊗S P2)

Q2 ⊗R (B ⊗S P2)

· · ·
Q0 ⊗R (B ⊗S P1)

Q1 ⊗R (B ⊗S P1)

Q2 ⊗R (B ⊗S P1)

· · ·
Q0 ⊗R (B ⊗S P0) Q1 ⊗R (B ⊗S P0) Q2 ⊗R (B ⊗S P0) · · ·
Recall that projective module are flat. By Corollary 4.2,
E1 = · · · · · · · · ·
Q0 ⊗R Tor
S
2 (B,C) Q1 ⊗R Tor
S
2 (B,C)oo Q2 ⊗R Tor
S
2 (B,C)oo · · ·oo
Q0 ⊗R Tor
S
1 (B,C) Q1 ⊗R Tor
S
1 (B,C)oo Q2 ⊗R Tor
S
1 (B,C)oo · · ·oo
Q0 ⊗R (B ⊗S C) Q1 ⊗R (B ⊗S C)oo Q2 ⊗R (B ⊗S C)oo · · ·oo
Therefore, E2p,q
∼= TorRp (A,Tor
S
q (B,C)). Moreover, recall that {E
r} converges to the homology of the total
complex of (4.1), which is TorS∗ (A⊗R B,C) 
It is not too hard to prove Theorem 1.7 using Theorem 4.1.
Proof of Theorem 1.7. RB,r := Q[X2 − X1, . . . , Xm − X1] is a subring of RB := Q[X1, . . . , Xm]. We have
the isomorphism RB/m ∼= RB,r/mr ⊗RB,r RB/(X1). Note that RB/(X1) is a free module over RB,r. So
(RB/(X1))⊗RB P is projective over RB,r whenever P is projective over RB. Thus,
Tor
RB,r
i (RB,r/mr, (RB/(X1))⊗RB P ) = 0
for all i ≥ 1. This means that R = RB,r, S = RB, A = RB,r/mr and B = RB/(X1) satisfy the conditions
required in Theorem 4.1. Now apply Theorem 4.1 to the RB-module C = H
⋆,j,k(B). From Remark 2.2,
we know that H(B) ∼= Hr(B) ⊗Q Q[X1]{1, 0, 0}. In particular, H
⋆,j,k(B) is a free Q[X1]-module, and
H⋆,j,k(B)/X1H
⋆,j,k(B) ∼= H⋆,j,kr (B){1}, where “{1}” means shifting the RB,r-module grading up by 1. Note
that RB/(X1) has the simple minimal free resolution 0→ RB{2}
X1−−→ RB. So Tor
RB
∗ (RB/(X1), H
⋆,j,k(B)) is
isomorphic to the homology of the chain complex 0→ H⋆,j,k(B){2}
X1−−→ H⋆,j,k(B). But H⋆,j,k(B) is a free
Q[X1]-module. So Tor
RB
q (RB/(X1), H
⋆,j,k(B)) ∼= 0 for all q ≥ 1. This shows that, in our case, the E2-page
of the spectral sequence in Theorem 4.1 is supported on the degree q = 0. Thus, this spectral sequence
collapses at its E2-page. Consequently, as graded Q-spaces,
TorRBp (RB/m, H
⋆,j,k(B)) ∼= TorRBp (RB,r/mr ⊗RB,r RB/(X1), H
⋆,j,k(B))
∼= TorRB,rp (RB,r/mr, RB/(X1)⊗RB H
⋆,j,k(B))
∼= TorRB,rp (RB,r/mr, H
⋆,j,k(B)/X1H
⋆,j,k(B))
∼= TorRB,rp (RB,r/mr, H
⋆,j,k
r (B)){1}
By the definition of the Betti numbers, this proves that βB(p, q, j, k) = βB,r(p, q − 1, j, k).
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In the case when B is a knot, we have RB,r = Q and mr = {0}. So βB,r(p, q, j, k) = 0 if p ≥ 1, and
βB,r(0, q, j, k) = dimQH
q,j,k
r (B) = dimQH
q,j,k
(B), since Hr(B) = H(B) when B is a knot. 
5. Split Union
To understand the behavior of the Betti numbers under split union, we need the following lemma.
Lemma 5.1. Let X1, . . . , Xm, Y1, . . . , Yn be pairwise distinct variables of degree 2, RX = Q[X1, . . . , Xm]
and RY = Q[Y1, . . . , Yn]. Assume that MX is a finitely generated graded RX -module with the minimal free
resolution 0 → Fl → Fl−1 → · · · → F1 → F0 over RX , and MY is a finitely generated graded RY -module
with the minimal free resolution 0 → Gk → Gk−1 → · · · → G1 → G0 over RY . Then the finitely generated
RX ⊗Q RY -module MX ⊗Q MY has the minimal free resolution F∗ ⊗Q G∗ over RX ⊗Q RY , which is of the
form
(5.1) 0→ Fl ⊗Q Gk → · · · →
⊕
p1+p2=p
Fp1 ⊗Q Gp2 → · · · → F0 ⊗Q G0.
Denote by βMX (p, q) the Betti number of MX over RX , by βMY (p, q) the Betti number of MY over RY
and by βMX⊗QMY (p, q) the Betti number of MX ⊗Q MY over RX ⊗Q RY . Let
PMX (x, y) =
∑
(p,q)∈Z≥0×Z
βMX (p, q) · x
p ·
(∑
i∈Z
y2i+q
(
i+m− 1
i
))
,
PMY (x, y) =
∑
(p,q)∈Z≥0×Z
βMY (p, q) · x
p ·
(∑
i∈Z
y2i+q
(
i+ n− 1
i
))
,
PMX⊗QMY (x, y) =
∑
(p,q)∈Z≥0×Z
βMMX⊗QMY (p, q) · x
p ·
(∑
i∈Z
y2i+q
(
i+m+ n− 1
i
))
.
Then PMX⊗QMY (x, y) = PMX (x, y) · PMY (x, y).
Proof. It is clear that F∗ ⊗Q G∗ is a minimal chain complex of graded free RX ⊗Q RY -modules. So we only
need to verify that it is a resolution of MX ⊗Q MY . Since Q is a field, the Ku¨nneth Formula gives that
Hp(F∗ ⊗Q G∗) ∼=
⊕
p1+p2=p
Hp1(F∗)⊗Q Hp2(G∗)
∼=
{
MX ⊗Q MY if p = 0,
0 otherwise.
It shows that F∗ ⊗Q G∗ is a minimal free resolution of MX ⊗Q MY over RX ⊗Q RY .
By Lemma 3.6,
PMX (x, y) =
∑
(p,i)∈Z≥0×Z
xp · yi · dimQ F
i
p,
PMY (x, y) =
∑
(p,i)∈Z≥0×Z
xp · yi · dimQG
i
p,
where F ip (resp. G
i
p) is the homogeneous component of Fp (resp. Gp) of degree i. Clearly,
 ∑
(p,i)∈Z≥0×Z
xp · yi · dimQ F
i
p

·

 ∑
(p,i)∈Z≥0×Z
xp · yi · dimQG
i
p

 = ∑
(p,i)∈Z≥0×Z
xp·yi·dimQ
( ⊕
p1+p2=p
Fp1 ⊗Q Gp2
)i
,
where
(⊕
p1+p2=p
Fp1 ⊗Q Gp2
)i
is the homogeneous component of
⊕
p1+p2=p
Fp1 ⊗Q Gp2 of degree i. But
MX ⊗QMY has the minimal free resolution F∗⊗QG∗ over RX ⊗QRY , which is of form (5.1). So, by Lemma
3.6,
PMX⊗QMY (x, y) =
∑
(p,i)∈Z≥0×Z
xp · yi · dimQ
( ⊕
p1+p2=p
Fp1 ⊗Q Gp2
)i
.
Thus, PMX⊗QMY (x, y) = PMX (x, y) · PMY (x, y). 
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The next lemma is a simple observation.
Lemma 5.2. Let B be a closed braid with m components. Then pdRBH(B) ≤ m− 1.
Proof. By Lemma 1.6 and Theorem 1.7,
pdRBH(B) = max{p | βB(p, q, j, k) 6= 0 for some (q, j, k) ∈ Z
3}
= max{p | βB,r(p, q, j, k) 6= 0 for some (q, j, k) ∈ Z
3} = pdRB,rHr(B).
But RB,r is a polynomial ring of m − 1 variables. So its global dimension is m − 1. Thus, pdRBH(B) =
pdRB,rHr(B) ≤ m− 1. 
Now we are ready to prove Theorem 1.10.
Proof of Theorem 1.10. We prove Part (1) first. Using the polynomial notation in Lemma 5.1, we have
PB1(x, y, a, b) =
∑
(j,k)∈Z2
aj · b
k−j
2 · PH⋆,j,k(B1)(x, y),
PB2(x, y, a, b) =
∑
(j,k)∈Z2
aj · b
k−j
2 · PH⋆,j,k(B2)(x, y),
PB1⊔B2(x, y, a, b) =
∑
(j,k)∈Z2
aj · b
k−j
2 · PH⋆,j,k(B1⊔B2)(x, y).
By isomorphism (2.7),
H⋆,j,k(B1 ⊔B2) ∼=
⊕
j1+j2=j−1, k1+k2=k+1
H⋆,j1,k1(B1)⊗Q H
⋆,j2,k2(B2).
Thus, by Lemma 5.1,
PH⋆,j,k(B1⊔B2)(x, y) =
∑
j1+j2=j−1, k1+k2=k+1
PH⋆,j1,k1 (B1)(x, y) · PH⋆,j2,k2 (B2)(x, y).
Therefore,
PB1⊔B2(x, y, a, b)
=
∑
(j,k)∈Z2
aj · b
k−j
2 · PH⋆,j,k(B1⊔B2)(x, y)
= ab−1
∑
(j,k)∈Z2
aj−1 · b
(k+1)−(j−1)
2 ·

 ∑
j1+j2=j−1, k1+k2=k+1
PH⋆,j1,k1 (B1)(x, y) · PH⋆,j2,k2 (B2)(x, y)


= ab−1

 ∑
(j1,k1)∈Z2
aj1 · b
k1−j1
2 · PH⋆,j1,k1 (B1)(x, y)

 ·

 ∑
(j2,k2)∈Z2
aj2 · b
k2−j2
2 · PH⋆,j2,k2 (B1)(x, y)


= ab−1PB1(x, y, a, b) · PB2(x, y, a, b).
Combining this and Lemma 1.6, we get
pdRB1⊔B2H(B1 ⊔B2) = degx PB1⊔B2(x, y, a, b)
= degx PB1(x, y, a, b) + degx PB2(x, y, a, b) = pdRB1H(B1) + pdRB2H(B2).
This completes the proof of Part (1).
For Part (2), without loss of generality, assume that B is an m-component closed braid that is n-split.
Then there are n closed braid B1, . . . , Bn such that B = B1 ⊔ · · · ⊔ Bn. Denote by ml the number of
components of Bl. Note that
∑n
l=1ml = m. By Part (1) and Lemma 5.2, we have
pdRBH(B) =
n∑
l=1
pdRBl
H(Bl) ≤
n∑
l=1
(ml − 1) = m− n.
This completes the proof of Theorem 1.10. 
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6. The Hopf Link
In this section, we compute the Betti numbers of the middle HOMFLYPT homology of the positive Hopf
link B1 and verify Example 1.13.
✻ ✻
X3 X4 X1 X2
c1
c2
Figure 2. The Hopf link B1
Figure 2 is a standard diagram ofB1. The variables assigned to the edges of this diagram areX1, X2, X3, X4
as shown in Figure 2. The base ring R = R(B1) of the double chain complex C0(B1) is R = R(B1) =
Q[X1, X2, X3, X4]/(X1 + X2 − X3 − X4) ∼= Q[X1, X2, X3]. The double chain complexes associated to the
two crossings c1 and c2 of B1 are
C0(c1) = R{0,−2, 0}
X2−X3 // R{0, 0, 0}
R{2,−2,−2}
(X2−X3)(X1−X3) //
X1−X3
OO
R{0, 0,−2}
1
OO
and
C0(c2) = R{0,−2, 0}
X3−X2 // R{0, 0, 0}
R{2,−2,−2}
−(X2−X3)(X1−X3) //
X1−X3
OO
R{0, 0,−2}.
1
OO
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So the double chain complex C0(B1) is
C0(B1) = R{0,−4, 0}
d
−4,0
+ //
R{0,−2, 0}
⊕
R{0,−2, 0}
d
−2,0
+ // R{0, 0, 0}
R{2,−4,−2}
⊕
R{2,−4,−2}
d
−4,−2
+ //
d−4,−2v
OO
R{0,−2,−2}
⊕
R{2,−2,−2}
⊕
R{2,−2,−2}
⊕
R{0,−2,−2}
d
−2,−2
+ //
d−2,−2v
OO
R{0, 0,−2}
⊕
R{0, 0,−2}
d0,−2v
OO
R{4,−4,−4}
d
−4,−4
+ //
d−4,−4v
OO
R{2,−2,−4}
⊕
R{2,−2,−4}
d
−2,−4
+ //
d−2,−4v
OO
R{0, 0,−4},
d0,−4v
OO
where the horizontal chain maps are
d−2,0+ = (X2 −X3, X3 −X2),
d−4,0+ =
(
X2 −X3
X2 −X3
)
,
d−2,−2+ =
(
X2 −X3 −(X2 −X3)(X1 −X3) 0 0
0 0 (X2 −X3)(X1 −X3) X3 −X2
)
,
d−4,−2+ =


(X2 −X3)(X1 −X3) 0
X2 −X3 0
0 X2 −X3
0 (X2 −X3)(X1 −X3)

,
d−2,−4+ = ((X2 −X3)(X1 −X3),−(X2 −X3)(X1 −X3)),
d−4,−4+ =
(
(X2 −X3)(X1 −X3)
(X2 −X3)(X1 −X3)
)
,
and the vertical chain maps are
d0,−2v = (1, 1)
d−2,−2v =
(
1 0 X1 −X3 0
0 X1 −X3 0 1
)
,
d−4,−2v = (X1 −X3, X1 −X3),
d0,−4v =
(
1
−1
)
,
d−2,−4v =


X1 −X3 0
0 1
−1 0
0 X3 −X1

,
d−4,−4v =
(
X1 −X3
X3 −X1
)
.
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Thus, the homology of C0(B1) with respect to d+ is
H(C0(B1), d+) ∼=
0
(
1
1
)
·R/(X2 −X3) R/(X2 −X3)
0
d−4,−2v
OO


0
0
1
X1 −X3

 · R/(X2 −X3)⊕


X1 −X3
1
0
0

 ·R/(X2 −X3)
d−2,−2v
OO
R/(X2 −X3)
⊕
R/(X2 −X3)
d0,−2v
OO
0
d−4,−4v
OO
(
1
1
)
· R/((X2 −X3)(X1 −X3)){2}
d−2,−4v
OO
R/((X2 −X3)(X1 −X3)),
d0,−4v
OO
where we omit the second and third Z-gradings of the homology since these are represented by the position
of the term in the diagram. Also, note that the first Z-grading of the middle term of the bottom row is
shifted up by 2.
Now we take homology with respect to dv. This gives
H(H(C0(B1), d+), dv) ∼= 0 R/(X2 −X3, X1 −X3) 0
0 0 0
0 R/(X1 −X3){2} R/(X1 −X3).
Note that R/(X1 −X3) ∼= Q[X1, X2] = RB1 . So
H⋆,j,k(H(C0(B1), d+), dv) ∼=


RB1/(X1 −X2) if (j, k) = (−2, 0),
RB1 if (j, k) = (0,−4),
RB1{2} if (j, k) = (−2,−4),
0 otherwise.
Note that the writhe of B1 is w = 2 and B1 has 2 strands. So, by equation (2.4),
H⋆,j,k(B1) = H
⋆,j−3,k−1(H(C0(B1), d+), dv) ∼=


RB1/(X1 −X2) if (j, k) = (1, 1),
RB1 if (j, k) = (3,−3),
RB1{2} if (j, k) = (−1,−3),
0 otherwise.
Using Lemma 3.5, one gets
βB1(p, q, j, k) =
{
1 if (p, q, j, k) = (1, 2, 1, 1), (0, 0, 1, 1), (0, 0, 3,−3), (0, 2,−1,−3),
0 otherwise.
In particular, the projective dimension of H(B1) over RB1 is 1 by Lemma 1.6. Therefore, by Theorem 1.10,
the positive Hopf link B1 does not split.
7. Projective Dimension of the sl(N) Homology
The proof of Lemma 1.14 is quite straightforward. But, to state it, we need to recall the relation between
the projective dimension and regular sequences via the depth. First, we recall the well-known Auslander-
Buchsbaum Formula, which can be found in for example [8, Section 15].
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Theorem 7.1 (Auslander-Buchsbaum Formula). Let R = Q[X1, . . . , Xm], graded so that which Xj is homo-
geneous of degree 2. Assume that M is a finitely generated graded R-module. Then pdRM = m−depth(M),
where depth(M) is the depth of M over R with respect to the maximal homogeneous ideal m = (X1, . . . , Xm)
of R.
Next we recall the definition of regular sequences in [8, Section 14].
Definition 7.2. Let R = Q[X1, . . . , Xm], graded so that which Xj is homogeneous of degree 2. Assume
that M is a finitely generated graded R-module.
An element f ∈ R is a non-zero divisor on M if fu 6= 0 for every non-zero element u of M . Otherwise, f
is called a zero divisor on M .
A sequence f1, . . . , fq ∈ R is an M -regular sequence if
• (f1, . . . , fq)M 6=M ,
• for every 1 ≤ i ≤ q, fi is a non-zero divisor on the module M/(f1, . . . , fi−1)M .
The following relation between the depth and regular sequences is stated in [8, Proposition 20.1] and
proved in [3, Propositions 1.5.11 and 1.5.12].
Proposition 7.3. Let R = Q[X1, . . . , Xm], graded so that which Xj is homogeneous of degree 2. Assume
that M is a finitely generated graded R-module. If the depth of M over R with respect to its maximal
homogeneous ideal is s, then there exists an M -regular sequence f1, f2, . . . , fs of homogeneous elements of
R.
Now we are ready to prove Lemma 1.14.
Proof of Lemma 1.14. Recall that HN (B) is a graded RB-module that is finite dimensional over Q. This
implies thatM is finitely generated overRB. Moreover, this also implies that any homogeneous element ofRB
of positive degree is a zero divisor on HN (B). Thus, there are no HN (B)-regular sequences of homogeneous
elements of RB of any positive length. By Proposition 7.3, this implies that depth(HN (B)) = 0, where
the depth is over RB and with respect to its maximal homogeneous ideal. Now the Auslander-Buchsbaum
Formula gives that pdRBHN (B) = m− depth(HN (B)) = m. 
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