1. Introduction. Suppose {xn} is a sequence of independent, identically distributed random variables with mean 0. Under certain mild assumptions [4] , the arcsine law gives the limiting distribution of the relative frequency of positive partial sums; the probability that this relative frequency is ^x converges to 27r_1 arc sin y/x, or more generally to an incomplete beta function.
This result may be extended to cover functionals of Markov chains with stationary transition probabilities.
Precise conditions are given in Theorem 1 of §2 and Theorem 2 of §4.
The basic analytic technique, of partitioning the sample sequence according to the occurrence of a fixed state, is due to Doeblin [2] . This paper follows the notation and theory of [l] . A brief resume of the pertinent facts is given in §2; §3 gives proofs, and §4 generalizations.
2. The arcsine law for Markov chains. Let {xn: w = 0, 1, 2, • ■ • } be a Markov chain with state space I. Let / be a real function on I. The process y" =/(x") is called functional on the chain {x"}. Suppose Xo = i-Let Tv be the time of the vth i, so that Ti = 0. Let p" = T,+i-t, for v¡£l. Suppose the chain is positive, with stationary initial distribution {ttj-.jEI} ; mi = Epy = Tr~1, 0<mi< ». The subscript v will be used for random variables defined on [t", r"+i), and for functions on the first v elements of such sequences. Other types of sequence will be indexed by m, n, j. The letter i is reserved for states. By the strong Markov property, random variables defined on different [t" tv+i) are independent.
In particular, {p,:v=\, 2, ■ ■ -} is a sequence of independent, identically distributed random variables, and any random variable with index v is independent of {p,+x, pv+2, • ■ • }. Let have the same asymptotic behavior. Applying Theorem 7.1 of [4] , which is the best available arcsine law for independent random variables, completes the proof. Then {x"} obeys the weighted arcsine law lim Pif in) á x) = 2 TmF0m(x).
n-.ee m These considerations generalize easily to the continuous time case. A much more interesting question is the behavior of a chain with one null recurrent class; for then the crucial Lemma 4 fails.
