A simple method called symbolic representation for piecewise linear functions on the real line is introduced and used to compute the numbers of periodic points of all periods for some such functions. Since, for every positive integer m, the number of periodic points of minimal period m must be divisible by m, we obtain infinitely many congruence identities.
Introduction
Let φ(m) be an integer-valued function defined on the set of all positive integers. If m = p If m = 2 k , where k ≥ 0 is an integer, we define Φ 2 (m, φ) = φ(m) − 1.
If, for some integer n ≥ 2, we have φ(m) = n m for all positive integer m, then we denote Φ i (m, φ) by Φ i (m, n), i = 1, 2 to emphasize the role of this integer n.
On the other hand, let S be a subset of the real numbers and let f be a function from S into itself. For every positive integer n, we let f n denote the n th iterate of f : f 1 = f and f n = f • f n−1 for n ≥ 2. For every x 0 ∈ S, we call the set {f k (x 0 ) : k ≥ 0} the orbit of x 0 under f . If x 0 satisfies f m (x 0 ) = x 0 for some positive integer m, then we call x 0 a periodic point of f and call the smallest such positive integer m the minimal period of x 0 and of the orbit of x 0 (under f ). Note that, if x 0 is a periodic point of f with minimal period m, then, for every integer 1 ≤ k ≤ m, f k (x 0 ) is also a periodic point of f with minimal period m and they are all distinct. So, every periodic orbit of f with minimal period m consists of exactly m distinct points. Since it is obvious that distinct periodic orbits of f are pairwise disjoint, the number (if finite) of distinct periodic points of f with minimal period m is divisible by m and the quotient equals the number of distinct periodic orbits of f with minimal period m. This observation, together with a standard inclusion-exclusion argument, gives the following well-known result. (ii) If 0 ∈ S and f is odd, then the number of symmetric periodic points (i.e., periodic points whose orbit are symmetric with respect to the origin) of f with minimal period 2m is Φ 2 (m, ψ). Thus, Φ 2 (m, ψ) ≡ 0 (mod 2m).
Successful applications of the above theorem depend of course on a knowledge of the function φ or ψ. For example, if we let S denote the set of all real numbers and, for every integer n ≥ 2 and every odd integer t = 2k + 1 > 1, let
where a n and b t are fixed sufficiently large positive numbers depending only on n and t, respectively. Then it is easy to see that, for every positive integer m, the equation f m n (x) = x (g m t (x) = −x, resp.) has exactly n m (t m , resp.) distinct solutions in S. Therefore, if φ(m, n) = n m and ψ(m, t) = t m , then we have as a consequence of Theorem 1 the following well-known congruence identities which include Fermat's Little Theorem as a special case.
(ii) Let m ≥ 1 be an integer and let n > 1 be an odd integer. Then Φ 2 (m, n) ≡ 0 (mod 2m).
In this note, we indicate that the method introduced in [1] can also be used to recursively define infinitely many φ and ψ and thus produce infinitely many families of congruence identities related to Theorem 1. In Section 2, we will review this method, and to illustrate it we will prove the following result in Section 3. 
where α n is the (unique) positive (and the largest in absolute value) zero of the polynomial
Note that in the above theorem these numbers φ n (m), m ≥ 1 are generalized Fibonacci numbers [3, 4] and when n = 3, these numbers φ 3 (m), m ≥ 1, are the well-known Lucas numbers: 1, 3, 4, 7, 11, 18, 29, · · · .
Just for comparison, we also include the following two results which can be verified numerically. The rigorous proofs of these two results which are similar to that of Theorem 3 below can be found in [1, Theorem 2 ] and [2, Theorem 3 ], respectively. Theorem 4. For every positive integer n ≥ 2, let sequences
be defined recursively as follows:
For i = 1 or 2, and k ≥ 1,
where β n is the (unique) positive (and the largest in absolute value) zero of the polynomial
Remark 1. For all positive integers m and n, let
where φ n is defined as in Theorem 3 for n = 1 and as in Theorem 4 for n ≥ 2. Table 1 lists the first 31 values of A m,n , for 1 ≤ n ≤ 6. It seems that A m,n = 2 m−n−1 for n+1 ≤ m ≤ 3n+2 and A m,n > 2 m−n−1 for m > 3n + 2. If, for all positive integers m and n, we define sequences < B m,n,k > by letting
for k > 1, then more extensive numerical computations seem to show that, for all positive integers k, we have (i) B 1,n,k = 2 for all n ≥ 1, (ii) B 2,n,k = 4k for all n ≥ 1, (iii) B 3,n,k is a constant depending only on k, and (iv) for all 1 ≤ m ≤ 2n + 1, B m,n,k = B m,j,k for all j ≥ n ≥ 1.
Theorem 5. Fix any integer n ≥ 2. For all integers i, j, and k with i = 1, 2, 1 ≤ |j| ≤ n, and k ≥ 1, we define c k,i,j,n recursively as follows: c 1,1,n,n = 1 and c 1,1,j,n = 0 for j = n, c 1,2,1,n = 1 and c 1,2,j,n = 0 for j = 1, For i = 1, 2, and k ≥ 1, Then, for every positive integer m,
Furthermore,
where γ n is the (unique) positive (and the largest in absolute value) zero of the polynomial
Remark 2. For all positive integers m ≥ 1 and n ≥ 2, let
where the ψ n 's are defined as in the above theorem. Table 2 lists the first 25 values of D m,n for 2 ≤ n ≤ 6. It seems that D m,n = 2 m−n for n ≤ m ≤ 3n, and D m,n > 2 m−n for m > 3n. If, for all integers m ≥ 1 and n ≥ 2, we define the sequences < E m,n,k > by letting E m,n,1 = D m+3n,n − 2D m+3n−1,n and E m,n,k = E m+2n,n,k−1 − E m+2n,n+1,k−1 for k > 1, then more extensive computations seem to show that, for all positive integers k, we have (i) E 1,n,k = 2 for all n ≥ 2, (ii) E 2,n,k = 4k for all n ≥ 2, (iii) E 3,n,k and E 4,n,k are constants depending only on k, and (iv) for all 1 ≤ m ≤ 2n, E m,n,k = E m,j,k for all j ≥ n ≥ 2.
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In this section, we review the method introduced in [1] . Throughout this section, let g be a continuous piecewise linear function from the interval [c, d] into itself. We call the set {(x i , y i ) : i = 1, 2, · · · , k} a set of nodes for (the graph of) y = g(x) if the following three conditions hold:
For any such set, we will use its y-coordinates y 1 , y 2 , · · · , y k to represent its graph and call y 1 y 2 · · · y k (in that order) a (symbolic) representation for (the graph of) y = g(x). For 1 ≤ i < j ≤ k, we call y i y i+1 · · · y j the representation for y = g(x) on [x i , x j ] obtained by restricting y 1 y 2 · · · y k to [x i , x j ]. For convenience, we will also call every y i in y 1 y 2 · · · y k a node. If y i = y i+1 for some i (i.e., g is constant on [x i , x i+1 ]), we will simply write
That is, we will delete y i+1 from the (symbolic) representation y 1 y 2 · · · y k . Therefore, every two consecutive nodes in a (symbolic) representation are distinct. Note that a continuous piecewise linear function obviously has more than one (symbolic) representation. However, as we will soon see that there is no need to worry about that.
Now assume that {(x i , y i ) : i = 1, 2, · · · , k} is a set of nodes for y = g(x) and a 1 a 2 · · · a r is a representation for y = g(x) with
then there is an easy way to obtain a representation for y = g 2 (x) from the one a 1 a 2 · · · a r for y = g(x). The procedure is as follows. First, for any two distinct real numbers u and v, let [u : v] denote the closed interval with endpoints u and v. Then let b i,1 b i,2 · · · b i,t i be the representation for y = g(x) on [a i : a i+1 ] which is obtained by restricting a 1 a 2 · · · a r to [a i : a i+1 ]. We use the following notation to indicate this fact:
The above representation on [a i : a i+1 ] exists since
(Note that z i,t i = z i+1,1 for all 1 ≤ i ≤ r − 1). Then it is easy to see that Z is a representation for y = g 2 (x). It is also obvious that the above procedure can be applied to the representation Z for y = g 2 (x) to obtain one for y = g 3 (x), and so on.
Proof of Theorem 3
In this section we fix an integer n ≥ 3 and let f n (x) be the continuous function from the interval [1, n] onto itself defined by
Using the notations introduced in Section 2, we have the following result.
Lemma 6. Under f n , we have
In the following when we say the representation for y = f k n (x), we mean the representation obtained, following the procedure as described in Section 2, by applying Lemma 6 to the representation 234 · · · (n − 1)n1 for y = f n (x) successively until we get to the one for y = f k n (x).
For every positive integer k and all integers i, j, with 1 ≤ i, j ≤ n − 1, let a k,i,j,n denote the number of uv's and vu's in the representation for y = f k n (x) whose corresponding xcoordinates are in the interval [i, i + 1], where uv = 1n if j = 1, and uv = j(j + 1) if 2 ≤ j ≤ n − 1. It is obvious that a 1,i,i+1,n = 1 for all 1 ≤ i ≤ n − 2, a 1,n−1,1,n = 1, and a 1,i,j,n = 0 elsewhere.
From the above lemma, we find that these sequences < a k,i,j,n > can be computed recursively.
Lemma 7. For every positive integer k and all integers i with 1 ≤ i ≤ n − 1, we have
It then follows from the above lemma that the sequences < a k,i,j,n > can all be computed from the sequences < a k,n−1,j,n >. Then it is easy to see that c k,n is exactly the number of distinct solutions of the equation f k n (x) = x in the interval [1, n] . From the above lemma, we also have, for all k ≥ 1, the identities:
a k−i,n−1,1,n + n−3 i=0 a k−i,n−1,n−1−i,n provided that a m,n−1,j,n = 0 for all m ≤ 0 and j > 0. Since, for every positive integer k, a k,n−1,1,n = a k−1,n−1,1,n + a k−1,n−1,n−1,n = a k−1,n−1,1,n + a k−2,n−1,1,n + a k−2,n−1,n−2,n = a k−1,n−1,1,n + a k−2,n−1,1,n + a k−3,n−1,1,n + a k−3,n−1,n−3,n = · · · = c k−i,n for all integers k ≥ n.
If, for every positive integer m, we let φ n (m) = c m,n , then, by Theorem 1, we have Φ 1 (m, φ n ) ≡ 0 (mod m). The proof of the other statement of Theorem 3 is easy and omitted (see [3] and [4] ). This completes the proof of Theorem 3.
