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Atherosclerosis is a major cardiovascular disease1. MR imaging is a non-invasive technique to assess atherosclerotic 
plaque volume and composition and to monitor plaque progression. (Semi-)automated processing of these images is 
valuable, both in clinical practice and in clinical research. Centerlines can serve as the initialization for segmentation2–4. 
or define the region of interest for further processing5. This paper proposes a minimum cost path approach to track the 
centerlines of the internal and external carotid arteries in multispectral MR data. User interaction is limited to the 
annotation of three seed points. The cost image is based on both a measure of vessel medialness and lumen intensity 
similarity in two MRA image sequences: Black Blood MRA and Phase Contrast MRA. After intensity inhomogeneity 
correction and noise reduction, the two images are aligned using affine registration. Two parameters that control the 
contrast of the cost image were determined in an optimization experiment on 40 representative training datasets. 
Experiments on the training datasets also showed that a cost image composed of a combination of gradient-based 
medialness and lumen intensity similarity increased the tracking successful rate compared to using only one of the 
constituents. Furthermore, centerline tracking using both MRA sequences outperformed tracking using only one of these 
MRA images. The training results are listed in Tab.1. An independent test set of 152 images from 38 patients served to 
validate the technique. The centerlines of 148 images were successfully extracted using the parameters optimized on the 
training sets. The average mean centerline distance to the reference standard, manually annotated centerlines, was 0.98 
mm, which is comparable to the in-plane resolution. Shown in Fig.1(a) is an example of the tracked centerline(red) and 
the reference standard. The distribution of centerline tracking accuracy is in Fig.1(b), which shown that 90 out of 148 
centerlines have a mean centerline distance below 1mm. This indicates that the proposed method has a high potential to 
replace the manual centerline annotation. 
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Figure 1. An example of a tracked centerline with the average mean distance and the accuracy distribution of the 148 
centerlines 
medialness medialness+lumen intensity likelihood 
  
min 
#failures 
max 
#failures  
mean centerline 
distance(mm) 
   min 
#failures 
 max 
#failures  
mean centerline 
distance(mm) 
  
BBMRA 7 10 0.96 3 0 3 5 0.90 2 1 
PCMRA 5 6 1.16 2 0 2 4 1.12 1 1 
Multispectral 2 5 1.04 2 0 0 0 1.08 1 1 
Table1. optimization of  alpha and beta in centerline tracking 
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ABSTRACT 
Coronary heart disease is one of the leading causes of death worldwide [1], and coronary artery disease 
(CAD) is the main cause of coronary heart disease. Therefore, there is much interest  in finding 
biomarkers that could be used for risk stratification and prediction of future events in the patients 
suspected of CAD [2]. One such biomarker for CAD is the amount of calcium present in the coronary 
artery plaques, i.e. the calcium score. Whereas risk stratification is currently based on the calcium score 
for the whole heart, the individual artery calcium score is also of clinical importance, and may be relevant 
for better diagnosis and therapy planning. 
We present an automatic coronary artery specific calcium scoring system for non-contrast enhanced 
cardiac CT images. Since the coronary arteries are not visible on CT images, our method makes use of 
patient-specific coronary artery soft masks to detect calcium spots close to the location of the arteries. 
These masks were computed on contrast enhanced CTA atlas images and then mapped onto the CT image 
[3]. The information from these masks along with other image features were used to design a pattern 
recognition classification system that is able to detect calcium within the individual coronary arteries. We 
report all the commonly used calcium scores (agatston, mass and volume)[4,5,6] for the arteries and the 
whole heart. The results of the classification system (both, the number of calcification and the total score) 
are compared to those obtained by manual observers. 
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We propose a novel method for the detection of vascular bifurcations in retinal fundus images. Our 
method is implemented in trainable filters that simulate the functions of shape-selective neurons in 
area V4 of visual cortex. The configuration of such a filter is determined by the automatic analysis of 
a bifurcation feature that is specified by the user from a training image. In such an analysis, a filter is 
configured by combining given channels of a bank of Gabor filters, which describe the dominant 
orientations in the concerned feature, in an AND-gate-like operation. Consequently, the filter can 
detect the same and similar bifurcation patterns. With only 25 filters we achieved a correct 
detection rate of 98.52% at a precision rate of 95.19% on a set of 40 binary fundus images available 
in the DRIVE public dataset. This performance is sufficient for the requirements of the concerned 
medical application. 
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A method for shadow removal based on a gradient manipulation and image inpainting technique is 
proposed. The method effectively removes variances in color and intensity due to varying 
illumination. This ability is useful to remove cast shadows, since shadows represent exactly the 
same variances. Following the algorithm of an existing method, a one-dimensional representation 
of a shadow-free image is constructed, and used to locate shadow edges. Subsequently, the 
proposed method employs an inpainting technique in the gradient domain to remove these edges. 
Integration of the gradient image leads to a new image, similar to the original, but without shadows. 
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Mathematica is renowned as the world's ultimate application for computations. The talk will 
illustrate how this bold statement applies to image processing and how the software can be used as 
a fast prototyping environment and as a fascinating teaching tool. We start with a quick tour 
through the library of advanced image processing commands, explain their embedding in the 
comprehensive Mathematica environment, and illustrate the workflow with a few non-trivial image 
processing examples. We conclude the demonstration with a rapid development of a GPU kernel via 
Mathematica's CUDA & OpenCL link. 
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Our work in the area of handwriting recognition has shown that standard (HMM) approaches are 
too limited to deal with the massive variation in historic handwriting styles. Given the current state 
of the art, a full PhD project per book would be required. We have focused on methods for allowing 
text search in large and diverse collections of scans, having a high performance, that can be 
bootstrapped with just a few examples, as well as being suitable for autonomous, 24/7 machine 
learning. The resulting system, Monk, can be considered as a revenge of traditional pattern-
recognition methods: strong features fed to nearest-neighbour matching using high-performance 
computing, instead of cumbersome and uncertain machine learning under the supervision of a 
knowledgeable researcher. The resulting data collection will prove useful to develop a critical mass 
of training sets with historic styles for more traditional methods 
(HMM,MLP,SVM) operating at the character level. 
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In Prime Vision we have developed a system for automation of postal stamp detection and 
recognition for the purpose of postal revenue protection. It is a CBIR system consisting of two 
phases- stamp detection and stamp recognition. In the detection phase, an interest point detector 
and a rotation-invariant descriptor are applied on the gray image of a mail piece. Subsequent 
RANSAC matching to a model stamps database produces region of interest and a possible stamp 
class. The recognition step uses the suggested ROI and verifies or corrects the stamp class by 
computing color features from a lower resolution color version of the same mail piece image and 
matches them against the database. The system has been tested on real postal images achieving 
recognition rates of 97.5% with error of 0.5% and takes about 1s. for matching against a database of 
300 stamps. 
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The paper explores a generalization of conditional random fields (CRFs) in which binary stochastic 
hidden units appear between the data and the labels. Hidden-unit CRFs are potentially more 
powerful than standard CRFs because they can represent nonlinear dependencies at each frame. 
The hidden units in these models also learn to discover latent distributed structure in the data that 
improves classification. We derive efficient algorithms for inference and learning in these models by 
observing that the hidden units are conditionally independent given the data and the labels. Finally, 
we show that hidden-unit CRFs perform well in experiments on a range of tasks, including optical 
character recognition, text classification, protein structure prediction, and part-of-speech tagging. 
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Semi-supervised learning aims to employ information from both labeled and, more easily 
obtainable, unlabeled data. Current state-of-the-art semi-supervised learning techniques make 
additional assumptions about the underlying data in an attempt to exploit such unlabeled data in 
the training phase. These assumptions, however, typically do not hold true and, as a result, making 
them can considerably deteriorate classification performance. Our proposal is to develop semi-
supervised learning techniques that do not make assumptions beyond those implicitly or explicitly 
made by the classification scheme employed [c.f. http://dx.doi.org/10.1007/978-3-642-15883-
4_19]. The overarching idea to achieve this is to exploit constraints and relations inherent in the 
parameters of a classifier and / or the data considered. This approach can lead to more efficient 
parameter estimation and, therefore, learning techniques. 
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Classification of schizophrenia (vs. health) with support vector machines is often done in small 
groups (on average N=32 per class). Due to this limitation models are not tested on new data, but 
using Leave One Out. To investigate the impact of group size, we compared the orientation of the 
optimal separating hyperplanes and sensitivity/specificity percentages. To overcome noisy data, the 
risk of over fitting and long run-times, we reduced the number of features, selecting those with a 
bigger influence on the model. Their influence is reflected in the normal vector to the hyperplane. 
The model was trained on voxels acquisitioned through Voxel Based Morphometry (VBM) from MR 
images, with group sizes up to N=105 per class, testing was done with N=25 that had not been used 
in the training phase. From a group size of N=95 the percentages change only moderately. A 
reduction of 80% improved the runtime with a factor ten. The total outcome improved only 1%. 
