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ABSTRACT
This paper presents image-based quantitative evaluation of
subtle variations in facial wrinkles for the same subject in re-
sponse to a dermatological treatment. This is a novel applica-
tion because the time series images of the same subject over
a shorter time period of weeks are analyzed as compared to
more prevalent inter-person analysis of facial skin/marks. We
propose image features based on Gabor filter bank for an ac-
curate quantitative evaluation of variations in facial wrinkles.
Since variations in Gabor features are very small on a time
period of weeks, we propose a framework to compare image
features in key wrinkle sites only while excluding the noise
introduced by non-wrinkle sites. The framework consists of
finer registration of images using Large Deformation Diffeo-
morphic Metric Mapping (LDDMM) and detection of wrinkle
sites using Gabor filter bank and morphological image pro-
cessing. Preliminary experiments show that the framework is
useful in calculating variations in Gabor features at detected
sites and indicating trends in the response of facial wrinkles
to the dermatological treatment.
Index Terms— Face image analysis, Skin texture, Detec-
tion of wrinkles, Response to treatment, LDDMM registra-
tion, Gabor filters, Morphological processing
1. INTRODUCTION
In recent years, image-based analysis of atypical facial fea-
tures (marks, scars, moles, wrinkles, etc.) has been done for
a variety of applications e.g. facial marks for recognition be-
tween twins [1], evaluation of severity of wrinkles [2, 3], in-
painting of marks/wrinkles [4], localization of wrinkles [5, 6],
segmentation of acne scars [7], synthesis of aging skin texture
for aging simulations [8, 9]. Analysis of facial features can be
done in images of different individuals or those of the same
individual taken at different times. However, to the best of
our knowledge, the problem of analyzing minute differences
in facial features in images of the same individual remains
unaddressed. Such an analysis can aid several applications;
for example, temporal changes in facial texture, geometry and
wrinkles can indicate the unique aging pattern of a person and
changes in moles, brown spots, acne can indicate the efficacy
of a dermatological treatment. The detection of variations oc-
curring over shorter periods of time, say weeks or months,
is more involved than that of the variations happening over
years. In this paper, we present a quantitative evaluation of
changes in facial wrinkles around eyes, called lateral canthal
lines/crow’s feet, in response to a dermatological procedure
of ‘botulinum toxin’ injections. The closest to our work is
Cula’s work [2, 3] where automatic detection and scoring of
facial wrinkles were done using the orientation and frequency
of the elongated spatial features captured via Gabor filters.
Our work is different in the aspect that we conduct compar-
ative analysis of the images of the same subject taken over
a period of 52 weeks. Furthermore, we use blue channel in
RGB images as skin marks caused by wrinkles, brown spots,
freckles, etc. are more prominent in blue channel due to the
specific physical properties of skin. Such skin features ap-
pearing in blue channel as blobs/lines aid in the registration
of skin images.
For quantitative evaluation, we calculate responses to Ga-
bor filter banks in two ways: (a) in the whole skin patch
around eyes and (b) a wrinkle template created from the au-
tomatic detection of wrinkles in that skin patch. We hypoth-
esize that the results based on image features obtained from
the latter method are more accurate as the interference caused
by image features in non-wrinkle sites are excluded. The
dataset for this work was provided by a world leader company
in dermatology where images were taken in controlled light-
ing and pose settings. The severity of crow’s feet before and
after the treatment was scored clinically according to an es-
tablished dermatological scoring method [10, 11] as numbers
{0, 1, 2, 3} in the order of increasing severity. A common ap-
proach to monitoring changes in biological images is the reg-
istration of images to an atlas where areas of movement dur-
ing registration represent temporal changes. In the absence of
an atlas we adopt a 2-step approach of registration and quan-
titative evaluation. For accuracy, fine registration of images
to the level of wrinkles is required due to slight pose varia-
tions. Fig. 1(a) shows the baseline image of a subject with
the location of 4 land marks marked as red dots. Fig. 1(b)
shows a later image registered using projective similarity to
the baseline. In Fig. 1(c) misalignment in wrinkles can be
observed even after registration. In a typical face recognition
Fig. 1. A simple registration scheme based on land marks
does not register wrinkles. (a) Baseline with land marks
shown as red dots. (b) Week 4 image after registration. (c)
Misaligned wrinkles after registration.
system, such a slight pose variation would be trivial but of-
fers a challenge in our case when calculating subtle variations
in Gabor responses in key wrinkle sites. We propose Large
Deformation Diffeomorphic Metric Mapping (LDDMM) al-
gorithm to achieve finer registration and then use the first au-
thor’s previously proposed algorithm [6] to detect key wrin-
kle sites. Although an intuitive approach would be to detect
and compare changes in the structural properties of wrinkles
such as length, width or depth, however, such an approach
would require prior knowledge about wrinkle locations either
provided by a user or detected automatically. Drawing wrin-
kles on facial images is tedious and time consuming whereas
the image-based detection of wrinkles is based on image fea-
tures. Hence, in this work we focus on image features (Gabor
features) and leave the analysis of the structural properties
of automatically detected wrinkles for later work. Our main
contribution is: (a) this work is an initial attempt at analyz-
ing subtle variations in facial wrinkles for the same individual
and (b) we propose to compare Gabor responses in key wrin-




The subjects in the dataset were Caucasian, male and female,
18 to 65 years of age with mild to severe crow’s feet. Color
images were taken in standard light modality with neutral
facial expressions and were of size 1001 x 667 pixels. For
each subject, baseline images were taken before the treatment
and monitoring images were taken until 52 weeks after the
treatment. The only pre-processing step was to register time
series images to the baseline image for a subject using pro-
jective transformation in MATLABTM. Then user-provided
ROIs were used to extract skin patches around eyes. Let IB
and In denote blue channel images whereB denotes the base-
line image and n denotes the image taken at week n where
n = {4, 8, 12, 16, 24, 36, 48, 52}. These images were regis-
tered on a finer scale to the baseline image using LDDMM as
described next.
2.2. Registration using Stationary LDDMM
We approach the problem of finer registration as finding the
appropriate deformation of underlying 2D image space. The
method of surface deformation has been often used in medi-
cal imaging for registration in 2D or 3D spaces (for a survey
on registration using deformation techniques please see [12]).
Diffeomorphic transformations are invertible, preserve topol-
ogy and both the function and its inverse are differentiable.
We use the framework known as large deformation diffeo-
morphic metric mapping (LDDMM) proposed by Beg et
al. [13] to study anatomical variability. The LDDMM frame-
work was extended to solve landmark matching [14] and
curve-matching [15, 16] for image registration. We do not
use the LDDMM algorithm based on detected curves for
wrinkles because (a) detected wrinkle curves can change
from one image to another due to the treatment (b) skin tex-
ture features in blue channel images instead of just wrinkle
curves in binary images can provide more comprehensive
vector flows in LDDMM. Furthermore, LDDMM based on
stationary velocity field was used rather than other LDDMM
algorithms (e.g. [17]) due to the transformation smoothness
which was recommended in a comparative study by Hernan-
dez et al. [18].
We assume that wrinkles and other skin texture features
are prominent enough to direct the vector field flow of LD-
DMM without any prior knowledge of correspondences be-
tween two images. The LDDMM tries to find a deforma-
tion (differentiable map ϕ : Ω → Ω with differentiable in-
verse map) of a compact space Ω (2D image space in our
case). We refer the interested reader to [19] for mathematical
and numerical implementation details of LDDMM registra-
tion based on image intensity and using stationary velocity
fields. In stationary LDDMM, paths of diffeomorphisms ϕ
are parametrized by constant-time flows of vector fields w be-
longing to the tangent space V where the diffeomorphism can
be computed from the group exponential map as follows:
ϕ = Exp(w); w ∈ V (1)
The problem of inexact matching between two images is
solved by minimizing the following cost function:









where the second term is a norm-squared cost measuring the
degree of matching between two images and the first term is
Fig. 2. Registration using LDDMM. (a) Source image (b) Target baseline image (c) Registered source image (d) Deformation
of underlying 2D grid (e) Registered image shown in ROI.
Fig. 3. Formation of image template. (a) Input image. (b) Gabor features. (c) Gabor features with a higher threshold value. (d)
Gabor features with a lower threshold value. (e) Output of wrinkle detection algorithm. (f) Detected wrinkles dilated with a
circular disc.
the regularization energy defined as a norm in space V :
< a, b >V =̇ < La,Lb >L2=< L†La, b >L2 (3)
As in Beg’s work [13], we use the diffusive model L = Id−
α∇2 and Fourier domain to calculate the linear operatorK =
(L†L)−1 to calculate L2 norm in V space. The gradient de-
scent algorithm is used to optimize cost function with the gra-
dient defined as:
∇wE = 2w − 2(L
†L)−1
σ2
(In ◦ ϕ−1 − IB)(∇In ◦ ϕ−1) (4)
and velocity w updates are given as:
w(k+1) = wk − ε∇wE (5)
The algorithm initializes with w = 0 ∈ V and ϕ = Id.
In gradient descent algorithm 40-50 iterations were sufficient
and values of {ε, σ, α} were set to be {5× 10−6, 0.1, 15} for
gray scale images in the range of [0-255]. Fig. 2 shows an
example of registration using LDDMM.
2.3. Detection of Key Wrinkle Sites using Gabor Features
and Geometric Constraints
Image features based on texture/appearance of image patches
(e.g. Local Binary Patterns, Active Appearance Model fea-
tures) can distinguish rougher aged skin texture and have been
used in age estimation, recognition across aging and age pro-
gression [20]. However, skin texture discontinuities/cracks
caused by wrinkles create image intensity gradients which are
highlighted better by spatial filtering. Previously, spatial fil-
tering has been used for detection and assessment of facial
wrinkles e.g. Laplacian of Gaussian filters [21], Gabor fil-
ters banks [2, 3, 4, 6] and steerable filters [5]. Following the
work of the first author in [4, 6], we use maximum Gabor
filter amplitude responses at image sites as image features.
Then we detect key wrinkle sites using an algorithm previ-
ously proposed by the first author in [6]. The algorithm is
based on ‘scaled’ maximum Gabor filter responses and the in-
corporation of geometric constraints via morphological image
processing (for detailed description of the algorithm please
see [6]). The output of the algorithm is a binary image de-
picting detected key wrinkle sites. A template was created
for each subject from the detected key wrinkle sites in that
subject’s baseline image by dilating the output binary image
of the algorithm with a circular disk. As an example, Fig. 3
shows an image, detected wrinkles and dilated binary tem-
plate. Fig. 3(c) and (d) show results of thresholding Gabor
responses with two threshold values which result in under or
over segmentation of wrinkle sites. Hence a simple threshold-
ing of Gabor features is not considered to detect key wrinkle
sites. The values used for Gabor and morphological parame-
ters of the algorithm are given in Table 1 where σx denotes the
scale of the 2D Gaussian envelope, f denotes the frequency
of Gabor sinusoid and γ denote the spatial aspect ratio of Ga-
bor filter. Parameters rd, rN , rE , θN , θE denote the radii and
angles of the disks used for dilation in the morphological pro-
cessing and parameters tL,Δt are the threshold values.
3. RESULTS
Fig. 4 includes a plot of results for five subjects where x-axis
represents monitoring time in number of weeks after the ad-
Fig. 4. Plot of results for five subjects where x-axis denotes number of weeks after the administration of treatment and y-axis
denotes the average maximum Gabor response.
Fig. 5. Plot of Gabor features vs. clinical scores.
Parameter f σx1 = σx2 γ
Value 1 0.5 15
Parameter rd (pixels) rN (pixels) rE (pixels)
Value 10 3 rN − 1
Parameter θN = θE tL Δt
Value π3 0.15 0.1
Table 1. Parameters for the detection algorithm in [6].
ministration of the treatment and y-axis represents the aver-
age of the maximum Gabor amplitude responses calculated
in detected key wrinkle sites/template only (shown in blue)
and in the whole skin patch (shown in black). It can be seen
that both wrinkle templates and whole skin patches depict
similar trends in subtle variations in Gabor responses. How-
ever, the variations in Gabor responses calculated in wrinkle
templates are slightly larger than those calculated in whole
skin patches. This verifies our initial assumption that subtle
changes in wrinkles can be highlighted more by incorporat-
ing image features in wrinkle sites only instead of including
both wrinkle and non-wrinkle sites. It can also be noted that
Gabor responses drop significantly for most subjects (except
subject 5) after the administration of the treatment in week
4. This is attributed to the lightening of wrinkles after the
treatment which reduces resulting intensity gradients in im-
ages and hence Gabor amplitude responses. Fig. 5 shows a
plot of average maximum Gabor amplitude response in key
wrinkle sites and in the whole skin patches along with clin-
ical scores for the five subjects over the period of 52 weeks
where low correlation between Gabor responses and clinical
scores can be observed. Hence, we conclude that although
the present framework can capture subtle variations in facial
wrinkles via Gabor features, it does not produce high corre-
lation with clinical scores. Improvement in such correlation
will be addressed in a future extension of the presented work.
4. CONCLUSION
In this paper, we presented a new framework to analyze time
series images of the same subject for quantitative evaluation
of subtle variations in facial wrinkles in response to a der-
matological treatment. We proposed a registration scheme
based on LDDMM and a wrinkle detection algorithm pro-
posed previously by the first author. In future, the prelim-
inary observations presented in this paper will be validated
further by conducting experiments on larger dataset. In addi-
tion, since the performance of this framework depends greatly
upon the accuracy of registration, we plan to improve registra-
tion scheme as well as validate our experimental results using
clinical scores provided by the dermatologists.
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“Computing large deformation metric mappings via
geodesic flows of diffeomorphisms,” Int. J. Comput. Vi-
sion, vol. 61, no. 2, pp. 139–157, feb 2005.
[14] S.C. Joshi and M.I Miller, “Landmark matching via
large deformation diffeomorphisms,” IEEE Transac-
tions on Image Processing, vol. 9, no. 8, pp. 1357–1370,
Aug 2000.
[15] J. Glaunès, A. Qiu, M. I. Miller, and L. Younes, “Large
deformation diffeomorphic metric curve mapping,” In-
ternational Journal of Computer Vision, vol. 80, no. 3,
pp. 317–336, 2008.
[16] A. Qiu and M. I. Miller, “Cortical hemisphere registra-
tion via large deformation diffeomorphic metric curve
mapping,” Berlin, Heidelberg, 2007, MICCAI’07, pp.
186–193, Springer-Verlag.
[17] T. Vercauteren, X. Pennec, A. Perchant, and N. Ayache,
“Diffeomorphic demons: Efficient non-parametric im-
age registration,” NeuroImage, vol. 45, no. 1, Supple-
ment 1, pp. S61 – S72, 2009.
[18] M. Hernandez, S. Olmos, and X. Pennec, “Compar-
ing algorithms for diffeomorphic registration: Station-
ary LDDMM and Diffeomorphic Demons,” in 2nd MIC-
CAI Workshop on Mathematical Foundations of Compu-
tational Anatomy, 2008, pp. 24–35.
[19] M. Hernandez, M. N. Bossa, and S.r Olmos, “Reg-
istration of anatomical images using paths of diffeo-
morphisms parameterized with stationary vector field
flows,” International Journal of Computer Vision, vol.
85, no. 3, pp. 291–306, 2009.
[20] Y. Fu, G. Guo, and T.S. Huang, “Age synthesis and
estimation via faces: A survey,” IEEE Transactions on
Pattern Analysis and Machine Intelligence, vol. 32, no.
11, pp. 1955–1976, Nov 2010.
[21] N. Batool and R. Chellappa, “Modeling and detection of
wrinkles in aging human faces using marked point pro-
cesses,” in Proceedings of the 12th International Con-
ference on Computer Vision - Volume 2, Berlin, Heidel-
berg, 2012, ECCV’12, pp. 178–188, Springer-Verlag.
