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Abstract.
Given an irrational rotation T on T we settle necessary and sufficient conditions
on a step function φ and t ∈ T for the existence of measurable solutions to the
cohomogical equation
exp (2iπφ) = e2ipitf/f◦T.
This yields a characterization of eigenvalues and eigenfunctions for several
transformations arising from irrational rotations and step functions : cylinder
flows, special flows, induced maps...
From there we give constructions of special flows and three-interval exchange
transformations with unusual spectral properties. In both cases we exhibit ex-
amples with Kronecker factors of infinite rank. We also construct three-interval
exchange transformations which are non-trivially conjugate to irrational rota-
tions or to odometers. Similarly there exist special flows over irrational rotations
which are non-trivially conjugate to translations flows on T2 or on solenoids.
Finally, we prove a regularization property which allows us to give similar
examples of special flows with smooth ceiling functions, under natural Diophan-
tine conditions for the rotation.
Re´sume´.
Soit T une rotation irrationnelle de T. Nous e´tablissons des conditions ne´cessaires
et suffisantes sur une fonction en escalier φ et t ∈ T pour que l’e´quation
exp (2iπφ) = e2ipitf/f◦T
admette une solution mesurable.
Ceci donne une caracte´risation des valeurs propres et fonctions propres de
syste`mes dynamiques tels que les e´changes de trois intervalles et certains flots
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spe´ciaux. A` partir de la` nous en donnons diffe´rentes constructions avec des
proprie´te´s tre`s particulie`res. Nous montrons d’abord que ces syste`mes peuvent
admettre un facteur de Kronecker de rang infini. Nous contruisons ensuite des
e´changes de trois intervalles conjugue´s non trivialement a` une rotation irra-
tionnelle ou a` un odome`tre, et des flots spe´ciaux conjugue´s non trivialement a`
un flot de translations sur T2 ou sur un sole´no¨ıde.
Enfin nous montrons une proprie´te´ de re´gularisation qui permet d’obtenir
les meˆmes exemples de flots spe´ciaux avec des fonctions plafond re´gulie`res, sous
des conditions naturelles d’approximation diophantienne.
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Premie`re partie
Pre´sentation ge´ne´rale
1 Introduction.
1.1 L’e´quation de cohomologie.
On note T = R/Z et λ la mesure de Lebesgue sur T. Le point de de´part de
ce travail est une caracte´risation, e´tant donne´ un irrationnel α de T, des triplets
(β, s, t) ∈ [0, 1[ × R × T pour lesquels il existe une fonction mesurable f non
nulle satisfaisant pour presque tout x ∈ T, l’e´galite´
exp (2iπs 1[0,β[(x)) = e
2ipit f(x)
f(x+ α)
(1)
Ce proble`me s’inscrit dans l’e´tude plus ge´ne´rale des e´quations de cohomologie
e2ipiφ = e2ipit
f
f◦T
. (2)
Ici T de´signera toujours la translation de α sur T et φ une fonction re´elle
mesurable sur T. On appelle quasi-cobords les fonctions e2ipiφ cohomologues
a` une constante, c’est-a`-dire pour lesquelles l’e´quation (2) admet des solutions
(f, t) avec f mesurable non nulle et t constante, et lorsque t = 0 on parle de
cobords. Comme T est ergodique, toute fonction f satisfaisant (2) est de module
constant, et par conse´quent il suffit d’e´tudier l’existence de solutions avec des
fonctions f de module 1.
Cette e´quation est l’e´quation aux valeurs propres de l’ope´rateur de L2(T)
de´fini par Vφ(f) = e
2ipiφf◦T . Elle intervient naturellement dans l’e´tude de l’er-
godicite´ et des valeurs propres des extensions de la rotation par un groupe
abe´lien me´trisable compact (cf [1], [25]).
L’e´quation (1) apparaˆıt pour la premie`re fois en the´orie ergodique en 1967
dans [11] (ou [12]), avec s = 12 : il s’agit de montrer que l’extension a` 2 points
associe´e a` 1[0,β[ au dessus d’une rotation irrationnelle d’angle α (de´finie pour
(x, y) ∈ T × Z/2Z par Sβ(x, y) = (Tx, y + 1[0,β[(x) mod 2)) est faiblement
me´langeante (et en particulier ergodique) pour presque tout β.
Une e´tude plus approfondie est faite par W. Veech dans [28] en 1969 : il
e´nonce des conditions ne´cessaires et des conditions suffisantes pour l’existence
d’une solution de l’e´quation (1) lorsque s = 1/2. Il prouve l’ergodicite´ ou la non-
ergodicite´ de Sβ sous des conditions arithme´tiques sur α et β, sans toutefois
donner de condition ne´cessaire et suffisante. Ces re´sultats ont e´te´ e´tendus a`
tout s ∈]0, 1[ par M. Stewart en 1981 ([27]), puis retrouve´s, avec des arguments
plus simples, par K. Merrill en 1985 ([20]) ; elle e´tablit e´galement une condition
suffisante pour l’e´quation (2) lorsque φ est une fonction en escalier avec 3 sauts.
Nous donnons ici une solution comple`te a` ce proble`me. Fixons d’abord
quelques notations :
– Pour un irrationnel α de ]0, 1[, on note (an)n≥1 les quotients partiels et
(pn/qn)n≥0 la suite des re´duites de sa fraction continue (p0 = 0, q0 = 1).
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– Pour tout re´el x, on de´signe par ‖x‖ sa distance a` l’entier le plus proche
[x], et on pose <x>= x− [x]. On notera aussi ⌊x⌋ la partie entie`re et {x}
la partie fractionnaire usuelles de x.
– Pour β ∈ [0, 1[, on note φβ la fonction de T dans R de´finie par
φβ = 1[0,β[ − β.
On a aussi φβ(x) = {x − β} − {x} pour tout x ∈ T, et il est naturel d’e´tendre
la de´finition de φβ a` tout β ∈ R (ou tout β ∈ T), en posant φβ = φ{β}. Il sera
plus commode de travailler avec φβ qu’avec 1[0,β[, ce qui revient a` changer t en
t+ sβ dans l’e´quation.
The´ore`me 1 Soient T la translation par un irrationnel α sur T, s un re´el non
entier, β et t ∈ T. Il existe f une fonction mesurable de module 1 sur T ve´rifiant
λ-presque partout
exp (2iπsφβ) = e
2ipitf/f ◦ T, (3)
si et seulement si β, s et t satisfont les conditions suivantes : il existe une suite
d’entiers (bn) et un entier k
′ tels que
β =
∑
n≥0
bnqnα mod 1 et t = k
′α−
∑
n≥0
[bns]qnα mod 1,
avec ∑
n≥0
|bn|
an+1
<∞ et
∑
n≥0
‖bns‖2 <∞.
Remarque : Il est bien connu (voir [26] par exemple) que tout β ∈ T s’e´crit
de fac¸on unique sous la forme
∑∞
0 bnqnα avec bn ∈ {0, .., an+1} avec bn+1 = 0
lorsque bn = an+1 : on parle alors de de´composition d’Ostrowski. Il est plus
naturel dans notre cas de choisir une de´composition syme´trique (cf [28]) et la
condition
∑ |bn|/an+1 < ∞ garantit l’unicite´ a` un nombre fini de termes pre`s.
L’ensemble des β ve´rifiant la premie`re condition du the´ore`me 1 de´finit un sous-
groupe qu’on notera H1(α). Ce groupe peut aussi se de´finir au moyen d’une
proprie´te´ d’approximation par les rationnels de la forme kn/qn. Notons plus
ge´ne´ralement pour tout γ > 0,
Hγ(α) =
{∑
n≥0
bnqnα mod 1, (bn)n ∈ ZN et
∑
n≥0
(|bn|/an+1)γ < +∞
}
,
et H∞(α) = {
∑
n≥0 bnqnα mod 1, |bn|/an+1 → 0}. Nous montrerons dans
l’appendice la proprie´te´ suivante :
Proposition 1 Soit α un irrationnel. On a pour tout γ > 0
Hγ(α) = {x ∈ T,
∑
n
‖qnx‖γ < +∞}
et
H∞(α) = {x ∈ T, ‖qnx‖ −→
n→∞
0}.
Par abus de langage, nous noterons de la meˆme fac¸on les releve´s de ces groupes
dans R. Pour l’e´quation (1), ou` β est un re´el de [0, 1[ (et non un re´el modulo
1), s e´tant un re´el non entier donne´, il existe une solution si et seulement si
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β et t + sβ satisfont les conditions du the´ore`me 1. Lorsque s = 1/2, ou plus
ge´ne´ralement lorsque s est rationnel, la dernie`re condition signifie que sbn doit
eˆtre entier pour tout n assez grand. On peut alors comple´ter les re´sultats de [27]
et [28] sur les extensions finies associe´es a` l’indicatrice d’un intervalle.
Rappelons que si q est un entier > 1, une fonction mesurable φ a` valeurs
entie`res de´finit une extension a` q points de T sur T × Z/qZ par Tφ,q(x, y) =
(Tx, y + φ(x) mod q), dont l’e´tude spectrale se rame`ne a` celle des ope´rateurs
Vkφ/q pour 0 ≤ k < q. Elle a un spectre purement discret si et seulement si
e2ipiφ/q est un quasi-cobord et elle est ergodique si et seulement si e2ipikφ/q n’est
un cobord pour aucun entier k non multiple de q. De la`, on obtient le corollaire
suivant du the´ore`me 1 :
Corollaire 1 Soient T la translation par un irrationnel α sur T, β ∈ [0, 1[
et q un entier > 1. L’extension a` q points de T de´finie par 1[0,β[ admet un
type spectral discret si et seulement si β ∈ qH1(α) + Z + Zα. Cette extension
est ergodique si et seulement s’il n’existe pas de diviseur d > 1 de q tel que
β ∈ dH1(α).
De fac¸on plus ge´ne´rale, e´tant donne´e une fonction mesurable re´elle φ, le
groupe
Σφ = {s ∈ R, e2ipisφ est un quasi-cobord}
joue un roˆle dans plusieurs questions de the´orie ergodique (voir par exemple
[21] [17], [18]). Il est lie´ au groupe des valeurs propres e(Tφ) du flot cylindrique
de´fini sur T×R par Tφ(x, y) = (Tx, y+ φ(x)) : si s ∈ Σφ, alors les constantes t
correspondantes (de´finies modulo Zα) sont des valeurs propres de Tφ et dans le
cas ou` Tφ est ergodique on obtient ainsi toutes les valeurs propres de Tφ (voir
[17]).
Dans le cas ou` φ = φβ , le the´ore`me 1 donne une caracte´risation du groupe
Σφ : si β /∈ H1(α) il est re´duit aux entiers et, si β =
∑
n≥0 bnqnα ∈ H1(α),
Σφβ =
{
s ∈ R,
∑
n≥0
‖bns‖2 <∞
}
.
C’est un groupe de type H2 au sens de [8]. D’autre part, I. Oren a montre´ dans
[23] l’ergodicite´ du flot cylindrique de`s que β /∈ Zα mod 1 et on obtient alors
aussi une description du groupe e(Tφβ ).
Ceci fournit en particulier des exemples pour lequels e(Tφ) est non de´nom-
brable, permettant ainsi une construction de [18] :
Corollaire 2 Pour tout irrationnnel α a` quotients partiels non borne´s, il existe
des fonctions mesurables re´elles φ pour lesquelles le flot cylindrique Tφ associe´
est ergodique et admet un groupe de valeurs propres non de´nombrable.
Preuve : D’apre`s ce qui pre´ce`de, il suffit de ve´rifier qu’il existe β ∈ H1(α) \Zα
(dans T) tel que Σφβ ne soit pas de´nombrable. Un re´sultat de [24] (voir aussi [8])
montre que le groupe {s ∈ R,∑n ‖bns‖2 <∞} de´fini par une suite d’entiers non
nuls (bn) est non de´nombrable lorsque cette suite satisfait la condition de lacu-
narite´
∑
(bn/bn+1)
2 <∞. Cela reste vrai si les entiers bn sont nuls sauf pour une
sous-suite ve´rifiant cette condition. Quitte a` choisir une sous-suite (nj) tels que
les rapports anj+1+1/anj+1 des quotients partiels soient suffisamment grands, il
est clair qu’on peut choisir des coefficients bnj non nuls avec
∑
(bnj/bnj+1)
2 <∞
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et
∑ |bnj |/anj+1 <∞. En posant β =∑ bnjqnjα, on obtient l’exemple cherche´
(le fait qu’une infinite´ de termes soient non nuls assure que β /∈ Zα). 
Nous e´tendons ensuite le the´ore`me 1 a` toutes les fonctions en escalier. On
peut bien suˆr se ramener au cas d’une fonction φ d’inte´grale nulle. Par cohe´rence
avec le cas de φβ , on notera −s le saut de φ en un point de discontinuite´ β.
The´ore`me 2 Soient T la translation par un irrationnel α sur T et φ une fonc-
tion re´elle en escalier sur T d’inte´grale nulle, de sauts −sj aux points distincts
βj (m ≥ 1, 0 ≤ j ≤ m), et soit t ∈ T.
• On suppose qu’il existe une partition P de {0, ..,m} telle qu’on ait pour
tout J ∈ P et βJ ∈ {βj, j ∈ J} :
(i) la somme
∑
j∈J sj est entie`re,
(ii) pour tout j ∈ J il existe une suite d’entiers (bjn)n telle que
βj = βJ +
∑
n≥0
bjnqnα mod 1
avec
∑
n≥0
|bjn|
an+1
< +∞ et
∑
n≥0
∥∥∥∑
j∈J
bjnsj
∥∥∥2 < +∞ ,
(iii) il existe un entier k′ tel que t = k′α−∑J∈P tJ ou`
tJ = βJ
∑
j∈J
sj +
∑
n≥0
[∑
j∈J
bjnsj
]
qnα mod 1.
Alors il existe une fonction mesurable f de module 1 satisfaisant l’e´quation
e2ipiφ = e2ipit
f
f◦T
·
• Re´ciproquement lorsque∑j∈J sj /∈ Z pour toute partie stricte non vide J
de {0, ..,m}, ces conditions sont ne´cessaires pour que l’e´quation admette
une solution.
Remarque : Ce the´ore`me montre qu’on peut trouver des fonctions en escalier
qui sont des quasi-cobords, mais qui ne se de´composent pas en somme de quasi-
cobords plus simples. Il s’applique en particulier a` toutes les fonctions en escalier
avec 3 sauts, ce qui ame´liore conside´rablement les conditions propose´es par K.
Merrill dans [20].
1.2 Application aux flots spe´ciaux.
Si φ est une fonction mesurable strictement positive sur T, on note τα,φ le
flot spe´cial de fonction plafond φ au dessus de la translation irrationnelle T par
α ([3],[22]). On rappelle qu’on peut le de´finir sur le quotient de T × R par la
relation d’e´quivalence (x, y+φ(x)) ∼ (Tx, y) par : pour tout (x, y) ∈ Dφ et pour
tout t ∈ R,
τ tα,φ(x, y) = (x, y + t).
7
Si on identifie ce quotient au domaine fondamental Dφ = {(x, y) ∈ T× R, 0 ≤
y < φ(x)}, la mesure de Lebesgue restreinte a` Dφ est invariante. On supposera
ici φ inte´grable et donc cette mesure finie.
Tout flot spe´cial τα,φ est topologiquement conjugue´ a` un flot line´aire de T
2
de direction (α, 1), note´ Rα,1, reparame´tre´ par une fonction ϕ > 0 : le champ
de vitesse de ce flot est e´gal en chaque point (x, y) ∈ T2 a` (α/ϕ(x, y), 1/ϕ(x, y))
et la relation entre φ et ϕ est donne´e pour tout x ∈ T par
φ(x) =
∫ 1
0
ϕ(x + αt, t)dt.
Quitte a` faire une homothe´tie de temps, on supposera toujours φ normalise´ de
sorte que
∫
T
φdλ = 1, ce qui permet de comparer les valeurs propres de τα,φ a`
celles du flot de translations non renormalise´.
Comme les orbites du flot reparame´tre´ sont celles du flot line´aire, celui-ci est
toujours minimal et uniquement ergodique. Les proprie´te´s spectrales des flots
spe´ciaux, ou des flots line´aires reparame´tre´s, de´pendent de deux parame`tres,
la re´gularite´ de φ (ou, ce qui revient au meˆme, de ϕ, cf [5]), et les proprie´te´s
d’approximation diophantiennes de α. De fac¸on ge´ne´rale, l’absence de me´lange
pour des fonctions ϕ a` variation borne´e est classique (voir [15]), et le proble`me
du faible me´lange est donc naturel.
Le premier re´sultat sur les valeurs propres est duˆ a` J. Von Neumann ([30]). Il
montre le me´lange faible de ces flots spe´ciaux lorsque φ est absolument continue
par morceaux et la somme de ses sauts est non nulle. Au contraire, lorsque α
est diophantien et ϕ ∈ C∞, le flot Rα,1 reparame´tre´ par ϕ est conjugue´ au flot
line´aire Rα,1 de T
2 et admet donc dans ce cas un spectre purement discret ([16]).
Les e´tudes re´centes de ces syste`mes, dans le cas ou` α est Liouville, montrent leur
diversite´ spectrale : A. Katok et J. Robinson ont donne´ dans [10] des crite`res de
me´lange faible, la ge´ne´ricite´ du me´lange faible a e´te´ e´tablie par B. Fayad dans
[4], l’existence de flots a` spectre mixte avec des fonctions plafond analytiques est
un re´sultat de B. Fayad, A. Katok et A. Windsor ([5]). En ge´ne´ral, le proble`me
de savoir quelles sont les valeurs propres possibles, quelle est la structure des
facteurs Kronecker, ou si un tel flot peut-eˆtre isomorphe a` un flot de rotation
autre que Rα,1 sont des questions anciennes ([30], [16]), qui restent d’actualite´
([10], [5]).
Nous obtenons ici un certain nombre de re´ponses a` ces questions, qui sont
pre´cise´es dans le the´ore`me 3. Avant d’en donner l’e´nonce´, on pre´cise d’abord
quelques notations et les liens avec le the´ore`me 1.
Notons e(τα,φ) le sous-groupe de R des valeurs propres du flot τα,φ. Rap-
pelons qu’un re´el t est une valeur propre du flot s’il existe une fonction mesurable
F non presque partout nulle ve´rifiant, F (τ t
′
α,φx) = e
2ipitt′F (x) presque partout
pour tout t′ re´el, et que pour le flot spe´cial cette condition revient a` une e´quation
de cohomologie ([30], voir [10]) : on a t ∈ e(τα,φ) si et seulement s’il existe une
fonction mesurable f non presque partout nulle satisfaisant
e2ipitφf = f ◦ T.
On s’inte´ressera d’abord au flot spe´cial de fonction plafond φ = 1 + γφβ ,
avec γ > 0, β ∈ R et γ{β} < 1, qu’on notera τα,β,γ . Les valeurs propres de ce
flot sont donc exactement les re´els t pour lesquels l’e´quation (3) avec le triplet
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(β, s, t) ou s = −tγ admet une solution. La construction de tels triplets et des
fonctions f correspondantes fournira plusieurs exemples de flots spe´ciaux τα,β,γ
avec des proprie´te´s particulie`res de leurs valeurs propres et de leur facteur de
Kronecker.
Nous e´tablirons ensuite un re´sultat de re´gularisation (proposition 10, chapitre
8) pour montrer que ces constructions conduisent a` des exemples de flots spe´ciaux
avec des fonctions plafonds lisses. Plus pre´cise´ment nous montrons, sous des
conditions presque optimales d’approximation diophantienne pour α et selon
le de´veloppement d’Ostrowski de β, que φβ est cohomologue a` une fonction de
classe Ck, ou analytique, entrainant alors la conjugaison entre les flots spe´ciaux.
Avec ce dernier re´sultat, le the´ore`me 1 permet de´ja` de retrouver le the´ore`me
2 de [5] avec une hypothe`se plus faible, et de re´pondre au proble`me de l’existence
de spectres mixtes pour des nombres α non Liouville :
Corollaire 3 Pour tout α irrationnel il existe des flots spe´ciaux au dessus de
la rotation d’angle α admettant un groupe cyclique de valeurs propres et donc
un spectre mixte, avec de plus
– Si infq>0 q/(− ln ‖qα‖) = 0, une fonction plafond analytique sur T.
– Si infq>0 q
k+1‖qα‖ = 0, une fonction plafond dans Ck(T).
Preuve : On conside`re le flot τα,β,β−1, avec β > 1. Ses valeurs propres sont les
re´els t pour lesquels l’e´quation e2ipisφβ = e2ipitf/f◦T avec s = −tβ−1 admet des
solutions.
Si t ∈ Zβ et donc s ∈ Z, l’e´quation est trivialement satisfaite par les fonctions
constantes (car sφβ = −sβ mod 1) : ceci montre que Zβ est contenu dans le
groupe des valeurs propres. Pour que le spectre soit mixte, il suffit d’obtenir qu’il
n’y ait pas d’autres valeurs propres (car le flot spe´cial ne peut eˆtre conjugue´ a`
un flot de translations sur T, qui admet une orbite de mesure pleine, cf [5]).
D’apre`s le the´ore`me 1, il n’y a pas de solutions avec s non entier lorsque
β /∈ H1(α), ou bien lorsque β ∈ H1(α) mais que {s,
∑
n ‖bns‖2 < ∞} est
trivial. On re´alise cette dernie`re condition, en choisissant bn = 0 sauf pour une
infinite´ de n pour lesquels bn = 1 et, selon l’hypothe`se, qn/(− ln ‖qnα‖) ou
qk+1n ‖qnα‖ suffisamment petit. Dans chacun des cas, cela permet d’appliquer la
proposition 10, qui donne le re´sultat souhaite´. 
Le the´ore`me suivant rassemble les autres re´sultats d’existence que nous
obtenons pour les flots spe´ciaux :
The´ore`me 3 Soient les proprie´te´s, pour un flot spe´cial τα,φ au dessus de la
translation par un irrationnel α :
(i) τα,φ admet une infinite´ de valeurs propres inde´pendantes.
(ii) τα,φ est conjugue´ a` un flot de translations de T
2, diffe´rent de Rα,1.
(iii) τα,φ est conjugue´ a` un flot de translations sur un sole´no¨ıde.
– (i), (ii) et (iii) sont re´alisables avec φ ∈ Cω(T) pour tout α ve´rifiant
infq>1 |q ln(q)/ ln(‖qα‖)| = 0.
– (i), (ii) et (iii) sont re´alisables avec φ ∈ Ck(T), pour tout α ve´rifiant
infq 6=0 q
k+2‖qα‖ = 0.
– (i) est re´alisable avec τα,β,γ pour un ensemble non de´nombrable dense de
β, pour tout α tel que infq 6=0 q‖qα‖ = 0 et tout γ ∈]0, 1[.
– (ii) et (iii) sont re´alisables avec τα,β,β−1 pour un ensemble non de´nombra-
ble dense de β > 1 pour tout α tel que infq 6=0 q
2‖qα‖ = 0.
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Des constructions re´ciproques permettent de donner des conditions sur les flots
de translations entraˆınant qu’ils soient conjugue´s a` des flots spe´ciaux :
The´ore`me 4 On a les proprie´te´s suivantes :
(i) Tout flot de translationsRs,1 ou` s ve´rifie infq>1 q
k+2‖qs‖ = 0 est mesurable-
ment conjugue´, a` une homothe´thie de temps pre`s, a` un flot spe´cial τα,φ
avec α 6= s et φ ∈ Ck. Si infq 6=0 |q ln(q)/ ln ‖qs‖| = 0, alors Rs,1 est con-
jugue´ a` un flot spe´cial τα,φ avec s 6= α et φ ∈ Cω.
(ii) Tout flot de translations sur un sole´no¨ıde est mesurablement conjugue´, a`
une homothe´thie de temps pre`s, a` un flot spe´cial τα,φ de fonction plafond
analytique.
Remarque : Toutes les constructions des the´ore`mes 3 et 4 fournissent e´galement
des exemples pour les flots Rα,1 reparame´tre´s par une fonction ϕ de meˆme
re´gularite´ que φ (voir [5]).
1.3 Applications aux e´changes de 3 intervalles.
Un e´change d’intervalles est une transformation bijective de l’intervalle [0, 1]
affine par morceaux, et qui pre´serve les longueurs. Ces transformations classiques
ne sont jamais me´langeantes ([9]). L’unique ergodicite´ et le me´lange faible sont
des re´sultats presque suˆrs difficiles et connus depuis longtemps pour le premier
graˆce aux travaux de H. Masur et W. Veech ([29], [19]) mais de´montre´ tre`s
re´cemment pour le second par A. Avila et G. Forni ([2]).
Le cas le plus simple apre`s les e´changes de deux intervalles, qui sont des
translations sur le tore, est celui des e´changes de trois intervalles. Pour ceux-
ci, le me´lange faible presque suˆr est un re´sultat classique ([12]) qui provient
d’une remarque simple : tout e´change de trois intervalles est l’induit d’une
translation irrationnelle sur un intervalle. Dans ce cas, la stricte ergodicite´ est
e´galement connue depuis longtemps (lorsque les discontinuite´s sont rationnelle-
ment inde´pendantes, voir [13]). En revanche la caracte´risation des valeurs pro-
pres et la description du facteur Kronecker en fonction des parame`tres reste
un proble`me ouvert. L’existence de valeurs propres rationnelles dans certains
cas particuliers est une conse´quence de [28] et [27]. Des travaux re´cents de S.
Ferenczi, C. Holton et L. Zamboni ([6]) fournissent des re´ponses partielles a` ce
proble`me, en donnant en particulier des exemples d’e´changes de 3 intervalles non
triviaux conjugue´s a` une rotation irrationnelle du cercle. Ils montrent e´galement
que tout re´el quadratique est une valeur propre d’un e´change de trois intervalles
non trivial.
Inversement n’importe quel induit d’un rotation irrationnelle sur un inter-
valle est aussi un e´change de trois intervalles. C’est sous cette forme que nous
construirons les e´changes de trois intervalles. Pour β ∈]0, 1[, nous noterons Tα,β
la transformation induite par T sur [0, β[, de´finie par
Tα,β(x) = T
n(x)(x) ou` n(x) = min(k > 0, T kx ∈ [0, β[}
pour tout x ∈ [0, β[, la probabilite´ invariante e´tant la mesure de Lebesgue renor-
malise´ qu’on note λβ .
Les valeurs propres de Tα,β sont encore de´termine´es par une e´quation de coho-
mologie (cf. [12], [10]) : notons e(Tα,β) le sous-groupe de T des valeurs propres
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de Tα,β. Il est constitue´ des s de T pour lesquels il existe une fonction mesurable
f non presque partout nulle ve´rifiant
e2ipis 1[0,β[f = f◦T.
Donc le releve´ dans R de e(Tα,β) est l’ensemble des re´els s pour lesquels l’e´qua-
tion (3) avec t = −sβ mod 1 admet une solution.
Nous obtenons a` partir du the´ore`me 1 des re´sultats pour les e´changes de
trois intervalles analogues a` ceux pour les flots spe´ciaux :
The´ore`me 5 On a les proprie´te´s suivantes :
(i) Pour tout α tel que infq 6=0 q‖qα‖ = 0, il existe un ensemble non de´nom-
brable dense de β pour lesquels Tα,β admet une infinite´ de valeurs propres
rationnellement inde´pendantes.
(ii) Pour tout α tel que infq 6=0 q
2‖qα‖ = 0, il existe un ensemble non de´nom-
brable dense de β tels que Tα,β soit conjugue´ a` une rotation irrationnelle
du cercle.
(iii) Pour tout α tel que infq 6=0 q
2‖qα‖ = 0, il existe un ensemble non de´nom-
brable dense de β tels que Tα,β soit conjugue´ a` un odome`tre.
(iv) Toute rotation irrationnelle d’angle s du cercle tel que infq 6=0 q
2‖qs‖ = 0
est conjugue´e a` un e´change de 3 intervalles.
(v) Tout odome`tre est conjugue´ a` un e´change de 3 intervalles.
Remarque : Notons que (ii) est une ge´ne´ralisation du the´ore`me 1 de [6].
1.4 Plan de l’article.
Ce travail est constitue´ de 3 parties et d’un appendice. La premie`re partie
regroupe l’introduction et un chapitre pre´liminaire (chapitre 2) qui pre´sente la
de´marche et les outils de la de´monstration du the´ore`me 1. Nous y discutons aussi
les repre´sentations en tours d’intervalles de la translation irrationnelle lie´es a` la
fraction continue utiles pour les chapitres 3, 4 et 7.
La seconde partie regroupe les chapitres 3 et 4. Le chapitre 3 comple`te la
preuve du the´ore`me 1 en en traitant les points les plus techniques. Le chapitre
4, qui s’appuie sur le pre´ce´dent, est consacre´ au cas des fonctions en escalier
ge´ne´rales et contient la preuve du the´ore`me 2.
Les chapitres 5, 6, 7 et 8 forment la troisie`me partie : ils contiennent les appli-
cations aux valeurs propres des flots spe´ciaux et des e´changes de trois intervalles.
Le chapitre 5 est une approche ge´ne´rale du proble`me qui met en relation ces
deux types de transformations graˆce aux tours de Kakutani. Le chapitre 6 est
consacre´ aux constructions avec une infinite´ de valeurs propres inde´pendantes
(points (i) des the´ore`mes 3 et 5) et le chapitre 7 aux isomorphismes avec des
translations : on y propose d’abord une construction de tours de Kakutani ou`
l’on peut identifier le facteur Kronecker. Nous montrons ensuite les points (ii)
et (iii) des the´ore`mes 3 et 5, ainsi que leurs re´ciproques (the´ore`me 4, points (iv)
et (v) du the´ore`me 5). Le chapitre 8 est constitue´ de la preuve de la proposition
10, qui permet d’achever les preuves des the´ore`mes 3 et 4 par re´gularisation des
fonctions en escalier.
Enfin on trouvera dans l’appendice la preuve de la proposition 1.
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Les parties 2 et 3 peuvent eˆtre lues inde´pendamment l’une de l’autre : les
objets indispensables au chapitre 7 (tours de la translation, approximations des
fonctions de transfert) sont introduits dans le chapitre 2. Dans la partie 3, les
chapitres 6 et 7 sont inde´pendants.
2 Pre´liminaires.
2.1 Des notations et de´finitions
Dans tout l’article, l’irrationnel α est suppose´ donne´ sauf pour les construc-
tions re´ciproques aux chapitres 6 et 7, et T de´signe la translation par α sur T.
Pour la preuve du the´ore`me 1, dans ce chapitre et le suivant, le re´el non entier
s est aussi suppose´ fixe´.
2.1.1 Cocycles. Les quasi-cobords triviaux
Deux fonctions re´elles mesurables φ et ψ sur T sont cohomologues (additive-
ment) s’il existe une fonction re´elle mesurable f telle que φ− ψ = f − f◦T . On
dit que φ est un cobord si elle est cohomologue a` 0 et qu’elle est un quasi-cobord
si elle est cohomologue a` une constante. La fonction f correspondante, unique
a` une constante pre`s, est appele´e fonction de transfert.
On note, pour tout entier n > 0,
φ(n) =
∑
0≤j<n
φ◦T j, φ(−n) = −φ(n)◦T−n, et φ(0) = 0.
On utilisera souvent les relations φ − φ◦T n = φ(n) − φ(n)◦T quel que soit φ, et
φ(n) = f − f◦T n lorsque φ = f − f◦T .
Pour une fonction ϕ = exp2iπφ de module 1 sur T, on adopte les meˆmes
de´finitions et notations, en remplac¸ant l’addition par la multiplication, ou on
parlera de cohomologie modulo 1 pour φ. On a alors ϕ(n) = exp2iπφ(n) pour
tout entier n.
On pose ϕβ = exp 2iπsφβ pour tout β ∈ T (ou R). On rappelle que φβ est
de´finie par φβ = 1[0,{β}[−{β}, avec aussi φβ(x) = {x−β}−{x}. En particulier
φα est un cobord.
Pour tout entier n, on a la proprie´te´ “de cocycle”
φnα+β = φnα + φβ ◦ T−n (4)
et, en notant ω la fonction x 7→ {x} de T dans R, on a aussi
φnα = ω◦T
−n − ω = ωn − ωn ◦ T
avec
ωn = −ω(−n).
Donc φnα est un cobord avec une fonction de transfert ωn affine par morceaux.
Si n ≥ 0, alors ωn =
∑
1≤j<n ω◦T
−j admet n discontinuite´s aux points T j0
pour 1 ≤ j ≤ n, les sauts en chacun de ces points valant −1 ; si n < 0 les points
de discontinuite´ sont les T j0 pour n < j ≤ 0 avec des sauts e´gaux a` +1, et dans
les deux cas ωn est de pente n dans chaque intervalle ou` elle est continue.
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D’apre`s cela, ϕnα est un cobord multiplicatif pour tout entier n, avec la
fonction de transfert e2ipisωn . En multipliant cette fonction par les exponentielles
e2ipimx, on voit qu’elle est aussi cohomologue a` toutes les valeurs propres e2ipimα
de T . En notation additive, quels que soient les entiers m et n,
sφnα = mα+ ωn,m − ωn,m ◦ T mod 1,
avec
ωn,m = sωn +mω.
Pour la suite, on observe que ωn,m est encore une fonction affine par morceaux
de meˆme points de discontinuite´ que ωn, avec des sauts de ∓s selon le signe de
n et la pente ns+m, entre deux sauts.
2.1.2 Fraction continue et de´veloppements d’Ostrowski
Pour le de´veloppement en fraction continue, on identifie α a` un re´el de ]0, 1[.
On notera α0 = α et, pour n ≥ 1,
αn = ‖qnα‖.
On rappelle les proprie´te´s classiques utiles pour la suite (voir [14] par exemple).
La suite (αn) est strictement de´croissante. Pour les premiers termes, q0 = 1,
p0 = 0, q1 = a1, p1 = 1 et, pour n ≥ 1,
qn+1 = an+1qn + qn−1, pn+1 = an+1pn + pn−1,
pnqn−1 − pn−1qn = (−1)n, <qnα>= qnα− pn = (−1)nαn,
αn−1 = an+1αn + αn+1, qnαn−1 + qn−1αn = 1
et
‖qα‖ ≥ αn−1 lorsque 0 < |q| < qn. (5)
Dans le cas ou` la suite des quotients partiels est non borne´e, on utilisera fre´-
quemment les e´quivalences, le long d’une suite d’indices n tels que an+1 → +∞ :
qnαn ∼ 1
an+1
et αn−1 ∼ 1
qn
,
avec dans tous les cas 12 < qnαn−1 < 1 et
1
2αn−1 < an+1αn < αn−1.
En particulier pour un de´veloppement β =
∑
n≥0 bnqnα mod 1, la condition∑
n≥0 |bn|/an+1 <∞ (soit β ∈ H1(α)) e´quivaut a`
∑
n≥0 |bn|qnαn <∞.
Pour un re´el β non modulo 1, un tel de´veloppement d’Ostrowski syme´trique
s’e´crit
β = k1α− l1 +
∑
n≥1
bn<qnα>,
avec k1, l1 et les bn entiers, et on note pour tout n ≥ 1
βn = knα− ln = k1α− l1 +
∑
1≤j<n
bj<qjα>,
ou` kn = k1+
∑
1≤j<n bjqj et de meˆme pour ln. On utilisera ces de´veloppements
uniquement dans le cas ou` β ∈ H∞(α), c’est-a`-dire bn/an+1 → 0. On a alors
clairement kn = o(qn) et β − βn = o(αn−1), et plus pre´cise´ment :
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Lemme 1 Avec les notations ci-dessus, soient n ≥ 1 et ε > 0. Si |bj |/aj+1 ≤ ε
pour tout j ≥ n, alors
|β − βn| < 2εαn−1.
En supposant de plus |kn| < qn et ε < 12 , si β ∈ Z alors kn et tous les bj pour
j ≥ n sont nuls.
Preuve : L’ine´galite´ re´sulte de∑
j≥n
|bj |αj ≤ ε
∑
j≥n
aj+1αj = ε
∑
j≥n
(αj−1 − αj+1) = ε(αn−1 + αn).
Maintenant, si |kn| < qn, ε < 12 et β ∈ Z, on a ‖knα‖ = ‖βn − β‖ < αn−1 donc
ne´cessairement kn = 0 d’apre`s (5). On a alors aussi |kn+1| = |bn|qn < qn+1 donc
kn+1 = bn = 0 et, par une re´currence imme´diate, bj = 0 pour tout j ≥ n. 
Ce lemme montre l’unicite´ du de´veloppement β = knα− ln+
∑
j≥n bn<qnα>
de`s que |kn| < qn/2 et |bj | ≤ aj+1/4 pour j ≥ n. En particulier β ∈ Zα + Z si
et seulement les bj sont nuls sauf pour un nombre fini.
Ainsi tout re´el β de H∞(α) admet de bonnes approximations βn = knα
mod 1 avec kn = o(qn). Re´ciproquement, on obtient β ∈ H∞(α) sous une
condition plus faible :
Lemme 2 Soit β un re´el. Si pour tout n ≥ 1 il existe un entier kn = o(qn+1)
tel que ‖β − knα‖ = o(αn−1), alors β ∈ H∞(α).
Preuve : On utilise la proposition 1. Sous les conditions donne´es ‖qnβ‖ ≤
‖qnknα‖+ qn‖β − knα‖ ≤ |kn|‖qnα‖+ o(qnαn−1) = o(qn+1αn) + o(qnαn−1), et
cette quantite´ tend vers 0. 
2.1.3 Tours de la translation
Soit B un bore´lien de T ; on appelle tour de base B une suite (T jB)0≤j<h
d’images successives de B deux-a`-deux disjointes. La hauteur de la tour est h et
les T jB sont les e´tages de la tour. Par abus de langage on appelera aussi tour
la re´union des e´tages.
Il est bien connu que le de´veloppement de α en fraction continue de´finit
par induction, a` chaque ordre n ≥ 1, une partition de T en deux tours de la
translation, forme´es d’intervalles. En fait, si Bn est un intervalle quelconque de
longueur αn−1, les T
jBn pour 0 ≤ j < qn sont deux-a`-deux disjoints d’apre`s
(5) et forment donc une premie`re tour de hauteur qn et de mesure qnαn−1 >
1
2 ,
qu’on appellera tour majeure d’ordre n. Pour la meˆme raison, pour tout x ∈
T, la suite (T jx)0≤j<qn ne contient aucun point entre T
jx et T j+qn−qn−1x =
T jx + (−1)n(αn + αn−1) lorsque 0 ≤ j < qn−1 ; si par exemple n est pair et
Bn = [xn, xn + αn−1[, on voit ainsi que le comple´mentaire de la tour majeure
est la re´union des intervalles T j[xn+αn−1, xn+αn−1+αn[ pour 0 ≤ j < qn−1,
qui forment une tour mineure de hauteur qn−1 et de mesure qn−1αn <
1
2 .
Enfin, nous introduisons deux notations qui serviront surtout a` majorer les
variations de fonctions sur les e´tages des tours :
– Si f est une fonction mesurable sur T et B un bore´lien de T de mesure
non nulle, on appelle variation moyenne de f sur B la quantite´
VB(f) =
1
λ(B)2
∫∫
B2
|f(x)− f(y)|dxdy .
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– Nous utilisons les notations habituelles o et O. On notera
g(x) = O1(f(x))
lorsque |g(x)| ≤ |f(x)| pour tout x et de meˆme pour des suites.
2.2 Outils et sche´ma de la preuve du the´ore`me 1.
Nous pre´sentons ici un plan de´taille´ de la de´monstration du the´ore`me 1,
avec les principaux arguments. L’irrationnel α et le re´el non entier s e´tant fixe´s,
nous discutons les conditions sur un couple (β, t) de re´els modulo 1 pour que
l’e´quation (3), ϕβ = e
2ipitf/f◦T , admette une solution.
2.2.1 Principe – approximations de β et t.
La de´monstration sera base´e sur l’e´tude de la convergence des solutions ap-
proche´es fournies par les fonctions de transfert “triviales” obtenues pour par les
approximations de β et t dans Zα, selon le paragraphe 2.1.1.
Pour montrer que les conditions du the´ore`me suffisent, c’est la me´thode de
K. Merrill, qui montre que ϕβ est un quasi-cobord sous une hypothe`se tre`s
voisine mais plus forte : dans [20], on trouve la condition
∑ ‖bns‖ <∞ au lieu
de
∑ ‖bns‖2 <∞. Nous aurons surtout a` pre´ciser exactement les conditions de
la convergence.
Dans l’autre sens, on montrera que les solutions approche´es doivent con-
verger vers f , a` un choix de constantes pre`s, et on est ramene´ au proble`me de
caracte´riser cette convergence. Mais il sera plus simple de savoir d’abord que β
et t sont bien approche´s par Zα, c’est-a`-dire β, t ∈ H∞(α).
Le fait que β doit appartenir a` H∞(α) est connu depuis W. Veech [28]
et M. Stewart [27] qui montrent aussi que ses coefficients bn doivent satisfaire
‖bns‖ → 0 – et ce sont les seules conditions ne´cessaires de´ja` connues. Ils utilisent
une me´thode diffe´rente, base´e sur les temps de rigidite´ de T : lorsque ϕ =
e2ipitf/f◦T , on a ϕ(n) = e2ipintf/f◦T n pour tout n et e−2ipintϕ(n) doit tendre
vers 1 en mesure lorsque n tend vers l’infini avec ‖nα‖ → 0, donc on obtient des
conditions sur la re´partition des ϕ(n) (c’est aussi l’utilisation de la re´ciproque
qui conduit aux crite`res suffisants e´tablis dans [28] et [27]).
Nous avons besoin de cette proprie´te´ uniquement lorsque n est un de´nomi-
nateur de la fraction continue de α, a` savoir : si ϕβ est cohomologue a` e
2ipit, on
doit avoir
e−2ipiqnt
∫
T
ϕ
(qn)
β dλ→ 1, (6)
ou de fac¸on e´quivalente sφ
(qn)
β − qnt→ 0 mod 1 en mesure.
On a φ
(qn)
β (x) =
∑
0≤j<qn
1[0,{β}[)(x) − qnβ : c’est l’e´cart a` la moyenne du
nombre de passages de (x + jα)0≤j<qn dans [0, {β}[ et il est connu que, pour
un de´nominateur qn, on obtient au plus 3 valeurs. Ces valeurs sont de la forme
j − qnβ avec des entiers j conse´cutifs car les sauts de φ(qn)β valent ±1. Lorsque
s ∈ 12Z, la condition (6) implique qu’il existe jn tel que φ
(qn)
β − (jn− qnβ) tende
vers 0 en mesure ; comme
∫
T
φ
(qn)
β dλ = 0, on doit avoir jn − qnβ → 0 d’ou`
‖qnβ‖ → 0 et de plus sφ(qn)β → 0 en mesure, donc aussi ‖qnt‖ → 0.
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Nous discuterons plus pre´cise´ment la re´partition de φ
(qn)
β et les cas restants
au § 2.3.3. Pour la suite de ce paragraphe, on suppose que β et t appartiennent
a` H∞(α). On note les de´veloppements d’Ostrowski syme´triques de β et t dans
T et leurs approximations dans Zα comme au § 2.1.2 :
β =
∑
j≥0
bnqnα, t =
∞∑
0
b′nqnα, (7)
et
βn = knα =
∑
0≤j<n
bjqjα, tn = k
′
nα =
n−1∑
0
b′jqjα
pour n ≥ 1, les bn et les b′n e´tant des entiers ve´rifiant bn/an+1 → 0, b′n/an+1 → 0.
On rappelle les estimations{
kn = o(qn), β − βn = o(αn−1),
k′n = o(qn), et t− tn = o(αn−1).
2.2.2 Description de la suite des fonctions de transfert.
Pour tout n ≥ 1, sφβn = φknα est cohomologue a` tn = k′nα modulo 1. On
de´crit ici la suite des fonctions de transfert, de´finies a` une constante pre`s, en
vue d’e´tudier leur convergence. On pose
f˜n = ωkn,k′n + cn, fn = exp 2iπf˜n
ou` ωkn,k′n est la fonction affine par morceaux de´finie au § 2.1.1 et cn est une
constante qu’on choisira ensuite selon les besoins ; alors
sφβn = tn + f˜n − f˜n ◦ T mod 1. (8)
On pose aussi
θ˜n = f˜n+1 − f˜n et θn = fn+1/fn = exp 2iπθ˜n.
Comme tn+1 − tn = b′nqnα et φβn+1 − φβn = φbnqnα◦T−kn d’apre`s (4),
sφbnqnα ◦ T−kn = b′nqnα+ θ˜n − θ˜n ◦ T mod 1 (9)
et θ˜n est e´gal a` ωbnqn,b′nqn ◦ T−kn a` une constante pre`s.
On suppose n assez grand pour que bn et b
′
n soient petits devant an+1 ; alors
‖bnqnα‖ = |bn|αn est petit devant αn−1. Pour de´crire le comportement de f˜n
et θ˜n, on doit distinguer plusieurs cas, selon les signes de kn et bn, et selon la
parite´ de n. On suppose d’abord ici kn ≥ 0, bn ≥ 0 et n pair.
Alors les discontinuite´s de f˜n et θ˜n sont situe´es aux points (T
j0)1≤j≤kn et
(T jβn)1≤j≤bnqn respectivement ; ces points se repre´sentent bien dans la tour
majeure
Tn =
(
T−j[βn, βn + αn−1[
)
0≤j<qn
,
de base Bn = T
−qn+1[βn, βn + αn−1[, qu’on appellera simplement dans la suite
la tour majeure d’ordre n. Plus pre´cise´ment, les discontinuite´s de f˜n se trouvent
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Fig. 1 – Tour majeure d’ordre n, partie principale.
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βn + αn−1βn+1
T qn
Tβn
In
discontinuite´s
de fn
de θn
a` une extre´mite´ des derniers e´tages et celles de θ˜n, qu’on peut aussi e´crire
T−j(βn + kαn) avec 1 ≤ k < bn et 0 ≤ j < qn, se trouvent dans la sous-tour
In =
(
T−j[βn, βn+1]
)
0≤j<qn
(10)
de base In = T
−qn+1[βn, βn+1] et de mesure bnqnαn convergeant vers 0.
La sous-tour comple´mentaire T ′n = (T jB′n)0≤j<qn de base B′n = Bn \ In sera
appele´e la tour principale d’ordre n. On a repre´sente´ figure 1 la tour majeure
avec les deux sous-tours et les points de discontinuite´ de f˜n et θ˜n.
On obtient les proprie´te´s suivantes :
(i) Sur chaque e´tage T jBn de Tn (0 ≤ j < qn), la fonction f˜n est affine de
pente kns+ k
′
n, donc sa variation y est petite :
VT jBn(f˜n) ≤ |kns+ k′n|αn−1 < |kns+ k′n|/qn → 0. (11)
(ii) Sur chaque e´tage T jB′n de T ′n (0 ≤ j < qn), la fonction θ˜n est affine
de pente (bns + b
′
n)qn, et sa variation est de l’ordre de |bns + b′n| (car
1
2 < qnαn−1 < 1).
(iii) Hors de [βn, βn+1[, on a φbnqnα ◦ T−kn = −{bnqnα} donc θ˜n ◦ T − θ˜n =
(bns+ b
′
n)qnα mod 1 d’apre`s (9). En ite´rant, pour tout point x ∈ Bn,
‖θ˜n ◦ T j(x) − θ˜n(x)‖ ≤ |bns+ b′n|qnαn pour 0 ≤ j < qn. (12)
Comme qnαn est de l’ordre de 1/an+1, cette dernie`re ine´galite´ signifie que θ˜n
est presque invariante par T sur Tn.
Pour les autres cas (kn < 0, bn < 0 ou n impair), on pre´cisera au § 2.3.2 les
modifications a` apporter pour obtenir les meˆmes proprie´te´s.
2.2.3 Pourquoi les conditions du the´ore`me 1 suffisent-elles ?
On suppose que β et t satisfont les conditions du the´ore`me 1, c’est-a`-dire∑
n |bn|qnαn < ∞, les coefficients du de´veloppement de t ve´rifient b′n = −[bns]
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pour n assez grand et ∑
n≥0
(bns+ b
′
n)
2 <∞.
Pour montrer que l’e´quation (3) admet une solution, il suffit de montrer que la
suite des fonctions fn = exp 2iπf˜n admet une valeur d’adhe´rence faible f non
nulle dans L2(T) (par exemple). En effet, comme φβn converge ponctuellement
vers φβ , sauf peut-eˆtre en β, et que tn converge vers t, on ve´rifie imme´diatement
d’apre`s (8) qu’alors f satisfait l’e´galite´ ϕβ f◦T = e
2ipitf , et l’ergodicite´ de T
assure que f est de module constant, non nul puisque f est suppose´e non nulle.
Avec l’hypothe`se plus forte de K. Merrill ([20]), avec toujours
∑
n |bn|qnαn <
∞ mais ∑n |bns+ b′n| <∞, on obtient la convergence de la se´rie∑ ‖1− θn‖1,
donc la convergence de (fn) dans L
1(T), moyennant un choix des constantes cn.
On peut se restreindre a` la sous-suite des indices pour lesquels θ˜n est non nulle,
c’est-a`-dire bn 6= 0 ou b′n 6= 0. Avec la premie`re hypothe`se, la somme des mesures
des tours mineures correspondantes est finie et on a aussi
∑
n λ(In) <∞, donc
il suffit d’estimer l’inte´grale de |1− θn| sur la tour principale. En choisissant les
constantes cn de fac¸on que θ˜n s’annule en un point de B
′
n, on a |θ˜n| ≤ |bns+ b′n|
sur B′n d’apre`s la proprie´te´ (ii) et ‖θ˜n‖ ≤ |bns+ b′n|(1 + qnαn)d’apre`s (12) sur
T ′n. on obtient graˆce a` la seconde condition la convergence annonce´e.
Dans notre cas, il faut eˆtre plus pre´cis et on montrera seulement qu’il existe
une fonction g ∈ L2(T) telle que lim | ∫
T
gfndλ| > 0, pour prouver que (fn) ad-
met une valeur d’adhe´rence faible non nulle. On peut toujours ne´gliger l’inte´grale
sur le comple´mentaire de la tour principale, qui reste de masse sommable. Sur la
tour principale, on a une proprie´te´ d’inde´pendance asymptotique de fn et θn, du
fait que fn est pratiquement constante sur les e´tages et que θn est presque invari-
ante par T . Plus pre´cise´ment, on montrera que si g est une fonction constante
sur les e´tages de Tn l’inte´grale de fn+1 est proche du produit des inte´grales de
fn et θn. Il s’ensuit que la condition lim |
∫
fndλ| > 0 est ve´rifie´e de`s que le
produit
∏
1
λ(B′n)
| ∫B′n θndλ| est non nul. Comme d’apre`s (12), l’e´cart des valeurs
de θn entre les e´tages de la tour d’ordre n est encore sommable et il suffit donc
de montrer la convergence de la se´rie 1− 1λ(B′n) |
∫
B′n
θndλ|. Le calcul sur B′n est
parfaitement explicite, et la valeur trouve´e est bien de l’ordre de (bns+ b
′
n)
2 qui
est suppose´e sommable.
2.2.4 Pourquoi ces conditions sont-elles ne´cessaires ?
Il s’agit maintenant de comprendre pourquoi les conditions sont e´galement
ne´cessaires. On suppose donc l’existence d’une solution a` l’e´quation (3), et on
note ϕβ = exp 2iπsφβ. On a de´ja vu au de´but du chapitre que ne´cessairement β
et t se de´composent sous la forme (7), et on peut donc reprendre les notations
et hypothe`ses du paragraphe 2.2.2.
Pour tout n, l’e´quation de cohomologie pour f et pour fn donne en dehors de
l’intervalle [βn, β[ l’e´galite´
(f˜n − f˜) ◦ T = (f˜n − f˜) + (tn − t)− s(β − βn) mod 1.
De fac¸on analogue au paragraphe 2.2.2, on peut donc affirmer que :
– En dehors de l’ensemble ∪qn−10 T−j[βn, β[, qui est de mesure petite (car
(βn−β) est ne´gligeable devant αn−1), si fn est proche de f sur la base de
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la tour majeure d’ordre n, alors elle approche f sur n’importe quel autre
e´tage a` 2πqn(‖t− tn‖+ |s|‖β − βn‖) pre`s qui reste ne´gligeable.
– (f˜ − f˜n) est pratiquement constante sur les e´tages de la tour majeure
d’ordre n repre´sente´e figure 1.
Ces proprie´te´s permettent de montrer que f est la limite forte L2 de la suite
des fonctions (fn) ( voir proposition 2).
Il reste enfin a` estimer le comportement de la suite (θn). Comme la suite (fn)
converge dans L2, il est ne´cessaire que ‖1−θn‖2 soit petite. Par suite, comme sa
pente est constante sur les e´tages de la tour principale, et que sa valeur moyenne
est a` peu pre`s la meˆme sur chaque e´tage (par (12)), on en de´duit que sa variation
totale sur un e´tage doit eˆtre petite : ceci signifie que (sbn + b
′
n)qnαn−1 → 0, et
on retrouve la seconde condition obtenue par Veech et Stewart, |sbn + b′n| =
‖sbn‖ → 0 ([28], [27]).
Reprenons maintenant la figure 1 : les discontinuite´s de θn sont re´gulie`rement
re´parties dans In, et les sauts y sont de taille constante −s. Pour que le produit
des θn converge, il est ne´cessaire que les sauts ne se propagent pas : autrement dit
il faut que λ( lim In) = 0. Comme les ensembles In sont a` peu pre`s inde´pendants,
on obtient comme condition ne´cessaire la convergence de la se´rie (bnqnαn).
Enfin, la dernie`re condition provient comme pre´ce´demment de l’“inde´pendance”
entre fn et θn, qui permet d’affirmer que, comme lim |
∫
T
fndλ| > 0, et que
fn+1 = fnθn, on a encore
∏ | ∫
T
θndλ| > 0. On obtient que la se´rie (1−|
∫
T
θndλ|)
converge, d’ou` la dernie`re condition ne´cessaire
∑ |sbn + b′n|2 <∞.
2.3 Les tours de la rotation
Nous pre´cisons dans ce paragraphe la construction des tours qui intervien-
nent tout au long de notre travail. Les choix des tours repre´sente´es plus loin
varient selon les valeurs de n et de la suite (kn) : il ne s’agit que d’unifier les
discussions lors de la preuve du the´ore`me 1. Par confort, le lecteur pourra se
restreindre a` l’une des repre´sentations donne´es ci-apre`s (on pourra par exemple
supposer n pair, bn et kn positifs).
2.3.1 Repre´sentation sur T× Z
Nous rappelons brie`vement les e´le´ments ne´cessaires a` la suite, pour une de-
scription plus de´taille´e, nous re´fe´rons a` [7]. On de´finit sur T × Z la relation
d’e´quivalence (Tx, n) ∼ (x, n + 1) ; alors T est isomorphe a` l’espace quotient
T×Z/ ∼. Ceci revient a` identifier la rotation de α sur T avec, ou bien la trans-
lation verticale de (0, 1), ou bien la translation horizontale de (α, 0) dans T×Z.
On choisit maintenant des domaines fondamentaux lie´s a` la fraction continue de
α de la fac¸on suivante : pour tout n et pour tout x ∈ T, la partition de´termine´e
par les points (T−jx)0<j≤qn se de´compose en deux tours d’intervalles : on lui
associera l’un ou l’autre des domaines fondamentaux repre´sente´s pour n pair
sur la figure 2. Ils peuvent s’e´crire, aux translations par (α,−1) pre`s, sous la
forme :
[x, T−qn−1x[×{−qn+1, .., 0}∪ [T−qn−1x, T−qn−1+qnx[×{−qn+1, ..,−qn+ qn−1}
(cas 1),
]T qn−1x, x]× {−qn + 1, .., 0}∪]T−qn+qn−1x, T qn−1x[×{−qn−1 + 1, .., 0} (cas 2).
Remarquons que le cas 2 s’obtient a` partir du cas 1 en remplac¸ant T par T−1.
Nous adopterons pour la suite les terminologies suivantes :
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Fig. 2 – Domaines fondamentaux d’ordre n.
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T qn−1x
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– La tour majeure associe´e au domaine fondamental d’ordre n : c’est la tour
de hauteur qn et de base Bn e´gale a` T
−qn+1[0, T−qn−10[ dans le cas 1. Dans
le cas 2, nous appellerons encore base l’intervalle Bn de´fini par ]T
qn−10, 0]
(qui est bien la base de la tour majeure pour la transformation T−1).
– La tour mineure associe´e au domaine fondamental d’ordre n est la tour
de hauteur qn−1 et de base B
0
n e´gale a` T
−qn+1[T−qn−10, T−qn−1+qn0[ dans
le cas 1 et ]T qn−1−qn0, T qn−10] dans le cas 2 (selon les meˆmes conventions
que ci-dessus).
On notera que les bases des tours mineure et majeure sont deux intervalles
admettant une extre´mite´ commune.
2.3.2 Une suite de domaines fondamentaux privile´gie´e.
Soit β ∈ T. On suppose que ‖βqn‖ → 0 et on reprend les notations (7) pour
β. On choisit une suite de domaines fondamentaux qu’on note (Dn(β)) et qui
ve´rifie les conditions suivantes :
– Dn(β) est un des domaines fondamentaux associe´ a` la partition de´termine´e
par les points (T j0)kn≤j<qn+kn si kn < 0 et (T
j0)kn−qn<j≤kn sinon.
– Dn(β) est repre´sente´ selon le cas 1 de la figure 2 si<αqn >< β−knα >≥ 0
et selon le cas 2 sinon.
Nous obtenons pour Dn(β) l’un des cas de la figure 3. On remarquera aise´ment
que la suite des partitions associe´e a` (Dn(β)) se raffine, et bien sur qu’elle
engendre la tribu bore´lienne. Enfin, pour tout n suffisamment grand (de sorte
que |bn| < an+1/2 par exemple), lorsque kn 6= kn+1, ‖knα−kn+1α‖ est infe´rieur
a` αn−1, et <β − knα> et <kn+1α − knα> sont de meˆme signe. On en de´duit
que les points knα, kn+1α et β sont toujours sur le meˆme e´tage, soit le premier
soit le dernier, de la tour majeure d’ordre n. Nous retrouverons ces domaines
fondamentaux dans les preuves des the´ore`mes 1 et 2.
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Fig. 3 – Repre´sentation de Dn(β) (cas n pair).
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2.3.3 ‖βqn‖ dans un domaine fondamental d’ordre n.
Soit β dans T. Pour tout n, ce point admet un unique repre´sentant (encore
appele´ β) dans le domaine fondamental Dn(0). Ses coordonne´es (xn, jn) dans
Dn(0) satisfont β = jnα+ (−1)nxn (cf figure 4). Notons e´galement que
βqn = jnαqn + (−1)nxnqn = (−1)n(jnαn + qnxn).
On s’inte´resse maintenant a` la distribution de φ
(qn)
β dans T : φ
(qn)
β posse`de 2qn
discontinuite´s (T−j0)0≤j<qn et (T
−jβ)0≤j<qn , qui se repre´sentent facilement
dans Dn(0).
Comme les e´tages de Dn(0) sont des intervalles, φ(qn)β est constante sur les
segments des e´tages de Dn(0) sans discontinuite´, et constante sur les trans-
late´s de ces segments de`s qu’ils ne contiennent pas [T−qnβ, β[ ni [T−qn0, 0[ (car
φ
(qn)
β ◦T = φ
(qn)
β + φβ◦T
qn − φβ). En remarquant enfin que les sauts de φβ sont
constants et valent ±1, on constate que φ(qn)β ne prend que 2 ou 3 valeurs qui
se re´partissent selon les domaines repre´sente´s sur la figure 4 (cas n pair). Soit
En = {φ(qn)β 6= φ(qn)β (β)} (l’ensemble hachure´e en gris sur la figure 4). La condi-
tion (6) montre que les seules valeurs d’adhe´rence possibles de λ(En) sont 0 ou
1.
Posons An l’ensemble de Dn(0) des β tels que xn ≤ 0, alors ‖βqn‖ et λ(En) sont
lie´s par les remarques suivantes :
Lorsque β /∈ An, φ(qn) n’a que 2 valeurs et λ(En) = αnjn+xnqn = (−1)nβqn mod 1
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Fig. 4 – Re´partition de φ
(qn)
β dans Dn(0).
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ce qui donne
‖βqn‖ = min(λ(En), 1− λ(En)).
Lorsque β ∈ An, on a λ(En) = −xn(qn − jn) + (αn + xn)jn. ALors on voit
aise´ment que |(−1)nβqn| = |xn(qn− jn)+(αn+xn)jn| ≤ λ(En). D’autre part, a`
l’aide de la repre´sentation ge´ome´trique des 2 quantite´s, on ve´rifie facilement que
λ(En) − | < βqn > | = 2min(−xn(qn − jn), jn(αn + xn) ≤ 2(αnqn − λ(En)) ≤
2(1− λ(En)). On obtient donc
3λ(En)− 2 ≤ |{βqn}| ≤ λ(En).
Par conse´quent, comme (min(λ(En), 1− λ(En))) converge vers 0, on en de´duit
aussi que (‖βqn‖) converge vers 0.
2.4 Quelques relations utiles
Nous aurons besoin, pour la preuve du the´ore`me 1, d’exprimer la fonction
de transfert solution de l’e´quation (3) comme limite forte dans L2 d’une suite
de fonctions de transfert bien approche´es par leurs projections sur des suites
de tours associe´es a` la rotation. Ce paragraphe a pour objectif d’e´tablir des
conditions suffisantes sur une suite de fonctions de transfert pour qu’elle admette
une limite forte L2. Les conditions obtenues ne sont pas spe´cifiques aux rotations
irrationnelles, et on pourra remarquer que tous les re´sultats e´nonce´s ici sont
valables pour n’importe quelle transformation T de T, bijective, bimesurable et
pre´servant λ.
On suppose dans les lemmes qui suivent que ϕ est une fonction de module 1.
S’il existe θ de module 1 et δ solutions de l’e´quation
θ◦T
θ
= eiδϕ, alors pour
tout ensemble mesurable B on peut e´crire∫
T jB
θdλ =
∫
B
θdλ +O1 (δjλ(B)) +O1
(
2λ({ϕ(j) 6= 1} ∩B)
)
. (13)
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Lemme 3 Supposons θ et δ solutions de l’e´quation pre´ce´dente. Soit (T jB)0≤j<h
une tour telle que ϕ = 1 sur T = ∪0≤j<hT jB. Pour toute fonction g de module
infe´rieur a` 1, constante sur chacun des e´tages de la tour et pour toute fonction
f de module 1, on a
∫
T
gfθdλ =
1
λ(B)
∫
T
gfdλ
∫
B
θdλ + λ(T )O1
 1
h
∑
0≤j<h
VT jB(f) +
δ
λ(B)
 . (14)
Preuve : On commence par de´composer le terme de gauche sur les e´tages :∫
T
gfθdλ =
∑
0≤j<h
∫
T jB
gfθdλ
=
∑
0≤j<h
∫
T jB
gθdλ
1
λ(B)
∫
T jB
fdλ+
∑
0≤j<h
∫
T jB
gθ
(
f − 1
λ(B)
∫
T jB
fdλ
)
dλ.
Pour tout 0 ≤ j < h, comme g est constante sur T jB et que ϕ(j) = 1 sur B, on
obtient en utilisant (13) que :∫
T jB
gθdλ
1
λ(B)
∫
T jB
fdλ =
1
λ(B)
∫
T jB
gfdλ
∫
T jB
θdλ
=
∫
T jB
gfdλ
(
1
λ(B)
∫
B
θdλ+O1(δh)
)
.
D’autre part on a aussi, en remarquant que |θg| ≤ 1,∣∣∣∣∫
T jB
gθ
(
f − 1
λ(B)
∫
T jB
fdλ
)
dλ
∣∣∣∣ ≤ VT jB(f)λ(B) = λ(T )h VT jB(f).
Comme |fg| ≤ 1, on obtient par sommation l’e´galite´ annonce´e. 
Lemme 4 Soit (T jB)0≤j<h une tour, on a pour tout entier k l’ine´galite´ :
λ(B ∩ {ϕ(k) 6= 1}) ≤
[ |k|
h
+ 1
]
λ({ϕ 6= 1}). (15)
Preuve : Prenons k > 0 par exemple. Il suffit de remarquer que {ϕ(k) 6= 1} ⊂
∪0≤j<k{ϕ◦T j 6= 1}, en posant A = {ϕ 6= 1} il vient alors naturellement :
λ(B ∩ {ϕ(k) 6= 1}) ≤
∑
0≤j<k
λ(B ∩ T−jA) ≤
∑
0≤j<k
λ(T jB ∩A)
≤
∑
0≤i<k/h
∑
0≤j<h
λ(T ih+jB ∩A)
≤
∑
0≤i<k/h
λ(T ih(∪0≤j<hT jB) ∩A) ≤
[
k
h
+ 1
]
λ(A).

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Lemme 5 Pour tout entier n on suppose qu’il existe deux fonctions de module
1, fn et γn, et un re´el xn ve´rifiant
fn◦T = fne
ixnγn .
Si on peut trouver (T jBn)0≤j<hn une suite de tours et N un entier inde´pendant
de n de sorte qu’on ait :
(i) λ(∪0≤j<NhnT jBn) −→
n→∞
1,
(ii) xnhn −→
n→∞
0,
(iii) λ(γn 6= 1)hn −→
n→∞
0,
(iv) VBn(fn) −→
n→∞
0.
Alors, il existe une suite (cn) de constantes de module 1 telles que ‖cnfn −
1‖2 −→
n→∞
0.
Preuve : Soit n ∈ N et cn une constante de module 1, on a l’ine´galite´∫
T
|1− cnfn|2dλ ≤
∑
0≤j<Nhn
∫
T jBn
|1− cnfn|2dλ + 4
(
1− λ(∪0≤j<NhnT jBn)
)
.
En remarquant que |fncn− 1|2 = 2− fncn− fncn, et que fn est une fonction de
transfert associe´e a` γn et −xn, on obtient a` l’aide de (13), pour tout 0 ≤ j <
Nhn :∫
T jBn
|1− cnfn|2dλ ≤
∫
Bn
|1− cnfn|2dλ+ 2|xn|jλ(Bn) + 4λ
(
Bn ∩ {γ(j)n 6= 1}
)
≤
∫
Bn
|1− cnfn|2dλ+ 2N |xn|+ 4Nλ({γn 6= 1}) par (15).
D’autre part on a
VBn(fn) =
1
λ(Bn)
∫
Bn
(
1
λ(Bn)
∫
Bn
|fn(x)− fn(y)|dx
)
dy .
On peut trouver yn tel que si cn = fn(yn), on ait
1
λ(Bn)
∫
Bn
|fn − cn|dλ ≤
VBn(fn). Par conse´quent, pour une constante cn ainsi choisie on obtient∫
Bn
|1 − cnfn|2dλ ≤ 2λ(Bn)VBn(fn) ,
et en sommant dans les ine´galite´s pre´ce´dentes il vient∫
T
|1− cnfn|2dλ ≤ 2NVBn(fn) + 2N2hn|xn|+ 4N2hnλ({γn 6= 1})
+ 4(1− λ(∪0NhnT jBn)).
Pour une telle suite (cn), les hypothe`ses du lemme permettent donc clairement
d’assurer la convergence forte dans L2 de (cnfn) vers 1. 
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Lemme 6 Soit (T jBn)0≤j<hn une suite de tours ve´rifiant lim hnλ(Bn) > 0.
Alors pour toute fonction mesurable f de module 1, les deux propositions sont
e´quivalentes :
– La distance dans L2 de la restriction de f a` ∪j<hnT jBn sur le sous-espace
engendre´ par les fonctions indicatrices des e´tages de (T jBn)j<hn converge
vers 0.
– La moyenne des variations moyennes de f sur T jBn pour 0 ≤ j < hn tend
vers 0.
Preuve : En conside´rant la projection orthogonale dans L2 de f au sous-
espace Hn engendre´ par les ( 1T jBn)j<hn , la distance de la restriction de f
a` ∪j<hnT jBn au sous-espace Hn peut s’e´crire
d2(f 1∪j<hnT jBn , Hn)
=
∑
0≤j<hn
(∫
T jBn
|f |2dλ− 1
λ(Bn)
∣∣∣∣∫
T jBn
fdλ
∣∣∣∣2
)
=
∑
0≤j<hn
1
λ(Bn)
∫∫
(T jBn)2
(1− f(x)f(y))dxdy
=
hnλ(Bn)
2
1
hn
∑
0≤j<hn
1
λ(Bn)2
∫∫
(T jBn)2
|f(x)− f(y)|2dxdy .
Notons pour tout bore´lien B de mesure non nulle, WB(f) =
1
λ(B)2
∫∫
B2
|f(x)−
f(y)|2dxdy. Comme f est une fonction de module 1, on a les ine´galite´s :
VB(f)
2 ≤WB(f) ≤ 2VB(f).
Par conse´quent, ( 1hn
∑
j<hn
WT jBn(f)) converge vers 0 si et seulement si la suite
( 1hn
∑
j<hn
VT jBn(f)) converge vers 0. Par ailleurs on avait
d2(f 1∪j<hnT jBn , Hn) =
hnλ(Bn)
2
1
hn
∑
0≤j<hn
WT jBn(f).
Comme lim λ(Bn)hn > 0 et hnλ(Bn) ≤ 1, on obtient bien l’e´quivalence an-
nonce´e. 
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Deuxie`me partie
L’e´quation de cohomologie pour
les fonctions en escalier.
3 Cas des fonctions a` deux discontinuite´s.
Il s’agit dans cette partie de prouver le the´ore`me 1 : la preuve se de´compose
en plusieurs e´tapes, dont la premie`re est l’e´tude des cas triviaux traite´e aux
paragraphes 2.1.1 et 2.2.2. Le paragraphe qui suit est consacre´ a` la recherche de
conditions ne´cessaires a` l’existence d’une solution a` l’e´quation (3). On y mon-
tre que la suite des fonctions de transfert de´finie au paragraphe 2.2.2 converge
fortement vers une fonction de transfert associe´e a` ϕβ . Comme ces fonctions
sont proches de fonctions constantes sur les e´tages des tours de la rotation,
on e´tablit a` l’aide des proprie´te´s d’inde´pendance asymptotique de ces tours,
une convergence plus forte qui aboutit, apre`s un calcul explicite, aux condi-
tions du the´ore`me 1. Le second paragraphe montre le caracte`re suffisant de ces
hypothe`ses.
3.1 Conditions ne´cessaires.
Soit β ∈ T et s ∈ R\Z, on note ϕβ = exp (2iπsφβ). On suppose qu’il existe
t ∈ T et f ∈ L∞(T) de module 1 tels que
ϕβ = e
2ipit f
f◦T
.
On note (qn) la suite des de´nominateurs de la fraction continue associe´e a` α.
Comme T qn → I et que e−2ipiqntϕ(qn)β = f/f ◦ T qn , on doit avoir la condition
(6) :
e−2ipitqn
∫
T
ϕ
(qn)
β dλ −→n→∞ 1.
On obtient en particulier que | ∫
T
ϕ
(qn)
β dλ| → 1, d’ou` on de´duit que ‖βqn‖ → 0
(cf paragraphe 2.3.3 ). Estimons maintenant la valeur principale de ϕ
(qn)
β . On a
la proprie´te´ suivante
Lemme 7 Pour tout β ∈ T tel que ‖βqn‖ −→
n→∞
0, la suite des fonctions (φ
(qn)
β )n
converge vers 0 en mesure.
Conse´quence : Il en re´sulte imme´diatement la convergence de (ϕ
(qn)
β ) vers 1
dans L1.
Preuve : Comme ‖βqn‖ −→
n→∞
0, on peut trouver une suite d’entiers (kn) ve´rifiant
lim knα = β mod 1, avec kn/qn → 0 et ‖β − knα‖qn → 0. On peut donc
approcher φβ par φknα. On obtient a` l’aide du paragraphe 2.1.1
φ
(qn)
β = φ
(qn)
knα
+ φ
(qn)
β−knα
◦ T−kn = ωkn − ωkn ◦ T qn + φ(qn)β−knα ◦ T−kn .
On sait que φβ−knα = −<β − knα> en dehors d’un intervalle de longueur ‖β −
knα‖. Par conse´quent φ(qn)β−knα = −qn<β−knα> sauf sur un ensemble de mesure
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infe´rieure a` qn‖β − knα‖. Comme la suite (‖β − knα‖qn) converge vers 0, on
trouve que (φ
(qn)
β−knα
) converge vers 0 en mesure.
D’autre part, ωkn est de pente constante kn, et posse`de kn discontinuite´s, aux
points (T j0)0<j≤kn (en supposant par exemple kn > 0) ; alors ωkn − ωkn ◦ T qn
est constante et e´gale a` kn(−1)nαn, sauf sur des intervalles de longueur αn de
la forme [T j0, T j−qn0] pour 0 < j ≤ kn. Comme knαn −→
n→∞
0, on en de´duit que
ωkn − ωkn ◦ T qn converge vers 0 en mesure. 
D’apre`s le lemme 7, la condition (6) entraˆıne donc la convergence de (‖tqn‖)
vers 0. On peut alors e´crire
β =
∞∑
0
bnqnα et t =
∞∑
0
b′nqnα,
ou` (bn) et (b
′
n) sont des suites d’entiers ve´rifiant lim bn/an+1 = lim b
′
n/an+1 = 0.
Nous noterons e´galement comme dans la pre´sentation (cf 2.2) :{
βn = knα, kn =
∑n−1
0 bjqj ,
tn = k
′
nα et k
′
n =
∑n−1
0 b
′
jqj .
On rappelle que kn et k
′
n sont infiniment petits devant qn, et que ‖β − βn‖ et
‖t− tn‖ sont infiniment petits devant αn−1.
Notons, toujours selon le paragraphe 2.2.2 pour tout n, fn = exp (2iπωkn,k′n) :
cette fonction est bien approche´e par sa projection sur les e´tages de la tour
majeure d’ordre n de la rotation, dont la mesure tend vers 1. De plus les suites
(knα) et (k
′
nα) convergent assez vite vers β et t. Ceci permet de montrer le
re´sultat suivant :
Proposition 2 S’il existe une solution a` l’e´quation (1), quitte a` multiplier fn
par une constante de module 1, la suite (fn) de´finie pre´ce´demment converge
fortement vers f dans L2.
Preuve : Les e´galite´s (3) et (8) permettent d’e´crire :
(ffn)◦T = (ffn)e
2ipi[(t−tn)+s(β−βn)]e−2ipis 1[βn,β[ .
On va appliquer le lemme 5 pour la suite (ffn) en choisissant la suite des
tours majeures des domaines Dn(β) (cf figure 3), qu’on note ((T jBn)0≤j<qn−1)n.
Ve´rifions les hypothe`ses du lemme 5 : la condition (i) est bien re´alise´e en prenant
N = 2, et les conditions (ii) et (iii) re´sultent imme´diatement du fait que (‖β −
βn‖qn) et (‖t−tn‖qn) convergent vers 0. Enfin, il reste a` ve´rifier que VBn(ffn)→
0. Comme les discontinuite´s de fn se trouvent aux extre´mite´s des e´tages de
(T jBn)0≤j<qn−1, fn est continue sur chacun des e´tages de la tour d’ordre n. Sur
Bn, f˜n est donc affine et de pente skn+k
′
n d’ou` VBn(fn) ≤ 2π|skn+k′n|αn−1 → 0.
De plus VBn(ffn) ≤ VBn(fn) + VBn(f), et il suffit pour montrer le re´sultat de
ve´rifier que la variation de f sur Bn converge bien vers 0.
(Bn) e´tant une suite d’intervalles dont la mesure tend vers 0, la restriction de f
a` ∪0≤j<qn−1T jBn est proche dans L2 de sa projection orthogonale sur l’espace
engendre´ par ( 1T jBn)0≤j<qn−1. De plus (qn − 1)αn−1 ≥ 1/2, et le lemme 6
assure donc que
1
qn − 1
∑
0≤j<qn−1
VT jBn(f) −→n→∞ 0 .
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Par ailleurs ϕβ est constante sur les intervalles ne contenant ni 0 ni β, elle est
donc constante sur chaque T jBn, pour j ∈ {0, .., qn− 2}. Alors pour tout x et y
dans Bn on a ϕ
(j)
β (x) = ϕ
(j)
β (y). Par conse´quent, quelque soit j ∈ {0, .., qn− 2},
pour tous x et y dans Bn,
|f(T jx)− f(T jy)| = |f(x)e2ipijtϕ(j)β (x)− f(y)e2ipijtϕ(j)β (y)|
= |f(x)− f(y)|.
Il en re´sulte que la variation moyenne de f ne de´pend pas de l’e´tage de la tour,
et ceci entraˆıne bien que VBn(f)→ 0. 
On s’inte´resse maintenant a` θn = fn+1fn : d’apre`s le paragraphe 2.2.2, θ˜n
admet des discontinuite´s aux points de la forme (T j0)kn<j≤kn+1 (si bn > 0), dont
les sauts en ces points valent −s, et qui est affine et de pente constante e´gale a`
(bns + b
′
n)qn entre 2 discontinuite´s. Le but de ce paragraphe est d’expliciter a`
l’aide de θn le re´sultat de la proposition pre´ce´dente. C’est ce calcul qui aboutira
aux conditions du the´ore`me 1.
Comme (‖fn − fn+1‖2) converge vers 0, on obtient :
‖1− θn‖2 −→
n→∞
0.
Remarque : lorsque bn = 0, θn est simplement une fonction propre de T pour
la valeur propre b′nqnα. Comme (θn)n converge vers 1 dans L
2, pour n assez
grand θn est alors constante et e´gale a` 1. On en de´duit que pour n assez grand
l’hypothe`se bn = 0 entraˆıne b
′
n = 0 et fn+1 = fn. Nous pourrons donc par la
suite nous restreindre a` l’ensemble des indices Λ de´fini par :
Λ = {n, bn 6= 0}.
Notons pour la suite ψn = exp−2iπs 1[0,bn<qnα>[ ◦ T−kn . D’apre`s le para-
graphe 2.2.2, et par analogie avec le paragraphe 2.4 on e´crit :
θn ◦ T
θn
= e2ipi(sbn+b
′
n)<qnα>ψn.
Graˆce a` la repre´sentation de θn dans le domaine fondamental Dn(β) (voir fig-
ure 5) on e´tablit les proprie´te´s suivantes (on rappelle que les ensembles (In)
sont de´finis par (10), voir figure 1 et 5).
Lemme 8 Lorsque (bnqnαn) et (b
′
nqnαn) convergent vers 0, toutes les pro-
prie´te´s suivantes sont e´quivalentes :
(i) ‖1− θn‖2 −→
n→∞
0,
(ii) Pour toute suite d’intervalles (Jn)n de longueur αn−1, on a
1
λ(Jn)
∫
Jn
(1 − θn)dλ −→
n→∞
0,
(iii) sbn + b
′
n −→
n→∞
0, et ∃xn ∈ B′n, θn(xn) −→
n→∞
1,
(iv) ‖(1− θn) 1Icn‖∞ −→n→∞ 0.
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Fig. 5 – Les tours de Dn(β).
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Preuve : D’apre`s la remarque pre´ce´dente, il suffit de de´montrer le lemme pour
n ∈ Λ.
Supposons (i). Si Jn est un intervalle de longueur αn−1, alors (T
jJn)0≤j<qn est
une tour dont la mesure αn−1qn est supe´rieure a` 1/2. Les relations (13) et (15)
permettent d’e´crire pour tout j ∈ {0, .., qn − 1} :∫
Jn
θndλ =
∫
T jJn
θndλ+O1(2π|sbn + b′n|αnqnλ(Jn) + 4λ({ψn 6= 1})).
Par sommation, on obtient alors
qn
∣∣∣∣∫
Jn
(1− θn)dλ
∣∣∣∣ ≤
∣∣∣∣∣
∫
∪0≤j<qnT
jJn
(1− θn)dλ
∣∣∣∣∣+ 2π|sbn + b′n|αnqn(qnαn−1)
+ 4qnλ({ψn 6= 1}),
d’ou`, comme λ({ψn 6= 1}) ≤ |bn|αn et αn−1qn > 1/2,
1
λ(Jn)
∣∣∣∣∫
Jn
(1− θn)dλ
∣∣∣∣ ≤ 2‖1− θn‖1 + 2(π|sbn + b′n|+ 4|bn|)αnqn.
Par hypothe`se le second terme converge vers 0 et on en de´duit (ii).
Pour montrer que (ii) entraine (iii), il suffit de calculer explicitement l’inte´grale
pour une suite (Jn) bien choisie. Supposons par exemple que bn > 0. On choisit
la suite des bases des tours majeures de la suite (Dn(β)), qu’on note (Bn).
Comme les discontinuite´s de θn sont toutes dans In, celle-ci est continue sur
le sous-intervalle de Bn, B
′
n = T
−qn(]βn+1, T
−qn−1βn[) (voir figure 5). On peut
donc e´crire pour tout x ∈ B′n
θn(x) = cn exp (2iπ(sbn + b
′
n)qnx) ,
ou` cn est une constante de module 1. Comme λ(B
′
n)/λ(Bn)→ 1, (ii) entraˆıne∫
Bn
(1 − cne2ipi(sbn+b′n)qnx)
αn−1
dx −→
n→∞
0.
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Le calcul de cette inte´grale montre alors que |sbn+b′n| −→n→∞ 0 et que (cn) converge
vers 1. On obtient donc (iii).
Supposons maintenant (iii) : dans Dn(β), In est e´gale a` la re´union des e´tages
de la tour majeure prive´e de sa partie principale (cf figure 5) : par conse´quent il
suffit de ve´rifier que θn converge uniforme´ment sur la partie principale et la tour
mineure d’ordre n, de base B0n. Graˆce a` la relation (12), il suffit en fait de ve´rifier
la convergence uniforme sur l’intervalle B′n ∪ B0n. Comme par construction θn
est continue sur cet intervalle de longueur infe´rieure a` αn−1, affine et de pente
constante e´gale a` (sbn+b
′
n)qn on de´duit de (iii) que ‖(1−θn) 1B′n∪B0n‖∞ converge
vers 0.
Enfin si on suppose (iv), comme la mesure de In converge vers 0, on en de´duit
imme´diatement (i). 
Remarque : Comme sbn + b
′
n → 0, si la suite (bn) est borne´e alors s est
ne´cessairement rationnel. Dans ce cas pour tout n assez grand, bns ∈ Z et
−b′n = bns.
Il reste pour terminer a` e´valuer la vitesse de convergence de (
∫
T
θndλ) vers
1. Comme de´ja dit dans le paragraphe 2.2.4, l’ide´e est d’approcher
∫
T
fnθndλ
par le produit des inte´grales, puis d’en de´duire
∏ | ∫
T
θndλ| > 0.
Notons Bn la base de la tour majeure associe´e a` Dn(β) (cf paragraphe 2.3.2),
et Fn la tribu engendre´e par les e´tages de Dn(β). Par construction, (Fn) est
une filtration qui engendre la tribu bore´lienne. On a d’abord les estimations
suivantes :
Proposition 3 On suppose que (bnqnαn) et (b
′
nqnαn) convergent vers 0. On
note (fn) et (θn) les fonctions de´finies au paragraphe 2.2.2. Si de plus (θn)
converge vers 1 dans L2, alors on peut trouver une suite (εn) qui converge vers
0 telle que pour tout n ∈ Λ et pour toute fonction g Fn-mesurable de module
infe´rieur a` 1 on ait :∫
T
gfn+1dλ =
∫
T
gfndλ
(
1
λ(Bn)
∫
Bn
θndλ
)
+O1(VBn(fn) + εnαnqn).
En notant {nj, j ∈ N} l’ensemble des e´le´ments croissants de Λ on a aussi pour
tout j
VBnj (fnj ) = o(bnj−1αnj−1qnj−1).
Preuve : On fixe n ∈ Λ. On note Tn (respectivement T 0n ) la re´union des e´tages
de la tour majeure (mineure) associe´e a` Dn(β). Quitte a` supprimer le premier
ou le dernier e´tage de Tn, on a ψn = 1 sur Tn et comme g est constante sur les
e´tages de la tour majeure, on peut appliquer le lemme 3 (en remarquant que la
variation de fn est la meˆme sur tous les e´tages) :∫
Tn
gfn+1dλ =
1
λ(Bn)
∫
Tn
gfndλ
∫
Bn
θndλ+λ(Tn)O1(VBn(fn)+
2π|sbn + b′n|αn
αn−1
).
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Sur la tour mineure, on a plus simplement :∫
T 0n
gfn+1dλ =
∫
T 0n
gfndλ
1
λ(Bn)
∫
Bn
θndλ+
∫
T 0n
gfn
(
θn − 1
λ(Bn)
∫
Bn
θndλ
)
dλ
=
∫
T 0n
gfndλ
1
λ(Bn)
∫
Bn
θndλ
+ λ(T 0n )O1
(
‖(1− θn) 1T 0n ‖∞ + |1 −
1
λ(Bn)
∫
Bn
θndλ|
)
.
Posons maintenant εn = 4π|sbn+ b′n|+‖(1− θn) 1T 0n ‖∞+ |1− 1λ(Bn)
∫
Bn
θndλ| :
cette suite converge vers 0 d’apre`s le lemme 8 et on obtient donc la premie`re re-
lation de l’e´nonce´ en remarquant que λ(T 0n ) = αnqn−1 ≤ αnqn et que 1/αn−1 ≤
2qn.
En ce qui concerne l’estimation de VBn(fn), comme fn est continue sur Bn on
peut e´crire VBn(fn) ≤ 2π|skn+k′n|αn−1. Sachant que lorsque n est assez grand,
bn = 0 entraˆıne b
′
n = 0, on obtient pour tout j assez grand
sknj + k
′
nj =
j−1∑
l=1
(sbnl + b
′
nl
)qnl = sknj−1 + k
′
nj−1 + (sbnj−1 + b
′
nj−1)qnj−1 .
Comme d’apre`s les hypothe`ses, skn + k
′
n = o(qn) et bns + b
′
n → 0, il vient
sknj +knj = o(qnj−1 ). En remarquant que αnj−1 ≤ |bnj−1 |αnj−1 , on trouve bien
l’estimation annonce´e. 
Explicitons maintenant la proposition 3 applique´e a` une fonction g choisie
convenablement : comme (fn) converge vers f qui n’est pas nulle, on peut trouver
N et g une fonction FN -mesurable de module infe´rieur a` 1 telle que
∫
T
fgdλ 6= 0
(et telle que pour tout n ≥ N , ∫ fngdλ 6= 0). Alors pour tout j tel que nj ≥ N ,
g est encore Fnj -mesurable et la proposition 3 donne :∫
T
gfnj+1dλ =∫
T
gfnjdλ
(
1
λ(Bnj )
∫
Bnj
θnjdλ+ o(bnj−1αnj−1qnj−1) + o(|bnj |αnj qnj )
)
.
Il en re´sulte que le produit correspondant
∏
j>0
∣∣∣∣∣ 1λ(Bnj )
∫
Bnj
θnjdλ+ o(bnj−1αnj−1qnj−1 ) + o(|bnj |αnjqnj )
∣∣∣∣∣
est strictement positif ce qui entraˆıne alors la convergence de la se´rie de terme
ge´ne´ral
1−
∣∣∣∣∣ 1λ(Bnj )
∫
Bnj
θnjdλ+ o(bnj−1αnj−1qnj−1) + o(|bnj |αnj qnj )
∣∣∣∣∣ . (16)
Il reste a` calculer l’inte´grale de θn sur Bn, pour n ∈ Λ. On a le re´sultat suivant :
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Lemme 9 On reprend les notations pre´ce´dentes. On suppose que (bnqnαn),
(b′nqnαn) et (b
′
n + bns) convergent vers 0 ; alors on a
1
λ(Bn)
∣∣∣∣∫
Bn
θndλ
∣∣∣∣ = 1− (bnαnqn + π26 (sbn + b′n)2)(1 + o(1)).
Preuve : Il suffit de de´montrer l’e´galite´ pour n ∈ Λ. On suppose, pour alle´ger
les notations que n est pair , kn ≥ 0 et bn > 0. Bn e´tant un intervalle de
longueur αn−1 il s’e´crit Bn = [xn, xn + αn−1[. Sur Bn, on sait par construction
que θn est affine par morceaux de pente constante e´gale a` qn(sbn + b
′
n) et que,
d’apre`s le choix de Dn(β), ses discontinuite´s se trouvent aux points de la forme
xn + jαn pour j ∈ {1, ..bn} (cf figure 5). Comme les sauts aux discontinuite´s
sont constants et e´gaux a` −s, on peut donc e´crire sur [xn, xn + bnαn[ (= In)∫
In
θndλ =
bn−1∑
j=0
∫ xn+(j+1)αn
xn+jαn
θndλ
=
bn−1∑
j=0
eipij(−s+qn(bns+b
′
n)αn)
∫ xn+αn
xn
θndλ
= eipibn(−s+qnαn(bns+b
′
n))
sin (πbn(−s+ qnαn(bns+ b′n)
sinπ(−s+ qnαn(bns+ b′n))
∫ xn+αn
xn
θndλ
Or, on sait que, (bnqnαn(bns+ b
′
n))n converge vers 0, que s /∈ Z et que (‖bns‖)n
converge vers 0. Par conse´quent on obtient∣∣∣∣∫
In
θndλ
∣∣∣∣ = o(∫ xn+αn
xn
θndλ) = o(αn).
Sur B′n, θn est continue, affine et de pente qn(sbn+ b
′
n), d’ou`, en notant α
′
n−1 =
αn−1 − bnαn,∣∣∣∣∣
∫
B′n
θndλ
∣∣∣∣∣ =
∫ α′n−1/2
−α′
n−1/2
e2ipiqn(sbn+b
′
n)xdx
=
sin (π(sbn + b
′
n)qnα
′
n−1)
π(sbn + b′n)qnα
′
n−1
= α′n−1
(
1− π
2
6
(bns+ b
′
n)
2(α′n−1qn)
2(1 + o(1))
)
.
Comme sur Λ,
∫
In
θndλ = o(
∫
B′n
θndλ) et que la suite (qnαn−1) converge vers 1,
on obtient finalement le re´sultat annonce´. 
Il re´sulte de ce lemme et de la convergence de la se´rie donne´e par (16) qu’une
se´rie de terme ge´ne´ral du type
π2
6
(bnjs+ b
′
nj )
2(1 + o(1)) + |bnj |qnjαnj (1 + o(1)) + o(|bnj−1 |qnj−1αnj−1 )
est convergente. Nous en de´duisons finalement les conditions du the´ore`me 1 :∑
n
|bn|
an+1
< +∞∑
n
(bns+ b
′
n)
2 < +∞.
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Ceci cloˆt la recherche des conditions ne´cessaires a` l’existence de solutions a`
l’e´quation de cobord.
3.2 Des conditions suffisantes.
On suppose maintenant les conditions du the´ore`me 1 : il existe une suite
d’entiers (bn)n≥0 telle que
β =
∞∑
0
bnqnα avec
∑
n
|bn|
an+1
<∞ et
∑
n
‖bns‖2 <∞.
Posons t =
∑
n b
′
nqnα avec b
′
n = −[bns] : il suffit de montrer qu’on peut con-
struire une fonction f telle que l’e´quation (3) soit ve´rifie´e.
On reprend les notations des paragraphes pre´ce´dents. On choisit la constante
des fonctions θn du paragraphe 2.2.2 de sorte que θn(mn) = 1, ou` mn de´signe
le milieu de B′n. Pour trouver une fonction f ve´rifiant (3) il suffit de montrer
que la suite (fn) de´finie par fn =
∏n−1
0 θk admet une valeur d’adhe´rence pour
la topologie faible L2 qui soit non identiquement nulle. Pour cela, on utilise
la proposition 3 : par construction de (θn) les hypothe`ses de la proposition
sont bien ve´rifie´es. L’estimation de VBn(fn) donne´e par cette proposition et la
sommabilite´ de la se´rie (|bn|qnαn) permettent d’affirmer qu’il existe une suite
sommable (un) ve´rifiant : pour tout n et pour toute g Fn-mesurable de module
infe´rieur a` 1, on a∫
T
fn+1gdλ =
∫
T
fngdλ
(
1
λ(Bn)
∫
Bn
θndλ
)
+ un.
D’autre part les conditions arithme´tiques sur (bn) et le choix de (θn) donnent
graˆce au lemme 9 : ∑
n>0
∣∣∣∣1− 1λ(Bn)
∫
Bn
θndλ
∣∣∣∣ < +∞.
Par conse´quent le produit
∏
n>0(
1
λ(Bn)
∫
Bn
θndλ) converge vers une limite non
nulle. On de´duit de ces remarques que toute valeur d’adhe´rence faible de (fn), f ,
satisfait : pour tout n et pour toute fonction g Fn-mesurable de module infe´rieur
a` 1, ∫
T
fgdλ =
∫
T
fngdλ
∞∏
k=n
1
λ(Bk)
∫
Bk
θkdλ +O1(
∞∑
k=n
uk).
Comme
∏∞
n
1
λ(Bk)
∫
Bk
θkdλ −→
n→∞
1 et
∑+∞
k=n uk −→n→∞ 0, pour tout n assez grand
on a
∑
k≥n uk < 1/4 et
∏
k≥n
1
λ(Bn)
| ∫
Bk
θkdλ| > 1/2. Il reste maintenant a`
trouver n et g de sorte que | ∫
T
gfndλ| soit strictement supe´rieur a` 1/2 : on
sait par construction que fn est affine sur chacun des e´tages de Dn(β) (ses
discontinuite´s sont sur le bord des e´tages), et de pente constante e´gale a` (skn+
k′n). Par conse´quent sa variation moyenne sur chacun des e´tages de Dn(β) est de
l’ordre de O1(αn−1(skn + k′n)) qui converge vers 0 lorsque n tend vers l’infini.
Choisissons g = E[fn|Fn] la projection orthogonale de fn sur les e´tages de
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Dn(β), on obtient alors∫
T
fngdλ = ‖fn‖22 − ‖fn − g‖22
= 1−
qn−1∑
j=0
∫
T jBn
|fn − g|2dλ+O1(αnqn−1)
= 1−O1(qnαn−1(skn + k′n)αn−1 + qn−1αn)
−→
n→+∞
1.
Pour n assez grand on peut donc trouver g Fn-mesurable telle que |g| ≤ 1 et
| ∫
T
fngdλ| > 1/2. Ceci montre donc que |
∫
T
fgdλ| > 0. Finalement f est non
nulle et la re´ciproque est bien comple`te.
Remarque : En raison des re´sultats du paragraphe pre´ce´dent, on obtient en
fait que la suite (fn) converge fortement dans L
1 vers la fonction de transfert
f .
4 Cas ge´ne´ral des fonctions en escalier.
L’objet de cette partie est la preuve du the´ore`me 2. On se donne, pour un
entier m non nul m+1 e´le´ments de T distincts (βj)j≥0 tels que β0 = 0, et m+1
re´els non entiers de somme nulle (sj)j≥0. On note ensuite
φ =
m∑
j=0
sjφβj , et ϕ = exp (2iπφ).
Le plan suivi est analogue a` celui de la partie pre´ce´dente : Le premier paragraphe
est consacre´ a` la ne´cessite´ des conditions du the´ore`me 2, sous l’hypothe`se du
the´ore`me sur l’unicite´ de l’e´criture de φ. le second paragraphe e´tablit la preuve
de la re´ciproque en toute ge´ne´ralite´.
4.1 Conditions ne´cessaires.
On travaille ici avec l’hypothe`se suivante :
Pour toute partie stricte non vide J de {0, ..,m}, on a ∑J sj /∈ Z. (H)
Comme pre´ce´demment, on suppose qu’il existe t ∈ T et F mesurable de T dans
S1 ve´rifiant
ϕ = e2ipit
F
F ◦T
, (17)
et on note F˜ un releve´ de F sur R.
4.1.1 De´composition d’Ostrowski.
Nous avons toujours d’apre`s (17) la condition spectrale | ∫
T
ϕ(qn)dλ| → 1.
Avec l’hypothe`se (H), on e´tablit la proposition suivante :
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Fig. 6 – limn∈Λ an+1 = +∞
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Proposition 4 Sous l’hypothe`se (H), si | ∫
T
ϕ(qn)dλ| −→
n→∞
1, alors on a pour
tout j ∈ {0, ..,m}
‖βjqn‖ −→
n→∞
0.
Preuve : Supposons par l’absurde qu’il existe j ∈ {1, ..m} tel que ‖βjqn‖ ne
converge pas vers 0. On pose par exemple j = 1. Alors l’e´quivalence (42) (voir
l’appendice) montre qu’on peut trouver ε > 0 et un ensemble infini d’entiers,Λ1,
tels que β1 /∈ ∪n∈Λ1Vn(ε), ou` on a pose´ hn = min(ε/αn, qn/2) et
Vn(ε) = {xn + knα, |xn| ≤ ε/qn, et |kn| ≤ hn}.
Remarquons que lorsque ε ≤ 1/4, l’e´criture dans Vn(ε) est unique et qu’on
peut donc le repre´senter dans un domaine fondamental d’ordre n par un rect-
angle (voir figure 13). De plus, ces rectangles sont croissants en fonction de
ε. On re´partit maintenant les (βi) en deux cate´gories, selon que βi est dans
lim n∈Λ1Vn(ε) pour tout ε, ou non. Par extractions successives, on peut donc
trouver un ensemble infini d’entiers, Λ, et ε0 ∈]0, 1/8[ tels que pour tout i ∈
{0, ..,m} on ait
(i) ou bien βi ∈ lim n∈ΛVn(ε) pour tout ε > 0,
(ii) ou bien βi /∈ ∪n∈ΛVn(2ε0).
On notera I = {i ∈ {0, ..,m}, βi satisfait (i)}. Remarquons que I est une partie
non triviale de {0, ..,m} (car 0 ∈ I mais 1 /∈ I). Enfin, on peut encore supposer,
quitte a` restreindre Λ, que limn∈Λ an+1 = +∞, ou que lim n∈Λan+1 <∞.
Premier cas : limn∈Λ an+1 =∞.
Choisissons ε = ε0, de sorte que pour tout i /∈ I, βi /∈ ∪ΛVn(2ε). Comme dans
ce cas la suite (αnqn)n converge vers 0, on peut aussi supposer que pour tout
n ∈ Λ, on a αnqn < ε/2. Alors Vn(ε) et Vn(2ε) sont deux tours de hauteur qn,
qu’on peut repre´senter dans un domaine fondamental d’ordre n (voir figure 6).
Dans Vn(2ε)\Vn(ε) il n’y a aucun des βi. De plus les discontinuite´s de φ(qn)
issues d’un βi sont contenues dans une tour de largeur αn limite´e a` droite par βi
(cas n pair, cf figure 6). On en de´duit qu’il existe deux tours d’intervalles, dont
on note T ′n et T ′′n la re´union des e´tages, de hauteur qn incluses dans Vn(2ε),
situe´es de part et d’autre de Vn(ε), de largeur ε/qn − αn, et dans lesquelles
φ(qn) ne posse`de aucune discontinuite´. Par conse´quent φ(qn) est constante sur
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Fig. 7 – lim n∈Λan+1 <∞
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chacune de ces tours (cf paragraphe 2.3.3). Enfin, pour passer d’un e´tage de T ′n
a` un e´tage de T ′′n , il faut franchir toutes les discontinuite´s issues des points dans
Vn(ε), c’est a` dire que le saut de φ(qn) entre T ′n et T ′′n est e´gal a` la somme des
sauts −si pour i ∈ I : il en de´coule que
|
∫
T ′n
ϕ(qn)dλ−
∫
T ′′n
ϕ(qn)dλ| = ε|1− e−2ipi
∑
k∈I sk |.
Comme αn < ε/2qn, on a λ(T ′n) = λ(T ′′n ) > ε/2. Or, on doit avoir |
∫
T
ϕ(qn)dλ| →
1, donc ne´cessairement
∑
k∈I sk = 0 mod 1. Avec l’hypothe`se (H), ceci implique
que I doit eˆtre triviale, ce qui est absurde.
Second cas : lim n∈Λan+1 <∞.
Comme on a lim Λαnqn > 0, on choisit ε < ε0 tel que 4ε/qn < αn pour tout
n ∈ Λ. Alors pour tout i /∈ I, βi /∈ ∪ΛVn(2ε). On s’inte´resse a` la re´partition
des valeurs de φ(qn) dans Vn(2ε). Rappelons que dans un domaine fondamental
d’ordre n, φ(qn) est constante sur les intervalles des e´tages qui ne contiennent
pas les points (T−jβi)0≤j<qn , et constante sur leur images, s’ils sont disjoints
de [T−qnβi, βi[ (cf paragraphe 2.3.3). Par conse´quent, dans n’importe quel do-
maine fondamental d’ordre n, φ(qn) est constante dans toutes les parties con-
nexes de´limite´es par les lignes brise´es issues des βi (qui indiquent les instants
de saut −si, si n pair, pour φ(qn)) : on les appellera lignes de sauts issues de βi
(voir la figure 7).
– Lorsque i ∈ I, les lignes de sauts issues de βi sont incluses dans une bande
brise´e coupant Vn(2ε) en deux parties (repre´sente´es par les parties claires de la
figure 8).
– Si i /∈ I et que T qnβi /∈ Vn(2ε), la ligne de sauts issue de βi traverse
e´ventuellement Vn(2ε) selon une droite horizontale ou verticale (le “ou” est
exclusif ici car sinon, on aurait βi ∈ Vn(2ε)).
– Si i /∈ I et que T qnβi ∈ Vn(2ε), la ligne de saut issue de βi ne coupe que le
bord haut et le bord droit de Vn(2ε) (cas n pair).
Comme il y a au plus m lignes de sauts, on peut trouver dans Vn(2ε)\Vn(ε) 2
tours l’une a` gauche et l’autre a` droite de Vn(ε), de hauteurs 2ε/αn et de largeurs
ε/2mqn et qui ne contiennent aucune partie verticale des lignes de sauts (c’est
a` dire aucun des T jβi pour 0 < j ≤ qn, 0 ≤ i ≤ m). De la meˆme manie`re on
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Fig. 8 – Lignes de sauts dans Vn(2ε).
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trouve 2 tours, l’une en dessous et l’autre au dessus de Vn(ε), de largeurs 2ε/qn
et de hauteurs ε/2mαn dont les e´tages sont disjoints des lignes de sauts (c’est
a` dire disjoints des intervalles [T qnβi, βi[). Les intersections de ces tours dans
Vn(2ε) forment 4 tours qui sont disjointes de toutes les lignes de sauts : les 3
qui nous inte´ressent sont repre´sente´es par Rn, Rhn et Rvn sur la figure 8. Sur
chacune de ces tours, φ(qn) est donc constante, et comme la mesure de chacune
de ces tours est supe´rieure a` ε2/4m2, la condition | ∫
T
ϕ(qn)dλ| → 1 impose donc
que les valeurs de φ(qn) sur chacune d’elles soient e´gales modulo 1 pour tout
n assez grand (car il n’y a qu’un nombre fini de sauts). Il suffit pour terminer
de compter les sauts de φ(qn) pour passer d’une tour a` l’autre. Pour aller de
Rn a` Rhn ou a` Rvn, il faut traverser toutes les lignes de sauts issues des βi pour
i ∈ I. On note ensuite Ivn (resp. Ihn) l’ensemble des indices i /∈ I des lignes de
sauts qu’on doit traverser pour aller de Rn a` Rvn (resp. Rhn). On doit donc avoir
pour tout n assez grand
∑
I∪Ihn
si =
∑
I∪Ivn
si = 0 mod 1. Alors comme I est
non vide, on a ne´cessairement que Ihn ∪ I et Ivn ∪ I sont e´gaux a` {0, ..,m}. Mais
βi /∈ Vn(2ε) si i /∈ I, donc Ivn et Ihn sont disjoints. Par conse´quent ces 2 ensembles
sont ne´cessairement vides, et I contient donc 1 ce qui est absurde. 
L’existence d’une suite de fonctions de transfert convergeant fortement dans
L2 vers F se de´montre maintenant comme dans la partie pre´ce´dente.
D’apre`s la proposition 4, on peut appliquer le lemme 7 pour tout βj , donc (φ
(qn)
βj
)
converge vers 0 en mesure. On en de´duit que (ϕ(qn)) tend vers 1 dans L1. De la
condition (6) il vient alors ‖tqn‖ −→
n→∞
0. De la` on obtient les de´compositions :
∀j ∈ {0, ..,m}, βj =
∞∑
0
b(j)n qnα et t =
∞∑
1
b′nqnα,
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ou` (b
(j)
n ) et (b′n) sont des suites d’entiers ve´rifiant lim b
(j)
n /an+1 = lim b
′
n/an+1 =
0. Nous utiliserons pour la suite les notations suivantes :
β
(j)
n = k
(j)
n α avec k
(j)
n =
n−1∑
0
b
(j)
l ql,
tn = k
′
nα avec k
′
n =
n−1∑
0
b′jqj .
On remarquera que k
(j)
n et k′n sont infiniment petits devant qn, et que ‖βj−β(j)n ‖
et ‖t− tn‖ sont infiniment petits devant αn−1.
4.1.2 Repre´sentation. Choix des Domaines Fondamentaux.
Nous avons besoin, comme dans la partie pre´ce´dente de repre´senter les suites
des fonctions de transfert a` l’aide des domaines fondamentaux de´crits au para-
graphe 2.3.2. Il suffira, comme auparavant, d’e´tudier les termes de cette suite
pour les indices n dans l’ensemble
Λ = {n ∈ N, max
j
(|b(j)n |) > 0}.
Une premie`re simplification consiste a` ne conside´rer que les cas ou` tous les b
(j)
n
sont positifs : pour cela il suffit de translater φ par βmin =
∑
n∈Λmin(b
(j)
n −
1)qnα. La nouvelle fonction obtenue, encore note´e φ est toujours un quasi-
cobord, associe´ a` la meˆme valeur propre t, et a` la fonction de transfert translate´e.
Elle s’e´crit encore sous la forme
∑m
0 sjφβj , ou` les (sj) sont inchange´s, et les βj
sont les translate´s des anciens. On obtient donc bien
Pour tout j ∈ {0, ..,m}, βj =
∑
n
b(j)n qnα avec ∀n, b(j)n ≥ 0.
De plus on a la proprie´te´ suivante :
n ∈ Λ⇐⇒
(
min
j
(b(j)n ) = 1 et max
j
(b(j)n ) ≥ 2
)
.
Pour tout n on de´finit bn = maxj(b
(j)
n ) et kn =
∑n−1
0 biqi, puis on note β =∑∞
0 bnqnα. On a comme dans la partie pre´ce´dente ‖βqn‖ → 0. On choisira pour
la suite de repre´senter les fonctions de transfert dans les domaines fondamentaux
associe´s a` β, Dn(β) (cf paragraphe 2.3.2). Pour n ∈ Λ fixe´, assez grand pour
que bn < an+1/2, on localise facilement les points (βj)j et (β
(j)
n ) selon la figure
9.
4.1.3 Convergence forte des fonctions de transfert.
Posons avec les notations du paragraphe 2.1.1 et par analogie avec 2.2.2,
F˜n =
m∑
j=0
sjωk(j)n
+ k′nω.
D’apre`s le paragraphe 2.1.1 on a l’e´galite´
m∑
0
sjφβ(j)n
= k′nα+ F˜n − F˜n◦T mod 1.
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Fig. 9 – Dn(β)
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Pour tout n on de´finit Fn = e
2ipiF˜n , on obtient la proposition suivante :
Proposition 5 Sous l’hypothe`se (H), si ϕ est un quasi-cobord, quitte a` mul-
tiplier Fn par une constante de module 1, la suite de fonctions (Fn)n converge
fortement dans L2 vers F .
Preuve : Comme ϕ = exp (2iπt)F/F ◦T , on obtient avec ce qui pre´ce`de l’e´galite´
(FFn)◦T = (FFn)e
2ipi((t−tn)+
∑m
0 sj(βj−β
(j)
n )) exp
(
2iπ
m∑
0
sj 1[β(j)n ,βj [
)
.
On veut maintenant appliquer le lemme 5 pour la suite de fonctions (FFn) :
pour cela on choisit la suite des tours majeures de Dn(β), (T jBn)0≤j<qn . (cf
figure 9). On ve´rifie ensuite les hypothe`ses du lemme 5 :
La condition (i) est bien ve´rifie´e pour N = 2.
Les conditions (ii) et (iii) de´coulent de la convergence des suites (‖t − tn‖qn)
et (qn
∑m
j=0 ‖βj − β(j)n ‖) vers 0.
Reste la condition (iv) : VBn(FFn)→ 0. Pour la variation de Fn, lorsque n ∈ Λ,
les discontinuite´s de Fn sont contenues dans l’ensemble des points (T
k0)0≤k<kn ,
qui se trouvent sur le bord de la tour d’indice n. Par conse´quent sur la base
Bn, Fn est affine et sa variation est majore´e par 2παn−1|
∑
j<p k
(j)
n + k′n|, qui
converge bien vers 0 quand n→∞. Enfin, pour montrer la convergence vers 0 de
VBn(F ), il suffit d’appliquer le lemme 6 avec la suite des tours (T
jBn)0≤j<qn−kn ,
en remarquant que comme ϕ est constante sur chacun des e´tages de ces tours,
la variation de F sur T jBn est inde´pendante de j < qn − kn (cf proposition 2).
Ceci assure la condition (iv) du lemme 5, et montre, quitte a` multiplier Fn par
une constante de module 1, la convergence de la suite (Fn) vers F dans L
2. 
4.1.4 Re´currence.
Les conditions arithme´tiques du the´ore`me 2 s’obtiennent selon le plan suivi
dans la partie pre´ce´dente :
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Comme pre´ce´demment, on note Θ˜n = F˜n+1 − F˜n. C’est encore une fonction
de transfert, qui satisfait l’e´quation :
m∑
j=0
sjφb(j)n qnα
◦T−k
(j)
n = b′nqnα+ Θ˜n − Θ˜n◦T mod 1.
Par construction, Θ˜n est affine par morceaux et de pente constante e´gale a`
(
∑m
j=0 sjb
(j)
n +b′n)qn. L’ensemble de ses discontinuite´s est inclus dans {T k0, 0 ≤
k < kn+1}. On note, comme dans la partie pre´ce´dente,
Ψn = exp−
m∑
j=0
sj 1[0,b(j)n <qnα>[
◦ T−k(j)n .
Alors la relation entre Θn et Ψn s’e´crit :
Θn◦T
Θn
= Ψne
2ipi(
∑m
j=0 sjb
(j)
n +b
′
n)<qnα>). (18)
Comme Fn converge dans L
2 vers F , Θn converge vers 1 dans L
2, et en notant
In l’ensemble associe´ a` β de´fini par (10), on obtient les proprie´te´s suivantes,
semblables a` celles du lemme 8 :
Lemme 10 Avec les notations pre´ce´dentes, si pour tout j ∈ {0, ..,m}, (b(j)n qnαn)
est une suite positive convergeant vers 0 et si (b′nqnαn) converge vers 0, alors
toutes les proprie´te´s sont e´quivalentes :
(i) ‖1−Θn‖2 −→
n→∞
0,
(ii) Pour toute suite d’intervalles (Jn)n de longueur αn−1, on a
1
λ(Jn)
∫
Jn
(1 −Θn)dλ −→
n→∞
0,
(iii)
∑
0≤j≤m sjb
(j)
n + b′n −→n→∞ 0, et ∃xn ∈ B
′
n, Θn(xn) −→n→∞ 1,
(iv) ‖(1−Θn) 1Icn‖∞ −→n→∞ 0.
Preuve : On a (iv) ⇒ (i) ⇒ (ii) pour les meˆmes raisons que dans le lemme 8
(λ(Icn) = bnαnqn → 0 et λ(Ψn 6= 1) ≤ mbnαn).
Pour montrer (ii) ⇒ (iii), on calcule encore l’inte´grale de Θn sur B′n (cf fig-
ure 10). Comme les discontinuite´s de Θn sont dans In, Θ˜n est affine de pente
constante (
∑m
0 sjb
(j)
n + b′n)qn sur B
′
n : on obtient (iii) par un calcul identique
au lemme 8.
Pour montrer que (iii) entraˆıne (iv), on ve´rifie d’abord que la convergence est
uniforme sur les bases B′n et B
0
n (base de la tour mineure) : comme pour le
lemme 8 c’est une conse´quence de la continuite´ de Θn sur l’intervalle B
′
n ∪ B0n
et de (iii). Ensuite, on obtient par ite´ration de l’e´galite´ (18) que pour tout
0 ≤ k < qn
Θn◦T
k
Θn
= exp
2iπ m∑
j=0
sjb
(j)
n + b
′
n)k<qnα>
Ψ(k)n .
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Fig. 10 – Distribution de Θn dans Dn(β) (n pair).
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Lorsque 0 ≤ k < qn, on sait par (iii) que le terme constant converge vers 1 uni-
forme´ment par rapport a` k. De plus Ψn vaut 1 sur Icn = ∪j<qnT jB′n
⋃∪j<qn−1T jB0n,
donc Ψ
(k)
n = 1 sur B′n ∪ B0n pour 0 ≤ k < qn−1 et sur B′n si 0 ≤ k < qn.
Par conse´quent la convergence de Θn vers 1 sur T
kB′n est bien uniforme pour
0 ≤ k < qn, de meˆme que sur T kB0n si 0 ≤ k < qn−1. 
On e´tablit comme dans la partie pre´ce´dente une estimation de la corre´lation
entre Fn et Θn sur Fn, la tribu engendre´e par les e´tages de Dn(β). On note (Bn)
la suite des bases des tours majeures associe´es a` Dn(β) (cf 2.3.2). On obtient la
proposition suivante :
Proposition 6 On reprend les notations pre´ce´dentes. On suppose que pour
tout j, (b
(j)
n qnαn) et (b
′
nqnαn) convergent vers 0 (tous les b
(j)
n sont positifs). Si
(Θn) converge vers 1 dans L
2, alors on peut trouver une suite (εn) qui converge
vers 0 telle que pour tout n ∈ Λ et pour toute fonction g Fn-mesurable de
module infe´rieur a` 1 on ait :∫
T
gFn+1dλ =
∫
T
gFndλ
(
1
λ(Bn)
∫
Bn
Θndλ
)
+O1(VBn(Fn)+εn(bnαnqn+knαn−1)).
En notant Λ = {nj, j ≥ 1} on a aussi pour tout j ≥ 1
VBnj (Fnj ) = o(bnj−1αnj−1qnj−1) et knjαnj−1 = O1(2bnj−1αnj−1qnj−1 ).
Preuve : Pour n ∈ Λ, on de´coupe le domaine Dn(β) en trois tours : la tour
mineure d’ordre n, et deux tours de meˆme largeur αn−1 et de hauteur qn−kn et
kn, qui forment la tour majeure d’ordre n. On de´finit alors T 0n = ∪0≤j<qn−1T jB0n,
T 1n = ∪0≤j<qn−knT jBn et T 2n = ∪qn−kn≤j<qnT jBn (voir figure 10). Sur T 1n , on
sait que Ψn = 1 et que g est constante sur les e´tages de la tour correspondante.
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L’e´galite´ (17) permet d’utiliser (14), ce qui donne :∫
T 1n
Fn+1gdλ =
∫
T 1n
Fngdλ
1
λ(Bn)
∫
Bn
Θndλ
+ λ(T 1n )O1(VBn(fn) +
2π|∑m0 sjb(j)n + b′n|αn
αn−1
) .
Sur T 0n , on a la meˆme e´galite´ que pour la proposition 3 :∫
T 0n
gFn+1dλ =
∫
T 0n
gFndλ
1
λ(Bn)
∫
Bn
Θndλ+λ(T 0n )O1(2‖(1−Θn) 1T 0n∪Bn‖∞).
Si l’on de´compose T 2n selon In, on obtient 2 sous-tours de meˆme hauteur, T 2n ∩In
et T 2n ∩Icn : la premie`re est de mesure knbnαn. Sur la seconde tour qui est incluse
dans Icn, on a la meˆme e´galite´ que sur T 0n : on obtient donc∫
T 2n
Fn+1gdλ =
∫
T 2n
Fngdλ
1
λ(Bn)
∫
Bn
Θndλ
+O1
(
2bnknαn + λ(T 2n )(2‖(1−Θn) 1Icn‖∞)
)
.
Notons de fac¸on analogue a` la proposition 3,
εn = 2‖(1−Θn) 1Icn‖∞ + 2π|
m∑
0
sjb
(j)
n + b
′
n|+ 2kn/qn.
Cette suite converge bien vers 0, en raison des hypothe`ses et du lemme 10. En
remarquant que T 0n ⊂ Icn et que lorsque n ∈ Λ on a λ(T 0n ) ≤ αnqn ≤ bnαnqn, la
somme des e´galite´s pre´ce´dentes donne bien∫
T
Fn+1gdλ =
∫
T
Fngdλ
1
λ(Bn)
∫
Bn
Θndλ+O1 (VBn(fn) + εn(bnαnqn + knαn−1)) .
En ce qui concerne la seconde partie de la proposition, on sait que F˜n est continue
et de pente constante sur Bn, et sa variation sur Bn est donc majore´e par
αn−1|
∑
0≤j≤m sjk
(j)
n + k′n|. Notons n = ni le i-ie`me indice de Λ, par le meˆme
calcul que dans la proposition 3, on trouve que VBni (fni) = o(bni−1qni−1αni−1).
Enfin on a aussi kni = bni−1qnj−1+knj−1 : comme kn < qn et que αnj−1 ≤ αnj−1
on obtient bien l’e´galite´ propose´e. 
On applique maintenant cette proposition a` une fonction g, FN -mesurable,
ve´rifiant
∫
T
Fngdλ 6= 0 pour tout n ≥ N (ce qui est toujours possible en raison
de la convergence forte de (Fn) vers F de module 1, et de la convergence des
(Fn)n vers la tribu bore´lienne). On obtient donc que pour tout i assez grand :∫
T
gFni+1dλ =
∫
T
gFnidλ
(
1
λ(Bni)
∫
Bni
Θnidλ+o(bni−1αni−1qni−1+bniαniqni)
)
.
Par conse´quent, on doit avoir qu’un produit du type
∏
i>i0
∣∣∣∣∣ 1λ(Bni)
∫
Bni
Θnidλ+ o(bni−1αni−1qni−1 + bniαniqni)
∣∣∣∣∣ > 0.
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Pour terminer la preuve du the´ore`me 2, il reste a` estimer 1−| 1λ(Bn)
∫
Bn
Θndλ+
o(bn−1αn−1qn−1+bnαnqn)| lorsque n ∈ Λ. Les conditions du the´ore`me 2 de´coulent
directement du re´sultat suivant :
Lemme 11 On reprend les notations pre´ce´dentes, et on suppose que tous les
b
(j)
n sont positifs, que (bnαnqn)n et (
∑m
0 sjb
(j)
n + b′n)n convergent vers 0. On a
alors pour tout n ∈ Λ l’e´galite´ :
1− 1
λ(Bn)
∣∣∣∣∫
Bn
Θndλ
∣∣∣∣ = ( m∑
0
sjb
(j)
n + b
′
n)
2(
π2
6
+ o(1))
+ bnαnqn(1 +O1( 1
λ(In)
∫
In
Θndλ) + o(1)).
Sous l’hypothe`se (H), on a en plus l’ine´galite´ suivante : Il existe une constante
C < 1 strictement positive telle que pour tout n assez grand dans Λ, on ait∣∣∣∣∫
In
Θndλ
∣∣∣∣ ≤ Cλ(In).
Preuve : Soit n ∈ Λ. On de´compose Bn en deux sous-intervalles Bn = In ∪B′n
comme pre´ce´demment (cf figure 10). Pour montrer la premie`re partie du lemme,
on e´crit ∣∣∣∣∫
Bn
θndλ
∣∣∣∣ =
∣∣∣∣∣
∫
B′n
θndλ
∣∣∣∣∣+O1(
∫
In
θndλ).
Il suffit donc d’e´valuer | ∫
B′n
Θndλ| : Sur B′n, Θ˜n est continue, affine et de pente
constante e´gale a` (
∑m
0 sjb
(j)
n + b′n)qn. En notant α
′
n = λ(B
′
n), on trouve :∣∣∣∣∣
∫
B′n
Θndλ
∣∣∣∣∣ =
∫ α′n/2
−α′n/2
e2ipi(
∑m
0 sjb
(j)
n +b
′
n)qnxdx
= (λ(Bn)− λ(In))
(
1− π
2
6
(
m∑
0
sjb
(j)
n + b
′
n)
2(qnα
′
n)
2(1 + o(1))
)
.
Par conse´quent, comme (α′nqn) converge vers 1 et λ(In) = bnαn on trouve bien
la premie`re relation annonce´e. Il reste pour terminer a` de´montrer la seconde
partie du lemme :
Notons 2ε = min{‖∑J sj‖, J 6= ∅, J 6= {0, ..,m}}. D’apre`s l’hypothe`se (H),
on a ε > 0. Pour n ∈ Λ (par exemple pair), on note Bn = [xn, xn + αn−1[
et In = [xn, xn + bnαn[. Les discontinuite´s de Θn dans Bn sont de la forme
xn + kαn avec 0 < k ≤ bn (car lorsque n ∈ Λ on a minj(b(j)n ) = 1). Dans ce cas,
on sait aussi que bn ≥ 2, et qu’en chaque point de la forme xn + kαn de In, θn
admet un saut de taille
∑m
j=0 sj 1b(j)n ≥k
= γn,k qui ve´rifie ‖γn,k‖ ≥ 2ε pour tout
1 < k ≤ bn (pour k = 1 il n’y a pas de saut car tous les b(j)n sont supe´rieurs a`
1).
D’autre part, on peut supposer que pour tout n assez grand on a bn ≥ 3 : en
effet, sinon on aurait bn = 2 infiniment souvent. Mais (
∑m
0 b
(j)
n sj−b′n)n converge
vers 0 lorsque n tend vers l’infini. Or si bn = 2, on a pour tout j ∈ {0, ..,m}
b
(j)
n ∈ {1, 2}, donc pour un n assez grand on doit avoir
∑
j b
(j)
n sj ∈ Z. Comme
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∑
j sj = 0 on a encore
∑
j(b
(j)
n −1)sj ∈ Z. Notons J = {j ∈ {0, ..,m}, b(j)n = 2},
on obtient donc
∑
j∈J sj ∈ Z ce qui est impossible car J n’est ni vide (bn =
maxj(b
(j)
n ) = 2), ni {0, ..,m} tout entier (car minj(b(j)n ) = 1).
On peut de´composer maintenant l’inte´grale sur In de la fac¸on suivante :
∣∣∣∣∫
In
Θndλ
∣∣∣∣ ≤ ⌊
bn−1
2 ⌋∑
k=1
∣∣∣∣∣
∫ xn+(2k+1)αn
xn+(2k−1)αn
Θndλ
∣∣∣∣∣+ αn(bn − 2
⌊
bn − 1
2
⌋
).
Sur les intervalles [xn+(2k−1)αn, xn+(2k+1)αn], Θ˜n est affine par morceaux
de pente constante e´gale a` (
∑
j sjb
(j)
n + b′n)qn, avec un saut de taille γn,2k au
milieu de l’intervalle. Par conse´quent on peut e´crire∣∣∣∣∣
∫ xn+(2k+1)αn
xn+(2k−1)αn
Θndλ
∣∣∣∣∣ =
∣∣∣∣∣
∫ xn+2kαn
xn+(2k−1)αn
Θndλ(1 + e
2ipi(γn,2k+(
∑
j
sjb
(j)
n +b
′
n)qnαn))
∣∣∣∣∣
≤ 2αn
∣∣∣∣∣∣cos
π(γn,2k + (∑
j
sjb
(j)
n + b
′
n)qnαn

∣∣∣∣∣∣ .
Or on sait que (qnαn(
∑
j b
(j)
n sj + b
′
n))n converge vers 0 et que ‖γn,2k‖ ≥ 2ε.
Donc pour tout n assez grand on a ‖(qnαn(
∑
j b
(j)
n sj + b
′
n) + γn,2k‖ ≥ ε, d’ou` il
vient ∣∣∣∣∫
In
Θndλ
∣∣∣∣ ≤ αn(bn − 2⌊bn − 12
⌋
(1 − cosπε)
)
≤ λ(In)
(
1− (1− cosπε)(1− 1
bn
)
)
≤ λ(In) cos2(πε/2).

4.2 Re´ciproque
On e´tablit dans ce paragraphe la preuve de la premie`re partie du the´ore`me 2,
toujours selon le sche´ma de la partie pre´ce´dente.
Ecrivons φ =
∑m
0 sjφβj , et supposons que φ ve´rifie les hypothe`ses suivantes :
pour une partition P , on a pour tout J de P et pour tout j0 ∈ J les proprie´te´s
du the´ore`me 2. Alors en notant φJ =
∑
j∈J sjφβj , on a φ =
∑
J∈P φJ . Pour
montrer que φ est cohomologue a` t, il suffit donc de de´montrer que pour tout
J , φJ est cohomologue a` tJ (car t =
∑
J tJ + k
′α). Par conse´quent, on peut se
ramener au cas ou` P est triviale, c’est a` dire qu’on a les hypothe`ses suivantes :
on peut e´crire φ =
∑m
0 sjφβj ou` (sj)j sont des re´els de somme nulle et (βj)j
sont des re´els distincts se de´composant sous la forme βj =
∑∞
0 b
(j)
n qnα mod 1,
avec (b
(j)
n ) des suites d’entiers ve´rifiants :
∀j ∈ {0, ..,m}
∑
n
|b(j)n |
an+1
<∞ et
∑
n
‖
m∑
j=0
b(j)n sj‖2 <∞.
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Quitte a` translater φ par une constante, on peut encore supposer que tous les
(b
(j)
n ) sont positifs et que si Λ = {n,maxj(|b(j)n |) > 0}, on a, selon le paragraphe
4.1.2,
n ∈ Λ⇐⇒
(
min
j
(b(j)n ) = 1 et max
j
(b(j)n ) ≥ 2
)
.
On pose alors, toujours d’apre`s 4.1.2, bn = maxj(b
(j)
n ) et β =
∑
bnqnα, et on
conside`rera les domaines fondamentaux associe´s a` β, (Dn(β)), la filtration (Fn)
associe´e, ainsi que toutes les quantite´s lie´es.
Notons pour tout n, b′n = −[
∑m
0 sjb
(j)
n ], on a alors t =
∑
n b
′
nqnα. On construit
comme dans le chapitre pre´ce´dent une fonction F qui ve´rifie (17). Pour cela on
appelle Θn l’unique solution de l’e´quation (18) qui vaut 1 sur le milieu de B
′
n,
puis on de´montre que la suite de fonctions Fn =
∏
k<nΘk admet une valeur
d’adhe´rence non nulle pour la topologie faible L2. La preuve, comple`tement
analogue a` celle du chapitre pre´ce´dent, est laisse´e au lecteur.
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Troisie`me partie
Constructions de facteurs
discrets pour des flots spe´ciaux et
des e´changes de 3 intervalles.
Dans cette partie nous de´montrons les the´ore`mes 3 et 5 a` l’aide des conditions
du the´ore`me 1. Le dernier chapitre est consacre´ au re´sultat de re´gularisation
(proposition 10) qui permet de prouver les parties des the´ore`mes 3 et 4 concer-
nant les exemples de flot spe´ciaux avec fonctions plafond re´gulie`res.
5 Ge´ne´ralite´s, Tours de Kakutani.
Nous rappelons ici les liens existants entre les e´changes de 3 intervalles et les
flots spe´ciaux, notamment par l’interme´daire des tours de Kakutani au dessus
d’une rotation irrationnelle. Nous pre´cisons ensuite comment s’appliquera le
the´ore`me 1 dans les chapitres suivants. Dans ce qui suit α est un irrationnel
dont la suite des quotients partiels (an) est non borne´e. On note toujours T la
translation de α sur T et (qn) la suite des de´nominateurs des re´duites de α.
5.1 Valeurs propres et fonctions propres des diffe´rentes
transformations.
5.1.1 Flots spe´ciaux.
On rappelle que le flot spe´cial, τα,φ au dessus de T et de fonction plafond φ
est de´fini sur le domaine quotient Dφ = T×R/ ∼, pour la relation d’e´quivalence
(x, y + φ(x)) ∼ (Tx, y), par τ tα,φ(x, y) = (x, y + t). Les valeurs propres de τα,φ
constituent le sous-groupe de R de´fini par :
e(τα,φ) = {t ∈ R, ∃f ∈ L2(T)\{0} e2ipitφf = f ◦ T }.
Si t est une valeur propre du flot, les fonctions propres associe´es a` t sont de la
forme Ft(x, y) = f(x)e
2ipity, ou` f est une fonction de transfert dans l’e´quation
de cohomologie associe´e.
Pour β, γ re´els > 0 tels que γ{β} < 1, on note τα,β,γ le flot spe´cial de fonction
plafond φ = 1 + γφβ . Dans ce cas t est une valeur propre lorsqu’il existe une
solution f a` l’e´quation (3) avec s = −tγ. Le the´ore`me 1 s’applique donc lorsque
s /∈ Z avec cette condition supple´mentaire.
5.1.2 E´changes de 3 intervalles.
On rappelle qu’un e´change de 3 intervalles est identifie´ a` l’induit Tα,β de T
sur [0, β[ avec β ∈]0, 1[. Son groupe des valeurs propres est
e(Tα,β) = {s ∈ T, ∃f ∈ L2(T)\{0} e2ipis 1[0,β[f = f ◦ T }.
s est donc une valeur propre de Tα,β lorsque l’e´quation (3) admet une solution
avec t = −sβ, et le the´ore`me 1 s’applique donc dans ce cas. Les fonctions
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propres associe´es a` s, fβ , sont les restrictions a` [0, β[ des fonctions de transfert
f de l’e´quation (3).
5.1.3 Tours de Kakutani
On appelle (voir par exemple [22]) tour de Kakutani au dessus de T et de
fonction hauteur h, ou` h est une fonction inte´grable sur T a` valeurs dans N∗, le
syste`me dynamique (X,Th) ou` X = {(x, k) ∈ T × Z, 0 ≤ k < h(x)} et Th est
de´finie pour tout (x, k) ∈ X par :
Th(x, k) =
{
(x, k + 1) si k + 1 < h(x)
(Tx, 0) sinon.
On munit X de la probabilite´ invariante λh e´gale a` la mesure de Lebesgue
remormalise´e. Son groupe des valeurs propres est :
e(Th) = {s ∈ T, ∃f ∈ L2(T)\{0}, ei2pishf = f ◦ T }.
Si s est une valeur propre de Th, les fonctions propres F associe´es s’e´crivent
pour tout (x, k) ∈ X , F (x, k) = f(x)e2ipisk, ou` f est une fonction de transfert
de l’e´quation associe´e.
Pour tout β > 1 donne´, on notera (Xβ, Tα,β), la tour de Kakutani au dessus
de T et de fonction hauteur h = ⌊β⌋ + 1[0,{β}[. Lorsque β ∈]0, 1[, l’induit
de la rotation sur [0, β[ peut s’interpre´ter comme la tour de “hauteur” 1[0,β[
correspondant a` la ge´ne´ralisation naturelle au cas ou` h prend des valeurs nulles.
On notera λβ la probabilite´ invariante associe´e.
Lorsque β > 1 et γ−1 = β, le flot τα,β,γ est, a` homothe´tie de temps pre`s, la
suspension de la tour Tα,β (la suspension est le flot spe´cial de fonction plafond
e´gale a` h/‖h‖1). Si e˜(Tα,β) de´signe le releve´ dans R de e(Tα,β), on obtient
simplement
e(τα,β,β−1) = βe˜(Tα,β).
Pour montrer les parties (ii) et (iii) du the´ore`me 3 ainsi que le the´ore`me 4, il
suffira d’e´tudier la tour de Kakutani Tα,β associe´e au flot : les re´sultats montrant
la conjugaison de Tα,β a` Rs ou a` un odome`tre, entraˆınent la conjugaison de
τα,β,β−1 au flot de translations obtenu par suspension, et renormalise´ par β
−1,
Rsβ,β , ou a` un flot de translations sur un sole´no¨ıde (voir paragraphe 7.2).
5.2 Les conditions (∗).
D’apre`s ce qui vient d’eˆtre dit, nous obtiendrons des valeurs propres s ou
t pour les transformations pre´sente´es, en construisant des triplets (β, s, t) pour
lesquels l’e´quation (3) admet des solutions, avec de plus t = −sβ ou s = −tγ
selon les cas.
5.2.1 De´finition.
On dira que le triplet (β, s, t) de R3 ve´rifie (∗) s’il existe des suites d’entiers
(bn) et (b
′
n) et des entiers k1, k
′
1, l1 et l
′
1 tels qu’on ait :
(∗)

β = k1α− l1 +
∑∞
1 bn<qnα>
t = k′1α− l′1 +
∑∞
1 b
′
n<qnα>∑∞
1 |bn|/an+1 <∞ et∑∞
1 (bns− b′n)2 <∞ .
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L’avant-dernie`re condition peut e´galement s’e´crire :
∑∞
1 bnqn‖qnα‖ < ∞.
Nous utiliserons selon les besoins, l’une ou l’autre des deux formes. Autrement
dit, β ∈ H1(α), avec la de´finition donne´e dans l’introduction.
D’apre`s le the´ore`me 1, lorsque s /∈ Z, le triplet (β, s, t) ve´rifie (∗) si et
seulement si l’e´quation (3) associe´e au triplet (β,−s, t) admet une solution.
Lorsque s ∈ Z (pour le flot), comme t(1 + γφβ) = t − sβ = s(γ−1 − β)
mod 1, l’e´quation se re´duit a` l’e´quation aux valeurs propres de T . On trouve
donc des solutions lorsque (γ−1 − β) ∈ Q + αQ, et ces valeurs propres sont les
multiples de dγ−1 ou` d = min{k ∈ N∗, k(γ−1 − β) ∈ Z + αZ}.
Lorsque β /∈ H1(α), les seules valeurs propres sont ces valeurs propres “triv-
iales”.
Lorsque β ∈ H1(α), comme les solutions triviales ve´rifient t− sβ ∈ Z + αZ
elles sont incluses dans les solutions donne´es par (∗) et on obtient donc :
e(τα,β,γ) = {t ∈ R, (β, γt, t) ve´rifie (∗)},
e˜(Tα,β) = {s ∈ R, (β, s, sβ) ve´rifie (∗)}.
En de´finitive, les constructions de valeurs propres non triviales se re´duisent a` la
construction de triplets (β, s, t) ve´rifiant (∗), ou` t = sβ pour l’induit (Tα,β avec
β ∈]0, 1[) et s = tγ pour le flot (τα,β,γ).
5.2.2 Notations et ordres de grandeurs.
Pour construire des solutions a` (∗), on cherchera des β ∈ H1(α) de´termine´s
par des suites (bn) tre`s lacunaires, c’est a` dire que les bn seront nuls sauf le
long d’une sous-suite qu’on notera (nj). Par commodite´, on notera encore (bj)
la sous-suite des termes non nuls . On e´crit alors
β = k1α− l1 +
∑
j≥1
bj<qnjα>,
et on de´finit les suites (βj), (kj) et (lj) par
kj+1 = kj + bjqnj , lj+1 = lj + bjpnj et βj = kjα− lj = β1 +
j−1∑
1
bi<qniα>.
Enfin on imposera |bj |/anj+1 ≤ εj , ou` (εj) est une suite sommable strictement
positive donne´e. Lorsque (β, s, t) ve´rifie (∗), on peut toujours, quitte a` modifier
le premier terme, e´crire t sous la forme analogue
t = k′1α− l′1 +
∑
j≥1
b′j<qnjα>,
ou` k′1, l
′
1 et les b
′
j sont des entiers, et on notera e´galement tj = k
′
1α − l′1 +∑
1≤i<j b
′
iqniα = k
′
jα− l′j pour j ≥ 1.
Le lemme suivant pre´cise alors la vitesse de convergence des sommes par-
tielles βj ainsi que l’ordre de grandeur de kj et lj.
Lemme 12 Soit β dans H1(α). Avec les notations pre´ce´dentes, si M = 1 +∑
j≥2 εj et C = (1 +max(|k1|, |l1|))
∏
i≥1(1 + εi), on a les ine´galite´s
|β − βj | ≤ Mαnj−1εj pour tout j ≥ 1,
max(|kj |, |lj |) ≤ Cbj−1qnj−1 pour tout j ≥ 2.
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Si de plus β /∈ Z et que le triplet (β, s, t) ve´rifie (∗) avec t = sβ, en posant
sj = tj/βj on a aussi (s− sj) = o(αnj ).
Preuve : Pour tout j ≥ 1 on a
|β − βj | ≤
∞∑
j
|bi|αni ≤
∞∑
j
ani+1αniεi ≤ αnj−1εj + αnj
∞∑
j+1
εi.
Comme bj 6= 0, on a 1 ≤ anj+1εj , d”ou` αnj < αnj−1εj et on obtient bien
|β − βj | ≤Mαnj−1εj .
En ce qui concerne la majoration de |kj |, il suffit de montrer par re´currence
que pour tout j ≥ 2 on a |kj | ≤ Cj |bj−1|qnj−1 avec
Cj = (|k1|+ 1)
j−2∏
i=1
(1 + εi).
On a bien |k2| = |k1 + b1qn1 | ≤ C1|b1|qn1 . Supposons que pour j ≥ 2, on ait
|kj | ≤ Cj |bj−1|qnj−1 . Alors
|kj | ≤ Cjεj−1anj−1+1qnj−1 < Cjεj−1qnj
et il vient
|kj+1| ≤ |kj |+ |bj |qnj ≤ Cjεj−1qnj + |bj |qnj
≤ (Cjεj−1 + 1)|bj|qnj ≤ Cj+1|bj |qnj .
On obtient donc l’ine´galite´ annonce´e pour |kj |. La majoration est analogue pour
|lj |.
Supposons maintenant que (β, s, t) ve´rifie (∗). Comme β /∈ Z, alors sj =
tj/βj est bien de´fini pour j assez grand et si ε
′
j = bjs− b′j on peut e´crire
βj(s− sj) = βjs− tj = s(βj − β) + (t− tj) =
∑
i≥j
ε′i<αqni>.
En remarquant que pour tout j,
∑
i≥j α
2
ni ≤ 2α2nj , on obtient en notant M ′ =∑∞
1 ε
′
j
2
:
|s− sj | ≤ 1|βj |
(
αnj |ε′j |+ αnj+1
√
2M ′
)
≤ αnj|βj |
(
|ε′j|+ εj+1
√
2M ′
)
.

6 Groupe de valeurs propres de rang infini.
Nous de´montrons dans ce chapitre le the´ore`me suivant :
The´ore`me 6 Pour tout irrationnel α a` quotients partiels non borne´s et pour
tout γ > 0, on peut construire un ensemble de β non de´nombrable et dense dans
]0, 1/γ[ pour lesquels le flot spe´cial τα,β,γ admet comme facteur discret un flot
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de translations ergodique sur un tore de dimension infinie.
De meˆme, pour tout irrationnel α a` quotients partiels non borne´s, on peut
construire un ensemble de β non de´nombrable et dense dans R+ pour lesquels
Tα,β admet un groupe de valeurs propres de rang infini.
Le premier paragraphe fournit une construction de solutions non triviales a`
(∗) dans les cas de τα,β,γ ou de Tα,β, qui servira de base pour la suite.
Le second paragraphe montre comment on peut, a` l’aide de cette construc-
tion, obtenir plusieurs valeurs propres rationnellement inde´pendantes : nous
traiterons d’abord le cas de Tα,β, puis celui de τα,β,γ en pre´cisant a` chaque
e´tape quelles sont les diffe´rences.
Enfin nous expliquerons dans le troisie`me paragraphe comment utiliser ce qui
pre´ce`de pour construire des syste`mes admettant une infinite´ de valeurs propres
rationnellement inde´pendantes, ce qui ache`vera la preuve du the´ore`me 6.
Dans tout ce chapitre, on suppose donne´ α, un irrationnel a` quotients partiels
non borne´s. On suppose aussi donne´e une suite (εj)j≥1 positive strictement
de´croissante et sommable, avec
∑
j≥1 εj ≤ 1/2.
6.1 Premie`re construction de valeurs propres non triv-
iales.
On construit ici des solutions (β, s, t) a` (∗), avec t = sβ pour l’induit ou
la tour Tα,β ou s = tγ pour le flot τα,β,γ . On se donne aussi une suite (ε
′
j)
strictement positive de carre´ sommable. On part de deux entiers non nuls k1 et
k′1 et de deux entiers quelconques l1 et l
′
1.
Nous construisons par re´currence les suites (bj) et (b
′
j) d’entiers non nuls et la
suite (nj) strictement croissante de´finissant β et t. Les suites (kj), (k
′
j), (βj), (tj)
introduites au paragraphe 5.2.2 sont alors de´finies simultane´ment pour j ≥ 1.
On notera aussi sj = tj/βj dans le cas de Tα,β (βj sera non nul) ou sj = tjγ
dans le cas de τα,β,γ , pour tout j ≥ 1.
Soit j ≥ 1. Supposons avoir construit (bi)i<j , (b′i)i<j et (ni)i<j , et supposons
que βj = k1α− l1+
∑
1≤i<j bi<qniα> 6= 0 donc que sj est bien de´fini. On choisit
alors bj puis b
′
j de sorte que
‖bjsj‖ < ε′j et b′j = [bjsj ]. (19)
et on choisit ensuite nj > nj−1 tel que
qnj ≥ max (|bj |, |b′j |), (20)
et
max (|bj |, |b′j |)
anj+1
< εj. (21)
Pour j = 1, on demande de plus n1 > 1 et
qn1 > max (|k1|, |k′1|). (22)
Pour j = 1, on a bien β1 = k1α− l1 6= 0 puisque k1 6= 0 et d’apre`s la dernie`re
condition ‖β1‖ = ‖k1α‖ ≥ αn1−1. Pour j > 1, si (21) est satisfaite pour i < j
on a de meˆme que dans la preuve du lemme 12,
|βj − β1| <
∑
1≤i<j
ani+1αniεi < αn1−1
∑
1≤i<j
εi ≤ αn1−1
2
, (23)
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d’ou` βj 6= 0 et on peut continuer la construction.
Dans la suite, on sera amene´ a` faire cette construction avec (19) et (20) satis-
faites a` partir d’un certain rang seulement. On obtient les proprie´te´s suivantes :
Proposition 7 Si la condition (22) est satisfaite et que (21) est satisfaite pour
tout j ≥ 1, les suites (βj), (tj) et (sj) convergent respectivement vers trois re´els
β, t non entiers et s 6= 0, avec s = tγ pour le cas de τα,β,γ ou t = sβ pour le cas
de Tα,β.
D’autre part il existe un re´el M(t1, n1) qui ne de´pend que de t1 et n1 tel que
pour tout j ≥ 1, |sj | ≤ M(t1, n1). Pour tout j ≥ 2, kj et k′j sont non nuls et
ve´rifient
max(|kj |, |k′j |) < 2εj−1qnj . (24)
Si de plus les conditions (19) et (20) sont ve´rifie´es pour tout j assez grand, alors
le triplet (β, s, t) obtenu satisfait (∗). L’ensemble des limites β obtenues dans ce
cas est non de´nombrable et dense dans R+.
Preuve : Il est clair d’apre`s (21) que la suite (βj) converge et que sa limite β
appartient a`H1(α). Pour tout j ≥ 1, d’apre`s (23), on a ‖βj‖ ≥ ‖β1‖−|βj−β1| ≥
αn1−1/2 donc kj est non nul. On obtient encore ‖β‖ ≥ αn1−1/2 donc β /∈ Z.
La suite (tj) converge vers t pour les meˆmes raisons que (βj) et on a les
meˆmes ine´galite´s : pour tout j ≥ 1, |tj − t1| ≤ αn1−1/2 et ‖tj‖ ≥ αn1−1/2, d’ou`
k′j 6= 0 et t /∈ Z.
Donc (sj) converge aussi vers une limite s = t/β (pour Tα,β) ou s = tγ
(pour τα,β,γ) et dans les deux cas s 6= 0. Comme |tj)| ≤ |t1| + αn1−1/2 et que
|βj | ≥ αn1−1/2 pour tout j ≥ 1, la suite (sj) est bien majore´e par une constante
M(t1, n1) qui ne de´pend que de t1 et n1.
L’ine´galite´ (24) se de´montre par re´currence, de fac¸on identique pour les suites
(kj) et (k
′
j). Pour j ≥ 1, si l’on suppose seulement que |kj | < qnj , ce qui est vrai
par hypothe`se pour j = 1, il suffit d’e´crire :
|kj+1| = |kj + bjqnj | ≤ qnj (1 + anj+1εj) < 2qnjanj+1εj < 2εjqnj+1
car bj 6= 0 et |bj | < anj+1εj donne anj+1εj > 1.
Supposons maintenant que (19) et (20) soient satisfaites pour tout j assez
grand. Pour montrer que (β, s, t) satisfait (∗) il suffit de ve´rifier que la suite
((b′j − bjs)) est de carre´ sommable et, comme (b′j − bjsj) est de carre´ sommable
d’apre`s (19), il suffit de montrer que (bj(s− sj)) l’est e´galement.
D’apre`s (21) et le lemme 12, on a |β − βj | ≤ Mαnj−1εj et de meˆme |t − tj | ≤
Mαnj−1εj pour tout j ≥ 1, avec M = 3/2. Pour le flot τα,β,γ on a donc pour j
assez grand
|bj(s− sj)| ≤ γqnj |t− tj | ≤Mγqnjαnj−1εj < Mγεj,
donc la suite est sommable.
Pour Tα,β la majoration est semblable :
|bj(s− sj)| = |bj||βj | |s(βj − β) + (t− tj)|
≤ 2M
αn1−1
(|s|+ 1) qnjαnj−1εj <
2M
αn1−1
(|s|+ 1) εj.
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Enfin l’ensemble des β obtenu ainsi est dense : en effet l’ensemble des β1 =
k1α−l1 possibles est dense, et |β−β1| ≤ αn1−1/2 peut eˆtre rendu arbitrairement
petit par le choix de n1. Cet ensemble aussi non de´nombrable : d’apre`s le lemme
1, l’unicite´ de la de´composition en se´rie de β a` partir de l’indice j est assure´e
de`s que |kj | < qnj/2 et |bi| < ani+1/4 pour tout i ≥ j. Ces 2 conditions sont
ve´rifie´es graˆce a` (21) et (24) de`s que εj−1 < 1/4. Comme a` chaque e´tape il y
a une infinite´ de choix pour bj et nj , l’ensemble des sommes obtenues est bien
non de´nombrable. 
6.2 Construction avec r valeurs propres rationnellement
inde´pendantes.
Soit r un entier ≥ 2. On va construire selon le sche´ma pre´ce´dent, β et r re´els
t1,.., tr de sorte que Tα,β ou τα,β,γ admette r valeurs propres inde´pendantes.
Ces valeurs propres seront, pour Tα,β, les s
i = ti/β pour i ∈ {1, .., r} : on
veut qu’elles soient rationnellement inde´pendantes dans R/Z, ce qui revient a`
construire β, t1,.., tr rationnellement inde´pendants. Pour τα,β,γ , les valeurs pro-
pres seront t1,.., tr : il suffit donc a priori de construire t1,.., tr rationnellement
inde´pendants. On posera pour la suite, par commodite´, t0 = β.
On suppose toujours donne´e la suite (εj)j≥1 strictement positive de´croissante
et sommable, avec
∑∞
1 εj ≤ 1/2. Nous prenons les notations suivantes :
–
−→
k1 ∈ Z∗r+1 et −→l1 ∈ Zr+1.
– (
−→
bj )j≥1 est une suite dans Z
∗r+1
– (nj)j≥1 est une suite d’entiers positifs strictement croissante.
Alors les suites (
−→
kj )j≥1 et (
−→
tj )j≥1 sont de´finies pour tout j ≥ 1 par
−−→
kj+1 =
−→
kj + qnj
−→
bj , et
−→
tj = α
−→
k1 −−→l1 +
j−1∑
1
<qniα>
−→
bi .
On note
−→
kj = (k
i
j)0≤i≤r,
−→
bj = (b
i
j)0≤i≤r et de meˆme pour les autres vecteurs. On
sera aussi amene´ a` travailler dans Rr, avec les e´le´ments de Rr+1 prive´s de leur
premie`re coordonne´e. Nous noterons, sauf ambiguite´, pour tout −→x = (x0, .., xr)
de Rr+1, x le vecteur (x1, .., xr) de Rr.
Enfin, 〈., .〉 et ‖.‖2 de´signent le produit scalaire et la norme euclidienne usuels,
indiffe´remment dans Rr+1 ou Rr.
Les vecteurs
−→
k1 et
−→
l1 e´tant donne´s, on choisira les
−→
bj et nj de fac¸on que (22)
et (21) soient satisfaites pour tout couple (b0j , b
i
j) avec 1 ≤ i ≤ r, c’est-a`-dire
max
i
(|ki1|) < qn1 et max
i
(|bij |) ≤ εjanj+1 pour tout j ≥ 1.
Alors la premie`re partie de la proposition 7 s’applique et en particulier la suite
(
−→
tj ) converge vers un vecteur
−→
t .
Pour tout j ≥ 1, on aura comme pre´ce´demment βj = t0j 6= 0 et on pose −→sj =
(t0j )
−1−→tj dans le cas de Tα,β, ou −→sj = γ−→tj dans le cas de τα,β,γ . On demandera
ensuite que (20) et (20) soient satisfaites pour les couples (b0j , b
i
j) pour 1 ≤ i ≤ r,
a` partir d’un certain rang et avec une suite (ε′j) a` pre´ciser.
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6.2.1 Crite`res d’inde´pendance.
Nous pre´cisons d’abord comment obtenir l’inde´pendance alge´brique des valeurs
propres ainsi construites. Nous donnons les e´nonce´s pour le cas de Tα,β.
Lemme 13 Avec les notations et les hypothe`ses ci-dessus, si pour tout j as-
sez grand, la famille (
−−→
tj−r , ..,
−→
tj ) est libre dans R
r+1, alors les coordonne´es du
vecteur
−→
t = lim
−→
tj sont rationnellement inde´pendantes.
Preuve : Supposons qu’il existe −→v = (vi)1≤i≤r ∈ Zr+1 \ 0 tel que
∑r
0 vit
i = 0.
On obtient alors que pour tout j,
〈−→v ,−→tj 〉+
∞∑
j
〈−→v ,−→bm〉<qnmα>= 0.
On a 〈−→v ,−→tj 〉 = (
∑
i vik
i
j)α mod 1. L’ine´galite´ (24) s’applique a` tous les k
i
j , ce
qui donne |∑i vikij | ≤ 2εj−1qnj ∑i |vi| pour tout j ≥ 2. Donc pour tout j assez
grand pour que 2εj−1
∑
i |vi| < 1, on a |
∑
i vik
i
j | < qnj et si cette somme n’est
pas nulle ‖(∑i vikij)α‖ ≥ αnj−1.
D’autre part, pour tout j ≥ 1, comme maxi(|bij |) ≤ εjanj+1,
|
∑
m≥j
〈−→v ,−→bm〉 < qnmα>| ≤
∑
i
|vi|
∑
j≥m
εmanm+1αnm ≤M
∑
i
|vi|αnj−1εj,
selon le lemme 12, avec M = 3/2. Il en re´sulte que 〈−→v ,−→tj 〉 = 0 pour tout j
assez grand. Alors la famille (
−→
tj , ..,
−−→
tj+r) admet un orthogonal non trivial ce qui
est contraire a` l’hypothe`se. 
Nous utiliserons ce re´sultat pour la construction de (
−→
tj ) par l’interme´diaire
du lemme suivant, qui s’applique lorsque la condition (19) est ve´rifie´e.
Lemme 14 Soit j > r. On suppose que la famille (
−−→
tj−r , ..,
−→
tj ) est libre dans
Rr+1 et que, pour un vecteur −→u orthogonal a` (−−−−→tj−r+1, ..,−→tj ), on a
r∑
i=1
ui<b
0
js
i
j> 6= 0, et bij = [b0jsij ] pour tout i ∈ {1, .., r}.
alors la famille (
−−−−→
tj−r+1, ..,
−−→
tj+1) est libre.
Preuve : D’apre`s l’hypothe`se l’orthogonal de la famille (
−−−−→
tj−r+1, ..,
−→
tj ) est de di-
mension 1, et est donc engendre´ par le vecteur−→u . Pour que la famille (−−−−→tj+1−r , ..,−−→tj+1)
soit libre, il suffit que 〈−→u ,−−→tj+1〉 6= 0. Comme −−→tj+1 = −→tj +<qnjα>
−→
bj et 〈−→u ,−→tj 〉 =
0 par hypothe`se, Il suffit que 〈−→u ,−→bj 〉 6= 0.
Or bij = [b
0
js
i
j ] = b
0
js
i
j−<b0jsij> pour tout i. Comme −→sj = (t0j )−1
−→
tj , b
0
js
0
j = b
0
j ∈ Z
et on a encore 〈b0j−→sj ,−→u 〉 = 0. Il en re´sulte que 〈−→u ,
−→
bj 〉 = −
∑r
0 ui<b
0
js
i
j >=
−∑r1 ui<b0jsij > 6= 0. 
Dans le cas des flots τα,β,γ , ces lemmes sont encore valides a` condition de
les adapter dans Rr en supprimant la premie`re coordonne´e, et en remplac¸ant r
par r − 1 pour les familles de vecteurs.
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6.2.2 Construction pour Tα,β.
Nous proce´dons maintenant a` la construction pour le cas des induits ou des
tours Tα,β.
Proposition 8 Soient
−→
k1 ∈ Z∗r+1, −→l1 ∈ Z et n1 ∈ N∗ ve´rifiant max0≤i≤r |ki1| <
qn1 et Jr un entier supe´rieur a` r. Alors il existe une constante Cr > 0 ne
de´pendant que de
−→
k1 et n1 telle que pour toute suite (ε
′
j) ve´rifiant ε
′
j ≥ Crεj−r−1
pour tout j > Jr, on peut constuire une suite (
−→
bj ) dans Z
∗r+1 et une suite
strictement croissante (nj) dans N satisfaisant les proprie´te´s suivantes.
(i) La famille (
−−−−−→
tJr−r+1, ..,
−−−→
tJr+1) est libre.
(ii) Pour tout j ≥ 1, max0≤i≤r |bij | < min (εjanj+1, qnj ).
(iii) Pour tout j > Jr, max
0≤i≤r
‖b0jsij‖ ≤ ε′j ,
il existe −→u orthogonal a` {−−−−→tj−r+1, ..,−→tj } tel que
r∑
i=1
ui<b
0
js
i
j> 6= 0
et bij = [b
0
js
i
j ] pour tout i ∈ {1, .., r}.
Alors la suite (
−→
tj ) ainsi construite converge vers un vecteur (t
0, t1, .., tr) de co-
ordonne´es rationnellement inde´pendantes. Lorsque
∑
j≥1 ε
′
j
2
< +∞ tous les
triplets (t0, ti/t0, ti) sont solutions de (∗), et l’ensemble des limites t0 ainsi
obtenues est non de´nombrable et dense.
Preuve : La seconde partie de la proposition re´sulte clairement des lemmes
13 et 14 et de la proposition 7. Soient Jr ≥ r et (ε′j) ve´rifiant l’hypothe`se de
l’e´nonce´, la constante Cr restant a` choisir. Il suffit de de´montrer l’existence des
suites (
−→
bj ), (nj) ou, de fac¸on e´quivalente, d’une suite (
−→
tj ) ve´rifiant (i), (ii) et
(iii).
On commence par se donner (
−→
tj )j≤Jr−r+1 de sorte que (ii) soit ve´rifie´e pour
j ≤ Jr − r ; ensuite on choisit (−−−−−→bJr−r+1, ..,
−→
bJr) tels que (
−−−−−→
tJr−r+1,
−−−−−→
bJr−r+1, ..,
−→
bJr)
soit libre dans Rr+1. Comme
−−→
tj+1 =
−→
tj +<qnjα>
−→
bj , on obtient ainsi la condition
(i). Enfin on choisit (nj)j≤Jr de sorte qu’on ait (ii) pour j ≤ Jr.
Soit maintenant J > Jr. Supposons avoir construit
−→
bj et nj ve´rifiant les condi-
tions (ii) et (iii) jusqu’au rang J − 1, c’est a` dire qu’on a de´fini (tj)j≤J . Pour
construire
−−→
tJ+1, il suffit de trouver b
0
J satisfaisant les premie`res conditions de
(iii), de de´finir
−→
bJ par la dernie`re condition de (iii), puis de choisir nJ de sorte
que (ii) soit vraie au rang J . Il reste donc a` montrer l’existence de b0J .
Soit −→u un vecteur non nul orthogonal a` {−−−−→tJ−r+1, ..,−→tJ }. Comme k0j 6= 0 d’apre`s
la proposition 7, u = (ui)i≥1 est un vecteur non nul de R
r qu’on peut choisir de
sorte que ‖u‖2 = 1. Notons xi =<b0JsiJ>, alors les premie`res conditions de (iii)
s’e´crivent :
max
1≤i≤r
|xi| < ε′J et
r∑
1
uixi 6= 0.
Par densite´ pour montrer l’existence de b0J , il suffit de montrer que le releve´
dans Rr du groupe ferme´ engendre´ dans Tr par sJ = (s
1
J , .., s
r
J), note´ G, est
(ε′J/3)-dense dans R
r pour la norme euclidienne. En effet, dans ce cas, on peut
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choisir x ∈ G tel que ‖x− ε′J2 u‖2 ≤ ε′J/3. Alors ‖x‖2 < ε′J et
|〈x, u〉| ≥ ε′J/2− ‖x−
ε′J
2
u‖2 ≥ ε′J/6.
Soit R = {v ∈ Zr : 〈v, sJ 〉 ∈ Z}, alors G = {x ∈ Rr : 〈v, x〉 ∈ Z, ∀v ∈ R} par
dualite´ des groupes localement compacts, autrement dit G est l’annihilateur de
R dans Rr. La densite´ relative de G, avec une constante de la forme CrεJ−r−1/3,
re´sulte des 2 lemmes suivants. 
Lemme 15 On reprend les notations et les hypothe`ses de la proposition 8
et on suppose que (i), (ii) et (iii) sont ve´rifie´es pour j < J . Notons Mr =
maxi(M(t
i
1, n1)) + 1 ou` M(t
i
1, n1) est de´fini selon la proposition 7. Alors pour
tout v ∈ R \ {0} on a ‖v‖2 ≥ 1/(2Mr
√
rεJ−r−1).
Preuve : Soit v ∈ R \ {0}. Alors il existe un entier v0 ve´rifiant
∑r
i=0 vis
i
J = 0
(s0J = 1). Comme pour tout i ∈ {0, .., r} on a siJ = tiJ/t0j il vient
∑r
0 vit
i
J = 0.
Or, avec les hypothe`ses, le lemme 14 montre que la famille (
−−→
tJ−r, ..,
−→
tJ ) est
libre, donc il existe un entier m entre J − r et J − 1 tel que∑ri=0 vitim 6= 0 mais∑r
i=0 vit
i
m+1 = 0, c’est-a`-dire
r∑
i=0
vit
i
m = −
(
r∑
i=0
vib
i
m
)
<qnmα> 6= 0.
Comme
∑r
i=0 vit
i
m = (
∑r
i=0 vik
i
m)α mod 1, on doit donc avoir pour un entier
m ∈ {J − r, .., J} l’une des deux conditions suivantes ( cf lemme 1).
qnm ≤ |
r∑
i=0
vik
i
m| < 2
r∑
i=0
|vi|εm−1qnm (d’apre`s (24)),
ou bien anm+1 < 2|
r∑
i=0
vib
i
m| ≤ 2
r∑
i=0
|vi|εmanm+1 (d’apre`s (ii)).
On obtient donc ne´cessairement
∑r
0 |vi| ≥ 12εJ−r−1 . Enfin, comme v0+
∑r
1 vis
i
J =
0 on a
|v0| ≤ (maxi |siJ |)
∑r
1 |vi| et par conse´quent
‖v‖2 ≥ 1
2Mr
√
rεJ−r−1
.

Le lemme qui suit est un re´sultat ge´ne´ral sur la densite´ relative de l’annihi-
lateur d’un sous-groupe discret de Rr.
Lemme 16 Pour tout r ≥ 1, il existe une constante cr telle que si R est un
sous-groupe discret de Rr et d = min(‖v‖2 : v ∈ R \ {0}), son annihilateur G
est (cr/d)-dense dans R
r.
Preuve : Le re´sultat est e´vident pour r = 1 avec cr = 1/2. Soit r > 1, on
suppose la proprie´te´ montre´e pour r−1, avec la constante cr−1. Soit a ∈ R avec
|a| = d et soit H l’hyperplan orthogonal a` a. Alors G′ = G∩H est l’annihilateur
dans H de la projection orthogonale R′ de R sur H Comme R contient Za, il
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ne contient pas d’autres points a` distance infe´rieure a` d
√
3/2 de la droite Ra,
donc les points de R′ sont espace´s d’au moins d
√
3/2 et d’apre`s l’hypothe`se de
re´currence G′ est (2cr−1/d
√
3)-dense dans H .
D’autre part, on obtient une base de R sur Z en ajoutant a au releve´ d’une
base de R′. Il en re´sulte qu’il existe x ∈ G avec 〈a, x〉 = 1 Alors les hyperplans
〈a, x〉 = b pour b ∈ Z, qui sont distants de 1/d, et chacun rencontre G selon
un translate´ de G′ qui y est (2cr−1/d
√
3)-dense. Cela prouve le re´sultat avec
c2r =
1
4 +
4
3c
2
r−1. 
Remarque : Dans la preuve de la proposition 13, le groupe G admet donc
la constante de densite´ relative 2Mr
√
rcrεJ−r−1 et il suffit de choisir Cr =
6Mr
√
rcr.
6.2.3 Construction pour τα,β,γ.
Nous reprenons dans ce paragraphe le sche´ma pre´ce´dent, ainsi que ses nota-
tions. Ici γ est un re´el fixe´ strictement positif.
Nous devons distinguer les deux cas suivants.
Cas γ−1 /∈ Qα+ Q.
On construit la suite (
−→
tj ) de sorte que (t
1, .., tr) soient rationnellement inde´pendants.
Nous utilisons a` nouveau les lemmes 13 et 14, en supprimant la premie`re coor-
donne´e. Les conditions de la proposition 8 deviennent :
(i) (tJr−r+1, .., tJr) libre dans R
r,
(ii) Pour tout j ≥ 1, max0≤i≤r |bij | < min (εjanj+1, qnj ).
(iii) Pour tout j ≥ Jr, max
0≤i≤r
‖b0jsij‖ ≤ ε′j, il existe u orthogonal a` {tj−r+2, .., tj}
tel que
r∑
i=1
ui<b
0
js
i
j> 6= 0 et bij = [b0jsij ] pour tout i ∈ {1, .., r}.
La seule modification notable concerne la preuve du lemme 15. En effet, si
v ∈ R, il existe v0 ∈ Z tel que
∑r
i=1 vis
i
J + v0 = 0. Mais ici on a sJ = γtJ , d’ou`
la relation
r∑
i=1
vit
i
J + v0γ
−1 = 0. (25)
Comme γ−1 n’est pas dans αZ + Z, on a ne´cessairement v0 = 0, et le reste de
la preuve du lemme est inchange´. On obtient dans ce cas une constante Cr qui
ne de´pend que de r.
Cas γ−1 ∈ αQ + Q.
L’hypothe`se de re´currence utilise´e pour le lemme 15 sur la liberte´ de la famille
(tJ−r+2, .., tJ) ne permet pas d’exploiter la relation (25) comme ci-dessus. Posons
γ−1 = (kα− l)/d ou` k, l et d sont premiers entre eux. Nous construisons dans ce
cas la suite (
−→
tj ) de sorte qu’en notant
−→
t′j = (kα− l, tj), les familles (
−−→
t′j−r , ..,
−→
t′j )
soient libres. On peut encore appliquer le lemme 13 pour (
−→
t′j ), a` condition d’im-
poser qn1 > |k|. On utilise alors le lemme 14 pour (
−→
t′j ) en modifiant la condition
sur le premier terme. L’e´nonce´ devient alors :
Lemme 14 modifie´ : Soit j > r. On suppose que la famille (
−−→
t′j−r, ..,
−→
t′j ) est
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libre dans Rr+1. Si pour un vecteur −→u orthogonal a` (−−−−→t′j−r+1, ..,
−→
t′j ) on a
pour tout i ∈ {1, .., r}, bij = [b0jsij ], et
r∑
i=1
ui<b
0
js
i
j>+ b
0
jdu0 6= 0,
alors la famille (
−−−−→
t′j−r+1, ..,
−−→
t′j+1) est libre.
Et la proposition 8 devient :
Proposition 8 modifie´e : Soit
−→
k1 ∈ (Z\{0})r+1 et n1 ∈ N∗ ve´rifiant qn1 > |k|
et max0≤i≤r |ki1| < qn1 . Alors il existe une constante Cr > 0 telle que pour toute
suite (ε′j) ve´rifiant ε
′
j ≥ Crεj−r−1 pour tout j > Jr, on peut constuire des suites
(
−→
bj ) et (nj) satisfaisant les proprie´te´s suivantes.
(i) La famille (
−−−−−→
t′Jr−r+1, ..,
−−−→
t′Jr+1) est libre.
(ii) Pour tout j ≥ 1, max0≤i≤r |bij | < min (εjanj+1, qnj ).
(iii) Pour tout j > Jr, max
0≤i≤r
‖b0jsij‖ ≤ ε′j ,
il existe −→u orthogonal a` {−−−−→t′j−r+1, ..,
−→
t′j } tel que
r∑
i=1
ui<b
0
js
i
j>+ u0db
0
j 6= 0
et bij = [b
0
js
i
j ] pour tout i ∈ {1, .., r}.
Preuve : On reprend les notations et le sche´ma de la preuve de la proposition 8 :
on distingue encore 2 cas.
Soit u0 = 0 et la condition (iii) est alors inchange´e. Dans ce cas la preuve est
identique a` celle de la proposition 8. Pour le lemme 15, de la relation
∑r
0 vis
i
J = 0
on obtient l’e´quation (25) d’ou` il re´sulte que d divise v0. En remplac¸ant v0 par
v0/d, on retrouve bien
∑r
0 vit
i
J = 0 et le reste de la preuve est exactement le
meˆme.
Soit u0 6= 0 et la preuve de la proposition est directe : il suffit de voir qu’il existe
des entiers b arbitrairement grands ve´rifiant pour tout 1 ≤ i ≤ r, ‖bsiJ‖ < ε′J ,
car |∑r1 ui<bsiJ>| <∑r1 |ui| reste borne´e contrairement a` du0b. 
6.3 Une infinite´ de valeurs propres inde´pendantes.
Nous ne conside´rerons que le cas de Tα,β. La construction pour τα,β,γ s’adapte
sans difficulte´.
Nous reprenons les notations du paragraphe pre´ce´dent. Il s’agit de modifier la
construction pre´ce´dente de fac¸on a` obtenir une infinite´ de valeurs propres ra-
tionnellement inde´pendantes. C’est a` dire qu’on va construire (tij) i≥0
j≥1
telle que
pour tout r ≥ 1, la suite (t0j , .., trj)j ve´rifie les conditions de la proposition 8 pour
un entier Jr > Jr−1 choisi ci-apre`s.
Supposons avoir constuit une telle suite, d’apre`s la proposition 8, la suite (ε′j)
ve´rifie alors pour tout r ≥ 1 et pour tout j ∈ {Jr + 1, .., Jr+1}
ε′j = Crεj−r−1.
Par conse´quent, pour que (ε′j) soit de carre´ sommable, il est d’abord ne´cessaire
que (CrεJr−r) converge vers 0 : posons par exemple Jr = 2r pour tout r ≥ 1,
dans ce cas la suite (ε′j) est de carre´ sommable de`s que (Crεr) l’est.
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On suppose maintenant donne´e une suite (εj) positive strictement de´croissante
telle que (cr
√
rεr) soit de carre´ sommable (cr est la constante du lemme 16). Il
est imme´diat de ve´rifier que dans ce cas (εj) est sommable. On choisit ensuite
pour tout r ≥ 1 de poser Jr = 2r.
Soit r ≥ 1 fixe´, supposons construite la suite (t0j , .., trj)1≤j≤Jr+1 selon le para-
graphe pre´ce´dent. Les conditions (i), (ii) et (iii) de la proposition 8 sont alors
ve´rifie´es pour tout j ≤ Jr+1 et i ≤ r.
Pour passer a` r+1, il suffit de construire (tr+1j )1≤j≤Jr+1+1 de sorte qu’on ait en-
core (ii) et (i) : on pourra ensuite continuer la construction selon le paragraphe
pre´ce´dent. On pose pour tout j ≤ Jr+1, tr+1j = trj : ceci assure la condition
(ii) pour j < Jr+1. On obtient e´galement Mr+1 = Mr = M inde´pendant de r,
d’ou` Cr = 2M
√
rcr (cf proposition 8). Ceci assure la convergence de la se´rie
((Crεr)
2)r, donc que
∑
j ε
′
j
2
<∞.
Pour ve´rifier (i), il reste a` choisir br+1Jr+1 de sorte que la matrice
t0Jr+1−r . . . t
r
Jr+1−r
tr+1Jr+1−r
...
. . .
...
...
t0Jr+1 . . . t
r
Jr+1
tr+1Jr+1
t0Jr+1+1 . . . t
r
Jr+1+1
tr+1Jr+1+1

soit re´gulie`re. Or, par construction, le premier mineur d’ordre r est non nul,
donc en de´veloppant le de´terminant de la matrice par rapport a` la dernie`re
ligne on trouve que celui-ci s’annule pour au plus une seule valeur de tr+1Jr+1+1.
Comme tr+1Jr+1+1 = t
r+1
Jr+1
+br+1Jr+1<qnJr+1α>, ceci montre que l’une des deux valeurs
br+1Jr+1 = ±1 convient. La condition (ii) est alors automatiquement ve´rifie´e pour
Jr+1.
On obtient donc par re´currence la suite (tij)i,j voulue. Ceci cloˆt la preuve du
the´ore`me 6.
7 Constructions de flots speciaux et d’e´changes
de 3 intervalles a` spectre purement discret.
Le but de ce chapitre est de donner les constructions des parties (ii) et (iii)
des the´ore`mes 3 et 5, ainsi que leurs re´ciproques (the´ore`me 4 et (iv) et (v) du
the´ore`me 5). Pour les flots spe´ciaux, nous restreindrons ici notre e´tude aux cas
des flots τα,β,β−1 . D’apre`s ce que nous avons fait remarquer au chapitre 5, il
nous suffira donc de construire des tours de Kakutani Tα,β a` spectre discret.
Nous donnons dans le premier paragraphe des constructions dans lesquelles on
peut identifier le facteur Kronecker des tours de Kakutani obtenues. Dans les
paragraphes suivants, nous montrons que pour certains cas de ces constructions,
Tα,β est isomorphe a` son facteur de Kronecker.
7.1 Constructions avec facteur de Kronecker explicite.
Soit α un irrationnel et β ∈ H1(α). D’apre`s le chapitre 5, le releve´ dans R
du groupe des valeurs propres de Tα,β, e˜(Tα,β), est l’ensemble de tous les re´els
s tels que (β, s, t) ve´rifie (∗) avec t = sβ. On obtient le re´sultat suivant :
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The´ore`me 7 Pour tout α a` quotients partiels non borne´s, il existe un ensemble
de β dense dans R+ pour lesquels e˜(Tα,β) est isomorphe a` la limite inductive
d’une suite de groupes Z2 par une suite de matrices (An) a` coefficients entiers.
7.1.1 Analyse de la construction.
On reprend les notations du paragraphe 5.2.2 :
– α /∈ Q est donne´, a` quotients partiels non borne´s.
– (nj)j≥1 est une suite d’entiers positifs strictement croissante,
– (bj)j≥1 et (b
′
j)j≥1 sont deux suites d’entiers non nuls, et on suppose tou-
jours que |bj |/anj+1 = O(εj), ou` (εj) est une suite sommable.
– k1, k
′
1 sont deux entiers non nuls, et l1 et l
′
1 deux entiers quelconques.
– Les suites (kj)j≥1, (k
′
j)j≥1, (lj)j≥1, (l
′
j)j≥1, (βj)j≥1, (tj)j≥1 sont de´finies
pour tout j ≥ 1 par
kj+1 = kj + bjqnj , lj+1 = lj + bjpnj , βj = kjα− lj ,
k′j+1 = k
′
j + b
′
jqnj , l
′
j+1 = l
′
j + b
′
jpnj , tj = k
′
jα− l′j .
On suppose aussi que b′j = [bjs] = [bjtβ
−1] pour tout j assez grand. Alors les
suites (βj) et (tj) convergent et on note β = limβj , t = lim tj . Il s’agit de
trouver des conditions sur les suites (bj) et (nj) permettant de caracte´riser les
suites (b′j) telles que (β, s, t) ve´rifie (∗) avec t = sβ.
A` l’aide des estimations du lemme 12, on peut e´crire :
bjs = bjtjβ
−1 + bj(s− tjβ−1)
= (k′jα− l′j)bjβ−1 + β−1bj(t− tj)
= k′j [bjβ
−1α]− l′j[bjβ−1] + k′j<bjβ−1α>− l′j<bjβ−1>+O(bjαnj−1εj)
= k′j [bjβ
−1α]− l′j[bjβ−1] +O(bj−1qnj−1 (‖bjβ−1α‖+ ‖bjβ−1‖))
+O(bjαnj−1εj).
Supposons alors que (bj) et (nj) ve´rifient de plus :
|bj | = O(qnj ) et qnj−1bj−1max (‖bjβ−1‖, ‖bjβ−1α‖) = O(εj).
Dans ce cas, en posant dj = [bjβ
−1] et cj = [djα], on obtient pour j assez grand
[bjβ
−1α] = cj , d’ou`
bjs = k
′
jcj − l′jdj +O(εj) et b′j = k′jcj − l′jdj .
Ceci donne k′j+1 = k
′
j + (k
′
jcj − l′jdj)qnj et l′j+1 = l′j + (k′jcj − l′jdj)pnj .
Par conse´quent les valeurs t telles que (β, s, t) ve´rifient (∗) sont des limites
des suites (k′jα − l′j) ou` les vecteurs
(
k′j
l′j
)
satisfont pour tout j assez grand la
re´currence :(
k′j+1
l′j+1
)
= Aj
(
k′j
l′j
)
, avec Aj =
(
1 + cjqnj −djqnj
cjpnj 1− djpnj
)
.
La valeur propre triviale s = 1 de Tα,β correspond a` t = β et (β, 1, β) est une
solution. Du coup β s’obtient e´galement par la relation de re´currence ci-dessus.
On pourra donc partir de la donne´e des suites (dj) et (nj).
Comme ‖djα‖ = ‖bjβ−1α −<bjβ−1>α‖ ≤ ‖bjβ−1α‖ + ‖bjβ−1‖, ces suites
doivent ve´rifier
dj = O(max(qnj , εjanj+1)) et dj−1qnj−1‖djα‖ = O(εj).
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7.1.2 Construction.
Il s’agit maintenant de montrer que les conditions pre´ce´dentes sur (dj) et (nj)
permettent de de´finir un ensemble de re´els β pour lesquels le groupe des re´els
t tels que (β, t/β, t) ve´rifie (∗) est isomorphe a` la limite inductive de la suite
des groupes Z2 avec les matrices de transition (Aj). On notera lim→(Z
2, Aj)
cette limite, qu’on identifiera au groupe des suites (kj , lj)n dans Z
2, ve´rifiant
pour tout j assez grand la relation
(
kj+1
lj+1
)
= Aj
(
kj
lj
)
, modulo les suites nulles
a` partir d’un certain rang.
On se donne (εj) un suite positive sommable strictement de´croissante, avec
ε1 <
1
2 . On construit par re´currence deux suites d’entiers strictement croissantes,
(dj) et (nj) de la fac¸on suivante : on pose d0 = q0 = 1 et n0 = 0, puis pour tout
j ≥ 1 on choisit dj et nj ve´rifiant
dj−1qnj−1‖djα‖ ≤ εj , (26)
min (qnj , εjanj+1) ≥ dj . (27)
On pose pour tout j ≥ 1, cj = [djα] puis
Aj =
(
1 + cjqnj −djqnj
cjpnj 1− djpnj
)
(28)
A` tout couple d’entiers (k′, l′) et tout j0 ≥ 1 et on associe les suites (k′j), (l′j) et
(tj) de´finies a` partir de indice j0 par : pour tout j ≥ j0,(
k′j
l′j
)
=
j−1∏
i=j0
Ai
(
k′
l′
)
et tj = k
′
jα− l′j .
On pose pour tout j ≥ j0
b′j = k
′
jcj − l′jdj
de sorte que k′j+1 = k
′
j + b
′
jqnj , l
′
j+1 = l
′
j + b
′
jpnj et t
′
j+1 = t
′
j + b
′
j<qnjα> pour
tout j ≥ j0.
On remarque qu’on a aussi
b′j = k
′
j [djα]− l′jdj = dj(k′jα− l′j)− k′j<djα> = djtj − kj<djα>.
Le lemme suivant donne les ordres de grandeur ou vitesses de convergence
des suites ainsi de´finies :
Lemme 17 Pour tout couple (k′, l′) donne´ il existe une constante C′ telle que,
quel que soit j0 ≥ 1, pour tout j ≥ j0
|tj | ≤ C′ et max (|k′j |, |l′j |) ≤ 2C′dj−1qnj−1 .
La suite (tj)j converge vers un re´el t ∈ H1(α), et on a les ine´galite´s suivantes
pour tout j ≥ j0 :
|b′j| ≤ 2C′dj et |t− tj | ≤ 2C′εjαnj−1.
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Preuve : Pour tout j ≥ 1 on pose Cj = (|k′|+ |l′|)
∏
i<j(1+ εi), qui est majore´e
par une constante C′ par hypothe`se. Soit j0 ≥ 1, on montre par re´currence que
pour tout j ≥ j0, on a
|tj | ≤ Cj et max (|k′j |, |l′j|) ≤ 2Cjdj−1qnj−1 .
Les ine´galite´s sont ve´rifie´es pour j = j0. Supposons l’hypothe`se vraie au rang j,
on a alors :
tj+1 = tj + b
′
j<qnjα> = tj(1 + dj<qnjα>)− k′j<djα><qnjα>.
Avec l’hypothe`se de re´currence et les ine´galite´s (26) et (27) on obtient alors
|tj+1| ≤ Cj(1 + εjαnj (anj+1 + 2)).
Comme qn1 > 1 par construction, on voit facilement que αnj (anj+1 + 2) ≤
2αnj + αnj−1 ≤ 1, d’ou` |tj+1| ≤ Cj+1.
En ce qui concerne k′j (et le raisonnement est identique pour l
′
j), on a :
k′j+1 = k
′
j + b
′
jqnj = k
′
j + qnj (tjdj − k′j<djα>).
Comme pre´ce´demment on obtient
|k′j+1| ≤ 2Cj(dj−1qnj−1 +
1
2
qnjdj + qnjεj)
≤ 2Cjdjqnj (
qnj−1
qnj
+
1
2
+ εj).
Comme anj+1 ≥ 2, on obtient qnj−1 < 2qnj d’ou` l’ine´galite´ cherche´e.
Les dernie`res ine´galite´s se de´duisent imme´diatement de ce qui pre´ce`de. Pour b′j
on a
|b′j | ≤ |tj |dj + |k′j |‖djα‖ ≤ 2C′dj(1/2 + εj) < 2C′dj .
Puisque dj/anj+1 < εj , cela entraˆıne que tj converge vers une limite t ∈ H1(α),
et on a
|t− tj | ≤
∞∑
j
|b′j |αnj ≤ 2C′εj
∞∑
j
anj+1αnj ,
d’ou` l’ine´galite´ annonce´e. 
Le the´ore`me 7 re´sulte de la proposition suivante :
Proposition 9 Avec les notations pre´ce´dentes, pour tout irrationnel α a` quo-
tients partiels non borne´s, pour toutes les suites (εj), (nj), (dj) ve´rifiant les
conditions (26) et (27), la limite inductive des groupes Z2 avec les matrices de
transition (Aj) donne´es par (28) s’identifie a` un sous-groupe Γα de H1(α) dense
dans R, via l’homomorphisme π de´fini par :
lim
→
(Z2, Aj) −→ Γα
(k′j , l
′
j)j
pi
7−→ lim∞
(k′jα− l′j).
De plus pour tout β > 0 dans Γα, on a β /∈ Z, et le releve´ e˜(Tα,β) du groupe des
valeurs propres de la tour de Kakutani associe´e dans R, Tα,β est e´gal a` β
−1Γα.
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Preuve : Nous justifions d’abord la de´finition de Γα, ainsi que ses proprie´te´s.
La convergence de (k′nα − l′n) re´sulte du lemme 17. La densite´ de Γα dans R
re´sulte de la dernie`re ine´galite´ du lemme 17 : en effet, comme α est irrationnel,
il suffit de montrer qu’on peut approcher arbitrairement pre`s un re´el de la forme
k′α− l′. En construisant la suite (tj) en partant de k′, l′ et d’un indice j0 assez
grand, comme C′ est inde´pendante de j0, on peut obtenir C
′εj0αnj0−1 et donc|t− tj0 | = |t− (k′α− l′)| arbitrairement petit.
Montrons ensuite l’injectivite´ de π et l’absence d’entiers non nuls dans Γα.
Supposons avoir trouve´ une suite (k′j , l
′
j) ve´rifiant lim(k
′
jα− l′j) ∈ Z. En utilisant
les notations du lemme on a pour tout j assez grand :
k′jα+
∞∑
j
b′iqniα = 0 mod 1.
Or, le lemme 17 donne d’une part |b′j| ≤ 2C′dj ≤ 2C′εjanj+1 et d’autre part :
|k′j | ≤ 2C′dj−1qnj−1 ≤ 2C′εj−1anj−1+1qnj−1 < 2C′εj−1qnj .
Par conse´quent, de`s que 2C′εj−1 < 1/2 on doit avoir b
′
j = k
′
j = 0 (cf lemme 1).
On trouve donc que
0 = b′j = k
′
jcj − l′jdj = −l′jdj ,
c’est a` dire que l′j = 0 pour tout j assez grand. On en conclut que π est bien
injective et Γα ∩ Z = {0}.
Il reste maintenant a` de´montrer la dernie`re partie de la proposition. On
choisit β > 0 dans Γα. Par de´finition c’est l’image par π d’une suite d’entiers
(kj , lj) telle que kj 6= 0 a` partir d’un certain rang J , et on peut donc e´crire
β = βJ +
∑∞
J bj<qnjα> avec pour tout j ≥ J ,
bj = kjcj − ljdj et βj = kjα− lj 6= 0.
Il faut montrer e˜(Tα,β) = β
−1Γα. Supposons que t ∈ Γα et posons s = t/β. Avec
les notations pre´ce´dentes, pour que (β, s, t) ve´rifie (∗) il suffit de montrer que∑∞
1 (b
′
j−sbj)2 <∞. On a b′j = djtj−k′j<djα>, de meˆme bj = djβj−kj<djα>,
et d’apre`s le lemme 17, pour tout j assez grand
|b′j − bjs| ≤ |tj − sβj |dj + |k′j − skj |‖djα‖
≤ dj(|t− tj |+ |s||βj − β|) +O(εj)
≤ O((djαnj−1 + 1)εj).
Comme dj ≤ qnj on obtient djαnj−1 ≤ 1, d’ou` le re´sultat puisque (εj) est
sommable.
On suppose maintenant que s ∈ e˜(Tα,β) et t = sβ, donc que (β, s, t) satisfait
(∗). On e´crit t = k′1α − l′1 +
∑
j≥1 b
′
j<qnjα>, avec b
′
j = [bjs] pour tout j assez
grand, et tj = k
′
jα − l′j = k′1α − l′1 +
∑
1≤i<j b
′
i<qniα> pour tout j ≥ 1. Alors
k′j+1 = k
′
j + b
′
jqj , l
′
j+1 = l
′
j + b
′
jpj pour j ≥ 1 et, pour montrer que t ∈ Γα, il
suffit de ve´rifier que pour tout j assez grand
[bjs] = k
′
jcj − l′jdj .
On a toujours bj = djβj − kj<djα> et aussi k′jcj − l′jdj = k′j [djα] − l′jdj =
tjdj − k′j<djα> donc, avec sj = tj/βj,
bjs− (k′jcj − l′jdj) = djβj(s− sj)− (skj − k′j)<djα>.
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Comme pour j assez grand b′j = [bjs] = O(dj) d’apre`s le lemme 17, il re´sulte
encore de la re´currence sur les k′j que k
′
j = O(dj−1qj−1). D’autre part s− sj =
o(αnj ) d’apre`s le lemme 12, donc
bjs− (k′jcj − l′jdj) = O(εjanj+1αnj ) +O(dj−1qnj−1‖djα‖) = O(εj).
On en de´duit que bjs− (k′jcj − l′jdj) tend vers 0, d’ou` l’e´galite´ cherche´e. 
Remarque : On ve´rifie facilement que la re´union de tous les groupes Γα obtenus
pour tous les choix de suites (nj) et (dj) ve´rifiant (27) et (26) est non de´nom-
brable.
7.2 Tours de Kakutani et odome`tres.
Soit (δn) une suite d’entiers supe´rieurs ou e´gaux a` 2 et Dn =
∏
j<n δj . L’
odome`tre associe´ a` (Dn) peut se se de´finir comme l’action de la translation de
1 sur la limite projective de la suite :
Z/D1Z · · · ← Z/DnZ ← Z/Dn+1Z ← · · · .
Son groupe de valeurs propres est la re´union des
(
1
Dn
Z
)
/Z pour n ≥ 1. La sus-
pension de cette translation est un flot de translations sur le sole´no¨ıde associe´ a`
la meˆme suite (δn), c’est a` dire la limite projective des groupes T avec les homo-
morphismes de transition x 7→ δnx. En effet, la suspension de l’odome`tre est un
flot de translations sur un groupe compact dont le groupe des valeurs propres
est le releve´ dans R du groupe des valeurs propres de l’odome`tre, c’est-a`-dire⋃
n≥1
1
Dn
Z, qui est le groupe dual du sole´no¨ıde. Plus pre´cise´ment le plongement
de
⋃
n≥1
1
Dn
Z dans R de´finit par dualite´ le flot de translations sur le sole´no¨ıde.
Remarquons qu’un tel plongement est unique a` homothe´tie pre`s donc qu’il existe
un unique flot de translations sur le sole´no¨ıde, a` homothe´tie de temps pre`s.
Ce paragraphe montre comment on peut obtenir des conjugaisons entre tours
de Kakutani et odome`tres et donc, avec les meˆmes conditions, la conjugaison de
flots τα,β,β−1 avec des flots de translations sur des sole´no¨ıdes. L’ide´e consiste a`
remarquer que lorsque les matrices (An) de (28) sont de rang 1, le groupe Γα est
le dual d’un sole´no¨ıde. Le re´sultat suivant donne les constructions de (iii) et (v)
du the´ore`me 5, et par suspension les constructions de (iii) du the´ore`me 3 pour
τα,β,β−1 . La partie (ii) du the´ore`me 4 repose e´galement sur cette construction.
The´ore`me 8 Pour tout α tel que infq 6=0 q
2‖qα‖ = 0, il existe un ensemble non
de´nombrable dense de β tels que la tour de Kakutani Tα,β soit conjugue´e a` un
odome`tre. Re´ciproquement, tout odome`tre est conjugue´ a` une tour de Kakutani
Tα,β, pour des irrationnels α avec des proprie´te´s d’approximation diophantiennes
arbitrairement bonnes, et pour un choix dense de β.
7.2.1 Construction d’odome`tres.
On se donne α un irrationnel tel que infq 6=0 q
2‖qα‖ = 0, et une suite (εn)
positive strictement de´croissante sommable. On choisit une sous-suite stricte-
ment croissante (qnj ) des de´nominateurs de la fraction continue de α, ve´rifiant
pour tout n ≥ 1
q2njαnj ≤ εj/2. (29)
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Les matrices (Aj) de´finies par (28) sont de rang 1 si
det(Aj) = det
(
1+cjqnj −djqnj
cjpnj 1−djpnj
)
= 1 + cjqnj − djpnj = 0.
Cette e´galite´ est satisfaite pour un couple d’entiers positifs (cj , dj) minimal,
celui des coefficients de Bezout de (qnj , pnj) c’est a` dire, selon la parite´ de nj ,{
cj = pnj−1 si nj est impair et pnj − pnj−1 sinon
dj = qnj−1 si nj est impair et qnj − qnj−1 sinon.
En particulier la condition (29) permet d’assurer la validite´ de la proposition 9.
En ommettant les sous-suites par souci de lisibilite´, on e´crit maintenant An =(
dn
cn
)
(pn,−qn). Alors toute suite
(
kn
ln
)
n
de la limite inductive de Z2 par (An)
ve´rifie pour n assez grand(
kn+1
ln+1
)
= An
(
kn
ln
)
= (knpn − lnqn)
(
dn
cn
)
. (30)
Si on note pour tout n ≥ 2, un =
(
dn−1
cn−1
)
, alors un est invariant par An−1 et on
a
Anun = δnun+1 ou` δn = dn−1pn − cn−1qn. (31)
Dans ces conditions, le groupe Γα de la proposition 9 est de rang 1, et engendre´
par des re´els (t(j))j≥2 associe´s aux suites (v
(j)
n )n de´finies pour tout j ≥ 2 par
v
(j)
j−1 = v
(j)
j = uj et v
(j)
n+1 = Anv
(j)
n si n ≥ j.
Alors, pour tout j ≥ 2 donne´, on a v(j)j+1 = Ajuj = δjv(j+1)j+1 , d’ou` pour tout
n ≥ j + 1 :
v(j)n = δjv
(j+1)
n . (32)
Par conse´quent on peut e´crire Γα = ∪j≥2t(j)Z avec t(j) = δjt(j+1).
Pour de´finir β, on part d’un vecteur non nul de Z2, u1 =
(
k1
l1
)
, tel que
k1α− l1 > 0 et on note C′ la constante du lemme 17 : comme Γα ne de´pend pas
des premiers indices, on peut toujours quitte a` de´caler d’un indice n0 supposer
que
4C′ε1/q1 < ‖k1α‖. (33)
On de´finit alors pour tout n ≥ 1, v(1)n =
(
kn
ln
)
par la re´currence v
(1)
n+1 = Anv
(1)
n
et on note β = lim(knα − ln). La condition (33) et le lemme 17 permettent
d’assurer que β > 0. En posant δ1 = k1p1− l1q1, on obtient a` l’aide de (31) que
pour n ≥ 1
v(1)n = Dnun avec Dn =
∏
1≤j<n
δj .
En identifiant les coefficients avec (30), on trouve aussi pour tout n ≥ 1 :
Dn+1 = knpn − lnqn
= qnβn − kn<αqn>
= qnβ +O((β − βn)qn + knαn)
= qnβ +O(4C′εn) ( cf lemme 17)
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Par conse´quent, on peut e´crire
Γα =
⋃
n≥1
(
β
Dn+1
)
Z avec Dn+1 = [βqn] pour tout n assez grand.
Le groupe des valeurs propres de la tour de Kakutani Tα,β est alors donne´e par
la proposition 9 :
e(Tα,β) = ∪n≥2 1
Dn
Z mod Z.
Cette construction montre donc que le facteur de Kronecker de Tα,β est bien
l’odome`tre (Ω, S), translation de 1 sur la limite projective de la suite de groupes
(Z/DnZ)n :
Z/D1Z · · · ← Z/DnZ ← Z/Dn+1Z . . . .
Remarque : Il est clair par cette construction que l’ensemble des β obtenu est
non de´nombrable (en modifiant les choix des suites (qn)) et dense dans R
+ (en
de´calant, pour une condition initiale donne´e a` l’avance, les indices des suites
ve´rifiant (29) ).
7.2.2 Injectivite´ des fonctions propres sur l’odome`tre.
On cherche maintenant a` montrer qu’une tour de Kakutani, Tα,β, obtenue
par la construction pre´ce´dente est conjugue´e a` l’odome`tre. Notons F la fonction
qui semi-conjugue (Xβ , Tα,β) a` son facteur Kronecker (Ω, S). Pour montrer la
conjugaison, il suffit de prouver l’injectivite´ en mesure de F : autrement dit, il
suffit de voir que sur un ensemble de mesure pleine, 2 points distincts ont des
images distinctes par F . Comme Ω est la limite projective de (Z/DnZ)n on peut
e´crire F = (Fn)n, ou` pour tout n ≥ 1, Fn est, a` un facteur de normalisation
pre`s, la fonction propre de Tα,β associe´e a` sn = 1/Dn. Il s’agit alors de trouver
un ensemble de mesure pleine X ′β tel que pour tout couple de points distincts
dans X ′β il existe n ≥ 1 pour lequel Fn(x) 6= Fn(x′). On doit donc e´tudier le
comportement des fonctions propres de Tα,β : comme on sait que celles-ci sont
lie´es aux solutions f˜ a` l’e´quation
sφβ = t+ f˜ − f˜ ◦ T mod 1, (voir chapitre 5)
on va d’abord de´crire celles-ci sur T, lorsque s est une valeur propre de Tα,β
et t = sβ. Comme s est rationnel, en reprenant les notations des paragraphes
2.2.2 et 2.2.3, on peut e´crire f˜ comme une limite L1 des fonctions (f˜n), soit en
posant θ˜n = f˜n+1 − f˜n mod 1, pour tout n ≥ 1 :
f˜ = f˜n +
∞∑
n
θ˜m mod 1.
Supposons maintenant n ≥ 1 fixe´, on pose s = 1/Dn+1, et on reprend les
notations habituelles : pour tout m ≥ n(
km
lm
)
= v(1)m , βn = knα− ln,(
k′m
l′m
)
= v(n+1)m , tm = k
′
nα− l′n, et sm = tm/βm.
D’apre`s (32), on a en fait pour tout m > n,(
km
lm
)
= Dn+1
(
k′m
l′m
)
d’ou`
b′m
bm
=
tm
βm
= sm = s = 1/Dn+1.
65
Fig. 11 – Tour d’ordre n de Tα,β.
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|β − βn|
⌊β⌋
1T qn−1B˜n
α˜n−1
B˜nTB˜n
I˜n
T˜ 0n
0
Tα,β
Xβ
{β}
A l’aide du paragraphe 2.2, on sait de´crire l’allure de f˜ sur la tour majeure
d’ordre n, (T jBn)0≤j<qn , associe´e a` α (voir figure 1) : on sait, par 2.2.2, que
f˜n et θ˜n sont affines sur les e´tages de la partie principale de la tour majeure
d’ordre n. On en de´duit, comme f˜n+1 = f˜n + θ˜n que f˜n+1 est encore affine sur
ces e´tages et de pente skn+1 − k′n+1 = 0. De plus, si m > n, θ˜m est aussi affine
par morceaux et de pente constante sbm − b′m = 0. A l’aide de (12) et de la
convergence de la se´rie (θ˜m) on en de´duit que θ˜m est nulle en dehors de Im (voir
lemme 8). Par conse´quent, en dehors de Jn = ∪m≥nIm on a f˜ = f˜n+1. Il en
re´sulte que, en dehors de Jn, f˜ envoie chaque e´tage de la partie principale de
la tour majeure d’ordre n sur une constante.
Supposons pour l’instant que β > 1, et reprenons l’expression de la fonction
propre de Tα,β associe´e a` s : elle s’e´crit pour tout (x, y) ∈ Xβ sous la forme
Fn+1(x, y) = sy + f˜(x) mod 1 (cf chapitre 5). Par conse´quent, en dehors du
releve´ J˜n de Jn dans Xβ, Fn+1 prend des valeurs constantes sur tous les en-
sembles de la forme T jBn × {k} inclus dans Xβ .
On peut pre´ciser la nature de ces ensembles pour tout n ≥ 1 : comme β n’ap-
paraˆıt que sur le dernier e´tage de la tour majeure d’ordre n, ces ensembles
constituent une tour de base B˜n = Bn × {0} associe´e a` Tα,β, pour tous les
indices (j, k) tels que 0 ≤ k < 1[0,β[(T jBn) si 0 ≤ j < qn − 1 et 0 ≤ k < ⌊β⌋ si
j = qn − 1 (voir figure 11).
Posons q˜n−1 le de´nominateur pre´ce´dent imme´diatement qn dans la suite des
re´duites de α et α˜n−1 = ‖q˜n−1α‖. Si on note hn la hauteur de cette tour, en
conside´rant sa masse totale dans Xβ on obtient :
β = α˜n−1hn + |β − βn|+O1((β + 1)αnq˜n−1).
D’apre`s le lemme 17, on a |β − βn| = O(εnα˜n−1). De plus avec (29) on a aussi
1/α˜n−1 = qn +O(εn), ce qui donne finalement
hn = βqn +O(εn) = Dn+1.
Pour tout n assez grand, le releve´ dans Xβ de la tour majeure d’ordre n pour la
rotation d’angle α est donc une tour associe´e a` Tα,β, de base B˜n, et de hauteur
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Dn+1.
Comme Fn+1 envoie, en dehors de J˜n, chacun de ces Dn+1 e´tages sur une valeur
dans 1/Dn+1Z, et que Fn+1 conjugue Tα,β a` la translation de 1/Dn+1 sur cet
ensemble, on en de´duit qu’elle est injective, en dehors de J˜n, sur les e´tages de
la tour (T jα,βB˜n)0≤j<Dn+1 .
Pour tout n ≥ 1, la tour recouvreXβ a` un ensemble ∆n pre`s, constitue´ du releve´
dans Xβ de la tour mineure d’ordre n (voir 2.3.1) et de l’intervalle [βn, β]×{0}.
Alors λβ(∆n) ≤ |βn − β| + (β + 1)αnqn = O(εn/qn) qui est sommable. Par
conse´quent ∆ = lim I˜n ∪ ∆n est de mesure nulle. Comme la suite des tours
(T jα,βB˜n)0≤j<Dn+1 engendre la tribu de Xβ , pour tout couple de points distincts
de Xβ\∆ on peut trouver n tel que x et x′ soient sur 2 e´tages disjoints de la tour
d’ordre n, en dehors de J˜n : dans ces conditions, on a bien Fn+1(x) 6= Fn+1(x′).
Lorsque 0 < β < 1, le raisonnement est analogue : la fonction propre associe´e
a` s = 1/Dn+1, Fn+1, est la restriction a` Xβ = [0, β[ de f˜ . Elle est donc constante
sur les e´tages T jBn inclus dans [0, β[, en dehors de Jn. Mais comme les ite´re´s
successifs de Bn dans Xβ sont exactement les e´tages de la tour pour l’induit,
il suffit de calculer la hauteur de celle-ci, hn : en de´composant l’intervalle [0, β[
dans Dn(β) (cf 2.3.1), on a encore β = α˜n−1hn+O1(|β−βn|+αnqn) et le reste
de la preuve est inchange´.
7.2.3 Les odome`tres comme tours de Kakutani.
On se donne a` pre´sent un odome`tre (Ω, S) de´fini par
Z/D1Z · · · ← Z/DnZ ← Z/Dn+1Z . . . ,
ou` (Dn) est une suite d’entiers donne´e telle que Dn divise Dn+1. Bien entendu,
quitte a` choisir une sous-suite de (Dn), on peut choisir une suite de diviseurs
δn = Dn+1/Dn aussi grande qu’on veut sans modifier l’odome`tre.
On veut construire une suite (pn/qn) de re´duites et une suite (kn, ln) de sorte
qu’on se trouve dans le cadre de la construction pre´ce´dente : il suffit pour cela
de ve´rifier que si (pn/qn) sont les re´duites d’un nombre α, la condition (29)
est satisfaite pour une suite (εn) sommable et que (kn, ln) est bien dans la
limite inductive de la suite des groupes Z2 avec les matrices (An) donne´es par
la construction. Ceci permet d’assurer que la tour de Kakutani ainsi construite
est isomorphe a` un odome`tre. Il faut ensuite voir qu’on peut choisir les suites
pre´ce´dentes de sorte que l’odome`tre obtenu soit exactement Ω : pour cela, il
suffit d’avoir
δ1 = k1p1 − l1q1 et pour tout n ≥ 1 δn = pndn−1 − qncn−1.
Notons (an) la suite des quotients partiels associe´e a` α : on a vu que lorsque n
est impair, pour que An soit de rang 1 il faut que dn = q˜n−1 et cn = p˜n−1 ou`
p˜n−1/q˜n−1 est la re´duite pre´ce´dent imme´diatement pn/qn. Dans la construction
suivante, on prend la suite comple`te des re´duites (pn/qn). On obtient dans ce
cas que pour tout n impair on a δn+1 = pn+1qn−1 − pn−1qn+1 = an+1. Lorsque
n est pair et non nul, on a alors δn+1 = an+1 + 1.
On construit maintenant (an), et (kn, ln) par re´currence : pour n = 0 on
de´finit comme d’habitude p0 = a0 = 0 et q0 = 1. Pour n = 1, on choisit δ1 et
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a1 de sorte que a1 ne divise pas δ1. On pose p1 = 1 et q1 = a1 puis on choisit
(k1, l1) tels qu’on ait δ1 = k1 − l1a1.
On choisit maintenant une suite (εn) strictement de´croissante positive sommable
de somme infe´rieure a` 1, de sorte que 10(|k1| + |l1|)ε1 < 1 : si on note C′ la
constante du lemme 17 associe´e a` (k1, l1), l’ine´galite´ donne simplement 3C
′ε1 <
1.
Supposons avoir de´fini aj , (kj , lj) jusqu’a` l’ordre n de sorte que (29) soit ve´rifie´e :
pour de´finir an+1, il suffit de choisir δn+1 tel que qn < εn(δn+1 − 1) et de
prendre an+1 = δn+1 si n est impair et δn+1 − 1 sinon. pn+1 et qn+1 sont alors
de´finies par la re´currence classique des fractions continues, et on pose bien suˆr(
kn+1
ln+1
)
= An
(
kn
ln
)
.
On a bien de´fini dans cette construction un irrationnel α et une suite de
re´duites associe´e (pn/qn) qui ve´rifient pour tout n ≥ 1, qn ≤ εnan+1, ce qui
entraˆıne (29). Posons β = limn(knα − ln), pour montrer que l’odome`tre Ω est
isomorphe a` la tour de Kakutani Tα,β, il suffit de ve´rifier que β > 0. D’apre`s le
lemme 17, on a β = β1 +O1(2C′ε1/q1) ; d’autre part on avait δ1 = k1p1 − l1q1
d’ou`
β1 = k1(q1α− p1)/q1 + δ1/q1 = δ1/q1 +O1(k1/(a2q21)) = δ1 +O1(C′ε1/q31).
On obtient finalement la relation β = δ1/a1 + O1(3C′ε1/a1). Comme on a
3C′ε1 < 1 et qu’on a choisi δ1/a1 positif, non entier, on obtient bien par cette
construction que β > 0. Cette dernie`re relation montre e´videmment la densite´
des parame`tres β possibles.
7.3 Isomorphismes non triviaux avec des rotations irra-
tionnelles.
Dans ce paragraphe, nous obtenons pour un choix particulier de la suite
(dj) de´finie au premier paragraphe des exemples de tours de Kakutani Tα,β
conjugue´es a` des rotations irrationnelles. Le re´sultat suivant montre les parties
(ii) et (iv) du the´ore`me 5, et par suspension le point (ii) du the´ore`me 3 et (i)
du the´ore`me 4.
The´ore`me 9 Pour tout α tel que infq 6=0 q
2‖qα‖ = 0, il existe un ensemble
non de´nombrable dense dans R+ de β tels que Tα,β soit conjugue´ a` une rotation
irrationnelle sur le cercle. Re´ciproquement, toute rotation irrationnelle du cercle
d’angle s ve´rifiant infq 6=0 q
2‖qs‖ = 0 est conjugue´e a` une tour de Kakutani Tα,β,
pour un choix non de´nombrable de parame`tres, et dense en β.
Le paragraphe est compose´ de trois sous-paragraphes : le premier donne,
pour α donne´ ve´rifiant infq 6=0 q
2‖qα‖ = 0, une construction particulie`re de Γα
qui est dans ce cas un sous-groupe de rang 2. Le second sous-paragraphe prouve
la premie`re partie du the´ore`me 9, pour cette construction. Le troisie`me sous-
paragraphe e´tablit la partie re´ciproque.
7.3.1 Construction, proprie´te´s diophantiennes de la valeur propre.
Soit α un irrationnel ve´rifiant infq 6=0 q
2‖qα‖ = 0. On garde, aux indices pre`s,
les notations pre´ce´dentes. Ici (εn) est une suite positive sommable strictement
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de´croissante dont la se´rie des restes converge. On choisit une sous-suite (pn/qn)
de re´duites de la fraction continue de α ve´rifiant pour tout n ≥ 1 :
q2nαn < εn
On pose dn = qn (les relations (26) et (27) sont donc ve´rifie´es) et cn = [dnα] =
pn. La matrice de la relation (28) s’e´crit alors pour tout n ≥ 1 :
An =
(
1 + pnqn −q2n
p2n 1− pnqn
)
.
Dans ce cas particulier, on a det(An) = 1 pour tout n : la limite inductive de
Z2 par la suite (An) est donc isomorphe a` Z
2.
Le groupe Γα de la proposition 9 est alors de rang 2 sur Z, et l’isomorphisme
de Z2 dans Γα est donne´ par (k
′
1, l
′
1) 7→ t = π((k′n, l′n)n). Par conse´quent, tout
choix d’entiers (k1, l1), (k
′
1, l
′
1) tels que k
′
1l1 − k1l′1 = 1 donne une base (β, t) de
Γα.
On choisit (k1, l1) un couple d’entiers premiers entre eux, on associe la suite
(kn, ln) de la limite inductive de Z
2 par (An) et le re´el β de Γα correspondant.
Alors on peut e´crire Γα = βZ+ tZ ou` t est l’e´le´ment associe´ a` une suite (k
′
n, l
′
n)
issue d’un couple (k′1, l
′
1) ve´rifiant k
′
1l1 − k1l′1 = 1.
Lorsque β > 0, la proposition 9 donne alors :
e(Tα,β) = β
−1Γα mod Z = tβ
−1Z mod Z.
Notons s = t/β, le but des 2 sous-paragraphes suivants est d’e´tablir une conju-
gaison entre Tα,β et la rotation sur T d’angle s, qu’on notera Rs. Nous donnons
dans un premier temps les proprie´te´s diophantiennes de s.
On reprend les notations pre´ce´dentes : les suites (kn, ln), (k
′
n, l
′
n) et (bn, b
′
n) sont
donne´es pour tout n ≥ 1 par les relations matricielles suivantes :(
kn+1 k
′
n+1
ln+1 l
′
n+1
)
= An
(
kn k
′
n
ln l
′
n
)
,
(
bn
b′n
)
=
(−ln kn
−l′n k′n
)(
qn
pn
)
. (34)
Enfin, (βn), (tn) et (sn) sont de´finies par
βn = knα− ln, tn = k′nα− l′n, sn = tn/βn.
Notons que bn = βnqn − kn < qnα > et que pour n assez grand on a aussi :
bn = [βqn] et b
′
n = [bns].
On rappelle les re´sultats du lemme 12 :
(t− tn) = O(εn
qn
), (β − βn) = O(εn
qn
) (35)
max(kn, k
′
n) = O(q2n−1), et (s− sn) = o(αn). (36)
Lemme 18 Avec les notations pre´ce´dentes, si α ve´rifie infq 6=0 q
2‖qα‖ = 0, alors
le groupe Γα est engendre´ par deux re´els β et t rationnellement inde´pendants.
Pour s = t/β, on a alors bn = [qnβ] et |bns−b′n| ∼ αn/β. En particulier, (b′n/bn)
est une sous-suite des re´duites de s, qui satisfait donc aussi infq 6=0 q
2‖qs‖ = 0.
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Preuve : D’apre`s la proposition 9, on sait que (β, s, t) satisfait (∗) : par conse´quent,
(bns−b′n) converge vers 0. Comme bn = [βqn] est arbitrairement grand, si s e´tait
rationnel bn et b
′
n auraient ne´cessairement un facteur commun. Il suffit donc de
voir que dans cette construction bn et b
′
n sont premiers entre eux. Comme An est
de de´terminant 1, on obtient
∣∣∣ k′n knl′n ln ∣∣∣ = ∣∣∣ k′1 k1l′1 l1 ∣∣∣ = 1. D’autre part on a, d’apre`s
les relations pre´ce´dentes, (
bn
b′n
)
=
(
kn −ln
k′n −l′n
)(
pn
qn
)
.
(bn, b
′
n) est donc l’image par une isome´trie de Z
2 de (pn, qn) qui est irre´ductible
dans Z2, donc bn et b
′
n sont bien premiers entre eux.
Pour montrer la suite, on commence par une premie`re estimation de bns− b′n :
comme s− sn = o(αn), on a
bns− b′n = bn(s− sn) +
1
βn
(bntn − b′nβn)
= o(qnαn) +
< αqn >
βn
(k′nβn − kntn)
= o(qnαn) +
< αqn >
βn
(knl
′
n − k′nln))
= o(qnαn) +
< αqn >
βn
.
On obtient donc que (bns− b′n) = o(εn/qn). Comme d’apre`s le lemme 17, bn =
O(qn), on en de´duit que bn|bns − b′n| = o(εn), ce qui permet d’affirmer que
(b′n/bn) sont bien des re´duites de s. Pour affiner notre estimation, on re´injecte
notre premie`re relation dans l’expression de (s− sn) :
βn(s− sn) =
∑
j≥n
(bjs− b′j) < αqj >= o(
∑
j≥n
εjαj/qj) = o(εnαn/qn).
Par conse´quent, bn(s − sn) = o(εnαn), et la premie`re estimation devient donc
bien |bns− b′n| ∼ αn/β.
Comme bn = [βqn], il en re´sulte imme´diatement que b
2
n‖bns‖ = O(q2nαn) tend
vers 0 lorsque n→∞. 
7.3.2 Tours de Kakutani conjugue´es a` une rotation.
Soit α un irrationnel donne´, ve´rifiant infq 6=0 q
2‖qα‖ = 0. On note comme
pre´ce´demment β > 0 et t des ge´ne´rateurs de Γα et on pose s = t/β.
Notons Rs la rotation de s sur T, et fβ la fonction propre de Tα,β associe´e a` s. Il
s’agit de montrer que f˜β est un isomorphisme de (Xβ , λβ , Tα,β) sur (T, λ, Rs) (en
notation additive). Comme s est irrationnel, l’unique ergodicite´ de Rs montre
que la mesure image de λβ par f˜β est e´gale a` λ. f˜β est donc surjective sur un
ensemble de mesure de Lebesgue pleine, et il reste a` montrer que f˜β est injective
en dehors d’un ensemble de mesure 0.
On reprend les notations du paragraphe 2.2.2. Pour e´viter les confusions, on note
q˜n−1 le de´nominateur pre´ce´dent qn dans la suite des re´duites de α et α˜n−1 =
‖q˜n−1α‖. Les conditions diophantiennes sur α donnent l’approximation :
α˜n−1 = 1/qn(1 +O(εn/qn)).
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Fig. 12 – Tour induite d’ordre n.
⌊qnβ⌋ ⌊qnβ⌋ ∼ bn
α˜n−1/β ∼ ‖sbn‖
de fn
In
0
B0n
de θn
discontinuite´s
bnαn
βn βn+1
α˜n−1 ∼ 1/qn
T jα,βB
β
n
Bβn
B′n
Tα,β
f˜β
∆n
Rs
J jn
discontinuite´s
tour de Tα,β
de hauteur
β
On rappelle que fβ est donne´e a` l’aide de la fonction de transfert f ou` f˜ est
solution de sφβ = −t+ f˜ − f˜◦T mod 1. On sait d’apre`s le paragraphe 3.2 qu’
en choisissant θ˜n = 0 au milieu de B
′
n, la suite des fonctions (fn) converge vers
f . Dans cette construction, la convergence est tre`s forte : regardons l’allure de
f˜n sur la tour majeure associe´e a` Dn(β) (cf figure 12). f˜n est affine sur chaque
e´tage de la tour et de pente skn − k′n. A` l’aide des estimations (35) et (36) on
obtient ici :
skn − k′n =
1
βn
(tnkn − βnk′n) + kn(s− sn) =
1
βn
+ o(knαn) =
1
β
+O(εn/qn).
Par conse´quent, la pente de f˜n est de l’ordre de
1
β . D’autre part, en dehors de
In (de´fini selon (10)), on sait que θ˜n est uniforme´ment petit (cf lemme 8). Plus
pre´cise´ment ici on a, d’apre`s (12),
‖θ˜n 1Icn‖∞ ≤ qnαn|b′n − bns|+ ‖θ˜n 1B′n∪B0n‖∞.
Comme on a choisi θ˜n = 0 au milieu de B
′
n, et que θ˜n est affine de pente
qn(bns− b′n) sur B′n ∪B0n, on obtient que
‖θ˜n 1Icn‖ ≤ |bns− b′n| ≤ O(αn).
De plus on a λ(In) = αn|bn|qn = O(εn) dont la se´rie converge, d’ou` λ( lim In) =
0. On en de´duit que fn converge vers f en dehors de cet ensemble, et plus
pre´cise´ment, si Jn = ∪m≥nIn, on a
‖(f˜ − f˜n) 1J cn‖∞ ≤
∑
m≥n
αm ≤ O(αn).
Il en re´sulte, f˜n e´tant affine sur chaque e´tage de la tour majeure T
jBn, que
f˜ envoie T jBn ∩ J cn sur un ensemble inclus dans un intervalle de longueur
α˜n−1(
1
β +O(εn)) (O est bien suˆr uniforme pour 0 ≤ j < qn).
Revenons maintenant a` f˜β :
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Lorsque β ∈]0, 1[ (cas de l’induit), fβ est la restriction de f˜ a` l’intervalle
[0, β[. Comme la tour Dn(β) est constitue´e d’intervalles ne contenant ni 0 ni β
(sauf le dernier e´tage), [0, β[ est e´gal a` une re´union d’e´tages de Dn, a` un ensemble
de mesure α˜n−1 pre`s (le dernier e´tage). De plus la tour mineure est de mesure
αnq˜n−1 ≤ εn/qn, donc [0, β[ est e´gal, a` un ensemble de mesure O(1/qn) pre`s,
a` une re´union de [βqn] e´tages de la tour majeure. Notons B
β
n correspondant a`
l’e´tage le plus bas dans la tour majeure, alors (T jα,βB
β
n)0≤j<[qnβ] est une tour
d’intervalles pour la transformation induite Tα,β. (cf figure 12)
D’apre`s ce qui pre´ce`de, on peut associer a` chaque T jα,βB
β
n , un intervalle J
j
n de
longueur α˜n−1(
1
β +O(εn)) (uniforme en j) contenant f˜β(T jα,βBβn∩J cn). Il reste a`
ve´rifier que l’ensemble de tous ces intervalles forme une partition, a` un ensemble
de mesure sommable pre`s : comme la somme des mesures de ces ensembles est
infe´rieure a` 1 +O(εn), on minore la mesure de leur re´union :
λ(∪0≤j<[βqn ]Jjn) ≥ λβ(∪0≤j<[βqn]T jα,βBβn ∩ J cn)
≥
[βqn]∑
j=0
λβ(T
j
α,βB
β
n)− λβ(Jn)
≥ 1−O(1/qn)−O(
∞∑
n
εm).
Par conse´quent, si on note ∆n = ∪j(Jjn∩∪i6=jJ in), les ensembles (Jjn∩∆n)j sont
2 a` 2 disjoints, et on a
0 ≤ λ(∆n) ≤
[βqn]∑
0
λ(Jjn)− λ(∪o≤j<[βqn]Jjn) ≤ O(
∞∑
n
εm) +O(1/qn).
En dehors de f−1β ( lim ∆n)∪ lim In ∪ lim (∪qn−10 T jB0n) qui est de mesure nulle
(car
∑∞
n εm est sommable), l’injectivite´ de fβ est imme´diate, ce qui montre la
conjugaison avec Rs.
Lorsque β > 1, le raisonnement est identique au cas pre´ce´dent, en remarquant
comme dans la preuve du the´ore`me 8 que les releve´s des tours majeures dans
Xβ sont de base Bn × {0} et de hauteur hn = [βqn] (voir figure 11). 
7.3.3 Des rotations comme tours de Kakutani.
Ce paragraphe est consacre´ a` la partie re´ciproque du the´ore`me 9.
On se donne ici un irrationnel s ve´rifiant infq 6=0 q
2‖qs‖ = 0. Pour (εn) une suite
sommable strictement de´croissante, de restes sommables, on choisit, parmi les
re´duites de s deux suites strictement croissantes (bn) et (b
′
n) ve´rifiant pour tout
n
b2n|bns− b′n| < εn. (37)
On cherche a` construire deux re´els α et β de sorte que (bn) et (b
′
n) ve´rifient,
avec les notations pre´ce´dentes, la construction du paragraphe 7.3.1. Dans ce
cas, on pourra appliquer la premie`re partie du the´ore`me 9, et assurer ainsi la
conjugaison de Tα,β avec son facteur discret (celui-ci est bien la rotation d’angle
s, car (bns− b′n) tend vers 0). Pour construire α et β, il nous suffit de construire
une sous-suite (pn/qn) des re´duites de α et les suites (kn, ln). Supposons pour
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l’instant avoir trouve´ α et ses re´duites ; d’apre`s 7.3.1, sous la condition initiale
que
(
k1
l1
)
,
(
k′1
l′1
)
soit une base (directe) de Z2, les relations (34) caracte´risent
les suites
(
kn k
′
n
ln l
′
n
)
et la suite
(
bn
b′n
)
. Ces relations sont e´quivalentes aux e´galite´s
pour tout n ≥ 1 :(
bn
b′n
)
=
(
kn ln
k′n l
′
n
)(
pn
−qn
)
et
(
kn+1 ln+1
k′n+1 l
′
n+1
)
=
(
kn ln
k′n l
′
n
)
+
(
bn
b′n
)
(qn, pn).
Comme par construction, An est une isome´trie directe,
(
kn ln
k′n l
′
n
)
est encore une
isome´trie et on peut donc inverser la premie`re relation. On obtient alors que les
conditions (34) sont encore e´quivalentes a` : pour tout n ≥ 1(
qn
pn
)
=
(
k′n kn
l′n ln
)(
bn
−b′n
)
et
(
k′n+1 l
′
n+1
kn+1 ln+1
)
= Bn
(
k′n l
′
n
kn ln
)
,
ou` Bn est la matrice de´finie par :
Bn =
(
1 + bnb
′
n −b′n2
b2n 1− bnb′n
)
.
On reconnait a` pre´sent la construction du sous-paragraphe 7.3.1 pour l’irra-
tionnel 1/s : comme (bn, b
′
n) sont premier entre eux et qu’on a
b′n
2|b′n/s− bn| = s
(
b′n
sbn
)2
|bns− b′n|b2n = O(εn),
on peut appliquer la proposition 9 pour la suite de matrices (Bn). La limite
inductive de Z2 par (Bn) est donc un sous-groupe dense de R, de rang 2, et
dont le quotient de 2 ge´ne´rateurs quelconques est un nombre irrationnel, qu’on
note α. De plus, d’apre`s le lemme 18, α satisfait infq 6=0 q
2‖qα‖ = 0 , et (pn/qn)
est bien une sous-suite des re´duites de α qui ve´rifie q2n|qnα− pn| = O(εn).
Par conse´quent, la suite
(
kn k
′
n
ln l
′
n
)
construite a` l’aide de la suite (Bn) ve´rifie aussi
les relations (34) pour α. En appliquant la premie`re partie du the´ore`me 9, on
a donc bien de´fini un re´el β de sorte que Tα,β soit conjugue´e a` la rotation irra-
tionnelle d’angle s.
La densite´ du parame`tre β re´sulte de la densite´ de {kα − l, (k, l) = 1} et du
lemme 17 : il suffit de remarquer que la construction pre´ce´dente peut se faire
a` partir d’un rang n1 choisi comme on veut ; comme d’apre`s le lemme 17 on a
|β − βn1 | ≤ 2C′εn1 , et que C′ ne de´pend pas de α, on peut choisir n1 de sorte
que le majorant soit arbitrairement petit.
Expliquons maintenant pourquoi l’ensemble des parame`tres (α, β) convenant est
non de´nombrable : pour un irrationnel s fixe´, il est clair que le choix des sous-
suites des re´duites ve´rifiant l’hypothe`se (37) est non de´nombrable. Revenons
maintenant au paragraphe 7.3.1 : avec la construction de α a` l’aide de (Bn), on
obtient des de´nominateurs (qn) qui s’e´crivent pour tout n assez grand sous la
forme qn = [βsb
′
n], ou` βs est un ge´ne´rateur quelconque de Γ1/s. Comme l’hy-
pothe`se (37) impose que b′n = o(b˜
′
n+1) (b˜
′
n+1 est le de´nominateur suivant b
′
n dans
la suite des re´duites de 1/s), on en de´duit facilement que l’ensemble des suites
(qn) obtenues pour un s donne´ est non de´nombrable. Il en re´sulte que, ou bien
l’ensemble des irrationnels α est non de´nombrable, ou bien qu’on peut trouver
un α pour lesquel on sait construire un ensemble non de´nombrable de re´duites
associe´es : dans ce dernier cas, l’unicite´ de la de´composition de β le long de la
suite (qn) montre que l’ensemble des β obtenus est non de´nombrable. 
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8 Re´gularisation des flots spe´ciaux.
Dans ce chapitre nous montrons la proposition suivante, qui permettra de
terminer les preuves des the´ore`mes 3 et 4.
Proposition 10 Soit α /∈ Q, (qn)n une sous-suite des de´nominateurs des re´duites
de α et (bn)n une suite d’entiers non nuls. Pour tout β ∈ R ve´rifiant β =∑∞
1 bnqnα mod 1, on a les proprie´te´s suivantes :
– Si
∞∑
0
(|bn|qk+1n ‖qnα‖)1/(k+2) < ∞, alors φβ est additivement cohomo-
logue a` une fonction ψ de Ck(T) de norme infinie arbitrairement petite.
– Si
∞∑
0
qn ln(n|bn|)
− ln(‖qnα‖) < ∞, alors la fonction φβ est additivement cohomo-
logue a` une fonction ψ de Cω(T) de norme infinie arbitrairement petite.
8.1 Notations
On rappelle ici les notations utiles dans ce paragraphe : α est un irrationnel
fixe´ et T la rotation du cercle d’angle α. On note (qn) une sous-suite des
de´nominateurs des re´duites associe´es a` α et αn = ‖αqn‖. Pour un re´el β de
H1(α), on note (bn) une suite d’entiers non nuls telle que β =
∑
n≥0 bn<qnα>,
avec
∑
n |bn|qnαn < ∞. On de´finit (kn)n par kn =
∑n−1
0 bjqj pour tout n ≥ 1
et k0 = 0.
D’apre`s 2.1.1 , on a en dehors de β
φβ =
∞∑
0
φn ou` φn = φbnqnα ◦ T kn .
On a vu (cf 2.1.1) que pour tout n, φn est un cobord additif, de fonction de
transfert ωbnqn ◦ T kn qu’on notera hn. Alors on peut e´crire pour tout n, φn =
hn − hn ◦ T ou` hn est une fonction affine par morceaux, de pente constante
e´gale a` bnqn, admettant |bnqn| sauts de taille 1, en des points situe´s dans In
(cf figure 1). On note Tn = ∪0≤j<qnT jB′n la re´union des e´tages de la partie
principale de la tour majeure d’ordre n (cf paragraphe 2.2.2 et figure 1). hn est
de´finie a` une constante pre`s, qu’on choisira de sorte que hn s’annule sur la base
B′n.
On appelle maintenant (Kn) une suite de noyaux continus, positifs syme´triques,
norme´s dans L1(T). Lorsque la se´rie converge, on de´finit
ψ =
∞∑
0
φn ⋆ Kn.
Nous pre´cisons dans ce qui suit les conditions ge´ne´rales sur (Kn) pour que ψ
soit re´gulie`re, puis pour qu’elle soit cohomologue a` φβ . La synthe`se de ces deux
crite`res permet ensuite d’obtenir la proposition 10.
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8.2 Crite`res de cohomologie et de re´gularite´.
Lemme 19 Avec les notations pre´ce´dentes, les fonctions ψ et φβ sont cohomo-
logues s’il existe une suite (εn) strictement positive pour laquelle on ait∑
n
εnqn < +∞, et (38)
∑
n
|bn|
∫
|t|≥εn
Kn(t)dt < +∞. (39)
Preuve : Comme on a φn = hn − hncircT , il suffit de montrer que
∑
n(hn −
hn ⋆ Kn) converge presque suˆrement. Comme hn est affine sur les e´tages de Tn
et que Kn est syme´trique, hn ⋆ Kn est proche de hn sur une grande proportion
de Tn.
Si εn ∈]0, αn−1/2[ on appelle B′′n le sous-intervalle centre´ de B′n de longueur
λ(B′′n) = λ(B
′
n)− 2εn, puis on note ∆n la sous-tour de Tn de base B′′n. Alors on
a
λ(∆cn) = εnqn + bnαnqn + αnqn−1,
qui est sommable d’apre`s (38) et le choix de β (dans H1(α)). Par conse´quent
lim ∆cn est de mesure nulle.
Soit maintenant x ∈ ∆n fixe´, alors par construction de ∆n, hn est affine sur un
intervalle syme´trique autour de x de longueur au moins εn, et on peut e´crire :
hn(x)− hn ⋆ Kn(x) =
∫
T
(hn(x)− hn(x− t))Kn(t)dt
=
∫
|t|≤εn
bnqntKn(t)dt+O(‖hn‖∞
∫
|t|≥εn
Kn(t)dt)
= O(‖hn‖∞)
∫
|t|≥εn
Kn(t)dt. (Kn e´tant syme´trique).
On reste a` estimer la norme infinie de hn : comme sur B
′
n ∪ B0n, hn est une
fonction affine par morceaux de pente bnqn et qu’elle s’annule sur B
′
n, on obtient
‖hn 1B′n∪B0n‖∞ = O(bn). Sur Bn, hn admet bn sauts de taille 1, ce qui donne
encore ‖hn 1Bn‖∞ = O(bn). Enfin, la relation φn = hn−hn◦T montre que pour
tout k ∈ {1, .., qn − 1} et x ∈ Bn on a l’e´galite´ hn(T kx) = hn(x) + kbn<αqn>,
et que celle-ci est encore vraie pour x ∈ B0n et k ∈ {1, ..qn−1 − 1}. Il en re´sulte
que ‖hn‖∞ = O(bn).
On en de´duit avec l’hypothe`se (39) que pour tout x /∈ lim ∆cn, la se´rie s(x) =∑
n(hn−hn⋆Kn)(x) est convergente. La fonction s est donc bien de´finie presque
partout et ve´rifie la relation φβ − ψ = s− s ◦ T . 
Lemme 20 Avec les notations pre´ce´dentes, pour tout r ∈ N, ψ est de classe
Cr si Kn est de classe C
r pour tout n et si on a pour tout k ≤ r,∑
n
|bn|αn‖K(k)n ‖∞ < +∞. (40)
De plus, si Kn est analytique pour tout n, alors ψ est analytique si
lim
k→+∞
1
k!
∑
n
|bn|αn‖K(k)n ‖∞ = 0. (41)
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Preuve : La preuve est comple`tement e´le´mentaire : il suffit d’estimer la norme
infinie des de´rive´es k-ie`me de φn ⋆ Kn : remarquons que φn = bn<qnα> en
dehors de [βn, βn+1] qui est un intervalle de longueur |bn|αn. On obtient donc
pour tout k tel que K
(k)
n soit bien de´fini,
‖(φn ⋆ Kn)(k)‖ ≤ ‖φn‖1‖K(k)n ‖∞ ≤ 2|bn|αn‖K(k)n ‖∞.

8.3 Preuve de la proposition 10.
8.3.1 φβ cohomologue a` une fonction de C
r(T).
On suppose que β =
∑
n bnqnα mod 1 avec∑
n
(qr+1n |bn|αn)1/(r+2) <∞.
Nous allons choisir convenablement la suite des noyaux (Kn) pour que les con-
ditions (38), (39) et (40) des lemmes 20 et 19 soient ve´rifie´es. Pour cela on
se donne un noyau, K, positif syme´trique de classe Cr(R), nul en dehors de
]− 1/2, 1/2[ et tel que ‖K‖1 = 1. Si (δn)n est une suite de [0, 1] de limite nulle,
on de´finit pour tout x ∈ T, Kn(x) = K(<x>/δn)/δn. Alors Kn est un noyau
positif syme´trique de Cr(T), nul en dehors de ]− δn, δn[ et tel que ‖Kn‖1 = 1.
Posons maintenant εn = δn, les conditions (38) et (39) sont ve´rifie´es de`s que∑
n≥1
δnqn <∞.
Pour la re´gularite´, pour tout k ≤ r, on a ‖K(k)n ‖∞ = O(δ−(k+1)n ). Par conse´quent,
pour que (40) soit satisfaite il suffit que (δn) ve´rifie la condition :∑
n≥1
|bn|αn/δr+1n <∞.
Choisissons maintenant δn = (|bn|αn/qn)1/(r+2) (de sorte que qnδn = |bn|αn/δr+1n ) :
on trouve comme condition suffisante :∑
n≥1
(qr+1n |bn|αn)1/(r+2) <∞,
qui est l’hypothe`se de la premie`re partie de la proposition 10. Pour montrer que
ψ peut eˆtre choisie arbitrairement petite, il suffit de remarquer que pour tout n0,
φkn0α est un cobord additif : par conse´quent φβ est cohomologue a`
∑∞
n0
φn⋆Kn,
pour tout n0. Comme d’apre`s le lemme 20, (‖φn ⋆ Kn‖∞) est sommable, pour
tout ε > 0, on peut toujours trouver n0 de sorte que ‖
∑∞
n0
φn ⋆ Kn‖∞ < ε.
8.3.2 φβ cohomologue a` une fonction analytique.
On suppose maintenant que β =
∑
n bnqnα mod 1 avec∑
n
qn ln(n|bn|)
− ln(αn) < +∞.
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Il s’agit de choisir une suite (Kn) de noyaux positifs syme´triques analytiques et
norme´s dans L1(T) qui ve´rifient les conditions (38), (39) et (41). On pose pour
tout n ≥ 1 et t ∈ T,
Kn(t) = cn
(
sin(πmnt)
mn sin(πt)
)rn
,
ou` rn est un entier pair et mn un entier positif . cn est donne´ de sorte que
‖Kn‖1 = 1. On a :
‖Kn‖1 ≥ cn
∫
1/2≥|t|
(
sin(πmnt)
πmnt
)rn
dt
≥ cn
mn
∫
mn/2≥|t|
(
sin(πt)
πt
)rn
dt ∼ C cn
mn
√
rn
.
Par conse´quent cn = O(mn√rn). Les noyaux (Kn) ainsi choisis sont bien posi-
tifs, syme´triques et norme´s dans L1(T). De plus, comme Kn est proportionnel
a` (Fmn)
rn/2, ou` Fm est le noyau de Fejer d’ordre m, on a aussi K̂n(j) = 0 pour
tout |j| ≥ mnrn/2 . En particulier pour tout k ∈ N on a
‖K(k)n ‖∞ ≤ (2π)k
∑
|j|<mnrn/2
jk ≤ 1
k + 1
(πmnrn)
k+1.
Pour ve´rifier la condition (41), il suffit donc de choisir (mn) et (rn) de sorte que∑
n
|bn|αnepimnrn < +∞.
Supposons rn donne´, et posons mn = ⌊− ln(αn)/(2πrn)⌋. On obtient alors
|bn|αnepimnrn ≤ |bn|α1/2n .
D’apre`s l’hypothe`se, on a ln(|bn|) = o(| ln(αn)|), d’ou` |bn|α1/2n = o( 1− ln(αn) ) qui
est sommable, et la condition (41) est donc satisfaite.
En ce qui concerne les conditions de cohomologie du lemme 19, on doit choisir
(εn) le plus petit possible (pour minimiser la condition (38)) de sorte qu’on ait
(39). On a l’estimation suivante :∫
1/2≥|t|>εn
Kn(t)dt ≤ cn
∫
|t|>εn
(
1
2mnt
)rn
dt
≤ O
(
1√
rn
(2mnεn)
−rn+1
)
.
Posons εn = e/(2mn), alors la condition (39) est satisfaite si
∑
n |bn|e−rn < +∞.
Il suffit donc de poser rn = 2[ln(n|bn|) + 1], ce qui donne
qnεn =
qne
2mn
∼ 2πe qn ln(n|bn|)− ln(αn) .
La condition (38) est donc ve´rifie´e par hypothe`se, ce qui termine la preuve de la
proposition 10. La norme infinie des fonctions cohomologues a` φ est arbitraire-
ment proche de 0 pour les meˆmes raisons que dans le cas pre´ce´dent.
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8.4 Preuve des parties re´gulie`res des the´ore`mes 3 et 4.
D’apre`s les chapitres pre´ce´dents, nous savons construire des flots spe´ciaux de
fonction plafond 1+γφβ avec les proprie´te´s (i), (ii) ou (iii) du the´ore`me 3. Pour
montrer qu’on peut re´gulariser cette fonction plafond sans modifier le type de
la transformation, il suffit de montrer que φβ est cohomologue (additivement) a`
une fonction re´gulie`re, ψ telle que ‖ψ‖|γ| < 1. D’apre`s la proposition 10, cette
dernie`re contrainte n’en est pas une. Il reste donc a` ve´rifier dans chacune des
constructions des proprie´te´s (i), (ii) et (iii), qu’on peut choisir les suites (bn)
et les sous-suites (qn) des de´nominateurs des re´duites de α de sorte que les
conditions de la proposition 10 soient ve´rifie´es. Comme on a dans toutes les
constructions bn = O(qn), ces conditions conduisent bien a` celles e´nonce´es dans
le the´ore`me 3, et se ve´rifient facilement en modifiant les conditions sur les qn.
En ce qui concerne la preuve du the´ore`me 4, (ii) se ve´rifie facilement a` l’aide du
lemme 18, et (i) s’obtient sans difficulte´ a` partir de la preuve du the´ore`me 8.
9 Appendice. Les sous-groupes Hγ(α) des approx-
imations par les fractions continues.
On rappelle d’abord un lemme classique, qui montre l’unicite´ de la de´composition
d’Ostrowski :
Lemme 21 Soit k et (bn) des entiers ve´rifiant
kα =
∞∑
n=n1
bn<qnα> mod 1.
Si |k| < qn1 et |bn| ≤ an+1/2 pour tout n ≥ n1, alors on doit avoir k = bn = 0
pour tout n ≥ n1.
Preuve : On montre d’abord que k = 0 : supposons k 6= 0, comme |k| < qn1 on
aurait donc ‖kα‖ ≥ αn1−1. Mais on a aussi
|
∞∑
n=n1
bn<qnα>| ≤ 1
2
∞∑
n1
an+1αn ≤ 1
2
(αn1−1 + αn1) < αn1−1,
ce qui est impossible.
Maintenant on peut e´crire bn1qn1α =
∑∞
n1+1
bn<qnα> mod 1, ou` |bn1qn1 | <
an1+1qn1 < qn1+1 : on obtient en appliquant ce qui pre´ce`de que bn1 = 0 puis
que bn = 0 pour tout n ≥ n1. 
Il s’agit maintenant de de´montrer la proposition 1, dont on rappelle l’enonce´ :
Proposition 1 Soit α /∈ Q, alors on a pour tout γ > 0,
Hγ(α) = {x ∈ T,
∑
n ‖qnx‖γ < +∞} et
H∞(α) = {x ∈ T, ‖qnx‖ −→
n→∞
0}.
Preuve : Posons θ = (
√
5 − 1)/2, graˆce aux relations de re´currence de (qn) et
(αn), on a imme´diatement les ine´galite´s, pour tout n ≤ m :
αm ≤ θm−n−1αn, qn ≤ θm−n−1qm.
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Supposons que β =
∑
n≥0 bn<qnα>. On a dans ce cas ‖qnαm‖ = ‖qmαn‖ ≤
θ|m−n|−1qmαm, d’ou` on obtient
‖βqn‖ ≤
∞∑
m=0
|bm|‖αmqn‖ ≤
∑
m
(|bm|αmqmθ|m−n|−1).
Si
∑
m(|bm|αmqm)γ <∞ avec γ ≥ 1, le terme de droite est la convolution d’une
suite sommable avec une suite de lγ(Z), ce qui montre bien que
∑
n ‖qnβ‖γ <∞.
Si γ < 1, on a ‖qnβ‖γ ≤
∑
m(|bm|‖qnαm‖)γ , d’ou` on tire∑
n
‖qnβ‖γ ≤
∑
m
(|bm|qmαm)γ
∑
n
θγ(||m−n|−1).
Pour la re´ciproque, on suppose maintenant que
∑ ‖βqn‖γ < ∞. On note kn ∈
{−qn/2, ..qn/2} tel que ‖β − knpn/qn‖ = min(|β − l/qn|, l ∈ N). Alors ‖β −
knpn/qn‖ = ‖βqn‖/qn d’ou`
‖β − knα‖ ≤ ‖β − knpn/qn‖+ |kn|αn/qn ≤ ‖qnβ‖/qn + αn/2.
En particulier knα→ β. D’autre part on a aussi
kn+1pn+1/qn+1 − knpn/qn = 1
qn+1qn
(kn+1((−1)n + pnqn+1)− knpnqn+1)
= (−1)n kn+1
qn+1qn
+ (kn+1 − kn)pn
qn
.
On obtient que
‖(kn+1 − kn)pn/qn‖ ≤ 1/(2qn) + ‖qn+1β‖/qn+1 + ‖qnβ‖/qn < 1/qn
pour tout n assez grand (car ‖qnβ‖ → 0 par hypothe`se). Par conse´quent, on a
bien kn+1 = kn + bnqn pour n assez grand, et β =
∑
n bn<qnα>. En re´injectant
dans l’e´galite´ pre´ce´dente, on obtient lorsque bn 6= 0
|bn|
2an+1
≤ |bn + kn/qn|
an+1
≤ qn+1
an+1
∣∣∣∣ knqnqn+1 + bnqn+1
∣∣∣∣
≤ 2qn(‖qnβ‖/qn + ‖qn+1β‖/qn+1) ≤ 2(‖qnβ‖+ ‖qn+1β‖).
Ceci cloˆt la preuve de la proposition. 
Remarque : Nous obtenons graˆce a` ce re´sultat une repre´sentation ge´ome´trique
simple de H∞(α) dans les tours associe´es aux fractions continues. On reprend
les notations du paragraphe 2.3.3. Pour tout ε > 0, on appelle Vn(ε) le rectangle
de T× R centre´ en 0,
Vn(ε) =]− ε/qn, ε/qn[×{−hn, .., hn}, ou` hn = min(qn/2, [ε/αn]).
Si l’on note indiffe´remment un e´le´ment β ∈ T et ses repre´sentants dans un
domaine fondamental d’ordre n, Dn(x), la proposition 1 montre qu’on a
‖βqn‖ −→
n→∞
0 ⇐⇒ pour tout ε > 0, β ∈ lim Vn(ε). (42)
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Fig. 13 – Repre´sentation de Vn(ε) dans un domaine d’ordre n.
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En effet ‖βqn‖ → 0 signifie que β ∈ H∞(α) d’ou` β =
∑
bnqnα avec bn =
o(an+1). Par conse´quent en notant kn =
∑n−1
0 bkqk, on a aussi β = knα + xn
ou` kn = o(qn) et xn = o(1/qn). Il en re´sulte que pour tout ε > 0 ( plus petit
que 1/2), on a pour tout n assez grand, |kn| ≤ εqn ≤ hn et |xn| ≤ ε/qn c’est a`
dire que β ∈ Vn(ε).
Inversement, soit ε > 0 et β ∈ Vn(ε) pour tout n assez grand. C’est a` dire
que β = knα + xn ou` |xn| ≤ ε/qn et |kn| ≤ min(ε/αn, qn/2). Alors ‖βqn‖ =
‖knqnα + xnqn‖ ≤ |kn|αn + |xn|qn. On a |kn|αn ≤ hnαn ≤ min(ε, qnαn/2) ≤ ε
et donc ‖βqn‖ ≤ 2ε, ce qui montre bien l’e´quivalence. Ces proprie´te´s peuvent se
repre´senter selon la figure 13.
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