I. INTRODUCTION
Gold price plays a significant role in economical and monetary systems. The price of gold and other assets are often closely correlated [1] . For example, the link between gold and equities is usually negative, as investors typically transfer money from gold into the safe haven of equities during times of boom and vice versa during times of crisis. Whereas, the link between gold and oil is typically positive and a tension can lift both the price of oil and gold.
Accurate forecasting of gold price helps to foresee the circumstances of trends in the future. This provides the useful information for stakeholder to fulfill the essential actions in order to prevent or mitigate risks, which may lead to financial losses or even bankruptcy.
Traditional mathematical models such as Autoregressive Integrated Moving Average [2] , jump and dip diffusion [3] , and the multi linear regression [4] - [7] models have been used for gold price forecasting. As well as, artificial intelligence models such as artificial neural networks (ANN) have been developed as a non-linear tool for gold price forecasting [2] , [5] , [8] .
These studies document the need for a better management of gold selling and investing to reduce risk value. An accurate gold price forecasting model is needed to show the trend of price changes in the futures to carry out appropriate exchanges. Furthermore, it is very difficult to earn a powerful function using traditional mathematical model [5] , and these models are principally based on some strong assumptions and prior knowledge of input data statistical distributions.
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performance in comparison with other traditional time series modeling techniques such as ARIMA. Finally, the best fit model is identified according to the performance criteria including coefficient of determination (R 2 ), mean absolute error (MAE), and root mean square error (RMSE).
The rest of the paper is organized as follows: Section II summarizes artificial neural networks. Section III describes the ARIMA model, including the determination of the orders of ARMA model. Section IV presents the gold price modeling by ANN and ARIMA models. Section V analyzes the performance of the models, including its comparison with other and discusses several practical issues involved in its deployment. Sensitivity analysis is presented in Section VI presents. Finally, the conclusions of the present study are discussed in Section VII.
II. ARTIFICIAL NEURAL NETWORKS (ANN)
ANN technique has emerged as a powerful modeling tool which can be applied for many scientific and/or engineering applications, such as: pattern reorganization, classification, data processing, and process control. ANN technique has some unique futures which distinguish them from other data processing systems include ability to work successfully even when they are party damaged, parallel processing, ability to make generalization, and little susceptibility to errors in data sets [9] . An artificial neural network simulates the human brain mechanism to implement computing behavior [10] .
ANN is developed based on biological neural networks, which neurons are the basic building blocks ones. An artificial neuron is a model of a biological neuron. An artificial neuron receives signals from other neurons, gathers these signals, and when fired, transmits a signal to all connected neurons [11] . An artificial neuron model is depicted in Fig. 1 
f is generally linear, step, threshold, logarithmic sigmoid (logsig), hyperbolic tangent sigmoid (tansig) functions. As seen in Fig. 1 , x i (i= 1, 2, ..., n) is the input signal of n other neurons to a neuron j; is the connection weight between the i th neuron and the neuron j; is the activation threshold of the neuron j; f is the transfer function, and y j is the output of the neuron. y j is calculated through Eq. (1):
A neural network contains of three layers, including one input layer, several middle layers (hidden layers) and one output layer. It should be noted that there is no theoretical limit on the number of hidden layers but typically there is just one or two [12] . Fig. 2 depicts an artificial neural network architecture employed in this study. In this study a multi-layer feed-forward perceptron (MLP) with a back propagation learning algorithm is employed to model gold price. During the modeling stage, coefficients are adjusted through comparing the model outputs with actual outputs. A five-step procedure can be described to present the learning process of an ANN as follows:
 Input-output vectors are randomly selected as training datasets,  The structure of network is formed,  Network outputs are computed for the selected inputs,  Connection weights are adjusted according to performance measure,  The process of adjusting the weights is continued until performance measures are satisfied.
III. ARIMA METHOD
Box and Jenkins developed a general forecasting methodology for time series generated by a stationary autoregressive moving-average process [13] . In an autoregressive integrated moving average (ARIMA) model, the future value of a variable is assumed to be a linear function of several past observations and random errors. The term integrated indicates the fact that the model is produced by repeated integrating or summing of the ARMA process [14] . The ARIMA model is employed for applications to nonstationary time series that become stationary after their differencing. The general form of the ARIMA model is given by:
forecasting. These phases are described in details by Palit and Popovic [14] . In order to determine the order of the ARIMA best model, the autocorrelation function (ACF) and the partial ACF (PACF) of the sample data are employed. In this study, selection technique in conjunction with ACF and PACF for estimating the orders of ARMA model is the Akaike information criterion (AIC). This involves choosing the most suitable lags for the AR and MA components, likewise assigning if the variable requires differencing to convert into a stationary time series.
IV. MODELING OF GOLD PRICE
The information used in this study includes 220 monthly observations of the gold price per ounce against its affecting parameters from April 1990 to July 2008. The gold price changes during this period are depicted in Fig. 3 . In order to develop ANN and ARIMA models for the gold price, the available data set, which consists of 220 input vectors and their corresponding output vectors from the historical data of gold price, was separated into training and test sets as depicted in Fig. 4 . One of the most important steps in developing a successful forecasting model is the selection of the input variables, which determines the architecture of the model. Based on the "hunches of experts", seven input parameters for the gold price forecasting were identified: USD Index (measures the performance of the United States Dollar against the Canadian Dollar), inflation rate (the United States inflation rates), oil price (West Texas Intermediate Crude Oil Prices), interest rate (the United States interest rates), stock market index (Dow Jones Industrial Average), silver price, and world gold production. The data used in this study were downloaded from several sources from the addresses as presented in Table  I . As shown in Table I , expect of world gold production, other parameters are monthly. According to the importance of production on the gold price changes, the authors employed the method of Cubic Spline interpolation (see [15] ),
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The structure of ARIMA model is known as ARIMA (p, q, d), where p stands for the number of autoregressive parameters, q is the number of moving-average parameters, and d is the number of differencing passes.
The Box and Jenkins methodology for building time series models includes four phases [13] : 1) model identification, 2) model estimation, 3) model validation, and 4) model which is a useful technique to interpolate between known data points due to its stable and smooth characteristics, in order to convert annually data into monthly data. The above mentioned models are established as described in the next section.
ARIMA modal. Using the Eviews package software, the best-fitted model is obtained based on the optimum solution of the parameters (the values of p, d, q) and the residuals (white noise). The best-fitted model is ARIMA (1, 1, 0 
ANN model. According to the concepts of ANNs design and using productive algorithm in MATLAB 7.11 package software in order to obtain the optimum network architecture; several network architectures are established to compare the ANNs performance. Before constructing the ANN model, all variables were normalized to the interval of 0 and 1 to provide standardization using Eq. (4):
The best fitted network based on the best forecasting accuracy with the test data is contained of seven inputs, twenty four hidden and one output neurons (in abbreviated form, N (7-24-1) ). This confirms that simple network structure that has a small number of hidden nodes often works well in out-of-sample forecasting [16] - [20] . This can be due to the over fitting problem in neural network modeling process that allows the established network to fit the training data well, but poor generalization may happen. 
where P i is predicted values, A i is observed values, i A is the average of observed set, and N is the number of datasets. R 2 shows how much of the variability in dependent variable can be explained by independent variable(s). R 2 is a positive number that can only take values between zero and one. A value for R 2 close to one shows a good fit of forecasting model and a value close to zero presents a poor fit.
MAE would reflect if the results suffer from a bias between the actual and modeled datasets [21] . RMSE is a used measure in order to calculate the differences between values predicted by a model and the values observed from the thing being modeled. RMSE and MAE are non-negative numbers that for an ideal model can be zero and have no upper bound.
The comparative analysis of testing period performance of the ANN and ARIMA techniques using three global statistical criteria (root mean square error, mean absolute error, and coefficient of determination) has been accomplished and is shown in Table II. According to the  table, for The forecasted value of each model for both validation and training data are plotted in Fig. 4 . In addition, the forecasted value of ARIMA and ANN models for test data are plotted in Fig. 5 . Business and Management, Vol. 3, No. 7, July 2015 
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VI. SENSITIVITY ANALYSIS
Sensitivity analysis is a useful tool in order to determine the relationship between the related parameters. In this paper to identify the most sensitive factors affecting gold price cosine amplitude method (CAM) was employed. This approach is a powerful method in order to implement sensitivity analysis [22] .
In this method, the degree of sensitivity of each input parameter is assigned by establishing the strength of the relationship (r ij ) between the gold price and input parameter under consideration. The larger the value of CAM becomes, the greater is the effect on the gold price, and the sign of every CAM indicates how the input affects the gold price. If the gold price has no relation with the input, then the values are zero, while the input has a positive effect on the gold price when the values are positive and a negative effect on the gold price when the values are negative.
Let n be the number of independent variables represented as an array X={x 1 , x 2 , ..., x n }, each of its elements, x i , in the data array X is itself a vector of length m, and can be expressed as:
, , ,...,
Thus, each of the data pairs can be thought of as a point in m dimensional space, where each point requires m coordinates for a complete description. Each element of a relation, r ij , results from a pairwise comparison of two data samples. The strength of the relationship between the data samples, x i and x j , is given by the membership value expressing that strength: The strengths of relations (r ij values) between the gold price and input parameters are depicted in Fig. 8 . As shown in Fig. 8 , the most effective parameters on the gold price are silver price and oil price. 
VII. CONCLUSION
In this study, the performance of different methods for forecasting the gold price changes was investigated. The forecasting methods evaluated include the ANN and ARIMA models. The gold price data from April 1990 to July 2008 were used to develop various models investigated in this study. This comprises 220 input vectors and their corresponding output vectors from the historical data of gold price, which were divided into training and validation sets. Three performance evaluation measures, including MAE, R 2 , and RMSE, are adopted to analyze the performances of various models developed. The results show that the ANN method is powerful tools to model the gold price and can give better forecasting performance than the ARIMA method. The forecasting results of ANN model during the validation phase outperform the ARIMA model.
