In this paper we demonstrate how fast estimates of Quality of Service parameters can be obtained for models of VBR tra c queuing in the bu er of an ATM multiplexer. The technique rests on conservative estimates of cell-loss ratios in the bu er. These are obtained through martingale methods; the cell-loss ratio from a bu er of size x is bounded as Prob cell-loss] e ?u? x : An estimate of the mean cell delay can also be derived from this.
Introduction
In this paper, we consider the behaviour of queues in the bu ers of ATM switches. For a large class of tra c models, the queue-length distribution has asymptotically exponential tails. We exploit this by constructing a simple bound of the form P Q > b] 'e ? b ;
(1) where is the asymptotic decay-rate of the tails of the distribution, and ' is a constant chosen to make the bound valid for all values of b. Martingale techniques are used to derive such bounds for Markov Additive Processes, a wide class appropriate for making useful and exible tra c models. For a homogenous superposition of sources, the prefactor ' takes a product form: ' = e ? L : ( 2) The constant may be determined from the prefactor for the bound in the single source case, and allows us extend the result to any number of sources without further computational e ort. Bounds on other QoS parameters, such as the cell-loss ratio and the mean cell-delay, follow from the basic bound on the queue-length distribution,
We present some techniques for calculating and , and describe their implementation for the Finnish model. The parameters of this model capture important characteristics of ATM tra c: mean activity, burstiness and an imposed maximum burst length. It is simple enough to be useful in developing intuition about the dependence of QoS parameters on such tra c characteristics as the mean activity, the burstiness, and also the service parameters, namely the service load and the number of sources.
Theoretical background
In order to develop some intuition for the behaviour of queues in the bu ers of ATM switches and multiplexors, we analyse a simple situation: the bu er is of in nite size, and the arrivals to the bu er have a simple (Markovian) statistical nature. The arrivals of ATM cells are not independent: if a cell arrives in one tick of the clock, it is highly likely that another cell will arrive in the next tick, or after some xed delay. For data tra c, this is because large packets from higher level protocols must be segmented, each generating a burst of cells; for voice tra c, this is due to regular digital sampling. The simplest class of tra c models which exhibit correlations is that of Markovian arrivals. These models are exible enough to capture the general features of ATM tra c, and yet are tractable enough to allow us calculate accurate bounds quickly.
The two-state model
Bu et and Du eld 1] considered a two-state Markov model: at time t, an input line connected to a bu er can be in one of two states. One (X t = 1) corresponds to the arrival of a cell in the present clock-cycle, and the other (X t = 0) to no cell arrival. The bursty nature of the arrivals is captured in the dependence of the distribution of the arrivals in the present clock-cycle on what happened in the previous clock-cycle. If a cell arrived just previously, then the probability of another cell arriving is high, close to 1; if, however, no cell arrived, then the probability of a cell arrival is small. We express this dependence precisely in the transition matrix:
where a = P X t = 1 j X t?
The closer a and d are to zero, the burstier the model is. Bu et and Du eld analysed the queue formed when a superposition of these arrivals at a bu er is served at a constant rate s. Using martingale techniques, they obtained a simple upper bound on the queue-length distribution: Fig. 1 shows the typical form of the logarithm of the queue-length distribution, and the corresponding Du eld-Bu et bound. The equation is simple to solve numerically in a few iterations, yielding a fast bound on the probability of the queue exceeding any given length.
General Markov models
Du eld 2] extended these results to any queue driven by a Markov Additive Process (MAP). The workload W of the queue is de ned to be the arrivals A less the available service S: W t = A t ? S t . With a MAP there is some controlling Markov process X t ; the workload W t of the queue is a functional of X t in such a way that the pair (X; W) is also a Markov process. The process X represents the joint state of the input stream and the server; in the case of constant service rate, X can be thought of as representing the di erent possible states of the source of the stream. The functional W then tells us the activity of the source while in each of those states. Du eld again uses martingale techniques to derive an upper bound of the form
and shows that the decay constant is optimal in that it also provides an asymptotic lower bound:
The structure of the prefactor is important in allowing us to derive our bounds quickly: if there are L independent sources feeding into the bu er, then ' = e ? L (7) where is characterised by the prefactor for a queue fed by a single source and served at rate s=L. This allows us to extend the bounds derived in the simple single source case to any number of sources without further computational e ort. Incidentally, it also illustrates the economies of scale available through statistical multiplexing: if > 0, then adding another source, and increasing the service rate to maintain constant load, reduces the probability that the queue exceeds any bu er size by a factor of e ? . See 3] and 4] for more details. We can, therefore, characterise the general bound for the queue fed by L sources,
by just two constants, and , where the problem of determining them is independent of the size of the system.
Queues in nite bu ers
These bounds hold for queues with in nite waiting space, but the upper bounds are also useful for the nite bu er case. If we denote the queue in an in nite bu er by Q 1 , and the queue in a nite bu er of size B by Q B , then P Q B > b] P Q 1 > b], and so we can use any upper bounds on Q 1 for Q B too:
(9) For large bu er size B, these bounds will obviously be as good as for the in nite bu er case; for small bu ers, however, they may not be tight enough. Toomey 5] has studied the problem of MAP's queuing in nite bu ers, and has shown that the distribution of a queue with integer arrivals and service has the general form P over ow] = c 0 e ? 0 B + c 1 e ? 1B + : : :
Each of the decay constants i is an eigenvalue of a certain operator, and the coe cients may be determined by solving for the corresponding eigenvector. The smallest eigenvalue, 0 , corresponds to the decay constant of the Du eld-Bu et formula (equation 5). This suggests a practical procedure of starting with the smallest eigenvalue, and solving for as many as are necessary to re ne the bound to the desired degree.
Bounds on other QoS parameters
Once we have established bounds on the queue-length distribution, we may use them to give bounds on the QoS parameters that are of interest in ATM. We concentrate on upper bounds since we are interested in conservative estimates for bu er dimensioning and management.
Frequency of queue over ow The probability that a queue in a nite bu er of size B over ows is bounded by the probability that the corresponding queue in an in nite bu er exceeds length B: 
Thus we can give bounds for all the QoS parameters of interest using just two numbers, and , which can be calculated for any queuing system with Markov modulated workload increments, independently of its size.
Calculation techniques 3.1 Calculating
The queue process is completely determined by the workload, and therefore, not surprisingly, we calculate the asymptotic decay rate of the queue-length distribution, , from the asymptotics of the workload distribution. First, we de ne the scaled cumulant generating function of the workload process, as ( ) := lim
is, by construction, a convex function of . It is easy to verify that the slope of at = 0 is the mean workload, and that the asymptotic slope is the maximum achievable workload. For the queue to be stable, the service rate must be greater than the mean arrivals, i.e. the mean workload must be negative. Furthermore, for the queue to be non-empty, the maximum arrivals must exceed the service rate, i.e. the maximum achievable workload must be positive. Thus is as shown in Fig. 2 : it is convex, with negative slope at = 0, and positive asymptotic slope as ! 1. We start solving this equation by examining the structure of for a nite state MAP. Let X t be the controlling Markov chain, N be the number of states of X t , and w(a) be the increment to the workload of the queue when X t is in state a. Consider E e Wt ]: because of the Markovian property, we may write (21) where (T ) is the spectral radius of T . If X t is ergodic (stationary, recurrent and irreducible), then (T ) is the maximum modulus of the eigenvalues of T . The problem of determining is then the following: nd the unique > 0 such that the logarithm of the modulus of the largest eigenvalue of T equals 0. We have developed a number of di erent ways of solving this problem, outlined as follows.
The Powell method
We may take a direct approach, using techniques from linear algebra to evaluate the largest eigenvalue of T as a function of . The equation ( ) = 0 is then readily solved using a simple bisection algorithm. It turns out that one competitive method for determining the spectral radius of a matrix is the Powell method. The spectral radius (A) of a matrix A is de ned by (A) := sup 
(A) is then estimated as the ratio of the moduli of successive vectors in the sequence: (A) = jv k j=jv k?1 j. If A has other eigenvalues close in modulus to (A), then this estimate will only converge poorly. In this case, a better estimate is (A) = sqrtjv k+1 j=jv k?1 j. The choice of v 0 can also strongly a ect the convergence of this method. For example, if v 0 is an eigenvector of A which contains no component in the direction of the eigenvector corresponding to (A), then the method will not converge at all. For practical purposes, a good choice of initial vector is suggested by equation 20: the vector 0 is the stationary measure of the controlling chain X t , and hence the eigenvector of T 0 corresponding to eigenvalue 1. 1 is the largest eigenvalue of T 0 by the Perron-Frobenius theorem, and so, for small values of , will be close to the eigenvector of T of corresponding to eigenvalue (T ). The Powell method will then converge rapidly, quickly yielding a good estimate of ( ).
The determinant method
An alternative approach is to start with the eigenvalue equation for T : is an eigenvalue of T i det(T ? I) = 0, where I is the identity matrix. We are looking for the value of which gives log (T ) = 0, i.e. (T ) = 1. Since (T ) is an eigenvalue of T , we could also look for solutions to det(T ? I) = 0:
In general, there will be many values of such that T has eigenvalue 1, but we know that will be the smallest positive such . Since calculating determinants is a lot cheaper numerically than calculating eigenvalues, the roots of equation 23 are a lot easier to nd than the root of ( ) = 0. 
starting with the initial value (0) = 1. The attraction of this method is that the numerical solution of O.D.E.'s is a subject which has attracted much attention. Because of this, there are a great many powerful and well-tested methods for solving them; see Press et al. 6] for an illuminating review and more references. In practice, the accuracy of the solution need not be that great; it is su cient to track ( ) approximately as it initially decreases with increasing , until it exceeds 1 again.
(Recall that log ( ) = ( ) and look again at Fig. 2 .) The value of at which this occurs may then be used as an initial point in a Newton-Raphson solution to equation 23 from the previous method. The expressions for the partial derivatives of f are, in general, quite cumbersome, and so this method is best suited to models in which the determinant in f may be explicitly evaluated.
Calculating
In the two-state Markov model, the calculation of is simple: it follows from the solution of the equation for . In general, this is not the case: determining is an eigenvalue problem, and in order to compute we must also nd the corresponding eigenvector. Recall that we use to construct the prefactor in our exponential bound on the queue-length distribution: P Q > b] 'e ? b , where ' = e ? L . We may use any bound on P Q > 0] as a prefactor, although this may be sub-optimal. At high service rates, the queue is rarely non-empty; when it is, it is generally due to the arrivals temporarily exceeding the service rate by a small amount. This small excess will generally be cleared away on the next service cycle, and so we may approximate the probability of the queue exceeding zero by the probability of the workload exceeding zero:
The workload is made up of L contributions,
the activity of each source X (l) t less the its share of the service rate s=L. Since the sources are independent, and the activity of each is either 0 cells or 1 cell, the distribution of the arrivals is binomial with parameter p = P X (l)
Thus we have that
For large numbers of lines, two things happen: the rst term in the sum dominates all the others, the approximation P Q to construct our prefactor: ' = e ?~ L : This kind of approximation is the same approach as taken by Hui 7] in examining bu erless resources.
Implementation
We have outlined the theoretical background of Markov models, and developed the computational techniques necessary to implement our fast bounds: in principle we can handle any Markov model.
However, for a model to be useful in answering questions about bu er management, its parameters must re ect the way ATM tra c is characterised. For it to be useful in developing intuition about the dependence of the QoS parameters on the parameters, it must also be simple and must capture ATM tra c characteristics in a natural way. Juha Heinnen of Finnish Telecom proposed such a model, which we call the Finnish model. It exhibits burstiness in a manner similar to the two-state model described in Section 2.1, and also incorporates a burst cut-o . In the two-state model, the lengths of both the the active bursts and the idle periods are geometrically distributed (with di erent parameters). In the Finnish model, the lengths of the idle periods are also geometrically distributed, but the burst lengths have a truncated geometric distribution: they are geometrically distributed up to a maximum burst length B. After emitting B cells back-to-back, the source will always become idle | this may represent a tra cshaping requirement imposed on the user by the network, or, perhaps, the behaviour of user's codec. The model is constructed by using B + 1 states, B active and one idle, as illustrated in Fig.  3 . If the source is in the idle state, it may remain idle in the next clock-cycle, or it may make the transition to the rst active state. If the source is active, it may continue the burst by moving to the next active state, or it may become idle again. The model thus keeps count of the total number cells emitted in the present burst, and if this reaches B, the only possibility open to it is to drop back down to the idle state. There are three parameters in the model; B is one, and the other two may be chosen to be the probabilities of transition between the active and idle phases. A more intuitive and useful choice of parameters, however, is the burst cut-o B (as before), the mean burst length, T a , and the mean idle time between bursts, T d .
We chose this model as a simple paradigm and used it in a prototype software package, designed to introduce the user to issues of multiplexor bu er design. The package explains the queuing problem and the Finnish model to the user; it then allows them to set the parameters of the model, B, T a and T d , and the service parameters, the number of sources L, and the load (the ratio of the service rate s to the mean activity). Once the parameters are set, the package calculates and . Since the determinant f( ; ) = det(T ? I) reduces nicely in the Finnish model to a polynomial of degree B + 1, the method used to calculate is the root-tracking method (Section 3.1). Because of the complexity of the eigenvector problem to be solved to give , we implemented the simpler estimate^ (Section 3.2). The user can then choose the plotting options to look at how the probability of over ow and the mean cell-delay vary as functions of block size. A tutorial, which leads the user through a sequence of sets of parameters, is included with the distribution of the package. It illustrates the use of the bounds, and helps the user understand how the various characteristics of the model in uence the queue-length distribution, and hence the QoS parameters. For example, the rst aspect of the model that is investigated is the burstiness. The parameters are initially chosen to give a model with little or no correlation between the arrival of cells in successive clock-cycles. This is achieved by choosing the mean burst length T a and the mean idle time T d to be relatively small, i.e. no burstiness. The user is invited to examine the probability of over ow, and then investigate what happens as T a and T d are increased in such a way as to hold the mean activity constant. It is clearly shown how, for a given xed load on the multiplexor, the probability of bu er over ow increases with the burstiness of the o ered tra c.
The package runs on 80x86 based PC's, and performs well even on only modestly powerful platforms. We tested the package on a 25Mhz 386, and found that it took less than a second to calculate and , even for reasonable large values of B. The package is licenced for free use for demonstration purposes, and is available by anonymous ftp from the DAPG archive at stp01.stp.dias.ie.
Conclusion
Recent work on a wide class of ATM tra c models, MAP's, has shown how a simple bound on the queue-length distribution of the form P Q > b] 'e ? b (33) holds in great generality. We have used this to derive bounds on QoS parameters based on just two constants, and , which are independent of the size of the system. We have discussed how rapid calculations of these quantities are feasible for a wide range of exible and useful models.
Finally we have demonstrated this by their implementation in a practical case, the Finnish model, and have used this in a prototype software package which helps the user develop intuition for issues concerning bu er dimensioning.
