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ON ISOMORPHISMS OF GENERALIZED MULTIFOLD EXTENSIONS
OF ALGEBRAS WITHOUT NONZERO ORIENTED CYCLES
H. ASASHIBA, M. KIMURA, K. NAKASHIMA, M. YOSHIWAKI
Abstract. Assume that a basic algebra A over an algebraically closed field k with a
basic set A0 of primitive idempotents has the property that eAe = k for all e ∈ A0. Let
n be a nonzero integer, and φ and ψ two automorphisms of the repetitive category Aˆ of
A with jump n (namely, they send A[0] to A[n], where A[i] is the i-th copy of A in Aˆ for
all i ∈ Z). If φ and ψ coincide on the objects and if there exists a map ρ : A0 → k such
that ρ0(y)φ0(a) = ψ0(a)ρ0(x) for all morphisms a ∈ A(x, y), then the orbit categories
Aˆ/〈φ〉 and Aˆ/〈ψ〉 are isomorphic as Z-graded categories.
Introduction
Throughout this paper G is a group, and we fix an algebraically closed field k, and all
categories and functors are assumed to be k-linear, and we assume that all algebras are
basic, connected, finite-dimensional k-algebras. We identify each algebra A with a locally
bounded category whose object set A0 is given by a fixed complete set of orthogonal
primitive idempotents of A. Therefore we assume that A 6= 0 and that automorphisms of
A send A0 to A0.
For a category C we denote by Aut(C) the group of automorphisms of C. A pair (C, X)
of a category and a group homomorphism X : G → Aut(C) (we write Xα := X(α)) is
called a category with G-action. Let (C, X) be a category with a G-action. We do not
assume that the G-action X is free in general. In that case, we take the definition of the
orbit category C/G in [4]. If C is locally bounded and the G-action is free, then we take
the classical definition of the orbit category C/G as in [6], in which case C/G is a basic
category. We make full use of the fact that equivalences between basic categories turn out
to be isomorphisms (e.g., Theorem 4.1, 4.5).
A generalized multifold (more precisely, n-fold) extension ([5]) of an algebra A is a
category of the form Λ := Aˆ/〈φ〉, where Aˆ is the repetitive category of A, φ is an auto-
morphism of Aˆ with jump n for some integer n (see Definition 1.2(4) and Proposition 1.4),
and Aˆ/〈φ〉 := (Aˆ, φ)/Z is the orbit category of the category Aˆ with a Z-action given by φ.
Note that the category Λ has a finite number of objects (i.e., Λ is an algebra) if and only
if n 6= 0. The category Λ is called a twisted multifold extension ([2]) of A and denoted by
T nφ (A) if the automorphism φ above has the form ρˆν
n
A, where ρˆ is the automorphism of Aˆ
naturally induced from ρ and νA is the Nakayama automorphism of Aˆ. An algebra A is
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called a piecewise hereditary algebra if A is derived equivalent to a hereditary algebra H ,
further in that case A is said to be of tree type if the ordinary quiver of H is an oriented
tree.
In [5], we have given a derived equivalence classification of generalized multifold ex-
tension algebras of piecewise hereditary algebras of tree type, which extends the derived
equivalence classification of twisted multifold extension algebras of piecewise hereditary
algebra of tree type given in [2]. A key point of the proof was to show that the generalized
multifold extension Aˆ/〈φ〉 of a piecewise hereditary algebra A by an automorphism φ of
Aˆ with jump 0 6= n ∈ Z is derived equivalent to the twisted multifold extension T nφ0(A)
of A, where φ0 := (1l
[0])−1φν−nA 1l
[0] of A (see Definition 1.2(3) for the definition of 1l[0]).
For algebras A in examples that we checked the algebras Aˆ/〈φ〉 and T nφ0(A) were very
similar and seemed to be not only derived equivalent but also isomorphic. This led us to
the following conjecture.
Conjecture. If A is a piecewise hereditary algebra of tree type, then the algebras Aˆ/〈φ〉
and T nφ0(A) would be isomorphic.
In this paper we will show that this conjecture is true as a direct consequence of the
following lemma and proposition. We say that an algebra A has no nonzero oriented cycles
if eAe = k for all primitive idempotents e of A. Then the following holds.
Lemma (Lemma 5.2). If A is a piecewise hereditary algebra of tree type, then A has no
nonzero oriented cycles.
Note that for each automorphism φ of Aˆ we have Aˆ/〈φ〉(x[i], y[j]) ∼=
⊕
k∈Z Aˆ(φ
kx[i], y[j])
for all objects x[i], y[j] of Aˆ, which gives us a Z-grading of Aˆ/〈φ〉 by setting (Aˆ/〈φ〉)k(x[i], y[j])
:= Aˆ(φkx[i], y[j]). We always regard the orbit category Aˆ/〈φ〉 as a Z-graded category by
this grading. Then we will show the following.
Proposition (Corollary 4.3). Assume that A has no nonzero oriented cycles. Let φ be
an automorphism of Aˆ with jump 0 6= n ∈ Z. Then Aˆ/〈φ〉 and T nφ0(A) are isomorphic as
Z-graded algebras.
More generally, we give the following criterion.
Theorem (cf. Theorem 4.1). Assume that A has no nonzero oriented cycles. Let φ and ψ
be automorphisms of Aˆ with jump n ∈ Z that coincide on the objects of Aˆ. Then Aˆ/〈φ〉
and Aˆ/〈ψ〉 are isomorphic as Z-graded algebras (equivalence of Z-categories when n = 0)
if there exists a map ρ0 : A0 → k
× such that ρ0(y)φ0(a) = ψ0(a)ρ0(x) for all morphisms
a ∈ A(x, y).
Essential point to prove this theorem is to combine an idea in Saor´ın’s paper [10] and
Theorem 3.10 taken from [4].
The paper is organized as follows. After some preparations in section 1 we characterize
automorphisms of repetitive categories with jump 0 in section 2. In section 3 we discuss
on equivalences of orbit categories. We note that we do not have to assume that actions of
groups are free throughout this paper because we use tools developed in [3, 4]. Therefore
this paper extends the derived equivalence classification of generalized n-fold (0 6= n ∈ Z)
extensions of piecewise hereditary algebras of tree type in [5] to that including the case
of n = 0. In section 4 we give a proof of the theorem above and discuss related topics.
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In particular, we give another criterion (Theorem 4.5) for isomorphisms (equivalences) of
orbit categories in terms of simple cycles in the quiver of an algebra. Finally in section 5
we apply the results in the previous section to piecewise hereditary algebras to have an
affirmative answer (Corollary 5.3) to the conjecture above.
Acknowledgments. We would like to thank Junichi Miyachi for asking us the existing
of examples that gives a negative solution to the conjecture above, Manuel Saor´ın for
sending us his unpublished paper [10] (the published version of which is [9]) and Steffen
Koenig for informing us the proof of Lemmas 5.1 and 5.2.
1. Preliminaries
Let Q = (Q0, Q1, s, t) be a quiver, namely, Q0 is the set of vertices, Q1 is the set of
arrows, s and t are the maps sending each arrow to its source and target, respectively.
Then for vertices x, y ∈ Q0, we set Q1(x, y) := {α ∈ Q1 | s(α) = x, t(α) = y}.
For a category R we denote by R0 and R1 the class of objects and morphisms of R,
respectively. A category R is said to be locally bounded if it satisfies the following:
• Distinct objects of R are not isomorphic;
• R(x, x) is a local algebra for all x ∈ R0;
• R(x, y) is finite-dimensional for all x, y ∈ R0; and
• The set {y ∈ R0 | R(x, y) 6= 0 or R(y, x) 6= 0} is finite for all x ∈ R0.
A category is called finite if it has only a finite number of objects.
Remark 1.1. Note that any locally bounded category R is presented as R = kQ/I with
a unique quiver Q and an admissible ideal I of kQ. For each α ∈ Q1 we denote by α the
morphism α + I of R.
A pair (A,E) of an algebra A and a complete set E := {e1, . . . , en} of orthogonal
primitive idempotents of A can be identified with a locally bounded and finite category
R by the following correspondences. Such a pair (A,E) defines a category R(A,E) := R
as follows: R0 := E, R(x, y) := yAx for all x, y ∈ E, and the composition of R is
defined by the multiplication of A. Then the category R is locally bounded and finite.
Conversely, a locally bounded and finite category R defines such a pair (AR, ER) as follows:
AR :=
⊕
x,y∈R0
R(x, y) with the usual matrix multiplication (regard each element of A as
a matrix indexed by R0), and ER := {(1lxδ(i,j),(x,x))i,j∈R0 | x ∈ R0}. We always regard an
algebra A as a locally bounded and finite category by fixing a complete set A0 of orthogonal
primitive idempotents of A. We say that a locally bounded category R has no nonzero
oriented cycles if R(x, x) = k for all objects x of R, which extends the corresponding
notion for algebras.
Definition 1.2. Let A be a locally bounded category.
(1) The repetitive category Aˆ of A is a k-category defined as follows (Aˆ turns out to
be locally bounded again):
• Aˆ0 := A0 × Z = {x
[i] := (x, i) | x ∈ A0, i ∈ Z}.
• Aˆ(x[i], y[j]) :=


{f [i] | f ∈ A(x, y)} if j = i,
{β [i] | β ∈ DA(y, x)} if j = i+ 1,
0 otherwise,
for all x[i], y[j] ∈ Aˆ0.
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• For each x[i], y[j], z[k] ∈ Aˆ0 the composition Aˆ(y
[j], z[k])× Aˆ(x[i], y[j])→ Aˆ(x[i], z[k])
is given as follows.
(i) If i = j, j = k, then this is the composition of A A(y, z)×A(x, y)→ A(x, z).
(ii) If i = j, j + 1 = k, then this is given by the right A-module structure of DA:
DA(z, y)×A(x, y)→ DA(z, x).
(iii) If i + 1 = j, j = k, then this is given by the left A-module structure of DA:
A(y, z)×DA(y, x)→ DA(z, x).
(iv) Otherwise, the composition is zero.
(2) We define an automorphism νA of Aˆ, called the Nakayama automorphism of Aˆ, by
νA(x
[i]) := x[i+1], νA(f
[i]) := f [i+1], νA(β
[i]) := β [i+1] for all i ∈ Z, x ∈ A0, f ∈ A1, β ∈⋃
x,y∈A0
DA(y, x).
(3) For each i ∈ Z, we denote by A[i] the full subcategory of Aˆ formed by x[i] with
x ∈ A, and by 1l[i] : A
∼
→ A[i], x 7→ x[i], an isomorphism of categories. Further we define a
bijection ηi : D(A(y, x))→ Aˆ(x
[i], y[i+1]) by β 7→ β [i] for all x, y ∈ A0.
(4) For an integer n we say that an automorphism φ of Aˆ has a jump n if φ(A[0]) = A[n].
We cite the following [5, Lemma 1.5, Proposition 1.6.].
Lemma 1.3. Let A be an algebra. Then the actions of φνA and νAφ coincide on the
objects of Aˆ for all φ ∈ Aut(Aˆ).
Proposition 1.4. Let A be an algebra, n an integer, and φ an automorphism of Aˆ. Then
the following are equivalent:
(1) φ is an automorphism with jump n;
(2) φ(A[i]) = A[i+n] for some integer i;
(3) φ(A[j]) = A[j+n] for all integers j; and
(4) φ = φLν
n
A for some automorphism φL of Aˆ with jump 0.
(5) φ = νnAφR for some automorphism φR of Aˆ with jump 0.
By this Proposition, we have enough to consider automorphisms with jump 0. We cite
the following from [1, Lemma 2.3].
Lemma 1.5. Let ψ : A→ B be an isomorphism of locally bounded categories. Denote by
ψyx : A(y, x)→ B(ψy, ψx) the isomorphism defined by ψ for all x, y ∈ A. Define ψˆ : Aˆ→ Bˆ
as follows.
• For each x[i] ∈ Aˆ, ψˆ(x[i]) := (ψx)[i];
• For each f [i] ∈ Aˆ(x[i], y[i]), ψˆ(f [i]) := (ψf)[i]; and
• For each β [i] ∈ Aˆ(x[i], y[i+1]), ψˆ(β [i]) := (D((ψyx)
−1)(β))[i] = (β ◦ (ψyx)
−1)[i].
Then
(1) ψˆ is an isomorphism.
(2) Given an isomorphism ρ : Aˆ→ Bˆ, the following are equivalent.
(a) ρ = ψˆ;
(b) ρ satisfies the following.
(i) ρνA = νBρ;
(ii) ρ(A[0]) = A[0];
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(iii) The diagram
A
ψ
−−−→ B
1l[0]
y y1l[0]
A[0] −−−→
ρ
B[0]
is commutative; and
(iv) ρ(β [0]) = (β ◦ (ψyx)
−1)[0] for all x, y ∈ A and all β ∈ DA(y, x).
2. Automorphisms of the repetitive category with jump 0
Throughout this section A is an algebra. We set Aut0(Aˆ) to be the group of all au-
tomorphisms of Aˆ with jump 0. Note that an algebra A is regarded as an A-A-bimodule
A(-, -) : Aop × A→ Modk that sends (x, y) ∈ (Aop ×A)0 to A(x, y).
Definition 2.1. For each φ, ψ ∈ Aut(A) we denote by ψAφ the A-A-bimoduleA(φ(-), ψ(-))
defined by (x, y) 7→ A(φ(x), ψ(y)) for all x, y ∈ A0 ∪ A1. Then a morphism f : A → ψAφ
of A-A-bimodules is nothing but a family f = (fy,x)y,x of linear maps fy,x : A(x, y) →
A(φ(x), ψ(y)) satisfying
fy′,x′(aαb) = ψ(a)fy,x(α)φ(b) for each y
′ a←− y
α
←− x
b
←− x′ in A. (2.1)
In the sequel we usually omit subscripts x, y, x′, y′ above.
Lemma 2.2. Let A be an algebra. Then we can construct a bijection ζ from Aut0(Aˆ) to
the set A of families of pairs (φi, φ¯i)i∈Z, where φi is an automorphism of A and φ¯i : A→
φiAφi+1 is an isomorphism of A-A-bimodules for all i ∈ Z.
Proof. Let φ ∈ Aut0(Aˆ). For each i ∈ Z we define (φi, φ¯i) ∈ A as follows. Since φ has
jump 0, φ restricts to an automorphism of A[i], and we set φi := (1l
[i])−1φ1l[i] : A → A,
which turns out to be an automorphism of A. For each x, y ∈ A0 we define φ¯i : A(y, x)→
A(φi+1(y), φi(x)) by the following commutative diagram
D(A(y, x)) D(A(φi+1(y), φi(x)))
Aˆ(x[i], y[i+1]) Aˆ(φ(x[i]), φ(y[i+1])).
D(φ¯−1i )//
φ
//
ηi

ηi

(2.2)
Then φ¯i : A→ φiAφi+1 is an isomorphism of A-A-bimodules. Indeed, since φ : Aˆ→ Aˆ is a
functor, it induces a morphism of bimodules Aˆ(-, -)→ Aˆ(-, -) giving us the commutativity
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of the inner rectangle in the following commutative diagram.
D(A(y′, x′)) D(A(φi+1(y
′), φi(x
′)))
Aˆ(x′[i], y′[i+1]) Aˆ(φ(x′[i]), φ(y′[i+1]))
Aˆ(x[i], y[i+1]) Aˆ(φ(x[i]), φ(y[i+1]))
D(A(y, x)) D(A(φi+1(y), φi(x)))
φ //
φ
//
Aˆ(a[i],b[i+1])

Aˆ(φ(a[i]),φ(b[i+1]))

D(φ¯−1i ) //
D(φ¯−1i )
//
D(A(b,a))

D(A(φi+1(b),φi(a)))

ηi
((PP
PP
PP
PP
PP
P
ηi
tt✐✐✐✐
✐✐
✐✐
✐✐
✐✐
✐✐
✐
ηi
66♥♥♥♥♥♥♥♥♥♥♥♥♥
ηi
jj❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯
Hence the commutativity of the outer rectangle shows the equality (2.1).
Conversely, let (φi, φ¯i) ∈ A. We construct a φ ∈ Aut
0(Aˆ) as follows. For each x[i] with
x ∈ A0, i ∈ Z we set φ(x
[i]) := φi(x)
[i]. Define φ on morphisms as follows. For each i define
φ : Aˆ(x[i], y[i])→ Aˆ(φi(x)
[i], φi(y)
[i]) by the following commutative diagram:
Aˆ(x[i], y[i]) Aˆ(φi(x)
[i], φi(y)
[i])
A(x, y) A(φi(x), φi(y)),
φ //
φi
//
1l[i]
OO
1l[i]
OO
and define φ : Aˆ(x[i], y[i+1])→ Aˆ(φi(x)
[i], φi+1(y)
[i+1]) by φ¯i with (2.2). Namely, φ : Aˆ→ Aˆ
by φ(a[i]) := (φi(a))
[i] (a ∈ A(x, y)) and φ(β [i]) := (D(φ¯−1i )(β))
[i] (β ∈ D(A(y, x))) for
all x, y ∈ A0. Then it is easy to see that φ ∈ Aut
0(Aˆ) and that these constructions are
inverses to each other. 
Remark 2.3. In the above we identify φ with ζ(φ) = (φi, φ¯i)i∈Z. Then
(1) for another ψ = (ψi, ψ¯i)i∈Z ∈ Aut
0(Aˆ) we have φ ◦ ψ = (φi ◦ ψi, φ¯i ◦ ψ¯i)i∈Z; and
(2) for each σ ∈ Aut(A) we have σˆ = (σ, σ)i∈Z.
In (1) note that the composite φ¯i ◦ ψ¯i of the second entries is a bimodule map
A→ φiψiAφi+1ψi+1
given by A(x, y)
ψ¯i
−→ A(ψi+1x, ψiy)
φ¯i
−→ A(φi+1ψi+1x, φiψiy) for all x, y ∈ A0.
Definition 2.4. We define a group homomorphism Ψ : Aut0(Aˆ)→ Aut(A) by Ψ(φ) := φ0
for all φ ∈ Aut0(Aˆ).
Remark 2.5. For each σ ∈ Aut(A) we have σˆ ∈ Aut0(Aˆ) and Ψ(σˆ) = σ by Lemma 1.5.
Thus Ψ is a retraction, in particular, an epimorphism.
It is obvious by definition that an automorphism φ ∈ Aut0(Aˆ) is in KerΨ if and only
if φ0 is the identity of A. Therefore to have more information on KerΨ, we need to know
how to construct automorphisms of Aˆ from the identity of A.
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Definition 2.6. We define a map ξ : (k×)A0 → Aut(A) as follows. For each λ =
(λ(x))x∈A0 ∈ (k
×)A0 we set
ξ(λ)(x) := x for all x ∈ A0
and for each morphism x
a
−→ y in A we define ξ(λ)(a) by the commutativity of the diagram
x x
y y
λ(x)1lx //
λ(y)1ly
//
ξ(λ)(a)

a

in A, i.e.,
ξ(λ)(a) := λ(y)−1λ(x)a. (2.3)
Then it is easy to see that ξ(λ) ∈ Aut(A) for all λ ∈ (k×)A0 , and that ξ is a group
homomorphism.
Note that we can regard λ as a natural isomorphism λ : ξ(λ)⇒ 1lA.
Lemma 2.7. Regard (k×)Aˆ0 = ((k×)A0)Z by the canonical isomorphism (k×)Aˆ0 = (k×)A0×Z ∼=
((k×)A0)Z. Then for each λ = (λi)i∈Z ∈ (k
×)Aˆ0 we define a family (φi, φ¯i)i∈Z of maps as
follows.
φi :=


ξ(λ0λ1 · · ·λi−1) if i > 0
1lA if i = 0
ξ(λiλi+1 · · ·λ−1)
−1 if i < 0
(2.4)
and φ¯i : A→ A is defined by
φ¯i(a) := λi(s(a))φi(a) (= λi(t(a))φi+1(a)) for a ∈ A1. (2.5)
Then for each i ∈ Z we have
(1) φi is an automorphism of A; and
(2) φ¯i : A→ φiAφi+1 is an isomorphism of A-A-bimodule.
Proof. (1) This is obvious because in (2.4) φi is given by the left multiplication by a
nonzero element of k.
(2) In (2.5) the equality λi(s(a))φi(a) = λi(t(a))φi+1(a) follows from the diagram
x x · · · x x x · · · x x
y y · · · y y y · · · y y,
λi(x)1lx //
λi(y)1ly
//
φi+1(a)

φi(a)

λi−1(x)1lx//
λi−1(y)1ly
//
λ1(x)1lx //
λ1(y)1ly
//
φ1(a)

λ0(x)1lx //
λ0(y)1ly
//
a=φ0(a)

λ−1(x)−11lxoo
λ−1(y)−11ly
oo
φ−1(a)

λ−2(x)−11lxoo
λ−2(y)−11ly
oo
λj+1(x)−11lxoo
λj+1(y)
−11ly
oo
φj+1(a)

λj(x)−11lxoo
λj(y)
−11ly
oo
φj(a)

the commutativity of which follows from (2.4). [In fact conversely the condition (2.4) is
determined so that this diagram commutes.]
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We show φ¯i : A → φiAφi+1 is an isomorphism of A-A-bimodules. Indeed, by definition
φ¯i is a bijection and for each α, β, γ ∈ A1 we have
φ¯i(αβγ) = λi(s(γ))φi(αβγ)
= φi(α)λi(s(γ))φi(βγ)
= φi(α)φ¯i(βγ)
= φi(α)λi(t(β))φi+1(βγ)
= φi(α)λi(t(β))φi+1(β)φi+1(γ)
= φi(α)φ¯i(β)φi+1(γ).

Corollary 2.8. By Lemma 2.7 define a map Φ: (k×)Aˆ0 → Aut0(Aˆ) by Φ(λ) := (φi, φ¯i)i∈Z.
Then Φ is a group homomorphism.
Proof. Take another µ ∈ (k×)Aˆ0 with Φ(µ) := (ψi, ψ¯i)i∈Z. Set Φ(λ ◦ µ) = (χi, χ¯i)i∈Z.
By Remark 2.3, we have Φ(λ) ◦ Φ(µ) = (φi ◦ ψi, φ¯i ◦ ψ¯i)i∈Z. Therefore, to verify that
Φ(λµ) = Φ(λ) ◦ Φ(µ) it is enough to show that{
χi = φi ◦ ψi
χ¯i = φ¯i ◦ ψ¯i.
By the definition of the multiplication in (k×)Aˆ0 the first equality is obvious because ξ is
a group homomorphism. To show the second equality let a : x→ y be in A1. Then
χ¯i(a) = (λµ)i(x)χi(a) = λi(x)µi(x)φi(a)ψi(a) = φ¯i(a)ψ¯i(a) = (φ¯i ◦ ψ¯i)(a),
as required. 
We assume the following property which is necessary for our purpose.
Definition 2.9. A locally bounded category R is said to have no nonzero oriented cycles
if R(x, x) ∼= k for all objects x of R.
Remark 2.10. (1) Note that if a locally bounded category R is presented as R = kQ/I
with a quiver Q and an admissible ideal I of kQ, then R has no nonzero oriented cycles
if and only if I contains all oriented cycles in Q.
(2) If a locally bounded category A has no nonzero oriented cycles, then so does the
repetitive category Aˆ because for any object x[i] of Aˆ we have Aˆ(x[i], x[i]) ∼= A(x, x) ∼= k.
Proposition 2.11. Assume that A has no nonzero oriented cycles. Then there is an exact
sequence of groups
1→ (k×)Aˆ0
Φ
−→ Aut0(Aˆ)
Ψ
−→ Aut(A)→ 1.
Proof. First, by Remark 2.5 we already know that Ψ is an epimorphism. Second, we show
that Φ is injective. Let λ ∈ KerΦ and set Φ(λ) = (φi, φ¯i)i∈Z. Then (φi, φ¯i)i∈Z = Φ(λ) =
1lAˆ = (1lA, 1lA)i∈Z. To show that λi(x) = 1 for all x ∈ A and i ∈ Z we show (i) for each
i ∈ Z, λi(x) = λi(y) =: ki ∈ k for all x, y ∈ A; and (ii) for each i ∈ Z, ki = 1.
To show the statement (i) we first show that ξ(λi) = 1lA for all i ∈ Z. For each i > 0,
1lA = φi = ξ(λ0λ1 · · ·λi−1) = ξ(λ0λ1 · · ·λi−2)ξ(λi−1) = φi−1ξ(λi−1) = ξ(λi−1).
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For each i < 0,
1lA = φi = ξ(λiλi+1 · · ·λ−1)
−1 = (ξ(λi)ξ(λi+1 · · ·λ−1))
−1
= ξ(λi+1 · · ·λ−1)
−1ξ(λi)
−1 = φi+1ξ(λi)
−1 = ξ(λi)
−1,
thus ξ(λi) = 1lA. Accordingly, for each morphism a : x→ y in A, we have a = ξ(λi)(a) =
λi(y)
−1λi(x)a, and hence λi(x) = λi(y) for all i ∈ Z. Since A is connected, there exists
some ki ∈ k
× such that λi(x) = ki for all x ∈ A0.
Now let a : x→ y be a morphism in A. Then for each i ∈ Z, φ¯i(a) = λi(x)φi(a) = kia.
Therefore 1lA = φ¯i = ki1lA, thus ki = 1. This shows that Φ is injective.
Next we show that ImΦ = KerΨ. Let λ ∈ (k×)Aˆ0 and set Φ(λ) = (φi, φ¯i)i∈Z. Then
ΨΦ(λ) = φ0 = 1lA by definition. Hence ImΦ ⊆ KerΨ. Conversely we show that ImΦ ⊇
KerΨ. Let ψ = (ψi, ψ¯i)i∈Z ∈ KerΨ. Then ψ0 = 1lA. By Lemma 1.3 we see that ψi = 1lA
for all i ∈ Z on the objects. Since ψ¯i : A→ ψiAψi+1 is an isomorphism of A-A-bimodules,
ψ¯i(1lx) ∈ A(ψi+1(x), ψi(x)) = A(x, x) = k1lx because A has no nonzero oriented cycles.
Therefore for each i ∈ Z and x ∈ A0 there exists λi(x) ∈ k
× such that ψ¯i(1lx) = λi(x)1lx.
Set λ := (λi(x))(x,i)∈A0×Z ∈ (k
×)Aˆ0. It remains to show that ψ = Φ(λ). Set Φ(λ) =
(φi, φ¯i)i∈Z. Then we have only to show ψi = φi and ψ¯i = φ¯i for all i ∈ Z.
It follows from ψ0 = 1lA = φ0 that ψi = φi (= 1lA) on the objects for all i ∈ Z by
Lemma 1.3.
For each morphism a ∈ A(x, y) (x, y ∈ A) we show ψi(a) = φi(a) by induction on
i ≥ 1.
φi(a) = ξ(λ0λ1 · · ·λi−1)(a)
= λ0 · · ·λi−1(x)(λ0 · · ·λi−1(y))
−1a
= λi−1(x)(λi−1(y))
−1φi−1(a)
= λi−1(x)(λi−1(y))
−1ψi−1(a)
= (λi−1(y))
−1ψi−1(a)λi−1(x)1lx
= (λi−1(y))
−1ψi−1(a)ψ¯i−1(1lx)
= (λi−1(y))
−1ψ¯i−1(a)
= (λi−1(y))
−1ψ¯i−1(1lya)
= (λi−1(y))
−1ψ¯i−1(1ly)ψi(a)
= (λi−1(y))
−1λi−1(y)1lyψi(a)
= ψi(a)
Similarly we see that ψi(a) = φi(a) for all i < 0. Let a ∈ A(x, y) with x, y ∈ A. Then
φ¯i(a) = λi(x)φi(a)
= λi(x)ψi(a)
= λi(x)ψi(a1lx)
= ψi(a)λi(x)ψi(1lx)
= ψi(a)λi(x)1lψi(x)
= ψi(a)λi(x)1lx
= ψi(a)ψ¯i(1lx)
= ψ¯i(a)
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for all i ∈ Z. 
Remark 2.12.
(1) By Remark 2.5, the exact sequence in Proposition 2.11 splits. Therefore we have
an isomorphism
(k×)Aˆ0 × Aut(A)→ Aut0(Aˆ)
sending (λ, σ) to σˆ ◦ Φ(λ) = (σφi, σφ¯i)i∈Z by Remark 2.3 (2), where Φ(λ) =
(φi, φ¯i)i∈Z.
Let ψ = (ψi, ψ¯i)i∈Z be an automorphism of Aˆ with jump 0. By the above, we
have ψ = (σφi, σφ¯i)i∈Z for some (λ, σ) ∈ (k
×)Aˆ0 × Aut(A). By the equality (2.5),
λi(x)σφi(a) = λi(y)σφi+1(a) for all morphism a ∈ A(x, y). Therefore, we have
ψi+1(a) = λi(x)(λi(y))
−1ψi(a). (2.6)
(2) In Ohnuki-Takeda-Yamagata [8, section 3] they gave a surjection
U(A)Z × aAut(A)→ aAut0(Aˆ),
where aAut(B) denotes the group of algebra automorphisms of an algebra B (here
Aˆ is regarded as an algebra without identity) and U(A) is the set of all units in A.
3. Orbit categories
We cite some statements from [3, 4] below.
Definition 3.1. Let (C, X), (C′, X ′) be categories with G-actions. Then a G-equivariant
functor is a pair (F, η) of a functor F : C → C′ and a family η = (ηα)α∈G of natural
isomorphisms ηα : X
′
αF ⇒ FXα (α ∈ G) such that the following diagram commutes for
all α, β ∈ G
X ′βαF = X
′
βX
′
αF X
′
βFXα
FXβα = FXβXα.
ηβα ))❙❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙
X′βηα //
ηβXα

Definition 3.2. Let (E, ρ), (E ′, ρ′) : C → C′ be G-equivariant functors. Then a morphism
from (E, ρ) to (E ′, ρ′) is a natural transformation η : E ⇒ E ′ such that the diagrams
AaE EAa
AaE
′ E ′Aa
ρa +3
ρ′a
+3
Aaη

ηAa

commute for all a ∈ G.
Lemma 3.3. Let C
(E,ρ)
// C′
(E′,ρ′)
// C′′ be G-equivariant functors of G-categories. Then
(1) (E ′E, ((E ′ρa)(ρ
′
aE))a∈G) : C → C
′′ is a G-equivariant functor, which we define to
be the composite (E ′, ρ′)(E, ρ) of (E, ρ) and (E ′, ρ′).
(2) If further (E ′′, ρ′′) : C′′ → C′′′ is a G-equivariant functor, then we have
((E, ρ)(E ′, ρ′))(E ′′, ρ′′) = (E, ρ)((E ′, ρ′)(E ′′, ρ′′)).
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Definition 3.4. A 2-category G-Cat is defined as follows.
• The objects are the small G-categories.
• The 1-morphisms are the G-equivariant functors between objects.
• The identity 1-morphism of an object C is the 1-morphism (1lC, (1l1lC)a∈G).
• The 2-morphisms are the morphisms of G-equivariant functors.
• The identity 2-morphism of a 1-morphism (E, ρ) : C → C′ is the identity natural
transformation 1lE of E, which is clearly a 2-morphism.
• The composition of 1-morphisms is the one given in the previous lemma.
• The vertical and the horizontal compositions of 2-morphisms are given by the
usual ones of natural transformations.
Theorem 3.5. Let (E, ρ) : C → C′ be a G-equivariant functor in G-Cat. Then the fol-
lowing are equivalent.
(1) (E, ρ) is an equivalence in G-Cat;
(2) E is fully faithful and dense (i.e., E is a category equivalence).
Thus the G-equivariant equivalences are exactly the equivalences in G-Cat.
Definition 3.6. (1) A G-graded category is a category B together with a family of direct
sum decompositions B(x, y) =
⊕
a∈G B
a(x, y) (x, y ∈ B) of k-modules such that Bb(y, z) ·
Ba(x, y) ⊆ Bba(x, z) for all x, y ∈ B and a, b ∈ G. If f ∈ Ba(x, y) for some a ∈ G, then we
say that f is homogeneous of degree a.
(2) A degree-preserving functor is a pair (H, r) of a functor H : B → A of G-graded
categories and a map r : B0 → G such that H(B
rya(x, y)) ⊆ Aarx(Hx,Hy) for all x, y ∈ B
and a ∈ G. This r is called a degree adjuster of H .
(3) A functor H : B → A of G-graded categories is called a strictly degree-preserving
functor if (H, 1) is a degree-preserving functor, where 1 denotes the constant map B0 → G
with value 1 ∈ G, i.e., if H(Ba(x, y)) ⊆ Aa(Hx,Hy) for all x, y ∈ B and a ∈ G.
(4) A functorH : B → A of G-graded categories is said to be homogeneously dense if for
each x ∈ A0 there exists some y ∈ B0 such that there exists a homogeneous isomorphism
x→ H(y).
(5) Let (H, r), (I, s) : B → A be degree-preserving functors. Then a natural transforma-
tion θ : H ⇒ I is called a morphism of degree-preserving functors if θx ∈ As
−1
x rx(Hx, Ix)
for all x ∈ B.
The composite of degree-preserving functors can be made into again a degree-preserving
functor as follows.
Lemma 3.7. Let B
(H,r)
// B′
(H′,r′)
// B′′ be degree-preserving functors. Then
(H ′H, (rxr
′
Hx)x∈B) : B → B
′′
is also a degree-preserving functor, which we define to be the composite (H ′, r′)(H, r) of
(H, r) and (H ′, r′).
Definition 3.8. A 2-category G-GrCat is defined as follows.
• The objects are the small G-graded categories.
• The 1-morphisms are the degree-preserving functors between objects.
• The identity 1-morphism of an object B is the 1-morphism (1lB, 1).
• The 2-morphisms are the morphisms of degree-preserving functo
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• The identity 2-morphism of a 1-morphism (H, r) : B → A is the identity nat-
ural transformation 1lH of H , which is a 2-morphism (because (1lH)x = 1lHx ∈
A1(Hx,Hx) = Ar
−1
x rx(Hx,Hx) for all x ∈ B).
• The composition of 1-morphisms is the one given in the previous lemma.
• The vertical and the horizontal compositions of 2-morphisms are given by the
usual ones of natural transformations.
Theorem 3.9. Let (H, r) : B → A be a degree-preserving functor in G-GrCat. Then the
following are equivalent.
(1) (H, r) is an equivalence in G-GrCat.
(2) H is fully faithful and homogeneously dense.
The following statement follows from [4, Definition 7.1, Theorem 7.5, Theorem 9.1 and
Theorem 9.5]
Theorem 3.10. Let (C, X), (C′, X ′) be categories with G-actions. Then the following are
equivalent.
(1) There exists a G-equivariant equivalence C → C′.
(2) There exists a strictly degree preserving, homogeneously dense equivalence C/G→
C′/G of G-graded categories.
(3) There exists a degree preserving, homogeneously dense equivalence C/G → C′/G
of G-graded categories.
Remark 3.11. If C′/G has the property that (C′/G)(x, x) is local for all x ∈ (C′/G)0,
e.g., if C′ is locally bounded, then all equivalences C/G→ C′/G are automatically homo-
geneously dense by [4, Example 9.4(1)].
Definition 3.12. Let Q = (Q0, Q1, s, t) be a quiver.
(1) The quiver Q = (Q0, Q1 ⊔ Q
′
1, s, t) is called the double quiver of Q, where Q
′
1 :=
{a−1 | a ∈ Q1} and s(a) := s(a), s(a
−1) := t(a), t(a) := t(a), t(a−1) := s(a) for each
a ∈ Q1. A path in Q is called a walk in Q. The length |w| of a walk w is the length of w
as a path in Q.
(2) A walk C = ln . . . l1 (l1, . . . , ln ∈ Q1) in Q is called a cycle in Q if s(l1) = t(ln).
The cycle C is called simple if s(li) 6= s(lj) for all i 6= j.
(3) Let C = lm · · · l1 and C
′ = l′n · · · l
′
1 be simple cycles in Q and c ∈ {1, . . . , m}.
Then we set C[c] := lm+c · · · l1+c, where j is the number in {1, . . . , m} such that j ≡ j
(mod m) for all integers j. We say that C and C ′ are equivalent if m = n and there exists
some c ∈ {1, . . . , m} such that C[c] = C ′ or C ′−1,
(4) Let (φa)a∈Q1 ∈ (k
×)Q1 be a sequence and C = ln · · · l1 be a walk in Q. Then we set
φC := φln . . . φl1 , where φa−1 := φ
−1
a for each a ∈ Q1.
Proposition 3.13. Let Q be a quiver and (φa)a∈Q1 , (ψa)a∈Q1 ∈ (k
×)Q1 be sequences.
(1) We have φC = φC[c] for all integers c with 1 ≤ c ≤ |C|.
(2) We fix a complete set S of representatives of equivalence classes of simple cycles
in Q. Then φS = ψS for all S ∈ S if and only if φC = ψC for all cycles C in Q.
Proof. (1) Obvious.
(2) (⇐ ). This is trivial.
(⇒). Assume that φS = ψS for all S ∈ S. Then obviously we have φT = ψT for all
simple cycles T . Let C = ln . . . l1 be a cycle in Q. We show the statement by induction
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on the length n of C. When n = 1, the claim holds because C is a simple cycle. Assume
n > 1. We set xi := s(li) for all i = 1, . . . , n. Note that there exists an i such that
{x1} 6∋ x2, {x1, x2} 6∋ x3, . . . , {x1, . . . , xi−2} 6∋ xi−1, {x1, . . . , xi−1} ∋ xj = xi. Then S :=
li−1 . . . lj is a simple cycle and we have φS = ψS. We set C
′ := lj−1 · · · l2l1 · · · li+1li. Then
C[j − 1] = C ′S. By induction hypothesis we have φC′ = ψC′ . Hence
φC = φC[j−1] = φC′φS = ψC′ψS = ψC[j−1] = ψC .

For each g ∈ Aut(C) denote by g(-) the Z-action on C defined by n 7→ gn (n ∈ Z). The
following plays a central role in the proof of the main result.
Proposition 3.14. Let R be a locally bounded category, Q the ordinary quiver of R, and
g, h automorphisms of R that coincide on the objects of R. Consider the following two
statements.
(1) There exists a map ρ : R0 → k
× such that ρ(y)g(f) = h(f)ρ(x) for all morphisms
f ∈ R(x, y) and for all x, y ∈ R0.
(2) (a) For each x, y ∈ Q0 and each α ∈ Q1(x, y), there exists some cx,y ∈ k
× such
that (g−1h)(α) = cx,yα, and
(b) for each cycle C = ln · · · l1 (l1, . . . , ln ∈ Q1) in Q, we have (g
−1h)C = 1,
where (g−1h)C := (g
−1h)ln · · · (g
−1h)l1, and (g
−1h)α := cs(α),t(α), (g
−1h)α−1 :=
(cs(α),t(α))
−1 (α ∈ Q1).
(3) There exists a natural isomorphism η : h⇒ g such that (1lR, η) : (R, g
(-))→ (R, h(-))
Z-equivariant equivalence.
(4) There exists a natural isomorphism η : h⇒ g such that (1lR, η)/Z : R/〈g〉 → R/〈h〉
is a strictly degree preserving, homogeneously dense equivalence of Z-graded cate-
gories.
Then (1) is equivalent to (2), (3) is equivalent to (4), and (1) implies (3). If R has no
nonzero oriented cycles, then (3) implies (1).
Proof. We set E := g−1h.
(1)⇒ (2). By (1) we have E(f) = ρ(x)−1ρ(y)f for all f ∈ R(x, y) and for all x, y ∈ R0.
We set cx,y := ρ(x)
−1ρ(y) for all x, y ∈ Q0. Then (2)(a) holds by taking f = α for all
α ∈ Q1(x, y). To show (2)(b), let
C : x = x0
l1
x1
l2
· · ·
ln
xn = x
be a cycle in Q for some l1, . . . , ln ∈ Q1. Let i = 1, . . . , n. If li ∈ Q1(xi−1, xi), then
Eli = ρ(xi−1)
−1ρ(xi). If li = α
−1
i with αi ∈ Q1(xi, xi−1), then Eαi = ρ(xi)
−1ρ(xi−1) and
Eli = ρ(xi−1)
−1ρ(xi). In any case Eli = ρ(xi−1)
−1ρ(xi). Hence
EC = El1 · · ·Eln = ρ(x0)
−1ρ(x1)ρ(x1)
−1ρ(x2) · · ·ρ(xn−1)
−1ρ(xn) = 1.
(2) ⇒ (1). Let {Xi | i ∈ I} be the set of all connected components of Q. Choose one
vertex xi in Xi for each i ∈ I. Let i ∈ I. Define ρ(xi) := 1. For each vertex x in Xi take a
walk w from xi to x in Xi as follows:
w : xi = y0
l1
y1
l2
· · ·
lm
ym = x.
Then we define ρ(x) := El1 · · ·Elm = Ew. This is well-defined because of (2)(b). Indeed,
let w′ be another walk from xi to x. Then C := w
′−1w is a cycle through x, hence we
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have 1 = EC = E
−1
w′ Ew, which shows that Ew = Ew′. Let f ∈ R(x, y) with x, y ∈ R0.
We have only to show E(f) = ρ(x)−1ρ(y)f . We may assume that f = µ for some path
µ = αn · · ·α1 in Q. Let Xi be the connected component of Q containing x.
(i) When f = α for some α ∈ Q1. Let w be a walk from xi to x. Then ρ(x) = Ew and
ρ(y) = Eαw = EαEw. Thus cx,y = Eα = ρ(x)
−1ρ(y). Hence E(α) = ρ(x)−1ρ(y)α.
(ii) Otherwise, we have
E(µ) = E(αn) · · ·E(α1)
= Eαnαn · · ·Eα1α1
= Eα1 · · ·Eαnµ
= ρ(z0)
−1ρ(z1)ρ(z1)
−1ρ(z2) · · · ρ(zn−1)
−1ρ(zn)µ
= ρ(x)−1ρ(y)µ,
where
µ : x = z0
α1 // z1
α2 // · · ·
αn // zn = y.
(3) ⇔ (4). This follows by Theorem 3.10. More precisely, (3) implies (4) because
(-)/Z : Z-Cat→ Z-GrCat
is a 2-functor, and (4) implies (3) by the following strictly commutative diagram:
(R/〈g〉)#Z (R/〈h〉)#Z
(R, g(-)) (R, h(-))
((1lR ,η)/Z)#Z //
(1lR,η)
//
ε
(R,g(-))
OO
ε
(R,h(-))
OO
and the fact that ε′
(R,h(-))
ε(R,h(-)) = 1l(R,h(-)) (see [4, Theorem 7.5] ).
(1)⇒ (3). Assume that the statement (1) holds. Then by applying (1) to g−1(f) : g−1(x)→
g−1(y) we have
ρ(g−1(y))−1g−1(f) = h−1(f)ρ(g−1(x))−1. (3.1)
Now we have to construct a Z-equivariant equivalence (1lR, η) : (R, g
(-)) → (R, h(-)). The
statement (1) yields the following commutative diagram:
gn(x) gn−1h(x) · · · ghn−1(x) hn(x)
gn(y) gn−1h(y) · · · ghn−1(y) hn(y)
ρ(x)1l //
ρ(y)1l
//
gn(f)

gn−1h(f)

ρ(g(x))1l //
ρ(g(y))1l
//
ρ(gn−2(x))1l //
ρ(gn−2(y))1l
//
ghn−1(f)

ρ(gn−1(x))1l //
ρ(gn−1(y))1l
//
hn(f)

(3.2)
for all n > 0, and
gn(x) gn+1h−1(x) · · · g−1hn+1(x) hn(x)
gn(y) gn+1h−1(y) · · · g−1hn+1(y) hn(y)
ρ(g−1(x))−11l//
ρ(g−1(y))−11l
//
gn(f)

gn+1h−1(f)

ρ(g−2(x))−11l //
ρ(g−2(y))−11l
//
ρ(gn+1(x))−11l//
ρ(gn+1(y))−11l
//
g−1hn+1(f)

ρ(gn(x))−11l //
ρ(gn(y))−11l
//
hn(f)

(3.3)
for all n < 0.
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By looking at (3.1), (3.2) and (3.3) we define a family η = (ηn)n∈Z of natural isomor-
phisms ηn : g
n ⇒ hn by
ηn,x :=


ρ(x)ρ(g(x)) · · · ρ(gn−1(x))1lgn(x) if n > 0
1lx if n = 0
ρ(gn(x))−1ρ(gn+1(x))−1 · · · ρ(g−1(x))−11lgn(x) if n < 0
for all n ∈ Z and x ∈ R0. To verify that (1lR, η) is a Z-equivariant equivalence, it is enough
to show
ηm+n,x = ηm,hn(x)g
m(ηn,x) (= ηm,gn(x)g
m(ηn,x)) (3.4)
for all m,n ∈ Z and x ∈ R0. We may assume that n 6= 0 because (3.4) is trivial for n = 0.
The commutative diagrams (3.2) and (3.3) show that
ηn,x = ηn−1,g(x)g
n−1(η1,x) (n > 0), (3.5)
ηn,x = ηn+1,g−1(x)g
n+1(η−1,x) (n < 0). (3.6)
Then for each n > 0 we use (3.5) to show (3.4) as follows:
ηm+n,x = ηm+n−1,g(x)g
m+n−1(η1,x)
= ηm+n−2,g2(x)g
m+n−2(η1,g(x))g
m+n−1(η1,x)
= ηm+n−2,g2(x)g
m+n−2(η1,g(x)g(η1,x))
= ηm+n−2,g2(x)g
m+n−2(η2,x)
...
= ηm,gn(x)g
m(ηn,x).
Similarly for each n < 0 the equality (3.4) follows by using (3.6).
Hence by Theorem 3.10, we have an equivalence (1lR, η)/Z : R/〈g〉 → R/〈h〉 as Z-
graded categories that is the identity on the objects, thus (1lR, η)/Z is an isomorphism.
(3) ⇒ (1). Assume that R has no nonzero oriented cycles. By (3), η−1 : g ⇒ h is a
natural isomorphism. Then for each f : x→ y in R we have a commutative diagram
g(x) h(x)
g(y) h(y).
η−1x //
η−1y
//
g(f)

h(f)

By the assumption, for each z ∈ R0, there exists some ρ(z) ∈ k
× such that η−1z = ρ(z)1lg(z).
Hence ρ(y)g(f) = h(f)ρ(x). 
Corollary 3.15. Let R be a locally bounded category having no nonzero oriented cycles,
Q the ordinary quiver of R, and g, h, E automorphisms of R. Then the following are
equivalent.
(1) (a) Eg and hE coincide on the objects of R.
(b) There exists a map ρ : R0 → k
× such that ρ(y)(Eg)(f) = (hE)(f)ρ(x) for all
morphisms f ∈ R(x, y) and for all x, y ∈ R0.
(2) (a) Eg and hE coincide on the objects of R.
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(b) For each x, y ∈ Q0 and each α ∈ Q1(x, y), there exists some cx,y ∈ k
× such
that ((Eg)−1hE)(α) = cx,yα, and
(c) for each cycle C = ln · · · l1 (l1, . . . , ln ∈ Q1) in Q, we have ((Eg)
−1hE)C = 1.
(3) There exists a natural isomorphism η : hE ⇒ Eg such that (E, η) : (R, g(-)) →
(R, h(-)) is a Z-equivariant equivalence.
(4) There exists a natural isomorphism η : hE ⇒ Eg such that (E, η)/Z : R/〈g〉 →
R/〈h〉 is a strictly degree preserving, homogeneously dense equivalence of Z-graded
categories.
Proof. (1) ⇔ (2). This immediately follows from Proposition 3.14 if we replace g, h by
Eg, hE, respectivity.
(1) ⇔ (3). This follows from Proposition 3.14 by regarding the diagram in the left
hand side as that in the right:
R R
R R,
E //
E
//
g

h

η
{ ⑦⑦
⑦
⑦⑦
⑦
⑦
⑦
R R
R R
1lR //
1lR
//
Eg

hE

η
{ ⑦⑦
⑦
⑦
⑦
⑦
⑦
(3)⇔ (4). This follows from the equivalence of (3) and (4) in Proposition 3.14 by replacing
1lR to E. 
Remark 3.16. (1) Proposition 3.14 does not assume that the G-actions are free. There-
fore we extend the derived equivalence classification given in [5] to that of all n-fold
extensions including the case that n = 0.
(2) Let S be a complete set of representatives of equivalence classes of simple cycles in
Q. To verify the condition (2)(b) in Proposition 3.14 it is enough to show that (g−1h)C = 1
for each cycle C ∈ S.
4. Main results
Throughout this section we assume that A is an algebra without nonzero oriented
cycles unless otherwise stated.
Theorem 4.1. Let φ and ψ be automorphisms of Aˆ with jump n ∈ Z that coincide on
the objects of Aˆ. Any map ρ0 : A0 → k
× such that
ρ0(y)φ0(a) = ψ0(a)ρ0(x) (a ∈ A(x, y), x, y ∈ A0) (4.1)
can be extended to a map ρ : Aˆ0 → k
× such that
ρ(v)φ(f) = ψ(f)ρ(u) (f ∈ Aˆ(u, v), u, v ∈ Aˆ0), (4.2)
where we regard the functor 1l[0] : A→ A[0] as the inclusion A →֒ Aˆ.
Hence if there exists a map ρ0 with (4.1), then by Proposition 3.14, (1lAˆ, η)/Z : Aˆ/〈φ〉 →
Aˆ/〈ψ〉 is an equivalence in Z-GrCat for some natural isomorphism η : ψ ⇒ φ, in partic-
ular, it is an isomorphism as Z-graded categories when n 6= 0.
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Proof. Let ρ0 : A0 → k
× be a map with the property (4.1). Then we construct an extension
ρ : Aˆ0 → k
× of ρ0 with the property (4.2), namely
ρ(y[i])φ(a[i]) = ψ(a[i])ρ(x[i]) (a ∈ A(x, y)) (4.3)
ρ(y[i+1])φ(β [i]) = ψ(β [i])ρ(x[i]) (β ∈ D(A(y, x))) (4.4)
for all x, y ∈ A0 and i ∈ Z. It follows from (4.1) that φ0(a) = ρ0(y)
−1ψ0(a)ρ0(x) =
ψ0 ξ(ρ0)(a) for all a ∈ A(x, y) and x, y ∈ A0 (see Definition 2.6 for ξ), and hence
φ0 = ψ0 ξ(ρ0). Here we regard ρ0 as the sequence (ρ0(x))x∈A0 ∈ (k
×)A0 . Then we have
(φ−1ψ ξ̂(ρ0) )0 = φ
−1
0 ψ0 (ξ̂(ρ0))0 = φ
−1
0 ψ0 ξ(ρ0) = 1lA (see Lemma 1.5 for the definition
of ξ̂(ρ0) ∈ Aut(Aˆ)), and hence there exists an element λ = (λi)i∈Z ∈ (k
×)Aˆ0 such that
φ−1ψ ξ̂(ρ0) = Φ(λ), from which we have
ψ = φΦ(λ)(ξ̂(ρ0))
−1. (4.5)
We set φ = (φi, φ¯i)i∈Z, ψ = (ψi, ψ¯i)i∈Z and Φ(λ) = (σi, σ¯i)i∈Z. Further ξ̂(ρ0) = (ξ(ρ0), ξ(ρ0))i∈Z.
By comparing the first entries of the equality (4.5) we see that ψi = φiσiξ(ρ0)
−1 for all
i ∈ Z. For each a ∈ A(x, y) (x, y ∈ A) by using equalities (2.3) and (2.4) we have
ψi(a) = φi(a)λ0(x) . . . λi−1(x)λ0(y)
−1 . . . λi−1(y)
−1ρ0(x)
−1ρ0(y)
and
ψi(a)λ0(x)
−1 . . . λi−1(x)
−1ρ0(x) = φi(a)λ0(y)
−1 . . . λi−1(y)
−1ρ0(y)
if i > 0. By looking at this we define ρ : Aˆ0 → k
× by the formula
ρ(x[i]) :=


(λ0 · · ·λi−1(x))
−1ρ0(x) if i > 0
ρ0(x) if i = 0
λi · · ·λ−1(x)ρ0(x) if i < 0
for all x[i] ∈ Aˆ0. Then ρ is certainly an extension of ρ0. Now let a ∈ A(x, y) (x, y ∈ A0)
and i ∈ Z. Note that we have φ(a[i]) = φi(a) by definition of φi. Then by definition of ρ
we have ψ(a[i])ρ(x[i]) = ρ(y[i])φ(a[i]), thus (4.3) holds.
We next show the equality (4.4). By comparing the second entries of the equality
(4.5) we have ψ¯i = φ¯iσ¯iξ(ρ0)
−1. By using equalities (2.3), (2.4) and (2.5) we see that
φ¯i(a)ρ(x
[i]) = ρ(y[i+1])ψ¯i(a) for all a ∈ A(y, x) (x, y ∈ A0). we put
φ¯i;y,x := φ¯i|A(y,x) : A(y, x)→ A(φi(y), φi+1(x))
and
ψ¯i;y,x := ψ¯i|A(y,x) : A(y, x)→ A(ψi(y), ψi+1(x)).
Then we have φ¯i;y,xρ(x
[i]) = ρ(y[i+1])ψ¯i;y,x for all x, y ∈ A0. Hence
ρ(y[i+1])φ¯−1i;y,x = ψ¯
−1
i;y,xρ(x
[i]),
and for each β ∈ D(A(y, x)) we have
βρ(y[i+1])φ¯−1i;y,x = βψ¯
−1
i;y,xρ(x
[i]),
thus
ρ(y[i+1])D(φ¯−1i;y,x)(β) = D(ψ¯
−1
i;y,x)(β)ρ(x
[i])
and
ηiρ(y
[i+1])D(φ¯−1i;y,x)(β) = ηiD(ψ¯
−1
i;y,x)(β)ρ(x
[i]).
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By the commutativity of the diagram (2.2) we have
ρ(y[i+1])φ(β [i]) = ψ(β [i])ρ(x[i]),
as required. 
The assumption of the statement above can be slightly weakened as follows.
Proposition 4.2. Let φ and ψ be automorphisms of Aˆ with jump n ∈ Z that coincide on
the objects of Aˆ. We may set φν−nA = (φi, φ¯i)i∈Z and ψν
−n
A = (ψi, ψ¯i)i∈Z because they are
automorphisms of Aˆ with jump 0. If there exist i, j ∈ Z and ρ : A0 → k
× such that
ρ(y)φi(a) = ψj(a)ρ(x) (4.6)
for all a ∈ A(x, y) x, y ∈ A0, then the equality (4.1) holds.
Proof. Since φν−nA and ψν
−n
A are automorphism of Aˆ with jump 0, there exist (λ, σ), (µ, τ) ∈
(k×)Aˆ0 × Aut(A) such that
φν−nA = σˆ ◦ Φ(λ) and ψν
−n
A = τˆ ◦ Φ(µ).
Then by the equality (2.6) in Remark 2.12 (1) we have the following commutative dia-
grams:
φi(x) φi−1(x) · · · φ1(x) φ0(x)
φi(y) φi−1(y) · · · φ1(y) φ0(y)
λi−1(x)1lx //
λi−1(y)1ly
//
φi(a)

φi−1(a)

λi−2(x)1lx //
λi−2(y)1ly
//
λ1(x)1lx //
λ1(y)1ly
//
φ1(a)

λ0(x)1lx //
λ0(y)1ly
//
φ0(a)

if i > 0, and
φi(x) φi+1(x) · · · φ−1(x) φ0(x)
φi(y) φi+1(y) · · · φ−1(y) φ0(y),
λi(x)−11lx //
λi(y)−11ly
//
φi(a)

φi+1(a)

λi+1(x)
−11lx //
λi+1(y)−11ly
//
λ−2(x)−11lx//
λ−2(y)−11ly
//
φ−1(a)

λ−1(x)−11lx //
λ−1(y)−11ly
//
φ0(a)

if i < 0. For each γ ∈ (k×)Aˆ0 and each z ∈ A0 we set
γ¯i(z) :=


(γ0 · · · γi−1)(x) if i > 0,
1 if i = 0, and
((γi · · · γ−1)(x))
−1 if i < 0.
When i, j > 0, it follows from these diagrams that
ρ(y)φi(a) = ρ(y)(λ0 · · ·λi−2λi−1(y))
−1λ0 · · ·λi−2λi−1(x)φ0(a) = ρ(y)(λ¯i(y))
−1λ¯i(x)φ0(a)
and similarly
ψj(a)ρ(x) = (µ0 · · ·µj−2µj−1(y))
−1µ0 · · ·µj−2µj−1(x)ψ0(a)ρ(x) = (µ¯j(y))
−1µ¯j(x)ψ0(a)ρ(x).
By the assumption (4.6) we have
(λ¯i(y))
−1µ¯j(y)ρ(y)φ0(a) = (λ¯i(x))
−1µ¯j(x)ρ(x)ψ0(a).
Looking at this we define ρ0 : A0 → k
× by
ρ0(z) := (λ¯i(z))
−1µ¯j(z)ρ(z)
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for all z ∈ A0. Then (4.1) holds in this case. The remaining cases are verified similarly. 
Corollary 4.3. Let φ be an automorphism of Aˆ with jump 0 6= n ∈ Z. Then Aˆ/〈φ〉 and
T nφ0(A) are isomorphic as Z-graded categories.
Proof. By the definition of φˆ0, we have φ0 = (φˆ0ν
n
A)0, which can be regarded as the equality
(4.1) with ρ0(x) = 1 for all x ∈ A0. Hence Aˆ/〈φ〉 and T
n
φ0
(A) are isomorphic as Z-graded
categories by Theorem 4.1. 
Example 4.4. Let A be an algebra defined by the quiver
1
α // 2
β // 3.
Then Aˆ is given by the quiver
Qˆ : · · · // 1[−1]
α[−1] // 2[−1]
β[−1] // 3[−1]
γ[−1] // 1[0]
α[0] // 2[0]
β[0] // 3[0] // · · ·
with relations µ = 0 for all path µ of length 3. Let ψ ∈ Aut0(Aˆ) defined by ψ(α) := ψαα
for all arrows α ∈ Qˆ, where ψα ∈ k
× is given by the first row of the following diagram:
· · · // 1[−1]
1 // 2[−1]
1 // 3[−1]
1 // 1[0]
2 // 2[0]
3 // 3[0]
1 // 1[1]
1 // 2[1]
1 // 3[1] // · · ·
· · · // 1[−1]
2 // 2[−1]
3 // 3[−1]
1/6 // 1[0]
2 // 2[0]
3 // 3[0]
1/6 // 1[1]
2 // 2[1]
3 // 3[1] // · · ·
1

2

6

1

1

1

1/6

1/3

1

Set φ := ψνnA with 0 6= n ∈ Z. Then φˆ0 ∈ Aut
0(Aˆ) is given by φˆ0(α) := (φˆ0)αα for all
arrows α ∈ Qˆ, where (φˆ0)α ∈ k
× is given by the second row of the diagram above. By
Corollary 4.3, Aˆ/〈φ〉 and T nφ0(A) are isomorphic as Z-graded categories. The map ρ in
Theorem 4.1 is illustrated as the vertical arrows in the diagram above.
Theorem 4.5. Let φ and ψ be automorphisms of Aˆ with jump n ∈ Z that coincide on
the objects of Aˆ, and let S be a complete set of representatives of equivalence classes of
simple cycles in Q. Assume that
(1) For each x, y ∈ Q0 and each α ∈ Q1(x, y), there exists some cx,y ∈ k
× such that
(φ−10 ψ0)(α) = cx,yα, and
(2) for each cycle C = ln · · · l1 (l1, . . . , ln ∈ Q1) in S, we have (φ
−1
0 ψ0)C = 1 (see
Proposition 3.14 for the notation).
Then (1lAˆ, η)/Z : Aˆ/〈φ〉 → Aˆ/〈ψ〉 is an equivalence in Z-GrCat for some natural iso-
morphism η : ψ ⇒ φ, in particular, it is an isomorphism as Z-graded categories when
n 6= 0.
Proof. This follows easily by applying Proposition 3.14 and Remark 3.16(2) to A and by
using Theorem 4.1. 
Example 4.6. Let A be an algebra defined by the bound quiver
1 2
a //
b
oo , ab = 0 = ba.
Define automorphisms φ and ψ of A as follows: On A0 we set φ = 1lA = ψ and φ(a) := φaa,
φ(b) := φbb, ψ(a) := ψaa and ψ(b) := ψbb with φa, φb, ψa, ψb ∈ k
×. Fix an arbitrary n 6= 0.
Then the following are equivalent:
20 H. ASASHIBA, M. KIMURA, K. NAKASHIMA, M. YOSHIWAKI
(1) There exists a natural isomorphism η : ψˆ ⇒ φˆ such that (1lAˆ, ν
n
Aη)/Z : T
n
φ (A) →
T nψ (A) are isomorphisms as Z-graded categories;
(2) There exists a map ρ0 : A0 → k
× satisfying φaρ0(2) = ρ0(1)ψa and φbρ0(1) =
ρ0(2)ψb; and
(3) φaφb = ψaψb.
Indeed, by applying the equivalence of (1) and (2) in Proposition 3.14 and Remark
3.16(2) to A, we see that (2) and (3) are equivalent.
(3) ⇒ (1). This follows by Theorem 4.5.
(1)⇒ (2). This follows by applying the implication from (4) to (1) in Proposition 3.14
to Aˆ.
5. Piecewise hereditary algebras of tree type
In this section we will apply the results in the previous section to piecewise hereditary
algebras of tree type. We begin with the following lemma.
Lemma 5.1. If B is a local algebra of finite global dimension, then B is isomorphic to k
as an algebra.
Proof. Let J be the Jacobson radical of B, n the global dimension of B and set d :=
dimkB. Then we have a projective resolution of k = B/J of the form
0→ B(bn) → · · · → B(b1) → B → k→ 0,
which gives us short exact sequences
0→ Ωi+1k→ B(bi) → Ωik→ 0
for all i = 1, · · ·n. This shows that dimk Ω
i+1k ≡ − dimk Ω
ik (mod d). Hence
0 = dimk Ω
n+1k ≡ (−1)n dimkΩ
1k (mod d).
Since 0 ≤ dimk Ω
1k < d, we have J = Ω1k = 0. 
The following lemma enables us to apply the statement above to piecewise hereditary
algebras of tree type.
Lemma 5.2. A piecewise hereditary algebra has no nonzero oriented cycles.
Proof. If A is a piecewise hereditary algebra, then there is a tilting complex T over a
hereditary algebra H such that A ∼= End(T ). For each primitive idempotent e in A, eAe
is isomorphic to End(Te) where Te is a direct summand of T . By [7, Corollary 5.5], eAe
is a piecewise hereditary algebra because Te is a partial tilting complex. Since piecewise
hereditary algebras have finite global dimension and eAe is local, eAe is isomorphic to k
by Lemma 5.1. Hence A have no nonzero oriented cycles if A is a piecewise hereditary
algebra. 
By Corollary 4.3 and Lemma 5.2 we finally have the following, which gives an affirma-
tive answer to the conjecture in the introduction.
Corollary 5.3. Let A be a piecewise hereditary algebra and φ an automorphism of Aˆ with
jump 0 6= n ∈ Z. Then Aˆ/〈φ〉 and T nφ0(A) are isomorphic as Z-graded categories.
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