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Abstract—The rate distribution in heterogeneous networks
(HetNets) greatly benefits from load balancing, by which mobile
users are pushed onto lightly-loaded small cells despite the
resulting loss in SINR. This offloading can be made more
aggressive and robust if the macrocells leave a fraction of
time/frequency resource blank, which reduces the interference to
the offloaded users. We investigate the joint optimization of this
technique – referred to in 3GPP as enhanced intercell interference
coordination (eICIC) via almost blank subframes (ABSs) – with
offloading in this paper. Although the joint cell association and
blank resource (BR) problem is nominally combinatorial, by
allowing users to associate with multiple base stations (BSs), the
problem becomes convex, and upper bounds the performance
versus a binary association. We show both theoretically and
through simulation that the optimal solution of the relaxed
problem still results in an association that is mostly binary. The
optimal association differs significantly when the macrocell is on
or off; in particular the offloading can be much more aggressive
when the resource is left blank by macro BSs. Further, we observe
that jointly optimizing the offloading with BR is important. The
rate gain for cell edge users (the worst 3-10%) is very large – on
the order of 5-10x – versus a naive association strategy without
macrocell blanking.
I. INTRODUCTION
Future wireless networks are evolving to become hetero-
geneous, with the proliferation of small base stations (BSs)
such as picocells and femtocells which differ significantly in
terms of transmit power, coverage area, physical size, and
other capabilities [1]. In particular, the massive differences
in the coverage areas of different cells makes load balancing
very important. Without load balancing – that is, where users
simply associate with the strongest downlink pilot signal –
macrocells remain the bottleneck and small cells are extremely
underutilized [2, 3]. However, load balancing results in the
offloaded users experiencing not only a weaker received signal,
but also stronger interference.
This motivates the straightforward idea of leaving certain
time/frequency resource of the macrocells blank, during which
the offloaded users can receive much higher SINR from
the small cells. Although this decreases the time-frequency
resources available to the remaining macrocell users, if there
is enough parallelism in the shorter range small cell trans-
missions (which now have higher SINR and thus rate), this
loss can be overcome, and indeed the net gain can be fairly
significant [4]. For example, in 3GPP, these “off” periods are
called almost blank subframes (ABSs), during which only the
reference signals are transmitted (to allow mobiles to still
monitor and synchronize with the macro BS), while the rest
of the resource blocks (RBs) in the frame are unused. Such a
scheme motivates a few fundamental questions. What fraction
of the resource should the BSs leave blank? How should users
associate during each of the “on” and “off” periods as a
function of the small cell density and other system parameters?
What is the best-case gain of such an approach?
Related Work. There has been some recent effort to study
these questions. In our recent paper [5], an optimal user
association to achieve load balancing in HetNets is found,
but without consideration of eICIC. A heuristic algorithm for
cell association and resource partitioning was proposed in [6],
which is seen to improve the performance in HetNets. In
[7], a tractable framework for SINR analysis in HetNets with
range expansion is proposed. Paper [8] studied the impact
of range expansion and proposed a heuristic cell selection
scheme, which provides a compromise between sum capacity
and fairness. Another cell selection scheme with a given ABS
ratio is proposed in [9], which is based on the SINR without
consideration of the load of BSs. Nevertheless, how to jointly
optimize the user association and allocation of blank resource
(BR) or other eICIC approaches is still an open issue.
Contributions. Finding a true performance bound for joint
optimization of load-aware user association and eICIC is a
very challenging problem due to the coupled relationship
between the users’ association, scheduling, and eICIC. This
paper extends the framework in [5] to the eICIC case, where
all macro BSs send blank RBs synchronously and for the same
fraction of resource. The joint optimization is combinatorial if
users can only associate with one BS, but if this constraint is
relaxed to allow users to associate for a fraction of time with
different BSs, the resulting problem turns out to be convex. It
also upper bounds the network utility with the binary associ-
ation. Further, we prove that the number of users associated
with multiple BSs is quite limited, and is in fact smaller than
the number of BSs. Therefore, a binary association would be
expected to have comparable performance.
We then turn our attention to the optimal user associa-
tion during the two different phases. We demonstrate that
the optimal association for the On and Off periods is very
different, with much more load balancing achieved during the
Off periods. The fraction of blank (Off) time/frequency RBs is
found to increase with the number of picocells in the network.
For example, if there are 6-10 picocells per macro, then the
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macrocell should be Off about half the time. The gains from
jointly optimizing the load balancing with the BR is quite
large, while without an appropriately modified association, the
gain from introducing BR is limited.
II. SYSTEM MODELS
We consider a downlink HetNet with K tiers of BSs,
where each tier models a typical type of BSs. We consider
a synchronous configuration, where each macro BS has the
same blank RBs. We jointly optimize the duty cycle of BR
and the corresponding user association. The sets of all BSs
and users are denoted by B and U with size NB and NU ,
respectively. Let B1 ∈ B be the set of marcocell BSs, with
size NB1 . The SINR of user i from BS j in normal (On) RBs
is
SINR(n)ij =
Pjhij∑
n∈B/j Pnhin + σ2
, ∀i ∈ U , j ∈ B, (1)
while the SINR of user i from BS j in blank (Off) RBs is
SINR(b)ij =

Pjhij∑
n∈B/(B1∪j) Pnhin + σ
2
, ∀j ∈ B/B1,
0, ∀i ∈ U , j ∈ B1,
(2)
where Pj denotes the transmit power of BS j, hij is the
channel gain of the link from BS j to user i, and σ2 is the noise
power level. The channel gain includes path loss, shadowing
and antenna gain. In this paper, we assume a static channel
during each resource allocation period, which is applicable for
low mobility environments. Stochastic channel analysis is left
as future work.
We denote by c(n)ij and c
(b)
ij the spectral efficiency of user i
from BS j in normal and blank RBs, respectively. Generally,
spectral efficiency is a logarithmic function of SINR (e.g.,
c
(n)
ij = log
(
1 + SINR(n)ij
)
). Denoting the fraction of resources
allocated from BS j to user i in normal and blank RBs by s(n)ij
and s(b)ij , respectively, where
∑
i∈U sij = 1, we can define the
long-term rate as follows.
Definition 1. The long-term rate of user i from BS j is
Rij = (1− z)s(n)ij c(n)ij + zs(b)ij c(b)ij , (3)
where z is the fraction of blank RBs. The overall rate
of user i, denoted by Ri, can be calculated according to
Ri =
∑
j∈B Rij .
In the following section, we investigate a utility maximiza-
tion problem in terms of the long-term rate Ri to find the
optimal blank RB ratio, and the corresponding optimal user
association.
III. PROBLEM FORMULATION
The resource allocation variables s(n)ij and s
(b)
ij also indicate
the association (i.e., user i is associated with BS j in normal
RBs when s(n)ij > 0). Typically, each user will be served by at
most one BS, i.e.,
∑
j 1{s(n)ij >0}
≤ 1 and ∑j 1{s(b)ij >0} ≤ 1,
termed “single association” in this paper. The single associ-
ation constraint makes the problem combinatorial, and thus
difficult to solve. Though it may not be viable in practice
to allow users to be served by multiple BSs at the same
time, we relax the single association constraint and thus make
the problem convex, which can serve as an upper bound to
benchmark the performance. In the remaining of this paper,
we make the following assumption.
Assumption 1. Users can be jointly served by more than one
BS at the same time.
We call users associated with multiple BSs “fractional
users” and the relaxed association “fractional user associ-
ation”. Under the above assumption, the single association
constraint is relaxed, and the resulting optimization problem
is:
max
s(n),s(b),z
∑
i∈U
Ui(Ri)
s.t.
∑
i
s
(n)
ij ≤ 1, ∀j,∑
i
s
(b)
ij ≤ 1, ∀j,
s
(n)
ij , s
(b)
ij ∈ [0, 1], ∀i, j
z ∈ [0, 1], ∀j,
(4)
where Ui(·) is a continuously differentiable, and strictly
concave utility function [10]. We adopt a logarithmic utility
function, which naturally achieves load balancing and can
be viewed as a sort of proportional fairness [5]. Changing
xij = zs
(n)
ij and yij = (1−z)s(b)ij , the optimization problem (4)
is equivalent to
max
x,y,z
∑
i∈U
log
∑
j∈B
(
xijc
(n)
ij + yijc
(b)
ij
)
s.t.
∑
i∈U
xij ≤ 1− z, ∀j,∑
i∈U
yij ≤ z, ∀j,
xij , yij , z ∈ [0, 1], ∀i, j.
(5)
Proposition 1. The optimization problem (5) is convex.
Proof: Denote the objective function in (5) by g(x, y). We
will use Hessian matrix to check its convexity. The Hessian
has the form
∇2g = −

B1 0 · · · 0
0 B2 · · · 0
...
...
. . .
...
0 0 0 BNU
 . (6)
The matrix Bi can be expressed as
Bi =
cT c
(
∑
k (xikc1ik + yikc2ik))
2 , (7)
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(b) Example of four users.
Fig. 1. Examples of graph representation which illustrates the fractional user
association.
where c =
[
c1i1 , c1i2 , · · · , c1iNB , c2i1 , c2i2 , · · · , c2iNB
]
.
Therefore, the matrix Bi is positive semi-definite (PSD)
for all i, and thus −∇2g is also PSD. The problem (5) has
a concave objective function with linear constraints, which
implies that (5) is a convex optimization.
Though the objective function in (5) is strictly concave with
respect to Ri, it is not strictly concave with respect to x
and y. We have the following proposition which shows the
uniqueness of optimal solution.
Proposition 2. The optimization problem (5) has a unique
optimal resource allocation (i.e., unique x∗ij and y
∗
ij) almost
surely. If
∑
i
(
x∗ij + y
∗
ij
)
= 1, then the optimal solution of
problem (5) is unique (i.e., z∗ is also unique).
Proof: The proof includes two basic steps. In the first
step, U(Ri) is strictly concave in Ri and thus we have unique
solution R∗i . The users with single association can be obtained
uniquely. The second step is to show that the associations of
fractional users can also be uniquely generated from R∗i . This
can be proved by bipartite graphs. Details can be found in
[11]. When
∑
i
(
x∗ij + y
∗
ij
)
= 1, we have
∑
i∈U x
∗
ij = 1− z∗
and thus z∗ is also unique.
Returning to Assumption 1, what is the impact of the
relaxation on the optimal solution? To answer this question,
we first use a graph to represent the association, and then
by applying Karush-Kuhn-Tucker (KKT) conditions, we show
that the impact is limited.
In the graph representation of association, the nodes cor-
respond to the users in HetNets, while the edges correspond
to the BSs shared between the connected users, illustrated in
Fig. 1. Each node has a unique ID from 1 to NU , which is
the indicator of users, and each edge has a color from 1 to
NB for BS identification. For example, in Fig. 1(a), user i
is associated with both BS j and n, and user m is jointly
served by BS j and k. Note that the graph is not necessarily
connected. The number of isolated subfigures depends on
the number of fractional users. Another important property
of the representation graph is that it is comprised of several
connected/isolated complete graphs.
The convex optimization (5) has differentiable objective and
constraint functions, and satisfies Slater’s condition. Therefore,
the KKT conditions provide necessary and sufficient condi-
tions for the optimality [12]. Applying the KKT conditions to
problem (5), we have the following proposition.
Proposition 3. In the optimal solution, the number of users
which are served by multiple BSs in normal RBs is at
most NB − 1. In blank RBs, the number of users associated
with multiple BSs is at most NB −NB1 − 1.
Proof: We adopt similar techniques in [11]. For com-
pleteness, we provide the proof as follows. We define the
Lagrangian associated with problem (5) as
L(x, y, z, λ, ν) = −
∑
i∈U
log
∑
j∈B
(
xijc
(n)
ij + yijc
(b)
ij
)
+
∑
j∈B
λj
(∑
i∈U
xij − z
)
+
∑
j∈B
νj
(∑
i∈U
yij − (1− z)
)
,
(8)
where λj and νj are the Lagrange multipliers associated with
the jth inequality constraint in normal and blank RBs in (5),
respectively. The KKT conditions are:
c
(n)
ij
Ri
= λj , if xij > 0,
c
(b)
ij
Ri
= νj , if yij > 0,∑
j
λj =
∑
j
νj , if z ∈ (0, 1),
∑
i
xij ≤ z, λj
(∑
i
xij − z
)
= 0,
∑
i
yij ≤ 1− z, νj
(∑
i
yij − (1− z)
)
= 0,
xij , yij , z ∈ [0, 1], λj , νj ≥ 0
(9)
We conduct analysis on normal RBs, and the same conclu-
sion can be extended to the blank RBs. From KKT conditions
(9), for xij > 0, xin > 0, xmj > 0 and xmn > 0, we have
c
(n)
ij
c
(n)
in
=
λj
λn
=
c
(n)
mj
c
(n)
mn
, (10)
which is true with probability 0. Therefore, it is almost sure
that any two users can share at most one same BS (i.e., the
number of edges between any two nodes in graph is at most 1).
Similarly, we consider an example of three users, illustrated
in Fig. 1(a). There are three possible cases:
1) BSs j, n, k are three different BSs: We have
c
(n)
mj
c
(n)
mk
=
λj
λn
λn
λk
=
c
(n)
ij
c
(n)
in
c
(n)
ln
c
(n)
lk
, (11)
which is true with probability 0.
2) n = k 6= j:
The user m is associated with BS j and n, and the user
i is also associated with j and n, which contradicts the
result in the two-user example.
3) j = n = k: It is possible that these three users are all
associated with the same BS, where the representation
graph becomes a complete graph.
Therefore, a graph representation of three users contains
either a loop with the same color or no loop. We can get a
similar result for a graph with more than three users (e.g.,
Fig. 1(b)). In conclusion, the users associated with the same
BS constitute a complete graph with edges on the same color.
We can generate a new graph, where each complete graph can
be considered as a new node. The new graph has no loops and
thus it has the maximal number of edges when it is a tree.
The number of edges in a tree is one less than the number
of nodes in the tree. Therefore, the maximal number of edges
connecting different complete graphs is NB − 1. The number
of users associated with more than one BSs equals the number
of edges in the new graph, which is no more than NB − 1.
We can get similar conclusions for the blank RBs.
Although we relax the single association constraint, Propo-
sition 3 indicates that the relaxed solution would be close to
a binary association in practice. This implies the possibility
to get a well-approximated near-optimal single association
solution via rounding. From KKT conditions, we can also
conclude Proposition 4, about the difference between resource
allocations in normal and blank RBs.
Proposition 4. The number of users which get resources from
the same BS in normal and blank RBs is at most NB −NB1 .
Proof: According to KKT conditions (9), if user i and m
are associated with BS j at both normal and blank RBs, we
have
c
(n)
ij
c
(b)
ij
=
λj
νj
=
c
(n)
mj
c
(b)
mj
, (12)
which is true with probability 0. Therefore, it is almost surely
true that no more than two users can connect to a BS both
in normal and blank RBs. In other words, each BS serves at
most one user in both normal and blank RBs.
Remark 1. Proposition 4 implies that the resource allocation
in normal RBs is very different from the blank RBs. Only
a small fraction of users keep the same association in both
normal and blank RBs.
IV. PERFORMANCE EVALUATION
In this section, we provide simulation results to validate
the proposed framework and analytical results. The main
simulation parameters used are summarized in Table I unless
otherwise specified.
Fig. 2 shows examples of associations with different
schemes. In the conventional user association scheme shown
in Fig. 2(a), the load is very unbalanced. Most of the users are
associated with the macrocell, but may get small rates even
with strong SINR. The load-aware user association in Fig. 2(b)
achieves more balanced load, and thus leads to a more efficient
resource utilization. Adopting the resource blanking, users
TABLE I
SIMULATION PARAMETERS
Macrocell layout Hexagonal grid
Pico/femtocell/UE distribution PPP
Density of macros 1/5002 m−2
Density of picos 4/5002 m−2
Density of femtos 12/5002 m−2
Density of cellular users 80/5002 m−2
Transmit power of macros 40 W
Transmit power of picos 1 W
Transmit power of femtos 0.1 W
Noise power −124 dBm
Path loss exponent 3.5
Fading Rayleigh
can be served in either the normal or/and blank RBs. The
associations in blank and normal RBs are illustrated by dashed
lines and solid lines in Fig. 2(c), respectively. We can verify
our propositions that the number of fractional users is very
small, and the associations in blank and normal RBs are very
different. More users would be served by small cells in blank
RBs, where the strong macrocell interference can be avoided.
The performance of a three-tier network using different
association schemes is compared in Fig. 3. We compare five
different association approaches, among which the “Max-
SINR in normal RBs with BR” is a scheme where the asso-
ciation is based on the signal received in normal RBs and the
association in blank RBs is kept the same, even though some
BSs are turned off. By jointly adopting BR, the load-aware
association further improves the network performance (e.g., 5x
gain for worst 5% users compared to Max-SINR without BR).
Fig. 3 also indicates the importance of appropriate association
in networks with BR. By adopting BR with inappropriate
association (e.g., Max-SINR association based on the received
SINR in normal RBs), the network performance may even
be degraded. On the other hand, with appropriate association
(need not be optimal), the gain can be significant (e.g., 3x gain
for worst 5% users adopting Max-SINR with BR compared to
Max-SINR without BR, and 5x gain compared to Max-SINR
in normal RBs with BR).
To investigate the impact of different densities of small
cells in HetNets, we consider a two-tier network consisting
of macrocells and picocells. The fraction of BR in different
network settings is shown in Fig. 5, where we average the
optimal fraction of BR over different realizations. In Fig. 5, the
fraction of BR increases when the small cells become denser.
We compare the load in optimal resource allocation with BR
to the optimal association without eICIC in Fig. 4. With the
increase of picocells, the load of macrocells keeps decreasing
and more users are pushed off to small cells, as shown in
Fig. 4(b). Note that adopting the BR approach, a user can
be served in blank and/or normal RBs. We have proven that
the associations in blank and normal RBs are very different.
Tier 3
Tier 3 Tier 3
Tier 3
Tier 3
Tier 3
Tier 3
Tier 3
Tier 3
Tier 3
Tier 2
Tier 2
Tier 3
Tier 3Tier 1
(a) Max-SINR association
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(b) Load-aware association without blank resource.
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(c) Optimal association with blank resource.
Fig. 2. Examples of associations in HetNets with different association
schemes. The dashed lines indicate the association in blank RBs, while the
solid lines indicate the association in normal RBs.
From simulation, we observe that only a very small fraction of
users are served both in blank and normal RBs, as illustrated
in Fig. 2(c). While more users are pushed off to small cells
in both approaches (optimal resource allocation with BR and
without BR) when the density of picocells increases, Fig. 4(a)
shows that fewer users are served by small cells in blank
RBs compared to the optimal association without eICIC. One
possible reason is that as picocells become denser, many users
served by small cells in normal RBs already have a good
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Fig. 3. The rate distribution of users with different association schemes.
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Fig. 4. The relationship between load and small cell density in a two-tier
HetNet.
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Fig. 5. The average of optimal fraction of blank RBs (i.e., z) vs. density of
small cells.
enough rate, so the gain from turning off macro BSs decreases,
which provide less motivation to push off users to picocells
in blank RBs. The diminishing gain can also be observed in
Fig. 6 as the density of picocell increases.
In Fig. 6, we show the throughput gain of cell-edge users
in different network deployments. The gain is compared to
the optimal association without eICIC (i.e., Ta−TnTn , where Ta
and Tn are the throughput of worst 10% users using optimal
resource allocation with BR and without BR, respectively).
Different from the gain compared to Max-SINR, the gain
here implies the potential impact of BR on the performance
improvement. When the picocells become denser, it is more
necessary to turn off the macrocells, but the gain from BR
decreases. In a sparse network, the main interference is from
macrocells, and thus the potential gain in SINR by turning off
macro BSs is large. When the network is increasingly dense,
the aggregate interference from small cells keeps increasing
and may even overwhelm the interference from macrocells.
In this case, though there is still gain from BR, the SINR
improvement of users in small cells decreases due to the
large interference from other small cells. Therefore, the gain
depends on the aggregate interference from small cells, and
thus depends mainly on the transmit power of small cells.
Since femtocells have much lower power, the gain keeps
increasing as the density of femtocells increases, which is quite
different from picocells.
V. CONCLUSION
In this paper, we propose a novel framework for joint
optimization of BR and cell association in HetNets, which
provides a large gain in network performance, in particular
“cell-edge” rate. We formulated a network-wide utility maxi-
mization problem, which is converted to a convex optimization
by single association relaxation. Although we allow users to
be jointly served by multiple BSs, we proved that the number
of fractional users is very small (at most NB − 1), and the
simulations show that most users have single association. We
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Fig. 6. The throughput gain of worst 10% users in networks with different
deployments of small cells.
also showed that association is very different when adopt-
ing BR. Broadening the framework to more general settings
(e.g., asynchronous configuration), analysis of the loss from
fractional association to single association, investigating the
gap between a simple biasing approach and the joint optimal
solution, and efficient algorithms are left for future work.
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