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All acoustic sources are of finite spatial extent. In volumetric wave-based simulation ap-
proaches (including, e.g., the finite difference time domain method among many others), a
direct approach is to represent such continuous source distributions in terms of a collection of
point like sources at grid locations. Such a representation requires interpolation over the grid,
and leads to common staircasing effects, particularly under rotation or translation of the dis-
tribution. In this article, a different representation is shown, based on a spherical harmonic
representation of a given distribution. The source itself is decoupled from any particular
arrangement of grid points, and is compactly represented as a series of filter responses used
to drive a canonical set of source terms, each activating a given spherical harmonic directivity
pattern. Such filter responses are derived for a variety of commonly-encountered distribu-
tions. Simulation results are presented, illustrating various features of such a representation,
including convergence, behaviour under rotation, the extension to the time varying case and
differences in computational cost relative to standard grid-based source representations.
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I. INTRODUCTION
The emulation of sources in time domain wave-
based virtual and architectural acoustics (such as the fi-
nite difference time domain method or FDTD1–3, finite
volume methods4,5, finite element methods6 and other
varieties7) has a long history8–13, and follows even ear-
lier work on the representation of sources in electromag-
netic simulation14. Time domain volumetric wave-based
method, operating over a full 3D spatial grid are the fo-
cus here, though frequency-domain wave-based methods
employing sources have also been proposed using bound-
ary element techniques15,16.
The implementation of sources with directivity in
time domain wave-based acoustics has been explored by
various authors. One approach involves combinations
of a small number of basic sources, usually in align-
ment with a Cartesian grid, in order to generate sim-
ple directivity patterns12,17. Larger collections of simple
monopole sources have been used as the basis for fit-
ting against measured source directivities18–20. Source
directivity modeling using spherical harmonic represen-
tations has been also been employed in wave-based meth-
ods, using pseudospectral time domain methods7, and
using FDTD21, leading to a very sparse representation
of the source in terms of a canonical set of spherical
harmonic difference operators and low order finite im-
pulse response filters. Source directivity modeling in fre-
quency domain wave-based methods has also been ex-
plored using the boundary element method16 and equiv-
alent source methods15; in this article, purely local time-
domain wave-based simulation is addressed. Source mod-
eling in wave-based methods is closely related to the
problem of receiver modeling, which has also been ap-
proached using spherical harmonic representations, using
BEM15 and FDTD22.
In this article, rather than focusing on fitting to mea-
sured source directivity, a model-based approach is taken
in order to incorporate sources of distributed type, where
the source is characterised as a continuous distribution
of finite extent, assumed acoustically transparent. The
motivation, in the context of virtual acoustics, is to al-
low the simulation of spatially-distributed sources when
measurements are not available. An example is loud-
speaker modeling, where pistons of finite size are the key
element. Such distributed models are used extensively to
model focusing effects in transducers in ultrasound23–27
and aeroacoustics28. In such work, the distribution is
represented directly in terms of simple sources defined
over a grid; staircasing issues become a major concern,
and one possible remedy is through the use of spectral
collocation techniques25,27, and direct approximation to
the distribution in the wavenumber domain. Here, in
the interest of a reduced representation that is flexible,
particularly under translation and rotation, a spherical
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harmonic formulation is employed, allowing the conden-
sation of an arbitrary source distribution to a point-like
directional source that can be implemented directly in
the time domain. Such an approach follows from a time-
dependent multipole representation29, and is related to
the multipole moment condensation method30.
FIG. 1. A source distribution, inscribed within a sphere of
radius R (illustrated in 2D here).
Point source models with arbitrary frequency-
dependent directivity, and framed in terms of a time
domain partial differential equation, are introduced in
Section II. The extension to the case of continuous dis-
tributions of sources follows in Section III, leading to
a compact formulation suitable for direct time domain
discretisation. Representations of a variety of basic ge-
ometric source distributions are provided, in the inter-
est of developing a library of low-complexity distributed
source types that can be easily inserted into a wave-
based time domain method regardless of the particular
numerical method. Time domain discretisation, through
FDTD methods is described in Section IV. Numerical
results, illustrating comparisons against exact solutions,
convergence with spherical harmonic order, frequency-
dependent directivity, and rotations (including the time
varying case) are presented in Section V. Some conclud-
ing remarks and perspectives appear in Section VI.
II. POINT SOURCE MODELS
A natural starting point is the 3D acousic wave equa-
tion including a monopole point source:
1
c2
∂2t p−∆p = f(t)δ(3) (r) . (1)
Here, p(r, t) is the acoustic pressure in Pa as a function
of coordinate r = [x, y, z] ∈ D ⊆ R3 in m and time t ∈ R
in s. c is the wave speed in m·s−1, and ∆ = ∇ · ∇ is the
3D Laplacian, defined in terms of the gradient operator
∇
∇ = [∂x, ∂y, ∂z] , (2)
where ∂x, ∂y, ∂z represent partial differentiation with re-
spect to x, y and z, respectively. f(t) is a source strength
with units kg· s−2, and is causal, so that f(t) = 0 for
t < 0. The source is assumed to act pointwise at location
r = 0, through a 3D Dirac delta function δ(3)(r) in (1)
above31. In the rest of this article, the domain is assumed
infinite, so D = R3. The system is assumed defined for
all time, so that initial conditions need not be supplied
(though in simulation, they are assumed quiescent).
The solution to (1) may be written directly as




where r = |r|. Under Fourier transformation, defined, for
p(r, t), as




for angular frequency ω in rad.· s−1, the solution (3)
transforms to




where f̂ (ω) is the Fourier transform of f(t). Note the
sign convention32 in the definition of the Fourier trans-
form in (4).
A. Pointwise Directional Source
Consider first the real orthonormal spherical har-
monic functions Yl,m for l ≥ 0 and −l ≤ m ≤ l. Here,
one may write Yl,m = Yl,m (η) in terms of a unit-length
Cartesian three-vector η = [ηx, ηy, ηz]. See Appendix
A. Yl,m is a homogeneous polynomial of degree l and
associated spatial partial differential operators Dl,m are
defined21, for l ≥ 0 and −l ≤ m ≤ l, as
Dl,m = Yl,m (∇) . (6)
These partial differential operators in ∂x, ∂y and ∂z are
homogeneous polynomials of degree l.
A time domain model of a point source centered at









(3) (r) , (7)
where here, the signals bl,m(t) are related to an underly-
ing source signal f(t) by
bl,m(t) = c
l(al,m ∗ f)(t) . (8)
Here, ∗ represents the continuous time convolution oper-
ation, and al,m(t) is a filter response, assumed known.










(−ω)l âl,mYl,m (γ)h(1)l (ωr/c) , (9)
where here, h
(1)
l is the lth spherical Hankel function of the
first kind, and γ = r/r is an angular 3-vector. âl,m (ω) is
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the Fourier transform of al,m(t). Thus the (l,m)th term
in the model (7) encodes the contribution of the (l,m)th
spherical harmonic to the source directivity, with âl,m its
frequency dependence.
The model described by (7) and (8) is the start-
ing point for the modeling of distributed sources in the
remainder of this article. It is framed entirely in the
spatio-temporal domain, with the source defined point-
wise, through the action of locally-defined Dirac distribu-
tions. This locality property has a number of important
ramifications for any resulting numerical method. First,
the computational cost of the source emulation remains
very small in comparison with the computation of the
field over the problem volume. Second, free space condi-
tions are employed here, but the method is unchanged
if a room geometry and wall conditions are supplied.
It is also framed independently of the particular time
domain numerical method to be used in its resolution;
here, FDTD methods will be used, but any other method
(FVTD, pseudospectral, or members of the finite element
time domain family of methods such as spectral elements
or discontinuous Galerkin methods) could be employed as
well. Finally, due to the local spherical harmonic repre-
sentation, operations such as rotation or translation of
the source (even at run time) remain simple.
B. Displaced Point Source
When a monopole point source is displaced to r = r0,
the wave equation may be written as
1
c2
∂2t p−∆p = f(t)δ(3) (r− r0) (10)
and the Fourier-transformed solution is




Under an exterior expansion33,34, one may arrive at the




















where here, r0 = |r0| and γ0 = r0/r0. This expansion is
valid for r ≥ r0.
By association with the solution for the directional
source centered at r = 0, from (9), one may make the
identification




In this simple case of a displaced point source, the time
domain filter responses al,m(t) are piecewise polynomial
functions of t21. More importantly for wave-based simu-
lation, they have finite support:
al,m(t) = 0 when |t| > r0/c . (14)
For small r0/c, and at audio sample rates, this implies
that only short FIR filter designs will be required in im-
plementation. The responses al,m(t) are non-causal, re-
flecting the translation of the displaced source to a driv-
ing term at r = 0.
III. DISTRIBUTIONS AND EXAMPLES
Consider now the extension of the point source model
to a distribution g(r), in units of m−3:
1
c2
∂2t p−∆p = f(t)g(r) . (15)
Let us also assume that the distribution is spatially con-
fined, so that a distance R is the smallest such that
g(r) = 0, r ≥ R . (16)
g(r) is constrained to be real here, and it may, for conve-
nience, be assumed to be normalized in some situations—
see (23). See Figure 1. More generally, the right hand
side of (15) could be replaced by a term g(r, t), but
the separated form above captures many situations of
interest26. Using the spherical harmonic representation
of the point source from (12), one may integrate over the












































′) g (r′) dV ′ . (19)
The Ql,m are exactly the multipole moments as defined
by Heyman29.
By association with the directional point source ex-
pansion, from (9), one has, for the filters âl,m(ω),
âl,m(ω) = 4π (−ω)−lQl,m(ω) . (20)
Note that these filters are well-behaved in the limit as
ω → 0 because jl (ωr′/c) ∝ ωl in this limit, and thus
Ql,m(ω) ∝ ωl. They also lead to time-limited responses,
following from the case of the displaced point source,
from (14), so that
al,m(t) = 0 when |t| > R/c . (21)
In implementation, these are most naturally realised as
short FIR filters that entirely encapsulate the directivity
properties of a given source distribution.
For easy reference, a variety of basic distributions
g(r), alongside the resulting function Ql,m(ω) is given in
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Figure 2. In this figure, δ(1) and δ(2) represent 1- and 2-
dimensional Dirac delta functions, pF̃q is the regularized




1, |ζ| ≤ 1
0, |ζ| > 1
. (22)
For convenience, all distributions g(r) in the figure are
assumed normalised, so that
˚
R3
g(r′)dV ′ = 1 . (23)
This normalisation is neither necessary, nor even always
possible (e.g., for distributions that are zero mean, such
as the planar dipole distributions as described in Section
III D). When normalised, however, the functions Ql,m
may be written in terms of a dimensionless argument
ξ = ωR/c, and thus need only be computed once per
geometry, offline, to any desired accuracy.
FIG. 2. Normalised distributions g(r) and associated func-
























































































Ql,m 6= 0 for l even,m ≥ 0,mod (m, 4) = 0
A. Spherically Symmetric Sources
Spherically symmetric source distributions, with
g(r) = g(r) have a trivial representation in terms of the
monopole component only, so that Ql,m vanishes except










Some basic configurations, illustrated in Figure 2, include
a filled sphere and a hollow spherical shell. The distribu-
tions g(r) and the resulting functions Ql,m (ω) are given
in the figure.
B. Line Source
For a line source, oriented with the z axis, and of
length 2R, and centered at r = 0, Ql,m is non-zero for










′/c) dz′ . (25)
This may be evaluated in terms of the regularized hyper-
geometric function, as in Figure 2.
C. Planar Monopole Sources
For a source distribution that is planar, and that lies
in the z = 0 plane, the distribution g(r) is of the form




′, y′)dx′dy′ = 1 ,
(26)
where δ(1) is a 1D Dirac delta function, and g0 is a 2D
distribution, with units m−2 and of maximal spatial ex-








Here, the spherical harmonic functions Yl,m (γ) are evalu-
ated for z = 0, as such, the integral above vanishes except
when l and m are either both even or both odd. For ge-
ometries with more symmetry, additional terms vanish.
For the special case of the circular disk all terms vanish
unless l is even and m = 0, and expressions for Ql,m are
available in closed form. For the case of a square region
aligned with the coordinate axes, Ql,m is not available in
closed form, but all terms vanish unless l is even and m
is a non-negative multiple of 4. See Figure 2.
D. Dipole Source Distributions
A solution for the case of a dipole source distribution
follows from the case of the source distribution under
differentiation. Setting
g(d) (r) = −R∂zg (r) (28)
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for a given distribution g(r) gives a dipole distribution
oriented with the z axis. It is possible to write the func-
tions Q
(d)
















(l + 1)2 −m2






Particular cases of interest are circular and square pistons
derived from a planar distribution g0(x, y) where, in this
case,




g0 (x, y) . (31)
E. Rotations
The spherical harmonic representation lends itself
very naturally to rotations of source distributions, nor-
mally specified in terms of three Euler angles (α, β, ψ);
here, the standard ’zyz’ convention is employed.
A function Ỹl,m, a rotated spherical harmonic, may
be written as a linear combination of unrotated spherical




ζl,m (α, β, ψ)Yl,m (32)
for some coefficients ζl,m (α, β, ψ)
35. It then follows that
an associated rotated differential operator D̃l,m may be
defined as
D̃l,m = Ỹl,m (∇) (33)
and remains a homogeneous spatial differential operator
of degree l. The complete system corresponding to a









(3) (r) . (34)
This has important computational ramifications. In par-
ticular, for a given source distribution g(r), the spherical
harmonic filter kernels al,m(t) (from which bl,m(t) above
are derived) need only be computed once, and can thus
be reused under any rotation. Furthermore, if, due to
symmetry, only a reduced set of spherical harmonics is
necessary to represent a given source distribution, this
sparsity of the representation persists under rotation. All
that is necessary is to compute a discrete approximation
to the products D̃l,mδ
(3) (r), which are independent of
any particular source distribution. See Section V C for
an illustration of simulation results for rotated distribu-
tions. It is direct to extend the rotation (32) to the time
varying case through the use of time varying coefficients
ζl,m (α(t), β(t), ψ(t)). See Section V D for an illustration
of simulation results for the time-varying rotation of a
circular piston.
IV. FDTD METHODS
FDTD methods are defined over regular grid ar-
rangements (such as Cartesian); they are perhaps the
simplest of all time domain wave-based methods, and
scale well in parallel hardware. FDTD is discussed here
for the sake of simplicity; the methodology for the con-
densation of distributed source distributions to a series of
spherical harmonic filter responses described in Section
III is independent of the particular choice of method.
Two-step FDTD methods solving the wave equation
are minimal in terms of memory usage, and may be de-
signed to any desired order of accuracy, in both time and
space36,37. (Note that such formal high order accuracy
holds only in free space, and can be disturbed in the pres-
ence of numerical boundary conditions. But the related
effect of low dispersion over the bulk of the problem in-
terior persists, even when the domain is terminated.) All
explicit schemes may be written in the form
pn+1q = 2p
n
q − pn−1q + λ2Lnq . (35)
Here, pnq represents an approximation to p(r, t) at r =
qX and t = nT , for integer n and integer-valued vector
q = [qx, qy, qz], where X is the grid spacing, and T is
the time step (and fs = 1/T is the sample rate). The
Courant number λ is defined as λ = cT/X. Lnq is a











in terms of M basic shells of grid points surrounding
the approximation center, a set of weights wν and non-
negative integer-valued shell index 3-vectors mν , ν =
1, . . . ,M . P (·) represents the set of all permutations of a
3 vector, including sign changes. Generally, for all such
schemes, the Courant number λ will be bounded from
above as λ ≤ λmax, where λmax depends on wν and mν .
In this article, a sixth order (in time and space)
scheme will be used, namely one of the so-called diamond
variety36. It is defined for M = 6, with index vectors mν
and weights wν , ν = 1, . . . , 6 given by





















m5 = [2 1 0] w5 = − 172λ
2 + 1120λ
4







In this case, λmax = 1/
√
3. For a sample rate of
44.1 kHz, this particular scheme has a maximum phase
velocity deviation of approximately 0.04% up to 4 kHz
over all propagation directions37, and requires access to
a 61 point stencil of grid points surrounding the central
grid point. See Figure 3.
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FIG. 3. Left: stencil for scheme (35), using the shell index
vector set given in (37). Right: percentage error in phase
velocity as a function of frequency, for the scheme running at
44.1 kHz, at directions as indicated.
A. Source Term: Direct Discretisation
A direct approach to discretisation of the model (15)
follows from sampling of the input signal f(t), yielding a
discrete time signal fn, and through a discrete represen-
tation of the distribution g(r), yielding a grid function
gq. The resulting scheme is of the form:
pn+1q = 2p
n
q − pn−1q + λ2Lnq + T 2fngq . (38)
There are many approaches to deriving gq from g(r). The
simplest, available in a limited number of settings, is a
direct “on grid” sampling, suitable when the source dis-
tribution is aligned with an underlying grid. For the
cases of the filled sphere and line source illustrated in
Figure 4, the most basic possible discrete representation
(a binary mask) is used. This simple approach leads to
an incorrect approximation to the volume (resp. length)
of the source, and ultimately to deviations in computed
responses from exact solutions. See, e.g., Section V A
for an illustration of such errors. More elaborate strate-
gies involve the introduction of scaling factors24, and can
cope with this issue. Another possibility is to represent
a distribution in terms of a collection of off-grid source
points, then distributed to the grid via interpolation (per-
haps bandlimited38). A similar idea of bandlimited point
source representations has appeared in the context of off-
grid sources in virtual acoustics39. The deeper problem is
that such an approach ultimately requires starting from
scratch for each new orientation of the source relative
to the grid, and introduces new choices for the user to
make (e.g., the arrangement/density of off-grid sources).
On the other hand, it is capable of reproducing effects
in the extreme near vicinity of the distribution. It is not
the intention in this article to explore the many varieties
of such approximation strategies, and only basic on-grid
approximations will be used here for comparison in some
cases.
FIG. 4. On grid discretisations of a filled spherical distribu-
tion (left) and a line source (right).
FIG. 5. Spatial patterns of grid functions vl,m,q, approximat-
ing Dl,mδ
(3) (r) using a basic centered difference approxima-
tion, for orders l = 0, 1, 2, 3. In each case the number Ne of
non-zero elements is indicated.
B. Source Term: Discrete Spherical Harmonic Representa-
tion
The procedure for the discretisation of the spherical
harmonic source model given in (7) relies upon the ap-
proximation of the Dirac delta function under the action
of the differential operators Dl,m, as defined in (6). The
approximation of the Dirac function and its derivatives
over a grid has been approached by many authors40–42.
Here the most simple forms of approximations using basic
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centered differences are used, as described in a previous
work21. Ultimately, grid functions
vl,m,q u Dl,mδ(3) (r) (39)
may be derived—see Figure 5, illustrating spatial pat-
tern of the grid functions vl,m,q up to order l = 3. Notice
that these are sparse (with the number of non-zero en-
tries indicated in the figure). The grid function vl,m,q
scales with 1/X l+3, and weightings for the various non-
zero elements may be derived using a simple recursive
procedure21.
A complete discretisation of (7) then follows as
pn+1q = 2p
n







The signals bnl,m are obtained through discrete time con-
volution of the source signal fn with anl,m, in analogy
with (8). No additional numerical stability considera-
tions arise, as the model above does not incorporate any
feedback terms. Under a rotation of the source distribu-
tion (see Section III E), the grid functions will be replaced




ζl,m (α, β, ψ) vl,m,q . (41)
Note that because there is considerable overlap over the
sets of grid points over which the vl,m,q are defined, for
a given order l, the grid functions ṽl,m,q exhibit roughly
the same sparsity as vl,m,q.
The complete form of scheme (40) in implementa-
tion is most easily seen in a vector-matrix update form.
Consider the case of a maximal spherical harmonic order
of l = L. Consolidating the entire grid function pnq into
a vector of the form pn, the two-step update takes the
form
pn+1 = 2pn − pn−1 + λ2ln + c2T 2Vbn . (42)
Here, l is a vector representing the scaled Laplacian op-
eration Lq applied to pnq from (36), and V and b are
defined by
V = [v0,0 v1,−1 . . . vL,L] b
n = [bn0,0 b
n





V consists of (L + 1)2 column vectors vl,m, which are
in general extremely sparse. Depending on the symme-
try of the source distribution, it may not be necessary to
include all the spherical harmonic grid functions within
V—see Section III, and especially the case of spherically-
symmetric distributions with only a single spherical har-
monic component. This sparsity persists under any ro-
tation, in which case the matrix V is replaced by Ṽ,
consisting of the concatenation of vectors ṽl,m obtained
through rotation of the vectors vl,m.
V. NUMERICAL EXAMPLES
All simulations are run using the sixth order accurate
(in time and space) scheme given by (35), using shell
index vectors and weights from (37). The sample rate
is chosen as 44.1 kHz, and λ = 1/
√
3. Output is drawn
from the scheme at locations that do not necessarily align
with the grid, using 10th order separable bandlimited
interpolants39, allowing for effectively no additional error
other than dispersion error, as illustrated in Figure 3.
The computational domain is a cube of side length 2
m, and simulations are halted before reflections from the
domain boundaries are recorded by receivers.
Input signals f = fn used are of the form of an
impulse, in the case of directivity plots:
fn =
{
1, n = 0
0, n > 0
. (44)
Gaussian signals of the form
fn = exp
(





are used for plots illustrating propagation and receiver
signals. Here τ0 is the RMS width, in s. So that the
signal effectively starts at n = 0, the shift τε may be
chosen as τε = τ0
√
−2 ln (ε) where ε represents machine
epsilon in double precision floating point arithmetic.
The time series bnl,m are obtained through discrete
time convolution of the input time series fn with the
source encoding filters anl,m. The a
n
l,m, in turn, are ob-
tained offline from inverse Fourier transformation of â as
defined in (20), at the prescribed sample rate; as men-
tioned earlier, the filters anl,m need only be determined
once, regardless of the particular location or rotation
of the source distribution, or the choice of numerical
method.
Reference solutions used for comparison are gener-
ated either in the time domain, by integrating the free
space solution (3) for a monopole or similarly in the fre-
quency domain, for directivity plots, using (5), over the
distribution at a very high resolution until convergence
(in this case, to six decimal places) is reached.
A. Spherically Symmetric Sources
As a basic example, consider the case of spherically
symmetric sources of the form of a filled ball and spherical
shell, as illustrated in Figure 2. In Figure 6, output wave-
forms pout are shown for distributions of varying radii R,
alongside exact solutions that can be computed in closed
form directly from (15) using, e.g., double Fourier in-
version in space and time and inverse transformation to
the spatiotemporal domain. The distributions are cen-
tered at r = 0, and output is drawn from the location
r = [0, 0, 0.3] m, and the input is a Gaussian signal of
the form of (45), with σ = 5× 10−5. Here, the spherical
harmonic scheme (40) is employed, with a single term
(l = 0, m = 0).
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FIG. 6. Simulated pressure output waveforms (dots) and
exact solution for simulations of the filled sphere (top) and
spherical shell (bottom) distributions, for sphere radii R as
indicated. The exact solution appears in solid grey.




FIG. 7. Exact solution (grey solid line) and numerical solution
computed using the spherical harmonic difference scheme (40)
(dots) and using a coarse staircased approximation to a filled
sphere (crosses).
In contrast, consider the case of the direct discretisa-
tion of the distribution, using scheme (38), and the most
basic on-grid representation of the filled sphere, as shown
in Figure 4. In this case, the output pressure is severely
overestimated. See Figure 7, illustrating output wave-
forms using both the spherical harmonic representation
and an on grid representation of the source, for a smaller
filled sphere of radius R = 0.02 m, with other conditions
the same as for Figure 6. The overestimation is in direct
proportion to the effective volume of the discrete distri-
bution, and will decrease as the sample rate is increased
(and thus grid spacing is decreased). Compensating for
this effect can be carried out by a variety of means, in-
cluding the scaling of grid point weightings near the edge
of the distribution, or more advanced off-grid methods
(requiring more precomputation)24,38. In the spherical
harmonic representation, the distribution volume is di-
rectly encoded in the filters al,m.
In terms of computational cost, the spherical har-
monic representation requires, in this very simple case,
a single filtering operation (FIR, with the kernel an0,0,
of duration 2fsR/c samples) applied to the input sig-
nal, which is then inserted at a single grid point. In
contrast, for the direct source discretisation, there is no
filtering operation, but the number of grid points that
must be operated upon scales with the volume. For larger
source distributions, this can become heavy quickly: for
R = 0.15 m, at a 44.1 kHz sample rate, a filled sphere
includes 5449 points. In contrast, filter impulse response
lengths scale linearly with the size R of the source. This
advantage will persist for any source distribution that is
most easily represented in 3D.
B. Time Domain Simulation Results and Convergence with
Spherical Harmonic Order
In Figure 8, simulation results are shown using a
Gaussian input signal, and for the line source, and square
and circular distributions, as per Figure 2, as well as for
circular and square dipole distributions, using the sim-
ple transformation of the multipole moments as given
in (29). All have size R = 0.1 m, and output is taken
in the near field at r = 0.3 m in different directions,
as indicated. A maximal spherical harmonic order of
L = 10 is used in this case. At this order, matches
are nearly exact—visible, in the case of dipole distri-
butions, are slight undershoots for wave propagation in
the axial direction. This effect was pointed out in pre-
vious work39, and is due to the choice of a simple cen-
tered difference approximation in order to form the vec-
tors vl,m. One way to improve upon this is through the
use of non-centered approximations (at the expense of a
phase offset). Another is through approximations using
wider sets of grid points to approximate the Dirac delta
under various spherical harmonic differential operators.
Such approximations can be optimised over an appropri-
ate wavenumber range39.
The question of convergence with maximal spherical
harmonic order L is a large one; it depends strongly on
the geometry of the distribution itself, but also on the fre-
quency content of the input signal, as well as the distance
to the receiver point (i.e., whether in the near field or far
field). A clear worst case is the line source, as illustrated
in Figure 9 at left; for distributions closer to spherical,
such as the circular disk, convergence is much faster.
For contrast, consider the worst case of the line source,
under a direct discretisation, as per (38). Here, using a
collection of unscaled on grid sources as shown in Fig-
ure 4. Time domain responses are again incorrect due to
the misapproximation of the line source length, as shown
in Figure 10, but easily fixed in this case using a sim-
ple scaling of weights at the endpoints of the line source.
In this special case of a line source aligned with one of
the grid axes, a direct discretisation approach is superior
to the spherical harmonic representation with regard to
both computational efficiency and accuracy, but once the
line source is rotated or translated, then precomputation
and runtime costs mount, and accuracy will decrease.
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FIG. 8. Pressure waveforms drawn from scheme (40), for different source distributions, as indicated at the top of each column,
and at different output locations, as indicated at left in each row, all at a distance r = 0.3 m from the source distribution
center. All distributions have R = 0.1 m, and the input is a Gaussian signal with σ = 7× 10−5. Reference outputs are shown
in solid grey.
C. Directivities and Rotations
It is also useful to examine directivity patterns gen-
erated by various source distributions. See Figure 11
for balloon plots of normalized directivity for the line
source, circular monopole disk and square dipole, all with
R = 0.1 m, taken in the near field at r = 0.3 m at dif-
ferent frequencies. Here, scheme (40) is used, with an
impulse excitation (44), and using a maximal spherical
harmonic order of L = 10. Time domain output is drawn
using a spherical array of 1800 receivers (60 azimuthal ×
30 in inclination), and then Fourier transformed.
Examples of directivities under rotation are illus-
trated in Figure 12; runtime computational cost is nearly
identical to the case of the unrotated distributions.
D. Time-varying Rotations
One of the great advantages of working within a fully
time domain framework is the ability to extend to the
case of time varying sources at minimal additional com-
putational cost. Time varying translations of sources
have been examined in the FDTD framework in previ-
ous work39, but may be extended to handle rotations of
distributed sources as well.
As a basic example, consider a circular dipole distri-
bution of radius 0.1 m, subject to an excitation consisting
of a series of Gaussian impulses of the form of (45), with
σ = 4 × 10−5. The disk is aligned initially with the z
axis, and is rotated at a steady rate, over a period of
2.61 ms to an alignment with the x axis. This rate of ro-
tation is unnaturally fast, but allows for a visualisation
as shown in Figure 13. A 10th order spherical harmonic
representation is used.
In terms of computational cost, the only operations
to be performed here are the computation of the coef-
ficients ζnl,m at each time step, as a function of the cur-
rent Euler angles, which is a simple recursive procedure35
and the recombination of spherical harmonic grid func-
tions vl,m to form ṽ
n
l,m. Recall that the grid functions
vl,m are extremely sparse, with a small number of non-
zero values clustered around the source grid point cen-
ter. Furthermore, the vectors vl,m can be precomputed
once, independently of any particular source distribution
or grid spacing.
VI. CONCLUDING REMARKS
The main contribution of this article has been to
present an alternative representation of arbitrary source



































FIG. 9. Convergence of computed waveforms with maximal
spherical harmonic order L in the case of the line source (left)
and circular distribution (right). Output is taken on the pos-
itive z axis, at r = 0.3 m, and a Gaussian input signal with
σ = 4× 10−5 is used.
FIG. 10. Time domain waveforms generated for a line source,
under the same conditions as for Figure 9, using a direct
on grid discretisation, without scaling (left) and with scaling
(right).
distributions of finite spatial extent. The representation
is framed purely in the spatiotemporal domain, and is
thus suitable for direct discretisation in a time domain
wave-based simulation method. Source distributions may
be incorporated through an additional filtering step, with
spherical harmonic channel filters derived directly from
the source distribution. The main advantages of a spher-
ical harmonic representation of a source distribution are
its generality and flexibility.
With regard to generality, a given distribution may
be characterised in the continuous domain, prior to any
discretisation, and thus perhaps the most difficult part of
the problem is shifted to a precomputation stage. As in-
dicated, under a suitable normalisation of the source dis-
FIG. 11. Normalized directivity patterns for the line source
(left), circular monopole disk (center) and square dipole
source (right), at frequencies as indicated. All have R = 0.1
m.
FIG. 12. Normalized directivity patterns for the line source
(top row) and circular monopole disk (bottom row), both with
R = 0.1 m, at 2500 Hz, and at a receiver distance of r = 0.3
m under different rotations. Left: unrotated. Center: under
a rotation of π/4 about the y axis. Right: under a rotation
of π/4 about the x axis.
tribution, the precomputation need be carried out one
time only for each separate geometrical configuration,
and is scale invariant. This general mesh-free representa-
tion allows the sidestepping of staircasing problems that
are inherent to representations of distributions over reg-
ular grids. Also, due to the locality of the source model,
there is no spurious interaction of the source model with
wall conditions. The spherical harmonic representation is
limited, however, by its inability to represent the acoustic
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FIG. 13. Snapshots of the time evolution of the acoustic field radiated by a circular dipole distribution, of radius R = 0.1 m,
at times as indicated. At time t = 0, the disk is oriented with the positive z axis, and over the duration of the simulation (2.61
ms) is rotated to alignment with the positive x axis. A 10th order spherical harmonic representation is employed. The interior
region over which the spherical harmonic representation is not valid is indicated by a white circle.
field over a region interior to the smallest sphere enclosing
the distribution. In this sense, it is less general than an
approach based on direct discretisation of a distribution.
Not examined here is the case of phase variation over a
given distribution which will be examined in future work.
With regard to flexibility, once the al,m(t) spherical
harmonic filter kernels are computed for a given source
distribution, they may be used in any time domain nu-
merical method directly, with FDTD used here as a sim-
ple example. It also becomes possible to perform rota-
tions of the source, again avoiding staircasing artefacts,
with minimal computational effort required in order to
move to the time varying setting. Translations to off-
grid source locations, if needed, are straightforward to
implement through basic interpolation operators39. The
representation in terms of short FIR filter responses is
parsimonious, and even more so when the distribution
exhibits symmetry.
Efficiency relative to a direct discretisation of a given
distribution is a large question, and is highly problem
specific; some comparisons have been made here in par-
ticular cases, however. It will depend strongly on the
symmetry of the distribution and the extent to which
source energy is concentrated in low spherical harmonic
orders (thus allowing fast convergence), the alignment of
the source with an underlying grid, on whether runtime
performance is prioritised, whether sources are allowed
to rotate during the course of a simulation, and other
factors.
One aspect not discussed in this article is the be-
haviour of such source models in the presence of numeri-
cal dispersion, inherent to all volumetric wave-based time
domain methods, and leading to perceptual artefacts43.
Here, a high accuracy sixth order (in time and space)
FDTD scheme has been used in order to minimize such
effects, and concentrate on the core problem of the mod-
eling of source distributions. In the case of source models,
the analysis of dispersion is complicated by the fact that
one must cope with not only the dispersion error of the
numerical scheme (in isolation) but also the new error
introduced in the distinct approach to spatial discretisa-
tion of the source terms. Here, only the simplest possible
local difference approximations to the source terms have
been employed, but it is not difficult to imagine that one
could do better with more advanced designs. The dual
problem of the analysis of receiver designs in wave-based
simulation methods, and the interaction with numerical
dispersion has been discussed in various publications, in
the context of spherical array designs designs13, volumet-
ric designs44, as well as local SH receiver models similar
to those proposed here for sources22.
APPENDIX A: SPHERICAL HARMONICS IN CARTESIAN
FORM
In this article, real orthonormal spherical harmonic
functions are used in Cartesian form, and written in
terms of the components of a unit length 3-vector η =
[ηx, ηy, ηz]. Yl,m (η) may be written explicitly, using
m = m̄σ, where m̄ = |m| and σ = sgn (m), as
Yl,m (η) =
√
(2l + 1) (l − m̄)! (1 + |σ|)






(−1)ν (2l − 2ν)!ηl−2ν−m̄z |η|2ν















Notice the factors of |η|2ν = 1 in the definition of Gl,m̄,
which serve to render the polynomial Yl,m in (A1) homo-
geneous of degree l. See Table I for a representation of
the spherical harmonic functions to third order.
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TABLE I. Orthonormal real spherical harmonics Yl,m in
Cartesian form, written in terms of the components of the
unit-length vector η = [ηx, ηy, ηz] for l = 0, 1, 2, 3. Expres-
sions in the table should be scaled by
√
1/4π.
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