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Sur une variante des troncatures d’Arthur
Pierre-Henri Chaudouard
Re´sume´
Nous montrons que, pour une large classe de fonctions test, les contributions unipotentes
dans la formule des traces pour GL(n) sur un corps de nombre peuvent eˆtre obtenues a`
l’aide de fonctions zeˆta et d’inte´grales de se´ries d’Eisenstein. La principale innovation est
l’introduction d’une nouvelle troncature emprunte´e a` un travail de Schiffmann sur les fibre´s
de Higgs.
Abstract
We show that, for a large class of test functions, the unipotent contributions in the trace
formula for GL(n) over a number field, can be obtained from zeta functions and integrals of
Eisenstein series. The main innovation is a new truncation borrowed from a work of Schiffmann
on Higgs bundles.
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1 Introduction
1.1. Soit F un corps de nombres et A son anneau d’ade`les.
1.2. Soit n > 1. Soit G le groupe GL(n) sur le corps F et g son alge`bre de Lie. Soit S(g(A))
l’espace des fonctions complexes de Bruhat-Schwartz. Soit C∞c (g(A)) ⊂ S(g(A)) le sous-espace des
fonctions a` support compact.
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1.3. Soit f ∈ S(g(A)). La fonction k de´finie sur le quotient G(F )\G(A) par la formule
k(g) = kf (g) =
∑
X∈g(F )
f(g−1Xg)
est un analogue infinite´simal de la restriction a` la diagonale du noyau automorphe. Soit O l’en-
semble des orbites ge´ome´triques de´finies sur F de la repre´sentation adjointe de G sur g. On a un
de´veloppement
k(g) =
∑
o∈O
ko(g)
ou` ko(g) =
∑
X∈o(F ) f(g
−1Xg). Pour tout o ∈ O soit X ∈ o(F ) et Go est le stabilisateur de X
dans G. On a alors un de´veloppement formel, analogue au coˆte´ ge´ome´trique de la formule des
traces, ∫
G(F )\G(A)
k(g) dg =
∑
o∈O
vol(Go(F )\Go(A)) ·
∫
Go(A)\G(A)
f(g−1Xg) dg.
Malheureusement, dans le membre de droite aucun terme ne converge. On ame´liore le´ge`rement les
choses en restreignant l’inte´grale au quotient G(F )\G(A)1 de volume fini. Mais meˆme avec cette
restriction il existe des orbites dont le volume associe´ au centralisateur est infini et l’inte´grale orbi-
tale diverge. En suivant des me´thodes d’Arthur (cf. [2]), il est possible de modifier judicieusement
k en une fonction k♭ dont l’inte´grale converge (cf. [10]). Dans [8], on introduit pour tout o ∈ O
une fonction modifie´e k♭
o
dont la de´finition est rappele´e en (4.3.1). On a alors
k♭(g) =
∑
o∈O
k♭
o
(g)
et chaque terme est alors inte´grable sur G(F )\G(A)1. On obtient alors un de´veloppement∫
G(F )\G(A)1
k♭(g) dg =
∑
o∈O
Jo(f)
ou`
Jo(f) =
∫
G(F )\G(A)1
k♭
o
(g) dg.
Ce de´veloppement (e´tabli dans [8], cf. aussi [12]) est un raffinement de l’analogue du de´veloppement
ge´ome´trique usuel de la formule des traces, les termes e´tant parame´tre´s par les classes de conju-
gaison et non par les classes de conjugaison semi-simples comme chez Arthur.
1.4. Le proble`me conside´re´. — La question a` laquelle on s’inte´resse est la suivante : peut-on
trouver des formules explicites pour les contributions Jo(f) ? Pre´cisons un peu la question. Pour
des orbites o semi-simples re´gulie`res, la contribution Jo(f) est formellement simple : elle est donne´e
sous forme d’inte´grales orbitales (e´ventuellement ponde´re´es). En revanche, leur calcul (disons pour
des fonctions test simples) est certainement tre`s difficile et nous n’avons rien a` ajouter ici. Lorsque
F est un corps de fonctions, ces inte´grales comptent essentiellement le nombre de points sur les
corps finis de jacobiennes compactifie´es de courbes singulie`res (courbes spectrales) associe´es a` o.
A` l’oppose´, les contributions nilpotentes ne sont pas sous une forme aussi aboutie (pour une
re´ponse partielle, cf. [9] et [8], voir e´galement [15]). Pourtant elles doivent eˆtre de nature beaucoup
plus e´le´mentaire. Ainsi, lorsque F est un corps de fonctions, la courbe spectrale est simplement
un e´paississement de la courbe projective lisse associe´e a` F .
On relie aise´ment ces contributions nilpotentes a` leur pendant unipotent dans la formule des
traces pour GL(n). Cette question de l’explicitation des termes nilpotents est donc inte´ressante
lorsqu’on veut extraire d’une seule formule des traces des informations de nature automorphe.
Une autre motivation, lorsque F est un corps de fonctions et c’e´tait notre motivation initiale, est
d’obtenir un comptage de points de l’espace de modules des fibre´s de Hitchin, en lien avec une
conjecture de Hausel-Rodriguez-Villegas (cf. [14]). Dans [11], ce comptage est directement relie´ a`
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l’e´valuation des distributions nilpotentes Jo(f) pour une fonction test tre`s simple. Les constructions
d’Arthur s’interpre`tent alors en termes de stabilite´ de fibre´s vectoriels ou de fibre´s de Hitchin (cf.
[18] et [11]). Dans [21] (cf. aussi [20]), Schiffmann obtient une formule, certes complique´e, pour
ce comptage : pour cela, il tronque le champ alge´brique des fibre´s ou des fibre´s de Hitchin en
controˆlant la pente maximale d’un sous-fibre´. Nous reprenons ce point de vue dans le cadre des
ade`les des corps de nombres et de la formule des traces. On est ainsi conduit a` introduire une
fonction k♯o (cf. (4.3.2)) dont l’inte´grale
J♯
o
(f, s) =
∫
G(F )\G(A)
k♯
o
(g)| det(g)|s dg
converge absolument pour s ∈ C de partie re´elle ℜ(s) > 0. De plus, on a
lim
s→0
sJ♯o(s) = Jo(f)
ou` la limite est prise sur les s ∈ C tels que ℜ(s) > 0 (cf. the´ore`me 4.6.1). On introduit e´galement
l’inte´grale orbitale tronque´e
JG,60
o
(f, s) =
∫
Go(F )\G(A)
EG(g)f(g−1Xg)| det(g)|s dg.
La fonction EG est la nouvelle fonction de troncature : de manie`re image´e, si l’on regarde g comme
un fibre´ vectoriel, on a EG(g) = 1 si et seulement si la pente de tout sous-fibre´ est ne´gative.
L’inte´grale JG,60o (f, s) converge absolument pour ℜ(s) > 0 (cf. proposition 5.3.1). Sous une
condition d’inde´pendance du terme constant (cf. la de´finition 6.1.1 de fonction ≪ presque inva-
riante ≫), on a la formule suivante (cf. proposition 6.2.1)
(1.4.1) J♯o(f, s) =
∑
(M,o′)
εGM
rM
|W (M, o′)|
JM,60
o′
(fM , s)
ou` la somme est prise, a` une certaine e´quivalence pre`s, sur les couples (M, o′) forme´s d’un sous-
groupe de Levi standard M et d’une orbite o′ dans l’alge`bre de Lie de M de sorte que l’induite
de o′ soit o. Ici fM est le terme constant de f (cf. §6.1) et J
M,60
o′
est l’inte´grale orbitale tronque´e
relative au sous-groupe de Levi M (cf. 5.4). Le signe εGM est de´fini en (1.6.1). Les autres facteurs
|W (M, o′)| et rM sont des entiers naturels de´finis en (6.2.1) et (6.2.2). Cette formule rame`ne donc
essentiellement le calcul de J♯o(f, s) a` celui de l’inte´grale J
G,60
o (f, s).
Supposons de´sormais que o est une orbite nilpotente. Dans ce cas, si f est a` support compact
assez petit on a (cf. the´ore`me 9.1.1)
JG,60
o
(f, s) = ZG
o
(f, s) · θG
o
(s).
Ici ZGo (f, s) est une fonction zeˆta de nature e´le´mentaire (cf. §8.3) qui converge et qui est holomorphe
pour ℜ(s) > 0 (cf. proposition 8.3.1). Par e´le´mentaire, on entend que si f est de´composable alors
ZG
o
(f, s) est donne´ par un produit eule´rien dont les facteurs presque partout s’expriment de manie`re
combinatoire en termes des facteurs locaux de la fonction zeˆta du corps F . Le facteur θGo (s), de´fini
a` la section 7, est inde´pendant de f : c’est l’inte´grale tronque´e par la fonction EG d’une se´rie
d’Eisenstein e´le´mentaire (on n’utilise rien de profond ; en particulier on ne sort pas du domaine de
convergence de la se´rie). Il converge pour ℜ(s) > 0 (cf. proposition 7.2.1). On obtient un e´nonce´
similaire pour chaque sous-groupe de Levi M : les objets affuble´s d’un exposant M sont de´finis de
la meˆme fac¸on mais relativement a` M .
Voici la formule finale qu’on obtient pour Jo(f).
The´ore`me 1.4.1. —(cf. the´ore`me 10.1.1) Soit f ∈ C∞c (g(A)) presque invariante au sens de la
de´finition 6.1.1. Lorsque le support de f est assez petit, on a, pour toute orbite nilpotente o,
Jo(f) = lim
s→0
s
∑
(M,o′)
εGM
rM
|W (M, o′)|
ZM
o′
(fM , s) · θ
M
o′
(s).
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ou` la somme sur (M, o′) est comme en (1.4.1) et la limite est prise sur les s ∈ C tels que ℜ(s) > 0.
Commentons les hypothe`ses et la nature de ce the´ore`me. L’hypothe`se ≪ presque invariante≫ est
ve´rifie´e pour des fonctions test inte´ressantes (cf. remarque 6.1.2). L’hypothe`se sur le support n’est
pas si contraignante qu’elle paraˆıt a` premie`re vue. Partant d’une fonction f ∈ C∞c (g(A)), on
peut toujours restreindre par une homothe´tie en une place son support et appliquer le the´ore`me.
En principe, on peut re´cupe´rer la valeur de Jo pour la fonction de de´part en utilisant une pro-
prie´te´ d’homoge´ne´ite´ des inte´grales orbitales Jo(f) (cette proprie´te´ re´sulte des me´thodes d’Arthur
de´veloppe´es dans [4]). Dans le the´ore`me ci-dessus, tous les termes sont plutoˆt e´le´mentaires de na-
ture et, bien qu’on ne le fasse pas ici, le facteur θM
o′
(s) peut en principe eˆtre calcule´ (cf. remarque
7.2.2). Ne´anmoins, les termes qui apparaissent ont, en ge´ne´ral, des poˆles d’ordre e´leve´ ce qui rend
le calcul pratique de la limite malaise´.
Pour terminer l’article, on donne pour une certaine fonction test, une formule conjecturale
pour Jo(f). C’est l’analogue pour les corps de nombres d’un raffinement d’une conjecture de
Hausel-Rodriguez-Villegas et Mozgovoy.
1.5. Ge´ne´ralisations possibles. — La me´thode semble, a` premie`re vue, tre`s lie´e a` GL(n). En
fait, on aurait pu tronquer le quotient G(F )\G(A)1 par la condition dont l’analogue ge´ome´trique
est que la pente de tout sous-fibre´ est infe´rieure a` une constante T donne´e. Il s’agit ensuite de
faire tendre T vers l’infini. Sous cette forme, il nous semble que les me´thodes de l’article devraient
se ge´ne´raliser si ce n’est a` tout groupe re´ductif du moins aux groupes classiques. Une autre com-
plication est qu’il faut tenir compte en ge´ne´ral de la diffe´rence entre conjugaison rationnelle et
conjugaison ge´ome´trique.
1.6. Notations. — Outre les notations qu’on a de´ja` introduites, on va utiliser les notations
qui sont devenues standard depuis les travaux d’Arthur. Pour la commodite´ du lecteur, on en
rappelle quelques-unes. Soit T0 le sous-tore maximal diagonal de G et B le sous-groupe de Borel
des matrices triangulaires supe´rieures. On qualifie de standard, resp. semi-standard, un sous-
groupe parabolique de´fini sur F qui contient B, resp. T0. Soit W le groupe de Weyl de (G, T0)
qu’on identifie au sous-groupe des matrices de permutation. Pour tout P sous-groupe parabolique
semi-standard, soit MPNP sa de´composition de Levi ou` MP contient T0 et NP est le radical
unipotent de P . Dans la suite, le groupe MP est simplement appele´ un sous-groupe de Levi de
G. Soit P(M) l’ensemble des sous-groupes paraboliques semi-standard P de G tels que MP =M .
On note par la lettre gothique correspondante p, mP et nP l’alge`bre de Lie des groupes P , MP
et Np. Soit K ⊂ G(A) le sous-groupe compact maximal standard. On dispose de l’application
d’Harish-Chandra HP : G(A)→ aP ou` aP = HomZ(X
∗(P ),R). On pose
εGP = (−1)
dimR(aP )−dimR(aG).
et
(1.6.1) εGMP = ε
G
P .
On dispose d’ensembles de racines simples ∆P , resp. de poids simples ∆ˆP , qu’on voit comme
des e´le´ments de a∗P = X
∗(P ) ⊗Z R et qui de´finissent des coˆnes ouverts dans aP dont on note
τP , resp. τˆP , la fonction caracte´ristique. Soit ρP la demi-somme des racines de T0 dans NP . Soit
∆0 = ∆B et a0 = aB qu’on identifie naturellement a` R
n. On a une inclusion naturelle aP ⊂ a0.
On appelle type de P la collection ordonne´e des dimensions du gradue´ associe´ au drapeau de Fn
dont P est le stabilisateur.
Les notations pour G valent aussi lorsqu’on remplace G par un sous-groupe parabolique Q.
Dans ce cas, on ajoute un exposant Q pour les objets relatifs a` Q.
On fixe une mesure de Haar sur G(A). Soit G(A)1 le noyau de la valeur absolue ade´lique du
de´terminant. On munit G(A) et G(A)1 de mesures de Haar de sorte que le quotient soit muni, via
son identification a` R×+, de la mesure dt/t ou` dt est la mesure de Lebesgue sur R. On fixe aussi
des mesures de Haar sur MP (A), NP (A) et K. On suppose que les volumes de NP (F )\NP (A)
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et K sont e´gaux a` 1. On suppose e´galement que ces choix sont compatibles a` la de´composition
d’Iwasawa G(A) =MP (A)NP (A)K.
Soit ZP = ZMP le centre de MP . Soit AP le sous-tore Q-de´ploye´ maximal de ResF/Q(ZP ).
Soit A∞P composante neutre de AP (R). Par une condition relative aux blocs line´aires, on de´finit
MP (A)
1. On a alors une de´composition MP (A) =MP (A)
1A∞P . La` encore, on fixe des mesures de
Haar compatibles a` cette de´composition.
Pour alle´ger, on pose
[G] = G(F )\G(A).
1.7. Remerciements.—C’est un plaisir pour moi de remercier la fondation Simons et les organi-
sateurs pour l’invitation au Simons Symposium sur la formule des traces et le se´jour extreˆmement
agre´able au Schloss Elmau. Je remercie les projets Ferplay ANR-13-BS01-0012 et Vargen ANR-13-
BS01-0001-01 de l’ANR dont je fais partie. Je remercie plus particulie`rement l’Institut Universitaire
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2 Variations sur les constructions d’Arthur
2.1. Dans cette section, on e´nonce et de´montre de le´ge`res variations de re´sultats d’Arthur. Tout
tourne autour de l’analogue pour les corps de nombres de l’existence et l’unicite´ de la filtration de
Harder-Narasimhan. La pre´sentation s’inspire en particulier de [7].
2.2. Degre´ d’instabilite´. Soit g ∈ G(A) et Q un sous-groupe parabolique standard. On de´finit
le degre´ d’instabilite´ de g suivant Q par la formule suivante
degQi (g) = max
(P,δ)
〈ρQP , HP (δg)〉
ou` (P, δ) parcourt les couples forme´ d’un sous-groupe parabolique standard P ⊂ Q et d’un e´le´ment
δ ∈ P (F )\Q(F ). La borne supe´rieure des 〈ρQP , HP (δg)〉 est finie et atteinte comme il re´sulte de la
the´orie de la re´duction (cf. lemme 5.1 de [2]). Ce degre´ est invariante par ZQ(A).
Lemme 2.2.1. — Les trois conditions suivantes sont e´quivalentes
1.
degQi (g) 6 0
2. pour tout sous-groupe parabolique P ⊂ Q, tout δ ∈ P (F )\Q(F ) et tout ̟ ∈ ∆ˆQP , on a
〈̟,HP (δg)〉 6 0.
3. pour tout sous-groupe parabolique P ⊂ Q maximal, tout δ ∈ P (F )\Q(F ) et tout ̟ ∈ ∆ˆQP ,
on a
〈̟,HP (δg)〉 6 0.
De´monstration. — On a 1⇒ 3 car si P ⊂ Q est maximal et si ̟ est l’unique e´le´ment de ∆ˆQP ,
on a ρQP = c ·̟ pour une constante c > 0.
On a 3⇒ 2 car tout ̟ ∈ ∆ˆQP de´termine un sous-groupe parabolique P ⊂ P
′ ⊂ Q maximal et
〈̟,HP (δg)〉 = 〈̟,HP ′(δg)〉
ne de´pend que de la classe de δ dans P ′(F )\G(F ).
Enfin 2⇒ 1 car le vecteur ρQP est une combinaison line´aire a` coefficients positifs d’e´le´ments de
∆ˆQP . 
Lorsque Q = G, on pose
degi(g) = deg
G
i (g)
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et on parle simplement de degre´ d’instabilite´. On dit que g est semi-stable si et seulement si
degi(g) 6 0.
2.3. Couple canonique. —
De´finition 2.3.1. — On dit qu’un couple (P, δ) forme´ d’un sous-groupe parabolique standard P
et d’un e´le´ment δ ∈ P (F )\G(F ) est canonique s’il ve´rifie les deux conditions suivantes
1.
〈ρGP , HP (δg)〉 = degi(g)
2. pour tout sous-groupe parabolique Q contenant P tel que 〈ρGQ, HQ(δg)〉 = degi(g) on a
Q = P .
Lemme 2.3.2. — Soit g ∈ G(A). Alors (P, δ) est un couple canonique de g si et seulement si les
deux conditions suivantes sont ve´rifie´es
1. on a
degPi (δg) 6 0
2. Pour tout α ∈ ∆P , on a
〈α,HP (δg)〉 > 0
De´monstration. — Soit (P, δ) un couple canonique de g. Montrons que les conditions 1 et 2
sont ne´cessaires. On a pour tout sous-groupe parabolique Q ⊂ P et tout η ∈ Q(F )\P (F )
〈ρPQ, HQ(ηδg)〉 = 〈ρ
G
Q, HQ(ηδg)〉 − 〈ρ
G
P , HP (δg)〉(2.3.1)
= 〈ρGQ, HQ(ηδg)〉 − degi(g) 6 0
d’apre`s la condition 1 de la de´finition 2.3.1. On obtient ainsi la premie`re condition d’apre`s le lemme
2.2.1.
Soit α ∈ ∆P et P ( R ⊂ G le sous-groupe parabolique minimal de´fini par la condition
∆RP = {α}. On a alors
〈ρRP , HP (δg)〉 = 〈ρ
G
P , HQ(δg)〉 − 〈ρ
G
R, HR(δg)〉(2.3.2)
= degi(g)− 〈ρ
G
R, HR(ηδg)〉 > 0
L’ine´galite´ est stricte par la condition 2 de la de´finition 2.3.1 (P est maximal parmi les paraboliques
qui ve´rifient degi(g) = 〈ρ
G
R, HP (δg)〉). On obtient donc la seconde condition puisque ρ
R
P et α sont
e´gaux a` un coefficient multiplicatif pre`s, qui est strictement positif.
Inversement, il est aise´ de partir des e´galite´s (2.3.1) et (2.3.2) pour obtenir la re´ciproque. 
2.4. Existence et unicite´. — C’est l’objet de la proposition suivante.
Proposition 2.4.1. — Pour tout g ∈ G(A), il existe un unique couple canonique.
De´monstration. — L’existence est claire. Il s’agit de prouver l’unicite´. Soit (P, δ) et (Q, η) deux
couples canoniques. On a alors δη−1 ∈ P (F )\G(F )/Q(F ). On peut donc supposer qu’on peut
trouver des rele`vements a` G(F ), note´s encore δ et η, tels que δη−1 = w ∈ W . Quitte a` changer g
en ηg, on peut supposer qu’on a η = 1 et δ = w. Ainsi, on conside`re les couples canoniques (P,w)
et (Q, 1). Les conditions 1 et 2 du lemme 2.3.2 (cf. aussi lemme 2.2.1) impliquent les conditions
suivantes.
– Pour tout sous-groupe parabolique standard R ⊂ P , pour tout δ ∈ R(F )\P (F ) et tout
̟ ∈ ∆ˆPR, on a 〈̟,HR(δwg)〉 6 0 ;
– Pour tout α ∈ ∆P , on a 〈α,HP (wg)〉 > 0.
Posons P1 = w
−1Pw. Les conditions ci-dessus impliquent
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– Pour tout sous-groupe parabolique semi-standardR ⊂ P1 et tout̟ ∈ ∆ˆ
P1
R , on a 〈̟,HR(g)〉 6
0 ;
– Pour tout α ∈ ∆P1 , on a 〈α,HP1(g)〉 > 0.
L’e´le´ment g ve´rifie les conditions analogues ou` l’on remplace (P1, w) par (Q,1).
Pour tout sous-groupe parabolique semi-standard P ′, soit CP ′(g) ⊂ a0 la partie forme´e des
H ∈ a0 qui satisfont les deux conditions suivantes :
– Pour tout sous-groupe parabolique semi-standard R ⊂ P ′ et tout ̟ ∈ ∆ˆP
′
R , on a 〈̟,H +
HP ′(g)〉 6 0 ;
– Pour tout α ∈ ∆P ′ , on a 〈α,H +HP ′(g)〉 > 0.
Lorsque P ′ parcourt l’ensemble des sous-groupes paraboliques contenant T0, la collection des
CP ′(g) forme une partition de a0 (cf. la discussion de [5] p.22). D’apre`s ce qui pre´ce`de, on a
0 ∈ CP1(g) ∩CQ(g)
donc P1 = Q. Donc P et Q sont standard et conjugue´s donc e´gaux et donc w ∈ P (F )∩W ce qu’il
fallait voir. 
2.5. Identite´s d’Arthur.— Soit FP la fonction caracte´ristique des g ∈ G(A) tels que degPi (g) 6
0.
Proposition 2.5.1. — Pour tout sous-groupe parabolique Q de G, on a
1. On a
1 =
∑
P⊂Q
∑
δ∈P (F )\Q(F )
FP (δg)τQP (HP (δg))
2.
FQ(g) =
∑
P⊂Q
εQP
∑
δ∈P (F )\Q(F )
τˆQP (HP (δg))
De´monstration. — Ces assertions se rame`nent a` des assertions analogues sur le facteur de
Levi standard MQ de Q. Ce dernier est un produit de groupes ge´ne´raux line´aires et les fonctions
qui apparaissent sont des produits sur les facteurs line´aires. Par re´currence, on suppose donc les
assertions connues pour les sous-groupes paraboliques propres de G. L’assertion 1 pour Q = G
n’est qu’une reformulation de l’existence et l’unicite´ d’un couple canonique. D’apre`s l’assertion 1
pour Q = G et l’assertion 2 pour Q ( G, on a
FG(g) = 1−
∑
Q(G
∑
δ∈Q(F )\G(F )
FQ(δg)τGQ (HQ(δg))
= 1−
∑
Q(G
∑
δ∈Q(F )\G(F )
τGQ (HQ(δg))
∑
P⊂Q
εQP
∑
η∈P (F )\Q(F )
τˆQP (HP (δηg))
= 1−
∑
P(G
∑
δ∈P (F )\G(F )
∑
P⊂Q(G
εQP τˆ
Q
P (HP (δg))τ
G
Q (HQ(δg))
= 1 +
∑
P(G
∑
δ∈P (F )\G(F )
εGP τˆ
G
P (HP (δg))
car, d’apre`s le lemme de Langlands, on a
(2.5.1)
∑
P⊂Q⊂G
εQP τˆ
Q
P (HP (δg))τ
G
Q (HQ(δg)) = 0.
pour P ( G (une re´fe´rence re´cente est [17] proposition 1.7.2). 
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Remarque 2.5.2. — Dans [2], Arthur introduit a` l’aide de la the´orie de la re´duction, une fonction
FQ(·, T ) qui de´pend d’un parame`tre T . Notre fonction FQ n’est pas la valeur en T = 0 de la
fonction d’Arthur. Cependant, pour T ≪ positif ≫, on a
FQ 6 FQ(T ).
En particulier, FQ he´rite de certaines proprie´te´s de support de FQ(T ). Ainsi la fonction FG, qui est
e´videmment ZG(A)-invariante, est la fonction caracte´ristique d’un compact de ZG(A)G(F )\G(A).
3 Une autre troncature
3.1. Dans cette section, on introduit une troncature analogue a` celle qui consiste a` limiter le
champ des fibre´s vectoriels sur une courbe en imposant que la pente d’un sous-fibre´ soit toujours
ne´gative.
3.2. Soit Π ⊂ a0 l’ensemble des poids dominants des repre´sentations standard de G a` savoir les
puissances exte´rieures de la repre´sentation naturelle. On a donc
ΠG = Π = {(1, 0, . . . , 0), . . . , (1, 1, . . . , 1)}.
On appelle sous-groupe parabolique extre´mal de G un sous-groupe parabolique standard qui est
soit e´gal a` G soit maximal. Les sous-groupes paraboliques extreˆmaux sont en bijection avec les
e´le´ments de ΠG si l’on associe au sous-groupe parabolique standard P de type (r, n− r) le poids
̟r = (1, . . . , 1︸ ︷︷ ︸, 0, . . . , 0︸ ︷︷ ︸)
r n− r
.
Pour tout sous-groupe parabolique standard P de G on pose alors
̟P =
1
n1
̟n1
ou` (n1, n2, . . . , nk) est le type de P . Si P ( G est maximal de type (r, n− r), on a
∆ˆGP = {r(̟P −̟G)}.
Soit χGP la fonction caracte´ristique des H ∈ a0 tels que
〈̟P , H〉 6 0.
Soit EG l’application a` valeurs dans {0, 1} de´finie pour tout g ∈ G(A) par
(3.2.1) EG(g) =
∑
P⊂G
∑
δ∈P (F )\G(F )
FP (δg)τGP (HP (δg))χ
G
P (HP (δg))
ou` la somme est prise sur les sous-groupes paraboliques standard de G. D’apre`s la proposition
2.5.1, il y a au plus un terme non nul dans la somme ci-dessus.
Remarque 3.2.1. — Il est imme´diat sur la de´finition que cette application se descend au quotient
G(F )\G(A)/K. Contrairement a` la fonction FG de´finie au §2.5, elle n’est pas ZG(A)-invariante.
Sur le sous-groupe G(A)1, les fonctions FG et EG co¨ıncident. Il n’en est pas de meˆme en ge´ne´ral.
3.3. La de´finition pre´ce´dente se ge´ne´ralise de la manie`re suivante. Soit Q ⊂ G un sous-groupe
parabolique standard. Soit (l1, . . . , lk) son type. Pour tout tout sous-groupe parabolique standard
P ⊂ Q, soit
(n1, . . . , nr1 , nr1+1, . . . , nr2 , nr2+1, . . . , nrk).
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On suppose que pour 1 6 i 6 k, on a l’e´galite´ li = nri−1+1+ . . .+nri ou` l’on pose r0 = 0. Soit χ
Q
P
la fonction caracte´ristique des H ∈ a0 tels que
l1+...+lj+nrj+1∑
j=l1+...+lj+1
〈e∗j , H〉 6 0
pour 0 6 j 6 k − 1.
Soit EQ l’application a` valeurs dans {0, 1} de´finie pour tout g ∈ G(A) par
(3.3.1) EQ(g) =
∑
P⊂Q
∑
δ∈P (F )\Q(F )
FP (δg)τQP (HP (δg))χ
Q
P (HP (δg)).
On obtient ainsi une application sur le quotient MQ(F )NQ(A)\G(A)/K. Si l’on e´crit g = mnk
selon la de´composition d’Iwasawa G(A) = MQ(A)NQ(A)K et m = (m1, . . . ,mk) selon l’isomor-
phisme MQ = GL(l1)× . . .×GL(lk) on a
EQ(g) =
k∏
i=1
EGL(li)(mi).
On note EMQ la fonction sur MQ(A) donne´ par le membre de droite ci-dessus.
3.4. Les sous-groupes extreˆmaux de G sont munis d’un ordre total : on a P 6 Q si leurs types
respectifs note´s (n1, n2) et (m1,m2) ve´rifient n1 6 m1.
Proposition 3.4.1. — Soit g ∈ G(A).
1. La borne supe´rieure, prise sur les couples (P, δ) forme´s d’un sous-groupe parabolique extre´mal
et d’un e´le´ment δ ∈ P (F )\G(F ),
sup
(P,δ)
〈̟P , HP (δg)〉
est finie et atteinte.
2. Soit P le plus grand sous-groupe parabolique extre´mal (pour la relation d’ordre de´finie ci-
dessus) tel qu’il existe δ ∈ P (F )\G(F ) de sorte que (P, δ) soit un couple qui atteint cette
borne. Alors le couple (P, δ) est unique. Plus pre´cise´ment, soit (Q, γ) le couple canonique de
type note´ (n1, . . . , nr). Alors P est de type (n1, n2 + . . .+ nr) et δ est la projection de γ sur
P (F )\G(F ).
De´monstration. — L’assertion 1 re´sulte de la the´orie de la re´duction (cf. lemme 5.1 de [2]).
Prouvons l’assertion 2. Soit (P, δ) comme dans l’assertion 2. Soit (a, b) le type de P . En utilisant
l’existence d’un couple canonique pour le facteur GL(b), on voit qu’il existe (Q, γ) avec Q ⊂ P de
type (a, b1, . . . , bk) et γ ∈ P (F )δ qui ve´rifient les deux conditions suivantes
(A) pour tout sous-groupe parabolique maximal R de Q de type (a, b′1, . . . , b
′
k+1), tout η ∈
R(F )\Q(F ) et tout ̟ ∈ ∆ˆQR
〈̟,HP (ηγg)〉 6 0
(B) pour tout α ∈ ∆PQ on a 〈α,HQ(γg)〉 > 0.
Soit R le sous-groupe parabolique standard maximal de Q de type (a1, a2, b1, . . . , bk) avec a1+a2 =
a. Soit R′ le sous-groupe parabolique maximal de G de type (a1, n − a1). Pour tout e´le´ment
η ∈ Q(F ), on a
〈̟R′ , HR′(ηγg)〉 6 〈̟P , HP (γg)〉
Donc pour ̟ l’unique e´le´ment de ∆ˆQR , on a
(3.4.1) 〈̟,HR′(ηγg)〉 = 〈a1(̟R′ −̟P ), HR′(ηγg)〉 6 0
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Soit S le sous-groupe parabolique standard de G de type (a + b1, b2, . . . , bk). Soit S
′ le sous-
groupe parabolique standard maximal de G de type (a+ b1, b2 + . . .+ bk). On a donc
〈̟S′ , HS′(γg)〉 6 〈̟P , HP (γg)〉
c’est-a`-dire
0 6 〈̟P −̟S′ , HQ(γg)〉 =
b1
a+ b1
〈α,HQ(γg)〉
ou` α est l’unique e´le´ment de ∆SQ. donc par minimalite´ de P , on a
(3.4.2) 〈α,HQ(γg)〉 > 0.
En combinant les proprie´te´s (A) et (B), les ine´galite´s (3.4.1) et (3.4.2) avec le lemme 2.3.2, on voit
que (Q, γ) est le couple canonique de g. 
3.5. Quelques corollaires. —
Corollaire 3.5.1. — On a EG(g) = 1 si et seulement si pour tout couple (P, δ) forme´ d’un
sous-groupe parabolique extre´mal et d’un e´le´ment δ ∈ P (F )\G(F ) on a
〈̟P , HP (δg)〉 6 0.
De´monstration. — C’est imme´diat : d’une part on a de´fini EG en terme du couple canonique
(cf. (3.2.1)) et d’autre part la proposition 3.4.1 traduit l’ine´galite´ cherche´e en terme du couple
canonique. 
Corollaire 3.5.2. — Soit P un sous-groupe parabolique standard de type note´ (n1, . . . , nr). Soit
p ∈ P (A). On e´crit p = mn avec m = (m1, . . . ,mr) ∈MP (A) ≃ GL(n1,A)× . . .×GL(nr,A)
EP (p) 6 EG(p) 6 EGL(n1)(m1).
De´monstration. —L’ine´galite´EG(p) 6 EGL(n1)(m1) est aise´ a` obtenir compte tenu du corollaire
3.5.1. Pour obtenir l’ine´galite´ EP (p) 6 EG(p) on peut raisonner par re´currence sur le nombre de
blocs de MP . Le cas crucial est le cas ou` P a deux blocs, c’est-a`-dire P est maximal, cas qu’on
conside`re maintenant. On suppose qu’on EP (p) = 1. On veut montrer que EG(p) = 1. Soit Q un
sous-groupe parabolique extre´mal de G et δ ∈ Q(F )\G(F ). D’apre`s le corollaire 3.5.1, il s’agit de
voir qu’on a
(3.5.1) 〈̟Q, HQ(δp)〉 6 0.
La cas Q = G est e´vident. On suppose donc Q ( G c’est-a`-dire Q est maximal. On peut remplacer
p par γp avec γ ∈ P (F ) sans changer la condition EP (p) = 1. Quitte a` faire ce changement,
on peut et on va supposer que δ est repre´sente´ par w ∈ W et que le sous-groupe parabolique
MP ∩ (w
−1Qw) est standard. On sait que
Hw−1Bw(p)−HB(p)
est une combinaison line´aire a` coefficients positifs d’e´le´ments α ∈ ∆B tels que wα est ne´gatif pour
B (cf. [1] lemme 3.6). On a donc
HB(wp) = w ·Hw−1Bw(p) = w ·HB(p) +
∑
α∈∆B
nαα
ou` nα 6 0. Il s’ensuit qu’on a
(3.5.2) 〈̟Q, HQ(wp)〉 6 〈w
−1 ·̟Q, HB(p)〉 = 〈w
−1 ·̟Q, HB(m)〉
10
Introduisons alors le sous-groupe parabolique R = (MP ∩ (w
−1Qw))NP ⊂ P . E´crivons MP =
GL(a) × GL(b) et R ∩MP = R1 × R2. On a alors les vecteurs ̟R1 et ̟R2 relatifs a` GL(a) et
GL(b) qu’on voit naturellement comme des vecteurs de a0. Le majorant de (3.5.2) s’e´crit alors
〈̟R1 +̟R2 , HB(m)〉. Pour i = 1, 2, les Ri sont extre´maux et on a donc 〈̟Ri , HB(m)〉 6 0. On
obtient bien (3.5.1). 
4 Noyaux modifie´s
4.1. Dans cette section, suivant [8], on introduit des ≪ noyaux≫ k♭o dont l’inte´grale surG(F )\G(A)
1
est la contribution de l’orbite o qui nous inte´resse. En exploitant la troncature de´crite dans la sec-
tion pre´ce´dente, on de´finit un nouveau noyau k♯o dont on relie l’inte´grale a` celle de k
♭
o.
4.2. Soit f ∈ S(g(A)). Pour tout sous-groupe parabolique standard P de G et toute orbite o ∈ O,
soit
kP,o(f, g) =
∑
X∈mP (F ),IGP (X)=o
∫
nP (A)
f(g−1(X + U)g) dU,
ou` l’on note IGP (X) l’induite de laMP -orbite deX (cf. [8] §2.9). La mesure sur nP (A) est normalise´e
de sorte que le re´seau nP (F ) soit de covolume 1. Soit
k60P,o(g) = E
P (g)kP,o(f, g).
4.3. Soit
(4.3.1) k♭
o
(f, g) =
∑
P
εGP
∑
δ∈P (F )\G(F )
τˆP (HP (δg))kP,o(f, δg)
et
(4.3.2) k♯
o
(f, g) =
∑
P
εGP
∑
δ∈P (F )\G(F )
τˆP (HP (δg))k
60
P,o(f, δg)
les sommes portent sur les sous-groupes paraboliques standard P de G.
4.4. Convergence d’une inte´grale.— Pour tous sous-groupes paraboliques standard P1 ⊂ P2,
soit
(4.4.1) σP2P1 (H) =
∑
P2⊂P
εPP2τ
P
P1 (H)τˆP (H)
et
kP2P1,o(f, g) =
∑
P1⊂P⊂P2
εGP kP,o(f, g)
ou` P est un sous-groupe parabolique. La fonction σP2P1 est a` valeurs dans {0, 1}. Pour une autre
description de cette fonction, on renvoie a` [2] lemme 6.1.
Le the´ore`me 4.4.2 ci-dessous est un cas particulier du corollaire 3.2.2 de [8]. En fait, on peut
en donner une preuve plus directe fonde´e sur la proposition 4.4.1 ci-dessous. Cette dernie`re se
de´montre avec les me´thodes de [8] section 3 (cf. en particulier la proposition 3.6.1) a` l’aide de la
proposition 2.5.1.
Proposition 4.4.1. — Pour tous sous-groupes paraboliques standard P1 ⊂ P2, l’inte´grale∫
P1(F )\G(A)1
FP1(g)σ21(HP1(g))k
P2
P1,o
(f, g) dg
est absolument convergente.
The´ore`me 4.4.2. —
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1. L’inte´grale
(4.4.2) Jo(f) =
∫
G(F )\G(A)1
k♭
o
(f, g) dg
est absolument convergente.
2. De plus, on a
Jo(f) =
∑
P1⊂P2
∫
P1(F )\G(A)1
FP1(g)σ21(HP1 (g))k
P2
P1,o
(f, g) dg
ou` la somme porte sur les sous-groupes paraboliques standard P1 et P2 tels que P1 ⊂ P2.
De´monstration. — Par des manipulations standard (qui repose sur la proposition 2.5.1 et la
combinatoire des pp. 41-43 de [6]), l’expression k♭
o
(f, g) est e´gale a`
∑
P1⊂P2
∑
δ∈P1(F )\G(F )
FP1(δg)σ21(HP1(δg))k
P2
P1,o
(f, δg).
Le the´ore`me est donc une conse´quence directe de la proposition 4.4.1. 
4.5. Un e´nonce´ auxiliaire. — Pour tous sous-groupes paraboliques standard P1 ⊂ P2, soit
kP2,60P1,o (g) =
∑
P1⊂P⊂P2
εGP k
60
P,o(g).
La proposition suivante va jouer un roˆle auxiliaire analogue a` celui de la proposition 4.4.1.
Proposition 4.5.1. — L’inte´grale
JP2,♯P1,o(s) =
∫
P1(F )\G(A)
FP1(g)σ21(HP1 (g))k
P2,60
P1,o
(g)| det(g)|s dg
est absolument convergente pour ℜ(s) > 0 et de´finit une fonction holomorphe sur ce domaine. De
plus, on a
lim
s→0
sJP2,♯P1,o(s) =
∫
P1(F )\G(A)1
FP1(g)σ21(HP1 (g))k
P2
P1,o
(g) dg.
De´monstration. — On suppose dans la preuve que s > 0 est re´el. Il est facile d’e´tendre ensuite
le re´sultat a` s de partie re´elle > 0. Soit (n′1, . . . , n
′
l) le type de P2. Soit (n1, . . . , nrl) le type de P1
avec pour 0 6 i 6 l − 1 et r0 = 0
nri+1 + nri+2 + . . .+ nri+1−1 = n
′
i+1
Soit g ∈ G(A) et soit g = mnk la de´composition d’Iwasawa de g avec m ∈M1(A), n ∈ N1(A)
et k ∈ K. On e´crit
m = (m1, . . . ,mrl)
avec mi ∈ GL(ni,A). Soit E
′ la fonction caracte´ristique des g ∈ G(A) tels que
| det(mri+1)| 6 1
pour 0 6 i < l.
Soit P un sous-groupe parabolique tel que P1 ⊂ P ⊂ P2. Sur le lieu des g ∈ G(A) tels que
FP1(g)σ21(HP1(g)) = 1, les fonctions E
′ et EP co¨ıncident. Il s’ensuit que sur ce lieu on a
kP2,60P1,o (g) = E
′
(g)kP2P1,o(g).
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Par conse´quent, en utilisant la de´composition G(A) = G(A)1 × R×+, on a
JP2,♯P1,o(s) =
∫
P1(F )\G(A)
FP1(g)σ21(HP1(g))k
P2
P1,o
(g)E′(g)| det(g)|s dg
=
∫
P1(F )\G(A)1
FP1(g)σ21(HP1(g))k
P2
P1,o
(g)c(g, s) dg
ou` l’on introduit
– b(g) = min
06i6l−1
| det(mri+1)|
−n/nri+1 ;
– c(g, s) =
∫ b(g)
0
as−1da =
b(g)s
s
. (la mesure da est la mesure de Lebesgue sur R).
Pour tout g ∈ G(A)1 tel que σ21(HP1(g)) = 1, on a
b(g) 6 1 ;
cette ine´galite´ de´coule de l’ine´galite´ ci-dessous, vraie sous cette meˆme condition
1 =
rl∏
i=1
| det(mi)| 6
l−1∏
i=0
| det(mri+1)|
n′i+1/nri+1 .
On a donc pour g ∈ G(A)1 tel que σ21(HP1(g)) = 1
|c(s, g)| 6
1
s
.
La proposition re´sulte alors de la proposition 4.4.1 et du the´ore`me de convergence domine´e. 
4.6. Une formule limite. — Voici le principal re´sultat de cette section.
The´ore`me 4.6.1. — Pour tout s ∈ C tel que ℜ(s) > 0, l’inte´grale
(4.6.1) J♯o(f, s) =
∫
[G]
k♯o(g)| det(g)|
s dg
converge absolument. En outre, on a
lim
s→0+
sJ♯(s) = Jo(f).
Remarque 4.6.2. — Dans le the´ore`me et dans tout l’article lims→0+ signifie que la limite est
prise sur les s ∈ C tels que ℜ(s) > 0.
De´monstration. — Comme dans la preuve du the´ore`me 4.4.2, l’expression k♯o(f, g) est e´gale a`∑
P1⊂P2
∑
δ∈P1(F )\G(F )
FP1(δg)σ21(HP1(δg))k
P2,60
P1,o
(f, δg).
Le the´ore`me re´sulte alors de la proposition 4.5.1 et du the´ore`me 4.4.2. 
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5 Inte´grale orbitale tronque´e
5.1. On ge´ne´ralise le´ge`rement la de´finition (4.3.2) : pour tout sous-groupe parabolique standard
Q, on pose
(5.1.1) kQ,♯
o
(g) =
∑
P⊂Q
εQP
∑
δ∈P (F )\G(F )
τˆQP (HP (δg))k
60
P,o(δg),
la somme portant sur les sous-groupes paraboliques standard P . On a alors la formule d’inversion
suivante.
Lemme 5.1.1. —On a ∑
Q
∑
δ∈Q(F )\G(F )
τQ(HQ(δg))k
Q,♯
o
(δg) = k60G,o(g),
ou` la somme porte sur les sous-groupes paraboliques standard Q.
De´monstration. — En utilisant la de´finition 5.1.1, on obtient
∑
Q
∑
δ∈Q(F )\G(F )
τQ(HQ(δg))k
Q,♯
o
(δg) =
∑
P⊂Q
∑
δ∈P (F )\G(F )
εQP τˆ
Q
P (HP (δg))τQ(HQ(δg))k
60
P,o(δg)
=
∑
P
∑
δ∈P (F )\G(F )
k60P,o(δg)[
∑
P⊂Q
εQP τˆ
Q
P (HP (δg))τQ(HQ(δg))]
= k60G,o(g)
car le crochet est nul sauf si P = G auquel cas il vaut 1 (c’est encore le lemme de Langlands (2.5.1)
utilise´ dans la preuve de la proposition 2.5.1). 
5.2. Une convergence auxiliaire.
Proposition 5.2.1. — Pour tout sous-groupe parabolique standard Q et toute fonction f ∈
S(g(A)), l’inte´grale ∫
Q(F )\G(A)
τQ(HQ(g))k
Q,♯
o
(f, g) | det(g)|sdg
converge absolument pour ℜ(s) > 0.
De´monstration. — On prend s > 0 re´el. On introduit la variante suivante de (4.4.1)
(5.2.1) σP2,QP1 (H) =
∑
P2⊂P⊂Q
εPP2τ
P
P1(H)τˆ
Q
P (H)
L’expression kQ,♯o (f, g) est alors e´gale a`∑
P1⊂P2⊂Q
∑
δ∈P1(F )\Q(F )
FP1(δg)σP2,QP1 (HP1(δg))k
P2,60
P1,o
(f, δg).
Il suffit donc de prouver la convergence pour P1 ⊂ P2 ⊂ Q de∫
P1(F )\G(A)
τQ(HQ(g))F
P1(g)σP2,QP1 (HP1(g))|k
P2,60
P1,o
(f, g)| | det(g)|sdg.
Sous la condition FP1(g)σP2,QP1 (HP1 (g)) = 1, on a, comme dans la preuve de la proposition 4.5.1
dont on reprend les notations,
kP2,60P1,o (g) = E
′(g)kP2P1,o(g).
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Apre`s de´composition d’Iwasawa G(A) = NQ(A)MQ(A)
1A∞QK, on est ramene´ a` conside´rer
l’inte´grale∫
(MQ∩P1)(F )\MQ(A)1
FP1(m)σP2,QP1 (HP1(m))
( ∫
K
|kP2P1,o(f,mk)| dk
)
cM (m, s) dm.
ou` l’on introduit
cM (m, s) =
∫
A∞
Q
τQ(HQ(a))E
′(am)| det(a)|s da.
Soit (n1, . . . , nl) le type de Q de sorte qu’on identifie A
∞
Q a` (R
×
+)
l. Soit a = (a1, . . . , al) ∈ (R
×
+)
l.
Par un raisonnement similaire a` celui effectue´ dans la preuve de la proposition 4.5.1, on voit que
E′(am) = 1 implique qu’on a a1 6 1. Par conse´quent, en utilisant la mesure de Lebesgue dai, on
majore cM (m, s) par
∫ 1
0
as−11
∫ a1
0
as−12 . . . a
s−1
l−1
∫ al−1
0
as−1l dal . . . da1 =
1
s
∫ 1
0
as−11
∫ a1
0
as−12 . . .
∫ al−2
0
a2s−1l−1 dal−1
=
1
l!sl
.
On peut alors conclure parce que l’inte´grale∫
(MQ∩P1)(F )\MQ(A)1
FP1(m)σP2,QP1 (HP1(m))
( ∫
K
|kP2P1,o(f,mk)| dk
)
dm
est convergente. 
5.3. Inte´grale orbitale tronque´e. — Elle est de´finie par l’e´galite´ (5.3.1) ci-dessous.
Proposition 5.3.1. — L’inte´grale
(5.3.1) JG,60
o
(f, s) =
∫
[G]
k60G,o(f, g)| det(g)|
s dg
converge absolument pour ℜ(s) > 0.
De´monstration. — La proposition est une conse´quence directe de la formule d’inversion (lemme
5.1.1) et de la proposition 5.2.1 ci-dessus. 
5.4. Plus ge´ne´ralement, pour un sous-groupe de Levi M de G, f ∈ S(m(A)) et o une orbite dans
m(F ), on de´finit
kM,60o (f,m) = E
M (m)
∑
X∈o(F )
f(m−1Xm)
et
JM,60
o
(f, s) =
∫
[M ]
kM,60
o
(f,m)| det(m)|s dm.
De meˆme, on montre que cette inte´grale converge pour ℜ(s) > 0.
6 Contributions des orbites et inte´grales orbitales
6.1. Fonction presque invariante. — Soit f ∈ S(g(A)). Pour tout sous-groupe parabolique
standard P et X ∈ mP (A), on introduit le terme constant
fP (X) =
∫
K
∫
nP (A)
f(k−1(X + U)k) dUdk.
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Cela de´finit un e´le´ment fP de S(mP (A)). Lorsque M est un sous-groupe de Levi standard, on
note fM = fP ou` P est le sous-groupe parabolique standard de facteur de Levi M . Introduisons
la de´finition suivante.
De´finition 6.1.1. — Une fonction f ∈ S(g(A)) est dite presque invariante si pour tous sous-
groupes paraboliques standard P et Q et tout w ∈ W tel que MQ = wMPw
−1 on a
fQ(X) = fP (wXw
−1)
pour tout X ∈ mP (A).
Remarque 6.1.2. — A` l’aide de l’injectivite´ de la transformation d’Abel sur les fonctions sphe´riques,
il n’est pas difficile de voir qu’une fonction K-invariante a` droite et a` gauche est presque invariante
au sens de la de´finition ci-dessus. Voici un exemple d’une telle fonction : on prend f = ⊗vfv telle
que
– en une place archime´dienne v
fv(X) = ϕ(‖X‖
2)
ou` ϕ est une fonction de Schwartz sur R et ‖ · ‖ est la norme pour le produit hermitien
standard sur g(Fv).
– fv = 1g(Ov) en une place non-archime´dienne v.
6.2. Soit o ∈ O et
L(o)
l’ensemble (fini) des couples (M, o′) forme´ d’un sous-groupe de Levi standard M de G et d’une
orbite o′ ∈ OM telle que IGM (o
′) = o ou` l’on note IGM (o
′) l’orbite induite comme dans [8] §2.9. Deux
e´le´ments de L(o) sont e´quivalents s’ils sont conjugue´s par un e´le´ment du groupe de Weyl W . Soit
L(o)/W
l’ensemble des classes d’e´quivalence qu’on identifie souvent a` un syste`me de repre´sentants.
Pour tout (M, o′) ∈ L(o) soit stabW (M, o
′) son stabilisateur dans W . Le groupe de Weyl WM
relatif a` M est bien suˆr un sous-groupe de stabW (M, o
′) ; on note
(6.2.1) W (M, o′) = stabW (M, o
′)/WM
le quotient. Pour tout sous-groupe de Levi de G soit
(6.2.2) rM = (r − 1)!
ou` r est le nombre de ≪ blocs line´aires ≫ de M .
Proposition 6.2.1. — Soit f ∈ S(g(A)) presque invariante au sens de la de´finition 6.1.1. On a
JG,♯
o
(f, s) =
∑
(M,o′)∈L(o)/W
εGM
rM
|W (M, o′)|
JM,60
o′
(fM , s)
Avant de donner la preuve de cette proposition, notons le corollaire suivant qui repose sur le
the´ore`me 4.6.1.
Corollaire 6.2.2. — Sous les hypothe`ses de la proposition
Jo(f) = lim
s→0+
s
∑
(M,o′)∈L(o)/W
εGM
rM
|W (M, o′)|
JM,60
o′
(fM , s).
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6.3. De´monstration de la proposition 6.2.1. — On va faire une se´rie de manipulations
formelles. Il est aise´ de les justifier pour ℜ(s) > 0, par exemple en majorant f par une fonction
positive et en prenant s re´el. En utilisant successivement la formule (5.1.1) pour Q = G (qui
n’est autre que la de´finition (4.3.2)), la de´composition d’Iwasawa combine´e a` un changement de
variables, on a
JG,♯o (f, s) =
∑
P
εGP
∫
P (F )\G(A)
τˆP (HP (g))k
60
P,o(f, g) | det(g)|
sdg
=
∑
P
εGP
∑
{o′∈OMP |IG
P
(o′)=o}
∫
[MP ]
τˆP (HP (m))k
MP ,60
o′
(fP ,m) | det(m)|
sdm,
ou`
kMP ,60
o′
(fP ,m) = E
MP (m)
∑
X∈o′(F )
fP (m
−1Xm).
Soit (M, o′) ∈ L(o). Soit
W+M = {w ∈ W | w∆
M
0 ⊂ ∆0}.
L’application w 7→ (wMw−1, w · o′) fournit une surjection de W+M sur la W -orbite de (M, o
′). Le
cardinal d’une fibre est exactement |W (M, o′)|. Pour tout w ∈ W+M posons Pw =Mw
−1Bw. C’est
un sous-groupe parabolique de facteur de Levi M c’est-a`-dire un e´le´ment de P(M). L’application
w 7→ Pw
induit une bijection de W+M sur P(M).
Soit P et P1 des sous-groupes paraboliques standard de facteurs de Levi respectifs M et M1.
On comple`te ces donne´es en des e´le´ments (M, o′) et (M1, o
′
1) de L(o). Supposons que w ∈ W
ve´rifie (M1, o
′
1) = w · (M, o
′). En utilisant le fait que f est presque invariante, on obtient par un
changement de variables qu’on a∫
[M1]
τˆP1 (HM1(m))k
M1,60
o′
1
(fM1 ,m) | det(m)|
sdm
=
∫
[M ]
τˆPw (HM (m))k
M,60
o′
(fM ,m) | det(m)|
sdm
On en de´duit qu’on a
JG,♯o (f, s) =
∑
(M,o′)∈L(o)/W
εGM |W (M, o
′)|−1
∫
[M ]
( ∑
w∈W+
M
τˆPw (HM (m))
)
kM,60
o′
(fM ,m) | det(m)|
sdm
ou` ∑
w∈W+
M
τˆPw (HM (m)) =
∑
P∈P(M)
τˆP (HM (m)).
D’apre`s le lemme 6.3.1 ci-dessous, on peut remplacer dans l’inte´grale cette expression par rM . Le
re´sultat s’ensuit.
Lemme 6.3.1. — Pour tout H ∈ aM en dehors d’un ensemble de mesure nulle, on a∑
P∈P(M)
τˆP (H) = rM .
De´monstration. — On raisonne par re´currence sur la dimension de aM . D’apre`s le lemme de
Langlands, pour tout sous-groupe parabolique P , on∑
P⊂Q⊂G
εGQτ
Q
P (H)τˆ
G
Q (H) = 0.
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En sommant sur P ∈ P(M) et en intervertissant les sommes sur P et Q on aboutit a`
∑
Q∈F(M)
εGQτˆ
G
Q (H)[
∑
P∈PQ(M)
τQP (H)] = 0.
Le facteur entre crochets vaut 1 presque partout. L’e´galite´ devient∑
L∈L(M)
εGL [
∑
Q∈P(L)
τˆGQ (H)].
Par hypothe`se de re´currence, le terme entre crochets pour L 6= M est e´gal a` (k − 1)! ou` k est le
nombre de blocs de L. Du coup l’e´galite´ se re´e´crit
(6.3.1) (−1)N−1
∑
P∈P(M)
τˆGP (H) +
N−1∑
k=1
(−1)k−1(k − 1)!|Lk(M)| = 0
ou`N est le nombre de blocs deM et ou` |Lk(M)| est le cardinal de l’ensemble des e´le´ments de L(M)
qui sont forme´s de k blocs. On peut encore interpre´ter |Lk(M)| comme le nombre de partitions en
k ensembles d’un ensemble a` N e´le´ments. On a alors la relation bien connue
N∑
k=1
|Lk(M)|X(X − 1) · · · (X − k + 1) = X
N
qui donne apre`s division par X et e´valuation en X = 0
(6.3.2)
N∑
k=1
|Lk(M)|(−1)
k−1(k − 1)! = 0.
Comme |LN (M)| = 1, on obtient le re´sultat cherche´ en comparant (6.3.1) et (6.3.2). 
7 Inte´grales tronque´es de se´ries d’Eisenstein
7.1. Dans toute la suite, o ∈ O est une orbite nilpotente.
7.2. Fonction θo(s).— Soit di la multiplicite´ du bloc de taille i dans la de´composition de Jordan
de o. Soit d =
∑∞
i=0 di et
r = max{j | dj 6= 0}.
Soit P le sous-groupe parabolique standard de GL(d) de type (dr, dr−1, . . . , d1). On e´crit un
e´le´ment m ∈MP sous la forme ((mr,mr−1, . . . ,m1) avec mi ∈ GL(di). Soit λP ∈ a
∗
P tel que pour
tout m ∈MP (A) on ait
exp(〈λP , HP (m)) =
r∏
i=1
| det(mi)|
i.
On de´finit alors
Eo(s, g) =
∑
δ∈P (F )\G(F )
exp(〈2ρP + sλP , HP (δg))
ou` ρP est la demi-somme des racines dans NP . La the´orie e´le´mentaire des se´ries d’Eisenstein assure
que cette se´rie converge pour ℜ(s) > 0 et de´finit sur cet ouvert une fonction holomorphe de la
variable s.
Proposition 7.2.1. — L’inte´grale
θGo (s) =
∫
[G]
E(g)Eo(s, g) dg
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converge absolument pour ℜ(s) > 0 et de´finit sur cet ouvert une fonction holomorphe.
De´monstration. — Pour obtenir les majorations ne´cessaires pour obtenir ce re´sultat on suppose
que s > 0 est re´el. En utilisant (3.2.1), on est conduit a` e´tudier l’inte´grale∫
Q(F )\G(A)
FQ(g)τQ(HQ(g))χ
G
Q(HQ(g))Eo(s, g) dg.
pour Q un sous-groupe parabolique standard. Soit Q = MN la de´composition de Levi standard.
Par de´composition d’Iwasawa, l’inte´grale ci-dessus s’e´crit∫
[M ]
exp(−〈2ρQ, HQ(m)〉)F
Q(m)τQ(HQ(m))χ
G
Q(HQ(m))(Eo)Q(s,m) dm,
ou` (Eo)Q(s,m) de´signe le terme constant de la se´rie d’Eisenstein Eo(s,m) le long de Q. En utilisant
le calcul classique de ce terme constant, on est ramene´ a` conside´rer l’inte´grale pour w ∈W tel que
R =M ∩ w−1Pw est un sous-groupe parabolique standard de M∫
[M ]
exp(−〈2ρQ, HQ(m)〉)F
Q(m)τQ(HQ(m))χ
G
Q(HQ(m))Ew(s,m) dm,
ou` l’on introduit la se´rie convergente
Ew(s,m) =
∑
δ∈R(F )\M(F )
exp(〈2ρMR + σw + sw
−1λP ), HR(δm)〉)
avec σw est la somme des racines dans NQ ∩ w
−1NPw. Cette inte´grale est donc le produit des
deux inte´grales
(7.2.1)
∫
M(F )\M(A)1
FQ(m)Ew(s,m) dm
et
(7.2.2)
∫
A∞
M
exp(〈−2ρQ + 2ρ
M
R + σw + sw
−1λP , HM (a)〉)τQ(HQ(a))χ
G
Q(HQ(a)) dm.
L’inte´grale (7.2.1) converge car la restriction de FQ a`M(F )\M(A)1 est la fonction caracte´ristique
d’un compact. L’inte´grale (7.2.2) est e´le´mentaire. On peut observer que la projection sur a∗M de
−2ρQ+ 2ρ
M
R + σw est une somme a` coefficients ne´gatifs d’e´le´ments de ∆Q. Par ailleurs, on ve´rifie
aise´ment que la projection sur a∗M de w
−1 · λP est une combinaison line´aire a` coefficients ne´gatifs
de l’unique e´le´ment de ̟Q et d’e´le´ments de ∆Q. La convergence s’ensuit. 
Remarque 7.2.2. — La de´monstration de la proposition 7.2.1 donne en meˆme maintenant un
moyen d’expliciter les fonctions θGo (s). Il suffit essentiellement d’e´valuer l’inte´grale (7.2.1) ci-dessus.
En fait, le cas essentiel, auquel on se rame`ne par un calcul de re´sidu, est l’inte´grale∫
G(F )\G(A)1
FG(g)E(g, λ) dg
ou`
E(g, λ) =
∑
δ∈B(F )\G(F )
exp(〈2ρB + λ,HB(δg)〉).
En utilisant l’ope´rateur de troncature Λ d’Arthur( cf. [3] en le parame`tre T = 0), on est ramene´
a` e´valuer l’inte´grale ∫
G(F )\G(A)1
ΛE(g, λ) dg.
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La fonction ΛE(g, λ) se calcule tre`s simplement a` l’aide des ope´rateurs d’entrelacement (cf. [6]
lemme 15.2). Ceux-ci s’explicitent tre`s bien dans cette situation. Le calcul de l’inte´grale s’en
de´duit (pour une me´thode le´ge`rement diffe´rente, cf. [16] section 3).
7.3. Ge´ne´ralisation. — Plus ge´ne´ralement on de´finit une fonction θMo (s) pour M = GL(n1)×
. . . × GL(nr) un sous-groupe de Levi de G et o
′ une orbite nilpotente dans m (c’est-a`-dire une
collection d’orbites nilpotentes oi pour GL(ni) et 1 6 i 6 r) de la fac¸on suivante.
θM
o′
(s) =
r∏
i=1
θ
GL(ni)
oi (s).
8 Inte´grales zeˆta associe´es a` une orbite nilpotente
8.1. On continue avec les notations de la section 7.
8.2. On associe a` l’orbite o le sous-groupe parabolique standard R de G de type
(dr, dr1 , . . . , d1, dr, . . . , d2, . . . , dr, dr−1, dr).
Soit R =MRNR sa de´composition de Levi. Soit X ∈ o l’e´le´ment de´fini matriciellement par

0d1+...+dr Id2+...+dr
0
0 0 0
0d2+...+dr 0 0 0
. . . Idr−1+dr
0
0
0dr−1+dr Idr
0
0dr


La NR-orbite de X est de la forme X + uo ou` uo ⊂ g est un sous-espace de description simple
qu’on ne rappellera pas ici (cf. proposition 4.5.1 de [9]).
Soit f ∈ C∞c (g(A)) et
fK(X) =
∫
K
f(k−1Xk).
Soit L =
∏r
j=1
∏j−1
i=1 GL(dj). Un e´le´ment A de L va s’e´crire (Ai,j)16i<j6r avec Ai,j ∈ GL(dj). On
pose pour A ∈ L(A)
fKo (A) =
∫
uo(A)
fK(U +


0d1+...+dr ∆1(A)
0
0 0 0
0d2+...+dr 0 0 0
. . . ∆r−2(A)
0
0
0dr−1+dr ∆r−1(A)
0
0dr


)dU
ou` pour 1 6 i 6 r − 1
∆i(A) =


Ai,r ∗ ∗ ∗
Ai,r−1 ∗ ∗
. . . ∗
Ai,i+1


La mesure de Haar sur uo(A) est normalise´e de sorte que uo(F ) soit de covolume 1.
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8.3. Fonctions zeˆta. — On introduit alors la fonction zeˆta
ZG
o
(f, s) =
∫
L(A)
fK
o
(A)δ(A, s)dA
ou`
δ(A, s) =
r∏
j=1
j−1∏
i=1
| det(Ai,j)|
di+...+dj+(j−i)s.
La normalisation de la mesure de Haar sur L(A) suit les prescriptions du §1.6.
Proposition 8.3.1. — L’inte´grale ZGo (s, f) converge pour ℜ(s) > 0 et elle de´finit une fonction
holomorphe sur cet ouvert.
De´monstration. — Elle est e´le´mentaire (cf. [13] ou [9] §10.2). 
8.4. Ge´ne´ralisation aux sous-groupes de Levi. — Plus ge´ne´ralement, pour M un sous-
groupe de Levi de G, tout f ∈ S(m(A)) et toute M -orbite nilpotente o dans m, on de´finit une
inte´grale zeˆta ZMo (f). Si f est un produit sur les blocs line´aires alors l’inte´grale zeˆta est un produit
des fonctions zeˆta associe´s aux blocs.
9 Calcul d’inte´grales orbitales nilpotentes tronque´es
9.1. Le re´sultat suivant explicite l’inte´grale orbitale tronque´e JG,60o (f, s) en termes d’une inte´grale
d’une se´rie d’Eisenstein introduite a` la section 7 et de la distribution zeˆta introduite a` la section
8.
The´ore`me 9.1.1. — Soit f ∈ C∞c (g(A)). Si le support de f est ≪ suffisamment petit ≫, alors on
a pour tout s ∈ C tel que ℜ(s) > 0
JG,60o (f, s) = Z
G
o (f, s) · θ
G
o (s).
Remarque 9.1.2. — Soit f ∈ C∞c (g(A)) une fonction a` support compact. On fixe une place v et
t ∈ Fv. Alors le support de
f(t−1·)
est suffisamment petit au sens du the´ore`me 9.1.1 de`s que |t|v est assez petit. Les inte´grales d’Arthur
Jo(f) ve´rifient des proprie´te´s d’homoge´ne´ite´ (cf. [4]). En principe, cette hypothe`se de petitesse du
support n’est pas trop restrictive.
De´monstration. — Soit Q le sous-groupe parabolique standard de type (d1+ . . .+dr, . . . , dr−1+
dr, dr). Soit X ∈ o l’e´le´ment de´fini au §8.2. Soit GX le centralisateur de X dans G. On a GX ⊂ Q.
L’inte´grale s’e´crit par de´composition d’Iwasawa
JG,60
o
(f, s) =
∫
GX(F )\Q(A)
∫
K
f(k−1q−1Xqk) dkEG(q)| det(q)|s dq.
Soit Q =MN la de´composition de Levi standard de Q. Soit q = mn avecm ∈M(A) et n ∈ N(A).
On e´crit encore m = (m1, . . . ,mr) avec mi ∈ GL(di + . . . + dr,A). On veut montrer que sous la
condition
(9.1.1)
∫
K
f(k−1q−1Xqk) dk 6= 0
et le fait que le support de f est assez petit qu’on a l’e´quivalence
EG(q) = 1⇔ EGL(d1+...+dr)(m1).
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Dans le contexte des fibre´s de Higgs, cette proprie´te´ clef a e´te´ observe´e par Schiffmann (cf. [21]). Le
sens⇒ est toujours vrai (cf. corollaire 3.5.2). Supposons EGL(d1+...+dr)(m1) = 1. Sous la condition
(9.1.1), l’e´le´ment
(9.1.2) m−11
(
Id2+...+dr
0
)
m2
est astreint a` rester dans un compact qui de´pend du support de f . Soit P un sous-groupe para-
bolique maximal de GL(d2 + . . .+ dr) et δ ∈ GL(d2 + . . .+ dr, F ). On regarde GL(d2 + . . .+ dr)
naturellement comme un sous-groupe de GL(d1 + . . .+ dr) de sorte que l’e´le´ment s’e´crit encore
(9.1.3) (δm1)
−1
(
Id2+...+dr
0
)
(δm2).
Soit (l, d2+. . .+dr−l) le type de P . Soit P
′ le sous-groupe parabolique standard deGL(d1+. . .+dr)
de type (l, d1 + . . .+ dr − l). Soit δm2 = pk et δm1 = p
′k′ les de´composition d’Iwasawa relatives
a` P et P ′. On e´crit
p =
(
a ∗
0 ∗
)
p′ =
(
b ∗
0 ∗
)
avec a et b dans GL(l,A). En multipliant (9.1.3) a` gauche par k′ et a` droite par k−1, on voit que
l’e´le´ment (
b−1a ∗
0 ∗
)
est astreint a` rester dans un compact qui ne de´pend que du support de f . Si celui-ci est assez petit
alors on a ne´cessairement (pour la valeur absolue ade´lique)
| det(b−1a)| 6 1.
Or | det(b)| 6 1 (cf. corollaire (3.5.1) qu’on utilise pourm1 et la condition E
GL(d1+...+dr)(m1) = 1).
Il s’ensuit qu’on a | det(a)| 6 1 c’est-a`-dire 〈̟P , HP (δm2)〉 6 0. Comme on a cette ine´galite´ pour
tout P et δ, une nouvelle application du corollaire 3.5.1 entraˆıne qu’on a EGL(d2+...+dr)(m2) = 1.
Le meˆme raisonnement donne par re´currence
EGL(di+...+dr)(mi) = 1
pour 1 6 i 6 r. Mais ces conditions impliquent EG(q) = 1 (cf. corollaire 3.5.2).
On peut donc e´crire
JG,60
o
(f, s) =
∫
GX (F )\Q(A)
∫
K
f(k−1q−1Xqk) dkEH(m1)| det(q)|
s dq
ou` H = GL(d1+ . . .+dr). Soit R ⊂ Q le sous-groupe parabolique de G de´fini au §8.2. On e´crit un
e´le´ment m de MR sous la forme (m
1
r,m
1
r−1, . . . ,m
1
1,m
2
r, . . . ,m
2
2,m
r
3, . . . ,m
r
r). Avec cette e´criture,
on a
m1 = (m
1
r,m
1
r−1, . . . ,m
1
1).
SoitMX ⊂MR le facteur de Levi de GX qui s’identifie a` GL(dr)× . . .×GL(d1), chaque facteur
GL(dj) e´tant plonge´ diagonalement.
Soit NHR = H ∩NR (on voit naturellement H comme un sous-groupe de G). La de´composition
d’Iwasawa et les lemmes 7.3.3 et 7.3.4 de [9] impliquent qu’on a
JG,60
o
(f, s) =
∫
MX(F )\MR(A)
fK
o
(((mij)
−1mi+1j ))
∫
[NH
R
]
EH(nm1) dn δ(m)| det(m)|
s dm
ou` l’on pose
δ(m) =
r∏
j=1
j−1∏
i=1
| det((mij)
−1mi+1j )|
di+...dj .
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On effectue alors le changement de variables Ai,j = (m
i
j)
−1mi+1j et l’on pose M
H
R ce qui donne
JG,60
o
(f, s) = Zo(f, s) ·
∫
[MH
R
]
∫
[NH
R
]
EH(nm1)
r∏
j=1
| det(m1j)|
js dndm1.
On reconnaˆıt sans mal dans le second facteur du membre de droite la fonction θGo (s). Cela conclut.

10 L’e´nonce´ final
10.1. En utilisant le corollaire 6.2.2 et la ge´ne´ralisation e´vidente du the´ore`me 9.1.1 aux sous-
groupes de Levi de G, on aboutit a` l’e´nonce´ suivant.
The´ore`me 10.1.1. — Soit f ∈ C∞c (g(A)) presque invariante au sens de la de´finition 6.1.1.
Lorsque le support de f est assez petit, on a
Jo(f) = lim
s→0+
s
∑
(M,o′)∈L(o)/W
εGM
rM
|W (M, o′)|
ZMo′ (fM , s) · θ
M
o′ (s).
11 Une conjecture
11.1. De´sormais, on prend F = Q. On aurait pu rester avec un corps de nombres ge´ne´ral mais
la restriction a` Q simplifie le´ge`rement les formules. Soit pour s ∈ C
ξ(s) = π−s/2Γ(s/2)ζQ(s)
le produit de la fonction zeˆta ζQ de Riemann avec le facteur archime´dien usuel, Γ e´tant la fonction
d’Euler.
11.2. Soit f ∈ S(g(A)) de´finie par f = f∞ ⊗ (⊗pfp) ou`
– f∞ ∈ S(g(R)) est donne´e par f∞(X) = exp(−π trace(
tXX)),
– pour p premier, fp ∈ C
∞
c (g(Qp)) est la fonction caracte´ristique de g(Zp).
Le but de cette section est de donner une formule conjecturale pour la distribution Jo(f) pour une
orbite nilpotente o. Pour cela, il nous faut normaliser la mesure sur G(A)1. Avec les conventions
sur les choix de mesures du §(1.6), il suffit de pre´ciser la mesure de Haar sur le tore standard
T0(A). Celui-ci est naturellement identifie´ a` (A
1 ×R×+)
n ou` A1 de´signe le groupe multiplicatif des
ide`les de module 1. On munit R×+ de la mesure dt/t et A
1 de la mesure qui donne le volume 1 au
quotient Q×\A1. Avec ces choix, un calcul classique montre qu’on a
(11.2.1) vol(G(Q)\G(A)1) = ξ∗(1)ξ(2) · · · ξ(n)
ou` ξ∗(1) est le re´sidu en s = 1 de ξ (ici e´gal a` 1 mais c’est plus suggestif de le laisser sous cette
forme).
11.3. Fonctions zeˆta associe´s a` une orbite nilpotente. — Soit o une orbite nilpotente dans
g. On reprend les notations du §7.2. On lui associe le diagramme de Young Yo suivant : il a d’abord
dr colonnes chacune ayant r cases, puis dr−1 colonnes de r−1 cases etc. La premie`re ligne a alors d
cases. Dans cette e´criture, l’orbite nulle a pour diagramme une ligne de n cases et l’orbite re´gulie`re
une colonne de n cases. On pose alors pour s ∈ C
ZGo (s) =
∏
y∈Yo
ξ(1 + by + cys)
ou` l’on introduit pour y ∈ Yo les fonctions
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– bras by qui compte le nombre de cases strictement a` droite de y ;
– jambe jy qui compte le nombre de cases strictement en dessous de y ;
– crochet cy = 1 + by + jy.
Ainsi, on obtient ξ(1 + s)ξ(2 + 2s) · · · ξ(n+ ns) pour l’orbite nulle, ξ(1 + s)ξ(1 + 2s) · · · ξ(1 + ns)
pour l’orbite re´gulie`re et ξ(1 + s)2ξ(2 + 3s) pour l’orbite sous-re´gulie`re de GL(3).
11.4. Soit (M, o′) ∈ L(o). On e´critM = GL(n1)× . . .×GL(nr) et o
′ = (o′1, . . . , o
′
r). On ge´ne´ralise
la de´finition pre´ce´dente en posant
ZM
o′
(s) =
r∏
i=1
Z
GL(ni)
o′
i
(s).
Bien suˆr cette expression ne de´pend que de l’orbite sous W de (M, o′). On pose alors
(11.4.1) Ho(s) =
∑
(M,o′)∈L(o)/W
εGM
rM
|W (M, o′)|
ZM
o′
(s).
On peut alors e´noncer la conjecture.
Conjecture 11.4.1. — La fonction me´romorphe Ho(s) a un poˆle simple en s = 0 de re´sidu Jo(f).
Cette conjecture est un pendant pour le corpsQ d’une conjecture formule´e sur les corps de fonc-
tions dans [11]. Cette dernie`re est elle-meˆme un raffinement de conjectures de Hausel-Rodriguez-
Villegas et Mozgovoy (cf. [14] et [19]). Elle a une certaine ressemblance formelle avec le the´ore`me
10.1.1. Elle n’est e´vidente que lorsque o = (0) est l’orbite nulle : dans ce cas, on a simplement
Ho(s) = ξ(1 + s)ξ(2 + 2s) · · · ξ(n+ ns).
Le re´sultat est e´vident car d’une part on a J(0)(f) = vol(G(F )\G(A)
1)f(0) et d’autre part le
volume est donne´ explicitement par (11.2.1). En utilisant les re´sultats de [9] et [8], on peut ve´rifier
cette conjecture pour n 6 3 (les calculs sont peu ou prou ceux de [11] §8.5 et infra). Par exemple,
pour o l’orbite sous-re´gulie`re de GL(3), on a
Ho(s) = ξ(1 + s)
2
(
ξ(2 + 3s)− ξ(2 + 2s)
)
qui a clairement un poˆle simple en s = 0 de re´sidu ξ∗(1)2ξ′(2).
Pour faire un peu plus le lien avec les constructions de [11], introduisons les sommes formelles
d’orbites nilpotentes ∑
o
aoo
ou` o parcourt l’ensemble des orbites nilpotentes dans gl(n) quand n de´crit N et ao est une fonction
me´romorphe sur C. On a une structure additive e´vidente et une structure multiplicative induite
par l’induction d’orbite : ainsi o1 ·o2 est l’induite a` gl(n1+n2) de l’orbite o1×o2 de gl(n1)×gl(n2).
On a alors l’e´nonce´ combinatoire suivant qu’on laisse en exercice au lecteur. On pose Z(0) = 1 et
H(0) = 0 si (0) est l’orbite de gl(0).
Proposition 11.4.2. — On a l’identite´
log(
∑
o
Zoo) =
∑
o
Hoo.
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