The mobility of wearable computers makes usability testing difJicult. In order to fully understand how a user interacts with the wearable, the researcher must examine both the user's direct interactions with the computec as well as the external context the user perceives during their interaction, We present a tool that augments a wearable computer with additional hardware and sofrware to capture the information needed to perform a usability study in the$eld under realistic conditions. We examine the challenges in doing the capture and present our implementation. We also describe Vizweal; a tool for examining the captured data. Finally, we present our experiences using the system for a sample user study.
Introduction
Wearable computers offer their users great advantages. Because the machine is always with the wearer, the user has quick access to the computer for use in any situation. Likewise, since the machine is worn like an article of clothing and is constantly with the user, the computer can take advantage of the user's context to anticipate and better respond to their needs. However, the great flexibility these machines afford also poses a challenge for studying their use. With the user's mobility, the wearable can be used in a large variety of contexts which may significantly influence the interaction. Therefore, to fully understand the interaction between the user and the machine the researcher must also examine the context in which the interaction takes place.
There are similarities between wearable and desktop machines. For instance, to study the use of a desktop computer, a researcher must be able to see how a user interacts directly with the machine [4] . However, with a wearable computer, the context of a situation also influences the interactions a user has with the machine. This occurs in two ways. First, the user may operate the machine differently in various situations. For example, the wearable computer user might use a calendar differently if in the middle of a conversation with another person than when walking down the street alone. With these types of interactions the user is changing her behavior based on her environment. The computer may also change its interactions with the user based on context. Such context-aware applications may significantly change the user experience [3, 91 , creating a challenge in designing usability studies. This makes traditional desktop research tools, in general, inadequate for studying wearables. Previous efforts have often relied on custom solutions to perform user studies [ I , 7, 8, 111 . A video camera is often used to record how a user operates in the context of the environment. Some of these studies also record video of the screen shown to the user or record data about the applications used. However, what is needed is a general, reusable tool so that the researcher can focus on performing a study, as opposed to spending efforts building a data collection system. This generic tool would aid the researcher in studying wearable computer interactions by capturing the use of the machine in the field under natural circumstances. This paper discusses the design and implementation of such a tool. We provide a capture system that enables a researcher to record the interaction a user has with a wearable computer. We also save video from the user's perspective enabling the researcher to determine the context the user was in when the interactions occurred. Next, we present VizWear, a tool that allows visualization of the captured information and environmental context. Finally, we present a sample study focusing on the effectiveness of our system.
System goals
We envision a diverse set of studies for which this tool may be helpful. Our system allows the researcher to study a user's actions which depend both on his direct interaction with the machine as well as the user's physical environment.
Some potential studies might include determining the effect of user movement on input and output devices. For example, the researcher could measure how sitting, standing, and walking affect how well the machine can be used to enter data, or how well the machine conveys needed information to the user. Other studies might look into how different social conditions affect the use of the machine. These studies could be difficult to perform in general, but the effectiveness of the input and output peripherals could again be used as a metric. The researcher could measure the number of interactions, typing speed, reaction times, or the number of errors in different social situations such as a one-on-one conversation, giving a talk, or when the user is alone. Other studies might focus on specific tasks such as examining how a calendar is used in different situations.
With all of these studies, the wearable user is very mobile, and the context the user is in affects the interactions with the machine. Our primary goal in building this system is to allow researchers to begin studying these types of situations by providing a basic set of tools. We have built a capture system that can be used on a wearable computer in a mobile setting. Additionally, we have provided a tool that allows the researcher to examine this data for both qualitative and quantitative effects.
Capture requirements
In order to fully capture the experience a user has with the wearable computer, our capture system has two fundamental requirements. First, the system needs to work in the field under realistic conditions. The second capture requirement is the ability of the system to record the wearable user's perspective. To satisfy the first requirement our system augments a user's existing wearable. In order to satisfy the second, we record the user's direct interactions with the machine and save video taken from the user's perspective so that the researcher can assess the context of any given situation.
Capture in the field
The mobility of the user makes studying a user's interactions with a wearable in a laboratory setting difficult. Performing studies in a laboratory is convenient, but makes it hard to capture the subtleties of the user's interactions that would occur in their normal environment. Although much less controlled, a real environment allows the full effects of context on the user and machine to be evaluated. Such a study requires a tool that collects data about interactions between a user, his machine, and the environment. This tool needs to work in the field and capture data from the user's perspective to give the researcher as much information as possible.
In trying to keep the experience in the field realistic, we need to minimize the impact on the wearable computing experience. We therefore augment an existing wearable instead of designing a machine specifically built to capture the needed information. This allows the user the benefit of their normal machine while still allowing the researcher to collect the needed information.
We developed our tool using a Limy style wearable computer [13] . However, we designed our system to work with as many types of wearable computer hardware as possible. These machines have x86 based processors, often use a Twiddler ffor input and have head mounted displays such as the MicroOptical [ 121 or M1. These computers typically run Linux and the X Window System. Our tool augments such a machine with additional hardware and software giving it the ability to capture a view of the user's experience.
Wearable user's perspective
To study ithe interactions a user has with a wearable in the field, ideally a researcher would have access to the wearer's perspective. This would allow the researcher to see the interactions the user has with the machine and to see how context affects those interactions. To get a sense of this perspective, our tool captures the interactions between the user and the machine along with video from the user's perspective.
We use 1.wo techniques to capture the interactions between the the machine and the user. First, we record video of the display shown to the user. This gives the researcher an overview of the machine's output as seen by the user. Second, we equip the wearable with additional software that gives the machine the ability to log events generated by applications, input devices such as mice, and output devices such as displays.
Capturing the context of the user is more difficult. Our goal in capture is to collect enough data to allow the researcher to see as the user sees and hear as the user hears [13] . This is difficult, but as an approximation, our system records video from cameras placed near the eye. Figure 1 shows a typical setup used to capture the user's context which includes a camera on the user's eyeglasses. The camera points forward, recording in the general direction the user is looking. Another camera, placed in a hat, looks dowri towards the user's hands. The hands are interesting because they are a major effector on the environment. This camela captures the area directly in front of the user and rec0rd.s any manipulation the user does in this space. Our system is flexible in the number of video streams it can capture. The researcher can configure the system to use only one camera looking forward, or to add more cameras looking in other directions such as down towards the hands. This ability gives the researcher the ability to collect as much information as desired. 
Data capture
The capture system has two fundamental tasks. The first is to log the events generated by the applications run on the wearable computer, including all of the input and output of the machine. The second task is recording the video needed. The researcher later uses this to aid in the analysis of the interaction with the machine, seeing the wearable user's perspective of his environment. These tasks need to work with the user's existing wearable computer and minimize the impact on both the user and the machine, while still recording all of the necessary information.
Logging application interactions
The capture of application interactions is designed around events. An event is either generated automatically by an application or in response to a user's input. The event consists of the data the application wants to record and a timestamp of when the event happened. A server is responsible for collecting all of the events and logging them to disk. This design was chosen to make it as easy as possible to store information to the capture log.
One method of capturing events is to modify each application. For example, a library of replacement function calls can output appropriate logging information as well as provide the normal functions expected by the original programmer. This method gives very rich semantic information about the application's run. While our logging and visualization tools are compatible with this methodology we choose instead to augment the underlying windowing system to log all events generated by its application clients and interface devices. This technique allows our system to work with unmodified applications and permits testing of legacy applications. One use of our tool is comparative studies between an old application and a new test application. In addition to writing the new application and performing a user study, both the new and old application would need to be augmented to generate information about the interactions so that they could be compared. If each application requires modification, the researcher would need to be very careful to insure that all of the information needed was collected. Since collecting data from users is time consuming, it would be convenient if the system could collect all information available about the interaction. If another piece of information is desired after completing a study, the raw data is still complete and the information can be extracted. This is difficult to do for any one application and augmenting all applications used on a wearable to provide a complete picture of the machine's use would be quite tedious.
As a result, we choose to take an approach that captures all interactions the user has with the machine, regardless of the applications run. Since the machine we designed the tool for uses X, we log the X Protocol [lO] . The X Protocol contains all information sent between the X Server and the X Client applications. By logging this information, all of the user's input and all of the wearable's output is saved. This is a general solution in that any X Windows application can be logged automatically, and most applications designed to run on the console can be run inside an Xterm and likewise saved.
The major issue with capturing the X Protocol stream is that the information is removed from the actual application.
Instead of being semantically rich, the log contains information about key presses, and rectangles along with text drawn to the screen. As a result, the burden of recovering the needed semantic information is shifted to the analysis tools.
When the user presses a key on the keyboard, the X Server sends a "KeyPress" event to the client that is to process the key press. The event consists of bookkeeping information in addition to the KeyCode that corresponds to the key pressed. With our system, all of this information is logged automatically when we save the X Protocol data. For example, a key pressed during entry of an appointment in a calendar program has the form:
Keypress <root window> <event> <child> <root-x> <root-y> <event-x> <event-y> <state> <time>
To later recover which key was pressed for analysis, we must scan the log of events searching for X Keypress events.
We can then use a filter to extract the data and translate it into something meaningful such as the name of the key pressed. Using the above example the raw KeyPress event may become:
For example, consider a key press. Calendar: appointment entry dialog box -''I" A similar process can be used to extract any other information desired about the interface.
To log all of the events needed to capture the user's interactions with the wearable, we have created a server and set of clients to record events. Each client generates events that log an application's behavior or the user's input. The client sends its data to the server to be recorded. The server collects all of the data from the various clients and logs it to disk. This relationship can be seen in Figure 2 . events. The clients generate data to be logged and send it to the server. The server aggregates the data and writes it to disk.
Our current generic configuration requires three clients. The first is a special client used to inform the server when to start and stop logging information to disk. The audio synchronization client controls a custom circuit used for video synchronization. The last client is an X Proxy that intercepts the X Protocol. This client is a modified version of Xmond 161. We changed it so that each message sent between the X Server and an X Client is logged.
The server is capable of accepting data from additional clients. These could be device drivers modified to log more detail information about user input, such as the buttons pressed on a Twiddler. Applications could also be modified to act as clients to send semantic information directly into the log.
Capturing video
Capturing the user's perspective in the field requires capturing several streams of video. We need to save the video from cameras that provide the researcher with the wearable user's perspective and the video from the head mounted display. Storing several streams of video data on the wearable while minimizing the impact on both the user and the wearable computer is a challenge. We explored two options to save the required video data.
First, we investigated recording Digital Video (DV) directly to the wearable's hard drive using the IEEE 1394 [5] bus. After careful examination, we decided against this option because saving the multiple video streams would drain too many resclurces from the wearable. This is very undesirable since we are trying to keep the wearable experience as realistic as possible. In addition, very few wearable computers currently have 1394 capabilities. This could be added to some machines, but we wanted our tool to be compatible with as many different types of wearables as possible.
As a result we record the video directly to DV tape using DV camcorders. This allows us to store two hours of video at a time: with each stream of video requiring one camcorder. Unfortunately this means the user must carry more equipment, where each camcorder weighs approximately one pound. One potential solution to reduce the weight is to use a commercial piece of hardware that combines four analog video inputs into one output by putting a video stream in each quadrant of the resulting video. Our current configuration only requires 2 or 3 video streams, and only one camcorder would be needed. However, this has the disadvantage of reducing the resolution of each image. While the loss of resolulion might be acceptable for the video recording the user's context in the environment, the loss in resolution would be unacceptable for the video stream recording the view of the head mounted display. Some wearable displays already have greater resolution than the video and any reduction in r1:solution would limit the system's utility.
Another problem with recording the video is synchronization. The video streams must be synchronized with each other and with the log of application events recorded on the wearable. All of the camcorders and the logging software can not be started at the exact same moment. Even if they could, the clocks drift relative to each other. There is a timecode written to the DV tape, but this could not be set externally for all of the equipment we found. As a result we have dedicated one of the audio channels to keeping the synchronization.
With a small piece of custom hardware we inject a tone to the audio track under control of the audio synchronization client. A special sequence of tones marks the start of the recording session. The software also puts a one second tone onto the audio track once a minute. After the recording is complete, we synchronize the video to the log by finding the sequence of audio saved in the DV stream that marks the start of the recording. The periodic tones can be compared with the data log to check for and fix any drift in the clocks of the camcorders relative to the wearable's clock.
Capture vest
All of the additional hardware needed to capture the video is placed in a vest worn by the wearable user. Figure 3 shows how all of the additional components are connected to the machine. In the normal configuration the wearable computer is attached directly to the head mounted display (HMD) through a VGA connection. With the capture hardware added into the system, a VGA to NTSC converter is placed in series. The converter generates the video signal of the screen shown to the user that the camcorder records to the DV tape. The VGA signal is also passed through to the HMD. This configuration works for the current generation of HMDs because the resolution is less than that of NTSC. However as displays increase in resolution more detail is lost and is another reason why we also capture the X Protocol. The video gives a sense of the overall interaction, while the X events can be used to recover any details lost.
A camera is attached to the second camcorder. This allows the bulky camcorder to be placed conveniently in a vest while the camera head can be placed where needed in order to capture the desired view. Although only one camera is shown in the diagram additional camera I camcorder pairs can be added to allow additional views from the wearable user's perspective to be captured as in Figure I .
The last component is "Audio Sync." This is the circuit that generates the signal used to synchronize the video tapes. This circuit is controlled by the audio synchronization client program through the wearable computer's parallel port (labeled LPT). The output of the circuit is connected to each camcorder's left audio channel input. The audio synchronization circuit is designed around the 555 timer and generates a 4kHz square wave. The circuit is attached to the parallel port allowing the audio tone to be silenced or enabled as needed under software control. Figure 4 shows the vest on a user with all of the additional hardware attached to the wearable. Here the user has a Microoptical display attached to the left arm of his glasses. In this configuration only one camera is used to capture the view from the user's perspective, and it is attached to the right arm of the glasses looking forward. The vest contains the 2 camcorders, one for the camera and the other recording the HMD display. The vest also contains the NTSC to VGA converter, the camera driver box, the audio synchronization circuit and all of the necessary cables and batteries. The user's original wearable computer is worn on his left hip.
VizWear: an interaction and context visualization program
The components of the system described above enable a researcher to capture the data of a wearable user's interactions in the field. To aid in the analysis of this data we also created VizWear, an application run on a Linux PC. This tool allows the researcher to visualize the interaction information saved in the event log and relates this data to the video captured. VizWear is used by the researcher for data examination and can also be used to walk the user through his interactions in a post-trial analysis.
VizWear, shown in Figure 5 , has components to show the video and application events from a capture session. In this screenshot, the top left window shows the view from the camera mounted on the user's glasses. The top right window shows information on the user's HMD at the time.
Here, the user has his calendar open. The middle window is a timeline showing the application events. The bottom window shows event details. All video in VizWear is synchronized to the timeline of events. For example, scrolling the timeline advances to the correct point in the video and playing the video also plays the timeline.
Visualizing events
Event data is displayed in VizWear on a timeline. This view is similar to the timeline view of the MITRE MultiModal Logger [2] . There are two types of events displayed: points and intervals. A point is represented on the timeline as a vertical line. The Keypress line in the timeline shown in Figure 6 is an example of this. These are events that have no duration. Intervals are synthesized from two events stored in the log and are represented by a rectangle that spans the amount of time between the pair of events. For example, the Beep line in the figure shows when a tone is present in the log and on the DV tapes. This is created by combining a pair of TorieOn and ToneOff events to get the duration of the interval.
Each point on the X axis of the timeline is one frame or & of a second. Each small tick mark at the top of the timeline is one second. Larger tick marks denote minutes and hours. Time progresses from earlier on the left to later on the right. The vertical line is the current time under examination and displayed in the above the timeline.
The researcher can use the timeline to examine the data of the event. By using the mouse and hovering over an event the underlying data is printed in the terminal window. Hovering over a Keypress event, for example, prints out the time and name of the key.
Under the timeline are the main controls for the application. The researcher can use the scroll bar under the timeline Twiddled. The user also took more time using the mouse while walking that while sitting.
System evaluation
When asked, the user's only complaint about the capture was the weight of the vest, but he thought it was bearable especially given that he was already carrying around the wearable computer. Even so, the weight could be reduced. The easiest way to do this would be to wire up a common power system for the vest. During this study there was one battery for each of the camcorders and another for the camera and VGA to NTSC converter. With a little work these could be consolidated into one battery significantly reducing the to move through the data. The Play button starts advancing the events displayed in real time, and Stop halts the playback. These buttons also control the simultaneous playback of the video.
weight.
From the researcher's point of view, the system worked rather well, but there were a few concerns. Reducing the number of cables in the vest and consolidating the power system would aid in starting all of the equipment at the be-
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A sample user study ginning of a capture session. Another issue was access to the equipment in the vest while on the user. In order to start the camcorders and make the appropriate connections a great deal of interaction with the vest is required. Our current vest has several pockets and distributes the weight evenly, but it could benefit from customization that would ease access to the necessary components.
Another minor issue during the capture phase of the experiment was that there was a slight problem with the audio synchronization tone on one of the camcorders during Now that we have presented all of the components of the system we will present a small sample user study. The goal of this study was not to get rigorous results, but instead to evaluate our system. We wanted to try our system on a simple yet realistic study to examine the effectiveness of our tools.
Study setup
For this sample study we chose to compare two different mouse input devices. We chose the two versions of the Twiddler, a one-handed chording keyboard I mouse commonly used on wearable computers. The original Twiddler uses a fluid sensor to detect tilt. The user presses a mouse button then tilts the device forward and backward to move the mouse up and down, and side to side for left and right. The Twiddler2 uses a IBM TrackpointTM controlled by the user's thumb to move the mouse cursor.
In our experiment a single novice wearable user navigated through an unmodified version of XCalendar using both input devices. The mouse was used to navigate through a predetermined random set of tasks in the calendar. The user had practiced beforehand with both types of mice on this type of task.
The user performed a set of interactions with each device while sitting and while walking. We used VizWear to analyze the data collected by our system to measure the time it took to perform each mousing operation. The preliminary results were as anticipated. While walking the user took longer using the Twiddler compared to walking with the startup. Audio feedback from the camcorder during this time would be useful to verify that the tones are being properly recorded.
The first issue with analyzing the data was the large volume of video collected. During the study, about 20 minutes of video was recorded. This resulted in 7GB of compressed Digital Video between the two video streams.
For our analysis we measure the amount of time it takes the user to move the mouse between two elements in the calendar interface. With VizWear we easily determined when the mouse button was pressed by using the timeline as shown on the first line in Figure 6 . Likewise, the user's HMD view allows us to determine what each mouse press corresponds to in the application and we easily determined when errors were made in the interaction.
The view captured from the camera provides interesting insight even in this simple study. This data indicates the user took longer with the original Twiddler during the walking phase of the experiment. It can be seen that as the user walked, the mouse jittered more than in the stationary condition. The user would frequently stop or slow his pace significantly to accommodate for the motion. This effect would have been very difficult to see without access to all of the data our system captures. The synchronization of the user's first person view of both the machine and the environment made performing this type of observation simple.
VizWear could benefit from annotation and simple analysis capabilities. For instance, it would have been convenient to select the mouse events of interest on the VizWear timeline. VizWear could then output the desired statistics. As the system is currently implemented, all of this must be done manually.
Future work
We feel this system can be a very powerful tool for enabling the study of the interactions a user has with a wearable computer in the field. ' Besides the potential improvements mentioned above, there are other ways the tools could be extended.
For instance, it would be useful to improve Vizwear's ability to extract information from the event log. The addition of a simple scripting capability would enhance the functionality of the tool by allowing the researcher to more easily parse the log. The scripting capability could be used to make complex queries on the log that are then displayed in VizWear. Currently all of the data is shown and there is no way to only select subsections of the log.
VizWear could also be modified to playback the applications executed. One possible way to do this is to parse all of the X events and recreate the display shown to the user. If the application itself could be replayed it might be interesting to show the context recorded by the video and explore other options available in the application.
Further additions could be made to the system as a whole. For instance, changing the logging tools to send data back to a researcher in real time would be another interesting extension. This addition could enable Wizard of Oz style experiments. A researcher could monitor the wearable user's interaction with a machine through the logging capabilities of the system. The researcher could then control how the wearable applications responded to the user, for instance simulating how a software agent might respond to a situation.
Finally, additional clients could be written to monitor more of the wearable's state. For example, replaying an application would likely require recording additional computer state such as network and disk access. Important or commonly used applications could also me modified to directly capture more semantic data about the user's interaction.
Conclusion
vary depending on the context of the user. Additionally, the extreme mobility and weight and size constraints of wearable computers complicate the design of a generic capture tool.
We have demonstrated a visualization tool that can simultaneously display the wearable's interface and the user's visual environment. This tool is designed to assist experimenters by placing interactions in context. It can also help subjects remember details of the interaction in post-trial analysis. After using our tools for our sample study, we feel that the system is well suited for its task of enabling the researcher to perform a wearable computer studies.
