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Chapitre 1
Introduction
1.1 Les séquences pseudo-aléatoires
Les séquences (déﬁnition 2.1.1) pseudo-aléatoires sont un outil très utilisé en com-
munication et en cryptologie depuis 1948. La liste des domaines est longue : radar,
banque, internet, téléphone, satellite, numérique, clé d'identiﬁcation, commerce électro-
nique, CDMA (Code Design Mutiple Access). . . Plus particulièrement, l'avènement du
net et du multimédia ont posé de nouveaux problèmes en termes de cryptographie. En
eﬀet, le multimédia réunit à la fois plusieurs services, comme l'audio et la vidéo.
La notion de pseudo-aléa désigne une suite de nombres qui s'approche d'un aléa sta-
tistiquement presque parfait, puisque par le procédé algorithmique utilisé pour générer
cette séquence, on ne peut considérer une telle séquence comme aléatoire. Les chercheurs
ont donc développé des outils aﬁn de mesurer les propriétés dites aléatoires ou impré-
visibles de telles séquences. L'étude des séquences pseudo-aléatoires se situe alors sur
deux plans : le premier étant la conception du modèle générateur (déﬁnition 2.3.1) et le
deuxième étant la mesure de la qualité de ces séquences (voir page 127).
La cryptographie a pour but de fournir des méthodes de communications sécurisées,
ﬁables et eﬃcaces. Elle est utile non seulement pour le chiﬀrement des messages, mais
aussi pour l'authentiﬁcation, l'identiﬁcation. . . Au départ, les techniques de communica-
tion étaient analogiques, elles sont devenues par la suite numériques. Le numérique fait
intervenir les techniques de chiﬀrement qui utilisent des séquences pseudo-aléatoires ou
nombres pseudo-aléatoires. Les cryptographes ont du développer diﬀérents modèles al-
gorithmiques de générateur d'aléa appelés PSG (Pseudo-random Sequence Generators)
pour générer ces séquences pseudo-aléatoires dont le but est de servir de clé de chiﬀre-
ment.
1.2 Les critères de pseudo-aléa
Pour la mesure de la qualité aléatoire des PSGs, on utilise plusieurs critères classiques
[1] :
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1. Une longue période : on cherche à générer des séquences périodiques avec une très
grande période. Les paramètres des PSGs déﬁnissent en général une borne supé-
rieure pour la période des séquences générées. Le but est de trouver des séquences
atteignant cette limite. Par exemple pour les FSRs (présentés ci-dessous) construits
sur un corps ﬁni à q éléments Fq de taille r, les séquences de sorties sont toutes
périodiques de période inférieure ou égale à qr − 1.
2. La Propriété d'équilibre (balanced property) : dans une période d'une séquence
binaire périodique, le nombre de uns et le nombre de zéros doivent être égaux à
une unité près.
3. La Propriété des répétitions (run property) : dans une période, les séries de la
forme (µ, λ, λ, . . . , λ, δ), avec µ 6= λ et δ 6= λ, doivent apparaître suivant une bonne
répartition. Par exemple pour les séquences de période qr − 1, les mots de taille
1 ≤ k ≤ r − 2 doivent apparaître (q − 1)qr−k−2 fois.
4. Une distribution idéale des n-uplets : dans une période, les n-uplets de la forme
(λ1, λ2, . . . , λn) doivent obéir à une distribution idéale. Par exemple, pour les sé-
quences de période qr − 1, les n-uplets non-nuls doivent apparaître qr−n fois pour
1 ≤ n ≤ r et les n-uplets nuls doivent apparaître qr−n − 1 fois.
5. Une auto-corrélation de niveau 2 ou auto-corrélation idéale (déﬁnition 5.22.1).
6. Une faible inter-corrélation (déﬁnition 5.22.1).
7. Une grande complexité linéaire (linear span ou linear complexity) : on cherche à ce
que la taille du plus petit registre générant la séquence donnée soit très grande aﬁn
de rendre diﬃcile la reproduction du système.
La propriété d'équilibre, la propriété des répétitions et la propriété de l'auto-corrélation
idéale forment les trois postulats pour un bon aléa proposés par Golomb [2].
Exemple 1.2.1.
(000100110101111000100110101111000100110101111 . . .)
Cette séquence est de période 15 = 24 − 1. Elle vériﬁe la propriété d'équilibre puisqu'il y
a 7 zéros et 8 uns. Elle vériﬁe la propriété des répétitions puisqu'il y a deux séries de la
forme (0), deux séries de la forme (1), une série de la forme (00), une série de la forme
(11), une série de la forme (000) et une série de la forme (1111). Enﬁn elle possède une
distribution idéale des 4-uplets puisque chaque 4-uplet apparaît une seule fois.
1.3 Modèles de Générateurs Pseudo-Aléatoires
Pour le problème de conception, il existe un modèle classique, les FSRs (Feedback
Shift Register) ou Registres à décalage et à rétroaction (déﬁnition 2.5.2). Ce sont des
registres à décalage avec une entrée et une sorties utilisant comme fonction de retour une
fonction booléenne. La ﬁgure 1.1 représente le fonctionnement d'un Feedback Shift Re-
gister. La plupart des séquences pseudo-aléatoires vériﬁant les postulats désirés peuvent
être générées par ces FSRs. Ces registres sont simples et facilement programmables. Ils
sont utilisés depuis 1950.
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Figure 1.1  Registre à décalage et à rétroaction ou FSR.
1.3.1 Registres à décalage et à rétroaction linéaire ou LFSR.
Le plus connu de tous les registres à décalage et à rétroaction est le Linear Feedback
Shift Register ou LFSR (voir déﬁnition 5.2.1) dont les séquences de sorties sont appelées
séquences récurrentes linéaires. Leur particularité étant que la fonction de retour est une
fonction linéaire, ils jouissent donc d'une structure mathématique élégante. Les LFSRs
sont étudiés depuis 1930 dans leur aspect purement théorique construits le plus souvent
sur un corps ﬁni. De 1948 à 1969, les LFSRs sont utilisés comme PSG dans les crypto-
systèmes puisqu'ils peuvent générer des séquences binaires de période maximale, à savoir
une période égale à 2r− 1 si le registre est de taille r. Ces séquences sont appelées les m-
séquences ou maximal length sequences (voir déﬁnition 5.14.2). La recherche de séquence
à très grande période devient un problème crucial dans les années 50. En plus d'avoir
une période maximale, les m-séquences vériﬁent tous les postulats aléatoires qui leur
confèrent une bonne qualité aléatoire.
Figure 1.2  Registre à décalage et à rétroaction linéaire ou LFSR.
1.3.2 Étude algébrique des LFSRs : les séries formelles.
L'essentiel des résultats théoriques sur les LFSRs séquences se trouvent dans [2]. Les
objets algébriques permettant d'étudier les séquences récurrentes linéaires est l'anneau
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Figure 1.3  Complexité linéaire égale à 5.
des séries formelles (voir déﬁnition 3.10.4). Très brièvement, l'étude théorique des LFSRs
sur un corps ﬁni Fpn où p est premier et n ≥ 1 consistent à associer à la séquence de
sorties (a0, a1, a2, . . .) du registre la série formelle
a0 + a1X + a2X
2 + . . . ∈ Fpn [[X]].
La relation de récurrence linéaire transforme cette série formelle en fraction rationnelle
dont le dénominateur est déterminé par la fonction de retour. Ce polynôme que l'on note
q(X) est appelé polynôme de connexion du LFSR. Toute séquence de sorties d'une LFSR
est périodique et la période est inférieure ou égale à pnr − 1. Inversement toute séquence
périodique peut être générée par un LFSR. En particulier, si q(X) est irréductible, alors
la période de la séquence de sorties est l'ordre de q(X) (l'ordre de q(X) le plus petit
entier T tel que q(X) divise XT −1). Si en plus de cela q(X) est primitif, alors la période
est maximale c'est-à-dire égale à pnr − 1, ce sont les fameuses m-séquences. La recherche
de polynôme primitifs irréductibles dans Fpn permet donc la génération des m-séquences.
Pour l'étude inverse, à savoir étudier une séquence périodique et chercher les LF-
SRs qui la génèrent, on sait qu'il existe un polynôme minimal qui déﬁnit le LFSR de
taille minimale générant une séquence donnée. La taille de cette LFSR est appelée durée
ou complexité linéaire (linear Span ou linear complexity). Le problème étant de savoir
comment trouver la complexité linéaire et comment générer des séquences à très grande
complexité linéaire aﬁn de contrer les techniques de cryptanalyse du système ? En 1969,
Massey présente un algorithme pour trouver le polynôme minimal d'une séquence pé-
riodique appelé Algorithme de Berlekamp-Massey [3]. Une autre méthode (théorème de
Blahut), consistant à calculer le poids de Hamming de la transformée de Fourier dis-
crète de la séquence en question, donne seulement la complexité linéaire sans fournir les
paramètres du registre.
Exemple 1.3.1. Considérons le LFSR de fonction de retour déﬁnie à partir de f(x0, x1, x2, x3, x4) =
x0 + x1. La complexité linéaire de la séquence de sorties (00001 . . .) est 5 puisque on ne
peut pas générer ce début de séquence avec une LFSR de taille strictement inférieur à 5.
Voir la ﬁgure 1.3 .
Les LFSRs possèdent plusieurs représentations. La représentation par la trace permet
de démontrer plusieurs résultats classiques des LFSRs (voir déﬁnition 5.16.1). Le résultat
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le plus important est le théorème de Gold sur les gold-pair séquences. La cross-corrélation
entre une m-séquence et une s-décimation (déﬁnition 5.19.1) telle que s soit de la forme
2k + 1 avec k et r premiers entre eux est à trois niveaux (−1,−1± 2n+12 ) [1].
Tous ces résultats font des LFSRs séquences un outil très utilisé dans les systèmes
de chiﬀrement par ﬂot, les CDMA et bien d'autres applications. À partir de 1969, l'algo-
rithme de Berlekamp Massey signe la ﬁn de vie des m-séquence en cryptographie. Il suﬃt
de capter 2r bits consécutifs d'une m-séquences de période 2r−1 pour reconstruire la sé-
quence entièrement. Les LFSRs ne sont plus aptes à une utilisation cryptographique. Les
scientiﬁques ont donc cherchés à construire de nouveaux PSGs, cette fois ci, non-linéaire,
les NLFSRs ou Non-Linear Feedback Shift Registers. Cependant, il est très diﬃcile de
choisir des fonctions de retour non-linéaires pour générer des séquences vériﬁant les pos-
tulats aléatoires décrits précédemment. Les NLFSRs s'avèrent être très résistants aux
techniques algébriques d'analyse et les propriétés les plus simples comme la périodicité
restent inconnues dans un cadre général. Les scientiﬁques se tournent alors vers d'autres
méthodes toujours basées sur les LFSRs.
1.3.3 La communication CDMA (Code Division Multiple Access)
Le CDMA est une technique de communication récente utilisée dans les communica-
tions mobiles permettant d'optimiser la façon dont sont allouées les ressources radio entre
plusieurs utilisateurs. Elle consiste à attribuer à chaque utilisateur de mobile un code au
début de chaque communication qui est "orthogonal" aux codes des autres utilisateurs.
Pour écouter un message reçu d'un utilisateur, il suﬃt alors de multiplier le signal par
le code associé à cette utilisateur. Pour illustrer par un modèle simpliﬁé, considérons un
ensemble d'utilisateurs {1, 2, . . . , N} transmettant simultanément des informations dans
un même canal. On suppose que la transmission se fait sans coordination ni synchroni-
sation. En sortie du canal, le récepteur reçoit la somme des signaux émis par chacun des
utilisateurs (on se place ici dans la situation idéale où la transmission n'est pas altérée par
le bruit). Il s'agit alors de retrouver l'information transmise par chacun des utilisateurs.
À l'utilisateur j, on attribue une suite uj = (u
j
0, u
j
1, . . .) de 1 et de −1 de période 2n− 1.
Ces suites sont appelées suites "porteuses". Pour envoyer un bit aj , l'utilisateur transmet
la suite (−1)ajuj . Le signal reçu en sortie est la suite "somme" notée s et déﬁnie par
si =
j=N−1∑
j=0
(−1)ajuji+τj .
Le décalage τj représente le retard de transmission relatif à l'utilisateur j. Les retards de
transmission sont inconnus du récepteur si on suppose qu'il n'y a aucune coordination
dans la transmission des messages. Pour obtenir le bit aj , il faut calculer l'inter-corrélation
pour tout décalage entre s la suite "somme" des messages et uj la suite attribuée à
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l'utilisateur j. La formule de l'inter-corrélation donne :
Cs,uj (τ) =
i=2n−2∑
i=0
siu
j
i+τ
=
i=2n−2∑
i=0
k=N−1∑
k=0
(−1)akuki+τku
j
i+τ
=
k=N−1∑
k=0
i=2n−2∑
i=0
(−1)akuki+τku
j
i+τ
=
i=2n−2∑
i=0
(−1)ajuji+τju
j
i+τ +
∑
k 6=j
i=2n−2∑
i=0
(−1)akuki+τku
j
i+τ
= (−1)ajCuj ,uj (τ − τj) +
∑
k 6=j
(−1)akCuk,uj (τ − τk).
L'inter-corrélation entre s et uj dépend alors de l'auto-corrélation de uj et de l'inter-
corrélation entre uj et uk pour tout k 6= j. L'idée consiste à trouver et à utiliser comme
suites porteuses une famille de suites uj "orthogonales" par rapport à l'inter-corrélation.
Les LFSRs sont utilisés dans les CDMAs pour la génération des suites porteuses qui
doivent être des m-séquences, c'est-à-dire de période 2n − 1, ayant une inter-corrélation
idéale. Les séquences de Gold ou les Gold-pair séquences sont particulièrement adaptées
à cet eﬀet. C'est une bonne illustration des applications des LFSRs dans la télécommuni-
cation. Cet exemple montre aussi l'importance de résoudre le problème de génération de
familles de séquences pseudo-aléatoires de grande période et ayant une inter-corrélation
idéale (faible).
1.3.4 Les PSGs non linéaires à base de LFSRs.
Les Générateurs à combinaison non linéaire.
En 1971, Groth développe les Générateurs à combinaison non linéaire ou Combinato-
rial Function Generators ou encore CFG qui consistent à opérer une fonction booléenne
sur plusieurs LFSRs distincts et simultanés. Cette construction représentée par la ﬁgure
1.4 détruit la linéarité inhérente des LFSRs.
Figure 1.4  Générateur à combinaison linéaire.
CHAPITRE 1. INTRODUCTION 16
Les Générateurs à base de LFSRs ﬁltrés.
En 1973, Key introduit les LFSRs ﬁltrés ou les Filter Function Generators ou encore
les Feedforward Generator qui consistent en un LFSR ﬁltré par une fonction booléenne.
À chaque étape du registre, la fonction de sorties f prend comme entrée un certain
nombre de bits de l'état du LFSR (voir ﬁgure 1.5). En 1984 d'autres types de PSG sont
Figure 1.5  Registre à décalage et à rétroaction linéaire ﬁltré.
introduits dans l'étude des séquences pseudo-aléatoires comme les GMW séquences ou
les générateurs contrôlés par une horloge (Clock controlled Generators).
Les Générateurs par combinaison avec retenue
Une autre manière de construire des générateurs de ﬂot de chiﬀrement plus complexes
est d'ajouter une retenue durant le processus de génération. Ces registres sont appelés
Générateur par combinaison avec mémoire. Le générateur utilise plusieurs LFSRs simul-
tanément et un registre de retenues dont la mémoire initiale est nulle. Pour chaque top
d'horloge, les sorties des LFSRs sont additionnées. On applique à la somme obtenue
notée S la fonction (mod2) et la fonction (div2) qui sont respectivement le reste et le
quotient de la division euclidienne de S par 2. On retient en sortie le reste et en retenue
le quotient. La ﬁgure 1.6 représente ce modèle de registre.
Les Générateurs par rétrécissement
Dans cette catégorie de générateur, on trouve deux variantes, le générateur rétrécis-
sant ou shrinking generator et le générateur auto-rétrécissant ou self-shrinking generator.
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Figure 1.6  Générateur par combinaison avec retenue.
Le générateur rétrécissant Dans [4][5], Don Coppersmith, Hugo Krawczyk et Yishay
Mansour ont introduit le principe de ce nouveau PSG. Le principe représenté par la ﬁgure
1.7 consiste à prendre deux LFSRs LFSR 1 et LFSR 2, générant respectivement les m-
séquences (a0, a1, . . .) et (b0, b1, . . .). La sortie du générateur est construite selon la règle
suivante :
 si bi = 1, le bit ai est envoyé en sortie et
 si bi = 0, le bit ai est supprimé et aucun bit n'est envoyé en sortie.
Ainsi, même en connaissant une partie de la séquence de sorties, on ne peut trouver une
correspondance entre les ai et les bits de sorties. Le gros désavantage de cette approche
est une diminution du taux de génération qui devient par la même occasion irrégulier.
Figure 1.7  Générateur rétrécissant.
Le générateur auto-rétrécissant (self-shrinking) Le générateur auto-rétrécissant
est une version modiﬁée et plus simple du générateur rétrécissant. Ce modèle a été pré-
senté par W. Meier et O. Staﬀelbach dans [5]. Le générateur auto-rétrécissant comme pré-
senté sur la ﬁgure 1.8 exige un seul LFSR. Le LFSR génère une m-séquence (a0, a1, . . .).
La règle de sélection est identique à celle du générateur rétrécissant, tout en prenant la
séquence formée des bits d'index impair (a1, a3, . . .) comme première séquence et la sé-
quence formée des bits d'index pair (a0, a2, . . .) comme seconde séquence. Explicitement,
on retient en sortie le bit a2i+1 si a2i = 1, sinon on passe à l'étape suivante. En dépit de
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Figure 1.8  Générateur auto-rétrécissant.
leur similitude, le générateur auto-rétrécissant a montré une résistance à la cryptanalyse
encore plus forte que le générateur rétrécissant [6].
Jusque là, la plupart des PSGs ont une structure basée sur les LFSRs et ont été utilisés
dans les systèmes de chiﬀrement par ﬂot ou par bloc et les générateurs pseudo-aléatoires
de nombres.
1.3.5 Registres à décalage et à rétroaction avec retenue ou FCSR.
En 1993, Goresky et Klapper développent un nouveau type de registre à décalage
qui ne se base pas sur les LFSRs : les registres à décalage et à rétroaction avec retenue
ou Feedback with Carry Shift Registers ou encore FCSR [7] (voir déﬁnition 6.3.1). Ils se
diﬀérencient des LFSRs par l'ajout d'une mémoire qui varie suivant les étapes du registre.
"Carry" désigne l'ajout de la mémoire. Le registre se subdivise en deux registres : le
registre principal contenant les bits initiaux de la séquence appartenant au corps premier
Fp (corps ﬁni à p éléments avec p premier) et le registre de retenue contenant la mémoire
initiale appartenant à l'anneau des entiers relatifs Z. La fonction de retour consiste en une
fonction linéaire dont les variables sont les bits initiaux, à laquelle on ajoute la mémoire
initiale pour obtenir un entier σ. Les calculs se font dans Z. La division euclidienne de σ
par p donne le bit et la retenue suivante.
Figure 1.9  Registre à décalage et à rétroaction linéaire avec retenue.
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1.3.6 Étude algébrique des FCSRs : l'anneau des entiers p-adiques Z2.
Pour analyser les FCSRs, Goresky et Klapper utilisent l'anneau des entiers p-adiques
[8] (voir déﬁnition 3.10.6). Ils associent à la séquence de sorties son développement p-
adique :
a0 + a1p+ a2p
2 + . . . ∈ Zp
L'addition dans l'anneau des séries formelles se fait coeﬃcient à coeﬃcient tandis que
dans l'anneau des entiers p-adiques, elle se fait avec une retenue. La relation de récurrence
qui déﬁnit le registre transforme cet entier p-adique en un rationnel sq où q est un entier
déterminé par le FCSR. L'entier q est appelé entier de connexion du FCSR. La période
divise l'ordre de pmodulo q (l'ordre de pmodulo q est le plus petit entier T tel que q divise
pT − 1). La période est maximale si q est premier et si p est une racine primitive modulo
q. Dans ce cas, on a une séquence de période q − 1. Les FCSRs séquences de période
maximale sont appelées l-séquences ou longer sequences [9] (voir déﬁnition 6.11.1). Elles
jouent un rôle similaire à celui des m-séquences. La recherche d'entiers premiers q dont
p est une racine primitive modulo q résout la recherche de telles séquences.
En général, les FCSR séquences ont une grande complexité linéaire. Cependant elles
restent vulnérables à un autre type de mesure : la complexité 2-adique [10] [11]. L'algo-
rithme d'approximation rationnelle [8] permet de construire le plus petit FCSR qui génère
une séquence FCSR en connaissant seulement (2r + 2 logr) bits, où r est le nombre de
cellules du registre principal (la taille du registre). Par conséquent, un FCSR ne peut pas
être utilisé directement comme générateur de chiﬀrement par ﬂot.
Toutefois, les bonnes propriétés statistiques vériﬁées par les FCSR séquences font
de ces séquences un outil tentant et important pour la construction de générateur de
chiﬀrement. Tout comme les LFSRs, les FCSRs peuvent être la base de tels registres en
reprenant les diﬀérentes construction abordées précédemment. On peut citer notamment
la construction d'une nouvelle famille de chiﬀrement par ﬂot FCSR ﬁltrés ou Filtred
Feedback With Carry Shift Register ou encore F-FCSR proposée par Arnault et al. pour
le projet e-STREAM [12] [13][14][15][16] .
1.3.7 Les d-FCSRs et les extensions totalement ramiﬁés de Zp.
En 1994, Goresky et Klapper proposent un nouveau type de FSRs semblables aux
FCSRs : les d-FCSRs [17]. La principale diﬀérence réside dans l'ajout d'un saut de
longueur d dans la case mémoire. Ce saut se traduit algébriquement par une structure
algébrique sous-jacente étant une extension totalement ramiﬁée des entiers p-adiques de
degré de ramiﬁcation d. L'analyse des d-FCSR séquences s'associe donc à l'étude des
entiers dits pi-adiques où pi est une solution de l'équation irréductible sur Q :
pid = p avec p premier.
L'analyse des d-FCSRs montre que la séquence de sorties a pour développement pi-adique
une fraction dans le corps de nombres algébriques Q[pi]. En 2004, ils démontrent les
propriétés basiques de périodicité et de distribution des d-FCSR séquences [18] [19].
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Figure 1.10  Registre à décalage et à rétroaction avec retenue et saut.
1.3.8 Algebraic Feedback Shift Registers
Les d-FCSRs constituent avec les LFSRs et les FCSRs une classe particulière des
FSRs. Ce sont des registres à décalage et à rétroaction reposant sur une structure algé-
brique sous-jacente. Les LFSRs reposent sur l'anneau des séries formelles sur un corps
ﬁni, les FCSRs reposent sur l'anneau des entiers p-adiques pour p premier et les d-FCSRs
reposent sur une extension totalement ramiﬁée de l'anneau des entiers p-adiques et de
degré de ramiﬁcation d. Ainsi, en 1999, Klapper et Xu introduisent les Algebraic Feed-
back Shift Registers ou AFSRs [20] [21] qui consistent en une généralisation des registres
cités précédemment. Ils sont construits sur un triplet (A, pi, S) où A est anneau intègre et
commutatif, pi un élément de A et S un système de représentants de A/piA. Le fonction-
nement des AFSRs est identique au fonctionnement des FCSRs. Le cas intéressant des
AFSRs est celui où A/piA est un corps ﬁni. Si A = Fpn [X] et pi = X, le registre est un
LFSR, si A = Z et pi = p premier, alors le registre est un FCSR et si A = Z[pi] et pi est
racine d-ième de p premier, alors le registre est un d-FCSR. Dans l'analyse, ils utilisent
la topologie pi-adique sur A et considèrent la complétion de cet anneau topologique. Si
A est noethérien, la complétion pour cette topologie pi-adique est l'ensemble des séries
formelles S[[pi]]. Le développement pi-adique des séquences de sorties correspond à un
élément uq dans le corps des fractions de A où q est toujours l'entier de connexion du re-
gistre. Sous certaines conditions, la séquence de sorties a une représentation exponentielle
et sa période divise l'ordre de pi modulo q.
1.4 Classiﬁcation des registres via la théorie algébrique des
nombres.
L'idée des AFSRs amènent à penser à une classiﬁcation des registres en suivant la
classiﬁcation des anneaux de valuations discrètes complets. En eﬀet, l'analyse des FSRs
construits sur un corps ﬁni Fpn repose sur la correspondance entre la séquence de sorties
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inﬁnie (a0, a1, . . .) et une série ayant un sens de convergence dans un espace. Ces espaces
là ne peuvent être que les anneaux de valuation discrète complets de corps résiduel ﬁni
Fpn dont les éléments sont représentés par des séries convergentes de la forme
i=+∞∑
i=0
aipi
i.
La théorie algébrique des nombres classiﬁe ces anneaux en deux catégories :
1. L'anneau de valuation discrète complet et son corps résiduel sont de même carac-
téristique.
2. L'anneau de valuation discrète complet est de caractéristique nulle et son corps
résiduel est de caractéristique p premier.
Dans le premier cas, l'anneau de valuation discrète complet de corps résiduel Fpn est
isomorphe à l'anneau des séries formelles Fpn [[X]] et dans le second cas, il est une exten-
sion ﬁnie de l'anneau des entiers p-adiques Zp. Le degré de l'extension est nd où d est le
degré de ramiﬁcation. Les LFSRs correspondent à l'anneau des séries formelles Fpn [[X]],
les FCSRs sur Fp à l'anneau des entiers p-adiques Zp et les d-FCSRs à l'anneau Zp[pi]
extension totalement ramiﬁée des entiers p-adiques de degré de ramiﬁcation d.
1.5 Les diﬀérents modes de connexion des FSRs.
La fonction de retour et les entrées des LFSRs et des FCSRs se traduisent sous forme
de connexion entre les cellules du registre. Le mode le plus naturel est le mode dit de
Fibonacci. Il est appelé ainsi car la suite de Fibonacci se représente dans ce mode. En
2002, Goresky et Klapper introduisent un tout autre mode appelé le mode de Galois [22]
(voir déﬁnition 5.23.1). Le mode de Fibonacci met à jour une seule cellule du registre
principale puis opère par décalage tandis que le mode de Galois met à jour simultanément
toutes les cellules du registre. En 2004, Mrugalski et Al. développent un nouveau mode de
connexion pour les LFSRs appelé le mode Ring [23] (voir déﬁnition 5.24.1). Il est appelé
ainsi car ce mode garde les décalages qui forment un anneau avec les cellules juxtaposées
tandis que les connexions entre cellules non-juxtaposées sont aléatoires. En 2009, Arnault
et al. ont adapté le mode Ring aux FCSRs [24] [25].
1.6 Travaux développés dans cette thèse : les FCSRs vecto-
riels.
Dans le cadre de cette thèse, nous avons développé la conception vectorielle des
FCSRs. Sachant que les FCSRs se construisent principalement sur le corps premier Fp,
Klapper tente en 1994 d'étendre leur conception sur tout corps ﬁni Fpn [26]. Les FCSRs
sur Fpn correspondent à l'anneau des vecteurs de Witt sur Fpn . C'est une structure
algébrique sous-jacente très diﬃcilement utilisable. Klapper décrit alors brièvement une
conception vectorielle mais se cantonne à une analyse purement formelle dont les résultats
sont diﬃcilement implémentables.
Nous avons développé une analyse vectorielle complète fournissant tous les résultats
fondamentaux dont on dispose déjà pour le cas d'un corps premier comme la période,
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la mémoire, les propriétés pseudo-aléatoires, la recherche et la génération de l-séquences
. . . etc. Ces résultats ont été publiés dans SETA 2010 [27]. Après avoir développé l'analyse
Figure 1.11  FCSR vectoriel quadratique en mode Fibonacci.
vectorielle des FCSRs ou VFCSRs, nous nous sommes intéressés au mode Galois des
FCSRs vectoriels. Nous avons construit le formalisme de ces FCSRs vectoriels en mode
Galois et nous avons développé en détail le cas quadratique (FCSR construit sur F22). En
eﬀet, c'est le cas le plus naturel après le cas binaire qui a déjà été l'objet des travaux de
Goresky et Klapper. On montre que les FCSRs vectoriels en mode Galois ont de bonnes
propriétés statistiques tout comme les FCSRs vectoriels en mode Fibonacci pour des
choix adéquats des paramètres. Ils passent en particulier tous les tests statistiques du
NIST et ils sont simples à mettre en ÷uvre.
Comme constaté dans [28], le mode de Fibonacci n'est pas adapté pour les applications
de cryptographie alors que le mode de Galois semble meilleur. Nous avons construit une
famille de chiﬀrement par ﬂot à base de FCSRs vectoriels ﬁltrés et nous avons simulé une
version hardware : F-VFCSR-H. Notre générateur de ﬂot de chiﬀrement semble présenter
une résistance à l'attaque de Hell et Johansson [29]. Il oﬀre aussi un débit double par
rapport au F-FCSR-H v3 [24]. L'introduction de cette nouvelle famille de chiﬀrement
par ﬂot et les résultats obtenus ont été publiés dans WISA 2010 [30]. Cependant, nous
n'explicitons pas, dans la suite, ces applications hardware des VFCSRs en mode Galois.
Enﬁn, nous présentons le mode généralisé ou mode Ring des FCSRs vectoriels. On
parle alors de FCRs vectoriels ou Vectorial Feedback with Carry Registers ou registres
vectoriels avec retenues. Nous fournissons les résultats basiques de l'analyse et comparons
les propriétés de périodicité avec un FCSR binaire en mode Ring de taille double. On
constate que les périodes maximales sont identiques tout en gagnant en structure algé-
brique permettant de faciliter l'analyse. En réalité un VFCR de taille r s'apparente à un
FCR de taille 2r, mais cette ressemblance n'est valable que d'un point de vue matériel,
car les VFCRs obéissent à une structure algébrique.
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On note enﬁn que l'introduction des VFCSRs, nous permet de compléter la classiﬁ-
cation des registres à décalage et à rétroaction.
1.7 Plan de la Thèse
Dans un premier temps, nous déﬁnissons les notions générales et élémentaires sur les
séquences et les générateurs. En deuxième partie, on rappelle les résultats classiques sur
les anneaux de valuations discrètes complets et leur classiﬁcation. En troisième partie,
on développe les vecteurs de Witt et l'anneau Zpn . En quatrième, on rappelle tous les
résultats fondamentaux sur les LFSRs. En cinquième partie, on développe les résultats
sur les FCSRs. Enﬁn en sixième partie, on présente notre analyse vectorielle des FCSRs
en mode Fibonacci, en mode Galois et en mode généralisé. Pour conclure, nous présentons
les perspectives futures.
Chapitre 2
Généralités sur les séquences et les
générateurs pseudo-aléatoires
Dans ce chapitre, nous abordons les déﬁnitions élémentaires concernant les séquences
et les générateurs de séquences.
2.1 Séquences
Dans cette section, nous décrivons les notions de bases concernant les séquences.
Déﬁnition 2.1.1 (séquence). Soit A un ensemble. Considérons l'ensemble des suites de
la forme (a0, a1, . . . , ai, . . .) où les ai sont des éléments dans A.
 On note la suite (a0, a1, . . . , ai, . . .) par a.
 Si A est discret, c'est-à-dire ﬁni ou dénombrable, on dit que A est un alphabet et
ai un symbole ou un coeﬃcient de la suite.
 Si A = {0, 1, . . . , p− 1} où p est un entier, on dit que a est une séquence p-aire
(séquence binaire pour p = 2).
Déﬁnition 2.1.2 (périodicité). Soit a une séquence.
 a est dite strictement périodique s'il existe T > 0 tel que ai+T = ai pour tout i ∈ N.
 a est ultimement périodique s'il existe T > 0 et N > 0 tels que ai+T = ai pour tout
i ≥ N et tels que a ne soit pas strictement périodique. Dans ce cas, le plus petit N
vériﬁant cela est appelé pré-période de a.
 On dit que a est périodique si elle est strictement ou ultimement périodique.
 On dit que T est une longueur de a et on appelle période de a la plus petite des
longueurs non nulles.
Lemme 2.1.1. Soit a une séquence périodique de période T , alors toute longueur est un
multiple de T .
Démonstration. Soit L une longueur de a. La division euclidienne de L par T donne
L = Tq + r où 0 ≤ r < T .
ai = ai+L = ai+Tq+r = ai+r
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r est donc une longueur de a strictement plus petite que T . L'entier T étant la plus petite
longueur, alors r = 0. Donc L = Tq.
2.2 Décalages et isomorphismes de séquences
Déﬁnition 2.2.1 (décalage). Soient A un alphabet, a et b deux séquences de A.
 On dit que b est un décalage de a s'il existe τ ≥ 0 tel que bi = ai+τ pour tout i ∈ N.
 Si b n'est aucun décalage de a, on dit que a et b sont de décalage distinct.
 Si a et b sont périodiques de même période et si b est un décalage de a, on dit que
b est un décalage cyclique de a.
 Si a et b sont périodiques de même période et si b n'est pas un décalage de a, on
dit que a et b sont cycliquement distinctes.
Déﬁnition 2.2.2 (isomorphisme de séquences). Soient A et B deux alphabets et soient
a et b deux séquences respectivement dans A et dans B.
 On dit que a et b sont isomorphes s'il existe une bijection σ : A → B telle que
σ(ai) = bi pour tout i ∈ N.
 Si A = B, σ est une permutation.
 On dit que a et b sont isomorphes par décalage s'il existe une bijection σ : A→ B
et un entier τ tels que σ(ai+τ ) = bi pour tout i ∈ N.
 S'il n'existe pas de bijection σ et de décalage τ , alors a et b sont dites non-isomorphes
cycliquement distinctes.
2.3 Modèle de générateur de séquences ou Automate
Pour la construction de séquences, nous devons donner un formalisme déﬁnissant les
générateurs de séquences.
Déﬁnition 2.3.1 (automate). On appelle générateur de séquences (ou machine à état
discret avec sortie ou automate) tout quadruplet F = (U,
∑
, f, g) où U est un ensemble
d'états,
∑
un alphabet de valeurs de sorties, f : U → U une fonction de transition et g :
U → σ une fonction de sorties. L'ensemble U est supposé discret (ﬁni ou dénombrable).
Le premier état d'un automate est appelé état initial. Pour tout état initial s dans U , la
séquence de sorties du générateur F est
F (s) = (g(s), g(f(s)), g(f2(s)), . . . , . . .)
où g(f i(s)) ∈∑ pour tout i ∈ N.
Uf 88
g //
∑
Figure 2.1  Formalisme d'un générateur de séquences.
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Déﬁnition 2.3.2 (état périodique). Soit un automate (U,
∑
, f, g).
 Un état s est dit strictement périodique s'il existe un entier L strictement positif
tel que fL(s) = s. La période est le plus petit L vériﬁant cela.
 Un état s est dit ultimement périodique s'il existe un entier L strictement positif et
un entier N strictement positif tel que pour tout 0 ≤ i < N , l'état f i(s) n'est pas
strictement périodique et l'état fN (s) est strictement périodique.
 Un état est dit périodique s'il est strictement ou ultimement périodique.
 Un état s est dit apériodique dans le cas contraire.
 On appelle diagramme des états le digramme représentant la succession des états
d'un automate.
Proposition 2.3.1. Si U est ﬁni alors tout état est périodique.
Démonstration. C'est évident.
Déﬁnition 2.3.3. Un ensemble d'état est dit complet si tous ses états sont périodiques.
Proposition 2.3.2. Si un état s est strictement (ou ultimement) périodique alors la
séquence de sorties F (s) est strictement (ou ultimement) périodique.
La preuve est évidente. Par contre l'inverse est faux !
Exemple 2.3.1. Soit le générateur F = (N, 0, 1, f, g) où f(n) = n + 1 et g(n) = 0
pour tout n ∈ N. Toute séquence de sorties est nulle donc strictement périodique alors
qu'aucun état n'est périodique puisque qu'il n'existe pas d'entier n et d'entier L > 0 tels
que fL(n) = n+ L = n (voir Figure 2.2).
U = N
∑
= 0, 1
n+1 99
0 // 0
Figure 2.2  Exemple de séquence périodique dont l'état est apériodique.
2.4 Homomorphisme de générateurs
Déﬁnition 2.4.1 (homomorphisme d'automates). Soient F = (U,
∑
, f, g) et G =
(V,
∑
, f
′
, g
′
) deux générateurs de séquences. Un homomorphisme entre F et G est une
application partielle ψ : U → V telle que :
 Si a appartient à l'espace de départ de ψ, alors f(a) appartient aussi à l'espace de
départ de ψ.
 Le diagramme de la ﬁgure 2.3 commute, c'est-à-dire que pour tout a dans l'espace
de départ de l'application ψ, g
′
(ψ(a)) = g(a) et ψ(f(a)) = f
′
(ψ(a)).
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Uf 88
ψ //
g 
V f ′ff
g
′∑
Figure 2.3  Homomorphisme d'automate.
Rhb 88
T //
∑
Figure 2.4  Automate Rb,T .
Uf 88
oo ψ
g 
R hbff
T∑
Figure 2.5  Modèle Injectif.
Uf 88
ψ //
g 
R hbff
T∑
Figure 2.6  Modèle Projectif.
Déﬁnition 2.4.2. Soient R un anneau et b un élément de R. On note hb la multiplication
par b dans R.
hb :
{
R → R
x 7→ bx.
Pour toute application T : R→∑, le quadruplet Rb,T = (R,∑, hb, T ) est un générateur
de séquences (voir ﬁgure 2.4).
Déﬁnition 2.4.3 (modèle algébrique). Soit F = (U,
∑
, f, g) un automate.
 On appelle modèle algébrique pour F un homomorphisme d'automate ψ entre F et
Rb,T pour un certain anneau R, un élément b ∈ R et une application T : R→∑.
 Le modèle est dit injectif si ψ : Rb,T → F (voir 2.5).
 Le modèle est dit projectif si ψ : F → Rb,T (voir 2.6).
Déﬁnition 2.4.4 (représentation exponentielle). Si le modèle algébrique est injectif, pour
tout a ∈ R, la séquence générée par l'automate F à partir de l'état ψ(a) ∈ U est sous la
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forme exponentielle suivante :
F (ψ(a)) = (g(ψ(a)), g(f(ψ(a))), g(f2(ψ(a))), . . .)
= (T (a), T (hb(a)), T (h
2
b(a)), . . .)
= (T (a), T (ba), T (b2a), . . .).
Si le modèle algébrique est projectif, pour tout s ∈ U , la séquence générée par l'automate
F à partir de l'état s est sous la forme exponentielle suivante :
F (s) = (g(s), g(f(s)), g(f2(s)), . . .)
= (T (ψ(s)), T (ψ(f(s))), T (ψ(f2(s))), . . .)
= (T (ψ(s)), T (hb(ψ(s))), T (h
2
b(ψ(s))), . . .)
= (T (ψ(s)), T (bψ(s)), T (b2ψ(s)), . . .).
Proposition 2.4.1. Si R est un corps ﬁni, alors toute séquence de sorties de l'automate
R est strictement périodique.
Démonstration. En eﬀet, si b 6= 0, alors b|R|−1 = 1.
R(a) = (T (a), T (ba), T (b2a), . . . , T (b|R|−2a), T (a), . . .).
Si l'homomorphisme ψ est un isomorphisme, alors on peut transformer un modèle
injectif en un modèle projectif, et inversement. Dans la suite, nous présentons plusieurs
types d'automate (générateurs de séquences) avec leur modèle algébrique et nous étudions
les propriétés des séquences générées par ces automates.
2.5 Registres à décalage et à rétroaction (Feedback Shift
Registers)
Dans cette section, nous introduisons une classe spéciale d'automate : les registres à
décalage et à rétroaction appelés Feedback Shift Registers ou FSR.
Déﬁnition 2.5.1 (fonction booléenne). Considérons Fpn le corps à pn éléments et l'es-
pace vectoriel de dimension r sur Fpn déﬁni par
F(r)pn = {(a0, a1, . . . , ar−1) ; ∀ 0 ≤ i ≤ r − 1, ai ∈ Fpn} .
Une fonction booléenne à r variables est une fonction à r entrées et une sortie dans Fpn
f : F(r)pn → Fpn.
Théorème 2.5.1. Il existe (pn)(p
n)r fonctions booléennes f : (Fpn)r → Fpn.
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Figure 2.7  Registre à décalage et à rétroaction ou FSR.
Déﬁnition 2.5.2 (Feedback Shift Registers). Un registre à décalage et à rétroaction ou
Feedback Shift Registers est un automate ((Fpn)r,Fpn , h, g)) avec pour fonction de retour
(feedback fonction) h déﬁnie par une fonction booléenne f à r variables sur Fpn :
h(x0, x1, . . . , xr−1) = (x1, . . . , xr−1, f(x0, x1, . . . , xr−1)) où
f(x0, x1, . . . , xr−1) =
∑
0≤i1,i2,...,it≤r−1
qi1,...,itxi1 . . . xit ;
et pour fonction de sorties g : Fpnr → Fpn déﬁnie par g(x0, x1, . . . , xr−1) = x0. On
appelle r la taille du registre. La séquence de sorties a = (a0, a1, . . .) vériﬁe la relation de
récurrence
ai+n = f(ai, ai+1, . . . , ai+n−1).
a est une FSR-séquence pn-ary.
La ﬁgure 2.7 représente un Feedback Shift Register.
Déﬁnition 2.5.3 (cas linéaire et cas non-linéaire).
 Si f est linéaire, le FSR est un registre à décalage et à rétroaction linéaire ou un
Linear Feedback Shift Register ou encore un LFSR. Les séquences de sorties des
LFSRs sont appelées LFSR séquences (linear feedback shift register sequence).
 Si f est non-linéaire, le FSR est un registre à décalage et à rétroaction non-linéaire
ou un Non-Linear Feedback Shift Register ou encore un NLFSR. Les séquences
de sorties des NLFSRs sont appelées NLFSR séquences (non-linear feedback shift
register sequences).
Théorème 2.5.2. Soit un FSR F = ((Fpn)r,Fpn , f, g). Toute séquence de sorties est
périodique avec une période inférieure ou égale à pnr.
Démonstration. Toute séquence de sorties a est déterminée par l'état initial (a0, a1, . . . , ar−1)
et par f en posant la relation de récurrence ai+n = f(ai, ai+1, . . . , ai+n−1). Or il y a pnr
états de taille r à coeﬃcients dans Fpn . Entre l'état initial et l'état (apnr , apnr+1, . . . , apnr+r−1),
pnr + 1 états se succèdent par décalage à droite. Donc il y a forcément un état s =
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(ar, ar+1, . . . , ar+n−1) qui se répète avec r ≤ qn. Cette état est périodique, d'après la
proposition 2.3.2, la séquence F (s) est strictement périodique et
F (s) = (ar, ar+1, . . .).
Si s est l'état initial, alors a est strictement périodique ; sinon à partir de r, la séquence
a est strictement périodique, donc elle est ultimement périodique.
Exemple 2.5.1. Soit le FSR ayant pour fonction de retour f(x0, x1, x2, x3) = x2 + x3.
L'état initial (0001) génère la séquence (00011011011 . . .). C'est une LFSR séquence, elle
est ultimement périodique avec N = 2 et la période est T = 3.
Exemple 2.5.2. Soit le NLFSR ayant pour fonction de retour f(x0, x1, x2) = x0x1. Le
diagramme des états est représenté dans la ﬁgure 2.8. Ce diagramme nous montre que
les séquences de sorties se subdivisent en 4 catégories :
 quatre séquences sont de période 2 dont deux ultimement périodiques de pré-période
2 et deux strictement périodiques.
 trois séquences ultimement périodiques de période 1.
 Les séquences triviales (nulle et celle composée de uns).
Figure 2.8  Diagramme des états pour la fonction de retour f(x0, x1, x2) = x0x1.
Exemple 2.5.3. Soit le LFSR ayant pour fonction de retour f(x0, x1, x2) = x0 + x1. Le
diagramme des états est représenté dans la ﬁgure 2.9. La séquence de sorties est une LFSR
séquence. Pour tout état initial non-nul, la séquence de sorties est de période 7 = 23−1.
Figure 2.9  Diagramme des états pour la fonction de retour f(x0, x1, x2) = x0 + x1.
Chapitre 3
Corps valués et classiﬁcation
3.1 Introduction
Dans ce chapitre, nous abordons la théorie des valuations. On rappelle les résultats
classiques en prenant pour sources les livres [31], [32], [33], [34], [35], [36], [37] et [38].
Le but étant de présenter la classiﬁcation des corps de valuation discrète complets de
corps résiduel ﬁni ou de manière équivalente les anneaux de valuations discrètes (a.v.d.)
complets de corps résiduel ﬁni. Nous ne démontrerons pas les résultats énoncés dans ce
chapitre en nous référant à ces huit livres qui contiennent déjà les arguments nécessaires
pour prouver ces résultats. Notre intérêt pour les valuations discrètes se justiﬁe par le fait
que les anneaux de valuation discrète ont des objets qui se déﬁnissent comme des séries
formelles ayant un sens (convergence) dans ces espaces là. Or l'idée centrale pour l'étude
d'un registre est d'associer les séquences de sorties à des objets existant dans des espaces
avec des lois qui permettent d'étudier les propriétés de ces objets pour ensuite transporter
ces propriétés via la correspondance qui les lie avec les séquences de sorties. Les objets
naturels qui sont les plus adaptés, voir les seuls adaptés sont les séries formelles. La ﬁgure
3.1 illustre bien ce parallèle. Il existe deux cas principaux :
séquences
(a0, a1, . . .)
correspondance // séries formelles
a0 + a1pi + . . .
convergence

oo
Registres à rétroaction sur k
sortie
OO
Anneaux de valuations discrètes
complets de corps résiduel k
Figure 3.1  Lien entre les a.v.ds et les registres à rétroaction.
1. les séries formelles dont les sommes se font terme à terme.
2. les séries formelles dont les sommes se font avec des retenues.
Dans le cas des retenues, il y a deux sous cas :
1. le premier étant le cas sans "saut" et
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2. le deuxième étant le cas avec "saut".
Cela se traduit en théorie algébrique des nombres par les trois cas obtenus par la classi-
ﬁcation des anneaux de valuation discrète complets :
1. le cas d'égale caractéristique,
2. le cas d'inégale caractéristique absolument non-ramiﬁé et
3. le cas d'inégale caractéristique totalement ramiﬁé.
Dans les premières sections, nous présentons la classiﬁcation des a.v.d complets. En
conclusion, nous développons ce lien essentiel et constructif qui existe entre ces anneaux
de valuations discrètes complets et les registres à rétroaction générant des séquences sur
un corps ﬁni.
3.2 Valuations
Déﬁnition 3.2.1 (valeur absolue). Soit K un corps commutatif. Une valeur absolue sur
K est une application v : K → R+ qui vériﬁent les trois conditions suivantes :
1. v(a) = 0⇔ a = 0,
2. pour tout a, b ∈ K, v(ab) = v(a)v(b) et
3. pour tout a, b ∈ K, v(a+ b) ≤ v(a) + v(b).
Une valeur absolue qui vériﬁe la condition plus forte :
pour tout a, b ∈ K,v(a+ b) ≤ max(v(a), v(b)),
est appelée valeur absolue non-archimédienne ou valeur absolue ultramétrique.
Sinon on dit que v est une valeur absolue archimédienne.
La valeur absolue déﬁnie par v(0) = 0 et v(a) = 1 pour tout a 6= 0 est appelée valeur
absolue triviale ou impropre.
Un corps muni d'une valeur absolue est dit corps valué. Si v est (non-)archimédienne,
on dit que K est un corps valué (non-)archimédien.
Proposition 3.2.1. Tout corps ﬁni possède uniquement la valeur absolue triviale.
Déﬁnition 3.2.2 (valeurs absolues équivalentes). Soient v1 et v2 deux valeurs absolues
sur un corps K. Elles sont équivalentes si :
pour tout a ∈ K, v1(a) < 1⇔ v2(a) < 1.
Proposition 3.2.2. Soit v1 et v2 deux valeur absolues équivalentes sur un corps K. Alors
il existe s > 0 tel que pour tout a ∈ K, v1(a) = v2(a)s.
Théorème 3.2.1. Toute valeur absolue sur un corps K de caractéristique p premier est
une valeur absolue non-archimédienne. Si v est une valeur absolue archimédienne sur un
corps K, alors K est de caractéristique 0.
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3.3 Valeur absolue sur Q
Déﬁnition 3.3.1 (valeur absolue p-adique). Soit un nombre rationnel a = mn ∈ Q. Il
existe deux entiers naturels r et s et deux entiers m
′
et n
′
premiers avec p tels que :
m = m
′
pr et n = n
′
ps.
On appelle valeur absolue p-adique l'application vp : Q → R+ qui à tout a associe la
valeur 1
pr−s .
Proposition 3.3.1. La valeur absolue p-adique sur Q est une valeur absolue non-archimédienne
sur Q.
Déﬁnition 3.3.2 (valeur absolue ordinaire). Le corps Q possède aussi la valeur absolue
ordinaire notée v∞ déﬁnie par v∞(a) = a si a > 0 et v∞(a) = −a si a < 0.
Théorème 3.3.1 (Ostrowski). Toute valeur absolue sur Q est soit équivalente à la valeur
absolue ordinaire v∞, soit équivalente à la valeur absolue p-adique vp pour un certain p
premier, soit triviale.
3.4 Anneau de valuation, Corps résiduel et Groupe des Va-
leurs
Déﬁnition 3.4.1 (groupe des valeurs). Soit v une valeur absolue. On appelle groupe des
valeurs de v l'image dans R+ de v et on le note Γ.
Γ = {y ∈ R+ tel que ∃a ∈ K, v(a) = x} .
Proposition 3.4.1. Le groupe des valeurs d'une valeur absolue est un sous groupe mul-
tiplicatif de R+.
Déﬁnition 3.4.2 (anneau de valuation). Soit un corps K muni d'une valeur absolue v
non-archimédienne. On appelle anneau de valuation pour v l'ensemble des éléments de K
tels que leur valeur absolue soit strictement inférieure ou égale à 1. On note cet ensemble
O.
O = {a ∈ K tel que v(a) ≤ 1} .
Proposition 3.4.2. L'anneau de valuation d'un corps valué K non- archimédien est un
anneau local, c'est-à-dire qu'il possède un unique idéal maximal notéM et
M = {a ∈ K tel que v(a) < 1} .
Pour tout x ∈ K, si x /∈ O, alors x−1 ∈ O. L'ensemble O \M forme le sous groupe
multiplicatif des éléments inversibles de O noté O∗. Le corps K se décompose de la
manière suivante :
K =M∪O∗ ∪ (M\ {0})−1.
Déﬁnition 3.4.3 (corps résiduel). Le corps quotient O/M est appelé corps résiduel de
K ou de O. On le note k.
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3.5 Complétion d'un corps valué
Soit K un corps muni d'une valeur absolue v non-triviale. L'espace K est un espace
métrique. La distance entre deux éléments a et b est déﬁnie par
d(a, b) = v(a− b).
Déﬁnition 3.5.1 (suite de Cauchy). Soit (an)n∈N une suite d'éléments dans K. On dit
que cette suite est de Cauchy si elle vériﬁe la propriété suivante :
Pour tout  > 0, il existe un entier N ≥ 0 tel que pour tout n,m ≥ N, d(an, am) < .
On dit que K est complet si toute suite de Cauchy dans K converge dans K.
Notation 3.5.1. Notons C(K) l'ensemble des suites de Cauchy de K. Notons M(K)
l'ensemble des suites de K convergentes vers 0.
Théorème 3.5.1. C(K) est un anneau unitaire et M(K) un idéal maximal de C(K).
L'espace C(K)/M(K) est un corps. La valeur absolue v se prolonge dans C(K)/M(K)
par la valeur absolue vˆ déﬁnie par :
vˆ((an)n∈N) = lim
n→+∞ v(an).
C(K)/M(K) est complet pour cette valeur absolue. Le corps K s'injecte dans Kˆ par
l'application "diagonale" x 7→ (x, x, . . .). Le sous-espace K est dense dans Kˆ. Le corps Kˆ
est l'unique extension valuée complète de K à isomorphisme près vériﬁant ces propriétés.
Déﬁnition 3.5.2. C(K)/M(K) est appelé le complété de K et est noté Kˆ.
Proposition 3.5.1. Le corps résiduel de Kˆ est isomorphe au corps résiduel de K.
Proposition 3.5.2. Le groupe des valeurs de Kˆ est isomorphe au groupe des valeurs de
K.
Déﬁnition 3.5.3. Le complété de Q pour la valeur absolue p-adique est noté Qp et son
anneau de valuation est noté Zp.
Théorème 3.5.2. Le complété de Q pour la valeur absolue ordinaire est le corps des
réels R.
3.6 Valeur absolue discrète
Déﬁnition 3.6.1 (Valeur absolue discrète). On dit qu'une valeur absolue non archimé-
dienne est discrète si son groupe des valeurs est monogène. Par abus de langage, on dit
aussi que c'est une valuation discrète. Il existe donc un unique élément pi de O à un
inversible près tel que pour tout a ∈ K, il existe r ∈ Z tel que v(a) = v(pi)r. L'élément pi
est une uniformisante de K pour v. L'entier r est appelé valuation de a. Si k est muni
d'une telle valeur absolue, on dit qu'il est un corps de valuation discrète.
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Figure 3.2  Complété d'un corps muni d'une valuation discrète.
Proposition 3.6.1. Soit K un corps de valuation discrète. L'anneau O est un anneau
principal qui admet pour unique idéal premier son idéal maximal M et pi est l'unique
élément irréductible à un inversible près dans O. L'idéal M est engendré par pi et est
noté piO.
Déﬁnition 3.6.2 (anneau de valuation discrète). Un anneau principal qui possède un
unique idéal premier est appelé anneau de valuation discrète.
Déﬁnition 3.6.3 (uniformisante). L'unique élément irréductible à un inversible près
d'un anneau de valuation discrète est appelé une uniformisante.
Proposition 3.6.2. Le corps des fractions d'un anneau de valuation discrète est un
corps de valuation discrète. Inversement, l'anneau de valuation d'un corps de valuation
discrète est un anneau de valuation discrète et son uniformisante pour cette valuation est
l'uniformisante de l'anneau de valuation.
Théorème 3.6.1. Soit K un corps de valuation discrète. Son complété Kˆ est un corps de
valuation discrète dont les éléments se développent de manière unique en série convergente
dans Kˆ de la forme
a =
∑
−∞<<n
anpi
n,
à coeﬃcients dans le corps résiduel de K. L'anneau de valuation Oˆ correspond à l'en-
semble des séries indéxées sur N. C'est un anneau de valuation discrète complet.
3.7 Extension et Degré de ramiﬁcation
Déﬁnition 3.7.1 (extension de corps). Soit K un corps. Un corps K
′
est une extension
de K si K
′
est un corps contenant K.
Théorème 3.7.1. Soit K un corps muni d'une valeur absolue v. Soit K
′
une extension
de K. Alors v se prolonge en une valeur absolue sur K
′
.
Proposition 3.7.1. Soit K un corps muni d'une valeur absolue v de groupe des va-
leurs Γ. Soient K
′
une extension ﬁnie de K et Γ
′
le groupe des valeurs de K
′
pour un
prolongement de v sur K
′
. Alors :
[Γ
′
: Γ] ≤ [K ′ : K].
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Déﬁnition 3.7.2 (degré de ramiﬁcation). On appelle degré de ramiﬁcation d'une exten-
sion ﬁnie de corps valués K
′ ⊇ K l'ordre du groupe quotient Γ′/Γ c'est-à-dire la valeur
[Γ
′
: Γ].
Proposition 3.7.2. Soit K un corps muni d'une valeur absolue v de corps résiduel k et
de groupe des valeurs Γ. Soit K
′
une extension ﬁnie de corps résiduel k
′
et de groupe des
valeurs Γ
′
pour le prolongement de v sur K
′
. Alors :
[Γ
′
: Γ].[k
′
: k] ≤ [K ′ : K].
Déﬁnition 3.7.3 (degré résiduel). On appelle degré résiduel d'une extension ﬁnie de
corps valués K
′ ⊇ K la dimension de k′ comme k-espace vectoriel, soit la valeur [k′ : k].
Proposition 3.7.3. Soit K un corps muni d'une valuation discrète v et complet pour
cette valuation. Soit K
′
une extension ﬁnie de K. Alors :
[Γ
′
: Γ].[k
′
: k] = [K
′
: K].
Déﬁnition 3.7.4. Une extension est dite absolument non-ramiﬁée si son degré de rami-
ﬁcation est 1.
[Γ
′
: Γ] = 1.
Une extension est dite totalement ramiﬁée si son degré de ramiﬁcation est égale à son
degré d'extension et donc si son degré résiduel est égale à 1.
[Γ
′
: Γ] = [K
′
: K] et [k
′
: k] = 1.
3.8 Classiﬁcation des corps de valuation discrète complet
avec un corps résiduel parfait
Déﬁnition 3.8.1 (corps parfait). Un corps K est parfait si et seulement s'il est de carac-
téristique nulle, ou, lorsqu'il est de caractéristique p > 0, l'endomorphisme de Frobenius
x 7→ xp est surjectif (autrement dit tout élément de K possède une racine p-ième dans
K). En particulier tout corps ﬁni est parfait.
Théorème 3.8.1 (Cas d'égale caractéristique). Soit K un corps de valuation discrète
complet dont le corps résiduel k est parfait. Si K et k sont de caractéristique égale alors
K est isomorphe au corps des séries formelles à une variable sur k :
K ∼= k((X)).
Proposition 3.8.1. Soit K un corps de valuation discrète complet dont le corps résiduel
k est parfait. Si K et k sont de caractéristiques diﬀérentes, alors K est de caractéristique
0 et k est de caractéristique p premier. Nous avons le diagramme suivant d'homomor-
phismes injectifs :
Q 
 // Qp 
 // K
Z
?
OO
  // Zp
?
OO
  // O?

OO
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Si v(p) = v(pi)e alors l'extension K ⊇ Qp est d'indice de ramiﬁcation égale à e. Si k est
ﬁni alors K est une extension ﬁnie de Qp de dimension :
[K : Qp] = e.[k : Fp].
L'anneau de valuation de K est un Zp-module de rang e.[k : Fp].
Déﬁnition 3.8.2 (degré de ramiﬁcation absolu). Soit K un corps de valuation discrète
v et complet pour cette valuation, de caractéristique 0 et de corps résiduel parfait de
caractéristique p premier. Soit pi l'uniformisante de K pour cette valuation. Alors l'indice
e tel que v(p) = v(pi)e est appelé indice de ramiﬁcation absolu.
Théorème 3.8.2 (Cas d'inégale caractéristique absolument non-ramiﬁé). Soit K un
corps de valuation discrète complet dont le corps résiduel k est parfait et de caractéristique
diﬀérente de K. Si K est absolument non ramiﬁé, alors K est isomorphe au corps des
fractions de W (k) l'anneau des vecteurs de Witt sur k et O est isomorphe à W (k).
K ∼= Frac(W (k)).
Théorème 3.8.3 (Cas d'inégale caractéristique ramiﬁé). Soit K un corps de valuation
discrète complet dont le corps résiduel k est parfait et de caractéristique diﬀérente de K.
Si K est ramiﬁé et e est son indice de ramiﬁcation absolu, alors nous avons le diagramme
d'homomorphismes injectifs suivants :
Q 
 // Qp 
 // Frac(W (k)) 
 // K
Z
?
OO
  // Zp
?
OO
  //W (k)
?
OO
  // O?

OO
K est une extension totalement ramiﬁée de Frac(W (k)) et son anneau de valuation O
est un W (k)-module libre de rang e. Si k est ﬁni, alors K est un Qp-espace vectoriel de
dimension e.[k : Fp] et O est un Zp-module libre de rang e.[k : Fp].
Ces résultats d'existence et d'unicité sont valables pour les anneaux de valuation
discrète complets de corps résiduel parfait.
3.9 Classiﬁcation des corps de valuation archimédienne com-
plet
Déﬁnition 3.9.1 (valeur absolue ordinaire sur R et sur C). La valeur absolue ordinaire
sur R est déﬁnie par v(a) = a pour tout a ≥ 0 et v(a) = −a pour tout a ≤ 0. La valeur
absolue ordinaire sur C est déﬁnie par v(a+ ib) =
√
a2 + b2 pour tout a, b ∈ R.
Théorème 3.9.1. Tout corps valué archimédien complet est isomorphe à R ou à C.
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3.10 Séries formelles et entiers p-adiques.
Nous présentons dans la suite les trois exemples fondamentaux qui nous intéressent
dans cette thèse à savoir : (dans cette section) le cas d'égale caractéristique représenté
par les séries formelles et le cas d'inégale caractéristique absolument non ramiﬁé de corps
résiduel premier Fp représenté par les entiers p-adiques ; et (dans le chapitre suivant) le
cas d'inégale caractéristique absolument non ramiﬁé de corps résiduel Fpn avec n ≥ 1
représenté par l'anneau des vecteurs de Witt, W (Fpn). On ignorera le cas totalement
ramiﬁé correspond aux d-FCSRs que l'on n'aborde pas dans la suite.
3.10.1 Localisation
Soit A un anneau commutatif.
Déﬁnition 3.10.1 (partie multiplicative). Soit A un anneau commutatif unitaire. L'en-
semble S est une partie multiplicative de A si elle est stable par multiplication et si elle
contient l'unité de A.
Déﬁnition 3.10.2 (localisé). Considérons un anneau commutatif A et une partie mul-
tiplicative S. Soit l'ensemble produit A× S muni de la relation d'équivalence déﬁnie par
(a, s) ∼ (b, r) s'il existe t ∈ S tel que t(ar − bs) = 0.
A × S quotienté par cette relation d'équivalence muni de l'addition (a, s) + (b, r) =
(ar + bs, sr) et du produit (a, s).(b, r) = (ab, sr) est un anneau commutatif. On l'appelle
l'anneau localisé de A en S et on le note S−1A.
Le corps des fractions K d'un anneau intègre est le localisé de A en A \ {0}.
Si S est le complémentaire d'un idéal premier P de A, alors l'anneau localisé de A
en A \ P est un anneau local noté AP .
3.10.2 Valuation X-adique.
Soit k un corps commutatif. Considérons l'anneau euclidien k[X] des polynômes à
coeﬃcients dans k et son corps des fractions k(X) des fractions rationnelles à coeﬃcients
dans k.
Déﬁnition 3.10.3 (valuation ou ordre X-adique). Tout polynôme P (X) peut s'écrire
comme produit Xr(P )P0(X) avec P0(X) premier avec X. Pour toute fraction rationnelle
f(X) = P (X)Q(X) , on lui associe l'entier r(f) = r(P ) − r(Q) appelé ordre X-adique de f
et on déﬁnit l'application r : k(X) → Z. Considérons un réel 0 < α < 1 arbitraire. On
déﬁnit la valuation X-adique d'une fraction rationnelle f(X) par v(f(X)) = αr(f). C'est
une application v : k(X)→ R+.
Proposition 3.10.1. La valuation X-adique est une valuation discrète sur k(X) d'uni-
formisante X.
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Démonstration. Il est évident qu'il s'agit d'une valuation. Il reste à prouver la propriété
dite ultra-métrique.
v
(
P (X)
Q(X) +
R(X)
S(X)
)
= v
(
P (X)S(X)+R(X)Q(X)
Q(X)S(X)
)
= αr(PS+RQ)−r(QS) = αmin(r(PS),r(RQ))−r(QS)
= max(αr(PS), αr(RQ))α−r(QS) = max(αr(PS)−r(QS), αr(RQ)−r(QS))
= max(αr(P )−r(Q), αr(R)−r(S)) = max(v(PQ), v(
R
S )
)
.
Proposition 3.10.2. L'anneau de valuation de k(X) pour la valuation X-adique est
l'anneau localisé de k[X] en k[X] \ (X). L'idéal maximal (X) est l'unique idéal premier
de cet anneau. Son corps résiduel est k et on note cet anneau local k[X](X).
Démonstration. k(X) est un corps muni d'une valuation discrète et son anneau de va-
luation O est l'ensemble des éléments de valuation X-adique inférieur ou égale à 1.
P (X)
Q(X) ∈ O ⇔ r(P )− r(Q) ≥ 0
⇔ P (X)Q(X) = X
r(P )−r(Q)P0(X)
Q0(X)
⇔ P (X)Q(X) ∈ (k[X] \ (X))−1k[X].
L'ensemble k[X](X) \ (X) est constitué des éléments inversibles de l'anneau k[X](X) et
donc l'idéal engendré par X dans cet anneau est maximal, c'est même l'unique idéal
premier. Le corps résiduel de k[X](X) est le corps k. En eﬀet, en utilisant l'homomor-
phisme surjectif d'anneau de k[X](X) dans k qui à toute fraction rationnelle
P (X)
Q(X) associe
l'élément P (X)modX(Q(X)modX)−1, on trouve que le noyau est l'idéal engendré par X
et le reste suit.
Proposition 3.10.3. Le complété de k(X) pour la valuation X-adique est le corps des
séries de Laurent k((X)) dont les éléments sont toutes les séries de la forme∑
−∞<<i
aiX
i
avec les ai éléments du corps k. L'anneau de valuation de k((X)) est l'anneau des séries
formelles k[[X]] dont les éléments sont les séries de la forme∑
i∈N
aiX
i
avec les ai éléments du corps k. C'est un anneau de valuation discrète dont l'idéal maximal
est (X) = Xk[[X]]. L'ensemble k[[X]] \ (X) est constitué des éléments inversibles de
k[[X]].
Démonstration. Cette proposition est une conséquence directe du théorème 3.6.1.
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k[[X]] 
 // k((X))
k[X] 
 // k[X](X)
?
OO
  // k(X)
?
OO
Figure 3.3  Séries formelles
3.10.3 Séquences périodiques, séquences récurrentes linéaires et séries
formelles
Déﬁnition 3.10.4 (L'anneau des séries formelles). L'anneau des séries formelles sur k
est déﬁni comme l'ensemble des séries inﬁnies de la forme a(X) =
∑
i∈N
aiX
i muni de la
somme terme à terme et de la multiplication suivante :∑
i∈N
aiX
i +
∑
i∈N
biX
i =
∑
i∈N
(ai + bi)X
i
∑
i∈N
aiX
i.
∑
i∈N
biX
i =
∑
i∈N
( j=i∑
j=0
ajbi−j
)
Xi.
Lemme 3.10.1. Une série formelle
i=+∞∑
i=0
aiX
i est inversible si et seulement si a0 6= 0.
Démonstration. C'est un résultat déjà énoncé précédemment. En eﬀet k[[X]] est un an-
neau de valuation discrète. L'idéal engendré par X est son unique d'idéal premier et le
complémentaire de cet idéal est l'ensemble des inversibles de k[[X]]. C'est aussi l'ensemble
des éléments dont le premier coeﬃcient a0 est non nul. On peut le prouver directement par
construction en remarquant qu'une série formelle
i=+∞∑
i=0
aiX
i est inversible si et seulement
s'il existe une série formelle
i=+∞∑
i=0
biX
i telle que
a(X)b(X) = 1 ⇔ a0b0 + (a0b1 + a1b0)X + . . . = 1
⇔ a0b0 = 1 et
j=i∑
j=0
ajbi−j = 0 pour tout i ≥ 1
⇔

a0 6= 0
b0 = a
−1
0
b1 = −a−10 a1b0
...
Donc la série formelle est inversible si et seulement si a0 6= 0 et son inverse se construit
par récurrence.
Remarque 3.10.1. L'inverse de −(XT − 1) est la série formelle 1 +XT +X2T + . . ..
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Lemme 3.10.2. k[X](X) le localisé de k[X] en k[X] \ (X) s'injecte naturellement dans
l'anneau des séries formelles k[[X]] par l'application qui à toute fraction rationnelle a(X)b(X)
avec b(0) 6= 0 associe le produit a(X)b(X)−1 où b(X)−1 est l'inverse de b(X) en tant que
série formelle.
Démonstration. En eﬀet, le polynôme b(X) est identiﬁé canoniquement à sa série formelle
ﬁnie et la condition b0 = b(0) 6= 0 implique d'après le lemme 3.10.1 l'inversibilité de
b(X).
Théorème 3.10.1. Soit a(X) une série formelle non-nulle et a la séquence extraite.
Considérons les assertions suivantes :
1. a(X) ∈ k[X](X) ; c'est-à-dire que a(X) = f(X)q(X) tel que q(0) 6= 0.
2. a est récurrente linéaire, c'est-à-dire qu'elle vériﬁe la relation de récurrence linéaire
q0an + q1an−1 + . . .+ qran−r = 0,
pour tout n ≥ N tel que N ≥ r, q0 6= 0 et qr 6= 0.
3. a est strictement périodique (ou ultimement périodique de pré-période t ≥ 1) de
période T ≥ 1.
4. a(X) = h(X)
XT−1 tel que T ≥ 1 est minimal et deg(h) ≤ T − 1 (ou deg(h) = T + t− 1
avec t ≥ 1).
Alors 1)⇔ 2)⇐ 3)⇔ 4).
Si k est ﬁni, alors 1)⇔ 2)⇔ 3)⇔ 4). Dans ce cas, la période divise ordq(X).
Si en plus f et q sont premiers entre eux, alors la période est ordq(X).
Démonstration. Si a(X) ∈ k[X](X) alors par déﬁnition, a(X) = f(X)q(X) avec X ne divisant
pas q(X) ce qui équivaut à dire que q(0) 6= 0. L'équation q(X)a(X) = f(X) se traduit
sur les coeﬃcients par :
q0a0 = f0
q1a0 + q0a1 = f1
...
qram−r + . . .+ q1am−1 + q0am = 0
qram+1−r + . . .+ q1am + q0am+1 = 0
...
avec m = max(deg(f) + 1,deg(q)). Donc a vériﬁe une relation de récurrente linéaire à
partir de N = max(deg(f) + 1,deg(q)).
Inversement, si a vériﬁe la relation de récurrence linéaire à partir du rang N ≥ r :
q0an + . . .+ qran−r = 0.
En posant q(X) = qrXr + . . .+ q1X + q0, on trouve que
q(X)a(X) = q0a0+(q1a0+q0a1)X+. . .+(qra0+. . .+q0ar)X
r+. . .+(qraN−r+. . .+q0aN )XN+. . .
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q(X)a(X) est donc un polynôme de degré inférieur ou égale à N − 1. Comme q0 6= 0,
q(X) est inversible dans k[[X]] et a(X) = f(X)q(X) avec deg(f) ≤ N − 1. On trouve alors
que N ≥ max(deg(f) + 1,deg(q)).
Si a est ultimement périodique de période T et de pré-période t ≥ 1, alors :
a(X) = a0 + . . .+ at−1Xt−1 +Xt(at + . . .+ at+T−1XT−1)(1 +XT +X2T + . . .)
= g(X)−Xt f(X)
XT−1 ,
où deg(g) ≤ t − 1 et deg(f) ≤ T − 1. On pose h(X) = g(X)(XT − 1) −Xtf(X) et on
trouve a(X) = h(X)
XT−1 . Le coeﬃcient dominant de h(X) est at−1− aT+t−1 qui est non-nul
car sinon la séquence serait de pré-période inférieure ou égale à t− 1.
Si a est strictement périodique de période T , alors h(X) = −(a0 + . . .+ aT−1XT−1)
et deg(h) ≤ T − 1.
Inversement, si a(X) = h(X)
XT−1 tel que deg(h) ≤ T−1, alors a(X) = h(X)(XT−1)−1 =
−h(X)(1 +XT + . . .). En posant −h(X) = a0 + . . .+ aT−1XT−1, on a que
a(X) = a0 + . . .+ aT−1XT−1 + a0XT + . . .+ a2T−1X2T−1 + . . .
a est strictement périodique. La période est le plus petit T .
Si a(X) = h(X)
XT−1 avec deg(h) ≥ T et T ≥ 1 minimal, alors on peut faire la division
euclidienne de h(X) par XT − 1 puisque k[X] est euclidien. Il existe u(X) et v(X) tels
que h(X) = (XT − 1)u(X) + v(X) et deg(v) < T .
a(X) = u(X) +
v(X)
XT − 1 .
La suite extraite de v(X)
XT−1 est strictement périodique de longueur T . La séquence extraite
de u(X) est ultimement périodique de période 1 et de pré-période deg(u). La séquence
a s'obtient en sommant terme à terme ces deux séquences extraites. La séquence a est
ultimement périodique de pré-période t
′ ≤ deg(v) et de période T ′ ≤ T . Alors a(X) =
s(X)
XT
′−1
avec deg(s) = T
′
+ t
′ − 1. Comme T est minimal, on en déduit que T = T ′ puis
que s(X) = h(X). La pré-période vériﬁe alors deg(h) = T + t
′ − 1.
Une séquence périodique est évidemment récurrente linéaire. L'assertion 3) implique
l'assertion 2). Parallèlement 4)⇒ 1) en prenant q(X) = XT − 1.
Si k est ﬁni, 1)⇒ 4) car q(X) vériﬁant q(0) 6= 0 possède un ordre, c'est un plus petit
entier T tel que q(X) divise XT − 1. C'est aussi l'ordre de X modulo q(X). La période
de a divise donc ordq(X). Si en plus f et q sont premiers entre eux, q divise XT − 1 avec
T minimal. Donc ordq(X) divise T la période. Parallèlement si k est ﬁni, alors 2)⇒ 3).
En eﬀet si a est récurrente linéaire, posons les états en = (an−r, . . . , an−1) pour n ≥ N .
L'état en+1 est déterminé à partir de en par la relation de récurrence linéaire. Il y a |k|r
états diﬀérents, donc il y a un premier état et qui est récurrent, c'est à dire qu'il existe
un plus petit t et un plus petit T ≤ |k|r, tels que et+T = e(t). À partir de là, on voit que
la suite des états est périodique et donc que la séquence est périodique.
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3.10.4 Valuation p-adique
Considérons Z l'anneau euclidien des entiers relatifs et son corps des fractions Q.
Déﬁnition 3.10.5 (valuation ou ordre p-adique). Tout entier z peut s'écrire comme pro-
duit pr(z)z0 avec z0 premier avec p. Pour toute fraction rationnelle f = xy , on lui associe
l'entier r(f) = r(x) − r(y) appelé l'ordre p-adique de f . On déﬁnit alors l'application
r : Z→ Z. On déﬁnit la valuation p-adique d'une fraction rationnelle f par v(f) = 1
pr(f)
.
C'est une application v : Z→ R+.
Proposition 3.10.4. La valuation p-adique est une valuation discrète sur Q d'unifor-
misante p.
Démonstration. La démonstration utilise les mêmes arguments que la démonstration de
la proposition 3.10.1.
Proposition 3.10.5. L'anneau de valuation de Q pour la valuation p-adique est l'anneau
localisé de Z en Z\ (p). L'idéal maximal (p) est l'unique idéal premier de cet anneau. Son
corps résiduel est Fp et on note cet anneau local Z(p).
Démonstration. Q est un corps muni d'une valuation discrète et son anneau de valuation
O est l'ensemble des éléments de valuation p-adique inférieure ou égale à 1.
f = xy ∈ O ⇔ r(x)− r(y) ≥ 0
⇔ f = pr(x)−r(y)x0y0
⇔ f ∈ (Z \ (p))−1Z.
L'ensemble Z \ (p) est constitué des éléments inversibles de l'anneau Z(p) et donc l'idéal
engendré par p dans cet anneau est maximal, c'est même l'unique idéal premier. Le
corps résiduel de Z(p) est le corps Fp ∼= Z/pZ. En eﬀet, en utilisant l'homomorphisme
surjectif d'anneau de Z(p) dans Fp qui à toute fraction rationnelle xy associe l'élément
x(modp)(y(modp))−1, on trouve que le noyau est l'idéal engendré par p et le reste suit.
Proposition 3.10.6. Le complété de Q pour la valuation p-adique est le corps des
nombres p-adiques Qp dont les éléments sont toutes les séries de la forme∑
−∞<<i
aip
i
avec ai éléments du corps Fp. L'anneau de valuation de Qp est l'anneau des entiers p-
adiques Zp dont les éléments sont les séries de la forme∑
i∈N
aip
i
avec ai éléments du corps Fp. C'est un anneau de valuation discrète dont l'idéal maximal
est pZp. L'ensemble Zp \ (p) est constitué des éléments inversibles de Zp.
Démonstration. Cette proposition est une conséquence directe du thèorème 3.6.1.
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Zp 
 // Qp
Z 
 // Z(p)
?
OO
  // Q
?
OO
Figure 3.4  Entiers p-adiques
3.10.5 Séquences périodiques, séquences récurrentes linéaires avec re-
tenue et entiers p-adiques
Pour la suite, on notera respectivement z(divp) et z(modp) le quotient et le reste de
la division euclidienne de z par p dans Z.
Déﬁnition 3.10.6 (L'anneau des entiers p-adiques). L'anneau des entiers p-adiques est
déﬁni comme l'ensemble des séries inﬁnies de la forme a(X) =
∑
i∈N
aip
i muni de la somme
avec retenue et de la multiplication avec retenue opérant de la manière suivante :∑
i∈N
aip
i +
∑
i∈N
bip
i =
∑
i∈N
ciX
i
où les ci sont déterminés par l'algorithme suivant :
a0 + b0 = pm1 + c0 avec m1 = (a0 + b0)(divp)
et c0 = (a0 + b0)(modp)
a1 + b1 +m1 = pm2 + c1 avec m2 = (a1 + b1 +m1)(divp)
et c1 = (a1 + b1 +m(1))(modp)
a2 + b2 +m2 = pm3 + c2 avec m3 = (a2 + b2 +m2)(divp)
et c2 = (a2 + b2 +m(2))(modp)
...∑
i∈N
aiX
i.
∑
i∈N
biX
i =
∑
i∈N
diX
i.
où les di sont déterminés par l'algorithme suivant :
a0b0 = pn1 + d0 avec n1 = (a0b0)(divp)
et d0 = (a0b0)(modp)
a1b0 + a0b1 + n1 = pn2 + d1 avec n2 = (a1b0 + a0b1 + n1)(divp)
et d1 = (a1b0 + a0b1 + n1)(modp)
a2b0 + a1b1 + a0b2 + n3 = pn3 + d2 avec n3 = (a2b0 + a1b1 + a0b2 + n3)(divp)
et d2 = (a2b0 + a1b1 + a0b2 + n3)(modp)
...
Lemme 3.10.3. Un entier p-adique
i=+∞∑
i=0
aip
i est inversible si et seulement si a0 6= 0.
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Démonstration. C'est un résultat déjà énoncé précédemment. En eﬀet Zp est un anneau
de valuation discrète. L'idéal pZp engendré par p est son unique d'idéal premier et Zp\pZp
le complémentaire de cet idéal est l'ensemble des inversibles de Zp. C'est l'ensemble des
éléments dont le premier coeﬃcient a0 est non nul. On peut le prouver directement
par construction en remarquant qu'un entier p-adique a =
i=+∞∑
i=0
aip
i est inversible si et
seulement si il existe un autre entier p-adique b =
i=+∞∑
i=0
bip
i tel que ab = 1. En reprenant
les notations des régles de la multiplication, on obtient que :
ab = 1 ⇔ ∃b0, b1, . . . tels que d0 = 1 et di = 0
⇔ ∃b0, b1, . . . tels que

d0 = b0a0(modp) = 1,
d1 = b1a0 + b0a1 + n1(modp) = 0,
...
⇔

a0 6= 0
b0 = a
−1
0 (modp)
b1 = −a−10 (b0a1 + n1)(modp)
...
Donc a est inversible si et seulement si a0 6= 0 et son inverse se construit par récurrence.
Remarque 3.10.2. L'inverse de −(pT − 1) est l'entier p-adique 1 + pT + p2T + . . ..
Lemme 3.10.4. Z(p) le localisé de Z en Z\pZ s'injecte naturellement dans Zp, l'anneau
des entiers p-adiques, par l'application qui à toute fraction ab telle que b(0) 6= 0 associe
le produit ab−1 où b−1 est l'inverse de b en tant qu'entier p-adique.
Démonstration. En eﬀet, b est identiﬁé canoniquement à lui-même en tant qu'entier p-
adique ﬁni et la condition b0 = b(0) 6= 0 implique d'après le lemme 3.10.3 l'inversibilité
de b.
Proposition 3.10.7. Soit a un entier p-adique. Alors
a ∈ Q⇔ a ∈ Z(p)
Démonstration. Si a ∈ Q, alors il existe deux entiers s et q premiers entre eux tels que
a = sq . Si p divise s, alors il ne divise pas q et donc a ∈ Z(p). Sinon s est un entier
inversible dans Zp. Du coup 1q = s
−1a ∈ Zp. Or 1q est l'inverse de q dans Q ⊆ Qp. C'est
aussi l'inverse de q dans Zp. D'après le lemme 3.10.3, on en conclut que p ne peut pas
diviser q.
Théorème 3.10.2. Soit a un entier p-adique et a sa séquence associée. Alors :
1. a est périodique si et seulement si a ∈ Q.
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2. a est strictement périodique de période T si et seulement si a = sq ∈ Q tel que
−q ≤ s ≤ 0, PGCD(s, q) = 1 et ordq(p) = T . L'écriture est unique.
3. a est ultimement périodique de pré-période t et de période T si et seulement si
a = u+ pt sq ∈ Q tel que −q ≤ s ≤ 0, 0 ≤ u ≤ pt − 1, PGCD(s, q) = 1, t est minimal
et ordq(p) = T . L'écriture est unique.
Démonstration. Si a est strictement périodique de période T , alors
a = (a0 + . . .+ aT−1pT−1)(1 + pT + p2T + . . .)
= f
pT−1 ,
où f = −(a0 + . . .+ aT−1pT−1). On vériﬁe que −(pT − 1) ≤ f ≤ 0. Si on pose a = sq avec
s et q premiers entre eux, on trouve que −q ≤ s ≤ 0 et q divise pT − 1. Donc ordq(p)
existe et ordq(p) divise T = per(a).
Inversement, si a = sq vériﬁe les conditions de 1), alors p ∈ (Z/qZ)∗ et l'ordre de p
modulo q existe. Il existe un entier T ≥ 1 tel que q divise pT − 1.
a =
sp
T−1
q
pT − 1 =
f
pT − 1 .
−(pT − 1) ≤ f = sq (pT − 1) ≤ 0 implique que −f admet un développement p-adique ﬁni
−f = a0 + . . . + aT−1pT−1. L'inverse de −(pT − 1) dans Zp est 1 + pT + p2T + . . .. On
obtient alors :
a = (a0 + . . .+ aT−1pT−1)(1 + pT + p2T + . . .).
a est donc une séquence strictement périodique de longueur T . On a prouvé précédem-
ment que a = g
pper(a)−1 et on vient de prouver que per(a) ≤ T . Comme s et q sont pre-
miers entre eux, alors q divise pper(a) − 1. Par déﬁnition de l'ordre d'un entier modulo q,
T ≤ per(a). La condition s et q premiers entre eux implique donc que per(a) = ordq(p).
Le point 2) est prouvé.
Si a est ultimement périodique de période T et de pré-période t ≥ 1, alors le déve-
loppement p-adique de a s'écrit :
a = a0 + . . .+ at−1pt−1 + pt(at + . . .+ aT−1pT−1)(1 + pT + p2T + . . .)
= (a0 + . . .+ at−1pt−1)− pt at+...+aT−1p
T−1
pT−1
= v + pt f
pT−1 ,
où 0 ≤ v ≤ pt − 1 et −(pT − 1) ≤ f ≤ 0. En posant a = u + pt sq tel que s et q soient
premiers entre eux, on trouve que q divise (uq + pts)(pT − 1). L'entier pt est premier
avec q, d'après le lemme 3.10.7. On en déduit que q est premier à uq+ pts, donc q divise
pT−1 et par déﬁnition de l'ordre de p modulo q, ordq(p) divise per(a). Les inégalités sont
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vériﬁées. Par déﬁnition, la pré-période est le minimum des t ≥ 1 vériﬁant cette équation.
Inversement, supposons que a = u + pt sq vériﬁe les conditions du 3). La fraction
s
q
a un développement p-adique strictement périodique de période ordq(p). Les conditions
du 3) donnent les développements p-adiques suivants :
u = a0 + . . .+ at−1pt−1 et − sp
T − 1
q
= at + . . .+ at+T−1pT−1.
On obtient une séquence a périodique de période ordq(p). Supposons que a soit stricte-
ment périodique, alors le t minimal serait 0 ce qui n'est pas le cas, donc a est ultimement
périodique de pré-période t et de période ordq(p). Le point 3) est prouvé.
On a aussi prouvé la première implication du point 1).
Montrons que si a est rationnel alors a est périodique. Supposons que a = sq avec s
et q premiers entre eux. D'après la proposition 3.10.7, p ne divise pas q. Posons s = prs
′
avec p ne divisant pas s
′
. Comme p ne divise pas q, alors l'ordre de p modulo q existe, ce
qui signiﬁe que pour T = ordq(p) ≥ 1, q divise pT −1. On a donc a = pr s
′ pT−1
q
pT−1 = p
r f
pT−1 .
On cherche à écrire f sous la forme (pT − 1)u − ptv tels que t ≥ 0, 0 ≤ u ≤ pt − 1 et
0 ≤ v ≤ pT − 1.
Si f = 0, alors a = 0 et a est la séquence nulle, donc strictement périodique.
Si f > 0, alors il existe un plus petit t tel que 0 < f ≤ pt− 1. Les entiers pt et pT − 1
sont premiers entre eux. Le théorème de Bézout implique l'existence de u et v tels que
(pT −1)u−ptv = 1. En multipliant par f , on trouve alors l'existence d'une solution pour
l'équation (pT − 1)u− ptv = f . La division euclidienne de u par pt donne l'existence de
u
′
et u
′′
tels que u = ptu
′
+ u
′′
et 0 ≤ u′′ < pt. On a alors comme solution le couple
(u
′′
, v−(pT−1)u′). Au ﬁnal, il existe donc un couple (u, v) solution de (pT−1)u−ptv = f
tel que 0 ≤ u < pt. Dans ce cas, 0 ≤ v ≤ pT − 1. En eﬀet :
0 < f < pt ⇒ ptv < (pT − 1)u < pt(v + 1)⇒
{
pt(v + 1) > 0
ptv < (pT − 1)u < (pT − 1)pt
⇒
{
v > −1
v < (pT − 1)
Donc, nous avons trouvé une solution (u, v) vériﬁant les conditions recherchées. En écri-
vant le développement p-adique de u = a0 + . . .+ at−1pt−1, v = at + . . .+ at+T−1pT−1 et
−(pT − 1) = 1 + pT + p2T + . . ., On trouve que le développement p-adique de f
pT−1 est
de la forme
u− pt v
pT − 1 = (a0 + . . .+ at−1p
t−1) + atpt + . . .+ at+T−1pt+T−1 + . . .
En multipliant par pr, on décale la séquence vers la droite et on a
a = pru− pr+t v
pT − 1 ,
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a = (0, . . . , 0︸ ︷︷ ︸
r
, a0, . . . , at−1︸ ︷︷ ︸
t
, at, . . . , at+T−1︸ ︷︷ ︸
T
, . . .
On obtient une séquence périodique. Le point 1) est démontré. La période divise ordq(p).
Comme a est périodique, on a vu précédemment que a = g
pper(a)−1 . Les entiers s et q étant
premiers entre eux, alors q divise pper(a)−1. Par déﬁnition, ordq(p) divise per(a), donc ils
sont égaux. Si f > 0, la séquence est ultimement périodique. La pré-période est comprise
entre r et r+ t. Avec t minimal, on obtient la pré-période. Donc a s'écrit comme dans le
point 2) avec toutes les conditions posées.
Si −(pT − 1) ≤ f < 0, a est strictement périodique si et seulement si r = 0. La
séquence a est ultimement périodique si et seulement si r > 0. La période est ordq(p).
On le prouve avec les arguments précédents.
Si f < −(pT − 1), alors la séquence ne peut pas être strictement périodique. Soit
le plus petit entier t tel que −(pt − 1) ≤ f < −(pT − 1). Comme précédemment, on
trouve des u et v tels que (pT − 1)u − ptv = f . La division euclidienne de u par pt
donne l'existence de u
′
et u
′′
tels que u = ptu
′
+ u
′′
et 0 ≤ u′′ < pt. On a alors comme
solution le couple (u
′′
, v − (pT − 1)u′). Au ﬁnal, il existe donc un couple (u, v) solution
de (pT − 1)u− ptv = f tel que 0 ≤ u < pt. Dans ce cas, 0 ≤ v ≤ pT − 1. En eﬀet :
−pt < (pT − 1)u− ptv < −(pT − 1) ⇔
{
pt(v − 1) < (pT − 1)u
(pT − 1)(u+ 1) < ptv
⇔
{
pt(v − 1) < (pT − 1)pt
(pT − 1) < ptv
⇔
{
v < pT
0 < p
T−1
pt < v
a s'écrit sous la forme pru− pt+r v
pT−1 avec les conditions recherchées, donc a est ultime-
ment périodique de pré-période r + t où t est minimal et de période ordq(p).
Il reste à montrer l'unicité. Supposons que l'on ait deux écritures vériﬁant les condi-
tions du 2).
a = u+ 2t
s
q
= u
′
+ pt
′ s
′
q′
Par déﬁnition de la minimalité t est unique, donc t = t
′
. Les arguments précédant
prouvent que q divise q
′
et réciproquement q
′
divise q. Donc q = q
′
. On trouve alors
que (u−u′)q = (s′−s)pt. Les entiers q et p étant premiers entre eux, alors pt est premier
avec q, donc pt divise u− u′ . Par hypothèse 0 ≤ u, u′ ≤ pt − 1, donc −pt < u− u′ < pt.
La seule possibilité est u− u′ = 0, ce qui implique s− s′ = 0. L'unicité de cette écriture
est démontrée.
Remarque 3.10.3. Dans le cas des séries formelles, la séquence correspondante est pé-
riodique si et seulement si la série formelle peut s'écrire sous forme de fraction rationnelle
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de dénominateur XT −1 et elle est récurrente linéaire si et seulement si le dénominateur
ne s'annule pas en 0. Il y a équivalence entre la périodicité et la récurrence linéaire si k
est ﬁni. L'argument central est l'existence dans le cas ﬁni de l'ordre de X modulo q(X)
si q(X) est premier avec X.
Dans le cas des entiers p-adiques, le corps k est Fp, il est donc ﬁni, ce qui implique
l'existence de l'ordre de p modulo q pour tout q premier avec p. Il y a directement équi-
valence entre la périodicité et l'écriture en fraction de dénominateur q premier avec p.
C'est pourquoi la notion de récurrence linéaire avec retenue n'a pas besoin d'apparaître
ici. Le théorème suivant fait le lien entre périodicité, récurrence linéaire avec retenue et
écriture sous forme d'un rationnel.
Théorème 3.10.3. Soit a un entier p-adique et a sa séquence extraite. Les assertions
suivantes sont équivalentes :
1. a est périodique.
2. a ∈ Z(p), c'est-à-dire a = sq tel que p et q premiers entre eux.
3. a est récurrente linéaire avec retenue, c'est-à-dire qu'elle vériﬁe la relation
q0an + . . .+ qra0 +mn−1 = pmn,
pour tout n ≥ N ≥ r où (mn−1,mn, . . .) est une suite entière déterminée, q0 6= 0
et qr 6= 0.
Démonstration. Les points 1) et 2) sont équivalents d'après le théorème 3.10.2.
Si a = sq avec q et p premiers entre eux. Alors q peut s'écrire q = qrp
r + . . .+ q1p+ q0
avec q0 6= 0 et qr 6= 0. L'égalité qa = s se traduit sur les coeﬃcients par identiﬁcation
(q0a0)(modp) = s0
(q0a0)(divp) = m0
(q0a1 + q1a0 +m0)(modp) = s1
(q0a1 + q1a0 +m0)(divp) = m1
...
(q0an + . . .+ qran−r +mn−1)(modp) = 0
(q0an + . . .+ qran−r +mn−1)(divp) = mn
...
On a donc construit la suite des retenues (mn−1,mn, . . .) telles que a vériﬁe la relation
de récurrence avec cette suite de retenue pour tout n ≥ N = max([logp(s)]+1, [logp(q)]).
Inversement, si a vériﬁe cette relation, alors par calcul direct, on a :
qa = q0a0 + (q1a0 + q0a1)p+ . . .+ (qraN−r + . . .+ q0aN )pN + . . .
= q0a0 + (q1a0 + q0a1)p+ . . .+ (pmN −mN−1)pN + (pmN+1 −mN )pN+1 . . .
= q0a0 + . . .+ (qN−1a0 + . . .+ qraN−1−r)pN−1 −mN−1pN
qa ∈ Z
Comme q0 6= 0, alors q est inversible dans Zp. Donc a = sq dans Zp. On a prouvé que les
points 2) et 3) sont équivalents.
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3.11 Conclusion : Lien entre Valuations discrètes, séquences
et Registres à Rétroaction
Dans notre étude, nous nous intéressons aux registres à rétroaction ou feedback re-
gisters (FR) construits sur un corps ﬁni k = Fpf . Les séquences de sorties (a0, a1, . . .)
sont associées à la série formelle
i=+∞∑
i=0
aipi
i ayant un sens dans un espace, en l'occurrence
les corps de valuation discrète complets de corps résiduel k et d'uniformisante pi.
Classiﬁcation des a.v.d complets D'après les résultats développés dans ce chapitre,
si le corps résiduel est ﬁni, il existe trois cas qui nous intéressent :
1. le cas d'égale caractéristique : K ∼= k((X)) et O ∼= k[[X]].
2. le cas d'inégale caractéristique absolument non-ramiﬁé : K ∼= Frac(W (k)) et O ∼=
W (k). Le corps K est Qp-espace vectoriel de dimension f .
3. le cas d'inégale caractéristique totalement ramiﬁé : K est un Qp-espace vectoriel
de dimension ef où e est l'indice de ramiﬁcation absolu.
L'idée principale de notre thèse est qu'il existe une classiﬁcation des registres à rétroaction
équivalente ou semblable à la classiﬁcation des anneaux de valuation discrète complets
de corps résiduel ﬁni.
Classiﬁcation des registres à rétroaction
1. Les LFSRs étant des registres linéaires dont la fonction de rétroaction est basée sur
une addition sans retenue correspondent au premier cas. Les LFSRs se construisent
facilement sur Fpf pour tout f ≥ 1. La ﬁgure 3.5 illustre le mode opératoire d'un
LFSR et sa relation avec l'anneau des séries formelles.
état initial dans k //
(modX)

séquence de sorties dans k

sans retenue // somme linéaire dans k[X]oo
OO
série formelle sur k
OO
Figure 3.5  LFSR et Anneau des séries formelles.
2. Les FCSRs étant des registres dont la fonction de rétroaction est basée sur une
addition avec retenue correspondent au deuxième cas. Les FCSRs ont surtout été
développés sur le corps premier Fp. Leur construction sur Fpf et l'analyse des sé-
quences de sorties nécessitent l'utilisation des vecteurs de Witt sur Fpf . Les vecteurs
de Witt ont une structure d'anneau où l'addition et la multiplication sont compli-
quées. C'est pourquoi nous avons développé l'analyse vectorielle des FCSRs. La
ﬁgure 3.6 illustre le mode opératoire d'un FCSR et sa relation avec l'anneau des
entiers p-adiques.
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état initial dans Fp //
(modp)

séquence de sorties dans Fp

avec retenue // somme linéaire dans Zoo
OO
entier p-adique dans Zp
OO
Figure 3.6  FCSR et Anneau des entiers p-adiques.
3. Les d-FCSRs sont des registres dont la fonction de rétroaction est basée sur une
addition avec retenues et un saut. Le saut s'interprète comme le degré de ramiﬁ-
cation. Les d-FCSRs correspondent donc au troisième cas avec e = d. De même
les d-FCSRs ont surtout été développés sur les corps premiers Fp. Il reste donc
à étendre leur conception sur tout corps ﬁni. On suggère d'utiliser la conception
vectorielle et l'analyse vectorielle comme outil pour étudier ces registres. La ﬁgure
3.7 illustre le mode opératoire d'un LFSR et sa relation avec l'anneau des séries
formelles.
état initial dans Fp //
(modpi)

séquence de sorties dans Fp
avec retenue et
un saut de longueur d
// somme linéaire dans Z[pi]
avec pid = p
oo
OO
entier pi-adique dans Zp[pi]
OO
Figure 3.7  d-FCSR et Anneau des entiers pi-adiques.
Le tableau 3.1 résume l'idée centrale de cette thèse :
Caractéristique Degré de Corps Unifor- Anneaux Registre
ramiﬁcation résiduel misante de valuation correspondant
discrète
car(K) = p Fpf X Fpf [[X]] LFSR sur Fpf
car(k) = p
car(K) = 0 d = 1 Fp p W (Fp) = Zp FCSR
Fpf , f > 1 p W (Fpf ) VFCSR
car(k) = p d > 1 Fp pi;pid = p W (Fp)[pi] = Zp[pi] d-FCSR
Fpf , f > 1 pi;pid = p W (Fpf )[pi] d-VFCSR
Table 3.1  Classiﬁcation des a.v.ds et des registres à rétroaction.
CHAPITRE 3. CORPS VALUÉS ET CLASSIFICATION 52
Classiﬁcation des séquences récurrentes linéaires avec ou sans retenue On
peut ajouter que les séquences récurrentes linéaires peuvent être classiﬁées en trois caté-
gories :
1. Les séquences "purement" récurrentes linéaires dans k, c'est-à-dire qu'elles vériﬁent
une relation de récurrence linéaire q0an + . . .+ qran−r = 0, pour tout n ≥ N où N
est un certain entier plus grand que r et où q0, . . . , qr sont des coeﬃcients dans k
avec q0, qr 6= 0.
2. Les séquences récurrentes linéaires dans Fp avec retenues entières, c'est-à-dire qu'elles
vériﬁent une relation de récurrence linéaire avec retenue q0an+. . .+qran−r+mn−1 =
pmn, pour tout n ≥ N où N est un certain entier plus grand que r, où q0, . . . , qr
sont des coeﬃcients dans Fp avec q0 et qr 6= 0 et où (mn−1,mn, . . .) est une suite
déterminée dans Z.
3. Les séquences récurrentes linéaires dans Fp avec retenues et avec saut, c'est-à-
dire qu'elles vériﬁent une relation de récurrence linéaire avec retenue q0an + . . . +
qran−r + mn−1 = pimn, pour tout n ≥ N où N est un certain entier plus grand
que r, où q0, . . . , qr sont des coeﬃcients dans Fp avec q0, qr 6= 0, où pid = p et où
(mn−1,mn, . . .) est une suite déterminée dans Z[pi].
Les séquences sur les corps ﬁnis et vériﬁant ces relations, les registres à décalage et à
rétroaction construits sur les corps ﬁnis et les anneaux de valuation discrète complets
de corps résiduel ﬁni se subdivisent tous en trois catégories. Le tableau 3.2 illustre ce
parallèle.
Familles Anneaux de valuation registres
de séquences discrète complets à décalage et à rétroaction
récurrentes linéaires Fpf [[X]] LFSR sur Fpf
récurrentes linéaires W (Fp) = Zp FCSR
avec retenue
vectorielles W (Fpf ) ∼= Zp[X]/(P ), f > 1 VFCSR
récurrentes linéaires
avec retenue
récurrentes linéaires W (Fp)[pi] = Zp[pi] d-FCSR
avec retenue
et avec saut
vectorielles W (Fpf )[pi] = Zp[pi,X]/(P ), f > 1 d-VFCSR
récurrentes linéaires
avec retenue
et avec saut
Table 3.2  Classiﬁcation des a.v.ds, des séquences récurrentes et des FSRs.
Chapitre 4
Vecteurs de Witt relatifs à un
nombre premier p et Anneau Zpn
4.1 Introduction
Dans ce chapitre, nous présentons les vecteurs de Witt à coeﬃcient dans le corps
ﬁni Fpn et leur relation avec les entiers p-adiques. L'anneau des vecteurs de Witt est
l'unique anneau de valuation discrète complet de corps résiduel Fpn . Il joue donc un rôle
central dans notre étude. Cependant la structure algébrique des vecteurs de Witt est assez
complexe pour ne pas être appliquée à l'étude des registres à décalage et à rétroaction
avec retenue construits sur Fpn . On utilisera donc une autre représentation des vecteurs
de Witt. La majorité des démonstration sont tirées de [39] et de [32].
4.2 Polynômes de Witt
Soit p un nombre premier et soit {Xi}i∈N une suite d'indéterminées.
Déﬁnition 4.2.1. Pour tout entier naturel n, on appelle n-ième polynôme de Witt de
Z[X0, . . . , Xn] l'élément :
Wn(X0, . . . , Xn) =
i=n∑
i=0
piXp
n−i
i = X
pn
0 + pX
pn−1
1 + · · ·+ pnXn.
On notera abusivement ce polynôme par Wn. On a en particulier :
W0 = X0
W1 = X
p
0 + pX1
...
Soit une autre suite d'indéterminées {Yi}i∈N.
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Théorème 4.2.1. Pour tout polynôme Φ ∈ Z[X,Y ], il existe une unique suite {φi}i∈N
de polynômes de Z[Xi, Yi]i∈N telle que pour tout n ∈ N, φn ∈ Z[X0, . . . , Xn, Y0, . . . , Yn]
et telle que l'on ait, pour tout n ∈ N :
Wn(φ0(X0, Y0), . . . , φn(X0, . . . , Xn, Y0, . . . , Yn)) = Φ(Wn(X0, . . . , Xn),Wn(Y0, . . . , Yn)).
Démonstration. L'existence et l'unicité de cette suite dans Z[1p ][Xi, Yi]i∈N est évidente.
En eﬀet, on trouve :
n = 0, W0(φ0(X0, Y0)) = Φ(W0(X0),W0(Y0))
⇒ φ0(X0, Y0) = Φ(X0, Y0),
n = 1 W1(φ0, φ1) = Φ(W1(X0, X1),W1(Y0, Y1))
⇒ φp0 + pφ1 = Φ(Xp0 + pX1, Y p0 + pY1)
⇒ φ1(X0, X1, Y0, Y1) = 1p(Φ(Xp0 + pX1, Y p0 + pY1)− Φ(X0, Y0)p),
...
Montrons par récurrence que cette suite est à coeﬃcients entiers.
Pour n = 0, c'est évident puisque φ(X0, Y0) = Φ(X0, Y0) ∈ Z[X0, Y0].
Pour n = 1, on voit que Φ(Xp0 + pX1, Y
p
0 + pY1) ≡ Φ(Xp0 , Y p0 ) mod p
et Φ(X0, Y0)p ≡ Φ(Xp0 , Y p0 ) mod p. Donc pφ1 ≡ 0 mod p. On en déduit que φ1 est à
coeﬃcients entiers.
Supposons que la suite est à coeﬃcient entier jusqu'à un rang n − 1 quelconque ﬁxé.
Montrons que cela est vrai pour φn. Par construction des polynômes de Witt :
Wn(X0, . . . , Xn) = Wn−1(X
p
0 , . . . , X
p
n−1) + p
nXn
≡ Wn−1(Xp0 , . . . , Xpn−1) mod pn.
Par déﬁnition des φn :
Wn(φ0, . . . , φn) = Φ(Wn(X0, . . . , Xn),Wn(Y0, . . . , Yn))
≡ Φ(Wn−1(Xp0 , . . . , Xpn−1),Wn−1(Y p0 , . . . , Y pn−1)) mod pn
≡ Wn−1(φ0(Xp0 , Y p0 ), . . . , φn−1(Xp0 , . . . , Xpn−1, Y p0 , . . . , Y pn−1)) mod pn
≡ φ0(Xp0 , Y p0 )p
n−1
+ . . .+ pn−1φn−1(X
p
0 , . . . , X
p
n−1, Y
p
0 , . . . , Y
p
n−1) mod p
n.
De manière générale, soit un polynôme Ψ(X) ∈ Z[X] et j un entier naturel. On trouve
que Ψ(Xp) ≡ Ψ(X)p mod p et Ψ(Xp)pj ≡ Ψ(X)pj+1 mod pj+1. Ceci est vrai pour
n'importe quel nombre d'indéterminées. On en déduit :
Wn(φ0, . . . , φn) ≡ φp
n
0 + . . .+ p
n−1φpn−1 mod p
n
pnφn ≡ 0 mod pn.
Autrement dit φn est à coeﬃcient entier.
Dans la suite, on utilisera l'existence et l'unicité de ces polynômes à coeﬃcients entiers
en les indéterminées {Xn}n∈N pour Φ(X,Y ) = X + Y et Φ(X,Y ) = XY et on utilisera
les notations suivantes :
CHAPITRE 4. VECTEURS DE WITT ET ANNEAU ZPN 55
Notation 4.2.1. On notera {Sn}n∈N les polynômes uniques vériﬁant :
Wn(S0(X0, Y0), . . . ,Sn(X0, . . . , Xn, Y0, . . . , Yn)) = Wn(X0, . . . , Xn) + Wn(Y0, . . . , Yn).
On notera {Pn}n∈N les polynômes uniques vériﬁant :
Wn(P0(X0, Y0), . . . ,Pn(X0, . . . , Xn, Y0, . . . , Yn)) = Wn(X0, . . . , Xn)Wn(Y0, . . . , Yn).
On peut calculer ces polynômes pour les valeurs initiales :
S0(X0, Y0) = X0 + Y0
S1(X0, X1, Y0, Y1) = X1 + Y1 −
i=p−1∑
i=1
p!
(p− i)!i!pX
i
0Y
p−i
0
P0(X0, Y0) = X0Y0
P1(X0, X1, Y0, Y1) = X
p
0Y1 +X1Y
p
0 + pX1Y1
...
Proposition 4.2.1. Il existe une unique suite de polynômes {Ii}i∈N dans Z[Xi]i∈N telle
que In ∈ Z[X0, . . . , Xn] et telle que l'on ait :
Wn(X0, . . . , Xn) + Wn(I0, . . . , In) = 0.
Démonstration. Cette suite {Ii}i∈N vériﬁe, pour tout n ∈ N :
Wn(I0, . . . , In) = −Wn(X0, . . . , Xn)
Ip
n
0 + . . .+ p
nIn = −Xp
n
0 − . . .− pnXn.
Pour n = 0, on trouve I0(X0) = −X0.
Si p 6= 2, alors p est impair. Dans ce cas, les polynômes In doivent vériﬁer :
Ip
n
0 + . . .+ p
nIn = (−X0)pn + . . .+ pn(−Xn).
On en déduit que pour p 6= 2, cette suite vériﬁe In(X0, . . . , Xn) = −Xn pour tout n ∈ N.
Si p = 2, l'existence et l'unicité de ces polynômes est évidente sur Z[12 ][Xi]i∈N. Montrons
par récurrence que pour tout n ∈ N, 2nIn ≡ 0 mod 2n.
I0(X0) = −X0
I1(X0, X1) = −X20 −X1.
Supposons que ce soit vériﬁé jusqu'à un rang n− 1 ﬁxé. Montrons que c'est vrai pour n.
Wn(I0, . . . , In) = −Wn(X0, . . . , Xn)
≡ −Wn−1(X20 , . . . , X2n−1) mod 2n
≡ Wn−1(I0(X20 ), . . . , In−1(X20 , . . . , X2n−1)) mod 2n
≡ I0(X20 )2
n−1
+ . . .+ 2n−1In−1(X20 , . . . , X2n−1) mod 2n
≡ I0(X0)2n + . . .+ 2n−1In−1(X0, . . . , Xn−1)2 mod 2n
I2
n
0 + . . .+ 2
n−1I2n−1 + 2nIn ≡ I2
n
0 + . . .+ 2
n−1I2n−1 mod 2n
2nIn ≡ 0 mod 2n.
Donc on a prouvé l'unicité, l'existence et le fait que les coeﬃcients soient entiers.
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Théorème 4.2.2. Il existe une unique suite {Fi}i∈N de polynômes de Z[Xi]i∈N telle que
pour tout n ∈ N, Fn ∈ Z[X0, . . . , Xn+1] et telle que l'on ait, pour tout n ∈ N :
Wn(F0(X0, X1), . . . ,Fn(X0, . . . , Xn+1)) = Wn+1(X0, . . . , Xn+1).
Démonstration. L'existence et l'unicité est évidente dans Z[1p ][Xi, Yi]i∈N est évidente. En
eﬀet, on trouve :
n = 0, W0(F0(X0, X1)) = W1(X0, X1),
⇒ F0(X0, X1) = Xp0 + pX1,
n = 1 W1(F0,F1) = W2(X0, X1, X2)
⇒ Fp0 + pF1 = Xp
2
0 + pX
p
1 + p
2X2
⇒ F1(X0, X1, X2) = 1p(Xp
2
0 + pX
p
1 + p
2X2 − (Xp0 + pX1)p),
...
Montrons par récurrence que pour tout n ∈ N, Fn(X0, . . . , Xn+1) ≡ Xpn mod p.
Pour n = 0, c'est évident.
Pour n = 1, on voit que (Xp0 + pX1)
p ≡ Xp0 mod p2
donc Xp
2
0 + pX
p
1 + p
2X2 − (Xp0 + pX1)p ≡ pXp1 mod p2. Donc F1 ≡ Xp1 mod p. On en
déduit que F1 est à coeﬃcients entiers.
Supposons que c'est vrai jusqu'à un n− 1 quelconque ﬁxé.
Montrons que c'est vrai pour Fn.
Par déﬁnition des Fn :
Wn(F0, . . . ,Fn) = Wn+1(X0, . . . , Xn+1)
Fp
n
0 + . . .+ p
n−1Fpn−1 + p
nFn = X
pn+1
0 + . . .+ p
n−1Xp
2
n−1 + p
nXpn + pn+1Xn+1
Xp
n+1
0 + . . .+ p
n−1Xp
2
n−1 + p
nFn ≡ Xp
n+1
0 + . . .+ p
n−1Xp
2
n−1 + p
nXpn mod pn+1
pnFn ≡ pnXpn mod pn+1
Fn ≡ Xpn mod p.
Autrement dit Fn est à coeﬃcients entiers.
On peut calculer les polynômes Fn pour les valeurs initiales :
F0(X0, X1) = X
p
0 + pX1
F1(X0, X1, X2) = X
p
1 + pX2 −
i=p−1∑
i=0
p!pp−i−1
(p− i)!i!X
pi
0 X
p−i
1
...
Tous ces éléments vont nous aider à construire l'anneau des vecteurs de Witt.
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4.3 L'anneau W(A) des vecteurs de Witt
Soit A un anneau quelconque. On considère l'ensemble AN.
Notation 4.3.1. On notera la séquence (an)n∈N par a.
On déﬁnit une autre structure diﬀérente de la structure d'anneau produit de AN.
Déﬁnition 4.3.1. Pour tout a et b de AN, on déﬁnit les compositions et applications
suivantes :
a⊕ b = (S0(a, b), . . . ,Sn(a, b), . . .)
a⊗ b = (P0(a, b), . . . ,Pn(a, b), . . .)
IA(a) = (I0(a), . . . , In(a), . . .)
FA(a) = (F0(a), . . . ,Fn(a), . . .).
On notera W(A) l'ensemble (AN,⊕,⊗).
Remarquons qu'ici, on considère les polynôme Sn, Pn, In et Fn comme des polynômes
en les indéterminées {Xi}i∈N et {Yi}i∈N mais ne dépendant que des n premières.
Nous allons montrer que W(A) est un anneau pour ces deux compositions. Tout d'abord
ces deux compositions sont évidemment des lois internes de AN. Il reste à montrer les
autres propriétés des lois d'un anneau.
Déﬁnition 4.3.2. On déﬁnit l'applicationWA de W(A) dans AN de la manière suivante :
WA :
{
W(A) → AN
a 7→ (Wn(a))n∈N.
L'élément Wn(a) est appelée la composante fantôme d'indice n de a.
Cet homomorphisme va nous permettre de démontrer le fait que W(A) est un anneau.
Dans la suite on notera l'élément p.1A = 1A + . . .+ 1A︸ ︷︷ ︸
p
par p tout simplement.
Proposition 4.3.1. Si p ne divise pas 0 dans A, alors l'application WA est injective.
Si p est inversible dans A, alors l'application WA est bijective.
Démonstration.
WA(a) =WA(b)⇔ ∀n ∈ N, Wn(a) = Wn(b).
Par récurrence on trouve :
W0(a) = W0(b)
W1(a) = W1(b)
...
Wn(a) = Wn(b)
⇒

a0 = b0
p(a1 − b1) = 0
...
pn(an − bn) = 0
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On en déduit que si p ne divise pas 0 dans A, l'application est injective.
WA(a) = b⇔ ∀n ∈ N, Wn(a) = b.
W0(a) = b
W1(a) = b
...
Wn(a) = b
⇒

a0 = b0
pa1 = b1 − bp0
...
pnan = bn − ap
n
0 − . . .− pn−1apn−1
On en déduit que si p est inversible dans A, l'application est bijective et on a :
a0 = b0
a1 =
1
p(b1 − bp0)
...
Proposition 4.3.2. Pour tout a et pour tout b :
WA(a⊕ b) = WA(a) +WA(b)
WA(a⊗ b) = WA(a).WA(b)
WA(IA(a)) = −WA(a)
WA(0) = 0
WA(1, 0, 0, . . .) = 1.
Démonstration.
WA(a⊕ b) = (Wn(a⊕ b))n∈N
= (Wn(S0(a, b), . . . , Sn(a, b)))n∈N
= (Wn(a) + Wn(b))n∈N
= (Wn(a))n∈N + (Wn(b))n∈N
= WA(a) +WA(b).
La preuve est similaire pour les autres égalités.
Notation 4.3.2. Soit B un anneau et soit ρ : B → A un homomorphisme d'anneaux.
On notera par W(ρ) l'homomorphisme
W(ρ) = ρN :
{
BN → AN
b 7→ (ρ(bn))n∈N.
Il résulte de ces déﬁnitions, les propriétés suivantes :
Propriété 4.3.1. Pour tout a et b dans BN, on a :
W(ρ)(a⊕ b) = W(ρ)(a)⊕W(ρ)(b)
W(ρ)(a⊗ b) = W(ρ)(a)⊗W(ρ)(b)
W(ρ) ◦ IB(a) = IA ◦W(ρ)(a)
W(ρ) ◦ FB(a) = FA ◦W(ρ)(a)
W(ρ)(1, 0, 0, . . .) = (1, 0, 0, . . .).
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Démonstration. Nous ferons la preuve évidente seulement pour la première égalité.
W(ρ)(a⊕ b) = W(ρ)(Sn(a, b))n∈N
= (ρ(Sn(a, b)))n∈N
= (Sn(W(ρ)(a),W(ρ)(b)))n∈N
= W(ρ)(a)⊕W(ρ)(b).
Lemme 4.3.1. Soit un anneau A. Il existe un anneau B et un homomorphisme sur-
jectif d'anneaux ρ : B → A tels que p ne divise pas 0 dans B et tels qu'il existe un
endomorphisme σ de B tel que σ(b) ≡ bp mod p.B pour tout b ∈ B.
Démonstration. Soit B = Z[Xa]a∈A. L'entier p ne divise pas 0 dans B. De plus, nous
avons l'homomorphisme ρ :
{
B → A
Xa 7→ a . Cet homomorphisme est naturellement sur-
jectif. On déﬁnit l'endomorphisme σ :
{
B → B
R(Xa)a∈A 7→ R(Xap)a∈A . Par le petit théo-
rème de Fermat, on voit que σ(R) ≡ Rp mod p.B.
Théorème 4.3.1. Soit A un anneau. Alors WA est un anneau pour l'addition ⊕ et la
multiplication ⊗. L'élément neutre pour l'addition est la séquence 0 = (0, 0, . . .). L'opposé
d'un élément a de W(A) est 	a = IA(a). L'élément neutre pour la multiplication est
1W(A) = (1, 0, 0, . . .).
Si ρ : B → A est un homomorphisme d'anneau alors W(ρ) : W(B) → W(A) est
un homomorphisme d'anneaux. L'application WA est un homomorphisme d'anneaux de
W(A) dans AN et les composantes fantômes sont elles aussi des homomorphismes d'an-
neaux.
Démonstration. Les lois sont internes. Il reste à prouver le reste des propriétés d'un
anneau. Considérons l'anneau B = Z[Xa]a∈A. L'application WB est injective car p ne
Z[Xa]a∈A
ρ //
W

A
W

W(Z[Xa]a∈A)
W(ρ) //W(A)
Figure 4.1  Foncteur W
divise pas 0 dans B. D'après 4.3.2
WB(0⊕ b) =WB(0) +WB(b) = 0 +WB(b) =WB(b).
WB(b⊕ I(b)) =WB(b) +WB(I(b)) =WB(b)−WB(b) = 0 =WB(0).
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Par injectivité : 0⊕b = b et b⊕I(b) = 0. Tout élément admet un inverse 	b. L'associativité
et la commutativité de l'addition se montrent de la même manière. Donc l'addition est
bien une loi de groupe abélien sur B.
WB(b⊗ 1W(A)) =WB(b).1 =WB(b).
Par injectivité, l'élément neutre pour la multiplication est 1W(A). On démontre de même
que la multiplication est associative et distributive par rapport à l'addition. Tout ceci est
vrai pour un anneau dont p ne divise pas 0.
L'application W(ρ) : W(B) → W(A) est surjective. Donc pour tout a, il existe a′
telle que W(ρ)(a
′
) = a. D'après 4.3.1 :
a⊕ IA(a) = W(ρ)(a′)⊕ IA(W(ρ)(a′)) = W(ρ)(a′)⊕W(ρ)(IB(a′)) = W(ρ)(a′ ⊕ IB(a′))
= W(ρ)(0) = 0.
a⊗ 1W(A) = W(ρ)(a
′
)⊗W(ρ)(1W(B)) = W(ρ)(a
′ ⊗ 1W(B)) = W(ρ)(a
′
) = a.
On démontre de la même manière toutes les hypothèses d'un anneau sur W(A) et donc
W(A) est un anneau. Du coup, W(ρ) etW(A) sont aussi des homomorphismes d'anneaux.
Si A est commutatif, les formules des polynômes de SA et PA montrent que la com-
mutativité de A implique celle de W(A).
Déﬁnition 4.3.3. Soit A un anneau. L'anneau W(A) est appelé l'anneau des vecteurs
de Witt à coeﬃcients dans A.
Ainsi W est un foncteur de la catégorie des anneaux, puisqu'il transforme un anneau A
en un anneau W(A) et un homomorphisme d'anneaux p : B → A en un homomorphisme
d'anneaux W(p) : W(B)→W(A). Si p est inversible, W(A) est isomorphe à AN.
4.4 L'homomorphisme de Frobenius et l'opérateur de déca-
lage sur W(A)
Soit A un anneau. Dans la suite, on notera 1W(A) par 1 tout simplement.
Déﬁnition 4.4.1. On appelle homomorphisme de Frobenius l'application FA que l'on
notera F lorsqu'il est question d'un seul anneau.
On appelle opérateur de décalage et on le note VA ou tout simplement V lorsqu'il est
question d'un seul anneau, l'application suivante :
VA :
{
W(A) → W(A)
(a0, a1, . . .) 7→ (0, a0, a1, . . .).
On déﬁnit deux autres applications :
vA :
{
AN → AN
(a0, a1, a2, . . .) 7→ (0, pa0, pa1, . . .).
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fA :
{
AN → AN
(a0, a1, a2, . . .) 7→ (a1, a2, a3, . . .).
fA est évidemment un endomorphisme de l'anneau AN tandis que vA est un endo-
morphisme du groupe additif sous-jacent à AN.
Proposition 4.4.1. Pour tout a ∈W(A) :
WA ◦ FA(a) = fA ◦WA(a)
WA ◦VA(a) = vA ◦WA(a).
Les ﬁgures 4.4.1 et 4.4.1 représentent la commutativité de ces homomorphismes.
W(A)
FA //
WA

W(A)
WA

AN
fA // AN
W(A)
VA //
WA

W(A)
WA

AN
vA // AN
Démonstration. Le théorème 4.2.2 démontre la première égalité. Pour la deuxième égalité,
il suﬃt de remarquer que Wn+1(a) = a0p
n+1
+ pWn(a1, . . . , an+1). On en déduit que :
W0(VA(a)) = 0
Wn+1(VA(a)) = Wn+1(0, a0, a1, . . .) = pWn(a0, . . . , an)
WA ◦VA(a) = (0, pW1(a), pW2(a), . . .) = vA ◦WA(a).
Propriété 4.4.1. Soit ρ un homomorphisme d'anneaux. Nous possédons les relations
suivantes, pour tout a ∈W(B) :
W(ρ) ◦VB(a) = VA ◦W(ρ)(a).
Démonstration.
W(ρ) ◦VB(a) = W(ρ)(0, a0, a1, . . .)
= (0, ρ(a0), ρ(a1), . . .)
= VA(ρ(a0), ρ(a1), . . .)
= VA ◦W(ρ)(a).
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Dans la suite, nous allons étudier les propriétés de calculs pour ces deux applications.
Notation 4.4.1. Dans l'anneau W(A), on note : p.a = a⊕ . . .⊕ a︸ ︷︷ ︸
p
et a∗p = a⊗ . . .⊗ a︸ ︷︷ ︸
p
.
Théorème 4.4.1. Soit A un anneau. L'application FA est un endomorphisme de l'an-
neau W(A). L'application VA est un endomorphisme du groupe additif sous-jacent à
l'anneau W(A).
Pour tout a et b de W(A), on a :
FA ◦VA(a) = p.a
VA ◦ FA(a) = (0, 1, 0, 0, . . .)⊗ a
VA(a⊗ FA(b)) = VA(a)⊗ b
VA(a)⊗VA(b) = p.VA(a⊗ b).
Démonstration. Si on reprend les éléments de la démonstration du théorème 4.3.1, on
possède l'anneau B = Z[Xa]a∈A et un homomorphisme surjetic ρ : B → A. On rappelle
aussi que W(ρ) est homomorphisme surjectif, queWB est homomorphisme injectif et que
fB est homomorphisme d'anneaux. Donc pour tout a ∈WA, il existe a′ ∈WB
FA(a⊕ b) = FA(W(ρ)(a′)⊕W(ρ)(b′))
= FA ◦W(ρ)(a′ ⊕ b′)
= W(ρ) ◦ FB(a′ ⊕ b′) et
WB ◦ FB(a′ ⊕ b′) = fB ◦WB(a′ ⊕ b′)
= fB ◦WB(a′) + fB ◦WB(b′)
= WB ◦ FB(a′) +WB ◦ FB(b′)
= WB(FB(a′)⊕ FB(b′)).
L'injectivité de WB implique FB(a′)⊕ FB(b′) = FB(a′ ⊕ b′). D'où :
FA(a⊕ b) = W(ρ)(FB(a′)⊕ FB(b′))
= W(ρ) ◦ FB(a′)⊕W(ρ) ◦ FB(b′)
= FA ◦W(ρ)(a′)⊕ FA ◦W(ρ)(b′)
= FA(a)⊕ FA(b).
La preuve pour la multiplication est identique et repose sur le fait que f est un homo-
morphisme d'anneaux. Pour montrer que VA est un homomorphisme de groupe additif
sous-jacent, on utilise les mêmes calculs et le fait que v est seulement un homomorphisme
de groupe additif sous-jacent. On utilise les mêmes procédés pour les autres points du
théorème.
WB ◦ FB ◦VB(a′) = fB ◦ vB ◦WB(a′)
= (p.Wn(a
′
))n∈N.
WB(p.a′) = p.WB(a′)
= (p.Wn(a
′
))n∈N.
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L'injectivité de WB et le même procédé implique que FA ◦VA(a) = p.a.
Pour montrer VA(a⊗ FA(b)) = VA(a)⊗ b, on relève dans l'anneau W(B) et on a :
WB ◦VB(a′ ⊗ FB(b′)) = vB ◦WB(a′ ⊗ FB(b′))
= vB(WB(a′)×WB ◦ FB(b′))
= vB(WB(a′)× fB ◦WB(b′)).
WB(VB(a
′
)⊗ b′) = vB ◦WB(a′)×WB(b′).
Il reste à prouver que vB(α× fB(β)) = vB(α)× β.
vB(α× fB(β)) = vB(αnβn+1)n∈N
= (0, pα0β1, pα1β2, . . .).
vB(α)× β = (0, pα1, pα2, . . .)× β
= (0, pα0β1, pα1β2, . . .).
Il en résulte le résultat que VA(a ⊗ FA(b)) = VA(a) ⊗ b. On déduit directement de cela
en remplaçant a par 1W(A) que VA ◦ FA(b) = (0, 1, 0, 0, . . .) ⊗ b. Maintenant il reste à
prouver que VA(a)⊗VA(b) = p.VA(a⊗ b). On se replace dans l'anneau B et on a :
WB(VB(a′)⊗VB(b′)) = WB ◦VB(a′)×WB ◦VB(b′)
= vB ◦WB(a′)× vB ◦WB(b′)
= (0, p2W0(a
′
)W0(b
′
), p2W1(a
′
)W1(b
′
), . . .)
= p.(0, pW0(a
′
)W0(b
′
), pW1(a
′
)W1(b
′
), . . .)
= p.vB(WB(a
′
)×WB(b′))
= p.vB ◦WB(a′ ⊗ b′)
= p.WB ◦VB(a′ ⊗ b′)
= WB(p.VB(a
′ ⊗ b′)).
L'injectivité de WB et la surjectivité de W(ρ) impliquent que l'égalité est vériﬁée.
Ces opérateurs permettent d'introduire une ﬁltration sur le groupe additif sous-jacent
à W(A). Cette ﬁltration déﬁnit une topologie sur W(A)
4.5 Vecteurs de Witt sur anneau de caractéristique p et To-
pologie
Grâce à l'opérateur de décalage V, nous allons construire une suite décroissante
d'idéaux dans W(A). Tout d'abord, énonçons un lemme très important :
Lemme 4.5.1. Soit A un anneau et n un entier naturel. Pour tout a ∈W(A), on a :
a = (a0, . . . , an−1, 0, . . .)⊕ (0, . . . , 0︸ ︷︷ ︸
n
, an, . . .).
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Démonstration. On se replace dans l'anneau B = Z[Xa]a∈A.
WB((a0, . . . , an−1, 0, . . .)⊕(0, . . . , 0︸ ︷︷ ︸
n
, an, . . .)) =WB(a0, . . . , an−1, 0, . . .)+WB(0, . . . , 0︸ ︷︷ ︸
n
, an, . . .).
Si k < n, alors :
Wk(a0, . . . , an−1, 0, . . .) = Wk(a)
Wk((0, . . . , 0︸ ︷︷ ︸
n
, an, . . .)) = 0.
Si k ≥ n, alors :
Wk(a0, . . . , an−1, 0, . . .) =
i=n−1∑
i=0
piap
n−i
i
Wk((0, . . . , 0︸ ︷︷ ︸
n
, an, . . .)) =
i=k∑
i=n
piap
n−i
i .
Donc pour tout k ∈ N : Wk(a0, . . . , an−1, 0, . . .) + Wk((0, . . . , 0︸ ︷︷ ︸
n
, an, . . .)) = Wk(a). On
en déduit que : WB((a0, . . . , an−1, 0, . . .) ⊕ (0, . . . , 0︸ ︷︷ ︸
n
, an, . . .)) = WB(a). Par injectivité,
on a alors l'égalité sur B et on remonte dans A par surjectivité de l'homomorphisme
W(ρ).
4.5.1 Filtration sur l'anneau des vecteurs de Witt
Déﬁnition 4.5.1. Soit A un anneau. Pour tout n entier naturel, on pose :
Vm(A) = V
m(W(A)) = {Vm(a); a ∈W(A)} .
C'est l'ensemble des vecteurs de Witt tels que les n premiers termes soient nuls.
Proposition 4.5.1. Pour tout n entier naturel, pour tout a et b :
Vn(a⊕ b) = Vn(a)⊕Vn(b)
Vn(a)⊗ b = Vn(a⊗ Fn(b)).
Démonstration. Cette proposition se démontre par récurrence à partir des résultats du
théorème 4.4.1
Corollaire 4.5.1. Pour tout n entier naturel, Vn(A) est un idéal de W(A).
Démonstration. La proposition 4.5.1 montre clairement que Vn(A) est un idéal.
Déﬁnition 4.5.2. On appelle ﬁltration décroissante sur un groupe G une suite décrois-
sante {Gn}n∈Zde sous-groupes. Le groupe G est appelé un groupe ﬁltré.
La ﬁltration est dite séparée si
⋂
n∈ZGn = 0. Soit un anneau A. On dit qu'une ﬁltra-
tion {An}n∈Z sur le groupe additif sous-jacent à l'anneau est compatible à la structure
d'anneau si ∀n,m ∈ Z, AnAm ⊆ An+m et 1 ∈ A0. L'anneau A est appelé un anneau
ﬁltré.
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On voit qu'une ﬁltration sur un anneau compatible avec la structure d'anneau est une
suite décroissante d'idéaux de A0 dont A0 est un sous-anneau de A. On pose Vn(A) =
W(A) pour tout n ≤ 0. La suite des {Vn(A)}n∈Z est une ﬁltration décroissante du groupe
additif sous-jacent de A.
W(A) = V0(A) ⊇ V1(A) ⊇ . . . ⊇ Vn(A) . . .
Cette ﬁltration du groupe additif sous-jacent est séparée.⋂
m∈N
Vm(A) = {0} .
L'élément 1 appartient à V0(A). Cependant il reste à voir si cette ﬁltration est compatible
avec la structure d'anneau des vecteurs de Witt.
Théorème 4.5.1. Soit A un anneau. L'anneau W(A) est ﬁltré si et seulement si A est
de caractéristique p.
Démonstration. Si W(A) est un anneau ﬁltré alors V1(A)V1(A) ⊆ V2(A). D'après les
formules des polynômes du produit Pn, on a
(0, a1, a2, . . .)⊗ (0, b1, b2, . . .) = (0, pa1b1, . . .),
pour tout a1 et tout b1 dans A, alors px = 0 pour tout x ∈ A. Ce qui signiﬁe que A est
un anneau de caractéristique p. La réciproque nécessite des résultats préliminaires sur
l'homomorphisme de Frobenius et l'opérateur de décalage.
4.5.2 Vecteurs de Witt sur un anneau de caractéristique p
Proposition 4.5.2. Soit un anneau de caractéristique p. Pour tout a et tout b de W(A)
et pour tout entier naturel n et tout m, on a :
F(a) = (an
p)n∈N
p.a = FA ◦V(a) = V ◦ F(a) = (0, 1, 0, 0, . . .)⊗ a = (0, a0p, a1p, . . .)
Vm(a)⊗Vn(b) = Vn+m(Fn(a)⊗ Fm(b)).
Démonstration. Dans la démonstration du théorème 4.2.2, on prouve que Fn ≡ Xpn
mod p. Cette congruence s'interprète dans un anneau de caractéristique p par Fn(a) =
an
p. La première assertion est prouvée. D'après le théorème 4.4.1,
p.a = F ◦V(a) = F(0, a0, a1, . . .) = (0, a0p, a1p, . . .) et
(0, 1, 0, 0, . . .)⊗ a = V ◦ F(a) = V(a0p, a1p, . . .) = (0, a0p, a1p, . . .).
La deuxième assertion est donc prouvée. D'après la proposition 4.5.1, on a :
Vm(a)⊗Vn(b) = Vm(a⊗ Fm ◦Vn(b)).
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Par commutativité de F avec V démontrée ci-dessus, on a :
Vm(a)⊗Vn(b) = Vm(a⊗Vn ◦ Fm(b)).
D'après la proposition 4.5.1, on a :
a⊗Vn ◦ Fm(b) = Vn(Fn(a)⊗ Fm(b)).
On en déduit la dernière assertion de la proposition à savoir :
Vm(a)⊗Vn(b) = Vm ◦Vn(Fn(a)⊗ Fm(b))
= Vn+m(Fn(a)⊗ Fm(b)).
Corollaire 4.5.2. Si A est un anneau de caractéristique p alors la ﬁltration {Vn(A)}n∈Z
est compatible avec la structure d'anneau de A.
Démonstration. En eﬀet, on a vu qu'il suﬃsait de démontrer que :
Vm(A)⊗Vn(A) ⊆ Vn+m(A).
Or pour tout a et tout b, on a vu ci-dessus que Vm(a)⊗Vn(b) = Vn+m(Fn(a)⊗Fm(b)).
Autrement dit Vm(A)⊗Vn(A) ⊆ Vn+m(A).
ﬁn de la démonstration du théorème 4.5.1
Ce corollaire achève donc la preuve du fait que W(A) est un anneau ﬁltré si et seulement
si A est un anneau de caractéristique p. Cette ﬁltration déﬁnit une topologie sur l'anneau
des vecteurs de Witt.
4.5.3 Topologie et Représentant de Teichmuller
Munissons W(A) de la topologie associée à la ﬁltration {Vm(A)}m∈Z. Cette topologie
est compatible à la structure d'anneau de W(A) si A est de caractéristique p.
Pour tout a ∈W(A), pour tout m ∈ Z, les ensembles a⊕ Vm(A) sont des voisinages de
a. D'après le lemme 4.5.1, a ⊕ Vm(A) est l'ensemble des éléments b tels que pour tout
0 ≤ i ≤ m− 1, bi = ai.
a⊕Vm(A) = {(a0, . . . , am−1, bm, bm+1, . . .);∀i ≥ m, bi ∈ A} .
Proposition 4.5.3. Muni de la topologie associée à la ﬁltration {Vk(A)}k∈N, W(A) est
un anneau topologique séparé et complet.
Démonstration. Soient a et b deux vecteurs de Witt tels que pour tout voisinage de a
et voisinage de b, l'intersection de ces deux voisinages soit non-vide, c'est-à-dire pour
tout n et k entiers, {a⊕Vk(A)} ∩ {b⊕Vn(A)} 6= 0. Donc pour tout k et n entiers, il
existe un élément cn,k ∈ {a⊕Vk(A)} ∩ {b⊕Vn(A)}. Supposons que k ≤ n, comme la
ﬁltration est décroissante alors cn,k	a et cn,k	 b sont dans Vk(A) qui est un idéal, donc
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a 	 b ∈ Vk(A). Ceci étant vériﬁé pour tout k entier et la ﬁltration étant séparée alors
a	 b = 0. On a démontré que la topologie associée à cette ﬁltration est séparée.
Soit {an}n∈N une suite de Cauchy de vecteurs de Witt pour la topologie associée à
cette ﬁltration.
∀k ∈ N, ∃nk ∈ N; ∀n,m ≥ nk, an 	 am ∈ Vk(A).
Pour k = 1, il existe un plus petit entier n1 tel que pour tout n,m ≥ n1, an	am ∈ V1(A).
Ce qui équivaut à dire qu'il existe a0 ∈ A tel que pour tout n ≥ n1, le vecteur de Witt an
ait pour première composante a0. Pour k = 2, il existe n2 tel que pour tout n,m ≥ n2,
an 	 am ∈ V2(A). La ﬁltration est décroissante, donc n2 ≥ n1. C'est équivalent à dire
qu'il existe a1 ∈ A tel que pour tout n ≥ n2, le vecteur de Witt an a pour deuxième
composante a1. Par récurrence sur k, on obtient une suite d'entiers croissantes
. . . ≥ nk ≥ . . . ≥ n2 ≥ n1 ≥ 0.
et une suite (a0, a1, . . . , ak, . . .) d'éléments dans A qui constitue un vecteur de Witt que
l'on note a tel que pour tout n ≥ nk, an 	 a ∈ Vk(A). Autrement dit la suite des an est
convergente et converge vers a pour cette topologie.
Déﬁnition 4.5.3. Soit τA l'application de A dans W(A) déﬁnie par :
τA :
{
A → W(A)
a 7→ (a, 0, . . .)
Cette application est appelée le représentant de Teichmuller. Il sera noté τ quand il sera
question d'un seul anneau.
Proposition 4.5.4. Soient a et b deux éléments de A et soit un homomorphisme d'an-
neaux ρ : B → A. soit c ∈W(A). On a :
WA ◦ τA(a) = (apn)n∈N
W(ρ) ◦ τB = τA ◦ ρ
τA(ab) = τA(a)⊗ τA(b)
τA(a)⊗ c = (apncn)n∈N.
Démonstration. Par les formules de Wn, la première assertion est évidente. La deuxième
assertion est aussi évidente. Pour la troisième assertion, on se replace dans l'anneau
B = Z[Xa]a∈A. L'élément p n'étant pas un diviseur de 0, alors WB est injective.
WB(τB(a′)⊗ τB(b′)) = WB ◦ τB(a′)×WB ◦ τB(b′)
= (a
′pn
)n∈N × (b′p
n
)n∈N
= ((a
′
b
′
)p
n
)n∈N
= WB ◦ τB(a′b′).
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Donc τB(a
′
) ⊗ τB(b′) = τB(a′b′). Comme ρ est surjectif, pour tout a et b, il existe a′ et
b
′
tels que ρ(a
′
) = a et ρ(b
′
) = b.
τA(a)⊗ τA(b) = τA ◦ ρ(a′)⊗ τA ◦ ρ(b′)
= W(ρ) ◦ τB(a′)⊗W(ρ) ◦ τB(b′)
= W(ρ) ◦ τB(a′b′)
= τA(ab).
On procède de la même manière pour démontrer la dernière assertion.
Proposition 4.5.5. Munissons l'anneau W(A) de la topologie associée à la ﬁltration
{Vm(A)}m∈Z. Soit a = (an)n∈N alors la série de terme général Vn(τ(an)) converge vers
a.
a =
n=+∞∑
n=0
Vn(τ(an)).
Démonstration.
Vn(τ(an)) = (0, . . . , 0︸ ︷︷ ︸
n
, an, 0, . . .).
D'après le lemme 4.5.1, pour tout n : a ∈
k=n∑
k=0
Vk(τ(ak)) ⊕ Vn(A). D'après le corollaire
4.5.1, la suite des Vk(A) est une suite d'idéaux décroissante, donc pour tout n et pour
tout m ≥ n :
k=m∑
k=0
Vk(τ(ak))	 a ∈ Vm(A) ⊆ Vn(A).
En d'autres termes : ∀n ∈ N, ∀m ≥ n,
k=m∑
k=0
Vk(τ(ak)) 	 a ∈ Vn(A). La série de
terme général Vk(τ(ak)) converge donc vers a pour la topologie associée à la ﬁltration
Vk(A).
Il existe d'autres topologies sur l'anneau des vecteurs de Witt : la topologie V1(A)-
adique et la topologie p-adique.
W(A) ⊇ V1(A) ⊇ V1(A)2 ⊇ . . . ⊇ V1(A)k ⊇ . . .
W(A) ⊇ p.W(A) ⊇ p2.W(A) ⊇ . . . ⊇ pk.W(A) ⊇ . . .
Elles sont intéressantes dans le cas où A est un anneau parfait de caractéristique p car
dans ce cas, elles coincident et sont plus ﬁnes que la topologie associée à la ﬁltration
{Vm(A)}m∈Z.
4.5.4 Vecteurs de Witt sur un anneau parfait de caractéristique p et
topologie p-adique
Soit A un anneau . La topologie V1(A)-adique et la topologie p-adique coincident sur
l'anneau des vecteurs de Witt, W(A), si et seulement si A est de caractéristique p. En
eﬀet :
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Proposition 4.5.6. Soit A un anneau quelconque. Pour tout k entier, on :
V1(A)
k = pk−1.V1(A).
Démonstration. D'après le théorème 4.4.1, pour tout couple de vecteurs de Witt, on a :
V(a)⊗V(b) = p.V(a⊗ b).
On en déduit directement que V1(A)
2 ⊆ p.V1(A). D'autre part, soit p.V(a) ∈ p.V1(A).
p.V(a) = p.V(a⊗ 1W(A)) = V(a)⊗V(1W(A)).
On en déduit directement l'inclusion inverse. Donc la proposition est vériﬁée pour k = 2
et elle est évidente pour k = 1. Supposons que cela soit vrai pour un k quelconque ﬁxé.
V1(A)
k+1 = V1(A)
kV1(A) = p
k−1.V1(A)V1(A) = pk−1.V1(A)2 = pk.V1(A).
Proposition 4.5.7. La topologie p-adique est plus ﬁne que la topologie V1(A)-adique si
et seulement si A est un anneau de caractéristique p.
La topologie V1(A)-adique est plus ﬁne que la topologie associée à la ﬁltration {Vm(A)}m∈N
si et seulement si A est un anneau de caractéristique p.
L'anneau W(A) est séparé et complet pour ces trois topologies.
Démonstration. Si la topologie p-adique est plus ﬁne que la topologie V1(A)-adique alors
p.W(A) ⊆ V1(A). Donc pour tout a ∈W(A), p.a ∈ V1(A) = V(W(A)).
p.(a0, a1, . . .) = (p.a0, ∗, . . .) = (0, ∗, . . .).
On en déduit que pour tout a0 ∈ A, p.a0 = 0, ce qui signiﬁe que A est de caractéristique p.
Si la topologie V1(A)-adique est plus ﬁne que la topologie associée à la ﬁltration {Vm(A)}m∈N,
alors V1(A)
2 ⊆ V2(A). Donc pour tout a et pour tout b dans W(A), V(a)⊗V(b) ∈ V2(A).
(0, a0, . . .)⊗ (0, b0, . . .) = (0, p.a0.b0, . . .) = (0, 0, ∗, . . .).
On en déduit que pour tout a ∈ A, p.a = 0, ce qui signiﬁe que A est de caractéristique p.
Inversement si A est de caractéristique p, d'après la proposition 4.5.2 :
p.W(A) ⊆ V(W(A)) ⊆ V1(A).
On déduit de cela que p2.W(A) ⊆ p.V1(A). De la proposition 4.5.6, on a p.V1(A) =
V1(A)
2. Du corollaire 4.5.2, on a V1(A)2 ⊆ V2(A) et plus généralement V1(A)k ⊆ Vk(A).
p2.W(A) ⊆ V1(A)2 ⊆ V2(A).
Supposons que cela soit vrai pour k − 1 quelconque. alors :
pk.W(A) = p.pk−1.W(A) ⊆ p.V1(A)k−1 = p.V1(A)V1(A)k−2
= V1(A)
2V1(A)
k−2 = V1(A)k ⊆ Vk(A).
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Les deux premières assertions sont démontrées. De manière analogue à la démonstra-
tion de la proposition 4.5.3, ces deux topologies sont séparées car
⋂
k∈N
pk.W(A) = {0}⋂
k∈N
V1(A)
k = {0}. La démonstration de la complétude est identique à celle de la propo-
sition 4.5.3.
Proposition 4.5.8. La topologie V1(A)-adique, la topologie p-adique et la topologie as-
sociée à la ﬁltration {Vm(A)}m∈N coincident sur l'anneau des vecteurs de Witt W(A) si
et seulement si A est parfait de caractéristique p.
Démonstration. Si A est un anneau parfait de caractéristique p, alors on en déduit grâce
à la proposition 4.5.7 que pour tout k entier, pk.W(A) ⊆ V1(A)k ⊆ Vk(A). Comme A
est parfait alors d'après la proposition 4.5.2, F est un automorphisme de l'anneau W(A).
Soit a ∈ V1(A), il existe b ∈W(A) tel que a = V(b) et il existe c tel que b = F(c). Donc
a = V(F(c)) = p.c. Autrement dit V1(A) = p.W(A). La proposition 4.5.2 donne par
commutativité en multipliant par p.1W(A), V1(A)
k = (p.W(A))k ⊆ pk.W(A). Autrement
dit pk.W(A) = V1(A)k. Avec l'automorphisme F et par commutativité de F et V, on a
aussi :
Vk(A) = V
k(W(A)) = Vk ◦ Fk ◦ F−k(W(A)) = V ◦ F︸ ︷︷ ︸
k
◦F−k(W(A)) = pk.W(A).
Donc les topologies coincident. Inversement, si les topologies coincident, d'après la pro-
position 4.5.7, A est de caractéristique p. Il reste à montrer qu'il est parfait en sachant
que V1(A) = p.W(A). Pour tout a ∈ W(A), il existe b ∈ W(A) tel que V (a) = p.b.
D'après la proposition 4.5.2, on a : (0, a0, . . .) = (0, b
p
0, . . .). Donc pour tout a ∈ A, il
existe b ∈ A tel que a = bp, autrement dit A est parfait.
Avec cette topologie p-adique, dans le cas oùA est un anneau parfait de caractéristique
p, on peut redéﬁnir la série de terme général Vn(τ(an)) qui converge vers a.
Théorème 4.5.2. Soit un anneau parfait de caractéristique p. Munissons l'anneau W(A)
de la topologie p-adique. Soit a = (an)n∈N alors la série de terme général pn.τ(anp
−n
)
converge vers a.
a =
n=+∞∑
n=0
pn.τ(an
p−n).
Démonstration. Si A est parfait de caractéristique p, alors la topologie p-adique et la
topologie associée à la ﬁltration {Vm(A)}m∈N coincident. D'après les propositions 4.5.2
et 4.5.5 :
a =
n=+∞∑
n=0
Vn(τ(an)) =
n=+∞∑
n=0
Vn◦Fn◦F−n(τ(an)) =
n=+∞∑
n=0
(V◦F)n(τ(ap−nn )) =
n=+∞∑
n=0
pn.τ(an
p−n).
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Proposition 4.5.9. Soit A un anneau de caractéristique p. La première composante
fantôme W0 induit un isomorphisme de l'anneau quotient W(A)/V1(A) sur A. Si en
plus A est parfait, alors W0 induit un isomorphisme de l'anneau quotient W(A)/p.W(A)
sur A.
Démonstration.
W0 :
{
W(A) → A
a 7→ a0.
C'est un homomorphisme d'anneau surjectif car pour tout a ∈ A, W0(τ(a)) = a. Le noyau
est l'ensemble des vecteurs de Witt tels que a0 = 0, autrement dit l'idéal V1(A). Si A est
parfait de caractéristique p alors V1(A) = p.W(A). Donc W(A)/p.W(A) ∼= A.
4.6 Vecteurs de Witt sur un corps parfait de caractéristique
p et valuation discrète
Cette fois-ci, nous nous placerons dans le cas ou A est un corps de caractéristique p
que l'on notera k. La structure de corps de k fait de l'anneau des vecteurs de Witt W(k)
un anneau local d'idéal maximal p.W(k).
Proposition 4.6.1. Soit k un corps de caractéristique p. Alors l'anneau W(k) est un
anneau local intègre séparé et complet, d'idéal maximal V1(k) et de corps résiduel k.
Démonstration. On a démontré dans les parties précédentes que l'anneau est séparé et
complet. De la proposition 4.5.9, on a que W(k)/V1(k) est isomorphe à k. L'espace k
étant un corps, on en déduit que V1(k) est maximal.
Soit a /∈ V1(k). Donc a0 6= 0 et il existe a−10 ∈ k. On cherche b tel que a⊗ b = 1W(A) =
(1, 0, 0, . . .).
P0(a, b) = 1⇒ a0b0 = 1⇒ b0 = a−10 .
P1(a, b) = 0⇒ ap0b1 + a1bp0 = 0⇒ b1 = −a1a−2p0 .
Ainsi de suite par récurrence, on trouve qu'un inverse de a dans W(k) si a /∈ V1(k).
W(k) = V1(k)
∐
W(k)∗.
On déduit que tout idéal est inclus dans V1(k). L'idéal V1(k) est donc l'unique idéal
maximal. L'anneau W(k) est local et son corps résiduel est k.
Soient a et b deux vecteurs de Witt non-nuls. Il existe donc au moins un coeﬃcient
non nul pour chacun des deux vecteurs. Prenons les premiers coeﬃcients non nuls notés
am et bn. Alors a = Vm(a
′
) et b = Vn(b
′
) avec a
′
= (am, am+1, . . .) et b
′
= (bn, bn+1, . . .).
D'après la proposition 4.5.2 :
a⊗ b = Vm(a′)⊗Vn(b′) = Vm+n(Fn(a)⊗ Fm(b)) = Vm+n((apnm .bp
m
n , ∗, . . .) 6= 0.
W(k) est un anneau intègre.
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Théorème 4.6.1. Soit k un corps parfait de caractéristique p. Alors l'anneau W(k) est
un anneau de valuation discrète et son idéal maximal est p.W(k)
Démonstration. Si k est parfait, d'après la proposition 4.5.9, l'idéal maximal est V1(k) =
p.W(k). Si k est de caractéristique p, sommer p fois revient à multiplier par p = p.1W(k) =
(0, 1, 0, . . .). Donc p.W(k) = p.1W(k) ⊗ W(k) est engendré par l'élément p.1W(k) =
(0, 1, 0, . . .). Cet élément est non-nilpotent, car pour tout n entier (p.1W(k))
n = pn.1W(k) =
(0, . . . , 0︸ ︷︷ ︸
n
, 1, 0 . . .) 6= 0. D'après le théorème précédent, W(k) est local, d'idéal maximal
principal engendré par un élément non-nilpotent, intègre, séparé et complet. On en dé-
duit que c'est un anneau de valuation discrète de corps résiduel k. En eﬀet on démontre
que tout idéal premier ne peut être que l'idéal maximal. Et le fait que l'idéal maximal
soit principal implique que W(k) est principal.
4.7 Vecteurs de Witt de longueur ﬁnie et Entiers p-adiques
Il existe une relation entre les vecteurs de Witt relatifs à un nombre premier p et les
entiers p-adiques. En eﬀet, W(Fp) l'anneau des vecteurs de Witt sur Fp est isomorphe
à Zp l'anneau des entiers p-adiques. Cet isomorphisme se construit avec l'anneau des
vecteurs de Witt de longueur ﬁnie que nous allons introduire et les limites projectives.
4.7.1 Généralités
Vecteurs de Witt de longueur ﬁnie
Déﬁnition 4.7.1. Soit A un anneau quelconque et n un entier strictement positif.
On appelle anneau des vecteurs de Witt de longueur n l'anneau quotient Wn(A) =
W(A)/Vn(A).
Cet anneau est en bijection avec l'anneau produit An à travers l'application naturelle :
Wn(A) → An
[a0, . . . , an−1, ∗, . . .] 7→ (a0, . . . , an−1).
Les classes sont représentées par l'élément (a0, . . . , an−1, 0, . . .) que l'on notera [a0, . . . , an−1].
Les opérations sur Wn(A) sont déﬁnies par :
[a0, . . . , an−1]⊕ [b0, . . . , bn−1] = [S0(a0, b0), . . . ,Sn−1(a0, . . . , an−1, b0, . . . , bn−1)]
[a0, . . . , an−1]⊗ [b0, . . . , bn−1] = [P0(a0, b0), . . . ,Pn−1(a0, . . . , an−1, b0, . . . , bn−1)] .
L'élément neutre pour l'addition est la classe de la séquence nulle notée [0] et celui de la
multiplication est la classe de 1W(A) notée [1, 0, . . . , 0].
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Exemple 4.7.1. L'anneau W1(A) est isomorphe à l'anneau A puisque l'application est
un homomorphisme d'anneau et les opérations sont données par
[a0]⊕ [b0] = [S0(a0, b0)] = [a0 + b0]
[a0]⊗ [b0] = [P0(a0, b0)] = [a0 × b0] .
Exemple 4.7.2. Les opérations explicites sur W2(A) sont :
[a0, a1]⊕ [b0, b1] =
[
a0 + b0, a1 + b1 −
i=p−1∑
i=1
p!
(p− i)!i!pa
i
0a
p−i
0
]
[a0, a1]⊗ [b0, b1] = [a0Y0, ap0b1 + a1bp0 + pa1b1] .
Projections
Notation 4.7.1. On notera l'homomorphisme surjectif canonique de W(A) dans Wn(A)
par pin :
pin :
{
W(A) −→ Wn(A)
a 7→ [a0, . . . , an−1] .
On notera l'homomorphisme canonique de W(A) dans l'anneau du produit direct
∏
n∈N Wn(A)
par pi :
pi :
{
W(A) −→ ∏
n≥1
Wn(A)
a 7→ (pin(a))n∈N.
Foncteur
Soit ρ un homomorphisme d'anneaux de B dans A, on déﬁnit l'application Wn(ρ)
par passage aux quotients de l'homomorphisme W(ρ). C'est bien un homomorphisme.
Wn est donc un foncteur de la catégorie des anneaux. On a pour tout vecteur b dans
Wn(B) :
Wn(ρ) [b0, . . . , bn−1] = [(p(b0, . . . , ρ(bn−1)]
Wn est donc un foncteur pour la catégorie des anneaux (voir ﬁgure 4.2).
L'homomorphisme Wn
Avec les polynômes, on peut déﬁnir des homomorphismes de Wn(A) dans A.
Déﬁnition 4.7.2. Pour tout n strictement positif, pour tout i < n, on déﬁnit les appli-
cations suivantes :
Wni :
{
Wn(A) → A
[a0, . . . , an−1] 7→ Wi(a0, . . . , an−1)
où Wi est la composante fantôme d'indice i de la déﬁnition 4.3.2.
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B
ρ //
W

A
W

W(B)
W(ρ) //
pin

W(A)
pin

Wn(B)
Wn(ρ)//Wn(A)
Figure 4.2  Foncteur Wn
On peut alors déﬁnir l'homomorphisme d'anneauxWn : Wn(A)→ An qui correspond
au passage au quotient de l'homomorphisme W : W(A)→ AN.
Wn :
{
Wn(A) → An
[a0, . . . , an−1] → {Wi(a0, . . . , an−1)}0≤i≤n−1
En eﬀet, l'ensemble des vecteurs dans AN tels que les n premiers coeﬃcients soient nuls
est un idéal et l'image de Vn(A) par W est contenu dans cet idéal. Par passage au
quotient, on a le diagramme suivant :
W(A)
W //
pin

AN

Wn(A) Wn // An
Figure 4.3  L'homomorphisme Wn
4.7.2 Limite projective
Pour tout n entier, la ﬁltration {Vm(A)}m∈N étant décroissante, on peut construire
un homomorphisme surjectif de Wm(A) sur Wn(A) pour toute paire d'entiers strictement
positifs m et n tels que m > n.
Déﬁnition 4.7.3. Soit une famille d'anneau {An}n∈N munie d'une famille d'homomor-
phismes d'anneaux pii,j : Aj → Ai pour tout i ≤ j telle que :
 pii,i est l'identité de Ai.
 pii,k = pii,j ◦ pij,k pour tout triplet i ≤ j ≤ k.
Alors on appelle cette famille (An, pin,m) un système projectif d'anneaux. On déﬁnit la
limite projective de ce système par :
lim←− An =
{
(xn)n∈N ∈
∏
n∈N
An; ∀i ≤ j, ai = pii,j(aj)
}
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La limite projective d'un système projectif d'anneaux est un sous-anneau de l'an-
neau produit direct
∏
n∈N
An. On construit les homomorphismes canoniques de projection
suivant pour toute paire (n,m) telle que n ≤ m,
pin,m :
{
Wm(A) → Wn(A)
[a0, . . . , am−1] 7→ [a0, . . . , an−1] .
Il est évident que la famille (Wn(A), pin,m) est un système projectif.
Proposition 4.7.1. L'homomorphisme pi est un isomorphisme d'anneaux de W(A) dans
lim←−Wn(A).
Démonstration. L'image de pi est l'ensemble :{
(xn)n≥1 ∈
∏
n∈N
Wn(A); ∃a ∈W(A), ∀n ≥ 1, xn = pin(a)
}
.
Soit (xn)n≥1 ∈ lim←−Wn(A). Par déﬁnition de la limite projective, pin,n+1(xn+1) = xn.
∃a0 ∈ A; x1 = [a0]
pi1,2(x2) = x1 ⇒ ∃a1 ∈ A;x1 = [a0, a1]
...
pin,n+1(xn+1) = xn ⇒ ∃an ∈ A;xn+1 = [a0, . . . , an] .
On a construit une suite (an)n∈N ∈ AN telle que pour tout n, xn = [a0, . . . , an−1]. Cette
suite correspond à un vecteur de Witt a tel que pi(a) = (xn)n≥1.
Soit (pin(a))n≥1 ∈ Im(pi). Par déﬁnition des homomorphismes de projection pin,m, pour
tout m ≥ n, pin,m ◦pim(a) = pin(a). On a prouvé Im(pi) = lim←−Wn(A). L'homomorphisme
pi est injectif. En eﬀet :
(pin(a))n≥1 = 0⇔ ∀n ∈ N, [a0, . . . , an−1] = 0⇔ ∀n ∈ N, an = 0⇔ a = 0.
Donc pi est un isomorphisme d'anneaux de W(A) dans lim←−Wn(A).
4.7.3 Vecteurs de Witt sur Fp et Entiers p-adiques
Considérons l'anneau des vecteurs de Witt de longueur ﬁnie Wn(Z).
Lemme 4.7.1. Soient [a0, . . . , an−1] et [b0, . . . , bn−1] deux vecteurs dans Wn(Z). Si pour
tout 0 ≤ i ≤ n − 1, ai ≡ bi mod p, alors : Wnn−1 [a0, . . . , an−1] ≡ Wnn−1 [b0, . . . , bn−1]
mod pn.
Démonstration. Si pour tout 0 ≤ i ≤ n−1, ai ≡ bi mod p, alors pour tout 0 ≤ i ≤ n−1,
(ap
n−1−i
i ) ≡ (bp
n−1−i
i ) mod p
n−i ⇒ (piapn−1−ii ) ≡ (pibp
n−1−i
i ) mod p
n.
CHAPITRE 4. VECTEURS DE WITT ET ANNEAU ZPN 76
Wnn−1 [a0, . . . , an−1] =
( i=n−1∑
i=0
piap
n−1−i
i
)
≡
( i=n−1∑
i=0
pibp
n−1−i
i
)
mod pn
= Wnn−1 [b0, . . . , bn−1] mod pn.
En considérant la projection de ρ : Z → Z/pZ et en utilisant le fait que Wn est
un foncteur pour la catégorie des anneaux, on obtient le diagramme 4.7.3. On peut
Z Wn //
ρ

Wn(Z)
Wn−1n //
Wn(ρ)

Z // //

Z/pnZ
Z/pZ Wn//Wn(Z/pZ)
Wn−1n // Z/pZ
alors construire une application de Ψn de Wn(Z/pZ) dans Z/pnZ. Pour tout vecteur
dans Wn(Z/pZ), on prend un relèvement dans Wn(Z), puis on prend son image dans Z
modulo pn. Si on prend deux relèvement diﬀérents, [a0, . . . , an−1] et [b0, . . . , bn−1], alors
pour tout 0 ≤ i ≤ n − 1, ai ≡ bi mod p. D'après le lemme précédent, on trouve que
leur image par Wnn−1 sont congrues modulo pn. Autrement dit Ψn est bien déﬁnie. C'est
évidemment un homomorphisme d'anneaux.
Proposition 4.7.2. L'homomorphisme Ψn : Wn(Z/pZ)→ Z/pnZ est un isomorphisme
d'anneau.
Démonstration.
Ψn([1, 0, . . . , 0] = 1
Donc 1 appartient à l'image de Ψn. L'application Ψn étant un homomorphisme, pour
tout 0 ≤ k ≤ pn − 1, Ψn(k. [1, 0, . . . , 0] = k.Ψn([1, 0, . . . , 0] = k. Autrement dit, Ψn est
surjectif et par cardinalité, c'est une bijection.
Théorème 4.7.1. L'anneau des vecteurs de Witt sur Fp est isomorphe à l'anneau des
entiers p-adiques Zp.
W(Fp) ∼= lim← Wn(Fp)
∼= lim← Z/p
nZ ∼= Zp
Démonstration. Pour tout m ≥ n, l'unique homomorphisme d'anneaux de Z/pmZ dans
Z/pnZ est l'homomorphisme surjectif qui à la classe de tout entier modulo pm lui associe
sa classe modulo pn. On le note δn,m et on obtient le diagramme commutatif suivant
4.7.3. Soit l'homomorphisme Ψ produit direct des homomorphismes d'anneaux Ψn de
lim← Wn(Fp) dans le produit direct
∏
n≥1
Z/pnZ.
Ψ :
{
lim← Wn(Fp) →
∏
n≥1
Z/pnZ
([a0, . . . , an−1])n∈N 7→ (Ψn [a0, . . . , an−1])n≥1.
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Wm(Fp)
pin,m // //
Ψm

Wn(Fp)
Ψn

Z/pmZ
δn,m // // Z/pnZ
On cherche le noyau. On identiﬁera an à son relèvement dans Z.
Ψ([a0, . . . , an−1])n∈N = 0 ⇔ ∀n ≥ 1, Ψn [a0, . . . , an−1] = 0
⇒ a0 mod p = 0⇒ a0 = 0
⇒ pa1 mod p2 = 0⇒ a1 = 0
...
⇒ pn−1an−1 mod pn = 0⇒ an−1 = 0
...
Ψ est donc injectif. Soit (Ψn [a0, . . . , an−1])n≥1 un élément de Im(Ψ). Alors pour tout
m ≥ n,
Ψn [a0, . . . , an−1] = Ψn ◦ pin,m [a0, . . . , am−1]
= δn,m ◦Ψm [a0, . . . , am−1.]
Donc Im(Ψ) ⊆ lim← Z/p
nZ. Inversement, soit (yn)n≥1 un élément de lim← Z/p
nZ. Par
isomorphisme des Ψn, pour tout n, il existe xn élément de lim← Wn(Fp) tel que Ψn(xn) =
yn. Pour toutm ≥ n, δn,m(ym) = yn. En réutilisant le diagramme commutatif, on trouve :
δn,m(ym) = yn ⇒ δn,m ◦Ψm(xm) = Ψn(xn)
⇒ Ψn ◦ pin,m(xm) = Ψn(xn)
⇒ pin,m(xm) = Ψ−1n ◦Ψn(xn) = xn
Donc Im(Ψ) = lim← Z/p
nZ.
4.8 L'anneau Zpn
L'anneau des vecteurs de Witt étant une structure algébrique diﬃcilement applicable
pour la conception d'un registre à décalage et à rétroaction avec retenue, on doit intro-
duire une autre représentation de l'anneau de valuation discrète complet de corps résiduel
Fpn .
Soit A un anneau local de corps résiduel k et d'idéal maximalM. Considérons A[X]
l'anneau des polynômes à coeﬃcient dans A et P (X) ∈ A[X] un polynôme de degré
n. L'anneau quotient A[X]/(P (X)) est une A-algèbre libre de type ﬁni de rang n. La
base canonique est
{
1, X¯, . . . , X¯n−1
}
où X¯ représente la classe de X modulo P (X).
L'ensembleM[X] déﬁnie par les polynômes à coeﬃcient dansM est un idéal de A[X].
Notons les idéaux (P (X)) = P (X).A[X],M[X] et P (X).A[X]+M[X] par les notations
abusives (P ), (M) et (P,M). On a les isomorphismes suivants :
A[X]/(M) ∼= (A/M)[X] ∼= k[X].
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Notons P la classe de P (X) moduloM et (M) la classe de (M) modulo P (X).
A[X] // //

k[X] // // k[X]/(P )
∼=
ww
A[X]/(P )

A[X]/(M, P )
(A[X]/(P ))/(M)
∼=
55
Comme k est un corps, alors k[X] est euclidien donc principal et factoriel. Il existe donc
une décomposition en facteurs irréductibles de P (X) : P (X) =
∏
i∈I Pi(X)
ni où I est
une sous sensemble ﬁni de N.
Lemme 4.8.1. Les idéaux maximaux de A[X]/(P ) sont les idéaux de la forme (M, Pi)
pour tout i ∈ I. Ils sont deux à deux distincts. L'anneau quotient (A[X]/(P ))/(M, Pi)
est le corps k[X]/(Pi).
Proposition 4.8.1. Si A est un anneau de valuation discrète complet de corps résiduel
k et d'idéal maximal M et si P la classe d'un polynôme P (X) ∈ A[X] est irréductible
dans k[X], alors A[X]/(P ) est un anneau de valuation discrète complet d'idéal maximal
M et de corps résiduel k[X]/(P ).
Corollaire 4.8.1. Soit P (X) un polynôme de Zp[X] tel que P sa classe modulo p soit un
polynôme irréductible de degré n. Alors l'anneau Zp[X]/(P ) est un anneau de valuation
discrète complet d'idéal maximal p.Zp[X]/(P ) et de corps résiduel Fpn. C'est aussi un
Zp-module libre de rang n.
Le corps des fractions de Zp[X]/(P ) est Qp[X]/(P ). C'est aussi une extension ﬁnie
du corps Qp complète pour le prolongement de la valuation p-adique.
Fp[X]/(P ) Zp[X]/(P ) 
 //oooo Qp[X]/(P )
Z[X]/(P ) 
 //
OOOO
Z(p)[X]/(P )
?
OO
  //
gggg
Q[X]/(P )
?
OO
Figure 4.4  Anneau Zpn .
Corollaire 4.8.2. Soit P (X) ∈ Zp[X] un polynôme dont la classe modulo p est un
polynôme irréductible de degré n. L'anneau de valuation discrète complet Zp[X]/(P ) est
isomorphe à l'anneau des vecteurs de Witt W (Fpn).
Déﬁnition 4.8.1 (l'anneau Zpn). L'anneau Zp[X]/(P ) unique à isomorphisme près est
noté par Zpn.
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4.8.1 Lien entre Zpn et les registres vectoriels à décalage et à rétroac-
tion avec retenue
Dans la suite, nous construisons les registres vectoriels à rétroaction avec retenue
(le décalage n'est pas important puisqu'il existe un mode général qui contient d'autres
connexions que le décalage) en utilisant l'anneau Zpn . On rappelle que :
1. L'analyse des LFSRs sur Fpn utilise l'anneau des séries formelles Fpn [[X]].
2. L'analyse des FCSRs sur Fp utilise l'anneau des entiers p-adiques Zp.
3. L'analyse des d-FCSRs sur Fp utilise une extension totalement ramiﬁée de Zp de
degré de ramiﬁcation d.
Pour la conception et l'analyse des FCSRs sur Fpn , on utilisera l'anneau Zpn . Pour
construire ces registres, on utilise la conception vectorielle suivante :
 On prend un polynôme P (X) unitaire de degré n irréductible sur Fp de la forme
Xn − . . .− 1.
 On considère les relèvements canoniques de P (X) dans Z[X] et Zp[X].
 On considère Fpn comme un Fp-espace vectoriel de dimension n puisqu'il est iso-
morphe au quotient Fp[X]/(P ). Les états et les coeﬃcients de connexion du registre
sont des états dans (Fp)n où les coeﬃcients sont des vecteurs de dimension n sur
Fp.
 On considère Z[X]/(P ) le Z-module libre de rang n. Les lois d'addition et de multi-
plication sont déﬁnies par P (X). La base canonique de Z[X]/(P ) est
{
1, . . . , X¯n−1
}
.
On prend un relèvement de l'état du registre et des coeﬃcients de connexion dans
Z[X]/(P ) respectivement par rapport à la base canonique. Tous ces éléments sont
vus comme des vecteurs d'entiers dans Zn.
 La retenue initiale est un vecteur dans Zn. Les calculs du registre se font dans
Z[X]/(P ) et on applique les fonctions (modp) et (divp) composante par composante.
L'analyse du registre repose sur la correspondance entre les séquences dans Fpn et les
séries dans Zpn :
état initial dans Fp[X]/(P ) ∼= (Fp)n //
(modp)

séquence de sorties dans (Fp)n

avec retenue // somme linéaire dans Z[X]/(P ) ∼= Znoo
OO
série dans Zp[X]/(P ) ∼= (Zp)n
OO
Figure 4.5  FCSR vectoriel et Anneau Zpn .
Chapitre 5
Registre à décalage et à rétroaction
linéaire ou LFSR
5.1 Introduction
Dans ce chapitre, nous allons revoir les résultats classiques sur les LFSR séquences et
leur démonstration en nous inspirant de [1] et [40]. Certains des résultats présentés dans
ce chapitre sont connus depuis plus d'un siècle.
En plus d'être des objets mathématiques intéressants, les LFSR séquences ou les
séquences récurrentes linéaires se sont révélées très utiles dans le domaine de la commu-
nication et du cryptage.
Les LFSR séquences jouissent d'une structure linéaire qui rend leur analyse très
simple. On démontre facilement leur périodicité, leur propriétés pseudo-aléatoires (dis-
tribution des bits), l'existence de LFSR séquences de période maximale, leur complexité
linéaire . . .
Essentiellement, leur analyse se fait via les séries formelles en associant à toute sé-
quence d'une sortie la série formelle correspondante. L'analyse des LFSR séquences re-
vient alors à l'étude des fractions rationnelles.
5.2 Deﬁnitions et Conception
Dans cette section, nous allons déﬁnir un Linear Feedback Shift Register ou un Registre
Linéaire à Rétroaction et à Décalage sur un corps ﬁni Fpn où p est premier et n ≥ 1.
Déﬁnition 5.2.1 (LFSR). Un Linear Feedback Shift Register en mode Fibonacci sur Fpn
de taille r et de coeﬃcients de connexion q1, . . . , qr ∈ Fpn est un automate ou générateur
de séquence dont les états sont déﬁnis de la manière suivante :
s = (a0, . . . , ar−1) ∈ (Fpn)r.
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et dont l'opération de changement d'état est la suivante : Calculons
ar =
i=r∑
i=1
qiar−i.
L'addition et la multiplication se font dans le corps ﬁni Fpn. La fonction de retour est
f(a0, . . . , ar−1) = (a1, . . . , ar) et la fonction de sorties est g(x0, . . . , xr−1) = x0. On répète
ce procédé à l'inﬁni. Le LFSR génère la séquence inﬁnie
(g(s), g(f(s)), g(f2(s)), . . .) = (a0, a1, a2, . . .)
appelée séquence de sorties. L'état s est appelé l'état initial de la séquence de sorties, r
la taille du LFSR et q1, . . . , qr les coeﬃcients de connexion du LFSR.
Avec cette déﬁnition, un LFSR est un triplet L = (Fpn , r, (q1, . . . , qr)). En tant qu'au-
tomate, on déﬁnit aussi le LFSR par L = (U,∑, f, g) avec U = (Fpn)r et ∑ = Fpn . La
Uf 88
g
// Fpn
Figure 5.1  Formalisme d'un LFSR.
ﬁgure 5.2 représente le mode Fibonacci d'un LFSR.
Figure 5.2  Registre à décalage et à rétroaction linéaire ou LFSR.
Déﬁnition 5.2.2. Les séquences générées par des LFSR sont appelées LFSR séquences.
Déﬁnition 5.2.3 (séquence récurrente linéaire). Une séquence a = (a0, a1, . . .) dans Fpn
est dite linéairement récurrente s'il existe un entier r ≥ 1 et un vecteur (q1, . . . , qr) dans
Fpn tel que pour tout i ≥ r,
ai =
j=r∑
j=1
qjai−j = q1ai−1 + . . .+ qrai−r.
Cette équation est appelée relation de récurrence linéaire.
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Autrement dit, une séquence dans Fpn est linéairement récurrente s'il existe un LFSR
L = (Fpn , r, q(X)) qui génère cette séquence et inversement toute séquence de sorties
d'un LFSR est récurrente linéaire. Ces deux déﬁnitions sont équivalentes. On les appelle
aussi les LFSR séquences.
5.3 Périodicité et Exemple
La périodicité est la propriété la plus fondamentale pour les séquences. Dans cette
section, nous allons démontrer la périodicité des LFSR séquences sans donner leur période
exacte tout en illustrant par des exemples.
Proposition 5.3.1. Soit un LFSR L = (Fpn , r, (q1, . . . , qr)). Toute séquence de sorties
est ultimement périodique. La période est inférieur ou égale à pnr.
Démonstration. Si l'état initial est nul, alors la séquence de sorties est nulle. Si l'état nul
apparait au fur est à mesure des étapes du registre, la séquence devient nulle. Dans ces
deux cas, la séquence est périodique de période 1. Si l'état nul n'apparait jamais, alors il
existe pnr − 1 états possibles. Donc après pnr − 1 étapes, le registre reitère forcément un
état. La période est donc inférieur ou égale à pnr − 1.
Dans la suite nous verrons qu'on peut déterminer de manière exacte la période d'une
séquence de sorties. Notons que cette proposition équivaut à dire que les séquences ré-
currentes linéaires sont périodiques.
Exemple 5.3.1. Soit le LFSR (F2, 3, (1, 1, 0)). Ou bien la séquence de sorties est nulle
ou bien elle est strictement périodique de période 23 − 1 = 7. Le diagramme des états est
représenté dans la ﬁgure 5.3. Pour l'état initial (001), la séquence de sorties est
a = (0010111001 . . .).
5.4 Fonction génératrice d'une séquence
et Polynôme de connexion d'un LFSR
5.4.1 Analyse
Dans cette section, nous allons étudier les LFSR séquences via les séries formelles
correspondantes. En eﬀet, on construit la correspondance entre les séries formelles et les
séquences extraites à partir de leurs coeﬃcients. Soit l'application suivante :
Θ : (Fpn)N → Fpn [[X]]
a = (a0, a1, . . .) 7→ a(X) =
i=+∞∑
i=0
aiX
i.
Θ est un isomorphisme entre l'anneau produit inﬁni (Fpn)N et l'anneau des séries formelles
Fpn [[X]]. C'est un même un morphisme de Fpn-algèbre.
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Figure 5.3  Diagramme des états.
Déﬁnition 5.4.1 (fonction génératrice). La série formelle a(X) est appelée la fonction
génératrice de a. Inversement, on appelle a la séquence associée ou extraite de a(X) dans
Fpn et on la note seqpn(a(X)).
Déﬁnition 5.4.2 (polynôme de connexion). Soit un LFSR L = L = (Fpn , r, (q1, . . . , qr)).
On appelle polynôme de connexion de L le polynôme déﬁni par
q(X) =
i=r∑
i=1
qiX
i − 1 ∈ Fpn [X].
Exemple 5.4.1. Le LFSR (F2, 3, (1, 1, 0)) a pour polynôme de connexion X3 +X2 − 1.
On peut donc déﬁnir un LFSR par le triplet L = (Fpn , r, q(X)). Par contre, déﬁnir
un LFSR par son seul polynôme de connexion est sujet à confusion. En eﬀet, il est
nécessaire de déﬁnir la taille r puisque pour deux tailles diﬀérentes, on peut obtenir le
même polynôme de connexion. Il suﬃt pour cela de prendre un polynôme q(X) et le
LFSR L = (Fpn deg(q), q(X)). Ensuite pour construire un autre LFSR, on ajoute des
cases et des zéros pour coeﬃcients de connexion correspondant à ces cases (voir ﬁgure
5.4).
Exemple 5.4.2. Prenons p = 2 et q(X) = X3 +X2− 1 comme polynôme de connexion.
Les deux registres des ﬁgures 5.5 et 5.6 sont deux LFSRs distincts ayant q(X) pour
polynôme de connexion.
Remarque 5.4.1. Toutefois, il reste à noter que le triplet L = (Fpn , r, q(X)) est un
LFSR à la seule condition que r ≥ deg(q). Par déﬁnition, on ne peut pas avoir un
polynôme de connexion de degré supérieur à la taille du registre. Donc dans la suite, on
supposera toujours que r ≥ deg(q).
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Figure 5.4  Ajout de cases.
Figure 5.5  Exemple 1.
Figure 5.6  Exemple 2.
Théorème 5.4.1. Soit un LFSR L = (Fpn , r, q(X)) tel que q(X) 6= −1. Soit un état
initial (a0, . . . , ar−1) et soit a la séquence de sorties correspondante. Alors la fonction
génératrice de a est une fraction rationnelle dans Fpn(X) de la forme suivante :
a(X) =
f(X)
q(X)
avec f(X) =
j=r−1∑
j=1
i=r−j−1∑
i=0
qjaiX
i+j −
i=r−1∑
i=0
aiX
i.
Démonstration. La séquence a vériﬁe la relation de récurrence pour tout i ≥ r, ai =
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j=r∑
j=1
qjai−j . Sa fonction génératrice vériﬁe donc
a(X) =
i=r−1∑
i=0
aiX
i +
i=+∞∑
i=r
aiX
i
=
i=r−1∑
i=0
aiX
i +
i=+∞∑
i=r
j=r∑
j=1
qjai−jXi
=
i=r−1∑
i=0
aiX
i +
j=r∑
j=1
qjX
j
i=+∞∑
i=r
ai−jXi−j
=
i=r−1∑
i=0
aiX
i +
j=r∑
j=1
qjX
j(a(X)−
i=r−j−1∑
i=0
aiX
i
=
i=r−1∑
i=0
aiX
i +
j=r∑
j=1
qjX
ja(X)−
j=r∑
j=1
i=r−j−1∑
i=0
qjaiX
i+j
(1−
j=r∑
j=1
qjX
j)a(X) = −f(X)
a(X) = f(X)q(X) .
Corollaire 5.4.1. Soit un LFSR L = (Fpn , r,−1). Soit un état initial (a0, . . . , ar−1)
et soit a la séquence de sorties correspondante. Alors a = (a0, . . . , ar−1, 0, 0, . . .) et sa
fonction génératrice est a(X) =
i=r−1∑
i=0
aiX
i.
Démonstration. La preuve est évidente.
5.4.2 Période et ordre du Polynôme de connexion
Déﬁnition 5.4.3. Soit a une séquence périodique et a(X) sa fonction génératrice. La
série formelle a(X) est une fraction rationnelle, on note deg(a) la diﬀérence entre le
degré du numérateur et le degré du dénominateur.
Corollaire 5.4.2. Soit un LFSR L = (Fpn , r, q(X)). Les séquences de sorties sont pé-
riodiques. Soit a une séquence de sorties et f(X)q(X) sa fontion génératrice
f(X)
q(X) . Alors :
1. La période divise l'ordre de q dans Fpn [X] noté ord(q).
2. L'ordre de q(X) divise |(Fpn [X]/(q))∗|.
3. Si f(X) et q(X) sont premiers entre eux, alors la période de a est égale à ord(q).
4. La séquence de sorties est strictement périodique si et seulement si deg(f) < deg(q).
5. Si qr 6= 0, alors la séquence de sorties est strictement périodique.
6. Si deg(q) ≤ deg(f), alors a est de pré-période deg(a) + 1.
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Démonstration. Les séquences de sorties ont pour fonction génératrice la fraction ration-
nelle f(X)q(X) où f est déterminée à partir de l'état initial et des coeﬃcients de connexion
et où q(X) est le polynôme de connexion. Le polynôme q(X) est de la forme qrXr +
. . .+ q1X − 1. Si q(X) = −1, alors les séquences de sorties sont nulles, donc strictement
périodiques de période 1. Si q(X) 6= −1, alors il existe un coeﬃcient de connexion non
nul. Autrement dit deg(q) ≥ 1 et q(0) = −1. Donc l'ordre de q existe [41] et q(X) divise
Xord(q) − 1.
a(X) =
f(X)X
ord(q)−1
q
Xord(q) − 1 =
u(X)
Xord(q) − 1 .
En eﬀectuant la division euclidienne de u par Xord(q)−1 dans Fpn [X], u(X) = (Xord(q)−
1)v(X) + w(X) avec deg(w) < ord(q), on obtient
a(X) = v(X) +
w(X)
Xord(q) − 1 = v(X) +
i=ord(q)−1∑
i=0
wiX
i
Xord(q) − 1
= v(X)−
( i=ord(q)−1∑
i=0
wiX
i
)(
1 +Xord(q) +X2ord(q) + . . .
)
La séquence extraite de v(X) =
∑i=k
i=0 viX
i est (v0, . . . , vk, 0, 0, . . .) tandis que celle ex-
traite du second membre est (w0, . . . , word(q)−1, w0, . . . , word(q)−1, . . .). On en déduit que
a = seqpn(a(X)) = (v0, . . . , vk, 0, 0, . . .)− (w0, . . . , word(q)−1, w0, . . . , word(q)−1, . . .).
La soustraction se fait composante par composante dans Fpn , ainsi a est éventuelement
périodique de pré-période k + 1 ou strictement périodique. La période divise ord(q).
L'ordre de q est le plus petit entier tel que XT ≡ 1 mod q. Dans ce cas X est inversible
modulo q et donc l'ordre de q est l'ordre de X modulo q.
ord(q) = ordq(X).
Cet ordre divise l'ordre du sous groupe multiplicatif
(
Fpn [X]/(q)
)∗
. Si f(X) et q(X)
sont premiers entre eux, alors a étant périodique, on note T sa période et on a
a(X) =
f(X)
q(X)
=
g(X)
XT − 1 =
−
i=T−1∑
i=0
aiX
i
XT − 1 .
Donc q diviseXT−1. Alors ord(q) divise T . Dans ce cas, la période de a est ord(q). Grâce
aux calculs précédents, on voit bien que a est strictement périodique si et seulement si
v(X) = 0 ce qui signiﬁe que deg(u) < ord(q). Or deg(f)−deg(q) = deg(u)−ord(q) < 0,
donc deg(f) < deg(q). Pour la dernière assertion, c'est un cas particulier. En eﬀet, on
remarque que deg(f) ≤ r − 1 par construction. Si qr 6= 0, alors deg(q) = r. Et donc on
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vériﬁe la condition équivalente pour la stricte périodicité. Si deg(q) ≤ deg(f), alors la
séquence est ultimement périodique. Soit t sa pré-période et T sa période. Alors
a(X) =
i=t−1∑
i=0
aiX
i −Xt
i=T−1∑
i=0
ai+tX
i
XT − 1 =
(at−1 − at+T−1)XT+t−1 + . . .
XT − 1 .
La fonction génératrice a un numérateur de degré t+T − 1 et un dénominateur de degré
T . En eﬀet, le degré du numérateur est inférieur ou égal à t+ T − 1. S'il est strictement
inférieur à t+ T − 1, alors cela signiﬁe que at−1 = at−1+T , autrement dit la pré-période
est inférieure à t − 1. C'est absurde. Le degré de a(X) est t + T − 1 − T = t − 1. Donc
t = deg(a) + 1.
Corollaire 5.4.3. Soit un LFSR L = (Fpn , r, q(X)).
1. Si q(X) est irréductible et ne divise pas f(X), alors la période de a est égale à
ord(q) et divise donc |(Fpn [X]/(q))∗| = pn deg(q) − 1.
2. Si en plus q(X) est primitif, alors la période de a est pn deg(q) − 1.
Démonstration. Si q(X) est irréductible et q(X) ne divise pas f(X), alors q(X) et f(X)
sont premiers entre eux. D'après le point 3) du corollaire 5.4.2, per(a) = ord(q). De plus,
si q(X) est primitif, il admet pour racine un élément primitif de Fpn deg(q) ∼= Fpn [X]/(q).
Donc toutes ses racines sont primitives. Soit T l'ordre de q(X). C'est le plus petit entier
tel que q(X) divise XT − 1 et est aussi l'ordre de X modulo q qui est une racine de q(X)
dans Fpn deg(q) donc d'ordre pn deg(q)− 1. Autrement dit q(X) est d'ordre pndeg(q)− 1.
5.4.3 États initiaux
Pour un LFSR ﬁxé, il est évident que deux états initiaux diﬀérents génèrent deux
séquences diﬀérentes et donc toute séquence générée par ce LFSR admet un unique état
initial. On vériﬁe aussi que pour tout f(X) de la forme
j=r−1∑
j=1
i=r−j−1∑
i=0
qjaiX
i+j −
i=r−1∑
i=0
aiX
i
, il existe un unique état initial qui génère seqpn
(
f(X)
q(X)
)
.
Proposition 5.4.1. Soit un LFSR L = (Fpn , r, q(X)). Pour toute séquence de sorties,
il existe un unique état initial. Pour toute fraction de la forme
f(X)
q(X)
avec f(X) =
j=r−1∑
j=1
i=r−j−1∑
i=0
qjaiX
i+j −
i=r−1∑
i=0
aiX
i,
il existe un unique état initial qui construit f(X).
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Démonstration. La première partie de la proposition est évidente. La deuxième partie se
démontre en considérant deux états initiaux (a0, . . . , ar−1) et (b0, . . . , br−1) et en suppo-
sant que leur fonction génératrice sont égales. On a alors
j=r−1∑
j=1
i=r−j−1∑
i=0
qj(ai − bi)Xi+j −
i=r−1∑
i=0
(ai − bi)Xi = 0.
Par identiﬁcation, on trouve
(a0 − b0)X0 = 0 ⇒ a0 = b0
(q1(a0 − b0)− (a1 − b1))X1 = 0 ⇒ a1 = b1
...
Par récurrence, on trouve que les deux états initiaux sont égaux. L'existence est évidente.
5.5 Initialisation et Caractérisation des séquences de sorties
d'un LFSR
Les séquences de sorties d'un LFSR donné sont périodiques et leurs fonctions géné-
ratrices ont pour numérateur un polynôme de degré inférieur ou égal à r − 1 et pour
dénominateur le polynôme de connexion q(X). On peut donc se poser les questions in-
verses. Pour une fraction rationnelle f(X)q(X) avec deg(f) ≤ r − 1, existe-t-il un état initial
(a0, . . . , ar−1) générant seqpn
f(X)
q(X) à partir de L ?
Proposition 5.5.1. Considérons le LFSR (Fpn , r, q(X)). Pour toute fraction rationnelle
f(X)
q(X) avec deg(f) ≤ r − 1, il existe un unique état initial (a0, . . . , ar−1) qui génère la
séquence seqpn
(
f(X)
q(X)
)
.
Démonstration. Soit f(X) = fr−1Xr−1 + . . . + f1X + f0. On cherche à déterminer
(a0, . . . , ar−1) tel que
fr−1Xr−1 + . . .+ f1X + f0 =
j=r−1∑
j=1
i=r−j−1∑
i=0
qjaiX
i+j −
i=r−1∑
i=0
aiX
i.
Par identiﬁcation par rapport au degré, on trouve
f0 = a0
f1 = q1a0 − a1
...
fr−1 = q1ar−2 + . . .+ qr−1a0 − ar−1.
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Par un calcul direct, on trouve que l'unique état initial est (f0, q1f0−f1, . . .). On peut aussi
le démontrer matriciellement. C'est équivalent à résoudre un système linéaire représenté
par la matrice suivante :
1 0 0 0 . . . 0
q1 −1 0 0 . . . 0
q2 q1 −1 0 . . . 0
...
...
...
...
...
...
qr qr−1 qr−2 qr−3 . . . −1
 .
C'est une matrice triangulaire inférieure donc inversible. La solution existe et est unique.
On en déduit une caractérisation des séquences de sorties d'un LFSR.
Théorème 5.5.1. Soit un LFSR L = (Fpn , r, q(X)). Les séquences de sorties de L sont
les séquences ayant pour fonction génératrice une fraction rationnelle de la forme f(X)q(X)
avec deg(f) ≤ r−1. Autrement dit, l'ensemble des séquences de sorties de L est le suivant{
seqpn
f(X)
q(X)
telle que f(X) ∈ Fpn [X] et deg(f) ≤ r − 1
}
.
Démonstration. Toute séquence de sorties de L est dans cet ensemble d'après le théorème
5.4.1. Toute séquence dans cet ensemble admet un état initial qui la génère à partir de
L, d'après la proposition 5.5.1.
Déﬁnition 5.5.1. Soit un LFSR L = (Fpn , r, q(X)). On notera par S(L) l'ensemble des
séquences de sorties de L.
S(L) =
{
seqpn
(
f(X)
q(X)
)
telle que f(X) ∈ Fpn [X] et deg(f) ≤ r − 1
}
=
{
a ∈ FpnN telle que a(X) = f(X)q(X) et deg(f) ≤ r − 1
}
.
On peut aussi dire que la série formelle a(X)q(X) doit être un polynôme de Fpn de degré
inférieur ou égal à la taille de L moins un.
Il y a pnr séquences de sorties diﬀérentes pour un LFSR donné de taille r. Déﬁnissons
le diagramme DL de la ﬁgure 5.7. ∆ associe à tout état initial sa séquence de sorties
(Fpn)r
∆L //
ΛL $$
FpnN
Θ
zz
Fpn [[X]]
Figure 5.7  Diagramme DL
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générée par L et Λ associe à tout état (a0, . . . , ar−1) la fraction rationnelle f(X)q(X) où
f(X) =
j=r−1∑
j=1
i=r−j−1∑
i=0
qjaiX
i+j −
i=r−1∑
i=0
aiX
i.
Corollaire 5.5.1. Si on se ﬁxe un LFSR L = (Fpn , r, q(X)), le diagramme DL vériﬁe
les points suivants :
1. DL est commutatif.
2. ∆L, ΛL et Θ sont des morphismes de Fpn-espaces vectoriels.
3. Θ est un isomorphisme.
4. ∆L et ΛL sont injectifs.
5. L'image de ∆L est incluse dans l'ensemble des séquences périodiques dont la période
divise ord(q).
6. L'image de ΛL est l'ensemble des fractions rationnelles de dénominateur q(X) et
dont le degré du numérateur est inférieur ou ègal à r − 1.
7. ∆L est un isomorphisme de (Fpn)r dans S(L).
8. ΛL est isomorphisme de (Fpn)r dans
{
f(X)
q(X) ; deg(f) ≤ r − 1
}
.
Démonstration.
1. Par construction, DL est commutatif.
2. Considérons deux états initiaux e = (a0, . . . , ar−1) et e
′
= (b0, . . . , br−1). Soit e
′′
=
(c0, . . . , cr−1) = e+ e
′
. Alors
cr =
i=r∑
i=1
qicr−i =
i=r∑
i=1
qi(ar−i + br−i) =
i=r∑
i=1
qiar−i +
i=r∑
i=1
qibr−i = ar + br.
De même pour la multiplication par un scalaire. L'application ∆ est donc un iso-
morphisme entre espaces vectoriels.
Λ(e) + Λ(e
′
) =
j=r−1∑
j=1
i=r−j−1∑
i=0
qjaiX
i+j −
i=r−1∑
i=0
aiX
i +
j=r−1∑
j=1
i=r−j−1∑
i=0
qjbiX
i+j −
i=r−1∑
i=0
biX
i
=
j=r−1∑
j=1
i=r−j−1∑
i=0
qj(ai + bi)X
i+j −
i=r−1∑
i=0
(ai + bi)X
i
=
j=r−1∑
j=1
i=r−j−1∑
i=0
qjciX
i+j −
i=r−1∑
i=0
ciX
i
= Λ(e
′′
) = Λ(e+ e
′
)
De même pour la multiplication par un scalaire. L'application Λ est donc un mor-
phisme d'espaces vectoriels.
3. Déjà démontré.
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4. D'après la proposition 5.4.1, ∆ et Λ sont injectifs.
5. D'après le corollaire 5.4.2, les séquences de sorties sont périodiques et leur périodes
divise ord(q).
6. D'après le théorème 5.4.1 et la proposition 5.5.1, Im(ΛL) =
{
f(X)
q(X) ; deg(f) ≤ r − 1
}
.
7. Comme Θ est un isomorphisme et que DL est commutatif, alors
Im(∆L) = Im(Θ−1 ◦ ΛL) = Θ−1
{
f(X)
q(X) ; deg(f) ≤ r − 1
}
=
{
f(X)
q(X) ; deg(f) ≤ r − 1
}
= S(L).
8. Les points 7 et 8 sont une conséquence directe des points précédents.
5.6 Initialisation et caractérisation des LFSRs générant une
séquence périodique
De manière équivalente, pour une fraction rationnelle a(X) = f(X)q(X) dont le déno-
minateur ne s'annule pas en 0, quels sont les LFSRs et les états initiaux qui génèrent
seqpn(a(X)) ? Existe-t-il un LFSR et un état initial générant cette séquence ? Voici un
algorithme qui permet d'obtenir un LFSR de polynôme de connexion q(X).
Algorithme 5.6.1.
1. On doit écrire a(X) avec un dénominateur de la forme qrXr + . . .+ q1X − 1. q(X)
sécrit
i=r∑
i=0
qiX
i avec q(0) = q0 6= 0 et qr 6= 0. On inverse q(0) dans Fpn. On cal-
cule a(X) =
(−q0)−1f(X)
(−q0)−1q(X) et le dénominateur vériﬁe donc la condition recherchée.
Supposons maintenant que a(X) vériﬁe déjà cette condition.
2. On compare deg(f) et deg(q).
(a) Si deg(f) + 1 ≤ deg(q), alors d'après la proposition 5.5.1, le LFSR L =
(Fpn ,deg(q), q(X)) génère la séquence seqpn(a(X)) ; l'état initial est déter-
miné de manière unique par f en suivant le calcul de la démonstration de la
proposition 5.5.1.
(b) Si deg(f) + 1 > deg(q), alors on écrit q(X) de la forme
i=deg(f)+1∑
i=1
qiX
i − 1
avec les qi = 0 pour deg(q) + 1 ≤ i ≤ deg(f) + 1. On considère le LFSR
L = (Fpn , deg(f) + 1, q(X)). D'après la proposition 5.5.1 et sa démonstration,
on peut calculer l'unique état initial qui génère seqpn(a(X)).
3. L'état initial se calcule ainsi
(a) a0 = f0.
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(b) Pour tout i = 1, . . . , r − 1, on calcule ai =
k=r−1∑
k=0
qi−kak − fk.
4. On retient en sortie L = (Fpn ,max(deg(f) + 1, deg(q)), q(X)) et l'état initial
(a0, . . . , ar−1).
Proposition 5.6.1. Soit une fraction rationnelle f(X)q(X) avec q(0) 6= 0. Supposons que l'al-
gorithme 5.6.1 ait été appliqué. Alors le LFSR L = (Fpn ,max(deg(f)+1, deg(q)),−q(0)−1q(X))
et l'état initial construit par l'algorithme génèrent la séquence seqpn
(
f(X)
q(X)
)
.
Tout d'abord, la proposition 5.6.1 donne le LFSR et l'état initial les plus naturels
qui génèrent la séquence seqpn
(
f(X)
q(X)
)
avec q(0) 6= 0. Elle fournit aussi une déﬁnition
équivalente des LFSR séquences (ou séquences récurrentes linéaires).
Théorème 5.6.1. La séquence a est une LFSR séquence (ou séquence récurrente linéaire)
si et seulement si sa fonction génératrice est une fraction rationnelle dont le dénominateur
ne s'annule pas en 0, c'est-à-dire a(X) appartient à Fpn [X](X) = (Fpn [X]\(X))−1Fpn [X].
Démonstration. D'après le théorème 5.4.1, la fonction génératrice d'une LFSR séquence
est une fraction rationnelle avec pour dénominateur le polynôme de connexion déﬁni de
telle sorte que q(0) = −1. Inversement d'après l'algorithme 5.6.1, d'une fraction ration-
nelle dont le dénominateur ne s'annule pas en 0, on peut construire un LFSR qui génère
la séquence extraite du développement en série formelle de la fraction rationnelle.
C'est une reformulation du thèorème 3.10.1. Nous avons caractériser les séquences de
sorties d'un LFSR. Nous donnons dans la suite une caractérisation des LFSRs générant
une séquence.
Déﬁnition 5.6.1. Soit a une séquence périodique. Posons R(a) l'ensemble des LFSRs
qui génèrent a.
R(a) = {L tel que a ∈ S(L)} .
Théorème 5.6.2. Pour toute séquence périodique a de fonction génératrice a(X),
R(a) =
{ L = (Fpn , r, q(X)) tel que q(0) = −1, q(X)a(X) ∈ Fpn [X]
et r ≥ max(deg(qa) + 1,deg(q))
}
.
Démonstration. D'après le théorème 5.4.1, si L = (Fpn , r, q) génère a, alors a(X) = f(X)q(X)
et deg(f) ≤ r − 1. On en déduit donc que q(X)a(X) est un polynôme de degré inférieur
ou égal à r − 1 et donc que r ≥ deg(qa) + 1. De plus, par déﬁnition le LFSR vériﬁe
r ≥ deg(q) et q(0) = −1. Tout LFSR générant a est dans cet ensemble.
Inversement, soit un LFSR L = (Fpn , r, q) vériﬁant les trois conditions citées dans le
théorème. On vériﬁe bien que c'est un LFSR, c'est-à-dire que r la taille du registre est
supérieure au degré du polynôme de connexion q(X) et q(0) = −1. De plus, la fonction
génératrice a(X) de a vériﬁe les hypothèses de la proposition 5.5.1. Il existe un état initial
qui génère a à partir de L.
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À partir d'une expression en fraction rationnelle de a(X), on peut décrire tous les
LFSRs générant a. Choisissons a(X) = f(X)q(X) avec q(0) = −1.
Comme dans la remarque 5.4.1, la taille des LFSRs de polynôme de connexion q(X)
générant a est supérieur ou égale à deg(q). Le plus naturel, c'est à dire le registre de
plus petite taille pour ce polynôme de connexion q(X) est celui généré par l'algo. 5.6.1,
L = (Fpn ,max(deg(f)+1,deg(q)), q(X)). Ensuite on peut faire varier la taille en ajoutant
des coeﬃcients de connexion qr+1 = qr+2 = . . . = qr+k = 0. Dans ce cas on aura les
LFSRs (Fpn , r + k, q(X)) pour tout k positif.
Pour changer de polynôme de connexion, on peut soit multiplier a(X) par un inver-
sible, soit réduire a(X). Si on multiplie numérateur et dénominateur de la fraction ration-
nelle par un polynôme g(X) vériﬁant g(0) 6= 0 , l'algorithme 5.6.1 appliqué à f(X)g(X)q(X)g(X)
donne en sortie un LFSR de taille max(deg(f) + 1, deg(q)) + deg(g) et de polynôme de
connexion g(0)−1g(X)q(X). Si on réduit la fraction, on obtient en sortie un LFSR de taille
réduite. En eﬀet, soit g(X) un diviseur commun de f(X) et q(X), alors l'algorithme 5.6.1
appliqué à f(X)/g(X)q(X)/g(X) donne en sortie un LFSR de taille
(
max(deg(f)+1, deg(q))−deg(g)
)
et de polynôme de connexion g(0) q(X)g(X) . Pour augmenter la taille pour chacun de ces po-
lynômes de connexion, il suﬃt d'opérer comme précédemment.
En bref, une séquence périodique correspond à une série formelle a(X) qui peut
s'écrire comme une fraction rationnelle irréductible f(X)q(X) avec q(0) = −1. Les polynômes
de connexion des LFSRs de R(a) sont donc tous les multiples de q (q multiplié par un
polynôme qui prend la valeur -1 en 0). Ensuite la plus petite taille pour chacun de ces
polynômes de connexion est leur degré respectif. Pour faire varier la taille, on ne peut
que l'augmenter en ajoutant des coeﬃcients de connexion nuls tout en gardant le même
polynôme de connexion.
On a donc décrit une méthode qui fournit tous les LFSRs de R(a). Maintenant, on
remarque qu'en réduisant la fraction sous forme irréductible, on obtient le polynôme de
connexion de plus bas degré (polynôme de connexion minimal) et donc le LFSR de plus
petite taille dans R(a).
5.7 LFSR de taille minimale et Complexité linéaire
Déﬁnition 5.7.1 (Complexité linéaire). Soit a une séquence périodique. On appelle Com-
plexité linéaire ou complexité linéaire de cette séquence, la taille du plus petit LFSR gé-
nérant cette séquence. On la note LS(a).
LS(a) = inf
r
{L = (Fpn , r, q(X)) tel que L ∈ R(a)} .
Cette notation vient de l'anglais Linear Span (durée linear) dit aussi linear complexity.
Exemple 5.7.1. La séquence a = (110110 . . .) a une complexité linéaire égale à 2, puis-
qu'elle est générée par le LFSR (F2, 2, X2 +X−1) et qu'elle ne peut pas être générée par
un LFSR de plus petite taille, en l'occurrence de taille 1.
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Proposition 5.7.1. Soit une fraction rationnelle f(X)q(X) telle que f(X) et q(X) soient
premiers entre eux et q(0) 6= 0. Soit L le LFSR en sortie de l'algorithme 5.6.1. Alors L
est le LFSR de plus petite taille qui génère seqpn
(
f(X)
q(X)
)
. On a :
LS(a) = max(deg(f) + 1, deg(q)).
Démonstration. Tout d'abord L a pour polynôme de connexion −q(0)−1q(X) et pour
taille
max(deg(−q(0)−1f) + 1,deg(−q(0)−1q)) = max(deg(f) + 1, deg(q)).
Soit un autre LFSR L′ = (Fpn , r′ , s(X)) qui génère seqpn f(X)q(X) . Alors il existe g(X) ∈ Fpn
tel que
f(X)s(X) = g(X)q(X).
Comme f(X) et q(X) sont premiers entre eux alors q(X) divise s(X) et f(X) divise g(X).
Donc deg(q) ≤ deg(s) et deg(f) ≤ deg(g). Donc max(deg(f)+1, deg(q)) ≤ max(deg(g)+
1,deg(s)). La taille de L est plus petite que la taille de L′ .
On vient de donner une méthode pour obtenir le plus petit LFSR générant une
séquence périodique ﬁxée. Cela consiste en la réduction de la fraction rationnelle repré-
sentant sa fonction génératrice. On a en même temps introduit une notion de polynôme
de connexion minimal pour une séquence périodique ﬁxée. Il s'obtient en transformant
la fonction génératrice de cette séquence en fraction rationnelle irréductible. Ce poly-
nôme divise tous les autres polynômes de connexion des LFSR générant cette séquence.
On verra par la suite plus en détail l'étude de ce polynôme minimal de connexion. En
particulier :
Corollaire 5.7.1. Si q(X) est un polynôme irréductible dans Fpn, q(X) ne divise pas
f(X) et q(0) 6= 0, alors le LFSR en sortie de l'algorithme 5.6.1 est le plus petit générant
seqpn
(
f(X)
q(X)
)
.
Démonstration. On déduit des hypothèses du corollaire que f(X) et q(X) sont premiers
entre eux et donc on se trouve dans un cas particulier de la proposition 5.7.1.
Théorème 5.7.1. Soit a une séquence ultimement périodique et a(X) sa fonction géné-
ratrice.
LS(a) = inf {max(deg(qa) + 1, deg(q)) tel que q(X)a(X) ∈ Fpn [X] et q 6= 0} .
Démonstration. q(X) est un polynôme de connexion pour a si q(X)a(X) ∈ Fpn [X] et
q(0) = −1. Le plus petit LFSR générant a de polynôme de connexion noté m(X) est
de taille max(deg(ma) + 1, deg(m)). Donc la complexité linéaire de a est le minimum
des max(deg(qa) + 1, deg(q)) pour q(X)a(X) ∈ Fpn [X] et q(0) = −1. Cette dernière
condition peut être remplacée par q 6= 0. En eﬀet, notons E l'ensemble des polynômes
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q(X) tels que q(X)a(X) ∈ Fpn [X] et q 6= 0 ; et E′ le sous-ensemble des polynômes de E
tels que q(0) = −1. Comme E′ ⊆ E alors
d = inf
q∈E
{max(deg(qa) + 1,deg(q))} ≤ d′ = inf
q∈E′
{max(deg(qa) + 1, deg(q))} .
Soit m un polynôme de E tel que d = max(deg(ma)+1, deg(m)). Supposons que m(0) =
0, alors il existe k et m
′
(X) tels que m(X) = Xkm
′
(X) et m
′
(0) 6= 0. Il existe donc un
polynôme f(X) tel que Xkm
′
(X)a(X) = f(X) ∈ Fpn [X]. On en déduit que Xk divise
f(X). Donc il existe un polynôme f
′
(X) tel que f(X) = Xkf
′
(X). Donc m
′
(X)a(X) =
f
′
(X) etm
′
(0) 6= 0. En multipliant par−m′(0)−1 dans Fpn , on peut supposer quem′(0) =
−1. Doncm′ ∈ E′ et max(deg(m′a)+1, deg(m′)) ≥ d′ . On observe que deg(m′) < deg(m)
et deg(f
′
) < deg(f), donc
d
′ ≤ max(deg(m′a) + 1, deg(m′)) < max(deg(ma) + 1,deg(m)) = d ≤ d′ .
On en déduit que l'hypothèse m(0) = 0 est impossible. Donc m(0) 6= 0, en multipliant
par −m′(0)−1, on peut supposer que m(0) = −1 et on a m ∈ E′ et donc d′ ≤ d. En
conclusion d = d
′
.
Corollaire 5.7.2. Si a est strictement périodique, alors
LS(a) = inf {deg(q) tel que q(X)a(X) ∈ Fpn [X] et q 6= 0} .
Démonstration. L'argument est simple. La stricte périodicité implique d'après le théo-
rème 5.4.2 que pour toute écriture en fraction rationnelle de a(X), le degré du numérateur
q(X)a(X) soit strictement inférieur à celui du dénominateur q(X). Donc le maximum
est deg(q).
Théorème 5.7.2. Les LFSR séquences sont les séquences périodiques. Soit une séquence
périodique a dans Fpn de période r et de pré-période de longueur T . Le LFSR (Fpn , T +
r,Xr−1) génère a à partir de l'état initial (a0, . . . , ar+T−1). Le LFSR de plus petite taille
a pour polynôme de connexion
Xr − 1
PGCD
(
f(X), Xr − 1
)
avec f(X) = (Xr − 1)
i=T−1∑
i=0
aiX
i −XT
i=r−1∑
i=0
ai+TX
i.
Démonstration. D'après le corollaire 5.4.2, une LFSR séquence est périodique. Inverse-
ment une séquence périodique a pour fonction génératrice une fraction rationnelle avec
pour dénominateur un polynôme premier avec X, d'après l'algorithme 5.6.1, il existe
donc un LFSR qui la génère, c'est donc une LFSR séquence. Si a est de période r et de
pré-période T , alors
a(X) =
i=T−1∑
i=0
aiX
i −XT
i=r−1∑
i=0
ai+TX
i
Xr − 1 =
(Xr − 1)
i=T−1∑
i=0
aiX
i −XT
i=r−1∑
i=0
ai+TX
i
Xr − 1 .
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Le degré du numérateur est r + T − 1 puisque le coeﬃcient du monôme Xr+T−1 est
aT−1−ar+T−1. Or si ce coeﬃcient était nul, la pré-période serait de longueur au plus T−1.
D'après l'algorithme 5.6.1, le LFSR (Fpn , r+ T,Xr − 1) et l'état initial (a0, . . . , ar+T−1)
génère a.
f(X)
Xr − 1 =
f(X)
PGCD(f(X),Xr−1)
Xr−1
PGCD(f(X),Xr−1)
.
f(X)
PGCD(f(X),Xr−1) et
Xr−1
PGCD(f(X),Xr−1) sont premiers entre eux, d'après la proposition 5.7.1, le
plus petit LFSR générant a a pour polynôme de connexion X
r−1
PGCD(f(X),Xr−1) .
5.8 Polynôme de connexion minimal
5.8.1 Déﬁnitions et Généralités
Dans cette section, pour une séquence donnée a, nous étudions les polynômes de
connexion des LFSRs de R(a), en particulier le polynôme de connexion minimal.
Déﬁnition 5.8.1. Soit a une séquence périodique, on déﬁnit l'ensemble suivant
A(a) = {q(X) ∈ Fpn [X] tel que q(X)a(X) ∈ Fpn [X]} .
Il contient l'ensemble des polynômes de connexion des LFSRs qui génèrent a modulo un
inversible :{
q(X) ∈ Fpn [X] tel que ∃ r ∈ N∗; (Fpn , r,−q(0)−1q) ∈ R(a)
} ⊆ A(a).
Proposition 5.8.1. Pour toute séquence périodique a,
1. A(a) 6= {0}.
2. C'est un idéal de l'anneau Fpn [X] qui contient une inﬁnité de polynômes.
3. a = 0 si et seulement si A(a) = Fpn [X].
Démonstration. Soit r la période de a. Alors d'après le théorème 5.7.2, il existe un LFSR
naturel de polynôme de connexion Xr − 1 qui génère a. Donc Xper(a) − 1 ∈ A(a).
Soient P et Q deux polynômes de A(a). Soit R un polynôme quelconque de Fpn [X].
(P −Q)(X)a(X) = P (X)a(X)−Q(X)a(X) ∈ Fpn [X].
(RQ)(X)a(X) = R(X)Q(X)a(X) ∈ Fpn [X].
C'est bien un idéal de Fpn [X]. Il contient l'idéal engendré par Xr − 1, donc une inﬁnité
de polynômes. Tout polynôme Q dans Fpn vériﬁe
Q(X).0 = 0,
où 0 est la fonction génératrice de la séquence nulle, 0. Inversement, si tout polynôme
dans Fpn [X] vériﬁe cette relation, alors c'est valable pour le polynôme constant 1. Donc
1.a(X) = 0⇒ a = 0.
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Proposition 5.8.2. Pour toute séquence périodique a, il existe un unique polynôme non-
nul de plus bas degré dans A(a) et de terme constant -1.
Démonstration. Pour l'unicité, soient deux polynômes Q1 et Q2 non-nuls de plus bas
degré. Comme Fpn [X] est euclidien, alors on peut faire la division euclidienne de Q1 par
Q2. Il existe donc P et R tels que
Q1(X) = Q2(X)P (X) +R(X) tel que deg(R) < deg(Q2).
On a alors
Q1(X)a(X) = P (X)Q2(X)a(X) +R(X)a(X)
R(X)a(X) = Q1(X)a(X)− P (X)Q2(X)a(X)
R(X)a(X) ∈ Fpn [X]
Donc R est un polynôme de A(a) de degré strictement inférieur au minimum des degrés
des polynômes de A(a). On en déduit que R = 0 et donc Q2 divise Q1. Par symétrie,
on en conclut que Q1 divise Q2, donc Q1 = Q2. Pour l'existence, comme A(a) contient
Xr − 1, ou bien Xr − 1 est de plus bas degré ou bien c'est un autre polynôme de degré
strictement inférieur à r. Comme le polynôme minimal divise Xr − 1, donc son terme
constant est non nul, sinon X diviserait Xr − 1. Il suﬃt ensuite de diviser par l'opposé
du terme constant.
Déﬁnition 5.8.2 (polynôme de connexion minimal). L'unique polynôme de terme constant
-1 de plus bas degré de A(a) est appelé polynôme de connexion minimal de a.
Exemple 5.8.1. Le polynôme de connexion minimal de la séquence nulle est le polynôme
constant −1. C'est le polynôme de connexion du registre de taille r = 0, c'est à dire le
registre nul (Fpn , 0,−1). Le polynôme de connexion minimal d'une séquence périodique
non-nulle de période 1 est X − 1. En eﬀet, toute séquence de la forme a = (a, a, . . .)
avec a 6= 0, peut être générée par le LFSR (Fpn , 1, X − 1). Donc X − 1 ∈ A(a, a, . . .). Si
X − 1 n'est pas le polynôme de connexion minimal de (a, a, . . .), alors c'est un polynôme
constant, unitaire, donc c'est la constante −1 ce qui impliquerait que a(X) ∈ Fpn [X]. Or
a(X) = a+ aX + . . .+ aXn + . . . =
−a
X − 1 .
On en déduit que X−1 divise −a, ce qui est absurde. Le polynôme X−1 est le polynôme
de connexion minimal.
Théorème 5.8.1. Soit a une séquence périodique, alors l'idéal A(a) est un idéal principal
généré par le polynôme de connexion minimal de a.
Démonstration. Pour la séquence nulle, A(a) est Fpn [X] qui peut être vu comme l'idéal
engendré par 1. L'anneau Fpn [X] est euclidien donc principal. Tout idéal de Fpn [X] est
principal, donc pour toute séquence périodique non-nulle dans Fpn , il existe un polynôme
m(X) 6= 0 tel que A(a) = m(X).Fpn [X]. On en déduit que m(X) divise le polynôme
de connexion minimal de a, donc il est de degré inférieur ou égal au plus bas degré des
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polynômes de A∗(a). On en déduit qu'il est de plus bas degré. Ainsim(X) est le polynôme
de connexion minimal de a à un inversible près. L'idéal A(a) est généré par le polynôme
minimal de a. D'une autre manière, soit un polynôme Q(X) ∈ A(a). Notons ma(X) le
polynôme de connexion minimal de a. On fait la division euclidienne de Q par ma.
Q(X) = P (X)ma(X) +R(X) tel que deg(R) < deg(ma).
On en déduit que R(X)a(X) = Q(X)a(X) − P (X)ma(X)a(X) ∈ Fpn [X], et donc que
R ∈ A(a). Or R est de degré strictement inférieur au degré le plus bas, donc R = 0. On
vient de démontrer que A(a) ⊆ ma.Fpn . Comme A(a) est un idéal, alorsma(X).Fpn [X] ⊆
A(a).
Notation 5.8.1. Le polynôme de connexion minimal d'une séquence périodique a sera
noté ma(X).
5.8.2 Complexité linéaire
Dans cette sous-section, nous établissons le lien entre la complexité linéaire d'une
séquence périodique et son polynôme de connexion minimal. Rappelons que
LS(a) = inf {max(deg(qa) + 1,deg(q)) tel que q ∈ A(a)} .
Théorème 5.8.2. Soit a une séquence ultimement périodique. Alors
LS(a) = max(deg(ma.a) + 1,deg(ma)).
Démonstration. Soit q ∈ A(a) tel que a(X) = f(X)q(X) = h(X)ma(X) . L'étude des degrés donne
deg(q) ≥ deg(ma) et
deg(f)− deg(q) = deg(h)− deg(ma) ⇒ deg(f) + 1 = deg(h) + 1 + (deg(q)− deg(ma))
⇒ deg(f) + 1 ≥ deg(h) + 1.
Donc max(deg(f)+1, deg(q)) ≥ max(deg(h)+1, deg(ma)). Autrement dit, max(deg(ma.a)+
1,deg(ma)) est la taille minimale des LFSR générant la séquence en question. C'est donc
la complexité linéaire.
Corollaire 5.8.1. Si a est strictement périodique alors
LS(a) = deg(ma).
Démonstration. D'après le corollaire 5.4.2, a étant strictement périodique, deg(f) <
deg(q). Donc deg(h) < deg(ma) et max(deg(h) + 1, deg(ma)) = deg(ma).
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5.8.3 Structure de G(q)
Dans cette sous-section, nous traitons la question de savoir quelles sont les séquences
périodiques ayant pour polynôme de connexion un polynôme donné.
Déﬁnition 5.8.3. Soit q(X)un polynôme dans Fpn de la forme q(X) = qrXr+. . .+q1X−
1. Posons G(q) l'ensemble des séquences périodiques ayant pour polynôme de connexion
q.
G(q) =
{
a ∈ FpnN telle que a(X)q(X) ∈ Fpn [X]
}
=
{
a ∈ FpnN telle que q(X) ∈ A(a)
}
.
C'est l'ensemble des séquences telles que leur fonction génératrices soit une fraction ra-
tionnelle de dénominateur q. Elles sont donc périodiques.
Munissons l'espace des séries formelles Fpn [[X]] de sa structure naturelle d'espace
vectoriel.
a(X) + b(X) = (a0 + b0) + . . .+ (an + bn)X
n + . . .
λa(X) = (λa0) + . . .+ (λan)X
n + . . .
Proposition 5.8.3. G(q) est un sous espace vectoriel non-vide de FpnN. Il contient une
inﬁnité de séquences périodiques. Pour tout r ≥ deg(q), S(L) ⊂ G(q) avec L = (Fpn , r, q).
Démonstration. Soient a et b deux séquences périodiques deG(q). Alors (a(X)+b(X))q(X) =
a(X)q(X) + b(X)q(X) ∈ Fpn [X]. Donc la fonction génératrice de a⊕ b multipliée par q
est un polynôme. De même pour λa. Donc G(q) est un espace vectoriel.
Soit un entier r ≥ deg(q). On peut déﬁnir le LFSR L = (Fpn , r, q). L'ensemble des sé-
quences de sorties S(L) ont pour fonction génératrice a(X) vériﬁant a(X)q(X) ∈ Fpn [X].
Donc S(L) ⊂ G(q). L'ensemble G(q) contient donc une inﬁnité de séquences pério-
diques.
5.9 Période et ordre du Polynôme minimal de connexion
Dans cette section, nous étudions le rapport entre la période d'une séquence donnée
et son polynôme de connexion minimal.
Théorème 5.9.1. Soit a une séquence périodique. Soit ma son polynôme de connexion
minimal.
1. La période a est l'ordre de ma.
2. Si deg(maa) < deg(ma), alors a est strictement périodique.
3. Sinon a est ultimement périodique de pré-période deg(a) + 1.
Démonstration. D'après le corollaire 5.4.2, la période de a divise ord(ma). Inversement
Xper(a) − 1 ∈ A(a). Donc ma divise Xper(a) − 1. Alors ord(ma) divise pera. Donc la
période de a est l'ordre de ma. De plus, d'après le théorème 5.4.2, deg(maa) < deg(ma)
si et seulement si a est strictement périodique. Sinon elle est ultimement périodique de
pré-période deg(a) + 1.
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Corollaire 5.9.1. Soit q le polynôme de connexion d'un LFSR L. Supposons que q soit
irréductible sur Fpn. Alors toute séquence de sorties a non-nulle de L telle que q ne divise
pas qa dans Fpn est de période ord(q) .
Démonstration. D'après le corollaire 5.7.1, q est polynôme minimal des séquences de
sorties vériﬁant les conditions décrites ci-dessus. D'après le théorème 5.9.1, la période est
donc ord(q).
5.10 Polynôme de connexion et Factorisation
5.10.1 Produit de polynômes premiers entre eux
Dans cette section, nous étudions la décomposition des LFSR séquences dont le po-
lynôme de connexion est réductible.
Soit b et c deux séquences périodiques. Notons respectivement b(X) et c(X) leurs
fonctions génératrices. Ces deux séquences sont des LFSR séquences et leur fonction
génératrice sont deux fractions rationnelles. Soit un LFSR L1 = (Fpn , r1, q1(X)) qui
génère b et soit un LFSR L2 = (Fpn , r2, q2(X)) qui génère c. Posons b(X) = f1(X)q1(X) et
c(X) = f2(X)q2(X) . Considérons une combinaison linéaire des ces deux séquences.
a = αb+ βc
avec α et β deux constantes dans Fpn . La séquence a est aussi ultimement périodique, elle
est strictement périodique si et seulement si b et c le sont aussi. La fonction génératrice
a(X) est la combinaison linéaire αb(X) + βc(X). En eﬀet,
a(X) =
i=+∞∑
i=0
aiX
i =
i=+∞∑
i=0
(αbi+βci)X
i = α
i=+∞∑
i=0
biX
i+β
i=+∞∑
i=0
ciX
i = αb(X)+βc(X).
Il existe un LFSR de polynôme de connexion q = q1q2 qui génère a.
Proposition 5.10.1. Soit b et c deux LFSR séquences générées par L1 et L2. Posons
b(X) = f1(X)q1(X) et c(X) =
f2(X)
q2(X)
.
1. Toute combinaison linéaire a = αb+ βc est une LFSR séquence.
2. Il existe un LFSR de polynôme de connexion q1q2 et un état initial qui génèrent a.
3. Si b et c sont strictement périodiques, alors L = (Fpn , deg(q1) + deg(q2), q1q2).
Démonstration.
a(X) = αb(X) + βc(X) =
αq2(X)f1(X) + βq1(X)f2(X)
q1(X)q2(X)
.
D'après l'algorithme 5.6.1, le LFSR L = (Fpn , r, q1q2) avec r = max(max(deg(f2) +
deg(q1),deg(f1) + deg(q2)),deg(q1) + deg(q2)) génère a. Si b et c sont strictement pério-
diques alors deg(f1) < deg(q1) et deg(f2) < deg(q2). Donc max(deg(f2)+deg(q1),deg(f1)+
deg(q2)) < deg(q1)+deg(q2). La taille de L est alors r = deg(q1)+deg(q2) = r1 +r2.
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Inversement, soit a une séquence ultimement périodique. C'est une LFSR séquence.
Supposons que le LFSR L = (Fpn , r, q) génère a et posons a(X) = f(X)q(X) . Si q = q1q2 avec
q1 et q2 premiers entre eux dans Fpn [X], alors a peut sécrire comme la somme de deux
LFSR séquences générées par des LFSRs de polynôme de connexion q1 et q2.
Proposition 5.10.2. Soient a une LFSR séquence générée par L = (Fpn , r, q) et a(X) =
f(X)
q(X) sa fonction génératrice. Supposons que q = q1q2 avec q1 et q2 premiers entre eux.
Alors :
1. a est la somme de deux LFSRs séquences générées par deux LFSRs respectivement
de polynômes de connexion q1 et q2.
2. Si a est strictement périodique, alors b et c sont deux séquences strictement pério-
diques.
3. Si deg(q) = r, alors b et c sont générées par deux LFSRs dont la taille est respec-
tivement deg(q1) et deg(q2).
Démonstration. q1 et q2 sont premiers entre eux dans Fpn [X]. Comme Fpn est un corps,
alors Fpn est un anneau euclidien. D'après le théorème de Bézout, il existe u1 et u2 tels
que fu1q1 + fu2q2 = f .
a(X) =
f
q
=
fu1q1 + fu2q2
q1q2
=
fu2
q1
+
fu1
q2
.
Posons b = seqpn
fu2
q1
et c = seqpn
fu1
q2
. D'après l'algorithme 5.6.1, il existe deux LFSRs
L1 et L2 de polynômes de connexion q1 et q2 générant respectivement b et c. La taille
de L1 est r1 = max(deg(f) + deg(u2) + 1, deg(q1)) et celle de L2 est r2 = max(deg(f) +
deg(u1) + 1, deg(q2)). Les états initiaux sont respectivement déterminés par fu2 et fu1.
Donc par la correspondance entre les séries formelles et les séquences inﬁnies, a = b+ c.
Si en plus a est strictement périodique, alors deg(f) < deg(q). Il faut décomposer la
fraction a(X) en deux fractions dont le degré du numérateur est strictement inférieur au
degré du dénominateur. Grâce aux divisions euclidiennes suivantes
fu2 = q1g1 + h1 avec deg(h1) < deg(q1)
fu1 = q2g2 + h2 avec deg(h2) < deg(q2)
,
nous avons f = (g1+g2)q1q2+q2h1+q1h2. Si g1+g2 6= 0, alors deg(f) ≥ deg(g1+g2)q1q2 ≥
deg(q). C'est impossible, donc g1 + g2 = 0. Alors
f
q
=
h1
q1
+
h2
q2
.
Comme deg(h1) < deg(q1) et deg(h2) < deg(q2), alors seqpn
h1
q1
et seqpn
h2
q2
sont stricte-
ment périodiques.
Si deg(q) = r, alors d'après l'algorithme 5.6.1, on trouve deux LFSRs de taille respecti-
vement r1 = deg(q1) et r2 = deg(q2) et r = r1 + r2.
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On peut poser le problème diﬀéremment, en ﬁxant trois LFSRs L = (Fpn , deg(q), q),
L1 = (Fpn , deg(q1), q1) et L2 = (Fpn ,deg(q2), q2) avec q = q1q2 et q1 et q2 premiers entre
eux. Toute séquence de sorties de L est-elle la somme de deux séquences de sorties de
L1 et L2 ? Inversement, la somme de deux séquences générées par L1 et L2 est-elle une
séquence de sorties de L ?
Théorème 5.10.1. Pour tout état initial de L, il existe deux uniques états initiaux de
L1 et L2 tels que la somme de leur séquence de sorties soit la séquence de sorties de L .
Inversement, pour tout couple d'états initiaux de L1 et L2, il existe un unique état initial
de L tel que sa séquence de sorties soit la somme des séquences de sorties de L1 et L2.
Démonstration. Les séquences de sorties de ces LFSRs sont strictement périodiques car
la taille du registre est égale au degré du polynôme de connexion respectif.
Soit un état initial de L, la séquence de sorties notée a a pour fonction génératrice f(X)q(X)
avec deg(f) ≤ deg(q)− 1. La proposition 5.10.2 prouve l'existence de deux états initiaux
qui génèrent deux séquences b et c à partir de L1 et L2. Il reste à prouver l'unicité.
Dans la démonstration de cette proposition, la division euclidienne fu2 = q1g1 +h1 avec
deg(h1) < deg(q1) est unique. De plus, si on suppose l'existence de deux couples d'états
initiaux, alors il existe deux couples (h1, h2) et (h
′
1, h
′
2) tels que
f
q
=
h
′
1
q
′
1
+
h
′
2
q
′
2
avec deg(h
′
1) < deg(q1) et deg(h
′
2) < deg(q2).
h1q2 + h2q1 = h
′
1q2 + h
′
2q1 ⇒ (h1 − h
′
1)q2 = (h
′
2 − h2)q1.
q1 et q2 étant premiers entre eux, alors q1 divise h1 − h′1 et q2 divise h2 − h
′
2. Cela est
possible seulement si h1−h′1 = h2−h
′
2 = 0 par comparaison des degrés. Donc l'unicité est
démontrée. Réciproquement, soit deux états initiaux de L1 et L2. D'après la proposition
5.10.1, la somme de leur séquences de sorties est une séquence générée par L. D'après
la proposition 5.4.1, il existe un unique état initial qui génère cette séquence à partir de
L.
5.10.2 Facteur d'ordre multiple
Dans la suite, nous étudions le cas où un facteur est multiple. Soit L = (Fpn , deg(q), q)
avec q(X) = (−1)j+1q0(X) et q(0) = −1 et q0 irréductible. La plus petite puissance de
p plus grande que t est e = p[logp(t)]. Toute séquence de sorties de L est une somme de e
LFSR séquences générées par le même LFSR L0 = (Fpn , edeg(q0), q0(xe)).
Théorème 5.10.2. Soit q0(X) un polynôme irréductible tel que q(0) = −1. Soit L =
(Fpn , deg(q), q) avec q(X) = (−1)t+1q0(X)t. Posons e = p[logp(t)]. Alors toute séquence de
sorties de L est une somme de e séquences générées par le LFSR L0 = (Fpn , edeg(q0), q0(xe)).
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Démonstration. Soit a une séquence de sorties. Alors a(X) est de la forme f(X)
(−1)t+1q0(X)t .
a(X) =
f(X)
(−1)t+1q(X)t =
(−1)t+1f(X)q0(X)e−t
q0(X)e
.
Fpn [X] est de caractéristique p, donc q0(X)e = q0(Xe). Posons
h(X) = (−1)t+1f(X)q0(X)e−t =
i=deg(h)∑
i=0
hiX
i.
Comme le LFSR est de taille le degré du polynôme de connexion, a est strictement
périodique et deg(h) < edeg(q0). Rassemblons les eième termes de h :
h(X) = h0 + heX
e + . . .+ h1X + he+1X
e+1 + . . .+ he−1Xe−1 + h2e−1X2e−1 + . . . .
Posons xiHi(Xe) = hiXi + hi+eXi+e + . . ., donc h(X) = H0(X) + XH1(Xe) + . . . +
Xe−1He−1(Xe).
a(X) =
i=e−1∑
i=0
Xi
Hi(X
e)
q0(Xe)
.
Notons ai(X) =
Hi(X)
q0(X)
. Rappelons que
deg(XiHi(X
e)) = i+ edeg(Hi) ≤ deg(h)
< e deg(q0)
edeg(Hi) < e deg(q0)
deg(Hi) < deg(q0).
Autrement dit, seqpnai(X) est strictement périodique. La séquence seqpnai(X
e) est gé-
nérée par L0 et est obtenue en insérant e−1 zéros entre chaque coeﬃcient de seqpnai(X)
. En eﬀet, on a
ai(X) =
j=+∞∑
j=0
aijX
j ⇒ ai(Xe) =
j=+∞∑
j=0
aijX
ej ⇒ seqpnai(Xe) = (ai0, 0, . . . , 0︸ ︷︷ ︸
e
, ai1, . . .).
En multipliant cette fonction génératrice parXi la séquence obtenue est décalée i fois vers
la droite. Cette séquence est aussi générée par L0 car elle a pour polynôme de connexion
q0(X
e) et le degré du numérateur est strictement inférieur à e deg(q0).
seqpn(X
iai(X
e)) = (0, . . . , 0︸ ︷︷ ︸
i
, ai0, 0, . . . , 0︸ ︷︷ ︸
e
, ai1, . . .).
On déduit de a(X) =
i=e−1∑
i=0
Xiai(X
e) que la séquence a est une somme de e séquences
générées par le même LFSR L0 avec la particularité que les séquences forment un "en-
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trelacement".
a = (a00, 0, 0, . . . , 0, a
0
1, . . .)+
(a10, 0, . . . , 0, 0, a
1
1, . . .)+
. . .
. . .
(ae−10 , 0, . . . , 0, a
e−1
1 , . . .).
5.11 Opérateur de décalage et Polynôme caractéristique d'un
LFSR
5.11.1 Déﬁnitions et Généralités
Déﬁnition 5.11.1. Déﬁnissons L comme l'opérateur de décalage à gauche. Pour toute
séquence a = (a0, a1, . . .) inﬁnie dans Fpn, L(a) = (a1, a2, . . .). Pour tout i ∈ N, posons
Li(a) = (ai, ai+1, . . .). Pour tout polynôme P (X) = pkXk + . . .+ p1X + p0 dans Fpn [X],
on déﬁnit P (L) = pkLk + . . .+ p1L+ p0.
Proposition 5.11.1. a est une séquence récurrente linéaire dans Fpn si et seulement s'il
existe un polynôme unitaire P (X) ∈ Fpn [X] tel que
P (L)(a) = 0.
Démonstration. a est une séquence récurrente linéaire (ou une LFSR séquence) si et
seulement s'il existe q1, . . . , qr dans Fpn tels que ar =
i=r∑
i=1
qiar−i. Soit le polynôme q∗(X) =
Xr −
i=r∑
i=1
qiX
r−i. Alors
q∗(L)(a) = Lr(a)−
i=r∑
i=1
qiL
r−i(a)
= (ar −
i=r∑
i=1
qiar−i, ar+1 −
i=r∑
i=1
qiar+1−i, . . .)
= (0, 0, . . .).
Inversement, si la séquence vériﬁe P (L)(a) = 0 alors on peut générer a par le LFSR déﬁni
par L = (Fpn , deg(P ), (q1, . . . , qr)) où P (X) = Xr − q1Xr−1 − . . .− qr. C'est une LFSR
séquence, donc une séquence récurrente linéaire.
La proposition 5.11.1 est en fait une déﬁnition équivalente des LFSRs séquences.
Déﬁnition 5.11.2. Pour tout LFSR L = (Fpn , r, q(X)), le polynôme
q∗(X) = Xr − q1Xr−1 − . . .− qr−1X − qr
est appelé polynôme caractéristique de L.
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5.11.2 Période et ordre du Polynôme caractéristique
Dans cette sous-section, nous regardons les propriétés de périodicité d'une LFSR
séquences par rapport au polynôme caractéristique du LFSR qui l'engendre (choisi ar-
bitrairement). Dans la sous-section suivante, on verra que ces propriétés se déduisent
directement des liens entre polynôme caractéristique et polynôme de connexion. Rappe-
lons que dans la section 2, nous avons déterminés la période d'une séquence par rapport
à un polynôme de connexion.
Théorème 5.11.1. Soit un LFSR L = (Fpn , q∗).
1. Toute séquence de sorties est bien évidemment périodique.
2. La période divise l'ordre de q∗.
3. Si qr 6= 0, la séquence est strictement périodique.
4. Si qr = 0, alors la séquence est (ultimement ou strictement) périodique.
Démonstration. Soit T = ord(q∗). Si q∗(0) 6= 0, alors q∗(X)/XT −1. Donc (LT −I)(a) =
0. On en déduit que ai+T = ai pour tout i. Donc la séquence est strictement périodique
et la période divise T .
Si q∗(0) = 0, alors il existe un entier non nul k tel que q∗(X) = Xkq∗0(X) et q∗0(0) 6=
0. L'ordre de q∗ est par déﬁnition celui de q∗0. On a q∗0(X)/(XT − 1). Donc (Lk+T −
Lk)(a) = 0. Ainsi pour i, ai+k+T = ai+k. La séquence peut être ultimement périodique ou
strictement périodique. La période divise toujours T . De plus la pré-période est inférieure
ou égale à k.
On redémontre grâce à ce résultat celui énoncé en tout début, à savoir que la période
a pour borne supérieur pnr − 1.
Lemme 5.11.1. L'ordre de q∗ est inférieur ou égal à pnr − 1. Si qr 6= 0, alors l'ordre de
q∗ divise |(Fpn [X]/(q∗))∗|. Si q∗ est irréductible alors son ordre divise |(Fpn [X]/(q∗))∗| =
pnr − 1. Si q∗ est primitif alors son ordre est exactement pnr − 1.
Démonstration. Fpn [X] est euclidien. Posons q∗(X) = Xkh(X) tel que h(0) 6= 0. L'ordre
de h est par déﬁnition celui de q∗. Il existe donc un plus petit T tel que q∗ divise Xk+T −
Xk. Dans l'anneau quotient Fpn [X]/(h), XT ≡ 1 mod h. La classe de X appartient donc
au sous-groupe multiplicatif des éléments inversibles modulo h noté (Fpn [X]/(h))∗. T est
l'ordre de la classe de X. Autrement dit T = ordh(X). Il divise l'ordre du groupe qui est
inférieur ou égal à pn deg(h) − 1. Or deg(h) ≤ deg(q∗), donc T ≤ pnr − 1.
Si qr 6= 0, alors k = 0 et h = q∗, donc T divise |(Fpn [X]/(q∗))∗|.
Si q∗ est irréductible alors k = 0 et h = q∗. De plus Fpn [X]/(q∗) est un corps et son
sous-groupe multiplicatif est Fpn [X]/(q∗) − {0}. Donc l'ordre de la classe de X divise
pnr − 1.
Si en plus, il est primitif, q∗ a une racine primitive α, c'est à dire qu'il existe un élément
d'ordre pnr − 1 dans Fpn [X]/(q∗). Donc il existe k tel que αk = X¯ où X¯ est la classe de
X modulo q∗.
1 = (X¯T )k = X¯kT = αT .
Donc pnr − 1 = T .
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Corollaire 5.11.1. La période de toute séquence de sorties de L = (Fpn , q∗) est inférieure
ou égale à pnr − 1.
Démonstration. D'après le théorème 5.11.1, la période divise T . Le reste suit.
5.11.3 Relation entre Polynôme caractéristique
et Polynôme de connexion
Nous allons étudier la relation entre le polynôme de connexion et le polynôme ca-
ractéristique d'un LFSR ainsi que l'analyse de ce LFSR via le polynôme caractéristique.
L'utilisation du polynôme caractéristique peut grandement faciliter l'analyse des LFSRs,
cependant nous verrons dans la suite que les autres AFSRs comme les FCSRs ne disposent
pas de notion équivalente au polynôme caractéristique, alors qu'elles possédent une no-
tion équivalente au polynôme de connexion. Pour faire resortir les similitudes entre les
diﬀérents AFSRs, il est préférable d'étudier les LFSRs via leur polynôme de connexion.
Proposition 5.11.2. Pour tout LFSR L = (Fpn , r, q(X)), q∗(X) = −Xrq( 1X ).
Démonstration. La preuve est un calcul direct.
Exemple 5.11.1. Le LFSR (Fpn , r,−1) a pour polynôme caractéristique Xr.
Lemme 5.11.2. Soit un LFSR. Soit q son polynôme de connexion et q∗ son polynôme
caractéristique. Alors
1. q et q∗ ont même degré si et seulement si qr 6= 0.
2. q et q∗ sont de même ordre.
3. q est irréductible si et seulement si q∗ l'est aussi.
4. q est un polynôme primitif si et seulement si q∗ l'est aussi.
5. α est racine de q∗ si et seulement si α−1 est racine de q.
Démonstration.
1. q∗ est de degré r. L'entier q est de degré r si et seulement si qr 6= 0.
2. Soit N l'ordre de q. Alors il existe h tel que q(X)h(X) = XN − 1.
q(X)h(X) = XN − 1
q( 1X )h(
1
X ) =
1
XN
− 1
−Xrq( 1X )XNh( 1X ) = −Xr(1−XN )
q∗(X)XNh( 1X ) = X
r(XN − 1)
Le degré de h est inférieur ou égal à N . Donc XNh( 1X ) ∈ Fpn [X]. On en déduit
que q∗ divise Xr(XN − 1). Si q∗(0) 6= 0, alors q∗ divise XN − 1. On en déduit que
l'ordre de q∗ divise celui de q. Si q∗(0) = 0, alors il existe d tel que q∗(X) = Xdg(X).
Xdg(X)XNh(
1
X
) = Xr(XN − 1).
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Donc g divise XN − 1. L'ordre de g divise celui de q. Or par déﬁnition, l'ordre de
g est l'ordre de q∗.
Montrons que l'ordre de q divise celui de q∗.
Si qr 6= 0, l'ordre de q∗ existe et par symétrie, on en conclut qu'ils possédent le
même ordre.
Si qr = 0, alors q∗(X) = Xdg(X) avec g(0) 6= 0 et l'ordre de q∗ est déﬁni par l'ordre
de g. Supposons que g(X)m(X) = XN − 1.
Xdg(X)m(X) = Xd(XN − 1)
q∗(X)m(X) = Xd(XN − 1)
q∗( 1X )m(
1
X ) =
1
Xd
( 1
XN
− 1)
−Xrq∗( 1X )m( 1X ) = −X
r
Xd
( 1
XN
− 1)
q(X)XNm( 1X ) = −X
r
Xd
(1−XN )
q(X)XNm( 1X ) = X
r−d(XN − 1)
d est inférieur ou égal au degré de q∗, donc d ≤ r. Le degré de m est inférieur ou
égal à N . Donc XNm( 1X ) ∈ Fpn [X]. On en déduit que q(X) divise Xr−d(XN − 1),
or q(0) 6= 0, donc q(X) divise XN − 1. L'ordre de q divise l'ordre de q∗. On en
conclut qu'ils sont égaux.
3. Si q est réductible, alors il existe deux polynômes f et g de degré non nul tels que
q(X) = f(X)g(X). Donc
q∗(X) = −Xrf( 1
X
)g(
1
X
) = −Xr−deg(fg)Xdeg(f)f( 1
X
)Xdeg(g)g(
1
X
) = Xr−deg(fg)f∗(X)g∗(X).
Ici f∗ et g∗ sont de même degré que f et g de manière respective, donc ils sont de
degré non nuls. Donc q∗ est réductible. De même on démontre que la réductibilité
de q∗ implique celle de q.
4. Soit α une racine primitive de q, q(α) = 0. Si α est primitif dans Fpn , alors 1α l'est
aussi. Or q∗( 1α) = − 1αr q(α) = 0. On en conclut que q∗ est primitif. Par symétrie,
on démontre l'inverse.
5. Toute racine de q∗ est non nulle. Elle est donc inversible dans le corps de décom-
position de q∗.
q∗(α) = 0⇔ −αrq(α−1) = 0⇔ q(α−) = 0.
Une remarque s'impose. Le polynôme de connexion n'identiﬁe pas un LFSR, car
deux LFSRs de taille diﬀérente peuvent avoir le même polynôme de connexion. En eﬀet,
il suﬃt d'ajouter des zéros comme coeﬃcients de monômes de degré supérieur à celui de
q pour augmenter la taille. Par contre, le polynôme caractéristique caractérise, comme
son nom l'indique, un LFSR. En eﬀet le degré de q∗ est la taille de L et ses coeﬃcients de
connexion sont les coeﬃcients de q∗. Donc on peut déﬁnir L par le couple (Fpn , q∗(X)).
Il y a une correspondance entre les polynômes sur Fpn et les LFSRs construits sur Fpn .
CHAPITRE 5. REGISTRE LINÉAIRE OU LFSR 108
D'autre part, nous avons caractérisé les séquences de sorties d'un LFSR avec la mé-
thode utilisant la fonction génératrice et donc le polynôme de connexion. Ici, nous allons
étudier l'ensemble des séquences générées par un LFSR en utilisant le polynôme carac-
téristique.
5.11.4 Structure de G∗(q∗)
Munissons l'espace de FpnN de la structure vectorielle produit direct. On déﬁnit l'ad-
dition par a ⊕ b = (a0 + b0, a1 + b1, . . .) et la multiplication par un scalaire λ.a =
(λa0, λa1, . . .).
Déﬁnition 5.11.3. Pour tout polynôme q∗(X) de Fpn [X], on déﬁnit l'ensemble suivant
G∗ = G∗(q∗) =
{
a ∈ FpnN telle que q∗(L)(a) = 0
}
.
Si q∗ est unitaire, cet ensemble n'est autre que l'ensemble des séquences de sorties de
L = (Fpn , q∗).
G∗ = S(L).
Sinon, q∗ peut s'écrire −q0Xr− q1Xr−1− . . .− qr. Le polynôme −q−10 q∗(X) est unitaire.
On a l'équivalence q∗(L)(a) = 0 ⇔ −q−10 q∗(L)(a) = 0. Donc G∗(q∗) = G∗(−q−10 q∗)
et −q−10 q(X) est polynôme caractéristique d'un LFSR. Donc G∗(q∗) = S(L) pour L =
(Fpn ,−q(0)−1q∗(X)).
Proposition 5.11.3. G∗(q∗) est un sous espace vectoriel non-vide de FpnN de dimension
r = deg(q∗) sur Fpn. Il contient pnr séquences diﬀérentes.
Démonstration. La séquence nulle appartient à G∗(q∗) car q∗(L)(0) = 0. Soit deux sé-
quences a et b dans G∗(q∗). L'application L est linéaire.
L(a⊕ b) = (a1 + b1, a2 + b2, . . .) = (a1, a2, . . .)⊕ (b1b2, . . .) = L(a)⊕ L(b),
L(λ.a) = L(λa0, λa1, . . .) = (λa1, λa2, . . .) = λ.(a1, a2, . . .) = λ.L(a).
Par récurrence, on démontre que Lk est aussi linéaire. En eﬀet
L2(a⊕ b) = L(L(a)⊕ L(b)) = L2(a)⊕ L2(b).
L2(λ.a) = L(λ.L(a) = λ.L2(a).
On en déduit que q∗(L)(λ.a+µ.b) = λ.q∗(L)(a)+µ.q∗(L)(b) = 0. Toute séquence générée
par L = (Fpn , q∗) est déterminée par son état initial de taille r et à coeﬃcients dans Fpn .
Or il existe pnr états possibles, donc il y a pnr séquences diﬀérentes dans G∗(q∗).
Nous étudions dans la suite le cas ou q∗ est irréductible sur Fpn , puis le cas où q∗
est le produit de polynômes irréductibles distincts deux à deux. Mais avant tout, il faut
traiter la question inverse, c'est à dire quels sont tous les polynômes caractéristiques des
LFSRs générant une séquence périodique donnée ?
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5.12 Polynôme minimal d'une séquence
Dans les sections précédentes, nous avons introduit le polynôme de connexion et le
polynôme caractéristique d'un LFSR ﬁxé. Ces deux polynômes sont réciproques et ont
donc le même ordre. Inversement, nous avons vu que pour une séquence périodique ﬁxée,
il existait un plus petit LFSR qui génère cette séquence, le polynôme de connexion de cet
LFSR peut être appelé "polynôme de connexion minimal". Les polynômes de connexion
de tous les autres LFSRs générant la séquence en question sont des multiples du "po-
lynôme minimal de connexion". Dans cette section, nous étudions la question inverse à
travers le polynôme caractéristique en ﬁxant une séquence périodique et en cherchant "le
polynôme caractéristique minimal".
Déﬁnition 5.12.1. Soit a une séquence périodique. Déﬁnissons l'ensemble suivant
A∗(a) = {Q(X) ∈ Fpn [X] tel que Q(L)(a) = 0} .
C'est l'ensemble des polynômes qui sont à un inversible près polynômes caractéristiques
des LFSRs qui génèrent la séquence a plus le polynôme nul. En eﬀet 0(L)(a) = 0(a) = 0.
On peut aussi déﬁnir cet ensemble comme suit
A∗(a) = {Q(X) ∈ Fpn [X] tel que a ∈ G∗(Q)} .
Proposition 5.12.1. Pour toute séquence périodique a,
1. A∗(a) 6= {0}.
2. C'est un idéal de l'anneau Fpn [X] qui contient une inﬁnité de polynômes.
3. a = 0 si et seulement si A∗(a) = Fpn [X].
Démonstration. Soit r la période de a. Alors d'après le théorème 5.7.2, il existe un LFSR
naturel de polynôme de connexionXr−1 qui génère a. Cet LFSR a la particularité d'avoir
un polynôme de connexion identique au polynôme caractéristique, en l'occurrence Xr−1.
Donc Xper(a) − 1 ∈ A∗(a).
Soient P et Q deux polynômes de A∗(a). Soit R un polynôme quelconque de Fpn [X].
(P −Q)(L)(a) = (P (L)−Q(L))(a) = P (L)(a)−Q(L)(a) = 0− 0 = 0.
(RQ)(L)(a) = (R(L)Q(L))(a) = R(L)Q(L)(a) = R(L)(0) = 0.
C'est bel et bien un idéal de Fpn [X]. Il contient l'idéal engendré par Xr − 1, donc une
inﬁnité de polynômes. Tout polynôme Q dans Fpn vériﬁe Q(L)(0) = 0. Inversement, si
tout polynôme dans Fpn [X] vériﬁe cette relation, alors c'est valable pour le polynôme
constant 1. Donc
1(L)(a) = 0⇒ a = 0.
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Remarque 5.12.1. On aurait pu déﬁnir A∗ pour toute séquence déﬁnie sur Fpn en
imposant la condition qu'elle soit périodique. Mais cette condition est évidente. En eﬀet,
les LFSR séquences, les séquences récurrentes linéaires et les séquences périodiques sont
les mêmes. Une séquence quelconque vériﬁe toujours 0(L)(a) = 0. Donc 0 ∈ A∗ pour
toute séquence. S'il est un ensemble non-nul, alors il existe un polynôme q∗ 6= 0 tel
que q∗(L)(a) = 0, d'après le théroème 5.11.1, a est périodique. D'une autre manière,
en divisant q∗ par son coeﬃcient dominant, on a un polynôme unitaire appartenant à
A∗. Ce polynôme déﬁnit un LFSR, donc a est une LFSR séquence, donc une séquence
périodique. En bref, A∗ est non-nul équivaut à a est périodique. C'est donc le seul cas où
l'étude de A∗ est intéressante.
Proposition 5.12.2. Il existe un unique polynôme unitaire non-nul de plus bas degré
dans A∗(a).
Démonstration. Pour l'unicité, soient deux polynômesQ1 etQ2 unitaires non-nuls de plus
bas degré. Comme Fpn [X] est euclidien, on peut faire la division euclidienne de Q1 parQ2.
Il existe donc P et R tels que Q1(X) = Q2(X)P (X) +R(X) tel que deg(R) < deg(Q2).
On a alors
Q1(L)(a) = Q2(L)(a)P (L)(a) +R(L)(a)
0 = 0 +R(L)(a)
R(L)(a) = 0
Donc R est un polynôme de A∗(a) de degré strictement inférieur au plus bas des degrés
des polynômes de A∗(a). On en déduit que R = 0 et donc Q2 divise Q1. Par symétrie,
on en conclut que Q1 divise Q2, donc Q1 = Q2.
Pour l'existence, comme A∗(a) contient Xr − 1, ou bien Xr − 1 est de plus bas degré ou
bien c'est un autre polynôme de degré strictement inférieur à r.
Déﬁnition 5.12.2. L'unique polynôme unitaire de plus bas degré de A∗(a) est appelé
polynôme minimal de a.
Exemple 5.12.1. Le polynôme minimal de la séquence nulle est le polynôme constant
1. C'est le polynôme caractéristique du registre de taille r = 0, c'est à dire le registre nul
(Fpn , 0,−1). Dans ce cas le polynôme de connexion est −1.
Le polynôme minimal d'une séquence périodique non-nulle de période 1 est X − 1. En
eﬀet, pour tout séquence de la forme a = (a, a, . . .) avec a 6= 0, X − 1 vériﬁe
(X − 1)(L)(a) = (L− I)(a) = (a− a, a− a, . . .) = (0, 0, . . .).
Donc X − 1 ∈ A∗(a, a, . . .). Si X − 1 n'est pas le polynôme minimal de (a, a, . . .), alors
c'est un polynôme constant, unitaire, donc c'est la constante 1 ce qui impliquerait que
a = 0. On en déduit que X − 1 est le polynôme minimal. Le polynôme X − 1 est le
polynôme caractéristique de L = (Fpn , 1, X − 1) dont le polynôme de connexion coincide
avec le polynôme minimal.
Théorème 5.12.1. Soit a une séquence périodique, alors l'idéal A∗(a) est un idéal prin-
cipal généré par le polynôme minimal de a.
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Démonstration. Pour la séquence nulle, A∗(a) est Fpn [X] qui peut être vu comme l'idéal
engendré par 1. Sinon Fpn [X] est un anneau euclidien donc principal. Tout idéal de
Fpn [X] est principal, donc pour toute séquence périodique non-nulle dans Fpn , il existe
un polynôme m∗(X) 6= 0 tel que A∗(a) = m∗(X).Fpn [X]. On en déduit que m∗(X) divise
le polynôme minimal de a, donc il est de degré inférieur ou égal au plus bas degré des
polynômes de A∗(a). On en déduit alors qu'il est de plus bas degré. Ainsi m∗(X) est le
polynôme minimal de a à un inversible près. L'idéal A∗(a) est généré par le polynôme
minimal de a.
D'une autre manière, soit un polynôme Q(X) ∈ A∗(a). Notons m∗a(X) le polynôme
minimal de a. On fait la division euclidienne de Q par m∗a.
Q(X) = P (X)m∗a(X) +R(X) tel que deg(R) < deg(m
∗
a).
On en déduit que R(L)(a) = 0, donc que R ∈ A∗(a). Or R est de degré strictement
inférieur à au degré le plus bas, donc R = 0. On vient de démontrer que A∗(a) ⊆ m∗a.Fpn .
Comme A∗(a) est un idéal, alors m∗a(X).Fpn [X] ⊆ A∗(a).
Notation 5.12.1. Le polynôme minimal d'une séquence périodique a sera noté m∗a(X).
Corollaire 5.12.1. Soit q∗ un polynôme unitaire non nul. Soit le LFSR L = (Fpn , q∗).
Alors
a ∈ G∗(q∗)⇔ a ∈ S(L)⇔ L ∈ R(a)⇔ q∗ ∈ A∗(a)⇔ m∗a | q∗.
Démonstration. La preuve est évidente.
Corollaire 5.12.2. Soit q∗ un polynôme caractéristique d'un LFSR L. Supposons que
q∗ soit irréductible sur Fpn. Alors pour toute séquence de sorties a non-nulle de L, q∗ est
le polynôme minimal de a.
Démonstration. Le polynôme minimal de toute séquence non-nulle de sorties divise q∗
qui est irréductible et unitaire (par déﬁnition). Alors soit ils sont égaux, soit le polynôme
minimal est 1. La dernière assertion est impossible puisque la séquence est non-nulle.
5.13 Période et ordre du Polynôme minimal
Dans cette section, nous étudions le rapport entre la période d'une séquence donnée
et son polynôme minimal.
Théorème 5.13.1. Soit a une séquence périodique. Soit m∗a son polynôme minimal.
1. Si m∗a(X) = Xkm(X) avec m(0) 6= 0 et k ≥ 1, alors la séquence est ultimement
périodique de pré-période k et de période ord(m∗a).
2. Si m∗a(0) 6= 0, alors a est strictement périodique de période ord(m∗a).
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Démonstration. D'après le théorème 5.11.1, la période de a divise l'ordre de m∗a. Inverse-
mentXr(Xper(a)−1) ∈ A∗(a) où r désigne la pré-période. Doncm∗a diviseXr(Xper(a)−1).
m∗a(X) = X
km(X) tel que m(0) 6= 0.
m divise Xr(Xper(a) − 1) et est premier à X, donc m divise Xper(a) − 1. Alors son ordre
divise pera. Donc la période de a est l'ordre de m∗a.
De plus, d'après le théorème 5.11.1, la pré-période r est inférieure à k. IciXk diviseXr(Xper(a)−
1) et est premier à Xper(a)− 1, donc Xk divise Xr, ce qui signiﬁe que k est inférieur à la
pré-période. On en déduit que la pré-période est k.
Si m∗a(0) 6= 0, d'après le même théorème, a est strictement périodique. Si m∗a(0) = 0,
elle est soit ultimement périodique, soit strictement périodique. Supposons que a soit
strictement périodique. Alors Xpera − 1 ∈ A∗(a). Donc m∗a divise Xpera − 1.
m∗a(0) = 0⇒ 0pera − 1 = 0⇒ −1 = 0.
C'est absurde. La séquence a est ultimement périodique.
Corollaire 5.13.1. Soit q∗ un polynôme caractéristique d'un LFSR L. Supposons que q∗
soit irréductible sur Fpn. Alors toute séquence de sorties a non-nulle de L est de période
ord(q∗) .
Démonstration. D'après le corollaire 5.12.2, q∗ est polynôme minimal des séquences de
sorties. D'après le théorème 5.13.1, la période est donc ord(q∗).
Théorème 5.13.2. Soit a une séquence périodique. Soit m∗a son polynôme minimal de
degré r. Supposons que m∗a soit irréductible sur Fpn et α soit une racine dans l'extension
de Fpnr . Alors la période de a est l'ordre de α.
Démonstration. Le degré de l'extension Fpn [α] ⊇ Fpn est le degré du polynôme minimal
de α sur Fpn . Comme m est irréductible, alors c'est le polynôme minimal de α et cette
extension est de degré r. Le corps Fpn [α] est isomorphe à Fpnr . L'élément α appartient au
sous-groupe multiplicatif des éléments non nuls de ce corps, donc αp
nr − 1 = 0. L'ordre
de α existe et le polynôme Xord(α) − 1 annule α sur Fpn . Donc m divise ce polynôme ce
qui implique que l'ordre de m divise l'ordre de α. Inversement m divise Xord(m) − 1 et
m(α) = 0 donc αord(m) − 1 = 0. On en déduit que l'ordre de α divise l'ordre de m. On
en conclut que m et α ont même ordre. Le reste du théorème suit.
5.14 Polynôme caractéristique et Factorisation
5.14.1 Polynôme caractéristique irréductible
Supposons que le polynôme caractéristique du LFSR soit irréductible sur Fpn .
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Déﬁnition 5.14.1. Soient a et b deux séquences ultimement périodiques. On déﬁnit la
relation suivante : a ∼ b si et seulement s'il existe k ∈ N tel que b = Lk(a). Si a et
b vériﬁent cette relation, on dit qu'elles sont cycliquement identiques ou équivalentes.
Sinon, on dit qu'elles sont cycliquement distinctes.
Proposition 5.14.1. ∼ est une relation d'équivalence.
Démonstration.
 a = L0(a)
 a ∼ b⇔ b = Lk(a)⇔ a = LN−k(b)⇔ b ∼ a.

a ∼ b
b ∼ c
}
⇒ b = L
k(a)
c = Lj(b)
}
⇒ c = Lk+j(a).
Les classes d'équivalence de séquences cycliquement équivalentes forment une parti-
tion de l'ensemble des séquences périodiques sur Fpn .
Théorème 5.14.1. Soit un LFSR L = (Fpn , q∗). Supposons que q∗ soit un polynôme
irréductible de degré r sur Fpn tel que q∗(0) 6= 0. Alors il y a pnr−1ord(q∗) classes d'équivalence
non nulle dans G∗(q∗).
Démonstration. q∗ étant irréductible, il est le polynôme minimal de toute séquence dans
G∗. D'après le théorème 5.13.1, q∗(0) 6= 0, alors toute séquence dans G∗ est strictement
périodique. D'après le même théorème, les séquences non-nulles sont de période ord(q∗).
Donc dans une classe d'équivalence non-nulle, il y a ord(q∗) séquences diﬀérentes. Soit c
le nombre de classes d'équivalence non-nulles. Alors ord(q∗)× c+ 1 = pnr.
Corollaire 5.14.1. Soit un LFSR L = (Fpn , q∗) dont le polynôme caractéristique est un
polynôme irréductible de degré r sur Fpn ( donc q∗(0) 6= 0). Supposons en plus que q∗ soit
primitif, alors il y a une seule classe d'équivalence non nulle et toute séquence non-nulle
est de période pnr − 1. Pour toute séquence a non-nulle,
G∗(q∗) =
{
Li(a) tel que 0 ≤ i ≤ pnr − 2} ∪ {0} .
Remarque 5.14.1. En travaillant avec les polynômes de connexion q, on a vu que la
période atteignait son maximum, pndeg(q) − 1, quand q est primitif. Or deg(q) n'est pas
forcément la taille du LFSR en question donc la période n'atteint pas la valeur maximale
théorique pnr − 1 sauf si deg(q) = r. Par contre quand q∗ est primitif, il est irréductible,
donc ne peut être divisé par X, ce qui implique que le coeﬃcient constant qr 6= 0 et dans
ce cas la taille du registre est r le degré de q∗. C'est un point essentiel pour éviter toute
ambiguité.
Démonstration. Si q∗ est primitif, alors il admet pour racine un élément primitif de Fpnr .
Il existe α qui engendre F∗pnr . Donc l'ordre de α est pnr − 1. L'ordre de q∗ dans Fpn [X]
est aussi pnr − 1. On en déduit, d'après le théorème précédent qu'il y a une seule classe
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d'équivalence non nulle et que les séquences non nulles sont de période pnr − 1. En fait,
on peut prendre une séquence non nulle arbitrairement, et obtenir toutes les autres par
des décalages à gauche.
Ce dernier corollaire donne une méthode pour générer des séquences de période maxi-
male. En eﬀet, c'est la période maximale puisque d'après la proposition 5.3.1, la période
ne dépasse jamais pnr−1. Il suﬃt de prendre pour polynôme caractéristique un polynôme
primitif sur Fpn . Ces séquences occupent une place centrale dans la théorie des LFSR
séquences.
5.14.2 m-séquences ou séquences maximales
Déﬁnition 5.14.2. Soit un LFSR L = (Fpn , r, q). Toute séquence de sorties de période
pnr − 1 est appelée m-séquences ou séquences maximales. Dans la littérature anglaise, on
parle de maximal sequences.
Théorème 5.14.2. Soit un LFSR (Fpn , q∗). Considérons a une séquence de sorties. Si
a est une m-séquence, alors q∗ est primitif.
Démonstration. D'après le théorème 5.11.1, la période de toute séquence de sorties divise
l'ordre de q∗. Ici pnr − 1 divise ord(q∗). D'après le même théorème, ord(q∗) ≤ pnr − 1,
donc ici ord(q∗) = pnr−1. Or ord(q∗) n'est autre que ordq∗(X), donc ordq∗(X) = pnr−1
ce qui signiﬁe que la classe de X est primitive dans Fpnr ∼= Fpn [X]/(q∗) qui est le corps
de décomposition de q∗. Rappelons que la classe de X est une racine de q dans ce corps
de décomposition. Autrement dit q∗ a une racine primitive donc il est primitif.
Proposition 5.14.2. La complexité linéaire d'une m-séquence de période pnr − 1 est r.
Démonstration. En eﬀet, une m-séquence de période pnr − 1 est générée par un LFSR
de polynôme caractéristique primitif de degré r. D'après le lemme 5.11.2, le polynôme
de connexion est aussi primitif et irréductible. C'est donc le polynôme de connexion
minimal ma. La complexité linéaire est le degré de ma. Or comme q∗ est irréductible
alors q∗(0) 6= 0, donc qr 6= 0. Donc r est de degré. C'est ce qu'il fallait démontrer.
Les m-séquences sont générées grâce à un polynôme caractéristique primitif sur Fpn .
L'existence des m-séquences dépend donc de l'existence de tels polynômes. On dispose
d'une conjecture sur l'existence de trinôme primitif sur F2.
Conjecture 5.14.1 (Golomb). Il existe une inﬁnité d'entiers r pour lesquels il existe un
entier k compris entre 1 et r strictement tel que le trinôme Xr −Xk − 1 est primitif.
Cette conjecture a été vériﬁée jusqu'à r = 1000. Ces trinômes déﬁnissent des LFSRs
de taille r avec 2 connexions en binaire. Donc l'implémentation de ces registres linéaires
est très simple. En sortie, on obtient des séquences de période 2r − 1. Plus tard, nous
verrons les propriétés remarquables de ces dites m-séquences.
Dans la sous-section suivante, nous traitons le cas des polynômes de connexion pro-
duits de polynômes irréductibles distincts deux à deux.
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5.14.3 Produit de polynômes irréductibles distincts deux à deux
L'anneau Fpn [X] est factoriel, donc tout polynôme admet une décomposition en fac-
teurs irréductibles. Étudions le cas où le polynôme caractéristique est produit de po-
lynômes irréductibles premiers entre eux. Nous développons tout d'abord des résultats
intermédiaires tout aussi important.
Proposition 5.14.3. Soit un polynôme q∗(X) = Xr − q1Xr−1 − . . . − qr. Il existe une
séquence a ∈ G∗(q∗) telle que m∗a = q∗.
Démonstration. Construisons une séquence telle que q∗ soit son polynôme minimal. Au-
trement dit cherchons une séquence telle que le LFSR déﬁni par q∗ soit le plus petit
générant cette séquence. Ici, L est de taille r. Prenons l'état initial (0, . . . , 0, 1). La sé-
quence de sorties de L est a = (0, . . . , 0, 1, q1, . . .). Soit un LFSR de taille plus petite que
r. Supposons que ce LFSR génère a. L'état initial est forcément l'état nul. Or dans ce
cas, par linéarité, les coeﬃcients de sorties sont tous nuls. Donc la séquence de sorties est
nulle et n'est pas a. C'est absurde, donc le LFSR de plus petite taille est bien L.
Lemme 5.14.1. Soient f(X) et g(X) deux polynômes non-nuls de Fpn [X] , alors :
1. G∗(f) ⊆ G∗(g) si et seulement si f(X) divise g(X).
2. G∗(f) ∩G∗(g) = G∗(d) où d = PGCD(f, g).
3. G∗(f) +G∗(g) = G∗(h) où h = PPCM(f, g).
Démonstration.
1. Si f divise g, alors il existe u tel que g = fu.
a ∈ G∗(f)⇔ f(L)(a) = 0⇒ u(f(L))(a) = 0⇔ g(L)(a) = 0⇔ a ∈ G∗(g).
Supposons que G∗(f) ⊆ G∗(g) et notons f0 le coeﬃcient dominant de f . D'après la
proposition 5.3.1, il existe une séquence dans G∗(−f−10 f) telle que −f−10 f soit son
polynôme minimal. Or a ∈ G∗(g), donc d'après le corollaire 5.7.1, −f−10 f divise g.
2. Soit a ∈ G∗(f) ∩ G∗(g). Donc on a f(L)(a) = 0 et g(L)(a) = 0. Comme d est le
PGCD de f et g, alors il existe u et v ∈ Fq[X] tels que u(X)f(X) + v(X)g(X) =
d(X). Ainsi d(L)(a) = (u(L)f(L)+v(L)g(L))(a) = u(L)f(L)(a)+v(L)g(L)(a) = 0.
Donc a ∈ G∗(d). On a montré que G∗(f) ∩G∗(g) ⊆ G∗(d).
Soit a ∈ G∗(d). Or d | f et d | g. Donc f(L)(a) = 0 et g(L)(a) = 0. Ainsi
a ∈ G∗(f) ∩G∗(g). On a montré que G∗(f) ∩G∗(g) = G∗(d).
3. Soit a ∈ G∗(f) +G∗(g).{
f | PPCM(f, g)
g | PPCM(f, g) ⇒
{
G∗(f) ⊆ G∗(PPCM(f, g))
G∗(g) ⊆ G∗(PPCM(f, g))
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G∗(PPCM(f, g)) étant un Fpn-espace vectoriel, on a :G∗(f)+G∗(g) ⊆ G∗(PPCM(f, g)).
De plus, d'après la proposotion 5.11.3,
dim(G∗(f) +G∗(g)) = dimG∗(f) + dimG∗(g)− dim(G∗(f) ∩G∗(g))
= dimG∗(f) + dimG∗(g)− dimG∗(d)
= deg(f) + deg(g)− deg(d)
= deg(h)
dim(G∗(f) +G∗(g)) = dimG∗(h)
Donc G∗(f) +G∗(g) = G∗(h).
Théorème 5.14.3. Soit un polynôme f(X) = f1(X) . . . fs(X) où les fi sont des poly-
nômes irréductibles distincts sur Fpn et s un entier strictement positif. Alors G∗(f) peut
etre décomposé en somme directe des sous-espaces G∗(fi), c'est à dire que
G∗(f) = G∗(f1)⊕ . . .⊕G∗(fs).
Démonstration. Nous avons que G∗(f1)+G∗(f2) = G∗(PPCM(f1, f2)). Or f1 et f2 étant
irréductibles et distincts alors PPCM(f1, f2) = f1f2 et PGCD(f1, f2) = 1. Donc :
G∗(f1) +G∗(f2) = G∗(f1f2)
G∗(f1) ∩ (f2) = {0}
Ainsi on a G∗(f1)⊕G∗(f2) = G∗(f1f2).
Par récurrence, on en déduit que
i=s⊕
i=1
G∗(fi) = G∗(
i=s∏
i=1
fi) = G
∗(f).
5.15 Représentation Matricielle
Un LFSR peut être représenté par une matrice particulière. Soit L = (Fpn , r, q(X)).
Considérons un état initial (a0, . . . , ar−1) comme un vecteur ligne. On obtient l'état
suivant par la multiplication matricielle :
(a1, . . . , ar−1, ar) = (a0, . . . , ar−1)

0 0 · · · 0 0 qr
1 0 · · · 0 0 qr−1
...
...
...
...
...
0 0 · · · 1 0 q2
0 0 · · · 0 1 q1
 .
C'est une matrice de dimension r× r et dont les coeﬃcients sont entièrement déterminés
par les coeﬃcients de connexion du LFSR de la forme
0 · · · 0 qr
qr−1
Ir−1
...
q1

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où Ir−1 représente la matrice identité de taille r− 1. Il y a donc correspondance entre les
LFSRs sur Fpn et les matrices de cette forme à coeﬃcients dans Fpn .
Déﬁnition 5.15.1. On appelle cette matrice la matrice compagnon de L.
La matrice compagnon caractérise le LFSR. En eﬀet, elle déﬁnit les coeﬃcients de
connexion, mais aussi la taille du registre par sa propre dimension. Donc, on peut déﬁnir
L par un couple (Fpn ,M).
Exemple 5.15.1. La matrice compagnon de L = (Fpn , 3, X3 +X2 − 1) est 0 0 11 0 1
0 1 0
 .
Théorème 5.15.1. Soit L un LFSR de matrice compagnon M. Le polynôme caracté-
ristique deM est (−1)rq∗(X).
Démonstration.
det(M−XIr) = det

−X 0 · · · 0 0 qr
1 −X · · · 0 0 qr−1
...
...
...
...
...
0 0 · · · 1 −X q2
0 0 · · · 0 1 q1 −X

Montrons par récurrence sur r que det(M−XIr) = (−1)rq∗(X).
Pour r = 1, L = (Fpn , 1, q1X − 1) etM = (q1).
det(q1 −X) = q1 −X = −q∗(X).
Pour r = 2, L = (Fpn , 1, q2X2 + q1X − 1) etM =
(
0 q2
1 q1
)
.
det(M−XI2) = det
( −X q2
1 q1 −X
)
= X2 − q1X − q2 = q∗(X).
Supposons que ce soit vériﬁé pour un r−1 ﬁxé quelconque, montrons que c'est vrai pour
r. En développant par rapport à la première colonne, on trouve :
det(M−XI) = (−X) det

−X 0 · · · 0 qr−1
1 0 · · · 0 qr−2
...
...
...
...
0 0 · · · −X q2
0 0 · · · 1 q1 −X
−det

0 0 · · · 0 qr
1 −X · · · 0 qr−2
...
...
...
...
0 0 · · · −X q2
0 0 · · · 1 q1 −X

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Par hypothèse de récurrence, le premier déterminant est (−1)r−1(Xr−1− q1Xr−2− . . .−
qr−2X− qr−1). En développant par rapport à la première ligne, le deuxième déterminant
est (−1)rqr.
det(M−XI) = (−X)(−1)r−1(Xr−1 − q1Xr−2 − . . .− qr−2X − qr−1)− (−1)rqr
= (−1)rq∗(X)
Corollaire 5.15.1. Soit L un LFSR de matrice compagnonM. Alors
1. det(XM− Ir) = (−1)r+1q(X).
2. M est inversible si et seulement si qr 6= 0.
3. Les valeurs propres deM sont les racines de q(X).
4. q∗(M) = 0.
5. q∗ est le polynôme minimal deM. Si Q(X) ∈ Fpn tel que Q(M) = 0 et deg(Q) < r,
alors Q(X) = 0.
6. L'ensemble des polynômes annulateurs de M est un idéal principal engendré par
q∗(X) dans l'anneau Fpn [X].
7. l'ordre de q∗ est ﬁni si et seulement si l'ordre de M est ﬁni. Dans ces cas, l'ordre
de q∗ est l'ordre deM, qui équivaut àM est inversible
Démonstration. 1. det(XM−Ir) = det(X(M− 1X Ir)) = Xr(−1)rq∗( 1X ) = (−1)r+1q(X).
2. M es inversible si et seulement si detM 6= 0. Or detM = (−1)r det q∗(0) =
(−1)rqr. AlorsM est inversible si et seulement si qr 6= 0.
3. les valeurs propres deM sont les racines de son polynôme caractéristique, donc les
racines de q(X).
4. D'après, les résultats classiques de l'algèbre linéaire, le polynôme caractéristique
d'une matrice l'annule. Ici nous avons un argument indépendamment de ce résultat.
∀s ∈ (Fpn)r, s.q∗(M) = s.Mr −
i=r∑
i=1
qis.Mr−i
Avec s = (a0, . . . , ar−1), on trouve que
s.Mr = (
i=r∑
i=1
qiar−i,
i=r∑
i=1
qiar+1−i, . . .)
s.Mr−i = (ar−i, . . . , ar−1,
i=r∑
i=1
qiar−i, . . .).
Par exemple, pour le premier coeﬃcient, on obtient
i=r∑
i=1
qiar−i −
i=r∑
i=1
qiar−i = 0. De
même, on trouve 0 pour tous les autres coeﬃcients.
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5. Soit Q(X) =
i=k∑
i=0
QiX
i vériﬁant les hypothèses du théorème et Qk 6= 0. Donc pour
tout vecteur s ∈ (Fpn)r, s.Q(M) = 0, en particulier pour s = (0, . . . , 0, 1). Pour
tout 0 ≤ i ≤ k, Qis.Mi = (0, . . . , 0, Qi︸ ︷︷ ︸
r−i
, ∗, . . . , ∗︸ ︷︷ ︸
i
).
Donc 0 = s.Q(M) = ((0, . . . , 0, Qk︸ ︷︷ ︸
r−k
, ∗, . . . , ∗︸ ︷︷ ︸
k
). On en déduit que Qk = 0 car Qk
apparait puisque que k < r. C'est absurde, donc un tel Q n'existe pas.
6. Fpn est un corps, donc Fpn [X] est un anneau euclidien. La diﬀérence entre deux
polynômes annulateurs deM est encore un polynôme annulateur deM. Le produit
d'un polynôme annulateur et d'un polynôme quelconque est encore un polynôme
annulateur. Soit Q(X) un polynôme annulateur de M. Considérons sa division
euclidienne par q∗ : Q(X) = q∗(X)P (X) +R(X) avec degR < r. Alors Q(M) = 0
implique que R(M) = 0. D'après le point précédent, R = 0. Donc l'idéal des
polynômes annulateurs deM est généré par q∗(X).
7. Si ord(M) = N < +∞, alors il existe m et N tels queMm(MN − 1) = 0. Donc
Xm(XN − 1) annuleM et q∗ divise Xm(XN − 1). L'ordre de q∗ divise celui deM.
Inversement si q∗(X) = Xm(XN − 1), alors Mm(MN − 1) = 0. Donc l'ordre de
M divise celui de q∗.
5.16 Représentation par la Trace
Soit q∗(X) = Xr − q1Xr−1 − . . . − qr un polynôme sur Fpr de degré r. Soit α une
racine de q∗. Soit la fonction trace : Tr : Fpnr → Fpn .
Lemme 5.16.1. Pour tout β ∈ Fpnr , a = (Tr(β), Tr(βα), Tr(βα2), . . .) ∈ G∗(q∗).
Démonstration. Si β = 0, alors a = 0. Or 0 ∈ G∗(q∗). Si β 6= 0, alors
q∗(L)(a) = Lr(a)− q1Lr−1(a)− . . .− qra
=
(
ar+i − qr−1ar−1+i − . . .− qrai
)
i≥0
=
(
Tr(βαr+i)− qr−1Tr(βαr−1+i)− . . .− qrTr(βαi)
)
i≥0
=
(
Tr(β(αr+i − q1αr−1+i − . . .− qrαi))
)
i≥0
=
(
Tr(βαiq∗(α))
)
i≥0
q∗(L)(a) = 0
Donc a ∈ G∗(q∗).
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On peut aussi reformuler ce lemme en utilisant le polynôme de connexion d'un LFSR.
C'est le polynôme réciproque du polynôme caractéristique.
q(X) = −Xrq∗( 1
X
).
D'après le lemme 5.11.2, α est racine de q∗ si et seulement si α−1 est racine de q. On en
déduit que si pour tout racine α de q, pour tout β ∈ Fpn deg(q) , la séquence
a = (Tr(β), Tr(βα−1), Tr(βα−2), . . .) ∈ G(q).
Théorème 5.16.1. Supposons que q∗ soit irréductible. Pour toute séquence a = {ai}i∈N
de G∗(q∗), il existe β ∈ Fpnr tel que ai = Tr(βαi) pour tout i ≥ 0.
Démonstration. G∗(q∗) est un Fpnr -espace vectoriel à pnr éléments. On a montré que
pour tout β ∈ Fpnr , (Tr(βαi))i∈N ∈ G∗(q∗). Donc l'application
φ :
{
Fpnr → G∗(q∗)
β 7→ (Tr(βαi))i∈N
est bien déﬁnie. Maintenant, on cherche à montrer qu'elle est injective. La Trace est une
application Fpn-linéaire. Donc φ est Fpn-linéaire. Montrons que φ(β) = 0 implique que
β = 0. Soit β ∈ Fqn :
φ(β) = 0 ⇔ (Tr(βαi))i∈N = 0
φ(β) = 0 ⇔ ∀i ∈ N, Tr(βαi) = 0
Or Tr(X) = X +Xp
n
+ . . .+Xp
n(r−1)
. Donc :
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φ(β) = 0 ⇔ ∀i ∈ N, (βαi) + (βαi)pn + . . .+ (βαi)pn(r−1) = 0
⇔

β + βp
n
+ . . . + βp
n(r−1)
= 0
βα + βp
n
αp
n
+ . . . + βp
n(r−1)
αp
n(r−1)
= 0
...
...
...
...
βαr−1 + βpnαpn(r−1) + . . . + βpn(r−1)α(r−1)pn(r−1) = 0
...
...
...
...
⇔

1 1 · · · 1
α αp
n · · · αpn(r−1)
...
...
...
αr−1 α(r−1)pn · · · α(r−1)pn(r−1)
...
...
...
 .

β
βp
n
...
βp
n(r−1)
...
 = 0
⇔

1 1 · · · 1
α αp
n · · · αpn(r−1)
...
...
...
αr−1 (αpn)r−1 · · · (αpn(r−1))r−1
...
...
...
 .

β
βp
n
...
βp
n(r−1)
...
 = 0
⇔ V(α, αpn , . . . , αpn(r−1)).

β
βp
n
...
βp
n(r−1)
...
 = 0
En eﬀet V(α, αp
n
, . . . , αp
n(r−1)
) est la matrice de Vandermonde de coeﬃcient α. Son
déterminant est un produit de diﬀérence des racines de q∗. Les r racines de q∗, α, αpn ,. . .
et αp
n(r−1)
, sont conjuguées entre elles et q∗ est irréductible. Donc elles sont distinctes.
Ainsi le déterminant de Vandermonde est non nul ce qui implique que la matrice est
inversible.
φ(β) = 0⇔

β
βp
n
...
βp
n(r−1)
...
 = 0⇔ β = 0.
Donc φ est injective. Or Fpnr est un Fpn-espace vectoriel de dimension r de même que
G∗(q∗). Donc par le théorème du rang, φ est un isomorphisme. On en conclut que pour
toute séquence a de G∗(q∗), il existe β ∈ Fpnr , tel que a = (Tr(βαi))i∈N.
D'une autre manière toute séquence de G∗(q∗) est uniquement déterminée par son état
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initial de taille r. On construit l'application
ψ :
{
Fpnr → (Fpn)r
β 7→ (Tr(β), Tr(βα), . . . , Tr(βαr−1))
C'est une application linéaire entre deux Fpn-espaces vectoriels de même dimension. Il
suﬃt de montrer son injectivité.
ψ(β) = 0⇔ ∀0 ≤ i ≤ r − 1, Tr(βαi).
Comme q∗ est irréductible,
{
1, α, . . . , αr−1
}
forment une base de Fpnr en tant que Fpn-
espace vectoriel. Donc tout élément est combinaison linéaire de cette base. Par linéarité
de la trace, cela implique que pour tout ξ ∈ Fpnr , Tr(βξ) = 0. Donc β = 0, ψ est donc
un isomorphisme.
Théorème 5.16.2. Le modèle d'automate suivant est projectif et injectif.
(Fpn)r oo
ψ
sortie ##
Fpnr .αpp
Tr}}
Fpn
Démonstration. Comme ψ est un isomorphisme, alors on a un modèle avec une ﬂéche
dans les deux sens. C'est à la fois un modèle injectif et un modéle surjectif.
Déﬁnition 5.16.1 (Représentation par la Trace). Si q∗ est le polynôme caractéristique
d'un LFSR et est irréductible, alors, pour toute séquence de sorties, on appelle l'écriture
a = (Tr(βαi)i∈N la représentation par la trace de a.
5.17 Représentation Exponentielle
Les LFSRs séquences possédent une autre représentation plus abstraite appelée re-
présentation exponentielle. Elle utilise le corps quotient Fpn [X]/(q) où q est le polynôme
de connexion.
Proposition 5.17.1. Soit un polynôme q(X) = qrXr + . . . + q1X − 1 à coeﬃcients
dans Fpn [X]. Alors q est inversible dans l'anneau des séries formelles Fpn [[X]]. Soit
h(X) ∈ Fpn [X] tel que deg(h) < deg(q). Considérons le développement en série formelle
de hq :
h(X)
q(X)
= a0 + a1X + a2X
2 + . . .
Alors pour tout i ≥ 0, ai = (−h(X)X−i) (mod q) (mod X).
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Démonstration. Fpn [[X]] est l'unique anneau de valuation discrète complet de corps rési-
duel Fpn à isomorphisme prés. Son unique idéal premier est (X) = XFpn [[X]]. L'ensemble
Fpn [[X]] \ (X) est l'ensemble des éléments inversibles de cet anneau. Le polynôme q(X)
n'étant pas un multiple de X, il est donc inversible dans Fpn [[X]]. La fraction h(X)q(X) admet
donc un unique développement en série formelle dans Fpn [[X]].
h(X)
q(X) = a0 + a1X + a2X
2 + . . . ⇒ h(X) = q(X)a0 + q(X)a1X + q(X)a2X2 + . . .
⇒ h(X) ≡ q(X)a0 mod X
⇒ h(X) ≡ (qrXr + . . .+ q1X − 1)a0 mod X
⇒ h(X) ≡ −a0 mod X
⇒ a0 ≡ −h(X) mod X
⇒ a0 = (−h(X)) (mod X)
deg(h) < deg(q) ⇒ −h(X) = (−h(X)) (mod q)
⇒ a0 = (−h(X)) (mod q) (mod X).
Comme h(X) ≡ q(X)a0 mod X, alors 1X (h(X)− q(X)a0) ∈ Fpn [X]. On a de même :
1
X
(h(X)−q(X)a0)
q(X) = a1 + a2X + . . . ⇒ a1 = − 1X (h(X)− q(X)a0) (mod X)
deg(h) < deg(q) ⇒ deg(h− a0q) ≤ deg(q)
⇒ deg(− 1X (h(X)− q(X)a0)) < deg(q)
X et q sont premiers entre eux, donc X est inversible dans Fpn [X]/(q). Il existe alors un
polynôme µ(X) et un polynôme k(X) tels que Xµ(X) = q(X)k(X) + 1.
−µ(X)h(X) + h(X)−a0q(X)X = −µ(X)Xh(X)+h(X)−a0q(X)X = −(q(X)k(X)+1)h(X)+h(X)−a0q(X)X
= q(X)(−k(X)h(X)−a0)X .
Donc q(X)(−k(X)h(X)−a0)X ∈ Fpn [X]. Or X et q étant premiers entre eux, alors X |
(−k(X)h(X)− a0). Ainsi −µ(X)h(X) + h(X)−a0q(X)X ∈ q(X)Fpn [X].
−µ(X)h(X) ≡ −h(X)− a0q(X)
X
mod q.
deg(− 1
X
(h(X)− q(X)a0)) < deg(q)⇒ h(X)− a0q(X)
X
= (−µ(X)h(X)) (mod q).
On en conclut que a1 = (−µh) (mod q) (mod X). On notera µ par X−1 l'inverse de X
modulo q(X) et on a par récurrence pour tout i, ai = (−h(X)X−i) (mod q) (mod X).
Théorème 5.17.1. Soit un LFSR L = (Fpn , r, q). Considérons a une séquence de sorties
et a(X) = f(X)q(X) sa fonction génératrice. Alors pour tout i ∈ N,
ai = (−f(X)X−i) (mod q) (mod X).
Démonstration. La proposition 5.17.1 et le théorème 5.4.1 implique ce théorème.
Déﬁnition 5.17.1 (Représentation exponentielle d'une LFSR séquence). Cette repré-
sentation est appelée représentation exponentielle.
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5.18 Suite de Fibonacci
Ce mode de registre est appelé mode de Fibonacci car il permet de générer la suite de
Fibonacci. Cependant, on ne construit pas la séquence sur Fpn mais sur Z et la fonction
de retour est une addition dans Z sans fonction modulo. La suite de Fibonacci est déﬁnie
par la relation de récurrence
ar = ar−1 + ar−2.
On construit donc le LFSR de taille 2 et d'entier de connexion q1 = 1, q2 = 1. La ﬁgure
5.8 représente le registre obtenu. Avec l'état initial (1, 1), on obtient en sortie la séquence
suivante
(1, 1, 2, 3, 5, 8, 13, . . .).
Figure 5.8  Suite de Fibonacci et Mode de Fibonacci
5.19 Décimations
Dans cette section, nous déﬁnissons les décimations d'une séquence ainsi que les
propriétés de base dans le cas d'une m-séquence. On désignera dans la suite par q∗ un
polynôme sous la forme d'un polynôme caractéristique d'un LFSR.
Déﬁnition 5.19.1 (décimations). Considérons une séquence a. Construisons la séquence
b déﬁnie par bi = asi pour tout i ≥ 0 :
b = (a0, as, a2s, . . .).
Alors b est appelé la s-décimation de a, notée a(s).
Théorème 5.19.1. Soient q∗ un polynôme irréductible sur Fpn de degré r et s un entier.
Soit α une racine de q∗ dans une extension Fpnr . Considérons une séquence a ∈ G∗(q∗)
et une s-décimation a(s) 6= 0. Le polynôme minimal de a(s) est le polynôme minimal de
αs sur Fpn.
Démonstration. Comme a ∈ G(q∗) avec q∗ irréductible alors a a une représentation par
la trace. Il existe β ∈ Fpnr tel que ai = Tr(βαi) pour tout i ≥ 0. On a alors :
a(s) = (asi)i∈N = (Tr(βαsi))i∈N = (Tr(β(αs))i)i∈N.
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Soit g le polynôme minimal de αs sur Fpn .
g(L)(a(s)) = (Tr(β(g(αs))αi))i≥0 = 0.
Donc a(s) ∈ G∗(g). De plus g étant le polynôme minimal de αs sur Fpn , il est irréductible
sur Fpn . Alors g est aussi le polynôme minimal de a(s).
Théorème 5.19.2. Soient q∗ un polynôme irréductible sur Fpn et une séquence a ∈
G∗(q∗). Alors
per(a(s)) =
per(a)
PGCD(s, per(a))
.
Démonstration. D'après le corollaire 5.13.1 et le théorème 5.13.2, q∗ étant irréductble,
alors per(a) = ord(q∗) = ord(α). D'autre part g le polynôme minimal de αs est le poly-
nôme minimal de a(s). Donc d'après ce même théorème, per(a(s)) = ord(g) = ord(α(s)).
Or ord(α(s)) = ord(α)
PGCD(s,ord(α)) . Donc per(a
(s)) = per(a)
PGCD(s,per(a)) .
Corollaire 5.19.1. Soient q∗ un polynôme primitif sur Fpn et a ∈ G∗(q∗) une séquence.
Alors a est une m-séquence. Toute s-décimation a(s) est une m-séquence si
PGCD(s, pnr − 1) = 1.
Démonstration. D'après le corollaire 5.14.1, a est unem-séquence. En utilisant la formule
sur la période de as, on trouve que as est de période pnr−1 si et seulement si PGCD(s, pnr−
1) = 1.
Corollaire 5.19.2. Le nombre de m-séquences dans Fpn de période pnr−1 cycliquement
distinctes est φ(p
nr−1)
r .
Démonstration. Soit une m-séquence de période pnr − 1, elle est engendrée par un
polynôme minimal irréductible primitif de degré r. Toutes les séquences qui en sont
un décalage sont engendrées par le même polynôme primitif. Donc, il s'agit en fait
de dénombrer les polynômes irréductibles et primitifs sur Fpn de degré r. Soit P un
polynôme irréducitble et primitif de degré r sur Fpn . Soit α une racine de P , alors
elle est primitive, c'est-à dire qu'elle génère toutes ses racines et P est de la forme
P (X) = (X − α)(X − αpn) . . . (X − αp(r−1)n). Si α est primitif dans Fpn , alors les conju-
gués de α le sont aussi et ils sont distintcs deux à deux. Donc P possède r éléments
primitifs distincts deux à deux comme racines. Donc à chaque polynôme irréductible et
primitif correspond r éléments primitifs de Fpn . Alors il y a φ(p
nr−1)
r polynômes irréduc-
tibles primitifs sur Fpn , donc il y a φ(p
nr−1)
r m-séquences de période p
nr−1 cycliquement
distinctes.
Exemple 5.19.1. Soient q∗(X) = X4 + X + 1 ∈ F2[X] et α une racine de q∗. Le
polynôme q∗ étant irréductible, q∗ est donc le polynôme minimal de α. De plus α15 = 1,
donc l'ordre de α divise 15. Il est donc égal à 1,3,5 ou 15. On a α 6= 1, α3 6= 1 et
α5 = α2 + α 6= 1. Donc α est d'ordre 15, c'est un élément primitif de F2. Donc q∗ est
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primitif.
Toute séquence a ∈ G∗(X4 +X + 1) est une m-séquence de période 15 = 24 − 1.
a3 = (1000110001 . . .) et per(a3) =
15
3
= 5,
a5 = (101101 . . .) et per(a3) =
15
5
= 3,
a7 = (111010 . . .) et per(a3) =
15
1
= 15.
Ce corollaire prouve qu'existent desm-séquences cycliquement distinctes. Cependant,
en considérant les décimations des m-séquences, on prouve que deux m séquences de
même période pnr − 1 sont cycliquement identiques par décimation.
Proposition 5.19.1. Considérons a et b deux m-séquences de même période pnr − 1,
alors b est cycliquement identique à une décimation de a.
Démonstration. a est générée par un LFSR (Fpn , q∗) et b est générée par un LFSR
(Fpn , Q∗) tel que q∗ et Q∗ soient primitifs. Soient α et µ deux racines primitives res-
pectives de q∗ et Q∗. D'après le théorème 5.16.1, a et b admettent une représentation par
la trace. Il existe β et θ tels que
ai = Tr(βα
i) et
bi = Tr(θµ
i).
α étant primitive, il existe un s tel que µ = αs. Comme a et b sont deux m-séquences,
alors β 6= 0 et θ 6= 0. Donc θβ ∈ F∗pnr . L'élément µ étant primitif, donc il existe un t tel
que θβ = µ
t. On en déduit que :
bi = Tr(βµ
tαsi) = Tr(βαstαsi = Tr(βαs(t+i)) = as(i+t).
Inversement, d'après le corollaire 5.19.1, une décimation d'une m-séquence n'est pas
forcément une m-séquence sauf si le degré de décimation est premier avec la période. Une
décimation d'une m-séquence a est cycliquement identique à a si et seulement si le degré
de décimation est une puissance de pn.
5.20 Propriétés de distribution des m-séquences
Dans cette section, nous étudions la distribution des états des m-séquences, c'est à
dire le nombre d'apparition des diﬀérents bits constituant la séquence et leur disposition.
Une séquence pseudo-aléatoire doit à la fois paraître aléatoire tout en obéissant à
des propriétés très fortes sur la distribution de ses bits. C'est un paradoxe exigé par les
applications des séquences aux diﬀérents domaines scientiﬁques et techniques (simulation
informatique, intégration de Monte carlo, radar, cryptographie. . . ). Golomb a posé trois
grands postulats d'aléarité :
CHAPITRE 5. REGISTRE LINÉAIRE OU LFSR 127
1. la propriété de l'équilibre (balanced property),
2. la propriété des séries (run properties) et
3. une auto-corrélation idéale.
Ces trois postulats paraissent minimes et pourtant il est étonnant de constater que rares
sont les familles de séquences vériﬁant ces trois postulats. Les m-séquences font parties
des familles de séquences vériﬁant les trois grands postulats de Golomb.
5.20.1 Critères de pseudo-alé de Golomb
Nous énonçons les trois grands postulats de Golomb dans cette sous-section. Nous
les énonçons tout d'abord pour une séquence binaire puis ensuite nous discutons de ces
notions pour une séquence dite pn-aire ou quelconques.
Séquence périodique binaire
Soit a une séquence binaire de période N .
Déﬁnition 5.20.1 (série). k zéros (ou uns) consécutifs sont appelés une série de zéros
(ou de uns) de longueur k.
Déﬁnition 5.20.2 (auto-corrélation). L'autocorrélation de a est la fonction :
Ca : N → N
τ 7→ Ca(τ) =
N−1∑
i=0
(−1)ai+ai+τ .
On la note aussi C(τ) dans un contexte clair.
Pour toute séquence binaire de période N , on trouve que Ca(0) =
N−1∑
i=0
(−1)2ai = N .
Si a est de période N , alors a est déterminée et est représentée par (a0, a1, . . . , aN−1).
Golomb propose 3 postulats pour la mesure de la qualité aléatoire d'une séquence binaire
périodique.
R1 : Pour toute période, le nombre de zéros est presque égal au nombre de uns. Plus
précisement, la diﬀérence n'excède pas 1. En d'autres termes :
N−1∑
i=0
(−1)ai =
1≤i≤N−1∑
ai=0
1 +
1≤i≤N−1∑
ai=1
(−1) = ±1
∣∣∣∣∣
N−1∑
i=0
(−1)ai
∣∣∣∣∣ = 1
R2 : Dans une période, la moitié des séries sont de longueurs 1, le quart de longueur
2, le huitième de longueur 3, etc. . . tant que le nombre de séries est supérieur à 1.
Pour chaque longueur, le nombre de séries composées de zéros est égale au nombre
de séries composées de uns.
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R3 : L'auto-corrélation de la séquence doit être à deux niveaux, c'est à dire prendre
deux valeurs. Explicitement, il doit exister une constante K telle que :
C(τ) =
{
N si τ ≡ 0 mod N
K si τ  0 mod N
Si N = 2n − 1, alors nous redéﬁnissons les postulats de la manière suivante.
R1 : Dans toute période, il y a 2n−1− 1 zéros et 2n−1 uns, ou 2n−1 zéros et 2n−1− 1
uns. Cette propriété est appelée la propriété de l'équilibre.
R2 : Dans toute période, les séries de zéros (ou de uns) de longueur k apparaissent
2n−k−2, pour tout 1 ≤ k ≤ n− 2. La série de zéros de longueur n− 1 apparait une
fois. La série de uns de longueur n apparait une fois. Cette propriété est appelée la
propriété des séries.
R3 : L'auto-corrélation prend 2 valeurs avec K = −1.
C(τ) =
{
N si τ ≡ 0 mod N
−1 sinon
Exemple 5.20.1. Soit la séquence a = (1110010 . . .) avec pour période 7 = 23 − 1
minimal q∗(x) = x3 + x+ 1. C'est une m-séquence. Elle vériﬁe les 3 postulats aléatoires
de Golomb.
 Il y a 4 = 22 zéros et 3 = 22 − 1 uns. Donc le postulat 1 est vériﬁé.
 Les séries de zéros de longueur 1 sont au nombre de 1. Les séries de zéros de
longueur 2 sont au nombre de 1. Les séries de uns de longueur 1 sont au nombre
de 1. Les séries de uns de longueur 3 sont au nombre de 1.
 En calculant l'auto-corrélation pour les diﬀérentes valeurs de τ , on trouve :
C(0) = 7 et C(1) = C(2) = C(3) = C(4) = C(5) = C(6) = −1
Séquence périodique non-binaire
On se place sur Fpn pour p premier et n = 1. Soit a une séquence sur Fpn de période
pnr − 1. Nous allons généraliser les postulats de Golomb pour ces séquences.
Déﬁnition 5.20.3 (séries). Soit µ, λ et ξ ∈ Fpn tels que µ 6= λ et ξ 6= λ. Si la série
(µ, λ, . . . , λ, ξ) apparait dans la séquence, alors nous disons que (λ, . . . , λ) est une série
de λ de longueur k.
Pour déﬁnir l'auto-corrélation d'une séquence non-binaire, nous devons introduire les
caractères additifs.
Déﬁnition 5.20.4 (caractére additif). On appelle caractère canonique additif de Fpn la
fonction déﬁnie par :
∀x ∈ Fpn , χ(x) = e2ipi
Tr(x))
p
avec Tr(x) = x+ xp + . . .+ xp
n−1
.
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Déﬁnition 5.20.5 (auto-corrélation). L'auto-corrélation relative à χ de a est déﬁnie
par :
∀ 0 ≤ τ ≤ pnr − 2, Ca(τ) =
pnr−2∑
i=0
χ(ai)χ(ai+τ )
Remarque 5.20.1. Si p = 2, alors χ(x) = e
2ipiTr(x)
2 = eipix. On a alors χ(0) = 1 et
χ(1) = −1, donc χ(x) = (−1)x. L'autocorrélation telle qu'elle est déﬁnie sur F2 est un
cas particulier.
R1 : Pour toute période, tout élément non nul apparait pn(r−1) fois. le 0 apparait
pn(r−1) − 1. Cette propriété est équivalente à la propriété d'équilibre (balanced
property) d'une séquence non binaire.
R2 : Pour toute période :
 Pour 1 ≤ k ≤ n−2, les séries de tout élément dans Fpn de longueur k apparaissent
(pn − 1)2pn(r−k−2) fois.
 La série de tout élément non-nul de longueur r − 1 apparait pn − 2 fois.
 La série de l'élément nul apparait pn − 1 fois.
 La série de n'importe quel élément non-nul de longueur r apparait une fois.
R3 : L'auto-corrélation Ca(τ) =
{
pnr − 1 siτ ≡ 0 mod pnr − 1
−1 sinon
Séquences vectorielles
Dans le cas où n ≥ 2, on a des séquences périodiques qui se décomposent en séquences
à coeﬃcients dans Fp.
Déﬁnition 5.20.6 (séquences composantes). On appelle séquences composantes les sé-
quences composées des coordonnées vectorielles d'une séquence à coeﬃcient dans Fpn.
Soit {α0, α1, . . . , αn−1} une base de Fpn. Alors pour tout i, il existe ai,j ∈ Fp tels que
ai =
j=n−1∑
j=0
ai,jαj .
On notera les séquences composantes par aj = (a0,j , a1,j , . . .).
On peut redéﬁnir l'auto-corrélation d'une séquence périodique à coeﬃcients dans Fpn
par l'auto-corrélation de ses séquences composantes :
Déﬁnition 5.20.7 (auto-correlation composante). On déﬁnit la fonction :
Da(τ) =
j=m−1∑
j=0
Caj (τ).
On redéﬁnit alors le troisième postulat de Golomb par
R3 L'auto-correlation composante doit être à deux niveaux :
D(τ) =
{
n(pnr − 1) si τ ≡ 0 mod pnr − 1
−n sinon.
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5.20.2 Propriétés aléatoires des m-séquences
Dans cette section, nous démontrons que les m-séquences vériﬁent les 3 postulats de
Golomb. Dans un premier temps, on démontre qu'elles vériﬁent les postulats R1 et R2.
Ensuite on vériﬁe le postulat R3.
Les deux premiers Postulats
On pose une nouvelle propriété d'aléarité pour une séquences à coeﬃcients dans Fpn
et de période pnr − 1 :
 R4 : Dans toute période de a, tout r-uplet non-nul (λ1, λ2, . . . , λr) ∈ (Fpn)r appa-
rait une seule fois.
Déﬁnition 5.20.8 (distribution idéal de k-uplet). Dans toute période de a, si pour tout
1 ≤ k ≤ r, tout k-uplet non-nul (λ1, λ2, . . . , λk) ∈ F(k)q apparait pn(r−k) fois et le k-uplet
nul apparait pn(r−k) − 1 fois, alors on dit que a a une distribution idéale des k-uplets.
Remarque 5.20.2. Si a a une distribution idéale des k-uplets alors tout r-uplet non-nul
apparait pn(r−r) fois, soit une seule fois. Donc la distribution idéale des k-uplets implique
la propriété R4.
Proposition 5.20.1. Si a vériﬁe la propriété R4 alors a a une distribution idéale des
k-uplets pour 1 ≤ k ≤ r.
Démonstration. Soit le k-uplet non-nul (λ1, λ2, . . . , λk). Si k = r, alors il apparait une
seule fois. Si k < r, alors tout r-uplet (λ1, λ2, . . . , λr) apparait une seule fois. Comme le
k-uplet λ1, λ2, . . . , λk est ﬁxé, il apparait dans pn(r−k) r-uplets diﬀérents de cette forme :
(λ1, λ2, . . . , λk, λk+1, . . . , λr︸ ︷︷ ︸
r−k
)
Donc le k-uplet apparait pn(r−k) fois.
Propriété 5.20.1. Toute m-séquence vériﬁe la propriété R4.
Démonstration. Soit a une m-séquence sur Fpn de période pnr−1. La séquence a est une
LFSR séquence de complexité linéaire r. Nous allons prouver que tout r-uplet non-nul
apparait dans toute période exactement une fois. C'est équivalent à montrer que :
∀ i 6= j, ∀ 0 ≤ i, j ≤ qn − 2, (ai, . . . , ai+n−1) 6= (aj , . . . , aj+n−1).
Soit m∗a le polynôme minimal de a sur Fpn et soit α une racine de m∗a dans l'extension
Fpnr . D'après le théorème 5.14.2, m∗a est irréductible, primitif de degré r et α est un
élément primitif de Fpnr . D'après le corollaire 5.14.1, G∗(q∗) est de cardinal pnr et
G∗(q∗) =
{
Li(a); 0 ≤ i ≤ qn − 2} ∪ {0}
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Une séquence de G∗(q∗) est déterminée par son état initial de taille r. Il y en a pnr − 1
possibles non-nuls distincts. Donc chaque séquence de G∗(q∗) correspond à un état initial.
Supposons qu'il existe i 6= j tels que (ai, . . . , ai+r−1) = (aj , . . . , aj+r−1). Or la séquence
Li(a) a pour état initial (ai, . . . , ai+r−1) et Lj(a) a pour état initial (aj , . . . , aj+r−1).
Comme les états initiaux sont égaux, alors Li(a) = Lj(a). Donc l'ensemble G∗(q∗) ={
Li(a); 0 ≤ i ≤ pnr − 2} ∪ {0} a un cardinal inférieur ou égal à pnr − 1. Or le cardinal
de G∗(q∗) est égal à pnr. C'est absurde. On en conclut que toute m-séquence vériﬁe la
propriété R4.
Proposition 5.20.2. Toute m-séquence a une distribution idéale de k-uplet pour 1 ≤
k ≤ r.
Démonstration. Toute m-séquence vériﬁe la propriété R4 qui est équivalente à la pro-
priété de l'idéale distribution.
Proposition 5.20.3. Toute m-séquence vériﬁe la propriété R1.
Démonstration. On sait que toute m-séquence est une idéale distribution pour tout k-
uplet pour 1 ≤ k ≤ r. Si on prend k = 1, on trouve que tout élément non-nul apparait
pn(r−1) fois et l'élément nul apparait pn(r−1) − 1 fois. Ainsi toute m-séquence vériﬁe la
propriété de R1, propriété de la balance.
En utilisant cette propriété desm-séquences et leur représentation par la trace, on obtient
un résultat sur la trace.
Corollaire 5.20.1. Pour tout c ∈ F∗pn et pour tout β ∈ F∗pnr , l'équation Tr(βx) = c a
pn(r−1) solutions dans Fpnr .
Démonstration. Soit a une m-séquence de période pnr−1. Elle admet une représentation
par la trace. Soit α un élément primitif de Fpnr . Il existe β ∈ Fpnr non nul tel que pour
tout 0 ≤ i ≤ pnr − 2, ai = Tr(βαi). D'après la propriété R1, tout élément non-nul de
Fpn apparait pn(r−1) fois dans une période de la séquence a et l'élément nul apparait
pn(r−1) − 1. Donc il y a exactement pn(r−1) éléments i ∈ Fpnr tels que ai = Tr(βαi) = c,
pour c non-nul et il y a exactement pn(r−1)−1 éléments i ∈ Fpnr tels que ai = Tr(βαi) = 0.
Or α est primitif, donc Fpnr = Fpn [α]. Donc l'équation Tr(βx) = c a pn(r−1) solutions
dans le cas ou c 6= 0 et l'équation Tr(βx) = 0 a pn(r−1) − 1 solutions non-nulles plus la
solution nulle, donc pn(r−1) solutions au total.
Proposition 5.20.4. Une m-séquence vériﬁe la propriété R2.
Démonstration. Démontrons que toute série de tout élément de longueur k pour 1 ≤
k ≤ r− 2 apparait (pn− 1)2pn(r−k−2) fois. Soit (λ, λ, . . . , λ) une série de longueur k avec
1 ≤ k ≤ r − 2. Elle est forcément incluse dans un r-uplet de la forme suivante :
(µ1, λ, . . . , λ︸ ︷︷ ︸
k
, µk+1, µk+2, . . . , µr−1︸ ︷︷ ︸
r−k−2
).
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En eﬀet, les deux coeﬃcients les plus proches sont forcément diﬀérents de λ aﬁn que
ce soit une série de longueur k. Comme une m-séquence vériﬁe la propriété R4, ce
r-uplet apparait exactement une seule fois dans une période. Il est déterminé par le
choix des µi avec i ∈ {1, k + 1, . . . , r − 1}. Les éléments µ1 et µk+1 appartiennent à
Fpn \{λ}, donc il existe (pn−1)2 couples dinstincts de (µ1, µk+1). Quant aux (r−k−2)-
uplets (µk+2, . . . , µr−1), il en existe pn(r−k−2) car les µi parcourent Fpn . Donc il y a
exactement (pn − 1)2pn(r−k−2) r-uplets de la forme (µ1, λ, . . . , λ︸ ︷︷ ︸
k
, µk+1, µk+2, . . . , µr−1︸ ︷︷ ︸
n−k−2
)
qui apparaissent une seule fois dans chaque période de la m-séquence. D'où le fait que la
série (λ, . . . , λ) de longueur k apparait (pn − 1)2pn(r−k−2) fois dans une seule période.
Montrons maintenant que toute série de n'importe quel élément non-nul de longueur
r− 1 apparait pn− 2 fois. Soit la série (λ, . . . , λ︸ ︷︷ ︸
r−1
) avec λ 6= 0. Cette série peut se localiser
dans un r-uplet de la forme (µ, λ, . . . , λ), avec µ 6= λ. Par la propriété R4, ce r-uplet
apparait exactement une fois dans une seule période et il existe pn − 1 r-uplets de cette
forme. Donc la série apparait pn − 1 fois dans une seule période de la m-séquence.
Enﬁn la série de tout élément non-nul de longueur r apparait une seule fois. C'est un
r-uplet, d'après la propriété R4, il apparait une seule fois.
Pour le postulat concernant l'auto-corrélation d'une m-séquence, on doit d'abord
introduire des résultats intermédiaires sur les sommes exponentielles.
Propriété basique des sommes exponentielles
Lemme 5.20.1. Soit le caractère additif χ déﬁni par χ : Fpnr → Fp, x 7→ χ(x) =
e
2ipi
Tr(x)
p . Alors on a :
∀β ∈ Fpnr ,
∑
x∈Fpnr
χ(βx) =
{
pnr si β = 0
0 sinon .
Démonstration. Posons w = e
2ipi
p , donc χ(x) = wTr(x). Le nombre complexe ω est une
racine p-ième primitive de l'unité, ωp − 1 = 0 et elle est aussi racine du polynôme cyclo-
tomique Φp(x). L'entier p étant premier, on a :
xp − 1 = Φp(x)Φ1(x) = (x− 1)Φp(x)⇔ x
p − 1
x− 1 = x
p−1 + . . .+ x+ 1.
Donc
p−1∑
i=0
ωi = 0. Si β 6= 0 alors d'après le corollaire 5.20.1, l'équation Tr(βx) = z admet
pn(r−1) solutions pour tout z ∈ Fpn et l'équation Tr(z) = y admet pn−1 solutions pour
tout y ∈ Fp. Donc l'équation
Tr(βx) = y ⇔ Tr(Tr(βx)) = Tr(z) = y
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admet pn(r−1)pn−1 = pnr−1 solutions. Donc :
∑
x∈Fpnr
χ(βx) =
∑
x∈Fpnr
ωTr(βx) = pnr−1
∑
y∈Fp
ωy = pnr−1
p−1∑
y=0
ωy = pnr−1.0 = 0.
Donc pour tout β 6= 0, ∑
x∈Fpnr
χ(βx) = 0. Et si β = 0, alors
∑
x∈Fpnr
χ(βx) =
∑
x∈Fpnr
ω0 =
∑
x∈Fpnr
1 = pnr.
Lemme 5.20.2. Soit le caractère additif χ déﬁnie par χ : Fpnr → Fp, x 7→ χ(x) =
e
2ipi
Tr(x)
p , alors ∀x, y ∈ Fpnr , χ(x)χ(y) = χ(x− y).
Démonstration. Il s'agit d'un calcul direct :
χ(x)χ(y) = ωTr(x)ωTr(y) = ωTr(x)ωTr(y) = ωTr(x)ω−Tr(y) = ωTr(x)−Tr(y) = ωTr(x−y) = χ(x−y).
Le troisième postulat
En utilisant ces deux lemmes, démontrons qu'une m-séquence vériﬁe la propriété R3.
Proposition 5.20.5. Toute m-séquence vériﬁe la propriété R3.
Démonstration. a étant une m-séquence, elle admet une représentation par la trace avec
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α élément primitif de Fpnr .
Ca(τ) =
pnr−2∑
i=0
χ(ai)χ(ai+τ )
=
pnr−2∑
i=0
e
2ipi
p
Tr(ai)e
2ipi
p
Tr(ai+τ )
=
pnr−2∑
i=0
e
2ipi
p
Tr(ai)e
− 2ipi
p
Tr(ai+τ )
=
pnr−2∑
i=0
wTr(ai−ai+τ )
=
pnr−2∑
i=0
wTr(Tr(βα
i−βαi+τ ))
=
pnr−2∑
i=0
wTr(βα
i−βαi+τ )
=
pnr−2∑
i=0
wTr(βα
i(1−ατ ))
=
∑
x∈Fpnr
wTr(βx(1−ατ )) − 1
=
∑
x∈Fpnr
wTr(µx) − 1 avec µ = β(1− ατ )
=
∑
x∈Fpnr
χ(µx)− 1.
D'après le lemme 5.20.1 :
Ca(τ) =
{
pnr − 1 si µ = 0
−1 si µ 6= 0
D'autre part µ = 0 ⇔ β(1 − ατ ) = 0 ⇔ ατ = 1 ⇔ τ ≡ 0 mod ord(α) et ord(α) =
pnr − 1.
On en conclut que les m-séquences vériﬁent les propriétés aléatoires de Golomb : R1,
R2, R3 et R4. La question est de savoir s'il existe d'autres séquences vériﬁant ces trois
postulats. Golomb a énoncé la conjecture suivante :
Conjecture 5.20.1. Les seules séquences binaires satisfaisant les trois postulats de Go-
lomb sont les m-séquences.
5.20.3 Propriété Trinomiale
Dans cette sous-section, on démontre la propriété trinomiale ou dite shift-and-add
des m-séquences. C'est une propriété très importantes.
R5 Une séquences périodique a de période T vériﬁe la propriété trinomiale si pour
tout décalage τ < T , on a a+Lτ (a) = 0 ou s'il existe un autre décalage τ
′
< T tel
que a+ Lτ (a) = Lτ
′
(a).
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Déﬁnition 5.20.9 (shift-and-add). Une séquence vériﬁant la propriété trinomiale est
aussi appelée shift-and-add.
Théorème 5.20.1 (la propriété shift-and-add des séquences binaires). Soit a une sé-
quence binaire périodique de période N telle que ∀i, j ∈ N, il existe k ∈ N tel que
Li(a) + Lj(a) = Lk(a) ou Li(a) + Lj(a) = 0,
alors il existe r ∈ N tel que N = 2r − 1 et a une m-séquence. Inversement si a est
une m-séquence alors ∀i, j ∈ {0, 1, . . . , 2r − 1}, il existe un 0 ≤ k ≤ 2r − 2 tel que
Li(a) + Lj(a) = Lk(a) ou Li(a) + Lj(a) = 0.
Démonstration. Montrons la première implication. Soit S =
{
Li(a); 0 ≤ i ≤ N − 1} ∪
{0}. Donc S est un ensemble à N + 1 éléments. Par hypothèse, il est stable par addition
et il est stable par multiplication d'un scalaire de F2, donc S est un F2-espace vectoriel
à N + 1 éléments. Si r sa dimension, il possède 2r éléments, N + 1 = 2r ⇒ N = 2r − 1.
Donc a est de période 2r − 1. Montrons que a peut être généré par un LFSR de taille
r pour conclure que c'est une m-séquence. Soit m∗a le polynôme minimal de a sur F2 de
degré k. Donc G∗(m∗) est de cardinal 2k, d'autre part
m∗(L)(Li(a)) = Li.m∗(L)(a) = 0⇒ S ⊆ G∗(m∗)⇒ 2r ≤ 2k ⇒ r ≤ k.
Montrons que k ≤ r. Le polynôme minimal de a est de degré k, donc la famille{
a, L(a), L2(a), . . . , Lk−1(a)
}
est une famille libre sur F2. Donc l'espace vectoriel engendré par cette famille est de
dimension k et cet espace est inclus dans S, donc k ≤ r. On a donc démontré que le
polynôme minimal de a est de degré r. C'est donc une m-séquence.
Inversement si a est une m-séquence, a est de période 2r−1 et d'après la proposition
5.14.2, son polynôme minimal m∗ est de degré r. Comme la période de a est 2r− 1, alors{
Li(a); 0 ≤ i ≤ 2r − 2}∪{0} est de cardinal 2r. Comme le degré du polynôme minimal de
a est r, alors G(m∗) est de cardinal 2r. Or
{
Li(a); 0 ≤ i ≤ 2n − 2}∪{0} ⊆ G∗(m∗), donc
G∗(m∗) =
{
Li(a); 0 ≤ i ≤ 2r − 2} ∪ {0}. L'espace G∗(m∗) étant un F2-espace vectoriel,
alors pour tout 0 ≤ j ≤ 2r − 2, a + Lj(a) ∈ G∗(m∗), donc il existe 0 ≤ k ≤ 2r − 2
tel que a + Lj(a) = Lk(a) ou a + Lj(a) = 0. En appliquant l'opérateur de décalage
Li, on obtient Li(a) + Li+j(a) = Li+k(a) ou Li(a) + Li+j(a) = 0. Ceci étant vrai pour
tout i et j, c'est équivalent à dire que pour tout i et j appartenant à {0, 1, . . . , 2r − 2},
Li(a) + Lj(a) = Lk(a) ou 0.
Théorème 5.20.2. Soit a une m-séquence sur Fpn. Alors ∀0 ≤ i, j ≤ pnr − 1, il existe
un 0 ≤ k ≤ pnr − 2 tel que Li(a) + Lj(a) = Lk(a) ou 0.
Démonstration. Considérons m∗ le polynôme minimal de a de degré r. Donc G∗(m∗) ={
Li(a); 0 ≤ i ≤ pnr − 2} ∪ {0}. On trouve que : Li(a) + Lj(a) = Li(a+ Lj−i(a)). Or G∗
est un Fpn-espace vectoriel, donc il existe un k tel que a+ Lj−i(a) = Lk(a) ou 0. On en
déduit que Li(a) + Lj(a) = Li+k(a) ou 0.
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Théorème 5.20.3. Soit une séquence périodique à coeﬃcient dans Fpn vériﬁant la pro-
priété trinomiale, alors c'est une m-séquence.
Démonstration. Considérons S l'ensemble des décalages de a et de la séquence nulle.
Par la propriété trinomiale, c'est un Fpn-espace vectoriel ﬁni. Notons r sa dimension.
Il contient pnr éléments. Donc la période de a est pnr − 1. La séquence a est pério-
dique, c'est donc une LFSR-séquence. Soit m∗ son polynôme minimal. L'ensemble S est
inclu dans G∗(m∗). L'ensemble G∗ a pn deg(m∗) éléments. Donc r ≤ deg(m∗). La famille{
a, L(a), . . . , Ldeg(m
∗)−1(a)
}
est libre sur Fpn , donc S est au moins de dimension deg(m∗),
ce qui achève la démonstration.
La propriété shift-and-add caractérise les m-séquences. Ce n'est pas le cas des séquences
non-linéaires ou NLFSR séquences. En eﬀet dans certaines conditions, une séquence bi-
naire, non linéaire et périodique de période 2r − 1 ne vériﬁe pas cette propriété.
Conjecture 5.20.2. (Conjecture de Golomb-Gong) Toute séquence binaire non-linéaire
de période 2r − 1 n'a pas de paire trinomiale si n est premier.
Cette conjecture est vériﬁée jusqu'à n = 17.
5.21 Transformée de Fourier et complexité linéaire
Dans cette section , nous étudions la transformée discrète de Fourier d'une séquence
périodique. Elle se divise en trois sous-sections : la première concerne les déﬁnitions, la
deuxième la représentation par la trace et la troisième fait le lien entre la complexité
linéaire et la transformée de Fourier.
5.21.1 Spectre de Fourier d'une séquence périodique
Déﬁnition 5.21.1. Soit a une séquence à coeﬃcient dans Fpn de période N > 1 où N
divise pnr−1 pour un certain n ≥ 1. On identiﬁe a par sa période a = (a0, a1, . . . , aN−1).
Considérons α un élément de Fpnr d'ordre N . On déﬁnit la transformée discrète de Fou-
rier de a par :
A = (Ak)0≤k≤N−1 avec Ak =
N−1∑
t=0
atα
tk.
La transformée discrète de Fourier peut être repésentée par une forme matricielle :
A = (a0, a1, . . . , aN−1)

1 1 · · · 1
1 α · · · αN−1
...
...
...
...
1 αN−1 · · · (αN−1)N−1
 .
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Lemme 5.21.1. La formule inverse de la transformée discrète de Fourier est
∀ 0 ≤ t ≤ N − 1, at = 1
N
N−1∑
k=0
Akα
−kt.
Pour démontrer cette formule, nous avons besoin d'énoncer un lemme.
Lemme 5.21.2.
N−1∑
i=0
αdi =
{
N ⇔ d ≡ 0(N)
0 sinon
Démonstration. Si N divise d, alors :
d ≡ 0 mod N ⇒ αd = 1⇒ ∀0 ≤ i ≤ N − 1, αdi = 1⇒
N−1∑
i=0
αdi = N.
Sinon αd 6= 1 car α est d'ordre N . On pose s = ord(αd)
(αd)s = 1 ⇒ (αd)s − 1 = 0⇒ (αd − 1)((αd)s−1 + · · ·+ αd + 1) = 0
⇒ (αd)s−1 + · · ·+ αd + 1 = 0 .
Comme d  0 mod N , alors d > 1 et comme N > 1 alors PGCD(d,N) ≥ 1. Si
PGCD(d,N) = N ⇒ N | d⇒ d ≡ 0(N), donc
PGCD(d,N) 6= N ⇒ 1 ≤ PGCD(d,N) < N ⇒ 1 < N
PGCD(d,N)
.
Or ord(αd) = N
PGCD(d,N) , donc ord(α
d) > 1. Posons v = PGCD(d,N) et e = Nv . Pour tout
0 ≤ k ≤ N − 1, il existe i et j tels que k = ie + j et 0 ≤ j < e. Donc ke = i + je et
0 ≤ je < 1. Alors
i <
k
e
≤ N − 1
e
<
N
e
= v.
e = ord(αd)⇒

e−1∑
j=0
(αd)j = 0
(αd)e = 1
⇒

e−1∑
j=0
(αd)j = 0
∀i, (αd)ei = 1
N−1∑
k=0
αdk =
N−1∑
k=0
(αd)k =
v−1∑
i=0
e−1∑
j=0
(αd)ie+j =
v−1∑
i=0
((αd)e)i
e−1∑
j=0
(αd)j .
En eﬀet 0 ≤ ie+ j ≤ (v− 1)e+ e− 1 = ve− e+ e− 1 = N − 1. Donc il y a une bijection
entre les couples (i, j) ∈ {0, . . . , e− 1}×{0, . . . , v − 1} et les éléments de {0, . . . , N − 1}.
N−1∑
k=0
(αd)k =
v−1∑
i=0
1
e−1∑
j=0
(αd)j = v · 0 = 0.
Le lemme est démontré.
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Maintenant, nous pouvons passer à la démonstration de la formule inverse.
Démonstration du lemme 5.21.1.
1
N
∑N−1
k=0 (
∑N−1
i=0 aiα
ik)α−kt = 1N
N−1∑
k=0
N−1∑
i=0
aiα
(i−t)k
= 1N
N−1∑
k=0
N−1∑
i=0
aiα
(i−t)k
= 1N
N−1∑
i=0
ai
N−1∑
k=0
α(i−t)k
= 1N
∑
0≤i≤N−1;N |(i−t)
ai ×N + 1N
∑
0≤i≤N−1;N -(i−t)
ai × 0
= 1NN
∑
0≤i≤N−1;N |(i−t)
ai
= at +
∑
0≤i≤N−1;i≡t(N);i 6=t
ai
1
N
∑N−1
k=0 (
∑N−1
i=0 aiα
ik)α−kt = at
En eﬀet, l'ensemble suivant est vide :
{0 ≤ i ≤ N − 1 tels que i ≡ t mod N et i 6= t} = {0 ≤ i ≤ N − 1}∩{t+N, t+ 2N, . . .} = ∅.
Déﬁnition 5.21.2 (séquence spectrale). Ak est appelé spectre de Fourier de la séquence.
La séquence A est aussi de période N que l'on note A = (A0, A1, . . . , AN−1). On l'appelle
la séquence spectrale de a. La séquence spectrale est à valeurs dans Fpnr .
Exemple 5.21.1. Plaçons nous dans F2. Posons r = 3. Considérons q∗(x) = X3 +X+1
irréductible sur F2 et α = X¯ racine de q∗ dans F2[X]/(X3 + X + 1). Soit la séquence
a = (0100010) de période 7 = 23 − 1. L'élément α est racine de q∗ donc ord(α) divise
7. Le nombre 7 étant premier, alors ord(α) = 1 ou 7. 1 n'étant pas racine de q∗, alors
ord(α) = 7. La séquence spectrale est donnée par
Ak =
N−1∑
t=0
atα
tk =
6∑
t=0
atα
tk = αk + α5k.
D'où
A = (0, α6, α5, 1, α3, 1, 1).
La transformée inverse donne
at =
∑6
k=0Akα
−tk =
∑6
k=0Akα
−tk
a0 = α
6 + α5 + 1 + α3 + 1 + 1 = 0
a1 = α
5 + α3 + α4 + α6 + α2 + α = 1
...
On retrouve a = (0100010).
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5.21.2 Représentation par la Trace d'une séquence périodique
Sous-ensemble cyclotomique de pn modulo N
Déﬁnition 5.21.3 (sous-ensemble cyclotomique). Soit N un diviseur de pnr − 1. Déﬁ-
nissons l'ensemble suivant
Cs =
{
s, spn, sp2n, . . . , spn(ns−1)
}
où
ns = inf {m ∈ N tels que spnm ≡ s mod N} .
On appelle Cs un sous-ensemble cyclotomique de pn modulo N . L'entier s est appelé
représentant de Cs et ns est appelé ordre de s ou ordre de Cs.
Remarque 5.21.1. Les sous-ensembles cyclotomiques forment une partition de Z/NZ.
Z/NZ = ∪j∈ICj
où I est l'ensemble des représentants des sous-ensembles cyclotomiques.
Exemple 5.21.2. Soient p = 2, n = 1, r = 6 et N = 21. On a 26 − 1 = 63 et 21 | 63.
C0 = {0}
C1 = {1, 2, 4, 8, 16, 11} car 32 = 21 + 11 et 64 = 1 + 3× 21
C3 = {3, 6, 12} car 24 = 21 + 3
C5 = {5, 10, 20, 19, 17, 13} car 5× 8 = 40 = 19 + 21
5× 16 = 80 = 3× 21 + 17, 5× 32 = 160 = 7× 21 + 13 et 5× 64 = 320 = 15× 21 + 5
C7 = {7, 14}
C9 = {9, 18, 15}
L'union de ces sous-ensemble forme Z/21Z.
Propriété de conjugaison de la séquence spectrale
Lemme 5.21.3. Pour tout 1 ≤ k ≤ N − 1 et pour tout 0 ≤ j < n :
Akpnj = (Ak)
pnj .
Démonstration.
Akpnj =
N−1∑
t=0
atα
tkpnj =
N−1∑
t=0
at(α
tk)p
nj
.
at ∈ Fpn ⇒ ap
n
t = at ⇒ (ap
n
t )
pn = at = a
p2n
t ⇒ (at)p
nj
= at.
Akp
nj =
N−1∑
t=0
ap
nj
t (α
tk)p
nj
=
N−1∑
t=0
(atα
tk)p
nj
= (
N−1∑
t=0
atα
tk)p
nj
= (Ak)
pnj .
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Cette propriété de conjugaison permet de restreindre les calculs du spectre.
Exemple 5.21.3. a = (0100010) a pour séquence spectrale A = (0, α6, α5, 1, α3, 1, 1).
A1 = α
6
A21 = α
12 = α5 = A2
A41 = α
24 = α3 = A4
A3 = 1
A23 = 1 = A6
A43 = 1 = A12 = A5
Exemple 5.21.4. Soient p = 2, n = 1, r = 6 et F26 = F2[X]/(X6 +X + 1) = F2[α] où
α = X¯. On a |(F2[α])∗| = 63 donc α63 = 1. On cherche son ordre, il divise 63 = 32 × 7.
α9 = α4 + α3 6= 1
α7 = α2 + α 6= 1
α21 = α5 + α4 + α3 + α+ 1 6= 1.
Donc α est d'ordre 63 et α3 est d'ordre 21. Soit a une séquence de période 21.
a = (010000001010000010000).
Les représentants des sous-ensembles cyclotomiques modulo 21 de 2 sont {0, 1, 3, 5, 7, 9}.
On a d'abord la formule Ak =
∑20
t=0 at(α
3)tk = α3k + α24k + α30k + α48k.
On détermine d'abord A0, A1, A3, A5, A7 et A9.
A0 = 0, A1 = α
47, A3 = 1, A5 = α
37, A7 = 1, A9 = α
9.
Grâce à la propriété de conjugaison, nous pouvons déterminer tous les conjugués.
A2 = A
2
1 = (α
47)2 = α94 = α63 = α31
A4 = A
4
1 = α
2
2 = α
62
A8 = A
2
4 = (α
62)2 = α124 = α61
A16 = A
2
8 = (α
61)2 = α122 = α59
A32 = A21+11 = A11 = (A1)
11 = (α47)11 = α55
A6 = (A3)
2 = 1
A12 = (A3)
4 = 1
A10 = (α
37)2 = α74 = α11
A20 = (α
37)4 = α148 = α22
A19 = A40 = (A5)
8 = α296 = α44
A17 = A80 = (A5)
16 = α592 = α25
A13 = A160 = (A5)
32 = α1184 = α50
Ainsi de suite, on calcule tous les autres coeﬃcients de cette manière et on détermine
facilement la séquence spectrale sans utiliser à chaque fois la formule générale. On obtient
la séquence ﬁnale :
A = (0, α47, α31, 1, α62, α37, 1, 1, α61, α9, α11, α55, 1, α50, 1, α36, α59, α25, α18, α44, α22).
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Représentation par la Trace
Théorème 5.21.1. [Représentation par la trace] Soit I l'ensemble des représentants
modulo N respectivement à pn. Soit (ai)i∈N une séquence sur Fpn de période N divisant
pnr − 1 pour un certain r > 0. Alors la formule inverse de la transformée discrète de
Fourier de la séquence est donnée par :
∀ t ∈ N, at = 1
N
∑
j∈I
Trnj (Ajα
−jt)
où nj = |Cj | = ord(j)
Démonstration. Par déﬁnition, on a pn.njj ≡ j mod N pour tout j 6= 0. Comme la
séquence spectrale est de période N , on a que :
∀j 6= 0, (Aj)p
nnj
= Ajpnnj = Aj .
Donc pour tout j 6= 0, Aj ∈ Fpnnj , ainsi on peut déﬁnir sa trace sur Fpnnj .
Trnj (Ajα
−jt) = Ajα−jt + (Ajα−jt)p
n
+ · · ·+ (Ajα−jt)p
n(nj−1)
Trnj (Ajα
−jt) = Ajα−jt +A
q
jα
−jpnt + · · ·+Apn(nj−1)j α−jp
n(nj−1)t.
D'après la propriété de conjugaison de la séquence spectrale A, on a :
Trnj (Ajα
−jt) = Ajα−jt +Ajpnα−jp
nt + · · ·+A
jpn(nj−1)α
−jpn(nj−1)t.
D'où :
1
N
∑
j∈I
Tr
nj
pn(Ajα
−jt) = 1N
∑
j∈I
(Ajα
−jt +Ajqα−jqt + · · ·+Ajqnj−1α−jp
n(nj−1)t)
= 1N
∑
j∈I
∑
k∈Cj
Akα
−kt
= 1N
∑
j∈Z/NZ
Ajα
−jt
= 1N
N−1∑
j=0
Ajα
−jt
= at
Donc nous avons démontré le résultat recherché à savoir la représentation par la trace :
at =
1
N
∑
j∈I
Trnj (Ajα
−jt).
Corollaire 5.21.1. Soit a une séquence de période N = pnr−1, alors la formule inverse
est :
∀ t ∈ N, at = −
∑
j∈I
Trnj (Ajα
−jt)
où nj = |Cj | = ord(j)
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Démonstration. pnr− 1 = −1 dans Fpn . Donc −(pnr− 1) = 1 dans Fpn alors 1pnr−1 = −1
dans Fpn .
Exemple 5.21.5. Considérons la séquence a = (0100010) de période 7. Soit α un élément
primitif dans F23 = F2[X]/(X3 +X + 1) = F2[α]. On a :
A = (0, α6, α5, 1, α3, 1, )
C0 = {0}
C1 = {1, 2, 4}
C3 = {3, 6, 5} .
On utilise ici la formule d'inversion de la représentation par la trace :
at =
∑
j∈{0,1,3}
Tr
nj
2 (Ajα
−jt)
= Tr2(A0α
0) + Tr32(A1α
−t) + Tr32(A3α−3t)
= Tr32(α
6α−t) + Tr32(α−3t)
= Tr32(α
6α6t) + Tr32((α
6)3t) car α−1 = α6
at = Tr
3
2(α
2(3+3t)) + Tr32(α
18t)
Or
Tr2(β) = β + β
2 + · · ·+ β2n−1 et
Tr2(β
2) = β2 + β2
2
+ · · ·+ β2n = β2 + · · ·+ β2n−1 + β = Tr2(β).
α18t = α(7×2+4)t = α7×2α4t = α4t.
La représentation par la trace est donc
at = Tr
3
2(α
3+3t) + Tr32(α
4t)
at = Tr
3
2(α
3+3t) + Tr32(α
t)
Dans cette représentation par la trace, il est possible qu'un Aj soit nul, donc nous al-
lons considérer seulement les Aj non-nuls car les autres n'apparaissent pas dans l'écriture.
On pose
s = card {j ∈ I tel que Aj 6= 0} .
On a réordonne les j tels que Aj non-nuls. Le polynôme minimal sur Fpn de α−rj est
noté q∗j . Pour faciliter la notation des nrj , on va poser nj = nrj avec 1 ≤ j ≤ s.
Théorème 5.21.2. Le polynôme minimal de a est le produit q∗1(X)q∗2(X) . . . q∗s(X) où
q∗j (X) est le polynôme minimal de α
−rj sur Fpn pour tout 1 ≤ j ≤ s.
Démonstration. D'après le théorème 5.21.1, on a :
∀0 ≤ t ≤ N − 1, at = 1
N
∑
j∈I
Tr
nj
pn(Ajα
−jt) =
1
N
∑
j∈I;Aj 6=0
Tr
nj
pn(Ajα
−jt)
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On pose f(X) = q∗1(X)q∗2(X) · · · q∗s(X).
q∗(L)(a) = q∗1(L)q∗2(L) · · · q∗s(L)(a)
= q∗1(L)q∗2(L) · · · q∗s−1(L)(q∗s(L)(a))
= q∗1(L)q∗2(L) · · · q∗s−1(L)(q∗s(L)( 1N
∑
j∈I;Aj 6=0
Tr
nj
pn(Ajα
−jt))t∈N)
= q∗1(L)q∗2(L) · · · q∗s−1(L)(q∗s(L)( 1N
s∑
j=1
Tr
nj
pn(Arjα
−rjt))t∈N)
= 1N
s∑
j=1
q∗1(L) . . . q∗j−1(L)q
∗
j+1(L) . . . q
∗
s(L)(q
∗
j (L)(Tr
nj
pn(Arjα
−rjt))t∈N)
= 1N
s∑
j=1
q∗1(L) . . . q∗j−1(L)q
∗
j+1(L) . . . q
∗
s(L)(Tr
nj
pn(Arjq
∗
j (α
−rjt)))t∈N
= 1N
s∑
j=1
q∗1(L) . . . q∗j−1(L)q
∗
j+1(L) . . . q
∗
s(L)(Tr
nj
pn(Arj0))t∈N
= 1N
s∑
j=1
q∗1(L) . . . q∗j−1(L)q
∗
j+1(L) . . . q
∗
s(L)(0)
q∗(L)(a) = 0
Donc q∗ est un polynôme caractéristique de L.
Grâce à la représentation par la trace, a s'écrit comme somme de sous-séquences :
a = (at)t∈N = (
1
N
s∑
j=1
Tr
nj
pn(Arjα
−rjt))t∈N =
s∑
j=1
(
1
N
Tr
nj
pn(Arjα
−rjt))t∈N
.
La séquence ( 1N Tr
nj
pn(Arjα
−rjt))t∈N a pour polynôme minimal q∗j . En eﬀet, q
∗
j est po-
lynôme minimal de α−rj , donc q∗j est irréductible sur Fpn . D'après le corollaire 5.12.2,
q∗j est le polynôme minimal de cette séquence. q
∗ est polynôme caractéristique, donc m∗a
le polynôme minimal de a divise q∗. Supposons qu'il soit diﬀérent de q∗, alors il existe k
tel que m∗ divise q∗1 . . . q∗k−1q
∗
k+1 . . . q
∗
s . Dans ce cas
m∗(L)(a) = m∗(L)(
1
N
Tr
nj
pn(Arjα
−rjt))t∈N 6= 0.
Donc q∗ est le polynôme minimal de a.
Application 5.21.1 (Calcul du polynôme minimal). On se place sur F2. Soit la séquence
a = (111011000101001) de période 15. Soit α un élément primitif de F16 = F2[X]/(X4 +
X+1), il est donc d'ordre 15 et α4 = α+1. On cherche à appliquer le théorème précédent
pour calculer le polynôme minimal de a. Les sous-ensembles cyclotomique d'ordre 15 sont :
C0 = {0}
C1 = {1, 2, 4, 8}
C3 = {3, 6, 12, 9}
C5 = {5, 10}
C7 = {7, 14, 13, 11} .
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Grâce à la formule du théorème 5.21.1, on trouve :
at =
1
N
∑
j∈I Tr
nj
2 (Ajα
−jt)
=
∑
j∈{0,1,3,5,7} Tr
nj
2 (Ajα
−jt)
= Tr(0) + Tr(α−t) + Tr(α1−3t) + Tr(α6−7t)
= Tr(α−t) + Tr(α1−3t) + Tr(α6−7t).
Cherchons les polynômes minimaux de α−rj ∈ {α−1, α−3, α−7}. Nous avons les exten-
sions de corps suivantes :
F2 ⊆ F2[α−rj ] ⊆ F2[α]
Par le théorème de la base téléscopique, on a :[
F2[α−rj ] : F2
]× [F2[α] : F2[α−rj ]] = [F2[α] : F2]
Donc l'extension F2 ⊆ F2[α−rj ] est de degré divisant 4, c'est à dire 1, 2 ou 4. Donc le
polynôme minimal de α−rj est de degré 1, 2 ou 4. Il ne peut pas être de degré 1 car α−rj
n'appartient pas à F2. Il ne peut être de degré 2, en eﬀet le seul polynôme irréductible de
degré 2 sur F2 est X2 +X + 1. Or si α−2 + α−1 + 1 = 0 alors on a :
α−2 + α−1 + 1 = 0 ⇒ α2α−2 + α2α−1 + α2 = 0
⇒ 1 + α+ α2 = 0.
Or le polynôme minimal de α est X4 +X + 1, donc c'est absurde. On en conclut que le
polynôme minimal de α−1 est de degré 4. Par le même raisonnement, on trouve que le
polynôme de α−3 et celui de α−7 sont aussi de degré 4. On trouve de même que :
(α−1)4 + (α−1)3 + 1 = 0
(α−3)4 + (α−3)3 + (α−3)2 + α−3 + 1 = 0
(α−7)4 + α−7 + 1 = 0
Donc les polynômes minimaux sont X4 +X + 1, X4 +X3 +X2 +X + 1 et X4 +X + 1.
D'après le théorème 5.21.2, le polynôme minimal de a est
(X4 +X + 1)(X4 +X3 +X2 +X + 1)(X4 +X + 1).
5.21.3 Détermination de la complexité linéaire par la méthode spec-
trale
Dans la sous-section précédente, nous avons étudié une autre représentation par la
trace d'une séquence périodique quelconque à l'aide de sa séquence spectrale, puis cette
représentation nous a permis de décomposer la séquence périodique en plusieurs sous-
séquences. Cette décomposition facilite le calcul du polynôme minimal de la séquence
périodique en sachant que ce polynôme est le produit des polynômes minimaux des sous-
séquences spectrales.
Dans cette section, nous donnons une méthode très simple qui permet de calculer la
complexité linéaire (linear complexity) d'une séquence périodique.
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Déﬁnition 5.21.4 (Poids de Hamming). Soit b = {bt}t∈N une séquence sur Fpn de
période R, alors le poids de Hamming de b, noté w(b) est déﬁni par
w(b) = card {t; bt 6= 0, 0 ≤ t < R} .
C'est le nombre de bits non-nuls de la séquence spectrale dans une seule période.
Théorème 5.21.3. Soit a = (ai)i∈N une séquence sur Fpn de période N où N divise
pnr − 1 pour un certain entier naturel r. Soit A = (Ai)i∈N sa séquence spectrale. Alors la
complexité linéaire de a est donnée par le poids de Hamming de A.
LS(a) = w(A).
Démonstration. Par déﬁnition, la complexité linéaire LS(a) est le degré du polynôme
minimal de a sur Fpn . Or d'après le théorème 5.21.1, on a :
at =
1
N
∑
j∈I;Aj 6=0
Tr(Ajα
−jt)
D'après le théorème 5.21.2, on a vu que : m∗a le polynôme minimal de a est le pro-
duit des polynômes minimaux q∗j des sous-séquences
1
N Tr(Ajα
−jt)
t∈N qui sont en fait
respectivement les polynômes minimaux des α−j sur Fpn . Donc :
LS(a) = deg(m∗a) =
s∑
j=1
deg(q∗j )
Or
nj = infn∈N {n ∈ N tel que jpnnj ≡ j mod N}
= infn∈N
{
n ∈ N tel que αjpnnj = αj
}
.
α étant dans Fpnr , alors le polynôme minimal de αj a pour racines tous les conjugués de
αj dans Fpnr .
q∗j =
nj−1∏
i=0
(X − (αj)pni) et deg(m∗a) =
s∑
j=1
nj .
D'autre part, nj est le cardinal du sous-ensemble cyclotomique modulo N , Crj . En uti-
lisant le lemme 5.21.3, on obtient :
w(A) = card {0 ≤ j ≤ N − 1;Aj 6= 0} = card
j=s⋃
j=1
{
Ak tel que k ∈ Crj
}
=
s∑
j=1
card
{
Arj , Arjpn , . . . , Arjpn(nj−1)
}
=
s∑
j=1
nj = LS(a).
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Exemple 5.21.6. On considère sur F2 une séquence a de période 25 − 1 = 31.
a = (1100010101111110101000010010011).
Les sous-ensembles cyclotomiques modulo 31 sont :
C0 = {0}
C1 = {1, 2, 4, 8, 16}
C3 = {3, 6, 12, 24, 16, 17}
C5 = {5, 10, 20, 9, 18}
C7 = {7, 14, 28, 25, 19}
C11 = {11, 22, 13, 26, 21}
C15 = {15, 30, 29, 27, 23}
Soit α un élément primitif du corps F2[X]/(X5 + X3 + 1). La séquence spectrale A se
calcule grâce à A0, A1, A3, A5, A7, A11 et A15 et grâce à la propriété de conjugaison de
la séquence spectrale.
A0 = A3 = A11 = A15 = 0
A1 = α
25
A5 = A7 = 1
.
Donc w(A) = 15, on en déduit que LS(a) = 15. Inversement w(a) = 16, donc LS(A) =
16.
Grâce à cette formule reliant le poids de Hamming de la séquence spectrale à la
complexité linéaire de la séquence d'origine, on peut calculer rapidement le degré du po-
lynôme minimal. L'algorithme de Berlekamp-Massey permet lui de calculer directement
le polynôme minimal. Pour plus de détails, nous renvoyons le lecteur à [1] page 109 et à
[40] page 395.
5.22 Inter-corrélation et Séquences de Gold
5.22.1 Inter-corrélation
Dans cette sous-section, nous rappelons la déﬁnition de l'inter-corrélation entre deux
séquences binaires de période 2r − 1. Posons N = 2r − 1 et considérons α un élémentpri-
mitif de Fpr .
Déﬁnition 5.22.1 (Inter-corrélation ou cross-correlation). Soient deux séquences bi-
naires de période N . L'inter-corrélation entre a et b est la fonction déﬁnie sur {0, 1, . . . , N − 1}
à valeurs dans Z qui à un τ associe
Ca,b(τ) =
i=N−1∑
i=0
(−1)ai+bi+τ .
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L'auto-corrélation n'est autre que l'intercorrélation Ca,a.
Lemme 5.22.1. Pour tout 0 ≤ k ≤ N − 1, on a :
CLk(a),Lk(b)(τ) = Ca,b(τ).
Pour tout couple 0 ≤ k, j ≤ N − 1, on a :
CLk(a),Lj(b)(τ) = Ca,b((τ + j − k)(modN)).
Démonstration.
CLk(a),Lk(b)(τ) =
i=N−1∑
i=0
(−1)ai+k+bi+k+τ
=
i=N+k−1∑
i=k
(−1)ai+bi+τ
=
i=N−1∑
i=k
(−1)ai+bi+τ +
i=N+k−1∑
i=N
(−1)ai+bi+τ
=
i=N−1∑
i=k
(−1)ai+bi+τ +
i=k−1∑
i=0
(−1)ai+N+bi+N+τ
=
i=N−1∑
i=k
(−1)ai+bi+τ +
i=k−1∑
i=0
(−1)ai+bi+tau .
CLk(a),Lj(b)(τ) =
i=N−1∑
i=0
(−1)ai+k+bi+j+τ
=
i=N−1∑
i=0
(−1)ai+k+bi+k+τ+j−k
=
i=N−1∑
i=0
(−1)ai+k+bi+k+(τ+j−k) mod N
= CLk(a),Lk(b)((τ + j − k)(modN))
= Ca,b((τ + j − k)(modN)).
Proposition 5.22.1. Pour toute séquence binaire de période N , il existe une unique
fonction f déﬁnie sur F2r dans F2 par :
f(x) =
∑
j∈I
Tr
nj
2 (βjx
j) avec βj ∈ F2nj ,
telle que
a = (f(1), f(α), f(α2), . . .).
Démonstration. C'est une conséquence directe du théorème 5.21.1.
Déﬁnition 5.22.2. Dans la suite, nous notons, f cette unique fonction associée à a et
g l'unique fonction associée à b. Notons pour tout couple (f, g) la fonction suivante
∀ y ∈ F2, ∆f,g(y) =
∑
x∈F2r
(−1)f(x)+g(xy).
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Lemme 5.22.2. Si f(0) = g(0) = 0, alors
∆f,g(α
τ ) = Ca,b(τ) + 1.
Démonstration.
Ca,b(τ) =
i=N−1∑
i=0
(−1)ai+bi+τ
=
i=2r−2∑
i=0
(−1)f(αi)+g(αi+τ )
=
i=2r−2∑
i=0
(−1)f(αi)+g(αiατ )
=
∑
x∈F2r
(−1)f(x)+g(xατ ) − (−1)f(0)+g(0)
= ∆f,g(α
τ )− 1.
5.22.2 Paire de Séquences de Gold
Dans cette sous-section, nous introduisons les paires de séquences de Gold. C'est une
famille de séquences ayant une inter-corrélation de niveaux 3. Les familles de séquences
ayant de bonnes propriétés d'inter-corrélation ont d'importantes applications au CDMA
(code design multiple access). Les paires de séquences de Gold ont été introduites par
Gold en 1967.
Construction des Gold-pair séquences
Considérons a et b deux m-séquences de période N = 2r − 1. D'après la proposition
5.19.1, b est un décalage d'une décimation de a. C'est même une décimation dite première,
c'est-à-dire que le degré de décimation est premier avec N . Ceci se déduit du corollaire
5.19.1. D'après le théorème 5.16.1, il existe α un élément primitif de F2r et un élément
β 6= 0 tels que
ai = Tr(βα
i).
Donc il existe s et τ tels que bi = Tr(βαsταsi). De plus, d'après le théorème 5.14.2, les
polynômes minimaux m∗a et m∗b de ces deux séquences sont primitifs. Ils sont aussi les
polynômes minimaux de α et αs, donc irréductibles. Comme s est premier avec N l'ordre
de α, alors α et αs ne sont pas conjugués et leur polynômes minimaux sont distincts.
Posons h(X) = m∗a(X)m∗b(X). D'après le théorème 5.14.3,
G∗(h) = G∗(m∗a)⊕G∗(m∗b).
Déﬁnition 5.22.3 (Gold-pair séquences). Si r est impair et si s est de la forme 2k + 1
avec k et r premiers entre eux, alors les séquences de G∗(h) sont appelées les Gold-pair
séquences.
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5.22.3 Méthode quadratique de Welch
Nous calculons l'inter-corrélation des Gold-pair séquences par la méthode de Welch.
D'après le théorème 5.16.1, on peut décrire les ensembles G∗(m∗a) et G∗(m∗b) de la manière
suivante
G∗(m∗a) =
{
(Tr(βαi))i telle que β ∈ F2r
}
et
G∗(m∗b) =
{
(Tr(βαsταsi))i telle que β ∈ F2r
}
.
Ces deux ensembles peuvent aussi se décrire par les décalages de tout a et de tout b par
le corollaire 5.14.1. On choisit β = 1 et on a a = (Tr(αi))i∈N et on choisit le décalage
N − τ de b, on a alors b = (Tr(αsi))i∈N. On en déduit que pour toute paire (c, d) de
séquence de G∗(h), il existe k et j, tels que :
c = Lk(a) et d = Lj(b).
Le calcul de l'inter-corrélation de toute paire de séquences de Gold dans G∗(h) se déduit
donc du calcul de l'inter-corrélation entre a et b. En eﬀet, d'après le lemme 5.22.1 :
Cc,d(τ) = CLk(a),Lj(b)(τ) = Ca,b(τ + j − k).
Pour ce choix de a et b, les fonctions f et g sont déﬁnies par f(x) = Tr(x) et g(x) =
Tr(xs).
Lemme 5.22.3. Dans ces hypothèses, on a :
∀ y ∈ F2r , ∆g,f (y) =
{
0 ⇔ Tr(y) = 0
±2 r+12 ⇔ Tr(y) = 1
Démonstration.
∆g,f (y) =
∑
x∈F2r
(−1)g(x)+f(xy)
=
∑
x∈F2r
(−1)Tr(xs)+Tr(xy)
(∆g,f (y))
2 =
∑
x∈F2r
(−1)Tr(xs)+Tr(xy) ∑
z∈F2r
(−1)Tr(zs)+Tr(zy)
=
∑
x,z∈F2r
(−1)Tr(xs)+Tr(zs)+Tr((x+z)y)
=
∑
x,z∈F2r
(−1)Tr(xs)+Tr((w+x)s)+Tr(wy) avec w = x+ z
.
(w + x)s = (w + x)2
k+1 = (w + x)2
k
(w + x) = (w2
k
+ x2
k
)(w + x)
= w2
k+1 + w2
k
x+ x2
k
w + x2
k+1 = ws + xs + w2
k
x+ x2
k
w.
Tr(xs) + Tr((w + x)s) + Tr(wy) = Tr(xs) + Tr(ws) + Tr(xs) + Tr(w2
k
x) + Tr(x2
k
w) + Tr(wy)
= Tr(ws) + Tr(w2
k
x) + Tr(x2
k
w) + Tr(wy).
(wx2
k
)2
−k
= w2
−k
x2
k2−k = w2
−k
x.
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Donc ces deux éléments sont conjugués, leur trace est donc identique.
Tr(wx2
k
) = Tr(w2
−k
x).
(∆g,f (y))
2 =
∑
x,w∈F2r
(−1)Tr(ws)+Tr(w2kx)+Tr(w2−kx)+Tr(wy)
=
∑
x,w∈F2r
(−1)Tr(ws)+Tr((w2k+w2−k )x)+Tr(wy)
=
∑
w∈F2r
(−1)h(w) ∑
x∈F2r
(−1)Tr((w2k+w2−k )x),
en posant h(x) = Tr(xy) + Tr(xs).
La trace de w2
k
+ w2
−k
prend deux valeurs possibles : 0 ou 1. On note l'ensemble
Ω =
{
w ∈ F2r tel que w2k + w2−k = 0
}
.
(∆g,f (y))
2 =
∑
w∈Ω
(−1)h(w) ∑
x∈F2r
(−1)Tr(0.x) + ∑
w∈Ωc
(−1)h(w) ∑
x∈F2r
(−1)Tr(x)
=
∑
w∈Ω
(−1)h(w) ∑
x∈F2r
1 +
∑
w∈Ωc
(−1)h(w)(2n−1 − 2n−1)
= 2r
∑
w∈Ω
(−1)h(w).
w ∈ Ω ⇔ w2−k + w2k = 0⇔ w2−k = w2k ⇒ (w2−k)2k = (w2k)2k
⇒ w22k = w ⇒ ord(w)/22k − 1
w ∈ F2r ⇒ w2r−1 = 1⇒ ord(w)/2r − 1.
On en conclut que ord(w) divise PGCD(22k − 1, 2r − 1). Calculons ce PGCD. Les entiers
k et r sont premiers entre eux et r est impaire, donc 2k et r sont premiers entre eux. Le
PGCD de 22k − 1 et de 2r − 1 est 2PGCD(2k,r) − 1. En eﬀet, la division euclidienne de 2k
par r donne après un certain nombre d'itération le PGCD(2k, r). Or
2k = ur + v avec 0 ≤ v < r.
22k − 1 = 2v(2r − 1)(2r(u−1) + . . .+ 1) + 2v − 1.
On trouve que 0 ≤ 2v−1 < 2r−1 donc c'est le reste de la division euclidienne de 22k−1
par 2r − 1. Par le même nombre d'itération, on trouve
2PGCD(2k,r) − 1 = PGCD(22k − 1, 2r − 1).
Donc ord(w) divise 1 et w = 1. Autrement dit, il existe deux cas w = 0, 1.
(∆g,f (y))
2 = 2r((−1)h(0) + (−1)h(1))
= 2r(1 + (−1)Tr(y)+1)
Si Tr(y) = 0, alors (∆g,f (y))2 = 0 et si Tr(y) = 1, alors (∆g,f (y))2 = 2r+1 ce qui achève
la démonstration.
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Théorème 5.22.1 (Théorème de Gold). L'inter-corrélation entre une paire de séquences
de Gold est de niveau 3. Elle prend les valeurs −1,−1± 2 r+12 .
Démonstration. Soit (c, d) une paire de séquences de Gold quelconque
Cc,d(τ) = Ca,b(τ + j − k) = Cb,a(−(τ + j − k)).
On vériﬁe que f(0) = g(0) = Tr(0) = 0, et d'après le lemme 5.22.2,
Cc,d(τ) = ∆g,f (α−(τ+j−k))− 1.
5.23 LFSR en mode Galois
Le mode Galois est une nouvelle représentation des Feedback Shift Registers dévelop-
pée par Goresky et Klapper [22]. Elle présente un avantage dans les applications hardware
puisque toutes les cellules sont mises à jour simultanément. Dans cette section, nous pré-
sentons ce mode Galois ainsi que les propriétés basiques des LFSRs séquences en mode
Galois.
5.23.1 Déﬁnitions et Conceptions
Déﬁnition 5.23.1 (LFSR en mode Galois). Un Linear Feedback Shift Register en mode
Galois sur Fpn de taille r et de coeﬃcients de connexion (q1, . . . , qr) ∈ (Fpn)r est un
automate ou générateur de séquence dont les états sont de la forme suivante
s(t) = (a0(t), . . . , ar−1(t)) ∈ (Fpn)r.
et dont l'opération de changement d'état est déﬁnie comme suit : Calculons
ai(t+ 1) = qi+1a0(t) + ai+1(t) et ar−1(t+ 1) = qra0(t).
L'addition et la multiplication se font dans le corps ﬁni Fpn. La fonction de retour est
f(a0(t), . . . , ar−1(t)) = (a0(t+1), . . . , ar−1(t+1)) et la fonction de sorties est g(x0, . . . , xr−1) =
x0. On répète ce procédé à l'inﬁni. Le LFSR génère la séquence inﬁnie
(g(s(0)), g(f(s(0))), g(f2(s(0))), . . .) = (a0(0), a0(1), a0(2), . . .)
appelée séquence de sorties. L'état s(0) est appelé l'état initial de la séquence de sorties,
r la taille du LFSR, q1, . . . , qr les coeﬃcients de connexion du LFSR.
La ﬁgure 5.9 représente un LFSR en mode Galois. On peut aussi retenir en sortie
toutes les cellules. À chaque cellule correspondra une séquence de sortie
ai = (ai(0), ai(1), . . . , ai(t), . . .).
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Figure 5.9  Mode Galois des registres à décalage et à rétroaction linéaire.
Les sorties du LFSR peuvent être représentées par un seul élément : Considérons la
séquence vectorielle de dimension r sur (Fpn)N déﬁnie par
a = (a0, . . . , ar−1) ∈ ((Fpn)N)r.
Nous utilisons pour l'analyse la représentation matricielle diﬀérente de la méthode de
Goresky et Klapper.
5.23.2 Analyse et Représentation matricielle
À toute séquence de sorties ai, on associe sa fonction génératrice déﬁnie par la série
formelle dans Fpn [[X]] :
ai(X) =
t=+∞∑
t=0
ai(t)X
t.
La séquence vectorielle a est donc associée au vecteur de dimension r sur Fpn [[X]] donné
par
a(X) = (a0(X), . . . , ar−1(X)) ∈ (Fpn [[X]])r.
Le vecteur de série formelle de dimension r sur Fpn peut être vue comme une série formelle
de vecteur de dimension r sur Fpn . En eﬀet :
a(X) =
( t=+∞∑
t=0
a0(t)X
t, . . . ,
t=+∞∑
t=0
ar−1(t)Xt
)
=
t=+∞∑
t=0
(a0(t), . . . , ar−1(t))Xt
=
t=+∞∑
t=0
s(t)Xt ∈ (Fpn)r[[X]].
Nous déﬁnissons une matrice particulière. Le changement d'états peut se traduire par
une multiplication matricielle suivante :
(a0(t+ 1), a1(t+ 1), . . . , ar−1(t+ 1)) = (a0(t), a1(t), . . . , ar−1(t))

q1 q2 . . . qr
0
Ir−1
...
0

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Déﬁnition 5.23.2 (Matrice compagnon). La matriceM =

q1 q2 . . . qr
0
Ir−1
...
0
 s'ap-
pelle la matrice compagnon du LFSR en mode Galois.
M est une matrice dans Mr(Fpn). Elle caractérise non seulement le LFSR mais en
plus elle détermine le mode. En eﬀet, en mode Fibonacci la matrice est d'une autre
forme. La taille de la matrice déﬁnie la taille du registre. Les coeﬃcients de la matrice
détermine les connexions du registre et la forme donne le mode. On verra par la suite
que la représentation matricielle est la plus adéquate pour représenter un registre. Donc
un LFSR en mode Galois peut être déﬁnie par le couple (Fpn ,M)
Théorème 5.23.1. Soit un LFSR L = (Fpn , r, q(X)) en mode Galois. Soit un état initial
(a0(0), a1(0), . . . , ar−1(0)) et sa séquence de sorties a0. Alors la fonction génératrice de
a0 est une fraction rationnelle de la forme suivante :
a0(X) =
f(X)
q(X)
où − f(X) = a0(0) + a1(0)X + . . .+ ar−1(0)Xr−1.
Démonstration. a(X) vériﬁe le système linéaire à coeﬃcient dans Fpn [X].
a(X) = s(0) +
t=+∞∑
t=1
s(t)Xt
= s(0) +
t=+∞∑
t=0
s(t+ 1)XtX
= s(0) +
t=+∞∑
t=0
(s(t).M)XtX
= s(0) +
t=+∞∑
t=0
(s(t)Xt).XM
= s(0) + a(X).XM
a(X).(I −XM) = s(0)
I −XM est une matrice dansMr(Fpn [X]). L'anneau Fpn [X] étant commutatif, il existe
une comatrice de I −XM notée Comat(I −XM) telle que
(I −XM).Comat(I −XM) = det(I −XM).I.
det(I −XM) ≡ 1 mod X dans Fpn [X]. Il est donc non nul et inversible dans Fpn(X).
On a alors :
a(X) =
1
det(I −XM)s(0).Comat(I −XM).
a(X) est donc un vecteur de fractions rationnelles dans Fpn(X) ayant pour même dé-
nominateur det(I −XM). On peut calculer les numérateurs, en particulier pour a0(X),
c'est le produit scalaire entre la première colonne de la comatrice et le vecteur état initial.
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On démontre par récurrence sur r que det(I −XM) = −q(X) = 1− q1X − . . .− qrXr.
La comatrice est de la forme
Comat(I −XM) =

1 ∗ . . . ∗
X ∗ . . . ∗
...
...
...
Xr−1 ∗ . . . ∗
 .
Donc
a0(X) = − 1
q(X)
(a0(0), a1(0), . . . , ar−1(0)).

1
X
...
Xr−1
 .
Avec cette méthode matricielle, on a démontré que a(X) ∈ (Fpn(X))r. La forme du
numérateur de ai(X) se détermine en multipliant la iième colonne de la comatrice de M
par l'état initial. Le dénominateur est toujours −q(X) = det(I −XM).
Corollaire 5.23.1. Soit un LFSR (L = (Fpn , r, q). Les séquences de sorties de chaque
cellule sont périodiques. La période divise l'ordre de q. Si qr 6= 0, alors toutes les séquences
de sorties ai sont strictement périodiques.
Démonstration. Ce corollaire est une conséquence du corollaire 5.4.2.
La proposition 5.17.1 donne la représentation exponentielle des LFSR séquences en
mode Galois :
ai = (−f(X)X−i) (mod q(X)) (mod X).
Une séquence générée par un LFSR en mode Galois peut être générée par un LFSR en
mode Fibonacci.
Théorème 5.23.2. Soit un LFSR L = (Fpn , r, q) en mode Galois. Soit un état initial
s(0) = (a0(0), . . . , ar−1(0)). La séquence de sorties a0 peut être générée par le LFSR
L = (Fpn , r, q) en mode Fibonacci à partir de l'état initial (a0(0), . . . , a0(r − 1)).
Démonstration. D'après le théorème 5.23.1, la fonction génératrice de a0 est
a0(X) =
−1
q(X)
(
a0(0) + a1(0)X + . . .+ ar−1(0)Xr−1
)
.
On a donc la relation −q(X)a0(X) = a0(0)+a1(0)X+. . .+ar−1(0)Xr−1. En développant
et par identiﬁcation sur les degrés, on trouve pour tout k ≥ r
a0(k)− q1a0(k − 1)− . . .− qrak−r = 0.
Cette relation de récurrence déﬁnie le LFSR en mode Fibonacci et l'état initial.
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Les LFSR séquences en mode Galois sont donc des LFSR séquences en mode Fi-
bonacci. Nous n'iront pas plus loin dans l'étude des LFSRs en mode Galois qui reste
semblable à celle des LFSRs en mode Fibonacci. Dans la suite, nous présentons un mode
plus général appelé le mode Ring.
5.24 Généralisation et Mode Ring
Il existe une généralisation des LFSRs appelés Registre à décalage et à rétroaction ou
Linear Feedback Registers. On les appelle ainsi car il n'y a pas forcément de décalage dans
le registre. En eﬀet, un décalage peut se traduire comme une connexion entre une cellule
vers la cellule plus à droite. Les connexions d'un LFR sont choisies arbitrairement, les
décalages peuvent donc être eﬀacés. Cependant le décalage joue un rôle essentiel dans le
registre car il permet de relier toutes les cellules du registre principal, sinon des cellules
peuvent devenir inutiles. Les Linear Feedback Registers se déﬁnissent à partir d'une
matrice choisie arbitrairement.
5.24.1 Déﬁnitions et Conceptions
Déﬁnition 5.24.1 (LFR). Un Linear Feedback Registers (LFR) construit sur Fpn de
longueur r et de matrice de transition T = (ti,j)i,j ∈ Mr×r(Fpn) est un automate ou
générateur de séquences dont les états sont des éléments de la forme
s(t) = (a0(t), . . . , ar−1(t)) ∈ (F2n)r
et dont l'opération de changement d'état est donnée par
s(t+ 1) = s(t)T.
Déﬁnition 5.24.2 (le mode Ring). On dit qu'un LFR est en mode Ring si sa matrice
de transition vériﬁe t1,r 6= 0 et ti+1,i = 1 pour tout 1 ≤ i ≤ r − 1.
La matrice de transition du mode Ring est de la forme suivante :
T =

t1,1 . . . t1,r−1 t1,r
1 . . . t2,r−1 t2,r
...
. . .
...
...
tr,1 . . . 1 tr,r
 .
On l'appelle Ring puisqu'en anglais Ring signiﬁe Anneau, or on peut représenter graphi-
quement le registre par un anneau formé par les cellules du registre. Il a été introduit
par Mrugaski, Rajski, and Tyszer [23]Ce mode généralise les modes de Fibonacci et de
Galois. Ces deux derniers modes sont représentés respectivement par les matrice de la
forme F et de la forme G.
F =

0 . . . 0 qr
1 . . . 0 qr−1
...
. . .
...
...
0 . . . 1 q1
 G =

q1 . . . qr−1 qr
1 . . . 0 0
...
. . .
...
...
0 . . . 1 0
 .
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Figure 5.10  Registre à rétroaction linéaire ou LFR de taille 3.
La ﬁgure 5.10 illustre un Linear Feedback Register de taille 3.
5.24.2 Analyse
L'analyse des LFRs démontrent que les sorties des LFRs sont les sorties des LFSRs.
Autrement dit, nous obtenons les mêmes séquences et les mêmes propriétés développées
dans les sections précédentes.
Théorème 5.24.1. Une séquence de sorties d'un LFR de matrice de transition T est
aussi générée par un LFSR de polynôme de connexion det(I −XT ).
Démonstration. La preuve est identique à celle du théorème 5.23.1.
En somme, les LFRs ne sont pas plus puissants que les LFSRs en terme de propriétés
basiques. Cependant le mode généralisé des LFRs permet de varier les connexions aﬁn
d'obtenir des registres plus rapides en calcul en réduisant le nombre de connexions et
plus simples à construire en hardware.
Chapitre 6
Registre à décalage et à rétroaction
linéaire avec retenue ou FCSR
6.1 Introduction
En 1993, Goresky et Klapper introduisent un nouveau type de registre à décalage et
à rétroaction (Feedback Shift Register) appelés les registres à décalage et à rétraocation
linéaire avec retenue ou FCSRs (Feedback with Carry Shift Register). Ce sont des gé-
nérateurs de séquences pseudo-aléatoires binaires, dites p-aires, c'est-à-dire construites
sur le corps premier Fp où p est premier impair. Les FCSRs se diﬀérencient des LFSRs
essentiellement par l'ajout d'une cellule mémoire qui leur confère une structure p-adique
élégante et par le fait que les opérations du registre ne se font pas dans le corps Fp mais
dans l'anneau Z suite à un relèvement (de préférence dans l'ensemble {0, 1, . . . , p− 1}).
Cette structure p-adique joue le même rôle que la structure algébrique de l'anneau des sé-
ries formelles Fp[[X]] pour les LFSRs. Elle permet de démontrer les propriétés des FCSRs
séquences étonnamment similaires aux propriétés des séquences récurrentes linéaires (ou
LFSRs séquences).
Dans cette partie, on présente les FCSRs sur Fp ainsi que les résultats développés par
Goresky et Klapper (en particulier sur F2 car tous les résultats se généralisent à Fp pour
tout p premier) dans [7], [8], [9], [11], [22] et [42]. On organise cette partie dans un style
particulier qui mettra en évidence le parallèle avec les résultats sur les LFSRs.
6.2 Pourquoi les FCSRs ?
Depuis 1955, les scientiﬁques cherchent d'autres méthodes pour générer des séquences
avec de bonnes qualités pseudo-aléatoires autre que les LFSRs, puisque la plupart des
PSGs (Pseudo-randomn Sequence Generator) sont basés sur les LFSRs donc dépendent
en déﬁnitive de la structure linéaire de ces derniers.
Cependant les PSGs basés sur les FSRs non-linéaires (Non Linear Feedback Shift
Register) s'avèrent être très diﬃciles pour l'analyse. Jusqu'à aujourd'hui, même la plus
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basique des propriétés, c'est-à-dire la périodicité, est diﬃcile à étudier voir inconnue pour
un NLFSR quelconque. En pratique, on doit choisir une fonction de retour (feedback)
simple et spéciale aﬁn de rendre l'analyse du NLFSR possible. Après quarante années de
recherche, seul le cas linéaire a été maitrisé en ce qui concerne l'analyse des propriétés.
En 1993, avec l'introduction des registre à rétroaction linéaire avec retenue, on dispose
enﬁn d'un modèle alternatif au modèle linéaire parce qu'il jouit d'une structure p-adique
élégante qui le rend analysable via la théorie p-adique, contrairement aux autres NLFSRs
qui restent diﬃciles à étudier.
6.3 Déﬁnitions et Conception
Dans cette section, nous allons déﬁnir un Feedback with carry shift register sur un
corps premier Fp ainsi que les séquences récurrentes linéaires avec retenue modulo p.
Soit un nombre premier p. Nous nous placons dans le corps ﬁni Fp = Z/pZ. Nous déﬁ-
nissons les FCSRs en tant qu'automate. On notera la partie entière d'un réel par [.].
Déﬁnition 6.3.1 (FCSR en mode Fibonacci). Un Feedback with carry shift register en
mode Fibonacci sur Fp de taille r et de coeﬃcients de connexion (q1, . . . , qr) ∈ Fpr est un
automate ou générateur de séquences dont les états sont déﬁnis de la manière suivante :
s = (a0, . . . , ar−1,mr−1) ∈ Fpr × Z,
et dont l'opération de changement d'état est la suivante : Calculons dans Z l'entier
σr =
i=r∑
i=1
ar−iqi +mr−1,
puis calculons
ar = σr(modp) et mr = σr(divp)
où (modp) est la fonction reste modulo p et (divp) la fonction quotient modulo p déﬁnie
aussi par
x(divp) = [
x
p
] =
x− x(modp)
p
.
La fonction de retour est f(a0, . . . , ar−1,mr−1) = (a1, . . . , ar,mr) et la fonction de sorties
est g(x0, . . . , xr−1, y) = x0. On répète ce procédé à l'inﬁni. Le FCSR génère la séquence
inﬁnie
(g(s), g(f(s)), g(f2(s)), . . .) = (a0, a1, a2, . . .)
appelée séquence de sorties. L'état s est appelé l'état initial de la séquence de sorties,
mr−1 la mémoire initiale, r la taille du FCSR, q1, . . . , qr les coeﬃcients de connexion du
FCSR.
La ﬁgure 6.1 représente un FCSR en mode Fibonacci. Avec cette déﬁnition, un FCSR
est un triplet F = (Fp, r, (q1, . . . , qr)). On retient à la sortie la séquence a = (a0, a1, . . .)
dans Fp et la séquence "mémoire" m = (mr,mr−1, . . .) dans Z. Dans la suite, on identi-
ﬁera toujours les éléments dans Fp avec leur relèvement dans {0, 1, . . . , p− 1}.
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Figure 6.1  Registre à décalage et à rétroaction linéaire avec retenue ou FCSR.
Déﬁnition 6.3.2 (séquence récurrente linéaire avec retenue modulo p ). Une séquence
a = (a0, a1, . . .) dans Fp est dite séquence récurrente linéaire avec retenue modulo p s'il
existe un vecteur (q1, . . . , qr) dans Fp et une séquence inﬁnie m = (mr−1,mr, . . .) dans
Z tels que : pour tout i ≥ r, on a :
ai + pmi = q1ai−1 + . . .+ qrai−r +mi−1
Cette équation est appelée relation de récurrence linéaire avec mémoire modulo p.
Aurement dit, cette déﬁnition est équivalente à dire que la séquence a est générée par
un FCSR avec pour séquence mémoire m. On les appelle aussi les FCSR séquences.
6.4 Analyse des FCSRs
Dans cette section, nous construisons la relation fondamentale entre les entiers p-
adiques et les séquences récurrentes linéaires avec retenue modulo p pour analyser la
séquence de sorties d'un FCSR. Cette relation découle de la correspondance entre les
entiers p-adiques et les séquences dans Fp extraite de leur développement de Hensel. Soit
l'application suivante :
(Fp)N → Zp
a = (a0, a1, . . .) 7→ α =
i=+∞∑
i=0
aip
i.
C'est une correspondance (ou bijection) entre Zp l'anneau des entiers p-adiques et
l'anneau produit inﬁni (Fp)N mais ce n'est pas un isomorphisme car (Fp)N est de carac-
téristique p alors que Zp est de caractéristique 0. C'est une des raisons pour lesquelles
l'analyse des FCSRs est un peu diﬃcile et nous verrons par la suite que beaucoup de
notions changent par rapport aux LFSR séquences comme la plus petite taille du registre
qui génère la séquence ou l'expression de l'inter-corrélation.
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Déﬁnition 6.4.1. On appelle α l'entier p-adique associé à a et inversement a la séquence
dans Fp associée à α que l'on note a = seqp(α).
Déﬁnition 6.4.2 (entier de connexion). Soit un FCSR F = (Fp, r, (q1, . . . , qr)). On
appelle entier de connexion de F l'entier déﬁni par :
q =
i=r∑
i=1
qip
i − 1.
On peut donc déﬁnir un FCSR par le triplet F = (Fp, r, q). Remarquons que l'entier de
connexion à lui seul ne déﬁnit pas un FCSR. En eﬀet, pour un même entier de connexion,
on peut avoir des tailles de registre diﬀérentes. La seule condition nécessaire pour que ce
triplet ait un sens est que la taille r du registre soit supérieure ou égale logp(q + 1).
Théorème 6.4.1. Soit un FCSR sur Fp de taille r et d'entier de connexion q. Soit
une séquence de sorties a avec pour état initial (a0, . . . , ar−1,mr−1). Soit α son entier
p-adique associé. Alors :
α =
s
q
avec s =
i=r−1∑
i=1
j=r−i−1∑
j=0
(qiajp
i+j)−mr−1pr −
i=r−1∑
i=0
aip
i.
De manière équivalente a = seqp
(s
q
)
.
Démonstration. a étant une FCSR séquence, elle vériﬁe la relation de récurrence linéaire
avec mémoire modulo p, pour tout j ≥ r : aj =
∑i=r
i=1 qiaj−i+mj−1−pmj . Cette relation
de récurrence et l'arithmétique dans Zp donnent :
α =
j=+∞∑
j=0
ajp
j
=
j=r−1∑
j=0
ajp
j +
j=+∞∑
j=r
ajp
j
=
j=r−1∑
j=0
ajp
j +
j=+∞∑
j=r
(
i=r∑
i=1
qiaj−i +mj−1 − pmj)pj
=
i=r−1∑
i=0
aip
i +
j=+∞∑
j=r
(mj−1 − pmj)pj +
i=r∑
i=1
qip
i(
j=+∞∑
j=r
aj−ipj−i)
=
i=r−1∑
i=0
aip
i +mr−1pr +
i=r−1∑
i=1
qip
i(α−
j=r−i−1∑
j=0
ajp
j) + qrp
rα
=
i=r−1∑
i=0
aip
i +mr−1pr +
i=r∑
i=1
qip
iα−
i=r−1∑
i=1
j=r−i−1∑
j=0
(qip
iajp
j)
−qα =
i=r−1∑
i=0
aip
i +mr−1pr −
i=r−1∑
i=1
j=r−i−1∑
j=0
(qiajp
i+j).
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On trouve alors que
α =
i=r−1∑
i=1
j=r−i−1∑
j=0
(qiajp
i+j)−
i=r−1∑
i=0
aip
i −mr−1pr
q
.
Les diﬀérences entre les FCSRs et les LFSRs sont l'ajout d'une mémoire en initialisa-
tion et la retenue d'une séquence mémoire en sortie. Si on ﬁxe un LFSR F = (Fp, r,Q),
pour chaque séquence de sorties a, il existe un unique état initial (a0, . . . , ar−1) qui génère
cette séquence. De même si on ﬁxe un FCSR F = (Fp, r, q), il est évident que pour chaque
couple (a,m) où a est la séquence de sorties etm la séquence mémoire, il existe un unique
état initial (a0, . . . , ar−1,mr−1) qui génère ce couple. Par contre, il n'est pas évident que
pour chaque séquence de sorties a, il existe un unique état initial (a0, . . . , ar−1,mr−1)
qui la génère. C'est une évidence pour les LFSR séquences mais ici la mémoire initiale
joue un rôle, il pourrait donc exister deux mémoires initiales diﬀérentes avec lesquelles
on génère une même séquence. Or on démontre que c'est impossible.
Proposition 6.4.1. Soit un FCSR F = (Fp, r, q). Deux états initiaux diﬀérents génèrent
deux séquences diﬀérentes.
Démonstration. Soient deux états initiaux quelconques,
(a0, . . . , ar−1,mr−1) et (a
′
0, . . . , a
′
r−1,m
′
r−1).
Supposons qu'ils génèrent la même séquence en sortie. Alors
(a0, . . . , ar−1) = (a
′
0, . . . , a
′
r−1).
Donc dans ce cas, seules les mémoires initiales peuvent diﬀérer. C'est la principale diﬀé-
rence avec les LFSR séquences parce que l'état initial est composé seulement du début de
la séquence, alors qu'ici il y a l'ajout d'une mémoire initiale indépendante de la séquence
de sorties. Il reste donc à démontrer que la mémoire initiale est unique.
ar = a
′
r ⇒ mr−1 − pmr = m
′
r−1 − pm
′
r ⇒ mr−1 −m
′
r−1 = p(mr −m
′
r)
Par récurrence, on montre que pn divise mr−1 −m′r−1 pour tout n.
Donc mr−1 −m′r−1 = 0.
On se ﬁxe un FCSR F = (Fp, r, q). D'après le théorème 6.4.1, pour tout état initial
(a0, . . . , ar−1,mr−1), le numérateur s de l'entier p-adique associé à la séquence de sorties
est entiérement déterminé par cet état initial. De même on se pose la question suivante
pour un rationnel sq , existe-t-il un unique état initial qui génère la séquence seqp(
s
q ) ?
D'après la proposition 6.4.1, deux états initiaux diﬀérents génèrent deux séquences dif-
férentes donc leurs entiers p-adiques associés sont diﬀérents. De plus, il y a bijection
CHAPITRE 6. REGISTRE LINÉAIRE AVEC RETENUE OU FCSR 162
entre les entiers p-adiques et les séquences p-aires ; et il y a bijection entre les rationnels
dont le dénominateur est premier avec p et les séquences périodiques. On en déduit donc
que leurs expressions sous forme rationnelle sont diﬀérentes. On démontre ce résultat de
manière indépendante de la proposition précédente.
Proposition 6.4.2. Soit un FCSR F = (Fp, r, q). Soient deux états initiaux diﬀérents.
Alors les nombres p-adiques associés aux séquences de sorties sont diﬀérents.
Démonstration. Soint deux états initiaux quelconques,
(a0, . . . , ar−1,mr−1) et (a
′
0, . . . , a
′
r−1,m
′
r−1).
Supposons que sq =
s
′
q , alors s = s
′
. On a donc :
i=r−1∑
i=1
j=r−i−1∑
j=0
(qiajp
i+j)−
i=r−1∑
i=0
aip
i−mr−1pr =
i=r−1∑
i=1
j=r−i−1∑
j=0
(qia
′
jp
i+j)−
i=r−1∑
i=0
a
′
ip
i−m′r−1pr.
Il s'agit de montrer que l'écriture de s est unique.
s = s
′ ⇒ s = s′ mod p.
On élimine les multiples de p et il reste −a0 = −a′0 mod p.
p | a0 − a′0
−(p− 1) ≤ a0 − a′0 ≤ p− 1
}
⇒ a0 = a′0
s = s
′ ⇒ s = s′ mod p2.
On élimine les multiples de p2 et il reste q1a0 − a0 − a1p = q1a0 − a0 − a′1p mod p2.
p | a1 − a′1
−(p− 1) ≤ a1 − a′1 ≤ p− 1
}
⇒ a1 = a′1
Par récurrence on démontre que (a0, . . . , ar−1) = (a
′
0, . . . , a
′
r−1). On en déduit que
−mr−1pr = −m′r−1pr. Donc les mémoires initiales sont égales. On en conclut que si
on ﬁxe un FCSR, pour chaque entier s, il existe un unique état initial tel que la séquence
de sorties est seqp(
s
q ).
6.5 Période et ordre de l'entier de connexion
Déﬁnition 6.5.1 (Poids de Hamming). On pose w =
i=r∑
i=1
qi. C'est le poids de Hamming
de q + 1.
Si la fraction est irréductible alors la période est l'ordre de p modulo le dénominateur.
D'où le corollaire suivant :
CHAPITRE 6. REGISTRE LINÉAIRE AVEC RETENUE OU FCSR 163
Corollaire 6.5.1. Soit un FCSR F = (Fp, r, q). Soit une séquence de sorties et son
entier p-adique associé sq .
1. Les séquences de sorties sont périodiques.
2. Si s et q sont premiers entre eux, alors la période de la séquence de sorties est
l'ordre de p modulo q noté ordq(p).
3. Si s et q ne sont pas premiers entre eux, la période divise ordq(p).
4. La séquence de sorties est strictement périodique si et seulement si −q ≤ s ≤ 0.
Dans ce cas, la mémoire initiale prend sa valeur dans l'intervalle [0, w[.
Démonstration. Tous ces points sauf le dernier ont été démontrés dans la démonstration
du théorème 3.10.2. Il reste à prouver le dernier point. Soit a = (a0, a1, . . .) une séquence
de sorties du FCSR. Si elle est strictement périodique alors −q ≤ s ≤ 0.
−q ≤ s ⇒ −q ≤
i=r−1∑
i=1
j=r−i−1∑
j=0
(qiajp
i+j)−mr−1pr −
i=r−1∑
i=0
aip
i
⇒ mr−1 ≤ qpr +
i=r−1∑
i=1
j=r−i−1∑
j=0
(qiaj
pi+j
pr
)−
i=r−1∑
i=0
ai
pi
pr
⇒ mr−1 ≤ qpr +
k=r−1∑
k=1
i=k∑
i=1
(qiak−i
pk
pr
)−
k=r−1∑
k=0
ak
pk
pr
⇒ mr−1 ≤ qpr +
k=r−1∑
k=1
(
i=k∑
i=1
qi)
pk
pr
⇒ mr−1 ≤
k=r∑
k=1
qk
pk
pr
− 1
pr
+
k=r−1∑
k=1
(
i=k∑
i=1
qi)
pk
pr
⇒ mr−1 ≤ qr +
k=r−1∑
k=1
qk
pk
pr
− 1
pr
+
k=r−1∑
k=1
qk
i=r−1∑
i=k
pi
pr
⇒ mr−1 < qr +
k=r−1∑
k=1
qk
(pk
pr
+
i=r−1∑
i=k
pi
pr
)
⇒ mr−1 < qr +
k=r−1∑
k=1
qk
pr
(
2pk +
i=r−1∑
i=k+1
pi
)
⇒ mr−1 < qr +
k=r−1∑
k=1
qk
pr
(
2pk +
pr − pk+1
p− 1
)
⇒ mr−1 < qr +
k=r−1∑
k=1
qk
pr
(
2pk +
pr − pk+1
p− 1
)
⇒ mr−1 < qr +
k=r−1∑
k=1
qk
2pk+1 − 2pk + pr − pk+1
pr+1 − pr
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2pk+1 − 2pk + pr − pk+1 − (pr+1 − pr) = pk+1 − 2pk + 2pr − pr+1
= (p− 2)(pk − pr)
< 0
Donc
2pk+1 − 2pk + pr − pk+1
pr+1 − pr < 1 pour k < r. On en déduit que
mr−1 < qr +
k=r−1∑
k=1
qk ⇒ mr−1 < w
s ≤ 0 ⇒
i=r−1∑
i=1
j=r−i−1∑
j=0
(qiajp
i+j)−mr−1pr −
i=r−1∑
i=0
aip
i ≤ 0
⇒
i=r−1∑
i=1
j=r−i−1∑
j=0
(qiaj
pi+j
pr
)−
i=r−1∑
i=0
ai
pi
pr
≤ mr−1
⇒ −
i=r−1∑
i=0
pi
pr
≤ mr−1
⇒ −
i=r∑
i=1
1
pi
≤ mr−1
⇒ − 1
p− 1(1−
1
pr
) ≤ mr−1
⇒ −1 < mr−1
⇒ 0 ≤ mr−1
.
Si la fraction n'est pas irréductible, le dénominateur de la forme irréductible de α divise
q. Or si un entier q
′
divise un entier q, alors ordq′ (p) divise ordq(p). Donc la période
divise ordq(p).
Plus généralement, si s ≤ 0 alors la mémoire initiale est positive et si s ≥ −q alors la
mémoire initiale est strictement inférieure à w.
6.6 Comportement de la mémoire
Il est important de connaître l'évolution de la mémoire au fur et à mesure des étapes
du registre. Dans cette section, on démontre qu'elle est soit bornée soit revient dans cet
intervalle borné de manière monotone pour y rester par la suite.
Proposition 6.6.1.
 Si mr−1 ∈ [0, w[, alors les valeurs de la mémoire suivantes restent dans l'intervalle
[0, w[.
 Si mr−1 ≥ w, alors les valeurs de la mémoire décroissent de manière monotone et
reviennent dans l'intervalle [0, w[ après [logp(mr−1 − w)] + r étapes.
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 Si mr−1 < 0, alors les valeurs de la mémoire croissent de manière monotone et
reviennent dans l'intervalle [0, w[ après [logp(|mr−1|) + r étapes.
Démonstration. Par déﬁnition : mr = 1p(σr − ar) = 1p(
∑i=r
i=1 qiar−i + mr−1 − ar). Si
0 ≤ mr−1 < w, alors −1 < −p−1p ≤ mr < 1p((p − 1)w + w) = w. La mémoire prend des
valeurs entières, donc 0 ≤ mr < w. Si mr−1 ≥ w, alors
−1 < −p− 1
p
≤ w − (p− 1)
p
≤ mr ≤ 1
p
(w(p−1)+mr−1) ≤ 1
p
(mr−1(p−1)+mr−1) = mr−1.
mr est un entier, donc 0 ≤ mr ≤ mr−1. Si 0 ≤ mr < w, c'est ce qu'il fallait démontrer.
Sinon mr = w, alors
w = 1p((
i=r∑
i=1
qiar−i +mr−1 − ar)
pw =
i=r∑
i=1
qiar−i + w − ar
(p− 1)w =
i=r∑
i=1
qiar−i − ar
(p− 1)w ≤ (p− 1)w − ar
ar ≤ 0
ar = 0
Ou bien 0 ≤ mr+1 < w et c'est ce qu'il fallait démontrer, ou bien mr+1 = w alors
ar+1 = 0. Au bout de r étapes, si mr = mr+1 = . . . = m2r−1 = w alors ar = ar+1 =
. . . = a2r−1 = 0.
m2r =
1
p(
i=r∑
i=1
qia2r−i +m2r−1 − a2r)
= 1p(q1a2r−1 + . . .+ qrar + w − a2r)
= 1p(w − a2r)
≤ wp
m2r < w
CHAPITRE 6. REGISTRE LINÉAIRE AVEC RETENUE OU FCSR 166
Si mr > w, on pose er = mr − w.
er = mr − w
= 1p(
i=r∑
i=1
qiar−i +mr−1 − ar)− w
= 1p(
i=r∑
i=1
qiar−i +mr−1 − ar − pw)
= 1p(
i=r∑
i=1
qiar−i +mr−1 − ar − w − (p− 1)w)
= 1p(mr−1 − w) + 1p(
i=r∑
i=1
qiar−i − ar − (p− 1)w)
≤ 1per−1 + 1p((p− 1)w − (p− 1)w)
er ≤ 1per−1
er−1+k ≤ 1pk er−1
La mémoire décroit de manière monotone. Après logp(mr − w) + 1 étapes, er−1+k ≤ 0.
Donc mr ≤ w, on revient au cas précédent.
Si mr−1 < 0, alors
1
p
(mr−1 − 1) ≤ mr < 1
p
(p− 1)w < w.
Si σr ≥ 0, alors mr ≥ 0, c'est ce qu'il fallait démontrer. Sinon mr < 0. Supposons que
mr−1+k < 0 jusqu'à k = [logp |mr−1|] + 1, alors
mr−1
pk
−
(1
p
+ . . .+
1
pk
)
≤ mr−1+k
1
p
+ . . .+
1
pk
=
pk − 1
pk
1
p− 1 < 1⇒
1
pk
mr−1 − 1 < mr−1+k
k = [logp |mr−1|] + 1 > logp |mr−1| ⇒ pk > |mr−1| ⇒
mr−1
pk
>
mr−1
|mr−1| = −1
Donc après k = [logp |mr−1|] + 1 étapes, la mémoire prend une valeur mr−1+k > −2,
comme elle est entière mr−1+k ≥ −1.
mr+k =
1
p(
i=r∑
i=1
qiar+k−i − 1− ar+k)
≥ 1p(−1− (p− 1))
mr+k ≥ −1
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Si mr+k ≥ 0, donc après [logp |mr−1|] + 2 étapes, la mémoire prend des valeurs dans
l'intervalle [0, w[. Sinon si mr+k = −1, on distingue deux cas. Tout d'abord
mr+k = −1 ⇒
i=r∑
i=1
qiar+k−i − 1− ar+k = −p
⇒
i=r∑
i=1
qiar+k−i + p− 1 = ar+k
⇒ 0 ≤
i=r∑
i=1
qiar+k−i + p− 1 = ar+k ≤ p− 1
mr+k = −1 ⇒
i=r∑
i=1
qiar+k−i = 0 et ar+k = p− 1.
Si q = −1, alors tous les coeﬃcients de connexion sont nuls et le calcul des mémoires
suivantes donnent −1 à l'inﬁni. Si q > −1, alors il existe un coeﬃcient de connexion non
nul. Après au plus r− 1 étapes, ar+k est décalé vers un coeﬃcient de connexion non nul
et la mémoire devient positive.
Proposition 6.6.2. Si l'état initial (a0, . . . , ar−1,mr−1) du FCSR est strictement pério-
dique alors la mémoire initiale mr−1 prend une valeur dans l'intervalle [0, w[.
Démonstration. Supposons l'inverse, c'est-à-dire que la mémoire initiale prenne sa valeur
à l'extérieur de cet intervalle, alors les mémoires suivantes ne reviendront jamais vers
cette valeur, mais plutôt vont croître ou décroître suivant le cas pour arriver et rester
indéﬁniment dans cet intervalle. Donc l'état initial ne peut pas être strictement périodique
puisque la mémoire ne peut pas revenir à sa valeur initiale.
6.7 Initialisation et Algorithme
Dans cette section, on se pose la question inverse. Donnons nous un rationnel sq où q
est un entier positif premier avec p. Comment déterminer un FCSR et un état initial qui
génère la séquence seqp(
s
q ) ? On développe un algorithme qui donne les paramètres d'un
FCSR et l'initialisation qui génère cette séquence.
Algorithme 6.7.1.
1. On doit écrire sq avec un dénominateur ayant p−1 pour reste modulo p. Si q = p−1
(mod p), c'est bon. Sinon on multiplie s et q par l'inverse de q (mod p) modulo p
et par p − 1. Le dénominateur est alors congru à -1 modulo p. Supposons que q
vériﬁe cela.
2. On calcule r = [logp(q + 1)] et on écrit q sous la forme q = qrp
r + . . .+ q1p− 1.
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3. On calcule les r premiers coeﬃcients du développement p-adique de sq :
a0 + a12 + . . .+ ar−12r−1 =
s
q
(mod 2r)
.
4. On calcule z =
∑i=r−1
i=1
∑j=r−i−1
j=0 (qiajp
i+j)−
i=r−1∑
i=0
aip
i.
5. On calcule mr−1 = 1pr (z − s).
Proposition 6.7.1. Soit un rationnel sq . Supposons que l'algorithme 6.7.1 ait été ap-
pliqué. Alors le FCSR (Fp, r, q) et l'état initial (a0, a1, . . . , ar−1,mr−1) en sorties de cet
algorithme génèrent la séquence seqp(
s
q ).
Cet algorithme donne le FCSR et l'état initial les plus naturels qui génèrent seqp(
s
q ).
La diﬃculté de cet algorithme réside principalement dans le fait de calculer les premiers
coeﬃcients du développement p-adique d'un rationnel quelconque. On possède un autre
algorithme sensiblement identique qui donne plus facilement le FCSR et l'initialisation
qui génère seqp(
s
q ).
Algorithme 6.7.2.
1. On calcule r = [logp(q + 1)] et on écrit q sous la forme q = qrp
r + . . .+ q1p− 1.
2. On pose m−1 = −s.
3. Pour tout i = 0, 1, . . . , r − 1, on calcule les entiers suivants :
(a) σi =
k=i−1∑
k=0
qi−kak +mi−1.
(b) ai = σi (mod p).
(c) mi = 1p(σi − ai).
4. On retient en sortie F = (Fp, r, q) et (a0, . . . , ar−1,mr−1).
Proposition 6.7.2. Soit un rationnel sq . Supposons que l'algorithme 6.7.2 ait été ap-
pliqué. Alors le FCSR (Fp, r, q) et l'état initial (a0, a1, . . . , ar−1,mr−1) en sortie de cet
algorithme génèrent la séquence seqp(
s
q ).
Démonstration. Supposons que l'algorithme 6.7.2 ait été appliqué au rationnel sp et re-
tenons à la sortie un FCSR (Fp, r, q) et une initialisation (a0, . . . , ar−1,mr−1). Il reste
à vériﬁer que le FCSR et l'initialisation génèrent bien la séquence seqp(
s
q ). D'après le
théorème 6.4.1, ils génèrent en sortie la séquence associée à seqp(
s
′
q ) avec
s
′
=
i=r−1∑
i=1
j=r−i−1∑
j=0
(qiajp
i+j)−
i=r−1∑
i=0
aip
i −mr−1pr.
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Montrons que s = s
′
.
s
′
=
k=r−1∑
k=1
i=k∑
i=1
(qkak−i)pk −
k=r−1∑
k=0
akp
k −mr−1pr
=
k=r−1∑
k=1
(σk −mk−1)pk −
k=r−1∑
k=0
(σk − pmk)pk −mr−1pr
=
k=r−1∑
k=1
(σk −mk−1 − σk + pmk)pk −mr−1pr − σ0 + pm0
= mr−1pr − pm0 −mr−1pr − σ0 + pm0
s
′
= s
Soit un FCSR (Fp, r
′
, q
′
) qui génère la séquence seqp(
s
q ). D'après le théorème 6.4.1,
il existe alors un entier s
′
tel que seqp(
s
q ) = seqp(
s
′
q′
). Par correspondance entre les
rationnels et les séquences périodiques, on trouve que sq =
s
′
q′
. Inversement, soit un
rationnel α = sq =
s
′
q′
. Si on applique l'algorithme 6.7.2 à sq et à
s
′
q′
, on trouve deux
FCSRs qui génèrent la séquence seqp(α). Autrement dit, une inﬁnité de FCSR et d'état
initiaux peuvent générer une séquence seqp(α).
Proposition 6.7.3. Soit un rationnel α =
s
q
. Soit le FCSR F = (Fp, r, q) en sortie de
l'algorithme 6.7.2. Si s et q sont premiers entre eux, F est le FCSR de plus petite taille
r qui génère seqp(α).
Démonstration. Soit un autre FCSR (Fp, r
′
, q
′
) qui génère la séquence seqp(α), alors
pq
′
= p
′
q. Or p et q sont premiers entre eux, donc q | q′ .
r = logp(q + 1) ≤ logp(q
′
+ 1) = r
′
.
Théorème 6.7.1. Les séquences périodiques sur Fp sont les FCSR séquences sur Fp.
Démonstration. Une FCSR séquence est périodique d'après le corollaire 6.5.1. Inver-
sement une séquence périodique a pour développement p-adique un rationnel. D'après
l'algorithme 6.7.1, c'est une FCSR séquence.
6.8 Représentation exponentielle des FCSRs séquences
Les FCSRs séquences possèdent une représentation exponentielle qui est un outil
puissant pour l'analyse de ces séquences notamment pour le calcul de l'inter-corrélation.
Cette représentation est similaire à la représentation par la trace des LFSRs. Rappelons
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la représentation par la trace d'une LFSR séquence. Soit une séquence périodique a =
(a0, a1, . . .) dans Fp générée par un LFSR de taille r et de polynôme de connexion Q
irréductible. Soit γ une racine de Q dans Fpr , alors il existe un élément A ∈ Fpr tel que
pour tout i ∈ N
ai = Tr(Aγ
i).
Proposition 6.8.1. Soit un entier q = qrpr + . . . + q1p − 1 tel que 0 ≤ qi < p. Alors q
est inversible dans l'anneau des entiers p-adiques Zp.
Soit s un entier avec −q < s ≤ 0. Soit le développement p-adique de s
q
:
s
q
= a0 + a1p+ a2p
2 + . . .
Alors pour tout i ≥ 0, ai = (−sp−i) (mod q) (mod p).
Démonstration. Voir le chapitre 7 à la page 229.
Remarque 6.8.1. Remarquons que sq = −1 si et seulement si seqp( sq ) = (p−1, p−1, . . .).
En eﬀet
(1− p)((p− 1) + (p− 1)p+ (p− 1)p2 + . . .) = p− 1
⇒ (p− 1) + (p− 1)p+ (p− 1)p2 + . . . = −1
Théorème 6.8.1 (Représentation exponentielle). Soit un FCSR (Fp, r, q) et soit une
séquence de sorties a = (a0, a1, . . .) strictement périodique diﬀérente de la séquence (p−
1, p− 1, . . .), alors il existe un entier −q < s ≤ 0 tel que pour tout i ≥ 0
ai = (−sp−i) (mod q) (mod p).
Démonstration. Une FCSR séquence strictement périodique diﬀérente de la séquence
(p − 1, p − 1, . . .) a pour développement p-adique un rationnel sq tel que −q < s ≤
0. Elle vériﬁe donc les conditions de la propositions 6.8.1 et donc admet une écriture
exponentielle.
6.9 État initial dégénéré
Dans cette section, nous étudions les cas particuliers où la séquence de sorties est
de période 1 avec pour sortie 0 ou p − 1. À partir d'une certaine étape, le registre sort
toujours le même coeﬃcient à l'inﬁni.
Déﬁnition 6.9.1 (état initial dégénéré). On dit qu'un état est dégénéré si le nombre
p-adique α associé à la séquence de sorties est un entier.
Proposition 6.9.1. Si l'état initial est dégénéré, alors il existe deux cas possibles :
1. après la pré-période, le FCSR ne sort en coeﬃcient que des 0,
2. ou après la prépériode, le FCSR ne sort en coeﬃcient que des p− 1.
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Démonstration. Soit un état initial dégénéré et soit a la séquence de sorties de période
T et de prépériode de longueur N
(a0, . . . , aN−1, aN , . . . , aN+T−1︸ ︷︷ ︸
T
, . . .).
Soit α son entier 2-adique associé
α =
i=N−1∑
i=0
aip
i + pN
i=T−1∑
i=0
ai+Np
i
1− pT .
α ∈ Z⇔
i=T−1∑
i=0
ai+Np
i
1− pT ∈ Z.
Or −1 ≤
i=T−1∑
i=0
ai+Np
i
1−pT ≤ 0, donc α ∈ Z⇔
i=T−1∑
i=0
ai+Np
i
1−pT = 0 ou − 1.
Si
i=T−1∑
i=0
ai+Np
i = 0, alors après la pré-période, tous les coeﬃcients de sorties sont nuls.
Si
i=T−1∑
i=0
ai+Np
i = pT − 1, alors après la pré-période, tous les coeﬃcients de sorties sont
p− 1. En eﬀet, si l'un des coeﬃcients est strictement inférieur à p− 1, alors
i=T−1∑
i=0
ai+Np
i <
i=T−1∑
i=0
(p− 1)pi = (p− 1)p
T − 1
p− 1 = p
T − 1.
Remarque 6.9.1. Soit un état initial dégénéré et sa séquence de sorties a. Soit α l'entier
2-adique associé à a. On a donc deux cas, les coeﬃcients de sorties sont tous nuls ou
sont tous égaux à p − 1 après la pré-période. Si les coeﬃcients sont tous nuls après la
pré-période, alors α ≥ 0 et si les coeﬃcients sont tous égaux à p − 1, alors α < 0. En
eﬀet, dans le premier cas, on a
α =
N−1∑
i=0
aip
i + pN
i=T−1∑
i=0
aip
i
1− pT =
N−1∑
i=0
aip
i ≥ 0
et dans le second cas, on a
α =
N−1∑
i=0
aip
i − pN
i=T−1∑
i=0
aip
i
1− pT =
N−1∑
i=0
aip
i − pN < 0.
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Déﬁnition 6.9.2 (état ﬁnal). Si l'état d'un FCSR est périodique de période 1, alors on
appellera l'état redondant à l'inﬁni l'état ﬁnal.
Proposition 6.9.2. Soit un FCSR (Fp, r, q). Soit un état initial (a0, . . . , ar−1,mr−1). Si
cet état initial est dégénéré alors les états du FCSR sont périodiques de période 1 et l'état
ﬁnal est (0, . . . , 0, 0) ou (p− 1, . . . , p− 1, w − 1).
Démonstration. Si les coeﬃcients de la séquence de sorties sont tous nuls après la pré-
période (a0, . . . , aN−1, 0, 0 . . .), alors à partir de l'étape N + r, tous les coeﬃcients de
la séquence en entrée et le coeﬃcient de sorties sont nuls. Ainsi σN+r = mN+r−1 et
mN+r =
mN+r−1
p
. Les mémoires suivantes sont :
mN+r+1 =
mN+r
p
=
mN+r−1
p2
mN+r+2 =
mN+r+1
p
=
mN+r−1
p3
...
La valeur de la mémoire converge vers 0, étant entière, elle devient stationnaire en 0.
Si les coeﬃcients de la séquence de sorties sont tous égaux à p − 1 après la pré-période
(a0, . . . , aN−1, p− 1, p− 1 . . .), alors à partir de l'étape N + r, tous les coeﬃcients de la
séquence en entrée et le coeﬃcient de sorties sont p − 1. D'après la proposition 6.6.1,
la valeur de la mémoire reste dans l'intervalle [0, w − 1] après une certaine étape t du
registre. Ainsi pour un t grand,
mt+1 =
(p− 1)w +mt − (p− 1)
p
(p− 1)w − (p− 1)
p
mt+1 ≤ (p− 1)w + w − 1− (p− 1)
p
(p− 1)(w − 1)
p
≤ mt+1 ≤ w − 1
Par récurrence, on trouve pour tout n que
(w − 1)(p− 1)
p
(
1 +
1
p
+ . . .+
1
pn
+
p− 1
pn+1
)
≤ mt+n+1 ≤ w − 1
Quand n tend vers l'inﬁni, le membre de gauche tend vers w − 1. En eﬀet :
(w−1)(p−1)
p
(
1 + 1p + . . .+
1
pn +
p−1
pn+1
)
= (w−1)(p−1)p
(1− 1
pn+1
1− 1
p
+ p−1
pn+1
)
= (w−1)(p−1)p
(
p
p−1(1− 1pn+1 ) + p−1pn+1
)
= (w − 1)(1− 1
pn+1
) + (w−1)(p−1)
2
pnp2
Comme la mémoire prend des valeurs entières, elle est stationnaire et prend la valeur
w − 1 indéﬁniment.
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Proposition 6.9.3. Soit un FCSR (Fp, r, q). Soit un état initial (a0, . . . , ar−1,mr−1).
Supposons cet état initial dégénéré.
1. Si mr−1 > 0, alors à partir de l'étape [logp(mr−1 +1)]+1, les coeﬃcients de sorties
ne prennent que la valeur p− 1.
2. Si mr−1 = 0, il existe deux cas. Si pour tout j 6= r, qj = 0, alors la séquence de
sorties est (p − 1, p − 1, . . .). S'il existe j 6= r tel que qj 6= 0, alors la séquence de
sorties est nulle.
3. Simr−1 < 0, il existe deux cas. Si pour tout j 6= r, qj = 0, alors après [logp(−mr−1p
r
pr−1 )]+
1, les coeﬃcients de sorties ne prennent que la valeur 0. S'il existe j 6= r tel que
qj 6= 0, alors après [logp(mr−1 + 1)] + 1 étapes, les coeﬃcients de sorties prennent
tous la valeur 0.
Démonstration. Soit un état initial dégénéré qui génère la séquence seqp(α) avec α ∈ Z.
Nous allons examiner tous les cas possibles. Si α = 0, alors ai = 0 pour tout i et s = 0.
D'après le théorème 6.4.1,
s =
i=r−1∑
i=1
j=r−i−1∑
j=0
(qiajp
i+j)−mr−1pr −
i=r−1∑
i=0
aip
i,
donc mr−1 = 0.
Si α 6= 0, on considère trois cas, mr−1 > 0, mr−1 = 0 et mr−1 < 0.
Si mr−1 > 0 et si α > 0, d'après la remarque 6.9.1, tous les coeﬃcients de sorties après
la pré-période sont tous nuls. D'après la proposition 6.9.2, l'état ﬁnal est (0, . . . , 0, 0). À
partir d'un certain rang, la mémoire prend une valeur nulle à l'inﬁni. Soit s1 le dernier
état du registre tel que la mémoire soit non-nulle. Soit s2 le dernier état tel qu'il existe
un ai soit non-nul. L'état s2 est de la forme
s2 = (c, 0, . . . , 0︸ ︷︷ ︸
r
,m)
avec c 6= 0, puisque c étant le dernier coeﬃcient non nul en sortie, le reste des coeﬃcients
sont nuls et c est en première position dans l'état.
Si s1 = s2 ou si s1 est avant s2, alors s2 = (c, 0 . . . , 0, 0). l'état suivant est s
′
=
(0, 0, . . . , 0, 0) puisque la mémoire devient nulle ainsi que tous les coeﬃcients de sor-
ties. Or la mémoire de s
′
est égale à qrcp = 0. Or qr 6= 0 et c 6= 0, donc c'est absurde.
Si s2 précède s1, alors s1 = (0, . . . , 0,m). Les états suivants sont tous nuls. Or la mé-
moire suivante prend la valeur mp et donc m = 0. C'est absurde. On en déduit que le cas
mr−1 > 0 et α > 0 est impossible. Si mr−1 > 0 et α < 0, d'après la remarque 6.9.1,
tous les coeﬃcients de sorties après la pré-période sont tous égaux à p − 1. D'après la
proposition 6.9.2, l'état ﬁnal est (p− 1, . . . , p− 1, w − 1). À partir d'un certain rang, la
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mémoire prend pour valeur w − 1 à l'inﬁni. De plus,
α < 0⇒ s < 0
⇒ −mr−1pr −
i=r−1∑
i=0
aip
i ≤
i=r−1∑
i=1
j=r−i−1∑
j=0
(qiajp
i+j)−mr−1pr −
i=r−1∑
i=0
aip
i < 0
⇒ |s| ≤
∣∣∣−mr−1pr − i=r−1∑
i=0
aip
i
∣∣∣
⇒ |s| ≤ mr−1pr + pr − 1
⇒ |s| < (mr−1 + 1)pr.
Comme qr 6= 0, alors q ≥ pr − 1.
Supposons q > pr − 1, or q et p sont premiers entre eux, donc q > pr. On déduit que
|s|
q < mr−1 +1 et donc −(mr−1 +1) < sq . Soit bdpd+ . . .+bkpk le développement p-adique
de mr−1 + 1 avec k = [logp(mr−1 + 1)]. D'après l'arithmétique dans Zp, −(mr−1 + 1) a
pour développement p-adique
(p− bd)pd + (p− 1− bd+1)pd+1 + . . .+ (p− 1− bk)pk + (p− 1)pk+1 + (p− 1)pk+2 + . . .
Comme |s|q < mr−1+1, le développement p-adique de
|s|
q est de la forme bd′p
d
′
+. . .+bk′p
k
′
avec k
′ ≤ k. De même le développement p-adique sq est de la forme
(p− bd′ )pd
′
+(p−1− bd′+1)pd
′
+1 + . . .+(p−1− bk′ )pk
′
+(p−1)pk
′
+1 +(p−1)pk
′
+2 + . . .
Autrement dit, après k
′
étapes, le FCSR a pour coeﬃcients de sorties à l'inﬁni p − 1.
Comme k
′ ≤ k, alors après k = [logp(mr−1 + 1)] étapes le FCSR a pour coeﬃcient de
sorties à l'inﬁni p− 1.
Si q = pr − 1 alors |s|q < (mr−1 + 1) p
r
pr−1 . Le FCSR a pour coeﬃcient de sorties à l'inﬁni
p− 1.
Supposons q = pr − 1, alors |s|q < (mr−1 + 1) p
r
pr−1 . Le dernier coeﬃcient non nul dans le
développement p-adique de |s|q est d'indice [logp(
|s|
q )]. On a donc
[logp
( |s|
q
)
] < [logp(mr−1 + 1) + logp
( pr
pr − 1
)
].
On démontre que pour tout a et b, [a + b] ≤ [a] + [b] + 1 et que pour tout r ≥ 1,
pr
pr − 1 ≤
p
p− 1 . On en déduit que
[logp
( |s|
q
)
] < [logp(mr−1 + 1)] + [logp
(
p
p−1
)
] + 1
< [logp(mr−1 + 1)] + [1− logp(p− 1)] + 1
< [logp(mr−1 + 1)] + 1
≤ [logp(mr−1 + 1)].
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Par les mêmes arguments que précédemment, en posant k = [logp(mr−1 + 1)], l'écriture
p-adique de sq est de la forme
a0 + a1p+ . . .+ (p− 1)pk+1 + (p− 1)pk+2 + . . .
Autrement dit, après au plus [logp(mr−1+1)] étapes, le FCSR a pour coeﬃcient de sorties
p− 1 à l'inﬁni.
Si mr−1 < 0 et si α < 0, alors mr−1 ≤ −1 et s < 0. On en déduit que
i=r−1∑
i=1
j=r−i−1∑
j=0
(qiajp
i+j) < mr−1pr +
i=r−1∑
i=0
aip
i
≤ −pr + pr − 1
< 0.
C'est absurde car le membre de gauche est positif ou nul.
Si mr−1 < 0 et si α > 0, alors l'état ﬁnal est (0, . . . , 0, 0). On en déduit que
s = |s| ≤ |mr−1|pr +
∣∣∣ i=r−1∑
i=1
j=r−i−1∑
j=0
qiajp
i+j −
i=r−1∑
i=0
aip
i
∣∣∣.
−
i=r−1∑
i=0
pi ≤
i=r−1∑
i=1
j=r−i−1∑
j=0
qiajp
i+j −
i=r−1∑
i=0
aip
i ≤
i=r−1∑
i=1
qip
i
j=r−i−1∑
j=0
pj
−p
r − 1
p− 1 ≤ ≤
i=r−1∑
i=1
qip
i − p
r−i − 1
p− 1
−pr < ≤
i=r−1∑
i=1
qip
ipr−i
−pr < ≤
i=r−1∑
i=1
qip
r
−pr <
i=r−1∑
i=1
j=r−i−1∑
j=0
qiajp
i+j −
i=r−1∑
i=0
aip
i ≤ (w − qr)pr.
Cet encadrement permet de dire que −(1 + mr−1)pr < s ≤ (w − qr −mr−1)pr et donc
que |s| ≤ max {(1−mr−1), w − qr −mr−1} pr.
Supposons que pour tout 1 ≤ i ≤ r − 1, qi = 0, alors s = −mr−1pr −
i=r−1∑
i=1
aip
i et
q = qrp
r − 1. Comme mr−1 < 0, alors −mr−1 ≥ 1. Supposons que s < 0, alors :
s < 0 ⇒ −mr−1pr −
∑i=r−1
i=0 aip
i < 0
⇒ pr ≤ −mr−1pr <
∑i=r−1
i=0 aip
i ≤ pr − 1
⇒ pr < pr − 1.
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C'est donc absurde. Ainsi s > 0, donc
0 < s ≤ −mr−1pr ⇒ 0 < α ≤ −mr−1p
r
qrpr − 1 ≤ −mr−1
pr
pr − 1 .
D'après le développement de Hensel de −mr−1 prpr−1 , après logp(−mr−1 p
r
pr−1) étapes, les
coeﬃcients de sorties sont tous nuls.
Supposons qu'il existe i 6= r tel que qi 6= 0, alors
w ≥ qr + 1⇒ (w − qr)pr ≥ pr ⇒ (−mr−1 + w − qr) ≥ 1−mr−1.
Ainsi 0 ≤ s ≤ (−mr−1 + w − qr)pr et q > qrpr − 1 ≥ pr − 1. Donc q ≥ pr et 0 ≤
α(−mr−1 + w − qr). On en déduit qu'après [logp(−mr−1 + w − qr)] + 1 étapes, tous les
coeﬃcients de sorties sont nuls.
Si mr−1 = 0, alors
s =
i=r∑
i=1
j=r−i−1∑
j=0
qiajp
i+j −
i=r−1∑
i=0
ai2
i
−(pr − 1) ≤ s ≤ q(pr − 1).
.
Comme qr 6= 0, alors q ≥ qrpr − 1 ≥ pr − 1.
−1 ≤ −p
r − 1
q
≤ α ≤ pr − 1.
Si α = −1, alors la séquence de sorties est (p−1, p−1, . . .). On peut calculer les mémoires
du registre.
σr = w(p− 1) ⇒ mr = (p− 1) (w−1)p ⇒ p/w − 1
σr+1 = w(p− 1) + (w−1)(p−1)p ⇒ mr+1 = (p− 1)(p+ 1) (w−1)p2 ⇒ p2/w − 1
...
...
Par récurrence, on trouve que pour tout n, pn divise w − 1, donc w = 1. Toutes les
mémoires sont nulles, tous les coeﬃcients de connexion sont nuls sauf qr et tous les
coeﬃcients de la séquence de sorties sont égaux à p− 1.
Si α = 0, alors la séquence de sorties est nulle, les mémoires sont nulles.
Sinon 1 ≤ α ≤ pr−1, alors la séquence de sorties n'est pas nulle. On en déduit que l'état
initial n'est pas nul non plus, puisque s'il était nul, la mémoire initiale étant nulle, on
aurait une séquence de sorties nulle. Soit e le dernier état tel qu'il existe un coeﬃcient
ai du registre principal non nul. Alors e s'écrit
e = (c, 0 . . . , 0,m)
avec c 6= 0. Supposons toutes les mémoires nulles, donc l'état suivant est nul. Or l'état
suivant est
(0, . . . , 0,
cqr
p
).
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On en déduit que cqr = 0. On a supposé qr et c non nuls, c'est donc absurde. Supposons
alors qu'il existe une mémoire non-nulle. Soit e
′
le dernier état tel que la mémoire soit
non-nulle. On l'écrit
e
′
= (∗, . . . , ∗,m′)
avec m
′ 6= 0. Si e = e′ , alors l'état suivant est nul et est égal à
(0, . . . , (cqr +m) (mod p),
cqr +m
p
).
Donc m = −cqr < 0, ce qui est absurde. Si e précède e′ , alors
e
′
= (0, . . . , 0,m
′
).
L'état suivant est nul et est de la forme (0, . . . 0, m
′
p ). Donc m
′
= 0, ce qui est absurde.
Si e
′
précède e, alors
e = (c, 0, . . . , 0, 0).
L'état suivant est nul et est de la forme (0, . . . , 0, qrcp ). Donc qrc = 0, ce qui est absurde.
6.10 Un exemple
Considérons le FCSR F = (F2, 5, 53) avec 53 = 25+24+22+2−1. La ﬁgure 6.2 illustre
ce FCSR. En chargeant l'état initial (a0, a1, a2, a3, a4,m1) = (1, 0, 1, 1, 0, 6), on obtient
en sortie une l-séquence de période 52 illustrée dans le tableau 6.1. C'est une séquence
ultimement périodique de pré-période 2. On observe bien que la mémoire décroit puis
reste dans l'intervalle [0, w − 1] avec w = 4.
Figure 6.2  FCSR de taille 5 et d'entier de connexion q = 53.
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i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
ai 1 0 1 1 0 0 1 1 1 0 0 0 0 1 0 0 1 0 1 0
mi+1 6 4 2 2 2 2 2 2 2 1 1 1 0 1 1 1 1 1 2 2
i 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39
ai 1 1 0 0 1 0 0 0 0 0 1 1 0 0 0 1 1 1 1 0
mi+1 1 2 2 1 1 1 0 0 1 1 1 1 1 1 1 2 2 2 3 2
i 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59
ai 1 1 0 1 0 1 0 0 1 1 0 1 1 1 1 1 0 0 1 1
mi+1 2 2 2 2 1 1 2 1 1 2 2 2 3 3 2 2 2 2 2 2
i 60 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75 76 77 78 79
ai 1 0 0 0 0 1 0 0 1 0 1 0 1 1 0 0 1 0 0 0
mi+1 2 1 1 1 0 1 1 1 1 1 2 2 1 2 2 1 1 1 0 0
Table 6.1  séquence de sorties pour l'état initial (1, 0, 1, 1, 0, 6).
6.11 l-séquences
6.11.1 Déﬁnitions et Existence
Dans la génération de séquences pseudo-aléatoires, on cherche à obtenir en sortie des
séquences avec une période maximale. Pour un LFSR de taille r sur le corps premier Fp,
la période ne peut dépasser pr−1. Les séquences dont la période atteint cette limite sont
appelées m-séquences (maximal sequences). Elles sont obtenues en utilisant un polynôme
primitif sur Fp comme polynôme de connexion pour le LFSR.
Dans le cas d'un FCSR (Fp, r, q), d'après le corollaire 6.5.1, la période divise l'ordre de
p modulo q. Le groupe multiplicatif des éléments inversibles de l'anneau quotient Z/qZ
est de cardinal φ(q) où φ est la fonction indicatrice d'Euler. L'ordre d'un élément divise
l'ordre du groupe, donc l'ordre de p modulo q divise φ(q). Soit a une séquence engendrée
par le FCSR (Fp, r, q), alors
per(a) | ordq(p) | φ(q) ≤ q − 1.
Proposition 6.11.1. Soit un FCSR (Fp, r, q). Soit a une séquence de sorties strictement
périodique. La période de a est maximale (per(a) = q−1) si et seulement si q est premier,
p est une racine primitive modulo q et a est diﬀérente de (0, 0, . . .) et de (p−1, p−1, . . .).
Démonstration. Si per(a) est maximale, alors per(a) = q − 1. Donc a 6= (0, 0, . . .) et
a 6= (p− 1, p− 1, . . .). On en déduit aussi que
per(a) = ordq(p) = φ(q) = q − 1.
si φ(q) = q − 1, alors |(Z/qZ)∗| = q − 1. Donc tout entier non nul strictement inférieur
à q est premier avec q, ce qui signiﬁe que q est premier. Si ordq(p) = φ(q), alors la
classe de p génère le groupe multiplicatif (Z/qZ)∗. On dit que p est une racine primitive
modulo q. La séquence a étant strictement périodique, son entier 2-adique associé vériﬁe
−1 ≤ sq ≤ 0. Si s = −q, alors la séquence de sorties est (p− 1, p− 1, . . .). Si s = 0, alors
la séquence de sorties est (0, 0, . . .). Si −q < s < 0, alors s et q sont premiers entre eux.
D'après le corollaire 6.5.1, la période de la séquence de sorties est ordq(p). Comme la
séquence est de période maximale, on est dans ce dernier cas.
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Supposons l'inverse. Si q est premier et p est racine primitive modulo q, alors ordq(p) =
φ(q) = q − 1. La séquence de sorties est strictement croissante alors −q ≤ s ≤ 0.
s = 0 ⇔ a = (0, 0, . . .)
s = −q ⇔ a = (p− 1, p− 1, . . .).
La séquence est supposée diﬀérente de ces deux séquences qui correspondent aux deux
états initiaux dégénérés. Donc −q < s < 0. Ainsi s est premier à q, donc la période est
ordq(p). La période est maximale
Si on se donne un FCSR (Fp, r, q), pour que la période de la séquence de sorties
atteigne le maximum q−1, q doit être un nombre premier avec p comme racine primitive
modulo q. L'existence de tels nombres est un problème ouvert.
D'un point de vue théorique, si on ﬁxe un nombre premier p, l'existence de nombre
premier q dont p est une racine primitive est l'objet de conjecture. La conjecture d'Artin
aﬃrme que le nombre de q premiers inférieur ou égal à un n ﬁxé avec 2 pour racine
primitive modulo q est à peu prés 0.374 nlog(n) . Autrement dit 37.4 pour cent des nombres
premiers admettent 2 pour racine primitive. Hooley démontre que si l'hypothèse de Rie-
mann étendue à la fonction zêta de Dedekind est vraie alors la conjecture d'Artin est
vraie.
Si on ﬁxe un nombre premier q, il y a φ(q−1) racines primitives modulo q. Ils peuvent
être générés par des programmes informatiques simples. On dispose de liste déjà faite de
nombres premiers q admettant comme racine primitive un nombre premier p (Hua Loo
Keng, Introduction to Number Theory, page 52-56). Goresky et Klapper fournissent une
liste de nombre premier q dont p est racine primitive pour p = 2, 3, 5 et 7.
q− 1 est la période maximale, cependant d'autres cas engendrent des séquences avec
de très grande période. La période divise ordq(p) qui divise φ(q), on cherche alors les
nombres q tels que ordq(p) = φ(q). Autrement dit, la classe de p est un générateur du
groupe cyclique (Z/qZ)∗. Or (Z/qZ)∗ est cyclique si et seulement si q = 1, 2, 4, nk ou
2nk où n est premier impair et k est un entier. Pour tout q de cette forme, il existe
φ(φ(q)) racines primitives modulo q. Avec des programmes informatiques simples, on
peut générer les racines primitives modulo un entier ﬁxé. Pour les cas q = 1, 2, 4, on
connait les racines primitives. Pour le cas q = 2nk, le groupe multiplicatif (Z/2nkZ)∗ est
isomorphe à (Z/nkZ)∗. En eﬀet :
Proposition 6.11.2. Soit n et m deux entiers naturels premiers entre eux. Alors
Z/nmZ ∼= Z/nZ× Z/mZ
et
(Z/nmZ)∗ ∼= (Z/nZ)∗ × (Z/mZ)∗.
Démonstration. L'application
ρ : Z/nmZ → Z/nZ× Z/mZ
x mod nm 7→ (x mod n, x mod m)
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est bien déﬁnie et est un homomorphisme d'anneaux. L'application ρ est injective car
ρ(x) = 0 ⇔ x mod n = 0 et x mod m = 0
⇔ n | x et m | x
n et m premiers entre eux ⇒ nm | x
⇒ x mod nm = 0.
Par cardinalité, elle est aussi surjective. C'est donc un isomorphisme d'anneaux. Si la
classe de x modulo nm est inversible alors la classe de x modulo n et la classe de x
modulo m sont aussi inversibles. Inversement, soit un couple (y mod n, z mod m) in-
versible dans le produit direct Z/nZ×Z/mZ. Il possède un inverse noté (y−1 mod n, z−1
mod m) et un antécédent x mod nm tels que ρ(x mod nm) = (y mod n, z mod m).
De même pour l'inverse, il existe un antécédent t mod nm tel que ρ(t mod nm) = (y−1
mod n, z−1 mod m).
ρ(xt mod nm) = ρ(x mod nm× t mod nm)
= ρ(x mod nm)× ρ(t mod nm)
= (y mod n, z mod m)× (y−1 mod n, z−1 mod m)
= (1, 1)
= ρ(1).
Par bijectivité, xt mod nm = 1. Donc les sous-groupes multiplicatifs (Z/nmZ)∗ et
(Z/nZ)∗ × (Z/mZ)∗ sont isomorphes.
Ainsi, comme (Z/2Z)∗ = {1}, alors (Z/2nkZ)∗ ∼= (Z/nkZ)∗. On peut donc se res-
treindre au cas q = nk avec n un nombre premier impair. Pour ce cas là, il existe un
moyen simple pour vériﬁer si p est une racine primitive modulo.
Lemme 6.11.1. Soient n un nombre premier, p un entier, j et k deux entiers naturels.
Alors
p ∈ (Z/nkZ)∗ ⇔ p ∈ (Z/njZ)∗.
Démonstration. Nous allons montrer que p est inversible dans Z/nkZ si et seulement si
p est inversible dans Z/nZ.
p ∈ (Z/nkZ)∗ ⇔ ∃u ∈ Z/nkZ;nk | pu− 1⇒ n | pu− 1⇒ p ∈ (Z/nZ)∗.
Supposons que p ∈ (Z/nkZ)∗. il existe donc u et v tels que nkv = pu− 1.
(pu)n = (1 + nkv)n = 1 +
i=n−1∑
i=1
Cin(nkv)i + nknvn.
Comme n est premier, n divise Cin pour 1 ≤ i ≤ n− 1.
Donc nk+1 divise
i=n−1∑
i=1
Cin(nkv)i+nknvn. Il existe alors un inverse de p modulo nk+1. En
eﬀet, on a
nk+1 | p.pn−1un − 1.
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Par récurrence, on vient de montrer que
p ∈ (Z/nZ)∗ ⇒ p ∈ (Z/n2Z)∗ ⇒ . . . p ∈ (Z/nkZ)∗ . . .
Proposition 6.11.3. Soient p un entier, n un nombre premier impair et q = ne avec
e ≥ 3. alors p est une racine primitive modulo q si et seulement si p est une racine
primitive modulo n2. L'entier p est une racine primitive modulo n2 si et seulement si p
est une racine primitive modulo n et n2 ne divise pas pn−1 − 1.
Démonstration. Si p est une racine primitive modulo q, alors c'est un inversible modulo q
et d'après le lemme précédent, p est aussi un inversible modulo n2. Il reste à montrer que
c'est bien une racine primitive modulo n2. Comme p est une racine primitive modulo q,
cela signiﬁe que pour tout entier b ∈ (Z/qZ)∗, il existe un entier t tel que b ≡ pt mod q.
On a alors
b ≡ pt mod q ⇒ q | (b− pt)
⇒ n2 | (b− pt)
⇒ b ≡ pt mod n2
Donc pour tout entier b ∈ (Z/n2Z)∗, il existe un t tel que b = pt modulo n2 ce qui signiﬁe
que p génère (Z/n2Z)∗, c'est donc une racine primitive modulo n2.
De même, si p est une racine primitive modulo n2, p est aussi racine primitive modulo
n, par le même argument.
Inversement supposons que p soit une racine primitive modulo n2, donc p génère
(Z/n2Z)∗ et son ordre est ordn2(p) = n(n − 1). L'entier p est un inversible modulo n3.
Donc son ordre ordn3(p) divise l'ordre du groupe (Z/n3Z)∗ qui est n2(n − 1). Il existe
m tel que ordn3(p)m = n
2(n − 1). Le groupe (Z/n3Z)∗ est cyclique, il admet donc un
générateur qu'on notera encore b. Il existe un entier t tel que p ≡ bt mod n3. On a alors
p
n2(n−1)
m ≡ 1 mod n3 ⇒ btn
2(n−1)
m ≡ 1 mod n3
⇒ n2(n− 1) | tmn2(n− 1)
⇒ m | t
Comme b est primitif modulo n3, il l'est aussi modulo n2. Donc
bn(n−1) ≡ 1 mod n2 ⇒ b tmn(n−1) ≡ 1 mod n2
⇒ pn(n−1)m ≡ 1 mod n2
⇒ n(n− 1) | n(n−1)m
⇒ m = 1
⇒ ordn3(p) = n2(n− 1).
Par récurrence et en utilisant le même argument, on prouve que p est aussi racine primi-
tive modulo q. C'est ce qu'il fallait démontrer.
D'autre part, il reste à démontrer une partie de la dernière assertion. Si p est racine
primitive modulo n2, alors ordn2(p) = n(n− 1), donc pn−1  1 mod n2 sinon n(n− 1)
diviserait n− 1. On en déduit que n2 ne divise pas pn−1 − 1.
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Inversement supposons que p soit racine primitive modulo n et n2 ne divise pas
pn−1−1. Alors p est inversible modulo n, il est donc inversible modulo n2, ce qui implique
que pn(n−1) ≡ 1 mod n2. On en déduit que ordn2(p) | n(n− 1). Donc il existe k tel que
ordn2(p)k = n(n−1). Si n - ordn2(p), alors n | k et ordn2(p) | n−1 et n2 divise pn−1−1,
ce qui contredit les hypothèses de départ. Si n | ordn2(p), alors k et n sont premiers entre
eux. dans ce cas, k | n − 1. Donc ordn2(p) = nn−1k . Le groupe (Z/n2Z)∗ est cyclique,
donc il admet un générateur b. Il existe t, tel que p = bt mod n2. On a alors :
pn
n−1
k ≡ 1 mod n2 ⇒ btnn−1k ≡ 1 mod n2
⇒ tnn−1k | ordn2(b) = n(n− 1)
⇒ k | t.
b est aussi une racine primitive modulo n. Donc
bn−1 ≡ 1 mod n⇒ btn−1k ≡ 1 mod n⇒ pn−1k ≡ 1 mod n
Rappelons que par hypothèse p est une racine primitive modulo n, donc ordn(p) = n− 1
n−1
k . Donc k = 1 et ordn2(p) = n(n − 1). On en conclut que p est une racine primitive
modulo n2.
Il est donc simple de vériﬁer si p est une racine primitive modulo q quand q est
puissance d'un nombre premier impaire.
Déﬁnition 6.11.1 (l-séquence). Une l-séquence est une séquence strictement périodique
a, non-triviale, générée par un FCSR d'entier de connexion q puissance d'un nombre
premier dont p est racine primitive modulo q telle que a soit de période φ(q).
En règle générale, on s'intéressera surtout aux l-séquences de période q − 1, c'est à
dire au cas où q est premier. Un exemple puissant est l'entier de connexion
q = 2128 + 25 + 24 + 22 − 1.
Cet entier est premier et 2 est une racine primitive modulo q. Donc les séquences de
sorties d'un FCSR de cet entier de connexion seront de période 2128 + 25 + 24 + 2 !
6.11.2 Tableaux de valeurs d'entiers de connexion de l-séquences
Goresky et Klapper fournissent une liste de nombres premiers avec la plus petite
racine primitive et classés suivant leur longueur p-adique. Les trois premiers tableaux
concernent les nombres premiers q dont 2 est racine primitive modulo q de longueur 2-
adique inférieure ou égale à 13. Ces nombres déﬁnissent des FCSRs de taille inférieure ou
égale à 13 qui générent des l-séquences binaires. Le dernier tableau donnent les nombres
premiers q inférieurs à 10000 dont 3 est racine primitive modulo q. Ces nombres déﬁnissent
des FCSRs d'entier de connexion inférieur à 10000 qui générent des l-séquences 3-aires.
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[log2(q)] q
1 3
2 5
3 11, 13
4 19, 29
5 37, 53, 59, 61
6 67, 83, 101, 107
7 131, 139, 149, 163, 173, 179, 181, 197, 211, 227
8 269, 293, 317, 347, 349, 373, 379, 389, 419, 421, 443, 461, 467, 491, 509
9 523, 541, 547, 557, 563, 587, 613, 619, 653, 659, 661,
677, 701, 709, 757, 773, 787,
797, 821, 827, 829, 853, 859 , 877, 883 , 907, 941, 947, 1019
10 1061, 1091, 1109, 1117, 1123, 1171, 1187, 1213, 1229,
1237, 1259, 1277, 1283, 1291,
1301, 1307, 1373, 1381, 1427, 1451, 1453, 1483, 1493, 1499,
1523, 1531, 1549, 1571,
1619, 1621, 1637, 1667, 1669, 1693, 1733, 1741, 1747, 1787,
1861, 1867, 1877, 1901,
1907, 1931, 1949, 1973, 1979, 1987, 1997, 2027, 2029
11 2053, 2069, 2083, 2099, 2131, 2141, 2213, 2221, 2237, 2243, 2267, 2269,
2293, 2309,2333, 2339, 2357, 2371, 2389, 2437, 2459, 2467, 2477, 2531,
2539, 2549, 2557, 2579,2621, 2659, 2677, 2683, 2693, 2699, 2707, 2741,
2789, 2797, 2803, 2819, 2837, 2843,2851, 2861, 2909, 2939, 2957, 2963,
3011, 3019, 3037, 3067, 3083, 3187, 3203, 3253,3299, 3307, 3323, 3347,
3371, 3413, 3461, 3467, 3469, 3491, 3499, 3517, 3533, 3539,3547, 3557,
3571, 3581, 3613, 3637, 3643, 3659, 3677, 3691, 3701, 3709, 3733, 3779,
3797, 3803, 3851, 3853, 3877, 3907, 3917, 3923, 3931, 3947,
3989, 4003, 4013, 4019,4021, 4091, 4093
Table 6.2  Valeurs de q premier avec 2 racines primitives et de longueur ≤ 11
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[log2(q)] q
12 4099, 4133, 4139, 4157, 4219, 4229, 4243, 4253, 4259,
4261, 4283, 4349, 4357, 4363,
4373, 4397, 4451, 4483, 4493, 4507, 4517, 4547, 4603, 4621,
4637, 4691, 4723, 4787,
4789, 4813, 4877, 4933, 4957, 4973, 4987, 5003, 5011, 5051,
5059, 5077, 5099, 5107,
5147, 5171, 5179, 5189, 5227, 5261, 5309, 5333, 5387, 5443,
5477, 5483, 5501, 5507,
5557, 5563, 5573, 5651, 5659, 5683, 5693, 5701, 5717, 5741,
5749, 5779, 5813, 5827,
5843, 5851, 5869, 5923, 5939, 5987, 6011, 6029, 6053, 6067,
6101, 6131, 6173, 6197,
6203, 6211, 6229, 6269, 6277, 6299, 6317, 6323, 6373, 6379,
6389, 6397, 6469, 6491,
6547, 6619, 6637, 6653, 6659, 6691, 6701, 6709, 6733, 6763,
6779, 6781, 6803, 6827,
6829, 6869, 6883, 6899, 6907, 6917, 6947, 6949, 6971, 7013,
7019, 7027, 7043, 7069,
7109, 7187, 7211, 7219, 7229, 7237, 7243, 7253, 7283, 7307,
7331, 7349, 7411, 7451,
7459, 7477, 7499, 7507, 7517, 7523, 7541, 7547, 7549, 7573,
7589, 7603, 7621, 7643,
7669, 7691, 7717, 7757, 7789, 7829, 7853, 7877, 7883, 7901,
7907, 7933, 7949, 8053,
8069, 8093, 8117, 8123, 8147, 8171, 8179
Table 6.3  Valeurs de q premier avec 2 racines primitives et de longueur 12
CHAPITRE 6. REGISTRE LINÉAIRE AVEC RETENUE OU FCSR 185
[log2(q)] q
13 8219, 8221, 8237, 8243, 8269, 8291, 8293, 8363, 8387,
8429, 8443, 8467, 8539, 8563,8573, 8597, 8627, 8669, 8677,
8693, 8699, 8731, 8741, 8747,8803, 8819, 8821, 8837,
8861, 8867, 8923, 8933, 8963, 8971, 9011, 9029, 9059, 9173,
9181, 9203, 9221, 9227,9283, 9293, 9323, 9341, 9349,
9371, 9397, 9419, 9421, 9437,
9467, 9491, 9533, 9539, 9547, 9587, 9613, 9619, 9629,
9643, 9661, 9677, 9733, 9749,9803, 9851, 9859, 9883,
9901, 9907, 9923, 9941, 9949, 10037, 10067, 10069, 10091,
10093, 10099, 10133, 10139,10141, 10163, 10181, 10253, 10259,
10267, 10301, 10331,10357, 10427, 10459, 10477,
10499, 10501, 10589, 10613, 10667, 10691, 10709, 10723,
10733, 10789, 10837, 10853,10859, 10861, 10867, 10883, 10891,
10909, 10949, 10973,10979, 10987, 11003, 11027,
11069, 11083, 11093, 11131, 11171, 11197, 11213, 11261,
11317, 11437, 11443, 11483,11549, 11579, 11587, 11621,
11677, 11699, 11717, 11779,11789, 11813, 11821, 11827,
11867, 11909, 11933, 11939, 11981, 11987, 12011, 12043,
12107, 12149, 12157, 12197,12203, 12211, 12227, 12251,
12253, 12269, 12277, 12301,12323, 12347, 12373, 12379,
12413, 12437, 12491, 12539, 12547, 12589, 12611, 12613,
12619, 12637, 12653, 12659,12739, 12757, 12763, 12781,
12821, 12829, 12899, 12907,12917, 12923, 12941, 12979,
13037, 13043, 13109, 13147, 13163, 13187, 13229, 13291,
13331, 13339, 13397, 13411,13451, 13469, 13477, 13523,
13613, 13619, 13627, 13691,13709, 13723, 13757, 13763,
13829, 13859, 13877, 13883, 13901, 13907, 13931, 13933,
13997, 14011, 14051, 14107,14173, 14221, 14243, 14341,
14387, 14389, 14411, 14419,14461, 14533, 14549, 14557,
14621, 14627, 14629, 14653, 14669, 14699, 14717, 14723,
14741, 14747, 14771, 14797,14813, 14821, 14827, 14843,
14851, 14867, 14869, 14891,14923, 14939, 14947, 14957,
15013, 15053, 15061, 15077, 15083, 15091, 15101, 15107,
15131, 15139, 15149, 15173,15187, 15227, 15259, 15269,
15299, 15331, 15349, 15373,15413, 15427, 15443, 15461,
15581, 15629, 15661, 15667, 15683, 15731, 15739, 15749,
15773, 15787, 15797, 15803,15859, 15907, 15923, 15971,
16067, 16069, 16139, 16187,16189, 16229, 16253, 16301,
16333, 16339, 16349, 16363, 16381
Table 6.4  Valeurs de q premier avec 2 racines primitives et de longueur 13
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[log3(q)] q
1 5, 7
2 17, 19
3 29, 31, 43, 53, 79
4 89, 101, 113, 127, 137, 139, 149, 163, 173, 197, 199, 211, 223, 233
5 257, 269, 281, 283, 293, 317, 331, 353, 379, 389, 401, 449, 461, 463, 487, 509,
521, 557,569, 571, 593, 607, 617, 631, 641, 653, 677, 691, 701
6 739, 751, 773, 797, 809, 811, 821, 823, 857, 859, 881, 907, 929, 941, 953, 977,
1013,1039,1049, 1061, 1063, 1087, 1097, 1109, 1123, 1193, 1217, 1229, 1231,
1277, 1279,1291, 1301, 1327, 1361, 1373, 1409, 1423, 1433, 1447, 1459, 1481,
1483, 1493, 1553,1567, 1579, 1601, 1613, 1627, 1637, 1663, 1697, 1699, 1709,
1721, 1723, 1733, 1747,1831, 1889, 1901, 1913, 1949, 1951, 1973, 1987, 1997,
1999, 2011, 2069, 2081, 2083,2129, 2141, 2143, 2153
7 2213, 2237, 2239, 2273, 2309, 2311, 2333, 2347, 2357, 2371, 2381, 2393, 2417,
2467, 2477, 2503, 2539, 2549, 2609, 2633, 2647, 2657, 2659, 2683, 2693, 2707,
2719, 2729,2731, 2741, 2753, 2767, 2777, 2789, 2801, 2837, 2861, 2897, 2909,
2957, 2969, 3041, 3089, 3137, 3163, 3209, 3257, 3259,
3271, 3307, 3329, 3331, 3389, 3391, 3413, 3449,3461, 3463, 3533, 3547,
3557, 3559, 3571, 3581, 3583, 3593, 3617, 3643, 3677, 3701,3727, 3761,
3797, 3821, 3823, 3833, 3917, 3919, 3929, 3931, 3943, 3989, 4001, 4003,4013,
4027, 4049, 4073, 4133, 4157, 4159, 4217, 4219, 4229, 4231, 4241, 4243,
4253,4289, 4327, 4337, 4349, 4363, 4373, 4397, 4409, 4421, 4423, 4447,
4457, 4481, 4493,4507, 4517, 4519, 4567, 4603, 4637, 4639, 4649, 4651,
4663, 4673, 4723, 4759, 4793,4817, 4831, 4877, 4889, 4903, 4937, 4973, 4987,
4999, 5009, 5021, 5023, 5081, 5119,5189, 5237, 5261, 5273,
5297, 5309, 5333, 5347, 5381, 5393, 5407, 5417, 5419, 5431,5441, 5443, 5477,
5479, 5503, 5563, 5573, 5647, 5657, 5669, 5683, 5693, 5717, 5741,5779, 5801,
5813, 5827, 5849, 5861, 5897, 5923, 5981, 6007, 6029, 6053, 6089, 6113,6151,
6163, 6173, 6197, 6199, 6221, 6257, 6269, 6317, 6329, 6343, 6353, 6367, 6379,
6389, 6427, 6449, 6451, 6473, 6547
8 6569, 6571, 6607, 6619, 6653, 6689, 6691, 6737, 6761, 6763, 6823, 6833, 6857,
6869, 6871, 6907, 6917, 6977, 7001, 7013, 7039, 7109, 7121, 7159, 7193, 7207,
7229, 7243, 7253, 7349, 7411, 7433, 7457, 7459, 7517, 7529, 7541, 7577, 7603,
7649, 7673, 7699, 7723, 7759, 7793, 7817, 7829, 7867, 7877, 7879, 7901, 7927,
7937, 7949, 8009, 8059, 8069, 8081, 8093, 8117, 8167, 8179, 8237, 8263, 8273,
8287, 8297, 8311, 8369, 8419, 8429, 8431, 8443, 8467, 8537, 8539, 8563, 8573,
8597, 8599, 8609, 8623, 8647, 8669, 8693, 8719, 8731, 8741, 8753, 8837, 8839,
8849, 8861, 8863, 8887, 8923, 8969, 8971, 9007, 9029, 9041, 9043, 9067, 9091,
9127, 9137, 9151, 9161, 9173, 9187, 9199, 9209, 9257, 9281, 9283, 9293,
9319, 9377, 9391, 9403, 9413, 9461, 9463, 9473, 9497, 9511, 9521, 9533, 9547,
9629, 9631, 9643, 9677, 9679, 9689, 9739, 9749, 9787, 9811, 9833,9871, 9883,
9907, 9929, 9967
Table 6.5  Valeurs de q premier avec 3 racines primitives et q ≤ 10000
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6.12 Propriétés de distribution et Décimations des l-séquences
Dans cette section, nous montrons quelques propriétés de distribution des l-séquences.
Proposition 6.12.1. Soit q un entier puissance d'un nombre premier impair n dont p
est racine primitive modulo q. Soit a une l-séquence générée par le FCSR F = (Fp, r, q).
Alors pour toute période,
a
i+
pi(q)
2
= p− 1− ai.
Démonstration. Il existe un nombre premier n impair et un entier t tel que q = nt.
L'entier p est racine primitive modulo q, donc pφ(q) ≡ 1 mod q. L'entier pi(q) = nt−1(n−
1) est pair.
q | pφ(q) − 1 ⇒ nt | pφ(q)2 − 1
⇒ nt | (pφ(q)2 − 1)(pφ(q)2 + 1)
⇒ n | (pφ(q)2 − 1)(pφ(q)2 + 1).
Le PGCD de p
φ(q)
2 −1 et pφ(q)2 +1 divise 2. En eﬀet (pφ(q)2 +1−(pφ(q)2 −1) = 2, tout diviseur
commun divise 2. Si n divise les deux alors n divise 2, ce qui est absurde étant donné
que n est impair. Donc n divise un seul parmi les deux facteurs. Il ne peut pas diviser
p
φ(q)
2 − 1, car dans ce cas nt le divise aussi et donc p est d'ordre divisant φ(q)2 modulo q,
ce qui est absurde. Donc nt divise p
φ(q)
2 + 1. On a alors
p
φ(q)
2 ≡ −1 mod q ⇒ p−φ(q)2 ≡ −1 mod q.
D'après le théorème 6.8.1, il existe s tel que pour tout i :
ai = (−sp−i) (mod q) (mod p).
Donc a
i+
φ(q)
2
= (−sp−i−φ(q)2 ) (mod q) (mod p) = (sp−i) (mod q) (mod p). Soit q un
entier. Comparons le reste de a modulo q puis modulo p au reste de −a modulo q puis
modulo p. On fait deux divisions euclidiennes :
a = qk + r avec 0 ≤ r < q
r = pl + s avec 0 ≤ s < p.
Si r = 0, alors q | a et donc q | −a. Donc (−a) (mod q) = a (mod q) = 0 et (−a)
(mod q) (mod p) = a (mod q) (mod p) = 0. Ce cas là est exclu car il a lieu quand a = 0
et a est supposée être une l-séquence.
Sinon 0 < r < q et donc 0 < q − r < q. Or −a = −qk − r = −q(k + 1) + q − r. Donc
(−a) (mod q) = q − r. En outre, on a :
q− r = q− (pl+ s) = q−pl− s = q−pl−p+ 1 +p−1− s = q+ 1−p(l+ 1) + (p−1− s).
Or 0 ≤ s ≤ p− 1⇒ 0 ≤ p− 1− s ≤ p− 1. D'autre part, q | pord(q) − 1⇒ p | q + 1. Donc
(q − r) (mod p) = p− 1− s. On en conclut que :
(−a) (mod q) (mod p) = (p− 1)− a (mod q) (mod p).
On applique le résultat a = −sp−i et on trouve que a
i+
φ(q)
2
= p− 1− ai.
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Corollaire 6.12.1. Soit q un entier puissance d'un nombre premier impair n et dont p
est racine primitive modulo q. Soient a une l-séquence générée par le FCSR F = (Fp, r, q)
et b une d-décimation première de a. Alors pour tout i,
b
i+
φ(q)
2
= p− 1− bi.
Démonstration. d est premier avec φ(q) qui est pair, donc q est impair, d = 2k + 1.
b
i+
φ(q)
2
= a
di+d
φ(q)
2
= a
di+d
φ(q)
2
= a
di+kφ(q)+
φ(q)
2
= a
di+
φ(q)
2
= p− 1− adi = p− 1− bi.
Corollaire 6.12.2. Soit q un entier puissance d'un nombre premier impair n et dont 2
est racine primitive modulo q. Considérons a une l-séquence binaire ou b une décimation
première d'une l-séquence binaire générée par le FCSR F = (Fp, r, q). Alors la première
moitié d'une période est le complémentaire en bit de la seconde moitié. Le nombre de uns
et le nombre de zéros sont égaux dans une période.
Démonstration. Avec p = 2, on a a
i+
φ(q)
2
= 1− ai. La preuve est évidente.
Une l-séquence et ses décimations premières sont équilibrées.
6.13 Inter-corrélation arithmétique
Les m-séquences ont une inter-corrélation idéale. Nous avons donné l'exemple des
paires de séquences de Gold ou Gold-pair séquences. Pour les FCSRs séquences, l'inter-
corrélation se déﬁnie diﬀéremment de l'inter-corrélation des LFSRs séquences. Dans
cette section, nous déﬁnissons l'inter-corrélation arithmétique des FCSRs séquences puis
nous calculons l'inter-corrélation arithmétique entre deux décimations premières d'une
l-séquence.
Reprenons le caractére additif introduit dans la déﬁnition 5.20.4. Le caractére χ est
déﬁnie comme suit :
χ : Fp → C∗
x 7→ e 2ipip x.
L'inter-corrélation des FCSRs séquences est déﬁnie de la manière suivante :
Déﬁnition 6.13.1 (Inter-corrélation arithmétique). Soient a et b deux séquences p-aires
strictement périodiques de même période T . Soit bτ un τ décalage de b. Soient a et bτ
les développements p-adiques respectifs de a et de bτ . Posons c = seqp(a − bτ ). L'inter-
corrélation relative à χ entre a et b pour un décalage τ est
CAa,b(τ) =
i=T−1∑
i=0
χ(ci).
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L'inter-corrélation arithmétique diﬀère de l'inter-corrélation classique du fait que c
n'est pas la séquence a − bτ coeﬃcient à coeﬃcient, mais c'est la séquence extraite du
développement p-adique de a− bτ . Dans la soustraction des développements p-adiques, il
y a une retenue. Avant de calculer l'inter-corrélation arithmétique entre deux décimations
premières d'une l-séquence, on doit d'abord introduire un petit résultat intermédiaire.
Lemme 6.13.1. Soit q un entier puissance d'un nombre premier impair n et dont 2 est
racine primitive modulo q. Considérons a une l-séquence binaire générée par le FCSR
F = (Fp, r, q) et b une décimation première de a. Posons b = s
′
q′
l'entier p-adique associé
à b tel que s
′
et q
′
soient premiers entre eux. Alors q
′
divise p
φ(q)
2 + 1.
Démonstration.
s
′
q′
=
i=+∞∑
i=0
bip
i
=
i=
φ(q)
2
−1∑
i=0
bip
i +
i=φ(q)−1∑
i=
φ(q)
2
bip
i +
i=
3φ(q)
2
−1∑
i=φ(q)
bip
i +
i=2φ(q)−1∑
i=
3φ(q)
2
bip
i + . . .
=
i=
φ(q)
2
−1∑
i=0
bip
i(1 + pφ(q) + . . .) +
i=φ(q)−1∑
i=
φ(q)
2
bip
i(1 + pφ(q) + . . .)
= (
i=
φ(q)
2
−1∑
i=0
bip
i +
i=
φ(q)
2
−1∑
i=0
b
i+
φ(q)
2
pip
φ(q)
2 )(1 + pφ(q) + . . .)
= (
i=
φ(q)
2
−1∑
i=0
bip
i +
i=
φ(q)
2
−1∑
i=0
(p− 1− bi)pip
φ(q)
2 ) 1
1−pφ(q)
= 1−p
φ(q)
2
1−pφ(q)
i=
φ(q)
2
−1∑
i=0
bip
i + (p−1)p
φ(q)
2
1−pφ(q)
i=
φ(q)
2
−1∑
i=0
pi
= 1
1+p
φ(q)
2
i=
φ(q)
2
−1∑
i=0
bip
i + (p−1)p
φ(q)
2
1−pφ(q)
1−p
φ(q)
2
1−p
= 1
1+p
φ(q)
2
i=
φ(q)
2
−1∑
i=0
bip
i − p
φ(q)
2
1+p
φ(q)
2
(1 + p
φ(q))
2 )s
′
= (
i=
φ(q)
2
−1∑
i=0
bip
i − pφ(q)2 )q′ .
q
′
est premier avec s
′
donc divise (1 + p
φ(q))
2 ).
6.13.1 Compilation de l'inter-corrélation arithmétique
L'inter-corrélation classique entre deux séquences binaires a et b est déﬁnie comme le
nombre de zéros moins le nombre de uns de la séquence obtenue par a− b. La séquence
a − b est strictement périodique si a et b sont strictement périodiques. Donc l'inter-
corrélation se calcule à partir des premiers coeﬃcients des séquences en question. Dans le
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cas de l'inter-corrélation arithmétique, on calcule la diﬀérence entre le nombre de zéros
et le nombre de uns de la séquence seq2(a − b) où a et b sont les développements 2-
adiques respectifs des séquences a et b. Cette séquence n'est pas forcément strictement
périodique. Le calcul de l'inter-corrélation arithmétique est donc problématique.
Proposition 6.13.1. Considérons a et b deux séquences strictement périodiques de même
période N et de développement 2-adique respectifs a et b. La séquence seq2(a − b) est
ultimement périodique de pré-période au plus N et de période divisant N .
Démonstration. Comme a et b sont strictement périodiques de période N , alors il existe
deux entiers −(2N − 1) ≤ s ≤ 0 et −(2N − 1) ≤ r ≤ 0 tels que a = s
2N−1 et b =
r
2N−1 .
−1 ≤ a− b = s− r
2N − 1 ≤ 1.
Si −1 ≤ a − b ≤ 0, alors seq2(a − b) est strictement périodique de période divisant
N . Si 0 ≤ a − b ≤ 1, alors −1 ≤ a − b − 1 ≤ 0. Notons c = a − b − 1, la séquence
seq2(c) est strictement périodique de période divisant N . Notons cette séquence c =
(c0, c1, . . . , cN−1, . . .).
a− b = 1 + c = 1 + c0 + c12 + . . . .
Si c0 = 0, alors seq2(1 + c) = (1, c1, . . . , cN−1, . . .). Donc seq2(a − b) a une pré-période
au plus 1 et une période divisant N . Si c0 = 1, alors 1 + c = (c1 + 1)2 + c222 + . . .. Si
c1 = 0, alors seq2(1 + c) = (0, 1, c2, . . .). Donc seq2(a − b) est de pré-période au plus 2
et de période divisant N . Si c1 = 1 . . ., on réitère le même raisonnement, jusqu'à cN−1.
Si cN−1 = 0, alors seq2(1 + c) = (0, . . . , 0, 1, cN ). Donc seq2(a − b) est de pré-période
au plus N et de période divisant N . Si cN−1 = 1, alors c = (1, 1, . . .) et 1 + c = 0. Donc
seq2(a− b) est la séquence nulle.
On calcule l'inter-corrélation arithmétique à partir de 2N bits de la séquence seq2(a−
b) et on regarde la diﬀérence du nombre de zéros et de uns sur les N derniers bits de ces
2N bits.
6.13.2 Inter-corrélation entre décimations premières
L'inter-corrélation arithmétique entre deux décimations premières d'une l-séquence
est à deux niveaux.
Théorème 6.13.1. Soit q un entier puissance d'un nombre premier impair n et dont 2
est racine primitive modulo q. Considérons a une l-séquence binaire générée par le FCSR
F = (Fp, r, q). Soient b et c deux décimations premières de a, alors :
CAb,c(τ) =
{
φ(q) si b = cτ
0 sinon.
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Démonstration. Posons b, c et cτ les développements p-adiques respectifs de b, c, cτ .
cτ =
i=+∞∑
i=0
ci+τp
i =
i=+∞∑
i=τ
cip
i−τ
=
i=φ(q)−1∑
i=τ
cip
i−τ +
i=+∞∑
i=0
ci+φ(q)p
i+φ(q)−τ
=
i=φ(q)−1∑
i=τ
cip
i−τ + pφ(q)−τ
i=+∞∑
i=0
cpi
=
i=φ(q)−1∑
i=τ
cip
i−τ + pφ(q)−τ c
Posons x =
i=φ(q)−1∑
i=τ
cip
i−τ . L'inter-corrélation arithmétique entre b et c pour un décalage
τ dans le cas binaire est la diﬀérence entre le nombre de zéros et le nombre de uns dans
une période de la séquence extraite du développement 2-adique de b − cτ . Si b est un
τ -décalage de c, alors b = cτ et donc la séquence extraite est nulle et dans une période de
longueur φ(q), il y a φ(q) zéros et 0 uns, donc l'inter-corrélation est φ(q). Sinon déﬁnissons
les fractions rationnelles irréductibles b = s
′
q′
et c = s
′′
q′′
.
b− cτ = b− x− 2φ(q)−τ c = s
′
q′
− x− 2φ(q)−τ s
′′
q′′
=
q
′′
s
′ − q′q′′x− 2φ(q)−τs′′q′
q′q′′
.
Soit d = PGCD(q
′
, q
′′
) et r = PPCM(q
′
, q
′′
). Alors q
′
q
′′
= dr et on a :
b− cτ =
s
′ q
′′
d − rx− 2φ(q)−τs
′′ q
′
d
r
.
D'après le lemme 6.13.1, q
′
et q
′′
divisent 2
φ(q)
2 + 1, donc par déﬁnition r divise 2
φ(q)
2 + 1.
Les séquences b et cτ sont strictement périodiques de période φ(q). D'après la propo-
sition 6.13.1, seq2(b − cτ ) est ultimement périodique de pré-période au plus φ(q) et de
période divisant φ(q). Posons u = seq2(b− cτ ), la séquence décalée uφ(q) est strictement
périodique de période T diviseur de φ(q). Son développement 2-adique est de la forme yr
avec −r ≤ y ≤ 0. L'inter-corrélation entre b et c en τ est égale au nombre de zéros moins
le nombre de uns dans une période de uφ(q) :
i=2φ(q)−1∑
i=φ(q)
(−1)ui .
D'après le théorème 6.8.1, uφ(q) admet une représentation exponentielle :
ui = (−y2−i)(modr)(mod2).
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u est une séquence balancée, en eﬀet r divise 2
φ(q)
2 + 1 et d'après la démonstration de la
proposition 6.12.1, u
i+
φ(q)
2
− 1− ui. On a alors
i=2φ(q)−1∑
i=φ(q)
(−1)ui = φ(q)
2
− φ(q)
2
= 0.
6.14 Décimations premières cycliquement distinctes
Nous avons démontré l'existence d'une nouvelle famille de séquences autres que les
m-séquences ayant une inter-corrélation idéale c'est-à-dire de second niveau. Ce sont les
décimations premières d'une l-séquence donnée. L'inter-corrélation est nulle si les deux
décimations sont cycliquement distinctes. Il faut donc prouver l'existence de tels couples
de décimations d'une l-séquence. Goresky et Klapper fournissent une conjecture à ce
sujet :
Conjecture 6.14.1. Si q est un nombre premier et q > 13, et si 2 est une racine primitive
modulo q et si a est une l-séquence d'entier de connexion q, alors deux décimations
premières de a sont cycliquement distinctes.
Cette conjecture a été vériﬁée pour q < 2000000. Il est beaucoup plus simple d'étudier
un couple (a, ad) formé d'une l-séquence a et d'une décimation première que d'étudier
un couple (ac, ad) de décimations premières de a. En eﬀet, il existe une équivalence.
Proposition 6.14.1. Considérons q un nombre premier ayant 2 pour racine primitive
modulo q et a une l-séquence d'entier de connexion q. Soient d et e deux entiers naturels.
Notons e−1 l'inverse de e dans Fq−1. Les décimations ad et ae sont cycliquement distinctes
si et seulement si a et ade
−1
sont cycliquement distinctes.
Démonstration. Si a et ade
−1
sont cycliquement identiques alors il existe un décalage 0 ≤
τ < q− 1 tel que pour tout i ∈ N, ai = ade−1i+τ . Donc pour tout i ∈ N, aei = adee−1i+eτ .
Or e−1 étant un inverse de e dans Fq−1, alors il existe k ∈ N tel que ee−1 = 1 + (q− 1)k.
Ainsi aei = ad(1+(q−1)k)i+τ = adi+d(q−1)ki+τ = adi+τ puisque a est de période q − 1.
On en conclut que ad et ae sont cycliquement identiques. Inversement, si ad et ae sont
cycliquement identiques alors il existe 0 ≤ τ < q − 1 tel que ∀ i ∈ N, adi = aei+τ .
L'élément e−1 étant l'inverse il existe k ∈ N tel que ee−1 = 1 + (q − 1)k. Ainsi ∀ i ∈
N, ade−1i = aee−1i+τ = a(1+(q−1)k)i+τ = ai+(q−1)ki+τ = ai+τ puisque a est de période
q − 1. Donc a et ade−1 sont cycliquement identiques.
Le fait qu'une l-séquence et une décimation première soient cycliquement distinctes
peut être reformulé plus simplement.
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Proposition 6.14.2. Soit q un nombre premier avec 2 pour racine primitive modulo
q et soit d premier avec q − 1. Considérons E l'ensemble des paires de Fq. Soit a une
l-séquence d'entier de connexion q. Les séquences a et ad sont cycliquement identiques si
et seulement si la fonction g :
{
Z → Z
x 7→ 2−τxd mod q conserve E.
Démonstration. Les séquences a et ad sont cycliquement identiques si et seulement si il
existe τ tel que pour tout i, adi+τ = ai. Or nous avons :
∀i, adi+τ = ai ⇔ ∀ i, A2−(di+τ) (mod q) (mod 2) = A2−i (mod q) (mod 2)
⇔ ∀i, A(2−i)d2−τ (mod q) (mod 2) = A2−i (mod q) (mod 2)
En d'autres termes, les séquences a et ad sont cycliquement identiques si et seulement si
pour tout i, A(2−i)d2−τ (mod q) et A2−i (mod q) sont de même reste modulo 2 donc de
même parité. Si on les multiplie par un même élément de Fq, ils gardent encore la même
parité. Multiplions par l'inverse de A dans Fq, A−1 mod q, on obtient que pour tout i,
2−τ (2−i)d mod q et 2−i mod q sont de même parité. Or 2 est primitif dans Fq, donc tous
les éléments de Fq s'écrivent sous la forme d'une puissance de 2. Ainsi pour tout x ∈ Fq,
2−τxd mod q et x mod q sont de même parité. En d'autres termes, les séquences a et ad
sont cycliquement identiques si et seulement si la fonction g :
{
Fq → Fq
x 7→ 2−τxd mod q
conserve E l'ensemble des paires de Fq.
Grâce à cette proposition, on exprime la conjecture d'une autre manière. Cette conjec-
ture résiste aux techniques de calculs habituels. Cependant on arrive à démontrer dans
certaines conditions sur d, que les séquences a et ad sont cycliquement distinctes. Nous
allons donner des exemples de ces décimations premières cycliquement distinctes à leur
séquence d'origine.
Théorème 6.14.1. Soit q un entier premier strictement supérieur à 13 admettant 2
pour racine primitive modulo q. Soit d un entier premier avec q − 1. Considérons a une
l-séquence d'entier de connexion q et sa décimation ad. Si une des conditions suivantes
est vériﬁée, alors a et ad sont cycliquement distinctes :
1. d = −1,
2. d ≡ 1 mod 4 et d = q + 1
2
,
3. 1 < d ≤ (q
2 − 1)4
216q7(log q + 2)4
≈ q
(16 log q)4
,
4. 1 ≤ d ≤ (q
2 − 1)4
224q7
,
5. ou −(q
2 − 1)4
225q7
≤ d < 0.
La démonstration de ces exemples nécessite des résultats intermédiaires.
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6.14.1 Résultats intermédiaires.
Soit ζ = e
2ipi
q une racine q-ième primitive de l'unité. Soit la somme exponentielle :
Sd(a, b) =
q−1∑
x=0
ζax
d+bx
Calculons les premières valeurs pour a et b triviaux.
Sd(0, 0) =
q−1∑
x=0
1 = q
∀b 6= 0, Sd(0, b) =
q−1∑
x=0
ζbx =
q−1∑
x=0
(ζb)x =
(ζb)q − 1
ζb − 1 =
(ζq)b − 1
ζb − 1 = 0
car ζq = 1. Si a 6= 0, alors Sd(a, 0) =
q−1∑
x=0
ζax
d
. Soit f : Fq → Fq, x 7→ xd avec d premier à
q − 1.
Lemme 6.14.1. Soit d premier avec q − 1, alors f :
{
Fq → Fq
x 7→ xd est bijective.
Démonstration. Soit g primitif dans Fq. Supposons f(x) = f(x
′
), on distingue plusieurs
cas :
1. Si xd = (x
′
)d = 0 alors par intégrité x = x
′
= 0.
2. Si xd 6= 0 et (x′)d 6= 0 alors par intégrité x 6= 0 et x′ 6= 0. Donc il existe des entiers
i et i
′
tels que x = gi et x
′
= gi
′
. Ainsi gdi = gdi
′ ⇒ gd(i−i′ ) = 1. Donc l'ordre de g
divise d(i− i′) ou d(i− i′) = 0. Donc ou bien q − 1 divise d(i− i′) ou bien i = i′ .
Or d et q − 1 sont premiers entre eux. Donc q − 1 divise i− i′ ce qui implique que
i
′
= i + (q − 1)l avec l un entier. On en conclut que ou bien i′ = i + (q − 1)l ou
bien i
′
= i. Donc x = x
′
. On a démontré que f est injective et comme c'est une
fonction qui va de Fq dans Fq, f est bijective.
On revient au calcul de la somme exponentielle et on trouve :
Sd(a, 0) =
q−1∑
x=0
ζax
d
=
q−1∑
x′=0
ζax
′
=
q−1∑
x′=0
(ζa)x
′
=
(ζa)q − 1
ζa − 1 = 0.
Soit λ 6= 0, alors :
Sd(λ
d, λb) =
q−1∑
x=0
ζλ
dxd+λbx =
q−1∑
x=0
ζ(λx)
d+b(λx)
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La multiplication par λ est une bijection de Fq, donc pour tout x
′ ∈ Fq, il existe x tel
que x
′
= λx. On a alors Sd(λd, λb) =
q−1∑
x′=0
ζ(x
′
)d+bx
′
= Sd(1, b). Donc :
∀λ 6= 0, Sd(λd, λb) = Sd(1, b).
Lemme 6.14.2. Si a 6= 0, d > 1, alors :
q−1∑
b=0
|Sd(a, b)|4 ≤ (d− 1)q3.
Remarque 6.14.1.
1. Si a = 0, Sd(a, b) = 0⇒
q−1∑
b=0
|Sd(0, b)|4 = 0 ≤ (d− 1)q3.
2. Si d = 1, Sd(a, b) =
q−1∑
x=0
ζax+bx =
q−1∑
x=0
ζ(a+b)x.
3. Si a + b = 0, Sd(a, b) =
q−1∑
x=0
1 = q > (d − 1)q3. Si a + b 6= 0, Sd(a, b) = 0 et
(d− 1)q3 = 0.
Démonstration.
Étudions la somme T =
q−1∑
a=0
q−1∑
b=0
|Sd(a, b)|4.
T =
q−1∑
a=0
q−1∑
b=0
(|Sd(a, b)|2)2
=
q−1∑
a,b=0
(Sd(a, b) ¯Sd(a, b))
2
=
q−1∑
a,b=0
q−1∑
x1=0
ζax
d
1+bx1
q−1∑
x2=0
ζax
d
2+bx2
q−1∑
x3=0
ζ−axd3−bx3
q−1∑
x4=0
ζ−axd4−bx4
T =
q−1∑
a,b=0
q−1∑
x1,x2,x3,x4=0
ζa(x1+x2−x3−x4)d−b(x1+x2−x3−x4).
Soient w et t ∈ Fq. On pose S(w, t) =
{
x1, x2 ∈ Fq;xd1 + xd2 = t, x1 + x2 = w
}
et R(w, t)
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le cardinal de S(w, t). On a alors :
T =
q−1∑
a,b=0
q−1∑
t,w=0
∑
x1,x2∈S(w,t)
ζat+bw
q−1∑
t′ ,w′=0
∑
x3,x4∈S(w′ ,t′ )
ζat
′
+bw
′
=
q−1∑
a,b=0
q−1∑
t,w=0
R(w, t)ζat+bw
q−1∑
t′ ,w′=0
R(w
′
, t
′
)ζ−at
′−bw′
=
q−1∑
a,b=0
q−1∑
t,t′ ,w,w′=0
R(w, t)R(w
′
, t
′
)ζa(t−t
′
)+b(w−w′ )
=
q−1∑
a,b=0
[ ∑
t6=t′ ouw 6=w′
R(w, t)R(w
′
, t
′
)ζa(t−t
′
)+b(w−w′ ) +
q−1∑
t,w=0
R(w, t)2
]
=
∑
t6=t′ ouw 6=w′
R(w, t)R(w
′
, t
′
)
q−1∑
a,b=0
ζa(t−t
′
)+b(w−w′ ) +
q−1∑
t,w=0
R(w, t)2
q−1∑
a,b=0
1
T =
∑
t6=t′ ouw 6=w′
R(w, t)R(w
′
, t
′
)
q−1∑
a=0
ζa(t−t
′
)
q−1∑
b=0
ζb(w−w
′
) +
q−1∑
t,w=0
R(w, t)2q2.
On a vu précédemment que :
q−1∑
a=0
ζa(t−t
′
) =
q−1∑
b=0
ζb(w−w
′
) = 0, donc on a :
T = q2
q−1∑
t,w=0
R(w, t)2.
Maintenant étudions R(w, t) le nombre de solution du système d'équation{
xd + yd ≡ t mod q
x+ y ≡ w mod q.
Lemme 6.14.3.
R(w, t) =
{
q si t = w = 0
0 si t = 0, w 6= 0 ou t 6= 0, w = 0
R(w, t) ≤ d− 1 si w 6= 0, t 6= 0
Démonstration. On distingue 4 cas diﬀérents :
1. Si w = t = 0, alors :{
xd + yd ≡ 0 mod q
x+ y ≡ 0 mod q ⇔
{
xd + yd ≡ 0 mod q
y ≡ −x mod q
⇔
{
xd + (−x)d ≡ 0 mod q
y ≡ −x mod q
⇔
{
0 ≡ 0 mod q
y ≡ −x mod q
⇔
{
(x, y) = (x,−x)
x ∈ Fq
Il y a q solutions au système.
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2. Si w = 0 et t 6= 0, alors :{
xd + yd ≡ t mod q
x+ y ≡ 0 mod q ⇔
{
y ≡ −x mod q
xd − xd ≡ t mod q ⇔
{
y ≡ −x mod q
0 ≡ t mod q
C'est absurde car t 6= 0, donc il y a 0 zéros solutions.
3. Supposons w 6= 0 et t = 0 : Soit d−1 l'inverse de d dans Z/qZ, donc il existe k ∈ Z tel
que dd−1 = 1+(q−1)k. Si x = 0, alors
{
y ≡ w mod q
yd ≡ 0 mod q ⇔
{
y ≡ w mod q
y ≡ 0 mod q
C'est absurde. Ainsi x est forcément non nul dans ce système. De même y est aussi
non nul par le même raisonnement. On a alors xdd
−1
= xx(q−1)k = x(xq−1)k = x
car xq−1 = 1. Le système devient :{
xdd
−1
+ ydd
−1 ≡ w mod q
xd + yd ≡ 0 mod q ⇔
{
(xd)d
−1
+ (yd)(d−1 ≡ w mod q
xd + yd ≡ 0 mod q
⇔

(x
′
)d
−1
+ (y
′
)d
−1 ≡ w mod q
x
′
+ y
′ ≡ 0 mod q
x
′
= xd.
Ainsi on revient au cas précédent, puisque d est premier avec q− 1, donc d−1 aussi
par le théorème de Bézout et la relation dd−1 = 1 + (q − 1)k. On en conclut que il
y a 0 solutions dans ce cas.
4. Supposons w 6= 0 et t 6= 0 :{
x+ y ≡ w mod q
xd + yd ≡ t mod q ⇔
{
y ≡ w − x mod q
xd + (w − x)d ≡ t mod q
⇔
{
y ≡ w − x mod q
xd + wd − dwd−1x+ . . .+ dwxd−1 − xd ≡ t mod q
⇔
{
y ≡ w − x mod q
wd − dwd−1x+ . . .+ dwxd−1 ≡ t mod q
⇔
{
y ≡ w − x mod q
−dwd−1x+ . . .+ dwxd−1 ≡ t− wd mod q.
Cela revient à résoudre un polynôme de degré d− 1, on en déduit qu'il y a au plus
d− 1 solutions pour ce cas. D'autre part :
q−1∑
w=0
q−1∑
t=0
R(w, t) = q2
En eﬀet
(Fq)2 =
q−1⋃
t,w=0
S(w, t)
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En comparant leur cardinal respectif, on obtient l'égalité ci-dessus. Revenons au
calcul de T .
T = q2
q−1∑
w,t=0
R(w, t)2
= q2
q−1∑
w,t=1
R(w, t)2 + q2R(0, 0)2
≤ q2(d− 1)(
q−1∑
w,t=0
R(w, t)− q) + q4
≤ q2(d− 1)(q2 − q) + q4
T ≤ dq4 − (d− 1)q3.
q−1∑
a=0
q−1∑
b=0
|Sd(a, b)|4 ≤ dq4 − (d− 1)q3
q−1∑
a=1
q−1∑
b=0
|Sd(a, b)|4 +
q−1∑
b=0
|Sd(0, b)|4 ≤ dq4 − (d− 1)q3
q−1∑
a=1
q−1∑
b=0
|Sd(a, b)|4 + q4 ≤ dq4 − (d− 1)q3
q−1∑
a=1
q−1∑
b=0
|Sd(a, b)|4 ≤ (d− 1)q4 − (d− 1)q3
q−1∑
a=1
q−1∑
b=0
|Sd(a, b)|4 ≤ (d− 1)(q4 − q3).
Précédemment on a démontré que la fonction f : Fq → Fq, x 7→ xd est une permu-
tation, donc ∀a ∈ Fq, il existe un unique λ ∈ Fq tel que a = λd.
q−1∑
b=0
|Sd(a, b)|4 =
q−1∑
b=0
∣∣Sd(λd, λλ−1b)∣∣4
q−1∑
b=0
|Sd(a, b)|4 =
q−1∑
b=0
∣∣Sd(1, λ−1b)∣∣4 .
La multiplication étant une permutation, on a alors :
q−1∑
b=0
|Sd(1, b)|4 = 1q−1((q − 1)
q−1∑
b=0
|Sd(1, b)|4)
= 1q−1(
q−1∑
λ=1
q−1∑
b=0
∣∣Sd(λd, λb)∣∣4)
≤ 1q−1(
q−1∑
λ=1
q−1∑
b=0
∣∣Sd(λd, λb)∣∣4) + q4
≤ 1q−1(
q−1∑
u=1
q−1∑
v=0
|Sd(u, v)|4) + q4
≤ 1q−1(
q−1∑
u=0
q−1∑
v=0
|Sd(u, v)|4)
≤ (d− 1) q4−q3q−1
q−1∑
b=0
|Sd(1, b)|4 ≤ (d− 1)q3.
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Maintenant que nous avons démontrés le résultat recherché, nous allons énoncer un
autre résultat qui nous sera utile dans la démonstration du théorème 6.14.1. Soit
E = {0, 2, 4, . . . , q − 1} l'ensemble des éléments pairs de Fq. On déﬁnit :
σd(b) =
∑
x∈E
ζblx
d
=
q−1
2∑
x=0
ζbl2
dxd .
On a : σd(0) =
∑
x∈E
1 = |E| = q+12 .
Lemme 6.14.4. ∀b 6= 0, on a :
|σd(b)| ≤ 2
14
4
pi
(d− 1) 14 q 34 + 4 log q + 4 < 23(d− 1) 14 q 34
6.14.2 Démonstration du troisième exemple
Supposons le contraire à savoir que les séquences a et ad sont cycliquement identiques.
En d'autres termes, la fonction g :
{
Fq → Fq
x 7→ 2−τxd mod q conserve E l'ensemble des
éléments pairs de Fq.
Maintenant déﬁnissons la fonction suivante :
fe(x) =
{
1 si x ∈ E
0 sinon
Sa transformée de Fourier est : fˆe(b) = 1q
q−1∑
c=0
fe(c)ζ
−bc.
La formule d'inversion de Fourier donne : fe(a) =
q−1∑
b=0
fˆe(b)ζ
ba.
Posons l = 2−τ . ∑
x∈E
fe(lx
d) =
∑
x∈E
q−1∑
b=0
fˆe(b)ζ
blxd
=
q−1∑
b=0
fˆe(b)
∑
x∈E
ζblx
d
=
q−1∑
b=0
fˆe(b)σd(b)∑
x∈E
fe(lx
d) = fˆe(0)σd(0) +
q−1∑
b=1
fˆe(b)σd(b)
fˆe(0) =
1
q
q−1∑
c=0
fe(c)ζ
0 =
1
q
q−1∑
c=0
fe(c) =
1
q
q−1∑
c=0
1 =
1
q
q + 1
2
=
q + 1
2q
σd(0) =
q + 1
2
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q−1∑
b=1
fˆe(b)σd(b) =
q−1∑
b=1
fˆe(b)
∑
x∈E
ζblx
d
Or g préserve E, donc ∀x ∈ E fe(lxd) = 1.
|E| = q+12q +
q−1∑
b=1
fˆe(b)σd(b)
q−1∑
b=1
fˆe(b)σd(b) =
q+1
2 − q+12q q+12
q−1∑
b=1
fˆe(b)σd(b) =
q2−1
4q
On obtient alors la majoration suivante :
q2 − 1
4q
=
q−1∑
b=1
fˆe(b)σd(b) ≤
( q−1∑
b=1
∣∣∣fˆe(b)∣∣∣ )max
b 6=0
|σd(b)|
Maintenant il faut majorer
q−1∑
b=1
∣∣∣fˆe(b)∣∣∣.
Lemme 6.14.5.
q−1∑
b=1
∣∣∣fˆe(b)∣∣∣ ≤ 1 + 12 log( q−32 ) < log q+22 .
Ainsi on a :
q2 − 1
4q
≤
(
1 +
1
2
log(
q − 3
2
)
)
max
b6=0
|σd(b)| < log q + 2
2
max
b 6=0
|σd(b)| .
D'après le lemme de la partie précédente :
q2 − 1
4q
≤
(
1 +
1
2
log(
q − 3
2
)
)
2
14
4
pi
(d− 1) 14 q 34 + 4 log q + 4 < log q + 2
2
23(d− 1) 14 q 34
q2−1
4q <
log q+2
2 2
3d
1
4 q
3
4
(q2−1)4
44q4
< (log q+2)
4
24
212dq3
(q2−1)4
212282−4(log q+2)4q3q4 < d
d > (q
2−1)4
216q7(log q+2)4
.
La démonstration du point 3 du théorème est achevée.
6.14.3 Démonstration du quatrième exemple
Supposons que les séquences a et ad soient cycliquement identiques, alors comme dans
la démonstration précédente, cela implique que la fonction g :
{
Fq → Fq
x 7→ 2−τxd mod q
conserve E l'ensemble des éléments pairs de Fq. La méthode que nous allons utiliser
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consiste à calculer de 2 manières diﬀérentes une somme exponentielle et comparer les 2
résultats obtenus. Soit
W =
{
z ∈ Z tel que 0 ≤ z ≤
[
q − 1
4
]}
et soit
s = 2
[
q − 1
4
]
+ 1.
Lemme 6.14.6. La congruence lxd ≡ 2(u − v) + s mod q telle que x ∈ E, u et v ∈ W
n'a pas de solution.
Considérons la somme exponentielle suivante : 1q
∑
u,v∈W
∑
x∈E
q−1∑
b=0
ζb(lx
d−2(u−v)−s).
D'après le lemme précédent, lxd − 2(u − v) − s n'est pas congrue à 0 modulo q. Donc
∀u, v ∈W,x ∈ E ζ lxd−2(u−v)−s 6= 1, ainsi
q−1∑
b=0
(ζ lx
d−2(u−v)−s 6= 1)b = 0. Alors :
1
q
∑
u,v∈W
∑
x∈E
q−1∑
b=0
ζb(lx
d−2(u−v)−s) = 0.
Calculons cette somme d'une autre manière :
1
q
∑
u,v∈W
∑
x∈E
q−1∑
b=0
ζb(lx
d−2(u−v)−s) = 1q
q−1∑
b=0
∑
u∈W
ζ−2bu
∑
v∈W
ζ2bv
∑
x∈E
ζblx
d
ζ−bs
= 1q
q−1∑
b=0
σb(d)ζ
−bs ∑
u∈W
ζ−2bu
∑
v∈W
¯ζ−2bv
= 1q
q−1∑
b=0
σb(d)ζ
−bs
∣∣∣∣ ∑
u∈W
ζ−2bu
∣∣∣∣2
0 = 1qσ0(d)
∣∣∣∣ ∑
u∈W
1
∣∣∣∣2 + 1q q−1∑
b=1
σb(d)ζ
−bs
∣∣∣∣ ∑
u∈W
ζ−2bu
∣∣∣∣2
0 = 1q
q+1
2 |W |2 + 1q
q−1∑
b=1
σb(d)ζ
−bs
∣∣∣∣ ∑
u∈W
ζ−2bu
∣∣∣∣2
q+1|W |2
2q = −1q
q−1∑
b=1
σb(d)ζ
−bs
∣∣∣∣ ∑
u∈W
ζ−2bu
∣∣∣∣2
q+1|W |2
2q ≤ 1q
q−1∑
b=1
|σb(d)|
∣∣ζ−bs∣∣ ∣∣∣∣ ∑
u∈W
ζ−2bu
∣∣∣∣2
q+1|W |2
2q ≤ 1q
q−1∑
b=1
|σb(d)|
∣∣∣∣ ∑
u∈W
ζ−2bu
∣∣∣∣2 .
D'après le lemme page 134 [42], on a : |σd(b)| < 23(d− 1) 14 q 34 .
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q+1|W |2
2q <
1
q2
3(d− 1) 14 q 34
q−1∑
b=1
∣∣∣∣ ∑
u∈W
ζ−2bu
∣∣∣∣2
< 1
q
1
4
23(d− 1) 14
q−1∑
b=1
∑
u∈W
∣∣ζ−2bu∣∣2
< 1
q
1
4
23(d− 1) 14
q−1∑
b=1
∑
u∈W
∣∣ζ−2bu∣∣2
< 1
q
1
4
23(d− 1) 14
q−1∑
b=1
∑
u∈W
1
< 1
q
1
4
23(d− 1) 14
q−1∑
b=1
|W |
< 1
q
1
4
23(d− 1) 14 (q − 1) |W |
< 1
q
1
4
23(d− 1) 14 q |W |
< q
3
4 23(d− 1) 14 |W |
q+1|W |
2q < q
3
4 23(d− 1) 14
q + 1 |W | < q 74 24(d− 1) 14
(d− 1) 14 > q+1|W |
q
7
4 24
d− 1 > (q+1)4|W |4
q7216
.
Or |W | ≥ q−14 .
d− 1 > (q+1)4(q−1)4
q721628
d > (q
2−1)4
224q7
.
La démonstration du point 4 du thèorème 6.14.1 est achevée.
6.15 Durée et Complexité p-adique
Dans le cas linéaire (LFSR), la complexité linéaire est la taille du plus petit registre
générant une séquence donnée. Cette taille est déﬁnie par le nombre de connexions néces-
saires. Elle correspond au degré du polynôme minimal de la séquence. Dans le cas d'un
registre à retenue (FCSR), en plus de la taille du registre principal, il faut tenir compte
de la taille de la mémoire. La mémoire étant un entier, elle prend un certain nombre de
bits non négligeable. Il faut donc redéﬁnir la complexité du registre dans le cas 2-adique.
Pour une séquence strictement périodique, la mémoire reste dans l'intervalle [0,
i=r∑
i=1
qi[
où les qi sont les coeﬃcients de connexion (proposition 6.6.1). La taille de la mémoire
est ainsi limitée et dépend de la taille du registre principal. Par contre, dans le cas d'une
séquence ultimement périodique, la mémoire initiale peut prendre une très grande va-
leur. Nous déﬁnissons deux notions : la complexité p-adique et la durée p-adique et nous
montrons qu'elle diﬀère au plus de "logp(complexité)".
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Soit a une séquence strictement ou ultimement périodique. Considérons un FCSR
F = (Fp, r, q) générant cette séquence. On sait que r ≥ [logp(q+1)]. Comme on cherche à
mesurer la taille du plus petit FCSR générant une séquence donnée, alors ici on prendra
les plus petits FCSRs, c'est-à-dire qu'on impose r = [logp(q + 1)]. C'est équivalent à
supposer que qr 6= 0. Notons aussi m la mémoire initiale du registre. On déﬁnit alors
l'entier suivant :
λ =

r + max
(
[logp(
i=r∑
i=1
qi)], [logp(|m|)] + 1
)
si m 6= 0
r + [logp(
i=r∑
i=1
qi)] si m = 0
r est la taille du plus registre d'entier de connexion q qui génère a. D'après la proposition
6.6.1, la valeur de la mémoire retourne vers l'intervalle [0,
i=r∑
i=1
qi[. Donc la mémoire après
un certain temps a une taille en bits inférieure ou égale à [logp(
i=r∑
i=1
qi)]. Il existe donc
deux cas : Dans le premier, la mémoire initiale est dans cet intervalle et alors la taille du
registre est déﬁnie comme étant la taille du registre principal plus la taille en bits de la
case mémoire
[logp(q + 1)] + [logp(
i=r∑
i=1
qi)],
dans le deuxième, la mémoire initiale ne se situe pas dans cet intervalle et dans ce cas,
la taille du registre est déﬁnie par la taille du registre principal plus la taille en bits
de la case mémoire. Cependant, malgré que la mémoire ne se situe pas dans l'intervalle
[0,
i=r∑
I=1
qi[, elle peut être négative et avoir sa valeur absolue dans cet intervalle, alors la
taille de la mémoire reste inférieure à [logp(
i=r∑
i=1
qi)]. Pour tenir compte de ce cas, on ajoute
un "+1" :
[logp(q + 1)] + [logp(|m|)] + 1.
Déﬁnition 6.15.1 (Durée p-adique). La durée p-adique d'une séquence périodique a est
le plus petit entier λ déﬁni par les FCSRs et les mémoires initiales générant a. On le
note λp(a).
Déﬁnition 6.15.2 (complexité p-adique). Considérons une séquence périodique a et son
entier p-adique associé α sous sa forme irréductible sq . La complexité p-adique de a est
logp(max(|s|, |q|). On la note φp(a).
Remarque 6.15.1. Si a est strictement périodique, alors sa complexité p-adique est la
taille du registre principal.
Proposition 6.15.1. Soient a une séquence périodique et sq son entier p-adique associé
sous sa forme irréductible. Alors
|λp(a)− φp(a)| ≤ logp(φp(a)) + 2.
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Avant d'entamer la démonstration de cette proposition, nous avons besoin du lemme
suivant :
Lemme 6.15.1. Considérons un entier q = qrpr + . . .+ q1p− 1 avec qr 6= 0 et un entier
m. Considérons a0, . . . , ar−1 ∈ Fp et
s =
i=r−1∑
i=1
j=r−i−1∑
j=0
(qiajp
i+j)−mr−1pr −
i=r−1∑
i=0
aip
i,
alors
1.
i=r−1∑
i=1
j=r−i−1∑
j=0
(qiajp
i+j) ≤ (w − 1)pr.
2. Si s > 0, alors m ≤ w − qr − 1 et
−(m+ 1)pr < s ≤ (w − qr −m)pr.
3. Si s < 0, alors m ≥ 0 et
max(0, (m− w + qr)pr) ≤ |s| < |m+ 1|pr.
Démonstration. La première assertion se démontre ainsi :
i=r−1∑
i=1
j=r−i−1∑
j=0
(qiajp
i+j) ≤
i=r−1∑
i=1
qip
i
j=r−i−1∑
j=0
ajp
j
≤
i=r−1∑
i=1
qip
i(p− 1)(1 + p+ . . .+ pr−i−1)
≤
i=r−1∑
i=1
qip
i(p− 1)pr−i−1p−1
≤
i=r−1∑
i=1
qi(p
r − pi)
≤
i=r−1∑
i=1
qip
r
≤ (w − qr)pr
≤ (w − 1)pr.
La deuxième assertion se démontre à partir de la première :
s > 0 ⇒
i=r−1∑
i=1
j=r−i−1∑
j=0
(qiajp
i+j) > mr−1pr +
i=r−1∑
i=0
aip
i
⇒ (w − qr)pr > mpr
⇒ w − qr > m
⇒ w − qr − 1 ≥ m.
s =
i=r−1∑
i=1
j=r−i−1∑
j=0
(qiajp
i+j)−mr−1pr −
i=r−1∑
i=0
aip
i
≤ (w − qr)pr −mpr
s ≤ (w − qr −m)pr.
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s ≥ −
i=r−1∑
i=0
aip
i −mpr
≥ −(p− 1)pr−1p−1 −mpr
≥ −pr + 1−mpr
s > −(m+ 1)pr.
La troisième assertion se démontre ainsi :
s > 0 ⇒ mpr >
i=r−1∑
i=1
j=r−i−1∑
j=0
(qiajp
i+j)−
i=r−1∑
i=0
aip
i
⇒ mpr > −
i=r−1∑
i=0
aip
i
⇒ mpr > −(pr − 1)
⇒ mpr > −pr
⇒ m > −1
⇒ m ≥ 0.
0 > s > −mr−1pr −
i=r−1∑
i=0
aip
i
0 > s > −mpr − pr + 1
0 s > −(m+ 1)pr
|s| < |m+ 1|pr.
Or m ≥ 0, donc |s| < (m+ 1)pr.
s ≤ (w − qr)pr −mpr
s ≤ −(m− w + qr)pr.
Si m− w + qr > 0 alors |s| ≥ (m− w + qr)pr. Sinon |s| ≥ 0. On alors
|s| ≥ max(0, (m− w + qr)pr).
proposition 6.15.1. En élevant exponentiellement cette inégalité, on obtient :
− logp(φp(a))− 2 ≤ λp(a)− φp(a) ≤ logp(φp(a)) + 2
p− logp(φp(a))p−2 ≤ pλp(a)p−φp(a) ≤ plogp(φp(a))p2
pφp(a)
φp(a)p2
≤ pλp(a) ≤ pφp(a)φp(a)p2.
Or pφp(a) = plogp(max(|s|,|q|) = max(|s|, |q|) et
pλp(a) = p[logp(q+1)] max
(
p
[logp(
i=r∑
i=1
qi)]
, p[logp(|m|)]p
)
. L'inégalité se traduit alors par
max(|s|,|q|)
logp(max(|s|,|q|)) ≤ p
2p[logp(q+1)] max
(
p
[logp(
i=r∑
i=1
qi)]
, p[logp(|m|)]p
)
p[logp(q+1)] max
(
p
[logp(
i=r∑
i=1
qi)]
, p[logp(|m|)]p
)
≤ p2 max(|s|, |q|) logp(max(|s|, |q|)).
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Posons, r = [logp(q + 1)], w =
i=r∑
i=1
et Φ = max(|s|, |q|). Il faut donc démontrer les
inégalités suivantes :
Φ
logp(Φ)
≤ pr+2 max
(
p[logp(w)], p[logp(|m|)]p
)
pr max
(
p[logp(w)], p[logp(|m|)]p
)
≤ p2Φ logp(Φ).
Rappelons qu'ici λ est le plus petit des lambda en fonction de r, q et m. Nous étudions
4 cas possibles.
1. Si s < −q, alors
|s| > |q| ⇒ Φ = max
(
|s|, |q|
)
= |s| ⇒ φp(a) = logp |s|.
Si r ≥ 2, alors :
q ≥ qrpr − 1 ≥ pr − 1 ≥ p2 − 1 ≥ 22 − 1 = 3.
q ≥ 3⇒ s < −3⇒ |s| > 3.
Notons g(x) = xlogp(x) . Sa dérivée g
′
(x) =
logp(x)−logp(e)
logp(x)
2 ≥ 0 si et seulement si
x ≥ e. Donc g est croissante sur [e,+∞[. Le lemme 6.15.1 implique que m ≥ 0 et
|s| ≤ (m+ 1)pr.
3 < |s| ≥ (m+ 1)pr ⇒ |s|logp(|s|) ≤
(m+1)pr
logp((m+1)p
r)
⇒ Φlogp(Φ) ≤
(m+1)pr
logp(m+1)+r
.
m ≥ 0 ⇒ m+ 1 ≥ 1⇒ logp(m+ 1) ≥ 0
⇒ logp(m+ 1) + r ≥ r ⇒ 1logp(m+1)+r ≥
1
r .
Φ
logp(Φ)
≤ (m+ 1)p
r
logp(m+ 1) + r
≤ (m+ 1)p
r
r
≤ m+ 1
2
pr.
Si m = 0, alors
s < −q ⇒
i=r−1∑
i=1
j=r−i−1∑
j=0
(qiajp
i+j)−
i=r−1∑
i=0
aip
i < −q
⇒
i=r−1∑
i=1
j=r−i−1∑
j=0
(qiajp
i+j) <
i=r−1∑
i=0
aip
i − q
⇒ 0 < 1 + p+ . . .+ pr−1 − qrpr + 1
⇒ 0 < p+ (p− 1)p+ . . .+ (p− 1)pr−1 − qrpr
⇒ 0 < (1− qr)pr ≤ 0.
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C'est absurde, donc m ≥ 1.
m ≥ 1 ⇒ m ≥ m+12 ⇒ [logp(m)] + 1 ≥ [logp(m+ 1)] + 1
⇒ [logp(m)] + 1 ≥ logp(m+12 )⇒ p[logp(m)]+1 ≥ m+12
⇒ Φ
logp(Φ)
≤ prp[logp(m)]+1
⇒ Φ
logp(Φ)
≤ prp2 max
(
p[logp(w)], p[logp(m)]+1
)
.
On a démontré la première inégalité, il reste à montrer la deuxième inégalité.
qr 6= 0⇒ q ≥ pr − 1⇒ |s| > q ≥ pr − 1⇒ |s| ≥ pr.
Supposons que |m| ≥ r et rappelons que w ≤ r.
pr max
(
p[logp(w)], p[logp(|m|)]p
)
≤ pr max
(
p[logp(w)]p, p[logp(|m|)]p
)
≤ pr+1 max
(
w, |m|
)
≤ pr+1r
≤ prpr
≤ p logp(|s|)|s|
pr max
(
p[logp(w)], p[logp(|m|)]p
)
≤ p2Φ logp(Φ).
Supposons que |m| ≥ r + 1. Comme s < 0 alors d'après le lemme 6.15.1, |s| ≥
(m− w + 1)pr.
(m− r + 1)r −m = (m− r)(r − 1) ≥ 0⇒ (m− r + 1)m ≥ m.
p2Φ logp(Φ) ≥ p2(m− w + 1)pr logp
(
(m− w + 1)pr
)
≥ pr+2(m− w + 1)
(
logp(m− w + 1) + r
)
≥ pr+2(m− r + 1)
(
logp(m− r + 1) + r
)
m− r + 1 = (m− r − 1) + 2 ≥ 2⇒ logp(m− r + 1) ≥ 0.
p2Φ logp(Φ) ≥ pr+2(m− r + 1)r
≥ pr+2m
≥ pr+2plogp(m)
≥ pr+2p[logp(m)]
≥ prp[logp(m)]+1
≥ pr max
(
p[logp(w)]+1, p[logp(m)]+1
)
p2Φ logp(Φ) ≥ pr max
(
p[logp(w)], p[logp(m)]+1
)
.
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2. Si s > q, alors :
Φ = max(|s|, |q|) = s⇒ φp(a) = logp(s).
D'après le lemme 6.15.1, on trouve que
s > q ≥ p− 1⇒ s > 0⇒ s ≤ (w − qr −m)pr.
Φ
logp(Φ)
=
s
logp(s)
≤ (w − qr −m)p
r)
r + logp(w − qr −m)
.
w − qr −m ≥ s > 0⇒ w − qr −m ≥ 1⇒ logp(w − qr −m) ≥ 0.
Φ
logp(Φ)
≤ (w − qr −m)p
r)
r
≤ wp
r)
r
.
w ≤ r ⇒ w
r
≤ 1 < p.
Φ
logp(Φ)
≤ pr+1.
w ≥ 1⇒ logp(w) ≥ 0⇒ p[logp(w)] ≥ 1.
|m| 6= 0⇒ |m| ≥ 1⇒ p[logp(|m|)]+1 ≥ p.
pr+2 max
(
p[logp(w)], p[logp(|m|)]+1
)
≥ pr+2p = pr+3 > pr+1 > Φ
logp(Φ)
.
Pour la deuxième inégalité, on trouve que
pr max
(
p[logp(w)], p[logp(|m|)]p
)
≤ pr max
(
plogp(w), plogp(|m|)p
)
≤ pr max
(
w, p|m|
)
.
D'après lemme 6.15.1, m ≥ w − qr − 1. Si m > 0, alors :
m ≤ w − qr − 1 < w ≤ r < pr.
pr max
(
p[logp(w)], p[logp(|m|)]p
)
≤ pr max
(
pr, pm
)
≤ prpr ≤ pr+2r ≤ p2rpr.
s > q ≥ qrpr − 1 ≥ pr − 1⇒ s ≥ pr.
pr max
(
p[logp(w)], p[logp(|m|)]p
)
≤ p2 logp(s)s = p2Φ logp(Φ).
Si m < 0, alors
s =
i=r−1∑
i=1
j=r−i−1∑
j=0
(qiajp
i+j)−mr−1pr −
i=r−1∑
i=0
aip
i
≥ −(p− 1)pr−1p−1 + |m|pr = pr|m| − pr + 1 > pr(|m| − 1).
pr max
(
w, p|m|
)
= p2pr(|m|−1) max
( w
p2(|m| − 1) ,
|m|
p(|m| − 1)
)
≤ p2sr ≤ p2Φ logp(Φ).
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3. Si −q < s < 0, alors :
Φ = max(|s|, |q|) = q ⇒ φp(a) = logp(q).
q = qrp
r + . . .+ q1p− 1 ≤ (p− 1)(1 + p+ . . .+ pr)− 1 = pr+2 − 2 < pr+2.
[logp(w)] ≥ [logp(1)] = 0⇒ p[logp(w)] ≥ 1.
[logp |m|] ≥ [logp(1)] = 0⇒ p[logp |m|]+1 ≥ p > 1.
Φ
logp(Φ)
=
q
logp(q)
<
pr+1
r
≤ pr+1 < pr+2 < pr+2 max
(
p[logp(w)], p[logp |m|]+1
)
.
Pour la deuxième inégalité, d'après le corollaire 6.5.1, la séquence a = seqp(
s
q ) est
strictement périodique et la mémoire initiale prend sa valeur dans [0, w[.
pr max
(
p[logp(w)], p[logp(m)]+1
)
≤ pr max(w, pm)
≤ pr max(r, pr)
≤ prp2r ≤ p2q logp(q) ≤ p2Φ logp(Φ).
C'est vrai si et seulement si q > pr. Or q ≥ qrpr − 1 et
q > pr ⇔ q 6= qrpr − 1⇔ w 6= 1.
Dans le cas contraire, m = 0 et c'est exclu. C'est ce qu'il fallait démontrer pour ce
troisième cas.
4. Si 0 < s < q, alors
Φ = max(|s|, q) = q.
On revient à la démonstration de la première inégalité dans le cas précédent. Pour
la seconde inégalité, d'après le lemme 6.15.1, m ≤ w − qr − 1. Si m ≥ 0, alors
pr max
(
p[logp(w)], p[logp(m)]+1
)
≤ pr max(w, pm)
≤ pr max(w, p(w − qr − 1))
≤ prpw ≤ p2prr.
Si q = pr − 1, alors w = 1 et
pr+1w = pr+1 ≤ pr+1r ≤≤ ppq logp(q) = p2Φ logp(Φ).
En eﬀet pq = qrpr+1 − 1 > pr. Si q > pr − 1, alors
q ≥ pr ⇒ p2prr ≤ p2q logp(q) = p2Φ logp(Φ).
Si m < 0, alors d'après le lemme 6.15.1,
pr+1 > q > s > −(1− |m|)pr = (|m| − 1)pr ⇒ |m| − 1 < p⇒ |m| < p.
|m| < p⇒ logp |m| < 1⇒ [logp |m|] ≤ 0⇒ p[logp |m|]+1 ≤ p.
pr max
(
p[logp(w)], p[logp |m[]+1
)
≤ pr max(w, p) ≤ prrp ≤ pq logp(q)p = p2Φ logp(Φ).
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Proposition 6.15.2. Soient a et b deux séquences strictement périodiques. Soient a et b
leur entier p-adique associé. Considérons la séquence c = seqp(a+b). Alors la complexité
p-adique et la durée p-adique de c sont bornées :
φp(c) ≤ φp(a) + φp(b) + logp(2)
λp(c) ≤ λp(a) + λp(b) + 2 logp(λp(a)) + 2 logp(λp(b)) + 3 logp(2) + logp(3) + 2
Démonstration. La séquence c est extraite du développement p-adique de a+ b.
a+ b =
s1
q1
+
s2
q2
=
s1q2 + s2q1
q1q2
.
Φ = max(s1q2 + s2q1, q1q2, q1q2) ≤ 2 max(q1, s1) max(q2, s2).
φp(c) = logp(max(q1, s1)) + logp(max(q2, s2)) + logp(2) = φp(a) + φp(b) + logp(2).
Pour la suite de la preuve, on renvoit aux pages 127-132 de [8].
Il existe des m-séquences de durée 2-adique très grande.
Théorème 6.15.1. Soit a une séquence strictement périodique de période T . Considérons
q le plus petit diviseur premier de 2T −1. Alors λ2(a) la durée 2-adique de a est au moins
égale à log2(q + 1) + 1. Si 2
T − 1 est premier, alors λ2(a) = T + 1.
Démonstration. La durée 2-adique dépend de l'entier de connexion et de la mémoire
initiale.
λ2(a) = inf
q,m
{
[log2(q + 1)] + max
(
[log2(
i=r∑
i=1
qi)], ([log2(|m|)] + 1)1m 6=0
)}
.
Comme a est de période T , alors son entier 2-adique associée est
i=T−1∑
i=0
ai2
i
2T−1 . Le FCSR de
plus petit entier de connexion q
′
qui génère a divise 2T − 1. L'entier q′ est supérieur ou
égal au plus petit diviseur premier de 2T − 1. Donc [log2(q′ + 1)] ≥ [log2(q + 1)]. On a
max
(
[logp(
i=r∑
i=1
q
′
i)], [logp(|m|)] + 1
)
≥ 1 et [logp(
i=r∑
i=1
q
′
i)] ≥ 1. D'autre part, si 2T − 1 est
premier, il est son plus petit diviseur. Donc λ2(a) ≥ log2(2T ) + 1 = T + 1. En même
temps, le FCSR (F2, T, 2T −1) et la mémoire initialem = 0 génèrent a. La durée 2-adique
de ce FCSR est
r + [logp(
i=r∑
i=1
qi)] = T + 1.
Pour construire le plus petit FCSR générant une séquence donnée, on dispose de
l'algorithme d'approximation rationnel. Pour une séquence périodique de durée 2-adique
égale à M , il permet de construire le plus petit FCSR à partir de seulement 2M +
2 logp(M) bits. On renvoit aux pages 132-137 de [8] et à l'article [44] pour plus de détails.
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6.16 FCSRs en mode Galois
Les FCSRs en mode Galois sont développés par Goresky et Klapper dans [22].
6.16.1 Déﬁnitions et Conceptions
Déﬁnition 6.16.1 (FCSR en mode Galois). Un Feedback with Carry Shift Register en
mode Galois sur Fp de taille r et de coeﬃcients de connexion (q1, . . . , qr) ∈ (Fp)r est un
automate ou générateur de séquence dont les états sont des couples de la forme suivante
s(t) = (a(t),m(t)) avec
a(t) = (a0(t), . . . , ar−1(t)) ∈ (Fp)r et m(t) = (m1(t), . . . ,mr(t)) ∈ (Z)r;
et dont l'opération de changement d'état est déﬁnie comme suit : Calculons
σi(t+ 1) = qi+1a0(t) + ai+1(t) +mi+1(t) et σr−1(t+ 1) = qra0(t) +mr(t).
L'addition et la multiplication se font dans Z. Puis on calcule
ai(t+ 1) = σi(t+ 1)(modp) et mi+1(t+ 1) = σi(t+ 1)(divp).
La fonction de retour est f(s(t)) = s(t+ 1) et la fonction de sorties est g(s(t)) = a0(t).
On répète ce procédé à l'inﬁni. Le FCSR génère la séquence inﬁnie
(g(s(0)), g(f(s(0))), g(f2(s(0))), . . .) = (a0(0), a0(1), a0(2), . . .)
appelée séquence de sorties. L'état s(0) est appelé l'état initial de la séquence de sorties,
r la taille du FCSR, q1, . . . , qr les coeﬃcients de connexion du FCSR.
La ﬁgure 6.3 représente un FCSR en mode Galois. On peut aussi retenir en sortie
Figure 6.3  Mode Galois des registres à décalage et à rétroaction linéaire avec retenue.
toutes les cellules. À chaque cellule correspondra une séquence de sortie
ai = (ai(0), ai(1), . . . , ai(t), . . .).
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Les sorties du FCSR peuvent être représentées par un seul élément : Considérons la
séquence vectorielle de dimension r sur (Fp)N déﬁnie par
a = (a0, . . . , ar−1) ∈ ((Fpn)N)r.
Nous utilisons pour l'analyse la représentation matricielle.
6.16.2 Analyse et Représentation Matricielle
À toute séquence de sorties ai, on associe son développement p-adique déﬁni par la
série formelle dans Zp :
αi =
t=+∞∑
t=0
ai(t)p
t.
La séquence vectorielle a est donc associée au vecteur de dimension r sur Zp donné par
α = (α0, . . . , αr−1) ∈ (Zp)r.
Le changement d'états peut se traduire par la multiplication matricielle suivante :
(σ0(t+ 1), σ1(t+ 1), . . . , σr−1(t+ 1)) = a(t).

q1 q2 . . . qr
0
Ir−1
...
0
+m(t)
Déﬁnition 6.16.2 (Matrice compagnon). Cette matrice notée M s'appelle la matrice
compagnon du FCSR en mode Galois.
M est une matrice dans Z. Elle caractérise le FCSR en mode Galois. Donc un FCSR
en mode Galois peut être déﬁni par le couple (Fp,M) ou par le triplet (Fp, r, q) avec q
étant toujours l'entier de connexion.
Théorème 6.16.1. Soit un FCSR F = (Fp, r, q) en mode Galois. Soit un état ini-
tial (a0(0), . . . , ar−1(0),m1(0), . . . ,mr(0)) et sa séquence de sorties a0. Alors α0 est un
nombre rationnel de la forme suivante :
α0 =
s
q
où − s = a0(0) + a1(0)p+ . . .+ ar−1(0)pr−1 +m1(0)p+ . . .+mr(0)pr.
Démonstration. α vériﬁe le système linéaire à coeﬃcients dans Z suivant :
α(Ir − pM) = a(0) + pm(0).
I−pM est une matrice dansMr(Z). L'anneau Z étant commutatif, il existe une comatrice
de I − pM notée Comat(I − pM) telle que
(I − pM).Comat(I − pM) = det(I − pM).I.
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det(I − pM) ≡ 1 mod p dans Z. Il est donc non nul et inversible dans Q. On a alors :
α =
1
det(I − pM)
(
a(0) + pm(0)
)
.Comat(I − pM).
α est donc un vecteur de nombre rationnel dans Q ayant pour même dénominateur
det(I − pM). On peut calculer les numérateurs, en particulier pour α0, c'est le produit
scalaire entre la première colonne de la comatrice et a(0) + pm(0). On démontre par
récurrence sur r que det(I − pM) = −q = 1 − q1p − . . . − qrpr. La comatrice est de la
forme
Comat(I − pM) =

1 ∗ . . . ∗
p ∗ . . . ∗
...
...
...
pr−1 ∗ . . . ∗
 .
Donc
α0 = −1
q
(a(0) + pm(0)).

1
p
...
pr−1
 .
Avec cette méthode matricielle, on a démontré que α ∈ Qr. La forme du numérateur
de αi se détermine en multipliant le vecteur a(0) + pm(0)) par la iième colonne de la
comatrice de M . Le dénominateur est toujours −q = det(I − pM).
Corollaire 6.16.1. Soit un FCSR (F = (Fp, r, q). Les séquences de sorties de chaque
cellule sont périodiques. La période divise l'ordre de p modulo q. Si −1 ≤ αi ≤ 0, alors
la séquence de sorties ai est strictement périodique.
Démonstration. Ce corollaire est une conséquence du corollaire 6.5.1.
La proposition 6.8.1 donne la représentation exponentielle des FCSR séquences en
mode Galois :
ai = (−sp−i) (mod q) (mod p).
Une séquence générée par un FCSR en mode Galois peut être générée par un FCSR en
mode Fibonacci.
Théorème 6.16.2. Soit un FCSR F = (Fp, r, q) en mode Galois. Soit un état ini-
tial s(0) = (a(0),m(0)). La séquence de sorties a0 peut être générée par le FCSR F =
(Fpn , r, q) en mode Fibonacci à partir de l'état initial
a(0) = (a0(0), . . . , a0(r − 1)).
Démonstration. D'après l'algorithme 6.7.1, on peut déterminer une mémoire initiale m
tel que l'état initial (a0(0), . . . , a0(r − 1),m) génère la séquence a0 à partir du FCSR
F = (Fp, r, q) en mode Fibonacci.
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Les FCSR séquences en mode Galois sont donc des FCSR séquences en mode Fibo-
nacci.
6.17 Généralisation et mode Ring
Les FCSRs en mode Ring ont été introduits et étudiés par Arnault, Berger, Laura-
doux, Minier, et Pousse [24].
6.17.1 Déﬁnitions et Conceptions
Déﬁnition 6.17.1 (FCR). Un Feedback with Carry Registers (FCR) construit sur Fp
de longueur r et de matrice de transition T = (ti,j)i,j ∈ Mr×r(Fp) est un automate ou
générateur de séquence dont les états sont des couples de la forme s(t) = (a(t),m(t)) où
a(t) = (a0(t), . . . , ar−1(t)) ∈ (Fp)r et m(t) = (m1(t), . . . ,mr(t)) ∈ Zr ; et dont l'opération
de changement d'état est donnée par
a(t+ 1) =
(
a(t)T +m(t)
)
(modp)
m(t+ 1) =
(
a(t)T +m(t)
)
(divp).
Déﬁnition 6.17.2 (le mode Ring). On dit qu'un FCR est en mode Ring si sa matrice
de transition vériﬁe t1,r 6= 0 et ti+1,i = 1 pour tout 1 ≤ i ≤ r − 1.
La matrice de transition du mode Ring est de la forme suivante
T =

t1,1 . . . t1,r−1 t1,r
1 . . . t2,r−1 t2,r
...
. . .
...
...
tr,1 . . . 1 tr,r
 .
On rappelle que les modes Fibonacci et les modes Galois sont représentés respectivement
par ces deux matrices.
F =

0 . . . 0 qr
1 . . . 0 qr−1
...
. . .
...
...
0 . . . 1 q1
 G =

q1 . . . qr−1 qr
1 . . . 0 0
...
. . .
...
...
0 . . . 1 0
 .
La ﬁgure 6.4 représente un FCR de taille 3.
6.17.2 Analyse
L'analyse des FCRs montrent que les sorties sont identiques à celles des FCSRS. Les
FCRs permettent toutefois de construire des registres à retenue avec une implantation
plus eﬃcace.
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Figure 6.4  Registre à rétroaction linéaire avec retenue de taille 3
Théorème 6.17.1. Une séquence de sorties d'un FCR de matrice de transition T est
aussi générée par un FCSR d'entier de connexion −det(I −XT ).
Démonstration. La preuve est identique à celle du théorème 6.16.1.
Chapitre 7
Registre vectoriel à rétroaction
linéaire avec retenue
7.1 Introduction
Les LFSRs se construisent sur Fp comme sur Fpn . En eﬀet, dans la théorie des valua-
tions, dans le cas d'égale caractéristique, il existe un unique anneau de valuation discrète
complet de corps résiduel Fpn à isomorphisme près. Il s'agit des séries formelles sur le
corps Fpn . Dans le cas des FCSRs, un problème se pose. Les FCSRs se construisent fa-
cilement sur Fp, puisque l'anneau des entiers p-adiques est un outil facile et puissant
pour l'analyse des FCSRs. Par contre, quand on cherche à construire les FCSRs sur Fpn ,
on bute sur les vecteurs de Witt. En eﬀet, les FCSRs correspondent au cas d'inégale
caractéristique des anneaux de valuation discrète complets de corps résiduel Fpn . Pour
n = 1, il s'agit de W (Fp) ∼= Zp l'anneau des entiers p-adiques. Mais pour n ≥ 2, il s'agit
de W (Fpn). Or l'anneau des vecteurs de Witt est diﬃcilement utilisable de par sa struc-
ture algébrique compliquée. Il faut donc trouver un autre moyen pour étudier les FCSRs
construits sur Fpn .
En 1994, Andrew Klapper introduit brièvement une conception vectorielle des FCSRs
[26] mais se cantonne à une analyse formelle. Nous avons développé une analyse vectorielle
des FCSRs qui donne des résultats similaires à ceux que l'on obtient pour les FCSRs. La
méthode d'analyse repose sur l'anneau de valuation discrète complet Zp[X]/(P ) (voir co-
rollaire 4.8.2) où P est un polynôme irréductible et unitaire sur FP relevé canoniquement
sur Zp. Nous avons présenté ces résultats pour la première fois devant l'équipe Maathicah
de l'Université Paris 8 puis nous avons publié une communication à la revue SETA 2010
aux éditions Springer [27], communication exposée lors des conférences SETA 2010 à
Paris Telecom. Dans ce chapitre, nous présentons ces résultats sur les FCSRs Vectoriels
en mode Fibonacci.
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7.2 Le mode Fibonacci
7.2.1 Formalisme
L'entier p reste un nombre premier et n un entier quelconque. Nous conservons le
même schéma que les FCRS sur Fp. Cependant, nous devons redéﬁnir les espaces sur
lesquels nous opérons. Le corps Fpn est un Fp-espace vectoriel de dimension n. Il est
unique à isomorphisme près et se construit à l'aide d'un polynôme P de degré n irré-
ductible sur Fp. Pour tout p premier et pour tout n, il existe au moins un tel polynôme.
On le choisit unitaire. Le corps Fpn est isomorphe à Fp[X]/(P ). Le choix du polynôme
est important. En eﬀet, sa forme inﬂue sur la diﬃculté des calculs du registre puisque le
polynôme déﬁnit les lois d'addition et de multiplication. En règle générale, on choisira
un trinôme. L'existence de telle forme trinomiale sera étudiée par la suite.
Pour les FCSRs, l'état initial est relevé dans Z. Ici, nous choisissons le relèvement
canonique de P dans Z[X] identiﬁée à lui même. Le polynôme P reste irréductible dans Z
puisqu'il l'est sur Fp et qu'il est unitaire donc de contenu primitif. On construit Z[X]/(P )
qui est un Z-module libre de rang n.
Enﬁn, pour décrire les calculs vectoriels, nous devons ﬁxer une base. On choisit la
base canonique
{
1, X¯, . . . , X¯n−1
}
où X¯ est la classe de X modulo P . On la notera
B pour Z[X]/(P ). Cette méthode vectorielle permet d'obtenir des résultats facilement
implémentables en hardware comme en software.
Déﬁnition 7.2.1 (automate VFCSR). Un Feedback with Carry Shift Register Vectoriel
ou VFCSR en mode Fibonacci sur le triplet (Fp, P,B) de taille r et de coeﬃcients de
connexion q1, . . . , qr ∈ Fp[X]/(P ) est un automate ou un générateur de séquences dont
les états sont des éléments
s = (a0, a1, . . . , ar−1,mr−1)
où les ai sont dans Fp[X]/(P ) et mr−1 est dans Z[X]/(P ) ; et dont le changement d'état
s'opère de la manière suivante :
On écrit tous les éléments sous forme de vecteur.
∀ i ∈ N, ai =
j=n−1∑
j=0
aijX¯
j où aij ∈ {0, 1, . . . , p− 1} ,
∀ 1 ≤ i ≤ r, qi =
j=n−1∑
j=0
qijX¯
j où qij ∈ {0, 1, . . . , p− 1} ,
∀ i ≥ r − 1, mi =
j=n−1∑
j=0
mijX¯
j où mij ∈ Z.
On prend le relèvement canonique des ai et des qi dans la base B puis on calcule
σr =
i=r∑
i=1
qiar−i +mr−1
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comme un vecteur sur B. Pour tout i ≥ r, σi =
j=n−1∑
j=0
σijX¯
j où σij ∈ Z. L'élément σ est
une expression polynomiale en X¯ de degré 2n − 2 et on élimine les degrés strictement
supérieurs à n − 1 en utilisant l'expression vectorielle des puissances X¯i dans la base B
déterminée par P . Supposons que pour tout j ≥ n,
Xj =
t=n−1∑
t=0
bjtX¯
t où bjt ∈ Z.
On obtient les coordonnées de σ par des calculs directs,
σrt =
k=t∑
k=0
i=r∑
i=1
(qika
r−i
t−k) +
j=2n−2∑
j=n
(bjt
k=n−1∑
k=j−n+1
i=r∑
i=1
(qika
r−i
j−k)) +m
r−1
t .
Puis on calcule les coordonnés de ar et celle de mr dans la base B,
art = σ
r
t (mod p) et m
r
t =
1
p
(σrt − art ).
La fonction de retour (feedback function) est f(s) = (a1, . . . , ar,mr−1) et la fonction
de sorties (output function) est g(x0, . . . , xr−1, y) = x0. Le FCSR vectoriel génère une
séquence vectorielle inﬁnie
a = (g(s), g(f(s)), g(f2(s)), . . .) = (a0, a1, a2, . . .).
s est appelé l'état initial, q1, . . . , qr les coeﬃcients de connexion de la récurrence et la
séquence entière m = (mr−1,mr, . . .) est appelée séquence mémoire.
Déﬁnition 7.2.2. Les séquences de sorties des VFCSR sont appelées VFCSR-séquences.
7.2.2 Calcul vectoriel
Dans cette section, on détaille les techniques de calcul vectoriel qu'on utilise pour les
VFCSRs. Le calcul σz, pour tout z ≥ r, se fait de la manière suivante
σz =
i=r∑
i=1
qi︸︷︷︸ az−i︸︷︷︸ +mz−1︸ ︷︷ ︸
=
i=r∑
i=1
k=n−1∑
k=0
qikX¯
k
j=n−1∑
j=0
az−ij X¯
j +
j=n−1∑
j=0
mz−1j X¯
j
=
i=r∑
i=1
n−1∑
j,k=0
(qika
z−i
j )X¯
k+j +
j=n−1∑
j=0
mz−1j X¯
j
=
n−1∑
j,k=0
i=r∑
i=1
(qika
z−i
j )X¯
k+j +
j=n−1∑
j=0
mz−1j X¯
j
σz =
2n−2∑
j=0
(
0≤l,k≤n−1∑
k+l=j
i=r∑
i=1
qika
z−i
l )X¯
j +
j=n−1∑
j=0
mz−1j X¯
j
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On exprime les X¯j dans la base B. Pour cela, on utilise les lois de multiplication et
d'addition déﬁnies le polynôme P . On suppose que Xj =
t=n−1∑
t=0
bjtX¯
t où bjt ∈ Fp.
σz =
j=2n−2∑
j=n
0≤l,k≤n−1∑
k+l=j
i=r∑
i=1
(qika
z−i
l )
t=n−1∑
t=0
(bjtX¯
t) +
n−1∑
j=0
0≤l,k≤n−1∑
k+l=j
i=r∑
i=1
(qika
z−i
l )X¯
j +
t=n−1∑
t=0
mz−1t X¯t
=
t=n−1∑
t=0
j=2n−2∑
j=n
bjt
k=n−1∑
k=j−n+1
i=r∑
i=1
(qika
z−i
j−k)X¯
t +
t=n−1∑
t=0
k=t∑
k=0
i=r∑
i=1
(qika
z−i
t−k)X¯
t +
t=n−1∑
t=0
mz−1t X¯t
σz =
t=n−1∑
t=0
[ j=2n−2∑
j=n
(bjt
k=n−1∑
k=j−n+1
i=r∑
i=1
(qika
z−i
j−k)) +
k=t∑
k=0
i=r∑
i=1
(qika
z−i
t−k) +m
z−1
t
]
X¯t.
On en déduit donc les coordonnées dans la base B de σr données dans la déﬁnition des
VFCSRs. De la relation σz = pmz + az, on obtient la relation de récurrence vectorielle
suivante
azt =
k=t∑
k=0
i=r∑
i=1
(qika
z−i
t−k) +
j=2n−2∑
j=n
(bjt
k=n−1∑
k=j−n+1
i=r∑
i=1
(qika
z−i
j−k)) +m
z−1
t − pmzt .
7.3 Analyse des VFCSRs
Dans cette section, nous présentons les bénéﬁces de cette construction vectorielle dans
l'analyse des FCSRs construits sur Fpn . En eﬀet, on construit une correspondance entre
FNpn l'ensemble des séquences et Zpn le produit direct de l'anneau des entiers p-adiques.
ainsi, on évite les vecteurs de Witt et leur structure algébrique complexe. Les séquences
de sorties du VFCSR correspondent à n séquences p-aires.
a = (ai)i∈N =
j=n−1∑
j=0
(aij)i∈NX¯
j =
j=n−1∑
j=0
ajX¯
j
a =

a0
a1
...
an−1
 =
 a
0
0 a
1
0 a
2
0 · · ·
...
...
...
a0n−1 a12n−1 a2n−1 · · ·

À chaque séquence p-aire, on associe son développement p-adique noté βt et on obtient
un vecteur p-adique.
β =
 β0...
βn−1
 =
 a
0
0 +a
1
0p +a
2
0p
2 + · · ·
...
...
...
a0n−1 +a1n−1p +a2n−1p2 + · · ·
 .
On a donc construit une correspondance entre FpnN et Zpn.
FpN → Zpn
a 7→
( ∑
z∈N
azt p
z
)t=n−1
t=0
.
CHAPITRE 7. REGISTRE VECTORIEL AVEC RETENUE OU VFCSR 220
L'entier de connexion joue un rôle central dans l'analyse des FCSRs. Ici, la construction
vectorielle nécessite d'exprimer l'entier de connexion sous forme vectorielle. En eﬀet, q
est un élément du Z-module libre Z[X]/(P ).
q =
i=r∑
i=1
qip
i − 1 =
i=r∑
i=1
j=n−1∑
j=0
qijX¯
jpi − 1 =
j=n−1∑
j=0
(
i=r∑
i=1
qijp
i)X¯j − 1.
pr · · · p
1
X¯
...
X¯n−1

qr0
qr1
...
qrn−1
 · · ·

q10
q11
...
q1n−1


→ q˜0
→ q˜1
...
→ q˜n−1

↓ · · · ↓
qr · · · q1
On pose q˜0 =
i=r∑
i=1
qi0p
i−1 et q˜j =
i=r∑
i=1
qijp
i pour tout 1 ≤ j ≤ n−1. Ce sont les coordonnées
vectorielles de q dans la base B.
q =

q˜0
q˜1
...
q˜n−1

B
−

1
0
...
0

B
.
Déﬁnition 7.3.1 (vecteur de connexion). On appelle (q˜0, q˜1, . . . , q˜n−1) le vecteur de
connexion du VFCSR sur le triplet (Fpn , P,B).
Proposition 7.3.1. Soit un VFCSR sur le triplet (Fpn , P,B) de vecteur de connexion
(q˜0, q˜1, . . . , q˜n−1). Soit a une séquence de sorties et β son vecteur p-adique associé. Alors
β vériﬁe un système linéaire à coeﬃcients entiers de la forme suivanteβt −
j=2n−2∑
j=n
k=n−1∑
k=j−n+1
(bjt q˜kβj−k)−
k=t∑
k=0
q˜kβt−k = p˜t

t=n−1
t=0
,
où les p˜t sont des entiers déterminés par l'état initial.
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Démonstration. On fait un calcul direct :
βt =
z=+∞∑
z=0
azt p
z
=
z=r−1∑
z=0
azt p
z +
z=+∞∑
z=r
azt p
z
=
z=r−1∑
z=0
azt p
z +
z=+∞∑
z=r
[ 2n−2∑
j=n
k=n−1∑
k=j−n+1
i=r∑
i=1
(bjtq
i
ka
z−i
j−k) +
k=t∑
k=0
i=r∑
i=1
(qika
z−i
t−k)
]
pz
+
z=+∞∑
z=r
[
mz−1t − pmzt
]
pz
=
z=r−1∑
z=0
azt p
z +
2n−2∑
j=n
k=n−1∑
k=j−n+1
[
bjt
i=r∑
i=1
(
qikp
i
z=+∞∑
z=r
(az−ij−kp
z−i)
)]
+
k=t∑
k=0
i=r∑
i=1
[
qikp
i
z=+∞∑
z=r
(az−it−kp
z−i)
]
+mr−1t pr
=
z=r−1∑
z=0
azt p
z +
2n−2∑
j=n
k=n−1∑
k=j−n+1
[
bjt
i=r∑
i=1
(
qikp
i(βj−k −
z=r−i−1∑
z=0
(azj−kp
z)
)]
+
k=t∑
k=0
i=r∑
i=1
[
qikp
i
(
βt−k −
z=r−i−1∑
z=0
(azt−kp
z)
)]
+mr−1t pr
=
z=r−1∑
z=0
azt p
z +
2n−2∑
j=n
k=n−1∑
k=j−n+1
(bjt q˜kβj−k)−
2n−2∑
j=n
k=n−1∑
k=j−n+1
i=r∑
i=1
z=r−i−1∑
z=0
(bjtq
i
ka
z
j−kp
z+i)
+
k=t∑
k=0
(q˜kβt−k)−
k=t∑
k=0
i=r∑
i=1
z=r−i−1∑
z=0
(qika
z
t−kp
i+z) +mr−1t pr
βt =
z=r−1∑
z=0
azt p
z +mr−1t pr −
2n−2∑
j=n
k=n−1∑
k=j−n+1
i=r∑
i=1
z=r−i−1∑
z=0
(bjtq
i
ka
z
j−kp
z+i)−
k=t∑
k=0
i=r∑
i=1
z=r−i−1∑
z=0
(qika
z
t−kp
z+i)
+
2n−2∑
j=n
k=n−1∑
k=j−n+1
(bjt q˜kβj−k) +
k=t∑
k=0
(q˜kβt−k).
On pose
p˜t =
z=r−1∑
z=0
azt p
z+mr−1t p
r−
2n−2∑
j=n
k=n−1∑
k=j−n+1
i=r∑
i=1
z=r−i−1∑
z=0
(bjtq
i
ka
z
j−kp
z+i)−
k=t∑
k=0
i=r∑
i=1
z=r−i−1∑
z=0
(qika
z
t−kp
z+i).
La matrice représentant ce système a des coeﬃcients diagonaux congrus à 1 modulo
p et tous ses autres coeﬃcients multiples de p. Donc le déterminant de cette matrice est
congru à 1 modulo p. Elle est donc inversible. Ses coeﬃcients sont des combinaisons li-
néaires des coordonnés vectorielles de l'entier de connexion q dans la base B. Le résolution
du système donne comme solution
β =
1
| det(M)|sgn(detM)Comat(M)(p˜t)0≤t≤n−1,
où sgn(x) représente le signe de x et Comat(M) représente la comatrice de M .
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Déﬁnition 7.3.2 (Matrice de connexion). On appelle cette matrice la matrice de connexion
du VFCSR sur le triplet (Fp, P,B).
Théorème 7.3.1. Soit un VFCSR sur le triplet (Fp, P,B) de vecteur de connexion
(q˜0, q˜1, . . . , q˜n−1) et de matrice de connexion M . Pour toute séquence de sorties a, son
vecteur p-adique associé est un vecteur de rationnels dans 1| detM |Z
n et detM est un entier
impair.
Démonstration. C'est une conséquence directe de la résolution du système obtenu pré-
cédemment.
7.4 Norme de connexion et Changement de base
Dans cette section, nous présentons l'analyse du VFCSR sous une forme intrinsèque,
c'est-à-dire ne dépendant pas de la base choisie. Rappelons que Q[X]/(P ) est une exten-
sion du corps Q de degré n. En eﬀet, P est irréductible sur Z et de contenu 1, donc il est
irréductible sur Q. Comme Q est un corps, Q[X] est euclidien. L'idéal principal engendré
par P est maximal. Le quotient Q[X]/(P ) est donc un corps. C'est un Q-espace vectoriel
de dimension n.
Déﬁnition 7.4.1 (Norme). Soit x un élément de Q[X]/(P ). La norme de x est le dé-
terminant de la transformation linéaire déﬁnie par la multiplication par l'élément x dans
Q[X]/(P ). Cette norme sera notée dans la suite NQ[X]/(P )Q (x) ou N(x). [45]
Lemme 7.4.1. La norme de q est entière.
Démonstration. Dans la base B, q a des coordonnées entières. Sa matrice de multiplica-
tion est donc à de coeﬃcients entiers et donc son déterminant est aussi entier.
Proposition 7.4.1. La matrice de connexion M est la matrice de multiplication dans la
base canonique B de la transformation linéaire déﬁnie par la multiplication par −q. Le
déterminant de M est la norme de −q.
detM = N(−q) = (−1)nN(q).
Démonstration. Nous devons faire le calcul direct. soit β un élément de Q[X]/(P ).
−qβ = (1−
k=n−1∑
k=0
q˜kX¯
k)(
j=n−1∑
j=0
βjX¯
j)
=
j=n−1∑
j=0
βjX¯
j −
j=n−1∑
j=0
k=n−1∑
k=0
βj q˜kX¯
j+k
=
j=n−1∑
j=0
βjX¯
j −
t=2n−2∑
t=0
∑
k+j=t
βj q˜kX¯
t
=
j=n−1∑
j=0
βjX¯
j −
t=n−1∑
t=0
k=t∑
k=0
q˜kβt−kX¯t −
t=n−1∑
t=0
j=2n−2∑
j=n
bjt
j=n−1∑
k=j−n+1
q˜kβj−kX¯t
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La tième coordonnée de −qβ dans la base B est
βt −
k=t∑
k=0
q˜kβt−k −
j=2n−2∑
j=n
j=n−1∑
k=j−n+1
bjt q˜kβj−k.
Elle coincide avec la ième ligne du système linéaire déﬁnie par M . Donc la matrice de
multiplication par −q est M . Le déterminant de M est donc N(−q)
Le vecteur p-adique associé à la séquence de sorties du VFCSR est donc un vecteur de
rationnels ayant le même dénominateur N(−q) où q est l'entier de connexion. La norme de
−q ne dépend pas de la base choisie. En eﬀet, le changement de base revient à remplacer
M par une matrice équivalente, c'est-à-dire de la forme PMP−1 où P est inversible et
de déterminant detP = 1. Choisissons donc une autre base.
Posons la base
Fpn ∼= Fpµ¯1 + . . .+ Fpµ¯n−1
et son relèvement dans Z[X]/(P )
Zµ1 + . . .+ Zµn−1.
Déﬁnissons la loi de multiplication de la manière suivante
µjµk =
t=n−1∑
t=0
bj,kt µt.
En redéﬁnissant l'écriture vectorielle de tous les paramètres et données du registre dans
cette nouvelle base, on obtient la relation de récurrence vectorielle suivante :
atr =
n−1∑
j,k=0
bj,kt
i=r∑
i=1
qija
r−i
k +m
r−1
t − pmrt .
Les séquences de sorties s'écrivent aussi comme vecteurs de séquences p-aires dans cette
nouvelle base. Nous avons la correspondance entre (Fpn)N et (Zp)n déﬁnie par
(Fpn)N → (Zp)n
a =
t=n−1∑
t=0
atµt 7→ β =
( z=+∞∑
z=0
azt p
z
)t=n−1
t=0
.
β vériﬁe un système linéaire à coeﬃcients entiers de la forme suivanteβt −
n−1∑
j,k=0
bj,kt q˜jβk = p˜t

0≤t≤n−1
où les p˜t sont des entiers à déterminer. On vériﬁe de même que la matrice qui déﬁnit ce
système linéaire est la matrice de la transformation linéaire déﬁnie par la multiplication
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par −q dans la base {µ1, . . . , µn−1}. Les coeﬃcients diagonaux sont congrus à 1 modulo
p tandis que les autres coeﬃcients sont congrus à 0 modulo p. Donc son déterminant qui
est la norme de −q est inversible. On vient de vériﬁer par des calculs explicites que le
quelque soit la base sur laquelle nous construisons les VFCSRs, les vecteurs p-adiques
associés aux séquences de sorties sont des vecteurs dans 1|N(q)|Z
n.
Déﬁnition 7.4.2 (Norme de connexion). La valeur absolue de la norme de l'entier de
connexion est appelée la norme de connexion du FCSR construit sur le couple (Fp, P ) et
on la notera q˜.
7.5 Périodicité
Dans cette section, nous discutons de la périodicité des séquences de sorties d'un
VFCSR. Toute séquence de sorties peut être décomposée en vecteur de séquences dites
p-aires. Nous étudions la périodicité de la séquences de sorties à travers la périodicité de
ces séquences p-aires qui forment ses composantes vectorielles.
Proposition 7.5.1. Soit a = (at)0≤t≤n−1 une séquence vectorielle dans une base B. La
séquence a est périodique si et seulement si at est périodique. La période de a est le plus
petit commun multiple des périodes de at. La séquence a est strictement périodique si et
seulement si pour tout t, at est strictement périodique.
Démonstration. La preuve est évidente.
Théorème 7.5.1. Toute séquence générée par un VFCSR construit sur le triplet (Fp, P,B)
est périodique. Elle est strictement périodique si et seulement si −1 ≤ βt ≤ 0 pour tout
0 ≤ t ≤ n− 1.
Démonstration. D'après le théorème 7.3.1, βt l'entier p-adique associé à at est rationnel,
donc d'après le théorème 3.10.2, a est périodique. Elle est strictement périodique si et
seulement si pour tout 0 ≤ t ≤ n − 1, at est strictement périodique. La séquence at est
strictement périodique si −1 ≤ βt ≤ 0. Le reste suit.
Corollaire 7.5.1. Soit β =
( r˜t
q˜
)t=n−1
t=0
le vecteur p-adique associé à la séquence de sorties
a d'un VFCSR. S'il existe t tel que r˜t /∈ q˜Z, alors :
per(a) = PPCM0≤t≤n−1
{
ordqt(p); qt =
q˜
PGCD(q˜, p˜t)
et pt /∈ q˜Z
}
.
Sinon per(a) = 1.
Démonstration. Si βt = r˜tq˜ , on distingue deux cas : si q˜ divise r˜t, alors per(at) = 1, sinon
on réduit βt sous forme irréductible
r˜
′
t
q˜′
et per(at) = ordq˜′ (p) et q˜
′
= q˜
PGCD(q˜,r˜t)
.
La période de a est le PPCM des périodes des at. Si pour tout 0 ≤ t ≤ n− 1, q˜ divise r˜t,
alors per(at) = 1 pour tout 0 ≤ t ≤ n− 1 et donc per(a) = 1. Sinon, per(a) est le PPCM
des périodes de at tel que q˜ ne divise pas r˜t.
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L'entier q˜ est représenté par une n-forme dont les arguments sont q˜0−1, q˜1, . . . , q˜n−1.
De plus, la période divise toujours ordq˜(p) et ordq˜ = (p) ≤ q˜ − 1. Donc la période
maximale est q˜ − 1.
7.6 Comportement de la mémoire
Dans le cas des FCSRs p-aires, nous avons vu que la mémoire croit ou décroit vers
l'intervalle [0,
∑i=r
i=1 qi[ puis y reste indéﬁniment. Dans cette section, nous étudions le
comportement de la mémoire des VFCSRs.
Pour tout 0 ≤ k ≤ n− 1, déﬁnissons le poids de Hamming des entiers q˜k
wk =
i=r∑
i=1
qik.
et déﬁnissons les constantes suivantes
Kt =
k=t∑
k=0
wk +
j=2n−2∑
j=n
bjt
k=n−1∑
k=j−n+1
wk.
Proposition 7.6.1. Pour tout 0 ≤ t ≤ n− 1 :
1. Si mr−1t ∈ [0,Kt[, alors la mémoire suivante mrt reste dans [0,Kt[.
2. Si mr−1t = Ki, alors la mémoire suivante mrt décroit de manière monotone et après
au plus r étapes, elle est dans [0,Kt[.
3. Si mr−1t > Ki, alors la mémoire suivante mrt décroit de manière monotone et après
au plus [logp(m
r−1
t −Kt)] + r étapes, elle est dans [0,Kt[.
4. Si mr−1t < 0, alors la mémoire suivante mrt décroit de manière monotone et après
au plus [logp |mr−1t |] + r + 1 étapes, elle est dans [0,Kt[.
Démonstration. Nous démontrons la proposition pour n = 2. On cherche deux constantes
minimales K0 et K1 telles qu'on ait des résultats similaires.
0 ≤ mr−11 ≤ K1
0 ≤ σr1 ≤ 2w1 + w0 +mr−11
}
⇒ 0 ≤ mr1 ≤ w1 + w02 + K12
0 ≤ mr−10 ≤ K0
0 ≤ σr0 ≤ w1 + w0 +K0
}
⇒ 0 ≤ mr0 ≤ w12 + w02 + K02
On cherche K1 et K0 tels que w1 +
w0
2 +
K1
2 ≤ K1 et w12 + w02 + K02 ≤ K0. On obtient
alors les constantes minimales K1 = 2w1 +w0 et K0 = w1 +w0. Pour le point 2), on a :
mr−11 = K1 ⇒ K1 ≤ σr1 ≤ 2K1
1. Si K1 = 0, alors m
r−1
1 = w0 = w1 = 0 et donc pour tout i, q
i
1 = q
i
0 = 0. Du coup,
σr1 = 0⇒ ar1 = 0⇒ mr1 = 0 et par récurrence (mi1)i≥r = 0. CQFD
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2. Si K1 ≥ 1, alors :
K1 ≤ σr1 ≤ 2K1
1 ≤ σr1 ≤ 2K1
0 ≤ σr1 − ar1 ≤ 2K1
0 ≤ mr1 ≤ K1
 Si 0 ≤ mr1 < K1, alors CQFD.

mr1 = K1 ⇒ σr1 = 2K1 + ar1
⇒
i=r∑
i=1
(
qi1a
z−i
1 + q
i
1a
z−i
0 + q
i
0a
z−i
1
)
+K1 = 2K1 + a
r
1
⇒
i=r∑
i=1
(
qi1a
z−i
1 + q
i
1a
z−i
0 + q
i
0a
z−i
1
)
= K1 + a
r
1
⇒ 0 ≤ K1 + ar1 ≤ K1 ⇒ ar1 = 0
⇒ σr1 = 2K1
Cela implique que si qi1 = 1⇒
{
ar−i1 = 1
ar−i0 = 1
et que si qi0 = 1⇒ ar−i1 = 1. Pour
l'état suivant, avec l'incrémentation de ar1 et la sortie de a0, on a un 0 en plus.
après au plus r − 1 états, ar1 coincide alors avec un qi1 ou un qi0 non-nul. Donc il
existe 1 ≤ j ≤ r tel que :
i=r∑
i=1
(
qi1a
z+j−i
1 + q
i
1a
z+j−i
0 + q
i
0a
z+j−i
1
)
< 2w1 + w0 ⇒ 0 ≤ mr+j1 < K1
Pour le point 3), on a : Posons er−11 = m
r−1
1 −K1 > 0.
er−11 = m
r
1 −K1 = 12(σr1 − ar1)−K1
= 12
[ i=r∑
i=1
(
qi1a
z+j−i
1 + q
i
1a
z+j−i
0 + q
i
0a
z+j−i
1
)
+mr−11 − ar1 − 2K1
]
=
er−11
2 +
1
2
[ i=r∑
i=1
(
qi1a
z+j−i
1 + q
i
1a
z+j−i
0 + q
i
0a
z+j−i
1
)
− ar1 − 2K1
]
er1 ≤ e
r−1
1
2
er1 ≤ [ e
r−1
1
2 ]
Par récurrence, on trouve er−1+k1 ≤ e
r−1
1
2k
et er−1+k1 ≤
[
er−2+k1
2
]
.
er−11
2k
< 2⇔ er−11 < 2k+1 ⇔ log2(er−11 ) < k + 1⇔ k + 1 = [log2(er−11 )] + 1⇔ k = [log2(er−11 )]
er−11
2k
< 2⇒ er−1+k1 ≤ 1⇒ er+k1 ≤ [12 ] = 0⇒ mr−k1 ≤ K1
Donc après k = [log2(e
r−1
1 )] état, m
r−k
1 ≤ K1, on revient au cas précédents et il faut au
plus r états pour que les mémoires (mi1)i≥k+r ⊆ [0,K1[. Pour le point 4), on distingue
deux cas :
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1. Si σr1 ≥ 0, alors σr1 ≥ ar1 et donc mr1 ≥ 0 ce qui correspond aux propositions
précédentes.
2. Si σr1 < 0, alors :
mr−11 ≤
i=r∑
i=1
(
qi1a
z−i
1 + q
i
1a
z−i
0 + q
i
0a
z−i
1
)
+mr−11 < 0⇒ |σr1| ≤ |mr−11 |
σr1 − 1
2
≤ mr1 ≤
σr1
2
< 0⇒ |σ
r
1|
2
≤ |mr1| ≤
|σr1|+ 1
2
Par récurrence |mr−1+k1 | ≤ m
r−1
1
2 +
1
2k
+ . . .+ 12 .
On pose L1 = [log2(|mr−11 |)] + 1.
L1 − 1 ≤ log2(|mr−11 |) < L1
2L1−1 ≤ |mr−11 | < 2L1
1
2 ≤
|mr−11 |
2L1
< 1
|mr−1+L11 | ≤
mr−11
2
+
1
2L1
+ . . .+
1
2
≤ 2− 1
2L1
< 2
 Si mr−1+L11 ≥ 0, on utilise les propositions précédentes et il faut au plus r − 1
états pour que la mémoire revienne dans l'intervalle en question.
 Si mr−1+L11 = −1, alors :
(a) Si q0 = q1 = −1 alors les mémoires (mr−1+k1 )k≥L1 sont égales à −1.
(b) Sinon il existe un qij = 1, et ou bien σ
r+L1+1
1 ≥ 0, ou bien σr+L1+11 = −1.
i. Si σr+L1+11 ≥ 0 alors σr+L1+11 ≥ ar+L1+11 ⇒ mr+L1+11 ≥ 0, c'est ce qu'il
fallait démontrer.
ii. Si σr+L1+11 = −1, alorsmr+L1+11 = −1 et ar+L1+11 = 1. Donc les registres
sont incrémentés de 1 dans les états suivants et au bout de r − 2 états
au plus, on revient au cas précédent.
On donnera pour exemple le cas quadratique et le cas cubique en caractéristique 2
explicités plus loin. Pour un VFCSR construit sur le triplet (F2, X2 − X − 1,B), nous
trouvons K0 = w0 + w1 et K1 = w0 + 2w1. Pour le VFCSR construit sur le triplet
(F2, X3 − X − 1,B), nous trouvons K0 = w0 + w1 + w2, K1 = w0 + 2w1 + 2w2 et
K2 = w0 + w1 + 2w2.
Si l'on construit les VFCSRs sur une autre base B′ = {µ0, . . . , µn−1} que la base
canonique, il suﬃt de calculer les coordonnées vectorielles sur B′ de l'élément
i=r∑
i=1
qi(µ0 + . . .+ µn−1)
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et on a la relation
i=r∑
i=1
qi(µ0 + . . .+ µn−1) = K
′
0µ0 + . . .+K
′
n−1µn−1.
7.7 Algorithme d'Initialisation
Dans cette section, nous répondons à la question inverse : considérons β = ( r˜0s˜0 , . . . ,
r˜n−1
s˜n−1 )
un vecteur de rationnel dont les dénominateurs sont tous impairs, comment déterminer
un VFCSR construit sur un triplet (Fp, P,B) et un état initial qui donnent en sortie
une séquence vectorielle dont le vecteur p-adique associé coincide avec β ? Si un VFCSR
génère la séquence extraite du développement p-adique de β, il doit être construit sur
un triplet (Fp, P,B) avec P un polynôme unitaire et irréductible de degré n. On choisira
B comme base canonique de Z[X]/(P ). En d'autres termes, nous cherchons un VFCSR
construit sur le triplet (Fp, P,B) de taille r avec le vecteur de connexion (q˜0, . . . , q˜n−1) et
un état initial (a0, . . . , ar−1,mr−1). Toutes ces inconnues satisfont à une équation de la
forme
β =
1
| det(M)|sgn(detM)Comat(M)(p˜t)0≤t≤n−1.
Pour résoudre cette équation, suivons la procédure suivante :
1. Calculons le PPCM des dénominateurs s˜t.
q˜ = PPCM {s˜0, . . . , s˜n−1} .
Le but étant de mettre β sous une forme β = ( r˜0q˜ , . . . ,
s˜n−1
q˜ ).
2. Le triplet (Fp, P,B) détermine la forme de la matrice de connexion du VFCSR et
ainsi nous avons une n-forme det(M) = f(q˜0 − 1, q˜1, . . . , q˜n−1) (f représente la n-
forme). En eﬀet, rechercher les coeﬃcients de connexion revient à chercher l'entier
de connexion ou autrement dit à chercher les coordonnées de q dans la base B. Ici,
nous connaissons la norme de q.
|N(−q)| = q˜.
On doit résoudre l'équation |f(q˜0 − 1, q˜1, . . . , q˜n−1)| = q˜ avec les conditions sui-
vantes : q˜0, . . . , q˜n−1 sont des multiples de p positifs. C'est un exercice algébrique
diﬃcile. Il peut être fait avec un outil informatique comme un simple programme
sur Matlab qui consisterait à générer les entiers représentés par f et chercher ceux
qui coincident avec q˜. Supposons ce problème résolu.
3. Calculons r = max
{
[logp(q˜i)]; 0 ≤ i ≤ n− 1
}
. C'est la taille du VFCSR.
4. Donnons le développement p-adique du vecteur de connexion obtenu. En déduire
les coeﬃcients de connexion q1, . . . , qr.
5. Écrivons a0i + a
1
i p + . . . + q
r−1
i p
r−1 les r premiers coeﬃcients du développement
p-adique pour r˜iq˜ (pour tout 0 ≤ i ≤ n− 1).
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6. Avec toutes ces données entrées dans l'équation de départ, il reste à déterminer la
mémoire initiale. La mémoire mr−1t apparait dans l'équation
β =
1
|det(M)|sgn(detM)Comat(M)(p˜t)0≤t≤n−1,
seulement dans l'expression de p˜t pour tout 0 ≤ t ≤ n−1. C'est un système linéaire
n× n à n indéterminées.
Le VFCSR et l'état initial obtenus en sortie de cet algorithme génèrent la séquence
vectorielle dont β est le vecteur p-adique associé.
7.8 Représentation exponentielle vectorielle
Les FCSRs séquences possèdent une représentation dite représentation exponentielle.
En eﬀet, si a est une FCSR séquence strictement périodique diﬀérente de la séquence
triviale (p− 1, p− 1, . . .) et si son développement p-adique coincide avec celui de sq , alors
pour tout i ≥ 0,
ai = (−sp−i) (mod q) (mod p).
Dans cette partie, nous énoncons un résultat semblable pour les VFCSR-séquences.
Théorème 7.8.1. Considérons un VFCSR construit sur le triplet (Fp, P,B) de norme
de connexion q˜. Soit a une séquence de sorties et β = ( r˜0q˜ , . . . ,
r˜n−1
q˜ ) son vecteur p-adique
associé. Alors
∀i ∈ N, ai =
(
− p−i
t=n−1∑
t=0
r˜tX¯
t
)
(mod |q˜|) (mod p).
Pour démontrer ce théorème, il faut d'abord le démontrer dans le cas n = 1, c'est-à-
dire le cas binaire.
Preuve de la proposition 6.8.1. Zp est un anneau de valuation discrète donc il possède un
unique idéal premier qui est pZp. L'ensemble des éléments inversibles de Zp est Zp−pZp.
L'entier q n'étant pas dans pZp est donc un entier p-adique inversible.
s
q
= a0 + a1p+ a2p
2 + . . . ⇒ s = qa0 + qa1p+ qa2p2 + . . .
⇒ s ≡ qa0 mod p
⇒ s ≡ (qrpr + . . .+ q1p− 1)a0 mod p
⇒ s ≡ −a0 mod p
⇒ a0 ≡ −s mod p
0 ≤ a0 < p ⇒ a0 = (−s) (mod p)
−q < s ≤ 0 ⇒ 0 ≤ −s < q
⇒ −s = (−s) (mod q)
⇒ a0 = (−s) (mod q) (mod p)
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Comme s ≡ qa0 mod p, alors s− qa0
p
∈ Z. On a de même
1
p
(s− qa0)
q
= a1 + a2p+ a3p
2 + . . . ⇒ a1 = −1
p
(s− qa0) (mod p)
−q < s ≤ 0 ⇒ −2q < s− qa0 ≤ 0
⇒ −2
p
q <
s− qa0
p
≤ 0
p ≥ 2 ⇒ −q < s− qa0
p
≤ 0
⇒ 0 ≤ −s− qa0
p
< q.
p et q sont premiers entre eux, donc p est inversible dans Z/qZ. Il existe alors un entier
0 ≤ n < q et un entier k tel que np = qk + 1.
−ns+ s− qa0
p
=
−nps+ s− qa0
p
=
−qks− s+ s− qa0
p
=
q(−ks− a0)
p
.
Donc
q(−ks− a0)
p
∈ Z. Or p et q sont premiers entre eux, donc p | −ks − a0. Ainsi
−ns+ s− qa0
p
∈ qZ.
−ns ≡ −s− qa0
p
mod q.
0 ≤ −s− qa0
p
< q ⇒ −s− qa0
p
= −ns (mod q).
On en conclut que a1 = −ns (mod q) (mod p). On notera n par p−1 l'inverse de p
modulo q et on a par récurrence pour tout i ai = (−pis) (mod q) (mod p).
Démonstration du théorème 7.8.1. Nous avons ai =
t=n−1∑
t=0
aitX¯
t. Or du développement
p-adique
r˜t
q˜
= a0t + a
1
t p+ a
2
t p
2 + . . .
, on déduit que ait = (−r˜tp−i) (mod q˜) (mod p). L'écriture vectorielle donne
ai =
(
p−i
t=n−1∑
t=0
(−r˜tX¯t)
)
(mod |q˜|) (mod 2).
7.9 l-séquences vectorielles
Nous avons vu que la période maximale d'une VFCSR-séquence est q˜ − 1. Elle peut
être atteinte si ordq˜(p) = q˜ − 1 et si la séquence n'est pas triviale.
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Théorème 7.9.1. Considérons un VFCSR de norme de connexion q˜. Soit a une séquence
de sorties et β = ( r˜tq˜ )
t=n−1
t=0 son vecteur p-adique associé. La séquence a est de période
maximale si et seulement si q˜ est premier, p est racine primitive modulo q˜ et s'il existe
t tel que q˜ ne divise pas r˜t.
Démonstration. Si q˜ est premier et p est racine primitive modulo q˜, alors ordq˜(p) = q˜−1.
Comme il existe t tel que r˜t n'est pas un multiple de q˜ premier, alors ils sont premiers
entre eux et PGCD(q˜, r˜t) = 1. Donc la période de at est ordq˜(p) = q˜ − 1. On a alors
q˜ − 1 = per(at) | per(a) | q˜ − 1.
On en déduit que la période de a est q˜ − 1. Inversement, si per(a) = q˜ − 1, alors
q˜ − 1 = per(a) | ordq˜(p) | q˜ − 1.
Donc ordq˜(p) = q˜ − 1 ce qui implique que Z/q˜Z a un sous-groupe multiplicatif cyclique
d'ordre q˜ − 1. Dit autrement, tout les éléments de Z/q˜Z sont inversibles, c'est donc un
corps. C'est vrai si et seulement si q˜ est premier. On a ordq˜(p) = q˜−1 si par déﬁnition p est
une racine primitive modulo q˜. Enﬁn, comme q˜ est premier, alors pour tout 0 ≤ t ≤ n−1,
per(a) =
{
1 si q˜ | r˜t
q˜ − 1 s q˜ - r˜t
Si pour tout t, per(at) = 1 alors per(a) = 1, ce qui est absurde, donc il existe un t tel
que q˜ ne divise pas r˜t.
Remarque 7.9.1. Dans le cas où q˜ est premier de racine primitive p, alors les séquences
at sont ou de période 1 ou de période q˜ − 1. On distingue deux cas :
1. pour tout t, at est triviale, alors a l'est aussi.
2. sinon per(a) = q˜ − 1.
On en déduit que dans ces conditions, une séquence de sorties est ou triviale ou de période
maximale.
Déﬁnition 7.9.1 (l-séquences vectorielles). Soit un VFCSR de norme de connexion
q˜. Supposons que q˜ est un nombre premier dont p est racine primitive modulo q˜. Une
séquence de sorties non-triviale est appelée l-séquence vectorielle et sa période est q˜ − 1.
L'existence d'une telle séquence est problématique. En eﬀet, en plus des conditions
standards de l'existence des l-séquences, c'est-à-dire q˜ premier et p racine primitive mo-
dulo q˜, il y a une autre condition. L'entier q˜ est représenté par une n-forme particulière
ayant une forme à déterminer et dépendante du choix du polynôme P et de la base B.
Il faut donc pouvoir générer de tels nombres. On verra par la suite l'existence de tels
nombres dans deux exemples, le cas quadratique et le cas cubique.
Notons que les séquences p-aires qui composent une l-séquence vectorielle sont soit
triviales soit des l-séquences p-aires. Elles vériﬁent donc les propriétés de distribution des
l-séquences comme la complémentarité des demi-périodes ou la propriété de l'équilibre
etc. . .
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7.10 Cas Quadratique et Cas Cubique en caractéristique 2
Dans cette partie, nous étudions deux cas particuliers : le cas quadratique et le cas
cubique. Le cas quadratique désigne les VFCSRs construits sur Fp2 et le cas cubique
désigne les VFCSRs construits sur Fp3 . Ici, nous choisissons p = 2.
7.10.1 Cas Quadratique
Le cas quadratique en caractéristique 2 est très particulier, car il existe un unique
polynôme de degré 2 irréductible modulo 2. Il s'agit du polynôme X2−X−1. Le VFCSR
construit sur le triplet (F2, X2 −X − 1,B) a pour matrice de connexion
M =
(
1− q˜0 −q˜1
−q˜1 1− q˜0 − q˜1
)
et detM = (q˜0 − 1)2 + (q˜0 − 1)q˜1 − q˜21
En posant u = q˜0 − 1 et v = q˜1, q˜ est de la forme u2 + uv − v2 avec u impair et v pair.
Grâce à un programme sur Matlab, on peut générer des nombres premiers q˜ représentés
par cette forme quadratique dont 2 est racine primitive modulo q˜. Voici un tableau de
valeurs.
q˜ u v
11 3 2
59 7 2
61 7 4
101 9 4
131 11 10
211 13 6
269 15 4
701 27 28
1259 35 34
Tous ces nombres sont premiers, admettent 2 comme racine primitive et sont représentés
par la forme quadratique u2 + uv − v2. En construisant notre VFCSR de vecteur de
connexion (u+ 1, v) et de taille r = max([log2(u+ 1)], [log2 v]), on génère des l-séquences
dite quadratiques.
7.10.2 Cas Cubique
Pour le cas cubique, on dispose d'un choix de polynôme irréductible modulo 2 de
degré 3. Il s'agit de X3 −X − 1 et X3 −X2 − 1. Prenons par exemple X3 −X − 1. Le
VFCSR construit sur le triplet (F2, X3 −X − 1,B) a pour matrice de connexion
M =
 1− q˜0 −q˜2 −q˜1−q˜1 1− q˜0 − q˜2 −q˜1 − q˜2
−q˜2 −q˜1 1− q˜0 − q˜2

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Figure 7.1  Représentation des VFCSRs quadratiques en mode Fibonacci
et detM = −u3 − v3 − w3 + 3uvw + uv2 − uw2 − 2u2w + vw2.
avec u = q˜0− 1, v = q˜1 et w = q˜2. De même avec un simple programme informatique, on
génère des nombres premiers représentés par cette forme cubique et admettant 2 comme
racine primitive. Voici un tableau de telles valeurs.
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q˜ u v w
11 −1 2 0
37 1 2 4
59 −1 2 4
83 3 0 2
101 5 4 2
149 5 4 4
173 5 2 2
4019 11 4 10
10133 17 2 8
15083 11 0 18
En construisant un VFCSR sur le triplet (F2, X3 − X − 1,B) de vecteur de connexion
(u + 1, v, w) et de taille max([log2(u + 1)], [log2 v], [log2w]), on génère des l-séquences
dites cubiques.
7.11 Un Exemple
Dans cette partie, nous illustrons toute cette théorie sur les VFCSR à travers un
exemple simple de l-séquence quadratique. Considérons le VFCSR construit sur le triplet
(F2, X2 − X − 1,B) de taille r = 2 et de coeﬃcients de connexion q1 = 1 et q2 = X¯.
Prenons pour état initial
(a0, a1,m1) = (1, X¯ + 1, 3− 4X¯).
En sortie, nous avons la séquence vectorielle suivante :
ai0 1 1 1 1 1 0 1 1 0 1 0 0 0 1 0 1 1 1 0 1 · · ·
ai1 0 1 0 1 0 1 0 1 1 1 0 1 0 0 0 1 0 1 1 1 · · ·
mi+10 3 2 1 1 1 1 0 1 1 1 1 1 0 0 0 0 0 1 1 1 · · ·
mi+11 −4 −1 0 1 1 1 1 1 1 2 1 1 1 1 0 1 1 1 1 2 · · ·
La pré-période est de longueur 6 et la période est 10. Le vecteur de connexion est
(q˜0, q˜1) = (4, 2) et la norme de connexion du VFCSR est q˜ = (4−1)2 +(4−1).2−22 = 11.
C'est bien une l-séquence de période 11− 1 et 11 est un nombre premier représenté par
la forme quadratique u2 + uv − v2 et 2 est racine primitive modulo 11.
Quand à l'évolution de la mémoire, on observe que m10 = 3 et qu'au bout de 3 étapes,
elle décroit vers l'intervalle [0, 2[ puis y reste indéﬁniment après 2 étapes. On observe
aussi que m11 = −4 et qu'elle croit vers l'intervalle [0, 3[ puis y reste indéﬁniment après
2 étapes. Rappelons que w0 = 1, w1 = 1 et donc K0 = 2 et K1 = 3. On vériﬁe bien les
résultats théoriques qui imposent que m10 doit retourner vers [0, 2[ après au plus 2 étapes
et que m11 doit retourner vers [0, 3[ après au plus log2(4) + 2 + 1 = 5 étapes.
Pour conclure sur les propriétés de distributions des bits, on remarque que dans une pé-
riode, il y a 5 zéros et 5 uns et que la première moitié d'une période est le complémentaire
en bits de la deuxième moitié de la période.
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7.12 Tests Statistiques et Applications
Nous avons implémenté les VFCSRs dans le cas quadratique en caractésristique 2,
c'est à dire tous les VFCSRs construits sur le triplet (F2, X2 −X − 1,B), pour vériﬁer
s'ils sont conformes aux tests statistiques de référence. Dans cette partie, nous exposons
très brièvement ces conclusions sur les VFCSRs et leur propriétés pseudo-aléatoires, ces
conclusions ont été présentées dans [27].
7.12.1 Implantation des VFCSRs quadratiques en caractéristique 2
Comme vu précédemment le cas quadratique des VFCSRs est primordial pour plu-
sieurs raisons, la première étant qu'il est le plus naturel à concevoir après le cas simple
n = 1 qui correspond aux FCSRs classiques construits sur F2 et la deuxième étant qu'il
y a un unique polynôme irréductible modulo 2. Nous explicitons le mode opératoire d'un
VFCSR quadratique :
1. Calculons, pour tout z ≥ r, les entiers σz1 et σz0 , comme suit
σz1 =
i=r∑
i=1
(
qi1a
z−i
1 + q
i
1a
z−i
0 + q
i
0a
z−i
1
)
+mz−11
σz0 =
i=r∑
i=1
(
qi1a
z−i
1 + q
i
0a
z−i
0
)
+mz−10
2. Décalons les éléments du premier registre et les éléments du deuxième registre vers
la droite tout en mettant en sortie les bits les plus à droite az−i1 et a
z−i
1 comme le
montre la ﬁgure,
3. Entrons az−i1 = σ
z
1 (mod 2) et a
z−i
0 = σ
z
0 (mod 2)), ∀z ≥ r
4. Remplaçons les mémoires précédentes par mz1 =
σz1−az1
2 et m
z
0 =
σz0−az0
2 .
Un VFCSR construit sur le triplet (F2, X2−X−1,B) de norme de connexion q˜ génère des
l-séquences vectorielles si et seulement si q˜ est premier et 2 est racine primitive modulo
q˜. De plus par construction q˜ est représenté par la forme quadratique u2 + uv − v2. La
recherche de tels nombres est fondamentale dans la mesure où pour un FCSR binaire cette
dernière condition n'existe pas. La théorie des nombres fournit des conjectures classiques
sur l'existence de tels nombres. Dans le cas d'un VFCSR quadratique, nous avons généré
quelques valeurs qui serviront comme point de départ pour nos tests statistiques. Dans
les tableaux 7.1, 7.2 et 7.3, pour chaque triplet (q˜, u, v), on mentionne aussi la longueur
2-adique de q˜ et le maximum des longueurs 2-adique de u et de v. On note
lx = [log2(x)].
l(u,v) = max(lu, lv).
On remarque que certains triplets sont plus intéressants que d'autres dans la pratique.
Par exemple, si on ﬁxe u, alors on voit que la période q˜ − 1 pour des valeurs v > u est
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lq˜ q˜ l(u,v) u v
4 11 2 3 2
4 11 5 31 50
10 1259 5 35 34
9 829 5 35 44
13 8821 6 85 28
11 2389 6 85 124
12 8179 6 89 86
11 3581 6 89 124
13 9949 6 95 84
12 7621 6 95 108
Table 7.1  Exemples de triplets de connexion pour l(u,v) égal à 5 et 6.
lq˜ q˜ l(u,v) u v
16 101419 8 331 354
16 109891 8 331 330
16 115259 8 339 338
16 103451 8 339 370
16 112181 8 351 380
16 121421 8 351 332
17 132499 8 373 390
17 157141 8 373 316
Table 7.2  Exemples de triplets de connexion pour l(u,v) égal à 8.
inférieur à la période pour des valeurs v < u. De plus pour un q˜ ﬁxé, il existe plusieurs
couple (u, v) vériﬁant la relation u2 + uv − v2 = q˜.
Comparer les FCSRs binaires et les VFCSRs quadratiques est important dans la me-
sure où il semble qu'un VFCSR quadratique correspond à deux FCSRs binaires superpo-
sés. Pourtant, ce n'est pas le cas, puisque le nombre de cellules d'un VFCSR quadratique
est 2l(u,v) qui est en général proche de lq˜. Or chaque sortie du VFCSR nécessite un FCSR
de taille lq˜ et d'entier de connexion q˜. Autrement dit avec le même nombre de cellules, on
gagne en sortie une séquence en plus dans le cas des VFCSRs quadratiques. Les ﬁgures
7.12.1 et 7.12.1 illustrent bien ce fait en prenant comme entier de connexion q = 349
pour le FCSR et comme norme de connexion q˜ = 349 pour le VFCSR quadratique.
7.12.2 Propriétés aléatoires des VFCSRs
Aﬁn de tester les propriétés statistiques pour conclure sur l'aléarité des séquences
générées par les VFCSRs quadratiques, nous avons pris plusieurs triplets (q˜, u, v) avec
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lq˜ q˜ l(u,v) u v
18 389219 9 637 662
18 395429 9 651 692
18 411491 9 639 634
18 424451 9 651 650
18 428339 9 657 662
18 443771 9 657 638
18 467171 9 683 682
18 481619 9 675 634
18 502499 9 689 646
20 1164589 9 1001 204
20 3932741 10 2001 2036
Table 7.3  Exemples de triplets de connexion pour l(u,v) égal à 9 et 10.
Figure 7.2  VFCSR pour q˜ = 349.
les cas où u > v et u < v. Les tableaux 7.1, 7.2 et 7.3, montrent les paramètres choisis
pour implanter le VFCSR quadratique. Ces valeurs ont été choisies en accord avec la
quantité de données nécessaires pour eﬀectuer ces tests.
Nous avons soumis les séquences de sorties du VFCSR aux tests statistiques. Dans
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Figure 7.3  FCSR pour q = 349.
notre étude, nous avons choisis comme outil d'analyse des propriétés statistiques des
VFCSR-séquences, la batterie de test fournie par le NIST (National Institute of Stan-
dardization and Technology)[46].
Le STS de NIST est un outil de tests spécialement conçu pour tester les séquences
produites par des générateurs aléatoires [47]. Les tests sont utiles dans la détection des
écarts par rapport à une séquence véritablement aléatoire. Cette librairie fournit une im-
plantation de 15 tests où chacun permet de tester une propriété particulière censée être
vériﬁée par nos séquences [46]-p.201. Les tests de NIST sont basés sur les tests d'hypo-
thèses qui permettent d'accepter ou de rejeter l'hypothèse sur l'aléarité de la suite testée.
Le résultat fourni par le test est la P − value qui est une mesure de la force de la preuve
fournie par les données contre l'hypothèse. Si P − value ≥ 0.01, avec P − value ∈ [0, 1]
et le niveau de conﬁance α = 0.01, alors la séquence est considérée aléatoire.
Les tableaux 7.4 et 7.5 présentent les résultats de la première catégorie de tests
statistiques. Ce sont des tests probabilistes dits de normalité dont :
 le test de fréquence,
 le test série,
 le test run,
 le test sur le rang de matrice binaire.
Les deux séquences a0 et a1 obtenues pour chaque triplet du tableau 7.1 ont passé les
quatre tests. Ainsi, les suites suivent une distribution uniforme, équilibrées et ne pré-
sentent pas de tendances ﬂuctuantes.
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q˜ Seq Frequency Test Serial Test
(u, v) P -value Task P -value Task
829 a0 0.972294 Succ 0.972260 Succ
(35,34) a1 0.972294 Succ 0.972260 Succ
1259 a0 0.977516 Succ 0.932602 Succ
(35,44) a1 0.977516 Succ 0.932602 Succ
2389 a0 0.983677 Succ 0.983670 Succ
(85,28) a1 0.983677 Succ 0.983670 Succ
3581 a0 0.986667 Succ 0.986664 Succ
(85,124) a1 0.986667 Succ 0.986664 Succ
7621 a0 0.990860 Succ 0.990859 Succ
(89,86) a1 0.990860 Succ 0.990859 Succ
8179 a0 0.991178 Succ 0.973536 Succ
(98,124) a1 0.991178 Succ 0.973536 Succ
8821 a0 0.991505 Succ 0.991504 Succ
(95,84) a1 0.991505 Succ 0.991504 Succ
9949 a0 0.992001 Succ 0.992000 Succ
(95,108) a1 0.992001 Succ 0.992000 Succ
Table 7.4  Resultats des tests statistiques de fréquences et de séries (fréquence de blocs)
pour quelques triplets (q,u,v).
q˜ Seq Test Cumulative Sums Test Run
(u,v) P-value Task P-value Task
829 a0 0.498961 Succ 0.874766 Succ
(35,34) a1 0.498961 Succ 0.654567 Succ
1259 a0 0.498961 Succ 0.317535 Succ
(35,44) a1 0.498961 Succ 0.472308 Succ
2389 a0 0.498961 Succ 0.353726 Succ
(85,28) a1 0.498961 Succ 0.571931 Succ
3581 a0 0.527464 Succ 0.856311 Succ
(85,124) a1 0.527464 Succ 0.949487 Succ
7621 a0 0.498961 Succ 0.653463 Succ
(89,86) a1 0.512361 Succ 0.580758 Succ
8179 a0 0.511447 Succ 0.891599 Succ
(98,124) a1 0.498961 Succ 0.865508 Succ
8821 a0 0.498961 Succ 0.806508 Succ
(95,84) a1 0.498961 Succ 0.806508 Succ
9949 a0 0.478444 Succ 0.521477 Succ
(95,108) a1 0.468205 Succ 0.917313 Succ
Table 7.5  Résultats des tests statistiques de 3-4 sur quelques triplets (q˜, u, v)
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La ﬁgure 7.4 illustre l'évolution de la P − value obtenue par le test de rang de
matrices binaires appliqué aux suites a0 et a1 produites par un VFCSR quadratique avec
les triplets donnés dans le tableau 7.2. Toutes les P − value obtenues sont supérieures
au niveau de conﬁance. Ainsi le générateur passe ce test avec succès. Donc il n'y a pas
de dépendance linéaire entre les chaînes de longueur ﬁxe de la séquence originale.
Une deuxième catégorie de tests statistiques dite tests de compression dont les plus
connus sont le test Universel de Maurer et le test de l'entropie, permet de déterminer
si une suite peut être compressée. Si c'est le cas, une telle suite peut être distinguée
d'une suite aléatoire. Sur la ﬁgure 7.5, toutes les suites engendrées par le VFCSR avec
les triplets q˜ = 389219 à q˜ = 502499 du tableau 7.3 ont passé le test de Maurer. Il en
résulte que les suites générées par un VFCSR quadratique sont non compressibles.
Alors que dans la ﬁgure 7.6, pour l'application du test DFT aux suites produites par
un VFCSR quadratique avec le triplet (q˜, u, v) = (1164589, 1001, 204), il est observé que
au fur et à mesure que la taille des deux suites augmente, on tend vers la valeur de la
période, avec un pas de 20000 bits le résultat du test tend vers zéro lorsque leurs longueurs
dépassent le neuvième de la période. La raison de la diminution de la P -value est que
les suites générées par le VFCSR quadratique commencent à montrer des répétitions dès
qu'elles deviennent longues.
Enﬁn, nous avons pris le triplet (3932741, 2001, 2036) et avons généré les suites a0
et a1. Avec chacune une taille de 3932740 bits nous avons appliqué tous les tests de la
compilation STS. La ﬁgure 7.7 montre les résultats obtenus. Les deux suites ont passé
tous les tests sauf un qui est le test DFT, ce qui est normal puisqu'on teste sur toute la
période.
Pour valider le VFCSR quadratique comme générateur d'aléa, nous l'avons implanté.
Nous avons généré plusieurs suites de bits avec diﬀérents triplets et leur avons fait passer
les tests implantés dans la librairie STS de NIST. Tous les tests ont été passés avec succés.
Les suites générées par la nouvelle conception des FCSRs présentent de bonnes propriétés
d'aléarité. Elles sont équilibrées, d'une variation uniforme et non compressibles.
Le VFCSR quadratique est un bon candidat pour la génération de suites pseudo-
aléatoires.
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Figure 7.4  Résultats du test Matrix Rank.
7.13 Le mode Galois
Dans cette section, nous présentons la version VFCSR en mode Galois. Le mode
Galois est plus approprié pour les applications hardware que le mode Fibonacci. En eﬀet
le mode Galois met à jour de manière simultanée toutes les cellules du registre, alors que
le mode Fibonacci met à jour une cellule dans le registre principal et la cellule "mémoire"
et opère ensuite par décalage.
Le mode Galois a été introduit pour la première fois par Goresky et Klapper en
2002 [22]. Ils ont présentés ce nouveau mode de registre appliqué aux LFSRs, FCSRs
et d-FCSRs. En 2008, Arnault, Berger et Lauradoux présentent une nouvelle famille de
chiﬀrement par ﬂot à base de FCSRs ﬁltrés en mode Galois ([48] et [49]).
Dans cette partie, nous développons la conception des VFCSRs en mode Galois ainsi
que leur analyse basique. Leur analyse est sensiblement identique à celle des VFCSRs
en mode Fibonacci, donc leur étude ne tardera pas sur ces points. Cependant certains
points semblent essentiels a développer. Les résultats suivant ont été publiés pour la revue
WISA 2010 aux éditions Springer [30]. Une autre partie des résultats ﬁgure dans [50].
La partie concernant le mode Galois des VFCSRSs peut être lue en deux temps. La
première partie concerne la théorie générale développée en insistant sur le parallèle avec
le mode Fibonacci. La deuxième partie concerne les applications développées, notamment
le VFCSR ﬁltré en mode Galois (VFCSR-Q).
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Figure 7.5  Résultats du test Universal Maurer.
7.14 Conception des VFCSRs en mode Galois
Nous restons dans le même cadre algébrique que celui des VFCSRs en mode Fibonacci.
On choisit donc un polynôme unitaire et irréductible de degré n sur Fp. On considère
le corps ﬁni Fpn ∼= Fp[X]/(P ). On identiﬁe P à son relèvement canonique dans Z[X]
et on considère Z[X]/(P ) le Z-module libre de rang n et on pose la base canonique
B = {1, X¯, . . . , X¯n−1}.
Déﬁnition 7.14.1 (automate VFCSR en mode Galois). Un Vectorial Feedback with
Carry Shift Register en mode Galois construit sur le triplet (Fp, P,B) de taille r et d'en-
tiers de connexion q1, . . . , qr ∈ Fp[X]/(P ) est un automate ou générateur de séquence
dont les états sont des éléments
s(t) = (a0(t), . . . , ar−1(t)︸ ︷︷ ︸
∈Fp[X]/(P )
,m1(t), . . . ,mr(t)︸ ︷︷ ︸
∈Z[X]/(P )
)
où t représente l'étape du registre et où les ai(t) sont dans Fp[X]/(P ) et les mi(t) dans
Z[X]/(P ) ; dont le changement d'état s'opère de la manière suivante :
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Figure 7.6  Résultats du test DFT.
On écrit tous les éléments sous forme de vecteurs sur la base B.
∀0 ≤ i ≤ r − 1, ai(t) =
j=n−1∑
j=0
aij(t)X¯
j où aij(t) ∈ {0, 1}
∀1 ≤ i ≤ r, qi =
j=n−1∑
j=0
qijX¯
j où qij ∈ {0, 1}
∀1 ≤ i ≤ r, mi(t) =
j=n−1∑
j=0
mij(t)X¯
j où mij(t) ∈ Z.
On prend le relèvement canonique des ai(t) et des qi dans Z[X]/(P ), puis on calcule pour
tout 0 ≤ i ≤ r − 2,
σi(t+ 1) = qi+1a0(t) + ai+1(t) +mi+1(t) et
σr−1(t+ 1) = qra0(t) +mr(t).
comme un vecteur sur B. Pour tout 1 ≤ i ≤ r, σi(t) =
l=n−1∑
l=0
σil(t)X¯
j où σil(t) ∈ Z.
L'élément σi est une expression polynomiale en X¯ de degré 2n − 2 et on élimine les
degrés strictement supérieurs à n − 1 en utilisant l'expression vectorielle des puissances
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Figure 7.7  Résultats des 15 tests de la batterie NIST.
X¯ l dans la base B déterminées par P . Supposons que pour tout j ≥ n,
Xj =
t=n−1∑
t=0
bjtX¯
t où bjt ∈ Z.
On obtient les coordonnées de σi par des calculs directs,
σil(t+ 1) =
k=l∑
k=0
qi+1l−ka
0
k(t) + a
i+1
l (t) +m
i+1
l (t) +
j=2n−2∑
j=n
blj
n−1∑
k=j−(n−1)
qi+1k−la
0
k(t).
σr−1l (t+ 1) =
k=l∑
k=0
qrl−ka
0
k(t) +m
r
l (t) +
j=2n−2∑
j=n
blj
n−1∑
k=j−(n−1)
qrk−la
0
k(t).
Puis on calcule les coordonnées de ai(t+ 1) et celles de mi+1(t+ 1) suivant la base B.
ail(t+ 1) = σ
i
l(t+ 1) (mod p) et
mi+1l (t+ 1) =
1
p(σ
i
l(t+ 1)− ail(t+ 1)).
Répétons cette procédure indéﬁniment. L'état s(0) est appelé l'état initial. La fonction de
retour du VFCSR est déﬁnie par f(s(t)) = s(t + 1) et la fonction de sorties est déﬁnie
par
g(s) = g(x0, . . . , xr−1, y1, . . . , yr) = (g0(s), . . . , gr−1(s)) = (x0, . . . , xr−1).
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Le FCSR vectoriel en mode Galois génère r séquences vectorielles inﬁnies notées
∀1 ≤ i ≤ r, ai = (gi(s(0)), gi ◦ f(s(0)), gi ◦ f2(s(0)), . . .)
= (ai(0), ai(1), ai(2), . . .).
Les calculs vectoriels d'un VFCSR en mode Galois sont sensiblement identiques à
ceux eﬀectués pour un VFCSR en mode Fibonacci. On laisse donc ces calculs élémentaires
comme exercice aux lecteurs.
7.15 Analyse des VFCSRs en mode Galois
Dans cette section, nous présentons l'analyse des VFCSRs en mode Galois qui diﬀére
de l'analyse des VFCSRs en mode Fibonacci. On se base sur la même méthode, mais
il y a quelques diﬀérences notables. Par exemple, nous devons analyser les r cellules
smultanément puisqu'elles sont mises à jour simultanément. De plus, on dispose de r
cellules mémoires qui ont un comportement diﬀérent de la mémoire d'un VFCSR en
mode Fibonacci.
Les r séquences de sorties d'un VFCSR en mode Galois peuvent être vues comme des
vecteurs de n séquences p-aires. On a en réalité une séquence vectorielle de dimension
nr.
a =

a0
a1
...
ar−1
 =

a00
...
a0n−1
...
ar−10
...
ar−1n−1

=

a00(0) a
0
0(1) a
0
0(2) · · ·
...
...
...
a0n−1(0) a0n−1(1) a0n−1(2) · · ·
...
...
...
ar−10 (0) a
r−1
0 (1) a
r−1
0 (2) · · ·
...
...
...
ar−1n−1(0) a
r−1
n−1(1) a
r−1
n−1(2) · · ·

Á chaque séquence p-aire, on associe son développement p-adique noté βij et on obtient
un vecteur p-adique de dimension nr.
β =

β00
...
β0n−1
...
βr−10
...
βr−1n−1

=

a00(0) +a
0
0(1)p +a
0
0(2)p
2 + · · ·
...
...
...
a0n−1(0) +a0n−1(1)p +a0n−1(2)p2 + · · ·
...
...
...
ar−10 (0) +a
r−1
0 (1)p +a
r−1
0 (2)p
2 + · · ·
...
...
...
ar−1n−1(0) +a
r−1
n−1(1)p +a
r−1
n−1(2)p
2 + · · ·

.
L'entier de connexion joue toujours un rôle central dans l'analyse des FCSRs. On garde
toutes les notions développées dans le chapitre dédié aux VFCSR en mode Fibonacci, en
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particulier la construction du vecteur de connexion (q˜0, . . . , q˜n−1).
q =

q˜0
q˜1
...
q˜n−1

B
−

1
0
...
0

B
.
Proposition 7.15.1. Soit un VFCSR en mode Galois sur le triplet (Fpn , P,B) de vecteur
de connexion (q˜0, q˜1, . . . , q˜n−1). Soit a une séquence de sorties et β son vecteur p-adique
associé. Alors β vériﬁe un système linéaire à coeﬃcients entiers de la forme suivante
(−pqi+1l )β00 +
k=l∑
k=1
(
− pqi+1l−k −
j=k+n−1∑
j=n
pbjl q
i+1
j−k
)
β0k
+
k=n−1∑
k=l+1
(
−
j=k+n−1∑
j=n
pbjl q
i+1
j−k
)
β0k + β
i
l − pβi+1l = ail(0) + pmi+1l (0)

0≤i≤r−1,0≤l≤n−1
.
Démonstration. C'est un calcul direct laissé en exercice. Il suﬃt d'utiliser la relation de
récurrence suivante
ail(t+1) =
k=l∑
k=0
qi+1l−ka
0
k(t)+a
i+1
l (t)+m
i+1
l (t)+
j=2n−2∑
j=n
blj
n−1∑
k=j−(n−1)
qi+1k−la
0
k(t)−pmi+1l (t+1),
puis de l'utiliser dans le développement p-adique de βil et on obtient alors
βil = a
i
l(0) + pm
i+1
l (0) +
k=l∑
k=0
pqi+1l−kβ
0
k +
j=2n−2∑
j=n
bjl
n−1∑
k=j−n+1
pqi+1j−kβ
0
k + pβ
i+1
l .
Le reste suit.
La matrice représentant ce système est de dimension nr×nr. On la note M . Elle est
égale à la matrice identité Inr moins une matrice à coeﬃcients entiers multiples de p. Sa
in+ lime ligne est de la forme suivante
Li,l =
(
−pqi+1l ,−pqi+1l−k − p
j=n∑
j=k+n−1
bjl q
i+1
j−k︸ ︷︷ ︸
1≤k≤l
,−p
j=n∑
j=k+n−1
bjl q
i+1
j−k︸ ︷︷ ︸
l+1≤k≤n−1
, 0, · · · , 0︸ ︷︷ ︸
n(i−1)+l
, 1, 0, · · · , 0︸ ︷︷ ︸
n−1
,−p, 0 · · · , 0
)
.
M est donc de la forme
M =

1− ∗ · · · ∗ −p · · ·
...
. . .
... −p
∗ · · · 1− ∗ . . .
∗ · · · ∗ 1 · · ·
...
... 1
∗ · · · ∗ · · · . . .

.
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C'est évidemment une matrice inversible à déterminant congru à 1 modulo p. Elle est
composée de combinaisons linéaires des coordonnées vectorielles de l'entier de connexion
q dans la base B.
Déﬁnition 7.15.1. M est appelée matrice de connexion du VFCSR en mode Galois.
Théorème 7.15.1. Soit un VFCSR en mode Galois construit sur le triplet (Fp, P,B) de
taille r et de matrice de connexion M . Pour toute séquence de sorties a, son vecteur p-
adique associé est un vecteur de rationnels dans 1| detM |Z
nr et detM est un entier impair.
Démonstration. Le système linéaire vériﬁé par β admet une unique solution puisque M
est inversible. On a alors la solution suivante
β =
1
| det(M)|sgn(detM)Comat(M)
(
ail(0) + pm
i+1
l (0)
)
0≤in+l≤rn−1
.
C'est donc un vecteur de rationnels de dimension nr, rationnels dont les dénominateurs
sont tous detM .
7.16 Norme de connexion
Nous avons vus que le résultat fondamental de l'analyse d'un VFCSR en mode Fi-
bonacci pouvait s'exprimer intrinséquement. En eﬀet, le vecteur p-adique associé à toute
séquence de sorties appartient à 1|N(q)|Z
n. Dans cette partie, nous démontrons le même
résultat. Toutefois, la démonstration nécessite un argument spéciﬁque à ce cas, puisque
qu'ici la matrice de connexion M n'est pas la matrice de multiplication par −q.
Théorème 7.16.1. Soit un VFCSR en mode Galois construit sur le triplet (Fp, P,B) de
taille r et d'entier de connexion q. Pour toute séquence de sorties a, son vecteur p-adique
associé est un vecteur de rationnels dans 1|N(q)|Z
nr.
Démonstration. Posons L
′
i,l =
k=r−1∑
k=i
Lk,lp
k−i et M ′ = (L′i,l)0≤in+l≤r(n−1). La matrice M
′
et la matrice M ont même déterminant. La matrice M
′
prend une forme particulière :( L 0
N In(r−1)
)
.
La matrice L est une matrice n × n et N est une matrice n(r − 1) × n. Elle est formée
des n premiers coeﬃcients extraits des n premières lignes de M
′
.
L
′
0,0
L
′
0,1
...
L
′
0,n−1
 (L).
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Par un calcul direct, on trouve
L
′
0,l =
(
− q˜l,−q˜l−k −
j=n∑
j=k+n−1
bjl q˜j−k︸ ︷︷ ︸
1≤k≤l
,−
j=n∑
j=k+n−1
bjl q˜j−k︸ ︷︷ ︸
l+1≤k≤n−1
, 0 . . . , 0
)
.
Dans la démonstration de la proposition 7.4.1, en calculant la représentation matricielle
de la multiplication par −q, on a donné l'expression de la tième ligne. On trouve qu'elle
coincide avec les n premiers coeﬃcients L
′
0,t. autrement dit, L est la matrice de la trans-
formation linéaire déﬁnie comme la multiplication par −q.
detL = N(−q).
D'autre part, de la forme de M
′
, on déduit que
detM
′
= detL.
On a donc démontré que le déterminant de M est N(−q).
7.17 Propriétés basiques
Concernant les propriétés de périodicité, l'existence et la déﬁnition des l-séquences,
les VFCSRs en mode Galois sont identiques aux VFCSRs en mode Fibonacci puisque
toute cette théorie repose sur l'entier de connexion est exactement le même dans les deux
modes et le fait que les séquences de sorties correspondent à des vecteurs de rationnels
dont le dénominateur est q˜ = |N(q)|. Donc les séquences de sorties d'un VFCSR en mode
Galois sont périodiques et la période divise toujours ordq˜(p). La période maximale reste
q˜−1 et elle est atteinte dans les mêmes conditions que celles des l-séquences vectorielles en
mode Fibonacci. L'entier q˜ est représenté par une n-forme, la même que celle déterminée
pour le mode Fibonacci, puisque cette n-forme n'est autre que le déterminant de M (ici
L) dont les entrées sont les coordonnées vectorielles de l'entier de connexion q. Pour
conclure sur les propriétés basiques des VFCSRs en mode Galois, les séquences de sorties
en mode Galois vériﬁent toutes les propriétés des séquences de sorties du mode Fibonacci.
7.18 Cas quadratique et Applications
Dans cette section, nous détaillons le cas quadratique en caractéristique 2 des VFCSRs
en mode Galois. Nous utilisons ce cas particulier dans les sections suivantes pour faire
passer des tests statistiques et illustrer une application cryptographique.
7.18.1 Description du VFCSR-Q
Un VFCSR quadratique en mode Galois est un VFCSR construit sur le triplet
(F2, X2 −X − 1,B). On se ﬁxe une taille r et un entier de connexion q. Les relations de
CHAPITRE 7. REGISTRE VECTORIEL AVEC RETENUE OU VFCSR 249
Figure 7.8  Représentation des VFCSRs quadratiques en mode Galois
récurrences vectorielles qui déﬁnissent les changements d'états sont les suivantes : pour
tout 0 ≤ i ≤ r − 2,
ai0(t+ 1) = q
i+1
1 a
0
1(t) + q
i+1
0 a
0
0(t) + a
i+1
0 (t) +m
i+1
0 (t)− 2mi+10 (t+ 1),
ai1(t+ 1) = q
i+1
1 a
0
1(t) + q
i+1
1 a
0
0(t) + q
i+1
0 a
0
1(t) + a
i+1
1 (t) +m
i+1
1 (t)− 2mi+11 (t+ 1)
et
ar−10 (t+ 1) = q
r
1a
0
1(t) + q
r
0a
0
0(t) +m
r
0(t)− 2mr0(t+ 1),
ar−11 (t+ 1) = q
r
1a
0
1(t) + q
r
1a
0
0(t) + q
r
0a
0
1(t) +m
r
1(t)− 2mr1(t+ 1).
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La matrice de connexion M est de la forme suivante
M =

1− 2q10 −2q11 −2 0 · · · · · · · · · 0 0
−2q11 1− 2q10 − 2q11 0 −2 · · · · · · · · · 0 0
−2q20 −2q21 1 0 −2 . . . · · · 0 0
−2q21 −2q20 − 2q21 0 1 0 −2 · · · 0 0
...
...
...
...
...
...
...
...
−2qr0 −2qr1 0 0 0 0 . . . 1 0
−2qr1 −2qr0 − 2qr1 0 0 0 0 . . . 0 1

.
La transformation construite dans la démonstration du théorème 7.16.1, donne la matrice
suivante
M
′
=

1− q˜0 −q˜1 0 0 · · · 0
−q˜1 1− q˜0 − q˜1 0 0 · · · 0
∗ ∗ 1 0 · · · 0
...
...
...
...
. . .
...
∗ ∗ 0 0 · · · 1
 .
On vériﬁe bien que son déterminant est de la forme u2 + uv − v2 avec u = q˜0 − 1 et
v = q˜1.
7.18.2 Propriétés pseudo-aléatoires du VFCSR-Q
Réitérons l'analyse statistique du VFCSR quadratique, cette fois-ci en mode Galois,
toujours par la batterie de tests du NIST. Pour l'implantation du VFCSR-Q, nous avons
généré quelques triplets (q˜, u, v) vériﬁant les conditions des l-séquences pour un généra-
teur de taille 160 bits. Voici deux exemples ayant servis de paramètres pour nos tests
statistiques :
q˜ 3974140296190695420616004753553979604200521434082
082527268932790276172312852637472641991806538949
u 1993524591318275015328041611344215036460140087963
v 1993524591318275015328041611344215036460140087860
Table 7.6  Exemple 1 de triplet
q˜ 4266994849918554052261353866090907339418780356791
944736549544193101565953724302497344178675248501
u 1993524591318275015328041611344215036460140087963
v 1833828912076143606097862772271664315250271340996
Table 7.7  Exemple 2 de triplet
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L'analyse de la qualité de l'aspect aléatoire du Galois VFCSR quadratique, est ef-
fectuée par la batterie de tests statistiques de NIST (National Institute of Standar-
dization and Technology) STS. Le résultat d'un test est exprimé par la probabilité
P −value ∈ [0, 1]. Si P −value ≥ 0.01, la séquence testée est considérée comme aléatoire.
Le tableau 7.8, présente les résultats obtenus de l'analyse des séquences des sorties
a0 et a1 issues du générateur de la ﬁgure 7.8, sur des échantillons de 2200000 bits. Le
paramètre utilisé est le premier exemple de triplet (q˜, u, v) donné dans le tableau 7.6.
Tous les tests statistiques ont été passés avec succès. Pour ne pas encombrer le tableau
des résultats, les tests contenant plusieurs P -valeurs n'en citera qu'un seul (cas où toutes
les P -valeurs sont acceptées), comme pour les tests : Non-Overlapping Template, Random
Excursions et Random Excursions Variant.
Statisticals Tests Sequencea1 Sequence a0
Tests parameters P-value Task P-value Task
Frequency - 0.774985 Pass 0.178398 Pass
Block Frequency m=128 0.805492 Pass 0.440320 Pass
Runs - 0.264820 Pass 0.714705 Pass
Longest Run M=10000 0.063204 Pass 0.933766 Pass
Rank - 0.833143 Pass 0.322493 Pass
DFT - 0.980256 Pass 0.891733 Pass
Non-Overlapping Template m=9, B=110100010 0.465025 Pass 0.030875 Pass
Overlapping Template m=9 0.464561 Pass 0.351158 Pass
Universal L=8, Q=2456 0.099817 Pass 0.662900 Pass
Linear Complexity M=500 0.165002 Pass 0.734850 Pass
Serial m=16, ∇ψ2m 0.977832 Pass 0.801563 Pass
m=16, ∇2ψ2m 0.981500 Pass 0.551655 Pass
Approximate Entropy m=10 0.828275 Pass 0.278716 Pass
Cumulative Forward 0.503953 Pass 0.221351 Pass
Sums Reverse 0.761476 Pass 0.137620 Pass
Random Excursions X=3 0.401433 Pass 0.794891 Pass
Random Excursions Variant X=1 0.074490 Pass 0.480395 Pass
Table 7.8  Résultats des tests statistiques sur des séquences de sorties d'un VFCSR-Q
en mode Galois.
L'application cryptographique consiste à construire un ﬁltre pour le VFCSR-Q en
mode Galois. Dans [30], nous explicitons cette construction (voir ﬁgure 7.9).
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Figure 7.9  Fonctionnement d'un VFCSR ﬁltré.
7.19 Généralisation des registres vectoriels à rétroaction avec
retenue.
Dans cette section, nous introduisons la généralisation des FCSRs vectoriels appelée
Vectorial Feedback with Carry Registers ou VFCR. On rappelle que cette généralisation
repose essentiellement sur le mode de connexion arbitrairement choisi, puisque le mode
de Fibonacci et le mode de Galois sont des modes de connexion particuliers. Le mode
Ring consiste à garder les décalages des registres sans imposer de connexion particulière.
Les résultats qui suivent ﬁgurent dans [50].
On garde le contexte algébrique des FCSRs vectoriels, c'est-à-dire un corps premier
Fp, un polynôme P irréductible et primitif de degré n sur Fp, le corps quotient Fp[X]/(P )
et Z[X]/(P ) le Z-module libre de rang n.
Déﬁnition 7.19.1 (VFCR). Un FCR vectoriel construit sur le triplet (F2, P,B) de taille
r et de matrice de transition T = (ti,j) ∈Mr×r(Fpn) est un automate dont les états sont
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des couples (a(t),m(t)) où
a(t) = (a0(t), . . . , ar−1(t)) ∈ (F2[X]/(P ))r
et
m(t) = (m1(t), . . . ,mr(t)) ∈ (Z[X]/(P ))r;
et dont l'opération de changement d'état est donnée par la procédure suivante :
 Écrivons la collection des ai(t), mi(t) and ti,j dans la base B ;
 Prenons le relèvement canonique des ai(t) et des ti,j dans Z[X]/(P ) respectivement
par rapport à B ;
 Écrivons a(t) et m(t) comme des vecteurs de dimension nr
a(t) = (a00(t), . . . , a
0
n−1(t), . . . , a
r−1
0 (t), . . . , a
r−1
n−1(t))
m(t) = (m10(t), . . . ,m
1
n−1(t), . . . ,mr0(t), . . . ,mrn−1(t));
 Traduisons la multiplication ai(t)ti,j par la multiplication vectorielle ⊗
ai(t)ti,j = (a
i
0(t), . . . , a
i
n−1(t))⊗Mti,j
oùMti,j est la matrice dans la base canonique B de la transformation linéaire déﬁnie
comme la multiplication par ti,j. ;
 Formons la matrice T = (Mti,j )i,j ∈Mrn×rn(Z) avec les blocs Mti,j ;
 Écrivons l'addition avec m(t) comme l'addition vectorielle ⊕ composante par com-
posante et calculons a(t)⊗ T ⊕m(t).
 Appliquons la fonction ( mod p) et la fonction (divp) composante par composante.
Le mode Ring est représenté par la matrice de transition vériﬁant ti+1,i = 1 pour tout i.
Un VFCR est entièrement déterminé par sa matrice de transition T de dimension
nr × nr. Elle se construit grâce à r2 blocs matriciels Mti,j ayant une forme particulière
déﬁnis par la multiplication par ti,j dans Z[X]/(P ). Le coeﬃcient ti,j est considéré comme
un vecteur de dimension n sur Fp. Le nombre de ti,j possibles est pn, par correspondance
il y a donc pn matrice bloc Mti,j . On peut donc construire p
nr2 VFCRs possibles sur
(Fp, Xn − . . .− 1,B) de taille r.
7.20 Analyse des VFCRs
Théorème 7.20.1. Considérons un VFCR construit sur le triplet (Fp, P,B) de matrice
de transition T . Pour tout 0 ≤ i ≤ r − 1 et 0 ≤ j ≤ n − 1, la séquence de sorties
(aij(0), a
i
j(1), . . .) a pour développement p-adique le rationnel
pi,j
q˜ où q˜ = det(Irn − pT ).
Démonstration. Comme pour les modes classiques de Fibonacci et de Galois, on déﬁnit
le vecteur p-adique
β = (β00 , . . . , β
0
n−1, . . . , β
i
0, . . . , β
i
n−1, . . . , β
r−1
0 , . . . , β
r−1
n−1),
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avec βij le développement p-adique de la séquence p-aire a
i
j = (a
i
j(0), a
i
j(1), . . .). On a
donc :
βij = a
i
j(0) + a
i
j(1)2 + a
i
j(2)2
2 + . . .
β vériﬁe le système matriciel suivant :
β = (aij(0))i,j ⊕
(
β ⊗ pT
)
.
La matrice Inr − pT admet une comatrice puisque Z est un anneau commutatif et son
déterminant est congru à 1 modulo p, donc il est inversible.
Corollaire 7.20.1. Considérons un VFCR construit sur le triplet (Fp, P,B) de matrice
de transition T . La séquence de sorties aij est périodique et sa période divise ordq˜(p) avec
q˜ = |det(Irn − pT )|.
Démonstration. La preuve découle directement des résultats traités dans les chapitres
précédents conséquences de résultats classiques de la théorie p-adique.
Une VFCR-séquence est de période maximale si sa période est q˜ − 1. On doit donc
chercher des matrices T telles que |det(Inr − pT ) soit un nombre premier, p est racine
primitive modulo ce nombre. La recherche de l-séquences pour un VFCR revient donc à
chercher des familles de matrice T vériﬁant ces deux conditions.
7.21 Exemples
Dans cette section, nous illustrons les VFCR par des exemples simples.
7.21.1 VFCSR en mode Fibonacci
Les VFCSRs en mode Fibonacci peuvent être déﬁnis comme des VFCR avec la matrice
de transition suivante
F =

0 . . . 0 qr
1 . . . 0 qr−1
...
. . .
...
...
0 . . . 1 q1
 .
Les calculs vectoriels du registre se traduisent par la matrice bloc suivante
F =

0 . . . 0 Mqr
In . . . 0 Mqr−1
...
. . .
...
...
0 . . . In Mq1
 .
En usant de combinaisons linéaires sur les lignes de Inr − pF , on la transforme en une
matrice triangulaire inférieure de la forme suivante(
M 0
∗ In(r−1)
)
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où M est la matrice de connexion d'un VFCSR en mode Fibonacci. On trouve que
q˜ = det(Inr − pF) = detM .
7.21.2 VFCSR en mode Galois
Les VFCSRs en mode Fibonacci peuvent être déﬁnis comme des VFCR avec la matrice
de transition suivante
G =

q1 . . . qr−1 qr
1 . . . 0 0
...
. . .
...
...
0 . . . 1 0
 .
Les calculs vectoriels du registre se traduisent par la matrice bloc suivante
G =

Mq1 . . . Mqr−1 Mqr
In . . . 0 0
...
. . .
...
...
0 . . . In 0
 .
La matrice de connexion M d'un VFCSR en mode Galois correspond ici à (Inr − pG)t.
7.21.3 FCRs binaires ou p-aires
Les FCRs p-aires correspondent tout simplement aux VFCRs en dimension n = 1.
Les blocs Mqi coincident avec qi.
7.21.4 VFCR-Q de taille 2
Déﬁnition 7.21.1 (VFCR-Q). On appelle par VFCR-Q ou VFCR quadratique, un
VFCR construit sur le triplet (Fp, X2 −X − 1,B).
Pour p = 2, on peut décrire tous les VFCR-Q de taille 2. Il y en a 28. Le registre peut
être représenté de la manière suivante :
 Un registre principal composé de deux modules chacun ayant deux cellules.
 Un registre de retenues composé de deux modules chacun ayant deux cellules.
La Figure 7.10 représente un VFCR-Q pour q˜ = 61. Les calculs du registre d'un VFCR-Q
de taille 2 sont déﬁnis formellement par la matrice de transition T =
(
t1,1 t1,2
t2,1 t2,2
)
à
qui on associe la matrice
T =

t1,10 t
1,1
1
t1,11 t
1,1
0 + t
1,1
1
t1,20 t
1,2
0
t1,21 t
1,2
0 + t
1,2
1
t2,10 t
2,1
1
t2,11 t
2,1
0 + t
2,1
1
t2,20 t
2,2
1
t2,21 t
2,2
0 + t
2,2
1

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Figure 7.10  VFCR pour q˜ = 61.
pour eﬀectuer les calculs vectoriels du registre donnés par la formule
(a00(t), a
0
1(t), a
1
0(t), a
1
1(t))⊗ T ⊕ (m10(t),m11(t),m20(t),m21(t)).
Il est intéressant de comparer les périodes des séquences générées par un VFCR-Q de
taille 2 avec toutes les autres familles de registres étudiés dans les chapitres précédents,
en particulier avec les FCRs binaires de taille 4. Le tableau 7.9 fournit les périodes
des séquences en sortie de ces registres et on constate que les périodes maximales des
VFCR-Q séquences sont les périodes maximales des FCR-séquences. Autrement dit, on
ne perd pas sur la taille de la période tout en gagnant en structure algébrique. En eﬀet,
la matrice de transiiton T d'un VFCR-Q de taille 2 peut être vue comme un FCR binaire
de taille 4 avec la même matrice de transition. Cependant dans le cas vectoriel, les formes
matricielles obéissent à la structure sous-jacente des VFCRs. Par exemple, le maximum
des périodes maximales est 60. Le VFCR-Q de matrice de transition T =
(
X X
1 +X 0
)
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Registers diﬀerents values maximal period
models q˜ = | det(I − 2T )| ordq˜(2) = q˜ − 1
binary FCR of size 2 24 1,3,5 2,4
binary FCR of size 4 216 1,3,5,7,9,· · · ,59,61,63, 2,4,10,12,18,
69,75,77,81,87,91,99,135 28,36,52,58,60
VFCSR-Q in Fib. 24 1,5,9,11,19,25,29 4,10,18,28
and Gal. of size 2 ,31,41
VFCR-Q 28 1,5,9,11,19,25,29, 4,10,18,28,60
of size 2 31,41,45,49,55,61,99
Table 7.9  Comparaison des périodes maximales des FCRs de taille 2, 4 et des VFCRs
de taille 2.
et de matrice canoniquement associée T =

0 1 0 1
1 1 1 1
1 1 0 0
1 2 0 0
 peut générer des séquences
vectorielles de période 60. En eﬀet det[I4 − 2T ) = 61, or 61 est premier et 2 est racine
primitive modulo 61. En initialisant l'état (a0, a1,m1,m2) = (1 + X¯, 1, 0, X¯), on obtient
en sortie la séquence du Tableau 7.10.
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Chapitre 8
Conclusion et Perspectives
Dans cette thèse, nous avons présenté une nouvelle conception des FCSRs en mode
Fibonacci appelée VFCSR ou registre vectoriel à rétroaction linéaire avec retenue qui per-
met d'étendre les FCSRs à des corps ﬁnis Fpn sans passer par des structures algébriques
aussi complexes que les vecteurs de Witt. Cette méthode vectorielle permet d'obtenir des
résultats similaires à ceux obtenus par Goresky et Klapper pour les FCSRs binaires ou
dits p-aires (construit sur le corps premier Fp). L'analyse utilise l'anneau de valuation dis-
crète complet Zp[X]/(P ) de corps résiduel F[X]/(P ). En plus de cela, ces résultats sont
facilement implémentables. Cependant la conception vectorielle repose sur trois choix :
le choix du nombre premier p, le choix d'un polynôme irréductible de degré n sur Fp et le
choix de la base. Les résultats fondamentaux obtenus dans cette étude ne dépendent pas
de la base, mais choisir une base est nécessaire pour expliciter les calculs dans le registre
et pouvoir représenter en pratique de tels registres et les séquences qu'ils génèrent. Le
choix du polynôme inﬂue sur la complexité des calculs du registre. En l'occurrence, il
est préférable de choisir des formes trinomiales Xn −Xk − 1 irréductibles sur Fp si elles
existent. Par exemple, pour tout p premier, Xp −X − 1 est irréductible modulo p.
Ensuite, nous avons développés les autres représentations des VFCSRs notamment le
mode de Galois et le mode Ring (VFCR). Les VFCRs de taille r peuvent être vus comme
des FCRs de taille pr si l'on considère les registres comme des circuits. Cependant, les
VFCRs jouissent d'une structure algébrique sous-jacente qui les rend analysables. En
eﬀet, ils sont représentables par une matrice carré de taille pr constituée de blocs carrés
de dimension p ayant une forme déterminée, ainsi le choix des connexions se traduit
comme un choix de blocs. Par contre, le FCR de taille pr a une matrice carrée aléatoire
de taille pr où chaque coeﬃcient représente une connexion choisie arbitrairement.
D'autres problèmes restent ouverts, comme l'existence d'une inﬁnité de l-séquences
pour un p ﬁxé et un n ﬁxé. Dans le cas simple de Goresky et Klapper, il existe des conjec-
tures faisant état de l'existence d'une inﬁnité de q premier dont p est racine primitive
modulo q. Dans le cas des VFCSRs, il y a une condition supplémentaire : q˜ doit être
représenté par une n-forme particulière. C'est d'ailleurs le premier point remarquable
des VFCSRs : la construction de l-séquences revient à l'étude des nombres représentés
par les n-formes. Par exemple, en dimension n = 2, on doit étudier la forme quadratique
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u2 + uv − v2.
Enﬁn, il reste à étudier la complexité p-adique ou l'inter-corrélation pour les l-
séquences vectorielles. Dans nos perspectives, nous développerons plusieurs points :
1. Étudier la complexité linéaire et la complexité p-adique des VFCSRs séquences.
2. Appliquer la conception et l'analyse vectorielle pour construire des d-FCSRs sur
Fpn . On prendra un polynôme primitif et irréductible de degré n sur Q[pi] à coeﬃ-
cient entier où pi vériﬁe l'équation pid = p.
3. Étendre la construction de registre à rétroaction sur la structure algébrique formée
par les séries formelles doublement indexées.
4. Etudier la sécurité du F-VFCSR-Q.
5. Prévoir une implantation en hardware et en software du F-VFCSR-Q aﬁn d'évaluer
ses performances, notamment pour des applications dans des systèmes possédant
des fortes contraintes en termes de capacité mémoire, de puissance de calcul (par
exemple GSM, RFID, . . . ) ainsi que dans les systèmes à haut débit.
6. Construire une version de registre auto-rétrécissant à partir de VFCSRs.
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