Abstract. The analysis of dynamics on complex networks is closely connected to structural features of the network itself. Network features like, for instance graph-cores and vertex degrees have been proven to be discriminants of network dynamics and are studied ubiquitously. Here we connect these central discriminants of network dynamics by means of the D-spectrum, a novel framework that identifies a collection of nested chains of subgraphs contained in the network. Cores and vertex degrees can be derived from two particular such chains. Furthermore, each chain gives rise to a rank of a vertex and the collection of these ranks is the D-spectrum of the vertex, providing a novel characterization. We compute this D-spectrum via a node deletion algorithm and we introduce a particular graph dynamical system, called M-C system, in which the D-spectrum appears as a fixed point. Using the D-spectrum we identify nodes of similar spreading power in the susceptible-infectious-recovered (SIR) model on various networks and show that it is more reliable than that based on k-core decomposition. In addition we compare the two clusterings obtained by means of vertex infectiousness for different infection probabilities and the D-spectrum and show that they are highly correlated.
Introduction
Structural properties of complex networks are of central importance for understanding the formation principles of the networks and dynamics associated to the networks. Various aspects have been investigated in order for characterizing topologies of networks, e.g., degree distribution, 1, 2 path distance distribution, 3, 4 k-core decomposition, 5-7 motif identification, 8 community identification. 9, 10 Spreading dynamics on networks is ubiquitous, for instance, information diffusion, knowledge dissemination, disease spreading, etc.
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In the process of their analysis, particular focus has been put on the identification of the nodes that are the most effective spreaders, [18] [19] [20] [21] [22] as localizing these is of key relevancy for designing strategies to decelerate or stop (infectious disease outbreaks), or accelerate (knowledge dissemination) the spreading process.
At first glance, the most connected nodes (hubs) seem to be natural candidates for good spreaders, that is vertex degree being a discriminator. However, Kitsak et al. 23 argues that the "location" of a node is more important than its degree, where the location of a node is characterized by its core number generated from the k-core decomposition of a network. 24 These two perspectives differ significantly in that degree being local and k-cores being (potentially) extended subgraphs. Recently, h-index families were proposed as a measure, and it was shown that h-index outperforms both degree and core number measures in several cases. 25 In addition 25 discusses an integration of vertex degree, hindex as well as core number, a line of thought, that can also be found implicitly in an earlier work. 26 Here we introduce a new tool for analyzing networks, called D-chain decomposition. Exploring different orders of D-chains, we can display the structure of a network from a number of different angles and obtain high-dimension data for each node which can be viewed as a node specific spectrum. We discover two methods to obtain D-chains or node specific spectra of a given network, one by running a deterministic dynamics analogous to Cellular Automata 27 on the network and the other by a node deletion algorithm. The complexity of obtaining the whole spectra of nodes is essentially the same as just obtaining the core numbers of nodes.
D-chains can be certainly used as a much more refined way for visualization of the network structure. We also use node specific spectrum to study similarity of nodes. To this end, we evaluate the standard susceptible-infectious-recovered (SIR) model on five real networks.
Results

D-chains of networks
Suppose G is a network. We write H ≤ G if H is a subgraph of G, and H < G if H ≤ G but H = G. Let L : G 0 ≥ G 1 ≥ G 2 ≥ · · · ≥ G k be a chain of nonempty subgraphs of G, where G 0 = G, and G i is a vertex-induced subgraph of G i−1 for 1 ≤ i ≤ k. The chain L is called a D-chain of order t if for any 0 ≤ i ≤ k, every vertex v ∈ G i has at least i neighbors in G j where j = max{0, i + t}. We call the number k the length of the chain L and denote |L| = k. Clearly, each network G has a D-chain of order t for any non-positive integer t, since G 0 = G is a D-chain of order t of length 0. A D-chain of order t, L : 
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The D-spectrum via a deletion algorithm
For a fixed k > 0 and t < 0, there exists i such that 1 ≤ i ≤ −t and i − mt = k for some m ≥ 0. We consider the maximal t-chain of order t of G,
A vertex is contained in G k iff at least k of its neighbors are contained in G k+t , i.e., referencing the vertex degree within G k+t , the predecessor in the chain. This propagates down to G i , after which we reference vertex degrees within G itself. Reversing this backtracking, the following vertex-deletion algorithm constructs the sequence (G i , G i−t , . . . , G i−mt = G k ) starting from G as follows: it first constructs G i , by deleting any vertices having G-degree less than i and then constructs G i−t ⊂ G i by deleting all vertices of G i -degree less than i − t (note t < 0) and continues inductively until arriving at
delete all nodes with degree smaller than i − jt in H
5:
H ← the resulting graph 6:
The proof of Theorem 1 is given in Supplementary Information (SI).
The D-spectrum via fixed points A deterministic dynamical system over a network involves the following ingredients:
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a network, a local function associated with each node of the network which specifies how the state of the node evolves, an update schedule which reflects when each individual node updates its states. The update schedule can be a totally ad-hoc one or a regular one. Von Neumann's Cellular Automata (CA) can be viewed as such a dynamical system with a regular update schedule, that is, all nodes update at the same time at each time step. With the network structure and the local functions given, the system dynamics is concerned with how the system state varies as time passes. Various classes of dynamical systems have been studied, e.g., linear sequential dynamical systems, 33, 34 monotone dynamical systems, 35, 36 threshold dynamical systems. 37 Here we introduce a discrete dynamical system which can produce the D-spectrum.
Let G = (V, E) be a network with nodes in the set V = {1, 2, . . . , n} and edges in the set E. Suppose each node can take a state from a finite set P . For the node i, a function f i is associated with it to specify how the node i updates its state x i . The arguments of the function f i are the states of the neighbors of i (and itself) in G. Usually, f i is called the local function at i. An infinite sequence W = W 1 W 2 · · · , where W i ⊆ V , is called a fair update schedule, if for any k ≥ 1, and any 1 ≤ i ≤ n, there exists l > k such that i ∈ W l . A system dynamics is generated if nodes in G update their states using their respective local functions and following the order specified by a fair update schedule W , i.e., suppose the initial system state at time t = 0 is x (0) , for j > 0, the system state x (j) at time t = j is obtained by that the nodes contained in W j update their states via applying their respective local functions to the states of their respective neighbors in x (j−1) while the states of the nodes not in W j remain unchanged. We denote this dynamical system as [G, f, W ], and we denote [G, f, W ] (j) (x) the system state at time t = j when the system starts from the initial state x at time t = 0. For a given dynamical system [G, f, W ], a system state x is said reaching a fixed point (or stable state) z if there exists k ≥ 0 such that for any j > k,
Suppose there is a linear order '≤' on the set P . Let P q = {(x 1 , x 2 , . . . , x q ) : x j ∈ P, 1 ≤ j ≤ q}. Then, we can extend the linear order on P to a partial order on P q as follows:
A dynamical system where every local function is monotone and contractive is called a monotone-contractive (M-C) system. A key property of M-C systems is the following: Theorem 2. For any two fair update schedules W and W ′ , a system state x is reaching the same fixed point z ≤ x under the two M-C systems [G, f, W ] and [G, f, W ′ ]. Furthermore, any state y such that z ≤ y ≤ x will reach the fixed point z.
The proof of Theorem 2 is given in Supplementary Information (SI) in detail. Now, suppose each node can take a state from the set [n] = {1, 2, . . . , n}. Suppose the local function f v at the node v returns the maximum k such that there are at least k of its neighbors having states at least k +t. We call this system a [t]-system on G. The maximal D-chain of order t and node specific spectra of G can be computed based on the following Theorem 3. Theorem 3. For the [t]-system on G, the state x = deg(1), deg (2), . . . , deg(n) converges to the stable state C t = (C 1,t , C 2,t , . . . , C n,t ), where
ii.
In addition, the state C t converges to the stable state C t+1 under the [t + 1]-system on G. The proof of Theorem 3 is provided in SI. The final statement in the theorem guarantees a linear oder complexity for computing D-spectra of all nodes.
Similarity of nodes
It is obvious that D-spectra of nodes can be used to characterize the similarity regarding the topological locations of different nodes in a given network. Here we study the similarity of nodes in terms of their spreading power. The spreading power of a node is characterized by the average infection rate of the SIR process on the given network where the node is the sole infected source at the beginning of the process. In Kitsak et al., 23 it is shown that nodes in the same core are generally more reliable than nodes with the same degree when it comes to spreading power. In other words, to characterize the similarity of nodes with respect to their spreading power, using core numbers is generally better than using degrees.
Note that the complexity of obtaining the D-spectra associated to nodes is the same as obtaining the core numbers of the nodes. Here we take advantage of the high-dimensional data, i.e., D-spectra associated to nodes, to characterize similarity of nodes in terms of the Euclidean distance of their corresponding D-spectra. In order to compare this to the similarity measure of core numbers, i.e., nodes having the same core number are considered similar, we first partition nodes into a selected number of blocks, based on the Euclidean distance of their D-spectra. Note that each D-spectrum block may contain nodes from multiple core-based blocks, and vice versa. Then, (i) in each D-spectrum block, we compute the average infection rate of nodes from the same core-based block (i.e., with the same core number); (ii) in each core-based block, we compute the dispersion (i.e., the variance normalized by the mean) of the infection rates of nodes in the block; (iii) in each core-based block, the dispersion of the infection rates of nodes in every intersected D-spectrum block and the corresponding average dispersion of the intersected blocks are also computed.
We test the following five networks: Email, 39 USAir, 40 Jazz, 41 PB, 42 and Router; 43 See SI. Let β denote the epidemic threshold. We use the formula β = <k> <k 2 >−<k> to compute the asymptotic value for the threshold β for each network.
11, 12 Then, for each network and each node, we evaluate the SIR process with the node as the sole infected source w.r.t. 9 different transmission probabilities: 0.1β, 0.5β, β, 1.5β, 2β, 4β, 6β, 8β, 10β. As a result, we find that the infection rates of nodes with the same core number are generally more diverse than that of nodes in the same D-spectrum block (see Figure 2 and Figures S1-S13 in SI), which means using D-spectrum is generally more effective than using core number to identify similar nodes. In (a), (c), (e), rows and columns stand for core-clusters and D-spectrum clusters respectively, where the value of each cell is the average infection rate at 1.5β of the nodes contained in the intersection of the two clusterings. In all networks, the average infection rates in the same Dspectrum cluster is generally more stable than those of the same core cluster. In (b), (d), (f), the x-coordinate of each point is the dispersion of the infection rates of nodes contained in a same row (in (a), (c), (e), respectively) while the y-coordinate of the point is the dispersion of nodes in a cell in the same row (if grey) and averaged dispersion of the cells (if black), and the red line is for x = y.
We next study the correlation between the spreading power from the SIR process and the D-spectra of nodes. This is figure by first clustering nodes based on two different ways: one is based on spreading power and the other based on D-spectra, and then look at how these two clusterings match with each other. We find that these two clusterings are significantly correlated (see Figure 3 and Figures S14-S17 in SI). 
Methods Introduction to SIR process
The SIR process is an important stochastic model to study the spreading of disease within a population. It works as follows: a population is modeled as a network, where each node represents an individual, while links (edges) between nodes represent their interaction relation. Each node could be in either one of three states: susceptible (S), infected (I), and recovered (R). During the process, at each step, an infected node may infect each of its susceptible neighbors with a certain probability, and then the infected node may become recovered with another probability. Once a node is in the state R, it will never infect others and never get infected again. For simplicity, the probability getting recovered is set to 1 here. The process stops when there are no nodes in the state I, and the eventual percentage of infected population, i.e., infection rate, is the ratio of the nodes in R and the total size of the population.
In each of our simulations, at the beginning of the process, only one node is in the state I. The probability of an infected node infecting each of its susceptible neighbors is one of the 9 simulated probabilities. For each node being the sole infected source, we run 8 1000 simulations and adopt the average of the infection rates as the infection rate of the node.
Introduction to the clustering algorithm
Each vertex has two associated spectra, one is the sequence of infection rates corresponding to different transmission probabilities (i.e., dynamics spectrum), and the other is D-spectrum. We group all vertices in two different ways, one (dynamics) is based on the Euclidean distance between their dynamics spectra, and the other (D-spectrum) is based on the Euclidean distance between their D-spectra. The exact execution of the grouping process is done by calling the standard function Findcluster in Mathematica 10.0. Next, we look at the intersection of the clusters from the two groupings. The ideal case is that every cluster produced in one way is contained in a cluster produced in the other way, and vice versa, which means those nodes producing similar dynamics in the SIR process are exactly those having similar D-spectra, and vice versa.
Discussions
We develop the theory of D-chain decompositions of a given network and provide the means of computing these decompositions. We show this can be done through a parametrized deletion algorithm as well as through computing the fixed point of a special kind of graph dynamical system which we called an M-C system. Furthermore, the notion of D-chain can be extended to hypergraphs, weighted networks, and k-truss decomposition.
46, 47 Varying our adaptive parameter t we endow each node of the network with a vector of data called its D-spectrum. Compared to the degree or the core number of a node, both of which appear as particular coordinates in this associated vector, the D-spectrum of the node is a high dimensional object. As such it provides more information about the node as well as more flexibility when it comes to classification applications. This is illustrated by the fact that there are no natural criteria for further classifying nodes with the same degree or core number. The resolution of classification of the nodes of a network is hence set by the number of different degrees or cores respectively. However the high dimensionality of the D-spectra ensures a very low probability for two nodes to have the exact same spectrum. Thus the aforementioned resolution is much higher.
An immediate approach to node classification, employing this high dimensional data, is the clustering of the D-spectra based on Euclidean distance. This declares two nodes similar if their respective D-spectra lie in the same cluster. In this paper, we show this method lends itself to being a good predictor of node spreading power within the context of SIR dynamic on the network, as well as a good measure of structural similarity.
Many aspects remains untouched, both in theory and applications. For instance, are two networks with the same D-spectrum isomorphic? Finally, although the current paper is not entirely devoted to the discovery of novel uses for the D-spectra of nodes we are confident we have thus far provided ample evidence to support the intrinsic value of the theory developed. Future work will undoubtedly explore novel applications of this framework. 
SUPPLEMENTARY INFORMATION
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A Datasets
In this paper our focus is on real world networks (social interaction, transportation, internet routing and communication etc.). All networks have been converted to simple graphs by eliminating multi-edges or loops and considering directed edges as not directed. Also, only the largest connected component is considered if the original network happens to be disconnected. The networks are as follows:
• Email network. 39 The list of edges of this network is that of e-mail interchanges between members of the Univeristy Rovira i Virgili (Tarragona).
• USAir network. 40 This is the US air transportation network.
• Jazz network. 41 The list of edges of this network is that of collaborations between jazz musicians.
• PB network. Table S1 : Topological characteristics for all the networks.
B h-index and k-core decomposition
Let G be a network, and v be a node of G. The h-index h(v) of v is the maximum number k such that there are k neighbors of v with degree at least k. The metric h-index was initially proposed to measure the productivity and impact of a scholar (and a paper) 38 and is now widely used for this purpose. Recently, it was proposed to measure the centrality of a node in any network.
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The k-core of G is the largest subgraph of G where each node has degree at least k, 24 and it can be obtained as follows: start with G, delete all vertices with degree smaller than k and the corresponding incident edges, this may cause new vertices of degree smaller than k to appear, delete them as well, iterate the process until every node in the remaining subgraph has degree at least k. This remaining subgraph is the k-core of G. The core number of a node v is C(v) = k if v is contained in the k-core but not the (k + 1)-core, which was proposed to be a measure to characterize the spreading power of nodes.
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C Introduction to Kendall Tau
Kendall Tau is one of the widely accepted measures of the correlation between two sequences. Let X = (x 1 , x 2 , . . . , x n ) an Y = (y 1 , y 2 , . . . , y n ) be two sequences. For any two pairs (x i , y i ) and (x j , y j ) where i = j, if x i > x j and y i > y j , then the two pairs are called concordant; if x i > x j while y i < y j , then the two pairs are called discordant; otherwise, i.e., x i = x j or y i = y j , the two pairs are neither concordant nor discordant. The Kendall Tau of X and Y is defined as
, where c + is the number of concordant pairs while c − is the number of discordant pairs.
D Theory of D-chain decomposition
Suppose G = (V, E) is a network (i.e., a graph), where V is its vertex set and E is its edge set. We write H ≤ G if H is a subgraph of G, and
Let S ⊂ V , the vertex-induced subgraph of G on S is the graph (S, E ′ ) where E ′ is the subset of E where e ∈ E ′ for any e ∈ E if the two ends of e are contained in S.
A D-chain of order t, L :
Proof. Suppose k is the maximum length of D-chains of order t of G. If there exists only one D-chain of order t of length k, then the chain is maximal by definition and unique. Otherwise, suppose there are the following two different maximal ones of length k, L :
This contradicts L and L ′ being maximal, whence the proposition.
Let G be a graph and t be a non-positive integer. Let L :
denote the degree of the vertex v and ∆(G) = max v∈V (G) {deg(v)}. We call the vector (C 0 (v), C 1 (v), . . . , C −∆(G) (v)) the D-spectrum of the node v. We could also use
Proposition D.2. Let G be a graph and t be a non-positive integer. Let L :
Suppose the claim is not true. Then, there exists 0
is also a dendritic chain of order t by definition. This contradicts the maximality of C, whence the claim.
Next, if L(v) = i, from the above claim, we have
Then, by definition, for any i, every vertex in G i has at least i neighbors in G j ′ (j ′ = max{0, i + t ′ }). Note that if t < t ′ ≤ 0, then i + t ′ > i + t, and G j ≥ G j ′ where j = max{0, i + t}. Thus, every vertex in G i has at least i neighbors in G j (j = max{0, i + t}). Hence L is also a D-chain of order t.
Applying Proposition D.2 and Lemma D.3, we obtain
It turns out that the k-core decomposition of a graph is essentially the maximal Dchain of order 0.
Proof. Let G i be the i-core of G. Then, we have a chain G 0 ≥ G 1 ≥ · · · . Recall that the i-core of G is the largest subgraph of G where each node has degree at least i. This is equivalent to that every vertex in G i has at least i neighbors. Thus, the chain gives a D-chain of order 0 of G. Due to the maximality of the i-core, the D-chain is maximal. Therefore, we have C(v) = C 0 (v).
E Computing D-spectrum via a node deletion algorithm
For a fixed k > 0 and t < 0, there exists i such that 1 ≤ i ≤ −t and i − mt = k for some m ≥ 0. Proof of Theorem 1. For any l > 0, let H l be the outcome graph of Algorithm 1 when k = l there. Firstly, for any 1 ≤ i ≤ −t, it is obvious that the chain L i :
≥ · · · satisfies that any vertex v contained in H i−jt has at least i − jt neighbors in H i−(j−1)t by the working mechanism of Algorithm 1. Otherwise, the vertex v should be deleted and would not survive in H i−jt . Secondly, we claim that L i is maximal in the following sense: there does not exist a different chain L
≥ · · · satisfying the same (degree) property and H ′ i−jt > H i−jt for some j ≥ 0. Suppose this is the case and j ′ is the minimum number such that
Then, there is a vertex u contained in H ′ i−j ′ t but not H i−j ′ t . This is impossible, because H ′ i−(j ′ −1)t = H i−(j ′ −1)t and u is deleted from H i−(j ′ −1)t implying u has degree less than i − j ′ t in H i−(j ′ −1)t . Finally, we claim that combining these −t chains, that is, H 0 , H 1 , H 2 , . . ., gives us the maximal D-chain of order t of G. It only remains to check the nesting property of adjacent graphs in the combined chain, i.e., verify if we can put ≥ in between adjacent entries there. Suppose this is not true. Then there exists a minimum r such that H r < H r+1 . Assume r = i − jt whence r + 1 = (i + 1) − jt. Note that both chains L i and L i+1 satisfy the degree property and H i−j ′ t ≥ H i+1−j ′ t for 0 ≤ j ′ < j. Thus, the resulting chain obtained by replacing H i−jt with H i+1−jt in L i still satisfies the degree property. This contradicts the maximality just proved. This completes the proof of the theorem Comparing this to the deletion algorithm for conventional k-core in Section B, we remark that there is a significant difference. In the deletion algorithm for conventional k-core, we do not know how many iterations there are before the process stops. However, in Algorithm 1, there are only m iterations in total.
F Theory of M-C systems
Studying complex networks and their dynamics is important for understanding information diffusion, disease control, etc.
27-32 Typically, a dynamical system over a complex network involves the following: the network; a local function associated with each node of the network which specifies how the state of each node changes as a function of the states of the other nodes in the network, and an update schedule, which reflects in what order each node updates its state according to its local function (said updates taking place at discrete time steps). An update schedule can be classified as either of the following three: (i) synchronous (parallel) updating -where all nodes are updated simultaneously, each new state of a vertex depending on the system state at the previous time step; (ii) sequential updating -where each node is updated according to a predetermined order schedule. In this type of updating the next state of the vertex to be updated (according to the order) depends on the state of the system at the previous update step; (iii) block sequential -which can be viewed as a mixture of the previous two. In this type of updating at each time step a predetermined block of vertices are synchronously updated, their new states depending on the system state at the previous update step.
With the network structure, update order and the local functions given, the system dynamics is concerned with how the system state varies in discrete time. Various classes of dynamical systems have been studied, linear sequential dynamical systems, 33, 34 monotone dynamical systems, 35, 36 threshold dynamical systems, 37 to name just a few. Let G = (V, E) be a simple graph with vertices in the set V = {v 1 , v 2 , . . . , v n } and edges in the set E. Suppose each vertex can take a state from a finite set P . For the vertex v i , a function f v i is associated with it to specify how the vertex v i updates its state x v i (x i for short). The arguments of the function f v i are the states of the neighbors of v i (and itself) in G. Usually, f v i is called the local function at v i . For simplicity of notation, we may view the arguments of f v i to be the states of all vertices, even though f v i essentially only depends on part of them. An infinite sequence W = W 1 W 2 · · · , where W i ⊆ V , is called a fair update schedule, if for any k ≥ 1, and any 1 ≤ i ≤ n, there exists l > k such that v i ∈ W l . A system dynamic is generated if vertices in G update their states using their respective local functions and following the order specified by a fair update schedule W , i.e., suppose the initial system state at time t = 0 is
n ), for i > 0, the system state x (i) at time t = i is obtained by that the vertices contained in W i update their states via applying their respective local functions to the states of their respective neighbors in x (i−1) while the states of the vertices not in W i remain unchanged. Namely, the system state
n ) at time step i is obtained by the following:
It should be noted that the definition of fair update schedule here is a generalization of update schedules considered in conventional dynamical systems, e.g., for parallel updating, the update schedule can be viewed as an infinite sequence where W i = V for all i, while for sequential updating, the update schedule can be viewed as an infinite sequence where W i = {v j } for some j, and W is a concatenation of copies of a finite sequence. We denote this dynamical system by [G, f, W ], and we denote by [G, f, W ] (i) (x) the system state at time t = i when the system starts from the initial state x at time t = 0.
For a given dynamical system [G, f, W ], a system state x is said reaching a fixed point (or stable state) z if there exists k ≥ 0 such that for any i > k,
This also implies that z will not change by further updating any nodes in any order, and thus for any two fair update schedules W and W ′ , we have
Namely, the set of fixed points is invariant when the update schedule varies. Now we are ready to introduce M-C systems. Suppose there is a linear order '≤' on the set P . Let P q = {(x 1 , x 2 , . . . , x q ) : x i ∈ P, 1 ≤ i ≤ q}. Then, we can extend the linear order on P to a partial order on P q as follows:
Fox example, the binary functions 'AND' and 'OR' on P q = {0, 1} q are monotone, under both assumptions that 0 < 1 and that 1 < 0. It is also easy to check that if f v i is the binary function 'AND', then it is contractive under the assumption 0 < 1; if f v i is the binary function 'OR', then it is contractive under the assumption 1 < 0. A dynamical system where every local function is monotone and contractive is called a monotone-contractive (M-C) system. Proposition F.1. Let [G, f, W ] be an M-C system. Then, any system state x ∈ P n is reaching a fixed point.
Proof. Since each local function f v i is contractive, every time the vertex v i updates, its state will decrease (not necessarily strictly) w.r.t. the linear order of P , regardless of the states of other vertices. Hence, for any
in the induced partial order on P n . Since |P n | is finite, there can not be an infinite strictly decreasing subsequence of {[G, f, W ] (i) (x)} i≥0 . Therefore, x is reaching a fixed point.
Proposition F.2. Let [G, f, W ] be an M-C system, and suppose a system state x ∈ P n is reaching a fixed point z where z < x. Then, any system state y such that y ≤ x but y z can not be a fixed point.
Proof. Since y ≤ x but y z, there is at least one coordinate in z strictly smaller than the corresponding coordinate in y.
(i) ≥ y} = ∅; since x is reaching the fixed point z, and there is at least one coordinate in z strictly smaller than the corresponding coordinate in y, |I| is finite. Let i = max{i : [G, f, W ] (i) ≥ y}. Then, there is at least one coordinate in y ′′ = [G, f, W ] (i+1) (x) strictly smaller than the corresponding coordinate in y. Without loss of generality, we assume the coordinate holding the state of v 1 is such a coordinate. Then, we must have
, and assume the arguments for the local function f v 1 are the states of the vertices v 1 , v 2 , . . . , v k . Then, by assumption, we have
If y is a fixed point, then by definition we must have f v 1 (y 1 , y 2 , . . . , y k ) = y 1 . This is absurd as f v 1 is monotone and y ′′ 1 < y 1 . Therefore, y can not be a fixed point. Proof of Theorem 2. Based on Proposition F.1, x is reaching a fixed point under any fair update schedule. Suppose x is reaching the fixed point
There are the following two cases: if z ′ z, according to Proposition F.2, z ′ can not be a fixed point; if z ′ < z, according to Proposition F.2, z can not be a fixed point. Therefore, we must have z = z ′ , whence the first part of the theorem. The last part of the theorem is implied in the discussion as well.
Theorem 1 has several implications:
• Since we know that each state x will reach a unique stable state regardless of the update schedule, we can choose any update schedule (some of them may be easier to implement) to compute the stable state.
• With some prior information, say the estimate of the fixed point z, in order to compute the stable state x is reaching, we could just start with the state y which may potentially accelerate the computation.
G Computing D-spectrum via M-C systems
In this section, we will see certain systems where the local functions may not necessarily be contractive and monotone for all states in P q while they are contractive and monotone on a subset of P q . In this case, our theoretical framework of M-C systems can still be applied.
Given a network G with n vertices v 1 , v 2 , . . . , v n , we assume each vertex can take a state from the set [n] = {1, 2, . . . , n}. Suppose the local function f v at the node v returns the maximum k such that there are at least k of its neighbors having states at least k + t. We call such a system a [t]-system on G.
First, it should be clear that f v is monotone. However, f v is generally not contractive.
By abuse of notation, we will denote the subgraph induced by the set S r of vertices as S r . From (a), (b) and the fact that y u ≥ y v + rt for u ∈ S r , we can conclude: for r ≥ 0, any vertex in S r has at least y v + rt neighbors in S r+1 . Then, it can be checked that the chain
gives a D-chain of order t of G. Therefore, we must have C t (v) ≥ y v , which is a contradiction. Hence, y can not be a fixed point, and x must converge to z.
In particular, if t ≤ −∆(G), it is easy to check that C t (v) = deg(v), whence x is a fixed point.
Finally, from Proposition G.3, we know that C t+1 ≤ C t ≤ x. Next, based on Theorem 1, since the degree sequence x converges to C t+1 under [t + 1]-system on G, C t must also converge to C t+1 as well. The last statement also implies that the complexity of computing C 0 (conventional k-core decomposition) is essentially the same as computing the full D-spectrum, as in a contractive system, to reach C 0 from the degree sequence x, every C t somehow needs to be passed.
H SIR spreading process
Clearly, the infection rate increases as the transmission probability increases. However, this process has a phase transition phenomenon, that is, when the transmission probability increases from 0 to some value below β, the infection does not change significantly, while from any value below β to β (or above), there is a drastic change. This β is called the epidemic threshold of the SIR process on the network. Via percolation analysis, β can be asymptotically computed using the formula:
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In each of our simulations, at the beginning of the process, only one node is in the state I. The probability of an infected node infecting each of its susceptible neighbors is one of the 9 simulated probabilities: 0.1β, 0.5β, β, 1.5β, 2β, 4β, 6β, 8β, 10β. For each node being the sole infected source, we run 1000 simulations and adopt the average of the infection rates as the infection rate of the node.
H.1 Similarity
It is obvious that D-spectra of nodes can be used to characterize the similarity regarding the topological locations of different nodes in a given network. Here we study the similarity of nodes in terms of their spreading powers. The spreading power of a node is characterized by the average infection rate of 1000 simulations of the SIR process on the given network where the node is the sole infected source at the beginning of the process. In the work, 23 it is shown that nodes in the same core are generally more reliable than nodes with the same degree when coming to spreading power. In other words, to characterize the similarity of nodes with respect to their spreading powers, using core number is generally better than using degree.
Here we take the advantage of the high-dimension data, i.e., D-spectra associated to nodes, since the complexity of obtaining them is the same as obtaining the core numbers of nodes. We test the most straightforward idea of characterizing similarity of highdimension data, that is, similar nodes are expected to be those with smaller Euclidean distances. In order to compare with core number based similarity, we first cluster the nodes into a selected number of clusters based on the Euclidean distance of their Dspectra. Then in each cluster, we compute the average infection rate of nodes with the same core number. Even with this straightforward idea, we find that the infection rates of nodes in the same core is generally more diverse than that of nodes in the same cluster based on D-spectrum (see Figure S2 -S13), which means using D-spectrum is generally more effective than using core numbers to identify similar nodes. Each node in a network has two associated spectra, one is the sequence of infection rates corresponding to different transmission probabilities (i.e., dynamics spectrum), and the other is the D-spectrum. Here we also directly study the correlation between these two spectra. To this end, we group all nodes in two different ways, one (referred to as dynamics) is based on the Euclidean distance of their dynamics spectra, and the other (referred to as D-spectrum) is based on the Euclidean distance of their D-spectra. The exact execution of the grouping process is done by calling the standard function Findcluster in Mathematica 10.0. Next, we look at the intersection of the clusters from the two groupings. The ideal case is that every cluster in one way is contained in a cluster in the other way, and vice versa, which means those nodes producing similar dynamics in the SIR process are exactly those having similar D-spectra, and vice versa. In practice, as long as the mass of each row and each column respectively concentrates in a few cells (i.e., intersections), the two different spectra are correlated. Inspecting Supplemental Figures S14-S18, we can conclude that this is almost the case.
Since the infection rates at low transmission probabilities and high transmission probabilities are of different orders, say 10 −3 and 10 −1 , respectively, the high transmission probabilities part will dominate the Euclidean distance if computing directly based on the absolute infection rates. In order for clearing this possible domination issue, we normalize the infection rate of each probability by the greatest infection rate (among all nodes) of that probability before we apply the grouping function. Next, we study the performance of C t (v) in predicting spreading power, which is done by computing the Kendall Tau (defined in Methods) of C t (v) and three observers drawn from the SIR process on several real networks. The first observer (infection rate) is based on the average infection rate of a node as the sole infected source in the given network at the start of the process; The second observer (variance rate) is the variance of the infection rate normalized by the mean of the infection rate; The third observer (lambda rate) is the percentage of simulations (out of 1000) where the eventual infected population percentage is no less than λ = 0.5. The higher the Kendall Tau is, the more correlated a ranking and an observer is. For comparison purposes, we further include the following two ranking schemes: h-index, and the average of 100 uniformly randomly sampled rankings between the degree and C 0 (v).
H.2 Spreading power
We study the performance of predicting spreading power of the rankings derived from Dchain of order t, i.e, C t (v), which is done by computing the Kendall Tau of these rankings and infection rate at different transmission probabilities. The higher the Kendall Tau is, the more accurate for predicting spreading power of a ranking.
We have computed the Kendal Tau of rankings from all order t, for −∆ ≤ t ≤ 0, and the infection rate, respectively, where ∆ is the maximum degree of a vertex can have in a given network. The results for all t are shown as a surface. At the same time, we picked some slices on the surface, i.e., the Kendall Tau curves for some t's, for displaying the details. These selected t's are: t = 0, t = −1, t = − ∆, t = −∆. Note that the case t = −∆ is equivalent to the degree sequence.
According to Corollary C.4, we know that C 0 (v) ≤ C t (v) ≤ C −∆ (v) = deg(v). In addition, by construction, we know that C 0 (v) ≤ h(v) ≤ deg(v). Thus, for comparison purposes, we added the Kendall Tau curves for h-index and a random ranking sampled from the interval [C 0 (v), deg(v)] (for every node v).
We observe that in the neighborhood of the epidemic threshold β, h-index outperforms other rankings in most of the networks as observed in Lü et al. 25 However, not many works have studied the behavior away from the neighborhood of the epidemic threshold. We find that, for most of the networks, the degree sequence outperforms other rankings outside the neighborhood of the epidemic threshold. For almost all networks, there is a dip close to the epidemic threshold (see Figure S19 -S23). We suspect that the position of the dip might give the real accurate epidemic threshold. Overall, these rankings do not differ significantly in performance most of the times. This is true, even for the randomly generated ranking. In addition, in several cases, there is a kind of anti-monotone phenomena, that is, a ranking which performs better in the neighborhood of the epidemic threshold performs worse outside the neighborhood of the epidemic threshold. 
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H.3 Spreading reliability
The spreading reliability of a node is characterized by the normalized variance of the infection rate of the node. The higher the variance is, the less reliable. With respect to spreading reliability, for all these simulated networks, there is a phase transition near the epidemic threshold, from significant positive Kendall Tau to significant negative Kendall Tau (see Figures S24-S28 ) From the definition of Kendall Tau, this implies that for low transmission probability, a node with high ranking (e.g., high degree) likely has a larger normalized variance, i.e., likely less reliable, while for high transmission probability, high ranking is likely more reliable. The performances of all these rankings are almost the same for the 5 real networks. 
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H.4 Spreading effectiveness
The third observer, i.e., lambda rate, reflects the effectiveness of the infection power of nodes. The higher the number of times a vertex infects more than λ of the population, the more effective its spreading capabilities. With respect to lambda rate, there is a phase transition whose location depends on the value of λ (see Figure S29-S33) . The infection rate is monotone with the transmission probability, so the location of the phase transmission increases as λ increases. Here we present only the case λ = 0.5. However, it should be noted that the first observer is essentially the case of λ = 0. 
