The multiple observation times approach was proposed as a test generation approach for fault detection, and was shown to alleviate deficiencies of conventional test generators. In this work, the multiple observation times approach is applied to fault location. It is shown that the use of multiple observation times has the potential of significantly enhancing the resolution of a given test set. A definition of pass/fail diagnosis suitable for the multiple observation times approach is also given. Experimental results are provided to demonstrate the approach and its advantages.
Introduction
Fault location, or diagnosis, is performed when a circuit-undertest is known to be faulty. It is performed in order to locate where in the circuit a fault has occurred. Fault location may be required to identify and then replace the faulty subcircuit, or to analyze the defect causing the faulty behavior. The problem of fault location has been considered extensively (e.g., [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] ). A broad class of fault location procedures rely on comparison of the circuit response with a set of responses produced by the circuit-under-test in the presence of modeled faults. The observed response is attributed to one or more modeled faults, which are used to identify the fault site. We assume the same approach in this work. The quality, or resolution [8, 10] of the test set applied to the circuit for the purpose of fault location is determined by the number of modeled faults that can potentially explain a given response of the circuit-under-test. The smaller this number, the easier it is to identify the fault site accurately, and hence the resolution of the test set is higher. Resolution is computed based on the subsets of modeled faults that cannot be distinguished by the given test set. When considering synchronous sequential circuits, three-value simulation may result in unspecified output values. In this case, two faults are said to be indistinguishable if they have compatible responses, where compatibility is defined as follows. Two responses are said to be compatible if they are identical except possibly where one of the responses is unspecified. The specific resolution measures used in this work are described in Section 3.
The reason for using unspecified values when considering synchronous sequential circuits is that they allow to compactly represent the uncertainty as to the initial state of the circuit, and as a result, allow a compact representation of its response. In the context of test generation for fault detection, unspecified values allow a single output sequence to represent all possible responses of a circuit, independent of its initial state. A single response of the fault free circuit can thus be compared to the response of the circuit-under-test, to determine whether it is fault free or faulty. However, it was shown in [12] that the use of unspecified values, and in particular, the use of a fully unspecified initial state, also causes significant loss of fault coverage in some cases. It was also shown that the loss in fault coverage can be corrected by considering several initial states (fully or partially specified), each one separately. The number of initial states that need to be considered separately can be kept low, by using an appropriate test generation method [13] . The resulting test generation approach, called the multiple observation times approach, resulted in a test generation procedure [13] , that yields significantly improved fault coverage in benchmark circuits. For example, for ISCAS-89 circuit s 510, conventional test generation procedures achieve zero fault coverage, whereas the multiple observation times procedure from [13] results in 100% fault coverage. In this work, we show that similar improvements can be obtained with respect to the resolution of a given test set for fault location. In particular, we show that by using incompletely specified output responses, two faults may be indistinguishable, even though they never produce the same output response. Such faults are distinguishable when the multiple observation times approach is used. Moreover, we show that even when the fault coverages (i.e., the percentage of faults detected by a given test sequence) under the conventional approach and under the multiple observation times approach are similar, there can be a significant difference in the fault location capabilities of a given test sequence under these two approaches. Thus, the multiple observation times approach can be used for increased fault location resolution even when it does not result in a significant fault coverage improvement.
This paper presents a study of the effects of the multiple observation times approach on fault location. It is important to note that for some circuits, where the use of unspecified values does not result in loss of accuracy, the multiple observation times approach is not expected to yield significant improvements. The study in this work is aimed at circuits where such loss of accuracy is significant. The paper is organized as follows. In Section 2 we discuss fault diagnosis under the multiple observation times approach, and show its advantages. In Section 3 we present fault diagnosis based on pass/fail responses. In Section 4 we present experimental results. Section 5 concludes the paper.
Diagnosis using multiple observation times
In this section, we show the advantages of multiple observation times over conventional approaches through several examples, and then define the measure of resolution we use.
Comparison with single observation time diagnosis
Consider the three faulty responses of a two-output circuit shown in Table 1 . If the circuit-under-test produces the response (00,00,01), this response can be uniquely attributed to f 1 . However, if the circuit-under-test produces the response (00,01,10), this response can be attributed to either f 2 or f 3 , and no unique identification of the fault is possible. We represent the information regarding the faults that can produce each output response of the circuit in a fault location tree [15] . The tree is constructed to include for every output response, the fault or faults that can explain it. At the same time, the tree should be kept as small as possible, therefore, we represent the possible output responses using as many unspecified values as possible. A fault location tree based on the responses of Table 1 is shown in Figure 1 , and its construction is explained next. In the root, we place all three faults. The possible responses to the first input symbol of the test sequence are 22 (for f 1 or f 2 ) and 20 (for f 3 ). The two responses have a non-empty intersection, 20. In addition, 22 contains a response, namely 21, that is not contained in 20. To distinguish between 20 and 21 in the tree, the root has two sons, one corresponding to 20 and one corresponding to 21. The son corresponding to 21 contains only f 1 and f 2 . In general, whenever output values with non-empty intersection exist, they are intersected until disjoint responses are obtained. A vertex in the tree becomes terminal (or a leaf) when no additional output values exist, or when it contains a single fault. From the tree of Figure 1 , we can see that responses like (00,00,01) uniquely identify the fault. Responses like (00,00,00) identify a pair of faults, any one of which can explain the circuit behavior. Table 1 has two states, and that fault simulation under the multiple observation times approach yields the responses of Table 2 . The first response of every fault is produced by the faulty circuit when it starts from its first state, and the second response is produced when the circuit starts from its second state. Comparison of Tables 1 and 2 shows the main advantage of the multiple observation times approach. Although there are only two possible responses in the presence of f 1 , namely, s 1 = (00,01,00) and s 2 = (11,10,01), under conventional fault simulation, the two responses are compactly represented as (22, 22, 02) . A large number of responses that cannot be produced by the circuit are included in this response. For example, (01,00,00) is included in (22,22,02) but not in the set of possible responses of the circuit. There is a total of 2 5 −2 = 30 such responses. Moreover, some responses that cannot be obtained can be attributed to two different faults, causing them to appear to be indistinguishable. For example, in Table 1 , the response (00,00,00) is contained in the responses of both f 1 and f 3 , making them indistinguishable, however, this response is never produced by either f 1 or f 3 according to Table  2 . Similarly, (00,01,00) is contained in the responses of both f 1 and f 3 according to Table 1 , however, it is produced only by f 1 . This significantly reduces the resolution of fault location under the conventional approach, below what can actually be achieved if the responses of modeled faults are computed under the multiple observation times approach. In the example, when multiple observation times are used and the responses of Table 2 are obtained, each one of the responses can be uniquely attributed to a single fault.
A fault location tree for Table 2 , similar to the one of Figure 1 , is shown in Figure 2 . Note that in the construction of the tree, we consider each one of the sequences of every fault separately. For example, although f 2 has output values 01 and 11 in time unit 2, only 11 follows 00 at time unit 1, therefore, it is the only response of f 2 in the leftmost part of the tree, corresponding to the sequence s 4 . We give the sequence numbers of Table 2 below the fault numbers in the vertices of the tree. In accordance with our observation that every response is unique to one fault, the leaves of the tree contain single faults and single sequences. s 5 00 00 10 s 6 10 01 00 Table 2 A practical multiple observation times fault simulator [16] used to obtain the responses of modeled faults may not expand the faulty responses in full, i.e., it may implicitly consider subsets of states by using partially specified initial states. For example, the faulty responses shown in Table 3 may be obtained for the same circuit considered in Tables 1 and 2 . The corresponding fault location tree is shown in Figure 3 . In this case, there are two output sequences represented by (20,01,00), that do not allow f 1 and f 3 to be distinguished. All other output responses can be uniquely attributed to one fault. In addition, f 2 can always be uniquely identified. 
A resolution measure
Next, we select a measure of the effectiveness of a test sequence in fault location, that will be used later in our experiments. A Table 3 measure based on a fault location tree is most detailed and accurate in describing the indistinguishable faults. However, the construction of a fault location tree may be computationally intensive. To avoid the need to compute a tree, we use a measure similar to the measure of [11] , which is based on maximal subsets of indistinguishable faults. We first illustrate it based on the examples above, and then give a procedure for computing it.
In Figure 1 , we have two pairs of faults in the leaves of the fault location tree, namely, F 1 = {f 1 , f 3 } and F 2 = {f 2 , f 3 }. No triples exist. Thus, F 1 and F 2 are maximal indistinguishable fault sets. In addition, all the faults are contained in
Our measure should indicate that the maximal indistinguishable sets consist of two pairs.
In Figures 2 and 3 , we compute the measure based on the sequences stored in the leaves of the tree. Note that in Figure 1 , there is one sequence corresponding to each fault, therefore, we can use faults or sequences interchangeably. In Figures 2 and 3 , some faults are associated with multiple sequences. We have two options in this case. (1) To translate the sequences into their corresponding faults and consider maximal indistinguishable fault sets, or (2) to consider maximal sets of compatible (or indistinguishable) sequences in the computation of the measure. To show the difference between the two options, consider Figure  3 . In Figure 3 , we have one pair of compatible sequences {s 1 ,s 5 }, and all other sequences uniquely identify the fault producing them. The pair {s 1 ,s 5 } belongs to faults {f 1 , f 3 }. According to Option 1, we would say that the maximal indistinguishable fault sets are {f 1 , f 3 } and {f 2 }. According to Option 2, we would say that the maximal indistinguishable sequence sets are {s 1 ,s 5 }, {s 2 }, {s 3 }, {s 4 }. Thus, a resolution measure based on sequences is higher than a resolution measure based on faults (there are more size-one sets of compatible sequences than sizeone sets of indistinguishable faults). We maintain that the use of sequences results in a more accurate measure. For example, in Figure 3 , saying that f 1 and f 3 are indistinguishable implies that there is no output sequence that distinguishes them, however, we know that s 2 produced by f 1 and s 4 produced by f 3 are distinguishable. In the following discussion, we use Option 2. We discuss below its similarity to the notion of partially detectable faults [14] and the fault coverage measure (called a fault detection coefficient) from [16] . We point out that the measure has a disadvantage in that it depends on the number of sequences used for every modeled fault, and to what extent the outputs are specified. Thus, different simulation processes used to obtain the multiple observation times sequences for modeled faults may result in different measures. However, this effect is expected to be small, and overridden by the general effect of using the multiple observation times approach.
Based on the maximal sets of indistinguishable sequences, the resolution measure is given as a set of pairs {(i,n (i))}, indicating that there are n (i) maximal indistinguishable sets of size i. Thus, for Figure 1 we have {(2,2)}, for Figure  2 we have {(1,6)}, and for Figure 3 we have {(1,3), (2,1)}. In addition, we compute the proportion of sequences that allow unique fault identification as P = N S n (1) , where N S is the total number of sequences. Thus, for Figure 1 we have P = 0, since n (1) = 0; for Figure 2 we have P = 6/6 = 1; and for Figure 3 we have P = 3/5 = 0.6. The examples show that the measure improves as the output sequences for modeled faults are specified. The same trend is shown for benchmark circuits in Section 4. If a given fault f has two compatible sequences s 1 and s 2 , then s 1 and s 2 are not included in the same maximal set. The reason is that if the circuit-under-test produces a response that is compatible with either s 1 or s 2 , then the fault in the circuit is identified in either case as f. Thus, the resolution measure should not decrease if s 1 and s 2 are compatible.
When computing the maximal sets of indistinguishable sequences to derive the resolution measure, we note that the number of sets of a given size i may be exponential in i. We therefore compute the sets in steps. At step i, we compute indistinguishable sets of size i, using information regarding indistinguishable sets of size i −1. The procedure is given next. Procedure 1 terminates when the number of sets of size i exceeds a predetermined limit, or when it is zero. In the latter case, it is ensured that all maximal sets are obtained. In the former case, if the computation is stopped after the sets of size i are computed, then we have all the maximal sets of sizes 1,2, . . . ,i −1. The reason is that all subsets of sizes 1,2, . . . ,i −1 of an indistinguishable set of size i must also be indistinguishable sets. Thus, if no indistinguishable set of size i was obtained that marked as non-maximal a set S j of size j < i, then set S j will not be marked as non-maximal even when sets larger than i are computed. In particular, once all compatible pairs are computed, all the maximal sets of size 1 are obtained, and P can be computed. In our experiments, to report the results in a uniform manner, we set a fixed bound on the sizes of the indistinguishable sets computed and on their number. We point out that a procedure similar to the one of [11] can be used to generate the maximal subsets. However, Procedure 1 is sufficient for our goal of demonstrating the improvement in resolution obtained by the multiple observation times approach.
Partially distinguishable faults
In the study of fault detection under multiple observation times [14] , it was shown that some undetectable faults exhibit faulty responses under some initial states, whereas under other initial states, they exhibit fault free responses. Such faults were called partially detectable in [14] . A similar situation can occur when considering fault location. For example, in Table 4 , the faults f 1 and f 2 cannot be distinguished if the output response (0,0,0,0) is observed, however, all the other sequences they produce distinguish the two faults. The faults f 1 and f 2 are said to be partially distinguishable. Our resolution measure takes into account such faults, similar to the fault coverage measure from [16] . This is due to the fact that we defined the measure based on the individual sequences produced by the circuit in the presence of modeled faults (Option 2 above). 
Diagnosis based on pass/fail responses
Next, we consider diagnosis based on pass/fail responses. The discussion above was applied to full responses, i.e., the complete output response of the circuit-under-test and the complete responses of the circuit in the presence of the modeled faults were used to diagnose the circuit. The use of full responses may result in large amounts of data that have to be manipulated during diagnosis. To overcome this problem, pass/fail responses are used [15] . For single output responses (the single observation time case), a pass /fail response is computed by comparing the fault free circuit response to the response of the faulty circuit (the circuit-under-test or the circuit in the presence of a modeled fault) one time unit at a time. For a given time unit, if the fault free response is v 1 and the faulty response is v 2 , the pass/fail response is pass (P) if v 1 and v 2 are fully specified and identical on all outputs, fail (F) if v 1 and v 2 are different when both are specified, and undefined (2) otherwise. For example, the pass/fail responses for the responses of Table  5 (a) are shown in Table 5 (b). To define pass/fail responses under the multiple observation times approach, we must consider the existence of multiple fault free responses. An example is shown in Table 6 (a), where two fault free responses are possible (s 1 ,s 2 ), fault f 1 has three possible responses (s 3 ,s 4 ,s 5 ), and fault f 2 has two possible responses (s 6 ,s 7 ). We define for every faulty sequence two pass/fail responses, one for each fault free response. For example, the pass/fail responses for Table 6 (a) are shown in Table  6 (b), where s ij is obtained by computing the pass/fail response as above, based on faulty sequence s i and fault free sequence s j . The pass/fail sequences in Table 6 (b) are grouped in sets corresponding to original faulty sequences s i . In general, for a given faulty response s, we compute a set of pass/fail sequences S (s). The size of S (s) is equal to the number of fault free sequences, and every sequence in S (s) is obtained by computing the pass/fail response based on s and a different fault free response. It is important to note that the fault simulation process of [16] may compute different numbers of fault free sequences for different faults, depending on the number of states that need to be considered explicitly in order to conclude that the fault is detected. To simplify the examples in this section, we assume that a fixed number of fault free responses is obtained. However, the definitions we give are not limited to this case.
The diagnosis process based on multiple pass/fail responses proceeds as follows. The response obtained from the circuit-under-test is compared against every possible fault free response, to obtain a set of pass/fail responses, S. The resulting set S is then compared against the pass/fail sets of modeled faults. A faulty sequence s is considered as a possible match with the observed response if a match is found between S and S (s), i.e., for every sequence in S there is a compatible sequence in S (s), and vice versa. More formally, we say that two sets of pass/fail sequences S 1 and S 2 are pass /fail −set −compatible, if for every sequence s 1 ∈ S 1 , there is a pass/fail-compatible sequence s 2 ∈ S 2 , and vice versa. We say that two pass/fail sequences are pass /fail −compatible if they are equal except where one of them is 2. For example, consider the response (00,01,00,01) obtained for the circuit of Table 6 . The pass/fail responses, based on the fault free sequences of Table 6 (a), are shown in Table 7 . These responses are compatible only with s 5 . It is not compatible with s 6 for example, since s 9 is not compatible with either s 61 or s 62 . P P F F s 9 F P F P
To compute a measure of resolution for pass/fail responses based on indistinguishable sequences, we apply Procedure 1 above, except that now, instead of single sequences, sets of sequences are considered. As in Procedure 1, we do not include in the same indistinguishable set sequences belonging to the same fault. For example, in 
Experimental results
We considered MCNC Finite-state machine benchmarks. The modeled faults were all the collapsed single stuck-at faults in a gate-level implementation. We used the test generation procedure from [13] to obtain test sequences under the multiple observation times approach. We then used the simulator from [16] to obtain faulty responses under single and multiple observation times. The simulator first performs fault simulation under the conventional, single observation time approach. For every undetected fault, it then selects a time unit where the states of the fault free and faulty circuits are maximally specified, and it specifies the unspecified state variables one at a time in all possible ways, until it can deduce whether or not the fault is detected. It also identifies partially detected faults. We considered full responses as well as pass/fail responses. Each experiment consists of three parts. Thus, the fault resolution potential of the given test sequence is fully realized for the faults considered. Parts 2 and 3 can be regarded as two extremes of the multiple observation times approach. It is also possible to explore other variations, with smaller amounts of data than Part 3, and larger resolution than Part 2. In addition, the use of the multiple observation times approach can also improve the resolution for faults that are detected by the single observation time approach, which are not considered under the multiple observation times approach in our experiment.
The circuits considered are described in Table 8 . A "*" near the number of faults indicates that the number of faults was limited to restrict the amount of data that had to be handled. The third column of Table 8 gives the number of outputs, and the fourth column gives the test length produced by the procedure from [13] . For each part of the experiment, we then give the number of faults detected according to the simulator of [16] . In parentheses, we give the number of partially detectable faults, if any are found.
The resolution measures obtained for full responses are reported in Table 9 . The "part" column refers to Parts 1-3 above. The following columns give the number of maximal indistinguishable sets of sizes one and two, and the total number of sets of size three (larger sets were not computed). It can be seen that the resolution improves significantly from one part to the next in most cases. It is important to note that in most cases, the difference in fault coverage (the percentage of faults detected) between the single and the multiple observation times simulations is not significant (cf . Table 8 ). Thus, the improvement in the resolution of the fault location process cannot be explained by the number of faults detected, and thus results mainly from the use of multiple observation times fault location as proposed here. The number of indistinguishable triples is marked NA in Table 9 when it was larger than 200,000. Triples were not considered in such a case. In addition, Part 3 is not reported for three circuits, for which it created large amounts of data when all initial states were considered.
We also computed the resolution measures for diagnosis based on pass/fail responses. The results are shown in Table 10 , in a similar format to Table 9 . It can be seen that the resolution in Table 10 is lower than the corresponding resolution in Table  9 . This is expected due to the lower amount of information used, and was observed in other works as well. Comparing the results for the three parts of the experiment, it can be seen that significant improvements in resolution are obtained when going from Part 1 to Part 2 and to Part 3.
Concluding remarks
We showed the application of the multiple observation times approach to fault location. Fault location was based on comparison of the response of the circuit-under-test with responses of modeled faults. We demonstrated the advantages of the multiple observation times approach in this context, and showed that it allows modeled faults, and therefore fault sites, to be identified more accurately. A definition of pass/fail diagnosis suitable for the multiple observation times approach was also given, that allows pass/fail responses to be used in order to reduce the amounts of data required for fault diagnosis. Experimental results were presented to demonstrate the different aspects of fault location based on multiple observation times.
