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Abstract
We consider the inverse problem of reconstructing small amplitude perturbations in the conduc-
tivity for the wave equation from partial (on part of the boundary) dynamic boundary measurements.
Through construction of appropriate test functions by a geometrical control method we provide a
rigorous derivation of the inverse Fourier transform of the perturbations in the conductivity as the
leading order of an appropriate averaging of the partial dynamic boundary perturbations. This as-
ymptotic formula is generalized to the full time-dependent Maxwell’s equations. Our formulae may
be expected to lead to very effective computational identification algorithms, aimed at determining
electromagnetic parameters of an object based on partial dynamic boundary measurements.
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1. Introduction
The ultimate objective of the work described in this paper is to determine, most
effectively, small amplitude perturbations in the electromagnetic parameters of a material
from partial dynamic boundary information about specific solutions to the wave equation
or to the full time-dependent Maxwell system. In particular, we study media that
consist of a homogeneous (constant coefficients) electromagnetic material with small
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using as weights particular background solutions constructed by a geometrical control
method, asymptotic formulas for appropriate averaging of the partial dynamic boundary
measurements that are caused by the small amplitude perturbations. These asymptotic
formulae yield the inverse Fourier transform of small amplitude perturbations in the
electromagnetic parameters. In the context of small volume fraction perturbations from
a known background material, we have derived asymptotic formulae for identifying their
locations and certain properties of their shapes from dynamic boundary measurements [3].
The present paper represents the natural completion of this line of work. The formulae
we derive in this paper may be regarded as generalizations to that derived by Calderón
in [13] for the stationary inverse conductivity problem. Our inverse problems are more
complicated from the mathematical point of view and more interesting in applications
than the one solved in [13], because in many applications one cannot get measurements
for all t or on the whole boundary and so, one cannot, by taking Fourier transform
in the time variable, reduce our dynamic inverse problem to an inverse problem for a
(time-harmonic) Helmholtz equation. In this paper we require only knowledge of partial
boundary measurements on finite interval in time. For discussions on closely related
(stationary) identification problems we refer the reader to [2,4,5,11,14,16,26,37,43].
2. The wave equation
2.1. The inverse problem
Let Ω be a bounded, smooth subdomain of R2. For simplicity we take ∂Ω to be C∞,
but this condition could be considerably weakened. Let n denote the outward unit normal
to ∂Ω . Let Ω ′ be a smooth subdomain of Ω . Let Γ  ∂Ω denote a measurable smooth
connected part of the boundary ∂Ω .
We suppose that Ω is occupied by a material of conductivity
γα(x)= 1+ αγ (x), x ∈Ω.
We assume that the function
γ (x) ∈ C1(Ω), γ ≡ 0 in Ω \Ω ′.
We also assume that α > 0, the order of magnitude of the small perturbations in the
conductivity, is sufficiently small that
γα(x) c > 0, x ∈Ω, (1)
where c is a positive constant.
Consider the initial boundary value problem for the (scalar) wave equation
(
∂2t − divγα grad
)
uα = 0 in Ω × (0, T ),
uα|t=0 = ϕ, ∂tuα|t=0 =ψ in Ω, (2)
uα|∂Ω×(0,T ) = f.
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u satisfies
(
∂2t −∆
)
u= 0 in Ω × (0, T ),
u|t=0 = ϕ, ∂tu|t=0 =ψ in Ω,
u|∂Ω×(0,T ) = f.
(3)
Here T > 0 is a final observation time and ϕ,ψ ∈ C∞(Ω) and f ∈ C∞(0, T ;C∞(∂Ω)) are
subject to the compatibility conditions
∂2lt f |t=0 =
(
∆lϕ
)∣∣
∂Ω
and ∂2l+1t f |t=0 =
(
∆lψ
)∣∣
∂Ω
, l = 1,2, . . . ,
which give that (3) has a unique solution in C∞([0, T ]×Ω), see [15]. It is also well known
that (2) has a unique weak solution uα ∈ C0(0, T ;H 1(Ω))∩C1(0, T ;L2(Ω)), see [15,23].
Indeed, from [23] we have that ∂uα/∂n |∂Ω belongs to L2(0, T ;L2(∂Ω)).
The aim of this section is to reconstruct γ (x) from measurements of ∂uα/∂n on
Γ × (0, T ). For this purpose, we develop an asymptotic expansion of an “appropriate
averaging” of ∂uα/∂n on Γ × (0, T ), using particular background solutions as weights.
These particular solutions are constructed by a control method as it has been done in the
original work [41] (see also [7,12,17,31–34,40,42]). It turns out that the first order term in
our asymptotic expansion is (exactly) the inverse Fourier transform of the function γ (x).
It has been known for some time that the full knowledge of the (hyperbolic) Dirichlet
to Neumann map (uα|∂Ω×(0,T ) → ∂uα/∂n |∂Ω×(0,T )) uniquely determines conductivity,
see [18,35,39]. Belishev was the first to use control theory for solving hyperbolic inverse
problems. We refer the reader to [7–10]. In all of these interesting works it is required
that the coefficients are at least C2. Our identification procedure may be regarded as a first
attempt to generalize the results of [35,39] in the case of partial knowledge (i.e., on only
part of the boundary) of the Dirichlet to Neumann map for C1-coefficients. The manner
in which we use the control theory is radically different from that by Belishev and his co-
authors. More important, our method is constructive. It yields simple and very effective
computational identification algorithms.
2.2. The identification procedure
Let β(x) ∈ C∞0 (Ω) be a cutoff function such that β ≡ 1 on Ω ′. For an arbitrary vector
η ∈ R2, we assume that we are in possession of the boundary measurements of
∂uα
∂n
on Γ × (0, T )
for
ϕ(x)= eiη·x, ψ(x)=−i|η|eiη·x, and f (x, t)= eiη·x−i|η|t .
This particular choice of data ϕ,ψ, and f implies that the background solution u of the
wave equation (3) in the homogeneous background medium is given by
u(x, t)= eiη·x−i|η|t in Ω × (0, T ).
We do want to emphasize that before one could use the boundary measurements of ∂uα/∂n
on Γ × (0, T ) there is one important practical issue, which we do not attempt to address,
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boundary response of the medium to initial sources ϕ(x) = eiη·x and ψ(x) = −i|η|eiη·x
in the interior of the medium.
Suppose now that T and the part Γ of the boundary ∂Ω are such that they geometrically
control Ω which roughly means that every geometrical optic ray, starting at any point
x ∈ Ω at time t = 0 hits Γ before time T at a nondiffractive point, see [6]. Then,
from [23, Theorem 6.4, p. 75] and [6] it follows that, for any η ∈ R2, there exists a unique
gη ∈H 10 (0, T ;L2(Γ )) (constructed by the Hilbert Uniqueness Method) in such a way that
the unique weak solution wη in C0(0, T ;L2(Ω))∩C1(0, T ;H−1(Ω)) of the wave equation
(
∂2t −∆
)
wη = 0 in Ω × (0, T ),
wη|t=0 = β(x)eiη·x ∈H 10 (Ω),
∂twη|t=0 = 0 in Ω,
wη|Γ×(0,T ) = gη,
wη|∂Ω\Γ×(0,T ) = 0,
(4)
satisfies wη(T )= ∂twη(T )= 0.
Next, define θη as the unique solution of the Volterra equation of second kind
∂t θη(x, t)+
∫ T
t e
−i|η|(s−t )(θη(x, s)− i|η|∂tθη(x, s))ds = gη(x, t)
for x ∈ Γ, t ∈ (0, T ),
θη(x,0)= 0 for x ∈ Γ.
(5)
The existence and uniqueness of this θη in H 1(0, T ;L2(Γ )) for any η ∈ R2 can be
established using the resolvent kernel. However, observing from differentiation of (5) with
respect to t that θη is the unique solution of the ODE:{
∂2t θη − θη = ei|η|t ∂t
(
e−i|η|t gη
)
for x ∈ Γ, t ∈ (0, T ),
θη(x,0)= 0, ∂t θη(x, T )= 0 for x ∈ Γ, (6)
the function θη may be found (in practice) explicitly with variation of parameters and it
also immediately follows from this observation that θη belongs to H 2(0, T ;L2(Γ )).
The reconstruction of the function
γ (x) ∈ {γ ∈ C1(Ω), γ ≡ 0 on Ω \Ω ′, ∣∣γ (x)∣∣M, x ∈Ω ′}
follows from the following.
Theorem 2.1. Let η ∈ R2. Let uα be the unique solution in C0(0, T ;H 1(Ω)) ∩
C1(0, T ;L2(Ω)) to the wave equation (2) with ϕ(x) = eiη·x, ψ(x) = −i|η|eiη·x, and
f (x, t)= eiη·x−i|η|t . Suppose that Γ and T geometrically control Ω then we have
T∫
0
∫
Γ
[
θη
(
∂uα
∂n
− ∂u
∂n
)
+ ∂t θη∂t
(
∂uα
∂n
− ∂u
∂n
)]
= α|η|2
∫
′
γ (x)e2iη·x dx +O(α2), (7)Ω
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in (4). The term O(α2) is independent of the function γ . It depends only on the bound M .
Formula (7) generalizes that of Calderón [13] to the time-dependent case. From
Theorem 2.1 it follows that
γ (x)≈ 2
α
∫
R2
e−2iη·x
|η|2
T∫
0
∫
Γ
[
θη
(
∂uα
∂n
− ∂u
∂n
)
+ ∂tθη∂t
(
∂uα
∂n
− ∂u
∂n
)]
, x ∈Ω.
The method of reconstruction we propose here consists in sampling values of
1
|η|2
T∫
0
∫
Γ
[
θη
(
∂uα
∂n
− ∂u
∂n
)
+ ∂tθη∂t
(
∂uα
∂n
− ∂u
∂n
)]
at some discrete set of points η and then calculating the corresponding inverse Fourier
transform.
Note that since ∂t θη(T )= 0 and (∂uα/∂n− ∂u/∂n)|t=0 = 0 the term
T∫
0
∫
Γ
∂tθη∂t
(
∂uα
∂n
− ∂u
∂n
)
may be interpreted as follows
T∫
0
∫
Γ
∂tθη∂t
(
∂uα
∂n
− ∂u
∂n
)
=−
T∫
0
∫
Γ
∂2t θη
(
∂uα
∂n
− ∂u
∂n
)
. (8)
In fact, in view of the ODE (6), the term
T∫
0
∫
Γ
[
θη
(
∂uα
∂n
− ∂u
∂n
)
+ ∂t θη∂t
(
∂uα
∂n
− ∂u
∂n
)]
may be simplified after integration by parts over (0, T ) and use of the fact that θη is the
solution to the ODE (6) to become
−
T∫
0
∫
Γ
ei|η|t ∂t
(
e−i|η|t gη
)(∂uα
∂n
− ∂u
∂n
)
.
Therefore, we obtain the more convenient approximation
γ (x)≈− 2
α
∫
R2
e−2iη·x
|η|2
T∫
0
∫
Γ
[
ei|η|t ∂t
(
e−i|η|t gη(y, t)
)(∂uα
∂n
− ∂u
∂n
)
(y, t)
]
,
x ∈Ω, (9)
in terms only of the boundary control gη which is defined by (4).
The proof of Theorem 2.1 is divided into three steps.
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C0(0, T ;L2(Ω))∩ C1(0, T ;H−1(Ω)) to the wave equation
(
∂2t −∆
)
vη = 0 in Ω × (0, T ),
vη|t=0 = 0 in Ω,
∂tvα,η|t=0 = i div
(
ηγ (x)eiη·x
) ∈ L2(Ω),
vη|∂Ω×(0,T ) = 0.
From [23, Theorem 4.1, p. 44] it follows that ∂vη/∂n |Γ ∈ L2(0, T ;L2(Γ )). Furthermore,
we have
0 =
T∫
0
∫
Ω
(
∂2t −∆
)
vηwη = i
∫
Ω
div
(
ηγ (x)eiη·x
)
β(x)eiη·x dx −
T∫
0
∫
Γ
gη
∂vη
∂n
.
Therefore
|η|2
∫
Ω ′
γ (x)e2iη·x dx =
T∫
0
∫
Γ
gη
∂vη
∂n
, (10)
since γ ≡ 0 on Ω \Ω ′.
Step 2. Define
u˜α(x, t)= u(x, t)+ α
t∫
0
e−i|η|svη(x, t − s) ds, x ∈Ω, t ∈ (0, T ).
We first note that
(
∂2t −∆
)
u˜α = iα div
(
ηγ (x)eiη·x
) ∈L2(Ω) in Ω × (0, T ),
u˜α|t=0 = eiη·x in Ω,
∂t u˜α|t=0 = 0 in Ω,
u˜α|∂Ω×(0,T ) = eiη·x−i|η|t .
This follows immediately from the definition of vη . Furthermore,
(
∂2t − divγα grad
)
(uα − u˜α)
= α2 div(γ (x)grad(∫ t0 e−i|η|svη(x, t − s) ds)) in Ω × (0, T ),
(uα − u˜α)|t=0 = 0 in Ω,
∂t (uα − u˜α)|t=0 = 0 in Ω,
(uα − u˜α)|∂Ω×(0,T ) = 0.
(11)
Step 3. Since γα satisfies the assumption (1) the basic estimate for initial boundary values
problems for hyperbolic PDE applied to (11) immediately gives∥∥∥∥ ∂∂n(uα − u˜α)
∥∥∥∥
L2(0,T ;L2(Γ ))
=O(α2). (12)
The reader is referred to Appendix A for a direct proof of this estimate.
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Proof of Theorem 2.1. Since θη satisfies the Volterra equation (5) we can easily verify, in
the same way that it has been originally done in [41], that from using the fact that
∂t
( t∫
0
e−i|η|s ∂vη
∂n
(x, t − s) ds
)
= ∂t
(
−e−i|η|t
t∫
0
ei|η|s ∂vη
∂n
(x, s) ds
)
= i|η|e−i|η|t
t∫
0
ei|η|s
∂vη
∂n
(x, s) ds + ∂vη
∂n
(x, t),
we obtain by integrating by parts over (0, T ) that
T∫
0
∫
Γ
[
θη
t∫
0
e−i|η|s ∂vη
∂n
(x, t − s) ds + ∂t θη∂t
t∫
0
e−i|η|s ∂vη
∂n
(x, t − s) ds
]
=
T∫
0
∫
Γ
∂vη
∂n
(x, t)
(
∂tθη +
T∫
t
θη(s)e
i|η|(t−s) ds
)
− i|η|(e−i|η|t ∂t θη(t)) t∫
0
ei|η|s
∂vη
∂n
(x, s) ds dt
=
T∫
0
∫
Γ
∂vη
∂n
(x, t)
(
∂tθη +
T∫
t
(
θη(s)− i|η|∂tθη(s)
)
ei|η|(t−s) ds
)
dt
=
T∫
0
∫
Γ
gη(x, t)
∂vη
∂n
(x, t) dt,
and so, we obtain
T∫
0
∫
Γ
[
θη
(
∂uα
∂n
− ∂u
∂n
)
+ ∂t θη∂t
(
∂uα
∂n
− ∂u
∂n
)]
= α|η|2
∫
Ω ′
γ (x)e2iη·x dx
+
T∫
0
∫
Γ
[
θη
(
∂uα
∂n
− ∂u˜α
∂n
)
+ ∂tθη∂t
(
∂uα
∂n
− ∂u˜α
∂n
)]
+O(α2).
Therefore, estimate (12) yields the desired result and completes the proof of Theo-
rem 2.1. ✷
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Our objective in this section is to generalize the asymptotic formula (7) to the full time-
dependent Maxwell’s equations. For stationary Maxwell’s equations it has been known that
the Dirichlet to Neumann map uniquely determines (smooth) isotropic electromagnetic
parameters, see [19,24,25,29,36,38]. We will provide in this section a rigorous derivation
of the inverse Fourier transform of the perturbations in electromagnetic parameters
as the leading order term of an appropriate averaging of (partial) dynamic boundary
measurements of the tangential components of electric and magnetic fields on part of
the boundary. For simplicity we shall consider a model problem and take the background
electromagnetic parameters to be equal to 1. Let Ω be a bounded, smooth subdomain
of R3. Let n denote the outward unit normal to ∂Ω . If the domain Ω is occupied by a
material of magnetic permeability
µα(x)= 1+ αµ(x), x ∈Ω,
and electric permittivity ε = 1, then the time-dependent Maxwell’s equations take the form
(
∂2t + curl 1µα curl
)
Eα = 0 in Ω × (0, T ),
divEα = 0 in Ω × (0, T ),
Eα|t=0 = ϕ, ∂tEα|t=0 =ψ in Ω,
Eα × n|∂Ω×(0,T ) = f,
(13)
where Eα ∈ R3 is the electric field, f the boundary condition for Eα × n, and ϕ and ψ the
initial data. As in Section 2, we assume that
µ(x) ∈ C1(Ω), µ≡ 0 in Ω \Ω ′, and µα(x) c > 0, x ∈Ω,
where Ω ′ is a smooth subdomain of Ω and c is a positive constant. Let E be the solution
of the Maxwell’s equations in the homogeneous domain:
(
∂2t + curl curl
)
E = 0 in Ω × (0, T ),
divE = 0 in Ω × (0, T ),
E|t=0 = ϕ, ∂tE|t=0 =ψ in Ω,
E × n|∂Ω×(0,T ) = f.
(14)
If we assume that ϕ,ψ ∈ C∞(Ω) and f ∈ C∞(0, T ;C∞(∂Ω)) are subject to the
compatibility conditions
∂2lt f |t=0 =
(
∆lϕ
)× n|∂Ω and ∂2l+1t f |t=0 = (∆lψ)× n|∂Ω, l = 1,2, . . . ,
it follows that (14) has a unique solution E ∈ C∞([0, T ] × Ω). It is also known
(see, for example, [28]) that since Ω is smooth (C2-regularity would be sufficient)
the nonhomogeneous Maxwell’s equations (13) have a unique weak solution Eα ∈
C0(0, T ;X(Ω))∩ C1(0, T ;L2(Ω)), where
X(Ω)= {u ∈H 1(Ω), divu= 0 in Ω}.
Indeed, curlEα belongs to C0(0, T ;X(Ω))∩C1(0, T ;L2(Ω)). In this section we will also
need the following functional spaces:
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H(curl,Ω)= {u ∈L2(Ω), curlu ∈ L2(Ω)},
and THs(∂Ω) the space of vector fields on ∂Ω that lie in Hs(∂Ω).
Let β(x) ∈ C∞0 (Ω) be a cutoff function such that β ≡ 1 on Ω ′. Let η ∈ R3. We will
take in what follows E(x, t) = η⊥eiη·x−i|η|t where η⊥ is a unit vector that is orthogonal
to η which corresponds to taking ϕ(x) = η⊥eiη·x , ψ(x) = −i|η|η⊥eiη·x, and f (x, t) =
η⊥ ×neiη·x−i|η|t and assume that we are in possession of the measurements of curlEα ×n
on Γ × (0, T ) where Γ is an open part of ∂Ω . Suppose that (T ,Γ ) geometrically
control Ω , it follows from [28] (see also [1,20–22,27,30,44]) that there exists (a unique)
gη ∈ H 10 (0, T ;TL2(Γ )) (constructed by the Hilbert Uniqueness Method) such that the
unique weak solution wη to
(
∂2t + curl curl
)
wη = 0 in Ω × (0, T ),
divwη = 0 in Ω × (0, T ),
wη|t=0 = β(x)η⊥eiη·x, ∂twη|t=0 = 0 in Ω,
wη × n|∂Ω\Γ×(0,T ) = 0,
wη × n|Γ×(0,T ) = gη,
(15)
satisfies wη(T ) = ∂twη(T ) = 0 in Ω . Let θη ∈ H 1(0, T ;TL2(Γ )) denote the unique
solution of the Volterra equation of second kind
∂t θη(x, t)+
∫ T
t
e−i|η|(s−t )
(
θη(x, s)− i|η|∂tθη(x, s)
)
ds = gη(x, t)
for x ∈ Γ, t ∈ (0, T ),
θη(x,0)= 0 for x ∈ Γ,
(16)
or an ODE similar to (6).
The following theorem permits the reconstruction of the function
µ(x) ∈ {µ ∈ C1(Ω), µ≡ 0 on Ω \Ω ′, ∣∣µ(x)∣∣M, x ∈Ω ′},
from the boundary measurements of curlEα × n|Γ×(0,T ).
Theorem 3.1. Let η ∈ R3. Let Eα be the unique solution in C0(0, T ;X(Ω)) ∩ C1(0, T ;
L2(Ω)) to the Maxwell’s equations (13) with ϕ(x)= η⊥eiη·x, ψ(x)=−i|η|η⊥eiη·x, and
f (x, t)= η⊥eiη·x−i|η|t . Suppose that Γ and T geometrically control Ω then we have
T∫
0
∫
Γ
[
θη · (curlEα × n− curlE × n)+ ∂t θη · ∂t (curlEα × n− curlE × n)
]
=−α|η|2
∫
Ω ′
µ(x)e2iη·x dx +O(α2), (17)
where θη is the unique solution to the Volterra equation (16) with gη defined as the
boundary control in (15). The term O(α2) is independent of µ. It depends only on the
bound M .
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∫ T
0
∫
Γ ∂t θη · ∂t (curlEα × n− curlE× n) has to be interpreted
as follows:
T∫
0
∫
Γ
∂tθη · ∂t (curlEα × n− curlE × n)
=−
T∫
0
∫
Γ
∂2t θη · (curlEα × n− curlE × n),
since θη|t=T = 0 and ∂t (curlEα × n− curlE × n)|t=0 = 0.
Formulae similar to (9) can also be derived for the full Maxwell’s equations. Integrating
by parts we readily see that
T∫
0
∫
Γ
[
θη · (curlEα × n− curlE × n)+ ∂t θη · ∂t (curlEα × n− curlE × n)
]
=
T∫
0
∫
Γ
ei|η|t ∂t
(
e−i|η|t gη
)
(curlEα × n− curlE × n).
Theorem 3.1 generalizes Theorem 2.1 to the full-time dependent Maxwell’s equations
and can be proved by similar arguments. For the sake of brevity we will only emphasize
the main changes required for its proof. We leave the details to the reader.
Let vη be defined as the unique weak solution in C0(0, T ;X(Ω))∩ C1(0, T ;L2(Ω)) to
the Maxwell’s equations
(
∂2t + curl curl
)
vη = 0 in Ω × (0, T ),
divvη = 0 in Ω × (0, T ),
vη|t=0 = 0 in Ω,
∂tvη|t=0 =−i curl
(
µ(x)η⊥ × ηeiη·x) ∈ Y (Ω) in Ω,
vη × n|∂Ω×(0,T ) = 0.
Following [28] we can prove that curlv belongs to C0(0, T ;X(Ω)). Straightforward
integrations by parts yield the following identity
T∫
0
∫
Γ
gη · curlvη × n=−|η|2
∫
Ω ′
µ(x)e2iη·x dx. (18)
Introduce
E˜α =E + α
t∫
e−i|η|sv(x, t − s) ds.0
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(
∂2t + curl curl
)(
Eα − E˜α
)=−α curlµ(curlEα − curlE)+O(α2) ∈ Y (Ω)
in Ω × (0, T ),
div
(
Eα − E˜α
)= 0 in Ω × (0, T ),
Eα − E˜α|t=0 = 0 in Ω,
∂t
(
Eα − E˜α
)|t=0 = 0 in Ω,(
Eα − E˜α
)× n|∂Ω×(0,T ) = 0.
(19)
It follows then that in order to prove that∥∥Eα − E˜α∥∥L∞(0,T ;L2(Ω))  Cα2, (20)
it suffices to show that
‖Eα −E‖L∞(0,T ;L2(Ω))  Cα, (21)
and
‖ curlEα − curlE‖L∞(0,T ;L2(Ω))  Cα. (22)
To do so, we write the initial boundary value problem satisfied by Eα −E. We have
(
∂2t + curl curl
)
(Eα −E)=−α curlµ curlE +O
(
α2
) ∈ Y (Ω) in Ω × (0, T ),
div(Eα −E)= 0 in Ω × (0, T ),
Eα −E|t=0 = 0 in Ω,
∂t (Eα −E)|t=0 = 0 in Ω,
(Eα −E)× n|∂Ω×(0,T ) = 0.
Let yα be defined by
yα ∈H(curl,Ω),
divyα = 0 in Ω,
curl 1
µα
curlyα = ∂t (Eα −E) in Ω,
yα × n= 0 on ∂Ω.
Proceeding as in the proof of estimate (A.2) we have by integrations by parts
∂t
(∫
Ω
|Eα −E|2 + 1
µα
| curlyα|2
)
= 2α
∫
Ω
µ curlE · curlyα +O
(
α2
)
,
which gives, by the Gronwall Lemma, estimate (21). The proof of (22) follows by the same
argument that we have used to prove (A.4). Introduce
Ê(x)=
T∫
E(x, t)z(t) dt and Êα(x)=
T∫
Eα(x, t)z(t) dt ∈X(Ω),0 0
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(
Êα − Ê
) ∈H 1(Ω),
curl curl
(
Êα − Ê
)= 0(α) in Ω,
div
(
Êα − Ê
)= 0 in Ω,(
Êα − Ê
)× n|∂Ω = 0.
The same argument leads from (20) and the initial boundary value problem (19) to the
following estimate∥∥curlEα × n− curl E˜α × n∥∥L2(0,T ;L2(Γ ))  Cα2, (23)
since 
(
Êα − ̂˜Eα) ∈H 1(Ω),
curl curl
(
Êα − ̂˜Eα)= 0(α) ∈ Y (Ω) in Ω,
div
(
Êα − ̂˜Eα)= 0 in Ω,(
Êα − ̂˜Eα)× n|∂Ω = 0.
The proof of Theorem 3.1 follows by simply writing
T∫
0
∫
Γ
[
θη · (curlEα × n− curlE × n)+ ∂t θη · ∂t (curlEα × n− curlE × n)
]
=
T∫
0
∫
Γ
[
θη ·
(
curlEα × n− curl E˜α × n
)+ ∂tθη · ∂t (curlEα × n− curl E˜α × n)]
+
T∫
0
∫
Γ
[
θη ·
(
curl E˜α × n− curlE × n
)
+ ∂tθη · ∂t
(
curl E˜α × n− curlE × n
)]
,
which yields
T∫
0
∫
Γ
[
θη · (curlEα × n− curlE × n)+ ∂t θη · ∂t (curlEα × n− curlE × n)
]
= α
T∫
0
∫
Γ
[
θη ·
(
curlEα × n− curl E˜α × n
)
+ ∂tθη · ∂t
(
curlEα × n− curl E˜α × n
)]
+
T∫
0
∫
Γ
gη curlvη × n.
Finally, recalling definition (18) it follows from (23) that the desired formula (17) holds.
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Appendix A. Direct proof of estimate (12)
Let z(t) be given in C∞0 (]0, T [). For any v ∈L1(0, T ;L2(Ω)) we define
vˆ(x)=
T∫
0
v(x, t)z(t) dt ∈ L2(Ω).
From (11) it follows that{
−∆(uˆα − ˆ˜uα)=− ∫ T0 (uα − u˜α)z′′(t) dt + α div(γ (x)grad(uˆα − uˆ)) in Ω,(
uˆα − ˆ˜uα
)∣∣
∂Ω
= 0.
(A.1)
The terms ‖uα − u˜α‖L∞(0,T ;L2(Ω)) and ‖grad(uˆα − uˆ)‖L2(Ω) can be estimated as follows.
Let yα be defined by{
yα ∈H 10 (Ω),
divγα gradyα = ∂t (uα − u) in Ω.
We have∫
Ω
∂2t (uα − u)yα +
∫
Ω
γα grad(uα − u) · gradyα = α
∫
Ω
γ gradu · gradv.
Since ∫
Ω
γα grad(uα − u) · gradyα =−
∫
Ω
∂t (uα − u)(uα − u)=−12∂t
∫
Ω
(uα − u)2,
and ∫
Ω
∂2t (uα − u)yα =−
1
2
∂t
∫
Ω
γα|gradyα|2,
we obtain
∂t
∫
Ω
γα|gradyα|2 + ∂t
∫
Ω
(uα − u)2 =−2α
∫
Ω
γ gradu · gradyα
Cα‖gradyα‖L∞(0,T ;L2(Ω)).
From the Gronwall Lemma it follows that
‖uα − u‖L∞(0,T ;L2(Ω))  Cα. (A.2)
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divγα grad(uˆα − uˆ)=O(α) in Ω,
(uˆα − uˆ)|∂Ω = 0,
and so,∥∥grad(uˆα − uˆ)∥∥L2(Ω) =O(α). (A.3)
But grad(uα − u) ∈L∞(0, T ;L2(Ω)) which gives by using the above estimate that∥∥grad(uα − u)∥∥L2(Ω) =O(α) a.e. t ∈ (0, T ). (A.4)
Similarly, let y˜α be defined by{
y˜α ∈H 10 (Ω),
∆y˜α = ∂t (u˜α − uα) in Ω.
From (11) we have
∂t
∫
Ω
γα|grad y˜α|2 + ∂t
∫
Ω
(u˜α − uα)2 = 2α
∫
Ω
γ grad(u− uα) · grad y˜α
which, by using (A.4), yields∥∥u˜α − uα∥∥L∞(0,T ;L2(Ω))  Cα2. (A.5)
Combining estimates (A.3) and (A.5) and using standard elliptic regularity [15] for the
boundary value problem (A.1) we arrive at∥∥∥∥ ∂∂n(uˆα − ˆ˜uα)
∥∥∥∥
L2(Γ )
=O(α2),
and so, as for estimate (A.3), this permits us to assert that∥∥∥∥ ∂∂n(uα − u˜α)
∥∥∥∥
L2(0,T ;L2(Γ ))
=O(α2).
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