In this paper we shall give two-sided sharp estimates of Kolmogorov numbers of embeddings of the Besov spaces with dominating mixed smoothness
Introduction and main results
In this paper we investigate the asymptotic behaviour of the Kolmogorov numbers of the (Ω), 1 ≤ p 0 ≤ ∞, has been considered at various place over the last thirty years, we refer to Belinskii [3] , Galeev [8] , Romanyuk [17, 18, 19, 20, 21] and Temlyakov [26, 27, 28] . There exists fairly complete descriptions of the asymptotic behaviour of Kolmogrov numbers in the situation 1 < p 0 < ∞, we refer to Bazarkhanov [2] for the most recent publication in this direction. However in the extreme cases, that is p 0 = 1 and p 0 = ∞, the picture is less satisfactory. There are a few results where the exact order of Kolmogorov numbers of the embeddings S t p,q B(Ω) → L ∞ (Ω) and S t p,q B(Ω) → L 1 (Ω) have been found, e.g. in case S t ∞,1 B(Ω) → L ∞ (Ω), see [21] or in case S t ∞,∞ B(Ω) → L ∞ (Ω) (consequence of [27] ), see Lemma 3.3 below. Romanyuk [21] has attempted to investigate the general case. However, his estimate from above has the additional factor (log n) 1/2 , see Proposition 3.1.
In the literature many times people prefer to work with the notion of Kolmogorov widths. If W is a subset of a normed space X then the Kolmogorov n-width d n (W, X) is s4. s n (T ) = 0 if rank(T ) < n for all n ∈ N;
s5. s n (id : ℓ n 2 → ℓ n 2 ) = 1 for all n ∈ N.
Another example of s-numbers are the approximation numbers defined by the formula a n (T ) :
The approximation numbers are the largest s-numbers, see [16, Theorem 2.3.4] . Kolmogorov and approximation numbers have some further interesting property namely multiplicativity, see [15, Theorem 11.9.2] . That is, if Z is a further Banach space then
and m, n = 1, 2, . . . .
By using abstract properties of the Kolmogorov numbers and results obtained by Belinskii, Romanyuk and Temlyakov, see Proposition 3.1 for details, we are able to derive the following quite satisfactory results.
for all n ≥ 2.
(ii) If 2 < p ≤ ∞ and t > 1 2 we have
for all n ≥ 2. In case 2 < p ≤ q ≤ ∞ and t > 1 p we have
is compact if and only if t > 1 p , see [37, Theorem 3.17] .
(ii) The most interesting case is given by p = q. It follows that if 0 < p ≤ ∞ and t > 1 p , we have
(iii) Also the case q = ∞ is of particular interest. That is if 0 < p ≤ ∞ and t > 1 p , it holds
Fortunately our methods allow a step aside to approximation numbers. 
The plan of the paper is as follows. In Section 2 we recall the definition of Besov spaces of dominating mixed smoothness and discuss their interpolation properties. The next Section 3 is devoted to the investigation of the Kolmogorov numbers of embeddings of certain sequence spaces associated to Besov spaces of dominating mixed smoothness. There we also prove our main results. 
Besov spaces of dominating mixed smoothness
Let us recall the definition of Besov spaces of dominating mixed smoothness in Fourieranalytic terms, we refer to [24, 2.2] and [25] . Let ϕ ∈ C ∞ 0 (R) be a function such that ϕ(t) = 1 in an open set containing the origin. Then by means of
we get a smooth dyadic decomposition of unity, i.e., ϕ j (t) = 1 for all t ∈ R , and supp ϕ j is contained in the dyadic annulus {t ∈ R : a 2 j ≤ |t| ≤ b 2 j } with 0 < a < b < ∞ independent of j ∈ N. By means of
we obtain a smooth decomposition of unity on R d .
Definition 2.1. Let 0 < p, q ≤ ∞ and t ∈ R. The Besov space of dominating mixed
is finite.
Next we will describe the wavelet decomposition for Besov spaces of dominating mixed smoothness. We are going to recall a few results from [37] , see also Bazarkhanov [1] . We have to introduce some sequence spaces.
We continue with wavelet bases of Besov spaces of dominating mixed smoothness. Let
is an orthonormal basis in L 2 (R). We put
is a tensor product wavelet basis of L 2 (R d ). Vybiral [37] has proved the following, see also
Spaces on Ω Definition 2.4. Let 0 < p, q ≤ ∞ and t ∈ R. Then S t p,q B(Ω) is the space of all complexvalued distributions f on Ω such that there exists a distribution g ∈ S t p,q B(R d ) satisfying f = g| Ω . It is endowed with the quotient norm
Next, we define the sequence spaces associated to S t p,q B(Ω). Let t, p and q be fixed. Let the wavelet basis {Ψν ,m }ν ,m be admissible in the sense of Lemma 2.3. We put
We define
Here c 1 , c 2 are independent of f . For that reason the sequence spaces associated with Ω are defined as follows.
and corresponding building blocks
Later on we shall need the following Lemma, see [10, 37] .
and
with equivalence constants independent ofν ∈ N d 0 and µ ∈ N 0 .
(ii) Let 0 < p ≤ ∞ and t ∈ R. Then
with a constant behind independent of µ. For the most recent publication in this direction we refer to Scharf [23] . Let ℓ ∈ N 0 and
Pointwise multipliers
The following theorem was proved by Ullrich [35] for general d, for the case d = 2 we refer to [24, 2.3.4] .
Remark 2.8. In the literature many times people prefer to work with Besov spaces of dominating mixed smoothness defined by the modulus of smoothness, for example see Dinh Dũng [5, 6] .
Proof . We fix m ∈ N, m > r and putm = (m, ..., m) ∈ N d .
Step 1. Preparation. Let g : R → C and ψ ∈ D(R). We have
for some real numbers c j and
Step 2.
for some cl and
Because differences with order ℓ i > m can be reduced to differences of order m and translation does not change the value of integral in
This leads to
As a consequence we obtain
The last inequality comes from the fact that 1 − (m − r)q < 1. Similar estimates hold for
Step 3. From the estimates in Step 2 we have
In view of Proposition 2.7, the proof is complete.
Extension operators
In this part we will discuss extension operators from S t p,q B(Ω) to S t p,q B(R d ). Extension operators on Besov spaces of dominating mixed smoothness have been previously considered in [7, 14, 34, 36] . Here we are going to recall a result from Ullrich [36] . A domain D is called a rectangular domain at the point a = (a 1 , . . . , a d ), a i ∈ R, i = 1, . . . , d, if . Then there exist 2 d functions ϕ e , e ∈ {0, 1} d , such that ϕ e ∈ D(Q e ) and make up a decomposition of unity on Ω. We use the same notation for the function extended by zero to all of R d . Let f ∈ S t p,q B(Ω) and g ∈ S t p,q B(R d ) such that
Then
with C independent of e and f , see Theorem 2.9. Let ψ ∈ D(D e ). Then there exists a splitting
where ψ 1 ∈ D(Ω), ψ 2 ∈ D(Ω) and Ω = {x ∈ D e : dist(x, supp ϕ e ) > τ } for some sufficiently small τ > 0. It follows (ϕ e g)(ψ) = (ϕ e g)(ψ 1 ) + (ϕ e g)(ψ 2 ) = (ϕ e g)(ψ 1 ) = (ϕ e f )(ψ 1 ). 
which means
Theorem 2.11. Let 0 < p, q ≤ ∞ and t > 1 p . Then there exists a linear and continuous extension operator
Interpolation properties
In this Subsection we discuss the interpolation properties of Besov spaces of dominating mixed smoothness. For the basics in interpolation theory we refer to the monographs [4, 12, 31] . Let (X 1 , X 2 ) be an interpolation couple of quasi-Banach spaces. Let x ∈ X 1 + X 2 and t ∈ (0, ∞). Then Peetre's K-functional is defined as , 1) , we denote the classical complex method of Calderón, here X 1 and X 2 are Banach spaces. Under some restrictions this method can be extended to quasiBanach spaces, see [11, 13] . The following proposition was proved by Vybiral [37, Theorem 4.6, Theorem 4.8].
Proposition 2.12.
, and min(q 1 , q 2 ) < ∞.
Let 0 < θ < 1. If t 0 , p 0 and q 0 are given by
By making use of the Lemma 2.3 we can turn Proposition 2.12 to the situation of function spaces.
Lemma 2.13. Let 0 < θ < 1 and t j , p j , q j , j = 0, 1, 2, as in Proposition 2.12. Then
and there exists a constant C such that
for all f 0 ∈ S t 0 p 0 ,q 0 B(Ω) and all t > 0.
Proof . Step 1. Preparation. Let f ∈ S t p,q B(Ω). Then g := Ef belongs to S t p,q B(R d ). The associated wavelet expansions given by
Since g Ω is an extension of f as well it follows
where c 1 is independent of λ, see Lemma 2.3. Employing once again Lemma 2.3, we find
where c 2 is independent of f .
Step 2. Let f 0 ∈ S t 0 p 0 ,q 0 B(Ω). We define g 0 = Ef 0 and λ 0 = Wg 0 . Because of λ 0 ∈ s t 0 ,Ω p 0 ,q 0 b we conclude that for any ǫ > 0 there exists λ i ∈ s t i ,Ω p i ,q i b, i = 1, 2, such that λ 0 = λ 1 + λ 2 and λ 1 |s
and put f i = W * λ i , i = 1, 2. It follows
Clearlyf 0 := (W * WE)f 0 is an extension of f 0 . Hence
where R Ω denotes the restriction to Ω. We conclude
Proofs
First, let us recall some results obtained by Belinskii [3] , Romanyuk [21] and Temlyakov [26] .
Remark 3.2. Romanyuk [21] has considered the case 1 ≤ q < ∞ in Proposition 3.1.
The upper bound in case q = ∞ was obtained by Belinskii [3] and the lower bound is derived from the estimate d n (id : [26] . Note that in the literature many times the notations H t p (Ω) and M H t p (Ω) are used instead of S t p,∞ B(Ω).
The following lemma is a consequence of a result obtained by Temlyakov [27] .
Lemma 3.3. Let t > 0. Then we have
) , for all n ≥ 2.
Proof . The upper bound is a direct consequence of the inequality d n ≤ a n , see [16, Theorem 2.3.4] and a n (id :
see [27] . Next we consider the following diagram
The property (s3) of the Kolmogorov numbers yields
for all n ≥ 2, see again [27] , we obtain the claimed estimate from below.
By making use of the chain of embeddings S t p,q B(Ω) ֒→ S r ∞,∞ B(Ω) ֒→ L ∞ (Ω), t > r+ 
Proof .
Step 1. We define the operators The additivity and the monotonicity of the Komologorov numbers yield
where these numbers J and L will be chosen in dependence on the parameters and n − 1 = L µ=0 (n µ − 1). By Lemma 2.6(iii) and t > r + 1 p we obtain the estimate
Now we choose n µ as
for some λ > 1, which will be chosen later on. Then we get
Step 2. Denote δ = max(p, 2). We consider the following diagram:
Using property (s3) of the Kolmogorov numbers we conclude
From Lemma 2.6, we get
see [9] or [38] , we obtain
This yields
Because
Consequently, we obtain
Step 3. We choose L large enough such that
Summarizing (3.9), (3.10) and (3.11) we find
Finally, because of J ≍ log n and 2 J ≍
The proof is complete.
The following Proposition was proved by Triebel [29] for Banach spaces. However, it can be extended to the situation of quasi-Banach spaces. By K(X, Y ) we denote the collection of all compact linear operators belonging to L(X, Y ).
Proposition 3.5. Let (X 1 , X 2 ) be an interpolation couple of two quasi-Banach spaces.
Let X be a quasi-Banach space with X ֒→ X 1 + X 2 and such that there exists a positive constant C with t −θ K(t, x, X 1 , X 2 ) ≤ C x|X for all x ∈ X and all t > 0. (3.12) Let Y be a quasi-Banach space such that
13)
where C, C Y are the constants from (3.12) and (3.13).
Proof . Let x ∈ X, x|X ≤ 1 and ǫ, t > 0. Choose x 1 ∈ X 1 , x 2 ∈ X 2 such that x = x 1 + x 2 and
see (3.12) , here C ǫ = C(1 + ǫ). Hence
By definition of the Kolmogorov numbers, see (1.1), we have
Without loss of generality, we suppose that d n+1 (T :
Now we are ready to prove the main theorem 1.1.
Proof of Theorem 1.1.
Step 1. Estimate from above. Substep 1.1. We prove that 14) for all n ≥ 2. Indeed, we consider the commutative diagram
Here the operators E, W, W * and R Ω are defined as in the proof of Lemma 2.13. From the boundedness of these operators and property (s3) we obtain (3.14).
Substep 1.2. Under the given restrictions there always exists some r such that r > 0 and t > r + 1 p . We consider the commutative diagram
The multiplicativity of the Kolmogorov numbers yields
From Lemma 3.3, Proposition 3.4 and inequality (3.14) we obtain the estimates from above in (1.2) and (1.4), respectively. 
By the property of Kolmogorov numbers we obtain
Inserting the result in (1.2) we derive the estimate from above in (1.3).
Step 2. Estimate from below. For 1 ≤ p, q ≤ ∞, concerning the lower bounds in (1.2) and (1.3), we refer to Proposition 3.1.
Substep 2.1. We consider the case 0 < p, q < 1. Because of the restrictions there always exists a triple (θ, p 1 , q 1 ) such that
From Lemma 2.13 we conclude
for all f ∈ S t 1,1 B(Ω) and 0 < α < ∞. Now the interpolation property of the Kolmogorov numbers, see Proposition 3.5, yields
In view of Proposition 3.1 and Step 1 we have
for all n ≥ 2. Consequently we obtain
for all f ∈ S t p,1 B(Ω) and α ∈ (0, ∞). Again the desired result follows from the interpolation property of Kolmogorov numbers. Substep 2.3. For 0 < p < 1 ≤ q < ∞ we follow argument in Substep 2.2 with p in replace of q. In case 0 < p < 1 and q = ∞ we can find a pair (θ, q 1 ) such that
Then we obtain
for all f ∈ S t 1,q 1 B(Ω) and α ∈ (0, ∞). Now the lower estimate in this case follows from the same argument as used in Substep 2.1. 
for all n ≥ 2. However, for a better readability we give a proof here. We need the following result. Let 2 ≤ p < s < ∞, 0 < q ≤ ∞ and t > 15) see [2, 8, 17] . Now, if 2 < p < ∞, p ≤ q ≤ ∞ and t > 1 p , there exists s ∈ R such that p < s < ∞ and t > 1/p − 1/s 1 − 2/s .
We consider the diagram
By the property (s3) of the Kolmogorov numbers we find
Inserting (3.15) into this we obtain the desired estimate. For the case p = q = ∞, see Lemma 3.3. The proof is complete.
As preparation for the proof of Theorem 1.3, let us recall a result obtained by Vybiral [38] .
Lemma 3.6. Let 0 < p ≤ 1 and 0 < γ < 1. Then there is a number c γ > 0 such that a n (id :
holds for all natural numbers n and m with m γ < n ≤ m.
Proof of Theorem 1.3. The estimate from below is a direct consequence of the inequality d n ≤ a n , see [16, Theorem 2.3.4] , and Theorem 1.1.
Step 1. First we prove that if 0 < p ≤ 1 and t > r + Because of J ≍ log n and 2 J ≍ n log d−1 n , see (3.8), we obtain (3.17).
Step 2. The diagram in Step 1.1 of the proof of Theorem 1.1 and property (s3) lead to a n (id : S Step 3. We choose r > 0 such that t > r + and the multiplicativity of the approximation numbers we obtain a 2n−1 (id) ≤ a n (id 1 ) a n (id 2 ) .
Finally, in view of (3.3) and (3.22), we get the estimate from above.
