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We consider nonlocal nonlinear potentials and estimate the rate of convergence of time stepping schemes
to the peridynamic equation of motion. We begin by establishing the existence of H2 solutions over any
finite time interval. Here spatial approximation by finite element interpolations are considered. The en-
ergy stability of the associated semi-discrete time stepping scheme is established and the approximation
of strong and weak formulations of the evolution using FE interpolations of H2 solutions are investigated.
The strong and weak form of approximations are shown to converge to the actual solution in the mean
square norm at the rate Ct∆ t+Csh2/ε2 where h is the mesh size, ε is the size of nonlocal interaction and
∆ t is the time step. The constants Ct and Cs are independent of ∆ t, and h. In the absence of nonlinearity
a CFL like condition for the energy stability of the central difference time discretization scheme is devel-
oped.
Keywords: nonlocal fracture models; peridynamics; cohesive dynamics; numerical analysis; finite ele-
ment method.
1. Introduction
In this article we consider non local models for crack propagation in solids. We focus on the peridy-
namics formulation introduced in Silling (2000). The basic idea is to redefine the strain in terms of the
difference quotients of the displacement field and allow for nonlocal interaction within some finite hori-
zon. The formulation has a natural length scale given by the size of the horizon. The force at any given
material point is computed by considering the deformation of all neighboring material points within a
radius given by the size of horizon. Here we examine the finite element approximation to the nonlinear
nonlocal model proposed and examined in Lipton (2014, 2016). One of the important points of this
model is the fact that as the size of the horizon goes to zero, i.e. when we tend to the local limit, the
model behaves as if it is an elastic model away from the crack set and has bounded Griffith fracture
energy Lipton (2014, 2016). Therefore, in the limit, the model not only converges to the local elastic
models in regions with small deformation but also has finite Griffith fracture energy associated with a
sharp fracture set. The nonlinear potential can be calibrated so that it gives the same fracture toughness
as in Linear Elastic Fracture Mechanics models. The force potential used in this model is a smooth
version of the prototypical micro elastic brittle model introduced in Silling (2000). Further, the slope
of the nonlinear force for small strain (as we show in Section 2) is controlled by elastic constant of the
material.
The linear peridynamic model converges to the linear elastic model, when the nonlocal length scale
goes to zero, this is seen in the convergence of the integral operators to the differential operators, see
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Emmrich et al. (2013); Silling & Lehoucq (2008); Aksoylu & Unlu (2014). More fundamentally the
convergence of linear peridynamics to local elasticity in the sense of solution operators is shown in
Mengesha & Du (2015). Crack propagation using the peridynamics model has been considered ex-
tensively, see Silling et al. (2010); Bobaru & Hu (2012); Ha & Bobaru (2010); Agwai et al. (2011);
Ghajari et al. (2014); Diehl et al. (2016); Lipton et al. (2016). Theoretical analysis of peridynamics
models are carried out in Lipton (2014, 2016); Foster et al. (2011); Mengesha & Du (2013); Du & Zhou
(2011); Emmrich et al. (2013); Aksoylu & Parks (2011); Dayal (2017) and Macek & Silling (2007);
Littlewood (2010); Du et al. (2013); Gerstle et al. (2007). Dynamic phase transformations described by
peridynamic theory has been proposed and analyzed in Dayal & Bhattacharya (2006).
In this work, we consider the finite element interpolation given by linear conforming elements.
The potential considered in this work is of double well type. One well corresponds to linear elastic
deformation and is zero for zero strain and other corresponds to material rupture and has a well at
infinity. We consider discrete time stepping methods both in weak and strong form. To proceed we first
show the existence of evolutions in H2(D;Rd)∩H10 (D;Rd), see Theorem 3.2. Here the H2 norm for
the evolution can become large as the length scale of nonlocal interaction becomes small. In Theorem
3.3, we show that the peridynamic evolution can have higher regularity in time when body forces satisfy
additional regularity conditions in time. We next address the stability of semi-discrete approximation
for the nonlinear model and show that the evolution is energetically stable, see Theorem 4.1. We then
consider the linearization of the nonlinear model and provide a stability analysis of the fully discrete
approximation. Here we folliw Karaa (2012) and Guan & Gunzburger (2015) to obtain a stability
condition on ∆ t for the linearized model, see Theorem 5.2. The rationale is that for small strains
the material behaves like a linear elastic material. Recent related work for linear local elastic models
establish stability of the general Newmark time discretization Baker (1976); Grote & Scho¨tzau (2009);
Karaa (2012). This behavior is shown to persist for elastic nonlocal models in Guan & Gunzburger
(2015), using techniques in Baker (1976); Grote & Scho¨tzau (2009); Karaa (2012). For the nonlinear
model we establish a Lax Richtmyer stability, see Lemma 5.2 and (5.31).
The main contribution of this paper is the approximation of H2(D;Rd)∩H10 (D;Rd) peridynamic
evolutions by linear conforming elements. The time stepping approximation using finite element inter-
polation for both strong and weak forms of the evolution problem is shown to converge to the actual
solution in the mean square norm at the rate Ct∆ t +Csh2/ε2 where h is the mesh size, ε is the size
of nonlocal interaction and ∆ t is the time step, see Theorem 5.1. The constant Ct is independent of
∆ t and h and depends on the L2 norm of the time derivatives of the exact solution. The constant Cs
is also independent of ∆ t, and h and depends on the H2 norm of the exact solution. We assess the
impact of the constants appearing in Theorem 5.1 for evolution times seen in fracture experiments in
section 7. Related recent work, Jha & Lipton (2018a), addresses time stepping methods for the strong
form approximation in Ho¨lder space C0,γ(D;Rd) with Ho¨lder exponent γ ∈ (0,1]. A convergence rate
of Ct∆ t+Cshγ/ε2 is demonstrated. The constant Ct depends on L2 norm of the time derivative of exact
solution and the constant Cs depends on the Ho¨lder norm of the exact solution and the Lipschitz constant
of peridynamic force.
The organization of article is as follows: In Section 2, we introduce the class of nonlocal nonlinear
potentials used in this article. We establish the existence of H2(D;Rd)∩H10 (D;Rd) solutions in Section
3. In Section 4 we describe the finite element approximation and establish energy stability for the
semi-discrete in time approximation. In Section 5 we consider the central in time discretization and
describe the convergence rate of the FEM approximation to the true solution. We establish a CFL like
criterion on the time step for stability of the linearized model. The proof of claims are given in Section
6. We discuss the convergence rate and the associated a-priori error over time scales seen in fracture
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experiments, see Section 7. We provide concluding remarks addressing the existence of asymptotically
compatible schemes in the context of fracture, see Section 8.
2. Class of bond-based nonlinear potentials
In this section, we present the nonlinear nonlocal model. Let D ⊂ Rd , for d = 2,3 be the material
domain with characteristic length-scale of unity. To fix ideas D is assumed to be an open set with
C1 boundary. Every material point x ∈ D interacts nonlocally with all other material points inside a
horizon of length ε ∈ (0,1). Let Hε(x) be the ball of radius ε centered at x containing all points y that
interact with x. After deformation the material point x assumes position z = x+u(x). In this treatment
we assume infinitesimal displacements u(x) so the deformed configuration is the same as the reference
configuration and the linearized strain is given by
S = S(y,x;u) =
u(y)−u(x)
|y− x| ·
y− x
|y− x| .
We let t denote time and the displacement field u(t,x) evolves according to Newton’s second law
ρ∂ 2tt u(t,x) =−∇PDε(u(t))(x)+b(t,x) (2.1)
for all x∈D. Here the body force applied to the domain D can evolve with time and is denoted by b(t,x).
Without loss of generality, we will assume ρ = 1. The peridynamic force denoted by −∇PDε(u)(x) is
given by summing up all forces acting on x,
−∇PDε(u)(x) = 2
εdωd
∫
Hε (x)
∂SW ε(S,y− x) y− x|y− x|dy,
where ∂SW ε is the force exerted on x by y and is given by the derivative of the nonlocal two point
potential W ε(S,y− x) with respect to the strain and ωd is volume of unit ball in dimension d.
Let ∂D be the boundary of material domain D. The Dirichlet boundary condition on u is
u(t,x) = 0 ∀x ∈ ∂D,∀t ∈ [0,T ] (2.2)
and the initial condition is
u(0,x) = u0(x) and ∂tu(0,x) = v0(x). (2.3)
The initial data and solution u(t,x) are extended by 0 outside D. We remark that traction boundary
conditions can be introduced in the nonlocal context by prescribing a body force along a boundary layer
of width ε and allowing the displacement to be free there.
Define the energy E ε(u)(t) to be the sum of kinetic and potential energy and is given by
E ε(u)(t) =
1
2
||u˙(t)||L2 +PDε(u(t)). (2.4)
where potential energy PDε is given by
PDε(u) =
∫
D
[
1
εdωd
∫
Hε (x)
|y− x|W ε(S(u),y− x)dy
]
dx.
4 of 39 PRASHANT K. JHA AND ROBERT LIPTON
2.1 Nonlocal potential
We now describe the nonlocal potential. We consider potentials W ε of the form
W ε(S,y− x) = ω(x)ω(y)J
ε(|y− x|)
ε|y− x| f (|y− x|S
2), (2.5)
where f : R+→ R is assumed to be positive, smooth, and concave with following properties
lim
r→0+
f (r)
r
= f ′(0), lim
r→∞ f (r) = f∞ < ∞. (2.6)
The peridynamic force −∇PDε is written as
−∇PDε(u)(x) = 4
εd+1ωd
∫
Hε (x)
ω(x)ω(y)Jε(|y− x|) f ′(|y− x|S(u)2)S(u)ey−xdy, (2.7)
where we used the notation S(u) = S(y,x;u) and ey−x = y−x|y−x| .
The function Jε(|y− x|) models the influence of separation between points y and x. Here Jε(|y−
x|) = J(|y− x|/ε) can be piecewise smooth and we define J to be zero outside the ball {ξ : |ξ |< 1}=
H1(0) and 06 J(|ξ |)6M for all ξ ∈ H1(0).
The boundary function ω(x) is nonnegative and takes the value 1 for points x inside D of distance
ε away from from the boundary ∂D. Inside the boundary layer of width ε the function ω(x) smoothly
decreases from 1 to 0 taking the value 0 on ∂D.
In the sequel we will set
ω¯ξ (x) = ω(x)ω(x+ εξ ) (2.8)
and we assume
|∇ω¯ξ |6Cω1 < ∞ and |∇2ω¯ξ |6Cω2 < ∞.
The potential described in (2.5) gives the convex-concave dependence, see Fig 1, of W (S,y− x) on
the strain S for fixed y− x. Initially the deformation is elastic for small strains and then softens as the
strain becomes larger. The critical strain where the force between x and y begins to soften is given by
Sc(y,x) := r¯/
√|y− x| and the force decreases monotonically for
|S(y,x;u)|> Sc. (2.9)
Here r¯ is the inflection point of r 7→ f (r2) and is the root of following equation
f ′(r2)+2r2 f ′′(r2) = 0. (2.10)
In [Theorem 5.2, Lipton (2016)], it is shown that in the limit ε → 0, the peridynamics solution
has bounded linear elastic fracture energy, provided the initial data (u0,v0) has bounded linear elastic
fracture energy and u0 is bounded. The elastic constant (Lame´ constant λ and µ) and energy release
rate of the limiting energy is given by
λ = µ =Cd f ′(0)Md , Gc =
2ωd−1
ωd
f∞Md
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FIG. 1. Two-point potential W ε (S,y− x) as a function of strain S for fixed y− x.
FIG. 2. Nonlocal force ∂SW ε (S,y− x) as a function of strain S for fixed y− x. Second derivative of W ε (S,y− x) is zero at
±r¯/√|y− x|.
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where Md =
∫ 1
0 J(r)r
ddr and f∞ = limr→∞ f (r). Cd = 2/3,1/4,1/5 for d = 1,2,3 respectively and
ωn = 1,2,pi,4pi/3 for n= 0,1,2,3. Therefore, f ′(0) and f∞ are determined by the Lame´ constant λ and
fracture toughness Gc.
2.2 Weak formulation
We now give the weak formulation of the evolution. Here the notation || · || denotes the L2 norm on D,
|| · ||∞ is used for the L∞ norm on D, and || · ||n for Sobolev Hn norms on D for n = 1,2. We denote the
dot product in L2(D;Rd) by (·, ·). For n = 1,2 we recall that the Sobolev space Hn0 (D;Rd) is given by
the closure in the Hn norm of the functions that are infinitely differentiable with compact support in D.
Multiplying (2.1) by a test function in u˜ in H10 (D;R
d) we get
(u¨(t), u˜) = (−∇PDε(u(t)), u˜)+(b(t), u˜).
An integration by parts easily shows for all u,v in H10 (D;R
d) that
(−∇PDε(u),v) =−aε(u,v),
where
aε(u,v) =
2
εd+1ωd
∫
D
∫
Hε (x)
ω(x)ω(y)Jε(|y− x|) f ′(|y− x|S(u)2)|y− x|S(u)S(v)dydx. (2.11)
The same identities hold for all functions in L2(D;Rd).
It is readily verified that the peridynamic force and energy are bounded for all functions in L2(D;Rd).
Here the bound on the force follows from the Lipschitz property of the force in L2(D;Rd), see, (3.9). The
peridynamic force is also bounded for functions u in H1(D;Rd). This again follows from the Lipschitz
property of the force in H1(D;Rd) using arguments established in section 6. The boundedness of the
energy PDε(u) in both L2(D;Rd) and H1(D;Rd) follows from the boundedness of the bond potential
energy W ε(S(u),y− x) used in the definition of PDε(u), see (2.5). More generally this also shows that
PDε(u)< ∞ for u ∈ L1(D;Rd).
Finally, the weak form of the evolution in terms of the operator aε becomes
(u¨(t), u˜)+aε(u(t), u˜) = (b(t), u˜). (2.12)
Using definition of aε in (2.11), one easily sees that
d
dt
E ε(u)(t) = (u¨(t), u˙(t))+aε(u(t), u˙(t)). (2.13)
3. Existence of solutions in H2∩H10
We consider function space W given by
W := H2(D;Rd)∩H10 (D;Rd) = {v ∈ H2(D;Rd) : γv = 0, on ∂D}, (3.1)
where γv is the trace of function v on the boundary ∂D. Norm on W is H2(D;Rd) norm. In this section,
we show that for suitable initial condition and body force solutions of peridynamic equation exist in W .
We will assume that u ∈W is extended by zero outside D.
We note the following Sobolev embedding properties of H2(D;Rd) when D is a C1 domain.
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• From Theorem 2.72 of Demengel & Demengel (2012), there exists a constant Ce1 independent of
u ∈ H2(D;Rd) such that
||u||L∞(D;Rd) 6Ce1 ||u||H2(D;Rd). (3.2)
• Further application of standard embedding theorems (e.g., Theorem 2.72 of Demengel & Demen-
gel (2012)), shows there exists a constant Ce2 independent of u such that
||∇u||Lq(D;Rd×d) 6Ce2 ||∇u||H1(D;Rd×d) 6Ce2 ||u||H2(D;Rd), (3.3)
for any q such that 26 q < ∞ when d = 2 and 26 q6 6 when d = 3.
In what follows, we first state the Lipschitz continuity property for −∇PDε(u). We then state the
existence theorem for solutions over finite time intervals. These are proved in section 6. We now write
the peridynamic evolution equation as an equivalent first order system with y1(t) = u(t) and y2(t) = v(t)
with v(t) = u˙(t). Let y = (y1,y2)T where y1,y2 ∈W and let Fε(y, t) = (Fε1 (y, t),Fε2 (y, t))T such that
Fε1 (y, t) := y2, (3.4)
Fε2 (y, t) :=−∇PDε(y1)+b(t). (3.5)
The initial boundary value is equivalent to the initial boundary value problem for the first order system
given by
y˙(t) = Fε(y, t), (3.6)
with initial condition given by y(0) = (u0,v0)T ∈W ×W . Recall that we denote the norm on H2(D;Rd)
as || · ||2.
THEOREM 3.1 Lipschitz continuity of the peridynamic force
For any u,v ∈W , we have
||−∇PDε(u)− (−∇PDε(v))||2
6 L¯1+ L¯2(||u||2+ ||v||2)+ L¯3(||u||2+ ||v||2)
2
ε3
||u− v||2 (3.7)
where constants L¯1, L¯2, L¯3 are independent of ε , u, and v, and are defined in (6.45). Also, for u ∈W , we
have
||−∇PDε(u)||2 6 L¯4||u||2+ L¯5||u||
2
2
ε5/2
, (3.8)
where constants are independent of ε and u and are defined in (6.54).
In Theorem 6.1 of Lipton (2016), the Lipschitz property of the peridynamic force is shown in
L2(D;Rd) and is given by
‖−∇PDε(u)− (−∇PDε(v))‖6 L1
ε2
‖u− v‖ ∀u,v ∈ L2(D;Rd), (3.9)
with L1 given by (6.16).
We state the theorem which shows the existence and uniqueness of solution in any given finite time
interval I0 = (−T,T ).
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THEOREM 3.2 Existence and uniqueness of solutions over finite time intervals
For any initial condition x0 ∈X =W×W , time interval I0 =(−T,T ), and right hand side b(t) continuous
in time for t ∈ I0 such that b(t) satisfies supt∈I0 ||b(t)||2 < ∞, there is a unique solution y(t) ∈C1(I0;X)
of
y(t) = x0+
∫ t
0
Fε(y(τ),τ)dτ,
or equivalently
y′(t) = Fε(y(t), t),with y(0) = x0,
where y(t) and y′(t) are Lipschitz continuous in time for t ∈ I0.
It is found that the peridynamic evolutions have higher regularity in time for body forces that are
differentiable in time. We now state the higher temporal regularity for peridynamic evolutions.
THEOREM 3.3 Higher regularity
Suppose the initial data and righthand side b(t) satisfy the hypothesis of Theorem 3.2 and suppose
further that b˙(t) exists and is continuous in time for t ∈ I0 and supt∈I0 ||b˙(t)||2 < ∞. Then u ∈C3(I0;W )
and
||∂ 3tttu(t,x)||2 6
C(1+ sups∈I0 ||u(s)||2+ sups∈I0 ||u(s)||22)
ε3
sup
s∈I0
||∂tu(s)||2+ ||b˙(t,x)||2, (3.10)
where C is a positive constant independent of u.
The proofs of Theorems 3.1, 3.2, and 3.3 are given in Section 6. We now discuss the finite element
approximation of the peridynamic evolution.
4. Finite element interpolation
Let Vh be given by linear continuous interpolations over tetrahedral or triangular elements Th where h
denotes the size of finite element mesh. Here we assume the elements are conforming and the finite
element mesh is shape regular and Vh ⊂ H10 (D;Rd).
For a continuous function u on D¯, Ih(u) is the continuous piecewise linear interpolant on Th. It is
given by
Ih(u)
∣∣∣∣
T
=IT (u) ∀T ∈Th, (4.1)
where IT (u) is the local interpolant defined over finite element T and is given by
IT (u) =
n
∑
i=1
u(xi)φi. (4.2)
Here n is the number of vertices in an element T , xi is the position of vertex i, and φi is the linear
interpolant associated to vertex i.
Application of Theorem 4.4.20 and remark 4.4.27 in Brenner & Scott (2008) gives
||u−Ih(u)||6 ch2||u||2, ∀u ∈W. (4.3)
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Let rh(u) denote the projection of u ∈W on Vh. For the L2 norm it is defined as
||u− rh(u)||= inf
u˜∈Vh
||u− u˜||. (4.4)
and satisfies
(rh(u), u˜) = (u, u˜), ∀u˜ ∈Vh. (4.5)
Since Ih(u) ∈Vh, and (4.3) we see that
||u− rh(u)||6 ch2||u||2, ∀u ∈W. (4.6)
4.1 Semi-discrete approximation
Let uh(t) ∈Vh be the approximation of u(t) which satisfies the following
(u¨h(t), u˜)+aε(uh(t), u˜) = (b(t), u˜), ∀u˜ ∈Vh, . (4.7)
We now show that the semi-discrete approximation is stable, i.e. the energy at time t is bounded by
the initial energy and work done by the body force.
THEOREM 4.1 Energy stability of the semi-discrete approximation
The semi-discrete scheme is energetically stable and the energy E ε(uh)(t), defined in (2.4), satisfies the
following bound
E ε(uh)(t)6
[√
E ε(uh)(0)+
∫ t
0
||b(τ)||dτ
]2
.
Proof. Letting u˜ = u˙h(t) in (4.7) and applying the identity (2.13), we get
d
dt
E ε(uh)(t) = (b(t), u˙h(t))6 ||b(t)|| ||u˙h(t)||.
We also have
||u˙h(t)||6 2
√
1
2
||u˙h||2+PDε(uh(t)) = 2
√
E ε(uh)(t)
where we used the fact that PDε(u)(t) is nonnegative and
d
dt
E ε(uh)(t)6 2
√
E ε(uh)(t) ||b(t)||.
Fix δ > 0 and let A(t) = E ε(uh(t))+δ . Then from the equation above we easily see that
d
dt
A(t)6 2
√
A(t) ||b(t)|| ⇒ 1
2
d
dt A(t)√
A(t)
6 ||b(t)||.
Noting that 1√
a(t)
da(t)
dt = 2
d
dt
√
a(t), integrating from t = 0 to τ and relabeling τ as t, we get
√
A(t)6
√
A(0)+
∫ t
0
||b(s)||ds.
Letting δ → 0 and taking the square of both side proves the claim. 
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5. Central difference time discretization
For illustration, we consider the central difference scheme and present the convergence rate for the
central difference scheme for the fully nonlinear problem. We point out that the extension of these
results to the general Newmark scheme is straight forward. We conclude by considering a linearized
peridynamic evolution and demonstrate CFL like conditions for stability of the fully discrete scheme.
Let ∆ t be the time step. The exact solution at tk = k∆ t (or time step k) is denoted as (uk,vk), with
vk = ∂uk/∂ t, and the projection onto Vh at tk is given by (rh(uk),rh(vk)). The solution of the discrete
problem at time step k is denoted as (ukh,v
k
h).
We first describe the discrete approximation of the weak formulation of the peridynamic evolution.
The initial data for displacement u0 and velocity v0 are approximated by their projections rh(u0) and
rh(v0). Let u0h = rh(u0) and v
0
h = rh(v0). The discrete weak formulation of the peridynamic evolution is
given as follows. For k > 1, (ukh,vkh) satisfies, for all u˜ ∈Vh,(
uk+1h −ukh
∆ t
, u˜
)
= (vk+1h , u˜),(
vk+1h − vkh
∆ t
, u˜
)
= (−∇PDε(ukh), u˜)+(bkh, u˜), (5.1)
where we denote projection of b(tk), rh(b(tk)), as bkh. Combining the two equations delivers the central
difference equation for ukh. We have(
uk+1h −2ukh+uk−1h
∆ t2
, u˜
)
= (−∇PDε(ukh), u˜)+(bkh, u˜), ∀u˜ ∈Vh. (5.2)
For k = 0, we have ∀u˜ ∈Vh(
u1h−u0h
∆ t2
, u˜
)
=
1
2
(−∇PDε(u0h), u˜)+
1
∆ t
(v0h, u˜)+
1
2
(b0h, u˜). (5.3)
Next, we describe the discrete approximation of the peridynamic evolution written in strong form.
Let ukh ∈Vh be given by
ukh
∣∣∣∣
T
=
n
∑
i=1
uki φi(x), x ∈ T, ∀T ∈Th. (5.4)
The discrete solution is represented as follows
uk+1h −2ukh+uk−1h
∆ t2
=−∇PDεh(ukh)+bkh (5.5)
when k > 1, and
u1h−u0h
∆ t2
=−1
2
∇PDεh(u
0
h)+
1
∆ t
v0h+
1
2
b0h (5.6)
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when k = 0. Here −∇PDεh(ukh) and bkh are defined as the continuous piecewise linear interpolation of
−∇PDε(ukh) and bk, i.e.,
−∇PDεh(ukh)
∣∣∣∣
T
=
n
∑
i=1
(−∇PDε(ukh)(xi))φi(x), x ∈ T, ∀T ∈Th,
bkh
∣∣∣∣
T
=
n
∑
i=1
bk(xi)φi(x), x ∈ T, ∀T ∈Th.
5.1 Implementation details
For completeness we describe the implementation of the time stepping method using FEM interpolants
for both strong and weak form descriptions of the evolution. Let N be the shape tensor then ukh, u˜ ∈ Vh
are given by
ukh = NU
k, u˜ = NU˜ , (5.7)
where U k and U˜ are Nd dimensional vectors, where N is the number of nodal points in the mesh and d
is the dimension.
WEAK FORM From (5.2), for all U˜ ∈RNd with elements of U˜ zero on the boundary, then the following
holds for k > 1 [
M
U k+1−2U k +U k−1
∆ t2
]
·U˜ = F k ·U˜ . (5.8)
Here the mass matrix M and force vector F k are given by
M :=
∫
D
NT Ndx,
F k := F kpd +
∫
D
NT b(tk,x)dx, (5.9)
where F kpd is defined by
F kpd :=
∫
D
NT (−∇PDε(ukh)(x))dx. (5.10)
We remark that a similar equation holds for k = 0.
At the time step k we must invert M to solve for U k+1 using
U k+1 = ∆ t2M−1F k +2Uˆ k−U k−1. (5.11)
As is well known this inversion amounts to an increase of computational complexity associated with
discrete approximation of the weak formulation of the evolution. On the other hand the quadrature error
in the computation of the force vector F kpd is reduced when using the weak form.
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STRONG FORM In the strong formulation, the following holds for k > 1
U k+1−2U k +U k−1
∆ t2
= F k, (5.12)
where the force vector is F k = (F ki )16i6Nd ∈ RNd and ith element of F k is given by
F ki :=−∇PDεh(ukh)(xi)+b(tk,xi). (5.13)
The equation for k = 0 can be written in a similar fashion. We solve for U k+1 at the kth time step using
U k+1 = ∆ t2F k +2U k−U k−1. (5.14)
In contrast to the weak form approximation, the strong form approximation does not require the
mass matrix or its inverse. This amounts to a reduction in computational complexity when using the
strong form approximation. Additionally the computation of the force F k is much simpler for the strong
form and only requires calculation of the peridynamic force at the mesh nodes.
We now show that finite element solution of both the strong and weak formulations converge to the
exact solution.
5.2 Convergence of approximation
The convergence rates are the same for both weak and strong form time stepping methods. We show
how to establish a uniform bound on the L2 norm of the discretization error for the problem in weak form
and prove that approximate solution converges to the exact solution at the rate Ct∆ t+Csh2/ε2 for fixed
ε > 0. Identical arguments can be made for discretization error using the strong form approximation.
We first compare the exact solution with its projection in Vh and then compare the projection with
approximate solution. We further divide the calculation of error between projection and approximate
solution in two parts, namely consistency analysis and error analysis.
Error Ek is given by
Ek := ||ukh−u(tk)||+ ||vkh− v(tk)||.
We split the error as follows
Ek 6
(
||uk− rh(uk)||+ ||vk− rh(vk)||
)
+
(
||ukh− rh(uk)||+ ||vkh− rh(vk)||
)
,
where first term is error between exact solution and projections, and second term is error between
projections and approximate solution. Let
ekh(u) := u
k
h− rh(uk) and ekh(v) := vkh− rh(vk) (5.15)
and
ek := ||ekh(u)||+ ||ekh(v)||. (5.16)
Using (4.6), we have
Ek 6Cph2+ ek, (5.17)
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where
Cp := c
[
sup
t
||u(t)||2+ sup
t
||∂u(t)
∂ t
||2
]
. (5.18)
We have following main result
THEOREM 5.1 Convergence of the central difference approximation with respect to the L2 norm.
Let (u,v) be the exact solution of the peridynamics equation in (2.1). Let (ukh,v
k
h) are the FE approximate
solution of (5.2) and (5.3). If u,v∈C2([0,T ];W ), then the scheme is consistent and the error Ek satisfies
following bound
sup
k6T/∆ t
Ek
=Cph2+ exp[T (1+L1/ε2)(
1
1−∆ t )]
[
e0+
(
T
1−∆ t
)(
Ct∆ t+Cs
h2
ε2
)]
(5.19)
where the constants Cp, Ct , and Cs are given by (5.18) and (5.27). Here the constant L1/ε2 is the
Lipschitz constant of −∇PDε(u) in L2, see (3.9) and (6.16). If the error in initial data is zero then Ek
is of the order of Ct∆ t +Csh2/ε2. The same convergence rate holds for the discreet evolution given in
strong form by (5.5) and (5.6).
Theorem 3.3 shows that u,v ∈ C2([0,T ];W ) for righthand side b ∈ C1([0,T ];W ). In section 7 we
discuss the behavior of the exponential constant appearing in Theorem 5.1 for evolution times seen in
fracture experiments. Since we are approximating the solution of an ODE on a Banach space the proof
of Theorem 5.1 will follow from the Lipschitz continuity of the force ∇PDε(u) with respect to the L2
norm. The proof is given in the following two sections.
5.2.1 Truncation error analysis and consistency. We derive the equation for evolution of ekh(u) as
follows (
uk+1h −ukh
∆ t
− rh(u
k+1)− rh(uk)
∆ t
, u˜
)
= (vk+1h , u˜)−
(
rh(uk+1)− rh(uk)
∆ t
, u˜
)
= (vk+1h , u˜)− (rh(vk+1), u˜)+(rh(vk+1), u˜)− (vk+1, u˜)
+(vk+1, u˜)−
(
∂uk+1
∂ t
, u˜
)
+
(
∂uk+1
∂ t
, u˜
)
−
(
uk+1−uk
∆ t
, u˜
)
+
(
uk+1−uk
∆ t
, u˜
)
−
(
rh(uk+1)− rh(uk)
∆ t
, u˜
)
.
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Using property (rh(u), u˜)= (u, u˜) for u˜∈Vh and the fact that ∂u(t
k+1)
∂ t = v
k+1 where u is the exact solution,
we get (
ek+1h (u)− ekh(u)
∆ t
, u˜
)
= (ek+1h (v), u˜)+
(
∂uk+1
∂ t
, u˜
)
−
(
uk+1−uk
∆ t
, u˜
)
. (5.20)
Let (τkh(u),τ
k
h(v)) be the truncation error in the time discretization given by
τkh(u) :=
∂uk+1
∂ t
− u
k+1−uk
∆ t
,
τkh(v) :=
∂vk
∂ t
− v
k+1− vk
∆ t
.
With the above notation, we have
(ek+1h (u), u˜) = (e
k
h(u), u˜)+∆ t(e
k+1
h (v), u˜)+∆ t(τ
k
h(u), u˜). (5.21)
We now derive the equation for ekh(v) as follows(
vk+1h − vkh
∆ t
− rh(v
k+1)− rh(vk)
∆ t
, u˜
)
= (−∇PDε(ukh), u˜)+(bkh, u˜)−
(
rh(vk+1)− rh(vk)
∆ t
, u˜
)
= (−∇PDε(ukh), u˜)+(bk, u˜)−
(
∂vk
∂ t
, u˜
)
+
(
∂vk
∂ t
, u˜
)
−
(
vk+1− vk
∆ t
, u˜
)
+
(
vk+1− vk
∆ t
, u˜
)
−
(
rh(vk+1)− rh(vk)
∆ t
, u˜
)
=
(
−∇PDε(ukh)+∇PDε(uk), u˜
)
+(bkh−b(tk), u˜)
+
(
∂vk
∂ t
, u˜
)
−
(
vk+1− vk
∆ t
, u˜
)
+
(
vk+1− vk
∆ t
, u˜
)
−
(
rh(vk+1)− rh(vk)
∆ t
, u˜
)
=
(
−∇PDε(ukh)+∇PDε(uk), u˜
)
+
(
∂vk
∂ t
− v
k+1− vk
∆ t
, u˜
)
where we used the property of rh(u) and the fact that
(−∇PDε(uk), u˜)+(bk, u˜)−
(
∂vk
∂ t
, u˜
)
= 0, ∀u˜ ∈Vh.
We further divide the error in the peridynamics force as follows(
−∇PDε(ukh)+∇PDε(uk), u˜
)
=
(
−∇PDε(ukh)+∇PDε(rh(uk)), u˜
)
+
(
−∇PDε(rh(uk))+∇PDε(uk), u˜
)
.
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We will see in next section that second term is related to the truncation error in the spatial discretization.
Therefore, we define another truncation error term σ kper,h(u) as follows
σ kper,h(u) :=−∇PDε(rh(uk))+∇PDε(uk). (5.22)
After substituting the notations related to truncation errors, we get
(ek+1h (v), u˜) = (e
k
h(v), u˜)+∆ t(−∇PDε(ukh)+∇PDε(rh(uk)), u˜)
+∆ t(τkh(v), u˜)+∆ t(σ
k
per,h(u), u˜). (5.23)
When u,v are C2 in time, we easily see
||τkh(u)||6 ∆ t sup
t
||∂
2u
∂ t2
|| and ||τkh(v)||6 ∆ t sup
t
||∂
2v
∂ t2
||.
Here u and v are C2 in time for differentiable in time body forces as stated in Theorem 3.3 and Theorem
6.3.
To estimate σ kper,h(u), we note the Lipschitz property of the peridynamics force in L
2 norm, see (3.9).
This leads us to
||σ kper,h(u)||6
L1
ε2
||uk− rh(uk)||6 L1cε2 h
2 sup
t
||u(t)||2. (5.24)
We now state the consistency of this approach.
LEMMA 5.1 Consistency
Let τ be given by
τ := sup
k
(
||τkh(u)||+ ||τkh(v)||+ ||σ kper,h(u)||
)
, (5.25)
then the approach is consistent in that
τ 6Ct∆ t+Cs
h2
ε2
. (5.26)
where
Ct := sup
t
||∂
2u
∂ t2
||+ sup
t
||∂
2v
∂ t2
|| and Cs := L1csup
t
||u(t)||2. (5.27)
5.2.2 Stability analysis. In equation for ekh(u), see (5.21), we take u˜ = e
k+1
h (u). Note that e
k+1
h (u) =
ukh− rh(uk) ∈Vh. We have
||ek+1h (u)||2 = (ekh(u),ek+1h (u))+∆ t(ek+1h (v),ek+1h (u))+∆ t(τkh(u),ek+1h (u)),
and we get
||ek+1h (u)||2 6 ||ekh(u)|| ||ek+1h (u)||+∆ t||ek+1h (v)|| ||ek+1h (u)||+∆ t||τkh(u)|| ||ek+1h (u)||.
16 of 39 PRASHANT K. JHA AND ROBERT LIPTON
Canceling ||ek+1h (u)|| from both sides gives
||ek+1h (u)||6 ||ekh(u)||+∆ t||ek+1h (v)||+∆ t||τkh(u)||. (5.28)
Similarly, if we choose u˜ = ek+1h (v) in (5.23), and use the steps similar to above, we get
||ek+1h (v)||6 ||ekh(v)||+∆ t||−∇PDε(ukh)+∇PDε(rh(uk))||
+∆ t
(
||τkh(v)||+ ||σ kper,h(u)||
)
. (5.29)
Using the Lipschitz property of the peridynamics force in L2, we have
||−∇PDε(ukh)+∇PDε(rh(uk))||6
L1
ε2
||ukh− rh(uk)||=
L1
ε2
||ekh(u)||. (5.30)
After adding (5.28) and (5.29), and substituting (5.30), we get
||ek+1h (u)||+ ||ek+1h (v)||6 ||ekh(u)||+ ||ekh(v)||+∆ t||ek+1h (v)||+
L1
ε2
∆ t||ekh(u)||+∆ tτ
where τ is defined in (5.26).
Let ek := ||ekh(u)||+ ||ekh(v)||. Assuming L1/ε2 > 1, we get
ek+1 6 ek +∆ tek+1+∆ t L1
ε2
ek +∆ tτ
⇒ek+1 6 1+∆ tL1/ε
2
1−∆ t e
k +
∆ t
1−∆ t τ.
Substituting for ek recursively in the equation above, we get
ek+1 6
(
1+∆ tL1/ε2
1−∆ t
)k+1
e0+
∆ t
1−∆ t τ
k
∑
j=0
(
1+∆ tL1/ε2
1−∆ t
)k− j
.
Noting (1+a∆ t)k 6 exp[ka∆ t]6 exp[Ta] for a > 0 and
1+∆ tL1/ε2
1−∆ t = 1+
(1+L1/ε2)
1−∆ t ∆ t
we get (
1+∆ tL1/ε2
1−∆ t
)k
6 exp[T (1+L1/ε
2)
1−∆ t ].
Substituting above estimates, we can easily show that
ek+1 6 exp[T (1+L1/ε
2)
1−∆ t ]
[
e0+
∆ t
1−∆ t τ
k
∑
j=0
1
]
6 exp[T (1+L1/ε
2)
1−∆ t ]
[
e0+
k∆ t
1−∆ t τ
]
.
Finally, we substitute above into (5.17) to conclude
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LEMMA 5.2 Stability
Ek 6Cph2+ exp[
T (1+L1/ε2)
1−∆ t ]
[
e0+
k∆ t
1−∆ t τ
]
. (5.31)
After taking sup over k 6 T/∆ t and substituting the bound on τ from Lemma 5.1, we get the desired
result and proof of Theorem 5.1 is complete.
We now consider a stronger notion of stability for the linearized peridynamics model.
5.3 Linearized peridynamics and energy stability
In this section, we linearize the peridynamics model and obtain a CFL like stability condition. For
problems where strains are small, the stability condition for the linearized model is expected to apply to
the nonlinear model. The slope of peridynamics potential f is constant for sufficiently small strain and
therefore for small strain the nonlinear model behaves like a linear model. When displacement field is
smooth, the difference between the linearized peridynamics force and the nonlinear peridynamics force
is of the order of ε . See [Proposition 4, Jha & Lipton (2018b)].
For strain far below the critical strain, ie., |S(u)|<< Sc we expand the integrand of (2.7) in a Taylor
series about zero to obtain the linearized peridymamic force given by
−∇PDεl (u)(x) =
4
εd+1ωd
∫
Hε (x)
ω(x)ω(y)Jε(|y− x|) f ′(0)S(u)ey−xdy. (5.32)
The corresponding bilinear form is denoted as aεl and is given by
aεl (u,v) =
2
εd+1ωd
∫
D
∫
Hε (x)
ω(x)ω(y)Jε(|y− x|) f ′(0)|y− x|S(u)S(v)dydx. (5.33)
We have
(−∇PDεl (u),v) =−aεl (u,v).
We now discuss the stability of the FEM approximation to the linearized problem. We replace −∇PDε
by its linearization denoted by −∇PDεl in (5.2) and (5.3). The corresponding approximate solution in
Vh is denoted by ukl,h where(
uk+1l,h −2ukl,h+uk−1l,h
∆ t2
, u˜
)
= (−∇PDεl (ukl,h), u˜)+(bkh, u˜), ∀u˜ ∈Vh (5.34)
and (
u1l,h−u0l,h
∆ t2
, u˜
)
=
1
2
(−∇PDε(u0l,h), u˜)+
1
∆ t
(v0l,h, u˜)+
1
2
(b0h, u˜), ∀u˜ ∈Vh. (5.35)
We will adopt following notations
uk+1h :=
uk+1h +u
k
h
2
, ukh :=
ukh+u
k−1
h
2
,
∂¯tukh :=
uk+1h −uk−1h
2∆ t
, ∂¯+t u
k
h :=
uk+1h −ukh
∆ t
, ∂¯−t u
k
h :=
ukh−uk−1h
∆ t
. (5.36)
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With above notations, we have
∂¯tukh =
∂¯+t ukh+ ∂¯
−
h u
k
h
2
=
uk+1h −ukh
∆ t
.
We also define
∂¯ttukh :=
uk+1h −2ukh+uk−1h
∆ t2
=
∂¯+t ukh− ∂¯−t ukh
∆ t
.
We introduce the discrete energy associated with ukl,h at time step k as defined by
E (ukl,h) :=
1
2
[
||∂¯+t ukl,h||2−
∆ t2
4
aεl (∂¯
+
t u
k
l,h, ∂¯
+
t u
k
l,h)+a
ε
l (u
k+1
l,h ,u
k+1
l,h )
]
Following [Theorem 4.1, Karaa (2012)], we have
THEOREM 5.2 Energy Stability of the Central difference approximation of linearized peridynam-
ics
Let ukl,h be the approximate solution of (5.34) and (5.35) with respect to linearized peridynamics. In
the absence of body force b(t) = 0 for all t, if ∆ t satisfies the CFL like condition
∆ t2
4
sup
u∈Vh\{0}
aεl (u,u)
(u,u)
6 1, (5.37)
The discrete energy is positive and we have the stability
E (ukl,h) = E (u
k−1
l,h ). (5.38)
Proof. Set b(t) = 0. Noting that aεl is bilinear, after adding and subtracting term (∆ t
2/4)aεl (∂¯ttu
k
l,h, u˜)
to (5.34), and noting following
ukl,h+
∆ t2
4
∂¯ttukl,h =
uk+1l,h
2
+
ukl,h
2
we get
(∂¯ttukl,h, u˜)−
∆ t2
4
aεl (∂¯ttu
k
l,h, u˜)+
1
2
aεl (u
k+1
l,h +u
k
l,h, u˜) = 0.
We let u˜ = ∂¯tukl,h, to write
(∂¯ttukl,h, ∂¯tu
k
l,h)−
∆ t2
4
aεl (∂¯ttu
k
l,h, ∂¯tu
k
l,h)+
1
2
aεl (u
k+1
l,h +u
k
l,h, ∂¯tu
k
l,h) = 0.
It is easily shown that
(∂¯ttukl,h, ∂¯tu
k
l,h) =
(
∂¯+t ukl,h− ∂¯−t ukl,h
∆ t
,
∂¯+t ukl,h+ ∂¯
−
t ukl,h
2
)
=
1
2∆ t
[
||∂¯+t ukl,h||2−||∂¯−t ukl,h||2
]
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and
aεl (∂¯ttu
k
l,h, ∂¯tu
k
l,h) =
1
2∆ t
[
aεl (∂¯
+
t u
k
l,h, ∂¯
+
t u
k
l,h)−aεl (∂¯−t ukl,h, ∂¯−t ukl,h)
]
.
Noting that ∂¯tukl,h = (u
k+1
l,h −ukl,h)/∆ t, we get
1
2∆ t
aεl (u
k+1
l,h +u
k
l,h,u
k+1
l,h −ukl,h)
=
1
2∆ t
[
aεl (u
k+1
l,h ,u
k+1
l,h )−aεl (ukl,h,ukl,h)
]
.
After combining the above equations, we get
1
∆ t
[(
1
2
||∂¯+t ukl,h||2−
∆ t2
8
aεl (∂¯
+
t u
k
l,h, ∂¯
+
t u
k
l,h)+
1
2
aεl (u
k+1
l,h ,u
k+1
l,h )
)
−
(
1
2
||∂¯−t ukl,h||2−
∆ t2
8
aεl (∂¯
−
t u
k
l,h, ∂¯
−
t u
k
l,h)+
1
2
aεl (u
k
l,h,u
k
l,h)
)]
= 0. (5.39)
We recognize the first term in bracket as E (ukl,h). We next prove that the second term is E (u
k−1
l,h ). We
substitute k = k−1 in the definition of E (ukl,h), to get
E (uk−1l,h ) =
1
2
[
||∂¯+t uk−1l,h ||2−
∆ t2
4
aεl (∂¯
+
t u
k−1
l,h , ∂¯
+
t u
k−1
l,h )+a
ε
l (u
k
l,h,u
k
l,h)
]
.
We clearly have ∂¯+t uk−1l,h =
uk−1+1l,h −uk−1l,h
∆ t = ∂¯
−
t ukl,h and this implies that the second term in (5.39) is
E (uk−1l,h ). It now follows from (5.39), that E (u
k
l,h) = E (u
k−1
l,h ).
We now establish the positivity of the discrete energy E (ukl,h). To do this we derive a condition on
the time step that insures the sum of the first two terms is positive and the positivity of E (ukl,h) will
follow. Let v = ∂¯+t ukl,h ∈Vh, then we require
||v||2− ∆ t
2
4
aεl (v,v)> 0 ⇒
∆ t2
4
aεl (v,v)
||v||2 6 1 (5.40)
Clearly if ∆ t satisfies
∆ t2
4
sup
v∈Vh\{0}
aεl (v,v)
||v||2 6 1 (5.41)
then (5.40) is also satisfied and the discrete energy is positive. Iteration gives E (ukl,h) = E (u
0
l,h) and the
theorem is proved.

6. Proof of claims
In this section we establish the Lipschitz continuity in the space W = H2(D;Rd)∩H10 (D;Rd) and the
existence of a differentiable in time solution to the peridynamic evolution belonging to W . We outline
the proof of Lipschitz continuity of Q(v;u), see (6.68), required to show the higher regularity of solutions
in time.
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6.1 Lipschitz continuity in H2∩H10
We now prove the Lipschitz continuity given by Theorem 3.1.
To simplify the presentation, we write the peridynamics force −∇PDε(u) as P(u). We need to
analyze ||P(u)−P(v)||2.
We first introduce the following convenient notations
sξ = ε|ξ |, eξ =
ξ
|ξ | , J¯α =
1
ωd
∫
H1(0)
J(|ξ |) 1|ξ |α dξ , (6.1)
Sξ (u) =
u(x+ εξ )−u(x)
sξ
· eξ , (6.2)
Sξ (∇u) = ∇Sξ (u) =
∇uT (x+ εξ )−∇uT (x)
sξ
eξ , (6.3)
Sξ (∇2u) = ∇Sξ (∇u) = ∇
[
∇uT (x+ εξ )−∇uT (x)
sξ
eξ
]
. (6.4)
In indicial notation, we have
Sξ (∇u)i =
uk,i(x+ εξ )−uk,i(x)
sξ
(eξ )k,
Sξ (∇2u)i j =
[
uk,i(x+ εξ )−uk,i(x)
sξ
(eξ )k
]
, j
=
uk,i j(x+ εξ )−uk,i j(x)
sξ
(eξ )k (6.5)
and
[eξ ⊗Sξ (∇2u)]i jk = (eξ )iSξ (∇2u) jk, (6.6)
where ui, j = (∇u)i j, uk,i j = (∇2u)ki j, and (eξ )k = ξk/|ξ |.
We now examine the Lipschitz properties of the peridynamic force. Let F1(r) := f (r2) where f is
described in the Section 2. We have F ′1(r) = f
′(r2)2r. Thus, 2S f ′(ε|ξ |S2) = F ′1(
√
ε|ξ |S)/√ε|ξ |. We
define following constants related to nonlinear potential
C1 := sup
r
|F ′1(r)|, C2 := sup
r
|F ′′1 (r)|, C3 := sup
r
|F ′′′1 (r)|, C4 := sup
r
|F ′′′′1 (r)|. (6.7)
The potential function f as chosen here satisfies C1,C2,C3,C4 < ∞. Let
ω¯ξ (x) = ω(x)ω(x+ εξ ), (6.8)
and we choose ω such that
|∇ω¯ξ |6Cω1 < ∞ and |∇2ω¯ξ |6Cω2 < ∞. (6.9)
With notations described so far, we write peridynamics force P(u) as
P(u)(x) =
2
εωd
∫
H1(0)
ω¯ξ (x)J(|ξ |)
F ′1(
√sξSξ (u))√sξ
eξdξ . (6.10)
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The gradient of P(u)(x) is given by
∇P(u)(x) =
2
εωd
∫
H1(0)
ω¯ξ (x)J(|ξ |)F ′′1 (
√
sξSξ (u))eξ ⊗∇Sξ (u)dξ
+
2
εωd
∫
H1(0)
J(|ξ |)F
′
1(
√sξSξ (u))√sξ
eξ ⊗∇ω¯ξ (x)dξ
= g1(u)(x)+g2(u)(x), (6.11)
where we denote first and second term as g1(u)(x) and g2(u)(x) respectively. We also have
∇2P(u)(x) =
2
εωd
∫
H1(0)
ω¯ξ (x)J(|ξ |)F ′′1 (
√
sξSξ (u))eξ ⊗Sξ (∇2u)dξ
+
2
εωd
∫
H1(0)
ω¯ξ (x)J(|ξ |)
√
sξF
′′′
1 (
√
sξSξ (u))eξ ⊗Sξ (∇u)⊗Sξ (∇u)dξ
+
2
εωd
∫
H1(0)
J(|ξ |)F ′′1 (
√
sξSξ (u))eξ ⊗Sξ (∇u)⊗∇ω¯ξ (x)dξ
+
2
εωd
∫
H1(0)
J(|ξ |)F
′
1(
√sξSξ (u))√sξ
eξ ⊗∇2ω¯ξ (x)dξ
+
2
εωd
∫
H1(0)
J(|ξ |)F ′′1 (
√
sξSξ (u))eξ ⊗∇ω¯ξ (x)⊗Sξ (∇u)dξ
= h1(u)(x)+h2(u)(x)+h3(u)(x)+h4(u)(x)+h5(u)(x) (6.12)
where we denote first, second, third, fourth, and fifth terms as h1,h2,h2,h4,h5 respectively.
ESTIMATING ||P(u)−P(v)|| From (6.10), we have
|P(u)(x)−P(v)(x)|6 2
εωd
∫
H1(0)
J(|ξ |) 1√sξ
|F ′1(
√
sξSξ (u))−F ′1(
√
sξSξ (v))|dξ
6 2
εωd
(
sup
r
|F ′1(r)|
)∫
H1(0)
J(|ξ |) 1√sξ
|√sξSξ (u)−√sξSξ (v)|dξ
=
2C2
εωd
∫
H1(0)
J(|ξ |)|Sξ (u)−Sξ (v)|dξ , (6.13)
where we used the fact that |ω¯ξ (x)|6 1 and |F ′1(r1)−F ′1(r2)|6C2|r1− r2|.
From (6.13), we have
||P(u)−P(v)||2
6
∫
D
(
2C2
εωd
)2 ∫
H1(0)
∫
H1(0)
J(|ξ |)
|ξ |
J(|η |)
|η | |ξ ||Sξ (u)−Sξ (v)||η ||Sη(u)−Sη(v)|dξdηdx.
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Using the identities |a||b|6 |a|2/2+ |b|2/2 and (a+b)2 6 2a2+2b2 we get
||P(u)−P(v)||2
6
∫
D
(
2C2
εωd
)2 ∫
H1(0)
∫
H1(0)
J(|ξ |)
|ξ |
J(|η |)
|η |
|ξ |2|Sξ (u)−Sξ (v)|2+ |η |2|Sη(u)−Sη(v)|2
2
dξdηdx
= 2
∫
D
(
2C2
εωd
)2 ∫
H1(0)
∫
H1(0)
J(|ξ |)
|ξ |
J(|η |)
|η |
|ξ |2|Sξ (u)−Sξ (v)|2
2
dξdηdx
=
∫
D
(
2C2
εωd
)2
ωd J¯1
∫
H1(0)
J(|ξ |)
|ξ | |ξ |
2 2|u(x+ εξ )− v(x+ εξ )|2+2|u(x)− v(x)|2
ε2|ξ |2 dξdx
=
(
2C2
εωd
)2
ωd J¯1
∫
H1(0)
J(|ξ |)
|ξ |
1
ε2
[
2
∫
D
(|u(x+ εξ )− v(x+ εξ )|2+ |u(x)− v(x)|2)dx]dξ
6
(
2C2
εωd
)2
ωd J¯1
∫
H1(0)
J(|ξ |)
|ξ |
1
ε2
[
4||u− v||2]dξ , (6.14)
where we used the symmetry with respect to ξ and η in second equation. This gives
||P(u)−P(v)||6 L1
ε2
||u− v||6 L1
ε2
||u− v||2, (6.15)
where
L1 := 4C2J¯1. (6.16)
ESTIMATING ||∇P(u)−∇P(v)|| From (6.11), we have
||∇P(u)−∇P(v)||6 ||g1(u)−g1(v)||+ ||g2(u)−g2(v)||.
Using |ω¯ξ (x)|6 1, we get
|g1(u)(x)−g1(v)(x)|
6 2
εωd
∫
H1(0)
J(|ξ |)|F ′′1 (
√
sξSξ (u))∇Sξ (u)−F ′′1 (
√
sξSξ (v))∇Sξ (v)|dξ
6 2
εωd
∫
H1(0)
J(|ξ |)|F ′′1 (
√
sξSξ (u))−F ′′1 (
√
sξSξ (v))||∇Sξ (u)|dξ
+
2
εωd
∫
H1(0)
J(|ξ |)|F ′′1 (
√
sξSξ (v))||∇Sξ (u)−∇Sξ (v)|dξ
6 2C3
εωd
∫
H1(0)
J(|ξ |)√sξ |Sξ (u)−Sξ (v)||∇Sξ (u)|dξ
+
2C2
εωd
∫
H1(0)
J(|ξ |)|∇Sξ (u)−∇Sξ (v)|dξ
= I1(x)+ I2(x) (6.17)
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where we denote first and second term as I1(x) and I2(x). Proceeding similar to (6.14), we can show
||I1||2 =
∫
D
(
2C3
εωd
)2 ∫
H1(0)
∫
H1(0)
J(|ξ |)
|ξ |3/2
J(|η |)
|η |3/2 |ξ |
3/2|η |3/2√sξ√sη
×|Sξ (u)−Sξ (v)||∇Sξ (u)||Sη(u)−Sη(v)||∇Sη(u)|dξdηdx
6
∫
D
(
2C3
εωd
)2
ωd J¯3/2
∫
H1(0)
J(|ξ |)
|ξ |3/2 |ξ |
3sξ |Sξ (u)−Sξ (v)|2|∇Sξ (u)|2dξdx. (6.18)
Now ∫
D
|Sξ (u)−Sξ (v)|2|∇Sξ (u)|2dx
6 4||u− v||
2
∞
ε2|ξ |2
1
ε2|ξ |2
∫
D
2(|∇u(x+ εξ )|2+ |∇u(x)|2)dx
6 16||∇u||
2||u− v||2∞
ε4|ξ |4 .
By Sobolev embedding property, see (3.2), we have ||u− v||∞ 6Ce1 ||u− v||2. Thus, we get∫
D
|Sξ (u)−Sξ (v)|2|∇Sξ (u)|2dx6
16C2e1 ||∇u||2||u− v||22
ε4|ξ |4 .
Substituting above in (6.18) to get
||I1||2 6
(
2C3
εωd
)2
ωd J¯3/2
∫
H1(0)
J(|ξ |)
|ξ |3/2 |ξ |
3ε|ξ |16C
2
e1 ||u||22
ε4|ξ |4 ||u− v||
2
2dξ
=
(
8C3Ce1 J¯3/2||u||2
ε5/2
)2
||u− v||22.
Let L2 = 8C3Ce1 J¯3/2 to write
||I1||6 L2(||u||2+ ||v||2)ε5/2 ||u− v||2. (6.19)
Similarly
||I2||2 =
∫
D
(
2C2
εωd
)2 ∫
H1(0)
∫
H1(0)
J(|ξ |)
|ξ |
J(|η |)
|η | |ξ ||η |
× |∇Sξ (u)−∇Sξ (v)||∇Sη(u)−∇Sη(v)|dξdηdx
6
(
2C2
εωd
)2
ωd J¯1
∫
H1(0)
J(|ξ |)
|ξ | |ξ |
2
[∫
D
|∇Sξ (u)−∇Sξ (v)|2dx
]
dξ .
This gives
||I2||6 4C2J¯1ε2 ||u− v||2 =
L1
ε2
||u− v||2. (6.20)
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Thus
||g1(u)−g1(v)||6
√
εL1+L2(||u||2+ ||v||2)
ε5/2
||u− v||2. (6.21)
We now work on |g2(u)(x)−g2(v)(x)|, see (6.11). Noting the bound on ∇ω¯ξ , we get
|g2(u)(x)−g2(v)(x)|
=
∣∣∣∣∣ 2εωd
∫
H1(0)
J(|ξ |)
[
F ′1(
√sξSξ (u))√sξ
− F
′
1(
√sξSξ (v))√sξ
]
eξ ⊗∇ω¯ξ (s)dξ
∣∣∣∣∣
6 2Cω1
εωd
∫
H1(0)
J(|ξ |)
∣∣∣∣∣F ′1(
√sξSξ (u))√sξ
− F
′
1(
√sξSξ (v))√sξ
∣∣∣∣∣dξ
6 2Cω1C2
εωd
∫
H1(0)
J(|ξ |)|Sξ (u)−Sξ (v)|dξ . (6.22)
Note that the above inequality is similar to (6.13) and therefore we get
||g2(u)−g2(v)||6 4Cω1C2J¯1ε2 ||u− v||2 =
Cω1L1
ε2
||u− v||2. (6.23)
Combining (6.21) and (6.23) to write
||∇P(u)−∇P(v)||6
√
ε(1+Cω1)L1+L2(||u||2+ ||v||2)
ε5/2
||u− v||2. (6.24)
ESTIMATING ||∇2P(u)−∇2P(v)|| From (6.12), we have
||∇2P(u)−∇2P(v)||
6 ||h1(u)−h1(v)||+ ||h2(u)−h2(v)||+ ||h3(u)−h3(v)||
+ ||h4(u)−h4(v)||+ ||h5(u)−h5(v)||. (6.25)
We can show, using the fact |ω¯ξ (x)|6 1 and |F ′′1 (r1)−F ′′1 (r2)|6C3|r1− r2|, that
|h1(u)(x)−h1(v)(x)|6 2C3εωd
∫
H1(0)
J(|ξ |)√sξ |Sξ (u)−Sξ (v)||Sξ (∇2u)|dξ
+
2C2
εωd
∫
H1(0)
J(|ξ |)|Sξ (∇2u)−Sξ (∇2v)|dξ
= I3(x)+ I4(x). (6.26)
Following similar steps used above we can show
||I3||6
8C3Ce1 J¯3/2||u||2
ε5/2
||u− v||2 6 L2(||u||2+ ||v||2)ε5/2 ||u− v||2 (6.27)
and
||I4||6 4C2J¯1ε2 ||u− v||2 =
L1
ε2
||u− v||2, (6.28)
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where L1 = 4C2J¯1,L2 = 8C3Ce1 J¯3/2.
Next we focus on |h2(u)(x)−h2(v)(x)|. We have
|h2(u)(x)−h2(v)(x)|
6 2
εωd
∫
H1(0)
J(|ξ |)√sξ |F ′′′1 (√sξSξ (u))−F ′′′1 (√sξSξ (v))||Sξ (∇u)|2dξ
+
2
εωd
∫
H1(0)
J(|ξ |)√sξ |F ′′′1 (√sξSξ (v))||Sξ (∇u)⊗Sξ (∇u)−Sξ (∇v)⊗Sξ (∇v)|dξ
6 2C4
εωd
∫
H1(0)
J(|ξ |)sξ |Sξ (u)−Sξ (v)||Sξ (∇u)|2dξ
+
2C3
εωd
∫
H1(0)
J(|ξ |)√sξ |Sξ (∇u)⊗Sξ (∇u)−Sξ (∇v)⊗Sξ (∇v)|dξ
= I5(x)+ I6(x). (6.29)
Proceeding as below for ||I5||2
||I5||2
6
∫
D
(
2C4
εωd
)2 ∫
H1(0)
∫
H1(0)
J(|ξ |)
|ξ |2
J(|η |)
|η |2 |ξ |
2sξ |η |2sη
×|Sξ (u)−Sξ (v)||Sξ (∇u)|2|Sη(u)−Sη(v)||Sη(∇u)|2dξdηdx
6
∫
D
(
2C4
εωd
)2
ωd J¯2
∫
H1(0)
J(|ξ |)
|ξ |2 |ξ |
4s2ξ |Sξ (u)−Sξ (v)|2|Sξ (∇u)|4dξdx
6
(
2C4
εωd
)2
ωd J¯2
∫
H1(0)
J(|ξ |)
|ξ |2 |ξ |
4s2ξ
4||u− v||2∞
ε2|ξ |2
[∫
D
|Sξ (∇u)|4dx
]
dξ . (6.30)
We estimate the term in square bracket. Using the identity (|a|+ |b|)4 6 (2|a|2 +2|b|2)2 6 8|a|4 +
8|b|4, we have ∫
D
|Sξ (∇u)|4dx6
8
ε4|ξ |4
∫
D
(|∇u(x+ εξ )|4+ |∇u(x)|4)dx
6 16
ε4|ξ |4 ||∇u||
4
L4(D;Rd×d). (6.31)
where ||u||L4(D,Rd) =
[∫
D |u|4dx
]1/4. Using the Sobolev embedding property of u ∈ H2(D;Rd) as men-
tioned in (3.3), we get
∫
D
|Sξ (∇u)|4dx6
16
ε4|ξ |4 C
4
e2 ||∇u||4H1(D;Rd×d) 6
16C4e2
ε4|ξ |4 ||u||
4
2. (6.32)
Using ||u− v||∞ 6Ce1 ||u− v||2 and above estimate in (6.30) to have
||I5||2 6
(
2C4
εωd
)2
ωd J¯2
∫
H1(0)
J(|ξ |)
|ξ |2 |ξ |
4s2ξ
4C2e1 ||u− v||22
ε2|ξ |2
16C4e2
ε4|ξ |4 ||u||
4
2dξ ,
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and we obtain
||I5||6
16C4Ce1C
2
e2 J¯2||u||22
ε3
||u− v||2 6 L3(||u||2+ ||v||2)
2
ε3
||u− v||2 (6.33)
where we let L3 = 16C4Ce1C
2
e2 J¯2.
Next we use
|Sξ (∇u)⊗Sξ (∇u)−Sξ (∇v)⊗Sξ (∇v)|6 (|Sξ (∇u)|+ |Sξ (∇v)|)|Sξ (∇u)−Sξ (∇v)|
to estimate ||I6|| as follows
||I6||2
6
∫
D
(
2C3
εωd
)2 ∫
H1(0)
∫
H1(0)
J(|ξ |)
|ξ |3/2
J(|η |)
|η |3/2 |ξ |
3/2|η |3/2√sξ sη
× (|Sξ (∇u)|+ |Sξ (∇v)|)|Sξ (∇u)−Sξ (∇v)|
× (|Sη(∇u)|+ |Sη(∇v)|)|Sη(∇u)−Sη(∇v)|dξdηdx
6
∫
D
(
2C3
εωd
)2
ωd J¯3/2
∫
H1(0)
J(|ξ |)
|ξ |3/2 |ξ |
3ε|ξ |(|Sξ (∇u)|+ |Sξ (∇v)|)2|Sξ (∇u)−Sξ (∇v)|2dξdx
=
(
2C3
εωd
)2
ωd J¯3/2
∫
H1(0)
J(|ξ |)
|ξ |3/2 |ξ |
3ε|ξ |
[∫
D
(|Sξ (∇u)|+ |Sξ (∇v)|)2|Sξ (∇u)−Sξ (∇v)|2dx
]
dξ .
(6.34)
We focus on the term in square bracket. Using the Ho¨lder inequality, we have∫
D
(|Sξ (∇u)|+ |Sξ (∇v)|)2|Sξ (∇u)−Sξ (∇v)|2dx
6
(∫
D
(|Sξ (∇u)|+ |Sξ (∇v)|)4dx
)1/2(∫
D
|Sξ (∇u)−Sξ (∇v)|4dx
)1/2
. (6.35)
Using (|a|+ |b|)4 6 8|a|4+8|b|4, we get∫
D
(|Sξ (∇u)|+ |Sξ (∇v)|)4dx
6 8
[∫
D
|Sξ (∇u)|4dx+
∫
D
|Sξ (∇v)|4dx
]
6 8
[
8
ε4|ξ |4
∫
D
(|∇u(x+ εξ )|4+ |∇u(x)|4)dx+ 8
ε4|ξ |4
∫
D
(|∇v(x+ εξ )|4+ |∇v(x)|4)dx
]
6 128
ε4|ξ |4 (||∇u||
4
L4(D;Rd×d)+ ||∇v||4L4(D;Rd×d))
6
128C4e2
ε4|ξ |4 (||∇u||
4
H1(D;Rd×d)+ ||∇v||4H1(D;Rd×d))
6
128C4e2
ε4|ξ |4 (||u||
4
2+ ||v||42)
6
128C4e2
ε4|ξ |4 (||u||2+ ||v||2)
4. (6.36)
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where we used Sobolev embedding property (3.3) in third last step. Proceeding similarly to get∫
D
|Sξ (∇u)−Sξ (∇v)|4dx
6 8
ε4|ξ |4
[∫
D
|∇(u− v)(x+ εξ )|4dx+
∫
D
|∇(u− v)(x)|4dx
]
6 16
ε4|ξ |4 ||∇(u− v)||
4
L4(D,Rd×d)
6
16C4e2
ε4|ξ |4 ||u− v||
4
2. (6.37)
Substituting (6.36) and (6.37) into (6.35) to get∫
D
(|Sξ (∇u)|+ |Sξ (∇v)|)2|Sξ (∇u)−Sξ (∇v)|2dx
6
(
128C4e2
ε4|ξ |4 (||u||2+ ||v||2)
4
)1/2(
16C4e2
ε4|ξ |4 ||u− v||
4
2
)1/2
=
32
√
2C4e2
ε4|ξ |4 (||u||2+ ||v||2)
2||u− v||22
6
64C4e2
ε4|ξ |4 (||u||2+ ||v||2)
2||u− v||22.
Substituting above in (6.34) to get
||I6||2
6
(
2C3
εωd
)2
ωd J¯3/2
∫
H1(0)
J(|ξ |)
|ξ |3/2 |ξ |
3ε|ξ |
[
64C4e2
ε4|ξ |4 (||u||2+ ||v||2)
2||u− v||22
]
dξ .
From above we have
||I6||6
16C3C2e2 J¯3/2(||u||2+ ||v||2)
ε5/2
||u− v||2 = L4(||u||2+ ||v||2)ε5/2 ||u− v||2, (6.38)
where we let L4 = 16C3C2e2 J¯3/2.
From the expression of h3(u)(x) and h5(u)(x) we find that it is similar to term g1(u)(x) from the
point of view of L2 norm. Also, h4(u)(x) is similar to P(u)(x). We easily have
|h4(u)(x)−h4(v)(x)|6 2C2Cω2εωd
∫
H1(0)
J(|ξ |)|Sξ (u)−Sξ (v)|dξ ,
where we used the fact that |∇2ω¯ξ (x)|6Cω2 . Above is similar to the bound on |P(u)(x)−P(v)(x)|, see
(6.13), therefore we have
||h4(u)−h4(v)||6 L1Cω2ε2 ||u− v||2. (6.39)
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Similarly, we have
|h3(u)(x)−h3(v)(x)|
6 2
εωd
∫
H1(0)
J(|ξ |)|F ′′1 (
√
sξSξ (u))−F ′′1 (
√
sξSξ (v))||∇ω¯ξ (x)||Sξ (∇u)|dξ
+
2
εωd
∫
H1(0)
J(|ξ |)|F ′′1 (
√
sξSξ (v))||eξ ⊗∇ω¯ξ (x)⊗Sξ (∇u)− eξ ⊗∇ω¯ξ (x)⊗Sξ (∇v)|dξ
6 2C3Cω1
εωd
∫
H1(0)
J(|ξ |)√sξ |Sξ (u)−Sξ (v)||Sξ (∇u)|dξ
+
2C2Cω1
εωd
∫
H1(0)
J(|ξ |)|Sξ (∇u)−Sξ (∇v)|dξ
=Cω1(I1(x)+ I2(x)), (6.40)
where I1(x) and I2(x) are given by (6.17). From (6.19) and (6.20), have
||h3(u)−h3(v)||6Cω1(||I1||+ ||I2||)
6
√
εCω1L1+Cω1L2(||u||2+ ||v||2)
ε5/2
||u− v||2. (6.41)
Expression of h3(u) and h5(u) is similar and hence we have
||h5(u)−h5(v)||6Cω1(||I1||+ ||I2||)
6
√
εCω1L1+Cω1L2(||u||2+ ||v||2)
ε5/2
||u− v||2. (6.42)
We collect results to get
||∇2P(u)−∇2P(v)||
6
[
εL1+
√
εL2(||u||2+ ||v||2)+L3(||u||2+ ||v||2)2+
√
εL4(||u||2+ ||v||2)
ε3
+
εCω2L1+2εCω1L1+2
√
εCω1L2(||u||2+ ||v||2)
ε3
]
||u− v||2
6
[
ε(1+2Cω1 +Cω2)L1+
√
ε(L2+2Cω1L2+L4)(||u||2+ ||v||2)
ε3
+
L3(||u||2+ ||v||2)2
ε3
]
||u− v||2. (6.43)
We now combine (6.15), (6.24), and (6.43), to get
||P(u)−P(v)||2
6
[
2εL1+ ε(1+Cω1)L1+
√
ε(||u||2+ ||v||2)
ε3
+
ε(1+2Cω1 +Cω2)L1+
√
ε(L2+2Cω1L2+L4)(||u||2+ ||v||2)
ε3
+
L3(||u||2+ ||v||2)2
ε3
]
||u− v||2. (6.44)
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We let
L¯1 := (4+3Cω1 +Cω2)L1, L¯2 := (1+2Cω1)L2+L4, L¯3 := L3 (6.45)
to write
||P(u)−P(v)||2
6 L¯1+ L¯2(||u||2+ ||v||2)+ L¯3(||u||2+ ||v||2)
2
ε3
||u− v||2 (6.46)
and this completes the proof of (3.7).
We now bound the peridynamic force. Note that F ′1(0) = 0, and Sξ (v) = 0 if v = 0. Substituting
v = 0 in (6.15) to get
||P(u)||6 L1
ε2
||u||2. (6.47)
For ||g1(u)|| and ||g2(u)|| we proceed differently. For ||g2(u)||, we substitute v = 0 in (6.23) to get
||g2(u)||6 Cω1L1ε2 ||u||2. (6.48)
For ||g1(u)||, we proceed as follows
|g1(u)(x)|6 2C2εωd
∫
H1(0)
J(|ξ |)|∇Sξ (u)|dξ
6 2C2
ε2ωd
∫
H1(0)
J(|ξ |)
|ξ | (|∇u(x+ εξ )|+ |∇u(x)|)dξ , (6.49)
and we have
||g1(u)||2 6
(
2C2
ε2ωd
)2
ωd J¯1
∫
H1(0)
J(|ξ |)
|ξ |
[∫
D
(|∇u(x+ εξ )|+ |∇u(x)|)2dx
]
dξ
6
(
4C2J¯1
ε2
)2
||∇u||2, (6.50)
i.e.
||g1(u)||6 L1ε2 ||u||2. (6.51)
Combining (6.48) and (6.51) gives
||∇P(u)||6 (1+Cω1)L1
ε2
||u||2. (6.52)
We now estimate ||∇2P(u)|| from above. We have from (6.12)
||∇2P(u)||6 ||h1(u)||+ ||h2(u)||+ ||h3(u)||+ ||h4(u)||+ ||h5(u)||.
30 of 39 PRASHANT K. JHA AND ROBERT LIPTON
From expression of h1(u) we find that
||h1(u)||6 4C2J¯1ε2 ||u||2 =
L1
ε2
||u||2
Bound on ||h2(u)|| is similar to I6, see (6.29), and we have
||h2(u)||6
8C3C2e2 J¯3/2
ε5/2
||u||22 6
L4
ε5/2
||u||22,
where L4 = 16C3C2e2 J¯3/2. Case of ||h3(u)|| and ||h5(u)|| is similar to ||g1(u)||, and case of ||h4(u)|| is
similar to ||P(u)||. We thus have
||h4(u)||6 Cω2L1ε2 ||u||2
and
||h3(u)||6 Cω1L1ε2 ||u||2 and ||h5(u)||6
Cω1L1
ε2
||u||2.
Combining above to get
||∇2P(u)||6
√
ε(1+Cω2 +2Cω1)L1+L4||u||2
ε5/2
||u||2. (6.53)
Finally, after combining (6.47), (6.52), and (6.53), we get
||P(u)||2 6
√
ε(4+3Cω1 +Cω2)L1+L4||u||2
ε5/2
||u||2.
We let
L¯4 := L¯1 and L¯5 := L4 (6.54)
to write
||P(u)||2 6 L¯4||u||2+ L¯5||u||
2
2
ε5/2
. (6.55)
This completes the proof of (3.8).
6.2 Local and global existence of solution in H2∩H10 space
In this section, we prove Theorem 3.2. We first prove local existence for a finite time interval. We find
that we can choose this time interval independent of the initial data. We repeat the local existence theo-
rem to uniquely continue the local solution over any finite time interval. The existence and uniqueness
of local solutions is stated in the following theorem.
THEOREM 6.1 Local existence and uniqueness
Given X =W ×W , b(t) ∈W , and initial data x0 = (u0,v0) ∈ X . We suppose that b(t) is continuous in
FINITE ELEMENT APPROXIMATION OF NONLOCAL FRACTURE MODELS 31 of 39
time over some time interval I0 = (−T,T ) and satisfies supt∈I0 ||b(t)||2 < ∞. Then, there exists a time
interval I′ = (−T ′,T ′)⊂ I0 and unique solution y = (y1,y2) such that y ∈C1(I′;X) and
y(t) = x0+
∫ t
0
Fε(y(τ),τ)dτ, for t ∈ I′ (6.56)
or equivalently
y′(t) = Fε(y(t), t),with y(0) = x0, for t ∈ I′
where y(t) and y′(t) are Lipschitz continuous in time for t ∈ I′ ⊂ I0.
Proof. To prove Theorem 6.1, we proceed as follows. Write y(t) = (y1(t),y2(t)) with ||y||X =
||y1(t)||2 + ||y2(t)||2. Let us consider R > ||x0||X and define the ball B(0,R) = {y ∈ X : ||y||X < R}.
Let r < min{1,R−||x0||X}. We clearly have r2 < (R−||x0||X )2 as well as r2 < r < R−||x0||X . Con-
sider the ball B(x0,r2) defined by
B(x0,r2) = {y ∈ X : ||y− x0||X < r2}. (6.57)
Then we have B(x0,r2)⊂ B(x0,r)⊂ B(0,R), see Fig 3.
To recover the existence and uniqueness we introduce the transformation
Sx0(y)(t) = x0+
∫ t
0
Fε(y(τ),τ)dτ.
Introduce 0 < T ′ < T and the associated set Y (T ′) of functions in W taking values in B(x0,r2) for
I′ = (−T ′,T ′) ⊂ I0 = (−T,T ). The goal is to find appropriate interval I′ = (−T ′,T ′) for which Sx0
maps into the corresponding set Y (T ′). Writing out the transformation with y(t) ∈ Y (T ′) gives
S1x0(y)(t) = x
1
0+
∫ t
0
y2(τ)dτ (6.58)
S2x0(y)(t) = x
2
0+
∫ t
0
(−∇PDε(y1(τ))+b(τ))dτ. (6.59)
We have from (6.58)
||S1x0(y)(t)− x10||2 6 sup
t∈(−T ′,T ′)
||y2(t)||2T ′. (6.60)
Using bound on −∇PDε in Theorem 3.1, we have from (6.59)
||S2x0(y)(t)− x20||2 6
∫ t
0
[
L¯4
ε5/2
||y1(τ)||2+ L¯5ε5/2 ||y
1(τ)||22+ ||b(τ)||2
]
dτ. (6.61)
Let b¯ = supt∈I0 ||b(t)||2. Noting that transformation Sx0 is defined for t ∈ I′ = (−T ′,T ′) and y(τ) =
(y1(τ),y2(τ)) ∈ B(x0,r2)⊂ B(0,R) as y ∈ Y (T ′), we have from (6.61) and (6.60)
||S1x0(y)(t)− x10||2 6 RT ′,
||S2x0(y)(t)− x20||2 6
[
L¯4R+ L¯5R2
ε5/2
+ b¯
]
T ′.
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Adding these inequalities delivers
||Sx0(y)(t)− x0||X 6
[
L¯4R+ L¯5R2
ε5/2
+R+ b¯
]
T ′. (6.62)
Choosing T ′ as below
T ′ <
r2[
L¯4R+L¯5R2
ε5/2
+R+ b¯
] (6.63)
will result in Sx0(y) ∈ Y (T ′) for all y ∈ Y (T ′) as
||Sx0(y)(t)− x0||X < r2. (6.64)
Since r2 < (R−||x0||X )2, we have
T ′ <
r2[
L¯4R+L¯5R2
ε5/2
+R+ b¯
] < (R−||x0||X )2[
L¯4R+L¯5R2
ε5/2
+R+ b¯
] .
Let θ(R) be given by
θ(R) :=
(R−||x0||X )2[
L¯4R+L¯5R2
ε5/2
+R+ b¯
] . (6.65)
θ(R) is increasing with R > 0 and satisfies
θ∞ := lim
R→∞
θ(R) =
ε5/2
L¯5
. (6.66)
So given R and ||x0||X we choose T ′ according to
θ(R)
2
< T ′ < θ(R), (6.67)
and set I′ = (−T ′,T ′). This way we have shown that for time domain I′ the transformation Sx0(y)(t)
as defined in (6.56) maps Y (T ′) into itself. The required Lipschitz continuity follows from (3.7) and
existence and uniqueness of solution can be established using an obvious modification of [Theorem
VII.3, Brezis (1983)]. 
We now prove Theorem 3.2. From the proof of Theorem 6.1 above, we have a unique local solution
over a time domain (−T ′,T ′) with θ(R)2 < T ′. Since θ(R)↗ ε5/2/L¯5 as R↗ ∞ we can fix a tolerance
η > 0 so that [(ε5/2/2L¯5)−η ]> 0. Then for any initial condition in W and b = supt∈[−T,T ) ||b(t)||2 we
can choose R sufficiently large so that ||x0||X < R and 0 < (ε5/2/2L¯5)−η < T ′. Since choice of T ′ is
independent of initial condition and R, we can always find local solutions for time intervals (−T ′,T ′)
for T ′ larger than [(ε5/2/2L¯5)−η ]> 0. Therefore we apply the local existence and uniqueness result to
uniquely continue local solutions up to an arbitrary time interval (−T,T ).
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FIG. 3. Geometry.
6.3 Proof of the higher regularity with respect to time
In this section we prove that the peridynamic evolutions have higher regularity in time for body forces
that that are differentiable in time. To see this we take the time derivative of (2.1) to get a second order
differential equation in time for v = u˙ given by
ρ∂ 2tt v(t,x) = Q(v(t);u(t))(x)+ b˙(t,x), (6.68)
where Q(v;u) is an operator that depends on the solution u of (2.1) and acts on v. It is given by, ∀x ∈D,
Q(v;u)(x) :=
2
εdωd
∫
Hε (x)
∂ 2S W
ε(S(y,x;u),y− x)S(y,x;v) y− x|y− x|dy. (6.69)
Clearly, for given u, Q(v;u) acts linearly on v which implies that the equation for v (6.68) is a linear
nonlocal equation. The linearity of Q(v;u) implies Lipschitz continuity for v ∈W as stated below.
THEOREM 6.2 Lipschitz continuity of Q
Let u ∈W be any given field. Then for all v,w ∈W , we have
||Q(v;u)−Q(w;u)||2 6 L6(1+ ||u||2+ ||u||
2
2)
ε3
||v−w||2 (6.70)
where constant L6 does not depend on u,v,w. This gives for all v ∈W the upper bound,
||Q(v;u)||2 6 L6(1+ ||u||2+ ||u||
2
2)
ε3
||v||2. (6.71)
We postpone the proof of Theorem 6.2 and provide it in the following subsection. From the theorem,
we see that if u is a solution of (2.1) and u ∈C2(I0;W ) then we have for all t ∈ I0 the inequality
||Q(v;u(t))||2 6
L6(1+ sups∈I0 ||u(s)||2+ sups∈I0 ||u(s)||22)
ε3
||v||2. (6.72)
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Next we remark that the Lipschitz continuity of y′(t) stated in Theorem 3.2 implies limt→0± ∂ 2tt u(t,x) =
∂ 2tt u(0,x). We now show that v(t,x) = ∂tu(t,x) is the unique solution of the following initial boundary
value problem.
THEOREM 6.3 Initial value problem for v(t,x)
Suppose the initial data and righthand side b(t) satisfy the hypothesis of Theorem 3.2 and we suppose
further that b˙(t) exists and is continuous in time for t ∈ I0 and supt∈I0 ||b˙(t)||2 < ∞. Then v(t,x) is the
unique solution to the initial value problem v(0,x) = v0(x), ∂tv(0,x) = ∂ 2tt u(0,x),
ρ∂ 2tt v(t,x) = Q(v(t);u(t))(x)+ b˙(t,x), t ∈ I0, (6.73)
v ∈C2(I0;W ) and
||∂ 3tt v(t,x)||2 6 ||Q(v(t);u(t))(x)||2+ ||b˙(t,x)||2. (6.74)
Theorem 3.3 now follows immediately from Theorem 6.3 noting that ∂tu(t,x) = v(t,x) together
with (6.72) and (6.74) . The proof of Theorem 6.3 follows from the Lipschitz continuity (6.72) and the
Banach fixed point theorem as in Brezis (1983).
6.4 Lipschitz continuity of Q(v;u) in H2∩H10
We conclude by explicitly establishing the Lipschitz continuity of Q(v;u). Recall that Q(v;u) is given
by
Q(v;u)(x) =
2
εdωd
∫
Hε (x)
∂ 2S W
ε(S(y,x;u),y− x)S(y,x;v) y− x|y− x|dy.
From expression of W ε in (2.5) and using the notation F1(r) = f (r2) we have
∂ 2S W
ε(S,y− x) = ∂ 2S
(
ω(x)ω(y)
Jε(|y− x|)
ε|y− x| F1(
√
|y− x|S)
)
= ω(x)ω(y)
Jε(|y− x|)
ε
F ′′1 (
√
|y− x|S).
Substituting above, using the change of variable y= x+εξ ,ξ ∈H1(0) and using the notation of previous
subsections, we get
Q(v;u)(x) =
2
εωd
∫
H1(0)
ω¯ξ (x)J(|ξ |)F ′′1 (
√
sξSξ (u))Sξ (v)eξdξ . (6.75)
We study ||Q(v;u)−Q(w;u)||2 where u ∈ W is a given field and v,w are any two fields in W .
Following the same steps used in the estimation of ||P(u)− P(v)|| together with the bounds on the
derivatives of F1, a straight forward calculation shows that
||Q(v;u)−Q(w;u)||6 L1
ε2
||v−w||6 L1
ε2
||v−w||2, (6.76)
where L1 = 4C2J¯1.
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We now examine ||∇Q(v;u)−∇Q(w;u)||. Taking gradient of (6.75) we get
∇Q(v;u)(x) =
2
εωd
∫
H1(0)
ω¯ξ (x)J(|ξ |)F ′′1 (
√
sξSξ (u))eξ ⊗∇Sξ (v)dξ
+
2
εωd
∫
H1(0)
J(|ξ |)F ′′1 (
√
sξSξ (u))Sξ (v)eξ ⊗∇ω¯ξ (x)dξ
+
2
εωd
∫
H1(0)
ω¯ξ (x)J(|ξ |)
√
sξF
′′′
1 (
√
sξSξ (u))Sξ (v)eξ ⊗∇Sξ (u)dξ
=: G1(v;u)(x)+G2(v;u)(x)+G3(v;u)(x). (6.77)
It is straight forward to show that
||G1(v;u)−G1(w;u)||6 L1ε2 ||∇v−∇w||6
L1
ε2
||v−w||2
||G2(v;u)−G2(w;u)||6 L1Cω1ε2 ||v−w||6
L1Cω1
ε2
||v−w||2.
Applying the inequalities |Sξ (v)−Sξ (w)| 6 2||v−w||∞/(ε|ξ |) 6 2Ce1 ||v−w||2/(ε|ξ |) and |F ′′′1 (r)| 6
C3, we have
|G3(v;u)(x)−G3(w;u)(x)|6 4C3Ce1 ||v−w||2ε5/2
1
ωd
∫
H1(0)
J(|ξ |)
|ξ |3/2 ε|ξ ||∇Sξ (u)|dξ .
Using the estimates above one has
||G3(v;u)−G3(w;u)||6
8C3Ce1 J¯3/2
ε5/2
||u||2||v−w||2 = L2ε5/2 ||u||2||v−w||2,
where L2 = 8C3Ce1 J¯3/2. On collecting results, we have shown
||∇Q(v;u)−∇Q(w;u)||6
√
εL1(1+Cω1)+L2||u||2
ε5/2
||v−w||2. (6.78)
Next we take the gradient of (6.77), and write
∇2Q(v;u)(x) = ∇G1(v;u)(x)+∇G2(v;u)(x)+∇G3(v;u)(x). (6.79)
Following the steps used in previous subsection, we estimate each term in (6.79) to obtain the following
estimate given by
||∇2Q(v;u)−∇2Q(w;u)||6 L5(1+ ||u||2+ ||u||
2
2)
ε3
||v−w||2. (6.80)
The proof of Theorem 6.2 is completed on summing up (6.76), (6.78), (6.80) under the hypothesis ε < 1.
7. Discussion of bounds for the rate of convergence
In this section we illustrate the time scales involved in a fracture simulation and provide an example
where the error given by (7.1) can be controlled with acceptable computational complexity. We consider
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a one meter cube with horizon ε = 1/10. Let the shear wave speed be given by ν = 1400 meter/second.
This wave speed is characteristic of Plexiglas. The characteristic time T ∗ is the time for a shear wave
to travel across the cube and is 718 µ-seconds. Let T be the non-dimensional simulation time and the
physical time of the simulation is T T ∗ µ-seconds. From Theorem 5.1 we have
sup
16k6T/∆ t
Ek 6Cph2+ exp[T (1+L)/ε2]
(
e0+CtT∆ t+CsT h2/ε2
) 1
(1−∆ t)2
where
L1 = 4(sup
r
|F ′′1 (r)|)
1
ωd
∫
H1(0)
J(|ξ |)/|ξ |dξ ,
Cp = csup
t
||u(t)||2+ csup
t
||v||2,
Ct = sup
t
||∂
2u
∂ t2
||+ sup
t
||∂
2v
∂ t2
||,
Cs = L1csup
t
||u||2.
Ignoring the error in initial data e0, and the Cp term, we set L¯ = 1+L1 = 1+4 and we get
sup
16k6T/∆ t
Ek 6 exp[5T/ε2]
(
CtT∆ t+(5T/ε2)h2 sup
t
||u||2
)
1
(1−∆ t)2 . (7.1)
One observes that the primary source of error in (7.1) is the second term
exp[5T/ε2](5T/ε2)h2 sup
t
||u||2. (7.2)
We choose T so that 8 = 5T/ε2 and (5T/ε2)exp[5T/ε2] = 23,850. Hence T = 0.016 and the physical
simulation time is 11.48µ sec. If we choose h = 0.00142 calculation shows the relative error associated
with this term is 0.05 with 34 million spatial degrees of freedom. Here degrees of freedom are given by
ε−3×h−3. The solution after cycle time T can be used as the initial conditions for a subsequent run and
the process can be iterated. These estimates predict a total physical simulation time of 114.8µ-second
before the factor multiplying supt ||u||2 in (7.2) becomes greater than 1/10. This time span is of the same
order as physical experiments. As this calculation is based upon a-priori error estimates it is naturally
pessimistic.
8. Conclusions
We have considered a canonical nonlinear peridynamic model and have shown the existence of a unique
H2(D;Rd)∩H10 (D;Rd) solution for any finite time interval. It has been demonstrated that finite element
approximation converges to the exact solution at the rate Ct∆ t +Cs h
2
ε2 for fixed ε . The constants Ct and
Cs are independent of time step ∆ t and mesh size h. The constant Ct depends on the L2 norm of the first
and second time derivatives of the solution. The constant Cs depends on the H2 norm of the solution. A
stability condition for the length of time step has been obtained for the linearized peridynamic model.
It is expected that this stability condition is also in force for the nonlinear model in regions where the
deformation is sufficiently small.
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We remark that there is a large amount of work regarding asymptotically compatible schemes, in
which one can pass to the limit ε → 0 and retain convergence of the numerical method, see Tian & Du
(2014); Chen et al. (2016). Such a scheme may be contemplated only when the convergence rate to the
solution of the limit problem with respect to ε is known. Unfortunately an asymptotically compatible
scheme is not yet possible for the nonlinear nonlocal evolutions treated here because the convergence
rate of solutions with respect to ε > 0 is not known. One fundamental barrier to obtaining a rate is
that the complete characterization of the ε = 0 evolution is not yet known. What is known so far is
the characterization developed in the earlier work Lipton (2014, 2016). Here the evolution uε for the
nonlinear nonlocal model is shown, on passage to subsequences, to converge in the C([0,T ];L2(D;R3))
norm as ε → 0 to a limit evolution u(t) the space of SBD2 functions. The fracture set at time t is given
by the jump set Ju(t) of u(t). (Ju(t) is the countable union of components contained in smooth manifolds
and has finite Hausdorff d− 1 measure.) At each time the associated energies PDε(uε) Γ -converge to
the energy of linear elastic fracture mechanics evaluated at the limit evolution u(t). This energy is found
to be bounded. Away from the fracture set the limit evolution has been shown to evolve according to the
linear elastic wave equation Lipton (2014, 2016). What remains missing is the dynamics of the fracture
set Ju(t). Once this is known a convergence rate may be sought and an asymptoticly compatible scheme
may be contemplated.
As shown in this paper the nonlinear nonlocal model is well posed in H2 for all ε > 0. However the
H2 norm of the solution gets progressively larger as ε → 0 if gradients steepen due to forces acting on
the body. On the other hand if it is known that the solution is bounded in a Cp norm uniformly for ε > 0
and if p large enough then one can devise a finite difference scheme with truncation error that goes to
zero independent of the peridynamic horizon [Proposition 5, Jha & Lipton (2018b)]. For example if
p> 4 then the peridynamic evolutions converge to the elastodynamics evolution independently of hori-
zon and an asymptotically compatible scheme can be developed for the linearized peridynamic force,
[Proposition 5, Jha & Lipton (2018b)]. We note that the nonlinear and linearized kernels treated here
and in Jha & Lipton (2018b) are different than those treated in Tian & Du (2014) where asymptotically
compatible schemes are first proposed.
Last we believe that it is possible to show that the time stepping methods developed here provide ap-
proximation in the H1 norm with a spatial convergence rate of h/ε2+α , where α > 0 is to be determined.
The calculation is anticipated to be tedious but we believe that the convergence rate can be established
using the techniques established in this paper.
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