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Understanding the behaviour of the flux line lattice (FLL) of type-II superconductors un-
der external perturbations is crucial for the development of superconducting technologies.
By employing time-resolved small angle neutron scattering (SANS), we investigate the
niobium FLL when perturbed by an external AC field. Our dynamic investigation is
carried out along a fourfold 〈100〉 crystallographic direction, which affects the observed
characteristic time constants significantly. We investigate the dynamic behaviour across
different structural vortex phase transitions and observe no softening of the lattice close
to the transitions. Non-elastic features are also observed.
SANS is also used to investigate an impure vanadium sample. We explore the well-
known Bragg glass and the more elusive vortex glass. Measurements of longitudinal
correlation lengths indicate that the vortex glass in vanadium is dominated by short-
range order correlations. Muon spin rotational measurements show that the skew of the
local field distribution becomes negative in the vortex glass phase. The negative skew
distributions are further investigated with time-dependent Ginzburg-Landau simulations
(TDGL), showing that negative skew can be achieved through positional disorder or
vortex core deformations. We illustrate the potential of applying the TDGL simulations
in Monte Carlo optimization procedures.
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Figure 1: Schematic of the flux line lat-
tice diffraction spots and their labels. The
diffraction spots illustrate those obtained in
the scalene phase with a static applied field
along the [1 0 0] direction. ML and MR refer
to areas of weak scattering appearing in be-
tween the main diffraction spots. Unlabelled
spots are higher order diffraction spots. The
labels will be utilized for the analysis of ex-
perimental neutron scattering investigations
of the flux line lattice in chapter 4 and 5.
3
INTRODUCTION
Superconductivity has now been studied for more than a century, starting from the early
discovery of elemental [1] and binary alloy [2] superconductors and up to the currently
in vogue cuprates [3] and iron pnictides [4]. Despite being very different systems, both
cuprates and iron pnictides exhibit high critical temperatures at ambient pressure. While
Bardeen, Cooper and Schrieffer managed to explain the mechanism of low-Tc superconduc-
tivity via electron-phonon mediated Cooper pairs [5], a similar understanding of high-Tc
superconductivity eludes the physics community. The fascination with these supercon-
ductors is deepened by the wealth of different ordering phenomena, including antiferro-
magnetic fluctuations, stripe spin order and charge order, which occur when their parent
compounds are doped with either holes or electrons [6, 7].
In view of such exotic materials with promising properties and intricate phase diagrams,
one may question the motivation to study the old “conventional” elemental supercon-
ductors, which exhibit limited critical temperatures. The case for investigating super-
conductors such as niobium and vanadium is that they are some of the few elemental
superconductors of the type-II classification. As a result, vortices of supercurrent can
form inside them when exposed to a magnetic field. These vortices can form a struc-
tured lattice, the flux line lattice, which is also observed in high-Tc superconductors. The
properties of the flux line lattice have important implications for the implementation of
superconductors in technological applications, which typically have to be designed so as
to limit the movement of the vortices. Niobium and vanadium provide excellent, simple
model systems for studying the flux line lattice experimentally, especially because they
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provide a much stronger neutron scattering signal than high-Tc superconductors. The mo-
tivation for studying the flux line lattice in vanadium and niobium can be broken down
into three main points:
(i) Insight into the microscopic state of superconductors. Despite their apparent
simplicity and conventional nature, niobium and vanadium both display non-trivial
behaviour. Small angle neutron scattering has revealed that their vortex morpholo-
gies depend on the magnetic field orientation with respect to the underlying crystal
axes and that different structural transitions can be induced via temperature and
field changes [8]. Microscopic information regarding vortex pinning properties and
elastic constants can be deduced by observing the dynamic behaviour near these
transitions.
(ii) The flux line lattice as a general condensed matter testing ground. The flux
line lattice is not only interesting as a subject of superconductivity studies but can
also act as a general condensed matter model system. Studies of disordered vortex
states can for example help improve our understanding of glassy systems.
(iii) Exploring Ginzburg-Landau theory. An extensive literature exists on the phe-
nomenological Ginzburg-Landau equations and the different properties that have
been calculated for the flux line lattice [9]. Detailed experimental measurements of
the flux line lattice make it possible to test the Ginzburg-Landau results.
This thesis aims to investigate the flux line lattice as it is perturbed from its equilibrium
state. In doing so, we incorporate the three main points from above. One of our primary
goals is to investigate the dynamical response of the flux line lattice in a niobium sample
and see how well Ginzburg-Landau theory describe the experimental situation. Further-
more, we aim to investigate the vortex states of an impure vanadium sample through
experimental and numerical means.
5
Overview of thesis
Below is a brief description of the contents of the different chapters as well as a list of
the experiments relevant to each chapter. Underlined experiments have been carried out
without the author in attendance. Instead I have merely carried out the data analysis.
Chapter 1: Superconductivity: Conventional superconductivity theory is outlined along-
side a more detailed description of the the flux line lattice. Two different, but com-
plementary, theoretical approaches to the out-of-equilibrium behaviour of the flux
line lattice are described, namely elastic and critical state theory.
Chapter 2: Prior characterizations of the flux line lattice: Based on past exper-
imental and numerical studies, vortex states with different levels of disorder are
described.
Chapter 3: Neutron scattering and muon spin rotation: This chapter introduces
the essential neutron scattering theory needed for understanding the analysis of the
experimental data. Muon spin rotation theory is also briefly introduced to provide
context for Chapters 5 and 6.
Chapter 4: Dynamic properties of the flux line lattice in niobium: Stroboscopic
small angle neutron scattering is used to observe how the flux line lattice responds
to a temporally changing magnetic field. Our experiment is compared with conven-
tional GL elasticity theory.
Experiments : (Stroboscopic SANS investigation of niobium; Maxwell setup; V4;
HZB; 2017), (Stroboscopic SANS investigation of niobium; Helmholtz setup; V4,
HZB; 2017), (Stroboscopic SANS investigation of vanadium; Helmholtz setup; V4;
HZB; 2015; E. Tekin, M. Laver)
Chapter 5: Metastable states in vanadium: Experimental studies of impure vana-
dium samples make it possible to investigate how small amounts of disorder affect a
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crystalline system. We investigate the Bragg glass with small angle neutron scatter-
ing and see how orientational order can be restored via a perpendicular oscillating
field. We investigate the more disordered states with µSR and establish a vortex
phase diagram for our sample.
Experiment : (SANS investigation of vanadium cylinder with oscillating field; SANS-
1; FRM-II; 2016), (SANS investigation of vanadium disk with oscillating field; D33,
ILL; 2017), (µSR investigation of vanadium; GPS; PSI; S. Samothrakitis; R. Toft-Pe-
tersen; M. Laver), Stroboscopic SANS investigation of vanadium; Helmholtz setup;
V4; HZB; 2015; E.Tekin, M. Laver)
Chapter 6: Ginzburg-Landau simulations of the vortex lattice: The time-dependent
Ginzburg-Landau equations are used to numerically investigate the field distribu-
tion of the flux line lattice under different conditions. Comparisons are made to





This chapter focus on the theories of superconductivity pertaining to conventional elemen-
tal superconductors. A brief description of the general phenomenology of superconductors
is first given in Section 1.1. The Ginzburg-Landau equations constitute the main theo-
retical framework of this thesis and are introduced in detail in Section 1.2. Section 1.3
then reviews elastic flux line lattice theories, which are effectively two-dimensional and
built on the assumption of perfectly straight flux lines. This assumption will not hold
in the presence of impurities, which induce spatial perturbations. As an alternative to
elastic theory, critical state models are therefore introduced in Section 1.4, wherein the
behaviour of the flux line lattice in a sample with strong pinning forces is described.
1.1 Theories of superconductivity
In 1911 Kamerlingh Onnes observed that the resistivity of mercury abruptly drops to
zero when cooled below a critical temperature of Tc ≈ 4.2 K. The appearance of perfect
conductance signalled a transition to an entirely new state of matter, today known as the
superconducting state. A few decades after this initial discovery, Meissner and Ochsenfeld
recognized that the superconducting state is not only characterized by perfect conduc-
tance but also by perfect diamagnetism [10]. Thus at low applied fields, a superconductor
will exist in the Meissner-(Ochsenfeld) state, where magnetic flux is expelled from the bulk
8
Figure 1.1: The induced field in PbTl2
at 2.11 K as a function of the applied
field. Below the lower critical field, Hc1
(Hk1 on the plot), the induced field is
zero as for type-I superconductors. In
between the lower critical field and up-
per critical field, Hc2 (Hk2 on the plot),
the induced field increases steadily until
it reaches the normal state flux density
at Hc2. A hysteresis effect is observed as
the applied field is decreased again from
Hc2 and residual flux appears trapped
below Hc1. From Ref. 11.
of the sample. Shortly after this discovery, Rjabinin and Shubnikov observed a peculiar
behaviour of the induced field curve of the superconducting alloy PbTl2 [11] (cf. Fig. 1.1).
Below a critical field, Hc1, the flux density was observed to be nearly zero, as expected
from a superconductor existing in the Meissner state. Yet above this critical field, the
flux density increased proportionally with the applied field until superconductivity broke
down at an upper critical field, Hc2. This motivated the distinction between two different
types of superconductors: Type-I superconductors, which exhibit a complete Meissner
effect in the entire superconducting region, and type-II superconductors, which exhibit
an incomplete Meissner effect between Hc1 and Hc2.
The discovery of superconductivity prompted the development of new theories to explain
the behaviour of this new state of matter. In 1935, the London brothers presented a set
of phenomenological electromagnetic equations that were able to explain the Meissner
effect [12]. However, while powerful in its relative simplicity and ability to reproduce
some experimental observations, the London model has limited applicability due to it
only being valid in the limit of weak applied fields and superconducting currents. Later
in 1950, Ginzburg and Landau presented the new phenomenological Ginzburg-Landau
(GL) theory [13]. An important outcome of this theory was Abrikosov’s realization of the
existence of the flux line lattice (FLL) [14]. The FLL is a solution to the equations of GL
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Figure 1.2: Left: Schematic of a single superconducting vortex. The induced magnetic
field (order parameter) attains its maximum (minimum) value at the vortex core and
gradually tapers off (recovers) away from it. In the image, the order parameter is labelled
by ns(r), while the magnetic field is labelled by H(r). Each vortex core is circulated by
the supercurrent, js(r). Reprinted from Ref. 15. Right: Scanning Tunneling Microscope
(STM) image of the vortex lattice of NbSe2 obtained with a magnetic field of 1 T and a
temperature of 1.8 K. The magnetic field was applied along the long axis of NbSe2, which
has a layered, hexagonal crystal structure. Dark areas in the image corresponds to vortex
cores. From Ref. 16.
theory in which magnetic flux quanta penetrate the bulk of the superconductor and, in
the absence of impurities, form a periodic lattice. Superconducting current, also known
as the supercurrent, circulate around each flux line, which accordingly is also referred to
as a vortex. Thus, the FLL explains the increasing flux density observed by Rjabinin
and Shubnikov in type-II superconductors, and superconductors penetrated by flux lines
are therefore said to be in the mixed or, equivalently, Shubnikov state. An illustration
of a single flux line of a type-II superconductor is depicted in the left panel of Fig. 1.2,
while the right panel shows a real-space image of an ordered FLL. In GL theory, the dis-
tinction between type-I and type-II superconductors can be made via the GL parameter,
κ = λ/ξ, which defines the ratio of the penetration depth of the magnetic field, λ, to the
superconducting coherence length, ξ. Superconductors with κ < 1/
√
2 are type-I, while
superconductors with κ > 1//
√
2 are type-II.
Though very successful in explaining some macroscopic properties of superconductivity,
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Figure 1.3: Schematics of Cooper pair formation in BCS theory. (a) A net attraction
between two oppositely moving electrons is created from the dislocations of positive ions.
(b) A BCS Cooper pair is formed from electrons with opposite spins and wave vectors,
resulting in a zero momentum state.
GL theory still did not give a microscopic explanation of the phenomena. This was in-
stead provided by the Bardeen-Cooper-Schrieffer (BCS) theory of superconductivity [5],
cf. Fig. 1.3 for a schematic of the electron-phonon mechanism. The high-temperature
copper-oxides [17] and the iron-pnictides [18] do not adhere to BCS theory and have
therefore been classified as unconventional. The exact nature of the pairing mechanism
of these superconductors is still under heavy investigation, though it is known to display
inherent anisotropic properties [19, 20]. The otherwise conventional elemental supercon-
ductors, niobium and vanadium, are also known to exhibit anisotropic behaviours. In
this thesis, they are used as simple model systems for investigating anisotropy effects in
superconductors and for understanding vortex matter in general.
There are general differences between the vortex states of the elemental superconductors
and different unconventional ones. High-Tc superconductors (HTSC) have large penetra-
tion depths and small coherence lengths, translating into large GL parameters and slowly
varying magnetic fields. An important aspect of HTSCs is their layered structure result-
ing in the superconductivity taking place in two-dimensional planes. In the case of the
cuprate superconductor Bi-2212 (Bi2Sr2CaCuO8−δ), the anisotropic structure results in
the observation of unique two-dimensional pancake vortices [21]. As a result, Bi-2212 is a
widely studied system (see Ref. 22 for a recent example). The conventional type-II super-
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conductors, on the other hand, have underlying cubic crystal structures. Their anisotropic
properties predominantly originate from the anisotropic nature of their Fermi surfaces.
Nevertheless, in all cases the anisotropy expresses itself in the FLL of the superconductor,
resulting in exotic vortex morphologies that are not observed in isotropic superconductors.
This chapter will provide a brief outline of some parts of conventional superconductivity
theory, which are necessary for illuminating this topic. Special attention will be paid to
Ginzburg-Landau theory due to its importance in our numerical investigation and analysis
of our experimental results.
1.1.1 London Theory
The London equation couples the magnetic field B and electric field E to the supercurrent
js(r). A thorough derivation of the equations can be found in the textbook by de Gennes,
cf. Ref. 23. Here, we state the first London equation [23]:
B + λ2[∇×∇×B] = 0 (1.1)
A simple way of demonstrating the Meissner effect is to solve the above London equation
in one dimension, where a magnetic field is applied tangential to a superconductor surface.
One then obtains the solution:
B(x) = B(0)e−x/λ (1.2)
where x is the distance in the bulk from the surface of the superconductor. Thus the
internal field decreases exponentially and will eventually approximate zero as one moves
into the bulk of a macroscopic superconductor, cf. Fig. 1.4. From this one-dimensional
solution, it is also evident that the parameter λ defines the field penetration depth.
Unlike GL theory, the existence of the FLL is not a result that automatically follows
from the London equations. One can however insert vortices manually at positions rν by
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Figure 1.4: The behaviour of a superconduc-
tor in a static magnetic field as originally de-
scribed by London theory. (a) Inside the bulk
of a superconductor the field strength decays
exponentially with a rate decided by the field
penetration depth, λ. (b) Consequently, mag-
netic field lines are able penetrate a supercon-
ductor above Tc, while the induced field will
tend to 0 in the bulk of the superconductor be-
low Tc.
modifying the London equation to [9]:




here Φ0 is known as the flux quantum, which defines the amount of flux going through
each vortex core, and z is a unit vector defining the direction of the field. Meanwhile δ2(r)
is a 2-dimensional delta function, which defines the position of the vortex cores, where
the superconductor is in the normal state. In this description, the vortex lines along
the third dimension are thought to be completely straight and parallel. An advantage of
the London model is that one can derive exact analytic expressions. From the modified












where |r− rν | is the distance from a vortex core centre and K0 is a modified Bessel func-
tion. The solution unphysically diverges at the vortex core positions, r = rν . This is an
artefact of manually inserting the vortices via a delta function, which naturally implies
that the vortex cores have no finite width. To achieve a more realistic solution, one can
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manually insert finite core widths by redefining the length |r−rν | as (|r−rν |2+2ξ2)1/2 [24].
This renormalization expression originates from Clem’s description of a single vortex line
in GL theory [25].
In general, the London description of the FLL has limited applicability to elemental su-
perconductors, because it is only valid for weakly changing fields and for superconductors
with a GL parameter of κ >> 1. This is not the case for niobium and vanadium, which
are both just barely type-II. The restriction on κ is introduced by the use of Maxwell’s
equation∇×B(r) = µ0js(r) in the derivation of the conventional theory, since this implies
a local relationship between the field and the supercurrent. This can only be true if the
vortex cores are small, in other words meaning that the field penetration depth should be
large compared to the superconducting order parameter coherence length. This section
has only introduced London theory in its most simple form. The London model has since
then been extended further, see for example the non-local generalization of the London
model by Pippard [26] and the anisotropic London theory by Kogan [27].
1.2 Ginzburg-Landau theory
1.2.1 The time-independent Ginzburg-Landau equations
The basic premise of GL theory is that the transition from a superconducting to a normal
state is characterized by an order parameter that continuously goes to zero, as is the
defining behaviour of second-order transitions in general Landau theory. In the case of
GL theory, the order parameter was originally identified as a macroscopically coherent
wave function, ψ(r) = |ψ(r)|eiθ(r). It was not until 1959 that Gor’kov was able to connect
GL theory with the by then developed BCS theory and determine that the GL order
parameter is related to the density of Cooper pairs and thus to the gap function [28],
ψ(r) ∝ ∆(r). With this order parameter in mind, the free energy expansion of a spatially
14
inhomogeneous superconductor in an applied field can be defined as:









∣∣∣∣2 + B22µ0 (1.5)
where Fn is the free energy of the superconductor in the normal state, aGL and bGL are
phenomenological parameters, A is the vector potential, B = ∇ × A is the internal
field, m∗ = 2me and e
∗ = 2q are the mass and charge of a Cooper pair, and µ0 is the




∣∣(∇− ie∗A~ )ψ(r)∣∣2, is invariant under gauge transformations. The parameter
bGL is fixed to always be positive to ensure that the free energy always exhibit minima at
finite ψ(r). Meanwhile, the parameter aGL(T ) = aGL0(T − Tc), aGL0 > 0, is defined such
that it is positive above Tc and negative below. In the case of a spatially homogeneous
superconductor with no applied field, the order parameter minimizer is:
|ψ0|2 =

0, for T > Tc
−aGL(T )
bGL
, for T < Tc
(1.6)
In the more general case, the equilibrium state of the spatially inhomogneous supercon-
ductor in an applied field is determined by minimizing the free energy of the entire sample,∫






































In this way, one arrives at the Ginzburg-Landau equations:

















Figure 1.5: Behaviour of the induced field, B, and order parameter, ψ, near a normal
state to superconductor surface for a type-I (a) and type-II (b) superconductor. In the
normal state, the induced field attains the applied field value, µ0H. Adapted from Ref. 29.
here js is the supercurrent density, js =
1
µ0
∇ × ∇ ×A. As was mentioned in the intro-
duction, the GL equations are characterized by two characteristic length scales, the field






The GL parameter determines the behaviour of the superconductor near superconducting
to normal state domain walls, see Fig. 1.5. In the case of κ < 1/
√
2 (type-I supercon-
ductors), the domain wall energy is positive, meaning that the ground state configuration
minimizes the number of domain walls and therefore expels all magnetic field [29]. When
κ > 1/
√
2 (type-II superconductors) the domain wall energy is negative and it therefore
becomes energetically favorable to let the magnetic field penetrate the superconductor in
the form of flux lines. The thermodynamic critical field, Bc, is in GL theory found from
the difference between the normal and superconducting state:







where the minimizer from Eq. (1.6) has been used to realize the second equation. The
GL expression for the upper critical field, Bc2, is derived by first linearising Eq. (1.8) by
excluding the term |ψ|2ψ, which becomes infinitesimally small as the upper critical field
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is approached [30]:









which is similar to the linear Schrödinger equation for a charged particle moving in a
magnetic field. Employing the Landau gauge and the lowest Landau level approximation,







where Φ0 is still the flux quantum. Calculations of the lower critical field, Bc2, requires
one to identify the field at which the free energy of the Meissner state is unaffected by
the addition of one flux line. This calculation requires a consideration of the energy of a





If the applied field is increased from Bc1/µ0, more flux lines enter the superconductor,
resulting an an increased flux density. With increasing applied field, the vortex cores will
tend to increasingly overlap until they completely fill out the volume of the superconductor
at the upper critical field.
1.2.2 The Abrikosov lattice
The flux line lattice was first theoretically described by Abrikosov in Ref. 14, wherein he
finds a periodic solution to the GL equations. Abrikosov first constructs a two-dimensional
















where Cn and k are dependent on the geometry of the two-dimensional arrangement of
vortices. This trial function also turns out to be appropriate for the general GL equation
with the nonlinear |ψ|2ψ term included. To ensure periodicity along the x-direction, the
normalization constants Cn need to be periodic themselves, CN+n = Cn. The parameters
Cn and k of the equilibrium flux line lattice are found by minimizing the free energy.








where βA = 〈 ¯|ψ|4〉/〈 ¯|ψ|2〉2 is the Abrikosov parameter, which depends on the morphology
of the two-dimensional vortex lattice. In his original derivation, Abrikosov found that
the free energy was minimized when all the normalization constants Cn where equal,
corresponding to a periodicity of N = 1. This resulted in a square vortex arrangement,
with an Abrikosov parameter of βA = 1.18. Kleiner et al. later showed that this solution
is in fact unstable towards a hexagonal vortex solution, as depicted in Fig. 1.6, which
has an Abrikosov parameter of βA = 1.16 and N = 2 [31]. The hexagonal equilibrium
state provides maximal distance between all vortex cores and thus implies a repulsive
interaction between vortices in the mixed state. The small difference in the Abrikosov
parameter between the square and hexagonal vortex lattice illustrates how structural
transitions can easily be induced via, for example, extra anisotropy terms in the free
energy [32].
1.2.3 The intermediate mixed state
Type-II superconductors can be further sub-classified into type-IIa and type-IIb depending
on the presence of an intermediate mixed state (IMS) in the phase diagram [33]. The IMS
exists as a transitional state between the Meissner state and mixed Shubnikov state in
type-IIa superconductors, where domains of Abrikosov vortices coexist with the Meissner
state (cf. Fig. 1.7a). The observed domain formation is caused by concomitant short-range
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Figure 1.6: A contour diagram of the
near-Hc2 order parameter, |ψ|2, as cal-
culated by W. H. Kleiner et al. In the
minimum-energy state, the vortices ar-
range themselves in a hexagonal pattern
to maximize the distance between them.
From Ref. 31.
repulsive and long-range attractive components of the vortex-vortex interaction. Thus,
type-IIa superconductors exhibit characteristics of both type-I and type-II at low applied
fields, which is a result of their low-κ values of ∼ 1 [33].
The field-dependent behaviour of the intensity and reciprocal lattice vectors of a type-IIa
superconductor, as measured with neutron scattering, is depicted in Fig. 1.7b. At low ap-
plied fields, the superconductor is in the Meissner state and contains no vortices, causing
no measured intensity or detected lattice spacing. The lower field at which the Meiss-
ner phase disintegrates is determined by the sample shape. An infinitely long cylindrical
sample has a demagnetization factor of D = 1
2
, when the field is applied along the long
axis of the cylinder. A spherical sample has a demagnetization factor of D = 1
3
. Thus,
the IMS appears at an applied field of µ0H
′
c1 = (1−D)µ0Hc1 = 12µ0Hc1 in long cylindrical





µ0Hc1 in spherical samples [36]. In the IMS, the gradual
appearance of vortices as a function of field causes the integrated scattering intensity to
increase, while the flux density in the Abrikosov domains remains at a finite constant













for spherical samples, a transition to the mixed state occurs. Here, the scattering inten-
sity decreases as a function of higher fields due to the decreasing form factor, while the
reciprocal lattice vector, and thus flux density, gradually increases. The intensity curve
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Figure 1.7: (a) Schematic of the intermediate mixed state, where islands of Abrikosov
vortices (red dots) are surrounded by Meissner state. Reprinted from Ref. 34. (b) The
intensity and reciprocal lattice spacing of a type-IIa superconductor, as determined from
neutron scattering of a cylindrical niobium sample. Figure from Ref. 35.
of Fig. 1.7b display hysteretic behaviour in the IMS, which is interpreted as a sign of
different IMS vortex morphologies upon increasing and decreasing fields [35]. Decreasing
fields is thought to result in the island-like domains depicted in Fig. 1.7a, while increasing
fields result in dendritic domains [37].
1.2.4 The time-dependent Ginzburg-Landau equations
Describing out-of-equilibrium behaviour of the FLL necessitates time-dependent GL equa-
tions. Such a set of equations was first written down by Landau and Khalatnikov in
Ref. 38, where they investigated relaxation processes in superfluid 4He. The basic premise






which implies that the order parameter will relax towards a free energy minimum with
a rate of change proportional to the slope of F . The parameter γ is a proportionality
constant. To make this equation applicable to superconductors, whose elementary par-
ticles are charged, one needs to make sure that the time-derivative is gauge-invariant,
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∂/∂t → ∂/∂t + ie∗/~φ, where φ is the electric potential [39]. As such, the following



































where D is a phenomenological diffusion constant and σ is a field relaxation parameter.
The relaxation rate of the vector potential, Eq. (1.19), is realized by adding a normal
current of non-superconducting electrons to Eq. (1.9) [41].
The validity of the TDGL equations as given in Eqs. (1.18)–(1.19) remains controver-
sial, because they do not appear to be derivable from microscopic theory like their static
counterparts [42]. This is proven in Ref. 43, where Frank et al. provide a mathematical rig-
orous argument for the incompatibility of the TDGL equations and the microscopic time-
dependent Bogoliubov–de–Gennes equations. Frank et al. state that this incompatibility
does not necessarily invalidate the TDGL equations, seeing as physics beyond BCS theory
may contribute to their formulation. They make this point because the TDGL equations
for years have been employed in a wide range of studies, see for example Ref. 40 where
TDGL results compare favorably to experimental resistivity measurements of Nb0.5Ta0.5
and Nb0.1Ta0.9, and Ref. 44 where the numerical results are positively compared to ter-
ahertz spectroscopy measurements of NbN. In Ref. 40, good agreement between TDGL
theory and experimental measurements is observed when the reduced temperature, T/Tc,
is above 0.6.
1.3 Elasticity theory
The microscopic nature of the superconducting state is reflected in the response of the
FLL to external perturbations [45]. Each individual vortex line can be described as
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an elastic string with an associated line tension [9]. The dynamical response of the
entire FLL is affected by the line tension of each individual vortex line, their repulsive
interaction potential in the mixed state, thermal fluctuations, and pinning effects. For
small distortions, the flux lines are expected to behave elastically and can accordingly
be treated like a solid media that bends akin to a crystal lattice. In this description,
the overall elastic properties are fully characterized by the elastic moduli, which have
been derived for the FLL in great detail by e.g. Labusch [46, 47] and Brandt [9, 48,
49]. The derivation of the elastic constants of arbitrary three-dimensional systems is a
complex endeavour and a number of simplifying assumptions are therefore typically made
to facilitate the calculations. Assuming the applied field, and thereby the flux lines, are












where (α, β) = (x, y), Φαβ is the elastic matrix, and u(k) are the Fourier components of














where the sum is performed over over all vortices, i. The real-space displacement vectors,
ui = ri −R = (uix, uiy, 0), are defined as the difference between their distorted position,
















Φxy = Φyx = (c11 − c66)kxky (1.24)
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Figure 1.8: Schematics of different elastic deformations of an isotropic FLL. The defor-
mations associated with the compression modulus, c11, tilt modulus, c44, shear modulus,
c66 and the shape-preserving c11 − c66 compression are shown from left to right. The tri-
angular equilibrium lattice positions are marked with dashed circles, while the distorted
positions are marked with blue spheres. Bounding boxes are used to show how the unit
cell area is preserved for the c44 and c66 distortions, but not the c11 and c11−c66 distortions.
where kx and ky are components of the vector k, and c11, c44 and c66 are the compression,
tilt and shear moduli, which describe three independent elastic modes of the FLL. The
Labusch parameter, αL(k), is added to the diagonal elements to account for elastic pinning
interactions with impurities [50]. A k-independent Labusch parameter is used when the
vortices are pinned individually, while a k-dependence of the parameter is indicative
of collective pinning [9]. In the weak collective pinning regime, αL(k) is reduced when
k⊥ > R
−1
c or kz > L
−1
c , where radius Rc and length Lc characterize the size of the coherent
short range ordered regions of the pinned FLL [9].
1.3.1 Isotropic elasticity theory
In Ref. 47 Labusch provides simple derivations of the elastic properties of an isotropic,
hexagonal FLL with straight lines. Labusch reasons that any three linearly independent
combination of c11, c44, and c66 will characterize all the elastic properties of the FLL under
consideration. This motivates the derivations of the three moduli, c44, c66 and cL = c11−
c66. The cL modulus is in general elasticity theory known as the hydrostatic compression
modulus and is chosen because, unlike the pure c11 compression modulus, it preserves
the shape of the FLL [51]. The in-plane effect of elastic deformations characterized by
the different elastic moduli is illustrated in Fig. 1.8. The compression and tilt moduli
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are determined from simple thermodynamic arguments, where one considers how the free
energy is affected by a volume-changing unit cell and how much work is done when the




, c44 = BH (1.25)
On the other hand, the derivation of the shear modulus necessitates that one considers
the FLL unit cell more concretely. Labusch used the trial function from Eq. (1.15) and












According to this expression, the shear modulus goes to zero at Hc2, indicating that the
vortex lattice becomes liquid-like at high fields.
1.3.2 Anisotropic and nonlocal elasticity
The straightforward expressions of the previous section break down if the FLL evinces
any kind of anisotropic or nonlocal behaviour, which introduces a k-dependence in the
elastic moduli. Nonlocal behaviour (k 6= 0) can either be intrinsic to the superconductor
or induced via large deformations of the FLL. The continuum description of the elastic
matrix elements, Eqs. (1.22) to (1.24), does not hold once the size of the deformation in
the xy-plane approaches the size of the Brillouin zone, k2x + k
2
y ≈ k2BZ [9]. This is because
the assumed periodicity of the matrix elements, Φαβ(k) = Φαβ(k + K), with K being the
reciprocal lattice vectors of the FLL, ceases to hold true. In Ref. 48, Brandt calculates the
nonlocal elastic constants for large inductions, where the GL equations can be linearized.
In Ref. 49 he derives the nonlocal elastic constants at low inductions, where London the-
ory applies. Despite being qualitatively different theories, Brandt obtains similar results
from the two derivations; In both cases the shear modulus is found to be dispersionless,
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while the FLL softens with respect to the dispersive tilt and compression moduli. Larkin
and Ovchinnikov rederived the nonlocal elastic constant from the microscopic theory of
Gorkov [52], and obtained the following, slightly corrected results, which have since been








































where bM = B/Bc2 is the reduced field. The above equations are valid in the field range
(2κ2)−1 < bM < 1.
Anisotropy modifications of the traditional GL [54] and London equations [27] are well
studied due to the inherent anisotropy of the high-Tc cuprate superconductors, owing
from their tetragonal, layered structure. In both theories, anisotropy is introduced in
the free energy via an effective mass tensor. The anisotropy can also be characterized
by the varying field penetration depth along different crystal directions. For a tetragonal
superconductor, with a basal plane penetration depth of λab, a long axis penetration depth
of λc, and the field B ‖ ẑ oriented along the c-axis, the following set of elastic constants























































which is only valid at low inductions, bM < 0.25 and with κ = λab/ξab > 2. Γ is the
anisotropy ratio, λab/λc, and k0 ≈ kBZ is a cutoff. A derivation based on the same system
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These equations are valid at high inductions, where the fields of the flux lines overlap,
1
2
κ2 < bM < 1. We do not reprint the shearing modulus, since it is similar to the
nonlocal case. A common thread shared among the results presented in this section is
that any deviance from the purely local, isotropic elastic description results in a softening
of the FLL with respect to tilt and compression modes. The dispersive anisotropic GL
elastic constants, Eqs. (1.33) and (1.34), and the dispersive nonlocal elastic constants
derived from microscopic theory, Eqs. (1.28) and (1.29), behave similarly at increasing
fields. In both cases we see that the tilt and compression moduli goes to zero at the
upper critical field. This same behaviour is not explicitly observed in the London elastic
constants, Eqs. (1.30) and (1.31). However, by inserting the effective field penetration
depth, λ(B) = λ(0)/
√
1− bM , one recovers a similar field-dependent behaviour [9].
1.4 Critical state models of superconductivity
The elastic description of Section 1.3 provides thermodynamic arguments for how the vor-
tices are distorted under small perturbations. Critical state models are instead grounded
in the electromagnetic description of current flows and processes, and are used to deter-
mine how flux enters and propagate through the bulk of a superconductor. The first and
most well-known critical state model is that of Bean [56], which describes the irreversible
magnetization states observed in superconductors, cf. Fig. 1.1. If one applies an external
current, Jext, to a superconductor with a FLL, the flux lines will be affected by a Lorentz
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force:
FL = Jext × Φ0 (1.36)
The Lorentz force will cause the flux lines to move with a constant velocity v in a direction
perpendicular to Jext, which in turn will induce an electromotive force, E = B × v,
causing dissipative processes [57]. The movement of vortices can be stopped by pinning
phenomena, which play a crucial role Bean’s critical state model. Lattice defects or
impurities in a superconductor can locally reduce the superconducting order parameter
and thereby attract and pin nearby vortex cores in place. In Bean’s critical state model,
a stationary vortex state is obtained when the Lorentz force is exactly balanced by the
pinning force, Fp:
Fp + FL = 0 (1.37)
In some cases a damping force is also included [57]. The critical current, Jc, is defined
as the largest possible current one can apply without destabilizing the stationary state.
A defining feature of a critical state model is the field and temperature dependence of
the critical current [39]. In Bean’s original model [56], the critical current was field and






where J0 is a constant. These two models constitute the two most well-known critical
state models, though several different formulations exist [58, 59].
Knowing the basic premise of the theory, the concept of irreversible magnetization phe-
nomena in a superconducting slab can be understood as illustrated in Fig. 1.9. If one
increases the field of a cooled superconductor above Hc1 (ignoring barrier effects), vor-
tices will initially enter the superconductor and be stopped by pins. Increasing the field
further will cause more vortices to amass at the border of the sample, which will cause
a flux gradient in the superconductor. Maxwell’s equations state that the field gradient
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will induce a current ∇ × B = µ0Jc, encouraging the vortices to move further into the
bulk of the sample. According to Bean’s theory, the induced current will always be equal
to the critical current, Jc, regardless of the flux gradient. If the applied field is lowered
again, an equal critical current will be induced in the other direction, eventually leading
to flux being trapped as the applied field reaches zero.
Figure 1.9: Example of an irreversible process in a superconductor as understood
through Bean’s model. In panel (a) the applied field µ0Hp is gradually increased from
zero, which results in a field gradient in the material. The applied field is decreased again
in panel (b), where it is evident that some flux will be trapped. Reprinted from Ref. 57.
1.4.1 Flux cutting
Unusual critical states are theoretically predicted if the critical current is not perpendic-
ular to the local magnetic induction [61]. Depending on the ratio of the perpendicular
to parallel critical current components with respect to the local field, flux line cutting is
Figure 1.10: (a) An extreme example of flux cutting in which a horizontal flux line cuts
through a vertical array of flux lines. (b) The flux lines join and (c) eventually form a
diagonal array. Reprinted from Ref. 60.
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thought to occur. Flux line cutting describes a situation in which flux lines are able to
break and reform, thereby effectively making it possible for other flux lines to pass through
them, cf. Fig. 1.10. In Ref. 62 Brandt et al. calculate an approximate GL interaction
energy, E(θf , s), and repulsive force, Ff (θf , s), between two adjacent flux lines, which are
separated by a distance s and tilted with respect to one another by an angle θf :
































































where Eq. (1.43) is used to determine the variational core parameter ξv. The results are
approximate because the flux lines have been assumed to be non-bending. The interaction
energy consists of two different interaction terms. The first is the electromagnetic inter-
action, which is repulsive when θf < π/2 and which decays over a scale determined by λ.
The second energy term is the attractive core interaction, which decays over a length scale
determined by ξ. The maximal repulsive force is according to Eq. (1.40) correlated with
κ, indicating that flux cutting should be more likely to happen in low-κ superconductors.
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CHAPTER 2
PRIOR CHARACTERIZATIONS OF THE
FLUX LINE LATTICE
In this chapter, we aim to provide a brief overview of the extensive literature that exists
on the flux line lattice. Section 2.1 describes the different types of static vortex states
that have been theoretically predicted and experimentally observed in superconducting
samples. Section 2.2 outlines the massive effort that has gone into understanding the FLL
via simulations, while Section 2.3 describes previous FLL transport investigations that
have been undertaken with experimental and numerical means.
2.1 Vortex states of an impure superconductor
An exciting aspect of the FLL is its similarity to ordinary matter; it exhibits both a
crystalline order with defined elastic energy as well as a melting transition that sets in
upon increasing temperature fluctuations [63]. Impurities induce spatial perturbations
in the FLL, thereby affecting the overall ordering behaviour and inducing new vortex
states such as the Bragg glass, which has also been observed in non-superconducting
matter like smectic liquid crystals [64]. The FLL therefore makes an excellent general
model system for understanding the impact of disorder on two- or quasi-two-dimensional
crystalline systems and for studying order-to-disorder transitions across glassy states of
matter [65]. Unlike other crystalline systems, the relative strength of the FLL disorder
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Figure 2.1: Left: 3D representations of the ordered vortex lattice and the disordered
vortex glass and vortex liquid. Flux lines are modelled as red tubes, while the planes
show a cross section of the squared order parameter, |ψ|2. The yellow spheres represent
atomic defects, which drive the transition to the vortex glass phase. The plots have been
generated with the 3D time-dependent Ginzburg-Landau equations. Right: Examples of
vortex phase diagrams and how they are affected by the introduction of impurities in the
superconductor. The parameter ρ is the resistivity of the vortex matter. Reprinted from
Ref. 67.
potential is tuneable via the sample temperature and the applied magnetic field. The
overall inherent disorder across all temperature and field ranges can also be enhanced
by, for example, inducing more crystal lattice defects through irradiation treatments [66].
The FLL is profoundly affected by the presence of impurities [67]. The superconducting
order parameter is reduced in their vicinity, resulting in them acting as pinning sites and
disturbing the equilibrium vortex morphology. Fig. 2.1 depicts examples of different static
vortex states as well as the effect of impurities on a typical phase diagram of a type-II
superconductor. In an entirely isotropic superconductor, the flux lines would be straight
and the vortex cores arranged with hexagonal symmetry. Impurities cause the flux lines to
bend and disturb the spatial translational order, thus inducing a quasi-long-range ordered
Bragg glass phase [68, 69] or a short-range ordered vortex glass phase [70].
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2.1.1 Quasi-long-range ordered FLL: The Bragg glass
In an initial attempt to answer what happens to a crystalline system upon added disorder,
Larkin used a perturbative approach [71]. By assuming that the vortices are only weakly
displaced from their equilibrium position, the disorder potential, U(u(r), r) can be Taylor
expanded in terms of the displacement, u(r) [72]:
U(u(r), r) ≈ U(0, r)− f(r) · u(r) (2.1)
where f(r) is a random Gaussian variable used to model the randomly displaced vor-
tex positions and r is the vortex separation. Translational order can be quantified via
the translational correlation function, CG0(r) and the displacement correlation function
b(r) [73]:
CG0(r) = 〈eiG0·[u(r)−u(0)]〉, b(r) = 〈|u(r)− u(0)|
2〉 (2.2)
where G0 is a first-order reciprocal lattice vector of the perfect lattice and 〈· · · 〉 denotes
a thermodynamic average over all vortices. The Larkin model results in the correlation
function CG0(r) ∼ e−r
4−d
, where d is the dimension of the system. According to this
result, the addition of any amount of arbitrarily weak disorder to a system below four
dimensions will always result in the complete destruction of long-range order. Another
way of stating the same result is through the displacement correlation function, which
was found to grow linearly with the vortex displacement. In this same framework, Larkin
was able to calculate the critical current based on the Larkin-Ovchinnikov length, Rc,
which defines the scale of the pinning potential [52, 74]. Typically, this length scale will
correspond to the size of the vortex cores as given by the superconducting coherence
length, ξ.
The lack of long-range order in the Larkin model implies that the FLL should not be
observable in scattering experiments. This is however not the case, seeing as peaks have
been observed in the structure factors of numerous scattering experiments, see for ex-
ample Refs. 75 and 76 for investigations on conventional superconductors. As it turns
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out, the Larkin model is only appropriate when the displacements are smaller than the
Larkin-Ovchinnikov length. Beyond the Larkin regime, |u(r)| > Rc, the approxima-
tion of Eq. (2.1) overestimates the effect of disorder and is no longer appropriate, be-
cause the vortices start to compete for pinning sites. Instead, the FLL enters the ran-
dom manifold regime, where the displacements are of the order Rc < |u(r)| < a0, with
a0 = (2Φ0/
√
3B)1/2 being the equilibrium spacing between flux lines. Thus, the displace-
ments are large enough that the FLL can exhibit glassy behaviours [73, 77, 78]. In this
regime, the displacement correlation function ceases to grow linearly and instead exhibits
a non-trivial algebraic growth b(r) ∝ r2η, where η is a lattice roughness constant. Going
to even larger length scales, |u(r)| > a0, where one also has to consider the periodicity
of the lattice, the displacement correlation function grows logarithmically and the trans-
lational correlation function decays as a power law [73]. Thus, some translational order
remains at large length scales, explaining the observability of the FLL in scattering ex-
periments. A vortex state exhibiting this kind of quasi-long-range order is known as a
Bragg glass [68, 73]. By now, the Bragg glass has been experimentally observed in several
materials. Fig. 2.2A shows real-space images of the Bragg glass as obtained with Scanning
Tunneling Microscopy (STM) of a SnMo6S8 sample [79]. From the Delaunay triangula-
tion, it is evident that some disorder is present at 2 T and 400 mK, though the overall
vortex morphology is similar to the hexagonal equilibrium state. It should, however, be
noted that while the pictures of Fig. 2.2A exemplify typical behaviours of different kinds
of vortex states, a true characterization can only be made by looking at large length scales
to ensure the proper scaling behaviour of the correlation functions. In Ref. 69, the Bragg
glass was observed in superconducting niobium via SANS measurements. Signatures of the
Bragg glass phase was in this case unravelled by employing a Reverse Monte-Carlo (RMC)
procedure to extract correlations from rocking curves. Fig. 2.2B depicts a schematic of a
neutron scattering Bragg glass peak shape, where the power-law decay of the intensity is
evident. The RMC method has also been used to prove the existence of the Bragg glass
phase in vanadium [76].
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Figure 2.2: Different aspects of vortex matter. A) STM images of the vortex lattice in
SnMo6S8 obtained at a temperature of 400 mK. In the right column, the vortex lattices
have been superimposed with Delaunay triangulations to highlight nearest neighbours and
topological defects (orange zones). The 2 T and 9 T data depict a Bragg glass and vortex
glass, respectively. The figure is reprinted from Ref. 79. B) The angular dependence of
the neutron structure factor S(q) as according to the Bragg glass model. The peak has
an intensity of Raξ
d−n, which decays to Rda at the position Ra. The parameter Ra is a
characteristic length scale of the system and ξ is, in this plot, defined as the experimental
resolution. The figure is reprinted from Ref. 68. C) A measurement of the critical current,
jc, as a function of the induced field B in an impure vanadium sample. The inset shows
the peak effect close to Bc2. This figure is from Ref. 76.
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2.1.2 Short-range ordered FLL: The vortex glass
The pinning energy becomes more pronounced with increased temperature and applied
magnetic field [80]. As a result, the FLL can transition from the quasi-long-range ordered
Bragg glass to a short-range ordered vortex glass. In this phase, it becomes energetically
favourable for the vortices to distort themselves far away from their equilibrium position
to occupy pinning sites, while still trying to minimize the overall elastic energy of the
FLL [81]. The vortex glass phase is therefore inhabited by an increasing amount of dislo-
cations as the disorder potential becomes more pronounced, cf. the last row of Fig. 2.2A.
The structural properties of the vortex glass is in general not well understood due to the
limitations of scattering experiments. In Ref. 82, Chudnovsky carries out a theoretical
study of a flux line system, where the flux lines are affected by a large concentration of
weak pinning sites, the so-called collective pinning regime. Using elastic theory, he finds
that in such a system the translational order is destroyed while orientational order re-
mains, resulting in a hexatic vortex glass. The amount of orientational order is estimated
by the correlation function [83]:
g6(r) = 〈ei6[θ(r)−θ(0)]〉 (2.3)
where θ(r) is the local orientation of the FLL. Other descriptions of the disordered FLL
include amorphous [84] and multidomain [85] vortex glasses.
The vortex glass can be experimentally characterized by µSR measurements, which are
especially useful for mapping out the vortex phase diagram [86, 87]. Phase diagrams of






j n(Bj)(Bj − 〈B〉)m∑
j n(Bj)
(2.4)
where n(Bj) is the distribution of the local fields Bj. An ideal isotropic hexagonal lattice
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Figure 2.3: a) The field distribution of a hexagonal vortex lattice. The figure is from
Ref. 88. b) Example of a vortex phase diagram of Bi2Sr2CaCu2O8+δ as determined from
the skew of the µSR field distributions. c) The typical shape of the field distributions from
the different regions of the phase diagram in b). Both figure b) and c) is from Ref. 87.
results in a very characteristic field distribution as depicted in Fig. 2.3a. The minimum
induced field is found at the equidistant position between three neighbouring vortices,
while the maximum field is found at the vortex cores. The low probability assigned to
the higher fields is an indication of the relatively small size of the vortex cores. The most
commonly observed field is found at the saddle points between the vortices. Fig. 2.3b
depicts the vortex phase diagram of Bi2Sr2CaCu2O8+δ resulting from the experimental
field distributions, given in Fig. 2.3c. Field distributions obtained from µSR do typically
not have straight-forward interpretations in terms of what overall vortex phases they
represent. In the presented µSR-based vortex phase diagram, negative skew distributions
have been interpreted as being evocative of pinned liquid or liquid vortex phases. This
stems from the understanding that negative skew distributions lean towards the higher
fields, implying an increased distortion of the vortex cores.
A curious effect perhaps presumptuously associated with the Bragg glass-to-vortex glass
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transition, sometimes also denominated as the order-to-disorder transition, is the peak
effect [89]. The peak effect is a sudden enhancement of the critical current, jc, as a function
of either applied field or current. In conventional superconductors, the peak effect is
typically observed close to the upper critical field line, cf. Fig. 2.2C. This is of technological
importance because it defines an area of the phase diagram where the superconducting
state can endure unusually high external currents. Currently, the microscopic origin of the
peak effect is not fully understood. Many investigations have coupled it to the proliferation
of dislocations in the vortex glass phase [89, 90, 91]. However, in Ref. 76, Toft-Petersen et
al. report magnetometry and SANS measurements on a vanadium sample, showing that
the peak effect occurs well above the order-to-disorder transition. Similar studies on
niobium report a peak effect occurring below the transition line [92] and coincident with
it [93]. The overall experimental picture is therefore not very clear and is further muddled
by the metastable nature of the vortex glass phase, which results in the observed location
of the order-to-disorder transition to be dependent on the way the FLL was prepared.
2.1.3 Melting of the FLL
While impurities and dislocations are the cause of static disorder in the FLL via pinning
sites, thermal fluctuations introduce dynamic disorder. The thermal disorder counteracts
the pinning disorder by making it possible for the FLL to jump past pinning energy barri-
ers and sample different metastable states. Effectively, this smooths out the disorder po-
tential and lowers the critical current [83]. At high enough temperatures, the vortices fully
depin and move freely, indicating a transition to a vortex liquid. The melting of the FLL
has been experimentally observed in high-Tc superconductors, such as YBa2Cu3O7−δ and
Bi2.15Sr1.95CaCu2O8+x, through a combination of resistivity [94], magnetisation [95, 96],
specific heat [97], and neutron scattering experiments [63]. The melting transition is as-
sociated with sharp drops in the measured resistivity, magnetization jumps, peaks in the
specific heat, and decreased neutron scattering intensity. Similar studies have been car-
ried out for low-Tc superconductors, such as Nb3Sn [98], Nb [99] and V [76], though the
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experimental situation is in this case complicated by the fact that thermal fluctuations
play a much smaller role in these systems.
The size of thermal fluctuations in a superconductor can be estimated via the Ginzburg
number, Gi ≈ (µ0kBTcκ2/2ξ3B2c2)2. This number is introduced into the following expres-





where t = T/Tc is the reduced temperature and cL is the Lindemann number. According to
the Lindemann criterion, melting occurs when the thermal vortex displacements, u, are of
the same order as a fraction, cL, of the lattice spacing, a0. In other words 〈u2〉 ≈ c2La20 [101].
From Eq. (2.5), it is evident that the field range of the vortex liquid phase is strongly
dependent on Tc and ξ and that high-Tc superconductors, which display low ξ, will possess
much more wide-spanning liquid phases than low Tc superconductors. The phase diagrams
of Fig. 2.1 are hence typical of high-Tc superconductors. In Ref. 76, a vanadium sample
with Ginzburg number of Gi ≈ 6 × 10−10 is investigated. With a Lindemann number of
cL = 0.2, they find that the melting transition line at 0.3 T lies within just 8 mK of the
upper critical field.
2.2 Numerical methods for investigating the FLL
This section will briefly introduce the molecular dynamics (MD) and time-dependent
Ginzburg-Landau approaches to simulating the FLL. Other numerical methods exist,
such as the elegant iterative GL method introduced by Brandt [102], which can reproduce
the field profiles from experimental µSR measurements of a vanadium sample in the clean
limit [103]. Nonetheless, the focus will remain on the MD and TDGL methods because
they are capable of dealing with the intricate pinning landscapes that may occur in impure
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samples.
2.2.1 Molecular dynamics simulations
Molecular dynamics simulations treat the superconducting vortices as either elastic strings








Fvv(ri − rj) +
Np∑
k
Fvp(ri − rpk) + F
L (2.6)
where η is the vortex viscosity, often described as the Bardeen-Stephen friction coeffi-
cient [105], and ri is the position of the vortex being described by the equation. Nv and
Np are the total number of vortices and pinning sites in the system, which are placed at
the positions rj and r
p
k, respectively. The first term models interactions between vortices,
while the second term describes the interaction between the vortices and the pinning
sites of the system. The last term is a driving force, which models the effect of, for ex-
ample, an external current or perpendicular magnetic field. The exact formulation and
implementation of the Langevin equation can vary between different MD studies to, for
example, include different geometries [106] or temperature fluctuations [107]. However,
different implementations will, at the very least, contain the vortex-vortex and pinning
interactions, seeing as these are fundamental to the free energy landscape of the vortex













where r is the length between two vortices, Φ0 is the flux quantum, s is the vortex
length, µ0 is the permeability of free space, and λ and ξ are the field penetration depth
and coherence length of the superconductor, respectively. The first term describes the
repulsive interaction between vortices, which dominates in the Shubnikov state, while
the second term describes a short-ranged attraction, which can cause the formation of
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domains as is observed in the IMS. The parameter qint quantifies the relative strength
between the repulsive and attractive interaction. The influence of the attractive pinning













where σe is the flux line core condensation energy, κ = λ/ξ is the GL parameter, and
bM = B/Bc2 is the reduced field. MD simulations are excellent for investigating transport
properties and dynamical phase diagrams of vortex systems [104]. The point-particle
description means that the simulations can be performed with a large number of vortices,
often up to 1000 or more, and the simulations are therefore capable of describing complex
vortex structures with domain formations [104].
2.2.2 Ginzburg-Landau simulations
Finite-element, finite-difference, and finite-volume simulations based on the TDGL equa-
tions resolve vortex structures via a spatial mesh instead of treating the vortices like
particles or strings. These calculations provide direct access to the local field distribu-
tions, though it comes at the cost of being computationally intensive. The time-dependent
equations are both useful for studying dynamics and for approaching the stationary equi-
librium solution from an initial out of equilibrium state. Frequently, the focus of TDGL
studies is high-Tc superconductors due to their potential in applications. In such cases,
where κ is large, the behaviour of the FLL can be adequately described by the infinite-λ






ψ = ε(r)ψ − |ψ|2ψ + (∇+ iA)2 ψ + ζT (r, t) (2.9)
which here is presented in a nondimensionalized form. In this approximation, a single
equation is sufficient to simulate the magnetic behaviour of the superconductor. The pa-
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rameter φ is the electric field and ζT (r, t) is a Langevin noise term that simulates thermal
fluctuations. In Eq. (2.9) pinning effects are included via spatial variations in the critical
temperature, also known as δTc pinning, which results in a local reduction of the order
parameter ψ. The function ε(r) = [Tc(r)− T ]/[T Sc − T ] quantifies the strength of the δTc
pinning [110, 111]. Here, T is the temperature of the sample, Tc(r) is the spatially vary-
ing critical temperature and T Sc is the critical temperature of the bulk. The δTc pinning
potential is employed both in the modelling of pinning effects in high-Tc superconductors,
such as Dy-doped YBa2Cu3O7−δ [112], as well as low-κ superconductors [41]. Pinning
effects can also be induced by variations in the mean free path of charge carriers, also
known as δl pinning, which typically originates from crystal lattice defects [113].
In Ref. 114 defects are modelled by assigning the order parameter to be 0 at the pinning
site positions rp, ψ(rp) = 0. This corresponds to a strong pinning implementation of the
normal inclusion pinning scheme described by Du in Ref. 115.
2.3 FLL transport behaviours
Knowledge of the dynamical properties of superconducting vortices is of great importance
for the design of electronic superconducting technologies [116]. Applying an external
magnetic field, current, or even just tilting a superconductor with respect to the main
applied field can via Lorentz forces induce dissipative processes, which adversely impact
the superconducting state. The occurrence of flux creep or flux flow is intimately tied to
pinning properties since impurities under certain conditions can pin vortices into place.
The ease with which the vortices depin is strongly dependent on the elastic properties of
the FLL, typically characterized by the elastic moduli.
41
2.3.1 Experimental transport studies
Traditionally, experimental investigations of dynamical features of the FLL have been car-
ried out with macroscopic bulk techniques, such as current-voltage (IV ) characterizations,
which for examples have been employed to indirectly investigate the dynamical behaviour
of vortices in niobium films with asymmetric pinning arrays [117] and in channel ge-
ometries in bilayer films consisting of layers of weak-pinning a-NbGe and strong-pinning
NbN [118]. Microscopy techniques such as Lorentz Transmission Electron Microcsopy
(TEM) have also been used, see Refs. 119 and 120 for two examples of such investigations
on niobium thin films.
In Ref. 121, IV -measurements have been used to identify different dynamical behaviours
in the anisotropic superconductor 2H-NbSe2 with weak pinning. Elastic flow is under-
stood as coherent depinning of the vortices from their equilibrium position, while plastic
flow occurs at larger driving forces and is characterized by an onset of inhomogeneous
filamentary motion of the vortices. Fluid flow occurs at even larger driving forces when
the pinning potentials comparatively become insignificant and the vortices, therefore, can
move together coherently. Fig. 2.4 depicts the results from further investigations of 2H-
NbSe2, where transport measurements are combined with SANS measurements of the
FLL structure [122]. The FWHM of the neutron scattering rocking curve peaks in the
plastic flow region and drastically decreases in the fluid flow region, the onset of which is
detected by a sudden steep increase in the IV -curve. Plastic flow has also been observed
in YBa2Cu3O7−x crystals via AC susceptibility measurements [123] and magnetic relax-
ation measurements [124]. The phase diagram in the right panel of Fig. 2.4 depicts the
elastic, plastic, liquid and normal regimes as determined based on experimental investi-
gations of YBa2Cu3O7−x. The two referenced samples, 2H-NbSe2 and YBa2Cu3O7−x, are
quite different and the observed dynamical phases described in Fig. 2.4 therefore appear
to be universal to type-II superconductors. The relative sizes of the different domains of
a dynamical vortex phase diagram may vary dependent on the sample properties. Dif-
ferences between low-Tc superconductors (LTSC), high-Tc superconductors (HTSC) such
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Figure 2.4: Left: Dynamical investigations of the vortex lattice of 2H-NbSe2, performed
with a field of 1.5 kOe and at a temperature of 4.8 K. The solid line is the voltage as a
function of current, while the triangles are the FWHM of the rocking curves measured
upon increasing (black triangles) and decreasing (white triangles) current. The dashed
lines separate the plot into three different regimes. At low applied currents, no voltage is
measured as the vortices are pinned into place. At intermediate currents, the measured
voltage increases and the FWHM of the SANS rocking curve increases, indicating a loss of
coherence as one would expect in the plastic regime. A kink is observed in the IV -curve
at I = 1.5 A, signifying a transition to a coherent vortex flow state. This is corroborated
by the SANS FWHM, which is seen to drop significantly in this regime. From Ref. 122.
Right: A vortex-creep phase diagram of YBa2Cu3O7−x. From Ref. 124.
as YBa2Cu3O7−x, and 2H-NbSe2 are summarized by Higgins et al. in Ref. 121. Here
typical Ginzburg numbers are reported as 10−2, 10−4, and 10−8 for HTSCs, 2H-NbSe2,
and LTSCs, respectively. Compared to YBa2Cu3O7−x and 2H-NbSe2, temperature fluc-
tuations are hence less important for LTSCs such as vanadium and niobium, and a larger
applied current is needed to achieve a free flux flow state.
2.3.2 Numerical studies of dynamical phases
Theoretically, small perturbations from the equilibrium FLL are well described by London
and GL-based elasticity theory [9, 73]. At even larger driving forces, analytical treatments
become difficult and MD simulations are often employed instead, see Refs. 104, 125, 126,
127 and 128 for examples thereof. Fig. 2.5 shows MD results for low-κ superconductors
based on the overdamped Langevin equations with varying levels of driving forces. With
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Figure 2.5: Left: Different 2D vortex configuration as determined from molecular dy-
namics simulations based on the Langevin equations. Solid circles represent vortices, while
the open circles show the pinning centre positions. The simulations have been carried out
with an applied field of B = 0.65Bc2, a pinning strength of fpv = 28.2f0 and driving forces
of a) 0f0, b) 20f0, c) 40 f0 and d) 100 f0. The parameter f0 is a normalization constant.
Right: A dynamic phase diagram describing the vortex behaviour as a function of the
pinning strength fpv and the driving force F
L at B = 0.65Bc2. Both figures are from
Ref. 104.
no external driving force, the vortices are trapped by the pinning potentials. Panel (b)
displays the plastic flow state, where some vortices are pinned in place, while others move
in preferred channels. At even higher driving forces, the vortices are seen to fully depin
and can eventually form bubble- or stripe-like domains, depending on how the attractive
and repulse components of the vortex-vortex interaction are balanced [104, 129]. The
phase diagram of the right panel illustrates the different dynamical phases identified from
the simulation. In accordance with experimental observations, elastic, plastic, and fluid
flow regimes are detected.
44
CHAPTER 3
NEUTRON SCATTERING AND MUON
SPIN ROTATION EXPERIMENTAL
TECHNIQUES
Fundamental aspects of the small angle neutron scattering (SANS) and muon spin rotation
(µSR) experimental techniques are described in this chapter. Neutrons and muons both
possess magnetic moments, which enable them to interact with and scatter from magnetic
potentials and thereby to act as probes for investigating magnetic matter. Neutrons can
be prepared in states with wavelengths and energies comparable to lattice spacings and
excitation levels of magnetic materials [130]. As such, neutron scattering is a useful tool
for investigating the FLL of superconductors and is the primary experimental technique
that was employed for the work presented in this thesis. As an ancillary method, µSR
was used to gather detailed information about local field distributions.
3.1 Small angle neutron scattering
A scattering experiment is based on the fundamental premise that particles scatter co-
herently from structures in so far the Bragg condition is fulfilled:
2d sin θB = λnn (3.1)
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Figure 3.1: a): Visual representation of Braggs law showing neutron waves interacting
with planes of scattering objects placed a distance d apart. The lower wave has to travel
an extra distance of 2d sin θB, which explains the scattering coherence criteria given in
Eq. (3.1). Right: Geometry of a scattering experiment. Incoming particles with incident
wave vectors ki interact with the target material and are scattered into the solid angle
dΩ. The figure is from Ref. 130.
where λn is the wavelength of the scattered particle and will henceforth be referred to
as the neutron wavelength. The parameter d is the real space distance between Bragg
peaks, n is a positive integer describing the order of the reflection, and θB is defined as
the Bragg angle. The scattering angle, 2θB, is defined as the angle between the incoming
wave vector, ki, and outgoing wave vector, kf , as given in Fig. 3.1a. In Fig. 3.1b, the
general geometry of a scattering experiment is depicted. The magnitude of the scattering
vector, q = ki − kf , is related to the Bragg angle as:
|q| = q = 4π
λn
sin θB (3.2)
In small angle neutron scattering, the small angle approximation can be used to simplify
Eq. (3.2) to q ≈ 4πθB
λn
. Feasible scattering angles of a SANS setup depend on the instru-
mental settings such as the sample to detector distance. Typical scattering angles from
our experiments are in the range of 0.1◦ to 1◦. With an assumed neutron wavelength
of 6 Å, this angle range is equivalent to a q-range of 0.002 Å−1 to 0.02 Å−1, correspond-
ing to probing structures of sizes ranging from 3000 Å and down to 300 Å. The spacing
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of vortices in superconductors is dependent on the induced magnetic field and is many
times larger than the underlying crystal lattice but still well within the scope of SANS
experiments.
3.1.1 Elastic scattering from an array of vortices
The essential property measured during a SANS experiment is the differential scattering
cross section, dσ/ dΩ, which describes the probability of an incoming neutron being
scattered into the solid angle dΩ. Unlike the partial differential scattering cross section
investigated with inelastic neutron scattering, d2σ/( dΩ dE), the differential scattering
cross section does not depend on the energy of the outgoing neutrons and is instead built
on the assumption of elastic scattering, |ki| = |kf |. Hence, SANS experiments are aimed
at probing structures and not excitations. To calculate a theoretical expression for the
differential scattering cross section originating from magnetic potentials, one needs to
know how the magnetic structure of a material affects the wave function of the incoming





where the sum is performed over N scatterers positioned at Rj, B is the local field
induction, and µ̂n is the magnetic moment operator. This operator is defined in terms
of the neutron gyromagnetic ratio, γn, the nuclear magneton, µN , and the Pauli spin
matrix, σ̂, as µ̂n = −γnµN σ̂. In scattering theory, it is typically assumed that the
magnetic interaction potential is weak compared to the kinetic energy of the neutrons.
As such, VM(r) can be treated as a perturbation and the first Born approximation can be
applied. The probability of a neutron with incoming wave vector ki interacting with the
magnetic potential and being scattered with an outgoing wave vector kf is then found
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µ̂n ·B(r)eiq·r dr (3.6)
The two expressions in Eq. (3.6) can be simplified if an ideal FLL with no translational
disorder is assumed. If the FLL is constructed from the basis vectors a1, a2, and a3, the
corresponding reciprocal lattice vectors are [131]:
b1 = 2π
a2 × a3
a1 · (a2 × a3)
, b2 = 2π
a3 × a1
a1 · (a2 × a3)
, b3 = 2π
a1 × a2
a1 · (a2 × a3)
(3.7)
The reciprocal lattice has been constructed such that bi · aj = 2πδij, which means that













where V is the volume of the sample and the vector G, defined as G = hb1 + kb2 +
lb3, {h, k, l} ∈ Z, is a reciprocal lattice vector. The two-dimensional delta-function,
δ2(q−G), defines the well-known Laue scattering condition, q = ki − kf = G, which is
best illustrated with the Ewald sphere construction (cf. Fig. 3.2). The Ewald sphere can be
centred at an arbitrary place in reciprocal space and has a radius equal to the length of the
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wave vectors |ki| = |kf |, underlining the elastic nature of the scattering. If the incoming
wave vector is drawn such that it ends at a reciprocal lattice point, then scattering can
only occur if the outgoing wave vector in a similar fashion starts from the locus of the
Ewald sphere and has an end point that coincides with one of the reciprocal lattice points
touching the surface of the sphere. By observing the constructed triangle, it is evident
that the Laue scattering condition is equivalent to the Bragg scattering condition given
in Eqs. (3.1) and (3.2). Due to extinction of specific reflections in certain lattice types,
scattering may not always occur even if the scattering conditions are fulfilled.
In the ideal vortex lattice picture, the field distribution must be a well-behaved periodic
function and can therefore be written as a Fourier series, B(r) = 1
V
∑























inserting the definition of the flux quantum Φ0 ≡ h2e . Hence, the form factor ends up
including the same scattering condition that is observed in the simplified expression for
the structure factor. In the above equations, the magnetic interaction has been rearranged
under the assumption that the incoming neutrons are unpolarized, µ̂n ·B(r) = γnmNB(r).
Combining Eqs. (3.8) and (3.9), the final scattering cross section for the approximation
with no disorder can then be combined to be [130]:
dσ
dΩ









Based on the above equation, magnetic structure information can be gathered by measur-
ing the intensities at the Bragg peaks. However, sample mosaicity and finite instrumental
resolution both cause the scattering condition, δ2(q − G), to have a spread, which is
further broadened by any kind of disorder of the FLL. Therefore a typical SANS mea-
surement procedure is to rotate the sample with the purpose of rocking through the Bragg
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Figure 3.2: a) The Ewald sphere illustrates the Bragg condition in reciprocal space.
Coherent scattering and thereby the appearance of a Bragg peak can only occur when
the scattering vector connects reciprocal lattice points. b) Rotating the crystal lattice by
ω corresponds to changing the scattering locus. c) A rocking curve can be obtained by
scanning through the Bragg condition during a SANS measurement.
condition (cf. Fig. 3.2). Characteristics, such as width and intensity, of a measured rocking
curve can be used to extrapolate information regarding the overall ordering of the FLL
lattice. The integrated rocking curve intensity for a specific reciprocal vector G is, as
expected, dependent on neutron flux, the solid angle, measurement time, and the range









where φ0 is the incoming neutron flux. In Ref. 132, the integrated intensity of a Bragg









where t is the sample thickness, θB is the Bragg angle, and S
2
0 is the area of the FLL unit
cell. Rocking curve scans are extensively used for the scope of the current work to extract
dynamic properties and to get a general insight into the ordering of the FLL. A decrease in
the rocking curve intensity can be a sign of loss of order in the FLL. However, as is evident
from Eq. (3.12), the intensity is also dependent on the local field induction, I ∝ B−1/2 [75].
A more specific expression for the magnetic Fourier components can be gained by employ-
ing the modified London equation, Eq. (1.3). Fourier transforming this expression results
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Figure 3.3: Parallel (a) and perpendicular (b) scattering geometries of a FLL SANS
experiment. The real-space FLL is in the figure illustrated as a square lattice, which gives
rise to a square array of spots in reciprocal space, as is seen on the detector. The figure






where λ is the London penetration depth and B̄ is the average magnetic induction. Refer-
ring back to the expression for the differential cross section, Eq. (3.10), it is evident that
this rough estimation indicates that the rocking curve intensity has a strong λ−4 depen-
dence. This means that low-κ superconductors, such as niobium and vanadium, provide
much stronger scattering signals than high-κ superconductors, making them excellent
testing grounds for general investigations of vortex matter.
3.1.2 Parallel and perpendicular SANS set-ups
One of the major geometric considerations during a SANS investigation of the FLL is how
to align the external magnetic field with respect to the incoming neutron beam. Usually,
one of two main orientations is used; parallel or perpendicular. The difference between the
two configurations is shown in Fig. 3.3. The field direction affects the orientation of the
flux lines and thus what kind of correlations are measured with the rocking curve widths.
In the parallel setup, the rocking curve width probes correlations along the flux lines.
In contrast, correlations in the plane of the vortices are measured in the perpendicular
setup. From a rocking curve scan, three different Bragg peak widths can be obtained from
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each diffraction spot. The width Wω refers to the width of the rocking curve as shown in
Fig. 3.2, while the two remaining widths, the azimuthal width WA and the radial width
Wr, can be extracted from the 2D-integrated image of the rocking scan by performing
2D-gaussian fits to one of the FLL domain spots. The measured widths can be related
to the reciprocal widths of the diffraction spots, Wq, WL, and W⊥ (cf. Fig. 3.3). Here
Wq = ∆G/G describes the variation in the scattering vector, while WL and W⊥ are the
reciprocal widths parallel and perpendicular to the main field direction.
Regardless of the geometrical setup, the rocking curve width can be expressed as [133]:
W 2ω = a
2 + b2 + c2 (3.14)
where a is the angular spread of the incoming beam, and b is dependent on the correlations
giving rise to the reciprocal space width WL in the parallel setup and the width W⊥ in
the perpendicular setup. The parameter c is related to the wavelength spread and Wq






q [133], where θB again denotes the Bragg angle. Typically, a
is the largest contributor to the total rocking curve width, which is why long collimation
lengths are typically preferable in an attempt to decrease the angular spread of the beam.
The radial width of the detector spots can likewise be calculated based on the defined
parameters [133]:
W 2r =
a2c2 + a2b2 + 4b2c2
a2 + b2 + c2
(3.15)
The angular spread a can be estimated from the instrumental setup, ie. by knowing
the collimation length and sample aperture dimensions. The parameters b and c can
subsequently be estimated by combining Eqs. (3.14) and (3.15).
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3.2 Muon spin rotation
The basic premise of µSR experiments is to utilize the short free lifetime and asymmetric
decay profile of muons to gain information about condensed matter systems. Polarized
muons are first implanted into a material, where their polarization is affected by the local
magnetic field, and the direction of the emitted decay particles are subsequently analyzed
with the intent of extracting magnetic field profiles.
3.2.1 Muon decay characteristics
At facilities like the Paul Scherrer Institut (PSI), muons are produced by first letting
accelerated protons collide with a graphite target, resulting in the creation of pions.
These pions eventually decay and emit, among other particles, muons. Both negatively
and positively muons can be created in this fashion, though positive muons are typically
used for FLL experiments because they are less susceptible to nuclear capture. The parity
violation of muon decay means that only positrons with positive helicity are observed in
nature. The probability of a muon emitting a positron in a given direction, θµ, is given
by [134]:
W (θµ) ∝ 1 + A cos θµ (3.16)
where θµ is the angle between the spin of the muon and the direction of the positron,
and A is an energy-dependent asymmetry parameter. From a theoretical perspective, the
asymmetry parameter takes a value of 1/3 when averaged over all possible muon energies.
Based on Eq. (3.16), it is evident that positrons are more likely to be emitted along the
direction of the muon polarization.
3.2.2 Muon experiment geometries
Two typical muon spin geometries are shown in Fig. 3.4, depicting transverse field (TF)
and longitudinal field (LF) setups, respectively. The main difference between the two is
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Figure 3.4: a) Illustration of the transverse field µSR setup, where an external field is
applied perpendicular to the incoming muon direction. The spin of the muons precess
around the external field direction with a frequency that is related to the local internal
field. b) In the longitudinal field (zero field) setup, a field (no field) is applied along the
muon momentum, allowing for precise measurements of weak internal fields. The figures
are from Ref. 135.
the direction in which the external magnetic field is applied with respect to the muon mo-
mentum. When a muon is implanted in a sample, the component of the muon spin perpen-
dicular to the local magnetic flux will experience a torque, Γ = dS
dt
= −µ0e/(2m)(S×B),
which will cause the muon spin to precess around the field direction with a Larmor fre-
quency ωL = γµB. In the LF setup, the external field is applied along the muon polariza-
tion direction and the muon spins are therefore not usually expected to perform signifcant
precessions. In contrast, the TF setup is used to probe the muon spin polarization and
consequently the local field distribution of e.g. type-II superconductors. This setup is
used for parts of the experimental work presented in Chapter 5.
During a TF experiment, each positron detector will record a time-dependent histogram
of the number of detected positrons [134]:
N(t) = N0e
−t/τµ [1 + A0g(t)] +Bg, g(t) =
∫
n(B)P (t;B)dB (3.17)
where N0 and A0 are constants, P (t, B) is the muon polarization function, n(B) is the
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magnetic field distribution, and Bg is a background term. Thus an experimental mag-
netic field distribution can be extracted from Eq. (3.17) by inverting it via a Fourier
transform [136] or using maximum entropy methods [137].
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CHAPTER 4
DYNAMIC PROPERTIES OF THE HIGH
PURITY NIOBIUM FLUX LINE LATTICE
4.1 Introduction
This chapter details experimental time-resolved SANS investigations of the FLL in nio-
bium when exposed to temporal perturbations. Our main motivation was to understand
whether the dynamic behaviour of the FLL can be accurately described by elastic mod-
els. We performed this investigation by applying a small oscillating magnetic field to
pull the vortices away from their equilibrium positions. Understanding the response of
superconducting vortices to external perturbations is of importance to technical applica-
tions of type-II superconductors, seeing as dissipative processes can greatly diminish their
current-carrying capabilities.
Our experimental investigations were inspired by an earlier study [45], wherein the static
magnetic field was applied along a two-fold crystallographic direction of a niobium sam-
ple. Our study differed from this by instead applying higher static fields along a crystal-
lographic fourfold direction. The higher fields were used to ensure that we stayed outside
the complicated intermediate mixed state and firmly inside the mixed state, which would
make it easier to compare our results to model predictions. The fourfold axis was chosen
because it would give us the opportunity to evaluate the possible elasticity of the FLL of
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different vortex morphologies and also to explore the possibility of softening at VL phase
transitions.
Our main finding was that the FLL in our case did not behave elastically, as was evi-
denced by a clear frequency dependence of the characteristic time constants of the flux
lines. The field and temperature dependence of these time constants also exhibited the
exact opposite behaviour than earlier observed in the two-fold study [45] and as predicted
from elastic GL theory [138]. We observed a difference between time constants extracted
from different vortex domains in the scalene phase, indicating that the vortices do not
deform uniformly when the oscillating field is applied.
A similar time-resolved SANS investigation of a vanadium sample with the static field
applied along a threefold crystallographic direction exhibited time constants with similar
behaviour to the two-fold study and not our current fourfold study. This indicates that
the anisotropic nature of the niobium FLL along the fourfold direction influences its dy-
namic behaviour.
Overall, Section 4.2.1 contains the current understanding of the static configurations of
the niobium FLL and Section 4.2.2 describes the recent attempt at characterizing its
dynamic properties with time-resolved SANS along a two-fold axis. The remainder of the
chapter, Sections 4.3 and 4.4, are then dedicated to presenting the setup and results of
new dynamic SANS measurements performed for the scope of this thesis.
4.2 The flux line lattice of niobium
Niobium has a long history of being the subject of SANS investigations and was even
employed in the first experimental observation of the Abrikosov FLL [75]. Since then, the
FLL of niobium has warranted further investigations due to a rich phase diagram consist-
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ing of a multitude of different vortex morphologies [8, 139, 140]. The variety of attainable
vortex structures is highly dependent on the orientation of the applied magnetic field with
respect to the crystal axes, as is observed from the two different niobium phase diagrams
in Fig. 4.1. When the external field is rotated close to 〈111〉, hexagonal vortex patterns
are observed in accordance with the typical close-packed structure one would expect from
an isotropic superconductor. However, applying the field along a fourfold axis results in a
number of different geometries. This indicates an underlying anisotropy of the electronic
properties of niobium. Square vortex phases are observed at low and high magnetic fields
at low temperatures, an isosceles phase is predominantly observed at high temperatures,
and a scalene phase is seen at intermediate field and temperature values. The specified
triangular structures are in reciprocal space constructed from the scattering centre and
two diffraction spots. They thus make up half a unit cell. Each unit cell must contain
exactly one flux quantum. The right panel of Fig. 4.1 shows integrated SANS detector
images of the different vortex morphologies. Several coexisting FLL domains appear in
each detector image, which is indicative of the symmetry-breaking nature of the FLL unit
cells. Diffraction spots belonging to different domains should all exhibit the same inten-
sity when the fourfold direction is aligned exactly along the field direction. Therefore,
spots belonging to the same domain can be identified by rotating the sample with respect
to the magnetic field and observing the relative intensity changes [139].
Structural FLL transitions are not unique to niobium and are observed in other type-
II superconductors such as PbTl [141], the borocarbides RNi2B2C (R = Lu, Y, Er,
Tm) [142, 143, 144, 145], V3Si [146], the heavy-fermion superconductor CeCoIn5 [147],
Sr2RuO4 [148], and the high-Tc cuprate La1.83Sr0.17CuO4+δ [149]. This selection of sys-
tems encompasses both conventional and unconventional superconductors, which all pos-
sess an underlying crystal structure with fourfold symmetry and exhibit field-dependent
isosceles-to-square FLL transitions. An unprecedented aspect of the anisotropic niobium
FLL is that the vortex structures all break some underlying symmetry with respect to
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Figure 4.1: Left: Vortex phase diagram of ultrapure niobium (RRR ≈ 1000) when
the aligned field is applied (a) along a 〈100〉 direction, and (b) 25◦ away from a 〈100〉
direction. The figure was adapted from Ref. 140. Right: The niobium FLL at different
applied fields and temperatures as obtained by integrating SANS detector images. The
detector images show examples of the (a) isosceles, (b) low-field scalene, (c) high-field
scalene, and (d) high-field square phases. Reprinted from Ref. 8.
the underlying crystallographic structure [139]. Unlike the square unit cells observed in
the FLLs of the other superconductors, the square unit cell of niobium is misaligned with
respect to the cubic crystal axes. The niobium unit cell is found to be rotated with an
angle of 14.7◦ and 10.9◦ with respect to 〈100〉 in the case of the low-field and high-field
square phases, respectively [139]. The scalene phase is another unique vortex phase of
the niobium FLL that breaks both rotational and reflection symmetry of the cubic crys-
talline structure and thus results in the four simultaneous domains in the integrated SANS
detector images [139].
4.2.1 Origin of FLL structural transitions
The complexity of the niobium FLL phase diagram can at first seem surprising, given the
otherwise conventional nature of niobium as a superconductor. Despite its well-known
anisotropic magnetic properties, such as the morphology of the FLL and the temperature
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dependence of the upper critical field, niobium is mostly characterized as an s-wave super-
conductor and thus displays an isotropic superconducting gap. Detailed measurements of
the upper critical field of niobium samples of various purity levels have been provided by
Weber et al. in 1991 [150], who were able to show that the field-orientation dependence
of the upper critical field can be explained from the very pronounced anisotropy of the
niobium Fermi velocity and from the much less pronounced anisotropy of the electron-
phonon interaction.
Early theoretical investigations of vortex morphologies pointed out that non-standard
vortex structures can be obtained from phenomenological theories, such as GL theory,
by adding higher-order anisotropy terms to the free energy [32]. It was demonstrated by
Nakai et al. [151] that square and isosceles FLL structures can be stabilized by including
anisotropic behaviour in the functions describing the superconducting gap and Fermi
velocity. The left panel of Fig. 4.2 shows the cross section of these two functions, when
they are modelled as |∆(r, θ)|2 = |∆(r, π
8
)|2(1+αd cos 4θ) and vf (θ) = vf (π8 )(1+βv cos 4θ),
with θ being the polar angle, and αd and βv being anisotropy parameters. By incorporating
these models into the quasiclassical Eilenberger equations, it is possible to show that for
certain values of the anisotropy parameters, the square vortex phase can be stabilized.
As is depicted in the figure, the orientations of the square phases are decided by the
minima of the vf (θ) and |∆(r, θ)|2 functions. A square phase driven by the anisotropy
of the superconducting gap will have its nearest neighbours aligned along 〈100〉, while
a square phase driven by the Fermi velocity anisotropy will have its nearest neighbours
aligned along 〈110〉. The competing effects of the Fermi velocity and superconducting gap
anisotropies can, for the right values of αd and βv, lead to rich vortex phase diagrams with
re-entrant isosceles-to-square-to-isosceles transitions [151]. Higher-order cos 8θ anisotropy
terms would allow the minima of vf (θ) and |∆(r, θ)|2 to be orientated away from the
〈100〉 and 〈110〉 axes and can thus provide a phenomenological explanation for the square
niobium FLL phases [139].
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Figure 4.2: Left: Illustration of how the orientation of rhombic and square FLL unit
cells with respect to a fourfold axis can be affected by anisotropies of the superconducting
gap and Fermi velocity functions. The solid black dots signify the vortex spots. Figure
from Ref. 151. Right: Subplot a) and b) show the closed and extended Fermi surfaces
of niobium, as calculated via DFT. The remaining subplots illustrate cross sections taken
perpendicular to the field direction of the c) Fermi velocity, d) angle-resolved density of
states (AR-DOS), and e) inverse AR-DOS. The red line is used to indicate broken mirror
symmetry in the inverse density of states function. Figure from Ref. 152.
A proper microscopic explanation for the symmetry-breaking nature of the niobium FLL
was recently given by Adachi et al. [152], who combined density functional theory (DFT)
calculations of the Fermi surface of niobium with the same quasiclassical Eilenberger
equations previously employed by Nakai. As expected from the earlier characterizations
of the anisotropic properties of niobium, the symmetry-breaking vortex morphologies are
related to the highly anisotropic nature of the Fermi velocity. The right panel of Fig. 4.2
depicts the Fermi surface, the Fermi velocity and the angle-resolved density of states (AR-
DOS) of niobium. It is found that the scalene phase in niobium occurs because of the
absence of mirror symmetry about the Fermi velocity maximum direction, as is indicated
in the cross section of the inverse AR-DOS function.
4.2.2 Characterizations of the elastic nature of the niobium FLL
An important precursor to the work presented in this chapter is the initial time-resolved
SANS measurements of the niobium FLL performed by Mühlbauer et al. [45]. Compared
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to macroscopic measurements, scattering techniques such as SANS makes it possible to
directly probe the microscopic information of the bulk of the FLL and thus reduce the
influence of surface pinning. The time-resolved aspect of the measurements also means
that dynamic properties, such as the elastic matrix, can be accessed directly. The basic
premises of the experimental measurements presented in Ref. [45] are shown in Fig. 4.3. A
static magnetic field induces the main vortex lattice structure, while a smaller oscillatory
field perpendicular to the static one is used to periodically push the vortices away from
their equilibrium position. Elastic properties can then be extracted by observing the
characteristic time-scale of the FLL response to the oscillatory field. The basic premise of










where u(x, t) is the tilt distortion as a function of position x and time t, D is a diffusion
constant, η is the vortex viscosity, and c44 is the tilt modulus as defined in Fig. 4.3. The
model in Eq. (4.1) assumes that the deformation is uniquely quantified by the tilt modulus
and that the vortices therefore move uniformly in a direction perpendicular to the static
applied field. In the right panel of Fig. 4.3, dispersion plots of the elastic energy of the tilt,
compression and shear waves are presented. Their strong k-dependence underlines the
importance of the assumption of local deformation. The vortex viscosity can be calculated
from the induced field B and flux flow resistivity ρFF, or estimated from the conductivity







The coupling between the experimentally accessed relaxation time τ and the diffusion
constant is thus made by solving the diffusion equation. The following expression is valid






Figure 4.3: Left: The setup employed by Mühlbauer et al. [45] to measure the elastic
c44 modulus of the niobium FLL using time-resolved stroboscopic SANS. The first set of
Helmholtz coils is used to induce the main static magnetic field along the neutron beam
direction, Hstat, while a second set of Helmholtz coils induces a smaller, perpendicular
oscillatory field, Hosc. Rocking scan measurements are performed by rotating the sample
through a range of φ-angles. Right: a) Schematic representation of the uniaxial com-
pression modulus, c11, tilt modulus, c44, and shear modulus, c66. b) The k-dependence of
the elastic matrix elements and elastic moduli calculated by Brandt. From Ref. 45.
where the specific number 2.405 comes from the first node of the Bessel function J0(x).
Thus, the tilt modulus is expressed in terms of the FLL relaxation time in the following
way:





The final results of Mühlbauer et al. are summarized in panel a) and b) of Fig. 4.4. They
are compared to the model predictions of the isotropic elastic theory of Brandt, who
estimated that the tilt modulus in the local limit can be approximated as c44 ≈ BH, where
B is the induced field and H the applied field [9]. According to this theory, c44 is expected
to exhibit the same temperature dependence as the induced field, meaning that it is only
expected to be weakly temperature dependent. Comparing the experimental results of
panel b) with the theoretical predictions of panel c), one sees that the temperature and
field dependence are roughly similar. However, in general the experimental tilt moduli are
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Figure 4.4: a) and b) Tilt moduli, c44, as extracted from stroboscopic SANS measure-
ments of niobium when it is relaxing into and being pulled out of the Bragg condition.
c) The tilt moduli as predicted from the local elastic theory of Brandt [9]. All plots are
reprinted from Ref. 45.
more than twice the value of the corresponding theoretical predictions. Comparing panels
a) and b), it is also worth noticing that there is a significant difference in elastic constants
that have been estimated from either observing the vortex lattice relaxing into or being
pulled out of the Bragg condition. This asymmetry is not expected from a simple elastic
model. A complicating aspect of the Mühlbauer data analysis is that the measurements
were carried out with low applied fields and therefore measured the dynamic behaviour
of the FLL in or close to the intermediate mixed state (IMS). The domain-like nature
of the IMS means that the vortex lattice may not be perturbed by just one collective
elastic mode, which may explain the discrepancy between the experimental c44 results
and Brandt’s theory. Mühlbauer et al. additionally pointed out that the discrepancy may
be related to uncertainties in the estimated normal conducting resistivity, ρn(T ).
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4.3 Stroboscopic SANS setup
Stroboscopic small angle neutron scattering was carried out at the V4 instrument of
the BER-II reactor at Helmholtz-Zentrum Berlin (HZB), Germany [153]. Employing the
list-mode data acquisition option of V4, every neutron arriving at the detector is time-
stamped, which makes an exploration of the dynamic properties of the FLL possible [154].
Experiments were performed with the parallel scattering geometry, as described in Sec-
tion 3.1.2. The static main field was aligned along a fourfold [100] direction of a niobium
sample. The incoming neutron beam direction was also aligned roughly along the same
[100] direction. During rocking scans, the sample was rotated with respect to the neutron
beam. The stroboscopic SANS data were collected over two separate HZB beam times
with the same spherical single-crystal niobium sample but different coil geometries, as
specified in the next section. During both experiments, we employed a sample aperture
with a diameter of 5 mm to ensure that we were probing the bulk of the sample. We
employed neutrons with wavelengths of 14 Å and a wavelength resolution of ∆λ/λ = 0.1
as well as a collimation distance, and corresponding sample-to-detector distance, of 16 m.
V4 has a source aperture of size 50× 30 mm2, resulting in an angular resolution function
with an approximate width of a ≈ rs/Lc ≈ 0.2◦, where rs is the size of the source aperture
and Lc is the collimation length [155].
The niobium sample is more than 30 years old and was cut from a single crystal rod grown
via a floating zone process. The sample was subsequently etched to remove damage from
the spark cutting and annealed at 2200◦C under vacuum for 50 hours. As a final step the
sample was heated in an 400◦C oxygen atmosphere for five minutes [156], because this is
known to reduce surface pinning effects without affecting the purity of the sample [157].
The treatment results in oxygen atoms diffusing into the bulk of the sample, which locally
lowers Hc1 in the diffusion layer and thereby also lowers the Bean-Livingston surface
barrier [158]. The residual resistivity ratio was measured to have a value of RRR =
ρ(295K)/ρ(10K) = 450 and a GL parameter of κ = 0.7 [156].
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Figure 4.5: The coil setup used to induce an oscillatory field during the experiment.
Left: Picture of the Helmholtz coils attached to the coil cage and the attocube used
during the second experiment. Right: Schematic of the same setup, showing how the
sample was placed at the centre of the coils. The inset in the lower left corner defines the
different rotations, with the ω-rotation being the one employed for rocking scans.
4.3.1 Coil specifications
Similarly to the Mühlbauer experiment, a small, oscillatory field was used to temporarily
pull vortices away from their equilibrium positions. In both experiments, the AC field
was aligned perpendicular to the static field direction. The AC field was induced using
a sample stick setup developed by André Sokolowski at HZB prior to our experiments,
where a small cage with a set of coils was attached to the end of the stick (Fig. 4.5). Two
different kinds of coil setups were attempted: A constant gradient field Maxwell coil setup
(experiment M) and a uniform field Helmholtz coil setup (experiment H). The Maxwell
coil setup was attempted together with a micro goniometer, while the Helmholtz coils
were used with an attocube.
During the analysis and discussion, the main focus will be on the Helmholtz coil exper-
iment, which employed the same setup to perturb the FLL as in Ref. 45. If the flux
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lines perturb elastically and uniformly, the Helmholtz setup should make it possible to
probe the c44 elastic constant of the FLL. The Maxwell coil setup was attempted to see
if a different dynamic behaviour would be observed with a spatially non-uniform oscil-
lating field. The dynamic results from the non-uniform Maxwell setup are therefore not
as easy to compare to earlier experiments, but are for sake of completeness reported in
Appendix A.
According to the Biot-Savart law, the magnetic field produced by one coil with n windings






where µ0 is the permeability of free space, I is the current in the coils, and x is the
perpendicular distance from the plane of the coils. If one has two coils instead, each
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(4.6)
Adding the two terms together corresponds to the description of the total magnetic field
of a Helmholtz coil setup, where a uniform field is achieved in a region between centres of
the coils if R = r. If the second term is instead subtracted from the first, one achieves a
constant gradient field Maxwell setup, where the magnetic field is close to 0 in the centre
between the two coils. Given the asymmetric nature of the Maxwell field profile, one
would only expect to be able to measure dynamic behaviour in the rocking curve shifts
if the sample was not fully centred between the two coils. During the actual experiment,
the dimensions of the coil cage were limited by the size of the cryostat, which meant the
radii of the coils did not equal the distance between them. Magnetic field profiles based
on the measured coil dimensions are presented in Fig. 4.6, where it is evident that the
realized magnetic field is not completely uniform in the Helmholtz case.
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Figure 4.6: Left: Magnetic field profile of the Helmholtz coils, with the coils placed
at x = ±1.24 cm. The dashed lines are the calculated curves of the fields induced by
each of the two coils, while the solid line is the sum of the two. The red points show
calibration measurements performed with a Gauss meter and an applied current of 0.4 A.
All theoretical curves have been calculated with a winding number of n = 64, a current of
I = 0.4 A, a coil radius of R = 1.60 cm, and a distance between the coils of r = 2.48 cm.
These values were measured from the actual experimental setup and have errors of 0.05 cm.
Right: Magnetic field profile of a Maxwell coil setup with coils of the same physical
dimensions. A current of 0.2 A was used to calculate the theoretical curves and perform
the experimental calibration.
A rectangular pulse shape was employed for the input signal. Fig. 4.7 shows oscilloscope
measurements of the incoming and outgoing signals from the coils, which makes it clear
that there is an inherent electronic delay of about 100µs. This time scale is much shorter
than the relaxation times of the FLL reported by Mühlbauer [45], affirming that the
electronic delay should not affect the dynamic FLL measurements. The critical parameters
of the coils are reported in the caption of Fig. 4.6. During the calibration of the Helmholtz
setup, applying a 100 mHz 40 mVp2p signal was seen to result in a measured current of
0.4 A and a magnetic field, measured with a Gauss meter at the sample position and
reported as the peak to peak value, of 1.04 mT. Hence, the voltage needed for a specific
AC field was estimated through the ratio 38 mVp2p/mT. Conversely, the signal generator
could resolve the given input voltage down to 1 mVp2p, corresponding to an AC field
resolution of 0.03 mT.
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Figure 4.7: Left: Pictures of the oscilloscope used to measure the square signal gen-
erating the perpendicular oscillating field. In the top picture, the square shape of the
pulses are evident. The two lower pictures show zoom-ins of the pulse edges with time
resolutions of 200µs and 50µs per square. The yellow line is the input from the signal
generator, while the purple line is the signal after it has passed through the coils. The
pictures were taken during experiment H, while running a test with a 4 Hz 100 mVp2p
signal. Right: Simplified schematic of the connections between the oscilloscope, signal
generator and coils.
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4.3.2 Alignment of the sample
The sample mounts were chosen so as to ease the alignment process, since any major
differences between the static field and the 〈100〉 crystallographic directions would make
it impossible to observe the desired vortex morphologies, such as the particularly sensi-
tive high-field square phase [36]. During the first experiment, the sample was glued to a
micro goniometer, kindly borrowed from the HZB Quantum Materials Lab. In this way,
the sample could be pre-aligned with an X-ray Laue camera without having to worry
about the sample shifting during a later glueing process. Furthermore, any misalignment
detected during the experiment could be corrected by pulling the sample stick out of the
cryostat and making the necessary adjustments to the goniometer. A major downside
to this procedure was the time wasted every time the sample stick had to be pulled out
and reinserted into the cryostat. Even though the Laue camera makes it possible to
pre-identify a 〈100〉 direction to within a tenth of a degree, the final alignment observed
during the actual measurements may still be off due to bends in the sample stick. It is
therefore not possible to prevent the need for readjustments with a good pre-alignment
of the sample. For the second experiment with the Helmholtz coils, the sample was at-
tached to an attocube, which via piezoelectric motors made it possible to make in-situ
adjustments of the crystallographic orientation. The schematic inset in Fig. 4.5 illustrates
the sample rotation axes. It is evident that in the parallel setup, the ω- and χ-rotations
are most relevant for the FLL alignment. The ω-alignment corresponds to a rotation of
the sample stick with respect to the applied field and can easily be performed at any
point during the experiment by rotating the stick manually or by driving it with a motor.
The χ-alignment, however, can only be performed via the micro goniometer or attocube,
because the motors of the V4 instrument are unable to rotate the sample and the magnet
independently from one another in this direction.
At the beginning of both experiments, the in-situ neutron alignment was initiated by per-
forming an ωX-scan, where ωX defines a rotation in the ω-direction independently from the
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Figure 4.8: Depiction of the alignment process of a field-cooled FLL, performed with
a field of 200 mT and a sample temperature of 1.6 K. The top left drawing illustrates
the crystallographic directions of the sample, when the [100] direction is pointing out of
the plane. The sample is aligned by first performing an ωX-scan across three symmetry
directions. The lower left plot illustrates how the domain population of two coexisting
domains change as the sample is rotated. The solid parabolic line is a quadratic fit to the
data points within the vertical dashed lines, which represent the points at which the scan
crosses the diagonal symmetry axes. The solid vertical lines denotes the point where the
scan crosses the vertical symmetry axis. Integrated rocking scan detector images from
various points of the alignment scan are shown in the left plots. The same linear colour
scale is used for all four detector plots. Data from experiment M.
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static field. This is not to be confused with the rocking curve ω-scans, where the sample
and the applied field are rotated together. At each specified ωX-angle, a full rocking scan
was measured along both the ω− and χ− rotation axes. By observing symmetry changes
in the integrated rocking curve images, one could determine the point at which the field is
aligned along a high-symmetry crystallographic direction. The main concept behind the
sample alignment is depicted in Fig. 4.8. During both experiments, the alignment was
performed with an applied field of 200 mT and a temperature of 1.6 K, since this should
place us firmly in the Shubnikov regime with a scalene vortex arrangement. The ωX-scan
made it possible to align the sample in the ω-direction and additionally informed us as
to how far off the alignment is in the χ-direction due to the cubic nature of the sample.
The two dotted red lines in the top left panel of Fig. 4.8 show that the horizontal distance
from the diagonal symmetry axis to the vertical symmetry axis is the same as the vertical
distance to the horizontal symmetry axis.
The detector image from Fig. 4.8a shows a vortex structure with a non-symmetric intensity
distribution among the domains, indicating that the field at this sample rotation is far
away from any symmetry direction. Two coexisting domains can be identified based on
the relative intensities of the diffraction spots. The top spots have been labelled as the
top left left (TLL), top left right (TLR), top right left (TRL), and top right right (TRR)
spots. It is evident the bright TLR and TRR spots belong to one vortex domain, while the
less bright TLL and TRL spots belong to a separate domain. As the sample is rotated,
the scalene phase emerges, as is seen in detector image b). The vortex lattice close to the
optimal ωX-alignment is shown in c). If one keeps rotating away from this point, one will
eventually get back to the originally observed vortex structures, as shown in d), though
the majority of the intensity has now shifted to the other domain.
The lower left panel of Fig. 4.8 quantifies the alignment process by showing how the
intensities of the TLL+TRL and TLR+TRR domains changes as a function of the sample
rotation. The intensities have been obtained by fitting 2D Gaussian functions to the
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Table 4.1: Summary of the experimental differences between experiment H and M. The
spherical niobium sample is shown mounted on tap of a copper mount and the micro
goniometer. The white cross marks the [100] direction. The structural transitions, which
we managed to probe with dynamic measurements, are also listed for each setup.
Experiment label H M
Coil setup Helmholtz (uniform) Maxwell (constant gradient)
Sample mount Copper mount on attocube Copper ring on micro goniometer
[100] alignment < 0.1◦ ≈ 1.1◦ off
Structural transitions Scalene → isosceles Scalene → isosceles
Scalene → high-field -
square phase
Cooling procedure Field cooling Field cooling
unless otherwise stated
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integrated detector images using the GRASP Matlab extension [159]. It is evident that
the optimal alignment, where all four top vortex spots are of equal intensity, is achieved at
the minima of the fitted quadratic equation in the figure. Approximately ±1.1◦ away from
this point, kinks are observed in the intensity data, indicating a crossover of a diagonal
symmetry axis. We can, therefore, conclude that the χ-alignment is off by about 1.1◦.
The presented data were obtained during experiment M, where the micro goniometer was
used as a sample mount. Due to time constraints, it was not possible to further readjust
χ at this point, and the final alignment used for the actual measurements therefore ended
up being off by about 1.1◦. The same approach was used during our later Helmholtz
experiment, though the improved experimental setup with the attocube made it possible
to attain an alignment within 0.1◦ of the fourfold direction. A summary of the differences
between the two experiments is listed in Table 4.1.
4.3.3 Observed structural vortex transitions
Before addressing the dynamic aspect of the data analysis, the relevant structural vor-
tex transitions should be identified. During both experiments, temperature and field
scans were performed in an attempt to characterize the behaviour near the scalene-to-
isosceles and the scalene-to-high-field square phase transitions. In Fig. 4.9, time- and
angle-integrated detector images from a temperature scan across the scalene-to-isosceles
transition at an applied field of 200 mT are depicted. At each field and temperature con-
dition, a full ω rocking curve was measured. The depicted data were obtained during
experiment H, with field cooled samples and a perpendicular AC field applied. The AC
field should not affect the static analysis and was only applied in order to get an idea
of how much heating the AC field induces at various cryostat set point temperatures. A
similar temperature scan was also carried out with the Maxwell configuration (Experi-
ment M) and the resulting detector images are shown in Appendix A. From the depicted
detector plots, it is evident that the transition can be quantified by the change of the
vertical FWHM of the upper left (UL) and upper right (UR) spots, see Fig. 4.10. A linear
74
Figure 4.9: Integrated detector images obtained from rocking scans performed at dif-
ferent temperatures, with a static field of 200 mT and an oscillatory field of 1.3% of the
main field. The images to the left have a linear colour scale, while the images to the right
show the same data with a logarithmic colour scale. The beam centres have been masked
out of the plots in the left column for the sake of getting a better view of the diffraction
spots. The dark horizontal line at the bottom half of the detector is caused by a broken
detector tube. The data were obtained from experiment H.
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function with a background term was fitted to both the Helmholtz and the Maxwell data,
resulting in an average transition temperature of 3.4(1) K. This agrees with the niobium
phase diagram of Ref. 139. The data from the two experiments are not completely over-
lapping, which may be related to their different coil configurations, since the AC field can
affect the quality of the FLL and thus the observed spot widths [160]. The slight differ-
ence in sample orientation might also affect the exact location of the scalene-to-isosceles
transition. From the flux density plot of the right panel of Fig. 4.10, it is evident that
the induced fields measured during the two experiments exhibit the same temperature
dependence. The magnetic induction was estimated from each time-and-angle-integrated
rocking curve detector image by fitting 2D Gaussian functions to the diffraction peaks.
Based on the position of the peaks, the size of the unit cell and therefore the magnetic
induction could be calculated. For each temperature and field condition, a minimum of
four peaks were fitted in order to get at least two independent estimates of the magnetic
induction, which then were averaged to obtain the left plot of Fig. 4.10. For the sake of
estimating the critical temperature at 200 mT, the square root of the intensity of the UL
and UR spots have been plotted as a function of temperature in Fig. 4.11. According
to GL theory, the square root of the neutron intensity should decrease linearly close to
Tc. From a linear fit, the critical temperature is estimated as Tc = 5.5(3)K, which again
agrees with the phase diagram of Ref. 139.
Detector images from a static field scan are presented in Fig. 4.12. The depicted data
were obtained from experiment H, with a static field alignment within 0.1◦ of a fourfold
direction and no AC field applied. One sees that the scalene phase with four visible
domains gradually transitions into a square phase with two visible domains. By fitting
2D Gaussian functions to the domain spots, the spot centres were extracted and the exact
angles of the unit cells calculated. These results are shown in the left panel of Fig. 4.13.
At an applied field of µ0H = 330 mT, the angle αa deviates from 90
◦ by 5 standard
errors. When µ0H = 340 mT, αa deviates by less than one standard error, giving a first
76
Figure 4.10: Left: The scalene to isosceles structural transition quantified by the ver-
tical FWHM of the UL and UR spots. The inset shows a detector image of the scalene
phase measured with an applied field of 200 mT and at a temperature of 1.6(1) K. The
vortex spots used for the structural analysis are highlighted with white boxes. The solid
and dashed lines are linear fits with a constant term defined above the transition to the
isosceles phase. The vertical solid line depicts the position of the phase transition deter-
mined from the fits, while the gray area corresponds to ±1 standard error. The AC fields
were generated with 100 mVp2p and 150 mVp2p voltages in the Helmholtz and Maxwell
experiments, respectively. The filled blue circles are results obtained by counting just 10
seconds per angle in the rocking curve, while the empty blue circles originate from data
where each angle has been counted for at least 120 seconds. In the case of the Helmholtz
data, all measurements were obtained with counting times of at least 120 seconds per an-
gle. Right: The temperature dependence of the induction at an applied field of 200 mT.
The black line is a linear fit with coefficients B(T ) = 3.6(2) mT/K·T + 167(1) mT.
Figure 4.11: The square root of the Bragg
peak intensity as a function of temperature.
The intensity was obtained by fitting a 2D
Gaussian with a background term to the UL
and UR spots and calculating a weighted
mean. The data were obtained with an ap-
plied static field of 200 mT and perpendic-
ular oscillating fields with input voltages of
100 mVp2p and 150 mVp2p for experiment H
and M, respectively. A linear function has
been fitted to the data points above 4K. The
dashed line marks the critical temperature,
and the shaded area indicate the standard
error.
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Figure 4.12: Images obtained from integrated rocking scans measured at a temperature
of 1.55(1) K and varying static fields. A background measurement performed at a tem-
perature of 10 K and a static field of 200 mT was subtracted from the data. Poisson noise
at the centres of the detector images was masked out. The depicted data were collected
at experiment H.
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Figure 4.13: Left: The scalene to high-field square structural transition as depicted
through the angles αa and βa. The angles are defined in the inset figure. The inset is
from Ref. 139. The coloured solid lines are fits, as defined in Eq. (4.7). The vertical
solid line marks the transition from the scalene to high-field square phase. Right: The
magnetic induction as a function of the applied field. The solid line is a linear fit, B(H) =
1.10(2)µ0H − 44(6) mT. In both plots, the error bars are smaller than the used plot
markers.
indication that the high-field square phase locks in between 330 and 340 mT. For the sake
of determining the transition field, we fitted the following power law functions to our data:
αa(H), βa(H) =

Aa + Ca · (Hs −H)γa H < Hs
Aa H > Hs
(4.7)
where Hs, Aa, Ca, and γa are fitting parameters. The transition field to the high-field
square phase, Hs, was determined as 327(3) mT based on the αa angles and 330.0(1) mT
based on the βa angles, resulting in an weighted mean value of Hs = 330.0(1) mT. The
exponents of the two fits were determined as 0.47(3) and 0.6(1). In the right panel of
Fig. 4.13, the induction increases linearly with the applied field. This confirms that we
are exploring a part of the niobium phase diagram which is firmly outside the IMS, where
the induction is constant as a function of the applied field [140].
It should be noted that the 327(3) mT transition field determined from the data in
Fig. 4.13 is highly dependent on how well one can tell different diffraction peaks apart.
In some cases, diffraction spots can appear elongated, indicating that it is actually made
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Figure 4.14: Zoomed-in views of
the TLL, TLR, TRL and TRR spots
from the 330 mT and 340 mT de-
tector images from the static field
scan of Fig. 4.12. A 10 K back-
ground measurement has been sub-
tracted from the data, and the two
plots share a common linear colour
bar. The depicted data was col-
lected during experiment H.
up of several vortex domains, which the detector resolution is too poor to resolve. This
causes some ambiguity in the determination of the phase transition, as the decision to fit
one or two Gaussian functions to a given spot introduces an implicit assumption about
the symmetry of the FLL and affects the determined spot position(s) and subsequent cal-
culated angles. The shape of the top spots at applied fields of 330 and 340 mT are shown
clearly in Fig. 4.14. Here it is evident that the 330 mT spots are elongated compared to
the rounder 340 mT spots. It is therefore likely that the transition field in reality is higher
than the earlier determined value of 327(3) mT and instead resides somewhere between
330-340 mT.
4.3.4 Stroboscopic measurement procedure
The stroboscopic measurements were performed by field cooling the niobium sample, ap-
plying the perpendicular oscillating field, and performing an ω-rocking scan through the
Bragg conditions of the vortex domains. The essence of the extraction of dynamical fea-
tures is summarized in Fig. 4.15. Each vortex domain has varying intensities through
the ω-rock and achieves maximal intensity exactly at the domain Bragg condition. The
change in direction of the applied field means that the vortex positions, and correspond-
ingly the Bragg condition, shift as a function of time. Due to the time-stamping of the
neutrons, the obtained ω-rocking curves can be split into a number of time channels, as is
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shown in the surface plots. In this case, 100 time bins were used for each measurement,
corresponding to bin sizes of 5 ms for a frequency of 2 Hz.
The change in the Bragg condition is identified by tracking the changing centres of the
rocking curves. In the middle panels of Fig. 4.15, rocking curves from five selected time
channels are shown. It is evident that the whole curve shifts as a function of time and that
each rocking curve seems to be characterized by two length scales. Namely, we observe a
long range order making up the bulk of the peak as well as a short range order contributing
to the shoulders of the rocking curves. The middle row plots of Fig. 4.15 show that the
rocking curve profiles change as a function of time, indicating that the two distributions
do not move coherently and that the overall order of the FLL therefore changes as a
function of time. In the 4.4 K data a two-peaked rocking curve is observed at 20.4 ms
after the initial angle shift. This supports the view that two independent distributions,
and not just a single asymmetric Pearson-type distribution, are needed to fit each rocking
curve profile. Therefore, the centres of the two distributions are obtained by fitting the
























where ωc1 and ωc2 are the two centres of the rocking curve, s1 and s2 are the scaling factors
of each respective Gaussian, and σ1 and σ2 are the two different widths. The parameter
BG is a background term, which is needed if a background measurement has not been
subtracted from the data. The long-range rocking curve centres are shown as a function
of time in the bottom panel of Fig. 4.15, which can be used to extract the relaxation time
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(4.9)
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Figure 4.15: Top row: The angle- and time dependence of the neutron intensity
obtained from rocking curves measured at temperatures of 1.6 K and 4.4 K. The intensities
were collected from the UL diffraction spot. Middle row: Rocking curves from selected
time channels from the two different temperature measurements. The solid line is a
double-Gaussian fit, as defined in Eq. (4.8). The times in the legends refer to offsets from
the start of the angle shift as determined from fits in the bottom row. Bottom row: The
change of rocking curve centres as a function of time. The red solid line corresponds to a
fit based on Eq. (4.9). All data in this figure are from experiment H. The vertical dashed
lines mark the times at which the rocking curves from the previous row where extracted.
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The fit-function describes the behaviour before the start of the pulse, in the middle of
it, and after the FLL has relaxed back to the equilibrium. The parameter ω0 is the
background term corresponding to the unperturbed Bragg condition. The parameter A
describes how far the Bragg condition has been pulled in degrees, which gives an indication
of the softening of the lattice. The parameters th and ts define the duration of the pulse
and beginning time of the angle shift, respectively. The start of the angle shift is found by




, where f is the frequency of the AC field.
4.4 Dynamical properties extracted from SANS
4.4.1 Temperature scan across the scalene to isosceles transition
Characteristic time scales
Fig. 4.16 depicts the temperature dependence of the characteristic time scales of the
niobium FLL measured with both coil configurations and a static field of 200 mT. The
analysis is based on the rocking curves of the UL and UR spots, as defined in Fig. 1. AC
voltages of 100 mVp2p and 150 mVp2p were used for the Helmholtz and Maxwell setups,
respectively, and AC frequencies of 2 and 4 Hz were employed. The data was in all cases
binned into 25 bins, corresponding to bin sizes of 20 and 10 ms, respectively. In the case
of the Helmholtz setup, the 100 mVp2p voltage generates a magnetic field with an ampli-
tude of 2.6 mT, corresponding to 1.3 % of the static field. The Maxwell coil setup will,
provided the sample is fully centred, generate no field at the centre between the coils. The
sample should, however, experience a constant field gradient of about 0.4 mT/cm. As is
listed in Table 4.1, the best alignment achieved with the Maxwell setup was within 1.1◦
of a 〈100〉 direction. With the Helmholtz setup we achieved a better alignment of 0.1◦ of
〈100〉. However, in order to get more comparable to results between the two experiments,
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Figure 4.16: The characteristic time scales extracted from temperature scans at an
applied field of 200 mT and with different AC coil configurations. The time constants τd
and τu were found by fitting the function in Eq (4.8) to the experimental data. The solid
lines are linear interpolations and have been inserted to guide the eye.
the attocube was used to rotate the sample such that the alignment was roughly 1◦ off
during the temperature scans of the Helmholtz experiment too.
The time scales related to pulling the vortices out and letting them relax back into their
equilibrium positions, τu and τd, are the same within errors. This is unlike what was
observed in the Mühlbauer experiment, where the time scales associated with pulling
the vortices out of their equilibrium position were found to be much shorter (∼ 50 ms)
than the time scales related to letting them relax back (∼ 500 ms). It is worth consider-
ing whether this discrepancy is caused by different experimental parameters or inherent
different sample characteristics. The niobium sample investigated in the Mühlbauer ex-
periment is of higher purity (RRR ≈ 1000) [45] than our niobium sample (RRR ≈ 450).
In terms of the experimental setup, Mühlbauer applied the static field along a twofold
〈110〉 axis compared to our fourfold 〈100〉 axis. Both experiments employ a perpendicular
AC field, however Mühlbauer used a larger amplitude of 5 mT and a much lower frequency
of 0.2 Hz. The lower repetition rate leaves longer time for the FLL to relax into an equi-
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Figure 4.17: The abso-
lute magnitude of the shift
of the long-range rocking
curve centres as a func-
tion of the sample tem-
perature, as extracted with
the fit function defined in
Eq. (4.9). The error bars
are smaller than the sym-
bol size.
librium position. In the case of our experiments, frequencies of 2 and 4 Hz corresponds to
time periods of 250 and 125 ms between each field change in the perpendicular AC field.
Hence it is effectively impossible to measure the reported relaxation rates of ∼ 500 ms with
our experimental parameters. However, our angle shift curves, such as the ones shown in
the bottom panels of Fig. 4.15, do appear to be fully relaxed before each new measure-
ment cycle begins, and we can therefore assume that our measured time constants are
not limited by the frequency. The 2 Hz 1.6 K curve (left panels of Fig. 4.15) exhibits some
of the faster dynamics we measured and therefore has the best conditions for reaching
a fully relaxed state, and even in this case we see that τu and τd are the same within errors.
Another discrepancy between the two studies is the overall temperature-dependence of
the time constants (Fig. 4.16). Our time constants are seen to increase monotonically
with temperature across both coil configurations and all frequency settings, which is the
exact opposite behaviour observed experimentally in the study of Mühlbauer. Thus the
Mühlbauer results indicate that the FLL gets stiffer at higher temperatures, which is in
line with the uniform (k = 0) elasticity description, c44 ≈ BH [9]. Our results, contrarily
indicate that the lattice gets softer. This is corroborated by Fig. 4.17, which shows that
the rocking curve centres shift with increasingly larger amplitudes as the temperature
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increases.
Time-dependent behaviour of rocking curves
We now look more carefully at the parameters of the rocking curves. An interesting
aspect of the temperature data, which was already evident in the example analysis plots
of Fig. 4.15, is the shape and intensity behaviour of the ω-rocking curves as a function of
time. As was pointed out, the rocking curves do not maintain a constant shape, which is
also shown in the plots of Fig. 4.18. The time-averaged intensities of the long-range order
peak, s1, decrease with increasing temperature, as is expected as one approaches Tc. As
a function of time, s1 drops at the onset and end of each angle shift. Simultaneously,
the long-range order peak width, σ1, is seen to increase, suggesting a loss of order. The
reduction of the long-range order can be caused by surface currents opposing the changing
field [161] or by flux cutting phenomena (cf. Section 1.4.1). The latter is possible if the
deformation of the FLL is non-local (k 6= 0), meaning that all flux lines are not pushed
an equal amount and therefore could end up at an angle with respect to one another.
The peak intensity and width of the short-range order, s2 and σc2, is seen to show the
inverse time-dependent behaviour of the same properties of the long-range order peak.
When adding s1 and s2 together, one achieves a roughly constant scattering intensity as
a function of time for the different temperatures (cf. Fig. 4.19). This implies that we have
a constant amount of scatterers as a function of time, making flux cutting annihilation
events more unlikely. The final two panels of Fig. 4.18 show that both the long-range and
short-range order peak positions exhibit dynamic behaviour. In the previous section the
time constants were extracted based on the changing ωc values of the long-range order
peak. If one tries to fit the ωc-curve of both the long- and short-range order at 4.4 K, one
gets respective average time constants of 44(1) ms and 32(4) ms.
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Figure 4.18: Time-dependent information extracted from fitting Eq. (4.8) to the rocking
curves of the Helmholtz coils temperature scan. The plots display a) intensity s1 of the
long-range Gaussian peak, b) intensity s2 of the short-range Gaussian peak, c) peak width
σ1 of the long-range peak, d) peak width σ2 of the short-range peak, e) peak position of
the long-range ordered peak, and f) peak position of the short-range ordered peak. In
subplot d) and f), only three curves are shown for clarity.
87
Figure 4.19: The total scattering intensity
extracted from the rocking curves of the UL
and UR diffraction spots when adding the
long-range order intensity and short-range
order intensity together. Obtained from
measurements with the Helmholtz configu-
ration, a 200 mT applied field, and a 2 Hz
100 mVp2p AC field.
Correlation lengths
The rocking curve standard deviations given in Fig. 4.18 have not been corrected for the
instrumental resolution and are therefore not a true reflection of the amount of disor-
der along the flux lines. To account for the detector resolution, one needs to refer back
to the theoretical expressions for the rocking curve width, Wω, and radial spot width,
Wr, given in terms of the parameters a, b, and c in Section 3.1.2. Here, a refers to the
angular spread of the beam and c is related to the wavelength spread and the width







q . In the parallel scattering geometry, the pa-
rameter b expresses the disorder along the flux lines. The parameter a is based on the
experimental geometry described in Section 4.3 and is calculated to have a width of
a ≈ 0.05 m/16 m = 0.003125 rad= 0.179◦. The two other parameters, b and c, can then
be determined by solving the system of two equations containing the expression for Wω,
Eq. (3.14), and Wr, Eq. (3.15). The rocking curve FWHM is related to the standard
deviations of Fig. 4.18 as Wωi = 2
√
2 ln 2σi. For every temperature, the radial width
was determined by summing the intensities in each time slice over all angles and fitting
a 2D Gaussian to the TM spot. The vertical FWHM of the TM spot then corresponds
to the radial width, which is shown as a function of time and temperature in Fig. 4.20.
Overall, one sees no clear time dependence, which may be an effect of the lower in-plane
resolution in the parallel geometry. The horizontal lines of the figure have been calculated
from Eq. (3.15) assuming no spread in the scattering vector, Wq = 0, and extracting the
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Figure 4.20: The radial width of the TM
diffraction spot (vertical FWHM) as a func-
tion of temperature. The data was collected
with the Helmholtz coil setup with a static
applied field of 200 mT and an oscillating
field with a frequency of 2 Hz and an am-
plitude of of 1.3% of the static field. The
horizontal lines are the expected static values
for Wr calculated from Eq. (3.15) assuming
Wq = 0.
parameter b from the rocking curve widths. The high temperature radial widths are seen
to have the same magnitude as the Wq = 0 lines, indicating that it will be impossible
to extract the correlation lengths in the direction of q for these temperatures. Only the
radial widths measured at 1.6 K and 2.4 K appear significantly larger than their corre-
sponding Wq = 0 lines, meaning that the spot widths in these cases are not dominated by
the instrumental contributions. The time-integrated radial width is at 1.6 K found to be
0.184(2)◦, 0.206(2)◦, and 0.205(3)◦ for measurements collected with no AC field, a 1.3%
2 Hz AC field and a 1.3% 4 Hz AC field, respectively. Thus, a slight widening of the radial
peak width is observed as a result of the oscillatory field.
The resolution corrected rocking curve widths are shown in the top row of Fig. 4.21. One
should note that the same radial widths have been used to solve the system of equations
for the long and short range order, given that it is not possible to separate their con-
tributions to the diffraction spot widths. This may therefore affect the accuracy of the
corrected rocking curve widths. In general, as was observed in Fig. 4.18, the long-range
order widths spike at times corresponding to changes in the angle shifts as induced by
the AC field. The correlation lengths along the flux lines are calculated as ξLi = 1/(biq),
where q is the length of the scattering vector [162]. In studies where the experimental
rocking curve width is extracted from a Lorentzian width, the correlation length is instead
calculated as ξL = 2/(bq) [122]. Our correlation lengths are shown as calculated from the
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long and short-range order Gaussian widths in the bottom row of Fig. 4.21. On average,
longer correlation lengths are observed for both the long- and short-range order at higher
temperatures in the isosceles phase. However, the high-temperature data also show more
distinct time-dependent behaviour, most likely as a result of the lattice softening that was
already documented in Fig. 4.17.














where c was found by solving the system of equations defined by the expressions for Wr
and Wω1 , ∆λn/λn = 10% and θB is the Bragg angle. The resulting corrected widths, which
provide a measure for the correlation lengths in the direction of q, are shown in Fig. 4.22.
The Wq widths are for all temperatures above 2.4 K seen to be rather noisy and in some
case zero within error bars. It should be noted that the errors of Wq have been calculated
based on the experimental errors of the rocking curve widths, Ww, and radial widths, Wr,
but do not include any potential variation in the instrumental parameters such as the
wavelength spread ∆λn/λn or angular spread, a. Given that Wq is very sensitive to these
instrumental parameters, the errors of Fig. 4.22 are most likely underestimated and the
Wq values may be inaccurate. Hence, this section illustrates how the parallel scattering
geometry is sub-optimal for analyzing the in-plane correlations.
4.4.2 Field scan across the scalene to high-field square transition
The time constants extracted from field scans performed at temperatures of 1.6 K are
shown in Fig. 4.23. The voltage of the AC field was changed during the Helmholtz field
scan such that the amplitude of the AC field was kept at a fixed percentage of 1.1% of the
applied static field. For the investigated applied static fields of 200 mT, 275 mT, 320 mT,
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Figure 4.21: a) and b) The resolution corrected rocking curve widths of the the long
and short-range order. c and d) The correlation lengths along the flux lines as calculated
from the corrected rocking curve widths. Correlation lengths were only calculated for the
measurements obtained at 1.6 K and 2.4 K, because only these data set had reasonable
errors.
Figure 4.22: The width in the direction of
scattering, Wq, obtained by correcting the
radial width, Wr, for the instrumental reso-
lution as a function of time. This width is a
measure for the correlations along the same
direction.
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325 mT, 330 mT, and 350 mT we employed respective voltages of 86 mVp2p, 120mVp2p,
137mVp2p, 139mVp2p, 141mVp2p, 150mVp2p with a 1 Hz frequency. For the Maxwell
setup, we used a constant voltage of 150mVp2p and a frequency of 6 Hz for all applied
fields in the field scan. The Helmholtz results were obtained with an alignment of 0.1◦
within a 〈100〉 direction, while the Maxwell data was 1.1◦ off. The two time-scales, τu
and τd, agreed within errors for each measurement condition, and a weighted average
has therefore been taken to improve the precision of the results. Because of the sub-par
sample alignment, the high-field square phase was not observable with the Maxwell coil
setup, and the corresponding field scan was therefore limited to a static field of 300 mT.
At increasing induced fields the counts in the rocking curves decrease because of the
decreasing magnetic form factor, which explains the large error bars observed at large
inductions. As a result of the decreasing form factor, we only had time to carry out a
single dynamic measurement in the high-field square phase, which took around 6 hours
to measure in total. This single point does not diverge significantly from the previous
measurements in the high-field scalene phase and does therefore not indicate any unique
dynamic behaviour in the square phase. Fig. 4.24 shows that the amplitude of the angle
shift linearly increases across the phase transition.
As was the case for the temperature data, the general trend of the field scan data goes
directly against what has been observed by Mühlbauer et al. [45], who found that the time
scales of the niobium FLL decrease as a function of time. Thus our results do also not
agree with the predictions of uniform elasticity theory, c44 = BH [9], given that the elas-
tic moduli is inversely correlated to the time constants (cf. Eq. (4.4)). Theoretically, one
can find increasing time constants with increasing fields through the anisotropic elasticity
description, cf. Sec. 1.3.2. According to this description, the c44 and c66 elastic moduli
should decrease at higher inductions, translating into longer relaxation times as was ob-
served in our results. However, the anisotropic elasticity description still does not account
for the frequency dependence observed in the dynamic temperature scan of Section 4.4.1.
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Figure 4.23: Characteristic time scales extracted from field scans at 1.6 K. The presented
time constants are the weighted means of τu and τd as determined from the UL and UR
diffraction spots. The Helmholtz field scan was performed with a 1 Hz perpendicular
AC field, which had a magnitude of 1.1% of the main field. The values of the induced
field in the sample are based on the data in the right panel of Fig. 4.13. The shaded grey
area denote the location of the isosceles-to-high-field square transition within ±1 standard
error. As was noted based on the detector images of Fig. 4.14 the actual transition may
lie at slightly higher field values. The solid black lines serve as visual guides.
To support the idea that the discrepancy between our results and uniform elasticity the-
ory is a result of anisotropy effects along the fourfold axis, we compare our results to a
similar unpublished dynamic study of a cylindrical vanadium sample. The experiment
was carried out at the V4 instrument by E. Tekin and M. Laver. The static field was in
this case applied along a threefold 〈111〉 crystallographic direction, while the oscillating
field was induced by Helmholtz coils and applied along 〈11̄0〉. A collimation and sample-
to-detector distance of 16 m was used along with a neutron wavelength of λn = 10 Å. The
investigated vanadium sample is the same sample investigated in Ref. 76 and is presented
in more detail in Chapter 5. The RRR of the sample is estimated to be in the range of
50-100 making it more impure than both our own and the Mühlbauer niobium sample.
An example detector image from this experiment is shown in Fig. 4.25, where a single
vortex domain is observed with an equilateral triangular half-unit cell. The vortex unit
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Figure 4.24: Absolute magnitude of the
shift of the rocking curve centre as a function
of the sample induction. The induction val-
ues at a given applied field, B(H), has been
calculated as according to the calibration in
Fig. 4.13. The grey area denotes the struc-
tural transition from a scalene to a high-field
square phase.
Figure 4.25: Integrated rocking
curve detector image measured with
the vanadium sample, a sample
temperature of 1.6 K and an applied
field of 200 mT along a 〈111〉 crys-
tallographic direction. The colour
scale is logarithmic.
cell was not observed to change shape during the vanadium experiment. The same hexag-
onal vortex morphology has previously been observed in niobium at all temperatures and
field values, provided the field is parallel to a 〈111〉 direction [8].
A comparison between the dynamic behaviour observed during the niobium Hstat ‖ 〈100〉
experiment and the vanadium Hstat ‖ 〈111〉 experiment is carried out in Fig. 4.26. During
both experiments, the amplitude of the angle shift increases with the applied field, while
the evolution of the time constants show opposing behavior. The time constants measured
during the vanadium experiment are shown as a function of the induced field in Fig. 4.27.
Here, it is seen that the vanadium time constants decrease as a function of increasing
field, similarly to the behaviour observed during the Mühlbauer experiment. Hence,
the field and temperature trends observed in Figs. 4.16 and 4.23 during our experiment
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Figure 4.26: Comparison between the dynamic behaviour of the FLL in niobium with
the static field applied along 〈100〉 and the FLL in vanadium with the static field applied
along 〈111〉. A Helmholtz coil setup has been employed for both experiments and all
measurements were carried out at an temperature of 1.6(1) K.
Figure 4.27: The time constants
extracted from the vanadium data
as a function of the induced field.
The presented time constants were
averaged over τu and τd extracted
from the UL and UR spots. The
field scan was carried out at a tem-
perature of 1.6 K with an oscillat-
ing field amplitude of 1.2(1)% of the
static field and a frequency of 8 Hz.
appear to be unique to crystallographic directions where anisotropic behaviours are most
apparent, such as 〈100〉 directions. The time constants related to either pulling the vortices
out or letting them relax back into the Bragg condition were observed to be the same
within errors during both the fourfold niobium and threefold vanadium experiments. The
asymmetry in the Mühlbauer time constants can therefore most likely be asserted to be
an effect of the intermediate mixed state explored during that experiment.
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4.4.3 Non-local behaviour of the FLL
In this section, we investigate the “non-local” properties of the niobium FLL. By non-local
we here mean whether different domains display differing time-dependent behaviour. In
the detector plot of Fig. 4.28, different areas of the detector image are marked, wherein
the intensity has been integrated as a function of time and ω-angle. The time-dependent
behaviour of the corresponding rocking curve centres are shown in the same figure along
with a table of the extracted time constants. The boxes split the UL and UR diffraction
spots into several domains, which would have been more visible with a better resolution,
cf. Fig. 4.1. As is evident from the relative intensities, box 1 and 4 cover spots from one
domain, while box 2 and 3 cover spots belonging to another.
Diffraction spots from different domains are seen to exhibit differing time constants.
Meanwhile, diffraction spots belonging to the same domain but appearing at different
q-vectors are seen to have time constants that agree within errors, indicating that a
Lorentz rescaling cannot account for the observed differences. To fully rule out the pos-
sibility of a Lorentz factor affecting the time-dependent analysis, 2D Gaussian functions
have been fitted to the different diffraction spots as a function of time, cf. Fig. 4.29. A
Lorentz factor can only affect the time-dependent analysis if the spot position on the
detector change as a function of time, but Fig. 4.29 shows that this is not the case.
Box 5 and 6 cover diffraction spots further out on the detector plane. The rocking curves
extracted from these spots are seen to result in much larger time constants than what has
been seen from the first four spots. The lack of uniformity in the time constants supports
the notion from the previous sections, which concluded that the vortices do not move in
a coherent elastic way. Instead we here see indications of different parts of the FLL in
the sample moving with different characteristic time scales.
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Figure 4.28: Investigation of whether the extracted time constants are sensitive to
specific vortex domains or the position of a diffraction spot on the 2D detector. This
analysis is based on data collected with a 200 mT applied field, a sample temperature of
1.6 K, and a perpendicular oscillatory field with a frequency of 4 Hz and an amplitude of
1.3% with the Helmholtz coil setup. The sample alignment was during this measurement
1.1◦ off a fourfold direction. The top panels show the time evolution of the rocking curve
centres, ωc, based on different areas of the detector. The figure on the lower left panel
depicts and labels the areas on the detector that has been integrated as a function of
time. The table in the lower right panel depicts the resulting time constants (averaged
over τu and τd, which in all cases where the same within errors) for the different areas as
well as the length of the q-vector for each spot, as determined from a 2D Gaussian fit.
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Figure 4.29: The coordinates (qx, qy) of the difraction spot centres as a function of
time. The coordinates have been determined by fitting 2D Gaussian functions to the
angle-integrated time-slices of the diffraction spots marked with boxes in Fig. 4.28.
4.4.4 Diffuse scattering
Indications of different kinds of diffuse scattering are observed in our data. The first
kind is the appearance of the extra short-range order in the rocking curves of the first
order diffraction peaks, as has been discussed in Section 4.4.1. Comparisons between
rocking curves obtained with and without an AC field are made in Fig. 4.30, where only
the curves with the AC field are seen to exhibit a short-range order. In general, the AC
curves are seen to be broader, indicating an increased disorder of the FLL. At the same
time, however, the AC curves are observed to have an overall larger integrated intensity.
This extra intensity may be a result of the oscillating field improving the long-range inter-
vortex order, an effect which will be further explored in Chapter 5. The appearance of
a short-range order in experimental rocking curves was previously reported in Ref. 122,
where the extra weight in the tails of the rocking curves was interpreted as a sign of the
2H-NbSe2 sample having entered the plastic regime after applying an external DC current.
The second kind of apparent diffuse scattering referred to in this text is the vertical diffuse
streaks observed in the detector planes during both the Helmholtz and Maxwell experi-
ment. Fig. 4.31 shows that the diffuse streaks are enhanced by the AC field. Unlike the
first kind of diffuse scattering, which appears at the approximately same q-vectors as the
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Figure 4.30: Depiction of the first kind of diffuse scattering discussed in the text. Time-
integrated UR rocking curves obtained with and without a 2 Hz 100 mVp2p AC field show
that the AC field contributes to the observed extra weight in the tails of the AC rocking
curve peak. The solid lines are single (double) Gaussian functions fitted to each rocking
curve without (with) an AC field applied.
Figure 4.31: Depiction of the second kind of diffuse scattering discussed in the text.
Left: Integrated rocking curve detector image obtained with a static field of 200 mT, a
sample temperature of 3.5 K and no AC field. Right: Integrated detector image obtained
at the same static field and temperature conditions, but now with a 1% 4 Hz AC field
applied. The depicted data are from experiment H.
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Figure 4.32: Characteristics of the diffuse vertical stripes appearing between the vortex
diffraction spots in both experiment M and H. a)-b) Examples of time-integrated rocking
curves of the ML and MR areas. All rocking curves have been fit with a double Gaussian,
as according to Eq. (4.8). c)-d) The change in the long-range peak position of selected
data sets as a function of time.e)-f) The time-integrated rocking curve intensity as a
function of temperature.
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vortex spots and therefore has the approximately same underlying structure, the diffuse
streaks exhibit a range of different scattering q-vectors and may therefore be the result
of a different lattice structure. Fig. 4.32 depicts an investigation of the general behaviour
of the diffuse streaks, where they are seen to exhibit rocking behaviour as well as a time-
dependent behaviour similar to the short- and long-range order of the Bragg peaks. In
many ways, the apparent stripey diffuse scattering therefore appears to behave dynam-
ically like the UL and UR peaks. It is hence possible that the extra intensity between
the peaks is not a result of diffuse scattering, but is rather the signature of a minority
domain that becomes more visible when the lattice is pulled away from the fourfold axis.
In Fig. 4.33 this idea is tested by seeing how the intensity of the ML and MR areas change
as a function of angle in the alignment ωX scans. In a dynamic measurement performed at
200 mT and a temperature of 3.3(2) K, the integrated intensity in the ML and MR areas
was found to be 2.9(1) times higher than in the static case. If the perpendicular 1.3%
field was static, one would expect a shift in the flux lines of 0.7◦ from the fourfold axis.
According to to the analysis of the ML and MR intensities in Fig. 4.32, one can expect an
angle shift of about 0.4◦ with an oscillating field at temperatures around 3 K. This shift
is consistent with the shift extracted from the UL and UR peaks in Fig. 4.17, where a
shift of about 0.38(1)◦ is expected at a temperature of 3.3 K. Inserting this data point in
Fig. 4.33, one sees that it fits within the 95% confidence interval of the ωX-scan fit. It is
therefore possible that the pulling of the AC field contributes to the intensity in this region.
The static rocking curves of Fig. 4.32 have been fit with the same double Gaussian func-
tion as the other rocking curves of this chapter, Eq. (4.8). For the Helmholtz data, the
averaged widths of the static 3.1(3) K rocking curves are σ1 = 0.47(3)
◦ and σ2 = 2.2(4)
◦.
These widths are significantly larger than the widths reported for the UL and UR spots
in Fig. 4.18 and therefore indicate that the structure associated with the ML and MR
intensities has shorter correlation lengths than the main vortex lattice structure. The
stripey nature of the scattering on the detector image makes it impossible to fit a 2D
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Figure 4.33: The integrated intensities of
the ML and MR boxes marked in Fig. 4.31
as a function of the angle shift from a four-
fold axis. The black point are data obtained
from a static ωX-scan performed at an tem-
perature of 1.6 K and with the χX alignment
being 1◦ off 〈100〉. The red line is a second
order polynomial fit and the shaded area cor-
responds to a 95% confidence interval. The
green star is the ratio between the dynamic
and static measurements of the ML and MR
intensities, as obtained at an applied field
of 200 mT and a temperature of 3.3(2) K.
The dynamic data was obtained with the
Helmholtz coils and an AC field with a fre-
quency of 4 Hz and an amplitude of 1.3%.
Gaussian function to extract an in-plane width. As such, it is not possible to correct for
the instrument resolution in the same way it was for the UL and UR temperature scan
data in Section 4.4.1. Using the uncorrected widths, a rough estimate for the long-range
correlations of the ML and MR spots is ξL = 1/(b1q) = 0.9(1)µm, where b1 = 2
√
2 ln 2σ1
and q = 0.0059(1) Å−1 is the mean distance to the centre of the stripey regions. The
estimated longitudinal long-range correlation length of the ML and MR regions is thus
shorter than the longitudinal short-range correlations reported for the UL and UR spots
in Fig. 4.21. The estimated short-range correlation length of the ML and MR regions can
similarly be estimated to be 0.19(3)µm. While some added intensity could result from a
minority domain, the correlation length analysis shows that the ML and MR intensities
additionally posses some disordered, diffuse nature, likely being the result of a shearing
of the lattice. In addition to the stripes of scattering observed between the UL and LL
spots, a similar stripe of scattering is also observed between the TM and BM spots. This
stripe cannot stem from minority domain, confirming that some of the intensity of the
stripe features must come from other sources.
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4.5 Summary
The dynamic behaviour of a pure (RRR ≈ 450) niobium sample along a fourfold 〈100〉
symmetry axis was investigated via time-resolved SANS. From a static analysis, a number
of structural vortex transitions resulting from the anisotropic Fermi surface of niobium
was first identified. We identified a scalene-to-high-field square transition at an applied
field of 327(3) mT from a field scan at 1.6 K, as well as a scalene-to-isosceles transition at
3.4(1) K from a temperature scan at 200 mT. Afterwards, dynamic SANS measurements
were carried out across the structural transitions.
A small perpendicular AC field was used to push the vortices away from their equilibrium
position, making it possible to measure the characteristic time scales of the FLL every
time the field changed. Both a Helmholtz and a Maxwell coil configuration were used to
induce the AC field. The dynamic behaviour observed via both coil configurations was
found to be dramatically different from previous investigations of the niobium FLL [45].
This discrepancy was partially explained by employing anisotropic elasticity theory in-
stead of the uniform (k = 0) elasticity used to interpret the results of Ref. 45. However,
our results also showed indications of non-elastic behaviour given the observed frequency
dependence in the temperature scan. Another interesting phenomena was observed due
to the numerous domains, which are present in niobium when the field is aligned along the
fourfold direction. The different domains were observed to have differing time constants,
with the majority domains possessing faster time scales than the minority domains. This
again goes against a simple elastic picture where the all flux lines of the entire FLL is
moving coherently together and instead indicates that flux lines in different parts of the
samples are moving with different time scales.
A main goal of our investigations was to see whether the vortex lattice softened near
structural phase transitions. Our data showed no indication of this. Instead the ex-
tracted time constants appeared to increase continuously and monotonously across the
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Table 4.2: This table summarizes the main results from the experiments discussed in
this chapter. Two of the experiments were performed for the scope of this work, while
experiment V was carried out before the start of this thesis. The first half of the table
lists sample properties and experimental parameters, while the second half describes the
dynamic behaviour of the FLL observed in each of the experiments.
Experiment Exp H Exp M Exp V Mühlbauer
Reported in This work This work This work Ref. 45
Sample type Niobium Niobium Vanadium Niobium
RRR 450 450 50 - 100 1000
Hstat alignment 〈100〉 〈100〉 〈111〉 〈110〉
AC frequency (Hz) 1-4 4 8 0.2
τ vs. T Increasing Increasing Decreasing Decreasing
τ vs. Hstat Increasing Increasing Decreasing Decreasing
Diffuse scattering in
rocking curve?




yes yes no no
phase transitions with increasing field and temperature.
A summary of our results and comparisons to other studies can be found in Table 4.2. It
is evident that the temperature- and field-dependent behaviour of the time constants is
unique to our experiment and is therefore likely a result of the orientation of the static
field. The same can be said the the diffuse scattering, which has also only been observed
in the present dynamic SANS measurements.
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CHAPTER 5
METASTABLE STATES IN VANADIUM
5.1 Introduction
In this chapter, SANS and µSR investigations of the vortex phase diagram of impure
vanadium samples are presented. The main motivation was to better understand the
phase diagram of impure vanadium, which serves as a model system for understanding
how impurities affect crystalline order in general. Specifically, we wanted to better under-
stand the nature of the Bragg glass and vortex glass by measuring the vortex correlations
near the order-to-disorder phase transition. We also wanted to better understand the
metastable nature of the vortex glass by investigating how well the order of a disordered
FLL can be restored by applying a perpendicular magnetic AC field.
Through a series of rocking curve SANS measurements of the vanadium sample with
varying AC amplitudes, we managed to systematically show how applying a magnetic AC
field can result in increased rocking curve intensities along with decreased rocking curve
widths. It was observed that the restoring effect is stronger at lower temperatures, where
temperature fluctuations are less likely to help the system escape from metastable states.
The longitudinal correlations of the vortices were observed to decrease as the order-to-
disorder line was approached, indicating that the vortex glass is dominated by short-range
correlations.
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The order-to-disorder line was mapped out via a series of field and temperature scans with
a perpendicular oscillatory field applied to reach the ground state of the system. Overall,
we found that the experimental order-to-disorder line did not appear to be consistent with
a multidomain glass description. Unfortunately, the errors of the transition temperatures
were too large to decisively determine whether the vanadium phase diagram contained a
tricritical point. Complementary to the SANS investigations, µSR was also used to map
out the phase diagram. The field distributions extracted from the µSR measurements at-
tained negative skews in the vortex glass phase near the melting line. The peak effect lies
in the negative skew region of the phase diagram, motivating a further survey of negative
skew vortex distributions. This will be presented in Chapter 6.
In this chapter, Section 5.2 describes the results of three SANS investigations performed
at three different facilities and with different sample setups. In Section 5.2.2, the results
from a high-resolution SANS investigation of vanadium are presented revealing indicators
of the Bragg glass phase. Section 5.2.3 illustrates how the oscillatory field can restore the
order of the FLL and Section 5.2.4 then contains the SANS investigation of the vanadium
phase diagram. Complementary µSR results are subsequently presented in Section 5.3.
5.2 SANS investigation of impure vanadium
Small-angle neutron scattering experiments were performed at the V4 instrument of the
BER-II reactor of Helmholtz-Zentrum Berlin (HZB), at the SANS-1 instrument of the
FRM-II reactor of Heinz Maier-Leibnitz Zentrum (MLZ), and at the D33 instrument of the
high-flux reactor of Institut Laue-Langevin (ILL). The V4 and SANS-1 experiments were
carried out on a single crystal cylindrical vanadium sample, the same sample investigated
in Ref. 76. This sample is reported to display a Ginzburg-Landau parameter of κ = 1.3, a
London penetration depth of λ(T = 0) = 35 nm, a coherence length of ξ(T = 0) = 26 nm,
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a mean free path of l = 48 nm and an impurity parameter of ai = 0.84 nm [76]. The
mean free path can be related to the residual resistivity ratio (RRR), via the expression
l = meffvF/(ρTnee
2)RRR, where meff is the effective electron mass, vF the Fermi velocity,
ρT the specific resistance at room temperature, ne the density of conduction electrons, and
e the electronic charge [163]. Given that we do not have exact resistivity measurements for
our sample, we instead estimate its RRR value by comparing our sample characteristics
with the values reported by Ref. 164 and thereby estimate a RRR in the range of RRR ≈
50 − 100. Our vanadium sample is thus more affected by impurities than our niobium
sample of the previous chapter (Chapter 4), though critical current measurements on the
vanadium sample are still consistent with weak pinning [76]. The current understanding
of the vortex phase diagram of the cylindrical sample is depicted in Fig. 5.1, where size-
able Bragg and vortex glass phases are observed. The upper critical field, Bc2 is modelled
by the empirical expression [165]:






with an upper critical field of Bc2(0) = 0.44 T and a critical temperature of Tc = 5.31 K.
The critical temperature of the vanadium sample is thus lower than the value 5.47 K re-
ported for pure vanadium [164], which is a result of the impurities in the sample. For the
D33 experiment, a disk-shaped single-crystal vanadium sample cut from the cylindrical
sample was measured. The dimensions of both samples are listed in Table 5.1.
Of the three experiments, the one performed at the SANS-1 instrument was the most
extensive. This experiment was carried out in the parallel geometry, cf. Chapter 3. Full
sets of rocking curves were measured by rotating the sample through the Bragg condition.
The rocking curves were predominantly collected at field and temperatures close to the
Bragg glass to vortex glass transition. The [111] crystal direction was roughly aligned
along the static field and neutron beam direction. A smaller oscillating field was in
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Figure 5.1: Phase diagram of the cylin-
drical vanadium sample from Ref. 76.
The dotted and solid lines are the lower
and upper critical fields, Bc1(T ) and
Bc2(T ), while the two dashed lines mark
the transitions to the vortex glass and
vortex liquid, respectively. These two
lines are fits based on the theory of Mik-
tik and Brandt, Eq. (2.5) [89].
Figure 5.2: Illustration of the experimental geometries of the two main experiments
performed with the ILL D33 and FRM-II SANS-1 instruments with perpendicular and
parallel scattering setups, respectively. The sample is placed at the end of a sample stick,
inserted into a cryomagnet and placed at the centre of two sets of Helmholtz coils; the large
set of coils induce the static field that determines the direction of the vortex lines, and
the smaller set of coils induces the perpendicular oscillating field. As is evident from the
two representative detector images, the two different setups probe different correlations,
as has been detailed in Section 3.1.2. The V4 experiment had an experimental geometry
similar to the SANS-1 experiment.
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some cases applied perpendicular to the main field during cooling, along the [110] crystal
direction. The oscillating field was induced by applying sine-wave AC to a set of Helmholtz
coils and was kept at a constant percentage of either 0.6%, 0.7%, 1.5%, or 2% of the main
static field during field scans. Only a select few scans could be carried out with the
1.5% and 2% oscillating fields because these AC field strengths required manual cooling
of the coils with liquid nitrogen to prevent runaway heating. The mentioned AC field
amplitudes, and all following mentions of the AC amplitudes, correspond to peak to peak
values. For the field scans, the sample was field cooled between each measurement in the
following way. The sample was first heated to 7 K, the static magnetic field was then
changed, and the AC field turned on. The sample was subsequently cooled down to the
desired measurement temperature. Typically, cooling the sample from 7 K and down to
a measurement temperature in the range of 0.5-4 K took about 10-20 min. The AC field
was kept on while measuring, as was also done for the V4 and D33 experiments.
The setup of the V4 experiment was, in many ways, similar to the SANS-1 experiment.
A [111] crystal direction was again aligned roughly along the beam and main static field
direction, while a sine-wave oscillating field induced by Helmholtz coils was aligned along
a [110] direction. The main difference was that different [111] directions were used for
the alignment; in the SANS-1 experiment, the [111] direction along the long easy axis
of the cylinder was used for the alignment, while a [111] direction in the plane of the
cylinder was used for the V4 experiment. The point of the latter sample orientation was
to try to achieve a similar demagnetization factor along both the static and oscillating
field directions. Similar cooling rates were employed in this experiment as in the SANS-1
experiment.
Unlike the two other experiments with a parallel geometry, the D33 experiment was car-
ried out in the perpendicular geometry. This setup is excellent for measuring the in-plane
correlations of the Bragg glass, though it came at the cost of much longer counting times.
The D33 setup could only fit the disk-shaped vanadium sample, which had a smaller sam-
ple volume than the cylindrical sample, thus resulting in a loss of intensity. Additionally,
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the goal of the experiment was to characterize the intensity decay in the Bragg peak tails,
which further warranted long counting times to gather sufficient statistics. In the two
other experiments, each point of a rocking curve was counted for 30–120 s, while the D33
experiment necessitated counting times up to 20 mins. The magnetic field was in the D33
experiment still aligned along a [111] crystal direction, but perpendicular to the incoming
neutron beam direction. Meanwhile, the Helmholtz-induced sine-wave oscillating field
was in this case applied along the perpendicular [112̄] direction. The scattering geometry
is shown in Fig. 5.2 alongside the parallel scattering geometry used during the SANS-1
experiment. It generally took about 5 min to cool the sample from 7 K and down to the
measurement temperature of 1.5 K, meaning that this experiment employed slightly faster
cooling rates than the SANS-1 and V4 experiments.
Table 5.1 summarizes the full experimental details. During all three experiments the
investigated sample was field cooled and the oscillating field, if used, was applied during
the cooling. The angular resolution widths in the table have been estimated from a ≈
rs/Lc [155], where rs is the size of the source aperture and Lc is the collimation length. In
the case of rectangular apertures, the larger side has been used for estimating the angular
resolution. The equation gives the FWHM of the resolution in radians, while it has been
converted to degrees in the table.
5.2.1 Peak shape and secondary crystallites
Despite the fact that we employed the same scattering geometry and measured the same
vanadium sample at both V4 and SANS-1, the resulting rocking curve shapes differ
slightly, cf. Fig. 5.3. The SANS-1 rocking curves display a clear shoulder, which is not
apparent on the V4 rocking curves. The low angle-resolution of the V4 data makes it hard
to ascertain whether the shoulder is a new feature or simply not resolvable. Such a feature
is indicative of a secondary crystallite. It is possible that this effect was introduced in
the sample due to an accidental drop at the end of the V4 experiment and prior to the
SANS-1 and D33 experiments. Due to the secondary crystallite, parts of the sample may
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Table 5.1: Details regarding instrument settings and sample geometries used during the
SANS-1, V4 and D33 vanadium experiments. All three instruments employ 2D position
sensitive detectors. The same cylindrical sample was used in the SANS-1 and V4 experi-
ments. In the case of both samples, the [111] direction is perpendicular to the face of the
sample. The final two rows list the investigated temperature and static field ranges.
Facility HZB FRM-II ILL
Instrument V4 SANS-1 D33
Year of experiment 2015 2016 2017
Scattering geometry parallel perpendicular
Sample shape cylinder disk
Sample dimensions
Static field orientation [111] [111]
AC field orientation [11̄0] [112̄]
Neutron wave length λn (Å) 10 6 8
∆λn/λn 0.1 0.1 0.1
Collimation (m) 16 20 10
Sample-to-detector distance (m) 16 20 10
Detector size (px2) 120× 112 128× 128 128× 128
Detector pixel size (mm2) 8× 8 8× 8 5× 5
Source aperture size (mm2) 50× 30 50× 50 30× 30
Sample aperture size 3 mm  14× 9 mm2 2× 4 mm2
Angular resolution width (deg). 0.18 0.14 0.17
Temperature range (K) 1.5 0.5 - 4.5 1.5
Field range (mT) 210-340 200 - 450 250 - 310
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Figure 5.3: Comparison of two sets of
rocking curves obtained measuring the
same vanadium sample with the V4 in-
strument and the SANS-1 instrument.
Both rocking curves were obtained with
no oscillating field during field cooling
and a static field of 290 mT at SANS-1
and 300 mT at V4. The sample temper-
ature was 1.5 K and 1.6 K for the SANS-
1 and V4 experiment, respectively. To
ease comparison between the two sets of
measurements, the intensity of all rock-
ing curves has been normalized such that
the two left rocking curves have a maxi-
mal intensity of 1.
have been out of alignment with respect to the applied field in subsequent experiments.
Hence, given the anisotropic nature of vanadium [157], one should keep in mind that the
drop could have affected the magnetic properties and phase diagram of the sample.
The secondary crystallite necessitates care with the rocking curve fits. In general, the
SANS-1 data were taken with good enough resolution that a detailed characterization of
the peak shape can be performed. Neutron and X-ray scattering investigations of samples
exhibiting multiple crystallites, strain or incommensurate magnetic order often employ
pseudo-Voigt functions to describe the peak shape. A Voigt function is a convolution of a
Gaussian and Lorentzian function. It is used because instrumental contributions to peak
broadening are usually Gaussian [155, 166] while broadening contributions from disorder
and size distributions are often described by Lorentzians [167]. A pseudo-Voigt function
makes it possible to approximate the Voigt function without performing the convolution.
The first and most widely known pseudo-Voigt approximation is the Thompson-Cox-
Hastings (TCH) profile function suggested by Thompson et al. [168]. According to their
scheme, the Voigt function can be approximated by a linear combination of the Gaussian
and Lorentzian functions:
Vp(x, σL, σG) = ηL(x, σL) + (1− η)G(x, σG) (5.2)
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(x− x0L)2 + σ2L
(5.3)
with respective FWHMs defined as ΓG = 2
√
2ln2σG and ΓL = 2σL. The parameters x0G
and x0L are the centres of the distributions, and the parameter η from Eq. (5.2) is a mixing
factor that determines the relative weights of the Gaussian and Lorentzian distributions.
It is defined as:
















where Γ is the FWHM of the combined distribution, calculated as:
Γ =
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We have employed the TCH pseudo-Voigt function, as defined in Eq. (5.2) in our rocking
curve fits. For the SANS-1 rocking curves, a double pseudo-Voigt was fitted to accommo-
date the shoulder of the peaks:
Vp2(x) = I1Vp(x, σG, σL) + I2Vp(x− xdist, σG, σL) (5.6)
where I1 and I2 determine the relative intensities of each pseudo-Voigt function, and xdist
is a parameter determining how far apart two pseudo-Voigt functions are placed, thereby
quantifying the secondary crystallite offset. Fig. 5.4 shows a set of rocking curves from
the SANS-1 experiment, along with fits based on double Gaussian, double Lorentzian
and double pseudo-Voigt functions. It is evident that the best agreement between data
and fit is achieved with the double pseudo-Voigt function. The double Gaussian fails to
characterize the decay of intensity in the tail of the peak, while the double Lorentzian
overestimates the intensity at the peak centre.
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Figure 5.4: Depiction of how well different lineshapes agree with the asymmetric rocking
curves obtained during the SANS-1 experiment with an applied static field of 340 mT and
a temperature of 0.5 K. The different lineshapes are based on double Gaussian (dotted
green lines), Lorentzian (dashed orange lines) and pseudo-Voigt (solid red lines) functions.
A constant background term was included in all fits. The insets give a better view of the
behaviour near the peak and tail of the right-sided rocking curve. The inset of the lower
inset depicts the deacy of the intensity in the tail on a double logarithmic scale.
As one approaches the vortex glass transition, the Bragg peaks lose intensity. Fitting a
multi-parameter function to low-statistics, noisy data can be difficult, as the fit easily di-
verges. One way of improving the fit is to limit the number of free parameters. Therefore,
the widths of each pseudo-Voigt in Vp2 have been fixed to be the same. The crystallite
offset parameter xdist was used as a free parameter when fitting peaks with high counts
and fixed for low count peaks. In the latter case, a fixed offset of x̄dist = 0.143(5)
◦ was
used, as has been determined from the two rocking curves in Fig. 5.4.
5.2.2 Bragg glass signature
Fig. 5.5 shows the high-resolution rocking curves obtained at the D33 instrument with
the disk-shaped vanadium sample and applied fields of 250 and 310 mT at 1.5 K. For the
sake of measuring as much of one of the tails as possible, the sample was deliberately
inserted with a 3◦ alignment off the (112) plane from the vertical centre of the rocking
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curve motor range. This limited us to just one of the two available first-order Bragg
spots in the perpendicular configuration. Comparing the two rocking curves, it is evident
that the intensity decreases dramatically with increased field strength. In some of the
earlier SANS observations of the Bragg glass, for example in (K,Ba)BiO3 [68], the field
and temperature dependence of the rocking curve peak intensity was used as an identifier
for the Bragg glass. However, as was pointed out in Ref. 69, this is at best an indirect
indicator, because it was necessary to normalize the intensity data with a model-dependent
form factor to make it agree with theory. Instead, one can use the peak shape as a more
robust measure. In the left panel of Fig. 5.5, a power-law behaviour can be observed in the
tails of the scattering peaks. This is consistent with what one would expect from a Bragg
glass. Performing fits of the type, I(χ) = Aχζ , it was possible to extract the two decay
constants ζ = −1.9(3) and −2.4(1) for the two applied fields. The quasi-long-range order
therefore decays faster at higher fields, which is expected as the order-to-disorder line is
approached. The decay constants are of the same order of magnitude as the predicted
theoretical values of −2 to −1.86 [73]. Furthermore they are close to the decay constant
determined for the vanadium sample of Ref. 76, where a value of −2.8 was measured
using the same perpendicular scattering setup with an applied field of 180 mT and a
temperature of 1.6 K. Thus, the presence of algebraic decay, and thereby the Bragg glass
phase, has been evinced in the disk-shaped vanadium sample.
5.2.3 Restoring order with oscillatory fields
It is by now well-established that oscillating fields can heal the order of a FLL [169].
Oscillating fields increase interactions between vortices and thereby help them unsettle
from metastable energy states. There is a large parameter space that can be explored
concerning the oscillatory field, such as how the sample temperature and oscillating field
amplitude affect its restorative abilities. Figs. 5.6 and 5.7 show measurements obtained at
SANS-1 in the parallel geometry. Each panel consists of a set of rocking curves measured
at specific applied static fields and temperatures under different oscillating field condi-
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Figure 5.5: High-resolution rocking curves obtained with the perpendicular setup at
D33. Both measurements were obtained at a temperature of 1.5 K and a perpendicular
AC field applied. The AC frequency was 50 Hz, while the AC amplitude was 1.2% of the
static field. Left: The rocking curves on a linear scale. Note the difference in intensity
between the 250 mT (left axis) and the 310 mT (right axis) measurements. The solid lines
are pseudo-Voigt fits, as defined in Eq. (5.2). Right: The same set of rocking curves
depicted on double-logarithmic scale. The straight, dashed lines are power-law fits to the
tail of the peaks. A 7 K background measurement was subtracted from both curves.
tions. It is immediately evident that the oscillatory fields help restore order in the sample,
as can be observed from the overall higher peak intensity and reduced peak widths. In the
panel with a sample temperature of 0.5 K and a static field of 400 mT, one does not ob-
serve any peaks in the diffraction data obtained without the oscillating field. In contrast,
the diffraction data obtained with oscillating fields at 400 mT do exhibit peaks. The tails
of the peaks collected with applied oscillating fields contain less spectral weight, which
again implies an improved longitudinal order. We will see how the widths change later in
this section.
The q-positions of the diffraction spots were determined by fittings 2D Gaussians to the
integrated detector images. The q-values could subsequently be related to the Bragg
angle via Eq. (3.2). The flux densities calculated based on the Bragg angles are shown in
Fig. 5.8. We see that the data from field-scans performed at various temperatures all fall
on one single line. A similar linear relation is seen in the V4 data, where the same sample
and measurement geometry was employed, though there is a slight difference in the offset
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Figure 5.6: Rocking curves attained with the SANS-1 instrument in the parallel geome-
try with and without an oscillating field applied during the field cooling of the vanadium
sample. The data in the left set of panels were collected with a sample temperature of
0.5 K and applied static fields in the range 340 mT–400 mT, while the data in the right
set of panels were collected with a sample temperature of 1.0 K and fields in the range
of 340 mT–390 mT. All solid lines are double pseudo-Voigt fits with added constant back-
ground terms. Adjacent panels show data for the same static field, with the left panels
showing the data on a linear scale and the right panel showing the decay of the tails on a
double-logarithmic scale. The legends at the top of each set of panels apply to all panels
below, and the listed fields in the panels correspond to the applied field.
of the two fits.
Intensity results from a field scan is shown in Fig. 5.9. The integrated intensities of
the rocking curves measured with SANS-1 were extracted via double pseudo-Voigt fits.
Gaussian fits were used for the rocking curves obtained at V4 due to the limited rocking
angle resolution. In both the SANS-1 and V4 data, the integrated intensity decreases
with the induced field. The fitted rocking curve intensities for the SANS-1 0.0% AC
field scan first become zero within errors at an induced field of 398 mT, as is also the
case for the 1.5% AC data. The data collected with a 0.7% AC oscillating sine field
extends the Bragg glass domain to an induced field of 418 mT, hence showing that the
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Figure 5.7: Rocking curves obtained like those in Fig. 5.6, now at sample temperatures
of 1.5 K and 4 K and field ranges of 290 mT–350 mT and 100 mT–130 mT, respectively.
The solid lines are double pseudo-Voigt fits with constant background terms.






































Figure 5.8: Induced field as a function of the applied field as calculated from the 2θ
spot positions from the various scans of the SANS-1 (left) and V4 (right) experiments.
The solid lines are linear fits to the data. The SANS-1 experiment had the relation,
B(H) = 1.034(1)µ0H − 16(1) mT, between induced field and applied field, while the V4
experiment had the relation, B(H) = 0.97(2)µ0H + 8(6) mT.
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Figure 5.9: Integrated rocking curve intensities obtained with double pseudo-Voigt (left)
and Gaussian (right) fits with constant background terms. The left panel shows the
results of the SANS-1 experiment, while the right panel shows similar results from the V4
experiment.
AC field can improve the longitudinal order of the FLL. The V4 field scan was carried
out at a slightly higher temperatures. In this case, the intensity is seen to become zero
within errors at an induced field of 340 mT. The field dependence of the intensity is
dependent on the SANS resolution compared to the length scale separating the random
manifold regime from the Bragg glass phase. If the SANS resolution is smaller than this
length scale, one expects a B−1/2 dependence as expected for a perfect crystal. Having
a SANS resolution larger than the length scale adds an extra B−3/2 factor to the field
dependence, as was observed in the first experimental investigations of the Bragg glass
phase in (K,Ba)BiO3 [68] and later in La2xSrxCuO4, (x < 0.15) [170]. Additionally,
one needs to factor in the form factor of a single flux line [68]. This again highlights
why correlations are better indicators for the existence of the Bragg glass, given that
they are not dependent on normalizing with theoretical model-dependent expressions. In
Fig. 5.9, it is seen that the field-dependence of the integrated intensities initially is linear
on a double logarithmic scale for both the SANS-1 and V4 field scans. As the order-to-
disorder transition is approached the intensities are observed to drop more sharply, as was
also observed in Ref. 76.
Fig. 5.10 displays the spot characteristics of the SANS-1 data measured at 0.5 K. The
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rocking curve width measure the correlations along the flux lines in the parallel setting.
In the case of the SANS-1 rocking curves, the rocking curve width is determined as a
combination of the Gaussian and Lorentzian widths, see Eq. (5.5). The widths of the
0.5 K 0% AC rocking curves already start to diverge at induced fields of 325 mT, while
the oscillating fields restore longitudinal order and allow the monotonic decrease of the
rocking curve width to persist for longer. The radial and azimuthal widths both increase
with increased fields, indicating a collapse of translational order as the disorder transition
is approached.
Fig. 5.11 depicts the radial and azimuthal spot widths extracted from the remaining field
scans of the SANS-1 experiment. The induced fields have been normalized with respect
to the upper critical field, as estimated from Eq. (5.1). As a result, the extracted spot
widths appear to fall on one common line. The exception is the 4.0 K data, which display
larger widths than other field scans at the same reduced flux densities. In general, there
is no noticeable difference between the radial widths obtained with or without an AC field
applied, indicating that the in-plane experimental resolution is not capable of resolving
any possible improved translational order. As a result, the correlation analysis will focus
on the longitudinal correlations, which the experimental geometry is optimized for.
We can estimate the longitudinal FLL correlations from the rocking curve and diffraction
spot widths after they have been corrected for instrumental contributions. In the case of
the SANS-1 rocking curves, the double-pseudo Voigt fits make it easy to identify the in-
strumental contribution to the total width, seeing as it should correspond to the Gaussian
width. Meanwhile the Lorentzian width corresponds to the spread caused by the FLL.
Employing the notation of Section 3.1.2, we can therefore identify the Lorentzian FWHM
with b, ΓL = b. The instrumental Gaussian rocking curve width consists of contributions
from both the a and c, Γ 2G = a







Figure 5.10: Top: The full
rocking curve width extracted from
the double-pseudo Voigt fits of the
0.5 K SANS-1 data. The rocking
curve width is a combination of the
Lorentzian and Gaussian widths,
c.f. Eq. (5.5). Middle The radial
width extracted from 2D Gaussian
fits to the 0.5 K diffraction spots
on the detector plane. Bottom:
Azimutal widths of the diffraction
spots, also obtained via 2D Gaus-
sian fits to the 0.5 K diffraction
spots.
Figure 5.11: The radial and azimuthal widths of the SANS-1 diffraction spots as deter-
mined from 2D Gaussian fits to the detector integrated detector images.
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Figure 5.12: The FLL correlation
lengths obtained by deconvolut-
ing the instrumental contributions
from the experimentally determined
rocking curve width. The longitu-
dinal correlation lengths have been
estimated as according to Eq. 5.7.
where q is length of the scattering vector. The expression for the longitudinal correlation
length can in some cases be observed to be off by a factor of two compared to the expres-
sion in Eq. 5.7. For example, the study in Ref. 122 employs the exact same expression as in
Eq. 5.7, while the study in Ref. 162 employed the expression ξL = 1/(bq). This difference
comes down to whether one has related b to a Gaussian or Lorentzian FWHM. Fig. 5.12
displays the correlation lengths calculated based on the rocking curve and diffraction spot
widths of Fig. 5.10. The longitudinal correlations decrease as the order-to-disorder tran-
sition is approached, indicating a collapse of longitudinal order. Both the 0.7% and 1.5%
AC fields are seen to have restoring effects on the longitudinal correlation lengths.
Fig. 5.13 shows an investigation on the effect of changing the amplitude of the applied
field. Due to time constraints, the D33 amplitude scan was carried out by just measuring
the Bragg peak intensity and not the full rocking curve. The D33 intensities were there-
fore determined via a 2D Gaussian fit to the diffraction spot on the detector. In the case
of both the D33 and SANS-1 data, we see that the intensity initially increases as the AC
field amplitude is increased from 0 to 0.6% of the 310 mT main field. At higher AC field
amplitudes the intensity starts to decay, indicating that the AC field is inducing disorder
in the FLL. The effect is much stronger in the D33 data, which may be related to the
differing demagnetization factors between the cylindrical sample of the ILL experiment
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and the disk-shaped sample of the D33 experiment. The AC field was also applied along
different crystallographic directions, which may play a role, given how Chapter 4 found
that the anisotropic nature of low-κ superconductors can influence their dynamic prop-
erties. A similar peak was observed in AC amplitude scans by Moreno et al. in Ref. 123,
cf. right panel of Fig. 5.13. They reason that an optimal AC field amplitude should induce
temporary vortex displacements that are comparable to the equilibrium vortex spacing,






where HAC is the oscillating field, HDC the static main field and r the sample radius. With
a static applied field of 310 mT, as has been used for the amplitude scan in the right panel
of Fig. 5.13, and a sample radius of 2.5 mm, the optimal oscillating field amplitude is in our
case just 0.01%. However, the approximation in Eq. (5.8) may underestimate the optimal
oscillating field amplitude, seeing as Moreno et al. found the optimal experimental value
to be 5 times larger than predicted.
5.2.4 Exploring the phase diagram of impure vanadium
To date, there is no general, universally agreed upon vortex phase diagram for all type-II
superconductors. The phase diagram of Fig. 2.1 is a commonly used phase diagram [67,
171, 172] in which the Bragg glass, vortex glass and vortex liquid all meet at a tricritical
point. An alternative phase diagram was suggested by Menon in Ref. 85, where the Bragg
glass and vortex liquid are always separated by a multidomain phase. Schematics of both
phase diagrams are presented in Fig. 5.14.
For the sake of further clarifying the phase diagram of the cylindrical vanadium sample,
we carried out several temperature scans at low fields to determine the behaviour close
to the critical temperature. The measurements were performed at SANS-1 in the parallel
geometry. The sample was first cooled down with no oscillating field to 1.2 K below the
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Figure 5.13: Left: Investigation of the effect of the amplitude of the oscillating field
with data collected at D33 in the perpendicular geometry and at SANS-1 in the parallel
geometry. Both data series have been collected with a sample temperature of 1.5 K and
an applied field of 310 mT. A 10 Hz sine-wave was used for the signal generator during the
SANS-1 experiment and a 50 Hz sine-wave during the D33 experiment. The data have
been normalized with respect to the common point at 0.6% AC field amplitude. Right:
AC susceptibility of the FLL in single crystal YBa2Cu3O7 as a function of the oscillating
field amplitude. A low mobility configuration corresponds to a disordered FLL that has
been induced by applying an asymmetric AC field, while the high mobility configuration
is a well-ordered FLL that has been induced by applying a symmetric AC field. From
Ref. [123].
Figure 5.14: Left: The conventional view of the vortex phase diagram of type-II su-
perconductors, similar to the ones presented in Fig. 2.1. Here the Bragg glass transitions
directly into the vortex liquid at high temperatures and a multicritical point between the
Bragg glass, vortex glass and vortex liquid phase exists at (Tcr, Hcr). Right: The mul-
tidomain glass phase diagram proposed as an universal vortex phase diagram by Menon
in Ref. 85. According to this phase diagram the Bragg glass transitions to the vortex
liquid via a two-step process, where the vortex glass (here interpreted as a multidomain
phase) is an intermediate step. Both figures are from Ref. 85.
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Figure 5.15: Detection of the order-to-disorder transition from warming temperature
scans performed at SANS-1 in the parallel geometry. The figure shows data measured
while heating with an applied static field of 120 mT and no oscillating field. Left: The
radial and azimuthal widths of the top diffraction spot (TM), which measure the in-plane
vortex correlations. Right: The square root of the intensity of the TM Bragg spot as
a function of temperature. The sample was warmed up to 7 K. The intensity has been
calculated by numerically summing all the intensity in a box enclosing the Bragg spot
on the detector plane. The 7 K intensity was used as a background measurements and
subtracted from the remaining data points. The solid line is a linear fit to the decaying
scattering signal.
expected transition temperature. Subsequently, the sample was slowly warmed back up
while measuring the intensity of the top middle Bragg peak (TM). The resulting spot
widths were afterwards extracted by performing 2D Gaussian fits to the diffraction spots,
while the intensity was found by numerically summing over the TM peak in the detec-
tor plane. Correlations lengths cannot be extracted for this data set due to the lack of
measurements of full rocking curve widths. The temperature dependences of the spot
width and intensity are shown in Fig. 5.15. As was the case for the field scan, the diffrac-
tion spot widths are seen to increase as the order-to-disorder line is approached. The
transition temperature was determined by plotting the square root of the background-
subtracted intensity and fitting a linear function to determine when the intensity reaches
zero. The transition temperatures from the field scan are listed in Table 5.2. Based
on the combined neutron scattering results from V4 and SANS-1, as well as the magne-
tometry and neutron scattering results from Ref. 76, a suggested vortex phase diagram
has been constructed, cf. Fig. 5.16. The placement of the order-to-disorder phase transi-
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Table 5.2: Transition temperatures of the order-
to-disorder phase transition, as estimated for dif-
ferent applied fields in Fig. 5.15. Obtained from
the SANS-1 experiment.
tion was determined by observing the points at which the SANS intensity went to zero.
An equation similar to Eq. (2.5) was fit to the SANS-1 and V4 data to determine the
order-to-disorder line. It is immediately apparent that the vortex glass phase takes up a
much smaller part of our phase diagram than in Fig. 5.1 [76], despite the fact that both
phase diagrams have been constructed from data on the same vanadium sample. At first,
one may assume that this difference between new and old data could be caused by the
intermittent drop of the sample and a subsequent change of the phase diagram, but the
V4 data were collected before the drop and still seem to deviate from the Ref. 76 data.
Another possible culprit is the FLL preparation routine employed for each experiment.
For both the SANS-1 and V4 experiments, an AC field was applied to help improve the
quality of the FLL, which was not done when collecting the Ref. 76 data. However, from
our own data, we see that applying an AC field at 0.5 K only lifted the order-to-disorder
transition by 20 mT, which is not enough to explain the difference. Especially so, because
our experience shows that the AC field becomes less effective at higher temperatures, cf.
Figs. 5.6 and 5.7. Another aspect of the preparation of the FLL is the cooling rate. The
SANS-1 and V4 experiments were carried out with similar cooling rates, taking about 10-
20 min to cool the sample from the normal state at 7 K to the measurement temperature.
A different possible explanation is that in the years between the experiments of this thesis
and Ref. 76, the sample has essentially been annealed at room temperature (in a time
frame of roughly ≈ 2 · 108 s), meaning that the impurity properties might have changed.
In Ref. 85, the following expression is used to describe the Bragg glass-to-multidomain
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Figure 5.16: Vortex phase diagram of the cylindrical vanadium sample as determined
from SANS measurements. Dark red data points depict the order-to-disorder transition
as determined from SANS-1 data with an AC field applied during cooling. The one bright
red data point depict the order-to-disorder transition as determined from the 0.0% AC
field scan. The purple data point is from V4 and the data points with black outlines are
magnetometry data from Ref. 76. The solid lines are the upper and lower critical fields.
The dashed lines are the Bragg glass-to-vortex glass and vortex glass-to-vortex liquid





(1− t4)2(1− t2 − bM)7
(5.9)
where bM = B/Bc2 and t = T/Tc are the reduced fields and temperatures. The constant
Σ is in Ref. 85 used as a fitting parameter. In the case of our phase diagram, the order-
to-disorder phase transition line appears to be very close to the upper critical field at
t = 0, which results in a large Σ value in Eq. (5.9). Large Σ values translates into almost
linear phase transition lines [85], which does not agree with our phase diagram. However,
when observing the insets of Fig. 5.16, the error bars from the temperature scan make it
unclear whether a tricritical point exists in the phase diagram.
5.3 Muon spin rotation characterization of disordered
vanadium vortex states
Muon spin rotational measurements on the cylindrical vanadium sample were collected
at the General Purpose Surface-Muon Instrument (GPS) of the Swiss Muon Source of
PSI, Switzerland. The µSR data was collected in 2014 and should be comparable to
the SANS-1 and V4 SANS data and the vortex phase diagram from Fig. 5.16. The
data was collected in the TF geometry, see Section 3.2.2, with the magnetic field applied
along the crystallographic [111] direction of the vanadium sample. The experiment was
performed by M. Laver, S. Samothrakitis and R. Toft-Petersen, who have provided the
field distributions presented below. Therefore, the focus of the next sections will be on the
interpretation of the field distributions and how they relate to the SANS measurements
of Section 5.2, rather than the experimental procedure itself.
5.3.1 Field distributions
For illustrative purposes, an example of the raw µSR data from one of the positron detector
banks is shown in Fig. 5.17. The time-binned data shows an initial spike, defining the
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Figure 5.17: The time-binned
positron counts recorded in the up
detector when measuring with an
applied field of 200 mT and a sam-
ple temperature of 1.5 K. The vari-
able t0 defines the time at which the
muon enters the sample. Meanwhile
t1 and t2 define the time period used
for subsequent data analysis. The
inset displays an out-zoom of the
signal to highlight the exponential
decay of the counts as a function of
time.
time at which the muon enters the sample. Afterwards, an oscillatory signal is observed
as a result of the muon precession in the sample. At large time-scales, the signal decays
exponentially due to the finite muon lifetime. The two times t1 and t2 define a time-
interval used for subsequent analysis, which starts after the muon has entered the sample
and ends before the signal-to-noise ratio becomes significant. An asymmetry signal, A(t),
which is free from the effect of the finite muon lifetime is obtained by either dividing






where AUD(t) in this case is the asymmetry between the number of counts in the up
detector bank, NU(t), and the down detector bank, ND(t). Examples of asymmetry signals
obtained above and below the critical temperature are depicted in Fig. 5.18. Above Tc all
muons should precess coherently around a single uniform field direction, while the decaying
features of the asymmetry signal measured below Tc is an indicator of an inhomogeneous
internal field distribution. The asymmetry signal is then via an inverse Fourier transform
converted into the frequency domain, thereby revealing the internal field distribution of
the sample.
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Figure 5.18: Asymmetry µSR signals obtained from the vanadium sample with an
applied field of 200 mT and a sample temperature of 1.5 K (left panel) and 10 K (right
panel).
Field distributions originating from temperature scans carried out at 30 mT, 110 mT,
200 mT and 290 mT are shown in Fig. 5.19. The skew parameter α, as defined in Chapter






j n(Bj)(Bj − 〈B〉)m∑
j n(Bj)
(5.11)
Overall, the skew of the distributions appears to decrease with temperature. This indicates
a departure from the isotropic equilibrium state with the characteristic field distribution
of Fig. 2.3. Based on the skew of the µSR distributions, a new vortex phase diagram
can be constructed as shown in Fig. 5.19. From the skew phase diagram, it is evident
that the skew has a value of approximately 1 in the Bragg glass phase. Past the Bragg
glass-to-vortex glass transition line, the skew rapidly drops and becomes negative. As the
normal state is approached, the skew slightly recovers and attains a value of zero within
two standard errors. This behaviour is clearly illustrated in Fig. 5.21, where temperature
scans of the skew parameter α are shown for applied fields of 30 mT and 200 mT. Negative
skewn distributions have already been reported in µSR measurements of the anisotropic
superconductor Bi2.15Sr1.85CaCU2O8+δ [87]. In this study, the negative skew was argued
to be a sign of three-body correlations and a disordered vortex state. A negative skew
indicates a more common occurrence of high fields in the field distributions, implying a
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Figure 5.19: Field distributions measured at various fields and temperatures in the TF
geometry.
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Figure 5.20: Skew µSR phase diagram of the cylindrical vanadium sample. Each black
dot mark where a measurement was taken, while the three solid line from top to bottom
mark the upper critical field, melting line transition and order-to-disorder transition.
These lines are equivalent to the transition lines of Fig. 5.16. The apparent structures in
the normal state are an artefact of the colour interpolation routine.
distortion of the vortex cores. The sliver of negative skew in the phase diagram coincides
with the peak effect of the vanadium sample, which was observed at an applied field of
335 mT and a temperature of 1.6 K in Ref. 76. The peak effect is in Ref. 76 suspected
to be mediated by thermal fluctuations, which locally distort the structure of the vortex
cores.
5.4 Summary
SANS and µSR experiments have been used to investigate the vortex phase diagram of an
impure vanadium sample. The aim was to explore the general phase diagrams of type-II
superconductors. We observed that applying an AC field can help restore longitudinal
order at low temperatures. This indicates that the glass state is metastable. Furthermore,
we observed that the AC field did not result in significant changes in the rocking curves at
temperatures above 1.5 K. Presumably the vortices can at these temperatures transverse
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Figure 5.21: Temperature dependence of the skew parameter as calculated from field
distributions measured with a static magnetic field of 30 mT (left) and 200 mT (right).
The insets show the field distributions with the lowest skew for each applied field.
the pinning barriers via temperature fluctuations, making the AC field superfluous.
FLL correlation lengths were measured as a function of field, showing that the longi-
tudinal correlations declined at high inductions as the order-to-disorder transition was
approached. This indicates that the vortex glass is indeed dominated by short-range
order correlations. The phase diagram of vanadium was explored more extensively by
performing a number of temperature scans at low inductions. Based on our data, it
was possible to draw a phase diagram that did not quantitatively resemble the suggested
multi-domain vortex phase diagram of Ref. 85. However, the larger error bars on the
transition temperatures makes it hard to truly ascertain whether the phase diagram con-
tains a tricritical point.
The µSR results revealed that the asymmetry parameter of the local field distributions,
also referred to as the skew, becomes negative deep in the vortex glass region close to the
vortex liquid phase. The peak effect measured in Ref. 76 is also observed to coincide with
the negative skew region. In the next chapter, we will further investigate the implications






Numerical methods are often employed to investigate pinning effects, especially with the
intent of optimizing the critical current via the pinning landscape [173, 110]. In this
chapter, we use the time-dependent Ginzburg-Landau (TDGL) equations to numerically
continue the investigation of negative skew µSR field distributions initiated in Chapter 5.
Instead of modelling realistic pinning landscapes, as is the usual approach, we use the
pinning sites as a mean of controlling the vortex positions in our simulations. In this way,
we can use the TDGL equations to explore relatively simple systems of just a few vortices
and qualitatively observe the behaviour of the vortex cores when exposed to pinning-
induced frustration. Through the guided movement of the pinning sites, we explore the
necessary conditions for negative skew distributions to occur.
We have implemented the simulations in MATLAB and C. The coupled set of equations
from Eq. (1.19) have been employed rather than the infinite-λ approximation of Eq. (2.9),
because we are interested in the behaviour of low-κ superconductors. The simulations are
carried out on two-dimensional, finite-element, rectangular grids with periodic boundary
conditions.
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Section 6.2 describes the specific implementation of the TDGL equations used in this
work, while Section 6.3 details the result of manipulating the positions of the pinning
potentials to achieve a negative skew. We observe negative skews in severely positionally
disordered vortex states as well as in vortex states that retain their positional disorder
while simultaneously exhibiting locally distorted vortex cores.
6.2 Time-dependent Ginzburg-Landau simulations
6.2.1 Implementation of the algorithm
The TDGL equations presented in Section 1.2.4 are first nondimensionalized through the
scaling relations [174]:



























where the primed variables are unitless. As a reminder from Chapter 1, ψ(r) = |ψ(r)|eiθ(r)
is the superconducting order parameter, where |ψ(r)|2 is proportional to the Cooper pair
density and θ(r) is the corresponding phase. A(r) and φ(r) are the magnetic and electric
potentials, B(r) = ∇ × A(r) is the induced magnetic field, and js = ∇ × ∇ × A is
the supercurrent. D is a diffusion constant, σ a field relaxation constant, and e∗ is the
charge of a Cooper pair. The parameters aGL and bGL are GL parameters that can be
calculated through BCS theory [5]. The field relaxation constant affect how fast the
simulated FLL respond to perturbations such as changes in the pinning potential. As we
are only interested in properties of static vortex configuration, the exact value of the field
constant is of less importance and has constantly been kept at a value of σ′ = 10 as in
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Ref. 114. Shedding the primes from the variables, the nondimensionalized form of the
TDGL equations is [114, 174]:
∂ψ
∂t





















(ψ∗∇ψ − ψ∇ψ∗) (6.3)
We chose to work in the often used zero-electric potential gauge [175], which further
simplifies the equations by eliminating the electric field altogether [174, 41]:
∂ψ
∂t














(ψ∗∇ψ − ψ∇ψ∗) (6.5)
These two equations form the basis of our numerical investigations. The essential idea
of the simulation scheme is to approach an equilibrium FLL state via iterative time-
integrated steps, as is customary for Runge-Kutta schemes. The step from a FLL state
k, characterized by the order potential ψk(x, y) and vector field components Akx(x, y)
and Aky(x, y), to a new state k + 1 a time period ∆t later, characterized by ψ
k+1(x, y),
Ak+1x (x, y) and A
k+1
y (x, y), is calculated via the equations:




































(ψk(x, y))∗∇xψk(x, y)− ψk(x, y)∇x(ψk(x, y))∗
)
+|ψk(x, y)|2Akx(x, y) +∇y∇xAky(x, y)−∇2yAkx(x, y)
]
(6.7)










(ψk(x, y))∗∇yψk(x, y)− ψk(x, y)∇y(ψk(x, y))∗
)




which are simply the discretized versions of Eqs. (6.4) and (6.5). Here ∆t is the discretized
time step, and x and y are the nondimensionalized spatial coordinates. The unit cell of
the simulation is defined as a two-dimensional rectangular grid with side lengths Lx and
Ly, an area of |Ω| = Lx × Ly and N = Nx × Ny cells. The width of each cell is defined
as dx and dy in the x- and y-direction, respectively. The spatial derivatives of ψk are
calculated employing the following gauge-invariant modified Euler scheme [114, 176]:
∇xψk(x, y) =












ψk(x, y + dy) + ψk(x, y − dy)− 2ψk(x, y)
dy2
(6.12)
and similarly so for the spatial derivatives of the vector potential. The mixed second
order derivatives appearing in Eqs. (6.7) and (6.8) originate from ∇×∇×A. The field
is applied perpendicular to the simulation unit cell, meaning that only the z-component
of the internal field will be finite, B = (0, 0, B). As a consequence, the vector potential



















Akx(x+ dx, y + dy)− Akx(x− dx, y + dy)







Aky(x+ dx, y + dy)− Aky(x− dx, y + dy)
−Aky(x+ dx, y − dy) + Aky(x− dx, y − dy)
]
(6.15)
Thus, the presence of the mixed second order derivatives means that the update of each
cell requires information from all neighbouring cells, including the diagonal neighbours.
To ensure the periodicity of the order parameter, the following boundary conditions are
imposed:
ψk(0, yint) = ψ
k(Nx, yint) · exp
(




ψk(Nx + 1, yint) = ψ
k(1, yint) · exp
(




ψk(xint, 0) = ψ
k(xint, Ny) · exp
(




ψk(xint, Ny + 1) = ψ(
kxint, 1) · exp
(




Here xint = 0, 1, · · · , Nx + 1 and yint = 0, 1, · · · , Ny + 1 are indices used to refer to the
various elements stored in ψk, Akx and A
k
y. Note that the bold font type is used to
separate the finite-element matrices used in the simulations from their equivalent scalar
functions, i.e. ψk(xint, yint) = ψ
k((xint + 0.5) ·dx, (yint + 0.5) ·dy). The parameter Φ = 2πn
is the reduced magnetic flux, where n is the number of vortices in the sample. The
cells ψk(0, yint), ψ
k(Nx + 1, yint), ψ
k(xint, 0), and ψ
k(xint, Ny + 1) are not included in the
simulated unit cell, but instead make up a virtual border, cf. Fig. 6.1. The boundary
conditions ensure that the total phase change along the border of the unit cell is 2πn.
Thus, since the phase change around every single vortex core is 2π, the number of vortices
in the simulation is defined through this boundary condition. Equivalently, the average
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Figure 6.1: Schematic of the basic setup of the
simulation space, which is a grid consisting of (Ny +
2)×(Nx+2) cells. The inner set of Nx×Ny grey cells
make out the actual simulation unit cell, while the
cells surrounding them are a virtual border, which
is used to maintain the periodicity of the unit cell.
After each iteration, the virtual border cells are up-
dated as according to Eqs. (6.16)–(6.23).
induced field of the simulation is determined via the boundary conditions on the vector
potential, since B = ∇×A. The boundary condition is imposed by adding or subtracting
a constant at the boundary:

























, Aky(xint, 0) = A
k
y(xint, Ny) (6.22)





, Aky(xint, Ny + 1) = A
k
y(xint, 1) (6.23)








All simulations were initialized with a constant internal field and a constant order param-
eter. When running the simulations, inhomogeneities will initially occur along the border
as a consequence of applying Eqs. (6.16)-(6.23) to the virtual border of the ψk, Akx, and
Aky matrices. Fig. 6.2 contains several time-frames from a simulation of a single vortex,
depicting how it gradually emerges from the top right border of the unit cell.
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Figure 6.2: Time evolution of
the simulated spatial field pro-
file of a single vortex. As time
progresses, the vortex gradually
emerges from the border grid cells.
The simulation was carried out
with the parameters κ = 1.3,
dx = dy = 0.05λ, ∆t = 10−4 τn,
σ = 10σn, and an average internal




Despite the periodic boundary conditions, the size and dimensions of the simulation do-
main |Ω| = LxLy still plays an important role. The overall simulated vortex morphology
is affected by the relative lengths of Lx and Ly. In the absence of pinning and higher-order
GL terms, one would expect a traditional hexagonal vortex lattice structure to emerge
from the simulations. However, such a morphology will not develop if the unit side lengths
do not conform with the hexagonal unit vectors a1 = a0(1, 0) and a2 = a01/2(1,
√
3),
where a0 is the unit side length. Fig. 6.3 depicts the results of a simulation carried out
with Lx = Ly resulting in geometry-induced frustration and an overall square-looking
vortex lattice. To avoid such effects, we have in the rest of the chapter employed unit
cells with side lengths having a ratio of Ly/Lx = nint
√
3, where nint is a positive integer.
This ensures that the unpinned vortex state is hexagonal in all subsequent simulations.
6.2.3 Finite-sized spatial mesh effects
It is well known that TDGL simulations can be affected by deceptive numerical effects
if the spatial mesh widths, dx and dy, are chosen to be too large [177]. This section
aims to present investigations of the mesh-sensitivity of our implementation of the TDGL
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Figure 6.3: The induced field of a vortex
lattice simulated with equal side lengths
Lx = Ly, κ = 1.3, an average internal
field of B̄ = 0.6
√
2Bc, dx = dy = 0.05λ,
∆t = 10−4 τn, and σ = 10σn. The simula-
tion producing this plot ran for 106 itera-
tions.
Figure 6.4: Examples of how the choice of mesh width can affect the simulation results.
All three plots show the induced field as found with simulations with no pinning, a GL
parameter of 1.3, an average internal field of B̄ = 0.6
√
2Bc, and varying mesh widths.
The dashed white line marks where cuts have been taken to make the 1D-field profiles in
Fig. 6.5.
equations. Fig. 6.4 shows the induced field as found in three different instances with
identical parameters except for the mesh width, which has been chosen to be 0.2λ, 0.05λ
and 0.02λ. In the case of the 0.2λ simulation, the expected hexagonal symmetry has
clearly been broken, seeing as some vortices have accumulated near the border of the
unit cell. This behaviour is caused by a too rough spatial resolution, which is incapable of
properly resolving the boundary conditions and thus induces an artificial Meissner current
in the system. The field plots with dx = dy = 0.05λ and dx = dy = 0.02λ showcase
much better hexagonal symmetries. Vertical slices through the field plots are shown in
the left panel of Fig. 6.5. The large peaks in these slice plots correspond to the vortex
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Figure 6.5: Further examples of how inadequate mesh spacings can affect the simulation
results. Left: Vertical slices through the field distributions presented in Fig. 6.4. Right:
Histograms of the same field distributions. The skew parameter α has been calculated for
each histogram. The two panels share the same colour legend.
cores and should for an hexagonal vortex arrangement have the same maximal field value.
It is evident that the 0.2λ vertical slice is asymmetric. The vertical slices of the 0.05λ
and 0.02λ field plots are much more symmetric, though the different spatial resolutions
still result in slightly differing peak positions. The right panel of Fig. 6.5 shows the
different field distributions of the three different simulations. The 0.2λ histogram differ
significantly from the 0.05λ and 0.02λ histograms, which are almost identical. This
carries into the determined skews, which have been calculated as according to Eq. (2.4).
Choosing the correct values for the parameters dx and dy is a trade off between the
accuracy of the results and the time and memory needs of the simulation. The ψ, Ax,
and Ay matrices contain seven times more elements for the dx = dy = 0.02λ simula-
tion than the dx = dy = 0.05λ simulation and the running time is similarly seven times
longer. Given the large time difference and the fact that the two runs result in similar
distributions with identical skew, the dx = dy = 0.05λ parameters have been used for
subsequent simulations with average induced fields of B̄ = 0.6
√
2Bc.
Before moving on to negative skew field distributions, one should consider the hexagonal
equilibrium vortex configurations. Fig. 6.6 displays the results of simulating systems of
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12 vortices with different magnetic fields. Increasing B̄ corresponds to decreasing the unit
cell size, which is a result of the vortex density having to increase. For each magnetic
field, the optimal spatial resolution was optimized as described in Section 6.2.3, resulting
in the spatial resolutions dx = dy = 0.05λ for B̄ = 0.4
√
2Bc, dx = dy = 0.016λ for B̄ =
0.8
√
2Bc and dx = dy = 0.012λ for B̄ = 1.1
√
2Bc. Higher spatial resolutions therefore
appear to be required for achieving proper unpinned hexagonal lattices at higher fields. In
Fig. 6.6, hexagonal patterns are observed in the induced field and order parameter plots
for all three different fields. As is seen from the |ψ|2 plots, the average Cooper pair density
is seen to decrease with increased fields. The calculated phase angle, θ from ψ = |ψ|eiθ,
is shown for all three fields and it is in all cases evident that there is a total phase change
of 2π around each vortex centre. The field distributions all appear similar, with long tails
leaning to the right side. The skew has been calculated to be around one for all three
equilibrium lattices, though it decreases slightly for higher fields, ostensibly a side-effect
of the increasingly overlapping vortex cores.
The equilibrium distributions were obtained by iterating the TDGL equations, Eqs. (6.4)–
(6.5), and the boundary conditions, Eqs. (6.16)–(6.23), until the vortex configuration
equilibrated. The time evolution of the skewness parameter was used as an equilibrium
criterion. For every 1000th iteration the skewness parameter was calculated and compared
to the values before it. Once the mean skewness of the 25000 latest iterations differed
by less than two standard errors from the mean skewness of the 25000 iterations before
them, the simulation was deemed to have equilibriated. This equilibration condition was
used for all the remaining simulations of this chapter.
6.3 Investigation of negative skew configurations
In the following section, we proceed with a more careful investigation of spatially per-
turbed vortex configurations. Past investigations of negative skew distributions are first
143
Figure 6.6: The results of simulating 12 vortices with average induced fields of
B̄ = 0.4
√
2Bc (column A), 0.8
√
2Bc (column B), and 1.1
√
2Bc (column C). Plots of
the induced field B(r), squared order parameter |ψ|2(r), phase angle θ(r), and local field
distribution are shown for each simulation run. The B̄ = 0.4
√
2Bc results were ob-
tained with the simulations parameters dx = dy = 0.05λ and ∆t = 2 · 10−4 τn, the
B̄ = 0.8
√
2Bc simulation was carried out with dx = dy = 0.016λ and ∆t = 1 · 10−4 τn,
and the B̄ = 1.1
√
2Bc results were obtained with dx = dy = 0.012λ and ∆t = 1 ·10−5 τn.
A κ of 1.3 and a field relaxation constant of σ = 10σn was used for all simulations.
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reviewed in Section 6.3.1. Afterwards, our own simulation results are presented in Sec-
tions 6.3.2–6.3.4, where we try to induce negative skew in several different ways.
6.3.1 Prior investigations of negative skew distributions
Local field distribution with negative skew has previously been observed in µSR inves-
tigations of Bi2.15Sr1.85CaCu2O8+δ [87] and La1.9Sr0.1CuO4−δ [178]. The negative skews
were in these cases seen to occur deep in the vortex glass and in the vortex liquid phases.
In Ref. 178, Menon et al. carry out a detailed study of the possible origin of the negative









〈δρ(q1)δρ(q2)δρ(−q1 − q2)〉 (6.26)
where the flux lines are assumed to be rigid and aligned along the field direction. The
field of a single flux line in Fourier space is given by bF (q), and the Fourier components of
the deviations of the flux line density is defined as δρ(q). Using Eq. (6.25) as a starting
point, Menon argues that a negative third moment cannot be achieved with either a com-
pletely uncorrelated, S(3)(q1,q2) = 1, or with a perfectly ordered FLL. In the theoretical
calculations of the third moment of the ordered FLL, Menon utilizes the London result
of Eq. (3.13) multiplied with a form factor to eliminate the singularity at the vortex core.
Eventually it is put forward that non-trivial three-body correlations are needed to achieve
a negative third moment and thereby a negative skew. Fig. 6.7 summarizes Menon’s re-
sults, where experimental µSR estimations of the skew of La1.9Sr0.1CuO4−δ is compared
to the theoretical estimations based on a liquid structure factor with nontrivial three-
body correlations and to Monte Carlo simulations results. The simulations were carried
out with Gaussian pinning potentials, as used for the MD simulations described in Sec-
tion 2.2.1, as well as with vortex interaction potential modelled as ≈ K0(r/λ). The figure
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Figure 6.7: The skew α as a function
of applied field. The skew has been ob-
tained via experimental µSR measure-
ments on La1.9Sr0.1CuO4−δ (black cir-
cles), a theoretical liquid structure factor
(blue squares), and Monte Carlo simula-
tion results (red crosses). The figure is
reprinted from Ref. 178.
convincingly shows that three-body correlations can result in a negative skew distribution.
Menon’s analysis does not employ GL theory in any way. This is notable, because vortex
cores can be non-rigid and deform in the GL description. This is unlike the vortex
core behaviour in the typical London model approach, where the form factor is usually
fixed to be symmetric. An example of the non-rigid behaviour of the vortex cores is
seen in the GL study by Priour and Fertig in Ref. [179], where vortices are observed to
deform dramatically in the proximity of impurity defects. The deformed vortex core may
affect the overall field distribution, and it is therefore worthwhile to pursue a further GL
investigation to determine whether three-body correlations are uniquely responsible for
negative skew field distributions.
6.3.2 Inducing negative skew via forced vortex core interactions
The average inter-vortex distance is maximized in the hexagonal equilibrium distribution.
A logical first step in the search for unusual vortex states with negative skew distributions
is therefore to manually reduce the distance between some of the vortices. We attempt
this by first looking at systems with very few vortices and by using the strong pinning
model of Ref. 114, ψ(rp) = 0, to manipulate the position of the vortex cores. The radii
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Figure 6.8: TDGL simulations of a system of four vortices with a reduced mean field of
B̄ = 0.6
√
2Bc. Pinning sites are initially positioned at the hexagonal equilibrium vortex
positions. In a step-wise fashion, one of the pinning sites is brought closer to the others
in other to see the influence of frustration on the system. The top row shows examples of
the field induction profiles of different simulated vortex configuration, while the bottom
row displays the corresponding field distributions. The simulations were carried out with
the parameters dx = dy = 0.05λ, ∆t = 2 · 10−4 τn, σ = 10σn.
of the pins were defined to be 0.1 ξ. An example of our simulation scheme is shown in
Fig. 6.8. The system starts out in the hexagonal equilibrium phase, with pinning sites
positioned at each of the vortex centres. In the next step, the leftmost pinning site is
brought closer to the middle, and the vortex state is allowed to equilibrate to this new
pinning configuration. After equilibration, the pinning site is in the next step brought
even closer to the middle and so on. Fig. 6.9 illustrate the simulation process in more
detail. Here, the evolution of the skew in between the equilibrium distributions is shown.
Initially, the skew is seen to decay exponentially every time the pinning site is moved
further to the right. Eventually, as the distance between two of the pins becomes too
small, one of the vortices is pushed off its pinning site. At this point, the vortex diffuses
back to its equilibrium position to resolve the frustration, and the skew will thereby attain
its original equilibrium value.
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Figure 6.9: The evolution of the skew as the originally leftmost pinning site is gradually
moved towards the middle. Each vertical line marks a time in the simulation where the
pinning site was moved one step further ahead. The intermediate points between each
vertical line show how the FLL relaxes into a new stable configuration after each change
to the pinning landscape. The small insets show the induced field at various times in the
simulation procedure. The white x marks indicate the position of the pinning sites. In the
rightmost inset, only three pinning sites are visible because two of them are overlapping
in the middle.
The simulation run with just four vortices per unit cell shows that it is possible to attain a
negative skew, provided that enough frustration is induced. The same simulation was also
carried out with just two vortices per unit cell, where a negative skew was also observed.
Carrying out a distance scan with the same simulation parameters as Fig. 6.8 and just two
vortices, we observed a minimum skew of -0.44. Hence, our simulation results go against
the notion that three-body correlations are uniquely needed for a negative skew [178].
In Fig. 6.10 the same simulation scheme has been carried out with systems of four vortices
and a series of different fields. In all cases, it is evident that the skew decreases as the
vortices are brought closer together, though only the simulations with B̄ > 0.5
√
2Bc
manage to attain a negative skew value. The distances between the pins originating at
vortex A and B, cf. Fig. 6.10, and the vortex core positions are continuously tracked. For
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Figure 6.10: Results at different fields B̄ of enhancing the core interactions in a system
of four vortices by gradually forcing the vortex A towards the vortex B by manipulating
the pinning site positions. The strong pinning regime, ψ(rp) = 0, has been employed. In
the top right plot the blue squares are the pinning positions, while the red circles are the
vortex centres. The bottom plots show the distance between the A and B pinning sites,
the distance between the corresponding vortex centres and the skew, α.
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all fields, these two values follow one another until vortex A is pushed off its pin. For all
fields, this is seen to occur when the distance between pinning sites is less than ≈ 1λ.
6.3.3 Optimization of positional order
In this section we aim to provide a more extended view into how the vortex positioning
affects the skew. This is done by including more vortices and by now optimizing their
position via a Monte Carlo procedure. The position of the vortices is still controlled
through the strong ψ(rp) = 0 pinning sites. Each Monte Carlo run was started from the
hexagonal isotropic state with pins placed at the vortex centres. The following actions
were taken during each iteration of the Monte Carlo procedure:
1. Generate a new pinning landscape by moving one of the pins to a new random
position, which is within a radius of 0.25λ of its previous position.
2. Let the vortex lattice equilibrate.
3. Calculate the skew of the new vortex configuration and calculate its difference from
the old skew: ∆α = αnew - αold
4. Generate a random number, 0 < xrand < 1.
5. Monte Carlo step: Accept the new pinning configuration if ∆α < 0 or xrand <
exp(−∆αβ). Here β is an effective inverse temperature.
The optimization procedure was carried out on systems with 4, 8, and 12 vortices and
periodic boundary conditions. An effective inverse temperature of β = 103 was used for
all Monte Carlo runs. In the event that a vortex is pushed off its pin, as was observed
in the previous section when two pinning sites get too close, the optimization procedure
loses a degree of freedom. To avoid this from happening, all newly generated pinning
configurations were required to have a minimum distance of 1 ξ between all pinning sites.
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Figure 6.11: The skew
as a function of the number
of Monte Carlo steps taken
in a system with 12 vor-
tices. The optimization pro-
cedure was carried out several
times with κ = 1.3, dx = dy =
0.05λ, B̄ = 0.6
√
2Bc, ∆t =
2 · 10−4, σ = 10σn.
Fig. 6.11 shows the result of running the optimization procedure on a system with 12
vortices, κ = 1.3, and B̄ = 0.6
√
2Bc. All runs eventually manage to reach a negative
skew, resulting in an average skew of −0.93(6) at the 300th Monte Carlo step. The final
results of some of the Monte Carlo runs are depicted in Fig. 6.12. These vortex states
exhibit a clear distortion compared to their initial equilibrium states. Additionally, the
vortex cores no longer appear to have one uniform size, but instead appeas to be deformed
due to the pinning-induced frustration.
An unfortunate reality of the Monte Carlo approach is that it is limited to relatively few
vortices compared to other simulation methods, which impede the identification of the
simulated vortex states as either Bragg or vortex glasses. In Refs. 69 and 76, the Bragg
glass is identified by extracting displacement and translational correlation functions from
SANS measurements of niobium and vanadium via reverse Monte Carlo methods. In both
cases, one has to look at length scales larger than 10a0, where a0 is the equilibrium vortex
spacing, to observe specific Bragg glass-like behaviour, i.e. a logarithmic growth of the
displacement correlation function and an algebraic decay of the translational correlation
function. In our case, the largest investigated system contains 12 vortices and has a
periodicity of just ≈ 2a0, which is much too short to determine anything about the large-
scale nature of the FLL. In Fig. 6.13 we investigate the effect of the number of vortices
in our simulations by comparing runs with N = 12, 8 and 4 vortices. Systems with fewer
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Figure 6.12: Field plots
of vortex systems with κ =
1.3, B̄ = 0.6
√
2Bc, and 12
vortices obtained through the
Monte Carlo procedure. All
of the shown vortex configura-
tions have a skew below −0.7.
The color bar indicates the in-
duced field.
vortices are seen to converge faster because they have fewer degrees of freedom. The final
average skews, found from 5 runs of each of the three system sizes, are -0.93(7), -0.93(2),
and -0.77(5) for N = 12, 8 and 4, respectively. There is therefore a slight system size
dependence, though the N = 12 and N = 8 systems ended up finding the same final skew.
In the right panel of Fig. 6.13, we attempt to characterize the change of the FLL structure
as the skew is decreased through the optimization procedure. The nearest neighbour dis-
tance has been calculated for each vortex and averaged over the entire vortex ensemble at
every step of the Monte Carlo procedures. It is evident that a decrease of the skew is cor-
related with a decrease of the average nearest neighbour distance, indicating increasingly
distorted structures.
6.3.4 Local distortions of the vortex core
The optimization procedure of the previous section has the built in assumption that neg-
ative skew can be obtained through the positional disorder of the lattice. This was shown
to be true, though it does not exclude the possibility of local core distortions giving rise
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Figure 6.13: Left: The average skew found as a function of the number of Monte Carlo
steps, as simulated for three different system sizes. The shaded areas corresponds to ±1
standard deviation, as determined from 5 Monte Carlo runs for each system size. Right:
The average distance between nearest neighbour as a function of the skew. The data
have been averaged over the results from all the Monte Carlo simulation runs for all three
system sizes, N = 12, 8, 4.
to negative skew as well. Such a mechanism is interesting to explore, because it has been
proposed as a possible explanation for the peak effect [76], especially in the cases where
the peak effect is found to occur concurrently with a Bragg glass.
This section documents a small numerical test, where the vortex cores are distorted with-
out changing their “centre of mass” positions. The top panels of Fig. 6.14 show how this
is done through the placement of the pinning sites. A random direction is chosen for each
vortex, after which a pin is placed on either side of the vortex core in this direction. The
pins are placed with the same distance to the vortex centre, meaning that they should
exert the same pull. For the result in this section, we have employed the less strong δTc
pinning with ε(r) = −1 as discussed in Section 2.2.2. Each pin has a radius of 1 ξ. The
local field histograms resulting from these pinning landscapes are also shown in Fig. 6.14.
When the pins are placed a distance of 0.5 ξ from the vortex cores, the skew is reduced
to 0.73, while a distance of 0.75 ξ results in a negative skew of -0.33. A significant distor-
tion of the vortex cores is therefore necessary to achieve a negative skew if the positional
disorder is limited.
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Figure 6.14: The result of distorting the shape of all the vortex cores by placing two
equidistant pins near all the vortex cores. The pinning positions are in the top plots
marked with white x’s. The color bars are used to indicate the value of the induced field.
In the top left plot, the pins are placed a distance 0.5 ξ from all vortex cores, resulting
in a decreased skew of 0.76. In the right top plot, the pinning sites have been placed a
distance 0.75 ξ from the vortex cores, resulting in a skew of -0.33. The lower plots display
the field histogram corresponding to the field plots above them. The simulations have
been carried out with κ = 1.3, B̄ = 0.6
√




From the investigations of low-κ vortex systems containing 2-12 vortices, we have ob-
served that local field distributions with negative skews can be achieved through both
positional disorder and local core deformations. Menon et al. convincingly showed that
three-body correlations result in a negative skew, though our TDGL simulation results
seem to indicate that this relation does not hold the other way: A negative skew can in
our simulations be achieved with just two vortices.
In terms of relating the simulations to the experimental situation, high-frustration vor-
tex configurations such as those found from the Monte Carlo optimization procedure,
cf. Fig. 6.12, are only realizable in samples with very strong pinning forces. At the same
time, we know from Section 6.3.2 that a negative skew is easier to achieve at higher in-
ductions, meaning that less distorted vortex configurations are likely needed at higher
induced fields. Still, the simulations show that the negative skew region of the µSR-based
phase diagram presented in Chapter 5 (Fig. 5.20) can be interpreted as a region with
increased disorder. This also fits with the Chapter 5 SANS observation of decaying trans-
lational correlation lengths as the order-to-disorder transition is approached.
Temperature fluctuations of individual vortices were in Ref. 76 discussed to be relevant to
the peak effect, which also occurs in the negative skew region of the phase diagram. Our
results in Section 6.3.4 show that local distortions can indeed contribute to the negative
skew.
The simulation method developed for this chapter could be improved in many ways. First
of all, optimizing the overall code further so that larger systems can be investigated will
help approximate the experimental situation better as well as make it possible to calcu-
late correlation functions. Implementation of temperature fluctuations, anisotropy effects





In this thesis, we have explored the flux line lattice of two low-κ superconductors when
exposed to either temporal or spatial perturbations.
In Chapter 4, time-resolved SANS was used to investigate the effect of temporal perturba-
tions in a high purity niobium sample, which displayed several different vortex morpholo-
gies when the static field was applied along a 〈100〉 crystallographic axis. By tracking
the evolution of the characteristic time constants of the FLL as a function of field and
temperature, we were able to see that the anisotropic nature of the niobium Fermi surface
was expressed in the dynamic behaviour. Our results were to some extent compatible with
anisotropic elasticity theory based on the GL equations presented in Section 1.3.2, which
predicted decreasing elastic moduli and therefore increasing time scales as a function of
increasing field and temperature. However, our data also had indications of non-elastic
behaviour, as was observed through the frequency dependence of the measured time con-
stants described in Section 4.4.1, slight differences in the time-constants extracted from
different domains shown in Section 4.4.3, as well as diffuse scattering which was either
induced or enhanced by the AC field as discussed in Section 4.4.4.
In regards to the structural transitions, we first investigated the dynamic behaviour of
the niobium FLL through the scalene-to-isosceles structural transition in Section 4.4.1.
The time constants did not change abnormally across the structural transition when em-
ploying a uniform perpendicular AC field. However, when employing a constant gradient
AC field, the time constants increased more rapidly close to and across the transition.
One possible interpretation is that the constant gradient AC field at least partially probes
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the c66 elastic mode, which is more sensitive to shearing of the unit cell. As a function
of field, we investigated the scalene-to-high-field square phase transition in Section 4.4.2.
Again, no abnormal behaviour was observed near the structural transition and the time
scales were seen to increase with increasing fields.
Spatial perturbations were in Chapter 5 investigated via SANS measurements of an impure
vanadium sample. The main result of this investigation was that the correlation lengths
decrease significantly as the order-to-disorder transition is approached, indicating that
the vortex glass phase is dominated by short-range ordered correlations.
Muon spin rotation measurements of the same vanadium sample resulted in local field
distributions, which showed that the skew of the distribution changed from positive to
negative in the vortex glass phase. These observations were complemented by Ginzburg-
Landau based simulations presented in Chapter 6, that showed that negative skew can be
induced by disordered vortex state or in general just by increased vortex core interaction
and deformation. We achieved negative skew distributions from simulations with just
two vortices, thereby disproving the notion that negative skew is a unique indicator of
three-body correlations.
The thesis work demonstrates that low-κ type-II superconductors are far from uninter-
esting or simple. As a result of their underlying anisotropic nature and relatively large
vortex cores, they exhibit a number of complex behaviours. The results from this thesis
are currently being written up in a number of papers.
Future work
The study of the dynamic behaviour of niobium could easily be extended further. A more
systematic investigation of the influence of the frequency and amplitude of the applied
field could help answer important questions about the basic nature of the niobium FLL,
i.e. is it fully elastic or better described as a non-Newtonian fluid. The vertical diffuse
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streaks have, to our best knowledge, not been reported before and it would therefore be
interesting to make a more thorough investigation by carrying out more high-statistic
wide-angle rocking curve measurements.
Our investigation of the phase diagram of our impure vanadium sample could benefit from
more measurements at intermediate temperatures in order to decide how much the FLL
preparation technique affects the exact location of the order-to-disorder transition in this
region. Additional full rocking scan measurements with the high-resolution perpendicular
setup would facilitate more accurate measurements of the translational correlation lengths.
We have demonstrated that the time dependent Ginzburg-Landau (TDGL) equations can
be used in an optimization procedure to obtain negative skew distributions. A reverse
Monte Carlo procedure could be attempted to fit specific vortex structures to experimental
µSR distributions directly. However, this necessitates high statistics measurements and
an optimization of the TDGL code so that more vortices can be included.
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APPENDIX A
DYNAMIC MAXWELL COIL DATA
A.1 Introduction
This appendix aims to account for the remaining results from the stroboscopic SANS
investigation of the high purity niobium FLL with a Maxwell coil setup. The overall
experimental setup is described in Chapter 4. The Maxwell coils induces a constant
gradient field. The main motivation for using this setup was that it might induce shearing
in the vortex lattice, which we could detect through changes in the detector position of
the diffraction spots. Unfortunately, the in-plane resolution of the detector was too poor
to capture any shift of the vortices.
A.2 Temperature scan detector images
Fig. A.1 shows the detector images obtained from the field scan performed across the
scalene to isosceles phase transition. In Chapter 4, the phase transition temperature was
determined as 3.4(1) K. Overall, the detector images are similar to the ones recorded for
the Helmholtz setup and one also see features such as the stripes of diffuse scattering
between the first order diffraction spots.
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Figure A.1: Images obtained from integrated rocking scans measured with an applied
static field of 200 mT and an oscillatory field generated with the Maxwell coil setup with
an input voltage of 150 mVp2p. Images in the left column are depicted with a linear colour
scales, while the images to the right depict the same data with a logarithmic colour scale.
A background measured with a temperature of 10 K and a performed at a temperature
of 10 K and a static field of 200 mT was subtracted from the data.
161
A.3 Rocking curve data
Fig. A.2 shows the time-resolved rocking curve data obtained from a temperature scan
measured with the gradient Maxwell configuration. The plots are in many ways reminis-
cent of the ones presented in Section 4.4.1, with the main difference being that the widths
are constant as a function of time. This indicates that the Maxwell configuration perturbs
the FLL in a gentler way, such that an angle shift can occur without impacting the order
of the lattice. As was the case for the Helmholtz data, the rocking curves of the Maxwell
displayed both a long and short range order, which both exhibited time-dependent be-
haviours.
A.4 Correlations
The radial widths as determined from 2D Gaussian fits to the TM diffraction spot on the
detector are shown in Fig. A.3. The radial widths of the Maxwell experiments are similar
to those of the Helmholtz experiment. We therefore see that we were not able to detect any
in-plane widening as a result of the constant gradient field. The corrected rocking curve
widths alongside the corresponding correlations along the flux lines are shown in Fig. A.4,
while the corrected Wq width is shown in Fig. A.5. The corrected rocking curve widths
have the same order of magnitude between the Helmholtz and Maxwell experiments. As
was the case for the Helmholtz experiment, the corrected Wq widths are noisy and almost
cannot be separated from 0. This again, is the result of the poor in-plane resolution of
the parallel scattering geometry. As was the case for the Helmholtz experiment, the exact
values of Wq should be regarded with a certain amount of skepticism. This is because
the corrected values are very sensitive to instrument parameters such as the wavelength
spread, which likely is not precisely 10%.
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Figure A.2: Time-dependent information extracted from fitting Eq. (4.8) to the rocking
curves of the Maxwell coils temperature scan. The plots display a) intensity s1 of the
long-range Gaussian peak, b) intensity s2 of the short-range Gaussian peak, c) peak width
σ1 of the long-range peak, d) peak width σ2 of the short-range peak, e) peak position of
the long-range ordered peak, and f) peak position of the short-range ordered peak. In
subplot b), d) and f), only three curves are shown for clarity.
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Figure A.3: The radial width of the TM
diffraction spot (vertical FWHM) as a func-
tion of temperature. The data was collected
with the Maxwell coil setup with a static ap-
plied field of 200 mT and an oscillating field
with a frequency of 4 Hz. The horizontal lines
are the expected static values for Wr calcu-
lated from Eq. (3.15) assuming Wq = 0.
Figure A.4: a) and b) The resolution corrected rocking curve widths of the the long
and short-range order. c and d) The correlation lengths along the flux lines as calculated
from the corrected rocking curve widths. Obtained from the Maxwell coil experiment.
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Figure A.5: The width in the direction of
scattering, Wq, obtained by correcting the
radial width, Wr, for the instrumental reso-
lution as a function of time.
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