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1 Introduction
Immersed boundary methods (IBMs) – introduced by Peskin and McQueen [13, 14, 15] for the sim-
ulation of blood flows through human hearts – have been developed as an answer to the limitations
encountered by methods that use body-fitted meshes. In the case of complex-shaped and moving
bodies the use of body-fitted meshes is rather tedious. The generation of meshes around bodies
with complex geometries requires a lot of effort. In case these complex-shaped bodies also move
or deform, the restrictions of body-fitted mesh methods become even larger. After each time step
a new body-fitted grid has to be generated, which increases the computation time to a large extent.
Immersed boundary methods do not suffer from these limitations. Calculations are performed on
fixed cartesian grids. Making these grids is trivial. The body of interest is simply immersed in these
grids (see figure 1). The challenge of developing an IBM is to impose the boundary conditions on
the immersed boundary such that the flow is aware of the boundary’s presence to the required ac-
curacy level. Several approaches have already been developed for this. Some of these have proven
themselves on a variety of problems.
A disadvantage of IBMs is the possibly large amount of cells required to capture the immersed
boundary sufficiently accurate. Especially in the case of high-Reynolds-number flows, which are
characterized by a very thin boundary layer (boundary-layer thickness is in general proportional to
the inverse of the square root of the Reynolds number, the amount of grid cells can become extremely
large. As opposed to that, body-fitted meshes can efficiently capture these boundary layers. To make
IBM solutions as accurate as body-fitted grid solutions, it is of prime importance that these boundary
layers are captured with sufficient resolution. Given the simple grids used by IBMs the logical step
towards increased boundary-layer resolution is the application of local grid-refinement techniques.
The combination of adaptive mesh refinement and an IBM for the unsteady incompressible
Navier-Stokes equations allows for the simulation of various interesting flow problems. Especially
interesting is the application of these methods to problems with moving flexible bodies, such as
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swimming organisms, flapping sails and many other. A representative flow problem is the flow
around a flapping flexible filament [20].
Figure 1: Immersed boundary methods use simple cartesian meshes (left) instead of complex body-
fitted meshes (right). Courtesy: Vander Meuˆlen [12].
The aim of this study is to make a start with the development of an   -adaptive Immersed Bound-
ary Method (IBM) for the simulation of the unsteady incompressible Navier-Stokes equations around
moving and flexible bodies. Work has already been performed at CWI on an IBM for steady flows
(see Vander Meuˆlen [12]). The step towards unsteady flows is taken here. This paper treats the
development of a numerical solver – based on the pressure-projection method – for the unsteady
incompressible Navier-Stokes equations.
The pressure-projection method, which was introduced independently by Chorin [3, 4, 5] and
Temam [18], is a fractional-step method for the solution of the time-dependent incompressible
Navier-Stokes equations. It solves the Navier-Stokes equations using an intermediate velocity, which
is calculated without use of the continuity equation, i.e., without the divergence constraint. This
intermediate velocity field is then projected onto a space of divergence-free vector fields, which re-
quires the solution of a Poisson equation for the pressure. This projection step is necessary because
the incompressible Navier-Stokes equations contain no time derivative for the pressure. Solely solv-
ing for the momentum equations under influence of the divergence constraint does not take into
account the change of pressure.
Since its introduction the pressure-projection method has seen many different forms. In the
excellent overview paper by Brown, Cortez and Minion [2] the most frequently used projection
methods are compared and fitted into a general formulation. Here we will adapt this general for-
mulation but restrict ourselves to the pressure-free projection method by Kim and Moin [9], the
pressure-correction method by Van Kan [8], by Bell, Colella and Glaz [1], and a method by Lee and
LeVeque [11] that combines elements from both former methods.
Elements of all three methods will be combined. An important criterion in selecting these el-
ements is the ease of extending the resulting numerical solver with immersed boundary and mesh-
refinement techniques. For the validation a standard two-dimensional test case is considered, a
boundary-layer flow along a flat plate. Numerical results are compared to the exact boundary-layer
solution by Blasius, and to numerical results obtained using Femlab. The results are convincing
and are a good motivation for the extension to an   -adaptive immersed boundary method for the
unsteady incompressible Navier-Stokes equations.
In section 2 the Navier-Stokes equations are introduced, followed by a discussion of the general
formulation of the class of pressure-projection methods in section 3. Of the large class of available
solution methods for the unsteady incompressible Navier-Stokes equations, three commonly used
methods are treated in more detail in section 4. By combining elements of these methods, a method
of choice is constructed in section 5, which is validated in section 6. The method of choice is
chosen such that it is particularly suitable for the development of an immersed boundary method.
Conclusions and suggestions for future work are given in sections 7 and 8.
2
2 The Navier-Stokes equations
The unsteady incompressible Navier-Stokes equations for viscous fluid flow read:
  	
 
 
, (1)

fffi flffi
, (2)
with  fl "!$#%& the velocity field,  the pressure,  the kinematic viscosity ( ('ff)*,+.- ) and  the
external forces. Boundary conditions are only imposed to the velocity   . For convenience we only
consider the Dirichlet case:
 / on 021 . (3)
3 General formulation of projection methods
The pressure-projection method aims at solving (1) under the influence of the divergence con-
straint (2) and boundary conditions (3). Since this can not be done in one step, a fractional-step
approach is used. First an analog of (1) is solved for an intermediate velocity field  3 without regard
of the divergence constraint. Next this velocity field is projected onto a divergence-free vector field
resulting in  46587 , with 9 :) the new time level. This projection step requires the solution of a
Poisson equation for the pressure. The general procedure for this projection approach, adapting the
notation by Brown, Cortez and Minion [2], is the following.
Transport step: Given the velocity   4 solve for the intermediate velocity field  ;3 (with < 3=
<
4
fl
< ) using the following semi-discrete form of (1):
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4
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I 
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J 
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fl
, (4)
with boundary condition: K
 
3
Lffi on 021 . (5)
Equation (4) is a Crank-Nicholson-type discretization of (1), in which the pressure  46587BADC has
been replaced by some approximation E . The boundary condition (5) still has to be specified
depending on the method used.
Projection step: Advance the intermediate velocity   3 to the final time level < 46587M < 3 N < using:
 
46587
 
3
?	
<

PO
465Q7
, (6)
subject to the divergence constraint:

ffR 
46587
ffi
. (7)
Boundary conditions for this projection step depend again on the type of projection method
used. For now it can be said that these have to be consistent with
K
 S3T.Uffi and   4V587 
/
4V587
on 021 . From (6) it is obvious that this projection step requires O 46587 in order to cal-
culate the new velocity field. Applying the discrete divergence operator to (6) and using the
continuity equation (7) leads to a Poisson equation for O :
PO
465Q7

)

<

ffR 
3
. (8)
Pressure update: Substitution of (6) into (4) and elimination of  ;3 gives the following expression
for the pressure at the new time level:

465Q7WA$C
E@flO
465Q7
?

<
H
PO
46587
. (9)
After this pressure update one can repeat all steps to march in time.
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From the above it is clear that by choosing E and
K
 ;3T a large class of projection methods can be
constructed. We will strive for a pressure-projection method that is formally second-order accurate in
both time and space. Several frequently used methods that satisfy this requirement will be discussed
in more detail below. But first a short comment will be made on the spatial discretization of the
projection method.
The Crank-Nicholson-type discretization used above results in a second-order accurate dis-
cretization in time. For the projection method to be formally second-order in space too, one has
to choose a corresponding spatial discretization. The most frequently used approach is the one by
Harlow and Welch [6], which uses a staggered grid. This allows for the use of second-order central
differences only. A staggered grid (see figure 2) defines the pressures  in the cell centres, the  
velocities on the centres of the vertical cell edges and the # velocities in the centres of the horizontal
cell edges. It is not hard to see that when applied to equations (4), (6) and (8), this results in a
compact scheme (covering no more than three cells), which is fully second-order accurate.
Unfortunately, a staggered grid approach can lead to difficulties near the boundaries. Interpola-
tion is required when a velocity cell does not exactly coincide with the boundary. It is less suited for
higher-order discretizations and – last but not least – does not allow for an easy implementation of
  -adaptivity and immersed boundary techniques. The more familiar collocated grid approach does
not suffer from these restrictions. However, application of second-order central differences on such a
collocated grid results in the so-called odd-even decoupling or checkerboard pattern. A second-order
central difference scheme decouples the velocity and pressure fields and allows for oscillations. So-
lutions to this problem have been found but generally result in less elegant methods. See appendix A
for a more detailed discussion of the staggered and collocated approach.
Figure 2: Pressure-projection methods often use staggered grids (left) instead of the more famil-
iar collocated grids (right). Pressures  indicated by   , velocity components  by  and velocity
components # by  .
4 Several projection methods
Given the general formulation, a large class of projection methods for the unsteady incompressible
Navier-Stokes equations can be constructed. A few of the most commonly used methods will be
discussed here, after which a method of choice is determined. For a more extensive overview of the
methods discussed below see the excellent overview paper by Brown, Cortez and Minion [2].
4.1 Pressure-free projection method
The first method that will be considered has been developed by Kim and Moin [9]. Using the
terminology from [2] it can be referred to as the pressure-free projection method. As the name
already suggests this projection method is characterized by the choice of E  ffi , which corresponds
to a system of equations that contains no pressure terms. According to [2] this specific choice of E
has two consequences: first, it implies that time-accumulating errors in the pressure distribution do
not contribute to errors in the momentum equations. Second, Brown, Cortez and Minion state that
 @3 is no longer within    < C  of   465Q7 since the projection step implies larger corrections. Finally
4
the boundary condition (5) becomes nontrivial since it should take into account the absence of the
pressure term in the momentum equations.
Following the work by Kim and Moin the abovementioned problems have been solved with a
smart choice for the boundary condition (5). The resulting method can be summarized as follows
(using again the general formulation of projection methods):
Transport step: Advance   4 to   3 (with < 3  < 4  < ) using:
  3 ? 4

<
 
46587BA$C

P 
465Q7WA$C


H
I 
3
J 
4
 fl
. (10)
The corresponding boundary condition can now be obtained in a straightforward manner by
using a Taylor-series expansion of  @3   ! < 3T around the point < 4 (see [9]), resulting in:
 
3
/fl
<

PO
4
on 021 . (11)
Note that an extra term is added to the original boundary condition   3  / in order to assure
second-order accuracy in time. In fact, one actually wants to use  S3 / < 
PO 46587 but
O 465Q7 is not known until the projection step. It can be shown that there is no reduction in order
when using this lagged potential. In [2] the boundary condition (11) is only used in tangential
direction, while in normal direction   3 / is used.
Projection step: Advance the intermediate velocity  ;3 to   465Q7 (with < 465Q7  < 3  < ) by solving
the Poisson equation for O 46587 :
PO
465Q7

)

<

ffR 
3
, (12)
with boundary condition:
fl
PO
46587
ffi on 0 1 , (13)
and setting:
 
46587
 
3
?	
<

PO
465Q7
. (14)
Here  is the unit normal vector. Note that the original boundary condition for (14) subject to
the divergence constraint 
    46587  ffi reads     46587  6/ on 0 1 . Taking the normal
component of (14) and applying the divergence constraint and original boundary conditions
leads to the boundary conditions given in (13).
Pressure update: Although this method is called a pressure-free projection method, it is possible
to obtain an expression for the pressure as a function of the potential O . Setting Effi in (9)
gives for this post-processing step:

46587BA$C
O
46587
?

<
H
PO
46587
. (15)
This expression assures that also the pressure is updated with second-order accuracy.
This concludes the discussion of the pressure-free projection method. In [9] the governing equations
are solved using second-order central differences (finite-differences) on a staggered grid. Solving the
semi-discrete advection-diffusion equation (10) is done using standard techniques. Kim and Moin
used an Adams-Bashfort scheme to approximate the nonlinear convection terms, i.e.,  @4V587WA$C 

 
46587BA$C
'
C
 
4
R
P 
4
?
7
C
 
4"7
R
 
4"7
. Crank-Nicholson for the diffusion terms removes
the severe numerical viscous stability restriction. A fast solver is used for the Poisson equation.
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4.2 Pressure-correction method
The second method that is considered is the one by Van Kan [8] and a slightly adapted version
by Bell, Colella and Glaz [1]. This projection method, which is often referred to as the pressure-
correction method, is characterized by the choice of E	  4 7WA$C and
K
 M3TP  >3G?/  ffi on
021 . As such the projection step consists of solving the Poisson equation with boundary condition
 
FO 46587 ffi on 021 . According to [2] this implies that  ;3 differs at most    < C  from   46587 such
that the velocity boundary condition for  ;3 is justified. The resulting velocity field convergences at
a second-order rate (in the maximum norm). In the original method the pressure converged at a
first-order rate only, but a slight improvement discussed below improves this to second-order. The
pressure-correction method can be summarized as follows:
Transport step: Advance   4 to  M3 (with < 3; < 4  < ) using:
 M3M?   4

<
 
4V587WA$C

P 
465Q7WA$C
fl

4 7WA$C

 H
I 
3
  
4
 
, (16)
with boundary condition:
 
3
/ on 021 . (17)
Projection step: Advance the intermediate velocity   3 to  465Q7 (with < 465Q7M < 3  < ) by solving
the Poisson equation for O 46587 :
PO
465Q7

)

<

ffR 
3
, (18)
with boundary condition:
fl
PO
46587
ffi on 0 1 , (19)
and setting:
 
46587
 
3
?	
<

PO
465Q7
. (20)
Again  is the unit normal vector. Substitution of (20) into (16) gives:

FO
46587


46587BA$C
?J

4 7WA$C
. (21)
This implies that   46587   M3>?	 < C


. And thus  M3S/S    < C  on 021 , which justifies
the use of (17).
Pressure update: In the original method by Bell, Colella and Glaz the pressure was updated using
the following gradient equation:

S
46587BA$C


4 "7BADC
fl
FO
46587
. (22)
However, from the boundary condition for the Poisson equation   
PO465Q7 it follows that
  
S
46587BA$C
   
S
4"7BA$C on 021 , which is in general not correct on the boundary, resulting
in an artificial boundary layer. Simply using the expression in (9) gives the correct update for
the pressure:

465Q7WA$C
J
4 7WA$C
O
46587
?

<
H
PO
46587
. (23)
This expression assures that also the pressure is updated with second-order accuracy.
The method proposed by Van Kan uses an Adams-Bashfort discretization of the nonlinear convection
terms in the momentum equations, while Bell, Colella and Glaz use a Godunov-type approach.
Especially the latter method is suitable for the implementation into a collocated finite-volume setting.
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4.3 Godunov-type pressure-free projection method
It has already been mentioned that the two methods described above are only two of many different
pressure-projection methods. Before making a decision between the methods available we shall first
consider a third method developed by Lee and LeVeque [11]. This Godunov-type projection method
combines the pressure-free projection method by Kim and Moin [9] with the Godunov techniques
from the pressure-correction method by Bell et al. [1].
The basic difference between this method and the former two is that instead of only a staggered
velocity field also a cell-centered velocity field is used. We shall define the cell-centered velocities
in cell  D!% as  4   4 !
	 4 & (to be interpreted as cell averages). Similar to the staggered
approach a second set of velocities   4 is defined at the cell edges, i.e.,  4
 7WA$C
 and  4
587WA$C
 at
the left and right cell edge respectively and # 4


 7WA$C
and # 4


587WA$C
at the bottom and top cell edges
respectively. Lee and LeVeque now assume that at the beginning of each time step the edge velocity
field is discrete divergence-free: 
.R  4 ffi . Here the discrete divergence operator is defined as:
 
.R 
4



 4

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
? 4

"7BADC



# 4



587BA$C
? # 4



"7BA$C

. (24)
With this their algorithm is then defined as:
Transport step: Advance  4 to  3 (with < 3 < 4  < ) by solving the following pressure-free
advection-diffusion equation:

 
4
,
P




, (25)
with boundary condition:

3
 /Sfl
<

PO
4
on 021 . (26)
Note that the nonlinear convection terms are linearized by introducing the edge velocities at
the old time level   4 . Instead of solving the advection-diffusion equation (25) in one step,
Lee and LeVeque choose a fractional step approach. This procedure allows them to solve
the advective part using their CLAWPACK higher-order finite-volume code separate from
the diffusive part. The procedure they follow is based on the so-called Godunov splitting
method, which for the semi-discrete advection-diffusion equation consists of two steps. First
one solves the advection part, followed by an update of the diffusion part:

?

4

<
 
4

P


ffi
, (27)
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

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I

3



fl
. (28)
Unfortunately, this approach is only first-order accurate in time. A formally second-order
accurate splitting method is the Strang splitting approach:


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
4

<
*
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
 H
I



4

, (29)

?
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, (30)
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I

3


fl
. (31)
It is not difficult to notice that the first and last step of this Strang splitting method can be
combined into one step over  < instead of over two steps of  < *
H
. Only at the first and last
time step one has to use the halved time step then. Further note that since an implicit method
is used for the diffusion equation, no viscous stability restriction is present.
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Conversion step: Since two velocity fields are used in this projection method, and the transport step
only calculates intermediate cell-centered velocities, a conversion step is required to obtain
intermediate cell-edge velocities. Lee and LeVeque simply average the cell-centered velocities

3
:
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

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

3
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 7 



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

, (32)
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
3
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

. (33)
Although this seems to be a rather coarse procedure, it can be shown that this is indeed con-
sistent with the manner in which the staggered approaches work. Further it can be noted that
the intermediate edge velocity field is in general not divergence-free, i.e., 
 .R M3ffi .
Projection step 1: Advance the intermediate velocity  ;3 to   46587 (with < 46587  < 3%( < ) by solving
the Poisson equation for O 46587 :
PO
465Q7

)

<

ffR 
3
, (34)
with boundary condition:
fl
PO
46587
ffi on 0 1 . (35)
Here  is the unit normal vector. As usual the velocities at the final time level can now be
obtained using the expression:
 
465Q7
  
3
?	
<

VO
46587
, (36)
where the gradient of O 46587 is discretized using second-order central differences over the cell
edges. Note the use of the 
 symbol for this compact discrete gradient operator. For the
left cell edge the gradient is then discretized by  


46587

"7BA$C




	
 

	


 

. Similar expres-
sions hold for the other edges. This projection step results in an update of the edge velocities
only. Since a new loop requires the cell-centered velocities at the new time level a separate
projection step has to be taken for the cell-centered velocities.
Projection step 2: Advance the intermediate cell-centered velocity  3 to  46587 (with < 46587  < 32

< ) using:

4V587


3
?J
<


C
VO
46587
. (37)
The difference between this update and the one in (36) is in the discrete gradient operator 

C

.
In (37) this gradient is taken over a broader stencil:  


4V587



	

	
 


	


 
C

. For the method
given above Lee and LeVeque state that the edge velocities calculated with (36) are exactly
divergence-free. The cell-centered velocities are therefore divergence-free up to second order,
which is as desired.
Pressure update: If required, the pressure at the new time level can be obtained using the following
expression:


465Q7WA$C
O
46587
?
 
<
H
PO
4V587
. (38)
This expression assures that also the pressure is updated with second-order accuracy.
5 The method of choice
A method is constructed which uses elements from the methods discussed above. This method will
have to be suited for extension to an   -adaptive immersed boundary method. For this we follow the
recommendations by Vander Meuˆlen [12]. In this work it was concluded that of all available IBMs,
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the so-called ghost-cell method is most promising for the application to unsteady high-Reynolds-
number flows around moving and flexible bodies. The ghost-cell method is an immersed boundary
method based on a finite-volume discretization. It introduces the presence of the immersed boundary
by locally adapting the numerical fluxes using various interpolation techniques. For this purpose
virtual or ’ghost’ cells with an interpolated flow state are introduced.
The ghost-cell method can be easily implemented into existing finite-volume solvers, as shown
by Vander Meuˆlen [12]. A disadvantage of the ghost-cell approach is its use of interpolation tech-
niques, which can become rather tedious in case of higher dimensions combined with higher orders
of accuracy.
The ghost-cell method is based on a finite-volume discretization with numerical fluxes. Although
most incompressible Navier-Stokes solvers are based on a staggered finite-difference approach, sev-
eral versions have also been developed that are of the finite-volume or Godunov-type. Of these, the
previously discussed method by Lee and LeVeque [11] has shown its competence and has already
proven itself on immersed boundary problems (although an immersed boundary method other than
the ghost-cell approach was used). Especially the well-known odd-even decoupling problem has
been solved in an elegant and successful manner in this method. With the method by Lee and LeV-
eque as an example a novel Godunov-type pressure-free projection method is developed. It will be
explained in more detail in the following.
5.1 A novel Godunov-type pressure-free projection method
It has been explained that the basic idea of the method by Lee and LeVeque is that besides a staggered
velocity field also a cell-centered velocity field is used, for which the cell-centered velocities in cell
 D! % at time level 9 are defined as  4   4 !	 4 & . A second set of staggered velocities   4 is
defined at the cell edges, i.e.,  4
 7WA$C
 and  4
5Q7WA$C
 at the left and right cell edge respectively and
#
4



"7BA$C
and # 4


587BA$C
at the bottom and top cell edges, respectively. Assuming that at the beginning
of each time step the edge velocity field is discrete divergence-free: 
 F   4  ffi , the method of
choice reads:
Transport step: Advance  4 to  3 (with < 3 < 4  < ) by solving the following pressure-free
advection-diffusion equation:

 
4
,
P




, (39)
with boundary condition:

3
 /Sfl
<

PO
4
on 021 . (40)
This linearized advection-diffusion equation is discretized using a finite-volume method based
on numerical fluxes, i.e., a Godunov approach. For now body forces are neglected, i.e.,  ffi .
Our two-dimensional numerical domain is discretized using rectangular cells 1 

 having sides
 
 ) !
H
! ! with length  being either  or  , and area  


. Integration of (39) over
a cell 1 

 and introducing  



7
	
 


 
 1 as the cell mean, results in the following
semi-discrete (discretized in space, not in time) momentum equation:




0 <
?
)







7
 



9





9







 , (41)
where 9

and 9 are the outward normal vectors on the cell faces. The functions  

 and



 are known as the numerical flux functions and contain the advective and diffusive flux
terms:
 
 
4
?J


 
4
	 ?	
ff
flfi
and  ffi
#
4
 ?	



#
4
	 ?J
ff

fl 
. (42)
Since the cell-centered velocity field  4  4 !	 4 & is not defined at the cell faces (the so-
lution is assumed to be piecewise continuous), these numerical fluxes can not be calculated in
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a straightforward manner. To decide which velocity should be used for the flux calculation an
upwinding technique is applied. For higher-order methods this upwinding is combined with
a slope limiter that stabilizes the numerical solution. Here we shall not go that far since only
a first-order method is constructed, but the extension to a higher-order scheme is a straight-
forward procedure for which a large variety of limiters is available. For now the first-order
upwind scheme satisfies. It chooses between one of the two velocities in the cells adjacent to
the cell face under consideration, i.e., for cell-face   one can use either  5

or 


, with the
 indicating the cell ’outside’ (in outward normal direction) the cell face and the ? the cell
’inside’. The velocity is chosen as follows:
 



5

if R  4

ffi
,



if R  4

ffi
.
(43)
The gradients in (42) are calculated using central differences. Note that since here only a first-
order accurate method is considered, the boundary condition (40) reduces to  3  / . For
higher orders the original expression (40) has to be used.
What results is the time discretization of equation (41). For this the first-order accurate forward
Euler scheme is used. Extension to higher orders can for example be done by using an explicit
Runge-Kutta scheme. Applying the forward Euler scheme results in the following expression
for the velocity  

 at the new time level 9 ) :

46587





4



?

<







7
 



9





9







 . (44)
Following the work by Hindmarsh et al. [7], two time-step restrictions hold for the resulting
scheme; both an advective and a diffusive restriction. They read:




<	



) and
H

< 
 
C

)
. (45)
For the method to be stable the time step has to satisfy both restrictions. In practice this means
that the restriction that requires the smallest time step is the one that is used.
Conversion step: The conversion from cell-centered to cell-edge velocities is simply done by aver-
aging:
 
3

"7BADC


)
H


3

 7 



3




, (46)
#
3



 7WA$C

)H


3



"7


3




. (47)
Although this seems to be a rather coarse procedure, it can be shown that this is indeed con-
sistent with the manner in which the staggered approaches work. It can further be noted that
the intermediate edge velocity field is in general not divergence-free, i.e., 
 .R  3 ffi .
Projection step 1: The intermediate velocity  ;3 is advanced to   465Q7 (with < 46587  < 3; < ) by
solving the Poisson equation for O 46587 :
PO
465Q7

)

<

ffR 
3
, (48)
with boundary condition:
fl
PO
46587
ffi on 0 1 . (49)
Here  is the unit normal vector. For solving the Poisson equation for the pressure-like func-
tion O a large variety of Poisson solvers – amongst which several standardized solution pack-
ages – are available. Since this solution step needs to be taken within every time step, it is re-
quired that the Poisson solver is sufficiently fast. Multigrid methods have proven themselves
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as fast Poisson solvers. For the method of choice a solver based on an algebraic multigrid
method (AMG), developed by Stu¨ben [17] is chosen. An excellent overview of this and other
multigrid methods can be found in [19].
It is well known that the Poisson equation (48) with Neumann boundary conditions (49) does
not have a unique solution – any constant value can be added to the solution – making it
unable to be solved with the AMG solver by Stu¨ben [17]. The system can be made solvable
by removing the constant mode from the solution. This can be done by introducing a Dirichlet
boundary condition for the pressure. Often an outflow boundary is used for this purpose.
Note that although this projection method is called pressure-free, since it does not need a
physical pressure to solve for the velocity field, the constant mode problem of the Poisson
equation requires that a pressure or value for O is prescribed. Using a prescribed ‘real’ pressure
for this is the most common approach. So in fact this pressure-free projection method is not
as pressure-free as the name suggests.
Given the new value O 465Q7 the velocities at the final time level can be obtained using the
expression:
 
465Q7
  
3
?	
<

VO
46587
, (50)
where the gradient of O 46587 is discretized using second-order central differences over the cell
edges. Note the use of the 
 symbol for this compact discrete gradient operator. For the
left cell edge the gradient is then discretized by  


46587

"7BA$C




	
 

	


 

. Similar expres-
sions hold for the other edges. This projection step results in an update of the edge velocities
only. Since a new loop requires the cell-centered velocities at the new time level a separate
projection step has to be taken for the cell-centered velocities.
Projection step 2: The intermediate cell-centered velocity  3 is advanced to  4V587 (with < 46587 
<
3
< ) using:

4V587


3
?J
<


C
VO
46587
. (51)
Pressure update: If required, the pressure at the new time level can be obtained using the following
expression:


465Q7WA$C
O
46587
?
 
<
H
PO
4V587
. (52)
This expression assures that also the pressure is updated with second-order accuracy if neces-
sary. For the first-order method developed here this expression can be reduced to 
S 46587BA$C;
O
465Q7
.
6 Numerical results
For the validation of the numerical method developed here, the two-dimensional flow around a half-
infinite flat-plate is considered. This test problem is taken from the work by Koren [10] and of
specific interest because of the availability of a reference solution, being the Blasius boundary-layer
solution. Besides this exact Blasius solution also a numerical solution, obtained with the commercial
finite-element package COMSOL, is used. The Blasius solution provides a reference solution in the
boundary layer, while the COMSOL solution allows for comparison of the numerical solution in
the entire domain. The solution of this flat-plate problem is steady. It is found by time-stepping to
steady state, using the unsteady solver developed here. It should be noted that this is in no way the
most efficient way of obtaining steady solutions.
The geometry and boundary conditions for this numerical test case are given in figure 3. Uniform
inflow boundary conditions are prescribed on the left boundary. On the top and right boundaries only
the pressure is prescribed, resulting in outflow-type boundary conditions. On the flat plate, which
starts at Iffi 

, to avoid singularities near the left inflow boundary, no-slip conditions hold. On the
boundary part left of the flat-plate symmetry-boundary conditions are prescribed.
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y = 1
y = 0
x = 2
v = 0
u = 1
p = 1
p = 1
x = 0.5x = 0 u = v = 0v = 0
Figure 3: Geometry and boundary conditions for the boundary-layer flow along a half-infinite flat
plate.
Two studies have been performed to validate the numerical method; a grid study and a Reynolds-
number study. All results are compared to the Blasius solution taken from Schlichting [16] and
numerical solutions obtained with COMSOL. For the COMSOL solution a third-order finite-element
method on an unstructured grid consisting of triangular cells is used.
6.1 Grid study
In the grid study several numerical solutions on different grids are obtained. The Reynolds number
is taken constant as +.- )  ffi (based on the plate length    )    and inflow velocity   ) ).
Velocity profiles on the three grids with cell sizes    )T* ,    )*V) and    )*
H
are given in
figure 4.
Our results comply well with both reference solutions (Blasius and COMSOL). Even on the
coarsest grid a reasonable boundary-layer velocity-profile is obtained. The finest solution is almost
identical to the (higher-order) solution obtained with the COMSOL solver on an approximately
equally fine grid.
6.2 Reynolds-number study
For the Reynolds-number study a constant cell size of    )* 
H
is chosen. Results for different
Reynolds numbers are shown in figure 5. With increasing Reynolds number, the boundary layer
clearly shrinks. A four times larger Reynolds number, results in a boundary-layer thickness which
is two times smaller. This is in agreement with theory.
With decreasing boundary-layer thickness, the amount of grid cells present in the boundary layer
becomes smaller. This makes that the numerical solution in the high-Reynolds-number case becomes
coarser and thus less accurate.
In figures 6, 7 and 8 contour plots of the velocity and pressure fields at different Reynolds num-
bers are given. Clearly visible is the stagnation point at the front of the flat plate. Note again the
boundary layer getting two times smaller with a four times larger Reynolds number.
6.3 Further observations
It has been noticed that the solution becomes unstable when a relatively low time step is taken.
Numerical experiments with  < 'ff)fiffi   result in unstable solutions that blow up in time. The origin
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a.   ff)*  b.   ff)* ) c.   )* 
H
Figure 4: Boundary-layer velocity-profiles at   ) for the flat-plate flow: grid study (  : present
numerical solution,

: COMSOL solution, — : Blasius solution).
a. +.-)

ffi b. +.-   ffi ffi c. +.-
H
6ffi ffi
Figure 5: Boundary-layer velocity-profiles at   ) for the flat-plate flow: Reynolds-number study
(  : present numerical solution,  : COMSOL solution, — : Blasius solution).
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Figure 6: Contour plots at steady state for the flat-plate flow: +G-J )  ffi (top:  -component of
velocity, middle: # -component of velocity, bottom: pressure).
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Figure 7: Contour plots at steady state for the flat-plate flow: +G-J  ffi ffi (top:  -component of
velocity, middle: # -component of velocity, bottom: pressure).
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velocity, middle: # -component of velocity, bottom: pressure).
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of this instability is not yet clear. The unstable behavior seems to resemble that of Lax-Wendroff-
type schemes.
Further it should be stated that besides the pressure-free projection method also a version has
been developed similar to the pressure-correction method by Van Kan. This method, which makes
use of a momentum equation containing a pressure gradient, was unable to produce stable solutions
when used in the Godunov-format used for the pressure-free method. This behavior can be fully
subscribed to the odd-even decoupling. Since the pressure-free method produces satisfying results
there is no immediate need to further develop the pressure-correction variant of this method.
7 Conclusions
The aim of this report was the development of a novel Godunov-type pressure-free projection method
able to solve two-dimensional unsteady incompressible flows described by the Navier-Stokes equa-
tions. This solution method acts as the starting point for further research towards the development
of an   -adaptive immersed boundary method suitable for flexible and moving bodies. The result-
ing Navier-Stokes solver is based on the Godunov-type pressure-free projection method by Lee and
LeVeque [11]. It makes use of the fast and robust AMG solver by Stu¨ben [17], which makes that the
total solution time is reasonably short. The Godunov-type approach can be extended relatively easy
to higher orders of accuracy. The method is validated for the flow around a half-infinite flat plate.
Numerical results comply well with expectations, thereby validating the numerical method.
8 Future work
The aim of future research is threefold: (i) extension to higher orders of accuracy, (ii) implementation
of immersed boundary techniques, and (iii) adaptive grid-refinement methods.
The present method is only first-order accurate in time and space. The possibility for extension
to higher orders of accuracy has already been incorporated in the method proposed in this report.
Realization of a method with a second or higher order of accuracy is within reach.
Extension of the present method with immersed boundary techniques allows the solution of
problems involving moving and flexible bodies. Work by Vander Me uˆlen [12] has set a clear path
towards such an immersed boundary method. The ghost-cell method is most promising for applica-
tion to unsteady high-Reynolds-number flows. Extension of the current Navier-Stokes solver with
IBM techniques requires the adaption of the flux functions. An additional problem that needs to be
solved for is the occurrence of freshly cleared cells; cells that were inside the body at one stage, but
are in the fluid at another. Several solution techniques are available for this.
One of the major drawbacks of IBMs is that they have difficulties in capturing sharp boundary
layers since the grid cells are – opposed to those in body-fitted grids – in general not aligned with
the boundary layer. Implementation of   -adaptivity or mesh-refinement techniques are therefore
necessary for the application to real-life problems. The data structure used in the present solver is
such that extension with local grid-refinement techniques is rather straightforward.
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A Staggered versus collocated grids
In this appendix we shall clarify the staggered and collocated grid approach for the unsteady incom-
pressible Navier-Stokes equations. The second-order accurate pressure-correction method by Van
Kan [8] is used for the discretization of the governing equations since it allows for a clear explana-
tion. First the staggered approach will be considered. It is standard in pressure-correction methods.
It results in a second-order accurate discretization in both space and time. It is followed by a dis-
cussion of the same pressure-correction method, but now with a discretization on a collocated grid.
Problems connected to this collocated approach are discussed.
A.1 Van Kan’s pressure-correction method
The pressure-correction method proposed by Van Kan aims at solving the unsteady incompress-
ible Navier-Stokes equations in two separate steps. The first step solves the momentum equations
for an intermediate velocity field, which is then in the correction step projected onto a space of
divergence-free vector fields. This second correction or projection step requires the solution of a
Poisson equation for the pressure. The explanation of this pressure-correction method starts with the
semi-discrete (discretized in time, not in space) Navier-Stokes equations. As such the two steps of
the pressure-correction method read:
Transport step: Advance   4 to the intermediate velocity  @3 (with < 3; < 4  < ) using:
 M3>?  
4

<

)H 
 
3

 
3
 
4

 
4
fl
S
4

 H
I 
3
J 
4

, (53)
which is an implicit second-order Crank-Nicholson scheme.
Projection step: Advance  @3 to the final time level < 46587  < 3  < using:
 
46587
 
3
?	
<

PO
465Q7
, (54)
subject to the divergence-constraint:

ffR 
46587
ffi
. (55)
Here the scalar potential is given by O 465Q7 = 46587 ?  4 . This potential can be computed by
taking the discrete divergence of (54) and substituting (55). This leads to a Poisson equation
for O :
PO
465Q7

)

<

ffR 
3
. (56)
A.2 Staggered difference scheme
The original method by Van Kan – and many other pressure-correction methods – uses the staggered
grid by Harlow and Welch [6] for the spatial discretization of the equations given above. Such a
staggered grid cell is depicted in figure 9.
For the spatial discretization of equations (53), (54), (55) and (56) several discrete spatial opera-
tors are defined. For the  -direction these operators read:
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Figure 9: Definition of a staggered grid cell  D!   . Pressure  indicated by   , velocity components  
by  and velocity components # by

.
Similar expressions hold for the  -direction. Further we define the following averaged velocities:
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, (62)
which are necessary since the velocities are only defined at their own (either vertical or horizontal)
edges and not on those of the other velocity component.
Using these definitions a discretization of the correction method can be obtained. For the stag-
gered grid this discretization reads:
Transport step: Advance   4 to the intermediate velocity  @3 (with < 3; < 4  < ) using:
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Projection step: Advance   3 to the final time level < 46587> < 3  < using:
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subject to the divergence constraint:
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Note that this divergence constraint is discretized centrally around the pressure point. Taking
the discrete divergence 
  of (65) and (66) and substituting (67) gives:
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which is equivalent to the Poisson equation for O 46587 discretized on a compact stencil:
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A.3 Collocated difference scheme
On a collocated grid the pressure-correction method by Van Kan will have a slightly different dis-
cretization. A collocated grid cell has all its variables ( ,  and # ) defined in the centre  $!% . It will
become clear that a larger stencil is required for the full method to be second-order accurate in both
space and time, and to be stable.
The same discrete spatial operator definitions as used for the staggered grid hold for the col-
located grid. It only remains to add one discrete diffusion operator, namely the one on a larger
stencil:
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Following the same procedure as was done for the staggered approach we get:
Transport step: Advance   4 to the intermediate velocity   3 (with < 3  < 4  < ) using:
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Projection step: Advance  @3 to the final time level < 46587  < 3  < using:
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subject to the divergence constraint:
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Note that this divergence constraint is discretized centrally around the pressure point. Taking
the discrete divergence 
  of (73) and (74) and substituting (75) gives:
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20
which is equivalent to the Poisson equation for O 46587 discretized on the larger stencil:
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It is especially the 
C

and 
C
 in this Poisson equation that makes the collocated grid ap-
proach unsuitable for the pressure-projection method. This broader stencil makes that the
velocity and the pressure are decoupled, allowing for oscillations to occur. This phenomenon
is also referred to as odd-even decoupling or the checkerboard pattern.
A possible fix would be to simply take the compact diffusion operators 

and   . This
however results in an effect sometimes referred to as dilation. The compact stencil makes that
the discrete divergence of the velocity field will not be exactly equal to zero.
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