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摘 要: 针对智能交互界面中手势识别错误导致交互界面变化错误和手势不识别两个基本问题，本文设计并实
现了基于手势交互的智能教学界面，该系统可以通过获取教师的手势信息与教师进行交互． 主要创新点在于提出了多
种手势对应同一语义的柔性映射交互算法． 本文选取了 14 种自然交互手势，分析了对应同一语义的多种手势之间的
共同特征． 实验结果显示，该算法能够有效降低用户负荷． 该算法已经用于一个基于手势交互的智能教学系统界面中．
关键词: 交互模型; 自然用户界面; 认知负担; 基于手势的交互; 人机交互
中图分类号: TP391 文献标识码: A 文章编号: 0372 － 2112 ( 2019) 08 － 1612- 06
电子学报 UＲL: http: / /www． ejournal． org． cn DOI: 10． 3969 / j． issn． 0372 － 2112． 2019． 08． 002
Ｒesearch on Flexible Mapping Algorithm of
Multi-gestures to One Semantic
FENG Zhi-quan1，QIAO Yu1，FENG Shi-chang2，ZHOU Xiao-yan1，
XU Tao1，YANG Xiao-hui1，FAN Xue1，BI Jian-ping3
( 1. College of Information Science and Engineering，University of Jinan，Jinan，Shandong 250022，China;
2. School of Information Science and Engineering，Xiamen University，Xiamen，Fujian 361005，China;
3. Affiliated Hospital of Shandong Universityof Traditional Chinese Medicine，Jinan，Shandong 250011，China)
Abstract: Aiming at the tw o basic problems，the error of interface interaction caused by hand gesture recognition
errors and gesture non-recognition error，the intelligent teaching interface based on gesture interaction is designed and
implemented． And the system can interact w ith the teacher by obtaining the gesture information of the teacher． The main
innovation of this paper is to propose a flexible mapping interaction algorithm w ith multiple gestures mapping to the one
semantic． The paper selects fourteen kinds of natural interactive gesture，and analyzes the common characteristics of va-
rious gestures mapping to the one semantic． The experimental results show that the proposed algorithm can effectively
reduce the users’burden． The algorithm has been used in an intelligent teaching system interface based on gesture inter-
action．
Key words: interactive mode; natural user interface; cognitive load; gesture interaction; human computer interaction
1 引言
手势是人与人之间非语言交流的最重要方式［1］，
手势交互是继鼠标、键盘和触摸屏之后一种新型的非
接触式的人机交互［2］，以其直观、自然、人机和谐的方
式在各个领域取得了广泛应用，如: 基于手势交互的车
辆控制［3］、基于手势的机器人控制［4］、基于手势交互的
智能 电 视 控 制［5，6］ 和 基 于 手 势 交 互 的 3D 模 型 控 制
等［7］，基于手势交互的电子沙盘控制［8］，有力的推动了
人机交互的友好发展． 与此同时，我们注意到在手势与
交互界面进行交互的过程中往往遇到两个问题，一是，
手势识别错误导致交互界面变化错误; 二是，手势不识
第 8 期 冯志全: 多种手势对应同一语义的柔性映射交互算法的研究
别． 本文主要从如何解决上述两个问题并评价该解决
方案展开的．
随着交互技术的发展，传统的接触式交互设备如:
键盘、鼠标和游戏手柄等已经不能满足目前人机交互
的需求． 新的交互设备如: Kinect［9，10］、Leap Motion［7］ 和
数据手套［11］等的出现使得基于手势的交互取得了长足
的发展． 目前，基于手势的交互主要涉及三种技术: 手势
跟踪、手势分割、和手势识别． 对于手势跟踪，目前有如
下方法: 基于 Kinect 的手势跟踪方法［9，12］，基于 Camshift
的手 势 跟 踪 方 法［13］ 和 基 于 深 度 学 习 的 手 势 跟 踪 方
法［14］; 对于手势分割，目前有如下方法: 结合 ＲGB-D 颜
色空间的最大期望手势分割方法［15］，基于神经网络的
手势分割方法［16］和结合肤色空间的模糊分类手势分割
方法［17］; 对于手势识别，目前有如下方法: 基于手部分
区的手势识别方法［10］和同时追踪躯体和对手势的动态
手势识别方法［18］以及基于模板匹配的三维手势识别算
法［19］． 在基于视觉的手势交互过程中，我们通过 Kinect
和 Leap Motion 等捕捉设备捕捉手势信息，经过一系列
处理后即可获得手势识别结果，然后根据得到的识别
结果对三维模型［20］、机器人［21，22］和虚拟物体［7］等进行
操控． 穿戴设备获取的数据非常精确，但穿戴设备较为
昂贵，在普及程度上有一定的限制． Kumar 提出了一种
方法通过数据手套获取手势信息用来做空中输入［23］．
李东洁等人针对数据手套的精度和实时性问题进行了
一定优化［24］．
在交互界面的设计与实现过程中我们遇到了两个
问题即在智能交互界面中手势识别错误导致交互界面
变化错误和手势不识别两个问题． 针对这两个问题，本
文提出了多种手势对应同一语义的柔性映射交互模型．
2 对应同一语义的多种手势
对于含有一个轨迹跟踪点的手势本文选择弗雷歇距离
判断手势轨迹是否相似，是否可以归为一类; 对于含有
多个轨迹跟踪点的手势本文采用多个轨迹跟踪点与开
始状态下多个跟踪点的中心点的运动趋势判断多个轨
迹手势是否可以归为一类．
2. 1 弗雷歇距离
设 A 和 B 是 S 上的两条连续曲线，即 A: ［0，1］→S，
B: ［0，1］→S; 又设 α 和 β 是单位区间的两个重参数化
函数，即 α: ［0，1］→［0，1］，β: ［0，1］→［0，1］; 则曲线 A
与曲线 B 的弗雷歇距离 F( A，B) 定义为:
F( A，B) = inf
α，β
max
t∈［0，1］
{ d( A( α( t) ) ，B( β( t) ) ) } ( 1)
其中 d 是 S 上的度量函数．
在 F( A，B) 的计算式中，先固定最外层的 α 和 β，
也就是对每 一 个 选 定 的 α 与 β 组 合 计 算 式 ( 2 ) ，式
( 1 ) 中 d，A，α，B，β 均视为被固定住的已知函数，只将
t 当作变量． 此时，由于变量 t 将在单位区间［0，1］内
遍历所有的连续值( 无穷多个) ，为了便于直观理解，
我们将该区间做离散化处理，即在该区间采样若干点
来做分析，然后通过逐渐增加采样点的个数来提高精
度，最后通过求极限的思想来理解两条曲线的弗雷歇
距离．
Fα，β ( A，B) = maxt∈［0，1］{ d( A( α( t) ) ，B( β( t) ) ) } ( 2)
Fα，β ( A，B) 的离散化计算式为:
珘Fnα，β ( A，B) = max
t∈{ tk }
n + 1
k = 0
{ d( A( α( t) ) ，B( β( t) ) ) } ( 3)
因此，F( A，B) 的离散化计算式为:
珘Fn ( A，B) = inf
α，β
{ 珘Fnα，β ( A，B) }
= inf
α，β
{ max
t∈{ tk }
n + 1
k = 0
{ d( A( α( t) ) ，B( β( t) ) ) } } ( 4)
2. 2 多个跟踪点的手势分类匹配
在本文中，轨迹跟踪点与中心点的运动趋势为三
种，分别为相互靠近、相互远离和相互静止． 具体计算多
个跟踪点的手势运动趋势步骤如下:
通过式( 5 ) 计算得到开始状态下多个轨迹跟踪点
的中心点．
Cx =
∑
n
i = 1
xi
n
Cy =
∑
n
i = i
yi







n
( 5)
( Cx，Cy ) 为计算得到的开始状态下多个轨迹追踪点的
中心点位置信息;
然后，我们通过式( 6) 计算其各个追踪点与中心点
的相互运动趋势
value =
( xi + 1 － Cx )
2 + ( yi + 1 － Cy )
2
( xi － Cx )
2 + ( yi － Cy )
2 ( 6)
( xi，yi ) 为当前时刻轨迹点坐标; ( xi + 1，yi + 1 ) 为下一时
刻轨迹点坐标．
考虑到用户在做手势时会有抖动的问题，因此我
们采取式( 7) 作为前置限制条件，当满足式( 7) 时，轨迹
跟踪点与中心点为相互静止状态．
‖( ( xi + 1 － Cx )
2 + ( yi + 1 － Cy )
2 ) －
( ( xi － Cx )
2 + ( yi － Cy )
2 ) ‖ ＜ valuethreshold
( 7)
其中 value threshold为手势抖动的阈值，在该范围内手势的
轨迹跟踪点与中心点为相互静止状态．
3 智能教学界面中的柔性映射交互算法
为了解决教师与智能教学界面交互过程中手势识
别错误导致智能教学界面变化错误和手势不识别两个
问题，本文提出了多种手势对应同一语义的柔性映射
交互算法． 智能教学界面的主流程如图 1 所示．
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3. 1 获取手势信息和手势识别结果
本文采用 Kinect 同时捕捉手势区域的彩色信息和
轨迹信息． 采用式( 8) 将手势区分为动态手势和轨迹手
势． 其中动态手势符合该公式，反之，不符合该式的手势
为轨迹手势．
handPosition． x － preHandPosition． x ＜ value
hand4Position． y － preHandPosition． y{ ＜ value ( 8)
handPosition 为手势结束时坐标的位置，preHandPosition
为手势开始时坐标的位置，value 为区分两种手势的阈
值，经过实验验证，本文选取 20 作为 value 的值，此时，
能够取得良好的效果．
本文采用结合主方向的类 Hausdorff 距离的静态手
势识别方法［25］对带有抓住状态的手势的抓住状态进行
识别; 对于轨迹手势，本文采用十二方向编码的隐马尔
科夫模型方法［26］进行识别; 本文采用基于形状上下文
的密度分布特征动态手势识别方法［27］对动态手势进行
识别，最终我们得到手势识别结果 Xij ．
3. 2 多种手势对应同一语义柔性映射交互算法
本文中的智能教学界面包含 14 种交互手势和 5
种交互语义集合，即 X gesture和 Y gesture，其分别对应柔性
映射交互算法的 14 种输入和 5 种输出． 柔性映射交
互算法的内部映射规则建立流程如图 2 所示，具体步
骤如下:
首先，我们将选取得到的 14 种手势按照其显著特
征分为三组． 其次，我们按照分组结果采用相应的衡量
方法进行分类． 本文针对每一个手势采集了 100 个手势
样本并对其特征进行统计． 对于带有抓住状态的手势，
考虑其抓住状态和抓住状态外的手势轨迹的相似性．
带有抓住状态的四种手势的手势轨迹的弗雷歇距离统
计结果如表 1 所示．
表 1 带有抓住状态手势的轨迹相似性( 弗雷歇距离表示，值越小代
表越相近)
手势 弗雷歇距离
左手抓住不动，右手抓住远离手势–右手抓住远离手势 65. 732787
左手抓住不动，右手抓住远离手势–左手抓住不动，右手
靠近手势
396. 225946
左手抓住不动，右手抓住远离手势–右手抓住靠近手势 395. 786842
右手抓住远离手势–左手抓住不动，右手抓住靠近手势 397. 180234
右手抓住远离手势–右手抓住靠近手势 396. 223086
左手抓住不动，右手抓住靠近手势–右手抓住靠近手势 64. 589072
对于具有多个轨迹跟踪点的手势，本文考察其每
个跟踪点与开始状态下多个跟踪点计算出的中心点的
相互运动趋势． 具有多个轨迹跟踪点的 9 个手势的多个
跟踪点的运动趋势统计结果如表 2 所示．
表 2 多个手势跟踪点与中心点的相互运动趋势
手势 跟踪点相互运动趋势
二指放开手势 相互远离
三指放开手势 相互远离
五指放开手势 相互远离
双手远离手势 相互远离
二指闭合手势 相互靠近
三指闭合手势 相互靠近
五指闭合手势 相互靠近
双手靠近手势 相互靠近
拧旋钮手势 相互静止
最后，本文将单独分为一类的手势采用统一的轨
迹匹配方式进行分类． 对于拧旋钮手势因其有两个轨
迹跟踪点即两条轨迹曲线，因此本文将这两条轨迹曲
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线进行首尾连接成一条轨迹曲线再与其他手势的轨迹
进行匹配． 拧旋钮手势和单手画圆手势的弗雷歇距离
为 130. 825195 小于阈值 150，因此该两种手势可以分为
一类． 至此，本文将一个大类的手势集合按照匹配原则
最终分为了 5 类，此时本文的柔性映射的内部映射机制
建立完毕，即建立了满足式( 9) 的柔性映射交互模型．
F( Xij ) = yi ( i = 1，2，…，5; j = 1，2，…，14) ( 9)
4 实验及分析
本文假设教师可以非常容易的学习并使用本文设
计并实现的智能教学界面并且教师操作智能教学界面
时的认知负荷较小; 本文同样假设教师可以适应采用
手势控制教学界面完成教学任务． 下面，本文将进行相
关实验来论证上述两个假设．
4. 1 实验
本文选取 10 名实验者，在实验开始的时候，依次告
诉实验者表达这一语义的有哪些手势． 本文采用美国
航空 航 天 局 任 务 负 荷 指 数 ( National Aeronautics and
Space Administration Task Load Index，NASA-TLX ) 认知
负荷测评法来评估本文算法的认知负荷，同时采用一
种手势对应一种语义交互算法作为对比算法进行对比
进而评估本文算法的认知负荷． 每项指标的最高分为
100，最低分为 0. 分数越高表示完成整个交互过程实验
者的认知负荷越大．
在实验者依次完成交互语义实验后，实验者需参
照 NASA-TLX 评分规则对其中所涉及到的六项指标依
次进行打分并依次回答表 3 中的问题．
表 3 实验者在实验后需回答的问题
编号 问题
1 记住对应一种语义的多种手势是否是一个负担?
2 智能教学界面是否容易通过手势进行操控?
3
采用多种手势表达同一种语义这种方式
在你看来是一种自然的交互方式?
4. 2 实验结果及其分析
本文设计实现了证明“同底面积同高的三棱柱是
三棱锥体积的三倍”这一数学定理的智能教学界面． 下
面我们选取智能教学界面中的放大语义简述该智能教
学界面所完成的功能．
如图 3 所示为三个棱锥拼合为一个三棱柱状态的
智能教学界面，此时想要将该三棱柱进行放大操作，我
们只需任选一种手势如五指放开手势对智能教学界面
进行操作，操作完成后如图 4 所示，此时，智能教学界面
中的三棱柱变大; 若此时智能教学界面中的三棱柱没
有变化，只需更换对应放大语义的不同手势如二指放
开手势操作智能教学界面，直至智能教学界面做出正
确变化; 若此时智能教学界面中的三棱柱做错误变化，
我们只需要做出撤回手势使得智能教学界面回到变化
之前的状态，再选择对应放大语义的任一手势对智能
教学界面进行操作直至智能教学界面的变化符合我们
期望．
实验结果如图 5 所示，与一种手势对应一种语义交
互算法相比本文的柔性映射交互算法的认知负荷降低
了 51. 2% ． 两种交互算法在脑力要求方面的评分基本
持平． 其余的五个方面多种手势对应一种语义柔性映
射交互算法都有着很好的表现，因为该柔性映射交互
算法解决了交互过程中遇到的手势不识别以及手势识
别错误导致智能教学界面变化错误等两个问题．
根据实验的反馈可知，尽管多种手势对应一种语
义柔性映射交互算法需要记住多种手势，但是对应一
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种语义的多种手势之间有着共同之处，一旦学会了，可
以记忆很长一段时间，并且该智能教学界面通过多种
手势对应同一语义柔性映射交互算法能够非常容易
控制．
5 结语
本文提出了多种手势对应同一语义柔性映射交互
算法能够很好的解决在与智能教学界面交互过程中遇
到的手势识别错误导致智能教学界面变化错误和手势
不识别两个问题，并且该柔性映射交互算法是一个符
合人类日常交互习惯的交互算法，能够显著地减少用
户的交互负荷． 本文分析了该算法在智能教学界面中
的表现，在我们未来的研究计划中，我们将该模型扩展
到其他交互界面上如场景漫游和三维模型交互．
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