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Opinion mining in Twitter:
Ana`lisi de sentiments o opinions
Cristian Puig Aribau
Resum– Actualment estem en l’era de la informacio´, la nostra societat cada cop necessita me´s
una informacio´ precisa i filtrada, que en molts casos, fins i tot, pot representar l’e`xit o la fallida de
moltes de les empreses actuals. E´s per aquest motiu que les xarxes socials suposen un nou canal
d’informacio´, que tractant-la adequadament es poden transformar en resultats de gran valor. Al llarg
d’aquest projecte s’ha aprofundit en l’adquisicio´ de la informacio´ mitjanc¸ant la xarxa social Twitter
i s’ha realitzat una simulacio´ amb dades reals, ponderant les emocions de les dades recollides i
arribant en un resultat gra`cies als algoritmes de processament del llenguatge natural i classificacio´
de text. Aixı´ veient tots els passos a seguir per a poder extreure unes conclusions adients que ens
permetin obtenir una globalitzacio´ capac¸ de definir si un esdeveniment ha estat positiu, negatiu o
neutre.
Paraules clau– Twitter, informacio´, MySQL, MongoDB, ETL, ana`lisi, NLTK, API Prediction
Google
Abstract– Nowadays we are in the information era, our society needs specific information to their
needs, and in many times this represents the success or failure of a company. Is for this reason that
the social media have become a very important information channel, which using it properly could
help us to achieve very important goals. Throughout this project we got into the gathering information
process by using the social media tool Twitter. We have done a simulation with real data pondering
the emotions of the information gathered and getting a result thanks to the algorithm natural language
processing and text categorization. This simulation helps us to understand the steps to follow to be
able to get some conclusions, and decide at the end if an event has been positive, negative or neutral.




AVui en dia, gairebe´ tota la societat o la majorpart d’ella utilitza les xarxes socials; ja sigui percomunicar-se amb altres usuaris, per expressar
les seves opinions, sentiments, estats, o simplement per
informar-se a temps real de que` esta` succeint arreu del mo´n.
Durant 60 segons, a la xarxa, es comparteixen milions de
dades, i aquestes dades no desapareixen; aquestes dades
queden emmagatzemades en els grans servidors de les em-
preses que ens donen el servei, com pot ser Twitter.
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Un fet molt important, e´s que inconscientment, escrivim i
publiquem informacio´ personal a les xarxes socials sense
saber que, de totes aquestes dades se’n podran realitzar es-
tudis i extreure resultats, i que empreses interessades pa-
garan per aquesta informacio´. Una de les xarxes socials
me´s important i popular actualment e´s Twitter. Twitter, que
va ser creada l’any 2006, e´s una xarxa social on els seus
usuaris utilitzen 140 cara`cters per a expressar una idea, un
missatge o una oferta. Aquesta particularitat fa que Twit-
ter es conegui com a una xarxa social de microblogging, a
me´s a me´s amb la utilitzacio´ de ”hashtags” (fent servir el
sı´mbol ”#”davant d’una paraula) es relacionen tweets, d’a-
questa manera podem filtrar i veure nome´s, informacio´ d’a-
quell ”#hashtag”.
Un cop introduı¨t el concepte de xarxa social, i en concret
Twitter, cal entrar en la base del projecte escollit. Aquest
treball es basa en l’ana`lisi de sentiments i opinions d’un te-
ma utilitzant la xarxa social Twitter com a font d’informa-
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cio´, per tant, l’objectiu principal e´s veure, analitzar i treure
conclusions d’un tema actiu a la xarxa social, veient aixı´ les
diferents fases que s’han de passar per arribar a treure unes
conclusions i resultats.
La motivacio´ principal d’aquest projecte ve donada per l’in-
tere`s i la curiositat en l’a`mbit de l’ana`lisi d’informacio´ en
xarxes socials, ja que avui en dia la societat es passa me´s
hores compartint les seves vive`ncies a la xarxa i aquestes
poden ser estudiades. Per altra banda, per veure i investigar
cadascun dels passos a seguir per a l’obtencio´ d’uns resul-
tats finals. Tambe´ cal dir que e´s un tipus de projecte que
actualment es treballa molt, ja que en moltes campanyes de
ma`rqueting o campanyes publicita`ries es fan servir aquests
estudis. Dit d’una altra manera, es fan estudis dia`riament de
diferents temes publicats en xarxes socials, en concret Twit-
ter, i aquesta e´s la tasca que es vol portar a terme. Es pot dir
que actualment estem en l’era de la informacio´ digital i que
les dades so´n el petroli del segle XXI.
1.1 Objectius
L’objectiu principal d’aquest projecte e´s veure els passos
a seguir per arribar a uns resultats mitjanc¸ant un sistema
que ens permeti l’ana`lisi d’un tema escollit, per tal de poder
veure si els usuaris de Twitter pensen positivament o nega-
tivament (el seu estat d’a`nim) sobre un tema, aixı´ mostrant-
ne la tende`ncia. A me´s a me´s, s’analitzaran i es compararan
alguns dels algoritmes de Machine Learning (processament
del llenguatge natural i classificacio´ de text) existents per a
poder dur a terme aquesta tasca.
Per tal d’aconseguir aquest objectiu global, caldra` assolir
els segu¨ents subobjectius:
• Implementar un mo`dul per a l’obtencio´ i filtratge de
dades de Twitter
• Implementar la Base de Dades per a guardar tota la
informacio´ recollida
• Implementar algoritmes de processament del llenguat-
ge natural i processament de text
• Visualitzacio´ i ana`lisi dels resultats
A la Figura 1. Podem veure la relacio´ que hi ha entre els 4
subobjectius
Fig. 1: Relacio´ dels subobjectius
Aquest article esta` organitzat en els segu¨ents apar-
tats:
En la seccio´ 1, ja s’ha vist la introduccio´ del projecte i els
seus objectius. En la seccio´ 2 presentarem l’estat de l’art, on
descriurem estudis de dades de Twitter semblants a l’estudi
a realitzar i la importa`ncia que pot arribar a tenir, tambe´ es
comentara` l’u´s de les bases de dades NoSQL en aquests ti-
pus de projectes. A continuacio´, a la seccio´ 3, s’explicara` la
metodologia seguida per al desenvolupament del projecte,
conjuntament amb les tecnologies utilitzades. Seguin amb
la seccio´ 4, s’exposara` la planificacio´ i l’estructura del pro-
jecte. A la seccio´ 5, entrarem en el desenvolupament i ex-
periments del projecte. En aquest apartat es comentaran els
passos que s’han seguit per arribar als resultats obtinguts.
La utilitzacio´ dels diferents me`todes per assolir l’objectiu
principal i com funcionen els algoritmes escollits pel pro-
cessament del llenguatge natural i classificacio´ de text. Se
seguira` en la seccio´ 6, on presentarem els resultats obtinguts
mitjanc¸ant gra`fics i explicacio´, aixı´ com la tende`ncia de les
dades recollides. Per finalitzar a la seccio´ 6, s’exposaran
les conclusions obtingudes a trave´s del desenvolupament i
resultats del projecte.
2 ESTAT DE L’ART
Actualment hi ha moltes empreses que fan aquests tipus
d’ana`lisi per a satisfer diferents necessitats, ja siguin per a
poder preveure fets pro`xims o per estudiar la tende`ncia d’un
tipus de pu´blic en concret, entre molts d’altres tipus. Abans
de realitzar aquest projecte es va veure un exemple d’un
cas similar. ”WebSays”[1], e´s una empresa que es dedica a
monitorar xarxes socials, i una d’elles e´s Twitter. Un dels
estudis realitzats es va centrar en les passades eleccions del
20-D, on es va fer una estimacio´ de l’ordre de popularitat de
cada candidat abans que se celebressin les eleccions. Com
es pot apreciar als resultats, l’estimacio´ era forc¸a precisa.
Per tant es pot dir que van realitzar una bona feina d’ana`lisi
i processament de text per arribar a extreure resultats que es
plasmen a la vida real.
Existeixen diferents algoritmes de processament i classifi-
cacio´ de text que segons un conjunt de dades ja classifi-
cades, donen uns resultats. Aquests algoritmes ja imple-
mentats donen un seguit d’opcions que permeten saber les
tende`ncies d’un tema o producte escollit. Google, com em-
presa pionera el sector informa`tic, tambe´ te´ una API (una
eina) que et permet fer aquest tipus d’ana`lisis mitjanc¸ant
peticions REST. Moltes empreses ja fan servir aquesta eina
per a poder extreure els seus propis resultats.
A causa de l’exce´s d’informacio´ digital que es genera
dia`riament per culpa de les xarxes socials, el fet que aquesta
informacio´ s’ha d’emmagatzemar en bases de dades i que
l’estructura d’elles no pot canviar constantment; ha sorgit
el concepte de les bases de dades NoSQL. Aquest tipus
de bases de dades s’utilitzen molt en la pra`ctica de ”Big
Data” i ”Machine Learning”, ja que poden emmagatze-
mar molta informacio´ que no cal tenir estructurada. En els
u´ltims anys han tingut una ascensio´ molt forta en l’a`mbit in-
forma`tic. Existeixen diferents bases de dades NoSQL: ba-
sades en clau/valor, en documents, en grafs, tabulars, entre
d’altres. Segons el tipus de projecte que es vulgui porta a
terme utilitzarem unes o altres.
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3 METODOLOGIA
3.1 Metodologia utilitzada
La metodologia emprada per a portar a terme aquest projec-
te i aconseguir tots els objectius establerts ha estat la meto-
dologia en cascada. E´s un tipus de metodologia iterativa, i
per tal de porta-la a terme, cal que, des d’un bon principi,
existeixin unes fases molt ben definides, ja que per avanc¸ar
en una fase cal haver superat l’anterior, tot i que les tas-
ques de desenvolupament van molt lligades entre elles. La
decisio´ en la seleccio´ d’aquesta metodologia ve donada pel
temps que hi ha per a desenvolupar aquest projecte i els re-
cursos disponibles, que so´n nome´s d’una persona.
Les fases que especifica aquesta metodologia so´n les
segu¨ents, i adaptades en aquest projecte queden de la
segu¨ent manera:
• Ana`lisi i requeriments: en aquesta fase s’ha realitzat
un ana`lisi del que es vol per tal que el projecte tingui
els seus fruits.
• Disseny: en aquesta s’ha realitzat el disseny de les
parts que ho necessiten, com les bases de dades.
• Desenvolupament: en aquesta fase s’ha implemen-
tat el codi de les diferents parts del projecte, ja que
en aquest, es tenen diferents parts de desenvolupament
molt separades.
• Test i post ana`lisi: durant aquesta fase, s’han realit-
zat les proves pel bon funcionament de cada mo`dul
de desenvolupament segons requeriments i compara-
cio´ de resultats. (Aquesta tasca s’ha dut a terme durant
tot el desenvolupament del projecte).
3.2 Tecnologies
Per a dur a terme aquest projecte, principalment s’ha utilit-
zat el llenguatge de programacio´ Python. Tambe´ s’han uti-
litzat altres tecnologies per a poder completar els diferents
mo`duls del desenvolupament, les tecnologies utilitzades so´n
les segu¨ents:
• Python [2]: E´s un llenguatge de programacio´ d’alt ni-
vell i actualment molt utilitzat per a temes relacionats
amb el ”Big Data” i ”Machine Learning”. Aquest ha
estat el me´s utilitzat durant tot el desenvolupament del
projecte. Des del punt de l’extraccio´ de la informa-
cio´ de Twitter, fins a l’algorı´tmica dels algoritmes de
processament i classificacio´ de text. Per a fer servir
aquest llenguatge s’ha utilitzat l’entorn de desenvolu-
pament Spyder [3], ja que integra moltes llibreries pel
desenvolupament amb Python, de les quals moltes d’e-
lles so´n u´tils per la recerca cientı´fica.
• API Twitter [4]: E´s la documentacio´ de com
connectar-se a Twitter mitjanc¸ant un llenguatge de
programacio´. A partir d’aquesta s’han treballat dos
me`todes per a l’extraccio´ d’informacio´.
• MySQL: Base de dades relacional on s’ha guardat part
de la informacio´ recollida.
• MongoDB [5]: Base de dades NoSQL, utilitzades per
a emmagatzemar gran quantitat de dades i per a siste-
mes de “Big Data”.
• Llibreria NLTK [6]: Es tracta d’una llibreria que ens
ha servit diferents eines per a poder realitzar ana`lisi
i manipulacio´ del llenguatge natural. E´s una llibreria
destinada a l’investigacio´ i l’ensenyament del proces-
sament del llenguatge natural.
• API Google Prediction [7]: Es tracta d’una eina creada
per Google que es basa en el processament automa`tic
de l’ana`lisi de dades. S’ha utilitzat per determinar la
tende`ncia de la informacio´ recollida a Twitter.
4 PLANIFICACIO´
Abans d’endinsar-nos en el desenvolupament i la imple-
mentacio´, es veuran quines so´n i com s’han planificat i es-
tructurat les diferents fases que han fet falta pel desenvo-
lupament del projecte. Com podem observar a la figura 2,
s’ha dividit en quatre grans fases, tres d’elles so´n fases se-
parades, en canvi, una d’elles ha estat necessa`ria que fos
present durant tot el proce´s per arribar a un ana`lisi de resul-
tats.
5 DESENVOLUPAMENT
Com s’ha pogut observar a la figura 2, per a poder desenvo-
lupar el projecte s’han seguit un seguit de passos i proces-
sos que s’explicaran a continuacio´, aquests passos van des
de l’extraccio´ d’informacio´ fins a l’ana`lisi final d’aquesta,
passant per processos intermedis per assegurar el seu bon
funcionament. S’ha diferenciat el desenvolupament en les
4 fases existents, la part de l’ETL [8] (Extraccio´, transfor-
macio´ i emmagatzematge de dades) que inclou la fase 1, 2 i
3. La part dels algoritmes de processament de text utilitzats
es troba a la fase 4 (on tambe´ s’hi inclou la fase 2).
5.1 FASE 1
Me`tode d’extraccio´ utilitzat
La primera fase que s’ha desenvolupat per a comenc¸ar a
treballar amb el projecte e´s l’extraccio´ d’informacio´ de la
xarxa social Twitter. Per tal d’aconseguir recollir aquestes
dades s’han vist els dos me`todes que ens proporciona l’A-
PI de Twitter; el me`tode REST i el me`tode STREAMING.
Aquests dos me`todes so´n els me´s coneguts i utilitzats per
a l’extraccio´ de dades de Twitter. Cada me`tode te´ els seus
avantatges i inconvenients depenent de l’u´s que se’n vulgui
fer o del projecte que es porti a terme.
• El me`tode REST[9]: Aquest me`tode es tracta de fer
una peticio´ a l’API de Twitter segons un filtratge de
”hashtags” o paraules clau i segons un interval de
temps. Ens permet realitzar totes les accions a les
quals tenim acce´s des de la pa`gina web o aplicacio´
creada, ens proporciona informacio´ ja existent a Twit-
ter a l’hora de fer-ne la peticio´ (realitzem les peticions
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Fig. 2: Planificacio´ per fases pel desenvolupament
mitjanc¸ant GET i POST). Un cop realitzada aquesta
peticio´, Twitter retorna un conjunt de tweets que res-
pecten els filtres introduı¨ts pre`viament. Aquest me`tode
es faria servir per aconseguir tots els tweets d’un esde-
veniment ja passat, com per exemple el de les elecci-
ons del passat 20 de desembre de 2015.
• El me`tode STREAMING[10]: Aquest me`tode fa l’ex-
traccio´ dels tweets a temps real. E´s a dir, es crea una
connexio´ directe entre Twitter (mitjanc¸ant la seva API)
i el nostre servidor. Aquesta connexio´ quedara` oberta
a llarg termini, de forma que l’API va enviant dades
i el nostre servidor les va rebent, sempre i quan com-
pleixin el filtratge inicial, cal esmentar que no es reben
el 100% dels tweets, ja que seria impossible segons els
filtres aplicats. Aquest sistema treballa establint una
connexio´ HTTP permanent, on la velocitat de recepcio´
depe`n de l’amplada de banda de les connexions dels
dos nodes i del sobre carregament dels servidors de
Twitter. En resum, amb aquest me`tode es van rebent
a temps real els tweets realitzats pels diferents usuaris
segons el filtratge decidit.
Sistema STREAMING
S’ha decidit utilitzar aquest me`tode en el projecte per veure
que a temps real pots estar emmagatzemant dades, i que no
cal esperar cert temps per a fer una peticio´ d’un conjunt de
tweets. Tambe´ es volia observar la quantitat de tweets que
es poden arribar a crear en tan sols unes hores fent servir
aquest me`tode. El tema o esdeveniment escollit per a fer
l’extraccio´ de dades va ser el passat partit de futbol Barc¸a -
Madrid el dissabte 2 d’abril del 2016.
Per a poder implementar el me`tode STREAMING ha es-
tat necessari tenir un compte a la xarxa social Twitter i
registrar-se com a desenvolupador. Un cop realitzat aquest
registre ha estat necessari crear una aplicacio´ que sera` on
tindrem allotjat el nostre servei. Seguidament s’han de ge-
nerar un seguit de codis que seran necessaris per a l’auten-
tificacio´ d’usuari des del mo`dul d’extraccio´ de dades (API
Key, API Secret, Acces token, Acces token secret). Un cop
s’han tingut aquests codis s’ha procedit a implementar el
sistema Streaming amb Python. Per accedir a l’API Stre-
aming s’ha utilitzat la llibreria ja existent de Python ano-
menada Tweepy[11]. E´s una llibreria senzilla i molt potent
que ens ha perme`s crear aquest sistema mitjanc¸ant les seves
funcions ja implementades. Tal com el proce´s Streaming
indica, primer de tot, el nostre servidor envia una peticio´
a Twitter fent servir els codis d’autentificacio´. Twitter, ac-
cepta la nostra peticio´ i s’estableix una connexio´. A partir
d’aquı´, comenc¸a el flux de dades entre Twitter i el nostre
servidor. A mesura que es van rebent dades, aquestes so´n
filtrades, de manera que nome´s es processen els tweets se-
gons el filtratge aplicat per l’usuari, e´s a dir, el nostre servi-
dor. Un cop la informacio´ ha estat processada, es guarda a la
base de dades, en veurem el desenvolupament a la segu¨ent
fase. Finalment, un cop acabada la recol·leccio´, es tanca
la connexio´ amb Twitter. Despre´s de realitzar les proves
necessa`ries pel bon funcionament del mo`dul, aquest proce´s
ha estat engegat i ha treballat durant aproximadament 4 ho-
res.
Durant aquest interval de temps s’han recollit tants com
37.000 tweets, amb les diferents paraules decidides que te-
nien relacio´ amb l’esdeveniment. El filtre de paraules utilit-
zades ha estat el segu¨ent: ”barc¸a, fcb, realmadrid, clasico,
elclasico, campnou, classic, gol, messi, neymar, suarez, pi-
que, ronaldo, cr7, cruyff, benzema”.
L’API de Twitter ens retorna la informacio´ d’un tweet
mitjanc¸ant una estructura de dades JSON, XML, HTML,
etc. En aquest projecte s’ha decidit fer servir JSON[12].
JSON (JavaScript Object Notation) e´s un format per l’in-
tercanvi de dades, e´s a dir, descriu i estructura les dades
mitjanc¸ant una sintaxi dedicada que es fa servir per identi-
ficar i gestionar les dades. En cada tweet no nome´s es rep
el text escrit per l’usuari, sino´ que cada tweet rebut e´s una
estructura de dades amb molta informacio´ (usuari, zona ge-
ogra`fica, mencions, enllac¸os, etc.) A la figura 3 es pot veure
un format reduı¨t de la cadena rebuda amb format JSON. A
l’ape`ndix A1, figura 10 es pot veure un tweet amb JSON
complet.
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Seguin amb la fase 2 del projecte, tal com es pot observar
a la figura 2, aquesta fase e´s present des de l’inici fins al
final. Aixo` e´s degut al fet que en les tres fases separades del
projecte es necessitava l’existe`ncia d’una base de dades per
a poder processar tota la informacio´.
Per tal de poder emmagatzemar tots els tweets que ens re-
torna Twitter mitjanc¸ant el me`tode STREAMING, ens ha
calgut implementar una base de dades. Aquest proce´s s’ha
dividit en dues parts, ja que s’ha decidit fer servir dos tipus
de base de dades, una base de dades estructurada i una ba-
se de dades no estructurada. Aquest fet s’ha donat per la
gran utilitzacio´ de les base de dades no estructurades que es
fan servir per a la pra`ctica de BigData, tambe´ anomenades
bases de dades NoSQL. Per tant la divisio´ de les dades ha
estat la segu¨ent:
• Per una part tenim tots els tweets tal com els rebem de
l’API de Twitter (en format JSON) guardats en una
base de dades NoSQL com e´s MongoDB. MongoDB
e´s de tipus clau/valor i document, e´s a dir, tenim
una clau per a cada tweet, i el tweet e´s el valor
representat en format JSON on la seva estructura no
te´ importa`ncia per la base de dades. Aixo` s’ha fet
d’aquesta forma pel fet que ens interessa guardar
tota la informacio´ del tweet per a possibles consultes
futures. Tambe´, donada la gran quantitat de dades
que es podria arribar a emmagatzemar i la possibilitat
del canvi en l’estructura de les dades que ens retorna
Twitter, una base de dades NoSQL sembla la me´s
adequada. Un altre fet caracterı´stic de les bases de
dades NoSQL e´s que actualment s’utilitzen molt en
aquest tipus de projecte, especialment en sistemes
”Big Data” i ”Machine Learning”. Aquest tipus de
base de dades permeten un disseny simple o nul, sense
tenir una estructura predefinida, e´s a dir, les dades ja
venen amb una estructura donada i la base de dades
s’adapta a aquestes. Tambe´ s’ha de dir que aquestes
bases de dades tenen una gran escalabilitat horitzontal
i un major control de la disponibilitat. Aquesta base
de dades nome´s s’ha implementat i utilitzat durant
la primera i la segona fase del projecte. Ja que en
les segu¨ents fases, pel tractament i processament
de les dades s’ha utilitzat una SQL normal. Aixo`
s’ha fet aixı´ perque` l’objectiu del projecte no e´s la
utilitzacio´ de les bases de dades NoSQL, pero` com
que actualment aquestes s’utilitzen molt, s’ha volgut
fer una investigacio´ de com s’utilitzaven i se n’ha
realitzat una prova amb les dades extretes de Twitter.
• Per una altra part, com a base de totes les fases del pro-
jecte, s’ha fet servir una base de dades estructurada,
fent servir MySQL, ja que per a la quantitat de dades
utilitzades s’ajusta molt be´ a les necessitats que tenim.
Aquest emmagatzematge no s’ha realitzat seguint l’es-
tructura del JSON rebut per l’API de Twitter, sino´ que
nome´s s’han guardat els camps que s’han cregut neces-
saris per aconseguir els objectius del projecte i poder
treballar millor les dades, aixı´ mantenint una estructu-
ra. La taula on hem guardat totes les dades necessa`ries
es pot observar a la figura 4.
Fig. 4: Taula amb les dades necessa`ries del Tweet
Si en algun moment es volgue´s recuperar el tweet original
per a futures implementacions o millores, podrem anar a la
base de dades MongoDB a recollir-ho, ja que com s’ha dit
anteriorment, en aquesta base de dades s’han guardat tots
els tweets en format JSON. D’aquesta manera es tindra` tota
la informacio´ guardada.
5.3 FASE 3
Mo`dul de Data Cleaning del Tweet
Per a poder realitzar un bon ana`lisi de les dades recollides,
ha estat necessari realitzar una normalitzacio´ dels tweets,
e´s a dir, fer una neteja de totes les cadenes de text que
s’utilitzaran posteriorment en els algoritmes de processa-
ment i classificacio´ d’elles, ja que sense aquesta forma-
tacio´, l’ana`lisi final no seria tan acotat. A part d’aplicar
aquests filtres, el que tambe´ s’ha tingut en compte ha es-
tat el llenguatge del tweet, ja que a la base de dades s’-
ha guardat un camp on s’indica l’idioma del tweet. Es pot
dir que un ana`lisi de dades amb diferents idiomes e´s molt
difı´cil, i actualment sempre es fan segons un idioma selec-
cionat.
La formatacio´ s’ha realitzat de la segu¨ent forma:
”RT @canchallena: Emotivo homenaje a Johan Cruyff
en el Camp Nou antes del cla´sico espan˜ol #Barc¸a
https://t.co/DAOXJa1dgq https://t.co/ebOs5cO7pf”
Aquest e´s un tweet escollit aleato`riament, com es pot veure,
hi ha cara`cters i paraules que podrien influir en els resul-
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tats dels algoritmes de classificacio´ de llenguatge natural.
Primer de tot, s’ha fet un reemplac¸ament dels cara`cters es-
pecials propis dels llenguatges llatins. En el cas d’aquest
tweet, un cop passat pel nostre algoritme de reemplac¸ament
ens quedaria de la segu¨ent manera:
“RT @canchallena: Emotivo homenaje a Johan Cruyff
en el Camp Nou antes del clasico espanol #barca
https://t.co/DAOXJa1dgq https://t.co/ebOs5cO7pf”
Deixem les paraules amb accents, lletres ”n˜ı¨ ”c¸”netes, amb
les lletres de l’alfabet anglosaxo´.
Un cop passat aquest filtre, s’ha observat que els enllac¸os
a pa`gines o imatges no formen part del llenguatge natural,
per tant s’ha decidit treure’ls. Aquest proce´s s’ha realitzat
mitjanc¸ant les expressions regulars, de tal forma que el twe-
et queda de la segu¨ent manera:
“RT @canchallena: Emotivo homenaje a Johan Cruyff en
el Camp Nou antes del clasico espanol #barca”
Encara no tenim el tweet formatat apropiadament, a part
d’excloure’n els enllac¸os tambe´ s’ha decidit eliminar les
mencions dels usuaris. En aquest punt es podrien analit-
zar els tweets de l’usuari mencionat pero` no e´s l’objectiu
del treball.
“RT: Emotivo homenaje a Johan Cruyff en el Camp Nou
antes del clasico espanol #barca”
Per acabar de formatar el tweet, s’ha decidit treure tambe´
els signes de puntuacio´ i el conjunt de lletres ”RT”, quedant
de la segu¨ent manera.
“Emotivo homenaje a Johan Cruyff en el Camp Nou antes
del clasico espanol #barca”
Un cop s’han tingut tots els tweets formatats de la forma
vista anteriorment, s’han guardat de nou en la base de dades
MySQL, actualitzant el camp del text anterior. A partir d’a-
quest punt, les operacions que es fan amb els tweets ja de-
pendra` del tipus de classificador utilitzat. Hi ha algoritmes
que ja porten funcions i eines per a fer aquesta tasca.
5.4 FASE 4
Classificacio´ manual de Tweets
Per tal de poder obtenir uns resultats de totes les dades reco-
llides, en aquest projecte s’ha decidit posar en pra`ctica l’a-
prenentatge supervisat. E´s a dir, ha estat necessari tenir una
col·leccio´ de tweets classificats, per tant, de totes les dades
recollides s’ha realitzat una pre`via classificacio´ supervisa-
da seguint un criteri personal, on ha influı¨t la subjectivitat.
S’han definit tres categories per a la classificacio´: tweet ne-
gatiu, tweet neutre i tweet positiu. Aquesta classificacio´ es
do´na per va`lida i e´s la informacio´ en que` es basara` l’ana`lisi
dels tweets no classificats. Per una banda es proporciona un
conjunt de dades classificades i per l’altre, es proporciona
un conjunt de dades sense classificar, que gra`cies als algorit-
mes de classificacio´ de text i llenguatge natural, mitjanc¸ant
un entrenament amb el conjunt de tweets classificats ens
donara` un resultat de classificacio´. Ja existeixen exemples
i conjunts de dades classificades per a realitzar aquest tipus
d’activitat, pero` dins l’a`mbit d’aquest projecte s’ha volgut
fer la classificacio´ segons el tema escollit.
Algoritmes de processament de text utilitzats (NLTK i
API Google Prediction)
Hi ha molts algoritmes i programes per a realitzar tasques de
”Big Data” i ”Machine Learning”, ja que actualment mol-
tes empreses creen o modifiquen algoritmes ja existents. Per
a poder observar la tende`ncia i veure resultats de totes les
dades que s’han recollit i formatat, s’ha decidit utilitzat dos
algoritmes o API’s, aquests dos so´n els segu¨ents:
• NLTK: Primerament s’ha utilitzat la llibreria NLTK,
que incorpora un conjunt d’eines pel tractament i
l’ana`lisi del llenguatge natural.
Per a poder fer servir el classificador d’aquesta llibre-
ria cal generar una estructura de dades determinada per
la llibreria a partir dels tweets classificats i normalit-
zats. Per poder crear aquesta estructura cal aplicar un
preproce´s a cada tweet.
La mateixa llibreria ens ofereix les funcions ne-
cessa`ries per dur a terme aquestes tasques. Prime-
rament apliquem un algoritme de ”tokenization” que
consisteix a separar el tweet en paraules individuals a
partir d’espais en blanc, sı´mbols, etc. Aquest proce´s
retorna les paraules del tweet en un vector. Despre´s es
passa aquest vector per un proce´s d’”StopWords” que
consisteix a eliminar totes les paraules sense significat
com articles, pronoms, preposicions, etc. La llibreria
ens aporta una eina amb diccionaris predefinits que ens
eliminen aquest tipus de paraules segons l’idioma trac-
tat. Per acabar de tenir el tweet tal com e´s necessari,
cal afegir la categoria a cada vector, en neutre, positiu
o negatiu.
Tots aquests processos es fan mitjanc¸ant una classe.
Fent-la servir, es genera un conjunt de dades per ca-
da categoria de classificacio´: positiu, negatiu i neutre.
Aquests conjunts de dades es recullen directament de
la base de dades. Posteriorment es genera el conjunt
d’entrenament agafant 3/4 de cada categoria. El 1/4
sobrant es fara` servir com a conjunt de test. Seguida-
ment s’entrena amb el conjunt d’entrenament el classi-
ficador Naive Bayes[13]. Ara, el classificador pot ser
avaluat amb el conjunt de test per obtenir me`triques
com la matriu de confusio´ o es pot fer servir per ava-
luar tweets individuals fora d’aquests conjunts, e´s a dir
amb el conjunt de tweets no classificats
• API Google Prediction
Com a alternativa, s’ha escollit l’API de Google Pre-
diction. S’ha decidit utilitzar aquesta eina perque` amb
ella es pot fer pra`cticament qualsevol cosa relacionada
amb l’ana`lisi de dades. Des d’un sistema de recoma-
nacio´, fins a un ana`lisi de sentiments, passant per la
deteccio´ d’Spam. Aquesta e´s una API de pagament,
pero` e´s possible utilitzar-la durant 60 dies de mane-
ra gratuı¨ta; una bona ocasio´ per a investigar a fons
l’eina. Per a poder-la fer servir e´s necessari tenir un
compte actiu de Google i crear un projecte al ”Go-
ogle Cloud Platform” i tenir activats els dos mo`duls
de ”Google Prediction API” i ”Google Cloud Storage
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API”. Aquesta API permet fer servir les seves eines a
partir d’un panell de gestio´ online. Tambe´ hi ha la pos-
sibilitat fer servir aquesta API implementant un mo`dul
amb Python, aquest es veura` me´s endavant.
Pel funcionament d’aquesta API e´s necessari crear un
projecte, on a partir d’aquest, es treballaran les dades
introduı¨des, mitjanc¸ant l’entrenament i la validacio´ i
ana`lisi dels resultats. Per poder utilitzar l’eina es fara`
servir el conjunt de tweets que pre`viament s’han classi-
ficat, aquests caldra` introduir-los al sistema mitjanc¸ant
un format CSV, ja que e´s com els accepta l’API. A con-
tinuacio´ hi ha un seguit de passos per a poder entrenar
i preveure resultats l’algoritme.
- insert: en aquest primer mo`dul s’envia tota la infor-
macio´ del CSV, aixı´ guardant-la i entrenant l’algorit-
me. Podem observar com e´s la crida a la figura 5
Fig. 5
- get: aquı´ es podra` veure si l’entrenament ha finalitzat,
si e´s aixı´, es retorna una resposta amb els resultats de
la tasca. Ho podem observar a la figura 6
Fig. 6
Es pot observar que l’entrenament ha estat amb un con-
junt de 853 tweets, utilitzant un model de classificacio´
i, classificant-los en tres categories (neutre, positiu i
negatiu). Tambe´ es pot observar que la precisio´ del
classificador e´s d’un 64%, per tant es pot dir que clas-
sifica correctament 64% de tweets del conjunt de test.
- predict: en aquest punt s’envia el tweet per tal
que l’algoritme l’etiqueti en neutre, positiu o negatiu.
Tambe´ ens retorna el percentatge de cada categoria.
Com podem observar a la figura 7, ha etiquetat el tweet
enviat en neutre.
Un cop vist el procediment per a extreure resultats des
de la consola que ens facilita l’API de Google Predic-
tion, s’ha decidit implementar-la amb Python, aquesta
Fig. 7
tasca s’ha fet per a poder classificar tot el conjunt de
tweets que tenim sense una classificacio´ supervisada.
Per a poder implementar i fer servir l’API de Google
Prediction, ha estat necessari crear uns codis d’auten-
tificacio´. Amb aquests codis podrem fer les peticions
des d’un entorn extern a la consola de Google.
6 RESULTATS
Com a resultat principal del projecte, s’ha fet una classi-
ficacio´ de tweets basada en els sentiments de les persones
davant un important esdeveniment esportiu.
S’ha definit un protocol per a l’extraccio´, transformacio´ i
ca`rrega (ETL) de les dades recollides. L’extraccio´ de les
dades s’ha dut a terme mitjanc¸ant un mo`dul a temps real en
Streaming, que pel seu posterior ana`lisi s’ha emmagatze-
mat a una base de dades relacional MySQL. A part, tambe´
s’ha implementat una base de dades NoSQL per a possibles
lı´nies futures del projecte.
Amb l’objectiu d’obtenir el millor resultat possible i no veu-
re’s influenciat per elements del llenguatge no natural, s’han
eliminat paraules referenciades nome´s utilitzades a la xarxa
social Twitter. A me´s a me´s, s’han eliminat paraules sense
un significat propi per tenir un resultat me´s real.
S’ha creat un conjunt d’entrenament i test segons una clas-
sificacio´ supervisada per un huma`, avaluant el sentiment de
cada tweet de la manera me´s objectiva possible.
Un altre resultat e´s que s’han implementat dos algoritmes de
classificacio´ i processament de text extraient la seva precisio´
per a la posterior classificacio´ dels tweets.
Per una banda s’ha implementat la llibreria NLTK per a
classificar el conjunt de tweets no supervisats. Utilitzant
els seus me`todes pel processament del llenguatge natural i
classificant els tweets mitjanc¸ant el seu classificador Baye-
sia` en un entorn local.
Per altra banda, s’ha fet servir el classificador de l’API de
8 EE/UAB TFG INFORMA`TICA: Opinion mining in Twitter: Ana`lisi de sentiments o opinions
Google Prediction per classificar el conjunt de tweets. Per
fer aixo` s’ha utilitzat la consola de l’API de Google Predic-
tion per fer les peticions al sistema. Una vegada vist aquest
funcionament s’ha implementat un script local amb Pyhton
per a poder classificar tots els tweets no supervisats.
Exemples de classificacio´
A continuacio´, es mostraran els resultats de la classificacio´
supervisada. S’ha realitzat aquesta classificacio´ amb un to-
tal de 853 tweets. Tal com podem observar a la figura 8, els
resultats no so´n gaire equilibrats, ja que podem veure una
gran tende`ncia a tweets neutres i positius, envers els nega-
tius. S’ha escollit aquest conjunt de dades per plasmar els
sentiments reals davant d’un esdeveniment esportiu.
Fig. 8: Classificacio´ supervisada
Per altra banda, es mostraran els resultats de la classificacio´
d’un conjunt d’uns 8000 tweets sense categoritzar. Es fa-
ran servir els classificadors NLTK i API Google Prediction,
tots dos han estat entrenats amb el mateix conjunt de tweets
etiquetats.
Els resultats del conjunt de test els podem observar a la taula
1 per l’algoritme NLTK, i a la taula 2 per l’API de Google
Prediction.
Negatius Positius Neutres
Negatius 81% 28% 33%
Positius 12% 54% 22%
Neutres 17% 16% 45%
Taula 1: Matriu de confusio´ del l’algoritme NLTK
Negatius Positius Neutres
Negatius 18% 0% 3%
Positius 21% 48% 16%
Neutres 61% 52% 81%
Taula 2: Matriu de confusio´ de l’API de Google Prediction
Per finalitzar la visualitzacio´ dels resultats, podem observar
la figura 9, on hi ha la classificacio´ dels tweets no etique-
tats pels dos algoritmes implementats. Es pot apreciar que
amb l’NLTK els resultats so´n me´s equilibrats i homogenis,
en canvi, amb l’API de Google Prediction, els resultats so´n
semblants a la classificacio´ no supervisada. No es pot sa-
ber exactament la difere`ncia d’aquest fet, ja que l’API de
Google e´s de codi propietari i no podem veure com treba-
llar internament. No se sap com treballen internament els
algoritmes.
Fig. 9: Classificacio´ mitjanc¸ant algoritmes de classificacio´
7 CONCLUSIONS
Desenvolupar aquest TFG ha suposat investigar molt sobre
les tecnologies utilitzades, ja que en un principi, part d’e-
lles, com han estat les API’s, es desconeixien. En can-
vi, utilitzar el llenguatge de programacio´ Python, no ha
suposat d’investigacio´, ja que es tenia una mı´nima expe-
rie`ncia.
Per comenc¸ar, en el mo`dul d’extraccio´ de dades de Twit-
ter a temps real, s’ha observat que existeix un rendiment
alt, ja que en el moment en que` un usuari realitzava un co-
mentari sobre el tema escollit, l’API retornava resposta ins-
tanta`niament. Gra`cies a aquest objectiu, s’ha apre`s a utilit-
zar l’API de Twitter juntament amb les eines que te´.
Cal destacar la classificacio´ supervisada que s’ha dut a ter-
me d’un conjunt de tweets, ja que gra`cies a aixo` s’ha ob-
servat la tende`ncia de la mostra recollida segons un criteri
huma`. Despre´s de realitzar aquesta tasca, s’ha arribat a la
conclusio´ que els comentaris de les persones so´n me´s po-
sitius i neutres, que no pas negatius. Degut ha aquest fet,
els algoritmes de processament de text i llenguatge natural
tindran la tende`ncia a donar resultats positius i neutres, ja
que s’ha treballat amb una mostra on existeixen pocs tweets
negatius.
Tambe´ e´s important destacar la feina feta en la normalitza-
cio´ dels tweets, ja que inicialment no es va tenir en compte.
Cosa que ha comportat la investigacio´ de com fer-ho. Re-
alment aquesta ha estat una de les tasques me´s importants,
ja que, els algoritmes de processament de text no tenen en
compte els enllac¸os, els signes de puntuacio´, les mencions
d’usuaris, etc. E´s a dir, existeix molta informacio´ sense sig-
nificat a l’hora de realitzar aquests tipus d’ana`lisi.
Aplicant els dos algoritmes i fent diferents tipus de proves,
s’ha observat que els resultats so´n me´s positius i neutres, e´s
a dir, les opinions i sentiments de les persones a la xarxa
social Twitter davant un esdeveniment esportiu son me´s de
felicitat que no de tristesa.
Com a lı´nies futures del projecte, es podria fer l’ana`lisi
de les imatges adjuntades a un tweet, aixı´ com la relacio´
entre els usuaris que estan comentant sobre el mateix te-
ma.
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APE`NDIX
A.1 JSON Complet
Fig. 10: Estructura d’un Tweet en JSON complet
