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Abstract
Recently, the concept of MIMO (multiple-input multiple-output) radar has been proposed. MIMO
radar has the capability to transmit orthogonal (or incoherent) waveforms at multiple transmit
antennas. It offers promising potentials for resolution enhancement, interference suppression
and against multipath fading. Many research about MIMO radar in signal processing have been
conducted. However, the implementation of MIMO radar in practice is still uncommon. In this
thesis, the SISO (single-input single-output) OFDM radar and communication system (RadCom),
a previous project at Institut für Hochfrequenztechnik und Elektronik (IHE), KIT, Germany, is
extended to MIMO configuration using the idea of spectrally interleaved multi-carrier signals to
estimate the direction of arrival (DOA) of objects in 2D and 3D radar. The main aim of this thesis
is to implement and evaluate a MIMO OFDM-based radar system.
The thesis consists of two parts, the software and hardware part. In the first part of the thesis, the
MIMO radar is studied. A signal modeling is derived along with the analysis of suitable antenna
geometries for 2D and 3D radar. The MIMO radar with the ability to form virtual array can
increase significantly the resolution of DOA estimation. For that purpose, numerous algorithms
based on different mathematical approaches exist. The numerical results show that the MUSIC
(MUltiple SIgnal Classification) algorithm based on subspace method is simple to implement and
have good resolution. We combine the OFDM-based signal model with MUSIC to perform 2D
and 3D radar sensing. The DOA estimation with MUSIC along with the simulation results are
presented.
The second half of this thesis focuses on the realization of the hardware design for MIMO radar
systems. A RF frontend for four transmitters with direct conversion architecture was considered.
One transmitter includes 2 low pass filters (LPFs), an Inphase/Quadrature (I/Q) upcoverter, a
phase-locked loop (PLL) frequency synthesizer, a 4:1 Wilkinson power divider. Inverse Chebyshev
LPFs at 50MHz with lumped elements were built and measured. In addition, a sufficient 4:1
Wilkinson divider was simulated and fabricated to feed the local oscillator (LO) signal into the I/Q
upconverters. The other individual elements of the transmitter was measured and analyzed. Several
measurement have been taken to test one whole transmitter. In addition, the signals generated by
the FPGA, which is planned to integrate with the transmitters, are analyzed.
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1. Introduction and Motivation
1.1. Introduction
Nowadays, radar applications play a key role in many fields where the need for position informa-
tion, such as the bearing, range and velocity of objects, is crucial. One of the these applications
is automotive radar in an Intelligent Transport System (ITS). ITS is an advanced system defined
by European Telecommunications Standards Institute (ETSI), including telematics and all type of
communications in vehicles, between vehicles, and between vehicles and fixed locations. The pur-
pose of it is to establish an intelligent network to provide network management, such as emergency
vehicle notification, automatic road enforcement and so on. The scenarios of some basic commu-
nications in ITS is demonstrated in Fig. 1.1. In order to do that, the locations of individual vehicles
in the network must be determined and transmitted to control stations. Therefore, the idea of a
combining radar and communications in one signal system platform has been introduced.
Fig. 1.1.: Intelligent Transport Systems [8]
In the previous project from Institut für Hochfrequenztechnik und Elektronik (IHE), a joint radar
and communications applications (RadCom) has been proposed [20]. The orthogonal frequency-
division multiplexing (OFDM) signal has been chosen because it offer several advantages, espe-
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cially the robustness against Doppler shift and multipath fading. A single radar system at 24GHz
has been built and measured to prove the ability of the system to carry user data and to sense the
information of range and velocity [24].
1.2. Motivation
Since the RadCom has been proved to be very promising for range and velocity estimation, the
current idea is to improve a step further for direction-of-arrival (DOA) estimation. The single
system is extended to multiple-input multiple output (MIMO) antenna systems. A MIMO system,
unlike standard phased-array radar, can transmit, via its antennas, multiple signals which can be
correlated or uncorrelated with each other [9]. It has received increasing attention from researchers
because of the potential to improve target detection performance.
In order to generate uncorrelated signals for each transmit antenna, a signal modification
from the original OFDM signal has been introduced in [21]. The modified signals, called the
spectrally interleaved multi-carrier signals, have been patented [25]. The functionality of the
MIMO OFDM-based radar for the DOA estimation has only been proven for the 2D radar imaging
without velocity estimation. Therefore it is in the scope of this work to implement the velocity
estimation together with the 2D and 3D radar imaging to come up with a robust radar system which
could also do target localization. Since target localization requires multiple transmit and receive
antennas as well as the use of a superresolution algorithm, a strategy to minimize the computing
effort through the optimization of the simulation codes within reasonable time is also within the
scope of this work.
Additionally, we seek to built the RF frontend for the multiple transmitters to verify the signal
separation techniques in hardware. This analysis of a good and robust RF frontend design along
with the necessary sub-blocks must be done. Although the full integration for the RF frontend
might not be possible within this limited time frame, its analysis will nevertheless be a step towards
the integration of the system.
1.3. Outline of the Thesis
The main contribution of this thesis is to study the concept of MIMO radar and apply MUSIC
(MUltiple SIgnal Classification), a high-resolution DOA estimation algorithm, for sensing the
azimuth and elevation information of objects. A RF front end will be designed and build to
integrate with the FPGA, which generates OFDM-based signals at baseband. Measurement will
then be done to test the RF front end along with the algorithms.
The thesis is organized as follows. The second chapter introduces the fundamentals of radar
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system and OFDM signal. The joint radar and communications application (RadCom) is also
presented. In the third chapter, MIMO radar is discussed, including the concept and theory of
MIMO radar, signal modeling, antenna geometry for the 2D and 3D radar imaging. Finally, the
signal modification for MIMO OFDM-based radar will be explored. The four chapters is about
DOA algorithms for the 2D and 3D radars. The MUSIC algorithm is explored. The simulation for
the MIMO OFDM-based radar system is demonstrated along with the results of 2D and 3D radar
imaging
In the four chapter, a realization of hardware design for the RF front end is discussed. Chapter 5
presents various measurements for the final transmitter and the analysis of the baseband OFDM-
based signal generated by the FPGA. Finally, chapter 6 and chapter 7 give the conclusions to the
work which have been done and point out the possible future works.
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2. Fundamentals of the OFDM RadCom
In this chaper, the basic concepts of radars and OFDM signal are presented. Then, the overview of
SISO OFDM radar and communications system (RadCom) developed by [26] is discussed. Finally,
the system parameterization of the single radar system is explored.
2.1. Radar Basics
Radar is an electromagnetic system to detect and locate reflecting objects as shown in Fig. 2.1.
After emitting the electromagnetic waveform, the radar receives the reflected signal from object.
To detect the object, it is necessary to distinguish between the signal reflected from the object and
the signal containing noise. Next, the signal can be processed to estimate the range and other
parameters by comparing the received signals with the transmitted ones.
Fig. 2.1.: A typical radar scene
Range and delay
The relationship between the delay τ and range R is given by:
R =
1
2
cτ (2.1)
where c is the propagation velocity. The factor 2 is due to the round trip travel time.
Velocity and Doppler effect
Fig. 2.2 shows the geometry of radar and moving object where v is the relative velocity of the
moving object. The Doppler shift is related to relative velocity as follows:
fD =
2fcvr
c
=
2fcv cosφ
c
(2.2)
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where fc is the center frequency of the transmitted signal. The term cosφ considers the projection
of the velocity vector along the radial direction of the receiver and moving object.
Fig. 2.2.: Geometry of the radar and moving object for the derivation of Doppler frequency
Radar equation
If a radar transmitter sends a signal with transmitted power Pt and Gt is the gain of the antenna, the
power density St at a object of distance R from the antenna is given as:
St =
PtGt
4πR2
(2.3)
The power which is reflected back to the radar is given as:
Ps = σSt (2.4)
where σ is the radar cross section (RCS) of the object. The received power density at the radar after
reflecting on the object, Sr, is:
Sr =
Ps
4πR2
=
PtGtσ
(4πR2)2
(2.5)
And the received power at the radar is:
Pr = SrAeff (2.6)
where:
• Aeff =
λ2
4pi
Gr is the antenna effective area
• λ is the wavelength of transmitted signal
• Gr is the gain of the received antenna.
Thus, the received power at the radar can be obtained as:
Pr =
PtGtGrσλ
2
(4π)3R4
(2.7)
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The maximum range of the radar Rmax is the maximum distance the radar can detect objects. It
happens when the received power Pr just equals the minimum detectable signal Prmin. Rearranging
terms in Eq. 2.7 gives:
Rmax =
4
√
PtG2σλ2
Prmin(4π)3
(2.8)
This is the fundamental form of radar equation.
Radar cross section
This is the property of a scattering terget to represent the magnitude of the reflected signal to the
radar by the object.
A definition of radar cross section (RCS) in [22] is:
σ = 4πR2
|Er|2
|Ei|2 (2.9)
where
• R is the distance to the object
• Er is the electric field strength of the reflected signal at the radar
• Ei is the electric field strength incident on the object
SNR in radar
The typical equation of SNR in radar is given as [22]:
SNR =
PtGtGrσλ
2
(4π)3R4k(Ts + Te)BL
(2.10)
where:
• k is Boltzmann constant
• Ts is the noise temperature at the receiver input (antenna and attenuation from cables)
• Te is the receiver noise noise temperature including all receiver stages
• B is the receiver bandwidth
• L is loss from other factors
2.2. OFDM Theory
2.2.1. OFDM Concept
OFDM is a method of using parallel orthogonal carries to modulate the data. OFDM can be seen as
a multiplexing technique rather than a modulation technique. It is mostly used as a communication
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signal. The time domain OFDM transmitted signal is expressed by [20]:
x(t) =
Nsym−1∑
µ=0
Nc−1∑
n=0
dTx(µN + n)exp(j2πfnt)rect
(
t− µT
T
)
(2.11)
where:
• Nsym is the number of subcarriers used
• Nc is the number of consecutive symbols evaluated
• µ is the index of OFDM symbols
• n is the carrier index in one OFDM symbol
• fn is the individual subcarrier frequency
• T is the OFDM symbol duration
• dTx(µ, n), called the ’complex modulation symbol’, is the arbitrary data modulated with
a digital modulation technique e.g., quadrature amplitude modulation (QAM), phase-shift
keying (PSK).
The OFDM signal in time-frequency grid is depicted in Fig. 2.3 for a clear understanding of the
definitions of subcarriers and symbols. In the RadCom system, one OFDM frame consists of 1024
subcarriers and 256 OFDM symbols.
Fig. 2.3.: Time - frequency grid of OFDM signal
Fig. 2.4 shows the operation of the OFDM modulator in a block diagram. The modulated data is
then demultiplexed into Nc parallel streams and multiplied with exponential functions before being
summed.
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exp(jπ t
T
)
exp(jπNc
t
T
)
Fig. 2.4.: OFDM Modulator
The condition of orthogonality is:∫
∞
−∞
xn(t)x
∗
m(t)dt =
∫ T0
0
xn(t)x
∗
m(t)dt =
{
1 m = n
0 m 6= n (2.12)
where:
xn(t) =
Nsym−1∑
µ=0
dTx(µN + n)exp(j2πfnt)rect
(
t− µT
T
)
Thus, in order to remain the orthogonality between individual subcarriers, the subcarrier spacing
∆f must satisfy that,
fn = n∆f =
n
T
, n = 0, ..., N − 1 (2.13)
The frequency spectrum of the transmitted signal in equation (2.11) is:
X(f) =
√
T
Nc−1∑
n=0
dTx(n)
sin(π(f − fn)T
π(f − fn)T (2.14)
Fig. 2.5 represents the frequency spectrum of OFDM signals. In the frequency domain, the sinc
function side lobes produce overlapping spectra. However, since the individual peaks of subcarriers
all line up with the zero crossing of other subcarriers, the overlap of spectral energy does not
interfere with the ability to recover the original signal.
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Fig. 2.5.: Spectra of individual subcarriers
2.2.2. OFDM Signal Generation
Consider one OFDM symbol, the baseband transmitted signal is given by:
x(t) =
Nc−1∑
n=0
dTx(n)exp(j2π
n
T
t)rect
(
t
T
− 1
2
)
(2.15)
In fact, considering the case of time discrete signal by replacing the time t by a sample number
k, the complex baseband OFDM is nothing more than the inverse discrete Fourier Trans-
form (IDFT) on Nc input modulation symbols. It means that, for each time interval of length
T , OFDM signals is created by using a IDFT and its counterpart, DFT for demodulation at receiver.
In practice, a combination of fast Fourier Transform (FFT) and inverse fast Fourier Transform
(IFFT) are implemented because of their efficiency to reduce the calculation time. Fig. 2.6 and
Fig. 2.7 depict a typical OFDM system with transmitter and receiver. At the transmitter, the
sources symbols are divided into blocks of length Nc and used as the inputs of an IFFT blocks
with FFT length NFFT . NFFT should be chosen to be significantly large than Nc so that the edge
effects are negligible at half the sampling frequency and the shape of the reconstruction filter of
the digital-to-analog converter (DAC) does not effect the significant part of the spectrum [11]. The
NFFT −Nc remaning coefficients can be set to zero.
At the receiver, an FFT block with length NFFT is used to process the received signal, and the Nc
useful coefficients will be extracted for further data processing.
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dTx(µ, n)
dTx(µ, 1)
dTx(µ, 2)
dTx(µ,Nc)
x(t)
Fig. 2.6.: OFDM transmitter with IFFT operation
dRx(µ, n)
dRx(µ, 1)
dRx(µ, 2)
dRx(µ,Nc)
y(t)
Fig. 2.7.: OFDM receiver with FFT operation
2.2.3. OFDM in Multipath Channels and the Use of Cyclic Prefix
In OFDM system, intersymbol interference (ISI) occurs when the received OFDM symbol is dis-
torted by the previously transmitted OFDM symbol. To prevent from ISI, a guard interval can be
implemented by using a cyclic prefix (CP). The CP is simply the replica of a piece of length TCP
from the end of the symbol. The reason is to keep one of the signals periodic over the range of the
convolution in time domain. A lack of periodicity would lead to intrasymbol intererence, which
causes the OFDM symbol to interfere with itself. Since the CP contains redundant information, it
is discarded at the receiver. Fig. 2.8 shows the method of introducing the cylic prefix by coping a
piece of length TCP from the the end of the symbol and put it in front of the signal.
Fig. 2.8.: Cyclic Prefix
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2.3. OFDM Radcom Concept
OFDM has been recently gained attention for radar application because of the numerous advantages
offered by OFDM signal. Furthermore, OFDM signals have been proved to be suitable for radar
applications [20], [23], [24], [21]. In this section, the SISO OFDM-based radar system (RadCom)
will be explored.
2.3.1. OFDM Radar Processing at the Receiver
As mentioned in section 2.2.1, the OFDM transmitted signal is represented as in (2.11).
Transmitted OFDM symbols can be represented as a matrix with Nc rows and Nsym columns.
DTx =

dTx(0, 0) dTx(0, 1) · · · dTx(0, Nsym − 1)
dTx(1, 0) dTx(1, 1) · · · dTx(1, Nsym − 1)
.
.
.
.
.
.
.
.
.
.
.
.
dTx(Nc − 1, 0) dTx(Nc − 1, 1) · · · dTx(Nc − 1, Nsym − 1)
 (2.16)
Every row of the matrix is related to the information on one subcarrier and every column is related
to the information on one OFDM symbol.
In the presence of a reflecting object at the distance R from the radar with the relative velocity of
vrel, which results in the Doppler frequency of fD, the received OFDM signal in noiseless case
becomes
y(t) =
Nsym−1∑
µ=0
Nc−1∑
n=0
a(µ, n)dTx(µNc + n) exp
(
j2π(fn + fD)
(
t− 2R
c0
))
.
.rect
(
t− 2R
c0
− µT
T
) (2.17)
In the above model, the transmitted signal x(t) is a narrowband signal of overall bandwidthB ≪ fc
so that each subcarrier experiences the same Doppler shift fD. In addition, fD ≪ fc, thus the term
regarding to the coupling between Doppler effect and range exp(−j2πfD2R/c0) is insignificant
and can be neglected. The received OFDM signal can be rewritten as follows:
y(t) =
Nsym−1∑
µ=0
Nc−1∑
n=0
a(µ, n)dTx(µNc+n) exp
(
j2πfn
(
t− 2R
c0
))
exp(j2πfDt)rect
(
t− 2R
c0
− µT
T
)
(2.18)
Define dRx as the complex received symbol, we have:
y(t) =
Nsym−1∑
µ=0
Nc−1∑
n=0
dRx(µNc + n) exp(j2πfnt)rect
(
t− 2R
c0
− µT
T
)
(2.19)
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and
dRx(µ, n) = a(µ, n)dTx(µ, n) exp
(
−j2πfn
(
2R
c0
))
exp(j2πfDt) (2.20)
It means that the received symbol dRx contains the information of the transmitted one dTx, the
attenuation a along with the phase rotation caused by range and Doppler effect. The received
OFDM symbols can also be represented as matrix DRx which has the same size as DTx. Thus, a
complex element-wise division can be operation can be performed between DRx and DTx to remove
the original transmit modulation symbols:
Ddiv =
DRx
DTx
=

d(0, 0) d(0, 1) · · · d(0, Nsym − 1)
d(1, 0) d(1, 1) · · · d(1, Nsym − 1)
.
.
.
.
.
.
.
.
.
.
.
.
d(Nc − 1, 0) d(Nc − 1, 1) · · · d(Nc − 1, Nsym − 1)
 (2.21)
For specific values of µ, n, we have one elements d(n, µ) of the matrix as follows
d(n, µ) =
dRx(n, µ)
dTx(n, µ)
= a(µ, n) exp
(
−j2πfn
(
2R
c0
))
exp(j2πfDt) (2.22)
The Doppler shift will cause a phase shift of µfDT on the µ-th symbol on every carrier. In case CP
is implemented, the entire OFDM symbol duration TOFDM including the CP must be considered.
Equation (2.21) can be rewritten as
d(n, µ) =
dRx(n, µ)
dTx(n, µ)
= a(µ, n) exp
(
−j2πn∆f
(
2R
c0
))
exp(j2πµTOFDMfD) (2.23)
It is obvious that the phase difference between the transmitted and received symbols, which contains
the information of distance and velocity, can be calculated from d(n, µ). Thus, a novel method has
been proposed to provide the radar image from the transmitted and received modulation symbols
without the need for correlation operations [20], [23], [24]. Fig. 2.9 describes the new method to
estimate the distance and velocity of the object and it can be summarized as follows,
1. Calculate the FFT of length Nsym on every row of Ddiv.
2. Calculate the IFFT of length Nc on every column.
The result is a two-dimensional matrix as follows:
Ik,l = IFFT(l) [FFT(k)[Ddiv]] (2.24)
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Fig. 2.9.: The operation to estimate Doppler and range for RadCom system
For every reflecting object, there is a peak in |Ik,l|2 at index (k, l).
kˆ =
〈
2R∆fNc
c0
〉
, k = 0, · · · , Nc − 1 (2.25)
and
lˆ =
〈
2vrelfcTOFDMNsym
c0
〉
, l = 0, · · · , Nsym − 1 (2.26)
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where the operation 〈k〉 means the nearest or equal integer to k.
Therefore, the index values (kˆ, lˆ) also correspond to the estimated distance Rˆ and relative velocity
vˆrel as
Rˆ =
lˆc0
2Nc∆f
(2.27)
and
vˆrel =
kˆc0
2fcNsymTOFDM
(2.28)
2.3.2. System Parametrization
The process of deciding and defining the parameters for a system is one of the most important phase
to build any system. The 24GHz ISM (industrial, scientific, and medical) band from 24.05GHz-
24.25GHz is chosen since the ISM band is license free and suitable for radar research.
Subcarrier Spacing and Symbol Duration
Doppler shift
The Doppler shift in radar system can be described as follows
fD =
2vrel
λ
(2.29)
where fD is the Doppler frequency and vrel is the relative velocity between radar and object. In
order to avoid the distortion of the orthogonality of the subcarriers, the subcarrier spacing ∆f must
satisfy the condition
∆f > 10fD,max (2.30)
where fD,max is the maximum Doppler shift. Assuming a maximum relative velocity for typical
traffic scenarios to be vrel = 200 km/h = 55.6m/s, this would yield the maximum Doppler
shift of fD,max = 8.9 kHz for fc = 24GHz. Thus it requires a minimum subcarrier spacing
∆f > 89 kHz
Range ambiguity
The maximum unambiguous distance of radar system is equal to
dmax =
c0
2∆f
=
T0c0
2
(2.31)
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where c0 is the propagation velocity, T0 is the OFDM symbol duration. For automotive uses, the
maximum detectable distance is set to be 200m. For practical reasons, the symbol duration and
subcarrier spacing have to satisfy that T0 > 1.33µs and ∆f < 750 kHz.
Cyclic Prefix
As mentioned in section 2.2.3, each transmitted OFDM symbol has to be added with a CP to avoid
ISI. Since there is a direct coupling between transmit antenna and receive antenna of RadCom
system [27], the CP has to be at least equal to the propagation time of the longest path between
radar and the object. Assuming that the maximum distance R is 200m, the condition for CP is that
TCP > 1.33µs.
Symbol Parameter Value
fc Carrier frequency 24GHz
N Number of subcarriers 1024
∆f Subcarrier spacing 90.909 kHz
T Elementary OFDM symbol duration 11µs
TCP Cyclic prefix duration 1.365µs
Tsym Transmit OFDM symbol duration 12.375µs
B Total signal bandwidth 93.1MHz
∆r Range resolution 1.61m
rmax Maximum unambiguous range 1650m
vmax Maximum unambiguous velocity ±252.5m/s
M Number of evaluated symbols 256
∆v Velocity resolution 1.97m/s
Table 2.1.: RadCom system parameters
Final System Parametrization
In the RadCom system, the final parameters are fixed for a suitable OFDM radar and com-
munication system. The OFDM symbol duration is chosen to be To = 11µs, which leads to
∆f = 1/To = 90.909 kHz. The CP length TCP = 1/8T0 = 1.375µs
Since the OFDM signal can be generated by performing a IFFT operation, it is efficient to choose
a number of subcarriers which is the power of 2. With a subcarrier spacing of ∆f = 1/To =
90.909 kHz, a number of subcarriers of Nc = 1024 will result a bandwidth of B = 93.09MHz, so
that the radar range resolution will be equal to ∆r = 1.61m. A summary of all system parameter
is provided in table (2.1).
3. MIMO Radar Concepts
In this chapter, we first introduce the concept of MIMO radar and virtual steering vector. The
steering vector is used in the MUSIC algorithm to estimate the position of the objects, as will be
discussed in the next chapter. Next, the general signal modeling and antenna geometry are derived.
Finally, the modification of the original OFDM-based signal from the SISO RadCom for use in the
MIMO radar is discussed.
3.1. Virtual Array Concept
The MIMO radar system allows the transmitting of orthogonal (or incoherent) waveforms at each
transmit antennas. The phase differences caused by the different transmit antennas along with ones
caused by different receive antennas form a new steering vector. In this section, we will discuss
briefly the virtual array concept. The detailed studies can be found in [5], [6], [9].
The steering vector represents the set of phase delays of plane wave experiences [3]. This is then
evaluated at set of antenna array elements (especially at the receiver). By using an array-based
DOA estimation techniques, the receive signals along with the steering vectors are evaluated to
estimate the position of the objects. Depending on the steering vector, the azimuth or elevation
position of the objects, or even both can be estimated.
A virtual array refers to the technique whereby the number of receiver antennas become more
than the physical number of the antennas through the use of special antenna geometries and signal
processing. Therefore the steering vector developed for such a virtual array is called the virtual
steering vector. Before establishing the virtual array concept, a few assumptions and definitions
need to be clarified:
1. The MIMO radar system is a monostatic one. It means that the transmitter and receiver are
located on the same platform.
2. The objects described in this work are in the far-field region of the antenna arrays of the
MIMO radar.
3. The distance between the radar and the objects are much larger than the dimensions of the
transmit and receive antennas. Therefore, the unit pointing vectors from the object to the
transmitter and receiver are coincident and can be defined as a vector u ∈ R3, where R3
defines a 3-dimensional (3D) Cartesian space. The coordinates of u is (xu, yu, zu) as shown
in Fig. 3.1.
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4. The 3D Cartesian space applies for all other position vectors, which will be defined in the
following sections. This means that the point of origin as well as the x, y and z axis directions
are the same for all of these vectors.
Consider a MIMO radar system using antenna arrays for its transmitter and receiver with the math-
ematical notations as follows:
• NT is the number of elements at the transmit antenna array
• NR is the number of elements at the receive antenna array
• The mth transmit antenna is located at xT,m ∈ R3, where the subscript T stands for transmit-
ter and m is the index of the transmit antenna, with m = 0, 1, . . . , NT − 1
• The nth receive antenna is located at xR,n ∈ R3, where the subscript R stands for receiver
and n is the index of the receive antenna, with n = 0, 1, . . . , NR − 1
z
y
x
xu
yu
zu
0
u
Fig. 3.1.: Representation of the unit pointing vector u in the 3D Cartesian space
Now the separate arrays of transmit and receive antennas pointing at one object in the far field are
considered. Fig. 3.2(a) shows an example of a MIMO radar system with NT = 3 and NR = 4 at
arbitrary positions with the same pointing vector u to the same object in the far-field region. The
transmit array and the receive array are collocated but are pictured side by side for illustration. At
one point, the mth transmit antenna transmits the waveform xm(t). Since the transmitted signals
from each transmitter are orthogonal, the signals fulfill the condition of orthogonality as given by∫
xm(τ)x
∗
m′(τ)dτ = δmm′ (3.1)
where the integration of the signal xm with the conjugate of the signal from another transmitter (in
the same array) x∗m′ over time will result in δmm′ = 1 if and only if m = m′.
At each receive antenna, the reflected orthogonal waveforms from the object can be extracted by
correlating the transmitted signals with the received ones. This correlation process is actually a
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matched filter process. The total number of received signals at all receivers is then equal to NTNR.
Ignoring all effects of the channel (e.g. phase rotations due to range and Doppler) and considering
only the effect due to the geometry of the transmit and receive positions, the received signal from
the mth transmit antenna the nth receive antenna can be expressed as [4],
ym,n(t) = at exp(−jku.(xT,m + xR,n)) (3.2)
where:
• (.) is the notation of dot product. The details of dot product can be found in the appendix.
• k = 2π/λ is the wavenumber therefore ku is the wave vector.
• at is the amplitude of the signal reflected from the object.
(a) A MIMO radar system with NT = 3 and NR = 4
(b) The corresponding virtual array
Fig. 3.2.: MIMO radar system
From (3.2), it can be seen that the phase differences are created by both the transmit and receive
antenna positions. Fig. 3.2(b) illustrates the corresponding virtual antenna formed from the transmit
and receive arrays as seen at the receiver. The received signal in (3.2) is then equivalent to the object
response received by a receive array with NTNR virtual antenna elements located at the positions
of the transmitters plus the positions of the receivers, which can be expressed as:
{xT,m + xR,n| n = 0, 1, ..., N − 1;m = 0, 1, ...,M − 1} (3.3)
This can be seen as replicating the receive antenna array at every individual transmitter, which in
mathematical notation is the Kronecker product.
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With the information about the virtual array positioning, the steering vectors for the transmit and
receive array can be built. Defining vT (u) as the transmit steering vector with dimension NT × 1
and vR(u) as the receive steering vector with dimension NR × 1, vT (u) and vT (u) are given
respectively as follows.
(vT )m = exp(−jku.xT,m) (3.4)
(vR)n = exp(−jku.xR,n) (3.5)
For the case of arbitrary transmitter and receiver positions whose virtual array is as described by
(3.3), the virtual steering vector v(u) can be written as
v(u) = vT (u)⊗ vR(u) (3.6)
where ⊗ is the notation of the Kronecker product. The dimension of v(u) is NTNR × 1. It can
be concluded that from NT +NR physical antenna elements, a virtual array with NTNR elements
can be generated. This concept is important in order to define an appropriate antenna geometry for
MIMO radar in section 3.3.
3.2. Signal Modeling
In this section, the signal modeling for the MIMO radar will be derived. The idea of the signal
modeling is to represent the received signal taking into account the channel parameters (e.g. range
and Doppler) and antenna positioning for a better understanding.
Consider a MIMO system with the transmit antennas and receive antennas as discussed in sec-
tion 3.1. An object located at the position vector r ∈ R3 is moving with a relative velocity vector
vrel to the radar. The signals transmitted by the transmit array are reflected from the object and the
received signal at the nth receive antenna at time t from themth transmit antenna can be represented
by the far-field approximation. The phase rotation due to the moving object and its distance to the
radar can be expressed as
phase rotation ≈ exp
(
−j 2πfc
c
u.2r
)
exp
(
−j 2πfc
c
u.2vrelt
)
exp
(
−j 2πfc
c
u. [xT,m + xR,n]
)
(3.7)
In (3.7), the first term is due to the range (transmitted and reflected), the second term is due to the
relative velocity of the object to the radar, and the last term takes the position of the antenna array
into account.
Consider the nth receive antenna out of NR receive antennas, the received signal from all the trans-
mit antennas without considering the type of waveform used can be expanded from (3.2) and written
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as
yn(t) = at exp
(
−j 2πfc
c
u.2r)
)
exp
(
−j 2πfc
c
u. 2vrelt
)
.
.
NT∑
m=1
xm(t) exp
(
−j 2πfc
c
u. [xT,m + xR,n]
) (3.8)
Next, consider all transmitters and receivers. To come to a general expression for all of the antennas
within the antenna arrays, we define X and Y as the matrices for the signals at the transmit and
receive antennas respectively. The signals here are considered as time-discrete signals. The X and
Y matrices are expressed as
X =
[
x1 x2 · · · xNT
]T (3.9)
and
Y =
[
y1 y2 · · · yNR
]T (3.10)
Substituting the matrix notations into (3.8), the equivalent received signal at the nth receive antenna
is
yn = at. exp
(
−j 2πfc
c
u.2r
)
exp
(
−j 2πfc
c
u.2vrelt
)
exp
(
−j 2πfc
c
u.xR,n
)
vTT (u)X (3.11)
where vT is the transmit steering vector defined in section 3.1 and vTT is the transpose of vT .
Reducing all receivers into the matrix form, we have:
Y = at exp
(
−j 2πfc
c
2u.r
)
exp
(
−j 2πfc
c
u.2vrelt
)
vR(u)v
T
T (u)X (3.12)
where vR(u) and vT (u) are the receive and transmit steering vector defined in (3.6) respectively.
Vector vR(u) has dimension nR × 1 and vector vT (u) has dimension nT × 1. The multiplication
product of vR(u)vTT (u) is a matrix with dimension nR × nT .
Consider the case of K objects at positions rk and velocity vrel,k, the received signal matrix Y in a
noisy channel can be modified to accommodate K objects and is expressed as
Y =
K∑
k=1
atk exp
(
−j 2πfc
c
2uk.r
)
exp
(
−j 2πfc
c
uk.2vrelt
)
vR(uk)v
T
T (uk)X+ E (3.13)
where E is the interference-plus-noise matrix.
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Equation (4.13) can then be rewritten as
Y = SX+ E (3.14)
where S is a matrix defined as
S =
K∑
k=1
atk exp
(
−j 2πfc
c
2uk.r
)
exp
(
−j 2πfc
c
uk.2vrelt
)
vR(uk)v
T
T (uk) (3.15)
Matrix S consist of the steering vector, which defines the signal subspace and will be used for the
MUSIC algorithm in section 4.1.
Since the transmitted signal from each receiver are orthogonal to each other, the received signals
can be separated by NT matched filters as explained in section 3.1. The NR real antennas are now
equivalent to NRNT virtual antennas. The modified received signal matrix Yˆ is used to accommo-
date to the virtual array as follows:
Yˆ =
K∑
k=1
atk exp
(
−j 2πfc
c
2uk.r
)
exp
(
−j 2πfc
c
uk.2vrelt
)
vT ⊗ vRXˆ+ Eˆ (3.16)
where
Xˆ = INR ⊗X (3.17)
where INR is the identity matrix with dimension NR × 1.
3.3. Antenna Geometry for MIMO Radar
Until now, we have only introduced the virtual array and the signal modeling for an arbitrary
antenna geometry. Another important aspect of MIMO radar is the antenna geometry since
different geometries of receive and transmit arrays can lead to different virtual array geometries.
Many studies have been conducted to optimize the antenna geometry for specific applications such
as in [18]. The purpose of this section is to provide a general way to represent the virtual array and
to form the steering vector for any antenna system geometry.
The MIMO virtual array positions are the convolution of the original transmit and receive array
element positions as explained in [4], [6]. The antenna geometry can be visualized as a Dirac
function. Defining hT (x) and hR(x) as the functions characterizing the antenna positions of the
transmitter and receiver respectively, hT (x) and hR(x) can be described as
hT (x) =
NT−1∑
m=0
δ(x− xT,m) (3.18)
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and
hR(x) =
NR−1∑
n=0
δ(x− xR,n) (3.19)
Thus, the function to characterize the antenna positions in the virtual array is
h(x) = (hT ∗ hR)(x) (3.20)
where (∗) is the convolution operation.
Given here is an example of a MIMO system with uniform linear array (ULA), where the an-
tenna element are separated by the multiples of half wavelength λ/2. An array with the notation
{1 1 1} means that there are 3 antemmas with the element distance of λ/2 on a linear grid. Us-
ing this array for both the transmitter and receiver as depicted in Fig. 3.3 (top), the corresponding
MIMO virtual array is
{1 1 1} ∗ {1 1 1} =
5︷ ︸︸ ︷
{1 2 3 2 1} (3.21)
This means that some virtual antennas are over represented. Therefore the MIMO virtual array
contains only 5 elements despite having 6 transmitter and receiver elements.
Fig. 3.3.: Examples of antenna geometry to form virtual array
Now the geometry of the transmit antennas is changed as depicted in Fig. 3.3 (bottom) with a
notation of {1 0 0 1 0 0 1} and the receive array is {1 1 1}. These notations are
equivalent to a MIMO system with NT = 3 and NR = 3. Here, dT = 3dR where dT and dR are
the element spacing of the transmit and receive antennas respectively. In this case, a MIMO virtual
array with full NTNR = 9 elements is formed and this is the basis of the classical virtual antenna
array which has the largest nonzero contiguous region.
In DOA estimation, the number of elements in transmit and receive array plays an important role in
increasing the angular resolution. Despite the classical virtual array having the largest contiguous
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region, it might not be optimized for the DOA angular resolution. There are many ongoing work
on such optimization, namely for the 2D configuration, which can be found in [18]. However, the
optimized virtual array is not in the scope of this work, therefore the classical virtual antenna array
is used for the 2D imaging case. For the 3D imaging case, a simple geometry, where all element
spacing is λ/2 is used.
In next step, a general antenna geometry is taken into consideration a set of equations to estimate
the virtual steering vector. This equation is a general equation with no particular antenna geometry
and is thus for any MIMO radar system.
Considering a MIMO system as presented in section 3.1, the additional notations for this part are
defined as follows:
• The mth transmit antenna is located at xT,m ∈ R3 with the coordinates
xT,m =
xT,myT,m
zT,m

• The nth receive antenna is located at xR,n ∈ R3 with the coordinates:
xR,n =
xR,nyR,n
zR,n

• The position of the kth object is the vector rk ∈ R3 with the coordinates:
rk =
Rk cos θk sin φkRk cos θk cosφk
Rk sin θk

where Rk is the distance of objects to the origin of the Cartesian coordinate system.
• dT is the spacing of the transmit antennas in case the transmit array is an ULA.
• dR is the spacing of the receive antennas in case the receive array is an ULA.
The geometry of one arbitrary transmit antenna, one arbitrary receive antenna and one object is
shown in Fig. 3.4. The DOA of kth object is estimated by a set of angle value (φk, θk), where φk is
the azimuth angle and θk is the elevation angle.
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Fig. 3.4.: Arbitrary antenna geometry
In order to find the steering vector, the distance from the the transmitters to object and back to the
receivers has to be estimated. We start by calculating the distance between themth transmit antenna
and the kth object, where
RTm,k = | − xT,m + rk| =
∣∣∣∣∣∣−
xT,myT,m
zT,m
+
Rk cos θk sinφkRk cos θk cosφk
Rk sin θk
∣∣∣∣∣∣
= (R2k − 2RkxT,m cos θk sinφk − 2RkyT,m cos θk cosφk − 2RkzT,m sin θk +
+x2T,m + y
2
T,m + z
2
T,m)
1/2 (3.22)
Using the binomial theorem as explained in [1] to expand (3.22), RTm,k can be approximated as
RTm,k ≈ Rk − xT,m cos θk sin φk − yT,m cos θk cosφk − zT,m sin θk +
x2T,m + y
2
T,m + z
2
T,m
2Rk
(3.23)
The last term at the right hand side of (3.23) can be neglected due to the assumption that the object
is in the far-field region, making rk ≫ |xT,m|, |xR,n|. Therefore, we have the estimated distance
between mth transmit antenna and the kth object R˜Tm,k as:
R˜Tm,k = Ru − xT,m cos θk sinφk − yT,m cos θk cos φk − zT,m sin θk (3.24)
Using the same analysis, the distance between the object and the nth receiver can be obtained as
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R˜Rn,k = Rk − xR,n cos θk sin φk − yR,n cos θk cosφk − zR,n sin θk (3.25)
Therefore, the total traveling distance of the signal is
R˜Tm,k + R˜Rn,k = 2Rk − (xT,m + xR,n) cos θk sinφk − (yT,m + yR,n) cos θk cos φk−
−(zT,m + zR,n) sin θk
(3.26)
The second to the fourth terms of the right hand side of (3.26) are actually the dot product of
vectors xT,m and xR,n with the unit pointing vector u from the radar system to the object in the
three coordinates of the Cartesian system. Compared (3.3) and (3.26), again we can see clearly
that the position of virtual antenna will be at xT,m + xR,n.
Now, the transmit steering vector vT depends on the the DOA of the received signals which is
defined by (φ, θ) for the general case. Therefore, it can be written as a function dependent on
(φ, θ),
vT (φ, θ) =

exp (−jk(xT,1 cos θ sinφ+ yT,1 cos θ cos φ+ zT,1 sin θ))
exp (−jk(xT,2 cos θ sinφ+ yT,2 cos θ cos φ+ zT,2 sin θ))
.
.
.
exp (−jk(xT,NT cos θ sin φ+ yT,NT cos θ cosφ+ zT,NT sin θ))
 (3.27)
Analyzing the receive steering vector vT in the same way, we have:
vR(φ, θ) =

exp (−jk(xR,1 cos θ sinφ+ yR,1 cos θ cosφ+ zR,1 sin θ))
exp (−jk(xR,2 cos θ sinφ+ yR,2 cos θ cosφ+ zR,2 sin θ))
.
.
.
exp (−jk(xR,NR cos θ sinφ+ yR,NR cos θ cosφ+ zR,NR sin θ))
 (3.28)
The virtual steering vector as defined in section 3.1 now becomes:
v(φ, θ) = vT (φ, θ)⊗ vR(φ, θ) (3.29)
In the following sections, the antenna geometry for the 2D radar is introduced, followed by the
antenna geometry for the 3D radar. The virtual steering vector in both cases are also derived.
To avoid confusion of several categories of radar, in this project, two-dimensional, or 2D radars are
referred to as the radar sets that provide only range and bearing (azimuth) information. The radar
sets that provide range, bearing, and height (elevation) are called three-dimensional, or 3D radars.
In the 3D radars, the information of height can be provided by the elevation angle.
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3.3.1. Antenna Geometry for 2D Radar Imaging
Since 2D radar needs only the azimuth angle information, transmit and receive array can simply lie
on one axis of the coordinate system. The geometry of receive and transmit antennas are demon-
strated in Fig. 3.5. Here, the receive and transmit antennas are located on the x-axis of Cartesian
coordinate. The antenna system and objects are on the x− y plane.
Fig. 3.5.: Antenna geometry for 2D Radar imaging
From the explanation in section 3.3 about the choice of antenna geometry for transmit and receive
array, to achieve the highest number of virtual antennas and a contiguous region for the antenna
aperture, we chose transmit and receive ULAs with dT = NRdR and dR = λ/2, where λ is the
wavelength of the transmitted signal. This correspond to the classical virtual array, which gives the
largest basis as discussed in the previous section.
Fig. 3.6 shows the antenna pattern of the transmit, receive, and virtual arrays for the case
NT = NR = 4. The receive antenna pattern has 1 main lobe and 2 side lobes within 180◦.
According to the antenna theory, grating lobes appear when the element spacing d > λ/2. It
can be seen from Fig. 3.6 that the grating lobes appear in the transmit antenna pattern where
dT = 4dR = 2λ. The position of the transmit antennas is organized in such a way that the grating
lobes fall at the null of the receive antennas’ radiation pattern. This means that the virtual array is
the transmit radiation pattern shaped by the receive radiation pattern. It can also be seen that the
3dB beamwidth of the virtual array is much narrower than one of the receive array. This narrower
beamwidth leads to a higher angular resolution . The detailed studies for this antenna geometry
can be founded in [18].
In this antenna geometry, the elevation angle θ is equal to 0. The coordinate of the mth transmit
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antenna is: 
(
NT+1
2
−m) dT
0
0

The coordinate of the nth receive antenna is:

(
NR+1
2
− n) dR
0
0

Substituting the coordinates of the transmit and receive antennas and cos θ = 1 into (3.27) and
(3.28) respectively, the virtual steering vector can be expressed as
v(φ) =
(
1 exp
(
j fc
c
dR sinφ
) · · · exp (j(NTNR − 1)fcc dR sinφ))T (3.30)
3.3.2. Antenna Geometry for 3D Radar Imaging
In the case of the 3D radar imaging approach, the transmit and receive antenna arrays are arranged
orthogonally to each other [10] as shown in Fig. 3.7. The element spacing of the transmit and
receive array is chosen as dT = dR = λ/2. The equivalent virtual array is shown in Fig. 3.8. Note
that the element numbers of transmit and receive arrays should be equal to have the same angular
resolution for azimuth and elevation angle estimation. For the 3D radar, the antenna geometry or
the dT and dR can be optimized to achieve a better angular resolution for DOA estimation, however
this optimization work is not in the scope of this thesis.
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Fig. 3.6.: Beam pattern for NT = NR = 4 with dT = 2λ and dR = λ
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x
φk
θk
Fig. 3.7.: Antenna geometry for 3D Radar imaging
Fig. 3.8.: Equivalent virtual array
The coordinates of the mth transmit antenna is
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
(
NT+1
2
−m) dT
0
0

The coordinate of the nth receive antenna is:
 00
NR + 1− n)dR

The transmit steering vector can be generated as
vT (φ, θ) =
(
1 exp
(
j fc
c
dT cos θ sinφ
) · · · exp (j(NT − 1)fcc dT cos θ sinφ))T (3.31)
while the receive steering vector is
vR(φ, θ) =
(
1 exp
(
j fc
c
dR sin φ
) · · · exp (j(NR − 1)fcc dR sin φ))T (3.32)
Hence, the virtual steering array is
v = vR ⊗ vT (3.33)
3.4. MIMO Signal Waveform and Radar Processing
In the section 3.1.2, a signal model for MIMO radar has been derived. However, the waveform of
the transmitted signal has not taken into account. In order to create a set of uncorrelated transmitted
signals, the conventional structure of the OFDM signal used in the SISO RadCom system has to be
modified [21]. Instead of sending the whole OFDM carriers, the carriers are distributed among the
different users by using a regular carrier assignment scheme.
Fig. 3.9 shows the assignment scheme for a MIMO system with NT = 3. For example, the whole
OFDM spectrum consists of only 6 subcarriers/subchannels. These subcarriers have to be divided
among 3 transmitters. Therefore, transmitter 1 gets the 1st and 4th, transmitter 2 getting the 2nd and
5th and transmitter 3 gets the 3rd and 6th. In general, the classical OFDM signal have all carriers
active while the modified signal has only every N thT carrier active. This carrier assignment keeps
the orthogonality between each transmitters. The new modified signals are called the spectrally
interleaved multi-carrier signals. This method has been patented in [25].
The transmit signal for case of multiple transmitters using the OFDM spectrally interleaved wave-
form can be described as
32 3. MIMO Radar Concepts
xm(t) =
Nsym−1∑
µ=0
Nc,mod−1∑
n=0
dTx(µNc.mod + n)exp(j2π(u+ nNch)∆ft)rect
(
t− µT
T
)
(3.34)
where Nc,mod = Nc/Nch is the number of carriers remaining in the modified signal.
Fig. 3.9.: Regular subcarrier assignment to generate orthogonal signals
If the transmit signal xm(t) is reflected back from an object in the distance R moving with relative
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velocity vrel, the received signal y(t) becomes
y(t) =
Nsym−1∑
µ=0
Nc,mod−1∑
n=0
a(µ, n)dTx(µNc.mod + n) exp
(
j2π(u+ nNch)∆f
(
t− 2R
c0
))
.
. exp
(
j2πµTOFDM
2vrelfc
c0
)
rect
(
t− µT
T
) (3.35)
The received modulation symbol dRx, including the amplitude and phase rotation, is expressed as
dRx(µNc.mod + n) = a(µ, n)dTx(µNc.mod + n)exp
(
j2π(u+ nNch)∆f
(
t− 2R
c0
))
.
. exp
(
j2πµTOFDM
2vrelfc
c0
) (3.36)
Following (2.21), (2.22) and (2.23), the range and Doppler estimation can be expressed as:
ddiv(µNc.mod + n) =
dRx(µNc.mod + n)
dTx(µNc.mod + n)
= a(µ, n).kR(n).kD(n) (3.37)
with
kR(n) = exp
(
−j2πµ∆f 2R
c0
)
exp
(
−j2πnNch∆f 2R
c0
)
(3.38)
and
kD(n) = exp
(
j2πµTOFDM
2vrelfc
c0
)
(3.39)
The second phase term of kR(n) in (3.38) depends on the index n of the subcarrier and the number
of channels Nch. The procedure to determine the distance is unchanged by implementing the
inverse discrete Fourier transform. The first term in (3.38) causes a phase rotation along the
frequency axis causing a misalignment of the FFT bins from the template FFT bins of the original
transmit signal. Therefore the recovered modulation symbol is not a clean signal but also has
some contributions from other modulation symbols from the other subcarriers, also called the
inter-carrier-interference (ICI). However, this has no effect on the result of the range estimation
since the detection of objects only depends on the amplitude or intensity of IFFT result. Without
the ICI, the recovered modulation symbol will look sharper due to the impulse like peak. With ICI
though, the peak is like a narrow Gaussian pulse therefore causing the artifacts around the actual
peak.
Due to the rapid rotation of the phase in kR, it is obvious that the maximum unambiguous range in
the application of the modified waveform is reduced by a factor of Nch. A peak will appear as a
result of IDFT in the following condition:
k =
[
Nch2R∆fNc,mod
c0
]
, k = 0, . . . , Nc,mod − 1 (3.40)
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The maximum unambiguous range in this case is
Ru,mod =
c0
2∆fNch
=
c0T
2Nch
(3.41)
This means that in practical applications, the number of channels Nch should be chosen correctly to
fit the desired detectable range. In the next step, we will consider the effect of the modified signal
on the processing gain and SNR. The processing gain in the SISO RadCom system is the product of
the lengths of the two discrete Fourier transforms. Since the number of subcarriers for each channel
is reduced, the gain processing is reduced accordingly and is equal to
Gp,mod = Nc,modNsym =
Gp
Nch
(3.42)
The SNR from the radar equation in this case is equal to
SNRmod =
PRxGp,mod
PN
=
PTx,EIRPGRxGp,modλ
2σ
(4π)3R4kTabs(B/Nch)F
=
PTx,EIRPGRxGpλ
2σ
(4π)3R4kTabsBF
(3.43)
The SNR is equivalent to the result of the SISO OFDM signal. This means that, using the modified
signal leads to no reduction in the SNR. Table 3.1 summarizes all the parameters in the MIMO
radar system for NR = 4.
Symbol Parameter Value
fc Carrier frequency 24GHz
Nch Number of channels 4
Nc, mod Number of carriers per user 256
∆f Subcarrier spacing 90.909 kHz
T Elementary OFDM symbol duration 11µs
TCP Cyclic prefix duration 1.365µs
Tsym Transmit OFDM symbol duration 12.375µs
B Total signal bandwidth 93.1MHz
∆r Range resolution 1.61m
rmax Maximum unambiguous range 412.5m
vmax Maximum unambiguous velocity ±252.5m/s
M Number of evaluated symbols 256
∆v Velocity resolution 1.97m/s
Gp,mod Processing gain 45.2 dB
Table 3.1.: MIMO OFDM-based system parameters
4. DOA Estimation
There are several classes of array-based DOA estimation techniques. Among them, the two
most common techniques are the subspace based techniques and the maximum likelihood (ML)
techniques. Each technique has its own advantages and disadvantages [14]. Although the ML
techniques offer improved performance under low SNR over subspace-based ones, they are usually
hard to implement and are computationally very intensive. The subspace-based techniques, on
the other hand, are simple to implement with many modified algorithms to fit the scenario while
providing a high resolution of DOA estimation.
Within the subspace based techniques, MUSIC is one of the most widely studied. In a performance
evaluation [17], MIT’s Lincoln Laboratory concluded that among high-resolution algorithms, MU-
SIC is one of the most promising. In this chapter, the MUSIC algorithm is introduced and analyzed.
Next, a complete MIMO radar system simulation in Matlab is described. The MUSIC algorithm
is implemented to estimate the bearing information for the 2D and 3D radars. The results are then
analyzed.
4.1. MUSIC algorithm
In this section, we incorporate the signal model as described in section 3.2 into the MUSIC algo-
rithm. The original MUSIC algorithm was proposed by Schmidt in [17]. This technique is based
on separating the eigenstructure of the covariance matrix of the received signals with the assump-
tion that the noise is orthogonal to the signals. Therefore, first, consider the signal as described in
section 3.2:
Y = SX+ E
where Y has dimension of NR × 1. We form the NR ×NR covariance matrix of Y as:
Ryy = E{YYH} = SE{XXH}SH + E{EEH} = SRxxSH + σ2nI (4.1)
where
• E() denotes the expected value (or expectation) of the matrix
• Matrix SH is the Hermitian transpose of matrix S as explained in section A.3.
• Rxx is the signal correlation matrix E{XXH}
• σ2n is the variance of the white Gaussian noise
• I is an identity matrix
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The eigenvalues of Ryy, as defined in matrix algebra are the values {λ0, · · · , λNR−1} that render
det(Ryy − λiI) = 0 (4.2)
where det is the determinant of the matrix.
Substituting (4.1) into (4.2), we have
det(SRxxSH + σ2nI− λiI) = det(SRxxSH − (λi − σ2n)I) = 0 (4.3)
Defining νi, i = 0, . . . , NR − 1, is the eigenvalues of SRxxS, the eigenvalues of Ryy are equal to
λi = νi + σ
2
n (4.4)
As explained in section 3.3, the matrix S contains K steering vectors for K different objects. Since
the steering vector depends on antenna geometry and object positions, they are linearly independent
because none of them can be written as a linear combination of the other vectors. When the number
of objects K is less than the number of receive array elements NR, the NR × NR matrix SRxxSH
is positive semi-definite with the rank of K. Note that a positive semi-definite has non negative
eigenvalues. This is one of the properties of a covariance matrix. The rank of the NR × NR
matrix SRxxSH is then equal to the number of linear independent steering vectors as defined in
linear algebra. It means that N − K eigenvalues of SRxxSH are zero. Therefore, by sorting the
eigenvalues of Ryy such that λ0 is the largest eigenvalue, and λN−1 is the smallest eigenvalue, we
have
λK , · · · , λN−1 = σ2n (4.5)
The eigenvalues of the covariance matrix Ryy can be divide into two groups: K values related to
the signals and NR −K values related to the noise, which is orthogonal to the signal. In practical
cases, all the eigenvalues corresponding to the noise subspace are not identical. By using a priori
knowledge of the received signal to set some threshold, an estimate of the number of objects K̂
can be obtained to separate the eigenstructure of Ryy.
The eigenvector of matrix Ryy associated with a particular eigenvalue, λi, is the vector qi. The
relation between matrix Ryy, the eigenvalue, λi, and the eigenvector, qi, can be expressed as:
(Ryy − λiI)qi = 0 (4.6)
For the eigenvectors associated with the NR −K smallest eigenvelues, subsituting (4.5) into (4.6),
we have (4.6) written as follows:
(Ryy − σ2nI)qi = (SRxxSH + σ2nI− σ2nI)qi = SRxxSHqi = 0 (4.7)
Since S.Ryy 6= 0, we have:
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SHqi = 0 (4.8)
It means that the eigenvectors related to the noiseNR−K smallest eigenvalues are orthogonal to the
K steering vectors that make up the matrix S. Therefore, by estimating the steering vectors which
are most nearly orthogonal to the eigenvectors associated with the NR−K eigenvalues of Ryy, the
DOA can be estimated. The eigenvector of Ryy can be separated into two orthogonal subspaces,
the signal subspace and the noise subspace as shown in Fig. 4.1. For example, the one-dimensional
noise subspace is spanned by the noise eigenvector q3 and the signal subspace is spanned by the
signal eigenvectors q1 and q2. The steering vectors corresponding to the DOA also lie in the signal
subspace. Therefore, they are also orthogonal to the noise subspace. To create the noise subspace,
the matrix including the eigenvectors from the noise subspace can be formed as:
Qn =
[
qK qK+1 . . . qNR−1
] (4.9)
q3
Noise eigenvector
q1
q2
Signal subspace
Fig. 4.1.: Geometrical interpretation of the orthogonality of the signal and noise subspaces.
Since the steering vectors corresponding to signal components are orthogonal to the noise subspace
eigenvectors, vH(φ, θ)QnQHn v(φ, θ) = 0 for azimuth angle φ and elevation angle θ corresponding
to the DOA of the received signal. Thus the DOAs of the multiple incident signals can be estimated
by locating the peaks of a MUSIC spatial spectrum given by
PMUSIC(φ, θ) =
1
vH(φ, θ)QnQHn v(φ, θ)
(4.10)
Orthogonality between a(φ) and Vn will minimize the denominator and therefore, it will give rise
to peaks in the MUSIC spectrum. The K̂ largest peaks in the MUSIC spectrum correspond to the
directions of arrival of the signals arriving on the array.
In the case of the MIMO radar, since the received signal can be separated as explained in section
3.1 and section 3.2, the model represented in (3.16) is used. The implementation of the MUSIC
algorithm for this model can be explained in the same analysis. However, because virtual array
increases the number of antennas significantly, the angular resolution, which is proportional to
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the number of receive antennas, also increases. At the same time, since the covariance matrix’s
dimension of the received signals is larger NTNR×NTNR, the computation time takes longer than
the conventional receive array. The MUSIC spatial spectrum for MIMO radar can be described as:
PˆMUSIC(φ, θ) =
1
vHT (φ, θ)⊗ vHR (φ, θ)QˆnQˆn
H
vT (φ, θ)⊗ vR(θ, φ)
(4.11)
In the next section, the implementation of MUSIC algorithm for the OFDM-based MIMO radar
will be explained and analyzed.
4.2. Implementation of the Signal Model in Matlab
To analyze the capability of the system, a complete system model of an OFDM-based MIMO Radar
has been implemented in Matlab. The system configuration consists of the OFDM transmitters,
receivers, channel model and the radar processing unit. The system parameters are adjustable in all
blocks. The structure of individual blocks will be discussed in the following sections.
4.2.1. Transmitters
In this block, the number of transmitters NT and receivers NR are adjustable. Fig. 4.2 shows
the block diagram of the operational functions for one OFDM symbol in the OFDM transmit-
ters. One OFDM symbol consist of Nc modulation symbols. One OFDM frame consists of
Nsym OFDM symbols. The first block is a source of random binary bits with the length of
2NcNsym. The sequence of bits is then modulated using the quadrature phase shift keying (QPSK)
method. QPSK uses four points on the constellation diagram, therefore it can encode two bits per
modulation symbol. The individual modulation symbols are then demultiplexed into Nc parallel
streams/subchannels. An IFFT with the length of Nc is computed for each of the symbols. After
that, a CP is inserted. The sampling rate of the baseband signal is equivalent to the clock of modula-
tion symbol Nc/T . Up to this step, all the subcarriers are active. The subcarriers are then separated
to different transmitters using spectral masking to achieve NT orthogonal transmit signals for NT
transmitters. Finally, each part are upconverted to the carrier frequency of 24GHz.
4.2.2. Channel
For the modeling of the wave propagation in a channel, a point scatter model is used. Depending on
the distance R and the relative velocity vrel of each object, a complex exponential with a phase ro-
tation caused by range and Doppler effect are added to the transmit signals. The Doppler frequency
experienced by the reflected signal is twice the amount of a direct signal, which is expressed by
fD =
2vrel
λ
(4.12)
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Consider the case of K objects at position rk and vrel,k, the received signal matrix Y in a noisy
channel is expressed as
Y =
K∑
k=1
atk exp
(
−j 2πfc
c
uk.r
)
exp
(
−j 2πfc
c
uk.2vrelt
)
vR(uk)v
T
T (uk)X+ E (4.13)
From (2.7), the attenuation factor at can be expressed as:
at =
√
GTGRλ2σp
(4π)3R4p
(4.14)
Finally, the noise model at the receiver is modeled as additive white Gaussian noise (AWGN).
4.2.3. Receivers
Fig. 4.3 shows the basic scheme of the receiver. The first step after the receive antennas is the
demodulation of the RF signal to baseband. After that, the cylic prefix is removed. An FFT is then
performed to obtain the received symbols. After this part, the received symbols are then compared
with the transmitted symbols for radar processing.
dTx(µ, n)
dTx(µ, 1)
dTx(µ, 2)
dTx(µ,Nc)
x(t)
CP
Tx1
TxNT
Fig. 4.2.: OFDM basic transmitter scheme
40 4. DOA Estimation
−j
−j
Fig. 4.3.: OFDM basic receiver scheme
4.2.4. Radar processing
The received signal for all the receivers is put in a 3D matrix with the dimension Nc×Nsym×NR.
Since the transmitted signals are orthogonal, signal separation by using the same spectral mask can
be applied at each receiver to separate them to NT signals. That is to say, there are NT received
signals at every receiver. After that, the 3D matrix with the dimension Nc × Nsym × NTNR is
formed as shown in Fig. 4.4. The next step is calculate the MUSIC spatial spectrum as described
in section 4.1. The calculation to perform the MUSIC algorithm is described step by step.
1. Perform an FFT with length Nsym along the row and an IFFT with length Nc along the
column. Based on the peak appearing after the operations, the range and velocity profiles of
objects can then be estimated. This step has been discussed in section 2.3.
2. Estimate the velocity and range of the objects. The DOA search for objects is only applied in
the range and velocity where objects are detected. This estimation is based on the setting of
a threshold. If the signal level in each range and velocity is larger than the threshold value,
an object is considered to be existing in this cell or the matrix.
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Fig. 4.4.: Representation of covariance matrix of the received signals
3. Calculate the covariance matrix of the received signal matrix between each virtual antennas.
The covariance matrix is shown in Fig. 4.4 with the dimension NTNR × NTNR. Since this
is a 4D matrix, we can visualize each element of the 2D matrix as containing one 2D matrix
(of range and velocity) with the dimension Nc ×Nsym.
4. The eigenvalues and eigenvectors of only the detected range and velocity are calculated. In
other words only the rows and columns of the OFDM frame that contains the object (in range
and velocity) are extracted. As such, depending on the number of objects detected, the matrix
Nc × Nsym within the covariance matrix Ryy changes size. However, by estimating first the
range and velocity of possible objects, the calculation can be reduced instead of searching
DOA in the whole original covariance matrix.
5. A threshold is set to search again among the eigenvalues for the number of possible objects
in each distance and velocity.
6. Form the virtual steering vectors as shown in section 3.3. The steering vectors are different
for 2D and 3D radars.
7. Compute the MUSIC spectrum as shown in section 4.1 and generate the radar image using
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(4.11).
4.3. Simulation results
In this section, the simulation results are given to demonstrate the performance of the MUSIC
algorithms presented previously.
4.3.1. 2D Radar Imaging
Consider a 4Tx × 4Rx MIMO radar system where Tx stands for transmitter amd Rx stands for
receiver. The antenna geometry has been mentioned in section 3.3. The element spacing is dR =
λ/2 and dT = NRdR = 2λ. All of the objects are point scatterers. The objects are listed in
the Table 4.1. The RCS of each point scatters can be defined separately. For automotive radar
applications, the RCS of objects are usually around 10 dBm2, therefore, the RCS for all objects are
set to be 10 dBm2. The time delay, phase shift and attenuation of the reflected signal are calculated.
A white Gaussian noise is added and the SNR= 5dB at the receiver. The step of steering vector
used is 0.01 rad or 0.57◦.
Object Distance [m] Relative velocity [m/s] Azimuth [deg]
A 20 −10 10
B 20 30 30
C 50 20 −40
D 50 20 −35
Table 4.1.: List of objects in the simulation scenario of 2D radar imaging
Fig. 4.5 shows a volumetric representation of the radar image where the x-axis represents the az-
imuth in degree, y-axis, the relative velocity in [m/s] and z-axis, the distance of detected objects
in [m]. The distances of detected objects can clearly be identified from the slice of the volumetric
representation.
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Fig. 4.5.: Volumetric representation
Fig. 4.6 and Fig. 4.7 shows the separate radar images detected at distance 20m and 50m respec-
tively. In Fig. 4.6, artifacts appears the image of object A and B along the relative velocity axis
due to the typical Fourier transform sidelobes in step 1 of the radar processing as mentioned in
section 4.2.4. The grids were plotted from the point with the highest value of MUSIC spectrum
within the object representation in the radar image. Since the MUSIC algorithm gives radar image
of the objects but not the exact value of estimated parameters, the angular resolution which is
dependent on the virtual steering vector plays an important role for the separate visualization of
objects located angularly close to each other.
Fig. 4.7 shows the separability of objects at the same distance, with the same relative velocity
but with a 5◦ difference of azimuth angles. The two objects at distance 50m are fully separable
within 5◦. A 4Tx × 4Rx system performs similarly to a 1Tx × 16Rx and provide enough azimuth
resolution. The MIMO OFDM-based radar system with the capability to detect range, velocity and
azimuth is suitable for automotive radars. In addition, the antenna geometry is also suitable for
automotive use due to its compact size at 24GHz.
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Fig. 4.6.: Radar image for objects at distance d = 20m
Fig. 4.7.: Radar image for objects at distance d = 50m
4.3.2. 3D Radar Imaging
In this project, the SISO RadCom was initially parameterized for automotive applications.
However by extending the configuration to a MIMO system, we try to expand the capability
of object localization to other applications. As mentioned in chapter 1, the ITS system also
require radars to detect objects with height. Therefore, the 2D radar is modifed to become a 3D
radar. The 4Tx × 4Rx antenna geometry may be sufficient for automotive applications but 8Tx ×
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8Rx antenna geometry is used here as a reference to compare the performance of MUSIC algorithm.
Consider a 8Tx× 8Rx MIMO radar system, where the antenna geometry are arranged as mentioned
in 3.3.2. The element spacing of transmit and receive array is chosen to be dT = dR = λ/2. The
objects are listed in Table 4.1 and the SNR = 5dB at the receiver. The step of the steering vector
in both the azimuth and elevation angles used is 0.01 rad or 0.57◦.
Object Distance [m] Azimuth [deg] Elevation [deg]
A 10 20 10
B 17 25 17
C 35 20 −30
D 35 34 −30
E 50 40 20
F 50 40 34
Table 4.2.: List of objects in the simulation scenario of 3D radar imaging
Fig. 4.8 shows the volumetric representation of the radar image where x-axis represents the esti-
mated elevation angle in degree, y-axis, the azimuth angle in degree and z-axis, the distance of
detected objects in [m]. The distances of detected objects can be clearly identified from the slice of
the volumetric representation.
Fig. 4.8.: Volumetric representation
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Fig. 4.9, 4.10, 4.11 show the separate detected radar images at the distance 20m, 35m and 50m
respectively. Fig. 4.10 shows a separability of objects at the same distance and elevation but with
a difference of azimuth angles. The two objects at distance 35m are fully separable with 14◦.
Fig. 4.11 shows a separability of objects at the same distance and azimuth but with a difference of
elevation angles. The two objects at distance 50m are fully separable with 14◦.
Fig. 4.9.: Radar image for objects at distance d = 20m
Fig. 4.10.: Radar image for objects at distance d = 35m
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Fig. 4.11.: Radar image for objects at distance d = 50m
Effect of Antenna Geometry on the Radar Image
The number of antennas is changed to 4 Tx × 4 Rx in order to compare the angular resolution of
the 4 Tx × 4 Rx with the one of 8 Tx × 8 Rx system. The scenario is the same as mentioned at
the beginning of this section with 6 objects considered as point scatterers, SNR= 5dB. Fig. 4.14
depicts the superimposed radar image of objects. It can be seen that all 6 objects are detected.
However, compared to the 8 Tx × 8 Rx configuration in Fig. 4.12(b), the resolution in the 4 Tx ×
4 Rx configuration is not as good. The two objects C and D are not clearly separated.
(a) Antennana geometry 4x4 (b) Antennana geometry 8x8
Fig. 4.12.: Comparison of number of antenna elements
The two-dimensional spatial spectra at distance 35m are shown in Fig. 4.13. These spectra illustrate
the positions of objects C and D. In the case of a 4 Tx× 4 Rx MIMO system , the angular resolution
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is lower than that of a 8 Tx × 8 Rx. The spectra of antenna geometry 8 Tx × 8 Rx configuration
shows two sharp peaks. The peak of object C is 20 dB higher than the valley between two peaks
while the peak of object D is 10 dB higher although of the same RCS. This is due to the step of
the steering vector and can be corrected by choosing a smaller step. In the 4 Tx × 4 Rx case,
the separation of those two peaks is not clear. Therefore, improving the number of elements in
the receive and transmit antennas leads to a higher resolution in DOA estimation. However, it
also makes the dimension of the radar system larger and the computation time is longer. Thus,
depending on specific applications, the dimension should be taken into account.
(a) Antennana geometry 4x4 (b) Antennana geometry 8x8
Fig. 4.13.: Comparison of number of antenna elements
Effect of SNR on the Radar Image
Fig. 4.14 shows the superimposed radar images of objects in the 8 Tx × 8 Rx case for different
SNRs. In Fig. 4.14(a) depicting the radar image for SNR= −5 dB, there are only two clear objects
A and B. Objects C, D, E and F are not separable. Contrary to that for SNR= 5dB shown in
Fig. 4.14(b), the separability of all objects are clear. Therefore, the higher the SNR is, the sharper
the peaks becomes. The presence of noise causes a spreading effect on the peaks.
In addition for different SNRs, MUSIC algorithm requires a priori knowledge of the background
noise and interference field. Objects are only detected correctly with the right setting of the thresh-
old to estimate the eigenvalues which belong to the noise subspace as discussed in section 4.1.
4.3. Simulation results 49
(a) Radar image for SNR= −5 dB (b) Radar image for SNR= 5dB
Fig. 4.14.: MUSIC performance in different SNR scenarios
4.3.3. Conclusion of MUSIC Algorithm’s Performace
The MUSIC algorithm is a common one since it is applicable to estimate multiple parameters per
source for arbitrary arrays with known configuration. In this case, can estimate both azimuth and
elevation angle.
The performance of the MUSIC algorithm for 2D and 3D radar is good for an SNR ≥ −10 dB.
The separation of objects in both azimuth and elevation angle are 5◦ separable in 2D radar and
14◦ separable in 3D radar. Its performance is also influenced by a number of parameters such as
the SNR, the number of antenna elements, the antenna geometry of receive and transmit antennas.
However, the noise statistics must be measured or characterized analytically in order to set the
sufficient threshold to detect objects.
In the Matlab simulation, the steering vector resolution of 0.01 rad (0.57◦) is not perfect. However,
it’s chosen since it gives enough resolution and the computing time is short. If the step increases,
the angular resolution also increase but the computing time increases.
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5. Realization of the RF Frontend
In this chapter, the hardware design of the OFDM-based MIMO radar is presented. First, the direct
conversion radio architecture will be discussed. Then, each part of the RF front end, including the
digital-to-analog converters (DACs), low pass filters (LPFs), Inphase/Quadrature (I/Q) modulators,
PLL frequency synthesizer and Wilkinson divider, will be presented.
5.1. Design Considerations
As mentioned in chapter 1, the final goal of the MIMO Radar project is to build a functionally
complete system, consisting of several processing parts such as the signal processing unit, radar
processing unit, RF front-end with antennas. The block diagram of the OFDM-based MIMO radar
is shown in Fig. 5.1.
Fig. 5.1.: Block diagram of the OFDM-based MIMO Radar
An FPGA-based platform, performing a part of the baseband signal processing in hardware has
been designed in [2]. The FPGA has the capability to generate the digital I/Q signals from the data
defined by the user for other stages in transmitters and to demodulate the received signals afterwards
for further processing. The implementation has been done on the FPGA for transmitters, but not
for the receivers. Since there is still a continuing work of the FPGA for the receivers, only the RF
front end for transmitters are considered in this thesis. The measurement setup is thus changed to
utilize the Signal Analyzer in place of the receiver as shown in Fig. 5.2. This measurement setup is
made to verify the transmitted signals from the FPGA and digital-to-analog converters (DAC), and
to test the MIMO radar functionality along with the DOA algorithms. A reference clock from the
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FPGA is split to the transmitters and the signal analyzer to prevent frequency offsets, which can
lead to the loss of orthogonality in the OFDM signals.
Fig. 5.2.: Measurement setup
In this project, a direct conversion RF frontend is considered. Direct conversion means that the
baseband signal is directly converted to the RF signal without any intermediate frequency (IF)
stage. Direct conversion eliminates the need of an intermediate IF stage and an associated filtering
process, thus reducing the transceiver’s complexity, size and cost [7].
π/2
Fig. 5.3.: Block diagram of the direct-conversion transmitter
The I and Q digital baseband signals generated by the FPGA first pass through the DAC. After that,
low pass filters are needed to suppress the images due to the sampling rate. The I and Q signals
may require baseband amplifiers in the case when the output power of the baseband signals are
too low. The filtered and amplitude-amplified signals are then directly up-converted to RF signals,
then added together in the I/Q upconverter. An RF bandpass filter is needed to suppress noise and
spurs emissions. Towards the end of the transmitter block, the signals are amplified by the RF
power amplifier.
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In the next sections, each parts of the transmitter will be discussed. The MIMO radar consists of 4
transmitters and operate at 24.15GHz to suit the frequency regulation (ISM band) in Germany.
5.2. Digital to Analog Converter (DAC)
A DAC is a device which converts a digital signal to an analog waveform. Fig. 5.4 represents the
operation of the DAC with a 6-bit resolution in the time and frequency domains, where every 6
bits of the bit stream from the FPGA is applied to the inputs of the DAC and then converted to
analog signal at the sampling frequency fs. In the frequency domain these signals are replicated
at multiples of fs and the amplitude is determined by the sin x/x function due to the frequency
response of the hold function in the DAC. The hold function is a rectangular function in time
domain, therefore in the frequency domain it is translated into a sinc function. The denominator
x also leads to a decrease in amplitude of the output signals. As shown in Fig. 5.4, the multiples
of the Nyquist frequency fs/2 determines the Nyquist zones (zone 1, 2, 3...). The multiplication
of the signal and the hold function of the DAC in the frequency domain leads to the images in the
Nyquist zone.
Fig. 5.4.: Basic diagram of a 6-bit DAC in time and frequency domain
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The most important characteristics of DACs are:
• Resolution: This is the number of possible output levels of the DAC and is equal to 2n, where
n is the number of output bits. In the diagram, a 6-bit DAC is equivalent to 26 = 64 levels.
• Maximum sampling rate: This is the maximum speed that the DAC can operate at to pro-
duce correct analog signals. The choice of DACs depends on the relationship between the
bandwidth of the sampled signal and the sampling rate, which is based on Nyquist-Shannon
sampling theorem.
In this project, the DAC2904 evaluation modules from Texas Instruments (TI) are used. Each mod-
ule has the update rate fCLOCK up to 125MSPS (MSPS = mega samples per second) and 14-bit
resolution. The detailed specifications of this module can be found in [29]. Since the baseband
bandwidth of the OFDM signals is less than 100MHz and oversampling was not performed in the
FPGA, the clock frequency fCLOCK is set to be 100MSPS. The DAC2904 modules are sufficient
for the current requirement. However, since the signal of interest occupies almost the entire band-
width up to fs/2, the requirements for a steep roll-off LPF with cutoff frequency ωc after each DAC
to suppress the images in other Nyquist zones are critical.
5.3. Low Pass Filter
As explained in section 5.2, LPFs are required to suppress the images after the DAC processing.
Filters are classified according to the functions they performs, in term of ranges of frequencies. A
low-pass filter characteristic is one in which the pass band extends from ω = 0 to ω = ωc, where
ωc is the cutoff frequency. There are several forms of lowpass response. However, to meet the
requirement that there is no ripple in the passband, we limit our choices to the Butterworth or the
Inverse Chebyshev filters. In addition, since the transition band must be very narrow, a high order
filter is required to achieve a steep roll-off. Preliminary calculations of the filter order to fulfill
the conditions mentioned show that the Butterworth filter requires more elements than Inverse
Chebyshev filter. Since the ripple in the stop band is not important, the inverse Chebyshev filter is
thus decided upon. Since the LPF has the cut-off frequency at 50MHz, a lumped element filter is
chosen. A microstrip filter is not suitable here because the operating frequency is low, leading to a
very large physical size.
The lowpass Chebyshev response can be expressed as follows [30]
|Tc(jω)|2 = 1
1 + ǫ2C2n(ω)
(5.1)
where |Tc(jω)| is the magnitude respomse or gain characteristics of the filter, Cn is the Chebyshev
polynomials of order n. Substracting (5.1) from 1, we have
1− |Tc(jω)|2 = ǫ
2C2n(ω)
1 + ǫ2C2n(ω)
(5.2)
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Finally, by inverting frequency by replacing ω with 1/ω, we have the inverse Chebyshev response
|TIC(jω)|2 = ǫ
2C2n(1/ω)
1 + ǫ2C2n(1/ω)
=
1
1 + 1/ǫ2C2n(1/ω)
(5.3)
The attenuation factor can be expressed as
α = 10 log
[
1 +
1
ǫ2C2n(1/ω)
]
dB (5.4)
A Matlab simulation code has been written to calculate the order of the filter. Fig. 5.5 represents
all the parameters which are taken into account when designing the LPF. The 3 dB frequency ωp is
48MHz, the stopband or cutoff frequency ωs is 50MHz, the passband ripple Rp, which shows the
maximum passband loss in decibels, is 3 dB and the stopband attenuation Rs, which is the number
of dB the stopband is down from the passband, is 30 dB.
0
ωpωs
ω
Fig. 5.5.: Frequency response of an inverse Chebychev filter
The order of the LPF is estimated to be 12 to achieve a steep roll-off. After that, we simulated the
magnitude response of the LPF and generated the schematic in ADS Agilent. The parameters of
all the lumped elements have been adjusted to fit with the value of those available on the market.
Fig. 5.6 shows the schematic of LPF. The printed circuit board (PCB) was designed by using the
EAGLE software.
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Fig. 5.6.: Schematic of Low pass filter
The designed filters are fabricated on the FR-4 substrate (ǫr, conductor thickness=, substrate
thickness=). Fig. 5.7 and Fig. 5.8 depict the transfer function and reflection coefficient from
the simulation result using Agilent ADS and the measured data from the Network analyzer. The
measured S21 result is slightly different from the simulated results due to the non-ideal lumped
components otherwise the filter characteristics for the simulated and measured results matches very
closely. Since the FPGA can perform carrier suppression to adjust the bandwidth, the designed LPF
are sufficient for the current usage.
Fig. 5.7.: Transfer function of the low-pass filter
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Fig. 5.8.: Reflection coefficient of low-pass filter
The fabricated lowpass filter is shown in Fig. 5.9. The size of the filter board is about 4 cm×1.5 cm
and the board is connected to the SMA connecters at both ports. The filter is reciprocal at both ports.
Fig. 5.9.: The fabricated low-pass filter
5.4. PLL Synthesizer
A Phase-locked Loop (PLL) synthesizer is the electronics system to generate multiple signal fre-
quencies from a common reference, such as a crystal oscillator. In this work, a frequency syn-
thesizer is required to generate the local oscillator signals for the I/Q upconverters. The signals
after the frequency synthesizer are split into each of 4 I/Q upconverters by a 4:1 Wilkinson di-
vider. Figure 5.10 shows a typical block diagram of a PLL implementation with a master oscillator
reference.
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÷ R fr fo
÷ N
Fig. 5.10.: Block diagram of classical PLL
The PLL circuit performs the frequency multiplication via a negative feedback loop to generate the
output frequency, f0, in terms of the phase detector comparison frequency, fr [28].
fV CO = N.fr (5.5)
A reference frequency must be provided to the phase detector. Typically, the TCXO frequency, fx,
is divided by R on the PLL chip. The phase detector uses this signal as a reference to tune the VCO
and in a "locked state" it is equal to the desired output frequency, f0, divided by N .
f0/N = fx/N = fr (5.6)
Therefore, the output frequency generated by the PLL frequency synthesizer can be changed by
changing the divider N to a new value. Consequently, the VCO can be tuned to the frequency of
interest. When the PLL is in the unlocked state, the phase detector creates a error voltage based on
the phase difference of the two input signals. The error voltage will change the frequency of the
VCO so that it satisfies (5.6).
In this work, a HMC783LP6CE PLL with integrated VCO evaluation board is used. The typical
setup of the evaluation board is depicted in Fig. 5.11. The evaluation board can be configured
with an on-board crystal oscillator or with an external source. The operating frequency is 11.5 −
12.5GHz. Since there is a frequency multiplier by 2 in the I/Q upconverter, the local oscillator
signal needs to be half the value of the carrier frequency fc/2 = 12.075GHz.
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Fig. 5.11.: Setup of Hittite PLL with integrated VCO
A measurement has been conducted to measure the phase noise and spurious signals from the
local oscillator, which may distort the desired signal. The output frequency is set to be at fc/2 =
12.075GHz. The signal is measured by FSQ26 signal analyzer. Fig. 5.12 depicts the output signals
from the PLL synthesizer. Table 5.1 lists all the outputs in the frequency range of 0 − 26.5GHz.
Since the prescaler frequency fr is fr = 6037.5MHz, the spurs are actually the harmonics at fr
and appear in the output signals due to the leakage in the VCO. From the measured data, since the
spurs generated by the PLL synthesizer have low output power, their interference to the band of
interest is negligible.
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Fig. 5.12.: A full span of the frequency spectrum
Frequency [GHz] Output power [dBm]
6.03 −24
12.075 10
18.813 −31
24.16 −32
Table 5.1.: The signals from the local oscillator
Fig. 5.13 depicts a close up look of the local oscillator signal in the frequency domain. The output
spectrum cannot be modeled by a Dirac delta function at the center frequency fc but by a broader
pulse. Actually, this is a delta function surrounded by phase noise, which is caused by the rapid and
random fluctuations in the phase of the waveform. Since phase noise can lead to serious problem
in OFDM system, its measurement has also been conducted. The detailed studies for the phase
noise can be found in [15]. In practice, phase noise is expressed as the ratio of the ’power spectrum
density at a specific offset frequency’ to the ’carrier signal level’. The phase noise measurement is a
very sensitive one. However, in this thesis, it is simply made by FSQ26 signal analyzer through the
averaging method. The center frequency has been set to be 12.075GHz and the offset frequency is
10 kHz. The measured phase noise for 10 kHz is −76.7 dBc/Hz. This PLL frequency synthesizer
can be considered as a low phase noise device. Since this is not in the scope of this thesis, the effect
of phase noise will not be investigated further.
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Fig. 5.13.: A close up look to the local oscillator signal
5.5. Wilkinson Power Divider design
As discussed in 5.1, a microstrip 4:1 equal Wilkinson power divider is needed to feed the signal
from the local oscillator to I/Q upconverter. In this section, the theory and design of Wilkinson
divider will be discussed.
5.5.1. Transmission Line Circuit
In its simplest form, the two-way split Wilkinson power divider is a three-port network shown
in Fig. 5.14. It splits an input signal into two in-phase signals with the same amplitude. For a
two-way Wilkinson divider using λ⁄4 impedance transformers having a characteristic impedance of√
2Z0 and a lumped isolation resistor of 2Z0 with all three ports matched, high isolation between
the output ports can be obtained [31]. The resistor allows all three ports to be matched, as well
as fully isolating port 2 from port 3 at the center frequency. The design of an equal-split (3 dB)
Wilkinson is often made with microstrip or stripline.
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Port 1
Port 2
Port 3
√
2Z0, λ/4
√
2Z0, λ/4
2Z0
Fig. 5.14.: Ideal two-port Wilkinson power divider
In this work, the design of Wilkinson divider are made with microstrip since it can be fabricated
simply by photolithographic process and can be easily integrated with other microwave devices.
The design for center frequency of 12.075GHz and Z0 = 50Ω requires the isolation to be
2Z0 = 100Ω and the impedance of the λ⁄4 transmission line split section to be
√
2Z0 = 70.71Ω. A
Rogers4003 substrate was chosen because of its stable electrical properties and dielectric constant,
ǫr, at high frequency. The specification of the substrate is as listed in the Table 5.2.
In the next step, the method to calculate the geometry of Wilkinson divider will be discussed.
W
d
x
y
ǫr
Fig. 5.15.: Geometry of the microstrip transmission line
The geometry of a microstrip line is shown in Fig. 5.15. The phase velocity of the signal traveling
in the microstrip line can be expressed as
vp =
c√
ǫe
(5.7)
where:
ǫe is the effective dielectric constant of the microstrip line
c is the light velocity in free space.
Given the characteristic impedance of a microstrip line, the thickness and the dielectric constant of
the substrate, the width of the microstrip line can be approximated using the equations developed
in [13].
For W
d
< 2
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W
d
=
8eA
e2A − 2 (5.8)
A =
Z0
60
√
ǫe + 1
2
+
ǫe − 1
ǫe + 1
(
0.23 +
0.11
ǫe
)
For W
d
≥ 2
W
d
=
2
π
[
B − 1− ln(2B − 1) + ǫe − 1
ǫe
(
ln(B − 1) + 0.39− 0.61
ǫe
)]
(5.9)
B =
377π
2Z0
√
ǫe
where:
Z0 is the characteristic impedance
ǫe is the dielectric constant of the substrate
W is the width of the microstrip line
d is the thickness of the substrate.
After that, substituting W into equation (5.10) to find the effective dielectric constant of the mi-
crostrip line.
ǫe =
ǫe + 1
2
+
ǫe − 1
2
1√
1 + 12d/W
(5.10)
The length l of the microstrip line depends on the phase shift, φ, and is found as
φ = βl =
√
ǫek0l (5.11)
where:
k0 = 2πf/c is the wavenumber
5.5.2. 4:1 Wilkinson Power Divider Simulation Results
Applying the theory discussed in 5.5.1, a simulated circuit for the 4:1 Wilkinson power divider is
designed in ADS Agilent. Fig. 5.16 shows the model of the 4:1 Wilkinson divider using microstrip
curve segments to model the circular quarter-lambda split section. The ADS model is matched
to 50Ω at all ports. The microstrip transmission line segments use microstrip T-junctions, straight
transmission lines, curve components. The substrate characteristics for Roger 4003C with thickness
0.508mm were included in the model as well. The parameters of the substrate used in simulation
and fabrication are as listed in Table 5.2. The only difference between the specification parameters
and circuit simulation is the value of the dielectric constant of the substrate. This difference has
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been specified in the substrate data sheet for use in simulations to account for the losses in the
actual fabricated circuit.
Fig. 5.16.: ADS transmission line model of 4:1 Wilkinson divider
Parameter Substrate specification Circuit simulation
Dielectric constant, ǫr 3.38± 0.05 3.55
Dissipation factor, tanσ 0.027 0.027
Substrate thickness, h 0.508mm 0.508mm
Conductor thickness, T 17µm 17µm
Conductivity 5.8x107 S 5.8x107 S
Table 5.2.: Roger4003C substrate specification
The fabricated circuit is shown in Fig. 5.17. The circuit was measured with a Rohde & Schwarz
network analyzer for one output port using 50Ω terminations at the other output ports. The losses
in the cable connecting the 4:1 divider and the network analyzer were also calibrated and taken into
account.
Fig. 5.17.: Fabricated circuit of the 4:1 Wilkinson Power Divider
The simulated results using MOMEMTUM ADS and the measured results of the fabricated circuit
are shown in Fig. 5.18 and 5.19. As the Wilkinson divider circuit is reciprocal at the output ports
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1, 2, 3 and 4, only the results of S11 and S21 of port 1 are shown. In Fig. 5.18, the measured and
simulated return losses are represented by S11 are shown. The measured return loss has a shift of
approximately 600 MHz in the resonance frequency from the simulated result. The cause of the
shift is due to the nonlinear change of the dielectric constant of the substrate at high frequencies
and the coupling between transmission line of the circuit which cannot be modeled correctly by
ADS.
Fig. 5.19 shows the simulated and measured insertion loss. The insertion loss fluctuates over the
measured frequency of 9GHz to 15GHz. The measured results have deviations from the simulated
due to inaccurate etching, substrate errors, SMA connectors and soldering. There is a peak at
12GHz in the measured data. Since the frequency of interest is 12.075GHz, the fluctuation of the
insertion loss is not critical. At 12.075GHz, the insertion loss is −8.8 dB. As discussed in 5.4,
since the LO signal power from the PLL synthesizer is around 10 dBm and the average input power
of the LO signal to be fed into the I/Q upconverter is 3 dBm, a low phase noise power amplifier
may be needed to amplify the LO signal before feeding the signals into the Wilkinson divider.
Fig. 5.18.: Simulated and measured results for return loss S11
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Fig. 5.19.: Simulated and measured results for insertion loss S21
5.6. I/Q Modulator
Since the data is modulated using complex modulation techniques, there is a need of an In-
phase/Quadrature (I/Q) modulator to directly upconvert the baseband I/Q data onto an RF carrier.
A simple model of an I/Q modulator is shown in Fig. 5.20. At the top mixer, an LO signal sin(ωct)
and a baseband I signal Asin(ωbbt) are mixed. At the bottom mixer, a cos(ωct) LO signal and a
baseband Q signal Acos(ωbbt) are mixed.
π/2
Fig. 5.20.: Basic I/Q Modulator Block Diagram
The output at RF1 includes two terms:
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- the positive 1
2
Acos((ωc + ωbb)t) for the upper sideband
- the negative 1
2
Acos((ωc − ωbb)t) for the lower sideband.
The out put at the RF2 also includes two terms:
- the positive 1
2
Acos((ωc + ωbb)t) for the upper sideband
- the positive 1
2
Acos((ωc + ωbb)t) for the lower sideband.
The output of the two mixers are combined by a sum node, which leads to the results as follows
- The two upper sideband terms are in-phase and produce the desired output Acos((ωc + ωbb)t) .
- The two lower sideband terms are out of phase and cancel.
In this project, the HMC815LC5 I/Q upconverter eavaluation board from Hittite is chosen. The LO
is driven by an active×2 frequency multiplier. Therefore, for the PLL synthesizer, the LO signal is
just needed to be half of the value of the carrier frequency fc. The specification of this product can
be summarized in the table 5.3.
Parameter Value
Operating frequency 21− 27GHz
Conversion gain 12 dB
Sideband rejection −20 dBc
2 LO to RF isolation 10 dB
Output IP3 +27 dBm
Table 5.3.: Specification of HMC815LC5 I/Q Upconverter
Fig. 5.21.: Circuit
The details of the I/Q upconverter will be discussed later in chapter 5.
5.7. Maximum Transmitted Power
For an automotive radar at the 24 GHz ISM band, the effective isotropic radiated power (EIRP)
must not be greater than a value EIRP ≤ 20 dBm at any point of a specific frequency. As
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mentioned in 5.1, only the design of RF frontend for the transmitters is considered.
Consider the antenna gain for a typical patch antenna array is 15 dBi. We have
PEIRP [dBm] = PTx [dBm] + GTx [dB] ≤ 20 dBm (5.12)
where:
• PEIRP is the effective isotropic radiated power of the system
• PTx is the transmitted power of each transmitter at a specific frequency
• GTx is the gain of the antenna
Thus, PTx ≤ 5 dBm is needed to satisfy the frequency regulation.
The detailed calculation of the output power before the antenna will not be considered here since
the output power of the baseband signal after the DAC is unclear. Note that, the cable loss in total
is 3.5 dB, the insertion loss of the LPF is 0.7 dB and the conversion gain from the DAC is 12 dB.
An attenuator will be needed if the output power is too high and a power amplifier will be needed
if the output power is low.
6. Measurement Setup and Results
6.1. Measurement setup for one whole transmitter
In order to test the functionality of one transmitter, a baseband OFDM signal with Nc = 1024,
Nsym = 256, ∆f = 90.909 kHz and T = 11µs is generated in Matlab using random symbols
with QPSK modulation. After that, it is converted to a waveform file (file extension *.wv) and
then loaded to the SMU200A signal generator. The clock rate is set to be equal to the OFDM
signal bandwidth B = 93.1MHz. The output power of the generated signal is set to be -10 dBm.
The measurement setup is shown in Fig. 6.1. A clock reference signal from the signal analyzer is
fed to the PLL synthesizer and the FSQ26 signal analyzer to synchronize the time base between
them. The generated I and Q signal from signal generator will be uploaded to the RF front end and
continuously repeated. The PLL synthesizer is controlled by a software through the USB interface
module to generate a frequency at fc/2 = 12.075GHz.
Fig. 6.1.: Measurement setup for on transmitter
Fig. 6.2 depicts the output signals from the I/Q upconverter in the signal analyzer. The frequency
span is set to maximum from 10 kHz − 26.5GHz. In this frequency range, there are three output
signals as follows:
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• The 1st signal at 24.15GHz with output power −11 dBm, which is the signal of interest.
Fig. 6.2 depicts the upconverted OFDM signal.
• The 2nd signal at 18.12GHz with output power −52 dBm
• The 3rd signal at 12.07GHz with ouput power −36 dBm
The frequency spacing between teose signals is around 6.03GHz, which is equal to the prescaler
frequency fr of the PLL synthesizer. Therefore, the 2nd and 3rd signals are actually generated
from the intermodulation of the baseband OFDM signl with the unwanted harmonics from the PLL
synthesizers. Fig. 6.4 and Fig.6.5 show clearly that the bandwidth of the 2nd and 3rd signals are
around 93.1MHz. However, there are still peaks appearing in the spectrum. These peaks are the
leakage of the LO signals to the RF output ports.
Fig. 6.2.: A full span of the output signal from the I/Q upconverter
Fig. 6.3.: The signal of interest at 24GHz, a close up of Fig. 6.2
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Fig. 6.4.: Unwanted intermodulation product at 18GHz, a close up of Fig. 6.2
Fig. 6.5.: Unwanted intermodulation product at 12GHz, a close up of Fig. 6.2
6.2. Analysis of the Signals from the FPGA
The prototype of the FPGA for OFDM-based radar has been designed and studied in [2]. To
generate the OFDM signals with Nc = 1024 subcarriers, an IFFT operation with the length Nc has
been performed. To do that, a total of ten radix-2 Cooley Tukey IFFT has been used and divided
by inserting block RAM to each second radix-2. Finally, five pipeline groups can be formed as
shown in Fig. 6.6. In order to prevent an overflow (of bits) in a fixed-point FFT deign, an indexed-
72 6. Measurement Setup and Results
H!]
Bit vector Decimal value Loss in amplitude [dB]
[1010101011] 683 33
[1010101010] 682 30
[0110101010] 426 27
[0101101010] 362 24
[0101011010] 346 21
[0101010110] 342 18
Table 6.1.: Available scaling factor for 1024 IFFT and the corresponding loss in amplitude
scaling method has been implemented for pipelined FFT processors. When the IFFT is performed
in one stage, the pre-stored data from the previous IFFT stage in the memory are scaled and output
to the next FFT stage. The scaling bit stream consists of 10 bits as [N4, N3, N2, N1, N0] with Nx
representing 2 binary bits. Nx is the scaling factor for group ’x’. For example, if group 1 has the
scaling factor N1 = (10)2 = (2)10 then the value of IFFT calculation is shifted 2 bits which is
equivalent to the division of that value by a factor of 22 = 4. This method is good for preventing
overflow in memory. However, when the scaling value is large, it also leads to a great reduction in
the amplitude of the output signals.
Fig. 6.6.: The scaling index of IFFT
Table 6.1 shows the available bit vector in the FPGA and the corresponding loss in amplitude of the
output signal due to the bit vector scaling factor. The loss in the amplitude also leads to a reduction
in the total output power of the output signal.
6.2.1. Measurement for the Signals from the FPGA
In this part, the measurement for the signal from FPGA for one transmitter is conducted. The input
parameters of the FPGA is shown in Table 6.2. The OFDM signal has only one symbol without CP
therefore the time duration of one symbol is Tsym = 10.24µs. The I and Q signal after the DACs
are measured by an oscilloscope and a spectrum analyzer as shown in Fig. 6.8. The digital I and
Q signals generated by the FPGA are passed through the DACs to generate analog I and Q signals.
The IFFT scaling factor as mentioned previously must be set to be at least 346 in order to avoid an
overflow.
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Symbol Parameter Value
Nc Number of subcarriers 1024
Nsym Number of symbols 256
∆f Subcarrier spacing 97.656 kHz
T Elementary OFDM symbol duration 10.24µs
TCP Cyclic prefix duration 1.28µs
Tsym Transmit OFDM symbol duration 11.52µs
B Total signal bandwidth 100MHz
Table 6.2.: MIMO OFDM-based system parameters
Fig. 6.7.: Measurement setup to measure the signals generated by the FPGA
Fig. 6.8.: The I and Q signals from the FPGA in time domain
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Fig. 6.9.: The OFDM spectrum measured from the spectrum analyzer
The I and Q signals after the DACs are then represented in time domain in Fig. 6.8. The OFDM
symbols is sent repeatedly and continuously. There is a repetition of every 10.24µs in the
time-domain I and Q signals, which is the time duration of one OFDM symbol. The spectrum
of the OFDM signal is shown in Fig. 6.9. Since no oversampling is implemented in the FPGA,
the OFDM spectrum is shaped by the hold function of the DAC as described in section 5.2.
The spectrum near the frequency 50MHz degrades because of the multiplication of the OFDM
spectrum with the sinx/x function, which is the frequency response of the hold function of the
DAC. In addition, the images due to aliasing from the out-of-band signals also fall into the band of
interest. The output power at a specific frequency is lower than −34 dBm, which is relatively low.
One OFDM symbol is then extracted from the measured data taken at the oscilloscope and put
in Matlab. A correlation operation between the original signal generated from Matlab and the
measured data is done. The QPSK modulation symbols are then recovered by implementing the
IFFT process. Fig. 6.10 shows the scatter plot of the recovered QPSK symbols in the baseband.
One cloud represents one group of QPSK modulation symbols. The clouds stretch in one direction
because of the interference of the images (which have lower amplitudes than the signals at the
band of interest) at the multiples of Nyquist sampling. In this case, the Nyquist sampling is
fs = 100MHz. The recovered QPSK symbols are then implemented as the input QPSK symbols
for the MIMO radar system simulation as described in chapter 3.
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Fig. 6.10.: The scatter plot of the transmitted QPSK symbols in baseband
3D Radar Imaging with the Signals from the FPGA
Consider now an 8Tx × 8Rx MIMO radar system, where the antenna geometry are arranged
as mentioned in 3.3.2. The element spacing of transmit and receive array is chosen to be
dT = dR = λ/2. The objects are listed in Table 4.1 in section 4.3.2 and the SNR = 5dB at
the receiver. The signal from the FPGA (DAC output) is put into Matlab and these signals are
processed with the spectral masks for 8 transmitters to separate the signals. These signals are then
put through the MIMO OFDM system simulation as described in chapter 3.
After applying the MUSIC algorithm as described in section 4.1 , the radar image is shown in
Fig. 6.11. Its shows clearly two objects A and B but the other objects are not clearly shown. In
addition, there are a lot of random peaks in the MUSIC spectrum due to the wrong detection of
objects.
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Fig. 6.11.: The 3D radar image using the signal generated from the FPGA
6.2.2. Measurement of The Signal Generated by FPGA for Multiple
Transmitters
For the MIMO radar system,the spectrally interleaved multi-carrier signals as described in
section 3.4 is used with the parameters listed in table 6.2. The total 1024 subcarriers are distributed
among the 4 transmitters/subchannels. Therefore, there are only 256 subcarriers per subchannels.
When generating the signal for 4 transmitters, the IFFT scaling factor must set to be at least 426 to
avoid an overflow.
Fig. 6.12 shows the I and Q signals from transmitter 1 in the time domain. As discussed in section
6.3, the IFFT scaling vector leads to a reduction in the amplitude of the analog I and Q signals.
The average peak amplitude is around 0.03V. The spectrum for an OFDM signal with sideband
suppression of 16 subcarriers per side (equivalent to the deduction of 1.56MHz per side). The peak
output power is −63 dBm
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Fig. 6.12.: The I and Q signal from transmitter 1 (out of 4 transmitters)
(a) I signal (b) Q signal
Fig. 6.13.: Spectrum of I and Q analog signals for transmitter 1
One OFDM symbol is then extracted from the measured data taken at the oscilloscope in Matlab by
a correlation operation between the original signal generated from Matlab and the measured data.
The QPSK modulation symbols are then recovered by implementing the IFFT. Fig. 6.14 shows the
scatter plot of the signal transmitted from transmitter 1. It can be seen that the QPSK symbols can
not be recovered and the scatter plot shows a noise-like signal. This might be due to the scaling
factor which reduces the amplitude too much for the signals to be correctly recovered.
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Fig. 6.14.: The scatter plot of one OFDM symbol from transmitter 1
7. Conclusion
The main goals of this thesis were to implement an DOA estimation algorithm for 2D and 3D
Radar Imaging and also to build a RF frontend to integrate with the FPGA (designed in another
work) and verify the radar imaging algorithm, several works have been done.
The first main work was to investigate in the MIMO radar concept. A general model for
MIMO radar was derived for a better understanding of MIMO radar. The fundamentals of the
OFDM-based SISO radar system RadCom were represented. The novel radar processing has been
discussed. The functionality of this system has been proved. The arbitrary antenna geometry have
been analyzed to give a set of general equations for later analysis. After that, the 2D antenna
geometry has been discussed. Since the application for automative radars have been changing over
time, the information of elevation angle is required. To estimate the elevation angle, the antenna
geometry has been extended to a simple geometry in which the receive and transmit arrays are
orthogonal to each other. Finally, in order to send uncorrelated signal, the signal modification from
the original OFDM signal in RadCom system was represented. The parameters for MIMO radars
were calculated and analyzed.
The second main work,the DOA estimation algorithms has been studied. Among them, we chose
the most promising one, MUSIC algorithm. A MIMO radar system has been implemented in
Matlab, including transmitter, receiver, channel model and the radar processing unit. The system
parameters are adjustable in all components. At the radar processing unit, MUSIC algorithm with
virtual steering vector was successfully applied. The results for two cases, first, 2D radar and then
3D, are shown and analyzed for different scenarios. The performance of the MUSIC algorithm
for 2D and 3D radar is good for an SNR ≥ −10 dB. The separation of objects in both azimuth
and elevation angle are 5◦ separable in 2D radar and 14◦ separable in 3D radar. Its performance is
also influenced by a number of parameters such as the SNR, the number of antenna elements, the
antenna geometry of receive and transmit antennas. However, the noise statistics must be measured
or characterized analytically in order to set the sufficient threshold to detect objects.
The third main work was the realization of hardware for RF front end and measurement. The
transmitter with direct conversion architecture was considered based on its simplicity and cost.
Inverse Chebyshev LPFs have been designed, fabricated and measured to suppress the images
caused by the DACs. The theory of DACs, PLL synthesizer and I/Q upconverter were studied.
A 4:1 Wilkinson divider is built to feed the LO signal from the PLL synthesizer to 4 I/Q upconverter.
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The inverse Chebyshev LPF at 50MHz was designed to suppress the image after to suppress the
images after the DAC processing. Since the signal of interest occupies almost the entire bandwidth
up to fs/2, where fs is the sampling rate of the DAC, the requirements for a steep roll-off LPF
with cutoff frequency ωc after each DAC to suppress the images in other Nyquist zones are critical.
The inverse Chebyshev lumped-element LPF is decided because tthree reasons: first, the ripple in
the stop band is not important, second, it requires less lumped elements than ohter types of filter
and third, the microstrip filter is not suitable at this operating frequancy. The LPF was designed
in ADS Agilent and was fabricated. It was shown in measurement to have a steep roll-off. The
filter characteristics for the simulated and measured results have a different of 3Mhertz due to
the non-ideal lumped elements. Since the FPGA can perform carrier suppression to adjust the
bandwidth, the designed LPF are sufficient for the current usage.
The 4:1 Wilkinson power divider was designed to feed the LO signal into the I/Q upconverter.
It design was based on the transmission line theory. The dimension of the circuit was taken into
account for the soldering of the four SMA output ports. The power divider was simulated in ADS
and fabricated on substrate Roger4003C. The measured return loss has a shift of approximately
600MHz in the resonance frequency from the simulated result. The cause of the shift is due to the
nonlinear change of the dielectric constant of the substrate at high frequencies and the coupling
between transmission line of the circuit which cannot be modeled correctly by ADS. However, for
the use at 12.075GHz, the result is sufficient. The insertion loss at 12.075GHz is −8.8 dB. This
mean that it is 2.2 dB lower than the simulated insertion loss. In order to provide a 3 dBm LO
signal to each I/Q modulator, a low noise power amplifier with gain 5 dB is required to amplify the
LO signal before passing through the Wilkinson divider.
The measurement for the PLL frequency synthesizer at fr = 12.075GHz was conducted. Since the
prescaler frequency fr is fr = 6037.5MHz, the spurs are actually the harmonics at fr and appear
in the output signals due to the leakage in the VCO. From the measured data, since the spurs
generated by the PLL synthesizer have low output power, their interference to the band of interest
is negligible. The measured phase noise for 10 kHz is −76.7 dBc/Hz, which can be considered
low and sufficient for current use.
The measurement for one whole transmitter was conducted with the signal source from a signal
generator. The spectrum of the output signals are discussed. The intermodulation products
between the OFDM signals and the LO leakage signals are shown in the measurement results. The
upconverted OFDM signal has the output power of −10 dBm before passing the antenna. Due to
the unclear of the output power from the FPGA, a power amplifier after the I/Q modulator may be
needed.
Finally, the measurement for the signal generated by the FPGA for two cases, for one transmitter
and four transmitters, are conducted. For the case of one transmitter, the QPSK symbols were
successfully recovered however, the group of one modulation symbol in the scatter plot stretches
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out in one direction due to aliasing. The output power of the OFDM signal is below −34 dBm,
which is relatively low. This due to the IFFT scaling factor designed in the FPGA. The baseband
signal generated by the FPGA was analyzed in Matlab for radar processing. For the case of four
transmitters, a higher IFFT scaling factor has to be set. This leads to a significant reduction in
the output power of the output signal from one transmitter (−63 dBm. The scatter plot shows a
noise-like signal. Therefore more analysis needs to be done to the FPGA before integration with
the RF frontend can be done.
Overall, the goals of designing the superresolution algorithm for 2D and 3D radar imaging has been
achieved. The 2D radar shows the ability to estimate the relative velocity along with the distance
and azimuth angle. With the extension in the geometry of the transmit and receive antenna arrays,
a 3D MIMO radar system has been realized with the capability to estimate one more parameter,
the elevation angle. Due to the long processing time, the velocity estimation for the 3D case was
not demonstrated in this work. Nevertheless the current implemented algorithm is capable of
estimating the velocity. The MUSIC algorithm has given a reasonable angular resolution for DOA
estimation.
In addition, the signal separation technique in the RF frontend has also been demonstrated to work.
As we mentioned in section 1.2, the full integration for the RF frontend might not be possible within
this limited time frame, its analysis however is a step towards the integration of the whole MIMO
OFDM radar system.
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8. Future works
Listed below according to categories are some of the most important aspects.
8.1. Characteristics of MUSIC algorithms
First, MUSIC algorithm is sensitive to the position of antenna array. Thus, the array calibration
must be taken carefully. For a real antenna array, a true steering vector v˜ deviates from the ideal
one v. The real antenna array should be modeled as
v˜ = Cv (8.1)
where C is a square calibration matrix. The method to estimate C can be found in [12], [19].
The estimated calibration matrix Cˆ is then can be used to correct the steering vector in MUSIC
algorithm. In addition, for antenna arrays, mutual coupling between antenna elements can degrades
the performace of array signal-processing algorithms. A calibration is also required to process the
mutual-coupling compensation.
Secondly, MUSIC is based on the assumption that the signal subspace and noise subspace are
orthogonal. However, in practice, when multipath propagation occurs, instead of line-of-sight
signals, the non LOS ones, which are correlated with the wanted signals, also arrives at the
receivers. This leads to a wrong DOA estimation. The solution for that is based on a preprocessing
scheme referred as spatial smoothing which can decorelates the signals and eliminates the effect
of coherent signals to DOA estimation. The studies for spatial smoothing is introduced in [16]. A
ray-tracing scenario can be implemented to have a set of data which is close to the real data.
Finally, a study of the threshold to detect objects in real scenarios, such as on highway, can be
studied to improve the performance of MUSIC algorithm.
8.2. Improvement for FPGA prototype
First of all, oversampling should be implemented on the FPGA. Fig. 8.1 shows the comparison
between Nyquist sampling and oversampling. Nyquist rate simply defines the minimum rate at
which the signal has to be sampled so that it can be reconstructed successfully. In this project, the
baseband banwidth is B/2 = 50MHz and the sampling rate is fs = 100MHz. This setup leads to
a great degration of the signal near the edge of 50MHz because of the multiplication of the signal
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and the transfer function of the DAC,sin x/x , in the frequency domain. In addition, the OFDM
signal also suffers from the aliasing interference. In the case of Nyquist sampling, the requirement
of a low pass filter is critical. Oversampling, on the other hand, increase the sampling rate of the
signal significantly. The oversampling factor can be an integer or rational fraction greater than unity
(so-called "upsampling"). It can be shown that a higher sampling rate to relax the transition band
requirements for analog low pass filter. Moreover, it also reduced the baseband quantization noise
power and improves the resolution.
Fig. 8.1.: Nyquist sampling vs. Oversampling
However, after the implementation of oversampling in FPGA, new DACs with higher sampling rate
are also needed. Secondly, the scaling method to avoid overflow in the calculation of IFFT can be
studied more since it reduces significantly the output power of the baseband signals.
8.3. Measurement for MIMO radar
The design of receiver can be investigated. After that, the FPGA will be integrated the full RF front
end and take the measurement with the patch antennas.
A. Mathematical Notations
A.1. Dot Product
The dot product of two vectors a = [a1, a2, . . . , bn and b = [b1, b2, . . . , bn is defined as:
a.b =
∑
i=1
naibi = a1b1 + a2b2 + ...+ anbn (A.1)
where n is the dimension of the vector space.
A.2. Kronecker Product
The Kronecker product, denoted by⊗, is an operation on two matrices of arbitrary size resulting in
a block matrix. If A is an m×n matrix and B is a p× q matrix, then the Kronecker product A⊗B
is the mp× nq block matrix:
A⊗B =

a1,1B a1,2B · · · a1,nB
a2,1B a2,2B · · · a2,nB
.
.
.
.
.
.
.
.
.
.
.
.
am,1B am,2B · · · am,nB
 (A.2)
A.3. Hermitian Transpose
An Hermitian matrix is a square matrix with complex entries that is equal to its own conjugate
transpose. The Hermitian transpose of A is denoted by AH . It is obtained by taking the transpose
and then taking the complex conjugate of each entry.
(A∗)i,j = Aji (A.3)
where the subscripts denote the i, j-th entry, and the overbar denotes a scalar complex conjugate.
A.4. Positive Semidefinite Hermitian Matrix
An Hermitian matrix is a square matrix with complex entries that is equal to its own conjugate
transpose. This means that the element in the i-th row and j-th column is equal to the complex
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conjugate of the element in the j-th row and the i-th column, for all indices i and j.
aij = a¯ji (A.4)
A Hermition matrix is positive-semidefinite if and only if all of its eigenvalues are non negative.
Considering a n× n Hermitian matrix M, it said to be postive-semidefinite if
x∗Mx ≥ 0 (A.5)
for all matrix x ∈ C3, where x∗ is the conjugate transpose of x.
B. Circuits
B.1. PCB for LPF
Fig. B.1.: Layout for LPF
B.2. Schematic for Wilkinson power divider
Fig. B.2.: Schematic for Wilkinson power divider
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Abstract:
Recently, the concept of MIMO (multiple-input multiple-output) radar has been proposed. MIMO
radar has the capability to transmit orthogonal (or incoherent) waveforms at multiple transmit
antennas. It offers promising potentials for resolution enhancement, interference suppression
and against multipath fading. Many research about MIMO radar in signal processing have been
conducted. However, the implementation of MIMO radar in practice is still uncommon. In this
thesis, the SISO (single-input single-output) OFDM radar and communication system (RadCom),
a previous project at Institut für Hochfrequenztechnik und Elektronik (IHE), KIT, Germany, is
extended to MIMO configuration using the idea of spectrally interleaved multi-carrier signals to
estimate the direction of arrival (DOA) of objects in 2D and 3D radar. The main aim of this thesis
is to implement and evaluate a MIMO OFDM-based radar system.
The thesis consists of two parts, the software and hardware part. In the first part of the thesis, the
MIMO radar is studied. A signal modeling is derived along with the analysis of suitable antenna
geometries for 2D and 3D radar. The MIMO radar with the ability to form virtual array can
increase significantly the resolution of DOA estimation. For that purpose, numerous algorithms
based on different mathematical approaches exist. The numerical results show that the MUSIC
(MUltiple SIgnal Classification) algorithm based on subspace method is simple to implement and
have good resolution. We combine the OFDM-based signal model with MUSIC to perform 2D
and 3D radar sensing. The DOA estimation with MUSIC along with the simulation results are
presented.
The second half of this thesis focuses on the realization of the hardware design for MIMO radar
systems. A RF frontend for four transmitters with direct conversion architecture was considered.
One transmitter includes 2 low pass filters (LPFs), an Inphase/Quadrature (I/Q) upcoverter, a
phase-locked loop (PLL) frequency synthesizer, a 4:1 Wilkinson power divider. Inverse Chebyshev
LPFs at 50MHz with lumped elements were built and measured. In addition, a sufficient 4:1
Wilkinson divider was simulated and fabricated to feed the local oscillator (LO) signal into the I/Q
upconverters. The other individual elements of the transmitter was measured and analyzed. Several
measurement have been taken to test one whole transmitter. In addition, the signals generated by
the FPGA, which is planned to integrate with the transmitters, are analyzed.
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