Sentence segmentation using IBM word alignment model 1 by Xu, Jia et al.
Sentence Segmentation Using IBM Word Alignment Model 1
Jia Xu and Richard Zens and Hermann Ney
Chair of Computer Science VI, Computer Science Department
RWTH Aachen University
D-52056 Aachen, Germany
{xujia,zens,ney}@cs.rwth-aachen.de
Abstract. In statistical machine translation, word alignment models are trained on bilingual corpora.
Long sentences pose severe problems: 1. the high computational requirements; 2. the poor quality of
the resulting word alignment. We present a sentence-segmentation method that solves these problems by
splitting long sentence pairs. Our approach uses the lexicon information to locate the optimal split point.
This method is evaluated on two Chinese-English translation tasks in the news domain. We show that
the segmentation of long sentences before training significantly improves the final translation quality of a
state-of-the-art machine translation system. In one of the tasks, we achieve an improvement of the BLEU
score of more than 20% relative.
1 Introduction
1.1 Problem Description
In a statistical machine translation system, we de-
fine a mathematical model, train the model param-
eters on the parallel sentence-aligned corpora and
translate the test text with this model and its param-
eters.
In practice, many sentences in the training cor-
pora are long. Some translation applications can-
not handle a sentence whose length is larger than
a predetermined value. The reasons are memory
limits and the computational complexity of the al-
gorithms. Therefore, long sentences are usually re-
moved during the preprocessing. But even if long
sentences are included, the resulting quality is usu-
ally not as good as it is for short sentences.
1.2 Comparison with Sentence Alignment
The problem of sentence segmentation is similar
to the problem of sentence alignment which was
investigated by (Brown et al., 1991; Chen, 1993;
Moore, 2002). In the case of the sentence segmen-
tation, we assume that the sentence pairs are aligned
correctly. The tasks are to find appropriate split
points and to align the subsentences. In the case
of the sentence alignment, the corpus is aligned at
the document level only. Here, we have to align the
sentences of two documents rather than having to
find appropriate split points.
1.3 State of the Art
Previous research on the sentence segmentation
problem can be found in (Nevado et al., 2003), who
searches for the segmentation boundaries using a
dynamic programming algorithm. This technique is
based on the lexicon information. However, it only
allows a monotone alignment of the bilingual seg-
mented sentences and it requires a list of manually
defined anchor words.
1.4 Idea of the Method
Inspired by the phrase extraction approach (Vogel
et al., 2004), we introduce a new sentence segmen-
tation method which does not need anchor words
and allows for nonmonotone alignments of the sub-
sentences.
Here we separate a sentence pair into two sub-
pairs with the so-called “IBM Word Alignment
Model 1”. This process is done recursively over
all the sub-sentences until their lengths are smaller
than a given value. This simple algorithm leads to
a significant improvement in translation quality and
a speed-up of the training procedure.
2 Review of the Baseline Statistical Ma-
chine Translation System
2.1 Approach
In this section, we briefly review our translation
system and introduce the word alignment models.
In statistical machine translation, we are given
a source language (‘French’) sentence fJ1 =
f1 . . . fj . . . fJ , which is to be translated into
a target language (‘English’) sentence eI1 =
e1 . . . ei . . . eI . Among all possible target language
sentences, we will choose the sentence with the
highest probability:
eˆI1 = argmax
eI1
{
Pr(eI1|fJ1 )
}
= argmax
eI1
{
Pr(eI1) · Pr(fJ1 |eI1)
} (1)
The decomposition into two knowledge sources
in Equation 1 allows an independent modeling
of target language model Pr(eI1) and transla-
tion model Pr(fJ1 |eI1)1, known as source-channel
model (Brown et al., 1993). The target language
model describes the well-formedness of the target
language sentence. The translation model links
the source language sentence to the target language
sentence.
The argmax operation denotes the search prob-
lem, i.e. the generation of the output sentence into
the target language. We have to maximize over all
possible target language sentences.
The translation model Pr(fJ1 |eI1) can be further
extended to a statistical alignment model with the
following equation:
Pr(fJ1 |eI1) =
∑
aJ1
Pr(fJ1 , a
J
1 |eI1)
The alignment model Pr(fJ1 , aJ1 |eI1) introduces
a ‘hidden’ word alignment a = aJ1 , which describes
a mapping from a source position j to a target posi-
tion aj .
1The notational convention will be as follows: we use the
symbol Pr(·) to denote general probability distributions with
(almost) no specific assumptions. In contrast, for model-based
probability distributions, we use the generic symbol p(·).
2.2 Alignment Models
There are different decompositions of the alignment
probability Pr(fJ1 , aJ1 |eI1).
The IBM-1 model (Brown et al., 1993) assumes
that all alignments have the same probability by us-
ing a uniform distribution:
p(fJ1 |eI1) =
J∏
j=1
[
1
I
I∑
i=1
p(fj |ei)
]
(2)
Hence, the word order does not affect the align-
ment probability.
We use the IBM-1 model and the higher-order
models IBM-4 (Brown et al., 1993) and Hidden-
Markov model (HMM) (Vogel et al., 1996) to train
the lexicon parameters p(fj |ei). The resulting
probability distribution is more concentrated than
the one trained unsing the IBM-1 model only. The
training software is GIZA++ (Och and Ney, 2003).
To incorporate the context into the translation
model, the alignment template translation approach
(Och and Ney, 2004) is applied. A dynamic pro-
gramming beam search algorithm is used to gener-
ate the translation hypothesis with maximum prob-
ability.
3 Segmentation Methods
In this section, we describe the sentence segmenta-
tion algorithm in detail. The main idea is that we
use the word alignment information to find the op-
timal split point in a sentence pair and separate it
into two pairs.
To calculate the alignment probability of a seg-
ment pair, we indicate (j1, i1) and (j2, i2) as the
start and end point of a segment, respectively.
p(f j2j1 |ei2i1) =
j2∏
j=j1
[
1
i2 − i1 + 1
i2∑
i=i1
p(fj |ei)
]
(3)
3.1 Modified IBM-1 Model
We modified the standard IBM-1 model in Equa-
tion 3 in two ways for a better segmentation qual-
ity:
1. Length normalization
Figure 1. Sentence segmentation example.
For the sentence segmentation, a shortcoming
of the simple word alignment based model is
that the lengths of the separated sentence pairs
are ignored. To balance the lengths of the two
sub-sentence pairs, we normalize the align-
ment probability by the source sentence length
and adjust its weight with the parameter β:
pγ(f
j2
j1
|ei2i1) = p(f
j2
j1
|ei2i1)
γ
, (4)
where γ = β · 1j2−j1+1 + (1− β) .
2. Combination with inverse alignment model
The standard IBM-1 model in Equation 2 cal-
culates the conditional probability of a target
sentence, given the source sentence described
in Section 2. The inverse IBM-1 model means
the probability of the source sentence given the
target sentence. We approximate on the joint
probability and combine the models in both di-
rections:
p(f j2j1 , e
i2
i1
) ≈ p(f j2j1 |ei2i1) · p(ei2i1 |f
j2
j1
) (5)
3.2 Search for Segmentation Points
As illustrated in Figure 1, we present a sentence
pair as a matrix. Each position contains a lexicon
probability p(fj |ei) which is trained on the original
corpora. For a clearer presentation, Figure 1 only
shows a sentence pair with seven Chinese words
and eight English words. The gray scale indicates
the value of the probability. The darker the box, the
Monotone Non-
monotone
Target B A
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Source Positions
Figure 2. Two Types of Alignment
higher the probability. All the positions are consid-
ered as possible split points.
A split point (i, j) divides a matrix or a subset of
the matrix into four parts, as shown in Figure 2: the
upper left (A), the upper right (B), the bottom left
(C) and the bottom right (D). For a segment pair
with the start/end point (i1, j1)/(i2, j2), two types
of alignment are possible:
1. Monotone alignment
One case is the monotone alignment, i.e. C
is combined with B. We denote this case as
δ = 1. The segmentation probability pi,j,1 is
the product of these two parts’ alignment prob-
abilities from Equation 5:
pi,j,1(f
j2
j1
, ei2i1) = p(f
j
j1
, eii1) · p(f j2j+1, ei2i+1)
2. Nonmonotone alignment
The other case is the nonmonotone alignment
indicated as δ = 0, i.e. A is combined with D.
We denote the probability as pi,j,0:
pi,j,0(f
j2
j1
, ei2i1) = p(f
j
j1
, ei2i+1) · p(f j2j+1, eii1)
With this method, we go through all positions
in the bilingual sentences and choose the split point
and the orientation, which is denoted as:
(ˆi, jˆ, δˆ) = argmax
i,j,δ
{
pi,j,δ(f
j2
j1
, ei2i1)
}
,
where i ∈ [i1, i2 − 1] , j ∈ [j1, j2 − 1] and δ ∈
{0, 1}.
To avoid the extraction of segments which are
too short, e.g. single words, we use the minimum
segment lengths (Imin, Jmin). The possible split
point is then limited to: i ∈ [i1+Imin−1, i2−Imin]
, j ∈ [j1 + Jmin − 1, j2 − Jmin].
Max = 0;
∀j ∈ [j1, j2] : Vup[j] =Pi2i=i1 p(fj |ei);∀j ∈ [j1, j2] : Vdown[j] = 0;
for (i = i1; i < i2; i = i+ 1)
∀j∈[j1,j2] : Vup[j] = Vup[j]− p(fj |ei);∀j∈[j1,j2] : Vdown[j] = Vdown[j] + p(fj |ei);
A = C = 1;
B =
Qj2
j=j1
Vup[j];
D =
Qj2
j=j1
Vdown[j];
for (j = j1; j < j2; j = j + 1)
A = A · Vup[j];
B = B/Vup[j];
C = C · Vdown[j];
D = D/Vdown[j];
if (max(A ·D,B · C) > Max∧
i ∈ [i1 + Imin − 1, i2 − Imin]∧
j ∈ [j1 + Jmin − 1, j2 − Jmin])
then
Max = max(A ·D,B · C);
jˆ = j; iˆ = i;
δˆ = (B · C >= A ·D);
Figure 3. Efficient Algorithm.
3.3 Efficient Algorithm
The naive implementation of the algorithm has a
complexity of O((I · J)2). We benefit from the
structure of the IBM-1 model and calculate the
alignment probability for each position using the
idea of running sums/products. The complexity is
reduced to O(I · J), i.e. factor of 100 000 for sen-
tences with 100 words. But this implementation
is not possible for the fertility-based higher-order
models.
Details are shown in Figure 3. The input to
the program are the lexicon probabilities p(fj |ei)
and the minimum sentence lengths Imin, Jmin. The
output are the optimal split point (ˆi, jˆ) and its ori-
entation δˆ.
In the program, Max is the biggest alignment
probability. A, B, C, D are the IBM-1 scores for
each block in Figure 2. Vup stores the sums of the
lexicon probabilities in each column in the areas A
and B and Vdown does the same for the areas C and
D.
In the outer loop of the target position i, the
p(fj |ei) in the actual position is added/subtracted
Figure 5. Result of the sentence segmentation example.
to/from the value in Vdown/Vup, respectively. In the
inner loop of the source position j, the alignment
probability in the area A/B are multiplied/divided
by Vup[j], whereas the probability in C/D is multi-
plied/divided by the Vdown[j]. After traversing all
positions, the point with the maximum alignment
probability is selected as the split point.
3.4 Recursive Segmentation
We introduce the maximum sentence lengths for
the source language Jmax and for the target lan-
guage Imax. If a sentence is longer than the maxi-
mum length, the sentence pair is split into two sub-
sentence pairs. In most cases, these sub-sentences
are still too long. Therefore, the splitting is applied
recursively until the length of each new sentence is
less than the predefined value. The recursive algo-
rithm is shown in Figure 4 for a bilingual sentence
segmentation S(fJ1 , eI1).
The algorithm is similar to the bracketing trans-
duction grammars (Wu, 1997). Here, we take the
local decision after each recursion. The full parsing
with BTG is not feasible for long sentences because
of its cubic complexity.
3.5 Segmentation Example
We take the sentence pair in Figure 1 as an exam-
ple. The maximum lengths in both languages is de-
fined as three. In practice, the segmented sentences
contain from 25 to hundreds of words. Using the al-
gorithm in Figure 4, this sentence pair is segmented
as follows:
First, the lengths of the two sentences are larger
than the maximum lengths, the sentences will be
segmented. After the calculation with Equation 5,
we find the first segmentation point: the right cir-
cle in Figure 5, i.e. iˆ = 5, jˆ = 4. The alignment
S(f j2j1 , e
i2
i1
) : if (2 · Jmin ≤ j2 − j1 + 1 ≤ Jmax and 2 · Imin ≤ i2 − i1 + 1 ≤ Imax)
then
(f j2j1 , e
i2
i1
)
else
(ˆi, jˆ, δˆ) = argmax
i,j,δ
{pi,j,δ(f j2j1 , ei2i1)},
where i ∈ [i1 + Imin − 1, i2 − Imin], j ∈ [j1 + Jmin − 1, j2 − Jmin], δ ∈ {0, 1}
if δˆ = 1
then
S(f jˆj1 , e
iˆ
i1);S(f
j2
jˆ+1
, ei2
iˆ+1
)
else
S(f jˆj1 , e
i2
iˆ+1
);S(f j2
jˆ+1
, eiˆi1)
Figure 4. Recursive segmentation procedure.
is monotone, i.e. δˆ = 1. The result is shown in
Figure 5(I).
After the first recursion, the length of the left
segment in (I) is still larger than three. Hence, it is
segmented again into two sub-sentence pairs shown
in (II). In this case, the alignment is also monotone.
Finally, each new segment contains no more
than three words.
4 Translation Experiments
4.1 Translation Tasks
We present results for two Chinese-English transla-
tion tasks. In the news domain, the corpora are pro-
vided by the Linguistic Data Consortium (LDC).
Details can be found on the LDC web pages (LDC,
2003).
In the first task, the training corpus is composed
of the text of a Chinese Treebank and its transla-
tion (Treebank: LDC2002E17), as well as a bilin-
gual manual dictionary for 10K Chinese word en-
tries and their multiple translations. This task is re-
ferred to as the “Small Data Track” in the Chinese-
English DARPA TIDES evaluations carried out by
NIST (NIST, 2004). In the second task, the corpus
contains the articles from the Xinhua News Agency
(LDC2002E18). This task has a larger vocabulary
size and more named entity words.
The free parameters are optimized on the devel-
opment corpus (Dev). Here, the NIST 2002 test set
with 878 sentences is the development corpus, and
the NIST 2004 test set with 1788 sentences is the
test corpus (Test).
Table 1. Corpus Statistics
Chinese English
Treebank: Sents 4 183
Used Sents 3 258
Words 115 973 128 484
Used Words 83 081 104 675
Seg. Treebank: Sents 14 559
Used Sents 10 591
Used Words 89 713 111 744
Xinhua: Sents 109 792
Used Sents 85 130
Words 4 609 714 4 457 440
Used Words 2 824 018 2 771 627
Seg. Xinhua: Sents 612 979
Used Sents 427 493
Used Words 3 254 552 3 238 256
Lexicon: Sents 17 832
Words 18 173 26 165
Dev.: Sents 878
Words 26 509 23 683
Test Sents 1 788
Words 55 086 52 657
4.2 Corpus Statistics
We have calculated the number of sentences (Sents)
and running words (Words) in the original and seg-
mented corpora, as shown in Table 1.
In the Treebank, there are 4 183 parallel sen-
tences. Sentences are removed, if they are too
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Figure 6. Histogram of the English sentence length in
Treebank.
long or their source and target lengths differ too
much. After this filtering, 3 258 sentences (Used
Sents) and 83 081 running words (Used Words) re-
main. Using the sentence segmentation method,
8.0% more words are used. The average Chinese
sentence length is reduced from 27.8 to 8.0.
The Xinhua corpus has longer sentences. On av-
erage, there are 42.0 words in one sentence. After
segmentation, the sentence length is 7.5. The seg-
mented corpus has 15.2% more running words used
in training.
The development and test set have four refer-
ences respectively, the number of running English
words are their average values.
Figure 6 illustrates the histogram of the En-
glish sentence lengths in Treebank. We see that in
the original corpus the sentences have very differ-
ent lengths, whereas in the segmented corpus the
lengths are limited to 25.
4.3 Estimation of Segmentation Parameters
Our segmentation model has two types of parame-
ters which are optimized on development set in the
task “Small Data Track”:
1. Length normalization
Equation 4 introduces a parameter β that con-
figures the weight of the length normalization.
We used the value β = 0.9.
2. Maximum and minimum sentence lengths
The maximum and minimum sentence lengths
restrict the lengths of the sub-sentences within
a range. We took the minimum lengths 1 and
maximum lengths 25.
4.4 Evaluation Criteria
The commonly used criteria to evaluate the trans-
lation results in the machine translation community
are:
• WER (word error rate):
The WER is computed as the minimum num-
ber of substitution, insertion and deletion op-
erations that have to be performed to convert
the generated sentence into the reference sen-
tence.
• PER (position-independent word error rate):
A shortcoming of the WER is that it requires a
perfect word order. The word order of an ac-
ceptable sentence can be different from that of
the target sentence, so that the WER measure
alone could be misleading. The PER compares
the words in the two sentences ignoring the
word order.
• BLEU score:
This score measures the precision of uni-
grams, bigrams, trigrams and fourgrams with
a penalty for too short sentences. (Papineni et
al., 2002).
• NIST score:
This score is similar to BLEU, but it uses an
arithmetic average of N-gram counts rather
than a geometric average, and it weights more
heavily those N-grams that are more informa-
tive. (Doddington, 2002).
The BLEU and NIST scores measure accuracy,
i.e. larger scores are better. In our evaluation the
scores are measured as case insensitive and with re-
spect to multiple references.
4.5 Translation Results
The evaluation is done on two tasks described in
Section 4.1. In the NIST Chinese-English evalua-
tions, the BLEU score is used as evaluation crite-
rion. Therefore, we optimize the parameters with
respect to this criterion. Using our segmentation
method, we achieve a significant improvement of
the BLEU score. Additinally, we obtain an im-
provement of the NIST score in both tasks.
We will present results of three different experi-
ments for the “Small Data Track”:
1. baseline: We filter the original training corpus
and use the result for training our system.
2. filtered seg.: We use exactly the same data
that is actually used in the “baseline” experi-
ment, but apply our splitting algorithm. Thus,
the original training corpus is filtered and then
split.
3. segmented: Here, we first split the training
corpus and then apply the filtering. This en-
ables us to use more data, because sentences
that would have been removed in the “base-
line” experiment are now included. Note that
still some sentences are filtered out because of
too different source and target lengths.
Table 2. Translation performance on the development set
in “Small Data Track”.
accuracy error rate[%]
method BLEU[%] NIST WER PER
baseline 15.9 6.25 74.7 48.1
filtered seg. 16.2 6.37 78.2 45.7
segmented 17.4 6.56 78.0 44.4
Table 3. Translation performance on the test set in “Small
Data Track”.
accuracy error rate[%]
method BLEU[%] NIST WER PER
baseline 13.5 5.80 79.1 63.8
filtered seg. 14.6 6.20 82.2 63.6
segmented 16.3 6.54 81.7 62.8
In Table 2 and Table 3, the translation results for
the “Small Data Track” task are presented for the
development and test set, respectively. on the de-
velopment set in the “Small Data Track” task, Us-
ing the split corpora, we achieve an improvement
of the BLEU score of 1.5% absolute, which is 9.4%
relative. For the test set, the improvement of the
BLEU score is 2.5% absolute or 20.7% relative.
In these experiments, the word error rates are
worse in the “segmented” experiments, because the
optimization is done for the BLEU score. Optimiz-
ing for the WER, the error rates on the development
set in the baseline and the segmented experiments
are almost the same, about 72%.
Table 4. Translation performance on the development set
with Xinhua training corpus.
accuracy error rate[%]
method BLEU[%] NIST WER PER
baseline 20.2 6.49 72.7 47.2
segmented 21.9 6.60 71.0 46.7
Table 5. Translation performance on the test set with
Xinhua training corpus.
accuracy error rate[%]
method BLEU[%] NIST WER PER
baseline 15.5 5.83 77.7 62.6
segmented 16.9 5.89 76.4 61.4
For the Xinhua task, shown in Table 4 and Ta-
ble 5, on the development set, the BLEU score is
enhanced by 1.7% absolute and by 9% relative. On
the test set, the improvement of the BLEU score is
1.4% absolute or 8.4% relative.
Beside a better translation performance, using
the sentence segmentation method has also other
advantages:
• Enlargement of data in use
By splitting the long sentences during the
preprocessing, less words are filtered out, as
shown in Table 1. Thus, we are able to use
more data in the training.
• Speedup of the training process
In the experiment of Xinhua corpus, the train-
ing with GIZA++ takes more than 10 hours.
After the segmentation, it takes only about 3
hours under the same condition.
5 Discussion and Future Work
We have developed a new method to segment long
bilingual sentences into several short parts using the
so-called “IBM word alignment model 1”.
Experiments on the Chinese-English tasks have
shown a significant improvement of the translation
quality. For the Xinhua task, the BLEU score im-
proved by about 9% relative. For the “Small Data
Track” task, the improvement of the BLEU score
was even more than 20% relative. Moreover, this
method also enabled us to enlarge the training data
in use and to speed up the training process.
Although these translation results are encourag-
ing, we can further improve the method by consid-
ering the following cases:
• Sentence parts without translation:
In some bilingual sentences, one or more parts
of a sentence in the source or target language
may have no translation at all. These parts
should be marked or removed.
• Alignment of nonconsecutive sub-sentences:
In our method we do not allow for the align-
ment of nonconsecutive segments.
For example, the source sentence could be di-
vided into three parts and the target sentence
into two parts. The first and the third part of
the source sentence might be translated as the
first part into the target sentence, and the sec-
ond part in the source sentence could be trans-
lated as the second part in the target sentence.
Such a case is not yet handled here.
By solving these problems, we expect further
improvements of the translation performance.
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