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1. INTRODUCTION
Let R be a Dedekind domain with quotient eld K, let F be a nite
separable extension of K of degree n, and let S be the integral closure of
R in F . The different DS/R of the extension is an ideal of S that has the
property that a prime ideal ℘ of S divides DS/R if and only if it is ramied.
Moreover, DS/R gives a measure of the ramication in S: in fact, if ℘rDS/R
and e is the ramication index of ℘, then r ≥ e − 1 and r = e − 1 if and
only if e is coprime with the characteristic of S/℘. It is well known that
the norm of the different is the discriminant of the extension; hence the
discriminant gives itself a measure of the ramication of primes of R in S.
Many generalizations of the different have been given for ring extensions
B ⊆ A satisfying some suitable conditions, so that the different reflects the
behavior of the extensions of prime ideals of B to A (see, e.g., [4, 7]).
In the case where B = R is a Dedekind domain and A is an R-order of F
it is usual to consider the Dedekind different DA/R = A′−1. The primary
decomposition in A allows us to generalize the concept of ramication:
namely, if ℘ is a prime ideal of A, we dene the ramication index of ℘
over R, eR℘, as the length of the ℘-primary component of ℘ ∩ RA; ℘
is said to be ramied over R if eR℘ > 1. Again we have the property
that a prime divides the different if and only if it is ramied (see [6]).
Moreover, the R-module index of an ideal I of A, A x IR, is the natural
generalization of the norm, so one can ask how the R-module index of
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DA/R and the discriminant of A over R are related. It is known that they
are equal when A is monogenic over R and that in this case the discriminant
of A also equals the norm of the conductor of A times the discriminant
of S.
In this paper we consider a general R-order A and investigate relations
between its discriminant, its Dedekind different, and its conductor CA. It is
easy to see that if A is a Gorenstein R-order of F the following equalities
are veried:
discF/KA = A x DA/R = NF/KDA/RS = NF/KA′S−1
= NF/KCAdiscF/KS: (1)
Looking for a generalization of (1) to any order, we prove the following
relations:
NF/KDA/RS ⊆ discF/KA ⊆ NF/KA′S−1 = NF/KCAdiscF/KS (2)
NF/KDA/RS ⊆ A x DA/R ⊆ NF/KA′S−1 = NF/KCAdiscF/KS:
(3)
All terms in (2) and (3) are integral ideals of R, and all these ideals contain
the same primes. Moreover, we prove that when any inclusion relation in
(2) or (3) is an equality, then the same is true for all the other inclusion
relations in both equations, and we also prove that this happens if and
only if A is Gorenstein. We hence characterize Gorenstein orders as those
orders for which Eq. (1) holds.
An important point is that discF/KA and A x DA/R can also be equal
when A is not Gorenstein, but in general no inclusion relation holds be-
tween them. In fact, we produce families Ann∈ of orders of extensions
Fn of degree n over p for which, dening an by discFn/pAn/An x
DAn/p = pan , we have an → +∞ and families for which an → −∞.
All the examples are given in Section 4.
It would be interesting to understand which relations hold with other
classical denitions of the different and how these differents compare to
each other. For instance, for the Noether different DNA/R and for the Ka¨hler
different DKA/R the following are known (see [7] for the denition and the
results):
 whenever A is nitely generated over R and all the differents are
dened, we have
DKA/R ⊆ DNA/R ⊆ DA/Ry
 if R is integrally closed and A is a projective R-module, then
DNA/R = DA/R:
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This last case includes the case of orders of Dedekind domains, so under
our hypotheses it makes no difference if we consider the Noether different
instead of the Dedekind different. However, there exist orders of Dedekind
domains for which DKA/R  DNA/R = DA/R (see [6]), and, unfortunately, our
methods do not seem to apply to the case of the Ka¨hler different.
2. PRELIMINARIES
We start by recalling a number of denitions and classical results that
are used in the sequel. Let R, K, S, and F be as in the introduction. We
denote by P a prime ideal of R. If X is an R-module, XP = X ⊗R RP will
indicate the localization of X at P .
We recall that an R-module X ⊆ F is called full if it is nitely generated
over R and if it contains n linearly independent elements (over the eld
K). A full R-module A of the eld F , which is a ring and contains 1, is
called an R-order of the eld F (or simply an R-order). An R-order of the
form Rα is called monogenic. Let M be an R-module of nite length and
consider a composition series 0 = M0 ⊂ M1 ⊂ · · · ⊂ Mk = M , where
Mi/Mi−1 ∼= R/Pi. We dene
χRM =
kY
i=1
Pi:
Let X, Y be R-modules. If Y ⊆ X and X/Y has nite length the index
module X x Y R is dened as χRX/Y . In general whenever there exists
an R-module Z contained in X ∩ Y such that X/Z and Y/Z have nite
length (as in the case of full R-modules), we dene
X x Y R = X x ZR · Y x Z−1R :
If X and Y are free R-modules, and l is a linear transformation of F such
that lX = Y , then X x Y R = det lR (see [3] and [13] for details). We
shall simply write X x Y  when the reference to the ring is clear.
Let J be a fractional ideal of S (hence a full R-module); the usual ideal
norm of J is dened by
NF/KJ = S x J:
The dual module of X (with respect to the trace map) of a full R-module
X of F is
X ′ = x ∈ F  TrF/KxX ⊆ R:
It is easy to verify that X ′ is a full R-module of F and that if X is an order
then X ′ is a fractional ideal of X.
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One of the many equivalent denitions of the discriminant of X can be
given by means of the index module:
discF/KX = X ′ x X:
Proposition 1. Let X, Y , Z be full R-modules of F . Then
(1) Z x X = Z x Y Y x X.
(2) If λ is a nonsingular linear transformation of F then Y x X = λY x
λX.
(3) Y x X = X ′ x Y ′.
Proof. See [3, pp. 913].
Let I be a fractional ideal of an integral domain C, and let L be the
quotient eld of C. The inverse of I is dened by I−1 = x ∈ L  xI ⊆ C.
It is easy to see that I−1 is a fractional ideal of C and that II−1 ⊆ C. The
ideal I is called invertible if II−1 = C.
Lemma 1. Let C be a noetherian ring having only nitely many maximal
ideals. A fractional ideal of C is invertible if and only if it is principal.
Proof. See [5, Theorem 60] for integral ideals. The general case is an
immediate consequence.
Lemma 2. Notation being as above,
(i) XP x YP = X x Y RP .
(ii) X ′P = XP′.
(iii) If A is a full R-module and I is a fractional ideal of A, then I−1P =
IP−1. Moreover, I is invertible in A if and only if IP is invertible in AP for
each prime P of R.
Proof. See [3, pp. 1011] for (i) and (ii) and [10, p. 80] for (iii).
Lemma 3. Let A be an R-order and let I be a fractional ideal of A. Then
I is invertible if and only if I−1 is invertible.
Proof. By Lemma 2 we can suppose that R is a principal ideal domain.
In this case the lemma is an easy consequence of [2, Proposition 2.5].
The Dedekind different (or simply the different) of an R-order A of F is
the inverse in A of the fractional ideal A′,
DA/R = A′−1 = x ∈ F  xA′ ⊆ A:
It is easily seen that DA/R is an integral ideal of A.
The fractional ideal A′ of A is not invertible in general, but it is such
provided A is maximal (all its ideals are invertible) or monogenic (if A =
Rξ then A′ = T ′ξ−1A, where T x is the minimal polynomial of ξ over
R and T ′x is the derivative of T x).
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Proposition 2. The following properties are equivalent:
(i) For each fractional ideal I of A is I−1−1 = I.
(ii) A′ is invertible.
(iii) DA/R is invertible.
Proof. For the equivalence (i) ⇐⇒ (ii) see [2, Proposition 2.7]. The
equivalence (ii) ⇐⇒ (iii) is given in Lemma 3.
An R-order for which the conditions of Proposition 2 hold is called a
Gorenstein ring (it can be shown that this denition is in fact equivalent to
the classical one in the case of R-orders: see for instance [1, Theorem 6.3]
for a proof).
We recall that the conductor of A in S is the annihilator of the A-module
S/A, i.e.,
CA = x ∈ A  xS ⊆ A:
It is easy to see that the conductor of A in S is an ideal of both A and S;
more precisely, it is the greatest ideal of S that is contained in A. Moreover,
the equality
CA = x ∈ F  xA′ ⊆ S′ (4)
holds (see [11, p. 160]).
Proposition 3.
CAS′−1 = A′S−1 (5)
and
NF/KA′S−1 = NF/KCAdiscF/KS: (6)
Proof. By (4) we have CAA′S ⊆ S′. On the other hand, S′A′S−1A′ ⊆
S′A′S−1A′S = S′S = S′, and using (4) again, we get S′A′S−1 ⊆ CA.
To prove (6) it is enough to observe that for I, J fractional ideals of S,
NF/KIJ = NF/KINF/KJ; (7)
and then to use (5).
Corollary 1. Notation being as above,
discF/KAP = discF/KARP y
DAP/RP = DA/RRP y
CAP = CARP:
In particular A is a Gorenstein ring if and only if AP is a Gorenstein ring for
each prime P ⊆ R.
Proof. The corollary follows from the denitions, Lemma 2, and Propo-
sition 3.
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3. THE MAIN RELATIONS
Proposition 4. Let A be a Gorenstein ring; then
discF/KA = A x DA/R = NF/KDA/RS = NF/KA′S−1
= NF/KCAdiscF/KS: (8)
Proof. First we note that all quantities occurring in Eq. (8) are ideals of
R; hence it is enough to prove that their localizations at every prime P of
R are equal.
Corollary 1 guarantees that A is a Gorenstein ring if and only if all its
localizations at prime ideals are Gorenstein rings. Again by Lemma 2 and
Corollary 1, we can prove the proposition in the case where R is a local
ring.
In this case the ring A is a semi-local noetherian domain; hence the
invertible fractional ideals of A are exactly the principal ideals (see
Lemma 1).
Now, since A is a Gorenstein ring, there exists α ∈ A such that DA/R =
αA and A′ = α−1A; hence A′S = α−1S, and DA/RS = αS. Finally, all the
ideals occurring in (8) are equal to the ideal generated by the determinant
of the linear map lα given by the multiplication by α; hence they are equal.
If A is the maximal order or a monogenic order, Proposition 4 reduces
to the well-known relation between the discriminant and the different.
In the following we analyze the inclusion relations between any two terms
occurring in Eq. (8) for a general R-order. An easy computation and Propo-
sition 3 yield
NF/KDA/RS ⊆ NF/KA′S−1 = NF/KCAdiscF/KSy (9)
hence we are left to analyze the remaining relations.
The most signicant terms in Eq. (8) are the discriminant of A and
the index of its different. However, it turns out that no inclusion relation
between them holds in general, whereas equality can hold even if A′ is not
invertible. The situation is illustrated in the examples given in Section 4.
As for the relation between discF/KA and NF/KA′S−1 = NF/KCA
discF/KS, it is clear that we cannot expect to have an equality in the
general case, simply since the discriminant of an R-order is not, in general,
the norm of an ideal of S.
The following theorem is the main tool for proving the only inclusions
that hold among the terms of Eq. (8) for a general order.
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Theorem 1. Let A be an R-order and let I be a fractional ideal of A.
Then
(i) S x IS ⊆ A x I.
(ii) S x I−1S ⊆ I x A.
(iii) A x I−1 ⊆ IS x S.
Moreover, the following are equivalent:
(a) Any subset relation among (i), (ii), (iii) is an equality.
(b) All subset relations (i), (ii), (iii) are equalities.
(c) I is invertible (or, equivalently, I−1 is invertible).
Corollary 2. Let A be an R-order. Then
NF/KDA/RS ⊆ discF/KA ⊆ NF/KA′S−1
= NF/KCAdiscF/KS: (10)
Moreover, the following are equivalent:
(i) discF/KA = NF/KCAdiscF/KS.
(ii) discF/KA = NF/KDA/RS.
(iii) DA/R is invertible; i.e., A is a Gorenstein ring.
Proof. The corollary follows from Theorem 1 applied to I = A′. In
particular, Theorem 1 (ii) gives the rst inclusion and Theorem 1 (i), which
is clearly equivalent to
I x A ⊆ IS x S = S x IS−1;
gives the second inclusion.
Corollary 3. Let A be an R-order. Then
NF/KDA/RS ⊆ A x DA/R ⊆ NF/KA′S−1
= NF/KCAdiscF/KS: (11)
Moreover, the following are equivalent:
(i) A x DA/R = NF/KCAdiscF/KS.
(ii) A x DA/R = NF/KDA/RS.
(iii) DA/R is invertible; i.e., A is a Gorenstein ring.
Proof. Equation (11) follows from (i) and (iii) of Theorem 1 applied
to I = A′−1 and A′, respectively. Moreover, since A′ is invertible if and
only if DA/R is invertible, the equivalence of (i), (ii), and (iii) also follows
immediately from Theorem 1.
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We remark that NF/KDA/RS ⊆ A x DA/R can also be deduced from
Theorem 1.9 of [9].
Corollary 4. Equation (8) holds if and only if A is a Gorenstein ring.
Corollary 5. A prime P of R divides any term in Eqs. (10) and (11) if
and only if it divides all the other terms and if and only if it is ramied.
Proof. P is ramied if and only if P divides discF/KA (see [12]). If
P - discF/KA, i.e., if discF/KAP = R, then AP = SP is a Gorenstein ring
and Proposition 4 applies. If PdiscF/KA, then either PdiscF/KS or PS x
A and therefore PNF/KCA; in either case P divides the last term in
Eqs. (10) and (11) and hence it divides all the other terms.
3.1. Proof of Theorem 1
Corollary 1 and Lemma 2 allow us to restrict ourselves to the case where
R is a local ring. We rst prove the theorem under the following hypothesis:
 (H) There exist α ∈ I and β ∈ I−1 such that IS = αS and I−1S = βS.
Then
S x IS = S x αS = A x αA = A x II x αA:
Now, since αA ⊆ I, we have S x IS ⊆ A x I, and the equality holds if
and only if I = αA, i.e., if and only if I is invertible.
Analogously,
S x I−1S = β−1S x S = β−1A x A = β−1A x II x A:
Clearly, I ⊆ β−1A; hence S x I−1S ⊆ I x A and the equality holds if and
only if I = β−1A, i.e., if and only if I is invertible.
Finally,
IS x S = S x α−1S = A x I−1I−1 x α−1Ay
hence IS x S ⊆ A x I−1, and the equality holds if and only if I−1 = α−1A,
i.e., if and only if I−1 is invertible.
Since, by Lemma 3, I is invertible if and only if I−1 is invertible we get
that (a), (b), and (c) are equivalent.
Unfortunately, hypothesis (H) is not always satised, as shown by the
following example.
Example. Let F = α, where α is a root of f x = x3 − x2 − 2x− 8.
Let R = 2 be the localization of  at the prime 2; then S = Rα; α2 +
α/2 is the integral closure of R in F . We have 2S = pi1pi2pi3, where
pi1 = α − 1, pi2 = α2 + α/2 + 1, and pi3 = pi1 + pi2 are distinct primes.
Consider the R-order A = R2pi1; 2pi2 and its ideal I = 2pi1; 2pi2. Clearly
IS = 2S, but no element of I is associated with 2 in S.
To deal with the general case we need the following.
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Lemma 4. Assume that R is a local ring and q = R/P ≥ F x K. Then
every fractional ideal I of A satises hypothesis (H).
Proof. Clearly it sufces to prove that for any fractional ideal I there
exists α ∈ I such that IS = αS; moreover, we can reduce to the case where
I = a; b is generated by two elements. Let v1; : : : ; vm be the discrete
valuations associated to the primes Q1; : : : ;Qm of S lying over P: we have
trivially m ≤ F x K ≤ q. Now take a set X of representatives in R of R/P
and let Y = b ∪ a+ xb  x ∈ X. For each i = 1; : : : ;m the inequality
vix > minvia; vib
holds for at most one element in Y . Since Y  = q+ 1 > m there exists an
element y0 ∈ Y such that
viy0 = minvia; vib for all i = 1; : : : ;my
hence IS = y0S (and clearly y0 ∈ I).
Let d be an integer such that d; F x K = 1 and R/Pd ≥ F x K;
let K˜ be an unramied extension of K of degree d such that P is inert
in K (such an extension can be obtained by adjoining to K a root β of
a monic irreducible polynomial f X ∈ RX such that the reduced poly-
nomial f¯ X ∈ R/PX remains irreducible). Finally let R˜ be the ring of
integers of K˜, and, for any R-module X, let X˜ = X ⊗R R˜ be the R˜-module
obtained by extension of scalars. If α1; α2; : : : ; αd is a basis of R˜ as an
R-module, i.e., R˜ = Rα1 ⊕ · · · ⊕ Rαd, then trivially X˜ = Xα1 ⊕ · · · ⊕Xαd
as an R-module.
Lemma 5. Notation being as above, we have
(i) F˜ = FK˜.
(ii) S˜ is the integral closure of S in F˜ .
Proof. (i) It is trivial to check that FK˜ ⊆ F˜ . For the opposite inclusion,
note that, by denition, F˜ is a vector space over F of dimension d and that
FK˜ also has dimension d over F since F x K; K˜ x K = 1.
(ii) The equality S˜ = Sα1 ⊕ · · · ⊕ Sαd immediately implies that S˜ is
integral over S. Therefore it sufces to show that S˜ is integrally closed
or, equivalently, that S˜Q∗ is integrally closed for each prime ideal Q∗ of S˜.
Now S˜Q∗ contains both an element of order 1 at Q∗S˜Q∗ (it sufces to take an
element of order 1 at Q = Q∗ ∩ S, since F˜/F is unramied) and an element
whose residue class modulo Q∗S˜Q∗ generates the residue eld (an element
β as in the construction of K˜ works, as can be seen, for instance, by looking
at the completions). The conclusion follows from [8, p. 26, Proposition 23].
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Lemma 6. Let I be a fractional ideal of A. Then
(i) I˜ is a fractional ideal of A˜ and eIS = I˜S˜.
(ii) gI−1 = I˜−1.
(iii) I˜ is invertible if and only if I is invertible.
Proof. (i) Clear.
(ii) By the observation preceding Lemma 5, the elements of I˜, gI−1,
F˜ can be written uniquely as
Pd
i=1 aiαi,
Pd
i=1 biαi,
Pd
i=1 xiαi, where ai ∈ I,
bi ∈ I−1, xi ∈ F , respectively. If b =
P
i biαi ∈gI−1, then bi ∈ I−1 for all i,
whence b ∈ eI−1. If x =Pi xiαi ∈ I˜−1, then in particular xa =Pi xiaαi ∈ A˜
for all a ∈ I, whence xia ∈ A for all i, xi ∈ I−1 for all i, and x ∈gI−1.
(iii) The statement follows immediately from the equality I˜I˜−1 =
I˜gI−1 = gII−1.
We now go back to the proof of the theorem. Lemmas 4, 5, and 6 allow
us to use the rst part of the proof to show that the theorem holds if
we substitute the R-modules involved with the corresponding R˜-modules
obtained by extensions of scalars.
By [3, p. 13, Proposition 6 (i)], for any pair of R-modules X, Y we have
X˜ x Y˜ R˜ = X x Y R ⊗R R˜:
Since the extension K˜/K is unramied, there is only one prime P˜ over the
maximal ideal P of R, and the extended fractional ideal X˜ x Y˜ R˜ is equal
to P˜r for some r ∈  if and only if X x Y R = Pr . It follows that inequal-
ities (i), (ii), and (iii) for the extended modules imply the corresponding
inequalities for the original R-modules.
Finally Lemma 6 (iii) shows that the conditions for equalities are the
same in the extended modules and in the original R-modules.
4. EXAMPLES
In this section we show that no inclusion relation holds in general be-
tween discA and A x DA/R. In the following we give sequences Kn;An
where Kn is an extension of p of degree n and An is a p-order of
Kn such that, setting An x DAn/p/discAn = pan , we have an → +∞
and sequences for which an → −∞. Examples 1 and 2 deal with unram-
ied extensions, while Examples 3 and 4 deal with totally ramied exten-
sions. Finally in Example 5 we describe a non-Gorenstein ring for which
A x DA/R = discA.
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Let K be a nite extension of p, let R be the ring of integers of K, and
let P = pi be the maximal ideal of R. Then R/P ∼= q = pf , where f is
the inertial degree of K/p. Let T be a set of representatives in R of R/P
and let θ:T → q be a bijection.
Example 1. Let K = Ln n ≥ 3 be the unique unramied extension
of p of degree n. For k ≥ 2, let V be a p-linear subspace of q of
dimension n− k, let v¯1 = 1; : : : ; v¯n−k be a linear basis of V over p, and
let v¯1; : : : ; v¯n−k; w¯1; : : : ; w¯k be a basis of q. Let vi; wj ∈ R be such that
θvi = v¯i, θwj = w¯j . Now dene A = An;k to be the p-order generated
(as a module) by 1; pv2; : : : ; pvn−k; p2w1; : : : ; p2wk.
We have discAn;k = p2n+k−1.
Let Z = z¯1; : : : ; z¯k, W = z¯1; : : : ; z¯k; w¯1; : : : ; w¯n−k−1 be the dual
spaces with respect to the trace of V and p, respectively, and let
wi; zj ∈ R be such that θwi = w¯i, θzj = z¯j . Then one immediately
checks that
A′n; k = z1p−2; : : : ; zkp−2; w1p−1; : : : ; wn−k−1p−1; 1:
Note that V = Tki=1 z¯−1i W (in fact v¯ ∈ V if and only if Trq/pv¯z¯i = 0 for
i = 1; : : : ; k, i.e., if and only if v¯z¯i ∈ W for all i).
Clearly A′−1n; k contains p
4R, and all its elements are divisible by p2. Let
Gm be the set of elements of A
′−1
n; k divisible by p
m, and for x ∈ Gm,
x = tmpm + tm+1pm+1 + · · ·, let θmx = θtm. Setting, moreover, 0m =
θmx x ∈ Gm, we have
02 ⊆ ω ∈ q ωZ ⊆ p = 0
since dimZ = k > 1, and
03 = ω ∈ q ωZ ⊆ V  =
k\
j=1
z¯−1j V =
\
i≤j
z¯iz¯j−1W:
Hence 03 is the dual space of the space generated by z¯iz¯ji≤j . It follows
that A′−1n; k = γ1; : : : ; γd  + p4R, where
d = dim 03 = n− dimz¯iz¯j ≥ n−
kk+ 1
2
:
Furthermore, the last inequality is an equality if and only if the z¯iz¯j are
linearly independent. We note that this really happens when z¯i = α2i−1 and
q = pα has a degree of at least 2k − 1 over p.
By choosing Z (and hence V ) such that dimz¯iz¯j = kk+12 , we have
A x A′−1 = p2n+kk−1/2+1;
and A x A′−1 ⊂ discA whenever kk−12 + 1 − 2k − 1 = k−2k−32 >
0, hence for k > 3. Finally A x A′−1/discA = pk−2k−3/2 can be
arbitrarily small.
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Example 2. By choosing k = n − 1 in Example 1 we get immediately
that 03 = 0, whence
A x A′−1 = p2n+2; discA = p4n−4;
and discA/A x A′−1 = p2n−6 can be arbitrarily small.
Example 3. Let K = ppi, where pin = p is a totally ramied ex-
tension of p of degree n. Let k be an integer 2 ≤ k < n and let
J = j1; : : : ; jk, I = i1 : : : ; in−k−1 be a partition of 1; : : : ; n − 1. We
assume that j1 < · · · < jk and i1 < · · · < in−k−1. We consider the p-order
Bn; J of K dened by
Bn; J = 1; ppii1; : : : ; ppiin−k−1; p2pij1; : : : ; p2pijk:
A short calculation shows that
B′n; J = 1; p−1pi−i1; : : : ; p−1pi−in−k−1; p−2pi−j1; : : : ; p−2pi−jk:
We contend that all elements of B′−1n; J must be divisible by p
3pijk−1. In fact it
is straightforward to verify that they are divisible by p2pijk ; hence we have
only to show that x = tmpim + tm+1pim+1 + · · · 6∈ B′−1n; J for 2n + jk ≤ m <
3n+ jk and θtm 6= 0. This can be seen, for m = 2n+ jk, by multiplying x
by p−2pi−j1 and, for 2n+ jk < m < 3n+ jk, by multiplying x by p−2pi−jk .
For 3n + jk ≤ m ≤ 3n + 2jk, we have that pim 6∈ B′−1n; J (or, equivalently,
no element x = tmpim + tm+1pim+1 + · · · with θtm 6= 0 belongs to Bn; J) if
and only if there exists α ∈  such that piα ∈ B′−1n; J and pim+α 6∈ Bn; J , hence
if and only if there exist j; j′ ∈ J such that j + j′ = m− 3n. Note that this
happens at most
(
k+1
2

times, i.e., when all possible sums j + j′ are distinct
and lie in the required interval.
Finally B′−1n; J contains pi
m for m > 3n+ 2jk. It follows that
discA = p2n−1+k+n−1 = p3n−1+2k
A x A′−1 = S x A
′−1
S x A = S x A
′−1p−n−1+k
S x A′−1 ⊇ p3n+jk+k+12 : (12)
To get
A x A′−1 ⊆ discA (13)
it is necessary that
3n+ jk +
(
k+1
2
− n− 1+ k> 3n− 1 + 2k
jk − n− 1 +
(
k
2
− 2k+ 3> 0: (14)
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Furthermore, jk ≤ n− 1; hence necessarily(
k
2
− 2k+ 3 > 0
k−2k−3
2 > 0:
(15)
By taking n ≥ 2k, jk−i = 2k − 2i, we get equality in (12) and that
(13), (14), (15) are all equivalent. Finally if k > 3, (13) is veried, and
clearly A x A′−1/discA = pk−2k−3/2 can be arbitrarily small.
Example 4. If in Example 3 we choose J = 1; : : : ; k we get pim 6∈
B′−1n; J for all 3n+ k ≤ m ≤ 3n+ 2k, i.e., for k+ 1 values of m in the critical
interval. It follows that
A x A′−1 = p2n+k+2; discA = p3n+2k−3;
whence discA/A x A′−1 = pn+k−5 can be arbitrarily small.
Example 5. If in Example 3 we choose k = 2 and n = 4 we obtain
A = pppi;p2pi2; p2pi3
A′ =

1
p2pi2
; 1
p2pi3

A
A′−1 = p3pi3; p5pi;p5pi2A
(16)
and discA = A x A′−1 = p13, but A is not a Gorenstein ring.
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