Introduction
A two-sample microarray design aims at identifying genes expressed differentially in two-sample cDNA arrays. A two-sample experiment is a commonly used design to compare relative mRNA abundance between two different samples. Several statistical techniques are available for such designs. For the identification of differentially expressed genes, four methods were compared: a fold test, a t-test [3] , SAM [4] and an ANOVAbased bootstrap method [2] . Mutual comparison of these methods clearly illustrates each method's advantages and pitfalls.
Results
The dataset used in this review compares a spontaneous knock-out (KO) and wild-type (WT) mouse using a Latin square design (all genes were spotted in duplicate). On the first array, the test sample (KO) was labeled with the red dye while the corresponding reference (WT) was labeled with the green dye, and on the second array the colors were reversed (i.e. color flip experiment). Such design resulted in four measurements per gene for each condition tested. Data were preprocessed using either a slide by slide approach or an ANOVA-based approach [1, 2] . In all cases, ratios (or rescaled ratio's in the case of ANOVA) were used as estimates of the rate to which genes are differentially expressed.
Conclusion
We were interested in finding out which of the methods tested performed best when only a restricted number of replicates was available. The following conclusions could be made. Each of the methods differs in the required assumptions on the variance of the data and on the distribution of the residuals under the H 0 hypothesis. Therefore, the method for which the underlying assumptions were best satisfied gave the most reliable results. The t-test could certainly be used as a more statistically founded alternative of the fold test. However, it had the tendency to retrieve many consistently behaving ratio estimates too close to 0 to be called differentially expressed. Moreover, the t-test has a rather low power because of the restricted number of replicates. Of all methods tested on our dataset, SAM clearly outperformed the other methods because the underlying assumptions were probably best satisfied. The ANOVA-based bootstrap method clearly underperformed in identifying differentially expressed genes. Nevertheless, from a theoretical point of view, ANOVA is most powerful to analyze microarray data. The simultaneous use of all measurements, not only to estimate the experimental noise, but also to normalize the data is a major advantage. Moreover, ANOVA can be extended to more complex designs and can take into account the specifications of each experimental setup. However, the non-linear tendencies in the data prohibit the use of ANOVA for data normalization (Fig.1 A) . This problem could be partially alleviated by performing a Lowess normalization (Fig.1 B) [5] prior to the application of the ANOVA model. The assumption of a constant residual variance is obviously an oversimplification viewing the non-linear trends in the data and the additivity of the error in the low expression range. At this stage this oversimplification renders the use of bootstrapping for reliable identification of differentially expressed genes impossible.
Especially because we observed that the heteroscedasticity is due to a hyperposition of non-linear trends in residuals for separate combinations of major effects (Fig. 1, e. g. all genes measured with dye 1 and array 2). Because of the overall low agreement between the different methods on the predictions, combining the predictions made by the different methods gives the most reliable results and -at least partly -overcomes the specific problems of each method. 
