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Abstract
We derive new prox-functions on the simplex from additive random utility models of
discrete choice. They are convex conjugates of the corresponding surplus functions. In
particular, we explicitly derive the convexity parameter of discrete choice prox-functions
associated with generalized extreme value models, and specifically with generalized nested
logit models. Incorporated into subgradient schemes, discrete choice prox-functions lead
to natural probabilistic interpretations of the iteration steps. As illustration we discuss an
economic application of discrete choice prox-functions in consumer theory. The dual aver-
aging scheme from convex programming naturally adjusts demand within a consumption
cycle.
Keywords: convex programming, prox-function, discrete choice, additive random
utility models, dual averaging, consumption cycle.
1 Introduction
The use of prox-functions in convex programming has become standard in recent decades.
Originally, they were introduced in the context of mirror descent methods [12]. In order
to explain how prox-functions enter into optimization methods, we recall their definition.
Definition 1 (Prox-function) We say that d : Rn → R ∪ {∞} is a prox-function on a
closed convex set Q ⊂ Rn if
(1) d is continuous with the domain containing Q, i. e. Q ⊂ dom d.
(2) d is strongly convex on Q with respect to a norm ‖ · ‖, i. e. there exists a constant
β > 0 such that for all x, y ∈ Q and α ∈ [0, 1] it holds:
d(αx + (1− α)y) ≤ αd(x) + (1− α)d(y) − β
2
α(1 − α)‖x− y‖2.
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(3) The computation of the convex conjugate
d∗(s) = max
x∈Q
〈s, x〉 − d(x) (A)
is simple, i. e. the unique maximizer x(s) can be easily obtained for any s ∈ Rn.
Auxiliary optimization problem (A) is known to be a key ingredient for minimizing a
convex function f on Q by subgradient schemes. Let us take for s subgradients of f
or their weighted aggregates. Then, (A) defines a mapping from the dual space with
subgradient information s into the primal space with feasible iterates x(s) ∈ Q. This idea
leads in particular to primal-dual subgradient methods for convex problems [13].
There are at least two advantages of using prox-funcions in (A):
(a) It is well known that the complexity bounds for optimization methods heavily depend
on the size of the feasible set Q. This value has been traditionally defined with
respect to Euclidean norm. However, the size of Q, measured with respect to another
norm, can be smaller. Thus, by introducing prox-functions, which are strongly
convex with respect to an appropriate norm ‖ · ‖, it is possible to take into account
a particular geometry of the feasible set Q.
(b) More interestingly, prox-functions often allow natural interpretations of the iteration
steps (A) within the convex optimization framework. This feature is important
in order to explain agents’ behavioral dynamics as being driven by unintentional
optimization. Let us illustrate this for the well known entropic prox-function
d(p) =
n∑
i=1
p(i) ln p(i)
on the (n− 1)-dimensional simplex
∆ =
{
p ∈ Rn
∣∣∣∣∣
n∑
i=1
p(i) = 1, p(i) ≥ 0
}
.
For the feasible set Q = ∆ the auxiliary optimization problem (A) reads:
max
p∈∆
n∑
i=1
s(i)p(i) −
n∑
i=1
p(i) ln p(i).
Its unique solution is given by
p(i)(s) =
es
(i)
n∑
i=1
es
(i)
, i = 1, . . . , n.
This formula is in accordance with the logit model of discrete choice: p(i)(s) can be
viewed as the choice probability of detecting s(i) to be maximal among s(1), . . . , s(n).
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In this paper we introduce prox-functions on the simplex which allow similar proba-
bilistic interpretation as above. They are derived from the additive random utility models
of discrete choice [2]. Note that the logit model is just one prominent example within
this class. Our main result in Section 2 states that the convex conjugate of the surplus
function, associated with an additive random utility model, is a prox-function on the
simplex. For the convex conjugate of the corresponding surplus function we show con-
tinuity (Section 2.2.1), strong convexity (Section 2.2.2), and simplicity (Section 2.2.3).
In particular, we explicitly derive the convexity parameter for the class of generalized
extreme value models [9], and specifically of generalized nested logit models [18]. Section
3 is devoted to an economic application of discrete choice prox-functions in consumer the-
ory. The discrete choice prox-functions are incorporated into the dual averaging scheme
from [13] for consumer’s utility maximization. This ensures that the update of internal
prices for goods’ qualities is due to an additive random utility model. The dual averaging
scheme corresponds to a natural consumption cycle which successively leads to an optimal
consumption of goods (Section 3.3). We mention that the proposed consumption cycle
generalizes [14] where the update of internal prices is due to the logit model.
Notation. Our notation is quite standard. We denote by Rn the space of n-
dimensional column vectors x =
(
x(1), . . . , x(n)
)T
, by Rn+ the set of all vectors with
nonnegative components. If the components of x ∈ Rn are nonnegative (positive), we
write x ≥ 0 (x > 0). For x ∈ Rn we write x(−i) ∈ Rn−1 meaning that the i-th component
of x is missing. Analogously, we write x(−i,j) ∈ Rn−2 meaning that both i-th and j-th
components of x are missing. For x, y ∈ Rn we introduce the standard scalar product and
(if additionally y > 0) the vector division:
〈x, y〉 =
n∑
i=1
x(i)y(i),
x
y
=
(
x(1)
y(1)
, . . . ,
x(n)
y(n)
)T
.
For x ∈ Rn we use the following norms:
‖x‖1 =
n∑
i=1
∣∣∣x(i)∣∣∣ , ‖x‖∞ = max
1≤i≤n
∣∣∣x(i)∣∣∣ .
Note that they are dual to each other, i. e.
‖x‖∞ = sup
‖y‖1≤1
〈y, x〉, ‖x‖1 = sup
‖y‖
∞
≤1
〈x, y〉.
We denote by ej ∈ Rn the j-th coordinate vector of Rn. All components of the vector
e ∈ Rn are equal to one. The space of (n×n)-matrices with real-valued entries is denoted
by Rn×n. We use the induced matrix norm for A ∈ Rn×n:
‖A‖∞,1 = max‖z‖∞≤1 ‖Az‖1 .
Given a twice differentiable function f : Rn → R, ∇f denotes the gradient and ∇2f stands
for the Hessian matrix.
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2 Discrete choice prox-functions on the simplex
We derive discrete choice prox-functions on the simplex from additive random utility
models.
2.1 Additive random utility models
The additive random utility framework has been first introduced in economic context [9].
It aims to model the discrete choice from a finite number of alternatives {1, . . . , n} by a
rational decision-maker prone to some random errors. Accordingly, the i-th alternative is
endowed with the utility
u(i) + ǫ(i),
where u(i) ∈ R is its deterministic part and ǫ(i) is a random error. We denote by
u =
(
u(1), . . . , u(n)
)T
, ǫ =
(
ǫ(1), . . . , ǫ(n)
)T
the vectors of deterministic utilities and of random utility shocks, respectively. The fol-
lowing assumption on the stochastic errors is standard, see e. g. [2].
Assumption 1 The random vector ǫ follows a joint distribution with finite mean that is
absolutely continuous with respect to the Lebesgue measure and fully supported on Rn.
Since a rational decision-maker chooses alternatives with the maximal utility, the corre-
sponding surplus is given by the expectation
E(u) = Eǫ
(
max
1≤i≤n
u(i) + ǫ(i)
)
.
It is well-known that the surplus function E is convex and differentiable [2]. In particular,
its partial derivatives can be expressed as choice probabilities:
∂E(u)
∂u(i)
= P
(
u(i) + ǫ(i) = max
1≤i≤n
u(i) + ǫ(i)
)
, i = 1, . . . , n. (1)
The latter means that the i-th partial derivative of E corresponds to the probability of
perceiving the i-th alternative as one with the maximal utility among the others. This
result is known as the Williams-Daly-Zachary theorem in the discrete choice literature
[9, 10]. The formula (1) is valid due to the fact that, under Assumption 1, the ties
between the alternatives occur with zero-probability, i. e.
P
(
ǫ(i) − ǫ(j) = c
)
= 0 for all i 6= j and c ∈ R.
2.2 Convex conjugate of the surplus function
We turn our attention to the convex conjugate E∗ : Rn → R∪{∞} of the surplus function:
E∗(p) = sup
u∈Rn
〈p, u〉 − E(u),
where p =
(
p(1), . . . , p(n)
)T ∈ Rn is the vector of dual variables.
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2.2.1 Continuity
We discuss the continuity of the convex conjugate E∗ on its domain
domE∗ = {p ∈ Rn |E∗(p) <∞} .
For that, we need some elementary properties of the surplus function E listed below.
Lemma 1 (Elementary properties of E) For the surplus function E it holds:
(E1) E(u+ γe) = E(u) + γ for all γ ∈ R, u ∈ Rn.
(E2) E(u) ≥ E(v) for all u, v ∈ Rn with u ≥ v.
(E3) E(u) ≥ max
1≤i≤n
u(i) + min
1≤i≤n
Eǫ
(
ǫ(i)
)
for all u ∈ Rn.
Proof:
(E1) The linearity of the expectation provides:
E(u+γe) = Eǫ
(
max
1≤i≤n
(
u(i) + γ + ǫ(i)
))
= Eǫ
(
max
1≤i≤n
(
u(i) + ǫ(i)
)
+ γ
)
= E(u)+γ.
(E2) The monotonicity of the expectation provides:
E(u) = Eǫ
(
max
1≤i≤n
u(i) + ǫ(i)
)
≥ Eǫ
(
max
1≤i≤n
v(i) + ǫ(i)
)
= E(v).
(E3) Due to the finite mean condition from Assumption 1, we have for every i ∈ {1, . . . , n}:
E(u) = Eǫ
(
max
1≤i≤n
u(i) + ǫ(i)
)
≥ Eǫ
(
u(i) + ǫ(i)
)
≥ u(i) + min
1≤i≤n
Eǫ
(
ǫ(i)
)
.
✷
Theorem 1 (Continuity of E∗) The convex conjugate E∗ is continuous on its domain
domE∗ which coincides with the simplex ∆.
Proof:
Let us first show that domE∗ ⊆ ∆. For p ∈ Rn with 〈p, e〉 6= 1 we have:
E∗(p) ≥ sup
γ∈R
〈p, v + γe〉 − E(v + γe) (E1)= 〈p, v〉 − E(v) + sup
γ∈R
γ(〈p, e〉 − 1) =∞,
where v ∈ Rn is fixed. For p ∈ Rn with p(i) < 0 for an i ∈ {1, . . . , n} we have:
E∗(p) ≥ sup
γ≤0
〈p, γei〉 − E (γei)
(E2)
≥ sup
γ≤0
γp(i) − E (0) =∞,
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where ei denotes the i-th coordinate vector. Secondly, we prove that domE
∗ ⊇ ∆. For
that, it is sufficient to show that E∗ is bounded from above on ∆. Due to (E3) from
Lemma 1, it holds:
sup
p∈∆
E∗(p) = sup
p∈∆
(
sup
u∈Rn
〈p, u〉 − E(u)
)
= sup
u∈Rn
(
sup
p∈∆
〈p, u〉 − E(u)
)
= sup
u∈Rn
(
max
1≤i≤n
u(i) − E(u)
)
≤ − min
1≤i≤n
Eǫ
(
ǫ(i)
)
.
(2)
Further, we discuss the continuity of E∗ on the simplex ∆. Since E∗ is convex, it is
continuous on the relative interior rint(∆) of its domain. The continuity of E∗ on the
whole domain ∆ can be deduced by an application of the Gale-Klee-Rockafellar theorem.
The Gale-Klee-Rockafellar theorem says that a convex function is upper semi-continuous
at every point at which its domain is polyhedral [5]. Note that the domain of E∗ –
the (n − 1)-dimensional simplex ∆ – is polyhedral. Moreover, the convex conjugate of a
function is always lower semi-continuous, so is E∗ on ∆. Together, the lower and upper
semi-continuity of E∗ on ∆ provides the claim. ✷
Theorem 1 says that the convex conjugate E∗ is finite on the simplex ∆. The latter
can be viewed as the set of probability distributions. Hence, the dual variables p can be
interpreted as the probabilities attached to the alternatives {1, . . . , n}.
Corollary 1 (Upper bound for E∗) The convex conjugate E∗ is bounded from above
on its domain ∆, namely it holds:
E∗(p) ≤ − min
1≤i≤n
Eǫ
(
ǫ(i)
)
for all p ∈ ∆.
Proof:
The assertion follows from the derivation in (2). ✷
2.2.2 Strong Convexity
We show that the convex conjugate E∗ is strongly convex under suitable assumptions,
and estimate its convexity parameter.
Definition 2 (Strong convexity of E∗) The convex conjugate E∗ : ∆ → R is β-
strongly convex with respect to the ‖ · ‖1 norm if for all p, q ∈ ∆ and α ∈ [0, 1] we
have:
E∗(αp + (1− α)q) ≤ αE∗(p) + (1− α)E∗(q)− β
2
α(1− α)‖p − q‖21.
The positive constant β is called the convexity parameter of E∗.
The strong convexity of E∗ is closely related to the strong smoothness of E.
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Definition 3 (Strong smoothness of E) The surplus function E : Rn → R is L-
strongly smooth with respect to the maximum norm ‖ · ‖∞ if for all u, v ∈ Rn we have:
E(u+ v) ≤ E(u) + 〈∇E(u), v〉 + L
2
‖v‖2∞.
The positive constant L is called the smoothness parameter of E.
The following duality result between the strong convexity of E∗ and the strong smooth-
ness of E can be easily deduced from [6, Theorem 6] shown there in the general setting.
Lemma 2 (Strong convex/smooth duality) The convex conjugate E∗ is β-strongly
convex with respect to the ‖ · ‖1 norm if and only if the surplus function E is 1β -strongly
smooth with respect to the maximum norm ‖ · ‖∞.
Proof:
We apply [6, Theorem 6] which says that a closed and convex function is β-strongly convex
with respect to a norm if and only if its convex conjugate is 1β -strongly smooth with respect
to the dual norm. For that, we note that E∗ is proper and lower semi-continuous, hence,
closed. Moreover, by the Fenchel-Moreau theorem we have
E∗∗ = E,
since E is, in particular, a proper, lower semi-continuous, and convex function. Finally,
the dual of the ‖ · ‖1 norm is the maximum norm ‖ · ‖∞. ✷
In view of Lemma 2, we may focus on the strong smoothness of E. For the char-
acterization of the latter property, we use the fact that the surplus function E is twice
differentiable. Let us compute the second order partial derivatives of E. Recall that its
i-th partial derivative can be written as the choice probability
∂E(u)
∂u(i)
= P
(
ǫ(−i) − ǫ(i) ≤ u(i) − u(−i)
)
=
∫ u(i)−u(−i)
−∞
∫ ∞
−∞
fǫ
(
y(−i) + x(i), x(i)
)
dx(i) dy(−i),
where fǫ is the probability density function of the random utility shocks ǫ. Here, the inner
integral is the probability density function of the (n − 1)-dimensional vector of random
differences ǫ(−i)− ǫ(i) [2]. By differentiating this formula with respect to u(j) for j 6= i, we
obtain mixed partial derivatives of E:
∂2E(u)
∂u(i)∂u(j)
= −
∫ u(i)−u(−i,j)
−∞
∫ ∞
−∞
fǫ
(
y(−i,j) + x(i), u(i) − u(j) + x(i), x(i)
)
dx(i) dy(−i,j).
This integral can be interpreted as the probability density that ǫ(j) − ǫ(i) = u(i) − u(j),
and ǫ−i,j − ǫ(i) ≤ u(i) − u(−i,j), i. e. both alternatives i and j yield the maximal utility.
Analogously, we obtain the second order partial derivative of E with respect to u(i):
∂2E(u)
∂u(i)2
=
∑
j 6=i
∫ u(i)−u(−i,j)
−∞
∫ ∞
−∞
fǫ
(
y(−i,j) + x(i), u(i) − u(j) + x(i), x(i)
)
dx(i) dy(−i,j).
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Lemma 3 (C2-characterization of strong smoothness of E) The surplus function
E is L-strongly smooth with respect to the maximum norm ‖·‖∞ if for all u ∈ Rn it holds:∥∥∇2E(u)∥∥∞,1 ≤ L.
Proof:
For any u, v ∈ Rn we have:
∇E(u)−∇E(v) =
∫ 1
0
d∇E(v + τ(u− v)) =
∫ 1
0
∇2E(v + τ(u− v)) · (u− v) dτ.
Hence, the gradient of E is Lipschitz continuous:
‖∇E(u)−∇E(v)‖1 ≤
∫ 1
0
∥∥∇2E(v + τ(u− v)) · (u− v)∥∥
1
dτ
≤
∫ 1
0
∥∥∇2E(v + τ(u− v))∥∥∞,1 · ‖u− v‖∞ dτ ≤ L · ‖u− v‖∞ .
Further, we have:
E(u+ v)− E(u) =
∫ 1
0
dE(u+ τv) =
∫ 1
0
〈∇E(u+ τv), v〉dτ.
Due to the Lipschitz continuity of ∇E, we obtain:
E(u+ v)− E(u)− 〈∇E(u), v〉 =
∫ 1
0
〈∇E(u+ τv)−∇E(u), v〉dτ
≤
∫ 1
0
‖∇E(u+ τv)−∇E(u)‖1 · ‖v‖∞ dτ
≤
∫ 1
0
L · ‖u+ τv − u‖∞ · ‖v‖∞ dτ =
L
2
‖v‖2∞ .
✷
Now, let us consider the set A of symmetric matrices A = (aij) ∈ Rn×n satisfying:
(A1) aii ≥ 0 for all i = 1, . . . , n, and aij ≤ 0 for all i 6= j,
(A2) aii +
∑
j 6=i
aij = 0 for all i = 1, . . . , n.
Note that the set A is closed under matrix addition and multiplication by nonnengative
scalars, i e. for any A,B ∈ A and λ ≥ 0 it holds:
A+B,λA ∈ A.
Moreover, the Hessian matrix ∇2E(u) of the surplus function is an element of A.
8
Lemma 4 (Representation of ‖ · ‖∞,1) For A ∈ A it holds:
‖A‖∞,1 = 4max

 ∑
i,j∈K
aij
∣∣∣∣∣∣ K ⊂ {1, . . . , n}, |K| ≤
⌊n
2
⌋
 . (3)
Proof:
The maximum in the definition of the matrix norm
‖A‖∞,1 = max‖z‖∞≤1 ‖Az‖1
is attained at some vertex of the feasible set {z ∈ Rn | ‖z‖∞ ≤ 1}. These are the vectors
zK = eK − eKc,
where eK ∈ Rn is the indicator vector of the subset K ⊂ {1, . . . , n}, i. e. e(i)K = 1 if i ∈ K,
and e
(i)
K = 0 if i 6∈ K. We may restrict the choice of K by the condition |K| ≤
⌊
n
2
⌋
, since
‖AzKc‖1 = ‖A (−zK)‖1 = ‖AzK‖1 .
For such a fixed subset K we compute
‖AzK‖1 =
∑
i∈K
∣∣∣∣∣∣aii +
∑
j∈K\{i}
aij −
∑
j∈Kc
aij
∣∣∣∣∣∣+
∑
i∈Kc
∣∣∣∣∣∣
∑
j∈K
aij − aii −
∑
j∈Kc\{i}
aij
∣∣∣∣∣∣
(A2)
= 2
∑
i∈K
∣∣∣∣∣∣aii +
∑
j∈K\{i}
aij
∣∣∣∣∣∣+ 2
∑
i∈Kc
∣∣∣∣∣∣
∑
j∈K
aij
∣∣∣∣∣∣
(A1)
= 2
∑
i∈K

aii + ∑
j∈K\{i}
aij

− 2 ∑
i∈Kc
∑
j∈K
aij
= 2
∑
j∈K

ajj + ∑
i∈K\{j}
aij −
∑
i∈Kc
aij


(A2)
= 2
∑
j∈K

2ajj + 2 ∑
i∈K\{j}
aij

 = 4 ∑
i,j∈K
aij .
✷
We use Lemma 4 to estimate the ‖ · ‖∞,1 norm on a particular subset of A, which will
appear in what follows.
9
Corollary 2 For p ∈ ∆ we define the matrix R = diag (p)−p ·pT . It holds for the latter:
R ∈ A, ‖R‖∞,1 ≤ 1.
Proof:
The symmetric matrix R = (rij) fulfills (A1), since in view of p ∈ ∆ it holds for all
i = 1, . . . , n, and i 6= j:
rii = p
(i)
(
1− p(i)
)
≥ 0, rij = −p(i)p(j) ≤ 0.
It also fulfills (A2) due to the following derivation:
R · e = diag (p) · e− p · pT · e = p− p = 0.
Let us fix a subset of indices K ⊂ {1, . . . , n}. We estimate the following expression from
Lemma 4 uniformly for all p ∈ ∆:
∑
i,j∈K
rij =
∑
i∈K
p(i)

1−∑
j∈K
p(j)

 .
For that, let us solve the maximization problem
max
∑
i∈K
p(i)
(
1−
∑
i∈K
p(i)
)
s. t.
∑
i∈K
p(i) ≤ 1, p(i) ≥ 0 for all i ∈ K.
Without loss of generality, we may assume that for its solution holds:∑
i∈K
p(i) < 1, p(i) > 0 for all i ∈ K.
Otherwise, the optimal value vanishes or we pass over to a smaller subset of indices. The
first order optimality condition reads:
1−
∑
i∈K
p(i) −
∑
i∈K
p(i) = 0.
Hence, we get
∑
i∈K
p(i) =
1
2
, and the optimal value is
∑
i∈K
p(i)
(
1−
∑
i∈K
p(i)
)
=
∑
i∈K
p(i)
(
1− 1
2
)
=
1
4
.
The application of Lemma 4 provides the assertion. ✷
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Lemma 5 (Estimation of ‖ · ‖∞,1) For A ∈ A it holds:
‖A‖∞,1 ≤ 2 tr (A) ,
where tr (A) denotes the trace of the matrix A.
Proof:
For any z ∈ Rn it holds:
‖Az‖1 =
n∑
i=1
∣∣∣∣∣∣
n∑
j=1
aijz
(j)
∣∣∣∣∣∣ ≤
n∑
i=1
n∑
j=1
|aij | ·
∣∣∣z(j)∣∣∣ ≤ n∑
i=1
n∑
j=1
|aij | · ‖z‖∞ .
Additionally, we have:
n∑
i=1
n∑
j=1
|aij |
(A1)
=
n∑
i=1

aii −∑
j 6=i
aij

 (A2)= n∑
i=1
(aii + aii) = 2 tr (A) .
Overall, we obtain the inequality:
‖A‖∞,1 = max‖z‖∞≤1 ‖Az‖1 ≤ max‖z‖∞≤1 2 tr (A) ‖z‖∞ = 2 tr (A) .
✷
Now, we are ready to state the general result on the strong convexity of E∗. It is given
in terms of the differences ǫ(j) − ǫ(i), i 6= j, of random utility shocks. We recall that the
density function of ǫ(j) − ǫ(i) can be written as
gi,j (z) =
∫ ∞
−∞
∫ ∞
−∞
fǫ
(
y(−i,j) + x(i), z + x(i), x(i)
)
dx(i) dy(−i,j).
Any point z¯i,j ∈ R which maximizes the density function gi,j is called a mode of the
random variable ǫ(j) − ǫ(i).
Theorem 2 (Strong convexity of E∗) Let the differences ǫ(j) − ǫ(i) of random utility
shocks have modes z¯i,j ∈ R, i 6= j. Then, the corresponding convex conjugate E∗ is β-
strongly convex with respect to the ‖ · ‖1 norm, where the convexity parameter is given
by
β =
1
2
n∑
i=1
∑
j 6=i
gi,j (z¯i,j)
.
Proof:
We estimate the second order derivative of the surplus function E with respect to u(i):
∂2E(u)
∂u(i)2
=
∑
j 6=i
∫ u(i)−u(−i,j)
−∞
∫ ∞
−∞
fǫ
(
y(−i,j) + x(i), u(i) − u(j) + x(i), x(i)
)
dx(i) dy(−i,j)
≤
∑
j 6=i
∫ ∞
−∞
∫ ∞
−∞
fǫ
(
y(−i,j) + x(i), u(i) − u(j) + x(i), x(i)
)
dx(i) dy(−i,j)
=
∑
j 6=i
gi,j
(
u(i) − u(j)
)
≤
∑
j 6=i
gi,j (z¯i,j) .
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Hence, we obtain for the trace of ∇2E the following inequality:
tr
(∇2E(u)) = n∑
i=1
∂2E(u)
∂u(i)2
≤
n∑
i=1
∑
j 6=i
gi,j (z¯i,j) .
In view of Lemma 5, whose application is justified by the fact that the matrix ∇2E(u)
fulfills (A1)–(A2), it holds:
∥∥∇2E(u)∥∥∞,1 ≤ 2 tr (∇2E(u)) ≤ 2 n∑
i=1
∑
j 6=i
gi,j (z¯i,j) =
1
β
.
The latter provides, due to Lemma 3, that the surplus function E is 1β -strongly smooth
with respect to the maximum norm ‖ · ‖∞. Finally, we apply Lemma 2 to conclude that
the convex conjugate E∗ is β-strongly convex with respect to the ‖ · ‖1 norm. ✷
Remark 1 (Existence of modes) We note that the condition on the existence of modes
in Theorem 2 cannot be weakened. This can be seen already in case of two alternatives,
i. e. n = 2. Then, the second order derivative of the surplus function E is
∇2E(u) =
(
g1,2
(
u(1) − u(2)) −g1,2 (u(1) − u(2))
−g2,1
(
u(2) − u(1)) g2,1 (u(2) − u(1))
)
.
After a moment of reflection we realize that
g1,2
(
u(1) − u(2)
)
= g2,1
(
u(2) − u(1)
)
.
Due to Lemma 4, it holds:∥∥∇2E(u)∥∥∞,1 = 4g1,2 (u(1) − u(2)) .
From now on we assume that g1,2 is continuous. Hence, the reverse implication in Lemma
3 becomes valid, and E is strongly smooth – or, equivalently, E∗ is strongly convex – if and
only if the density function g1,2 is bounded on R. The latter property can be characterized
by the existence of a mode z¯1,2 of ǫ
(2) − ǫ(1). Additionally, the convexity parameter of E∗
from Theorem 2 can be expressed as
β =
1
2
n∑
i=1
∑
j 6=i
gi,j (z¯i,j)
=
1
4g1,2 (z¯1,2)
=
1
‖∇2E (u¯)‖∞,1
,
where the utilities u¯ =
(
u¯(1), u¯(2)
)T
are chosen to satisfy u¯(1) − u¯(2) = z¯1,2. This formula
provides that the convexity parameter of E∗ cannot be larger than β. ✷
The estimation of the convexity parameter of E∗ in Theorem 2 is rather pessimistic
when the number of alternatives increases. The dependence of β on n becomes explicit
in case of independent and identically distributed random utility shocks.
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Corollary 3 (Strong convexity of E∗ for IID utility shocks) Let the random util-
ity shocks ǫ(i), i = 1, . . . , n, be independent and identically distributed with the common
probability density function f having a mode z¯ ∈ R. Then, the corresponding convex
conjugate E∗ is β-strongly convex with respect to the ‖ · ‖1 norm, where the convexity
parameter is given by
β =
1
2n(n− 1)f (z¯) .
Proof:
We estimate the probability distribution function of ǫ(j) − ǫ(i):
gi,j (z) =
∫ ∞
−∞
∫ ∞
−∞
fǫ
(
y(−i,j) + x(i), z + x(i), x(i)
)
dx(i) dy(−i,j)
=
∫ ∞
−∞
∫ ∞
−∞
∏
k 6=i,j
f
(
yk + x
(i)
)
f
(
z + x(i)
)
f
(
x(i)
)
dx(i) dy(−i,j)
=
∫ ∞
−∞
f
(
z + x(i)
)
f
(
x(i)
) ∏
k 6=i,j
∫ ∞
−∞
f
(
yk + x
(i)
)
dyk dx
(i).
For all k 6= i, j, and x(i) ∈ R we have:∫ ∞
−∞
f
(
yk + x
(i)
)
dyk = 1.
Moreover, f
(
z + x(i)
) ≤ f (z¯) for all x(i) ∈ R. Altogether, we get
gi,j (z) ≤ f (z¯) .
The application of Theorem 2 yields the assertion. ✷
In what follows we concentrate on some special distributions of random utility shocks
widely used in the discrete choice literature. For them we obtain better estimations of the
convexity parameter of E∗, in particular, not dependent on the number of alternatives.
First, we consider the class of generalized extreme value models [9]. The vector ǫ =(
ǫ(1), . . . , ǫ(n)
)T
of random utility shocks defines a generalized extreme value model (GEV)
if it follows the joint distribution given by the probability density function
fǫ
(
y(1), . . . , y(n)
)
=
∂n exp
(
−G
(
e−y
(1)
, . . . , e−y
(n)
))
∂y(1) · · · ∂y(n) ,
where the generating function G : Rn+ → R+ has the following properties:
(G1) G is homogeneous of degree 1/µ > 0.
(G1) G
(
x(1), . . . , x(i), . . . , x(n)
)→∞ as x(i) →∞, i = 1, . . . , n.
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(G3) For the partial derivatives of G with respect to k distinct variables it holds:
∂kG
(
x(1), . . . , x(n)
)
∂x(i1) · · · ∂x(ik) ≥ 0 if k is odd,
∂kG
(
x(1), . . . , x(n)
)
∂x(i1) · · · ∂x(ik) ≤ 0 if k is even.
It is well known from [9] that the surplus function for GEV is
E(u) = µ lnG (eu) + µγ,
where γ is Euler’s constant and we set eu =
(
eu
(1)
, . . . , eu
(n)
)T
for the sake of brevity.
The choice probability of the i-th alternative is given by the i-th partial derivative of the
GEV surplus function E:
P
(
u(i) + ǫ(i) = max
1≤i≤n
u(i) + ǫ(i)
)
=
∂E(u)
∂u(i)
= µ
∂G (eu)
∂x(i)
· e
u(i)
G (eu)
.
We state a sufficient condition for the strong convexity of E∗ in terms of the generating
function G.
Theorem 3 (Strong convexity of E∗ for GEV) Let a generating function G for GEV
satisfy the following inequality for all x =
(
x(1), . . . , x(n)
)T ∈ Rn+:
n∑
i=1
∂2G(x)
∂x(i)2
· x(i)2 ≤M ·G(x)
with some constant M ∈ R. Then, the corresponding convex conjugate E∗ is β-strongly
convex with respect to the ‖ · ‖1 norm, where the convexity parameter is given by
β =
1
2(µM + 1)− 1/µ .
Proof:
For the second order partial derivative of E with respect to u(i) it holds:
∂2E(u)
∂u(i)2
= µ

∂G (eu)
∂x(i)
· e
u(i)
G (eu)
(
1− ∂G (e
u)
∂x(i)
· e
u(i)
G (eu)
)
+
∂G2 (eu)
∂x(i)2
·
(
eu
(i)
)2
G (eu)


=
1
µ
∂E(u)
∂u(i)
(
1− ∂E(u)
∂u(i)
)
+
(
1− 1
µ
)
∂E(u)
∂u(i)
+ µ
∂G2 (eu)
∂x(i)2
·
(
eu
(i)
)2
G (eu)
.
Analogously, we obtain the mixed partial derivative of E for j 6= i:
∂2E(u)
∂u(i)∂u(j)
= µ
(
−∂G (e
u)
∂x(i)
eu
(i)
G (eu)
· ∂G (e
u)
∂x(j)
eu
(j)
G (eu)
+
∂G2 (eu)
∂x(i)∂x(j)
· e
u(i)eu
(j)
G (eu)
)
= − 1
µ
∂E(u)
∂u(i)
· ∂E(u)
∂u(j)
+ µ
∂G2 (eu)
∂x(i)∂x(j)
· e
u(i)eu
(j)
G (eu)
.
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Equivalently, we have in matrix form:
∇2E(u) = 1
µ
R(u) + S(u),
where
R(u) = diag (∇E(u)) −∇E(u) · ∇TE(u),
S(u) =
(
1− 1
µ
)
diag (∇E(u)) + µdiag (e
u) · ∇2G (eu) · diag (eu)
G (eu)
.
Since ∇E(u) ∈ ∆, we may apply Corollary 2 to derive that
R(u) ∈ A, ‖R(u)‖∞,1 ≤ 1.
In view of ∇2E(u), R(u) ∈ A, the matrix S(u) fulfills (A2):
S(u) · e = ∇2E(u) · e︸ ︷︷ ︸
=0
− 1
µ
R(u) · e︸ ︷︷ ︸
=0
= 0.
The off-diagonal entries of S(u) are nonpositive due to (G3), hence, S(u) fulfills also (A1).
We apply Lemma 5 to estimate the ‖ · ‖∞,1 norm of S(u) ∈ A:
‖S(u)‖∞,1 ≤ 2 tr (S(u))
= 2

(1− 1
µ
) n∑
i=1
∂E(u)
∂u(i)
+ µ
n∑
i=1
∂G2 (eu)
∂x(i)2
·
(
eu
(i)
)2
G (eu)


≤ 2
((
1− 1
µ
)
+ µM
)
.
Overall, we have:
‖∇2E(u)‖∞,1 ≤ 1
µ
‖R(u)‖∞,1 + ‖S(u)‖∞,1 ≤ 1
µ
+ 2
((
1− 1
µ
)
+ µM
)
=
1
β
.
The latter provides, due to Lemma 3, that the surplus function E is 1β -strongly smooth
with respect to the maximum norm ‖ · ‖∞. Finally, we apply Lemma 2 to conclude that
the convex conjugate E∗ is β-strongly convex with respect to the ‖ · ‖1 norm. ✷
Now, we consider generalized nested logit models (GNL) introduced in [18]. GNL is a
particular class of GEV models defined by the generating function
G(x) =
∑
ℓ∈L
(
n∑
i=1
(
σiℓ · x(i)
)1/µℓ)µℓ/µ
.
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Here, L is a generic set of nests. The parameters σiℓ ≥ 0 denote the shares of the i-th
alternative with which it is attached to the ℓ-th nest. For any fixed i ∈ {1, . . . , n} they
sum up to one: ∑
ℓ∈L
σiℓ = 1,
and σiℓ = 0 means that the ℓ-th nest does not contain the i-th alternative. Hence, the set
of alternatives within the ℓ-th nest is
Nℓ = {i |σiℓ > 0} .
The nest parameters µℓ > 0 describe the variance of the random errors while choosing
alternatives within the ℓ-th nest. Analogously, µ > 0 describes the variance of the random
errors while choosing among the nests. For the function G to fulfill (G1)-(G3) we require:
µℓ ≤ µ for all ℓ ∈ L.
The underlying choice process can be viewed to comprise two stages:
(1) the probability of choosing the ℓ-th nest is
qℓ =
evℓ/µ∑
ℓ∈L
e
vℓ/µ
,
where
vℓ = µℓ ln
(
n∑
i=1
(
σiℓ · eu(i)
)1/µℓ)
stands for the utility attached to the ℓ-th nest;
(2) the probability of choosing the i-th alternative within the ℓ-th nest is
piℓ =
(
σiℓ · eu(i)
)1/µℓ
n∑
i=1
(
σiℓ · eu(i)
)1/µℓ .
Overall, the choice probability of the i-th alternative according to GNL amounts to
P
(
u(i) + ǫ(i) = max
1≤i≤n
u(i) + ǫ(i)
)
= µ
∂G (eu)
∂x(i)
· e
u(i)
G (eu)
=
∑
ℓ∈L
qℓ · piℓ.
Corollary 4 (Strong convexity of E∗ for GNL) For GNL the corresponding convex
conjugate E∗ is β-strongly convex with respect to the ‖ · ‖1 norm, where the convexity
parameter is given by
β =
1
2
min
ℓ∈L
µℓ
− 1/µ .
Proof:
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Let us estimate the constant M from Theorem 3. We have:
∂G (x)
∂x(i)
=
1
µ
∑
ℓ∈L
(
n∑
i=1
(
σiℓ · x(i)
)1/µℓ)µℓ/µ−1 (
σiℓ · x(i)
)1/µℓ−1 · σiℓ,
and, further:
∂2G(x)
∂x(i)2
=
1
µ
∑
ℓ∈L
1
µℓ
(
µℓ
µ
− 1
)( n∑
i=1
(
σiℓ · x(i)
)1/µℓ)µℓ/µ−2((
σiℓ · x(i)
)1/µℓ−1 · σiℓ)2
+
1
µ
∑
ℓ∈L
(
1
µℓ
− 1
)( n∑
i=1
(
σiℓ · x(i)
)1/µℓ)µℓ/µ−1 (
σiℓ · x(i)
)1/µℓ−2 · σ2iℓ.
Due to µℓ ≤ µ, ℓ ∈ L, we get:
∂2G(x)
∂x(i)2
≤ 1
µ
∑
ℓ∈L
(
1
µℓ
− 1
)( n∑
i=1
(
σiℓ · x(i)
)1/µℓ)µℓ/µ−1 (
σiℓ · x(i)
)1/µℓ−2 · σ2iℓ.
We multiply these terms by x(i)2 and sum up over i = 1, . . . , n:
n∑
i=1
∂2G(x)
∂x(i)2
· x(i)2 ≤ 1
µ
∑
ℓ∈L
(
1
µℓ
− 1
)( n∑
i=1
(
σiℓ · x(i)
)1/µℓ)µℓ/µ−1
·
n∑
i=1
(
σiℓ · x(i)
)1/µℓ−2 · σ2iℓ · x(i)2
=
1
µ
∑
ℓ∈L
(
1
µℓ
− 1
)( n∑
i=1
(
σiℓ · x(i)
)1/µℓ)µℓ/µ
≤ 1
µ
max
ℓ∈L
(
1
µℓ
− 1
)
·G(x) = 1
µ

 1
min
ℓ∈L
µℓ
− 1

 ·G(x).
Hence, we may apply Theorem 3 with
M =
1
µ

 1
min
ℓ∈L
µℓ
− 1

 .
✷
Example 1 (Multinomial logit) Let in GNL there be just one nest, i. e. L = {1}, and
µ1 = µ. Then, the generating function
G(x) =
n∑
i=1
(
x(i)
)1/µ
leads to the multinomial logit (ML). The corresponding surplus function is
E(u) = µ ln
n∑
i=1
e
u(i)/µ + µγ,
and the choice probabilities are
P
(
u(i) + ǫ(i) = max
1≤i≤n
u(i) + ǫ(i)
)
=
eu
(i)/µ
n∑
i=1
e
u(i)/µ
, i = 1, . . . , n.
Note that ML can be deduced from the IID random utility shocks ǫ(i), i = 1, . . . , n, each
of them following the Gumbel distribution with zero mode and variance µπ/
√
6 [2]. For
ML the convex conjugate of the surplus function can be explicitly given:
E∗(p) = µ
n∑
i=1
p(i) ln p(i) − µγ = µH(p)− µγ,
where H is the (negative) entropy. It is well known that H is 1-strongly convex with
respect to the ‖ · ‖1 norm due to the Pinsker inequality. Hence, E∗ is µ-strongly convex
with respect to the ‖ · ‖1 norm. The same result also follows from Corollary 4 with the
convexity parameter
β =
1
2
min
ℓ∈L
µℓ
− 1/µ =
1
2/µ− 1/µ = µ.
✷
Example 2 (Nested logit) Let in GNL for every alternative i ∈ {1, . . . , n} there be a
unique nest ℓi ∈ L with σiℓi = 1, and µ = 1. Then, the nests Nℓ = {i | ℓi = ℓ} are mutually
exclusive, and the generating function
G(x) =
∑
ℓ∈L

∑
i∈Nℓ
x(i)
1/µℓ

µℓ
leads to the nested logit (NL). The corresponding surplus function is
E(u) = µ ln
∑
ℓ∈L

∑
i∈Nℓ
e
u(i)/µℓ

µℓ + µγ,
and the choice probabilities for i ∈ Nℓ, ℓ ∈ L are
P
(
u(i) + ǫ(i) = max
1≤i≤n
u(i) + ǫ(i)
)
=
e
µℓ ln
∑
i∈Nℓ
e
u(i)/µℓ
∑
ℓ∈L
e
µℓ ln
∑
i∈Nℓ
e
u(i)/µℓ
· e
u(i)/µℓ∑
i∈Nℓ
e
u(i)/µℓ
.
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For NL the convex conjugate of the surplus function is explicitly given in [4]:
E∗(p) =
∑
ℓ∈L
µℓ
∑
i∈Nℓ
p(i) ln p(i) +
∑
ℓ∈L
(1− µℓ)

∑
i∈Nℓ
p(i)

 ln

∑
i∈Nℓ
p(i)

− µγ.
By examining the first part of this formula, it can be shown that E∗ is
(
min
ℓ∈L
µℓ
)
-strongly
convex with respect to the ‖ · ‖1 norm. Corollary 4 provides the convexity parameter,
which is of the same order:
β =
1
2
min
ℓ∈L
µℓ
− 1/µ =
1
2
min
ℓ∈L
µℓ
− 1 >
1
2
min
ℓ∈L
µℓ.
✷
Example 3 (GNL’s from literature) For other specifications of GNL – except of ML
and NL – the explicit form of the convex conjugate E∗ is not known yet. In this case
Corollary 4 can be applied in order to estimate the convexity parameter of E∗.
(i) Ordered GEV [17] is a GNL model with
L = {1, . . . , n+m}, µ = 1,
σiℓ > 0 for all ℓ ∈ {i, . . . , i+m}, σiℓ = 0 for all ℓ ∈ L\{i, . . . , i+m}.
There are n+m overlapping nests Nℓ = {i | ℓ−m ≤ i ≤ ℓ}, and every alternative lies
exactly in m+ 1 of them, namely i ∈ Nℓ for ℓ = i, . . . , i+m. Then, the generating
function is
G(x) =
n+m∑
ℓ=1

∑
i∈Nℓ
(
σiℓx
(i)
)1/µℓµℓ .
(ii) Paired combinatorial logit [7] is a GNL model with
L = {(i, j) ∈ {1, . . . , n} | i 6= j}, µ = 1,
σiℓ =


1
2(n− 1) if ℓ = (i, j), (j, i) with j 6= i,
0 else.
There are n2−n nests corresponding to the pairs of alternatives, and every alternative
lies in 2(n− 1) of them. Then, the generating function is
G(x) =
∑
ℓ=(i,j),i 6=j
((
σiℓx
(i)
)1/µℓ
+
(
σjℓx
(j)
)1/µℓ)µℓ
.
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(iii) Principles of differentiation GEV [3] is a GNL model with
L =
⋃˙
d∈D
Ld, µ = 1, µℓ = µd for all ℓ ∈ Ld,
σiℓ =
{
σd if i ∈ Nℓd and ℓ ∈ Ld,
0 else,
where
{1, . . . , n} =
⋃˙
ℓ∈Ld
Nℓd.
The set D represents the dimensions of alternatives. Along the d-th dimension
alternatives can be clustered into the disjoint nests Nℓd, ℓ ∈ Ld. The shares σiℓ of
all alternatives within these nests depend only on the dimension d. The parameters
µℓ also coincide for all ℓ ∈ Ld. Then, the generating function is
G(x) =
∑
d∈D
σd
∑
ℓ∈Ld

∑
i∈Nℓd
(
x(i)
)1/µdµd .
Note that the convexity parameter of E∗ for GNL specifications (i)-(iii) depends only on
the smallest of the nest parameters µℓ, ℓ ∈ L:
β =
1
2
min
ℓ∈L
µℓ
− 1 .
✷
Let us relate our results on the strong convexity of E∗ to those existing in the literature.
Remark 2 (Cross moment model) In CMM [11] the random vector ǫ ∼ (0,Σ) follows
a joint distribution with zero mean and a given covariance matrix Σ. Additionally, it
maximizes the surplus function:
Z(u) = max
ǫ∼(0,Σ)
Eǫ
(
max
1≤i≤n
u(i) + ǫ(i)
)
.
Assuming that the covariance matrix Σ is positive definite, the following dual representa-
tion of Z has been derived in [1]:
Z(u) = max
p∈∆
〈p, u〉+ tr
((
Σ
1/2
(
diag(p)− ppT )Σ1/2)1/2) .
Moreover, the solution p ∈ ∆ of the latter optimization problem provides the choice prob-
abilities corresponding to the random error ǫ(u) ∼ (0,Σ) that maximizes the surplus func-
tion above, i. e.
p(i) = P
(
u(i) + ǫ(i)(u) = max
1≤i≤n
u(i) + ǫ(i)(u)
)
, i = 1, . . . , n.
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Hence, the convex conjugate of Z is
Z∗(p) = −tr
((
Σ
1/2
(
diag(p)− ppT )Σ1/2)1/2) .
In [1], Z∗ is shown to be strongly convex on the simplex w.r.t. Euclidean norm (however,
its convexity parameter is not given explicitly). We point out that Z∗ can be therefore
used as a discrete choice prox-function on the simplex as well. ✷
2.2.3 Simplicity
In view of the discussion in Section 2.2.2, we assume that the convex conjugate E∗ is
strongly convex.
Theorem 4 (Simplicity) The unique maximizer of the optimization problem
E(u) = sup
p∈∆
〈p, u〉 − E∗(p) (4)
is given by the choice probabilities
p(i) = P
(
u(i) + ǫ(i) = max
1≤i≤n
u(i) + ǫ(i)
)
, i = 1, . . . , n.
Proof:
Let a vector u ∈ Rn of deterministic utilities be given. The vector p of corresponding
probabilities lies in the relative interior of the simplex ∆, i. e. p ∈ rint(∆). This is due
to the fact that the distribution of the random vector ǫ is fully supported on Rn, see [15].
Hence, we have:
p = ∇E(u),
or, equivalently, by the convex duality [16]:
u ∈ ∂E∗(p).
The latter is the first order optimality condition for the optimization problem (4). Ad-
ditionally, note that the dual representation of the surplus function is valid due to the
Fenchel-Moreau theorem. ✷
Corollary 5 (Lower bound for E∗) The unique minimizer p0 of the convex conjugate
E∗ consists of the choice probabilities with respect to the zero-utility, i. e.
p
(i)
0 = P
(
ǫ(i) = max
1≤i≤n
ǫ(i)
)
, i = 1, . . . , n.
Moreover, it holds:
E∗ (p) ≥ E∗ (p0) = −Eǫ
(
max
1≤i≤n
ǫ(i)
)
for all p ∈ ∆.
Proof:
Setting u = 0 in Theorem 4 yields the assertion. ✷
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3 Economic application
We apply discrete choice prox-functions for the natural adjustment of consumer’s demand.
3.1 Lancaster’s approach to consumer theory
We briefly describe the Lancaster’s approach to consumer theory as presented in [8]. For
that, let x ∈ Rm+ denote the consumer’s demand vector of m goods. Every such demand
vector x generates the vector z ∈ Rn of n qualities (sometimes called characteristics):
z = Qx,
where Q = (qij) ∈ Rn×m is a fixed quality matrix. Its entries qij denote the amounts of
the i-th quality while consuming one unit of the j-th good. Further, the consumer assigns
utility u(z) to the goods’ qualities z, and tries to maximize it by adjusting the demand
x. Hereby, the budget constraint need to be satisfied, i. e.
〈π, x〉 ≤ w,
where π ∈ Rm+ is a fixed vector of positive goods’ prices, i. e. π > 0, and w > 0 is a
fixed available budget. Overall, the Lancaster’s approach to consumer theory consists in
solving the following maximization problem:
max
x ≥ 0
u(z) s.t. z = Qx, 〈π, x〉 ≤ w.
In what follows we focus on the Leontieff utility function by setting
u(z) = min
{
z(1)
σ(1)
, . . . ,
z(n)
σ(n)
}
,
where σ =
(
σ(1), . . . , σ(n)
)T ∈ Rn+ is a fixed vector of positive quality standards, i. e. σ > 0.
Additionally, we assume that there exists a feasible demand vector which delivers positive
Leontieff utility. Otherwise, the Lancaster’s consumption problem is trivially solved by
driving the demand to zero. On the contrary, under the proposed assumption the whole
budget w will be spent at any optimal demand. Hence, the budget constraint can be taken
tight without loss of generality. The primal Lancaster’s consumption problem becomes
P: max
x ≥ 0
〈π, x〉 = w
U(x),
with the concave objective function
U(x) = u(Qx) = min
1≤i≤n
(Qx)(i)
σ(i)
.
The optimization problem (P) consists in adjusting demand x by spending the budget
w in order to maximize the worst ratio of consumed qualities (Qx)(i) in relation to their
desired standards σ(i) taking over i = 1, . . . , n.
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Let us derive a dual optimization problem for (P). For that, we introduce dual variables
λ =
(
λ(1), . . . , λ(n)
)T
∈ Rn,
which can be interpreted as internal prices of qualities. Due to the duality of linear
programming, we have:
max
x ≥ 0
〈π, x〉 = w
U(x) = max
x ≥ 0
〈π, x〉 = w
min
1≤i≤n
(Qx)(i)
σ(i)
= max
x ≥ 0
〈π, x〉 = w
min
λ ≥ 0
〈σ, λ〉 = 1
〈Qx, λ〉
= min
λ ≥ 0
〈σ, λ〉 = 1
max
x ≥ 0
〈π, x〉 = w
〈
x,QTλ
〉
= min
λ ≥ 0
〈σ, λ〉 = 1
w max
1≤j≤m
(
QTλ
)(j)
π(j)
= min
λ ≥ 0
〈σ, λ〉 = 1
Φ(λ).
The dual Lancaster’s consumption problem becomes
D: min
λ ≥ 0
〈σ, λ〉 = 1
Φ(λ),
with the convex objective function
Φ(λ) = w max
1≤j≤m
(
QTλ
)(j)
π(j)
.
The optimization problem (D) consists in adjusting internal prices of qualities λ in order
to minimize the best ratio of quality estimates
(
QTλ
)(j)
of goods in relation to their
market prices π(j) taking over j = 1, . . . ,m. Note that usually the number n of goods
is considerably bigger than the number m of their qualities. From a consumer it will be
thus more plausible to expect that (D) is successively solved rather than (P).
3.2 Dual Averaging Scheme
We rewrite the dual optimization problem (D) by introducing new variables
p(i) = σ(i)λ(i), i = 1, . . . , n.
In terms of the variables p =
(
p(1), . . . , p(n)
)T
we equivalently obtain the following auxil-
iary optimization problem on the simplex:
A: min
p ∈ ∆
Ψ(p) ,
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where the objective function is
Ψ(p) = Φ
( p
σ
)
.
For solving (A) we apply the dual averaging scheme from [13]. For that, we use the family
of prox-functions on the simplex discussed in Section 2:
d(p) = E∗(p)−E∗ (p0) .
Note that d is continuous on the simplex ∆ (Theorem 1), strongly convex with convexity
parameter β > 0 (Theorems 2 and 3, Corollary 4). The computation of its convex conju-
gate d∗(u) = E(u) − E (0) is simple (Theorem 4). Additionally, Corollary 5 provides us
with the prox-center of ∆:
p0 = argmin
p∈∆
d(p).
In view of d (p0) = 0, the dual averaging scheme can be initialized by p0.
Dual Averaging Scheme for (A)
1. Compute ∇Ψ(pk).
2. Set sk+1 =
1
k + 1
k∑
ℓ=0
∇Ψ(pℓ).
3. Update pk+1 = argmin
p∈∆
{
〈sk+1, p〉+ d(p)√
k + 1
}
.
The convergence properties of the dual averaging scheme follow from [13, Theorem 1].
For k ≥ 0 it holds:
δk ≤ D√
k + 1
+
M2
2β
· 1
k + 1
(
1 +
k∑
ℓ=1
1√
ℓ
)
, (5)
where
δk = max
p∈∆
1
k + 1
k∑
ℓ=0
〈∇Ψ(pℓ) , pℓ − p〉 , M = max
p∈∆
‖∇Ψ(p)‖∞ , D ≥ max
p∈∆
d(p).
3.3 Consumption cycle
Let us state the dual averaging scheme from Section 3.2 in terms of the primal and dual
Lancaster consumption problem (P) and (D), respectively.
1. We compute
∇Ψ(pk) = ∇Φ
(pk
σ
)
=
∇Φ (λk)
σ
,
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where λk denotes the internal prices of qualities at the k-th iteration. It holds:
∇Φ (λk) = ∇
(
w max
1≤j≤m
(
QTλk
)(j)
π(j)
)
= w
Qyk
π
,
where the sharing vector yk ∈ ∆ fulfills
y
(j)
k = 0 for j 6∈ J (λk)
with the active index set
J (λk) =
{
j ∈ {1, . . . ,m}
∣∣∣∣∣
(
QTλk
)(j)
π(j)
= max
1≤j≤m
(
QTλk
)(j)
π(j)
}
.
In other words, J (λk) contains goods with the best quality/price ratio estimated by
means of internal prices λk. We set the demand at the k-th iteration as
xk = w
yk
π
.
Note that xk is feasible for (P), since
〈π, xk〉 =
〈
π,w
yk
π
〉
= w 〈e, yk〉 = w.
Moreover, the demand is concentrated on the goods with the best quality/price ratio,
i. e. x
(j)
k 6= 0 if and only if j ∈ J (λk). Overall, we obtain:
∇Ψ(pk) = Qxk
σ
,
which are the ratios of the consumed qualities Qxk in relation to their standards σ.
2. We set
sk+1 =
1
k + 1
k∑
ℓ=0
∇Ψ(pℓ) = 1
k + 1
k∑
ℓ=0
Qxℓ
σ
=
Qx¯k
σ
with the average demand
x¯k =
1
k + 1
k∑
ℓ=0
xℓ.
Again, sk+1 relates the average consumption Qx¯k to the standards σ.
3. We update
pk+1 = argmin
p∈∆
{
〈sk+1, p〉+ d(p)√
k + 1
}
.
Due to Theorem 4, we equivalently obtain for i = 1, . . . , n:
p
(i)
k+1 = P
(
s
(i)
k+1 −
ǫ(i)√
k + 1
= min
1≤i≤n
s
(i)
k+1 −
ǫ(i)√
k + 1
)
.
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For the internal prices we have:
λ
(i)
k+1 =
1
σ(i)
P
(
s
(i)
k+1 −
ǫ(i)√
k + 1
= min
1≤i≤n
s
(i)
k+1 −
ǫ(i)√
k + 1
)
.
Thus, the internal price λ
(i)
k+1 of the i-th quality is proportional to the probability of
detecting its average consumption (Qx¯k)
(i) as the lowest one in comparison to the
standard σ(i). Moreover, this detecting process is in accordance with additive ran-
dom utility models allowing behavioral interpretations. E. g., the additive random
errors ǫ
(i)√
k+1
are diminishing with respect to the iteration number k, which accounts
for the learning effect. We further mention that λk+1 is feasible for (D), since
〈σ, λk+1〉 = 〈e, pk+1〉 = 1.
So are the average internal prices
λ¯k =
1
k + 1
k∑
ℓ=0
λℓ.
Let us examine the convergence properties of the proposed consumption cycle.
Theorem 5 (Consumption cycle) The duality gap between (P) and (D) evaluated at
the average demand and the average internal prices is closing at the optimal rate O
(
1√
k+1
)
.
Namely, it holds for k ≥ 0:
0 ≤ Φ (λ¯k)− U (x¯k) ≤ (D + M2
β
)
1√
k + 1
,
where
M = w max
1 ≤ i ≤ n
1 ≤ j ≤ m
|qi,j|
σ(i) · π(j) , D = Eǫ
(
max
1≤i≤n
ǫ(i)
)
− min
1≤i≤n
Eǫ
(
ǫ(i)
)
.
Proof:
We compute the gap bound
δk = max
p∈∆
1
k + 1
k∑
ℓ=0
〈∇Ψ(pℓ) , pℓ − p〉 = 1
k + 1
k∑
ℓ=0
w
〈
Qyℓ
π
, λℓ
〉
−min
p∈∆
〈sk+1, p〉
=
1
k + 1
k∑
ℓ=0
w
∑
j∈J(λℓ)
y
(j)
ℓ ·
(
QTλℓ
)(j)
π(j)
− min
1≤i≤n
s
(i)
k+1
=
1
k + 1
k∑
ℓ=0
w max
1≤j≤m
(
QTλℓ
)(j)
π(j)
− min
1≤i≤n
(Qx¯k)
(i)
σ(i)
=
1
k + 1
k∑
ℓ=0
Φ (λℓ)− U (x¯k) .
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The uniform bound for subgradients of Ψ is given by
M = max
p∈∆
‖∇Ψ(p)‖∞ = max
x ≥ 0
〈π, x〉 = w
∥∥∥∥Qxσ
∥∥∥∥
∞
= w max
1 ≤ i ≤ n
1 ≤ j ≤ m
|qi,j|
σ(i) · π(j) .
By applying Corollaries 1 and 5, we estimate the constant D:
max
p∈∆
d(p) = max
p∈∆
E∗(p)− E∗ (p0) ≤ − min
1≤i≤n
Eǫ
(
ǫ(i)
)
+ Eǫ
(
max
1≤i≤n
ǫ(i)
)
= D.
It is straightforward to see that
1
k + 1
(
1 +
k∑
ℓ=1
1√
ℓ
)
≤ 2√
k + 1
.
Finally, by using (5) we get:
Φ
(
λ¯k
)− U (x¯k) ≤ 1
k + 1
k∑
ℓ=0
Φ (λℓ)− U (x¯k) = δk
≤ D√
k + 1
+
M2
2β
· 1
k + 1
(
1 +
k∑
ℓ=1
1√
ℓ
)
=
(
D +
M2
β
)
1√
k + 1
.
✷
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