Image Aesthetics Analysis is a challenging research problem as aesthetics of an image is a subjective quality and it is quite difficult to formulate it into a mathematical or algorithmic problem. On the other hand, its applications are numerous, ranging from aesthetic based image retrieval to image editing. Earlier works on image aesthetics analysis relied upon handpicking the standard features from the image, based upon which, its aesthetics was quantified. This method was applied, in the belief that sufficient aesthetic features have been taken into consideration and no more features impact its aesthetic quality. This is not always the case, since, subjective quality as this, is defined individually and depends upon personal perspective. With the advent of deep learning, automatic feature learning became prevalent. The classification works on image aesthetics using deep learning have had some success. However, we are concerned with giving a tentative score to images and perform some sort of relative ranking among them. We formulate a unified loss objective accounting both of these factors and also devise a model named USRRM which learns from the global view and pixel-level finer details from an image. The external style and semantic information also aid in model learning. The scoring result of USRRM has the best correlation with the ground truth scores among the most similar previous models and comparable results with less similar models but evaluated with the same metrics. We quantify our results using different correlation coefficients and an accuracy metric.
I. INTRODUCTION
Image Aesthetics Analysis is a research problem of automatically assessing the aesthetic quality of an image. This research problem is finding its application in wide areas ranging from image retrieval to image editing. Analyzing image aesthetics by computer is a challenging problem as aesthetics is a highly subjective attribute. It is related to visual perception. It is very hard to define a metric that differentiates aesthetically sound images from low aesthetic images. Even for humans, judging an image on its aesthetic quality is not a straightforward task. It may vary from person to person. Various factors play a role in its assessment. Hence, representing the aesthetics of image quantitatively is not obvious. Initial attempts of analyzing image aesthetics mainly comprised of handpicking the features from the image The associate editor coordinating the review of this manuscript and approving it for publication was Simone Bianco . and representing it in terms of those features [1] . Then the problem is to classify or rate the image according to the result of some weighted combination of these features. The defining features are often inspired based on photography rules or psychological intuition that describes the aesthetics. Some of those photography rules are color, the rule of thirds, composition, sharpness, clarity, etc. These image attributes are approximated as features and aesthetics is assessed based on it.
This method of manually picking the features can yield satisfactory result but misrepresentation of any image attribute or failure to take into consideration any one of those can affect the result negatively. Also, the emergence of deep neural network has increasingly substituted the feature extraction process to the model itself. Motivated by this, we use a deep convolutional neural network(CNN) to the problem of analyzing image aesthetics. We have seen the success of CNNs in image processing and pattern analysis tasks such as VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ image retrieval, semantic classification of image, etc. CNN can be effectively applied to image tasks due to its features like local receptive fields and weight sharing. Prior works have noted that the performance of image aesthetics model is enhanced when the model is fed with both the global view and local information from the image [2] . They have also injected the external information related to the style of images and it's semantic separately in a model and shown each of this information is beneficial to the classification. However, most of the works concentrate on the binary classification of aesthetic categories. Application wise and for more rigorous analysis, ranking of images or giving them some absolute score seem more appropriate. The scoring task is more challenging too, given that the inter-class variation in binary classification can be relatively bigger which is not the case in scoring.
In addition, giving true rank of images necessitates the model to be able to draw a line between images of the comparable aesthetic score. Hence, we work to come up with such a scoring and ranking model. Specifically, in this paper, we develop a CNN model incorporating global view, local view, style, and semantic information. We use content or semantic of an image interchangeably. The model is guided towards an objective of scoring the image based on its aesthetic quality and relatively ranking images in pair at the same time. For this objective, we propose a unified loss function which guides the model training. We call this model Unified Scoring and Relative Ranking Model. Section II of the paper discusses some of the prior works done in this area. First, we summarize some methods based on manual features extraction and then present the approaches based on automatic features learning. We propose our approach and discuss it in detail in section III. Next, we talk about the experimental setup and results obtained from the experiments. We also provide a brief discussion of our results with some analysis. Finally, we conclude our paper with some conclusion in section V.
II. RELATED WORKS
Automatic aesthetics analysis of images can be broadly studied under two major approaches. First, there were studies that focused on common visual cues. Color [3] - [5] , texture [3] , [6] , and composition [7] - [9] are some of such visual cues. These were manually regarded as the features based on which aesthetics analysis of images are to be performed. Then, after the successful applications of deep learning and especially Convolutional Neural Nets on several image-related problems, this area of research has also commenced applying CNNs to automatically extract related features. The later approaches have achieved state of the art performance compared to the former manual approaches.
A. APPROACHES BASED ON MANUAL FEATURES EXTRACTION
One of the earliest work in image aesthetics analysis was done by Datta et al. [3] . They manually enlisted various features to form a classification and regression model to classify the images into an aesthetic category and to provide the aesthetic score. Some of the features they used are Light and Colorfulness, Saturation, and Hue, Rule of Thirds, Familiarity of images, Size and Aspect ratio, etc. Reference [6] did a more thorough study of factors that differentiates high-quality professional photographs to low-quality snapshot and came up with a bunch of features for classification. They develop models based on high level features such as Spatial Distribution of Edges, Color Distribution, Hue Count, and Blur and two low level features namely: contrast and brightness. Bhattacharya et al. [10] proposed an interactive framework for photo quality enhancement by learning support vector regression model to capture image aesthetics. The framework provides a compositional recommendation to a user based on the learned model.
Content-based assessment of images was done in [9] . They extract regional features from the subject areas that draw the most attention to the human eye and combine it with global features to perform the analysis. Reference [11] used general image descriptors to assess the aesthetic quality. Particularly, they used two families of image descriptors: Bag-of-Words(BOV) [12] and Fisher Vector (FV) [13] . Other work employing Fisher vector is [11] . Works have been done representing the content of the image using generic image features such as SIFT [14] and GIST [15] . One slightly related work is done by Tong et al. [16] grouping images based on whether they are taken by professional photographers or home users. They investigate some low-level features related to the tasks and feed it to the classifier. Reference [17] extracts the salient region from an image use the region to classify it using some visual descriptors and [18] generates various candidates by cropping the image and applies quality score methods to come up with the most agreeable cropped region. All of these works are related to image aesthetics in one way or another.
B. APPROACHES BASED ON AUTOMATIC LEARNING OF FEATURES
After deep learning and in particular Convolutional Neural Nets took off following its successful application on image classification task by [19] , most of the computer vision research begin applying CNNs to their problems. Similarly, aesthetic analysis of images also saw works that employed CNNs to automatically extract features from the images and perform the analysis. This was made easier by the introduction of AVA [20] : a large scale image dataset containing the ratings of images from users.
Lu [2] proposed Single Column and Double Column CNN model to classify images as high or low based on its aesthetics. Single Column network took as input one of the transformed image to perform classification. The transformation they applied were central cropping, warping image to a fixed size, and padding. Double column network is given two input; one a random cropping of the image to capture local features and second a whole image warped to a certain size to capture global features. Later, they also used the semantic and style attributes of an image to form RDCNN [2] . They showed RDCNN gives the best performance. This work transforms the images to a fixed size so that it can be fed to a CNN. However, [21] argues, this hampers the image composition by reducing the resolution or introducing the distortion in images. Hence, they proposed Composition-preserving photo aesthetics assessment. Using adaptive spatial pooling strategy [22] , they remove the fixed-size constraint in images. Braininspired Deep Networks has been proposed in [23] . They introduced parallel supervised pathway which helps learn various attributes on different dimensions. Neural Image Assessment(NIMA) is proposed in [24] where they introduce a CNN model to predict the distribution of human opinion scores for any task and experimented with the aesthetic score as well using AVA dataset. Using NIMA, image enhancement pipeline is proposed in [25] . Another more recent work is done by Hosu et al. [26] where they propose a method to support full-resolution image without downsizing them preserving most of the information. Wang et al. [27] use the deep network to perform the photo cropping retaining the important parts of an image while being aesthetically pleasing. EnhanceGAN is proposed in [28] which performs image enhancement based on adversarial learning.
III. OUR APPROACH
Convolutional Neural Network(CNN) are one of the widely used approaches in deep learning. It has found much success in computer vision tasks such as object identification. CNN work by hierarchically extracting most primitive features of the input and building those features to construct more abstract features. We construct a deep convolutional neural network which takes two images as input and attempts to output the difference of aesthetic score between them. This way we can find the relative ranking of the images while correctly predicting their difference in aesthetic score. Aesthetics of an image is impacted by both of its global view and local view. Global view gives meaning to the image while local view takes care of technical aspect like resolution.
Our first model is a Double Column VGG16 [29] network trained and fine-tuned for binary classification of image aesthetics. Then we extend this model for a pair of image and train it to predict the difference in aesthetic score between then.
A. DOUBLE COLUMN FINE TUNED VGG16
VGG16 network was trained on ImageNet [30] dataset for large scale image classification. Since the analysis of image aesthetics entails working out various features from the image and combining them to yield an aesthetic prediction, we argue using the model that was pre-trained on large image database is beneficial than training a model from scratch. Two columns of our model take the global view and randomized local view of an image to properly capture the overall representation and patterns of the image to fine resolution level information. Each of the columns is a VGG16 network which is then merged later and fine-tuned together.
B. STYLE AND CONTENT PREDICTION MODEL
Fine-tuned VGG16 Model is trained solely on the image pixel data. It constructs the features based on the spatial patterns and colors of the images. The model lacks any external information such as what category does the image belong to or what style of photography does this image represent. Any external relevant information apart from the image itself provided to the model will definitely help the model performance. Our dataset contains the style and content information of some of the images while the majority of images lack this information. Hence, we create a double column style and double column content prediction model which is trained on the data which has style and content labels. Style and Content Model try to predict the style and semantic of an image respectively. Some of the styles of images include complementary Colors, Duotones, Long Exposure, Macro, etc. Model is trained for 14 total styles. The semantics of an image can be any of the 66 categories including architecture, animal, food and drinks or landscape. The fine-tuned VGG16 model, style model, and the content model can be combined together to perform aesthetic related analysis including aesthetic category prediction or score prediction. The base model for all of our prediction model is VGG16.
C. SCORING MODEL
We combine a fine-tuned VGG16 aesthetic prediction model with the Style and Content model to create a Scoring model. These three models are merged at a later stage and the output is fed to a sigmoid layer whose output represents the score of an image. Our dataset contains a score from 1 to 10 for each image from a number of users. We normalize the images score in range 0 to 1 so that it will be within the range of sigmoid layer output. We don't train the scoring model as a separate unit rather it is taken as a functional unit of our unified scoring and relative ranking model.
D. UNIFIED SCORING AND RELATIVE RANKING MODEL
Unified Scoring and Relative Ranking Model(USRRM) is an all in one model which is trained with pairwise image samples. We develop USSR with a combined objective of reducing the loss in scores prediction of a pair of an image as well as ranking them in the correct order. The fundamental unit of Unified Scoring and Relative Ranking Model is the Scoring Model we developed in the previous section. Each member of a pair of an image is fed to a scoring model and its output is combined as the last layer of USRRM. Training the model with just the scoring loss may work well when the scores are far apart between the images in a pair. However, for images with close scores, we have to make sure the ranking is correct too.
1) SCORING LOSS
The first part of the combined loss is the scoring loss which is defined as follows:
where y is the true labels and y is the predicted output of our USRRM. Since the model is 2 column scoring model merged at the output layer, it's output is 2 dimensional. The scoring loss minimizes the distance between the true score and the predicted score of 2 images in a pair.
2) RANKING LOSS
Next, it is imperative that we deal with the situation where the scoring loss brings the predicted score as close to the true score as possible but the true scores are themselves very close meaning the images have almost similar scores, the order of the image may end up being incorrect. Hence, the ranking loss is defined as:
(2)
3) UNIFIED LOSS
The Unified Scoring and Relative Ranking Model is trained with unified loss given as follows:
where α and β are the weight given to scoring loss and ranking loss. So, our unified loss will be:
IV. EXPERIMENTAL SETUP AND RESULTS

A. DATASET
AVA is the standard dataset for image aesthetics analysis. It contains around 255,000 images with about 100 ratings for each images. A score on a scale of 10 is given by human users to each of these images. Most of the images have at most 2 semantic categories associated with it. Altogether there are 66 categories of image in the dataset. About 14,000 images in the dataset are associated with style labels. There are 14 total styles. For the relative ranking of images, we create a new subset dataset from AVA by sampling the pair of images. We calculate the average score for each image in AVA dataset which is in the scale of 10 and normalize it within the range of 0 and 1 and sample 195,462 pairs of images out of which training size is 156,373 and test size is 39,089. While doing so, we proportionally sample out the pairs having the score difference of at least 0.5, at least 0.4 and so on till the score difference between the pairs is less than 0.1. By doing so, we ensure the training process is not skewed.
We also train and test our model with TID2013 [31] dataset which contains 25 reference images and 3000 distorted images obtained from the reference images. Each of the 3000 distorted images has a mean opinion score which we used as a label. We randomly sampled a pair of 5000 images from the dataset out of which 4000 pairs are used for training.
B. INITIAL FINETUNING AND TRAINING OF MODELS
To create a fine-tuned VGG16 model as shown in Fig 1a. we take two VGG16 models without its top 3 layers and concatenate them. All the layers in VGG16 model are not trainable. Only the layers added after concatenating the models are trained. A Global Average Pooling layer is added on top followed by a 1024 dimensional dense layer. A batch normalization layer follows this layer. At last a sigmoid layer is added. This model is fine-tuned for aesthetic category prediction. An image with an average score of more than 0.5 is considered aesthetic whereas an image less than 0.5 is non-aesthetic. This fine-tuning is done with 230,000 training images and 25,507 test images from original AVA dataset. 5% of the training data is allocated as validation data. The model is finetuned for 5 epochs with binary cross-entropy as a loss function.
Next, we train the model shown in figure 1b and 1c to predict the content category and style category of an image. Each of the models is created as described above for fine-tuned VGG16 but instead of a 1 unit sigmoid layer at the output, we place 66 units sigmoid layer resembling the 66 content categories and 14 units sigmoid layer resembling the 14 style categories. The models are trained for 5 epochs for multi-label classification using binary cross-entropy as a loss function. To create a scoring model as shown in figure 1d , we combine each of these 3 models without their output layer and add a final 1 unit sigmoid layer to predict the score of an image. All of our models are trained on a Tesla K80 GPU machine with 4 GPU cores each having around 12GB of RAM.
C. PAIRWISE TRAINING OF USRRM AND EVALUATION
USRRM is trained with the dataset we created from AVA and TID2013 with an objective unified loss we described in the previous section. The model is trained with different values of α and β. The two units in its output layer represent the scores of a pair of an image provided as an input. The model is trained for an additional 5 epochs. We also experimented with different values of α and β in our unified loss function. Some of the values chosen was α = 0.3 and β = 0.7, α = 0.5 and β = 0.5 and α = 0.7 and β = 0.3.
The model is evaluated with three different metrics. The first one is the correlation coefficient(Spearman's and Pearson's). The correlation coefficient measures if the two series of data are positively correlated or negatively correlated. Its value lies in the range of [−1,1]. The larger the coefficient, the more correlated the data is. The Spearman's coefficient is computed as:
where d i 2 is the square of difference between i th element of two data series. Similarly, Pearson's correlation coefficient is given by:
where x and y are two series of data. Next, we compute the accuracy of binary classification into aesthetic classes which is a primary evaluation metrics for most of the related works. For this, we perform a logistic regression using the predicted score of images as the only feature and try to linearly separate the two classes. Lastly, we also compute the relative ranking accuracy which is defined as the fraction of image pairs correctly ranked. baseline models with similar metrics are also shown for comparison. USRRM has a Spearman's coefficient of 0.58 and accuracy of 80.69% on AVA dataset. Most of the previous works don't have Pearson's coefficient computed. For our model, it is slightly higher at 0.61. On TID2013, Spearman's coefficient is 0.937 and LCC is 0.939. We trained our model for different values of α and β in the loss functions, the best result is obtained for α = 0.7 and β = 0.3. To be sure that both parts of our unified loss i.e. scoring loss and ranking loss have contributed to the obtained values of correlation, we separately trained the model using scoring loss only. Table 2 shows that scoring loss only gives a slightly lesser value of correlation. To compare the improvements of the USRRM over the previous models, we trained the scoring model separately using binary cross-entropy loss and tested with aesthetic categorization. Some of the results are shown in figure 3 and 4. We can see the instances of images correctly predicted by the USRRM which the scoring model which was not trained with unified loss was not able to predict. We also did some analysis on the ground truth score of the images correctly predicted by the USRRM on AVA dataset. Some of the sampled scores are listed in Table 4 . We can see from the table, most of the images have the ground truth score on borderline of 5. It is noteworthy that the threshold value of the aesthetic categorization classes for our experiment is 5. This gives a strong indication that the USRRM model which takes both the scoring loss and ranking loss into consideration has more fine-grained view on the images and hence is able to distinguish the images that are in the borderline.
Ranking Accuracy =
Next, the accuracy comparison of these two models over various semantic categories was performed. The USRRM model outperforms the scoring model in this regard too. Finally, in addition to accuracy, we wanted to make sure the high accuracy of the model is not too deceiving. We evaluated our model using the F1 score as well on AVA dataset. The model achieved an F1 score of 0.68. As the F1 score of the model is impacted by both the precision and recall, the majority class of our dataset is non-aesthetic. Hence, this unbalanced nature of the dataset brings the recall down to some extent and influence the F1 measure. However, no other existing works have analyzed the F1 score of the classification so we have no way to compare our result on this metric.
V. CONCLUSION
We provided a unified quantitative model of scoring and ranking images based on their aesthetic value. Our model takes into consideration the global view of the image, finer pixel-level details of the image, and leverages the external information in the form of its style and semantic. Furthermore, our approach is optimized for ranking the image pairs in addition to giving scores to each image in a pair. This scoring and ranking combined in a single loss objective make our model truly a unified solution to image aesthetic analysis. This unified approach gives us a state of the art correlation coefficient of 0.58 and an accuracy of 80.69%. With this result, our research may find application in enhancing automatic photo management tools or other image editing software. That being said, there is still plenty of rooms for improvement in image aesthetic analysis. Context-aware image aesthetics analysis is one such area. Our human brain process the images putting its context into perspective. Image semantic may be somewhat taken as a context however the big picture of the setting or the knowledge of what's going on in the picture is largely responsible for how we judge them in terms of aesthetics. Coming up with some representation of the context and using them as metadata may be the next big challenge in this topic.
