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Introduzione
Il presente lavoro ha varie anime, risultato di interessi ed esperienze diverse. A
tenerle legate vi è però un unico filo rosso: i verbi d’azione.
La filosofia del linguaggio e la teoria della grammatica hanno da sempre riservato
grande attenzione al verbo, classe di parole che lessicalizza l’azione. La relazione
tra quest’ultima e il predicato è stata affrontata nel tempo da varie prospettive:
in primis come aktionsart (Vendler, 1957, 1967; Dowty, 1979, 1986; Bertinetto,
1986, 1991), ovvero analizzando il contenuto temporale inerente alla componente
lessicale, e quindi nei termini di struttura tematico-argomentale, cioè chiamando
in causa le relazioni tra semantica e sintassi (Tesnière, 1959; Gruber, 1965;
Fillmore, 1968; Chomsky, 1981; Jackendoff, 1983; Dowty, 1991; Levin, 1993;
Parsons, 1995; Reinhart, 2006).
Negli ultimi anni, le modalità attraverso le quali il tema viene declinato stanno
però aumentando per impatto ed importanza, coinvolgendo un numero crescen-
te di discipline e richiedendo al ricercatore un vasto spettro di competenze,
umanistiche quanto tecniche.
Uno dei settori di ricerca che ha avuto maggior sviluppo in ambito linguistico è
quello della costruzione di risorse semantiche computazionali, come ad esempio
WordNet (Fellbaum, 1998), VerbNet (Kipper et al., 2000; Kipper-Schuler, 2005)
e PropBank (Kingsbury & Palmer, 2002; Kingsbury et al., 2002; Palmer et al.,
2005; Bonial et al., 2010): tradizionalmente impiegate per la disambiguazione e
la traduzione automatica, esse vengono sempre più utilizzate per dare istruzioni
ai sistemi artificiali nell’ambito delle interazioni uomo-macchina.
A segnare una svolta decisiva sono state però le neuroscienze, in grado di cam-
biare il paradigma interpretativo sull’argomento grazie ad alcune scoperte di
grandissimo rilievo. Tra queste, in particolare, l’individuazione dei “neuroni
specchio” (Gallese et al., 1996; Rizzolatti et al., 1996), una popolazione di neu-
roni che si attivano in relazione non a semplici movimenti, ma ad atti motori
finalizzati. Le aree motorie della corteccia cerebrale non sono riservate esclusi-
vamente a compiti esecutivi: le azioni eseguite da altri, percepite attraverso i
sistemi somatosensoriali, producono una “simulazione incarnata” del comporta-
mento osservato. La scoperta dei neuroni spechio ha gettato nuova luce sulla
comprensione dei meccanismi neurali che sottendono i comportamenti individua-
li: a livello corticale le unità pertinenti per il sistema motorio non sono i singoli
movimenti, bensì le azioni; le stesse strutture che presiedono all’organizzazione
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dell’esecuzione delle azioni, inoltre, sarebbero alla base della comprensione delle
stesse. Ciò ha grandissima rilevanza anche dal punto di vista ontogenetico: lo
sviluppo del linguaggio trova infatti il suo fondamento nell’azione e nello sche-
ma corporeo relativo alla sua esecuzione. Il gesto è in tal senso un antecedente
del linguaggio e costituisce un prolungamento dell’azione stessa (Capirci et al.,
2005).
Il lavoro di tesi presentato si inserisce in questa temperie culturale. L’intenzione
è quella di proporre un approccio multidisciplinare all’argomento, integrando
varie prospettive e tecniche di analisi.
Il volume è strutturato in due parti: la prima, di semantica e linguistica compu-
tazionale, ha come argomento l’ontologia interlinguistica dell’azione IMAGACT
(capitoli 1, 2 e 3); la seconda è invece dedicata alle applicazioni della risorsa
(capitoli 4 e 5).
Dopo un breve preambolo, nel capitolo 1 viene presentato il progetto IMA-
GACT, del quale sono descritti i principi metodologici ed il workflow comples-
sivo. Il progetto ha prodotto un’ontologia interlinguistica che rende esplicito
lo spettro di variazione pragmatica associata ai predicati azionali a media ed
alta frequenza in italiano ed inglese. Le classi di azioni che rappresentano le
entità di riferimento dei concetti linguistici, indotte da corpora di parlato da
linguisti madrelingua, sono rappresentate in tale risorsa lessicale nella forma
di scene prototipiche (Rosch, 1978, 1999). La metodologia sfrutta la capacità
dell’utente/apprendente di trovare somiglianze tra immagini diverse indipen-
dentemente dal linguaggio, sostituendo alla tradizionale definizione semantica,
spesso sottodeterminata e linguo-specifica, il riconoscimento e l’identificazione
dei tipi azionali.
Nei successivi due capitoli viene illustrato il Work Package 2, a cui l’autrice si
è dedicata nel corso degli anni del dottorato di ricerca.
In particolare, il capitolo 2 è dedicato alla procedura di annotazione, che ha per-
messo l’estrazione bottom-up delle classi di azioni che costituiscono l’ontologia.
Vengono presentati i dati linguistici di partenza (corpus IMAGACT-IT), non-
ché l’interfaccia informatica che ha reso possibile lo svolgimento dei vari task .
Parallelamente, vengono presentate le linee guida per la standardizzazione del-
le occorrenze, la loro tipizzazione e l’annotazione delle proprietà linguistiche
(struttura tematica, alternanze argomentali, aktionsart).
Il capitolo 3 affronta invece la procedura di mapping inter-/intra- linguistico:
dopo averne descritto i fondamenti teorici e aver individuato le questioni poste
dai dati linguistici in input all’architettura della struttura dati, viene illustrata
la metodologia che ha portato alla produzione del database 1.0.
Nel capitolo 4 viene proposta una procedura di validazione dei dati linguistici,
passaggio imprescindibile per consentirne l’applicabilità in ambiti differenti da
quello in cui sono stati prodotti. Viene inoltre fornito un ampio quadro biblio-
grafico sul concetto di “inter-rater agreement”, dando conto degli aspetti critici
della valutazione dei dati e dei coefficienti statistici più diffusi. Per contestua-
lizzare, vengono inoltre presentati i risultati di un esteso spoglio bibliografico
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sui principali studi e sulle maggiori campagne di valutazione nel campo della
semantica lessicale. Il metodo viene testato su un sottoinsieme di lemmi coeso
dal punto di vista semantico.
Il capitolo 5 presenta infine la batteria di test SMAAV (Semantic Memory As-
sessment on Action Verb), creata dall’autrice a partire dai dati IMAGACT
validati nel capitolo 4. La classe grammaticale del verbo, che di solito nelle
lingue naturali lessicalizza le azioni, è stata tradizionalmente meno studiata ed
utilizzata rispetto a quella del nome in ambito psicometrico. I materiali messi
a disposizione dall’ontologia rappresentano una assoluta novità nel settore: la
conoscenza sistematica del lessico verbale azionale rende possibile l’utilizzo di
un campionario di lemmi ampio e al tempo stesso controllato. Inoltre, a diffe-
renza dei materiali utilizzati comunemente nella pratica medica, di tipo statico,
gli stimoli multimediali messi a disposizione da IMAGACT garantiscono una
rappresentazione migliore, più “ecologica”, delle azioni.
Sebbene il test possa essere usato come misura generale dell’acceso al lessico
e dell’erosione della memoria semantica, ne viene proposto un impiego diagno-
stico specifico, lo studio del Mild Cognitive Impairment , un settore di ricerca
che ha ricevuto attenzione crescente negli ultimi anni. Dopo aver presentato le
caratteristiche del disturbo ed avere illustrato i materiali testologici a disposizio-
ne di clinici e ricercatori, viene descritto il processo di realizzazione e taratura
della batteria. La sezione si conclude con un’analisi linguistica e gestuale delle
risposte date dagli informanti nel corso delle sessioni di test.
In una breve conclusione vengono infine riassunti i risultati ottenuti e sono
indicate alcune possibilità di sviluppo futuro.
Tutti i materiali prodotti nel corso del lavoro sono a disposizione del lettore nel
DVD accluso al volume.
17
Convenzioni tipografiche
In questo lavoro, come potrà facilmente rilevare il lettore, vi è una forte pre-
senza di termini in lingua inglese. Ciò è dovuto non tanto al gusto esterofilo
dell’autrice, quanto alla sua volontà di rispettare il più possibile il vocabolario
tecnico delle varie discipline argomento della ricerca (Linguistica Computazio-
nale e Natural Language Processing , psicometria, psicolinguistica e neurolin-
guistica). A meno che gli equivalenti coniati per i termini tecnici non fossero
ampiamente diffusi e utilizzati nella letteratura specialistica, gli anglicismi sono
stati mantenuti nella loro forma originale e nel testo si è fatto ricorso al corsivo.
I lemmi verbali, oggetto semantico del lavoro, sono stati evidenziati in maiusco-
letto (es. To Turn).
Nella prima parte del volume sono state inoltre adottate le seguenti convenzioni
tipografiche:
[scena] oggetto/entità del database IMAGACT
<‌<assignment>‌> pagina o scheda dell’interfaccia di annotazione
IMAGACT
<Select> elemento dell’interfaccia (tabella, pulsante, campo








Che il verbo sia la classe lessicale predominante nella lingua parlata è un fatto
linguistico empirico ormai assodato, a partire dagli studi pioneristici di Halli-
day1. Meno nota è l’importanza, all’interno di tale classe, dei verbi di azione. A
dimostrazione della rilevanza di questa parte di lessico, vengono proposti in que-
sta sede i risultati di alcuni studi quantitativi corpus-based condotti presso il LA-
BLITA (unità di ricerca del Dipartimento di Lettere e Filosofia dell’Università di
Firenze) in preparazione del progetto IMAGACT (Moneglia & Panunzi, 2007,
2010)2. In tali lavori è stata dimostrata la prominenza dei predicati azionali
nel lessico ad alta frequenza dell’italiano, dell’inglese e dello spagnolo, a partire
dalle collezioni di corpora riportate in tabella 0.1:
Lingua Corpora # Token
Italiano C-ORAL-ROM Italian, LABLITA e LIP 1284978
Spagnolo C-ORAL-ROM Spanish CORLEC 1104627
Inglese BNC spoken 10378225
Tabella 0.1: Corpus design (Moneglia & Panunzi, 2007, 2010)
Rilevato che il lessico fondamentale di tali lingue è strettamente comparabile3,
gli autori hanno generato liste di frequenza verbali di 405 entrate ciascuna.
All’interno di questa porzione di lessico verbale a maggior probabilità d’uso,
1“Spoken language favours the clause, where processes take place, whereas written language
favours the nominal group, the locus of the constitution of things .”
(Halliday, 1989: 99)
2I due studi ampliano un lavoro del (2004), replicandolo su corpora di dimensioni maggiori
ed estendendolo all’inglese e allo spagnolo.
3Lessico fondamentale di italiano, spagnolo e inglese (Moneglia & Panunzi, 2007, 2010):




Dai conteggi sono stati esclusi verbi modali, ausiliari e copule. Tali occorrenze corrispondono
a circa il 50% delle occorrenze verbali nel parlato spontaneo.
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sono stati separati i verbi riferiti ad azioni da quelli con funzione subordinante
(dicendi , sentiendi , putandi , performativi e circostanziali).
In tutte e tre le lingue il numero dei lemmi di azione è maggiore di quello dei
verbi con funzione subordinante (con un rapporti di 5/3, come mostrato in fig.
0.1); le occorrenze dei verbi nei corpora, invece, si dividono equamente tra le
due classi (fig. 0.2): circa la metà delle occasioni in cui si usa un verbo, lo si fa
per identificare un’azione.
Figura 0.1: Lessico verbale ad alta frequenza di italiano, inglese e spagnolo: numero
di lemmi per classe
Figura 0.2: Lessico verbale ad alta frequenza di italiano, inglese e spagnolo: incidenza
percentuale dei lemmi azionali
22
L’interesse a condurre studi in questo ambito è senza dubbio molto forte, non
solo in considerazione di tali evidenze empiriche, ma anche (e soprattutto) in
ragione del fatto che i verbi di azione costituiscono la base della competenza
semantica di ogni lingua (Tomasello, 2003).
Tuttavia, accostarsi al rapporto tra linguaggio e azione significa fare i conti con
una materia complessa. Si considerino, ad esempio, gli eventi rappresentati in
fig. 0.3:
Figura 0.3: Produttività dell’azione
In tutti e tre i casi l’agente fa compiere una rotazione all’oggetto, capovolgen-
dolo. Nonostante le differenze motorie nella realizzazione degli atti, legate pri-
mariamente alla proprietà geometriche e cinetiche di ciò che viene manipolato,
i tre eventi sono chiaramente riconoscibili come variazioni di un unico schema
azionale, finalizzato al rovesciamento dell’oggetto stesso. Parallelamente, uno
stesso oggetto può essere il “bersaglio” o lo strumento di una serie non finita di
azioni (fig. 0.4).
Figura 0.4: Oggetti e Azioni
Dunque, sintetizzando:
“Un’azione è un modello di modificazione del mondo da parte di
un attore che può essere applicato a un insieme aperto di oggetti.
Parallelamente ogni oggetto può sottostare a un insieme aperto di
azioni.”
(Moneglia & Panunzi, 2010: 27)
Le azioni sono dunque entità ontologiche produttive. Tale caratteristica si
riflette, di necessità, sul piano linguistico (es in 1 e 2):
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(1) Gloria gira la cartolina/il libro/lo scatolone
(2) Gloria gira/sfoglia il libro
“La produttività dell’azione è riflessa nel linguaggio dai verbi, che allo
stesso modo possono applicarsi a insiemi aperti di argomenti, argomenti
che sono a loro volta oggetto di molti verbi.”
(Moneglia & Panunzi, 2010: 27)
Si prenda però l’esempio in figura 0.5. Lo stesso predicato, Girare, può es-
sere applicato produttivamente e nel suo senso proprio ad una serie di azio-
ni qualitativamente diverse: movimenti nello spazio, azioni su oggetti, azio-
ni interpersonali. Il linguaggio ordinario non rispecchia dunque l’ontologia
dell’azione:
“La relazione tra azione, in quanto entità ontologica, e verbo, in quanto
entità liguistica, non è una relazione uno a uno.”
(Moneglia & Panunzi, 2010: 28)
Figura 0.5: LemmaGirare: classi di azioni che rientrano nell’estensione del predicato
Un verbo che ha tale proprietà viene definito generale, e la serie di classi di
azioni che possono rientrare nell’estensione del predicato è definita variazione
primaria.
Tale fenomeno determina una forte indeterminatezza nel riferimento all’azione
nel linguaggio naturale: l’interpretazione delle frasi richiede al parlante la di-
sambiguazione (incoscia) dell’ambiguità referenziale dei predicati.
La rilevanza della questione è dovuta essenzialmente all’alta incidenza della clas-
se dei verbi generali nel lessico. Infatti non solo i verbi orientati all’azione copro-
no la maggioranza delle occorrenze, ma la maggior parte dei predicati azionali
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sono generali. Riprendendo lo studio proposto in apertura, se all’interno della
macro-classe dei verbi di azione si isolano i lemmi che si riferiscono all’orizzonte
azionale primario, distinguendoli in verbi generali (GEN), verbi di attività (ACT)
e verbi di movimento (MOV), e si raccolgono i lemmi non compresi in queste tre
categorie in una classe spuria (OTHZ)4, il lessico verbale azionale in italiano,
inglese e spagnolo risulta strettamente comparabile: le proporzioni tra le classi
individuate sono di fatto simili nelle tre lingue (fig. 0.6 e 0.7).
Figura 0.6: Verbi di azione in italiano, inglese e spagnolo: numero di lemmi per
tipologia (GEN, ACT, MOV, OTHZ)
Figura 0.7: Verbi di azione in italiano, inglese e spagnolo: incidenza percentuale dei
verbi generali
La presenza di verbi generali è rilevante soprattutto a livello cross-linguistico:
ciascuna lingua segmenta infatti in maniera peculiare lo spazio azionale e non è
possibile stabilire relazioni di traduzione uno a uno tra verbi generali di lingue
diverse.
Riprendendo gli esempi illustrati nelle fig. 0.3 e 0.5, lessicalizzati in italiano dal
verbo generale Girare, solo una parte della variazione è traducibile dal verbo
generale corrispondete inglese To Turn:
4La classe OTHZ conterrà dunque:
• verbi di attività sociale (comprare, affittare, etc.);
• verbi di attività che si riferiscono allo scambio dialogico (citare, discutere, etc.);
• verbi azionali di tipo astratto che non puntano su tipologie azionali specifiche
(modificare, migliorare, etc.).
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It: Girare (Gloria gira il libro)
En: To Turn (Gloria turns the book)
It: Girare (Gloria gira a sinistra)
En: To Turn (Gloria turns left)
It: Girare (Fabio gira lo schermo verso Luca)
En: To Turn (Fabio turns the screen around)
It: Girare (Gloria gira la zuppa)
En: To Stir (Gloria stirs the soup)
It: Girare (Gloria gira intorno all’attaccapanni)
En: To Circle (Gloria circles the coat rack)
Vi è una lunga tradizione di studi sul tema, inaugurata da Melissa Bowerman
presso il Max Planck Institute for Psycholinguistics di Nijmegen, a cui si rinvia
per una trattazione esaustiva dell’argomento5. Si riportano, senza pretesa di
esaustività ed a titolo puramente esemplificativo, due esempi tratti da uno degli
studi interlinguistici più noti della studiosa (fig. 0.8 e 0.9).
5Tra gli studi più noti, ricordiamo Choi & Bowerman (1991); Bowerman (1996, 2005);
Majid et al. (2008); Kopecka & Narasimhan (2012).
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Nell’esempio di fig. 0.8, vengono rappresentate le realizzazioni in lingua coreana
del predicato generale To Open: in tale lingua non vi è alcuna parola in grado
di approssimare lo spettro di variazione pragmatica del verbo inglese6, che risul-
ta quindi lessicalizzato mediante sei verbi diversi (Ttutta, Yelta, Pellita,
Ttuta, Phyelchita, Ppayta).
Figura 0.8: Variazione del predicato inglese “To Open” contrastivamente al coreano
(esempio tratto da Bowerman, 2005: 227)
Nell’esempio di figura 0.9, invece, vengono mostrate contrastivamente le ca-
tegorizzazioni dell’azione di “indossare abiti e/o accessori” in quattro lingue,
lessicalizzate da un unico verbo inglese, to Put On. Anche in questo caso lo
spazio azionale viene suddiviso in maniera peculiare nelle lingue in analisi, in
relazione alle parti del corpo coinvolte. La categorizzazione può fondarsi sempli-
cemente sulla distinzione tra testa e corpo, come nella lingua africana yoruba,
oppure destinare un lemma specifico ai piedi, come fa il coreano; ad essere les-
sicalizzata potrebbe essere invece la distinzione testa/busto e arti superiori/arti
inferiori, come in giapponese. L’autrice documenta anche la presenta di una
6“[...] Korean has no word that even begins to approximate the semantic range of English
‘open’. The conceptual glue that unifies, for example, ‘opening a door’, ‘opening the mouth’,
‘opening an envelope’ and ‘opening a book’ for speakers of English seems to be missing, and the
domain is parcelled out among a number of crosscutting categories that emphasize different
aspects of the events [...]. An English-like category of ‘opening’ events does not seem to be
inevitable to human cognition.”
(Bowerman, 2005: 226-227)
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Figura 0.9: Categorizzazione dell’azione di “indossare abiti e/o accessori” (To Put
On) in inglese, coreano, giapponese, twana e yoruba (esempio tratto da Bowerman,
2005: 216)
categorizzazione peculiare in lingua twana, in cui un unico lemma lessicalizza
l’azione quando è esercitata sulle estremità (testa, piedi e arti superiori) rispetto
a quando è operata sul corpo (busto e arti inferiori, piedi eclusi).
A titolo di conclusione provvisoria, è dunque opportuno ribadire che:
“[...] non c’è una relazione di traduzione uno a uno tra verbi generali di
azione, ma [...] una intersezione complessa tra estensioni di predicati
generali diversi.”
(Moneglia & Panunzi, 2010: 38).
L’indagine di tali relazioni costituirà l’oggetto dei capitoli che seguiranno, a





La conoscenza dell’effettivo ambito di variazione dei verbi d’azione rappresenta
un problema empirico e teorico complesso, solo marginalmente esplorato. Il pro-
getto IMAGACT, argomento di questo capitolo, nasce con l’ambizioso obiettivo
di colmare, almeno in parte, questa lacuna.
Nei paragrafi che seguiranno verrano presentati gli scopi generali del progetto
ed i principi metodologici (par. 1.1), il workflow complessivo e i WorkPackage
(par. 1.2), ed infine i risultati e le possibili applicazioni (par. 1.3).
Le varie fasi del WorkPackage 2, a cui la candidata si è dedicata personalmente
nel corso dei tre anni di dottorato, saranno descritte in dettaglio nei capitoli 2
e 3.
1.1 Il progetto IMAGACT: obiettivi generali e
metodologia
Nel preambolo sono state presentate alcune proprietà del lessico delle lingue
naturali, relative al modo con cui queste esprimono il riferimento alle eventualità
azionali: la maggior parte dei predicati di azione ad alta frequenza sono generali,
ovvero si estendono produttivamente, nel loro significato proprio, a classi di
azioni fisiche tra loro tipologicamente (e cognitivamente) diverse. Il linguaggio
non rispecchia l’ontologia dell’azione: in altri termini non sussiste un rapporto
1 : 1 tra verbo ed azione.
È stato inoltre messo in evidenza come le diverse lingue categorizzino l’universo
dell’azione secondo modalità peculiari, ovvero si riferiscano alle classi di azioni
fisiche con predicati generali solo parzialmente equivalenti.
Data la rilevanza di tali questioni in termini lessicografici, semantici e didattici,
è stato avviato il progetto IMAGACT, “Ontologia per immagini dell’azione per
l’acquisizione di L2 in ambiente multilingue” (PAR FAS REGIONE TOSCA-
NA, Linea di Azione 1.1.a.3). Il progetto, di durata biennale, si è concluso nel
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settembre del 2013 ed ha coinvolto tre unità di ricerca toscane: LABLITA di Fi-
renze, il Dipartimento di Scienze della Comunicazione dell’Università di Siena e
ILC-CNR di Pisa (Istituto di Linguistica Computazionale “Antonio Zampolli”).
Obiettivo scientifico primario del progetto è stato la realizzazione di una risor-
sa interlinguistica che espliciti il range di variazione pragmatica associata ai
predicati action-oriented , rilasciata come infrastruttura linguistica accessibile
online.
Avvalendosi di una combinazione di metodologie corpus-based e competence-
based , IMAGACT ha prodotto un’ontologia language-independent . Due grandi
corpora di parlato spontaneo (italiano e inglese) sono stati impiegati come fonte
di informazione semantica: essi, infatti, contengono riferimenti sia alle azioni più
frequenti della vita quotidiana, sia alla loro codifica linguistica. La formulazione
di giudizi di competenza dei parlanti-annotatori, d’altra parte, ha consentito,
oltre alla valutazione dei risultati emersi dall’analisi dell’effettivo uso linguistico,
di prendere in considerazione anche eventuali “evidenze negative indirette”1 e di
integrare i dati2.
La versione 1.0 del database IMAGACT, rilasciata il 1/09/2013, contiene più
di 500 verbi ad alta e media frequenza per lingua (che costituiscono il lessico
verbale action-oriented di base), e più di 1000 classi o “tipi” azionali. Le classi di
azioni che individuano il riferimento di ogni verbo sono state associate attraverso
una procedura di mapping inter-/intra- linguistico ad una serie di scene proto-
tipiche, in grado di elicitare nell’utente la comprensione della classe di eventi
rappresentata (Rosch, 1978, ristampato in Rosch, 1999). Il punto di forza di
IMAGACT è senza dubbio l’adozione di una metodologia che sfrutta la capa-
cità dell’utente di trovare somiglianze tra immagini diverse indipendentemente
dal linguaggio, sostituendo alla “definizione semantica”, spesso sottodetermina-
ta e linguo-specifica, il riconoscimento e l’identificazione dei tipi azionali. La
validazione della risorsa, operata vicendevolmente sull’italiano a partire dai da-
ti derivati dal corpus inglese e sull’inglese a partire dai dati derivati dal corpus
italiano, e l’estensione al cinese mandarino e allo spagnolo, sono state realizzate
ricorrendo a giudizi di competenza di parlanti madrelingua.
1Il termine è mutuato dalla teoria dell’acquisizione linguistica, in particolare Chomsky
(1981: 9):
“[...] the operative principle that if certain structures or rules fail to be exemplified
in relatively simple expressions, where they would be expected to be found, then a
(possibly marked) option is selected excluding them in the grammar [...]”
2Si fa qui riferimento all’argomento classico della distorsione e dell’incompletezza dei
corpora linguistici:
“Any natural corpus will be skewed. Some sentences won’t occur because they are
obvious, others because they are false, still others because they are impolite. The
corpus, if natural, will be so wildly skewed that the description would be no more
than a mere list”. (Chomsky, 1957: 159).
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1.2 Workflow e WorkPackages progettuali
In estrema sintesi, il piano generale del progetto, che verrà descritto in dettaglio
nei paragrafi che seguiranno, è il seguente:
• induzione della variazione dei predicati significativa nell’uso, attraverso
lo sfruttamento di risorse linguistiche e computazionali attualmente a
disposizione per l’italiano e l’inglese;
• generazione di una ontologia multilingue coerente di tipi azionali;
• assegnazione ad ogni tipo azionale dell’ontologia di una immagine standard
che sia facilmente riconoscibile e garantisca la corretta individuazione del
concetto azionale, indipendentemente dalla lingua e dalla cultura di origine
dell’utente;
• validazione competence-based delle equivalenze linguistiche individuate ed
estensione della risorsa al cinese mandarino e allo spagnolo.
Il workflow può dunque essere così schematizzato (fig. 1.1):
Figura 1.1: Workflow del progetto
L’unità di ricerca LABLITA, specializzata nella formazione di corpora lingui-
stici scritti e orali e nella costruzione di ontologie e piattaforme per l’ingegne-
ria linguistica, ha gestito il coordinamento (WP1), l’annotazione semantica dei
corpora e la formazione dell’ontologia interlinguistica (WP2), la realizzazione
di scene prototipali (ovvero parte del WP3), l’estensione dell’ontologia al cinese
mandarino e allo spagnolo (cioè parte del WP4), e la progettazione, realizzazione
e gestione dell’intera infrastruttura tecnologica (WP5).
L’ILC–CNR di Pisa, operante nel settore delle risorse e delle tecnologie lingui-
stiche (corpora, treebanks, lessici computazionali, ontologie, reti semantiche e
definizione di standard internazionali per le risorse linguistiche), ha curato la
validazione, l’allineamento dei corpora italiano-inglese mediante traduzione e la
ricerca di euristiche per il confronto e la mappatura dei tipi azionali IMAGACT
sui synset di ItalWordNet (WP4).
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All’equipe dell’Università di Siena, di grande esperienza nel settore della semio-
tica dell’immagine, è stata affidata la produzione di scene stereotipe 3D e la
ricerca di criteri per l’ordinamento dell’immagine (WP3).
L’intero processo di annotazione, mapping inter-/intra-linguistico e validazio-
ne è stato gestito mediante una infrastruttura informatica web: tale siste-
ma ha consentito, oltre al lavoro distribuito ed indipendente dei ricercatori,
l’interrogazione dei dati3.
Non verrà fatto alcun cenno in questo lavoro ai WP tecnici e manageriali (WP1-
management, WP6-disseminazione), di scarso valore teorico ed esplicativo. Si
rinvia dunque per informazioni alla documentazione tecnica del progetto4.
1.2.1 WP2: Annotazione semantica dei corpora e forma-
zione dell’ontologia interlinguistica
1.2.1.1 Annotazione delle entrate verbali estratte da corpo-
ra ed individuazione dei tipi ontologici di azione
Un modo efficace per apprezzare l’uso dei verbi action-oriented è la diretta
osservazione delle loro occorrenze nel parlato spontaneo, in cui il riferimento
all’azione è decisivo. In IMAGACT è stata dunque adottata una procedura
di tipo bottom-up: le classi di azioni sono state indotte a partire da risorse
linguistiche di parlato disponibili, su licenza, per scopi scientifici:
• Corpus inglese: una selezione del British National Corpus (BNC) di circa
2 milioni di parole;
• Corpus italiano: una collezione di risorse5 di parlato in lingua italiana
(LABLITA corpus, LIP, CLIPS) per un totale di 1600000 parole.
La procedura di annotazione prevede due fasi distinte:
1. standardizzazione delle occorrenze e clustering di queste nei “tipi azionali”;
2. validazione.
Per quanto riguarda il punto 1, il task principale consiste nel derivare dal conte-
sto orale di ogni occorrenza di un verbo nel corpus una frase semplice6 che rap-
presenti nel miglior modo possibile per un lettore-utente l’azione a cui il ver-
bo si riferisce. L’annotatore legge quindi il contesto della concordanza per coglie-
re il significato dell’istanza verbale e rappresentarsi mentalmente l’azione da es-
sa espressa.
3La procedura e l’interfaccia di annotazione sono state presentate in varie sedi, nazionali
ed internazionali. Tra i numerosi contributi, Moneglia et al. (2012a,b,c); Moneglia (2012);
Frontini et al. (2012).
4http://lablita.dit.unifi.it/projects/IMAGACT/folder.2010-11-25.7365875310/
5Per il design del “corpus” IMAGACT si rinvia al paragrafo 2.1.1.1.
6La forma della frase standardizzata deve rispettare alcuni semplici criteri, descritti in det-
taglio 2.2.1.1.
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Dopo aver scritto la standardizzazione, l’annotatore assegna l’occorrenza ad un vari-
ation field . L’occorrenza può essere taggata:
• PRIMARY, se e solo se il verbo si riferisce ad un’azione fisica e l’azione a cui si ri-
ferisce è un’istanza propria del verbo;
• MARKED, se il verbo è usato in senso metaforico o all’interno di una fra-
seologia;
• SUBLEMMA, se è un phrasal verb (Quirk et al., 1985; Biber et al., 1999)
o un “verbo sintagmatico” (Simone, 1997, 2008; Iacobini & Masini, 2006;
Masini, 2006, 2008). Per queste occorrenze vengono creati lemmi distin-
ti, gestiti alla fine della procedura di annotazione del lemma principale.
La decisione sullo status dell’occorrenza (PRIMARY o MARKED) viene pre-
sa sulla base dei risultati di un semplice criterio operativo derivato da Wittgen-
stein (1954): l’occorrenza è giudicata PRIMARY se è possibile dire a qualcu-
no che non conosce il significato del verbo x che “l’azione a cui il verbo si riferi-
sce ed eventi simili sono ciò che intendiamo con x ”; in caso contrario l’occorren-
za è considerata MARKED. Solo le occorrenze annotate come PRIMARY gene-
rano il set di tipi azionali produttivi dell’ontologia, e vengono utilizzate durante
le fasi successive dell’annotazione. Quando tutte le istanze di un dato verbo so-
no state annotate, l’annotatore identifica i tipi azionali mediante un giudizio ba-
sato sulla somiglianza cognitiva delle istanze; le standardizzazioni assegnate al-
lo stesso tipo devono essere simili per quanto riguarda:
• schema motorio;
• relazioni spaziali o proprietà focali dell’azione;
• verbi localmente equivalenti, ovvero il synset7(Fellbaum, 1998) dei possi-
bili verbi applicabili all’azione in questione.
Il momento del clustering è decisivo: ciascun tipo azionale (o “tipo ontologico”)8
identifica infatti un oggetto di riferimento nel dominio dell’azione, un elemento
7Viene qui utilizzato, per comodità e chiarezza, un termine molto diffuso nel campo della
Linguistica Computazionale e della Lessicografia, nella consapevolezza della sua non piena
applicabilità. Per synset si intende infatti, tradizionalmente, un insieme di lemmi sinonimi,
semanticamente equivalenti perché esprimono uno stesso senso. In IMAGACT al concet-
to di sinonimia, come uguaglianza di significato tra due o più lemmi, è sostituito quello di
“Equiestensionalità dei predicati” o “Equivalenza Locale”, ovvero la possibilità per due (o più)
predicati di senso diverso di applicarsi allo stesso evento o insieme di eventi. Nel quadro
teorico adottato (Moneglia, 1997b,a, 1998, 1999) è supposto che ciascun predicato abbia un
proprio senso, dotato di tratti e proprietà peculiari e che sia proprio tale senso a guidarne
l’applicazione agli eventi. L’Equivalenza Locale non implica uguaglianza di significato: l’e-
quiestensionalità è infatti dovuta al fatto che i tratti di senso codificati sono in taluni contesti
pragmaticamente ed empiricamente equivalenti. Si veda in proposito il paragrafo 3.1.3.1.
8Ciascun “tipo azionale” identifica nell’ontologia, che ha come oggetto le “eventualità pro-
totipiche”, un insieme pre-teorico di oggetti di riferimento nel dominio dell’azione. Per farvi
riferimento si farà ricorso nel testo alle diciture alternative “tipo azionale”, “tipo ontologico” e
“classe di azioni”.
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costitutivo dell’ontologia. Il criterio generale per la creazione dei tipi preve-
de che la granularità sia contenuta, per quanto possibile.
Ad ogni tipo vengono poi associati uno o più Best Example [B.E.], ovvero le istan-
ze più rappresentative di tutte le strutture tematiche e delle proprietà aspettuali
individuate, ed ogni frase standardizzata del corpus viene ad essi ricondotta.
Figura 1.2: Relazione lemma-tipo-[B.E.]
Ogni [B.E.] è dunque la proiezione massimale degli argomenti contenuti dal-
le standardizzazioni che gli vengono rincondotte, come mostra l’esempio 1.1.
(1.1) [Fabio]AG [piega]VE [un chiodo]TH [con le pinze]IN
↑
Fabio piega un chiodo con le pinze
Fabio piega un chiodo
L’editing del [B.E.] prevede che vengano assegnati fino a tre verbi localmen-
te equivalenti e riempita la griglia tematica.
La fase 2 consiste nella validazione dei tipi. L’annotatore riduce l’eventua-
le eccessiva granularità e verifica la “consistenza interna” del tipo, ricontrol-
lando tutte le occorrenze in precedenza annotate. Ogni occorrenza viene con-
frontata con il suo B.E., ed un ruolo tematico è assegnato ad ogni argomen-
to. Ad ogni [B.E.] è attribuita la classe aspettuale (aktionsart), stabilita sul-
la base del “paradosso dell’imperfettivo” (Dowty, 1979). Quando tutte le occor-
renze del lemma sono state validate, per ognuno dei tipi identificati l’annotato-
re produce uno script, nel quale viene brevemente descritta l’azione, che servi-
rà nelle fasi successive del progetto come input per la realizzazione di una sce-
na prototipica e di una ulteriore scena sintetica in 3D.
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Le tabelle 1.1 e 1.2 presentano i dati complessivi del lavoro di annotazione:
numero di verbi ed occorrenze annotate9 e validate, incidenza percentuale degli
usi primari e marcati sul totale, tipi azionali e [B.E.] generati. Per ovvie ragioni





di cui <primary> 26497 48.65 %
di cui <marked> 15812 29.03 %
di cui <deleted> 10928 20.06 %
frasi validate 26497 100%
Tipi Azionali 1501
Best Example 2270




di cui <primary> 19230 40.19 %
di cui <marked> 17925 37.46 %
di cui <deleted> 6866 14.35 %
frasi validate 19230 100%
Tipi Azionali 1712
Best Example 2814
Tabella 1.2: Annotazione inglese
1.2.1.2 Formazione dell’ontologia interlinguistica
Una volta completata la fase di induzione delle classi di azione e l’annotazione
linguistica delle occorrenze, al supervisore spetta il compito di formare l’on-
tologia: a tal fine, assistito dai madrelingua che hanno prodotto l’annotazio-
ne, identifica le relazioni di equivalenza locale tra tipi e genera, con l’ausilio
dell’interfaccia di rete, le relazioni inter-/intra- linguistiche del database10.
9Intendendo con “verbi annotati” sia i verbi estratti dalla lista di frequenza (consultabili
alla sezione “Ontologia, tabelle e grafici” del sito http://imagact.lablita.it/), sia i sublemmi
creati dagli annotatori a partire da questi.
10Per la presentazione dettagliata della procedura e delle questioni teoriche legate alle
operazioni di mapping si rinvia al capitolo 3.
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Le classi di azione individuate vengono ricondotte ad una unica serie di oggetti
ontologici, definiti nel workflow IMAGACT elementi [scena]11.
Le possibili differenze di annotazione vengono di volta in volta valutate, ed
eventualmente riconciliate cross-linguisticamente o corrette.
Una volta che le relazioni intralinguistiche e interlinguistiche sono sta-
te stabilite, per ciascun tipo cognitivo di azione individuato viene prodotto,
a partire dagli script, un video “prototipale” (par. 1.2.2.1).
Per ovviare al fatto che i supervisori non hanno competanza madrelingua in
inglese, e non sono dunque in grado di controllare e valutare l’effettiva corret-
tezza nell’applicazione di un verbo in relazione alle variazioni pragmatiche, è
stata prevista una fase di verifica aggiuntiva, a garanzia della bontà delle scel-
te di mapping e di regia.
In questo ulteriore momento di controllo, agli annotatori di madrelingua ingle-
se viene sottoposto un questionario in cui viene loro richiesto di valutare l’esten-
dibilità di uno o più lemmi inglesi ad un video prototipale; gli annotatori de-
vono esprimere un giudizio di competenza sintetico:
• “yes”, se l’azione rappresentata nel video è predicabile con il lemma in esa-
me;
• “no”, se l’applicazione del predicato alla scena è impropria.
Se la scena in esame è scorretta, è richiesto al madrelingua di esplicitare la ragio-
ne dell’inadeguatezza. In tab. 1.3 è riportato un estratto di questionario, com-
pilato dalla dott.ssa Susan W. Brown in relazione al video prototipale della
[scena] con ID 57b339d6 (fig. 1.3).
Figura 1.3: Fermoimmagine del video prototipale della [scena] con ID 57b339d6
11La natura degli elementi [scena] non è stata ancora oggetto di formalizzazione e definizione
esplicita. Essi corrispondono, in linea di principio, a tipi cognitivi di azione validi a prescindere
dalla specifica codifica linguistica.
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not really. When used to describe a physical
event, "overturn" can only be used for
objects with a canonical "right-side-up",
e.g., cars, vases, sacks, and only when
turning them from right-side-up to wrong-side
up. Since it emphasizes the WRONG side is
up, it’s usually used to describe things
turned over accidentally or in anger. So,
turning over a bowl to let water drain out
would not be “overturning.” Also, the wrong
side up doesn’t have to be the bottom of the
object; it could be the side. And any sort
of action can cause the object to overturn:
bumping, blowing, pushing, really anything.
Tabella 1.3: [scena] 57b339d6: estratto di questionario
In tabella 1.4 è sintetizzato l’avanzamento del lavoro di mapping al 1/09/2013,
data in cui è stata rilasciata la versione 1.0 di IMAGACT: numero di lemmi e
tipi mappati, numero di <elementi scena> e di relazioni introdotte nel DB.
MAPPING
ITALIANO verbi mappati 521 60.58% dei verbi annotatitipi mappati 1099 73.22% dei tipi creati ed annotati





Tabella 1.4: Avanzamanto del mapping DB IMAGACT 1.0
Anche in questo caso le liste complete sono riportate in appendice (Appendice
B).
1.2.2 WP3: Produzione e ordinamento dell’immagine
Il WP è dedicato alla generazione di scene indicizzate per l’archiviazione elettro-
nica, corrispondenti a casi esemplari della variazione predicato, e all’elaborazio-
ne di una tassonomia visiva di ordinamento che consenta all’utente dell’ontologia
la selezione delle azioni anche indipendentemente dalla lingua, in un contesto il
più possibile user friendly .
37
La produzione delle scene segue, nel workflow , il mapping inter-/intra- lingui-
stico del WP2; è operata a partire dagli script prodotti dagli annatotori, di cui
rappresenta la traduzione visiva.
Il database IMAGACT (v. 1.0) contiene 1010 scene12, così distribuite13:
Tipologia Descrizione #
“3D and PROTO” Scene che, conformemente al progetto
originario, hanno una doppia realizzazione:
prototipale e in animation graphics (3D).
Solo quest’ultima versione viene visualizzata
all’utente finale nell’interfaccia di query .
347
“PROTO ONLY” Irrealizzabili in 3D per vincoli tecnici (in
particolare la resa visiva della flessibilità e
della fluidità degli oggetti).
216
“3D ONLY” Scene presenti nel DB solo nella forma 3D,
per ragioni tecniche.
18
“PROTO no 3D” Non ancora realizzate in 3D. 429
TOTALE 1010
Tabella 1.5: Elementi [scena] DB IMAGACT 1.0
I video, privi di traccia audio, vengono caricati nell’infrastruttura in formato
MP4, codec h.264, frame-size 1024 ⇤ 576.
1.2.2.1 Produzione dei video prototipali
La produzione dei video “prototipali” è avvenuta presso un set allestito nell’ex-
Dipartimento di Italianistica dell’Università di Firenze, oppure in esterna.
I video, realizzati filmando azioni recitate dal vivo da attori non professionisti14
utilizzando una videocamera amatoriale, devono soddisfare i seguenti requisiti:
• uso di oggetti reali, e non di forme astratte o generiche (es. non cubi o sfe-
re, ma scatoloni o palloni);
• informazione di background ridotta al minimo indispensabile;
12Non tutti gli elementi [scena] (tab.1.4) contengono un video (prototipale o 3D). Ciò è
dettato dalla natura essenzialmente “non azionale” di alcuni tipi (e quindi dalla scarsa rappre-
sentabilità dell’evento per immagini) oppure da ragioni inerenti all’architettura dell’ontologia.
Le scene “vuote” sono individuate nel file di monitoring riportato in Appendice B dalla sigla
“NOT ALLOWED”. Si rinvia al paragrafo 3.1.4.3 per la discussione di questi aspetti.
13La tabella riporta la dicitura originale del DB. La medesima nomenclatura è utilizzata
anche nei capitoli successivi e nell’Appendice B, a cui si rinvia per le liste complete.
14I ricercatori coinvolti nel progetto ed occasionalmente loro familiari, amici o conoscenti.
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Figura 1.4: [scena] be893c09, “to pin” : il set (in alto), e la thumbnail del video
prodotto (in basso)
• tecnica di inquadratura “ long-take” (quindi assenza di “montaggio”, salvo
in casi particolari15);
• azione realizzata dagli attori a velocità naturale (quindi non in “slow -
motion”).
Tali indicazioni hanno lo scopo di ridurre l’ambiguità, per quanto possibile, e di eli-
citare nell’osservatore la corretta interpretazione.
In 18 casi per ragioni tecniche16 non è stato possibile creare un prototipo
naturale: le scene sono dunque state realizzate nella sola versione 3D.
15Per alcuni tipi azionali sarebbe stato impossibile ottenere una rappresentazione soddisfa-
cente dell’evento senza ricorrere al montaggio. Ad esempio la scena b2df8d1d, prototipo del
lemma italiano trasferirsi (e associata con relazione di tipo “istanza” al tipo con ID 2411 di
to move), oppure la b08b3bc8, connessa ai lemmi to farm e coltivare.
16Come ad esempio la [scena] 5d8f5f7f, con script “La lama [del pugnale] attraversa la spalla
[di Marco]”.
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1.2.2.2 Produzione dei video 3D
I video prototipali realizzati vengono tradotti, in questa fase, in scene “ste-
reotipali”, ovvero scene in animation graphics. L’astrazione consentita dal 3D
determina infatti la riduzione del “rumore” e dell’ambiguità inerente alla rap-
presentazione, agevolando la concentrazione dell’attenzione dell’utente sui tratti
essenziali e pertinenti dell’evento.
L’équipe di Siena ha ideato, a tale scopo, un protocollo di analisi semiotica delle
condizioni di significazione; la trasformazione del “verbale” in “visivo” è stata
operata a partire dalla disamina dei parametri di tale protocollo (schema corpo-
reo e topologia dell’azione, sintassi narrativa, enunciazione, durata dell’azione e
sintagmi tensivi, messa in discorso visivo)17 e dalla selezione dei tratti figurativi
necessari e sufficienti alla resa dell’evento, ovvero la riduzione dei tratti super-
flui degli avatar e l’eliminazione dei tratti circostanziali ed ambientali, oltre che
dei riferimenti allo spazio circostante se non strettamente indispensabili o non
desumibili dal contesto.
Data la sua importanza per la costruzione del punto di vista, particolare cura
è stata posta alla questione della focalizzazione e alla sua attuazione attraverso
la scelta del piano, del campo e dell’inquadratura. Tali operazioni, tipiche del
linguaggio audiovisivo, consentono infatti di stabilire la collocazione spaziale
del soggetto osservatore nei confronti della scena e la relazione con l’azione
osservata.
Dal punto di vista realizzativo, la sintesi digitale è stata realizzata dall’azienda
In.fact srl attraverso il software IClone5, distribuito da Reallusion.
Figura 1.5: [scena] 00f7de3e: traduzione del video prototipale in 3D
1.2.2.3 Criteri per l’ordinamento dell’immagine
Una delle particolarità di IMAGACT è la sua interrogabilità, potenzialmente
indipendente dall’identificazione linguistica dei concetti. Questa caratteristica è
17Si rinvia, a tale proposito, alle “Specifiche di realizzazione e annotazione dell’immagine
standard”, scaricabili all’URL http://lablita.dit.unifi.it/projects/IMAGACT/folder.2010-11-
25.7365875310/imagact_milestones/index_html.
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stata ottenuta mediante l’attribuzione di un metadato di alto livello, corrispon-
dente ad una classe generale ad alta rilevanza per la categorizzazione dello spazio
azionale. Le nove classi, a cui sono state attribuite le 1010 scene nell’interfaccia
<‌<scene metadata>‌> (par. 1.2.3.2), sono le seguenti:
• Facial expression;
• Actions referring to the body;
• Movement;
• Modification of the object;
• Deterioration of an object;
• Force on an object;
• Change of location;
• Setting relation among objects;
• Actions in the intersubjective space.
L’altissimo tasso di astrazione dei metadati ha reso estremamente complessa la
loro traduzione visiva come interfaccia utente. La soluzione adottata prevede
la presenza di nove icone animate in loop e organizzate in una galleria (par.
1.3.1.1). Gli avatar sono privi di caratteri somatici riconoscitivi, ed agiscono su
oggetti geometrici in uno spazio sottodeterminato.
Figura 1.6: Icone delle classi “facial expression” e “setting relation among objects”
1.2.3 WP4: Estensione competence-based e validazione
Nel WP4 viene sfruttata la competenza di parlanti madrelingua al duplice scopo
di validare l’ontologia (prodotta secondo la procedura descritta al paragrafo
1.2.1.2) ed estenderla ad un set potenzialmente aperto di lingue. I due task
sono realizzati mediante una procedura comune ed un’unica interfaccia di rete,
detta “CBE”, Competence Based Extension.
Una delle ipotesi teoriche del progetto è che un concetto pragmatico, o tipo azio-
nale, pragmaticamente rilevante sia anche produttivo; se due predicati azionali
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generali di lingue diverse si applicano nel loro senso proprio ad un tipo azionale,
la loro relazione di equivalenza locale sarà applicabile a tutte le eventualità che
a quel concetto pragmatico fanno capo. La relazione di traducibilità che lega i
due predicati è valida “within type”; si estende, insomma, all’intera variazione
orizzontale18.
Mediante l’interfaccia CBE è dunque verificata la rilevanza pragmatica e cogni-
tiva dei tipi prodotti nel WP2, oltre che l’effettiva traducibilità tra verbi. La
metodologia prevede due fasi:
1. Assignment: per ogni tipo ontologico di ogni verbo della lingua di par-
tenza (“lingua-source”), l’annotatore attribuisce un lemma nella sua lingua
madre (“lingua-target”) sulla base di un giudizio di competenza: il risul-
tato di questa fase costituisce la prova della produttività del tipo azionale
dell’ontologia;
2. Translation: per ogni standardizzazione appartenente ad ognuno dei tipi
ontologici del verbo della lingua-source, l’annotatore attribuisce la corretta
traduzione nella lingua-target, assegnando contestualmente una struttura
tematica; il risultato di questa seconda fase è la generazione di set di frasi
semplici di contenuto azionale, paralleli ed annotati19.
Il procedimento, gli obiettivi specifici ed i risultati sono descritti separatamente
per la validazione e l’estensione dell’ontologia nei paragrafi che seguono.
1.2.3.1 Validazione
La validazione interlinguistica dell’ontologia testa la consistenza dei tipi indotti
dai corpora: in inglese a partire dai dati dell’italiano, e in italiano avendo come
lingua-souce l’inglese. Consente inoltre l’allineamento totale tra le due lingue
ed il completamento del database interlinguistico, non garantito dal mapping :
non è infatti possibile, per il supervisore, creare entrate lessicali ex-novo in fase
di formazione dell’ontologia, anche nel caso in cui un tipo azionale non abbia
corrispondenze lessicali in una delle due lingue.
“Assignment”
In fase di assignment, il sistema propone i tipi azionali del lemma da validare,
in associazione a tutte le frasi che lo istanziano nel database raggruppate in Best
Example; per ogni tipo azionale di un verbo della lingua-source, l’annotatore
sceglie il verbo della sua lingua madre (lingua-target) che meglio lo traduce
18Le verifiche cross-linguistiche effettuate a tal proposito mostrano una buona tenuta di
questa ipotesi (Moneglia & Panunzi, 2010). Se è vero che la traducibilità tra due predicati
generali localmente equivalenti in un tipo è piena e stabile per le istanze “centrali” della
variazione orizzontale, va però notato che la relazione non è sempre costante alla periferia del
prototipo.
19I set di frasi allineati per costituenti sintattici sono sfruttabili come corpora paralleli in
molti task di NLP, in primis word sense disambiguation e traduzione automatica.
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(“main verb”), tenendo in considerazione le scene che sono ad esso collegate ed
i verbi già collegati dal supervisore nella fase di mapping (riportati in un box
dedicato, in alto a destra in fig. 1.7)
Figura 1.7: Interfaccia CBE, <‌<assignment>‌> (1)
È inoltre possibile proporre traduzioni preferibili o alternative se due o più lemmi
risultano applicabili.
Nel caso illustrato in figura 1.7, l’annotatore, parlante madrelingua italiano, deve
scegliere quale verbo traduce turn on nel tipo 1, “John turns on the stereo”.
Si noti che è fornito come suggerimento il lemma accendere, già mappato
nell’ontologia. Tale verbo è applicabile all’intero set di frasi del tipo, che quindi
risulta validato, ma non può essere usato per la classe di azioni del tipo 3 “Mary’s
mother turns on the tap”, estesa in italiano dal lemma aprire: la relazione di
traducibilità tra i predicati generali turn on ed accendere, pur non essendo
completa “across-types”, è valida, come era auspicabile, “within-type”.
È quindi richiesta la conferma dell’applicabilità del main verb ad ogni singo-
la frase standardizzata, mediante l’applicazione di spunte. In caso di mancata
applicabilità, è richiesto l’inserimento di altri lemmi e l’esplicitazione di even-
tuali preferenze nell’applicazione (fig.1.8). La procedura prevede che ogni verbo
inserito debba essere confrontato con ogni occorrenza del predicato nel tipo.
L’annotatore può inoltre rifiutare eventuali errori di annotazione (frasi malfor-
mate, errata attribuzione della standardizzazione al tipo), contribuendo alla
revisione.
“Translation”
Nella seconda fase il sistema, attraverso un’interfaccia dedicata, richiede la
traduzione completa delle frasi standardizzate. Le occorrenze standardizzate
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Figura 1.8: Interfaccia CBE, <‌<assignment>‌> (2)
di ogni tipo, raggruppate per Best Example, riportano il main verb principale
precedentemente selezionato: ogni frase deve essere tradotta inserendo il testo
negli appositi box . Vengono infine stabilite le corrispondenze tra i costituenti20
(fig. 1.9).
Figura 1.9: Interfaccia CBE, < ‌<translation>‌>
20Le corrispondenze tra costituenti non implicano ereditarietà dei ruoli tematici.
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Statistiche
In tabella 1.6 sono riportate le statistiche generali della validazione.
source > target verbi Assignment % Translation %
IT > EN 521 521 100 % 475 91 %
EN > IT 550 550 100 % 497 90 %
Tabella 1.6: Validazione: statistiche generali
È stata sottoposta a validazione l’intera ontologia, ovvero 521 verbi italiani e
550 verbi inglesi, con risultati eccellenti (tab. 1.7). Per entrambe le lingue, più
del 90% delle occorrenze derivate dal corpus della lingua source risultano infatti
validate nel tipo dall’assegnazione di un unico verbo nella lingua target.




IT > EN (521 lemmi) 1099 1024 97.49 %
EN > IT (550 lemmi) 1180 947 90.77 %
Tabella 1.7: Validazione: risultati
Le differenze vanno sicuramente imputate alla competenza non bilingue dei
supervisori, che hanno appreso l’inglese come L2.
1.2.3.2 Estensione competence-based dell’ontologia
Lo sfruttamento dell’interfaccia CBE consente, a partire da un nucleo di tipi
azionali pragmaticamente definiti, l’estensione della risorsa a qualsiasi altra lin-
gua. Aspetto non secondario, almeno per le sue applicazioni computazionali,
è la possibilità di generare per ciascuna lingua introdotta un corpus di frasi
parallele.
La procedura, avviata per la lingua cinese, è però piuttosto gravosa. La mole
del lavoro è infatti raddoppiata rispetto alla validazione: 1071 verbi, 2279 tipi,
più di 27000 frasi...
La tabella 1.8 riassume l’avanzamento del lavoro, curato dalla dott.ssa Pan Yi,
al momento ancora in corso:
source > target verbi Assignment % Translation %
IT > CN 521 431 83 % 157 30 %
EN > CN 550 31 6 % 22 4 %
Tabella 1.8: Estensione competence based di IMAGACT: lingua cinese
È stata perciò introdotta una modalità semplificata di estensione, definita “CBE
Light”: il procedimento, svincolato dall’annotazione linguistica delle lingue corpus-
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based , richiede l’applicazione di una caption a ciascuno dei 1010 video dell’onto-
logia. Il lavoro è svolto dai madrelingua mediante l’interfaccia <‌<scene meta-
data> ‌> (fig. 1.10), che mostra il video, tutti i verbi italiani ed inglesi asso-
ciati tramite mapping e le relative caption, oltre ad eventuali lemmi aggiunti
nell’interfaccia CBE di assignment21.
Nella versione 1.0 dell’ontologia, il cinese mandarino e due varietà di spagnolo
(castigliano di Spagna e argentino) sono state inserite con questa metodologia.
Figura 1.10: Interfaccia < ‌<scene metadata>‌>
1.2.3.3 Mapping con le altre risorse
L’integrazione dell’ontologia IMAGACT con risorse di tipo semantico già esi-
stenti è stata curata dall’ILC-CNR: l’ontologia WordNet (nella sua declinazione
italiana, ItalWordNet IWN) è stata scelta per ragioni di diffusione ed importanza
scientifica a livello internazionale.
Nelle intenzioni dei responsabili del task, il mapping dovrebbe condurre ad
un arricchimento reciproco delle risorse: WN contiene infatti informazione as-
sente in IMAGACT, in particolare le relazioni semantiche tra sensi (iponi-
21L’interfaccia < ‌<scene metadata> ‌>è di natura ibrida. Ha consentito infatti:
• di attribuire uno o più metadati di alto livello (par. 1.2.2.3) a ciascuna delle scene
dell’ontologia (box <classes>, a sinistra in fig. 1.10);
• di convertire gli script dei video, prodotti nel WP2 in italiano e inglese, in vere e proprie
caption che descrivono l’evento rappresentato (tabella <Corpus verbs> in fig. 1.10);
• di aggiungere lemmi su base di competenza, nei casi in cui in italiano o inglese il tipo
non avesse alcuna corrispondenza lessicale (tabella <Competence based verbs>);
• di importare in maniera controllata i dati derivati dal lavoro CBE (tabella <Assigned
verbs>);
• di estendere l’ontologia ad altre lingue, nella forma del “CBE light” (tabella
<Competence based verbs>).
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mia/iperonimia, entailment) e gli usi non azionali (marcati); questi ultimi non
sono però separati dagli usi primari e produttivi del verbo, carattere distintivo
di IMAGACT. Le diverse rappresentazioni del riferimento nelle due ontologie,
ovvero le glosse di corredo ai synset e le scene, possono inoltre essere riconciliate.
Il lavoro è articolato su due fronti:
1. scelta del formato di mappatura ed effettiva creazione di link tra i tipi
azionali IMAGACT ed i synset IWN;
2. ricerca di euristiche per la generazione automatica o semiautomatica di
queste relazioni.
Lo studio è, purtroppo, ancora fermo ad una fase embrionale: le due risorse non
sono al momento collegate e non sono ancora stati definiti natura, sede e formato
dei puntatori22. Sono però stati condotti alcuni case-study sui dati dell’italiano:
il primo, presentato in Moneglia et al. (2012d), propone un’ipotesi di mapping
IMAGACT-IWN per un set dei verbi generali semanticamente coesi (spingere,
premere, schiacciare, pigiare, comprimere, spremere, pressare); il
secondo ha invece come oggetto 79 activity verbs23.
Sulla base di questi studi preliminari, è ormai chiaro che il legame synset / tipo
azionale può essere di tre tipi:
• “perfect matching”, ovvero equivalenza e conseguente possibilità di map-
ping 1:1;
• IMAGACT arricchisce IWN: un synset IWN sussume uno o più tipi di
IMAGACT;
• IWN arricchisce IMAGACT: un tipo di IMAGACT sussume più synset
IWN.
Per quanto riguarda i verbi generali, la creazione del link tra le risorse deve
necessariamente poggiare sulla comparazione ed il confronto tra synset e l’intero
set di verbi localmente equivalenti connessi ad una scena. I casi di “perfect
matching” sono dunque minoritari ed il mapping è, in generale, molto spesso
complicato dalla presenza di usi idiomatici e fraseologie nei synset .
Per quanto riguarda gli activity verbs, che per definizione sono predicati “pro-
totipici” (Moneglia, 1997a) che proiettano chiara immagine mentale e quindi
hanno un unico tipo in IMAGACT, è sostanzialmente confermata l’ipotesi che
tale tipo azionale abbia come corrispettivo in IWN un unico synset , e sia dunque
possibile stabilire una relazione di perfetta equivalenza (1:1).
22LMF (Lexical markup framework) è una delle opzioni probabili.
23Lo studio, ancora non pubblicato, è stato presentato dalle dott.sse Irene Russo e Irene De
Felice in occasione del workshop “The Imagact Ontology: Background Concepts, Achievements
and Perspectives” (Firenze, 2/10/2012) e della dott.ssa Irene Russo al workshop "IMAGACT
- MODELACT DAY: Modelli Linguistici, Cognitivi e Corporei dell’Azione e Interattività
Naturale" (Roma, 1/02/2013).
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Il task è di centrale importanza per futuri sviluppi computazionali dell’ontologia:
IWN è infatti già connesso mediante ILI (InterLingual Index , ovvero una lista
non strutturata e language-indipendent di concetti) agli altri database del pro-
getto EuroWordNet24, al Princeton WordNet (Fellbaum, 1998) e ad una “Top
Ontology”25.
1.2.4 WP5: Infrastruttura tecnologica
Il WP, curato dall’azienda DrWolf srl. per UNIFI, ha portato alla realizzazione
di una interfaccia di rete per la gestione dell’intero processo di annotazione26
e di un sistema di interrogazione linguistica e visuale dell’ontologia. L’intero
software verrà rilasciato con licenza Open Source27.
L’interfaccia di annotazione28, accessibile mediante login29, consente il carica-
mento di corpora taggati (Part Of Speech/lemma) e memorizza su database
relazionale30 i dati relativi alla standardizzazione e validazione delle occorrenze,
ai Best Example e ai tipi azionali, nonché le informazioni annotate dai CBE.
Nel medesimo DB vengono inoltre salvati i dati di autenticazione degli utenti,
i dati di autorizzazione ed i metadati delle scene inserite; i video sono invece
conservati nel repository documentale Alfresco.
L’interfaccia di query31, progettata per essere fruibile senza tempi di appren-
dimento anche ad utenti con competenze linguistiche scarse o assenti, è stata
ottimizzata per l’utilizzo su supporti tecnologici diversi (browser desktop, tablet
e smartphone).
L’interfaccia è volutamente minimale, a garantire una navigabilità dei contenuti
intuitiva; il rapido recupero dei dati di query è reso possibile da un data mart.
Per informazioni più dettagliate rinviamo al report di progetto curato dal dott.
ing. Marco Fabbri “D 5.1 - Specifiche DB e interfaccia di query”32.
24WN per il francese, lo spagnolo, il tedesco, l’olandese, il ceco e l’estone.
25La Top Ontology offre una cornice semantica comune a tutte le lingue (63 distinzioni
semantiche), mentre le proprietà specifiche della lingua sono mantenute nei WN individuali:
gli elementi della TO possono essere lessicalizzati in vari modi (oppure non essere lessicalizzati
affatto) nelle diverse lingue (Rodrìguez et al., 1998).
26Annotazione delle occorrenze dei corpora, mapping inter-/intra- linguistico, validazione ed
estensione competence-based dell’ontologia, inserimento di scene ed attribuzione di metadati
e caption.
27Il sistema sfrutta le tecnologie JSF, Facelets, RichFaces, Primefaces, Bootstrap e
FontAwesome; application server JBoss.
28Disponibile all’URL http://www.imagact.it/imagact/home.seam.
29L’accesso è riservato agli annotatori. È però possibile la navigazione in sola lettura,
username “guest” e password “guest”.
30Come RDBMS è stato scelto MySQL (versione 5.1.63, installazione standard fornita dalla





1.3 Risultati del progetto e possibili applicazioni
1.3.1 Risultati del progetti IMAGACT
Nel corso dei due anni e mezzo di progetto è stata ottenuta una serie piuttosto
ampia di risultati: alcuni di questi sono già disponibili online, come risorsa
lessicale interrogabile mediante interfaccia utente dedicata; altri, di interesse
linguistico e computazionale, sono al momento archiviati nel DB e in attesa di
successivi utilizzi scientifici.
1.3.1.1 L’ontologia (http://imagact.lablita.it/)
IMAGACT è un database multimediale composto, nella sua versione 1.0, da
1010 scene, derivate dalla riconciliazione in una unica ontologia di 521 ver-
bi di azione italiani e 550 inglesi.
Il sistema fornisce, mediante un’interfaccia di query minimale, le seguenti infor-
mazioni:
• dato un verbo in una certa lingua, le scene di tutti i tipi azionali censiti
per quel verbo;
• dato un evento (rappresentato da una scena) in una lingua-source, le sue
possibili traduzioni in una delle quattro lingue-target (italiano, inglese,
cinese, spagnolo);
• dati due lemmi (della stessa lingua o di due lingue diverse), i differenziali
linguistici;
• data una categoria di azioni, tutti gli eventi riconducibili a quella categoria;
• data una scena, le realizzazioni linguistiche dell’evento riferito in una delle
quattro lingue-target (italiano, inglese, cinese, spagnolo).
Come mostra il layout di navigazione in fig. 1.11, l’interfaccia è composta da
cinque pagine33.
Nella pagina di accesso, o < ‌< landing page>‌> (fig. 1.12), è possibile selezionare




33L’immagine è tratta dal report di progetto curato dal dott. ing. Marco Fabbri “D 5.1 -
Specifiche DB e interfaccia di query”.
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Figura 1.11: Interfaccia di query IMAGACT: layout di navigazione
Dictionary
Tra le funzionalità di base dell’interfaccia c’è la possibilità di interrogare l’on-
tologia come semplice dizionario per immagini, selezionando nella < ‌< landing
page> ‌> la lingua e digitando il lemma nel campo di testo.
Figura 1.12: “Landing page”
Come mostrato in figura 1.13, il sistema restituisce una serie di scene, una per
ciascun tipo azionale della variazione primaria del lemma.
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Figura 1.13: Funzione “dictionary”: variazione primaria del verbo accendere
Nella pagina è presente una form a sinistra, che ripresenta il box per l’inseri-
mento del testo della homepage, e due menu a tendina per la selezione della
lingua di partenza (input language) e della lingua di traduzione (output lan-
guage). Cliccando sul piccolo pulsante posto sopra la thumbnail di ogni tipo si
ottiene, in una nuova pagina detta < ‌<translate>‌> (fig. 1.14), la traduzione di
ogni tipo azionale nella lingua output .
Figura 1.14: Pagina “translate”
Compare
L’interfaccia può, inoltre, essere usata come strumento per l’acquisizione ri-
flessa di una lingua straniera: l’utilizzo di scene per la rappresentazione degli
eventi che costituiscono il riferimento dei lemmi, aspetto essenziale del siste-
ma IMAGACT, può innescare nell’utente processi analogici di apprendimento34,
ma non solo; l’utente-apprendente può infatti anche apprezzare e valutare espli-
34L’interfaccia, esplicitando le possibili estensioni ammesse per un verbo, al tempo stesso
innesca e rafforza i meccanismi di acquisizione.
51
citamente il differenziale tra la categorizzazione dell’azione dei verbi nella lin-
gua target rispetto alla sua lingua madre, oppure di due verbi apparentemente
sinonimi della lingua target , servendosi della funzione “compare”.
Il corpo della pagina < ‌<compare>‌> è perciò diviso in tre colonne: la colonna
di sinistra mostra i tipi azionali collegati solo al primo verbo, la colonna centrale
mostra i tipi azionali comuni ad entrambi i verbi, mentre la colonna di destra
mostra i tipi azionali su cui si estende solo il secondo verbo. Le differenze nel-
l’applicazione dei predicati emergono in maniera esplicita (fig. 1.15).
Figura 1.15: Funzione “compare”
Come nell’interfaccia < ‌<dictionary> ‌>, il pulsante posto sopra la thumbnail
serve a visualizzare i lemmi localmente equivalenti associati alla scena.
Gallery
Nel caso in cui l’utente sia un parlante di una lingua non rappresentata in
IMAGACT e non abbia una lingua veicolare che gli garantisca la possibilità di
interrogare l’ontologia, la funzione gallery propone un accesso esclusivamente vi-
sivo alle eventualità prototipiche oggetto della risorsa. La pagina < ‌<gallery> ‌>
(fig. 1.16 nella pagina successiva) mostra le nove classi generali ad alta rilevan-
za per la categorizzazione dello spazio azionale presentate al paragrafo 1.2.2.3
nella forma di gif animate in loop. Ciascuna icona dà accesso alla lista di scene
appartenenti alla categoria.
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Figura 1.16: Funzione “gallery”
1.3.1.2 Altri prodotti
Alcuni dei risultati della campagna di annotazione, salvati nel database IMA-
GACT ma al momento non accessibili all’utente finale, saranno presto resi
disponibili. Tra questi:
• la lista delle frasi standardizzate collegata e ciascun tipo azionale;
• la lista delle occorrenze marcate di ciascun lemma;
• la struttura dell’ontologia (in particolare le relazioni tra <elementi scena>
e tipi azionali dei lemmi);
• i set di frasi multilingue paralleli ed annotati.
L’accesso alle modalità avanzate di interrogazione sarà riservata ad utenti abi-
litati ed avverrà tramite autenticazione.
Come accennato in precedenza (par. 1.2.4), l’intero software verrà inoltre ri-
lasciato con licenza Open Source: un sistema multilivello per il caricamento di
corpora, l’annotazione linguistica di occorrenze verbali, la creazione di relazioni,




La varietà e la versatilità dei risultati di IMAGACT garantiscono una sua vasta
applicabilità in settori fra loro molto diversi.
• Acquisizione di una L2.
La scarsa conoscenza degli ambiti di variazione dei predicati nelle diverse
lingue ha determinato, di fatto, una carenza di strumenti glottodidattici
specifici per l’acquisizione del lessico verbale, nodo cruciale nello sviluppo
della competenza della lingua seconda. IMAGACT è idoneo per l’acqui-
sizione lessicale fin dalle prime fasi, anche per apprendenti privi di lingua
veicolare: le entrate lessicali presentate si riferiscono, infatti, ad azioni co-
muni nella vita quotidiana e gli eventi possono essere facilmente identificati
dall’utente indipendentemente dalla lingua madre, perché rappresentati in
scene filmate o animate (Moneglia et al., 2013).
• NLP (WordSense Discrimination e Disambiguation, traduzione
automatica, Semantic Web)35.
Nonostante la centralità dei verbi generali nel lessico delle lingue natura-
li, le equivalenze e i differenziali del loro riferimento agli eventi non sono
derivabili con sicurezza dalle risorse linguistiche e lessicografiche attual-
mente disponibili, computazionali e non. I sistemi automatici commettono
di frequente errori grossolani nella traduzione: molto spesso, infatti, non
sono in grado di risolvere l’intrinseca ambiguità dei verbi generali (data
la possibilità di questi lemmi di estendersi, sulla base delle proprietà di
senso, a classi di azioni fisiche tra loro assai diverse) e quindi di assegnare
la giusta traduzione.
Se ne può avere una prova empirica inserendo in Google Translate36 e
in Babylon37 le frasi semplici “Fabio gira intorno al palo” e “Fabio gira
la zuppa”. Entrambi gli strumenti daranno come risultato “Fabio turns
around the pole” e “Fabio turns the soup”, al posto dei corretti “Fabio
circles around the pole” e “Fabio stirs the soup”38.
IMAGACT può rappresentare una fonte di informazione ricchissima per
lo svolgimento dei task di Natural Language Processing che includano il
trattamento pratico o formale dell’informazione linguistica naturale39.
35L’argomento, vastissimo, esula da questa trattazione. Si rinvia a Jurafsky & Martin
(2009); Manning & Schütze (1999), due manuali classici, per la presentazione dei task e la
descrizione delle tecniche attualmente in uso in LC.
36http://translate.google.it/
37http://traduttore.babylon.com/
38Come accennato in precedenza, tale fenomeno è pervasivo nel lessico ad alta frequenza.
Si pensi ancora alle tre possibili traduzioni inglesi della frase “Mario prende il gatto”: “Mario
takes/catches/hits the cat”. La scelta tra le tre opzioni è possibile solo conoscendo il contesto
pragmatico (Moneglia, 2011).
39Sull’argomento sono in corso le tesi di dottorato (ciclo XXVII) del dott. Lorenzo Gregori,
dal titolo “Sviluppo di modelli per la disambiguazione dei verbi generali d’azione in contesti
comunicativi aperti e applicazioni in servizi di rete” e della dott.ssa Irene De Felice, “Affor-
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• Settore delle politiche di integrazione e della social inclusion40.
La metodologia originale per la rappresentazione e la gestione di azioni
semplici suggerisce un suo possibile utilizzo a supporto di interventi mira-
ti alla riduzione del disagio e all’accesso ai servizi (ad esempio nel campo
della sicurezza sul lavoro o dell’accesso ai servizi sanitari). La risorsa può
avere, ovviamente, una forte rilevanza sociale nell’integrazione linguistica
dei migranti: fatto ben noto, una parte sempre più consistente della po-
polazione attiva e una percentuale rilevante di soggetti in età scolare non
hanno l’italiano come lingua madre, e provengono da zone prive di una
tradizione di contatto linguistico con l’Italia41. Negli anni a venire, auspi-
cabilmente, a tali soggetti dovranno essere indirizzati specifici programmi
di insegnamento della lingua nazionale.
• Robotica.
I modelli pragmatici individuati in IMAGACT possono essere utilizzati
per costruire sistemi di interazione uomo-macchina e per la codifica di
alto livello delle azioni eseguite da un arto robotico. Sull’argomento è in
corso il progetto MODELACT (Futuro in Ricerca 2012), coordinato dal
dott. Alessandro Panunzi42.
• Scienze cognitive e neuroscienze.
Nonostante il crescente interesse di queste discipline per l’universo dell’a-
zione naturale, soprattutto in seguito alla scoperta dei mirror neurons43, il
dances and language: a study on Italian and English verbs denoting grasp events”. Si rinvia
inoltre a Russo et al. (2013b,a).
40Si fa qui riferimento, in termini generici, con il termine “social inclusion” a politiche
sociali finalizzate all’integrazione degli individui svantaggiati a causa della loro identità (di
genere, razziale, etnica, religiosa o per uno status di disabilità) nel contesto sociale in cui
vivono. Seguendo la definizione data dalla Banca Mondiale, “the process of improving the
ability, opportunity, and dignity of people, disadvantaged on the basis of their identity, to
take part in society”(World Bank, 2013).
41I dati statistici ufficiali diffusi dall’ISTAT (http://dati.istat.it/) mostrano un incremento
costante della popolazione straniera sul territorio nazionale (fonte: ISTAT 01/2009, 01/2010,
01/2011).
anno Toscana Italia
2009 309 651 3 891 295
2010 338 746 4 235 059
2011 364 152 4 570 317
42Per maggiori informazioni: http://modelact.lablita.it/
43A più di 20 anni dalla loro scoperta a cura dall’equipe parmense guidata dal dott. Riz-
zolatti, la bibliografia sull’argomento “neuroni specchio” è ormai vastissima. Tali popolazioni
di cellule cerebrali, individuate inizialmente nella corteccia premotoria dei macachi, sembre-
rebbero essere presenti anche nel cervello umano, sia nella regione omologa ad F5, vale a
dire l’area frontale corrispondente all’incirca all’area di Broca (BA 44-45), sia in porzioni
temporo-parietali. Gli studi fatti in questi anni dimostrano che l’osservazione di un’azione
comporta l’attivazione dello stesso circuito neurale deputato a controllarne l’esecuzione, ovve-
ro coincide con l’automatica simulazione dell’azione nel cervello dell’osservatore (Gallese et al.,
1996). Non solo: l’ascolto di frasi che descrivano azioni motorie comporta una modulazione
del sistema dei neuroni specchio (Kohler et al., 2002), e dunque la comprensione linguistica
potrebbe basarsi non su una rappresentazione amodale e simbolica, ma su meccanismi incar-
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campionario dei verbi usati negli studi è estremamente ridotto: le basi dati
esistenti a disposizione dei ricercatori sono infatti generalmente poco este-
se ed incapaci di fornire conoscenze sistematiche. L’ontologia IMAGACT
può fornire a queste discipline dati linguistici ed un prodotto multimediale
inediti per la testistica. Verrà presentata una prima proposta nel cap.5.
• Ricerca di base.
I dati prodotti e le questioni teoriche e metodologiche affrontate nel cor-
so dei due anni e mezzo di lavoro stanno portando alla formalizzazione
di nuove teorie per la modellizzazione e la rappresentazione del lessico
verbale.
nati. Le stesse strutture che presiedono all’organizzazione dell’esecuzione motoria delle azioni
sarebbero dunque alla base della comprensione semantica. Per una sintesi della letteratura




L’estrazione di tipi ontologici di azione da corpora di parlato, già presenta-
ta a grandi linee nel capitolo precedente (par. 1.2.1.1), ha rappresentato la
parte quantitativamente più consistente di IMAGACT. Il presente capitolo è,
perciò, integralmente dedicato a questa fase del progetto, ed in particolare
all’annotazione dell’italiano, curata personalmente dall’autrice.
Dopo aver presentato il corpus design di IMAGACT-IT ed il trattamento pre-
ventivo a cui sono stati sottoposti i dati linguistici (par. 2.1), verrà illustrata
la metodologia bottom-up per l’estrazione delle classi di azioni che costituisco-
no l’ontologia, cuore del WP2 (par. 2.2): verranno descritte la procedura e
l’interfaccia informatica per lo svolgimento dei vari task , ed i criteri per la stan-
dardizzazione delle occorrenze, la loro tipizzazione e l’annotazione delle proprie-
tà linguistiche dei Best Example (struttura tematica, alternanze argomentali,
aktionsart).
Infine, nel paragrafo conclusivo (2.3), verrà brevemente esposto il personale
contributo della candidata al lavoro, in termini quantitavi.
2.1 Preliminari
2.1.1 Corpora
Uno dei capisaldi del progetto IMAGACT è lo sfruttamento di corpora di parlato
spontaneo, dettato dalla convinzione che la diretta osservazione ed annotazione
delle occorrenze dei verbi action-oriented costituisca un punto di vista privi-
legiato per studiare i campi di applicabilità dei predicati. Il lungo lavoro di
annotazione ed estrazione di tipi ontologici di azione condotto sul corpus italia-
no ha evidenziato la validità di questa ipotesi: la tipologia e il campionamento
dei materiali hanno infatti assicurato la presenza di un spettro di azioni molto
ampio.
57
La qualità della collezione di corpora IMAGACT per la lingua italiana si è resa
evidente anche in relazione al corpus BNC–spoken a disposizione per l’ingle-
se: gli annotatori di madrelingua inglese, infatti, hanno più volte lamentato
una minor varietà di situazioni comunicative, probabilmente dovuta alle diverse
modalità di selezione dei materiali.
Anche in relazione a queste considerazioni, oltre che per esigenze generali di do-
cumentazione, verrà fornito un esatto resoconto del corpus design (par. 2.1.1.1).
2.1.1.1 Descrizione dei materiali confluiti nel “corpus” IMAGACT-
IT
IMAGACT-IT non può essere definito, in senso proprio, un corpus: contravviene
infatti ai tradizionali requisiti di rappresentatività e bilanciamento1.
In fase di selezione dei materiali non è stato un criterio di rappresentatività
statistica a guidare la scelta dei dati, ma l’interesse ad avere il più alto numero
possibile di attestazione di usi azionali del linguaggio. Tuttavia, pur non essen-
do bilanciata2, questa “collezione di materiali” di circa 1600000 token assicura
una buona varietà diafasica e diastratica.
Per semplicità, nel testo si farà riferimento ad essa coi termini “risorsa” e
“corpus”, mantenendo per il secondo il virgolettato.
I dati linguistici confluiti in IMAGACT-IT sono riconducibili a tre fonti:
• LABLITA Corpus of Spontaneous Spoken Italian (66.02 %);
• Corpus LIP, Lessico di frequenza dell’italiano parlato (30.11 %);
• Corpus CLIPS, Corpora e Lessici dell’italiano Parlato e Scritto - sezione
“Corpora di Parlato” (3.87 %).
La composizione del “corpus” è presentata in forma sintetica in tabella 2.1;
nei paragrafi a seguire saranno invece descritti in modo più ampio i corpora di
partenza.
1Ovvero sampling and representativeness (Atkins et al., 1992; Clear, 1992; Biber, 1993;
McEnery & Wilson, 2001; Váradi, 2001; Sinclair, 2005; McEnery & Hardie, 2012). Secondo
una delle più celebri definizioni di corpus:
“A corpus in modern linguistics, in contrast to being simply any body of text, might
more accurately be described as a finite-sized body of machine-readable text, sampled
in order to be maximally representative of the language variety under consideration.”
(McEnery & Wilson, 2001: 32)
Si rinvia a Cresti & Panunzi (2013) per la discussione delle problematiche relative alla
effettiva rappresentatività statistica dei corpora linguistici e delle questioni pratiche e teoriche
legate al campionamento di una lingua.
2In realtà il “corpus” risulta equilibrato se viene preso come parametro la “qualità dell’inte-
razione”, ovvero la differenza tra parlato formale (535 testi, 738424 parole) e contesti informali




Corpus of Spontaneous Spoken
Italian
Collezione di trascrizioni ortografiche di
testi parlati di datazione e origine
eterogenea conservati presso il LABLITA
corrispondenti a circa 100 ore di sessioni
registrate. Materiali molto vari anche dal
punto di vista diafasico (parlato spontaneo,
parlato radiotelevisivo e cinematografico,
baby talking).
Corpus LIP
[Lessico di frequenza dell’Italiano
Parlato]
Quasi 60 ore di scambi comunicativi mono-
e bidirezionali (conversazioni faccia a faccia,
conversazioni telefoniche, assemblee,
dibattiti, interrogazioni ed esami, interviste,
lezioni, relazioni a congressi, omelie,
arringhe, parlato radiotelevisivo, etc.).
Corpus CLIPS
[Corpora e Lessici dell’Italiano
Parlato e Scritto, sezione “Corpora
di Parlato”]
Circa 100 ore di parlato, equamente
ripartito tra voci maschili e voci femminili,
in parte trascritto, segmentato ed annotato
dal punto di vista fonetico segmentale. Il
corpus è caratterizzato da una duplice
stratificazione: diatopica (15 località, scelte
per significatività demografica e
socioeconomica) e diafasica (parlato
radiotelevisivo, dialogico, letto e telefonico).
Tabella 2.1: Composizione del “corpus” IMAGACT-IT
LABLITA Corpus of Spontaneous Spoken Italian
(http://lablita.dit.unifi.it/corpora/)
Il corpus dinamico LABLITA (Cresti & Moneglia, 2005) contiene testi parlati
spontanei3 raccolti in molteplici iniziative di registrazione a partire dagli anni
sessanta, ed è in costante aggiornamento.
I materiali, che corrispondono a circa 100 ore di sessioni registrate, hanno da-
tazione e origine eterogenea e sono caratterizzati da una spiccata varietà: dal
punto di vista diatopico, il corpus registra una netta prevalenza delle varietà di
italiano parlate in Toscana, anche se non mancano parlanti di origine geografica
diversa; dal punto di vista diacronico i materiali coprono un arco temporale di
quasi 50 anni (dal 1965, anno di avvio degli studi pionieristici di Harro Stam-
merjohann, ad oggi)4. A ciò si associa una notevole eterogeneità dal punto di
3Intendendo per “parlato spontaneo” un evento comunicativo in cui la programmazione è
simultanea all’esecuzione da parte del parlante. Si tratta, quindi, di testi parlati che non sono
stati fissati in forma scritta o che solo parzialmente sono stati scritti in precedenza.
4A questo proposito, si rinvia al “Corpus per il Confronto Diacronico LABLITA”, realizzato
da Antonietta Scarano nell’ambito del progetto PRIN 2004 – Parlaritaliano. La risorsa è stata
concepita per essere utilizzata in rapporto al “Corpus Stammerjohann” (Stammerjohann, 1970;
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vista diafasico: i testi coprono infatti un ampio spettro di tipologie e situazioni
comunicative.
La risorsa è articolata nei seguenti sub-corpora:
• Corpus di riferimento: “LABLITA Corpus of Adult Spontaneous Spo-
ken Italian”, a sua volta articolato sulla base di parametri diamesici in 3
sezioni:
– Natural context - Face to face communication: la sezione raccoglie
eventi comunicativi che hanno luogo tra due o più partecipanti nella
stessa unità di tempo e spazio, con percezione e interazione mul-
timodale reciproca. Gli eventi sono stati campionati tendendo in
considerazione tre parametri: contesto sociale (familiare, privato,
pubblico), qualità dell’interazione (regolato, non-regolato)5, struttu-
ra dell’evento comunicativo (monologo, dialogo, conversazione).
– Broadcasting (MEDIA): la sezione raccoglie eventi comunicativi uni-
direzionali rivolti ad un pubblico non definito; il campionamento in-
clude un set chiuso di domini d’uso tipici delle varietà formali del
linguaggio delle trasmissioni radiotelevisive (news, sport, interviews,
science, meteo, scientific press, reportage, talk-show).
– Telephone: la sezione raccoglie eventi comunicativi bidirezionali che
utilizzano come medium il telefono (private telephone conversations,
human machine interactions, answering machine).
• Corpora specialistici:
– “Collections of Longitudinal Corpora of Early Acquisition of Italian”.
Collezione di corpora longitudinali che documentano le primissime
fasi di acquisizione e produzione del linguaggio (15-36 mesi) per due
varietà di italiano parlato: un italiano regionale di area settentrio-
nale (“Ferrara”, raccolto tra il 1979 e il 1982) e un italiano regionale
toscano (“Firenze”, sessioni registrate tra il 1987 e il 1990).
– “Corpus cinema”. Trascrizioni ortografiche in formato CHAT di 6
film: “Otto e mezzo” di Federico Fellini, “Il sogno della farfalla” di
Marco Bellocchio, “Paris Texas” di Wim Wenders, “Germania anno
zero” di Roberto Rossellini, “Un americano a Roma” di Steno e “Blow
up” di Michelangelo Antonioni.
– “Corpus radiofonico”. Materiali audio raccolti nel febbraio del 1996;
le registrazioni comprendono un programma “contenitore” mattutino,
Moneglia & Scarano, 2008), il più antico corpus di parlato spontaneo italiano, in ricerche di
tipo diacronico.
5Per evento comunicativo “regolato” si intende una interazione che segue regole comunica-
tive esplicite o implicite, in accordo con il ruolo reciproco dei parlanti; ciò comporta una forma
di controllo del parlante rispetto alla locuzione, di solito marcata da un registro formale.
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un programma di intrattenimento, un giornale radio, alcune intervi-
ste, sondaggi telefonici, telefonate degli ascoltatori, annunci e lanci
di hit-parade, spot pubblicitari ed il segnale orario.
Per ogni sessione registrata è presente nel repository un file audio con estensione
.wav, un file plain-text contenente la trascrizione ortografica in formato CHAT
(MacWhinney, 1997) ed un file con i metadati (estensione .mask). Le trascri-
zioni sono corredate inoltre dell’annotazione dei break prosodici terminali e non
terminali. Il Corpus LABLITA è, al momento, pubblicato solo parzialmente:
la parte pubblica include “Italian C-ORAL-ROM” (Cresti & Moneglia, 2005),
il “Corpus Stammerjohan” (Moneglia & Scarano, 2008) e il “Corpus di italiano
parlato” (Cresti, 2000).
L’intero Corpus LABLITA è entrato a far parte della base dati di IMAGACT;
i dati sono stati inoltre integrati dalle cosiddette “nuove acquisizioni”, ovvero
gli ultimi file audio trascritti dagli studenti del corso di “Grammatica Italiana”
tenuto dalla prof.ssa Emanuela Cresti presso l’Università di Firenze, in attesa
di revisione definitiva al momento della creazione della risorsa.
Corpus LIP, Lessico di frequenza dell’Italiano Parlato
Il Corpus LIP (De Mauro et al., 1993) raccoglie le trascrizioni ortografiche
integrali di 57 ore circa di sessioni registrate. La risorsa è composta da 469 testi
(per un totale complessivo di 500000 parole circa) raccolti in quattro città, scelte
integrando criteri demografici e valutazioni di tipo storico-linguistico6: Milano,
Firenze, Roma e Napoli. Sulla base delle situazioni comunicative, i testi parlati
sono stati divisi dai curatori in cinque macroclassi:
• gruppo A: scambio comunicativo bidirezionale con presa di parola libera
faccia a faccia (conversazioni in casa, conversazioni sul luogo di lavoro,
conversazioni nell’ambito scolastico e universitario, conversazioni in luoghi
ricreativi e sui mezzi di trasporto);
• gruppo B: scambio comunicativo bidirezionale con presa di parola libera
non faccia a faccia (conversazioni telefoniche normali, conversazioni telefo-
niche registrate alla radio, messaggi registrati nelle segreterie telefoniche);
• gruppo C: scambio comunicativo bidirezionale con presa di parola non
libera faccia a faccia (assemblee legislative, dibattiti culturali, assem-
blee studentesche, assemblee sindacali, incontri di lavoratori, interrogazio-
ni nella scuola elementare e secondaria, esami universitari, interrogatori
processuali, interviste alla radio e alla televisione);
• gruppo D: scambio comunicativo unidirezionale in presenza del/i desti-
natario/i (lezioni di scuola elementare e secondaria, lezioni universitarie,
comizi, omelie, conferenze non specialistiche, arringhe giudiziarie, relazioni
a congressi e convegni politici, sindacali o scientifici);
6Ovvero il prestigio linguistico della varietà parlata nel centro di raccolta.
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• gruppo E: scambio comunicativo unidirezionale o bidirezionale a distanza
o differito su testo non scritto (trasmissioni televisive e radiofoniche).
Per ciascun gruppo sono state raccolte circa 100000 parole (25000 per ogni città).
Il corpus è pertanto perfettamente bilanciato.
Il LIP è stato inserito integralmente in IMAGACT-IT.
Corpus CLIPS, Corpora e Lessici dell’Italiano Parlato e Scritto - se-
zione “Corpora di Parlato”
(http://www.clips.unina.it/it/index.jsp)
La sezione “corpora di parlato” di CLIPS7 (Albano Leoni, 2003) raccoglie cir-
ca 100 ore di parlato, equamente ripartito tra voci maschili e voci femminili, in
parte trascritto, segmentato ed annotato dal punto di vista fonetico segmentale.
Tutti gli informatori hanno età compresa tra 18 e 30 anni, sono comparabili per
livello di istruzione ed omogenei dal punto di vista socioculturale8.
Per la scelta dei punti geografici di raccolta sono stati combinati criteri geolingui-
stici, sociolinguistici e socioeconomici, allo scopo di rappresentare le principali
varietà diatopiche dell’italiano tenendo in considerazione i principali fenomeni
sociolinguistici in atto nella popolazione e le realtà socioeconomiche più signi-













7Progetto 2 del cluster C18 "Linguistica computazionale: ricerche monolingui e
multilingui” (legge 488), finanziato dal MIUR.
8I parlanti sono diplomati o studenti universitari, appartengono allo strato medio/medio
superiore e sono nati e vissuti nella città in esame o nella provincia più vicina alla città in






La risorsa è articolata, dal punto di vista diafasico, nei seguenti sub-corpora:
• Radiotelevisivo (RT) (Sobrero, 2006)
Il subcorpora è composto da 16 ore di registrazioni di materiale radio-
televisivo, prodotto per l’80% da emittenti con bacino d’utenza di livello
regionale o sub-regionale nei punti di raccolta e per un 20% da emittenti di
diffusione nazionale (RAI e reti nazionali). Dal punto di vista diamesico,




Selezione di dialoghi elicitati mediante tecniche di instruction giving di-
alogues: “maptask ”(Brown et al., 1984; Anderson et al., 1991) e una
situazione gioco, il “test delle differenze”10(Pean et al., 1993).
– MapTask (MT)
– Test delle Differenze (TD)
Il subcorpus prevede un ulteriore livello di strutturazione, in base alla
ormai classica tipologia nencioniana delle produzioni parlate11:
– divulgazione e cultura (dc): testi che hanno carattere di “parlato-
letto”, a volte “parlato su scaletta” (rievocazioni storiche, notizie
culturali, recensioni, interviste);
– intrattenimento (in): testi ricchi di interazione verbale, ovvero “parlato-
parlato” (“contenitori” e talk show);
– informazione e servizio (is): “parlato-letto” (tele- e radio giorna-
li, previsioni meteorologiche, informazioni sulla viabilità, lettura e
commento di giornali);
– pubblicità (pb): “parlato-recitato”.
940 minuti di registrazioni per ciascuna località: 20 minuti di parlato radiofonico e 20 di
parlato televisivo.
10La situazione gioco prevede che i due parlanti cerchino di scoprire in un tempo prefis-
sato (10 minuti) una serie di differenze presenti in due vignette apparentemente uguali, e
che le descrivano. Le differenze possono riguardare la presenza/assenza di piccoli dettagli,
l’orientamento spaziale degli oggetti, la forma e/o le dimensione di particolari elementi grafici.
11Nencioni (1976) ristampato in Nencioni (1983).
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• Parlato Letto (LT) (De Masi, 2006)
16 ore di materiali letti in laboratorio. I testi sottoposti a lettura sono
riconducibili a due tipologie: liste di frasi e liste di parole. Le liste di
frasi sono costituite da 20 brevi testi costruiti sulla base dei dizionari di
frequenza in lingua italiana, che garantiscono la copertura lessicale di base;
le liste di parole, costituite da 129 item, sono state estratte dalle mappe e
dalle vignette utilizzate per elicitare il corpus DG.
– Lista Frasi (LF)
– lista oggetti map-task (LT)
– lista oggetti test differenze (LM)
• Telefonico (TL) (Di Carlo & D’Anna, 2006)
Raccolta di materiale telefonico prodotto da 300 parlanti in un dominio ap-
plicativo realistico, per un totale di circa 10 ore di parlato. L’acquizisione
è avvenuta durante l’interazione con una versione simulata di un’applica-
zione telefonica12. Il subcorpus è, al suo interno, così strutturato:
– Automatico (auto)
– Wizard of Oz (woz)
• Ortofonico (O) (Falcone et al., 2006)
2 ore e 30 minuti circa di parlato letto da dieci speaker professionisti13.
Ciasun parlatore realizza tre ripetizioni della lista LF del corpus di “Parla-
to Letto” ed una sola ripetizione di una lista di 120 frasi create allo scopo
di coprire tutti i fonemi e i nessi fonemici dell’italiano standard (ovve-
ro la “lista di frasi bilanciate”). Il corpus, che non prevede variazione in
diatopia, è perciò così internamente articolato:
– Liste frasi (LP)
– Lista frasi bilanciate (LB)
Solo i sub-corpora Dialogico e Radiotelevisivo sono stati giudicati conformi agli
intenti del progetto e sono pertanto confluiti, in parte, in IMAGACT-IT.
Per quanto riguarda il sub-corpus DG, l’interesse esclusivamente semantico di
IMAGACT ha indotto i ricercatori del LABLITA a selezionare solo un ristretto
numero di testi, ovvero i map-task e i test delle differenze trascritti e annotati14
12Il setting prevede che il parlatore chiami il centro di aquisizione ed interagisca con esso
seguendo uno scenario (ovvero una descrizione testuale di un compito da svolgere, come ad
esempio una richiesta di informazioni, la cancellazione di una richiesta o una lamentela);
all’altro capo del telefono l’operatore agisce secondo un protocollo predefinito, in modo da
simulare un comportamento automatico, secondo la tecnica del “Mago di Oz” (Kelley, 1985).
13Tutti i parlanti hanno fatto scuola di dizione ed esercitano la professione di doppiatori e
attori (in ambito teatrale e televisivo).
14La porzione del subcorpora dialogico di cui è fornita anche la trascrizione ortografica corri-
sponde al 30% del materiale raccolto; di questo sottoinsieme di testi è anche stato etichettato
(a livello fonetico, fonematico e ortografico) il 30%, corrispondente al 9% del totale raccolto
(Savy, 2006; Savy & Caniparoli, 2006).
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della località di Firenze, per un totale di 6 dialoghi15. Nonostante le tecniche
di elicitazione (Cerrato, 2006) siano state riviste dai curatori del corpus16 per
limitare la prevedibilità pragmatica degli scambi e lo sbilanciamento dei dialoghi
dal punto di vista degli interventi, l’informazione azionale in esso contenuta era
infatti estremamente limitata.
La porzione trascritta del sub-corpus RT17 è stata invece inserita quasi integral-
mente nella risorsa IMAGACT-IT: sono state escluse le trascrizioni dei materiali
pubblicitari (pb), testi molto brevi e poco interessanti per lo studio di predicati
azionali.
2.1.1.2 Conteggi
Per effettuare i conteggi l’autrice ha realizzato un breve script in Phyton, ser-
vendosi della libreria open-source NLTK - Natural Language Toolkit (Bird et al.,
2009)18. Lo script toglie i segni di interpunzione e i diacritici di trascrizione19
dal testo, e tokenizza; in seconda battuta incorpora delle funzioni di conteggio,
che stampano a video e salvano in file di output .txt il numero di token ed il
numero di parole dei testi.
I risultati sono sintetizzati nelle tabelle 2.2 e 2.3:
Corpus testi token parole
LABLITA
Corpus di riferimento di
parlato spontaneo 319 1258324 660621






Corpus cinematografico 189 123670 70414
Corpus radiofonico 11 69024 35532
LIP 469 635109 491382
CLIPS
Sub-corpus
Radiotelevisivo 201 61455 46730
Sub-corpus Dialogico 6 28160 16437
TOTALE 1507 2951321 1631864
Tabella 2.2: Corpus IMAGACT-IT: conteggi (1)
15DGmtA01F, DGmtA02F, DGmtB04F, DGtdA01F, DGtdA02F, DGtdB04F.
16Utilizzando ad esempio “mappe incrociate” (Cutugno, 2006a,b), che consentono ai locutori
di invertire i ruoli di giver e follower a metà del task .
17Anche in questo caso corrisponde al 30% circa del materiale raccolto.
18Documentazione e download all’URL: http://nltk.org/.
19In formato CHAT (MacWhinney, 1997) o LIP.
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Corpus testi token parole
LABLITA 831 2226597 1077315
LIP 469 635109 491382
CLIPS 207 89615 63167
totale 1507 2951321 1631864
Tabella 2.3: Corpus IMAGACT-IT: conteggi (2)
Per consentire ulteriori analisi sui dati linguistici, assicurando al contempo uni-
formità di valutazione, i testi sono stati classificati secondo le classi LABLITA
(grafo ad albero di figura 2.1).
In tabella 2.4 e 2.5 sono riportati i relativi conteggi.





mn Lablita 26 69077 41475
dl-cv
Lablita 128 503437 238932
Lip 20 51590 35437
regolato
mn Lablita 1 4695 3036
dl-cv
Lablita 25 104402 50146




Lablita 30 131719 62026
Lip 46 89170 62576
regolato
mn
Lablita 38 99781 66196
Lip 68 119206 109923
dl-cv
Lablita 37 190554 100219
Lip 38 101527 85884
MEDIA
Clips 201 61455 46730
Lablita 60 278540 163114
Lip 61 118529 96639
TELEFONICO Lablita 21 47052 21162
Lip 236 155087 100923
CINEMA Lablita 189 123670 70414
ACQUISIZIONE Lablita 276 673670 260595
















TIPOLOGIA DI TESTO testi token parole
FAMILIARE
PRIVATO
non regolato mn 26 69077 41475dl-cv 148 555027 274369
regolato mn 1 4695 3036dl-cv 31 132562 66583
PUBBLICO
non regolato dl-cv 76 220889 124602
regolato mn 106 218987 176119dl-cv 75 292081 186103
MEDIA 322 458524 306483
TELEFONICO 257 202139 122085
CINEMA 189 123670 70414
ACQUISIZIONE LINGUISTICA 276 673670 260595
TOTALE 1507 2951321 1631864
Tabella 2.5: Corpus IMAGACT-IT: conteggi per tipologia di testi (2)
2.1.2 Altre operazioni preliminari
In vista dell’estrazione della lista di frequenza e delle concordanze, i testi so-
no stati sottoposti ad un pre-trattamento semi-automatico di “pulizia” del te-
sto attraverso le espressioni regolari e a POS-tagging/lemmatizzazione con Tree-
Tagger (Schmid, 1994).
È stata poi operata una selezione preliminare dei dati da annotare: nella li-
sta di frequenza sono stati identificati i verbi ad alta e media frequenza che
lessicalizzano azioni “materiali” o movimenti nello spazio20.
I lemmi selezionati possono essere classificati in quattro classi (fig. 2.2), di cui
verrà data, di seguito, una breve descrizione operativa.
• VERBI DI ATTIVITÀ, “ACTIVITY”(Vendler, 1957, 1967; Kenny, 1963;
Dowty, 1979)
Un verbo di attività si riferisce ad un unico tipo “cognitivo” di azione.
Nonostante esistano differenze evidenti tra gli eventi significati, in dipen-
denza soprattutto degli attanti coinvolti nell’azione come negli esempi 2.1,
2.2 e 2.3, “la forma dell’evento non cambia al variare delle sue proprietà”,
ovvero anche in presenza di forti differenze motorie “da un punto di vi-
sta cognitivo non sembra esistere alcun interesse ad identificare ciascuna
azione come tipo a sé stante” (Moneglia, 2010: 256).
20Sono stati esclusi dall’annotazione i verbi ad altissima frequenza che sicuramente non
hanno variazione, come ad esempio parlare, andare, to talk, to go. IMAGACT ha lo
scopo di indurre e chiarire la variazione dei predicati, le sue estensioni e i suoi limiti, attraverso
la classificazione delle occorrenze: se un concetto è altamente comprensibile e facilmente
traducibile, la procedura di annotazione consente di estrarre ben poca informazione; in casi
del genere risulta dunque antieconomico investirvi tempo e risorse. Tali lemmi verranno
molto probabilmente introdotti nel DB in un secondo tempo, con metodologie basate sulla
competenza madrelingua.
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Figura 2.2: Classi di verbi rappresentate nel database IMAGACT
(2.1) Fabio mangia la minestra
(2.2) Fabio mangia la bistecca
(2.3) Fabio mangia il gelato
• VERBI GENERALI:
“Sebbene rappresentino a pieno titolo una azione codificata dal linguaggio,
non permettono di individuare una specifica attività come loro estensione.
I verbi generali estendono infatti la stessa categorizzazione linguistica a
classi di attività distinte (Wittgenstein, 1954; Choi & Bowerman, 1991;
Moneglia, 1998). In altri termini, i verbi generali hanno interpretazioni
diverse [...], ognuna della quali identifica specifiche attività, categorizzabili
indipendentemente l’una dall’altra” (Moneglia, 2010: 261). È definita
“variazione primaria” la proprietà per cui nell’estensione di un predicato
generale rientrano atti tipologicamente diversi, come negli esempi 2.4 -
2.7.
(2.4) Cristina piega i vestiti (ripiegare, to fold)
(2.5) Matteo piega il braccio (flettere, to bend)
(2.6) Fabio piega la bottiglia verso sinistra (inclinare)
(2.7) Fabio piega a barra di metallo (incurvare)
• VERBI LOGICI
Per alcuni dei verbi d’azione non è possibile individuare una vera e propria
variazione tipologica, nonostante il loro senso non definisca, come nel caso
dei verbi generali, alcuna specifica attività. A questa definizione empirica e
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“in negativo” si accompagna la caratteristica di essere, per così dire, verbi
“tutto senso”, che si riferiscono ad operazioni molto primitive, astratte
o di natura logica e matematico-insiemistica (come ad esempio unire,
dividere, aggiungere).
• VERBI DI MOVIMENTO
Si riferiscono ad eventi in cui un attante modifica la sua posizione nello
spazio; per la distinzione tra verbi che lessicalizzano la direzione (o meglio
il path) del movimento e verbi che codificano il “modo”, si rinvia a Talmy
(1987) e Slobin (1991).
Nei primi mesi di lavoro lo sviluppo dell’infrastruttura informatica (1.2.4), l’ap-
prendimento della metodologia ed il perfezionamento della prassi di annotazione
sono proceduti in parallelo: i primi trenta verbi, scelti tra i lemmi a medio-bassa
frequenza (tra 20 e 40 occorrenze nel corpus), sono stati annotati in fogli Excel;
solo in un secondo tempo i dati ottenuti, debitamente controllati, sono stati
inseriti nel database. In questa fase sono stati individuati gli errori contenuti
nell’interfaccia, sono state testate le performance del sistema e si è proceduto al
debugging . Le procedure inizialmente previste per l’annotazione sono state mo-
dificate in base alle esigenze specifiche e ai problemi che si sono presentati con
il procedere del lavoro; le regole di standardizzazione e i criteri di assegnazione
delle occorrenze ai tipi azionali sono state definite con maggior precisione, fino
a fissarsi nella forma definitiva, illustrata nel prossimo paragrafo.
2.2 Procedura di annotazione
Nei paragrafi a seguire verrà illustrata la procedura di annotazione, già descritta
per sommi capi nel par. 1.2.1, che è strutturata in due fasi successive:
1. annotazione (par. 2.2.1);
2. validazione (par. 2.2.2).
Non trattandosi di una descrizione tecnica dell’interfaccia, si farà riferimento
unicamente alle funzioni di base del sistema, tralasciando quindi i contatori, i
pulsanti di ordinamento e visualizzazione e le funzioni di correzione. Si rinvia
alle specifiche21 per informazioni più dettagliate in merito.





2.2.1.1 Standardizzazione delle occorrenze e assegnazione ad un “vari-
ation field”
In questa prima fase l’annotatore, dato un lemma, deve esaminarne le occor-
renze nel corpus ed interpretarle, per poi derivare da ciascun contesto una frase
standardizzata.
Figura 2.3: <Verbs To Be Processed>, lemma attaccare
Dopo aver effettuato l’accesso all’interfaccia, seleziona il verbo da annotare nella
tabella <Verbs To Be Processed> della homepage (fig. 2.3); il sistema lo reindi-
rizza alla pagina < ‌<First annotation> ‌> (fig. 2.4), che mostra le occorrenze del
verbo nel corpus, nella forma di concordanze (left context , Verb, right context).
Figura 2.4: Interfaccia < ‌<First annotation>‌>
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Cliccando sulla forma verbale il linguista può visualizzare l’intero testo in cui
l’istanza è contenuta, per comprenderne meglio il significato.
Figura 2.5: Standardizzazione dell’occorrenza
Se l’occorrenza non è interpretabile o rappresenta un errore di tagging22, deve
selezionare il check-box nella colonna <Deleted> (a destra della concordanza),
escludendola. Altrimenti deve associare all’occorrenza una “standardizzazio-
ne”, ovvero scrivere nel box <Standardization> una frase semplice (fig. 2.5),
conforme ad alcuni semplici criteri.
La frase standardizzata deve:
• avere forma positiva, voce attiva, terza persona (singolare o plura-
le), tempo presente23;
• contenere un unico verbo: è pertanto vietato l’inserimento di frasi subor-
dinate e verbi ausiliari e/o modali;
• contenere solo gli elementi essenziali del verbo: eventuali specificatori o ag-
giunti utili ad afferrarne il significato devono essere inseriti tra parente-
si quadre24.
22Tra gli errori più frequenti, nomi scambiati per participi passati (ad esempio “rosa”, nome,
scambiato per il participio passato del verbo rodere).
23Le espressioni idiomatiche non vengono sottoposte a standardizzazione: vengono trascritte
nella loro forma canonica.
24La standardizzazione avrà la forma:
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Inoltre:
• espressioni generiche non devono essere usate in funzione di sog-
getto o argomento interno (es. qualcuno, un uomo, qualcosa, some-
one, a man, something , etc.);
• se disponibili, le “basic level expression” Rosch (1978, 1999) sono pre-
feribili. In alternativa deve essere utilizzato un nome proprio;
• l’ordine delle parole nella frase deve necessariamente essere lineare, sen-
za embedding e/o relazioni a distanza25.
Contestualmente alla standardizzazione, l’annotatore assegna l’occorrenza ad






Criteri per l’assegnazione delle occorrenze ad un “variation field”
L’occorrenza può essere taggata come <PRIMARY> se e solo se:
• si riferisce ad una “azione fisica”;
• l’azione a cui il verbo si riferisce è una istanza propria del verbo; ovvero,
secondo il criterio operativo derivato da Wittgenstein (1954)26, è possibile
Fabio prende l’astuccio [di Cristina]
e riceverà la seguente struttura tematica:
[Fabio]AGENT [prende]VERB [l’astuccio [di Cristina]]TH
25Tale requisito, certo non privo di implicazioni (in particolare con i phrasal verbs in-
glesi), è dettato dalla necessità di rendere le standardizzazioni trattabili automaticamen-
te (“parsable”).
standardizzazione corretta:
[[John]AGENT [rolls back]VERB [the change]THEME]
standardizzazione scorretta:
[[John]AGENT [rolls [the change]THEME back]VERB
26Il criterio è stato adattato da un passaggio delle “Ricerche Filosofiche”: la variazione prag-
matica degli eventi corrispondenti al nome deverbale "play" che il filosofo propone, dimostra
che l’applicazione dei predicati non è strettamente regolata né rigidamente governata da regole
semantiche.
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dire a qualcuno che non conosce il significato del verbo x, che “l’azione
indicata ed eventi simili sono istanze di ciò che intendiamo con x ”27.
L’occorrenza viene assegnata al variation field <MARKED> se il verbo è usato
in senso metaforico o all’interno di una fraseologia.
Vengono annotati con il tag <SUPPORT> i verbi supporto (Von Polenz, 1963;
Elia et al., 1985; Ježek, 2004, 2011b), noti in letteratura anche con la terminolo-
gia alternativa “ light verb”: seguendo la bibliografia tradizionale, in IMAGACT è
definito “verbo supporto” un sintagma verbale (solitamente un verbo + NP/PP)
in cui la funzione di predicato è assunta dall’elemento nominale, mentre il verbo
si svuota del suo significato originario28, non contribuendo al valore semantico
complessivo.
(2.8) Fabio prende una decisione (= Fabio decide)
(2.9) John takes a walk (= John walks)
Infine, l’istanza è annotata <SUBLEMMA> se:
• vi è un chiaro caso di polisemia/omonimia, come nell’esempio (2.10, 2.11):
(2.10) Mario attacca il quadro “attaccare”
(2.11) I barbari attaccano la fortezza “attaccare-2” - sublemma
• è un phrasal verb (Quirk et al., 1985; Biber et al., 1999) o un “verbo sin-
tagmatico” (Simone, 1997, 2008; Iacobini & Masini, 2006; Masini, 2006,
2008), ovvero un verbo polirematico che ha la struttura verbo+particella
(verbo+preposizione oppure verbo+avverbio).
Tali costruzioni vengono identificate dall’annotatore mediante due test:
– test semantico: la combinazione degli elementi produce un cambio di
significato o porta significati addizionali (esempi 2.12-2.15):
(2.12) look at non è un sublemma
(2.13) give up è un sublemma (= to quit)
“[...] In che modo si delimita il concetto di giuoco? Che cosa è ancora un giuoco
e che cosa non lo è più? Puoi indicarne i confini? No. Puoi tracciarne qualcuno,
perché non ce ne sono di già tracciati. (Ma quando applicavi la parola «giuochi»
ciò non ti ha mai preoccupato.)
[...] Come faremo allora a spiegare a qualcuno che cos’è un giuoco? Io credo che
gli descriveremo alcuni giuochi, e poi potremmo aggiungere: «questa, e simili cose,
si chiamano ‘giuochi’». E noi stessi, ne sappiamo di più? Forse soltanto all’altro
non siamo in grado di dire esattamente che cos’è un giuoco? - Ma questa non è
ignoranza. Non conosciamo i confini perché non sono tracciati.”
(Wittgenstein, 1967: 48)
27Seguendo tale criterio azioni fisiche come “prendere l’autobus” e “prendere il caffè” non
possono essere taggate <PRIMARY>.
28Come risulta evidente dagli esempi 2.8 e 2.9, in cui il soggetto non “prende” nulla in senso
proprio.
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(2.14) uscire fuori non è un sublemma
(2.15) mettere sotto è un sublemma (= investire)
– test distribuzionale: invarianza di significato in seguito alla rimozione
della preposizione/avverbio (es. 2.16- 2.23).
(2.16) John hangs up his coat
(2.17) John hangs his coat
(2.18) Fabio esce fuori dalla stanza
(2.19) Fabio esce dalla stanza
Le frasi hanno lo stesso significato: hang up e uscire fuori non
sono sublemmi.
(2.20) John gives away his hat to Mary
(2.21) John gives his hat to Mary
(2.22) Sara tira su la bambina
(2.23) Sara tira la bambina
Il cambio di significato è evidente: give away significa “regalare”,
“dare permanentemente”; tirare su ha il significato di “allevare”.
give away e tirare su sono sublemmi, in questi casi.
• È un verbo intransitivo pronominale (Serianni, 1998)29.
(2.24) Fabio aggira l’ostacolo “aggirare”
(2.25) Fabio si aggira per il quartiere “aggirarsi” - sublemma
Solo le occorrenze a cui è stato assegnato il tag <PRIMARY> o <SUBLEMMA>
vengono ulteriormente elaborate: tutte le occorrenze primarie devono essere
raggruppate in tipi azionali (2.2.1.2) e validate, mentre i sublemmi vengono
trattati alla fine dell’annotazione e della validazione del lemma principale (par.
2.2.3); le occorrenze taggate MARKED e SUPPORT sono invece conservate
separatamente nel database.
2.2.1.2 Induzione delle classi di azione (Tipi Azionali)
Quando tutte le occorrenze sono state assegnate ad un variation field , l’anno-
tatore inizia a classificarle in tipi azionali.
29Si rinvia, a tal proposito, alla nota 32.
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Figura 2.6: Occorrenze <PRIMARY> e <MARKED> del verbo attaccare
I tipi azionali vengono identificati bottom-up, mediante un giudizio basato sul-
la somiglianza cognitiva delle istanze (“family resemblances”)30. La classe indot-
ta, per definizione, deve essere internamente produttiva, ovvero il tipo azionale
in essa codificato deve potere applicarsi ad un insieme aperto di oggetti.
Perché la tipizzazione sia consistente, le standardizzazioni assegnate allo stes-
so tipo devono essere simili per quanto riguarda:
• schema motorio;
• relazioni spaziali o proprietà focali dell’azione;
• verbi localmente equivalenti.
Negli studi precedenti all’avvio di IMAGACT, per ogni tipo azionale era sta-
ta prevista la presenza di un solo Best Example, selezionato all’unico scopo di
rendere esplicito e trasparente il tipo stesso. Fin dagli inizi della campagna di
annotazione è però risultata evidente la necessità di affiancare a tale esigenza un
maggior rigore e una maggiore ricchezza di dettagli nella descrizione sintattica:
30Il concetto, introdotto da Wittgenstein, indica un insieme di relazioni che legano tra loro
oggetti o eventi denotati da uno stesso predicato, così diversi tra loro da sembrare irriducibili
a un’unica tipologia di evento:
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nessuna struttura argomentale possibile, tra le varie che un verbo può assu-
mere, può infatti essere considerata in senso assoluto migliore di un’altra per
rappresentare un tipo azionale. L’attuale versione delle specifiche di annotazione
prevede pertanto, nei casi in cui un tipo azionale possa essere individuato da più
di una struttura, la compresenza di più B.E., in relazione non solo alle variazioni
di struttura tematica (es. 2.26, 2.27) e aktionsart31(es. 2.28, 2.29), ai fenomeni
di theme shifting (es. 2.30, 2.31) e alle alternanze argomentali (Levin, 1993),
ma anche a caratteristiche linguo-specifiche come i verbi pronominali32(es. 2.32
- 2.35).
“Considera, ad esempio, i processi che chiamiamo «giuochi». Intendo giuochi da
scacchiera, giuochi di carte, giuochi di palla, gare sportive, e via discorrendo. Che
cosa è comune a tutti questi giuochi? - Non dire: «Deve esserci qualcosa in comune
a tutti, altrimenti non si chiamerebbero ‘giuochi’» - ma guarda se ci sia qualcosa
di comune a tutti. - Infatti, se li osservi, non vedrai certamente qualche cosa che
sia comune a tutti, ma vedrai somiglianze, parentele, e anzi ne vedrai tutta una
serie. Come ho detto: non pensare, ma osserva! - Osserva, ad esempio, i giuochi
da scacchiera, con le loro molteplici affinità. Ora passa ai giuochi di carte: qui trovi
molte corrispondenze con quelli della prima classe, ma molti tratti comuni sono
scomparsi, altri ne sono subentrati. Se ora passiamo ai giuchi di palla, qualcosa
di comune si è conservato, ma molto è andato perduto. Sono tutti ‘divertenti’?
Confronta il giuoco degli scacchi con quello della tria. Oppure c’è dappertutto un
perdere e un vincere, o una competizione fra i giocatori? Pensa allora ai solitari. [...]
E il risultato di questo esame suona: Vediamo una rete complicata di somiglianze
che si sovrappongono e si incrociano a vicenda. Somiglianze in grande e in piccolo.
[...] Non posso caratterizzare queste somiglianze meglio che con l’espressione «somi-
glianze di famiglia»; infatti tutte le varie somiglianze che sussitono tra i membri di
una famiglia si sovrappongono e s’incrociano allo stesso modo: corporatura, tratti
del volto, colore degli occhi, modo di camminare, temperamento, ecc. ecc. - E dirò:
i ‘giuochi’ formano una famiglia.”(Wittgenstein, 1967: 46-47)
31“Unspecified object alternation” in Levin (1993).
32Ovvero, secondo la definizione data da Ježek (2011a), quei verbi “nella cui forma di lemma
appare un pronome clitico, intrinsecamente legato al lemma (come in accorgersi, pentirsi)
o in alternanza con forme prive di clitico (rivolgere ⇠ rivolgersi, riempire ⇠ riempirsi)”,
classificati da Serianni (1998) nelle seguenti quattro classi:
• riflessivo diretto: soggetto e oggetto coincidono. Il pronome atono ha la funzione di
complemento oggetto (Fabio si lava);
• riflessivo reciproco: esprime un’azione che due o più soggetti al tempo stesso compiono
e subiscono (Fabio e Marco si salutano);
• riflessivo indiretto (anche detto r. apparente, transitivo pronominale): l’azione verbale
non si riflette direttamente sul soggetto, ma si svolge comunque a suo beneficio, nel
suo interesse o per sua iniziativa; il pronome atono non rappresenta in questo caso un
complemento oggetto, bensì un complemento indiretto (Fabio si lava le mani);
• intransitivi pronominali (r. intransitivo): verbi in cui il pronome atono non ha valore
riflessivo, ma rappresenta una semplice componente formale del verbo, obbligatoria
(pentirsi) o facoltativa (aggirare/aggirarsi).
Mentre le forme propriamente riflessive sono annotate all’interno del lemma principale, se-
condo le specifiche (par. 2.2.1), gli intransitivi pronominali sono assegnati al variation field
<SUBLEMMA>.
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(2.26) [Fabio]AG [mangia]VE [una mela]TH
(2.27) [Il cane]CA [mangia]VE [l’osso]TH
(2.28) [Fabio]AG [mangia]VE (processo)
(2.29) [Fabio]AG [mangia]VE [una mela]TH (evento)
(2.30) [Fabio]AG [chiude]VE [il barattolo]TH
(2.31) [Fabio]AG [chiude]VE [la marmellata]TH
(2.32) [Fabio]AG [lava]VE [la tazza]TH
(2.33) [Fabio]AC [si lava]VE
(2.34) [Fabio e Marco]AC [si salutano]VE
(2.35) [Fabio]AG [si toglie]VE [la colla]TH [dalle mani]SO
L’annotatore dovrà creare, contestualmente all’assegnazione delle frasi standar-
dizzate al tipo azionale, un Best Example per ciascuna struttura linguistica
attestata nel corpus. Per definizione, un Best Example è l’esempio più rap-
presentativo tra le istanze annotate e la proiezione massimale degli argomen-
ti contenuti dalle standardizzazioni che gli vengono rincondotte33. Ne consegue
che:
• la standardizzazione non può contenere più argomenti del BE: eventuali
argomenti aggiuntivi possono essere aggiunti nella text-box <Notes>, solo
se effettivamente utili alla chiarificazione del significato dell’occorrenza.
• una standardizzazione può contenere meno argomenti del BE solo se le
strutture risultanti sono equivalenti per quanto riguarda la rappresenta-
zione dell’evento e le proprietà aspettuali.
Dal punto di vista operativo, quando una standardizzazione <PRIMARY> è
selezionata, il sistema abilita il pulsante <Create Type>: è possibile creare
un nuovo tipo azionale cliccandolo. L’interfaccia assegna al tipo un numero
progressivo (“Type 1”, “Type 2”, etc.) e lo visualizza nel box <Action Types>
(sul lato sinistro della pagina). Automaticamente, l’occorrenza usata per creare
il tipo viene selezionata dal sistema come suo primo Best Example. Gli altri
[B.E] devono essere creati ed annotati manualmente dall’annotatore (secondo la
procedura descritta in 2.2.1.3).
Ogni frase standardizzata primaria viene quindi ricondotta ad un [B.E.] di un
tipo azionale usando la funzione di drag e drop. L’annotatore deve selezionare
la frase standardizzata nella tabella <occurrences>: la selezione attiva il box
<Standardization>, che diventa “trascinabile” (fig. 2.7).
33L’annotatore può modificare il [B.E.] in qualsiasi momento durante l’annotazione,
sostituendolo con un’altra occorrenza del corpus o con un esempio creato di competenza.
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Figura 2.7: Attribuzione di una frase standardizzata ad un [B.E.]
2.2.1.3 Editing del Best Example
Cliccando il pulsante <Edit this Best Example>, il sistema mostra la finestra
pop up <‌<Best Example Edit>‌> (fig. 2.8). L’annotatore deve riempire la
griglia tematica della sezione <Theta Structure>, scrivendo in ognuna delle celle
un argomento e i suoi eventuali specificatori34 ed assegnando un ruolo tematico
a ciascuno, selezionandolo dalla combo-box adiacente. Il campo di testo <Best
Example as Free Text> viene compilato in automatico dal sistema. Lo stesso
ruolo tematico può essere usato più di una volta, come nell’esempio 2.36.
(2.36) [Fabio]AG [carica]V [il furgone]TH [con le scatole]TH
Il tag-set IMAGACT è presentato in tab. 2.6.
L’annotatore deve inoltre aggiungere nella tabella <Equivalent Verbs> un mas-
simo di tre verbi localmente equivalenti, all’infinito presente. La scelta dei verbi
equivalenti deve rispettare i seguenti criteri:
• deve ricadere, preferibilmente, su verbi d’azione generali;
• devono essere evitati i verbi che incorporano il tema (ad esempio stappare
per aprire);
34Nel rispetto dei criteri per la standardizzazione presentati nel par. 2.2.1.1.
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Figura 2.8: < ‌<Best Example Edit>‌>
• il verbo equivalente scelto deve definire in senso proprio l’azione35 ed essere
sincrono36;
• devono essere evitati verbi equivalenti tecnici o “desueti”37.
Nel caso in cui non fosse disponibile un verbo localmente equivalente, l’annota-
tore può inserire una breve perifrasi38.
Quando tutti i Best Example sono stati compilati e tutte le occorrenze primarie
di un verbo sono state assegnate ad un tipo, l’annotatore chiude l’annotazione
cliccando sul pulsante <End annotation> e viene reindirizzato in homepage.
35Nel compiere l’azione di “mettere una scatola sul tavolo” l’agente “sposta” anche il tema.
Tuttavia spostare non deve essere utilizzato come verbo equivalente, perché il verbo presenta
un diverso punto di vista sull’evento, non è un modo equivalente alternativo di identificare il
medesimo evento.
36Ad esempio quando un agente compie l’azione di “caricare un pacco”, anche “lo solleva”.
Tuttavia i due eventi predicati non sono sincroni.
37Ad esempio ingerire per mangiare.
38Nel caso in cui venga inserita una perifrasi, è necessario spuntare il check-box <Periph.>.
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Tabella 2.6: Tag-set IMAGACT per l’annotazione dei ruoli tematici
Thematic Grid
Element
Label Definizione ed esempio
verb VE Usato per identificare la forma verbale della frase
standardizzata.
Fabio [prende]VE la palla
theme TH Comprende i ruoli tradizionali di “tema” e
“paziente”. Pertanto è definibile come il
soggetto/oggetto che subisce l’evento denotato
dal predicato, l’entità che si trova in un certo
stato/condizione o che subisce un cambio di
stato/condizione. Il ruolo TH è anche usato per
il tagging del soggetto dei verbi di movimento.
Fabio taglia [la torta]TH
La mamma porta [Matteo]TH a scuola
[Fabio]TH corre
agent AG Soggetto animato che compie in modo
intenzionale l’azione denotata dal predicato.
[Fabio]AG taglia la torta
causer CA Agente non intenzionale, come una macchina o
una forza naturale/agente atmosferico.
[La gru]CA solleva il carico
[Il vento]CA sposta le foglie
experiencer EX Soggetto animato che riceve attivamente un
input sensoriale o emotivo.
[Fabio]EX sviene
[Fabio]EX ama Marta
actor AC Partecipante all’evento che riveste
simultaneamente il ruolo di
Agent/causer/experiencer e di Theme. Usato
principalmente per l’annotazione dei verbi
pronominali.
[Fabio]AC si lava
[Fabio e Marco]AC si picchiano
instrumental IN Medium usato dall’agente per compiere l’azione.
Fabio taglia la torta [con il coltello]IN
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source SO Comprende i ruoli tradizionali di “source” e
“origin”. Pertanto è definibile come il punto di
partenza del movimento e/o origine dell’azione.
La mamma sposta il pacco [dalla camera]SO alla
cucina
Fabio si sposta [dal sentiero]SO
destination DE End-point del movimento o dell’azione.
Fabio appende il cappotto [al gancio]DE
Fabio si sposta [vicino al muro]DE
beneficiary BE Entità che beneficia dell’azione (inclusi i casi di
cambio di proprietà).
Fabio regala il pacco [a Marta]BE
Fabio canta una canzona [a Marta]BE
location LO Comprende i ruoli tradizionali di “ location” e
“path”. È pertanto definibile come il luogo dove
avviene l’evento (azione o movimento) denotato
dal predicato o l’area/traiettoria del movimento.
Matteo gioca [in camera]LO
Fabio corre [attraverso il parco]LO
time TI La localizzazione temporale dell’evento denotato
dal predicato.
Fabio si sveglia [alle 8:00]TI
measure ME Espressione di estensione, ampiezza o grado
rispetto ad una dimensione (lunghezza, peso,
durata, costo, etc.).
Fabio corre [tre chilometri]ME
predicative PR Complemento predicativo.
Fabio trova Marta [svenuta]PR
co-agent CO Partecipante all’evento che compie l’azione
insieme all’agente principale.
Fabio balla [con Marta]CO
manner MA Modo o modalità con cui l’azione è compiuta.
Fabio si veste [da clown]MA
Fabio corre [velocemente]MA
unspecified reference UN Oggetto di riferimento generico per l’evento
denotato dal predicato, non classificabile da
nessuno degli altri ruoli tematici del tag-set .
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2.2.1.4 Specifiche per l’annotazione delle alternanze
Sulla base del tag-set IMAGACT, l’autrice ha realizzato una specifica per l’an-
notazione della struttura tematica delle alternanze argomentali39, in italiano ed
inglese (tab. 2.7). La formalizzazione prodotta40 dovrebbe consentire, in futuro,
la portabilità con VerbNet (tab. 2.8).
Tabella 2.7: Principali alternanze semantico-sintattiche: regole di




[Il facchino]AG [carica]V [i
mattoni]TH [sul camion]DE
[Jessica]AG [loads]V
[boxes]TH [into the wagon]DE
[Il facchino]AG [carica]V [il


























[Bill]AG [rolls]V [the ball]TH










39La trattazione più importante sull’argomento è senza dubbio il più volte citato volume di
Levin (1993); uno studio simile è stato condotto sull’italiano da Ježek (2003). Nell’ambito del
progetto IMAGACT, l’argomento è stato parzialmente affrontato dalla dott.ssa Giulia Corsi
nella sua tesi di laurea magistrale (Corsi, 2012): rinviamo a tale lavoro per una lista di verbi
d’azione italiani che possono manifestare alternanze semantico-sintattiche.
40I dati sono stati pubblicati in calce al report di specifica “Annota-
tion 1/2, Annotation Interface” col titolo “appendix A - main english































[Paul]AG [hits]V [at the
fence]DE
Dative Alternation -































toy]TH [out of the piece [of
wood]]SO
[Martha]AG [carves]V [the




[Il cuoco]AG [separa]V [il
tuorlo]TH [dall’albume]SO
[Martha]AG [separates]V [the
yolk]TH [from the white]SO
[Il cuoco]AG [separa]V [il
tuorlo]TH [e l’albume]TH
[Martha]AG [separates]V [the

















name]TH [on the ring]DE
[Cristina]AG [ricama]V [il
cuscino]TH [con un cigno]TH
[Smith]AG [inscribes]V [the
















[La sarta]AG [infilza]V [la
stoffa]TH [con l’ago]IN
[Allison]AG [pokes]V [the







[Penny]TH [in the shin]DE























[The milk]CA [fills]V [the
glass]TH
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Jessica loaded boxes into the
wagon
Agent V Theme Destination
[Jessica]AG [loads]V [the
wagon]TH [with boxes]TH
Jessica loaded the wagon with
boxes
Agent V Destination {with}
Theme
[Jack]AG [sprays]V [paint]TH [on
the wall]DE
Jack sprayed paint on the wall
Agent V Theme
[Jack]AG [sprays]V [the wall]TH
[with paint]TH





[Carol]AG [cuts]V [the bread]TH
Carol cut the bread
Agent V Patient
[The bread]TH [cuts]V [easily]MA




[Bill]AG [rolls]V [the ball]TH







[Heat]TH [radiates]V [from the
sun]SO
Heat radiates from the sun
Theme V {from out_of} Source
[The sun]CA [radiates]V [heat]TH







Claire skated the canals
Theme V Location
[Claire]TH [skates]V [along the
canal]LO










Brenda fought with Molly
Agent V {with} Co-Agent
[Brenda and Molly]AC [fight]V
Brenda and Molly fought
Agent V





[Paul]AG [hits]V [the fence]TH
Paul hit the fence
Agent V Patient
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[Paul]AG [hits]V [at the fence]DE
Paul hit at the window
Agent V (at) Patient
Dative
Alternation
[The waiter]AG [serves]V [the
food]TH [to Mary]BE
They lent a bicycle to me
Agent V Theme {to} Recipient
[The waiter]AG [serves]V
[Mary]BE [the food]
They lent me a bicycle




toy]TH [for the baby]BE
Martha carved a toy for the
baby




Martha carved the baby a toy
Agent V Beneficiary Product
Clear &Wipe
Alternation
[Doug]AG [cleans]V [the dishes]TH
[from the table]SO
Doug cleaned the dishes from
the table
Agent V Theme Location
[Doug]AG [cleans]V [the table]TH
[of dishes]TH
Doug cleaned the table of dishes




Brian wiped the fingerprints
from the counter
Agent V Theme Source
[Brian]AG [wipes]V [the
counter]TH




[Martha]AG [carves]V [a toy]TH
[out of the piece [of wood]]SO
Martha carved a toy out of the
piece of wood
Agent V Product {from
out_of} Material
[Martha]AG [carves]V [the piece
[of wood]]TH [into a toy]DE
Martha carved the piece of
wood into a toy





yolk]TH [from the white]SO
I separate the yolk from the
white
Agent V Patient {from}
Co-Patient
[Martha]AG [separates]V [the
yolk]TH [and the white]TH




computer]TH [to the network]DE
Herman added a computer to
the network











name]TH [on the ring]DE
Smith inscribed his name on
the ring
Agent V Theme Destination
[Smith]AG [inscribes]V [the
ring]TH [with his name]TH
Smith inscribed the ring with
his name
Agent V Destination {with}
Theme
[Smith]AG [inscribes]V [his
name]TH [on the ring]DE
Smith inscribed his name on
the ring
Agent V Theme Destination
[Smith]AG [inscribes]V [the
ring]TH





needle]TH [through the cloth]DE
Allison poked the needle
through the cloth
Agent V Instrument {through
into} Patient
[Allison]AG [pokes]V [the
cloth]TH [with a needle]IN
Allison poked the cloth with a
needle







[Penny]TH [in the shin]DE
Paula swatted Deirdre on the
back
Agent V Patient {{+loc}}
Location
[The horse]AG [kicks]V [[Penny’s]
shin]TH






window]TH [with a hammer]IN
Tony broke the window with a
hammer
Agent V Patient {with}
Instrument
[The hammer]CA [breaks]V [the
window]TH




[Leslie]AG [fills]V [a glass]TH
[with milk]TH
Leslie staffed the store with
employees
Agent V Destination {with}
Theme
[The milk]CA [fills]V [the
glass]TH




Il verbo annotato si trova a questo punto nella tabella <Processed Verbs> della
homepage (fig. 2.3), marcato da una spunta rossa nella casella <Valid>. Clic-
cando su <Select> nella colonna <Action>, l’annotatore accede all’interfaccia
di validazione < ‌<Validation> ‌>.
L’obiettivo del lavoro è ridurre l’eventuale eccessiva granularità e verificare la
“consistenza interna” del tipo, confrontando tutte le occorrenze precedentemente
annotate con i [B.E.].
Nel caso in cui l’annotatore individui un’alternanza argomentale o una variazio-
ne aspettuale non censita nella pagina < ‌<First Annotation> ‌>, può arricchire
l’annotazione, creando uno o più [B.E.] aggiuntivi41.
Figura 2.9: Interfaccia < ‌<Validation>‌>
La pagina di validazione è così strutturata (fig. 2.9):
• l’area <Action Types>, in cui sono listati e selezionabili i tipi creati nella
fase di annotazione, sulla sinistra;
• l’area <Type>, contenente tutti i [B.E.] del tipo selezionato dall’annota-
tore, in alto a destra;
41Nuovi [B.E.] possono essere aggiunti cliccando il pulsante <Add Best Example for this
type>. La procedura di editing è la stessa descritta in 2.2.1.3.
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• l’area <Standardized Occurrences>, che mostra tutte le frasi standar-
dizzate assegnate ad un tipo, ordinate per Best Example, in basso a
destra.
La procedura di validazione è articolata in tre fasi:
1. annotazione delle proprietà aspettuali (aktionsart) dei Best Example;
2. tagging della struttura tematica per ogni occorrenza standardizzata;
3. creazione di uno script per ogni tipo.
2.2.2.1 Annotazione delle proprietà aspettuali
Ogni [B.E.] è caratterizzato, nella pagina di validazione, da tre proprietà: strut-
tura tematica, verbi localmente equivalenti e aktionsart . Le prime due, già com-
pilate nella pagina < ‌<First Annotation> ‌> (2.2.1.3), possono essere modificate
o cancellate; la classe aspettuale deve essere invece annotata (fig. 2.10).
Figura 2.10: Annotazione dell’aktionsart
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L’aktionsart , assegnata dall’annotatore sulla base del test del “paradosso del-
l’imperfettivo” (Dowty, 1979; Bach, 1986), può assumere tre valori:
• “event or protracted event” (valore di default , per le eventualità teliche)42;
• “process” (per le eventualità ateliche, o “activity”);
• “state”.
In IMAGACT l’aspettualità di un predicato non determina la variazione prima-
ria, non è rilevente nel definire le classi di azioni e non le influenza.
L’annotazione dell’aktionsart è perciò presente come proprietà del B.E., infor-
mazione di corredo all’annotazione non determinante per la definizione dell’on-
tologia delle eventualità azionali. Si considerino, a tal proposito, gli esempi 2.37
e 2.38, che costituiscono due [B.E.] distinti di un un unico tipo.
(2.37) Fabio mangia (process)
(2.38) Fabio mangia una mela (event)
Il “paradosso dell’imperfettivo”
Uno dei test più noti per distinguere gli eventi telici da quelli atelici è il
cosidetto “paradosso dell’imperfettivo”43: il problema, di natura logica, concerne
le condizioni di verità degli enunciati progressivi.
Recuperando la formulazione di Dowty (1979: 57),
If f is an activity verb, then x fed for y time entails that at any time
during y, x fed was true. If f is an accomplishment verb, then x fed
for y time does not entail that x fed was true during any time within y
at all.
Tale proprietà, definita omogeneità (Verkuyl, 1989), predice che, analizzando
l’intervallo di tempo durante il quale si sta svolgendo un “processo”, si riscontrerà
lo stesso tipo di azione in ogni parte costituente l’intervallo.
Ciò ha effetto sulle possibili implicazioni derivabili dall’aspetto progressivo per
le eventualità teliche e ateliche. Infatti:
If f is an activity verb, then x is (now) fing entails that x has fed. If
f is an accomplishment verb, then x is (now) fing entail that x has not
(yet) fed.
Si considerino a tal proposito gli esempi in 2.39 - 2.42.
42In IMAGACT non vengono distinte le classi di Vendler (1957, 1967) accomplishment e
achievement .
43“Imperfective paradox ” in (Dowty, 1979) e nella gran parte della letteratura successiva,
“imperfective puzzle” in Bach (1986).
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(2.39) Fabio sta correndo
(2.40) Fabio ha corso
(2.41) Fabio sta attraversando la strada
(2.42) Fabio ha attraversato la strada
2.39 implica 2.40; al contrario, 2.41 non implica 2.42. La possibilità/impossibilità
dell’implicazione dipende dalla natura dell’azione in esame44: “omogenea”, co-
me negli esempi 2.39-2.40, oppure caratterizzata da una intrinseca culminazione,
come negli esempi 2.41-2.42.
Dunque, se e solo se “x sta V-ndo implica che x ha V-to, il predicato è un
processo”45.
2.2.2.2 Tagging della struttura tematica
L’effettiva consistenza interna di ogni tipo azionale deve essere verificata dall’an-
notatore tramite il controllo di tutte le occorrenze in esso contenute. Ciascuna
frase standardizzata del tipo selezionato viene confrontata con il suo [B.E.], e
ad ogni suo argomento viene assegnato un ruolo tematico. Per fare ciò, l’an-
notatore seleziona la porzione di testo corrispondente ad un argomento nel box
<Standardized Occurrences>, quindi clicca sul pulsante del corrispettivo ruolo
tematico nel Best Example. La selezione del testo nella standardizzazione deve
necessariamente procedere in modo lineare e sequenziale, da sinistra a destra
(fig. 2.11).
Il sistema consente la modifica dell’assegnazione di un’occorrenza al tipo o al
Best Example tramite la combo box <Type – BE>, nonché l’attribuzione ad
un diverso variation field (MARKED, SUPPORT, SUBLEMMA) attraverso la
combo box <Move to>. Per integrare i dati derivati da corpus, in questa fase è
inoltre possibile creare delle occorrenze competence-based cliccando sul pulsante
<Create New Occurrence>. In caso di inconsistenza di un tipo, l’annotatore
può cancellarlo o, in alternativa, utilizzare la funzione di “merge” per unirlo ad
un altro, mediante il pulsante <Merge Type>. In quest’ultimo caso, il sistema
mostrerà i Best Example del tipo spostato in quello di destinazione.
2.2.2.3 Creazione dello script
Il tipo azionale deve infine essere corredato da uno script , ovvero una descrizione
sintetica dell’eventualità azionale in esso codificata. Quando tutte le occorrenze
del lemma sono state validate, il sistema abilita a tale scopo il pulsante <Create
script>; dopo averlo cliccato, l’annotatore deve riempire (fig. 2.12):
44“[...] characteristic properties like additivity, subdivisibility, antiadditivity and anti
subdivisibility [...] play clear roles in giving an account of entailment relations among
sentences.”(Bach, 1986: 14)
45“If x is V-ing entails x has V-ed, then either the verb or the predicate is a process.”
(Pustejovsky, 1991: 36)
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Figura 2.11: Tagging della struttura tematica
• il campo di testo <Title>, con uno fra i [B.E.] del tipo;
• il campo di testo <Script>, con una breve descrizione che agevoli la
realizzazione del video prototipale.
Figura 2.12: Creazione e editing dello script
Quando a tutte le occorrenze è stata assegnata la corrispondente struttura
tematica e sono stati creati gli script per ogni tipo, la validazione è conclusa.
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2.2.3 Sublemmi
Se, nella pagina < ‌<First Annotation> ‌>, alcune occorrenze sono state assegnate
al variation field SUBLEMMA (par. 2.2.1.1), nella tabella <Processed Verbs>
appare l’azione <Sublemma>, che l’annotatore deve selezionare allo scopo di
creare nuove entrate lessicali derivate dal lemma principale appena annotato
(fig.2.13).
Figura 2.13: <Sublemma>
La selezione dà accesso all’interfaccia <‌<Sublemma>‌>, strutturata in due aree
principali (fig. 2.14):
• <Sublemma Entries>, a sinistra, per la creazione dei nuovi sublemmi;
• <Sublemma Occurrences>, a destra, che raccoglie la lista delle occorrenze
e ne consente l’assegnazione ai sublemmi corrispondenti.
Figura 2.14: Interfaccia < ‌<Sublemma>‌>
L’annotatore, sulla base delle occorrenze listate nel box <Sublemma Occur-
rences>, crea una nuova entrata per ciascun sublemma incontrato usando il
campo di testo <New entry> e il pulsante <Create>; deve inoltre decidere se
il sublemma è annotabile o meno e selezionare di conseguenza il check-box . Per
essere annotabile, il sublemma deve riferirsi ad azioni fisiche (es. attaccare-2,
mettere a posto, mettere via).
Quando tutte le occorrenze sono state assegnate ai sublemmi corrispondenti
attraverso la loro combo-box , il sistema abilita il pulsante <End sublemma
annotation>, che l’annotatore può premere per completare la procedura.
Le entrate create appaiono nella tabella <Sublemma entries> della homepage.
Il sistema aggiunge il suffisso “-Y” ai sublemmi annotabili e il suffisso “-N” a
quelli non annotabili; questi ultimi non vengono ulteriormente elaborati, men-
tre i sublemmi marcati “-Y” devono essere sottoposti alla medesima procedura
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di annotazione e validazione con la quale è stato trattato il lemma principale
(par.2.2.1 e 2.2.2).
2.3 Il contributo della candidata
L’annotazione del corpus italiano ha richiesto 18 mesi di lavoro.
Il contributo della candidata è riassunto in tabella 2.9. In Appendice C sono
riportati estensivamente i dati.
lingua: ITALIANO totale contributo della candidata %
verbi 860 724 84.19
occorrenze 54461 32993 60.58





La costruzione di un’ontologia coerente, dal punto di vista linguistico e formale,
a partire dai materiali estratti da corpora ha rappresentato una sfida molto
impegnativa, sia a livello teorico, data la novità della metodologia di induzione
delle classi azionali (cap. 2), che a livello pratico, considerata l’enorme mole di
dati da riconciliare in una struttura unitaria.
In questo capitolo verrà dunque descritta nel dettaglio la procedura di mapping
inter-/intra- linguistico, già presentata nei suoi tratti generali nel par. 1.2.1.2:
prima ne verranno introdotti i fondamenti teorici (par. 3.1), quindi sarà illu-
strata la metodologia che ha portato alla produzione del database 1.0 (par. 3.2).
Al termine del capitolo verrà infine brevemente esposto il personale contributo
dell’autrice alla costruzione dell’ontologia.
3.1 Fondamenti teorici
3.1.1 Mapping : requisiti generali
Il database IMAGACT è stato disegnato per contenere un insieme di scene
che rappresentano un’istanza prototipica di una classe di eventi, e che vengono
collegate ai lessici verbali azionali di varie lingue.
Mediante la procedura di mapping , i dati annotati1 vengono organizzati in una
struttura dati coerente: l’ontologia interlinguistica viene formata attraverso il
1Che, lo ricordiamo, in estrema sintesi consistono in:
• due elenchi di verbi separati, uno per l’italiano e uno per l’inglese;
• per ogni verbo, una serie di tipi;
• per ogni tipo, uno o più [B.E.] ed uno script ;
• per ogni [B.E.], l’insieme delle istanze del verbo nel corpus in frasi standardizzate che
ne costituiscono la variazione ed i rispettivi verbi localmente equivalenti.
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ricongiungimento nella stessa galleria di scene prototipali dei tipi azionali indotti
bottom-up. Il requisito generale che governa la creazione del database è che la
galleria contenga una sola scena per i tipi localmente equivalenti.
Prima di esaminare nel dettaglio le varie fasi di tale procedura, è però oppor-
tuno chiarire alcune questioni terminologiche ed illustrare la struttura generale
dell’ontologia IMAGACT.
3.1.2 Ontologia: possibili definizioni
È stato più volte utilizzato il termine ontologia2 nei capitoli precedenti, in modo,
per così dire, “spurio”: da un lato, passando in rassegna i principi fondativi del
progetto, si fatto riferimento ad una ontologia dell’azione come insieme dei
primitivi che fungono da riferimento per l’interpretazione delle proposizioni3;
dall’altro, presentando IMAGACT come prodotto, il termine è stato adottato
nella sua forma tecnica-informatica, intendendo quindi una struttura dati atta a
formulare una concettualizzazione formalmente rigorosa ed esaustiva di un dato
dominio.
Questa sottile ambiguità riflette, in parte, alcune dinamiche di questi anni di
lavoro: con l’inizio della campagna di annotazione e della realizzazione della ri-
sorsa lessicale, infatti, dalla prima accezione, utilizzata negli studi semantici che
hanno costituito la premessa di IMAGACT (Moneglia, 1997a, 1998, 1999, 2005,
2010; Moneglia & Panunzi, 2007, 2010), c’è stato un progressivo slittamento
verso la seconda4.
Più in generale, il concetto stesso di ontologia è stato interessato da una pro-
fonda evoluzione: da scienza dei caratteri universali dell’ente5, alle ricerche di
filosofia della logica di Tarski, alle sue applicazioni tecnologiche: la discussione
di tali aspetti esula però da questo lavoro, che ha nell’approccio computazionale
il proprio interesse preponderante. D’ora in avanti, dunque, verrà adottata la
seguente definizione:
Un’ontologia è “specificazione di una concettualizzazione” (Gruber, 1993,
1995), ovvero una rappresentazione formale esplicita di una concettualiz-
zazione di un dominio: gli oggetti, i concetti e altre entità che si assume
esistano in una certa area di interesse e le relazioni che intrattengono
(Genesereth & Nilsson, 1987).
2dal greco Óntoc, (genitivo singolare del participio presente del verbo e⁄nai, "essere") e lÏgoc
("discorso").
3Secondo tale prospettiva filosofica, una ontologia è l’insieme dei modelli ammissibili per
una interpretazione.
4Questo duplice utilizzo, con l’ambiguità che ne consegue, è purtroppo presente anche nella
bibliografia prodotta nelle prime fasi del progetto: in Moneglia et al. (2012a), ad esempio.
5Già in Aristotele (Metafisica, 1003 a 20) studio “dell’ente in quanto ente”, t‰ Ôn ≠ Ón.
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3.1.3 L’ontologia IMAGACT: caratteristiche generali
Sulla scorta della definizione appena proposta, un’ontologia, per essere tale, deve
avere come elementi costituitivi un insieme di entità ed una serie di relazioni e
funzioni tra le entità.











La relazione L_EQ, schematizzata in figura 3.1, non è formalizzata esplici-
tamente nel DB: due tipi azionali si dicono “localmente equivalenti” se risultano
collegati al medesimo elemento [scena]. Tale proprietà è quindi rappresentata
dall’appartenenza di una stessa scena alla variazione primaria di due o più lem-
mi. Dal punto di vista dell’architettura del database, la relazione di L_EQ è
dunque mediata dagli elementi [scena]6.
Dati i tipi azionali a, b, c ed i lemmi X e Y, la relazione ha le seguenti
caratteristiche:
a 2 X , b 2 X (3.1)
) ¬L_EQ(a , b)
a<b ) b<a (3.2)
a<b , b<c ) a<c (3.3)
La relazione è dunque simmetrica (3.2) e transitiva (3.3).
6Come risulterà evidente dalla descrizione della procedura di mapping (par. 3.2) il super-
visore introduce nel database solo le relazioni tipo-[scena], non collega mai direttamente i tipi
tra di loro.
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Figura 3.1: Relazione L_EQ
3.1.3.2 Relazioni tipo-[scena]
Tipi azionali ed elementi scena posso essere collegati in IMAGACT secondo due
modalità, schematizzate in figura 3.2:
• PRO, prototipo: la scena è un prototipo per il tipo;
• INST, istanza: la scena rappresenta una possibile realizzazione (non
prototipica) della classe di eventi rappresentati in un tipo.
Ogni tipo azionale del database IMAGACT ha associata una, e una sola, scena
con relazione PRO; può invece avere, opzionalmente, più scene connesse con
relazione INST.
Ciò corrisponde al fatto che un tipo di azione altamente prototipico per un verbo
(es. “attaccare/mettere il quadro al muro” in relazione alla variazione primaria
del lemma attaccare), possa corrispondere ad una istanza periferica del pro-
totipo per un altro verbo (l’evento di “attaccare/mettere il quadro al muro” è
una istanza del prototipo “mettere il bicchiere sul tavolo”, al pari di “appog-
giare/mettere la scatola sul tavolo”). Il fenomeno, che non ha natura logica, è
connesso alla maggiore o minore marcatezza pragmatica dell’evento e al fatto
linguistico che specifici verbi categorizzano istanze marcate pragmaticamente.
Le relazioni PRO e INST strutturano perciò il database IMAGACT come net-
work semantico, e consentono la generazione di gerarchie implicite di tipi
azionali.
Per semplicità, la questione può essere riformulata in termini insiemistici:
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Figura 3.2: Relazioni PRO e INST
Dati due lemmi X e Y ed i Tipi azionali A e B,
A = {x | x è un evento predicabile dal lemma X}
B = {x | x è un evento predicabile dal lemma Y}
A = {a; b; c}
B = {a; b; c; d; f}
Figura 3.3: Tipi azionali ed eventi: diagramma di Eulero-Venn
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A è un sottoinsieme proprio di B, ovvero A ⇢ B
Nel DB IMAGACT gli elementi [scena] sostituiscono la classe di eventi
predicabili da un certo lemma. La situazione è perciò la seguente:
A = {x | x è una scena che rappresenta una possibile realizzazione (prototipica
o no) della classe di eventi categorizzati nel tipo Azionale A}
B = {x | x è una scena che rappresenta una possibile realizzazione (prototipica
o no) della classe di eventi categorizzati nel tipo Azionale B}
A = {scena a}
B = {scena a; scena b}
A ⇢ B
Figura 3.4: Scene: diagramma di Eulero-Venn
Dati due o più lemmi, è quindi possibile stabilire relazioni implicite di equivalen-
za7 e/o sussunzione8 tra tipi azionali o, più propriamente, tra i set di elementi
7Per A = B, ovvero tipi azionali localmente equivalenti, A ✓ B e B ✓ A
8Sussunzione (o relazione “IS_A”) è un concetto di uso comune nei settori dell’Intelligenza
Artificiale (AI) e della Rappresentazione della Conoscenza; può essere così definita (Jackson
& Devadas, 2005; Brachman, 1983):
Date due classi, A e B, A è una sottoclasse di B, ovvero A is_a B, se ogni oggetto
contenuto nell’insieme A è anche un oggetto contenuto in B. Inoltre, ogni speci-
ficazione di A implica una specificazione di B. Infatti ogni oggetto (o classe) che
soddisfa le specificazioni di A soddisfa anche le specificazioni di B, dal momento che
le specificazioni di B sono più deboli.
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scena connessi ai tipi azionali come PRO o INST (figura 3.5).
Figura 3.5: Relazione (implicita) IS_A
3.1.4 Questioni metodologiche
3.1.4.1 Granularità della tipizzazione e senso dei lemmi
Prima di fissare in guidelines il procedimento di edificazione dell’ontologia, è sta-
to necessario sondare le difficoltà poste dal task mediante una serie di test case (ver-
bi Attaccare, To Roll, Girare). Fin dai primi tentativi è risultato evidente
che i dati in input avrebbero influenzato fortemente la forma e la struttura del
database e la concezione stessa della procedura di mapping inter-/intra- lingui-
stico. La tipizzazione degli eventi in classi è stata condotta bottom-up a partire
dall’annotazione linguistica, non a priori secondo tratti astratti: ne risulta una
classificazione fortemente condizionata dalla semantica del verbo oggetto del-
l’annotazione. Il senso del lemma, operando come “punto di vista” sulle cate-
gorie azionali, ha determinato la granularità dell’annotazione, anche a parità di
eventi predicabili.
Si considerino ad esempio le variazioni verticali dei lemmi attaccare ed appen-
dere riportate in fig. 3.6. I tipi azionali 1 e 2 del verbo appendere sono stati
categorizzati come unico tipo azionale (il 2) nel lemma attaccare: ciò significa
che l’annotatore, tipizzando la variazione primaria del lemma attaccare, non
ha ritenuto di dover distinguere gli eventi sulla base dello stato risultante del
tema (il tema “pende dal riferimento” in 1, e non “pende” in 2); al contrario,
il medesimo tratto è stato considerato rilevante per il lemma appendere9. La
9Tale decisione è corroborata anche dalla presenza di un differenziale linguistico: il tipo
1 del lemma appendere può essere esteso anche dai lemmi sospendere e to suspend. Lo
stesso non può dirsi per il tipo 2.
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Figura 3.6: Variazione primaria dei lemmi attaccare ed appendere a confronto
“distanza”10 che separa tra di loro i prototipi “attaccare/appendere il cappotto
all’appendiabiti ” e “attaccare/appendere la lampada al soffitto” è minore della
distanza che li separa dagli altri tipi azionali della variazione primaria di “attac-
care”(ad esempio “attaccare il bottone al vestito”, “attaccare il tavolo al muro”).
In sintesi, eventi che costituiscono più tipi azionali all’interno della variazione di
un predicato più specifico sono stati categorizzati come unico tipo per predicati
di maggiore generalità11.
10Ovvero la somiglianza tra gli eventi categorizzati nel tipo.
11La coppia di termini “generalità”- “specificità” è qui usata in modo generico, ad indicare
la capacità di un lemma di estendersi su un range più o meno ampio di eventi, sulla base di
proprietà di senso.
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3.1.4.2 Ipotesi di lavoro
Sono state prese in considerazione due ipotesi di lavoro per gestire la questione.
Ipotesi 1
Trasferimento della granularità dei verbi più specifici al verbo più gene-
rale.
Una prima soluzione prevede che il supervisore riproduca la granularità del-
l’annotazione del lemma meno generale al lemma più generale. Riprendendo
l’esempio in fig. 3.6 il tratto “sospensione” viene considerato pertinente sia per
il lemma appendere che per il lemma attaccare. Ciò ha come conseguenza
il fatto che il database ammetta un unico tipo di relazione, L_EQ, che i tipi
azionali che si riferiscono ad uno stesso set di eventi siano direttamente collega-
ti tra di loro e che ciascun set di verbi localmente equivalenti sia collegato ad
un’unica scena.
Ne risulta un database di notevole semplicità strutturale, in cui è sempre possi-
bile stabilire relazioni 1:1 tra tipi azionali.
Un mapping così concepito porta però ad una sovragenerazione di tipi aziona-
li per i verbi generali. E, soprattutto per i verbi generali ad alta frequenza,
l’eccessiva abbondanza di tipi azionali appare controintuitiva, oltre che antie-
conomica: nel caso di tipizzazioni troppo granulari la classificazione delle frasi
standardizzate in classi diventa infatti largamente arbitraria per l’annotatore.
Ipotesi 2
Introduzione di una relazione di tipo IS_A nel DB, e generazione di
gerarchie tra Tipi Azionali.
La seconda soluzione prevede che la struttura dei dati venga organizzata median-
te relazioni implicite di tipo IS_A. La scelta ha essenzialmente due conseguenze:
• il database creato contiene gerarchie implicite di tipi;
• uno stesso tipo può essere rappresentato nell’ontologia da più scene, orga-
nizzate in una “famiglia di prototipi ”.
A ciò corrisponde un aumento della complessità delle relazioni nel DB; la solu-
zione, tuttavia, permette di contenere il numero di tipi azionali e di garantire
l’aderenza della tipizzazione all’intuizione dei parlanti madrelingua.
In ragione della sua maggior coerenza rispetto ai requisiti progettuali, è stata
scelta la seconda soluzione.
3.1.4.3 Il concetto di “famiglia di prototipi”
La scelta di una strategia “gerarchizzante” ha avuto come effetto l’introduzione
in IMAGACT del concetto di “famiglia di prototipi ”.
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Laddove siano presenti differenze di granularità di annotazione dovute
al senso del lemma annotato e tali differenze appaiano al supervisore
consistenti e/o interessanti, classi di azioni distinte all’interno della
variazione di un predicato specifico possono essere associate a costituire
una famiglia di prototipi in predicati più generali.
Con la dicitura “famiglia di prototipi” si intende dunque l’insieme del-
le scene connesse ad un predicato allo scopo di esplicitare differenziali
linguistici.
Dal punto di vista della struttura dell’ontologia, ciascun elemento scena cor-
risponde ad un nodo della gerarchia. Riprendendo l’esempio discusso al par.
3.1.4.1:
Figura 3.7: attaccare: gerarchia implicita di tipi
ID SCENA PRO INST DESCRIZIONE






attaccare L’agente attacca una
lampada al soffitto;





attaccare L’agente attacca una
lampada al riferimento;
il tema non pende.
Tabella 3.1: attaccare: descrizione delle scene
Come si può notare dalla figura 3.7, non tutti gli elementi scena contengono un
video (prototipale o 3D): si era già accennato nel paragrafo 1.2.2 alla differenza
tra numero di elementi scena e numero di eventi rapresentati nell’ontologia, e
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al fatto che le scene “vuote” sono indicate nel database e nei fogli di monitoring
(Appendice B) con la sigla “NOT ALLOWED”.
Il mancato riempimento è dettato, nel caso degli elementi scena marcati con le
sigle “NO ACT”12 e “INC”13, dalla natura essenzialmente “non azionale” dei ti-
pi (e quindi dalla scarsa rappresentabilità per immagini dell’evento significato).
Più interessanti, dal punto di vista dell’architettura complessiva dell’ontologia,
sono però le scene “vuote” a cui è associata la sigla INH (“inheritance”): esse
possono trovarsi sia in posizione “root” che in posizione intermedia, ed eredita-
no i video dai nodi/elementi scena “figli”. I nodi INH sono stati “riempiti” dal
supervisore solo nel caso in cui fosse possibile creare un video molto generale, in
grado di rappresentare un buon prototipo per l’intera gerarchia sottesa dall’ele-
mento scena, o laddove sia stato ritenuto importante evidenziare un differenziale
iter/intra-linguistico nell’estensione dei predicati, come nell’esempio presentato
in figura 3.8 e tabella 3.2.
In tabella 3.3 sono riportati i dati relativi agli elementi scena; per le liste, si
veda l’Appendice B.





- Video generico: il tema




to pick up to take,
pigliare,
prendere










Il tema si trova a terra.
Tabella 3.2: prendere, pigliare, to take: descrizione delle scene
12Le scene “NO ACT” sono associate con relazione PRO a tre tipologie distinte di tipi:
• Stativo;
• Eventi privi di causazione;
• Azione sociale.
13Con la sigla “INC” sono state segnalate le scene corrispondenti ad eventi predicati dal
versante “incoativo” dell’alternanza causativa/incoativa [Levin 1993] se il causativo non è
ammesso.
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Tabella 3.3: Elementi [scena] IMAGACT 1.0
3.1.4.4 Troponimi, denominali e restrizioni spaziali
Una struttura dati così concepita consente anche di gestire agevolmente varie
tipologie di iponimi, e la loro relazione con i tipi azionali dei verbi generali. Tra
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questi:
• troponimi, ovvero iponimi che esplicitano la modalità con cui l’azione viene
compiuta dall’agente (es. to turn vs. to flip; to clean vs. to wipe);
• denominali, ovvero iponimi che esplicitano uno specifico materiale o og-
getto di cui l’agente si serve per realizzare l’azione (es. fasciare vs.
arrotolare-avvolgere);
• iponimi che specificano una restrizione spaziale (es. affiggere vs. at-
taccare).
Un esempio è la formalizzazione dell’area semantica attaccare, to attach,
to stick, appiccicare, to tape, to glue, incollare, appuntare, to
tack, to pin, inchiodare, to nail, presentata in figura 3.9 e descritta in
tabella 3.4.





























L’agente attacca il tema
















L’agente attacca il tema






L’agente attacca il tema
usando i chiodi.
Tabella 3.4: attaccare, to attach: descrizione delle scene
109
Figura 3.9: attaccare, to attach: gerarchia implicita di tipi
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3.2 Dall’annotazione alla produzione del DB 1.0
Fissate le coordinate generali, è possibile passare alla descrizione della procedura
di creazione dell’ontologia. Si tratta di un procedimento articolato in tre fasi
(fig. 3.10): revisione dell’annotazione, mapping e trasposizione delle relazioni
nell’infrastruttura, descritte rispettivamente nei paragrafi 3.2.1, 3.2.2, 3.2.3.
Figura 3.10: Dall’annotazione al DB 1.0
3.2.1 Preliminari: revisione dell’annotazione
La mappatura dei tipi prodotti a partire dalle due annotazioni indipendenti
dell’italiano e dell’inglese sullo stesso set di scene richiede una preliminare fase
di revisione.
I tipi sono stati prodotti, infatti, a partire da un solo verbo in una lingua specifi-
ca, come clustering di occorrenze che proiettano la stessa immagine virtuale. La
revisione ha, pertanto, il duplice fine di ottenere una rappresentazione adeguata
dei tipi azionali di più verbi localmente equivalenti all’interno di una singola
lingua e di collegare i tipi azionali di verbi appartenenti a lingue diverse in un
quadro organico, garantendo coerenza intra- ed inter- linguistica.
“Uso riportato al corpo” e “movimento autogenerato”
I casi di “uso riportato al corpo” (es. 3.5) e di “movimento autogenerato”
(es. 3.7) devono essere separati in tipi indipendenti:
(3.4) Fabio appoggia la sedia al muro
(3.5) Fabio si appoggia con la schiena al muro
(3.6) La palla rotola
(3.7) Fabio si rotola nell’erba
Infatti, nonostante dal punto di vista cognitivo le azioni siano parzialmente
assimilabili:
• l’immagine proiettata è diversa;
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• il soggetto solitamente è sia tema che agente;
• non è inferibile da un causativo.
È importante sottolineare che il corpo o una sua parte deve “muoversi”: se il
corpo è solo “end point” dell’azione o del movimento, l’occorrenza non è conside-
rabile “uso riferito al corpo”. Non di rado ciò avviene quando l’azione coinvolge
l’utilizzo di uno strumento.
(3.8) Fabio arrotola la benda sul braccio
(3.9) Fabio avvolge il braccio con una benda
non è un tipo diverso rispetto a:
(3.10) Fabio arrotola la corda intorno al palo
“Addensamenti d’uso”
(3.11) Fabio gira la cartolina [voltare, capovolgere, rigirare]
(3.12) Fabio gira la pagina del libro [voltare]
3.12 e occorrenze simili non sembrerebbero costituire un tipo produttivo rispetto
a 3.12: l’annotatore sarebbe portato a pensare che l’azione compiuta sulla pagina
sia la stessa di quella compiuta sulla cartolina, con una restrizione imposta dalla
presenza della costola. Ogni caso deve essere valutato dal supervisore singolar-
mente: quando tuttavia, come in questo caso, la frequenza d’uso è supportata
da un differenziale semantico (ovvero ci sono delle restrizioni nell’applicabilità di
alcuni verbi localmente equivalenti), l’annotatore deve distinguere le occorrenze
in due tipi separati.
Alternanza causativa/incoativa Levin (1993)
(3.13) John rolls the ball
(3.14) The ball rolls
Come tutte le altre alternanze, deve essere contenuta all’interno di un unico
tipo (in due Best Example distinti)14. Se in una lingua L c’è l’incoativo senza
il causativo, questo costituisce un tipo, in quanto uso proprio di un verbo.
(3.15) * Fabio rotola la palla
(3.16) La palla rotola
14In realtà l’incoativo è “riportato” al causativo. L’interpretazione incoativa dell’alternanza,
infatti, non predica propriamente di una azione, ma del risultato di una azione.
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“Stativo”
(3.17) Matteo si appoggia alla parete
(3.18) L’arco si appoggia sulle colonne [stativo]
Gli stativi (es. 3.18) vengono isolati in un tipo separato.
Eventi privi di causazione
Talvolta accade che la frase intransitiva non sia legata da un rapporto di
causazione alla corrispondente frase transitiva:
(3.19) La barca si capovolge
(3.20) Il marinaio capovolge la barca
(3.21) La melanzana si attacca alla piastra
(3.22) ? Il cuoco attacca la melanzana alla piastra
Il rapporto di causazione può essere possibile, ma non necessario (come per 3.19
- 3.20) oppure inaccettabile (come in 3.21 - 3.22). In entrambi i casi gli “eventi
privi di causazione” devono essere separati in un tipo a parte.
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3.2.2 Mapping
Conclusa la fase di revisione, il mapping tra verbi d’azione della stessa lingua e
la creazione di relazioni cross-linguistiche sono operati dal supervisore, linguista
madrelingua italiano, mediante negoziazioni dirette con gli annotatori che hanno
prodotto la tipizzazione. La procedura prevede la verifica dell’unicità dei tipi
prodotti nell’annotazione di verbi diversi; la richiesta di verifica è formulata dal
supervisore agli annotatori in questi termini:
"il tipo x e il tipo y sembrano riferirsi alla stessa tipologia di eventi:
in effetti i due tipi sono equivalenti? Può y essere usato come esempio
tipico di x?”
Servendosi del programma open source per la generazione di diagrammi DIA15,
il supervisore inizia quindi a costruire l’ontologia, fuori dall’infrastruttura.
3.2.2.1 Mapping intralinguistico
Il supervisore seleziona un verbo generale [VG] della propria lingua e, per ognu-
no dei tipi del [VG], delinea le relazioni intralinguistiche con i verbi d’azione
che gli sono semanticamente prossimi, utilizzando i verbi localmente equivalenti
[VE] (fig. 3.11).
Figura 3.11: Mapping intralinguistico L1
Gli scenari possibili sono descritti in tabella 3.5.
15Per la descrizione degli strumenti di supporto si rinvia al paragrafo 3.2.2.3.
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SCENARIO AZIONE
La variazione primaria del verbo equivalente [VE]




La variazione primaria del [VE] non contiene un tipo
azionale uguale o simile al tipo del [VG].
cause: Difetto del corpus: il predicato è applicabile
all’evento, ma non è attestato.
Il supervisore crea il
tipo e ipotizza la
mappatura.
Inapplicabilità del predicato a quel tipo di
evento, che può essere dovuta a:
• errore di annotazione;
• il verbo localmente equivalente scelto
dall’annotatore si applica all’evento




La variazione primaria del [VE] contiene due o più tipi
azionali simili al tipo del [VG], ovvero in teoria
riportabili allo stesso prototipo.
cause: Diversa granularità tra le due annotazioni,
impropria.
Il supervisore sceglie
una delle due e
adegua l’altra.
[VG] è più generale del [VE]. Il supervisore ipotizza
la mappatura.
Tabella 3.5: Mapping intralinguistico
Quando ha concluso la mappatura del verbo generale appartenente alla sua
lingua madre, il supervisore seleziona il verbo generale dell’altra lingua che
meglio traduce il [VG] e ripete gli stessi passaggi (3.12).
Figura 3.12: Mapping intralinguistico L2
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3.2.2.2 Mapping interlinguistico
Quando il supervisore ha esplicitato le relazioni di equivalenza locale che i [VG]
delle due lingue intrattengono con i lemmi che gli sono semanticamente affini,
passa al confronto interlinguistico tra italiano e inglese (figura 3.13).
Per fare ciò, data la lista di tipi di un verbo nella L1, verifica se il verbo generale
corrispondente copre o meno la stessa serie di tipi. Operativamente, per ogni
tipo del [VG] della L1 viene cercato un equivalente nel [VG] della L2. Gli scenari
possibili sono descritti in tabella 3.6.
SCENARIO AZIONE
È presente nella variazione della L2 un tipo equivalente
al tipo della L1 [relazione 1:1].
Il supervisore ipotizza
la mappatura.
È assente nella variazione della L2 un tipo equivalente o
simile al tipo della L1 [relazione 1:0].
cause: Difetto del corpus: pur essendo il predicato
applicabile all’evento, non ci sono occorrenze
che lo attestino nel corpus.
Il supervisore crea il
tipo mancante solo se
la relazione
interlinguistica è priva
di dubbio: il perfetto
allineamento dei due
corpora è delegato alla
fase di CBE (WP4).
Inapplicabilità del predicato a quel tipo di
evento.




La variazione primaria del [VG] della L2 contiene due o
più tipi azionali simili al tipo del [VG] della L1 (ovvero
più di un tipo riportabile allo stesso prototipo)
[relazione n:1 oppure 1:n].








merge tra tipi nel caso
contrario.
Tabella 3.6: Mapping interlinguistico
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Figura 3.13: Mapping interlinguistico
Talvolta l’allineamento dei tipi del [VG] di L1 e L2 risulta difficoltoso: le due
variazioni tipologiche proposte dagli annotatori riflettono una categorizzazione
degli eventi difficilmente confrontabile e conciliabile.
CAUSA AZIONE
Assenza di una effettiva relazione di
traduzione tra i due [VG] scelti dal
supervisore.
Il supervisore sceglie un altro [VG]
per la L2.
Errore di annotazione non ancora
corretto.
Il supervisore revisiona nuovamente
l’annotazione e ripete la fase di
mapping intralinguistico per la L2
(descritto al par. 3.2.2.1).
Tabella 3.7: Problemi di allineamento L1-L2
Concluso il processo di comparazione tra verbi generali la procedura viene ri-
petuta per ognuno dei [VE] connessi al [VG], e le relazioni vengono ampliate
ricorsivamente.
3.2.2.3 Strumenti di supporto alla gestione del mapping
Considerate la numerosità e la complessità delle relazioni da introdurre nel DB,
è stato utilizzato come supporto al mapping il programma open source per la
generazione di diagrammi DIA16. Ciò ha consentito di costruire gradualmente la
risorsa e rappresentarne, infine, la struttura complessiva in un unico file, D1—
mapping_totale_ontologia_IMAGACT.dia, contenuto in Appendice D17; sca-
ricando il programma è possibile navigare e fare semplici query nel grafico. È a
disposizione del lettore anche una versione a bassa definizione e non interrogabile
in formato immagine, D2—mapping_totale_ontologia_IMAGACT.jpg.
Ogni tipo della variazione primaria di ciascun lemma inserito nel file .DIA è stato
rappresentato mediante una casella di testo. Le caselle, ordinate in verticale,
16Documentazione e download all’URL: https://projects.gnome.org/dia/
17I materiali sono scaricabili anche dalla sezione “Ontologia - Tabelle e Grafici” del sito del
progetto IMAGACT (http://imagact.lablita.it/ontology.php?lang=it)
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sono sormontate da un box di intestazione, contenente l’entrata lessicale/lemma,
come mostrato in 3.14.
Figura 3.14: Esempio di lemma nel file DIA
La casella di testo riporta le seguenti informazioni (figura 3.15):
• Numero del tipo: numero progressivo del tipo all’interno della variazione,
assegnato in automatico dall’interfaccia in fase di annotazione;
• script: prodotto in fase di annotazione;
• ID del tipo: identificativo univoco del tipo azionale nel DB, assegnato in
automatico dall’interfaccia al momento della creazione del tipo.
Figura 3.15: Modello di lemma nel file DIA
Alle caselle di testo sono associate diverse colorazioni, secondo la legenda in
figura 3.16
Figura 3.16: Legenda
Le caselle dei tipi sono connesse tra di loro mediante linee colorate:
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• linea continua: relazione PRO;
• linea tratteggiata: relazione INST.
La relazione INST non è simmetrica, pertanto i segmenti sono orientati: il
vettore va dal tipo azionale meno generale al tipo azionale più generale.
Tale sistema rappresenta una semplificazione rispetto al modello complessivo;
le relazioni PRO e INST infatti, per definizione, connettono i tipi azionali agli
elementi scena, non legano i tipi azionali tra di loro (par.3.1.3.2). Laddove non è
stato possibile, per ragioni grafiche, collegare direttamente due caselle di testo,
si è fatto ricorso ad un richiamo sintetico (fig. 3.17 e 3.18).
Figura 3.17: Modello di richiamo sintetico
Figura 3.18: Esempio di richiamo sintetico
Ogni tipo azionale è stato connesso a tutti i tipi azionali sussunti o che lo
sussumono. Senza dubbio ciò riduce sensibilmente la leggibilità del grafo in
alcune zone del foglio: tale prassi, forse sconveniente dal punto di vista visivo,
è stata però adottata per garantire maggior controllo delle relazioni introdotte
nel DB, in virtù di alcune caratteristiche tecniche dell’interfaccia informatica
che gestisce la creazioni dell’ontologia. Le relazioni di “incassamento” tra scene
(e quindi tra i tipi collegati alle scene) non sono infatti informazione disponibile
in maniera esplicita al sistema informatico, che pertanto non eredita le relazioni
già inserite. Nell’importare le relazioni nell’infrastruttura il supervisore deve,
per ciascuna scena, introdurre manualmente tutti i collegamenti (par. 3.2.3.3).
Non è difficile immaginare la complessità del riportare correttamente tutte le
relazioni di verbi generali ad alta frequenza come mettere (tipo #2247) e to
put (tipo #3174): 32 elementi scena, 26 video, 53 tipi azionali sussunti.
Il grafo ha svolto in tal senso un ruolo di grande supporto mnemonico, per evitare
che le scene venissero inavvertitamente duplicate o le relazioni dimenticate.
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In aggiunta, per i tipi azionali connessi a quattro o più scene, sono stati creati
dei grafi che esplicitano le gerarchie dell’ontologia18. Ogni box di questa seconda
tipologia di grafici rappresenta un elemento [scena]: al suo interno sono listati
i tipi azionali connessi alla [scena] con relazione PRO. Ogni tipo azionale è
identificato mediante l’indicazione del lemma e l’ID univoco. Le frecce che
connettono tra di loro i box delle scene riproducono le relazioni implicite IS_A
dell’ontologia (figure 3.19 e 3.20).
Figura 3.19: Modello di grafo
18I materiali sono riportati integralmente nell’Appendice D, nella cartella “D3—grafi”.
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Figura 3.20: Esempio di grafo: mettere_2247 e put_3174
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3.2.3 Trasposizione delle relazioni nell’infrastruttura
Quando le relazioni intra-linguistiche e inter-linguistiche sono state comple-
tamente definite e approvate nella negoziazione con gli annotatori, il super-
visore importa le relazioni definite nell’infrastruttura, creando l’ontologia. Il
procedimento è articolato in due fasi:
• creazione ed editing degli elementi [scena];
• importazione delle relazioni.
Per illustrarlo, verrà presa in esame una parte dell’area semantica di attaccare
/ to attach, già presentata in fig. 3.9 e tab. 3.4).
3.2.3.1 Creazione ed editing degli elementi [scena]
Il supervisore accede nell’interfaccia, eseguendo il login con privilegi di ammi-
nistratore (utente “Admin”). Nella tabella <Processed Verbs> della pagina
<‌<Assigned Verbs>‌> seleziona <Scenes> nella lista di opzioni possibili del
[VG], come mostrato in figura 3.21.
Figura 3.21: Tabella <Processed Verbs>
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Il sistema mostra la pagina di creazione e di editing delle scene <‌<Scene inser-
tion>‌> (fig. 3.22). Facendo click sul pulsante <Create a new Scene> l’inter-
faccia genera un elemento scena e gli assegna un ID alfanumerico casuale di 6
cifre.
Figura 3.22: Pagina <‌<Scene Insertion>‌>
L’editing dell’elemento scena prevede:
• Il caricamento del video prototipale (1.2.2.1) mediante il pulsante di upload
<Sfoglia. . . >. Qualora il tipo non preveda l’inserimento di una scena
(par.1.2.2 e 3.1.4.3), come nell’esempio in oggetto, deve essere aggiunta
una spunta nel check-box <No video>19;
• il riempimento del campo <caption> con una frase semplice che descriva
l’azione rappresentata nel video;
19La spunta genera il tag “NOT ALLOWED” per la scena.
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• l’esplicitazione della relazione che lega la scena al tipo mediante la scelta di





• l’aggiunta (facoltativa) di keywords;
• l’aggiunta (facoltativa) mediante il pulsante <Add> di “suggested verbs”,
ovvero verbi equivalenti da collegare alla scena in un secondo momento.
Per rendere effettivo l’editing , il supervisore registra le modifiche nel database
cliccando sul pulsante <Save> (figura 3.23).
In ogni momento è possibile aprire un pop-up per la ricerca delle scene (pulsante
<Search Scene>) oppure tornare all’annotazione per modificarla (pulsante <Go
to Validation>).
Figura 3.23: Editing degli elementi [scena]
3.2.3.2 Importazione delle relazioni
Dopo aver creato ed editato la scena associata al tipo del [VG], il supervisore
deve trasferire nel DB IMAGACT le connessione intralinguistiche e interlingui-
stiche precedentemente identificate (3.2.2); i tipi dei [VE] devono essere mappati
sulla scena, valutandone caso per caso l’effettiva equivalenza anche in relazione
al video. Le relazioni vengono introdotte nel DB usando il pulsante <Connect
to another Verb> (figura 3.24).
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Figura 3.24: Importazione delle relazioni: <Connect to another Verb>
La combo-box <Connection Type> permette di specificare la relazione che lega
il verbo equivalente alla scena, mentre il campo <Verb to be linked> consente di
recuperare dall’annotazione il lemma da connettere. Il pulsante <Select type>
mostra i tipi creati per il verbo: il supervisore può collegare alla scena uno dei
tipi della lista premendo <Select> (figura 3.25).
Figura 3.25: Importazione delle relazioni: selezione del tipo
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Schematizzando, dato il tipo azionale A del [VG] e il tipo azionale B del [VE],
il supervisore può trovarsi di fronte tre diverse situazioni:
• A = B
i 2 tipi sono localmente equivalenti, condividono lo stesso prototipo e
quindi la stessa scena.
• A   B
A e B hanno due prototipi diversi. A sussume implicitamente B.
• A ⇢ B
A e B hanno due prototipi diversi. B sussume implicitamente A.
A=B
Se il tipo B di un [VE] è considerabile equivalente al tipo A del [VG], in quanto
riportabile al medesimo prototipo, il supervisore li collega entrambi come “PRO”
ad una unica scena a (figura 3.26).
Figura 3.26: A=B
Ne sono un esempio il tipo #546 del lemma attaccare ed il tipo #1280 del
lemma to attach (es. 3.23 e 3.24):
(3.23) Marta attacca il post-it alla porta
(3.24) Mary attaches a note to the door
Il supervisore, dopo aver creato e editato la scena prototipo per il tipo #546,
a cui viene assegnato in automatico l’id fcf7b79a dal sistema, connette il tipo
#1280 con relazione PRO (fig. 3.27).
Figura 3.27: Esempio di mapping di tipi localmente equivalenti
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A   B
Se il tipo B del [VE] può essere considerato un sottoinsieme del tipo A del
[VG] il supervisore deve, dopo aver creato la scena a prototipo per il tipo A,
creare un nuova scena b, prototipo per il tipo B. Per farlo utilizza l’interfaccia
di gestione delle scene < ‌<Scene insertion>‌> adottando la procedura descritta.
La scena b deve poi essere connessa come INST al tipo A (fig. 3.28).
Figura 3.28: A   B
A esempio, il tipo # 20 del verbo appiccicare è considerabile un sottoinsieme
rispetto al prototipo di attaccare / to attach esemplificato al paragrafo
precedente.
(3.25) Marta attacca il post-it alla porta / Mary attaches a note to the door
(3.26) Marta appiccica il post-it alla porta
Il supervisore perciò, dopo aver creato la scena prototipo di attaccare / to
attach (ID fcf7b79a), crea una nuova scena prototipo per appiccicare (ID
af8021aa) e la connette come istanza “INST” ai tipi di attaccare e to attach
(fig. 3.29).
Figura 3.29: Esempio di mapping A   B
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A ⇢ B
Se il tipo A del [VG] può essere considerato un sottoinsieme del tipo B del
[VE] il supervisore deve, dopo aver creato la scena a prototipo per il tipo A,
creare un nuova scena b, prototipo per il tipo B. La scena a deve poi essere
connessa come INST al tipo B.
Figura 3.30: A ⇢ B
3.2.3.3 Requisiti del sistema
Come anticipato al paragrafo 3.2.2.3, il sistema informatico non eredita le re-
lazioni già inserite. Nell’importare le relazioni nell’infrastruttura il supervisore
deve perciò, per ciascuna scena, introdurre manualmente tutti i collegamenti.
Considerando l’area semantica oggetto degli esempi precedenti (fig. 3.9), ciò
significa che volendo inserire il tipo #942 di to stick nel database20, il su-
pervisore non solo dovrà creare un prototipo (id 03f3541c), ma anche connet-
terlo come INST a tutti i tipi che implicitamente lo sussumono (ovvero attac-
care_546 e to attach_1280), e collegare il tipo to stick_942 alla scena
af8021aa, sussunta.
Il procedimento, a dire il vero molto macchinoso, consente un controllo iterato
delle relazioni introdotte.
3.2.3.4 Scene “INC”: trattamento
Un numero esiguo di elementi scena non è associato ad alcun video in IMAGACT
(par.1.2.2 e 3.1.4.3); nel caso in cui l’elemento scena sia di tipo “INC”, il mapping
segue una procedura standard:
• Se anche nell’altra lingua corpus-based la lettura causativa non è possibile,
i due tipi incoativi sono collegati alla medesima scena vuota come PRO;
• se, come nell’esempio mostrato in figura 3.31, nell’altra lingua corpus-based
l’interpretazione causativa è possibile e attestata, la scena “vuota” viene
collegata interlinguisticamente al suo causativo come INST.
20Che, come mostra la figura 3.9, si trova in posizione intrmedia tra attaccare_546 / to
attach_1280 e appiccicare_20 nella gerarchia implicita di tipi.
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Figura 3.31: Scena prototipo per rotolare, incoativo
3.3 Il contributo della candidata
La formazione dell’ontologia ha richiesto 12 mesi di lavoro.
Il contributo della candidata è riassunto in tabella 3.8. La lista completa dei
verbi è disponibile in Appendice C.
verbi totali contributo della candidata %
ITALIANO 521 489 93.86 %
INGLESE 550 516 93.82 %









La validazione dei dati è un passaggio imprescindibile per consentirne l’applica-
bilità in ambiti differenti da quello linguistico. Il capitolo presenta in apertura
un quadro bibliografico sull’argomento: il concetto di “agreement”, derivato
dalla psicometria ed ora largamente utilizzato nel campo della linguistica com-
putazionale, gli aspetti critici di questo approccio per la valutazione dei dati
linguistici (par. 4.1) ed i coefficienti statistici più diffusi (par. 4.2). Sono poi
presentati, per contestualizzare, i risultati dei principali studi e delle maggiori
campagne di valutazione nel campo della semantica lessicale (par. 4.3). È infine
illustrata la procedura di validazione in tre fasi di un sottoinsieme di verbi coesi
dal punto di vista semantico, destinati alla costruzione di una batteria di test
neuropsicologici per la diagnosi del Mild Cognitive Impairment.
4.1 Presentazione del problema
La costruzione di una risorsa semantica, e più in generale la classificazione di
dati linguistici, implicano la formulazione di giudizi soggettivi. La necessità di
stabilire fino a che punto tali giudizi siano affidabili e riproducibili ha assunto
crescente importanza, fino a rendere le procedure di validazione prassi consoli-
data. Ciò è avvenuto in linguistica computazionale con più di 30 anni di ritardo
rispetto alla psicometria: già nel 1960 Cohen, in un celebre articolo, scriveva
infatti:
“Because the categorizing of the units is a consequence of some com-
plex judgment process performed by a ‘two-legged meter’ [...], it be-




È convinzione abbastanza diffusa che un alto livello di inter-tagger agreement1
(I.T.A) tra gli annotatori sia indice della bontà e della riproducibilità di un
paradigma di annotazione. Come sottolinea Di Eugenio:
“This raises the question of how to evaluate the “goodness” of a coding
scheme. One way of doing so is to assess its reliability, namely, to
assess whether different coders can reach a satisfying level of agreement
with each other when they use the coding manual on the same data.”
(Di Eugenio, 2000: 441)
L’assunto di base è che i dati siano “attendibili” se due o più annotatori sono in
accordo nell’assegnare una categoria all’item in analisi. In tale prospettiva, la
reliability si configura come prerequisito per dimostrare la validità di uno schema
di codifica. Un alto agreement , ovvero un ampio consenso tra gli annotatori,
viene assunto a garanzia della precisione intrinseca del processo di classificazione.
“Often reproducibility of the ratings (classifications) is taken as an in-
dicator of the quality of the category definitions and the raters’ ability
to apply them.”
(Warrens, 2010: 272)
Un’ottima sintesi della relazione tra reliability e validità dello schema di codifica
è offerta in Bayerl & Paul (2011)2:
“The main reason for the analysis of annotation quality is to obtain a
measure of the “trustworthiness” of annotations (Artstein and Poesio
2008). Only if we can trust that annotations are provided in a consis-
tent and reproducible manner, can we be sure that conclusions drawn
from such data are likewise reliable and that the subsequent usage of
annotations is not negatively influenced by inconsistencies and errors
in the data. Inter-annotator (or inter-coder) agreement has become the
quasi-standard procedure for testing the accuracy of manual annotations.
1In letteratura vengono usati, in modo pressoché equivalente, i termini “inter-rater agree-
ment”, “inter-tagger agreement” e “inter-human agreement”. Le tre diverse diciture verranno
perciò usate intercambiabilmente.
2Gli autori riprendono quanto già sostenuto da Artstein & Poesio (2008):
“Researchers who wish to use hand-coded data – that is, data in which items are
labeled with categories, whether to support an empirical claim or to develop and test
a computational model – need to show that such data are reliable. The fundamental
assumption behind the methodologies discussed in this article is that data are reliable
if coders can be shown to agree on the categories assigned to units to an extent
determined by the purposes of the study [...]. If different coders produce consistently
similar results, then we can infer that they have internalized a similar understanding
of the annotation guidelines, and we can expect them to perform consistently under
this understanding. Reliability is thus a prerequisite for demonstrating the validity
of the coding scheme – that is, to show that the coding scheme captures the “truth”
of the phenomenon being studied, in case this matters. If the annotators are not
consistent then either some of them are wrong or else the annotation scheme is
inappropriate for the data.” (Artstein & Poesio, 2008: 556-557)
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This process is based on the assumption that if multiple coders agree in
their coding decisions of the same material we can be certain that – at
least for this set of data and this set of coders – annotations are free of
unsystematic and distorting variations.”
(Bayerl & Paul, 2011: 700)
Nel caso della creazione di risorse annotate, l’inter-rater agreement è usato
come strumento per passare dal materiale annotato ad un gold standard , ovvero
un insieme di dati sufficientemente noise-free che serva per training e testing
di sistemi automatici. Sebbene, come verrà mostrato in seguito, i coefficienti
di agreement non possono indicare in senso assoluto la qualità del data set
come risorsa di riferimento, essi sono usati di prassi per assicurare la bontà
del materiale annotato: un alto livello di agreement fa sì che la risorsa sia
considerata validata. In questo caso il disagreement solitamente viene rimosso o
giudicato da uno o più esperti del settore, mediante discussione oppure scelto a
maggioranza. Al contrario, se l’agreement è basso l’intero data set viene scartato
(Beigman Klebanov & Beigman, 2009).
Nonostante il calcolo dell’inter rater agreement sia l’approccio più diffuso al-
la validazione, ciò non significa che non sia privo di aspetti problematici: un
aspetto implicito, e quindi spesso sottostimato, è ad esempio il fatto che due
osservatori possano, pur sbagliando entrambi, essere in perfetto accordo nel
valutare un evento:
“However, it is important to keep in mind that achieving good agreement
cannot ensure validity: two observers of the same event may well share
the same prejudice while still being objectively wrong.”
(Artstein & Poesio, 2008: 557)
Un’ulteriore problematica, individuata da Bayerl & Paul (2011), riguarda l’agreement
raggiunto abitualmente tra gruppi di annotatori in relazione al livello di espe-
rienza; l’accordo nei gruppi omogenei è comparabile a prescindere dai livelli di
esperienza, ma si abbassa qualora vengano formati gruppi misti di esperti e non
esperti:
“Implicit in discussions of inter-annotator agreement is that coders not
only agree on which unit belongs to which category, but that if they agree
these decisions are also correct with respect to the phenomenon under
scrutiny. Inter-annotator agreement is thus interpreted as an estimate
of the correctness or validity of annotations [...]. In our study, this as-
sumption left us with a dilemma. Our data showed that experts and
non-experts could achieve comparable levels of agreement, whereas the
average agreement for mixed groups was significantly lower. In other
words, experts and novices were equally reliable, yet did not agree with
each other. This dilemma points to the difficulty of distinguishing be-
tween annotator agreement and correctness of annotations. Whereas
annotation studies are generally concerned about the reliability of their
data, the validity of annotator decisions seems to be implied.
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Our finding on expert and novice coders at least warrants the question of
whether reliability (measured in terms of inter-annotator agreement) can
provide all the information needed to make an informed decision about
overall annotation quality. Reliability can give us a fair indication of
the trustworthiness of our data with respect to unsystematic variation
[...], but it does not provide us with an indication of its correctness.
(Bayerl & Paul, 2011: 721)
Nonostante i limiti appena descritti, la validazione rimane un momento impre-
scindibile, soprattutto nel caso in cui i dati linguistici debbano essere utilizzati
per scopi diversi. È tuttavia necessario fare attenzione alla scelta della metrica
in relazione allo specifico task da valutare e alle modalità di calcolo dei coeffi-
cienti, nonché porre cura nell’interpretazione dei valori e nella presentazione dei
risultati, pena la mancata comparabilità degli stessi.
Alla discussione di questi aspetti sarà dedicato il paragrafo successivo.
4.2 I coefficienti di agreement
A partire dall’articolo di Carletta (1996) si è venuta consolidando in Linguistica
Computazionale la consuetine di utilizzare misure di agreement “kappa-style”
per la validazione di dati categoriali, ovvero coefficienti statistici che considerino
l’influenza del caso nell’accordo raggiungibile dagli annotatori in un task di
classificazione. Sebbene tali indici, mutuati dalla psicometria, rappresentino ad
oggi uno standard de facto della disciplina, siano state pubblicate linee guida
per la predisposizione di test di reliability e a più riprese fornite indicazioni per
la presentazione dei risultati (Di Eugenio & Glass, 2004; Artstein & Poesio,
2008; Bayerl & Paul, 2011), le buone prassi suggerite non di rado vengono eluse.
Nei paragrafi a seguire verrà perciò presentato lo stato dell’arte. Verranno per
prima cosa illustrati e discussi i coefficienti, chance-corrected e non, e le relative
modalità di calcolo: l’agreement percentuale e  2 (4.2.1), e le misure kappa-style
per due rater, ovvero S di Bennett et al., p di Scott e k di Cohen (4.2.2). Si
illustreranno quindi le principali distorsioni a cui questi indici vanno incontro
e la loro ricaduta sulla scelta del coefficiente (par. 4.2.2.2 e 4.2.2.3), nonché
le più note estensioni dei coefficienti, ovvero “weighted kappa” (Cohen, 1968),
Multi p (Fleiss, 1971), multi k (Davies & Fleiss, 1982) ed a di Krippendorff
(1980)(par. 4.2.2.4 e 4.2.2.5). Verranno infine discusse le problematiche relati-
ve alla fissazione di una scala per l’interpretazione dei risultati (par. 4.2.2.6),
e passati in rassegna i principali fattori che influenzano il livello di agreement
ottenibile (par. 4.2.3).
Tra le varie notazioni disponibili in letteratura, verrà adottata, con qualche
piccolo aggiustamento, quella di Artstein & Poesio (2008): oltre al vantaggio di
essere utilizzata anche in NLTK, software con cui verranno effettuate le analisi
dei par. 4.4, consente infatti di evitare alcune ambiguità terminologiche.
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Seguendo la convenzione scelta, verranno indicati con A l’agreement e con D il
disagreement3.
Ogni studio di reliability prevede inoltre :
• un insieme di item { i | i 2 I}
• un insieme di categorie assegnabili agli item { c | c 2 C}
• un insieme di annotatori, che assegnano ciascun item ad una categoria
{ r | r 2 R}
Verrà indicato con n il numero di giudizi, secondo le seguenti convenzioni:
• nic il numero di annotatori che hanno assegnato l’item i alla categoria c;
• nrc il numero di item assegnati da un annotatore r ad una categoria c;
• nc il numero totale di item assegnati da tutti gli annotatori ad una cate-
goria c.
Allo scopo di illustrare le modalità di calcolo dei coefficienti, è stato creato
ad hoc un semplice esempio: la situazione immaginata prevede che due rater
assegnino 20 item a 3 categorie. I risultati del task sono sintetizzati nelle forme
pressoché alternative della tabella di contingenza (4.1) e della “agreement table”
(Di Eugenio & Glass, 2004)(4.2).
rater 1
c1 c2 c3 tot.
rater 2
c1 9 2 0 11
c2 0 6 0 6
c3 1 0 2 3
tot. 10 8 2 20
Tabella 4.1: Tabella di contingenza
3Spesso la formula dell’agreement è espressa nella forma:
agreement = P (A) P (E)1 P (E)
Con la lettera maiuscola P si è però soliti indicare la probabilità di una variabile. Come
risulterà evidente nei paragrafi che seguono, sostituirla con A riduce l’ambiguità.
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c1 c2 c3
i 1 2 0 0
i 2 0 2 0
i 3 0 0 2
i 4 2 0 0
i 5 0 2 0
i 6 2 0 0
i 7 1 1 0
i 8 2 0 0
i 9 0 2 0
i 10 0 2 0
i 11 0 2 0
i 12 2 0 0
i 13 0 2 0
i 14 2 0 0
i 15 1 0 1
i 16 2 0 0
i 17 1 1 0
i 18 2 0 0
i 19 0 0 2
i 20 2 0 0
tot. 21 14 5
Tabella 4.2: Agreement table
4.2.1 Agreement senza correzione del “caso”: misura per-
centuale e  2
L’indice senza dubbio più semplice è l’agreement percentuale, detto anche “Index
of crude agreement” (Goodman & Kruskal, 1954) o “Observed Agreement” (Ao):
“The percentage of judgments on which the two analysts agree when
coding the same data independently.”
(Scott, 1955: 323)
La misura corrisponde, banalmente, al rapporto tra il numero di item su cui
i rater sono d’accordo ed il numero totale di item. Nell’esempio proposto in
tabella 4.1, Ao ha un valore di 0.85. Il valore può essere calcolato semplicemente
sommando le celle della diagonale (9+6+2 ovvero 17) e dividendo tale somma
per il numero di item totali (20).
Il valore non tiene in considerazione il ruolo che può avere il caso nel determinare
l’accordo tra gli annotatori nell’espressione del giudizio sull’item: non solo i due
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rater potrebbero essere in accordo “tirando ad indovinare”4, ma, come già notato
in Scott (1955) e Artstein & Poesio (2008), dati due diversi schemi di codifica
per lo stesso fenomeno, quello con il minor numero di categorie registrerebbe
una più alta percentuale di agreement5.
Il valore è influenzato fortemente anche dal problema della “prevalenza”6, ovvero
la maggior frequenza di una delle categorie nei dati sottoposti a verifica:
“Percentage agreement [...] does not correct for the distribution of items
among categories: we expect a higher percentage agreement when one
category is much more common than the other.”
(Artstein & Poesio, 2008: 559)
Anche il calcolo del test delle ipotesi  2 è una prassi da considerarsi scor-
retta (Banerjee et al., 1999). La statistica infatti, se applicata alla tavola di
contingenza, misura il grado di associazione, non l’ agreement .
“[...] Many investigators have computed q2 over the table for use as a
test of the hypothesis of chance agreement, and some have gone on to
compute the contingency coefficient (C) as a measure of degree of agree-
ment. [...] It is readily demonstrable that the use of q2(and therefore the
C which is based on it) for the evaluation of agreement is indefensible.
When applied to a contingency table, q2tests the null hypothesis with
regard to association, not agreement. [...] q2 and C are here improperly
used for measuring agreement, since they will be inflated quite impar-




Il livello di accordo nell’espressione di giudizi categoriali deve perciò essere espli-
citato nei termini di eccedenza rispetto all’accordo ottenibile casualmente, pena
la mancanza di informatività e significatività dell’indice utilizzato7. A partire
dalla metà degli anni cinquanta sono perciò stati introdotti, in ambito psico-
metrico, numerosi coefficienti statistici in grado di correggere l’influenza della
4"The most primitive approach has been to simply count up the proportion of cases in
which the judges agreed [...] and let the issue rest there. [...] It takes relatively little in
the way of sophistication to appreciate the inadequacy of this solution. A certain amount
of agreement is to be expected by chance, which is readily determined by finding the joint
probabilities of the marginals." (Cohen, 1960: 38)
5“Given two coding schemes for the same phenomenon, the one with fewer categories will
result in higher percentage agreement just by chance”. (Artstein & Poesio, 2008: 558)
6Per la discussione dei problemi di “prevalenza” nelle misure si rinvia al par. 4.2.2.2
7“It should be obvious that no index of agreement is informative by itself, that it should
be expressed as a relative excess (or deficit) over the degree of agreement expected by chance
alone.” (Fleiss, 1975: 658)
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casualità nella stima dell’agreement per scale nominali; considerata la numero-
sità delle varianti ed estensioni proposte a partire dalle formulazioni originali
di Bennett et al. (1954), Scott (1955) e Cohen (1960) si farà riferimento a tali
indici con il nome di “misure kappa-style”8. Tutti gli indici si fondano su tre
assunti (Soeken & Prescott, 1986):
1. gli item soggetti a valutazione, a prescindere dalla loro natura (casi clinici,
dati linguistici...), sono indipendenti l’uno dall’altro;
2. i rater che giudicano gli item operano in autonomia ed in modo comple-
tamente indipendente;
3. le categorie usate sono mutualmente esclusive ed esaustive.
4.2.2.1 2 rater
Il caso base è rappresentato dai coefficienti di agreement per la valutazione dei
giudizi prodotti da due soli rater , la cosiddetta k di Cohen.
Prima di passare alla presentazione della misura è però necessaria una picco-
la precisazione terminologica. Come osservato in Artstein & Poesio (2008), il
celebre articolo di Carletta (1996) ha introdotto una piccola inconsistenza in
letteratura: la studiosa, nel proporre l’utilizzo di un coefficiente definito “kap-
pa”, richiama come precedenti Krippendorff (1980) e Siegel & Castellan (1988).
Tuttavia le statistiche a cui fa riferimento non sono basate sull’originale “kappa”
proposta in Cohen (1960), ma su una misura molto simile, introdotta cinque
anni prima da Scott.
In realtà la questione non si esaurisce in un mero problema terminologico: esisto-
no infatti tre indici che, pur condividendo la medesima formula, sono fondati su
ipotesi diverse riguardo la distribuzione degli item nelle categorie: S di Bennett
et al., p di Scott e k di Cohen.
Le differenti ipotesi soggiacenti comportano diverse modalità di calcolo e quindi
risultati non coincidenti, seppure in misura minima.
La formula di base è la seguente:
S, p, k = Ao Ae1 Ae (4.1)
Dove:
• Ao è l’agreement effettivamente osservato (“Observed Agreement”);
• Ae è l’agreement dovuto al caso (“Expected Agreement by chance”);
8“The coefficient “kappa” has been developed as a chance-corrected measure of nominal
scale agreement among raters, particularly as applied to problems of reliability or reproducibil-
ity of the diagnostic categorization of patients”.
(Kraemer, 1980: 207)
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• Ao Ae stima l’agreement effettivamente raggiunto al di sopra della soglia
della casualità;
• 1 Ae stima quanto agreement eccedente il caso è ottenibile.
Mentre Ao è estremamente semplice da calcolare (par. 4.2.1) ed assume lo stesso
valore nelle tre misure, la nozione di “expected agreement”, o agreement dovuto
al caso, Ae, richiede un modello del comportamento degli annotatori.
Come notato in precedenza, tutti i coefficienti assumono l’indipendenza dei due
annotatori che valutano gli item: la probabilità che due rater (r1 ed r2) siano
d’accordo su una determinata categoria c è dunque data dal prodotto della
probabilità che ciascun rater assegni un item a quella categoria, ovvero:
P (c | r1) · P (c | r2) (4.2)
L’Expected Agreement , ovvero la probabilità che gli annotatori siano casualmen-
te d’accordo su tutte le categorie, è dato dalla sommatoria di tale probabilità








P (c | r1) · P (c | r2) (4.3)
La differenza tra S di Bennett et al., p di Scott e k di Cohen risiede negli assunti
che sono alla base del calcolo di P (c | ri).
Nello specifico:
S se i due rater assegnano gli item alle categorie in modo completamen-
te casuale, la distribuizione degli item nelle categorie sarà uniforme;
p se i due rater assegnano gli item alle categorie in modo completa-
mente casuale, la distribuzione degli item nelle categorie sarà uguale
per entrambi gli annotatori;
k se i due rater assegnano gli item alle categorie in modo completa-
mente casuale, si avrà una una distribuzione peculiare per ciascun
annotatore.
S di Bennett et al.
Il coefficiente S assume che un’annotazione totalmente casuale determini una
distribuzione degli item nelle categorie uniforme, ovvero che tutte le categorie
dello schema di codifica siano ugualmente probabili. Postulando tale uniformità
P (c | ri), la probabilità che ogni rater assegni un item alla categoria c è 1c . La


















Nell’esempio sintetizzato nella tabella di contingenza 4.1 ASe= 13 , ovvero 0.333.
Inserendo il valore nella formula per il calcolo dell’agreement (equazione 4.1),
S = 0.775.
L’assunto dell’uniformità è un prerequisito estremamente vincolante, anche in
linguistica: per tale ragione non risultano, ad oggi, studi di reliability in LC in
cui sia stata impiegata la S di Bennett et al.. In aggiunta, come è stato notato
da Scott (1955: 322-323) e riportato da Artstein & Poesio (2008: 561), il valore
dell’indice può essere aumentato artificialmente semplicemente inserendo nello
schema di codifica categorie vuote. Nell’esempio in questione, solo aggiungendo
due categorie vuote il valore di S salirebbe a 0.812 .
p di Scott (1955)
La misura, nota anche col nome di K di Siegel & Castellan (1988), assume
che se l’attribuzione degli item alle categorie avviene in modo casuale la distri-
buzione sarà uguale per entrambi gli annotatori. Come notato da Di Eugenio
& Glass (2004), sebbene sia possibile calcolare il coefficiente anche a partire
dalla tavola di contingenza, alla scelta di tale indice corrisponde di solito una
rappresentazione dei dati mediante “tabella di agreement” (come 4.2), ovvero
una matrice N x m, dove N è il numero di item da annotare ed m il numero di
categorie c dello schema di codifica.
Ipotizzando tale distribuzione, P (c | ri) corrisponde al rapporto tra il numero
totale di assegnazioni alla categoria c da parte di entrambi i rater , nc, e il
numero totale di assegnazioni compiute, 2i.
P (c | ri) = nc
2i
(4.5)








Nell’esempio proposto9, dunque, Ae = 0.414 e quindi p = 0.744 .
k di Cohen (1960)
Il più noto fra i coefficienti prevede una distribuzione degli item nelle categorie
distinta ed unica per ciascun annotatore, rappresentata nelle frequenze margi-




2 + ( 1440 )
2 + ( 540 )
2 = 0.276 + 0.122 + 0.016 = 0.414 .
142
probabilità di agreement tra due annotatori arbitrari, la k di Cohen è indice del
livello di accordo tra i due annotatori che effettivamente hanno giudicato i dati.
Per la k di Cohen, P (c | ri) e Ae vengono calcolate con le seguenti formule:











Nell’esempio oggetto di discussione10, Ae = 0.41 e quindi k = 0.746.
4.2.2.2 Fattori che influenzano i coefficienti
È stato osservato che le misure di agreement sono fortemente influenzate da di-
somogeneità nella distribuzione dei dati (Di Eugenio & Glass, 2004; Artstein &
Poesio, 2008). La discussione di tali problematiche e l’osservazione del compor-
tamento dei coefficienti in relazione ad esse è imprescindibile per una corretta
scelta dell’indice da usare e delle modalità di presentazione dei risultati. Le
distorsioni sono classificabili in due tipologie: “prevalence” e “bias”.
“Prevalence”
Con il termine “prevalence”, prevalenza, si intende la concentrazione della
maggior parte degli item in una categoria. Tale distribuzione, come mostreranno
gli esempi a seguire, influenza in negativo la possibilità di raggiungere alti livelli
di agreement , indipendentemente dalla grandezza del campione.
Una distribuzione “skewed ” dei dati nelle categorie fa infatti aumentare Ae : il
valore minimo di “accordo dovuto al caso”, 1n , si ha quando gli item del campione
sono equidistribuiti nelle n categorie. Il valore massimo, di converso, si ha
quando tutti gli item sono concentrati in una unica categoria.
A parità di Ao, maggiore è Ae, più basso sarà il valore di coefficienti di agree-
ment .
Si considerino i due esempi di distribuzioni rappresentati in tabella 4.3 e tabella
4.4, che condividono il medesimo valore di Ao , ovvero 0.9.
rater 1
c1 c2 c3 tot.
rater 2
c1 18 0 1 19
c2 0 0 0 0
c3 1 0 0 1
tot. 19 0 1 20













= 0.275 + 0.12 + 0.015 = 0.41
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rater 1
c1 c2 c3 tot.
rater 2
c1 6 1 0 7
c2 1 6 0 7
c3 0 0 6 6
tot. 7 7 6 20
Tabella 4.4: Esempio 2: distribuzione non “skewed”
Nell’esempio in tabella 4.3, in cui si registra una forte distorsione della distri-
buzione per la prevalenza della categoria c1, Ape = Ake = 0.905. Di conseguenza,
p = k =  0.053, agreement al di sotto della soglia della pura casualità.
Nell’esempio in 4.4, gli item sono invece distribuiti in modo sostanzialmente uni-
forme nelle categorie c1, c2 e c3. Expected agreement è, come previsto, molto più
basso: Ape = Ake = 0.212. I valori dei coefficienti stabiliscono, di conseguenza,
un alto livello di agreement : p = k = 0.873.
i Ao Ape A
k
e p k
esempio 1 (tab.4.3) 20 0.9 0.905 0.905 -0.053 -0.053
esempio 2 (tab.4.4) 20 0.9 0.212 0.212 0.873 0.873
Tabella 4.5: Esempi 1 e 2 a confronto
“Bias”
Con “bias” si intende il grado con cui gli annotatori sono in accordo/disaccordo
nelle loro valutazioni complessive, ovvero le loro “tendenze” nell’esprimere giu-
dizi, mostrate dalle distribuzioni marginali della tabella di contingenza. Come
risulterà evidente dagli esempi che seguono, la problematica affligge solo la k
di Cohen, in ragione delle modalità di calcolo di P (c | ri) e quindi di Ae (par.
4.2.2.1).
La distorsione genera un paradosso (Di Eugenio & Glass, 2004; Artstein &
Poesio, 2008): minore è la somiglianza complessiva del comportamento degli
annotatori nell’attribuire gli item alle categorie, minore sarà Ae. Ma, come
notato in precedenza, per un valore fisso di Ao più basso è il valore di Ae, più
alto sarà il livello di agreement stabilito dal coefficiente k. Ciò significa che
meno gli annotatori sono simili nelle loro scelte di annotazione, più risulteranno
d’accordo.
Si considerino gli esempi 3 e 4, rispettivamente in tabella 4.6 e tabella 4.7.




c1 c2 c3 tot.
rater 2
c1 4 1 1 6
c2 1 3 3 7
c3 1 2 4 7
tot. 6 6 8 20
Tabella 4.6: Esempio 3: distribuzioni marginali simili
rater 1
c1 c2 c3 tot.
rater 2
c1 4 3 1 8
c2 0 3 0 3
c3 1 4 4 9
tot. 5 10 5 20
Tabella 4.7: Esempio 4: distribuzioni marginali dissimili
Nell’esempio in tabella 4.6, in cui le distribuzioni marginali per r1 e r2 sono
molto simili , Ape = 0.335 e Ake = 0.336. Di conseguenza, p = 0.322 e k = 0.323
.
Nell’esempio in 4.7, che mostra distribuzioni marginali fortemente divergenti,
Ape = 0.334 e Ake = 0.287, a cui corrisponde un valore immutato del coefficiente
p = 0.326 ed una k = 0.368 , aumentata anche se non di molto.
i Ao Ape A
k
e p k
esempio 3 (tab.4.6) 20 0.55 0.335 0.336 0.322 0.323
esempio 4 (tab.4.7) 20 0.55 0.334 0.287 0.326 0.368
Tabella 4.8: Esempi 3 e 4 a confronto
La differenza tra p e k è empiricamente minima11: Ape   Ake , perciò p  k.
I due coefficienti assumono lo stesso valore, p = k, nel caso (limite) in cui le
distribuzioni marginali dei due rater siano identiche, come negli esempi 1 e 2
(tab. 4.3 e 4.4)
4.2.2.3 Scelta del coefficiente
La k di Cohen fornisce senza dubbio importanti informazioni sulla validità dei
dati su cui i rater sono d’accordo, tuttavia è soggetta all’effetto di “bias”, li-
mitabile solo aumentando il numero degli annotatori. Il coefficiente p di Scott,
11La differenza diminuisce inoltre all’aumentare del numero degli annotatori.
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generalizzando il comportamento dei singoli annotatori, è quindi probabilmente
migliore per valutare la reliability delle procedure di annotazione, almeno nei
casi in cui non sia possibile effettuare uno studio che preveda più di due rater .
Sono state fatte varie proposte in letteratura riguardo la modalità di presenta-
zione dei dati. Da un lato, come suggerito da Artstein & Poesio (2008), sembra
assolutamente ragionevole scegliere la misura in relazione allo specifico task di
annotazione: per quanto detto finora, ciò significherebbe in LC optare per p di
Scott ed i coefficienti da essa derivati. Al contempo, però, mi trova completa-
mente d’accordo l’osservazione di Di Eugenio & Glass (2004) riguardo l’eccessiva
durezza dell’ipotesi di uguaglianza delle distribuzioni soggiacente il coefficiente
p, non completamente applicabile ai dati in questione. A mio parere andrebbe
quindi preferita la soluzione proposta da Byrt et al. (1993) e adottata da Di Eu-
genio & Glass (2004), ovvero la presentazione congiunta di diversi coefficienti,
in grado di fornire uno spettro più ampio di informazione sui dati.
• k di Cohen, coefficiente che meglio si adatta alla forma dei dati e rende
conto di eventuali tendenze dei rater ;
• p di Scott, immune all’effetto di “bias”;
• una terza misura, 2Ao   1, per rimuovere l’effetto di prevalenza.
Quest’ultima modalità di presentazione verrà pertanto utilizzata nei test di
reliability del par. 4.4.
4.2.2.4 Estensioni dei coefficienti “kappa-style”: 2 rater
Sono state proposte moltissime generalizzazioni dei coefficienti presentati, per
assicurare maggiore flessibilità ed adattabilità agli specifici task : le misure mo-
dificate consentono, ad esempio, di valutare l’agreement nel caso in cui il rater
effettui più osservazioni o per gli item venga proposta più di una classificazione
(Kraemer, 1980).
Una delle estensioni di maggiore interesse è però la cosiddetta “weighted kappa”
(Cohen, 1968), k(w): mentre gli indici presentati in 4.2.2.1 assumono che tutto
il disaccordo sia uguale, e soprattutto ugualmente serio, il modello di questo
coefficiente pesato consente di esprimere delle gradazioni.
“Kappa is useful when all disagreements may be considered equally ser-
ious, and weighted kappa is useful when the relative seriousness of the
different kinds of disagreement can be specified.”
(Fleiss, 1971: 378)
Ciò è possibile grazie ad il cosiddetto “weighting scheme”, un modello teorico
aprioristico che assegna un valore ad ogni tipologia di disaccordo (Landis &
Koch, 1977: 163).
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Riprendendo l’esempio in 4.1, un ipotetico weighting scheme (W) potrebbe
essere il seguente:
c1 c2 c3
c1 1 0 0.5
c2 0 1 0.5
c3 0.5 0.5 1
Tabella 4.9: Weighting scheme W
I pesi della tabella W possono assumere un valore compreso tra 0 e 1, dove 1
indica completo accordo e 0 il più grave disaccordo. Le celle lungo la diagonale
principale avranno obbligatoriamente il valore 1, mentre le altre celle della tavola
avranno un punteggio 0  w < 1. I valori devono inoltre essere attribuiti in
modo simmetrico nella tabella rispetto ai due rater .
L’agreement osservatoAo(w) ed atteso Ae(w) vengono calcolati in modo affine
alla k di Cohen (1960), moltiplicando però, in aggiunta, ogni cella della tabella
di contingenza per il corrispettivo peso nel weighting scheme12.
Nel caso in eseme, Ako(w) = 0.875 e A
k
e(w) = 0.447.




Nell’esempio discusso, k(w) = 0.774.
4.2.2.5 Estensioni dei coefficienti “kappa-style”: 3 o più rater
Come osservato in precedenza (par. 4.2.2.2), il modo migliore di minimizzare
il peso delle distorsioni dovute a “bias” sui coefficienti, ed in generale garantire
una valutazione più solida dei dati, è aumentare il numero di rater giudicanti.
A tale scopo sono stati introdotti indici che generalizzano p di Scott e k di Cohen
a tre o più annotatori: essi ereditano, ovviamente, le ipotesi su cui si fondano gli
originali. In particolare, la cosiddetta k di Fleiss (1971) generalizza p, mentre il
coefficiente discusso in Davies & Fleiss (1982) rappresenta l’estensione della k
di Cohen13. Adottando la terminologia di Artstein & Poesio (2008), vi si farà
riferimento come multi  p e multi  k.
Multi p e multi k condividono la stessa formula (4.1) dei coefficienti presen-







  · 1⇤+⇥  820 · 1120   · 0⇤+⇥  820 · 620   · 1⇤+⇥  1020 · 320   · 0, 5⇤+⇥  220 · 320   · 1⇤ =
0.447
(Per ragioni di sintesi e leggibilità sono state omesse le celle vuote).
13Per questa seconda tipologia si vedano anche Light (1971) e Conger (1980).
14Per la descrizione delle modalità di calcolo si rinvia a Fleiss (1971), Davies & Fleiss (1982)
e all’ottima sintesi di Artstein & Poesio (2008).
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noti tuttavia che Ao non potrà essere definito come “percentuale di item su cui
c’è accordo”, visto che con altissima probabilità ci saranno nei dati item su cui
alcuni rater saranno d’accordo e altri no. La soluzione proposta in letteratura (a
partire da Fleiss (1971)) è di misurare l’agreement “a coppie”, ovvero il “pairwise
agreement”: l’accordo su un dato item corrisponderà al rapporto tra le coppie
di giudizi in accordo e il numero di coppie di giudizi espressi per quell’item.
A livello di rappresentazione, inoltre, la partecipazione di più di due annotatori
alla studio rende inevitabile l’abbandono della tabella di contingenza in favore
della “agreement table”.
Un indice di particolare interesse è la cosiddetta a di Krippendorff (1980). Il
coefficiente si fonda su assunti simili a quelli del p di Scott: Ae è quindi calcolato
basandosi sulla distribuzione globale dei giudizi. Per campioni ampi è uguale a
multi  p , tuttavia corregge per data set di piccole dimensioni.
Come mostra l’equazione in 4.10, la misura è espressa nei termini del disagree-
ment , osservato (Do) e dovuto alla casualità (De).
a = 1  Do
De
(4.10)
La formula, pur essendo stata derivata dalla misura della varianza, non fa espli-
cito riferimento alle medie dei campioni e può pertanto essere generalizzata ad
una moltitudine di schemi di codifica in cui le categorie non siano interpretabili
come valori numerici. In aggiunta, la misura può essere usata nel caso in cui ci
siano valori mancanti.
Uno dei vantaggi di questo modello è di certo la possibilità di attribuire pesi
alle diverse tipologie di disagreement , mediante weighting scheme come per la k
pesata descritta al par. 4.2.2.4 o introducendo nel calcolo delle metriche, come
l’indice statistico MASI (Passonneau, 2006; Dorr et al., 2010)15.
4.2.2.6 Valutazione dei coefficienti
La valutazione del valore assunto dal coefficiente rappresenta un punto partico-
larmente critico nell’adozione delle misure “kappa-style”: essa comporta la crea-
zione di una scala e la fissazione di livelli che stabiliscano la piena attendibilità
dei risultati ottenuti.
k può assumere valori compresi tra -1 e 1, dove k = 1 corrisponde ad un agree-
ment perfetto, k = 0 ad un agreement completamente casuale e k =  1 ad un
perfetto disagreement .
15MASI è basato sul coefficiente di Jaccard (1908) e quindi stabilisce la somiglianza/diversità
tra insiemi campionari in termini di distanza; se usato per calcolare l’agreement è indipendente
dalle modalità di calcolo delle probabilità (e quindi dalla modalità con cui viene stimata Ae).
L’indice è molto utile nel caso in cui ad un medesimo soggetto vengano attribuite più categorie,
come di fatto avviene abitualmente nelle campagne di valutazione semantica o pragmatica.
Per informazioni dettagliate sulle modalità di calcolo, si rinvia a Passonneau (2006).
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Non è però soddisfacente sapere che k abbia un valore superiore alla totale
casualità16, ma occorre assicurarsi, piuttosto, che gli annotatori non si discostino
troppo dall’agreement perfetto.
“[...] the whole reason for measuring the reliability of data is to ensure
that they do not deviate too much from perfect agreement, not that they
deviate from chance. ”
(Krippendorff, 2004a: 237)
L’agreement perfetto è rarissimo, ed anche la famosa soglia di 0.8, generalmente
considerata il valore che k deve raggiungere perché sia significativa, è in realtà
difficilissima da ottenere, anche per task in apparenza molto facili.
A prescindere dal mero valore numerico, andrebbe piuttosto rilevato come i
vari studiosi, nell’indicare delle soglie, abbiano sottolineato l’arbitrarietà delle
loro proposte: ad esempio Landis & Koch17, che per primi hanno suggerito una
griglia per l’interpretazione dei coefficienti (tab. 4.10):







Table 4.10: Griglia per l’interpretazione di k di Landis & Koch (1977)
La stessa cosa fa Krippendorff (1980), la cui proposta di rifiutare valori di k
inferiori a 0.67, accettare quelli superiori a 0.8 e considerare incerti quelli com-
presi nel range è uno dei principali punti di riferimento sull’argomento18; lo
studioso ammonisce che “there is no set answer”19, e invita a considerarla come
riferimento plausibile derivato dal lavoro suo e dei suoi colleghi nello specifico
campo dell’analisi del contenuto, non come standard assoluto.
Non bisogna perciò dimenticare che ogni progetto di annotazione ha le sue
caratteristiche specifiche. Come sottolinea ancora Krippendorff (2004b):
16“[...] to know merely that k is beyond chance is trivial since one usually expects much
more than this in the way of reliability in psychological measurement.” (Cohen, 1960: 44).
17“Although these divisions are clearly arbitrary, they do provide useful “benchmarks” for
the discussion of the specific example” (Landis & Koch, 1977: 165)
18La proposta è stata ripresa per la Linguistica Computazionale in Carletta (1996) e Reid-
sma & Carletta (2008). Tali valori di cut-off , che dovrebbero garantire la qualità dei dati
annotati a mano, secondo gli studiosi possono essere ulteriormente abbassati nel caso in cui la
validazione sia finalizzata al training di sistemi automatici, purché il disagreement non assuma
dei pattern. Il valore 0.8 è indicato anche da Artstein & Poesio (2008), che però suggeriscono
di affiancare al coefficiente valutazioni indipendenti.
19Krippendorff(1980: 167).
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“Except for perfect agreement, there are no magical numbers, however.
The ones suggested [...] should be verified by suitable experiments.”
(Krippendorff, 2004b: 324)
Come suggerito nei paragrafi iniziali, un alto livello di agreement non è un risul-
tato in sé, ma solo uno degli indicatori della reale affidabilità dell’annotazione
sottoposta a validazione.
“Of course, high levels of annotator agreement is not a goal in itself.
Yet, as an indicator for the trustworthiness of manual annotations we
must aim to create conditions under which annotator groups can achieve
their optimal results.
Knowing the factors that systematically impact annotator agreement
gives us a tool to proactively design situations that eliminate or reduce
influences that affect comparability in a negative way—or if elimination
is impossible, it at least makes us more aware of possible problems and
potential reasons for lower agreement rates.”
(Bayerl & Paul, 2011: 700-701)
4.2.3 Parametri che influenzano il livello di agreement
Nel predisporre un test di validazione è importante avere presente quali para-
metri possono influenzarne i risultati. Un’ottima rassegna di fattori che possono
risultare critici è stata proposta da Bayerl & Paul in un articolo del 2011: la
ricerca, una meta-analisi20 che sintetizza i risultati di 98 studi di agreement
di tre diversi domini (WSD, trascrizione prosodica, trascrizione fonetica), è al
momento la miglior sintesi sull’argomento.
I principali fattori sono:
1. Dominio
La tipologia di materiali annotati influenza, almeno in parte, il livello di
agreement raggiungibile. Le differenze non sono però imputabili per intero
al dominio, che di certo agisce in combinazione con altri fattori.
20La preoccupazione per la comparabilità degli studi è un Leitmotiv nella letteratura
sull’argomento. Si pensi ad esempio a Ide & Véronis (1998):
“[...] it is very difficult to compare one set of results, and consequently one method
with another. The lack of comparability results from substantial differences in test
conditions from study to study” (Ide & Véronis, 1998: 24)
La meta-analisi, con la sua serie di metodi matematico-statistici in grado di integrare risul-
tati di diversi studi in un unico indice quantitativo, rappresenta una buona soluzione a questo
problema; si tratta di una metodologia di ricerca secondaria, il cui scopo è quello di riassumere
i dati provenienti da diversi strumenti di ricerca primaria, in particolare dagli studi clinici.
Per una breve ma completa panoramica sull’argomento, si rinvia a Nordmann et al. (2012).
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2. Numero di annotatori
Esiste una fortissima correlazione tra numero di annotatori che parteci-
pano al task e livello di agreement raggiungibile: maggiore è il numero di
annotatori, minore sarà l’accordo.
3. Training degli annotatori
La durata e l’intensità del training hanno un fortissimo impatto sui risul-
tati della validazione, al punto che un annotatore non esperto sottoposto
a training intensivo può, di solito, sostituire un annotatore esperto.
4. Caratteristiche degli annotatori
Di solito l’utilizzo di rater esperti aumenta l’agreement . La rilevanza
di questo parametro varia però molto in relazione al dominio: è stato
osservato, ad esempio, che questo fattore ha un peso notevole per i task di
WSD, mentre è quasi irrilevante per l’agreement in trascrizione prosodica.
In aggiunta, come ricordato in precedenza, gruppi di annotatori omogenei
per esperienza (esperti o non esperti) raggiungono solitamente livelli di
agreement più alti rispetto ai gruppi misti.
5. Caratteristiche dello schema di codifica
Gli autori sottolineano, infine, il ruolo giocato dal numero di categorie dello
schema di codifica: l’agreement si abbasserebbe al crescere del numero di
categorie, in particolare nei casi di schemi molto granulari.
Quest’ultima tendenza, dovuta secondo gli autori alla duplice difficoltà per i
rater di discriminazione e di tenere in memoria un alto numero di categorie,
è però valida solo in parte per i task semantici (Ng & Lee, 1996; Fellbaum
et al., 2001; Palmer et al., 2007; Brown et al., 2010): non è il numero di sensi a
condizionare l’agreement , quanto la granularità delle categorie dello schema di
codifica:
“Each analysis found that number of senses was not a significant factor
in ITA. [...] Sense granularity was a significant factor, with coarse-
grained annotation resulting in higher ITAs, even when controlling for
number of senses.” (Brown et al., 2010: 3242)
L’articolo di Bayerl & Paul (2011) riporta, in aggiunta, una serie di suggerimenti
per chi si accinge ad effettuare una validazione. In primo luogo sul numero di
rater da coinvolgere nell’annotazione, variabile in relazione allo specifico task :
“Our suggestion is therefore to treat this issue as a contingency of the
task. For tasks in which very high quality is critical, we recommend the
use of larger annotator groups (e.g., five or more annotators); for less
critical tasks three or four annotators might be adequate. We also suggest
using larger annotator groups in early stages of a project (e.g., when
developing and testing a new coding scheme) to increase the potential to
discover disagreements early on (allowing a broader investigation of the
annotation space).” (Bayerl & Paul, 2011: 713)
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Risultano di particolare interesse le indicazioni per la stesura del resoconto della
validazione, atte a garantire la comparabilità degli studi; a tali linee guida ci si
atterrà nel par. 4.4, in fase di presentazione dei test. Gli autori suggeriscono
che un buon report deve contenere i seguenti elementi:
• numero di rater che partecipano all’annotazione;
• tipologia e dimensione dei materiali annotati;
• numero di categorie dello schema di codifica;
• criteri di selezione dei rater;
• livello di esperienza dei rater (novizi, esperti del settore, sviluppatori dello
schema di codifica, parlante nativo);
• tipo e intensità del training;
• coefficiente/i statistico/i.
4.3 Campagne di valutazione
Alla luce di quanto detto finora, è evidente che stabilire una scala per valuta-
re i risultati della validazione dei dati IMAGACT è una operazione piuttosto
complessa: posto che un alto livello di agreement è sempre difficile da ottenere,
ciò è particolarmente vero per i task di natura semantica, in cui la soggettività
costituisce una componente centrale. Inoltre, come già rilevato in precedenza, le
indicazioni a disposizione sull’argomento non possono essere intese come stan-
dard assoluti, ed i valori ottenuti devono essere necessariamente considerati in
relazione a lavori simili.
È stato perciò condotto uno spoglio bibliografico piuttosto ampio sull’argomen-
to, allo scopo di offrire una panoramica dei principali studi sul tema per la
lingua italiana ed inglese. In prima battuta sono state fatte nove query in Goo-
gle Scholar, combinando le parole chiave “inter-rater agreement”, “inter-tagger
agreement”, “inter-human agreement”, “ linguistics”, “semantics” e “WSD”; per
ciascuna query sono stati presi in considerazione i primi cento risultati. Le
medesime parole chiave sono state poi inserite in due reti social dedicate alla
ricerca: Academia.edu e Research Gate.
La ricerca ha evidenziato che solo una minima parte dei dati è stata prodotta
in articoli di descrizione di risorse semantiche annotate. Per lo più, infatti, essi
sono stati reperiti nell’ambito di studi di valutazione di sistemi automatici di
Word Sense Disambiguation (Navigli, 2009; Ide & Véronis, 1998): le prestazioni
dei sistemi vengono infatti di prassi giudicate in relazione ad un “ lower bound ”,
ovvero le performance ottenute nel task da un sistema estremamente semplice
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come algoritmo di baseline21, e ad un “upper bound ”, performance massima
ottenibile in linea di principio, definita sulla base dell’inter-annotator agreement
sui medesimi dati22. Solo quest’ultima informazione di corredo è stata presa
in considerazione ai fini della formulazione di un quadro di riferimento per la
validazione.
Particolarmente interessanti si sono rivelati, a questo proposito, i dati delle
campagne internazionali di valutazione Senseval-Semeval: sul finire degli anni
novanta la comunità scientifica ha avvertito la necessità di standardizzare le pro-
cedure di valutazione delle applicazioni, uniformando le condizioni sperimentali
e utilizzando data set e inventari di sensi comuni, allo scopo di rendere i risultati
comparabili. Per compilare questa sezione, sono stati consultati tutti gli atti
dei convegni di queste manifestazioni, dal 1998 al 2013.
Come sottolineato da Navigli (2009), la maggior parte dei risultati precedenti
Senseval/Semeval non sono comparabili con i successivi approcci nel settore.
Per tale ragione, i dati verranno presentati separatamente: in tab. 4.11 sono
sintetizzati i più citati studi precedenti il 1998 o non presentati nelle competi-
zioni ufficiali23, mentre in tab. 4.13 (a pagina 157) sono riportati i dati delle
campagne ufficiali di valutazione, distinti per anno e per tipologia del task24
(“L.S.”, “ lexical sample”25 o “A.W.”, “all-words WSD”26).
I dati mostrano un forte condizionamento del design sperimentale del task e
delle finalità dello studio sul livello di agreement raggiungibile. L’I.T.A. è inoltre
generalmente più basso per lessico verbale rispetto al lessico nominale (Fellbaum,
1998; Fellbaum et al., 2001).
21Le performance di un sistema baseline dovrebbero, in linea teorica, essere raggiunte da
qualsiasi altro sistema più complesso. Le baseline più comune usate per la valutazione dei
sistemi di WSD sono la “random baseline”, in cui il sistema assegna casualmente alla parola
un senso tra quelle disponibili, e la “first sense baseline” (Gale et al., 1992), che assegna alla
parola oggetto del tagging il senso più probabile indipendentemente dal contesto.
22Come evidenziato in Gale et al. (1992), non è però chiaro come vadano interpretate le
performance di sistemi automatici che superino il livello di agreement tra annotatori umani.
23Tutti gli studi citati hanno come oggetto la lingua inglese.
24Pur essendo molto noti e citati, non sono stati inclusi nella tabella 4.13 gli studi di Véronis
(1998, 2000, 2001), condotti in occasione di Senseval-1 (Romanseval) sulla lingua francese: la
scelta è stata dettata esclusivamente dalla necessità di circoscrivere a due sole lingue il quadro
bibliografico.
Non sono presenti in tabella 4.13 il task A.W. per la lingua inglese di Senseval-2 (Palmer
et al., 2001) ed il task A.W. per la lingua italiana di Senseval-3 Ulivieri et al. (2004): infatti,
stranamente, in nessuno dei due studi sono riportati i dati di inter-rater agreement . Nella
campagna Semeval-2012 (Agirre et al., 2012), infine, non sono state organizzate competizioni
di WSD.
25Il sistema automatico deve disambiguare un set ristretto di parole target, di solito una
per frase.
26Il sistema automatico deve disambiguare tutte le parole di classe aperta in un testo.
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Studio Descrizione del task I.T.A.
Jorgensen (1990) Studio di psicolinguistica, che ha come
oggetto la polisemia nel lessico nominale.
Vengono proposte tre varianti del
medesimo task , un clustering di frasi sulla
base del senso. Il valore di I.T.A., espresso
nell’articolo originale in termini di
“Agreement-Disagreement ratio”, viene qui
convertito in agreement percentuale, per
esigenze di comparabilità.
68%
Gale et al. (1992) Lo studio cerca di stabilire lower e upper
bound per la valutazione delle performance
di sistemi automatici di WSD. Gli autori
modificano il design sperimentale rispetto a
Jorgensen (1990), per semplificare il task e
assicurare alto I.T.A.
96.8%
Ahlswede (1995) L’articolo presenta i dati di agreement sul
test “Ambiguity Questionnaire” (Ahlswede
& Lorand, 1993), finalizzato allo studio del
comportamento di soggetti umani nei task
di disambiguazione.
63.3% - 90.2%
Fellbaum et al. (1997) L’articolo analizza i risultati di un task di
annotazione semantica svolto nell’ambito
del progetto SemCor (Miller et al., 1993,
1994)
72.8%
Bruce & Wiebe (1998) Il test prevede che cinque annotatori
classifichino 2369 istanze nel nome
“interest” in sei sensi presi dal dizionario
Longman.
k= 0.874
Wiebe et al. (1999) Presentazione di un case-study per il
miglioramento dell’inter-rater agreement . I
valori di k sono stati calcolati a coppie: in
tabella viene riportato il punteggio della
coppia che ha ottenuto l’agreement più
alto.
k= 0.76
Ng et al. (1999) Studio sull’inter-rater agreement nel
campo del WSD, condotto su un corpus di




Chklovski & Mihalcea (2003) Lo studio descrive e verifica la qualità di
una metodologia per raccogliere corpora
annotati semanticamente mediante
piattaforma web, a basso costo.
67.3%
k= 0.35
Dligach et al. (2010) L’articolo discute le modalità di
annotazione di training e test corpora per
l’addestramento di sistemi automatici.
86%
Tabella 4.11: Dati di inter-rater agreement precedenti il 1998 o non presentati in
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4.4 Analisi dei dati
In vista di un loro utilizzo applicativo, è indispensabile sottoporre i dati IMA-
GACT a validazione. Considerate la vastità e la varietà dei materiali prodotti
dal progetto, è necessario in primo luogo stabilire quali siano gli aspetti della
procedura da validare, soprattutto in relazione alle future modalità di impie-
go, ma anche cosa sia effettivamente validabile. In relazione alla tipologia dei
materiali, è inoltre necessario scegliere le tecniche e le misure più adeguate.
Visto che l’ambito di applicazione scelto è quello psicolinguistico, si è deciso
di prendere in esame i passaggi salienti della procedura di annotazione IMA-
GACT di natura strettamente semantica, escludendo aspetti meno pertinenti
come l’assegnazione del ruolo tematico e dell’aktionsart .
La prima operazione richiesta all’annotatore nell’ambito di tale procedura è
l’interpretazione dei contesti delle occorrenze dei verbi d’azione, e la descrizione
dell’eventualità identificata nella forma della frase standardizzata (par. 2.2.1.1):
data un’occorrenza ed il relativo contesto, fino a che punto due o più annota-
tori sono però in grado di creare una standardizzazione che abbia il medesimo
significato? La questione non è banale: la natura non categoriale dei dati im-
pedisce l’utilizzo delle misure kappa-style precedentemente descritte. Inoltre, a
causa delle caratteristiche peculiari di questo task di “information extraction-
text understanding” in IMAGACT, è stato difficile trovare precedenti specifici
in bibliografia. Pertanto, dopo aver effettuato alcuni case-study27, si è deciso
di accantonarne per il momento la validazione, ripromettendosi di riaffrontare
l’argomento sulla scorta di uno spoglio bibliografico più completo, che copra
altre discipline oltre alla linguistica computazionale e al NLP.
L’attribuzione delle occorrenze ad un variation field (primary, marked), che
segue nel workflow la creazione delle standardizzazioni, è al contrario facilmente
27L’idea di fondo del lavoro, ispirata da alcuni studi nel campo dello spellchecking e del data
mining, è di utilizzare la “Minimum Edit Distance” (M.E.D.) per misurare la capacità degli
annotatori di estrarre frasi simili a partire dallo stesso testo. Per renderle computabili, le stan-
dardizzazioni vengono convertite in stringhe alfanumeriche: a tale scopo è stata predisposta
una tabella di corrispondenza contenente il tag-set dei supersensi (Fellbaum, 1998; Ciaramita
& Johnson, 2003; Ciaramita & Altun, 2006) e le label sintattiche del parsing a dipendenze
TANL (http://medialab.di.unipi.it/wiki/index.php/Tanl_Dependency_Tagset). Operativa-
mente, calcolare la M.E.D. tra due stringhe x e y significa cercare il path che porta da x
(initial state) a y (final state) con il minor numero di operazioni di inserimento, cancellazione
o sostituzione. A partire da questa metrica, sulla scorta di Nahm (2004), è stata definita una
funzione di similarità, similarity(x, y):
similarity(x, y) = 1  normalized edit distance(x, y)
normalized edit distance(x, y) assume valori compresi tra 0 e 1 ed è calcolata con la seguente
formula:
normalized edit distance(x, y) =
edit distance(x, y)
maximumdistance(x, y)
La nozione di maximumedit distance è invece definita come il valore massimo possibile per
la distanza tra due stringhe x’ e y0 , quando | x |=| x0 | e| y |=| y0 |
Lo studio è però ancora in una fase embrionale.
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validabile con le tecniche tradizionali: a questo aspetto è dedicato il test 1 (par.
4.4.1).
Lo stesso non può dirsi della creazione mediante clustering di tipi azionali: il
problema, presente in maniera implicita nell’individuazione dei sensi dei dizio-
nari tradizionali e nella creazione dei synset di WordNet, è piuttosto spinoso. La
metodologia IMAGACT prevede che i tipi vengano creati bottom up dall’anno-
tatore, sulla base di criteri molto generali; le metacategorie cognitive non sono
state derivate induttivamente, e vengono applicate alla classe azionale solo nella
fase terminale del lavoro. In linea teorica l’omogeneità della risorsa e la bontà
delle classificazioni operate dovrebbero essere garantite dalle guideline, apprese
dagli annotatori in fase di training , e dalla presenza di una fase di supervisione e
discussione collegiale. Anche il fatto che la tipizzazione riguardi solo usi fisici dei
verbi dovrebbe ridurre il margine di ambiguità. Tuttavia il punto è, allo stato
attuale, impossibile da sciogliere: non vi è alcuna garanzia che due annotatori
creerebbero, anche a partire dalle stesse occorrenze, lo stesso numero e lo stesso
tipo di classi azionali. Come notano Palmer et al.:
“Even today, in spite of the proliferation of dictionaries, there is no
methodology by which two lexicographer working independently are guar-
anteed to derive the same set of distinctions for a given word. Even
given identical corpus-based examples there are still many fairly arbi-
trary judgments for the lexicographer to make, such as when to stretch
an existing sense to encompass extended meanings, and when to create
a new sense.” (Palmer et al., 2007: 7)
Un aspetto agevolmente validabile è invece l’attribuzione delle occorrenze a tipo,
che si configura come semplice giudizio classificatorio da parte dell’annotatore:
ad esso saranno dedicati i test 2 e 3 (par. 4.4.2 e 4.4.3).
Per l’analisi dei dati verrà utilizzato il modulo “metrics.agreement”28 di NLTK -
Natural Language Toolkit (Bird et al., 2009). Come criterio guida generale si è
deciso di non utilizzare misure “pesate” (weighted kappa, o MASI): considerato
l’ambito di studio, è infatti sembrato eccessivamente arbitrario stabilire a priori
dei pesi da applicare al disagreement .
In conclusione, né la risorsa IMAGACT, né l’intero workflow potranno forse
dirsi validati, dato che solo una percentuale minima di occorrenze rispetto al
totale è stata presa in considerazione e che la reliability è stata valutata solo per
alcuni aspetti della procedura di annotazione; tuttavia il lavoro, oltre ad avere
un chiaro risvolto pratico (cap. 5), fornirà un buon terreno di prova per stabilire
una metodologia ed estendere la validazione ad una porzione quantitativamente
significativa del database.

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Con questo primo test si intende valutare il livello di agreement raggiungibile nel-
la categorizzazione di occorrenze verbali nella categorie PRIMARIO/MARCATO,
e quindi la riproducibilità del criterio operativo derivato da Wittgenstein (1954)
descritto nel par. 2.2.1.1. A due annotatori è sottoposto un set concordanze,














Tabella 4.14: Lemmi test 1
Il task consiste in un esercizio di disambiguazione “coarse-grained ”. Il protocollo
di annotazione prevede infatti che ciascun coder , dopo aver letto ed interpre-
tato l’occorrenza verbale in contesto, attribuisca il tag PRI (primario) o MAR
(marcato), ovvero discrimini gli usi fisici ed azionali da quelli metaforici o fraseo-
logici. Nel caso in cui non sia possibile per l’annotatore interpretare l’occorrenza
o vi sia un errore di tagging l’istanza deve essere taggata con l’etichetta DEL
(delete), analogamente a quanto previsto nella procedura di annotazione IMA-
GACT. È inoltre richiesto all’annotatore, per le sole occorrenze PRI, di creare
una frase standardizzata che sintetizzi l’eventualità predicata29. Le standardiz-
zazioni prodotte non sono oggetto di validazione, in questa prima fase: la loro
creazione è finalizzata alla realizzazione dei test successivi.
Gli annotatori hanno un altissimo livello di esperienza nel task : hanno infatti
alle spalle circa un anno e mezzo di pratica, ed insieme hanno annotato circa il
90% dello occorrenze verbali di IMAGACT-IT (tab. 4.15).
29Il protocollo semplifica la procedura di annotazione IMAGACT, che prevede la
standardizzazione di tutte le occorrenze interpretabili, a prescindere dal variation field .
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rater sesso età istruzione professione
A F 29 studente di dottorato
(Filologie e Linguistica)
assegnista di ricerca




Tabella 4.15: Annotatori test 1
L’intera procedura è svolta dagli annotatori autonomamente ed indipendente-
mente, in un foglio30 excel (fig. 4.1).
Figura 4.1: Foglio di annotazione excel per il test 1
I coefficienti statistici scelti per l’analisi sono:
• Ao
• k di Cohen
• p di Scott
• 2Ao   1 (la misura per l’eliminazione dell’effetto di “prevalence”)
• a di Krippendorff
In tabella 4.16 sono sintetizzati i principali parametri descrittivi del test, ed in
tab. 4.17 i risultati. I dati, in foglio di calcolo e in formato plain-text elaborabile
con python, sono riportatati integralmente nell’Appendice F.
30La pagina è riportata in Appendice E (E1—modello_pagina_annotazione-test1.xls).
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TEST 1 (3 categorie)
numero di rater 2
tipologia dei materiali annotati occorrenze verbali e relative
concordanze
dimensione dei materiale annotato 974 occorrenze
categorie 3 (PRI - MAR- DEL)
criteri di selezione degli rater gli annotatori scelti hanno annotato
circa il 90% delle occorrenze verbali di
IMAGACT-IT
livello di esperienza dei rater esperti (1 anno e mezzo di pratica di
annotazione)
tipo e intensità del training intenso
coefficienti statistici Ao, k di Cohen, p di Scott, 2Ao   1, a
di Krippendorff
Tabella 4.16: Sintesi design sperimentale test 1 (3 categorie)
lemma Ao k p 2Ao   1 a
capovolgere 1.0 1.0 1.0 1.0 1.0
curvare 1.0 1.0 1.0 1.0 1.0
girare 0.9036 0.8386 0.8385 0.8072 0.8386
mescolare 1.0 1.0 1.0 1.0 1.0
rigirare 0.9 0.8473 0.8470 0.8 0.8508
rivolgere 0.7866 0.5316 0.5168 0.5732 0.5184
ruotare 0.9473 0.9073 0.9070 0.8946 0.9095
svoltare 1.0 1.0 1.0 1.0 1.0
volgere 1.0 1.0 1.0 1.0 1.0
voltare 0.9104 0.6621 0.6616 0.8208 0.6641
complessivo 0.8932 0.8322 0.8321 0.7864 0.8322
Tabella 4.17: Risultati test 1 (3 categorie)
I risultati appaiono molto buoni: i coefficienti calcolati sull’insieme delle occor-
renze hanno infatti un valore superiore alla celebre soglia 0.8 . Anche i valori di
agreement calcolati per i singoli verbi è alto: l’accordo è addirittura totale per
5 lemmi su 10. Solo i verbi rivolgere e voltare hanno valori di agreement
bassi: per il secondo lemma è però osservabile nei dati una forte prevalenza della
categoria PRI (corretta dalla misura 2Ao   1).
4.4.1.1 2 categorie
Si è deciso, in seconda battuta, di rianalizzare i dati scartando gli item a cui
almeno un annotatore ha assegnato il tag DEL, considerando quindi solo le
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occorrenze che entrambi i coder hanno ritenuto interpretabili31.
I principali parametri descrittivi del test ed i risultati sono sintetizzati rispet-
tivamente in tabella 4.18 e 4.19. Anche in questo caso, come nella versione
precedente del test, i dati sono integralmente contenuti nell’Appendice F.
TEST 1 (2 categorie)
numero di rater 2
tipologia dei materiali annotati occorrenze verbali e relative
concordanze
dimensione dei materiale annotato 691 occorrenze
numero di categorie 2 (PRI-MAR)
criteri di selezione degli rater gli annotatori scelti hanno annotato
circa il 90% delle occorrenze verbali di
IMAGACT-IT
livello di esperienza dei rater esperti (1 anno e mezzo di pratica di
annotazione)
tipo e intensità del training intenso
coefficienti statistici Ao, k di Cohen, p di Scott, 2Ao   1,
a di Krippendorff
Tabella 4.18: Sintesi design sperimentale test 1 (2 categorie)
lemma Ao k p 2Ao   1 a
capovolgere 1.0 1.0 1.0 1.0 1.0
curvare 1.0 / / 1.0 /
girare 0.9809 0.9534 0.9534 0.9618 0.9534
mescolare 1.0 1.0 1.0 1.0 1.0
rigirare 1.0 1.0 1.0 1.0 1.0
rivolgere 0.99 0.9280 0.9279 0.98 0.9283
ruotare 1.0 1.0 1.0 1.0 1.0
svoltare 1.0 1.0 1.0 1.0 1.0
volgere 1.0 / / 1.0 /
voltare 0.9354 0.6309 0.6309 0.8708 0.6339
complessivo 0.9797 0.9565 0.9565 0.913 0.9565
Tabella 4.19: Risultati test 1 (2 categorie)
Il livello di inter-rater agreement , già alto, supera grazie alla riformulazione del
task la soglia dello 0.9 . L’unico lemma problematico resta voltare, per il
problema di “prevalence” già evidenziato.
31L’annotatore A ha usato il tag DEL 232 volte, l’annotatore B 244. 193 item hanno ricevuto
il tag DEL da entrambi gli annotatori, circa l’80% dei casi.
161
4.4.2 Test 2
Con il test 2 si intende verificare il livello di agreement raggiungibile da anno-
tatori esperti nell’assegnazione delle frasi standardizzate ai tipi azionali IMA-
GACT, ovvero la solidità e la coerenza della tipizzazione operata sui lemmi
verbali oggetto di studio.
È stato creato un set di frasi standardizzate a partire dai materiali annotati nel
corso del test 1, secondo la seguente procedura:
• selezione dei lemmi per cui è stata identificata in IMAGACT una varia-
zione primaria32;
• selezione dei verbi generali per cui, nel corso del test 1, sono state prodotte
standardizzazioni primarie33;
• raccolta di tutte le standardizzazioni create nel corso del test 1 per i lemmi
rimanenti;
• esclusione delle frasi standardizzate uguali34.
Mediante queste selezioni successive è quindi stato estratto un set di 169 frasi
standardizzate, così distinte per lemma (tab. 4.20):







Tabella 4.20: Lemmi test 2
A due mesi di distanza dal primo test, agli stessi coder (tab. 4.15) è stato chiesto
di assegnare le frasi standardizzate di ciascun lemma ad un inventario dato di
tipi, la variazione primaria identificata nel DB IMAGACT. La tipizzazione degli
eventi è fornita agli annotatori mediante un ipertesto in html5: il file, riportato
in Appendice E35, consente ai coder non solo di osservare in sequenza i video
dei tipi azionali IMAGACT, ma anche di avere a disposizione una schermata
riassuntiva che agevoli l’annotazione (fig. 4.2).
32Il criterio esclude dal test-set i verbi capovolgere, rivolgere, svoltare, volgere.
33Il criterio esclude il lemma curvare.
34Tale scelta è stata dettata dalla volontà di eliminare, almeno in parte, effetti distorsivi nel
campione: in particolare alcune frasi, create dagli annotatori da occorrenze del sub-corpus di
Acquisizione LABLITA, si ripetono moltissime volte (es. “Il registratore gira”). Ciò è dovuto
alla modalità degli scambi comunicativi propria del baby-talk, non certo ad una maggior
frequenza della frase (o del tipo azionale) in italiano standard.
35Cartella “E3—riassunto_tipi_test2-3”. I file sono navigabili mediante browser web, ed
ottimizzati per Chrome e Safari.
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Figura 4.2: Ipertesto per la presentazione dei tipi azionali agli annotatori: verbo
Girare
Per l’analisi dei dati del test 2 sono stati scelti i seguenti coefficienti statistici:
• Ao
• k di Cohen
• p di Scott
• 2Ao   1
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• a di Krippendorff
Come per il test 1, l’intera procedura è svolta dagli annotatori autonomamente
ed indipendentemente, in un foglio36 excel (fig. 4.3).
Figura 4.3: Foglio di annotazione excel per il test 2
In tabella 4.21 sono sintetizzati i principali parametri descrittivi del test, ed in
tab. 4.22 i risultati. I dati, in foglio di calcolo e in formato plain-text elaborabile
con python, sono riportatati integralmente nell’Appendice F.
TEST 2
numero di rater 2
tipologia dei materiali annotati frasi standardizzate
dimensione dei materiali annotati 169
numero di categorie da 3 a 11, in base al lemma
criteri di selezione degli rater gli annotatori scelti hanno annotato
circa il 90% delle occorrenze verbali di
IMAGACT-IT
livello di esperienza dei rater esperti (1 anno e mezzo di pratica di
annotazione)
tipo e intensità del training intenso
coefficienti statistici Ao, k di Cohen, p di Scott, 2Ao   1,
a di Krippendorff
Tabella 4.21: Sintesi design sperimentale test 2
36Anche in questo caso la pagina è riportata in Appendice E
(E2—modello_pagina_annotazione-test2-3.xls).
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lemma Ao k p 2Ao   1 a
girare 0.7903 0.7666 0.7649 0.5806 0.7659
mescolare 0.875 0.8 0.7981 0.75 0.8044
rigirare 1.0 1.0 1.0 1.0 1.0
ruotare 0.875 0.8297 0.8279 0.75 0.8387
voltare 1.0 1.0 1.0 1.0 1.0
complessivo 0.8284 0.8167 0.8160 0.6568 0.8166
Tabella 4.22: Risultati test 2
Il livello di agreement è, in generale, buono: il valore dei coefficienti è infatti
complessivamente superiore a 0.8 . I due annotatori attribuiscono le standar-
dizzazioni alle classi di azioni in modo sostanzialmente condiviso, pertanto la
tipizzazione è considerabile fondata e riproducibile.
All’interno di un quadro essenzialmente positivo, come era facilmente imma-
ginabile il verbo più generale girare appare il più difficile da disambiguare.
Analizzando qualitativamente il disagreement , i dati evidenziano una forte con-
centrazione del disaccordo (11 casi su 26) in alcune specifiche categorie, la nu-
mero 9 e la numero 10, di cui si riportano i video prototipali in fig. 4.4.
Figura 4.4: Tipi 9 (a sinistra) e 10 (a destra) della variazione primaria del lemma
Girare
Vi è una evidente contiguità tra le due classi di azioni: in entrambi i casi l’agente
applica una forza sul tema, imprimendogli movimento rotatorio. Nel tipo 9 il
tema è però messo in rotazione mediante un impulso, mentre nel tipo 10 l’agente
esercita la forza sull’oggetto in maniera continua. Le tipologie di eventualità,
chiaramente distinte sul piano empirico, risultano probabilmente troppo granu-
lari dal punto di vista linguistico, al punto da risultare indistinguibili. Ricalco-
lando i coefficienti unendo le due categorie, Ao = 0.879, k = 0.8606, p = 0.8605
ed a = 0.8611.
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4.4.3 Test 3
Si è infine deciso di valutare il livello di agreement nell’assegnazione delle frasi
standardizzate ai tipi azionali nel caso di annotatori non esperti, per verificare
la riconoscibilità e l’effettiva riproducibilità della tassonomia azionale anche per
semplici parlanti di madrelingua italiana. I coder coinvolti non hanno nessuna
formazione specifica in linguistica generale o semantica: gli unici requisiti per
la selezione sono stati il livello di istruzione, medio-alto, e la disponibilità a
sottoporsi al test senza ricevere alcun compenso. I quattro annotatori reclutati
(tab. 4.23) non sono stati sottoposti ad uno specifico training : è stato spiegato
loro il task molto brevemente e gli sono stati mostrati i materiali a disposizione,
gli stessi del test 2. Dopo di che hanno lavorato in completa autonomia.
rater sesso età istruzione professione
















Tabella 4.23: Annotatori test 3
Il test segue lo stesso protocollo sperimentale dell’esercizio precedente. Per
l’analisi dei dati del test 3 sono stati scelti i seguenti coefficienti statistici:
• Ao
• multi  k di Davies & Fleiss (1982)
• multi  p di Fleiss (1971)
• a di Krippendorff
• Parwaise agreement per ciascuna coppia
In tabella 4.24 sono sintetizzati i principali parametri descrittivi del test. La
tabella 4.25 sintetizza invece i risultati. Come per i test precedenti, i dati sono
riportatati in Appendice F.
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test 3
numero di rater 4
tipologia dei materiali annotati frasi standardizzate
dimensione dei materiali annotati 169
numero di categorie da 3 a 11, in base al lemma
criteri di selezione degli rater
nessuna formazione specifica in
linguistica; livello di istruzione
medio-alto
livello di esperienza dei rater parlanti madrelingua
tipo e intensità del training nessun training
coefficienti statistici Ao, Multi  p di Fleiss,
a di Krippendorff
Tabella 4.24: Sintesi design sperimentale test 3
lemma Ao multi  k multi  p a
girare 0.7258 0.6928 0.6923 0.6929
mescolare 0.8020 0.7025 0.6997 0.7046
rigirare 0.9166 0.88 0.8793 0.8844
ruotare 0.7708 0.6890 0.6871 0.6968
voltare 0.8222 0.6730 0.6652 0.6708
complessivo 0.7504 0.7304 0.7301 0.7305
Tabella 4.25: Risultati test 3
Pairwise Agreement
lemma C - D C - E C - F D - E D - F E - F
girare 0.6122 0.8277 0.7564 0.6025 0.6119 0.7468
mescolare 0.6483 0.7018 0.7920 0.6483 0.5604 0.9006
rigirare 1.0 0.7692 1.0 0.7692 1.0 0.7692
ruotare 0.6666 0.6595 0.6521 0.8297 0.6666 0.6595
voltare 0.4791 0.8557 1.0 0.5833 0.4791 0.8557
complessivo 0.6121 0.8277 0.7564 0.6061 0.6119 0.7468
Tabella 4.26: Risultati test 3: Pairwise Agreement
Valori di agreement situati intorno alla soglia di 0.7, pur essendo inferiori ai
risultati ottenuti dagli annotatori esperti del test 2, sono comunque da ritenersi
accettabili, tanto più se si tiene in considerazione la completa assenza di training .
Tutti e quattro i rater hanno lamentato una maggior difficoltà nell’annotazione
del verbo Girare rispetto agli altri lemmi, difficoltà che tuttavia non risulta dai
167
dati di tabella 4.25. A differenza del test 2, l’unificazione dei tipi 9 e 10 in una
unica categoria non porta particolari benefici: Ao = 0.7392, multi k = 0.7064,
multi  p = 0.7059, a = 0.7065.
Il valore degli indici risulta abbassato, piuttosto, dal comportamento difforme
di uno dei rater : se, sulla base dei risultati in tabella 4.26, si selezionassero
i migliori tre annotatori (i coder C, E, F) e si ricalcolassero i coefficienti37,
Ao = 0.8224, multi  k = 0.8078, multi  p = 0.8077, a = 0.8081.
Concludendo, la possibilità di ottenere valori così alti in un task semantico con
annotatori non esperti è, con alta probabilità, dovuta alla natura azionale e
fisica delle classi usate per la categorizzazione.
37I valori si riferiscono all’annotazione complessiva.
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Capitolo 5
“SMAAV”: una batteria di
test per lo studio del Mild
Cognitive Impairment
Il capitolo propone un utilizzo dei dati IMAGACT nell’ambito delle scienze
cognitive: i materiali validati nel capitolo 4 sono stati elaborati in modo tale
da formare una batteria di test per la diagnosi e lo studio del Mild Cogni-
tive Impairment, chiamata “SMAAV”, Semantic Memory Assessment on Action
Verb.
Dopo aver presentato le caratteristiche del disturbo in oggetto (par. 5.2), so-
prattutto in relazione alla Memoria Semantica (par. 5.3), ed avere illustrato i
materiali testologici attualmente a disposizione di clinici e ricercatori (par. 5.7),
viene descritta la metodologia con cui la batteria è stata costruita (par. 5.5) :
modalità di generazione degli item e descrizione degli stessi, setting sperimenta-
le, realizzazione del software; sono quindi illustrate le modalità con cui è stata
condotta la taratura dello strumento su soggetti non affetti dalla patologia.
Conclude il capitolo l’analisi linguistica e gestuale delle risposte date dagli
informanti nel corso delle sessioni di test.
5.1 Obiettivi
Il lavoro che si è deciso di sviluppare a partire dai dati presentati nei capito-
li precedenti appare piuttosto ambizioso: l’idea è infatti quella di utilizzare i
materiali e le conoscenze semantiche prodotte nell’ambito di IMAGACT in ap-
plicazioni di tipo psicolinguistico, un uso non previsto nelle intenzioni originarie
del progetto.
La tipologia e la struttura dei materiali di partenza hanno suggerito che l’im-
piego più idoneo fosse la creazione di un test di naming di azioni, soprattutto in
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ragione del fatto che la classe grammaticale del verbo, che di solito nelle lingue
naturali lessicalizza le azioni, è stata tradizionalmente meno studiata ed utilizza-
ta rispetto a quella del nome in ambito psicometrico. Sebbene una batteria del
genere sia utilizzabile come misura generale dell’acceso al lessico e dell’erosione
della memoria semantica, e come tale paragonabile a test simili a disposizione
di clinici e ricercatori, si è deciso, sulla scorta di alcuni spunti forniti dalla bi-
bliografia più recente, di proporne un impiego diagnostico specifico, ovvero di
adattarla allo studio di un preciso disturbo, il Mild Cognitive Impairment. Si
tratta di un settore di ricerca in rapido sviluppo, che ha ricevuto attenzione
crescente negli ultimi anni.
I dati messi a disposizione da IMAGACT sono fortemente innovativi: a diffe-
renza dei materiali utilizzati nella pratica testologica, di tipo statico, gli stimoli
multimediali garantiscono una rappresentazione migliore, più “ecologica”, delle
azioni. Inoltre le relazioni tra lemmi, derivando da un’ontologia formalmente
coerente, sono controllate. La procedura di creazione e taratura di una batteria
di test neuropsicologici è però un’operazione lunga e complessa, non solo per
ciò che riguarda la raccolta e la strutturazione dei dati da proporre come item,
ma anche perché prevede un’intensa fase di validazione con gruppi di controllo
ampi. Considerati il tempo limitato a disposizione e soprattutto l’assoluta man-
canza di risorse, il lavoro si è dovuto arrestare alla fase di taratura. L’intenzione
a lungo termine, tuttavia, è di creare uno strumento che possa essere utilizza-
to, in combinazione con altre batterie di test, in ambito clinico e sperimentale
per lo studio e la diagnosi del disturbo. Eventuali impairment , combinati ad
una valutazione neuropiscologica completa dei pazienti, potranno portare nuo-
vi argomenti alla discussione sulla natura e sul funzionamento della memoria
semantica.
Il lavoro di costruzione e validazione del test, inoltre, ha un notevole valore
sul piano linguistico: l’analisi qualitativa delle risposte darà forti indicazioni su
comportamento semantico, preferenze lessicali ed errori più comuni dei parlan-
ti normali. Ciò avrà come risultato primario una conferma della bontà della
categorizzazione proposta in IMAGACT. Sarà possibile valutare l’effettiva ap-
propriatezza dei prototipi scelti per i tipi, e quindi riesaminare alla luce di nuovi
dati i problemi semiotici legati alla rappresentazione ed elicitazione delle even-
tualità azionali. Le maggiori indicazioni emergeranno però nel lungo periodo,
con la somministrazione del test a pazienti affetti da MCI: eventuali regolarità
o pattern di erosione semantica consentiranno di verificare alcune delle ipotesi
del quadro teorico di IMAGACT che ad oggi non hanno ricevuto conferma dal
punto di vista empirico, come ad esempio la tassonomia di macrocategorie che
supportano l’interrogazione del database o il fatto che tutti i tipi azionali siano
ugualmente prototipici.
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5.2 Mild Cognitive Impairment
A partire dalla seconda metà del Ventesimo secolo, nella società occidentale si è
assistito ad una vera e propria rivoluzione demografica: l’aspettativa di vita si
è allungata e l’età media della popolazione è passata da 54 a 80 anni (Chattat,
2004). Tale aumento ha fatto sì che il tema della fragilità1 dell’anziano abbia
assunto caratteri di emergenza, soprattutto in ragione della maggiore probabilità
di sviluppare malattie di carattere degenerativo. In particolare le patologie che
comportano un deterioramento cognitivo, la più nota delle quali è il morbo
di Alzheimer (Alzheimer’s Disease, AD), hanno un alto costo sociale e hanno
pertanto ricevuto una crescente attenzione in campo clinico.
Vi è però una difficoltà oggettiva nel determinare l’entità e la natura delle mo-
dificazioni delle funzioni cognitive correlate all’età rispetto a quelle imputabili
a un disturbo di tipo dementigeno, soprattutto in ragione dell’elevata variabili-
tà interindividuale che caratterizza il declino delle attività intellettive nel corso
della terza e della quarta età. Ciò è dovuto principalmente al fatto che non
esiste, in realtà, una soglia sul piano biologico superata la quale si passa da una
situazione di normalità cognitiva ad una di demenza severa e conclamata; si
tratta piuttosto di un continuum cognitivo, che va dall’invecchiamento normale
alla demenza passando per una fase di compromissione cognitiva lieve.
Negli anni sono stati utilizzati vari termini per descrivere questa zona grigia di
transizione: il rapporto problematico che questo progressivo declino delle capa-
cità cognitive intrattiene con l’aumento dell’età ha fatto sì che sia stata proposta
una serie piuttosto varia di “etichette” cliniche: da un lato “Benign Senescent
Forgetfulness”, “Age-Associated Memory Impairment” (AAMI), “Age consis-
tent memory impairment”, “Late Life Forgetfulness” (LLF), “Aged-Associated
Cognitive Decline” (AACD), “Age-related cognitive decline”, che implicitamen-
te considerano l’impairment come normale entro il processo di invecchiamen-
to fisiologico; dall’altro “Cognitive Impairment, No Dementia” (CIND), “Mild
1Il concetto di “fragilità” descrive una condizione di rischio dell’anziano, dovuta alla mag-
giore frequenza con cui si manifestano limitazioni di tipo psicologico, somatico o sociale.
Tali condizioni invalidanti possono influire sulle capacità dell’aziano di condurre una vita
autosufficente.
Citando Chattat:
“Il termine può assumere due accezioni diverse: la prima descrive una situazione
nella quale l’anziano, in correlazione al processo di invecchiamento primario, è inte-
ressato da una riduzione di riserve, per cui nelle condizioni normali egli è in grado
di svolgere i compiti di assistenza per sè e per gli altri e di partecipare alle attività
sociali, mentre nelle situazioni in cui deve affrontare una maggiore richiesta può
mostrare delle limitazioni. La seconda accezione del termine si riferisce alla condi-
zione in cui l’anziano presenta delle problematiche di ordine medico e funzionale,
relative al processo di invecchiamento secondario, che causano una limitazione nelle
sue capacità di autonomia e richiedono la presenza più o meno intensa di altri al
fine di garantirsi lo svolgimento della propria vita. In entrambe le accezioni il con-
cetto di ‘fragilità’ richiama quello di ‘cura’ [...], sollecita cioè la necessità di mettere
in atto comportamenti, sia da parte degli anziani che delle altre persone in relazio-
ne con loro, atti a favorire una continuità di risorse e di presenza che permettano
all’anziano di mantenere un’adeguata qualità della vità.” (Chattat, 2004: 119)
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(neuro)cognitive Disorder ” e “Mild Cognitive Impairment” (MCI), che invece
legano questi deficit subclinici a degli stati propriamente patologici.
Figura 5.1: Progressione teorica verso l’Alzheimer (immagine tratta da Petersen et al.,
2001: 1986)
In questa babele terminologica, e nonostante abbia avuto qualche difficoltà a
qualificarsi come entità diagnostica (Milwain, 2000), l’etichetta che si è affermata
in letteratura è stata quella del “Mild Cognitive Impairment”, divenuto oggetto di
crescente attenzione clinica a partire dagli anni novanta, soprattutto in relazione
agli studi di Petersen presso la Mayo Clinic di Rochester.
L’Alzheimer, e le demenze in genere, sono malattie lentamente progressive. An-
che se non tutti i soggetti con compromissione cognitiva lieve svilupperanno
necessariamente una demenza, tutti gli individui che manifesteranno una pa-
tologia dementigena su base degenerativa sono destinati ad attraversare questa
fase.
Ad oggi non esiste, purtroppo, un trattamento in grado di prevenire o di far
regredire il processo degenerativo che porta alla morte neuronale2. È auspica-
bile perciò che la diagnosi giunga in una fase precoce della malattia (De Leon
& Klunk, 2006), nella quale le funzioni cognitive siano ancora conservate. Da
un lato ciò rende possibile mettere in campo trattamenti terapeutici in grado
di ritardarne la progressione, rallentando ad esempio la deposizione di protei-
na amiloide nel cervello, coinvolta nell’eziopatogenesi della malattia; dall’altro
una diagnosi preclinica consente al paziente di prendere attivamente parte alle
discussioni sul proprio futuro, in una fase in cui la sua capacità decisionale non
è intaccata o lo è solo in minima parte.
2Al momento per il Mild Cognitive Impairment e la demenza di Alzheimer non esiste una
terapia efficace, in grado di bloccare l’evoluzione della malattia e tanto meno di guarirla. Il
trattamento, di tipo sintomatico, è basato solitamente su farmaci inibitori dell’acetilcolineste-
rasi, farmaci che agiscono sul sistema glutamatergico (memantina) e antiossidanti (vitamina
E).
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5.2.1 Caratteristiche cliniche del MCI e criteri per la dia-
gnosi
La diagnosi di MCI può variare molto tra medici diversi e richiedere un lungo
periodo di osservazione (Morris et al., 2001), proprio perché le forme iniziali
del disturbo sono segnate da un declino cognitivo non molto marcato. I primi
criteri operativi per la diagnosi sono stati fissati nel 1997 da Petersen:
“Mild cognitive impairment can be defined as a state in which a sin-
gle cognitive function, usually memory, is impaired to an extent that is
greater than would be anticipated for age, yet the patient does not meet
criteria for dementia. These patients are probably at increased risk of
developing dementia in subsequent years but are otherwise functioning
reasonably well.”
(Petersen, 1997: 66)
Le linee guida per la diagnosi vengono qui riportate secondo la traduzione di
Caltagirone et al. (2002):
1. disturbo soggettivo di memoria (preferibilmente confermato da un fami-
liare);
2. presenza di un deficit mnemonico documentato da una prestazione a un
test di memoria episodica 1.5 deviazioni standard al di sotto del valore
medio normale per l’età e la scolarità;
3. assenza di altri deficit cognitivi3;
4. normali abilità nelle attività del vivere quotidiano;
5. assenza di demenza.
In questa prima formulazione, insomma, per ricevere la diagnosi di MCI un
paziente deve mantenere abilità cognitive generali paragonabili a quelle dei sog-
getti di controllo ed evidenziare un dosturbo isolato di memoria episodica, in
particolare anterograda. Le performance nei test di memoria episodica dei pa-
zienti MCI sono simili a quelle dei pazienti con diagnosi di Alzheimer lieve: in
questi ultimi il deterioramento cognitivo dovrebbe però essere esteso ad altre
aree (Petersen et al., 1999).
Successivi studi hanno però dimostrato che, in realtà, ciò è solo parzialmente
vero: sebbene i disturbi mnesici siano d’abitudine il sintomo precoce e predo-
minante della malattia, infatti, raramente i deficit sono confinati a quest’area
cognitiva (Morris et al., 2001; Ritchie et al., 2001; Bozoki et al., 2001; de Men-
donça et al., 2004; Bäckman et al., 2005; Nordlund et al., 2005; Lopez et al.,
2006).
3Solitamente si ritiene che ciò corrisponda ad un punteggio nel Mini-Mental State
Examination   26.
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L’MCI copre uno spettro di condizioni molto eterogenee. Nel 2001 in Petersen
et al. è stata proposta una prima sottocategorizzazione del disturbo4, che ha
ricevuto definitiva codifica in Winblad et al. (2004) e Petersen (2004):
MCI
single domain anmestic (a-MCI)non anmestic
multiple domain anmestic (a-MCI md)non anmestic
Tabella 5.1: MCI: classificazione
I criteri di diagnosi, in accordo con questa nuova categorizzazione, sono stati
generalizzati:
1. il paziente non è né normale, né demente: pur manifestando deficit cogni-
tivi, non soddisfa i criteri per la diagnosi di demenza;
2. il paziente mostra un declino cognitivo:
(a) il declino è avvertito dal paziente stesso e/o confermato da un parente
ed è dimostrato da un impairment in test cognitivo oggettivo;
(b) si evidenzia un declino cognitivo progressivo nel tempo, mediante
somministrazioni successive di test cognitivi oggettivi;
3. le attività di base del vivere quotidiano sono preservate, il decadimento
delle funzioni strumentali complesse è minimo.
La diagnosi può inoltre essere affiancata dall’impiego di alcuni marker biochi-
mici5 (Albert et al., 2011).
Ad oggi, quindi, il MCI è un’entità clinica ben più ampia di uno stato preclinico
della malattia di Alzheimer:
4Nell’articolo di Petersen et al. (2001) venivano identificate tre forme principali di MCI:
• MCI Amnestic;
• MCI Multiple Domains Slightly Impaired;
• MCI Single non-memory domain.
5Livelli anomali di proteine nel liquido cerebrospinale (CSF) sembrano caratterizzare l’MCI
e predire l’evoluzione della malattia in demenza di Alzheimer (Blennow & Hampel, 2003;
Albert et al., 2011; Selkoe, 2005; Hansson et al., 2006; De Leon & Klunk, 2006; Shaw et al.,
2009; Parnetti et al., 2012). In particolare:
• un’alta concentrazione di tau totale (t-tau) è considerata un indicatore dell’intensità
della degenerazione neuronale;
• un’alta concentrazione di tau iperfosforillata (p-tau), associata a diminuite con-
centrazioni di b-amiloide (Ab1-42), indica l’avvenuta formazione di placche
amiloidi.
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Figura 5.2: Processo di diagnosi e classificazione del MCI (immagine tratta da
Winblad et al., 2004: 243)
“Alzheimer’s disease (AD) is the most common form of dementia. It is
thus expected that most of the cases of MCI that progress would eventu-
ally result in the diagnosis of AD. However, [...] other forms of neurode-
generative disease, usually expressed as a dementia syndrome, should
also have a more or less insidious prodromal phase before dementia.”
(de Mendonça et al., 2004: 145)
Le diverse tipologie di Mild Cognitive Impairment rappresentano con altissima
probabilità le fasi prodromiche di diverse malattie neurodegenerative (fig. 5.3):
in più del 90% dei casi le forme amnesiche sono destinate ad evolversi in AD
(Petersen, 2011); le forme non amnesiche, meno comuni, possono invece svilup-
parsi in un’ampia tipologia di malattie dementigene (tra le principali: demenze
fronto-temporali, demenze con corpi di Lewy e afasia progressiva primaria).
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Figura 5.3: MCI come prodromo potenziale di disordini neurodegenerativi e
psichiatrici (immagine tratta da Gauthier et al., 2006: 1265)
Un’ultima notazione sul complicato rapporto che la diagnosi del disturbo in-
trattiene con le più note scale di valutazione della gravità della demenza6, Clin-
ical Dementia Rating (CDR) (Morris, 1993)e GDS - Global Deterioration Scale







Tabella 5.2: CDR - Clinical Dementia Rating
punteggio GDS valutazione
1 nessun deterioramento cognitivo
2 declino cognitivo molto lieve
3 declino cognitivo lieve
4 declino cognitivo moderato
5 declino cognitivo moderatamente severo
6 declino cognitivo severo
7 declino cognitivo molto severo
Tabella 5.3: GDS - Global Deterioration Scale
6Il manuale di riferimento per la diagnosi di demenza è certamente il “Diagnostic and
Statistical Manual of Mental Disorders - DSM” ormai giunto alla 5° edizione e tradotto in
italiano a cura di Andreoli et al. (2007). La diagnosi può essere fatta anche sulla base del
ICD-10, che ha criteri più stringenti (de Mendonça et al., 2004).
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Il Mild Cognitive Impairment non ha ancora una collocazione chiara in queste
scale (Petersen et al., 2001): un punteggio nella CDR pari a 0.5 sembrerebbe
corrispondere sia all’MCI che alle fase di AD molto lieve. Nella GDS il MCI
sembra invece coprire i punteggi 2 e 3.
Figura 5.4: Diagnosi clinica di MCI e AD: Clinical Dementia Rating e Global
Deterioration Scale a confronto (immagine tratta da Petersen et al., 2001: 1986)
5.2.2 Valutazione neuropsicologica dei pazienti
Mentre le modalità e gli strumenti per l’assessment della demenza sono ormai
consolidati, permangono margini di incertezza sugli indicatori neuropsicologici
più idonei per il MCI, e soprattutto sugli strumenti più adatti per rilevarli nello
screening iniziale del paziente (Di Nuovo & Castellano, 2012).
Il test più noto e diffuso per la valutazione della condizione cognitiva generale
resta, ad oggi, il Mini-Mental State Examination - MMSE (Folstein et al., 1975).
Il test si è dimostrato però poco sensibile per il disturbo: i pazienti, solitamen-
te, ottengono infatti dei punteggi molto simili ai controlli e le differenze sono
piccole e sostanzialmente dovute alle componenti di memoria del test. Per tale
ragione è stato sviluppato Montreal Cognitive Assessment - MoCA(Nasreddine
et al., 2005), che nella pratica clinica affianca o sostituisce MMSE, con elevate
specificità e sensibilità per il disturbo.
Alla valutazione cognitiva generale viene di solito affiancata una valutazione spe-
cifica delle singole funzioni cognitive: ragionamento generale, funzioni frontali,
funzioni attentive, memoria e linguaggio.




Matrici progressive di Raven (Raven, 1947,
1954; taratura it.: Spinnler & Tognoni, 1987)
funzioni frontali
verbali
FAB - Frontal Assessment Battery (Dubois
et al., 2000; taratura it.: Iavarone et al., 2004)
visuo-costruttivo
e spaziali
Clock Drawing Test (Freedman et al., 1994;
taratura it.: Caffarra et al., 2011)
funzioni attentive
VST - Visual Search Test (o test delle
“Matrici Attentive”) (Spinnler & Tognoni,
1987)
Trail making Test (Reitan, 1958; taratura it:
Giovagnoli et al., 1996)
Memoria
visuospaziale
Test di copia di figura complessa di
Rey-Osterrieth (Rey, 1959; taratura it.:
Caffarra et al., 2002; Carlesimo et al., 2002)
Visual Memory Span (noto anche come
“Block Tapping Test” e “Test di Corsi”)
(Corsi, 1972; taratura it.: Spinnler &
Tognoni, 1987; Mammarella et al., 2008;
Monaco et al., 2013)
verbale
Rey Auditory Verbal Learning (o “15 parole
di Rey”) (Rey, 1958; taratura it: Carlesimo
et al., 1996)
episodica
Three Objects - Three Places (3O-3P)
(Prestia et al., 2006)
Linguaggio
fluenza fonologica
Test di fluidità fonologica “F A S” (taratura
it.: Carlesimo et al., 1996)
fluenza semantica
BNT - Boston Naming Test (Kaplan et al.,
1983; taratura it.: Novelli et al., 1986)
comprensione
Token test (o “Test dei gettoni”) (De Renzi &
Vignolo, 1962; taratura it.: Spinnler &
Tognoni, 1987)
Tabella 5.4: Valutazione delle funzioni cognitive nel MCI: test più usati (Di Nuovo
& Castellano, 2012)
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5.2.3 Correlati neurali e neuropatologia
Il substrato patologico del Mild Cognitive Impairment, e delle demenze che da
esso si sviluppano, appare molto complesso.
Dal punto di vista istologico, la malattia è caratterizzata dalla presenza di
placche amiloidi7, che a partire dalla neocorteccia si estendono ad altre aree
corticali8, e da ammassi neurofibrillari9 (Mufson et al., 2012).
Le medesime alterazioni anatomopatologiche sono state riscontrate anche in
pazienti anziani che in vita erano completamente asintomatici: gli studiosi
ritengono pertanto che il meccanismo patologico inizi molti anni prima della
manifestazione dei sintomi (Price & Morris, 1999).
Alla neuropatologia sono associati cambiamenti strutturali ed un ampio range
di deficit cellulari, biochimici e molecolari che non è possibile in questa sede
presentare nel dettaglio: in particolare è stata descritta mediante MRI una ri-
duzione di volume delle strutture ippocampali (Jack et al., 1999) (fig. 5.5),
ed attraverso DTI una perdita di materia bianca localizzata nel lobo tempo-
rale mediale (Goldstein et al., 2009); studi di neuroimaging effettuati con la
PET hanno inoltre evidenziato una riduzione del metabolismo del glucosio nella
regione temporoparietale (Kennedy et al., 1995; Berent et al., 1999).
Figura 5.5: MRI coronale di pazienti con invecchiamento fisiologico (A), Mild Cogni-
tive Impairment (B), e demenza di Alzheimer (C) (immagine tratta da Petersen, 2011:
2230)
5.2.4 Epidemiologia e demografia
Differenze nei criteri clinici applicati per la diagnosi del disturbo e nelle valuta-
zioni neuropsicologiche utilizzate per la selezione dei pazienti, e la conseguente
7Le placche amiloidi, o placche senili, sono depositi extracellulari di proteina beta amiloide
nella materia grigia.
8Inizialmente corteccia entorinale e subiculum/area CA1, per poi estendersi a gangli della
base, talamo ed ipotalamo, mesencefalo, bulbo, ponte e cervelletto (Mufson et al., 2012).
9Gli ammassi neurofibrillari (o “tangles”) sono aggregati di forme iperfosforillate del-
la proteina tau: nel MCI sono localizzati principalmente nella corteccia entorinale (ERC),
nell’amigdala, nel subiculum e nella corteccia parietale inferiore.
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eterogeneità dei campioni studiati, hanno fatto sì che, ad oggi, i dati epidemio-
logici a disposizione della comunità scientifica siano fortemente discordanti.
Per questo motivo si è deciso di riportare i dati di prevalenza10 (tab. 5.5) e
incidenza11 (tab. 5.6) tratti dalla review degli studi epidemiologici più recente e
completa12 sul tema, Ward et al. (2012); ad essa si rinvia per una lista completa
dei lavori prodotti sull’argomento.
Denominazione esatta del disturbo Prevalenza
AAMI - Age-Associated Memory Impairment 3.6% – 38.4%
CIND - Cognitive Impairment No Dementia) 5.1% – 35.9%
MCI - Mild Cognitive Impairment 3% – 42%
aMCI - Amnestic Mild Cognitive Impairment 0.5% – 31.9%
Tabella 5.5: Prevalenza (dati tratti da Ward et al., 2012)
Denominazione esatta del disturbo Incidenza
MCI - Mild Cognitive Impairment 21.5 – 71.3 per 1000/anno
aMCI - Amnestic Mild Cognitive Impairment 8.5 – 25.9 per 1000/anno
Tabella 5.6: Incidenza (dati tratti da Ward et al., 2012)
Per quanto riguarda invece il tasso di conversione del disturbo MCI in demenza,
è stato osservato che il destino dei pazienti non è univoco. Il tasso di conver-
sione varia moltissimo, ed è fortemente dipendente dall’interazione di molteplici
fattori, come ad esempio la comorbidità, l’eventuale predisposizione genetica,
varie cause ambientali e, soprattutto, la personale riserva cognitiva del singolo
paziente (Serra & Caltagirone, 2008).
Uno degli studi più noti e citati sull’argomento, Petersen et al. (2001), ha do-
cumentato un tasso di conversione annua di circa il 12%: durante un follow-up
di sei anni, nell’80% dei pazienti il MCI si è evoluto in demenza (fig. 5.6). Tale
tendenza è stata confermata anche in studi successivi: sebbene la fase prede-
mentigena possa persistere per anni (Fox et al., 1998; Hodges, 1998), di norma i
pazienti MCI sviluppano una demenza con una probabilità che si aggira intorno
al 15% all’anno (Ritchie, 2004).
Particolarmente esposti sembrerebbero i pazienti con MCI multiple domain (Bo-
zoki et al., 2001; Nordlund et al., 2005; Alexopoulos et al., 2006; Tabert et al.,
2006); segnatamente, mentre la memoria episodica sembra non poter essere usa-
ta per discriminare tra i pazienti che svilupperanno una demenza e quelli il cui
10Secondo la definizione datane da un noto manuale, “Prevalence may be defined as the
proportion of a population that has disease at a specific point in time.” (Ahrens & Pigeot,
2007: 66).
11“Incidence rate measures the occurrence of new disease per unit of person-time.” (Ahrens
& Pigeot, 2007: 58).
12Lo studio copre infatti l’arco temporale 1984-2012.
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Figura 5.6: Conversione del MCI in demenza (immagine tratta da Petersen et al.,
2001: 1986)
profilo cognitivo rimarrà stabile nel corso degli anni13, i deficit semantici si so-
no rivelati non solo indicatori della severità del MCI, ma anche buoni indici
predittivi di una sua successiva conversione in demenza (Clague et al., 2001).
I dati epidemiologici presentati risultano di grande interesse soprattutto in ra-
gione del già ricordato impatto umano e sociale della demenza. Per una corretta
valutazione del rischio è importante aumentare il valore predittivo dei test e te-
nere conto di altre aree oltre a quella della memoria episodica, in modo tale da
individuare per tempo un disturbo MCI e poterne rallentare farmacologicamente
la degenerazione.
13“Episodic memory impairment cannot help to discriminate between MCI patients who
will later on convert to AD from those who will remain stable over the years.”(Joubert et al.,
2008: 39).
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5.3 Mild Cognitive Impairment e memoria se-
mantica
5.3.1 Memoria semantica
La memoria semantica, o conoscenza concettuale, è l’aspetto della memoria
umana che corrisponde alla conoscenza generale del significato delle parole e
di oggetti, fatti e persone, senza connessione ad un particolare tempo o luogo.
Secondo la definizione data da Tulving:
“Semantic memory is the memory necessary for the use of language.
It is a mental thesaurus, organized knowledge a person possesses about
words and other verbal symbols, their meanings and referents, about
relations among them, and obout rules, formulas, and algorithms for
the manipulation of these symbols, concepts and relations.”
(Tulving, 1972: 386)
Sebbene la sua ampiezza esatta dipenda dall’esperienza del singolo, la conoscen-
za concettuale, a differenza della memoria episodica che ha carattere fortemente
individuale, è largamente condivisa tra i membri di una determinata cultura.
Memoria semantica e memoria episodica, pur essendo distinte, sono tra di loro
strettamente interagenti.
“Si tratta certamente della distinzione tra sistemi che differiscono per
condizione di formazione, recupero dell’informazione, ma è anche vero
che parrebbe sostenibile una separazione non netta tra le due memorie,
nella misura in cui tutta la nostra conoscenza deriva anche dalla nostra
esperienza personale ed è forse rispetto ad essa e sulla base di essa che
operiamo quelle forme di astrazione che portano alla ‘semantizzazione’
del vissuto.”
(Brandi & Salvadori, 2004: 100)
Le posizioni teoriche correnti sulla memoria semantica condividono l’idea che
gran parte del contenuto della conoscenza concettuale sia collegata alla perce-
zione ed all’azione, e sia dunque un network neurale distribuito, rappresentato
somatotopicamente in regioni cerebrali sovrapponibili o coincidenti con le aree
senso-motorie (fig. 5.7).
Il dibattito vede contrapposte due visioni della rappresentazione neuroanatomi-
ca della memoria semantica: secondo la prima, queste regioni cerebrali distri-
buite, e le connessioni neurali che le collegano, esaurirebbero per intero la base
neurale della memoria semantica (distributed-only view), mentre per la seconda
le rappresentazioni provenienti dalle aree senso-motorie e linguistiche sarebbero
connesse e coordinate da un “hub” amodale (o eteromodale) situato nel lobo
temporale (distributed-plus-hub view)14 (fig. 5.8).
14La terminologia distributed-only view e distributed-plus-hub view è utilizzata in Patterson
et al. (2007).
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Figura 5.7: Picchi di attivazione nella comprensione linguistica: mapping su coordi-
nate spaziali comuni dei dati derivati da 38 studi di brain imaging . In bianco i picchi
legati alla conoscenza dell’azione, nelle regioni sensomotorie (lobo frontale posteriore
e lobo parietale superiore); in nero i picchi legati alla conoscenza del movimento, nelle
regioni temporali infero-laterali (immagine tratta da Binder & Desai, 2011: 529)
Figura 5.8: Distribuzione neuroanatomica dei network semantici: “distributed-only
view ” e “distributed-plus-hub view ” (immagine tratta da Patterson et al., 2007: 977)
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La questione, ormai da lungo tempo dibattuta anche in relazione alla Demenza
Semantica ed inquadrabile nel paradigma più generale della “embodied cogni-
tion”, è troppo ampia e complessa per essere trattata nel dettaglio. Si rinvia
perciò, a questo proposito, a Patterson et al. (2007); Barsalou (2008); Kiefer &
Barsalou (2009); Barsalou (2010); Binder & Desai (2011).
5.3.2 Memoria semantica nel Mild Cognitive Impairment
Nei pazienti affetti da Alzheimer, oltre ad un deterioramento della memoria
episodica, è ormai da tempo documentato un forte deficit cognitivo di tipo se-
mantico, anche nelle fasi iniziali della malattia (Chertkow & Bub, 1990; Hodges
et al., 1992; Hodges & Patterson, 1995; Adlam et al., 2006).
Un numero crescente di studi ha dimostrato che anche nel caso del Mild Cogni-
tive Impairment la conoscenza concettuale, in una certa misura, risulta compro-
messa. Ciò è evidente in primo luogo per task semantici generici, a prescindere
dalla modalità di presentazione degli stimoli, in relazione ad esempio alla co-
noscenza semantica degli oggetti (Duong et al., 2006; Joubert et al., 2010), ed
in particolare al matching oggetto-funzione (Adlam et al., 2006), o al naming15
di volti di personaggi famosi (Vogel et al., 2005; Dudas et al., 2005; Joubert
et al., 2008; Seidenberg et al., 2009; Ahmed et al., 2008; Joubert et al., 2010;
Barbeau et al., 2012), edifici molto noti (Ahmed et al., 2008), eventi pubblici
(Joubert et al., 2008; Barbeau et al., 2012) e fatti storici/geografici acquisiti
durante la scuola primaria (Barbeau et al., 2012). Il deficit si manifesta an-
che nella forma di un generale rallentamento dei tempi di reazione nei task
lessicali-semantici (Joubert et al., 2009). A differenza di quanto accade per il
deficit di memoria episodica, caratterizzato da un’amnesia di tipo anterogrado,
non si evidenzia un gradiente temporale nei pattern di perdita della conoscenza
concettuale (Barbeau et al., 2012).
Il deterioramento della memoria semantica nei pazienti affetti da MCI, tuttavia,
è stato documentato anche a livello propriamente linguistico, attraverso test di
fluenza verbale semantica e naming di oggetti. Ciò è particolarmente significati-
vo perché, al contrario, non si evidenziano gravi impairment per quanto riguarda
il linguaggio: dal punto di vista sintattico le strutture appaiono talvolta sem-
plificate, ma comunque coerenti (Taler & Phillips, 2008). Disturbi più evidenti
si manifestano a livello del discorso: globalmente esso risulta semanticamente
impoverito, e si assiste alla progressiva riduzione delle abilità dei pazienti di fare
inferenze e sintetizzare le informazioni (“discourse gist-level processing”) (Chap-
man et al., 2002). I testi parlati prodotti manifestano inoltre caratteri di fissità:
i soggetti tendono a riproporre strutture narrative simili entro le medesime uni-
tà conversazionali o a distanza di giorni e settimane. Per la descrizione di tale
caratteristica, definita “perseverazione narrativa”, si rinvia a Brandi (2012).
15Le entità concettuali con proprietà uniche e distintive sembrerebbero essere le più colpite.
184
5.3.2.1 Fluenza verbale semantica
Nel corso di un test di fluenza verbale semantica, al paziente viene chiesto di
produrre il maggior numero di parole possibili in un tempo stabilito, di solito 60
secondi, per una particolare categoria (ad esempio “animali”). Numerosi studi16
hanno evidenziato che l’impairment è presente anche nelle fasi predementigene,
e che pertanto il test ha buon valore diagnostico nel discriminare i pazienti MCI
dal gruppo di controllo (Bschor et al., 2001; Bennett et al., 2002; De Jager et al.,
2003; Dwolatzky et al., 2003; Grundman et al., 2004; Kalbe et al., 2004; Beinhoff
et al., 2005; Dudas et al., 2005; Östberg et al., 2005; Adlam et al., 2006; Griffith
et al., 2006; Hodges et al., 2006; Lopez et al., 2006; Mioshi et al., 2006; Murphy
et al., 2006; Standish et al., 2007; Cunje et al., 2007).
In particolare, è stato dimostrato sperimentalmente un maggior impairment nel
MCI della fluency per i verbi rispetto a quella per i nomi (Östberg et al., 2005);
la fluenza fonemica risulta invece inalterata.
5.3.2.2 Naming
Nel corso delle valutazioni neuropsicologiche, l’abilità di produrre un’etichetta
lessicale per una data persona, oggetto, luogo o azione è comunemente misurata
mediante test di “naming”17, ovvero chiedendo al soggetto di lessicalizzare uno
stimolo visivo. Di frequente, test di naming sono incorporati nelle misure di
screening del deterioramento cognitivo generale e in batterie di diagnosi di vari
tipi di problemi neurologici, che solitamente riguardano l’emisfero sinistro (ad
esempio nelle batterie per l’afasia)18.
Dal punto di vista cognitivo, un test di naming richiede:
• percezione dello stimolo visivo;
• identificazione semantica;
• receupero dell’etichetta lessicale che corrisponde al concetto semantico
rappresentato nello stimolo visivo;
• codifica del programma articolatorio;
• corretta articolazione dell’etichetta lessicale.
16Si rinvia a Taler & Phillips (2008) per la lista completa degli studi prodotti sull’argomento.
17Seguendo una consuetudine piuttosto diffusa in letteratura, per “naming” si intende qui
lo specifico test di “visual confrontation naming”. Il test di “responsive naming”, nel quale
il soggetto deve rispondere a domande riguardati caratteristiche fisiche o funzionali dell’item
target (ad esempio, per la parola “cucchiaio”, “Con quale strumento si mangia la zuppa?”),
non viene quindi preso in considerazione.
18Nella maggior parte dei test per la diagnosi dell’afasia è presente una parte di naming:
ad esempio in BADA (Miceli et al., 1994) ed ENPA (Capasso & Miceli, 2001). Per evitare
ridondanza sono stati però riportati in tabella solo i materiali originali: la lista non include
perciò le batterie per la valutazione cognitiva che contengono sezioni di naming basate su
materiali pubblicati separatamente.
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Nel valutare le prestazioni dei soggetti impegnati nel task , l’esaminatore dovrà
tenere conto che errori o impossibilità di naming possono essere dovuti sia ad
un problema di accesso e recupero lessicale, sia ad un vero e proprio breakdown
della memoria semantica.
In generale, le abilità linguistiche sono intaccate solo in maniera ridotta dal fi-
siologico progredire dell’età. Per quanto riguarda le abilità lessicali, tuttavia,
mentre la comprensione e la capacità di definizione rimangono pressoché inal-
terate in età anziana, l’accesso lessicale subisce un significativo declino, sia per
i nomi che per i verbi, in particolare a partire dai settanta anni (Borod et al.,
1980; Nicholas et al., 1985; Au et al., 1995; Ramsay et al., 1999). Gli stessi
anziani si rendono conto delle difficoltà di word-retrieval (Nicholas et al., 1997),
che non hanno però un impatto significativo sulla vita quotidiana, testimoniate
anche dall’aumento del fenomeno del “Tip of the tongue” (TOT) (Burke et al.,
1991), ovvero l’incapacità di nominare un oggetto o una persona familiare, com-
binata alla sensazione che il recupero lessicale sia imminente, e che il nome sia
“sulla punta della lingua”19.
Nell’ampio spettro di disturbi comportamentali e cognitivi documentati per i
pazienti affetti da Alzheimer, sono state descritte ripetute volte in letteratura
difficoltà di naming , di gravità crescente in relazione alla severità della demen-
za (Hodges & Patterson, 1995; Adlam et al., 2006; Chertkow & Bub, 1990).
Problemi di word-finding colpiscono i pazienti già nelle fasi iniziali della malat-
tia, interessando sia il lessico nominale che il lessico verbale (Williamson et al.,
1998; Parris & Weekes, 2001; Druks et al., 2006), e rappresentano le prime ma-
nifestazioni di disturbo linguistico in un contesto di fonologia e morfosintassi
sostanzialmente preservate (Duong et al., 2006; Taler & Phillips, 2008).
Negli ultimi anni la questione è stata affrontata anche per il Mild Cognitive
Impairment: mentre le difficoltà di word-finding hanno inequivocabile valore
diagnostico per l’AD, lo stesso non può dirsi per le fasi precliniche del disturbo.
Sebbene numerosi articoli documentino prestazioni ridotte nei test di naming
nei pazienti MCI rispetto ai controlli20 (Petersen et al., 1999; Bschor et al., 2001;
Bennett et al., 2002; Collie et al., 2002; De Jager et al., 2003; Dwolatzky et al.,
2003; Grundman et al., 2004; Aggarwal et al., 2005; Dudas et al., 2005; Nordlund
et al., 2005; Lopez et al., 2006; Mioshi et al., 2006; Tabert et al., 2006; Beversdorf
et al., 2007), le evidenze sperimentali non sono univoche e non è stata ancora
stabilita una correlazione chiara e definitiva21. Al momento il valore diagnostico
e prognostico dei test di naming per il MCI è perciò considerato limitato (Taler
& Phillips, 2008).
Occorre però fare una breve riflessione. Gli studi a cui si è fatto riferimento
sono stati condotti sul lessico nominale, utilizzando il BNT - Boston Naming
19“TOT is said to occur when a familiar person or object cannot be named despite successful
access to information about the target word.”(Nicholas et al., 1997).
20Ad esempio i pazienti dello studio di Bennett et al. (2002) hanno un minor punteggio
di baseline, che diminuisce due volte più velocemente di quanto non accada al campione di
pazienti anziani di controllo.
21È infatti possibile, ad esempio, che solo un sottoinsieme dei pazienti affetti da MCI abbia
questo tipo di deficit (Taler & Phillips, 2008).
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Test (Kaplan et al., 1983) ed il GNT - Graded Naming Test (McKenna & War-
rington, 1983). Di recente, tuttavia, alcuni contributi hanno suggerito che il
lessico verbale potrebbe rappresentare un terreno più fecondo per lo studio e la
descrizione del disturbo22. Ciò non deve stupire, considerando che classe gram-
maticale e referente del naming sono aspetti decisivi, perché probabilmente sono
distinti dal punto di vista della rappresentazione neurale.
L’argomento è al centro di un dibattito che si sviluppa ormai da lungo tempo:
la scoperta di una doppia dissociazione tra nomi e verbi23 come forme lessicali
nel caso di lesioni focali, infatti, è stata considerata a partire dagli anni novanta
un’evidenza del fatto che la classe grammaticale sia un principio organizzativo
della conoscenza lessicale nel cervello (Hillis & Caramazza, 1995), rappresentata
in network neurali distinti e separati (Damasio & Tranel, 1993) (fig. 5.9, A).
Tale generalizzazione non sembra però estendersi al lessico nominale e verbale
astratto, ed è in parte contraddetta da studi elettrofisiologici e di imaging fun-
zionale. Una seconda ipotesi prevede perciò che la differenza di classe lessicale
emerga piuttosto a livello morfologico: in tale prospettiva non sarebbero nomi e
verbi in sé ad essere elaborati in network separati, ma i processi morfo-sintattici
che si applicano al lessico nominale e verbale sarebbero computati in reti neurali
distinte (Shapiro & Caramazza, 2003; Shapiro et al., 2006) (fig. 5.9, B). È stato
anche proposto che la dissociazione non sia tanto tra nomi e verbi come classi
lessicali, quanto tra parole riferite ad oggetti e parole riferite ad azioni Vigliocco
et al. (2006, 2011) (fig. 5.9, C).
Sebbene i problemi legati alla descrizione del substrato neuroanatomico associa-
to alle diverse classi di parole non siano stati definitivamente risolti24, è ormai
ben noto che gli attributi semantici connessi all’azione e al movimento, gene-
ralmente lessicalizzati nei verbi, risiedono in strutture corticali frontali, ovvero
nelle aree corticali primariamente deputate alla programmazione ed esecuzione
motoria, mentre il processing dei nomi avviene nell’area temporale anteriore e
mesiale.
Ulteriore supporto all’evidenza che il processing di nomi e verbi richieda funzioni
diverse deriva dall’acquisizione: i nomi fanno per primi il loro ingresso nel lessico
prodotto dal bambino (one-word stage), mentre i verbi sono rari25 fino a quando
il vocabolario non si espande ad almeno 200 parole (Caselli et al., 1995, 1999;
Rinaldi et al., 2004b,a; Caselli & Casadio, 2012; Caselli et al., 2007).
Una differenza nell’abilità di naming di oggetti e azioni è già stata dimostrata
per il normale invecchiamento fisiologico, con risultati non uniformi: un minor
22“[...] further studies of deficits in verb processing may be fruitful in terms of characterizing
the language impairment in prodromal AD.” (Taler & Phillips, 2008: 512)
23In letteratura sono stati documentati centinaia di casi: per quanto riguarda i pazienti afa-
sici, il deficit nel processing dei verbi è prevalente rispetto al pattern opposto. Per una sintesi
degli studi sull’argomento si rinvia a Mätzig et al. (2009): l’articolo copre l’arco temporale
che va dal 1984 al 2005.
24Per una discussione più ampia dell’argomento si rinvia a Mätzig et al. (2009) e Vigliocco
et al. (2011).
25I verbi sono presenti, in produzione, fra gli 8 e i 17 mesi in meno del 3% dei bambini
(Caselli & Casadio, 2012; Caselli et al., 2007).
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Figura 5.9: Modelli neurali del processing delle classi grammaticali nome e verbo
(immagine tratta da Vigliocco et al., 2011: 411)
danneggiamento del lessico verbale è attestato, ad esempio, in Nicholas et al.
(1985); al contrario, in Szekely et al. (2005) e Druks et al. (2006) è documen-
tato il pattern inverso, caratterizzato da tempi di reazione maggiori e da un
numero più alto di errori per gli item azionali. Anche per quanto riguarda la
malattia di Alzheimer non è ancora stato chiarito se l’impairment sia maggiore
per i nomi o per i verbi, pur se un maggior numero di risultati sperimentali
sembrerebbe supportare la seconda ipotesi26 (Cappa et al., 1998; Druks et al.,
2006). Sono state fornite varie spiegazioni di questo pattern, tutte riconduci-
bili ad un processing più complesso dei verbi (Mätzig et al., 2009): sono state
chiamate in causa, ad esempio, la diversa organizzazione semantica delle classi
grammaticali (gerarchico-tassonimica dei nomi e di tipo matricale per i ver-
bi), la maggior complessità morfologica, la struttura argomentale27 e la diversa
immaginabilità28.
26Un maggior impairment del naming di azioni è invece attestato in Williamson et al. (1998)
e Robinson et al. (1999).
27Sia i gruppi di controllo che i pazienti affetti da demenza sembrano avere prestazioni
peggiori sui verbi che prevedono l’utilizzo di uno strumento, come ad esempio “spazzolare”,
rispetto ai verbi non strumentali, come ad esempio “correre” (Parris & Weekes, 2001).
28L’immaginabilità è definita come “la facilità e la rapidità di una parola di evocare un’imma-
gine mentale, una rappresentazione visiva, un suono o una qualche altra esperienza sensoriale”
(Rinaldi et al., 2004b).
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Le differenze sono, con alta probabilità, ascrivibili alle diverse modalità speri-
mentali adottate e alla differente difficoltà delle batterie utilizzate, che rendono
scarsamente comparabili i risultati (Nicholas et al., 1985; Ramsay et al., 1999).
Per quanto riguarda il naming di azioni nel Mild Cognitive Impairment, invece,
non è stato trovato alcuno studio specifico, una lacuna che in futuro dovrà
necessariamente essere colmata.
In conclusione, la perdita di capacità di denominazione nell’invecchiamento fi-
siologico e nella demenza sono probabilmente da considerarsi due problemi di
natura distinta (Nicholas et al., 1997). Sulla scorta dell’analisi qualitativa degli
errori di naming più comuni, è stato suggerito che nel primo caso il deficit è
da imputarsi ad una semplice difficoltà di retrieval lessicale, mentre è associata
ad un effettivo deterioramento della memoria semantica solo nel secondo. Le
risposte errate date dagli informanti con invecchiamento non patologico molto
spesso sono semanticamente collegate all’item, oppure descrivono il target con
una circonluzione (Nicholas et al., 1985): l’informazione c’è, è disponibile, ma
a causa di un generale rallentamento cognitivo non può essere temporaneamen-
te recuperata. L’ipotesi sembra trovare conferma nei dati proposti in LaBarge
et al. (1992): nello studio, sia i soggetti anziani con normale invecchiamento
fisiologico che i pazienti con AD moderato sono sempre in grado di scegliere
la risposta corretta in un task di lessico a scelta multipla, pur avendo fallito il
naming sul medesimo item. I pazienti con AD più severo, al contrario, sono in
grado di fornire la risposta corretta solo nel 64% degli item, comportamento che
riflette un maggior coinvolgimento della memoria semantica.
Entro questo quadro è ancora poco noto come vadano considerati i disturbi
semantici attestati per il MCI. In Joubert et al. (2008, 2010) viene sostenuto che
si tratti di un vero e proprio breakdown del sistema semantico, ma questa ipotesi
non ha ancora ricevuto una conferma definitiva. Nel tentativo di corroborarla
si creeranno le condizioni per raccogliere nuovi dati, costruendo una batteria di
test articolata che tenga conto degli aspetti problematici fin qui evidenziati.
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5.4 Naming di azioni: le batterie a disposizione
Sebbene i materiali per la valutazione del lessico nominale rimangano più dif-
fusi e utilizzati nella pratica clinica, a partire dalla fine degli anni novanta è
stato creato un numero crescente di test di naming di azioni: in tab. 5.7 viene
fornito un elenco dei materiali ad oggi disponibili ed a seguire una selezione di
item rispetto a cui il lettore potrà valutare differenzialmente le caratteristiche
di SMAAV (fig. 5.10, 5.11, 5.12 e 5.13).




Obler & Albert (1979) statici (disegni)
SANT
Static Action Naming Test
Fiez & Tranel (1997) statici (foto)
O&A
an Object and Action
naming battery
Druks & Masterson (2000)
Masterson & Druks (1998)
statici (disegni)
VAN
Verb And Noun test
Webster & Bird (2000) dinamici (video)
VAST
Verbs And Sentences test
Bastiaanse et al. (2002)






Cho-Reyes & Thompson (2012)
statici (disegni)
Tabella 5.7: Batterie di naming di azioni
Figura 5.10: ANT: “to knit” e “to sky” (http://www.bu.edu/lab/action-naming-
test/)
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Figura 5.11: VAST: “to row” (immagine tratta da Bastiaanse et al., 2003: 55)
Figura 5.12: NAVS: “to read” (immagine tratta da Cho-Reyes & Thompson, 2012:
8)
Figura 5.13: SANT: “to sew” e “to jump” (immagine tratta da Fiez & Tranel, 1997:
546)
Al momento nessuna di queste batterie risulta tradotta e tarata per l’italiano
(Bianchi, 2013; Del Corno & Lang, 2009). Dati preliminari per la batteria NAVS
sono stati presentati nel 2013, in occasione dell’annuale “Meeting of the Academy
of Aphasia” (Barbieri et al., 2013).
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In tabella 5.8 sono invece riportati alcuni tra i più importanti studi dell’ultimo
decennio, per i quali sono state create delle batterie ad hoc realizzando dise-
gni/filmati originali o raccogliendo materiali preesistenti, che però non hanno
ricevuto una successiva pubblicazione in testi indipendenti.
Rif. Bibliografici Tipologia degli item
Bates et al. (2000)
Szekely et al. (2005)
275 item raccolti nell’ambito del progetto
IPNP (“International Picture Naming
Project”). La batteria è composta da disegni
in bianco e nero di azioni transitive ed
intransitive, derivate dalle seguenti risorse:
- ANT (Obler & Albert, 1979)
- Peabody Picture Vocabulary test (Dunn &
Dunn, 1997)
- Picture please! (Abbate & La Chappelle,
1984b,a)
- Oxford “One Thousand Pictures” (Carver,
1965)
Tranel et al. (2008)
La batteria, chiamata DANT (“Dynamic
Action Naming Test”), è composta da 158
video di 3-5 secondi ed è stata concepita in
modo tale da includere item di molte classi di
azioni, secondo variazioni semantiche e
sintattiche (Levin, 1993). Lo strumento è
direttamente comparabile con la batteria
SANT (Fiez & Tranel, 1997).
den Ouden et al. (2008)
La batteria, che non ha ricevuto
pubblicazione indipendente, è composta da 40
item: 20 verbi (10 transitivi e 10 intransitivi)
sono porposti nella forma grafica di disegni in
bianco e nero (A) e di video (B).
Tabella 5.8: Principali studi sul naming di azioni
Nonostante l’utilizzo di disegni e foto per la diagnosi testologica sia prassi più
comune e diffusa, la forma statica del disegno e della foto costituisce, a mio avvi-
so, un’astrazione eccessiva rispetto all’oggetto della rappresentazione, ovvero le
eventualità. Per definizione le azioni si svolgono nel tempo: sebbene numerosi
studi29 testimonino la sostanziale equivalenza delle prestazioni nel naming in
29A supporto della tesi opposta vi è solo un caso, descritto in Druks & Shallice (2000) e molto
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relazione alla tipologia di stimoli presentati (Berndt et al., 1997a,b; Lu et al.,
2002; Tranel et al., 2008), e le strutture neurali deputate alla decodifica degli
stimoli azionali visivi statici e dinamici siano largamente coincidenti30, disegni
e fotografie richiedono capacità simboliche ulteriori al parlante:
“[...] Action names are relatively difficult to depict in static drawings
and/or photographs, requiring the speaker to make inferences about the
action that the artist had in mind.”
(Szekely et al., 2005: 8).
Come osservato da den Ouden et al. (2008), i video rispecchiano meglio le moda-
lità secondo cui l’evento si presenta nella normalità alla percezione del soggetto,
rappresentando perciò una modalità di presentazione più naturale ed “ecologica”:
“[...] findings derived under video and static picture naming conditions
provide validity for using videos in neuroimaging studies, which are more
naturalistic and perhaps ecologically valid than using static pictures to
investigate action naming.”
(den Ouden et al., 2008: 2).
L’utilizzo di stimoli statici per il naming di azioni sembra però correlare con
una maggiore attivazione neurale nella corteccia visiva primaria e nelle cortec-
cia visiva associativa temporo-occipitale e parieto-occipitale rispetto alla pre-
sentazione di video: la minor naturalezza degli item probabilmente richiede un
extra-processing per la decodifica, che non è direttamente legato al retrieval
lessicale:
“[...] naming actions from picture representations (particularly line
drawings) is less ‘natural’ than naming verbs from dynamic presenta-
tions. The former require extra processing resources, which comes with
associated neuronal activation that is of no direct relevance to lexical
retrieval, but which does affect baselines activations and may therefore
mask more interesting patterns of activation associated with lexical re-
trival.”
(den Ouden et al., 2008: 16).
citato in letteratura. Tuttavia nello studio si fa riferimento ad un aumento delle performance
di naming di un solo paziente, afasico, in seguito alla diretta presentazione dell’azione da
parte del ricercatore rispetto al tradizionale naming di immagini.
30L’analisi delle lesioni dei pazienti di Tranel et al. (2008) indica una correlazione tra scarse
performance nel naming di azioni e danni in aree implicate nell’osservazione di azioni e nella
comprensione e produzione di verbi d’azione (opercolo frontale sinistro, lobo parietale inferiore
sinistro e area visiva temporo-mesiale sinistra), a prescindere dal fatto che gli stimoli visivi
siano statici o dinamici.
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5.5 “SMAAV”: Semantic Memory Assessment on
Action Verbs
Nei paragrafi che seguono verrà illustrata, nei suoi passi fondamentali, la proce-
dura di costruzione del test SMAAV. Si è cercato di seguire per quanto possibile
il quadro metodologico proposto in Ercolani & Perugini (1997), semplificando-
ne però in parte la procedura, e le indicazioni generali di un noto manuale di
psicometria, Kline (1996).
5.5.1 Oggetto dello studio, obiettivi e criteri generali
L’obiettivo del lavoro è la creazione di una situazione controllata in cui osser-
vare e descrivere le reazioni di individui anziani a stimoli standardizzati di tipo
multimediale che richiedano l’utilizzo della memoria semantica, cercando di pro-
durre, per quanto possibile, una misura oggettiva per quel comportamento . Il
test cognitivo che si intende costruire è di tipo verbale: istruzioni e risposte
vengono date mediante l’uso del linguaggio naturale.
Nel costruire il test si è cercato di soddisfare alcuni requisiti, legati soprattutto
all’età della popolazione target . In primo luogo si è cercato di creare un set di
stimoli accattivanti, in grado di rendere piacevole ed informale il momento della
somministrazione. Si è inoltre provato a rendere la presentazione degli item
agile e veloce, per evitare di affaticare la persona sottoposta al test. Si è voluto
infine che il profilo della prestazione risultasse chiaro e di facile interpretazione,
allo scopo di rendere evidenti eventuali deficit.
Diversamente da batterie affini per finalità e caratteristiche, i materiali proposti
sono stati selezionati a partire da un’area semantica ristretta e coesa.
Infine, le prove sono state strutturate in maniera tale da rendere possibile l’i-
solamento dei problemi di vero e proprio breakdown della memoria semantica
dalle difficoltà di retrieval lessicale.
5.5.2 Preparazione della versione preliminare del test
Dopo aver determinato l’oggetto del test ed averne esplicitato finalità e principali
caratteristiche, è stata creata una versione preliminare della batteria. È stato
scelto un verbo generale dell’ontologia IMAGACT, Girare, per tre ragioni:
1. la sua altissima frequenza nel parlato;
2. l’alta rappresentabilità delle eventualità estese dal predicato (dimostrata
anche dalla validazione del cap. 4);
3. l’estensione del predicato su un ampio range di azioni, tra loro anche molto
diverse: azioni eseguite con il corpo (rotazioni, movimenti nello spazio)
e interventi di vario tipo dell’agente sull’oggetto (applicazione di forze,
rotazione, orientamento, inversione della spazialità, capovolgimento).
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Sebbene al momento non siano disponibili dati specifici sulla cronologia di ac-
quisizione azionale, gestuale e lessicale dei singoli tipi azionali del verbo Girare,
lavori precedenti (Caselli & Casadio, 2012; Caselli et al., 2007; Rinaldi et al.,
2004b) hanno documentato che il lemma viene prodotto mediamente “tardi” dai
bambini31, a 26.8 mesi. Non si tratta pertanto di un verbo “semplice”, anche
se non è chiaro se ciò debba essere imputato all’alto numero di azioni con esso
predicabili oppure alla loro complessità motoria.
Per prima cosa, è stata fatta un’analisi dei materiali messi a disposizione da
IMAGACT: video prototipali, verbi localmente equivalenti e Best Example as-
sociati ai tipi.
Tabella 5.9: Analisi della variazione primaria, lemma Girare
tipo & thumbnail verbi localmente
equivalenti
Best Example
Tipo 1 girare, curvare,
svoltare
(to turn, to round)
[BE 1]: Fabio gira
[BE 2]: Fabio gira a
sinistra
Tipo 2 girare, ruotare
(to turn, to spin,
to rotate)
[BE 1]: La ballerina gira
su se stessa
Tipo 3 girare, ruotare
(to circle)
[BE 1]: Fabio gira intorno
alla sedia




[BE 1]: Fabio si gira
[BE 2]: Fabio si gira verso
Cristina
[BE 3]: Fabio gira il volto
verso Cristina
31Acquisizione del verbo Girare:
Indicatore %
percentuale di bambini che nella fascia 8-17 mesi comprendono la parola 18.73 %
percentuale di bambini che nella fascia 8-17 mesi producono la parola 0.63%
percentuale di bambini che nella fascia 18-30 mesi producono la parola 36.53 %
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Tipo 5 girare, mescolare
(to stir)
[BE 1]: La mamma gira la
pappa con la forchetta
[BE 2]: La cuoca gira il
mestolo nella pentola




[BE 1]: Sara gira la carta
[della donna di cuori]
Tipo 7 girare, orientare
(to turn, to swivel)
[BE 1]: Fabio gira il
televisore
[BE 2]: Fabio gira il
televisore verso Luigi
Tipo 8 girare, ruotare
(to turn, to rotate)
[BE 1]: Matteo gira la
chiave
[BE 2]: La chiave gira
Tipo 9 girare
(to spin, to revolve)
[BE 1]: Fabio gira la ruota
[BE 2]: La ruota gira
Tipo 10 girare, ruotare
(to turn, to rotate)
[BE 1]: Matteo gira la
manovella
[dell’ingranaggio]
[BE 2]: Il vapore gira
l’ingranaggio
[BE 3]: La manovella gira
Tipo 11 girare, voltare
(to turn)
[BE 1]: La mamma gira la
pagina [del libro]
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Rotazione del tema su se stesso
3 SC_35d8523a girare_638
ruotare_470






Rotazione parziale del tema su
se stesso, e conseguente



















Azione dell’agente sul tema:
rotazione parziale, con
applicazione continua della forza
9 SC_0ab55607 girare_1093 Azione dell’agente sul tema:




Azione dell’agente sul tema:





Azione dell’agente sul tema:
SC_57b339d6 con vincolo di
rotazione
Un primo, provvisorio, set di item è stato generato a partire dalla variazione
primaria del lemma, applicando una serie di semplici variazioni pragmatiche ai
tipi azionali e creando video originali a partire dalle scene IMAGACT. Gli item
distrattori sono stati derivati con la stessa tecnica da tipi azionali IMAGACT
di lemmi semanticamente prossimi e da altri verbi generali ad alto uso nella vita
quotidiana. In aggiunta, sono state sperimentate varie tipologie di inquadratura.
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Tutti gli stimoli sono stati mostrati in sequenza a due soggetti “normali”: sulla
base del loro feedback sono stati eliminati o modificati tutti gli item che, nono-
stante gli accorgimenti adottati, risultassero ambigui o di difficile comprensione.
5.5.3 Preparazione della seconda versione del test
Sulla base di queste indicazioni generali e delle prime prove sperimentali, è
stata composta una seconda versione del set di item. Per evidenziare al meglio
eventuali pattern di perdita lessicale, è stato deciso di proporre gli stimoli in
due diverse forme: una prova di produzione ed una di lessicalizzazione a scelta
multipla.
È stato quindi fissato il numero di item per le due prove: 25 stimoli per la prima
batteria e 11 per la seconda. La scelta ha cercato di conciliare esigenze tra loro
diverse e contrastanti. Da un lato è infatti nota la necessità di avere un numero
di item piuttosto alto, così da aumentare l’attendibilità del test. Dall’altro, se
il numero di item e la durata di somministrazione sono eccessivi, si rischia di
diminuirne la validità, perché i soggetti si stancano o, semplicemente, perdendo
la motivazione rispondono alle domande in maniera approssimativa.
Il tempo massimo di compilazione previsto per il test è di 30 minuti.
Nelle tabelle 5.11 e 5.12 sono descritti gli item derivati dal lemma girare, in
5.13 e 5.14 la serie di distrattori.




Parametri di variazione pragmatica id_video
SMAAV
1 Presenza eventuale di un mezzo di locomozione:
L’azione è compiuta da un pedone, da una bicicletta,




2 Genere del tema (M-F) 2_a
2_b
3 Forma, dimensione e prominenza spaziale del




4 Modalità (“manner ”) con cui viene eseguito il
movimento: torsione del busto (EN: to twist),
rotazione (EN: to rotate), rotazione che fa perno









6 Dimensione e forma del tema: oggetto piatto
(cartolina), oggetti che hanno la forma di







7 Modo di girare (legato alla struttura dell’oggetto),




8 Dimensione del tema: chiave o rotellina di una sveglia 8_a
8_b









11 Diversa forma e dimensione del tema (libro, album






Tabella 5.12: Analisi dei video: lemma Girare
id_video & thumbnail caption inquadratura
1_a Gloria gira a sinistra campo medio
1_b La macchina gira a destra campo medio
1_c La bici gira a sinistra campo medio
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2_a Edoardo gira su se stesso figura intera
2_b Gloria gira su se stessa figura intera
3_a Gloria gira intorno
all’attaccapanni
figura intera
3_b Gloria gira intorno a Edoardo figura intera
3_c Gloria gira intorno al tappeto figura intera
4_a Gloria si gira figura intera
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4_b_1 Gloria si gira figura intera
4_b_2 Gloria si gira mezza figura
4_c Gloria si gira figura intera
5_a Gloria gira le zucchine particolare
5_b_1 Gloria gira la zuppa mezza figura
5_b_2 Gloria gira la zuppa particolare
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6_a_1 Gloria gira la cartolina mezza figura
6_a_2 Gloria gira la cartolina particolare
6_b_1 Gloria gira il libro mezza figura
6_b_2 Gloria gira il libro particolare
6_c Gloria gira lo scatolone mezza figura




7_b Gloria gira il faro mezzo busto
7_c Gloria gira il libro verso
Edoardo
mezza figura
8_a Gloria gira la chiave particolare
8_b Gloria gira la rotellina della
sveglia
particolare
9_a Gloria gira la ruota particolare
9_b Gloria fa girare la sedia figura intera
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10_a_1 Gloria gira la manovella del
passaverdura
mezza figura
10_a_2 Gloria gira la manovella del
passaverdura
particolare
10_b Gloria gira la manovella della
centrifuga dell’insalata
mezza figura
11_a_1 Gloria gira la pagina del libro mezza figura
11_a_2 Gloria gira la pagina del libro particolare




11_b_2 Gloria gira velocemente la
pagina del libro
particolare
11_c Gloria gira la pagina
dell’album
mezza figura

















Modificazione di una relazione di











SC_2f7fe729 sbattere_844 Forza su un oggetto: colpo












SC_ 4edb61ab pulire_62 Modificazione del tema: cambio
dello stato (da sporco a pulito)
18_x
SC_461a19a3 pulire_63 Modificazione del tema:











Tabella 5.14: Analisi dei video: distrattori
id_video & thumbnail caption inquadratura
12_x Gloria piega il fil di ferro mezza figura
13_x_1 Gloria mescola le carte mezza figura
13_x_2 Gloria mescola le carte particolare
14_x_1 Gloria rivolta il calzino mezza figura
14_x_2 Gloria rivolta il calzino particolare




15_x_2 Gloria sbatte la mano sul
tavolo
particolare
16_x Gloria attacca il cappotto
all’attaccapanni
mezza figura
17_x_1 Gloria piega il foglio mezza figura
17_x_2 Gloria piega il foglio particolare
18_x Gloria pulisce il tavolo con un
panno
particolare
19_x Gloria pulisce la zucchina particolare
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20_x_1 Gloria attacca il bigliettino
alla porta
mezzo busto
20_x_2 Gloria attacca il bigliettino
alla porta
particolare
5.5.4 Versione definitiva del test
5.5.4.1 La batteria: selezione degli item
Dall’insieme poc’anzi descritto è stato scelto il set definitivo di item. Essendo il
test destinato alla individuazione precoce e alla quantificazione di un deficit, la
selezione degli item è stata ispirata dalla volontà di creare una prova che risulti
molto semplice per soggetti normali, ma al contempo sia in grado di evidenziare
eventuali segni di deterioramento cognitivo, anche lievi. Si è insomma ricercato
il cosiddetto “effetto soffitto”: il punteggio massimo del test deve coincidere con
la prestazione media della popolazione di riferimento.
Subtest 1: Naming
Il primo subtest è una prova di produzione lessicale, che ha lo scopo di verifi-
care l’accesso al lessico e l’integrità della memoria semantica. Dopo una breve
fase di familiarizzazione, al soggetto vengono mostrati in successione brevi vi-
deo (3-6 sec.) che mostrano lo svolgimento di un’azione; viene poi richiesto di
descrivere l’eventualità con un verbo o una frase semplice. L’informante de-
ve dunque percepire ed interpretare lo stimolo visivo, identificare l’eventualità
rappresentata, "recuperare" l’informazione semantico-concettuale associata e la
sua rappresentazione fonologica ed infine produrre un output fonetico.
Durante l’esecuzione della prova non viene fornito alcun aiuto semantico o fono-
logico: l’esaminatore può solo stimolare l’informante ripetendo o riformulando la
domanda ("cosa sta facendo la persona nel video?" "come si chiama questa azio-
ne?"). Nel caso in cui vengano date più risposte, viene tenuta in considerazione
solo l’ultima.
Il test è preceduto da due item di prova, con cui il ricercatore mostra il corretto
svolgimento del compito. Non è previsto nessun limite di tempo.
In tabella 5.15 è riassunta la sequenza definitiva di item della batteria 1, corre-
data delle risposte alfa.
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prova 1 20_x_1 attaccare, appiccicare
prova 2 12_x piegare, curvare, incurvare
1 9_a girare, far girare
2 11_c girare, voltare, sfogliare
3 2_a girare, ruotare
4 16_x attaccare, appendere
5 4_b_2 girare, voltare, rivolgere, volgere
6 5_b_2 girare, mescolare
7 13_x_2 mescolare, mischiare
8 3_a girare, ruotare
9 9_b girare, far girare, far ruotare
10 7_a girare, orientare, ruotare, far vedere*, mostrare*
11 17_x_2 piegare
12 6_a_2 girare, capovolgere, voltare, rigirare
13 18_x pulire, spruzzare*
14 20_x_2 Attaccare, appiccicare, applicare
15 10_b girare, ruotare, centrifugare*, asciugare*, scolare*
16 8_a girare, ruotare, chiudere*
17 11_a_2 girare, voltare, sfogliare
18 7_b girare, orientare, sistemare*, puntare*, regolare*,
posizionare*
19 14_x_2 rigirare, rivoltare, rovesciare
20 6_c girare, capovolgere, rigirare, voltare
21 1_a girare, curvare, svoltare, voltare, camminare +
girare*, girare camminando*
22 1_c girare, curvare, svoltare, voltare, andare in bici +
girare*
23 3_c girare, ruotare, camminare intorno*
24 8_b girare, ruotare, rimettere*, mettere*, puntare*,
regolare*
25 4_a girare, voltare
Come si può notare in tabella, sono stati inclusi tra le risposte alfa non solo i
verbi originariamente connessi alla scena nell’ontologia IMAGACT, ma anche
lemmi che si applicano nel loro senso proprio all’evento ma predicandone un
aspetto diverso, solitamente la funzionalità (ad esempio per il video 8_a sono
stati considerati corretti “girare la chiave”, “ruotare la chiave” e “chiudere la
porta”)32.
32Marcati in tabella 5.15 con un asterisco.
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Anche in considerazione della maggior difficoltà del task rispetto al tradizionale
naming con item di lessico nominale, è sembrato importante garantire un mini-
mo di flessibilità nell’attribuzione del punteggio (“scoring”). Prendendo spunto
dal subtest di Vocabolario e Comprensione della “Wechsler Adult Intelligence
Scale Revised” (WAIS-R), si è deciso di attribuire:
• 2 punti per ciascuna risposta alfa;
• 1 punto per risposta incompleta (1_a camminare, 1_c andare in biciclet-
ta), variante regionale o errore fonologico;
• 0 punti per risposte fuori target (ovvero risposte che rimandano ad ele-
menti presenti nella figura ma che non sono oggetto della predicazione
dal punto di vista semantico e percettivo: 11_a_1, 11_a_2, 11_b_1,
11_b2 leggere, oppure 7_b illuminare), circonlocuzioni, o semplici errori
percettivi.
È da considerarsi corretta qualsiasi forma morfologica del verbo.
Subtest 2: Lessicalizzazione di azioni, risposta multipla
Il secondo subtest, di “lessicalizzazione di azioni”, ha lo scopo di verificare la
capacità di accesso al lessico dell’informante. È infatti documentata in lettera-
tura una dissociazione tra la l’integrità della memoria semantica e la possibilità
di retrieval lessicale: è stato dimostrato, ad esempio in LaBarge et al. (1992),
che sia soggetti anziani con un normale invecchiamento fisiologico che sogget-
ti affetti da forme iniziali e molto moderate di malattia di Alzheimer sono in
grado, pur fallendo il naming , di scegliere sempre la corretta risposta se il task
è proposto nella forma della risposta multipla. L’impossibilità di completare
con risultati soddisfacenti un test di naming potrebbe dunque essere legata sia
ad un deterioramento della memoria semantica, sia ad un problema di acces-
so lessicale: l’informazione potrebbe cioè essere disponibile al soggetto ma non
richiamabile.
Vengono mostrati in successione 11 brevi video (3-6 sec.), uno per ciascun ti-
po azionale del lemma Girare: al soggetto è richiesto di scegliere una o più
di una tra le quattro opzioni presenti in forma scritta nella pagina, accanto al
video. Per evitare che il livello di scolarità e le capacità di lettura dell’infor-
mante influenzino i risultati del test, le possibili risposte vengono anche lette
dal ricercatore alla fine della riproduzione del video.
Durante l’esecuzione della prova non viene fornito alcun aiuto semantico o fo-
nologico. Il test è preceduto da due item di prova, con cui il ricercatore mostra
il corretto svolgimento del compito. Non è previsto nessun limite di tempo.
In tabella 5.16 è riportata la griglia di correzione del subtest 2.
210







risposte alfa Gloria attacca il bigliettino alla porta
Gloria appiccica il bigliettino
risposta generica Gloria muove il bigliettino
risposta errata Gloria toglie il bigliettino dalla porta
prova 2 12_x
risposte alfa Gloria piega il fil di ferro
Gloria curva il fil di ferro
risposta generica Gloria muove il fil di ferro
risposta errata Gloria rimuove il fil di ferro
1 1_a
risposte alfa Gloria gira a sinistra
Gloria svolta a sinistra
risposta generica Gloria si muove verso sinistra
risposta errata Gloria striscia a sinistra
2 6_a_1
risposte alfa Gloria gira la cartolina
Gloria capovolge la cartolina
risposta generica Gloria muove la cartolina
risposta errata Gloria strappa la cartolina
3 2_b
risposte alfa Gloria gira su se stessa
Gloria ruota
risposta generica Gloria si muove
risposta errata Gloria rotola
4 10_a_2
risposte alfa Gloria gira la manovella del
passaverdura
Gloria ruota la manovella del
passaverdure
risposta generica Gloria muove la manovella del
passaverdure
risposta errata Gloria smonta la manovella del
passaverdure
5 8_a
risposte alfa Gloria gira la chiave
Gloria ruota la chiave
risposta generica Gloria muove la chiave
risposta errata Gloria toglie la chiave
6 4_b_2
risposte alfa Gloria si gira
Gloria si volta
risposta generica Gloria si muove
risposta errata Gloria si siede
7 9_a
risposte alfa Gloria gira la ruota
Gloria fa girare la ruota
risposta generica Gloria fa muovere la ruota
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risposta errata Gloria solleva la ruota
8 5_b_2
risposte alfa Gloria gira la zuppa
Gloria mescola la zuppa
risposta generica /
risposta errata Gloria fa la zuppa
Gloria rovescia la zuppa
9 3_a
risposte alfa Gloria gira intorno all’attaccapanni
Gloria ruota intorno all’attaccapanni
risposta generica Gloria si muove intorno
all’attaccapanni
risposta errata Gloria ribalta l’attaccapanni
10 7_a
risposte alfa Fabio gira lo schermo verso Marco
Fabio orienta lo schermo verso Marco
risposta generica Fabio muove lo schermo verso Marco
risposta errata Fabio tira lo schermo a Marco
11 11_a_2
risposte alfa Fabio gira la pagina
Fabio volta la pagina
risposta generica Fabio muove la pagina
risposta errata Fabio sporca la pagina
Anche in questo caso, come nel subtest 1, si è cercato di garantire flessibilità
nello scoring . Si è deciso di attribuire:
• - 2 punti per risposta errata o mancata risposta;
• 1 punto nel caso in cui il soggetto scelga solo la risposta generica;
• 2 punti se l’informante sceglie una tra le risposte alfa;
• 2 punti + un bonus di 0.5 punti se l’informante sceglie:
– entrambe le risposte alfa;
– una risposta alfa + la risposta generica;
– entrambe le risposte alfa + la risposta generica;
Ad esempio, prendendo in considerazione l’item 1, il soggetto riceverà - 2 pun-
ti nel caso in cui risponda Strisciare o non sia in grado di scegliere tra
le alternative, - 1 punto se scegliesse muovere, 2 punti nel caso in cui dia
una sola risposta corretta (Girare o Svoltare) e 2.5 punti le per combina-
zioni Girare-Svoltare, Girare-Muovere, Svoltare-Muovere, Girare-
Svoltare-Muovere.
Con tale siglatura si vuol rendere conto del comportamento semantico normale
dei parlanti, che spesso, oltre a scegliere il verbo che meglio descrive l’evento,
sono portati a fare inferenze tra lemmi, quali: “se Gloria sta girando/sta svol-
tando, Gloria si sta anche muovendo”. muovere descrive in modo molto, forse




Il protocollo sperimentale prevede la somministrazione individuale del test, in
ambiente familiare. Le prove devono essere presentate rispettando la sequenza
prestabilita, pena una semplificazione eccessiva.
Il ricercatore ha a sua disposizione un foglio che riproduce la sequenza degli item
della batteria, per annotare i risultati o prendere appunti33. Se possibile, le ses-
sioni vengono registrate audiovisivamente. In condizioni ideali, come nel corso
della taratura del test, l’acquisizione del video avviene mediante due telecamere:
la prima, una web-cam integrata nel computer portatile con cui viene sommi-
nistrato il test, inquadra in primo piano il volto ed il busto dell’informante; la
seconda, posizionata su un cavalletto ad un paio di metri di distanza, riprende la
scena nel suo insieme (informante e ricercatore, inquadrati come mezza figura).
Il setting è mostrato in fig. 5.14.
Figura 5.14: Setting sperimentale
Non solo i materiali registrati assicurano la possibilità per il ricercatore di ri-
guardare le interviste ed eventualmente cogliere dettagli che erano sfuggiti alla
sua attenzione nel corso dell’intervista; le registrazioni servono a mantenere trac-
cia di eventuali gesti prodotti dall’informante a supporto o integrazione della
locuzione (par. 5.5.7).
L’adozione di una disposizione così complessa è resa possibile dall’ambiente e
dalle modalità con cui il test viene proposto: durante la taratura il ricercatore
ha, di solito, tutto il tempo necessario per allestire lo spazio. A ciò va aggiunto
il fatto che gli informanti si sottopongono al test in maniera volontaria e, non
essendo affetti da alcuna patologia, è improbabile che si stanchino.
Laddove esigenze operative lo richiedano, è però possibile ridurre la strumen-




Per ridurre le difficoltà legate alla maggiore o minore familiarità dell’intervistato
con il computer e soprattutto non inibire la produzione di gesti34, gli item ven-
gono proposti dall’esaminatore: è lui che scandisce il ritmo della prova, passando
da uno stimolo al successivo.
Soprattutto in relazione all’età dell’informante andranno tenuti in considerazio-
ne alcuni fattori che possono influenzarne il livello della prestazione. In par-
ticolare, seguendo le indicazioni di Chattat (2004) gli aspetti da tenere sotto
controllo per far sì che i risultati della prova siano attendibili sono:
• ambiente: per evitare che il contesto interferisca con la capacità di con-
centrazione e attenzione il posto scelto dovrà essere calmo e protetto da
rumori;
• presenza di alterazioni della vista e dell’udito: bisognerà assicurarsi che
vengano utilizzati eventuali mezzi di correzione necessari;
• affaticamento: andrà monitorato il livello di fatica, contenendolo per quan-
to possibile proponendo delle pause.
Successivamente le risposte date dal soggetto vengono trascritte in un foglio
excel35 e conservate insieme agli eventuali materiali audio-video prodotti. I dati
vengono infine archiviati utilizzando come nome file la sigla dell’informatore.
Prima di iniziare la taratura della batteria, è stata fatta una prova generale del
protocollo sottoponendo il test ad un informante36.
5.5.4.3 Modalità di acquisizione dei dati personali
Prima di iniziare il test, viene richiesto all’informante di firmare il modulo di
espressione del consenso al trattamento dei dati personali37 e la liberatoria
alla realizzazione di riprese audio-video e all’utilizzazione a fini scientifici dei
materiali registrati38.
Viene quindi compilata dal ricercatore una “scheda informatore”39, che contiene
gli aspetti salienti della biografia dell’informante. Per garantire l’anonimità
e la riservatezza delle risposte fornite, in questa fase ad ogni partecipante al
test viene associata una sigla; i dati, così anonimizzati, sono riportati in forma
sintetica nella tabella “sintesi_informatori.xls”40. Schede personali e tabella
sono conservate separatamente: solo la tabella verrà resa pubblica.
La biografia degli informatori viene sintetizzata secondo i seguenti parametri:
34I primi test effettuati hanno ad esempio evidenziato che la posizione delle mani sulla
tastiera richiesta dall’interazione dell’informante con il computer riduce fino quasi ad annullare
la produzione di gesti.
35Il modello di tale foglio è riportato in Appendice G, G5—modello_risposte.xls
36L’informante è indicato con la sigla b_00. I dati raccolti durante il test non sono confluiti
nelle analisi successive
37Il modello contenuto è nell’Appendice G, G3—espressione_consenso_trattamento_dati_personali.pdf
38Il modello è riportato in Appendice G, G2—liberatoria_riprese_audiovideo_e_utilizzo_immagine.pdf




– nome: campo di testo
– cognome: campo di testo
– sesso: M/F
– data di nascita: in formato gg/mm/aaaa
– fascia di età:
SIGLA RANGE DI ETÀ
A < 20 anni
B 21 – 35 anni
C 36 – 50 anni
D 51 – 65 anni
E > 66 anni
Tabella 5.17: Acquisizione dei dati personali: fasce di età
• Informazioni geografiche
– luogo di nascita: campo di testo
– regione di provenienza: campo di testo
– città di residenza: campo di testo
– altre città in cui ha vissuto: campo di testo (opzionale, si riferisce ad
eventuali altre città in cui l’informatore ha vissuto per un periodo di
tempo significativo)
• Istruzione e vita professionale
– professione attuale: campo di testo
– altre professioni svolte in precedenza: campo di testo (opzionale, si
riferisce ad eventuali altre professioni svolte dall’informatore per un
periodo di tempo significativo)
– istruzione
SIGLA LIVELLO DI ISTRUZIONE
A Licenza elementare
B Licenza scuola media inferiore
C Licenza scuola media superiore
D Laurea Triennale, master I°livello
E Laurea Specialistica, Magistrale, Vecchio Ordinamento, Master 2° livello
F Dottorato, Specializzazione medicina, seconda laurea
Tabella 5.18: Acquisizione dei dati personali: livello di istruzione
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– istruzione, descrizione: campo di testo (descrizione sintetica degli
studi)
• Lingue
– madrelingua: campo di testo
– bilingue: S/N
– lingue conosciute: campo di testo
– altre lingue con cui è entrato in contatto: campo di testo (opzionale)
• Altre informazioni notevoli: campo di testo (opzionale)
5.5.4.4 Specifiche tecniche di realizzazione software
Per la presentazione dei dati è stato realizzato un ipertesto in html 5. La scelta
è stata dettata in primo luogo da ragioni di portabilità della batteria in sistemi
operativi diversi: per visualizzare il test è infatti sufficiente un qualsiasi browser
web41.
Inoltre, nel caso in cui sia possibile in futuro avviare una sperimentazione in
ambito clinico su scala più ampia, SMAAV potrà essere caricata in rete ed
essere resa disponibile online ai ricercatori.
Nel definire il layout delle pagine si è cercato di comporre una struttura semplice
e chiara, per non distogliere l’attenzione dell’informante dallo stimolo. Le pagine
del subtest 1 contengono solo due elementi: il video, che campeggia al centro
dello schermo, e una freccia cliccabile che consente di passare agli item successivi
(esempio e prototipo strutturale in fig. 5.15).
Figura 5.15: Subtest 1: esempio di pagina (a sinistra) e prototipo strutturale (a
destra)
Nelle pagine del subtest 2, la lista di opzioni affianca il video in posizione
prominente nella pagina 5.16.
I video sono in formato mp4, codec h.264, risoluzione 1024 x 576, aspect ratio
16:9.
41Il sistema è stato ottimizzato per Chrome e Safari. È stata scelta la versione 5 di html
in quanto la DTD consente di produrre markup valido anche introducendo nel documento file
multimediali.
216
Figura 5.16: Subtest 2: esempio di pagina (a sinistra) e prototipo strutturale (a
destra)
5.5.5 Validazione psicometrica del test
Per fare in modo che il test acquisisca un pieno valore scientifico, è necessario
validarlo raccogliendo dati aggregati da campioni sufficientemente ampi, al fine
di derivarne inferenze generalizzabili. Ciò consentirà di collocare le prestazioni
cognitive dei soggetti che vi prenderanno parte rispetto a dei valori normativi, e
quindi di classificarle come normali o patologiche. La validazione renderà inoltre
possibile il confronto delle prestazioni dei parlanti fra di loro, nonché quello delle
prestazioni di uno stesso soggetto in momenti diversi.
5.5.5.1 Criteri generali
Sono stati identificati due gruppi di interesse per la valutazione delle perfor-
mance:
• età adulta, rispetto a cui valutare i risultati di soggetti con invecchia-
mento fisiologico al test cognitivo;
• età anziana, fascia di riferimento per i pazienti affetti da Mild Cogni-
tive Impairment. L’età convenzionalmente utilizzata dai gerontologi per
definire l’ingresso nella vecchiaia, qui accettata, è quella del pensionamen-
to e del ritiro dalla vita attiva, attualmente collocata attorno ai 65 anni
(Chattat, 2004).
Le indicazioni bibliografiche a disposizione documentano una sostanziale stabi-
lità delle performance lungo il corso degli anni almeno fino alla settima decade.
Considerando però l’ampiezza dell’arco temporale coperto da questi due gruppi,
non si è ritenuto di poterla accettare a priori anche per la batteria SMAAV. È
stato pertanto deciso di scegliere come strategia di ricerca un disegno di tipo
trasversale, suddividendo la popolazione complessiva in cinque sotto-popolazioni
omogenee rispetto al parametro “età” (vedi tab. 5.17).
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Dalla raccolta dati è stato ovviamente escluso il gruppo A, per il momento non
interessante ai fini dello studio. La fascia di età adulta è coperta dai gruppi B,
C e D: verranno pertanto messi a confronto i punteggi di B e D (che coprono gli
estremi della popolazione) e, se non si evidenzieranno differenze statisticamente
rilevanti, nelle successive elaborazioni i campioni stratificati verranno collassati
in un unico gruppo.
Il numero di test da raccogliere è stato fissato a 45, secondo le seguenti propor-
zioni:





Età anziana gruppo E 14
Tabella 5.19: Ripartizione per fasce di età dei test da raccogliere
5.5.5.2 Criteri di reclutamento del gruppo di controllo
Per quanto possibile, nel selezionare i campioni si è cercato di tenere in consi-
derazione, oltre all’età, le principali variabili descrittive e demografiche: “sesso”,
“provenienza geografica”, “professione” ed “istruzione”. I dati dei parlanti sono
riportati in forma anonima in Appendice I, file I1—sintesi_informatori.xls.
In particolare, il parametro “sesso” rispecchia con ottima approssimazione le
proporzioni vigenti nella popolazione italiana42. Per il gruppo E si è cercato di
tenere in considerazione la maggior longevità delle donne rispetto agli uomini.




48.4 %gruppo C 0 3
gruppo D 8 6
gruppo E 9 64.3 % 5 36 %
Tabella 5.20: Partecipanti al test: parametro “sesso”
Sebbene i dati IMAGACT possano essere considerati rappresentativi dell’uso
standard della lingua italiana, si è deciso di circoscrivere il reclutamento dei
42Dati statistici ufficiali diffusi dall’ISTAT (http://dati.istat.it/) per l’anno 2013.
Popolazione residente in Italia al 1/01/2013
unità %
femmine 30 795 630 51.59 %
maschi 28 889 597 48.40 %
totale 59 685 227 100 %
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parlanti all’Italia centrale: Toscana, Umbria, Marche e Lazio. Tale scelta è
stata operata in ragione delle forti variazioni diatopiche documentate per la
competenza lessicale nell’ambito semantico dei verbi d’azione. I linguisti che
hanno realizzato l’ontologia provengono da tale area geografica.
Tutti i soggetti inclusi nel campione, inoltre:
• sono monolingui;
• non hanno avuto ritardi nello sviluppo;
• non sono gemelli.
Gli informatori hanno svolto il test su base volontaria e a titolo completamente
gratuito.
Tutte le analisi statistiche dei paragrafi successivi sono state realizzate utiliz-
zando il linguaggio R.
5.5.5.3 Taratura del subtest 1
Analisi del gruppo di controllo Età Adulta
Verranno studiati singolarmente i gruppi B e D, calcolandone innanzi tutto i
principali indicatori statistici (media, mediana, varianza, deviazione standard,
massimo, minimo, primo e terzo quartile) e verificandone quindi la normalità
della distribuzione ai fini della scelta del test, parametrico o non parametrico.
Verrà quindi sondata la significatività delle differenze tra i due gruppi. Se non
vi saranno differenze statisticamente rilevanti, verrà creato un unico gruppo di
controllo “Età adulta” e si procederà alla sua descrizione.
Gruppo B
DISTRIBUZIONE di FREQUENZE




43 1 0.07142857 1 0.07142857
44 1 0.07142857 2 0.14285714
45 2 0.14285714 4 0.28571429
46 5 0.35714286 9 0.64285714
47 1 0.07142857 10 0.71428571
48 2 0.14285714 12 0.85714286
49 1 0.07142857 13 0.92857143
50 1 0.07142857 14 1.00000000
Tabella 5.21: Subtest 1, gruppo B: distribuzione di frequenze
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media mediana varianza deviazione standard
46.36 46.00 3.631868 1.905746
min max 1st Qu. 3rd Qu.
43.00 50.00 45.25 47.75
Tabella 5.22: Subtest 1, gruppo B: indicatori statistici
Figura 5.17: Subtest 1, gruppo B: grafici
Verifica della normalità della distribuzione: test di Shapiro-Wilk
W = 0.9613
p  value = 0.7447








41 2 0.14285714 2 0.1428571
42 1 0.07142857 3 0.2142857
43 2 0.14285714 5 0.3571429
46 3 0.21428571 8 0.5714286
47 1 0.07142857 9 0.6428571
48 2 0.14285714 11 0.7857143
49 2 0.14285714 13 0.9285714
50 1 0.07142857 14 1.00000000
Tabella 5.23: Subtest 1, gruppo D: distribuzione di frequenze
Figura 5.18: Subtest 1, gruppo D: grafici
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media mediana varianza deviazione standard
45.64 46.00 9.631868 3.103525
min max 1st Qu. 3rd Qu.
41.00 50.00 43.00 48.00
Tabella 5.24: Subtest 1, gruppo D: indicatori statistici
Verifica della normalità della distribuzione: test di Shapiro-Wilk
W = 0.9136
p  value = 0.1777
Anche in questo caso, dunque, la distribuzione è normale.
Gruppo di controllo “Età Adulta”
È stata quindi verificata la significatività delle differenze tra i gruppi B e D:
essendo le due distribuzioni normali, si è deciso di applicare il t-test di Student.
Preliminarmente è stata valutata l’omogeneità delle varianze campionarie dei
due gruppi (omoschedasticità) tramite il test F di Fisher.
F = 2.652
gradi di liberta` : numeratore = 13 denominatore = 13
p  value = 0.09045
È stato quindi eseguito il t-test di Student per dati non appaiati e varianze
omogenee:
t =  0.7338
gradi di liberta` = 26
p  value = 0.4696
La differenza tra i due campioni non è significativa (p   value > 0.05). Si po-
trebbe obiettare che i campioni sono troppo limitati perché un test parametrico
sia significativo; si è deciso perciò di fugare ogni dubbio affiancandogli il test
non parametrico di Wilcoxon-Mann-Withney.
W = 105.5
p  value = 0.7266
I dati confermano quanto attestato in bibliografia: non vi sono variazioni si-
gnificative nei risultati dei test di naming nel corso dell’età adulta. È possibile
pertanto creare un unico gruppo di controllo, composto da soggetti di età com-
presa tra i 21 e i 65 anni. Questo dato è estremamente rilevante e potrà essere








41 2 0.06451613 2 0.06451613
42 1 0.03225806 3 0.09677419
43 4 0.12903226 7 0.22580645
44 2 0.06451613 9 0.29032258
45 2 0.06451613 11 0.35483871
46 9 0.29032258 20 0.64516129
47 2 0.06451613 22 0.70967742
48 4 0.12903226 26 0.83870968
49 3 0.09677419 29 0.93548387
50 2 0.06451613 31 1.00000000
Tabella 5.25: Subtest 1, gruppo di controllo Età Adulta: distribuzione di frequenze
Figura 5.19: Subtest 1, gruppo di controllo Età Adulta: grafici
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media mediana varianza deviazione standard
45.84 46.00 6.273118 2.504619
min max 1st Qu. 3rd Qu.
41.00 50.00 44.00 48.00
Tabella 5.26: Subtest 1, gruppo di controllo Età Adulta: indicatori statistici
Verifica della normalità della distribuzione: test di Shapiro-Wilk
W = 0.9531
p  value = 0.1899
È a questo punto possibile stabilire il punteggio di cut-off utilizzando la formula
m-2sv, ovvero fissando il livello critico 2 deviazioni standard al di sotto della
media. Per la fascia di età in analisi andranno considerati patologici i punteggi
inferiori a 41.
Figura 5.20: Subtest1, gruppo di controllo Età Adulta: distribuzione ogivale delle
frequenze
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Analisi del gruppo di controllo Età Anziana (Gruppo E)
Verranno calcolati i principali indicatori statistici del campione (media, me-
diana, varianza, deviazione standard, massimo, minimo, primo e terzo quartile)
e verificata la normalità della distribuzione.
Verrà quindi verificata la significatività delle differenze tra il gruppo di control-
lo per l’età adulta, precedentemente descritto, ed il gruppo E. Saranno infine
indagate eventuali correlazioni tra le variabili del campione.
DISTRIBUZIONE di FREQUENZE




31 1 0.07142857 1 0.07142857
34 1 0.07142857 2 0.14285714
38 1 0.07142857 3 0.21428571
39 1 0.07142857 4 0.28571429
41 1 0.07142857 5 0.35714286
43 3 0.21428571 8 0.57142857
44 2 0.14285714 10 0.71428571
45 1 0.07142857 11 0.78571429
47 2 0.14285714 13 0.92857143
50 1 0.07142857 14 1.00000000
Tabella 5.27: Subtest 1, gruppo E: distribuzione di frequenze
media mediana varianza deviazione standard
42.07 43.00 26.53297 5.151016
min max 1st Qu. 3rd Qu.
31.00 50.00 39.50 44.75
Tabella 5.28: Subtest 1, gruppo E: indicatori statistici
Verifica della normalità della distribuzione: test di Shapiro-Wilk.
W = 0.9423
p  value = 0.4491
La distribuzione è normale.
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Figura 5.21: Subtest 1, gruppo E: grafici
È stata verificata la significatività delle differenze tra gruppo Età Adulta e
gruppo E, anche in questo caso eseguendo prima il test F di Fisher e quindi il
t-test di Student.
Test F di Fisher:
F = 4.2296
gradi di liberta` : numeratore = 13 denominatore = 30
p  value = 0.001077
t-test di Student per dati non appaiati e varianze non omogenee:
t =  2.6012
gradi di liberta` = 15.846
p  value = 0.0194
La differenza tra i due campioni è significativa (p  value< 0.05).
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Come nel caso precedente, al t-test è stato affiancato il test non parametrico di
Wilcoxon-Mann-Withney.
W = 114
p  value = 0.01096
I dati confermano la bibliografia: vi è una effettiva diminuzione delle perfor-
mance di naming in età anziana. Come ipotizzato, sono quindi necessari due
gruppi di controllo.
Anche in questa occasione il cut-off è stato fissato 2 deviazioni standard al
di sotto della media (m-2sv). Per il gruppo E andranno considerati patologici
punteggi inferiori a 32.
Figura 5.22: Subtest 1, gruppo E: distribuzione ogivale delle frequenze
Per concludere, sono state indagate due correlazioni salienti tra variabili. La
prima è stata quella tra punteggio al test ed età, risultata statisticamente
significativa al test R di Pearson (parametrico).
t =  3.1023
gradi di liberta` = 12
p  value = 0.009151
CoefficienteR di Pearson :  0.6671348
La seconda correlazione tra variabili indagata è stata quella tra punteggio e
livello di istruzione, che invece non si è dimostrata significativa ai test non pa-
rametrici rho di Spearman e tau di Kendall:
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Figura 5.23: Subtest 1, gruppo E: correlazione punteggio/età, scatterplot
Spearman’s rank correlation rho
S = 256.599
p  value = 0.1191
r = 0.436046
Kendall’s rank correlation tau
Z = 1.5059
p  value = 0.1321
t = 0.3396413
La mancanza di significatività di quest’ultima correlazione non stupisce: nelle
intenzioni della batteria, infatti, gli item dovrebbero far parte della competenza
di base di un parlante madrelingua, a prescindere dal suo livello di istruzione.
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5.5.5.4 Taratura del subtest 2
Il punteggio (par. 5.5.4.1) è stato diviso in due componenti:
• punteggio base, indice del superamento o del fallimento della prova;
• punteggio bonus, indice della ricchezza con cui il parlante descrive l’even-
to, probabilmente legato alle preferenze e allo stile di risposta dei singoli
soggetti.
Come per il test precedente, i risultati verrano analizzati singolarmente per il
gruppo degli adulti e per il gruppo degli anziani.
Analisi del gruppo di controllo Età Adulta
Confermando le intenzioni originarie, l’andamento dei punteggi ha mostra-
to un effetto soffitto: tutti i parlanti adulti hanno ottenuto un punteggio base
di 22, che quindi è il cut-off del test.
Per quanto riguarda invece il bonus, è stata riscontrata un’enorme variabilità in-
terna a tutti e tre i campioni stratificati (range 0.0 5.5). Per chiarire le ragioni
di tale variabilità sono state sondate varie possibilità di correlazione: punteg-
gio/età, punteggio/istruzione. Nessuna delle due si è dimostrata significativa,
pertanto i risultati sono da imputare alle specifiche preferenze dei parlanti.
Punteggio/età
Spearman’s rank correlation rho
S = 5472.327
p  value = 0.5803
r =  0.1032917
Kendall’s rank correlation tau
z =  0.5568
p  value = 0.5776
t = 0.07684953
Punteggio/istruzione
Spearman’s rank correlation rho
S = 4328.253
p  value = 0.4947
r = 0.1273683
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Kendall’s rank correlation tau
z = 0.7127
p  value = 0.476
t = 0.1090009
Analisi del gruppo di controllo Età Anziana (Gruppo E)
Per quanto riguarda il punteggio base, a differenza del gruppo di controllo
Età Adulta non tutti hanno raggiunto i 22 punti; tre informanti hanno totaliz-
zato 21, una differenza minima dovuta alla scelta di un verbo troppo generico
in uno dei 11 item, mentre 1 soggetto ha ottenuto solo 17 punti, configurandosi
quindi come outlier .
media mediana varianza deviazione standard
21.43 22.00 1.802198 1.34246
min max 1st Qu. 3rd Qu.
17.00 22.00 21.25 22.00
Tabella 5.29: Subtest 1, gruppo E: indicatori statistici
Nonostante il campione debba essere ampliato, si è cercato di stabilire comunque
un punteggio di cut-off , fissandolo provvisoriamente 2 deviazioni standard al di
sotto della media (m-2sv), ovvero a 19 punti.
Anche nel caso degli anziani, la componente bonus del punteggio è estrema-
mente variabile, pur distribuendosi in un range più limitato rispetto al gruppo
degli adulti (0.0  5.0). Come in precedenza, sono state indagate le correlazioni
punteggio/età e punteggio/istruzione, con esito negativo.
Punteggio/età
Spearman’s rank correlation rho
S = 657.1739
p  value = 0.1114
r =  0.4443383
Kendall’s rank correlation tau
z =  1.5035




Spearman’s rank correlation rho
S = 378.8973
p  value = 0.5676
r = 0.1672588
Kendall’s rank correlation tau
z = 0.7264
p  value = 0.4676
t = 0.165948
È stata infine indagata la significatività statistica della differenza tra il punteggio
bonus degli adulti e quello degli anziani mediante il test non parametrico di
Wilcoxon-Mann-Withney, con esito positivo (p  value < 0.05).
W = 98
p  value = 0.002964
I soggetti più anziani dimostrano quindi, in linea generale, una minor ricchezza
nella descrizione dell’eventualità. Anche in questo caso è dunque necessario te-
nere distinti i due gruppi di controllo.
5.5.6 Analisi linguistica delle risposte
I dati derivati dalla taratura della batteria si allineano ai risultati delle ricerche
prodotte in letteratura sull’argomento: i parlanti con invecchiamento normale,
pur fallendo il naming su un item, ottengono il massimo del punteggio nel
subtest a scelta multipla; le minori performance nel naming andranno ricondotte
probabilmente ad un problema di recupero lessicale, e non di deterioramento
della memoria semantica.
Alle osservazioni di tipo quantitativo è stata affiancata un’analisi qualitativa,
allo scopo di evidenziare eventuali pattern distributivi delle risposte degli infor-
manti e avere un feedback sulla consistenza e la riconoscibilità dei tipi in relazione
alla variazione orizzontale; l’analisi, condotta separatamente per i gruppi di con-
trollo Età Adulta ed Età Anziana, sarà ristretta agli item che appartengono
all’area semantica di “Girare” ed escluderà quindi i distrattori.
A tal fine, è stata preliminarmente esplicitata la relazione tra tipi, scene che ne
istanziano la variazione orizzontale e item della batteria (tab. 5.30).
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Tabella 5.30: Tipi azionali, video e item: tabella di corrispondenza
Tipo id_video item
Tipo 1 1_a
subtest 1, item 21
subtest 2, item 1
1_c subtest 1, item 22
Tipo 2 2_a subtest 1, item 32_b subtest 2, item 3
Tipo 3 3_a
subtest 1, item 8
subtest 2, item 9
3_c subtest 1, item 23
Tipo 4 4_a subtest 1, item 25
4_b_2 subtest 1, item 5subtest 2, item 6
Tipo 5 5_b_2 subtest 1, item 6subtest 2, item 8
Tipo 6 6_a_2
subtest 1, item 12
subtest 2, item 2
6_c subtest 1, item 20
Tipo 7 7_a
subtest 1, item 10
subtest 2, item 10
7_b subtest 1, item 18
Tipo 8 8_a
subtest 1, item 16
subtest 2, item 5
8_b subtest 1, item 24
Tipo 9 9_a
subtest 1, item 1
subtest 2, item 7
9_b subtest 1, item 9
Tipo 10 10_a_2 subtest 2, item 410_b subtest 1, item 15
Tipo 11 11_a_2
subtest 1, item 17
subtest 2, item 11
11_c subtest 1, item 2
5.5.6.1 Indice di difficoltà degli item
La prima analisi effettuata ha riguardato la difficoltà relativa degli item nel
subtest di naming : l’indice è stato derivato semplicemente calcolando il numero
e la percentuale di risposte corrette.
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Tabella 5.31: Indice di difficoltà degli item
Tipo Item
Naming Corretti
Età Adulta Età Anziana
numero % numero %
Tipo 1
subtest 1, item 21 28/31 90.32% 10/14 71.43%
subtest 1, item 22 30/31 96.77% 10/14 71.43%
Tipo 2 subtest 1, item 3 30/31 96.77% 9/14 64.28%
Tipo 3
subtest 1, item 8 29/31 93.55% 13/14 92.86%
subtest 1, item 23 29/31 93.55% 14/14 100%
Tipo 4
subtest 1, item 25 24/31 77.42% 10/14 71.43%
subtest 1, item 5 28/31 90.32% 12/14 85.71%
Tipo 5 subtest 1, item 6 27/31 87.1% 6/14 42.86%
Tipo 6
subtest 1, item 12 28/31 90.32% 13/14 92.86%
subtest 1, item 20 24/31 77.42% 12/14 85.71%
Tipo 7
subtest 1, item 10 28/31 90.32% 11/14 78.57%
subtest 1, item 18 27/31 87.1% 6/14 42.86%
Tipo 8
subtest 1, item 16 26/31 83.87% 11/14 78.57%
subtest 1, item 24 30/31 96.77% 14/14 100%
Tipo 9
subtest 1, item 1 29/31 93.55% 12/14 85.71%
subtest 1, item 9 30/31 96.77% 13/14 92.86%
Tipo 10 subtest 1, item 15 25/31 80.64% 11/14 78.57%
Tipo 11
subtest 1, item 17 28/31 90.32% 10/14 71.43%
subtest 1, item 2 29/31 93.55% 13/14 92.86%
Le percentuali di corretto naming degli informanti del gruppo di controllo Età
Adulta sono molto alte (minimo: 77.42% sugli item 20 e 25). Come risultava
evidente anche dalle analisi statistiche del paragrafo 5.5.5.3, i soggetti del gruppo
di controllo Età Anziana commettono invece più errori; gli item 6 e 18 si sono
rivelati più problematici (solo il 42.86% dei soggetti lessicalizza correttamente
lo stimolo visivo).
5.5.6.2 Proprietà semiotiche delle immagini: verbi elicitati dai video
È stato quindi preso in considerazione il punto di vista semiotico, valutando
la capacità dei video di elicitare correttamente un determinato verbo. Gli alti
punteggi “base” ottenuti nel corso della validazione psicometrica della batteria
dai pazienti di controllo di entrambi i gruppi nel subtest 2 hanno reso evidente
che, in presenza di varie opzioni di scelta, i parlanti non hanno alcuna difficol-
tà a riconoscere l’evento come predicabile con un lemma appartenente all’area
semantica “Girare”. Al contrario, quando la risposta è completamente libera
i soggetti, nel lessicalizzare l’evento, possono essere indotti a selezionare altri
tratti o punti di vista tra quelli a disposizione. Tale aspetto è stato studia-
to calcolando numero e incidenza percentuale degli utilizzi dei lemmi dell’area
semantica “Girare” rispetto al totale dei naming corretti.
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Tabella 5.32: Video elicitanti verbi dell’area semantica Girare
Tipo item
“Girare” / naming corretti
Età Adulta Età Anziana
numero % numero %
Tipo 1
subtest 1, item 21 28/28 100% 10/10 100%
subtest 1, item 22 30/30 100% 10/10 100%
Tipo 2 subtest 1, item 3 30/30 100% 9/9 100%
Tipo 3
subtest 1, item 8 29/29 100% 12/13 92.31%
subtest 1, item 23 25/29 86.21% 12/14 85.71%
Tipo 4
subtest 1, item 25 24/24 100% 10/10 100%
subtest 1, item 5 28/28 100% 12/12 100%
Tipo 5 subtest 1, item 6 27/27 100% 6/6 100%
Tipo 6
subtest 1, item 12 28/28 100% 13/13 100%
subtest 1, item 20 24/24 100% 12/12 100%
Tipo 7
subtest 1, item 10 11/28 39.28% 1/11 9.09%
subtest 1, item 18 20/27 74.07% 4/6 66.67%
Tipo 8
subtest 1, item 16 13/26 50% 6/11 54.54%
subtest 1, item 24 12/30 40% 5/14 35.71%
Tipo 9
subtest 1, item 1 29/29 100% 12/12 100%
subtest 1, item 9 30/30 100% 13/13 100%
Tipo 10 subtest 1, item 15 9/25 36% 7/11 63.64%
Tipo 11
subtest 1, item 17 28/28 100% 10/10 100%
subtest 1, item 2 29/29 100% 13/13 100%
I video più problematici, e quindi potenzialmente migliorabili, sono 3_c (item
23), 7_a (item 10), 7_b (item 18), 8_a (item 16), 8_b (item 24), 10_b (item
15). In tabella 5.33 sono riportate le alternative semantiche con cui le eventualità
in essi raffigurate sono state lessicalizzate.
video item lemma
3_c subtest 1, item 8 / item 23 camminare
7_a subtest 1, item 10 mostrare, far vedere
7_b subtest 1, item 18 posizionare, puntare, sistemare
8_a subtest 1, item 16 chiudere
8_b subtest 1, item 24 caricare, rimettere, regolare
10_b subtest 1, item 15 centrifugare, scolare, asciugare
Tabella 5.33: Alternative di lessicalizzazione: video 3_c, 7_a, 7_b, 8_a, 8_b, 10_b
Per quanto riguarda i tipi 8 e 10, la scarsa capacità dei video di elicitare verbi
connessi all’area semantica “Girare” va imputata ad una scorretta focalizza-
zione, ed è perciò perfettibile. Maggiormente controversi sono invece i video
dei tipi 3 e 7, che per definizione implicano una relazione interpersonale o la
presenza nella scena di un riferimento implicito o esplicito: tale aspetto, che
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induce di frequente i parlanti a lessicalizzazioni alternative, è però intrinseco
nella rappresentazione ed ineliminabile.
5.5.6.3 Valutazione della riconoscibilità della classificazione azionale
È stata poi sondata la riconoscibilità della classificazione azionale, attraverso il
confronto delle risposte date dagli informanti nel subtest 1 per video riconducibili
allo stesso tipo. Le risposte sono state divise in tre gruppi sulla base dei verbi
utilizzati, distinguendo tra lessicalizzazione mediante lo stesso lemma, attraverso
due lemmi che sono in relazione “verbo generale/iponimo” o lemmi appartenenti
ad aree semantiche diverse.
Tabella 5.34: Riconoscibilità della classificazione: Età Adulta
Tipo Item stessa area semantica diversaarea sem.stesso lemma ipo-/iperonimo
Tipo 1 item 21 / item 22 25/28 (89.29%) 3/28 (10.71%) -
Tipo 3 item 8 / item 23 20/28 (71.43%) 4/28 (14.28%) 4/28
(14.28%)
Tipo 4 item 25 / item 5 21/23 (91.30%) 2/23 (8.7%) -
Tipo 6 item 12 / item 20 14/22 (63.64%) 8/22 (36.36%) -
Tipo 7 item 10 / item 18 6/24 (25%) 16/24 (66.67%) 2/24
(8.33%)
Tipo 8 item 16 / item 24 8/26 (30.77%) - 18/26
(69.23%)
Tipo 9 item 1 / item 9 21/28 (75%) 7/28 (25%) -
Tipo 11 item 17 / item 2 20/26 (76.92%) 6/26 (23.08%) -
Tabella 5.35: Riconoscibilità della classificazione: Età Anziana
Tipo Item stessa area semantica diversaarea sem.stesso lemma ipo-/iperonimo
Tipo 1 item 21 / item 22 6/7 (85.71%) 1/7 (14.29%) -
Tipo 3 item 8 / item 23 10/13 (76.92%) - 3/13
(23.08%)
Tipo 4 item 25 / item 5 7/9 (77.78%) 2/9 (22.22%) -
Tipo 6 item 12 / item 20 5/11 (45.45%) 6/11 (54.55%) -
Tipo 7 item 10 / item 18 - 1/4 (25%) 3/4 (75%)
Tipo 8 item 16 / item 24 2/11 (18.18%) - 9/11
(81.82%)
Tipo 9 item 1 / item 9 10/11 (90.91%) 1/11 (9.09%)
Tipo 11 item 17 / item 2 6/10 (60%) 4/10 (40%) -
Anche tabulati in questa forma, i dati rivelano una maggior problematicità degli
item collegati ai tipi 3, 7 e 8.
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Infine, sono state confrontate le risposte date sui video al variare del task (nam-
ing/scelta multipla). L’analisi ha confermato i risultati del paragrafo 5.5.5.4:
il gruppo di controllo Età Adulta mostra, in generale, una maggior ricchezza
nella descrizione dell’eventualità rappresentata rispetto a quello Età Anziana.
Le tabelle che seguono (5.36 e 5.37) rendono evidenti quali siano gli item su cui si
concentrano concettualizzazioni “altre” nel naming , corrette nel subtest 2. Nei
casi di lessicalizzazione con verbo appartenente all’area semantica “Girare”,
invece, vengono mostrati i pattern di risposta degli informanti:
• conferma, (C): nel subtest 2 l’informante impiega un unico lemma tra le
opzioni disponibili per la lessicalizzazione del’item, lo stesso verbo usato
nel corso del naming ;
• integrazione, (I): l’informante utilizza un unico lemma tra quelli messi a
disposizione nel subtest a scelta multipla, che appartiene alla medesima
area semantica ed è in relazione di maggiore/minore generalità rispetto al
lemma con cui ha denominato lo stimolo visivo durante il subtest 1;
• arricchimento, (A): l’informante descrive lo stimolo visivo con più di un
verbo tra quelli a disposizione.
Tabella 5.36: Pattern di risposta naming/scelta multipla: Età Adulta
tipo
(video) item
stessa area semantica correzioneC I A
Tipo 1
(1_a)
subtest 1, item 21
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stessa area semantica correzioneC I A
Tipo 1
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subtest 1, item 21










subtest 1, item 3










subtest 1, item 8











subtest 1, item 5










subtest 1, item 6










subtest 1, item 12










subtest 1, item 10







subtest 1, item 16











subtest 1, item 1










subtest 1, item 17








Solo ampliando il campione, però, sarà possibile trarre conclusioni realmente
significative su quest’ultimo aspetto.
237
5.5.7 Analisi dei gesti articolati dagli informanti durante
la somministrazione del protocollo sperimentale43
A conclusione del lavoro, si è deciso di dedicare un piccolo spazio all’analisi delle
produzioni gestuali degli informanti durante la somministrazione della batteria,
sulla scorta delle suggestioni riguardo ad un approccio globale, integrato e mul-
timodale all’analisi dei processi comunicativi che si stanno diffondendo in let-
teratura, anche grazie alle più recenti ricerche nel campo delle neuroscienze44.
Secondo tali approcci, i gesti sono parte integrante del processo comunicativo e
il linguaggio è un sistema integrato gesto-parlato (Kendon, 2004; McNeill, 2000,
2005).
“As a close examination of the coordination of gesture with speech sug-
gests, these two forms of expression are integrated, produced together
under the guidance of a single aim.”
(Kendon, 2004: 2-3)
Nel linguaggio adulto i gesti sono coespressivi e sincronici rispetto al parla-
to: gesti e parole, pur usando modalità differenti, sono inseparabili (“Unbreak-
able bond ”, McNeill, 2005) ed esprimono un’unica idea sottostante, ovvero sono
espressioni diverse dello stesso sistema.
Tra i vari aspetti che potrebbero essere presi in considerazione, si è deciso di
concentrare lo studio sulla relazione semantica tra gesto e produzione parlata.
Sulla base della definizione di Kendon (2004), tutte le azioni prodotte dagli in-
formanti nel corso dell’interazione con il ricercatore durante la somministrazione
del test sono state identificate come “gesto”.
“Gesture” [. . . ] is a name for visible action when it is used as an
utterance or as a part of an utterance.”
(Kendon, 2004: 7)
43Quest’ultima parte del lavoro ha un forte debito nei confronti delle ricerche condotte
presso ISTC-CNR (Institute for Cognitive Science and Technology) da Virginia Volterra e dai
suoi collaboratori. Sono stati presi a modello, in particolare, quattro lavori: Capirci et al.
(2005); Stefanini et al. (2009); Congestrì et al. (2010); Pettenati et al. (2010).
44L’ambito di ricerca è in forte e rapida espansione. È stato dimostrato, ad esempio, che
il controllo delle azioni di mano e bocca ha un substrato neurale condiviso nell’area fronto-
parietale. Un sistema di neuroni specchio si attiva sia durante la produzione che durante la
percezione di movimenti della mano azionalmente fondati e di movimenti degli articolatori
della fonazione (Rizzolatti et al., 1996; Rizzolatti & Arbib, 1998). Recenti studi condotti sul
ruolo del gesto nell’ontogenesi del linguaggio si pongono in continuità con tali scoperte:
“Our findings are [...] consistent with the suggestion of a tight link between gestural
motoric and spoken linguistic representations in young children, and more generally,
the co-activation of hand-mouth motor programs [...], that provides the basis for a
developmental model of language in human ontogeny that goes from action to gesture
and word. ”(Stefanini et al. (2009): 186)
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“Gesture [. . . ], then, in a label for actions that have the features of man-
ifest deliberate expressiveness. They are those actions or those aspects
of another’s actions that, having these features, tend to be directly per-
ceived as being under the guidance of the observed person’s voluntary
control and being done for the purposes of expression rather than in the
service of some practical aim”
(Kendon, 2004: 15)
In continuità con la letteratura sull’argomento, è stato adottato il seguente
schema generale di classificazione dei gesti con funzione referenziale (“referential
gesture”):
• Deittico: dipende dall’informazione contestuale. Il referente può essere
identificato solo in riferimento al contesto fisico dell’interazione;
• Rappresentativo (“representational ”): gesto che fornisce una rappresenta-
zione pittografica del significato associato ad un oggetto o ad un’eventuali-
tà. Denota un preciso referente e il suo contenuto semantico di base rimane
relativamente stabile nelle diverse situazioni. La classe viene ulteriormente
distinta in:
– “Action gesture” (anche detto “enactment” nella terminologia di Ken-
don): una parte del corpo compie un pattern di azioni che han-
no caratteristiche in comune con il pattern di azioni che funge da
referente45;
– “size-shape gesture” (secondo la terminologia di Kendon “modeling
/ depiction”): il gesto richiama dimensione, forma o caratteristiche
percettive dell’evento o dell’oggetto. Ad esempio, le mani assumono
una configurazione che riproduce la forma dell’oggetto a cui il gesto
si riferisce o eseguono un movimento per creare l’oggetto nell’aria46.
Principalmente in ragione del loro forte contenuto semantico, l’analisi è stata
ristretta ai gesti rappresentativi.
Nella maggior parte dei casi i soggetti hanno risposto ai test in modo esclu-
sivamente verbale (“unimodal spoken productions”); la risposta è stata di tipo
bimodale in 111 casi. I dati sono sintetizzati in tabella 5.38.
Hanno prodotto gesti rappresentativi nel corso della lessicalizzazione degli stimo-
li visivi 23 informanti su 45. Dei 111 gesti censiti contestualmente alla taratura
della batteria, 78 sono stati prodotti durante lo svolgimento del subtest 1, 33
nel corso del subtest 2. Nelle tabelle 5.39 e 5.40 è mostrata la distribuzione dei
gesti prodotti rispetto ai singoli item.
45“[. . . ] the gesturing body parts engage in a pattern of action that has features in common
with some actual pattern of action that is being referred to.” (Kendon, 2004:160)
46“[. . . ] the gesturing body parts - which are almost always the hands, which may be shaped
in different ways according to what is being depicted - engage in a pattern of movement that
is recognized as ‘creating’ an object in the air.” (Kendon, 2004:160)
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modalità di espressione numero di risposte
unimodale verbale 1509gestuale 0
bimodale (verbale + gestuale) 111
Tabella 5.38: Modalità di risposta al test
Tabella 5.39: Distribuzione dei gesti prodotti dai parlanti rispetto agli
item: Girare




subtest 1, item 21 4
subtest 2, item 1 5
1_c subtest 1, item 22 3
Tipo 2
2_a subtest 1, item 3 3
2_b subtest 2, item 3 2
Tipo 3
3_a
subtest 1, item 8 2
subtest 2, item 9 2
3_c subtest 1, item 23 1
Tipo 4
4_a subtest 1, item 25 1
4_b_2
subtest 1, item 5 1
subtest 2, item 6 2
Tipo 5 5_b_2
subtest 1, item 6 4
subtest 2, item 8 4
Tipo 6
6_a_2
subtest 1, item 12 4
subtest 2, item 2 3
6_c subtest 1, item 20 4
Tipo 7
7_a
subtest 1, item 10 1
subtest 2, item 10 0
7_b subtest 1, item 18 6
Tipo 8
8_a
subtest 1, item 16 4
subtest 2, item 5 3
8_b subtest 1, item 24 7
Tipo 9
9_a
subtest 1, item 1 3
subtest 2, item 7 5
9_b subtest 1, item 9 2
Tipo 10
10_a_2 subtest 2, item 4 5
10_b subtest 1, item 15 7
Tipo 11
11_a_2
subtest 1, item 17 0
subtest 2, item 11 2
11_c subtest 1, item 2 7
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Tabella 5.40: Distribuzione dei gesti prodotti dai parlati rispetto agli
item: distrattori
Lemma id_video item numero di
gesti prodotti
mescolare/mischiare 13_x_2 subtest 1, item 7 2
rivoltare/rigirare 14_x_2 subtest 1, item 19 3
attaccare/appendere 16_x subtest 1, item 4 2
pulire 18_x subtest 1, item 13 3
attaccare/appiccicare 20_x_2 subtest 1, item 14 4
Ogni gesto è stato analizzato secondo i seguenti tratti:
• Numero di mani impiegate per l’articolazione del gesto:
– unimanuale;
– bimanuale.
I gesti bimanuali sono stati inoltre classificati in:
– simmetrici;
– asimmetrici.
• posizione di articolazione del gesto:
– spazio neutro;
– testa/sopra la testa;
– viso;
– tronco/spalla.
• contatto (eventuale) con parti del corpo e/o oggetti:
– nessun contatto;
– corpo;
– mano non dominante.
È stata indagata, inoltre, la relazione tra gesto e parlato nei casi di risposte di ti-
po bimodale; tale relazione può configurarsi come match o mismatch semantico,
a seconda che il significato sia simile oppure non immediatamente assimilabile.
241
In accordo con quanto è riportato in letteratura, i significati convogliati sono
simili. Lo stroke47 del gesto è prodotto sincronicamente al parlato, con cui
partecipa alla costruzione del senso degli enunciati.
“Gesture and speech [. . . ] are composed together as components of a
single overall plan. [. . . ] Althought each expresses somewhat different
dimensions of the meaning, speech and gesture are co-expressive of a
single inclusive ideational complex, and it is this that is the meaning of
the utterance”.
(Kendon, 2000: 61)
La relazione non si configura come semplice ancillarità di una modalità rispetto
a un’altra:
“The relationship between the gestural component and the speech compo-
nent in the utterance does not seem well understood as a simple causal
relationship, where the one is dependent upon the other in some kind of
unchanging way. Speakers, rather, can control these to components and
can orchestrate them differently, according to the occasion”.
(Kendon, 2004: 127)
Come evidenziato da Kendon, tale coespressività può declinarsi in varie manie-
re: talvolta il gesto sembra configurarsi come espressione parallela, ridondante
rispetto al significato espresso verbalmente, mentre in altre occasioni precisa
e restringe l’applicazione dell’etichetta lessicale. Nei dati fino ad ora raccolti
47Nel corso della produzione di un gesto, le parti del corpo impiegate dal parlante sono
sottoposte ad una escursione. Adottando la terminologia di Kendon (2004), definiamo “gesture
unit” l’intera escursione, dal momento in cui gli articolatori lasciano la posizione di riposo a
quando vi ritornano. La gesture unit è generalmente composta di tre fasi:
• “stroke”: parte centrale del gesto, obbligatoria, dotata di significato, in cui è concentrato
lo sforzo energetico.
“The phase of the movement excursion closest to its apex is usually recognized as
the phase when the ‘expression’ of the gesture, whatever it may be, is accomplished.
It is the phase of the excursion in which the movement dynamics of ‘effort’ and
‘shape’ are manifested with greatest clarity.” (Kendon, 2004: 112)
Lo stroke può essere seguito da una appendice opzionale in cui l’articolatore è mante-
nuto nella posizione a cui è arrivato alla fine del movimento, detta “post-stroke hold”.
Insieme compongono il nucleus del gesto:
“The nucleus of the gesture phase, that is, the stroke and any hold that may follow
it, tends to be performed in such a way that is done at the same time, or nearly at
the same time as the pronunciation of the word or word cluster that constitutes the
nucleus, in a semantic sense, of the spoken phrase.” (Kendon, 2004: 124)
• “preparazione”: fase opzionale in cui le braccia e/o le mani si spostano dalla posizione
di riposo in cui si trovano per raggiungere lo spazio in cui lo stroke verrà eseguito:
“The phase of movement leading up to the stroke [...].” (Kendon, 2004: 112)
• ritrazione: fase opzionale in cui le mani e/o le braccia tornano in posizione di riposo.
Non necessariamente essa coincide con quella di partenza.
“The phase of movement that follows, as the hand is relaxed, or is withdrawn [...].”
(Kendon, 2004: 112)
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la seconda possibilità si è rivelata decisamente maggioritaria. La lessicalizza-
zione dello stimolo è operata di frequente dai parlanti mediante verbi generali:
nella maggior parte dei casi il gesto, riproducendo mimeticamente l’eventualità
rappresentata nel video, si rivela come elemento disambiguante.
Sebbene in alcuni casi il gesto sembri subentrare nel momento in cui vi siano
difficoltà nel recupero lessicale (come ad esempio durante la produzione del gesto
t1_15-d_2)48, il rapporto tra esso e il parlato non è mai di pura compensazione.
“[. . . ] speech and gesture can jointly express the same core meaning and
highlight different aspects of it.”.
(McNeill, 2000: 7)
In tab. 5.41 si riporta una breve descrizione generale dei gesti prodotti dagli
informanti durante la lessicalizzazione dei video dell’area semantica di Girare.
Per l’analisi completa e la descrizione dei gesti prodotti durante la visione dei
distrattori si rinvia all’Appendice L (L2–gesti).
Tabella 5.41: Descrizione dei gesti prodotti dagli informanti: Girare
Tipo Descrizione
Tipo 1
I gesti, classificabili tutti come depiction, vengono per la maggior
parte articolati con una sola mano, in uno spazio neutro. Se la mano
impiegata è la sinistra, essa si apre verso l’esterno, indicando la
direzione o “disegnando” una curva. Se il gesto è articolato con la
mano destra, essa tende a piegarsi, abbozzando in maniera più o meno
marcata la traiettoria del movimento
Tipo 2
I gesti, di tipo depiction, vengono articolati con una sola mano, in uno
spazio neutro. Il movimento della mano, circolare, riproduce la
rotazione dell’agente sul proprio asse. Le dita della mano sono rivolte
verso l’alto. In un unico caso (t2_3-e_2) il movimento è eseguito
sull’asse orizzontale.
Tipo 3
I gesti, tutti di tipo depiction, vengono articolati unimanualmente, in
uno spazio neutro. La mano disegna la traiettoria del movimento
rappresentato nel video, ovvero l’agente che ruota attorno ad un
riferimento, con movimenti circolari. Nella maggior parte dei casi le
dita sono rivolte verso il basso.
Tipo 4
Tutti i gesti sono di tipo depiction; sono stati articolati dai parlanti
con una sola mano, in uno spazio neutro. Le realizzazioni censite sono
molto varie tra loro: l’unico tratto in comune è la mancanza di
continuità del movimento che, similmente all’eventualità
rappresentata, ha un inizio ed una fine chiari.
Tipo 5
Gesti di tipo enactment : tutti i parlanti realizzano il gesto
unimanualmente, simulando una presa su un cucchiaio immaginario, e
riproducendo la mescolatura mostrata nel video con un movimento
circolare iterato della mano.
48Il video del gesto è disponibile in Appendice, L2—gesti.
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Tipo 6
Realizzazioni gestuali molto varie: 7 gesti su 11 sono di tipo depiction,
i restanti 4 enactment . Nei casi di depiction i movimenti della mano
rinviano alla traiettoria di capovolgimento dell’oggetto. Nei gesti di
tipo enactment il parlante simula la presa ed il ribaltamento di 180°
dell’oggetto.
Tipo 7
Per il tipo 7 andranno analizzati separatamente i gesti prodotti alla
presentazione del video 7_b (agente che gira il faro) e l’unico gesto
prodotto in relazione al video 7_a (agente che gira lo schermo verso
un destinatario/riferimento). Come già evidenziato dai dati presentati
nel paragrafo 5.5.6, entrambi i video si sono dimostrati scarsamente
efficaci nell’elicitazione di verbi dell’area semantica “Girare”. L’unico
gesto prodotto in relazione al video 7_a fa riferimento alla relazione
spaziale esistente tra agente che mostra lo schermo e destinatario. Per
quanto riguarda invece il video 7_b, solamente 3 gesti (di tipo
enactment) si riferiscono alla presa e alla rotazione della lampada: gli
altri 3 gesti (depiction) si riferiscono al presunto effetto della
rotazione, ovvero “illuminare”. I soggetti realizzano questi ultimi in
maniera piuttosto simile, rappresentando la luce che si diparte dal
faro.
Tipo 8
I gesti prodotti dai soggetti per il tipo 8, tutti di tipo enactment , si
sono rivelati fortemente dipendenti dai video mostrati, ed in
particolare dagli oggetti coinvolti nelle azioni. Nel caso del video 8_a,
i gesti sono realizzati unimanualmente, come prensione di una chiave
immaginaria e rotazione della stessa; per il video 8_b i parlanti hanno
simulato la rotazione della rotellina della sveglia, con modalità
abbastanza uniformi.
Tipo 9
Come mostrato dai gesti t2_7-b_1 e t2_7-b_2, prodotti in sequenza
dal medesimo informante, i parlanti nel produrre i gesti durante la
lessicalizzazione del video 9_a si riferiscono alternativamente
all’azione di dare un impulso alla ruota (enactment) oppure all’effetto
risultante, la ruota che gira (depiction). Un unico parlante ha
prodotto gesti per il video 9_b, riferendosi inizialmente alla rotazione
della sedia sull’asse, e quindi all’effetto implicito di tale rotazione,
l’abbassarsi della sedia.
Tipo 10
Nell’articolazione dei gesti del tipo 10 i parlanti utilizzano due
modalità espressive: riferirsi direttamente all’azione di girare la
manovella mediante gesto di tipo enactment (10 gesti su 12) oppure
all’effetto risultante mediante depiction (2 gesti su 12).
Tipo 11
La maggior parte dei gesti sono di tipo enactment , e riproducono
l’azione di voltare pagina, tenendola per un lembo. In casi minoritari i
parlanti fanno riferimento alla traiettoria della pagina voltata
(depiction). Tutti i gesti vengono articolati dai soggetti in uno spazio
neutro e con una sola mano.
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Questo piccolo campionario di gesti, già interessante in sé, verrà utilizzato in un
prossimo futuro come termine di paragone per la valutazione delle produzioni




Il percorso seguito in questa tesi è stato senza dubbio caratterizzato da una
spiccata multidisciplinarietà; il tentativo di unire in un lavoro unico suggestioni
e competenze diverse, tuttavia, può aver costituito un elemento di disturbo per il
lettore, costretto giocoforza a confrontarsi con una serie di tematiche specifiche
anche molto distanti tra loro. Verranno pertanto riannodati i fili del discorso
ripercorrendo quanto fatto, traendo le conclusioni e indicando possibili sviluppi
futuri separatamente per ciascuna parte.
Dopo un primo capitolo di introduzione generale al progetto IMAGACT, è sta-
ta presentata la procedura di annotazione linguistica per l’induzione delle classi
azionali dell’ontologia e sono stati illustrati i criteri generali che hanno ispirato
il mapping inter-/intra- linguistico dei dati derivati da corpora per la formazione
della risorsa, le questioni di natura teorica e tecnica poste dalla sua costruzione e
le soluzioni adottate. La metodologia descritta ha permesso la generazione del-
l’ontologia nella sua forma attuale, la versione 1.0: le classi azionali individuate
a partire dai lemmi delle due lingue sono state organizzate in una struttura
dati coerente, conciliando la necessità di correttezza formale con la volontà di
mantenere aderente la tipizzazione della variazione all’intuizione dei linguisti
madrelingua che hanno prodotto l’annotazione.
Il primo sviluppo possibile del lavoro non potrà che essere l’estensione del data-
base, poiché solo il 70% dei tipi azionali individuati è stato mappato: il numero
di entrate lessicali e di classi azionali rappresentate nella galleria di scene del-
l’ontologia dovrà dunque essere aumentato. Parallelamente, sarà auspicabile
aumentare il numero delle lingue rappresentate; allo stato attuale, l’estensione
della risorsa avviene mediante la procedura di “CBE light”, ovvero l’applica-
zione di una caption ai video dell’ontologia, operazione che non modifica la
struttura dati: l’aggiunta di una lingua non altera la tipizzazione della variazio-
ne azionale. Per estendere il database sarà pertanto necessario ristrutturarlo:
la fase di revisione e di semplificazione è già avviata nell’ambito del progetto
MODELACT.
La seconda parte del volume è stata dedicata alle applicazioni dei dati IMA-
GACT. Nel capitolo 4 è stata affrontata la questione della validazione dei dati
linguistici: è stato illustrato il concetto di agreement e sono stati presentati i
risultati dei principali studi e delle maggiori campagne di valutazione nel campo
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della semantica lessicale. Tale quadro bibliografico è stato funzionale alla pre-
sentazione di una procedura di validazione in tre fasi di un sottoinsieme di verbi
coesi dal punto di vista semantico. Con ciò si è inteso non solo chiarire alcune
ambiguità e falsi miti (come la celebre soglia di “0.8” per l’accettabilità dei ri-
sultati), ma soprattutto presentare un procedimento replicabile che consenta di
rendere “affidabili” i dati in vista di utilizzi successivi.
Quanto è stato fatto di certo non è sufficiente per considerare la risorsa va-
lidata: sarà perciò necessario estendere il metodo ad un numero maggiore di
lemmi, almeno il 10% dei dati, introducendo varietà nella selezione ed evitando
di concentrarsi su aree lessicali specifiche.
Nel capitolo 5 è stato infine proposto un utilizzo dei dati IMAGACT nell’ambito
delle scienze cognitive: è stata infatti creata una batteria di test per la diagno-
si e lo studio del Mild Cognitive Impairment , chiamata “SMAAV”, Semantic
Memory Assessment on Action Verb. Sono state presentate le caratteristiche
del disturbo ed i materiali testologici attualmente a disposizione dei ricercato-
ri; sono quindi state descritte la modalità di realizzazione e la taratura dello
strumento su soggetti normali.
Obiettivo primario per il prossimo futuro è il testing della batteria su di un cam-
pione di pazienti affetti da MCI: sarà soprattutto rilevante utilizzare SMAAV in
combinazione con altri test per la valutazione del decadimento cognitivo com-
plessivo, studiandone eventuali correlazioni nei punteggi. Ineludibile sarà il
calcolo degli indici di sensitivity e specificity per verificare l’efficacia diagnosti-
ca della batteria. La base dati creata nel corso della validazione dovrà inoltre
essere integrata ed ampliata: ciò renderà possibile lo studio delle correlazioni




In questa sezione viene riportata una lista sintetica dei materiali prodotti nel
corso del lavoro, disponibili in forma integrale nel DVD allegato al volume.
Ciascuna appendice è articolata al suo interno: ad ogni file è stato attribuito
un ID alfanumerico progressivo. Le cartelle sono inoltre corredate di un file
README in formato .txt contenente le istruzioni per la consultazione.





































































































Appendice E - Valutazione del livello di Inter-annotator Agreement

















































































Appendice H - Batteria SMAAV
• file README
• SMAAV-Semantic Memory Assessment on Action Verbs
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· tipo1 (video-1_a / video-1_c)
· tipo2 (video-2_a / video-2_b)
· tipo3 (video-3_a / video-3_c)
· tipo4 (video-4_a / video-4_b_2)
· tipo5 (video-5_b_2)
· tipo6 (video-6_a_2 / video-6_c)
· tipo7 (video-7_a / video-7_b)
· tipo8 (video-8_a / video-8_b)
· tipo9 (video-9_a / video-9_b)
· tipo10 (video-10_a_2 / video-10_b)
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