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【講演2】
国里 愛彦（早稲田大学助手）
「うつ病と意思決定：計算論的臨床心理学からみたうつ病」
　早稲田大学人間科学学術院の国里愛彦と申します。今日の内容としましては，「うつ病と意思
決定：計算論的臨床心理学からみたうつ病」という内容でお話しさせていただきます。こんな大
きなタイトルをつけてしまったことを後悔しはじめているのですが，細かい研究内容についても
お話ししていきたいと思っています。
　最初に，アイザック・アシモフの『ファウンデーション』という小説があります。SFで非常に
著名なアシモフの小説です。この中でSFがお好きな方もおられるかもしれませんが，『われはロ
ボット』などを書いている著名なSF作家になります。このアシモフの書いた『ファウンデーション』
という小説は，主人公が数学者の小説です。数学者が人の集団行動をシミュレーションすること
を可能にしたというのが物語の前提であります。その結果，銀河帝国が崩壊するという予想をし
てしまい，逮捕されてしまうという話から物語がスタートします。あくまでアシモフの小説という
のはSFの話ではあるのですが，実際にこういう人の意思決定というものが，現在の科学の中で実
際に計算することができるのだろうか，そういう疑問が出てきます。こういった，人の意思決定
Şůßų¾c
ĖöğâćvÕbšƅſŭŞůß
©ðÙ[bľîbbčŀŘ
NĶ}
¢bĂŢŷłL
Č6ƊƗƲƶƻƿƣ
ũǄĻ¿rNŷn
WƊĕŪƇř

ŷ¾cŸĖ
ö>ĄšǇ
ŞůßĂŨƋŷ¾cŸĖö>ĄǇ
°¨ŷęŊ
ŞůßŶůŝű
Şůßŷ¾c
|7bāÕğų
ĝ
Şůßų
ĝ
ĖöğâćvÕb
°¨ŷęŊ
ŞůßŶůŝű
Şůßŷ¾c
|7bāÕğų
ĝ
Şůßų
ĝ
ĖöğâćvÕb
Şůß
^ ŷ"!#&-Úŷ&"#-Ţ×ÄŶ
wŸùŏ
¨ °ŲŸǄ"ÞǅÛäŶgFƾx
ŷ]ŢŐŝ
!
#!!!
%!!!
'!!!
)!!!
"!!!!
"#!!!
"%!!!
"'!!!
")!!!
#!!!!
"*
(!

"*
(#

"*
(%

"*
('

"*
()

"*
)!

"*
)#

"*
)%

"*
)'

"*
))

"*
*!

"*
*#

"*
*%

"*
*'

"*
*)

#!
!!

#!
!#

#!
!%

#!
!'

#!
!)

#!
"!

ņtŶZŤŷéò
ŢŵŨƈűŝƇ
Şůßų¾c
ĖöğâćvÕbšƅſŭŞůß
©ðÙ[bľîbbčŀŘ
NĶ}
¢bĂŢŷłL
Č6ƊƗƲƶƻƿƣ
ũǄĻ¿rNŷn
WƊĕŪƇř

ŷ¾cŸĖ
ö>ĄšǇ
ŞůßĂŨƋŷ¾cŸĖö>ĄǇ
°¨ŷęŊ
ŞůßŶůŝű
Şůßŷ¾c
|7bāÕğų
ĝ
Şůßų
ĝ
ĖöğâćvÕb
°¨ŷęŊ
ŞůßŶůŝű
Şůßŷ¾c
|7bāÕğų
ĝ
Şůßų
ĝ
ĖöğâćvÕb
Şůß
^ ŷ"!#&-Úŷ&"#-Ţ×ÄŶ
wŸùŏ
¨ °ŲŸǄ"ÞǅÛäŶgFƾx
ŷ]ŢŐŝ
!
#!!!
%!!!
'!!!
)!!!
"!!!!
"#!!!
"%!!!
"'!!!
")!!!
#!!!!
"*
(!

"*
(#

"*
(%

"*
('

"*
()

"*
)!

"*
)#

"*
)%

"*
)'

"*
))

"*
*!

"*
*#

"*
*%

"*
*'

"*
*)

#!
!!

#!
!#

#!
!%

#!
!'

#!
!)

#!
"!

ņtŶZŤŷéò
ŢŵŨƈűŝƇ
〈128〉不安，うつ，妄想に挑む心理学：臨床と基礎の融合を目指して
を計算していく，数学的に解いていくということは，計算論的神経科学という分野で行われつつ
あります。
　私はうつ病の臨床心理学的研究をしてきているのですが，計算論的神経科学での問題を臨床
心理学的な問題に置き換えたとき，「うつ病患者さんの意思決定は計算可能か？」というリサーチ
クエスチョンに置き換えることができます。果たして，現在の段階で，うつ病患者さんの意思決
定というのは数学的に計算可能でしょうか？今日は，このことについて，お話ししていきたいと思
います。
　今日，お話しする内容になります。最初にうつ病に関する基本的な内容についてお話ししてい
きます。その後，うつ病に関する意思決定の研究について少しだけ触れて，今日のお話のメインテー
マのうつ病の意思決定を考える上での枠組みとしまして，強化学習理論についてお話しします。
こういった強化学習理論というものから導かれる銅谷仮説，さらにうつ病と銅谷仮説の関連につ
いての話をしていきます。最後に副題にありました計算論的臨床心理学のことについて，まとめ
に代えてお話ししていきたいと思います。
　それでは早速，うつ病についての説明になります。うつ病は，女性の10 ～ 25％，男性の5 ～
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12％が生涯に1度は経験する，非常に多くの方がなり得る疾患になります。生涯罹患率において
女性が2割，男性は1割程度という非常に高い確率でかかる可能性のある疾患になります。さらに
罹患率が高いだけではなく，うつ病は，精神疾患やそれ以外の全疾患をまとめた中でも2番目に
寿命や健康の損失が高いといわれています。2020年という近い将来，かなり高い確率でうつ病に
よる寿命や健康の損失が高くなるであろうという試算が出されています。こういったこともありま
して多くの研究が行われています。Web of Scienceなどで調べて，昔からたどっていきますと，
どんどんうつ病に関する論文が増えていっています。現在は，年間2万本近く論文が出版されて
います。このように多くの研究がなされてきています。
　うつ病の症状は非常に多岐にわたるものになります。うつ病と聞きますと何となく典型的なイ
メージで憂うつそうに引きこもっている姿が頭に浮かんできますが，それ以外にもいろいろな症
状をもっているわけです。よく出てくる症状としては，抑うつ気分と興味・喜びの減退，これがもっ
とも主な症状になります。この2つの症状のうち1つを満たしていないとうつ病という診断はされ
ません。この2つがないうつ病はあり得ません。それ以外の症状ですと， 例えば体重減少でありま
すとか，不眠に関するもの，なかなか夜寝つけないでありますとか，朝早く目が覚めてしまう，早
朝覚醒がある，中途覚醒がある，そういったものがあります。さらに精神運動性の制止，動作が
遅くなるとかいらいら感が強くなるといったものもあります。また，疲れやすくなるとか，自分の
価値がないように感じてしまうというものもあります。さらに意思決定でありますとか，認知機能
に関係するもの，先ほどの発表で注意の話がありましたが，例えば集中力が低下するとか，判断
が難しくなるということもよくあります。「以前は献立を立てるのが簡単だったのに，うつ病にな
ると献立がなかなか立てられなくなりました」ということを多くの患者さんがおっしゃいます。あ
とは希死念慮というのが非常に多くのうつ病患者さんにおいて認められます。多くの方が希死念
慮をもっておられ，中には実際に自殺してしまう方も多いというのがこの疾患の特徴になります。
　見ていただいたとおりですが，複数の症状が集まったものがうつ病であるということができま
す。そういう意味ではうつ病というのはあまり均質ではない疾患ということができます。いろいろ
なタイプの患者さんがおられて，それをひとくくりでうつ病と呼んでいるのが現状であります。そ
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ういう意味で，非常に多くの方が罹患するポピュラーな疾患の割に研究があまり進んでいないと
いうのもうつ病研究の特徴であるということができます。
　ここから少し研究の話になっていきますが，うつ病が均質ではないということから，うつ病研
究では何がコアなのか，といったことが問題になってきます。それに対して，中間表現型に注目
した研究がここ10年行われるようになってきています。この中間表現型というのはどういうものか
といいますと，まず私たちが実際にお見かけするうつ病患者さんの症状としてあらわれているも
のは表現型といいます。症状としてあらわれているのが表現型です。表現型には，遺伝子が影
響するのですが，そういった遺伝子と表現型として実際に現れる症状との間にはギャップがあり
ます。そこで，遺伝子と表現型との間に中間となる表現型というものがあるのではないかと考え
られるようになりました。そのような中間表現型がどういうものかといいますと，ある程度うつ病
の中でまとまりのある症状でありますとか，脳機能の異常といったものとして表現されます。
　このうつ病の中間表現型としましては，Haslerがまとめています。だいたいこの4つが有力では
ないかといわれています。その1つ目がアンヘドニアというものになります。これは最初に出てき
ました喜びや興味の喪失と同じもので，快感情を失ってしまうことを意味します。「これまで楽し
いと思えていたことも楽しめなくなる」といった患者さんの報告がアンヘドニアになります。アン
ヘドニアは，有力な中間表現型の1つです。さらにストレスへの感受性もあります。これは，スト
レスを負荷されたときに脆弱性が表出することになります。また，トリプトファン欠乏実験という
手続きがあります。これは，セロトニンの前駆物質のトリプトファンというものがあるのですが，
それを摂取しないということを人為的にする手続きです。私もこれをやっていたのですが，この
手続きによってセロトニンを一時的に欠乏させることができます。こういったセロトニン欠乏手続
きによって気分が悪化します。最後に，これもよく言われていますが，ストレスを感じたときのコ
ルチゾールの反応も中間表現型の1つとして挙げられています。
　今回はうつ病のアンヘドニアについてお話ししていきます。うつ病のアンヘドニアについては
いくつかの研究がなされています。こういったアンヘドニアの研究というのは，だいたいが好き
な飲み物ですとか，お金とか，好きな音楽，そういったものを見たり聞いたり楽しんでいるときの
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脳活動を調べています。実験参加者の方にはMRI装置の中に入っていただいて，チューブでジュー
スを飲んだりとか，お金がもらえるようなゲームをしたり，好きな曲を聞いてもらったりしています。
そのときの脳活動を調べる実験なのですが，うつ病患者さんと健康な方で比較していきます。そ
の結果，好きな飲み物を飲んでいるときも，金銭的な報酬をもらっているときも，好きな音楽を
聞いているときも，全部同じような脳領域でうつ病患者さんは活動が低いということがわかって
きました。この領域というのは報酬処理にかかわる線条体という場所になります。腹側の線条体
の活動が低くなることによって，うつ病患者さんはアンヘドニアになっているのではないかという
ことがいわれています。なので，興味，喜びの喪失を感じてしまうというときに，やる気がない
からというわけではなくて，脳機能の面でもなかなかそういうことが難しい状態なのだと考えるこ
とができます。
　さらにこういったアンヘドニアというものがどのように行動面に影響してくるのか，どういう影
響を与えるのかという，そういった意思決定にかかわる研究もなされてきています。Henriquesや
Pizaagalliなどが多くの研究を行ってきています。彼らの研究というのは，うつ病患者さんに対し
て再認でありますとか何か刺激を選択させる課題を行っています。そういった課題を行ったとき
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に，片方の選択にだけ報酬が得られるようなやり方でフィードバックします。そうすると報酬が
もらえるほうに我々は傾いていくのですが，うつ病患者さんでは，それがなくなるということが言
われています。
　いまの説明だとわかりにくいと思うので，具体的な課題でご説明しますと，こんな漫画の顔が
出てきます。この漫画の顔の口の長さが長いか短いかという判断をしてもらいます。長い場合は
右ボタン，短い場合は左ボタンを押すみたいなことをします。実際のところ，長い口と短い口は
同じ確率で出てきます。しかし，片方の，例えば長い口のほうだけ少し報酬をもらいやすくする。
つまり，長い口を選んだときのほうがよりお金をもらいやすくしておくと，多くの人は気づかない
うちにそういうものを選ぶようになっていきます。そういったことがうつ病患者さんでは生じにく
くなるということがいわれています。
　これができるのは，何かを選択したことで報酬がもらえたという履歴を利用できるためなので
すが，そういった履歴をうまく統合できていないのではないかと考えられています。ただ，この
課題には少し脆弱な面があります。私も1回実験で使ったことがあるのですが，実験協力者の方
がおっしゃったのは，「なんかこっちのほうが報酬もらえるから押しました」という言い方をされ
ていて，気づいちゃうと簡単にできちゃうという面がありますので，少し課題として脆弱かなとい
う印象をもっています。より一般的な学習状況において，うつ病患者さんと健康な方との差を検
出できるような実験課題はないか，そういう研究をする枠組みが何かないか探していました。
　私は広島大学の大学院にいたのですが，その時は，広島大学精神科で強化学習を精神医学で
ちょっと使ってみようという機運が高まってきていた時期でした。そういうこともあって，強化学
習というものをすんなり勉強することができました。それについて，いまからお話ししていきます。
　こういったうつ病の研究は非常に多くなされてきています。年間2万本，もっと出ているかもし
れません。そういった研究知見がどんどんたまっていっているはずなのですが，私たちはいまだ
にうつ病というものがよくわかりません。研究をすればするほど，うつ病というのは見えなくなっ
ていく面があります。いろいろな仮説が出てきています。古くは，学習性無力感がありますし，
近いものですと例えば強化歴の統合みたいな話もあります。ただこういった複数の小さな仮説が
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乱立していて，いまいち全体像がとらえられないなという印象があります。うつ病におおける意
思決定の問題を考える上で，意思決定に関する基礎的な枠組みをきっちりおさえた上でうつ病の
知見をちゃんと整理していって，新たに何か仮説を作る必要があるのではないかと考えています。
　そこで，強化学習理論というものを基礎におくことにしました。強化学習と聞きますと，なんと
なく私たち心理学者は，オペラント条件づけが頭に浮かぶわけですが，少し異なっています。こ
こでお話しする強化学習というのは，Sutton ＆ Bartoが提案した強化学習になります。これは，
オペラント条件づけのような動物の学習実験から始まり，計算科学でありますとか機械学習のよ
うな，より工学的な分野で発展してきたものになります。スタートは心理学なのですが，工学部
などで発展してきています。強化学習は，長期的に見て報酬を最大化するために，環境の状態に
対して特定の行動を学習するエージェント，あまり使わない言葉ですが，エージェントが学習す
る上での計算論的な枠組みになります。ここで重要なのは，書いてあることはだいたいオペラン
ト条件づけの話と変わらないのですが，計算論的な枠組みを使うということが重要になってきま
す。こういった計算論を使うことで，ヒトで分かったことを機械の学習に応用することもできるよ
うになるということがあります。
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　機械の学習では，身体をもった機械があって何かしら環境に働きかけを行います。何かアクショ
ンをしたときに，報酬が出てくるみたいな，何か環境の変化が起こります。そういった変化をも
とにして機械は学習します。これが強化学習の基本的な枠組みになります。ただし，これは我々
ヒトがやっていることも一緒になります。我々も何か環境に対して行動を行って，そのフィードバッ
クによって学習を進めていきます。そういった意味で，我々が脳内で行っていることは，機械が行っ
ていることから類推することができると考えることができます。つまり，我々の考えていることも
機械が行っているのと同じようなやり方でなされており，ある程度シミュレーションできるのでは
ないかと考えます。
　もしかすると苦手という方もいらっしゃるかと思いますが，これから説明で数式が出てきます。
強化学習の1つにQ learningモデルというものがございます。ほかにもいろいろなモデルがあるの
ですが，比較的シンプルなモデルとして，このQ learningモデルが使われることが多いです。こ
のQ learningモデルについて簡単にご説明していきます。数式の細かい部分はご説明しませんの
で大まかな説明になりますが，このQ learningモデルというのは環境の状態と行動を合わせた評
価値を更新することで学習していくモデルになります。何のことだろうかという話ですが，ある
環境の状態である行動をしたときにどれくらい報酬がもらえるかという，その期待値，そういっ
たものをどんどん更新していくことで学習を進めていきます。この数式もそういったものになりま
す。ここに，Q値というのがあるのですが，このQ値は，ある状態であることをしたときにどれく
らいの見返りがあるかを表します。そのQ値をぐるぐる更新していきます。ここに，数式を言葉に
したものがありますが，｛現在の行動Aの価値｝というものが更新されていきます。その更新をす
るときにα×｛予想した価値と実際に出た報酬との差｝というものを計算していきます。ここが学
習する上では重要になってきます。我々は学習するときにある程度こういったことをしたら，これ
くらいの報酬がもらえるだろうという予期をもっています。そういった予期と実際に得られた報
酬との差に基づいて，この選択肢はよかったな，これは悪かったなということを判断していきます。
そういった実際に予想したものと実際にもらえた報酬との差を，Temporal diﬀerence誤差といい
ます。そういった誤差に基づいてQ値を更新していきます。更新するときなのですが，このαが
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重要になってきます。この掛け合わせたαによって，更新されるスピードが調節されます。例えば，
TD誤差があったときにαが1ですとその誤差がそのままQ値の更新に反映されます。ただしαが
ゼロですと更新はゼロになりますので，Q値の更新はなされません。いわゆる学習が進まないと
いう状況になります。このαというのは学習率と呼ばれ，学習のスピードを制御するものです。
大きければ大きいほど学習が早く進みます。
　もう1点，言葉だけの説明ですが，ここにγというものがあります。これについてですが，これ
はどれくらい先の報酬を見通せるかどうかを制御するものになります。このγのあとに，ごちゃご
ちゃっと書いてありますが，これはその後の状態のことについて記述しております。γがゼロで
すと，その後の見通しがないということになりますし，γが1ですと先のことをちゃんと考えて判
断するということになります。ここで覚えていただきたいことは，この2点だけになります。αと
いうのはどれくらい学習が反映されるかということを規定しています。γというのはどれくらい先
のことを見通せているかということを規定しています。
　強化学習では，複数の選択肢があるときに最も価値の高い行動を選択するようにモデル化して
います。例えば，行動Aと行動Bがあったときに，Aのほうが価値が高ければそちらを選ぶように
なります。これがそのモデルの式になりますが，重要なのはここだけになります。これは学習の
パラメータの中での温度というものになります。この温度の高さ，低さによって，我々がどれくら
い価値に基づいた意思決定をするかということが決まってきます。この温度というものが高くな
りますと，私たちがそれまで学習した内容にかかわらず，よりランダムな反応をしてしまいます。
温度が高いとランダムな反応をしてしまう。温度はτで表せられます。τが高いとランダムな選
択をしてしまう。逆にτが低いとAとBの差により忠実に反応していくということがいわれていま
す。いろいろと数式やら何やら出てきてわかりにくくなってきたと思いますので，簡単に説明をま
とめていきます。
　こういった話をまとめていくときに非常に有用な仮説として，銅谷仮説というものがあります。
沖縄科学技術大学院大学におられる銅谷賢治先生が出した仮説になります。これは，これまでご
説明してきました強化学習における学習のパラメータと神経修飾物質との関連性についてモデル
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〈136〉不安，うつ，妄想に挑む心理学：臨床と基礎の融合を目指して
化したものになります。
　このモデルは，最初に銅谷先生によって，2002年に提案されました。その後2008年に，この仮
説について銅谷先生がレビューを行い，ある程度この仮説を支持するエビデンスが固まってきて
います。銅谷先生の仮説では，ドーパミン，アセチルコリン，セロトニン，ノルアドレナリンとい
う脳内の神経修飾物質というものが挙げられています。それらの神経修飾物質が，先ほど出てき
た学習のパラメータに関係しているのではないかという仮説になります。1つ目はドーパミンです。
これはTD誤差に関係してくるであろうと仮説が立てられています。つまり，報酬がこれくらいも
らえるだろうという予期と，実際に報酬がもらえたときの，その誤差にドーパミンが関与している
のではないかという仮説です。2つ目はアセチルコリンです。これは学習の速度に関係するだろう
と仮説が立てられています。いわゆるTD誤差をどれくらい価値の更新に反映するかです。つまり，
これくらい自分の予期と違ったよということをどれくらい次の行動に反映するか，これがアセチル
コリンになります。3つ目がセロトニンです。これはどれくらい先の見通しをもっているかに関係
するだろうと仮説が立てられています。最後は，ノルアドレナリンです。これはノルアドレナリン
が選択における温度の制御に関係しているだろうという仮説です。つまり，ノルアドレナリンは，
選択肢それぞれの価値に従って，意思決定することに関わるという仮説です。この銅谷仮説に基
づいて考えていくと，うつ病はどういうふうに考えることができるでしょうか?
　最初にドーパミンの話からしていきたいと思います。うつ病とドーパミン・TD誤差という研究
はいくつかなされていますが，うつ病ではドーパミンが低下するということはこれまでの研究で
いわれています。セロトニンのほうが治療上，ターゲットになっていたりしますが，ドーパミンも
下がっていきます。そういったことからおそらくTD誤差も下がるのではないかということを予想
することができます。
　その前にドーパミンとTD誤差について少しだけ整理してみます。ドーパミンがTD誤差と関連
するというのは，Schultzらの一連の研究からわかってきています。ちょっと煩雑になりますがご
説明しますと，まず学習の初期段階，学習がスタートしたときは何かCSがあったとしても報酬が
出てきたときにドーパミンが反応します。何か報酬が出てきたので，ドーパミンが活動します。
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そのあと学習が進んでいきますと，CSが出たときにドーパミンがいちばん反応することがわかっ
ています。何か報酬がもらえるらしいという予期が生じたときに，ドーパミンが反応しています。
そして，実際に報酬がもらえたときは最初に比べてそんなに反応しなくなっています。最後ですが，
ある程度学習して，CSの段階で，「あ，何か報酬がもらえるかもしれない」という期待を待って
いるときに，実際に報酬がなかったらドーパミンの活動はぐっと少なくなります。ここからわかる
ことですが，もともとドーパミンというのは何か報酬に関係するのだろうということは言われてい
たのですが，実際に報酬そのものに対して反応しているというよりは，自分の予想した報酬とも
らう報酬との差，そういうTD誤差に対して反応しているということがわかってきています。自分
の予想と実際の結果とのずれ，それに対してドーパミンは反応しています。
　それでは，うつ病患者さんではどうでしょうか？ドーパミンは下がっているはずなので，TD誤
差も低下するのではと思われます。これを，Kumarが研究しています。この研究では，古典的条
件づけ時のTD誤差に関わる脳活動を調べています。ここでの古典的条件づけというのは非常に
単純な実験になります。何か条件刺激となる，例えば図形で○とか△という図形が出てきたあとに，
報酬として水が出てきます。喉をカラカラにした状態で水がちょろちょろと流れてきます。この
ときの脳活動を調べているのですが，うつ病患者さんというのはドーパミンの投射経路上の腹側
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Information Encoded in
Dopaminergic Activity
Dopamine neurons of the ventral tegmental
area (VTA) and substantia nigra have long
been identified with the processing of re-
warding stimuli. These neurons send their
axons to brain structures involved in moti-
vation and goal-directed behavior, for ex-
ample, the striatum, nucleus accumbens,
and frontal cortex. Multiple lines of evi-
dence support the idea that these neurons
construct and distribute information about
rewarding events.
First, drugs like amphetamine and co-
caine exert their addictive actions in part by
prolonging the influence of dopamine on
target neurons (14). Second, neural path-
ways associated with dopamine neurons are
among the best targets for electrical self-
stimulation. In these experiments, rats press
bars to excite neurons at the site of an im-
planted electrode (15). The rats often
choose these apparently rewarding stimuli
over food and sex. Third, animals treated
with dopamine receptor blockers learn less
rapidly to press a bar for a reward pellet (16).
All the above results generally implicate
midbrain dopaminergic activity in reward-
dependent learning. More precise informa-
tion about the role played by midbrain do-
paminergic activity derives from experiments
in which activity of single dopamine neurons
is recorded in alert monkeys while they per-
form behavioral acts and receive rewards.
In these latter experiments (17), dopa-
mine neurons respond with short, phasic
activations when monkeys are presented
with various appetitive stimuli. For exam-
ple, dopamine neurons are activated when
animals touch a small morsel of apple or
receive a small quantity of fruit juice to the
mouth as liquid reward (Fig. 1). These pha-
sic activations do not, however, discrimi-
nate between these different types of re-
warding stimuli. Aversive stimuli like air
puffs to the hand or drops of saline to the
mouth do not cause these same transient
activations. Dopamine neurons are also ac-
tivated by novel stimuli that elicit orienting
reactions; however, for most stimuli, this
activation lasts for only a few presentations.
The responses of these neurons are relative-
ly homogeneous—different neurons re-
spond in the same manner and different
appetitive stimuli elicit similar neuronal re-
sponses. All responses occur in the majority
of dopamine neurons (55 to 80%).
Surprisingly, after repeated pairings of
visual and auditory cues followed by reward,
dopamine neurons change the time of their
phasic activation from just after the time of
reward delivery to the time of cue onset. In
one task, a naı¨ve monkey is required to
touch a lever after the appearance of a small
light. Before training and in the initial
phases of training, most dopamine neurons
show a short burst of impulses after reward
delivery (Fig. 1, top). After several days of
training, the animal learns to reach for the
lever as soon as the light is illuminated, and
this behavioral change correlates with two
remarkable changes in the dopamine neu-
ron output: (i) the primary reward no longer
elicits a phasic response; and (ii) the onset
of the (predictive) light now causes a phasic
activation in dopamine cell output (Fig. 1,
middle). The changes in dopaminergic ac-
tivity strongly resemble the transfer of an
animal’s appetitive behavioral reaction
from the US to the CS.
In trials where the reward is not deliv-
ered at the appropriate time after the onset
of the light, dopamine neurons are de-
pressed markedly below their basal firing
rate exactly at the time that the reward
should have occurred (Fig. 1, bottom). This
well-timed decrease in spike output shows
that the expected time of reward delivery
based on the occurrence of the light is also
encoded in the fluctuations in dopaminer-
gic activity (18). In contrast, very few do-
pamine neurons respond to stimuli that pre-
dict aversive outcomes.
The language used in the foregoing de-
scription already incorporates the idea that
dopaminergic activity encodes expectations
about external stimuli or reward. This inter-
pretation of these data provides a link to an
established body of computational theory (6,
7). From this perspective, one sees that dopa-
mine neurons do not simply report the occur-
rence of appetitive events. Rather, their out-
puts appear to code for a deviation or error
between the actual reward received and pre-
dictions of the time and magnitude of reward.
These neurons are activated only if the time
of the reward is uncertain, that is, unpredicted
by any preceding cues. Dopamine neurons are
therefore excellent feature detectors of the
“goodness” of environmental events relative
to learned predictions about those events.
They emit a positive signal (increased spike
production) if an appetitive event is better
than predicted, no signal (no change in spike
production) if an appetitive event occurs as
predicted, and a negative signal (decreased
spike production) if an appetitive event is
worse than predicted (Fig. 1).
Computational Theory and Model
The TD algorithm (6, 7) is particularly well
suited to understanding the functional role
played by the dopamine signal in terms of
the information it constructs and broadcasts
(8, 10, 12). This work has used fluctuations
in dopamine activity in dual roles (i) as a
supervisory signal for synaptic weight
changes (8, 10, 12) and (ii) as a signal to
influence directly and indirectly the choice
of behavioral actions in humans and bees
(9–11). Temporal difference methods have
been used in a wide spectrum of engineering
applications that seek to solve prediction
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Do dopamine neurons report an error 
in the prediction of reward?
Fig. 1. Changes in dopamine neurons’
output code for an error in the prediction of
appetitive events. (Top) Before learning, a
drop of appetitive fruit juice occurs in the
absence of prediction—hence a positive
error in the prediction of reward. The do-
pamine neuron is activated by this unpre-
dicted occurrence of juice. (Middle) After
learning, the conditioned stimulus predicts
reward, and the reward occurs according
to the prediction—hence no error in the
prediction of reward. The dopamine neu-
ron is activated by the reward-predicting
stimulus but fails to be activated by the
predicted reward (right). (Bottom) After
learning, the conditioned stimulus predicts
a reward, but the reward fails to occur be-
cause of a mistake in the behavioral re-
sponse of the monkey. The activity of the
dopamine neuron is depressed exactly at
the time when the reward would have oc-
curred. The depression occurs more than
1 s after the conditioned stimulus without
any intervening stimuli, revealing an inter-
nal representation of the time of the pre-
dicted reward. Neuronal activity is aligned
on the electronic pulse that drives the solenoid valve delivering the reward liquid (top) or the onset of the
conditioned visual stimulus (middle and bottom). Each panel shows the peri-event time histogram and
raster of impulses from the same neuron. Horizontal distances of dots correspond to real-time intervals.
Each line of dots shows one trial. Original sequence of trials is plotted from top to bottom. CS,
conditioned, reward-predicting stimulus; R, primary reward.
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Information Encoded in
Dopaminerg c Activity
Dopamine neurons of the ve tral tegmental
area (VTA) and substantia nigra have long
been identified with the processing of re-
warding stimuli. These neurons send their
axons to brain structures involved in moti-
vation and goal-directed behavior, for ex-
ample, the striatum, nucleus accumbens,
and frontal cortex. Multiple lines of evi-
dence support the idea that these neurons
construct and distribute information about
rewarding events.
First, drugs like amphetamine and co-
caine exert their addictive actions in part by
prolonging the influence of dopamine on
target neurons (14). Second, neural path-
ways associated with dopamine neurons are
among the best targets for electrical self-
stimulation. In these experiments, rats press
bars to excite neurons at the site of an im-
planted electrode (15). The rats often
choose these apparently rewarding stimuli
over food and sex. Third, animals treated
with dopamine receptor blockers learn less
rapidly to press a bar for a reward pellet (16).
All the above results generally implicate
midbrain dopaminergic activity in reward-
dependent learning. More precise informa-
tion about the role played by midbrain do-
pamin rg c activity derive from exp rim nts
in which activity of singl dopamine neurons
is recorded in alert monkeys while they per-
form behavioral acts and receive rewards.
In these latter experiments (17), dopa
mine neurons resp d with short, phasic
activations when monkeys are presented
with various appetitive stimuli. For exam-
ple, dopamine neurons are activated w en
animals touch a small morsel of apple or
receive a small quantity of fruit juice to the
mouth as liquid reward (Fig. 1). These pha-
sic activations do not, however, discrimi-
nate between these different types of re-
warding stimuli. Aversive stimuli like air
puffs to the hand or drops of saline to the
mouth do not cause these same transient
activations. Dopamine neurons are also ac-
tivated by novel stimuli that elicit orienting
reactions; however, for most stimuli, this
activation lasts for only a few presentations.
The responses of these neurons are relative-
ly homogeneous—different neurons re-
spond in the same manner and different
appetitive stimuli elicit similar neuronal re-
sponses. All responses occur in the majority
of dopamine neurons (55 to 80%).
Surprisingly, after repeated pairings of
visual and auditory cues followed by reward,
dopamine neurons change the time of their
phasic activation from just after the time of
reward delivery to the time of cue onset. In
one task, a naı¨ve monkey is required to
touch a lever after the appearance of a small
light. Before training and in the initial
phases of training, most dopamine neurons
show a short burst of impulses after reward
delivery (Fig. 1, top). After several days of
training, the animal learns to reach for the
lever as soon as the light is illuminated, and
this behavioral change correlates with two
remarkabl changes in the dopamine neu-
ron output: (i) the primary reward no longer
elicits a phasic response; and (ii) the onset
of the (predictive) light now causes a phasic
activation in dopamine cell output (Fig. 1,
middle). The changes in dopaminergic ac-
tivity strongly resemble the transfer of an
animal’s appetitive behavioral reaction
from the US to the CS.
In trials where the reward is not deliv-
ered at the appropriate time after the onset
of the light, dopamine neurons are de-
pressed markedly below their basal firing
rate exactly at the time that the reward
should have occurred (Fig. 1, bottom). This
well-timed decrease in spike output shows
that the expected time of reward delivery
based on the occurrence of the light is also
encoded in the fluctuations in dopaminer-
gic activity (18). In contrast, very few do-
pamine neurons respond to stimuli that pre-
dict aversive outcomes.
The language used in the foregoing de-
scription already incorporates the idea that
dopaminergic activity encodes expectations
about external stimuli or reward. This inter-
pretation of these data provides a link to an
established body of computational theory (6,
7). From this perspective, one sees that dopa-
mine neurons do not simply r por the ccu -
rence of appetitive ev nts. Rather, their out-
puts appear to cod for a dev ation or error
betw e the actual reward received and pre-
dictions of the time and magni ude of reward.
These neurons are activated only if the time
of the reward is uncertain, that is, unp edicted
by any preceding cues. Dopamine neurons are
therefore excellent feature detectors of the
“goodness” of environmental events relative
to learned predictions about those events.
They emit a positive signal (increased spike
production) if an appetitive event is better
than predicted, no signal (no change in spike
production) if an appetitive event occurs as
predicted, and a negative signal (decreased
spike production) if an appetitive event is
worse than predicted (Fig. 1).
Computational Theory and Model
The TD algorithm (6, 7) is particularly well
suited to understanding the functional role
played by the dopamine signal in terms of
the information it constructs and broadcasts
(8, 10, 12). This work has used fluctuations
in dopamine activity in dual roles (i) as a
supervisory signal for synaptic weight
changes (8, 10, 12) and (ii) as a signal to
influence directly and indirectly the choice
of behavioral actions in humans and bees
(9–11). Temporal difference methods have
been used in a wide spectrum of engineering
applications that seek to solve prediction
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Fig. 1. Changes in dopamine eurons’
output code for an error in the prediction of
appetitive events. (Top) Before learning, a
d op of a pet tive fruit juice occurs in the
abs nce f prediction—hence a positive
error in the prediction of reward. The do-
pamine neuron is activa ed by this unpre-
dicted occurrence of juice. (Middle) After
learning, the conditioned stimulus predicts
reward, and the reward occurs according
to the prediction—hence no error in the
prediction of reward. The dopamine neu-
ron is activated by the reward-predicting
stimulus but fails to be activated by the
predicted reward (right). (Bottom) After
learning, the conditioned stimulus predicts
a reward, but the reward fails to occur be-
cause of a mistake in the behavioral re-
sponse of the monkey. The activity of the
dopamine neuron is depressed exactly at
the time when the reward would have oc-
curred. The depression occurs more than
1 s after the conditioned stimulus without
any intervening stimuli, revealing an inter-
nal representation of the time of the pre-
dicted reward. Neuronal activity is aligned
on the electronic pulse that drives the solenoid valve delivering the reward liquid (top) or the onset of the
conditioned visual stimulus (middle and bottom). Each panel shows the peri-event time histogram and
raster of impulses from the same neuron. Horizontal distances of dots correspond to real-time intervals.
Each line of dots shows one trial. Original sequence of trials is plotted from top to bottom. CS,
conditioned, reward-predicting stimulus; R, primary reward.
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Inf rmation Encoded in
Dopaminergic A tivity
Dopamine neurons of the ve tral teg ental
ar a (VTA) and substantia nigra have long
been identified with the p ces ing of re-
warding stimuli. These neur ns send their
axons to brain structur s invol ed in moti-
vation and goal-directed b havior, for ex-
mple, the striatum, nucleus accumb ns,
and frontal cortex. Multiple lin s of evi-
de ce support the idea that these eur ns
construct and distribute information about
rewarding events.
First, drugs like amphetamine and co-
caine exert their addictive actions in part by
prolonging the influence of dopamine on
target neurons (14). Second, neural path-
ways associated with dopamine neurons are
among the best targets for electrical self-
stimulation. In these experiments, rats press
bars to excite neurons at the site of an im-
planted electrode (15). The rats often
choose these apparently rewarding stimuli
over food and sex. Third, animals treated
with dopamine receptor blockers learn less
rapidly to press a bar for a reward pellet (16).
All the above results generally implicate
midbrain dopaminergic activity in reward-
dependent learning. More precise informa-
tion about the role played by midbrain do-
paminergic activity derives from experiments
in which activity of single dopamine neurons
is recorded in alert monkeys while they per-
form behavioral acts and receive rewards.
In these latt r experiments (17), dopa-
mine neurons respond with short, phasic
activations when monkeys are pr sented
with various appetitive stimuli. For exam-
ple, dopamine neurons are activated when
animals touch a small morsel of apple or
receive a s all quantity of fruit juice to the
mouth as liquid reward (Fig. 1). These pha-
sic activations do not, however, discrimi-
n te between these diff rent types of re-
warding stimuli. Aversive stimuli like air
puffs to the hand or drops of saline to the
mouth do not cause these same transient
activations. Dopa ine neurons are also ac-
tivated by novel stimuli that elicit orienting
reactions; however, for most stimuli, this
activation lasts for only a few presentations.
The responses of these neurons are relative-
ly homogeneous—different neurons re-
spond in the same manner and different
appetitive stimuli elicit similar neuronal re-
sponses. All responses occur in the majority
of dopamine neurons (55 to 80%).
Surprisingly, after repeated pairings of
visual and auditory cues followed by reward,
dopamine neurons change the time of their
phasic activation from just after the time of
reward delivery to the time of cue onset. In
one task, a naı¨ve monkey is required to
touch a lever after the appearance of a small
light. Before training and in the initial
phases of training, most dopamine neurons
show a short burst of impulses after reward
delivery (Fig. 1, top). After several days of
training, the animal learns to reach for the
lever as so n as the light is illuminated, and
this behavior l change correlates wit two
remarkable changes in th dopamine neu-
ron out ut: (i) the primary reward no longer
elicits a phasic response; and (ii) the onset
of the (predictive) light now causes a phasic
activation in dopamine cell output (Fig. 1,
middle). The changes in dopaminergic ac-
tivity strongly resem le the transfer of an
animal’s appe itive behavioral reaction
from the US to the CS.
In trials where the rew rd is not deliv-
ered at the appropriate time after the onset
of the light, dopamine neurons are de-
pressed markedly below their basal firing
rate exactly at the time that the reward
should have occurred (Fig. 1, bottom). This
well-timed decrease in spike output shows
that the expected time of reward delivery
based on the occurrence of the light is also
encoded in the fluctuations in dopaminer-
gic activity (18). In contrast, very few do-
pamine neurons respond to stimuli that pre-
dict aversive outcomes.
The language used in the foregoing de-
scription already incorporates the idea that
dopaminergic activity encodes expectations
about external stimuli or reward. This inter-
pretation of these data provides a link to an
established body of computational theory (6,
7). From this perspective, one sees that dopa-
mine neurons do not simply report the occur-
rence of appetitive events. Rather, their out-
puts appear to code for a deviation or error
between the actual reward received and pre-
dictions of the time and magnitude of reward.
These neurons are activated only if the time
of the reward is uncertain, that is, unpredicted
by any preceding cues. Dopamine neurons are
therefore excellent feature detectors of the
“goodness” of environmental events relative
to learned predictions about those events.
They emit a positive signal (increased spike
production) if an appetitive event is better
than predicted, no signal (no change in spike
production) if an appetitive event occurs as
predicted, and a negative signal (decreased
spike production) if an appetitive event is
worse than predicted (Fig. 1).
Computational Theory and Model
The TD algorithm (6, 7) is particularly well
suited to understanding the functional role
played by the dopamine signal in terms of
the information it constr cts and broadcasts
(8, 10, 12). This work has used fluctuations
in dopamine activity in dual roles (i) as a
sup rvisory signal for synaptic weight
changes (8, 10, 12) and (ii) a signal to
influenc direct y and i directly the choice
of behav or l actions in huma s and bees
(9–11). Temporal difference methods have
been used in a wide spectrum of engineering
applications that seek to solve prediction
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Fig. 1. Changes in dopamine neurons’
output code for an error in the prediction of
appetitive events. (Top) Before learning, a
drop of appetitive fruit juice occurs in the
absence of prediction—hence a positive
error in the prediction of rewar . The do-
pamine neuron is activated by this unpre-
dicted occurrence of juice. (Middle) After
learning, the onditioned stimulus predicts
reward, and the reward occurs according
to the prediction—henc no error in the
prediction of reward. The dopamine neu-
ron is activated by the reward-predicting
stimulus but fails be activated by the
predicte reward (right). (Bott m) Aft r
le rning, the conditioned stimulus predicts
a reward, but the reward fails to occur be-
cause of a mistake in th b havioral re-
sponse of the monkey. The activity of the
dopamine neuron i depressed exactly at
the tim when the reward wo ld have c-
curred. Th depression occurs more than
1 s after the conditioned stimulus without
any intervening stimuli, revealing an inter-
nal representation of the time of the pre-
dicted reward. Neuronal activity is aligned
on the electronic pulse that drives the solenoid valve delivering the reward liquid (top) or the onset of the
conditioned visual stimulus (middle and bottom). Each panel shows the peri-event time histogram and
raster of impulses from the same neuron. Horizontal distances of dots correspond to real-time intervals.
Each line of dots shows one trial. Original sequence of trials is plotted from top to bottom. CS,
conditioned, reward-predicting stimulus; R, primary reward.
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were observed. For patients, a significant VTA TD signal
was observed, with signal present also in the amygdala and
anterior insula. No regions of significant deactivation were
identified. Table 2 summarizes activation and deactivation
details.
Differences inTD signal between MDD and
control groups
Patients with antidepressant-unresponsive MDD, when
compared with unmedicated controls, had reduced TD
signals in the VS and dAC. The TD signal appeared
increased in the VTA, rAC, RC and hippocampus.
However, only the VTA signal was actually increased. The
apparent increases in the rAC, RC and hippocampus were
due to a lack of deactivation in patients: i.e. the TD signal
was blunted in these regions in MDD. Comparing patients
with controls in a medicated state, patients had an
increased signal in the VTA and rAC. Again though, only
the VTA signal was actually increased, and the apparent
increase in the rAC was due to a lack of deactivation in
patients. Figure 3A shows these regions and Fig. 4 shows
the TD signal effect sizes with 90% confidence intervals for
these regions. Table 3 lists details of these differences.
For controls in a medicated compared with unmedicated
state, the TD signal appeared significantly increased in the
rAC, RC and hippocampus (Fig. 3B). However, as shown in
Fig. 4, this was due to a lack of deactivation in the
medicated state. Therefore, as hypothesized, the effect of
acute medication administration was also to blunt the TD
signal in these regions. Table 3 lists details of the significant
between-group differences.
Correlations betweenTD signal and MDD
severity ratings
Significant correlations between clinical ratings of MDD
severity and the observed strength of the TD signal (TD-LRC)
are summarized in Table 4 and illustrated in Fig. 5.
Interpretation of the correlations depends on whether a
region was an activation or deactivation.
Fig. 3 (A) Difference inTD signal strength in patients compared
with unmedicated controls, PU: blunted deactivation (i); blunted
deactivation (ii); blunted activation (iii). (B) Difference inTD signal
strength in medicated controls compared with unmedicated
controls, MU: blunted deactivation (i), blunted deactivation (ii),
blunted deactivation (iii). Regions significant at P50.05 corrected.
H = hippocampus.
Table 2 Within group activation and deactivation
Location Coordinate z Significance!
U Ventral
st iatum/ allidum
("24,6,"10) 4.23 0.001
U Ventral
triatu /pa lidum
(32,2,"12) 4.14 0.001
U Amygdala ("20,0,"20) 3.88 0.018
U Amygdala (26,"2,"14) 3.85 0.018
U Cauda e (10,8,0) 4.20 0.001
U D rsal anterior
cingulate
("4,10,46) 4.62 0.009
U Thala us ("2,"14,"6) 4.44 0.009
U Rostra / ubg nual
AC
(2,54,6) "4.41 0.015
U Rostral/subgenual
AC
(15,42,"3) "4.47 0.015
U Retrosplenial
cortex
("4,"60,26) "4.83 0.012
U Retrosplenial
cortex
(9,"46, 31) "4.38 0.016
U Hippocampus ("17,"46,"10) "3.44 0.032
M Amygdala ("25,"4,"15) 4.16 0.016
M Amydgala (26,0,"14) 3.99 0.016
M Anterior insula ("32,16,4) 4.47 0.016
M Anterior insula (36,20,2) 4.50 0.016
P Midbrain/VTA (0,"21,"10) 3.93 0.054
P Amygdala ("25,"2,"14) 4.72 0.054
P Amygdala (22,"2,"16) 4.68 0.054
P Anterior insula (42,4,"10) 3.76 0.054
P=patients; U=unmedicated controls; M=medicated controls;
AC=anterior cingulate; "z-value indicates deactivation with
predicted TD signal; !=FDRwhole brain corrected.
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Information Encoded in
Dopaminergic Activity
Dopamine neurons of the ventral tegmental
area (VTA) and substantia nigra have long
been identified with the processing of re-
warding stimuli. These neurons send their
axons to brain structures involved in moti-
vation and goal-directed behavior, for ex-
ample, the striatum, nucleus accumbens,
and frontal cortex. Multiple lines of evi-
dence support the idea that these neurons
construct and distribute information about
rewarding events.
First, drugs like amphetamine and co-
caine exert their addictive actions in part by
prolonging the influence of dopamine on
target neurons (14). Second, neural path-
ways associated with dopamine neurons are
among the best targets for electrical self-
stimulation. In these experiments, rats press
bars to excite neurons at the site of an im-
planted electrode (15). The rats often
choose these apparently rewarding stimuli
over food and sex. Third, animals treated
with dopamine receptor blockers learn less
rapidly to press a bar for a reward pellet (16).
All the above results generally implicate
midbrain dopaminergic activity in reward-
dependent learning. More precise informa-
tion about the role played by midbrain do-
paminergic activity derives from experiments
in which activity of single dopamine neurons
is recorded in alert monkeys while they per-
form behavioral acts and receive rewards.
In these latter experiments (17), dopa-
mine neurons respond with short, phasic
activations when monkeys are presented
with various appetitive stimuli. For exam-
ple, dopamine neurons are activated when
animals touch a small morsel of apple or
receive a small quantity of fruit juice to the
mouth as liquid reward (Fig. 1). These pha-
sic activations do not, however, discrimi-
nate between these different types of re-
warding stimuli. Aversive stimuli like air
puffs to the hand or drops of saline to the
mouth do not cause these same transient
activations. Dopamine neurons are also ac-
tivated by novel stimuli that elicit orienting
reactions; however, for most stimuli, this
activation lasts for only a few presentations.
The responses of these neurons are relative-
ly homogeneous—different neurons re-
spond in the same manner and different
appetitive stimuli elicit similar neuronal re-
sponses. All responses occur in the majority
of dopamine neurons (55 to 80%).
Surprisingly, after repeated pairings of
visual and auditory cues followed by reward,
dopamine neurons change the time of their
phasic activation from just after the time of
reward delivery to the time of cue onset. In
one task, a naı¨ve monkey is required to
touch a lever after the appearance of a small
light. Before training and in the initial
phases of training, most dopamine neurons
show a short burst of impulses after reward
delivery (Fig. 1, top). After several days of
training, the animal learns to reach for the
lever as soon as the light is illuminated, and
this behavioral change correlates with two
remarkable changes in the dopamine neu-
ron output: (i) the primary reward no longer
elicits a phasic response; and (ii) the onset
of the (predictive) light now causes a phasic
activation in dopamine cell output (Fig. 1,
middle). The changes in dopa inergic ac-
tivity strongly resemble the ransfer of an
animal’s appetitive behavioral reaction
from the US to the CS.
In trials where the reward is not deliv-
ered at the appropriate time aft r the onset
of the light, dopamin n urons are d -
pressed markedly below their basal firi g
rate exactly at the time that the reward
should have occurred (Fig. 1, bottom). This
well-timed decrease in spike output shows
that the expected time of reward delivery
based on the occurrence of the light is also
encoded in the fluctuations in dopaminer-
gic activity (18). In contrast, very few do-
pamine neurons respond to stimuli th t pre-
dict aversive outcomes.
The language used in the foregoing de-
scription already incorporates the idea that
dopaminergic activity encodes expectations
about external stimuli or reward. This inter-
pretation of these data provides a link to an
established body of computational theory (6,
7). From this perspective, one sees that dopa-
mine neurons do not simply report the occur-
rence of appetitive events. Rather, their out-
puts appear to code for a deviation or error
between the actual reward received and pre-
dictions of the time and magnitude of reward.
These neurons are activated only if the time
of the reward is uncertain, that is, unpredicted
by any preceding cues. Dopamine neurons are
therefore excellent feature detectors of the
“goodness” of environmental events relative
to learned predictions about those events.
They emit a positive signal (increased spike
production) if an appetitive event is better
than predicted, no signal (no change in spike
production) if an appetitive event occurs as
predicted, and a negative signal (decreased
spike production) if an appetitive event is
worse than predicted (Fig. 1).
Computational Theory and Model
The TD algorithm (6, 7) is particularly well
suited to understanding the functional role
played by the dopamine signal in terms of
the information it constructs and broadcasts
(8, 10, 12). This work has used fluctuations
in dopamine activity in dual roles (i) as a
supervisory signal for synaptic weight
changes (8, 10, 12) and (ii) as a signal to
influence directly and indir ctly the choice
of behavioral actions in humans and bees
(9–11). Temporal difference methods have
been used in a wide spectrum of engineering
applications that seek to solve prediction
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Do dopamine neurons report an error 
in the prediction of reward?
Fig. 1. Changes in dopamine neurons’
output code for an error in the prediction of
appetitive events. (Top) Before learning, a
drop of appetitive fruit juice occurs in the
absence of prediction—hence a positive
error in the prediction of reward. The do-
pamine neuron is activated by this unpre-
dicted occurrence of juice. (Middle) After
learning, the conditioned stimulus predicts
reward, and the reward occurs according
to the prediction—hence no error in the
prediction of reward. The dopamine neu-
ron is activated by the reward-predicting
stimulus but fails to be activated by the
predicted reward (right). (Bottom) After
learning, the conditioned stimulus predicts
a reward, but the reward fails to occur be-
cause of a mistake in the behavioral re-
sponse of the monkey. The activity of the
dopamine neuron is depressed exactly at
the time when the reward would have oc-
curred. The depression occurs more than
1 s after the conditioned stimulus without
any intervening stimuli, revealing an inter-
nal representation of the time of the pre-
dicted reward. Neuronal activity is aligned
on the electronic pulse that drives the solenoid valve delivering the reward liquid (top) or the onset of the
conditioned visual stimulus (middle and bottom). Each panel shows the peri-event time histogram and
raster of impulses from the same neuron. Horizontal distances of dots correspond to real-time intervals.
Each line of dots shows one trial. Original sequence of trials is plotted from top to bottom. CS,
conditioned, reward-predicting stimulus; R, primary reward.
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Information Encoded in
Dopaminerg c Activity
Dopamine neurons of the ve tral tegmental
area (VTA) and substantia nigra have long
been identified with the processing of re-
warding stimuli. These neurons send their
axons to brain structures involved in moti-
vation and goal-directed behavior, for ex-
ample, the striatum, nucleus accumbens,
and frontal cortex. Multiple lines of evi-
dence support the idea that these neurons
construct and distribute information about
rewarding events.
First, drugs like amphetamine and co-
caine exert their addictive actions in part by
prolonging the influence of dopamine on
target neurons (14). Second, neural path-
ways associated with dopamine neurons are
among the best targets for electrical self-
stimulation. In these experiments, rats press
bars to excite neurons at the site of an im-
planted electrode (15). The rats often
choose these apparently rewarding stimuli
over food and sex. Third, animals treated
with dopamine receptor blockers learn less
rapidly to press a bar for a reward pellet (16).
All the above results generally implicate
midbrain dopaminergic activity in reward-
dependent learning. More precise informa-
tion about the role played by midbrain do-
pamin rg c activity derive from exp rim nts
in which activity of singl dopamine neurons
is recorded in alert monkeys while they per-
form behavioral acts and receive rewards.
In these latter experiments (17), dopa
mine neurons resp d with short, phasic
activations when monkeys are presented
with various appetitive stimuli. For exam-
ple, dopamine neurons are activated w en
animals touch a small morsel of apple or
receive a small quantity of fruit juice to the
mouth as liquid reward (Fig. 1). These pha-
sic activations do not, however, discrimi-
nate between these different types of re-
warding stimuli. Aversive stimuli like air
puffs to the hand or drops of saline to the
mouth do not cause these same transient
activations. Dopamine neurons are also ac-
tivated by novel stimuli that elicit orienting
reactions; however, for most stimuli, this
activation lasts for only a few presentations.
The responses of these neurons are relative-
ly homogeneous—different neurons re-
spond in the same manner and different
appetitive stimuli elicit similar neuronal re-
sponses. All responses occur in the majority
of dopamine neurons (55 to 80%).
Surprisingly, after repeated pairings of
visual and auditory cues followed by reward,
dopamine neurons change the time of their
phasic activation from just after the time of
reward delivery to the time of cue onset. In
one task, a naı¨ve monkey is required to
touch a lever after the appearance of a small
light. Before training and in the initial
phases of training, most dopamine neurons
show a short burst of impulses after reward
delivery (Fig. 1, top). After several days of
training, the animal learns to reach for the
lever as soon as the light is illuminated, and
this behavioral change correlates with two
remarkabl changes in the d pamine neu-
ron output: (i) the prima y reward no longer
elicits a phasic response; a d (ii) the onset
of the (predictive) light no caus s phasic
activation in dopamine cell output (Fig. 1,
middle). The changes in dopaminergic ac-
tivity strongly resemble the transfer of an
animal’s appetitive behavioral reaction
from the US to the CS.
In trials where the reward is not deliv-
ered at the appropriate tim after the onset
of the light, dopamine neurons are de-
pressed markedly below eir bas l firin
rate exactly at the time that the reward
should have occurred (Fig. 1, bott m). This
well-timed decrease in spike output shows
that the expected time of reward delivery
based on the occurrence of the light is also
encoded in the fluctuations in dopaminer-
gic activity (18). In contrast, very few do-
pamine neurons respond to stimuli that pre-
dict aversive outcomes.
The language used in the foregoing de-
scription already incorporates the idea that
dopaminergic activity encodes expectations
about external stimuli or reward. This inter-
pretation of these data provides a link to an
established body of computational theory (6,
7). From this perspective, one sees that dopa-
mine neurons do not simply r por the ccu -
rence of appetitive ev nts. Rather, their out-
puts appear to cod for a dev ation or error
betw e the actual reward received a d pre-
dictions of the time and magni ude of reward.
These neurons are activated only if the time
of the reward is uncertain, that is, unp e icted
by any preceding cues. Dopamine neurons are
therefore excellent feature detectors of the
“goodness” of environmental events relative
to learned predictions about those events.
They emit a positive signal (increased spike
production) if an appetitive event is better
than predicted, no signal (no change in spike
production) if an appetitive event occurs as
predicted, and a negative signal (decreased
spike production) if an appetitive event is
worse than predicted (Fig. 1).
Computational Theory and Model
The TD algorithm (6, 7) is particularly well
suited to understanding the functional role
played by the dopamine signal in terms of
the information it constructs and broadcasts
(8, 10, 12). This work has used fluctuations
in dopamine activity in dual roles (i) as a
supervisory signal for synaptic weight
changes (8, 10, 12) and (ii) as a signal to
influence directly and indirectly the choice
of behavioral actions in humans and bees
(9–11). Temporal difference methods have
been used in a wide spectrum of engineering
applications that seek to solve prediction
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in the prediction of reward?
Fig. 1. Changes in dopamine eurons’
output code for an error in the prediction of
appetitive events. (Top) Before learning, a
d op of a pet tive fruit juice occurs in the
abs nce f prediction—hence a positive
error in the prediction of reward. The do-
pamine neuron is activa ed by this unpre-
dicted occurrence of juice. (Middle) After
learning, the conditioned stimulus predicts
reward, and the reward occurs according
to the prediction—hence no error in the
prediction of reward. The dopamine neu-
ron is activated by the reward-predicting
stimulus but fails to be activated by the
predicted reward (right). (Bottom) After
learning, the conditioned stimulus predicts
a reward, but the reward fails to occur be-
cause of a mistake in the behavioral re-
sponse of the monkey. The activity of the
dopamine neuron is depressed exactly at
the time when the reward would have oc-
curred. The depression occurs more than
1 s after the conditioned stimulus without
any intervening stimuli, revealing an inter-
nal representation of the time of the pre-
dicted reward. Neuronal activity is aligned
on the electronic pulse that drives the solenoid valve delivering the reward liquid (top) or the onset of the
conditioned visual stimulus (middle and bottom). Each panel shows the peri-event time histogram and
raster of impulses from the same neuron. Horizontal distances of dots correspond to real-time intervals.
Each line of dots shows one trial. Original sequence of trials is plotted from top to bottom. CS,
conditioned, reward-predicting stimulus; R, primary reward.
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Inf rmation Encoded in
Dopaminergic A tivity
Dopamine neurons of the ve tral teg ental
ar a (VTA) and substantia nigra have long
been identified with the p ces ing of re-
warding stimuli. These neur ns send their
axons to brain structur s invol ed in moti-
vation and goal-directed b havior, for ex-
mple, the striatum, nucleus accumb ns,
and frontal cortex. Multiple lin s of evi-
de ce support the idea that these eur ns
construct and distribute information about
rewarding events.
First, drugs like amphetamine and co-
caine exert their addictive actions in part by
prolonging the influence of dopamine on
target neurons (14). Second, neural path-
ways associated with dopamine neurons are
among the best targets for electrical self-
stimulation. In these experiments, rats press
bars to excite neurons at the site of an im-
planted electrode (15). The rats often
choose these apparently rewarding stimuli
over food and sex. Third, animals treated
with dopamine receptor blockers learn less
rapidly to press a bar for a reward pellet (16).
All the above results generally implicate
midbrain dopaminergic activity in reward-
dependent learning. More precise informa-
tion about the role played by midbrain do-
paminergic activity derives from experiments
in which activity of single dopamine neurons
is recorded in alert monkeys while they per-
form behavioral acts and receive rewards.
In these latt r experiments (17), dopa-
mine neurons respond with short, phasic
activations when monkeys are pr sented
with various appetitive stimuli. For exam-
ple, dopamine neurons are activated when
animals touch a small morsel of apple or
receive a s all quantity of fruit juice to the
mouth as liquid reward (Fig. 1). These pha-
sic activations do not, however, discrimi-
n te between these diff rent types of re-
warding stimuli. Aversive stimuli like air
puffs to the hand or drops of saline to the
mouth do not cause these same transient
activations. Dopa ine neurons are also ac-
tivated by novel stimuli that elicit orienting
reactions; however, for most stimuli, this
activation lasts for only a few presentations.
The responses of these neurons are relative-
ly homogeneous—different neurons re-
spond in the same manner and different
appetitive stimuli elicit similar neuronal re-
sponses. All responses occur in the majority
of dopamine neurons (55 to 80%).
Surprisingly, after repeated pairings of
visual and auditory cues followed by reward,
dopamine neurons change the time of their
phasic activation from just after the time of
reward delivery to the time of cue onset. In
one task, a naı¨ve monkey is required to
touch a lever after the appearance of a small
light. Before training and in the initial
phases of training, most dopamine neurons
show a short burst of impulses after reward
delivery (Fig. 1, top). After several days of
training, the animal learns to reach for the
lever as so n as the light is illuminated, and
this behavior l change correlates it two
remarkable changes in th dopamine n u-
ron out ut: (i) the primary reward no lo g r
elicits a phasic response; an (ii) the onset
of the (predictive) light now ca ses a phasic
activation in dopamine cell output (Fig. 1,
middle). The changes in dopaminergic a -
tivity strongly resem le the transfer of an
animal’s appe itive behavioral reaction
from the US to the CS.
In trials where the rew rd is n t deliv-
ered at the appropriate tim after th onset
of the light, dopamine n urons are de-
pressed markedly below their basal firing
rate exactly at the time that the reward
should have occurred (Fig. 1, bottom). This
well-timed decrease in spike output shows
that the expected time of reward delivery
based on the occurrence of the light is also
encoded in the fluctuations in dopaminer-
gic activity (18). In contrast, very few do-
pamine neurons respond to stimuli that pre-
dict aversive outcomes.
The language used in the foregoing de-
scription already incorporates the idea that
dopaminergic activity encodes expectations
about external stimuli or reward. This inter-
pretation of these data provides a link to an
established body of computational theory (6,
7). From this perspective, one sees that dopa-
mine neurons do not simply report the occur-
rence of appetitive events. Rather, their out-
puts appear to code for a deviation or error
between the actual reward received and pre-
dictions of the time and magnitude of reward.
These neurons are activated only if the time
of the reward is uncertain, that is, unpredicted
by any preceding cues. Dopamine neurons are
therefore excellent feature detectors of the
“goodness” of environmental events relative
to learned predictions about those events.
They emit a positive signal (increased spike
production) if an appetitive event is better
than predicted, no signal (no change in spike
production) if an appetitive event occurs as
predicted, and a negative signal (d creased
spike production) if an appetitive event is
worse than predicted (Fig. 1).
Computational Theory and Model
The TD algorithm (6, 7) is particularly well
suited to understanding the functional role
played by the dopamine signal in terms of
the information it constr cts and broadcasts
(8, 10, 12). This work has used fluctuations
in dopamine activity in dual roles (i) as a
sup rvisory signal for synaptic weight
changes (8, 10, 12) and (ii) a signal to
influenc direct y and i directly the choice
of behav or l actions in huma s and bees
(9–11). Temporal difference methods have
been used in a wide spectrum of engineering
applications that seek to solve prediction
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Do dopamine neurons report an error 
in the prediction of reward?
Fig. 1. Changes in dopamine neurons’
output code for an error in the prediction of
appetitive events. (Top) Before learning, a
drop of appetitive fruit juice occurs in the
absence of prediction—hence a positive
error in the prediction of rewar . The do-
pamine neuron is activated by this unpre-
dicted occurrence of juice. (Middle) After
learning, the onditioned stimulus predicts
reward, and the reward occurs according
to the prediction—henc no error in the
prediction of reward. The dopamine neu-
ron is activated by the reward-predicting
stimulus but fails be activated by the
predicte reward (right). (Bott m) Aft r
le rning, the conditioned stimulus predicts
a reward, but the reward fails to occur be-
cause of a mistake in th b havioral re-
sponse of the monkey. The activity of the
dopamine neuron i depressed exactly at
the tim when the reward wo ld have c-
curred. Th depression occurs more than
1 s after the conditioned stimulus without
any intervening stimuli, revealing an inter-
nal representation of the time of the pre-
dicted reward. Neuronal activity is aligned
on the electronic pulse that drives the solenoid valve delivering the reward liquid (top) or the onset of the
conditioned visual stimulus (middle and bottom). Each panel shows the peri-event time histogram and
raster of impulses from the same neuron. Horizontal distances of dots correspond to real-time intervals.
Each line of dots shows one trial. Original sequence of trials is plotted from top to bottom. CS,
conditioned, reward-predicting stimulus; R, primary reward.
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were observed. For patients, a significant VTA TD signal
was observed, with signal present also in the amygdala and
anterior insula. No regions of significant deactivation were
identified. Table 2 summarizes activation and deactivation
details.
Differences inTD signal between MDD and
control groups
Patients with antidepressant-unresponsive MDD, when
compared with unmedicated controls, had reduced TD
signals in the VS and dAC. The TD signal appeared
increased in the VTA, rAC, RC and hippocampus.
However, only the VTA signal was actually increased. The
apparent increases in the rAC, RC and hippocampus were
due to a lack of deactivation in patients: i.e. the TD signal
was blunted in these regions in MDD. Comparing patients
with controls in a medicated state, patients had an
increased signal in the VTA and rAC. Again though, only
the VTA signal was actually increased, and the apparent
increase in the rAC was due to a lack of deactivation in
patients. Figure 3A shows these regions and Fig. 4 shows
the TD signal effect sizes with 90% confidence intervals for
these regions. Table 3 lists details of these differences.
For controls in a medicated compared with unmedicated
state, the TD signal appeared significantly increased in the
rAC, RC and hippocampus (Fig. 3B). However, as shown in
Fig. 4, this was due to a lack of deactivation in the
medicated state. Therefore, as hypothesized, the effect of
acute medication administration was also to blunt the TD
signal in these regions. Table 3 lists details of the significant
between-group differences.
Correlations betweenTD signal and MDD
severity ratings
Significant correlations between clinical ratings of MDD
severity and the observed strength of the TD signal (TD-LRC)
are summarized in Table 4 and illustrated in Fig. 5.
Interpretation of the correlations depends on whether a
region was an activation or deactivation.
Fig. 3 (A) Difference inTD signal strength in patients compared
with unmedicated controls, PU: blunted deactivation (i); blunted
deactivation (ii); blunted activation (iii). (B) Difference inTD signal
strength in medicated controls compared with unmedicated
controls, MU: blunted deactivation (i), blunted deactivation (ii),
blunted deactivation (iii). Regions significant at P50.05 corrected.
H = hippocampus.
Table 2 Within group activation and deactivation
Location Coordinate z Significance!
U Ventral
st iatum/ allidum
("24,6,"10) 4.23 0.001
U Ventral
triatu /pa lidum
(32,2,"12) 4.14 0.001
U Amygdala ("20,0,"20) 3.88 0.018
U Amygdala (26,"2,"14) 3.85 0.018
U Cauda e (10,8,0) 4.20 0.001
U D rsal anterior
cingulate
("4,10,46) 4.62 0.009
U Thala us ("2,"14,"6) 4.44 0.009
U Rostra / ubg nual
AC
(2,54,6) "4.41 0.015
U Rostral/subgenual
AC
(15,42,"3) "4.47 0.015
U Retrosplenial
cortex
("4,"60,26) "4.83 0.012
U Retrosplenial
cortex
(9,"46, 31) "4.38 0.016
U Hippocampus ("17,"46,"10) "3.44 0.032
M Amygdala ("25,"4,"15) 4.16 0.016
M Amydgala (26,0,"14) 3.99 0.016
M Anterior insula ("32,16,4) 4.47 0.016
M Anterior insula (36,20,2) 4.50 0.016
P Midbrain/VTA (0,"21,"10) 3.93 0.054
P Amygdala ("25,"2,"14) 4.72 0.054
P Amygdala (22,"2,"16) 4.68 0.054
P Anterior insula (42,4,"10) 3.76 0.054
P=patients; U=unmedicated controls; M=medicated controls;
AC=anterior cingulate; "z-value indicates deactivation with
predicted TD signal; !=FDRwhole brain corrected.
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(Tanak et al., PLoS ONE, 2007; Schweigh fer et al., J 
Neurosci, 2008) 
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〈138〉不安，うつ，妄想に挑む心理学：臨床と基礎の融合を目指して
線条体の活動が低下しているということがわかりました。非常に間接的な結果ではありますし，
この論文の中では一貫しない結果も出ています。ただ，部分的にうつ病とTD誤差の低下という
のは関係しそうだということがわかりました。
　次にうつ病とセロトニン・γとの関係になります。うつ病ではセロトニンの低下がずっと報告さ
れてきています。セロトニンが低下して症状が出ていると思われるので，抗うつ薬でセロトニンを
高めるということを治療ではやっています。そのため，セロトニンが関与すると考えられる減衰係
数もたぶんうつ病では低下しているのではないかといったことが予想されます。そこでセロトニン
が低下すると減衰係数もたぶん低下するだろうという仮説を立てて実験が行われています。
　まず実際の患者さんで実験する前に，健康な方を対象にセロトニンを低下させる実験をしてい
ます。これは私が広島大学で研究を始める前に，行われていた実験になります。この実験では，
セロトニンを人為的に低下させる手続きをしています。先ほどもご説明しましたが，セロトニンに
合成される前の物質にトリプトファンがあります。それを人為的に減らすことでセロトニンを減ら
しています。その手続きを行った上で実験課題を行ってもらっています。セロトニンが，遅延し
た報酬の予測にどのように影響するのかということを調べています。実験課題はこのような課題
になります。黄色の背景の上に黒いものが乗っています。白い背景の上にも黒いものが乗ってい
ます。そういった図形が2つ出てくるのですが，ボタンを押すごとに黒いものが除かれていきます。
この黒いものが完全になくなったときに報酬がもらえるという課題になります。ぱっと見た感じ黄
色のほうが黒いものがいっぱい乗っています。一方白いほうは黒いものが少ないです。白いほうは，
1回，2回ボタンを押すだけで報酬がもらえます。一方，黄色のほうは，何回かボタンをポチポチ
ポチと押さないと黒いものがなくならず，報酬が遅れてもらえます。ただし，もらえる報酬の量
がちょっと違います。すぐもらえる白いほうを選択しますと報酬が少ないです。一方，黄色いほ
うは何回か押すので時間がかかりますが，何回か押したあとにたくさんの報酬がもらえます。
ちょっとがんばってたくさんご褒美をもらうのか，すぐにもらえる少ないご褒美をもらうのか，そ
ういったことを学習してもらいます。これは遅延報酬，遅れてもらえる報酬をどれくらい予測す
るかということを調べています。Q learningモデルなどを使って，行動データから減衰係数を推
定したり，MRIによる脳機能の検討も行っています。
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Information Encoded in
Dopaminergic Activity
Dopamine neurons of the ventral tegmental
area (VTA) and substantia nigra have long
been identified with the processing of re-
warding stimuli. These neurons send their
axons to brain structures involved in moti-
vation and goal-directed behavior, for ex-
ample, the striatum, nucleus accumbens,
and frontal cortex. Multiple lines of evi-
dence support the idea that these neurons
construct and distribute information about
rewarding events.
First, drugs like amphetamine and co-
caine exert their addictive actions in part by
prolonging the influence of dopamine on
target neurons (14). Second, neural path-
ways associated with dopamine neurons are
among the best targets for electrical self-
stimulation. In these experiments, rats press
bars to excite neurons at the site of an im-
planted electrode (15). The rats often
choose these apparently rewarding stimuli
over food and sex. Third, animals treated
with dopamine receptor blockers learn less
rapidly to press a bar for a reward pellet (16).
All the above results generally implicate
midbrain dopaminergic activity in reward-
dependent learning. More precise informa-
tion about the role played by midbrain do-
paminergic activity derives from experiments
in which activity of single dopamine neurons
is recorded in alert monkeys while they per-
form behavioral acts and receive rewards.
In these latter experiments (17), dopa-
mine neurons respond with short, phasic
activations when monkeys are presented
with various appetitive stimuli. For exam-
ple, dopamine neurons are activated when
animals touch a small morsel of apple or
receive a small quantity of fruit juice to the
mouth as liquid reward (Fig. 1). These pha-
sic activations do not, however, discrimi-
nate between these different types of re-
warding stimuli. Aversive stimuli like air
puffs to the hand or drops of saline to the
mouth do not cause these same transient
activations. Dopamine neurons are also ac-
tivated by novel stimuli that elicit orienting
reactions; however, for most stimuli, this
activation lasts for only a few presentations.
The responses of these neurons are relative-
ly homogeneous—different neurons re-
spond in the same manner and different
appetitive stimuli elicit similar neuronal re-
sponses. All responses occur in the majority
of dopamine neurons (55 to 80%).
Surprisingly, after repeated pairings of
visual and auditory cues followed by reward,
dopamine neurons change the time of their
phasic activation from just after the time of
reward delivery to the time of cue onset. In
one task, a naı¨ve monkey is required to
touch a lever after the appearance of a small
light. Before training and in the initial
phases of training, most dopamine neurons
show a short burst of impulses after reward
delivery (Fig. 1, top). After several days of
training, the animal learns to reach for the
lever as soon as the light is illuminated, and
this behavioral change correlates with two
remarkable changes in the dopamine neu-
ron output: (i) the primary reward no longer
elicits a phasic response; and (ii) the onset
of the (predictive) light now causes a phasic
activation in dopamine cell output (Fig. 1,
middle). The changes in dopaminergic ac-
tivity strongly resemble the transfer of an
animal’s appetitive behavioral reaction
from the US to the CS.
In trials where the reward is not deliv-
ered at the appropriate time after the onset
of the light, dopamine neurons are de-
pressed markedly below their basal firing
rate exactly at the time that the reward
should have occurred (Fig. 1, bottom). This
well-timed decrease in spike output shows
that the expected time of reward delivery
based on the occurrence of the light is also
encoded in the fluctuations in dopaminer-
gic activity (18). In contrast, very few do-
pamine neurons respond to stimuli that pre-
dict aversive outcomes.
The language used in the foregoing de-
scription already incorporates the idea that
dopaminergic activity encodes expectations
about external stimuli or reward. This inter-
pretation of these data provides a link to an
established body of computational theory (6,
7). From this perspective, one sees that dopa-
mine neurons do not simply report the occur-
rence of appetitive events. Rather, their out-
puts appear to code for a deviation or error
between the actual reward received and pre-
dictions of the time and magnitude of reward.
These neurons are activated only if the time
of the reward is uncertain, that is, unpredicted
by any preceding cues. Dopamine neurons are
therefore excellent feature detectors of the
“goodness” of environmental events relative
to learned predictions about those events.
They emit a positive signal (increased spike
production) if an appetitive event is better
than predicted, no signal (no change in spike
production) if an appetitive event occurs as
predicted, and a negative signal (decreased
spike production) if an appetitive event is
worse than predicted (Fig. 1).
Computational Theory and Model
The TD algorithm (6, 7) is particularly well
suited to understanding the functional role
played by the dopamine signal in terms of
the information it constructs and broadcasts
(8, 10, 12). This work has used fluctuations
in dopamine activity in dual roles (i) as a
supervisory signal for synaptic weight
changes (8, 10, 12) and (ii) as a signal to
influence directly and indirectly the choice
of behavioral actions in humans and bees
(9–11). Temporal difference methods have
been used in a wide spectrum of engineering
applications that seek to solve prediction
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Do dopamine neurons report an error 
in the prediction of reward?
Fig. 1. Changes in dopamine neurons’
output code for an error in the prediction of
appetitive events. (Top) Before learning, a
drop of appetitive fruit juice occurs in the
absence of prediction—hence a positive
error in the prediction of reward. The do-
pamine neuron is activated by this unpre-
dicted occurrence of juice. (Middle) After
learning, the conditioned stimulus predicts
reward, and the reward occurs according
to the prediction—hence no error in the
prediction of reward. The dopamine neu-
ron is activated by the reward-predicting
stimulus but fails to be activated by the
predicted reward (right). (Bottom) After
learning, the conditioned stimulus predicts
a reward, but the reward fails to occur be-
cause of a mistake in the behavioral re-
sponse of the monkey. The activity of the
dopamine neuron is depressed exactly at
the time when the reward would have oc-
curred. The depression occurs more than
1 s after the conditioned stimulus without
any intervening stimuli, revealing an inter-
nal representation of the time of the pre-
dicted reward. Neuronal activity is aligned
on the electronic pulse that drives the solenoid valve delivering the reward liquid (top) or the onset of the
conditioned visual stimulus (middle and bottom). Each panel shows the peri-event time histogram and
raster of impulses from the same neuron. Horizontal distances of dots correspond to real-time intervals.
Each line of dots shows one trial. Original sequence of trials is plotted from top to bottom. CS,
conditioned, reward-predicting stimulus; R, primary reward.
SCIENCE ! VOL. 275 ! 14 MARCH 1997 ! http://www.sciencemag.org1594
Information Encoded in
Dopaminerg c Activity
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vation and goal-directed behavior, for ex-
ample, the striatum, nucleus accumbens,
and frontal cortex. Multiple lines of evi-
dence support the idea that these neurons
construct and distribute information about
rewarding events.
First, drugs like amphetamine and co-
caine exert their addictive actions in part by
prolonging the influence of dopamine on
target neurons (14). Second, neural path-
ways associated with dopamine neurons are
among the best targets for electrical self-
stimulation. In these experiments, rats press
bars to excite neurons at the site of an im-
planted electrode (15). The rats often
choose these apparently rewarding stimuli
over food and sex. Third, animals treated
with dopamine receptor blockers learn less
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puffs to the hand or drops of saline to the
mouth do not cause these same transient
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tivated by novel stimuli that elicit orienting
reactions; however, for most stimuli, this
activation lasts for only a few presentations.
The responses of these neurons are relative-
ly homogeneous—different neurons re-
spond in the same manner and different
appetitive stimuli elicit similar neuronal re-
sponses. All responses occur in the majority
of dopamine neurons (55 to 80%).
Surprisingly, after repeated pairings of
visual and auditory cues followed by reward,
dopamine neurons change the time of their
phasic activation from just after the time of
reward delivery to the time of cue onset. In
one task, a naı¨ve monkey is required to
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lever as soon as the light is illuminated, and
this behavioral change correlates with two
remarkabl changes in the dopamine neu-
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tivity strongly resemble the transfer of an
animal’s appetitive behavioral reaction
from the US to the CS.
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ered at the appropriate time after the onset
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rate exactly at the time that the reward
should have occurred (Fig. 1, bottom). This
well-timed decrease in spike output shows
that the expected time of reward delivery
based on the occurrence of the light is also
encoded in the fluctuations in dopaminer-
gic activity (18). In contrast, very few do-
pamine neurons respond to stimuli that pre-
dict aversive outcomes.
The language used in the foregoing de-
scription already incorporates the idea that
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about external stimuli or reward. This inter-
pretation of these data provides a link to an
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production) if an appetitive event is better
than predicted, no signal (no change in spike
production) if an appetitive event occurs as
predicted, and a negative signal (decreased
spike production) if an appetitive event is
worse than predicted (Fig. 1).
Computational Theory and Model
The TD algorithm (6, 7) is particularly well
suited to understanding the functional role
played by the dopamine signal in terms of
the information it constructs and broadcasts
(8, 10, 12). This work has used fluctuations
in dopamine activity in dual roles (i) as a
supervisory signal for synaptic weight
changes (8, 10, 12) and (ii) as a signal to
influence directly and indirectly the choice
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(9–11). Temporal difference methods have
been used in a wide spectrum of engineering
applications that seek to solve prediction
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dicted occurrence of juice. (Middle) After
learning, the conditioned stimulus predicts
reward, and the reward occurs according
to the prediction—hence no error in the
prediction of reward. The dopamine neu-
ron is activated by the reward-predicting
stimulus but fails to be activated by the
predicted reward (right). (Bottom) After
learning, the conditioned stimulus predicts
a reward, but the reward fails to occur be-
cause of a mistake in the behavioral re-
sponse of the monkey. The activity of the
dopamine neuron is depressed exactly at
the time when the reward would have oc-
curred. The depression occurs more than
1 s after the conditioned stimulus without
any intervening stimuli, revealing an inter-
nal representation of the time of the pre-
dicted reward. Neuronal activity is aligned
on the electronic pulse that drives the solenoid valve delivering the reward liquid (top) or the onset of the
conditioned visual stimulus (middle and bottom). Each panel shows the peri-event time histogram and
raster of impulses from the same neuron. Horizontal distances of dots correspond to real-time intervals.
Each line of dots shows one trial. Original sequence of trials is plotted from top to bottom. CS,
conditioned, reward-predicting stimulus; R, primary reward.
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rapidly to press a bar for a reward pellet (16).
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reward delivery to the time of cue onset. In
one task, a naı¨ve monkey is required to
touch a lever after the appearance of a small
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should have occurred (Fig. 1, bottom). This
well-timed decrease in spike output shows
that the expected time of reward delivery
based on the occurrence of the light is also
encoded in the fluctuations in dopaminer-
gic activity (18). In contrast, very few do-
pamine neurons respond to stimuli that pre-
dict aversive outcomes.
The language used in the foregoing de-
scription already incorporates the idea that
dopaminergic activity encodes expectations
about external stimuli or reward. This inter-
pretation of these data provides a link to an
established body of computational theory (6,
7). From this perspective, one sees that dopa-
mine neurons do not simply report the occur-
rence of appetitive events. Rather, their out-
puts appear to code for a deviation or error
between the actual reward received and pre-
dictions of the time and magnitude of reward.
These neurons are activated only if the time
of the reward is uncertain, that is, unpredicted
by any preceding cues. Dopamine neurons are
therefore excellent feature detectors of the
“goodness” of environmental events relative
to learned predictions about those events.
They emit a positive signal (increased spike
production) if an appetitive event is better
than predicted, no signal (no change in spike
production) if an appetitive event occurs as
predicted, and a negative signal (decreased
spike production) if an appetitive event is
worse than predicted (Fig. 1).
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The TD algorithm (6, 7) is particularly well
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played by the dopamine signal in terms of
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sup rvisory signal for synaptic weight
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appetitive events. (Top) Before learning, a
drop of appetitive fruit juice occurs in the
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error in the prediction of rewar . The do-
pamine neuron is activated by this unpre-
dicted occurrence of juice. (Middle) After
learning, the onditioned stimulus predicts
reward, and the reward occurs according
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conditioned visual stimulus (middle and bottom). Each panel shows the peri-event time histogram and
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Each line of dots shows one trial. Original sequence of trials is plotted from top to bottom. CS,
conditioned, reward-predicting stimulus; R, primary reward.
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were observed. For patients, a significant VTA TD signal
was observed, with signal present also in the amygdala and
anterior insula. No regions of significant deactivation were
identified. Table 2 summarizes activation and deactivation
details.
Differences inTD signal between MDD and
control groups
Patients with antidepressant-unresponsive MDD, when
compared with unmedicated controls, had reduced TD
signals in the VS and dAC. The TD signal appeared
increased in the VTA, rAC, RC and hippocampus.
However, only the VTA signal was actually increased. The
apparent increases in the rAC, RC and hippocampus were
due to a lack of deactivation in patients: i.e. the TD signal
was blunted in these regions in MDD. Comparing patients
with controls in a medicated state, patients had an
increased signal in the VTA and rAC. Again though, only
the VTA signal was actually increased, and the apparent
increase in the rAC was due to a lack of deactivation in
patients. Figure 3A shows these regions and Fig. 4 shows
the TD signal effect sizes with 90% confidence intervals for
these regions. Table 3 lists details of these differences.
For controls in a medicated compared with unmedicated
state, the TD signal appeared significantly increased in the
rAC, RC and hippocampus (Fig. 3B). However, as shown in
Fig. 4, this was due to a lack of deactivation in the
medicated state. Therefore, as hypothesized, the effect of
acute medication administration was also to blunt the TD
signal in these regions. Table 3 lists details of the significant
between-group differences.
Correlations betweenTD signal and MDD
severity ratings
Significant correlations between clinical ratings of MDD
severity and the observed strength of the TD signal (TD-LRC)
are summarized in Table 4 and illustrated in Fig. 5.
Interpretation of the correlations depends on whether a
region was an activation or deactivation.
Fig. 3 (A) Difference inTD signal strength in patients compared
with unmedicated controls, PU: blunted deactivation (i); blunted
deactivation (ii); blunted activation (iii). (B) Difference inTD signal
strength in medicated controls compared with unmedicated
controls, MU: blunted deactivation (i), blunted deactivation (ii),
blunted deactivation (iii). Regions significant at P50.05 corrected.
H = hippocampus.
Table 2 Within group activation and deactivation
Location Coordinate z Significance!
U Ventral
st iatum/ allidum
("24,6,"10) 4.23 0.001
U Ventral
triatu /pa lidum
(32,2,"12) 4.14 0.001
U Amygdala ("20,0,"20) 3.88 0.018
U Amygdala (26,"2,"14) 3.85 0.018
U Cauda e (10,8,0) 4.20 0.001
U D rsal anterior
cingulate
("4,10,46) 4.62 0.009
U Thala us ("2,"14,"6) 4.44 0.009
U Rostra / ubg nual
AC
(2,54,6) "4.41 0.015
U Rostral/subgenual
AC
(15,42,"3) "4.47 0.015
U Retrosplenial
cortex
("4,"60,26) "4.83 0.012
U Retrosplenial
cortex
(9,"46, 31) "4.38 0.016
U Hippocampus ("17,"46,"10) "3.44 0.032
M Amygdala ("25,"4,"15) 4.16 0.016
M Amydgala (26,0,"14) 3.99 0.016
M Anterior insula ("32,16,4) 4.47 0.016
M Anterior insula (36,20,2) 4.50 0.016
P Midbrain/VTA (0,"21,"10) 3.93 0.054
P Amygdala ("25,"2,"14) 4.72 0.054
P Amygdala (22,"2,"16) 4.68 0.054
P Anterior insula (42,4,"10) 3.76 0.054
P=patients; U=unmedicated controls; M=medicated controls;
AC=anterior cingulate; "z-value indicates deactivation with
predicted TD signal; !=FDRwhole brain corrected.
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all c values (0.6#c#0.99) in the striatum (from the ventral part of
the putamen to the body of the caudate nucleus), with a ventral to
dorsal gradient (24#z#28) from small to large c. In the
tryptophan depletion condition (trp-: Fig. 2, left column), we
found a significant correlation (P,0.001, uncorrected) of BOLD
signals with V(t) only at smaller c values (0.6, 0.7, 0.8) in the ventral
parts of the striatum (212#z#24). Conversely, in the tryptophan
loading condition (trp+: Fig. 2, right column), we found a
significant correlation (P,0.001, uncorrected) with V(t) only at
larger c values (0.9, 0.95, 0.99) in the dorsal parts of the striatum
(16#z#28). These ventro-dorsal gradients could not reflect slice-
timing effects within single scans as we sought a correlation with
regressors varying across multiple scans, and also due to the fact
that we acquired images by interleaved scanning (see Materials
and Methods). We also performed model-based fMRI data
analyses based on a hyperbolic discounting model (see Fig. S4).
We found similar results as with the exponential model; a gradient
map of discount rate in the control condition, significant
correlation of V(t) with steeper discount rate only in the ventral
putamen, and significant correlation of V(t) with slower discount
rate only in the dorsal putamen and caudate nucleus.
To quantify the differential modulation of the ventral and dorsal
parts of the striatum by tryptophan levels, we set regions of interest
(ROI) in the ventral and dorsal parts of the striatum (see Materials
and Methods) and compared the regression coefficients (beta) of
the BOLD signals with respect to reward prediction V(t) computed
with small and large values of c (0.6 and 0.99). While the activity of
the ventral ROI (ventral putamen near the border of nucleus
accumbens) correlated with V(t) with c=0.6 was strongest under
the tryptophan depletion condition (Fig. 3A), the activity of the
dorsal ROI (body of the caudate nucleus) correlated V(t) with
c=0.99 was strongest under tryptophan loading (Fig. 3B). These
results were confirmed by second-level analysis. For each subject,
we checked the increasing or decreasing relationship between the
betas and tryptophan levels by nonparametric analysis (Spearman’s
rank correlation coefficient). In the ventral ROI, the betas at small c
(c=0.6) showed a significantly decreasing relationship with
tryptophan levels (P=0.0215 in a one-tailed one-sample t-test),
while the betas at large c (c=0.99) showed no significance
(P=0.184). In the dorsal ROI, the betas at large c showed a
significantly increasing relationship with tryptophan levels
(P=0.010), while those at small c showed no significance (P=0.118).
To check for any effects of tryptophan levels on reward-
unrelated brain activities or vascular responses, we investigated the
event-related responses of the visual cortex at the beginning of
each trial. We found no significant differences in the responses
under different tryptophan conditions (P=0.29, with anatomically
defined ROI of V1 [20]), suggesting that the modulation found in
the striatum was not due to a general effect of tryptophan levels on
BOLD signals.
DISCUSSION
Our findings present the first evidence of an effect of the
serotonergic system on localized brain activity related to reward
prediction. Although we did not find significant differences in
choice between immediate and delayed rewards at different
tryptophan levels, as in previous human studies using dietary
tryptophan depletion in healthy volunteers [21], we did observe
significant differences in brain activities for reward prediction
under different tryptophan levels. We found differential brain
activities in the striatum with different tryptophan levels that could
not be attributed to differences in motor components independent
of subject choice preferences, because we did not find any
significant effects of tryptophan levels on motor related measures,
such as reaction time. Just as recent studies revealed differential
genotypic effects by brain imaging [22,23], the effects of
Figure 2. Regression analysis of BOLD signal by expected future reward with different discount rates. Voxels within the striatum (3D mesh
surface) showing a significant correlation (P,0.001 in one sample t-test, uncorrected for multiple comparisons, n= 12 subjects) with V(t) at different
settings of c are shown with color codes (red: c= 0.6, orange: 0.7, yellow: 0.8, green: 0.9, cyan: 0.95, blue: 0.99). Red to yellow coded voxels, correlated
with reward prediction at shorter time scales, are predominantly located in the ventral part of the striatum (ventral putamen and nucleus
accumbens), while the green to blue coded voxels, correlated with reward prediction at longer time scales, are located in the dorsal part of the
striatum (dorsal putamen and caudate body).
doi:10.1371/journal.pone.0001333.g002
Model-Based fMRI Study
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　結果になります。まず，セロトニンを低下させることで将来の報酬の見通し，これは減衰係数
のγですが，γが低下するということがわかりました。実際にセロトニンというのが将来報酬予測，
つまりどれくらい先を見通せるかということに関与していることがわかりました。さらに脳機能を
調べた結果ですが，セロトニン低下により，短期的な報酬予測にかかわる線条体の腹側がわのみ
が活動しています。これは少し説明が必要になりますが，普通にセロトニンがちゃんとある状態
ですと，線条体の腹側がわから背側がわにかけてグラデーションを描くような活動が得られます。
一方，セロトニンを欠乏させてしまいますと，背側のグラデーションがなくなってしまって，腹側
のみが活動するということがわかりました。線条体の腹側というのはより短期的な報酬にかかわ
るといわれてきていますが，セロトニン低下によって，こういった腹側がわのみが活動するように
なって，非常に短期的な視点しかもてなくなっているのではないかといわれています。こういっ
た実験的な検討によって，セロトニンが低下すると長期報酬予測が低下するということがわかっ
てきています。
　これを，うつ病患者さんで調べるとどうなるのかについては，北海道大学の高橋先生が行った
研究があります。この研究では，セロトニンが低下したうつ病患者さんにおいて長期報酬予測が
低下しているか検討しています。実験課題は，遅延割引課題を用いております。今日もらえる1,000
円と明日もらえる1,050円，どちらがいいですかということをお聞きするような課題です。明日貰え
るほうがいいという方もおられますし，それくらいなら今日貰ったほうが絶対いいという方もおら
れます。こういった反応をプロットしていきます。このグラフの横軸は時間で，縦軸は主観的な
価値になります。ヒトは時間がたてばたつほど主観的な価値が下がってくるということがわかっ
ています。例えば，今日もらえる1,000円と1年後の1,000円だとはるかに1年後の1,000円のほうの価
値が下がってしまいます。これを実際にうつ病患者さんと健康な方で調べますと，赤線が健康な
方で黒線がうつ病患者さんです。ぱっと見てわかりますが，うつ病患者さんのほうが，将来の主
観的価値を非常に割り引いているということがわかります。うつ病患者さんは，将来もらえる報
酬の価値をより小さく見積もっているということがこの結果からわかります。このことからも，セ
ロトニンの低下というのが将来を見通す能力といいますか，減衰係数に影響しているということ
がわかってきます。
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all c values (0.6#c#0.99) in the striatum (from the ventral part of
the putamen to the body of the caudate nucleus), with a ventral to
dorsal gradient (24#z#28) from small to large c. In the
tryptophan depletion condition (trp-: Fig. 2, left column), we
found a significant correlation (P,0.001, uncorrected) of BOLD
signals with V(t) only at smaller c values (0.6, 0.7, 0.8) in the ventral
parts of the striatum (212#z#24). Conversely, in the tryptophan
loading condition (trp+: Fig. 2, right column), we found a
significant correlation (P,0.001, uncorrected) with V(t) only at
larger c values (0.9, 0.95, 0.99) in the dorsal parts of the striatum
(16#z#28). These ventro-dorsal gradients could not reflect slice-
timing effects within single scans as we sought a correlation with
regressors varying across multiple scans, and also due to the fact
that we acquired images by interleaved scanning (see Materials
and Methods). We also performed model-based fMRI data
analyses based on a hyperbolic discounting model (see Fig. S4).
We found similar results as with the exponential model; a gradient
map of discount rate in the control condition, significant
correlation of V(t) with steeper discount rate only in the ventral
putamen, and significant correlation of V(t) with slower discount
rate only in the dorsal putamen and caudate nucleus.
To quantify the differential modulation of the ventral and dorsal
parts of the striatum by tryptophan levels, we set regions of interest
(ROI) in the ventral and dorsal parts of the striatum (see Materials
and Methods) and compared the regression coefficients (beta) of
the BOLD signals with respect to reward prediction V(t) computed
with small and large values of c (0.6 and 0.99). While the activity of
the ventral ROI (ventral putamen near the border of nucleus
accumbens) correlated with V(t) with c=0.6 was strongest under
the tryptophan depletion condition (Fig. 3A), the activity of the
dorsal ROI (body of the caudate nucleus) correlated V(t) with
c=0.99 was strongest under tryptophan loading (Fig. 3B). These
results were confirmed by second-level analysis. For each subject,
we checked the increasing or decreasing relationship between the
betas and tryptophan levels by nonparametric analysis (Spearman’s
rank correlation coefficient). In the ventral ROI, the betas at small c
(c=0.6) showed a significantly decreasing relationship with
tryptophan levels (P=0.0215 in a one-tailed one-sample t-test),
while the betas at large c (c=0.99) showed no significance
(P=0.184). In the dorsal ROI, the betas at large c showed a
significantly increasing relationship with tryptophan levels
(P=0.010), while those at small c showed no significance (P=0.118).
To check for any effects of tryptophan levels on reward-
unrelated brain activities or vascular responses, we investigated the
event-related responses of the visual cortex at the beginning of
each trial. We found no significant differences in the responses
under different tryptophan conditions (P=0.29, with anatomically
defined ROI of V1 [20]), suggesting that the modulation found in
the striatum was not due to a general effect of tryptophan levels on
BOLD signals.
DISCUSSION
Our findings present the first evidence of an effect of the
serotonergic system on localized brain activity related to reward
prediction. Although we did not find significant differences in
choice between immediate and delayed rewards at different
tryptophan levels, as in previous human studies using dietary
tryptophan depletion in healthy volunteers [21], we did observe
significant differences in brain activities for reward prediction
under different tryptophan levels. We found differential brain
activities in the striatum with different tryptophan levels that could
not be attributed to differences in motor components independent
of subject choice preferences, because we did not find any
significant effects of tryptophan levels on motor related measures,
such as reaction time. Just as recent studies revealed differential
genotypic effects by brain imaging [22,23], the effects of
Figure 2. Regression analysis of BOLD signal by expected future reward with different discount rates. Voxels within the striatum (3D mesh
surface) showing a significant correlation (P,0.001 in one sample t-test, uncorrected for multiple comparisons, n= 12 subjects) with V(t) at different
settings of c are shown with color codes (red: c= 0.6, orange: 0.7, yellow: 0.8, green: 0.9, cyan: 0.95, blue: 0.99). Red to yellow coded voxels, correlated
with reward prediction at shorter time scales, are predominantly located in the ventral part of the striatum (ventral putamen and nucleus
accumbens), while the green to blue coded voxels, correlated with reward prediction at longer time scales, are located in the dorsal part of the
striatum (dorsal putamen and caudate body).
doi:10.1371/journal.pone.0001333.g002
Model-Based fMRI Study
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〈140〉不安，うつ，妄想に挑む心理学：臨床と基礎の融合を目指して
　最後に，ノルアドレナリンの話になります。ノルアドレナリンと温度，つまり行動のランダムネ
スが関連するということが仮説として挙げられています。ノルアドレナリンというものは高くなれ
ばなるほど1つの選択肢に反応が非常に集中して，温度が下がります。一方，ノルアドレナリン
が低くなってくると，こんどは選択がランダムになって，温度が上がります。うつ病に関して，ノ
ルアドレナリンの低下というものがこれまで報告されています。そこで，ノルアドレナリンが低下
しているうつ病患者さんでは，ノルアドレナリンが関与する温度というものが高くなっているので
はないかと考えられています。そういったことを検討してみようと思います。
　動物実験ではノルアドレナリンと温度，つまりτとの関連性が示唆されてきています。ただし，
うつ病とノルアドレナリンやτとの関連を調べた研究はこれまでなされてきていませんでした。こ
れから，私が修士過程のときに行った研究についてご紹介します。まず，最初のリサーチクエスチョ
ンとしては，抑うつは報酬に基づいた意思決定に問題を引き起こすか？ まず，これを最初に検討
しました。このように，抑うつにおけるアンヘドニアを確認できるかということと，もう1つは，抑
うつが強化学習時の温度にどういうふうに影響するのか，その2つの疑問を調べました。大学生
の抑うつの高い群と低い群で比較しています。比較するときに，Frankの確率選択課題という実
験課題を用いています。抑うつの高い群と低い群の選定にはCES-Dのカットオフポイントを用い
ています。スクリーニングのときと実験に来られたときでどちらの時点でもカットオフポイントよ
りも高い，もしくはどちらの時点でもカットオフポイントよりも低いという方を対象にしました。
この研究は非常に苦労したのですが，やっと論文になりました。4年かかってしまったので非常に
生みの苦しみが大きかった論文になります。
　先ほどもお話しましたが用いた課題は，Frankの確率選択課題というものになります。この課
題は学習セッションとテストセッション，2つのセッションからなります。説明がすごくややこしい
のですが，2つで一組の刺激対が出てきます。例えばこんな形の図形であるとか，こんな形の図
形が2つ出てきます。その2つの図形のうちのどちらかを選択していただくと，報酬である「◯　
10円」や，罰である「×　－10円」といったフィードバックがなされます。実験参加者の方はど
ちらかの図形を選択して，こっちのほうが得だな，こっちは罰が少ないなということを学習しても
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ÇųƛƼƣƦƽ
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all c values (0.6#c#0.99) in the striatum (from the ventral part of
the putamen to the body of the caudate nucleus), with a ventral to
dorsal gradient (24#z#28) from small to large c. In the
tryptophan depletion condition (trp-: Fig. 2, left column), we
found a significant correlation (P,0.001, uncorrected) of BOLD
signals with V(t) only at smaller c values (0.6, 0.7, 0.8) in the ventral
parts of the striatum (212#z#24). Conversely, in the tryptophan
loading condition (trp+: Fig. 2, right column), we found a
significant correlation (P,0.001, uncorrected) with V(t) only at
larger c values (0.9, 0.95, 0.99) in the dorsal parts of the striatum
(16#z#28). These ventro-dorsal gradients could not reflect slice-
timing effects within single scans as we sought a correlation with
regressors varying across multiple scans, and also due to the fact
that we acquired images by interleaved scanning (see Materials
and Methods). We also performed model-based fMRI data
analyses based on a hyperbolic discounting model (see Fig. S4).
We found similar results as with the exponential model; a gradient
map of discount rate in the control condition, significant
correlation of V(t) with steeper discount rate only in the ventral
putamen, and significant correlation of V(t) with slower discount
rate only in the dorsal putamen and caudate nucleus.
To quantify the differential modulation of the ventral and dorsal
parts of the striatum by tryptophan levels, we set regions of interest
(ROI) in the ventral and dorsal parts of the striatum (see Materials
and Methods) and compared the regression coefficients (beta) of
the BOLD signals with respect to reward prediction V(t) computed
with small and large values of c (0.6 and 0.99). While the activity of
the ventral ROI (ventral putamen near the border of nucleus
accumbens) correlated with V(t) with c=0.6 was strongest under
the tryptophan depletion condition (Fig. 3A), the activity of the
dorsal ROI (body of the caudate nucleus) correlated V(t) with
c=0.99 was strongest under tryptophan loading (Fig. 3B). These
results were confirmed by second-level analysis. For each subject,
we checked the increasing or decreasing relationship between the
betas and tryptophan levels by nonparametric analysis (Spearman’s
rank correlation coefficient). In the ventral ROI, the betas at small c
(c=0.6) showed a significantly decreasing relationship with
tryptophan levels (P=0.0215 in a one-tailed one-sample t-test),
while the betas at large c (c=0.99) showed no significance
(P=0.184). In the dorsal ROI, the betas at large c showed a
significantly increasing relationship with tryptophan levels
(P=0.010), while those at small c showed no significance (P=0.118).
To check for any effects of tryptophan levels on reward-
unrelated brain activities or vascular responses, we investigated the
event-related responses of the visual cortex at the beginning of
each trial. We found no significant differences in the responses
under different tryptophan conditions (P=0.29, with anatomically
defined ROI of V1 [20]), suggesting that the modulation found in
the striatum was not due to a general effect of tryptophan levels on
BOLD signals.
DISCUSSION
Our findings present the first evidence of an effect of the
serotonergic system on localized brain activity related to reward
prediction. Although we did not find significant differences in
choice between immediate and delayed rewards at different
tryptophan levels, as in previous human studies using dietary
tryptophan depletion in healthy volunteers [21], we did observe
significant differences in brain activities for reward prediction
under different tryptophan levels. We found differential brain
activities in the striatum with different tryptophan levels that could
not be attributed to differences in motor components independent
of subject choice preferences, because we did not find any
significant effects of tryptophan levels on motor related measures,
such as reaction time. Just as recent studies revealed differential
genotypic effects by brain imaging [22,23], the effects of
Figure 2. Regression analysis of BOLD signal by expected future reward with different discount rates. Voxels within the striatum (3D mesh
surface) showing a significant correlation (P,0.001 in one sample t-test, uncorrected for multiple comparisons, n= 12 subjects) with V(t) at different
settings of c are shown with color codes (red: c= 0.6, orange: 0.7, yellow: 0.8, green: 0.9, cyan: 0.95, blue: 0.99). Red to yellow coded voxels, correlated
with reward prediction at shorter time scales, are predominantly located in the ventral part of the striatum (ventral putamen and nucleus
accumbens), while the green to blue coded voxels, correlated with reward prediction at longer time scales, are located in the dorsal part of the
striatum (dorsal putamen and caudate body).
doi:10.1371/journal.pone.0001333.g002
Model-Based fMRI Study
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Č6ǆƛƼƣƦƽŸi²TĵŷēĬ
ũǁǂƊŨūƇ(Schweighofer et al., J Neurosci, 2008)
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ŷſŢÃ6ŪƇƄŞŶ(Tanak et al. , PLoS ONE, 2007)
all c values (0.6#c#0.99) in the striatum (from the ventral part of
the putamen to the body of the caudate nucleus), with a ventral to
dorsal gradient (24#z#28) from small to large c. In the
tryptophan depletion condition (trp-: Fig. 2, left column), we
found a significant correlation (P,0.001, uncorrected) of BOLD
signals with V(t) only at smaller c values (0.6, 0.7, 0.8) in the ventral
parts of the striatum (212#z#24). Conversely, in the tryptophan
loading condition (trp+: Fig. 2, right column), we found a
significant correlation (P,0.001, uncorrected) with V(t) only at
larger c values (0.9, 0.95, 0.99) in the dorsal parts of the striatum
(16#z#28). These ventro-dorsal gradients could not reflect slice-
timing effects within single scans as we sought a correlation with
regressors varying across multiple scans, and also due to the fact
that we acquired images by interleaved scanning (see Materials
and Methods). We also performed model-based fMRI data
analyses based on a hyperbolic discounting model (see Fig. S4).
We found similar results as with the exponential model; a gradient
map of discount rate in the control condition, significant
correlation of V(t) with steeper discount rate only in the ventral
putamen, and significant correlation of V(t) with slower discount
rate only in the dorsal putamen and caudate nucleus.
To quantify the differential modulation of the ventral and dorsal
parts of the striatum by tryptophan levels, we set regions of interest
(ROI) in the ventral and dorsal parts of the striatum (see Materials
and Methods) and compared the regression coefficients (beta) of
the BOLD signals with respect to reward prediction V(t) computed
with small and large values of c (0.6 and 0.99). While the activity of
the ventral ROI (ventral putamen near the border of nucleus
accumbens) correlated with V(t) with c=0.6 was strongest under
the tryptophan depletion condition (Fig. 3A), the activity of the
dorsal ROI (body of the caudate nucleus) correlated V(t) with
c=0.99 was strongest under tryptophan loading (Fig. 3B). These
results were confirmed by second-level analysis. For each subject,
we checked the increasing or decreasing relationship between the
betas and tryptophan levels by nonparametric analysis (Spearman’s
rank correlation coefficient). In the ventral ROI, the betas at small c
(c=0.6) showed a significantly decreasing relationship with
tryptophan levels (P=0.0215 in a one-tailed one-sample t-test),
while the betas at large c (c=0.99) showed no significance
(P=0.184). In the dorsal ROI, the betas at large c showed a
significantly increasing relationship with tryptophan levels
(P=0.010), while those at small c showed no significance (P=0.118).
To check for any effects of tryptophan levels on reward-
unrelated brain activities or vascular responses, we investigated the
event-related responses of the visual cortex at the beginning of
each trial. We found no significant differences in the responses
under different tryptophan conditions (P=0.29, with anatomically
defined ROI of V1 [20]), suggesting that the modulation found in
the striatum was not due to a general effect of tryptophan levels on
BOLD signals.
DISCUSSION
Our findings present the first evidence of an effect of the
serotonergic system on localized brain activity related to reward
prediction. Although we did not find significant differences in
choice between immediate and delayed rewards at different
tryptophan levels, as in previous human studies using dietary
tryptophan depletion in healthy volunteers [21], we did observe
significant differences in brain activities for reward prediction
under different tryptophan levels. We found differential brain
activities in the striatum with different tryptophan levels that could
not be attributed to differences in motor components independent
of subject choice preferences, because we did not find any
significant effects of tryptophan levels on motor related measures,
such as reaction time. Just as recent studies revealed differential
genotypic effects by brain imaging [22,23], the effects of
Figure 2. Regression analysis of BOLD signal by expected future reward with different discount rates. Voxels within the striatum (3D mesh
surface) showing a significant correlation (P,0.001 in one sample t-test, uncorrected for multiple comparisons, n= 12 subjects) with V(t) at different
settings of c are shown with color codes (red: c= 0.6, orange: 0.7, yellow: 0.8, green: 0.9, cyan: 0.95, blue: 0.99). Red to yellow coded voxels, correlated
with reward prediction at shorter time scales, are predominantly located in the ventral part of the striatum (ventral putamen and nucleus
accumbens), while the green to blue coded voxels, correlated with reward prediction at longer time scales, are located in the dorsal part of the
striatum (dorsal putamen and caudate body).
doi:10.1371/journal.pone.0001333.g002
Model-Based fMRI Study
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らいます。刺激は必ずAとB，CとD，EとFと，2つで一組になって出てきます。これらのペアは，
報酬のフィードバックの確率がそれぞれ違います。AとBの対ですと，Aのほうは80％の確率で報
酬がもらえます。逆にいいますと20％の確率で罰が与えられます。一方Bのほうは20％の確率で
報酬，80％の確率で罰が出てきます。パッと見てわかるのですが，Aのほうが非常に得な選択に
なります。Bが非常に罰がよく出てくる選択です。CとDだと少し差が小さくなります。Cは70％の
確率で報酬が出てきます。Dは30％の確率で報酬が出てきます。EFの対ですとEのほうは60％，
Fは40％の確率で報酬が出てきます。EとFですとあまり差が感じられないので学習するのが大変
です。このAB，CD，EFの対で，Aがより選べるよう，Cがより選べるよう，Eがより選べるよう
に学習を進めていただきます。
　ある程度学習が進んできたらテストセッションになります。テストセッションでは，学習した刺
激がランダムな組み合わせで出てきます。最初は必ずAとB，CとD，EとFという組み合わせで出
てきますが，AとC，BとD，AとDといったように，ばらばらな組み合わせで出てきます。テストセッ
ションは報酬や罰のフィードバックはありません。ここで重要になってくるのは，Aと何かが対に
なった刺激対と，Bと何かが対になった刺激対です。先ほどの刺激対を見ますと，AとBというの
は非常に顕著な差があります。Aは非常に高い確率で報酬がもらえる刺激になります。一方Bは
非常に高い確率で罰が与えられる刺激になります。ここで，Aとほかの刺激が対になったときに，
Aをちゃんと選べるかどうかということにまず関心があります。Aとほかの刺激が対になったとき
に，Aをちゃんと選べるということは，高い確率で報酬が出てくるAを選んでいることであり，報
酬に基づいた意思決定がちゃんとできていることになります。一方，Bとほかの刺激が対になっ
たときに，Bをちゃんと避けられたら，高い確率で罰が出てくる刺激に基づいて意思決定をして
いるということになります。Aと対になった刺激対への反応と，Bと対になった刺激対への反応か
ら，報酬に基づいているのか，罰に基づいているのかを確認することができます。これを抑うつ
の高い人と低い人で比較しました。これが結果になります。報酬に基づいた選択と罰に基づいた
選択の程度を，それぞれ抑うつの高い群，低い群で比較しました。こちらの罰に基づいた選択に
関しては抑うつの高い人も低い人も変わりがありませんでした。一方，報酬に基づいた選択では
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all c values (0.6#c#0.99) in the striatum (from the ventral part of
the putamen to the body of the caudate nucleus), with a ventral to
dorsal gradient (24#z#28) from small to large c. In the
tryptophan depletion condition (trp-: Fig. 2, left column), we
found a significant correlation (P,0.001, uncorrected) of BOLD
signals with V(t) only at smaller c values (0.6, 0.7, 0.8) in the ventral
parts of the striatum (212#z#24). Conversely, in the tryptophan
loading condition (trp+: Fig. 2, right column), we found a
significant correlation (P,0.001, uncorrected) with V(t) only at
larger c values (0.9, 0.95, 0.99) in the dorsal parts of the striatum
(16#z#28). These ventro-dorsal gradients could not reflect slice-
timing effects within single scans as we sought a correlation with
regressors varying across multiple scans, and also due to the fact
that we acquired images by interleaved scanning (see Materials
and Methods). We also performed model-based fMRI data
analyses based on a hyperbolic discounting model (see Fig. S4).
We found similar results as with the exponential model; a gradient
map of discount rate in the control condition, significant
correlation of V(t) with steeper discount rate only in the ventral
putamen, and significant correlation of V(t) with slower discount
rate only in the dorsal putamen and caudate nucleus.
To quantify the differential modulation of the ventral and dorsal
parts of the striatum by tryptophan levels, we set regions of interest
(ROI) in the ventral and dorsal parts of the striatum (see Materials
and Methods) and compared the regression coefficients (beta) of
the BOLD signals with respect to reward prediction V(t) computed
with small and large values of c (0.6 and 0.99). While the activity of
the ventral ROI (ventral putamen near the border of nucleus
accumbens) correlated with V(t) with c=0.6 was strongest under
the tryptophan depletion condition (Fig. 3A), the activity of the
dorsal ROI (body of the caudate nucleus) correlated V(t) with
c=0.99 was strongest under tryptophan loading (Fig. 3B). These
results were confirmed by second-level analysis. For each subject,
we checked the increasing or decreasing relationship between the
betas and tryptophan levels by nonparametric analysis (Spearman’s
rank correlation coefficient). In the ventral ROI, the betas at small c
(c=0.6) showed a significantly decreasing relationship with
tryptophan levels (P=0.0215 in a one-tailed one-sample t-test),
while the betas at large c (c=0.99) showed no significance
(P=0.184). In the dorsal ROI, the betas at large c showed a
significantly increasing relationship with tryptophan levels
(P=0.010), while those at small c showed no significance (P=0.118).
To check for any effects of tryptophan levels on reward-
unrelated brain activities or vascular responses, we investigated the
event-related responses of the visual cortex at the beginning of
each trial. We found no significant differences in the responses
under different tryptophan conditions (P=0.29, with anatomically
defined ROI of V1 [20]), suggesting that the modulation found in
the striatum was not due to a general effect of tryptophan levels on
BOLD signals.
DISCUSSION
Our findings present the first evidence of an effect of the
serotonergic system on localized brain activity related to reward
prediction. Although we did not find significant differences in
choice between immediate and delayed rewards at different
tryptophan levels, as in previous human studies using dietary
tryptophan depletion in healthy volunteers [21], we did observe
significant differences in brain activities for reward prediction
under different tryptophan levels. We found differential brain
activities in the striatum with different tryptophan levels that could
not be attributed to differences in motor components independent
of subject choice preferences, because we did not find any
significant effects of tryptophan levels on motor related measures,
such as reaction time. Just as recent studies revealed differential
genotypic effects by brain imaging [22,23], the effects of
Figure 2. Regression analysis of BOLD signal by expected future reward with different discount rates. Voxels within the striatum (3D mesh
surface) showing a significant correlation (P,0.001 in one sample t-test, uncorrected for multiple comparisons, n= 12 subjects) with V(t) at different
settings of c are shown with color codes (red: c= 0.6, orange: 0.7, yellow: 0.8, green: 0.9, cyan: 0.95, blue: 0.99). Red to yellow coded voxels, correlated
with reward prediction at shorter time scales, are predominantly located in the ventral part of the striatum (ventral putamen and nucleus
accumbens), while the green to blue coded voxels, correlated with reward prediction at longer time scales, are located in the dorsal part of the
striatum (dorsal putamen and caudate body).
doi:10.1371/journal.pone.0001333.g002
Model-Based fMRI Study
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〈142〉不安，うつ，妄想に挑む心理学：臨床と基礎の融合を目指して
抑うつの高い人において，そういった選択がより低いということがわかりました。このことから，
抑うつが高いと報酬に基づいた意思決定する傾向が低くなるのではないかというようなことがわ
かります。この結果は，最初のほうでお話しましたPizaagalliなどの先行研究に一致するような結
果といえます。つまり，抑うつの高い人において，アンヘドニア，つまり報酬への感受性低下が
確認できました。
　次に，こういった学習をしているときの学習のパラメータについて推定を行いました。これも
抑うつの高い人と低い人で比較しています。結果として，温度つまりτのみに有意な差が認めら
れました。抑うつの高い人では，温度が高くなることがわかりました。これは抑うつが高くなると，
温度，いわゆる行動の選択のランダムさがより増しているということを意味します。このことから，
抑うつが高い人は，直近に何かフィードバックがあったときに，直近のことに右往左往してしまっ
て，これまで学習してきた履歴をちゃんと使えないのではないかということが考えられます。あく
まで非臨床群のデータではあるのですが，銅谷仮説とも一貫する内容かと思います。
　少しまとめになります。うつ病において銅谷仮説を検討する際に，ドーパミンやノルアドレナ
リンに関する研究は，まだまだ足りてないのですが，うつ病というのを強化学習理論から見ると
どうなるのかというのをまとめました。これがまとめになりますが，最初にドーパミンが低くなる
とTD誤差が低くなるというところから，うつ病患者さんは，予期した報酬と実際の報酬との誤差
に鈍感になりやすくなっている。報酬の予期と実際の報酬との差といった随伴関係に鈍感になっ
ているのではないかということが考えられます。さらに，将来の報酬を低く見積もる傾向がある。
先の報酬をあまり高く見積もらないということがあります。最後に，強化歴に基づいて，選択肢
の価値にしたがった意思決定を行うというものができなくなっているのではないかということが
考えられます。このように強化学習理論から，これまでの研究を少しまとめていけるかなと考え
ています。しかし，なぜわざわざこのようなややこしい理論を使うのかということが気になる方も
おられるかもしれません。それに関して，強化学習の枠組みを使う利点を述べたいと思います。
　まず，強化学習理論を使う利点としましては，複雑な意思決定を強化学習の枠組みから比較
的シンプルな数理モデルで整理することができます。いろいろな仮説があってそれをまとめるこ
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とがなかなか難しいのが現状としてありますので，それがシンプルな数理でまとめられて，上手
く整理できるのかなと考えています。
　さらに学習時や意思決定時の内潜的な学習パラメータの推定・評価をすることができます。な
かなか学習や意思決定をしているときのパラメータというのは直接観察することができないので
すが，この理論を使うことで推定することができます。さらにモデルベースな研究になりますので，
モデルから新たな仮説や研究方法の創出も期待することができます。
　さらに臨床的な応用を考えたときに，これまで，私はうつ病に対する行動活性化療法も研究し
てきています。行動活性化療法に非常に高い効果があるということがわかってきているのですが，
理論がまだ仮説の域を出ない部分があり，この強化学習理論が行動活性化療法の理論的な基盤
になるのではと考えています。強化学習理論をうまく使うことで行動活性化療法もしくは認知行
動療法の理論的な基盤をさらに補強することができるのではないかと考えられます。さらに意思
決定がしにくい状況において，それをうまく支援できるような治療的な工夫，そういったものをも
たらすことができるのではないかといったことも期待しています。
　ただ数理モデルに関しては現在も進化しています。2012年に，『European Journal of 
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〈144〉不安，うつ，妄想に挑む心理学：臨床と基礎の融合を目指して
Neuroscience』誌上で，強化学習の特集が行われました。その特集では，Beyond simple 
reinforcement learningとして，単純な強化学習のモデルを超えて，より複雑なモデルも考えて
いく方向性が示されており，モデルの進化が検討されています。我々が臨床にいるときによく感
じるものとしましては，うつ病患者さんがもっている環境に対する信念，それが非常に学習に影
響を与えているということがあります。そういった環境に対する信念を組み込んだ研究もできる
のではないかと考えています。
　最後に，計算論的臨床心理学という新たな研究分野をここで提案します。こういった研究分野
は，まだ存在しません。私自身がこういうものができるといいなと考えている内容になります。簡
単にいうと，計算論の枠組みから臨床心理学的な問題に取り組む学問分野になります。例えば，
今日お話しした強化学習理論でありますとか，グラフ理論，ゲーム理論などを臨床上の問題に適
用するような研究分野です。こういった試みというのは精神医学で行われはじめているのですが，
計算論的な基礎研究と臨床実践との乖離が非常に大きいなと感じています。何とか基礎と臨床
をうまくつないでいくことが，計算論的臨床心理学の使命と考えています。具体的には，認知科学，
行動科学や，統計学などの基礎研究者の方がおられます。そういった基礎的な知見や最新の技術，
理論というものと，臨床家の方の実践におけるアイデアや疑問とをうまくつなぐことができると良
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EDITORIAL
Beyond simple reinforcement learning: the computational
neurobiology of reward-learning and valuation
John P. O’Doherty
California Institute of Technology, Pasadena, CA 91125, USA
Keywords: basal ganglia, computational neuroscience, conditioning, decision-making, prefrontal cortex
Abstract
Neural computational accounts of reward-learning have been dominated by the hypothesis that dopamine neurons behave like a
reward-prediction error and thus facilitate reinforcement learning in striatal target neurons. While this framework is consistent with a
lot of behavioral and neural evidence, this theory fails to account for a number of behavioral and neurobiological observations. In this
special issue of EJN we feature a combination of theoretical and experimental papers highlighting some of the explanatory
challenges faced by simple reinforcement-learning models and describing some of the ways in which the framework is being
extended in order to address these challenges.
Introduction
Our understanding of the neural mechanisms by which predictions
about future reward are learned, and of the means by which such
learned predictions are used to guide reward-related decisions and
behavior, has progressed significantly within the past two decades.
Underpinning such progress in large part has been the observation that
neural signals resembling the features of a class of simple computa-
tional learning models collectively called ‘reinforcement learning’
(RL), that were originally developed to enable reward-guided
decision-making in artificial systems, appear to be present in the
mammalian brain (Sutton & Barto, 1998). Specifically, the phasic
activity of dopamine neurons has been found to resemble a type of
learning algorithm signal called a temporal difference prediction error
rule, in which the difference between successive temporal predictions
of future reward is used to update the expected value of particular
stimuli or actions (Montague et al., 1996; Schultz et al., 1997;
Schultz, 1998). Moreover, neuronal responses in target areas of such
dopamine neurons, such as the ventral and dorsal striatum, amygdala
and orbitofrontal cortex, have been found to resemble the type of value
signals that might be acquired by means of such a prediction error
signal (Schoenbaum et al., 1998; Gottfried et al., 2003; Samejima
et al., 2005; Paton et al., 2006). However, while this approach has
given rise to a blossoming research agenda in both human and animal
models, it is becoming increasingly clear that the simple temporal
difference reinforcement learning (TDRL) framework is likely to
provide only a partial account of the computational mechanisms
underlying learning and choice in the mammalian brain. In this issue
of EJN we explore some of the challenges facing TDRL-based
theories of reward learning, and highlight a number of the recent
advances that have been made in this area.
Challenges to the TDRL framework
Let us briefly consider a number of the explanatory gaps in the TDRL
framework. The finding that action selection can be differentiated on a
behavioral level into at least two distinct mechanisms, a goal-directed
mechanism in which actions are selected with reference to the
incentive value of the associated outcome and a habit-driven
stimulus–response (S-R) mechanism in which actions are selected
reflexively in a stimulus-driven manner (Balleine & Dickinson, 1998),
has created difficulties for a TDRL account because such models are
unable to capture the outcome value-sensitive features of goal-
directed control (Daw et al., 2005), nor are they capable of capturing
the contingency degradation insensitivity known to be prevalent in
habits (Balleine & O’Doherty, 2010). More challenges for the TDRL
framework, at least insofar as its hypothesized dopaminergic basis
goes, have emerged from studies that have investigated the extent to
which the presence of dopamine is essential for reward learning by
manipulating dopaminergic activity via either pharmacological or
genetic methods (Berridge & Robinson, 1998; Robinson et al., 2005;
Flagel et al., 2011). Such studies have found that the presence of
dopamine appears not to be critical for at least some aspects of reward
learning, as well as indicating possible contributions for this
neurotransmitter in modulating other aspects of reward processing
such as the performance of reward-related behaviors (Berridge, 2007).
Additionally, while dopamine neurons are capable of coding for
positive reward-prediction errors with considerable fidelity, these
neurons appear to possess a very limited dynamic range with which to
encode negative prediction errors, thereby rendering it difficult to
implicate such neurons in learning about aversive as opposed to
rewarding events (Bayer & Glimcher, 2005). Furthermore, in spite of
the biological plausibility of dopamine-mediated RL via dopaminergic
afferents into the ventral and dorsal striatum, the precise mechanism
by which a distal reward-prediction error signal can ultimately come
to mediate neural plasticity between stimuli and response represen-
tations, elicited perhaps seconds before, poses considerable mecha-
nistic challenges.
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Introduction
Our understanding of the neural mechanisms by which predictions
about future reward are learned, and of the means by which such
learned predictions are used to guide reward-related decisions and
behavior, has progressed significantly within the past two decades.
Underpinning such progress in large part has been the observation that
neural signals resembling the features of a class of simple computa-
tional learning models collectively called ‘reinforcement learning’
(RL), that were originally developed to enable reward-guided
decision-making in artificial systems, appear to be present in the
mammalian brain (Sutton & Barto, 1998). Specifically, the phasic
activity of dopamine neurons has been found to resemble a type of
learning algorithm signal called a temporal difference prediction error
rule, in which the difference between successive temporal predictions
of future reward is used to update the expected value of particular
stimuli or actions (Montague et al., 1996; Schultz et al., 1997;
Schultz, 1998). Moreover, neuronal responses in target areas of such
dopamine neurons, such as the ventral and dorsal striatum, amygdala
and orbitofrontal cortex, have been found to resemble the type of value
signals that might be acquired by means of such a prediction error
signal (Schoenbaum et al., 1998; Gottfried et al., 2003; Samejima
et al., 2005; Paton et al., 2006). However, while this approach has
given rise to a blossoming research agenda in both human and animal
models, it is becoming increasingly clear that the simple temporal
difference reinforcement learning (TDRL) framework is likely to
provide only a partial account of the computational mechanisms
underlying learning and choice in the mammalian brain. In this issue
of EJN we explore some of the challenges facing TDRL-based
theories of reward learning, and highlight a number of the recent
advances that have been made in this area.
Challenges to the TDRL framework
Let us briefly consider a number of the explanatory gaps in the TDRL
framework. The finding that action selection can be differentiated on a
behavioral level into at least two distinct mechanisms, a goal-directed
mechanism in which actions are selected with reference to the
incentive value of the associated outcome and a habit-driven
stimulus–response (S-R) mechanism in which actions are selected
reflexively in a stimulus-driven manner (Balleine & Dickinson, 1998),
has created difficulties for a TDRL account because such models are
unable to capture the outcome value-sensitive features of goal-
directed control (Daw et al., 2005), nor are they capable of capturing
the contingency degradation insensitivity known to be prevalent in
habits (Balleine & O’Doherty, 2010). More challenges for the TDRL
framework, at least insofar as its hypothesized dopaminergic basis
goes, have emerged from studies that have investigated the extent to
which the presence of dopamine is essential for reward learning by
manipulating dopaminergic activity via either pharmacological or
genetic methods (Berridge & Robinson, 1998; Robinson et al., 2005;
Flagel et al., 2011). Such studies have found that the presence of
dopamine appears not to be critical for at least some aspects of reward
learning, as well as indicating possible contributions for this
neurotransmitter in modulating other aspects of reward processing
such as the performance of reward-related behaviors (Berridge, 2007).
Additionally, while dopamine neurons are capable of coding for
positive reward-prediction errors with considerable fidelity, these
neurons appear to possess a very limited dynamic range with which to
encode negative prediction errors, thereby rendering it difficult to
implicate such neurons in learning about aversive as opposed to
rewarding events (Bayer & Glimcher, 2005). Furthermore, in spite of
the biological plausibility of dopamine-mediated RL via dopaminergic
afferents into the ventral and dorsal striatum, the precise mechanism
by which a distal reward-prediction error signal can ultimately come
to mediate neural plasticity between stimuli and response represen-
tations, elicited perhaps seconds before, poses considerable mecha-
nistic challenges.
Correspondence: J. O’Doherty, as above.
E-mail: jdoherty@caltech.edu
Received 9 February 2012, revised 14 February 2012, accepted 15 February 2012
European Journal of Neuroscience, Vol. 35, pp. 987–990, 2012 doi:10.1111/j.1460-9568.2012.08074.x
ª 2012 The Author. European Journal of Neuroscience ª 2012 Federation of European Neuroscience Societies and Blackwell Publishing Ltd
European Journal of Neuroscience
°¨ŷęŊ
ŞůßŶůŝű
Şůßŷ¾c
|7 āÕğų
ĝ
Şůßų
ĝ
ĖöğâćvÕb
Ėöğâć Õb
ǁComputational Clinical Psychology)
Ėöğŷ´øſšƅćvÕbâH
ŊŶ:ƆøƀbHǁƔƸƬÕğǄ|7b
āÕğǄƕƿƳÕğŵŴƊćvŻǂ
÷í8bŻŷĖöğŷØŢ`žŮŭ
ŢǄSëųćvdĨųŷĔńŸ[ţŝ
SëųćvƊůŵťŧųŢĖöğâć
vÕbŷF
SëéòĂ
ěçîbƾČ6îbƾĖöğâ
íùîbƾûĖbƾobŵŴ


ćve
ćvÕXƾ8sƾ
ƖƴƢƍƒƺ
ĖöğâćvÕb
Sëâŵçē
­!ôŷč
Õğ
ćvdĨŲŷ
ƌƎƢƍƌƾÜH
éòçēŻŷ
SëâçēƊćvéò
ŶċųũĩƀǁĂŶd
§>ĄŵdŏĞŊŵŴǂ
Ăŷfęŷ
ŞůßĂŨƋŷ¾cŸĖö>ĄǇ
¢ÕƵƢƺŷY7
#!"#uEuropean Journal of Neuroscie ceĚ
Ų|7bāŷÑłŢøžƈŭ
ƗƽƭƺŵƵƢƺƊĦşűǄÖUŶfŪ
ƇŵŴƂBƁŭđŃŵć ÒÁŶ
ƂfŲţƇƵƢƺƊǀ
EDITORIAL
Beyond simple reinforcement l arning: the computational
neurobiology f reward-learning a d valuation
John P. O’Doherty
California Institute of Techn logy, Pasadena, CA 91125, USA
Keywords: basal gangli , computati nal neur science, conditioning, decision-making, prefrontal cortex
Abstract
Neural computational accounts of reward-learning have been dominate by the hypot sis that dopamine neuro s b have lik a
reward-pr diction error and thus facilitate reinforc me t learning in striatal target neurons. While this framework is co siste t with a
lot of behavi ral and neur l evidence, this theory fails t account for a number of behavi ral and neurobiological observ ti n . In this
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Introduction
Our understandi g of the neural mechanisms by which predictions
about future reward are le ned, and of the means by which such
learned pr dictions are used to g ide reward-related ecisions and
behavior, has pr gressed si nificantly withi the past two decades.
Underpinning such pro ress in larg part has been t e o s rvation that
neural sig als resembling the features o class of simple computa-
tional learni g models collectively called ‘reinforcem nt learning’
(RL), that were originally developed to enable reward-guided
decision-making in rtificial systems, appear to be p esent in the
mammalian brain (Sutton & Barto, 1998). Specifically, the phasic
activity of dopamine neurons has been found to resemble a type of
learning a go ithm si nal called a temporal difference prediction error
rule, in which the difference betw en successive temporal predictions
of future reward is used to update the exp cted value of particular
stimuli or actions (Montague et al., 1996; Schultz et al., 1997;
Schultz, 1998). Moreover, neur nal responses in target areas of such
dopamine neurons, such as the ventral and do sal striatum, amygdala
and orbitofrontal cortex, have b en found to resemble the type of value
signals that might be acquired by means of such a prediction error
signal (Schoenbaum et al., 1998; Gottfried et al., 2003; Samejima
et al., 2005; Paton et al., 2006). However, whil this approach has
given rise to a blo soming re earch ag nda in both human and animal
models, it is becoming increasingly clear that the simple temporal
difference reinfor m nt learning (TDRL) framework is likely to
provide only a partial ccount of the computational mechanisms
underlying learning and choice in the mammalian brain. In this issue
of EJN we explore some of the challenges f ci TDRL-based
theories of reward learning, and hi hlight a number of the recent
advances that have been made in this area.
Challenges to the TDRL framewo k
Let us briefly consider a numb of the explanatory gaps in the TDRL
framework. Th finding that action selection can be differentiated on a
behavioral level into at l ast two distinct mecha isms, a goal-directed
mechanism in which actions are selected with reference to the
incentive value of the associated outcome and a habit-driven
stimulus–response (S-R) mechanism in which actions are selected
reflexively in a stimulus-driven manner (Ballei e & Dickinson, 1998),
has created difficulties for a TDRL account be ause such models are
unable to c pture the outcom value-s nsitive f atures of goal-
dire ted control (Daw et al., 2005), nor are they c pable of capturing
the contingen y degradation insensitivity k own to be prevalent in
habits (Balleine & O’Doherty, 2010). More challeng s for the TDRL
framework, at least insofar as its hypothe ized dopaminergic basis
goes, have emerged from studies that have investigated the ex nt to
which the presence of dopamine is esse tial for rew rd learning by
manipulating dop minergic activity via either pharmacological or
enetic methods (Berridge & Robinson, 1998; Robinson et al., 2005;
Flagel et al., 2011). Such studies ave found that the presenc of
dopamine ap ears not to be critical for at le st some aspects of reward
learning, as well indicating possible c ntributions for thi
neurotransmitter i odulating other aspects of reward processing
such as the performanc of reward-related behaviors (Berridge, 2007).
Additionally, while dopamine neurons ar capable of coding for
positive reward-prediction errors with considerable fi lity, these
neurons appear to possess a very limited dynamic range with which to
encode negative pr diction errors, thereby rendering it ifficult to
implicate such neurons i learning about aversive as opposed t
rewarding vents (Bayer & Glimcher, 2005). Furthermore, in spite of
the biological plausibility of dopamine-mediated RL via dopaminergic
afferents into the ve tral and dorsal striatum, the precise mechanism
by which a distal reward-prediction error ignal can ultimately c e
to mediate neural plasticity between stimuli and response represen-
tations, elicited perhaps seconds before, pos s considerable mecha-
nistic challenges.
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いかと思います。基礎的な知見をどうにか臨床の現場に落とし込めるような研究を行ったり，も
しくは臨床家の方のアイデアを基礎研究の方にフィードバックしてつないでいくことが考えられ
ます。そういった仲介の仕事が，計算論的臨床心理学においてできると良いのではないかと思っ
ています。
　今回の発表の最初に，うつ病患者さんの意思決定は計算可能かとご質問したのですが，現段
階ではイエスとは言い難いのですが，これがイエスとなるように研究を進めていくことと，少し
でもいま苦しんでおられるうつ病患者さんに役に立つ研究を行っていきたいと思います。
　以上になります。
（大久保）　どうもありがとうございました。簡単に1点，2点確認のご質問があればお受けいたし
ますが，いかがでしょうか。
（質問者）　セロトニンというものと，ノルアドレナリンの結果についてですが，セロトニンという
ものは将来の報酬を，抑うつが高いと将来の報酬に基づいて，直近の報酬を選ぶと理解していま
す。ただノルアドレナリンの結果を見ると，選択にばらつきがあるという話だったと思うのですが，
結果に若干矛盾があるのではないかと感じたのですが，そのあたりについて。
（国里）　ご質問ありがとうございます。少し内容が非常にざっくりしたものになってしまって，少
しこちらの説明がわかりにくかったかと思います。抑うつが高いと将来の報酬に基づいて決定が
できなくなります。この時のセロトニンとノルアドレナリンの違いが不明確だったかと思います。
セロトニンは先の見通しにかかわるというのでいいと思うのですが，ノルアドレナリンに関してい
うと，そういった先のことというより，これまでの学習歴をちゃんと反映できているかというもの
になります。ノルアドレナリンが低いと選択がランダムになる，これまで学習してきた内容をうま
く活用できていないことが，この結果からいえることになります。
（大久保）　よろしいでしょうか。それでは国里先生，ありがとうございました。
