Over the last few years, first-principles simulations in combination with increasingly accurate shock experiments at multi-Mbar pressure have yielded important insights into how matter behaves under shock loading. Carbon dioxide (CO 2 ) is particularly interesting to study as a model molecular system for planetary science. Under high pressure -high temperature CO 2 dissociates and eventually begins ionizing. The dissociation pathway and the equation of state at extreme conditions is poorly understood. Cryogenic CO 2 is optically transparent while shocked CO 2 is metallic, displaying a reflective shock front, thus allowing for shock velocity measurement to very high precision. In this report, we present experimental results for shock compression of liquid cryogenic CO 2 to several Mbar using magnetically accelerated flyers on the Z machine, first-principles simulations based on Density Functional Theory including examining the CO 2 dissociation pathway, and an analysis of tabular equations of state (EOS) for CO 2 .
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Introduction
Precise knowledge of the behavior of elements, compounds, and materials under shock compression was for decades limited to the pressures that could be achieved using guns and high explosives. On the theoretical side, electronic structure methods based on quantum mechanics were applied to calculate energy and pressure as a function of compression for perfect lattices (the so called cold curve) but dynamic simulations at temperature were limited to basic model systems like hard/soft spheres or discrete systems (ising models) etc. It was therefore, for a long time, exceedingly challenging to predict the behavior of materials much above 1 Mbar. The difficulty in extrapolating equation of state (EOS) models beyond pressures where experimental data, or high-fidelity simulations, is available is illustrated in Fig. 1 .1 taken from Reference [1] . For xenon, EOS models predating our work begin to differ notably above 100 GPa and this behavior is by no means limited to xenon. On the contrary, EOS tables of many other elements and compounds exhibit similar discrepancies when different EOS models are extrapolated beyond the range in density and pressure where data is available.
In dramatic contrast to earlier capabilities, over the last few years, increasingly accurate shock experiments at multi-Mbar pressure together with first-principles simulations have resulted in greatly improved knowledge of how matter behaves under extreme conditions. For light elements like hydrogen/deuterium [2, 3] and carbon [4] the agreement between simulations and experiments is remarkable, prompting an interest in investigating also elements beyond the second row in the period table with similar high-fidelity methods.
In earlier work on xenon, we performed density functional theory (DFT) based quantum molecular dynamics (QMD) simulations, high-precision shock experiments, and developed a new tabular equation of state [1] . In this report, we expand our examination of cryogenically cooled gases and present the results for liquid CO 2 . CO 2 is of interest because it is a simple molecule with different atomic constituents. The behavior of CO 2 is not known experimentally beyond approximately 100 GPa under shock conditions and existing equation of state models differ significantly above pressures near 50 GPa. Figure 1 .2 shows the experimental data and tabular EOS models known prior to completing this work demonstrating the issues with the current tabular EOS models. Also observed in the experimental data is a bend in the Hugoniot starting at approximately 50 GPa, which has been attributed to dissociation. We will briefly describe very recent experiments and first-principles simulations aimed at increasing the understanding of CO 2 under high pressure, including the dissociation pathway. We will also analyze the accuracy of four available EOS tables for CO 2 . In the first chapter, we present the computational approach for obtaining thermodynamic data from first-principles using DFT. Results from DFT simulations of carbon dioxide under highpressures and high temperatures, completes the chapter. In chapter two, we describe multi-Mbar shock experiments performed on Sandia's Z machine, including the experimental results for CO 2 and compare the results to the prior tabular EOS models and the available DFT simulation results. The experimental discussion is followed by a chapter analyzing the accuracy of four available EOS tables for CO 2 . The last section has concluding remarks. [5, 6] is based on quantum mechanics and is a widely used method to calculate the electronic structure of atoms, molecules, and solids. In DFT, the fundamental property is the density of electrons in three-dimensional real space, ρ(x, y, z) , regardless of how many electrons are in the system. This reformulation of the Schrődinger equation from many-body wave-functions to density makes DFT calculations very fast/efficient and it is possible to calculate properties of several hundred atoms.
DFT was for a long time employed in solid-state physics and surface science but its usefulness has with time extended into many other fields of physics. In high-energy density physics (HEDP), the breakthrough came when it was possible to perform high-precision calculations of thermodynamic quantities like internal energy and pressure [3] . Today, DFT is extensively used in HEDP and shock-physics.
The DFT-MD simulations were made with VASP 5.1.40 using projector augmented wave (PAW) core potentials and stringent convergence settings. We employed the standard potentials (PAW C8Apr2002 and PAW O8Apr2002) at a plane wave cutoff of 900 eV and complex k-point sampling with the mean-value point ( ). Electronic states were occupied according to Mermin's finite-temperature formulation of DFT [7] . We have used two complementary exchange-correlation functionals: the local density approximation (LDA) and the ArmientoMattsson (AM05) functional. AM05 includes the generalized gradient in addition to the density and is designed to capture the effects of inhomogeneity by matching results for an Airy gas. AM05 has demonstrated high fidelity for wide classes of solids under normal conditions and was recently successfully applied to study quartz to 1.7 TPa under shock compression. The principal Hugoniot is calculated with respect to a given reference state, a density of 1.173 g cm 3 at 216 Kelvin for liquid CO 2 ; similar to the experimental initial conditions. The hydrostatic Hugoniot condition is expressed a 2(E-Eref) = (P+Pref) (Vref-V) with E the internal energy per atom, P the system pressure, V the volume per atom. Eref and Pref are the energy and pressure of the reference state.
The reference simulation used 64 molecues ( Fig. 2.1 ) and was run for 4 picoseconds(ps) to ensure the mean reference pressure and energy were equilibrated to less than 1 2 % standard deviation. The average pressure and energy were found using block averaging [8] to reduce correlation as shown in Fig. 2.2 . At low densities and temperatures, the simulations were run for multiple picoseconds at a 0.5 fs time step. At higher densities and temperatures, this time step was reduced to keep the number of electronic iterations per time step between 4 and 6. We found that if the elec- tronic iteration count got above 8, the simulation would often crash many hundreds of ionic steps later because the ions were allowed to move too far in a single time step and eventually took the simulation to an ill-posed super-cell (a symptom of this is widely oscillating number of electronic iterations).
At each point along the Hugoniot, we would run at least two simulations. The simulations' temperatures were set such that the Hugoniot relation would have one point above and one point below where the Hugoniot relation was true as shown in Fig. 2 .3. The actual Hugoniot point would then be interpolated between them. We bracketed the Hugoniot point because extrapolation does not work well especially around phase transitions (melt) as the pressure and energies around are often non-linear. Also, if the temperatures are too far from the Hugoniot point, then the interpolated value can be farther from the actual value than expected. The size of this window is material and Hugoniot location dependent but for most materials, ±0.1 appears to be maximum. For example, the 1.9 g cm 3 630 Kelvin Hugoniot point was interpolated from a 600 Kelvin and 700 Kelvin simulation. The 3.8 g cm 3 simulations were at 35,000 Kelvin and 36,000 Kelvin. And while this bracket is a bit larger than normal, the simulations showed we were in a gas regime such that it was adequate, primarily because we also ran 34,500 Kelvin and found a 1% difference in the The inflection is associated with molecular dissociation.
interpolated Hugoniot pressure. When looking for dissociation of polymers, we usually tighten those tolerances to ±0.01 or less if possible. At high compression, when the Hugoniot is almost independent of density, we vary the density at a fixed temperature and interpolate in density. In the high density cases, we used 0.1 g cm 3 initially, but converge to a 0.05 g cm 3 bracket once we have a good approximation for where the Hugoniot is.
Because the number of bands goes up with temperature thereby increasing the simulation solve time, keeping 64 molecules in the simulation for a clearly gas/liquid regime appeared to be excessive. We reduced the number of molecules to 32 and checked the pressure and energy values of the simulation. After three times compressed, we found very little difference between the larger and smaller simulations and so did much of the higher density Hugoniot with 32 molecules. We spot checked occasionally to ensure that simulations with smaller numbers of atoms still matched those with 64.
Because we set the temperature, our simulations are referred to as NVT (fixed number of atoms, volume, and prescribed temperature). One of the other methods available in VASP is NVE (fixed number of atoms, volume, and prescribed energy), but is not used in this case. As such, we can report the temperature used as part of the Hugoniot even though the temperature is not used in the Rankine-Hugoniot relation. These results are listed in Table 2 where S is the number of species. For this paper, we assumed this was also the number of possible bond lengths allowed. The simulations were run for picoseconds such that the atoms would have time to diffuse away from their neighbors if they were not bonded. An atom pair is considered bonded if they remain within the prescribed distance for longer than the prescribed time. Using the first minimum from the pair correlation functions of the reference simulation, 1.35Å was used for C-O bond length. 1.60Å for C-C and 1.6Å for O-O were chosen from a different simulations. These bond lengths may not be the same as published results because we are using a code which takes a finite step, moving ions classically, and the extra distance takes into account atomic vibrations, allowing the atoms to move farther than the average bond length while still being "bonded". In the O-O case, normal bond length is 1.21Å but we found that on our time scales and at these temperatures, it was not relevant.
Once bond lengths are determined, the approach to tracking bonds is straight forward. First, we calculate the distance from each atom to every other atom setting up an NxN matrix in which N is the number of atoms in the simulation. Next, we compare distances between atoms to their respective bond length cutoffs. If the distance between atoms is less than the prescribed bond length, then the tally for that atom-atom combination is incremented, otherwise the tally is set to zero and must start incrementing anew. Once the tally reaches a user defined value, in our case 90 fs divided by the time step, the atoms are considered bonded. Bonds can be broken and reformed multiple times during a simulation.
Next, assuming we have some atoms that are bonded, we apply a recursive relation, following all atoms that are bonded to the initial atom and all atoms bonded to those atoms, etc. The recursive function calls end when no other bonded pairs can be traced back to the initial atom. We then examine our second atom. For clarity, the algorithm described above and shown below is not optimized. After the tracking phase at a given time step, we have an array listing the bonded atoms. The next step is to map each uniquely described element to its actual species. This is straight forward with strings. To simplify the process further, we used single letter descriptions such as species 1 = A and species 2 = B. This string of letters can be sorted, counted, combined ("A2B6"), and stored as an item in another array of strings (molecule). In a hydrocarbon system, the A2B6 corresponds to ethane and this mapping is done later.
In stable systems, almost any required bond time chosen will return the same answer, but in metastable simulations, the atoms can be bonded for some amount of time, move, and then rebond either to the same atoms or different ones. Therefore, as time required for the bonds to be counted goes to infinity, the reported molecules will often be just the base elements. As such, once the CO 2 starts to break up, we look for inflections or plateaus in the amounts of various marker species such as C, C 2 , C 3 , and O 2 in several of the transition simulations. We sampled bond times from 80 fs to 140 fs and found a slight inflection between 80 fs and 100 fs in C-O. As such, we assumed a bond time for all simulations of between 80 and 100 fs. The results are shown in Figure 2 .5 where the CO 2 starts breaking down between 2.4 and 2.5 g cm 3 , and is mostly dissociated around 3.0 g cm 3 which is in agreement with the inflection we saw in the density-temperature plot of the Hugoniot.
Multi-Mbar shock experiments on Z
The Z-accelerator at Sandia [9] has been used to study properties of shocked materials for over a decade and the approach has been successively refined. Current pulses of up to 26 MA are carefully tailored to produce shock-less acceleration of flyer plates to very high impact velocities. Figure  3 .1 shows the experimental setup in the Z machine center-section. The target load consists of an asymmetric coaxial load with a 9 mm X 2 mm cathode stalk. The panels have two cryo-targets (a re-established capability for Z) and the asymmetric cathode-anode (AK) gap (1 mm and 1.4 mm) provides two Hugoniot state measurements in one experiment. The cryo-targets are insulated from the load panels using nylon spacers and the targets are held in place using a nylon press piece. All targets utilized 6061-T6 aluminum flyer plates diamond machined to 1 mm in thickness.
Experimentally CO 2 provides some technical challenges not faced in previous cryogenic work such as xenon and krypton [1, 10] . With the noble gases, cooling the sample targets to temperature was all that was needed. In the case of CO 2 creating an initial liquid state requires higher pressure in addition to cooling as seen in the phase diagram shown in Figure 3 .2. The need for higher pressure required modification to the target cells that were used in previous experiments on cryogenically cooled noble gases. The modified CO 2 target is viewed schematically in Fig. 3.3 . To handle the high pressures, the front drive plate was made of sapphire instead of quartz. In most cases, the front drive plate was a two-piece top-hat consisting of a c-cut sapphire window to hold the pressure and a smaller z-cut alpha quartz window between the sapphire and the liquid CO 2 . The rear top-hat was similarly constructed of a sapphire window to hold pressure and a smaller quartz window to interface with the sample. The thickness of sapphire windows used are capable of handling pressures in excess of 150 PSI. The use of quartz provided an accurate method for determining the Hugoniot state and the reshock state (not discussed here) in the CO 2 . All window pieces were supplied by Argus International. The space between the top-hats was filled with high purity CO 2 gas (Matheson Trigas Research Purity > 99.999%) to a pressure of 8.97 bar (130 PSI).
The mini-cryostat design [11] was used cool to a dual cell configuration target (see Fig 3. 1) The cryostat utilized a 6061-T6 aluminum cold finger. The targets were connected to the cryostat through two copper flex links and a 14 inch long and 0.5 inch diameter copper cold rod. The cold rod was shielded using a copper tube wrapped with copper liquid nitrogen lines. The target cells were filled to 130 PSI initial (approximately 9 bar) and cooled to 220 K with liquid nitrogen. The initial liquid density of CO 2 was 1.167 g/cm 3 determined from the pressure -temperature data in Reference 12. The index of refraction is 1.272 determined from an extrapolation of the data in Reference 13. The window surfaces in contact with the liquid CO 2 were coated with an The primary diagnostic for the experiments was velocity interferometry (VISAR) [14] . The target is shown schematically on the left in Fig. 3.3 . With all transparent windows, the 532nm laser for the VISAR passed through the target cell and reflected off the aluminum flyer. A VISAR velocity profile from a liquid CO 2 experiment is shown on the right in Fig. 3.3 . The VISAR is able to track the aluminum flyer velocity up to impact on the sapphire drive plate. After impact, a shock is produced in the sapphire drive plate, but the shock is not strong enough to generate a reflective shock front. However, as the shock transits into the quartz, the quartz window melts into a conducting fluid and the velocity of the shock front is measured directly by the VISAR [15] as indicated in the Figure 3. 3. As the shock transits into the liquid CO 2 , the CO 2 dissociates and an insulator to metallic transition occurs causing the shock front in the CO 2 to be reflective. The reshock into the rear quartz window also creates a reflective shock front in the quartz, but the reshock data is not discussed in this report.
For the majority of the experiments, the measured quantities are the shock velocity in the quartz drive plate and the shock velocity in the CO 2 sample. The Hugoniot state of the quartz drive plate is determined from the measured shock velocity and a weighted cubic fit to the Z quartz Hugoniot data [15] . The CO 2 Hugoniot state is then determined using Monte Carlo Impedance matching methods and the reflected quartz Hugoniot. However, using the reflected quartz Hugoniot produces results that are soft compared to the true response of CO 2 . Thus it is necessary to understand the release path of quartz. The quartz release path has been determined using DFT methods for several points along the Hugoniot and is validated by deep release data [16] . Figure 3 .4 shows the quartz release effect compared to the reflected Hugoniot. The low impedance of CO 2 means the reflected versus release effect is greater and needs to be included in the impedance match calculations for accurate results. In two experiments, the front two-piece top hat was replaced with a single sapphire window. Fewer data exist for the Hugoniot of sapphire in the region of interest, showing the front and rear two piece sapphire-quartz top-hat assembly. The flyer approach to the target is measured to high precision using VISAR. As seen on the right, the flyer is tracked up to impact. At impact the shock transits into the sapphire window, which does not have a reflective shock front. When the shock transits into the quartz window, the VISAR begins tracking the shock front (measuring the shock velocity directly) as it progresses through the quartz window. The shock transition into the CO 2 is also reflective and the shock velocity is measured directly. The direct measurements of the shock velocity in the quartz and CO 2 lead to high -precision, highly accurate determinations of the Hugoniot state. 
.979x10 −4 ± 3.244x10 −4 −0.03844 ± 0.01031 1.9147 ± 0.1008 1.5591 ± 0.2976 Table 3 .2. Linear fit parameters to the C-cut sapphire Hugoniot data: U S = C 0 + S 1 U P C 0 S 1 9.642 ± 0.175 1.089 ± 0.013 which leads to larger uncertainty. Table 3 .2 lists the fit parameters from a weighted fit of known sapphire data [17] . The release of sapphire was determined using the tabular EOS SESAME 7420.
The quartz release correction was applied in the following manner:
1. The CO 2 Hugoniot state is calculated using the Monte Carlo impedance matching method and the reflected quartz Hugoniot. The quartz Hugoniot is a weighted, cubic fit to the Z experimental data and includes the fit parameter uncertainty and correlation.
2. In P −U P space, we plot both the quartz reflected Hugoniot and the calculated quartz release path from several known Hugoniot states. Also plotted is the the curve P = ρ 0 U S U P where ρ 0 is the initial density of liquid argon and U S is the measured value of the shock velocity in argon.
3. From the plot, we calculate the intercepts of the CO 2 curve P = ρ 0 U S U P and the reflected and release quartz paths.
4. ∆U P between the reflected Hugoniot and the release path is determined and a linear fit of the ∆U P vs. U P (re f lected) is performed.
5. Using the U P calculated using the reflected Hugoniot and the linear fit calculated above, we can determine the correction to U P needed to account for the quartz release path. This U P and the measured U S are used to calculate the final Hugoniot state pressure and density. The uncertainty in the data does not include the uncertainty in the release path as of this report.
Two Hugoniot data points were determined from impedance matching to sapphire. The impedance matching procedure was the same as described above. In this case, the initial shock velocity in the sapphire was determined from a transit time analysis. The sapphire release path was determined calculated release path for quartz at 3 initial pressure states. P U P curves shown for 3 noble gases and CO 2 demonstrating the effect of using the reflected Hugoniot versus the release. Table 3 .3. Experimental data of the principal Hugoniot for shock compressed liquid CO 2 with an initial density of 1.167g/cm 3 . The * indicates the data determined from impedance matching to a sapphire window. 
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U S ( k m / s ) U P ( k m / s ) Figure 3 .5. The U S −U P data from the previously published data [18, 19] , the DFT results from this work and Boates et al. [20] , and the data collected from the Z experiments. The existing tabular EOS Hugoniot plots are also shown. For the experimental data, the uncertainty is on the order of the size of the data point.
using the SESAME 7420 table. Table 3 .3 lists the experimental results for the principal Hugoniot of liquid CO 2 .
Figures 3.5 and 3.6 show the Z experimental data in the U S − U P and ρ − P planes compared with the previous experimental data and the DFT simulation results discussed earlier. In the U S − U P plane, the Z experimental data shows lower shock velocities than predicted by the SESAME 5212 model at lower velocities, but the table's agreement improves as the shock velocity increases. The LEOS 2272 table shows better agreement with the DFT results at particle velocities less than 10 km/s, but is too low above 10 km/s.
The differences between DFT simulations, tabular EOS models, and the experimental data are better observed in the more sensitive ρ − P plane in Figure 3 .6. For low pressures up to approximately 150 GPa, the LEOS table is in agreement with both sets of DFT simulations. Above 150 GPa, the LEOS table is too soft compared to the actual data. For pressures greater than 200 GPa both the SESAME 5212 and the DFT simulations are in good agreement with the Z experimental data. The effect of impedance matching to sapphire is clearly observed in the plot as well with that data having significantly larger error bars because of the uncertainty in the sapphire Hugoniot standard. The experimental data consistent to 550 GPa whether quartz or sapphire is used for impedance matching. Overall, the DFT simulations and the experimental data show that a new EOS model is needed for CO 2 . 
Chapter 4
Analysis of CO 2 tabular EOS models
With the new Hugoniot calculations and experimental data in hand, we now examine the behavior of four available EOS tables. Two tables are available from the LANL SESAME database as numbers 5211 and 5212, and two tables from LLNL, LEOS 2272 and 2274. Table 5211 was developed nearly 20 years ago with the aim of describing the fluid state at low temperatures. It does not include effects of dissociation and ionization and is tabulated over a limited range, up to 20,000 K. The 5212 table was developed more recently to extend the results of 5211 to higher temperatures and uses essentially the same model as in 5211. However, the tabulation is different, resulting in slightly different behavior as will be seen later. The LEOS tables were also developed recently and include a new model for molecular dissociation aimed at improving the behavior of the high pressure Hugoniot. Furthermore, LEOS 2274 utilized the DFT and experimental data presented earlier in the construction of the Hugoniot. In the following we will examine the agreement of these models with various sets of experimental and calculation data.
Shock Compression
The shock compression results for the EOS models from an initial liquid state are shown in Fig. 4 .1. The onset of dissociation is evident around 40 GPa, where the Hugoniot softens in relation to its trend at lower pressures. The 5211 and 5212 models capture the behavior below dissociation quite well. However, as their descriptions note, they do not include dissociation and thus do not describe the softening behavior. Both 2272 and 2274 slightly underestimate the Hugoniot pressure below 40 GPa. They include dissociation models, and do agree better with the data than 5211 or 5212 in the dissociation regime, although there is still significant discrepancies with both the experimental data and DFT-MD calculations. Furthermore, despite having a dissociation model, these tables do not include an abrupt softening feature like the experimental data.
At higher pressures, the 5211 table cannot be used as it does not tabulate data above 20 kK. However, the extended version 5212 does intersect again with the Hugoniot data around 500 GPa, although with an incorrect slope. Here 2272 is much too soft, while 2274 is in very good agreement with both the experimental and calculation data.
Although the temperature along the Hugoniot has not been measured experimentally, the models may be compared with the temperature results from calculations, as shown in Fig. 4 Experimental data is shown as circles [18] , diamonds [19] , and the Z data of Ch. 3 as squares. DFT calculations from Ch. 2 are shown as exes, and pluses are from Ref. [20] . The models are shown as a solid red line (5211), a dotted cyan line (5212), a dashed green line (2272), and a dot-dash blue line (2274). its agreement with the pressure-density data, the 5211 model has a Hugoniot temperature that is much higher than the calculations. The 5212 model does better, but still overestimates the temperature near dissociation, and then underestimates it at high pressures, even in the region where it agrees with the pressure-density data. The 2272 model consistently overestimates the temperature by several thousand degrees. As with the pressure-density data, the 2274 model does best at high pressures, lying close to the calculations, although at low pressures it overestimates the temperature in the dissociation regime.
Fluid Isobars
The thermophysical properties of non-dissociated fluid CO 2 have been extensively measured. A subset of that data for the enthalpy and density is shown in Fig. 4 .3 for a variety of pressures. Here model 5211 is a clear winner. Qualitatively, it agrees with the trends of both the enthalpy and density data, slightly overestimating the latter at low temperatures along the pressure isobars. The enthalpy behavior of all the other models can be seen to not even agree qualitatively with the data. Similarly, with the density, the other tables have large errors across the entire range of measured temperatures and pressures. The discrepancies between 5211 and 5212 are somewhat surprising as the descriptions of the table indicate that they should be using the same model. It would be surprising, although not out of the realm of possibility, that these differences were solely due to the choice of tabulation grid. 
Phase boundaries
The melt curve of CO 2 has been mapped out accurately to 12 GPa using a laser heated DAC [13] . For the tables in question, the enthalpy at constant pressure was visually examined below 12 GPa over the temperature range 200-900 K, without significant evidence of the expected enthalpy change upon melting. The 2272 table did have a small signature of this jump, but it would be difficult to classify it as a melt transition. Thus, the tables appear to not include a melt region, at least anywhere near the experimentally measured curve.
All four tables do include van der Waals loops, which describes the vaporization of CO 2 . The critical points for the termination of the vapor pressure curve were measured for each table by visually examining interpolated isotherms. The results are shown in Tab. 4.1. Clearly none of the tables describe the critical point well, although, 5211 is relatively close to the three critical parameters. The entire vapor curve has also been mapped experimentally. These results are shown in Fig. 4.4 . The 5211 table gets close to the correct vapor curve, except at the higher temperatures, where it has too large of a critical point temperature and pressure. At low temperatures, 5212 almost meets the vapor pressure data, but is significantly off at higher temperatures, despite having a critical temperature that is withing two percent of the experimental value. The coexistence density is qualitatively described by both 5211 and 5212. The 5212 model is closer to the data, due to having a lower critical point temperature in the model, but has a curious non-symmetric behavior. Both the 2272 and 2274 models are grossly in error with the vaporization data.
Recommendations
There is no clear best EOS a particular application. At low pressures and temperatures, below 40 GPa and 4000 K, the 5211 model appears to be the best at giving a reasonable description of the non-dissociated fluid. Thus, it would seem to be the best choice among the four models in this regime.
At high pressures, above 200 GPa, only 2274 provides a good description of the shock response, and is the best choice. However, given its poor description of the low pressure, low temperature data, one should carefully examine that simulations are not significantly affected by errors accrued while material states traverse the non-dissociated regime.
In the dissociation regime between 40 and 200 GPa, none of the tables provide a good description of the data. Although 2272 lies nearest the shock data, due to its poor description of the data at both lower and higher pressures it is not really an acceptable table for use in this regime. Instead, 2274 should be used as the best available table, given its good agreement with the higher pressure data. Again, the same caveats as described in the preceding paragraph apply. 
