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1. Introduction
The envelope theorem has drawn the attention of many researchers due to the wide variety of situations where it
can be applied and more speciﬁcally, due to the increasing necessity of eﬃcient methods for measuring the sensitivity
in optimization problems. In particular, the envelope theorem is an essential tool, among others, in economic analysis,
microeconomic theory and analysis of risk.
Continuing the inquiry line developed in [2–6], we also adopt the concept of T -optimal solution. This optimal solution
is deﬁned as a minimum when the objective function is composed with a linear and positive utility T . In addition, if the
utility function T is a topological isomorphism fulﬁlling some soft requirements, veriﬁed in practice in many situations,
then the set of the T -optimal solutions is dense in the eﬃcient line (as it is proved in [7]). We are interested in knowing
how the set of all the values of the T -optimal solutions changes as some parameter changes. In [9], a sensitivity analysis
is performed for differential vector programs with equality constraints while in [10], the analysis is carried out for convex
vector programs with inequality constraints. In both cases, it is done with respect to the right-hand side of the constraint.
The aim of this paper is to formulate a statement of the envelope theorem for multiobjective convex programs in an
ordered Banach spaces setting. Indeed, we compute the variation of the set of all the T -optimal solutions according to
changes of any of the parameters which appear in the constraint. Thus, we need to differentiate set-valued maps. The
analysis will be carried out by using two criteria of regularity, derivability and tangential regularity, and thus the sensitivity
will involve contingent (or Bouligand), adjacent, and Clarke derivatives.
This paper is organized as follows. Section 2 introduces notation, basic concepts, and some results that will be used
throughout the paper. Section 3 is dedicated to stating several conditions that guarantee the extension of some worth
properties of Fréchet differentiable functions to derivable and tangentially regular set-valued maps. In Section 4, Theorem 10
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example shows how the theory works in practice.
2. Notations and preliminaries
We start by introducing the optimization problem we will study. Let X , P , Y , Z , and W be ﬁve Banach spaces such that
Y , Z , and W are ordered vector spaces, and W is also a Banach lattice. Let Y+ , Z+ , and W+ denote the positive cones of
Y , Z , and W , respectively. Moreover, assume that Y+ and Z+ are closed, Y+ is also pointed, and the order of W veriﬁes
the inﬁmum axiom. Let Z ′ denote the dual space of Z . Let T : Y → W be a positive (T (Y+ \ {0}) ⊂ W+ \ {0}) linear and
continuous surjective map such that Ker T has a topological supplement, YT . For example, when Y is a Hilbert space, the
orthogonal complement of Ker T can be chosen as YT . Let Tˆ denote the restriction of T to YT and π the natural projection
from Y onto Ker T . It follows from the open mapping theorem (Theorem 2.11 in [12]) that the inverse operator Tˆ−1 is
continuous. Moreover, let us consider V ⊂ P an open set, D ⊂ X a convex set, f : D → Y a convex map, and g : D × V → Z
a map such that for every p ∈ V the map gp : D → Z deﬁned by gp(x) = g(x, p) for every x ∈ D is convex.
Let us denote by (1p) the following optimization program:
Min f (x)
x ∈ D, g(x, p) 0
}
(1p)
with p ∈ V . In these conditions the program (1p) is said to be a convex program. We adopt here the concept of T -optimal
solution introduced in [2]. We say that xp ∈ D is a T -optimal solution of (1p) if T f (xp)  T f (x) for every x ∈ D such
that g(x, p)  0. Note that every T -optimal solution of (1p) is an optimal solution of (1p), i.e. f (xp) − f (x) /∈ Y+ \ {0}
for every x ∈ D such that g(x, p)  0. We say that xp ∈ D is a regular point of (1p) if gxp : V → Z deﬁned by gxp (t) =
g(xp, t) for every t ∈ V is Fréchet differentiable at p and g′xp (p, ·) is surjective. Let us suppose that for every p ∈ V the
set {T f (x): x ∈ D, g(x, p)  0} is order-bounded from bellow. We say that Lp ∈ L(Z ,W ) (throughout the paper L(Z ,W )
denotes the space of all linear and continuous maps from Z into W endowed with the usual norm) is a Lagrange T -multi-
plier of (1p) if Lp  0, i.e., Lp(Z+) ⊂ W+ , and
Inf
{
T f (x): x ∈ D, g(x, p) 0}= Inf{T f (x) + Lp g(x, p): x ∈ D}.
Theorem 4 in [2] yields that if there exists a T -optimal solution of (1p) and the Slater condition is satisﬁed, i.e., there is
x1 ∈ D such that g(x1, p) ∈ − int(Z+), then there exists a Lagrange T -multiplier of (1p). For further information on duality
results, see for instance [11,13] or [14].
Let us consider a ﬁxed point z0 ∈ Z \ {0}. Let xp ∈ D be a T -optimal solution of (1p), we say that Gxp ∈ L(Z , Y ) is
a Lagrange multiplier of (1p) associated to xp if T Gxp is a Lagrange T -multiplier of (1p) and π( f (xp)) = −π(Gxp (z0)).
Proposition 10 of [2] ensures that if there exists a Lagrange T -multiplier of (1p) then for every T -optimal solution of (1p),
xp ∈ D , there exists a Lagrange multiplier of (1p) associated to xp .
Now, we recall some of the basic concepts of set-valued analysis which will be useful in the current work (for further
information see for instance the books of [1] or [8]). Let A ⊂ X be a nonempty set and x ∈ A. The Bouligand or contingent
cone T A(x) is deﬁned by
T A(x) =
{
v ∈ X: lim inf
h→0+
d(A, x+ hv)
h
= 0
}
.
Therefore, v ∈ T A(x) if and only if there exist two sequences, {hn}∞n=1 ⊂ R+ \{0} converging to 0 and {vn}∞n=1 ⊂ X converging
to v , such that x+ hnvn ∈ A for all n ∈ N . The intermediate or adjacent cone T A(x) is deﬁned by
T A(x) =
{
v ∈ X: lim
h→0+
d(A, x+ hv)
h
= 0
}
.
Therefore, v ∈ T A(x) if and only if for every sequence {hn}∞n=1 ⊂ R+ \{0} converging to 0 there exists a sequence {vn}∞n=1 ⊂ X
converging to v such x+ hnvn ∈ A for all n ∈ N . Finally, the Clarke or circatangent cone CA(x) is deﬁned by
CA(x) =
{
v ∈ X: lim
h → 0+
xˆ → x, xˆ ∈ A
d(A, xˆ+ hv)
h
= 0
}
.
Therefore, v ∈ CA(x) if and only if for every two sequences, {hn}∞n=1 ⊂ R+ \ {0} converging to 0 and {xn}∞n=1 ⊂ A converging
to x, there exists a sequence {vn}∞n=1 ⊂ X converging to v such that xn + hnvn ∈ A for all n ∈ N .
The following inclusions are fullﬁlled: CA(x) ⊂ T A(x) ⊂ T A(x).
Let F : A Y be a set-valued map and x0 ∈ Dom(F ) = {x ∈ A: F (x) = ∅}. We say that F is lower semicontinuous at x0
if for every y ∈ F (x0) and any sequence {xn}∞n=1 ⊂ Dom(F ) converging to x0 there exists a sequence {yn}∞n=1 ⊂ Y converging
to y such that yn ∈ F (xn) for all n ∈ N.
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set-valued map from X to Y deﬁned by Graph(DF (x, y)) = TGraph(F )(x, y), the adjacent derivative DF (x, y) of F at (x, y) is
the set-valued map from X to Y deﬁned by Graph(DF (x, y)) = T Graph(F )(x, y) and the Clarke derivative or circaderivative
C F (x, y) of F at (x, y) is the set-valued map from X to Y deﬁned by Graph(C F (x, y)) = CGraph(F )(x, y).
We say that F is derivable at (x, y) ∈ Graph(F ) if DF (x, y) = DF (x, y). If F is single-valued and Fréchet differentiable
at x then F is derivable at (x, F (x)) and DF (x, y)(u) = F ′(x,u) for every u ∈ X . We say that F is tangentially regular at
(x, y) ∈ Graph(F ) if DF (x, y) = C F (x, y). If F is single-valued and continuously differentiable at x then F is tangentially
regular at (x, F (x)) and C F (x, y)(u) = F ′(x,u) for every u ∈ X .
3. Some regularity conditions for set-valued maps
This section is devoted to stating several regularity conditions that allow to extend some useful properties of Fréchet
differentiable functions to derivable and tangentially regular set-valued maps.
Throughout this section let Σ be a set-valued map from V to L(Z , Y ), (p0,G0) ∈ Graph(Σ), and z0 ∈ Z a ﬁxed point.
We denote by Σ0 : V  Y the set-valued map such that Σ0(p) = Σ(p)(z0) for every p ∈ V .
When Σ is a single-valued and Fréchet differentiable function then Σ0 is also Fréchet differentiable. This does not
remain true for derivable or tangentially regular maps. The following example exhibits this fact.
Example 1. Let Σ : R L(R2,R) such that
Σ(p) =
{
(0,0) if p ∈ R \⋃∞n=1{ 12n },
(1,−1+ p) if p ∈⋃∞n=1{ 12n },
(p0,G0) = (0, (0,0)) ∈ Graph(Σ), and z0 = (1,1).
Some easy computations show that TGraph(Σ)(0, (0,0)) = T Graph(Σ)(0, (0,0)) = {(p, (0,0)) ∈ R × R2}, TGraph(Σ0)(0,0) =
{(p,0) ∈ R2} ∪ {(p, p) ∈ R2: p  0}, and T Graph(Σ0)(0,0) = {(p,0) ∈ R2}. Thus, Σ is derivable whilst Σ0 is not. In order to
avoid this situation we introduce a regularity property which will be a necessary and suﬃcient condition to guarantee the
derivability of Σ0.
Deﬁnition 1. Σ is said to have property R1 at (z0; p0,G0) if given {pn}∞n=1 ⊂ P , {hn}∞n=1 ⊂ R+ \ {0}, and {Gn}∞n=1 ⊂ L(Z , Y )
such that
a) the sequences {pn}∞n=1 and {hn}∞n=1 converge and limn→∞ hn = 0,
b) Gn ∈ Σ(p0 + hnpn) for all n ∈ N and the sequence{
Gn(z0) − G0(z0)
hn
}∞
n=1
is convergent,
there exist two sequences {p¯n}∞n=1 ⊂ P and {G¯n}∞n=1 ⊂ L(Z , Y ) such that
1) limn→∞ p¯n = limn→∞ pn ,
2) G¯n ∈ Σ(p0 + hn p¯n) for all n ∈ N and
lim
n→∞
G¯n(z0) − G0(z0)
hn
= lim
n→∞
Gn(z0) − G0(z0)
hn
,
3) the sequence{
G¯n − G0
hn
}∞
n=1
is convergent
(
in L(Z , Y )
)
.
Σ is said to have property R∗1 at (z0; p0,G0) if given {pn}∞n=1 ⊂ P , {hn}∞n=1 ⊂ R+ \ {0}, and {Gn}∞n=1 ⊂ L(Z , Y ) verifying a)
and b), then the sequence{
Gn − G0
hn
}∞
n=1
is convergent
(
in L(Z , Y )
)
.
Clearly, if Σ has property R∗1 then it also has property R1.
Theorem 2. Assume that Σ is derivable at (p0,G0). The following assertions are equivalent:
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DΣ0
(
p0,G0(z0)
)
(u) = DΣ(p0,G0)(u)(z0) (1)
for every u ∈ P .
ii) Σ has propertyR1 at (z0; p0,G0).
Proof. Let us assume i). Let {pn}∞n=1 ⊂ P , {hn}∞n=1 ⊂ R+ \ {0}, and {Gn}∞n=1 ⊂ L(Z , Y ) verifying a) and b) of Deﬁnition 1 and
set
u = lim
n→∞ pn ∈ P and v = limn→∞
Gn(z0) − G0(z0)
hn
∈ Y .
Thus, v ∈ DΣ0(p0,G0(z0))(u). Consequently, (1) yields that v ∈ DΣ(p0,G0)(u)(z0). Therefore, there exists Gv ∈ DΣ(p0,
G0)(u) such that Gv (z0) = v . Thus, since Σ is derivable at (p0,G0)
(u,Gv) ∈ TGraph(Σ)(p0,G0) = T Graph(Σ)(p0,G0).
Consequently, there exists a sequence {(p¯n, L¯n)}∞n=1 ⊂ P ×L(Z , Y ) converging to (u,Gv ) such that
(p0,G0) + hn(p¯n, L¯n) ∈ Graph(Σ)
for all n ∈ N. It follows that the sequence {G¯n}∞n=1 deﬁned by G¯n = G0 + hn L¯n for every n ∈ N, veriﬁes assertions 2) and 3)
of Deﬁnition 1. Then Σ has property R1 at (z0; p0,G0).
Conversely, let us suppose ii), and consider (u, v) ∈ TGraph(Σ0)(p0,G0(z0)). Then there exist two sequences {hn}∞n=1 ⊂
R+ \ {0} converging to 0 and {(pn, vn)}∞n=1 ⊂ P × Y converging to (u, v) such that(
p0,G0(z0)
)+ hn(pn, vn) ∈ Graph(Σ0)
for all n ∈ N. Thus, property R1 yields two sequences {p¯n}∞n=1 ⊂ P and {G¯n}∞n=1 ⊂ L(Z , Y ) such that {p¯n}∞n=1 converges to u,
G¯n ∈ Σ(p0 + hn p¯n) for all n ∈ N,
lim
n→∞
G¯n(z0) − G0(z0)
hn
= v
and the sequence{
G¯n − G0
hn
}∞
n=1
is convergent. Denoting by
Gv = lim
n→∞
G¯n − G0
hn
and v¯n = G¯n(z0) − G0(z0)
hn
,
for every n ∈ N, then
(u,Gv) ∈ TGraph(Σ)(p0,G0) and lim
n→∞ v¯n = Gv(z0) = v. (2)
So, since Σ is derivable at (p0,G0), (u,Gv ) ∈ T Graph(Σ)(p0,G0). Thus, given an arbitrary sequence {hˆn}∞n=1 ⊂ R+ \ {0} con-
verging to 0, there exists a sequence {(pˆn, Lˆn)}∞n=1 ⊂ P × L(Z , Y ) converging to (u,Gv ) such that (p0,G0) + hˆn(pˆn, Lˆn) ∈
Graph(Σ) for all n ∈ N. Let G˜n be deﬁned by G˜n = G0 + hˆn Lˆn for each n ∈ N. Then, G˜n ∈ Σ(p0 + hˆn pˆn) for all n ∈ N and
lim
n→∞
G˜n − G0
hˆn
= lim
n→∞ Lˆn = Gv .
Consequently,
lim
n→∞
G˜n(z0) − G0(z0)
hˆn
= Gv(z0) = v,
achieving that (u, v) ∈ T Graph(Σ0)(p0,G0(z0)).
Finally, let us check that equality (1) holds. Indeed, let v ∈ DΣ0(p0,G0(z0))(u). From (2) we know that v can be ex-
pressed as v = Gv (z0), with (u,Gv ) ∈ TGraph(Σ)(p0,G0). Thus Gv ∈ DΣ(p0,G0)(u), and therefore v ∈ DΣ(p0,G0)(u)(z0).
Conversely, if v ∈ DΣ(p0,G0)(u)(z0) then there exists Gv ∈ DΣ(p0,G0)(u) such that v = Gv (z0). Proceeding as above we
obtain that
v = Gv(z0) = lim Hn − G0 (z0),
n→∞ λn
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to u, {λn}∞n=1 converges to 0, {Hn}∞n=1 converges to G0, Hn ∈ Σ(p0 + λnqn) for all n ∈ N, and
Gv = lim
n→∞
Hn − G0
λn
.
Consequently (u, v) ∈ TGraph(Σ0)(p0,G0(z0)) and thereby v ∈ DΣ0(p0,G0(z0))(u). 
The following example shows that the above theorem need not to be true for tangentially regular maps.
Example 2. Let Σ : R L(2, 2) such that
Σ(p)
(
(xi)
∞
i=1
)=
⎧⎪⎪⎨
⎪⎪⎩
(2px1,0, . . . ,0, . . .) if p > 0,
(0, . . . ,0,
i-th coordinate︷ ︸︸ ︷
x1 − 2x2 − xi2i ,0, . . .) if p ∈ [− 12i ,− 12i+1 ) and i = 1,2, . . . ,
(0, . . . ,0, . . .) otherwise,
for every (xi)∞i=1 ∈ 2 and (p0,G0) = (0,0) ∈ Graph(Σ), and z0 = (1/2i)∞i=1. It can be veriﬁed that Σ has property R1 at
(z0; p0,G0) and that
TGraph(Σ)(0,0) = CGraph(Σ)(0,0) =
{(
p,Σ(p)
) ∈ R×L(2, 2): p  0}.
Besides, Σ0 : R 2 reads as
Σ0(p) = Σ(p)
((
1/2i
)∞
i=1
)=
⎧⎪⎪⎨
⎪⎪⎩
(p,0, . . . ,0, . . .) if p > 0,
(0, . . . ,0,
i-th coordinate︷︸︸︷
− 1
22i
,0, . . .) if p ∈ [− 1
2i
,− 1
2i+1 ) and i = 1,2, . . . ,
(0, . . . ,0, . . .) otherwise,
and then TGraph(Σ0)(0, (0,0, . . .)) = {(p, (p,0,0, . . .)) ∈ R × 2: p  0} while CGraph(Σ0)(0, (0,0, . . .)) = {(0, (0,0,0, . . .))}.
Thus, Σ is tangentially regular whilst Σ0 is not. Consequently, we need to introduce another regularity condition to guar-
antee that Σ0 is tangentially regular.
Deﬁnition 3. Σ is said to have property R2 at (z0; p0,G0) if given {an}∞n=1 ⊂ V and {Rn}∞n=1 ⊂ L(Z , Y ) such that
a) {an}∞n=1 converges to p0 and Rn ∈ Σ(an) for all n ∈ N,
b) {Rn(z0)}∞n=1 converges to G0(z0),
there exists a sequence {R¯n}∞n=1 ⊂ L(Z , Y ) such that
1) R¯n ∈ Σ(an) and R¯n(z0) = Rn(z0) for all n ∈ N,
2) {R¯n}∞n=1 converges to G0.
Σ is said to have property R∗2 at (z0; p0,G0) if given {an}∞n=1 ⊂ V and {Rn}∞n=1 ⊂ L(Z , Y ) verifying a) and b), then the
sequence {Rn}∞n=1 converges to G0.
Obviously, if Σ has property R∗2 it also has property R2.
Theorem 4. If Σ is tangentially regular and has propertiesR1 andR2 at (z0; p0,G0), then Σ0 is tangentially regular at (p0,G0(z0))
and
DΣ0
(
p0,G0(z0)
)
(u) = DΣ(p0,G0)(u)(z0) (3)
for every u ∈ P .
Proof. Let (u, v) ∈ TGraph(Σ0)(p0,G0(z0)). Since Σ is tangentially regular at (p0,G0) and then derivable at (p0,G0), pro-
ceeding as in Theorem 2 yields a Gv ∈ L(Z , Y ) such that v = Gv (z0) and
(u,Gv) ∈ CGraph(Σ)(p0,G0).
Let {hn}∞n=1 ⊂ R+ \ {0}, {an}∞n=1 ⊂ V , and {Rn}∞n=1 ⊂ L(Z , Y ) be three sequences such that {hn}∞n=1 converges to 0, {an}∞n=1
converges to p0, Rn ∈ Σ(an) for all n ∈ N and {Rn(z0)}∞n=1 converges to G0(z0). Since Σ has property R2 at (z0; p0,G0),
there exists a sequence {R¯n}∞n=1 ⊂ L(Z , Y ) converging to G0 such that R¯n ∈ Σ(an) and R¯n(z0) = Rn(z0) for all n ∈ N. Thus,
there exists a sequence {(pn, Ln)}∞ ⊂ P ×L(Z , Y ) converging to (u,Gv ) such thatn=1
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for all n ∈ N. Taking for each n ∈ N Gn = R¯n + hnLn , we get that Gn ∈ Σ(an + hnpn) for all n ∈ N and
lim
n→∞
Gn − R¯n
hn
= lim
n→∞ Ln = Gv .
Therefore
lim
n→∞
Gn(z0) − R¯n(z0)
hn
= Gv(z0),
and so,
(u, v) ∈ CGraph(Σ0)
(
p0,G0(z0)
)
.
Equality (3) follows directly from Theorem 2. 
Remark. A single-valued and Fréchet differentiable function is derivable and has properties R1 and R2 but the converse
need not to be true. The single-valued real function Σ(x) = |x| for every x ∈ R is derivable at (0,0) and has properties R1
and R2 at (0,0) and z0 = 1 but Σ is not Fréchet differentiable.
The following example shows that Σ and Σ0 may be tangentially regular while Σ has not property R2.
Example 3. Let Σ : R L(R2,R) such that
Σ(p) =
{
(0,0) ifp ∈ R \⋃∞n=1{ 12n },
(1,−1) ifp ∈⋃∞n=1{ 12n },
(p0,G0) = (0, (0,0)) ∈ Graph(Σ), and z0 = (1,1).
Some easy computations show that TGraph(Σ)(0, (0,0)) = CGraph(Σ)(0, (0,0)) = {(p, (0,0)) ∈ R × R2}, and TGraph(Σ0)(0,
0) = CGraph(Σ0)(0,0) = {(p,0) ∈ R2}. So, Σ and Σ0 are tangentially regular even thought Σ has not property R2 since for
an = 12n and Rn = Σ( 12n ) = (1,−1) for every n ∈ N, there is not a sequence {R¯n}∞n=1 such that R¯n ∈ Σ(an) and {R¯n}∞n=1
converges to (0,0).
The following proposition identiﬁes some set-valued functions for which properties R∗1 and R∗2 hold. We will use it in
next section.
Assume that z0 ∈ Z \ {0} and let z∗0 ∈ Z
′
such that z∗0(z0) = 1.
Proposition 5. Let α : V → L(Z , Y ) be a Fréchet differentiable function in V , and let Σ : V  L(Z , Y ) be a set-valued map such that
Σ(p) ⊂ {α(p) + yz∗0: y ∈ Y }
for every p ∈ V . Then Σ has propertiesR∗1 andR∗2 at (z0; p0,G0) for every (p0,G0) ∈ Graph(Σ).
Proof. Let (p0,α(p0)+ y0z∗0) ∈ Graph(Σ), and let {pn}∞n=1 ⊂ P , {hn}∞n=1 ⊂ R+ \{0} and {yn}∞n=1 ⊂ Y be three sequences such
that {hn}∞n=1 converges to 0, {pn}∞n=1 is convergent with limit u ∈ P , α(p0 + hnpn) + ynz∗0 ∈ Σ(p0 + hnpn) for all n ∈ N, and
the sequence{
α(p0 + hnpn)(z0) + yn − (α(p0)(z0) + y0)
hn
}∞
n=1
is convergent with limit v ∈ Y . Since
α(p0 + hnpn)(z0) + yn − (α(p0)(z0) + y0)
hn
= α(p0 + hnpn)(z0) − α(p0)(z0)
hn
+ yn − y0
hn
,
for all n ∈ N, from Lemma 11 in [2] it follows
lim
n→∞
yn − y0
hn
= v − α′(p0,u)(z0),
and thus, since for each n ∈ N
α(p0 + hnpn) + ynz∗0 − (α(p0) + y0z∗0) = α(p0 + hnpn) − α(p0) + yn − y0 z∗0,hn hn hn
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lim
n→∞
α(p0 + hnpn) + ynz∗0 − (α(p0) + y0z∗0)
hn
= α′(p0,u) +
(
v − α′(p0,u)(z0)
)
z∗0.
Therefore, Σ has property R∗1 at (z0; p0,α(p0) + y0z∗0).
Besides, let {an}∞n=1 ⊂ V and {yn}∞n=1 ⊂ Y be two sequences such that {an}∞n=1 converges to p0, α(an) + ynz∗0 ∈ Σ(an) for
all n ∈ N and {α(an)(z0) + yn}∞n=1 converges to α(p0)(z0) + y0. From∥∥α(an)(z0) + yn − (α(p0)(z0) + y0)∥∥ ∣∣∥∥α(an)(z0) − α(p0)(z0)∥∥− ‖yn − y0‖∣∣
and limn→∞ ‖α(an)(z0) − α(p0)(z0)‖ = 0, it follows that limn→∞ yn = y0 . Thus
lim
n→∞α(an) + ynz
∗
0 = α(p0) + y0z∗0.
Therefore, Σ has property R∗2 at (z0; p0,α(p0) + y0z∗0). 
4. Sensitivity analysis
Regarding the program (1p), we consider the following set-valued maps.
Deﬁnition 6. The T -perturbation map of (1p), is deﬁned by
Φ : V  Y
pΦ(p) = { f (xp): xp is a T -optimal regular solution of (1p)},
and the T -dual perturbation map of (1p), is deﬁned by
Ψ : V  L(Z , Y )
p Ψ (p) = {Gxp ∈ L(Z , Y ): Gxp is a Lagrange multiplier of (1p)
associated to a T -optimal regular solution xp of (1p)
}
.
Throughout this section we assume the following:
Hypothesis. For every p ∈ V there exists a T -optimal and regular solution xp ∈ D of program (1p) such that gxp is Fréchet
differentiable in V ,
lim
p→p0
∥∥g′xp (p0, ·) − g′xp0 (p0, ·)∥∥= 0,
and
lim
p→p0
‖gxp (p) − gxp (p0) − g′xp (p0, p − p0)‖
‖p − p0‖ = 0
where p0 ∈ V .
Lemma 7. If Ψ is lower semicontinuous on V , then TΨ is single-valued and continuous on V .
Proof. Let p0 ∈ V , T G1, T G2 ∈ TΨ (p0), and xp0 be a T -optimal and regular solution of (1p0 ). Since Ψ is lower semicontin-
uous on V , for every p ∈ V there exist G1p,G2p ∈ Ψ (p) such that
lim
p→p0
T G1p = T G1 and limp→p0 T G
2
p = T G2.
Now, from Theorem 6 in [2] we have that TΦ is a single-valued map on V , Fréchet differentiable at p0 and
[TΦ]′(p0,u) = T G1g′xp0 (p0,u) and [TΦ]
′(p0,u) = T G2g′xp0 (p0,u)
for every u ∈ P . Therefore, taking into the account that g′xp0 (p0, ·) is surjective jointly with the uniqueness of the Fréchet
derivative we get the equality T G1 = T G2. 
From now on, we ﬁx z0 ∈ Z \ {0} and z∗ ∈ Z ′ such that z∗(z0) = 1.0 0
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lower semicontinuous at p0 and derivable (respectively tangentially regular) at (p0,G0), and TΨ is Fréchet differentiable at p0 ∈ V ,
then Ψ0 is derivable (respectively tangentially regular) at (p0,G0(z0)) and
DΨ0
(
p0,G0(z0)
)
(u) = DΨ (p0,G0)(u)(z0)
for every u ∈ P .
Proof. For the argument about to be given, it will be helpful to refer to the following set-valued map. Let p ∈ P and
Gxp ∈ Ψ (p). Denote K [Gxp ] = Tˆ−1T Gxp + πGxp (z0)z∗0 and consider the set-valued map M , deﬁned by
M : V  L(Z , Y )
p M(p) = {K [Gxp ]: Gxp ∈ Ψ (p)}.
Note that Proposition 5 yields that M has properties R∗1 and R∗2 at (z0; p0, L0) for any (p0, L0) ∈ Graph(M).
Let us prove the theorem when Ψ is derivable at (p0,G0). From Theorem 2 we just have to prove that Ψ has property
R1 at (z0; p0,G0). Let {pn}∞n=1 ⊂ P , {hn}∞n=1 ⊂ R+ \ {0} and {Gn}∞n=1 ⊂ L(Z , Y ) three sequences such that {hn}∞n=1 converges
to 0, {pn}∞n=1 is convergent, Gn ∈ Ψ (p0 + hnpn) for all n ∈ N, and the sequence{
Gn(z0) − G0(z0)
hn
}∞
n=1
converges. Since K [G0](z0) = G0(z0), K [Gn](z0) = Gn(z0) for each n ∈ N, and M has property R∗1 at (z0; p0, K [G0]), then
the sequence{
K [Gn] − K [G0]
hn
}∞
n=1
converges. For each n ∈ N, let Sn = K [Gn] + G0 − K [G0]. Then
Sn ∈ Ψ (p0 + hnpn) and Sn(z0) = K [Gn](z0)
for all n ∈ N. Additionally, since for all n ∈ N
Sn − G0
hn
= K [Gn] + (G0 − K [G0]) − K [G0] − (G0 − K [G0])
hn
= K [Gn] − K [G0]
hn
,
it follows that
lim
n→∞
Sn − G0
hn
= lim
n→∞
K [Gn] − K [G0]
hn
.
Thus, Ψ has property R1 at (z0; p0,G0).
Now, we prove the theorem when Ψ is tangentially regular at (p0,G0). By using Theorem 4, we only check that Ψ
also has property R2 at (z0; p0,G0). Indeed, let {an}∞n=1 ⊂ V and {Rn}∞n=1 ⊂ L(Z , Y ) be two sequences such that {an}∞n=1
converges to p0, Rn ∈ Ψ (an) for all n ∈ N, and {Rn(z0)}∞n=1 converges to G0(z0). Setting for each n ∈ N, Hn = K [Rn] + G0 −
K [G0] we have that
Hn(z0) = K [Rn](z0) +
(
G0 − K [G0]
)
(z0) = K [Rn](z0) = Rn(z0).
Besides, since M has property R∗2 at (z0; p0,G0)
lim
n→∞ K [Rn] = K [G0].
Therefore
lim
n→∞ Hn = K [G0] + G0 − K [G0] = G0,
and so, Ψ has property R2 at (z0; p0,G0). 
Before stating the main result we need a technical lemma.
Lemma 9. Let F : V  Y be a set-valued map and let (p0, y0) ∈ Graph(F ). If T F is single-valued in V and differentiable Fréchet at
p0 ∈ V , and F is derivable (respectively tangentially regular) at (p0, y0) then π F is derivable (respectively tangentially regular) at
(p0,π y0) and
πDF (p0, y0)(u) = D(π F )(p0,π y0)(u) (4)
for every u ∈ P .
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Let (u, v) ∈ TGraph(π F )(p0,π y0). Then there exist two sequences {hn}∞n=1 ⊂ R+ \ {0} converging to 0 and {(un, vn)}∞n=1 ⊂
P × Ker T converging to (u, v) such that
(p0,π y0) + hn(un, vn) ∈ Graph(π F )
for all n ∈ N. Therefore, for every n ∈ N there exists wn ∈ F (p0 + hnun) such that
vn = πwn − π y0
hn
.
Now, since for each n ∈ N
wn − y0
hn
= πwn − π y0
hn
+ Tˆ−1
(
T wn − T y0
hn
)
,
lim
n→∞
πwn − π y0
hn
= lim
n→∞ vn = v,
and
lim
n→∞
T wn − T y0
hn
= (T F )′(p0,u),
we have
lim
n→∞
wn − y0
hn
= v + Tˆ−1(T F )′(p0,u).
Hence,(
u, v + Tˆ−1[T F ]′(p0,u)
) ∈ TGraph(F )(p0, y0), (5)
and so, since F is derivable at (p0, y0),(
u, v + Tˆ−1[T F ]′(p0,u)
) ∈ T Graph(F )(p0, y0).
Thus, for every sequence {hˆn}∞n=1 ⊂ R+ \ {0} converging to 0 there exists a sequence {(pˆn, vˆn)}∞n=1 ⊂ P × Y converging to
(u, v + Tˆ−1[T F ]′(p0,u)) such that
(p0, y0) + hˆn(pˆn, vˆn) ∈ Graph(F )
for all n ∈ N. Hence, (p0,π y0) + hˆn(pˆn,π vˆn) ∈Graph(π F ) for all n ∈ N, and therefore, since π F is deﬁned from Z to Ker T
and π is continuous
lim
n→∞π vˆn = π v + π Tˆ
−1[T F ]′(p0,u) = π v = v.
Thereby (u, v) ∈ T Graph(π F )(p0,π y0), and so π F is derivable at (p0,π y0).
Finally, let us check that equality (4) holds. Indeed, let v ∈ D(π F )(p0,π y0)(u). From (5) we have that
v + Tˆ−1[T F ]′(p0,u) ∈ DF (p0, y0)(u),
and so v ∈ πDF (p0, y0)(u). Conversely, let v ∈ πDF (p0, y0)(u). Then there exists v1 ∈ DF (p0, y0)(u) such that v = π v1,
and so there exist two sequences {hn}∞n=1 ⊂ R+ \ {0} converging to 0 and {(pn, vn)}∞n=1 ⊂ P × Y converging to (u, v1) such
that (p0, y0) + hn(pn, vn) ∈ Graph(F ) for all n ∈ N. Thereby π y0 + hnπ vn ∈ π F (p0 + hnpn) for all n ∈ N, and hence by
continuity of π ,
lim
n→∞π vn = π v1 = v,
whence v ∈ Dπ F (p0,π y0)(u).
Suppose now that F is tangentially regular at (p0, y0). Let (u, v) ∈ TGraph(π F )(p0,π y0). To prove that (u, v) ∈
CGraph(π F )(p0,π y0), take any sequence {λn}∞n=1 ⊂ R+ \ {0} converging to 0 and any sequence {(an, yn)}∞n=1 ⊂ Graph(π F )
converging to (p0,π y0). Since
lim
n→∞
(
yn + Tˆ−1T F (an)
)= y0,
and from (5) it follows that(
u, v + Tˆ−1[T F ]′(p0,u)
) ∈ TGraph(F )(p0, y0) = CGraph(F )(p0, y0),
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λn(p¯n, v¯n) ∈ Graph(F ) for all n ∈ N. Therefore, (an, yn) + λn(p¯n,π v¯n) ∈ Graph(π F ) for all n ∈ N, and since π is continuous
lim
n→∞π v¯n = π v + π Tˆ
−1[T F ]′(p0,u) = π v = v.
Thereby (u, v) ∈ CGraph(π F )(p0,π y0). This proves that π F is tangentially regular at (p0,π y0). 
Theorem 10. If Ψ is derivable (respectively tangentially regular) at (p0,Gxp0 ) and TΨ is Fréchet differentiable at p0 , then Φ is
derivable (respectively tangentially regular) at (p0, f (xp0)) and
DΦ
(
p0, f (xp0)
)
(u) = Tˆ−1TΨ (g′xp0 (p0,u))−πDΨ (p0,Gxp0 )(u)(z0) (6)
for every u ∈ P .
Proof. For every p ∈ V we have that
Φ(p) = Tˆ−1TΦ(p) + πΦ(p). (7)
First, Theorem 6 of [2] yields that TΦ is Fréchet differentiable at p0 and
[TΦ]′(p0,u) = T Gxp0 g′xp0 (p0,u)
for every u ∈ P . Thus,[
Tˆ−1TΦ
]′
(p0,u) = Tˆ−1TΨ g′xp0 (p0,u)
for every u ∈ P . Besides, taking Ψ0(p) := Ψ (p)(z0) for every p ∈ V , Theorem 8 yields that Ψ0 is derivable (respectively
tangentially regular) at (p0,Gxp0 (z0)) and
DΨ0
(
p0,Gxp0 (z0)
)
(u) = DΨ (p0,Gxp0 )(u)(z0)
for every u ∈ P . By Lemma 11 of [2], TΨ0 is Fréchet differentiable at p0. By Lemma 9, πΨ0 is derivable (respectively
tangentially regular) at (p0,πGxp0 (z0)) and
D(πΨ0)
(
p0,πGxp0 (z0)
)
(u) = πDΨ0
(
p0,Gxp0 (z0)
)
(u)
for every u ∈ P . Consequently, πΦ is derivable (respectively tangentially regular) at (p0,π f (xp0 )) and
D(πΦ)
(
p0,π f (xp0)
)
(u) = −πDΨ (p0,Gxp0 )(u)(z0)
for every u ∈ P .
By applying Propositions 5.1.2. and 5.2.2 of [1] to (7) we get that Φ is derivable (respectively tangentially regular) at
(p0, f (xp0 )) and
DΦ
(
p0, f (xp0)
)
(u) = Tˆ−1TΨ (g′xp0 (p0,u))−πDΨ (p0,Gxp0 )(u)(z0)
for every u ∈ P . 
The following example shows how the developed theory works in practice.
Example 4. Let X = Y = R2, Z = W = P = R, D = {(x, y) ∈ R2: x 0, |y| |x|}, V = (2/3,4/3) ⊂ R and the program
Min(x2 + y, x2 − y)
e2x+3 − p3  0
(x, y) ∈ D
⎫⎬
⎭ (1p)
for every p ∈ V .
Let us take T = (1,1). Solving the program (1p) we achieve the Lagrange T -multiplier Lp = −3(log p − 1)/(p3), and the
T -perturbation map
Φ(p) = co
({(
0,
9
2
(log p − 1)2
)
,
(
9
2
(log p − 1)2,0
)})
.
We take p0 = 1, x1 = (−3/2,0), and consequently f (x1) = (9/4,9/4).
We ﬁrst analyze the sensitivity by computing DΦ at (1,9/4,9/4), and we get that
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(
1,
9
4
,
9
4
)
(u) =
{(
−9
2
u − x,−9
2
u + x
)
: x ∈ R
}
(8)
for every u ∈ R.
Besides, we evaluate the right-hand side of (6) in Theorem 10. Since Ker(T ) is the linear space generated by (−1,1), we
take YT = (Ker T )⊥ = 〈(1,1)〉, z0 = 1, and z′0(u) = u for every u ∈ R, we obtain that G(−3/2,0) = (3/2,3/2) and the T -dual
perturbation map of (1p)
Ψ (p) =
{
3
2
(
1− log p
p3
− x, 1− log p
p3
+ x
)
: |x|
∣∣∣∣−32 + 32 log p
∣∣∣∣
}
for every p ∈ V . Thus
DΨ
(
1,
3
2
,
3
2
)
(u) = {(−6u − x,−6u + x): x ∈ R}
for every u ∈ R, and so
πDΨ
(
1,
3
2
,
3
2
)
(u) = {(−x, x): x ∈ R}
for every u ∈ R. Finally, we have that
Tˆ−1TΨ
(
g′xp0 (p0,u)
)−πDΨ (p0,Gxp0 )(u)(z0) =
(
−9
2
,−9
2
)
u − {(−x, x): x ∈ R}
=
{(
−9
2
u − x,−9
2
u + x
)
: x ∈ R
}
for every u ∈ R. Thereby, equality (6) holds, as Theorem 10 states.
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