AI systems for text analysis and retrieval face a double-edged problem of knowledge representation and ergonomics. On one hand, the content of a text must be explicitly represented, and at a level of abstraction that is plausible and descriptively useful. On the other hand, the effort to encode the knowledge must be in line with the benefits that that provides. There are no ideal solutions, but a good scheme would be one where the content of texts were usefully represented, accurate retrievals were easily made, and the knowledge encoding was naturally done. This paper describes a methodology for representing texts in terms of the questions that are raised and answered by them: a natural and efficient way of abstracting and capturing knowledge. The questions arising from the texts are, in turn, classified according to a theory of topical indexing. This indexing scheme relates the questions to each other, and this enables the automatic generation of a prunable network of associated texts. This paper details the question posing methodology and the underlying theory of indexing, using examples from an implemented prototype, TaxOps: a story-based advisor for tax consultants.
Introduction
The memory-based approach to AI is especially suitable to complex domains where complete and precise data are seldom available. For those who pursue a memory-based model, the indexing problem is among the most important issues in representing knowledge. Given a collection of texts and a user who wants access to the knowledge contained there, how can the texts be analyzed and connected such that the knowledge is maximally available to the user? There are two things the user must be able to do: focus and browse. In order to facilitate a focussed interaction the texts must be connected in a tightly logical way. In order for the user to creatively browse, however, the texts must also be connected in a remindful way that allows users to follow tangents and change topics easily.
This paper describes a method of indexing based on the topics implied by the questions raised and answered by texts. This approach depends on the natural human ability to absorb text well enough to say what it is about, and to recognize and articulate the questions left unanswered. Treating questions in this way is a technique for abstraction that takes advantage of the way we naturally think about texts. The question-posing technique is conjoined with a theory of indexing that organizes and classifies the questions themselves according to their topical content. We illustrate these procedures, and the theory at work, by describing an implemented prototype constructed according to these principles (TaxOps: Schank 1991; Slator and Riesbeck, 1992; Slator, Riesbeck, Fidel, Zabloudil, Gordon, Engber, Offer-Yehoshua, and Underwood, 1991) 2. The Noun "index" and the Verb "to index"
Indexing is a non-trivial task involving complex analysis, objective assessment, and consistent classification. One of the difficulties in describing the indexing enterprise is to account for the goals of the indexer. Typically, indexing is done for the purpose of knowledge acquisition, and knowledge acquisition is usually done for the sake of a particular knowledge-based system. An indexer approaches a body of material with a specific point of view, and this affects the results.
Though it is possible to conceive of knowledge bases that need to be sufficiently general to support a variety of tasks, it is hard to imagine a knowledge base that supports no task. Knowledge is retrieved not in abstraction, but because it is needed to accomplish some goal. Knowledge must, therefore, be indexed in a way that takes these goals into account, and we can expect this to manifest itself in domain specific, task-driven indices, at least on the lowest and most precise level. To the extent that users' goals and tasks are available to the indexer, useful structures can be conceived to index the knowledge. If the domain and task are completely unknown there is no way to get more than the most elementary foothold on the structure the knowledge needs to be given.
Indexing is identification. An indexer surveys a body of material and makes note of important features and relationships. These elements serve as the eventual vocabulary of the indexed domain. Indexing is also categorization (i.e. creating categories). An indexer analyzes lists of features and relationships, collects them into labelled categories, and further collects these into more abstract categories. This exercise in induction, similar in spirit to the work of the 15th century botanists, yields a structured artifact called "an index." We will refer to these first two components of indexing, identification and categorization, as inductive indexing. The objective of these is to discover the structure of the domain and to develop a "theory" of that knowledge. The first sense of the verb "to index" refers to inductive indexing Indexing is also classification (i.e. into categories). An indexer surveys a body of material and assigns the various elements of that material to the proper, previously defined, index class or classes. Indexing is also association. An indexer surveys a body of indexed material looking for interesting connections to draw between the labeled elements. We will refer to the second two components of indexing, classification and association, as deductive indexing. The objective of these is to apply the knowledge structure to the domain: to organize the knowledge according to the index. The second sense of the verb "to index" refers to deductive indexing. This is the more common usage.
Inductive indexing produces a domain theory: a structured representation of the domain knowledge. When, during the course of deductive indexing, a domain element surfaces that does not fit into the existing indexing structure, the new element demands a revision of the theory on the basis of the new empirical evidence.
Relative Indexing
The associational procedures mentioned above are fundamentally distinguished from other methods of indexing in at least one respect; while the others are substantially involved with the treatment of the elements within a text, relative indexing is used to manage the connections between texts. While the other indexing methodologies are used to characterize a text in an invariant way and are, therefore, referred to as absolute indexing, the associational indices are the relational labels used for relative indexing.
Relative indices define the relationships individual texts can have to other texts: one text might provide the background for another, it may illustrate a consequent of a previous text, etc. The idea of relative indexing is to capture the shifts of focus that can occur in a conversation, changing the topic and yet remaining on the same subject (Schank, 1977) .
The set of relative indices is usually kept to a minimum in order to maintain generality. There is no universal agreement on the proper inventory, but the set usually includes indices that define relationships such as "context", "background", "indicators", "opportunities", "results", and "examples" (Schank, Ferguson, Birnbaum, Barger, Greising, 1991) . Relationships can exist between any objects. One can think of consumer products, for instance, as being "linked" to each-other, having relationships like "goes with", "substitute", "use enabled by", "used for", and "causes the need for".
Topical Indexing
Building a topical index requires both identifying and classifying the important elements of a text, and the low-level labelling terms in a topical index are largely taken from the particular domain of interest. Low level labels in a business oriented topical index, for example, might be "cash flow problems" and "hostile takeover" (see figure 1) .
The higher levels of a topical index are more abstract, but are still at least marginally domain-specific. The "hostile takeover" index, for example, might fall within the "need for service" index class (it might also fall within the "major change in direction" index class; multiple inheritance is allowed). The vocabulary of any given topical index will be replete with terms and references that are specific to that domain. Topical indexing does not result in an index that encompasses all knowledge, and makes no claims about the universal structure of knowledge. Slator and Riesbeck, 1992) 
The Question of Questions
Posing questions is one way to simplify the identification phase of inductive indexing. In practical terms, questions serve to obviate the need for low-level analysis of text because the content of a text must be at least partially understood before questions can be posed. Question posing is a way to "finesse" the difficulties of automated content analysis by distilling the content of the text into the questions that it answers and raises. Questions bypass levels of explicit description and representation.
The Question-posing Method
The "question-posing method" arose out of a series of "Ask systems" Schank 1991; Ferguson, Bareiss, Birnbaum, and Osgood,1992) . Ask systems allow the user to browse a library of texts (in any media) that are arrayed in a network according to the questions the texts answer and raise. The Ask system user is, in this way, able to access the library as if engaged in a conversation. The interaction is driven by the user's questions.
Ask system indexers identify the questions a text answers and try to anticipate the questions a user might have after having seen the text. These questions-raised can then be matched to text that answers the same or a sufficiently similar question. By following a sequence of texts (in TaxOps the texts are video clips) according to a string of questions-raised and answered, users simulate a dialog with a system's library.
What Questions Do
Questions, which distill the content of the text, can themselves be indexed. In an ideal situation the indexing methodology would be a matter of surveying the body of material in the domain and posing the questions-raised and answered. This set of questions could be treated like any contentful text: as the stuff of identification, classification, categorization, and association.
Because individual questions (and there can be many questions, both raised and answered, on several levels, arising from any text) do not on their own express the full content of a text, but rather indicate the kind of information a text contains or, in the case of questions-raised, information a text is missing, the questions, particularly questions-answered, are not indexible without reference to textual content. The indexer must know the content of the clip from which the question arose in order to know how to index the question. Questionsanswered bear a direct relationship to the points a clip makes . A question-answered that reads "what should I do if I see a bear" serves as a path into a text that makes the point "if you see a bear, run". It is useful to think of questions answered (by a clip) as links into the clip, and questions-raised as links out. With the question-posing method, a separate stage of relative linking (the associative phase of indexing) becomes unnecessary. The questions, assuming they are topically indexed, themselves serve to form connections between texts.
Questions and Relative Indexing
Most, if not all questions-answered (statements describing the content of a text in question form) arising from a text can be assigned more than one index. This is because a text is likely to relate in different ways to different texts. For instance, "Why did the stock market crash?" can be background for a question-raised about the Great Depression and context for questions-raised about the stock market in general.
One common problem with representational schemes that abstract away from the domain is that they often can yield good matches to similar cases that occur in other contexts. But they often do not yield information about a text relative to another text that allows relative matching to be accomplished easily. As a result, it is common for indexers to have to internalize the entire content of a case library in order to establish good relative linking between the cases . The question-posing method allows a substantial amount of relative indexing to be applied to a text in abstraction from other texts. For instance, a text that answers the question "What events led to the stock market crash" easily fulfills the relative "background" question-raised link of another text. By matching questions-raised to -answered this relationship between two texts is established without the indexer(s) keeping the content of both texts in mind when establishing what will be the link between them.
The question-posing method takes advantage of the fact that questions contain a relative component. There are questions that ask for "background", "examples", "results", etc. rather than addressing anomalies resulting from expectation failure. When actually applying the question-posing method there seem to be "default raised questions" an indexer can pose when not inspired by a text to pose a question spontaneously . Some default questions are, "what happens next?" (result), "when else did this happen?" (example), "why are things this way?" (context), "what was the prior state of things?" (background), and "can things be some other way?" (alternatives).
Questions and Anomalies
If the idea is to index texts in a way that makes them retrievable in the context of achieving some goal, it makes sense to incorporate a way of retrieving texts in terms of the lessons they teach, the points they make. In this way texts are thought of in terms of the anomalies they address, either by raising or resolving them (Schank 1982) . Anomalies arise in a person's mind when the person experiences an expectation failure of some sort (a lesson resolves an anomaly by taking, either tacitly or explicitly, the form "in such-and-such a situation you might think X, but in fact Y").
The question-posing method allows texts to be matched with other texts that resolve anomalies that exist either within the text or that become relevant after processing a text. The anomaly at issue is "built in" to the question. If a text raises the question "what should I do when I see a bear in the woods", it need simply be matched to the text that has the same or a sufficiently similar questionanswered. By making the anomaly at stake explicit, the question-posing method encompasses the relative indexing of texts. Each text's relationship to other texts in the library is defined by the linking of questions-raised to questions-answered. When a text with a question-answered that matches another text's questionraised is found there is no need to infer the nature of the two texts' relationship. The texts are linked by the anomaly identified by, and resolved by, the questions.
Case Adaptation and Crossing Contexts
The essential tenet of Case Based Reasoning (Riesbeck and Schank 1989; Kolodner and Riesbeck, 1990; Kolodner and Jona, 1991) , is that cases that are well understood may be adapted to make sense of new situations. An important manifestation of this is "cross contextual reminding". Often we are reminded by an event or situation of another event or situation which is, at least on the surface, unrelated. A person may, for instance, be reminded of a lesson learned while trying to fix a car while thinking about a relationship that is not going well. Cross contextual remindings occur because there is a level on which the two stories are similar. Perhaps when fixing cars one learned that if preventive measures are not taken in a timely way, little problems soon turn to dauntingly large ones. Though car repair and human relationships are disparate domains, the lesson learned from fixing cars can be usefully applied to relationships. By applying knowledge acquired in familiar domains to new domains we can begin to find our way around new domains. The ability to apply knowledge cross contextually seems to be an important feature of intelligence.
Cross contextual remindings nonetheless seem to us more distant than remindings within a domain. Often in conversation we have to explain a cross contextual reminding in order for others to get the point, to understand why we are reminded of it. An expert in the tax accounting domain might make the same point, about the importance of being well prepared before engaging in a new project, for instance, as an expert in cooking. We believe the tax accountant, seeking advice about an actual engagement, would probably rather hear the advice from the accounting expert.
As per the rules of conversation (Grice 1975) , experts engaged in the pursuits in which they are accomplished get the most benefit from conversation with fellow experts even if, as in the lesson about preparedness, the lesson is "universal". Similarly, if someone who is adept in one domain wishes to apply a familiar rule of that domain to another domain, the lesson is not transported in a way that makes it highly definitive of the new domain. Without some "bridging" mechanism, cross contextual remindings arrive in their new domain at a fairly high level of abstraction. The ability to retrieve appropriate cross contextual remindings does not make one an expert in a new domain.
Questions and Cross Contextuality
The level of specificity at which a question is posed can determine that question's usefulness when searching for cross-contextual remindings. If, for instance, a tax expert elicits the following text, "When you go in to see a potential client and you're hoping to sell services to them, it's important to be prepared. You should know the relevant laws, you should know something about that company's history and present situation, you should be ready to tell them something they don't already know," it is possible to index the statement (via questions-answered) in ways that allow it to be useful both in a detailed domainspecific topical index and in a more general index for use in cross-contextual remindings.
A domain-specific question that is answered by the text above is, "What do you need to know and have prepared when attempting to sell tax services to a potential client?". The question can also be posed in the following way, "What kinds of things does one need to know when trying to gain credibility with someone who doesn't know you?". While the first formulation is clearly going to be more appealing to the tax professional engaged in selling services, it is not likely to appear useful to someone engaged in pursuits that are similar only on the causal/intentional level. The second formulation, on the other hand, facilitates useful cross-contextual reminding. If the tax professional is meeting someone whom they wish to impress, and the meeting will occur in a wholly unfamiliar context, they will not have a robust knowledge base from which to draw intra-contextual remindings. Defaulting to a higher level index, one in which there is a fairly abstract category like "first impressions", one might find the second formulation of the example text and be able to retrieve the case. The tax professional can then analogize from the specific example, selling tax services, to the problem at hand.
Relations in a Topical Index
Topical indexing has been used for both content assessment in text, and to take into account relations between texts. Topical indexing of questions succeeds in accomplishing relative indexing because relative elements are implicit in questions. Further, the relations between the hierarchical nodes in a topical index can be seen to correspond to relative indices.
Identifying Elements for a Topical Index
A topical index is composed of domain features (which, in texts, can be topics addressed in the texts) connected by relative links. In the tax accounting domain, for instance, a key high level "feature" of instructional texts might be the topic "ongoing contact with clients". Below this topic on the hierarchy could be the topic "things to keep in mind". The second topic's relationship to the first is more than simple inheritance. The second topic has the relation "warnings" to the first. Another topic at the same level in the hierarchy as "things to keep in mind" might be "things other offices would like you to find out from/about your clients". This topic has the relationship "opportunities" to the higher level category "ongoing contact with clients".
Topical indexing is largely determined by the domain being indexed and the task the user needs to perform. To the extent that these are well defined and tractable the index can be replete. However, should the information required to define the domain and task be insufficient, the topical index must take a more abstract form. Cross-contextual reminding is appropriate when the knowledge base does not allow the user access to germane remindings within the user's intended context. When the user's domain-specific topical index fails to retrieve the necessary knowledge it may be advantageous to default to a higher-level topical hierarchy. This hierarchy can retain the abstract structure of the more specific topical index (domain "features" arranged according to relationships), but the features will be much more general.
Questions and Topics
A topical indexing scheme can exist independently of the question-posing methodology. As in the example above, texts can be indexed simply according to the topics they address, and users could navigate a library organized according to relative links between topics. If users were interested in advice about contact with clients they would arrive at the topic "things to keep in mind" by navigating the "warnings" link. Regardless of whether or not the questionposing methodology is used, a topical index can be constructed that provides a useful structure for domain knowledge that is, because of its implicit relative organization, much more functional than a simple featural index.
The question-posing methodology, however, adds further functionality to a topical indexing scheme. By specifying the content being addressed in natural language, questions achieve a level of detail that is nearly impossible to hope to build into an index. The natural language of questions serves as the lowest level of representation, and the indexing scheme need only be detailed enough to put questions into sufficiently precise buckets.
Questions simplify the task of identifying the relevant topical features of a domain. By allowing people representative of the intended end users of a knowledge base to enumerate the questions they think a text answers and raises, important elements of the domain are distilled from the texts and an idea of the structure the knowledge has in the minds of the end users can be pieced together. Knowledge bases can be given different structures, requiring different indexing of topics, according to the propensities of their end users.
Questions provide useful relative cross-topical linking. Questions can be raised for almost any text, no matter how narrow its content focus, that can lead the user to a variety of related topics. A clip about cash flow problems, for instance, can raise questions about other kinds of problems and remedies for cash flow problems. A question-raised about other kinds of problems (which have the relationship "alternative" to the topic of cash flow problems) takes users to a higher level topic from which the lower level topics, the specific problems, can easily be found. Questions that ask for more information having to do with cash flow problems remain within the same high level topic. Using questions-raised to achieve cross-topical linking greatly simplifies the index necessary to describe a domain since the index need not specify every possible relationship between every topic. The question-raised need only be indexed according to the topic(s) it addresses. The relative component of the question is implicit in the index structure assigned to it.
Topical indexes are constructed from the featural elements of domains. Featural elements can be abstracted from texts or from entities such as questions which are themselves abstracted from the texts. The classes of the index are inductively generated, and, most crucially, the links between the classes are taken from an abstract relative vocabulary. The domain elements (texts, questions, etc) are then connected to the index structure at the intersection of a feature node and a relative link. Topical indexing of questions, therefore, provides a motivated and efficient method for assigning multiple relative indices to the questions arising from a text.
Topical indexing of questions involves relationships on two levels; the relationship of topic to topic and the relationship of text to text. Either questionposing or topical indexing could be performed without the other, but something would be lost. Cross-topical questions-raised allow links to texts indexed under other topics in a hierarchy. A tax accountant, having viewed a clip about cash flow problems, may raise a question about real estate strategies to improve cashflow.
A topical index without questions could give users access to real estate strategies from cash flow problems (they have the relationship "opportunities"), but the question-raised can specify the precise content within the topic "real estate problems" users are searching for. Because questions serve as a noncodified lowest level of indexing, the set of all possible relationships between all texts in a library need not be spelled out a priori. The actual index can be left at a tractable level of specificity. Furthermore, though two topics have a specific relationship to each other, questions allow linking between texts dealing with topics along relative lines other than those that describe the relationship between topics. If, after seeing a clip about "things to look for when anticipating cash flow problems", a tax accountant poses a question about "things to look for when anticipating real estate problems", though the two topics have the "alternative" relationship to each-other, the accountant has further specified a desire to view a clip that has the relationship "indicators" ("things to look for") to the new topic ("real estate problems").
Questions without a topical index can be used, but important problems can arise. A topical index, like any hierarchy, allows the system to default to close matches, nearest neighbors, etc., if an exact match between questions-raised and answered are not found. Similarly, indexing questions makes the search for matches tractable. The questions can be put in conceptual "buckets", so much of the matching can be done by computer using simple algorithms. A library of more than 500 video clips, each with an average of three questions-raised and answered, was indexed in this way for the TaxOps project. With a relatively high level index roughly half of the links generated by computer were appropriate by conservative standards . In addition to making searches for matches easier, complementing the question-posing method with a topical index allows research to benefit from an empirically derived picture of the structure of a domain.
A Practical Example
TaxOps is a case-based consulting system that engages in a user-directed interactive video dialog on the subject of taxes as business opportunities. TaxOps presents short video clips to the user at a point in the dialog when the user is interested in, and prepared for, the content of each clip. This is accomplished by constructing a network of video clips with links formed by matching questions raised by each clip with questions answered by other clips. Knowledge acquisition in this domain is accomplished in two stages: 1) a set of tax experts are interviewed on videotape to elicit domain knowledge in the form of stories, advice, and anecdotes; 2) the video clips are summarized and annotated with questions raised and answered. The collective knowledge of a group of highly successful tax experts is then available to the user, both as explicitly recorded on videotape (and later pressed onto laser disk to allow high-speed random access), and as implicitly encoded in the questions that link the clips together into a network.
Part of the theory behind TaxOps is that experts represent their expert knowledge in terms of "war stories" that embody their most important experiences from which they reason, and that experts who are good teachers tell their war stories in a way that is more meaningful, more instructive, than simply enumerating a set of principles (Schank 1982) . TaxOps is a tool for communicating these stories.
TaxOps was conceived of as a system where users would watch a clip that would presumably raise questions in the their minds and these would be anticipated. Similarly, each clip would also answer questions and these would be enumerated. A network would then be constructed by searching for matching questions, weaving the library of clips into a hardwired network. It soon became clear, however, that the subject matter made it difficult for non-experts to link questions with confidence. Perhaps the most important problem was that the number of questions answered and raised in the space of one interview's worth of clips made it intractable to search the entire list of questions answered to find the best matches for each question raised. Without the addition of some automated process to help choose links it would be impossible to handle the task of linking several networks in a timely or efficient way.
Creating a Topical Index
An index is a scheme for categorizing the elements of a domain. Because of the scale of the TaxOps domain, an index was derived by looking at the set of questions answered and raised that had been collected and finding what categories the questions seemed naturally to fall into. In addition, a few aspects of the index were "artificially" accentuated. For instance, hostile takeover was a subject that came up a number of times, and this made it something for TaxOps to pay special attention to; so provision was made in the index to highlight anything that had to do with hostile takeovers.
The TaxOps index attempts to describe at a high level the subject of each question posed (i.e. "cash-flow problem", "you should bring us in when..."). The index did not attempt to describe clips in great detail. In part this was because it is impossible to capture every possibility. In addition, a large, complex index would be undesirably cumbersome. The emphasis is placed on the questions when choosing links, using the indices only as preliminary clues to the content of the clip. The index was designed in a way that allowed a question to be "multiindexed", that is, to be identified as simultaneously a member of several distinct branches of the index tree. This helped to build a picture of the questions without having to develop extremely leafy branches. On the other hand, domain constraints informed the structure of the index --the index reflects only the business opportunity domain.
Content Analysis
Content analysis for TaxOps' video library was originally performed by institute personnel who were neither the intended end users of the system nor experts in the domains the stories dealt with. We found this to be unsatisfactory. A principle of indexing seems to be that highly specified domain knowledge intended for use by specialists in the same or similar domains cannot be adequately represented by novices in that domain. In other words, to classify and transmit expert knowledge and wisdom about a specialization of AA&Co's tax practice to an expert in a closely related field it is necessary to have content analysis done by someone sufficiently knowledgeable in the field, ideally someone representative of the end user group. Ideally the person performing content analysis on a clip by an expert in Real Estate Consultation, for example, would be an expert in some field (within the larger domain of AA&Co's practice) other than Real Estate Consultation. This is because it is unlikely that experts in Real Estate Consultation will need to view clips dealing with their area of expertise, and because experts analyzing clips in their area of expertise might take some things for granted (particularly in posing questions raised) that an expert in a different field would need to have explained in more detail.
There is some leeway in this. In essence it is important that the indexer (content analyzer) be sufficiently knowledgeable to be able to recognize the content of clips at the same level as end users and anticipate the questions an end user might have, keeping in mind one's bias from specialization. This task was carried out well by a pair of senior managers who were good "generalists" in their knowledge of the range of AA&Co services and, of course, experts in their own field of specialization.
Synopses
It is unlikely that an indexer will be able to remember and process all the details of a complex clip after watching it once or twice. To continuously go back and view the video takes a long time. The number of times a video needs to be reviewed has, in our experience, been greatly reduced when indexers write out synopses as the first step in content analysis. Reproducing stories may aid memory and saves the time of watching the story over and over.
Synopses, which are narrative, are particularly important for narrative stories. They are of less importance for merely expository clips (the points made in the clip then become focal -see below). The synopsis retells a clip's story in skeletal form (usually one, two, or at most three sentences), giving a good idea of the content of the clip. When a user indicates interest in a narrative clip (usually because they have been shown a question the clip answers), TaxOps shows the user a synopsis of the clip. Based on seeing the synopsis the user decides whether the clip is sufficiently interesting to watch. It is conventional to predicate synopses of narrative stories with the phrase "A story about". The following fictional examples illustrate the application of synopses: A synopsis of this story might be the following:
A story about a client who was experiencing a Y problem. Group X was able to find and help correct the problem and has provided ongoing services since then, which have in turn led to opportunities for other groups. A synopsis for this kind of clip will be much less expressive, as in the following:
A discussion of Group X's resources for dealing with Y problems.
From the examples above, which are fairly representative of the kind of content the TaxOps clips presently contain, it is clear that synopses are more appropriate for capturing the sense of narrative stories but are not very helpful for describing the contents of expository clips.
Points
Points represent the content of clips in expository form. When a clip is expository users are shown the points made in a clip to help them determine whether they want to view the clip.
A specificity problem similar to that encountered in posing questions (discussed below) occurs in formulating points. Points need to be informative and the sum of points for an expository clip need to represent the content of the clip well, but it is unnecessary to reproduce the entire contents of the clip. Points should capture the gist of the clip. Typically between one and four points, of one and occasionally two sentences in length, capture the essence of a clip.
The rule of thumb for point writing is to sum up in a couple of sentences what the expert is trying to communicate in the clip. Points can be thought of as being like notes taken at a lecture. Points for the fictitious example clips in the section above might be as follows: Example 2 (expository) Points: 1. Group X has resources and expertise to deal with any Y problems throughout the country. 2. Y problems of any size are good opportunities for group X to add value. 3. Group X's expertise and resources for dealing with Y problems surpasses those of any competitor. 4. Group X will help the engagement team determine need for Yrelated services.
Posing Questions
In keeping with the tradition of "Ask" systems (Schank 1991; Schank et al. 1991; Ferguson et al. 1992) , TaxOps content assessment includes questions raised and answered for each clip. The questions that are presently used in TaxOps were written with an index in mind, and the AA&Co. managers who wrote the questions were required to index their questions as they posed them. We now believe that this was a mistake. If the person posing the questions has an index in mind, before long the index will determine the questions posed. This has several detrimental effects. The question poser will be discouraged from posing questions that do not fit within the index, and the questions posed will be little more than restatements of the index category that applies to the question. Our experience is similar to that of the Protos project: "Formulation of an explanation for Protos is, of necessity, a two-step process. The teacher must conceive the explanation in his own terms and then must translate it into Protos' language. Performance of this knowledge engineering task proved to be difficult for the teacher. He tended to skip the first step and to try to formulate explanations directly in the explanation language." (Bareiss 1989, pg. 80, emphasis added) Though TaxOps does not require the indexer to translate the precise meaning of the question into a language comprehensible to the program, we found questions determined by the index to be particularly problematic for questions raised. Questions answered draw their content from the expert's stories and so are less subject to external determination (though the problem persists here as well).
Those who pose questions should be allowed to pose them without immediate reference to an index. They may be encouraged to pursue certain lines or types of questioning (see below) but the questions should not be determined by some external structure since the goal is to record accurately the questions a user would feel a clip answers and to anticipate the questions a user would want answered next after seeing a clip, and this requires spontaneity on the part of the indexer.
Questions Answered
Each clip's contents are described in terms of the questions the clip answers. In other words, every useful piece of information or wisdom given by the featured expert can be seen as the answer to a question a user might ask. Each clip answers at least one question and can answer many questions. We found three questions to be the typical number needed to describe an average useful clip.
Question posing can be problematic. It is hard to know at exactly what degree of specificity a question should be posed. If a clip contains the statement "division X provides Y service" one could pose the question this statement answers in several ways. A non-specific question answered might be "what is a service that division X provides?" while a more specific formulation could read "does division X provide service Y?".
Both formulations have their drawbacks. If the non-specific form of the question is employed and division X provides many services, the clips that describe these services will all have the same question answered and there will be no way to distinguish between clips when choosing what to offer the user next (or when the user who sees the questions is selecting what to see next). On the other hand, posing the specific question risks making a mockery of the question asking method. If every time an expert says "we provide service Y" we attach "does group X provide service Y?" the user will quickly catch on to the fact that this "question" is in fact a statement that service Y is indeed provided. Posing questions in "Jeopardy" form is likely to discourage rather than motivate the user.
When a question of this nature arises it is best to aim for fairly high specificity but to avoid the "Jeopardy" tenor if possible. If all the expert says is "we provide service Y" one is probably stuck with "does division X provide service Y?", but most often such a statement is accompanied by additional information, either a story or expository remarks, and questions like "how does division X provide service Y?" become available. Such a question does indicate service Y is provided but also lets the user know that there is more to the information offered about service Y than just the fact of the service's availability. Occasionally a clip will contain a list of services (or some similar general statement) with little or no exposition, in which case a general question like "what services does division X offer" may be appropriate.
The indexer must exercise judgement with regard to posing questions answered. If a clip contains just a passing mention of some subject and deals with other topics in detail it is most often appropriate to pose questions only regarding the main topics of the clip. If the user chooses to view a clip based on having been shown a question the clip purports to answer, the user needs to be satisfied that the clip does indeed answer that question in a meaningful way. This generally means questions answered should be posed regarding topics given prominence in the clip.
There should be at least one point in each clip that addresses (not necessarily completely) each question answered listed for that clip, and every point enumerated for a clip should have at least one question answered that arises from it. A question answered can apply to more than one point and a point can apply to more than one question answered.
Returning to the example clips from above, the questions answered might be the following: Example 1. Some of the questions, like question two in the first example, are not directly answered by the corresponding points, but the points do indicate that some additional relevant information is contained in the clip. Other questions, like question two in the second example, are answered by the corresponding points.
Questions Raised
After a viewer watches a clip it is assumed that the clip will raise some questions in the viewer's mind. When an indexer poses questions raised it is to anticipate these questions. Eventually questions raised for a clip will be matched with similar questions answered from other clips and these links will form the TaxOps network.
There are problems of specificity that arise when posing questions raised. If a question is highly specific it may be that no adequate answer can be found in the network. The network cannot depend solely on such specific questions, though these questions may still be legitimate and can be posed. Sometimes an answer will be available (and the indexer can "cheat" a little, knowing from watching other clips that the answer is available). If the highly specific question is very relevant a lack of answers may indicate the need for additions to the video library. But for practical purposes the network cannot depend on these additions being made.
Highly general questions also can be problematic since there are likely to be too many clips available to answer the question. The rule of thumb in posing questions raised is for the indexer to imagine talking to the expert in the video clip, and that the expert has just given the contents of the clip in response to some question. The question poser should try to imagine what would naturally be asked of the expert next in a real conversation. It is usually wise to include both general and specific questions raised for each clip.
Questions raised should usually cover a range of topics. If the clip dealt mainly with cash flow it is reasonable to pose a question that asks for more information about cash flow. It is necessary from a practical standpoint, however, to pose a question or two about something else. Questions raised are paths out of a clip. If there is only one path, or one type of path, out of a clip it may constrain users unduly, and if that path out is identical to the path in (as would be most likely in the example above) the user would never have a chance to get off the subject of the clip. When a clip deals with one or two well-defined topics (such as how division X deals with cash flow problems) it is reasonable not only to ask for more information about cash flow problems, but to also ask what else division X can help with. Such a combination (with both fairly specific and general aspects) allows the user to continue a line of inquiry or to move on to something else.
Questions raised need to be posed in a somewhat disciplined fashion. One could potentially raise questions about any clip ad infinitum. Once again, the rule of thumb is to pose only those questions a user (for TaxOps, a highly knowledgeable business professional investigating a real business opportunity) might ask as a follow-up to the information a clip imparts. We found that three or four questions raised were appropriate to most clips.
Occasionally indexers will encounter problems thinking of questions raised for some clips. This can occur because a clip might seem to be so complete in itself that nothing else needs to be said, (and it sometimes occurs due to numbness brought on by indexing too many clips at a stretch). It is important to keep in mind that a user may arrive at any clip via many paths. The clip may be a digression for the user, one of several lines of inquiry, or a component in a larger search. When all else fails there are default questions, some of which are nearly always bound to be appropriate. Examples of these are questions like "When (else) should you be called?", "What (else) do you do for clients?", and "What should I look for to identify service opportunities?". As discussed above, it is desirable to provide at least two different paths out of clip.
Some questions raised that might be applicable to the example clips discussed above might be the following:
Examples of Questions Raised:
1. What are other problems that need expert assistance which clients often try to deal with themselves? 2. What are the signs of a risk of a Y problem? 3. What are other problems Group X specializes in solving?
These questions facilitate links to other clips that deal with the same topic (question 2), different topics with similar themes (question 1), and to completely different topics (question 3). They are all sufficiently general to be likely to have good answers available in the system.
Indexing Questions
Once content analysis (enumerating a synopsis, points, and questions) has been performed on a clip, the clip's questions are indexed. The present index (see figure 1) Slator and Riesbeck, 1992) 
Knowledge Representation and Indexing Structure
The TaxOps video network is constructed by linking clips together on the basis of matching questions raised in one clip to questions answered in other clips. In terms of content, the meaning structures associated with a clip are reduced to the questions generated by the clip. Rather than attempt an analysis of the transcript of each individual clip, an analysis is made of the questions according to the content categories that the questions fall into.
The task of assigning questions to categories is accomplished in stages, by inductively developing a categorization or indexing scheme that separates the questions into meaningful groups. Developing an ontology of questions is a knowledge representation task like that faced by any knowledge engineer. The questions associated with clips fall into categories that are determined, at the bottom, by the domain of the system.
In the TaxOps domain, an ontology of four high-level categories emerged from the data: services offered, services needed, external factors, and client interaction. The development of this organizing scheme was incremental, with categories being added and replaced as new insights into the domain came forward. The lower levels of the ontology were supplemented by materials volunteered by AA&Co. For example, the lowest levels in the services offered category are the services that AA&Co. offers to clients. Similarly, the services needed category is augmented by a system of "opportunity indicators" developed to match particular client needs with particular specialists within AA&Co. These indicators ranged from industry conditions, like "capital intensive" to industry trends, like "recent history of hostile takeovers".
Because of the constrained nature of TaxOps' domain and application, the index only needs to capture features that are relevant to business opportunities. It is more important that two clips be linked because they both deal with hostile takeovers then that they be linked by the fact that they both describe instances of, say, agents experiencing expectation failures. We found that highly goal-directed expert users tend to find cross-contextual remindings inappropriate. Perhaps both an expert cook and an expert tax consultant could make the same point about, for instance, the need for thoroughness, but the TaxOps user will better respond to an expert who deals with similar problems to those the user faces. The index, therefore, facilitates classification of questions according to the practical business conditions to which they are relevant.
Constructing Networks
The process of constructing video networks from clip descriptions takes place in two stages: building and pruning. Building a network is accomplished by matching the index on a question raised by a clip against the set of indices attached to all the questions answered by the other clips. When a match is found, a link is formed between the question found and all the questions answered by the clip whose question raised initiated the search. Very general matches, between questions indexed high in the index structure are given weak links; the more specific the matching, the more strongly associated the clips. This strength of association is used to select which links will appear on the screen at any given time, since there is often not enough room to display them all.
The index is intentionally "high-level". It does not attempt to specify all possible questions. In part this is because an extremely deep index for such a project can never be complete. Having a shallow index also makes the process of indexing questions a quick and easy one, though there is a trade-off between time and effort spent applying indices, and the time and effort spent reviewing links suggested by shallow indices.
Because questions are indexed at a high level, roughly half of the links from any question raised suggested by the index will be inappropriate. It is therefore necessary to "prune" the links manually. Questions raised are displayed along with the questions that, according to the index, should answer them. These links are then either approved or rejected by hand. This process takes the place of extremely deep indexing in a way that does not require the construction of a deep index. Slator and Riesbeck, 1992) 
Traversing Networks
TaxOps allows the user two views of the video clip network. One view (figure 2) presents a portion of the network as index cards with questions written on them. A clip is associated with each card. Users can view the clip if they are interested to hear the answer to the question on the card. The network is traversed by dragging a card from a surrounding pile into the center of the display. This is a browsing interface and it is possible for the user to eventually view any and all clips from any starting point.
The second view (figure 3) presents a more focused perspective on the video network. In this interface the user is presented with a screen that structures the links to other clips according to particular indicators and link types. Stories, for example, are connected to a story button, and follow-up questions are displayed toward the bottom of the screen. In this view, the indicators are ranked according to their relevance to the user's interest, and pressing the buttons marked "1st", "2nd" etc. take the user from screen to screen.
Conclusion
TaxOps currently runs on a MacIntosh; the system is written in Common Lisp. A total of twelve experts were interviewed, seven of the interviews were -22-committed to laser disk. The system contains approximately 500 individual video clips, totalling nearly four hours.
A small set of principles and shortcuts have been revealed as a result of exploring the problem of knowledge acquisition for case-based consulting.
1. Get away from video as soon as possible. Questions should be posed on the basis of Synopses and Points. Viewing and reviewing clips takes too much time. 2. Questions should be posed without benefit of an index. If the people posing questions have an index in mind when they are posing them, the index completely determines the questions. 3. Writing Synopses, Points, and Questions must be done by a member of the end-user group. 4. Spontaneous reactions to clips are good because they produce good questions. 5. Spontaneous reactions to clips can be problematic because they tend to produce questions not answered elsewhere in the network. 6. Indexing questions requires cross-training. Either an indexer must be trained in the domain or an expert must be trained to index. 7. The more specialized the domain (or the more specialized the user), the less call there is for "deep" remindings. The most relevant cases are the most specifically similar to those encountered in the real world by the end user. 8. In a very specific domain (or with very specialized users), there is even less value in "deep cross-contextual" remindings, even if the concept at play is quite general, like "Don't forget to follow up" or "Don't overlook the details" Topical indexing of questions covers both the description of texts and the relationships between texts (though this method, like other practicable indexing schemes, finesses the processing of the semantic level). Topical indexing has the practical advantage of being easy for indexers to perform since questions (and their corresponding points) are natural language constructs that come to mind fairly easily, while formalized predicate calculus expressions or causalintentional sentences are cumbersome. In addition, question matching and indexing of questions in a topical index tree accomplish relative indexing with relatively little difficulty, while identifying relations between texts is difficult and sometimes baffling.
Topical indexing achieves the associative phase of indexing. Without recourse to topics, the task of relative indexing has required indexers to internalize the content of their libraries and hardwire the relative links. We argue that topical indexing encompasses relative indexing in a way that is less overtly abstract and therefore both more precise and natural for humans to do; further, the relationships between texts can be established without reference to the entire corpus of the library.
