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P-ADIC LINE INTEGRALS AND CAUCHY’S THEOREMS
JACK DIAMOND
Abstract. Working in the p-adic analog of the complex numbers, we’ll de-
fine a line integral on a small arc of a circle. This allows new versions of the
Residue Theorem, the Cauchy-Goursat Theorem on discs with and without
holes, Cauchy’s Integral Formula and the Z-P Theorem. In contrast to results
in complex analysis, these integrals allow the points on a boundary circle, the
bulk of a p-adic disc, to be treated the same as points interior to the boundary
circle. The theory of the integral is developed, especially for functions holo-
morphic on an open disc, and integrals will be calculated for rational func-
tions, Krasner analytic functions and some well-known functions that are not
Krasner analytic. Some computations will produce values of Kubota-Leopoldt
L-functions at ordinary integers.
1. Introduction
In the complex plane a closed disc of radius R is thought of as being made up
mostly of it’s interior, an open disc of radius R. In Cp we have the reverse situation.
The interior of a boundary circle of radius R is again an open disc of radius R, but
the boundary circle itself consists of countably many disjoint open discs of radius
R. The closed disc in Cp is mostly on a boundary circle.
If we think of an arc of a circle as the set of points on the circle that are within
a given distance of some point on the circle, then an open disc of radius R on a
p-adic circle of radius R can be called an arc.
These remarks suggest that a natural p-adic analog of the Cauchy Integral Theo-
rem uses the values of a function only on one arc to obtain the values of the function
on the remainder of a closed disc. Such a theorem is in section 6.
Section 2 defines an integral on an arc of a circle and gives some examples and
basic properties.
Section 3 develops the theory of the integral for functions holomorphic on an
arc. The concept of controlled coefficients is introduced. The theorems show that
the integral is an analog of a complex line integral.
Section 4 provides calculations of integrals of rational and Krasner analytic func-
tion and some familiar non-Krasner analytic functions. More generally, there is a
sufficiency theorem for the existence of an integral and p-adic versions of integration
by parts, a substitution theorem and a Z - P Theorem that allows zeros and poles
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on a boundary circle. The logarithmic derivative of the Artin-Hasse exponential
function is shown to be integrable with a non-zero result.
Section 5 introduces and develops the concept of ray convergence. It concludes
with the calculation of an integral that gives values of Kubota-Leopoldt L-functions
at positive integers
Sections 6 contains p-adic versions of the Residue Theorem, the Cauchy-Goursat
Theorem on discs with and without holes and Cauchy’s Integral Formula on discs
with and without holes. These theorems are all broader than the complex versions
because a boundary circle is treated much like the interior.
The idea of a p-adic line integral is not new. In 1938, L. G. Shnirel’man pub-
lished, [6], a p-adic line integral that ”went around” a boundary circle. The line
integral presented here arises from changing a basic premise in Shnirel’man’s ap-
proach .
Notation
Cp is the completion of an algebraic closure of Qp with the norm |p|p = 1/p.
p will be assumed to be an odd prime unless otherwise explicitly stated.
D+(a,R) is the closed disc with center a and radius R.
D−(a,R) is the open disc with center a and radius R.
A function f(x) on a disc D will be called holomorphic if the values of f(x) can be
given by a single convergent power series on D. H(D) is the space of holomorphic
functions on D.
[x] is the greatest integer ≤ x.
ω(x), defined for x ∈ Cp with |x|p ≤ 1, is the Teichmu¨ller charactor extended
by ω(x) = 0 if |x|p < 1. When |x|p = 1, ω(x) is the unique n-th root of unity,
(n, p) = 1, satisfying |x− ω(x)|p < 1.
When x is real and positive, logp x is the real logarithm of x base p and lnx is the
natural log of x. When x ∈ Cp and x 6= 0, log x is the standard, Iwasawa p-adic
logarithm.
2. Definition of a Line Integral on an Arc
We’ll start with a preliminary definition and some examples. Then a general
definition will be given.
Definition 2.1. Given a circle in Cp with center a and radius R and a point b on
the circle, the arc A = A(a, b) at b is the open disc { x | |x− b|p < R}.
Definition 2.2. A function ϕ(k) will be called a path sequence if there is a k0 ∈ Z
+
such that ϕ(k) is defined for k ∈ Z+ with k ≥ k0, ϕ(k) ∈ Z
+ and ϕ(k) is a strictly
increasing function for k ≥ k0.
There’s seldom a need to reference the k0 in the definiton of path sequence ex-
plicitly; the key fact being that all sufficiently large k are in the domain of ϕ. ϕ
will be considered as either a function or a sequence, depending on context.
Definition 2.3. Let f : A(a, b)→ Cp. When ϕ(k) is defined, Af,ϕ(k) is defined by
(2.1) Af,ϕ(k) = p
−ϕ(k)
∑
x
(x− a)f(x),
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where x = a+ (b − a)ζ and ζ runs through the pϕ(k)-th roots of unity.
Definition 2.4. Given A, f and ϕ, the line integral of f on A with respect to ϕ
is defined by
(2.2)
∫
A,ϕ
f(x) dx = limk→∞Af,ϕ(k),
if the limit exists.
The next results follow immediately from the definition.
Theorem 2.5. Suppose that for the path sequences ϕ1(k) and ϕ2(k) there is a
positive integer k1 such that ϕ1(k), k ≥ k1, is a subsequence of ϕ2(k) and∫
A,ϕ2
f(x) dx = L,
then ∫
A,ϕ1
f(x) dx = L.
Theorem 2.6. Let ϕi(k) = αi + λk, αi ∈ Z, λ ∈ Z
+, with i = 1,2. Suppose that
α1 ≡ α2 (mod λ). Then if ∫
A,ϕ2
f(x) dx exists,
the integral with ϕ1 will exist and∫
A,ϕ1
f(x) dx =
∫
A,ϕ2
f(x) dx.
Theorem 2.7. Let ϕ0(k) = k, k ∈ Z
+. If∫
A,ϕ0
f(x) dx
exists, then ∫
A,ϕ
f(x) dx =
∫
A,ϕ0
f(x) dx.
for any path sequence ϕ.
Here are some examples of integrals. Details and proofs will come later.
(1) If f(x) is holomorphic on the closed disc D+(a, |a− b|p), then∫
A(a,b),ϕ
f(x) dx = 0
for any A and any ϕ;
(2) If log x is the usual (Iwasawa) p-adic log function,∫
A(1,0),k
log(1− x) dx = 0;
(3) If x0 is interior to a circle, then for any A on the circle and any ϕ.∫
A,ϕ
1
x− x0
dx = 1;
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(4) If x0 is on the circle, but not in A and ϕ(k) = λk for suitable λ, there will
be a corresponding root of unity such that∫
A,ϕ
1
x− x0
dx =
1
1− ζ
;
(5) ∫
A(1,0),k

∑
n≥0
xp
n−1

 dx exists and is near -1.
With the definition above, the set of integrable, holomorphic functions on A, for
a given ϕ, is a vector space closed with respect to pointwise uniform convergence.
However, the union of two such spaces with differing ϕ may not be a vector space
and may have different values for the integral of a given function. In order to better
deal with this issue and have a larger set of integrable functions, we’ll define an
interlocked family of path sequences and give a broader definition of the integral
on an arc.
Definition 2.8. A non-empty family of path sequences, Φ, will be called interlocked
if, given ϕ1, ϕ2 ∈ Φ, there is a ϕ3 ∈ Φ and a k0 ∈ Z
+ such that ϕ3(k), k ≥ k0, is a
subsequence of both ϕ1(k) and ϕ2(k).
Note that if Φ consists of a single path sequence, it is interlocked.
Now we can give the general definition of the integral on an arc A with respect
to an interlocked family of path sequences Φ.
Definition 2.9 (Definition of a line integral). Suppose f : A → Cp and Φ is an
interlocked family of path sequences. Then∫
A,Φ
f(x) dx = L
if there is an L ∈ Cp such that given any ε > 0, there is a Kε ∈ Z
+ and a ϕε ∈ Φ
such that if k > Kε then
(2.3) |Af,ϕε(k)− L|p < ε.
It’s necessary to prove that given a function f(x), the value of its integral is
uniquely defined.
Proof. Suppose that L1 and L2 satisfy the conditions of Definition 2.9.
Let ε > 0. For i = 1, 2 choose ϕi ∈ Φ and Ki so that
|Af,ϕi(k)− Li|p < ε for k > Ki.
Now let ϕ(k) ∈ Φ be a common subsequence of the ϕi for large k and choose
K0, K
′
1 and K
′
2 with K
′
1 > K1 and K
′
2 > K2 such that
ϕ(K0) = ϕi(K
′
i) i = 1, 2.
Noting that Af,ϕ(K0) = Af,ϕi(K
′
i), i = 1, 2, it follows that
|L1 − L2|p = |L1 −Af,ϕ(K0) +Af,ϕ(K0)− L2|p < ε.
Since ε could be any positive number, we must have L1 = L2. 
If Φ consists of a single path sequence, this definition of the integral of f coincides
with the simpler Definition 2.4 given earlier.
Theorem 2.7 can be easily generalized to interlocked families.
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Theorem 2.10. Let ϕ0(k) = k. If∫
A,ϕ0
f(x) dx
exists, then ∫
A,Φ
f(x) dx =
∫
A,ϕ0
f(x) dx
for any interlocked family Φ.
Proof. Let ϕ ∈ Φ. Apply Theorem 2.7 to ϕ. 
The next two results will help find some interlocked families of path sequences.
Theorem 2.11. If Φ is an interlocked family of path sequences, and α ∈ Z, then
Ψ = {ψ | ψ(k) = α+ ϕ(k), ϕ ∈ Φ}
is interlocked.
The proof is immediate from the definition.
Theorem 2.12. Suppose a family Φ of path sequences satisfies the following con-
dition: Given ϕ1, ϕ2 ∈ Φ, there is a ϕ3(k) ∈ Φ and a k0, depending on ϕ1, ϕ2,
such that for k ≥ k0,
ϕ3(k) = ϕ1 ◦ ϕ2(k) = ϕ2 ◦ ϕ1(k).
Then Φ is interlocked.
Proof. ϕ3(k), k ≥ k0, is the desired common subsequence. 
An important example of an interlocked family of path sequences is
Φ0 = {ϕ | ϕ(k) = λk, λ = 1, 2, . . .}.
The importance of this family is that it allows all rational functions having no
poles in A to be integrated.
If α ∈ Z, then
Φα = {ϕ | ϕ(k) = α+ λk, λ = 1, 2, . . .}
is also an interlocked family. The Φα also allow all rational functions with no poles
in A to be integrated. The calculations for the exact values of these integrals is in
section 4.
Another interlocked family is
Ψα = {ϕ | ϕ(k) = α+ k
µ, µ = 1, 2, . . .}.
That these families are in fact interlocked follows easily from Theorems 2.11 and
2.12. The following two theorems show that commutativity of composition is not
easily attained by sets of (polynomial) path functions.
Theorem 2.13. Let ϕ0(k) = λ0k, λ0 ∈ Z
+, λ0 ≥ 2. Let ϕ(k) be a polynomial such
that ϕ0 ◦ ϕ(k) = ϕ ◦ ϕ0(k). Then, ϕ(k) = λk for some λ ∈ Z. If ϕ(k) is a path
sequence, then λ ∈ Z+.
Proof. A comparison of the terms of the composed functions show ϕ(k) has the
form λk. 
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Theorem 2.14. Let ϕ0(k) = k
µ0 , µ0 ∈ Z
+, µ0 ≥ 2. Let ϕ(k) be a polynomial and
a path sequence. Suppose ϕ0 ◦ϕ(k) = ϕ ◦ϕ0(k). Then ϕ(k) = k
µ for some µ ∈ Z+.
Proof. The following lemma will be helpful:
Lemma 2.15. If ϕ(k) = kµ, µ ∈ Z+, µ ≥ 2, h(k) is a non-constant polynomial
and ϕ ◦ h(k) = h ◦ ϕ(k), then h(0) = 0.
Proof. A comparison of the constant terms and the terms of lowest exponent in the
two compositions will yield the result. 
Now suppose the conditions of Theorem 2.14 are met. Then Lemma 2.15 applies
and shows that ϕ(0) = 0. ϕ(k) can be written
ϕ(k) = kµh(k),
where µ ∈ Z+, h(k) is a polynomial and h(0) 6= 0. Equating the compositions of ϕ0
and ϕ shows that ϕ0 commutes with h. Lemma 2.15 tells us h(k) must be constant.
Since ϕ is a path sequence, h(k) must be 1 and ϕ(k) = kµ with µ ∈ Z+. 
A simple result for integrable functions is
Theorem 2.16. Given an arc A and an interlocked family Φ, let
I ′A,Φ = { f | f : A → Cp, and
∫
A,Φ
f(x) dx exists}.
Then, I ′A,Φ is a vector space and f →
∫
A,Φ
f(x) dx is linear.
Proof. Scalar multiplication is obvious. For addition, suppose f1, f2 ∈ I
′
A,Φ. Given
ε > 0, there are ϕi and ki, i = 1,2, such that∣∣∣∣
∫
A,Φ
fi(x) dx −Afi,ϕi(k)
∣∣∣∣
p
< ε for k > ki.
By definition of interlocked, there is a ϕ ∈ Φ and a k0 such that ϕ(k) is a common
subsequence of ϕ1(k) and ϕ2(k) for k > k0. Hence there’s a k
′
0 such that∣∣∣∣
∫
A,Φ
fi(x) dx− Afi,ϕ(k)
∣∣∣∣
p
< ε for k > k′0, i = 1, 2.
Now, using
Afi+f2,ϕ(k) = Af1,ϕ(k) +Af2,ϕ(k),
we conclude∣∣∣∣
∫
A,Φ
f1(x) dx +
∫
A,Φ
f2(x) dx−Af1+f2,ϕ(k)
∣∣∣∣
p
< ε for k > k′0.
This establishes that f1 + f2 ∈ I
′
A,Φ and that∫
A,Φ
(f1 + f2)(x) dx =
∫
A,Φ
f1(x) dx +
∫
A,Φ
f2(x) dx.
That ∫
A,Φ
af1(x) dx = a
∫
A,Φ
f1(x) dx
is clear. 
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3. General results for holomorphic functions
In order to obtain further results on line integrals, we need to put conditions on
f(x). Let H(A) be the space of holomorphic functions from A into Cp. Let Φ be
an interlocked family of path sequences and
(3.1) IA,Φ = I
′
A,Φ ∩H(A).
To begin, equation (2.1) in Definition 2.3 will be reshaped to take advantage of
the fact that f ∈ H(A).
Theorem 3.1. If f ∈ H(A(a, b)), ϕ is any path sequence and
f(x) =
∑
n≥0
cn(x− b)
n,
then
(3.2) Af,ϕ(k) = −
∑
n≥pϕ(k)−1
cn(a− b)
n+1
∑
j≥1
(−1)j−1
(
n
jpϕ(k) − 1
)
,
where (−1)j−1 is replaced by −1 if p = 2.
Note that the sum over j has only a finite number of non-zero terms.
Proof. Begin with Definition 2.3, equation (2.1),
Af,ϕ(k) = p
−ϕ(k)
∑
x
(x− a)f(x),
where x = a+ (b − a)ζ and ζ runs through the pϕ(k)-th roots of unity. Substitute
into the sum using x = a+(b−a)ζ = b+(a− b)(1− ζ) and replace ζ by ζrk , r = 1,
2, . . . , pϕ(k). ζk is a fixed primitive p
ϕ(k)-th root of unity. Expand and sum the
geometric series in ζk to finish. 
Theorem 3.1 immediately provides an important result:
Theorem 3.2. If f ∈ IA,Φ for some interlocked family Φ and |f(x)|p ≤M on A,
then ∣∣∣∣
∫
A,Φ
f(x) dx
∣∣∣∣
p
≤M |b− a|p =MR.
Proof. Let
f(x) =
∑
n≥0
cn(x− b)
n.
We know, see [5], that
sup
n≥0
|cn|pR
n = sup
x∈A
|f(x)|p.
Hence, by Theorem 3.1, for all ϕ and any k,∣∣Af,ϕ(k)(k)∣∣p ≤ sup
n≥0
|cn|pR
n+1 ≤MR.
Let
L =
∫
A,Φ
f(x) dx.
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If M = 0, there is nothing to prove. If M 6= 0, we can use Definition 2.9 of the
integral with ε =MR to conclude there is a ϕε ∈ Φ and a K such that
|Af,ϕε(K)− L|p < MR.
Since |Af,ϕε(K)|p ≤MR, we must have
|L|p ≤ MR.

IA,Φ is a vector space. The following result shows IA,Φ is closed under uniform
convergence.
Theorem 3.3. Suppose fi(x) ∈ IA,Φ for i = 1, 2, . . . and
fi(x)
unif
−−→ f(x).
Then f(x) ∈ IA,Φ and∫
A,Φ
f(x) dx = limi→∞
∫
A,Φ
fi(x) dx.
Proof. For any ε > 0 we have |fi+1(x) − fi(x)|p < ε for all x and i large. Hence∣∣∣∣
∫
A,Φ
fi+1(x) dx −
∫
A,Φ
fi(x) dx
∣∣∣∣
p
=
∣∣∣∣
∫
A,Φ
fi+1(x) − fi(x) dx
∣∣∣∣
p
≤ εR.
when i is large and
limi→∞
∫
A,Φ
fi(x) dx = L exists.
Now we need to show that ∫
A,Φ
f(x) dx = L.
Consider the identity, for any ϕ,
|Af,ϕ(k)− L|p
=
∣∣∣∣Af,ϕ(k)−Afi,ϕ(k) +Afi,ϕ(k)−
∫
A,Φ
fi(x) dx +
∫
A,Φ
fi(x) dx − L
∣∣∣∣
p
.
The right side is made up of three easy to handle pieces. Given ε, we can choose
an I large enough so that, regardless of k or ϕ (to be chosen),
|Af,ϕ(k)−AfI ,ϕ(k)|p < ε, and
∣∣∣∣
∫
A,Φ
fI(x) dx − L
∣∣∣∣
p
< ε.
Having chosen I, we can now choose ϕ ∈ Φ so that∣∣∣∣AfI ,ϕ(k)−
∫
A,Φ
fI(x) dx
∣∣∣∣
p
< ε
for all sufficiently large k. Putting these pieces together yields
|Af,ϕ(k)− L|p < ε for all sufficiently large k.
Hence, by definition of an integral,∫
A,Φ
f(x) dx = L.
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
For the next few theorems, the results can change depending on whether f(x) is
bounded on A or not. The unbounded functions are more difficult to handle, so we
need a new concept here.
Definition 3.4. We will say that f ∈ H(A) has controlled coefficients of order β,
β ≥ 0, if, given a power series for f(x),
f(x) =
∑
n≥0
cn(x − b)
n
there are real constants M and no > 0, such that, with R = |a− b|p,
|cn|pR
n < Mnβ for n > n0.
The next theorem shows that this definition is independent of the choice of b ∈ A.
Bounded functions are those with β = 0.
Theorem 3.5. Suppose b, b′ ∈ A, f ∈ H(A) and
f(x) =
∑
n≥0
cn(x− b)
n =
∑
n≥0
c′n(x− b
′)n.
Suppose there are real constants M and no > 0, and β ≥ 0 such that
|cn|pR
n < Mnβ for n > n0.
Then there is an n′0 such that
|c′n|pR
n < Mnβ for n > n′0.
Proof. Write
f(x) =
∑
n≥0
cn(x− b
′ + b′ − b)n.
Expanding, rearranging terms and letting b′ − b = t(a− b), |t|p < 1, yields
c′j(a− b)
j =
∑
n≥j
cn
(
n
j
)
(a− b)ntn−j .
Then, if j > n0, ∣∣c′j∣∣pRj ≤ maxn≥j |cn|pRn |t|n−jp
< max
n≥j
Mnβ |t|
n−j
p = Mj
β max
n≥j
(
n
j
)β
|t|
n−j
p .
The last expression,
(
n
j
)β
|t|n−jp , is a decreasing function of n if n > −β/ ln |t|p. If
j0 is chosen so j0 > max(n0,−β/ ln |t|p) and j ≥ j0, then the maximum value is at
n = j and that value is 1. Thus∣∣c′j∣∣pRj < Mjβ for j ≥ j0.

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The next goal is to find a versions of Theorem 3.1 that will take advantage of
the concept of controlled coefficients.
The first step in proving Theorem 3.1 from the definition of Aϕ,f (k), (2.3), was
to substitute for x. This yielded
Aϕ,f (k) = −
∑
n≥0
p−ϕ(k)cn(a− b)
n+1
∑
ζ
ζ(1 − ζ)n,
where ζ runs through the pϕ(k) -th roots of unity. Let
ak,n = p
−ϕ(k)cn(a− b)
n+1
∑
ζ
ζ(1− ζ)n.
Lemma 3.6. If f ∈ H(A) and f has controlled coefficients of order β, then
νp(ak,n) ≥ −ϕ(k)− logp(MR)− β logp(n) +
np
pϕ(k)(p− 1)
.
Furthermore, the expression on the right side of the inequality is an increasing
function of n if n > β(p− 1)pϕ(k)−1 logp e.
Proof. Use
νp(x) = − logp(|x|p) and νp(1− ζ) ≥
p
pϕ(k)(p− 1)
.

Lemma 3.6 immediately yields a version of Theorem 3.1 in which the tail of the
series has been cut off.
Theorem 3.7. If f ∈ H(A), f has controlled coefficients of order β
and nk ≥ (β + 2)
(
p − 1
p
)
ϕ(k)pϕ(k) then, for large k,
Af,ϕ(k) = −
nk−1∑
n=pϕ(k)−1
cn(a− b)
n+1
∑
j≥1
(−1)j−1
(
n
jpϕ(k) − 1
)
+ η(k),
with η(k)→ 0 as k →∞.
The next modification of Theorem 3.1, with a restriction on β, will be to remove
terms where n is not p-adically close to −1. This will require help from the binomial
coefficients, so we need
Lemma 3.8. If j,n,t,N ∈ Z+ and n+ 1 6≡ 0 (mod pt),then
νp
(
n
jpN − 1
)
> N − t.
Proof. This follows immediately from(
n
jpN − 1
)
=
(
n+ 1
jpN
)
jpN
n+ 1
.

We’ll also need help from a function that relates to path sequences.
Definition 3.9. A function θ(k) will be called an auxiliary function if there is a
k0 ∈ Z
+ such that θ(k) is defined for k ∈ Z+ with k ≥ k0, θ(k) ∈ Z
+ and
lim
k→∞
θ(k) =∞.
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Theorem 3.10. Suppose f ∈ H(A), f has controlled coefficients of order β < 1
and nk =
(
1 +
[
(β + 2)
(
p − 1
p
)
ϕ(k)
])
pϕ(k).
Furthermore, suppose θ is an auxiliary function that satisfies
(1− β)ϕ(k) − β logp ϕ(k)− θ(k)→∞ as k →∞.
Then, for large k
(3.3) Af,ϕ(k) = −
nk−1∑
n=pϕ(k)−1
n≡−1 (mod pθ(k))
cn(a− b)
n+1
∑
j≥1
(−1)j−1
(
n
jpϕ(k) − 1
)
+ η(k),
with η(k)→ 0 as k →∞.
Proof. This is a straightforward calculation of the size of the omitted terms using
Theorem 3.7, νp(x) = − logp(|x|p), n < nk, β < 1, Lemma 3.8 and the assumption
on θ(k). 
In order to later state a sufficient condition for an integral to exist, slightly
modified versions of the last two theorems will be needed. The proofs are similar.
Theorem 3.11. Suppose f ∈ H(A), f has controlled coefficients of order β and
mk ≥ (β + 2)
(
p − 1
p
)
ϕ(k)pϕ(k+1). Also suppose ϕ(k) satisfies
ϕ(k)− (β + 1)∇ϕ(k)− β logp ϕ(k)→∞ as k →∞,
with ∇ϕ(k) = ϕ(k + 1)− ϕ(k). Then, for large k
Af,ϕ(k + 1) = −
mk−1∑
n=pϕ(k+1)−1
cn(a− b)
n+1
∑
j≥1
(−1)j−1
(
n
jpϕ(k+1) − 1
)
+ η(k),
with η(k)→ 0 as k →∞.
Theorem 3.12. Suppose f ∈ H(A), f has controlled coefficients of order β < 1,
mk =
(
1 +
[
(β + 2)
(
p − 1
p
)
ϕ(k)
])
pϕ(k+1) and ϕ(k) satisfies
ϕ(k)− (β + 1)∇ϕ(k)− β logp ϕ(k)→∞ as k →∞.
Furthermore, suppose θ2 is an auxiliary function that satisfies
(1− β)ϕ(k + 1)− β logp ϕ(k)− θ2(k)→∞ as k →∞.
Then, for large k
(3.4)
Af,ϕ(k + 1) = −
mk−1∑
n=pϕ(k+1)−1
n≡−1 (mod pθ2(k))
cn(a− b)
n+1
∑
j≥1
(−1)j−1
(
n
jpϕ(k+1) − 1
)
+ η(k),
with η(k)→ 0 as k →∞.
Now we’re ready to look at changing a and b within the definition of an integral.
Since any point in the interior of a circle can be used as its center and any point in
an open disc can be used as its center, we would like the value of an integral to be
invariant under these changes. If f is bounded this will be true. If f is unbounded,
the situation is more complicated.
12 JACK DIAMOND
Theorem 3.13. If f ∈ IA(a,b),Φ, f is bounded on A, |a−a
′|p < R and |b−b
′|p < R,
then ∫
A(a,b),Φ
f(x) dx =
∫
A(a′,b′),Φ
f(x) dx.
Theorem 3.14. If f is unbounded on A(a, b), f has controlled coefficients of order
β < 1/2 and |a− a′|p < Rp
−β
1−β and |b − b′|p < Rp
−β
1−β , then∫
A(a,b),Φ
f(x) dx =
∫
A(a′,b′),Φ
f(x) dx.
Proof. Let
f(x) =
∑
n≥0
cn(x− b)
n.
It’s simplest to look at changing a and b separately.
Let’s assume |a− a′|p < Rp
−β
1−β . This will cover both bounded and unbounded f .
It will be helpful to have this lemma.
Lemma 3.15. Let a − a′ = t(a − b) with |t|p < 1. Suppose n ≡ −1 (mod p
θ(k)).
Then, (
a′ − b
a− b
)n+1
= 1 + s, with |s|p < (max(|t|p, |p|p)
θ(k).
Proof. Let n = dpθ(k) − 1.(
a′ − b
a− b
)n+1
=
(
1 +
a′ − a
a− b
)dpθ(k)
= (1 + t′)
pθ(k)
, with |t′|p ≤ |t|p.
The lemma is then the conclusion of Robert’s Fundamental Inequality: Second form,
[4]. 
For clarity, we’ll write Af,ϕ,a(k) and Af,ϕ,a′(k). For simplicity, we’ll write
S(ϕ, k, n)
def
=
[(n+1)/pϕ(k)]∑
j=1
(−1)j−1
(
n
jpϕ(k) − 1
)
.
We have, for any ϕ, by Theorem 3.10,
Af,ϕ,a(k) = −
nk−1∑
n=pϕ(k)−1
n≡−1 (mod pθ(k))
cn(a− b)
n+1S(ϕ, k, n) + η1(k)
and
Af,ϕ,a′(k) = −
nk−1∑
n=pϕ(k)−1
n≡−1 (mod pθ(k))
cn(a
′ − b)n+1S(ϕ, k, n) + η2(k)
= −
nk−1∑
n=pϕ(k)−1
n≡−1 (mod pθ(k))
cn(a− b)
n+1
(
a′ − b
a− b
)n+1
S(ϕ, k, n) + η2(k).
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with η1(k) and η2(k)→ 0 as k →∞. Hence,
|Af,ϕ,a′(k)−Af,ϕ,a(k)|p ≤ maxn
∣∣cn(a− b)n+1∣∣p
∣∣∣∣∣
(
a′ − b
a− b
)n+1
− 1
∣∣∣∣∣
p
+ |η(k)|p.
with |η(k)|p → 0 as k → ∞. We’re now ready to apply the definition of integral.
Let
L =
∫
A(a,b),Φ
f(x) dx.
Given ε > 0, let ϕ ∈ Φ be such that |Af,ϕ,a(k))− L|p < ε for large k.
Case 1: |t|p ≤ |p|p. Let θ(k) = 1 +
[
1
2ϕ(k)
]
. Then for sufficiently large k we
have
|Af,ϕ,a′(k)−Af,ϕ,a(k)|p ≤Mn
β
kp
−θ(k)+|η(k)|p < const.·ϕ
β(k)p(β−
1
2 )ϕ(k)+|η(k)|p < ε.
This shows that |Af,ϕ,a′(k))− L|p < ε for large k and∫
A(a′,b),Φ
f(x) dx =
∫
A(a,b),Φ
f(x) dx
Case 2: |p|p < |t|p < p
−β
1−β . ϕ is chosen as in Case 1, but θ is not. Let
θ(k) =
[
1
1− logp |t|p
ϕ(k)
]
.
θ(k) satisfies the condition in Theorem 3.10. Then
|Af,ϕ,a′(k)−Af,ϕ,a(k)|p ≤Mn
β
kp
−θ(k)+|η(k)|p < const.·ϕ
β(k)p
(β+
log |t|p
1−log |t|p
)ϕ(k)
+|η(k)|p < ε.
with |η(k)|p → 0 as k →∞.
The coefficient of ϕ(k) in the exponent is negative, so again we have
|Af,ϕ,a′(k))− L|p < ε,
for large k, and thus ∫
A(a′,b),Φ
f(x) dx =
∫
A(a,b),Φ
f(x) dx.
Now let’s consider changing b to b′. This will be similar to changing a, but more
complicated because the coefficients cn are changing. For clarity, we will write
Af,ϕ,b(k) and Af,ϕ,b′(k). Let
b′ − b = t(a− b), with |t|p < p
−β
1−β .
f(x) =
∑
n≥0
cn(x− b)
n =
∑
j≥0
c′j(x− b
′)j ,
with
c′j =
∑
n≥j
cn
(
n
j
)
(a− b)n−jtn−j .
The variables can be relabeled to obtain
(3.5) c′n = cn +
∑
m≥1
cm+n
(
m+ n
n
)
(a− b)mtm.
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With θ(k) yet to be chosen and
S(ϕ, k, n) =
[(n+1)/pϕ(k)]∑
j=1
(−1)j−1
(
n
jpϕ(k) − 1
)
,
Theorem 3.10 gives us
Af,ϕ,b(k) = −
nk−1∑
n=pϕ(k)−1
n≡−1 (mod pθ(k))
cn(a− b)
n+1S(ϕ, k, n) + η1(k),
and
Af,ϕ,b′(k) = −
nk−1∑
n=pϕ(k)−1
n≡−1 (mod pθ(k))
c′n(a− b
′)n+1S(ϕ, k, n) + η2(k).
with η1(k) and η2(k)→ 0 as k →∞.
Substituting for c′n and subtracting Af,ϕ,b′(k) we get
Af,ϕ,b(k)−Af,ϕ,b′(k) =
nk−1∑
n=pϕ(k)−1
n≡−1 (mod pθ(k))
((
a− b′
a− b
)n+1
− 1
)
cn(a−b)
n+1S(ϕ, k, n)
+
nk−1∑
n=pϕ(k)−1
n≡−1 (mod pθ(k))
(
a− b′
a− b
)n+1 ∑
m≥1
cm+n(a−b)
m+n+1
(
m+ n
n
)
tmS(ϕ, k, n)+η(k),
where η(k)→ 0 as k→∞.
Since we can write a− b′ = a′ − b with a′ = a+ (b− b′), the considerations of how
we can change a show that, if we use the same θ(k), the first large summand can
be made < ε for k sufficiently large. Now we need to deal with the second large
summand. The difficulty is that while n runs through a finite set of values, m goes
from 1 to ∞.
We have
∣∣∣∣(a−b′a−b )n+1
∣∣∣∣
p
≤ 1 and |S(ϕ, k, n)|p ≤ 1, so we will just consider the
expressions
cm+n(a− b)
m+n+1
(
m+ n
n
)
tm,
with pϕ(k)− 1 ≤ n < nk and m ∈ Z
+. The factor tm will be useful when m is large,
but will not help for small m. As with a, we will consider two cases, depending on
the size of |t|p.
Case 1: |t|p ≤ |p|p. Let θ(k) =
[
1
2ϕ(k)
]
. First we’ll consider m > θ(k).∣∣∣∣cm+n(a− b)m+n+1
(
m+ n
n
)
tm
∣∣∣∣
p
< MR(m+ nk)
βp−m.
This last expression is a decreasing function of m for m ≥ 1, so, since m > θ(k),
we have
MR(m+ nk)
βp−m < MR
(
nk +
1
2
ϕ(k)
)β
p−
ϕ(k)
2 .
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The subsitution of nk =
(
1 +
[
(β + 2)
(
p − 1
p
)
ϕ(k)
])
pϕ(k) leads to∣∣∣∣cm+n(a− b)m+n+1
(
m+ n
n
)
tm
∣∣∣∣
p
< const. · ϕβ(k)p(β−
1
2 )ϕ(k).
Now let’s consider m ≤ θ(k).∣∣∣∣cm+n(a− b)m+n+1
(
m+ n
n
)
tm
∣∣∣∣
p
< MR(θ(k) + nk)
β
∣∣∣∣
(
m+ n
n
)∣∣∣∣
p
.
Since νp(m) ≤ logp θ(k), Lemma 3.8 gives us∣∣∣∣
(
m+ n
n
)∣∣∣∣
p
≤ θ(k)p−θ(k) =
ϕ(k)
2
p
−ϕ(k)
2 .
Now we have∣∣∣∣cm+n(a− b)m+n+1
(
m+ n
n
)
tm
∣∣∣∣
p
< MR
(
nk +
1
2
ϕ(k)
)β
ϕ(k)
2
p−
−ϕ(k)
2 .
As earlier in Case 1, this leads to an expression dominated by p(β−
1
2 )ϕ(k).
Since β < 12 we can conclude, using the same argument used for changing a, that
if |t|p ≤ |p|p then ∫
A(a,b′),Φ
f(x) dx =
∫
A(a,b),Φ
f(x) dx.
Case 2: |p|p < |t|p < p
−β
1−β . Here, we must use the same θ(k) =
[
1
1−logp |t|p
ϕ(k)
]
as
before, and also consider m > θ(k) separately from m ≤ θ(k). The results will look
much like they did in Case 2 for changing a. This completes the proof of Theorem
3.13. 
4. Calculation of Integrals
Theorem 4.1. If f(x) is holomorphic on the closed disc D+(a,R) and |a− b|p =
R, then for any Φ we have ∫
A(a,b),Φ
f(x) dx = 0.
Proof. By Theorem 2.10 it is sufficient to prove this theorem for the case ϕ(k) = k.
Let ε > 0.
Since limn→∞ |cn|pR
n = 0, there is an Nε such that |cn|pR
n+1 < ε if n > Nε.
If Kε is chosen so p
Kε − 1 > Nε, Theorem 3.1 shows
|Af,ϕ(k)− 0|p < ε, when k > Kε
and, hence, ∫
A,Φ
f(x) dx = 0.

Theorem 4.2. Let f ∈ H(A) and suppose f has controlled coefficients of order
β < 12 , then, for any Φ, ∫
A,Φ
f ′(x) dx = 0.
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Proof. By Theorem 2.10 it is sufficient to prove this theorem for the case ϕ(k) = k.
Let
f(x) =
∑
n≥0
cn(x− b)
n and θ(k) = 1 + [k/2].
f ′(x) =
∑
n≥0
(n+ 1)cn+1(x − b)
n.
By Theorem 3.10 we have
Af ′,ϕ(k) = −
nk−1∑
n=pk−1
n≡−1 (mod pθ(k))
(n+ 1)cn+1(a− b)
n+1
n′∑
j=1
(−1)j−1
(
n
jpk − 1
)
+ η(k),
where η(k)→ 0 as k→∞. Hence,
|Af ′,ϕ(k)|p ≤ maxn<nk
∣∣(n+ 1)cn+1(a− b)n+1∣∣p + |η(k)|p.
We have |n+ 1|p ≤ p
−θ(k) and
|cn+1(a− b)
n+1|p = |cn+1|pR
n+1 ≤M(n+ 1)β ≤M(nk)
β .
Applying nk =
(
1 +
[
(β + 2)
(
p − 1
p
)
k
])
pk we obtain
|Af ′,ϕ(k)|p ≤ const. · k
βp(β−
1
2 )k + |η(k)|p.
Given any ε > 0, if k is sufficiently large we have
|Af ′,ϕ(k)|p < ε,
and therefore, ∫
A,Φ
f ′(x) dx = 0.

Here are some applications of Theorem 4.2.
Theorem 4.3.
(1) If |x0 − a|p ≤ |b− a|p and x0 /∈ A(a, b) then∫
A(a,b),Φ
(x− x0)
−m dx = 0, for m ∈ Z and m 6= −1;
(2) let pi ∈ Cp with νp(pi) =
1
p−1 , then∫
A(1,0),Φ
exp(pix) dx = 0;
(3) if t ∈ Zp and t 6= −1, then∫
A(1,0),Φ
(1 + x)t dx = 0;
Proof. The integrands are derivatives of bounded functions on their respective arcs.

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Theorem 4.4 (Integration by Parts). If f , g ∈ H(A), f(x)g(x) has controlled
coefficients of order < 12 and f(x)g
′(x) ∈ IA,Φ, then f
′(x)g(x) ∈ IA,Φ and∫
A,Φ
f ′(x)g(x) dx = −
∫
A,Φ
f(x)g′(x) dx
Proof. Apply Theorem 4.2 to the product fg. 
Rational Functions To be able to integrate rational functions in H(A), it is
enough to be able to integrate functions of the form (x−x0)
m with m ∈ Z. Previous
theorems have taken care of all cases except functions of the form (x− x0)
−1 with
x0 /∈ A and |x0 − a|p ≤ |a− b|p.
Theorem 4.5. Suppose x0 /∈ A and |x0 − a|p ≤ |a− b|p = R. Then
(1) If |x0 − a|p < R, we have, for any Φ,∫
A,Φ
1
x− x0
dx = 1;
(2) If |x0 − a|p = R and x0 /∈ A, there is a λ0 such that for any α ∈ Z≥0∫
A,α+λ0k
1
x− x0
dx =
1
1− ωpα
(
a−x0
a−b
) ,
where ω is the Teichmu¨ller character.
In the complex case this integral around a circle can be ±2pii and, given an
orientation for the circle, the integral is constant for all x0 in the interior of the
circle. In Cp, after choosing an α, the integral is constant for all x0 within an open
disc of radius R.
Proof. We’ll work straight from the preliminary definition of an integral, equa-
tion (2.2). Substituting x = a+ (b− a)ζ yields
lim
k→∞
p−ϕ(k)
∑
ζ
(b− a)ζ
a+ (b − a)ζ − x0
= lim
k→∞
1
1−
(
a− x0
a− b
)pϕ(k) .
The summation was obtained by noting that if x = ζζ−c , then ζ =
cx
x−1 and, as ζ
runs through the pϕ(k)-th roots of unity, x runs through the roots of
(cx)p
ϕ(k)
− (x− 1)p
ϕ(k)
.
Here,
c =
a− x0
a− b
.
If x0 is interior to the circle, i.e. |a− x0|p < R, then the limit is 1 and we have, for
any ϕ, ∫
A,ϕ
1
x− x0
dx = 1.
In particular, the result is valid for ϕ(k) = k, and, by use of Theorem 2.10, result
(1) is proven.
If |a− x0|p = R, then ∣∣∣∣
(
a− x0
a− b
)∣∣∣∣
p
= 1.
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Let v = ω
(
a−x0
a−b
)
. We can write
a− x0
a− b
= vu, with |u− 1|p < 1.
Since limk→∞u
pϕ(k) = 1,
(4.1) lim
k→∞
(
a− x0
a− b
)pϕ(k)
= lim
k→∞
vp
ϕ(k)
.
Let n be the least positive integer such that vn = 1. We have (n, p) = 1 and,
because x0 /∈ A, n 6= 1. Let λ0 be the least positive integer such that p
λ0 ≡ 1
(mod n).
Now let ϕ(k) = α+ λ0k. α ∈ Z≥0,
vp
ϕ(k)
=
(
vp
λ0k
)pα
= vp
α
.
Thus ∫
A,α+λ0k
1
x− x0
dx =
1
1− vpα
=
1
1− ωpα
(
a−x0
a−b
) .

The next result shows that the integral of (x − x0)
−1 has the same value as it
has for some path sequence of the form α + λk, 0 ≤ α < λ, regardless of the path
sequence ϕ being used. (Assuming the integral exists for ϕ.)
Theorem 4.6. If ∫
A,ϕ
1
x− x0
dx
exists, then there are α and λ ∈ Z, 0 ≤ α < λ, such that ϕ(k) is a subsequence of
α+ λk for all k sufficiently large and∫
A,ϕ
1
x− x0
dx =
∫
A,α+λk
1
x− x0
dx.
Proof. The expression vp
ϕ(k)
in equation (4.1) takes on only finitely many different
values, so if limk→∞ v
pϕ(k) exists, then vp
ϕ(k)
is constant for large values of k. Thus,
for large k, we have
vp
ϕ(k+1)
= vp
ϕ(k)
, vp
ϕ(k+1)−pϕ(k) = 1
and, using the definitions of n and λ from Theorem 4.5
pϕ(k+1) ≡ pϕ(k) (mod n), pϕ(k+1)−p
ϕ(k)
≡ 1 (mod n).
Hence ϕ(k+1) ≡ ϕ(k) (mod λ0). Let α ≡ ϕ(k) (mod λ0) when k is large. We have
shown that ϕ(k), for large k, is a subsequence of α+ λ0k. Therefore, by Theorem
2.6 we can say ∫
A,ϕ(k)
1
x− x0
dx =
∫
A,α+λ0k
1
x− x0
dx.

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We know that each IA,Φα , α ≥ 0, contains all rational functions without poles
in A. If α < 0, Theorem 2.6 and the Chinese Remaider Theorem let us see that
Φα allows all rational functions without poles in A to be integrated.
Therefore, because IA,Φα is closed under uniform convergence, (Theorem 3.3),
we can conclude
Theorem 4.7. For each α ∈ Z the set IA,Φα contains all functions that are uni-
form limits of rational functions on A, that is, all Krasner analytic functions on
A.
Theorem 4.8 (Z - P). Suppose f(x) is meromorphic on D = D+(a,R) and that
all zeroes and poles of f can be found in the open discs Di = D
−(zi, R) for i = 1,
. . . , M . Let b be on the circle |x−a|p = R, but not in any Di. Let Zi be the number
of zeros and Pi the number of poles of f in Di, counting multiplicity. Let α ∈ Z≥0.
Then, ∫
A(a,b),Φα
f ′(x)
f(x)
dx =
M∑
i=1
1
1− ωpα
(
a−zi
a−b
) (Zi − Pi) .
Proof. Suppose f has zeros of order mi at xi and poles of order mj at xj . Then
f ′(x)
f(x)
= h(x) +
∑
i
mi
x− xi
−
∑
j
mj
x− xj
.
h(x) ∈ H(D), so its integral is 0, and if xi ∈ Di, then∫
A(a,b),Φα
mi
x− xi
dx =
mi
1− ωpα
(
a−xi
a−b
) = mi
1− ωpα
(
a−zi
a−b
) .
The theorem follows. 
Corollary 4.9. If a meromorphic function f on D+(a,R) has all of its zeros and
poles interior to the circle |x− a|p = R and |a− b|p = R, then, with α ∈ Z≥0,∫
A(a,b),Φα
f ′(x)
f(x)
dx = Z − P.
Proof. Let z1 = a. 
Now let’s look at the question of integration by substitution. If we have an
integral ∫
A(a,b),Φ
f(x) dx,
are there mappings x : A(a1, b1)→ A(a, b) with x(a1) = a and x(b1) = b, such that∫
A(a,b),Φ
f(x) dx =
∫
A(a1,b1),Φ
f(x(t))x′(t) dt ?
If f is Krasner analytic on A(a, b), a uniform limit of rational functions having no
poles in A(a, b), the answer is yes. Before stating the substitution theorem, it will
be useful to have the following result.
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Theorem 4.10. Suppose
f : D+(a1, R) 7−→ D
+(a, r), f(x) ∈ H(D+(a1, R)) and f(a1) = a.
Then f is a one-to-one, onto mapping if and only if f can be written
f(x) = a+ γ(x− a1) + g(x),
with |γ|p = r/R, g(x) ∈ H(D
+(a1, R)) and ‖g(x)‖ < r.
Proof. We’ll begin with the only if part, prove the theorem in a special case and
then generalize.
Let F (x) be a one-to-one, onto mapping satisfying the conditions of the theorem
with
a = a1 = 0, and r = R = 1.
There is an x1 such that F
′(x1) 6= 0 and |x1|p < 1. Since F (0) = 0, we can say
|F (x1)|p < 1.
Let
y(x) = F (x+ x1)− F (x1).
From the given conditions on F (x), it is simple to show that y(x) is a one-to-one,
onto mapping from D+(0, 1) to itself, y(0) = 0 and y′(0) 6= 0. Let
y(x) = γ0x+
∑
n≥2
cnx
n.
If any |cn|p = 1, let N be the largest such n. The Newton polygon for y(x) shows
0 must be a root of multiplicity N . Since y′(0) 6= 0, this cannot be. Thus
y(x) = γ0x+ h(x), with ‖h‖ < 1.
We have
F (x) = F (x1) + y(x− x1) = F (x1) + γ0(x− x1) + h(x− x1)
= γ0x+ F (x1)− γ0x1 + h(x− x1).
Let
g0(x) = F (x1)− γ0x1 + h(x− x1).
We have g0(x) ∈ H(D
+(0, 1)) and, because of the way x1 was chosen, ‖g0‖ < 1.
F (x) = γ0x+ g0(x) and since ‖g0‖ < 1, we must have |γ0|p = 1. This establishes
the theorem for F (x).
To establish the theorem for a general f(x) satisfying the given conditions, choose
γ1 and γ2 so that |γ1|p = R and |γ2|p = r and then let
F (x) = γ−12 (f(a1 + γ1x)− a)
It’s simple to show F (x) satisfies the conditions for which the theorem has been
proved. Hence,
F (x) = γ0x+ g0(x), with |γ0|p = 1 and ‖g0‖ < 1.
It follows that
f(x) = a+ γ2F
(
x− a1
γ1
)
= a+ γ(x− a1) + g(x),
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where
γ = γ2γ0/γ1 and g(x) = γ2g0
(
x− a1
γ1
)
.
We have
|γ|p = r/R, g(x) ∈ H(D
+(a1, R)) and ‖g(x)‖ < r,
as desired.
Now we are ready for the converse.
Suppose
f : D+(a1, R) 7−→ D
+(a, r), f(x) ∈ H(D+(a1, R)), f(a1) = a.
and
f(x) = a+ γ(x− a1) + g(x),
with |γ|p = r/R, g(x) ∈ H(D
+(a1, R)) and ‖g(x)‖ < r.
In order to show that f(x) is a one-to-one, onto mapping from D+(a1, R) to
D+(a, r), we can use a lemma, Newton Approximation, from [5]. The lemma says
that if there is an s ∈ Cp such that
sup
∣∣∣∣f(x1)− f(x2)x1 − x2 − s
∣∣∣∣
p
< |s|p
for all x1, x2 ∈ D
+(a1, R), x1 6= x2, then f(x) is a 1-to-1 mapping from D
+(a1, R)
onto D(a,R|s|p).If we use s = γ and the definition of f(x), the result is quickly
obtained. 
Here’s a theorem for integration by substitution.
Theorem 4.11 (Substitution). Suppose f(x) is Krasner analytic on A(a, b) and
r = |a− b|p. Let x(t) be a one-to-one, onto mapping from a closed disc D
+(a1, R)
to D+(a, r) with x(a1) = a. Let b1 = x
−1(b). Let α ∈ Z≥0. Then,
(4.2)
∫
A(a,b),Φα
f(x) dx =
∫
A(x−1(a),x−1(b)),Φα
f(x(t))x′(t) dt.
Proof. By Theorem 4.10 we have
x(t) = a+ γ(t− a1) + g(t),
with |γ|p = r/R, g(t) ∈ H(D
+(a1, R)) and ‖g‖ < r.
From x(a1) = a, we have g(a1) = 0.
It will be useful to have
Lemma 4.12. If |t− a1|p = |t− b1|p = R, then
ω
(
x(a1)− x(t)
x(a1)− x(b1)
)
= ω
(
a1 − t
a1 − b1
)
.
Proof.
x(a1)− x(t)
x(a1)− x(b1)
=
x(t) − x(a1)
x(b1)− x(a1)
=
γ(t− a1) + g(t)
γ(b1 − a1) + g(b)
=
t− a1 + g(t)/γ
b1 − a1 + g(b)/γ
.
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Since |g(t)/γ|p < R,
ω
(
x(a1)− x(t
x(a1)− x(b1)
)
= ω
(
a1 − t
a1 − b1
)
.

Now we’re ready to show that integrals of functions of the form f(x) = (x−x0)
−1
can be evaluated by the given substitution x = x(t). If x0 /∈ D
+(a, r), then
1
x− x0
∈ H(D+(a, r)) and f(x(t))x′(t) =
x′(t)
x(t)− x0
∈ H(D+(a1, R)).
Therefore, by Theorem 4.1,∫
A(a,b),Φ
1
x− x0
dx = 0 =
∫
A(a1,b1),Φ
x′(t)
x(t) − x0
dt.
If x0 ∈ D
+(a, r), we can write, noting that because x(t) − x0 is a 1-to-1 mapping,
x(t) − x0 = (t− t0)h(t),
where x(t0) = x0 and h(t) 6= 0 for any t ∈ D
+(a1, R). Differention leads to
x′(t)
x(t) − x0
=
1
t− t0
+
h′(t)
h(t)
.
The function h′/h ∈ H(D+(a1, R), so∫
A(a1,b1),Φ
x′(t)
x(t)− x0
dt =
∫
A(a1,b1),Φ
1
t− t0
dt =
1
1− ωpα
(
a1−t0
a1−b1
) .
On the other hand,∫
A(a,b),Φ
1
x− x0
dx =
1
1− ωpα
(
a−x0
a−b
) = 1
1− ωpα
(
x(a1)−x(t0)
x(a1)−x(b1)
) .
Application of Lemma 4.12 establishes Theorem 4.11 for the function
f(x) =
1
x− x0
.
If f(x) = (x − x0)
−n and n 6= −1, then Theorem 4.2 shows each side of equation
(4.2) is 0. This establishes the theorem for rational functions. Theorem 3.3 can be
applied to establish the theorem for Krasner analytic functions. 
This next result gives a simple condition on the coefficients of a power series that
allows an instant calculation of its integral.
Theorem 4.13. Suppose f ∈ H(A(a, b)) and f has controlled coefficients of order
β < 1. Let Φ be an interlocked family of path sequences and
f(x) =
∑
n≥0
cn(x− b)
n.
If
lim
n→−1
cn(a− b)
n+1 = L (n→ −1 in Zp.),
then ∫
A,Φ
f(x) dx = −L.
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Proof. By Theorem 2.10, it is sufficient to just consider ϕ(k) = k. Let θ(k) =
[logp k]. By Theorem 3.10, we have∫
A,k
f(x) dx = − lim
k→∞
nk−1∑
n=pk−1
n≡−1 (mod pθ(k))
cn(a− b)
n+1
∑
j≥1
(−1)j−1
(
n
jpk − 1
)
= −L lim
k→∞
nk−1∑
n=pk−1
n≡−1 (mod pθ(k))
∑
j≥1
(−1)j−1
(
n
jpk − 1
)
= L
∫
A(1,0),k
1
1− x
dx = −L.

Here’s an application of Theorem 4.13.
Let ψp(x) be the derivative of the p-adic log gamma function on Cp \ Zp. (This
log gamma function is denoted log Γp(x) in [1] and Gp(x) in [2].) A series expansion
around x = 1/p is found in [2]. Differentiation and a slight notational change yield
ψ′p(x) =
∑
n≥0
(−1)n(n+ 1)L∗p(n+ 2)p
n+2(x−
1
p
)n,
∣∣∣∣x− 1p
∣∣∣∣
p
< p.
Here,
L∗p(s) =
1
p− 1
∑
χ
Lp(s, χ),
where the sum is over all Dirichlet characters mod p.
Let j ∈ Z≥0. Then(
x−
1
p
)j
ψ′p(x) =
∑
n≥j
(−1)n−j(n− j + 1)L∗p(n− j + 2)p
n−j+2(x−
1
p
)n.
Theorem 4.13 can be applied with a = 0 and b = 1/p. The result is
Theorem 4.14. Let ϕ(k) = k and j ∈ Z≥0.∫
A(0, 1
p
),ϕ
(
x−
1
p
)j
ψ′p(x) dx = (−p)
1−jjL∗p(1 − j).
Now let’s go to a general sufficient condition for a line integral of a function f(x),
holomorphic on an arc A(a, b), to exist.
Theorem 4.15 (Sufficiency). Suppose f(x) =
∑
n≥0 cn(x − b)
n ∈ H(A(a, b)) and
f(x) is bounded or has controlled coefficients of order β < 1. Let ϕ be a path
sequence satisfying
ϕ(k)− (β + 1)∇ϕ(k)− β logp ϕ(k)→∞ as k →∞.
Let θ be an auxiliary function satisfying
ϕ(k)− βϕ(k + 1)− β logp ϕ(k)− θ(k)→∞ as k →∞.
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Furthermore suppose that, given any ε > 0, there is a Kε such that for k > Kε and
all d ∈ Z+ we have∣∣∣cdpθ(k)+∇ϕ(k)−1 (a− b)dpθ(k)+∇ϕ(k) − cdpθ(k)−1 (a− b)dpθ(k) ∣∣∣
p
< ε,
then ∫
A(a,b),ϕ
f(x) dx exists.
Corollary 4.16. Suppose ϕ(k) = α+ λk, α ∈ Z, λ ∈ Z+. Also suppose f(x) has
controlled coefficiens of order β < 1. If
lim
k→∞
cdpϕ(k)−1 (a− b)
dpϕ(k)
exists for each d ∈ Z+, and the convergence is uniform over d, then∫
A(a,b),ϕ
f(x) dx exists.
Note that if ϕ is a polynomial, the condition on ϕ is satisfied. The condition on
θ says that while θ(k) goes to infinity, it stays sufficiently less than ϕ(k).
Proof. p is an odd prime. We will show, Definition 2.4, that limk→∞Af,ϕ(k) exists.
The p-adic Cauchy criterion is that
lim
k→∞
|Af,ϕ(k + 1)−Af,ϕ(k)|p = 0.
Equations (3.3) and (3.4) in Theorems 3.10 and 3.12 will be used. Writing n =
dpθ(k) − 1, equation (3.3) can be rewritten as
Af,ϕ(k) = −
nkp
−θ(k)∑
d=pϕ(k)−θ(k)
cn(a− b)
n+1
∑
j≥1
(−1)j−1
(
dpθ(k) − 1
jpϕ(k) − 1
)
+ η1(k).
Now if we let θ2(k) = θ(k) + ∇ϕ(k), and use n
′ = dpθ(k)+∇ϕ(k), equation (3.4)
becomes
Af,ϕ(k + 1) = −
nkp
−θ(k)∑
d=pϕ(k)−θ(k)
cn′(a− b)
n′+1
∑
j≥1
(−1)j−1
(
dpθ(k)+∇ϕ(k) − 1
jpϕ(k+1) − 1
)
+ η2(k).
η1(k) and η2(k) → 0 as k → ∞. Because the indices of summation are the same,
we can write Af,ϕ(k+1)−Af,ϕ(k) as a single (double)summation and then use the
identity x1y1 − x2y2 = x1(y1 − y2) + y2(x1 − x2) to obtain
Af,ϕ(k)−Af,ϕ(k + 1) = S1 + S2 + η(k),
with
S1 =
∑
d
∑
j
(−1)j−1
(
cdpθ(k)+∇ϕ(k)−1(a− b)
dpθ(k)+∇ϕ(k) − cdpθ(k)−1(a− b)
dpθ(k)
)(dpθ(k) − 1
jpϕ(k) − 1
)
and
S2 =
∑
d
∑
j
(−1)j−1cdpθ(k)+∇ϕ(k)−1(a−b)
dpθ(k)+∇ϕ(k)
((
dpθ(k)+∇ϕ(k) − 1
jpϕ(k+1) − 1
)
−
(
dpθ(k) − 1
jpϕ(k) − 1
))
.
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Now we will show the terms in S2 are small, so S2 → 0 as k → ∞. Since
n = dpθ(k)+∇ϕ(k) ≤ mk, it follows that
|cn(a− b)
n|p < Mn
β ≤Mmβk = const · ϕ
β(k)pβϕ(k+1).
In order to bound the differences of the binomial coefficients, a simpler, modified,
version of a Kazandzidis theorem, see [4], will be used. This lemma is somewhat
stronger than a similar lemma of F. Baldassari.
Lemma 4.17. Let a, b, t ∈ Z+. p is an odd prime. Then,∣∣∣∣
(
apt − 1
bpt − 1
)
−
(
a− 1
b − 1
)∣∣∣∣
p
≤ p−3|b|2p|a− b|p. (Use p
2instead of p3if p = 3.)
Proof. Kazandzidis’ theorem is(
ap
bp
)
≡
(
a
b
)
(mod p3ab(a− b)
(
a
b
)
Zp) as a statement in Zp
From this it immediately follows that(
ap− 1
bp− 1
)
≡
(
a− 1
b− 1
)
(mod p3b2(a− b)Zp)
and the statement of the lemma. 
Applying the lemma to the terms in S2, using t = ∇ϕ(k), yields∣∣∣∣
(
dpθ(k)+∇ϕ(k) − 1
jpϕ(k+1) − 1
)
−
(
dpθ(k) − 1
jpϕ(k) − 1
)∣∣∣∣
p
≤ p−θ(k)−2ϕ(k)−3.
When the two inequalities are combined we get
|S2|p ≤ const · p
β logp ϕ(k)+βϕ(k+1)−2ϕ(k)−θ(k).
Because of the given hypotheses,the exponent in this last expression approaches
−∞ as k → ∞. Hence, S2 → 0 as k → ∞. In order to have S1 → 0 it is sufficient
to have the individual terms in the sum be small. Since the binomial coefficients
are p-adically bounded by 1, it is enough to have the differences in expressions
cn(a− b)
n+1 be small. That is the theorem.
To establish the Corollary, let ϕ(k) = α+λk and θ(k) = ϕ([logp k]). ∇ϕ(k) = λ
and the Corollary follows easily. 
Corollary 4.16 can be applied to the logarithmic derivative of the Artin-Hasse
exponential function
(E′/E)(x) =
∑
n≥0
xp
n−1.
In this case we can use a = 1 with b = 0 and ϕ(k) = k.
Applying Theorem 4.15 means looking at limk→∞cdpk−1. The sequences are
constant and the limits are either 0 or 1, so we can conclude that∫
A(1,0),k
(E′/E)(x) dx exists.
Theorem 4.18. ∫
A(1,0),k
(E′/E)(x) dx ≡ −1 (mod p3).
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Proof. The only non-zero coefficients in the power series, which are all 1, occur
when n = pt − 1 for some t ∈ Z+. By Theorem 3.1 we have, for p > 3,
(4.3)
∫
A(1,0),k
(E′/E)(x) dx = − lim
k→∞
∑
n≥pk−1
n=pt−1
∑
j≥1
(−1)j−1
(
pt − 1
jpk − 1
)
.
The term with t = k has the value −1. If t > k, Lemma 4.17 yields(
pt − 1
jpk − 1
)
≡
(
pt−k − 1
j − 1
)
(mod p3).
The rightmost sum in Equation (4.3) is then congruent, (mod p3), to
pt−k∑
j=1
(−1)j−1
(
pt−k − 1
j − 1
)
=
pt−k−1∑
m=0
(−1)m
(
pt−k − 1
m
)
= 0.
If p = 3, this proof doesn’t quite give the result, but numerical calculation shows
the theorem is valid for p = 3. 
Numerical calulations for p = 3 and 5 show no repeating pattern for the first few
non-zero p-adic digits.
The following theorem shows that often if the integral of a function exists with
ϕ(k), then the same function can be integrated with α+ ϕ(k).
Theorem 4.19. If f , ϕ and θ satisfy the conditions of Theorem 4.15 and ϕ1(k) = α + ϕ(k),
then f , ϕ1 and θ will satisfy the conditions of Theorem 4.15.
Proof. Noting that ∇ϕ1(k) = ∇ϕ(k), it is simple to show that the expressions
needed for the inequalities differ by a bounded amount if ϕ(k) > α. 
Here’s a necessary and sufficient condition for a function of a very particular
form to be integrable using a non-linear ϕ.
Theorem 4.20. Suppose f ∈ H(A(a, b)), f has controlled coefficients of order β
and
f(x) =
∑
n>k0
cpϕ(n)−1(x− b)
pϕ(n)−1 ,
where ϕ(n) > 0 and is strictly increasing for n > k0 and ∇ϕ(k) > logp(β + 2)ϕ(k)
for k > k0. Then, ∫
A(a,b),ϕ
f(x) dx
exists if and only if f is bounded ( β = 0 ) and
lim
k→∞
cpϕ(k)−1 (a− b)
pϕ(k) = L.
Then, ∫
A(a,b),ϕ
f(x) dx = −L.
P-ADIC LINE INTEGRALS 27
Proof. Theorem 3.7 gives us
Af,ϕ(k) = −
nk−1∑
n=pϕ(k)−1
cn(a− b)
n+1
∑
j≥1
(−1)j−1
(
n
jpϕ(k) − 1
)
+ η(k).
The sum begins with n = pϕ(k)−1. The next possible non-zero cn is n = p
ϕ(k+1)−1.
However,
pϕ(k+1) = pϕ(k)p∇ϕ(k) > pϕ(k)(β + 2)ϕ(k) > pϕ(k)(β + 2)
(
p− 1
p
)
ϕ(k) = nk.
Hence, the only possible non-zero term in the sum is at n = pϕ(k) − 1. Then,
Af,ϕ(k) = −cpϕ(k)−1(a− b)
pϕ(k)
∑
j≥1
(−1)j−1
(
pϕ(k) − 1
jpϕ(k) − 1
)
+ η(k).
The sum over j is just 1, so the theorem follows. The fact that f is bounded follows
from the existence of L and
sup
x
|f(x)|p = sup
n
|cn|pR
n <∞.

Now let’s try to integrate the same type of function f , but use the path sequence
ϕ1(k) = k in the integral. Let’s assume that f can be integrated with ϕ and the
integral is −L 6= 0. The range of the index of summation is now smaller, so the
formula for Af,ϕ1(k) will sometimes give a value near L and sometimes be empty.
Thus there is no limit for Af,ϕ1(k) and no integral.
5. Uniform Ray Convergence and Ray Limits
Theorems 3.10, 3.12 and Corollary 4.16 suggest examination of an idea similar
to approaching a point in the plane along a fixed line.
Definition 5.1. Let ϕ(k) be a path sequence. A ϕ-ray, with endpoint m ∈ Z and
direction d ∈ Z+ will be a set of the form
{m+ dpϕ(k) | k ≥ k0, for some k0}.
m = −1 will be the primary value of m used with integration.
Definition 5.2. Let ϕ(k) be a path sequence. A sequence a(n) in Cp, will be called
uniformly ϕ-ray convergent at m, written ϕ-urc, if for each d ∈ Z+,
Lϕ(d) = lim
k→∞
a
(
m+ dpϕ(k)
)
exists and the limits are uniform over d. These limits will be called ϕ-ray limits.
The definitions of ϕ-urc and ray limits can be extended to interlocked families.
Definition 5.3. Let Φ be an interlocked family of path sequences. a(n) is Φ-urc
if there is a function LΦ : Z
+ 7→ Cp such that, given any ε > 0, there is a ϕε ∈ Φ
and a kε ∈ Z
+ with
| a
(
m+ dpϕε(k)
)
− LΦ(d) |p < ε
for all k > kε and all d ∈ Z
+.
The LΦ(d) will be called Φ-ray limits The following theorem shows that the
LΦ(d) are uniquely defined.
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Theorem 5.4. Suppose a(n) is Φ-urc and each of the functions L1(d) and L2(d)
satisfy the conditions of ray limits in the definition of Φ-urc. Then,
L1(d) = L2(d) for all d ∈ Z
+.
Proof. Let ε > 0. There are ϕi,ε and ki,ε, i = 1, 2, so that
| a
(
m+ dpϕi,ε(k)
)
− Li(d) |p < ε if k > ki,ε.
Let ϕ0,ε(k) ∈ Φ be a common subsequence of ϕ1,ε(k) and ϕ2,ε(k) for large k. Then
there is a k0 such that
| a
(
m+ dpϕ0,ε(k0)
)
− Li(d) |p < ε for i = 1, 2.
Now we have
|L1(d)− L2(d)|p = |L1(d) − a
(
m+ dpϕ0,ε(k0)
)
+ a
(
m+ dpϕ0,ε(k0)
)
− L2(d)|p < ε.
Since ε could be any positive number, L1(d) = L2(d) for all d ∈ Z
+. 
The next five results follow easily from the definitions.
Theorem 5.5. If Φ is an interlocked family of path sequences, ϕ ∈ Φ and a(n) is
ϕ-urc, then a(n) is Φ-urc with
LΦ(d) = Lϕ(d), d ∈ Z
+.
Theorem 5.6. If a(n) and b(n) are Φ-urc at m, then a(n)+b(n) and ca(n), c ∈ Cp,
are Φ-urc at m. If a(n) and b(n) are Φ-urc at m and bounded, then a(n)b(n) is
Φ-urc at m. The corresponding statements about the ray limits also hold.
Theorem 5.7. If Ψ is an interlocked family of path sequences and a(n) is Ψ-urc
at m, and for some α ∈ Z+ we write
Φ(k) = {ϕ | ϕ(k) = α+ ϕ1(k), ϕ1 ∈ Ψ, }
then a(n) is Φ-urc at m and LΦ(d) = LΨ(dp
α) for all d.
Theorem 5.8. If a(n) is ϕ1-urc at m, ϕ1(k) = α1 + λk and we write ϕ(k) =
α+ ϕ(k), α ∈ Z, then a(n) is ϕ-urc at m.
Theorem 5.9. If ϕ1(k) = α1 + λk and ϕ2(k) = α2 + λk and α1 ≡ α2 (mod λ)
and a(n) is ϕ1-urc at m with ray limits Lϕ1(d), then a(n) is ϕ2-urc at m and
Lϕ1(d) = Lϕ2(d).
Proof. ϕ1 and ϕ2 have the same set of values for large k. 
Theorem 5.10. If the ai(n) are Φ-urc at m and ai(n)→ a(n) uniformly over n as
i→∞, then a(n) is Φ-urc at m. Furthermore, if we write Li(d) for the ray limits
of the sequence ai(n) and LΦ(d) for the ray limits of the sequence a(n), then
LΦ(d) = lim
i→∞
Li(d).
Proof. First we’ll show limi→∞ Li(d) exists for each d ∈ Z
+. The proof will also
show that the convergence is uniform with respect to d. Let ε > 0. Choose I so
that |ai+1(n)− ai(n)|p < ε for all n and any i > I.
For any i > I there are ϕi,ε and ϕi+1,ε such that
| ai
(
m+ dpϕi,ε(k)
)
− Li(d) |p < ε and | ai+1
(
m+ dpϕi+1,ε(k)
)
−Li+1(d) |p < ε
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for large k.
There will also be a ψi,ε(k) ∈ Φ so that ψi,ε(k) is a subsequence of both ϕi,ε and
ϕi+1,ε for large k.
(5.1) |Li+1(d)− Li(d)|p
= |Li+1(d)− ai+1
(
m+ dpϕi+1,ε(k)
)
+ ai+1
(
m+ dpϕi+1,ε(k)
)
− ai
(
m+ dpϕi,ε(k)
)
+ ai
(
m+ dpϕi,ε(k)
)
− Li(d)|p.
Now a value of k can be picked large enough so that the first and last pairs of terms
on the right side of (5.1) have norm < ε and the center pair can be replaced by
ai+1
(
m+ dpψi,ε(k
′)
)
− ai
(
m+ dpψi,ε(k
′)
)
.
This last expression also has norm < ε, so for i > I,
|Li+1(d)− Li(d)|p < ε
and
lim
i→∞
Li(d) = LΦ(d)
exists for each d ∈ Z+.
Now we’re ready to show that a(n) is Φ-urc.
Given ε > 0, we can choose an I so that
|LI(d)− LΦ(d)|p < ε for all d.
and
|a(n)− aI(n)|p < ε
for all n.
There is a ϕI,ε ∈ Φ and a kI,ε such that
| aI
(
m+ dpϕI,ε(k)
)
− LI(d) |p < ε
for k > kI,ε and all d.
Putting the last three inequalities together with n = m+ dpϕI,ε(k) yields
| a
(
m+ dpϕI,ε(k)
)
− LΦ(d) |p < ε
for all k > kI,ε and all d ∈ Z
+. 
It will be useful here to define a symbol for an idea that occured in Theorem 4.13.
Let n ∈ Z+, m ∈ Zp, L ∈ Cp and a(n) be a sequence in Cp. We define
lim
n↑m
a(n)
def
= L
if, given an ε > 0, there is a δ > 0 such that if 0 < |n−m|p < δ, then
|a(n)− L|p < ε.
In other words, if n approaches m in Zp, then a(n) approachs L.
Clearly if limn→∞ a(n) = L, then
lim
n↑m
a(n) = L for any m ∈ Zp.
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Theorem 5.11. If
lim
n↑m
a(n) = L,
then a(n) is Φ-urc at m for any interlocked set Φ and, for all d,
LΦ(d) = L.
Proof. Let ϕ ∈ Φ. Given ε > 0 there is a δ > 0 such that
|a(n)− L|p < ε if 0 < |n−m|p < δ.
Choose kε so that
p−ϕ(kε) < δ.
Then if k > kε we have
|a(m+ dpϕ(k))− L|p < ε.
Reference to Theorem 5.5 completes the proof. 
Corollary 5.12. If a(n) = τ(n), for n ∈ Z+, and τ : Zp → Cp is continuous, then
a(n) is Φ-urc at m for all Φ and for all m ∈ Z and
LΦ(d) = τ(m) for all d ∈ Z
+.
Theorem 5.13. If for some Φ, a(n) is Φ-urc at m and LΦ(d) = L for all d ∈ Z
+,
then
lim
n↑m
a(n) = L.
Proof. Given ε > 0 there is a ϕε and a kε > m such that if k > kε and d ∈ Z
+
|a(m+ dpϕε(k))− L|p < ε.
Let δ = p−ϕε(kε). If |n−m|p < δ, then
n = m+ dpϕε(k)
with k > kε and d ∈ Z
+. The proof follows. 
Corollary 5.14. If a(n) is Φ1-urc at m for some Φ1 and some m, and LΦ1(d) = L
for all d ∈ Z+, then a(n) is Φ-urc at m for all Φ and LΦ(d) = L for all d.
Proof. Combine the two previous theorems. 
Theorem 5.15. Suppose a(n)→ 0 as n→∞, |b(n)|p is bounded and b(n) is ϕ-urc
for all m ≤ m0, m0 ∈ Z. Then
c(n) =
n∑
j=0
ajbn−j
is ϕ-urc for all m ≤ m0.
Proof. For a given m, m ≤ m0, and ε > 0, we have
c(m+ dpϕ(k+1))− c(m+ dpϕ(k))
=
m+dpϕ(k+1)∑
j=0
ajbm+dpϕ(k+1)−j −
m+dpϕ(k)∑
j=0
ajbm+dpϕ(k)−j
= η +
jε∑
j=0
aj
(
bm+dpϕ(k+1)−j − bm+dpϕ(k)−j
)
,
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where jε was chosen so |aj|p < ε/M for j > jε. Hence, |η|p < ε. k will be chosen
large enough so m + dpϕ(k) > jε. If k is large enough, the terms in the sum will
also be smaller than ε. Since ε was arbitrary, the ray limits exist and convergence
is uniform over d. 
Now let’s look at functions f ∈ H(A(a, b) and transfer some results on a(n) to
results about f . There are complications when m 6= −1, but for applications to
line integrals we can stick to m = −1.
Definition 5.16. We will say that
f(x) =
∑
n≥0
cn(x − b)
n
is ϕ-urc if the sequence
a(n) = cn(a− b)
n+1
is ϕ-urc at −1 and Φ-urc if a(n) is Φ-urc at −1.
Before we look at the dependence of this definition on the choice of a and b, let’s
restate Corollary 4.16 in this new language.
Theorem 5.17 (= Corollary 4.16). Suppose ϕ(k) = α+ λk, α ∈ Z, λ ∈ Z+. If
f(x) =
∑
n≥0
cn(x− b)
n,
f has controlled coefficients of order β < 1 and f is ϕ -urc, then∫
A(a,b),ϕ
f(x) dx exists.
Theorem 5.18. Suppose f ∈ H(A(a, b), f is bounded and
f(x) =
∑
n≥0
cn(x− b)
n.
If f is ϕ-urc, |a− a′|p < R = |a− b|p, and |b− b
′|p < R and
f(x) =
∑
n≥0
c′n(x− b
′)n, then
lim
k→∞
c′dpϕ(k)−1(a
′ − b′)dp
ϕ(k)
= lim
k→∞
cdpϕ(k)−1(a− b)
dpϕ(k) .
Thus for bounded, ϕ-urc holomorphic functions on A(a, b) we can define
Lf,ϕ(d) = lim
k→∞
cdpϕ(k)−1(a− b)
dpϕ(k) .
without regard to the choice of center for the circle or choice of b on the arc.
Proof. This is essentially a simpler version of the proof of Theorem 3.13 with β = 0.
First only b will be changed. Equation (3.5), where b′ − b = t(a− b), gives us
c′n(a− b)
n+1 = cn(a− b)
n+1 +
∑
m≥1
cm+n
(
m+ n
n
)
(a− b)m+n+1tm.
32 JACK DIAMOND
Let n = dpϕ(k)−1. On the right side, the large sum will go to 0 as k →∞ because,
as in the proof of Theorem 3.13, we have∣∣∣∣
(
m+ n
n
)∣∣∣∣
p
≤ ϕ(k)p−ϕ(k) if m ≤ ϕ(k)
and
|tm|p < (max(|t|p, |p|p))
−ϕ(k) if m > ϕ(k).
On the left side,
c′n(a− b)
n+1 = c′n(a− b
′)n+1
(
a− b
a− b′
)n+1
.
Since the large fraction goes to 1 as k →∞, we have
lim
k→∞
c′dpϕ(k)−1(a− b
′)dp
ϕ(k)
= lim
k→∞
cdpϕ(k)−1(a− b)
dpϕ(k) .
The proof for changing a is even simpler. Since the cn don’t change, the result
follows from the identity
(a− b)n+1 = (a′ − b)n+1
(
a− b
a′ − b
)n+1
with n = dpϕ(k) − 1.

From Theorems 5.6 and 5.10, with m = −1, we have
Theorem 5.19. HΦ(A) = { f | f ∈ H(A), f is Φ-urc } is a vector space and is
closed under uniform convergence.
Theorem 5.20. If f is holomorphic on the closed disc |x − a|p < |a− b|p, then f
is Φ-urc for all Φ and all Φ-ray limits are 0.
Proof. This follows from limn→∞|cn|pR
n = 0. 
From Theorem 5.15 we have
Theorem 5.21. If f(x) =
∑
n≥0 an(x− b)
n converges for |x− b|p ≤ R and g(x) =∑
n≥0 bn(x− b)
n is bounded and ϕ-urc on A and the sequence
n 7−→ bn(a− b)
n+1
is ϕ-urc at every negative integer, then f(x)g(x) is bounded and ϕ -urc on A.
Proof. The coefficients of f(x)g(x), expanded around b, are
cn =
n∑
j=0
ajbn−j.
To see that f(x)g(x) is ϕ-urc we need to examine
cn(a− b)
n+1.
If we let A(n) = an(a − b)
n and B(n) = bn(a − b)
n+1, then Theorem 5.15 applies
to give us Theorem 5.21. 
Theorem 5.22. If f(x) =
∑
n≥0 cn(x − b)
n is bounded on A, then f ′(x) is Φ-urc
for all Φ and all Φ-ray limits of f ′(x) are 0.
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Proof.
f ′(x) =
∑
n≥0
(n+ 1)cn+1(x − b)
n.
Because f(x) is bounded on A, we have
|cn(a− b)
n|p < M, for all n.
The theorem now follows easily from the definition of uniform Φ-ray convergence.

Theorem 5.23. Suppose f(x) ∈ H(A). f(x) has controlled coefficients with β < 1.
f is Φ-urc and all Φ-ray limits are L. Then,∫
A,Φ
f(x) dx = −L.
Proof. Theorem 4.13 and Theorem 5.13 with m = −1 do the job. 
The last theorem immediately shows that ray limits determine the value of an
integral in certain circumstances .
Theorem 5.24. If f , g ∈ H(A), and have controlled coefficients with β < 1 and
f and g are Φ-urc and
Lf,Φ(d) = Lg,Φ(d) for all d ∈ Z
+,
then ∫
A,Φ
f(x) dx =
∫
A,Φ
g(x) dx.
Proof. Look at f(x)− g(x). 
The last result raises two questions:
Given the set of ray limits of a function, is there another function with the same
ray limits that’s easier to integrate?
Is there a way to express the value of an integral in terms of the ray limits of
the function?
The following two theorems give answers in a special case. This will allow us to
calculate some intergrals whose values involve the Kubota - Leopoldt L-functions.
These theorems will be stated in terms of ray limits at any m, but only m = −1
will be used when they are applied to integrals.
Theorem 5.25. Suppose ϕ(k) = α + λk, α, λ ∈ Z, α ≥ 0 and λ ≥ 1. Suppose
a holomorphic function on the arc A(1, 0) has ϕ-ray limits at m we denote by
L(d,m). Suppose n ∈ Z+ satisfies pλ ≡ 1 (mod n) and α′ satisfies α′pα ≡ 1
(mod n). Suppose
L(d,m) = L(d′,m) if d ≡ d′ (mod n)
and that the definition of L(d,m) is extended to all d ∈ Z by
L(d,m) = L(d′,m), where d′ > 0 and d ≡ d′ (mod n).
Then, the function
f(x) =
P (x)
1− xn
,
34 JACK DIAMOND
with P (x) =
∑n−1
i=0 L(α
′(i −m),m)xi, has ray limits
Lf,ϕ(d,m) = L(d,m).
Proof.
f(x) = P (x)
∑
r≥0
xnr =
∑
i≥0
cix
i,
with ci = L(α
′(i −m),m). Hence,
Lf,ϕ(d,m) = lim
k→∞
cdpα+λk+m = lim
k→∞
L(α′dpα+λk,m) = L(d,m).
Since these limits are of constant sequences, the convergence is uniform over d. 
We can note that f is bounded on A(1, 0).
Theorem 5.26. Suppose ϕ(k) = α + λk, α, λ ∈ Z, α ≥ 0 and λ ≥ 1. Suppose
n ∈ Z+ satisfies pλ ≡ 1 (mod n). Let
f(x) =
P (x)
1− xn
with P (x) =
∑n−1
i=0 eix
i, ei ∈ Cp. Then,∫
A(1,0),ϕ
f(x) dx = −
1
n
∑
ζn=1
ζP (ζ)
1− ωpα(1− ζ)
= −
1
n
n−1∑
i=0
ei
∑
ζn=1
ζi+1
1− ωpα(1 − ζ)
.
Proof. The partial fraction decomposition of f(x) is
−
1
n
∑
ζn=1
ζP (ζ)
x− ζ
.
The theorem is a straightforward integration followed by the substitution of the
expression for P (x). 
Theorems 5.24, 5.25 and 5.26 can be combined to yield:
Theorem 5.27. Suppose f ∈ H(A(1, 0)) is bounded and ϕ-urc with ϕ(k) = α+λk.
Suppose there’s an n ∈ Z+, such that pλ ≡ 1 (mod n) and the ray limits Lf,ϕ(d)
are constant on classes of d modulo n. Let α′ be such that α′pα ≡ 1 (mod n).
Then, ∫
A(1,0),ϕ
f(x) dx = −
1
n
n−1∑
i=0
δiLf,ϕ(α
′(i+ 1)),
where,
δi =
∑
ζn=1
ζi+1
1− ωpα(1 − ζ)
.
The sum for δi is over the n-th roots of unity.
Corollary 5.28. If α = 0, then α′ = 1 and∫
A(1,0),ϕ
f(x) dx = −
1
n
n−1∑
i=0
δiLf,ϕ(i + 1).
Corollary 5.28 can be used to obtain
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Theorem 5.29. Let j ∈ Z+, j ≥ 2. Let ϕ(k) = k and ψp(x) be the derivative of
the p-adic log gamma function on Cp \ Zp. (See Theorem 4.14.) Then∫
A(1,0),ϕ
xj−3ψ′p(
1
x
) dx =
1− j
p− 1
p−2∑
i=0
δiLp(j, ω
i−j+2),
where
δi =
∑
ζp−1=1
ζi+1
1− ω(1− ζ)
.
Proof. When |x|p > 1, the Laurent series for ψ
′
p(x) is (See [1], [2] or [3].)
ψ′p(x) =
∑
n≥1
Bn−1
xn
,
where the Bn are the Bernoulli numbers from te
t/(et − 1). Let
f(x) = xj−3ψ′p(1/x) =
∑
n≥j−2
Bn−j+2x
n.
From
Bn = −
(
1− pn−1
)−1
nLp (1− n, ω
n)
it follows that the ray limits at −1 are given by
Lf,ϕ(d) = lim
k→∞
Bdpk−j+1 = −(1− j)Lp
(
j, ωd−j+1
)
.
This limit is constant on classes (mod (p−1)). In a given class, the limit is uniform
with respect to d. There are only p− 1 classes, so the limit is uniform with respect
to d ∈ Z+. Hence f(x) is ϕ-urc. Now Corollary 5.28 can be applied to obtain the
integral.

6. Cauchy’s Theorems
L. G. Shnirelman, [6] and [3], used his p-adic line integral to provide a p-adic
version of Cauchy’s Integral Formula. This result is similar to the complex version
in that if f is holomorphic on and inside a circle and z is inside the circle, the
theorem expresses the value of f(z) as a line integral around the circle.
In the complex plane we think of the boundary circle of a closed disc as a small
part of the disc and the interior as the major part of the disc. In Cp, a boundary
circle of a disc of radius R is made up of countably many open discs of radius R
and the interior is just one such disc.
In this sense a complex disc is mostly its interior and a p-adic disc is mostly on
a boundary circle. From this point of view , the p-adic analog of Cauchy’s Integral
Formula is one that expresses the value of a function f at points on a boundary
circle in terms of the values interior to the circle or, equivalently, the value of f at
any point not on a particular arc in terms of the function values on that arc.
Using a line integral on a small part of the circle, an arc, this section will have p-
adic versions of the Residue Theorem, the Cauchy-Goursat Theorem and Cauchy’s
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Integral Formula.
The domains considered will be closed discs and closed discs with a finite number
of open discs removed. The functions will be Krasner analytic functions on these
domains.
Holes are permitted on a boundary circle and, depending on the theorem, open
holes of radius R in a disc of radius R may be permitted.
The first result is a version of the Residue Theorem for Laurent series converging
on an annulus. It is a little broader than usual because the center point used to
define the Laurent series and the annulus is not necessarily the same as the center
point for the circle giving us an arc for integration.
Theorem 6.1 (Residue Theorem for Laurent Series). Let C be a circle with center
x0 and radius R. Suppose
f(x) =
∞∑
n=−∞
cn(x− x0)
n for |x− x0|p = R.
Let b be a point on C, a be such that |a− b|p = R and α ∈ Z≥0. Then,∫
A(a,b),Φα
f(x) dx =
c−1
1− ωpα
(
a−x0
a−b
) .
ω is the Teichmu¨ller character extended so ω(x) = 0 if |x|p < 1.
Proof. f(x) is the uniform limit of symmetric sums on the arc A(a, b). These sums
are rational functions whose integrals are each
c−1
1− ωpα
(
a−x0
a−b
) .
Hence, by Theorem 3.3, the theorem is proved. 
Notice that if a different x0 in the interior of C is used for the expansion of f(x),
the value of ω((a− x0)/(a− b)) is unchanged and hence c−1, the residue of f(x) at
x0 is unchanged.
Now let’s look at broader domains than closed disks. The concept that will link
values of a function is that of a Krasner analytic function, see [1] and [4]. The
domains to be considered will be closed discs with a finite number of open discs
removed. A function is a Krasner analytic function on these domains if it is the
uniform limit of rational functions whose poles are outside the domain.
Theorem 6.2 (Residue Theorem). Let
D = D+(a,R) \ ∪Mi=1D
−(xi, ri),
with ri < R for all i and the D
+(xi, ri) mutually disjoint. The xi do not have to
be interior to the circle |x− a|p = R. Choose b so that |b− a|p = |b− xi|p = R. Let
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α ∈ Z≥0.
Suppose f(x) is a Krasner analytic function on D. Then∫
A(a,b),Φα
f(x) dx =
M∑
i=1
1
1− ωpα
(
a−xi
a−b
)Res
x=xi
f(x)
.
Proof. A Krasner analytic function on D, see [4], has the form
f(x) =
M∑
i=0
fi(x)
with f0(x) ∈ H(D
+(a,R)) and
fi(x) =
∞∑
n=1
cn,i
(x− xi)n
, |x− xi|p ≥ ri.
Clearly,
(6.1)
∫
A(a,b),Φα
f(x) dx =
M∑
i=0
∫
A(a,b),Φα
fi(x) dx.
By Theorem 4.1, ∫
A(a,b),Φα
f0(x) dx = 0,
and by Theorem 6.1 we have∫
A(a,b),Φα
fi(x) dx =
c1,i
1− ωpα
(
a−xi
a−b
) = Resx=xifi(x)
1− ωpα
(
a−xi
a−b
) .
The condition that the D+i (xi, ri) are disjoint implies that Resx=xi
fi(x) = Res
x=xi
f(x).
Substitution into Equation (6.1) completes the proof of the Residue Theorem. 
In the complex case, the Cauchy-Goursat Theorem for analytic functions on a
multiply connected region says, roughly, that if a function is analytic on disc with
holes, the integral of the function around the perimeter of the disc is equal to the
sum of the integrals taken around the holes. In the complex case, the holes must
have smaller radii than the disc. This isn’t so in the p-adic case, so two theorems
will be given.
Theorem 6.3 (Cauchy-Goursat Theorem - small holes). Let C be a circle with
center a and radius R. Let D = D+(a,R) \ ∪Mi=1D
−(xi, ρi), with all ρi < R. Let
the Ci be circles with centers xi and radii ri with ρi ≤ ri < R. Let b be a point on
C with |b − xi|p = R for all i and bi be a point on Ci. Suppose that the D
+(xi, ri)
are mutually disjoint. Let α ∈ Z≥0.
Then, if f(x) is a Krasner analytic function on D,∫
A(a,b),Φα
f(x) dx =
M∑
i=1
1
1− ωpα
(
a−xi
a−b
) ∫
A(xi,bi),Φα
f(x) dx.
The constant coefficients depend only on α, the arc A(a, b), D and the choice of
boundary circle C.
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Proof. We can write
f(x) =
M∑
i=0
fi(x)
with f0(x) ∈ H(D
+(a,R)) and
fi(x) =
∞∑
n=1
cn,i
(x− xi)n
, |x− xi|p ≥ ri.
First, let’s integrate fi(x) over the arc A(xi, bi). By Theorem 6.1 we have∫
A(xi,bi),Φα
fi(x) dx =
c1,i
1− ωpα
(
xi−xi
xi−bi
) = c1,i.
Substitution into the Residue Theorem, Theorem 6.2, yields
(6.2)
∫
A(a,b),Φα
f(x) dx =
M∑
i=1
1
1− ωpα
(
a−xi
a−b
) ∫
A(xi,bi),Φα
fi(x) dx.
Now let’s integrate fj(x), j 6= i, over the arc A(xi, bi) The assumption that the
D+i (xi, ri) are mutually disjoint implies that fj(x) is holomorphic on |x−xi|p ≤ ri.
It follows that ∫
A(xi,bi),Φα
fj(x) dx = 0, j 6= i.
Hence
(6.3)
∫
A(xi,bi),Φα
f(x) dx =
∫
A(xi,bi),Φα
fi(x) dx.
Substituting equation (6.3) into equation (6.2) yields this version of the Cauchy-
Goursat Theorem. 
If all of the xi, are interior to the circle, then the coefficients in this theorem
become 1 and, as in the complex case, we have∫
A(a,b),Φα
f(x) dx =
M∑
i=1
∫
A(xi,bi),Φα
f(x) dx.
It’s helpful to establish the following lemma and theorem before considering do-
mains with holes of radius R.
Lemma 6.4. Let xi and bi, 1 ≤ i ≤ n, be formal variables. Then
det
(
xi − bi
xj − bi
)
1≤i,j≤n
=
n∏
i,j=1
i6=j
(xj − bi)
−1
n∏
i,j=1
i<j
(bj − bi) (xi − xj) .
Proof.
det
(
xi − bi
xj − bi
)
1≤i,j≤n
·
n∏
i,j=1
i6=j
(xj − bi) = det
(∏n
k=1(xk − bi)
xj − bi
)
1≤i,j≤n
=
n∏
i,j=1
i<j
(bj − bi) (xi − xj) .
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The last step is derived from the facts that both sides of the last equality are
polynomials, the linear factors on the right are factors on the left, the degrees of
the variables on the left don’t exceed their degrees on the right (This equates the
two sides up to a multiplicative constant.) and, finally, that letting xi = bi, for all
i, shows the multiplicative constant is 1. 
Theorem 6.5. Suppose xi, bi ∈ D
+(a,R), 1 ≤ i ≤ n, |xi − xj |p = |bi − bj|p = R,
if i 6= j, and |xi − bj |p = R for all i, j. Let α ∈ Z≥0. Define the matrix Dα by
Dα =

 1
1− ωpα
(
xi−xj
xi−bi
)


1≤i,j≤n
.
Then,
|det(Dα)|p = 1.
Proof. The proof is by induction on α, starting with α = 0. Since we can multiply
all the xi and bi by a single non-zero constant with no change in ω((xi−xj)/(xi−bi)),
we can take R = 1 with no loss. Since |ω(x) − x|p < 1 for any x with |x|p ≤ 1, it
follows that
1
1− ω
(
xi−xj
xi−bi
) = xi − bi
xj − bi
+ εi,j , with |εi,j |p < 1.
Each of the terms in Dα has absolute value 1, so we can say
|det(Dα)|p =
∣∣∣∣∣det
(
xi − bi
xj − bi
)
1≤i,j≤n
+ ε
∣∣∣∣∣
p
, with |ε|p < 1.
The conditions of this theorem, together with Lemma 6.4, show that
|det(Dα)|p = 1
in the case α = 0.
The induction is straightforward using
(x+ y)p = xp + yp + ε,
where |ε|p| ≤ 1/p and |x|p = |y|p = 1. 
Now we’re ready to establish a p-adic version of the Cauchy-Goursat Theorem
that will allow for holes of radius R in a closed disc of radius R.
Theorem 6.6 (Cauchy-Goursat Theorem). Let C be a circle with center a and
radius R. Let D = D+(a,R) \ ∪Mi=1D
−(xi, ρi), with ρi = R for i = 1, . . . ,m and
ρi < R for m < i ≤M . Suppose that |a−xi|p = R for i ≤ m and that the D
−(xi, ρi)
are mutually disjoint. Let b be a point on C with |b−xi|p = R for all i. Let the Ci be
circles having centers xi and radii ri with ρi ≤ ri ≤ R. Suppose the D
+(xi, ri) are
mutually disjoint for i > m. For each i, let bi be a point on Ci with the conditions,
for 1 ≤ i ≤ m, that |bi−xj |p = R for any j and |bi−bj|p = R if i 6= j. Let α ∈ Z≥0.
Then there are constants µ1, . . . , µM , depending only on α, the region D with
its choice of boundary circle and the arcs A(a, b) and A(xi, bi), such that for any
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function f(x) that is Krasner analytic on D, we have∫
A(a,b),Φα
f(x) dx =
M∑
i=1
µi
∫
A(xi,bi),Φα
f(x) dx.
Proof. We can write
f(x) =
M∑
i=0
fi(x)
with f0(x) ∈ H(D
+(a,R)) and
fi(x) =
∞∑
n=1
cn,i
(x− xi)n
, |x− xi|p ≥ ri.
Hence,
(6.4)
∫
A(a,b),Φα
f(x) dx =
M∑
i=0
∫
A(a,b),Φα
fi(x) dx =
M∑
i=1
c1,i
1− ωpα
(
a−xi
a−b
) .
For 1 ≤ i ≤ m, we have∫
A(xi,bi),Φα
f(x) dx =
M∑
j=0
∫
A(xi,bi),Φα
fj(x) dx =
M∑
j=1
c1,j
1− ωpα
(
xi−xj
xi−bi
) .
These are m linear equations in the M variables c1,j , j = 1, . . . ,M .
For m+ 1 ≤ i ≤M we have, as in the proof of the preceding theorem,∫
A(xi,bi),Φα
f(x) dx =
∫
A(xi,bi),Φα
fi(x) dx = c1,i.
These areM −m additional simple linear equations in c1,j , j = 1, . . . ,M . Theorem
6.5 and the diagonal nature of the lastM−m equations show that theM equations
are linearly independent. By Cramer’s rule for solving linear equations, the c1,j are
each linear combinations of the integrals∫
A(xi,bi),Φα
f(x) dx.
Substitution of these expressions for the c1,j into equation (6.4) completes the
proof. 
Three versions of Cauchy’s Integral Formula, corresponding to increasingly gen-
eral domains, will be given. A fourth version, with a slightly different approach in
a special case, will follow.
The first version, for functions holomorphic on a closed disc, shows how knowl-
edge of a function on a single arc determines the function values anywhere else on
the disc.
Theorem 6.7 (Cauchy’s Integral Formula on closed discs). Let D = D+(a,R). Let
f ∈ H(D). Choose b with |b − a|p = R and z with z ∈ D \ A(a, b). Let α ∈ Z≥0.
Then,
f(z) =
(
1− ωp
α
(
a− z
a− b
))∫
A(a,b),Φα
f(x)
x− z
dx.
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The expression in front of the integral sign is constant for z within an open disc
of radius R.
Proof. The Laurent series for f(x)/(x − z), expanded around z, and Theorem 6.1
give the result immediately. 
The same method provides Cauchy’s Formula for the derivatives of a holomorphic
function on a closed disc.
Theorem 6.8. Let D = D+(a,R). Let f ∈ H(D). Choose b with |b− a|p = R and
z with z ∈ D \ A(a, b). Let α ∈ Z≥0. Then,
f (n)(z)
n!
=
(
1− ωp
α
(
a− z
a− b
))∫
A(a,b),Φα
f(x)
(x − z)(n+1)
dx.
.
The expression in front of the integral sign is constant for z within an open disc
of radius R.
The following known result follows easily from Theorem 6.7.
Theorem 6.9. Let D = D+(a,R). If f ∈ H(D), then
sup
x∈A
|f(x)|p = max
x∈D
|f(x|p
for every open disc A of radius R.
Proof. Theorem 3.2 applied to the integral in Cauchy’s Theorem yields
max
x∈D\A
|f(x|p ≤ sup
x∈A
|f(x)|p
for every arc A. Hence,
sup
x∈A
|f(x)|p = max
x∈D
|f(x|p.

This next version of Cauchy’s Intergral Theorem is for a disc with a finite number
of holes, all of whose radii are less than the radius of the disc. This result differs
from the complex variables theorem in that the holes can be on the boundary circle
and z can be on the boundary circle. Any circle of radius R can be used as the
boundary circle of the disc. As in the complex case we use integrals on the boundary
circle of the disc and the boundary circles of the holes. These integrals will be on
arcs of these circles.
Theorem 6.10 (Cauchy’s Integral Formula - small holes). Let C be a circle with
center a and radius R. Let D = D+(a,R) \ ∪Mi=1D
−(xi, ri) with ri < R and
the D+(xi, ri) mutually disjoint. Let b be a point on C with |b − xi|p = R for
all i. Choose bi, i = 1, . . . ,M , so that |xi − bi|p = ri. Let x0 ∈ D be such that
|x0−xi|p > ri and |x0−b|p = R. Let r
∗ = min1≤i≤M |x0−xi|p and D
∗ = D−(x0, r
∗).
Let α ∈ Z≥0.
Then, if z ∈ D∗ and f(x) is a Krasner analytic function on D,
f(z)
1− ωpα
(
a−x0
a−b
) = ∫
A(a,b),Φα
f(x)
x− z
dx−
M∑
i=1
1
1− ωpα
(
a−xi
a−b
) ∫
A(xi,bi),Φα
f(x)
x− z
dx.
The constant coefficients depend only on α, the arc A(a, b), D∗, D and the choice
of boundary circle C.
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Proof. Choose r0 so |z − x0|p < r0 < r
∗. Now select b0 so |x0 − b0|p = r0. Let
D′ = D \D−(x0, r0). The function f(x)/(x − z) on D
′ satisfies the conditions of
Theorem 6.3, the Cauchy-Goursat Theorem - small holes, so we have
(6.5)
∫
A(a,b),Φα
f(x)
x− z
dx =
M∑
i=0
1
1− ωpα
(
a−xi
a−b
) ∫
A(xi,bi),Φα
f(x)
x− z
dx.
Cauchy’s Theorem for functions holomorphic on a closed disc, Theorem 6.7, yields
f(z) =
∫
A(x0,b0),Φα
f(x)
x− z
dx.
Substitution of f(z) for this integral in equation (6.5) and rearranging terms yields
f(z)
1− ωpα
(
a−x0
a−b
) = ∫
A(a,b),Φα
f(x)
x− z
dx−
M∑
i=1
1
1− ωpα
(
a−xi
a−b
) ∫
A(xi,bi),Φα
f(x)
x− z
dx.

We can observe that the value of ω
(
a−xi
a−b
)
is constant for values of xi within an
open disc of radius R.
This next result, the most general, is Cauchy’s Integral Formula for Krasner
analytic functions on a disc with a finite number of open holes of any size. It
will be assumed that at least one hole has radius R. z can be anywhere in the
domain except on the boundary circle of a small hole. This situation does not
have a complex analog. The boundary circles of holes of radius R are themselves
boundary circles for the closed disc. Hence we distinguish a boundary circle for the
disc separate from the boundary circles of the holes.
Theorem 6.11 (Cauchy’s Integral Formula). Let C be a circle with center a and
radius R. Let D = D+(a,R) \ ∪Mi=1D
−(xi, ri), with ri = R for i = 1, . . . ,m and
ri < R for m < i ≤ M . Suppose that |a − xi|p = R for i ≤ m, the D
−(xi, ri)
are mutually disjoint and the D+(xi, ri) are mutually disjoint for i > m. Let b be
a point on C with |b − xi|p = R for all i. Let the Ci be circles having centers xi
and radii ri. For each i, let bi be a point on Ci with the condition, for 1 ≤ i ≤ m,
|bi − xj |p = R for any j and |bi − bj|p = R if i 6= j. Let α ∈ Z≥0.
Let x¯ ∈ D be such that
|x¯− bi|p = R, for 1 ≤ i ≤ m, and |x¯− xi|p > ri, for i > m.
Let
r∗ = min
1≤i≤M
|x¯− xi|p and D
∗ = D−(x¯, r∗).
Then, if z ∈ D∗, there are constants µ0, µ1, . . . , µM , depending only on α, D
∗, the
region D with its choice of boundary circle, the arcs A(a, b) and A(xi, bi), so that
f(z) = µ0
∫
A(a,b),Φα
f(x)
x− z
dx +
M∑
i=1
µi
∫
A(xi,bi),Φα
f(x)
x− z
dx.
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Proof. It’s convenient to write xo = a and b0 = b. Let z ∈ D
∗. Let D′ = D \D∗.
The function f(x)/(x − z) is a Krasner analytic function on D′. Hence it can be
written
f(x)
x− z
=
f(z)
x− z
+
M∑
j=0
fj(x)
with f0(x) ∈ H(D
+(a,R)) and
fj(x) =
∞∑
n=1
cn,j
(x− xj)n
, for |x− xj |p ≥ rj and j ≥ 1.
Now let’s integrate f(x)/(x − z) on each of the arcs A(xi, bi). If 0 ≤ i ≤ m we
have ∫
A(xi,bi),Φα
f(x)
x− z
dx =
f(z)
1− ωpα
(
xi−z
xi−bi
) + M∑
j=1
c1,j
1− ωpα
(
xi−xj
xi−bi
) .
For m < i ≤M we have, because |xj − xi|p > |ri|p when j 6= i.∫
A(xi,bi),Φα
f(x)
x− z
dx = c1,i.
Because |z − x¯|p < R, we can replace z by x¯, when i ≤ m, in the expression
ω
(
xi − z
xi − bi
)
.
We now have M + 1 linear equations, in the M + 1 variables f(z), c1,1, . . . , c1,M ,
described as follows: The first m+1 rows of the coefficient matrix consist of a first
column 
 1
1− ωpα
(
xi−x¯
xi−bi
)


0≤i≤m
.
next to the matrix 
 1
1− ωpα
(
xi−xj
xi−bi
)


0≤i≤m,1≤j≤M
.
The remaining rows have 1 on the main diagonal and 0 everywhere else.
The separate column of constants is(∫
A(xi,bi),Φα
f(x)
x− z
dx
)
0≤i≤M
.
The determinant of the coefficient matrix of these equations is not zero. To see
this, multiply the top row of the matrix by(
x¯− b0
x0 − b0
)pα
.
This factor is not zero. To within an error of less than 1 in each term, the top row
becomes, after the first element 1,
 1
1− ωpα
(
x¯−xj
x¯−b0
)


1≤j≤M
.
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This gives a determinant to which Theorem 6.5 can be applied to conclude the
coefficient matrix has a non-zero determinant. Hence Cramer’s rule can be used to
solve the equations for f(z). The theorem follows. 
Here’s an example with p = 5. Let D ⊂ C5 be the closed unit disc around 0
with the open unit disc around 0 removed. We’ll take the circle with center −1 and
radius 1 as the boundary circle for the disc. Suppose f(x) is a Krasner analytic
function on D. We’ll find an expression for f(z) when z is in the interior of the
boundary circle, the open unit disc around −1. We’ll assume that the values of
f(x) are known on the arcs A(−1, 1) and A(0, 2). Let x¯ = −1. The first arc is on
the boundary circle of the disc and the second on the boundary circle of the hole.
Take α = 0, x0 = −1, x1 = 0, b0 = 1 and b1 = 2. In C5 we can write ω(2) = i.
Putting these numbers into the proof of Theorem 6.11 yields:
If |z + 1|p < 1,
f(z) = 2
∫
A(−1,1),Φ0
f(x)
x− z
dx− (1 − i)
∫
A(−0,2),Φ0
f(x)
x− z
dx.
The next version of Cauchy’s Integral Formula applies to a closed disc of radius
R with one open hole of radius R. It’s different from Theorem 6.11 in that the two
circles used for the integrals use the same base point for an arc. That is, b0 = b1,
which is impossible in Theorem 6.11. This means that while there will still be
two integrals, knowledge of the values of f(x) on only one arc is needed to obtain
values of f(z) for z elsewhere in the domain. This approach also requires that a
determinant D 6= 0. This is trickier to establish than the similar requirement in
Theorem 6.11.
Theorem 6.12 (Cauchy’s Integral Formula -one large hole ). Let D = D+(x1, R)\D
−(x1, R).
Select b ∈ D so that |x1 − b|p = R. Let x0 ∈ D with |x0 − b|p = R. Choose
a0 ∈ D
+(x1, R) so that |a0 − b|p = |a0 − x1|p = R. For ease of notation, let
a1 = x1. Let f be a Krasner analytic function on D.
Then, if |z − x0|p < R and D 6= 0,
f(z) =
1
D

∫
A(a0,b),Φα
f(x)
x− z
dx−
1
1− ωpα
(
a0−x1
a0−b
) ∫
A(x1,b),Φα
f(x)
x− z
dx

 ,
where
D = det

 1
1− ωpα
(
ai−xj
ai−b
)


0≤i,j≤1
.
Furthermore, a0 can always be chosen so that D 6= 0.
Proof. f(x)/(x − z) is Krasner analytic on the arcs A(ai, b), so the integrals over
these arcs will exist. Also, f(x)/(x−z) is Krasner analytic on the domainD\D−(z,R) =
D\D−(x0, R). Hence,
f(x)
x− z
= f0(x) + f1(x) + f2(x),
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with f0(x) ∈ H(D
+(x1, R)),
f1(x) =
f(z)
x− z
and f2(x) =
∑
n≥1
cn
(x− x1)n
.
Since
ω
(
ai − z
ai − b
)
= ω
(
ai − x0
ai − b
)
,
we have the two equations∫
A(ai,b),Φα
f(x)
x− z
dx =
f(z)
1− ωpα
(
ai−x0
ai−b
) + c1
1− ωpα
(
ai−x1
ai−b
) i = 1, 2.
These are linear equation in f(z) and c1, so Cramer’s Rule applies and, if D 6= 0,
we can solve for f(z) as in the statement of the theorem. 
The following result shows that for any f and z that satisfy the conditions of
Theorem 6.12 we can select a0 so that D 6= 0.
Theorem 6.13. Let ζ = ω
(
x1−x0
x1−b
)
. If ζ is not a primitive 6-th root of unity, then
if a0 = x0 we have D 6= 0. If ζ is a primitive 6-th root of unity, then any a0 such
that ω
(
a0−x1
a0−b
)
6= −ζ will have D 6= 0.
Proof. If a0 = x0 and ω
(
x1−x0
x1−b
)
is not a primitive 6-th root of unity, then
D =
∣∣∣∣∣∣
1 1
1−ωpα
(
x0−x1
x0−b
)
1
1−ωpα
(
x1−x0
x1−b
) 1
∣∣∣∣∣∣ .
Let ζ1 and ζ2 be the two roots of unity expressed by ω
pα . If D = 0, then we have
(1− ζ1)(1 − ζ2) = 1.
This is equivalent to
1 +
ζ1
ζ2
= ζ1.
A look at the complex circle shows ζ1 and ζ2 are the two primitive 6-th roots of
unity.
Now for the case when ζ = ω
(
x1−x0
x1−b
)
is a primitive 6-th root of unity. We have
D =
∣∣∣∣∣
1
1−ωpα
(
a0−x0
a0−b
) 1
1−ωpα
(
a0−x1
a0−b
)
1
1−ζ(pα
1
∣∣∣∣∣ .
Let ζ1, ζ2, ζ3 be the three roots of unity expressed by ω
pα as below. Then
D =
∣∣∣∣ 11−ζ1 11−ζ21
1−ζ3
1
∣∣∣∣ .
In the complex plane, the mapping z → 1/(1 − z) sends the unit circle onto the
extended line ℜz = 1/2. It follows that there is at most one solution, (ζ1, ζ2), to
the equation D = 0. The pair (ζ1, ζ2) = (ζ
2
3 , −ζ3) is that solution. From ζ2 = −ζ3
we get
ω
(
a0 − x1
a0 − b
)
= −ζ.
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
Let’s look again at the example that followed Theorem 6.11. f(x) is a Krasner
analytic function on D+(0, 1) \D−(0, 1) in C5. We’ll assume we know the values
of f(x) when |x− 1|p < 1. Then for |z + 1|p < 1, using Theorem 6.12 with α = 0,
x0 = −1, x1 = 0, b = 1, we have
f(z) =
6− 2i
5
∫
A(−1,1),Φ0
f(x)
x− z
dx−
2− 4i
5
∫
A(0,1),Φ0
f(x)
x− z
dx.
The fact that |D|5 < 1 in this example isn’t an accident. In this situation, even
with more than one hole, it is easy to show that |D|p < 1.
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