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Abstract
Maximum Boolean satisfiability (max-SAT) is the optimization counterpart of Boolean satisfiabil-
ity (SAT), in which a variable assignment is sought to satisfy the maximum number of clauses in a
Boolean formula. A branch and bound algorithm based on the Davis–Putnam–Logemann–Loveland
procedure (DPLL) is one of the most competitive exact algorithms for solving max-SAT. In this pa-
per, we propose and investigate a number of strategies for max-SAT. The first strategy is a set of
unit propagation or unit resolution rules for max-SAT. We summarize three existing unit propaga-
tion rules and propose a new one based on a nonlinear programming formulation of max-SAT. The
second strategy is an effective lower bound based on linear programming (LP). We show that the LP
lower bound can be made effective as the number of clauses increases. The third strategy consists
of a binary-clause first rule and a dynamic-weighting variable ordering rule, which are motivated by
a thorough analysis of two existing well-known variable orderings. Based on the analysis of these
strategies, we develop an exact solver for both max-SAT and weighted max-SAT. Our experimental
results on random problem instances and many instances from the max-SAT libraries show that our
new solver outperforms most of the existing exact max-SAT solvers, with orders of magnitude of
improvement in many cases.
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Boolean satisfiability (SAT) is an archetypical decision problem in artificial intelligence,
logic and theory of computation. SAT with more than two literals (variables or their nega-
tions) per clause is NP-complete [6,29]. Maximum Boolean satisfiability (max-SAT) is the
optimization counterpart of SAT, whose aim is to maximize the number of satisfied clauses.
Max-SAT is more general than SAT; the solution to max-SAT can be used to answer the
question of its decision counterpart, but not vice versa. Therefore, max-SAT is more diffi-
cult to solve than SAT. Max-SAT is NP-hard [15] even when each clause has no more than
two literals, while SAT with two literals per clause (2-SAT) is polynomial soluble.
Weighted max-SAT is an extension of max-SAT in which a clause carries a weight, rep-
resenting the significance of the clause or an induced penalty if it is violated. In weighted
max-SAT, the objective is to maximize the total weight of the satisfied clauses. Max-SAT
and weighted max-SAT have many real-world applications in domains such as scheduling,
configuration problems, probabilistic reasoning, auction, and pattern recognition [14,20].
For simplicity, in this paper, when we mention max-SAT, we refer to both weighted and un-
weighted max-SAT. Following the convention for SAT, we refer to the ratio of the number
of clauses to the number of variables as the “constrainedness” of max-SAT.
The Davis–Putnam–Logemann–Loveland (DPLL) algorithm for SAT [10] can be ex-
tended to a branch-and-bound (BnB) algorithm for max-SAT. A BnB-based DPLL algo-
rithm has been shown to be among the most competitive for max-SAT [43]. Much effort
has been devoted to improving the performance of such a BnB-based DPLL algorithm for
max-SAT by combining the techniques previously developed for SAT [4,28,43] and many
methods used in Operations Research (OR), such as integer linear programming (ILP) and
cutting plane methods [12,23,28]. However, these efforts have enjoyed limited success, es-
pecially on large, complex problems. In particular, the current OR-based approaches are
more effective than the DPLL-based algorithms only on max-2-SAT [28], which is max-
SAT with no more than two literals per clause. On the other hand, even though a BnB-based
DPLL algorithm is an efficient algorithm for max-SAT, it can handle relatively small prob-
lems with moderate degrees of constrainedness.
Therefore, despite the previous effort, much work is still needed in order to develop
efficient algorithms for both max-SAT and weighted max-SAT, and special care is required
when extending SAT techniques to max-SAT. In principle, most techniques developed for
SAT can be extended to max-SAT [14,20,43]. However, the SAT techniques take advantage
of the fact that SAT is a decision problem, so that a search avenue can be abandoned as
soon as a constraint violation becomes evident. This fact has been explicitly captured in
the unit propagation or unit resolution methods and different variable orderings used by
the DPLL algorithm and its variants. In contrast, the study of unit propagation methods
and variable orderings for max-SAT is limited. It is important to note that max-SAT has
its own intrinsic features that are remarkably different from its decision counterpart. Many
existing techniques for SAT must be carefully reconsidered when being applied to max-
SAT. Overall, it is much harder to develop an effective and efficient algorithm for max-SAT
than for SAT, and the research of developing efficient exact max-SAT solver deserves much
attention, due to the generality and importance of the problem.
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review the previous research on max-SAT, those taking the DPLL framework for SAT in
particular, and develop an efficient exact max-SAT algorithm based on DPLL. Our algo-
rithm has three ingredients, which can be viewed as novel extensions to the main ideas
behind the existing methods for SAT. The first is a combination of four unit propaga-
tion rules for max-SAT. Three of these rules were proposed by others in previous studies;
we analyze them extensively in this research. The fourth, new unit propagation rule is
developed in this research based on an integer nonlinear programming formulation of
max-SAT. This is an innovative contribution, enlarging our arsenal of unit propagations
for max-SAT. We also consider different ways to combine these four propagation rules in
our study.
The second element of our max-SAT algorithm is an effective lookahead lower bound
to estimate the minimum number of clauses unsatisfiable at a node during the search. Our
lower bound is based on linear programming (LP) [21]. This is a remarkable contribution;
it is perhaps the first successful application of LP to max-SAT, despite similar (but not
successful) previous efforts to apply integer LP (ILP) to max-SAT [12,23,28].
The third ingredient consists of two new variable-ordering or branching rules, which
were inspired by the results of a close examination of two popular variable-ordering rules
for SAT, i.e., the Mom’s rule [8,30] and the two-side Jeroslow–Wang rule [24], on max-
SAT. The first new variable-ordering rule is designed for max-2-SAT. As its name, binary-
clause first rule, indicates, this rule gives a higher priority to a variable in binary clauses
than those in unit clauses. The second new rule is designed to cope with large range of
constrainedness values of max-3-SAT instances. It is a dynamic variable-ordering heuristic
that is able to dynamically change its variable ordering from close to the Mom’s rule to
close to the two-sided Jeroslow–Wang rule as the constrainedness increases.
The paper is organized as follows, we first discuss max-SAT and describe two types of
mathematical formulation of the problem in Section 2. In Section 3, we review the DPLL
algorithm for SAT and how it can be extended to max-SAT. We discuss various factors that
affect its performance, including initial upper bound, value ordering, lower bound from unit
clauses, and two existing variable ordering rules. In Section 4, we present four unit propa-
gation rules for max-SAT. In Section 5, we develop a lower bound function based on linear
programming, and discuss why LP-based lower bound is effective on highly constrained
problem instances. In Section 6, we propose the binary-clause first and dynamic-weighting
variable ordering rules. We present experimental results of our new strategies, and describe
an efficient max-SAT algorithm that combines all our new strategies in Section 7. We also
systematically compare our new solver with the most existing max-SAT solvers in Sec-
tion 7. Finally, we discuss some related work in Section 8, and conclude in Section 9.
Preliminary results of the research and an extended abstract of this paper appeared in
[45].
2. Formulation of maximum satisfiability
A satisfiability problem (SAT) is a Boolean formula involving a set of Boolean variables
and a conjunction of a set of disjunctive clauses of literals, which are variables and their
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is named binary clause, a clause with three literals is referred to as a clause of size three,
and so on. A clause is satisfied if at least one of its literals takes value T , and a formula is
satisfied if all the clauses are satisfied. The conjunction defines constraints on the possible
combinations of variable assignments. SAT is to find a variable assignment that satisfies
all the clauses. Specially, 3-SAT is SAT where each clause has three literals. When there
exists no variable assignment to satisfy all clauses, it is required to find an assignment
that maximizes the total number (or weight) of satisfied clauses [14]. This is maximum
satisfiability, maximum SAT, or max-SAT for short.
In general, a weighted max-SAT can be formulated as a minimization problem. Given a
set of m clauses defined on n Boolean variables, {v1, v2, . . . , vn}, it is to minimize objective
W =
m∑
i=1
wiyi,
subject to
yi =
{
1, if the ith clause is unsatisfied,
0, otherwise,
where wi is the weight of the ith clause, and yi is a decision variable [21] corresponding
to the ith clause, for i = 1,2, . . . ,m. When the problem is unweighted, wi = 1.
2.1. Linear programming
Max-SAT can be formulated as an integer linear program (ILP) [28] or a pseudo-
Boolean formula [12,44]. We map a Boolean variable vi to an integer variable xi that takes
value 1 when vi is True or 0 when it is False, i.e., xi = 1 or 0 when vi = T or F , respec-
tively. We then map v¯i to 1−xi . With these mappings, we can formulate a clause as a linear
inequality. For example, clause (v1 ∨ v¯2 ∨ v3) can be mapped to x1 + (1 − x2) + x3  1.
Here, the inequality means that the clause must be satisfied in order for the left side of the
inequality to have a value not smaller than one.
However, a clause in a max-SAT may not be satisfied at all, so that the corresponding
inequality may be violated. To address this issue, we introduce an auxiliary integer variable
yi (or decision variable) to the left side of the ith mapped inequality. Variable yi = 1 if
the corresponding clause is unsatisfied, making the inequality valid; otherwise, yi = 0.
Since the objective is to minimize the total weight of violated clauses, it is equivalent
to minimizing the sum of the products of the clause weights and the decision variables
that are forced to take value 1. For example, (v1 ∨ v¯2 ∨ v3) (weight 2), (v2 ∨ v¯4) (weight
3) can be written as an ILP of minimizing W = 2y1 + 3y2, subject to the constraints of
x1 + (1 − x2) + x3 + y1  1 and x2 + (1 − x4) + y2  1.
The linear 0-1 program formulation of max-SAT suggests that the problem could be
solved by integer linear programming (ILP). However, ILP is NP-hard. Furthermore, as
shown in [28], except for max-2-SAT, a direct application of ILP to other max-SAT prob-
lems does not seem to be effective.
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The ILP formulation of max-SAT can be extended to a nonlinear program formulation.
We will use this formulation to derive a new unit resolution rule for max-SAT in Sec-
tion 4.4. This extension can be achieved by applying the inclusion-exclusion principle [31]
to turn the inequalities in an ILP formulation into equalities. Here, we introduce an integer
expression to represent a literal. For example, given (v1 ∨ v¯2 ∨ v3), we introduce integer
expressions x1,1−x2 and x3 for the literals v1, v¯2 and v3. Such an integer expression takes
value 1 if its corresponding literal is set to true, or value 0 otherwise. Using the inclusion-
exclusion principle, we then write a nonlinear equation fi + yi = 1 for the ith clause of a
given formula, where yi is a decision variable taking value 0 or 1. Taking (v1 ∨ v¯2 ∨ v3) as
an example, we have
fi = [x1 + 1 − x2 + x3] −
[
x1(1 − x2) + x1x3 + (1 − x2)x3
]+ x1(1 − x2)x3.
Note that fi can take value 1 or 0. Specifically, fi = 0 if no literal in the clause is set to
true, or fi = 1 otherwise. As in the ILP formulation, we introduce decision variables, yi ’s,
to count for unsatisfied clauses. Here, yi = 1 if fi = 0, and yi = 0 if fi = 1. For a binary
clause, e.g., (v1 ∨ v3), or a unit clause, e.g., (v¯2), the corresponding nonlinear equation
becomes x1 + x3 − x1x3 + yi = 1 or 1 − x2 + yi = 1, respectively.
In general, fi is a function of xu, xv, xw, . . . , xuxv, xuxw, . . . , xuxvxw, . . . , where
xu, xv, xw, . . . are integer variables introduced for the Boolean variables in the ith clause.
By using yi = 1−fi , a max-SAT problem is to minimize the following nonlinear objective
function
W =
m∑
i=1
wiyi =
m∑
i=1
wi(1 − fi)
= c +
∑
xi∈V
πixi +
∑
xi ,xj∈V
πi,j xixj +
∑
xi ,xj ,xk∈V
πi,j,kxixj xk + · · · , (1)
where V = {x1, x2, . . . , xn} is a set of variables to be instantiated to 0 or 1, c is a constant,
and πi,πi,j , πi,j,k, . . . are the coefficients of items xi, xixj , xixj xk, . . . , respectively.
3. DPLL algorithm for maximum satisfiability: a brief review
The Davis–Putnam–Logemann–Loveland (DPLL) algorithm for SAT [11] is a back-
tracking algorithm that progressively instantiates one variable at a time in searching for a
satisfying variable assignment. In each step, the algorithm selects a variable and branches
off to assign two possible values, T and F , to the variable. Whenever a clause is violated
after setting a variable to T and F , the algorithm backtracks to the previous variable. The
process continues until either a satisfying assignment is found or it can conclude that no
such assignment exists.
DPLL for SAT can be extended to max-SAT using depth-first branch-and-bound (DF-
BnB). DFBnB is a special branch-and-bound that explores a search tree in a depth-first
order. DFBnB uses an upper bound α on the minimum total weight of clauses that cannot
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erated by an approximation algorithm. Starting at the root node, DFBnB always selects a
recently generated node to examine next. If all the variables of the current node have been
instantiated, and the total weight of clauses violated so far (the g value in the A* algorithm)
is less than the current upper bound α, α is revised to the g value; if some variables are
still un-instantiated in the current node, and the g value accumulated so far is greater than
or equal to α, the current node is pruned.
For simplicity, here we point out the two main differences between DFBnB for max-
SAT and backtracking for SAT. First, the upper bound α may not be zero for max-SAT.
Therefore, backtracking for SAT can be viewed as a special case of DFBnB for max-SAT
where α = 0 throughout the search, forbidding any clause violation and resulting in a much
reduced search cost. In fact, the special condition of α = 0 makes unit propagation (dis-
cussed in Section 4) very effective for SAT. Second, DFBnB for max-SAT can abandon a
node during the search only if the g value plus a lower bound on the minimum total weight
of clauses that must be violated in the remaining clauses (the h value in the A* algorithm)
at the node exceeds the current upper bound α. This indicates that max-SAT becomes more
difficult when the constrainedness increases, causing more clauses unsatisfied and result-
ing in a higher upper bound α. This also implies that one method to reduce the search cost
of DFBnB is to accurately estimate the total weight of the clauses that cannot be satisfied
in the remaining clauses at a node (h value), so as to increase the possibility of pruning
the node if it indeed cannot lead to a better variable assignment. This last observation has
motivated our work on LP-based lower bound (discussed in Section 5).
3.1. Initial upper bound
One way to improve DPLL on max-SAT is to obtain a good initial upper bound α. The
smaller the initial α, the more nodes will be pruned. Ideally, the initial α should be set to
the cost of an optimal solution, which is typically unknown before the problem is solved.
An initial α can be obtained by an approximation algorithm. A local search algorithm such
as WalkSAT [32,38], one of the best local search algorithms for SAT, is a good choice. In
our experiments in Section 7, for example, we apply WalkSAT multiple times to reduce
the initial upper bound. Such a combination of local search and systematic search is called
a two-phase algorithm [4].
3.2. Lower bounds from unit clauses
Another way to improve DPLL on max-SAT is to compute a lower bound on the mini-
mum total weight of clauses that cannot be satisfied at the current node of the search.
3.2.1. Freuder and Wallace’s lower bound
One simple lower bound uses only unit clauses. At a node during the search, if the
literals in two unit clauses negate each other, one of them must be violated. Let Cv and
Cv¯ be the sets of unit clauses with literal v and v¯, respectively. Then the minimum weight
of violated clauses due to variable v is the smaller of the total weight of the clauses in
Cv¯ and the total weight of the clauses in Cv¯ . A lower bound to a node of a search tree
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appearing in all the unit clauses of the node. It has been shown that this simple lower bound
can significantly improve the performance of the DPLL algorithm for max-SAT [14]. We
adopt this lower bound function in our implementation of DPLL algorithm to deal with all
the max-SAT problems except unweighted max-2-SAT.
3.2.2. Shen and Zhang’s lower bound for max-2-SAT
Recently, Shen and Zhang proposed several efficient lower bound functions for max-
2-SAT [39]. These functions are developed from Freuder and Wallace’s lower bound. By
analyzing the number of unit clauses and where the literals in the unit clauses appear in
binary clauses, Shen and Zhang have deduced three new lower bound functions, LB3, LB4,
and LB4a, and shown that they are stronger than Freuder and Wallace’s lower bound. The
detail of the new lower bounds are left to their original paper [39]. In our implementation
of the integrated DPLL algorithm (Section 7.2), we adopted Shen and Zhang’s strongest
LB4a for solving unweighted max-2-SAT. Note that it is unclear if these new lower bound
functions can be extended to max-3-SAT and weighted max-2-SAT.
3.3. Variable ordering
Each step of DPLL chooses a variable to be instantiated next. Strategies for making such
choices are referred to as variable orderings. The performance of the DPLL algorithm is
greatly affected by the variable ordering used.
3.3.1. The two sided Jeroslow–Wang rule
A well-known rule for 3-SAT is the two-sided Jeroslow–Wang (J–W) rule [24]. Let
{C1,C2, . . . ,Cm} be the set of clauses to be satisfied. The two sided J–W rule selects a
variable v that maximizes J (v) + J (v¯) over all un-instantiated variables, where
J (v) =
∑
v∈Ci
2−ni
and ni the number of literals in the ith clause.
This variable ordering is based on the intuition that shorter clauses are more important
than longer ones. It gives the variables that appear in shorter clauses higher weights so that
a variable appearing more often in unit clauses is more likely to be selected. It also assumes
a ratio of 4:2:1 for the weights for variables in unit, binary and three-literal clauses. (It is
interesting to note that the idea of progressively halving the weighting factors was used by
Johnson [27] thirty years ago in an approximation algorithm for max-SAT.) We call a rule
giving different weightings to variables in clauses of different sizes a weighted variable
ordering or a weighted branching rule.
3.3.2. The Mom’s rule
Weighted variable ordering has been shown to be very effective for 3-SAT [13,30].
Moreover, experimental results supported the scheme of giving the highest weighting to
variables in the shortest clauses [13,30]. This scheme has led to another popular SAT
heuristic, the Mom’s rule (or the shortest clauses first rule), which branches next on the
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Mom’s rule is better than the two-sided J–W rule on 3-SAT [13,30]. In [13,30], the Mom’s
heuristic was represented as a formula for weighted variable ordering where a clause of
length i has a weighting that is 5 times (rather than 2) as large as the weighting of a
clause of length i + 1, namely, the Mom’s heuristic selects a variable v that maximizes
J (v) + J (v¯) over all un-instantiated variables, where
J (v) =
∑
v∈Ci
5−ni .
The Mom’s rule is successful on 3-SAT, because it tends to get rid of unit clauses soon,
and forces the lower bound to increase and the search to backtrack early.
3.4. Value ordering
Value ordering, which determines which of the two possible instantiations of a branch-
ing variable to be explored first, is another element affecting performance. Different value
ordering very often results in different search complexity. Generally, the better a value or-
dering strategy, the sooner a search process can reach a better solution, if it exists, so that
the upper bound can be reduced more quickly and the total search cost will be smaller. On
the other hand, if the initial upper bound is the same as the cost of an optimal solution,
search is merely to verify that the optimal solution at hand is indeed optimal. In this case,
exploring either one of the two branches of a variable instantiation will not affect the num-
ber of nodes to be visited in the other branch. Therefore, the effect of value ordering is in
large part dominated by an effective initial upper bound strategy, especially one that is able
to provide an optimal or nearly-optimal solution. Our experimental analysis supported this
observation (data not shown). In our extended DPLL algorithm for max-SAT, because we
apply an efficient local search, the WalkSAT algorithm [32,38], to get a good initial upper
bound, we do not use any value ordering strategy, i.e., we use a fixed value ordering, first
setting a variable to T and then to F .
4. Unit propagation
Unit propagation for SAT, which recursively sets literals in unit clauses to T , is the
most powerful strategy for SAT, and the central piece of a DPLL-based SAT solver. Unit
propagation forces the variable in a unit clause to take the value that satisfies the clause
immediately and ignores the other value completely. Furthermore, all the clauses contain-
ing the literal equal to the forced value of the variable can be removed (satisfied) and the
negated literal can also be eliminated from all clauses. The result is a simplified formula.
More importantly, the power of unit propagation largely comes from its cascade effect,
i.e., setting a variable in a unit clause to a fixed value may subsequently generate more unit
clauses, which can further simplify the formula at hand. Conversely, if two unit clauses
having opposite literals, e.g., (v) and (v¯), appear in the current formula, the formula is
obviously unsatisfiable and the current search avenue can be abandoned.
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simplified to a unit clause during the search. Therefore, we cannot force the literal in a unit
clause to value T , but rather have to consider setting it to F as well, as long as doing so
does not cause the total weight of violated clauses to exceed the current upper bound α.
Therefore, unit propagation for SAT in its pure form does not apply to max-SAT.
Nonetheless, the principle of unit propagation can be extended to max-SAT. Indeed,
three unit propagation rules have been suggested before by many different groups of re-
searchers. We summarize them all in this section and experimentally analyze them in
Section 7. Moreover, we develop a new unit propagation rule that is significantly differ-
ent from the existing ones. In the rest of this section, we describe these four rules. We
experimentally examine their effects and the effect of their combination in Section 7.
To make our presentation of the three existing rules simply, we first introduce some
terms. For a max-k-SAT problem where each clause has k literals, consider a node N of a
search tree, and an uninstantiated variable v in N . Let g be the total weight of clauses that
have been violated at N , and pi(v) and ni(v) be the total weights of clauses of i literals in
N which have v as positive and negative literals, respectively.
4.1. UP1: Pure literal rule
• Pure literal rule: If∑ki=1 ni(v) = 0, force v = T and ignore v = F ; if∑ki=1 pi(v) = 0,
force v = F and ignore v = T .
The pure literal rule is also known as monotone variable fixing [28]. Although an algorithm
using this rule can only get a very moderate improvement on SAT [33], experiments done
by Wallace showed that improvement of the pure literal rule is considerable for max-2-
SAT [42]. We include this rule in our extended DPLL algorithm for max-SAT.
4.2. UP2: Upper bound rule
• Upper bound rule: If p1(v) + g  α, force v = T and ignore v = F ; if n1(v) + g  α,
force v = F and ignore v = T ; if both conditions hold, prune the current node.
The upper bound rule is self evident. When setting v = F , at least p1(v) + g clauses will
be violated, making it unfavorable comparing to the best variable assignment found so far.
4.3. UP3: Dominating unit-clause rule
• Dominating unit-clause rule: If p1(v) ∑ki=1 ni(v), set v = T and ignore v = F ;
if n1(v) 
∑k
i=1 pi(v), set v = F and ignore v = T ; if both conditions hold, i.e.,
p1(v) = n1(v), set v = T or v = F and ignore the other value.
The dominating unit-clause rule was first proposed by Niedermeier in [35]. It has been
applied to max-2-SAT in [46]. This rule is self-evident, because setting v = F causes p1
clauses to be violated immediately, which is no better than violating
∑k
i=1 n1(v) clauses
if v = T . Nevertheless, for a pedagogical purpose and to simplify the proof to the next,
56 Z. Xing, W. Zhang / Artificial Intelligence 164 (2005) 47–80new propagation rule, we prove UP3 in Appendix A using the nonlinear formulation of
max-SAT.
4.4. UP4: Coefficient-determining propagation rule
UP4 is a new unit propagation rule that was derived from a nonlinear programming
formulation of max-SAT. It significantly differs from the other three propagation rules; it
focuses on individual variables rather than collectively on all clauses of certain lengths.
The main idea of UP4 is to infer whether the coefficient Fxi of a (single) variable xi is
nonpositive or nonnegative; if Fxi  0 or Fxi  0, we need to fix variable xi to false or
true, respectively, in order to minimize the objective function of the problem. However, to
ensure Fxi  0 or Fxi  0 is not straightforward, particularly for max-3-SAT and beyond,
because Fxi is no longer a linear function of the variables of the problem. To circumvent
the difficulty, we consider an upper bound UB(xi) and a lower bound LB(xi) of Fxi . If
UB(xi) 0, Fxi cannot be positive; likewise, if UB(xi) 0, Fxi cannot be negative. UP4
can be summarized as follows.
• Coefficient-determining propagation rule: For each un-instantiated variable vi and its
corresponding integer variable xi , if LB(xi)  0, set vi = F and ignore vi = T ; if
UB(xi)  0 set vi = T and ignore vi = F ; if both conditions hold, i.e., UB(xi) =
LB(xi), set vi = T or vi = F and ignore the other value.
For max-2-SAT,
UB(xi) = πi +
∑
xj∈V \{xi },πi,j>0
πi,j and
LB(xi) = πi +
∑
xj∈V \{xi },πi,j<0
πi,j ,
where πi and πi,j are as defined in Eq. (1). The detail for the derivation of these bounds is
in Appendix B.
For max-3-SAT, it seems to be difficult to obtain closed forms for UB(xi) and LB(xi).
However, upper and lower bounds can be still computed at each node during the search by
simplifying quadratic terms into linear terms. The simplification process involves different
ways of turning quadratic terms into linear ones under different conditions to get tight
bounds. In other words, the process computes something like piece-wise linear functions.
The detail is provided in Appendix B.
Note that simplying a quadratic term to a linear term loosens the tightness of the corre-
sponding bounds, making them less effective. There are also interactions among quadratic
terms as well as interactions between quadratic and linear terms, which may further de-
grade the tightness of the bounds. Their ramification is that the UP4 rule becomes less
effective as problem constrainedness increases. Such consequences have been observed in
our experiments, including those reported in Section 7.
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As mentioned in Section 3, an effective way to improve DPLL for max-SAT is to in-
troduce an admissible lower bound function h to estimate the total weight of clauses that
cannot be satisfied at a node during the search. If the lower bound estimate h plus the total
weight g of clauses that have already been violated is greater than or equal to the current
upper bound α, i.e., g + h α, the node can be pruned. One of the main contributions of
this paper is such an effective lookahead lower bound for max-SAT.
The new LP lower bound is simple. To compute the h value of a node N , we apply the
ILP formulation (Section 2) to N . However, rather than solving the remaining max-SAT at
N by ILP, we apply linear programming (LP) to it instead. In other words, we do not restrict
the mapped variables (e.g., x1, x2, . . . , y1, . . .) to integers 0 or 1, but rather allow them to
be real values in [0,1]. As a result, we obtain an admissible estimate of the actual solution
cost of the ILP instance since LP is less restricted than ILP. By relaxing the problem to LP,
we can obtain lower bound estimation with less computation.
However, the application of an LP-based lower bound needs to be handled with further
care. Note that the solution to an LP relaxation problem at a node may have too many
variables that take values in the middle of the range of [0,1], i.e., taking a value close to
1/2. Such “fractional” variables are troublesome in binary clauses. For example, two such
variables in a binary clause can take values slightly more than 1/2, forcing the auxiliary
variable (y variable in the LP formulation, Section 2) for the clause to take value 0, yielding
no contribution to the overall lower bound function. Similar scenarios can occur to three-
literal clauses. Fortunately, such situations will not occur in unit clauses because decision
variables can always contribute to the overall lower bound function even setting literals
within unit clauses to “fractional” value. Therefore, we only apply the LP lower bound to
the nodes that have unit clauses, making it more accurate and more efficient to compute.
Moreover, during the search, unit clauses do not need to be eliminated, since the increase in
the expected lower bound from eliminating unit clauses has already been calculated exactly
by applying the LP lower bound, namely, if we apply the LP lower bound to compute h,
any expected gain on the g value from unit clauses has already been taken into account in
the h value. All in all, DPLL + LP boosts the lower bound value even without increasing
the g value.
In principle, applying a stronger lower bound function (i.e., LP-based lookahead lower
bound in our case) can reduce the effective branching factor of a search. The complexity
of extended DPLL algorithm is exponential in the number of constraints. Assuming that
the effective branching factor of the extended DPLL algorithm is b and its average search
depth for a given problem is d , we have d = O(km), where k is a constant factor less
than 1, and m is the number of constraints. The complexity of extended DPLL is then
T = O(bd) = O(bkm). Using LP-based lower bound, since more nodes can be pruned,
the effective branching factor will be reduced to bLP < b, and the total node expended
will become O(bkmLP ). However, there is an overhead on the time of computing the LP-
based lookahead lower bound. In our implementation of the LP-based lower bound, we
used the Simplex algorithm in CPLEX package [26] for LP. Theoretically, the worst-case
complexity of the Simplex algorithm is exponential [9]. However, in practice, the Simplex
algorithm can efficiently solve most problems in nearly linear time of the dimension of a
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can consider the overhead for each LP call to be approximately O(m). Thus, the overall
time complexity of extended DPLL using an LP-based lower bound is TLP = O(m)O(bkmLP ).
Combining these factors, TLP < T when the number of constraints m is large. This will
be verified by our experiments in Section 7. This also means that on under-constrained
or modest-constrained problems, the overhead of LP makes the LP-based lower bound
ineffective. This observation may explain why it has been difficult to make LP effective on
satisfiability problem instances.
6. Variable ordering, revisited
Variable ordering has not been very well studied for max-SAT. The two most popular
variable ordering heuristics, the Mom’s rule and the two-side J–W rule (see Section 3.3),
were originally developed for SAT. To take advantage of the power of unit propagations in
SAT, these rules focus on variables appearing more often in the shortest clauses, which may
not be effective for max-SAT. In addition, as our empirical analysis in Section 7 shows, they
do not perform well on problems with various constrainedness; neither of these two rules
dominates the others under all conditions. Motivated to address these issues, we propose
the following two new variable ordering rules for max-2-SAT and max-3-SAT, respectively.
6.1. Binary-clause first variable ordering for max-2-SAT
Due to the efficient Lower bound functions and unit propagation rules in max-2-SAT,
the conflicting unit clauses in max-2-SAT, e.g., (v) and (v¯), can cause the lower bound
to increase without being branched off. Therefore, a plausible strategy for max-2-SAT is
to generate, rather than remove, as many unit clauses as possible so as to produce more
conflicting unit clauses to increase lower bound. An effective implementation of this strat-
egy is to give a higher weighting to the variables appearing often in binary clauses than
the variables in unit clauses, since the instantiation of this variable may give rise to the
maximum number of new unit clauses. We call this variable selection rule binary clauses
first rule. As we will see in Section 7, binary clauses first rule is effective on max-2-SAT;
with the weighting ratio of 1:25, binary clause first rule is more effective than the Mom’s
and the two-side J–W rules in max-2-SAT.
6.2. Dynamic-weighting variable ordering for max-3-SAT
The Mom’s and the two-side J–W rules described in Section 3 use static weightings, in
that the weighting ratios in the variable ordering are fixed throughout a search regardless
of problem constrainedness. As we will see in the next section, in max-3-SAT, they are ef-
fective within different ranges of problem constrainedness. Compared to SAT, max-3-SAT
can contain problem instances with various constrainedness. These two variable order-
ings for SAT may not be effective for max-3-SAT. To address this problem, we propose a
dynamic-weighting variable ordering.
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of clauses C and the total number of variables V , in each node of a DFBnB search
tree explored by the extended DPLL algorithm, select a variable v that maximizes
J (v) + J (v¯) over all un-instantiated variables, where
J (v) =
∑
v∈Ci
wiβ(r)
−ni
ni is the number of literals in the ith clause Ci , wi is the weight of the ith clause,
r is the clause/variable ratio (r = C/V ), and
β(r) =
{5, if r < 6.3;
26 − 3.33r, if 6.3 r  7.2;
2, if r > 7.2.
In the above function, the values 6.3 and 7.2 are determined empirically on randomly
generated problem instances (see Section 7 for information of how they were generated).
To obtain these empirical values, we tested the different weighting ratios βs on problem
instances of different constrainedness, recorded the best β value for each individual con-
strainedness, and then built a linear function to best fit these data points. Our experiments
in Section 7 show that in max-3-SAT, when clause/variable ratio is smaller than 6.3, the
Mom’s rule performs better; when clause/variable ratio is bigger than 7.2, the two-sided
J–W rule works better. Therefore, this method can switch weighting ratio β in variable
ordering from that close to the Mom’s rule to that similar to the two-side J–W rule as
constrainedness increases, thus having good performance in nearly all cases.
7. Experimental evaluation and applications
The combination of the three strategies discussed in Sections 4, 5, and 6 leads to an
integrated algorithm for max-SAT, which we shorthand as MaxSolver. In this section, we
experimentally evaluate the performance of MaxSolver using various problem instances,
including those from the SATLIB [25]. When not explicitly stated otherwise, all our exper-
iments obeyed the following conditions: (15) an initial upper bound for each problem was
computed by WalkSAT [32,38] with 10 random restarts and 100 ∗ |V | flips per try, where
|V | is the number of variables for a given problem instance; (2) all experiments were run
on PCs with Pentium 2.4 GHZ processor and 512 MB cache; (3) The LP solver we used to
compute the h value was CPLEX 8.0 [26]. Note that we used Dual-Simplex algorithm in
CPLEX, which optimizes the computation of the h value of the current node based on the
existing solution to its parent node in the search tree. This feature can significantly reduce
the number of iterations of the Dual-Simplex algorithm, particularly if the current problem
is similar to the problem solved in the parent node.
We start with an investigation on the efficacy of the three improving strategies, and then
compare our MaxSolver directly with all existing max-SAT algorithms that we are aware
of and able to get source code from their authors.
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We first compared the average running time of the extended DPLL with and without
unit propagations (or the LP lower bound) in combinations of different variable orderings.
We ran three algorithms: DPLL, DPLL with different unit propagation (DPLL + UPs), and
DPLL with the LP lower bound (DPLL + LP), where UP and LP stand for unit propaga-
tions and the LP lower bound, respectively. Each algorithm was tested with two variable
orderings, the Mom’s rule and the two-sided J–W rule. In the following figures, the average
running time of each experiment was given with a 95% confidence interval.
7.1.1. Max-3-SAT problems
The experiments were carried out on random max-3-SAT with 80 variables and
clause/variable (C/V ) ratios ranging from 4 to 8 in an increment of 0.5. For C/V ratios
from 4 to 6 and from 6.5 to 8, 100 and 10 problem instances were used, respectively.
Unit propagation rules are only effective on certain arrangement of constrainedness.
As shown in Fig. 1, each UP rule except the UP1 can reduce DPLL’s running time by
2–10 times. Detailed running time and speedup for each UP rule are in Tables 1 and 2.
When the C/V ratio is low (from 4 to 5.5), the initial upper bound α is close to 0, thanks
to the effectiveness of the Walksat algorithm. As a result, solving max-3-SAT is similar to
Fig. 1. Effects of unit propagation (UP) rules on unweighted max-3-SAT. For each group of error bars, from left
to right are the results from DPLL, DPLL with UP1, UP2, UP3 and UP4, respectively, and DPLL with all four
UP rules.
Table 1
Effects of unit propagation (UP) rules on unweighted max-3-SAT, tested on two-sided J–W rule. The running
time in seconds is given, followed by its relative speedup (DPLL/DPLL + UPs) in parentheses
C/V DPLL DPLL + UP1 DPLL + UP2 DPLL + UP3 DPLL + UP4 DPLL + UP1,2,3,4
4.0 0.148 0.074 (2.0) 0.001 (148.0) 0.002 (74.0) 0.004 (37.0) 0.001 (148.0)
4.5 1.477 0.878 (1.7) 0.118 (12.5) 0.144 (10.0) 0.172 (8.6) 0.039 (37.9)
5.0 12.554 7.251 (1.7) 2.316 (5.4) 2.372 (5.3) 2.153 (5.8) 0.870 (14.4)
5.5 90.411 54.697 (1.7) 23.859 (3.8) 23.410 (3.9) 21.453 (4.2) 12.950 (7.0)
6.0 376.390 227.258 (1.6) 123.904 (3.0) 119.434 (3.2) 132.326 (2.8) 103.533 (3.6)
6.5 1157.851 704.714 (1.6) 433.563 (2.7) 431.936 (2.7) 478.864 (2.4) 465.809 (2.5)
7.0 3643.094 2203.376 (1.6) 1502.187 (2.4) 1496.634 (2.4) 1732.674 (2.1) 1443.292 (2.5)
7.5 10005.426 6076.131 (1.6) 4637.295 (2.2) 4514.648 ( 2.2) 5734.217 (1.7) 4533.212 (2.2)
8.0 22153.242 13526.077 (1.6) 11053.094 (2.0) 10656.930 (2.1) 13643.647 (1.6) 10323.329 (2.1)
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Effects of unit propagation (UP) rules on unweighted max-3-SAT, tested on the Mom’s rule. The running time in
seconds is given, followed by its relative speedup (DPLL/DPLL + UPs) in parentheses
C/V DPLL DPLL + UP1 DPLL + UP2 DPLL + UP3 DPLL + UP4 DPLL + UP1,2,3,4
4.0 0.007 0.004 (1.8) 0.001 (7.0) 0.001 (7.0) 0.002 (3.5) 0.001 (7.0)
4.5 0.108 0.073 (1.5) 0.015 (7.2) 0.017 (6.4) 0.034 (3.2) 0.012 (9.5)
5.0 2.110 1.339 (1.5) 0.377 (5.6) 0.384 (5.5) 0.394 (5.4) 0.221 (9.4)
5.5 33.843 21.932 (1.5) 7.229 (4.7) 7.343 (4.6) 10.164 (3.3) 4.632 (7.3)
6.0 261.843 171.548 (1.5) 64.875 (4.0) 64.755 (4.0) 112.176 (2.3) 60.335 (4.3)
6.5 1141.163 717.444 (1.6) 309.602 (3.7) 380.333 (3.0) 419.782 (2.7) 303.323 (3.8)
7.0 5136.232 3928.692 (1.3) 1859.716 (2.8) 1975.385 (2.6) 2912.623 (1.8) 2142.346 (2.4)
7.5 22737.991 17490.939 (1.3) 9060.268 (2.5) 10335.454 (2.2) 12303.489 (1.8) 11016.214 (2.1)
8.0 51183.832 39371.538 (1.3) 29720.075 (1.7) 26938.421 ( 1.9) 29934.167 (1.7) 32912.432 (1.6)
Fig. 2. Effects of the LP lower bound on unweighted max-3-SAT.
solving 3-SAT. In this case, the percentage of unit clauses is relatively high throughout the
search, making the conditions of unit propagations easy to satisfy and unit propagations
happen frequently.
DPLL + LP, on the contrary, is ineffective on low-constrainedness regions, due to its
overhead to the running time. However, as shown in Fig. 2, where we directly compared
DPLL+LP and DPLL without unit propagation, the running time overhead of LP is gradu-
ally compensated by the amount of pruning it provides as the C/V ratio increases, making
LP effective on over-constrained problems. As we mentioned in Section 5, the computa-
tion time required by an LP call is linear to the number of constraints of the problem at
hand. When constrainedness is low, such a linear-time overhead may be still too costly
compared to a single DPLL node expansion. On the other hand, in a highly constrained
situation where the upper bound α is large, DPLL without LP lower bound may have to
search sufficiently deep along a search avenue before it can backtrack, resulting in a large
amount of search cost, which is typically exponential in search depth. DPLL + LP, on the
other hand, can estimate a reasonably accurate h value with a relatively small overhead
for over-constrained problems. As shown in Fig. 3(a), the number of expanded nodes with
LP grows more slowly than that without LP. The different growth rates in the number of
expanded nodes between using LP and not using LP make DPLL + LP outperform the
original DPLL on over-constrained problems.
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Both (a) and (b) are on unweighted max-3-SAT.
Note that when running DPLL + LP, we modified both Mom’s and the two-sided J–W
rules. Instead of using weighting ratios of 4:2:1 and 25:5:1, we assigned 0:5:1 as weighting
ratio to the Mom’s rule and 0:2:1 to the two-sided J–W rule. As discussed in Section 5, we
need not eliminate any unit clause in DPLL+LP, so we assign “zero value” to unit clause in
weighted variable order. The effect of this “zero unit clause weighting” in the Mom’s rule
is shown in Fig. 3(b). In DPLL+LP, when we change weighting ratio from 25:5:1 to 0:5:1,
the CPU time can be reduced by 20 percent in low-constrained regions, e.g. (C/V = 4),
and 80 percent in high-constrained regions, e.g. (C/V = 8). The similar effect also exists
for the two-sided J–W rule.
The Mom’s and the two-sided J–W rules affect unit propagations and the LP lower
bound differently. As shown in Figs. 4(a) and 4(b), the Mom’s rule combined with DPLL
and DPLL + UP has relatively better performance in not highly constrained regions
(C/V < 6), while it is outperformed by the two-sided J–W rule as C/V ratio increases.
(Note that the vertical axes of the figures are logarithmic, so the actual difference in run-
ning time is substantial.) In DPLL and DPLL + UP, the Mom’s rule tends to get rid of unit
clauses quickly. If the C/V ratio is low, so is the upper bound α. It is more likely that an
early increase in the number of violated constraints g will result in a lower bound value
exceeding α, forcing the search to backtrack early. However, if the C/V ratio and upper
bound α are high, it is not so easy for the value of g + h to exceed α. Therefore, although
the Mom’s rule can increase the g value in an early stage of the search, it actually produces
fewer unit clauses to contribute to the g value as the search progresses. This is mainly be-
cause in the Mom’s rule, the weightings on binary and three literal clauses are smaller than
those in the two-sided J–W rule, making it more difficult for non-unit clauses to be turned
into unit clauses. Therefore, the Mom’s rule performs better than the two-sided J–W rule
in under-constrained regions, but worse in over-constrained regions.
In short, our results showed that the Mom’s and the two-sided J–W rules are effective
under different problem constrainedness. Our new dynamic-weighting variable ordering
rule was developed to combine their strengths under different conditions. Moreover, instead
of statically setting the weightings, the new rule dynamically adjusts the weightings based
on the current situation of the search. As the results in Figs. 4(a) and 4(b) show, the new
rule is nearly always the winner under different constraint tightness.
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Compared to DPLL and DPLL + UP, the Mom’s and the two-sided J–W rules do not
make much difference to DPLL + LP as shown in Fig. 4(c). Unlike DPLL and DPLL + UP
that use only the g value, DPLL + LP uses both the g value and the h value. The g value
is only from unit clauses, while the h value can be contributed by binary and three-literal
clauses, making all clauses in DPLL+LP contribute to the lower bound. Namely, no matter
whether a clause is removed early or later during the search process of a DPLL+LP search
tree, it can contribute to the lower bound through the g value (if the clause is removed
early) or the h value (if the clause is removed later). As a result, it does not matter whether
a variable is branched early or later in DPLL + LP; and DPLL + LP is relatively less
sensitive to variable ordering than DPLL and DPLL + UP.
7.1.2. Max-2-SAT problems
Compared to max-3-SAT, the scenario on max-2-SAT is relatively simple. Most strate-
gies applicable to max-2-SAT are less sensitive to constrainedness. Because there are only
two literals in each clause, any simplification to a problem formula will result in some unit
clauses, which, in turn, make unit propagations happen frequently. In addition, a relatively
higher percentage of unit clauses gives rise to higher h values, which make the LP lower
bound more efficient.
These arguments can be verified by experimental results. In the experiments, we used
random instances with 80 variables and C/V ratios ranging from 2 to 5 in an increment
of 0.5. For C/V ratios from 2 to 3 and from 3.5 to 5, 100 and 10 problem instances were
used, respectively. As shown in Fig. 5, unit propagation rules are very effective on all con-
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Table 3
Effects of unit propagation (UP) rules on unweighted max-2-SAT, tested on two-sided J–W rule. The running
time in seconds is given, followed by its relative speedup (DPLL/DPLL + UPs) in parentheses
C/V DPLL DPLL + UP1 DPLL + UP2 DPLL + UP3 DPLL + UP4 DPLL + UP1,2,3,4
2.0 0.109 0.032 (3.4) 0.001 (109.0) 0.002 (54.5) 0.001 (109.0) 0.001 (109.0)
2.5 2.166 0.828 (2.6) 0.019 (114.0) 0.013 (166.6) 0.007 (309.4) 0.007 (309.4)
3.0 18.820 8.952 (2.1) 0.113 (144.2) 0.073 (257.8) 0.042 (448.1) 0.040 (470.5)
3.5 127.651 50.205 (2.5) 0.657 (194.3) 0.432 (295.5) 0.276 (462.5) 0.254 (502.6)
4.0 394.274 167.938 (2.3) 1.965 (200.6) 1.449 (272.1) 1.068 (369.2) 1.090 (361.7)
4.5 1061.148 482.873 (2.2) 6.284 (168.9) 4.762 (222.8) 4.067 (260.9) 3.936 (269.6)
5.0 3086.905 1442.981 (2.1) 20.246 (152.5) 15.846 (194.8) 10.457 (295.2) 9.634 (320.4)
Table 4
Effects of unit propagation (UP) rules on unweighted max-2-SAT, tested on the Mom’s rule. The running time in
seconds is given, followed by its relative speedup (DPLL/DPLL + UPs) in parentheses
C/V DPLL DPLL + UP1 DPLL + UP2 DPLL + UP3 DPLL + UP4 DPLL + UP1,2,3,4
2.0 0.090 0.030 (3.3) 0.002 (45.0) 0.002 (45.0) 0.001 (90.0) 0.001 (90.0)
2.5 4.377 1.589 (2.8) 0.042 (104.2) 0.028 (156.3) 0.015 (291.8) 0.014 (312.6)
3.0 78.910 27.526 (2.8) 0.505 (156.3) 0.310 (254.5) 0.171 (461.5) 0.169 (466.9)
3.5 1015.202 234.585 (4.3) 5.795 (175.2) 3.694 (274.3) 2.377 (427.1) 2.246 (451.9)
4.0 4058.255 871.081 (4.6) 24.543 (165.4) 17.092 (237.4) 10.064 (403.2) 9.585 (423.4)
4.5 8425.353 2161.377 (3.9) 73.602 (114.5) 57.354 (146.9) 42.926 (196.3) 40.899 (206.0)
5.0 23822.247 6383.872 (3.7) 261.755 (89.6) 203.894 (116.8) 124.990 (190.6) 110.876 (216.6)
strainedness ranges of max-2-SAT. In either variable ordering, each unit propagation rule
can independently reduce DPLL’s running time by 10–1000 times, and their combination
makes the greatest effect under most constrainedness. Moreover, unlike max-3-SAT, the
effectiveness of unit propagation rules on max-2-SAT does not degrade as problems be-
come highly constrained. (See Tables 3 and 4 for detailed performance of each UP rule.)
As shown in Fig. 6, DPLL + LP is also very effective in all constrainedness ranges. For
the variable orderings in Fig. 7, although binary clause first rule is the worst one in DPLL
experiments, it is the winner for nearly all the situations in DPLL + UP experiments. Since
it is DPLL + UP but not DPLL that we will implement in our integrated max-2-SAT algo-
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Fig. 7. Effects of different variable orderings on unweighted max-2-SAT.
rithm, we will adopt binary clause first rule for max-2-SAT. All these results suggest that
for max-2-SAT, the LP lower bound and all the unit propagation rules should be applied
and binary clause first rule is our final choice.
7.1.3. Weighted max-SAT
We used the same set of random max-SAT problems that we experimented with in the
unweighted case, except that each clause was given a random integer weighting uniformly
distributed between one and ten. We show the results of combined effects of unit propa-
gation rules on weighted max-3-SAT (Fig. 8), and on weighted max-2-SAT (Fig. 9). The
results show that our conclusions on unweighted max-SAT are almost equally valid on
weighted max-SAT, i.e., unit propagation rules are effective on weighted max-2-SAT or
moderately constrained weighted max-3-SAT, LP lookahead lower bound is effective on
weighted max-2-SAT or highly constrained weighted max-3-SAT, and the new dynamic-
weighting variable ordering is still effective on weighted max-3-SAT. One additional ob-
servation is that for the same problem size, weighted problems are usually easier than the
corresponding unweighted problems, which can be seen by comparing Figs. 1 and 5 with
Figs. 8 and 9, respectively.
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7.2. Integrated algorithm and its performance
Based on our understanding of the effects of the existing strategies and heuristics, in this
section, we study the efficacy of our new integrated algorithm, MaxSolver. To reiterate,
MaxSolver incorporates in extended DPLL the three new strategies. In our experiments
with MaxSolver, we applied the unit propagation rules only to max-2-SAT or moderately
constrained max-3-SAT (with c/v ratio of 3 to 6), the LP lookahead lower bound to max-2-
SAT or highly constrained max-3-SAT (with c/v ratio more than 6), and our new dynamic-
weighting variable ordering to max-3-SAT.
To fully evaluate its performance, we compared MaxSolver with following existing al-
gorithms for max-SAT and maximum CSP (max-CSP) which we are aware of and whose
source codes are available to us:
• A DPLL-based solver BF developed by Borchers and Furman [4].
• A DPLL-based solver AMP developed by Alsinet, Manya, and Planes [2].
• A DPLL-based max-2-SAT solver SZ_LB4a developed by Shen and Zhang [39].
• A Pseudo Boolean Optimization solver PBS2.1 developed by Aloul [1].
• A Weighted CSP-based solver WCSP developed by Givry and Larrosa [17].
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CSP. To the best of our knowledge, BF, AMP, and SZ_LB4a are the only exact max-SAT
solvers implemented in C language that are variants of DPLL method. Another earlier exact
max-SAT solver implemented by Wallace [43] was in Lisp, so we do not include it in our
comparison. BF is an extended DPLL with the Mom’s rule and a simple unit propagation
that is similar but weaker than our UP2. AMP is derived from BF and includes a lower
bound function described in Section 3.2 and uses the two-sided J–W rule. SZ_LB4a is a
specialized max-2-SAT solver with a powerful max-2-SAT lower bound. However, it is not
applicable to weighted max-2-SAT. PBS is a specialized 0-1 ILP solver and uses advanced
techniques such as conflict diagnosis, random restarts, improved backtracking, and cutting
planes. WCSP encodes a max-CSP (and max-SAT) into a weighted constraint network and
solves the problem using the state-of-art algorithms for weighted CSP. We used the default
settings for all these solvers, except for PBS which used VSIDS decision heuristic [34]
(as advised by the author). The results presented below can be viewed as a comprehensive
evaluation of these existing algorithms on max-SAT.
We used random unweighted max-SAT instances generated by the MWFF package of
Selman [37], random max-SAT instances from Borcher’s max-SAT library [5], and unsatis-
fiable instances in SATLIB [25], which were generated from applications such as planning
and model checking. The results are respectively in Tables 5–11, where “–” indicates an
incomplete run after 5 hours of CPU time. For each problem class, the tables list either the
C/V ratio r or the numbers of variables V and clauses C, followed by columns for the
running times of all solvers in seconds. #Unsat in Tables 7, 8, and 11 are the number of
violated clauses in unweighted max-SAT, and cost in Tables 9 and 10 are the total weight
Table 5
Average CPU times on unweighted max-2-SAT of 80 variables
C/V MaxSolver BF AMP PBS WCSP SZ_LB4a
2.0 0.00 0.04 (36) 0.07 (66) 3.01 (3013) 0.03 (27) 0.00 (–)
2.5 0.01 1.21 (207) 1.04 (179) 186.00 (320612) 0.14 (14) 0.01 (1.0)
3.0 0.04 51.79 (1300) 11.87 (298) – – 0.57 (14) 0.05 (1.3)
3.5 0.18 687.55 (3900) 80.00 (449) – – 1.59 (9) 0.34 (1.9)
4.0 0.85 12228.00 (14000) 485.10 (575) – – 5.80 (7) 1.62 (1.9)
4.5 3.89 – – 2073.52 (532) – – 17.28 (4) 8.23 (2.1)
5.0 13.00 – – 4617.56 (355) – – 45.47 (3) 32.73 (2.5)
Table 6
Average CPU times on unweighted max-3-SAT of 80 variables
C/V MaxSolver BF AMP PBS WCSP
4.0 0.00 0.00 (1.0) 0.00 (1.0) 0.01 (16) 0.03 (48.0)
4.5 0.01 0.01 (1.0) 1.14 (87.3) 44.90 (3563) 1.18 (90.4)
5.0 0.15 0.19 (1.3) 7.43 (50.5) – – 6.60 (44.0)
5.5 4.25 6.95 (1.6) 64.79 (15.2) – – 27.54 (6.5)
6.0 38.00 104.00 (2.7) 386.00 (10.2) – – 107.25 (2.8)
6.5 228.00 629.00 (2.8) 1342.52 (5.9) – – 379.49 (1.7)
7.0 1723.00 9498.00 (5.5) 7937.17 (4.6) – – 877.17 (0.5)
7.5 7493.00 – – – – – – 3792.67 (0.5)
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PBS WCSP SZ_LB4a
0.06 (6.0) 0.01 (1.0) 0.01 (1.0)
1.64 (164.0) 0.01 (1.0) 0.03 (3.0)
– – 0.02 (1.0) 0.03 (1.5)
– – 0.02 (1.0) 0.04 (2.0)
– – 0.19 (2.7) 0.06 (0.9)
– – 0.29 (2.4) 0.10 (0.8)
– – 0.15 (1.7) 0.06 (0.7)
– – 1.52 (2.3) 0.18 (0.3)
– – 0.80 (1.9) 0.14 (0.3)
0.10 (1.3) 0.13 (1.6) 0.03 (0.4)
– – 1.67 (41.8) 0.33 (8.3)
– – 13.99 (43.7) 0.88 (2.8)
– – 1539.56 (130.3) 50.72 (4.3)
– – 2762.36 (26.0) 95.64 (0.9)
0.99 (16.5) 1.28 (21.3) 0.07 (1.2)
– – 154.96 (80.3) 5.59 (2.9)
– – 2987.56 (287.0) 40.41 (3.9)Table 7
Computation results for unweighted max-2-SAT test problems from Borcher’s library
Instance |V | |C| #Unsat MaxSolver BF AMP
p100 50 100 4 0.01 0.01 (1.0) 0.16 (16.0)
p150 50 150 8 0.01 0.04 (4.0) 0.07 (7.0)
p200 50 200 16 0.02 4.81 (240.5) 0.83 (41.5)
p250 50 250 22 0.02 28.16 (108.0) 0.57 (28.5)
p300 50 300 32 0.07 394.09 (5629.9) 10.61 (151.6)
p350 50 350 41 0.12 2875.61 (23963.4) 22.47 (187.3)
p400 50 400 45 0.09 2592.49 (28805.4) 9.72 (108.0)
p450 50 450 63 0.65 – – 95.81 (147.4)
p500 50 500 66 0.42 – – 39.78 (94.8)
p2200 100 200 5 0.08 0.34 (4.25) 0.88 (11.0)
p2300 100 300 15 0.04 575.69 (14392.3) 106.16 (2654.0)
p2400 100 400 29 0.32 – – 2261.25 (7066.4)
p2500 100 500 44 11.82 – – – –
p2600 100 600 65 106.22 – – – –
p2300 150 300 4 0.06 0.08 (1.3) 0.51 (8.5)
p2450 150 450 22 1.93 – – – –
p2600 150 600 38 10.41 – – – –
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Computation results for unweighted max-3-SAT test problems from Borcher’s library
Instance |V | |C| #Unsat MaxSolver BF AMP PBS WCSP
p3250 50 250 2 0.03 0.01 (0.3) 3.96 (132.0) 0.22 (7.3) 0.02 (0.7)
p3300 50 300 4 0.12 0.10 (0.8) 3.15 (26.2) 121.30 (1010.8) 0.18 (1.4)
p3350 50 350 8 2.84 6.53 (2.3) 7.81 (2.8) – – 1.12 (0.4)
p3400 50 400 11 12.73 44.71 (3.5) 23.74 (1.9) – – 2.99 (0.2)
p3450 50 450 15 34.49 250.69 (7.3) 42.86 (1.2) – – 3.86 (0.1)
p3500 50 500 15 20.69 150.74 (7.3) 29.84 (1.4) – – 2.48 (0.1)
p3500 100 500 4 8.87 8.27 (0.9) – – – – 103.59 (11.7)
p3550 100 550 5 37.19 41.01 (1.1) – – – – 221.97 (6.0)
p3600 100 600 8 2913.41 6385.55 (2.2) – – – 3149.86 (1.1)
p3675 150 675 2 8.18 3.48 (0.4) – – – – 1419.54 (173.8)
p3750 150 750 5 2343.04 2775.47 (1.2) – – – – – –
Table 9
Computation results for weighted max-2-SAT test problems from Borcher’s library
Instance |V | |C| Cost MaxSolver BF AMP PBS WCSP
wp2100 50 100 16 0.07 0.03 (0.4) 0.04 (0.6) 0.03 (0.4) 0.01 (0.1)
wp2150 50 150 34 0.09 0.05 (0.6) 0.04 (0.4) 0.68 (7.6) 0.01 (0.1)
wp2200 50 200 69 0.11 0.58 (5.3) 0.16 (1.5) 220.25 (2002.3) 0.01 (0.1)
wp2250 50 250 96 0.17 5.97 (35.1) 0.88 (5.2) – – 0.03 (0.2)
wp2300 50 300 132 0.23 22.77 (99.0) 1.26 (5.5) – – 0.04 (0.2)
wp2350 50 350 211 0.92 1078.74 (1172.5) 28.32 (30.8) – – 0.29 (0.3)
wp2400 50 400 211 0.38 532.97 (1402.6) 9.16 (24.1) – – 0.07 (0.2)
wp2450 50 450 257 0.67 1720.42 (2567.8) 8.12 (12.1) – – 0.09 (0.1)
wp2500 50 500 318 1.88 5141.21 (2734.7) 42.30 (22.5) 0.01 – 0.36 (0.2)
wp2200 100 200 7 0.05 0.10 (2.0) 0.10 (2.0) – – 0.01 (0.2)
wp2300 100 300 67 0.29 86.56 (298.5) 23.05 (79.5) – – 0.46 (1.6)
wp2400 100 400 119 6.94 – – 3728.47 (537.2) – – 15.35 (52.9)
wp2500 100 500 241 532.37 – – – – – – 220.61 (0.4)
wp2600 100 600 266 289.76 – – – – – – 145.37 (0.5)
wp2300 150 300 24 0.24 0.43 (1.8) 1.47 (6.1) 11.36 (47.3) 0.94 (3.9)
wp2450 150 450 79 53.48 6857.52 (128.2) 5752.42 (107.6) – – 32.35 (0.6)
wp2600 150 600 189 3527.52 – – – – – – 5321.10 (1.5)
Table 10
Computation results for the weighted max-3-SAT test problems from Borcher’s library
Instance |V | |C| Cost MaxSolver BF AMP PBS WCSP
wp3250 50 250 1 0.04 0.06 (1.5) 0.06 (1.5) 0.01 (0.3) 0.01 (0.3)
wp3300 50 300 13 0.07 0.11 (1.6) 0.14 (2.0) 1.32 (18.9) 0.07 (1.0)
wp3350 50 350 25 0.21 0.69 (3.3) 1.13 (5.4) 510.11 (2429.1) 0.31 (1.5)
wp3400 50 400 33 0.53 1.70 (3.2) 3.07 (5.8) 7043.20 (13289.1) 0.53 (1.0)
wp3450 50 450 35 0.37 1.52 (4.1) 2.03 (5.5) 3053.90 (8253.8) 0.29 (0.8)
wp3500 50 500 77 21.15 143.44 (6.8) 50.73 (2.4) – – 4.12 (0.2)
wp3500 100 300 6 0.16 0.52 (3.2) – – 37.37 (233.6) 1.39 (8.7)
wp3600 100 600 26 45.13 213.94 (4.7) – – – – 313.66 (7.0)
wp3675 150 675 2 0.28 3.96 (14.1) – – 877.06 (3132.4) 8.71 (31.1)
wp3750 150 750 5 2.17 17.09 (7.9) – – – – 94.99 (43.8)
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CPU times on unsatisfiable SATLIB instances
Instance |V | |C| #Unsat MaxSolver BF AMP PBS WCSP
jnh8 100 850 2 0.01 0.04 (4.0) 0.32 (32.0) 2.89 (289.0) 1.18 (118.0)
jnh9 100 850 2 0.02 0.05 (2.5) 0.32 (16.0) 2.90 (145.0) 1.65 (82.5)
jnh14 100 850 2 0.01 0.03 (3.0) 0.31 (31.0) 2.38 (238.0) 3.1 (310.0)
jnh211 100 800 2 0.01 0.03 (3.0) 0.31 (31.0) 1.60 (160.0) 0.89 (89.0)
jnh307 100 900 3 0.02 0.32 (16.0) 0.76 (38.0) 24.80 (1240.0) 3.97 (198.5)
jnh308 100 900 2 0.04 0.06 (1.5) 0.38 (9.5) 6.61 (165.2) 3.59 (89.8)
aim50-2.0no1 50 100 1 0.06 0.02 (0.3) 0.10 (1.7) 0.01 (0.2) 0.15 (2.5)
aim50-2.0no2 50 100 1 0.03 0.02 (0.7) 0.07 (2.3) 0.01 (0.3) 0.04 (1.3)
aim50-2.0no3 50 100 1 0.03 0.02 (0.7) 0.09 (3.0) 0.01 (0.3) 0.06 (2.0)
aim100-1.6no1 100 160 1 649.25 449.55 (0.7) 1047.19 (1.6) 0.01 (0.0) 670.72 (1.0)
pret60-40 60 160 1 3.27 4.68 (1.4) 10.49 (3.2) 0.01 (0.0) 85.27 (26.1)
pret60-60 60 160 1 3.35 4.69 (1.9) 10.53 (3.1) 0.14 (0.0) 85.07 (25.4)
pret60-75 60 160 1 4.12 4.62 (1.1) 10.59 (2.6) 0.01 (0.0) 84.94 (20.6)
dubois25 75 200 1 16.77 99.31 (5.9) 234.81 (14.0) 0.21 (0.0) 2358.37 (140.6)
dubois30 90 240 1 2217.63 2947.50 (1.3) 7280.33 (3.3) 64.42 (0.0) – –
of violated clauses in weighted max-SAT. The numbers in parentheses are MaxSolver’s
relative speedups over the best existing method.
For random unweighted max-2-SAT (Tables 5 and 7), BF degrades quickly as the C/V
ratio increases. As BF is the only solver for max-2-SAT in which the Mom’s rule is applied,
its poor performance indicates that the Mom’s rule alone is ineffective on max-2-SAT.
Maxsolver is also much faster than AMP, which implies that our unit propagation rules
can dramatically reduce the node expansions, and that our LP lower bound is effective as
well. SZ_LB4a performs the second best for instances from Borcher’s library (Table 7),
which indicates that SZ_LB4a’s special lower bound function is efficient for max-2-SAT.
The other two non-DPLL solvers, PBS and WCSP, perform much worse than MaxSolver.
PBS is unable to solver problems with more than moderate degree of constrainedness.
For random max-3-SAT (Tables 6 and 8), BF performs better than what it does on max-
2-SAT and is sometimes competitive when the C/V ratio is low. However, it still degrades
faster than MaxSolver and even AMP as the C/V ratio increases, indicating that not only
the Mom’s rule on max-3-SAT becomes less effective, but also the LP lower bound be-
comes effective as the C/V ratio increases. WCSP becomes not as efficient as MaxSolver
on max-2-SAT, when the problem size exceeds 100 variables. PBS is not competitive at all
on max-3-SAT.
For random weighted max-2-SAT (Table 9) and weighted max-3-SAT (Table 10) in-
stances from Borcher’s max-SAT library [5], we compared MaxSolver with BF and WCSP,
since the other two algorithms cannot apply. In Table 9, WCSP outperforms MaxSolver
and BF on 13 out 17 instances. However, most of the instances that WCSP wins have small
sizes and high constrainedness. For large problems with moderate constrainedness, Max-
Solver is still the winner. MaxSolver is significantly superior to BF in Table 9, mainly due
to the tremendous effects of our new UP4 unit propagation rule. Moreover, UP4 rule be-
comes increasingly more effective as the constrainedness increases. In Table 10, when the
effect of UP4 rule is moderate on weighted max-3-SAT, MaxSolver can still substantially
outperform BF and WCSP in all but three cases.
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shown in Table 11, jnh instances are best solved using MaxSolver. For pret instances and
dubois25, PBS is the winner. Note that PBS is a few orders of magnitude slower than Max-
Solver on jnh instances, each of which has at least two unsatisfiable clauses. This matches
the results in Tables 5 and 6, where PBS is the worst on highly over-constrained problems.
Therefore, PBS is not suitable for hard max-SAT. worse than our MaxSolver, suitable for
low-constrained or special structure instances. WCSP is much worse than MaxSolver on
all the instances tested, as it was originally developed for max-CSP. Finally, MaxSolver
outperforms BP and AMP on nearly every problem, and solves every one of them in a
reasonable amount of time. Therefore, all results indicate that our MaxSolver, although
developed based on random max-SAT, works fairly well on these instances with special
structures embedded.
In summary, our results show that MaxSolver and its three improving strategies are
effective on max-SAT problems, outperforming the five existing algorithms on random
max-SAT and many instances from SATLIB, often with orders of magnitude reduction in
running time.
8. Related work and discussions
A tremendous amount of research has been devoted to SAT. In this section, we discuss
some previous works on max-SAT and exact algorithm for max-SAT.
8.1. Exact algorithms for max-SAT
There are at least three different types of exact algorithms for max-SAT. The most pop-
ular among them is an extended DPLL algorithm based on Branch-and-Bound procedure.
So far, the known existing DPLL-based max-SAT algorithms include BF [4], AMP [2],
and SZ (in which, one of three lower bound functions LB3, LB4, and LB4a can be cho-
sen) [39]. Our MaxSolver belongs to this category. The second type is an OR-based Pseudo
Boolean algorithm like PBS [12]. The third type is a weighted CSP-based algorithm like
WCSP [17].
Freuder and Wallace carried out an early and significant study of over-constrained sat-
isfaction problems by directly extending the techniques for constraint satisfaction [14,43].
They proposed a number of basic ideas of constructing a DPLL-based exact max-SAT
solver, most of which were discussed in Section 3.
In BF algorithm [4], Borchchers and Furman first applied a local search to obtain an
initial upper bound for an exact max-SAT algorithm. This idea of obtaining a good initial
upper bound has been adopted by nearly every exact max-SAT algorithm. Based on BF
algorithm, Alsinet, Manya, and Planes introduced a lower bound function and used the two-
sided J–W rule for variable ordering in AMP [2]. In SZ_LB4a, Shen and Zhang developed a
novel and very effective lower bound function for max-2-SAT [39]. We extend and improve
the DPLL-based max-SAT paradigm in our MaxSolver algorithm in three aspects: unit
propagation, lower bound function and variable ordering.
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strained problems; its performance degrades greatly on over-constrained problems. WCSP
is a weighted CSP-based algorithm [17]. Its performance improves as the constrainedness
increases. However, WCSP is still outperformed by MaxSolver on large problems. More-
over, WCSP is more efficient on max-2-SAT than on max-3-SAT.
8.2. Analysis of max-SAT
Niedermeier and Rossmanith analyzed the complexity of a particular exact max-SAT
algorithm [35]. They proved that the time complexity of that algorithm is O(|F | ·1.3803K),
where |F | is the total number of literals in a formula F in conjunctive normal form and
K is the number of clauses. They also proved a time bounds O(|F | · 1.3995k), where k is
the maximum number of satisfiable clauses, and O(1.1279|F |) for the same problem. For
max-2-SAT, their results imply a bound of O(1.2722k).
Zhang studied the relationship between phase transitions of SAT (decision problem)
and backbones (variables with fixed values among all optimal solutions) of max-SAT (op-
timization problem) [47]. His results suggest that the backbone of max-SAT is an order
parameter for the problem hardness. Shen and Zhang also studied phase transitions of
max-2-SAT [40] and empirically examined the results of phase transitions of [7].
8.3. Unit propagation
The three existing unit propagation rules, UP1, UP2, and UP3, which we summarized in
this paper, were considered in many previous studies. The unit propagation rule UP1 and
a rule similar to UP2 were studied in [2,42,46]. UP3 was first proposed by Niedermeier
and Rossmanith [35], and was applied to max-2-SAT in [46]. Niedermeier and Rossmanith
also presented a set of transformation and splitting rules in order to provide a worst case
complexity for max-SAT [35]. However, conditions for using most of those rules are too
difficult to satisfy. In this paper, we provide an extensive comparative analysis of these
rules. Our new unit propagation rule UP4 was developed based on the idea of formulating
max-SAT as a nonlinear program. The combination of all these four rules has been shown
very efficient in our experiments. Note that the first nonlinear 0-1 formulation of max-SAT
was suggested by Hammer and Rudeanu earlier [19].
8.4. Lower bounds and LP and ILP heuristics
Joy, Mitchell, and Borchers are perhaps the first to apply ILP to max-SAT [28]. They
showed that an ILP-based solver was able to outperform DPLL-based solvers on max-2-
SAT. However, when applied to max-3-SAT, the ILP-based solver was much slower than
a DPLL-based algorithm. Blair, Jeroslow and Lowe applied LP to SAT [3]. However, the
bounds that they obtained were not tight at all when compared to the bounds from applying
ILP. Hooker speculated that better bounds from LP might be possible [22]. In this paper,
we proposed to use LP for max-SAT, and successfully showed its power on max-3-SAT for
the first time.
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Little research has been done on variable ordering for max-SAT, except the work in [43]
on the effects of applying in-most-unit-clause and in-most-shortest-clause heuristics on
small random unweighted max-SAT of 25 variables. Our binary-clause first and dynamic-
weighting variable ordering heuristics are novel. The binary-clause first heuristic is able
to take advantage of the strong unit propagations and lower bound functions for max-
2-SAT problem instances; the dynamic variable ordering heuristic is able to adjust itself
according to problem characteristics to cope with different constraint situations for max-3-
SAT problem instances.
8.6. Weighted max-SAT
In contrast to the amount of effort devoted to SAT and unweighted max-SAT, research
on weighted max-SAT is rather limited. In addition to the BF and WCSP algorithms we
compared in this paper, the most relevant previous work is the branch-and-cut algorithm for
weighted max-SAT [28]. We did not include this branch-and-cut algorithm in our analysis
because it is compatible with the BF algorithm, as discussed in [28].
9. Conclusions and future work
Max-SAT is an important problem that has many real-world applications. However, the
existing algorithms for max-SAT are typically restricted to simple problems with small
numbers of variables and low constrainedness. The main contributions of this research are
a novel unit propagation rule for max-SAT based on an integer nonlinear programming for-
mulation of the problem, an efficient lower bound function based on linear programming,
and two effective variable ordering heuristics designed specifically for max-SAT. The key
results of this paper are three effective methods for max-SAT and an algorithm that inte-
grates these methods for solving hard max-SAT instances. The three methods are a set of
unit propagation rules, a linear-programming based lookahead lower bound, and two new
variable ordering rules. We call the new integrated algorithm for max-SAT MaxSolver.
We experimentally showed that these new strategies and MaxSolver are effective on
different max-2-SAT and max-3-SAT problems. MaxSolver is significantly superior to five
existing state-of-the-art algorithms for max-SAT. MaxSolver is able to significantly out-
perform the existing algorithms, sometimes with orders of magnitude improvement, on
many random max-SAT instances and max-SAT instances converted from real application
domains.
As our future plan, we will apply MaxSolver to over-constrained real-world appli-
cations. For example, the Maximum Probable Explanation (MPE) problem in Bayesian
Networks has been formulated as a weighted max-SAT and subsequently solved, approx-
imately, by an approximation max-SAT algorithm [36]. We plan to optimally solve large
MPE problems using our new MaxSolver.
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Appendix A. Proof of dominating unit-clause rule (UP3)
• Dominating unit-clause rule: If p1(v) ∑ki=1 ni(v), set v = T and ignore v = F ;
If n1(v) 
∑k
i=1 pi(v), set v = F and ignore v = T ; If both conditions hold, i.e.,
p1(v) = n1(v), set v = T or v = F and ignore the other value.
Our proof starts with the nonlinear formulation of max-SAT introduced in Section 2.
For clarity, here we only consider for max-2-SAT. The proof for max-k-SAT (k  3) is
essentially the same but lengthy. Specifically, we only prove that when p1(v)  n1(v) +
n2(v), setting v = T and ignoring v = F will not miss an optimal solution. The case for
n1(v) p1(v) + p2(v) is symmetric.
Following the discussion on nonlinear formulation of max-SAT in Section 2.2, we can
introduce an integer variable that takes value 0 or 1 to present a Boolean variable that takes
value F or T . The problem of a max-2-SAT, which may contain unit clauses, is to minimize
the objective function
W =
m∑
i=1
wiyi, (A.1)
where m is the number of clauses, wi is the weight of the ith clause, and yi is a decision
variable for the ith clause and is subject to the following constraints{
yi = 1 − fi;
fi = li1, if the ith clause is a unit clause;
fi = li1 + li2 − li1li2, if the ith clause is a binary clause,
(A.2)
for i = 1,2, . . . ,m, where li1 and li2 are the 0-1 integers corresponding to the Boolean
variables in the ith clause.
Z. Xing, W. Zhang / Artificial Intelligence 164 (2005) 47–80 75The restrictions in (A.2) can be directly used in the objective function in (A.1). Let Ck
be the sets of clauses of k literals, for k = 1 or 2, and let ci be the ith clause. The objective
function in (A.1) can be rewritten as
W =
m∑
i=1
wi(1 − fi) =
m∑
i=1
wi −
∑
ci∈C2
wi(li1 + li2 − li1li2) −
∑
ci∈C1
wili1. (A.3)
To minimize W , we separate positive and negative literals. Let Ck(vj ) ⊆ Ck and Ck(v¯j ) ⊆
Ck be the sets of k-literal clauses that contain literal vj and v¯j , respectively. As discussed in
Section 2.1, we can represent positive literal vi by integer variable xj and negative literal
v¯j by integer expression 1 − xj . Furthermore, Boolean variable vj may be in unit and
binary clauses. We now consider these clauses with vj in turn.
• If vj is in positive literal (corresponding to integer variable xj ) and in unit clauses,
−
∑
ci∈C1(vj )
wili1 = −
∑
ci∈C1(vj )
wixj = −p1(vj )xj . (A.4)
• If vj is in positive literal (corresponding to integer variable xj ) and in binary clauses,
−
∑
ci∈C2(vj )
wi(li1 + li2 − li1li2) = −
∑
ci∈C2(vj )
wi(xj + li2 − xj li2)
= −
∑
ci∈C2(vj )
wili2 +
∑
ci∈C2(vj )
wili2xj − p2(vj )xj . (A.5)
• For the other two cases where vj is in negative literal (corresponding to 1 − xj ), we
have
−
∑
ci∈C1(vj )
wili1 = −n1(vj ) + n1(vj )xj , (A.6)
and
−
∑
ci∈C2(v¯j )
wi(li1 + li2 − li1li2) = −n2(vj ) −
∑
ci∈C2(v¯j )
wili2xj + n2(vj )xj . (A.7)
We now focus on the coefficient Fxj of integer variable xj . From (A.4) to (A.7), summing
up the coefficient of xj in each case, we have
Fxj = n1(vj ) + n2(vj ) − p1(vj ) − p2(vj ) +
∑
i∈C2(vj )
wili2 −
∑
i∈C2(v¯j )
wili2.
Because
∑
ci∈C2(vj ) wili2  p2(vj ), and
∑
ci∈C2(vj ) wili2  n2(xj ), we then have
n1(vj ) − p1(vj ) − p2(vj ) Fxj  n1(vj ) + n2(vj ) − p1(vj ).
If p1(vj ) n1(vj ) + n2(vj ), Fxj cannot be positive, thus to minimize the objective func-
tion W , xj should take value 1, i.e., vj = T . If n1(vj ) p1(vj ) + p2(vj ), Fxj can not be
negative, to minimize W , xj should take value 0, i.e., vj = F . This concludes the proof.
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• Coefficient-determining propagation rule: For each un-instantiated variable vi and
corresponding integer variable xi , if LB(xi)  0, set vi = F and ignore vi = T ; if
UB(xi)  0 set vi = T and ignore vi = F ; if both conditions hold, i.e., UB(xi) =
LB(xi), set vi = T or vi = F and ignore the other value.
To derive rule UP4, we first introduce a lower bound LB(xi) and an upper bound UB(xi)
for the coefficient Fxi of a variable xi , for 1 i  n, i.e., LB(xi) Fxi UB(xi). To derive
LB(xi) and UB(xi), we first represent the objective function W in such a way that the final
nonlinear formula only contains variables xi . From the objective function in Eq. (1) in
Section 2.2, we have
W =
m∑
i=1
wiyi = c +
∑
xi∈V
πixi +
∑
xi ,xj∈V
πi,j xixj (B.1)
for max-2-SAT, and
W =
m∑
i=1
wiyi = c +
∑
xi∈V
πixi +
∑
xi ,xj∈V
πi,j xixj +
∑
xi ,xj ,xk∈V
πi,j,kxixj xk (B.2)
for max-3-SAT. We now derive LB(xi) and UB(xi) for the coefficient Fxi of xi . We con-
sider max-2-SAT and max-3-SAT separately.
B.1. Upper and lower bounds for max-2-SAT
For max-2-SAT, from Eq. (B.1), we have
Fxi = πi +
∑
xj∈V \{xi }
πi,j xj
= πi +
∑
xj∈V \{xi },πi,j>0
πi,j xj +
∑
xj∈V \{xi },πi,j<0
πi,j xj . (B.3)
Note that
∑
xj∈V \{xi },πi,j>0 πi,j xj  0 and
∑
xj∈V \{xi },πi,j<0 πi,j xj  0. Therefore, we
have 

UB(xi) = πi +∑xj∈V \{xi },πi,j>0 πi,j ,
LB(xi) = πi +∑xj∈V \{xi },πi,j<0 πi,j ,
LB(xi) Fxi UB(xi).
B.2. Upper and lower bounds for max-3-SAT
For max-3-SAT, from Eq. (B.2), we can write
Fxi = πi +
∑
x ∈V \{x }
πi,j xj +
∑
x ,x ∈V \{x }
πi,j,kxj xk. (B.4)j i j k i
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linear function of xj ’s, while the latter is quadratic.
Since Fxi is quadratic for max-3-SAT, to derive a linear upper bound for Fxi we define a
linear roof F rxi of Fxi which satisfies F rxi  Fxi under all possible assignments. Similarly,
we define a linear floor Ffxi satisfying Ffxi  Fxi under all possible assignments. Similar
definitions of linear roof and linear floor were introduced earlier by Hammer et al. [18]. As
a bound on quadratic Fxi is difficult to get, we then use an upper bound of F rxi to bound Fxi
from above and a lower bound of Ffxi to bound Fxi from below. In the remaining discussion,
we consider how to get F rxi , F
l
xi
and their corresponding bounds.
A simple method to generate F rxi (or F
f
xi ) is to first relax each individual quadratic term
πi,j,kxj xk in Fxi to a linear term, and then sum up all the resulting linear terms. By doing
so, we expect some of the linear terms to cancel out each other to arrive at a tighter bound.
To relax a quadratic term to linear, we apply a set of inequalities introduced by Hammer et
al. [18], specifically,{
πi,j,kxj xk  λπi,j,kxj + (1 − λ)πi,j,kxk, if πi,j,k > 0;
πi,j,kxj xk  λπi,j,k(xj + xk − 1), if πi,j,k < 0; (B.5)
and {
πi,j,kxj xk  λπi,j,k(xj + xk − 1), if πi,j,k > 0;
πi,j,kxj xk  λπi,j,kxj + (1 − λ)πi,j,kxk, if πi,j,k < 0, (B.6)
where xj and xk are 0–1 integer variables and λ is a real value satisfying 0 λ 1. The
proof to these two sets of inequalities are straightforward and can be found in [18]. We can
apply inequality (B.5) to relaxing quadratic term πi,j,kxj xk to a linear term for computing
an upper bound and inequality (B.5) for a lower bound. We now consider upper bound first.
Recall that πi,j,kxj xk is a quadratic term in Fxi , and πi,j xj and πi,kxk are the linear
terms involving xj and xk . Without loss of generality, assume that πi,j  πi,k . We can
apply inequality (B.5) to relaxing πi,j,kxj xk to linear function, where λ can be taken as
follows,
λ =


1, if πi,j,k > 0 and πi,j,k  πi,k − πi,j ;
1
2 + πi,k−πi,j2πi,j,k , if πi,j,k > 0 and πi,j,k > πi,k − πi,j ;
0, if πi,j,k < 0 and πi,j  0;
|πi,j |
|πi,j,k | , if πi,j,k < 0 and 0 < πi,j < |πi,j,k|;
1, if πi,j,k < 0 and πi,j  |πi,j,k|.
(B.7)
The intention behind Eq. (B.7) is to try to cancel (or partially cancel) some resulting linear
term with an existing linear term in Fxi as much as possible so as to get a tight linear upper
bound F rxi . If πi,j,k > 0, one of the first two values in Eq. (B.7) is used, otherwise, one of
the last three values is chosen.
By applying λ in Eq. (B.7) to inequality (B.5) and summing up all terms for different xj
and xk , we then obtain a linear function F rxi such that Fxi  F
r
xi
. Linear function F rxi can be
written as F rxi = πri +
∑
xj∈V \{xi } π
r
i,j xj . Following the discussion for deriving bounds for
max-2-SAT in Section B.1, we take UB(xi) = πri +
∑
xj∈V \{xi },πri,j>0 π
r
i,j and thus have
Fxi  F rx UB(xi).i
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considered above. Specifically, without loss of generality, assuming that πi,j  πi,k , we
choose λ as follows,
λ =


0, if πi,j,k > 0 and πi,k  0;
|πi,k |
πi,j,k
, if πi,j,k > 0, πi,k < 0, and |πi,k| πi,j,k;
1, if πi,j,k > 0, πi,k < 0, and |πi,k| > πi,j,k;
0, if πi,j,k < 0 and |πi,j,k| πi,k − πi,j ;
1
2 − πi,k−πi,j|2πi,j,k | , if πi,j,k < 0 and |πi,j,k| > πi,k − πi,j .
(B.8)
By applying λ from Eq. (B.8) to inequality (B.6), we write Ffxi = πfi +
∑
xj∈V \{xi } π
f
i,j xj
and have Ffxi  Fxi . By the same reasoning for the lower bound for max-2-SAT, we have
LB(xi) = πfi +
∑
xj∈V \{xi },πfi,j<0 π
f
i,j and LB(xi) F
f
xi  Fxi .
Putting all the pieces together, we finally have

UB(xi) = πri +
∑
xj∈V \{xi },πri,j>0 π
r
i,j ,
LB(xi) = πfi +
∑
xj∈V \{xi },πfi,j<0 π
f
i,j ,
LB(xi) Fxi UB(xi).
B.3. Coefficient-determining propagation rule
For the above UB(xi) and LB(xi) in max-2-SAT and max-3-SAT problems, if UB(xi)
0, Fxi cannot be positive, thus to minimize the objective W =
∑m
i=1 wiyi , xi should take
value 1, i.e., vi = T . If LB(xi)  0, Fxi cannot be negative, to minimize W , xi should take
value 0, i.e., vi = F . This concludes the proof.
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