Abstract. Applying GAC on conjunctions of constraints can lead to more powerful pruning [1] . We show that there exists a simple heuristic for deciding which constraints might be useful to conjoin. The result is a useful automatic way of improving a CSP model for GAC solving.
Introduction
Generalized arc consistency (GAC) [2] is arc consistency generalized to the non-binary case. GAC can be used as a mechanism for constraint propagation to reduce the complexity of a CSP. GAC can also be embedded in a backtracking search algorithm to provide constraint propagation dynamically (cf. the binary MAC algorithm [3, 4] ).
Bessière and Régin have pointed out that GAC can also be applied to conjunctions of constraints [1] , and they provide an algorithm for enforcing GAC on conjunctions. In this paper we make some further observations on this idea. Specifically, we show that there is a simple heuristic that can be used to determine whether or not it might be worthwhile grouping a collection of constraints into a conjunction and performing GAC on this conjunction.
This provides a method for achieving a potential improvement of any given CSP model automatically: using the heuristic we simply group together collections of constraints and then perform GAC on these conjunctions instead of on the individual constraints. The model with conjoined constraints can then be tested to determine if in fact an improvement has been achieved. Importantly, performing GAC on a conjunction of constraints does not require modifying the original model: the original representation of the constraints in each conjunction can be used directly by the GAC algorithm. It simply requires identifying the sets of constraints that might be worth conjoining. Since CSP modeling is a complex and potentially costly task, any improvements to a model that can be achieved automatically can help reduce the cost of finding a sufficiently efficient model. We demonstrate that this idea can be effective in two different CSP models. Each constraint is over some set of variables Î Ö×Ç ´ µ, and has an arity equal to Î Ö×Ç ´ µ . A constraint is a set of sets of assignments: if the arity of is , then each element of is a set of assignments, one for each of the variables in Î Ö×Ç ´ µ. We say that a set of assignments satisfies a constraint if Î Ö×Ç ´ µ Î Ö×Ç ´ µ and there exists an element of that is a subset of . is said to be consistent if it satisfies all constraints such that Î Ö×Ç ´ µ Î Ö×Ç ´ µ, i.e., it satisfies all constraints it fully instantiates. Otherwise it is inconsistent. A solution to a CSP is a complete and consistent set of assignments. This definition says that there exists an assignment extending Î that simultaneously satisfies all of the constraints in . This is equivalent to asserting that the (natural) join of all of the constraints in is arc consistent (when viewed as being a new constraint relation).
Background and Notation

Definition 1 (Generalized Arc Consistency
As shown in [1] , conjunctive GAC can be achieved in time upper bounded by Ç´ Î Ö×Ç ´ µ µ where is the maximum domain size of any of the variables in Î Ö×Ç ´ µ. Furthermore, their method does not require computing an explicit representation of the conjunction. That is, the representation of the individual constraints contained in the original model can be used directly.
Consider a CSP model containing the two constraints ½ and ¾ . If GAC is going to be used to solve the CSP, we would have to perform GAC( ½ ) and GAC( ¾ ), a task that would require time Ç´ Î Ö×Ç ´ ½µ µ plus Ç´ Î Ö×Ç ´ ¾µ µ [5] . If we choose to perform GAC on their conjunction instead, GAC( ½ ¾ ), we would need time Ç´ Î Ö×Ç ´ ½µ Î Ö×Ç ´ ¾µ µ. That is, the increased time required decreases as the number of variables shared by ½ and ¾ increases. In the extreme case where Î Ö×Ç ´ ½ µ Î Ö×Ç ´ ¾ µ performing GAC on the conjunction instead of over each constraint individually has the same order of complexity. In fact, for the GAC-schema algorithm of [1] it would be faster to compute GAC( ½ ¾ µ than computing both GAC( ½ ) and GAC( ¾ ) in this case-each of these computations would require approximately the same amount of time, so we reduce the number of separate GAC computations by doing GAC on the conjunction. From the definition it can be seen that GAC( ½ ¾ ) is a stronger consistency condition than individually enforcing GAC( ½ ) and GAC( ¾ ). For the separate application of GAC to the two constraints, we would require only that there exists two sets of assignments ½ and ¾ both extending Î , with ½ satisfying ½ and ¾ satisfying ¾ . GAC on the conjunction requires that there exist a set of assignments extending Î that satisfies ½ and ¾ simultaneously. Hence, GAC( ½ ¾ µ has the potential to prune more values. What is also interesting, but was not as well highlighted in [1] , is that the relative strength of GAC on the conjunction increases as the number of shared variables between ½ and ¾ increases. If these two constraints share no variables, then we can find the required set of assignments satisfying the conjunction, by simply unioning the two sets of assignments ½ and ¾ . That is, in this case GAC on the conjunction is identical to GAC on each constraint separately. On the other hand if these two constraints share variables, then the required set of assignments only exists if we can find an ½ satisfying ½ and ¾ satisfying ¾ that agree on their assignments to all shared variables (and then can again be ½ ¾ ). Clearly, this constraint on the individually satisfying assignments becomes stronger as the number of shared variables, , grows.
Hence, the optimal case is when Î Ö×Ç ´ ½ µ Î Ö×Ç ´ ¾ µ: GAC( ½ ¾ ) is faster and it yields the maximal improved strength over doing GAC on each constraint separately.
In general, a simple heuristic for grouping constraints into conjunctive sets is as follows.
1. Initialize Ë , the set of conjunctive sets, to contain Ñ conjunctive sets each containing the single constraint . In this algorithm Å places a limit on the increase in arity we are willing to allow, while AE places an absolute limit on the arity of the conjoined constraints we are willing to allow. An optimal value for Å will be problem dependent. For example, if Å ¼ the algorithm will only conjoin constraints satisfying Î Ö×Ç ´ ½ µ Î Ö×Ç ´ ¾ µ.
Empirical Results
We report on experiments we performed with two different CSP models. The first is a model for the Golomb ruler problem containing quaternary constraints developed in [6] . In this model, there is a quaternary constraint Ü Ü Ü Ü Ð for all
Hence, over every set of four marks there will be 7 different constraints posted over these variables, 4 quaternary constraints and 3 ternary constraints. We consider finding optimal solutions and proving them to be optimal using a backtracking search that maintains GAC. For this model we set Å ¼ , thus we only conjoin constraints whose variables are a subset of another.
The results are shown in Table 1 . We used a 500MHz PIII machine, and the same underlying implementation for GAC on all of our tests. The first column shows the number of branches explored (and time required in CPU seconds) using the constraints without any conjunctions. The second column shows what happens when we conjoin Fig. 1 Backtracks and cpu time to find (F) a golomb ruler of a given size or prove (P) its optimality. "-" indicates that the solver was unable to find a solution after reaching ½¼ backtracks. together only the 3 quaternary constraints, and the final column show what happens when we conjoin all 7 constraints (for each set of 4 variables). The results show that a useful improvement in speed is obtained and a moderate improvement in the number of branches explored. The improvement in speed is greater than the improvement in branches due to the efficiency gained by performing GAC over conjunctions (see Section 2 for a discussion of this point). The middle column demonstrates that our technique is heuristic-improved pruning is not always obtained through conjunctions.
In particular, it turns out that the three quaternary constraints all logically entail each other, so enforcing one is as powerful as enforcing all three or as enforcing the conjunction. Thus, we see no improvement in number of branches. The improvement in speed arises from the fact that with conjunctions we have fewer constraints over which GAC has to be enforced.
In the second model we experiment with random 3-sat problems. These problems are converted from a set of clauses into a CSP containing a set of binary variables and a ternary constraint for each clause. In this case, we set Å ½ and AE , thus generating conjunctions over 4 variables. The results are shown in Table 2 . It is worthwhile noting in this case that there were instances where the solver actually performed more backtracks when using conjoined constraints than it did in the original problem. This anomaly can be attributed to the fact that 3-SAT has a special structure, which is not accounted for by the minimal remaining values-break ties by degree heuristic used. Therefore, even though the conjunctive constraints cause more pruning, they end up making the search slower by fooling the heuristic. This anomaly could probably be eliminated by using one of the heuristics that have been developed specifically for SAT problems.
If we factor out these instances, and look only at those instances where the solver performed fewer backtracks with conjunctive constraints, we find that the cpu time used is at worst only ½¼± more than the time used to solve the problem using the original model. This shows that despite the fact that we are generating constraints of higher arity in this case (and hence the complexity of enforcing GAC on the conjunction is higher than enforcing GAC on the individual constraints separately) the overhead of performing GAC on the conjoined constraints is alleviated by the extra pruning it generates. More specifically, Table 3 show the same results as Table 2 except that the instances where the heuristic performed poorly have been removed. The results show a useful improvement is achieved by using conjunctions. 
