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Resumen
Esta tesis aborda el problema del seguimiento de múltiples personas en una red de cámaras
con campos de vista no solapados por medio de diferentes técnicas de visión computacional.
El seguimiento de múltiples personas desempeña un papel muy importante en los sistemas
inteligentes de videovigilancia, los cuales son actualmente uno de los campos de investigación
más activos en visión computacional. Los datos de vídeo capturados pueden ser muy útiles
para mútiples aplicaciones, pudiendo cubrir desde la extracción del comportamiento de una
persona en un acto social hasta la activación de una alarma para prevenir situaciones de peligro.
Sin embargo, frecuentemente los datos de vídeo son infrautilizados debido a la cantidad de
información proporcionada por una red de cámaras, la cual debe ser procesada manualmente.
Enfocando nuestro trabajo hacia este problema, se han generado diferentes contribuciones
para hacer más factible la supervisión al operario con tareas de videovigilancia analizando el
movimiento de personas por el entorno automáticamente. En primer término, se analiza el
problema de seguimiento de personas dentro de un único campo de visión de donde se obtiene la
estimación de la posición de la persona y su trayectoria en dicha imagen. Para ello, se proponen
dos nuevos modelos de descripción de una persona basados en su silueta, tamaño, movimiento
y altura. Esto permitirá poder detectar múltiples personas bajo distintas configuraciones de la
cámara.
Tras ello, el problema de seguimiento de personas se extiende a una red de cámaras con
campos de visión no solapados cuyo objetivo principal es proporcionar un identificador único
por persona para su reidentificación. Así, se propone el uso de un novedoso método para realizar
el proceso de reidentificación de forma gradual e iterativa teniendo en cuenta la diferencia en
orientación. Se define un espacio de transformación de características similares y no-similares
entre parejas de personas utilizado para entrenar un clasificador basado en máquinas de vector
soporte (SVM).
Por último en el campo de post-ranking se propone un módulo de análisis basado en la
información de contexto discriminante para realizar la optimización del ranking inicial propor-
cionado por cualquier método de base de reidentificación. Se ha definido nueva información
de contexto y contenido para ser utilizada en el análisis de características discriminantes, para
así eliminar la información común de un conjunto de vectores de características con apariencia
similar. Finalmente, resultados experimentales para cada método, sobre diferentes conjuntos
de datos capturados es escenarios reales, y comparaciones con métodos del estado del arte son
presentados.
Palabras clave: Videovigilancia, Red de cámaras, Detección de personas, Seguimiento de
personas, Reidentificación de personas, Optimización del ranking.

Abstract
This thesis addresses the problem of people multi-tracking in a non-overlapping camera
network by means of different computer vision techniques. People multi-tracking plays a very
important role in smart video surveillance systems, which currently are one of the most active
research fields in computer vision. The collected video data can be very useful for multiple
applications, covering from the extraction of person behavior in a social environment to the
activation of an alarm for preventing dangerous events. However, this video data is frequently
underused due to the amount of information provided by the camera network, which must be
manually processes.
Looking towards this problem, different contributions are introduced to make more feasible
monitoring video surveillance tasks for the operator, automatically analyzing the people move-
ment in an environment. First, we focus on the people tracking problem in a single field of view
where the estimation of the person position and his/her trajectory in the image are achieved. To
do this, two novel description models are proposed based on silhouette, size, motion and height,
allowing the person detection over different camera configurations.
Afterward, the person tracking problem is extended to the non-overlapping camera network
case whose main objective is to provide a single identifier for each person. Regarding to this,
a new method is proposed to carry out the re-identification process in a gradual and iterative
fashion attending to the orientation distance. A pairwise feature dissimilarity space is introduced
to train a support vector machine classifier (SVM).
In the post ranking person re-identification field, a discriminant context information analysis
module is proposed to optimize the initial ranking computed using any baseline models. Novel
content and context information are defined to be used in a discriminant feature analysis in
order to remove the common information from a set of feature vectors with similar appearance.
Finally, we present experimental results for each method over datasets recorded in real scenarios
and comparisons with state-of-the-art methods.
Keywords: Video Surveillance, Camera Network, People Detection, People Tracking, Per-
son Re-Identification, Ranking Optimization.
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Chapter 1
Introduction
This chapter introduces some general ideas to put in context the different topics related to
this thesis. The scenario of video surveillance systems is discussed in detail including aspects
such as definition of the system components, architecture elements, distributed versus centralized
processing, challenges, etc. People detection, tracking and re-identification tasks are defined in
detail. Finally, the outline of the dissertation is briefly described.
1.1. Cameras as a Way of Life
Nowadays, there is a great interest in the use of vision systems in many fields such as
industrial automation, health care, intelligent spaces, leisure or surveillance. This fact, together
with the fall in the price of electronic devices such as sensors and processors due to the growing
market demand, has enabled the presence of digital cameras all around the world.
Consequently, this situation has somehow modified the people way of life, being the main
entrance to the digital world. More and more, people are turning around a lot of digital devices
to help them in their daily lives. Digital videos and hand-held mobile cameras have largely
replaced the way in which we used to handle these devices in our lives. The miniaturization
of digital cameras has spread their integration into multiple devices used by people in their
daily routines. Digital cameras have had a profound effect on society for a number of reasons,
considering its extensive use nowadays. For instance, on February 23, 2013 a revolutionary
small wearable camera was featured on Swedish National TV News named as Narrative Clip1
(see Figure 1.1). This wearable camera takes a snapshot every 30 seconds in order to register
our entire life in images.
Similarly, our urban environment is becoming a totally video monitored space. Due to this
notable growth, numerous applications such as statistical analysis in marketing, traffic monitor-
ing, transportation system or social interaction are emerging. But overall, increasing demand
for public safety and security from terrorism, crime prevention, forensic investigations and at-
tempted robbery or fraud, is motivating the installation of more and more video surveillance
systems in multiple locations where people work, shop, study, travel and play.
1http://getnarrative.com/
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Figure 1.1: Image of the Narrative Clip wearable camera and several snapshots captured by the
camera. Image extracted from http://getnarrative.com/narrative-clip-1
1.2. Video Surveillance
In the last decade the use of Video Surveillance Systems (VSSs) has grown significantly in
modern societies and smart cities, where the uploading and/or the processing of images with
video surveillance purposes is a common practice. The video surveillance industry with an expe-
rience of more than 35 years has greatly evolved due to the technology changes. Generally, video
surveillance pursues to guarantee the well-being and the security of persons in public and private
areas. As concerns the video surveillance market, the demands include different capabilities from
low level properties as better image quality, simplified installation and maintenance, up to more
secure and reliable technological features, size and scalability, remote monitoring capabilities,
integration with other systems and more built-in system intelligence (smart cameras).
A VSS, more commonly called Closed-Circuit Television (CCTV), is a system of activity
monitoring in possibly disjoint areas captured from a distributed camera network in which images
are transmitted from each camera. Figure 1.2 shows the common elements that a current VSS
may contain where one security worker receives the information coming from the video data of the
camera network, for example a surveillance camera located in a crossing area. Nowadays, we can
affirm that our cities have deployed a huge number of surveillance cameras. In 2012, more than
22,000 security cameras monitored cities of Spain [36], where specific regulations restrict their
public use. Between 2007 and 2008 the number of surveillance cameras was tripled from 5000 to
15500 cameras. Among the most monitored countries in the world, excels United Kingdom with
over 5.9 million of cameras including 750,000 in sensitive locations such as schools, hospitals
and care homes; with a ratio of one surveillance camera for every 11 people. The scalability of
the systems has been tested with the massive quantity of videos generated. There is a critical
problem in order to process that quantity of information in real-time and regulations about
recorded people.
Currently, surveillance cameras are installed in both indoor and outdoor areas. Table 1.1
shows a classification of urban environments categorized as surveilled versus unsurveilled to-
gether with public and semi-public areas. First category means where the surveillance cameras
are placed and, second category distinguish between freely accessible space and other areas
which may be privately owned. It demonstrates that video surveillance has been deployed even
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Figure 1.2: Example of video surveillance system.
residential houses.
Table 1.1: Classification of urban places under inspection of video surveillance systems.
Public Semi-Public
Surveilled
Streets Shopping malls
Squares Terminals
Market places Vehicles of public transport
Pedestrian areas Banks
Hospitals
Schools and churchers
Unsurveilled
Most parks Some small shops
Urban forest Some schools and churches
Most restaurants
In agreement with the growth that VSSs have undergone, recent opinion polls have shown
a strong support for the use of CCTV in international tune. Around 68% of population are in
favor of spreading the use of video surveillance (only referred to developed countries), almost
the total (approx. 66%) report that it makes them feel safer, a 18% that it is allowed for
the identification of criminal offenders and a 16% of the population believes that it prevents
crime [36]. Table 1.2 shows the public perception of VSS according to the location. As it is
observed, locations corresponding to banks, public transport, shops and schools overtake the
75% of acceptance. In contrast, hospitals and workplaces do not reach the 50% of acceptance.
Table 1.2: Video surveillance support towards the VSS location.
Very good/Good Neutral Very bad/Bad
Banks 92% 4% 4%
Public Transport 85% 9% 6%
Shops 83% 10% 7%
Schools 77% 8% 15%
Streets 56% 21% 23%
Leisure Areas 50% 13% 37%
Workplaces 45% 14% 41%
Hospitals 45% 28% 27%
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1.2.1. Architecture of a Video Surveillance System
The definition of VSS is somewhat a generic concept and several types of systems with dif-
ferent architectures or components can be found. The typical VSS is composed by the following
components:
Input devices: typically video-cameras (fixed or with motion capabilities such as pan, tilt
and zoom (PTZ)) that are mainly available to capture black and white (monochrome)
images or color images.
Connectivity/Communication: usually multiple cables are necessary to deploy the video
surveillance solutions, i.e., a distributed camera network. Serial buses are the preferred
ones for each camera communication link. New architectures include wireless solutions in
order to improve the flexibility, location adaptability and reduce installation costs.
Video stream management (Switching): it provides the control monitoring of video
streams. The user can direct a transmission or aggregation device to switch from one
camera feed to another in order to display the scene on a monitor. Switching is tradition-
ally supported by matrix switches that come in many sizes, scaling from tens to hundreds
of cameras.
Monitoring and storage: these are the most basic actions that are performed since actually
the inclination is to process the video data to provide the relevant information as a function
of the final application. Regarding monitoring, users can select the desired video and
specify where the video will be displayed. Independently from the monitoring functions,
video data may be stored for a few days, weeks or months based upon regulatory and other
organization requirements.
Information analysis: this issue is related to the capabilities of the end user of the ap-
plication which is generally performed by a human. However, the current tendency goes
towards automation.
Since its beginnings, VSSs have been evolved in three main generations: the first generation
of surveillance systems, which corresponds to CCTVs systems, was entirely analog. Cameras
were controlled with analog signals and the transmitted video data was also on an analog format.
In addition, these video streams were aggregated, switched, and dispersed to monitoring displays
using analog matrix switching technology. The matrix switch also provided the video stream
to old analog videocassette recorders (VCRs) for recording purposes. The second generation of
surveillance systems migrates to digital components, allowing automated analysis of the incoming
video data in real-time. Therefore, automated event detection and alarm generation significantly
increased the amount of simultaneously monitored data and the quality of the overall surveillance
system. The third generation has completed the digital transformation. In these VSS, the video
signal is converted into the digital domain in the cameras internal hardware (smart embedded
cameras), which transmits the video data using a digital communication network such as a local
area network. At the beginning, these kind of cameras were mainly used to directly compress
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the video data in order to save bandwidth in the communication link. However, nowadays,
embedded smart cameras have also increased their capabilities and functionality implementing
low-level processing algorithms which are applied to the captured images. The customization
feasibility is the key factor to address different algorithms with the same technology.
1.2.2. Distributed Processing
When we talk about smart video surveillance, it is not only referred to the extraction of
relevant information from video data in order to recognize actions or to analyze behavior.
Recent advances in computing, communication and cameras are pushing the development of
high-performance embedded cameras which combine video sensing, video processing and com-
munication within a single device. This way, networks of embedded cameras can potentially
support more complex and challenging applications than a single camera.
Generally, vision systems are divided into two groups: i) vision systems based on a computer
(centralized processing) or ii) smart camera vision systems (distribute processing). The main
differences between the two types of vision systems include architecture, cost and development
environment. The video processing and analysis in vision systems based on a computer are
executed on a central host using standard workstation racks. This type of processing has several
disadvantages: it introduces latency reducing the response time of the system, it requires a lot
of large amount of resources (storage, RAM memory) and needs high bandwidth to manage
the huge amount of video data. These problems produce lower performance and high power
consumption. Thus, centralized processing increases the software complexity and the integration
costs to the point where the designed system in not easily scalable.
In contrast, decentralized processing brings intelligence and decision making ability to the
cameras. These systems perform distributed computation, including computation in the camera
as well as in the remote central host, in order to meet performance and power requirements.
Each smart camera includes a local memory and storage with which it is capable of acquiring and
analyzing video data on board. Performing low-level processing at each camera allows to send
information to other cameras that can be combined to obtain a joint result without accessing
the central host, saving considerable power. The distributed processing is also probably the
most effective approach to meet real-time requirements with low latency responses.
Smart camera vision systems combine low-cost distributed processing with high-speed net-
working providing easy scalability. Finally, this kind of devices do not need to store raw images
which are processed directly, thus problems related to personal data protection laws are avoided.
The hardware architecture of a typical smart camera consists of three main parts:
Sensing unit: the main element is the image sensor. This part is responsible for capturing
images from the environment. The sensing unit transfers the captured images to a memory
with a certain resolution and frame-rate.
Processing unit: this consists of digital signal processors (DSPs) which offer a good balance
between performance and power consumption. Low-level processing tasks are carried out
in the general processing unit.
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Communication unit: is formed by one or many interfaces for external communication.
The most typical interfaces are wired Ethernet and wireless Global System for Mobile
Communications/General Packet Radio Services (GSM/GPRS). This part is responsible
for sending the results, the processed image or certain information extracted for the cap-
tured image to the central host.
Consequently, VSSs have benefited from the addition of this kind of cameras in their ar-
chitecture. Smart surveillance systems can automatically process and analyze the video data
in each camera. This way, only relevant information is sent to the central host or other smart
cameras significantly reducing the used bandwidth. The processing in the central host is reduced
so that it can increase its analysis capacity for other high-level tasks.
1.3. People Tracking in a Non-Overlapping Camera Network
The analysis of video data from surveillance camera networks produces numerous benefits in
terms of security and safety for the population. Nevertheless, the massive quantity of captured
videos to monitor and analyze, that a typical camera network obtains in a single day, creates
a critical problem. In this way, surveillance operators should monitor a huge amount of video
data, and not only from a single camera but a lot of video flows from multiple video surveil-
lance cameras, transforming the video data analysis in an arduous task. A person could only
observe a few cameras at the same time with good accuracy of event detection. Therefore, this
requires expensive human resources to support video surveillance applications using the current
technology. Consequently, not all the video data are monitored and they are stored during a
limited period of time if there exists the need to review them in the case of robbery, accident,
attack, etc., occurred in the surveillance area. The elapsed period of time from the event to the
inspection of the video data for the corresponding authority can be crucial in many situations.
In order to take advantage of the VSS, all the video data should be monitored in real-time to
alert surveillance operators if there is an emergency. Such usable information should be displayed
to the operators in a proper way. Additionally, problems such as a possible inappropriate use of
video data, invasion of privacy or copy are reduced since video data are only handled by such
kind of automated applications. Thus, researchers are urged to develop smart video surveillance
systems to efficiently extract information from large scale data and to minimize the interaction
with the human.
Smart video surveillance is one of the most active research areas in computer vision. It
is based on the efficient extraction of useful information from video sequences collected by
surveillance cameras by automatically detecting, tracking and recognizing objects of interest,
and understanding and analyzing their activities. All these tasks are related to computer vision,
pattern recognition and machine learning research topics. Some examples of useful applications
with a large impact in smart video surveillance can be:
to extract the trajectory of persons or objects from one location to another in a large area;
to classify trajectories in order to obtain a geometric description of the environment;
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to differentiate between suspicious and normal behaviors;
or to automatically detect abandoned objects.
As a necessary requirement, most of high-level applications that are developed using video
surveillance camera networks have to deal with trajectories of people across the environment.
The problem of estimating the trajectory of a person crossing an area of interest is known as
people tracking. This kind of person trajectories are commonly named as short-term trackers,
i.e., every time that a person crosses the camera view corresponds to a short-term tracker. That
becomes even more challenging aiming to maintain the identities of the trackers when multiple
persons are crossing the environment at the same time, since in these situations, it is necessary to
execute algorithms in order to track multiple persons. Assuming that this part of the algorithm
is solved, the tracking information would only correspond to the field of view of a single camera,
missing the relevant information at the network level. Thus, the algorithm should have the
capability of associating different short-term trackers of a same person independently of being
from the same or from different cameras.
The surveillance of an environment requires a deployment of multiple cameras. However, it is
usually not feasible to completely cover large areas with cameras having overlapping fields of view
due to many different problems such as economical reasons (number of sensors, communication),
privacy concerns, maintenance of the installation, structure of the buildings (open spaces), etc.
Thus, in realistic scenarios, only partial areas of the environment are covered and the system
should be able to handle multiple cameras with non-overlapping fields of view. This fact causes a
crucial difficulty which resides in the transitions between cameras and the problem of maintaining
the identities of the persons hidden at the network level. Large blind areas are introduced
between cameras where information about people is not available (not necessary). The use of
temporal restrictions is not suitable due to the unknown time between two consecutive views of a
same person. Differences in person appearances are obtained due to different camera’s viewpoint
and different chromatic responses. This problem is known as person re-identification. By
the association of multiple short-term trackers, the whole trajectory of a person can be fully
determined, which is a valuable information for high-level applications as those mentioned above.
In this thesis, we will analyze several aspects concerning the performance of smart video
surveillance system. In particular, we will focus our attention on people detection, tracking and
re-identification tasks in a non-overlapping camera network.
Surveillance applications share a common road map by dividing the main goal of trajectories
at the network level in the following partial goals (see Figure 1.3):
People Detection: is the task responsible to locate one or multiple persons in a single
image using a description model of the person such as shape, appearance, silhouette, etc.
People Tracking: responsible for connecting people detections between consecutive images
in order to estimate the people trajectories at the time domain. Commonly, state estima-
tors that model the dynamics of the person are used to incorporate estimated detections
to the trajectory managing possible detection errors.
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Figure 1.3: Road map addressed in this thesis. First task consists in detecting multiple persons
from foreground regions in a single image. Then, detections between images are connected
in order to generate trackers corresponding to the people trajectories. Finally, people trackers
coming from different cameras are re-identified in order to generate the whole people trajectories
across the environment. The black box means that the people detection and tracking tasks can
be addressed at the same time.
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Person Re-Identification: is the visual recognition of the same person in non-overlapping
cameras views, including the same camera view and considering a large set of identities.
Note that the partial goals correspond to higher abstraction levels. The people detection task
has to deal with raw information of the images and provide person detections for the next step.
Then the people tracking task uses such detections to generate short-term trackers. Finally, the
person re-identification task extracts discriminant information of short-term trackers in order to
relate them obtaining long-term trackers for high level applications.
1.3.1. People Detection and Tracking
In general, object detection and tracking aims to localize one or more targets in the space-
time domain of a video sequence. In particular, we deal with the design of an algorithm that
localizes the persons in each image of the video sequence and connects them through different
time steps. This goal can not be achieved using just an object detector because we need to
consider the non-linearity and noises present on the problem. Moreover, the functionality of
the detector is often not suitable and detection errors need to be considered. There are two
kind of errors: i) non-detected persons (related to the ability of the detection algorithm) and ii)
non-person detections (related to the discrimination power of the detection algorithm). Thus,
we need a tracking method that copes with these issues.
In addition, the reliable detection and tracking of people in real time is a difficult problem
in dynamic environments due to the numerous challenges that are involved such as crowded
scenarios, whole or partial occlusions, pose variations, non-rigid objects, lighting changes, non-
linear dynamics, objects similar to the background or multiple targets to track at the same
time. However, occlusions and crowded scenarios affect to the performance of the algorithm to
a greater extent. These are defined as follows:
Occlusions: they are one the most fundamental challenges in detection and tracking of
multiple persons since they can be partially or also fully occluded for a certain period
of time. Consequently, both the detection of people in individual frames as well as the
connection between people detections in consecutive frames are highly challenging and
ambiguous/uncertain. Figure 1.4 (a) shows an example of person occlusion. A person is
occluded by other two people due to the camera perspective.
Crowded scenarios: they can be considered as the most complex case of occlusions that
may occur in an environment. The reliable person detection and tracking in crowded envi-
ronments is a highly challenging task due to heavy occlusions, view variations and varying
density of people as well as the ambiguous appearance of body parts in long periods of
time. For instance, the head of one person could be similar to a shoulder of a near-by per-
son. High-density crowded environments, such as the ones shown in Figure 1.4 (b), present
particular challenges due to the difficulty of isolating individual people with standard low-
level methods from the background subtraction and motion segmentation typically applied
in low-density surveillance scenes.
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(a) (b)
Figure 1.4: Some challenges in people detection and tracking: (a) Example of occlusion. (b) Ex-
ample of crowded environment.
Consequently, an ideal algorithm should be designed to be robust to all these challenges.
However, state-of-the-art methods only assume some of them because it is very complex to deal
with all of them at the same time, or not all are involved in a particular environment.
1.3.2. Person Re-Identification
Person re-identification consists on the recognition of the identity of a same person in multiple
non-overlapping fields of view. In particular, the video surveillance application should be able
to associate video sequences of multiple persons which are observed from different areas of an
environment in order to generate the whole trajectory.
The procedure to track a person in a network of multiple cameras follows a common pipeline.
Assuming that the camera network is formed by only two cameras and each camera is able
to provide a short-term tracking for a person crossing the area, the first step is to build a
discriminative signature to maintain the person’s identity in future views. Thus, a signature
will be associated to each tracked person in each camera view. This process is denominated as
identification. When a certain person leaves a camera view and then he/she reappears in the
other camera, his/her signature extracted from the last camera view is matched against all the
signatures from the previous camera. The best match is assumed as the same person and the
same identity is assigned, this process is denominated as re-identification. Re-identification is
therefore used to associate on-the-fly different short-term trackers for the same person.
The inherent conditions of a camera network make the person re-identification a challenging
problem. When we have to deal with disjoint camera views, different aspects such as viewpoint
variations, lighting changes, partial occlusions and cluttered backgrounds should be considered
in order to design a robust algorithm. These challenges are briefly defined as follows:
Lighting changes: The lighting conditions can differ between different cameras or even at
different instants for the same camera. In addition, each camera can provide a different
color response. This effect causes different assessments of the same appearance. Fig-
ure 1.5(a) shows an example of multiple persons captured by two different camera views
where lighting changes affecting the person appearance.
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Viewpoint variations: the orientation of the person in relation to the camera commonly
varies depending on the trajectory and the camera location since the areas where surveil-
lance systems are installed correspond to an uncontrolled environment. This variation can
cause strong dissimilarities in the appearances as it is shown in Figure 1.5(b). We can
deduce that the persistence in the appearance is not maintained for all viewpoints.
Partial occlusions: the visibility of all parts of the person’s body may be affected by the
perspective of the camera, occlusions caused by objects or other persons. In these cases
the signature extracted from the person is incomplete or partially corrupted due to fails
in the segmentation of the person in relation to the scene.
Cluttered Background: this increases the difficulty in the segmentation process to define
the person contour. Thus, information corresponding from the background is incorporated
in the signature.
(a) (b)
Figure 1.5: Some challenges in person re-identification: (a) Example of lighting changes. (b) Ex-
ample of viewpoint variations. Each column corresponds to images of the same person. Blue
and green rectangles correspond to different cameras.
Numerous approaches have been proposed in order to solve the person re-identification prob-
lem. However, approaches related to the recognition of biometric aspects such as eyes, faces,
or gait do not provide enough reliability due to the difficult segmentation, low resolution and
camera location in the environment (poles, roofs, etc.). Therefore, researchers explored the use
of cues that provide less restrictive conditions (although the identification capability is reduced)
such as clothing appearance.
The person re-identification problem is usually modeled as a matching problem. Given a
probe person to be matched against a gallery of persons, a ranking function generates a ranking
list of the gallery according to the likelihood of corresponding to the probe person. Through
out the rest of the thesis we will assume that only one true match in the gallery exists. The
retrieved ranking function does no guarantee to place the correct matching person in the first
position of the rank.
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1.4. Outline of the Thesis
The rest of the document is structured as follows:
Chapter 2: shows a revision of the state-of-the-art methods for people detection, tracking
and person re-identification.
Chapter 3: presents the research projects in which this thesis has been developed, research
group context and the problem statement.
Chapter 4: describes the proposed approaches related to people detection and tracking
using a single camera’s field of view.
Chapter 5: addresses the problem of person re-identification using multiple perspectives
for each person, proposing a new modeling.
Chapter 6: introduces a novel post-optimization method to improve the performance in
person re-identification approaches.
Chapter 7: shows the conclusions of the work developed in the current thesis, main
contributions together with related publications and future works.
Chapter 2
State-of-the-Art
In this chapter a whole and comprehensive review of the state-of-the-art methods for each
discipline is shown. It has been divided into two main sections: i) revision of detection and
tracking methods and, ii) revision of re-identification methods, which have been oriented to real
video surveillance applications. Such revisions start from a general point of view for later increase
the amount of details in which each discipline is reviewed regarding its importance with the
proposed contributions.
2.1. Introduction
As was already introduced in Chapter 1, smart video surveillance systems have to deal
with several problems such as person detection, person tracking and person re-identification in
order to provide the whole trajectory of the person in a certain environment captured by a
non-overlapping camera network.
Commonly, tasks related to person detection and person tracking are addressed at the same
time since they can obtain usable information between them. Thus, we have divided the section
into two main parts: i) revision of person detection and tracking works which are focused on
the most interesting aspects of the problem such as image representation, appearance model or
state estimators and, ii) revision of person re-identification works in which features, signature
implementation, body interpretation and different methods are analyzed.
2.2. People Detection and Tracking
The people visual tracking problem needs to locate multiple persons in a video sequence
recorded by a single camera. Thus, we should design an algorithm that is able to detect persons
in an image and connect such detections between consecutive frames. As a result, the algorithm
provides a tracker of every person in the field of view captured by the camera, denominated as
short-term tracker (STT).
Even if person detection and tracking problem is one of the most investigated topics in
computer vision, it is still a open and unsolved problem due to the numerous challenges that are
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involved such as crowded scenarios, total or partial occlusions, pose variations, non-rigid objects,
lighting changes, non-linear dynamics, similar objects to the background or multiple targets to
track at the same time. Consequently, the ideal detector and tracking algorithm should be able
to provide a suitable performance to face those challenges. However, current algorithms are
focused in several challenges due to complexity, or due to all challenges are not involved in the
specific application.
In general, the visual tracking can be divided in three parts according to the pipeline. First, a
description model of the object is needed to be detected such a shape model, a histogram model
or a template image. The structure of this description model is a very critical task because the
quality of the detection step is directly related to the affinity of the description in relation to the
target to track (people in our case). In addition, such description model should be adaptable and
sufficiently robust to handle appearance variations that may occur when an object is crossing
the area captured by the camera.
These description models are commonly applied to preprocessed raw images in order to lo-
cate objects in the environment. Different features are extracted to represent an image such as
color, texture, edges or depth. This process is denominated as image representation and serves
as base for the description model. Due to these issues, the inaccuracy in the representation
may cause a model degradation, causing in turn erroneous detections. For instance, the fore-
ground/background segmentation divides an image into regions. Targets should be located in
the foreground region so that a imprecision segmentation, especially when the target is partially
occluded, causes inaccuracy in detections.
Finally, detected targets in each frame should be connected in order to generate the trajectory
over multiple frames. A detection algorithm together with a simple association is not enough
to achieve such task since we should consider non-linearity and noise that are presented in the
process. Therefore, it is necessary to include a tracking estimation that copes with this issue.
This part is commonly named as state estimation.
In the following, we present a brief technical revision of the state-of-the-art works divided
into three categories [37, 38]: i) image representation, ii) appearance or description model and,
iii) state estimators. Figure 2.1 shows this multidimensional classification for the current vi-
sual tracking approaches. Next, we focus on a technical revision about people detection and
tracking in surveillance environments. Finally, state-of-the-arts methods related to the proposed
contributions are reviewed.
2.2.1. Image Representation
Different features can be utilized to represent the usable information included in an image.
Due to the selection of features is a cue very close to the appearance/description model, we
should choose those features that supply higher discriminative power to the description model.
For instance, color features are commonly used to histogram-based appearance models, while
edges are used as features in contour-based description models.
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Figure 2.1: Multidimensional classification for current visual tracking approaches.
Color:
It is the chromatic content that a camera provided from an object. There are a lot of color
spaces to represent this content such as RGB, HSV, etc. Color features have a low computational
cost but they are not enough robust in relation to lighting changes. In [39] a color-based Monte
Carlo tracking technique was introduced where a combination of HSV color histograms are used
to model the region to be tracked. A color kernel density is computed using the Kronecker
delta function for each region defined from the particle location. In [40] a fusion technique
of color, texture, sound and motion was used to form a description model in a probabilistic
tracking. Independent normalized histograms using the RGB space color are computed for the
color modeling. Such color information is extracted from a rectangular box centered on the
estimation.
Edges:
They are the object boundaries which are generated by strong variations on intensity values.
This feature is invariant to lighting conditions but it is unsuitable when dealing with cluttered
backgrounds or very textured surfaces. When a specific object have a distinctive shape, edges are
very powerful to capture the visual appearance of the object. Therefore, edges are usually used
to extract the object silhouette. However, scenarios where the object is not predefined or there
exist non-rigid objects, edges are not recommended. In addition, they can be contaminated by
clutter edges. The problem of modeling the appearance of human and distinguishing the human
appearance from general scenes was addressed in [41]. The 2D model is formed by edges, ridges
and motion-compensated temporal differences where edge responses using first derivatives are
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extracted at multiple levels generating a Gaussian pyramid. In [42] a 3D human motion model
was introduced for tracking in an environment with multiple overlapped cameras. Edges were
used to define the silhouette of the person.
Texture:
It is a measure of the intensity variation of a surface, which quantifies properties such as
smoothness and regularity, and requires a processing step to generate the descriptors. There
exist different texture descriptors such as gray-level co-occurrence matrices (GLCM), wavelets
filters, Gabor filters, Schmid filters, etc. Similar to edges features, texture is less sensitive to
lighting changes compared to color features. In [43] a combination of the information provided
by edges and feature points was presented for the purpose of robust real-time 3D tracking.
The texture information is handled by detecting Harris interest points and is projected to the
3D model for the next frame. In [44] an extension of the Meanshift tracking algorithm to an
adaptive tracker by selecting reliable features from color and texture cues according to their
descriptive ability. Since only color features provide a poor performance, texture features which
are complemented by an orientation histogram are included in the target description.
Depth:
This feature is to obtain information about the distance from the camera to certain point in
the scene. This way, the algorithm is able to get knowledge about the 3D structure of the scene.
Given that many applications have the need of robustness and real time capabilities, combination
of appearance and depth information are usually chosen. In [45] multiple sensing modalities were
integrated using an ensemble of detectors including upper body detectors, face detection, skin
detector as well as a depth-based shape detector and motion detector. The depth-based shape
detector model the likelihood of people in depth images as a distance between a shape template
and the observed shape of the person. In [46] the depth information was used in a clustering
method explicitly designed for detecting people. After a grid filtering which removes 3D points
from the ground plane, the rest of 3D points are grouped in clusters representing the person 3D
voxel.
2.2.2. Appearance Model
The main goal is to build an appearance model to represent the object appearance combining
different features. When systems deal with real surveillance environment the object appearance
may change during the tracking or other moving objects may be included in the background.
Thus, a robust and specific appearance model should be designed to minimize possible confusions
with other objects or cluttered backgrounds.
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Histograms:
Histograms represent the distribution of visual features (color, texture) inside of objects
regions, in contrast, the spatial distribution is removed. For example, the tracking problem
was reconverted in a matching between RGB color distributions in [47]. In order to locate an
object, a fast differential EMD is used to compute the similarity between color distributions of
the learned object and the candidate region. In [48] a joint color-texture histogram for visual
representation was proposed. The local binary pattern (LPB) feature is employed to identify
the key points in the object regions. Using these key points, a confidence mask is built for joint
color-texture features selection.
Shape:
This appearance corresponds to objects silhouettes or contours. They cannot properly repre-
sent an object in order to obtain a robust and efficient tracking. Thus, in high-level contour/sil-
houette tracking, shape features are often combined with color or texture features. In addition,
shapes only are suitable for rigid object or no-rigid object with a little variability. In [49] an ap-
proach that combines particle filter tracking and a 3D graph cut based segmentation to achieve
silhouette tracking against drastic scale changes and occlusions. The shape of the object is ini-
tialized manually in the first frame in order to provide a guide mask which is the input into the
particle filter to predict the next position. A similar work using graph cut to obtain the globally
optimal image segmentation was proposed in [50].
Template Matching:
The main idea is to use a cropped image of the target from the initial frame to represent
its appearance. It is based on the assumption that the object should be looked very similar
in each new image. Other works include strategies in order to update the appearance of the
template. A local template-based representation with super-pixel segmentation was built in [51].
Particularly, the surrounding region of the object is segmented into several super-pixels, each of
which corresponds to a local template. The object state is predicted using a bag of templates
provided by a Meanshift clustering.
Optical Flow:
It is defined as a dense field of displacement vectors which define the pixel translation in
regions where there exist motion. In [52] a tracking system which is based on the particle filtering
with the optical flow clustering was proposed to overcome tracking problems generated by fast
target motion or camera displacement. A clustering method is applied to vector directions
to determine the location of the target respect to the previous cluster in order to segment
the motions obtained by the image difference. In [53] the arbitrate optical flow Kalman filter
approach was proposed to track a human using an autonomous mobile robot with a boarded
infrared camera. The Kalman filter is used to characterize the behavior of a moving target
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through a predefined model, however sometimes the estimation fails. The approach arbitrates
the output of the optical flow and Kalman filter depending on the trajectory of the previous
motion in order to correct the estimation.
2.2.3. State Estimators
Invariably, measurements are detected contain noise from images due to the nature of the
detectors and random perturbations. Statistical correspondence methods solve the tracking
problem by taking into account measurements and a model uncertainties during object state
estimation. These methods use the state space approach to model the object properties such
as position, velocity, and acceleration. Kalman filters or particle filters together with their
variations are the most commonly methods used to estimate the state vector.
Kalman filter:
The Kalman filter is used to estimate the state of a linear systems where the state is assumed
to be distributed by a Gaussian. This estimator is composed by two steps: i) prediction which
use a state model to predict the next state of the variables included in the state vector and, ii)
correction which use the current observation (measurement) to update the state vector. Notice
that this filter is limited to a linear assumption. However, other systems more complex can be
non-linear. For this situations, non-linear versions such as Extended Kalman Filter (EKF) and
Unscented Kalman Filter (UKF) were derived. In [54] a real-time tracking system was proposed
to accomplish the trajectory of moving objects requirements. The estimation provided by the
Kalman filter is used to improve the matching accuracy of the appearance model and the object
candidate. In [55] the Kalman filter was proposed to track the hand motion. Even though
detections errors are obtained, since the algorithm have to deal with a non-rigid target, a robust
tracking is obtained using the estimation.
Particle Filter:
In the particle filter, the probability density function is represented by a set of samples
(particles) where each particle have a associated weight in order to define the importance of
the particle. The most common sampling scheme is the sequential importance sampling which
is composed by three steps: i) propagation which describes the dynamics for the particles, ii)
observation in which weights corresponding to new particles are updated using the measurements
and, iii) selection where a random generation of samples is carried out using the corrected
weights. In [56] the particle filter algorithm which combines intensity and edge cues was proposed
to remove non-linearity problems in people tracking tasks. In [57] an algorithm that combines
CamShift with particle filter using color and motion cues was proposed to track persons. The
CamShift is incorporated into the probabilistic framework of the particle filter as an optimization
scheme for the propagation model.
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2.2.4. People Tracking
State-of-the-art methods can be divided into two different categories according to the number
of cameras that are used to achieve the people tracking task: i) single camera where only is
available one point of view of the scene and, ii) multi-camera in which two or more cameras with
overlapping field of views are used to monitored the environment.
As it was previously mentioned, due to the numerous challenges that are involved in the
process, the use of multiple cameras becomes necessary in order to increase the accuracy in the
person location and pose. For example, the occlusion handling [58–61] is facilitated by using two
or more viewpoints of the scene. In [58] a multi-camera configuration was used to track multiple
persons in a surveillance environment. A probabilistic occupancy map, which provides a set of
probabilities of presence of objects at a discrete set of locations, is computed using multiple points
of view to handle occlusions. In [61] a method for matching correspondences was proposed based
on the use of non-linear manifold learning and system dynamics identification. The algorithm
is able to cope with the severe occlusion in one view by exploiting the appearance of the same
person on another view and the consistence across views. However, a typical surveillance camera
network have multiple cameras deployed by the environment resulting disjoint field of views.
Single camera approaches are benefited from a simple setup but it was compensated for the lack
of 3D information.
Assuming that constraint, we focus the discussion on descriptor models for person repre-
sentation in a single view. A person walking in an scene captured by a camera from a certain
distance can be modeled by multiple representations such as points, geometric shapes, object
silhouettes or contours, articulated body parts models, skeletal models. Figure 2.2 shows a
example for each person representation.
(a) (b) (c) (d) (e)
Figure 2.2: Examples of person representations: (a) Centroid model. (b) rectangular shape and
elliptical models. (c) Whole and Head&Shoulders silhouette models. (d) Articulated part-based
model. (e) Skeletal model.
Models based on a point or a set of points such as the centroid of the detected region are
the poorest object representation. These representations are typically selected for objects where
their occupancy regions are very small respect to the image size. Thus, this kind of model is
rarely used to represent persons. The rest of types needs a person region more detailed in order
to extract suitable information. Geometric shapes are commonly represented by rectangles or
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ellipses. Even though these shapes are more suitable to represent rigid objects, they are also
proposed to describe a person (non-rigid target). In [62] a framework for efficient tracking
of non-rigid objects, such as a human, was proposed. The person body is represented by an
ellipsoidal region in the image where an isotropic kernel profile assigns smaller weights to pixels
farther from the center.
Contour models define the boundary of the person where the region inside the person is
denominated as silhouette. Due to the person appearance can change depending on its pose
or illumination, contours or silhouettes simplify the problem by reducing the variability of the
person representation. However, contours related to non-rigid parts, such as arms or legs, are
not suitable to describe a person in a surveillance environment. In [63] a contour model which
measures the person shape probability is proposed as a part of the model description in a people
tracking approach. The contour measurement model is used to estimate the position of the
person in a thermal image. It consists of two halves of ellipses. One of them is responsible
for describing the position of the head part, and the other one for the torso. This contour
model is combined with learned local gray-scale features to improve the performance. In [64] a
head-shoulder contour was proposed to describe the person. The contour is modeled by a spline
whose state is estimated using a particle filter.
Articulated body-parts models combine different body parts that are kept together with fixed
joints. Commonly, the human body is divided in head, torso, arms, hands, legs and feet. In [65]
a part-based representation was proposed to track multiple and partially occluded persons in a
crowed environment. A boosting based method learns from shape and edge features building
body-parts detectors. The tracking method combine body-part detection responses to detect
occluded region of the person. In [66] the human body is divided into an assembly of body parts
to provide the second-level multiple cues to track persons. By modeling and tracking each part
separately, and imposing global constraint among all of them, occlusions of some parts can be
compensated by tracking more visible parts. Also, the problem of human articulation and fast
motion are alleviated since the motion of a certain body part is more regular than the whole
human body.
Skeletal models are extracted by applying medial axis transform to the person silhouette.
They play a central role in 3D monocular people tracking mitigating problems caused by ambi-
guities or occlusions. In [67] the people tracking task was carried out using a Gaussian Process
Dynamical Models (GPDMs) which learn the human pose and motion priors. The skeletal
model provides information to the pose and orientation of the person. Such information can be
included in the state vector to achieve a tracking more robust. In addition these models are
combined with appearance features extracted from the person region.
2.2.4.1. Head Detection
In comparison with other body parts, the most characteristic and persistent feature of a
person is the head. Furthermore, assuming that a person standing in upright position, the
location of the head is a priori the most suitable body part to be detected. The head detection
can be very beneficial for many applications including video surveillance, video conference,
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biometrics access control, driver assistance systems, etc. Thus, there exist numerous tracking
algorithms based on people head detection [68–75] in the literature.
However, many works corresponds to frontal head tracking methods in which the camera
is located in front of the person, being their main goal to locate the head and to estimate its
orientation. Techniques using 3D ellipsoid models [68, 76, 77], the omega shape (Ω) [74, 75] and
3D models using depth information [70, 73, 78, 79] was proposed to estimate the location and
orientation of the person head. However, only a few of them are suitable for surveillance cameras
where the person is captured from a distance as the ones proposed in [1–5].
Since there is no guarantee that surveillance cameras can capture the frontal face or full-body
of the person, head detection has an advantage for the practical use. In addition, occlusions
of low body parts have a higher probability than upper body parts when the system deal with
crowed environments. If the scene is crowed, with many overlapping person walking in groups,
the motion detection becomes difficult to detect persons from the foreground motion regions.
In [1] a face and head detection method was proposed for a real-time surveillance system. It
employed four directional features based on the Prewitt edge operator to describe person face
and head regions, as is shown in Figure 2.3. Then, a linear discriminant classifier is used to
construct a feature space with four classes to distinguish between face and non-face regions and
head. However, numerous errors are due to region with small size since low resolution of edges
is obtained in such regions. In addition, a previous training step is necessary and, face and head
detection have redundancy in order to track a person.
Figure 2.3: Examples of four directional features. First row corresponds to face region. Second
row corresponds to head region. Images extracted from [1].
In [2] an algorithm using stereo configuration was proposed for crowd scenes. It contains
three main steps: scale-adaptive filtering, spurious clue suppression and human head detection.
Figure 2.4 shows an image example of each step. The sizes of human heads are estimated using
the depth information. Then, a 3D scale-adaptive filtering extracts the likelihood evidence of
heads using an elliptical layout from the stereo image. These extracted points whose positions
in the real space are much higher or lower than the average human head are suppressed. Finally,
each human head is located by applying a mean-shift algorithm from the likelihood map. Errors
come from 3D scale-adaptive filtering since it can not be restricted due to the range of person
heights. Thus, several non-head detections are considered.
Another head tracking system using depth information was proposed in [3]. In particular,
the tracking framework using a particle filter, which includes color, gradient and shape features
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Figure 2.4: Images examples of head detection. From left to right: input image, disparity image,
likelihood map, likelihood map suppressing spurious clues and detected heads. Images extracted
from [2].
together with depth information, to track persons in an environment. The particles, which
represents candidate ellipses projected to the depth information, are verified with respect of
intensity gradient near the edge of the ellipse and a matching score of the color histograms
representing the interior of an ellipse surrounding the tracked object. Figure 2.5(b) shows two
image examples of depth information and Figure 2.5(b) shows corresponded examples of head
detection from a real sequence.
(a)
(b)
Figure 2.5: Images examples of the head tracking system: (a) Depth images. (b) Head detection.
Images extracted from [3].
Following with probabilistic approaches, a head tracking using particle filter with intensity
gradient and color histogram was proposed in [4]. The shape of the head is modeled as an ellipse,
along which an intensity gradients is estimated, while the head region (interior appearance of the
ellipse) is modeled using a color histogram. Figure 2.6 shows some examples of head detection.
The algorithm do not incorporate preprocessing in order to detect foreground regions, but the
whole image is taken into account to detect heads. The major problem is to deal with ellipse
shapes, which are modeled as head contours, that appear in the background.
Finally, a skeleton-based tracking algorithm was proposed in [5]. This algorithm is mainly
composed by three steps: background subtraction, skeleton graph computing and head detection.
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Figure 2.6: Image examples of head detection from a real sequence. Note that images corresponds
to a region of the real image. Images extracted from [4].
Figure 2.7 shows image examples of each step. For each detected region of the foreground image,
the skeleton graph is computed in order to segment the body parts. Then, the head location
is obtained by analyzing of each skeleton. The algorithm assume that all foreground regions
correspond to parts of the person body without takes into account object motion in which is
not filtered by the background subtraction step. In addition, occlusions affects in the proper
operation of the algorithm.
Figure 2.7: Steps of the people tracking system. Following arrows: input image, background
subtraction, skeleton graph and head detection. Images extracted from [5].
Summarizing, Table 2.1 shows some important aspects of state-of-the-art methods related
to people tracking that include head detection.
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Table 2.1: State-of-the-art methods related to people tracking including head detection
Method Year
Head Head Additional Head Occlusion
Description Representation Features Tracking Handling
Ishii et al. [1] 2004 Template
Edge
No
LDA
No
Feature Classification
Huang et al. [2] 2004 Ellipse
Depth
No Meanshift No
Information
Kwolek et al. [3] 2004 Ellipse
Depth
Yes (Color)
Particle
Yes
Information Filter
Xu et al. [4] 2005 Ellipse
Edge
Yes (Color)
Particle
Yes
Feature Filter
Merad et al. [5] 2010 Skeleton
Foreground
No No No
Region
2.2.4.2. Overhead Description Model
Finally, we focus on the revision of state-of-the-art methods that have proposed person
tracking algorithms using overhead cameras [6–12,80,81].
Due to the perspective, the typical camera placement (with certain tilt) generates partial
and whole occlusions of persons. Sometimes these occlusions are so severe in crowded indoor
environments that the tracking algorithm cannot handle correctly them, even with a multi-
camera configuration. Whereas, this challenge is totally solved using an overhead configuration.
Now, the perspective of multiple persons walking together corresponds to side-by-side blobs
reducing the complexity of the tracking algorithm. However, for these cases, the major challenge
is to deal with merge and split situations. These types of camera configuration is oriented to
people counting applications which are a key component in the concept of video surveillance.
In [6] the description model of the person is based on motion which is computed using image
differencing between consecutive frames. The tracking of motion blogs is computed by using
multiple lines virtually located in the tracking area as is shown in Figure 2.8. Difficult situations,
such as non-person objects crossing the tracking, are not avoided.
Figure 2.8: Scheme of tracking step. Image extracted from [6].
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In [7] the algorithm makes use of a motion histogram to detect people based on motion
and size criteria. The motion histogram is an averaged shifted histogram that estimates the
distribution of people in a tracking area given the above-threshold pixels in a frame-differenced
motion image. Figure 2.9 shows an example of histogram frame from the motion image. Thus,
the algorithm constructs a motion histogram from frame-differenced images for after, uses that
information to pinpoint each person’s location. The histogram is designed to consider a typical
human size in pixels given the known characteristics of the camera and the ceiling height.
Then, the algorithm uses that size to compute the discrete human locations (histogram peaks),
which explains the moving pixels in the frame-differenced image. Non-person objects are not
considered.
Figure 2.9: Images extracted from [7].
In [8] the person is described by using size criteria. The first step is the background subtrac-
tion. From the initial block-wise background subtraction, k-means clustering is used to enable
the segmentation of single persons in the scene. Figure 2.10 shows an example of processing
step for a real image. The number of people in the scene is estimated as the maximal number
of clusters with acceptable inter-cluster separation. Tracking of segmented people is addressed
as a problem of dynamic cluster assignment between two consecutive frames, and it is solved in
a greedy fashion. The algorithm does not include solutions to prevent non-person blobs.
Figure 2.10: Results of the processing steps: background subtraction and people segmentation.
Images extracted from [8].
In [9] the overhead view of moving people which modeled with an ellipse and only the blob size
that represents the size of the person in the image was used to describe the person. People are
segmented from the background by using a background subtraction algorithm which provides
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a foreground mask. Detected blobs are assigned to existing trackers using the Bhattacharya
distance, thus any estimation of the position is incorporated to the tracking task. Finally,
merges and splits are resolved by thresholds related to the size. Figure 2.11 shows detection
examples for two persons crossing the tracking area. Similar to the previous works, the algorithm
does not include solutions to prevent non-person blobs, thus objects are tracked as persons in
the tracking area.
Figure 2.11: Snapshot of the application. Image extracted from [9].
In [10] a person description model using area, density, bounding box coordinates, centroid
coordinates, centroid deviation from the center of the bounding box, mean color values and HS
histograms was proposed. The foreground regions are obtained using background subtraction
and a morphological opening process to remove the acquisition noise. A Kalman filter is used
to estimate these features using a constant velocity model. Then, a last step in the algorithm is
included in order to deal with merge and split situations. Figure 2.12 shows examples of person
tracking. An additional pre-processing can be include to remove regions that belong to objects.
However, only non-person blobs with straight lines in their contour are removed.
Figure 2.12: Detection examples. Images extracted from [10].
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In [11] a people tracking algorithm based on head detection by using Adaboost classifier
was used to describe people crossing the tracking area. Foreground regions are detected using
background subtraction using the GMM method. Then, a thresholding formula together with
morphological operations provide the optimized foreground regions which are candidates for
head detection. An off-line train LBP in an Adaboost classifier framework is used to detect
human heads. The tracking is achieved by using the Meanshift algorithm. Figure 2.13 shows
some tracking examples of different heads. Since the algorithm only is trained to detect heads,
non-person objects are discarded in the detection step. However, people wearing hats or other
accessories over the head are not tracked.
Figure 2.13: Tracking examples. Images extracted from [11].
Other people tracking algorithm based on head detection was proposed in [12]. A color
map and a depth map are obtained from a stereo camera. The dynamic portion of both maps
is determined using an adaptive background model. An algorithm is used to match a spherical
crust template on the foreground regions of the depth map. The point cloud from each blob is
searched for head shapes using the template. Figure 2.14 shows an example of the template,
which consists of two spherical bounds around the same center that define the minimum and
maximum head sizes that can be detected. The tracking of each head is achieved by using a
set of Kalman filters. Similarly to the previous work, non-person objects are discarded since
the person detection step is based on head detection. Due to the shape of the template, people
wearing accessories over the head are not tracked.
Figure 2.14: Cross-section of the template used for head detection. Image extracted from [12].
28 Chapter 2. State-of-the-Art
Summarizing, Table 2.2 shows some important aspects of state-of-the-art methods related
to people tracking that include overhead description model of the person.
Table 2.2: State-of-the-art Methods related to people tracking including overhead description
model
Method Year
Person Person Merge&Split Person
Description Representation Handling Discrimination
Snidaro et al. [10] 2005
Region Blob
Yes (Size)
Straight
Size and Color Segmentation Lines
Velipasalar et al. [9] 2006 Ellipse
Blob
Yes (Size) No
Segmentation
Teixeira et al. [7] 2008
Size Motion
No No
Criteria Histogram
Barandiaran et al. [6] 2008
Region Motion
No No
Size Segmentation
Antic et al. [8] 2009
Size Blob
Yes (K-Means) No
Criteria Segmentation
Oosterhout et al. [12] 2011
Spherical Depth
– No
Shape Information
Li et al. [11] 2014 Template
Color
–
Adaboost
Image Classifier
2.3. People Re-Identification
People re-identification is currently one of the most important topics in smart video surveil-
lance systems since they provide a means to understand a global environment using people
trajectories from video sequences captured by a camera network.
The inherent conditions of a multi-camera network make the person re-identification an
open and challenging problem. Indeed, to cover larger portions of the monitored environment
the deployed cameras are often installed on poles, roofs, etc. This causes video sequences with
low resolution which capture different viewpoints of the person and with different photometric
settings. Thus, under the unconsidered wide environment scenarios: the location of the cameras,
the image resolution and the size of the region of interest that include the persons, person re-
identification approaches must manage a busy uncontrolled environment in which biometrics-
analysis based methods such as face recognition [82–84] are commonly not adopted. In addition,
when a person moves across the disjoint fields of view, his/her appearance undergoes significant
illumination and color variations. The non-rigid shape of the human body, as well as background
clutter, introduce further challenges.
In the recent past, the research community has proposed to address the problem of person
re-identification across non-overlapping cameras using several approaches which differs from how
the person visual appearance is modeled, the way the person body is interpreted, to types of
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features used for representing the person appearance, to how matches between individuals are
computed, etc., as was reviewed in [85, 86]. In order to get a global view, Figure 2.15 shows
the common multidimensional classification for re-identification approaches. Four categories are
considered: i) features which are used to model the person appearance, ii) signature which can
be formed by single or multiple snapshot of a person, iii) body interpretation which describes
how the set of features is accumulated, and iv) method which define how the re-identification
process is achieved. According to the evolution that re-identification methods have suffered over
time, we focus the review of the state-of-the-art in the last category.
Figure 2.15: Multidimensional classification for current re-identification approaches.
2.3.1. Features
An appearance model is the most commonly way used in order to create a signature with
which to distinctively identify each person. To do this, multiple kind of features are selected
to form a discriminative signature: color, texture, shape, orientation, etc. Thus, each signature
consists of a set of features which can be classified as global and local according to the region
selected to extract the information. Global features are extracted from the whole image or body
regions. Typically, these global features are composed of chromatic histograms of different color
spaces. The rgb color space is directly related to the way which the cameras capture colors
from the environment. However, perceptual color spaces such as HSV, YCbCr, etc. are inspired
to the way the person interprets colors. In [87], the YUV color space is chosen to model the
appearance through color histograms. In [88], the RGB color space was selected to extract a
color position histogram consisting of a fixed number of horizontal stripes. Thus, the person is
represented by a vector with a particular color distribution. A related work was proposed in [15]
where a similar signature with horizontal stripes was implemented to learn the transformation
between appearances from different domains. Each stripe is described by a histogram for each
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of the color components HSV. In [31] the set of features consists of three elements: a feature
channel, a region and a histogram. The color variety was exploited with eight color channels
corresponding to RGB, YCbCr and HSV (only H and s was used). However, the texture feature
was included using two families of texture filters: Schmid and Gabor. Each texture channel was
the result of correlation with a filter and the luminance channel Y.
Other types of signature are complemented by local features which extract information from
a small portion of the person image. These portions are normally located in interest points,
randomly selected or using a dense grid. For example, in [89] was used local histograms of HSV
color space and SURF descriptors, which were determined in areas around specific points of
interest provided by the SIFT key-point detector. Thus, the signature was characterized in a
robust way that is invariant to natural viewing changes such as scale, rotation and affine/view-
point variance. Other local features such as haar-like features was extracted to define a signature
in [90]. An adaptive boosting selects the most representative features to set a cascade of strong
classifiers. In [91] a evaluation of several local features was shown. First, local interest points
were detected in the person body using Harris corner detector, Harris-Laplace, Hessian-Laplace,
Harris-Affine and Fast-Hessian. After, local descriptors such as SIFT, Shape Context, Gradi-
ent Location and Orientation Histogram (GLOH), SURF were computed for all interest points
for creating a person model as a bag of features. Results show that a combination of features
improves the performance in the re-identification process. In [16] a combination of local and
global features is proposed. Weighted color histograms encode all the chromatic content of each
part of the person, maximally stable color regions detects a set of blog regions through an ag-
glomerative clustering and finally, recurrent high-structured patches extract highlighted texture
patches from the person appearance. In the same way, SIFT, PHOG and Haralick features was
extracted from person image in order to capture the shape, the chromatic content and texture
information, respectively, in [14]. Figure 2.16(b) shows the feature representation for a person.
(a) (b)
Figure 2.16: Feature extraction examples: (a) Covariance descriptors [13]. (b) Set of features
composed by SIFT, PHOG and Haralick features which is proposed in [14]. Images extracted
from [13] and [14], respectively.
Covariance descriptors have also been used to create a signature, as proposed in [13]. Using
the dense descriptors technique, a grid structure with overlapping (see Figure 2.16(a)) was
applied to the image and a cell was defined in each point of the grid where the covariance
descriptor was calculated. Thus, the signature was composed of a large vector of covariance
descriptors. Similar works which have also used covariance descriptors are reported in [92] and
[93]. These cases combined the covariance descriptors grid was with features inspired biologically
and spectral clustering techniques, respectively.
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Finally, an appearance model was proposed based on attributes where a matching process
between segmented parts was used in [94, 95]. Different attributes was explored such as shorts,
skirt, sandals, backpack, jeans, long-hair, short-hair, carrying-objects, etc. To detect attributes,
low-level color and texture features are extracted from a number fixed of stripes assuming that
attributes are located in those stripes.
2.3.2. Body interpretation
Due to the person body present a non-rigid shape, different interpretations of the body have
been explored from the most simple way assuming a rectangular region to complex kinematics
schemes that are learned using part-based models. These body model can be divided in three
categories: i) fixed models in which regions to extract features are defined a priori, ii) adap-
tive models in which are fixed depending on the chromatic content and, iii) learned models in
which a part-based models are learned from a set of images. In [15] a fixed number of horizontal
stripes are used to divide the rectangular region where the person is located (see Figure 2.17(a)).
Similarly, in [88] horizontal stripes were determined from the silhouette using a background/fore-
ground update process in order to discard background information. In [16] the body was divided
into three parts (legs, trunk and head) exploiting symmetry and anti-symmetry properties of the
silhouette and chromatic content (see Figure 2.17(b)). Each extracted feature was weighted ac-
cording to the body part and the distance between the middle of the body (vertical orientation)
and the feature location. Finally, a part-based spatio-temporal model that learns the appearance
as well as variations over time was proposed in [17]. The body of a person is represented by
three stable parts which are not aligned with anatomical body parts(see Figure 2.17(c)). These
parts model the human body as a collection of parts arranged in a deformable configuration.
(a) (b) (c)
Figure 2.17: Examples of body interpretation: (a) Fixed model. (b) Adaptive model. (c)
Part-based model. Images extracted from [15], [16] and [17], respectively.
2.3.3. Signature
Another possible classification of appearance models is based on the use of a single image of
the person (single shot [31, 96, 97]) or multiple images of the person (multiple shots [13, 34, 98])
in order to create the signature. Single shot methods only use one image where the person
appears in order to extract features, whereas a set of images is required to apply multiple
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shot methods. The choice of a single or multiple shot method depends on the availability/use of
tracking information. Multiple shot methods yield a more independent signature than single shot
methods as regards the captured viewpoint or lighting changes. In contrast, fusion techniques
are necessary to combine information from multiple images. In [34] a set of sigma points is
extracted for each person image where Haar and covariance features are extracted for each
sigma point. In [98] a fixed number of images is selected from all images in the trajectory
using an unsupervised Gaussian clustering framework in order to reduce the redundancy. The
signature is built using a set of patches described by a histogram plus epitome descriptor from
all selected images.
2.3.4. Methods
The most recent works in the field of person re-identification leaves behind exhaustive analy-
sis respect to the previous categories and they go in depth about the character of the algorithm.
Such approaches can be grouped group as follows: (i) discriminative signatures based meth-
ods [19, 99–101] in which multiple features based on color, texture and shape are exploited in
order to find the most discriminative signature, (ii) feature transformations [21, 102–105]) in
which the main goal is to find the feature transformation between cameras and, (iii) metric
learning [106,107] in which an optimal metric is learned using a set of training data in order to
minimize the distance between feature vectors corresponding to the same person.
2.3.4.1. Discriminative Signatures Based Methods
Discriminative signatures based methods are the most commonly explored approaches for
person re-identification. Those methods rely only on the discriminative power of appearance
features to describe a person’s appearance under varying conditions and to perform a pure
feature matching. While no training is required and good results can be achieved when images
are similar, this is still an unreliable solution as such methods generally assume that features
are not transformed between cameras.
Several methods exploited multiple local and global features [99, 108–110] to compute the
persons representations. These representations were combined with reference sets [111], patch
matching strategies [19], salience learning [112, 113] and joint attributes [100, 114, 115]. Both
labeled and unlabeled data [116] as well as collaborative representations [117] were used to
boost performance. Finally, learning architectures [101, 118] and multiple frame analysis tech-
niques [119,120] were explored to detect and extract the most relevant features.
In particular, in [121] the objective was to model the spatial distribution of the appearance
relative to each object part. The estimation of the model entails computing occurrence matrices
and a generalization of the integral images and histograms frameworks demonstrate the recogni-
tion ability. In [14] multiple local and global features were used to create an invariant signature.
The approach compute a novel signature distance measure exploiting a body parts division tech-
nique. In [108] an appearance model based on Mean Riemannian Covariance patches was used
to compute a novel similarity measure. Those patches were extracted using a discriminative
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boosting scheme. In [117] frames were used to built a collaborative representation that best
approximates the query frames. The approximation was measured by the nearest point distance
between the two affine hulls where the ability to re-identify came by enforcing the sparsity of the
samples. In [122] the distribution of color features projected in the log-chromaticity space was
described using the shape context descriptor. In [123] local feature descriptors were encoded
by fisher vectors and pooled to provide a global image representation. Euclidean distance was
used to compute the distance between local descriptors. Pyramid representations of weighted
histograms was obtained from different horizontal stripes where the contribution of each pixel
was weighted through a non-isotropic Gaussian kernel in [124].
More state-of-the-art methods that incorporate learning in the feature extraction process are
presented. In [18] particular interest has been focused on finding the best set of features that
can be exploited to match persons across cameras. A novel unsupervised approach to bottom-
up feature importance mining on-the-fly specific to each probe is proposed. Figure 2.18(a)
shows the overview of the bottom-up feature importance mining approach. In [125] a simple
(a) (b)
Figure 2.18: Examples of discriminative signatures based methods: (a) shows the overview of
unsupervised bottom-up approach. (b) shows an example of salient patch distribution. Images
extracted from [18] and [19], respectively.
yet expressive template from a few reference images of each person was built. This template
represents an articulated assembly parts of the body using an matching algorithm with cluster
sampling which was designed within a candidacy graph. Appearance features and similarities
with a reference set of persons were used in [111]. A regularized canonical correlation analysis
was used to learn a subspace in which the correlations of the reference data from different
cameras were maximized. In [19] an unsupervised framework was proposed to learn distinctive
local features. These features was extracted without requiring identity labels in the training step.
Salience maps are incorporated in the path matching to find a discriminative matched patches.
Figure 2.18(b) shows an example of salient patch distribution. In [126] a kernelized graph-
based technique to compute the salience was used as a weight in the feature extraction process.
That process was combined with a set of local features to reduce the salience dependence.
In [109] a person image representation which manage background and illumination variations was
proposed using a combination of biologically inspired features and covariance descriptors. The
matching between two person images was measured by computing the Euclidean distance of such
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features which was obtained in different scales. 3D body models [24] were explored to propose
a stable representation against viewpoint changes. In [127] soft and hard re-weighting is used
to redistribute energy among the most relevant elements and to ensure that the best candidates
are ranked. This approach used a visual descriptor which exploited a center support kernel to
segment the foreground from the background extracts HSV and RGB histograms from different
stripes and concatenated HOG descriptors. Pose priors and subject-discriminative features were
investigated using training data gathered from a calibrated camera in [120]. In [118] a filter
pairing neural network is proposed to jointly handle misalignment, photometric and geometric
transforms, occlusions and background clutter which deep learning is used to maximize all the
key components of the feature set. Finally, an effective feature representation named as local
maximal occurrence analyzed the horizontal occurrence of local features in [128].
2.3.4.2. Features Transformation Based Methods
These methods address the re-identification problem by finding the transformation functions
that affect the visual features acquired by disjoint cameras such as lighting changes, pose varia-
tions and photometric settings. These methods assume that there is an unique transformation
between features and that it can be used to project the feature from one camera to the feature
space of the other camera.
An earliest work on features transformation for re-identification was proposed in [102] where
an unique brightness transfer function (BTF) computed between features was used to match
persons across camera pairs. The inter-camera relationships was learned in the form of a proba-
bility density function (pdf ) of space time parameters from the training data and a probabilistic
principal component analysis was computed in order to obtain the BTF from all the pdfs.
Similarly, a weighted brightness transfer function that assigns unequal weights to observa-
tions based on how close they are to test observations was proposed in [129]. Observations from
training data, that are close in the feature space to the test observation, are assigned higher
weights respect to observations that are distant. Such transfer function was obtained by using
a high-dimensional signature of color and texture features. Finally, the bhattacharyya distance
provided the matching values between two images. In [20] pairwise dissimilarity profiles be-
tween categories were learned and exploited in a nearest neighbor classification framework using
intra-class and inter-class invariant information. Appearance models based on non-parametric
kernel density estimation which is able to converge to any complex-shaped density were used to
build the signature. The Kullback-Leibler distance was used to carry out the matching between
appearances. Figure 2.19(a) shows log-likelihood ratio functions and corresponding profiles to
same person in difference time instants.
Recent works [15, 104,105] considered that the transformation is not unique and it depends
on several factors. They modeled the transformation between features and used it as a novel
feature for classification. In [15] an implicit camera transfer algorithm was proposed to model
the binary relation by training a non-linear classifier with concatenations of pairs of vectors
from two disjoint views. In [104] a decision function which can be viewed as a joint model of
a distance metric and a locally adaptive thresholding rule is learned for verification from the
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(a) (b)
Figure 2.19: Examples of features transformation based methods: (a) shows log-likelihood ratio
functions and corresponding profiles. (b) shows the re-identification by discriminanting in the
warp function space. Images extracted from [20] and [21], respectively.
locally aligned feature space. The inference on the decision function was formulated as a second-
order large-margin regularization problem. In [105] a non-linear ranking with difference vectors
model is formulated to minimize the distance between appearances. A short dimensional feature
vector was used to model the appearance of the person and the re-identification was realized
by using a non-linear kernel based on radial basic function. Similarly, the problem of capturing
the non-linear transformation between features was addressed in [130]. A distance metric and
a modeling function to evaluate the inter-camera radiometric properties using color histograms
was proposed to capture the non-linear transformation.
The case where no labeled data for training is available was also studied in [131] by means
of a transfer learning framework. A domain transfer ranked support vector machines method is
proposed to re-identify under target domain cameras. Problems introduced due to the absence
of positive matched image pairs are addressed by relaxing the discriminative constraint to a
necessary condition only relying on the positive mean in target domain.
In [132], the error on the transformation function was modeled by a supervised binary random
forest classifier by exploiting pairwise dissimilarities between feature vectors. Different color,
texture and shape features were accumulated in a high dimensional feature vector to represent the
person appearance. Distance metrics are not used to find direct correspondences, but pairwise
distances which were computed as the difference between two feature vectors are used as a new
feature. Such pairwise distances served as vectors to train a random forest classifier. A similar
approach investigating the eigen-dissimilarities between local patches was proposed in [133].
Finally, in [21], a space formed by feature warp function was used to distinguish between
feasible and infeasible transformations (see Figure 2.19(b)), which also tell whether the per-
son viewed by the two cameras is the same or not. The discriminative surface was learned
by separating the two set of warp functions and, the re-identification process was performed
by classifying a test warp function components according to the importance in separating the
feasible and the infeasible warp functions. The approach was then extended to achieve con-
sistent re-identification performance in a large camera network [134]. This network consistent
re-identification framework is formulated as an optimization problem that minimizes the global
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cost of associating image pairs in the entire camera network.
2.3.4.3. Transformation Learning Based Methods
These methods lie in between the two above categories as they still rely on particular dis-
criminative features but they also advantage of a training phase to learn non-Euclidean distances
used to compute the match in a different feature space.
Performance were improved by learning a relaxed Mahalanobis metric [135], by considering
multiple metrics [23, 106, 126] in a transfer learning set up [136], or by relying on equivalence
constraints [107, 137, 138]. Other methods have focused on local distance comparison prob-
lems [97,139] and sparse pairwise constraints [22].
More specifically, in [140], a similarity measure function based on a learning process improved
both performance and accuracy in people re-identification under challenging viewing conditions.
An ensemble rankSVM that uses a boosting principle on weak primal-based rankSVMs to main-
tain the computational efficiency in a high-dimensional feature space was proposed to classify
the most relevant person from others with similar visual appearances. In [141] a metric learning
framework a set of a training data was used to learn an optimal non-Euclidean metric which
minimizes the distance between features of pairs of true matches while maximizing the same
between pairs of wrong matches. To do this, a large margin nearest neighbor approach which
learns a Mahalanobis metric together with a cost function which is specifically defined for nearest
neighbor problems with rejection are adapted to reject impostors while simultaneously attract
target neighbors. Another methods using large margin nearest neighbor classifier were proposed
in [142, 143]. In [142] a learning using the Mahalanobis metric was built on the ideas of large
margin nearest neighbor classification exploiting the structure of similar and dissimilar appear-
ance pairs. In [143] 4D spatial color histograms was extracted to descriptive the appearance
encoding the vertical color structure of the person together with an estimation of the transi-
tion between cameras using pair-wisely estimated metric are adopted in a large margin nearest
neighbor metric learning.
In [136] the re-identification problem was addressed in a transfer learning framework where a
weighted maximum margin metric was learned in an online fashion and transferred from a generic
metric to a candidate-set-specific metric. For each sample, its neighbors were found by directly
matching visual features. These samples was weighted according to the distance to learn the
candidate-set-specific metric which maximizes the margin between the correlated matched pairs
and wrongly matched pairs. In [22] a pairwise constrained component analysis was proposed
to learn a distance metric from sparse pairwise similarity/dissimilarity constraints in a high-
dimensional feature space. A low-dimensional space was built in which the training constraints
are respected by minimizing a loss function penalizing distances larger than a threshold for
positive pairs and lower than such threshold for negative pairs. Figure 4.20(a) shows the loss
function to penalize the pairs which do not match the required constraints. In [139] the re-
identification problem was formulated as a local distance comparison problem introducing an
energy-based loss function that measures the similarity between appearance instances. The
approach used the large margin nearest neighbor algorithm to learn a Mahalanobis metric,
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while the loss function for similarity computing was included in the online re-identification step.
(a) (b)
Figure 2.20: Examples of features transformation based methods: (a) shows the loss function
to measure the similarity between appearances. (b) shows the framework to test kernel-based
metric learning methods. Images extracted from [22] and [23], respectively.
In [137] a KISS (keep it simple and straightforward) metric based on a statistical infer-
ence perspective was learned from equivalence constraints. Such approach was later extended
in [107,138]. In [138] a regularized smoothing KISS metric learning was proposed to enlarge the
underestimated small eigenvalues and reduce the large eigenvalues of the estimated covariance
matrix. In [107] the minimum classification error (MCE) criterion was proposed to improve
the KISS distance learning where eigenvalues of the true covariance matrix are biased and, the
covariance matrix was obtained by maximum likelihood estimation. This was used to create the
MCE-KISS which improve significantly the performance of the KISS metric learning.
The problem of finding the optimal and robust similarity measure was proposed in [97,144].
In [97] a relative distance comparison learning was formulated to maximize the likelihood of a
pair of true matches having a relative smaller distance than wrong matches in a soft-discriminant
way. In [144] the local fisher discriminant analysis was proposed in a two stage training based on
low manifold learning using unsupervised PCA and supervised LFDA dimensionality reduction
methods.
In [23] a performance evaluation about for kernel-based metric learning methods is proposed
(see Figure 4.20(b)). The comparison was achieved using regularized pairwise constrained com-
ponent analysis, kernel local fisher discriminant analysis, marginal fisher analysis and a ranking
ensemble voting scheme, used in conjunction with different sizes of sets of histogram-based fea-
tures and linear, X2 and RBF-X2 kernels. In [126] each feature was modeled separately since all
the different features had been modeled by the same transformations function. A KISS metric
learning was used to find the optimal decision between pair of features. In [106] another mul-
titask learning distance metric learning was proposed. Multiple Mahalanobis distance metrics
which are designed to cope with the complicated conditions of the disjoint cameras was learned
by adding joint regularization to alleviate over-fitting. Finally, a reliable integrated matching
scheme (IMS) using body parts to assist matching of the whole body was recently proposed
in [145].
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Once the state-of-the-art about person re-identification methods have been introduced, we
carry out a deep revision of several methods related to the proposed contributions which were
explained in Chapter 1. Particularly, we review methods that incorporate multiple perspectives
in the person re-identification process and that optimize a initial ranking provided by a baseline
model.
2.3.5. Multiple Perspectives
As was introduced previously, several methods use multiple images of the person (multiple
shot methods) to extract features and compute some clustering algorithm in order to create a
signature more discriminative or to identify per-instance metric/classifier by comparing visual
similarities between images. However, there exist other methods that use multiple images of the
person but each image corresponds to a different perspective of the person. Such methods take
advantage of available short-term trackers provided by the surveillance camera to compile a set
of perspectives of each person. Note that the number of different perspectives will depends on
the person trajectory and the camera location in the environment.
In [146] multiples images were used to create each individual signature. A novel domain
for performing person re-identification was introduced using a panoramic appearance mapping
(PAM) for feature representation from a multi-camera setup. Large area enables the intro-
duction of information captured by multiple cameras -whether overlapped or not- by using the
relative position of the person with respect to the camera. Thus, taking into account the person
orientation from the camera, the images are placed in the corresponding zone of the PAM, which
in turn provides an easy and more robust mechanism for matching images for re-identification.
Each pixel in the map gets color information from cameras which observe such pixel. The PAMs
between different persons are compared using a distance measure based on weighted SSD in
order to select the best match.
A non-articulated 3D body model was created for any person under analysis in [32]. The
approach is focused on calibrated camera spaces, giving an accurate measurement of each 3D
feature superimposed on the 3D model of each individual. The color information is overwrote
depending on the reliability of the current measurement, thus only one measurement was incor-
porated into the 3D model every time. Another issue was that comparison in the 3D domain
could lead to larger errors, mainly due to the image-model transformation. The re-identification
step is to find correspondences between pairs of models by computing a model-to-model dis-
tance which is based on the comparison of each point of the model. According to the matching
between two 3D model, the score is the weighted average of all distances. Figure 2.21(a) shows
an example of the non-articulated 3D body model. In [24] the previous model was extended.
Multiple images collected by the network of cameras was processed using common tracking and
segmentation techniques. Since the number of images available for each person can be very
large, a shot selection step was introduced to discard redundant or misleading images. For each
selected image, a vector using color and texture features is computed through a 3D model align-
ment followed by an image to model mapping. Given two models, the distance was decomposed
into a sum of each element of the model.
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(a) (b)
Figure 2.21: Examples of retrieved 3D models using different perspectives of the person: (a)
non-articulated 3D body model from multiples cameras. (b) cylindrical 3D model from RGB-D
camera. Images extracted from [24] and [25], respectively.
Novel depth cameras introduce more 3D data into the re-identification problem. In [25],
RGB-D information was used to set-up a 3D descriptor for people re-identification. The re-
identification was based on a 3D cylindrical grid that included the RGB information retrieved
by the depth camera. Figure 2.21(b) shows an example of the cylindrical 3D model. Foreground
points are projected into the cylindrical model that stores color variations with angle and height.
In order to re-identify a person, 3D models are firstly normalized to reduce the lighting changes
problem and then, are compared by using the squared distance between model points.
In [147] the implicit shape model (ISP) was proposed in order to evaluate the viewpoint
invariance of person re-identification. Such technique is based on SIFT features only which are
fit into the ISP. These ISMs are used to perform re-identification in an efficient 3-staged approach
which combines computation efficiency with high distinctiveness. The approach assume that
multiple perspectives with certain orientation values have been extracted from the tracking.
Finally, an approach of learning locally aligned feature transforms across multiples views
which handles multi-model transformations was proposed in [148]. The image space between
two camera views is automatically divided into sub-regions which correspond to different config-
urations (see Figure 2.22(a)). These K configurations are provided by a gating network where
each gait shape provide a sub-region to learn. Thus, K2 metrics must be learned. Figure 2.22(b)
show the overview of the approach. Given two samples to re-identify, the gating network selects
the metric to be used and the feature vector are projected and the matching is computed.
Summarizing, Table 2.3 shows state-of-the-arts methods related to person re-identification
that include the use of multiple perspectives of the person.
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(a) (b)
Figure 2.22: Multiple feature spaces: (a) Locally aligned feature transformations. (b)
Overview of the approach. Images extracted from [148].
Table 2.3: State-of-the-art methods related to person re-identification using multiple perspec-
tives
Method Year
Perspective Person Multi-Camera Overlapping
Detection Model Relationship Cameras
Gandhi et al. [146] 2007 Orientation 2D No Yes
Jungling et al. [147] 2011 – 2D No No
Baltieri et al. [32] 2011 Orientation 3D No No
Oliver et al. [25] 2012 Orientation 3D No No
Li et al. [148] 2013
Gait
2D No No
Recognition
2.3.6. Post-Ranking Optimization
Re-ranking or post-ranking methods for person re-identification is a relatively unexplored
area. In re-identification the final judgment is left to the end user, who needs to inspect the
ranking list and manually search for the correct match. The most of existing works generally
assume that their matching methodology is sufficient to give a final ranking list that is suitable
for final end user inspection. This assumption is not always true and novel information can be
retrieved from the initial ranking. Thus, existing approaches have been recently exploited by
these re-ranking methods.
Earliest works following the post-ranking approach exploited boosting techniques for feature
selection using a discriminative model which refine the ranking [34] or additional cues coming
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from soft biometrics [149]. However, in such case, there is the need to acquire reliable biometric
features which is generally a challenge in surveillance scenarios.
In [26], ranked lists computed for multiple probe persons were exploited to refine a single
probe ranking. According to the similarity score, if a gallery image is much similar to the probe
image compared to the other gallery images, the approach assume that the matching is correct
and that the gallery image corresponds to the true match. For probe images which do not have
a gallery image much similar, the approach use previous cases to go back gallery images that
was assumed correctly identify. Figure 2.23 shows an example of re-ranking. Therefore, the
approach works only if additional rankings (minimum 3 or 4), besides the one obtained for the
current probe, are available.
Figure 2.23: Example of re-ranking based on ranked lists. Image extracted from [26].
Bidirectional ranking was introduced in [27]. Figure 2.24 shows the overview of the ranking
approach. In the former case, first direction is usual ranking of the probe with the gallery.
Second direction is the ranking obtained by matching each gallery image with the probe and
the rest of the gallery where the whole gallery for post-ranking is considered. Once forward
and backward content ranking have been obtained, the context similarity is computed as the
k-nearest neighbors between the forward and backward ranking for each gallery image. Finally,
the ranking is achieved the three set of images are combined to revise the original unidirectional
ranking.
Figure 2.24: Overview of the re-ranking approach. Image extracted from [27].
In [150] a re-ranking step was added to further improve the initial ranking using a saliency-
based matching scheme. Once the saliency of the probe and gallery is detected, a saliency
similarity is computed among images. The initial ranking is re-ranked using a local sliding
window and the saliency similarity measures.
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The post-ranking optimization was also studied by including human feedback in the loop.
In [151] a distance metric was learned by employing the user’s judgment on relevance and irrele-
vance of person images. Due to the user need to interact with the re-identification algorithm, the
metric learning should be sufficiently fast to keep the user engaged. In [152] a learned classifier
interacted with the user using a relative feedback. The classifier communicates its belief about
the target to the user. Then, the user confirms or rejects the predicted label provided by the
classifier. If the label is rejected, the user must provide an explanation for why the belief was
wrong. This action allows to better learn for the classifier. In [28] strong and weak negative
feedback is selected from the user to refine the ranking in the deployment stage. Figure 2.25(a)
shows several examples of negative selections. The post-rank optimization model is shown in
Figure 2.25(b). The user only needs to select a single strong negative feedback and optionally a
few weak negatives can be selected to trigger an automated refinement of the ranking list. For
learning the post-rank function, a visual expansion is computed using positives samples and the
selected negative samples to create synthetic probe images. All probe images and gallery are
used to compute an affinity graph to capture the appearance similarities among all the images.
Finally, this sparse negative information from the user is propagated to their nearby neighbors
in the gallery view using the affinity graph.
(a) (b)
Figure 2.25: Approach proposed in [28]: (a) Examples of negative selections from the user. (b)
Overview of the system. Images extracted from [28].
Similar and dissimilar samples can be picked by user within local regions as was proposed
in [29]. Figure 2.26 shows the overview of the region-based interactive ranking optimization
approach which address the re-ranking problem by introducing user feedback. After the initial
ranking is obtained using a baseline method, the first R ranked images are shown to the user for
the feedback which selects X pairs of local regions. Through exploiting these marked samples,
the neighbor similarity score and the cluster similarity score are computed for every gallery
image. According to these two scores, the initial similarity score is adjusted to a new similarity
score and then a new ranking list can be acquired.
One last earliest approach was proposed in [127] which introduces a slightly different approach
respect to previous re-ranking methods. An iterative extension to sparse discriminative classifiers
was adopted to ensure that the best candidates are ranked at each iteration. However, such
method did not directly consider the content and the context similarities of ranked individuals.
It cast the problem by analyzing the reconstruction error and by partially ranking the gallery
in terms of similarity to the probe.
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Figure 2.26: Overview of the re-ranking approach. Image extracted from [29].
Summarizing, Table 2.4 shows state-of-the-arts methods related to post-ranking for person
re-identification.
Table 2.4: State-of-the-art methods related to post-ranking for person re-identification
Method Year Analysis Supervised Context IterativeInformation
Ali et al. [151] 2010 Interactive Yes No YesLearning
Hirzer et al. [34] 2011 Discriminative No No NoModel
Parkash et al. [152] 2012 Attributes Yes No YesClassifiers
Nguyen et al. [26] 2013 Refined No No NoRanked List
An et al. [149] 2013 Soft Biometric No No NoAttributes Learning
Liu et al. [28] 2013 Negative Mining Yes No NoOptimization
Leng et al. [27] 2014 Bidirectional No Yes NoDistance
Wang et al. [29] 2014 Region-based Yes No YesOptimization
Lisanti et al. [127] 2014 Iterative No No YesRe-weighted
An et al. [150] 2015 Salience-based No No NoMatching Scheme

Chapter 3
Context of the Thesis
In this chapter, we introduce the context frame and the aims of the thesis. Some details and
goals are presented for each research project that builds up the background of the current thesis.
After that, the problem statement is introduced in order to address the several unresolved issues
presented in the previous chapters.
3.1. Research Projects related to the Thesis
This thesis dissertation has been carried out in the frame of three research projects: i)
SIAUCON, ii) SACI and iii) IPRIM from the Group of Electronics Engineering Applied to
Intelligent Spaces and Transport (GEINTRA). In the following, some details about financial
resources and research stays are presented.
GEINTRA1 is a group officially recognized by the University of Alcala2. The main goal
of the research group consists of developing basic and applied research activities in topics re-
lated to intelligent spaces and transport systems. Within this main goal, different research lines
are included related to sensors, sensor networks and sensor fusion, positioning systems, mo-
bile robotics, human machine interfaces, e-health and independent living, intelligent transport
systems, distributed control and automation, embedded digital systems and HW-SW co-design.
3.1.1. SIAUCON Project
The Automatic People Counting System based on Reconfigurable Hardware project ("Sis-
tema Automático de Conteo de Personas basado en Hardware Reconfigurable" (SIAUCON)), with
reference number CCG08-UAH/DPI-4139, was funded by the program named as "Creación y
Consolidación de Grupos de Investigación" through the "Consejería de Educación de la Comu-
nidad de Madrid" and the University of Alcala.
This project, which was conducted between 2009 and 2010, arises from the need to build
autonomous people counting systems located in access points by means of image processing algo-
rithms. It has contributed to the development of new algorithms for counting people where rates
1Website: http://www.geintra-uah.org/en
2Website: www.uah.es
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of those on a PC is around 90% of effectiveness, outperforming current commercial systems. The
hardware implementation of the algorithm presented a great difficulty and complexity. It was
made a reformulation of the people counting algorithms to implement them over reconfigurable
platforms based on FPGAs (Field Programmable Gate Arrays). Figure 3.1 shows an image of
the developed prototype of people counting system based on a FPGA.
Figure 3.1: Snapshot of people counting prototype.
The main contribution of this thesis to the SIAUCON project has been the development and
simulation of multiple visual tracking algorithms oriented to the people counting task. They
use different person description models based on head detection and motion detection according
to the location and orientation of the vision system. Both algorithms include probabilistic
estimators in order to generate the person trajectory which determine the in/out counting.
3.1.2. SACI Project
The Smart Camera Array project ("Sistema de Arrays de Cámaras Inteligentes" (SACI)),
with reference number UAH2011/EXP-001, was funded by the research program "Ayudas para
la Realización de Proyectos para Potenciar la Creación y Consolodidación de Grupos de Inves-
tigación" through the University of Alcala.
The goal of the project is the implementation of a real smart camera network oriented
to objects detection and tracking (people and vehicles) in order to build a demonstrator where
visual tracking algorithms can be tested. The proposal takes advantage of the processing carried
out inside an embedded camera. Thus, after a pre-processing step, only information of interest
is transmitted to the remote server reducing the necessary information bandwidth. Figure 3.2
shows a camera field of view recording a parking-lot where vehicles and people generate multiple
trajectories.
To achieve the proposed solution, two problems have been solved: i) set-up a smart camera
which should be able to process algorithms to carry out the object detection and tracking, and
ii) the ad-hoc implementation corresponding to different parts of such algorithms to obtain high
processing ratios. Among the suitable scenarios where this proposal was validated, two scenarios
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were mainly selected: the application to the intelligent management of an outdoor parking-lot
surveillance systems to provide high level information about occupancy of parking spots and the
people detection and tracking in indoor environments which are covered by an array of smart
cameras.
Figure 3.2: Example of the parking-lot for the object (people and vehicles) detection and track-
ing.
Thanks to this project, two benchmark datasets have been built in order to evaluate the
visual tracking algorithms proposed in this thesis. Different cameras were located in strategic
places close to corridors and doors, so numerous person trajectories were recorded.
3.1.3. IPRIM Project
The Person Re-Identification through Multiple Perspectives project ("Identificación de Per-
sonas a partir de la Reconstrucción de Imágenes Múltiples" (IPRIM)), with reference num-
ber CCG2013/EXP-064, was funded by the research program "Ayudas para la Realización de
Proyectos para Potenciar la Creación y Consolodidación de Grupos de Investigación" through
the University of Alcala.
The main goal of this proposal is the definition and implementation of different algorithms
oriented to person re-identification in a non-overlapping camera network. This kind of identifi-
cation is crucial to obtain the tracking corresponding to a person crossing disjoint fields of view.
Due to the inherent conditions of a non-overlapping camera network, multiple challenges such as
lighting changes, viewpoint and pose variations, background clutter, partial or total occlusions
make the person re-identification a difficult problem to solve. The major contributions consider
that multiple perspectives of the person can be retrieved from the person trajectory. Figure 3.3
shows two images corresponding to several applications developed in this thesis which have been
designed to carry out the goal mentioned previously.
This project proposed different approaches in order to solve the person re-identification
problem. A model with different perspectives of the person has been generated from each
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Figure 3.3: Matlab applications to evaluate the performance of the multiple view oriented model
(MVOM).
trajectory. Novel information according to viewpoint variations has been included in the person
re-identification approaches.
3.1.4. Financial Resources and Research Stays
Finally, it is important to point out that this thesis has been supported by a research grant,
with reference number 1900/00030/001/FPI-UAH, named as "Ayudas para la Formación del
Personal Investigador" through the University of Alcala. In addition, three research stays in
excellence foreign research centers have been done thanks to the "Movilidad del Personal Inves-
tigador en Formación" program supported by the University of Alcala. More specifically:
Video/Image Modeling and Synthesis Laboratory (VIMS Lab.) at University of Delaware:
from September 2012 to December 2012 (4 months).
Artificial Vision and Real-Time Systems Laboratory (AVIRES Lab.) at University of
Udine: from September 2013 to December 2013 (4 months).
Artificial Vision and Real-Time Systems Laboratory (AVIRES Lab.) at University of
Udine: from May 2014 to July 2014 (3 months).
3.2. Problem Statement
In this thesis, we analyze several aspects concerning to the fulfillment of a smart video
surveillance system. In particular, we focus our effort about people detection, tracking and
re-identification tasks in a non-overlapping camera network. First, we introduce the general
requirements of a smart video surveillance system for after focus the analysis of the specific
problems addressed in this thesis.
3.2.1. General Requirements
Smart video surveillance systems are an emerging application field, in which participate
multiple disciplines such as computer vision, pattern recognition or machine learning, due to the
huge interest aroused by researchers and industries. This field encompasses several research areas
3.2 Problem Statement 49
such behavior analysis, geometric description of the environment or automatically detection of
abandoned objects. However, we focus the thesis work about people multi-tracking in a non-
overlapping camera network.
In smart video surveillance systems, people multi-tracking in wide areas requires a reliable
moving people detection and effective person recognition. These two issues should be character-
ized by some important requirements as: precision, flexibility, efficiency and viability.
Two different meanings can be defined regarding to precision requirement: accuracy in person
detection and reactivity to possible changes in time. Multi-tracking applications do not require
that the location3 of the person is known with relatively high accuracy. However, this can be
decisive in order to determine the number of persons forming a group. In fact, a precise moving
person detection makes the tracking more reliable since the same person can be identified more
reliably from frame to frame if its shape and position are accurately detected. As a consequence,
the smart video surveillance system should localize each person with enough resolution in order
to extract his/her trajectory in the monitored area.
Regarding to flexibility requirement, the surveillance system should have a proper perfor-
mance in indoor scenarios as well as outdoor scenarios. Furthermore, the people moving detec-
tion and person recognition should be enough robust to different lighting conditions that can
show up in a same area.
Efficiency condition is required in order to provide a suitable people multi-tracking in real-
time (reaching framerates around 20/25 frames per second). In order to achieve this purpose, the
design should be oriented to have a low computational complexity, especially in people detection
algorithms and appearance model extraction.
Apart from the aforementioned requirements, the viability of multi-tracking systems should
be considered in order to make the system feasible in a practical level. These considerations
basically focused on the minimization of settings and maintenance of the system. This means,
algorithms without a priori learning and non-parametrized are desired for the proper operation
of the system. This issue is related to avoiding camera calibration process, self-settings regarding
to camera location.
While efficiency, flexibility and viability in different scenarios should be considered basic
requirements to be met, precision is the most important goal in terms of research since it
corresponds to the requirement related to the proper operation of the algorithm.
3.2.2. Goals of the Thesis
Keeping track of people and their interactions in a large area is a difficult task. The labor
of smart video surveillance in achieving this goal is to automatically detect moving people
from video data, determine their locations and trajectories, and put them in a dynamic scene
visualization in order to alert surveillance operators.
3Referred to the location in the real scene, since, for instance, high accuracy in face orientation is an essential
feature for automatic nonverbal communication applications.
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In the following, we pursue the abstraction level of the information to continue to the analysis
of the specific problems. First, we address the people detection and tracking in a single field of
view. Next, we extend the people tracking in a non-overlapping camera network dealing with
the person re-identification problem.
3.2.2.1. People Detection and Tracking
The surveillance camera is the device that provides the visual information of the scene. The
first issue to address the people tracking problem is the location and orientation of the camera
since different problems emerge depending on how the person is captured in the environment.
Two different camera configurations can be found in a video surveillance camera network: over-
head view and tilted view; being this last one the most extended configuration. A deep analysis
will be presented in Chapter 4.
The most important aspect related to tracking a person in an image is the way to describe
such person, commonly named as description model. Such description model should be designed
in order to maximize the similarity with the image information that represents a person. Since
not all persons have the same appearance, the model should also be able to adapt to these
conditions or make use of description cues that are common to all people. Finally, the people
tracking requires that the location of each person is known with enough precision to define the
trajectory in the scene captured by the camera.
In the people tracking, the greatest effort lies in the detection task which has to deal with
the raw image. Thus, the first step is to retrieve regions where moving objects (people and other
objects crossing the scene) disregarding the rest of image. Three conventional methods are used
to moving objects detection: temporal differencing, background subtraction and optical flow.
Temporal differencing is very adaptive to dynamic environments, but it generally carries out a
poor task of extracting all relevant feature regions. Background subtraction provides the most
complete feature data, however is extremely sensitive to dynamic scene changes due to lighting.
Finally, optical flow can be used to detect independently moving objects in the presence of
camera motion since it is based on the pattern of apparent motion of objects. In contrast,
most optical flow methods are computationally complex, and can not be applied to full-frame
video sequences in real-time without a specialized hardware. The decision to select one of those
methods will be imposed by the type of characteristics that form the person description model.
The description model corresponds to a representation of the object to be tracked. The
selection of right appearance features plays a critical role in the detection task, since the most
desirable property of a feature is its uniqueness so that objects can be suitably distinguished
from foreground regions. In particular, the detection task is very complex because the person
appearance may change due to several factors such as occlusions, lighting or viewpoint motivating
a wide range of features.
As it was aforementioned in Chapter 2, several types of person representation are used to
describe the person detection region. Representing a person by a bounding box or ellipse is not
enough robust since the background pixels may be confused with the person pixels. However,
the number of parameters associated with a bounding box is very low. Shapes/contours based
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on edges or depth templates are used to represent the human body or body-parts, allowing
for maximum freedom to change the person appearance. On the other hand, they require a
precise shape/contour to be effective and can be less reliable for general applications. Other
ones are blob-representation and part-based representation, enhancing the discrimination from
similar appearances when the person takes up a small region in the image. However, these
representations demand high robustness of the segmentation in order to reduce false detections.
Finally, skeleton representations can be used but the process to extract reliably the human
skeleton from a single camera is a very difficult task.
These description models together with probabilistic estimators, such as Kalman filter or
Particle filter, build suitable algorithms to track a single person. By extending the problem
to track multiple persons in a single view, the algorithm needs to incorporate data association
methods in order to compute the optimal assignment of detections with its respective trackers
in a particular frame.
Once the people multi-tracking problem has been introduced standing out the motivations
and challenges, we introduce the partial goals that will be addressed in Chapter 4:
We will focus our efforts in the design of novel description models for the person to improve
the detection step attending to the possible configurations of the surveillance camera in
terms of orientation (camera tilt).
We will explore new possibilities to recognize a person in the image using different cues.
An image representation will be proposed to extract features which are necessary to build
a description model.
We will explore new methods to reinforce detection algorithms according to possible oc-
clusions that occur due to the perspective captured by the camera.
Color features will be used to combine them with other features to determine the unique-
ness of a person.
3.2.2.2. Person Re-Identification
In order to extend the people tracking among multiple disjoint cameras, is necessary to solve
the inter-camera people association problem, commonly maned as person re-identification.
This problem consists in the recognition of a person who has already been recorded over
a network of cameras. However, the re-identification problem have been reformulated by re-
searchers as a ranking problem where a large set of persons appears in a camera pair. Therefore,
given a person image (probe image) from a camera, the aim is to find the same person (correct
match) among person images (gallery) of the other camera. To achieve this, a feature repre-
sentation is computed from each image (probes and gallery images). Next, a matching distance
is computed between each pair, which is used to determine whether a gallery image contains
the same person as the probe image. Each set of distances referred to a probe image is sorted,
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resulting a similarity ranking where the first position points out the most similarity image in
relation to the probe image.
A great progress has been achieved from the scientific community, but the person re-
identification problem remains unsolved due to many challenges such as lighting changes, view-
point variations, partial occlusions or cluttered background.
The person re-identification problem has been addressed by means of appearance models.
Surveillance cameras are placed in uncontrolled environments, thus a person is recorded by a
camera from a certain distance, causing that biometrics analysis such as face or gait recognition
are not-feasible and unreliable. Other issue is referred to deal with disjoint fields of view. The
transition time between among cameras can vary due to their location so that it is very hard to
include temporal and spatial constraints in the re-identification process.
As conclusion, the person appearance is the best way to carry out the re-identification process
with the current conditions of a surveillance camera network. However, working with the person
appearance is not free of difficulties since it often undergoes large variations among disjoint
cameras due to different viewpoints and lighting changes. In addition, appearance features
are extracted mainly from clothes and shapes contained in body parts of the person so that
several persons can wear similar clothes resulting an intrinsically un-distinguishing matching. All
these issues give as result different visual appearances corresponding to the same person (visual
disparities) and similar appearances corresponding to different persons (visual ambiguities).
As was aforementioned in Chapter 2, recent re-identification methods have mainly focused on
the study of novel discriminative signatures using local and global features, learning the feature
transformation that undergoes between camera pairs or proposing optimal similarity measures
attending to the appearance variations due to the lighting changes and photometric settings.
However, the problem related to the viewpoint variation when a person crosses through two
disjoint camera views has been practically unexplored. Almost all existing works assume that
an uni-modal inter-camera transformation of features occurs between two camera views. In this
case, current methods highly suffer the strong pose and orientation changes that may occur
when a person moves between camera views. However, we believe that the deployment and the
configuration of the cameras together with the appearance of a person give rise to multi-modal
inter-camera transformations. Thus, we will focus our efforts to solve the viewpoint variation
problem in the re-identification process.
In the following, we introduce the partial goals, that will be addressed in Chapter 5, regarding
to the person re-identification problem:
We will analyze the relationship between the person trajectory and the camera location.
We will explore the appearance information that is included in each short-term tracker
(STT) attending to the person orientation.
New behavior properties to maximize the performance and speed up the re-identification
process will be analyzed.
A deep study will be carried out over the feature space among two cameras.
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In addition, we explore other re-identification areas to improve the performance in order
to provide algorithms able to autonomously solve the re-identification problem since actually
there is still the need of human supervision. Indeed, the re-identification problem is cast as a
ranking problem whose results, in form of a ranking list of matched persons, are presented to
the end user for the final judgment. The majority of the works proposed so far assume that the
provided ranking list is optimal and it is suitable for end user inspection. However, we believe
that such an initial ranking is not optimal for such a task and it is just a first step to remove
the majority of the possible mismatches. Additional inspections on the ranked matches can be
applied to refine the output in such a way that the correct match will have higher probability
to be found in the first ranks. Hence, we focus our efforts on the idea that a ranking, achieved
by any person re-identification algorithm, contains valuable information which can be further
exploited to increase the rank of the true match using the visual ambiguities that can be appear
when a person is re-identified.
Regarding to this motivation, the partial goals that will be addressed in Chapter 6 are:
We will analyze in depth the visual ambiguities that appear in rankings provided by current
re-identification methods.
We will use specific techniques to avoid the need of human interaction in the re-
identification process.

Chapter 4
Modeling People Detection for
Tracking in a Single View
In this chapter, the problem of detection and tracking people across a single field of view
is addressed. A brief analysis of tracking scenario including requirements and constraints is
presented at the beginning of the chapter. Then, two novel tracking-by-detection approaches based
on head detection and person motion for different camera settings are proposed and described in
detail. A demonstrator based on real datasets and comparisons with state-of-the-art methods are
shown for each approach.
4.1. Introduction
The visual tracking is currently one of the most important tasks in computer vision due to
the increasing number of camera networks deployed in different scenarios. It has been analyzed
in the last two decades but it is still an open problem due to challenges involved in the process.
A typical tracking system is mainly composed of three parts: i) the object description, used to
identify the location or multiple locations of the object of interest in the image; ii) the motion
model, responsible for the movement of the object in consecutive locations; and iii) the data
association, a strategy to take the decision over the most likely location of the object in the new
image. In order to design a tracking system, multiple challenges must be taken into account
as objects hardly recognizable, background similarities, occlusions, shadows, lighting changes,
crowded environments, viewpoint variations, non-linear dynamics, non-rigid shapes, etc. Most
works usually focus the approach to solve a few number of challenges, since it is too hard to
manage all of them at the same time or not all of them are relevant for a specific application.
In particular, people tracking considering standard cameras is currently an active research
area in smart video surveillance systems. This information is required by multiple applications
such as smart video-conferencing, security, etc. Figure 4.1 shows a typical example of people
tracking in a shopping area. Three persons are crossing the tracking area while other one is
about to enter in the the monitoring. Here, the partial occlusions, background similarities and
crowded environments are the most relevant challenges for the design of a tracking system.
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According to person detection methods, a description of the object to be tracked is required as a
template image, shape, texture, color model, etc. This is considered the most critical task, since
the quality of the tracking system is directly related with the object description. Sometimes it
can be set up using multiple instances of the person or significant context relationships. In any
case, the description must be able to manage the degradation along time due to the estimation
errors of the foreground and background areas.
Figure 4.1: Example of a person tracking system in a video surveillance environment on CAVIAR
dataset [30].
According to the aforementioned in Chapter 1, person detection and tracking from a single
point of view are the first steps to be addressed in a smart video surveillance system. Usually,
state-of-the-art methods address these tasks at the same time, since one task can benefit from
the other and vice-versa. Thus, one part of the proposal is focused on the detection of one
or more persons in a single image, followed by another approach that connects people regions
through consecutive images of the video sequence considering the non-linearities and noise of the
process. In section 2.2 several tracking algorithms have been presented which were categorized
by point, kernel and silhouette tracking where the person detections are represented as points
in the image, shape and appearance provided by a template or the information encoded inside
the region of the person, respectively. Nevertheless, point tracking algorithms are the most
commonly used method to track persons when they are captured in a uncontrolled environment
in terms of the position estimation. In this category, another two types of algorithm can be
distinguished: deterministic [59] and probabilistic methods [153–156]. The first one defines a
cost function of association among all combinations of targets for each time transition (from
t− 1 to t). Different constraints can be used to find the solution as proximity, common motion,
rigidity, etc. Probabilistic methods solve the tracking problem by taking measurements and
including uncertainties in the process as Kalman filter [153, 154] or particle filter [155, 156]. In
addition, other techniques focus on some important aspects as the appearance representation
and the update phase, partial or whole occlusions, etc. According to these issues, we propose two
novel people tracking systems where the major contributions are performed in the detection part,
while the tracking part is addressed using common probabilistic methods as modified versions
of Kalman or particle filters.
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The person tracking is usually performed over a short period of time, commonly named short-
term tracker (STT). This corresponds to a person trajectory model based only on a consecutive
sequence of locations of the observation since it is reset when the person is totally occluded or
leaves the field of view of the camera. Often, people tracking systems exploit a single visual
processing algorithm to locate and track user features. These kind of systems are not reliable
enough to manage multiple persons and/or background variations when they are used in real-
world conditions. Thus, the appearance of the person may constantly change. On the other hand,
some discriminative tracking methods that include a machine learning algorithm are trained in
a semi-supervised way and then are used to locate persons in consecutive images. A typical
example is the description of the human body as a part-based representation. Sometimes,
the performance of the trained detector does not deal with partial occlusions of the person.
Other approach to manage partial occlusions of tracked people makes use of overlapping field
of views. In this case, multiple cameras located in different locations capture the same area of
the environment, but this is not a common characteristic of video surveillance systems. Besides
cameras must be previously calibrated in order to share visual information.
Following these directions, we present two approaches to track multiple people crossing
the field of view of a fixed camera capturing an uncontrolled environment. Each approach
proposes a system to deal with people tracking task using a different camera configuration: tilted
configuration and overhead configuration (see Figure 4.2(b) and Figure 4.2(c), respectively).
The first one uses the shape of the head as a descriptor of the person to be located inside
of an image. This detection procedure is robust respect to partial occlusions, provided that
the head of the person is not occluded. We propose to consider the estimated location of the
person obtained by the head detection process as a measurement to the Kalman filter. Hence,
the Kalman filter estimator is used as a predictor where the state-matrix parameters model the
motion of the tracked person. The main contributions of our proposal are the use of an annular
filter bank to quickly detect heads in the scene and the adaptive selection of head candidates
to solve temporal errors or occlusions by using the estimation provided by the Kalman filter.
Thus, the proposal solves the problem of people stop&go and false positives from pets, handbags,
shopping carts, etc.
The second approach tracks multiple persons with a overhead oriented camera. This type
of camera configuration is usually found near doors, corridor entrances, etc. and is oriented to
people counting applications. We present a novel approach for probabilistic tracking using a
particle filtering framework [157]. Our method exploits a descriptor based on optical flow to
locate multiple persons in the image. In order to deal with unreliable detections, we combine
the optical flow information with height measurements and integrates it into the observation
model. The resulting combination improves greatly the robustness of the detection step. A
modified K-means algorithm proposed in [157] is used to provide a deterministic output. Thus,
the inclusion of different features such as motion, size and height, adapting the propagation
and observation models in the particle filtering framework and followed by a clustering method,
provides enough accuracy and robustness to achieve the people tracking.
The rest of the chapter is organized as follows. An analysis of the tracking scenario including
requirements and constraints is introduced in section 4.2 Then, the tracking algorithms based
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on the head detection and person motion are described in sections 4.3 and 4.4, respectively. An
evaluation of the performance of each approach and its application to people counting systems is
introduced in each section. Finally, some discussions and conclusions are presented in section 4.5.
4.2. Analysis of the Tracking Scenario: Requirements and Con-
straints.
A visual tracking system may be applied to many different environments and have multiple
configurations. The main goal is the extraction of useful information from video sequences
provided by cameras for an automatic detection and tracking of one or several targets of interest
in the scene. Different types of applications can be distinguished in video surveillance systems,
such as security, counting people, accident prevention, traffic control, etc., monitoring different
outdoor/indoor scenarios such as shopping malls, airport areas, train stations, parking lots, etc.
As it was noted earlier, one of most important issues to address the visual tracking problem
is location and orientation of the camera since different problems emerge depending on how the
person is captured in the environment. Figure 4.2 shows the three orientations that are com-
monly found in the camera configuration. The first one corresponds to a front-view perspective
of the camera which is typically used in embedded systems as mobile robots, smart-phones and
biometric access controls where there is a need for interaction between the device and people as
suggested in [158]. The shape of the target, the feature extraction and the biometric recogni-
tion are available to achieve a robust description of the person but this camera location is not
often suitable to set up in video surveillance environments since there is not a whole view of
the supervised area, numerous occlusions would be generated. Thus, such configuration is only
recommended for short distances.
(a) (b) (c)
Figure 4.2: Possible camera configurations: (a) front view, (b) overhead view, and (c) in-
clined/tilted view. Top part of the image represents the camera configuration in terms of
orientation. Bottom part of the image represents the person perspective obtained from the
camera.
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An image taken from an overhead orientation is shown in Figure 4.2(b). Using this orien-
tation, when we are dealing with the person appearance, there is a drastic loss of features to
distinguish between different objects in the captured image. However, the occlusion problem is
totally removed, and consequently the tracking of multiple persons becomes easier. This config-
uration is typically found in doors or corridors since it is mainly dedicated to people counting
applications.
Finally, Figure 4.2(c) shows the typical configuration of the camera used to video surveillance
systems. These cameras cover a wide area of the uncontrolled environment. Optics focal length,
image sensor size and camera height location, together with the tilt angle of camera orientation
configure the supervised area. It is easy to cover larger zones with several cameras as shown in
Figure 4.3, a particular deployment in which multiple cameras capture non-overlapping areas.
Figure 4.3: Example of a non-overlapping camera network for surveillance applications. Multiple
cameras with non-overlapping fields of view define the network.
According to the multiple challenges that may be found in the people tracking task, some
requirements should be considered in order to obtain a reliable tracking algorithm. The most
important requirements are described in the following list.
Robustness: the tracking system should be able to track the person even under difficult
conditions. It means that the tracking algorithm must overtake challenges such as cluttered
background, lighting changes or partial occlusions.
Adaptability: additional to the variations from the environment, the algorithm should take
into account the changes in the appearance, different person poses when crossing the field
of view of the camera. This requires an adaptation of the tracking system to update the
appearance.
Processing in real-time: tracking systems must process on-line video sequences in real-time.
Thus, an extra-effort should be made to obtain an efficient implementation with a reduced
workload for the image processing algorithm. The frame-rate to process consecutive images
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will depend on the maximum speed of the target and relative motion on the image. Usual
frame-rates in people tracking algorithms range from 10 to 15 frames per second.
4.3. People Tracking based on Head Detection
In this section, we introduce a tracking-by-detection strategy for multi-person tracking which
uses a description model based on the head shape to detect persons in the image and a Kalman
filter bank to estimate their trajectories. An annular filter bank is used to detect multiple can-
didates of persons in the current image. We include an appearance model in order to guarantee
possible weak candidates reinforcing the detection step which is updated frame-to-frame. Fi-
nally, the tracking is performed by Kalman filtering to take into account the motion dynamics
of the person. In addition, the head appearance model is included in the state vector in order
to maintain the head features updated in time.
4.3.1. Algorithm Overview
Figure 4.4 shows the main steps of the proposed algorithm: low-level preprocessing (stage
1), head detection (stage 2), application of Kalman filtering for tracking (stage 3) and, finally,
the application which will further process the obtained short-term tracks (stage 4).
The goal of the low-level preprocessing step is to provide a foreground edge image to ease the
task of descriptors to detect multiple persons. This preprocessing is different according to the
descriptor used in the detection step (stage 2). In order to compute the foreground edge image,
a background updating algorithm to provide the foreground regions in each frame is included.
Specific edge detectors are used to highlight the contour of the person while reducing the rest
of edges. Thus, the resulting edge foreground image serves later to search head candidates by
means of an annular filter bank.
In the second stage, we propose a novel detection mask based on a circular shape where
different penalty and enhancing rings are used to reinforce the detection of the head shape. The
result of the correlation between the edge foreground image and the proposed masks provides
the location of head candidates in the current image. Multiples circular masks with variable size
are included in the detection process according to the camera perspective.
Due to similar circular shapes that may appear in the environment captured by the camera,
the tracking prediction is performed for the head candidates generated by the previous step, so
false detection errors are identified and discarded according to the trajectory extracted from the
tracking estimation. We propose the use of a Kalman filter to estimate the location and generate
each one of the trajectories of the persons captured in the environment. The head detection
makes use of information from the Kalman filter to achieve more robust detection. Finally, each
trajectory corresponds to a short-term tracking which is given to the high level application. In
the following, each algorithm step is described in more detail.
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Figure 4.4: Main steps in the proposed people multi-tracking system.
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4.3.2. Image Preprocessing
For the proper operation of the algorithm, we need to incorporate a background model
in order to detect the moving objects from the difference between the current image and the
background image and discard regions of the image where there is no relevant information. The
background image must be dynamically and regularly updated in order to capture small lighting
changes in scene illumination and introduce new static objects.
4.3.2.1. Background Model
Generally, background subtraction methods are designed with a common scheme: i) the
background initialization to build the initial background model, ii) the foreground detection
from the comparison between the current image and the background image and iii) update of
background model to incorporate changes in the captured environment.
Many background subtraction algorithms have been proposed in the literature such as statis-
tical methods using a single or multiple Gaussian functions [159], statistical methods using color
and texture features [160], transformation methods based on eigenvalues and eigenvectors [161],
fuzzy methods [162], etc. Such methods provide a suitable performance but the requested ex-
ecution time is equivalent to the rest of the algorithm. However, this may be a crucial step
in many algorithms if they consider the whole foreground region as detected objects. By other
hand, basic background subtraction methods based on the mean and the variance [163] ob-
tain lower performance but achieve a low computational load. We propose a basic background
method where each pixel location is independently modeled using gray-scale images with very
low computational load. Due to the subsequent detection step, our approach present a suitable
performance even though there are errors in the background modeling.
The background updating stage has been divided into two parts: i) min-max phase and ii)
update phase, as shown in Figure 4.5. The fist phase is to model the gray-scale value variation of
each pixel and this one is executed every frame. Then, in the second phase, pixels are compared
with a conservative threshold in order to update the background model. This process takes
place over a slide window with size of frames Nf in order to model a local standard deviation in
each pixel. Thus, the second phase is executed each Nf frames using the pixel history of such
Nf previous frames. More details about each phase are presented in the following.
Firs phase is dedicated to the model of the pixel variation. Taking into account the current
frame information, we update the minimum and maximum image values for each pixel location
as it is shown in Figure 4.5 (a). The current gray-scale image is compared pixel by pixel with
one image containing the maximum values Imax and another with minimum values Imin. When
an pixel I(m,n) is greater than the corresponding pixel from the maximum image Imax(m,n),
the pixel value of the maximum image is modified with the image value. In the same way, the
comparison with the minimum values image is achieved. Images Imax and Imin are initialized
with the system start-up. Thus, the initial frame is copied into both images. Due to these
images will be use to accumulate maximum and minimum values, an average of the initial image
is not necessary.
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(a) (b)
Figure 4.5: Background Update: (a) Comparison phase. (b) Update phase.
Once the maximum and minimum values are obtained, the update phase (see Figure 4.5 (b))
modifies accordingly the background image. Firstly, the absolute difference d between maximum
and minimum images is obtained (pixel variation). Then, each pixel variation is compared with
a threshold Uupdate. Only the pixel coordinates with a low value for pixel variation, i.e. pixels
belonging to the background, will be updated. Pixels with high variation are not updated since
they represents pixels where there exits moving objects. The threshold Uupdate should be set
with a conservative value in order to obtain a foreground image without loss of information
related to moving objects.
Finally, the update of a background pixel is performed using equations 4.1 and 4.2. In
equation 4.1, vn(m,n) corresponds to the value of the pixel to be updated. This values is equal
to the mean value of the maximum and minimum value for those pixel coordinates.
vm(m,n) =
Imax(m,n)− Imin(m,n)
2 (4.1)
Each pixel is updated progressively in each captured frame according to equation 4.2. In this
way, the background image does not present abrupt changes between consecutive updates and
stop&go situations are not absorb by the background model algorithm.
Backupdate(m,n) = αBack(m,n) + (1− α)vm(m,n) (4.2)
Where the parameter α is the updating factor which will determine the influence of previous
background value Back(m,n) and new value vm(m,n). If new objects are introduced in the
scene background, they will be smoothly updated to the image background according to the size
value of Nf . More details about all parameters and thresholds are shown in the implementation
details sections.
4.3.2.2. Low-Level Preprocessing
We detect foreground objects in an image using the frame difference method [164] between
the current and background images. In the proposed algorithm, the resulting image is used to
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create an enlarged area that includes any possible edge from any object crossing the area. This
is a very important issue when posterior description models use the silhouette of the person to
carry out the person detection.
Starting from the current image captured for the surveillance camera, different low-level
operations are carried out consecutively. The goal is to obtained a background mask that
include all regions of the image without moving objects. The low-level operations are computed
as follows:
Equalize difference image: First, the image difference Idiff is calculated between the current
image and background image computed previously as:
Idiff = Icurrent −Back (4.3)
Then, the equalized difference image Ieq is obtained by maximizing the contrast of the
difference between [0, 255] using the normalization shown in the following equation:
Ieq(m,n) = 255
Idiff(m,n)− Idiffmin
(Idiffmax − Idiffmin)
(4.4)
Image dilation and thresholding: The Ieq image is then dilated and, consecutively, per-
formed a bitwise-or operation using the threshold Thm, resulting the foreground mask
(FM ). This threshold value is conservative in order to maintain any edge of interest.
Once we have modeled the foreground mask, we compute the edge detection in the current
image. Edge detectors are commonly used in the preprocessing stage to obtain usable infor-
mation from an image. There are different techniques for obtaining the edge image [165] such
as Canny, Sobel, Harris, etc. For example, in [166] a canny edge detector is used to detect
line segments in the images of a road. In [167] some methods for edge detection are compared
concluding that the Canny detector has more to recommend it than other detectors such as
Sobel for tasks related to the detection of a wide range of edges in images. While Sobel detector
highlights more the contours of objects [168]. In our approach it is more useful to enhance the
contours of a person with a Sobel edge detector than to obtain a wide range of edges on the
image since the proposed detection will use the head contour of the person. Thus, the Edge
Image (EI ) is obtained from the sum of the horizontal edges and vertical edges using a pair of
Sobel edge detector.
Finally, the edge image (EI ) is masked with the foreground mask (FM ) to obtain the Fore-
ground Edge Image (FEI ). Summarizing, the low-level preprocessing stage provides the fore-
ground edges to the next stage to carry out the head detection. A basic background model has
been proposed to retrieve the image regions where moving objects are located. We have chosen
the Sobel detector to highlight the contour of any person in the image. Finally, the union of EI
and FM provides the Foreground Edge Image FEI for the next stage.
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4.3.3. Head Detection
Different methods have been proposed in the literature in order to obtain the location of
people heads based on the search of a specific template in an preprocessed image [2,74,169,170].
A circular template originated from the projection of a sphere is used for the head edge extraction
in [170]. In [74], with the camera located at face level, a Ω model is used to improve the efficiency
of face tracking based on other features such as skin color, face component parts, etc. Due to the
restriction on the camera’s location (tilted view), the Ω model does not yield suitable detection
values. The perspective of the image obtained of a person crossing the area undergoes significant
changes, from a perspective view to a vertical view. Thus, our proposed approach uses a more
general circular model for head detection able to obtain a suitable performance for a large range
of camera tilt.
The proposed algorithm for head detection looks for circular shapes on the image through
a 2D correlation using a bank of annular patterns. Figure 4.6 shows several examples of an-
nular templates with different profiles. The basic model consists of a white ring mask (see
Figure 4.6(a)). Such simple model has a poor performance since areas with many edge pixels
give a high detection value not necessarily with a circular shape. However, the profile of the
proposed model in our system introduces a penalty for edge pixels found inside the circular
shape (see Figure 4.6(b)) being capable of distinguishing the head contour correctly. This head
detection method works with gray-scale edge images. Color images do not introduce any advan-
tages since the detection algorithm obtains the head candidates from the analysis of contours
on the foreground edge image. Therefore, to improve the execution time, gray-scale edge images
will be used.
(a)
(b)
Figure 4.6: Examples of detection masks and profile values used in the bank of annular pat-
terns: (a) Basic shape circular. (b) Proposed shape. In the left side, the 2D shape is shown
where d represent the size of the mask. In the right side, the profile of the masks is presented
using different rings. Edges coinciding with positive values indicate similarity with the proposed
shape and negative values indicate dissimilarity with the proposed shape.
Different tests have been carried out to show that the correlation with the proposed annular
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pattern outperforms the results respect to the other patterns. Figure 4.7 shows a comparison
between the models described earlier. In the left column three synthetic shapes are shown, one
for each method: omega shape, circular shape and annular shape (used for our proposal). The
omega shape obtains the lowest values of correlation since this shape is more suitable for a
frontal view of the person. Thus, circular shapes provide better affinity with the head shape of
the person when the camera is installed to a certain height. For the next shapes, the performance
of rings and values used to build the mask can be observed. The simple circular shape obtain
high correlation values for any accumulation of edges in a region without taking into account
the circular shape of the head. Finally, the proposed model outperforms the others models. The
negative values for outside and inside rings force suitable values of correlation only for circular
shapes.
Figure 4.7: Examples of different heads to be detected by synthetic shapes. First row shows
the original images. Second row the edges images (Sobel detector). Other rows show the results
of the different correlations, where the blue color represents the lowest correlation and red
represents the highest values.
The desired performance should be independent of the person size captured in the image.
However, the size of a head is modified according to the trajectory of the person, i.e. when the
person moves away or closer from the camera location. To address this problem, we propose
the use of a bank of N annular patterns with different sizes. Such bank is able to detect head
candidates in any part of the image. The effect of perspective means that there is an area of the
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image where a determined size of annular pattern is more suitable. Thus, the foreground edge
image is divided into different regions in order to assign a given annular pattern related to the
size of the heads in that image area. In order to achieve a suitable performance in the border of
each region, the correlation of each pattern is overlapped. In particular, the image is divided in
N regions with the same size as is shown in Figure 4.8. The overlapped size is set to the width
of the pattern in each case, i.e. the region of the image plus twice the width of the pattern.
(a) (b)
(c) (d)
Figure 4.8: Regions to compute the correlations. Notice that such correlations are overlapped
between them the size d of the pattern according to the region.
Once the correlation of the N annular templates is achieved over the the Foreground Edge
Image FEI, the correlation values are normalized according to the values and size of the annular
patterns used to detect the circular shape of person head.
Then, the maximum correlation values are retrieved in order to obtain the location of head
candidates taking into account their ring affinity. Since maximum correlation values correspond-
ing to non-persons are retrieved, peak values that are lower than a fixed threshold Uc do not
form part of the final set of candidates. The value of this threshold should be set to incorporate
persons crossing the detection area with a non-whole circular shape (persons with long hair,
head accessories). In addition, nearby peaks from different annular correlations which might
belong to the same head candidate are processed at the same time, discarding the lower values.
The size of the region in order to remove nearby peaks corresponds with size of the annular
pattern. Finally, the set of head candidates Dt = {dti}Ndi=1 is provided to the tracking step in
each frame to generate the trajectories, where dti is the head candidate i and Nd is the total
number of head candidates in time t.
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4.3.4. Application of the Kalman Filter for People tracking
The visual tracking is usually formulated as a graphical model and it involves a searching pro-
cess for inferring the motion of the target from uncertain and ambiguous observations. Different
techniques are applicable according to the nature of the process to be estimated. Assuming that
the system under estimation is a linear dynamic system and the estimation process errors can be
modeled as a normal probability distributions, the Kalman filter can be used to find the optimal
solution. In the case of people tracking, the frame-rate of the camera should be large enough to
capture people movements so that the estimation process may be considered linear in consecutive
captured frames. In that case, it is not necessary to use specific non-linear estimators, such as
EKF (Extended Kalman Filter), UKF (Unscented Kalman Filter) or Non-linear/Non-Gaussian
particle filters [171]. The aim of these techniques is to obtain a suitable model to follow an
object at each instant of time through an analysis of state variables [172]. In [173] a Kalman
filter is used to estimate the orientation and position of the center of mass of an object. In [174]
authors propose the use of the Kalman filter for face tracking in an image sequence. In [175] the
use of Kalman filter is combined with the information from a two-dimensional stochastic model
in order to identify the shape of a person within an image.
We propose the use of the estimation provided by the Kalman filter to generate the trajectory
of a person while also reinforcing the detection stage in an area of interest centered on the
estimation. This novel contribution is achieved by reintroducing the prediction values provided
by the Kalman filter to improve the detection of head candidates when the correlation value
corresponds to a suitable ring affinity.
As it was mentioned in the previous section, at each image, the head detector outputs a set
of detections Dt = {dti}Ndi=1, in which dti is the head candidate i in time t and Nd is the total
number of head candidates. Although the threshold Uc is set to filter out false detections for the
correlation’s responses, some detection errors can be included for Dt in some specific situations.
Especially, other silhouettes with circular shape may be generated when multiple persons in
a group cross the tracking area due to the perspective captured by the surveillance camera.
Suitable correlation values may be detected to be included in the set of detections Dt. However,
such detections are only obtained in short periods of time since these silhouettes disappear
along the trajectory. Consequently, the proposed algorithm uses the trajectory generated by the
tracking to discard detection errors in the posterior frames.
Formally, each trajectory of a person detected in the tracking area will provide a short-
term tracker (STT) which is represented as Ti. The state of such tracker Ti is defined as
{JTit , Y Tit ,KTit }, where JTit = {dji}
Nti
j=1 is the set of N ti head candidates collected along time, Y
Ti
t
defines the current estimation of the tracker, and finally, KTit is the specific Kalman filter used
to model the dynamics for each person tracking. The proposed state vector x of the Kalman
filter is expressed in equation 4.5.
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x =

xt
yt
x˙t
y˙t
µt
st
vt

=

coordinate x
coordinate y
velocity x
velocity y
mean value of circular region
variance value of circular region
ring affinity

(4.5)
Where (xt, yt) is the center point position of the head candidate, (x˙t, y˙t) corresponds to the
velocity of the person, (µt, st) are the gray-scale mean and standard deviation values of the head
region with the size of the detected pattern in the image and vt is the ring affinity corresponding
to the obtained correlation value.
According to the dynamic of a person crossing the field of view captured by a camera, we
propose to model the movement of a person as a constant velocity model. Nevertheless, using
a tilted camera system over large areas, the motion model of a person can be compared with a
model of constant acceleration [176]. In a typical environment, the tracking area is around 4 or
5 meters long due to geometry of the environment such as walls, columns, corners, etc. For large
areas, the tracking area is limited to a region of the image. Thus, the motion of a person can
be modeled with a constant velocity model. In addition, it is possible to track a person only on
position and velocity in the image, not being necessary to know the position and velocity of an
individual in the real environment. The proposed approach avoids the calibration of the camera
system with respect to the scene to get the real position of the individual in world coordinate
system.
Each measurement for a Kalman filter is composed of seven parameters. The first four
parameters correspond to the dynamic model. Fifth parameter, the ring affinity value vt, is also
introduced as another state variable to track as it was calculated at the head detection stage.
For the last two parameters, Figure 4.10.b shows the circular region with radius R and centered
on the position coordinates (x, y) used to define statistics parameters: mean (µ) and standard
deviation (s). They are computed as follows:
µ =
∑
pixel(x,y)
N |circular region (4.6)
s2 = 1
N
∑∣∣∣pixel(x,y) − µ∣∣∣2|circular region (4.7)
where pixel(x,y) is the pixel value of position coordinates (x, y) and N is the total number of
pixels of the circular region. The parameter R, which defines the area of interest for calculating
the mean and standard deviation, needs to be adjusted in relation to the size of the head under
analysis. To do this, R is determined as the radius of the inside penalty area (see Figure 4.9.b),
given a detection profile. These values are updated each frame according to the detection profile
corresponding to the measurement added in the tracking.
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4.3.4.1. Discrete Kalman filter
The Kalman filter [177], also known as linear quadratic estimation, is a recursive algorithm
that use a set of measurements of different variables collected over the time, considering noise
and other inaccuracies, to produce a better estimation of the real value of the system state
parameters. The algorithm works in a two-step process: prediction and correction. In the
prediction step, the Kalman filter produces the estimation of the current state variables using
their uncertainties. Once the algorithm have the next measurement which contain some amount
of error caused by the detection process (modeled as uncorrelated Gaussian noise), the estimation
is updated to minimize the estimated error covariance. Due to the recursive behavior of the
algorithm, it can be executed in real time using only the current input measurements and the
previously calculated state vector together with its uncertainty matrix. Thus, no additional past
information is required.
More specifically, the Kalman filter estimates a process by using a form of feedback control.
The filter estimates the process state at time and then obtains feedback in the form of noisy
measurements. As such, the equations for the Kalman filter are divided into two stages: time
update equations and measurement update equations. The time update equations are respon-
sible for projecting forward the current state and error covariance estimations to obtain the a
priori estimation for the next time step. The measurement update equations are responsible for
the feedback, i.e. incorporating a new measurement into the a priori estimation to obtain an
improved a posteriori estimation.
The process to be estimated corresponds to the state Xk of a discrete-time process that is
governed by the following equation:
Xk = AXk−1 +BUk +Wk−1, (4.8)
with a measurement Zk that is defined as:
Zk = HXk + Vk. (4.9)
Next, the parameters of the state system equations are briefly discussed. Matrix A relates
the state at the previous time step k − 1 with the current state at time k representing the
motion model. This is shown in equation 4.10 in which we define a constant velocity model
where parameter T indicates the time between two consecutive measurements.
A =

1 0 T 0 0 0 0
0 1 0 T 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1

(4.10)
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The matrix B represents the control matrix for the Uk control input to the state Xk. Because
the environment is uncontrolled, the motion of the people is not modified or controlled in any
way (Uk = 0), thus B will be omitted in the our approach.
Matrices Wk−1 and Vk represent the process and the measurement noise, respectively. Such
noises are assumed uncorrelated Gaussian noises. Thus, they are defined as:
p(w) ∼ N(0, Q) (4.11)
and
p(v) ∼ N(0, R), (4.12)
In general, the process noise covariance Q and the measurement noise covariance R matrices
might change over time, but here they will be assumed constant.
The matrix H relates the state to the measurement Zk and it is defined as:
H =

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1

(4.13)
where the only state variables that are not measured corresponds to the velocity.
Once the process has been defined, the specific equations for the time and measurement
updates are presented in the following paragraphs:
Update in time (prediction):
Equation 4.14 determines the evolution of the state vector Xˆ∗k from the motion model defined
by the matrix A and the previous state vector Xˆ∗k−1 of the target. Subsequently, the projection
of error covariance is calculated as P ∗k in equation 4.15.
Xˆ∗k = AXˆ∗k−1 (4.14)
P ∗k = APk−1AT +Q (4.15)
Update of observation (correction):
In equation 4.16 the value of the Kalman constant (Kk) is calculated from the a priori error
covariance matrix P ∗k . The estimation is updated with new measurements obtained from the
detection process using equation 4.17 and the new estimated state vector Xˆk is achieved. Finally,
the covariance matrix of the state estimation error Pk is updated using equation 4.18.
Kk = P ∗kHT (HP ∗kHT +R)−1 (4.16)
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Xˆk = Xˆ∗k +Kk(Zk −HXˆ∗k) (4.17)
Pk = (I −KkH)P ∗k (4.18)
The first task during the measurement update is to compute the Kalman gain Kk. The next
step includes the measurement Zk in the tracking algorithm using the a posteriori estimation
generated by the equation 4.17. The final step obtains the a posteriori error covariance.
4.3.4.2. Data Association
Given a set of head candidates Dt, the assignment of the detections to the trackers is for-
mulated as a data association problem. As it was explained in the previous section, we apply
the Kalman filter tracking strategy over time to update the dynamical model and provide an
estimation for the position of the head candidate in the next frame. However, the Kalman filter
does not behave as a multimodal filter, i.e. each instantiation of the filter is only capable of
representing one estimation. Thus, we need to create a new filter instantiation for each new
detection.
Each head candidate (measurement) is evaluated to determine whether it belongs to a par-
ticular Kalman filter. Taking into account these restrictions it is necessary to design a manage-
ment system for multiple hypotheses. The global nearest neighborhood (GNN) approach [178]
is adopted to achieve the tracking association. This methodology is commonly used for tracking
objects whose state has little interaction or is based on a very specific likelihood model, as it
is our case. Other advanced techniques have been proposed in order to improve the efficiency.
However, the choice of this approach is also justified by its low computational load and high
performance in embedded systems.
The association of a head candidate to a tracking filter is performed using the minimum Eu-
clidean distance between the estimation filter (Xˆ∗k,j) and the measurements set {d1, d2, ..., dNd}
as it is shown in the next equation:
e
Xˆ∗k,j
di
=
√
(4x)2 + (4y)2 + (4µ)2 + (4s)2 + (4v)2 (4.19)
where 4 represents the difference of the magnitude between the prediction filter (a priori esti-
mation) and the measurement. We assign a measurement for a tracker Xˆ∗k,j using the nearest
detection:
E
Xˆ∗k,j
di
= min
{
e
Xˆ∗k,j
d1
, e
Xˆ∗k,j
d2
, ..., e
Xˆ∗k,j
dNd
}
(4.20)
Since we are dealing with multiple hypotheses, all the euclidean distances are computed
respect to all the estimations. Only Euclidean distances E
Xˆ∗k,j
di
lower than a threshold Ud are
considered to be assigned to a tracker. Ud is a distance threshold which is set as the size of
the pattern according to the location of the detection. Finally, the measurements are assigned
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to the filters in ascending order (see Figure 4.9). Otherwise, remaining measurements generate
new trackers.
Figure 4.9: Data association algorithm.
4.3.4.3. Occlusion Handling
Temporal errors or partial occlusions at the head detection stage could cause that a tracker
does not incorporate measurement at certain time. For these cases, a new region of interest
(ROI_search), centered at the predicted position coordinates (x, y) and with a size correspond-
ing to the pattern size in that image region, is considered for a new refined processing (see
Figure 4.10.a).
Then, the highest value of correlation (ring affinity) is obtained from the ROI_search. The
search process starts from the predicted Kalman coordinates, so if some points have the same
maximum value, the nearest point is considered. Finally, such value is compared with the
threshold Uc which was used in the detection stage to consider a peak value as head candidate.
When the correlation value is greater than the threshold Uc, we consider that the coordinates
are a peak of correlation and its location is used in the Kalman filter under analysis. As noted
above, this process enhances the detection stage, generating measurements that could not be
detected in the previous process.
Those trackers, which a measurement was not assigned and the reinforcing step did not found
a enough correlation values in the ROI_search, are not directly eliminated. Such trackers only
execute the prediction step leaving the correction step in pause.
This action is performed for L consecutive frames, where L represent a live time. If L = 0
then that instance of the filter is removed. In the proposed algorithm, the value of L varies
according to the history of the trajectory, considering the total number of detections accumulated
in the trajectory. The initial value L for a new instance of the filter was fixed low (L = 3 times),
in order to eliminate false positive errors. From that value, L increases an unit with new valid
detections or reduces an unit if there is no associated detection.
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(a) (b)
Figure 4.10: Data association: (a) Region of interest (ROI_search) for search centered on the
prediction. (b) Zoom of the region in the original image in gray-scale for the calculation of
parameters: mean and variance, centered on the measurement associated.
4.3.5. Experimental Evaluation
In this section, we introduce the experimental results for the validation of the proposed
tracking algorithm based on head detection. Firstly, the implementation details and settings
are defined to carry out the set of experiments. Then, we show the performance over two
different datasets. Finally, the proposed tracking algorithm is applied to people counting systems
providing the counting rates and another statistical measurements.
4.3.5.1. Test platform
All experiments have been performed with an Intel Core2Duo 2.6GHz notebook with 4 GB
DDR2 RAM memory, achieving a processing rate of approximately 10 fps. The algorithm has
been codified in C++ language using open source libraries OpenCV 2.1 and it is executed
without multiple threads support. It is possible to increase the frame-rate of the computer
vision algorithm by using a multiple-threads implementation with GPU parallel computation.
In the future, another line of implementation could be taken into account to set up an embedded
system, such as a HW/SW system-on-chip co-design. Hardware blocks would be responsible of
correlations with the different annular patterns, considerably increasing the performance. Other
sequential parts of the algorithm would be executed by the embedded microprocessor inside the
system-on-chip. However, we use a standard platform since the goal is to show the validation of
the algorithm.
4.3.5.2. Implementation details and Settings
Different parameters must be set to obtain a proper performance of the proposed tracking
algorithm. The following parameters are fixed for all evaluations and tests:
Background model parameters: correspond to parameters that affect to the performance
of the background model algorithm.
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• Update frequency (Nf ): corresponds to the number of frames to perform an update
operation on the background image. The sequences were recorded using a frame-rate
of ts = 25 fps, thus the value of Nf is set to 10. The value chosen for the update
frequency is 2.5 Hz (100 ms) which is enough time to keep updated the background
image including new static objects that can appear in the area captured by the
camera.
• Updating threshold Uupdate: corresponds to the threshold in order to decide when
a pixel of the background image must be updated. The threshold value Uupdate
is empirically set to 20 for the range [0, 255] after extensive experiments. Thus,
pixels that obtain a variation between the maximum and minimum images lower
than Uupdate are considered background and are updated. The rest of the pixels, i.e.
pixels with a variation larger than Uupdate, are considered foreground.
• Background learning coefficient α: is the parameter to balance the influence between
the previous background pixel value and the new value vm. Large α values keep the
preference of the background image and new static objects are added very slowly. On
the other hand, by using lower α values, possible persons crossing the area may be
included in the background image, above all stop&go situations. Thus, the algorithm
will obtain an erroneous foreground image. After different tests, the α value was set
to 0.8.
These three parameters are not highly restrictive, low variations do not modify the per-
formance of the proposed approach. Only a discordant value for each case can degenerate
the proper performance of the background model algorithm.
Head detection parameters: correspond to parameters that affect to the performance of
the head detection algorithm.
• Number of annular patterns N : is the number of annular patterns used to detect
head candidates. This value depends on the perspective captured by the camera (tilt
value of the camera). If the camera was practically set in an overhead configuration,
the size of the head could be considered constant and only use one annular pattern.
However, the affinity between the annular pattern and the shape of the head decreases
drastically and the size of the area supervised is reduced. Thus, the camera should
be set with a certain tilt in order to increase such affinity. Empirical tests have shown
that a bank composed of N = 4 masks provides enough resolution for a tilt around
50/60 degrees1.
• Correlation threshold Uc: represent the threshold to consider maximum correlation
values as head candidates. Figure 4.11 shows the head detection rate varying the
value of the correlation threshold Uc. To perform this test, we have selected a set of
images including around 400 persons distributed by all the detection area. Metrics
(head detection rate, false negatives and false positives) have been obtained using
only the head detection algorithm. Results show that the detection rate decreases
1Assuming that 0 degrees correspond to the horizontal line and 90 degrees correspond to the overhead config-
uration.
76 Chapter 4. Modeling People Detection for Tracking in a Single View
for high values of Uc. However, the percentage of false negatives for low values of
Uc is too high in comparison with detection rate values. Similarly, the percentage
of false positive for high values of Uc is too high in comparison with detection rate
values. The value of Uc should be set according to obtain a suitable head detection
rate maintain low percentages of false positives and false negatives. We set the Uc
value to 0.8 for the range {0, 1}.
Figure 4.11: Head detection Rate varying the Uc parameter. False positives and false negatives
are included for each Uc value. All values are expressed in percentages.
• Distance threshold Ud: represents the maximum distance in order to associate a head
candidate to a tracker. Due to the perspective captured by the camera, this value
should change according to the position of the head in the image. The Ud value is
set to d pixels, where d is the size of the pattern according to the image region where
the head candidate was detected.
Kalman filter parameters: correspond to parameters that affect to the performance of the
tracking algorithm.
• Normal random variables Q and R: correspond to normal distributions representing
the process and measurement noises, respectively. In our implementation, the process
and measurement covariance matrix are set to:
0.025(Udts )
2 0 0 0 0 0 0
0 0.025(Udts )
2 0 0 0 0 0
0 0 0.25(Udts )
2 0 0 0 0
0 0 0 0.25(Udts )
2 0 0 0
0 0 0 0 0.25 0 0
0 0 0 0 0 0.25 0
0 0 0 0 0 0 0.25

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and 
0.2(Ud)2 0 0 0 0
0 0.2(Ud)2 0 0 0
0 0 0.25 0 0
0 0 0 0.25 0
0 0 0 0 0.25

where Ud, as it was described before, is the distance threshold and ts is the frame-rate
of the camera.
4.3.5.3. Performance of the proposed algorithm
Background Model: Figure 4.12 show an operation example of the background model al-
gorithm when a static object is included in the background image. At the beginning of the
sequence, the initial background model does not include any static object as is shown in Fig-
ure 4.12(a). In a certain instant of the sequence an object is introduced in the area captured
by the image. Since the object is static, the pixel value variation in this region is very low
and, consequently, the object is added to the background model in multiple steps of Nf . Some
examples of this process are shown in Figure 4.12(c), (d) and (e). Finally, Figure 4.12(b) shows
the background image when the static object has been added to background.
(a) (b)
(c) (d) (e)
Figure 4.12: Example of background update including a static object. (a) shows the initial
background image. (b) shows the final background image when the static object has been
included. (c), (d) and (e) show intermediate steps including the static object for different
computations of Nf .
Low-Level Preprocessing: Figure 4.13 show an example of the low-level preprocessing al-
gorithm. As was aforementioned, this processing is carried out in different steps: i) background
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subtraction, ii) thresholding and dilation, iii) edge computation and iv) foreground edge image
computation. The example shows a person crossing the tracking and others one bringing closer
to the tracking area. Figures 4.13(a) and (b) show the background model and current image,
respectively. Next, Figure 4.13(c) show the background subtraction. This image is used to create
the foreground mask, Figures 4.13(d) show the resulting image once that the thresholding and
dilation operations are performed. At this point, the foreground regions of the current images
have been extracted from the image captured by the camera. Figure 4.13(e) show the result
of the edge detection using Sobel kernels (horizontal and vertical). This image together with
the foreground mask compute the final foreground edge image FEI where the contours of the
person are highlighted correctly (see Figure 4.13(f)). This image is used as input for the head
detection algorithm. Notice that other similar contours to the person head in the image are
removed thanks to this preprocessing.
(a) (b) (c)
(d) (e) (f)
Figure 4.13: Example of images corresponding to the preprocessing for an input frame. (a) shows
the background image. (b) shows the current image. (c) shows the subtraction background
image. (d) shows the resulting mask to extract the foreground image. (e) shows the result of
the Sobel edge computation. (f) shows the foreground edge image FEI.
Head Detection: Figure 4.14 shows some examples of the head detection algorithm. A person
is crossing the tracking area in Figures 4.14(a) and (b) and multiple persons in Figures 4.14(c)
and (d). In order to validate the proposal, the experiments include trajectories with strong
shadows. These challenged did not cause added problems because low correlation values are
obtained in these foreground regions. Finally, with background updating working properly, var-
ious static elements were introduced into the scene and were added perfectly to the background
image.
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(a) (b)
(c) (d)
Figure 4.14: Example of different head detections using the bank of annular patterns. 4.14a and
4.14b Single person. 4.14c and 4.14d Multiple persons.
Tracking Results: To measure the performance we employed different metrics described
in [65] whose aim is to examine some of the main requirements for effective performance anal-
ysis of algorithms in real video surveillance tasks. Such performance is based on these five
parameters:
Ground Truth (GT ): is the number of trajectories in the dataset.
True positives (tp+): represent the number of tracked persons confirmed by the ground
truth.
False positives (fp+): represent the number of non-tracked persons respect to the ground
truth.
True negatives (tn−): represent the number of non-people objects tracked as belonging to
the ground truth.
False negatives (fn−): represent the number of non-people objects tracked as belonging
to the ground truth.
According to these values, we define the following scoring measurements to analyze the
performance of the proposed method:
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Recall: is the number of correctly matched trackers divided by the total number of trackers
in the ground truth. This metric is computed as:
tp+
GT
Precision: is the number of correctly matches trackers divided by the number of output
trackers. This metric is computed as:
tp+
(tp+ + fn−)
Proposed dataset
The proposed dataset was recorded in the the Faculty of Medicine and Polytechnic School
at University of Alcala. It contains a total of 800 person crossing the supervised area. More
information related to the dataset is included in the appendix A. Due to the perspective captured
by the camera, four annular patterns was used in the experiments. The size of each annular
pattern was set according to the size of the head in the images. We have set to 40x40, 33x33,
25x25 and 18x18 pixels for an image size of 320x240 pixels (see Figure 4.16). Thus, the parameter
d is set to 40, 33, 25 and 18 for each annular pattern, respectively.
Tracking evaluation results are presented in Table 4.2. The proposed algorithm is able to
track 697 trajectories (tp+) from the total. A total of 100 non-person trajectories (fn−) have
been included by the proposed algorithm. Finally, 103 person trajectories (fp+) have not been
included by the proposed algorithm. According to these parameters, the recall and precision
metrics are shown in Table 4.1.
Table 4.1: Tracking results on the proposed dataset.
Method Recall Precision GT
Proposed 87.1% 87.4% 800
Most of the times, the detection errors are due to total occlusions that occur in the sequences
as a result of the configuration of the system (height and orientation of the camera). In other
cases, when the occlusion occurs over a short period of time, the problem is solved by the use of
the Kalman filter which estimates the trajectory of the individual. In addition, false negatives
occur when the contrast between the person and the background is low, thus producing detection
errors (see Figure 4.15).
Other errors (false positives) occur if the correlation with a border area has a head similar
annular appearance and generates a wrong detection. For different objects, their edges change
over the trajectory frames, so their circular shape disappears and so their tracking is eliminated.
Other evaluated situation is when a person stops within the tracking area for a few frames
(stop&go situations). In that case the proposed algorithm presents a suitable performance since
the detection step is based on pattern recognition and other cues such as optical flow are not
considered to describe the person. Finally, some results are shown in Figure 4.15
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(a) (b)
(c) (d)
Figure 4.15: Example of different detections using the annular patterns.
Caviar dataset
We also have tested our algorithm on Caviar dataset which is a publicly available benchmark
dataset. More information related to the dataset is included in the appendix A. We have used the
second proposed scenario where the camera configuration achieves with the restrictions imposed
by our algorithm. Due to the perspective captured by the camera, only two annular patterns
was used in the experiments. The size of each annular pattern was set according to the size of
the head in the images. We have set to 25x25 pixels (d1 = 25) and 30x30 pixels (d2 = 30) for
an image size of 384x288 pixels (see Figure 4.16).
From the 26 sequences contained in the Caviar dataset, we conduct our experiment on the 20
videos selected by [179] in order to compare with state-the-of-arts methods. Tracking evaluation
results are presented in Table 4.2.
The proposed algorithm has tracked correctly only 62 trajectories (tp+) from the total. A
total of 7 non-person trajectories (fn−) have been considered by the proposed algorithm. Finally,
81 person trajectories (fp+) have not been considered by the proposed algorithm. According to
these parameters, the recall and precision metrics are shown in Table 4.2.
The major problem for the proposed algorithm is that numerous trajectories do not cross by
the region defined for tracking (see Figure 4.16) and these trajectories have been included as fp+.
The tracking region has been introduced because the perspective provided by the surveillance
camera do not provide enough resolution to detect the head shape. In this way, the farthest area
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Table 4.2: Tracking results on Caviar dataset.
Method Recall Precision GT
Proposed 43.4% 89.9% 143
Wu et al. [65] 75.2% - 140
Zhang et al. [179] 76.4% - 140
Xing et al. [180] 81.8% - 140
Huang et al. [181] 86.3% - 143
Li et al. [182] 89.0% - 143
Kuo et al. [183] 89.4% 96.9% 143
from the camera position of the camera has been discarded. However, the precision of the system
is around 90% (relationship between tp+ and fn−) demonstrating a suitable performance for the
set of trajectories crossing the tracking area. In addition, a similar analysis about performance
of the proposed algorithm can be considered. Figure 4.16 some results of the proposed algorithm
on Caviar dataset.
(a) (b)
Figure 4.16: Example of different detections using the annular patterns.
4.3.5.4. People Counting Application
People counting systems are widely used for tasks such as video surveillance, marketing,
security, statistical analysis of people accessing an area and other added value products. Nu-
merous studies have addressed the problem of people counting [184,185]. In [9] a classification is
presented in accordance with the type of sensor the system uses, ranging from contact counters,
which are not very effective because they reduce the flow of people, blocking the way, to photo-
cells, infrared (PIR), microwave, etc. Most of them have the disadvantage of not being able to
correctly distinguish groups of people (counting them), only detecting some object has crossed
certain line of the area. More advanced systems are capable of counting people but with a higher
cost so installation at a large scale is not feasible. An example of an advanced system might
be a surveillance system based on a laser scanner [186] that consists of two lasers for resolving
occlusions. Artificial vision systems may balance the effectiveness and installation costs, and
attempt to overcome the drawbacks mentioned above by using off-the-shelf equipment.
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In order to obtain the number of people crossing a scene, different interpretations for counting
people could be applied. We use a traditional approach [187] where the counting is achieved
using two virtual lines: one of them to define the input and another line the output border.
When an object crosses the area the trajectory is evaluated and the in-out counting is updated.
These lines represent relative positions to decide when a person has crossed the access. In any
case, the pose of a person is not determined with respect to the scene. Figure 4.17 shows the
different options, case (a) representing the input count and case (b) the output count. As it may
be noted, in both cases two different zones are defined, zones A and B. To update the in-out
counting the tracker under analysis would start in a region and finish in the other region.
Input 
Zone A 
Zone B 
Input Count Line 
Output 
Zone A 
Zone B 
Output Count Line 
Figure 4.17: Counting cases: (a) Input case. (b) Output case.
Figure 4.18 shows that detection errors increase with the number of people in the counting
area, reducing the effectiveness of the proposed algorithm. However, the probability of compact
groups of persons crossing areas such as door or corridors is less.
0
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20
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40
50
1 2 3 4 5 or +
Error (%)
People (%)
Figure 4.18: Detection errors and people depending on the number of people crossing the count-
ing zone at the same time, expressed as a percentage.
Table 4.3 shows the counting results of the proposed system depending on the number of
people crossing the counting zones for the proposed dataset. The first column identifies the
number of people crossing the counting area simultaneously. The second and third columns
show the number of people in each category displayed on the video test and the percentage of
the total, respectively. Finally, the fourth column shows the percentage of detection and counting
for each category. These values have been obtained without discriminating the counting errors,
i.e. false positives have been considered. A average percentage around 93% is reached by the
proposed system.
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Table 4.3: Statistics on the number of people crossing
People / Area Total people (800) % cases from total % Detection
1 320 40% 98%
2 280 35% 96%
3 120 15% 93%
4 48 6% 91%
5 or + 32 4% 87%
4.4. People Tracking based on Motion and Height
In this section, we introduce a novel tracking-by-detection strategy for multiple person track-
ing which uses a description model based on the motion and height of people to locate persons
in the image provided by an overhead surveillance camera. All the objects in the image are
detected where larger amounts of motion are concentrated. Multiple detections which do not
represent persons are discarded using a height measurement which are computed using a stereo-
vision system. We use to estimate the trajectories a multimodal estimator based on the particle
filtering which is able to model the dynamics of multiple persons. A clustering method is used
to obtain a deterministic output from the probability density function (pdf ) provided by the
multimodal estimator.
4.4.1. Overview of the proposed algorithm
We propose the use of condensation algorithm based on the extended particle filter with pre-
clustering (XPFPC) [157] as a visual tracking method for multiple people using a stereo-vision
system. The stereo-vision system is formed by two cameras with overhead configuration and
separated a certain distance in order to obtain enough resolution height measurements. This
configuration removes the occlusion problem due to the perspective captured by the surveillance
camera.
We propose a novel description model where the optical flow generated from the movement of
objects in the environment together with the depth from the height of the system to the objects
provide a suitable way to detect multiple people in an image. The modified K-means clustering
algorithm [157] is used to provide a deterministic output. The inclusion of different features
relevant to people tracking, such as movement, size and height, adapting the propagation and
observation models in the particle filter, and followed by a clustering method, provides sufficient
accuracy and robustness to achieve a suitable people tracking algorithm.
Figure 4.19 depicts the different stages involved in the proposed system. First, images
captured by the stereo-vision system are rectified; then the image motion is computed and
people candidates’ heights are calculated based on the regions with movement. The observation
model takes advantage of this information to update the pdf of the extended particle filter.
Clusters are determined from the set of particles representing the different people candidates.
Finally, people trajectories are generated in order to provide the short-term trackers for high
level applications.
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Figure 4.19: Proposed algorithm flowchart: (a) Image rectification step. (b) Low level process-
ing. (c) Extended particle Filter with random re-initialization. (d) K-means clustering. (e)
Tracking of candidates.
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Next sections describe the different steps of our approach.
4.4.2. Image Rectification
Epipolar geometry is an extrinsic projective geometry between two views, and depends on
the internal parameters of the cameras and their relative position [188]. This geometry is widely
used to obtain the 3D position of a point in space with respect to the camera system from
corresponding points in a pair of stereo images. The optical axes are parallel and the image
planes are coplanar in the configuration of the proposed system, so epipoles are located at
infinity. The main advantage of this configuration is that point correspondences on the other
image are located along a single image line.
To obtain the same perspective of the scene captured from both cameras, it is necessary
to rectify the images provided by the stereo system, taking into account the constraints of the
geometry described. Camera calibration for the stereoscopic system needs to be done. The in-
trinsic parameters for each camera and the extrinsic parameters of the stereo system are obtained
off-line using the method proposed by [189], whilst the images are rectified using Bouguet’s al-
gorithm. It should be noted that these two images constitute the proposed algorithm’s data
input.
4.4.3. Person Description Model
The person description model is a combination of the motion that a object generates when it
is crossing the scene together with depth data obtained via the stereo-vision system. We assume
that such depth is sufficiently robust to discriminate between persons and objects when they are
crossing the tracking area. However, it is worth to note that low level processing will provide
information for the subsequent stages, thus the possible inclusion of noisy blobs (i.e. shadows,
lighting changes, etc.) will be resolved by the application of a particle filter algorithm.
4.4.3.1. Motion Detection
The algorithm detects persons through their motion in the environment. A background
model is not necessary since the algorithm uses optical flow, thus foreground regions are not
computed. Optical flow is a simple technique for extracting movement from the background
with a very low computational cost. This method of motion detection merely requires the
current and previous images. Thus, the system quickly adapts to any changes in illumination, in
contrast to background subtraction methods where illumination changes have a greater impact.
Furthermore, this method does not present problems for new static elements, because they will
only produce an error detection on a single frame.
The motion in the tracking area is computed as the difference of consecutive images (optical
flow from images provided by one camera of the stereoscopic system). The selected camera is
irrelevant since motion detection is carried out in the overlapped area covered by both cameras.
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The images provided by the other camera would be redundant at this stage of the approach. By
subtracting consecutive images, the image region with movement is obtained.
We compute a bitwise-or operation over the resulting difference image to eliminate false
detections in the image. Furthermore, in this way all the image pixels representing foreground
targets present the same value, since interest is not focused on this value which provides infor-
mation over the abrupt motions, but on the location of the person in the image as is shown
in Figure 4.20. Commonly, in terms of body parts, limbs generate larger amount of motion
than the trunk. In order to locate a person in the image, the accumulation of motion using
thresholded optical flow have more accuracy.
(a) (b) (c)
Figure 4.20: Example of thresholding process to obtain a correct person location from the
optical flow. (a) Overlapped region from the stereo-vision system. (b) Person location based on
accumulated motion using optical flow. (c) Person location based on accumulated motion using
thresholded optical flow. The green circle represents the detected location of the person.
In particular, the image motion Im is given by the following equation: Im(m,n) = 1 motionIm(m,n) = 0 no motion
It(m,n)− It−1(m,n) ≥ Thrm
It(m,n)− It−1(m,n) < Thrm
(4.21)
where It is the current rectified image, It−1 is the previous rectified image and Thrm is the
motion threshold value. This threshold Thrm is constant for those situations where lighting
changes are minimal, such as indoors. In other situations, such as outdoor areas, this value can
be updated at run time according to the illumination in the scene.
Notice that the average walking velocity of a person is around 1.5 m/s, thus the motion
threshold value should be set to detect motion with a minimum average velocity of (about
1 m/s). Several types of movements, such as stop&go situations, are processed satisfactorily
if there is sufficient motion between consecutive frames of movement. In other cases, posterior
position estimations provided by the tracking step are responsible for covering those types of
movement.
4.4.3.2. People Candidates Height
The algorithm obtains the height of people candidates given by auxiliary clusters generated
in each iteration. The height measurement of targets in the scene is performed inside of the
observation step of the proposed particle filter. These clusters are generated from the set of
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particles in order to obtain a deterministic output. Thus, detected motion regions are not
directly related to random image regions which can provide a low amount of characteristics
in order to compute the matching process of stereo correspondences. However, these cluster
positions provides enough reliability to correspondences since corresponds to regions in which
there exist a target. In this section, we only address the height computation for a motion region
in the image.
To obtain the people candidate heights, a edge detection followed by a stereo matching
process is carried out in different regions of interest. Edges are important features since they
have significant changes in local intensity, defining the object for later recognition, and are
used to provide multiple characteristics for subsequent calculation of correspondences in order
to obtain depth values. Stereo correspondence methods can be divided into two groups: i)
methods based on blobs areas which use the intensity values of stereo images and ii) methods
based on characteristics extracted from stereo images such as edges, corners, etc. Methods
corresponding to the second group are more stable [190]. We use a Canny edge detector [191]
which presents the best performance and robustness while obtaining all the edges in terms of
direction as well as smoothing outlines. In contrast, it has a higher execution time than other
types of detector. However, image edges are not computed for the whole image, but only in the
regions where there are people candidates to obtain stereo correspondences.
As reported in [192], the depth value in our specific configuration is calculated according to
the equation 4.22, as explained in the section 4.4.2).
depth = f · B
dx
(4.22)
where f is the focal length common to the system, B is the distance between the cameras’
optical centers (baseline) and dx is the disparity value. Focal length and baseline are constant
parameters established by the conditions of the stereo system and obtained by means of the
stereoscopic calibration given in [189].
The disparity values dx is calculated as the difference between coordinates on the x-axis of
a point pl on the left camera image with coordinates (xl, yl) and the correspondence pr on the
right camera image with coordinates (xr, yr) as:
dx = xl − xr. (4.23)
A correlation matching method is used to calculate the stereo correspondences between pairs of
rectified images. To obtain this, a square area centered on the point of interest (xl, yl), called
the template, is selected from the current rectified image I lt . The template size is equivalent to
the area occupied by a person in the captured image. Similarly, in the other current rectified
image Irt , an area is selected in which the correspondence may be located. Such area is defined
by the point of interest using two constants, d1 and d2, which limit the disparity values possible
to within the range {xl − d2 , xl − d1}, as can be seen in figure 4.21. These geometrical limits
are related to the position of the system and the floor, respectively.
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Figure 4.21: Matching for possible disparity values.
The sum of absolute differences is used to obtain the matching values VSAD as:
VSAD =
n−1∑
j=0
n−1∑
i=0
abs[I lt(i, j)− Irt (i, j)] (4.24)
where n is the size of the square template. This method requires lower execution time texe than
other methods whilst obtaining optimum results when calculating the disparity map. Corre-
spondence is established at the minimum value of the set of V (i)SAD for a processing area (see
figure 4.21) as:
arg min
V
(i)
SAD
{V (1)SAD, V (2)SAD, . . . , V (Nc)SAD } (4.25)
where Nc is the total number of matching values. Consequently, the disparity value is obtained
as:
dx = xl − xminr . (4.26)
The size of the template and the features, such as edges, used in the matching process provide
a moderate range of values in which to place the matching correspondence. Our final goal is to
better distinguish between people and other objects present in the scene because their height,
reducing false positive errors at a minimum.
The use of the combination of motion and height of the objects is presented in detail in
the next section. These features are exploited by the observation model that is included in the
proposed extended particle filter with random re-initialization.
4.4.4. Extended Particle Filter with Random Re-Initialization
We propose an extended particle filter with random re-initialization to carry out the visual
tracking considering multiple persons. To keep track of multiple moving persons one generally
has to use a estimator for each person considering as a single target problem. Consequently,
multiple instances must be used to overcome the multi-tracking problem. We propose the
use of a multimodal estimator in which multiple targets are tracked with a single probability
distribution. The proposed particle filter is based on the extended particle filter with pre-
clustering (XPFPC) [157].
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The notation used for this particle filter description, approximately following [193], is listed
in table 4.4.
Table 4.4: Proposed notation for the extended particle filter with random re-initialization
Symbol Meaning
~xt state vector at time t
~zt measurement vector at time t
~Zt history of all observations {~z1, ~z2, . . . , ~zt}
p(~xt|~Zt) the a posteriori density
p(~xt|~Zt−1) the a priori density
p(~xt|~xt−1) the propagation model
p(~zt|~xt) the observation model
p(~xt−1|~zt−1) the initialization density
The particle filter is a posterior density estimation algorithm of the state-space from a process
model and measurements by using the Bayes filter. The main idea is to represent the posterior
density function by a set of random particles (samples) with associated weights and to provide
estimations based on such particles and weights.
Let St = {~x(i)t , w(i)t }Ni=1 denote a random density that characterizes the a posteriori pdf,
expressed as p(~xt|~Zt), where {~x(i)t , i = 1, . . . , N} is the set of particles with associated weights
{w(i)t , i = 1, . . . , N} and N is the total number of particles. The particle weights are normalized
such that ∑iw(i)t = 1. Thus, according to this definition, the a posteriori pdf at time t can be
approximately defined as:
p(~xt|~Zt) ≈
N∑
i=1
w
(i)
t δ(~xt − ~x(i)t ) (4.27)
At each iteration, due to the changes in the trajectory, the probability function is adapted in
order to represent the new state of the set. To accomplish this, a propagation model describing
the dynamics of the target is performed by a mapping from t− 1 to t expressed as:
p(~xt) =
∫
p(~xt|~xt−1)p(~xt−1)δxt−1. (4.28)
In the same way, the a priori density, expressed as p(~xt|~Zt−1), is updated to approximate the a
posteriori density p(~xt|~Zt) with the new set of particles. To derive the weight update equation,
we can use the Bayes’s rule to define the a posteriori density expressed as:
p(~xt|~Zt) = p(~zt|~xt,
~Zt−1)p(~xt|~Zt−1)
p(~zt|~Zt−1)
(4.29)
Let ~zt the measurement at time t and its historical data ~Z = {~z1, ~z2, . . . , ~zt}. Applying the
assumption that the measurements are independent [194] for each time instant, the a posteriori
pdf can be simplified as:
p(~xt|~Zt) = kp(~zt|~xt)p(~xt|~Zt−1) (4.30)
where k is a normalization factor and the p(~zt|~xt) represents the observation model.
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Summarizing, the particle filter follows this tracking scheme:
p(~xt−1|~Zt−1) propagation→ p(~xt|~Zt−1) observation→ p(~xt|~Zt) (4.31)
A common phenomenon with the particle filter is the degeneration problem, where after a
few iterations, all particles excepting one of them have a negligible weight. According to [195]
the variance of the importance weights is only increased over time. Thus, with this scheme, it
is impossible to avoid the degeneration problem. However, we introduce a suitable measure of
the degeneration problem [196] taking into account the efficiency of the set of particles as:
N̂eff =
1∑N
i=1(w
(i)
t )2
(4.32)
where w(i)t is the normalized weight. Note that N̂eff ≤ N , and small values of N̂eff indicates
strong degeneration problems. Sometimes this problem is frequently reduced increasing the
value of N , but this solution is ineffective. A common solution to reduce the effects of the
degeneration problem is the re-sampling method. The basic key of the re-sampling method
is to remove particles that present small weights and concentrate the focus on particles with
large weights. Thus, a new replacement of the p(~xt|~Zt) is generated by the re-sampling method.
Although the re-sampling method reduces the effects of the degeneration problem, it introduces
other practical problems. Particles with large weights w(i)t are statistical selected many times
than particles with small weights. This situation, known as impoverishment, generates a loss of
diversity between the set of particles since the new probability density contains a lot of repeated
particles. A technique to mitigate this effect is to use the re-sampling&move algorithm [197]
where the particles are re-sampled including a change in its positions. Thus, the re-sampling
increases the diversity of the set of particles providing a new p′(~xt|~Zt).
At this moment, in our discussion, the particle filter has been defined to track one single
target. However, the proposed system requires to track multiple targets, in our case multi-
ple persons, and introduce in such tracking new persons that can appear in the environment
captured by the camera. Thus, the basic particle filter is extended in order to achieve the
mentioned requirements. According to track multiple targets, the density p′(~xt|~Zt) should have
the information about multiple targets simultaneously. We assume that all targets are not de-
tected with the same accuracy, since any subset of particles present larger weights than others.
Thus, degeneration problems for some target can occur. A solution to include new target to
the density p′(~xt|~Zt) is to introduce a new step in the particle filter scheme. Such step is called
as re-initialization step, where the set of particles is divided into two parts: i) the first part
maintains the density p′(~xt|~Zt) in order to represent previous detected targets and ii) the second
part is responsible for the inclusion of new targets that can appear in the scene. The output of
this step is represented by the probability density p˜′(~xt|~Zt). All steps of the extended particle
filter framework are shown in Figure 4.22. More details about these requirements are shown in
the below explanation for each step of the extended particle filter with random re-initialization.
Initialization This step is executed in the first iteration of the extended particle filter. Initially,
the entire set of particles St is distributed throughout the tracking area using independent
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Figure 4.22: Scheme of the extended particle filter with random re-initialization framework.
Black dashed box represents two additional steps in the extended particle filter to provide a
deterministic output.
identical distribution (i.i.d.). Thus, all the particle weights w(i)t are initialized to the same
uniform value. The initial value is irrelevant, the condition is to have the same weight in each
particle.
Propagation: This step describes the target dynamics using a propagation model. Each par-
ticle in the set is propagated at the next instant time using the process state or propagation
model, as cited in [198]. The general expression is given in the following equation:
p(~xt|~Zt−1) =
∫
p(~xt|~xt−1)p(~xt−1|~Zt−1)δ~x (4.33)
Specifically, the motion tracking model presented in the algorithm is given by a model of
constant velocity which is expressed as:
~xt = A ~xt−1 + ~wt−1 (4.34)
where xt is the state vector whose states are [x, y, x˙, y˙], where (x, y) represents the position
of the particle and (x˙, y˙) represents the velocity of the particle. The dynamic of the particle is
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defined by the matrix A: 
1 0 ts 0
0 1 0 ts
0 0 1 0
0 0 0 1
 (4.35)
where ts is the inverse value of the current camera frame-rate.
The output is defined as:
~y = C ~xt + ~ot (4.36)
where C is the output matrix and is expressed as:[
1 0 0 0
0 1 0 0
]
(4.37)
Finally, ~wt−1 and ~ot are random uncorrelated noise vectors which characterize possible ve-
locity or position variations, respectively. The velocity components of each particle should be
such that they characterize the velocity vector of the hypothesis (people) reflected in the a priori
density function. For each iteration, these velocity components are updated with the velocity
given in the hypothesis corresponding to the particle. The weight associated with each particle
is maintained equal to its weight before predicting its state vector.
Observation:
For the observation step, we weight each particle of the set St using the measurements that
are obtained from the images applying the person description model. Figure 4.23 depicts a
block diagram of the observation stage proposed for the extended particle filter with random
re-initialization. The equation 4.38 expresses the weight function w(i), which represents the
observation model applied to each particle.
w(i) = (1− β) · w(i)m + β · w(i)d (4.38)
where w(i)m is the component associated to the motion of the person, w(i)d is the component
associated to the height of the person and β is used to balance the influence of each component
by a fixed percentage. Motion in the image is a necessary condition, indicating that an object
or person is moving through the tracking area; thus the value of (1− β) should be greater than
β, i.e. β < 0.5. If (1− β) is too high, and consequently β too low, the particles will be grouped
in areas presenting a large amount of movement, without affecting the height of the hypothesis
in the equation. This leads to false detections in the case of tracking objects such as shopping
trolleys, bags, etc. Therefore, the best performance ratio is when (1 − β) and β values are
similar, maintaining (1− β) > β.
More specifically, this function is a weighting between the next two factors (see Figure 4.24):
motion value in the ROI of the particle (w(i)m ) and
depth estimation of the 3D voxel belonging to the particle with respect to the camera
(w(i)d ).
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Figure 4.23: Observation Stage in the Extended Particle Filter with Random Re-Initialization.
First, the weight corresponding to the motion is computed. Then, auxiliary clusters are created
for those particles which have an enough motion weight. A height measure is computed for each
cluster. Next, a weight corresponding to the height is computed for each particles. Finally, the
total weight for each particle is obtained using both weights.
Figure 4.24: Factors affecting the weight of each particle: region-based optical flow and depth.
Initially, for each particle the partial weight related with the detected motion (w(i)m ) is cal-
culated as the normalized sum of all pixels of image motion located within a circular ROI ,
expressed by the following equation:
w(i)m =
∑
Im(x, y)|ROI[∑
Im(x, y)|ROI
]
max
(4.39)
This ROI is centered on the coordinates (xt, yt) of the particle ~x(i)t to evaluate, with radius
R. The radius R is a fixed parameter in the system which depends on the area which a person
occupies in the image. Variation in this area depends on the relationship between image pixel
size, type of lens and height of the stereo system above floor level. This type of ROI concentrates
the particles in the center of the area containing movement.
In order to calculate the height value w(i)d , it is necessary to obtain the depth of each particle
with respect to the stereo system. However, the computation of all candidate correspondences
would have implied an extremely high computational cost (number of particles in the tests
N = {200, · · · , 2000}), drastically reducing the computation frame rate and eliminating the
possibility to obtain real-time executions. In order to solve this problem, we propose to select
only those particles which exceeded the motion threshold Thrm, generating a sub-set of particles
S′t to be processed.
4.4 People Tracking based on Motion and Height 95
For all particles belonging to the sub-set S′t, we generate different auxiliary clusters ~C1:n,t =
[xt yt]′ by a distance condition using a modified K-means clustering algorithm. This clustering
process will be described at the end of the section. From now on, we assume available a set of
auxiliary clusters which are generated according to the size of the person in the image. Each
auxiliary cluster ~Cn,t represents a cylindrical 3D voxel identified by the mass center ~x(i)
′
t of the
particles that are contained in such cluster. To calculate the mass center, the following equation
is used:
~Cn,t =
1
M
∑
i′
w(i)
′
m ~xt (4.40)
where M = ∑i′ w(i)′m .
Disparity d(n)x for each cluster ~Cn,t with respect to the stereo system is determined. An exact
correspondence is not required to have a robust tracking of the person because a disparity value
is later applied to a weight function that determines the overall weight value of the particles of
the same voxel. In this way, each particle in the sub-set S′t is assigned the corresponding weight
w
(i)
d in accordance with the disparity value d
(n)
x of the cluster ~Cn,t to which it belongs and the
distance to its center d(n,i)C . The distance d
(n,i)
C represents the Euclidean distance between the
position of the particle ~x(i)
′
t and the position of the corresponding mass center ~Cn,t. Thus,
w
(i)
d = f(d
(n)
x , d
(n,i)
C ), as explained by the following equation:
w
(i)
d =
(1 + θ − 1
R
d
(m,i)
C )︸ ︷︷ ︸
wd1
×
factor(d(m)x )︸ ︷︷ ︸
wd2
(4.41)
where θ is a constant defined in the range {0, 1} and R is the radius which depends on the area
which a person occupies in the image. The part of the equation denominated as wd1 reduces
the weight of a particle according to the distance from the mass center of the cluster to which
it belongs, whilst θ is a parameter to balance the reduction of the weight. On the other hand,
wd2 provides a weighting factor according to the cluster’s disparity value ~Cn,t. These factors
are tabulated, since the calculation is carried out off-line using the equation 4.22. Figure 4.25
shows the proposed profile applied, where a factor influencing the particle weight is assigned
to each disparity value. For disparity values within the most common height range of people
(1.6m, 2.0m), the factor is large. However, for disparity values corresponding to heights below
1.0m (objects), the factor decreases. An area of uncertainty is included between the two ranges.
The disparity values outside the range {dx(0m), dx(2.1m)} are assigned the value f(dx) = −50.
Finally, the w(i)d are normalized in the range {−0.5, 1}.
The particles ~x(i)t whose value w
(i)
m do not exceed the threshold Thrm, that is to say, which
do not belong to the particle sub-set S′t, are assigned a w
(i)
d = 0. Furthermore, situations where
there are not enough features in the template, or the value of correspondence correlation is very
low, a weight w(i)d = 0 is given for those particles, since there is no reliability on the height
computation of the object tracked.
The fact of not applying a height factor to particles with no motion does not lead to detection
or tracking problems since the global weight is already low for the same reason. As it was noted
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Figure 4.25: Profile function of disparity.
earlier, the existence of movement in the area is an a priori condition, since areas without
movement are irrelevant to the system.
Selection:
We conduct the re-sampling process to minimize the degeneration problem in the set of par-
ticles. It is used a multinomial re-sampling method based on the re-sampling&move algorithm
proposed in [197]. A fixed number of particles N −M are selected in order to carry out the
selection stage, where N is the total number of particles and M is the number of new particles
introduced in the re-initialization stage. For the selection process, an uniform random multi-
nomial re-sampling of the discrete density p(~xt|~Zt) is carried out, which provides the correction
stage, as it can be seen in Figure 4.26. Notice that, particles with high weights are selected more
times than particles with low weights. It is necessary to normalize all particle weights w(i) in
order to obtain a ∑ = 1 using the following expression:
w˜(i) = w
(i)∑N
i=0w
(i) (4.42)
In this way, particles with greater weight w˜(i) than particles presenting a lower weight w˜(i) are
regenerated most of the time, as shown in Figure 4.26.
This selection process involves another problem in filter operation, known as the impoverish-
ment of the particle set, as it was discussed previously. Particles with a high weight are selected
many times, generating new particles in the same position. To reduce this effect, a random
element is introduced into the position components [xt, yt] when a particle is re-sampled. In this
way, new particles are located around the initial position. These new random elements intro-
duce more filter diversity in the state vector ~xt increasing the effectiveness of the filter, since
different particles located at the same position do not improve the filter’s efficiency. This effect
will provide redundant information implying that a number of particles in the set are wasted.
However, the regenerated particles retain the same weight w˜(i) that the initial particle.
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Figure 4.26: Execution example of the stages of selection and re-initialization. Red circles
represent particles related with the selection step and blue squares represent particles related to
the re-initialization step.
Random Re-initialization:
In the extended particle filter algorithm proposed in [199], the N −M particles was used to
represent the a posteriori density p(~xt|~Zt) and the M particles to incorporate new hypotheses.
These M particles are strategically added based on the measurement vector ~Zt−1 obtained in
the time t− 1. This is made possible by obtaining the measurement vector without any a priori
information about the particle set. However, this is not our case since the measurement vector
has been obtained using information about the set. Indeed, we use the position of each particle
to compute the motion in a circular region and the height measurements which are computed
for different clusters obtained from particles which present enough motion. Thus, it would not
be possible to obtain new hypotheses without reverting some particles to their former position
in such hypotheses.
Therefore, to complete the set St in the proposed particle filter, theM particles are randomly
initialized using i.i.d., without any kind of a priori information and with the initial weight w˜(i)
used in the initialization step. The number of particlesM is fixed constant throughout execution
of the particle filter, and using this portion of the set, the new hypotheses are introduced into
the p(~xt−1|~Zt−1). In order to not discard any new hypothesis, it is necessary a value of M
sufficiently high with respect to the total number of particles comprising the set. In this way,
it is ensured that a sufficient number of particles are distributed throughout the tracking area.
This may imply that when there is a hypothesis, the particle filter’s efficiency value at each
iteration might be insufficient, thus producing degeneration of the set. As it was mentioned
previously, the parameter N̂eff is established to measure particle filter efficiency, in which it is
necessary to obtain the value N̂eff ≥ 23N . To obtain N̂eff, the next equation has been used:
N̂eff =
1∑N
i=1(w˜
(i)
t )2
(4.43)
In order to ensure compliance with the previous expression, M is established as M = 13N ,
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so that the rest of particles N −M = 23N are used for the selection stage. In this way, 2/3
of the set at each iteration represents the p(~xt−1|~Zt−1), ensuring particle filter efficiency and
thus eliminating the possibility of degeneration of the set. Figure 4.26 depicts an example of
the selection and re-initialization stages. In the first step, the selection stage, the re-sampling
process is carried out. As it can be observed, particles which have a large weight are regenerated
the most. Subsequently, in the re-initialization stage, different particles (blue squares) are added
in order to introduce new hypotheses.
Clustering method:
Using the probabilistic solution generated by the particle filter, it is necessary to include
some association method in order to express the result as a deterministic output. Once the
p(~xt|~Zt) has been obtained, all particles which exceed the weight threshold Thrw are grouped
in different cylindrical 3D density voxels. The goal is to obtain the location of each person
in the image. To accomplish this, we use particle clusters ~Cn,t = [xt yt]′ which represent each
hypothesis. This clustering is carried out before the selection stage, since the vectors ~xt of each
particle have not still been modified, and they represent the a posterior density in time t. Notice
that this clustering method is responsible for resolving split&merge problems between clusters
of particles corresponding to multiple persons crossing closer in the tracking area.
This process is based on a standard K-means algorithm [200] which executes a clustering
algorithm in order to create different groups of particles. The grouping constraint is the mini-
mization of the quadratic distance between each position of a particle and the cluster centroid.
However, it is necessary to know a priori the number of clusters to generate. In our case this
requirement supposes to know the number of 3D voxels in advanced (number of persons) which is
not possible. Therefore, we introduce a modification into the algorithm proposed in [157]. Using
this modification, it is not mandatory to provide an a priori number of clusters. In contrast,
we need to incorporate a constraint of maximum distance dmax between clusters in order to
distinguish between different 3D voxels. The parameter dmax represents the maximum distance
in which a particle can be located in order to form part of a cluster.
In particular, in the case where there are no clusters in previous iteration of the particle
filter (t− 1), we select the coordinates of a random particle ~x(i)t = [xt yt]′ to form the center of
the first cluster ~C1,t. In contrast, if there are clusters in t−1, all clusters are used to re-generate
clusters at time t.
In any case, all particles are associated with their cluster closest according to the maximum
distance condition, as it is expressed in the following equation: d
~Cn,t|~x(i)t
min ≤ dmax
d
~Cn,t|~x(i)t
min > dmax
~x
(i)
t → ~Cn,t
~x
(i)
t → new ~Cn,t
(4.44)
where d
~Cn,t|~x(i)t
min is the minimum distance between the position of the particle and the existing
clusters.
When a particle does not fulfill the previous condition, it creates a new cluster with its
particular parameters. Each time a new cluster is generated, a new association step between all
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the particles and the existing clusters is performed. When all the particles have been assigned to
the existing clusters accomplishing the constraint of maximum distance, the clustering algorithm
stops. Then, we check the final set of clusters and any cluster without associated particles is
removed. This is a common situation when a person leaves the tracking area.
Figure 4.27 gives an example where the probability density is represented in two clusters
since not all the particles meet the maximum distance condition to be incorporated in a same
cluster. Note that the clustering method is able to provide a deterministic output composed by
two cylindrical 3D voxels (~Vn,t).
Figure 4.27: Example of clustering method and 3D voxel representation.
The radius Rn,t of the 3D voxels corresponds to the distance between the particle member
farthest away from the 3D voxel centroid and the height hn,t is the system height minus the
average depth of all particles that belong to the cluster. This depth is calculated using the mean
weight of the factors (wd2) of each particle. Once we have the factor average value, we extract
its corresponding disparity value from the profile function (Figure 4.25), and the height value is
computed using the equation 4.22.
Finally, centers, radius and heights are determined for all clusters in order to generate a
set of detections (3D voxels) which represent the person candidates detected in time t. The
following expression represents the mentioned variables for each cluster:
~Vn,t =

~Cn,t = [xt yt]′
Rn|t
hn|t
 (4.45)
where ~Cn,t = [xt yt]′ represents the voxel center of the cluster and, Rn|t and hn|t are the radius
and height of the voxel, respectively.
In each iteration of the particle filter, these voxels are used as deterministic detections (~Vn,t)
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in order to create short-term trackers (STTs). Note that, this clustering method is also used to
provide the auxiliary clusters computed in the observation step.
Short-term Trackers:
Finally, in order to create STTs, we build trajectories using detections (~Vn,t) generated at each
iteration of the particle filter. These trajectories are generated using a data association method
known as global nearest neighborhood (GNN) approach [178] which is a method commonly
used for simple association problems in which the data present the minimum of interactions,
as in the present case, and where the detection of different trajectories does not fluctuate over
consecutive iterations. The overhead camera location leads to a reduction of occlusions, a
problem associated with systems using tilted cameras. Furthermore, it yields very low execution
times, of great interest in the proposed system.
Each tracking ~Tm,t stores the detections ~Vn,t assigned by the association method and a
velocity vector ~vm,t = [vx vy]′, which is updated at each iteration to add the new detection.
The computation of the distances between trajectories and detections for the GNN algorithm
is carried out using the Euclidean distance of the features that form the detection as shown in
the following equation:
d~Tm,t−1,~Vn,t =
√
(4x)2 + (4y)2 + (4h)2 (4.46)
As it can be observed in the previous equation, R values are not used since they do not provide
any useful information. They are only used to depict the results of the tests.
In each iteration, all detections which are not associated with existing trajectories generate
new trackers. To provide a tracking generation algorithm with enough robustness, a tracking
life-time counter is introduced. The life-time of each trajectory is increased by one unit if a
detection is assigned for that particular tracker. Otherwise, this life-time is decreased. When
the life-time has reached zero or the trajectory is located in the border of the tracking area, the
tracker is considered finished and deleted. Only trackers whose trajectories have accumulated
a minimum number of points are considered STTs. Thus, erroneous detections when multiple
persons cross closer the tracking area are resolved.
Note that, as mentioned in the propagation step, the velocity components [vx,t vy,t] of each
particle are updated at each iteration in order to model the velocity of the hypothesis that
they are representing. Thus, the velocity components of the state vector are updated with the
velocity of the tracker.
For each tracker, the velocity ~vn,t+1 is determined for the subsequent propagation step (t+1)
using the current detection ~Cn,t and the previous detection ~Cn,t−1 and velocity ~vn,t following
this equation:
~Cn,t−1 = (1− γ)d(
~Cn,t, ~Cn,t−1)
ts
+ γ~vn,t−1 (4.47)
where d(~Cn,t, ~Cn,t−1) is the euclidean distance among consecutive clusters centroid, ts is the
frame-rate of the camera and γ is a parameter to balance the influence of ~vn,t over the velocity
~Cn,t−1. This parameter is included in order to smooth changes in direction and module. In the
case of new trajectories with only one associated detection, the velocity of the particles associated
with this detection is randomized using i.i.d. in all directions. Figure 4.28 provides an example
4.4 People Tracking based on Motion and Height 101
where two detections (~V1,t and ~V3,t) are associated with existing trajectories (~T1,t and ~T2,t) using
NN, and a detection ~V2,t generates a new tracking ~T3,t as it has not been associated with any
existing tracking.
Figure 4.28: Proposed hypothesis tracking.
4.4.5. Experimental Evaluation
In this section, we introduce the experimental results for the extended particle filter with
random re-initialization. In first place, the test platform and the implementation details used
in the set of experiments are described. Then, a depth analysis about different aspects of the
proposed particle filter are shown. Finally, the proposed tracking algorithm is applied to people
counting systems and comparisons with state of the art methods are presented.
4.4.5.1. Test platform
Based on the requirements of the proposed algorithm, we present a solution composed of
two static low cost cameras. These two cameras are two PlayStation Eye with resolution of
320x240 pixels and USB 2.0 connectivity. The positioning is adaptable within different urban
environments, so the system can be installed directly onto the ceiling of corridors, passageways,
etc. Places where this is not possible, it can be attached to a pole to provide the height required
by the system, as shown in Figure 4.29 (a). The height will be imposed by site restrictions and
the tracking area will depend of height location and camera’s optic. The proposed algorithm
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can operate at different heights, with the necessary adjustments in the system parameters, while
maintaining its hit rate.
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Figure 4.29: Example of test platform: (a) View of prototype to validate proposed system. (b)
Height values for the possible values of disparity.
The distance between cameras is one important parameter that affects the error rate if it is
not adjusted properly. To achieve a minimum error rate, it is necessary to impose a distance so
that the large part of the image area covers the height range of people. Figure 4.29 (b) shows
different height values depending on the possible disparity values. Notice that we have enough
resolution according to disparity values in order to set height values.
Specifically, our cameras are located in an overhead location, about 3 meters above floor
level, attached to a bracket over an aluminum pole. The lens of the sensor has a 5mm focal
length. With these characteristics, an effective tracking area of about 4m2 is captured. Thus, a
maximum of 4/5 people can be tracked simultaneously. In the test video acquired, both sensors
were configured to 30 fps with a resolution of 320x240 pixels. The algorithm was coded in C++
language using open source libraries (Open CV 2.1) and executed without multiple threads
support. All experiments were performed in an embedded MINI-ITX PC (Atom 1.66 GHz).
4.4.5.2. Datasets
In order to analyze the performance of the proposed algorithm, public available datasets
related to video surveillance do not include the specific requirements of our system. Thus, we
have evaluated the algorithm with our own dataset.
The overhead dataset was captured using multiple locations of Polytechnic Faculty in Uni-
versity of Alcala, representing a real surveillance environment. The dataset is composed by
multiple video sequences containing a total number of 300 people. These sequences include mul-
tiple persons walking alone or in groups from 2 to 4 persons walking together and several times
with opposed trajectories, and different objects present in the scene. Figure 4.30 (a) and (b)
show an example of rectified stereo images where three persons are crossing the tracking area.
More details about the overhead dataset are shown in the appendix A
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Figure 4.30: Example of image pair captured by the stereo vision system: (a) Rectified left
image captured by the stereo vision system. (b) Rectified right image captured by the stereo
vision system.
4.4.5.3. Implementation details and settings
Different parameters have been proposed to obtain a proper performance of the extended
particle filter. The parameters have been kept fixed for all evaluations and tests. According to
this, the following parameter values have been set:
Motion threshold (Thrm): corresponds to the motion threshold value to carry out the
selection of particles that are included in the clustering algorithm which is used to obtain
the height values in the observation model. There are two requisites to satisfy people
detection: i) the presence of optical flow and ii) the correct matching. People should
cross the tracking area at a velocity greater than that imposed by the motion threshold
(Thrm). For the experiments, the Thrm threshold was experimentally set to 0.4 within
the normalized range {0, 1}.
Radius R and clustering distance (dmax): the parameter R is a fixed parameter in the
system which depends on the area which a person occupies in the image. Similarly, dmax
represents the maximum distance parameter used in the clustering method to determine
the number of possible voxels. Due to the circular region that defines this parameter respect
to the centroid of the cluster represents the area covered by a person, this parameter is
adjusted depending on the area occupied by a person in the image. This parameter is
responsible to manage split&merge situations. An incorrect setting of this parameter
could increase false negatives if the parameter is too small (split situations), or increase
false positives if the parameter is too large (merge situations). Thus, this parameter
influences the sensitivity of the tracking results.
The parameter R was set to 50 pixels when the stereo vision system is located 3.0 meters
avoid the floor. The maximum distance dmax was set to:
dmax = 2R.
Influence of the motion and height ((1−β) and β): represent the balancing influence of each
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factor in the observation model. As was aforementioned, a requirement of the description
model is the motion which indicates that an object or person is moving through the tracking
area resulting that the value of (1− β) should be greater than β. However, when β is too
low, the particles are grouped in areas where there exist a huge amount of motion, without
affecting the height of the hypothesis. Various tests using different β values were carried
out, setting the value of β to 0.4 for the height, thus (1−β) was set to 0.6 for the motion.
Weight threshold (Thrw): corresponds to the threshold that defines which particles are
used to create the deterministic detections. This threshold was experimentally set to 0.5
within the normalized range {0, 1} according to the parameter β. Particles should have
enough weight from both components to be used in the clustering algorithm.
Normal random variables ~wt and ~ot: correspond to normal distributions representing the
process and measurement noises, respectively. In our implementation, the process and
measurement noise covariance matrix are set to:
~wt =
(
R
ts
)2

0.02 0 0 0
0 0.02 0 0
0 0 0.2 0
0 0 0 0.2

and
~ot = (R)2
[
0.3 0
0 0.3
]
where R is the radius of the circular region according to the size of the person in the image
and ts is the frame-rate of the camera.
4.4.5.4. Analysis of the proposed algorithm
In this section, we analyze the proposed extended particle filter with random re-initialization.
Different practical tests are performed to verify the functionality of the proposed particle filter.
Important aspects for this type of algorithm based on particle filters, such as execution time,
frame rate, efficiency and deterioration problems, are analyzed thoroughly in this subsection.
Execution Time
Figure 4.31 presents the execution time expressed in fps depending on the number of particles
using the extended particle filter proposed. Two experiments are shown where each one was
performed using 1000 images with motion information, considering interactions between 1-2
people and 2-3 people in each case.
Notice that, the execution time was almost independent of the number of people crossing
the counting zone. Small variations were due to the increase in matching processes performed
in the algorithm. In contrast, a variation in N has lead to a significant change in the execution
time. In general terms, we can deduce that increasing the set of particles in 4N = 100, the
speed of the proposed algorithm decreases about 1.25fps. Given the operational conditions and
the frame rate, it is necessary to use an adequate value for N .
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Figure 4.31: Execution time according to the number of particles in the proposed extended
particle filter.
Efficiency
According to the efficiency, we present the instantaneous values of n˜eff generated by the
proposed filter. A video test with continuous crossings of two people was used to obtain the
results. Figure 4.32 includes results for different values of particles (N), confirming that an
increase in N does not imply an improvement in the efficiency value. Basically, n˜eff increases by
approximately 1% when N is increased by 50%.
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Figure 4.32: Comparison of the efficiency for three values of N (400, 600 and 800). A line is
added to represent the average efficiency over several iterations.
It is worth to note the different circular areas in black color where instantaneous values
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presented very low efficiency. This happens when a person enters or leaves the tracking area.
The first motion detections correspond to the lower extremities of the person. These areas
present a height that identifies them as an object, so that the weight w(i)d corresponding to these
particles is very low, even negative. Consequently, instantaneous values with low efficiency in
the usage of particles are obtained in those iterations where a person enters or leaves the tracking
area. In the case that other people cross the count area at the same time, the instantaneous
value of efficiency does not decrease, given that fewer particles are concentrated in that area to
represent the person. Thus, it has been demonstrated that the selection stage presents a correct
operation.
In addition, there are variations in the instantaneous values of efficiency due to problems in
the search for corresponding points. Several situations may arise where there are not enough
features in the regions used to perform the matching, so the weighting factor applicable to
the cluster has a low value, affecting all particles assigned to that cluster. In these cases, the
instantaneous value n˜eff for that iteration decreases. Thus, it should not be understood as a
degeneration of the set of particles.
Figure 4.33 presents a graph showing the average value of instantaneous efficiency values
n˜eff according to the number of particles N , under the same test conditions as those described
previously. It can be observed that increasing the number of particles does not provide a
significant improvement in efficiency values.
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Figure 4.33: Average standard efficiency based on the number of particles used in the proposed
filter.
Deterioration Problems
Figure 4.34 presents a percentage value of n˜eff and the number of hypotheses added to the a
posteriori density according to the number of particles used for the selection stage. The results
were obtained from a video test with crossings of three people and a value of N particles equal
to 400.
Notice that, n˜eff increases with the percentage of particles used in the selection stage (N−M),
since a higher number of particles is used to represent the a posteriori density. In contrast, the
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Figure 4.34: Average efficiency value based on the percentage of particles for the current selection
stage.
number of hypotheses that should be added to the belief decreases due to the small percentage of
particles used to add new hypotheses at random. In this situation, high error rates are obtained
in the tracking results. For proper system operation, the value of M selected should ensure
higher efficiency values and include all possible people candidates.
Test of stereoscopic measures
Figure 4.35 presents a test to measure height with the proposed stereo vision configuration
proposal. The test is performed using a set of 400 images in which a person and an object
were continuously crossing through the tracking area. It shows that the accuracy decreases with
increasing depth due to the inherent properties of the configuration.
Different situations are presented in Figure 4.35:
Measures for representing the passage of a person crossing through the tracking area: They
are located within the area Person detection.
Measures for representing the passage of an object crossing through the tracking area:
They are located within the area Object detection.
Measures for representing non-matching blobs: They are in at the bottom of the Figure.
Performance of the proposed algorithm
To conclude the section, Figure 4.36 presents some examples of system operation in differ-
ent situations. In each sub-figure, the actual situation of each particle overlaps with a color
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Figure 4.35: Height measurement test that contains an object and a person crossing the tracking
area.
defined according to its corresponding weight. At the bottom of each sub-figure, there is a
3D representation of the set of particles and the corresponding voxels representing the people
candidates.
4.4.5.5. Counting people application
Many video surveillance applications exist in which people counting provides extremely im-
portant information. Some good examples may be found on many public and private buildings
where an extremely large number of people get in and out of the building. In emergency sit-
uations, it is crucial to be able to locate and evaluate where are more people in order for the
appropriate authorities to organize evacuation. Similarly, many businesses within the service
sector need to conduct statistical analysis over their sales access points in order to monitor cus-
tomer flow at different times of the day and adjust sales personnel presence accordingly, identify
the areas which customers visit most, etc. Such systems are usually positioned at the entrance
and exit doors of buildings, department store aisles, hospital corridors, etc.
As reported in [9], the problem of people counting systems has generally been addressed
using relatively inefficient systems, such as turnstiles which reduce the flow of people moving
through an area. Other systems have been based on optical barriers, which produce a high error
rate both in terms of false negatives, by failing to discriminate between different people walking
in parallel, and false positives, by including objects such as bags and cases in the people count.
Several alternatives to these systems are based on computer vision. The main benefits of such
systems are scalable, low cost, non-intrusive systems capable of resolving some of the problems
mentioned above, and which yield a relatively high hit rate. In addition, some of these systems
have the ability to track people crossing the camera’s field of view, increasing robustness by
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Figure 4.36: Some experimental results of people counting: (a) a person, (b) an object, (c) and
(d) multiple person.
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taking several measurements corresponding to the same person in the video sequence.
According to achieve the counting rates, input and output trackers are processed according
to the start and finish points of their trajectories. The crossing lines include various state-of-
the-art methods [6] in order to carry out people counting distinguishing between an entrance
and an exit. Part of the error in these systems arises from trajectories which do not cross one of
these lines and thus are not added to the counting value. For this reason, in the proposed system
we chose to use comparison of the distance (in length) traveled by a tracker with a threshold
length Thrl. This distance is determined by the difference between the last detection added and
the first. Thus, if the absolute value of the tracking distance is greater than or equal to Thrl,
the tracking is considered valid. The sign value of this difference indicates whether the tracking
corresponds to an entrance or an exit. We have set the Thrl values to 60% of the height size of
the image.
Similar to the tracking algorithm proposed previously, we also include error metrics based
on standard statistics by comparing two set of values which are derived from the obtained STTs
against the ground truth. In particular, from the comparison of the STTs and the ground truth,
we can define:
Ground Truth (GT ): is the number of trajectories in the dataset.
True positives (tp+): represent the number of people confirmed by the ground truth.
False positives (fp+): represent the number of people not detected respect to the ground
truth.
True negatives (tn−): represent the number of non-people objects rejected as belonging to
the ground truth.
False negatives (fn−): represent the number of non-people objects accepted as belonging
to the ground truth.
Using these values, we compute the following scoring measurements to analyze the perfor-
mance of the proposed method:
Detection rate: is the number of correctly matches trackers divided by the number of
output trackers. This metric is computed as:
tp+
(tp+ + fn−)
Recall: is the number of correctly matched trackers divided by the total number of trackers
in the ground truth. This metric is computed as:
tp+
GT
We have validated our detection and tracking algorithms in a people counting application.
The system was positioned in a passageway where different situations arose, such as people
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moving in different directions or groups of up to four people moving through the counting area.
Figure 4.37 gives the results obtained from the counting system in different scenarios. The
results have been extracted from a total of 300 people, divided into three types of crossings: 1/2
people, 2/3 people and 3/4 people.
Figure 4.37: Results of the proposed system in different situations: (a) Overall. (b) In. (c) Out.
Summarizing, Table 4.5 shows the proposed metrics including all types of crossings.
Table 4.5: Counting results on the proposed dataset.
Detection Rate Recall
In 93.0% 97.6%
Out 92.9% 98.8%
Overall 92.9% 98.2%
As it was noted before, the stereo counting system presents a small percentage of counting
errors. These errors are due to different reasons, as explained below:
Detection Problems: The lack of contrast between the floor and the person moving through
the counting area produced a low difference between successive images which was not
detected, increasing the rate of false negatives.
Slow Movement Problems: People stopped in the counting area, or with very slow move-
ment, generating insufficient optical flow data. In consecutive images with stop-and-go
112 Chapter 4. Modeling People Detection for Tracking in a Single View
situations containing portions of detectable movement, a valid count was always obtained.
Otherwise, the individual was not counted.
Deterioration Problems: These may occur when multiple people (more than 4) interact
through the counting area. The subset N −M in the selection stage requires a larger
number of particles to represent the a posteriori density, as low efficiency values are ob-
tained. Thus, in the clustering method, some hypotheses are not identified. Note that the
detection rate decreases when there is an increase in the ratio number of people/area.
Figure 4.38 shows the previous frame-rate together with the counting overall error varying
the number of particles N that uses the proposed particle filter. The variation about the error
rate was around 3% in the experiments, showing that even under complex testing situations, an
increase in N does not yield any improvement in the reliability of the estimate. Nevertheless,
a minimum number of particles is necessary to add new people candidates so the application
executes correctly.
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Figure 4.38: Execution time and counting error rate according to the number of particles in the
proposed extended particle filter.
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Finally, Table 4.6 shows the overall average results for the count rate provided by different
counting systems proposed in the literature. In [7], a sensor network is implemented composed
of multiple nodes with partial overlapping in order to obtain a larger counting area. Each node
is configured at 320 x 240 pixels and is located 2.4m above the floor. Similar parameters are
used in [10]. Such counting system consists of a single sensor located 3.0m above the floor
which acquires images with a resolution of 384 x 288 pixels. In the same way, [80] proposes a
system aimed at identifying the number of people in a train carriage. Images are acquired with a
resolution of 756 x 576 pixels from the top of a door. In [12] the authors propose a head detection
method using range data from a stereo camera. The minimum required height was 1.7m in order
to obtain a suitable performance. Finally, another method based on the head detection using a
overhead camera is proposed in [11]. The algorithm exploits a LBP feature based on a Adaboost
classifier for head detection and the tracking is achieved using the Meanshift algorithm. Images
are acquired with a resolution of 352x288 pixels. An example image from each system is shown
in Table 4.6.
Table 4.6: Comparison of the counting rate with state-of-the-art methods.
Teixeira [7] (2008) Oosterhout [12] (2011) Snidaro [10] (2005)
79, 5% 86.0% 96, 25%
Proposed Algorithm Albiol [80] (2001) Li [11] (2014)
98, 2% 98, 7% 98.9%
Similar counting rates are achieved for all methods including the proposed algorithm which
have reached a counting rate of 98, 2%. Notice that the proposed algorithm outperforms previous
methods in the literature, excepting the algorithm proposed by Albiol et al. [80]. However, the
system was designed for train carriage access in which only one or two persons crossing the
tracking area at the same time. The proposed algorithm obtains a counting rate of 98.8% when
only one or two person are considered.
4.5. Conclusions
In this chapter, the people tracking tracking problem has been addressed by means of two
novel person description models. In addition these approaches has been applied successfully to
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counting people applications which are very usable in video surveillance applications.
The first model (real-time head detection) proposes a head detection procedure using a bank
of annular patterns considering the Kalman filter to smoothly track the trajectory and enhances
the system reliability. One key point is the feedback between the tracking and detection stages,
achieving a more robust algorithm, resolving temporal errors and partial occlusions that occur
in real image sequences. The performance of the algorithm is not dependent on the background
modeling, new static elements present no problem for the approach which is capable to update
smoothly the changes from the scene background. The installation of the system is easy and
does not require highly skilled labor. The effectiveness of our system decreases slightly when the
number of people captured in the scene increases. This is mainly due to complete occlusions that
occur in the test videos. Several false negatives are detected due to low pattern-head matching.
In the second contribution, an extended particle filter with random re-initialization provides
the probabilistic and multi-modal characteristics required to carry out multiple hypothesis track-
ing. The modified k-mean clustering method is incorporated in order to provide deterministic
output. Stereo vision is a key element for differentiating between people and other objects that
may appear in the scene. A minimum degree of movement is required for human motion to be
considered as a detectable motion. Several types of movements, such as stop-and-go, are pro-
cessed satisfactorily. One important contribution of this thesis is the introduction of different
features relevant to people tracking (movement, size, height), adapting a particle filter followed
by an implementation of a clustering method, providing robustness to the algorithm. The re-
initialization stage of the proposal is capable of incorporating new hypothesis beliefs. This stage
provides a constant execution time regardless of the number of hypotheses. The proposed algo-
rithm presents problems of particle set deterioration when many people (more than 4 people)
interact, crossing the counting area at the same time.
The next step...
Once the people detection and tracking problem have been addressed, short-term trackers
(STTs) are available from a single camera. Thus, each camera in the network is able to provide
a STT from each person trajectory. The next step is to extend the people tracking problem
between multiple non-overlapping cameras. To do this, multiple STT corresponding to the
same person should be associated in order to obtain the whole trajectory in the camera network.
This problem is known as person re-identification and is addressed in next chapters.
Chapter 5
Multiple View Oriented Model for
Person Re-Identification
In this chapter, two novel approaches are proposed to address the person re-identification
problem across non-overlapping camera network using multiple perspectives. First, we define
the multiple view oriented model (MVOM) used to capture the complete person appearance from
multiple perspectives. Then, the iterative orientation aggregation algorithm and the orientation
driven classifier approaches are proposed and described in depth. Finally, we evaluate the per-
formance of these two approaches based on the relevant information provided by the MVOM,
and results are compared with state-of-the-art methods.
5.1. Introduction
Person re-identification is currently one of the most challenging tasks in computer vision since
it is considered a fundamental aspect when dealing with non-overlapping camera networks. Once
a single camera is able to provide short-term trackers of each person crossing the captured area,
the person tracking in a camera network requires to maintain the identity over different fields of
view in order to generate a long-term tracker. This challenging task gets a great relevance for
surveillance applications such as inter-camera tracking, multi-camera behavior analysis, etc.
In the case that several fields of view were overlapped, the surveillance system could exploit
this facility to keep the person identity over such fields of view. However, these situations are not
commonly reachable in real surveillance environments. Despite the problem could be alleviated
by deploying a large number of cameras monitoring completely the scene with overlapping fields
of view, the cost of system installation, maintenance, etc., leads to a non-feasible solution. Thus,
in a real scenario, the algorithm has to deal with partial area coverage that yields to the person
re-identification problem.
As it was reviewed in Chapter 2, the person re-identification task is formally defined as
the problem of associating a given person acquired by a camera to the same person previously
acquired by any other camera of the network (even the same camera) at any location and at
any time instant. Furthermore, several problems are contained in the re-identification process
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as partial occlusions, lighting changes, different color responses, pose variation and different
viewpoint of the cameras. Figure 5.1, shows some examples of the problems previously mentioned
as lighting changes (first column),partial occlusions with a plant (fourth column) or dissimilar
appearance due to viewpoint variations (sixth column). To address this task, most of proposed
methods focus the attention on modeling the person appearance and the feature transformation
between camera pairs in order to compute a reasonable matching distance between feature
vectors.
Figure 5.1: Examples of VIPeR dataset [31]. Each column contains one pair of images corre-
sponding to the same person.
Recent works in the field of person re-identification can be grouped as follows. Discriminative
signature based methods are the most commonly explored approaches [14,16,18,98,109,117,122].
They generate appearance model-based signatures from single or multiple images corresponding
to the same person. These signatures consist of global features which are obtained from the
general chromatic content, shape or filter responses, and local features which are focused on
points of interest, relevant patches, relevant texture segmentation, etc. Transformation learning
based methods [15,102,117,129,135,148] try to capture the transformation across camera pairs.
These methods assume that the transformation of features between cameras is unique. Lastly,
distance learning based methods [22, 97, 135, 141, 143] retrieve the best metric between feature
vectors of the same person across camera pairs.
Despite much effort has been spent by the community to find the best signature, to learn the
feature transformation that undergoes between camera pairs and to find the optimal similarity
measure, re-identify a person that moves across disjoint cameras still remains an open issue.
Almost all existing works assume that a uni-modal inter-camera transformation of features
occurs between two camera views. However, one of the main problems found in these re-
identification methods is the variation in appearance that occurs when a person is captured
from different perspectives. Given a pair of signatures corresponding to noticeably different
viewpoints, the match between local features decreases and it is mainly the global features
which provide similarity in the matching process. Thus, the deployment and the configuration
of the cameras (a complex combination of view points, illumination changes, and photometric
settings, etc.) together with the appearance of a person should consider to multimodal inter-
camera transformations. In Figure 5.2 we show that it is indeed the case even if the same
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person is acquired by the same camera, the way he/she appears is different due to the pose,
light conditions, etc., justifying the fact that the inter-camera variations cannot be modeled
by means of a single transformation or metric. In particular, current methods highly suffer the
strong pose and orientation changes that may occur when a person moves between fields of view.
Figure 5.2: Images of three different persons acquired by the same camera. Person appearances
look very different among all the images due to the changes in pose and illumination conditions.
To mitigate this problem, in this chapter we propose a multiple view oriented model (MVOM)
which represents a signature composed of different images. The proposal consists of using the
orientation of each person captured in the surveillance scene to capture the multimodal appear-
ance of a person with higher reliability, improving considerably the re-identification process. A
method to retrieve images of the same person with different orientations is proposed where each
image of the model will represent a different viewpoint of the person. One important issue here is
that extension of the camera network will produce relevant information with many different ori-
ented trajectories, since some trajectories are more likely than others in each camera. Thus, the
orientation of short-term trackers (STTs) for each camera will have a similar orientation. Once
we have available the proposed MVOMs for each person that appears in the camera network,
two approaches are presented to take advantage of the novel information (see Figure 5.3):
Iterative Orientation Aggregation Algorithm: An iterative algorithm which maximizes the
number of successful matches and speeds up the process, since this kind of algorithms
must be executed on-line. We use feature vectors composed by global and local features
proposed in [14, 16] in order to make a feasible comparison. The main idea is that the
re-identification process is made only using gallery images with similar orientation, and
the range of similar orientation will increase if the true match is considered not found.
The algorithm has the capacity to join multiple MVOMs in order to complete the whole
appearance of the person.
Orientation Driven Classifiers Scheme: This approach is inspired by the fact that the
transformation between appearance features is multimodal. It is based on the idea that
the transformation learned for the same person seen from different viewpoints may be less
reliable than the one learned for the same person seen from the same point of view. The
person orientations are used to learn different models for the different transformations
that exist between pairwise feature dissimilarities vectors which are proposed in [132]. We
118 Chapter 5. Multiple View Oriented Model for Person Re-Identification
Figure 5.3: Person re-Identification approaches based on MVOMs.
form the pairwise feature dissimilarities space (PFDS) and divide it into two main regions,
the region for which the dissimilarities are computed between pair of images with similar
orientation and the region containing all other different pairwise orientations. Within
each region, a classifier is trained to capture all the possible multimodal transformation
of feature dissimilarities. Those are used to discriminate between pairwise images of the
same person (positive pair) and pairwise images of two different persons (negative pair).
This also allows to pose the re-identification as a binary classification problem.
The rest of the chapter is organized as follows. The MVOM is defined in section 5.2. Then,
the iterative orientation aggregation algorithm and the orientation driven classifiers scheme are
described in sections 5.3 and 5.4, respectively. An evaluation of the approach to show the
performance and comparisons with other earlier relevant studies using available datasets are
included in each section. Finally, some discussions and conclusions are drawn in section 5.5.
5.2. Multiple View Oriented Model (MVOM)
The person detection and tracking are the first steps to carry out in the person re-
identification process. Variations in illuminations, shadows and pose, as well as frequent person
occlusions lead into a challenging task. However, the person re-identification algorithm can take
advantage of using multiple images of the person to re-identify. Since a camera provides short-
term trackers (STTs) of the persons crossing the scene [158, 201], multiple images may be used
to model their appearance. These methods, which are referred to as multiple shots, merge the
information extracted from all the images to create a robust signature which is more suitable
for perspective or people orientation changes. Often, problems can arise in such proposals when
different perspectives corresponding to the same person have strong dissimilarities. A corrupt
signature can be computed, causing unsatisfactory correspondences in the re-identification pro-
cess. We propose a multiple view oriented model (MVOM) which creates a signature composed
of different feature vectors where each one provides an updated appearance model of the person
with a defined perspective from the camera. In the same way, views with a similar perspective
are captured by the MVOM so always the person re-identification algorithm has an updated
appearance of the person. Given a STT, two cases may arise when adding an appearance to the
model, as explained below (see Figure 5.4):
Direction changes: the trajectory generated by a person across the scene captured by a
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Figure 5.4: Possible events that may occur to include a new perspective to the MVOM. ∆θ is the
orientation variation value between the last sample added to the model and the current sample.
ρ parameter is a threshold which decides when a new perspective is added to the MVOM. First
case shows direction changes in the trajectory, and the other one shows updated perspectives.
camera may contain direction changes due to static objects which are located in the scene,
crosses with other persons or due to his/her own trajectory. We take advantage of these
situations in order to obtain multiple images with different perspectives of the person.
An orientation value is assigned to each perspective according to camera location. Thus,
the MVOM corresponding to a person contains all perspectives that the trajectory has
generated. A new appearance sample is added to the model when a strong change is
detected in a short period of time or when a weak change occurs over a long period of
time.
Updated perspective: similar appearances which are complementary are incorporated into
the model, at every given period of time. Thus, several images with the same orientation
are collected to obtain an appearance model that is less dependent on changes in perspec-
tive or camera conditions. This type of data acquisition for the appearance model leads
to a larger database of possible similar images that can subsequently be refined to reduce
the amount of data to be stored in the database.
Formally, the MVOM is defined as follows. Let S = {si} be a STT captured from a camera,
while s represents a feature vector modeling the person appearance and i ∈ N is the number
of samples contained in S. The number of samples si depends on the time that the person is
within the camera field of view. In this study, we assume that the task of people tracking is
already solved as proposed in [202]. Thus, the MVOM can be represented as S ′ ⊆ S, where S ′ is
a subset of feature vectors defining different perspectives of the trajectory. The size S ′ depends
on the resolution of direction changes and the update time.
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Given a trajectory of a person T = (x y vx vy), where x and y are image position vectors
and vx and vy are image velocity vectors, direction changes can be represented as the angle
between the position vector and the velocity vector. However, this parameter does not provide
a perspective-camera relationship in order to compare perspectives from other STTs occurring
either within the same camera (intra-relationship) or with respect to other cameras (inter-
relationship). Assuming people walk in a forward direction, the angle between the trajectory
vector and camera vector (optical axis) provides a relationship helpful to compare perspectives
that satisfy both restrictions. Notice that the camera vector (optical axis) will be projected on
the ground floor (more details about this assumption is shown later). This angle θ is defined as
the estimated orientation of the person with respect to the camera. So, the number of retrieved
perspectives depends on the resolution of direction changes expressed by ∆θ between the last
image added and the image under analysis. An analysis of this constraint is described in the
next subsection.
From now on, we will assume the vector O = {θi}Noi=1 is known, where each element θi
represents the estimated orientation value between two successive points of the trajectory and
No is the total number of orientation values provided by the STT.
In some situations, such as the people is turning around slowly, people walking far from the
camera, crowded scenarios, etc., the accuracy of the estimated orientation might be not enough.
When the angular velocity is too large for two consecutive points, the uncertainty of θ extracted
from the images is also large. The same problem can occur when the linear velocity is low for
two consecutive points (stop&go situations). Similarly, person detections far away to the camera
location introduces uncertainty into the estimated orientation, but it is encoded in the linear
velocity. Previous unreliable situations correspond to trajectories where the angular velocity
is higher than zero and/or the linear velocity is low. To mitigate this problem, we propose a
reliability value to model the probability of the orientation error using the linear and angular
velocity vectors. The reliability of the θ value can be defined as a function of linear and angular
velocities from the person trajectory, v and ω, respectively. Given two consecutive frame steps
with location and velocity in each axis given by (x1, y1) and (x2, y2) from the trajectory T , the
linear velocity v is defined as:
v = ((x2 − x1
Ts
)2 + (y2 − y1
Ts
)2)1/2 (5.1)
and the angular velocity ω as:
ω = (θ2 − θ1)
Ts
, (5.2)
where Ts represents the camera frame-rate and θx represents the orientation value for that
point. We propose to model the reliability ξ of the motion captured as a weighted function of
two normal distributions with mean (µv, µω) and variance (σ2v , σ2ω).:
ξ = (1− α)N (µv, σ2v) + αN (µω, σ2ω) (5.3)
We set µω = 0 and µv is set as the average person velocity in order to obtain a low reliability
value when the person is not walking. Finally, α is used to balance the influence between linear
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and angular velocity.
Thus, let S = {Ii|i = 1, ..., N} be a STT captured from a camera, where I represents an
image of the person and N is the number of images contained in S. The MVOM provides a set
of perspectives S′ = {Ij , θj , ξj |j = 1, ...,M} where M is the number of retrieved perspectives.
Typically, single camera tracking provides the person position in the image as the centroid
of its bounding box, head detection point, etc. We propose to use a new point defined as floor
point in order to increase the precision of the orientation recognition task and the parameter
values for its reliability function. This floor point is defined as the intersection of the person
vertical line with the ground plane, as shown in Figure 5.5.
Figure 5.5: Example of floor point detection through the intersection of the person vertical line
with the ground plane.
Given the foreground image F ∈ Nm×n, the floor point pf = (x, y) is computed by the
following equations:
x = min
p∈N

∣∣∣∣∣∣
m∑
i=1
p∑
j=1
F (i, j)−
m∑
i=1
n∑
j=p
F (i, j)
∣∣∣∣∣∣
 (5.4)
y = min
p∈N
{
d((x, p), (x,m))|F (x,p)=1
}
(5.5)
where d(·) represents the Euclidean distance, (x, p) is a point located in the column x and (x,m)
is the x-bottom point in the foreground image.
Finally, in order to add a new perspective to the MVOM, we define a threshold parameter
ρ to determine which samples are incorporated to the MVOM from |∆θ| = |θb − θa|, where θb
is the orientation value of the last sample added to the model and θa is the orientation value of
the current sample. The parameter ρ is fixed according to the real values obtained from each
camera.
5.2.1. Retrieving persons orientation
Our proposal retrieves the trajectory orientation of people in the scene with respect to the
camera in order to retrieve multiples perspectives with different orientation from a STT. In
this section, we show that only two calibration parameters will be necessary to retrieve the
estimated orientation of people trajectories. Figure 5.6 shows the global diagram used to obtain
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the orientation value θ for a sample of the person trajectory with respect to the camera. Let
T = [Tx Ty Tz] and R = [σx σy σz] be the extrinsic parameters which denote the coordinate
system transformation from the scene to the camera. Vector u is the camera optical axis, u′
its corresponding projection over the ground plane and o is the trajectory vector between two
consecutive points. Then θ is the angle from u′ to the ground vector o.
Figure 5.6: System diagram related to retrieving people orientation.
Let us make the following assumptions. First, the origin of the world coordinates system is
located in the ground plane under the camera coordinate system originates. Thus, the translation
vector T = [Tx, Ty, Tz] can be expressed as:
T = [0, 0, Tz]. (5.6)
Second, as it can be noted in Figure 5.6, we force the camera to have the projection of the
camera optical axis u′ parallel to the Yw axis. Thus, the Xw axis is parallel to the axis Xc which
in turn ensures that θy always satisfies the following in the RT transformation:
θy = 0. (5.7)
Given a point of the trajectory in world coordinates Pw = [Xw, Yw, Zw], the perspective
transformation equation is expressed as:
Pc = [RT ] [Pw 1]> (5.8)
where Pc = [Xc, Yc, Zc] represents the projected point in the camera. Thus, applying the rotation
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matrices, the whole perspective transformation is:

Xc
Yc
Zc
 =

cos θz − sin θz 0 0
cos θx sin θz cos θx cos θz − sin θx 0
sin θx sin θz cos θz sin θx cos θx Tz


Xw
Yw
Zw
1
 (5.9)
Given that the floor point of a person trajectory has the coordinate Zw = 0, the expression can
be shortened as: 
Xc
Yc
Zc
 =

cos θz − sin θz 0
cos θx sin θz cos θx cos θz 0
sin θx sin θz cos θz sin θx Tz


Xw
Yw
1
 (5.10)
In our proposal, it is of interest to use the inverse transformation in order to obtain the orien-
tation θ, i.e. from camera coordinates to world coordinates. The reduced inverse transformation
to obtain [Xw Yw]> is shown in the following equation:[
Xw
Yw
]
=
[
cos θz sin θzcos θx
− sin θz cos θzcos θx
] [
Xc
Yc
]
(5.11)
The orientation vector o = (ox, oy) is given by the subtraction of two consecutive trajectory
points pt−1 = (Xw,t−1, Yw,t−1) and pt = (Xw,t, Yw,t), where ox = Xw,t − Xw,t−1 and oy =
Yw,t−Yw,t−1. Lastly, the orientation θ for a person trajectory in this particular scenario is given
by:
θ = arctan(oy
ox
) (5.12)
Thus, the current vector o is given by these two equations:
oy = − sin θz(Xc,t −Xc,t−1) + cos θzcos θx (Yc,t − Yc,t−1) (5.13)
ox = cos θz(Xc,t −Xc,t−1) + sin θzcos θx (Yc,t − Yc,t−1) (5.14)
Due to points on the image plane are not expressed in camera coordinates, we must in-
clude the model of the camera (intrinsic parameters) to the system of equations. The intrinsic
parameters using the pinhole camera model are expressed as:
u
v
1
 =

fx
s 0 cx
0 fys cy
0 0 1


Xc
Yc
1
 (5.15)
where (fx/s, fy/s) represents the pixel proportion and (cx, cy) is the optical center. Thus, the
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inverse intrinsic matrix is: 
Xc
Yc
1
 =

s
fx
0 −cxsfx
0 sfy
−cys
fy
0 0 1


u
v
1
 (5.16)
Adding the intrinsic parameters in the previous equations and assuming that the optical
center is located in the middle of image (cx = 0 and cy = 0), the orientation vector (ox, oy) can
be expressed as:
oy =
s
fy
(
− sin θz(ut − ut−1) + cos θzcos θx (vt − vt−1)
)
(5.17)
ox =
s
fx
(
cos θz(ut − ut−1) + sin θzcos θx (vt − vt−1)
)
(5.18)
Finally, using the standard assumption of zero skew and unit aspect ratio in the intrinsic
camera parameters, we find that f = fy = fx and s = 1. Thus, the person orientation value θ
obtained from the captured camera points of the people trajectory in the floor plane is computed
as:
θ = arctan
(− sin θz(ut − ut−1) + cos θzcos θx (vt − vt−1)
cos θz(ut − ut−1) + sin θzcos θx (vt − vt−1)
)
(5.19)
in which we show that non-intrinsic camera parameters are necessary and it only depends on
two extrinsic rotation parameters, θx and θz, easily retrieved from the structure of the scene
captured by each camera.
5.2.2. Evaluation of the multiple view oriented model (MVOM)
Once the MVOM has been defined, we introduce some examples corresponding to the per-
formance of the designed application. As it was previously described, we assume that the people
tracking task has been performed in order to have available STTs. The orientation values are
obtained from the estimated orientation vector.
Such examples have been computed using a threshold parameter ρ = 10 degrees. Thus,
every time that the difference |∆θ| = |θb − θa| exceeds ρ a new perspective is retrieved from
the trajectory, where θb is the orientation value of the last sample added to the model and θa
is the orientation value of the current sample. Thus, ρ represents the binning parameter of the
MVOM person representation.
Figure 5.7 shows two examples of the application designed to retrieve multiple images with
different perspectives of the person. The trajectory of the person is shown in the top-left corner
of the image. The application compute the orientation values for the person trajectory together
with the linear and angular velocities. This information is shown in right side of the image.
Finally, the retrieved perspectives are shown in bottom-left corner of the image.
Figure 5.8 reports plots for each variable. In Figure 5.8(a) the vector O = {θi}Noi=1 is shown,
where each element θi represents the estimated orientation value between two successive points
of the trajectory and No is the total number of orientation values provided by the STT. Fig-
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(a)
(b)
Figure 5.7: Snapshots of the designed application for retrieving perspectives from short-term
trackers.
ure 5.8(b) shows the reliability values computed using the linear and angular velocity. Red stars
corresponds to the direction changes detection and turquoise squares are the update perspec-
tives. Figure 5.8(c) and (d) provide the linear and angular velocity vectors corresponding to the
trajectory, respectively. Finally, the set of perspectives S ′ = {Ij , θj , ξj |j = 1, ...,M} where M is
the number of retrieved perspectives is provided in Figure 5.8(e). In the same way, Figure 5.9
introduces another example of the application designed.
Summarizing, the MVOM has the ability to retrieve multiple perspectives from each STT.
Orientation and reliability values have been obtained for each perspective. Such values can be
used to relate perspectives from different cameras due to the imposed restrictions. From now on
re-identification approaches have available a novel information to face the viewpoint variation
challenge.
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(a)
(b)
(c)
(d)
(e)
Figure 5.8: Example 1: Retrieving different perspectives from a short-term tracker. (a) direction
changes and updates obtained for the estimated orientation vector. (b) reliability values. (c)
linear velocity. (d) angular velocity. (e) shows all perspectives retrieved from the short-term
tracker.
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(a)
(b)
(c)
(d)
(e)
Figure 5.9: Example 2: Retrieving different perspectives from a short-term tracker. (a) direction
changes and updates obtained for the estimated orientation vector. (b) reliability values. (c)
linear velocity. (d) angular velocity. (e) shows all perspectives retrieved from the short-term
tracker.
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5.3. Iterative Orientation Aggregation Algorithm for Person
Re-Identification
Our approach assumes that a large camera network will produce different short-term trackers
(STTs) of multiple persons across each camera. As stated in section 5.2, although global features
are more independent than local features respect to the person-camera orientation, these kind of
features will produce false matches because their ability to distinguish a large number of people
is relatively reduced. It means that, global features provide a matching function, but this
function does not provide high reliability regarding to the correspondence match. Thus, when a
large number of people is introduced in the re-identification process, local dependent orientation
features should be taken into account in order to distinguish between different persons with
similar global appearance (visual ambiguities). This motivation will be our starting point for
an iterative orientation aggregation algorithm considering the person-camera perspective, and
therefore take advantage of multiple view oriented model (MVOM).
5.3.1. Overview of the approach
According to aforementioned, Figure 5.10 shows an overview of the proposed approach.
Given a set of STTs provided by a non-overlapping camera network, the first step consists
in retrieving different perspectives attending to the location relationship between person and
camera. As it was explained in the previous section, the set of perspectives that belongs to the
same STT defines each MVOM. Thus, we assume that a set of MVOMs is available to carry out
the re-identification process.
The next step is the extraction of the feature vector for all images in each MVOM. The feature
vector is composed by global and local features based on color, texture and shape information.
In order to make a fair comparison, we will use two set of features proposed by state-of-the-art
methods in the feature extraction step.
Finally, the iterative orientation aggregation algorithm is applied to carry out the re-
identification process. In particular, given a query MVOM to re-identify, only image pairs
among the query MVOM and the gallery of MVOMs that satisfy an orientation constraint are
considered in order to compute the matching distance. Note that the estimated orientation
makes it possible to compare and match a STT of a person obtained from one camera with
any camera, even the same camera. After that the iteration and aggregation properties of the
proposed algorithm are exploited providing the boost-ranking.
5.3.2. Appearance Models
Given a perspective, different features are accumulated within a vector in order to encode the
visual appearance of a person. The common feature sets include some color space, combinations
of color and texture or complex structural layouts. Depending on the region where the features
are extracted, the feature is denominated global when corresponds to the whole body (also
body-parts) or local when corresponds to key-points. Certain appearance features can be more
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Figure 5.10: Overview of the iterative orientation aggregation algorithm.
important than others to describe a person and distinguishing him/her from other persons. In
fact, according to the human visual attention, not only global features are important when
re-identifying a person, but local features can be indispensable in an exhaustive comparison
between feature vectors when many persons have similar appearance. We construct a vector s
containing global and local features from each perspective that contains a MVOM. To compare
the effectiveness of the proposed model with respect to other contributions, we have implemented
the two sets of features proposed by Farenzena et al. [16] and Martinel et al. [14]. All features
were weighted with respect to the vertical axis and split in two principal regions (legs and trunk).
The area corresponding to the head was not taken into account to extract features because it
contains very few pixels that besides suffers large changes on their appearance. Both sets of
features include one local and two global features. Particularly, the first feature set, hereafter
referred to as SoF1, consists of the following features:
Weighted Color Histograms (WH ): HSV histograms are used in order to encode all the
chromatic content of each part of the person. These histograms are weighted by a one-
dimensional Gaussian kernel according to the position of the pixel respect to the centered
vertical axis of the person. In this way, pixel values near to the vertical axis take more
significance.
Maximally Stable Color Regions (MSCR): This operator detects a set of blob regions
by looking at successive steps of an agglomerate clustering of image pixels. For each
step, clusters are created from neighbor pixels with similar color, considering a threshold
130 Chapter 5. Multiple View Oriented Model for Person Re-Identification
that represents the maximal chromatic distance between colors. Only maximal regions,
that are stable over a range of steps, are selected to constitute the maximally stable color
regions of the person image. Different properties are used to describe the regions: centroid,
area, average color and second moment matrix; forming multi-dimensional patterns. This
feature is only applied inside the foreground part of the person image.
Recurrent High-Structured Patches (RHSP): This feature is proposed to highlight those
image patches with texture characteristics that are highly recurrent in the person appear-
ance. Only patches with strong edgeness are selected such as textures. Thus, an entropy
measurement is used to remove non-relevant patches by thresholding.
In the same way, the second feature set (SoF2 in advance) is formed by the following features:
Pyramid Histogram of Oriented Gradients (PHOG): Three levels of oriented gradients
feature vectors are extracted over the silhouette projected into the HSV color space. Fi-
nally, oriented gradients features are accumulated to form an unique vector. Note that
this process is applied for each color channel of the image.
Haralick features vectors (HAR): The Haralick texture features are extracted from the
two body part regions (legs and trunk). The gray scale color space is considered for
these features, since they are based on Gray Level Co-occurrence Matrix (GLCM). Four
directional co-occurrence patterns are computed using four directions of adjacency.
SIFT Weighted Gaussian Color Histograms (WGCH ): SIFT features are obtained by ex-
ploiting the proposed cascade filtering approach and are used to capture the chromatic
appearance of the person. For each SIFT key-point, a weighted Gaussian distribution
function is used to compute the HSV color histogram over a circular region centered
around the key-point.
A complete explanation of all the features that form the SoF1 and SoF2 and their imple-
mentation can be found in [16] and [14], respectively.
5.3.3. Iterative Orientation Aggregation Algorithm
Formally, let C = {Cn} be a non-overlapping camera network where n ∈ N and assume that
there are m people in the area covered by the camera network (m is not assumed to be known).
Each camera Cn provides a set of STTs, where each one is captured at different time steps. Let
O = {M1,M2, . . . ,Mmj} be the set of all MVOMs from all STTs captured by C, where mj is
the total number of MVOMs. Moreover, as expressed above, eachMj is generated by a person
from a STT, and consists of {si, θi, ξi} where i ∈ N, s is a feature vector which encodes the
person appearance, θ is the retrieved orientation value and ξ its reliability value. The subscript
i depends on the number of detected direction changes and the number of updates.
The person re-identification problem can be defined as follows. Let us suppose that the
correspondence between two MVOMs, denominated asMa andMb, is written as hba. There is
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a binary variable γhba which is true if h
b
a is a correct hypothesis, i.e. Ma andMb correspond to
the same person. Otherwise, γhba will be false when the MVOMs correspond to different persons.
We need to find a set of correspondences between MVOMs H = {hba, . . . } such that hba ∈ H
if γhba is true. The function to set the γhba variable is defined in equation 5.20, where φmatch
is a decision threshold fixed according to some external restriction, balancing the number of
re-identification results and the confidence of the measurement. Given two feature vectors sa
and sb, the matching distance expressed as dˆb,ma,n is a normalized function which measures the
similarity between two appearances.
γhba =
true dˆ
b,m
a,n (san, ξan, sbm, ξbm) ≤ φmatch
false otherwise
(5.20)
Where dˆb,ma,n is a normalized matching distance for a perspective pair and φmatch is a confidence
threshold to make sure that features vectors have enough similarity, only accepting reliable
values that exceed φmatch. Thus, this parameter must be very restrictive since the algorithm
will consider that two MVOMs correspond to the same person.
To set the normalized matching distance dˆb,ma,n for a perspective pair, we combined the match-
ing distance between feature vectors with reliability values for the perspectives as:
dˆb,ma,n = ξ¯dmn (5.21)
where ξ¯ represents the mean of the two reliability values and dmn is the matching distance
between two feature vectors. As proposed in section 5.3.2, we use the feature matching function
proposed in [16] or [14] according to the feature set implemented in order to carry out a feasible
comparison. The matching among two SoF1 feature vectors is carried out by the following
distance:
dmn = αWH · dWH(WH(sm),WH(sn))+
αMSCR · dMSCR(MSCR(sm),MSCR(sn))+
αRHSP · dRHSP (RHSP (sm), RHSP (sn))
(5.22)
where theWH(·),MSCR(·) and RHSP (·) correspond to the fraction of feature vector produced
by the feature in question. Then dWH , dMSCR and dRHSP are the distances responsible for
evaluate the feature, and finally αWH, αWH αWH are the normalization weights for each feature.
In the same way, the matching among two SoF2 feature vectors is expressed by the equation:
dmn = αWGCH · dWGCH(WGCH(sm),WGCH(sn))+
αPHOG · dPHOG(PHOG(sm), PHOG(sn))+
αHAR · dHAR(HAR(sm), HAR(sn))
(5.23)
where the WGCH(·), PHOG(·) and HAR(·) correspond to the fraction of feature vector pro-
duced by the feature in question. Similarly, dWGCH , dPHOG and dHAR are the distances re-
sponsible for evaluate the features, and αWGCH, αPHOG, αHAR are the normalization weights for
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each feature.
Once the matching function has been defined to set γhba , details about the iterative orientation
aggregation matching process are shown in algorithm 5.1.
Data: Ma,O = {M1,M2, . . . ,Mmj},φθ,ini, φmatch
Result: Ranking R
Initialization: φθ := φθ,ini;
while φθ ≤ pirad do
Flag := true;
while Flag do
for i← 1 to mj do
Find pairs {san, sim} where |θan − θim| ≤ φθ
end
Compute matching distances D = {di,ma,n , . . . }
Sort matching distance results from lowest to highest distances
for i← 1 to size of D do
if γhia then
if Mi /∈ R then
AddMi to R
Ma :=Ma ∪Mi
break;
end
else
Flag := false;
break;
end
end
end
φθ := φθ + φθ,ini;
end
Refill R withMi /∈ R with the last set of matching distances
Algorithm 5.1: Iterative orientation aggregation algorithm for a probe MVOM.
LetMa be a probe MVOM to re-identify from a set of MVOMs O = {M1,M2, . . . ,Mmj},
the first step is the initialization of the threshold φθ. The value φθ,ini provides the starting range
of orientation φθ that is considered in the first iteration. For next iterations, φθ will be increased
by a φθ,ini value until φθ reaches pi rad, i.e. the full perspective of the person.
The algorithm starts to find all pairs of feature vectors from Ma and O which achieve
|θan − θim| ≤ φθ. Considering the set of features selected, the corresponding matching distance
dˆb,ma,n is computed for each pair in the range. This generates a distance vector which is ordered
from lowest to highest distances, providing an index of reliability for next steps in the algorithm.
Thus, this distance vector corresponds to a sub-ranking of MVOMs which accomplish the φθ
restriction.
Once the sub-ranking is obtained, the algorithm goes across the distance vector in order to
consider MVOMs to be included in the final ranking R. Only MVOMs with distances lower than
φmatch are used to set-up the ranking, i.e. the binary variable γhba is true. Then, the MVOM
corresponding to the first distance in the sub-ranking is considered to be included into R only
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if this MVOM have not been included previously. Notice that, each MVOM contains multiple
perspectives and the matching process is carried out between perspectives, thus a same MVOM
can be appears many times in the sub-ranking. After the first distance have been considered to
be included into R, next distances are evaluated in the same way.
Aggregation property: When a MVOM is included into R, the algorithm joins theMa and
Mi in a common MVOM in order to complete the full perspective. Notice that, at this point,
the algorithm assume the such MVOMs correspond to the same person.
Iterative property: Every time that a MVOM is aggregated to the probe MVOM, the algo-
rithm restart using the new probe MVOM. In this way, the new probe MVOM contains more
appearance information (more perspectives) and more close feature vectors can be obtained in
terms of orientation.
Once the aggregation of the current φθ value has been performed, i.e. when the algorithm goes
across the distance vector and no-MVOMs are included into R, the parameter φθ is increased to
be more flexible and consider other MVOMs, and the re-identify process starts again, maintaining
the final R.
The algorithm ends when the orientation range φθ reaches the completed range of distances
(pi rad). When the range of orientation values has finalized, the φmatch used to compare the
matching function result is increased to consider larger distances. Thus, all MVOMs that have
not been included by the iterative aggregation matching algorithm are added according to the
minimum distance in order to complete the ranking. Notice that, if there is no enough similarity
in the range of θ the proposed algorithm converges into a standard ranking process.
5.3.4. Experimental Results
In this section, we evaluate the proposed iterative orientation aggregation algorithm using
the information provided by the set of MVOMs. The results are presented through two common
curves used in people re-identification: the Cumulative Matching Characteristic (CMC) curve
and the Synthetic Recognition Rate (SRR) curve. The CMC curve provides the recognition
percentage which represents the expectation of finding the correct label within the best matched
labels. Meanwhile, the SRR curve provides the probability that any label among the best
matched labels is correct. Furthermore, we conducted a behavioral analysis of the proposed
algorithm. Different datasets are tested in order to achieve a reliable comparison to validate the
people re-identification approach and to compare with state-of-the-art works. One constraint of
our proposed approach is the need for a STT associated to each person captured by a camera.
Thus, datasets providing only one snapshot of the person in each camera, as VIPeR dataset
proposed in [31], can not be used to collect results for our proposal. However, the people tracking
information is commonly provided in real situations. In these experimental results, the 3DPeS,
SAIVT and ETHZ datasets are used to evaluate the performance of the proposed method. These
datasets present several differences such as indoor/outdoor uncontrolled environment, number
of collected people, topology of the camera network, etc., providing different real situations,
where a set of people was collected in an uncontrolled environment.
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5.3.4.1. Implementation Details
As it was mentioned in 5.3.2, we implemented the two sets of features proposed by Farenzena
et al. in [16] and Martinel et al. [14] to compare the effectiveness of the proposed model with
respect to other contributions. Feature weights are set to αWH = 0.4, αMSCR = 0.4 and αRHSP =
0.2 for the SoF1 feature set and αWGCH = 0.2, αPHOG = 0.4 and αHAR = 0.4 for the SoF2 feature
set. These weight values were obtained from experiments proposed in [16] and [14], respectively.
In order to determine the reliability of a perspective, reliability weights are fixed as follows
αv = 0.4 and αω = 0.6. These values were experimentally estimated using a set of trajectories
from each dataset using the application designed for retrieved perspectives. Furthermore, they
were left unchanged for all the experiments.
5.3.4.2. Behavioral Analysis
We analyze the behavior of the proposed algorithm varying the parameters that have some
influence in order to obtain a proper operation. In our experiments, we ran 10 independent tests
and the results given below were computed as the average of all of them.
Figure 5.11(a) shows the percentage of connections between MVOMs when the decision
threshold φmatch obtained different values for dˆb,ma,n . A connection is defined as the union of two
MVOMs. It can be seen that the number of connections exceeded 100% for several φmatch values.
In these cases, some connections were erroneous and MVOMs corresponding to different persons
were connected, producing a corrupt MVOM. Since dˆb,ma,n was normalized between 0 and 1, the
parameter φmatch was set to 0.12. This value provided a large number of connections and was
fairly near to the number of maximum correct connections. Given that the decision threshold
must be restrictive, minor variations in this parameter did not modify the overall results.
Figure 5.11(b) shows the percentage of connections between MVOMs when the parameter φθ
increased in the iterative matching algorithm using φmatch = 0.12. The number of connections
between MVOMs grow up when the similar orientation threshold ρ increases. Notice that, some
connections can be erroneous even though we are using a restrictive φmatch value. Finally, the
proposed algorithm reaches better performance using SoF2 than SoF1.
Figure 5.11(c) shows the number of recovered perspectives for different threshold values of
ρ to account for direction changes. These experiments were computed using φmatch = 0.12.
Low threshold values provided a large number of retrieved perspectives from a STT, but similar
feature vectors were obtained using the normalized matching distance. The value was fixed as
follows; given a set of MVOMs from different cameras, the matching distance was computed for
all combinations of images. The threshold ρ was set around the mean of orientation distances
from all image pairs where the matching distance was similar to φmatch. Threshold parameter ρ
was set to 10 degrees for all experiments. This value was designated as the initial value in the
iterative matching algorithm, i.e. φθ,ini starts with a value equal to ρ and increased ρ with each
iteration.
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Figure 5.11: Behavioral analysis of the proposed algorithm. (a) and (b) show the percentage of
connections between MVOMs for matching distance threshold and the range of considered similar
distances, respectively. (c) shows the number of retrieved perspectives varying the threshold of
direction changes.
5.3.4.3. 3DPeS Dataset
The 3DPeS dataset was proposed by Baltieri et al. in [203]. It contains different sequences
of 200 people taken from a multi-camera distributed surveillance system. Eight static cameras
were used in an outdoor scenario, each one with different lighting conditions and calibrated
parameters. People were detected multiple times with different points of view. The lighting
conditions between cameras did not have too variations, but people were captured multiple
times over the course of several days, resulting in strong variations in lighting conditions in
some cases. This results in a challenging dataset to evaluate people re-identification algorithms.
Figure 5.12 shows some examples of image pairs corresponding to the same people. More details
about the dataset are shown in appendix A.
Figure 5.12: Samples of image pairs from the 3DPeS Dataset. Each column corresponds to the
same person captured by different cameras.
Figures 5.13 (a) and (b) show the CMC and SRR curves for a set-up where all people were
used to obtain the results. Proposed method-SoF2 achieved 43% correct recognition for rank 1,
while RWACN [14] only obtained 37% using the same feature set. Similar results were obtained
for proposed method-SoF1 and SDALF [16], where the correct recognition values were 35.5% and
21%, respectively. In both comparisons, a notable difference is maintained in the top positions
since MVOMs containing different perspectives provide a better recognition rate when they are
matched in a certain range of orientation. Higher ranking positions were more similar for both
methods, due to the fact that visual ambiguities in higher rank positions are discarded by the
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orientation restriction.
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Figure 5.13: Results according to 3DPeS dataset. CMC curves for the two set of features are
shown in (a). SRR curves are shown in (b) corresponding to the previous CMC curves.
Finally, we compared the results of the proposed method with those reported of RWACN [14],
LF [144], KISSME [137], SDALF [16] and LMNN-R [141]. The same set-up was used, where only
95 people were randomly chosen to compute the CMC curve. Figure 5.14 shows the performance
of our method compared to the previous methods. Our method using SoF2 outperforms existing
methods, while it obtains similar recognition rates using SoF1. In particular, Using SoF2, the
proposed method outperformed the others, especially for low rank scores. Table 5.1 presents the
top ranked matching rates for each method.
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Figure 5.14: Comparisons of the proposed algorithm with state-of-the-art methods on the 3DPeS
dataset.
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Table 5.1: Top ranked matching rate (%) on 3DPeS dataset. Best results are in boldface font.
Methods rank:1 rank:5 rank:10 rank:20 rank:50
Proposed-SoF2 46.9 73.3 82.4 89.8 97.0
RWACN[14] 41.5 65.7 74.13 83.7 95.9
Proposed-SoF1 38.7 63.3 76.5 86.5 97.2
LF[144] 33.3 58.2 70.0 81.1 95.1
SDALF[16] 26.2 46.1 59.5 71.6 93.6
LMNN-R[141] 23.0 44.9 55.2 69.0 88.9
KISSME[137] 22.9 49.0 62.2 76.0 93.2
5.3.4.4. SAIVT Dataset
This multi-camera surveillance database was proposed by Bialkowski et al. in [33]. It was
captured from an existing surveillance network to provide a real indoor scenario. The dataset
consists of 150 people moving around a building environment, captured by 8 different cameras
with non-overlapping fields of view. The dataset was collected in an uncontrolled manner, so
it provides a highly unconstrained environment in which to test people re-identification ap-
proaches. This results in a challenging multi-camera database designed for the task of people
re-identification. Some image pairs corresponding to the same people are shown in Figure 5.15.
More details about the dataset are shown in appendix A.
Figure 5.15: Samples of image pairs from the SAIVT Dataset. Each column corresponds to the
same person captured by different cameras.
Figures 5.16 (a) and (b) show the CMC and SRR curves for a set-up where all people were
used to obtain the results. Proposed method-SoF2 achieved 30.5% correct recognition for rank
1, while RWACN only obtained 20.4% using the same feature set. Similar results were obtained
for proposed method-SoF1 and SDALF, where the correct recognition values were 19.5% and
17.6%, respectively.
We report the results of our method and compare them with those reported for
RWACN [14], SDALF[16], Fused Model (FM), Culture-Colors Model (CCM), Color-Soft Model
(CSM), Height Model (HM) and Texture Model (TM); these latter methods are presented in [33].
We adopted the same set-up for a camera pair as in [33], which is denoted as 3-8. This camera
pair contains 99 people viewed from similar perspectives. Figure 5.17 shows the performance
of our method compared to the previous methods. Although novel information, which was
retrieved using the MVOM, is exploited in the re-identification process by using the iterative
orientation aggregation approach, discriminative models such as Fused Model and Color-Soft
Model obtain a better performance. Using SoF2, the proposed method obtain similar results
138 Chapter 5. Multiple View Oriented Model for Person Re-Identification
20 40 60 80 100 120 140 150
10
20
30
40
50
60
70
80
90
100
Rank Score
R
ec
og
ni
tio
n 
Pe
rc
en
ta
ge
 [%
]
 
 
Proposed Method−SoF2
Proposed Method−SoF1
RWACN
SDALF
(a)
5 10 15 20 25
20
30
40
50
60
70
80
90
100
Number of Targets
Sy
nt
he
tic
 R
ec
og
ni
tio
n 
Ra
te
 [%
]
 
 
Proposed Method−SoF2
Proposed Method−SoF1
RWACN
SDALF
(b)
Figure 5.16: Results according to SAIVT dataset. CMC curves for the two set of features are
shown in (a). SRR curves are shown in (b) corresponding to the previous CMC curves.
with respect to the others. Table 5.2 presents the top ranked matching rates, and it can be seen
that our method achieved the highest recognition percentage for rank number 1.
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Figure 5.17: Comparisons of the proposed algorithm with state-of-the-art methods on the SAIVT
dataset.
5.3.4.5. ETHZ Dataset
The ETHZ dataset was introduced in [35] and consists of three outdoor video sequences
captured from moving cameras mounted on a children’s stroller. This dataset is not specifically
designed for people re-identification, but some authors have used these video sequences to obtain
results using a specific set of snapshots. The set of images introduces variations in appearance
and lighting changes. Given the requirements of our proposal concerning calibration parameters,
only sequence SEQ.#1 can be used to obtain the performance of the proposed approach. This
sequence contains 83 people and includes calibration parameters and odometry. Figure 5.18
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Table 5.2: Top ranked matching rate (%) on SAIVT dataset. Best results are in boldface font.
Methods rank:1 rank:5 rank:10 rank:20 rank:50
Proposed-SoF2 34.5 52.2 63.5 78.9 98.4
FM[33] 33.8 61.8 76.5 87.5 97.0
RWACN[14] 22.9 38.2 52.4 67.6 93.7
Proposed-SoF1 21.1 33.7 45.3 65.9 96.4
SDALF[16] 18.8 29.2 36.7 53.5 86.1
CCM[33] 17.6 51.5 69.8 80.1 94.8
CSM[33] 16.2 39.7 52.2 72.7 95.6
TM[33] 7.4 27.2 43.4 58.8 94.8
HM[33] 6.6 30.9 44.8 57.3 94.8
shows some examples of image pairs corresponding to the same people. More details about the
dataset are shown in appendix A.
Figure 5.18: Samples of image pairs from the ETHZ Dataset.
Figures 5.19 (a) and (b) show CMC and SRR curves for the full rank score. The proposed
method-SoF2 achieved an 80.5% correct recognition for rank 1, whereas RWACN only obtained
57.7% using the same feature set. Similar results were obtained for the proposed method-SoF1
and SDALF, where the correct recognition values were 77.0% and 52.2%, respectively.
Finally, we compared the results obtained using the proposed method with those reported
for eSDC_Knn [19], eSDC_ocsvm [19], PLS [204], eBiCov [92], RWACN [14] and SDALF [16].
A similar set-up to that suggested in [19] was used to obtain results with our method. However,
each STT was split into two parts of a similar length, enabling us to evaluate the iteration
matching algorithm. Figure 5.20 shows the performance of our method compared to previous
methods. The proposed method using SoF2 outperformed the others, especially for rank score
3, 4 and 5; Table 5.3 presents the top ranked matching rates, where it can be seen that our
method achieved the highest recognition percentages, with the exception of rank score 1, where
the eSDC_Knn method provided the best recognition percentage.
Our proposed method clearly re-identifies people correctly in an extensive camera network,
providing better values when increasing numbers of people are considered in the SRR curve.
Note that our technique performs processing independently for each individual without requiring
knowledge of the full dataset. Only images with different orientations are extracted from the
trajectory of the individual, and subsequently a set of reliable, robust and descriptive features
are extracted.
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Figure 5.19: Results according to ETHZ dataset. CMC curves for the two set of features are
shown in (a). SRR curves are shown in (b) corresponding to the previous CMC curves.
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Figure 5.20: Comparisons of the proposed algorithm with state-of-the-art methods on the ETHZ
dataset.
5.4. Orientation Driven Classifiers for Person Re-Identification
Most of the exiting methods assume that an unique inter-camera transformation of features
undergoes between two disjoint camera views, which is used to model the appearance of different
perspectives of the person. However, we believe that the deployment and the configuration of the
cameras (it is a combination of view points, illumination changes, and photometric settings, etc.)
together with the appearance, pose and orientation of a person give rise to multimodal inter-
camera transformations. Thus, we propose an approach where two inter-camera transformations
are used to model the appearance according to the orientation of the person respect to the
camera.
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Table 5.3: Top ranked matching rate (%) on ETHZ dataset. Best results are in boldface font.
Methods rank:1 rank:2 rank:3 rank:4 rank:5
Proposed-SoF2 80.5 87.4 91.8 94.9 95.6
eSDC_Knn[19] 80.6 85.5 88.1 90.14 92.13
eSDC_ocsvm[19] 80.0 85.0 87.8 89.7 91.88
PLS[204] 78.3 84.4 86.6 88.0 89.1
Proposed-SoF1 77.0 81.3 85.7 86.3 88.8
eBiCov[92] 73.6 80.0 82.7 85.0 87.04
RWACN[14] 57.7 65.3 71.7 75.4 77.9
SDALF[16] 52.2 60.5 65.6 69.4 70.6
5.4.1. Overview
We propose the orientation-driven classifiers approach in order to address the person re-
identification problem. An overview of our approach is shown in Figure 5.21. The four underlying
modules work as follows. Given a pair of cameras with non-overlapping fields of view, the
first module retrieves different perspectives for each short-term tracker (STT) corresponding
to a person crossing the scene. This task is achieved by exploiting the proposed multiple view
oriented model (MVOM). Each retrieved perspective is characterized by an orientation value
and a reliability value. Till now, similar pre-processing as in MVOM iterative approach is done.
The next module captures the appearance of the person by extracting different global and
local features based on color, texture and shape information. The high-dimensional feature
vectors extracted from a pair of perspectives of persons acquired by two different cameras are
input to the feature dissimilarities module which computes the pairwise feature dissimilarities
vector (PFD). The set of all PFDs makes up the pairwise feature dissimilarities space (PFDS).
The PFDS is split in two groups considering the orientation of the pairwise images. The former
is composed of PFDs between images of persons with similar orientation, while the other is
formed of PFDs computed for images that have different orientations.
Two binary classifiers, named as similar orientation classifier (SO-Classifier) and non-similar
orientation classifier (NSO-Classifier), are trained to separate between positives and negatives
PFDs in the two subspaces, respectively. Finally, the last module exploits the learned models to
classify new incoming PFDs. In particular, only PFDs associated to orientation distances with
high reliability values are used to select among the two classifiers. If a PFD is extracted from
images with low reliability values, the NSO-Classifier is used.
5.4.2. Feature extraction
Numerous features have been used to model the person appearance and to tackle with the re-
identification challenges (see [18]). Following the suggestions in [18], we have proposed to build
the feature representation of a given image I by considering color, texture and shape features.
While shape features may not be very discriminative for other methods, that is not the case for
our method as the pose is much related to the orientation of a person.
Color features: We consider that most of the persons wear different colored clothes for the
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Figure 5.21: Overview of our approach. Given two STT of two persons acquired by disjoint
cameras, we first recover the perspectives of the persons so as we have multiple frames of a
same person viewed from different poses/viewpoints. Then, for each image shape, color and
texture features are extracted and the PFD between image pairs is computed. Finally, the
re-identification is performed by sending the PFD to one of the two previously learned binary
classifiers. The classifier (SO/NSO) is chosen on the basis of the orientation distance and the
reliability value between the persons images used to compute the PFD.
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upper and lower body part. Accordingly, we divide the body in three salient parts: legs, torso
and head, as in [14]. We discard the head region as it generally contains few and non informative
pixels. RGB, HSV, YUv and Lab color spaces are used to extract the histograms Hcω(I) ∈ Rnc ,
for each color component c ∈ {R,G,B,H, S, V, Y, U, v, L, a, b} and body part ω ∈ {T, L}, where
T denotes the torso and L denotes the legs.
Texture features: We consider three filter responses (Gabor, Schmid, Leung-Malik filter
banks) and two texture descriptors (Local Binary Pattern [205] and Local Phase Quantiza-
tion [206]).
After convolving each image with a single Gabor filter we computed the modulus of the
response and we quantized it in a histogram with g bins. We denote the set of all such histograms
as {Gi(I)}Ii=1, where i indicates the ith Gabor filter. Similarly we get the set of histograms
{Sj(I)}Jj=1, each of which has s bins, by convolving the 13 standard Schmid filters. We convolve
each given image with the Leung-Malik (LM) filter bank consisting of first and second derivatives
of Gaussians at 6 orientations and 3 scales, 8 Laplacian of Gaussian filters, and 4 Gaussians.
The response of each filter was quantized in a histogram with m bins. {Lk(I)}Kk=1 is the set of
all such histograms, where k indicates the kth LM filter.
Local Binary Pattern (LBP) encodes the local structure around a pixel using circular neigh-
borhoods with radius r on gray scale image. A binary number is obtained by concatenating all
binary values in a clockwise direction to form the label of each region. Then, the descriptor is
composed by a histogram of all labels with p bins. We denoted the histogram as B(I). Finally,
Local Phase Quantization (LPQ) is based on computing the short-term Fourier transform on
local region of the gray scale image. The local Fourier coefficients are computed for 4 frequency
points. Then, the signs of the real and imaginary part of each coefficient are quantized using a
binary scalar quantizer. Results of the 8 bit binary coefficients are represented as integers using
binary coding. The codes are quantized in a histogram with q bins denoted as Q(I).
Shape features: Pyramid Histogram of Oriented Gradients (PHOG) feature is used to capture
the shape of a given person. Let l = 0, · · · , L be the level of the spatial pyramid, and 4l the
number of cells in which the image is divided at each level l. Then, the PHOG feature P(I)
is formed by concatenating all the HOG features extracted for each cell of the pyramid. This
results in a vector of size b∑Ll=0 4l, where b is the number of bins used to compute the HOG
features.
5.4.3. Pairwise Feature Dissimilarities
Once all the features have been extracted from a pair of images acquired by two disjoint
cameras we compute the PFD as suggested in [132]. Let IA and IB be the two given images,
then the pairwise dissimilarities are computed as:
Color: DHcω(Hcω(IA),Hcω(IB)) for all ω and c.
Gabor: DG(Gi(IA),Gi(IB)), for i = 1, · · · , I.
Schmid: DS(Sj(IA),Sj(IB)), for j = 1, · · · , J .
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LM filters: DL(Lk(IA),Lk(IB)), for k = 1, · · · ,K.
LBP: DB(B(IA),B(IB)).
LPQ: DQ(Q(IA),Q(IB)).
PHOG: DP(P(IA),P(IB).
Notice that here we do not specify any particular distance measure since the algorithm can be
used with different metrics.
Then, we form the PFD by concatenating the all computed pairwise distances in a d- dimen-
sional vector, denoted by ∆ = (x1, ..., xd)T ∈ Rd. The PFD computed for a positive pair (i.e. for
pair of images of the same person) is denoted as ∆+, while the PFD computed for a negative
pair (i.e. for pair of images of different persons) is denoted as ∆−. The set of all positive and
negative PFDs forms the PFDS ∆.
5.4.4. Dual-Classification
The proposed dual-classification scheme is shown in Figure 5.22. We propose to train two
classifiers in order to model the PFDS. Each classifier is selected depending on the orientation
distance and the reliability values of pairwise images. Thus, we assume two different behaviors
on the PFDS.
Figure 5.22: Image representation of the proposed dual-classification. The PFDS is split into two
subspaces on the basis of the orientation of pairwise images. A classifier is trained to discriminate
between positive PFDs (green dots) and negative PFDs (red dots) for each subspace. The
decision surface is depicted by a black line.
Given the PFDS, we first compute the orientation distance and the pairwise reliability for
all PFD as follows. Let {θ(IA), ξ(IA)} and {θ(IB), ξ(IB)} be the orientations of persons and
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the reliabilities in images IA and IB, the orientation distance is defined as:
Dθ
(
θ(IA), θ(IB)
)
= arccos
(
cos(θ(IA)) cos(θ(IB))+
sin(θ(IA)) sin(θ(IB))
) (5.24)
and the pairwise reliability is defined as:
ξI
A
IB = min{ξ(IA), ξ(IB)}. (5.25)
During the training phase, we select only PFDs where ξIA
IB
> Thξ from the PFDS. Thξ is a
fixed threshold used to ensure that the orientation distances of the PFDs have enough accuracy.
The resulting subset is split into two groups: PFDs with similar orientation, i.e. PFDs for which
Dθ(·, ·) < Thθ, where Thθ is a fixed threshold, and the rest of PFDs. Then, we train two
classifiers: the similar orientation classifier (SO-Classifier) to discriminate between PFDs with
similar orientation and the non-similar orientation classifier (NSO-Classifier).
In our current framework, we used two SVMs as the SO-Classifier and the NSO-Classifier.
Each one learns the parameters of the decision boundary that best separates the PFDs computed
for positives pairs from the ones computed for negative pairs. Given a subset of PFDs denoted
as xi, i = 1, ..., N where N is the number of training samples, the goal is to minimize the error
function expressed by
min
w,b,γ
1
2‖w‖
2 + C
N∑
i=1
γi (5.26)
subject to the constraints yi(wTφ(xi) + b) ≥ 1 − γi and γi ≥ 0, where w is the vector of
coefficients, φ(xi) is the feature map for xi, γi is the slack variable used to handle the non-
separable input data and C is the regularization parameter. Once the minimization problem is
solved, the decision function in the dual form is given by
f(x) = sgn
(
N∑
i=1
yiwiK(xi,x) + b
)
(5.27)
where K(xi,x) = φ(xi)Tφ(x) is the standard radial basis Kernel function (RBF) and yi ∈
{1,−1} is the label space.
During the classification phase, different perspectives from the same person are used to
build the PFDs. They are independently processed, i.e. without tracking information, time
constraints, etc. Given a test PFD, xˆ, we first compute the pairwise reliability and evaluate
the result with the threshold Thξ. If ξI
A
IB
< Thξ, the NSO-Classifier is used to compute the
final a decision. In the other case, we compute the orientation distance as in eq.(5.24), then,
we input the PFD to the classifier trained for the PFD group in which the test PFD rely. For
both cases, the probability provided by the classifier is used to tell whether the images that
compute the PFD correspond to the same person f(xˆ) ≥ 1 (positive pair) or different persons
f(xˆ) = −1 (negative pair). We average pool the probabilities computed between all the PFDs
corresponding to the same person to compute the final score.
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5.4.5. Experimental Results
In this section, first, we give the implementation details and report the performance of our
approach on two public benchmark datasets (3DPeS and SAIVT), then we compare our results
with state-of-the-art methods. All the reported results are in terms of Cumulative Matching
Characteristic (CMC) curves.
5.4.5.1. Implementation Details
We have used the following settings for all the experiments presented in this section. Images
from both datasets have been resized to 64×128 pixels. Color histograms have been computed for
the RGB, HSV, YUV and Lab color spaces using nc = {16 16 16, 36 25 20, 18 32 32, 20 32 32}
bins, respectively. We used Gabor filters at 8 orientations and 5 scales, the standard 13 Schmid
filters and the LM filters described in section 5.4.2. For each filter response, histograms G(I),
S(I) and L(I) have been computed with 16 bins. LBP descriptors have been computed using 8
neighbourhood points and r = 1. For compute LPQ descriptors, the window size has been set
to [5, 5]. Both B(I) and Q(I) histograms have been computed with 255 bins. PHOG features
have been extracted using 4 levels and 9 bins. The χ2 distance has been used to compute all
the feature distances (i.e., DHcω , DG ,DS , DL, DB, DQ, DP). The SVM parameters have been
separately estimated for each dataset using 4-fold cross-validation. Finally, for each experiment
we select 1 positive pair and 1 negative pair for each person in the train set, while for the test
we randomly selected 10 positive and 10 negative pairs per person. To make a fair comparison,
for each experiment, we run 10 different trials using different person IDs and different image
pairs (samples).
5.4.5.2. Datasets
Several datasets have been proposed to test re-identification algorithms such as VIPeR,
CAVIAR4REID, ETHZ, WARD, etc. Typically, they provide an image or different images of
the person in each camera, but none of them come with the required information we need to re-
trieve the people orientation from each camera. The two dataset we used have trackers acquired
by a very high number of cameras and are representative of real indoor and outdoor surveil-
lance scenarios. They also come with very strong illumination changes, occlusions, viewpoint
variations, etc. More details about the dataset are shown in appendix A.
3DPeS Dataset: The 3D people surveillance dataset1 (3DPeS) has been introduced in [32].
The dataset is composed by 8 cameras and each one presents different light conditions (clear
light/shadow areas) and calibration parameters. Different sequences of 200 people have been
taken from a multi-camera distributed surveillance system. Persons were detected multiple times
with different viewpoints, time instants and on different days. This results in a challenging
dataset with strong variation of light conditions (see Figure 5.23).
1Available at http://www.openvisor.org/3dpes.asp
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Figure 5.23: Image samples from 3DPeS dataset. Each column corresponds to a pair of images
of the same person captured by two different cameras.
SAIVT Dataset: The SAIVT-SoftBio dataset2 has been introduced in [33]. The dataset was
captured by a real surveillance camera network in an uncontrolled fashion, so it provides a
highly unconstrained environment in which to test person re-identification approaches. The 150
persons were acquired by 8 indoor cameras with non-overlapping field of views. Some example
images are shown in Figure 5.24.
Figure 5.24: Image samples from the SAIVT dataset. Each column corresponds to a pair of
images of the same person captured by two different cameras.
Figure 5.25 shows the orientation distances spectrum for each dataset. We select the cam-
era pair 1-2 on 3DPeS dataset since this one has the highest number of persons crossing the
captured areas. Similarly, camera pairs 3-8 and 5-8 of the SAIVT dataset have been selected.
Camera views 3 and 8 have similar viewing angles, while camera views 5 and 8 have dissimilar
viewing angles. The PFDS corresponding to the camera pair 1-2 on 3DPeS dataset is uniformly
distributed along to the all orientation distances. However, the PFDS corresponding to camera
pairs from SAIVT dataset are concentrated in two regions of the orientation distance spectrum.
Notice that all camera pairs have a symmetrical shape in 90 degrees because people normally
make round trajectories. Since there are enough image pairs in all orientations, the 3DPeS
is used in the following to analyze the performance of our method using different algorithm
parameters.
5.4.5.3. Performance of Our Approach
An extensive analysis has been carried to show the performance of our approach. We focus
on the performance of the classifiers using different ranges of orientation distances with specific
training settings. In addition, a set of values are considered in order to determine the pro-
posed thresholds. Finally, we report the performance of our method using only single features,
combination of features and different training/testing set sizes.
Use of the reliability: Figure 5.26 shows the variation of the performance for the proposed
2Available at https://wiki.qut.edu.au/display/saivt/SAIVT-SoftBio+Database
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Figure 5.25: Orientation distances spectrum for each camera pairs used in the experiments.
algorithm when reliability values are used in the re-identification process. This experiment was
performed using the Thθ = 30 degrees, Thξ = 0.7 over the 3DPeS dataset. Results show that the
use of the reliability parameter improves the performance. We can demonstrate that perspectives
with low reliability values coincide with erroneous estimated orientation values being the NSO
classifier appropriate to re-identify image pairs with low reliability values. Particularly, the
experiment using reliability reaches a recognition percentage of 55.5% while only 53% is reached
without the use of reliability values. Even with this constraint in the orientation reliability the
ranking positions from 5 to 30 are better re-identified, increasing around 9% on average.
Figure 5.26: Performance of the proposed algorithm depends on the use of reliability values.
Classifiers: The following tests show the performance of the proposed classifiers for different
experiments varying the set used for test. In each experiment PFDs within a determined range
of orientation distances are considered. The pairwise reliability ξIA
IB
is forced to overtake the
reliability threshold Thξ for all the PFDs, which is set to 0.8. In this way, we guarantee that the
orientation distance of the PFD corresponds to the perspectives of the images. In addition, all
the PFDs, that overtake the reliability threshold Thξ, are used to re-identify in each classifier
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in order to evaluate the classifiers separately, i.e., both classifiers use all the PFDs without take
into account the orientation distance. We use three training settings corresponding to three
different values for the Thθ parameter, which are maintained throughout the experiments.
Figures 5.27(a), (b) and (c) show the performance for some distinctive ranks when the Thθ
parameter is set to 15, 30 and 60 degrees, respectively. The SO-Classifier achieves a greater
recognition than NSO-Classifier when the orientation distance of PFDs is below or near to the
Thθ used to train. However, the performance of the SO-Classifier remarkably decreases when
the orientation distance of PFDs exceeds the Thθ used to train, while the performance of the
NSO-Classifier is more consistent. Thus, the inter-camera transformation captured by the SO-
Classifier is more reliable than the NSO-Classifier. We can deduce that the transformation
learned by the SO-Classifier is more dependent of local features which are shared by PFDs with
similar orientation. By other hand, the transformation learned by the NSO-Classifier is more
general focusing in the global appearance. Indeed, the SO-Classifier achieves a recognition rate
of 58.5% for rank 1 with Thθ = 15 degrees, 53% with Thθ = 30 and 47.7% with Thθ = 60.
Figure 5.28 shows the performance of the classifiers for two specific set of PFDs. We select
the training set samples by using Thθ = 30 degrees and reliability threshold Thξ = 0.7. Fig-
ure 5.28(a) show the performance of the proposed approach using only and exclusively PFDs with
similar orientation distances. As it is can observed, the SO-Classifier achieves a greater recog-
nition than NSO-Classifier. Particularly, the SO-Classifier achieves a recognition percentage of
58.5% for the first rank while a 44% is reached using the NSO-Classifier. The opposite result is
obtained when PFDs with non-similar orientation distances are included in the re-identification
process. Figure 5.28(b) show the performance of the proposed approach using only and exclu-
sively PFDs with non-similar orientation distances. The SO-Classifier achieves a recognition
percentage of 17% for the first rank while a 24.5% is reached using the NSO-Classifier.
Parameter Thθ: Figure 5.29(a) shows the performance of the proposed method for some
distinctive ranks as a function of the orientation threshold Thθ. We provide results using three
training settings corresponding to 15, 30 and 60 degrees. In this case, the parameter Thξ is set
to 0.7 and the value of the Thθ is used to decide which classifier is chosen. Results show that
the recognition rate is constant when the value of Thθ is below the value used for training. The
recognition rate decreases when the value of Thθ gets larger.
Parameter Thξ: Figure 5.29(b) shows the performance of the proposed method as a function
of the reliability threshold Thξ. We provide results using three training settings corresponding
to Thθ ∈ {15, 30, 60} degrees. Notice that the recognition rate increases when the value of Thξ
also increases. The reason is that low values of ξIA
IB
provide inaccurate PFDs to the classifiers.
Train/Test Size: Figure 5.30(a), (b) and (c) show the performance of the proposed method
as a function of the training/test set size for 3DPeS and SAIVT datasets. The results are
obtained using Thθ = 30 degrees for the training, Thξ = 0.7 and a feature vector composed
by PHOG, Lab and LM filter. The recognition percentage notably improves for all the three
camera pairs when the number of persons used for training increases. We achieve a maximum
recognition rate of 54.5% for rank 1 when our method is evaluated using camera pair 1-2 on
3DPeS dataset, 32% for camera pair 3-8 and 18% for camera 5-8, both on SAIVT dataset.
150 Chapter 5. Multiple View Oriented Model for Person Re-Identification
<10 <30 <50 <70 <90 <110 <130 <150 <170
20
30
40
50
60
70
80
90
100
Orientation Distance (Dθ(θ(IA),θ(IB))) [degrees]
R
ec
og
ni
tio
n 
Pe
rc
en
ta
ge
 [%
]
 
 
Rank 1: SO−Classifier
Rank 1: NSO−Classifier
Rank 10: SO−Classifier
Rank 10: NSO−Classifier
Rank 25: SO−Classifier
Rank 25: NSO−Classifier
(a)
<10 <30 <50 <70 <90 <110 <130 <150 <170
30
40
50
60
70
80
90
100
Orientation Distance (Dθ(θ(IA),θ(IB))) [degrees]
R
ec
og
ni
tio
n 
Pe
rc
en
ta
ge
 [%
]
 
 
Rank 1: SO−Classifier
Rank 1: NSO−Classifier
Rank 10: SO−Classifier
Rank 10: NSO−Classifier
Rank 25: SO−Classifier
Rank 25: NSO−Classifier
(b)
<10 <30 <50 <70 <90 <110 <130 <150 <170
30
40
50
60
70
80
90
100
Orientation Distance (Dθ(θ(IA),θ(IB))) [degrees]
R
ec
og
ni
tio
n 
Pe
rc
en
ta
ge
 [%
]
 
 
Rank 1: SO−Classifier
Rank 1: NSO−Classifier
Rank 10: SO−Classifier
Rank 10: NSO−Classifier
Rank 25: SO−Classifier
Rank 25: NSO−Classifier
(c)
Figure 5.27: Performance of the classifiers varying the set of PFDs depending on orientation dis-
tances. Recognition percentage for some rank scores using three training settings corresponding
to 15, 30 and 60 degrees are shown in (a), (b) and (a) respectively.
Finally, curves on 3DPeS dataset are closer than curves on SAIVT dataset which denotes that
the 3DPeS dataset is less dependent on the training/test data.
Features: All experiments are obtained using the training setting with Thθ = 30 degrees,
Thξ = 0.7. In Figure 5.31 we report the performance of our method on 3DPeS dataset for
camera pair 1-2 using different features. We show the results for different color spaces in Fig-
ure 5.31(a), texture features in (b) and combinations of them in (c). Lab and LM features obtain
better performance that the other color and texture features by achieving a recognition rate of
51.5% and 35% for the rank 1, respectively. It is worth noticing that color features are more
discriminative than texture features. However, the combination of all features is the one that
achieves the best performance where the proposed method reaches a 57% for the rank 1.
Figure 5.32(a), (b) and (c) show the performance of our method on SAIVT dataset for camera
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Figure 5.28: Recognition percentage of the classifiers using two test settings: (a) Set of PFDs
with similar orientation and (b) Set of PDFs with non-similar orientation.
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Figure 5.29: Performance of the proposed method: (a) varying the parameter Thθ. (b) varying
the parameter φθ.
3-8 using different color space features, texture features and combinations of them, respectively.
Lab and LM features still obtain the best recognition percentages. A recognition rate of 14% and
19% for the rank 1 is achieved, respectively. Texture features obtain a recognition rate greater
than color features, but the difference decreases respect to 3DPeS dataset. The combination of
all features achieves 33.5% of recognition rate for rank 1.
Finally, Figure 5.33(a), (b) and (c) show the performance of our method on SAIVT dataset
for camera 5-8 using different color space features, texture features and combinations of them,
respectively. In this case, HSV and LM features achieve the best recognition percentages, which
are of 21.5% and 19% for rank 1, respectively. The same features are less performing on camera
pair 3-8 of the SAIVT dataset where, shape and texture features are more discriminative. For
camera pair 5-8, all the features have similar performance, but the combination of all features
achieves 28.5% of recognition rate for rank 1.
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Figure 5.30: Performance of the proposed method varying train and test dataset sizes. Recog-
nition performance for camera pair 1-2 on 3DPeS dataset, camera pair 3-8 and camera pair 5-8
on SAIVT dataset are shown in (a), (b) and (c), respectively.
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Figure 5.31: Performance of the proposed method on the 3DPeS dataset (camera pair 1-2) using
different features. Comparison of color space features, texture features and mixed features are
shown in (a), (b) and (c), respectively.
5.4.5.4. Comparisons with state-of-the-art methods
We compare our results with the ones of LF [144], KISSME [137] and LMNN-R [141] on the
3DPeS dataset. We follow the same experimental protocol of those and split the dataset into a
training set and a test set, where each one is composed of 95 randomly selected persons.
Figure 5.34 shows the performance of our method compared to LF, KISSME and LMNN-R.
Our method outperforms the others especially for low ranks, which are the most representatives.
We achieve 55.2% correct recognition rate at rank 1, while, for the same rank, a recognition
percentage of 33.43%, 22.94% and 23.03% is achieved by LF, KISSME and LMNN-R respectively.
In Table 5.4 recognition percentages for ranks 1, 10, 25 and 50 are reported. Our approach is
the only one that achieves a recognition percentage higher than 90% for rank score 15.
We also compare our results on SAIVT dataset with those reported in [33] (i.e. Tex-
ture Model, Height Model, Culture-Colours Model, Colour-Soft Model and Fused Model) and
RWACN proposed in [14]. We adopt the same protocol used in [33] and report the performance
for two camera pairs, denoted as 3-8 and 5-8. Camera pair 3-8 has 99 persons viewed by similar
perspectives while camera pair 5-8 has 103 persons acquired at very different perspectives.
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Figure 5.32: Performance of the proposed method on the SAIVT dataset (camera pair 3-8) using
different features. Comparison of color space features, texture features and mixed features are
shown in (a), (a) and (a), respectively.
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Figure 5.33: Performance of the proposed method on the SAIVT dataset (camera pair 5-8) using
different features. Comparison of color space features, texture features and mixed features are
shown in (a), (b) and (c), respectively.
In Figure 5.35(a) we report our results for camera pair 3-8 where the fields of view obtain
similar viewpoint of the person. For such camera pair where the views are similar we achieve a
performance between the Fused Model and Color-Soft Model, outperforming all others. However,
the difference with the Fused Model decreases along the rank score axis. Table 5.5 report
recognition percentages for ranks 1, 10, 25 and 50. We achieve a recognition percentage of
29.7% for rank score 1, while recognition rate of 33.98% is achieved by the Fused Model.
Similarly, in Figure 5.35(b) we report our results for camera pair 5-8 where the viewpoint are
dissimilar between cameras. We achieve a recognition rate of 26.5% for the rank 1, outperforming
all other methods used for comparison. Our method achieves a recognition percentage higher
than 90% for a rank score of 30. In Table 5.6 recognition percentages for ranks 1, 10, 25 and 50
are reported.
As was mentioned previously, the camera pair 3-8 obtains similar viewpoint of the person
since camera 3 and 8 are located with the same orientation in the environment. In contrast,
camera pair 5-8 obtains dissimilar viewpoint of the person due to the camera location. Thus,
most of the PFDs retrieved from camera pair 3-8 have similar orientation and dissimilar orien-
tation for the camera pair 5-8. Results demonstrate that the profits of the proposed approach
154 Chapter 5. Multiple View Oriented Model for Person Re-Identification
5 10 15 20 25 30 35 40 45 50
20
30
40
50
60
70
80
90
100
Rank Score
R
ec
og
ni
tio
n 
Pe
rc
en
ta
ge
 [%
]
 
 
Proposed Method
LF
KISSME
LMNN−R
Figure 5.34: Comparisons of the proposed method with state-of-the-art methods on the 3DPeS
dataset.
Table 5.4: Top ranked matching rate (%) on 3DPeS dataset. Best results are in boldface font.
Methods rank:1 rank:5 rank:10 rank:20 rank:50
Proposed 55.2 78.6 79.9 93.8 97.9
LF 33.3 58.2 70.0 81.1 95.1
KISSME 22.9 49.0 62.2 76.0 93.2
LMNN-R 23.0 44.9 55.2 69.0 88.9
are not exploited when cameras capture similar fields of view since the most relevant challenge
fall back into lighting changes. Thus, the best feature transformation captured between PFDs
will reach the best recognition percentages. Figure 5.36 shows the location of camera pairs in
the environment.
5.5. Conclusions
The multiple view oriented model has been introduced to help in the people re-identification
process. To address variations in appearance due to the different perspectives of the person
obtained from a camera network, we have proposed a model composed of different perspectives
of the person that allowed us to obtain a inter-relationship between perspectives computed
for different cameras. We have also introduced a reliability value associated to each recovered
perspective providing a enough accuracy for the orientation value. Thus, each perspective is
represented by a feature vector, an estimated orientation parameter and a reliability parameter,
extracted from the person trajectory.
Using such available perspectives, a novel iterative algorithm is proposed to maximize the
number of successful matches while speeding up the process. The algorithm does not require
training stages to carry out the re-identification process, and it is not necessary to have a priori
knowledge about the full dataset. To provide a reliable comparison, various experiments have
been performed with three feature sets proposed by other authors. There are several problems
in the re-identification process, such as lighting changes and low image resolution. However,
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Figure 5.35: Comparisons of the proposed method with state-of-the-art methods on the SAIVT
dataset: (a) Camera pair 3-8 and (b) Camera pair 5-8.
Table 5.5: Top ranked matching rate (%) on SAIVT dataset (Camera pair 3-8). Best results
are in boldface font.
Methods rank:1 rank:5 rank:10 rank:20 rank:50
Proposed 29.7 46.9 67.3 83.1 97.0
FM 33.8 61.8 76.5 87.5 97.0
CSM 16.2 39.7 52.2 72.7 95.6
CCM 17.6 51.5 69.8 80.1 94.8
RWACN 13.3 33.1 45.3 60.5 87.7
TM 7.4 27.2 43.4 58.8 94.8
HM 6.6 30.9 44.8 57.3 94.8
problems related to appearance variation due to perspective changes have been reduced by
increasing ranking values with respect to other proposal. Evaluations to unmask the relationship
between parameters using two different set of features and extensive comparisons with state-of-
the-art methods have been shown.
While outperforming state-of-the-art methods, matching functions that take part in the re-
identification process use a directly matching between features since the approach considers any
feature transformation between cameras. The algorithm losses efficiency in front of lighting
variations that can occur between non-overlapping cameras. Thus, we have introduced a novel
re-identification approach where different perspectives of the person are used to learn the trans-
formations of pairwise pairwise feature dissimilarities vector (PFD) across camera pairs. PFDs
have been used to learn the multi-modal inter-camera transformations. In particular the pair-
wise feature dissimilarities space (PFDS) has been divided into two regions, one formed by PFDs
computed for images with similar orientations, and the other one composed of PFDs computed
for images with all other possible orientations. Then, for each subspace a binary classifier has
been trained to discriminate between images of the same person and images from different per-
sons. Similarly, extensive evaluations, analysis and comparisons with state-of-the-art methods
have been conducted to show the superior performance of our method on two publicly available
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Table 5.6: Top ranked matching rate (%) on SAIVT dataset (Camera pair 5-8). Best results
are in boldface font.
Methods rank:1 rank:5 rank:10 rank:20 rank:50
Proposed 26.5 45.1 62.0 79.8 97.8
FM 18.5 33.6 50.0 67.8 93.5
CCM 9.29 26.4 46.4 60.7 95.7
HM 9.28 22.8 37.8 65.0 94.3
RWACN 6.24 18.8 29.8 46.7 81.1
CSM 5.0 15.7 30.7 58.5 90.0
TM 1.4 17.8 29.2 47.1 83.6
(a) (b)
Figure 5.36: Orientation of camera pairs in the environment: (a) Camera pair 3-8 and (b)
Camera pair 5-8.
benchmark datasets (3DPeS and SAIVT).
As a conclusion, in this chapter two novel approaches have been introduced to carry out the
person re-identification problem shown an effective performance according to the variations in
the appearance due to viewpoint change and lighting variations challenges. Both algorithms have
taken advantage of the multiple perspectives that can be retrieved from a short-term tracker.
Thus, related to the set of features extracted from a perspective, we can claim that there exits
more discriminant information between perspectives which have similar orientation.
The next step...
Although results have been expressed as a ranking, the algorithms have the capacity to gener-
ate long-term trackers connecting short-term trackers from non-overlapping cameras. However,
the right connections between short-term trackers are only provided by the first rank which
present recognition percentages up to 50%. Thus, most of the time the position of the true
match in the ranking is located outside of the first rank. Next chapter is focused in improving
the position of the true match in the ranking attending specially the visual ambiguity problem.
Chapter 6
Post-Ranking Person
Re-Identification
In this chapter, a novel approach is proposed to address the person re-identification problem
across non-overlapping camera network taking advantage of the an initial ranking. We demon-
strate that the true match position can be improved using discriminant information encoded in
similar appearances located in the first rank positions. Then, an unsupervised post-ranking frame-
work is designed to exploit the visual ambiguities shared between the first ranking positions and
to compute a new ranking using a discriminant feature space. Finally, we evaluate the behavior
of the proposed approach over different baseline models and show the superior performance over
several public benchmark datasets.
6.1. Introduction
The inherent conditions of a multi-camera network make the person re-identification an
open and challenging problem. Indeed, to cover larger portions of the monitored environment
the deployed cameras are often installed on poles, roofs, etc. This yields to low quality footages
acquired by different viewpoints and with different photometric settings. In addition, when a
person moves across the disjoint fields of view, his/her appearance undergoes significant illumi-
nation and color variations, and the non-rigid shape of the human body, as well as background
clutter, introduce further challenges.
In the previous chapter, the person re-identification problem has been addressed by the use of
multiple perspectives of the person which are retrieved across the multiple view oriented model.
Despite all such efforts, the currently achieved performance are not satisfactory and sufficient to
provide systems able to autonomously solve the re-identification problem to obtain the people
tracking in a non-overlapping camera network. As a result, human supervision is still need to
achieve connections between short-term trackers coming from different cameras. Indeed, the
re-identification problem is usually cast as a ranking problem whose results, in form of a ranking
list of matched persons, are presented to the end user for the final judgment. The majority of
the works proposed so far assume that the provided ranking list is optimal and it is suitable for
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end user inspection. It is our believe that such an initial ranking is not the optimal one for such
a task and it is just a first step to remove the majority of the possible mismatches. Additional
inspections on the ranked matches can be applied to refine the output in such a way that the
correct match will have higher probability to be found in the first ranks. Hence, the proposed
approach is based on the idea that any ranking carries valuable information which can be further
investigated to increase the correct matching for the first ranks.
As was described in Chapter 2, the post-ranking methods for person re-identification are a
relatively unexplored area. A post-ranking approach by exploiting boosting techniques for fea-
ture selection or additional cues coming from soft biometrics have been proposed in [34] and [149],
respectively. In [26], ranked lists computed for multiple probe persons were exploited to refine
a single probe ranking. Bidirectional ranking [27] and a saliency-based matching scheme [150]
were also introduced where the whole gallery is considered. Post-ranking optimization algo-
rithms [28, 151, 152] have been studied by including human feedback in the loop. Finally, a
slightly different approach was recently introduced in [127] where iterative extension to sparse
discriminative classifiers was adopted to ensure that the best candidates are ranked at each
iteration.
Three main differences between our proposal and all such existing works can be highlighted:
(i) we are not considering the whole gallery for re-ranking; (ii) the approach does not require
human intervention, both training and re-identification stages are unsupervised; and (iii) most
important, the proposed approach is the only one studying the visual ambiguities shared between
first ranks to improve re-identification performance.
Figure 6.1 shows a common ranking list of matches where persons in the first ranks share
visual ambiguities with the probe and the true match, while persons in higher ones have visual
disparities [28]. The visual disparities, introduced by variations in viewpoints, pose, illumination
changes, etc., induce current methods to assign a high rank to true match. When the visual
disparities are not significantly affecting the visual appearance of the true match, this is usually
located in the first ranks. However, it is often the case that persons in such first ranks share
a similar visual appearance (i.e., visual ambiguities) and existing methods have not collected
enough ability to precisely locate the true match among these. This motivates a study of
the visual ambiguities occurring at first ranks so as discriminative information can be used to
improve the true match rank.
The proposed solution builds upon such ideas and introduces an unsupervised post-ranking
framework able to increase the location of the true matches in the first ranks. We named such a
framework discriminant context information analysis (DCIA). Since the approach is specifically
designed to focus on visual ambiguities, it is assumed that the true match is located in the
first ranks. When visual disparities are present, and the assumption on the location of the
true match is not satisfied, the proposed approach is not valuable. First, to find the visual
ambiguities and remove them, the concepts of content and context information carried out by
the initial ranking are coined. The content information is provided by the set of matches that
have high correlation with the probe. The context information incorporating details encoded
in the relationship between these matches is extracted by analyzing the set of matches. Such
information is used to remove visual ambiguities from the first ranks. The resulting information
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Figure 6.1: Example of visual ambiguities and visual disparities. Persons’ images in the first
ranks share visual ambiguities, while persons’ images in the higher ones have visual disparities.
In this work, the objective is to conduct an analysis on the visual ambiguities and remove them
such that the initial ranking can be improved.
is finally exploited to re-rank the correlated matches and to provide the final ranking.
The rest of the paper is organized as follows. An overview of our post-ranking approach is
given in section 6.2. In section 6.3, we delve deeper into the details of the proposed discriminant
context information analysis. The superior performance of our approach over recent state-of-
the-art methods is shown in section 6.4. Finally, conclusions are drawn in section 6.5.
6.2. Overview of the Algorithm
The architecture of the proposed re-identification framework is shown in Figure 6.2. It con-
sists of three main modules: ranking computation, post-training and post-ranking optimization.
The ranking computation module resembles commonly used re-identification pipelines and
it defines the basis for our approach. In the current framework it works as follows. Let T be the
set of image pairs (IA, IB) acquired by disjoint cameras A and B. To model the appearance of
each image, a vector x of concatenated features including color, texture and shape is extracted.
To each image pair corresponds a label y which assumes value +1 if the same person is present
in both images (positive image pair), −1 otherwise (negative image pair). The set of |T | pairs of
vectors {xATr,xBTr}, together with the corresponding pair labels, is used by a learning algorithm
to find the model parameters LA,B which allows to optimally separate the sets of positive and
negative pairs.
The same set of vectors and the trained model are input to the post-training module. This
module computes the set of training ranks RTr, i.e., a rank for each training probe sample in
camera A is computed over training gallery samples of camera B. The information carried by
such rank is exploited by the discriminant context information analysis to transform the feature
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Figure 6.2: Overview of the proposed person re-identification system consisting of three modules:
ranking computation, post-training and post-ranking optimisation.
vectors {xATr,xBTr}. This transformation is individually applied to each person and introduces
the following steps. First, content information is extracted from a subset of the persons in the
initial ranking. Then, for each person in such a set the context information is extracted. Both
content and context information are exploited to identify the visual ambiguities which are finally
removed from the feature vectors. The so transformed feature vectors, denote as {x˜ATr, x˜BTr}, carry
information about the discriminative persons’ details. Finally, a learning algorithm is trained
with such transformed feature vectors to separate between positive and negative pairs. The
obtained model parameters are denoted as L˜A,B.
In the re-identification phase, features are extracted from a test image pair to obtain
{xA,xB}. These, together with the model parameters LA,B, are used to compute the initial
ranking R. Then, the post-ranking optimisation module transforms the input feature vectors
into {x˜A, x˜B}. This is done by removing the visual ambiguities which are identified by exploiting
the content and context information provided by R. Lastly, the final ranking R˜ is computed by
evaluating the transformed feature vectors using the learnt model parameters L˜A,B.
6.3. Discriminant Context Information Analysis
In this section, we introduce the discriminant context information analysis framework to
exploit the discriminant information shared between similar appearances located in the first
rank positions. First, we show some preliminaries and definitions to present the foundations of
the proposed approach. Then, the content and context information are computed to build a set
of images with similar appearance. Finally, such set of images is exploited by the discriminant
information analysis which provides a new discriminant feature space to compute the new post-
ranking.
6.3 Discriminant Context Information Analysis 161
6.3.1. Preliminaries and Definitions
Let A = {IAp }Np=1 be the set of N probe images and B = {IBg }Mg=1 be the set of M gallery
images. Given a probe image IAp its initial ranking is defined as Rp = {IB(i)}Mi=1 where the gallery
images IB(i) are sorted depending on the dissimilarity to the probe image IAp . Notice that, here,
as well as in the following, the subscript is used without parenthesis to denote a generic gallery
person identity g, and it is enclosed within parenthesis to indicate its position in a ranking list.
In other words, d(IAp , IB(i)) < d(IAp , IB(i+1)), where d(·, ·) is a suitable dissimilarity measure and i
goes from 1 to M − 1. R = {Rp}Np=1 denotes the set of such initial rankings computed for all
the N probes.
Our aim is to improve the rank of the true match in Rp. Towards this objective we first
select the content information for the probe image. The content information is defined as the set
of features extracted from the correlated matches, i.e., a subset of gallery images Bcn ⊆ B whose
elements are assigned in the first ranking positions and are likely to share visual ambiguities
with the probe. Then, the context information is computed. The context information consists of
those features extracted from gallery persons that share visual ambiguities with both the probe
and any correlated match. Content and context information are exploited to remove the visual
ambiguities encoded in the original feature vectors, to obtain the discriminant feature vectors.
These discriminant feature vectors are used to compute the final ranking R˜p.
6.3.2. Content Information
Existing re-identification methods try to locate the true match in the first ranking positions
out from a large set of possible gallery matches. As shown in Figure 6.3, the visual ambiguities
bring false matches in the first ranks, often before the true match. To detect such ambiguities,
we propose to analyze the content information for a given probe IAp . Before computing the
content information, the set of correlated matches Bcn need to be selected. Elements in such
set are selected from the top positions in the initial ranking Rp which have a matching distance
lower than ThCORR.
To select such m correlated matches, we propose a dynamic method that does not require
ThCORR to be fixed a priori but let it vary for every probe. Such dynamic method requires two
steps: definition of the visual ambiguities region and analysis of the distances distribution.
The solution to the first step is inspired by the shape of the distances vs ranks plots depicted
in Figure 6.4. It shows that there exists a significant trend among all the datasets highlighting
that: (i) at first ranks, distances with the probe image increases abruptly, then flatten (first
elbow); (ii) from the first elbow, distances grow linearly till reaching high ranks, where they
finally start increasing significantly (second elbow). According to such trend we have identified
three classes of gallery images (see Figure 6.5(a)): (i) similar appearance class (Csa), which
corresponds to gallery images with distances located before the first elbow; (ii) dissimilar ap-
pearance class (Cda) corresponding to gallery images having distances located in-between the
two elbows and (iii) opposed appearance class (Coa), which corresponds to all the other galleries.
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Figure 6.3: Selection of the correlated matches. Gallery images in the first ranks show high
visual ambiguities with the probe. The content information threshold ThCORR determines which
gallery images should be included in the correlated matches (orange rectangle). This enables us
to focus on visual ambiguities only.
(a) (b) (c)
(d) (e)
Figure 6.4: Ranks and corresponding distances obtained for all the probe images in the (a)
VIPeR, (b) PRID, (c) CUHK02, (d) 3DPeS, and (e) i-LIDS datasets. Results show a trend that
is shared among all the dataset and which can be exploited to select the correlated matches.
As shown in Figure 6.5(a), gallery images belonging to the Csa class are within the region
where the visual ambiguities are present (first positions of the ranking). The visual disparities
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are located in correspondence of the remaining two classes. Therefore, to identify gallery images
sharing visual ambiguities with a probe, Csa has to be detected.
(a)
(b) (c) (d)
Figure 6.5: Selection of the correlated matches threshold. In (a) it is shown an example of the
results obtained by applying K-means clustering algorithm to the distances between a probe
and all the gallery images. Similar, dissimilar and opposed appearance clusters are represented
by blue circles, magenta squares and dark blue stars, respectively. The visual ambiguities and
visual disparities regions are depicted in light blue and light magenta, respectively. In (b), (c),
(d) three common behaviors of the distances in the visual ambiguities region are shown. Blue
dashed lines represent the limits of the similar appearances cluster. The correlated matches
thresholds (ThCORR) are drawn in magenta.
We propose to use the k-means clustering algorithm to identify the three classes of gallery
images. Let D = {d(IAp , IB(1)), . . . , d(IAp , IB(M))} be the set of distances used to generate the
ranking Rp. Then, the objective is to divide D in κ = 3 partitions. This task is accomplished
by minimizing:
arg min
P
κ∑
j=1
∑
d(IAp ,IB(i))∈Pj
‖d(IAp , IB(i))− µj‖2, i = 1, . . . ,M (6.1)
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where µj is the mean of the distances within the j-th partition Pj ∈ P. Once the minimization
is finished, cluster Csa corresponds to the partition containing the closest match d(IAp , IB(1)).
In other words, Csa = {d(IAp , IB(1)), . . . , d(IAp , IB(k))}, where k represents the index of the largest
distance in the cluster.
Once the similar appearance images (i.e., the visual ambiguities region) are detected, the
m correlated matches are selected by analyzing the distribution of the distances in Csa. Such
a process is carried out considering that not all the gallery images corresponding to distances
within Csa actually share visual ambiguities with the probe. Indeed, as shown in Figure 6.5(b),
(c) and (d) it may happen that, due to the appearances in the cluster Csa and the probe image
together with the ability of the ranking method, the ranked distances may be close to the first
ranking position but not among them. As a result large differences between consecutive rank
distances can appear.
We assume that only the gallery images whose distances are close to the first rank and there
are not gaps among them, i.e. all the distances that occur before the largest gap are relevant to
identify the visual ambiguities. Following this assumption, three cases can be identified: (i) the
most of gallery images are considered as correlated matches since the gaps among distances tend
to be uniform (see Figure 6.5(b)); (ii) a few gallery images occurring before the largest gap are
selected (see Figure 6.5(c)); (iii) only the first gallery image is selected to form the correlated
matches (see Figure 6.5(d)).
To procedure to locate the largest gap in the visual ambiguities region, hence to obtain the
threshold for correlated matches selection ThCORR is next described. Given the set of ordered
distances Csa, the correlated matches threshold is computed as
ThCORR = arg max
d(IAp ,IB(i))
{
d(IAp , IB(i))− d(IAp , IB(i+1))
}
(6.2)
where i = 1, . . . , k − 1.
The set of m correlated matches equals Bcn = {IB,cn(i) |d(IAp , IB(i)) ≤ ThCORR}, where the
superscript cn is added to clarify that image IB,cn(i) belongs to the correlated matches. The
content information set Ccnp = {xcn(1), . . . ,xcn(m)} contains the m feature vectors extracted from
the correlated matches in Bcn. Notice that, only persons in the correlated matches are re-ranked.
This is compliant with the assumption that the true match is located in the first rank positions.
6.3.3. Context Information
Context information can be defined as the object frequency appearance in a particular do-
main. In image retrieval, the context information is the set of images containing the target
object [207]. We provide a similar definition for the person re-identification problem: the con-
text information is given by the K-common nearest neighbors of the probe and a correlated
match.
Given a probe, we extract the context information using the correlated matches (see Fig-
ure 6.6). For each correlated matching image IB,cng ∈ Bcn, we compute its initial ranking list
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Table 6.1: Proposed clustering conditions using ThRpCORR and Th
Rg
CORR. Each IB
∗
j ∈ B∗ is assigned
to the cluster that satisfies both conditions.
Distances Θ1 Θ2 Θ3 Θ4
d(IAp , IB
∗
j ),Th
Rp
CORR > < > <
d(IBg , IB
∗
j ),Th
Rg
CORR > > < <
Figure 6.6: Representation of content and context information computed for a probe image.
Gallery images inside the red rectangle are the correlated matches. Each of such images is used
to compute a ranking with all the gallery images in B∗. The obtained correlated rankings are
then clustered on the basis of the similarity of each gallery with the correlated match and the
probe. The K-common gallery images in all Θ4 clusters are finally used to extract the context
information.
Rg, i.e. the correlated ranking. In such case, the ranking is computed using the gallery set
B∗ = B\IB,cng . Then, given Rp and Rg, we define four clusters using the dissimilarity measure
d(·, ·) and two thresholds ThRpCORR and ThRgCORR computed using the method proposed in sec-
tion 6.3.2. Each gallery image IB∗j ∈ B∗ is assigned to the cluster that satisfies the conditions in
Table 6.1.
Once the clustering has finished, clusters Θ1, Θ2, Θ3 are discarded. Θ4 is the context
relevant cluster since it provide a set of similar appearance images between the probe and the
corresponding correlated match. The clustering process is carried for each for every correlated
match, thus generating m clusters denoted as Θg4, for g = 1, . . . ,m. The elements in each Θ
g
4 are
the images IB∗i ∈ B∗ having high similarity both with the probe and with the correlated match
IB,cng itself (i.e., the nearest neighbors). Then, a histogram counting the frequency of appearance
of each image in ∪mg=1Θg4 is computed. The K images having highest frequency of appearance,
i.e., the K-common nearest neighbors, are considered to compute the context information set
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Ccxp = {xcx(1), . . . ,xcx(n)}, where n = max(| ∪mg=1 Θg4|,K) The threshold K has been introduced
to reject gallery images that have low frequency of appearance, i.e. images having non-similar
visual appearances with all correlated matches and the probe. Indeed, as it will be shown in the
results, if such images are considered in the detection of the visual ambiguities, the performance
decrease.
Finally, Ccxp is updated by removing feature vectors that are in duplicated in Ccnp , i.e. Ccxp =
Ccxp \Ccnp .
6.3.4. Discriminant Information Analysis
The content and context information provide a set of images with "similar" appearance. The
goal of the following analysis is to detect, hence to remove, the visual ambiguities encoded in
the corresponding feature vectors. This allows to focus on discriminant features that help to
correctly locate the true match within the correlated matches and increase its position in the
initial ranking.
We believe that visual ambiguities correspond to the global information which mainly con-
tributes to the dissimilarity computation. Motivated by this we aim to remove such information
by considering the principal components of the computed feature vectors. In particular, we ap-
ply principal component analysis (PCA) to the set of feature vectors in the content and context
set to find their common information. Then, this is removed from the original feature vectors.
This yields to novel discriminant feature vectors that carry detailed information suitable for
post-ranking.
More formally, given a probe image IAp , let Xp = {xp, Ccnp ∪ Ccxp } be the set composed of its
feature vector and of feature vectors obtained by computing its content and context information.
We redefine Xp as a feature matrix Xp ∈ Rd×l with zero mean, where d is the feature vector
dimensionality and l = 1 + m + n is the number of vectors. Let U ∈ Rd×k be the first k
principal components of Xp selected to represent the common appearance subspace. First, we
project Xp to the subspace spanned by the k principal components. Then, the resulting vectors
are reconstruct it back such that global information can be obtained. This can be written as
UUTXp. Finally, the discriminant information is computed by removing the global information
from the original feature vectors
X˜p = Xp −UUTXp (6.3)
where each column of X˜p represents a discriminant feature vector x˜.
To summarize, two sets of gallery images are extracted from the initial ranking to model the
content and context information. The feature vectors obtained from the content and context
information sets are used to carry out the discriminant information analysis. This transforms
the original feature vectors by removing the common information, thus to get the discriminant
feature vectors.
Based on the discriminant context information analysis method, we can now describe the
post-training and post-ranking optimization.
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Post-Training: LetRTr be set of training ranks computed considering the |T | training sets
of vectors {xATr,xBTr}. The discriminant context information analysis described in the previous
sections is applied to each ranking RTrp ∈ RTr. As result, for each probe p sensed in camera A
and corresponding galleries g’s viewed in camera B, we get the discriminant feature vectors x˜Ap
and x˜Bg ∈ {Ccnp ∪ Ccxp }. The resulting sets x˜ATr = {x˜Ap }|T |p=1 and x˜BTr =
{
x˜Bg |x˜Bg ∈ {Ccnp ∪ Ccxp }
}|T |
p=1
,
together with each pairwise label y, are used to train the model L˜A,B.
Post-Ranking Optimisation: In a similar way, let us consider a ranking in R computed
considering feature vectors {xA,xB}. The discriminant context information analysis is exploited
to compute the corresponding discriminative feature vectors {x˜A, x˜B}. Then, the learned model
L˜A,B is applied to such vectors and the final ranking is computed using d(·, ·). The final ranking
in R˜ is obtained by reordering the correlated matches according to the so computed distances.
6.4. Experimental Evaluation
In this section we show the performance of our DCIA framework on five publicly available
benchmark datasets. First, we introduce the characteristics of the selected datasets as well as
the experimental settings. Then, we provide an extensive set of experiments to demonstrate that
our method is able to improve the initial performance achieved by three existing approaches.
Comparisons with state-of-the-art method are then provided to show the superior performance
of our DCIA framework.
To make a fair comparison, for each experiment, we run 10 trials using random splits to select
train and test person IDs. As performed by other state-of-the-art works, the average results over
these 10 trials are shown in terms of Cumulative Matching Characteristics (CMC) curves [31].
The CMC curve is a plot of the recognition performance versus the rank score and represents
the expectation of finding the correct match within top k matches. A single randomly selected
image is used for datasets having more than one image of a same person in each camera.
6.4.1. Datasets
We have evaluated the performance of the DCIA framework using five public benchmark
dataset. The most relevant characteristics of each dataset are provided in Table 6.2 and dis-
cussed in the following. Such datasets have been captured in realistic scenarios under strong
illumination changes, viewpoint variations, occlusions, clutter backgrounds, etc. Hence, we
choose the following datasets as they provide many challenges faced in real world scenarios.
VIPeR Dataset1: The VIPeR dataset [31] is considered the most challenging person re-
identification dataset. It contains images of 632 persons viewed by two non-overlapping cameras.
The 1264 images have severe lighting variation and background clutter. In addition, image pairs
have viewpoint variations of 90, 180 and 270 degrees (see Figure 6.7 for a few samples). Following
the commonly adopted procedure [31, 124, 137], the dataset has been randomly split into two
subsets of 316 persons each, one for training and one for testing, respectively.
1Available at vision.soe.ucsc.edu/node/178
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Table 6.2: Details and comparison of the considered person re-identification benchmark datasets.
Dataset Persons Cameras Additional Info
VIPeR [31] 632 2 Location: outdoorChallenges: viewpoint variation, light and color changes
PRID [34] 934 2
Location: outdoor
Challenges: illumination and color changes,
similar appearances (visual ambiguities)
CUHK02 [148] 1816 10
Location: outdoor
Challenges: viewpoint variation,
and attributes (bag-packs, handbags, folders, etc.)
3DPeS [32] 201 8
Location: outdoor
Challenges: viewpoint variations, spatial resolution,
illumination and color changes
i-LIDS [208] 119 2
Location: indoor
Challenges: occlusions, background clutter,
viewpoint variations, spatial resolution changes
Figure 6.7: 15 Image samples from VIPeR dataset. Each column corresponds to a pair of images
of the same person captured by the two different cameras.
PRID Dataset2: The PRID dataset [34] contains 1134 images acquired by two disjoint
cameras, named camera A and camera B. 385 persons appears in camera A and 749 in camera
B, but only 200 persons are contained in both cameras. This dataset comes with numerous
persons with similar appearance, hence the visual ambiguities are higher than in the VIPeR.
For the evaluation, we have adopted the same protocol proposed in [135]: persons from camera
A have been used as probes and persons from camera B as gallery. Among the 200 persons
appearing in both cameras (see Figure 6.8 for some examples), we have randomly selected 100
persons for training and 100 for testing. The remaining 549 persons appearing only in camera
B are referred to as the “distractors”. We provide results for the case where distractors are
included in the gallery.
Figure 6.8: 15 Image samples from PRID dataset. Each column corresponds to a pair of images
of the same person captured by the two different cameras.
CUHK02 Dataset3: The CUHK02 dataset [148] contains images sensed by five disjoint
2Available at http://lrs.icg.tugraz.at/download.php
3Available at http://www.ee.cuhk.edu.hk/~xgwang/CUHK_identification.html
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camera pairs each of which have footages for 971, 306, 107, 193 and 239 persons, respectively.
Each person has two images in each camera view. The dataset has been acquired in a campus
environment and, at the current state, is one of the largest dataset proposed for re-identification.
In addition, due to pose variations and lighting changes that occurs between camera pairs it
is considered a challenging dataset. To evaluate our approach we have used the same protocol
introduced in [148] and selected the camera pair having 971 persons to compare the performance
with state-of-the-arts methods (image pair samples belonging to such camera pair are depicted
in Figure 6.9). The dataset has been split into two sets for training and test containing 485 and
486 persons, respectively.
Figure 6.9: 15 Image samples from CUHK02 dataset. Each column corresponds to a pair of
images of the same person captured by the two different cameras.
3DPeS Dataset4: The 3DPeS dataset [32] contains sequences of 201 people taken from a
multi-camera distributed surveillance system. Each one of the 8 cameras has footages acquired
with different light conditions and calibration parameters. Persons images have been acquired
from different view points and captured at different time instants and on different days. This
results in a very challenging dataset (see Figure 6.10 for a few samples). Following the same
protocol proposed by [144], the dataset has been randomly split into two sets (one to training
and one for testing) containing 95 persons each.
Figure 6.10: 15 Image samples from 3DPeS dataset. Each column corresponds to a pair of
images of the same person captured by the two different cameras.
i-LIDS Dataset5: The i-LIDS dataset [208] used in this work has been extracted from
the HOSDB’s i-LIDS multi-camera tracking dataset. It contains 476 manually cropped images
of 119 persons captured by disjoint cameras. The dataset comes with lighting changes and
clutter background, but the most significant challenge is determined by the presence of partial
occlusions (see Figure 6.11). In order to evaluate and compare the performance with state-
of-the-arts methods, we have followed the protocol in [209]. The dataset has been randomly
partitioned into two sets: 80 persons have been selected for testing and the rest of them has
been used for training.
4Available at http://www.openvisor.org/3dpes.asp
5Available at http://tna.europarchive.org/20100413151426/scienceandresearch.
homeoffice.gov.uk/hosdb/cctv-imaging-technology/i-lids/
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Figure 6.11: 15 Image samples from i-LIDS dataset. Each column corresponds to a pair of
images of the same person captured by the two different cameras.
6.4.2. Implementation Details and Settings
To model the person appearance we have used the same representation proposed in [124].
Feature vectors extracted from the resized 64 × 128 pixels’ images are represented by isotropic
Gaussian weighted color histograms extracted from 8 horizontal stripes. From each stripe, 24-
bins histograms have been extracted from the Hue-Saturation (HS), RGB and Lab channels.
Histogram of oriented gradients (HOG) quantized in 4 bins, and local binary patterns (LBP)
sampled from a grid with cell size equal to 16 pixels, are concatenated to form the final 4842-
dimensional feature vector.
To evaluate the performance of the proposed DCIA framework we have selected three base-
line models, namely KCCA [124], KISSME [137] and LADF [104] to compute the matches for the
initial and final rankings. In our notation, LA,B and L˜A,B define the set of parameters learned
by such models trained on input features {xATr,xBTr} and discriminative features {x˜ATr, x˜BTr}, re-
spectively.
The DCIA parameters determining the number of considered context images K and the
dimensionality of the discriminant feature vectors k has been selected as follows. Experiments
have been made using the KCCA model and image pairs from VIPeR dataset.
In Figure 6.12, we evaluate the performance of using the context information within the
DCIA framework. Recognition percentages for the first 15 ranks are shown for different values
of K. Experiment with K = 0 corresponds to the performance of the DCIA framework without
the usage of context information. Thus, only the content information is considered to compute
the discriminant feature vectors, hence to remove the visual ambiguities. As shown in Fig-
ure 6.12, large values of K yield superior performance, thus showing the benefits of the context
information. In particular, the best rank 1 recognition percentage is obtained using K = 10.
Higher values of K, such as 16 or 19, lead to worse performance. This is motivated by the fact
that images with dissimilar global appearance are considered in the discriminant information
analysis. Thus, not only the visual ambiguities are removed, but also useful information which
allows to discriminate between persons having different appearance. Following such results, for
the rest of experiments shown in this section, we selected K = 10 as the maximum number of
common context matches.
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Figure 6.12: CMC performance achieved by using the DCIA framework on the KCCA base-
line model. Results have been computed considering the VIPeR dataset and varying the K
parameter.
Table 6.3: Performance of the DCIA framework varying the k parameter. The value of k is
computed with respect to the specified PCA retained energy. Results have been computed
on the VIPeR dataset using the KCCA baseline model. Values of k have been computed by
averaging the values obtained for each of the 316 probe persons.
Energy
Average of Selected
Principal
Components (k)
Recognition
Percentage
for Rank 1
35% 2.91 59.32%
45% 4.12 61.16%
55% 5.37 63.92%
65% 7.22 58.29%
75% 9.54 51.06%
Table 6.3 shows the performance of the DCIA framework for different values of k. Results
have been computed using the KCCA baseline model and the VIPeR dataset. In the current
work, we selected such values based on the amount of PCA energy retained in representing
the common appearance subspace. This percentage is turned into a specific k for each of the
316 probe persons. The average number of principal components k grows up from 2.91 for an
energy of 35% to 9.54 for an energy of 75%. Results show that, DCIA performance improvement
is higher when the retained energy is lower, hence when only a few principal components are
retained. This shows that, common global information is closely related to the visual ambiguities
and removing it from the original feature vectors helps to focus on details which are highly
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discriminant for re-identification. In particular, the optimal recognition percentage at rank 1
(i.e., 63.92%) is achieved when 55% of the energy is kept. On the other hand, DCIA performances
decrease when higher levels of retained energy are considered. In such a case not only the visual
ambiguities but also the discriminative details are removed from the original feature vectors,
thus causing a degradation of the performance. The 55% of energy of the set of feature vectors
have been used to represent the common appearance subspace in the rest of experiments. Notice
that, while the DCIA parameters could have been separately estimated for each dataset, we have
taken their average to provide a more general framework.
6.4.3. Analysis of the Proposed Approach with different baseline models
To demonstrate that the DCIA framework can be used to improve the first rank performance
of existing methods we have computed the results for the three baseline models. It shows
the performance achieved on the VIPeR, PRID, CUHK02, 3DPeS and i-LIDS datasets. Each
sub-figure includes six CMC curves which have been computed by using baseline models alone
(dashed lines) and by using them within our DCIA framework (solid lines). Since only correlated
matches are re-ranked and those corresponds to first ranks, we provide results for the first 25 rank
scores only. For the rest of ranks, similar or comparable results to the considered approaches are
achieved. On the right side of each sub-figure, the CMC performances are shown for the three
first ranks. These sub-figures highlight the remarkable performance gain achieved by using the
DCIA framework.
VIPeR: In Figure 6.13, results are computed for the VIPeR dataset. The KCCA model
obtains a recognition percentage of 42.09% for rank 1. When applied over the KCCA model,
DCIA yields to a remarkable improvement by reaching a recognition percentage of 63.92%, thus
increasing the baseline model performance by more than 20%. Similarly, for KISSME and LADF
models, the recognition percentage increases from 33.8% to 38.87% and from 40.53% to 44.67%
for rank 1, respectively.
Though the results using DCIA are better for each considered case, the most significant
improvement is achieved by considering the KCCA baseline model. In such a case DCIA improves
the performance up to the rank 18. Only the first 5 and 4 ranks are improved when the DCIA is
applied over KISMME and LADF models. More specific details about recognition percentages
on VIPeR dataset are shown in Table 6.4.
Table 6.4: Comparison with baseline models for VIPeR dataset. Results are shown as recognition
percentages for some relevant ranks. Improved results are in boldface font.
Rank → 1 5 10 15 20 25
KCCA [124] 42.09 72.63 85.76 90.82 94.78 96.36
KCCA [124] + DCIA 63.92 78.48 87.50 91.61 94.94 96.36
KISSME [137] 33.80 67.96 82.01 87.67 91.28 93.62
KISSME [137] + DCIA 38.87 67.96 82.01 87.67 91.28 93.62
LADF [104] 40.53 71.85 83.56 88.29 91.61 93.82
LADF [104] + DCIA 44.67 71.54 83.56 88.29 91.61 93.82
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Figure 6.13: CMC performance achieved using three different baseline models on VIPeR dataset.
Dashed lines show the performance of the baseline models. Solid lines have been computed by
applying the proposed DCIA framework on such models.
PRID: Results on the PRID dataset are shown in Figure 6.14. The achieved performance
demonstrates that DCIA yields to remarkable improvements for all the three baseline models.
DCIA leads to a performance gain up to the first 15 ranks for KCCA, the first 14 ranks for
KISSME and the first 17 ranks for LADF. In particular, the recognition percentages increase
from 18.0% to 39.0% for rank 1 using KCCA as baseline model, from 14.0% to 23.5% using
KISSME and from 29.5% to 36.5% using LADF.
More representative recognition percentages shown in Table 6.5 demonstrate that the per-
formance boost affects more ranks than for the VIPeR. This is due to the fact that the PRID
dataset has several persons that looks very similar to each other (i.e., it contains lots of visual
ambiguities). Thus, more images are included in the correlated matches which are finally re-
ranked. This demonstrates that our method correctly detects the visual ambiguities and is able
to identify only the discriminative features which can be used to improve the initial ranking.
Table 6.5: Comparison with baseline models for PRID dataset. Results are shown as recognition
percentages for some relevant ranks. Improved results are in boldface font.
Rank → 1 5 10 15 20 25
KCCA [124] 18.00 33.92 42.82 52.72 56.62 61.54
KCCA [124] + DCIA 39.00 43.92 46.86 52.72 56.62 61.54
KISSME [137] 14.00 26.46 36.41 45.35 51.30 54.25
KISSME [137] + DCIA 23.50 29.96 37.41 45.35 51.30 54.25
LADF [104] 29.50 41.48 47.95 52.42 55.91 58.88
LADF [104] + DCIA 36.50 43.98 48.95 52.92 55.91 58.88
CUHK02: In Figure 6.15 the performance of the proposed DCIA framework have been
computed for the CUHK02 dataset. As for the other two datasets, DCIA yields better results
174 Chapter 6. Post-Ranking Person Re-Identification
0 5 10 15 20 25
10
15
20
25
30
35
40
45
50
55
60
65
Rank Score
R
ec
og
ni
tio
n 
Pe
rc
en
ta
ge
 [%
]
 
 
1 2 3
10
15
20
25
30
35
40
45
KCCA
KCCA + DCIA
KISSME
KISSME + DCIA
LADF
LADF + DCIA
Figure 6.14: CMC performance achieved using three different baseline models on PRID dataset.
Dashed lines show the performance of the baseline models. Solid lines have been computed by
applying the proposed DCIA framework on such models.
for all of three baseline models. In particular, the best performance is obtained using KCCA.
In such a case, the performance of the first 24 first ranks are boosted. For KISSME and LADF
the first 8 and 10 ranks are improved, respectively.
As shown in Table 6.6, using the DCIA framework with KCCA a recognition percentage of
59.77% is achieved at rank 1. For the same rank, KCCA alone reaches a recognition percentage
of 36.52% only. Considering the other baseline models, results improve from 22.81% to 29.4%
for KISSME and from 22.27% to 27.0% for LADF.
Table 6.6: Comparison with baseline models for CUHK02 dataset. Results are shown as recog-
nition percentages for some relevant ranks. Improved results are in boldface font.
Rank → 1 5 10 15 20 25
KCCA [124] 36.52 63.07 71.50 78.70 81.89 84.88
KCCA [124] + DCIA 59.77 74.28 77.78 80.86 82.82 84.88
KISSME [137] 22.81 50.79 61.06 67.43 72.98 76.16
KISSME [137] + DCIA 29.40 51.30 61.17 67.43 72.98 76.16
LADF [104] 22.27 50.34 63.28 70.98 75.48 79.47
LADF [104] + DCIA 27.00 52.19 63.79 71.18 75.69 79.47
3DPeS: In Figure 6.16 performance on 3DPeS dataset are given. While the proposed DCIA
framework improves the performance of all the baseline methods, the boost is less remarkable
for this dataset. Only the first 7 ranks are improved for KCCA, the first 6 for KISSME and the
first 9 for LADF.
Results in Table 6.7 show that, at rank 1, the recognition percentages increase from 28.6% to
35.6%, from 23.94% to 28.65% and from 34.3% to 39.05% for each baseline model, respectively.
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Figure 6.15: CMC performance achieved using three different baseline models on CUHK02
dataset. Dashed lines show the performance of the baseline models. Solid lines have been
computed by applying the proposed DCIA framework on such models.
More interestingly, while for the other datasets the best recognition percentage was always
reached using the KCCA model, for the 3DPeS, the best performance are obtained using the
LADF baseline model.
Table 6.7: Comparison with baseline models for 3DPeS dataset. Results are shown as recognition
percentages for some relevant ranks. Improved results are in boldface font.
Rank → 1 5 10 15 20 25
KCCA [124] 28.60 52.26 62.71 70.46 76.91 81.86
KCCA [124] + DCIA 35.60 52.26 62.71 70.46 76.91 81.86
KISSME [137] 23.94 49.92 63.03 70.33 76.62 81.26
KISSME [137] + DCIA 28.65 51.25 63.03 70.33 76.62 81.26
LADF [104] 34.34 59.12 70.80 76.15 81.72 84.67
LADF [104] + DCIA 39.05 60.30 70.80 76.15 81.72 84.67
i-LIDS: Finally, results of the DCIA framework on the i-LIDS dataset are shown in Fig-
ure 6.17. The recognition percentage increases from 19.33% to 33.5% for rank 1 when KCCA
is used as baseline model. Similarly, performances increase from 11.0% to 17.67% for KISSME
and from 31.0% to 38.5% for LADF. As for the 3DPeS dataset, the best recognition percentage
is obtained using LADF.
More representative recognition percentages are given in Table 6.8. In particular, results
show that DCIA improves the first 16 ranks using KCCA, the first 17 ranks for KISSME and
the first 4 ranks for LADF.
To provide an overview of the performance improvements achieved using the DCIA frame-
work we have included Figure 6.18. It shows the rank 1 performance comparisons for all the
baseline methods and the 5 datasets used so far. Results show that, for every considered case,
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Figure 6.16: CMC performance achieved using three different baseline models on 3DPeS dataset.
Dashed lines show the performance of the baseline models. Solid lines have been computed by
applying the proposed DCIA framework on such models.
Table 6.8: Comparison with baseline models for i-LIDS dataset. Results are shown as recognition
percentages for some relevant ranks. Improved results are in boldface font.
Rank → 1 5 10 15 20 25
KCCA [124] 19.33 50.93 70.85 77.43 87.35 89.77
KCCA [124] + DCIA 33.50 55.93 71.68 78.27 87.35 89.77
KISSME [137] 11.00 38.43 54.18 64.93 74.85 79.77
KISSME [137] + DCIA 17.67 39.27 55.02 65.77 74.85 79.77
LADF [104] 31.00 58.43 73.35 84.93 93.20 94.77
LADF [104] + DCIA 38.50 58.43 73.35 84.93 93.20 94.77
better recognition performance than the ones obtained by baseline models alone are achieved
when the DCIA framework is used. In particular, the best improvements are obtained using the
KCCA model on VIPeR, PRID and CUHK02 datasets, and using the LADF model on 3DPeS
and i-LIDS datasets. Remarkable improvements can be observed for the VIPeR and CUHK02
datasets where the KCCA baseline model recognition performances increase by 21.83% and
23.25%, respectively. A similar performance gain is obtained for all the baseline models on the
PRID dataset. In such a case improvements of 21% for KCCA, 9.5% for KISSME and 7.0% for
LADF are obtained, respectively.
Table 6.9 shows a more detailed analysis of the re-identification performance achieved for all
the aforementioned experiments. The number of times the true match is within the correlated
matches is given in the third column. In other words, it shows how many probes (among all
the possible ones, in brackets) have actually been considered for post-rank optimization. Fourth
and fifth columns provide the average and the maximum number of persons in the correlated
matches. Finally, the last two columns show the number of improved and deteriorated rankings,
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Figure 6.17: CMC performance achieved using three different baseline models on i-LIDS dataset.
Dashed lines show the performance of the baseline models. Solid lines have been computed by
applying the proposed DCIA framework on such models.
respectively. Results demonstrate that on average, for all the datasets and baseline models,
50% of the times a probe is correctly considered in the correlated matches for post-ranking
optimization. On average, 9 persons are included in the correlated matches and such a value is
never higher than 29.4 persons, thus showing that only first ranks are considered. For 4 datasets
out of 5, KCCA+DCIA yields the largest number of improved rankings. In particular, for the
CUHK02, more than 133 probe persons have been correctly moved to first ranks, while only 30
have been wrongly moved to higher ones. Finally, it is worth noticing that, for every considered
case, the number of improved rankings is much higher than the one of deteriorated ones, thus
showing that initial results are always improved.
Some examples of improved and deteriorated rankings are shown in Figure 6.19. Results have
been computed for all the five considered datasets. For each probe, only the selected correlated
matches are shown. In particular, first row corresponds to the initial ranking computed using
the KCCA model and second row to the final ranking obtained by DCIA. The true match
position is improved if there exists discriminant information in the content information set (as
shown in Figure 6.19(b), first row). However, strong lighting and pose variations may have too
much influence in the appearance, hence causing a degradation of the initial performance (see
Figure 6.19(d), second row).
To summarize, results achieved with the proposed DCIA framework (applied on three base-
line methods) have demonstrated that remarkable recognition improvements can be obtained
for first ranks. In particular, for every considered dataset and each baseline method, the first
rank recognition performances are always improved. The smallest improvement is of 4% only on
the VIPeR dataset (using the LADF model), while the greatest one is of 23% (on the CUHK02
dataset with KCCA as baseline method). This shows that the DCIA framework can be generally
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Figure 6.18: Rank 1 recognition percentages obtained by the three baseline models used alone
and within the DCIA framework. Results are provided for all the 5 considered datasets. The
improvement achieved by using the DCIA framework is shown on the top of each bar.
applied to any existing method to improve its initial results. This strongly supports our assump-
tion that every initial ranking carries valuable information that can be exploited to improve the
performance.
(a) (b)
(c) (d) (e)
Figure 6.19: Examples of improved (green box) and deteriorated (red box) rankings obtained
using the proposed algorithm. Results have been computed for the (a) VIPeR, (b) CUHK02, (c)
PRID (including distractors), (d) 3DPeS and (e) i-LIDS datasets. The location of the rectangle
indicates the true match.
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6.4.4. Comparison with state-of-the-art methods
In this section we compare the results achieved by the DCIA framework with state-of-the-arts
methods on the VIPeR, PRID, CUHK02, 3DPeS and i-LIDS datasets. Due to the improvement
is reached in top ranks, we show the first 25 ranks of the CMC curve for each method on each
dataset. Similar to the previous section, we include a sub-figure showing the performances for
the first 3 ranks. This is done to highlight the improvements of DCIA with respect to state-of-
the-art methods.
VIPeR:
In Figure 6.20, CMC curves provide a comparison of the DICA performance with respect to exist-
ing methods for which either the full CMC curve or the code is available, namely KISSME [137],
LF [144], LADF [104], LMF [101], LMF+LADF [101] and KCCA [124].
Our algorithm applied on KCCA outperforms existing ones especially for the most represen-
tative ranks. In particular, we achieve a correct recognition percentage of 63.92% for rank 1,
while other methods reach a recognition percentage of only 19.8%, 24.2%, 29.3%, 29.1%, 43.5%
and 40.5%, respectively. The performance gap decreases for higher ranks. This is due to the
fact that we perform the post-ranking on correlated matches only.
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Figure 6.20: Comparisons of the proposed algorithm with state-of-the-art methods on the VIPeR
dataset.
In Table 6.10 we report the comparison of our performance with 19 state-of-the-art methods
on VIPeR dataset. The same settings used by such methods have been used to give a fair
comparison. Results are shown in terms of recognition percentage for a relevant subset of all
possible ranks. These demonstrate that the proposed method applied on KCCA outperforms
the existing ones and improves the best results obtained so far by more than 20%.
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Table 6.10: Comparison with state-of-the-art methods on the VIPeR dataset. Results are shown
as correct recognition rates (in percentage) for a subset of relevant ranks. Best results are in
boldface font.
Rank → 1 5 10 20
LF [144] 24.2 52.2 67.1 82.3
RS-KISS [138] 24.5 - 66.6 81.7
WFS [21] 25.81 - 69.56 83.67
eSDC.knn [19] 26.31 - 58.86 72.77
eSDC.ocsvm [19] 26.74 - 62.37 76.36
PatMatch [112] 26.90 - 62.34 75.63
MtMCML [106] 28.83 - 75.82 88.51
LMF [101] 29.1 52.9 66.3 81.0
LAFT [148] 29.60 - 69.30 81.34
RCCA [111] 30 - 75 87
SalMatch [112] 30.16 - 65.54 79.15
kBiCoV [109] 31.11 - 70.71 82.44
SWF [126] 32.97 - 75.63 86.87
KISSME [137] 33.80 67.95 82.00 91.27
PKFM [210] 36.8 - 83.7 91.7
KISSME+DCIA 38.87 67.95 82.00 91.27
LOMO+XQDA [128] 40.00 - 80.51 91.08
KCCA [124] 40.5 71.8 86.1 94.9
LADF [104] 40.53 71.85 83.55 92.24
LMF [101]+LADF [104] 43.4 73.1 85.0 94.4
LADF+DCIA 44.67 71.53 83.55 92.24
KCCA+DCIA 63.92 78.48 87.5 94.94
PRID:
In Figure 6.21, performances are compared with those obtained by KISSME [137], DDC [34],
EIML [142], RPLM [135], LADF [104] and KCCA [124].
The DCIA framework used on the top of KCCA outperforms all states-of-the-art methods
up to rank 12, where we obtain similar results to LADF and KCCA. In particular, at rank 1,
KCCA+DCIA reaches a recognition percentage of 39.0% while the methods used for comparison
reach recognition percentages of 4.0%, 4.0%, 15.0%, 15.0%, 18.0% and 29.5%, respectively.
In Table 6.11 performances achieved by DCIA are compared with state-of-the-art ones on
the PRID dataset (including distractors). Results are given in terms of recognition percent-
ages for most representative rank scores. Reported performance demonstrate that, as for the
VIPeR dataset, the rank 1 correct recognition rate is strongly improved. In particular, our
KCCA+DCIA framework achieves a correct recognition rate of 39.0% for rank 1, thus increas-
ing state-of-the-art performance by 9.5%.
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Figure 6.21: Comparisons of the proposed algorithm with state-of-the-art methods on the PRID
dataset (including distractors).
Table 6.11: Comparison with state-of-the-art methods on the PRID dataset (including distrac-
tors). Results are shown as correct recognition rates (in percentage) for a subset of relevant
ranks. Best results are in boldface font.
Rank → 1 5 10 20 50 100
DDC [34] 4.0 18.0 24.0 37.0 56.0 70.0
DAM [143] 8.0 - 30.0 41.0 59.0 75.0
KISSME [137] 14.0 26.5 36.4 51.3 72.0 87.0
EIML [142] 15.0 30.0 38.0 50.0 67.0 80.0
RPLM [135] 15.0 31.0 42.0 54.0 70.0 80.0
KCCA [124] 18.0 33.9 42.8 56.6 72.0 85.0
KISSME+DCIA 23.5 29.9 37.4 51.3 72.0 87.0
LADF [104] 29.5 41.5 47.9 55.9 76.7 86.0
LADF+DCIA 36.5 43.9 48.9 55.9 76.7 86.0
KCCA+DCIA 39.0 43.9 46.8 56.6 72.0 85.0
CUHK02:
In Figure 6.22, the performance obtained by the DCIA framework are compared with the ones of
CCA [211], ITML [212], LDM [213], mLMNN [214], LADF [104], KISSME [137], LAFTV [148],
SWF [126] and KCCA [124]. As for all other reported cases, our KCCA+DCIA outperforms
state-of-the-art ones up to rank 20, and achieves a rank 1 recognition rate of 61.7%. For the
same rank, recognition rates of 5.2%, 9.6%, 11.3%, 14.3%, 22.2% , 22.8%, 25.8%, 31.0% and
38.5% are reached by the methods used for comparison.
In Table 6.12 we compare the DCIA performance with state-of-the-art methods for some
relevant ranks. Results show that the KCCA+DCIA framework improves the previous state-of-
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Figure 6.22: Comparisons of the proposed algorithm with state-of-the-art methods on the
CUHK02 dataset.
the-art performance by more than 23%.
Table 6.12: Comparison with state-of-the-art methods on the CUHK02 dataset. Results are
shown as correct recognition rates (in percentage) for a subset of relevant ranks. Best results
are in boldface font.
Rank → 1 5 10 20 50 100
CCA [211] 5.2 15.7 22.0 29.9 47.2 63.1
ITML [212] 9.6 22.2 28.0 41.6 62.5 82.5
LDM [213] 11.3 30.5 38.6 52.5 70.1 82.2
mLMNN [214] 14.2 31.3 38.4 52.0 72.1 87.7
LADF [104] 22.2 50.3 63.3 75.5 90.3 96.2
KISSME [137] 22.8 50.7 61.1 73.0 88.4 95.5
LAFTV [148] 25.8 53.6 64.9 78.1 92.8 98.7
LADF+DCIA 27.0 52.2 63.8 75.7 90.3 96.2
KISSME+DCIA 29.4 51.3 61.2 73.0 88.4 95.5
SWF [126] 31.0 57.3 68.7 79,5 91.2 96.9
KCCA [124] 38.5 65.0 73.5 83.8 93.5 98.3
KCCA+DCIA 61.7 76.2 79.7 84.7 93.5 98.3
3DPeS:
In Figure 6.23, performance achieved by our DCIA framework is compared with the ones of
LMNN-R [141], KISSME [137], KCCA [124], LF [144] and LADF [104]. Results show that
LADF+DCIA achieves a recognition percentage of 39.1% for rank 1, while, for the same rank,
state-of-the-art methods reach a recognition percentage of 23.0%, 23.9%, 28.6%, 33.3% and
34.3%, respectively. This show that, while using our DCIA framework better performance than
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existing methods are achieved, such an improvement is less evident for the 3DPeS dataset. This
is due to the fact that the 3DPeS dataset has very few persons having similar appearance, hence
the visual ambiguities are less evident and may not help so much in the discrimination.
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Figure 6.23: Comparisons of the proposed algorithm with state-of-the-art methods on the 3DPeS
dataset.
Table 6.13 shows the performance achieved by previously mentioned state-of-the-art ap-
proaches for 5 relevant ranks. The results are expressed as recognition percentages and com-
pared to the ones achieved by the DCIA framework. The proposed LADF+KCCA approach
improves by about 5% the performance obtained by the best existing method (i.e., LADF).
Table 6.13: Comparison with state-of-the-art methods on the 3DPeS dataset. Results are shown
as correct recognition rates (in percentage) for a subset of relevant ranks. Best results are in
boldface font.
Rank → 1 5 10 20 50
LMNN-R [141] 23.0 44.9 55.2 69.0 88.9
KISSME [137] 23.9 49.9 63.0 76.6 93.2
KISSME+DCIA 28.6 51.2 63.0 76.6 93.2
KCCA [124] 28.6 52.3 62.7 76.9 94.4
LF [144] 33.3 58.2 70.0 81.1 95.0
LADF [104] 34.3 59.1 70.8 81.7 95.1
KCCA+DCIA 35.6 52.3 62.7 76.9 94.4
LADF+DCIA 39.1 60.3 70.8 81.7 95.1
i-LIDS:
Finally, Figure 6.24 shows the performance obtained by using our DCIA framework and
compares it with the ones achieved by existing methods for which CMC curves are avail-
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able, namely KISSME [137], ELF [31], KCCA [124], AHPE [98], SDALF [16], CPS [215],
LADF [104], PRSVM [140], PRDC [97], SCR [90], SBDR [209] and ISR [127]. For such a
dataset, LADF+DCIA obtains similar results as state-of-the-art methods. Indeed, the majority
of the them reach a recognition percentage between 30% and 40% for the rank 1, including our
LADF+DCIA approach. Only KCCA and KISSME have a rank 1 recognition percentage below
20%.
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Figure 6.24: Comparisons of the proposed algorithm with state-of-the-art methods on the i-LIDS
dataset.
In Table 6.14 recognition percentages for 6 representative ranks are shown. The best recog-
nition percentage is 39.5% achieved by ISR. Our LADF+DCIA framework obtains similar per-
formance by reaching a rank 1 recognition percentage of 38.5%. However, notice that, since the
performance of every considered baseline model (for every dataset) have been improved by at
least 4%, it is reasonable to conclude that if ISR would have been used as baseline model, its
performance could have been improved as well, thus establishing the highest rank 1 recognition
percentage.
6.4.5. Comparison with post-ranking methods
Finally, to demonstrate the benefits of our DCIA framework with respect to other post-
ranking methods we have included in Table 6.15. Recognition performance achieved on the
VIPeR dataset are shown for some relevant ranks. Since the majority of the re-ranking methods
provide results on such dataset only, we have not considered all the other ones used so far. Notice
that, RIRO [29], IRT [151] an POP [28] post-ranking techniques have an iterative operation in
which the user participates by manually selecting some samples from the initial ranking. Thus,
to make a fair comparison, we considered the performance obtained using a single iteration.
Results show that KCCA+DCIA outperforms all existing methods. In particular, it achieves a
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Table 6.14: Comparison with state-of-the-art methods on the i-LIDS dataset. Results are shown
as correct recognition rates (in percentage) for a subset of relevant ranks. Best results are in
boldface font.
Rank → 1 5 10 15 20 25
KISSME [137] 11.0 38.4 54.1 64.9 74.8 79.7
ELF [31] 16.0 41.0 60.5 70.0 77.5 81.5
KISSME+DCIA 17.7 39.3 55.0 65.7 74.8 79.7
KCCA [124] 19.3 50.9 70.8 77.4 87.3 87.7
AHPE [98] 21.0 43.0 53.0 58.0 62.0 65.0
SDALF [16] 28.0 47.5 57.5 64.0 67.0 72.5
CPS [215] 29.5 52.0 62.0 67.5 72.0 77.5
LADF [104] 31.0 58.4 73.3 84.9 93.2 94.8
PRSVM [140] 32.0 61.5 73.0 80.0 83.0 86.0
PRDC [97] 32.6 54.5 65.9 72.0 78.3 81.0
KCCA+DCIA 33.5 55.9 71.6 78.3 87.3 87.7
SCR [90] 34.5 54.0 64.0 67.5 72.0 75.0
SBDR [209] 37.7 64.1 76.4 81.1 84.6 89.0
LADF+DCIA 38.5 58.4 73.5 84.9 93.2 94.8
ISR [127] 39.5 58.9 68.2 73.4 77.4 80.4
rank 1 recognition percentage of 63.92%, thus improving the best result (59.05%) obtained by
POP [28] (1 iteration) by more than 4%. More interestingly, notice that SB [149] and CCRR [27]
provide the performance achieved using the KISSME baseline model. Using such baseline model,
SB and CCRR improve the baseline rank 1 performance from 18.6% to 19.3% and from 20%
to 22%, respectively. For the same rank 1, DCIA improves the performance from 33.80% up
to 38.87%, thus obtaining a gain of about 5%. This shows that DCIA is more effective than
existing methods when applied to the same baseline model.
Table 6.15: Comparison with re-ranking methods on the VIPeR dataset. Results are shown as
recognition percentages for some relevant ranks. Best results are in boldface font.
Rank → 1 5 10 25 50
DDC [34] 19 - 52 69 80
KISSME [137] + SB [149] 19.3 50.7 63.3 78.2 90.6
KISSME [137] + CCRR [27] 22 49 69 87 95
ISR [127] 27 50 61 76 86
RIRO [29] (1 Iteration) 28 30 34 51 64
PRRS [150] 33.29 - 78.35 - 97.53
KISSME [137] + DCIA 38.87 67.96 82.01 93.62 98.36
IRT [151] (1 Iteration) 43 45 46 53 61
LADF [104] + DCIA 44.67 71.54 83.56 93.82 98.52
POP [28] (1 Iteration) 59.05 60.95 63.10 72.20 -
KCCA [124] + DCIA 63.92 78.48 87.50 96.36 99.05
6.5. Conclusion
In this chapter has been proposed a novel post-ranking framework for person re-identification.
We have focused our attention on the visual ambiguities shared between the low ranked images
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in order to improve the performance at low ranks. An unsupervised approach has been intro-
duced which exploits the visual ambiguities shared between first ranked persons. A discriminant
information analysis, based on content and context information, has been proposed to detect and
remove such visual ambiguities. Extensive evaluation performance have been conducted using
five public benchmark datasets. Results demonstrated that, for every considered dataset, base-
line models performance are strongly improved. This strongly supports our initial believes,i.e.,
that the initial ranking includes relevant information that can be used to improve first rank
performance. Finally, comparisons with state-of-the-art methods have shown that previously
rank 1 performance have been improved by more than 20% on two very challenging datasets.
Next steps...
Numerous true matches have been moved towards a better rank position using the discrim-
inant context information analysis. This improvement has been possible thanks to the true
match was located in the first positions of a initial ranking where these positions shared visual
ambiguities. Many times the true match is found far respect to first rank positions correspond-
ing to visual disparities situations. In the future, we would like to explore the visual disparities
in order to move the true match around the first ranks.

Chapter 7
Conclusions and Future Works
In this final chapter, conclusions extracted from the accomplished work, together with an
analysis of the main thesis results, are drawn. The main contributions are enumerated to clearly
state the novelties and proposed approaches. Next, paper publications in peer-reviewed journals
and presented in conferences that are related to the thesis are listed. Finally, future works are
discussed.
7.1. Conclusions
This thesis work has presented a contribution to the literature related to smart video surveil-
lance whose interest has been progressively increasing in the last years, both for researchers and
industries, due to the growing demand of safety and security in modern societies. However,
monitoring and analyzing the huge amount of video data that a distributed camera network
can generate in a single day is becoming a critical problem since surveillance operators should
achieve the task of extracting high-level information in real-time. Consequently, several opera-
tors would be required to attend the large quantity of videos. This situation highlights the need
of automatic video surveillance systems which should be able to analyze the video data and only
provide the usable information to the operator.
In order to analyze this usable information, a wide variety of video surveillance applications
has emerged, such as behavior analysis, activity recognition, scene understanding, suspicious
action recognition, etc. These high-level applications share a main idea that consists of the
scene understanding through people motion and have a common basis that is to deal with
trajectories of people across the monitored environment.
In particular, this thesis has addressed the problem of people multi-tracking in a non-
overlapping camera network by means of different computer vision techniques. The unifying
thread of the thesis has been based on the incremental information from the video data captured
by a single camera to the visual recognition of a person in the whole camera network, covering
several research aspects such as people detection, people tracking and person re-identification.
Thus, the main goal of this thesis has been to reach a route that starts dealing with problems
related to the detection and tracking of multiple persons in a single view following with the
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visual recognition of a person in non-overlapping fields of view. We have generated a short-term
tracker (STT) for each person from video data of a single camera for, subsequently, combining
all of them by means of the visual recognition in order to generate the trajectory in the whole
camera network.
As it was presented in the state-of-the-art methods, there is no closed solution to the general
problem of person detection, tracking and re-identification in an unconstrained environment.
Throughout our work we have shown up-to-date algorithms which are used as a starting point
for our contributions. In this sense, the applied methodology was focused on the evaluation of
our proposals on public datasets in order to compare our results with previous ones from other
researchers.
The people detection and tracking problems have been extensively investigated in the litera-
ture, whose main goals are to localize and track multiple people over time who are crossing the
scene captured by the camera. These problems are commonly addressed simultaneously since
usable information can be shared between them in order to improve the performance. We have
focused our efforts into the detection step after combining it with probabilistic estimators and
data association algorithms in order to achieve the multi-tracking step. We have reviewed in
depth state-of-the-art methods related to the proposed description models. Our contributions
have been related to novel description models based on the location and orientation of cameras
with respect to the scene in order to detect any person crossing it. One of the most interesting
cues has been the reliable discrimination between people and the rest of the objects that can
appear in the environment. This enables the tracking step to deal with a smaller number of
detection errors. Results have shown a suitable performance even with most the challenging
benchmark datasets.
The person re-identification problem is the other, and more relevant, research field that
has been addressed in this thesis as evidenced by the number of contributions. Despite the
huge effort from researchers in the last few years, the person re-identification problem remains
largely unsolved. In our context, re-identification means to recognize a person who has already
been observed over a camera network. However, temporal and spatial constraints are very hard
to impose since they are entirely dependent on the environment where the camera network is
installed. Thus, the problem can be redefined as the visual recognition of the same person in
disjoint fields of view. A complete description of the state-of-the-art has been carried out in
this thesis. We have begun the analysis from the initial works, which are essentially based on
the extraction of discriminant features and on a straight matching function, moving on to the
most novel approaches such as distance metric learning, feature transformation and post-ranking
methods. Many challenging issues can affect in the visual recognition when a person is recorded
by disjoint cameras. However, we have focused our efforts into the viewpoint variations when
the orientation of a person with respect to the cameras of the network varies depending on the
trajectory of that person. Several algorithms taking advantage of multiple perspectives of a given
person have been proposed. Results have shown an increase in recognition rate when embedding
this novel strategy into straight discriminative signatures and feature transformations. Finally,
the unexplored post-ranking optimization area within the person re-identification problem has
been analyzed in order to improve the performance of baseline models. We have focused on
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the visual ambiguities problem that emerges given the nature of the approaches proposed in
the literature. As opposed to most of the works related to post-ranking optimization, we have
proposed an unsupervised framework that can be combined with any baseline model. The
increase in recognition percentages have demonstrated the suitable operation and the benefits
that the approach provides in the re-identification area.
7.2. Main Contributions and Publications of the Thesis
In this section we present the main contributions of the thesis and the associated publications
for each chapter/contribution.
7.2.1. Contributions on Modeling Person Detection and Tracking from a Sin-
gle View
We have introduced two novel description models to carry out the people detection step
together with probabilistic estimators. Thus, the goal consisting in the generation of a STT for
each person crossing the scene has been reached. Each person’s description model has attended
to a specific camera configuration related to its location and orientation, affecting to the person’s
perspective. A relevant aspect from both proposed people tracking algorithms is that exclusive
information from a single view has been used leading the use of multiple views of the scene.
Multiple views help with problems such as partial or total occlusions. However, it become a
major challenge to be resolved in single view approaches.
The first person description model has been based on a partial region of his/her silhouette
when such person is captured by a camera with certain tilt. This is the commonly used con-
figuration adopted by surveillance cameras since it obtains a large field of view of the scene.
We have selected the head region since it corresponds to the most robust body part in terms
of occlusions and it is a rigid part of the person in contrast to non-rigid body parts such legs,
arms, etc. Different morphological operations were applied over the raw image to extract the
foreground contours. The algorithm involved the use of different annular patterns to detect
the head contours since we have to deal with the size variation of the head due to the camera
perspective. After the detection step, we have used a Kalman filter bank to model and estimate
the trajectories of multiple candidate heads together with the global nearest neighbor (GNN)
method to manage the data association problem. This proposed tracking framework follows the
structure of a tracking-by-detection algorithm, i.e., given a set of head detections, the Kalman
filter estimates the next locations of the heads and together with the new set of head detections
the GNN algorithm carry out the head association among consecutive time steps. However,
in certain situations it may occur that some heads are not detected due to contours with low
contrast. To take these cases into account, we have introduced a novel reinforcing step based on
color statistical parameters of the head region estimated by the Kalman filter. In cases where
the head is not detected but has enough similarity with the estimated statistical parameters,
the algorithm takes the estimation provided by the Kalman filter as the new detection. Thus,
192 Chapter 7. Conclusions and Future Works
the proposed algorithm has a modified structure from tracking-by-detection to detection-by-
tracking. Results have shown proper operation of the algorithm when restrictions about the
camera configuration are reached, i.e., the contour definition is correctly recognized by the an-
nular filter bank. In contrast, as it was shown in Caviar dataset, the contour definition is not
enough for people crossing the scene far away of the camera. Thus, the performance of proposed
algorithm decreases significantly. In addition, comparisons with the state-of-the-art methods
were included. Finally, the tracking algorithm was tested as a people counting system obtaining
high counting rates.
Summarizing, the most relevant contributions for the people tracking approach based
on head detection are:
A low-computational background algorithm has been proposed to have an updated back-
ground image and to include new static objects in the model.
A functional pre-processing of the raw image has been performed to enhance the contours
of the person leaving aside the rest of the edges.
A set of novel annular patterns have been defined to better detect the head contours in
the image.
The probabilistic Kalman filter has been used to carry out the tracking of each person in
the scene.
A novel reinforcing step based on appearance cues has been included in the proposed
algorithm to minimize the amount of detection errors.
The second description model has been proposed to detect multiple persons from an overhead
camera configuration. This configuration is commonly used in people counting algorithms which
provide significant information for many video surveillance applications. Several parameters
including size, motion and height of the person have been used to model the crossing of the
person by the common area of the stereo vision system. The extended particle filter have been
used to estimate trajectories of people crossing the field of view of the camera. The most
interesting aspect in the particle filter operation is how the measurement vector was obtained.
We have used the location of the particle in order to generate each measurement instead of having
an a priori measurement vector, reducing the computational load. New people in the tracking
area are included in the discrete probability density function using a random re-initialization.
We have included a clustering step to determine how many persons are crossing the scene at the
same time because the output of the particle filter is a probability density. Thus, each cluster
represented a person location, and the GNN method was used to manage the data association
problem. A deep behavior analysis was performed to verify the proper operation of the filter,
resulting in some degeneration problems when four or more persons are crossing the tracking
area at the same time. Similarly, the tracking algorithm was tested as a people counting system
obtaining people counting rates around 98%. A comparison with the state-of-the-art methods
related to people counting systems was included.
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Summarizing, the most relevant contributions for the people tracking approach based
on extended condensation algorithm are:
A novel description model based on size, motion and height has been proposed to detect
multiple persons using an overhead stereo vision system.
A multimodal particle filter with random re-initialization has been used to track multiple
persons.
A novel observation model has been proposed to differentiate between persons or other
objects crossing the scene.
The proposed algorithm has been tested with data from real scenarios achieving processing
rates around 15 frames per second.
Paper publications associated to these contributions in the person detection and tracking
research area are the following:
Detección y Seguimiento de Personas Basado en Estereovisión y Filtro de
Kalman.
Seminario Anual de Automática, Electrónica Industrial e Instrumentación (SAAEI 2011).
• Publication type: Conference.
• Status: Published.
• Subject category: Visión por computador y modelado 3D.
• Venue: Badajoz (Spain).
Sistema Estereoscópico Basado en Filtro de Partículas para Conteo de Per-
sonas.
Seminario Anual de Automática, Electrónica Industrial e Instrumentación (SAAEI 2012).
• Publication type: Conference.
• Status: Published.
• Subject category: Aplicaciones Industriales.
• Venue: Guimarães (Portugal).
Detección y Seguimiento de Personas Basado en Estereovisión y Filtro de
Kalman.
Revista Iberoamericana de Automática e Informática Industrial RIAI
2012
• Publication type: Journal
• Status: Published.
• Impact Factor: 0.053 (JCR 2013)
• Subject category: Automation & Control Systems 58/59 (Q4)
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Directional People Counter Based on Head Tracking.
IEEE Transaction on Industrial Electronics (TIE)
2013
• Publication type: Journal
• Status: Published.
• Impact Factor: 6.500 (JCR 2013)
• Subject category: Engineering, Electrical & Electronic 2/248 (Q1)
Tracking People Motion Based on Extended Condensation Algorithm.
IEEE Transactions on Systems, Man, and Cybernetics: Systems (SMC)
2013
• Publication type: Journal
• Status: Published.
• Impact Factor: 2.169 (JCR 2013)
• Subject category: Computer Science, Cybernetics 4/24 (Q1)
7.2.2. Contribution on Multiple View Oriented Model for Person Re-
Identification
We have introduced a novel method to retrieve multiple images with different orientation
from each STT provided by a people tracking algorithm. Since the person appearance can vary
depending on the point of view, we have extracted a set of features for each available view,
generating a panoramic feature map denominated as multiple view oriented model (MVOM). In
order to match different MVOMs coming from different cameras, an orientation value accom-
plishing the perspective-camera relationship together with a reliability value modeled by means
of linear and angular velocities have been included for each perspective. To achieve this goal
only two extrinsic calibration parameters have been required assuming certain constraints in the
camera model. We have shown several tests which reflect the novel information to be used in
the person re-identification approaches.
Summarizing, the most relevant contributions for the MVOM approach are:
A MVOM has been introduced to deal with the appearance changes due to different
viewpoints by means of multiple feature vectors.
A novel method have been proposed to recover the orientation value and a reliability value
of each perspective.
Inspired by the fact that a high similarity was achieved by perspectives with similar orienta-
tion corresponding to the same person, i.e., the orientation distance among perspectives is low,
two novel approaches have been proposed to take advantage of the novel information provided
by MVOMs.
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The first one corresponds to the iterative orientation aggregation algorithm which has been
proposed to maximize the number of successful matches and speed up the re-identification pro-
cess using orientation values. The re-identification process was performed in different orientation
steps, starting from a low orientation distance then increasing the orientation distance range. In
the middle of the re-identification process, two behavior properties have been added. The aggre-
gation property was allocated to joint different MVOMs corresponding to the same person and
the iterative property restarts certain orientation steps in order to use the join model. We have
shown that our approach is able to join numerous MVOMs corresponding to the same person
by evaluating the performance on two benchmark datasets. Comparisons with existing state-
of-the-art methods have shown that the proposed approach achieves a superior performance in
both datasets.
Summarizing, the most relevant contributions for the iterative orientation aggregation
approach are:
A method have been proposed to carry out the re-identification process in a gradual fashion
attending to the orientation distance.
Novel aggregation and iterative properties have been included in the re-identification pro-
cess to increase the performance of the proposed approach.
The second approach is the orientation driven classifiers scheme which is inspired by the
fact that the feature transformation between appearances is multimodal for a camera pair. The
person orientation was used to learn different feature transformations between pairwise feature
dissimilarities vectors (PFDs). In particular, the range of orientation distances has been divided
into two regions, one formed by PFDs computed for images with similar orientations and, the
other composed of PFDs computed for images with all the other possible orientations. Then, for
each subspace, a binary classifier has been trained to discriminate between images of the same
person and images from different persons. Extensive evaluations, analysis and comparisons with
state-of-the-art methods have been conducted to show the superior performance of our method
on two publicly available benchmark datasets.
Summarizing, the most relevant contributions for the orientation driven classifiers ap-
proach are:
A pairwise feature dissimilarity space has been defined to model the invariant features
between a camera-pair.
The pairwise feature dissimilarity space has been divided into two regions attending to the
multimodal transformation.
Each feature dissimilarity subspace has been trained to learn from PFDs using a SVM
classifier.
Publications associated to this chapter/contribution are the following:
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Features Accumulation on a Multiple View Oriented Model for People Re-
Identification.
Eurographics Workshop on 3D Object Retrieval (3DOR 2013).
• Publication type: Conference.
• Status: Published.
• Subject category: 3D Object Retrieval.
• Venue: Girona (Spain).
Person Orientation and Feature Distances Boost Re-identification.
22nd International Conference on Pattern Recognition (ICPR 2014).
• Publication type: Conference.
• Status: Published.
• Subject category: Action Recognition and Identification.
• Venue: Stockholm (Sweden).
Camera Calibration Parameters for Oriented Person Re-identification.
9th International Conference on Distributed Smart Cameras (ICDSC 2015).
• Publication type: Conference.
• Status: Accepted.
• Subject category: Surveillance and Tracking Applications.
• Venue: Seville (Spain).
Multiple View Oriented Matching Algorithm for People Re-Identification.
IEEE Transaction on Industrial Informatics (TII).
2014
• Publication type: Journal
• Status: Published.
• Impact Factor: 8.785 (JCR 2013)
• Subject category: Automation & Control Systems 1/59 (Q1)
Modeling Feature Distances By Orientation Driven Classifiers For Person Re-
Identification.
It is submitted to Journal of Visual Communication and Image Representation (JVCI).
2015
• Publication type: Journal
• Status: In revision process.
• Impact Factor: 1.361 (JCR 2013)
• Subject category: Computer Science, Software Engineering 33/105 (Q2)
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7.2.3. Contribution on Post-Ranking Re-Identification Optimization
We have introduced an unsupervised post-ranking optimization method to improve the per-
formance in person re-identification approaches. The core novelty of the work was a study about
the visual ambiguities that occur between similar appearances located in the first positions of
the ranking to extract novel information that can be used over any baseline model. To achieve
this goal we have proposed a unsupervised dynamic method to select a set of images with similar
appearance to the probe image from the first positions of the ranking. Then, for each correlated
image, another set was extracted from similar appearances to the probe and to such correlated
image, representing the context for that correlated image. All images were included in a dis-
criminant information analysis to detect the visual ambiguities shared by them. We apply PCA
to a set of features vectors belonging to the previous images to remove the common information
and to focus on a powerful discriminant information. Finally, correlated images are re-ranked
using the novel discriminant feature vectors. An extensive performance evaluation has been
conducted using five public benchmark datasets, demonstrating that the performance of the
baseline models is always improved. Comparisons with state-of-the-art methods have shown
that the performance corresponding to the first ranking have been improved by more than 20%
on very challenging datasets.
Summarizing, the most relevant contributions for the unsupervised post-ranking opti-
mization approach are:
The discriminant context information analysis module has been proposed to optimize the
initial ranking which is computed using baseline models.
The visual ambiguities challenge has been addressed by means of an unsupervised post-
ranking method.
Novel content and context information have been defined in order to represent a similar
appearance space with respect to a probe image.
A discriminant feature analysis has been proposed to remove the common information
from a set of feature vectors with similar appearance.
Improvements by more that 20% have been reached for the first ranking position.
Publications associated to this main contribution are the following:
Person Re-Identification Ranking Optimization by Discriminant Context In-
formation Analysis.
It is submitted to International Conference on Computer Vision (ICCV 2015).
• Publication type: Conference.
• Status: In revision process.
• Subject category: Recognition: detection, categorization, classification, indexing,
matching.
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• Venue: Santiago (Chile).
Discriminant Context Information Analysis for Post-Ranking Person Re-
Identification.
It is submitted to IEEE Transaction on Pattern Analysis and Machine Intelligent (PAMI).
2015
• Publication type: Journal
• Status: In revision process.
• Impact Factor: 5.694 (JCR 2013)
• Subject category: Computer Science, Artificial Intelligence 4/121 (Q1)
Summarizing, 4 publications in international journals indexed in the JCR and 5 confer-
ences have been derived from this thesis so far. In addition, there are currently , there are 2
publications in international journals and one conference under review.
7.3. Future Works
Throughout the thesis work several aspects has arisen but they were taken apart from our
focus. A number of related topics may be enumerated here to continue the research work in this
field. To better characterize these works, we have grouped them into two categories: computer
vision tasks and deployment of real surveillance systems.
7.3.1. Computer Vision Tasks
Many open issues still remain unsolved in the people detection and tracking research field
when only the information from a single point of view is available. We are aware that a lot of
work has to be done in the future to achieve a fully automated system ready to perform people
tracking on real scenarios with very little or non-supervision by surveillance operators.
Similarly, the people tracking through multiple cameras in a surveillance network by achiev-
ing a suitable re-identification is still a unresolved problem. The best re-identification ap-
proaches, even with post-ranking optimization, only reach person recognition percentages around
65%. Thus, the human supervision is currently mandatory.
On the other hand, person re-identification is a relatively young research topic in the people
detection and tracking field. Several aspects have still to be explored, thus a huge amount of work
should be performed in order to use re-identification algorithms in real-world scenarios. As of
today, the most important issue of the state-of-the-art methods falls back into the improvement
of person recognition percentages which are evaluated mostly on the same three benchmark
datasets (VIPeR, i-LIDS and 3DPeS). Although this has been a fundamental aspect to compare
the performance between re-identification methods, there are other aspects to be considered.
For instance, the computational complexity of many algorithms is too high in order to be used
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in on-line applications. Thus, they are only useful from the research point of view as a base to
build and propose new concepts.
Another interesting point is the way of interaction with the operator. The design of interfaces
should tend to facilitate the use of person re-identification results by surveillance operators. This
could appear to be irrelevant for research, however, it is a very important step to move person
re-identification algorithms from the research environment to practical products for the industry.
7.3.2. Deployment of real surveillance systems
Here, several future works are devised due to the requirement of powerful embedded plat-
forms, smart cameras and fast communication protocols.
Real-time image processing performed by smart cameras can enhance existing algorithms but
also motivate new applications. Video surveillance is one of the promising applications to which
smart cameras can achieve these benefits even for increasing intelligence of the application. Other
advantage in relation to important system aspects, such as data privacy or ad-hoc algorithms
for each camera, involves a decrease in complexity of the central host. However, the local
processing is the most important issue which requires and adequate low-level pixel processing
and middle-level object processing.
In particular, the people multi-tracking has been divided into three parts: detection, tracking
and re-identification. The first two tasks are independently performed for each camera, while the
re-identification task requires information from all the cameras. Thus, detection and tracking
algorithms can be processed in the smart camera and the re-identification algorithm may be
carried out in the central host, allowing a semi-distributed processing. Another way would be to
process the whole re-identification algorithm in the camera in order to reach a fully distributed
processing.
Other aspect is to develop novel applications using the powerful tracking information such as
marketing. For instance, tracking the trajectory and spots of people in different cameras, joined
with the information from a database of shopping types, it could be possible to predict the
next step in the shopping route, thus addressing some marketing spot to a particular individual.
From the example above, one can observe how important privacy concerns are. The surveillance
system needs to ensure that private data are correctly managed. Besides, encryption and secure
communication channels should be used in the distributed camera network.
A new public benchmark dataset will be featured for people tracking and person re-
identification tasks using the video data collected by our experimental datasets, remaining
available for the research community in order to make fair comparisons among multiple ap-
proaches.
To conclude the dissertation, we hope that this thesis, together with the derived publications,
could be an inspiration to future researchers for novel extensions and improvements aiming to
achieve unsupervised video surveillance in complex environments.
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Appendix A
Datasets
In this appendix, we introduce the benchmark datasets used to evaluate the approaches de-
scribed in this thesis. First, a brief introduction about the interest of the reference dataset is
presented. Then, we describe the characteristics of each dataset related to people tracking and
person re-identification. Finally, a comparison of all datasets is included emphasizing the most
relevant features.
A.1. Introduction
The performance evaluation has become an increasingly relevant characteristic of video
surveillance systems. Particularly, tasks such as tracking or re-identification are often required
to analyze the behavior of people moving through the environment in a video surveillance cam-
era network. Commonly, tracking techniques are applied over a single camera view while re-
identification techniques are needed to recognize targets between disjoint fields of view due to
the difficulty to cover the whole area. There is a great interest in the research community to
create practical benchmark datasets in order to evaluate the performance of algorithms dealing
with such problems. Also, there exist the necessity to compare with novel solutions, application
of commercial prototypes and new challenges, according to the requirements and limitations
provided by real working conditions. Summarizing, there are three main requirements that the
dataset needs to satisfy::
to show the proper operation of the algorithm,
to demonstrate the robustness of the algorithm over the challenges,
and to compare the algorithm with state-of-the-art methods.
Different characteristics are required in the dataset depending on the application to be tested.
Dataset focused in people tracking are formed by a large number of trajectories of persons from
a single or multiple cameras. The size of the people groups crossing the scene at the same
time varies from a single person to groups of 7/8 persons or even more. Supposing that multiple
cameras capture the same scene, the dataset must include some way to synchronize video flows in
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order to take advantage of that information. Often several challenges are deliberately introduced
in the dataset to stress the algorithm such as shadows, lighting variations, partial or whole
occlusions.
In the same way, person re-identification approaches can be tested with person tracking
datasets. However, the total number of different persons is not enough to evaluate this type
of approaches. Thus, specific benchmark datasets have been built to evaluate the person re-
identification algorithms. First datasets proposed in the research community contain only one
or several snapshots of the person for each camera. However, recent datasets provide short-term
video sequences in which each person appears. Independently of this characteristic, multiple
challenges are considered when a person walk through the environment captured by a non-
overlapping camera network. These challenges are: low resolution of the visible region of the
person, different poses and viewpoints may appear corresponding to the same person due to the
location of the cameras in the environment, lighting changes including indoor/outdoor cameras,
different photometric settings, persons partially or totally occluded, cluttered background, etc.
In this thesis, we use multiple datasets in order to evaluate the proposed approaches. Ac-
cording to people tracking tasks, experimental results are shown over the CAVIAR dataset and
other two proposed datasets. Although there exist more datasets oriented to people tracking
such as PETS1, we capture two datasets with specific camera configuration and location due to
the requirements of the algorithms. According to person re-identification tasks, experimental
results have shown over 3DPeS, SAIVT, VIPeR, PRID, CUHK02, i-LIDS and ETHZ datasets.
The remainder of this appendix is structured as follows. Section A.2 shows benchmark
datasets to evaluate the performance of detection, tracking and counting algorithms. In the
same way, section A.3 shows benchmark datasets to evaluate the performance of re-identification
algorithms.
A.2. People Tracking Datasets
In this section, we present the benchmark datasets used to evaluate the people tracking
algorithms proposed in this thesis.
A.2.1. CAVIAR dataset
The CAVIAR dataset2 is composed by multiple video sequences which were recorded in
different scenarios of interest. These sequences include persons walking alone, persons walking
together, meeting with others, entering and exiting stores. The dataset is formed by two scenar-
ios: i) sequences from a wide angle camera in the entrance lobby of the INRIA labs at Grenoble
(France), and ii) sequences captured from two different points of view in a shopping center in
Lisbon (Portugal).
1http://www.cvg.reading.ac.uk/PETS2009/a.html
2Available at http://groups.inf.ed.ac.uk/vision/CAVIAR/CAVIARDATA1/
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The experimental results have been focused in the second scenario of the dataset. The two
cameras were installed in an indoor area and captured the same scene from different points of
view. Figure A.1 (a) and (b) show an image example for each point of view. The first one is the
view of the corridor, while the second is a cross view of the scene.
(a) (b)
Figure A.1: Image examples of points of view on CAVIAR dataset: (a) Corridor view. (b) Cross
view. These two images in particular have been extracted from the dataset web.
The data is divided in 26 pair of video files corresponding to the two points of view. Each
pair provides different number of persons crossing the scenario or/and different actions such as
walking, waiting, going inside/outside a store, etc. The pair of sequences are not synchronized
frame by frame. Thus, each sequence may start at a slightly different time but the time-code
provided in the upper left of the images gives the necessary information to synchronize. Also,
some frames are duplicated and the expected next frame is missing due to the capture and
digitization errors.
In our experiments we only use the corridor view shown in Figure A.1 (a), since such view
provides the required perspective that the proposed algorithm needs to carry out the head
detection. The total number of people that generates a trajectory long enough is 158 for this
view.
A.2.2. UAH dataset
We have proposed two benchmark datasets to evaluate the performance of visual tracking
algorithms. Each one present a different configuration on the camera location: i) tilted camera
which is the typical configuration for surveillance areas, and ii) overhead camera which is the
typical configuration for people counting systems.
Both datasets have been recorded in the Faculty of Medicine and Polytechnic School at
University of Alcala, where multiple video sequences with different number of people and types of
trajectories have been used to define each dataset. All people were notified about the presence of
the cameras in the environment due to Spanish regulations. The sequences have been captured at
different times during several days, thus the lighting changes between different video sequences.
A certain number of frames with no appreciable motion in the scene are provided to carry out
the background initialization at the beginning of each sequence.
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A.2.2.1. Tilted camera
The camera used in this dataset is a standard firewire camera configured with a resolution
of 320x240 pixels and 30 fps. Different scenes were recorded such as: doors, cafeteria accesses,
entry to public centers, etc. The videos in the processed image sequences contain many specific
situations such as people with backpacks, handbags, etc.
After different tests, the camera was positioned as shown in figure A.2(a). The camera was
located 3m from the ground and at an angle of 30 degrees from the vertical. The orientation
of the camera was perpendicular to the flow of people in-out, so the video captures the main
part of the path of the people entering the area. Figure A.2(b) shows the camera screwed to an
aluminum polo.
(a) (b)
Figure A.2: Video system with tilted camera: (a) Location and orientation of the camera in the
proposed system. (b) Real system image located on the access of a room from a corridor.
The total number of trajectories that form the dataset is 800. Some image examples from
three different locations are shown in Figure A.3.
(a) (b) (c)
Figure A.3: Different locations of the cameras in the proposed dataset.
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A.2.2.2. Overhead stereo-vision system
The stereo-vision system is formed by two commercial cameras configured with a resolution
of 320x240 pixels and 25 fps. Such cameras were placed in a coplanar configuration. The height
of the system was set to 3.5 meters from the floor using an aluminum pole. Intrinsic and extrinsic
parameters have been obtained by means of a calibration process3. Figure A.4 shows an example
of the stereo-vision system.
Figure A.4: Stereo vision system with overhead cameras.
The stereo-vision system was located close to different doors of the Polytechnic School.
Figure A.5 shows pair of images corresponding to two different locations. The total number of
trajectories that form the dataset is 300.
Figure A.5: Image examples of the video system with two overhead cameras. Each row corre-
sponds to a stereo view. (a) Left image 1. (b) Right image 1. (c) Left image 2. (d) Right image
2.
3http://www.vision.caltech.edu/bouguetj/calib_doc/
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A.3. Person Re-Identification Datasets
In this section, we present the benchmark datasets used to evaluate the person re-
identification approaches proposed in this thesis.
A.3.1. 3DPeS dataset
The 3D People Surveillance dataset4 (3DPeS) was proposed for surveillance and forensic
applications in 3D environments. The setup is composed by 8 different surveillance cameras
monitoring a large area of the university of Modena. Figure A.6 shows the map of the cam-
era network. The dataset contains hundreds of video sequences of 200 people captures by a
multi-camera distributed surveillance system and is applicable to different tasks such as people
detection and tracking, action recognition, trajectory analysis and specifically designs for re-
identification tasks. Files with calibration parameters such as position, orientation, pixel aspect
ratio and focal length are provided for each camera.
Figure A.6: Map of the camera setup on 3DPeS dataset (Image extracted from [32]).
Figure A.7 shows the field of view recorded by each camera with a resolution of 704x576
pixels and 15 frames per second. Strong lighting variations are provided in some sequences since
data were collected over the course of several days including clear light, shadowy areas, etc.
Some samples of person images are presented in Figure A.8. Not all persons are captured
by the 8 cameras. The dataset provides 5 sequences of average for each person. Each sequence
corresponds to a trajectory composed by approximately 300 frames.
Figure A.8: Image samples of 3DPeS dataset.
4Available at http://www.openvisor.org/3dpes.asp
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure A.7: Fields view for each camera on 3DPeS dataset: (a) Camera 1, (b) Camera 2, (c)
Camera 3, (d) Camera 4 (e) Camera 5, (f) Camera 6, (g) Camera 7 and (h) Camera 8.
A.3.2. SAIVT dataset
The multi-camera surveillance SAIVT dataset5 was captured from a surveillance camera
network in a real scenario to enable the evaluation of person recognition and re-identification
algorithms. The dataset consists of 150 people moving through a building environment captured
by 8 surveillance cameras. Thus, it provides a platform from which to demonstrate the best
features for re-identifying persons across different camera views, to compare the performance
between camera pairs, etc. Figure A.9 shows the camera setup with the approximate location
and orientation, where cameras have been placed to provide a maximal coverage of the area (with
some overlap) and observation of the entrances to the building. Also, calibration parameters
using Tsai’s method are provided for each camera.
Figure A.9: Map of the camera setup on SAIVT dataset (Image extracted from [33]).
Each camera records images with a resolution of 704x576 pixels and 25 frames per second.
5Available at https://wiki.qut.edu.au/display/saivt/SAIVT-SoftBio+Database
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A example of field of view for each camera is shown in Figure A.10.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure A.10: Fields view for each camera on SAIVT dataset: (a) camera 1, (b) camera 2, (c)
camera 3, (d) camera 4 (e) camera 5, (f) camera 6, (g) camera 7 and (h) camera 8.
Some samples of person images are presented in Figure A.11 where each column contains
images of the same person. Not all persons are captured by the 8 cameras, thus camera pairs
C3−C8 and C5− 8 are selected to evaluate the performance since they present a large number
of persons. Camera pair C3− C8 provides a similar viewpoint of the person while camera pair
C5− C8 provides dissimilar viewpoint of the person.
Figure A.11: Image samples of SAIVT dataset.
A.3.3. VIPeR dataset
In order to evaluate the performance of an appearance model in a modern surveillance sys-
tem, one requires a dataset which contains a significant amount of viewpoint and illumination
variations. The VIPeR dataset6 contains 632 pedestrian image pairs taken from arbitrary view-
points under varying illumination conditions. Such viewpoint variations are quantized into 45
degrees, thus the dataset provides until 8 different viewpoint image pairs.
6Available at vision.soe.ucsc.edu/node/178
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Figure A.12: Map of the camera setup on VIPeR dataset.
Figure A.13: Image samples of VIPeR dataset.
The data were collected in an academic setting over the course of several months. Each
person image was scaled to 128x48 pixels, and only an image pair is provided for each person.
Figure A.12 shows a possible location map of the cameras in order to record different viewpoints
and Figure A.13 shows several examples of image pairs corresponding to different persons.
A.3.4. PRID dataset
The PRID dataset7 have been created by Institute for Computer Graphics and Vision at
Graz University of Technology together with the Austrian Institute of Technology for the pur-
pose of testing person re-identification approaches. The dataset consists of images extracted
from multiple person trajectories recorded from two different, static surveillance cameras which
contain viewpoint variations, lighting changes, etc. The camera map is shown in Figure A.14.
All images was extracted from trajectories, thus several different poses per person are avail-
able in each camera view. The dataset contains 475 person trajectories from one view and 856
from the other one, with 245 persons appearing in both views. Several person have been fil-
tered out due to some heavily occlusions. Thus, persons with less than five reliable images in
each camera view as well as corrupted images induced by tracking and annotation errors were
removed. Figure A.15 shows the two different points of view captured in the datasets.
Camera view A includes 385 persons and 749 persons for camera view B. The first 200 persons
that appear in both camera views. The remaining persons in each camera view complete the
gallery set of the corresponding view maned as distractors. Figure A.16 shows some snapshot
examples of persons for each camera view.
7Available at https://lrs.icg.tugraz.at/datasets/prid/
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Figure A.14: Map of the camera setup on PRID dataset (Image extracted from [34]).
(a) (b)
Figure A.15: Fields view for each camera on PRID dataset: (a) camera 1 and (b) camera 2.
Figure A.16: Image samples of PRID dataset.
A.3.5. CUHK02 dataset
The CUHK02 dataset8 was proposed in the department of electronic engineering at the
Chinese University of Hong Kong. It contains images sensed by five disjoint camera pairs each
of which have snapshots for 971, 306, 107, 193 and 239 persons, respectively. The dataset
has been acquired in a campus environment and, at the current state, is one of the largest
dataset proposed for re-identification. In addition, due to pose variations and lighting changes
that occurs between camera pairs it is considered a challenging dataset. Figure A.17 shows a
8Available at http://www.ee.cuhk.edu.hk/~xgwang/CUHK_identification.html
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typical camera map where multiple surveillance cameras with disjoint fields of view record a
large environment.
Figure A.17: Map of the camera setup on CUHK02 dataset.
Two images are only available for each person in each camera view. Figure A.18 shows
several examples of person image pairs.
Figure A.18: Image samples of CUHK02 dataset.
A.3.6. i-LIDS dataset
The Imagery Library for Intelligent Detection Systems (i-LIDS)9 video library was created
for the Home Office Center for Applied Science and Technology in United Kingdom. It con-
sists of six different scenarios: abandoned baggage detection, parked vehicle detection, doorway
surveillance, sterile zone monitoring and new technologies (thermal images and infrared illu-
mination) and multi-camera tracking. We focus the evaluation on the multi-camera tracking
scenario which is composed by 8 surveillance cameras. Figure A.19 shows the field of view that
is recorded for each camera.
The dataset contains 476 manually cropped images of 119 persons captured by disjoint
cameras. Figure A.20 shows several image pair examples. These images have lighting changes
and clutter background, but the most significant challenge is determined by the presence of
partial occlusions.
9Available at http://tna.europarchive.org/20100413151426/scienceandresearch.
homeoffice.gov.uk/hosdb/cctv-imaging-technology/i-lids/
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(a) (b) (c)
(d) (e)
Figure A.19: Fields view for each camera on i-LIDS dataset: (a) camera 1, (b) camera 2, (c)
camera 3, (d) camera 4 and (e) camera 5.
Figure A.20: Image samples of i-LIDS dataset.
A.3.7. ETHZ dataset
The ETHZ dataset10 was proposed to be used in the "Depth and Appearance for Mobile
Scene Analysis" project. It was recorded in Zurich, using a pair of cameras mounted on a mobile
platform with a resolution of 640 x 480 pixels, and a framerate of 13/14 frames per second.
Figure A.21 shows the mobile platform used to record the dataset.
Figure A.21: Location of the camera pair on ETHZ dataset (Image extracted from [35]).
The dataset is composed of three test sequences of crowed shopping streets, taken on different
10Available at https://data.vision.ee.ethz.ch/cvl/aess/iccv2007/
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days and under different weather conditions. Also, calibration files for each camera and scene
parameters are included. This dataset is not specifically designed for people re-identification, but
some authors have used these video sequences to obtain results using a specific set of snapshots.
Figure A.22 shows two image examples of the stereo-vision system.
(a) (b)
(c) (d)
Figure A.22: Fields view for each camera on ETHZ dataset: (a) camera 1 (left view), (b) camera
1 (right view), (c) camera 2 (left view), (d) camera 2 (right view).
The test sequence SEQ.#1 was taken under similar weather conditions, strolling on a side-
walk. The test sequence SEQ.#2 shows a stroll over a busy square, with people moving in all
directions. The scene lies in the shade, resulting in low contrast and thus increased difficulty for
the detector. The test sequence SEQ.#3 was taken on a sunny day on a sidewalk, and contains
a large number of shadows and reflections. Given the requirements of our proposal concerning
calibration parameters, only sequence SEQ.#1 can be used to obtain the re-identification per-
formance. This sequence contains 83 people and includes calibration parameters and odometry.
Figure A.23 shows some examples of image pairs corresponding to the same people. The set of
images introduce variations in appearance and lighting changes.
Figure A.23: Image samples of i-LIDS dataset.

