Rheological material properties are examples of functionvalued quantities that depend on frequency (linear viscoelasticity), input amplitude (nonlinear material behavior), or both. This dependence complicates the process of utilizing these systems in engineering design. In this article, we present a methodology to model and optimize design targets for such rheological material functions. We show that for linear viscoelastic systems simple engineering design assumptions can be relaxed from a conventional spring-dashpot model to a more general linear viscoelastic relaxation kernel, K(t). While this approach expands the design space and connects system-level performance with optimal material design functions, it entails significant numerical difficulties. Namely, the associated governing equations involve a convolution integral, thus forming a system of integro-differential equations. This complication has two important consequences: 1) the equations representing the dynamic system cannot be written in a standard state space form as the time derivative function depends on the entire past state history, and 2) the dependence on prior time-history increases time derivative function computational expense. Previous studies simplified this process by incorporating parameterizations of K(t) using viscoelastic models such as Maxwell or critical gel models. While these simplifications support efficient solution, they limit the type of viscoelastic materials that can be designed. This article introduces a more general approach that can explore arbitrary K(t) designs using direct optimal control methods. In this study, we analyze a nested direct optimal control approach to optimize linear vis- * Address all correspondence to this author.
in many design problems, it limits creative design ideation. For example, viscoelastic functionality may come from polymers, colloids, and many other forms of structured soft materials. An early stage material-agnostic approach places fewer structural restrictions on the design space, and may help avoid design fixation [6, 7] . Previous work identified need for system-level material design [8] . The focus of this kind of system-level design approach is not the material itself, but its functionality. Figure 1 illustrates a comprehensive framework for earlystage design that can be applied to the design of rheologically complex materials. This is distinct from conventional material design approaches that do not link system performance directly to material design efforts. We envision a multi-level system design process that is material-agnostic at early stages but materialspecific at later stages. This multi-level hierarchical problem will connect functional system performance down to rheological properties, and finally down to the material formulation.
The functionality-drive material design process presented here involves identifying function-valued material properties that are optimal for overall system performance. The approach is similar to the well-established methodology of analytical target cascading (ATC), where performance targets for lower-level design problems are obtained via optimization [10, 11] . In this article we introduce a new approach for identifying optimal target material behavior functions for linear viscoelastic systems using an extension of direct optimal control. These target functions then in turn may be used to guide the development of new materials. Earlier work utilized this hierarchical approach, but relied on restrictive assumptions to simplify the target function optimization problem [8] . Here we generalize this approach in a way that lifts material-specific assumptions through an extension of direct optimal control [12] . This class of optimal control methods has proven to be effective for problems involving physical design, including highly nonlinear systems and problems with inequality constraints [13, 14] .
The broader objective of this work is to create a paradigm for creative and rational design of rheologically complex materials that directly connects system-level optimization and materiallevel design. Our approach is to develop an overall design process that involves design-driven mathematical modeling and optimization techniques that are material-agnostic during the early stages of optimal target setting, and that are material-specific during concept generation and material design. The article details the modeling of viscoelastic materials, its challenges and application of optimal control to rheological design. The implementation of the design philosophy is demonstrated using a vibration isolator case study.
MODELING VISCOELASTIC MATERIALS
In this section we discuss generalized models for viscoelastic models, generalized viscoelastic material design, related optimization challenges, and a new perspective on modeling for design of rheologically complex materials.
Generalized viscoelastic model
While previous studies have addressed viscoelastic material design, many have excluded the important feature of frequency dependence, resulting in limited design design strategies that do not capitalize on the ability of viscoelastic materials to adjust properties with changes in loading frequency [15] . Other work does account for time dependent behavior, but requires that the linear viscoelastic functions are described by a superposition of exponential functions [16, 17] . This restriction limits the design space and requires a large number of design variables. An example of this modeling strategy is illustrated in Fig. 2 . Viscoelastic behavior can be approximated using a configuration of discrete components (springs and dashpots). The approach used here is to replace the configuration of simple elements with a single generalized viscoelastic element characterized by the relaxation kernel K(t). Designing the function K(t) directly supports more flexible design space exploration for early-stage design. The K(t) that optimizes system performance can then serve as a target function for material development. Here we focus on methods for setting the target function. Material development based on optimal targets is a subject of ongoing work outside the scope of this article. Here we consider one-dimensional deformation. The force across a viscoelastic connection can be modeled using a single scalar equation:
where F V E is the force due to a viscoelastic element,ẋ is the velocity experienced by the element (dimensionsẋ=[LT -1 ]) and
. With a change of variable s = t − t this convolution integral becomes 
FIGURE 1:
Early stages of the product design process and application to rheologically-complex materials (design process adapted from Ulrich and Eppinger [9] )
The convolution integral in Eqn. (2) increases dynamic system optimization difficulty. In this article we focus on the case where K(t) is a general continuous function (i.e., no assumptions on the structure or parameterization of K(t), as has been done in previous studies). For general relaxation kernels, evaluation of F V E (t) requires numerical solution. This force will appear in the governing differential equations for a dynamic system involving such a viscoelastic element. Because this convolution integral depends on complete past state histories (assumingẋ is a state) it cannot be eliminated by adding a state variable to the system equations, and thus results in a system of integro-differential equations.
Without a special structure of K(t), there is not a closedform solution for the convolution integral or the system differential equations. Thus, solving for state trajectories will require numerical simulation of the differential equations, and numerical solution of the convolution integral every time the time derivative function for the differential equations is evaluated. This is a computationally intensive process, particularly if coupled with optimization (i.e., for every optimization function call a simulation must be performed, and for every derivative function evaluation made during simulation the convolution integral must be solved numerically). In the following subsection we review the mathematical nature of integro-differential equations, their solution methods, and the physical systems that they are associated with.
Integro-Differential Equations (IDEs)
Integro-differential equations are, as the name suggests, equations that contain both an integral and derivative terms. They typically fall in one of the two categories [18] :
1. Volterra integro-differential equations of the form:
2. Fredholm integro-differential equations of the form:
Specifically, if the kernel function g(x,t) in Eqn. (3) is of the form g(x − t), then the integral is classified as a convolution integral (as is the case with Eqn. (2)). Please note that the derivative term can exist within and/or outside of the integrand in an integro-differential equation. The system model corresponding to a linear viscoelastic element is a Volterra IDE.
Many solution methods for IDEs have been explored in the literature. The Laplace transform is often used when the structure of the kernel function is known. Other traditional methods include the series solution method where a Volterra IDE is converted to an initial value problem or a Volterra integral equation [19] . Once the IDE is converted to an integral equation, there exist a multitude of methods to solve the system [20, 21] . Brunner surveyed various numerical techniques that can be applied to IDEs [22] and applied Runge-Kutta methods to second-order IDEs [23] . Other work included quadrature methods to solve Volterra and Abel-Volterra equations [24] . Dixon studied multistep methods used in the solution of Volterra integral and integrodifferential equations of the second kind [25] . Other methods to solve higher-order and non-linear IDEs that have been studied are the Adomian Decomposition method [26, 27] and its modifications [28, 29] . The Variational Iteration Method (VIM) has also been used to solve non-linear IDEs numerically [30] . Most of these efforts, however, do not focus on convolution kernel solution or using IDEs in conjunction with engineering design optimization.
Hysteresis and Convolution Kernels in IDEs
Systems characterized by convolution integral equations are usually physical systems that exhibit the phenomenon of hysteresis. Hysteresis in a system arises when the output response of the system depends not only on the current but also past inputs. A prime example of hysteresis is the dynamic behavior of ferromagnets. When an external magnetic field is applied to a material like iron, it gets magnetized. Even after the removal of the field, it stays magnetized indefinitely. Viscoelastic materials exhibit a different type of hysteresis known as rate-dependent hysteresis [31] . A typical mechanical hysteresis loop is shown in Fig. 3 .
Stress
Strain Loading Unloading FIGURE 3: A hysteresis loop for viscoelastic materials, which have both viscous and elastic components resulting in different curves for loading and unloading. Energy absorbed during one loading-unloading cycle is given by the area within the loop.
Other engineering and biological systems beyond viscoelastic materials exhibit hysteresis such as electromagnets. Another example is observed in aircraft wing aerodynamics when the angle of attack where the flow on top of the wing reattaches is generally lower than the angle of attack where the flow separates [32] . Physical adsorption is another example that exhibits an unusual property: it is possible to scan within the hysteresis loop by reversing the direction of adsorption [33] .
Several methods of convolution quadrature have been studied, which is important for numerical evaluation of hysteretic systems. Lubich, a pioneer of the convolution quadrature, uses Laplace transforms to determine quadrature weights [34] . Lubich et al. also applied quadrature to fractional IDEs [35] . However, in these cases the structure of the kernel functions g(x − t) was known a priori. Zhang et al. proposed using a combination of linear methods with compound quadrature rules [36] . Finite elements were also used for this purpose when the system involved modeling of flow and partial differential equations [37, 38] . These efforts form a strong mathematical basis to understand convolution kernels and IDEs, but in general do not address rate-dependent convolution kernels of the form given in Eqn. (2), and do not extend their use for engineering design optimization.
In this article we introduce the use of optimal control in the optimization of viscoelastic systems (characterized by convolution IDEs), specifically for the case of general relaxation kernels K(t). Optimal control methods have successfully been used in the optimization of similar systems, such as wave energy converters [39, 40] where the cost functional term has a rate-dependent convolution structure. Yu and Falnes approached the problem by using a state space approximation of the convolution term; this approximation results in additional system model states [41] .
The objective of this study is to identify a generalized form of the shear relaxation modulus K(t) found in Eqn. (2) to support more flexible design strategies for early-stage design exploration involving viscoelastic materials. This flexibility may help reduce design fixation and enhance design innovation using rheologically complex materials.
Relaxation Modulus Parameterizations
In the most general case the relaxation kernel, K(t), should be treated as a function of arbitrary structure. Passive materials or systems, however, always result in a monotonically decreasing relaxation kernel [42, 43] . This constraint is simple to implement if only passive systems are to be considered, and does not restrict design space exploration significantly. Actively controlled systems, however, may have a relaxation kernel that is not monotonically decreasing. Usually K(t) is parameterized by models defined in Table 1 . K (ω) and K (ω) are the dynamic storage and loss moduli defined by [8] :
Using these forms of K(t), we can identify optimal parameters for each of the models. This is an extremely important exercise, which explores the design space and determines the functionalities defined by viscoelastic models. Previous studies have demonstrated the possibilities of expanding the design space by evaluating optimal target functions [44] , but are limited to parameterized relaxation modulus treatment. Here we use direct optimal control methods to allow the treatment of more general relaxation kernels that do not require assuming the use of a specific material class or material model.
Modeling for Design
In this article we aim to extend the utility of previous work in viscoelastic material design by lifting design exploration restrictions imposed by specific K(t) parameterizations, enabling more general treatment of viscoelastic material design. An iterative process may be used where an optimal K(t) is identified via direct optimal control methods, insights are derived from the resulting relaxation modulus, and efforts in material-level design are then made to identify material classes that may produce the ideal behavior expressed by the target K(t) function identified via optimization. These insights may then allow reformulation of the optimization problem (e.g., model adjustments, design parameterization, or addition of constraints) to gradually guide the design process toward a physically realizable material design that produces optimal performance for the overall system. This is a 
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vision for connecting material-level design directly with design for overall system performance.
Identifying an optimal K(t) target is qualitatively similar elements of ATC [11, 45] . The ATC paradigm is based on hierarchical decomposition of an engineering system where highlevel system analysis and design is supported by subsystem and component-level analysis and design. The system-level provides target behaviors (via optimization) for subsystems to meet, and subsystems aim to minimize the difference between these targets and their actual behavior. The iterative process converges to system and lower-level designs that are optimal for the overall system. One objective of ATC is to determine appropriate and consistent targets for subsystem and component design groups that will lead to system-optimal designs and minimize redesign and iteration in the design process.
Consider a linear viscoelastic system with a target function K(t) and an objective function φ (·). In the example case of a vibration isolation system, the objective could be to minimize the acceleration of the mass that is subject to vibration. Figure 4 depicts the analysis dependencies in this type of design problem. The independent material design variables x influence K(t), and K(t) influences overall system performance. This analysis structure is similar to problems solved previously using ATC where a top-level system target can be translated to a subsystem-level target using optimization and systemlevel analysis. The bottom-level problem is to match this target by optimizing bottom-level design variables. For example, in the electric water pump design problem of Ref. [11] the top-level problem is similar to the problem of identifying K(t) that optimizes system performance φ (·). The bottom-level problem is similar to designing a material with the objective of matching a target K(t) function that optimizes system-level performance. If the target cannot be matched, the top-level problem is modified and the process is repeated.
Utilizing direct optimal control to identify optimal K(t) functions may provide great insight into what types of material behavior are best for overall system utility. This article focuses on solution methods for this top-level problem. We acknowledge that designing a particular material that approaches the desired target behavior is also a significant challenge. It may not be possible, for example, to map independent material design parameters to K(t), which is required to use an optimizationbased approach to solve the bottom-level problem. Analysis of the optimal K(t) functions, however, may still provide great insights that are valuable for material design experts in determining what material classes and formulation strategies to use. This approach supports functionality-driven design as opposed to material-specific creations that are disconnected from system performance.
OPTIMAL CONTROL SYSTEM DESIGN
The desired early-stage design approach that is not restricted by a priori material class choices (i.e., material agnostic) requires a generalized treatment of K(t). Instead of parameterizing K(t) and tuning parameters to improve system performance, we propose to design K(t) directly. In other words, instead of specifying a finite set of parameters as design variables, we choose to design with respect to an infinite-dimensional (function-valued) quantity. Optimal control methods provide the ability to solve infinite-dimensional optimization problems.
Optimal control is a mature field of study [46] . An optimal control system design (OCSD) problem aims to find a state trajectory ξ ξ ξ (t) and a control trajectory u(t) that satisfy system dynamics relationships and maximize system performance. In general, an optimal control problem can be formulated as follows [47] :
where x is the set of optimization variables, which can include state variable trajectories (ξ ξ ξ (·), control input trajectories u(t), and initial (t 0 ) or final time (t f ). f d (·) is the time derivative function for the state equations that describe system dynamics. C(·) is the path constraint function, and φ φ φ (·) is the boundary constraint function. L(·) is the Lagrangian that quantifies the running cost portion of the objective function, and M(·) is the objective function term that depends on boundary values.
There are two classes of methods employed to solve OCSD problems: (1) indirect and (2) direct optimal control methods (Fig. 5) . Indirect methods are based on the calculus of variations, and work by applying optimality conditions to the optimal control problem to form a boundary value problems (BVP). In simple cases the BVP may be solved analytically, but in more general cases it must be discretized and solved numerically [12] .
Direct optimal control methods take the opposite approach, where the optimal control problem is discretized in time first. The result is a nonlinear program (NLP) that can be solved using standard large-scale optimization algorithms. Direct methods are particularly effective for highly nonlinear systems, problems with inequality constraints, or other situations where indirect methods fall short [13, 48] . The state space equations are discretized to form a system of algebraic equations (known as defect equations or defect constraints, similar to residual functions). This discretization makes use of a collocation method (e.g., implicit Runge-Kutta [49] ).
The most straightforward of the direct methods is singleshooting; state trajectories are obtained for every NLP function evaluation by solving the defect equations using forward simulation. The control is parameterized using either a polynomial approximation or another appropriate method. Given a set of initial conditions and a control parameterization, the optimization is then performed with respect to the control parameters (e.g., polynomial coefficients).
Another class of direct optimal control, known as Direct Transcription (DT), parameterizes both control and state trajectories. The dynamic equations are also discretized and are written as defect constraints that are solved by the optimization algorithm instead of with simulation. To formulate the DT problem, let time be discretized into n t steps: t 1 ,t 2 , . . . ,t n t , where the step size at t i is h i = t i+1 − t i . Discretizing the control input forms U, where row i is the control input vector at time step i: u(t i ). Discretizing state trajectories forms the matrix Ξ Ξ Ξ, where row i is the state vector at time step i: ξ ξ ξ (t i ). If the objective includes only the Lagrangian term, the resulting DT formulation is:
where ζ ζ ζ (U, Ξ Ξ Ξ) = 0 are the defect constraints that arise from discretization of state equations. If these constraints are satisfied, then the original state-space equations are satisfied approximately. DT allows addition of other constraints and optimization variables, enhancing its utility for design. DT avoids the need for nested simulations, and often has better numerical behavior than single shooting. The DT NLP usually a sparse structure that can be exploited to reduce total computational expense. The extension of DT for solution of problems based on IDEs has a significant impact on the sparsity structure since the derivative function depends on previous states. Ongoing work is addressing techniques for managing this new problem structure. 
CASE STUDY
The application of direct optimal control to solve the optimal kernel target setting problem for a vibration isolator problem is presented here. In the initial case a mass m is connected to a base with a spring of stiffness k. The base is subjected to a prescribed displacement of y(t) (Fig. 6a) . The objective is to isolate the top mass from the base displacement. One approach to improve vibration isolation is to add a linear dashpot in parallel with the spring (Fig. 6b) . Here we study the implications and benefits of using a generalized viscoelastic element instead of a linear dashpot (Fig. 6c) .
The introduction of a generalized viscoelastic element aims to enhance design freedom while improving design performance.
Problem Formulation
Given an initial condition F ve (t = 0) = 0, Eqn. (2) has limits of integration from 0 to t. For the particular system in Fig. 5c with a generalized viscoelastic element and the initial condition F ve (0) = 0, the governing equation for conservation of linear momentum is most generally written as:
where s = t − t as defined in Eqn. (2) .
The convolution integral structure has two important consequences. First, the equations cannot be written in linear matrix form. Second, the numerical simulation of this model incurs increased computational expense as simulation time increases, since each time derivative function evaluation requires an integration of the entire prior time-history of velocities, and the length of this history increases as the simulation proceeds. In previous studies that used specific parameterizations this was not an issue because a closed-form integral solution was possible [44] . Solving this problem based on an arbitrary K(t) is a more significant challenge.
While treating K(t) as a system control input is an intuitive solution strategy, the convolution structure of the problem presents some challenges. The integral corresponds to the area of overlap between two curves: K(s) andẋ(t − s) −ẏ(t − s). In this sense K(t) is subtly different from the control input used in a standard optimal control problem. The objective function of the system is the area under the position trajectory of the mass m. The states of the system are the mass position and velocity:
The kernel K(t) is treated as a control input to be optimized. The excitation y(t) is defined as a harmonic function y(t) = Y 0 sin(ωt). If K(t) = 0, the system is unstable dynamics (Fig. 7) . Two methods are used to solve this kernel target setting problem: single shooting and DT. 
Single Shooting
The optimal control problem for the single shooting approach is formulated as follows:
is satisfied via simulation, and the time derivative function is defined as:
The constraint on dK(t)/dt is added ensures a timedecaying K(t), which is a typical characteristic reported in literature for passive materials [42, 43] . In this case K(t), is parameterized at uniformly discretized points in time: K = [K(t 1 ), K(t 2 ), . . . , K(t n t )] T , and the optimization is performed with respect to these n t discrete values. As a result the derivative constraint is transformed into a set of linear algebraic inequality constraints.
Direct Transcription
In the DT formulation both the state and control trajectories are discretized in time. The overall size of the optimization problem is larger but the need for nested simulation is now eliminated and numerical behavior is improved. The OCSD problem for the DT implementation is formulated as:
where Ξ Ξ Ξ is the matrix of discretized state trajectories (the ith row is the state vector values for time t i ), ζ ζ ζ (·) are the defect constraints. Trapezoidal quadrature was used to formulate both the defect constraints and to evaluate the objective function integral. For n t discretized points in time, the objective function and defect constraints are:
Since K(t) is discretized at all points in time , the constraint on the derivative of K(t) becomes a set of linear inequality constraints:
Convolution sum
The value of the convolution integral in Eqn. (9) at discrete points in time is denoted I = [I 1 , I 2 , . . . , I n t ] T , where I k is the value of the convolution integral at t k . Here this is evaluated using a convolution sum:
Results
Direct Transcription achieves better attenuation of the vibration amplitude than with single shooting (as shown in Fig. 8 ), but requires more function evaluations to solve the discretized NLP.
The objective function values and function evaluations are reported in Table 2 . These results are also compared in Fig. 8 to the optimal design based on a Maxwell model parameterization. The DT implementation here is a basic approach; several steps could be taken to take advantage of problem structure and improve efficiency, including polynomial representations of trajectories that reduce the number of time steps required and support closed-form integral solutions.
The optimal K(t) trajectories are also shown in Fig. 9 . These trajectories do not strictly fall into any of the parameterizations identified in Table 1 . This is an exciting result that goes beyond what might be achieved using conventional material design methods. A physical realization of K(t) could require one or many combinations of various sub-classes of materials that are available to a material designer today. This type of target function also presents an opportunity for significant innovation in material design with potential for impact on system performance. The optimal target provides new insights into what kind of functionality is needed to maximize overall system performance. 
CONCLUSIONS
Materials used in engineering design are most often hard materials. Challenges associated with conceptual understanding and mathematical modeling of soft rheologically complex materials, such as viscoelastic materials, may be important factors in the limited use of soft materials in engineering design. This article aims to improve this situation by connecting system-level design with generalized kernel targets that can then be used to guide material-level design. A more generalized treatment of K(t) supports more complete and flexible design space exploration, and we postulate that it may help reduce design fixation and enhance design innovation.
Taking the example of linear viscoelastic systems, a systematic modeling procedure was laid out and the constitutive integro-differential equations were discussed in detail. The challenges in designing a generalized viscoelastic material with no a priori assumptions on its mathematical model were elaborated. The design approach proposed here is qualitatively similar to the FIGURE 9: Optimal K(t) trajectories are shown for (a) Single Shooting and (b) Direct Transcription. While these trajectories may not be directly physically realizable, they provide initial insights into modeling material classes that exhibit optimal target functions. Subsequent problem reformulations can help guide results toward physically realizable material behavior targets.
top-level problem in an analytical target cascading (ATC) design framework. Finally, the motivation to use direct optimal control in generalized viscoelastic design was presented. The application of direct optimal control was demonstrated by means of a vibration isolator problem. The findings show that adding a generalized viscoelastic element helps attenuate vibration, while allowing for design freedom. Of the direct optimal control methods used, direct transcription achieves a better performance at the cost of additional function evaluations. Improvements in DT for IDEs could help reduce overall expense. While the resulting K(t) target obtained does not fit into existing parameterizations readily, it provides insights into the possibilities of using various classes to materials to achieve an optimal target. As a subsequent step, we identify using a state-space approximation of the convolution integral as another important strategy to investigate as a simultaneous approach to viscoelastic material design. Cumulatively, a benchmarking of the the numerical methods with respect to efficiency and convergence would be required. The other crucial part in our future exploration is to understand the physical realizations of the optimal target K(t). By understanding the relationship between the target and physically feasible materials, we can potentially go on to create a better mathematical model of a generalized viscoelastic system.
