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In this paper we survey some parallel matrix algorithms that are used in signal 
processing. Our model of computation is restricted to the class of array proces- 
sors. 0 1990 Academic Press, Inc. 
1. INTR~DT-J~TI~N 
In the field of signal processing a set of numerical linear algebra algo- 
rithms which are particularly useful for solving the underlying signal pro- 
cessing problems has been identified (Shroff and Schreiber, 1987). This 
set (of matrix operations) includes matrix multiplication, orthogonal 
triangularization, backsolving, spectral decomposition, and various up- 
dating techniques. These matrix computations all require O(mn2) arith- 
metic operations for an m x n matrix (Golub and Van Loan, 1989). 
Often real-time processing is desired. The real-time solution means a 
O(m) solution for an m x n matrix, m 2 IZ. This can only be realized by 
employing a parallel mode of computation and requires a parallel proces- 
sor with O(n2) elements. 
In applications, factors like power and area may restrict the choice of 
the model of computation best suited for real-time processing. With the 
falling cost of hardware and the growing packaging densities, arrays of 
processors have been proposed to meet requirements and constraints of 
(specific) signal processing problems (Kung, 1982, 1988; Speiser and 
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Whitehouse, 1982). This class of parallel architectures has the following 
characteristics: 
(i) processors are all identical and are arranged in a regular lattice 
pattern, 
(ii) the communication pattern is identical for all processors and is 
restricted to neighbors located within a fixed radius. 
Such networks have the advantage of simple control mechanism and 
low overhead and thus enjoy almost 100% hardware efficiency. 
We describe some advances that have been made in designing and 
implementing matrix-based signal processing algorithms for processor ar- 
rays. We address two classes of problems, adaptive filtering and bearing 
estimation. 
Adaptive filtering is the process of extracting a signal in a desired loca- 
tion by tuning the sensor array spatially in much the same way that a radio 
is tuned to a desired frequency. The common central theme is to solve a 
constrained least-squares problem, the residual being the output from all 
undesired signals, while the constraints are selected to ensure that the 
signal of interest is not itself suppressed. Adaptive filtering arises in com- 
munication, seismic and sonar processing for geophysical exploration and 
surveillance, radar, speech enhancement, etc. The computational chal- 
lenges can be daunting; dozens of sensors with signals in the MHz range 
are not uncommon, leading to the need for billions of operations per 
second in practical systems. Unlike temporal filtering, spatial filtering 
leads to unstructured covariance matrices. Furthermore, numerical ill- 
conditioning is almost guaranteed in high performance systems. There- 
fore the computational needs for array processing are generally more 
acute than for the dual problem of adaptation in time series. 
Filtering assumes the desired signal location is known a priori. In con- 
trast, in bearing estimation we seek to register the location of all incoming 
signals. We can then select an isolated signal and conduct spatial filtering 
to “listen” to it. Computationally, real-time adaptive spatial filtering in- 
volves highly parallel, recursive, updating and/or downdating of Cholesky 
factors. In contrast, for rather subtle reasons involving the physics of 
propagating waves, bearing estimation usually involves evaluation of the 
singular value decomposition (SVD) of the array data. 
2. SCHEDULING 
We start with a general problem of scheduling of computation and 
processor allocation involved in organizing the associated computation on 
array processors so as to make efficient use of computing resources. 
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A class of algorithms which is of particular interest to us is the class of 
algorithms that can be represented by uniform recurrence equations; algo- 
rithms possessing such a property are called regular iterative algorithms 
(Jagdish ef al., 1987; Karp et al., 1967; Kung, 1988). Most matrix algo- 
rithms can be formulated as finite or infinite regular iterative algorithms. 
This class was first introduced by Karp et al. (1967) for computations 
arising from discretization of partial differential equations. 
Regular iterative algorithms are systems of recurrence equations de- 
fined on a multidimensional lattice of points. We first define an index 
space as a subset Z of the n-dimensional lattice L” in Euclidean space En. 
Letxl,x2,. . . ,x,, be a system of functions defined on I. The values of 
Xl(P), X2(P), . . . I x,(p), for all p E I, are required to satisfy a system of m 
recurrence equations 
Xj(P) =fj,pCxil(P -  dill3 ’ ’ * 9  xi,(P -  d&l), j= l;..,m, 
where the constraint of regularity requires that the index displacement 
vectors di, are independent of the index point p and the extent of the index 
space Z and boundary values are assumed to be given at points p E dZ 
whenever required for function evaluation at points p E I. The node 
function &, could vary with p and thus the regularity constraint that is 
imposed upon the algorithm is only on the dependence relations and not 
on the functional relations (Jagdish et al., 1987). 
Most linear algebra algorithms can be expressed as regular iterative 
algorithms with a proper choice of the index space, displacement vectors 
di, and node functionsfj,p (Kung, 1988). 
The aim of mapping, or allocation and scheduling, is to implement a 
regular iterative algorithm defined over N-dimensional index spaces on a 
M-dimensional processor space. Several mapping techniques have been 
recently proposed in the literature and implemented as automated tools 
(Cappello and Steiglitz, 1983; Jagdish et al., 1987; Karp et al., 1967; 
Kung, 1988; Moldovan, 1987; Moldovan et al., 1986). In these techniques 
each index point is projected onto the processor space by assigning a 
unique processor to the iteration unit corresponding to that index point. 
However, there are mappings that are extremely hard to generate by 
the current automated tools. This is the case for most algorithms derived 
for composite problems. A composite problem is one whose solution 
involves a sequence of dissimilar algorithms. For example, adaptive 
beamforming problems described in Section 3.3 are composite problems. 
One of the major challenges is to automate the design of processor 
arrays (physical or virtual) dedicated to composite problems in signal 
processing. This is an area of continuing active research. 
COMPLEXITY RESULTS IN SIGNAL PROCESSING 327 
3. REGULARITERATIVEALGORITHMS 
In this section we give examples of matrix algorithms that can be for- 
mulated as regular iterative algorithms. These include algorithms for solv- 
ing linear equations, recursive least-squares problems, and spectral de- 
composition problems. 
3.1. Finite Iterative Algorithms 
The problem of solving a nonsingular system of linear equations or a 
least-squares problem for full rank matrices on array processors is now 
well understood (Bojanczyk et al., 1984; Bojanczyk, 1984; Gentelman and 
Kung, 1981; Heller and Ipsen, 1983; Luk, 1986a). A typical approach is 
via the matrix triangularization process. 
Given an IZ x n matrix A, one seeks a (orthogonal or lower triangular) 
matrix T and an upper triangular R such that TA = R. T is chosen as a 
product of “simpler” matrices Tij that effectively operate on a few rows, 
called active rows, of A. The entries of Tij are picked so that one or 
several entries of the active rows are annihilated. The Gaussian elimina- 
tion method and the Givens rotation method are exactly of this type 
(Golub and Van Loan, 1989). 
As long as Tij’S operate on disjoint rows a number of them can be 
applied at one time, hence facilitating parallelism. The process of triangu- 
larization takes O(n) units of time on a triangular II x n array of proces- 
sors. The triangularization process is followed by the backsubstitution 
process which requires additional n units of time on a linear array of 12 
processors for the total cost of O(n). 
The linear least-squares problems, or LLSP problems in short, are 
solved in an analogous way as systems of linear equations with a restric- 
tion that the transformations Tij are orthogonal. 
Practical applications involve solving LLSP repeatedly after some rows 
of A are removed (this is referred to as downdating) or/and additional 
rows are added (which is referred to as updating) (Bojanczyk and 
Steinhardt, 1988). Downdating is a numerically sensitive process (Ste- 
wart, 1979). The major reason for downdating is that the data to be de- 
leted are unrepresentative of the data at large or the data are changing 
with time and old data must be deleted (which is a very common situation 
in adaptive signal processing and control). 
The problem of updating or downdating the LLSP is most often ap- 
proached by updating or downdating the Cholesky factorization after rank 
m modification to the covariance matrix. Formally, given A, an IZ x n 
lower triangular, and an n x m X, one must find the lower triangular a 
which satisfies 
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A is the Cholesky factor of the “old” covariance matrix K while a is the 
Cholesky factor of the modified (updated “+“, downdated “-“) covari- 
ante R. 
The updating of a Cholesky factor can be treated as the computation of 
the orthogonal triangularization of [A, X]r and can be efficiently realized 
on an II x n triangular array of processors in time O(m), where m is the 
number of vectors to be added (Gentelman and Kung, 1981; Schreiber, 
1986). 
While updating is a well-conditioned problem, one must take extra care 
when performing downdating. We have developed a stabilized version of 
the hyperbolic Givens rotation method for the multiple vector downdating 
of Cholesky factors (Bojanczyk ef al., 1987; Bojanczyk and Steinhardt, 
1988). Algorithmically this method is completely analogous to the method 
of updating the Cholesky factor on a triangular array, and the updating 
can be implemented in time O(m), where m is the number of vectors to be 
deleted. The stabilized hyperbolic rotation method is the method of 
choice for downdating in linear least-squares problems on two-dimen- 
sional arrays of processors. 
3.2. Recursive Problems 
A typical recursive problem in multisensor digital signal processing is 
the multiple variance distortionless beamforming problem (or MVDR 
beamforming). The MVDR beamforming can be formulated as a recursive 
LLSP problem subject to linear constraints. In this subsection we give 
formulations of two slightly different MVDR problems (Hargrave et al., 
1986; McWhirter, 1983). 
In the first formulation we are given p-dimensional observation vectors 
{x(n)}. Let us define a sequence of data matrices 
X(n) = X(n - 1) [ 1 X+2) *
Consider now a sequence of minimization problems, 
min]]X(n)w(n)]]2 s.t. Cw(n) = f, 
where C defines constraints and is k x p (k 5 p) andfis k x 1. For n = p - 
k,p-k+ l;.. we want to find the lust element of the residual vector 
e(n), 
e(n) = [e,(n), e*(n), . * -, e,(n)]T = X(n)w(n). 
A typical approach to solving this problem is to transform the con- 
strained problem into the equivalent unconstrained problem, and next to 
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solve the unconstrained problem via recursive updating of the triangular 
factor of X(n) on a triangular array as described in Section 3.2. 
One can show that if the order of computation is carefully arranged then 
only one p x p array is required to compute e(n), n = p - k, . . . , with a 
throughput of one element per array cycle, for a total of O(p2) flops per 
iteration (Bojanczyk and Luk, 1990). In other words, the response time of 
the array is 0( 1) for every new observation vector that is presented to the 
array with the latency O(p). This is a very satisfactory result. 
In another variant of the MVDR problem we are again given a sequence 
of p-dimensional observation vectors {x(i)}. The covariance matrices are 
defined recursively as follows: 
R(O) = cr2zp, R(i) = R(i - 1) + x(i)x(i)T. 
Note that R(i) = F(i)X(i), where X(i) is from the previous formulation. 
For each R(i), consider 
(w”(i))%(i)w(“(i) = min s.t. d(k)Tw(Q(i) = 1, 
whered”, k= 1,2,. . . , K, is a given so-called look direction vector, 
and wck)(i) is the solution to the minimization problem corresponding to 
R(i)anddck).Fori=p,p+l -*.andk=l;.*,K,wewanttofindthe 
’ residual element dk’(i) I ’ 
e!k’(i) = xT(i)w”(i). I 
Note that for K = 1 the second formulation is equivalent to the first. 
Similarly as for the first problem, it can be shown that only one (p + K) 
x p array is required for all K different look directions with the through- 
put of K elements per array cycle, for a total of O(p2 + pK) flops per 
iteration (Bojanczyk and Luk, 1987). For the residual element ejk’(i) the 
latency is O(p + i). This is also a very satisfactory result. 
It should be noted that both MVDR problems are examples of compos- 
ite problems as they require a number of dissimilar algorithms to be ap- 
plied to the data and intermediate matrices. Both MVDR algorithms can 
be expressed as regular iterative algorithms. However, the current auto- 
mated mapping tools are not powerful enough to efficiently deal with 
these two composite problems. The problem of mapping composite tasks 
onto processor arrays is not well understood and requires further re- 
search. 
3.3. Special Structures 
In temporal filtering the data matrices may have a special Toeplitz 
structure. A rectangular Toeplitz matrix T is an (m + 1) X (n + 1) matrix 
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r to f-1 f-2 . t-, 1 
t-1 * t-n+1 
T= to . t-n+2 . 
. . 
. . 
tm tm-I tm-2 * tnl-, I 
We want to find the QR decomposition of T, T = QR. Because the Toe- 
plitz matrix is defined by m + n + 1 elements, one can compute the QR 
decomposition in O(mn) arithmetic operations (Bojanczyk et al., 1986; 
Chun et al., 1987). This can be accomplished by the following procedure. 
Partition T as follows 
T= 
to YT [ 1 xR T-, ’ 
Partition R in two ways 
One can show that Rb and R, satisfy the relation 
R;Rb = R;R, + yyT - xRxRT - fTf. 
The above relation can be written as a sequence of three rank-l modifica- 
tions and can be implemented recursively, row by row, on a linear array 
of n processors in O(m + n) time (Bojanczyk et al., to appear). 
3.4 (Znjinite) Iterative Algorithms 
A very important numerical tool often used in signal processing is the 
singular value decomposition, or SVD. Formally, for a k x n A we want to 
find a k x k and an n x n orthogonal U and V s. t. 
A = UCVT, 
where I2 is nonnegative diagonal (Hestenes, 1958). In applications, one is 
often interested in the hyperbolic singular value decomposition (Bojanc- 
zyk and Steinhardt, 1989). This is completely analogous to the ordinary 
(orthogonal) singular value decomposition and is defined as follows. Let 4 
= diag (+ 1) be a signature matrix. For an n x m A find an n x n unitary U, 
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such that 
vqv = c$, 4 = diag(rtr: 1) 
A = UDVH, 
where D is diagonal with positive entries. It can be shown that under 
certain assumptions the hyperbolic SVD of a matrix exists and is unique. 
The hyperbolic SVD finds application in the covariance differencing 
problem. In the covariance differencing problem, given Xi and X2, one 
wants to find the eigendecomposition of X1X? - X2X? without forming 
the matrix cross products. Note that X,X? - X2X? is sign indefinite and 
as such does not possess a square root. However, it is enough to compute 
the hyperbolic SVD of A = [Xi, X2], where 4 = diag(Z, -I). Then U is the 
matrix of eigenvectors and DQD is the diagonal matrix of the eigenvalues 
of x,x? - x*x?. 
The SVD of a matrix can be found by first transforming the matrix to 
the equivalent bidiagonal form which is followed by an implicit QR itera- 
tion on the bidiagonal matrix (Golub and Van Loan, 1989). Although it 
is possible to transform a matrix to the bidiagonal form on a sqaure ar- 
ray of n2 processors in 4n log n units of time (Bojanczyk and Brent, 
1985), the process seems to be overly complex and in practice is not 
recommended. 
Jacobi-like schemes have proved to be very efficient as parallel meth- 
ods for computing the SVD (Bischof, 1987; Brent and Luk, 1985; Charlier 
and Van Dooren, 1988; Chen and Irani, 1980; Eberlein, 1987a; Kuck and 
Sameh, 1972; Scott ef al., 1986; Van Loan, 1985). The main issues that 
must be considered when implementing the Jacobi methods on array pro- 
cessors are the rate of convergence (important for establishing a distrib- 
uted termination criterion) and the cost of one sweep. 
We shortly recall the two-sided Jacobi method for computing the eigen- 
decomposition of a symmetric matrix. The method can be easily modified 
to compute the SVD and other spectral decompositions (Eberlein, 1987b; 
Heath et al., 1986; Luk, 1985, 1986b; Ruhe, 1987; Stewart, 1985). 
The Jacobi method generates a sequence of matrices {Ak+,}, 
A0 = A, &+I = .@bJk, 
where Jk is a Jacobi rotation operating in plane (i(k), j(k)). Defining 
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it can be shown that lim off(A& = 0 if the angle & of the rotation Jk is 
chosen in such a way that Jk annihilates the off-diagonal element in posi- 
tion (i(k),j(k)), 0 5 l&l I 7r/4, and the rotations are applied in cyclic row- 
by-row ordering (Forsythe and Henrici, 1960). 
For off(Ak) sufficiently small, cyclic row-by-row ordering, and angles 
restricted to (-r/4, r/4), one can prove that the method converges qua- 
dratically, i.e., 
off(Ak+l) 5 C(off(Ak))*, 
for a certain constant C, C > 0 (Hansen, 1963; Paige and Van Dooren, 
1986; Van Kempen, 1966; Wilkinson, 1962). 
Rotations can be applied in other than the row-by-row order. In a cyclic 
Jacobi method, a set of iV = n(n - 1)/2 rotations (sweep) operating in 
different planes is chosen (Hansen, 1963; Shroff and Schreiber, 1987). 
Sweeps are cyclicly applied to the resulting matrices. 
As long as rotations operate in disjoint planes they can be applied 
simultaneously. A set of rotations which are applied simultaneously is 
called a parallel rotation. There are most n/2 plane rotations in a parallel 
rotation. An important issue in parallel implementation of the Jacobi 
method is to find a mechanism of generating parallel rotations so that a 
sweep of N rotations is done in as few parallel rotations as possible (and 
that the data movement from one parallel rotation to another is short and 
uniform). 
There exist strategies which generate all N different pairs in n parallel 
moves, for example, odd-even ordering, caterpillar ordering, Gray code 
ordering (Luk and Park, 1989; Modi and Pryce, 1985; Sameh, 1971; 
Schweigelshohn and Thiele, 1987; Whiteside et al., 1984). 
As long as the ordering preserves, the quadratic convergence of the 
Jacobi iteration, the cost of computing Ak such that 
is @log log(l/s)n on a square array of n* processors (Luk and Park, 1989; 
Shroff and Schreiber, 1987). 
An interesting open problem posed in (Brent and Luk, 1985) is to deter- 
mine the exact cost of reducing the norm of the off-diagonal elements by a 
given factor K, K > 0. This would help to establish an efficient (distrib- 
uted) stopping criterion for the parallel version of the method. 
In the Jacobi method the basic operation involves the determination of 
eigenvalues of a 2 x 2. This can be done in a simple manner by solving a 
quadratic equation in the tangent of the rotation angle. Depending on the 
granularity of the parallel machine, one may choose to work on subblocks 
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of the matrix larger than 2 x 2. However, one would also like to be able to 
compute eigendecomposition of the subblocks directly. This can be easily 
done for 3 x 3 subblocks. It is known that a 3 x 3 symmetric matrix can 
be diagonalized directly by a sequence of three plane rotations via Euler 
angles (Rose, 1957). That is, the diagonalizing rotation matrix Q can be 
represented as 
Q = Qd~)Qzd~)QdJIh 
where 4, 8, $ are Euler angles. The equation 
QTAQ = A 
leads to a cubic equation in the cotangent of 4, 
Zl cot3 4 + z2 cot2 gJ + z3 cot 4 + z4 = 0. 
Thus, one can use Cardano formulas to compute all real solutions of the 
above equation. 
An Euler transformation corresponds to three plane rotations that anni- 
hilate all three off-diagonal elements of a 3 x 3 submatrix. A set of Euler 
transformations which can be applied simultaneously is called a parallel 
Euler transformation. 
There exist orderings such that a sweep can be realized in (2/3)n parallel 
Euler transformation versus n for parallel Jacobi rotations (Bojanczyk 
and Lutoborski, 1989). For machines with higher granularity processors, 
this may require less communication overhead than the method that in- 
volves 2 x 2 submatrices. Whether the Euler transformations offer any 
advantages over Jacobi rotations in the context of the Jacobi methods is 
not yet clear and still remains an open question. 
4. CONCLUSIONS 
We have identified a set of matrix operations crucial to modern signal 
processing. These matrix algorithms can be defined as regular iterative 
algorithms, and as such can be efficiently mapped onto one- and two- 
dimensional array processors. These mappings lead to implementations of 
the algorithms that require only O(m) execution time for m x n, m > n, 
matrices which is asymptotically optimal in the class of array processor 
architectures. 
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