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AN ENERGY ESTIMATE FOR DISLOCATION CONFIGURATIONS AND
THE EMERGENCE OF COSSERAT-TYPE STRUCTURES IN METAL
PLASTICITY
GIANLUCA LAUTERI AND STEPHAN LUCKHAUS
Abstract. We investigate low energy structures of a lattice with dislocations in the context
of nonlinear elasticity. We show that these low energy configurations exhibit in the limit a
Cosserat-like behavior. Moreover, we give bounds from above and below to the energy of such
configurations.
1. Introduction
We study an energy functional, comparable to the atomistic model introduced in [1] and [2],
able to describe low energy configurations of a two dimensional lattice with dislocations in a
nonlinear elasticity regime. Such a model consists of a core energy—which should be viewed as
being an energy per atom strictly larger but comparable to the one in the ground state—and a
nonlinear elastic energy outside the core, whose size is comparable to the lattice spacing ε.
The main result can be described as follows: configurations of energy comparable to ε consist
of piecewise constant microrotations with small angle grain boundaries between them. More
precisely, we consider, for admissible strain tensor fields A satisfying appropriate boundary
conditions and a topological (but not geometrical) constraint and cores S, an energy functional
of the form
FεpA,Sq :“ Eel,εpA,Sq ` Ecore,εpSq,
where 0 ă ε ! 1 is the lattice parameter, Eel is the elastic energy, which is defined (assuming
hyperelasticity outside the core S) as an integral functional outside the singular region S, and
Ecore,ε is the energy of the singular region, which is independent of the strain field. We can then
summarize our results as follows:
‚ The upper bound, or the Read-Shockley formula, see [11] and Theorem 1. That is, we
prove in our functional analytic setting the formula which gives the energy of a small
angle grain boundary. Namely, for every ε ą 0, we implement a column of dislocations
which approximates the grain boundary through an admissible field A P Aε. More
precisely,
lim inf
εÓ0
inf
pA,Sq admissible
1
ε
FεpA,Sq ď C0ταL p|logpαq| ` 1q .
‚ The compactness in the class of microrotations, i.e. Theorem 2 and its Corollary 12 .
We say that a matrix field A P L1locpΩq2ˆ2 is a microrotation if it is a piecewise constant
rotation (which can be seen as a generalization of the trie`dre mobile introduced by the
Cosserats in [12]). Then we can prove that every sequence of admissible pairs pAj , Sjq,
whose energy is comparable to the one of a small angle grain boundary, has a competitor
pA1j , S1jq, namely another sequence with “essentially the same energy”, in the sense that
Fεj pA1j , S1jq ď CFεjpAj , Sjq for a universal constant C ą 0, and which moreover is har-
monic outside the core (see Proposition 5). We then combine this harmonic competitor
with a particular foliation (constructed via an ad hoc covering argument in Lemma 8),
through a balls construction (inspired to the one used for the Ginzburg-Landau func-
tional, see [13] and the references therein). This gives an estimate on the 1-density with
respect to the rescaled energy functional, which we prove in Theorem 2. Then, thanks to
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the geometric rigidity results in [15] and [3], we see that this competing sequence admits
a subsequence which converges strongly in L2pΩq to a microrotation (Corollary 12).
‚ The lower bound to the energy. From the structure of limit fields obtained, we can infer
a better lower bound than the one given applying only geometric rigidity. Namely, we
prove that the logarithmic term in the upper bound is optimal.
We believe that our result partially explains the microstructure of a metal after the industrial
hardening process, which consists of annealing which would lead to low energy configurations
and quenching. What remains open is of course to extend the estimate to the three dimensional
case and then to the situation of lattices allowing twinned structure.
Then there is also the problem of subsequent cold plastic deformations, where cold means that
the motion of dislocations is confined to crystallographic glide planes. At the moment we do
not even have a conjecture for this situation.
It is worthwhile to compare our result with the differential geometric description of dislocation
structures, introduced by Kondo, Kro¨ner and Bilby at el. (see [7], [8], [9]) and also with Γ-
limit results in the context of linear elasticity where implicitly or explicitly a volume density of
dislocations is assumed (see [4]).
It remains to be investigated if these models remain valid as averaged limits if on an intermediate
scale there exists a Cosserat structure of micrograins.
Harmonic Competitor
(Proposition 5)
Optimal
Foliation
(Lemma 8)
Balls Construction
Density Estimate
(Theorem 2)
Geometric
Rigidity
([15])
Lemma 11
A is a Microrotation
Lower Bound
Figure 1. Compactness in the class of Microrotations and Lower Bound.
2. Notations and Definitions
SOpnq denotes the group of rotations, i.e.
SOpnq :“
"
A P Rnˆn
ˇˇˇˇ
ATA “ AAT “ Id, detpAq “ 1
*
.
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We also recall that the Curl of a matrix field A P L1locpΩq2ˆ2 is defined in the sense of distributions
as 1 A
CurlApiq, ϕ
E
:“
A
Apiq, J∇ϕ
E
“
ˆ
Ω
Apiq ¨ J∇ϕdx, J :“
ˆ
0 ´1
1 0
˙
, ϕ P C8c pΩq ,
while the support of a distribution T P D1pΩq is
sptT :“ Ωz
¨˚
˚˝ ď
UĂΩ open
T pϕq“0 @ϕPC8c pUq
U
‹˛‹‚.
With Ln or |¨| we denote the Lebesgue measure on Rn, while we write Hk for the k-dimensional
Hausdorff measure. With C ą 0 we always denote constants which depend at most on the
dimension (i.e., 2 in our analysis), and may vary from line to line.
We can now state the problem. In what follows
‚ Ω :“ r´L,Ls2 represents a section of a crystal, L ą 0;
‚ ε ą 0 is the lattice parameter, i.e. the distance between atoms;
‚ 1 " α ą 0 is the (“small”) misorientation angle between two grains;
‚ ℓ ą 0 is a parameter (much smaller than L): in an ℓ-neighborhood of x “ ˘L we are
going to impose the boundary conditions;
‚ λ ą 0 is a parameter (independent of L, ε, α) so that λε gives what physicists call the
core radius;
‚ τ ą 0 is another parameter independent of all the others, which is defining the minimal
length of the Burgers’ vector, τε.
We then restrict our attention to the following class of admissible strain fields, denoted by
A pε, α, L, τ, λ, ℓq (to which we shall simply refer to as Aε, in the case when the other parameters
are clear from the context), which is defined as the family of matrix fields A : Ω Ñ R2ˆ2
satisfying the following conditions:
(Aε, i) A P L1locpΩq2ˆ2 and A P L2 pΩzBλε psptCurlAqq2ˆ2;
(Aε, ii) (Boundary Condition) A ” Rα in r´L,´L` ℓsˆ r´L,Ls and A ” R´α in rL´ ℓ, Lsˆ
r´L,Ls, where Rα is the counter-clockwise rotation through the angle α, that is
Rα “
„
cospαq ´ sinpαq
sinpαq cospαq

;
(Aε, iii) (First Quantization of the Burgers’ vector) For every closed, Lipschitz simple curve
γ Ă ΩzBλεpsptCurlpAqq, eitherˆ
γ
A ¨ tdH 1 “ 0
or ˇˇˇˇˆ
γ
A ¨ tdH 1
ˇˇˇˇ
ě τε.
We call an admissible core any compact subset of r´L` ℓ, L´ ℓs ˆ r´L,Ls, i.e. any element of
Kpr´L`ℓ, L´ℓsˆr´L,Lsq. The elastic energy of a pair pA,Sq P AεˆKpr´L`ℓ, L´ℓsˆr´L,Lsq
is
Eel,εpA,Sq :“ 1
τ
ˆ
ΩzBλεpSq
dist2pA,SOp2qqdx,
1More in general, when A P L1locpΩq
nˆn, its distributional Curl can be defined (identifying A with a vector of
1-forms) as A
CurlApiq, ϕ
E
:“ ´
ˆ
Ω
dϕ^ ‹Apiq, @ϕ P C8c pΩq ,
where ‹ is the Hodge operator.
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while the core energy depends only on the core and is defined as
Ecore,εpSq :“ 1
λ2
|BλεpSq| .
We define the set of admissible pairs
P pε, α, L, τ, λ, ℓq :“ A pε, α, L, τ, λ, ℓq ˆKpr´L` ℓ, L´ ℓs ˆ r´L,Lsq
Whenever the constants α,L, τ, λ, ℓ are clear from the context, we shall simply write Pε for
P pε, α, L, τ, λ, ℓq. The (free) energy functional is defined on pairs pA,Sq P Pε as
FεpA,Sq :“
#
Eel,εpA,Sq ` Ecore,εpSq if sptpCurlpAqq Ă S,
`8 otherwise.
We also define the relaxed energy on admissible fields as
FεpAq :“ FεpA, sptpCurlpAqqq.
For notational simplicity, for a set S we let ΩλεpSq :“ ΩzBλεpSq, while for a matrix field A
ΩλεpAq :“ ΩzBλεpsptpCurlpAqqq.
Recall that a function u P L1pΩq is in BV pΩq if its distributional derivative Du is a finite Radon
measure. Moreover, the derivative can be written as
Du “ ∇uLn ` `u` ´ u´˘ νuHn´1 Su `Dcu,
where ∇u is the approximate gradient, νu is the unit normal to the singular set Su of u and D
cu
is the Cantor part of the derivative (we refer to [17] for more details).
We say that a matrix field A is a microrotation if A P BV pΩqnˆn, Apxq P SOpnq for almost
every x P Ω and DA “ DJA, i.e.
DApiq “
´
Apiq,` ´Apiq,´
¯
b νAHn´1 SA, i “ 1, ¨ ¨ ¨ , n.
Recall that is well defined a trace for matrix fields whose Curl is square-integrable, in the
following sense. If U is a bounded Lipschitz domain in R2,
HpCurl, Uq2ˆ2 :“
"
A P L2pUq2ˆ2
ˇˇˇˇ
CurlpAq P L2 pUq
*
.
Then, the operator
γ : A P HpCurl, Uq ÞÝÑ A ¨ t P H´ 12 pBUq,
is well defined and continuous (where tpxq is the tangent vector to BU at the point x), in
particular there exists a constant C “ CpUq ą 0 such thatˇˇˇˇˆ
BU
A ¨ tdH1
ˇˇˇˇ
ď C ||A||HpCurl,Uq .
Moreover, an approximation argument (see [18]) givesˆ
BU
A ¨ tdH1 “
ˆ
U
CurlpAqdx @A P H pCurl,Ωq2ˆ2 .
To every γ closed, Lipschitz, simple curve contained in ΩλεpAq we associate its Burgers’ vector
defined as
á
b pγq :“
ˆ
γ
A ¨ tdH1.
Remark 1. Although we chose dist2p¨, SOp2qq as the elastic energy density, all the results we
prove remain valid if we consider instead a function W : R2ˆ2 Ñ r0,8q which satisfies the usual
assumptions of an elastic energy density in (two dimensional) nonlinear elasticity, that is
(i) W is continuous and of class C2 in a neighborhood of SOp2q;
(ii) W pIdq “ 0, i.e. the reference configuration is stress-free;
(iii) W pRAq “W pAq for every matrix A P R2ˆ2, i.e. W is frame indifferent,
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together with the growth assumption
(iv) There exists a constant C ą 1 such that C´1 dist2pA,SOp2qq ďW pAq ď C dist2pA,SOp2qq.
Condition (iv) is rather restrictive, but it is essential in order to apply the Geometric Rigidity
estimate of Mu¨ller, Scardia and Zeppieri ( [15]).
3. The Read-Shockley Formula
Theorem 1. There exists a constant C0 ą 0 such that
(1) lim inf
εÓ0
inf
pA,SqPPε
1
ε
FεpA,Sq ď C0ταL p|logpαq| ` 1q .
Proof. Consider n P N such that 1
α
P r2n, 2n`1q. Without loss of generality, we can assume
ε P L21´k 1
2N
:“
"
L21´k
2z
ˇˇˇˇ
z P N
*
. Set r0 :“ λε2 and N :“ L2kr0 P 2N. Let rn :“ 2
nr0 and
p1n :“ p´rn, rnq , p2n :“ prn, rnq , p3n :“ prn,´rnq , p4n :“ p´rn,´rnq for n “ 0, ¨ ¨ ¨ , n,
∆1n :“ ∆
`
p1n, p
1
n´1, p
4
n´1
˘
, ∆2n :“ ∆
`
p1n, p
4
n´1, p
4
n
˘
,
∆3n :“ ∆
`
p2n, p
3
n´1, p
3
n
˘
, ∆4n :“ ∆
`
p2n, p
2
n´1, p
3
n´1
˘
for n “ 1, ¨ ¨ ¨ , n,
where ∆pa, b, cq denotes the triangle whose vertices are a, b and c.
id
id`
á
b id´
á
b
id
id`
á
b id´
á
b
Figure 2. The map vp1q (the striped triangles are the ones where we are inter-
polating).
Let Qn :“ r´rn, rns2 and Q :“ r´rn, rns2,
á
b :“ pτε, 0q and define (see Figure 2)
vp1q :“
$’’’’’&’’’’’%
id in
´´
QzŤi,n∆in¯X ty ă 0u¯Y r´r0, r0s2 ,
id`
á
b in
´
QzŤi,n∆in¯X ty ą 0, x ď 0u ,
id´
á
b in
´
QzŤi,n∆in¯X ty ą 0, x ą 0u ,
linear interpolation in
Ť
i,n∆
i
n.
It is readily seen that for p P ∆in we haveˇˇˇ
∇vp1qppq ´ id
ˇˇˇ
ď C 1
2n
.
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R´α Rα
id
id
Figure 3. The map vp2q (as in Figure 2, the stripes denote the regions where
we are interpolating).
Now, we have to adjust the boundary condition. For, we consider the map vp2q : vp1q pQq Ñ R2
defined as follows (see Figure 3). For n “ 1, ¨ ¨ ¨ , n, define the points
q1n :“ prn ´ ε, rnq, q2n :“ prn,´rnq, q3n :“ p0,´rnq,
q4n :“ p´rn,´rnq, q5n :“ p´rn ` ε, rnq, q6n :“ p0, rnq,
and
q10 :“ pr0, r0q, q20 :“ pr0,´r0q, q30 :“ p0,´r0q,
q40 :“ p´r0,´r0q, q50 :“ p´r0, r0q, q60 :“ p0, r0q.
Then, for n “ 0, ¨ ¨ ¨ , n, consider the trianglesr∆1n :“ ∆ `q5n, q5n´1, q6n´1˘ , r∆2n :“ ∆ `q5n´1, q6n, q1n´1˘ , r∆3n :“ ∆ `q6n, q1n´1, q1n˘ ,r∆4n :“ ∆ `q2n, q2n´1, q3n˘ , r∆5n :“ ∆ `q2n´1, q3n, q4n´1˘ , r∆6n :“ ∆ `q3n, q4n´1, q4n˘ .
We then define vp2q : vp1qpQq Ñ R2 as
vp2qpxq :“
$’’’’&’’’’%
R´αx if x P
Ťn
n“1
!
vp1q pQnzQn´1q z
Ť6
j“1
r∆in)X tx ă 0u ,
Rαx if x P
Ťn
n“1
!
vp1q pQnzQn´1q z
Ť6
j“1
r∆in)X tx ą 0u ,
x if x “ p0,˘rnq ,
linear interpolation otherwise.
It is easy to check that on each triangle we have
dist2
´
∇vp2q,SOp2q
¯
ď Cα2.
Thus, if v :“ vp2q ˝ vp1q (see Figure 4), on each triangle ∆in,
dist2 p∇v,SOp2qq ď C 1
4n
` α2.
This gives in particularˆ
Qzr´r0,r0s
2
dist2 p∇v,SOp2qqdx ď C `ε2 |logpαq| ` ε2˘ .
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vp1q vp2q
Figure 4. Schematic representation of the grain boundary constructed.
The last step consists in gluing the maps constructed before. Namely, if S :“ r´rn, rnsˆr´L,Ls
we define the map u : ΩÑ R2 as
upx, yq :“
$’’’’’’&’’’’’’%
R´α
˜
x
y
¸
if px, yq P pΩzSq X tx ă 0u ,
Rα
˜
x
y
¸
if px, yq P pΩzSq X tx ą 0u ,
v px, y ` krnq if px, yq P Q` k p0, rnq , k P
 ´N
2
, N
2
(
.
Then, if Agb :“ ∇u,
FpAgbq ď Cτεαh p|logα| ` 1q . 
We say that Egbpεq :“ C0τεαL p|logpαq| ` 1q is the energy of a grain boundary with misorienta-
tion angle α at the scale ε, where C0 ą 0 is the constant from Theorem 1.
4. Structure of limit fields and lower bound
We start this section with a couple of technical lemmas. The first one ensures, through a
Whitney-like extension, the existence of competitors which are uniformly bounded by a universal
constant and smooth outside their singular set, while the second one allows to find a competitor
whose total variation of the Curl is controlled by the core energy.
Lemma 1. There exists a constant C ą 0 such that for every pair pA,Sq P P pε, α, L, ℓλq whose
energy satisfies FεpA,Sq ď Egbpεq there exists another pair p rA, rSq P P `ε, α, L, ℓ2 , λ˘ s.t.
(i)
ˇˇˇˇˇˇ rAˇˇˇˇˇˇ
L8pΩq
ď C;
(ii) Fεp rA, rSq ď CFεpA,Sq;
(iii) rA P C8 ´ΩzBλεprSq¯.
Proof. We will define the pair p rA, rSq by modifying it in several steps. Let ω :“ BλεpSq and
define
rA1 :“
#
id in ω,
A in Ωzω.
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Clearly, sptCurl rA1 Ď ω “: rS1, and by Vitali’s Lemma we can find an at most countable
collection of point pxjqjPJ P S such that the balls Bλεpxjq are mutually disjoint and
ω “
ď
xPS
Bλεpxq Ă
ď
jPJ
B5λεpxjq.
Thus ˇˇˇ
BλεprS1qˇˇˇ ď |Bλε pωq| ď
ˇˇˇˇ
ˇď
jPJ
B6λεpxjq
ˇˇˇˇ
ˇ ď Cλÿ
jPJ
|Bλεpxjq| ď Cλ,n |ω| ď CλFεpA,Sq.
Thus Fεp rA1, rS1q ď CλFε,S and ˇˇˇˇˇˇ rA1 ˇˇˇˇˇˇ
L8pωq
ďM . For notational simplicity, relabel rA1 as A andrS1 as S. Now we show that we can without loss of generality assume A to be smooth outside
BλεpSq. By the Hodge-Morrey decomposition, A “ ∇u` F , where u PW 1,2pΩq and F P L2pΩq
has zero divergence in the sense of distributions. Moreover, CurlpF q “ 0 in Ωλε
2
pSq, and hence is
harmonic (and, in particular, smooth) in Ωλε
2
pSq. We then take a sequence uk P C8pΩqXW 1,2pΩq
converging to u in W 1,2pΩq. Set Ak :“ ∇uk ` F . Clearly CurlpAkq “ CurlpF q “ CurlpAq in Ω
for every k and
ˆ
Ω
dist2pAk,SOp2qqdx ď 2
ˆˆ
Ω
dist2pA,SOp2qqdx`
ˆ
Ω
|∇puk ´ uq|2 dx
˙
ď 3
ˆ
Ω
dist2pA,SOp2qqdx,
provided k is chosen big enough. That is, we can without loss of generality assume A to be
smooth in ΩλεpSq. Now, fix M ą 1 and consider the set of points
R :“ RM :“
#
x P Ω
ˇˇˇˇ
Dr ą 0 :
 
Brpxq
dist2pA,SOp2qq ěM
+
,
and define
rpxq :“ rM pxq :“ inf
#
r ą 0
ˇˇˇˇ  
Brpxq
dist2pA,SOp2qq ěM
+
.
Clearly, ||A||L8pΩzRq ďM ` 2
?
n. Let R1 :“ RX trpxq ě εu, and define the new field
rA2 :“
#
id in B1,
A in ΩzB1,
whereB1 :“
Ť
xPR1
Brpxqpxq. Then sptCurl rA2 Ă B1YS. Set rS2 :“ SYR1. Using Vitali’s Lemma
as before, we find a collection of (at most countable) mutually disjoint balls Bj “ Brpxjqpxjq
whose centers are in R1 and
R1 Ă
ď
jPJ
B5rpxjqpxjq.
Thus, since rpxjq “: rj ě ε for every j P J ,
|BλεpR1q| ď
ÿ
jPJ
ˇˇˇ
Bp5`λqrj pxjq
ˇˇˇ
ď Cλ
ÿ
j
|Bj | ď Cλ
M
ÿ
jPJ
ˆ
Bj
dist2pA,SOp2qq ď Cλ
M
FεpA,Sq.
As done before, relabel for simplicity rA2 as A and rS2 as S, and redefine the set R and the
function r in function of this new pair pA,Sq. Then we reduced ourselves to the case when
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the potentially bad points, i.e. the ones in R, have rpxq ă ε. Consider first those which lie in
Bλε pSq, i.e. the points in R2 :“ RXBλε pSq. Consider the field
rA3 :“
#
id in B2,
A in ΩzB2,
and the cores rS3 :“ S YR2, where B2 :“ ŤxPR2 Brpxqpxq. Using a covering argument as before,
one can easily infer that
ˇˇˇ
BλεprS3qˇˇˇ ď Cλ,nFεpAq. Hence, relabeling rA3 as A and rS3 as S (and
redefining R, r depending on the new field A) we are reduced to the case when R consists only
points lying outside the λε-neighborhood of S and with rpxq ă ε. In this case we are not allowed
to merely cut off the fields, since we have no control of the singular set in terms of the covering
V :“ ŤxPRBrpxqpxq of R (we can always assume V to be open, i.e. rpxq ą 0 for every x). We
then need to extend A in a Curl-free way. For, we first notice that using Vitali’s Lemma again,
we find
|V | ď C
M
FεpAq ď CεLα |logpαq| ď λ
2
ε.
In particular, this means that every ball of radius λε must intersect the complement of V . We
then cover ΩλεpAq with (a finite number of) balls of such radius which overlap only finitely many
times (depending only on the dimension):
ΩλεpAq Ă
ď
jě1
Bj , Bj :“ B pxj, λεq .
We only need to extend the field to those balls which are not intersecting the singular set (indeed,
in those balls which do intersect the singular set we can simply set the field to be a constant).
Following the proof of Whitney’s Lemma (cf. [16]), we define
̺pxq :“ 1
20
min t1,distpx, Cqu , C :“ ΩλεpAqzV.
By Vitali’s Lemma, we find points txku Ă V such that
V “
ď
kě1
B pxk, 5̺pxkqq ,
and the balls B pxk, ̺pxkqq are disjoint. One can then prove that the sets
Sx :“
"
xk
ˇˇˇˇ
B px, 10̺pxqq XB pxk, 10̺pxkqq ‰ H
*
,
have uniformly finite cardinality; more precisely, #Sx ď p129q2 “: C2 for all x P V . Moreover,
if xk P Sx, 13̺pxkq ď ̺pxq ď 3̺pxkq. One can then prove that is possible to construct a partition
of unity tψkukě1 such that $’&’%
ř
kě1 ψkpxq ” 1,ř
kě1∇ψkpxq ” 0, x P U,
|∇ψkpxq| ď C̺pxq .
For each k choose a point sk P C such that |xk ´ sk| “ distpxk, Cq. Since the balls Bj are simply
connected and A is Curl-free in ΩλεpAq, we can find a function u P C8pBjq such that A “ ∇uj
in Bj. We can then consider the extension in Bj
ujpxq :“
#
uj if x P BjzV,ř
kě1 ψkpxq pujpxq `Apskq px´ skqq if x P Bj X V.
It is then possible to show that Aj :“ uj P C1pBjq and ∇ujpxq “ Apxq for all x P BjzV .
Moreover, if x P Bj XBm, then ∇ujpxq “ ∇umpxq. Indeed, since ∇uj “ ∇um in Bj XBm, there
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exists a constant cjm P R2 such that uj “ cjm ` um in Bj X Bm, and hence ∇ujpxq “ ∇umpxq
since
ř
kě1∇ψkpxq “ 0 for every x P V . In particular, the extensionrApxq :“ Ajpxq, if x P Bj
is well defined and Curl-free. It is also easy to verify that |∇ujpxq| ď C2, for some constant C2 ą
0 depending only on the dimension. Then, define rA to be the identity in a 2λε-neighborhood of
S, which we call rS. This gives the desired field rA, since (arguing like in the discussion before)
|BλεpSq| ď C2 |Bλεpspt CurlAq| ,
and ˆ
V
dist2p rA,SOp2qqdx ď C2ÿ
j
|Bj| ď C
M
FεpA,Sq. 
Lemma 2. Let pA,Sq P P pε, α, L, λ, ℓq. Then there exists another pair p rA, rSq P P `ε, α, L, λ, ℓ
2
˘
such that for a universal constant C ą 0
(i) Fε
´ rA, rS¯ ď CFεpA,Sq;
(ii) Curlp rAq P L8pΩq and ˇˇˇCurlp rAqˇˇˇ ď Cµ2,εprSq, where
µ2,εprSq :“ 1
λ2ε
L2 BλεprSq.
Proof. By Lemma 1, we can assume A to be smooth in ΩλεpAq and ||A||L8pΩq ď C. Consider a
λε-mollifier ̺λε, that is ̺λε P C8c pRn, r0, 1sq, sptp̺λεq Ă B p0, λεq and
´
̺λε “ 1. Take a cut-off
function ζ such that $’’’’’’&’’’’’’%
ζ P C8pΩq,
0 ď ζ ď 1,
ζ ” 1 in BλεpSq,
ζ ” 0 in ΩzB2λεpSq,
||∇ζ||L8pΩq ď C0λε .
Define the new matrix field rA :“ p1´ ζqA` ζ pA ‹ ̺λεq .
Clearly,
ˇˇˇˇˇˇ rAˇˇˇˇˇˇ
L8pΩq
ď ||A||L8pΩq ď C and
Curlp rAq “ p1´ ζqCurlpAq ` pA ‹ ̺λε ´Aq ¨∇Kζ ` ζA ‹ ¨∇K̺λε,
where we used the notation v ‹ ¨w :“ řni“1 vi ‹ wi for Rn-valued functions v,w. In particular,
‚ in BλεpSq, ζ ” 1, hence Curlp rAq “ ζA ‹ ¨∇K̺λε, which in turn implies ˇˇˇCurlp rAqˇˇˇ ď Cλε ;
‚ in B2λεpSqzBλεpSq, CurlpAq “ 0 and so Curlp rAq “ pA ‹ ̺λε ´Aq ¨∇Kζ`ζA‹¨∇Kζ. This
gives again
ˇˇˇ
Curlp rAqˇˇˇ ď C
λε
;
‚ in ΩzB2λεpSq, CurlpAq ” 0 and ζ ” 0, hence Curlp rAq “ 0.
From the discussion above, we have in particular that sptCurlp rAq Ă B3λεpSq “: rS. Thus, for
every E Ă Ω ˇˇˇ
Curlp rAqˇˇˇ pEq “ ˆ
E
ˇˇˇ
Curl rAˇˇˇdx “ ˆ
EXsptCurlp rAq
ˇˇˇ
Curl rAˇˇˇdx ď
ď
ˇˇˇˇˇˇ
Curlp rAqˇˇˇˇˇˇ
L8pΩq
ˇˇˇ
E XBλεpsptCurlp rAqqˇˇˇ
ď Cµ2,εp rAq rEs .
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Moreover, a standard covering argument givesˇˇˇ
BλεprSqˇˇˇ ď C |BλεpSq| ,
which leads also toˆ
Ω
dist2p rA,SOp2qqdx “ ˆ
ΩzB2λε
dist2pA,SOp2qqdx`
ˆ
B2λεpSq
dist2p rA,SOp2qqdx
ď EelpA,Sq `C |BλεpSq| ď CFεpA,Sq. 
Now we start the analysis of the structure of limits of energy-minimizing tensor fields, proving a
compactness result for sequences of vanishing elastic energy and bounded total variation of the
Curl. The geometric rigidity estimates in [15] and [3] are crucial in the proof.
Proposition 3. Let Ω Ă Rn, n ě 2, be a bounded, open, simply connected set, and consider a
sequence of matrix fields Aj P L2pΩqnˆn such that
lim
jÑ8
||distpAj , SOpnqq||L2pΩq “ 0 and sup
jě1
|CurlpAjq| pΩq ă 8.
Then, up to a subsequence, tAju converges strongly in L2pΩq to a matrix field A P BV pΩ, SOpnqq.
Moreover, the set of points where A does not belong to SOpnq has Hausdorff dimension at most
n´ 1 and, for a dimensional constant C ą 0,
(2) |DA| pΩq ď C |CurlpAq| pΩq.
Proof. Since
´
Ω
|Aj |2dx ď C, there exists (up to a subsequence) a matrix field A P L2pΩq such
that Aj á A in L2pΩq. Fix x P Ω and ̺ ą 0. Using either [15, Theorem 3.3] when n “ 2 or [3,
Theorem 4] when n ě 3, we find a rotation Rj̺,x such that 
Bpx,̺q
ˇˇ
Aj ´Rj̺,x
ˇˇ2
dy ď CpBp0, 1qq
̺n
´
||distpAj , SOpnqq|| ` T
n
n´1
j pBpx, ̺qq
¯
,
where Tj :“ |CurlpAjq| ˚Ýá T . Thus, taking the lim sup and passing to a subsequence, we find
lim
jÑ8
 ˇˇ
Aj ´Rj̺,x
ˇˇ2
dy ď C lim sup
jÑ8
TjpBpx, ̺qq
n
n´1
̺n
ď CT pBpx, 2̺qq
n
n´1
̺n
.
Up to another subsequence, Rj̺,x Ñ R̺,x P SOpnq. So, by the lower semi-continuity of the L2
norm,
(3)
ˆ
Bpx,̺q
|A´R̺,x|2 dy ď CT pBpx, 2̺qq
n
n´1 .
We can now prove that Apxq P SOpnq for all x P ΩzM, where M has Hausdorff dimension at
most n´ 1. For, notice that
M :“
"
x P Ω
ˇˇˇˇ
Apxq R SOpnq
*
Ă
ď
cą0
Mc,
where
Mc :“
#
x P Ω
ˇˇˇˇ
D̺i Ó 0 s.t.
ˆ
Bpx,̺iq
|A´R̺i,x|2 dy ą c̺ni
+
.
For each x PMc and δ ą 0, we can find a ̺δpxq ď δ such that
(4) CT pBpx, 2̺δpxqqq
n
n´1 ě
ˆ
Bpx,̺δpxqq
ˇˇ
A´R̺δpxq,x
ˇˇ2
dy ą c̺δpxqn.
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Using Vitali’s Lemma, we can find countably many points xi P Mc such that the balls Bi :“
Bpxi, 2̺δpxiqq are disjoint and
Mc Ă
ď
xPMc
Bpx, ̺δpxqq Ă
ď
xPMc
Bpx, 2̺δpxqq Ă
Ă
ď
xPMc
Bpx, 6̺δpxqq.
Using (4), we find
(5) Hn´112δ pMcq ď C
ÿ
iě1
̺δpxiqn´1 ď CT pΩq.
Using the fact that the sets Mc are decreasing and taking the limit as δ Ñ 0 in (5), we obtain
Hn´1pMq ď CT pΩq.
In particular, Apxq P SOpnq for almost every x P Ω. We can then apply [3, Proposition 1], which
gives (2) (and A P BV pΩ, SOpnqq).
Moreover, Aj á A and Apxq P SOp2q for almost every x P Ω. Denote as Rjpxq the projection of
Ajpxq on SOp2q. Then Aj “ Rj ` pAj ´Rjq. We know that Aj ´Rj Ñ 0 in L2pΩq while, up to
a subsequence, Rj á A. But then Rj Ñ A (because the L2 norms converge to the norm of A),
and thus Aj Ñ A in L2pΩq. 
From Lemmas 2 and 1 and Proposition 3, we obtain immediately the following corollary:
Corollary 4. There exists a constant C ą 0 such that if εj Ñ 0 and pAj , Sjq P Pεj ,α,L be such
that FjpAj , Sjq ď Egbpεjq. Then, there exists another sequence, still denoted by pAj , Sjq, such
that FjpAj , Sjq ď CEgbpεjq, Aj Ñ A P BV pΩq in L2pΩq and Apxq P SOp2q for every x P ΩzM,
where M Ă Ω is a set of Hausdorff dimension at most 1.
Using a slicing argument and Corollary 4, we obtain the estimate µ2pΩq ě |DA| pΩq ě CαL, that
is a (weak) lower bound to the energy. We are going to improve this result in a first qualitative,
and then quantitative way. By qualitative we mean that the limit field is actually a microrotation,
while the quantitative improvement is the estimate gives a lower bound comparable to the energy
of a grain boundary. These facts rely essentially on two basic tools: the existence of a harmonic
competitor and an “optimal foliation” lemma. We give here the proof of the first one.
Proposition 5. Let Ω Ă Rn be open, and A P L8pΩqnˆn be a matrix field such that ||A||8 ďM ,
and let O Ă ΩzBλεpsptCurlAq be an open, connected subset with Lipschitz boundary. Then there
exists a matrix field rA P L2pΩqnˆn which is harmonic in O and a constant Cn,M ą 0 (depending
only on the dimension n and M) such thatˇˇˇˇˇˇ
A´ rAˇˇˇˇˇˇ
L2pOq
ď Cn,M ||distpA,SOpnqq||L2pOq .
Proof. Let E :“ ||distpA,SOpnqq||2L2pOq. The Hodge decomposition of A gives a vector field
u PW 1,20 pΩqn and a divergence-free (in the sense of distributions in Ω) matrix field F P L2pΩqnˆn
such that
A “ ∇u` F.
As in the proof of Lemma 1, we can assume A to be smooth in Bλεpspt CurlAq. Consider the
function u1h PW 1,2pOq defined as the harmonic extension of u in O:#
∆u1h “ 0 in O,
u1h “ u1 on BO,
and let then Ah :“ ∇pu1h, u2, ¨ ¨ ¨ , unq ` F . Define G :“ O X
 
detpAq ą 1
2
(
, and Upxq :“?
AATχG ` p1 ´ χGq Id, together with the vector fields Ripxq :“
“
Upxq´1 p∇u` F q‰i and
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R1h :“
“
Upxq´1 p∇uh ` F q
‰1
. In what follows, we identify vector fields with their associated
differential 1-forms. We first notice that
(6)
ˆ
O
detpAqdx “
ˆ
O
detpAhqdx.
Indeed, since the determinant is a null Lagrangian, (6) is equivalent to
nÿ
i“2
ˆ
O
d
`
u1h ´ u1
˘^ nľ
j“2
`p1´ δijqduj ` F j˘ “ 0,
which holds because of the Leibniz formula for forms, the fact that CurlF i “ 0 in O and Stokes’
theorem (together with u1h “ u1 on BO). Hence, we can write (notice that, since R1, ¨ ¨ ¨ , Rn are
orthonormal, for any vector field A we have A^R2^¨ ¨ ¨^Rn “
řn
k“1 xA, RkyRk^R2^¨ ¨ ¨^Rn “
xA, R1yR1 ^ ¨ ¨ ¨ ^Rn “ xA, R1ydx1 ^ ¨ ¨ ¨ ^ dxn)ˆ
O
detpAqdx “
ˆ
O
detpAhqdx “
ˆ
O
`
du1h ` F 1
˘^ `du2 ` F 2˘^ ¨ ¨ ¨ ^ pdun ` Fnq “
“
ˆ
O
pR1h ^R2 ^ ¨ ¨ ¨ ^RnqdetpUq “
“
ˆ
G
xR1h, R1ydetpUqdx`
ˆ
OzG
R1h ^R2 ^ ¨ ¨ ¨ ^Rn detpUq.
(7)
On the other hand,
(8)
ˆ
O
detpAqdx “
ˆ
G
xR1, R1ydetpUq `
ˆ
OzG
R1 ^ ¨ ¨ ¨ ^Rn detpUq.
Subtracting (7) from (8), we obtain
(9) 0 “
ˆ
G
xR1 ´R1h, R1ydetpUqdx`
ˆ
OzG
pR1 ´R1hq ^R2 ^ ¨ ¨ ¨ ^Rn detpUq.
Rewrite (9) as
ˆ
G
@
∇u1 ´∇u1h,∇u1 ` F 1
D “´ ˆ
G
@
∇u1 ´∇u1h,
`
detpUqU´2 ´ Id˘ `∇u1 ` F 1˘Ddx`
`
ˆ
OzG
pR1 ´R1hq ^R2 ^ ¨ ¨ ¨ ^Rn detpUq,
and then add
´
OzG
@
∇u1 ´∇u1h,∇u1 ` F 1
D
on both sides. Since u1h is the harmonic extension
of u1 and divpF 1q “ 0, we have
ˆ
O
ˇˇ
∇u1 ´∇u1h
ˇˇ2
dx “
ˆ
O
@
∇u1 ´∇u1h,∇u1 ` F 1
D
dx “ I1 ` I2 ` I3,
where
I1 :“
ˆ
OzG
@
∇u1 ´∇u1h,∇u1 ` F 1
D
,
I2 :“ ´
ˆ
G
@
∇u1 ´∇u1h,
`
detpUqU´2 ´ Id˘ `∇u1 ` F 1˘D ,
I3 :“
ˆ
OzG
pR1 ´R1hq ^R2 ^ ¨ ¨ ¨ ^Rn.
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Now, because of the continuity of the determinant, there exists a dimensional constant cn ą 0
such that
 
detpAq ď 1
2
( Ă tdistpA,SOpnqq ě Cnu. Thus, since ||A||8 ďM ,ˇˇˇˇ
ˇ
ˆ
OzG
@
∇u1 ´∇u1h,∇u1 ` F 1
D
dx
ˇˇˇˇ
ˇ ďM
ˆ
tdistpA,SOpnqqěCnu
ˇˇ
∇u1 ´∇u1h
ˇˇ
dx ď
ď CnM
?
E
dˆ
O
ˇˇ
∇u1 ´∇u1h
ˇˇ2
dx.
Let us now estimate I2. Since the function fpUq :“ U´2 detpUq is smooth on G, ||A||8 ď M
and fpIdq “ Id, there exists a constant, depending only on n and M ,Cn “ CnpMq ą 0 such that
|fpUq ´ Id| ď Cn |U ´ Id| “ Cn distpA,SOpnqq.
Then
|I2| ď Cn
ˆ
G
ˇˇ
∇u1 ´∇u1h
ˇˇ ˇˇ
U´2 detpUq ´ Idˇˇ ˇˇ∇u1 ` F 1 ˇˇdx ď
ď Cn
?
E
dˆ
O
ˇˇ
∇u1 ´∇u1h
ˇˇ2
dx.
Finally, let us estimate I3. Again because of the boundedness of A,
|I3| ď Cn
ˆ
OzG
|R1 ´R1h| cn
cn
dx ď Cn
?
E
dˆ
O
ˇˇ
∇u1 ´∇u1h
ˇˇ2
dx.
Combining these estimates together, we find
ˆ
O
ˇˇ
∇u1 ´∇u1h
ˇˇ2
dx ď Cn
?
E
dˆ
O
ˇˇ
∇u1 ´∇u1h
ˇˇ2
dx,
i.e. ˆ
O
ˇˇ
∇u1 ´∇u1h
ˇˇ2
dx ď CnE.
Applying the same procedure to each component, we findˆ
O
|∇u´∇uh|2 dx ď CnE,
where uh “ pu1h, ¨ ¨ ¨ , unhq. Now we can defineru :“ uhχO ` uχΩzO,
and set rA :“ ∇ru` F . Since Divp rAq “ ∆ru “ 0 and Curlp rAq “ 0 in O, from the identity
´∆Lij ` Bj DivLi “ ´
nÿ
k“1
Bk
`BkLij ´ BjLik˘ ,
valid for any matrix field L P L1 pΩqnˆn, we infer that ∆ rA “ 0 in O. 
Remark 2. Combining together the lemmata 1, 2 and Proposition 5, we have that for every
pA,Sq P Pε such that FεpA,Sq ď Egbpεq, we can find a competitor p rA, rSq P Aε whose energy
can be estimated in terms of the original one, i.e. Fεp rA, rSq ď CFεpA,Sq, where C ą 0 is a
universal constant, satisfying the following properties:
(a)
ˇˇˇˇˇˇ rAˇˇˇˇˇˇ
8
ď C;
(b)
ˇˇˇ
Curlp rAqˇˇˇ ď Cµ2,A;
(c) ∆ rA “ 0 in Ωλεp rAq.
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That is, since we are interested in a lower bound to the energy, we can restrict our attention to
those pairs in Pε satisfying (a), (b) and (c).
Remark 3. If A P Aε X tG : ||G||8 ďMu and rA is the matrix field given by Lemma 5, then
the Burgers’ vectors relative to A still define a bounded functional from 1-cycles into R2, and it
can also be proved without employing the maximum principle. Indeed, if we identify rA with a
vector of 1-forms, the Burgers’ vector
á
b rA : Z1pΩλεp rAq;Rq ÝÑ R2
T ÞÝÑ
A
T, rAE
defines a bounded operator (where the space of 1-cycles is endowed with the mass norm). Indeed,
in ΩzBλεp rAq, we can write rA “ duh ` F , where A “ du` F . Then, since T is a closed current,A
T, rAE “ xT,duh ` F y “ xT, F y “ xT,du` F y “ xT,Ay .
But |xT,Ay| ď ||A||8MpT q ďMMpT q, hence the claim.
We shall need the following Lemma, which gives an expression for the Burgers’ vector in terms
of the gradient of the fields and the position of the points on the curve.
Lemma 6. Suppose γ Ă R2 is a closed, simple Lipschitz curve, and V is a C1 vector field defined
in a neighborhood of γ. Thenˆ
γ
V pxq ¨ tpxqdH1 “ ´
ˆ
γ
∇V pxqx ¨ tpxqdH1,
where tpxq is the tangent vector of γ at x.
Proof. Let γ “
"
fptq
ˇˇˇˇ
t P r0, 1q
*
, where f is a Lipschitz parametrization of γ, and set x0 :“
fp0q “ fp1q. Then
ˆ
γ
V ¨ tdH1 “
ˆ
γ
pV pxq ´ V px0qq ¨ tdH1 “
ˆ 1
0
pV pfptqq ´ V pfp0qqq ¨ 9fptqdt “
“
ˆ 1
0
ˆˆ t
0
∇V pfpsqq 9fpsqds
˙
¨ 9fptqdt “
ˆ 1
0
∇V pfpsqq 9fpsq ¨
ˆ 1
s
9fptqdtds “
“ ´
ˆ 1
0
∇V pfpsqq 9fpsq ¨ fpsqds “ ´
ˆ 1
0
∇V pfpsqqfpsq ¨
9fpsqˇˇˇ
9fpsq
ˇˇˇ ˇˇˇ 9fpsqˇˇˇds “
“ ´
ˆ
γ
∇V pxqx ¨ tpxqdH1. 
As an immediate application of Lemma 6, we see that if γ lies in a region where A is both Curl
and divergence free, then
á
b pγq “ ´
ˆˆ
γ
`
x ¨∇A11, xK ¨∇A11
˘ ¨ tpxqdH1,ˆ
γ
`´xK ¨∇A22, x ¨∇A22˘ ¨ tpxqdH1˙ ”
” ´
ˆ
γ
ˆˆ
x xK
´xK x
˙
¨ `∇A11 ∇A22˘˙ tpxqdH1.(10)
We are left with the second fundamental tool, that is the foliation Lemma. In the proof, we will
need the following technical covering lemma:
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Lemma 7. Let R ą 0, δ P p0, 1q, M ą 10 and consider a family I “ txiuNi“1 of points in
R
n whose subfamily J Ă I has the property that for each j P J there exists a k P N such that`
B
`
xi,
`
M
2
´ 2˘ ̺kzB pxi, ̺kq˘˘X I “ H, where ̺k :“ δkR. Set
rpxjq :“: rj :“ max
"
̺k
ˇˇˇˇ
k ě 0 and
ˆ
B
ˆ
xj,
ˆ
M
2
´ 2
˙
̺k
˙
zB pxj, ̺kq
˙
X I “ H
*
.
Then there exists a subfamily rJ Ă J such that the balls  B `xi, `M4 ´ 1˘ ri˘(iP rJ are disjoint andď
jPJ
B
ˆ
xj ,
ˆ
M
8
´ 5
4
˙
rj
˙
Ă
ď
iP rJ
B
ˆ
xi,
ˆ
M
8
´ 1
4
˙
ri
˙
.
Proof. Let β :“ M
2
´ 2. Define inductively the family rJ as follows. Select a maximal family of
points J0 from
"
j P J
ˇˇˇˇ
rj “ R
*
such that
|xi ´ xj | ě β
2
pri ` rjq “ βri “ βrj @xi, xj P J0,
and set rJ0 :“ J0. Suppose then that the family rJk has been defined, k ě 0, and select a maximal
family of points Jk`1 from
"
j P J
ˇˇˇˇ
rj “ δk`1R
*
such that
|xi ´ xj| ě β
2
pri ` rjq @xi, xj P rJk Y Jk`1,
and then set rJk`1 “ rJk Y Jk`1. The set rJ is given byrJ :“ ď
kě0
rJk.
Clearly, the balls
!
B
´
xi,
β
2
ri
¯)
iP rJ are disjoint. Moreover, for every xj P J we can find an xi P rJ
such that ri “ rj and
|xi ´ xj | ă β
2
pri ` rjq ď βri,
which means, by the definition of ri, that |xi ´ xj| ď ri. Hence, if x P B
`
xj,
`
M
8
´ 5
4
˘
rj
˘
, j P J ,
then there exists a point xi P rJ such that
|x´ xi| ď ri `
ˆ
M
8
´ 5
4
˙
ri “
ˆ
M
8
´ 1
4
˙
ri. 
We are now in position to prove a key step, that is the lemma which gives the optimal foliation.
Lemma 8. There exist δ0 P p0, 1q and C ą 0 such that if tBpxi, ̺iquNi“1 are balls in R2 satisfying
(11) H1
˜
AX B
Nď
i“1
Bpxi, ̺iq
¸
ď δ0, A :“ Bp0, 1qzB
ˆ
0,
1
2
˙
Ă R2,
then there exists a Lipschitz function ϕ : AÑ r0, 1s such that
(i) ||∇ϕ||L8pAq ď C;
(ii) ϕ ” 0 on BBp0, 1q and ϕ ” 1 on BB `0, 1
2
˘
;
(iii) If U :“ AzŤNi“1Bpxi, ̺iq,
(12)
ˆ
U
|∇ϕpxq|2
dist2px, BUqdx ď C p1`Nq .
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Proof. We shall modify in an appropriate way the natural radial foliation. First of all, define
δ1 :“ inf
#
r ě δ0
ˇˇˇˇ
BB
ˆ
0,
1
2
` r
˙
X
Nď
i“1
B pxi, ̺iq “ H
+
,
and
δ2 :“ inf
#
r ě δ0
ˇˇˇˇ
BB p0, 1 ´ rq X
Nď
i“1
B pxi, ̺iq “ H
+
.
By a simple geometric argument, one can see that δ0 ď min tδ1, δ2u ď max tδ1, δ2u ď 32δ0. Define
then the function
ϕ0pxq :“
$’&’%
Cpδ1, δ2q p1´ δ2 ´ |x|q if |x| P B p0, 1´ δ2q zB
`
0, 1
2
` δ1
˘
,
0 if |x| ě 1´ δ2,
1 if |x| ď 1
2
` δ1,
where C pδ1, δ2q :“ 11
2
´δ1´δ2
(clearly ϕ0 is Lipschitz, with Lipschitz constant Cpδ1, δ2q ď 11
2
´3δ0
and satisfies (ii)). We will then split the integral I in the left hand side of (12) in three terms:
one where, roughly speaking, we see enough space in order to interpolate the function with a
constant, another one where the balls accumulate (where we will use a covering argument) and
a last one where we are very close to the balls B pxi, ̺iq (of which we will get rid of simply by
using a “cutting-out” function, possible because of (11)).
In order to detect the regions where we have to modify the foliation, it is convenient to introduce
particular coverings and organize them in a graph. For, define the sets
Uk :“
"
x P U
ˇˇˇˇ
rk´1 ă distpx, txiuNi“1q ď rk
*
,
where rk :“ Mkr0 and r0 :“ c0n , for some constants c0 ą 0 and M ą 2 to be chosen later, and
k P t1, ¨ ¨ ¨ ,Ku, K :“ “1
2
logpNq‰. Let I :“ tx1, ¨ ¨ ¨ , xNu and for each k P t0, ¨ ¨ ¨ ,Ku choose a
maximal family Ik of points in I whose reciprocal distances are ě rk. Notice that for each k the
balls tB pxi, 2rkquiPIk are a cover of Uk. We then define the edge maps
Ek : Ik ÝÑ Ik`1,
which have the property that, for xi P Ik,
|Ekpxiq ´ xi| “ min
"
|xj ´ xi|
ˇˇˇˇ
xj P Ik`1
*
.
Clearly, |Ekpxiq ´ xi| ă rk`1; indeed, either xi P Ik`1 (and in such a case Ekpxiq “ xi) or
xi R Ik`1. But then |xj ´ xi| ă rk`1 for some j P Ik`1 in order to not contradict the maximality
of Ik`1.
We can now define the directed graph (actually, the forest) G “ pV,Eq whose vertices are given
by
V :“
"
pxi, kq
ˇˇˇˇ
xi P Ik, k P t1, ¨ ¨ ¨ ,Ku
*
,
and whose edges are
E :“
"
ppxi, kq, pEkpxiq, k ` 1qq
ˇˇˇˇ
i P Ik, k P t1, ¨ ¨ ¨ ,K ´ 1u
*
.
We write v „ w if either pv,wq P E or pw, vq P E. Notice that G is the disjoint union of (directed)
trees whose roots are the points pxi,Kq, xi P IK . Given a vertex v “ pxi, kq, we denote by Tv
the subtree rooted at v. We also define the “pruned” tree at the vertex v as
T prv :“ Tvz
ď
v1PV
Tv1ĂTv, Tv1‰Tv
degpv1q“2
Tv1z
 
v1
(
.
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We then have the pruned forest
Gpr :“
ď
xiPIK
T
pr
pxi,Kq
“: pV pr, Eprq .
The vertices of degree 2 where we prune the tree are the ones which we will see to correspond
to empty annuli. To see this, notice that if a vertex v “ pxi, kq P V , k ď K ´ 1, has degree 2
and v1 “ pxj , k1q P Tv with k1 ď k ´ 1, then
(a) Ik´1 XB
`
xi,
rk
2
˘ “ txi0pxiqu ” txi0u is a singleton. Indeed,
2 “ degpxiq “ #E´1k´1pxiq ` 1.
But E´1k´1pxiq Ą Ik´1 X B
`
xi,
rk
2
˘
(indeed, if xl P Ik´1 X B
`
xi,
rk
2
˘ X Ik´1, then for every
xi1 P Ikz txiu we have |xl ´ xi1 | ě |xi ´ xi1 | ´ |xi ´ xj | ą rk ´ rk2 “ rk2 ą |xl ´ xi|, that is
Ek´1pxlq “ xi) which is always not empty. Otherwise, xi R Ik´1 and for every xj P Ik´1 we
have |xj ´ xi| ą rk2 ą rk´1, i.e. txiu Y Ik´1 would be a family whose points have reciprocal
distance is ě rk´1 and which strictly contains Ik´1, which was assumed to be a maximal
family. Hence,
1 “ #E´1k´1pxiq ě #Ik´1 XB
´
xi,
rk
2
¯
ě 1,
i.e. #Ik´1 XB
`
xi,
rk
2
˘ “ 1, say Ik´1 XB `xi, rk2 ˘ “ txi0u;
(b) |xi ´ xi0| ă rk´1. This is clear, because of what we said at the point (a);
(c)
`
B
`
xi,
rk
2
´ rk´1
˘ zB pxi0 , rk´1q˘X I “ H. This is also a direct consequence of the previous
two points. In particular,´
B
´
xi0 ,
rk
2
´ 2rk´1
¯
zB pxi0 , rk´1q
¯
X I “ H;
(d) |xj ´ xi0 | ă MM´1rk´1 “ rkM´1 . Indeed, since e has degree 2, the only vertex at level k ´ 1
is precisely pxi0 , k ´ 1q. Hence, if we set y0 :“ xj and define inductively yi`1 :“ Ek1`ipyiq,
i “ 0, ¨ ¨ ¨ , k ´ k1 ´ 2, we have (since Ek´2pyk´k1´2q “ xi0)
|xj ´ xi0 | ď
k´k1´2ÿ
i“0
|yi`1 ´ yi| ď rk´1
k´k1´2ÿ
i“0
M´i ď rk´1 M
M ´ 1 ă
rk
M ´ 1 .
Define then the family of points J as
J :“
"
xi0pxiq
ˇˇˇˇ
xi P I and degppxi, kqq “ 2 for some k P t2, ¨ ¨ ¨ ,K ´ 1u
*
Ă I.
Lemma 7 gives a subfamily rJ such that
‚  B `xi0pxiq, `M4 ´ 1˘ ri˘(iP rJ are disjoint;
‚ “B `xi0pxiq, `M2 ´ 2˘ ri˘ zB pxi0pxiq, riq‰X I “ H;
‚ Provided M
8
´ 5
4
ą 3,ď
jPJ
B pxi0pxjq, 3rjq Ă
ď
jP rJ
B
ˆ
xj,
ˆ
M
8
´ 1
4
˙
rj
˙
,
where
ri :“ max
"
rk
ˇˇˇˇ
B
ˆ
xi0pxiq,
ˆ
M
2
´ 2
˙
rk
˙
zB pxi0pxiq, rkq X I “ H
*
.
Let now c1 :“ M8 ` 34 and c2 :“ M4 ´ 2, and consider the Lipschitz function η : R` Ñ r0, 1s
ηptq :“
$’&’%
1 if t P r0, c1s,
1
c1´c2
t´ c2
c1´c2
if t P rc1, c2s,
0 if t ě c2,
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whose Lipschitz constant is 1
c1´c2
. Define
ϕ1pxq :“
ÿ
jP rJ
ˆ
η
ˆ |x´ xi0pxjq|
rj
˙
ϕ0,j `
ˆ
1´ η
ˆ |x´ xi0pxjq|
rj
˙˙
ϕ0pxq
˙
,
where ϕ0,j “
ffl
Bpxi0 pxjq,c2rjq ϕ0pyqdy. Since the balls defined by the family
rJ are disjoint, we
easily infer
||∇ϕ1||8 ď ||∇ϕ0||8 `max
jP rJ
ˆˇˇ
η1
ˇˇ
8
1
rj
ˇˇˇˇ
ϕ0 ´ ϕ0,j
ˇˇˇˇ
L8pBpxi0 pxjq,c2rjqq
˙
ď
ď Cpδ0,Mq.
Finally, consider the set I :“ ϕ1
´ŤN
i“1B pxi, 2̺i ` r0q
¯
. Then
L1 pIq ď Lippϕ1q
Nÿ
i“1
p4̺i ` 2r0q ď 1
2
,
provided we take δ0 ď 116 Lippϕ1q and c0 “ 2δ0. Consider then the Lipschitz function ψ : r0, 1s Ñ
r0, 1s defined by
ψ1 :“ χr0,1szI
1´ |I| , ψp0q “ 0, ψp1q “ 1.
Define ϕ :“ ψ ˝ ϕ1. Clearly ϕ satisfies (i) and (ii). Let us prove it satisfies (iii). For, notice
first that if x R ŤNi“1B pxi, 2̺iq, then dpxq :“ dist´x, txiuNi“1¯ ď 2 dist px, BUq. Set U 1 :“`
Bp0, 1qzB `0, 1
2
˘˘ zŤNi“1B pxi, 2̺i ` r0q and U2 :“ ŤNi“1B pxi, 2̺i ` r0q zŤNi“1B pxi, ̺iq. Since
ϕ is constant on
ŤN
i“1B pxi, 2̺i ` r0q
ˆ
U
|∇ϕ|2
dist2px, BUqdx ď C
˜ˆ
U 1
|∇ϕ|2
d2pxq dx`
ˆ
U2
|∇ϕ|2
dist2px, BUqdx
¸
“
“ C
ˆ
U 1
|∇ϕ|2
d2pxq dx ď C
ˆ
U 1X
!
dă 1?
N
) |∇ϕ|2
d2pxq dx`N.
Write
U 1 X
"
d ă 1?
N
*
“ U 11 Y U 12,
U 11 :“
ˆ
U 1 X
"
d ă 1?
N
*˙
z
ď
jP rJ
B
ˆ
xi0pxjq,
ˆ
M
4
´ 2
˙
rj
˙
,
U 12 “ UzU 11.
Notice that Uk X U 11 Ă
Ť
i : pxi,kqPV pr
B pxi, 2rkq. Since any non-trivial tree T “ pV,Eq satisfies
#V ď 2#
"
v P V
ˇˇˇˇ
degpvq “ 1
*
`#
"
v P V
ˇˇˇˇ
degpvq “ 2
*
and the total number of leaves in the forest is always ď N , we have
ˆ
U 11
|∇ϕ|2
d2pxq dx ď
Kÿ
k“0
ˆ
UkXU
1
1
|∇ϕ|2
d2pxq dx ď Cpδ0,Mq
Kÿ
k“0
ÿ
i : pxi,kqPV pr
1
r2k´1
ˆ
Bpxi,rkq
dx ď
ď C pδ0,Mq#V pr ď C pδ0,MqN.
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On the other hand ˆ
U 12
|∇ϕ|2
d2pxq dx ď
ÿ
jP rJ
ˆ
Bpxi0pxjq,pM4 ´2qrjq
|∇ϕ|2
d2pxq dx ď
ď C pδ0,Mq# rJ ď C pδ0,MqN. 
By a scaling argument we get the following
Corollary 9. Let A :“ Bpp, 2RqzB pp,Rq Ă R2. There exist δ0 P p0, 1q and C ą 0 such that if
tBpxi, ̺iquNi“1 are balls satisfying
(13) H1
˜
AX B
Nď
i“1
Bpxi, ̺iq
¸
ď δ0R,
then there exists a Lipschitz function ϕ : AÑ r0, 1s such that
(i) ||∇ϕ||L8pAq ď C2R ;
(ii) ϕ ” 0 on BBpp, 2Rq and ϕ ” 1 on BB pp,Rq;
(iii) If U :“ AzŤNi“1Bpxi, ̺iq,
(14)
ˆ
U
|x|2 |∇ϕpxq|2
dist2px, BUq dx ď C p1`Nq .
Remark 4. The proof shows that the foliation ϕ constructed in Lemma 8 is constant on (a
neighborhood of) each ball (and in a neighborhood of the boundary of the annulus). Moreover,
due to the choice of δ1 and δ2, the superlevel sets tϕ ě 1u “ tϕ “ 1u and tϕ ą 0u contain all
the balls B pxi, ̺iq they intersect.
Remark 5. We discuss here how to use Corollary 9. Consider a ballB pq, rq and balls tB pqi, riquNi“1
which satisfy the conditions of Corollary 9, and pA,Sq P Pε satisfying the conditions in Remark 2.
Notice that since ϕ is constant on each ball B pqi, riq, we have ϕ
´ŤN
i“1B pqi, riq
¯
“ tϕiuL´1i“1 .
Define ϕ0 :“ 0 and ϕL :“ 1, and re-label, if necessary, the ϕi in such a way that 0 “ ϕ0 ď ϕ1 ă
ϕ2 ă ¨ ¨ ¨ ă ϕL´1 ď ϕL “ 1. Using the fact that each connected component of B tϕ ą hu is a
closed, simple Lipschitz curve, and that clearly tϕi ă ϕ ă ϕi`1u XBλεpSεmq “ H, we have that
for each h P pϕi, ϕi`1qˆ
Btϕąhu
Am ¨ tdH1 “
ˆ
tϕąhu
CurlpAmqdx “
ˆ
thăϕăϕi`1u
CurlpAmqdx`
ˆ
tϕěϕi`1u
CurlpAmqdx “
“
ˆ
tϕěϕi`1u
CurlpAmqdx.
Thus, setting bi :“
´
tϕ“ϕiu
CurlpAmqdx, we have
ˆ
tϕěϕiu
CurlpAmqdx “
Lÿ
j“i
bi.
Integrate then for h P p0, 1q in order to get
ˆ 1
0
dh
ˆ
Btϕąhu
Am ¨ tdH1 “
Lÿ
i“0
ˆ ϕi`1
ϕi
ˆ
tϕąhu
CurlpAmqdx “
“
Lÿ
i“0
pϕi`1 ´ ϕiq
Lÿ
j“i
bi “
Lÿ
i“1
ϕibi.
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On the other hand, as a consequence of Lemma (6) we have that, for h R tϕiuLi“1,ˆ
Btϕąhu
Am ¨ tdH1 “ ´
ˆ
Btϕąhu
ˆˆ
x xK
´xK x
˙
¨ `∇pAmq11 ∇pAmq22˘˙ tpxqdH1.
In particular we see that
bL “ ´
L´1ÿ
i“1
ϕibi ´
ˆ 1
0
dh
ˆ
Btϕąhu
ˆˆ
x xK
´xK x
˙
¨ `∇pAmq11 ∇pAmq22˘˙ tpxqdH1.
Then, adding
řL´1
i“1 bi on both sides, we get
(15)
Lÿ
i“1
bi “
L´1ÿ
i“1
p1´ ϕiq bi ´
ˆ 1
0
dh
ˆ
Btϕąhu
ˆˆ
x xK
´xK x
˙
¨ `∇pAmq11 ∇pAmq22˘˙ tpxqdH1.
In the balls construction we shall need to choose, from a family of balls covering the support of
a measure µ, a well disjoint subfamily containing a relevant fraction of the total mass. This is
exactly the content of the following Lemma.
Lemma 10. Suppose
Ť
iPI Bpxi, 30̺iq Ă Bp0, Rq Ă Rn and µ is a measure on Rn whose support
is contained in
Ť
iPI Bpxi, ̺iq. Then there exists a subfamily of indices rI Ă I and radii Ri ą 3̺i
such that the balls tBpxi, 2RiquiPrI are mutually disjoint, contained in Bp0, Rq andÿ
iPrI
µpBpxi, Riqq ě 1
2 ¨ 13nµ pBp0, Rqq .
Proof. Let Uk :“ BRp1´2´pk`1qqzBRp1´2´kq. If xi P Uk, then 3̺i ă 1102´kR “: rk (since
R
`
1´ 2´pk`1q˘ ` 30̺i ď |xi| ` 30̺i ă R) and if |k ´ k1| ě 2, xi P Uk and xj P Uk1 , then
B pxi, rkq X B pxj, rk1q “ H. Choose then a maximal family of indices Ik Ă Uk X I such that
|xi ´ xj| ě 13rk. Then ď
iPI
B pxi, ̺iq Ă
ď
kě0
ď
iPIk
B pxi, 2rkq .
Indeed, ď
iPI
B pxi, ̺iq “
ď
kě0
ď
iPI
xiPUk
B pxi, ̺iq .
But
Vk :“
ď
iPI
xiPUk
B pxi, ̺iq Ă
ď
iPIk
B pxi, rkq .
For, if x P B pxi, ̺iq for some xi P Uk then either xi P Ik (and in such a case there is nothing to
show) or xi R Ik. But in the latter case |xi ´ xℓ| ă 13rk in order to not contradict the maximality
of Ik. Hence xi P B
`
xℓ,
2
3
rk
˘
. Clearly, either
(16)
ÿ
kě0
µ
˜ ď
iPI2k
B pxi, r2kq
¸
ě 1
2
µpBRq or
ÿ
kě0
µ
¨˝ ď
iPI2k`1
B pxi, r2k`1q‚˛ě 1
2
µpBRq.
If i, j P Ik and |xi ´ xj| ě 4rk, then B
`
xi,
1
3
rk
˘ Ă B `xj , 133 rk˘, which in turn implies that the
balls tB pxi, 2rkquiPIk can intersect at most 13n´ 1 times. Therefore Ik can be split in N :“ 13n
subsets Ik,j such that the balls B pxi, 2rkq are disjoint. Suppose that (16) holds for even indices
(the other case is completely analogous). For every k ě 0, choose a jpkq P t1, ¨ ¨ ¨ , Nu in guise
that
µ
¨˝ ď
iPI2k,jp2kq
B pxi, r2kq‚˛ě 1
N
µ
˜ ď
iPI2k
B pxi, r2kq
¸
.
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Then, since the families I2k,j are disjoint,
1
2 ¨ 13nµ pBRp0qq ď
ÿ
kě0
ÿ
iPI2k,jp2kq
µ pB pxi, r2kqq .
Define then the family of indices
rI :“ "i P I ˇˇˇˇDk ě 0 such that i P I2k,jp2kq* ,
and the corresponding radii
Ri :“ max
"
r2k
ˇˇˇˇ
i P I2k,jp2kq
*
,
which are ą 0 for i P rI. Then
1
2 ¨ 13nµ pBRp0qq ď
ÿ
kě0
ÿ
iPI2k,jp2kq
µ pB pxi, r2kqq “
ÿ
iPrI
µ pB pxi, Riqq . 
Henceforth, we deal with competitors of minimizing sequences, that is for every εj Ó 0 and every
pair pAj , Sjq P P pε, α, L, λ, τ, ℓq, we can find a competing sequence pA1j , S1jq P P
`
ε, α, L, λ, τ, ℓ
2
˘
,
which we denote again (with an abuse of notation) by pAj , Sjq, which has the properties discussed
in Remark 2. In particular, each field Aj of such a competing sequence is harmonic outside the
singular set BλεpSjq, and, up to a subsequence, Corollary 4 ensures Aj Ñ A P BV pΩq strongly
in L2pΩq. Associated to this sequence, we define the measures
µ1,j :“ 1
τεj
dist2pAj ,SOp2qqL2 Ω, µ2,j :“ 1
λεj
L2 BλεpSjq, µj :“ µ1,j ` µ2,j,
which, up to subsequences, converge weakly in the sense of measures to µ1, µ2 and µ respectively.
We combine together this property and the foliation Lemma 9 through a balls construction in the
spirit of the one used for the Ginzburg-Landau functional (cf. [13] and the references therein and
also [5] for the application of the discrete balls construction to a functional describing systems
of dislocations), in order to obtain a density estimate.
Theorem 2 (Pseudolinear 1-density estimate). Let pAj , Sjq P pεj , α, L, τ, λ, ℓq be a sequence of
admissible pairs such that FεjpAj , Sjq ď Egbpεjq, and consider the competing sequence pA1j , S1jq
as in Remark 2, which (up to a subsequence) converges strongly in L2pΩq to A P BV pΩq. There
exist constants C0 ą 0, δ1 P p0, 1q and ω0 ą 0 such that for every p P Ω and every R ą 0 there
exists an R P rR, 2Rs such that
(17)
ˇˇ
CurlpAqpBpp,Rqˇˇ ď Cωˆµ pBpp, 3Rqq
R
˙
µ pBpp,Rqq ,
where ω : p0,8q Ñ p0,8q is the continuous increasing function defined as
(18) ωptq :“
#
ω0 if t ě δ1,
p´ logptqq´1 if t ă δ1.
Proof. We can assume µpBpp,Rqq ą 0, otherwise there is nothing to prove. We relabel the
competing sequence pA1j , S1jq as pAj , Sjq. Let δ1 ą 0 to be chosen later. If µ2 pBpp, 3Rqq ě δ1R,
then by Remark 2 we have
µpBpp, 3Rqq ě C2δ1 |CurlpAqpBpp,Rqq| .
If µ2pBpp, 3Rqq ă δ1R,
lim sup
mÑ8
µ2,εm pB pp, 2Rqq ď µ2 pB pp, 3Rqq ď δ1R.
Hence, up to a subsequence, which we denote again by εm, we have that
|Bλεm pSmq XB pp, 2Rq| ď λεmδ1R, Sm :“ Sεm.
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WriteBλεmpSmq “
Ť
jPJH,m
Hj,m, whereHj,m are the (closed) connected components of BλεmpSmq,
and consider only those ones which intersect Bpp, R
2
q, that is
J 1H,m :“
"
j P JH,m
ˇˇˇˇ
Hj,m XB
ˆ
p,
R
2
˙
‰ H
*
.
Next, cover these components by disjoint balls B0 :“ tB px0,i, ̺0,iquiPI0 ” tB0,iuiPI0 such thatř
iPI0
̺0,i ď
ř
jPJ 1
H,m
diampHj,mq ď δ1R. Now, we let these balls grow. Namely, for any positive
measure µ define
̺µpxq :“ sup
"
̺ ą 0
ˇˇˇˇ
µ pB px, 2̺q zB px, ̺qq ą δ0̺
*
.
Set ̺0 :“ ̺|∇χŤB0| and ̺i,0 :“ ̺0pxi,0q. We can then use Vitali in order to obtain a cover 
B
`
xi,0, 6̺i,0
˘(
iPI 10
such that the balls B
`
xi,0, 2̺0,i
˘
are disjoint. Then
6δ0
ÿ
iPI 10
̺i,0 “ 6
ÿ
iPI 10
ˆ
Bpx,2̺i,0qzBpx,̺i,0q
ˇˇ
∇χŤB0 ˇˇ ď 6ˆ ˇˇ∇χŤB0 ˇˇ ď 6ÿ ̺i,0.
Then, we expand again these balls by a factor of 30: that is, we consider
 
B
`
xi,0, 180̺i,0
˘(
iPI 10
.
By a merging argument (we refer to [13] for more details), we get a new family of balls (whose
closures are pairwise disjoint) B1 :“ tB pxi,1, ̺i,1quiPI1 such that
ř
iPI1
̺1,i ď C0
ř
iPI 10
̺0,i, where
C0 :“ 180δ0 , which is in turn smaller than 12R, provided δ1 was chosen small enough. We can
then iterate this procedure in order to construct a family of coverings tBkukě0, which we can
schematize as follows:
¨ ¨ ¨ MergeÝÝÝÝÑ Bk “ tB pxk,i, ̺k,iquiPIk
ExpandÝÝÝÝÝÑ  B `xk,i, ̺k,i˘(iPIk VitaliÝÝÝÑ  B `xk,i, 6̺k,i˘(iPI 1k 30ˆÝÝÑ
30ˆÝÝÑ  B `xk,i, 180̺k,i˘(iPI 1
k
MergeÝÝÝÝÑ Bk`1 “ tB pxk`1,i, ̺k`1,iquiPIk`1
ExpandÝÝÝÝÝÑ ¨ ¨ ¨ ,
where ̺k,i :“ ̺|∇χŤBk | pxk,iq. Notice that
ř
iPIk`1 ̺k`1,i ď C0
ř
iPIk
̺k,i, i.e.
ř
iPIk
̺k,i ď
Ck0
ř
iPI0
̺0,i. Moreover, by construction, each of the balls B
`
xk,i, 180̺k,i
˘
is contained in pre-
cisely one of the B pxk`1,i, ̺k`1,iq. That is, we have the inclusions
(19)
B pxk`1,i, ̺k`1,iq Ą
ď
jPI 1
k,i
B
`
xk,j, 180̺k,j
˘ Ą ď
jPI 1
k,i
B
`
xk,j, 6̺k,j
˘ Ą spt pτk B pxk`1,i, ̺k`1,iqq ,
where τk is the measure defined by
τk :“
ÿ
iPIk
ak,jL
2 Bk,j,where ak,j :“
ˇˇˇˇ
ˇ
 
Bk,j
CurlAεmdx
ˇˇˇˇ
ˇ .
By Lemma 10, for each i P Ik`1 we find a subfamily I2k,i Ă I 1k,i and radii Rk,ν ą 18̺k,ν such that
(20)
$’&’%
B pxk,ν, 2Rk,νq Ă B pxk`1,i, ̺k`1,iq @ν P I2k,i,
B pxk,ν, 2Rk,νq XB
`
xk,ν1 , 2Rk,ν1
˘ “ H @ν ‰ ν 1,ř
νPI2
k,i
τk pB pxk,ν , Rk,νqq ě 1C2 τk pB pxk`1,i, ̺k`1,iqq , C2 :“ 2 ¨ p13q
2 .
Let
K :“ max
#
k ě 1
ˇˇˇˇ ÿ
iPIk
̺k,i ă R
+
` 1.
From the discussion above, we have that for a universal constant c0 ą 0 (namely, c0 “ log pC0q´1)
K ě c0 log
˜
Rř
iPI0
̺0,i
¸
ě c0 log
ˆ
R
µmpBpp,Rqq
˙
, µm :“ µ1,εm ` µ2,εm .
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Arguing as in Remark 5, passing to the absolute values in (15) and using the Fleming-Rishel
formula, we obtain
(21)ˇˇˇˇ
ˇ
ˆ
tϕą0u
CurlpAmqdx
ˇˇˇˇ
ˇ ď ÿ
Bpqi,riqĂt0ăϕă1u
ˇˇˇˇ
ˇ
ˆ
Bpqi,riq
CurlpAmqdx
ˇˇˇˇ
ˇ`
ˆ
t0ăϕă1u
|x| |∇Am,sym| |∇ϕ| dx.
We can now apply (21) to the balls rBk,ν :“ B pxk,ν, Rk,νq obtained in (20) and the foliation ϕpkqν,i
given by Lemma 9, for every k ě 0 and ν P I2k,i, i P Ik`1 as in the discussion before. This givesÿ
νPI2
k,i
ˇˇˇˇ
ˇ
ˆ
!
ϕ
pkq
ν,ią0
)CurlpAmqdx
ˇˇˇˇ
ˇ ď ÿ
νPI2
k,i
ÿ
Bk,jĂ
!
0ăϕ
pkq
ν,iă1
)
ˇˇˇˇ
ˇ
ˆ
Bk,j
CurlpAmqdx
ˇˇˇˇ
ˇ`
`
ÿ
νPI2
k,i
ˆ
!
0ăϕ
pkq
ν,iă1
) |x| |∇Am,sym| ˇˇˇ∇ϕpkqν,i ˇˇˇdx.
(22)
to both sides of (22). Now, for i P Ik`1, define the quantities
I
pkq
i :“
ď
νPI2
k,i
!
ϕ
pkq
ν,i “ 1
)
(inner balls) ,
A
pkq
i :“
ď
νPI2
k,i
!
0 ă ϕpkqν,i ă 1
)
(annuli) ,
R
pkq
i :“
ď
Bk,jĂBk`1,iz
Ť
νPI2
k,i
!
ϕ
pkq
ν,ią0
)Bk,j (remaining balls) ,
J
pkq
i :“
ÿ
νPI2
k,i
ˆ
!
0ăϕ
pkq
ν,iă1
) |x| |∇Aε,sym| ˇˇˇ∇ϕpkqν,i ˇˇˇdx.
Since the balls
! rBk,ν)
νPI2
k,i
were given by Lemma 10 we have
(23) τk
´
A
pkq
i
¯
“ τk pBk`1,iq ´ τk
´
I
pkq
i
¯
´ τk
´
R
pkq
i
¯
ď p1´ ε0q τk pBk`1,iq ´ τk
´
R
pkq
i
¯
,
where ε0 :“ C´12 “
´
2 p13q2
¯´1 ă 1. We then add the term
Pk,i :“
ˇˇˇˇ
ˇˇˇˇ ÿ
Bk,jĂBk`1,iz
Ť
νPI2
k,i
!
ϕ
pkq
ν,i
ą0
)
ˆ
Bk,j
CurlpAεmqdx
ˇˇˇˇ
ˇˇˇˇ
to both sides of (22), which gives, using (23),ˇˇˇˇ
ˇ
ˆ
Bk`1,i
CurlpAεmqdx
ˇˇˇˇ
ˇ ď Pk,i ` ÿ
νPI2
k,i
ˇˇˇˇ
ˇ
ˆ
!
ϕ
pkq
ν,ią0
)CurlpAεmqdx
ˇˇˇˇ
ˇ ď
ď
ÿ
νPI2
k,i
ÿ
Bk,jĂ
!
0ăϕ
pkq
ν,iă1
)
ˇˇˇˇ
ˇ
ˆ
Bk,j
CurlpAεmqdx
ˇˇˇˇ
ˇ` Pk,i ` J pkqi ď
ď τk
´
A
pkq
i
¯
` Pk,i ` J pkqi ď p1´ ε0q τk pBk`1,iq ` J pkqi .
(24)
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We then just need to sum up (24) for i P Ik`1 in order to get
(25) τk`1 pB pp, 2Rqq ď p1´ ε0q τk pB pp, 2Rqq ` J pkq, J pkq :“
ÿ
iPIk`1
J
pkq
i ,
which immediately implies 2
(27) τk`1pBpp, 2Rqq ď p1´ ε0q τkpBpp, 2Rqq ` Cε0µ1,εmpApkqq `
ε0
4
p1` nkqτεm,
where
Apkq :“
ď
iPIk`1
A
pkq
i , and nk :“
ÿ
iPIk
ÿ
νPrIk,i
#
!
B
pkq
ℓ Ă
!
0 ă ϕpkqν,i ă 1
))
.
Now, either
(28) τk`1pBpp, 2Rqq ă nkτεm,
or
(29) τk`1pBpp, 2Rqq ě nkτεm.
If (29) holds, we have two possible subcases: either τk`1pBpp, 2Rqq “ 0, or τk`1pBpp, 2Rqq ą
0. In the latter case, because of the first quantization of the Burgers vector, we have that
τk`1pBpp, 2Rqq ě τεm. Thus
(30) τk`1pBpp, 2Rqq ě 1
2
p1` nkqεm.
In particular, when (29) holds, we have from (27) that
(31) τk`1pBpp, 2Rqq ď
´
1´ ε0
2
¯
τkpBpp, 2Rqq ` Cεmµ1,εmpApkqq.
We then add (31) and (28), in order to find
(32) τk`1pBpp, 2Rqq ď
´
1´ ε0
2
¯
τkpBpp, 2Rqq ` Cε0µ1,εmpApkqq ` nkτεm.
An iteration gives then immediately
τk`1pBpp, 2Rqq ď
´
1´ ε0
2
¯k
τ0pBpp, 2Rqq ` Cε0
kÿ
ℓ“0
´
1´ ε0
2
¯ℓ
µ1,εmpApk ´ ℓqq`
` τεm
kÿ
ℓ“0
´
1´ ε0
2
¯ℓ
nk´ℓ.
(33)
Now, we sum up (33) for k P 1, ¨ ¨ ¨ ,K ´ 1. Using the fact that τk pB pp, 2Rqq decreases as k
increases, we find
(34) KτKpBpp, 2Rqq ď C
#
µmpBpp, 2Rqq ` τε
K´1ÿ
k“1
nk
+
.
On the other hand, by construction, all the annuli and balls are disjoint, which means
K´1ÿ
k“1
nk ď N0,
2 Recall that, using a Whitney covering, one can prove the existence of a constant c “ cn ą 0 such that for every
harmonic function u in an open set U Ă Rn
(26)
ˆ
U
|∇u|2 dist2px, BUqdx ď cn
ˆ
U
|u|2 dx.
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where N0 is the number of connected components of BλεmpSεmq contained in Bpp, 3Rq, which
can be in turn be estimated by
N0 ď C |BλεmpSεmq XB pp, 2Rq|pλεmq2
“ Cµ2,εm pBpp, 2Rqq
εm
.
In particular, we obtain
(35) τKpBpp, 2Rqq
ˇˇˇˇ
log
ˆ
µmpBpp, 2Rqq
R
˙ˇˇˇˇ
ď Cτµm pBpp, 2Rqq .
Now, since |BλεmpSmq XB pp, 3Rq| ď λεmδ1R, we can find an Rpmq P rR, 2Rs such that
τK pBpp, 2Rqq ě
ˇˇˇˇ
ˇ
ˆ
Bpp,Rpmqq
CurlAmdx
ˇˇˇˇ
ˇ .
Up to a subsequence, we can always assume that Rpmq Ñ R P rR, 2Rs. Moreover, since
tCurlAεmu quasi-converges to pCurlA, ξq, with ξpΩq ă 8, we can also assume ξ
`BBpp,Rq˘ “ 0
(up to increasing the constant Cλ in the right hand side of (35) by a factor of 2). In particular,
we have
lim sup
mÑ8
ˇˇˇˇ
ˇ
ˆ
Bpp,Rpmqq
CurlAmdx
ˇˇˇˇ
ˇ ě
ˇˇˇˇ
ˇ
ˆ
Bpp,Rq
dCurlA
ˇˇˇˇ
ˇ .
Taking the limit superior as mÑ8 in (35), we find
(36)
ˇˇˇˇ
ˇ
ˆ
Bpp,Rq
dCurlpAq
ˇˇˇˇ
ˇ
ˇˇˇˇ
log
ˆ
µpB pp, 3Rqq
R
˙ˇˇˇˇ
ď C0µ pBpp, 3Rqq .
In particular, we can choose ω as in (18) and obtain (17). 
Theorem 2 is giving an estimate of the norm of CurlpAq on balls, while in order to obtain an
estimate for the derivative DA we would need (by virtue of Proposition 3) an upper bound on
the total variation of CurlpAq. The key observation in order to prove such an estimate is that,
by the definition of supremum limit, we are allowed to take a covering with balls of the same
radii.
Lemma 11. Let T be a vector valued Radon measure and µ be a positive finite Radon measure,
both defined on Rn. Suppose that there exists a constant C0 ą 1 such that for every x P Ω and
every R ą 0
(37) |T pBpx,Rqq| ď ω
ˆ
µ pBpx,C0Rqq
Rβ
˙
µ pBpx,C0Rqq ,
where β P t1, ¨ ¨ ¨ , n´ 1u and ω : p0,8q Ñ p0,8q is an increasing function such that ωpδq Ñ 0
as δ Ñ 0. Then
(a) |T | pΩzSq “ 0, where
S :“
"
x P Ω
ˇˇˇˇ
Θ˚pxq ą 0
*
, Θ˚pxq :“ Θ˚βpµ, xq :“ lim sup
RÓ0
µ pBpx,Rqq
Rβ
;
(b) Hβ S is σ-finite;
(c) |T | ď Cn pω ˝Θ˚qµ S, where Cn ą 0 is a constant depending only on the dimension.
In particular, if T “ DA for some A P BV pΩqn, then DA “ DJA “ |A` ´A´| b νAHn´1 SA
and
(38) g´1
`ˇˇ
A` ´A´ ˇˇ˘Hn´1 SA ď Cµ,
where gptq :“ tωptq.
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Proof. From the definition of limit superior,
Gs :“
"
x P Ω
ˇˇˇˇ
Θ˚pxq ď s
*
Ă
č
δą0
ď
Rą0
Gs,R,δ,
where
Gs,R,δ :“
"
x P Ω
ˇˇˇˇ
µ pBpx,C0̺qq
̺β
ă s` δ @̺ ă R
*
.
For any µ-measurable set E, consider the r-tubular neighborhood Ur “ Br pE XGs,R,δq. Fix
̺ ă min
!
R, r
C0
)
. We can find K “ Kpnq (depending only on the dimension n) disjoint families
of balls balls Bk :“
!
B
pkq
i
)
iPIk
”
!
B
´
x
pkq
i , ̺
¯)
iPIk
, k “ 1, ¨ ¨ ¨ ,K whose union covers Es,R,δ :“
E XGs,R,δ, that is
Es,R,δ Ă
Kď
k“1
ď
iPIk
B
pkq
i , B
pkq
i XBpkqj “ H@i ‰ j.
Moreover, the choice of ̺ ensures
µ
´
Bpxpkqi , C0̺q
¯
̺β
ă s` δ, @i P Ik, k P t1, ¨ ¨ ¨Ku
and
C0B
pkq
i Ă Ur.
Let f :“ dT
d|T | , |f | “ 1 |T |-a.e., and ϕ P CcpΩq. Then, using (37),
|T | pEs,R,δq ď
Kÿ
k“1
ÿ
iPIk
ˇˇˇˇ
ˇ
ˆ
B
pkq
i
xf,dT y
ˇˇˇˇ
ˇ ď
ď
Kÿ
k“1
ÿ
iPIk
#ˆ
B
pkq
i
|f ´ ϕ| d |T | `
ˆ
B
pkq
i
ˇˇˇ
ϕpxq ´ ϕ
´
x
pkq
i
¯ˇˇˇ
d |T | pxq `
`
ˇˇˇA
ϕ
´
x
pkq
i
¯
, T
´
B
pkq
i
¯Eˇˇˇ)
ď
ď K
#ˆ
Ur
|f ´ ϕ| d |T | `
˜
sup
|x´y|ă̺
|ϕpxq ´ ϕpyq|
¸
|T | pUrq
+
`
`Cn ||ϕ||8 ω pδ ` sqµpUrq.
Define
pIq :“
ˆ
Ur
|f ´ ϕ| d |T | , pIIq :“
˜
sup
|x´y|ă̺
|ϕpxq ´ ϕpyq|
¸
|T | pUrq .
As ̺Ñ 0, we see that pIIq Ñ 0, while if we consider a sequence of functions ϕ converging to f ,
also pIq Ñ 0. As Gs,R,δ is increasing in R, taking RÑ 8 we can replace Es,R,δ on the left hand
side with the union Es,δ :“
Ť
Rą0Es,R,δ. Since this holds for every δ ą 0, we can let δ Ñ 0 and
recover Es “ E X tΘ˚ ą su on the left hand side. Finally, taking r Ñ 0 and using the fact that
µ is a Radon measure, we find that for every µ-measurable set E
(39) |T | pE XGsq ď ωpsqµ pE XGsq .
Since ωpsq Ñ 0 as sÑ 0, we have that
|T | pΩzSq “ 0,
i.e. (a). Set Sδ :“
"
x
ˇˇˇˇ
Θ˚pxq ą δ
*
. Then clearly HβpSδq ď Cn 1δµpRnq ă 8. In particular,
Hβ S is σ-finite, thus (b) is proven.
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Now, for every ζ ą 0, we can find a compact set H “ Hpζq such that Θ˚|H is continuous and
|T | pΩzHq ă ζ. For η ą 0, let Φ˚pηq ą 0 be such that
x, y P H, |x´ y| ď Φ˚pηq ùñ |Θ˚pxq ´Θ˚pyq| ď η.
Consider a sequence taiuiě1 such that p0,8q “
Ť
iě1pai, ai`1s and |ai`1 ´ ai| ă Φ˚pηq. For any
Borel set F , let
Fi :“ F X
"
x
ˇˇˇˇ
Θ˚pxq P pai, ai`1s
*
.
Let µ0 :“ µ S. Using (39) with E “ F X
"
x
ˇˇˇˇ
Θ˚pxq ą ai
*
,
|T | pF q ď ζ ` |T | pF XHq ď ζ `
ÿ
iě1
|T | pFi XHq ď
ď ζ `
ÿ
iě1
|T |
ˆ
F XH X
"
x
ˇˇˇˇ
Θ˚pxq ą ai
*
XGai`1
˙
ď
ď ζ ` Cn
ÿ
iě1
ω pai`1qµ0pFi XHq “ ζ ` Cn
ÿ
iě1
ˆ
FiXH
ω pai`1qdµ0 ď
ď ζ ` Cn
ÿ
iě1
ˆ
FiXH
ω pΘ˚pxqq dµ0 ` Cn
ÿ
iě1
ˆ
FiXH
|ω pΘ˚pxqq ´ ω pai`1q|dµ0 ď
ď ζ ` Cn
ÿ
iě1
ˆ
FiXH
ω pΘ˚pxqq dµ0 ` Cnηµ0pF XHq “
“ ζ ` Cn
ˆ
FXH
ω pΘ˚pxqq dµ0 ` Cnηµ0pF XHq.
By the arbitrariness of ζ, η and the Borel set F , we infer that
|T | ď Cn pω ˝Θ˚qµ S,
i.e. (c). Now, suppose T “ DA for some A P BV pΩqm. Then from (c), we see that DA “
|A`pxq ´A´pxq| b νAHβ pS X SAq, where β :“ n´ 1. Our first claim is thatˇˇ
A`pxq ´A´pxqˇˇ ď CΘ˚pxqω pΘ˚pxqq for Hβ ´ a.e. x P S X SA.
Let E Ă Rn be a Borel set. For any ζ ą 0, we can find H “ Hpζq compact such that Θ˚|H is
continuous and µ pRnzHq ď ζ. Since S is rectifiable, we can assume without loss of generality
that the β-density of each x P S XH X E is 1, namely
lim
̺Ó0
Hβ pS XH X E XB px, ̺qq
cβ̺β
“ 1,
where cβ ą 0 is a constant dependent only on β ą 0. From this and the definition of limit
superior, for every η ą 0, k P N and x P E X Sξ X H “: Gξ, ξ ą 0, we can find a radius
̺kpxq ď k´1 such that, for a constant C “ Cpβq ą 0,
(40)
$&%C p1´ ηq ̺kpxqβ ď Hβ
´
Gξ XB px, ̺kpxqq
¯
ď Cp1` ηq̺kpxqβ ,
Θ˚pxq ě µpBpx,̺kpxqqq
̺kpxqβ
´ η.
We then consider, for N ą 1, the fine cover of Gξ
FN :“
"
B px, ̺kpxqq
ˇˇˇˇ
x P Gξ, k ě N
*
.
from which, by Vitali-Besicovitch Theorem, we can extract a disjoint family F 1N “ tBpxi, ̺iquiě1
such that
µ
´
Gξz
ď
F 1N
¯
“ 0.
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Then ˆ
EXSξ
ω pΘ˚pxqq dµpxq ď Cζ `
ˆ
G
ω pΘ˚pxqq dµpxq “
“ Cζ `
ÿ
i
ˆ
Bpxi,̺iqXGξ
ω pΘ˚pxqq dµpxq ď
ď Cζ `
ÿ
i
ω pΘ˚pxiqqµ
´
B pxi, ̺iq XG
¯
`
`
¨˚
˝ sup
x,yPG
|x´y|ďN´1
|ω pΘ˚pxqq ´ ω pΘ˚pyqq|‹˛‚µpGq ď
ď Cζ `
ÿ
i
ω pΘ˚pxiqq ̺βi pη `Θ˚pxiqq ` oN p1q ď
ď Cζ `
ÿ
i
Θ˚pxiqω pΘ˚pxiqq ̺βi ` η
ÿ
i
ω pΘ˚pxiqq ̺βi ` oN p1q.
Using (40), we find (setting gpsq :“ sωpsq and rg :“ g ˝Θ˚),ÿ
i
rgpxiq̺βi ď C1´ ηÿ
i
rgpxiqHβpGξ XB pxi, ̺iqq ď
ď
ˆ
SXE
rgpyqdHβpyq `
¨˚
˝ sup
x,yPG,
|x´y|ďN´1
|rgpxq ´ rgpyq|‹˛‚Hβ pSξq ď
ď
ˆ
SXE
rgpyqdHβpyq ` oN p1qµpRnq
ξ
.
and, since ω is bounded,
η
ÿ
i
ω pΘ˚pxiqq ̺β ď Cη ||ω||8
HβpSξq
1´ η .
That is,
(41)
ˆ
EXSξ
ω pΘ˚pxqq dµpxq ď Cζ ` oN p1q1
ξ
` Cη ||ω8||
ξp1´ ηq `
ˆ
SXE
rgpxqdHβpxq.
Then, in (41) we first let N Ñ 8, then ζ Ñ 0 and η Ñ 0. By the arbitrariness of ξ ą 0 and the
set E, we finally get
pω ˝Θ˚qµ
"
x P S
ˇˇˇˇ
Θ1pS, xq “ 1
*
ď rgHβ "x P S ˇˇˇˇΘ1pS, xq “ 1* .
That is, since S is rectifiable,
(42)
ˇˇ
A`pxq ´A´pxqˇˇ ď CΘ˚pxqω pΘ˚pxqq , for Hβ ´ a.e. x P S.
We rewrite (42) as
(43) f
`ˇˇ
A`pxq ´A´pxqˇˇ˘ ď CΘ˚pxq, for Hβ ´ a.e. x P S.
where f :“ g´1. We proceed now with the proof of the second step. Let E Ă Rn Borel and
ξ ą 0. We re-define Gξ as
Gξ :“ E X
"
x P S
ˇˇˇˇ
Θ1pS, xq “ 1 and Θ˚pxq ą ξ
*
.
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For every η ą 0 and k P N, we can find a ̺kpxq ď k´1 such that
(44)
$’’’’&’’’’%
C p1´ ηq ̺kpxqβ ď Hβ
´
Gξ XB px, ̺kpxqq
¯
ď Cp1` ηq̺kpxqβ ,
Θ˚pxq ď µpBpx,̺kpxqqq
̺kpxqβ
` η,
A`pyq ´A´pyq “ A`pxq ´A´pxq, @y P B px, ̺kpxqq XGξ ,
f p|A`pxq ´A´pxq|q ď CΘ˚pxq @x P Gξ.
As before, for N ą 1, we define the fine cover
FN :“
"
B px, ̺kpxqq
ˇˇˇˇ
x P Gξ, k ě N
*
,
from which we extract a disjoint family F 1N “ tB pxi, ̺iquiě1 such that
Hβ
´
Gξz
ď
F 1N
¯
“ 0.
We haveˆ
EXSξ
f
`ˇˇ
A`pxq ´A´pxqˇˇ˘ dHβ “ ˆ
Gξ
f
`ˇˇ
A`pxq ´A´pxqˇˇ˘dHβ “
“
ÿ
i
ˆ
GξXBpxi,̺iq
f
`ˇˇ
A`pxq ´A´pxqˇˇ˘ dHβ “
“
ÿ
i
f
`ˇˇ
A`pxiq ´A´pxiq
ˇˇ˘
HβpGξ XB pxi, ̺iqq ď
ď C p1` ηq
ÿ
i
Θ˚pxiq̺βi ď
ď C p1` ηq
ÿ
i
˜
µ pBpx, ̺iqq
̺
β
i
` η
¸
̺
β
i ď
ď C p1` ηqµ
´
B 1
N
pGξq
¯
` Cη1` η
1´ ηH
βpSξq.
As N Ñ8 and η Ñ 0, by the arbitrariness of ξ ą 0 and E we have
f
`ˇˇ
A` ´A´ ˇˇ˘Hβ S ď Cµ. 
From Theorem 2, Lemma 11,[3, Proposition 1] and a slicing argument, we immediately infer the
following
Corollary 12. There exist a constant C ą 0 and α0 ą 0 such that for every 0 ă α ď α0
and every sequence of pairs pAj , Sjq P P pεj , α, L, τ, λ, ℓq, εj Ñ 0 with FεjpAj , Sjq ď Egbpεjq,
there exists another sequence pA1j , S1jq P P
`
εj, α, L, τ, λ,
ℓ
2
˘
such that Fεj pA1j , S1jq ď CFεjpA1j , S1jq
which, up to a subsequence, converges strongly in L2pΩq to a microrotation A andˇˇ
A` ´A´ ˇˇ ˇˇlogpˇˇA` ´A´ ˇˇqˇˇH1 SA ď Cµ,
where µ is the weak˚ limit of the measures
µj :“ 1
τεj
dist2pA1j ,SOp2qqL2 Ω`
1
λεj
L2 S1j.
In particular,
CαLεj |logpαq| ď Fεj pAj , Sjq.
Remark 6. Without imposing the first quantization of the Burgers vector, one could obtain
another estimate involving the square root of the logarithm instead, which would be again
optimal in such a different context.
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