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Abstract
We construct holographic duals to N = 1 SQCD with a quartic superpotential and un-
quenched massive flavors. Our backgrounds are generated by D5-branes wrapping two-
dimensional submanifolds of an internal space. The flavor degrees of freedom are intro-
duced by means of D5-branes extended along two-dimensional calibrated surfaces, and act
as sources of the different supergravity fields. The backgrounds we get include the back-
reaction of the flavor branes and generalize the geometries obtained so far to the case in
which the fundamental matter is massive. The supergravity solutions we find are regular
everywhere and depend on a radial function which can be determined from the distribution
of flavor branes used as sources. We also work out the holomorphic structure of the model
and explore some of its observable consequences.
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1 Introduction
The AdS/CFT correspondence [1] is one of the greatest conceptual developments in the
study of the dynamics of gauge theories of the recent years (see [2] for a review). This
correspondence, which is in agreement with early ideas of ’t Hooft [3] on the large Nc limit
of QCD, has provided a whole set of analytical tools to study gauge theories in the strongly
coupled regime. Besides, through the holographic principle of quantum gravity, the corre-
spondence has established a fascinating and far-reaching connection between gauge theories
and the physics of black holes.
Although the final goal would be finding a dual to QCD, a less ambitious and more feasible
objective is trying to construct gravitational backgrounds dual to minimal supersymmetric
models. In this paper we will concentrate on the model [4] dual to N = 1 super-Yang-Mills
(SYM) theory, which is based on the geometry obtained by Chamseddine and Volkov in ref.
[5]. This geometry can be regarded as generated by a set ofNc D5-branes wrapping a compact
two-cycle of a Calabi-Yau cone. If the size of the cycle is small, the low-energy description
of the wrapped D5-branes is effectively (3+1)-dimensional. However, at larger energies the
Kaluza-Klein modes on the compact cycle show up and mix with the four-dimensional field
theory degrees of freedom. Nevertheless, the model of [4] successfully encodes confinement
and chiral symmetry breaking in a geometric setup (see [6] for various reviews).
Another step in the process of approaching the holographic gravitational models to phe-
nomenology is the addition of flavor, i.e. of fields transforming in the fundamental repre-
sentation of the gauge group (quarks). From the point of view of the gravitational theory,
adding quarks to a given gauge theory corresponds to incorporating additional branes to the
setup [7]. These flavor branes should extend along the gauge theory directions and wrap a
non-compact cycle in the internal manifold, in order to make their worldvolume symmetry a
global flavor symmetry. If the number Nf of flavor branes is much smaller than the number
Nc of color branes, one can reasonably neglect the effect of the flavor branes on the geometry
and treat them as probes. This is the so-called quenched approximation which, on the field
theory side, amounts to considering the quarks as external non-dynamical objects that do
not run in the loops. For the model dual to N = 1 SYM the flavor branes are also D5-branes
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which wrap a non-compact submanifold of the internal space in such a way that N = 1 is
preserved [8] (see [9] for a review of similar studies in several other models).
In this paper we are interested in studying unquenched flavor in the holographic dual of
N = 1 SYM. In this case one has to compute the backreaction by solving the equations
of motion of a system of gravity with brane sources. Generically, these sources modify the
Einstein equations and the Bianchi identities of some Ramond-Ramond field strengths. We
will follow the approach initiated in [10], in which one has a large number of flavor brane
sources which are delocalized and one has to deal with a continuous smeared distribution
of branes (see [11] for an earlier implementation of this idea in the context of non-critical
string theory). In this approach the sources do not contain Dirac δ-functions, which greatly
simplifies the task of solving the equations of motion. On the field theory side this setup
corresponds to the so-called Veneziano limit, in which bothNc andNf are large but their ratio
is kept fixed. In refs. [12, 13, 14] different aspects of the supergravity duals of N = 1 SYM
with smeared flavor branes were studied, whereas this approach has been also successfully
applied to other types of backgrounds (see [15] for a detailed review).
The N = 1 flavors added in refs. [10, 12, 13] are massless, which amounts to considering
flavor branes extended along the full range of the holographic coordinate r. The correspond-
ing supergravity solutions are singular in the IR. This is, actually, a common feature of most
massless flavored solutions found so far with the smearing technique (see, for example, refs.
[16, 17, 18] for the D3-D7 systems on the conifold). This curvature singularity can be quali-
tatively understood as due to the fact that, for massless flavors, all branes pass through the
origin r = 0 and, therefore, the brane density is highly peaked at r = 0 (an exception to this
behavior is the solution recently found in [19] for the gravity dual of Chern-Simons-matter
theories with flavors).
To remove the IR singularity one can consider massive quarks or, equivalently, a family of
flavor branes which do not reach the origin (another possibility is to add temperature and
to hide the singularity behind a horizon, as was done in ref. [20]). For the D3-D7 system
these regular solutions for massive flavors were found in refs. [21, 22, 23]. As argued in [16],
passing from the massless to the massive case in these systems just amounts to substituting
in the ansatz Nf by NfS(r), where S(r) is a profile function that interpolates between zero
in the IR and one in the UV. To calculate S(r) one has to perform a microscopic calculation
of the flavor brane charge density, whose result is not universal since it depends both on
the characteristics of the unflavored system and on the particular family of flavor brane
embeddings.
In this paper we find supergravity backgrounds dual to N = 1 SYM theories with un-
quenched massive quarks. The first step in our analysis will be finding the precise deforma-
tion of the background which corresponds to the backreaction induced by massive flavors.
We will show that the compatibility with the N = 1 supersymmetry implies a certain type
of deformation which is also parameterized by a profile function S(r). When this function
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S is identically equal to one we recover the results of [10] for massless quarks. However it
is important to point out that, in this D5-brane case, the massive quark ansatz cannot be
recovered by performing the Nf → NfS(r) substitution in the massless ansatz of [10].
From our ansatz we will be able to obtain a consistent system of first-order BPS equations
which can be partially integrated and reduced to a second-order master equation which is
the generalization to this massive case of the equation derived in [13] for massless quarks.
To solve this master equation (and the full BPS system) one needs to know first the profile
function S(r) which, as mentioned above, is not universal and depends on the family of
embeddings of the flavor D5-branes. Such families are generated by acting with isometries
on a fiducial representative embedding. It turns out that only a particular set of these
families produces a backreaction which is compatible with our ansatz. For this reason we
must generalize the results of [8] and find new classes of supersymmetric embeddings of
flavor D5-branes. In order to carry out this analysis we will introduce a convenient set of
complex coordinates suitable to represent the metric and forms of the SU(3)-structure of
our geometry. Employing these variables we will be able to find a family of compatible
embeddings and to compute the corresponding profile function S(r).
For massive quarks the function S(r) vanishes when r is less than a certain value r0,
which is related to the mass of the quarks. For r ≤ r0 the BPS system coincides with the
unflavored one, which corresponds to the fact that the quarks are effectively integrated out
in this low-energy region. As shown in refs. [10, 13] there exists a one-parameter family
of solutions of the unflavored system which are regular at r = 0. Our flavored solutions
coincide with these in this 0 ≤ r ≤ r0 region and, although a potential threshold singularity
could appear at r = r0, we will show how to engineer brane distributions which give rise to
geometries that are regular everywhere.
The rest of this paper is organized as follows. In section 2 we review the basic features
of the holographic dual to unflavored N = 1 SYM. In section 3 we study the addition of
massive flavor to the N = 1 background and we present our ansatz for the backreaction
induced by a smeared distribution of flavor branes. In this section we will also present the
result of the partial integration of the BPS system, as well as the master equation for massive
flavors. The holomorphic structure of the model is worked out in section 4. In section 5 we
develop a technique to compute the charge distribution function S(r). In this method S(r)
is obtained by comparing the Wess-Zumino action for the continuous set of branes and that
of a single representative embedding. By applying this procedure we will discover that not
all the families of embeddings produce a backreaction compatible with our ansatz. In section
6 we find a simple class of compatible embeddings and we compute the corresponding profile
function.
The problem of the threshold singularities is analyzed in section 7, where we show how
to avoid them and how one can construct regular flavored backgrounds. In section 8 we
integrate numerically the master equation and we provide numerical solutions for the different
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functions of the ansatz. Some observable consequences of our model are analyzed in section 9.
In section 10 we summarize our main results and we discuss some further lines of research.
The paper is completed with several appendices. In appendix A we study in detail the
realization of N = 1 supersymmetry for our ansatz and we analyze the corresponding BPS
system. In appendix B we write in detail the equations of motion satisfied by our solutions.
Appendix C contains a microscopic calculation of the charge density for some embeddings.
Finally, in appendix D we reconsider the Klebanov-Strassler model with unquenched massive
flavors and we apply the new techniques developed in the main text to compute the D7-brane
source distribution.
2 The holographic dual of N = 1 SYM
In this section we will briefly review the supergravity dual to N = 1 SYM found in ref. [4],
which is based on the four-dimensional supergravity solution obtained in [5]. This super-
gravity background is generated by Nc D5-branes that wrap a compact two-cycle inside a
Calabi-Yau threefold. At low energies this supergravity solution is dual to a four-dimensional
gauge theory, whereas, at sufficiently high energy, the theory becomes six-dimensional. More-
over, due to a twisting procedure in the compactification, the background preserves four
supercharges. The corresponding ten-dimensional metric in Einstein frame is given by:
ds210 = gsα
′Nc e
Φ
2
[ 1
gsα′Nc
dx21,3 + dr
2 + e2h
(
dθ2 + sin2 θ dφ2
)
+
1
4
(ω˜i −Ai)2
]
, (2.1)
where Φ is the dilaton. In the remaining of the paper we will use units where gsα
′ = 1. The
angles θ ∈ [0, π] and φ ∈ [0, 2π) parameterize a two-sphere which is fibered by the one-forms
Ai (i = 1, 2, 3), which can be regarded as the components of an SU(2) non-abelian gauge
vector field. Their expressions can be written in terms of a function a(r) and the angles
(θ, φ) as follows:
A1 = −a(r)dθ , A2 = a(r) sin θ dφ , A3 = − cos θ dφ . (2.2)
The ω˜i ’s appearing in eq. (2.1) are the SU(2) left-invariant one-forms, satisfying dω˜i =
−1
2
ǫijk ω˜
j ∧ ω˜k, which parameterize a three-sphere and can be represented in terms of three
angles θ˜, φ˜ and ψ:
ω˜1 = cosψ dθ˜ + sinψ sin θ˜ dφ˜ ,
ω˜2 = − sinψ dθ˜ + cosψ sin θ˜ dφ˜ ,
ω˜3 = dψ + cos θ˜ dφ˜ . (2.3)
The three angles θ˜, φ˜ and ψ take values in the range 0 ≤ θ˜ ≤ π, 0 ≤ φ˜ < 2π and 0 ≤ ψ < 4π.
For a metric ansatz such as the one written in (2.1) one obtains a supersymmetric solution
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when the functions a(r), h(r) and the dilaton Φ are:
a(r) =
2r
sinh(2r)
,
e2h = r coth(2r) − r
2
sinh2(2r)
− 1
4
,
e−2Φ = e−2Φ0
2eh
sinh(2r)
,
where Φ0 is the value of the dilaton at r = 0. Near the origin r = 0 the function e
2h in (2.4)
behaves as e2h ∼ r2 and the metric is non-singular. The solution of the type IIB supergravity
includes a Ramond-Ramond three-form F(3) given by:
F(3) = −Nc
4
(
ω˜1 − A1 ) ∧ ( ω˜2 − A2 ) ∧ ( ω˜3 −A3 ) + Nc
4
∑
a
F a ∧ ( ω˜a − Aa ) , (2.4)
where F a is the field strength of the SU(2) gauge field Aa, defined as:
F a = dAa +
1
2
ǫabcA
b ∧Ac . (2.5)
When the Aa’s are given by (2.2), the different components of F a are:
F 1 = −a′ dr ∧ dθ , F 2 = a′ sin θ dr ∧ dφ , F 3 = ( 1− a2 ) sin θ dθ ∧ dφ , (2.6)
where the prime denotes derivative with respect to r.
One can readily verify that, due to the relation (2.5), the three-form F(3) written in (2.4)
is closed, i.e. it satisfies the Bianchi identity dF(3) = 0. Moreover, the field strength (2.4)
satisfies the flux quantization condition corresponding to Nc color D5-branes, namely:
− 1
2κ210 T5
∫
S3
F(3) = Nc , (2.7)
where the three-sphere is the one parameterized by the three angles θ˜, φ˜ and ψ at a fixed
value of all the other coordinates and, in order to check (2.7), one should take into account
that, in our units, T5 = 1/(2π)
5 and 2κ210 = (2π)
7.
It was argued in [4] that the background written above is dual to N = 1 SYM in four
dimensions plus some Kaluza-Klein (KK) adjoint matter. The four-dimensional theory is
obtained by reducing the six-dimensional theory living on the D5-branes with the appropriate
topological twist. The latter is necessary to realize the N = 1 supersymmetry on the
curved space [24] . The KK modes in the four-dimensional theory have masses of the order
1/
√
gs α′Nc. Since this mass is of the order of the strong coupling scale, the dynamics of
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the KK modes cannot be decoupled from the dynamics of confinement. A proposal for a
concrete lagrangian of the vector N = 1 multiplet and the different KK modes has been
written in [13] (see also [25]). Schematically, this lagrangian has the form :
L = Tr[−1
4
F 2µν − iλ¯γµDµλ+ L(Φk,Wk,W )] , (2.8)
where Φk and Wk represent the infinite number of massive chiral and vector multiplets and
W denotes the curvature of the massless N = 1 vector multiplet V = (λ,Aµ).
Let us finish this section by recalling that there exists another solution of type IIB super-
gravity which is directly related to the one written above. In this solution the metric and
the RR three-form are also given by the ansatz (2.1)-(2.6) but, in this case, the function
a(r) vanishes, e2h = r and e2Φ−2Φ0 = e
2r
4
√
r
. Actually, these functions are just the UV limit
(r → ∞) of the ones written in (2.4). On the other hand, at r = 0 this new background
has a (bad) singularity that is solved by the turning on of the function a(r) in the solution
(2.4), which makes the Aa a non-abelian one-form connection with components along the
three SU(2) directions. This way of resolving the singularity is related, on the field theory
side, with the phenomena of confinement and R-symmetry breaking of N = 1 SYM.
3 Addition of massive flavors
Let us now introduce flavors by means of pairs of chiral multiplets Q and Q˜ transforming in
the fundamental and antifundamental representations of both the gauge group SU(Nc) and
the flavor group SU(Nf). The lagrangian for the (Q, Q˜) fields is given by the usual kinetic
terms and the Yukawa interaction between the quarks and the KK modes, which can be
schematically written as:
LQ,Q˜ =
∫
d4θ
(
Q† e−V Q + Q˜† eV Q˜
)
+
∫
d2θ Q˜ΦkQ . (3.1)
In the effective low-energy theory obtained by integrating out the massive modes, the Yukawa
coupling between (Q, Q˜) and the Φk gives rise to a quartic term for the quark fields (see
[10, 12, 13] for details).
On the gravity side the addition of flavors can be performed by means of flavor branes,
which add an open string sector to the unflavored closed string background. For the N = 1
geometry of section 2 the flavor branes are D5-branes extended along a non-compact cycle
of the Calabi-Yau threefold [8]. If the branes reach the origin r = 0 of the geometry, the
corresponding flavor fields are massless. If, on the contrary, the D5’s do not reach r = 0, the
quark fields are massive (the minimal value of r attained by the brane is related to the mass
of the quark fields).
In this paper we are interested in getting a holographic dual of the N = 1 model with
unquenched matter, in which the dynamics of fundamentals is encoded in the background.
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To achieve this goal we must go beyond the probe approximation and find a solution of the
equations of motion derived from an action of the type:
S = SIIB + Sbranes , (3.2)
where SIIB is the action of ten-dimensional type IIB supergravity and Sbranes denotes the
sum of the Dirac-Born-Infeld (DBI) and Wess-Zumino (WZ) actions for the flavor branes.
Generically, the branes act as sources for the different supergravity fields. In particular, the
WZ term of Sbranes is a source term for the RR fields which induces a violation of the Bianchi
identity of the corresponding RR field strength. In our case, the WZ term of the action of
a set of D5-branes is:
SWZ = T5
Nf∑
i=1
∫
M(i)6
ı∗
(
C(6)
)
, (3.3)
where C(6) is the RR six-form potential and i
∗(C(6)) denotes its pullback to the D5-brane
worldvolume. Let us rewrite (3.3) as a ten-dimensional integral, in terms of a charge distri-
bution four-form Ω:
SWZ = T5
∫
M10
C(6) ∧ Ω . (3.4)
The term (3.4) induces a violation of the Bianchi identity of F(3). In order to determine it,
let us write supergravity plus branes action (3.2) in terms of the RR seven-form F(7) and its
six-form potential C(6). This action contains a contribution of the form:
− 1
2κ210
1
2
∫
M10
e−Φ F(7) ∧ ∗F(7) + T5
∫
M10
C(6) ∧ Ω . (3.5)
The equation of motion of C(6) derived from (3.5) gives rise to the Maxwell equation for F(7)
with Ω playing the role of a source, which is just:
d
(
e−Φ ∗ F(7)
)
= −2κ210 T5 Ω . (3.6)
Taking into account that, in our units, 2κ210 T5 = (2π)
2 and that F(3) = −e−Φ ∗ F(7), we get
that (3.6) is equivalent to the following violation of Bianchi identity of F(3):
dF(3) = 4π
2Ω . (3.7)
The four-form Ω is just the RR charge distribution due to the presence of the D5-branes.
Clearly, Ω is non-zero on the location of the sources. In a localized setup, in which the
Nf branes are on top of each other, Ω will contain Dirac δ-functions and finding the corre-
sponding backreacted geometry is technically a very complicated task. For this reason we
will separate the Nf branes and we will distribute them homogeneously along the internal
manifold in such a way that, in the limit in which Nf is large, they can be described by a
continuous charge distribution Ω.
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As we will detail below, the continuous set of flavor branes that we will use in our construc-
tion can be generated by acting with the isometries of the background on a representative
fiducial embedding and, therefore, all the branes of the continuous set are physically equiv-
alent. Actually, we will not choose an arbitrary distribution of branes. First of all, we will
require that all branes are mutually supersymmetric (and thus they will not exert force on
each other) and that they preserve the same supercharges as the unflavored background.
Moreover, we will also require that the deformation induced on the metric is mild enough,
in such a way that it reduces to squashing the unflavored metric (2.1) by means of squash-
ing functions that depend only on the radial coordinate r. One can prove that the most
general squashing of this type compatible with the N = 1 supersymmetry of the unflavored
background is the one in which the size of one of the fibered directions in the metric (2.1) is
different from the other two. Accordingly, we will adopt the following ansatz for the Einstein
frame metric of the flavored theory:
ds2 = e2f(r)
[
dx21,3 + e
2k(r)dr2 + e2h(r)(dθ2 + sin2 θ dφ2) +
+
e2g(r)
4
(
(ω˜1 + a(r)dθ)2 + (ω˜2 − a(r) sin θ dφ)2)+ e2k(r)
4
(ω˜3 + cos θ dφ)2
]
.
(3.8)
Notice that the ansatz (3.8) is exactly the same as the one considered in [10] for the case of
massless flavors.
Let us next consider the deformation of the RR three-form F(3). Clearly, due to the
modified Bianchi identity (3.7) that must be satisfied in the flavored case, F(3) cannot have
the same form as in (2.4). Actually, we will slightly modify (2.4) and we will adopt the
following ansatz for the RR three-form F(3):
F(3) = −Nc
4
(ω˜1−B1)∧(ω˜2−B2)∧(ω˜3−B3) + Nc
4
∑
a
(F a + fa)∧(ω˜a − Ba) , (3.9)
where Ba is an SU(2) one-form gauge connection and F a is its two-form field strength,
defined as in (2.5), namely:
F a = dBa +
1
2
ǫabc Bb ∧ Bc . (3.10)
In (3.9), the fa are two-forms that parameterize the violation of the Bianchi identity and
thus the flavor deformation of the RR three-form. Indeed, when fa = 0 the three-form F(3)
is closed by construction, due to the relation (3.10) between F a and Ba. We will take, as in
[10], the following ansatz for Ba:
B1 = −b(r) dθ , B2 = b(r) sin θ dφ , B3 = − cos θ dφ , (3.11)
where b(r) is different from the fibering function a(r) of the metric (they are equal in the
background of [4]). By applying the definition (3.10), we get that the different components
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of the two-form field strength F a are:
F 1 = −b′ dr ∧ dθ , F 2 = b′ sin θ dr ∧ dφ , F 3 = (1− b2) sin θ dθ ∧ dφ . (3.12)
We will adopt for the flavor deformation two-forms fa an ansatz that parallels F a, namely:
f 1 = −L1(r) dr ∧ dθ , f 2 = L1(r) sin θ dr ∧ dφ , f 3 = L2(r) sin θ dθ ∧ dφ ,
(3.13)
where L1 and L2 are two functions of the radial variable to be determined. Actually, after a
detailed study of the realization of supersymmetry for the metric ansatz (3.8) one can show
that (3.13) gives rise to the most general form of F(3). By computing the exterior derivative
of (3.9) and applying (3.7), one gets the following expression of the smearing form Ω:
Ω = − Nc
16π2
sin θ dθ ∧ dφ ∧
[
L2 ω˜
1 ∧ ω˜2 − L′2 dr ∧ ω˜3
]
+
+
Nc L1
16π2
dr ∧
[
dθ ∧ ω˜2 ∧ ω˜3 + dφ ∧
(
sin θ ω˜1 ∧ ω˜3 + cos θ dθ ∧ ω˜2
)]
.
(3.14)
One can now study the realization of N = 1 supersymmetry in type IIB supergravity for a
background with metric and RR three-form given by the ansatz written in (3.8) and (3.9).
This analysis is performed in detail in appendix A and leads to a system of first-order BPS
equations for the different functions of the ansatz. Combining these equations, a partial
integration is possible. Let us summarize in this section the results of this study of the BPS
equations. First of all, one can verify that the functions L1 and L2 parameterizing f
a and Ω
are not independent. Actually, from the BPS system one can prove that L1 can be written
in terms of the derivative of L2 as follows:
L1 = − L
′
2
2 cosh(2r)
. (3.15)
Therefore, if we define the function S(r) as:
Nf S(r) ≡ −Nc L2(r) , (3.16)
then, the two-forms fa of (3.13) become:
f 1 = − Nf
2Nc
S ′(r)
cosh(2r)
dr ∧ dθ , f 2 = Nf
2Nc
S ′(r)
cosh(2r)
sin θ dr ∧ dφ ,
f 3 = −Nf
Nc
S(r) sin θ dθ ∧ dφ , (3.17)
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whereas the smearing form Ω can be written in terms of S as:
Ω =
Nf
16π2
sin θ dθ ∧ dφ ∧
[
S ω˜1 ∧ ω˜2 − S ′ dr ∧ ω˜3
]
+
+
Nf
32π2
S ′
cosh(2r)
dr ∧
[
dθ ∧ ω˜2 ∧ ω˜3 + dφ ∧
(
sin θ ω˜1 ∧ ω˜3 + cos θ dθ ∧ ω˜2
)]
.
(3.18)
Moreover, the function b parameterizing the one-forms Ba can be written as:
b(r) =
2r + η(r)
sinh(2r)
, (3.19)
where η(r) is defined as the following integral involving S:
η(r) = − Nf
2Nc
[
tanh(2r)S(r) + 2
∫ r
0
dρ tanh2(2ρ)S(ρ)
]
. (3.20)
It follows from these results that the RR three-form F(3) in (3.9) is determined in terms of
a unique function S(r). Notice that the case of massless flavors studied in [10] is recovered
by taking S = 1 in our formulas. Indeed, in this case only the first term on the right-hand
side of (3.18) is non-zero and the charge density distribution Ω is independent of the radial
variable. Moreover, by computing the integral in (3.20) one can show that our ansatz for
F(3) is reduced to the one adopted in [10].
In the case of massive flavors one expects the charge distribution to depend non-trivially
on the radial coordinate and, actually, to vanish for values of r smaller than a certain scale
related to the mass of the quarks. In our approach this non-trivial structure is encoded in
the dependence of the function S on the radial variable. Notice also that S should approach
the massless value S = 1 as r → ∞ since the quarks are effectively massless in the deep
UV. The way in which the profile function S(r) interpolates between the IR and UV values
depends on the particular set of D5-branes that constitutes our delocalized source and should
be obtained by means of a microscopic calculation of the charge density (see below).
Another interesting observation is that, contrary to the backgrounds with massive flavors
studied in [21, 22, 23], in this case passing from the massless to the massive case is not
equivalent to substituting Nf by Nf S(r) in the massless ansatz. Indeed, it is immediate to
check that making this substitution only the first line in (3.18) is generated, while the last
two components of Ω (which are essential for the consistency of the approach) are missing.
Notice that these last two terms in Ω are precisely those in (3.14) which are proportional to
the function L1 which, according to (3.15), always vanishes when r →∞. This means that,
in the UV, the two-forms fa that implement the flavor deformation of F(3) are non-vanishing
only along the third SU(2) direction, while the other two components are excited when we
move towards the IR. Interestingly, this structure is reminiscent of the way in which the
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singularity of the particular solution of the unflavored theory reviewed at the end of section
2 is resolved in the full solution (2.1)-(2.6), namely by turning on the function a(r) and
making the two-form F a the field strength of a non-abelian magnetic monopole.
Actually, as shown in appendix A, it turns out that one can also integrate partially the
BPS system for the functions of the metric in terms of S(r). First of all, the function f is
related to the dilaton Φ as:
f =
Φ
4
. (3.21)
Moreover, the dilaton can be related to the other functions h, g and k as:
e−2Φ = 2e−2Φ0
eh+g+k
sinh(2r)
, (3.22)
where Φ0 is a constant. In order to represent the remaining functions of the metric (3.8) let
us define, following [13], the functions P (r) and Q(r) in terms of a and g as:
Q =
(
a cosh(2r)− 1) e2g , P = a e2g sinh(2r) . (3.23)
The inverse of this relation is:
e2g = P coth(2r) − Q , a = P
P cosh(2r) − Q sinh(2r) . (3.24)
It is demonstrated in appendix A that, from the BPS system, one can express h and k in
terms P , Q and S, namely:
e2h =
1
4
P 2 −Q2
P coth(2r)−Q , e
2k =
P ′ +Nf S(r)
2
. (3.25)
It follows from eqs. (3.21)-(3.25) that the dilaton and the functions of the metric are deter-
mined in terms of P , Q and S. Actually, the function Q can be integrated in terms of the
profile S(r), namely:
Q = coth(2r)
[ ∫ r
0
dρ
2Nc − Nf S(ρ)
coth2(2ρ)
+ q0
]
, (3.26)
where q0 is a constant of integration. Moreover, as in [13], one can find a master equation:
P ′′+Nf S ′+(P ′+Nf S )
(
P ′ −Q′ + 2Nf S
P +Q
+
P ′ +Q′ + 2Nf S
P −Q − 4 coth(2r)
)
= 0 . (3.27)
One can first notice that in the case S = 1 eq. (3.27) reduces to the equation found in [13].
Otherwise, knowing the function S (from a microscopic description of the smearing), one
can get Q from (3.26) and solve the second-order master equation (3.27) for P . As argued
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above, each solution of this equation will give a complete solution of the problem. Moreover,
in appendix B we have explicitly written the equations of motion derived from the type IIB
supergravity plus sources action. One can check that any solution of the BPS system also
solves the second-order equations of motion written in appendix B.
Finding an analytic solution of this master equation is probably not possible, but we will
be able to find numerical solutions, and their asymptotics. In order to achieve this goal
we will have first to identify a family of supersymmetric embeddings whose backreaction
on the background is compatible with our ansatz and then we must be able to compute
the corresponding profile function S(r). In the next section we will start to develop the
machinery necessary to carry out this calculation.
4 Holomorphic structure
As stated at the end of section 3, to find the profile function S(r) we must analyze the families
of supersymmetric embeddings of the flavor D5-branes. This problem was addressed in ref.
[8] by looking at the realization of kappa symmetry for probe D5-branes in the unflavored
background described in section 2. The analysis of [8] was performed in terms of the angular
coordinates of the metric (2.1) and some particularly interesting embeddings were found. For
our present purposes we clearly need a more systematic approach, which could allow us to
study different families of embeddings and to determine whether or not their backreaction
is consistent with our ansatz (3.8)-(3.13). As the internal manifold of our background is
complex, it is quite natural to work in a system of holomorphic coordinates. The purpose of
this section is to define these complex coordinates and to uncover the holomorphic structure
of our background.
Let us begin by introducing a set of four complex variables zi (i = 1 . . . 4) parameterizing
a deformed conifold, i.e. satisfying the following quadratic equation:
z1z2 − z3z4 = 1 . (4.1)
We will also introduce a radial variable r, related to the zi as:
4∑
i=1
| zi |2 = 2 cosh(2r) . (4.2)
In order to find a useful parameterization of the zi’s, let us arrange them as the following
2× 2 complex matrix Z:
Z =
(
z3 z2
−z1 −z4
)
. (4.3)
Then, the defining equations (4.1) and (4.2) can be written in matrix form as:
det (Z) = 1 , Tr
(
Z Z†
)
= 2 cosh(2r) . (4.4)
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It is immediate to verify that the matrix
Z0 =
(
0 er
−e−r 0
)
(4.5)
is a particular solution of (4.4). The general solution of this equation can be found by
realizing that the equations in (4.4) exhibit the following SU(2)L × SU(2)R symmetry:
Z → LZ R† , L ∈ SU(2)L , R ∈ SU(2)R . (4.6)
A generic point in the conifold can be obtained by acting with isometries on the point (4.5).
Actually, if we parameterize the SU(2) matrices above in terms of Euler angles as:
L =
(
a −b¯
b a¯
) a = cos θ
2
ei
ψ1+φ
2 ,
b = sin θ
2
ei
ψ1−φ
2 ,
R =
(
k −l¯
l k¯
) k = cos θ˜
2
ei
ψ2+φ˜
2 ,
l = − sin θ˜
2
ei
ψ2−φ˜
2 ,
(4.7)
then, the four complex variables z1, z2, z3, z4 that solve (4.4) are given by:
z1 = −e− i2 (φ+φ˜)
(
er+i
ψ
2 sin
θ
2
sin
θ˜
2
− e−r−iψ2 cos θ
2
cos
θ˜
2
)
,
z2 = e
i
2
(φ+φ˜)
(
er+i
ψ
2 cos
θ
2
cos
θ˜
2
− e−r−iψ2 sin θ
2
sin
θ˜
2
)
,
z3 = e
i
2
(φ−φ˜)
(
er+i
ψ
2 cos
θ
2
sin
θ˜
2
+ e−r−i
ψ
2 sin
θ
2
cos
θ˜
2
)
,
z4 = −e− i2 (φ−φ˜)
(
er+i
ψ
2 sin
θ
2
cos
θ˜
2
+ e−r−i
ψ
2 cos
θ
2
sin
θ˜
2
)
,
(4.8)
where ψ = ψ1 + ψ2. We will show below that these holomorphic coordinates are very
convenient to analyze the supersymmetric embeddings in our flavored backgrounds. It is
also useful to introduce a new set of complex variables wi, related to the zi by means of the
following linear combinations:
w1 =
z1 + z2
2
, w2 =
z1 − z2
2i
, w3 =
z3 − z4
2
, w4 =
z3 + z4
2i
. (4.9)
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These variables satisfy:
(w1)
2 + (w2)
2 + (w3)
2 + (w4)
2 = 1 , (4.10)
and there is an obvious SO(4) invariance that is obtained by rotating the wi’s. The so-called
SO(4)-invariant (1,1)-forms are defined as [26]:
η1 = δ
ijdwi ∧ dw¯j , η2 =
(
δijwidw¯j
)∧ (δklw¯kdwl) , η3 = ǫijklwiw¯jdw¯k ∧ dwl . (4.11)
In terms of the radial and angular coordinates these forms are given by:
η1 = −i
(
cosh(2r) dr ∧ (ω˜3 + cos θ dφ)− 1
2
sinh(2r)
(
sin θ dθ ∧ dφ+ sin θ˜ dθ˜ ∧ dφ˜
))
,
η2 = i sinh
2(2r) dr ∧ (ω˜3 + cos θ dφ) ,
η3 = −i
(
1
4
sinh(4r)
(
sin θ dθ ∧ dφ− sin θ˜ dθ˜ ∧ dφ˜
)
− 1
2
sinh(2r)
(
dθ ∧ ω˜2 + sin θ dφ ∧ ω˜1)) .
(4.12)
The fundamental two-form J of the SU(3)-structure can be written in terms of the ηi forms,
which will be very useful in what follows. In order to find the corresponding expression, let
us notice that J has been written in (A.4) in terms of the angle α that rotates the projections
of the Killing spinors. By using the value of α written in (A.15) and the relations (A.16),
one easily proves that J can be written as:
e−
Φ
2 J =
e2k
2
dr ∧ (ω˜3 + cos θ dφ)+ e2g
4
a cosh(2r)− 1
sinh(2r)
(
dθ ∧ ω˜2 + sin θ dφ ∧ ω˜1)−
− e
2g
4
(
a cosh(4r)− cosh(2r)
sinh(2r)
sin θ dθ ∧ dφ+ cosh(2r)− a
sinh(2r)
sin θ˜ dθ˜ ∧ dφ˜
)
.
(4.13)
In terms of the ηi’s, one can rewrite J as:
e−
Φ
2 J =
1
2i
[
e2k
sinh2(2r)
η2 − a e2g
(
η1 +
cosh(2r)
sinh2(2r)
η2
)
+ e2g
a cosh(2r)− 1
sinh2(2r)
η3
]
. (4.14)
Let us now check that the complex variables zi defined in (4.8) are good holomorphic co-
ordinates for the internal manifold. Indeed, since our six-dimensional internal manifold is
a complex manifold, we can write its metric in terms of the (1, 1)-form J . Actually, if one
writes J as:
J =
i
2
hαβ¯ dz
α ∧ dz¯β¯ , (4.15)
which is allowed thanks to the fact that J is a (1, 1)-form, then one can prove that the metric
of the internal space can be written as:
ds26 =
1
2
hαβ¯
(
dzα ⊗ dz¯β¯ + dz¯β¯ ⊗ dzα) , (4.16)
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where we have split the ten-dimensional metric (3.8) as ds2 = eΦ/2 dx21,3 + ds
2
6. The hαβ¯
coefficients appearing in (4.15) and (4.16) can be read from (4.14) by using the relation
between the ηi’s and the zi coordinates (see (4.11) and (4.9)). Moreover, by using again
(A.15) and (A.16), one can write the three-form Ωhol of (A.4) as:
Ωhol = − 1
sinh(2r)
e2Φ+g+h+k
1
z3
dz1 ∧ dz2 ∧ dz3 . (4.17)
Furthermore, taking into account (3.22), we can write Ωhol as:
Ωhol = −e
2Φ0
2
dz1 ∧ dz2 ∧ dz3
z3
, (4.18)
which shows that Ωhol is, indeed, a holomorphic (3, 0)-form for the complex structure corre-
sponding to the coordinates (4.8).
The RR six-form potential C(6), defined as F(7) = −eΦ ∗ F(3) = dC(6), can also be written
in terms of the ηi one-forms. In fact, it follows from the first of the BPS conditions in (A.5)
that C(6) can be written in terms of the form J as:
C(6) = e
3Φ
2 d4x ∧ J , (4.19)
where d4x = dx0 ∧ dx1 ∧ dx2 ∧ dx3. Obviously, since J can be written in terms of the
zi variables, the six-form C(6) can also be written as a (1, 1) form in the internal space.
Notice that C(6) is related to the calibration form of a D5-brane, whose pullback to the
worldvolume determines if the embedding is supersymmetric or not. Having C(6) written in
complex coordinates is very convenient from the technical point of view since it will allow
us to analyze the different supersymmetric embeddings by employing the full machinery of
the complex variables.
Another relevant quantity that should be invariant under the SO(4) isometry is the smear-
ing form Ω in (3.18), since it is giving us the charge distribution of the system. It is a
(2,2)-form which can be cast in terms of (1,1)-forms as follows:
16π2Ω = − 2Nf S
sinh2 2r
η1 ∧
(
η1 +
2 cosh 2r
sinh2 2r
η2
)
+
Nf S
′
sinh3 2r
η2 ∧
(
η1 − 1
cosh 2r
η3
)
. (4.20)
4.1 Supersymmetric embeddings
It is now straightforward to show that any embedding defined with holomorphic functions of
the complex coordinates is supersymmetric. Let us study the case of an embedding extended
in the Minkowski directions, and defined in the internal space in the following way:
z2 = F (z1) , z3 = G(z1) , z¯2 = F¯ (z¯1) , z¯3 = G¯(z¯1) , (4.21)
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where, for definiteness, we have chosen z1 and z¯1 as worldvolume coordinates in the internal
space. Recall that z4 = z
−1
3 (z1 z2 − 1). The calibration form K for a D5-brane in Einstein
frame is given by:
K = eΦd4x ∧ J = e−Φ2 C(6) . (4.22)
By using (4.15) one can easily get the pullback of this calibration form on the worldvolume
of the embedding, namely:
ı∗ (K) = i eΦK d4x ∧ dz1 ∧ dz¯1 , (4.23)
where we have defined the function K as:
K =
1
2
(
h11¯+F¯
′h12¯+G¯
′h13¯+F
′h21¯+F
′F¯ ′h22¯+F
′G¯′h23¯+G
′h31¯+G
′F¯ ′h32¯+G
′G¯′h33¯
)
. (4.24)
Now, we look at the induced metric dsˆ26 on the worldvolume of the embedding. We get from
(4.16):
dsˆ26 = e
Φ/2 dx21,3 + 2K dz1 dz¯1 . (4.25)
Therefore, det gˆ = e2ΦK2, and one has√
− det gˆ d4x ∧ dz1 ∧ dz¯1 = i eΦK d4x ∧ dz1 ∧ dz¯1 = ı∗ (K) . (4.26)
This means that the embedding is supersymmetric, proving explicitly that all holomorphic
embeddings are supersymmetric.
5 Charge distributions
The supersymmetric D5-brane embeddings we are looking at are characterized by two alge-
braic equations of the type:
F1(zi) = 0 , F2(zi) = 0 , (5.1)
which define a non-compact two-cycle C2 in the internal six-dimensional manifold. As argued
above, the preservation of supersymmetry is ensured if the two functions in (5.1) are holo-
morphic. However, in the brane setup we are considering we will not deal with a particular
embedding of the flavor D5-branes but, instead, with a family of equivalent embeddings.
This family can be generated from a particular representative of the form (5.1) by acting
with the SU(2)L × SU(2)R isometries of the conifold. Let us recall how these symmetries
act on the holomorphic coordinates. Under SU(2)L the holomorphic coordinates transform
as zi → z˜i, where (
z˜3 z˜2
−z˜1 −z˜4
)
=
(
αz3 + β¯z1 αz2 + β¯z4
−α¯z1 + βz3 −α¯z4 + βz2
)
, (5.2)
17
with |α|2 + |β|2 = 1. Similarly, the SU(2)R transformation is:(
z˜3 z˜2
−z˜1 −z˜4
)
=
(
γ¯z3 − δz2 δ¯z3 + γz2
−γ¯z1 + δz4 −δ¯z1 − γz4
)
, (5.3)
where the complex constants γ and δ satisfy the condition |γ|2 + |δ|2 = 1. We want now to
determine the charge distribution four-form Ω (parameterized by the profile function S(r))
for a given family of embeddings. Actually, we will employ a procedure which does not
require performing the detailed analysis of the whole family and that allows to extract the
function S(r) by studying one single particular embedding belonging to the family [27]. This
method is based on the comparison between the action for the whole set of Nf flavor branes
and the one corresponding to a representative embedding. We can choose to compare either
the DBI or the WZ part of the actions, since supersymmetry guarantees that they are the
same. The WZ term of the action of the full set of D5-branes is given by the following
ten-dimensional integral:
SsmearedWZ = T5
∫
M10
Ω ∧ C(6) , (5.4)
whereas the action of one of the embeddings is just:
SsingleWZ = T5
∫
M6
ı∗
(
C(6)
)
, (5.5)
withM6 being the worldvolume of the representative embedding chosen and ı∗
(
C(6)
)
denotes
the pullback of C(6) toM6. Since all the embeddings of the family are related by isometries,
they are equivalent and their actions should be the same. Thus, we should have:
SsmearedWZ = Nf S
single
WZ . (5.6)
The left-hand side of (5.6) can be obtained by plugging the expressions of Ω and C(6) written
in (3.18) and (4.19) respectively. After integrating over the angular coordinates, one gets a
remarkably simple expression, namely:
SsmearedWZ = 2πNf T5
∫
d4x dr e2Φ
(
e2k S +
1
2
e2g tanh(2r)S ′
)
. (5.7)
The non-compact two-cycle C2 that the D5-branes wrap can be parameterized by the radial
coordinate r and an angular variable. After integrating over the latter, the WZ action (5.5)
can be represented as:
SsingleWZ = 2π T5
∫
d4x dr e2Φ S(r) , (5.8)
where the function S(r) is related to the integral of the pullback of J along the two-cycle by
means of the expression: ∫
C2
ı∗ (J) = 2π
∫
dr e
Φ
2 S(r) . (5.9)
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Notice that the dependence on the dilaton of the right-hand side of eqs. (5.8) and (5.9) is
consistent with the one displayed in (4.14) and (4.19). By plugging (5.7) and (5.8) into (5.6)
we arrive at the following relation between the profile S(r) and the function S(r):
e2k S +
1
2
e2g tanh(2r)S ′ = S(r) . (5.10)
The function S appearing on the right-hand side of (5.10) depends both on the embedding
and on the different functions of our ansatz. In the case in which S depends only on the
functions k and g and this dependence is the same as on the left-hand side of (5.10), it is
possible to obtain the profile function S from (5.10). However, this is a highly non-trivial
condition which most families of embeddings do not satisfy. To illustrate this fact let us
consider the families of massive embeddings obtained by acting with the SU(2)L × SU(2)R
isometries on the two non-compact two-cycles found in [8]. The first of this two-cycles
is the so-called unit-winding embedding (see section 6.1 in [8]), which has the following
representation in terms of the real coordinates of the metric (3.8):
sinh r =
sinh rq
sin θ
, θ˜ = θ , φ˜ = φ , ψ = π , (5.11)
where rq is a constant. In terms of the complex coordinates (4.8), one can easily show that
(5.11) is a particular solution of the following two holomorphic equations:
z1 z2 = cosh
2 rq , z3 + z4 = 0 . (5.12)
By using (5.11) and (4.13) it is straightforward to compute the pullback of J and to obtain
S(r). One gets:
S(r) =
√
1 − sinh
2 rq
sinh2 r
(
e2k + e2g a
sinh2 r
sinh2 r − sinh2 rq
cosh2 r
)
. (5.13)
Notice that the right-hand side of (5.13) contains the function a(r), which is not present on
the left-hand side of (5.10). Therefore, the determination of the profile S is not possible in
this case. Similarly, one can consider the so-called zero-winding embeddings of section of 6.2
of [8]. In this case the cycle is characterized by the equations:
sinh(2r) =
sinh(2rq)
sin θ
, sin θ˜ = − cos θ
cosh(2rq)
, φ˜ = φ˜0 , ψ = π , (5.14)
which solve the following system of two complex equations:
z1 z2 =
1
2
, z1 − e−2rq e−iφ˜0 z4 = 0 . (5.15)
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In (5.14) and (5.15) φ˜0 is a constant. By computing S(r) in this case one gets:
S(r) =
√
1 − sinh
2(2rq)
sinh2(2r)
(
e2k + e2g
sinh2(2r)
sinh2(2r) − sinh2(2rq)
(
2a cosh(2r) − 1
) )
,
(5.16)
which, as in (5.13), contains the function a(r) and, as a consequence, it is not of the form
displayed in (5.10).
Our interpretation of the fact that S is not of the form (5.10) for the embeddings (5.11) and
(5.14) is that their backreaction is not compatible with our ansatz. Notice that our F(3) in
(3.9), as well as the charge-density four-form Ω in (3.18), are dictated by the SU(3)-structure
of the N = 1 supersymmetry and they are highly asymmetric with respect to the exchange
(θ, φ)↔ (θ˜, φ˜). This interpretation is supported by an independent microscopic calculation
of Ω, which we present in appendix C. Indeed, we show in this appendix that a simple
embedding whose S is not of the form (5.10) gives rise to a charge-density Ω which does not
fit into our ansatz. Thus, in order to proceed further with our formalism we have to find
a concrete example of compatible embeddings and we have to determine the corresponding
charge profile.
Fortunately, we have been able to find a simple family of embeddings for which S(r)
depends on the functions k and g in the same way as the left-hand side of (5.10) and, as
a consequence, one can directly read the profile function S(r) for this configuration. The
profile S(r) obtained in this way can be used to get Q(r) from (3.26), and as an input for
solving the master equation (3.27). In the next section we will present these embeddings
and we will determine the corresponding profile.
6 A simple class of embeddings
As shown above, the massive embeddings found in [8] do not seem to produce a backreaction
compatible with our ansatz and with its underlying SU(3)-structure. In principle, we should
consider the logical possibility that such a compatible set of embeddings does not exist. In
this section we will discard this possibility by finding a family of embeddings for which (5.10)
can be solved and a simple expression for the profile function S can be found. We confirm
this fact in appendix C by means of an explicit microscopic calculation in the UV region
of large r of the charge density four-form Ω. By considering the full distribution of flavor
branes we will indeed show that, for the embeddings discussed in this section, the density
Ω is of the form displayed in (3.18) and we will find an expression of S(r) which is just the
limit of the one found by solving (5.10) for large r.
In terms of the holomorphic coordinates (4.8) the simplest embeddings one can think of
are those characterized by two linear relations of the zi’s. Many of these embeddings are
related by the action of the SU(2)L × SU(2)R symmetry and they belong to the same set.
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Instead of considering the full set we will only deal with a particular representative. By using
the machinery developed above it is rather easy to consider systematically the different linear
embeddings, to compute the pullback of the fundamental two-form J and to verify if the
function S(r) depends on the functions of the ansatz as the left-hand side of (5.10). Most
of these linear embeddings do not give rise to a compatible charge density. Let us now work
out an example for which everything works fine. The representative embedding we want to
focus on can be written in terms of the holomorphic coordinates (4.8) as the following two
linear equations:
z3 = Az1 , z4 = B z2 , (6.1)
where A and B are two complex constants. We can parameterize the two-surface defined by
(6.1) in terms of, for example, z1:
z2 =
1
1− AB
1
z1
, z3 = Az1 z4 =
B
1−AB
1
z1
. (6.2)
This allows us to get the relation between r and z1:
2 cosh(2r) = (1 + |A|2)|z1|2 + 1 + |B|
2
|1− AB|2
1
|z1|2 , (6.3)
where we have used the relation between r and the holomorphic coordinates written in (4.2).
From (6.3) we can compute the minimum distance rq that this embedding reaches, namely:
cosh(2rq) =
√
1 + |A|2√1 + |B|2
|1− AB| . (6.4)
Notice that this minimum distance depends on the modulus of the constants A and B , as
well as on the phase of AB. In order to compute the function S(r) for these embeddings, let
us compute the pullback of J . It is quite useful to work with the complex coordinates zi and
to obtain first the pullback of the ηi forms. Actually, the pullbacks of the SO(4) invariant
(1,1)-forms can be cast nicely as:
ı∗ (η1) =
1
2
(
(1 + |A|2)|z1|2 + 1 + |B|
2
|1− AB|2
1
|z1|2
)
dz1 ∧ dz¯1
|z1|2 = cosh(2r)
dz1 ∧ dz¯1
|z1|2 ,
ı∗ (η2) = −1
4
((1 + |B|2)− (1 + |A|2)|1− AB|2|z1|2)
|1−AB|4|z1|4
dz1 ∧ dz¯1
|z1|2 =
=
(
cosh2(2rq)− cosh2(2r)
) dz1 ∧ dz¯1
|z1|2 ,
ı∗ (η3) =
|A+ B¯|2
|1−AB|2
dz1 ∧ dz¯1
|z1|2 = cosh
2(2rq)
dz1 ∧ dz¯1
|z1|2 . (6.5)
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From these pullbacks we can readily compute the pullback of J , namely:
e−
Φ
2 ı∗ (J) =
(
e2k
cosh(4r) + 1− 2 cosh2(2rq)
sinh2(2r)
+ e2g
2 cosh2(2rq)− 2
sinh2(2r)
)
i
4
dz1 ∧ dz¯1
|z1|2 . (6.6)
Magically, the pullback of J does not contain the function a, and it is ready for comparison
with the smeared action. In order to obtain the actual value of S(r) we need to express
dz1 ∧ dz¯1 = dr ∧ d(angular). With this purpose in mind we will parameterize z1 as:
z1 = u e
i θ . (6.7)
Then, one has:
dz1 ∧ dz¯1
|z1|2 = −2i
du
u
∧ dθ , (6.8)
and since from (6.3) it follows that:
du
u
= ± sinh(2r)√
cosh2(2r)− cosh2(2rq)
, (6.9)
we can write:∫
C2
ı∗(J) = 2π
∫
dr e
Φ
2
(
e2k
√
cosh(4r)− cosh(4rq)√
2 sinh(2r)
+ e2g
√
2 tanh(2r) cosh(2r) sinh2(2rq)
sinh2(2r)
√
cosh(4r)− cosh(4rq)
)
.
(6.10)
Thus, the function S(r) in this case is given by:
S = e2k
√
cosh(4r)− cosh(4rq)√
2 sinh(2r)
+ e2g tanh(2r)
√
2 cosh(2r) sinh2(2rq)
sinh2(2r)
√
cosh(4r)− cosh(4rq)
. (6.11)
Plugging this result in the right-hand side of (5.10) and taking into account that the coeffi-
cients of e2k and e2g tanh 2r are related by a derivative:
d
dr
[ √
cosh(4r)− cosh(4rq)√
2 sinh(2r)
]
= 2
√
2 cosh(2r) sinh2(2rq)
sinh2(2r)
√
cosh(4r)− cosh(4rq)
, (6.12)
one immediately gets that the profile function S(r) for this family is given by:
S(r) =
√
cosh(4r)− cosh(4rq)√
2 sinh(2r)
Θ(r − rq) =
√
1− sinh
2(2rq)
sinh2(2r)
Θ(r − rq) , (6.13)
where we have taken into account that r ≥ rq on the cycle. Notice that S(r)→ 1 as r →∞
and the massive solution becomes the solution of [10] in the far UV, as it should (see figure
1). Notice also that S(r) = 1 in (6.13) for the massless case rq = 0 and, therefore, we recover
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the results of [10] in this case. As mentioned above, in appendix C we have checked the form
of Ω and the expression of S for these embeddings by means of a microscopic calculation in
the UV, where the unflavored model reduces to the “abelian” model discussed at the end of
section 2.
Near r = rq the profile S(r) in (6.13) vanishes as:
S(r) ∼ 2
√
cosh(2rq)
√
r − rq , (6.14)
which means that S(r) is continuous at r = rq. However S
′(r) diverges as 1/
√
r − rq when
r → rq. Since S ′(r) enters into the energy momentum tensor of the branes (see eq. (B.13)
in appendix B), it follows from Einstein’s equations that this divergence will induce the
divergence of the Ricci tensor at r = rq. This divergence is due to the hard-wall effect that
we are introducing in our configuration when the flavor branes are added and it should be
thought as the gravitational analogue of the threshold effects of field theory. In the next
section we will propose a way to resolve this singularity in our string duals.
7 Removing the threshold singularity
Let us consider the class of embeddings studied in section 6. We will show how one can
engineer a brane setup such that the unwanted singularity of S ′(r) at r = rq disappears.
The idea is to consider branes whose tips reach different radial positions and perform an
average over the value rq of the radial coordinate of the tip of the flavor branes. Actually,
this is the way in which the threshold singularity is removed in the Klebanov-Strassler model
with massive flavors studied in [23]. Indeed, in appendix D we reconsider this last model
with the tools developed here and we explicitly show how averaging over a certain phase is
equivalent to a particular superposition of flavor branes ending on different radial positions.
Moreover, in appendix D we will also compute the function S(r) for a set of branes ending
on a fixed rq (i.e. the analogue of (6.13) for the Klebanov-Strassler model) and we will
also explore some other possibilities to perform the superposition of branes with different
positions of their tips.
Inspired by the resolution of the threshold singularity in the Klebanov-Strassler model, we
will consider a flavor brane distribution containing branes with different rq’s. Furthermore,
we will allow rq to vary in a certain finite interval and we will weight the different values of
rq with a non-negative measure function ρ(rq), which should be conveniently normalized. In
this way the hard wall at r = rq will be substituted by a shell of non-vanishing width. If the
resulting profile function S and its first radial derivative are continuous the geometry will
be free of threshold singularities. As we will see explicitly below, if the measure function is
smooth enough the resulting profile will fulfill the conditions to have a regular supergravity
solution.
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For convenience let us redefine the radial coordinate as:
x = cosh(4r) , x ≥ 1 . (7.1)
We will also denote xq = cosh(4rq). We will consider distributions of branes having xq’s in
the interval x0 ≤ xq ≤ x0 + δ, which correspond to having quarks of different masses. The
resulting charge density distribution is additive and can be obtained by integrating over xq
the profile functions (6.13) multiplied by the measure ρ(xq). Since the branes with a given
xq only contribute to the charge density distribution S(x) for x ≥ xq, one has:
S(x) =
∫ x
x0
dxq ρ(xq)
√
x− xq√
x− 1 . (7.2)
The measure function ρ(xq) must obey the normalization condition:∫ ∞
1
dxq ρ(xq) = 1 . (7.3)
When the measure ρ is a δ-function of the type ρ(xq) = δ(xq−xq¯) the profile (7.2) reduces to
(6.13) which, as we have seen, leads to background with a threshold singularity. To resolve
this singularity we just consider measures with a finite width δ and we will regard δ as a
regularization parameter of the threshold effect. As δ → 0 we will recover (6.13). Below
we work out two simple prescriptions for the functional form of ρ. In both cases ρ(xq) is
non-vanishing only in a finite interval x0 ≤ xq ≤ x0 + δ and the resulting S(x) and S ′(x)
are continuous and thus they source a regular geometry. Moreover, the profile functions for
both measures are actually very similar if one compares distributions with the same width,
as one can appreciate in the right plot of figure 1.
7.1 Flat measure
As first example of weighting measure we consider the situation in which all the embeddings
with different tips in the interval x0 ≤ xq ≤ x0+δ weight the same. This election corresponds
to choosing a rectangular step function in the interval x0 ≤ xq ≤ x0 + δ which, conveniently
normalized, reads:
ρ(xq) =
Θ(xq − x0) − Θ(xq − x0 − δ)
δ
. (7.4)
Performing the integral (7.2) for this measure, we get:
S(x) =
2
3
(x− x0)3/2
δ
√
x− 1 when x0 ≤ x ≤ x0 + δ ,
S(x) =
2
3
(x− x0)3/2 − (x− x0 − δ)3/2
δ
√
x− 1 when x ≥ x0 + δ ,
(7.5)
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Figure 1: We show plots of the function S for the flat measure on the left. The red curve is
the singular profile, the blue one is for δ = 0.15 and the purple one is for δ = 0.4. On the
right, we plot, for δ = 0.5 and δ = 1, S for the flat measure (red) and the peaked one (blue)
and we see that there is almost no difference.
and it is understood that S(x) = 0 for x ≤ x0. In figure 1 (left) we have plotted the function
S(x) for different values of the width δ. As shown in this figure, when δ is increased S(x)
grows slower in the transition region and, thus, S(x) is a milder function of x.
Let us now consider the issue of the regularity of S(x). The potentially dangerous points
are x = x0, x0+δ, where the measure ρ is discontinuous. It can be straightforwardly checked
that S and its first derivative are continuous at these two points. Actually, one has:
S(x0) = 0 , S(x0 + δ) =
2
3
√
δ√
x0 + δ − 1
,
S ′(x0) = 0 , S ′(x0 + δ) =
2δ + 3x0 − 3
3
√
δ(x0 + δ − 1)3/2
.
(7.6)
Moreover, it follows from (7.5) that S(x) vanishes as (x−x0)3/2 as we approach the endpoint
of the charge distribution at x = x0. Thus, this profile function gives rise to a solution
without threshold singularities, as claimed.
7.2 Peaked measure
In our previous example we have considered a weighting function ρ which is discontinuous
at x0 and x0 + δ. We now want to explore the possibility of having a measure which
vanishes continuously at these endpoints. To choose this new measure, we think of taking a
distribution that reproduces a mass peak with finite width for the quark. It means that we
choose a distribution that looks like a peak of finite width, a bit like a Gaussian function,
but we want something simpler to be able to perform the integration. For that reason, we
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choose1:
ρ(xq) =
8
π δ2
√
(xq − x0)(x0 + δ − xq)
[
Θ(xq − x0) − Θ(xq − x0 − δ)
]
(7.7)
The integral (7.2) now gives:
S(x) =
16
15π δ3/2
1√
x− 1
[
2(x2 + x20 + δ
2 + x0δ − 2xx0 − xδ)E
(
x− x0
δ
)
+(x0 + δ − x)(x− x0 − 2δ)K
(
x− x0
δ
)]
when x0 ≤ x ≤ x0 + δ ,
S(x) =
16
15π δ2
√
x− x0√
x− 1
[
2(x2 + x20 + δ
2 + x0δ − 2xx0 − xδ)E
(
δ
x− x0
)
+(x− x0 − δ)(2x0 + δ − 2x)K
(
δ
x− x0
)]
when x ≥ x0 + δ ,
(7.8)
where, again, it is understood that S(x) = 0 for x ≤ x0. The functions K and E in (7.8) are
complete elliptic integrals of the first and second kind respectively. They are defined as:
E(k) =
∫ pi/2
0
dt
√
1− k sin2(t) , K(k) =
∫ pi/2
0
dt
1√
1− k sin2(t)
. (7.9)
If we now look at the properties of our solution at x = x0, x0 + δ, we get:
S(x0) = 0 , S(x0 + δ) =
32
√
δ
15π
√
x0 + δ − 1
,
S ′(x0) = 0 , S ′(x0 + δ) =
8(3δ + 5x0 − 5)
15π
√
(x0 + δ − 1)3δ
,
(7.10)
which shows that S and S ′ are regular and, therefore, this measure leads to another solution
free of threshold singularities. In order to compare the profile (7.8) with the one obtained
with the flat measure (eq. (7.5)) we have plotted in figure 1 (right) the two functions S(x)
for two values of δ. It is rather clear from this figure that the election of ρ does not influence
much S (and even less the functions of the ansatz) and, therefore, the physically relevant
parameter is the width. For this reason, in the numerical calculations of this paper we will
use the simpler result (7.5).
8 Solutions of the master equation
After discussing the details of our setup in the previous sections, we now move on to the
task of finding explicit type IIB supergravity solutions. As we argued in section 3, it is
1We thank A´ngel Paredes for discussions on this point.
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enough to solve the master equation (3.27), since all the other functions of our ansatz will
follow. For each P , we will have a background preserving four supersymmetries that solves
the equations of motion of type IIB supergravity (see appendix B).
The master equation involves the profile S(r) and the function Q(r) (see (3.26)). Notice
that in the cases S = 0 and S = 1, this master equation has been extensively studied in
the literature [13]. These cases are precisely the IR and UV limits of our profiles S(r), so
then the asymptotics of our solutions are already known. What we have to find is a smooth
matching between them.
We cannot provide an exact analytical solution of the master equation, but we can give
analytical expansions in the relevant regions (around r = 0, r = r0, and r = ∞), and solve
numerically in between them.
8.1 Analytical matching
On general grounds we expect S(r) to be null up to a certain point r = r0, where we have
enough energy to start seeing the effects of virtual quarks running in the loops. Then it
starts growing because as the energy increases it is easier to produce the quarks. It should
eventually stabilize around S(r) = 1 since we will have enough energy so that the flavors
appear to be massless. Although we know the specific functional form of S(r) in some cases,
let us keep the discussion more general and assume that S(r) can be expanded in a kind of
power series around r0 as the one below:
S(r) = Θ(r − r0)
[
S1(r − r0)1/2 + S2(r − r0) + S3(r − r0)3/2 +O
(
(r − r0)2
)]
. (8.1)
It is important to notice that, according to this expansion, although S(r) is continuous, the[
n+1
2
]
-th derivative will not be, when Sn is the first non-zero coefficient of the expansion.
Note that S calculated with both the flat measure and the peaked measure are included in
this expansion (we only have the odd coefficients for the former, and the even ones for the
latter).
Of course up to r = r0 the solution of the master equation will be the unflavored one.
This solution was written close to r = 0 in [13]:
Punfl(r) = 2Nc β
[
r +
4
15
(
1− 1
β2
)
r3 +
16
525
(
1− 1
3β2
− 2
3β4
)
r5 +O (r7)] , (8.2)
where2 β ≥ 1. Unfortunately, far from this point, it is only known numerically (except for
the case β = 1, where the previous expansion truncates to the exact solution P = 2Nc r of
2The parameter h1 found in [13] is related to β by h1 = 2Nc β.
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[4]) . The different functions of this solution behave near r = 0 as:
e2h = Nc
[
β r2 +
4
45β
(−12β2 + 15β − 8) r4 +O (r6)] ,
e2g = Nc
[
β +
4
15β
(
6β2 − 5β − 1) r2+ 16
1575β3
(
3β4 + 35β3 − 36β2 − 2) r4+O (r6)] ,
e2k = Nc
[
β +
4
5β
(
β2 − 1) r2 + 16
315β3
(
3β4 − β2 − 2) r4 +O (r6)] ,
e4(Φ−Φ0) =
4
N3c β
3
[
1 +
16
9β2
r2 +
32
405β5
(−15β2 + 31) r4 +O (r6)] ,
a = 1 +
(
−2 + 4
3β
)
r2 +
2
45β3
(
75β3 − 116β2 + 40β + 8) r4 +O (r6) .
(8.3)
This solution is regular in the IR. Near r = 0 the different curvature invariants are:
R =
e−Φ0/2
3
27/4
N
5/8
c β21/8
+O(r) ,
RµνR
µν =
31e−Φ0
27
25/2
N
5/4
c β21/4
+O(r) ,
RµνρσR
µνρσ =
e−Φ0
45
976− 3072β2 + 3456β4
21/2N
5/4
c β21/4
+O(r) .
(8.4)
From r0 on, S 6= 0, and we will have to solve the master equation with initial conditions
given by the unflavored solution: P (r0) = Punfl(r0), P
′(r0) = P ′unfl(r0). The form of the
solution will depend on the form of S(r) around r = r0.
To solve the master equation in power series close to the matching point r = r0, we need
to know the expression for Q(r), which can be obtained from (3.26):
Q(r) = Nc
[
2r0 coth(2r0)− 1 + sinh(4r0)− 4r0
sinh2(2r0)
(r − r0)− 2Nf
3Nc
S1 tanh(2r0)(r − r0)3/2+
+
(
4 (2r0 coth(2r0)− 1)
sinh2(2r0)
− Nf
2Nc
tanh(2r0)S2
)
(r − r0)2 +O
(
(r − r0)5/2
) ]
.
(8.5)
To arrive at (8.5) we have fixed the integration constant q0 in (3.26) to match the unflavored
solution at r = r0. This matching is achieved if one takes q0 = 0. Notice that, in Q, Nf
appears only through the combination Nf/Nc and Nc is just an overall factor. Actually, the
master equation (3.27) can be written in terms of P/Nc, Q/Nc, Nf/Nc and S and no other
term depends on Nc.
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As no term will be singular in the master equation at r = r0, the uniqueness and existence
theorem for ordinary differential equations guarantees the existence of a unique smooth
solution (actually as smooth as
∫
drS) for this second order differential equation. Therefore,
let us propose an expansion for P (r) as:
N−1c P (r) =N
−1
c Punfl(r0) +N
−1
c P
′
unfl(r0)(r − r0) + P3(r − r0)3/2 + P4(r − r0)2+
+ P5(r − r0)5/2 +O
(
(r − r0)3
)
.
(8.6)
Plugging the expansions (8.1), (8.5) and (8.6) in the master equation (3.27), we obtain the
following solution:
P3 = −2Nf
3Nc
S1 ,
P4 =
1
2
(
N−1c P
′′
unfl(r0)−
Nf
Nc
S2
)
,
P5 = −2Nf
5Nc
S3 +
8Nf
15Nc
S1N
−1
c P
′
unfl(r0)
N−1c Punfl(r0)− 2r0 + tanh(2r0)(
2r0 coth(2r0)− 1
)2 −N−2c P 2unfl(r0) .
(8.7)
An important lesson to extract from here is the following: our background will present
no curvature discontinuity as long as P ′′ is continuous (if only P ′ is continuous, then the
Ricci scalar will have a finite jump at r = r0). So in this case, no curvature singularity will
amount to having S1 = S2 = 0.
In the UV we have S → 1. The asymptotic value S = 1 will be reached exponentially, in
a fashion that depends on the particular details of the measure used to compute S, although
the first subleading term is universal (given by the abelian limit):
S = 1−
(
δ + 2 cosh 4r0
2
− 1
)
e−4r +O (e−8r) . (8.8)
As we mentioned, the case S = 1 has been studied already in [13], where two possible
UV analytical expansions were found, dubbed Class I (linearly growing P ) and Class II
(exponentially growing P ). We will also have two possible UV behaviors, and the analytical
expansions will have the same coefficients as those in [13] for the solutions with linearly
growing P , and the same leading coefficients for the solutions with exponentially growing P .
As argued in the next subsection, we are interested in the Class I behavior.
8.2 Numerical matching
If we solve the master equation (3.27) numerically, we find, regardless of the specific profile
S(r) we use, two qualitatively different behaviors as we go to r → ∞, which are in corre-
spondence with the two classes of UV described in section 4 of [13]. Indeed, in the deep UV,
29
r0 r1 1.5 3 r
2
4
PHrL
Nc
Figure 2: Numerical solutions for N−1c P for different values of Nf/Nc, keeping fixed the
profile (flat measure) and r0 and δ (in the plot, cosh(4r1) = cosh(4r0) + δ). The blue
dotted line corresponds to Nf/Nc = 1. The purple line corresponds to the conformal case
Nf/Nc = 2. And the olive dotted line corresponds to Nf/Nc = 3. Notice the expected UV
asymptotic behaviors.
the massive flavors we are introducing can be considered massless. We have checked that
our numerical solutions comply with the UV asymptotic behaviors described in [13].
We find that in general the flavored solution only matches nicely (meaning that the solution
will reach infinity) with the unflavored solution (8.2) if we choose β to be bigger than some
critical value βc, which is only known numerically (see figure 3) and bigger than 1. This
means in particular that the unflavored solution cannot be that of [4]. We observe the
following:
Assume the unflavored P up to r0 is given by the numerical solution characterized in the
IR by (8.2). Then there exists a βc such that:
• For β < βc, P will eventually start decreasing, crossing Q at some finite value of the
radial coordinate and making e2h = 0 at that point. This solution is then singular.
• For β = βc, P will reach infinity linearly. This solution has precisely the same asymp-
totics as those described as Class I in [13], characterized by a linearly growing P and
a linearly growing dilaton.
• For β > βc, P will reach infinity exponentially. This solution possesses the asymptotics
dubbed as Class II in the previous reference, characterized by an exponentially growing
P , and an asymptotically constant dilaton.
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Figure 3: We plot the different values of βc − 1 as one varies the ratio Nf/Nc. The different
curves are for different quark masses: moving from the upper curves to the lower ones, the
values used are r0 = 0, 0.15, 0.3, 0.7, 1.2; and fixed width δ = 0.2. Notice that as the r0
increases (the mass increases), the growth of βc with Nf/Nc is less and less noticeable, and
the solution in the unflavored region is almost that of [4] (βc ≃ 1). This was to be expected
since the more massive the flavors, the less they affect the IR dynamics.
So the IR expansion (8.2) can be connected with any of the two known UV behaviors
as long as we choose the parameter β appropriately. For an interpretation of our solutions
as gravity duals of N = 1 SQCD we are interested in the ones with asymptotically linear
dilaton [10], i.e. the ones which have β = βc. Notice that the IR effects of the flavors will
be codified in the dependence of βc with Nf/Nc. We can then regard βc as a measure of the
deformation induced by the flavors in the IR. In figure 3 we explore the dependence of βc on
the number of flavors and their mass.
Even if we fix β = βc, and for a given ratio Nf/Nc, we can still play with several parameters
in the profile S(r), like r0, δ or even with the functional form of S itself. The reader may
wonder what would be the effect of that. We find that the qualitative behavior of the metric
functions does not change. For instance, varying the width of the mass distribution of the
quarks δ, just makes more or less sharp the transition from the unflavored region to the
flavored one. We gathered in figure 4 the plots of the various metric functions for some
particular values of the parameters, just to exhibit explicitly this transition from unflavored
to flavored background that happens around r0.
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Figure 4: Metric functions for a case with Nf 6= 2Nc. We have used the flat measure profile
with r0 = 0.5, δ = 0.5. All the functions have the expected asymptotics. Notice in particular
the linearly growing dilaton, in red.
8.3 The solution for massless flavors
Let us take r0 → 0 in our expressions, keeping a finite width δ for the measure (recall that
also taking δ → 0 gives back the singular solution of [10]). This makes the lightest quark we
are introducing massless. Nonetheless, due to the non-zero width, some of the quarks are
massive; notice however that their mass can be chosen to be as small as one wants. In that
respect, this solution is not a typical massless-flavor solution, as in [10].
Let us consider the following expansion for the profile function S(r):
S(r) = S1 r + S2 r
2 + S3 r
3 +O(r4) . (8.9)
We set the first coefficient to zero because we are imposing S(0) = 0. This expansion
encompasses the results coming from the two measures we chose in section 7.
For this S(r), we have to integrate the differential equation for Q in a series expansion.
We get:
Q(r) = Nc
[
4
3
r2 − Nf S1
2Nc
r3 −
(
16
45
+
2Nf S2
5Nc
)
r4 +
(
2Nf S1
9Nc
− Nf S3
3Nc
)
r5 +O(r6)
]
.
(8.10)
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The expansion we get for P now is:
P = Nc
[
2β r − 5Nf
4Nc
S1r
2 +
8 β
15
(
1− 1
β2
+
9
256
N2f S
2
1
N2c β
2
− 9
8
Nf S2
Nc β
)
r3
+
(
− 7Nf
18Nc
S3 +
Nf
Nc
S1
(
− 34
135
+
7
27β
− 7
45β2
+
7
360
Nf S2
Nc β
+
7
1280
N2f S
2
1
N2c β
2
))
r4 +O(r5)
]
,
(8.11)
where β is a free parameter. We find the following IR asymptotics for the metric functions
and the dilaton:
e2h = Nc
[
β r2 − 5Nf
8Nc
S1 r
3 − 16β
15
(
1 +
2
3β2
− 5
4β
− 9
1024
N2f S
2
1
N2c β
2
+
9
32
Nf S2
Nc β
)
r4 +O (r5)] ,
e2g = Nc
[
1− 5Nf
8Nc
S1 r +
8β
5
(
1− 1
6β2
− 5
6β
+
3
512
N2f S
2
1
N2c β
2
− 3
16
Nf S2
Nc β
)
r2+O (r3)] ,
e2k = Nc
[
1− 3Nf
4Nc
S1 r +
4β
5
(
1− 1
β2
+
9
256
N2f S
2
1
N2c β
2
− 1
2
Nf S2
Nc β
)
r2 +O (r3)] ,
e4(Φ−Φ0) =
4
N3c β
3
[
1 + 2
Nf S1
Nc β
r +
(
16
9β2
+
21
8
N2f S
2
1
N2c β
2
+
Nf S2
Nc β
)
r2 +O (r3)] ,
a = 1−
(
2− 4
3β
)
r2 − Nf S1
6Nc β
(
3− 5
β
)
r3 +O (r4) .
(8.12)
Solving the master equation numerically, we find the same UV behaviors as in the previous
subsection, that is, P grows either linearly or exponentially as r → ∞. Again, the linear
behavior can only be reached by choosing β equal to a critical value βc (see figure 3).
We have checked that the solution above presents no curvature singularity in the IR if we
choose S1 = 0. For instance, the Ricci scalar near r = 0 is given by:
R = 3e−Φ0/2
Nf S1
25/4N
13/8
c β13/8
1
r
+O(r0) , (8.13)
and the metric is clearly singular at r = 0 if S1 6= 0.
Note that what is done in this subsection might be thought as a regular way to introduce
massless flavors, as opposite to what happens in [10], where the geometry is singular in the
far IR. This statement should be taken with a grain of salt: if we interpret Nf S(r) as giving
the number of flavors that are effectively massless at a given scale r (see next section), we are
clearly reading off S(r = 0) = 0 that there are no massless flavors in the far IR. But given
that the tips of some branes reach the origin of the space, there are certainly massless quark
states in the dual theory. One could conjecture about the existence of some field-theoretical
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counterpart of the fact that the tips of the branes should be spread in order not to generate
a curvature singularity. Unfortunately, we cannot assert any strong claim in this regard.
9 On the dual QFT interpretation
Up to now we have only dealt with the problem of finding a regular supersymmetric solution
for unquenched massive quarks. This solution should capture, in a holographic setup, those
flavor effects for which the fact that the fundamentals are massive is important. Notice
that, in the UV, our solution reduces to the one in [10]. Thus, we expect our formalism to
be relevant in the description of the IR physics of the model. In this section we work out
explicitly some of the effects of massive flavors. In section 9.1 we analyze the realization of
Seiberg duality in our massive solutions. In section 9.2 we study we study the Wilson loops
in our background. Finally, in section 9.3 we perform the calculation of k-string tensions
within our formalism.
9.1 Seiberg duality
Seiberg duality is an interesting feature of N = 1 four-dimensional gauge theories with
flavors. In this section, we briefly comment on the particularities of Seiberg duality in the
presence of massive flavors, and explain how these features are realized in our holographic
setup.
In his original paper [28], Seiberg argued that the IR dynamics of SQCD could be under-
stood with the usual “electric” description, that of an SU(Nc) gauge theory with Nf flavors;
or alternatively via a “magnetic” description, consisting of an SU(Nf − Nc) gauge theory
with Nf flavors interacting with some gauge singlets. The global anomalies of both the
electric and magnetic theory match, a precise dictionary between gauge-invariant primary
operators can be found (in particular the gauge singlets of the magnetic theory are related
to the mesons of the electric theory) so that the ’t Hooft anomaly matching conditions are
satisfied, and the deformations of the two moduli spaces can be put in correspondence.
As discussed in Seiberg’s original work, to understand the effect of giving a mass to the
fundamentals, we can just give a mass to, say, the Nf -th quark flavor. We can now think
what happens to the IR theory both in the electric and in the magnetic picture. In the
electric picture, the massive flavor will be integrated out in the IR, so that the effective
electric theory will have Nc colors and Nf − 1 flavors. From the magnetic perspective, the
mass term becomes, after working out the F-term equation of the gauge singlets, a VEV for
the magnetic Nf -th quark. The gauge group SU(Nf −Nc) is then broken down through the
Higgs mechanism to SU(Nf −Nc − 1), and thus the IR theory will have Nf −Nc − 1 colors
and Nf − 1 flavors. This magnetic effective description is precisely the dual of the electric
one just described.
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The lesson we should extract is that Seiberg duality in the presence of massive flavors
works very much like in the case of massless flavors, but instead of the usual duality relation
(Nc, Nf ) ⇌ (Nf −Nc, Nf), one should have
(
Nc, N
eff
f
)
⇌
(
N efff −Nc, N efff
)
, where N efff is
the number of massless flavors. Let us see how this feature is codified in our holographic
dual.
The field theory whose dynamics our supergravity background is capturing is not exactly
SQCD, but rather SQCD plus a quartic superpotential (W ∼ κ Q˜QQ˜Q). This field theory
exhibits “exact” Seiberg duality [29], meaning that the duality holds along the RG flow3 and
not just at the IR fixed point, and the theory is Seiberg self-dual. The way this was seen in
the solution with massless flavors [10] (see [12] for a deeper and more subtle analysis) was
by realizing that the BPS system is invariant under the change (Nc, Nf )⇌ (Nf −Nc, Nf ).
It corresponds to Q(r) ⇌ −Q(r) which leaves the master equation invariant. That is, the
same supergravity solution (i.e: the same physics) can have two different interpretations,
one electric and another magnetic.
In the solution for massive flavors of the present paper, it can be easily seen that the
master equation (3.27) is invariant under (Nc, NfS(r)) ⇌ (NfS(r)−Nc, NfS(r)) (recall
equation (3.26)). Taking into account that NfS(r) is precisely counting how many flavors
are effectively massless at a given energy scale, this is exactly what we were expecting to
find from the discussion above. Note that the change (Nc, Nf) ⇌ (Nf −Nc, Nf) is NOT a
symmetry of the master equation with massive flavors.
9.2 Wilson loops
We would like to look now at the behavior of the quark-antiquark potential in the field
theory dual to our supergravity solution, that can be studied within the gauge/gravity
correspondence. This topic has been treated already in [10] for the case of massless flavors,
and extended in [30] to the case of massive flavors. The interest of revisiting this calculation
is the following:
In the original case of [10], the metric presented a curvature singularity in the IR; as shown
in [31], this invalidates the gravity calculation at low energy. One could think of giving a
mass to the quarks, that will remove the aforementioned IR singularity, but a proper gravity
model for the theory with massive flavors was not available. The authors in [30] proposed to
use a gravity solution built out of a flavorless solution and a solution with massless flavors,
glued at some finite r = rq, modeling a mass mq ∼ rq for the quarks. This solution would
correspond to taking in our formalism S = Θ (r − rq), that introduces a very ugly curvature
singularity at r = rq.
3The idea is that the Q˜QQ˜Q term of the electric theory becomes a mass term for the gauge singlets of the
magnetic theory. They can be therefore integrated out, leaving a SQCD theory with a quartic superpotential
as the electric one.
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With our gravity solution at hand, we can address the study of the quark-antiquark
potential in a singularity-free context. Before going on, let us state that the results we
obtain are in qualitative agreement with those of [30], where they found that the “connected
part” of the static potential between two non-dynamical quarks (i.e: without taking into
account the decay into mesons) went from a Coulomb-like law at short separation distances
to a confining behavior in the IR. Moreover, depending on the mass of the quarks mq, there
was a first-order phase transition between these two different behaviors for masses below a
certain critical mass mc.
The quark-antiquark potential can be extracted from the expectation value of a Wilson
loop, and the procedure for computing the latter within the gauge/gravity correspondence
is well known. The idea is to introduce a probe flavor brane at r = ∞ (so that the probe
quarks have infinite mass and are non-dynamical) extended along the Minkowski directions
as well as wrapping a certain two-cycle in the internal manifold. We attach then a string
to this brane, that will hang into the ten-dimensional geometry, reaching a minimum radial
distance r0. We have to compute the energy E of the string and the separation L of the
quarks at the end-points of the string for different r0’s. We briefly summarize the relevant
formulae. For details one can have a look at [31]. Defining:
f 2 = gttgxixi = e
2Φ , g2 = gttgrr = e
2Φ+2k , V =
f
Cg
√
f 2 − C2 , (9.1)
where C = f(r0) and we are using string frame, we have that
L = 2
∫ ∞
r0
dr
V
, E = 2
∫ ∞
r0
dr
g f√
f 2 − C2 − 2
∫ ∞
0
dr g . (9.2)
Attaching a string to the probe flavor brane we are introducing can be done whenever it
is possible to impose Dirichlet conditions on the string end-points. For our geometry, as
discussed in [31], this is possible when lim
r→∞
V (r) = ∞. Since for large r, V ∼ eΦ−k, this
conditions holds only for the solutions with an asymptotic linear dilaton. For these solutions
we plot the results in figure 5.
As mentioned above, the quark-antiquark potential exhibits two different behaviors: an
inverse-power law in the UV, and confining in the IR, where the massive quarks have been
integrated out, and the dynamics of the unflavored theory is recovered. The transition
between these two behaviors can be smooth as in the plot on the right, or a first-order phase
transition (the derivative of the energy has a finite jump), as in the plot on the left. As
explained in [30], this behavior could be expected whenever we have two scales in the theory.
In the present case, these scales are the gaugino condensate and the mass of the quarks.
More precisely, our background does not have a sharp value for the mass of the quarks, but
rather a distribution of masses with a certain width. The phase transition shows up when
the mass of the heaviest quark is smaller than a certain critical mass mc, set by the gaugino
condensate.
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Figure 5: We plot the energy of the Wilson loop E vs. the quark separation L. We have fixed
Nf/Nc = 1 and r0 = 0.05. For small widths of the brane distribution we have the plot on
the left, where we observe a first order phase transition. As we increase the width, the mass
of the heaviest quark becomes of the order of ΛSQCD, and the phase transition disappears,
as shown in the plot on the right. Notice the similarity between these curves and the G-P
(Gibbs free energy vs. pressure) curves of the Van der Waals gas.
We could have pursued a more detailed study of these phenomena, like analyzing the de-
pendence of mc with the number of flavors, their masses, and their distribution, or exploring
the decay into mesons characterized by the string breaking length. A fast analysis revealed
that the way we distribute the quarks is not very relevant for these observables, and that
other features follow qualitatively the behavior described in [30]. We would like to stress
though, that the present calculations are performed in a background without any pathology,
giving a more solid foundation to them.
9.3 k-string tensions
One of the most interesting features of the IR physics of the confining N = 1 theories is
the existence of the so-called k-string states, i.e. of flux tubes induced by sources with k
fundamental indices. It was argued in [32] that such a state can be described by D3-branes
extended along one of the Minkowski spatial directions, time and wrapping a two-sphere
in the IR geometry. For the unflavored geometry of section 2, the tensions of these k-
strings obey a sine law. It is important to notice that, in order to get the results of [32],
it is crucial to find the RR two-form potential C(2). In the approach of [32] the potential
C(2) is converted into a NSNS two-form B(2) by means of an S-duality transformation and,
then, the flux stabilization mechanism of [33] is applied to determine the configurations that
minimize the energy and to obtain the corresponding tensions. In our flavored background
the Bianchi identity of F(3) is violated due to the presence of D5-brane sources (eq. (3.7))
and, accordingly, one cannot define the RR potential in regions in which Ω is different from
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zero. However, in our massive flavored case, the probe D3-brane will only explore the deep
IR region near r = 0, where there are no flavor brane sources since the profile function S(r)
vanishes there. For this reason we will be able to define the potential C(2) in this region
and we will proceed with the analysis of the k-string states. Notice also that, in our low-
energy analysis, one would not expect to find k-string breaking due to quark-antiquark pair
production. However, we will clearly find screening effects due to quark loops which will
modify the tensions.
Let us begin our analysis by studying the IR geometry near r = 0. Following [10], we will
consider the submanifold [34] defined by the conditions θ˜ = θ, φ˜ = 2π − φ at r = 0. From
the IR behavior (8.3) of our solutions it is straightforward to verify that the metric (3.8)
along this submanifold, in the string frame, takes the form:
ds2 = eΦ(0)
[
dx21,3 + Nc β
(
dχ2 + sin2 χ
(
dθ2 + sin2 θ dφ2
) )]
, (9.3)
where the angle χ is related to the coordinate ψ by means of the relation: χ = (ψ − π)/2.
Clearly, the angles χ, θ and φ parameterize a non-collapsing three-sphere at the origin r = 0
and we should take χ to vary in the range 0 ≤ χ ≤ π. Notice also that the constant
β characterizes the size of this three-sphere. At r = 0 the charge density of the flavor
branes vanishes and, as a consequence, there is no violation of the Bianchi identity of F(3).
Therefore, it will be possible to represent at this point F(3) in terms of a two-form potential
C(2) (F(3) = dC(2)). Actually, it is straightforward to check that C(2) at r = 0 in these
coordinates takes the form:
C(2) = −Nc C(χ) sin θ dθ ∧ dφ , (9.4)
with C(χ) being the function:
C(χ) = −χ + sin(2χ)
2
. (9.5)
Contrary to the approach followed in [32], we will perform our analysis directly in the D5-
brane background, without performing the S-duality transformation (see also [35]). Accord-
ingly, let us now consider a probe D3-brane moving in our background. Its dynamics would
be governed by the action:
SD3 = −T3
∫
d4ξ e−Φ
√
− det (gˆ + F ) + T3
∫
F ∧ C(2) , (9.6)
with gˆ being the induced metric on the worldvolume of the D3-brane and F the worldvolume
gauge field. We now consider that the D3-brane is extended in (t, x, θ, φ) in the metric (9.3)
at r = 0 and at fixed values of χ and of the other two Minkowski coordinates. We will
38
also assume that there exists an electric worldvolume gauge field F0x along the Minkowski
direction. In this case, the D3-brane action can be written as:
SD3 =
∫
dt dx L , (9.7)
where we have integrated over the angles (θ, φ) and L is the effective lagrangian density,
given by:
L = −4πT3Nc
[
β sin2 χ
√
e2Φ(0) − F 20x + F0x C(χ)
]
. (9.8)
The equation of motion for the electric worldvolume field is:
∂L
∂F0x
= constant , (9.9)
which is nothing but Gauss’ law. Following [36] the constant on the right-hand side of (9.9) is
fixed by imposing the quantization condition corresponding to having k fundamental strings
along the x direction:
∂L
∂F0x
= k Tf , k ∈ Z , (9.10)
where Tf = 1/(2πα
′) is the tension of the fundamental string. This condition determines
the electric field in terms of the angle χ. Indeed, let us define a new function C(χ) as:
C(χ) ≡ C(χ) + πk
Nc
. (9.11)
Then, one has:
F0x =
eΦ(0) C(χ)√
β2 sin4 χ + C(χ)2 . (9.12)
Notice that F0x is the momentum of a cyclic coordinate that can be eliminated from the
lagrangian. The correct way to do this is by performing the Legendre transformation and
computing the hamiltonian as:
H =
∫
dx
[
F0x
∂L
∂F0x
− L
]
. (9.13)
By calculating explicitly the right-hand side of this equation and writing the result in terms
of χ, we get:
H = 4πT3e
Φ(0)Nc
∫
dx
√
β2 sin4 χ + C2(χ) . (9.14)
Let us minimize the energy with respect to χ. For this purpose it is interesting to notice that
the function C(χ) satisfies dC/dχ = −2 sin2 χ. Using this property of C it is straightforward
to prove that, for a given integer k, the energy is minimized for the χk which satisfies:
C(χk) = β
2
2
sin(2χk) , (9.15)
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or equivalently:
χk − πk
Nc
+
β2 − 1
2
sin(2χk) = 0 , (9.16)
which is the equation written in [32] with β instead of the b of [32]. It is also immediate to
find the tension of the k-string object, namely:
Tk =
eΦ(0)Nc
2π2 α′
β sinχk
√
1 + (β2 − 1) cos2 χk . (9.17)
The worldvolume electric field corresponding to this solution is:
F0x =
βeΦ(0) cosχk√
1 + (β2 − 1) cos2 χk
. (9.18)
It is interesting to point out that (9.16) does not change under the transformation k → Nc−k
and χk → π − χk. One can also check that the tension in (9.17) does not change under
this transformation, while the electric field (9.18) changes its sign. Notice also that in the
unflavored case reviewed in section 2 one has β = 1 and we recover the results in [32, 36, 35].
The case with β 6= 1 for the generalized unflavored models with the IR behavior (8.3) was
considered in [10]. Notice that, in our case, the parameter β is related to the mass of the
quarks and to the number of flavors by means of the matching conditions discussed in section
8.2.
Let us look at the tension of the k-string as a function of k/Nc, for different values of β.
First, we need to solve (9.16). Depending on the value of β and k/Nc, we find that there can
be up to three different solutions. We then have to check which one corresponds to the true
minimum of the energy (9.14). We notice that for k/Nc < 1/2, the minimum of the energy
is given by the solution for χk closest to 0 as we can see in figure 6, while for k/Nc > 1/2, it
is the solution closest to π.
Knowing the correct value of χk for each β and k/Nc, we can go on and plot the tension
(9.17) as a function of k/Nc for various values of β, as shown in figure 7. When β is close to
1 (which is the smallest value it can reach, corresponding to the unflavored case), the tension
of the k-string can be approximated by:
Tk ∼ e
Φ(0)Nc
2π2α′
β sin
(
πk
Nc
)
. (9.19)
Thus, in this low β case, the screening effect due to the flavor is manifested in the tensions by
just multiplying the sine formula by the deformation parameter β. In turn, β can be related
to the number of flavors and their masses by means of the matching condition studied in
section 8. Notice that, for a given number of strings k, the tension of the flavored k-string
is higher than the one corresponding to the unflavored theory. Actually, this is what is
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Figure 6: The (lower) red curves correspond to the function on the left-hand side of (9.16),
whose zeros are the angles that extremize the energy (9.14). The (upper) blue curves are
plots of the energy. We are taking in all cases k/Nc = 0.4. On the left, we plot these curves
for β = 1.2 and we see only one zero, which corresponds to the minimum of the energy.
On the right, for β = 2, we notice the appearance of two new zeros, one corresponding
to a maximum of the energy, and the other one to a metastable configuration. The true
minimum, however, moves towards χ = 0, that is towards the north pole of the sphere, as β
is increased.
expected on general grounds since the screening reduces the (negative) binding energy and,
therefore, it increases the total energy (i.e. the tension).
As β goes to infinity, the binding energy becomes smaller and smaller and the tension of
a k-string is a linear function of k. In this case one can analytically obtain the approximate
solution of (9.16) which corresponds to the minimum of the energy. Indeed, if β is large
the only possibility to solve (9.16) is by having sin(2χk) small. One can show that when
k/Nc < 1/2 this equation is solved for χk ≈ πk/β2Nc, while for k/Nc > 1/2 the energy is
minimized for χk ≈ π − π(Nc−k)/β2Nc. The corresponding tensions in these two cases are:
e−Φ(0) Tk ∼


kTf , for 0 ≤ k ≤ Nc/2 ,
(Nc − k) Tf , for Nc/2 ≤ k ≤ Nc ,
(9.20)
which shows that, when β is large, the screening effects are so large that the binding energy
is very small and one can regard the flux tube as composed by non-interacting strings with
vanishing binding energy. One can visualize this behavior as β is increased in figure 7.
10 Conclusions
Let us summarize our main results. We have considered the addition of unquenched massive
fundamental matter to the gravity dual of the N = 1 SQCD-like theory obtained when
D5-branes wrap a two-cycle inside a Calabi-Yau threefold. The matter fields are added by
means of D5-branes that are extended along a non-compact two-dimensional submanifold of
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Figure 7: This plot corresponds to the tension of the k-string as a function of k/Nc. The
values for β are 1 for red, 1.1 for purple, 1.4 for blue and 2 for orange.
the internal space. These flavor branes do not reach, in general, the origin of the holographic
coordinate r and their charge density depends on r. In order to incorporate consistently in
the backreacted background the effects of this dependence we have modified in a non-trivial
way the ansatz of [10], by including new terms in the RR three-form F(3) which depend
on a profile function S(r) and on its derivative. We have shown that the BPS system can
be reduced to a master equation, containing S and S ′, which is a generalization of the one
found in [13]. This equation can be integrated numerically and, by matching the unflavored
solution at the scale at which S = 0, one can find a supergravity solution in the whole range
of the radial coordinate.
Our solutions satisfy Einstein equations with sources and one of the non-trivial points
we have addressed is the determination of the distributions of branes whose charge density
and backreaction have precisely the form that we have adopted in our ansatz. We have
verified this fact by means of a macroscopic calculation (comparing the action of the full set
of branes with the one corresponding to a representative), as well as by a direct microscopic
calculation of the charge density in the UV. We have also shown how to get rid of the
curvature singularities which appear at the position of the tip of the branes.
After all these developments we have been able to find regular supergravity backgrounds
dual to N = 1 SQCD-like theories with massive unquenched flavors. Our results generalize
those in [10] in the sense that our solutions incorporate the effects of the mass scale introduced
by the quark mass and, at the same time, they resolve the IR curvature singularity that limits
the applicability of the geometry of [10] to explore holographically the N = 1 SU(Nc) gauge
theory with flavors.
We have studied some observables of the field theory for which the IR structure and the
mass scale introduced by the quarks are relevant (see [37] for further analysis along these
lines). We think that our formalism provides a framework to explore holographically the
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N = 1 SQCD-like theories in a firmer basis.
For the standard field theory interpretation, we focused mainly on solutions with linear
dilaton at infinity. However, it is also possible to get backgrounds where the dilaton is
bounded. On such solutions, we can apply a transformation found in [38], called rotation.
It would give us a completely regular version of the background of [38], and for that reason
it could allow for a better understanding of the dual field theory.
We could also think of introducing new scales in our supergravity solutions, by choosing
a profile function for the flavors created by several separated shells of branes. The function
S(r) would then look like a series of steps, whose lengths would be related to the different
positions of the flavor branes. If, by engineering the profile in a smart way, we can have the
β-function of the theory almost zero for one of the steps, the this could lead to a dual field
theory exhibiting a walking behavior [39, 31, 40, 41].
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A Supersymmetry analysis
In this appendix we will study the realization of supersymmetry for a background of type
IIB supergravity with metric and RR three-form F(3) as given by the ansatz written in eqs.
(3.8)-(3.13). To perform this analysis we will choose the following basis of vielbein one-forms
for the metric (3.8):
ex
i
= efdxi , i = 0, 1, 2, 3 ,
er = ef+kdr , eθ = ef+hdθ ,
eφ = ef+h sin θ dφ , e1 =
ef+g
2
(ω˜1 + a(r)dθ) ,
e2 =
ef+g
2
(ω˜2 − a(r) sin θ dφ) , e3 = e
f+k
2
(ω˜3 + cos θ dφ) .
(A.1)
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In order to find the supercharges preserved by a given background of type IIB supergravity
one should find the Killing spinors ǫ which leave invariant the dilatino and gravitino field
under a supersymmetry transformation. These spinors are characterized by a set of com-
muting projections. In the case of the unflavored background reviewed in section 2 these
projections were found in [8]. We will impose that the spinors ǫ of the flavored background
satisfy the same type of conditions as in [8], which can be written as:
i ǫ∗ = ǫ, Γθφǫ = Γ12ǫ, Γr123ǫ = (cosα + sinαΓφ2)ǫ , (A.2)
where Γa1α2··· denotes the antisymmetrized product of constant Dirac matrices and the ai’s
are flat indices corresponding to the vielbein (A.1). In (A.2) α = α(r) is an angle to be
determined. The result of the analysis of the supersymmetry variations can be nicely recast
in terms of the two fundamental forms of the underlying geometric SU(3)-structure of the
internal complex manifold. These forms are the (1, 1) two-form J and the holomorphic (3, 0)
three-form Ωhol, which are defined in terms of fermionic bilinears as:
J ≡ i
2!
ǫ† Γa1 a2 ǫ e
a1 a2 , Ωhol ≡ e
3f+Φ
2
3!
ǫT Γa1 a2 a3 ǫ e
a1 a2 a3 , (A.3)
with ǫ being a Killing spinor normalized as ǫ† ǫ = 1 and ea1α2··· ≡ ea1 ∧ ea2 · · · . Actually,
by using the projections (A.2) satisfied by ǫ one can express the SU(3)-structure forms as:
J = er3 + (cosα eφ + sinα e2) ∧ eθ + (− sinα eφ + cosα e2) ∧ e1 ,
Ωhol = e
3f+Φ/2
(
er + i e3
) ∧ ((cosα eφ + sinα e2) + i eθ) ∧ ((− sinα eφ + cosα e2) + i e1) .
(A.4)
The conditions imposed by the preservation of N = 1 supersymmetry can be written as the
following set of equations to be satisfied by the structure forms:
e−2f−Φ/2d
(
e2f+ΦJ
)
= −eΦ ∗6 F(3) ,
dΩhol = 0 ,
d
(
e4fJ ∧ J) = 0 ,
d
(
e2f−Φ/2
)
= 0 ,
(A.5)
where ∗6 denotes the Hodge dual with respect to the internal part of the metric (3.8).
Plugging in (A.5) the explicit expressions of J and Ωhol written in eqs. (A.4), as well as our
ansatz for the metric and RR three-form, one gets the following system of first-oder BPS
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equations:
f ′ =
Φ′
4
=
e−g−h
8 sinα
[
2Nc(b− a) + 2a e2g cos2 α + 2 eg+h sin(2α)
]
,
h′ = −e
−2g−h
4 sinα
[
2 eh
(
2 e2g + e2k −Nc
)
sin(2α) + 2eg
(
(b− a)Nc + (e2g + e2k)a
)
(1 + cos2 α)
]
,
g′ = e−2g
[
(e2k −Nc) cosα + e
g−h
2
[
(a− b)Nc + (e2g − e2k)a
]
sinα
]
,
k′ =
e−g−h
sinα
[
(a− b)Nc + (e2k − e2g) a
]
,
a′ = 2e−2g
[ (
bNc + (e
2k −Nc) a
)
cosα + 2 eh−g
(
e2g + e2k −Nc
)
sinα
]
,
b′ = −L1 + 2e
2g
Nc
[
a cosα + 2eh−g sinα
]
, (A.6)
together with the following two algebraic relations:
cotα =
e−g−h
4a
(
e2g a2 − 4 e2h − e2g
)
,
b = − e
g−h
2
[
2 cosα − eg−ha sinα]
[ (
L2 + 2
)
sinα + 4
eg+h
Nc
(
a cosα + 2eh−g sinα
) ]
.
(A.7)
By computing the derivative of the second of the constraints in (A.7), one gets the remarkably
simple relation between the derivative of L2 and L1:
L′2 =
(
4 eh−g cotα − 2a
)
L1 = −1 + a
2 + 4 e2h−2g
a
L1 , (A.8)
where in the last step we have used the first equation in (A.7) to eliminate α.
A.1 Partial integration
Although we have not been able to get an analytic expression of the general solution of the
system (A.6), we have been able to simplify it and to perform a partial integration. Indeed,
let us proceed as in [10] and begin by defining two new functions C˜(r) and S˜(r) as:
C˜ ≡ 1 + a
2 + 4e2h−2g
2a
,
S˜ ≡
√
a4 + 2a2
(
4e2h−2g − 1) + (1 + e2h−2g)2
2a
. (A.9)
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From the BPS equations (A.6) and (A.7) one can show that C˜ and S˜ satisfy the following
second-order differential equations:
C˜ ′′ − 4 C˜ = 0 , S˜ ′′ − 4S˜ = 0 , C˜2 − S˜2 = 1 . (A.10)
These equations can be immediately integrated as:
C˜ = cosh(2r) , S˜ = sinh(2r) , (A.11)
where we have fixed the integration constants by imposing the r → 0 behaviors C˜ ∼ 1+2r2,
S˜ ∼ 2r. Using the definitions of C˜ and S˜ in (A.9), we get the following relations:
a2 + 1
4
e2g + e2h =
a
2
e2g cosh(2r) ,
a4 + 2a2
(
4e2h−2g − 1) + (1 + e2h−2g)2 = 4a2 sinh2(2r) . (A.12)
The relations (A.12) can be combined with the first constraint in (A.7)to give:
a2 − 1
4
e2g − e2h = eh+g a cotα . (A.13)
Indeed, by summing this last equation and the first one in (A.12), we get:
cotα =
eg−h
2
(a− cosh(2r)) . (A.14)
Using this result it is easy to find the following expressions of sinα and cosα in terms of the
other functions:
sinα = − 2e
h−g
sinh(2r)
, cosα =
cosh(2r) − a
sinh(2r)
. (A.15)
The following useful combinations of cosα and sinα can be found from the previous equa-
tions:
a cosα + 2eh−g sinα =
1− a cosh(2r)
sinh(2r)
,
2 cosα − eg−h a sinα = 2 coth(2r) .
(A.16)
Using these results, the equation giving b′ in the system (A.6) reduces to:
b′ =
2e2g
Nc
1− a cosh(2r)
sinh(2r)
− L1 , (A.17)
while the second equation in (A.7) becomes:
b =
1
2 cosh(2r)
[
L2 + 2 +
2e2g
Nc
(
a cosh(2r)− 1) ] . (A.18)
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Moreover, the relation (A.8) takes the form:
L′2 = −2 cosh(2r)L1 , (A.19)
which is nothing but (3.15). By combining (A.17) and (A.18) we can obtain the following
differential equation for b:
b′ +
2 cosh(2r)
sinh(2r)
b =
L2 + 2
sinh(2r)
− L1 , (A.20)
Using (A.19) this equation reduces to:
b′ +
2 cosh(2r)
sinh(2r)
b =
L2 + 2
sinh(2r)
+
L′2
2 cosh(2r)
. (A.21)
Applying the method of variation of constants, we can integrate (A.21) and get b as a function
of L2. The result is:
b(r) =
2r + η(r)
sinh(2r)
, (A.22)
where η(r) is defined as the following integral involving L2:
η(r) =
∫ r
0
dρ
[
L2(ρ) +
tanh(2ρ)
2
L′2(ρ)
]
. (A.23)
Performing a partial integration, one can rewrite η(r) as follows:
η(r) =
1
2
tanh(2r)L2(r) +
∫ r
0
dρ tanh2(2ρ)L2(ρ) . (A.24)
Plugging in (A.24) the definition (3.16) of the profile function S we just get (3.20). We can
check that the above formulas give the right results in the known cases. For example, in the
unflavored case L2 is zero and it is obvious from (A.24) that η vanishes and one recovers the
correct result of section 2. Moreover, in the massless case studied in [10], the function L2 is
constant. Actually, in this last case L2 = −x with x = Nf/Nc. From (A.23) or (A.24) we
get η = −xr and the result of eq. (4.14) in [10] is recovered.
There are combinations of the BPS equations in (A.6) that become particularly simple.
One of these combinations is:
2Φ′ + h′ + g′ + k′ = 2 coth(2r) . (A.25)
Integrating this relation, one gets eq. (3.22). Other interesting combinations are:
d
dr
[
e2g
]
=
2
sinh(2r)
[ (
e2k − Nc
)
cosh(2r) − ae2g + Nc b
]
,
d
dr
[
a e2g
]
=
2
sinh(2r)
[
e2k − Nc + e2g
(
1− a cosh(2r)) + Nc b cosh(2r) ] .
(A.26)
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Combining the second of these equations with (A.18), one can immediately compute the
derivative of the function P defined in (3.23), with the result:
P ′ = 2 e2k − Nf S , (A.27)
which is just the second equation in (3.25). Moreover one can also compute from (A.26) and
(A.18) the derivative of Q. The result can be written as:
d
dr
[ Q
coth(2r)
]
=
2Nc −Nf S
coth2(2r)
, (A.28)
whose integration yields (3.26). Another combination of derivatives that becomes particu-
larly simple when one uses the BPS equations is the following:
h′ + g′ − k′ = a e2k−2h − 2 coth(2r) . (A.29)
From this equation we easily get:
P =
1
4 sinh2(2r)
∂r
[
sinh2(2r)
P 2 −Q2
P ′ +Nf S
]
, (A.30)
which is nothing but the master equation (3.27).
B Equations of motion
In this appendix, we state for completeness the equations of motion. Let us first rewrite the
action, constituted of the type IIB action and the source action:
S = SIIB + Ssources , (B.1)
where:
SIIB =
1
2κ210
[∫ √−g(R− 1
2
∂µΦ∂
µΦ
)
− 1
2
∫ (
eΦF(3) ∧ ∗F(3)
)]
, (B.2)
and:
Ssources = −T5
∫ (
eΦ/2K − C(6)
)
∧ Ω , (B.3)
with K being the calibration form for the D5-branes which is related to the SU(3)-structure
as:
K = eΦd4x ∧ J . (B.4)
First we give the modified Bianchi identities for the flux:
dF(3) = 4π
2Ω , (B.5)
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where we used that 2κ210T5 = 4π
2. The equation of motion for the flux reads:
d
(
eΦ ∗ F(3)
)
= 0 . (B.6)
For the dilaton and the Einstein equations, we define first the following notation:
ω(p)yλ(p) =
1
p!
ωµ1...µpλµ1...µp , (B.7)
for any two p-forms ω(p) and λ(p). One can easily prove that, in a ten-dimensional manifold,
one has: ∫
ω(p) ∧ λ(10−p) = −
∫ √−gλy(∗ω) . (B.8)
Using these results, we can write the equation of motion of the dilaton as:
1√−g∂µ
(√−ggµν∂νΦ) = 1
12
eΦF 2(3) − 2π2eΦ/2Ωy(∗K) . (B.9)
Finally, the Einstein equation is:
Rµν − 1
2
gµνR =
1
2
∂µΦ∂νΦ− 1
4
gµν∂ρΦ∂ρΦ +
1
24
eΦ
(
6FµρσF
ρσ
ν − gµνF 2(3)
)
+ T sourcesµν , (B.10)
where T sourcesµν is the energy-momentum tensor coming from the source action. It is given by:
T sourcesµν =
π2
3
eΦ/2
(
6gµνΩy(∗K)− Ωµρ1ρ2ρ3 (∗K) ρ1ρ2ρ3ν
)
. (B.11)
From (B.10) and (B.11), one can get an equation for the Ricci tensor as:
Rµν =
1
2
∂µΦ∂νΦ +
1
48
eΦ
(
12FµρσF
ρσ
ν − gµνF 2(3)
)
− π
2
6
eΦ/2
(
2Ωµρ1ρ2ρ3 (∗K) ρ1ρ2ρ3ν − 3gµνΩy(∗K)
)
.
(B.12)
To show more clearly the dependence of T sourcesµν on the smearing profile of the flavor branes,
we can write T sourcesµν in flat components in the vielbein basis (A.1):
T sourcesxi xj = −
Nf
2
e−2g−2h−2k−Φ/2
(
e2kS +
4e2h + e2g (a− cosh(2r))2
sinh(4r)
S ′
)
ηij ,
T sourcesrr = −
Nf
2
e−2g−2h−Φ/2S = T sources33 ,
T sourcesθθ = −
Nf
sinh(4r)
e−2g−2k−Φ/2S ′ = T sourcesφφ ,
T sources11 = −
Nf
2
e−2g−2h−2k−Φ/2
2e2h + e2g (a− cosh(2r))2
sinh(4r)
S ′ = T sources22 ,
T sourcesθ1 =
Nf
2
e−g−h−2k−Φ/2
a− cosh(2r)
sinh(4r)
S ′ = T sourcesφ2 .
(B.13)
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It is clear from (B.12) and (B.13) that to have a geometry with regular Ricci tensor one
must require that, as stated in the main text, both S and S ′ are continuous functions of the
radial variable. Moreover, it is also possible to verify that any solution of the first-order BPS
system written in (A.6) and (A.7) is also a solution of the second-order equations of motion
for supergravity plus sources written above.
C Microscopic computation of Ω
Let us show here how the results obtained for the smearing form in section 6, using just
the knowledge of one embedding of the family plus an ansatz for the functional form of Ω
(eq. (3.18)), could be derived from a purely microscopic computation: i.e., by summing the
contributions to the smearing form of all the embeddings in a given family.
Notice that this microscopic approach does not assume any specific ansatz for the smearing
form. Obviously, one can expect it to be much harder to be carried out. Indeed, except for
some very simple cases ([21, 22, 23, 20]), a full reconstruction of the functional form of Ω for
massive quarks from the microscopic family of embeddings giving rise to it is not available
in the literature. The use of the holomorphic structure of our internal manifold developed
in section 4 will be instrumental to carry out this microscopic computation.
C.1 Holomorphic structure in the abelian limit
For simplicity, we focus in this appendix on the UV limit (r →∞) of our backgrounds. This
limit corresponds to the so-called abelian solution (see the last paragraph of section 2). The
holomorphic structure simplifies a little bit in this limit, and one can define a new set of four
complex variables ζi (i = 1, . . . , 4) that parameterize now a singular conifold:
ζ1 ζ2 − ζ3 ζ4 = 0 . (C.1)
The radial variable r is related to the ζi in this case as:
4∑
i=1
| ζi |2 = e2r . (C.2)
The expression of these complex variables in terms of the coordinates of the internal manifold
can be read from (4.8). One just needs to take the r →∞ limit there, to obtain:
ζ1 = −er sin θ
2
sin
θ˜
2
ei
ψ−φ−φ˜
2 , ζ2 = e
r cos
θ
2
cos
θ˜
2
ei
ψ+φ+φ˜
2 ,
ζ3 = e
r cos
θ
2
sin
θ˜
2
ei
ψ+φ−φ˜
2 , ζ4 = −er sin θ
2
cos
θ˜
2
ei
ψ−φ+φ˜
2 .
(C.3)
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This abelian geometry inherits the SU(2)L × SU(2)R symmetry of the non-abelian one
(actually the isometry group is enlarged to SU(2)L×SU(2)R×U(1)). Again, taking carefully4
the limit r → ∞ in the non-abelian expressions (4.13) and (3.18) for the fundamental two-
form J and the smearing form Ω we get:
e−
Φ
2 J =
e2k
2
dr ∧ (ω˜3 + cos θ dφ)− e
2g
4
sin θ˜ dθ˜ ∧ dφ˜− e2h sin θ dθ ∧ dφ ,
16π2
Nf
Ω = sin θ dθ ∧ dφ ∧
(
S sin θ˜ dθ˜ ∧ dφ˜− S ′dr ∧
(
dψ + cos θ˜ dφ˜
))
. (C.4)
Then one can define SO(4)-invariant (1,1)-forms ηi (i = 1, . . . , 4) as in (4.11), and express
both J and Ω in this abelian setup as:
e−
Φ
2 J = 2i e−2r
[
e2h
(
η1 + 2 e
−2rη2 − 2 e−2rη3
)
+
e2g
4
(
η1 + 2 e
−2rη2 + 2 e−2rη3
)− e2ke−2rη2
]
,
16π2
Nf
Ω = −8e−4rS η1 ∧
(
η1 + 4e
−2rη2
)
+ 8e−6rS ′ η2 ∧
(
η1 − 2e−2rη3
)
, (C.5)
where the η’s are the abelian (1, 1) two-forms, which can be obtained from (4.12) by keeping
the leading term when r →∞.
C.2 Abelian limit of the simple class of embeddings
Let us now calculate S(r) for the abelian version of the class of embeddings discussed in
section 6. The first thing to notice is that the parameterization (6.1) is not good in the UV
limit. Indeed, as z4 = z1z2/z3 when r →∞, the two equations in (6.1) become the same. For
this reason, to study the cycle in the UV, it is better to use instead the first two equations
in (6.2) and write the equation of the embedding as z1 = Cz3 and z1z2 = µ˜, with C and µ˜
being arbitrary complex constants. By taking the UV limit in which zi → ζi, one concludes
that the abelian limit of the particular representative of the embedding studied in section 6
is:
ζ1 = C ζ3 , ζ1 ζ2 = µ˜ . (C.6)
One nice thing of the abelian limit is that (C.6) can be easily solved in terms of coordinates:
θ = θ0 , φ = φ0 , and
1
2
sin θ˜ e2reiψ = µ ≡ 1
2
e2rqeiγ , (C.7)
where we have parameterized the constants above as C = tan θ0
2
e−iφ0, µ˜ = µ
(
sin θ0
2
cos θ0
2
)−1
,
and rq is the minimum radial distance this embedding reaches (e
2rq = |2µ|). If we now
4In the abelian limit: a→ 0, cosh 2r → sinh 2r→ e2r2 , and a e2r → 1 + 4e2h−2g.
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rotate this embedding with the SU(2)L × SU(2)R isometry group (see (4.6)), we obtain the
expression of a generic embedding of the family as f1 = 0 and f2 = 0, with:
f1 = ζ1 − b+ aC
a¯− b¯ C ζ3 ,
f2 =
(
(|k|2 − |l|2)ζ1 ζ2 − k l¯ C−1 ζ21 + k¯ l C ζ22
)− (|a|2 − |b|2 − a b¯C + a¯ b C¯)−1 µ˜ . (C.8)
The smearing form should be computed as an appropriately weighted sum of the transverse
volume forms of each embedding. The formula for real constraints was first written down in
[21], and the generalization to complex constraints like the ones we have now is immediate5:
Ω =
1
(−2i)2
∫
C4
dρ δ(2) (f1) δ
(2) (f2) df1 ∧ df¯1 ∧ df2 ∧ df¯2 , (C.9)
where ρ is the (normalized to the unity) measure of SU(2)L × SU(2)R, multiplied by Nf ,
and is given by:
dρ = da da¯ db db¯ dk dk¯ dl dl¯ δ
(|a|2 + |b|2 − 1) δ (|k|2 + |l|2 − 1) Nf
16π4
, (C.10)
A shortcut for computing (C.9) is to notice that all the embeddings of the present family,
in virtue of the first equation in (C.8), sit at constant values of θ and φ. Since it turns
out that the action of SU(2)L corresponds precisely to varying these constant values over a
two-sphere, the smearing form Ω necessarily exhibits a 1
4pi
sin θ dθ ∧ dφ factor. We are not
interested in getting this trivial part from (C.9), so we factor it out by defining an effective
(complex) two-dimensional problem. We can define a new pair of effective complex variables:
ξ1 = e
r cos
θ˜
2
ei
ψ+φ˜
2 , ξ2 = e
r sin
θ˜
2
ei
ψ−φ˜
2 , (C.11)
and the family of embeddings over which we want to smear recasts as
f ≡ (|A|2 − |B|2) ξ1 ξ2 + AB¯ ξ22 − A¯B ξ21 − µ = 0 , |A|2 + |B|2 = 1 . (C.12)
(Recall that µ = 1
2
e2rqeiγ , see (C.7)). Forgetting for the moment about the correct normal-
ization factors, the integral we want to compute is:
W ≡
∫
C2
dA dA¯ dB dB¯ δ(|A|2 + |B|2 − 1)δ(2)(f) df ∧ df¯ . (C.13)
5The complex Dirac delta should be understood as δ(2)(f) = δ(Re(f)) δ(Im(f)). The 1
−2i prefactor is
included because df ∧ df¯ = −2i dRe(f) ∧ dIm(f).
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Performing this integral requires a little bit of care with the delta functions, but other than
that, it can be considered straightforward. Let us sketch how one could proceed. To simplify
the calculation, we reparameterize the integration variables as follows:
A =
√
u1 + u2
2
eiα1 , B =
√
u1 − u2
2
eiα2 . (C.14)
Clearly, one has |A|2 + |B|2 = u1 and |A|2 − |B|2 = u2 and:∫
C2
dAdA¯dBdB¯ δ(|A|2+ |B|2−1) = 1
2
∫ ∞
−∞
du2
∫ ∞
|u2|
du1
∫ 2pi
0
dα1
∫ 2pi
0
dα2 δ(u1−1) . (C.15)
The integral in u1 is then immediate. Rewriting e
iα2 = x2 + iy2, and using that:∫ 2pi
0
dα2 = 2
∫
R2
dx2dy2 δ(x
2
2 + y
2
2 − 1) , (C.16)
we can write:
W =
∫ 2pi
0
dα1
∫ 1
−1
du2
∫
R2
dx2dy2 δ(x
2
2 + y
2
2 − 1)δ(R)δ(I) df ∧ df¯ , (C.17)
where R ≡ Re (f |u1=1), I ≡ Im (f |u1=1). In the new variables one has:
f |u1=1 = −
1
2
ei(α1−α2)
√
1− u22 ξ21 + u2 ξ1 ξ2 +
1
2
ei(−α1+α2)
√
1− u22 ξ22 − µ . (C.18)
Solving R = I = 0 for x2 and y2, the integral of the corresponding deltas produces a factor:∣∣∣∣∣ dRdx2
dI
dy2
∣∣∣∣∣
−1
=
4
1− u22
1∣∣|ξ1|4 − |ξ2|4∣∣ , (C.19)
and leaves the argument of the remaining delta function as:
δ(x22 + y
2
2 − 1) = δ
(
(|ξ1|2 + |ξ2|2)2
(1− u22)(|ξ1|2 − |ξ2|2)2
(u2 − u2+)(u2 − u2−)
)
, (C.20)
where u2± are given by:
u2± =
4|µ ξ1 ξ2| cos(ψ − γ)±
∣∣|ξ1|2 − |ξ2|2∣∣√(|ξ1|2 + |ξ2|2)2 − 4|µ|2
(|ξ1|2 + |ξ2|2)2 . (C.21)
We have at this point:
W =
∫ 2pi
0
dα1
∫ 1
−1
du2
4
1−u22∣∣|ξ1|4 − |ξ2|4∣∣δ
(
(|ξ1|2 + |ξ2|2)2
(1− u22)(|ξ1|2 − |ξ2|2)2
(u2 − u2+)(u2 − u2−)
)
df∧df¯ .
(C.22)
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In this expression, nothing depends on α1, so one can integrate it easily. Also, both u2+
and u2− are between −1 and 1, so they both contribute to the integral. Using (C.2), and
replacing u2+ and u2− by their values (C.21), we finally get:
W = 4π
1− cos θ˜ + 2e4rq−4r cos θ˜√
e4r − e4rq dξ1 ∧ dξ¯1 + 4π
1 + cos θ˜ − 2e4rq−4r cos θ˜√
e4r − e4rq dξ2 ∧ dξ¯2−
− 4πe−iφ˜ (1− 2e
4rq−4r) sin θ˜√
e4r − e4rq (dξ1 ∧ dξ¯2 + dξ2 ∧ dξ¯1) .
(C.23)
Plugging the values of ξ1 and ξ2 in (C.11), and taking into account the proper normalization
factors, we find exactly:
Nf
4πi
sin θ dθ ∧ dφ ∧W = 16π2Ω , (C.24)
where Ω is the one written in (C.4) with the following function S(r):
S(r) =
√
1 − e4r−4rq Θ(r − rq) . (C.25)
Notice that (C.25) is the limit of the function S(r) written in (6.13) when r and rq are large.
This confirms our results of section 6.
C.3 An example of a non-compatible embedding
As we saw in the previous subsection, one has to work quite hard in order to obtain the
smearing form Ω from the microscopic average over a family of embeddings. Certainly, the
trick described in section 5 gives a much faster and simpler way to get Ω. One can wonder
nevertheless about the reliability of the trick, since it assumes a given functional form of Ω,
and the only unknown is the radial profile of the brane distribution S(r).
In principle the trick can be run for any representative embedding. However, it is hard
to think that any given family of embeddings, even if supersymmetric, generates (when we
place flavor branes along the embeddings of the family) a backreaction of the metric that is
compatible with the initial ansatz we assumed for this metric, if this is not the most general
possible. It seems nonetheless that the trick is able to detect this “compatibility property”,
and we present in what follows some arguments in favor of that.
Recalling the discussion in section 5, the trick was to compute the effective radial action
of the smeared brane distribution, and to compare it with Nf times the WZ effective ra-
dial action of a single brane sitting at one of the embeddings of the family over which we
smear. Both actions should be equal. The smeared action always contains two terms, one
proportional to S(r), and another proportional to S ′(r):
LsmearedWZ = F1(r)S(r) + F2(r)S ′(r) , (C.26)
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where F1 and F2 depend on the functions of the ansatz. We conjecture that the way to
detect if a family of embeddings generates a backreaction compatible with the ansatz is to
take any representative embedding of this family and to compute its WZ effective radial
action. We must then check whether or not the result depends functionally on the functions
of the ansatz as in (C.26). Let us assume that this is the case and that the effective WZ
radial lagrangian density for the representative embedding is of the form:
LsingleWZ = F1(r)G(r) + F2(r)H(r) , (C.27)
where F1 and F2 are the same as in (C.26) and G(r) and H(r) are functions of r which
do not depend on the functions of the ansatz. In order to verify that (C.27) is of the form
(C.26) one must check that:
dG(r)
dr
= H(r) . (C.28)
If this were the case, we conjecture that the backreaction is compatible with the ansatz and,
furthermore, that the profile function S is proportional to G.
In section 6, we have worked out one example in which the compatibility condition was
satisfied (see also appendix D). Moreover, in subsection C.2 above, we have checked explicitly
with an independent calculation of Ω that the trick gives the right result. In what follows, let
us illustrate with an example the case in which the compatibility condition is not satisfied,
and show with a microscopic calculation that indeed the resulting Ω is incompatible with
the ansatz for it.
We choose to work again in the abelian background, since it is simpler and therefore the
explanation will be cleaner. Let us focus on the following embedding:
ζ1 = C ζ4 , ζ2 = µ , (C.29)
where the ζi’s are the complex coordinates (C.3) and C and µ are constants that we param-
eterize as C = tan θ˜0
2
e−iφ˜0 and µ = cos θ˜0
2
eiφ˜0/2 eiβ . We can solve the embedding equations
in (C.29) in terms of coordinates as:
θ˜ = θ˜0 , φ˜ = φ˜0 , and e
r cos
θ
2
= erq , ψ + φ = 2β . (C.30)
It is easy then to compute the effective radial lagrangians of the smeared distribution and
of a single brane extended along the embedding (C.29), with the result:
LsmearedWZ = 2πNf TD5 e2Φ
(
e2k S +
e2g
2
S ′
)
,
LsingleWZ = 2π TD5 e2Φ
(
e2k
(
1− e2rq−2r)+ 4e2h e2rq−2r) , (C.31)
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where we have assumed that Ω should be as in (C.4). As we see, the e2g term in the
smeared lagrangian is not present in LsingleWZ (we have instead an e2h term), so the compatibility
condition is not satisfied.
Let us now check with a microscopic computation that, indeed, the family of embeddings
generated by rotating (C.29) with the SU(2)L × SU(2)R symmetry, generates an Ω that is
not of the form of (C.4). After using the relation (C.1), the family can be characterized by
f1 = 0, f2 = 0 with:
f1 = a¯ζ1 + b¯ ζ4 ,
f2 = k¯ζ2 + l¯ζ4 + b¯µ , (C.32)
with |a|2 + |b|2 = 1 = |l|2 + |k|2. In this case, it is easy to perform the integral (C.9) by
making use of the following two results:∫
dz dz¯ δ(2) (w1 z − w2) = − 2i|w1|2 , (C.33)∫
dx dy
(
x2 + y2 + α1 x+ β1 y + γ1
)
δ
(
x2 + y2 + α2 x+ β2 y + γ2
)
=
= π
(
γ1 − γ2 + α
2
2 + β
2
2 − α1α2 − β1β2
2
)
. (C.34)
The final result we get for the smearing form is:
Ω =
Nf
16π2
sin θ˜ dθ˜∧dφ˜∧((1− e2rq−2r) sin θ dθ ∧ dφ− 2e2rq−2rdr ∧ (dψ + cos θ dφ)) , (C.35)
and we see that this is clearly incompatible with (C.4) (the roles of (θ, φ) and (θ˜, φ˜) are
exchanged in these two expressions of Ω).
D Revisiting the massive KS background
The flavored version of the Klebanov-Strassler (KS) background [42], corresponding to a
system of D3- and D7- branes on the deformed conifold, was obtained in ref. [17] for the
case of massless flavors. This geometry was generalized in [23] to the case in which the
flavors are massive. In reference [23], in particular, a microscopic calculation of the D7-brane
charge density was presented. In this appendix we will revisit this problem by applying the
techniques developed in the present paper and we will reproduce and generalize the results
found in [23].
The ten-dimensional metric in Einstein frame of flavored KS mode is given by:
ds210 = h
− 1
2 dx1,3 + h
1
2 ds26 , (D.1)
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where h is a warp factor and ds26 is the internal six-dimensional metric of the flavored
deformed conifold [17]. In order to write explicitly this metric, let us introduce the five
one-forms gi (i = i . . . 5) as:
g1 =
− sin θ dφ− cosψ sin θ˜ dφ˜ + sinψ dθ˜√
2
, g2 =
dθ − sinψ sin θ˜ dφ˜− cosψ dθ˜√
2
,
g3 =
− sin θ dφ+ cosψ sin θ˜ dφ˜− sinψ dθ˜√
2
, g4 =
dθ + sinψ sin θ˜ dφ˜+ cosψ dθ˜√
2
,
g5 = dψ + cos θ dφ+ cos θ˜ dφ˜ . (D.2)
Then, ds26 can be written as:
ds26 = Γ(r) e
2G1(r)
[
(g1)2 + (g2)2
]
+
e2G2(r)
Γ(r)
[
(g3)2 + (g4)2
]
+
e2G3(r)
9
[
(dr)2 + (g5)2
]
,
(D.3)
where the functions Gi(r) satisfy a system of first-order BPS equations and Γ(r) is the
function:
Γ(r) =
cosh(r)
cosh(r) + 1
. (D.4)
This background has a running dilaton Φ(r), a NSNS field H(3) = dB(2) and is endowed with
RR one-, three- and five-forms F(1), F(3) and F(5). We refer to the article [23] for a complete
account of this massive flavored solution. Here we will only need the expression of B(2) and
F(1), which are given by:
B(2) =
M
2
[
f g1 ∧ g2 + k g3 ∧ g4
]
, F(1) =
Nf S(r)
4π
g5 , (D.5)
whereM is the fractional D3-brane Page charge, S(r) is the D7-brane charge density function
(similar to the one used in the main text for the model dual to N = 1 SYM) and f and g
are determined in terms of the dilaton Φ as follows:
f = eΦ
r coth r − 1
2 sinh r
(cosh r − 1) , k = eΦ r coth r − 1
2 sinh r
(cosh r + 1) . (D.6)
Notice that dF(1) = −Ω, where Ω is the symmetry preserving D7-brane density distribution
two-form, which is given by:
Ω =
Nf
4π
[
S(r)
(
g1 ∧ g4 − g2 ∧ g3 ) − S ′(r) dr ∧ g5 ] . (D.7)
The full background can be determined if the profile function S(r) is known (see section
3.3 in [23]). In what follows we will show how one can find S(r) by applying the technique
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developed in sections 5-7 of the main text. In particular, we will be able to reproduce and
simplify the results written in eqs. (2.14) and (2.15) of ref. [23] by using a holomorphic
formulation similar to the one employed in the main text.
The Ka¨hler form of the transverse 6d manifold can be written as [23]:
h−
1
2J = eG1+G2
(
g1 ∧ g4 − g2 ∧ g3
)
− e
G3
3
dr ∧ g5 . (D.8)
The holomorphic variables z1, z2, z3, z4 that we will use in this case are just the same as those
defined in (4.8) with the substitution r → r/2. Similarly, the SO(4)-invariant (1,1)-forms
η1, η2 and η3 are defined in (4.11). Their expressions in terms of r and the angles are just
the ones written in (4.12) with the changes r → r/2 and dr → dr/2. One can easily show
that it is possible to express J and B2 in terms of these forms as:
J = −2i
√
h
sinh r
(
η1 e
G1+G2 + η2
(
cosh r
sinh2 r
eG1+G2 − 1
9
e2G3
sinh r
))
,
B(2) = iM e
Φ r coth r − 1
sinh2 r
η3 . (D.9)
The smearing form Ω in this case, written in (D.7), can also be expressed in terms of the ηi
forms, namely:
Ω = −iNf
2π
S(r)
sinh r
(
η1 +
cosh r
sinh2 r
η2
)
+
iNf
2π
S ′(r)
sinh2 r
η2 . (D.10)
The D7-branes wrap a non-compact four-cycle on the transverse space. For a supersymmetric
configuration the corresponding eight-dimensional worldvolume is calibrated by the eight-
form:
K = d
4x
2h
∧ [ J ∧ J − e−Φ B(2) ∧ B(2) ] . (D.11)
It follows from (D.9) that K will also be expressed in terms of the SO(4)-invariant (1,1)-forms
ηi , namely:
K =
∑
Cij(r) d
4x ∧ ηi ∧ ηj , (D.12)
with Cij being the functions:
C11 = −2 e
2G1+2G2
sinh2 r
,
C12 = −4 e
G1+G2
sinh3 r
(
coth r eG1+G2 − 1
9
e2G3
)
,
C22 = −2 e
G1+G2
sinh4 r
(
coth r eG1+G2 − 1
9
e2G3
)2
,
C33 =M
2 e
Φ
2h
(r coth r − 1)2
sinh4 r
.
(D.13)
58
The integration of the calibration form over the D7-brane worldvolume will basically give
the WZ term of the action. Our method to compute S(r) amounts to compare this term of
the action for a smeared set of equivalent flavor branes with the same quantity evaluated for
a single brane of the set. The former is given in terms of K and Ω as:
SsmearedWZ = T7
∫
eΦK ∧ Ω , (D.14)
while the latter is just:
SsingleWZ = T7
∫
M8
ı∗
(
eΦK) . (D.15)
Clearly, if the total number of flavor branes is Nf , one should have:
SsmearedWZ = Nf S
single
WZ . (D.16)
Let us show how (D.16) can be used to determine S(r). In order to compute the WZ term
of the smeared action (D.14), let us define the functions F1 and F2 as follows:
F1(r) =
8
9
eG1+G2+2G3 , F2(r) =
M2eΦ
h
(r coth r − 1)2 + 4 e2G1+2G2 . (D.17)
Then, one can check by direct calculation that:
eΦK ∧ Ω = − Nf
16π
eΦ
[
F1 S + F2 S
′ ] d4x ∧ dr ∧ d5Θ , (D.18)
where d5Θ is the angular five-form:
d5Θ = sin θ sin θ˜ dθ ∧ dφ ∧ dθ˜ ∧ dφ˜ ∧ dψ . (D.19)
Using these results in (D.14), we obtain after integrating over the angular coordinates:
SsmearedWZ = −4π2Nf T7
∫
d4x dr eΦ
[
F1 S + F2 S
′ ] . (D.20)
The next step is then to compute the pullback of the calibration form for one of the
embeddings within the family used for the smearing in [23]. Let us consider the following
particular representative embedding [43]:
z1 − z2 = 2µˆ = 2µ eiα , (D.21)
with µ being the modulus of µˆ, and α its phase. This embedding defines a four-dimensional
submanifold inside the deformed conifold. Accordingly, we choose the complex coordinates
z˜2 and z3 to parameterize it, where z˜2 = z2 + µˆ:
z1 = z˜2 + µˆ , z4 =
z˜22 − 1− µˆ2
z3
. (D.22)
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The relation between r and the complex coordinates follows from:
2 cosh r =
∑
|zi|2 = 2|z˜2|2 + 2µ2 + |z3|2 + |z˜
2
2 − 1− µˆ2|2
|z3|2 . (D.23)
It is easy to compute the minimum of this expression. Let us denote by rq the minimal value
of r. Then, one has:
2 cosh rq = min
{
2|z˜2|2 + 2µ2 +min
{
|z3|2 + |z˜
2
2 − 1− µˆ2|2
|z3|2
}
z3
}
z˜2
=
= min
{
2|z˜2|2 + 2µ2 + 2|z˜22 − 1− µˆ2|
}
z˜2
= 2
(
µ2 + |1 + µˆ2|) . (D.24)
Varying the phase of µˆ, the minimum of this expression is always attained for a purely
imaginary µˆ. Notice that when |µˆ| < 1, it is possible to achieve rq = 0. This matches the
discussion in [23]. Moreover, for given µˆ, solving for the phase of µˆ in (D.24), we get:
tanα =
√
cosh rq + 1
cosh rq − 1
√
1 + 2µ2 − cosh rq
1− 2µ2 + cosh rq , (D.25)
which is exactly the expression (A.10) of the paper [23] and tells us that actually the em-
beddings (D.21) are inequivalent for different values of the phase of µˆ.
In order to compute the pullback of K needed to calculate SsingleWZ , we have to calculate the
pullbacks of the 4-forms ηi ∧ ηj . We find:
ı∗ (ηi ∧ ηj) = Aij(r) 1|z3|2dz˜2 ∧ d
¯˜z2 ∧ dz3 ∧ dz¯3 , (D.26)
where the only non-zero A
′
ij s are:
A11 = 2
(
cosh r − µ2) ,
A12 = 2µ
2 (cosh r + cos 2α)− sinh r ,
A33 = −2µ2
(
1 + cosh2 r + 2 cosh r cos 2α
)
.
(D.27)
Now we have all the information to carry out our procedure. Let us write:
ı∗
(
eΦK) = (eΦ ∑Cij(r)Aij(r)) 1|z3|2 d4x ∧ dz˜2 ∧ d¯˜z2 ∧ dz3 ∧ dz¯3 . (D.28)
Let us first compute the terms in parenthesis on the right-hand side of (D.28). From the
values of the Cij ’s written in (D.13) and those of the Aij ’s displayed in (D.27) one readily
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gets:
eΦ
∑
Cij(r)Aij(r) = − eΦ
[
1
2 sinh3 r
(
sinh2 r − 2µ2 cosh r − 2µ2 cos 2α) F1+
+µ2
1 + cosh2 r + 2 cosh r cos 2α
sinh4 r
F2
]
, (D.29)
where F1 and F2 are the functions defined in (D.17). This has a very suggestive form if we
compare it with the result we obtained for the smeared action in (D.20). In order to continue
with our calculation of SsingleWZ we use the fact that for any function F (r) we have:∫
dz˜2 ∧ d¯˜z2 ∧ dz3 ∧ dz¯3
|z3|2 F (r) =
∫ ∞
rq
drJ (r)F (r) , (D.30)
where the jacobian (which is computed below in subsection D.2) is given by:
J (r) = 8π2 sinh r . (D.31)
With these results we can write the action for a single embedding:
SsingleWZ = −4π2 Tf
∫
d4x dr eΦ
[ sinh2 r − 2µ2 cosh r − 2µ2 cos 2α
sinh2 r
F1 +
+2µ2
1 + cosh2 r + 2 cosh r cos 2α
sinh3 r
F2
]
. (D.32)
By plugging (D.20) and (D.32) into (D.16), one immediately extracts the value of the profile
function S(r):
S(r) =
sinh2 r − 2µ2 cosh r − 2µ2 cos 2α
sinh2 r
Θ(r − rq) . (D.33)
An important consistency check of this identification is provided by the relation:
d
dr
[
sinh2 r − 2µ2 cosh r − 2µ2 cos 2α
sinh2 r
]
= 2µ2
1 + cosh2 r + 2 cosh r cos 2α
sinh3 r
. (D.34)
Let us eliminate in (D.32) the phase α in favor of the minimal distance rq. From (D.25) one
can show that α is given by:
2µ2 cos 2α = sinh2 rq − 2µ2 cosh rq . (D.35)
Then, one can rewrite the profile function in (D.33) as:
S(r) =
(cosh r − cosh rq) (cosh r + cosh rq − 2µ2)
sinh2 r
Θ(r − rq) . (D.36)
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Clearly S(rq) = 0 as it should. Actually, near r = rq the profile function behaves as:
S(r) ∼ 2(cosh rq − 2µ
2)
sinh rq
(r − rq) , (D.37)
which in particular means that S ′(rq) 6= 0 and, thus, S ′(r) has a finite jump at r = rq and
the Ricci tensor will have the same type of singularity at the position tip of the branes.
D.1 Taming the threshold singularity
As in section 7 we are going to find regular solutions by considering a brane distribution in
which the position rq of the tip of the branes is not fixed but distributed with a measure.
First of all, let us define x and xq as:
x = cosh r , xq = cosh rq . (D.38)
The density distribution function S(x) will be obtained by superposing the “elementary”
distributions of eq. (D.36). One gets:
S(x) =
∫ x
x0
dxq ρ(xq)
(x− xq)(x+ xq − 2µ2)
x2 − 1 , (D.39)
where x0 is the minimal value of x and ρ(xq) is the measure function, normalized as in (7.3).
In the next two subsections we will consider two possible elections for the function ρ(xq).
D.1.1 Phase average
As mentioned above, for the embeddings (D.21) the position xq of the tip of the branes is
related to the phase α of the parameter µˆ by means of (D.24), which now we rewrite as:
xq = µ
2 +
√
1 + µ4 + 2µ2 cos(2α) . (D.40)
The prescription proposed in ref. [23] consists in averaging over all possible values of α with
a flat measure ρ(xq)dxq ∼ dα. Actually, taking into account that xq in (D.40) depends on
cos 2α, it is enough to consider α in the range 0 ≤ α ≤ π/2. Let us denote by x0 and x1 the
minimal and maximal values of xq respectively. For µ ≥ 1 (which we will assume in what
follows) x0 and x1 are given by:
x0 = 2µ
2 − 1 , x1 = 2µ2 + 1 . (D.41)
Then, the measure for this prescription is given by:
ρ(xq) dxq =
2
π
[
Θ(xq − x0) − Θ(xq − x1)
]
dα , (D.42)
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where the xq’s on the right-hand side should be regarded as the functions of α written in
(D.40).
Let us compute the profile function S as a function of the radial variable x. From equation
(D.25), we can see that the branes are lying in the range 2µ2 − 1 ≤ xq ≤ 2µ2 + 1. We can
distinguish three regions.
Region I: x ≥ 2µ2 + 1. In this region, the effect of all the branes (0 ≤ α < π/2) can be
felt. So, the range of integration in α will be from π/2 to 0. Therefore, we can write:
S(x) =
2
π
∫ pi
2
0
dα
x2 − 1− 2µ2x − 2µ2 cos 2α
x2 − 1 . (D.43)
The integration over α kills the term with cos 2α and one gets:
S(x) = 1− 2µ2 x
x2 − 1 , x ≥ 2µ
2 + 1 (D.44)
which is exactly the expression (2.14) found in [23] for region I.
Region II: 2µ2 − 1 ≤ x ≤ 2µ2 + 1. In this region, not all of the branes are contributing,
only those which reach a minimum distance smaller than x. Since the minimum value of xq
is attained for α = π/2 it suffices with integrating in the region α(x) ≤ α ≤ pi
2
, where α(x)
is obtained solving in (D.25), namely:
α(x) = arctan
(√
(x+ 1)(1 + 2µ2 − x)
(x− 1)(1− 2µ2 + x)
)
. (D.45)
Therefore, one has:
S(x) =
2
π
∫ pi/2
α(x)
dα
x2 − 1− 2µ2x − 2µ2 cos 2α
x2 − 1 . (D.46)
Performing the integral one obtains:
S(x) =
2
π
( π
2
− α(x)
)(
1− 2µ2 x
x2 − 1
)
− 2µ
2
π
sin 2α(x)
x2 − 1 , (D.47)
which can be rewritten as:
S(x) =
2
π
[(
π
2
− arctan
(√
(x+ 1)(1 + 2µ2 − x)
(x− 1)(1− 2µ2 + x)
))(
1− 2µ2 x
x2 − 1
)
+
+
1
2
√
(1 + 2µ2 − x)(1− 2µ2 + x)
x2 − 1
]
. (D.48)
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This looks much simpler than the expression written in [23]. However, one can check that
both are equivalent. That is a consequence of the following non-trivial identity involving
elliptic functions:
2µ2
(
(A2(x, µ
2)−A2(2µ2 + 1, µ2)
)
= arctan
(√
(x+ 1)(1 + 2µ2 − x)
(x− 1)(1− 2µ2 + x)
)
, (D.49)
where the function A2(x, µ
2) has been defined in equation (2.16) of [23]. Remarkably, the
charge density function S can be further simplified in this region, namely:
S(x) =
1
π
[(
1 − 2µ2 x
x2 − 1
)
arccos
(
x+
1− x2
2µ2
)
+
√
(1 + 2µ2 − x) (1− 2µ2 + x)
x2 − 1
]
.
(D.50)
Region III: x ≤ 2µ2 − 1. Here no branes are contributing, so S(x) = 0.
D.1.2 Rectangular measure
We will now consider the possibility of distributing the branes homogeneously in xq in some
interval x0 ≤ xq ≤ x1, where x0 = 2µ2 − 1 and x1 − x0 ≤ 2. The corresponding measure
is just the same as in (7.4) with δ = x1 − x0 and the resulting profile function S(x) can be
straightforwardly obtained by performing the integral (D.39). One gets:
S(x) =
1
3
2x+ x0 − 3µ2
(x1 − x0) (x2 − 1) (x− x0)
2 , x0 ≤ x ≤ x1 ,
S(x) =
3x(x− 2µ2) + x0 x1 + (x0 + x1) (3µ2 − x0 − x1)
3(x2 − 1) , x ≥ x1 .
(D.51)
We can expand this result near x ≈ x0, with the result:
S(x) ∼ x0 − µ
2
(x1 − x0) (x20 − 1)
(x− x0)2 + · · · , (D.52)
which leads to a regular background at x = x0.
In the particular case in which x0 and x1 are taken as in the case of the phase average
(i.e. given by (D.41)), the above expression for S(x) reduces to:
S(x) =
2x− 1− µ2
6(x2 − 1) (x+ 1− 2µ
2)2 , 2µ2 − 1 ≤ x ≤ 2µ2 + 1 ,
S(x) = 1 − 2
3
3µ2x− 1
x2 − 1 , x ≥ 2µ
2 + 1 .
(D.53)
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Now, near the endpoint x = x0 = 2µ
2 − 1, the behavior of S(x) is simply:
S(x) ∼ 1
8µ2
(x− 2µ2 + 1)2 + · · · . (D.54)
By plotting (D.53) and (D.50) together one concludes that the profile given by the simpler
expression (D.53) is indeed very close to the one given by the more involved expression
(D.50).
D.2 Details of the calculation of the Jacobian
In this section we will detail the calculation leading to equations (D.30) and (D.31). Let us
start by reparameterizing the complex variables z˜2 and z3, which take values in the entire
complex plane, in terms of their modulus and phase:
z˜2 =
√
u2 e
iβ2 , z3 =
√
u3 e
iβ3 . (D.55)
In terms of those new variables, one can rewrite x = cosh r, from (D.23), as:
x =
1 + µ4 + 2µ2u3 + (u2 + u3)
2 + 2µ2 cos(2α)− 2u2 (µ2 cos(2α− 2β2) + cos(2β2))
2u3
,
(D.56)
and the integral is now:
I ≡
∫
1
|z3|2dz˜2 ∧ d
¯˜z2 ∧ dz3 ∧ dz¯3 F (r) =
∫
1
u3
du2 ∧ du3 ∧ dβ2 ∧ dβ3 F (r) . (D.57)
Now we replace u3 by x in the integral (D.57). The relation between these two variables is:
u3 = x− µ2 − u2 ±M , (D.58)
where M is defined as:
M =
√
x2 − 1 + 2u2(cos(2β2)− x) + 2µ2(u2 − x− cos(2α) + u2 cos(2α− 2β2)) . (D.59)
There are two different zones in the integral over u3 in (D.57), one for 0 < u3 < u3,0
(where one uses the relation with the minus sign) and the other one for u3,0 < u3 (where one
chooses the plus sign). u3,0 is the value of u3 for which x is minimum, which is given by:
u3,0 =
√
1 + µ4 + u22 + 2µ
2 cos(2α)− 2u2 (µ2 cos(2α− 2β2) + cos(2β2)) . (D.60)
The value of x at that point is just x3,0 = µ
2+ u2+ u3,0. Therefore, the integral over u3 can
be written as: ∫ ∞
0
du3
u3
=
∫ u3,0
0
du3
u3
+
∫ ∞
u3,0
du3
u3
= 2
∫ ∞
x3,0
dx
M
. (D.61)
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Since the integrand in (D.57) does not depend on the phase β3, we can write:
I = 4π
∫ 2pi
0
dβ2
∫ ∞
0
du2
∫ ∞
x3,0
dx
M
F (x) . (D.62)
In order to perform next the integral over u2 we must take into account that x3,0 depends
on u2. By looking at (D.25) one has that min{x3,0}u2 = xq. Moreover x = x3,0 for u = u2,0,
with u2,0 being:
u2 = u2,0 =
1
2
1 + 2µ2x− x2 + 2µ2 cos(2α)
µ2 − x+ µ2 cos(2α− 2β2) + cos(2β2) . (D.63)
Therefore, one can exchange the order of the integrations over u2 and x as follows:∫ ∞
0
du2
∫ ∞
x3,0
dx =
∫ ∞
xq
dx
∫ u2,0
0
du2 , (D.64)
and the integral over u2 can be performed with the result:∫ u2,0
0
du2
M
=
√
x2 − 1− 2µ2x− 2µ2 cos(2α)
x− µ2 − µ2 sin(2α) sin(2β2)− (µ2 cos(2α) + 1) cos(2β2) . (D.65)
The only remaining integral to perform is the one on β2. By employing the standard in-
tegration techniques in the complex plane, this integral can be easily computed with the
result:∫ 2pi
0
dβ2
4π
√
x2 − 1− 2µ2x− 2µ2 cos(2α)
x− µ2 − µ2 sin(2α) sin(2β2)− (µ2 cos(2α) + 1) cos(2β2) = 8π
2 . (D.66)
Remarkably, the right-hand side of (D.66) does not depend on x, α or µ. It follows that:
I = 8π2
∫ ∞
xq
dxF (x) = 8π2
∫ ∞
rq
dr sinh r F (r) , (D.67)
in agreement with (D.30) and (D.31).
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