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Introduction
La médecine de précision est un champ de recherche en biologie moléculaire et
médicale qui repose sur une meilleure compréhension des bases moléculaires des ma-
ladies humaines et le développement de thérapies ciblées permettant de les soigner.
Le questionnement portant sur la définition des maladies à l’échelle moléculaire peut
être appréhendé par deux approches complémentaires : l’empirisme et le rationna-
lisme [56, 103]. La méthode empirique consiste à établir des mesures statistiques entre
les ensembles de symptômes des patients et leurs caractéristiques moléculaires. La
méthode rationnelle repose sur l’élaboration de modèles mécanistiques théorisant le
fonctionnement d’un organisme et expliquant l’émergence des symptômes de la ma-
ladie par des perturbations du modèle. De même, la découverte de thérapies ciblées
peut reposer sur une approche par criblage, qui consiste à tester l’efficacité de nom-
breuses molécules, sans connaître leur mode d’action, ou sur une approche de concep-
tion rationnelle qui consiste à prédire les modes d’action de médicaments en se fon-
dant sur des modèles biologiques [96]. Que ce soit en employant des méthodes em-
piriques ou rationnelles, les évolutions de la médecine de précision sont aujourd’hui
indissociables des sciences informatiques [76, 43]. En effet, les méthodes empiriques
supposent d’être capable d’analyser les masses de données considérables issues des
progrès de la biologie moléculaire et les méthodes rationnelles supposent l’élabora-
tion de modèles de maladies et de méthodes calculatoires permettant de raisonner sur
ces modèles pour faire des prédictions.
Dans cette thèse, nous nous intéresserons à la définition d’un cadre de modélisa-
tion et de méthodes calculatoires pour l’étude des causes des maladies humaines et la
découverte rationnelle de nouvelles cibles thérapeutiques. La définition des maladies
par leurs causes moléculaires repose sur la question fondamentale suivante : quelles
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sont les perturbations moléculaires responsables des dysfonctionnements des systèmes
biologiques observés dans les maladies humaines? et son corollaire pour la découverte
de nouvelles thérapies ciblées : comment perturber le système malade de façon à ce
qu’il récupère un comportement sain ? Par ailleurs, le déchiffrage de la relation cau-
sale entre l’information moléculaire (le génotype) contenue dans les organismes et leur
comportement (le phénotype) requiert de s’appuyer sur des formalismes reflétant la
complexité de cette relation.
Dans le chapitre 1 nous présentons d’abord les modèles génétique et edgétique des
maladies. Le modèle génétique établit une relation causale entre la perturbation d’un
gène et l’émergence de maladies dites mendéliennes, c’est-à-dire causée par la pertur-
bation d’un gène unique tandis que le modèle edgétique décrit la cause de ces mala-
dies par des perturbations des interactions d’un gène avec d’autres gènes. Nous dé-
crivons ensuite informellement un modèle dynamique des maladies complexes (mul-
tigéniques) qui assimile la maladie complexe à la reprogrammation comportementale
d’un système dynamique discret sous l’action de diverses combinaisons de perturba-
tions. Ce modèle de reprogrammation comportementale est ensuite formalisé sur les
modèles dynamiques booléens par la définition des réseaux booléens contrôlés et de
modes de reprogrammation. Les réseaux booléens contrôlés permettent la formalisa-
tion de perturbations dans les réseaux booléens grâce à des paramètres de contrôle
tandis que la spécification de modes de reprogrammation décrivent les effets attendus
de ces perturbations sur les états stables des réseaux booléens.
Dans le chapitre 2, nous nous intéressons aux méthodes algorithmiques permet-
tant de calculer les contrôles à effectuer sur un réseau booléen contrôlé afin de le re-
programmer selon un mode donné. Nous montrons notamment que ce problème peut
s’exprimer comme un problème abductif en logique, c’est-à-dire comme le calcul des
causes d’effets observés. Nous présentons ensuite la procédure du consensus et la mé-
thode de minimisation logique qui permettent le calcul des causes minimales d’obser-
vations exprimés sous forme d’une fonction booléenne et nous montrons comment
les adapter à notre problématique. Enfin, nous comparons notre approche à des mé-
thodes traitant de problèmes similaires et publiées récemment.
Le chapitre 3 est consacré à l’application de la modélisation et des méthodes à
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des modèles booléens de cellule pour l’identification des gènes causaux du cancer et
la découverte de cibles thérapeutiques. Dans un premier temps, nous présentons les
principes généraux de modélisation booléenne des réseaux Biologiques, et proposons
un cadre interprétatif de notre cadre théorique. Puis, nous appliquons nos méthodes à
un modèle conçu pour le cancer du sein et à un modèle publié précedemment portant
sur le cancer de la vessie. Nous montrons que les résultats obtenus sont pertinents avec
les connaissances biologiques.
Enfin, dans le chapitre 4 les performances des méthodes PLNE-Noyau et DDB-
Noyau sont comparées.

Chapitre 1
La reprogrammation comportementale
Les modèles moléculaires de maladie sont des cadres d’étude qui définissent une
relation causale entre des perturbations à l’échelle moléculaire et les comportements
malades ou sains de l’organisme. Nous présentons dans ce chapitre un nouveau mo-
dèle appelé reprogrammation comportementale qui assimile la maladie à une repro-
grammation du comportement d’un système dynamique discret par des perturbations
des composants et des interactions de ce système. Ce modèle s’insère dans la conti-
nuité des modèles génétiques et edgétiques, qui assimilent respectivement la maladie
à la perturbation d’un gène et à la perturbation des gènes et/ou de leurs interactions.
La reprogrammation y ajoute l’aspect comportemental émergeant de la dynamique
du système génétique. Les modèles génétique et edgétique des maladies ainsi que le
nouveau modèle dynamique de reprogrammation comportementale que nous pro-
posons sont définis informellement et leur motivation justifiée par des observations
biologiques dans la section 1 de ce chapitre. Puis nous introduisons un cadre théo-
rique permettant l’analyse de la reprogrammation comportementale des systèmes dy-
namiques booléens : dans la section 2, nous définissons les réseaux booléens contrôlés
qui constituent un formalisme intégrant la notion de perturbation dans les systèmes
dynamiques booléens et permettent leur reprogrammation. Dans la section 3, nous
proposons deux modes de reprogrammation décrivant les effets attendus des pertur-
bations sur la dynamique booléenne et permettant de réaliser des requêtes d’inférence
des noyaux de cette reprogrammation.
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1 Modèles moléculaires des maladies
Les modèles moléculaires de maladies que nous présentons ont pour but d’établir
une relation causale entre génotype et phénotype. Ils reposent sur le principe suivant :
les variations de fonctionnement des systèmes biologiques sont déterminées par des
variations des molécules constituant ces systèmes.
1.1 Modèle génétique
Considérons un gène α existant dans la population sous deux formes alléliques :
A, appelé allèle sauvage codant pour une protéine normale et a appelé allèle muté co-
dant pour une protéine non fonctionnelle. Selon le modèle génétique (schématisé en
figure 1.1), la combinaison des deux allèles portés par un individu détermine si l’in-
dividu a un phénotype malade ou non. Ainsi, si l’allèle muté est récessif, le phénotype
sera malade si l’individu est porteur de deux allèles mutés, et si l’allèle muté est domi-
nant, le phénotype sera malade si l’individu est porteur d’au moins un allèle muté. Le
modèle génétique des maladies établit donc une relation causale déterministe entre
un génotype et un phénotype [69] qui est le suivant :
Mutation du gène x −→ Perte du produit du gène −→ maladie X.
Un exemple de maladie génétique récessive est la myopathie de Duchenne qui est
caractérisée par la dégénérescence progressive des muscles causée par la mutation du
gène codant pour la dystrophine et qui a pour conséquence l’absence d’expression de
cette protéine [32].
Ce modèle a permis l’identification de plus de 1000 gènes associés aux maladies
monogéniques par comparaison des génomes de patients malades et sains et qui sont
répertoriées sur la base de données Online Mendelian Inheritance in Man (OMIM,
[67]), une meilleure compréhension des bases moléculaires des maladies humaines
et l’élaboration d’outils de diagnostic basés sur des analyses des données génétiques.
Cependant, ce modèle ne rend pas compte de la complexité des relations entre gé-
notype et phénotype, même dans le cas des maladies monogéniques. Une des raisons
de cette complexité est que la plupart des gènes sont en réalité pléiotropes, c’est-à-
dire qu’ils sont associés à plusieurs traits phénotypiques. Une explication biologique
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Gène α A a
A Sain Sain
a Sain Malade
Maladie génétique récessive
Gène β B b
B Sain Malade
b Malade Malade
Maladie génétique dominante
Figure 1.1 – Modèle génétique établissant une relation causale entre gène et
maladie. Une maladie génétique est dite dominante si le phénotype malade
s’exprime lorsque le génome contient au moins un allèle muté ou récessive
si le phénotype malade s’exprime lorsque le génome contient deux allèles
mutés.
Gène α A a a′
A Sain Maladie 1 Sain
a Maladie 1 Maladie 1 Maladie 2
a′ Sain Maladie 2 Maladie 2
Figure 1.2 – Illustration schématique d’un phénomène de pléiotropie dû à
une hétérogénéité allélique du gène α.
de cette pléiotropie est l’hétérogénéité allélique : un gène pléiotrope peut exister sous
différents variants alléliques, eux-mêmes associés à différentes maladies. Considérons
un gène α existant sous trois formes alléliques : l’allèle sauvage A et les allèles mutés a
et a′, si a est dominant sur A, A est dominant sur a′ et a′ dominant sur a (on pourra
remarquer ici que les relations de dominance entre allèles ne sont pas nécessairement
transitives), on obtient le tableau présenté figure 1.2. Le gène α est donc pléiotrope : il
est associé à deux maladies, la maladie 1 et la maladie 2. La pléiotropie a pour consé-
quence de modifier la relation causale entre génotype et phénotype qui n’est plus dé-
terministe, comme dans le modèle génétique.
Le modèle edgétique des maladies, proposé par [113], complexifie le modèle géné-
tique en intégrant l’effet de la mutation d’un gène sur la protéine codée afin de repré-
senter la pléiotropie.
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1.2 Modèle edgétique
Le modèle edgétique propose un schéma biologique explicatif de la pléiotropie qui
transfère l’identification des causes sur les effets des mutations sur les interactions du
produit des gènes avec leurs partenaires. En effet, la mutation d’un gène n’a pas né-
cessairement pour conséquence la perte totale de l’expression mais peut affecter plus
finement son expression. Les mutations ponctuelles, c’est-à-dire résultant du chan-
gement d’un seul nucléotide dans la séquence d’ADN, peuvent être classées en trois
classes selon leur effet sur la séquence en acides aminés de la protéine :
une mutation même-sens induit un changement de nucléotide qui, du fait de la
redondance du code génétique, n’induit aucun changement de séquence de la
protéine;
une mutation faux-sens induit le changement de l’acide aminé codé par le codon
d’ADN et donc un changement de la séquence protéique ;
une mutation non-sens transforme le codon en un codon STOP et induit donc un
arrêt de la transcription : la protéine résultante est tronquée.
Le changement de séquence protéique par les mutations faux-sens serait donc plus
probablement responsable d’anomalies de la structure tridimensionelle et par consé-
quent de la perturbation de certaines interactions de cette protéine tandis qu’une mu-
tation non-sens aurait plus de chance d’être responsable d’une absence totale de la
protéine. Le modèle edgétique suggère donc que l’identification de la cause des ma-
ladies et l’élucidation de la relation entre génotype et phénotype repose sur l’analyse
de l’interactome. Le terme d’interactome a été introduit en 1999 par Bernard Jacq [90]
pour désigner la représentation des réseaux biologiques moléculaires sous forme de
graphes dont les sommets correspondent à des entités moléculaires, possiblement de
différentes natures (ADN, ARN, protéines, métabolites...), et les arêtes des interactions
physiques ou fonctionnelles. La figure 1.3 illustre schématiquement le modèle edgé-
tique des maladies défini sur l’interactome.
Les maladies humaines les plus courantes, parmi lesquelles on peut citer le cancer,
la maladie d’Alzheimer ou la maladie de Parkinson, sont des maladies dites complexes
dont l’identification des causes moléculaires ainsi que des mécanismes moléculaires
des médicaments pouvant inverser leur effet est un enjeu majeur de santé publique.
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Figure 1.3 – Illustration schématique du modèle edgétique des maladies as-
sociant les maladies à des perturbations de l’interactome. Les perturbations
des interactions sont illustrées par des arcs en pointillés, la perturbation de
toutes les interactions d’un sommet est assimilable à la perte du sommet.
Ces maladies sont à la fois multigéniques, c’est-à-dire que la perturbation simultanée
de plusieurs gènes est nécessaire à leur déclenchement, et diverses, c’est-à-dire que
plusieurs combinaisons de perturbations peuvent aboutir au déclenchement de la ma-
ladie. Le terme épistasie regroupe les phénomènes de collaboration ou d’antagonisme
entre gènes qui sont à l’origine de la diversité et de la multiplicité causale des maladies
complexes. Considérons deux gènes α et β existant chacun sous une forme sauvage A
et B et sous une forme mutée a et b. On parle d’épistasie négative quand la combi-
naison des deux allèles mutés a un effet délétère sur le phénotype par rapport à l’effet
individuel de chaque mutation et on parle d’épistasie positive quand la combinaison
des allèles mutés de ces deux gènes a un effet délétère sur le phénotype par rapport à
l’effet individuel de chaque mutation [82] (voir l’illustration 3.2).
Afin de prendre en compte ces phénomènes d’épistasie et de multiplicité et diver-
sité causales des maladies humaines, nous définissons un nouveau modèle des mala-
dies s’appuyant sur la dynamique des réseaux biologiques.
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B Sain Sain
b Sain Malade
Epistasie négative
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B Sain Malade
b Malade Sain
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Figure 1.4 – Illustration schématique des phénomènes d’épistasies positive
et négative entre 2 gènes α et β
1.3 Un modèle dynamique des maladies
Nous définissons un modèle où les maladies sont assimilées à une reprogramma-
tion comportementale d’un système dynamique discret et fini représentant un système
biologique.
Un système dynamique discret F décrit l’évolution d’un état global x par un en-
semble de n fonctions locales de transition fi , 1 ≤ i ≤ n telles que chaque fonction
locale fi décrit l’évolution de l’état de la variable xi , soit :
F(x) =

x1 7→ f1(x1, ..., xn)
...
xn 7→ fn(x1, ..., xn)
Dans les modèles biologiques, les composants i correspondent aux gènes ou autres
molécules contenus dans une cellule, et leurs états, qui peuvent représenter leur ac-
tivité, expression, quantité, concentration, etc, évoluent localement en fonction des
autres composants du système. Le comportement global du système est assimilé au
comportement («phénotype») d’une entité biologique d’échelle supérieure (cellule, tissu,
organe, etc.). La reprogrammation d’un système dynamique F consiste en la réécriture
de ses fonctions locales de transition sous l’action de perturbations et engendre un
nouveau système G dont le comportement global diffère du comportement global de
F. La figure 1.5 illustre la reprogrammation comportementale d’un système dont l’état
sain est représenté par une coloration particulière des sommets du graphe d’interac-
tion, en un système malade, dont les sommets sont colorés différemment, sous l’action
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de différents ensembles de perturbations.
Figure 1.5 – Illustration schématique de la reprogrammation comporte-
mentale où les phénotypes sont assimilés à des états dynamiques (repré-
sentés par la couleur des sommets du graphe) et les différents types de mu-
tations à la réécriture des fonctions locales de transition.
Dans la prochaine section, nous définissons d’une part un cadre théorique for-
malisant la réécriture des fonctions locales de transition par le contrôle des systèmes
dynamiques booléens et d’autre part, un langage de spécification questionnant les
contrôles à effectuer sur un système de façon à changer sa propriété «phénotypique»
(être sain ou malade). Cette variation de propriété sera évaluée par la variation d’état
de biomarqueurs, qui sont définis comme des espèces biologiques dont la mesure per-
met la discrimination de différents phénotypes. Le problème d’identification des causes
consiste alors à trouver les ensembles de perturbations du système F responsable du
changement d’état de ses biomarqueurs.
2 Reprogrammer les réseaux booléens
Les réseaux booléens sont des systèmes dynamiques discrets introduits en biologie
par McCulloch et Pitts [66] en 1943 comme modèle de la transmission d’information
entre neurones puis par Stuart Kauffman [50] et René Thomas [97] pour modéliser les
réseaux de régulation génique. Cette modélisation peut s’étendre à celle de la trans-
mission de l’information à travers les voies de signalisation. Les variables du système
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sont alors des molécules prenant les valeurs booléennes, éléments de B = {0,1}. Par
convention, la valeur 1 correspond à un état actif ou présent et 0 à un état inactif ou
absent. La reprogrammation des réseaux booléens consiste à modifier leur dynamique
par réécriture des fonctions locales de transition. Dans cette partie, nous formaliserons
cette réécriture en nous appuyant sur les réseaux booléens contrôlés, et, par analogie
au modèle edgétique décrivant des perturbations des interactions et des sommets des
graphes biologiques, nous introduirons la catégorie de contrôle par gel. Enfin, nous
spécifierons deux modes de reprogrammation, la nécessité et la possibilité question-
nant les contrôles à effectuer sur le réseau booléen de façon à modifier sa dynamique.
2.1 Réseaux booléens
Dans cette section, nous donnons d’abord quelques définitions générales puis nous
définissons formellement les réseaux booléens et les notions qui leur sont associées :
graphe de transition, cycle limites et graphes d’interaction.
2.1.1 Notations
Définition 2.1. Une relation binaire sur un ensemble E est un sous-ensemble du pro-
duit cartésien E ×E. La fermeture réflexive transitive d’une relation binaire R, notée
R∗, est la relation binaire R∗ =⋃m≥0 Rm .
Exemple 2.1. Une relation binaire sur un ensemble E peut être représentée par un
graphe orienté G dont les sommets correspondent aux éléments de E et les arcs aux
éléments de R, soit G = 〈E,R〉. La fermeture réflexive transitive de R sur E est alors re-
présentée par le graphe C(G) = 〈E,R∗〉. La figure 1.6 représente une relation binaire
R = {(1,2), (2,3), (3,4)} sur l’ensemble E = {1,2,3,4} et sa fermeture réflexive transitive
R∗.
On notera 2E l’ensemble des parties de l’ensemble E et E \ {ei } l’ensemble E privé de
son élément ei .
Soit X = {x1, ..., xn} un ensemble de variables booléennes. Une interprétation cor-
respond à l’assignation d’une valeur booléenne à chaque élément xi de X, c’est-à-dire,
I : X 7→B.
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Figure 1.6 – Relation binaire R sur l’ensemble E = {1,2,3,4} (en haut) et sa
fermeture réflexive transitive (en bas).
Une formule propositionnelle φ est construite à partir de constantes booléennes
(0/ Faux, 1/ Vrai), d’un ensemble de variables booléennes X, de l’opérateur unaire ¬
(négation) et d’opérateurs logiques binaires (∧/ ET/ conjonction), (∨/ OU/ disjonc-
tion), ( =⇒ / DONC/ implication), (Y/ XOR/ ou exclusif), etc.
On noteraφ(I) l’évaluation deφ par rapport à une interprétation I sur ses variables.
2.1.2 Réseaux booléens
Définition 2.2. Un réseau booléen est un système dynamique discret défini sur un en-
semble fini de variables booléennes X = {x1, ..., xn} et décrit par un système de n équa-
tions booléennes de la forme suivante :
F(x) =

x1 7→ f1(x1, ..., xn)
. . .
xn 7→ fn(x1, ..., xn)
,
où chaque fi : {0,1}n → {0,1},1 ≤ i ≤ n est une fonction locale de transition déterminant
l’évolution de la variable xi .
Exemple 2.2. Un réseau booléen possible est :
F(x) =

x1 7→ x2 ∨x3
x2 7→ ¬x3
x3 7→ x1 ∧¬x2
. (1.1)
L’évolution de sa dynamique correspond à des transitions sur l’espace d’états boo-
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léens des variables X .
Définition 2.3. L’espace d’états d’un réseau est l’ensemble de toutes les interprétations
possibles sur l’ensemble de variables X, et sera noté SX = (X 7→B).
Exemple 2.3. s = (0,0,0) est un état dans lequel s(x1) = 0, s(x2) = 0 et s(x3) = 0. L’espace
d’états du réseau F (1.1) donné en exemple est :
S{x1,x2,x3} = {(0,0,0), (0,0,1), (0,1,0), (0,1,1), (1,0,0), (1,0,1), (1,1,0), (1,1,1)}.
L’évolution de chaque variable xi dépend de l’application de sa fonction locale de
transition fi sur un état s, le tableau 1.1 montre le résultat de l’application des fonc-
tions locales de transition du réseau booléen F (1.1) sur chaque élément de l’espace
d’états SX.
s = (x1, x2, x3) f1(s) f2(s) f3(s)
(0,0,0) 0 1 0
(0,0,1) 1 0 0
(0,1,0) 1 1 0
(0,1,1) 1 0 0
(1,0,0) 0 1 1
(1,0,1) 1 0 1
(1,1,0) 1 1 0
(1,1,1) 1 0 0
Tableau 1.1 – Application des fonctions locales de transition fi du réseau F
sur les éléments de l’espace d’état SX.
Le comportement dynamique global du réseau correspond à une relation de transi-
tion entre les états et dépend d’une loi décrivant la mise à jour des variables, appelée
mode. Deux catégories de mode de mise à jour existent : les déterministes, où la rela-
tion de transition est une fonction et les non-déterministes, où la relation de transition
est une relation quelconque (non-fonctionnelle). Nous nous intéresserons dans cette
thèse à une catégorie de modes de mise à jour classiquement utilisé en modélisation
des réseaux biologiques. Ces modes sont définis comme des couvertures des variables,
M ⊆ 2X et ⋃mi∈M mi = X. Ils s’appliquent en chaque état de manière identique pour le
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calcul de la transition. Le lecteur pourra se reférer au livre [85] et à l’article [78] pour
une description plus générale des modes de mise à jour.
La dynamique globale se représente par un système de transition étiqueté, comme
suit :
Définition 2.4. Le système de transition étiqueté suivant 〈SX,−→,M〉 décrit les trajec-
toires possibles entre les états du système, tel que :
— SX = (X 7→B) est l’espace d’états ;
— −→⊆ SX ×M×SX est la relation de transition dont chaque élément est étiqueté
par une ensemble de variables m ∈ M correspondant aux variables mises à jour
lors d’une transition et définie par :
s
m−→ s′ def==∀xi ∈ X : s′(xi ) =

fi (x) si xi ∈ m
s(xi ) sinon
.
Concernant les modes, deux modes sont privilégiés pour la modélisation des ré-
seaux biologiques : le mode asynchrone M = {{xi }}xi∈X où une seule variable est mise
à jour par transition, et le mode parallèle, M = {X}, où toutes les variables sont mises
jour lors d’une transition. Remarquons que le mode asynchrone est un mode non-
déterministe et le mode parallèle est déterministe.
Le système de transition étiqueté se représente graphiquement par un graphe de
transition.
Exemple 2.4. Le graphe de transition asynchrone (dont on a omis les transitions d’un
état sur lui-même) du réseau booléen F (1.1) est représenté dans la figure 1.7 et le
graphe de transition parallèle de ce même réseau est donné dans la figure 1.8.
Définition 2.5 (Équilibre, cycle limite et état stable). Un équilibre est défini à partir de
la fermeture transitive −→∗ de la relation de transition. Un «état s est un équilibre»,
noté Eq(s), si et seulement si :
Eq(s)
def==∀s′ ∈ SX : (s −→∗ s′) =⇒ (s′ −→∗ s).
Un cycle limite est un ensemble d’états A de SX tel que chaque état de A est un
équilibre et peut être atteint à partir de tout élément de A. Formellement, un cycle
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Figure 1.7 – Graphe de transition asynchrone de F. Les transitions d’un état
sur lui-même ont été omises.
limite A ⊆ SX se définit par :
∀s ∈ A,∀s′ ∈ A : Eq(s)∧Eq(s′)∧ (s −→∗ s′).
Un cycle limite correspond à une composante fortement connexe (CFC) terminale du
graphe de transition.
Un état stable est un cycle limite de cardinalité 1, qui peut être défini directement à
partir d’un réseau booléen F de la façon suivante :
STBLF(s)
def==∀1 ≤ i ≤ n : fi (s) = s(xi ) (1.2)
Par conséquent, un état stable est une CFC terminale triviale du graphe de transition.
Exemple 2.5. Sur les figures 1.7 et 1.8, les états stables sont colorés en orange et les
cycle limites en jaune.
Le graphe d’interaction d’un réseau booléen est un graphe dirigé qui est une abs-
traction du réseau dans laquelle sont représentées les dépendances entre les variables.
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Figure 1.8 – Graphe de transition parallèle de F. Les transitions ne sont pas
étiquetées car tous les agents sont mis à jour à chaque transition. Les états
stables sont colorés en orange et le cycle limite en jaune.
Définition 2.6. Une interaction entre deux agents xi et x j est une relation définie par :
xi x j
def== ∃s, s′ ∈ SX : s(xi ) 6= s′(xi )∧ f j (s) 6= f j (s′)∧
∀xk ∈ X \ xi : s(xk ) = s′(xk )
Les interactions signées précisent la nature de l’influence et sont définies comme
suit :
positive monotone :
xi
1 x j
def== xi x j ∧ (∀s, s′ ∈ SX : s(xi ) ≤ s′(xi )∧
∀xk ∈ X \ xi : s(xk ) = s′(xk ) =⇒ f j (s) ≤ f j (s′))
négative monotone :
xi
−1 x j
def== xi x j ∧ (∀s, s′ ∈ SX : s(xi ) ≤ s′(xi )∧
∀xk ∈ X \ xi : s(xk ) = s′(xk ) =⇒ f j (s) ≥ f j (s′))
non-monotone :
xi
0 x j
def== xi x j ∧¬(xi + x j )∧¬(xi − x j )
Le graphe d’interaction signé représente les interactions décorées d’un signe préci-
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Figure 1.9 – Graphe d’interaction signé de F où les interactions positives
monotones sont en vert et les interactions négatives monotones en rouge.
sant leur nature : positive +, négative − et non-monotone ±. Il peut également être dé-
duit de la définition symbolique du réseau booléen si les formules sont bien formées 1
de telle façon que :
— une interaction est positive xi
+ x j si et seulement si le littéral xi apparaît
dans la formule définissant f j et le littéral ¬xi n’apparaît pas dans la formule
définissant f j
— une interaction est négative xi
− x j si et seulement si le littéral ¬xi appa-
raît dans la formule définissant f j et le littéral xi n’apparaît pas dans la formule
définissant f j
— une interaction est non monotone xi
± x j si et seulement si les littéraux xi et
¬xi apparaissent dans la formule définissant f j .
Exemple 2.6. Le graphe d’interaction G(F) signé du réseau F (1.1) est donné dans la
figure 1.9. Les interactions sont toutes monotones, les positives sont colorées en vert
et les négatives en rouge.
2.2 Réseaux booléens contrôlés
Dans cette section, nous définissons formellement les réseaux booléens contrôlés
(RBC), puis nous montrons comment nous modélisons les perturbations structurelles
du graphe d’interaction par des paramètres de contrôle d’usage et de définition.
Définition 2.7. Un réseau booléen contrôlé étend le réseau booléen par l’ajout de pa-
ramètres de contrôle, qui sont des variables booléennes u j ∈ U,1 ≤ j ≤ m, dans les
fonctions locales de transition, c’est-à-dire :
1. En forme normale disjonctive minimale, définie au chapitre 2 dans la section 1
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F(x,u) =

x1 7→ f1(x1, ...xn ,u1, ...,um)
. . .
xn 7→ fn(x1, ...xn ,u1, ...,um)
.
Ainsi, un RBC à n variables et à m paramètres de contrôle est défini comme une fonc-
tion générant un réseau booléen à partir d’une valuation des paramètres de contrôle :
FU :Bm → (Bn →Bn).
Exemple 2.7. Une extension du réseau booléen F donné en exemple dans la section
précédente, à un RBC en ajoutant les paramètres de contrôle U = {u1,u2,u3,u4} est :
F(x,u) =

x1 7→ (x2 ∧u1)∨x3
x2 7→ ¬(x3 ∨¬u2)
x3 7→ ((¬x2 ∧x1)∨¬u3)∧u4
. (1.3)
Définition 2.8. Une entrée de contrôle est une interprétation sur l’ensemble des para-
mètres de contrôle : µ : U 7→B.
L’application d’une entrée de contrôle µ ∈Bm modifie les fonctions locales de tran-
sition et par conséquent la dynamique globale du réseau.
Exemple 2.8. L’application de l’entrée de contrôle µ1 = (0,1,1,1) au RBC 1.3 engendre
le réseau présenté à la figure 1.10 et a pour conséquence d’inverser le sens de la tran-
sition (0,1,0) −→ (1,1,0) dans le graphe de transition et un changement d’état stable
avec (0,1,0) qui devient stable et (1,1,0) qui ne l’est plus.
2.3 Contrôle par gel
Les perturbations liées aux mutations ou à l’action des médicaments sont repré-
sentées par une catégorie particulière de contrôle appelée contrôle par gel de telle fa-
çon que l’activation du contrôle fige les états des variables à une valeur spécifique. On
distingue le gel de la définition (gel-D) qui contrôle une fonction locale de transition du
le gel d’usage (gel-U) qui contrôle une variable dans une fonction locale de transition
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µ1 = (0,1,1,1)
F(x,µ1) =

x1 7→ x3
x2 7→ ¬x3
x3 7→ (¬x2 ∧x1)
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Figure 1.10 – Réseau F(x,µ1) résultant de l’application de l’entrée de
contrôle µ1 et son graphe de transition asynchrone.
définissant la mise à jour d’une autre variable. Le paramètre gel-D régissant le gel de
fi est désigné par di et le paramètre gel-U est désigné par ui , j pour le contrôle par gel
de la variable xi dans son utilisation dans f j . De plus, chaque paramètre de contrôle a
deux régimes distincts : soit il fige la variable à une valeur spécifique, soit il reste inactif.
La convention, inspirée par la température de gel de l’eau 0◦C, est la suivante : l’action
de gel est déclenchée lorsque le paramètre de contrôle est figé à 0 alors que la situation
d’inactivité correspond à 1. Comme la valeur d’un paramètre indique l’activité de gel
(active ou inactive), les deux résultats de gel possibles 0 ou 1 sont supportés par deux
paramètres distincts notés respectivement d 0i ,u
0
i , j et d
1
i ,u
1
i , j .
Définition 2.9. Le contrôle Gel-D de i consiste à ajouter un paramètre d ki ,k ∈ {0,1}
à la formule fi de telle sorte que le réglage µ(d ki ) = 0 gèle la variable xi à k et reste
inactif sinon (c’est-à-dire µ(d ki ) = 1). La formule fi est complétée en fonction de ce
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comportement de contrôle comme suit :
fi (x1, . . . , xn)∧d 0i pour geler i à 0,
fi (x1, . . . , xn)∨¬d 1i pour geler i à 1.
Le contrôle Gel-U suit les mêmes principes que le contrôle Gel-D mais s’applique à
l’occurrence de variables dans les fonctions d’autres variables c’est-à-dire :
f j (x1, . . . , xi ∧u0i , j , . . . , xn) pour geler xi à 0 dans f j ,
f j (x1, . . . , xi ∨¬u1i , j , . . . , xn) pour geler xi à 1 dans f j .
Exemple 2.9. Dans l’exemple 1.3, u1 est assimilé au paramètre de gel-U de x2 à 0 (u1 =
u02,1) utilisé dans la définition de x1, u2 peut être interprété comme le paramètre de gel-
U de x3 (u2 = u13,2), et u3,u4 sont les paramètres gel-D de x3 gelant la variable à 1 et 0
respectivement (u3 = d 13 ,u4 = d 03 ). Par conséquent, le RBC peut être réécrit en utilisant
la convention d’appellation appropriée comme suit :
F(u02,1,d 02 ,d 23 ,d 13 )
=

x1 7→
(
x2 ∧u02,1
)
∨x,
x2 7→ ¬(x3 ∨¬u13,2)
x3 7→
(
(¬x2 ∧x1)∨¬d 13
)∧d 03
. (1.4)
Effet du contrôle par gel sur le graphe d’interaction. Le contrôle par gel-D et gel-U
défini ainsi modélise les effets dynamiques des perturbations des sommetset des arcs
du graphe d’interaction. Ainsi, lorsqu’un paramètre de gel-D di est activé, cela a pour
conséquence de geler la valeur de i et donc de supprimer tous les arcs entrants du
sommet i du reste du graphe d’interaction, tandis que l’activation d’un paramètre de
gel-U ui , j a pour conséquence de supprimer l’arc i → j du graphe d’interaction. La
figure 1.11 montre les effets de l’activation individuelle du paramètre de gel-U u02,1 et
celle du paramètre de gel-D d 03 sur le réseau booléen et son graphe d’interaction.
Les RBC constituent un cadre formel discret pour la reprogrammation comporte-
mentale des réseaux booléens et la catégorie de contrôle par gel permet de modéliser
des perturbations des sommets et des interactions du graphe d’interaction du réseau
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Figure 1.11 – Suppression d’arcs dans le graphe d’interaction résultant de
l’activation des paramètres de contrôle de gel-U et gel-D.
booléen. Dans la suite, nous définissons des modes de reprogrammation décrivant les
effets de ces perturbations des fonctions locales sur la dynamique globale du réseau
booléen.
3 Spécification de la reprogrammation
La détermination des paramètres de contrôle causaux des changements compor-
tementaux requiert de définir des modes de reprogrammation définissant les effets at-
tendus ou les objectifs de cette reprogrammation. Nous définissons deux modes de
reprogrammation : la possibilité et la nécessité d’une propriété rencontrée aux états
stables du réseau.
3.1 Modes de reprogrammation
Soit F un RBC à n variables d’état, contrôlé par un ensemble U de m paramètres de
contrôle. Soit SX l’ensemble des états du réseau F et p, une propriété, correspondant à
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une fonction booléenne associant une valeur de vérité à l’état s.
La possibilité est un mode de reprogrammation défini par un prédicat spécifiant que
la propriété p doit être vraie dans au moins un état stable du réseau booléen F repro-
grammé par une entrée de contrôle µ.
Définition 3.1. Le mode de reprogrammation par possibilité de p (notée♦p) se définit
par :
∃s ∈ SX : STBLFµ(s)∧p(s) (♦p)
Exemple 3.1. Considérons le RBC 1.3 donné en exemple plus haut. Le réseau boo-
léen F(1,1,1,1) sans contrôle actif a deux états stables (1,0,1) et (1,1,0) et le réseau boo-
léen F(0,1,1,1) dont le paramètre de contrôle u02,1 a été activé a deux états stables (1,0,1)
et (0,1,0). Le réseau F(0,1,1,1) satisfait ♦p avec p = ¬x1 ∧ x2 ∧¬x3 tandis que le réseau
F(1,1,1,1) ne le satisfait pas.
La nécessité est un mode de reprogrammation défini par un prédicat spécifiant que la
propriété p doit être vraie dans tous les états stables du réseau booléen reprogrammé
par une entrée de contrôle µ.
Définition 3.2. Le mode de reprogrammation par nécessité de p (notéep) se définit
par :
∀s ∈ SX : STBLFµ(s) =⇒ p(s) (p)
Exemple 3.2. Le réseau F(0,1,1,1) satisfait¬q avec q = x1∧x2∧¬x3 tandis que le réseau
F(1,1,1,1) ne le satisfait pas.
Ces modes de reprogrammation permettent de spécifier des requêtes définissant
l’effet attendu par le contrôle de variables. Trois types de requêtes seront utilisés par la
suite : la possibilité d’obtenir une propriété p à l’état stable♦p, la nécessité de l’obtenir
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p et la nécessité de l’obtenir en imposant qu’un état stable existe ♦p ∧p. En effet,
par définition, la nécessité seule n’impose pas l’existence d’un état stable.
3.2 Noyaux de reprogrammation
Une solution d’une reprogrammation vérifiant une requête spécifiée en utilisant
l’un des modes se nomme le noyau de reprogrammation. Ces solutions consituent
des solutions causales minimales pour la reprogrammation. En effet, de nombreuses
entrées de contrôle permettent de vérifier une requête. Le tableau 1.2 présente les
ensembles d’états stables des réseaux booléens résultant de l’application exhaustive
de toutes les entrées de contrôle possibles. Cependant, on remarquera que certaines
étendent un profil de contrôle actif (variables de contrôle à 0) comme par exemple la
première ligne de contrôle pour la nécessité. Dans ce cadre, le noyau est le contrôle
minimal pour vérifier la requête, incarnant en modélisation les causes essentielles.
µ= (u02,1,u13,2,d 13 ,d 03 ) Etats stables ♦p q
(0,0,0,0) {(000)} Faux Vrai
(0,0,0,1) {(101)} Faux Vrai
(0,0,1,0) {(000)} Faux Vrai
(0,0,1,1) {(000),(101)} Faux Vrai
(0,1,0,0) {(010)} Vrai Vrai
(0,1,0,1) {(101)} Faux Vrai
(0,1,1,0) {(010)} Vrai Vrai
(0,1,1,1) {(101),(010)} Vrai Vrai
(1,0,0,0) {(000)} Faux Vrai
(1,0,0,1) {(101)} Faux Vrai
(1,0,1,0) {(000)} Faux Vrai
(1,0,1,1) {(000),(101)} Faux Vrai
(1,1,0,0) {(110)} Faux Faux
(1,1,0,1) {(101)} Faux Vrai
(1,1,1,0) {(110)} Faux Faux
(1,1,1,1) {(101),(110)} Faux Faux
Tableau 1.2 – Evaluation exhaustive de l’effet des entrées de contrôle sur les
états stables et la valeur de vérité de ♦p etq .
Les entrées de contrôle vérifiant un mode de reprogrammation sont composées de
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paramètres de contrôle actifs (dont la valeur est 0) et de paramètres de contrôle inac-
tifs (dont la valeur est 1). Afin de restreindre les solutions aux paramètres de contrôle
causaux, on définit que les solutions de la reprogrammation doivent être minimales
en paramètres de contrôle actifs.
Définition 3.3. Un noyau de reprogrammation est un ensemble minimal pour l’inclu-
sion de paramètres de contrôle actifs et vérifiant une requête donnée.
Exemple 3.3. Trois différentes entrées de contrôle peuvent convenir comme solution
pour le mode de reprogrammation ♦p, à savoir :
(0,1,1,1), (0,1,1,0), (0,1,0,0).
Dans ces trois entrées de contrôle, on peut distinguer les paramètres de contrôle
qui doivent nécessairement être activés, paramètres causaux, c’est le cas par exemple
de u2,1 pour le mode ♦p, des paramètres de contrôle non-causaux. Les paramètres de
contrôle non causaux peuvent se diviser en deux classes : les paramètres de contrôle
qui peuvent être indifféremment valués à 0 ou à 1, c’est le cas de d 13 et de d
0
3 , et ceux qui
doivent être nécessairement inactifs, c’est le cas de u13,2. Plusieurs noyaux peuvent être
trouvés pour un problème donné. Par exemple, trois noyaux différents {d 13 }, {u
0
2,1}, {u
1
3,2}
permettent la perte de l’état stable 110 vérifiantq .
4 Bilan du chapitre
La reprogrammation comportementale des systèmes dynamiques booléens s’ap-
puie sur les RBC qui modélisent l’action de perturbations des réseaux booléens. Ces
perturbations ont pour objectif de dévier le comportement à l’équilibre du réseau pour
vérifier des requêtes spécifiées selon deux modes de reprogrammation : la possibilité
ou la nécessité de rencontrer une propriété à l’état stable. Les paramètres de contrôle
sont de deux types : les paramètres en Gel-D qui gèlent les valeurs des variables du
réseaux et les paramètres en Gel-U qui gèlent les valeurs des interactions entre les va-
riables du réseau. Ces contrôles représentent l’action de la maladie sur la cellule pro-
voquées par des mutations ou celle des médicaments altérant l’expression ou l’activité
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d’une molécule. Le noyau détermine les causes essentielles conduisant à cette repro-
grammation. L’identification complète et correcte des noyaux de la reprogrammation
vise à trouver tous les noyaux de reprogrammation pour une requête donnée et seule-
ment ceux-là. Cette identification requiert des méthodes algorithmiques que nous dé-
velopperons dans le chapitre suivant.
Chapitre 2
Calcul des noyaux de reprogrammation
Ce chapitre est consacré au calcul des noyaux de reprogrammation. Une méthode
«force brute» consiste à tester par simulation toutes les entrées de contrôle possibles
pour caractériser celles répondant à une requête. Cette méthode implique cependant
de tester 2m interprétations possibles pour m paramètres de contrôle. Le temps ex-
ponentiel de ce calcul limite la taille des réseaux booléens pouvant être traités (em-
piriquement . 10 variables d’état avec des paramètres de contrôle en Gel-D). L’infé-
rence directe des noyaux apparait donc nécessaire pour permettre son application à de
grands réseaux. Cet objectif pose la question fondamentale de définir un cadre métho-
dologique pour cette inférence afin d’en déduire des méthodes efficaces la calculant.
Dans la section 1, nous montrons que le calcul de tous les noyaux de reprogram-
mation et uniquement ceux-ci peut se définir comme un problème d’abduction en
logique propositionnelle. Dans la section 2, nous présentons des algorithmes permet-
tant le calcul d’impliquants premiers, qui sont un élément fondamental de l’abduction
et à partir desquels sont développées les méthodes d’inférence des noyaux de repro-
grammation présentées dans la section 3. Enfin, dans la section 4, nous comparons ces
méthodes à des méthodes récentes publiées dans la littérature.
1 Formulation abductive du calcul des noyaux
L’abduction est un mode de raisonnement logique correspondant à l’inférence d’une
hypothèse explicative de faits à partir de ce qui est déjà connu (la théorie).
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Nous rappellerons des définitions de logique propositionnelle en concluant par
celles relatives à l’abduction en logique propositionnelle, puis nous démontrerons com-
ment le calcul d’un noyau de reprogrammation s’exprime par l’inférence d’un impli-
quant premier. Pour illustrer ces définitions, nous utiliserons la fonction booléenne
définie par la table de vérité donnée dans le tableau 2.1.
x1 x2 x3 φ(x1, x2, x3)
0 0 0 1
0 0 1 0
0 1 0 1
0 1 1 1
1 0 0 0
1 0 1 0
1 1 0 1
1 1 1 1
Tableau 2.1 – Table de vérité de la fonction booléenneφ : {0,1}3 → {0,1} telle
que φ(x) = x2Y (¬x1 ∧¬x2 ∧¬x3).
1.1 Abduction et logique propositionnelle
Les définitions que nous donnons dans ce chapitre sont adaptées de [26] pour la
logique propositionnelle et de [64] pour l’abduction.
Soit X = {x1, . . . , xn} un ensemble de variables booléennes. Rappelons qu’une inter-
prétation correspond à l’assignation d’une valeur booléenne à chaque élément xi de X,
c’est-à-dire, I : X 7→B. On noteraφ(I) l’évaluation deφ par rapport à une interprétation
I sur ses variables et V(I) les variables sur lesquelles I est définie.
Définition 1.1. Une interprétation I est un modèle d’une formule φ si et seulement si
φ(I) est vraie, qui est noté I |=φ.
Une tautologie est une formule dont toutes les interprétations sont des modèles et
une contradiction est une formule dont aucune interprétation n’est un modèle. Une
formule est dite satisfaisable si elle possède au moins un modèle.
Exemple 1.1. I = (x1 7→ 0, x2 7→ 1, x3 7→ 0) est un modèle de la formuleφ, qui est donc sa-
tisfaisable. La formule x1∨¬x1 est une tautologie et la formule x1∧¬x1 est une contra-
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diction.
Définition 1.2. Soientφ1 etφ2 deux formules booléennes. On dit queφ2 est une consé-
quence logique deφ1, que l’on noteφ1 |=φ2 1, si tout modèle deφ1 est aussi modèle de
φ2, c’est à dire :
φ1 |=φ2 def=∀I ∈ (X →B) : I |=φ1 =⇒ I |=φ2.
Exemple 1.2. φ est une conséquence logique de x2∧ (x1∨¬x1). En effet, cette formule
a quatre modèles sur X = {x1, x2, x3} : (0,1,0), (0,1,1), (1,1,0) et (1,1,1) qui sont tous des
modèles de φ.
En logique propositionnelle, l’abduction consiste donc à proposer les causes «les
plus explicatives» dont les faits observables sont la conséquence logique et en prenant
en considération une connaissance constituant la théorie. Plus formellement, si on
pose T une formule spécifiant la théorie, f une formule spécifiant les observations et la
formule H désignant une conjonction de faits constituant la cause de f , on note :
H,T |= f .
Afin d’éviter les conjonctions de faits ne vérifiant pas la théorie, la cause abductive
H doit être cohérente avec la théorie.
Définition 1.3. Une cause abductive H de f est cohérente avec la théorie T si et seule-
ment si T∧H est satisfaisable.
Enfin, afin d’éliminer les causes trop générales, on contraint une cause abductive
H à être minimale.
Définition 1.4. Une cause abductive H de f est minimale si, pour toute cause abduc-
tive H′ de f cohérente avec T et telle que H |= H′ on a également H′ |= H.
En logique propositionnelle, les causes abductives minimales et cohérentes sont
assimilées à des cubes qui sont des impliquants premiers de la formule booléenne f
représentant les faits.
1. On peut noter ici que le symbole |= est surchargé sur les formules.
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Définition 1.5. Un littéral positif (respectivement littéral négatif ) est une formule de la
forme xi (respectivement ¬xi ). Un cube est une conjonction élémentaire de littéraux,
c’est-à-dire, une formule de la forme C = l1∧l2∧...∧ln , notée
n∧
i=1
li et une clause est une
disjonction élémentaire de littéraux, c’est-à-dire, une formule de la forme D = l1 ∨ l2 ∨
...∨ ln , notée
n∨
i=1
li . Une cube ou une clause peuvent être représentés par un ensemble
de littéraux.
Définition 1.6. Soit φ une formule propositionnelle et C un cube, on dit que C est un
impliquant de φ si et seulement si C |=φ et C n’est pas une contradiction.
Exemple 1.3. Les formules (¬x1 ∧¬x2 ∧¬x3) et x2 sont deux impliquants de φ.
Définition 1.7. Soit C un impliquant d’une formule φ, on dit que C est un impliquant
premier de φ si tout cube obtenu en éliminant un littéral arbitraire de C n’est pas un
impliquant, c’est-à-dire, ∀l ∈ C : C \ l 2φ. On notera PI(φ) l’ensemble des impliquants
premiers de la formule φ.
Exemple 1.4. x2 est un impliquant premier de φ. La formule (¬x1 ∧¬x2 ∧¬x3) est un
impliquant de φ mais n’est pas premier car le cube (¬x1 ∧¬x3) obtenu en éliminant
¬x2 de la formule est un impliquant de φ.
1.2 Inférence abductive des noyaux
Un noyau de reprogrammation, tel que nous l’avons défini au chapitre 1, est un en-
semble de paramètres actifs de contrôle minimal par inclusion et vérifiant un mode de
reprogrammation. Nous montrons ici que le calcul de l’ensemble des noyaux de repro-
grammation selon les modes de reprogrammation ♦ et  s’exprime par un problème
d’inférence abductive en logique propositionnelle (Lemme 1.1)
Définition 1.8. Le minterm CI d’une interprétation I est l’unique cube tel que V(I) =
V(CI) et I |= CI.
Exemple 1.5. Le minterm de I = (x1 7→ 0, x2 7→ 1, x3 7→ 0) est CI =¬x1 ∧x2 ∧¬x3.
Lemme 1.1. Trouver une entrée de contrôle µ telle que :
∃s ∈ S : STBLFµ(s)∧p(s) (♦p)
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est équivalent à trouver un cube Cµ tel que :
Cµ∧Cs |= (STBLFU ∧p),
où (Cs ∧Cµ) est un impliquant des observations (STBLFU ∧p) et en considérant la théorie
T comme étant toujours vraie.
Trouver une entrée de contrôle µ telle que :
∀s ∈ S : STBLFµ(s) =⇒ p(s) (p),
est équivalent à trouver un impliquant Cµ tel que :
Cµ |= (STBLFU =⇒ p),
où la formule spécifiant les observations (STBLFU =⇒ p) est restreinte aux paramètres
de contrôle et en considérant la théorie T comme étant toujours vraie.
Démonstration. Cette démonstration requiert de :
1. Transformer les conditions de stabilité (STBLFµ(s)) et de propriété (p(s)) en for-
mules propositionnelles (STBLFU et p).
2. Démontrer l’équivalence entre la formulation en logique des prédicats de la
possibilité et de la nécessité avec leur formulation en logique propositionnelle.
En détail la preuve est comme suit. Le paragraphe 1.2.1 démontre la propriété (1) et le
paragraphe 1.2.2 démontre la propriété (2).
1.2.1 Condition de stabilité et propriété en formule propositionnelle
La transformation sous forme de logique propositionnelle de la condition de sta-
bilité peut s’exprimer de la façon suivante : l’ensemble d’équations étant fini, on peut
réécrire la définition d’un état stable donnée au chapitre 1 (voir définition 1.2) par la
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conjonction :
n∧
i=1
(xi = fi (x)).
L’équivalence p1 ⇐⇒ p2 étant satisfaite si et seulement si p1(I) = p2(I), cet ensemble
d’égalité peut être reformulé par un ensemble d’équivalence, définissant finalement la
condition de stabilité par la formule propositonnelle suivante :
STBLF
def==
n∧
i=1
(
xi ⇐⇒ fi (x)
)
.
Cette formulation peut être étendue aux RBC, où STBLFU contient des paramètres de
contrôle.
La condition de propriété peut s’exprimer par le minterm de p(s) noté p.
1.2.2 Formulation abductive de la possibilité et de la nécessité.
–♦p peut être reformulé en introduisant le symbole |= de la façon suivante :
∃s ∈ SX : (Cs ∧Cµ) |= STBLFµ ∧p,
où Cs et Cµ sont les minterms d’un état s et d’une entrée de contrôle µ respective-
ment. Comme STBLFµ ∧p contient des variables d’états et des paramètres de contrôle,
un impliquant C vérifiant C |= STBLFµ ∧p peut-être divisé en C = Cs ∧Cµ. Déterminer
l’existence d’un impliquant C contenant des variables d’états X et de contrôle U est
équivalent à prouver l’existence de son interprétation. Le quantificateur existentiel de
s peut-être donc être supprimé et on obtient :
(Cs ∧Cµ) |= STBLFµ ∧p.
–p peut être reformulé en introduisant le symbole |= de la façon suivante :
∀s ∈ SX : (Cs ∧Cµ) |= STBLFµ ∧p,
où Cs et Cµ sont les minterms d’un état s et d’une entrée de contrôle µ respectivement.
( =⇒ ) On définit P = (STBLFµ =⇒ p), s−i un état dépourvu de son i ème composant et
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(s−i ,¬si ) l’état obtenu en inversant le i ème composant de l’état s. Soit Cµ une solution,
la propriété étant vraie pour tous les états, pour tout état s il existe un état (s−i ,¬si ) tels
que s et (s−i ,¬si ) vérifient Cs ∧Cµ∧T |= P et C(s−i ,¬si ) ∧Cµ∧T |= P respectivement. Par
application du théorème du consensus [83], on peut déduire que Cs−i ∧Cµ est égale-
ment un impliquant. Cette simplification peut être appliquée à tous les composants i .
On obtient donc finalement :
∀s−i : (Cs−i ∧Cµ)∧T |= P.
En suivant le même raisonnement pour tous les états s−i avec suppression du compo-
sant j 6= i , on peut en déduire la même conclusion pour l’état s−{i , j }i dépourvu de ses
composants i et j . Cela peut être répété jusqu’à ce qu’aucune variable d’état ne reste
(C;). Comme C; = 1 par définition, on peut conclure que :
Cµ∧T |= P.
( ⇐= ) Inversement, supposons que Cµ ∧T |= P avec V(Cµ) = U et T = 1. On dé-
duit que, pour tout C tel que C est cohérent avec T, on a C ∧Cµ ∧T |= P. Pour tout
s ∈ SX, Cs ne comporte que des variables d’état, Cµ des paramètres de contrôle et T ne
contient aucune variable d’état. On a alors V(Cs)∩V(Cµ)∩V(T) = ;. Deux cubes sa-
tisfaisables composés de variables disjointes sont nécessairement cohérents. On peut
donc conclure que : ∀s ∈ SX : (Cs ∧Cµ)∧T |= P.
La résolution de  peut donc être réalisée sur les paramètres de contrôle unique-
ment.
La possibilité et la nécessité sont initialement définies en logique des prédicats du
premier ordre. Le lemme 1.1 fournit une formulation équivalente en logique proposi-
tionnelle. La résolution, exprimée sous forme abductive par : Cµ∧Cs |=♦p et Cµ |=p,
s’exprime à présent dans le cadre de la logique propositionnelle. Ceci permet de trou-
ver des entrées de contrôleµ en exploitant les méthodes de résolution pour l’abduction
dans cette logique. Ces entrées de contrôle correspondent à une interprétation dont
l’impliquant Cµ est le minterm. Toutefois, les méthodes de calcul d’impliquants n’in-
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tègrent pas la minimalité requise pour calculer le noyau par rapport à l’inclusion. En
nous fondant sur les méthodes de calcul des impliquants premiers ou d’impliquants,
nous caractérisons de nouvelles méthodes permettant de calculer les noyaux.
2 Méthodes de calcul d’impliquants premiers
Les impliquants premiers constituent les «briques élémentaires» des fonctions boo-
léennes, le calcul de l’ensemble des impliquants premiers d’une fonction est un pro-
blème essentiel de l’abduction et a fait l’objet de nombreux travaux qui sont présentés
dans [26]. Les méthodes de calcul de l’ensemble des impliquants premiers d’une for-
mule propositionnelle sont à la base des méthodes développées dans cette thèse pour
le calcul des noyaux de reprogrammation. Dans cette section, nous donnons d’abord
des définitions sur les formes normales et les impliquants premiers des formules boo-
léennes (sous-section 2.1). Puis, nous présentons des méthodes algorithmiques per-
mettant le calcul de tous les impliquants premiers à partir de ces différentes représen-
tations (sous-section 2.2).
2.1 Formes normales
Nous définissons des classes de formules propositionnelles qui ont un intérêt spé-
cifique pour le calcul des impliquants premiers, soit les formes normales disjonctives
et conjonctives. Puis, nous présentons les diagrammes de décision binaire (DDB), qui
permettent une représentation compacte des formules booléennes.
Définition 2.1. Une forme normale disjonctive (FND) est une disjonction de cubes Ck
(k = (1,2, ...,m)), c’est-à-dire, une formule de la forme :
m∨
k=1
Ck =
m∨
k=1
(
n∧
i=1
li )k ,
et une forme normale conjonctive (FNC) est une conjonction de clauses Dk (k = (1,2, ...,m)),
c’est-à-dire, une formule de la forme :
m∧
k=1
Dk =
m∧
k=1
(
n∨
i=1
li )k .
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Toute fonction booléenne peut être représentée par une FNC et une FND et toute
formule propositionnelle peut être transformée en FND (ou en FNC) par éliminations
des opérateurs autres que∨,∧ et¬puis applications successives de la loi de De Morgan
et les opérations de distributivité, de commutativité et d’associativité sur ∨ et ∧ (voir
théorèmes 1.4 et 1.5 de [26]).
Exemple 2.1. On peut transformer φ en une FND en appliquant successivement les
opérations suivantes :
1. Élimination du Y par l’identité AYB = (A∧¬B)∨(¬A∧B), on obtient la formule :
φ= (x2 ∧¬(¬x1 ∧¬x2 ∧¬x3))∨ (¬x2 ∧ (¬x1 ∧¬x2 ∧¬x3)).
2. Application de la loi de De Morgan :
φ= (x2 ∧ (x1 ∨x2 ∨x3))∨ (¬x2 ∧ (¬x1 ∧¬x2 ∧¬x3)).
3. Application de la distributivité du ∧ :
φFND = (x2 ∧x1)∨x2 ∨ (x2 ∧x3)∨ (¬x1 ∧¬x2 ∧¬x3). (2.1)
De même, on peut transformer φ en une FNC en appliquant successivement les
opérations suivantes :
1. Élimination du Y par l’identité AYB = (¬A∨¬B)∧(A∨B), on obtient la formule :
φ= (¬x2 ∨¬(¬x1 ∧¬x2 ∧¬x3))∧ (x2 ∨ (¬x1 ∧¬x2 ∧¬x3)).
2. Application de la loi de De Morgan :
φ= (¬x2 ∨ (x1 ∨x2 ∨x3)∧ (x2 ∨ (¬x1 ∧¬x2 ∧¬x3)).
3. Application de la distributivité du∨ (la première clause devient une tautologie) :
φFNC = (x2 ∨¬x1)∧ (x2 ∨¬x3). (2.2)
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Les formulesφ,φFND etφFNC sont toutes équivalentes en terme d’évaluation : elles
représentent la même fonction booléenne. φFND est formée de quatre cubes (x2 ∧ x1),
x2, (x2 ∧ x3) et (¬x1 ∧¬x2 ∧¬x3) et φFNC est formée de deux clauses : (x2 ∨¬x1) et
(x2 ∨¬x3).
Théorème 1. Toute fonction booléenne peut être représentée par la disjonction de tous
ces impliquants premiers et cette formule est appelée forme normale disjonctive mini-
male de f (voir Théorème 1.13 [26]).
Diagramme de décision binaire. Les diagrammes de décision binaire (DDB) ont été
introduits par Lee [58] afin de représenter de façon compacte des fonctions booléennes.
Dans ce paragraphe, nous définissons d’abord les DDB et leur représentation sous
forme de table d’association, puis nous montrons comment les construire à partir
d’une formule propositionnelle et d’un ordre sur les variables de la formule.
Définition 2.2. Un diagramme de décision binaire est un graphe enraciné, acyclique et
dirigé avec un ensemble de sommets composé de deux sommets terminaux étiquetés
respectivement 0 et 1 et de sommets non terminaux identifiés par un indice u, une
variable var (u) et les indices de leurs deux successeurs appelés low(u) et hi g h(u).
Parmi ces sommets non terminaux, on trouve une racine qui n’a pas de parent. Un
diagramme de décision binaire est ordonné si tous les chemins du graphe respectent
le même ordre ¹ sur les variables. Un diagramme de décision binaire est réduit si et
seulement si :
— (unicité des sommets) il n’y a pas deux sommets distincts u et v qui ont le même
nom de variable et les mêmes successeurs par 0 et par 1, c’est-à-dire, si var (u) =
var (v), l ow(u) = low(v),hi g h(u) = hi g h(v) alors u = v ;
— (non redondance) il n’y a pas de sommets dont les successeurs l ow et hi g h sont
identiques.
Exemple 2.2. La figure 2.2 montre un DDB ordonné et réduit à 5 sommets et sa re-
présentation par une table d’association entre un indice et un triplet var, l ow,hi g h.
Il est important de remarquer qu’un FND peut être obtenue à partir d’un DDBOR par
la disjonction de tous les chemins menant au sommet terminal 1, où chaque chemin
correspond à un cube contenant le littéral négatif de la variable associée à un sommet
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indice u var (u) low(u) high(u)
0 0 - -
1 1 - -
2 x3 1 0
3 x2 2 1
4 x2 0 1
5 x1 3 4
x1 5
x2 3 x2 2
x3 4
0 0 1 1
Figure 2.1 – Représentation graphique (à droite) et sous forme de table d’as-
sociation (à gauche) d’un diagramme de décision binaire ordonné selon
l’ordre x1 ≺ x2 ≺ x3 et réduit. Les flèches en pointillés représentent la re-
lation du sommet avec le successeur low et les flèches pleines à la relation
avec le successeur hi g h.
si l’on passe par son successeur low et le littéral positif de la variable associée à un
sommet si l’on passe par son successeur hi g h.
Les diagrammes de décision binaire ordonnés et réduits (notés DDBOR) permettent
une représentation compacte des formules propositionnelles en supprimant des re-
dondances au cours de leur construction. Les opérations logiques de conjonction, de
disjonction et de négation peuvent être effectués directement sur ces graphes [16]. La
construction d’un DDBOR à partir d’une formule se fait par application récursive de
l’expansion de Shannon [26] sur la formule selon un ordre prédéfini sur les variables et
des opérations de réduction.
Définition 2.3. Soit une formule booléenne φ et x une variable de cette formule. L’ex-
pansion de Shannon selon la variable x est définie par l’identité suivante :
φ= (¬x ∧φ¬x)∨ (x ∧φx),
où φx est le co-facteur positif de f par rapport à x, c’est-à-dire, la formule résultant du
remplacement de x par 1 dans φ et φ¬x le co-facteur négatif, c’est-à-dire, le résultat du
remplacement x par 0 dans φ.
Exemple 2.3. L’expansion de Shannon de la formule en FND (2.1) obtenue à la section
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précédente selon x1 est :
φ = (¬x1 ∧ (x2 ∨ (x2 ∧x3)∨ (¬x2 ∧¬x3))) co-facteur négatif
∨(x1 ∧ (x2 ∨ (x2 ∧x3)). co-facteur positif
La taille d’un DDBOR est fortement dépendante de l’ordre sur les variables. Dans
la figure 2.2, nous donnons les DDBOR représentant la fonctionφ, construit par appli-
cation récursive de l’expansion de Shannon et des règles de réduction du graphe selon
les règles précitées et selon deux ordres différents sur les variables. Nous donnons éga-
lement les FND obtenues par disjonction des chemins menant à 1.
Théorème 2 (Théorème de canonicité). Il existe exactement un DDBOR avec un ordre
donné représentant une fonction booléenne. Par extension, le DDBOR avec un ordre
obtenu à partir de n’importe quelle formule propositionnelle d’une fonction est unique
(pour preuve, voir [16] ou [7]).
φFND1 = (x1 ∧x2)
∨ (¬x1 ∧x2)
∨ (¬x1 ∧¬x2 ∧¬x3)
φFND2 = x2
∨ (¬x1 ∧¬x2 ∧¬x3)
x1
x2 x2
x3
0 1
x2
x1
x3
0 1
Figure 2.2 – Diagramme de décision binaire ordonné et réduit de la fonction
f selon l’ordre x1 ≺ x2 ≺ x3 (à gauche) et l’ordre x2 ≺ x1 ≺ x3 (à droite) . Les
flèches en pointillés représentent la valuation à 0 (co-facteur négatif) de la
variable et les flèches pleines la valuation à 1 (co-facteur positif).
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Dans la section suivante, nous montrons comment calculer les impliquants pre-
miers d’une fonction booléenne à partir de différentes formes de la fonction.
2.2 Calcul des impliquants premiers
Ici, nous présentons les algorithmes permettant le calcul de l’ensemble des im-
pliquants premiers d’une fonction booléenn,e soit par la procédure du consensus à
partir de sa représentation en FND (sous-section 2.2.1) ou à partir d’une représenta-
tion compactée de la formule sous forme d’une diagramme de décision binaire (sous-
section 2.2.2), soit par son expression comme un problème de couverture d’ensemble
à partir de sa représentation en FNC (sous-section 2.2.3) .
2.2.1 Procédure du consensus
La procédure du consensus est une méthode permettant de générer tous les impli-
quants premiers d’une fonction booléenne à partir d’une forme normale disjonctive.
Cette procédure a été découverte de façon répétée et indépendamment par différents
chercheurs [83, 15, 89]. Elle consiste en la modification de la formule φFND par l’appli-
cation répétée des opérations d’absorption et de consensus sur les cubes de φ. Nous
définissons d’abord l’absorption et le consensus.
Définition 2.4. Les cubes des formes normales disjonctives peuvent être assimilés à
des ensembles de littéraux et on dira qu’un cube C1 absorbe un cube C2 si C1 ⊆ C2.
Définition 2.5. Si xi ∧C1 et ¬xi ∧C2 sont deux cubes tels que C1 ∧C2 ne contient pas
de contradiction, alors on dit que C1 ∧C2 est le consensus de ces deux conjonctions et
que C1 ∧C2 est dérivé de x ∧C1 et ¬x ∧C2 par consensus sur x.
L’algorithme du consensus est ensuite détaillé dans l’algorithme 1 où nous notons
φ\ C la formule obtenue par la suppression du cube C de la formule φ.
Exemple 2.4. Considérons la formule FND (2.1) obtenue plus haut par transformation
de φ :
φFND = (x2 ∧x1)∨x2 ∨ (x2 ∧x3)∨ (¬x1 ∧¬x2 ∧¬x3).
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Algorithme 1 Procédure du Consensus
ENTRÉE: Une formule φ en FND
SORTIE: La formule φ en FND minimale, c’est-à-dire, la disjonction de tous les impli-
quants premiers de φ.
tantque une des conditions suivantes peut s’appliquer faire
si il existe deux cubes C1 et C2 de φ tels que C1 absorbe C2 alors
retirer C2 de φ : φ :=φ\ C2
fin si
si il existe deux cubes xi ∧C1 et ¬xi ∧C2 de φ tels que xi ∧C1 et ¬xi ∧C2 ont un
consensus et C1 ∧C2 n’est absorbé par aucun autre cube de φ alors
ajouter C1 ∧C2 à φ : φ :=φ∨C1 ∧C2
fin si
fin tantque
Retourner φ.
L’application de l’algorithme du consensus transforme φFND par les étapes sui-
vantes :
1. Élimination des cubes (x2 ∧ x3) et (x2 ∧ x1) par absorption par x2. La formule
devient :
φFND = x2 ∨ (¬x1 ∧¬x2 ∧¬x3).
2. Ajout de la conjonction ¬x1 ∧¬x3 à φDNF dérivée par consensus sur x2, la for-
mule obtenue est :
φFND = x2 ∨ (¬x1 ∧¬x2 ∧¬x3)∨ (¬x1 ∧¬x3).
3. Élimination du cube (¬x1 ∧¬x2 ∧¬x3) par absorption par (¬x1 ∧¬x3), puis la
formule n’est plus réductible, la formule finale obtenue est la FND minimale :
φFNDmi n = x2 ∨ (¬x1 ∧¬x3).
Les impliquants premiers de la fontion φ sont donc x2 et (¬x1 ∧¬x3).
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2.2.2 DDBOR-IP
La FND minimale peut être obtenue à partir d’une formule sous forme DDBOR
par la procédure r ecur seIP. Cette procédure correspond à la procédure du consen-
sus dont les opérations de consensus et d’absorption sont réalisées variable par va-
riable et récursivement sur le DDBOR représentant la formule. La procédure consiste
en la décomposition (notée /) du DDBOR donné en entrée selon sa racine en deux
DDBOR l ow et hi g h sur lesquels vont être réalisées les opérations de consensus et
d’absorption. L’opération de consensus correspond à la construction d’un DDBOR re-
présentant la conjonction des DDBOR l ow et hi g h (notée ∧). La conjonction de deux
DDBOR est réalisée par la procédure APPLY décrite dans [7]. L’opération d’absorp-
tion est réalisée par un opérateur de différence ensembliste (noté \) adapté à partir
de [25]. On note var ( f .r aci ne) la variable associée à la racine du DDBOR f . La fonc-
tion TS({var, l ow,hi g h,dc}, A) est une fonction ajoutant à une table d’association A
un sommet associé au descripteur (var, l ow,hi g h,dc) ou renvoyant ce sommet si il
existe déjà dans A. La procédure est détaillée dans l’algorithme 2.
Algorithme 2 Calcul récursif des impliquants premiers sur un DDBOR
ENTRÉE: Un DDBOR f représentant une formule booléenne
SORTIE: Un graphe IP représentant la FND minimale
Fonction r ecur seIP( f )
a ← var ( f .r aci ne)
si a = 1 alors
retourner 1 . condition d’arrêt
fin si
si a = 0 alors
retourner 0 . condition d’arrêt
fin si
g ← f /¬a . sous-DDBOR low de f
h ← f /a . sous-DDBOR hi g h de f
i ← (g ∧h) . i est dérivé par consensus sur a
g ← (g \ i ) . Réduction de g par absorption par i
h ← (h \ i ) . Réduction de h par absorption par i
IP ← TS({a,r ecur seIP(g ),r ecur seIP(h),r ecur seIP(i ))}, IP) . Construction du
sommet du graphe IP
fin Fonction
retourner IP
Le résultat est retourné sous forme d’un graphe dirigé acyclique (la table d’asso-
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ciation A) réduit selon les mêmes règles qu’un DDBOR mais dont les sommets non-
terminaux ont trois successeurs low , hi g h et dc (pour «don’t care»). L’ensemble des
impliquants premiers peut être obtenu à partir de ce graphe par la disjonction de tous
les chemins menant au sommet terminal 1 et tel qu’un cube contient le littéral négatif
(respectivement positif) de la variable associée à un sommet si le chemin passe par le
successeur low (respectivement hi g h) ou ne contient pas le littéral si le chemin passe
par son successeur dc.
Exemple 2.5. La figure 2.3 présente la première étape récursive comprenant l’étape de
calcul du consensus et l’étape de l’absorption sur la racine x1 du DDBOR de la fonction
f (présenté dans la figure 2.1) selon l’ordre x1 ≺ x2 ≺ x3.
g (low) h (hi g h) i (g ∧h)
x3 x2
0 1
Décomposition selon x1 et dérivation par consensus.
x2
0 1
x2
0 1
g (g \ i ) h (h \ i ) i
x3
0 1
Réduction de g et h par absorption par i .
0
x2
0 1
x1
x3 x2
0 1
Figure 2.3 – Première étape de l’application de recurseIP sur le DDBOR re-
présentant la fonction f selon l’ordre x1 ≺ x2 ≺ x3 et graphe IP final repré-
sentant l’ensemble des impliquants premiers.
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2.2.3 PLNE-IP
La programmation linéaire en nombres entiers résout des problèmes d’optimisa-
tion combinatoire où, étant donné un ensemble de variables et des contraintes sur ces
variables, on doit trouver une assignation qui maximise (ou minimise) une certaine
fonction de coût. On parle de problème linéaire lorsque les contraintes et la fonction
de coût sont des combinaisons linéaires des variables et le problème est à nombres en-
tiers si ces variables ne sont autorisées qu’à prendre des valeurs dans l’ensemble des
entiers, et est binaire si les variables autorisées sont booléennes.
Définition 2.6. Soit y le vecteur binaire recherché, soit m un vecteur de taille h spé-
cifiant la fonction de coût, soient v un vecteur d’entiers de taille r et W une matrice
de taille (r,h) spécifiant les contraintes. Un problème de programmation linéaire en
nombres entiers binaires (PLNE-{0,1}) s’exprime de la façon suivante :
Minimiser
h∑
j=1
m j .y j tel que
h∑
j=1
Wi , j .y j ≤ vi avec 1 ≤ i ≤ r, y ∈ {0,1}h .
Soit une formule en FNC φFNC = C1 ∧ . . .∧Cr où chaque Ci est une clause. On note
Lφ =⋃ri=1 Ci l’ensemble des littéraux apparaissant dansφFNC. Pour queφFNC soit satis-
faite, il faut qu’au moins un littéral de chacune de ses clauses soit satisfait. Par consé-
quent, un impliquant deφFNC est un cube C satisfaisable (à savoir, sans contradiction)
formé d’au moins un littéral de chaque clause de φFNC.
Définition 2.7. Soit S = (E1, ...,En) une famille d’ensembles finis Ei . Une frappe de S est
un ensemble T tel que T contient au moins un élément de chaque Ei . T est une frappe
minimale si il n’existe pas de sous-ensembles de T qui soit une frappe de S.
Le calcul d’un impliquant consiste donc à trouver une frappe de la famille de clauses
(C1, ...,Cr ) d’une formule en FNC qui ne contienne pas de littéraux contradictoires et le
calcul d’un impliquant premier correspond donc au clacul d’une frappe minimale de
cette même famille et sans contradiction.
Formulation PLNE du calcul d’impliquant premier. On peut alors exprimer le pro-
blème d’inférence des impliquants premiers comme un problème de programmation
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linéaire en nombres entiers de la façon suivante : on associe à chaque littéral l j ∈ Lφ
une variable binaire notée yl j , qui représente la présence (yl j = 1) ou l’absence (yl j = 0)
du littéral l j . Le problème est alors de trouver un vecteur y = (yl1 , . . . , ylk ) minimisant
les littéraux (fonction objectif) qui soit à la fois une frappe d’ensembles (contrainte de
frappe d’ensembles) de la FNC et satisfaisable (contrainte de satisfiabilité). En d’autres
termes :
Minimiser
k∑
j=1
yl j avec (yl1 , . . . , ylk ) ∈Bk .
La contrainte de frappe d’ensembles s’exprime par une contrainte sur chaque clause
Ci de la FNC de façon à ce qu’au moins un des littéraux de la clause soit présent dans
la solution y :
∀Ci :
∑
l j∈Ci
yl j ≥ 1.
Enfin, l’impliquant doit être satisfaisable : on ajoute donc la contrainte qu’il n’y ait
pas de contradiction dans le cube et donc pas de littéraux de signes opposés. On dénote
par P = {v j ∈ Lφ | v j ∈ Lφ∧¬v j ∈ Lφ} l’ensemble des variables dont les deux littéraux
(positifs et négatifs) sont présents dans Lφ, la contrainte de satisfiabilité s’exprime alors
par la contrainte linéaire suivante :
∀v j ∈ P : yv j + y¬v j ≤ 1.
Algorithme de calcul de tous les impliquants premiers. Nous venons de présenter
comment exprimer le problème de calcul d’un impliquant premier à partir d’une for-
mule en FNC et d’une formulation en programmation linéaire en nombres entiers. Ici,
nous montrons un algorithme permettant de calculer tous les impliquants premiers
de la fonction par itération de la résolution PLNE. Pour calculer tous les impliquants
premiers, il est nécessaire d’ajouter une contrainte de façon à ce que la solution qui
vient d’être calculée ne soit pas recalculée, et de traduire les solutions y calculées en
cube.
45 2. Méthodes de calcul d’impliquants premiers
Conversion de y en un ensemble de littéraux C. y est une représentation binaire
d’un cube C où yl j = 0 signifie que l j n’appartient pas à C et yl j = 1 signifie que l j
est contenu dans C. Un impliquant premier correspond donc à la conjonction de l’en-
semble des littéraux de C et dest éduit de y comme suit :
C = {l j ∈ Lφ | yl j = 1}.
Exclusion de y des solutions futures. Comme un impliquant premier est mini-
mal par l’inclusion par définition, aucune nouvelle solution ne peut contenir les mêmes
littéraux. On peut donc définir la contrainte suivante permettant d’exclure la solution
y qui vient d’être calculée et représentée par un ensemble C de littéraux :
∑
l j∈C
yl j ≤ |C|−1.
Algorithme PLNE-IP. L’algorithme permettant le calcul de tous les impliquants
premiers d’une fonction booléenne f à partir d’une représentation de cette formule
en FNC est donné dans l’algorithme 3.
Algorithme 3 Algorithme PLNE-IP
ENTRÉE: Une formule φFNC représentant une fonction booléenne f
SORTIE: L’ensemble IP de tous les impliquants premiers de f
Construction des contraintes linéaires à partir de φFNC
Initialisation de IP =;
tantque une solution y est trouvée faire
y ← Résoudre le problème PLNE avec un solveur
si une solution y est trouvée alors
Traduire y e unn ensemble de littéraux C
Ajouter la contrainte d’exclusion de y
IP = IP∪ {C}
fin si
fin tantque
Retourner IP.
Exemple 2.6. Considérons la FNC 2.2 que l’on a obtenue plus haut par transformation
de φ :
φFNC = (x2 ∨¬x1)∧ (x2 ∨¬x3).
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L’ensemble des littéraux apparaissant dans φFNC est :
LφFNC = {¬x1, x2,¬x3}.
Aucun littéral n’apparaît à la fois en positif et négatif dans φFNC, il n’y a donc pas de
contrainte de satisfiabilité. Le problème en PLNE pour cet exemple s’exprime de la
façon suivante :
Minimiser y¬x1+ yx2+ y¬x3 Fonction objectif
tel que y¬x1+ yx2 ≥ 1 Contrainte de frappe
yx2+ y¬x3 ≥ 1 Contrainte de frappe
y ∈B3.
Pour cet exemple, on peut facilement vérifier que la première solution (la plus pe-
tite) trouvée est y = (0,1,0) conduisant à rajouter la contrainte suivante :
yx2 ≤ 0 Contrainte d’exclusion de la solution y = (0,1,0).
Cette contrainte exclut qu’un autre impliquant premier puisse contenir le littéral
x2. La seconde solution trouvée est y = (1,0,1) conduisant à l’ajout de la contrainte :
y¬x1 + y¬x3 ≤ 1 Contrainte d’exclusion de la solution y = (1,0,1).
Cette contrainte exclut qu’un autre impliquant premier puisse contenir à la fois le lit-
téral ¬x1 et le littéral ¬x3. Puis, plus aucune solution n’est trouvée, l’algorithme s’ar-
rête, convertit les deux solutions en l’ensemble des impliquants premiers de f , soit
IP = {{x2}, {¬x1,¬x3}.
Dans la suite de ce chapitre, nous montrons comment ces algorithmes sont modi-
fiés pour permettre le calcul des noyaux de la reprogrammation.
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3 Méthodes d’inférence des noyaux
Dans cette section, nous allons montrer comment adapter les méthodes précé-
dentes pour le calcul des noyaux de la reprogrammation.
3.1 Méthodes PLNE-Noyau
Algorithme 4 Algorithme PLNE-♦−Noyau
ENTRÉE: Un RBC FU et une propriété p
SORTIE: L’ensemble K ∗ de tous les noyaux de la reprogrammation pour ♦p
Assemblage de la condition de stabilité STBLFU
Calcul de φFNC, la conversion en FNC de STBLFU ∧p
Construction des contraintes linéaires à partir de φFNC
Initialisation de K ∗ =;
tantque une solution y est trouvée faire
y ← Résoudre le problème PLNE avec un solveur
si une solution y est trouvée alors
Traduire y en un ensemble de littéraux de contrôle négatifs C∗
Ajouter la contrainte d’exclusion de y
Ajouter C∗ à l’ensemble des noyaux K ∗ =K ∗∪ {C∗}
fin si
fin tantque
Retourner K ∗.
La méthode PLNE-Noyau opère sur une formule φ en FNC, qui contient toutes
les variables (d’états et de contrôle, requête ♦) ou seulement les variables de contrôle
(requête ), et calcule l’ensemble des noyaux K ∗ à l’aide d’un solveur de program-
mation linéaire en nombres entiers. Les méthodes PLNE-♦−Noyau et PLNE-−Noyau
sont détaillées dans l’algorithme 4 et l’algorithme 5 respectivement. Ces méthodes sont
adaptées de l’algorithme 3 présenté dans la section précédente et sont fondées sur la
traduction des contraintes liées à la définition des noyaux en contraintes linéaires, de
telle façon que la solution calculée y soit la représentation binaire d’un impliquant C∗
minimisant les paramètres de contrôle négatifs par l’inclusion (c’est-à-dire, un noyau).
La construction des contraintes linéaires diffère de PLNE-IP parce que l’on ne mini-
mise pas tous les littéraux mais seulement les littéraux de contrôle négatifs. De fait, les
contraintes de frappe et de satisfiabilité sont identiques, puisque l’on cherche égale-
ment un impliquant de la fonction, mais la fonction objectif, la fonction de traduction
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d’une solution y en noyau et la contraintes d’exclusion sont modifiées par rapport à
l’algorithme 3.
Algorithme 5 Algorithme PLNE-−Noyau
ENTRÉE: Un RBC FU et une propriété p
SORTIE: L’ensemble K ∗ de tous noyaux de la reprogrammation pourp
Assemblage de la condition de stabilité STBLFU
Conversion en FNC de STBLFU =⇒ p
Suppression des variables d’états des cubes pour obtenir φFNC
Construction des contraintes linéaires à partir de φFNC
Initialisation de K ∗ =;
tantque une solution y est trouvée faire
y ← Résoudre le problème PLNE avec un solveur
si une solution y est trouvée alors
Traduire y en un ensemble de littéraux de contrôle négatifs C∗
Ajouter la contrainte d’exclusion de y
Ajouter C∗ à l’ensemble des noyaux K ∗ =K ∗∪ {C∗}
fin si
fin tantque
Retourner K ∗.
Théorème 3. La méthode PLNE-Noyau calcule tous les noyaux de reprogrammation et
seulement ceux-ci.
Démonstration. La preuve du théorème 3 réside dans la traduction des contraintes
liées à la définition des noyaux en contraintes linéaires.
Soit la formule d’entrée en FNC φFNC = C1 ∧ . . .∧Cr spécifiant la requête de repro-
grammation et où chaque Ci est une clause. On note Lφ =⋃ri=1 Ci l’ensemble des litté-
raux apparaissant dans φFNC. On associe à chaque littéral l j ∈ L f une variable binaire
notée yl j , c’est-à-dire que le vecteur y est indexé par les littéraux de L f .
Fonction objectif. Soit N̄ l’ensemble des paramètres de contrôle apparaissant néga-
tivement dans L f , c’est-à-dire, N̄ = {u j ∈ U | ¬u j ∈ L f }. Comme chaque noyau doit, par
définition, minimiser les paramètres de conrtôle négatif, la fonction objectif corres-
pond à la somme des variables y¬u j associées à ces paramètres de contrôle négatifs :
∑
u j∈N̄
y¬u j .
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Conversion d’une solution y en un noyau C∗. y est la représentation binaire d’un
cube C avec yl j = 0 signifiant que l j n’appartient pas à C et yl j = 1 signifiant que l j est
contenu dans C, soit C = {li | yli = 1}. Un noyau C∗ étant l’ensemble des paramètres de
contrôle contenus dans C, C∗ est déduit de y comme suit :
C∗ = {u j ∈ U | y¬u j = 1}.
Exclusion de tous les ensembles incluant le noyau calculé. L’exclusion des noyaux
des solutions futures suit la même logique que la contrainte d’exclusion de l’algo-
rithme 3, excepté qu’elle ne s’applique elle aussi qu’à l’ensemble des paramètres de
contrôle négatifs. Cette contrainte s’exprime donc à partir de C∗ comme suit :
∑
u j∈C∗
y¬u j ≤ |C∗|−1.
La méthode est ensuite itérée jusqu’à ce qu’aucune solution ne soit trouvée et retourne
finalement l’ensemble de tous les noyaux.
Minimisation de poids. Les médicaments existants peuvent avoir des coûts plus ou
moins élevés. Le développement de médicaments peut également avoir des coûts va-
riables en fonction de l’accessibilité des molécules. Les méthodes PLNE-Noyau per-
mettant de calculer les solutions une par une, il peut être intéressant de «prioriser»
leur calcul en fonction de ces coûts. Les méthodes PLNE-Noyau peuvent être aisément
enrichies de façon à «prioriser» le calcul des solutions minimisant un poids. Les va-
leurs des variables y¬u j correspondent alors au coût associé à l’action réalisée par le
contrôle u j . Quand aucun coût n’est spécifié, chaque variable y¬u j a la valeur 1 et l’al-
gorithme calcule en priorité les noyaux ayant le plus petit nombre de paramètres actifs
de contrôle. Quand un coût est défini, l’algorithme calcule en priorité les noyaux mini-
misant la somme des coûts des paramètres de contrôle actifs.
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3.2 Méthodes DDB-Noyau
Les méthodes DDB-Noyau calculent les impliquants premiers à partir de la for-
mule spécifiant les conditions de stabilité et de propriété représentées par un dia-
gramme de décision binaire ordonné et réduit. Ces méthodes sont donc fondées sur
la procédure du consensus appliquée aux DDBOR présentée dans l’algorithme 2. Pour
la méthode DDB-♦-Noyau, le DDBOR est construit directement à partir de l’assem-
blage de la condition de la stabilité et de propriété, sans nécessité de convertir la for-
mule en FNC au préalable. Cependant, les impliquants premiers calculés ne sont pas
les noyaux : des variables d’états sont présentes, il est donc nécessaire de filtrer les
ensembles calculés en en supprimant les variables d’états puis en sélectionnant les
ensembles de paramètres de contrôle qui ne sont inclus dans aucun autre. Pour la mé-
thode DDB--Noyau, la formule est d’abord convertie en FNC de façon à supprimer
les variables d’état de la formule, puis le DDBOR est construit et les impliquants pre-
miers calculés.
3.3 Remarques sur les méthodes PLNE-Noyau et DDB-Noyau
Le calcul de l’ensemble des noyaux de reprogrammation est un problème NP-difficile,
comme le calcul des impliquants premiers d’une fonction booléenne (par réduction au
problème de frappe minimale d’ensembles).
Les méthodes PLNE-Noyau sont des méthodes itératives qui permettent de calcu-
ler un noyau de reprogrammation à la fois et d’implémenter aisément la notion de coût
des actions.
Les méthodes DDB-Noyau sont des méthodes récurvises qui calculent tous les im-
pliquants premiers à la fois. Elles permettent d’améliorer les performances de la procé-
dure du consensus, qui est limitée par le nombre de redondances dans le calcul quand
elle est appliquée directement sur les formules. En effet, l’application de la procédure
du consensus sur les DDB permet de diviser le calcul en deux étapes : 1) construction
du DDB représentant la formule puis 2) calcul des impliquants premiers de la formule.
Des pistes sont envisageables pour l’optimisation des méthodes sur les DDBOR :
1. optimisation de construction du DDB par le choix d’une heuristique sur l’ordre
des variables ;
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2. changement des règles de construction du DDB de façon à supprimer les va-
riables d’état au cours de la construction, sans passer par une conversion en
FNC pour la méthode DDB--Noyau.
4 Comparaison de méthodes
Les méthodes algorithmiques permettant l’identification de stratégies de contrôle
de réseaux booléens dans le but d’identifier des cibles thérapeutiques en se fondant
sur l’analyse de ces réseaux a fait l’objet de publications ces dernières années. Ces mé-
thodes correspondent à des approches par simulation [57, 60], par recherche de motifs
stables [109] ou par inférence du contrôle par calcul algébrique [73]. Nous décrivons
dans cette section ces différentes approches puis nous les comparons à nos méthodes.
4.1 Approche par simulation
Dans l’article [57], les auteurs assimilent les perturbations cancéreuses et inter-
ventions thérapeutiques à des défaillances des réseaux de régulation génique et in-
troduisent les notions de défaillance par blocage de valeurs («stuck-at-fault») et de dé-
faillance par pontage («bridging faults») par analogie aux erreurs des circuits électro-
niques. La défaillance par blocage de valeurs correspond à la fixation d’une variable du
réseau à une valeur particulière (0 ou 1) et les défaillances par pontage correspondent à
la suppression ou à l’incorporation de nouvelles interactions entre les variables du sys-
tème. Une méthode d’implémentation et d’identification des défaillances par blocage
de valeurs reposant sur la simulation est proposée.
Les auteurs se concentrent sur des réseaux acycliques, c’est-à-dire dont le graphe
d’interaction ne contient pas de boucle de rétro-action. Les réseaux acycliques ont des
variables d’entrée et des variables de sortie. À un état x sur les variables d’entrée est
associé à un état z(x) sur les variables de sortie de façon déterministe par la fonction
z. La présence d’une défaillance f transforme le réseau booléen et f est dite détectable
si, pour un même état d’entrée x, l’état de sortie du réseau défaillant z f (x) diffère de
l’état de sortie du réseau sans défaillance, c’est-à-dire, z(x) 6= z f (x). Une défaillance est
donc indétectable, si, pour tout état d’entrée, on a z(x) = z f (x).
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Les défaillances uniques responsables de la prolifération des cellules cancéreuses
sont calculées et classées selon le protocole suivant :
1. Définir un état d’entrée x et calculer z(x) assimilé à l’état de sortie sain.
2. Simuler les n défaillances uniques par blocage de valeurs possibles du réseau
(n étant le nombre de variables du réseau).
3. Classer les défaillances selon leur effet par rapport à z(x), cette classification
repose sur différents aspects :
— certaines défaillances sont détectables, d’autres non;
— les différents états de sortie possibles sont associés à un «degré de gravité»
du phénotype, les défaillances sont donc plus ou moins «graves» selon l’état
de sortie qu’elles engendrent ;
— deux défaillances f1 et f2 sont dites équivalentes si leur activation est asso-
ciée au même état de sortie, c’est-à-dire, z f1 (x) = z f2 (x).
Les défaillances assimilées à des effets de médicaments sont identifiées suivant le
protocole suivant :
1. Modélisation à partir de la connaissance biologique de l’effet de médicaments
existants.
2. Simulation exhaustive des 2n vecteurs de médicaments possibles : un vecteur
de n médicaments est un vecteur binaire de taille n où la défaillance est active
(1) ou inactive (0). Les médicaments efficaces sont assimilés à des défaillances
uniques et des combinaisons de défaillances dont l’application permet de ré-
cupérer z(x).
La méthode proposée dans cet article repose donc sur une méthode «force brute»
de simulation exhaustive de toutes les défaillances uniques possibles pour des réseaux
booléens acycliques.
Cette approche est améliorée par [60], qui :
1. présente avec plus de précision l’implémentation de l’ajout de paramètres mo-
délisant les défaillances par blocage du réseau booléen;
2. propose une approche par simulation symbolique plutôt qu’une simulation ex-
plicite en se fondant sur des méthodes SAT-ATPG, qui traduisent les conditions
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de tests par simulation en une formule et permettent l’identification des dé-
faillances directement à partir de la formule ;
3. introduit des notions d’optimalité des thérapies (minimalité des solutions, poids/coûts) ;
4. propose d’associer la «sévérité» du phénotype malade à la mesure de la distance
de Hamming entre un état malade z f (x) et l’état sain z(x).
Formalisation de la simulation de défaillances. À chaque gène g j du réseau est as-
socié à une formule en FNC G j , qui est évaluée à 1 si et seulement si les variables
représentant ses entrées et ses sorties prennent des valeurs cohérentes avec sa table
de vérité. Par exemple, à un gène g1 défini par la formule a ∧b est associé la formule
G1 = (¬g1∨a)∧(¬g1∨b)∧(g1∨¬a∨¬b). Les défaillances f sont ajoutées à cette formule
en FNC de façon à ce que f soit une entrée du gène g1. La simulation de l’activation de
la défaillance consiste à ajouter une clause f à cette FNC tandis que la simulation de
la non-activation de la défaillance consiste à ajouter une clause ¬ f à la FNC.
Formulation SAT de la simulation de défaillances. La formulation du problème d’iden-
tification des défaillances est réalisée par la construction d’une formule en FNC com-
posée :
1. d’une formule décrivant le réseau booléen acyclique et ses possibles défaillances
(la formule en FNC précédente) ;
2. d’une clause spécifiant que la sortie du réseau doit être différente de l’état sain;
3. d’une formule spécifiant le nombre de défaillances pouvant être activées simul-
tanément.
Le calcul des défaillances est réalisé à partir de cette formule en calculant toutes les
valuations des variables satisfaisant cette FNC. Les résultats obtenus sont donc des
listes des ensembles de défaillances détectables (qu’ils appellent les défaillances non-
redondantes) d’une taille donnée et des états de sortie auxquelles elle sont associées.
Formulation Max-SAT pour trouver des traitements optimaux. Les traitements op-
timaux définis par les auteurs ont deux caractéristiques :
1. Ils doivent rectifier au mieux la sortie du réseau (minimiser la distance de Ham-
ming par rapport à l’état sain).
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2. Ils sont composés d’un nombre minimal de médicaments et/ou d’un ensemble
de médicaments dont le coût est minimal.
Pour calculer ces traitements optimaux, les auteurs proposent une méthode fon-
dée sur une résolution Max-SAT partielle à poids (WPMS : «Weighted Partial Max-SAT»)
d’une formule en FNC dont les clauses sont classées en clauses dures («hard clauses»)
et clauses douces («soft clauses»). Des poids sont associés aux clauses douces et l’ob-
jectif est de calculer une valuation des variables qui satisfait toutes les clauses dures et
maximise les clauses douces satisfaites.
Afin de sélectionner les médicaments garantissant la meilleure sortie du réseau, des
poids sont assignés aux clauses représentant des états de sortie dans la FNC de façon
à ce que l’état sain soit associé au plus grand poids et que les états défaillants aient un
poids d’autant plus bas que leur distance de Hamming de l’état sain est grande. Afin de
«prioriser» les traitements qui minimisent le nombre et le coût des médicaments, des
poids positifs proportionnels au coût d’un médicament sont assignés aux défaillances
non sélectionnées correspondant à l’action du médicament.
4.2 Approche par recherche de motifs stables
L’approche proposée par [109] est une méthode hybride reposant à la fois sur la
structure et la dynamique de réseaux booléens (aussi bien acycliques que cycliques)
et permettant d’identifier des stratégies de contrôle qui font converger la dynamique
vers un attracteur d’intérêt. Leur algorithme de contrôle de motifs stables se déroule en
quatre étapes :
1. Identification de l’ensemble des motifs stables du réseau booléen.
2. Construction d’un diagramme de succession des motifs stables qui associe, à
chaque motif stable du réseau booléen, une séquence de motifs stables abou-
tissant à un attracteur.
3. Minimisation du diagramme.
4. Détermination du contrôle à partir du diagramme minimal.
Identification de l’ensemble des motifs stables. Un motif stable est un composant
dynamico-structurel du réseau défini comme un ensemble de sommets du graphe
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d’interaction et de leurs états associés et tel que :
— le sous-graphe d’interaction composé de ces sommets forme une composante
fortement connexe minimale du graphe d’interaction;
— les états de ces variables forment un état stable partiel.
Construction du diagramme de succession. Un diagramme de succession corres-
pond à un ensemble de séquences de motifs stables qui déterminent un attracteur. Le
diagramme de succession des motifs stables est un arbre construit à partir du réseau
initial par application itérative, pour chaque motif stable et jusqu’à ce que le réseau
obtenu n’ait plus de motifs stables, de :
— la réduction du réseau booléen par fixation des valeurs des variables d’un motif
stable ;
— l’identification de motifs stables dans le réseau booléen réduit.
Minimisation du diagramme de succession. La minimisation d’un diagramme de
succession a pour but de simplifier les séquences de motifs stables déterminant un
attracteur de façon à minimiser les motifs stables à contrôler pour atteindre un at-
tracteur d’intérêt. Cette minimisation des séquences est réalisée par identification de
motifs dont tous les motifs suivants dans la séquence sont suivis d’un même attracteur
et qui peuvent donc être supprimés de la séquence.
Détermination du contrôle Le diagramme de succession minimal détermine une sé-
quence de motifs stables à contrôler pour «pousser» le système vers un attracteur. La
détermination d’un contrôle minimal consiste alors à déterminer un ensemble mini-
mal de sommets du motif stable qui «vérouille» l’ensemble du motif, et ce, pour chaque
motif de la séquence d’un diagramme menant à l’attracteur d’intérêt.
4.3 Approche par calcul algébrique
Les auteurs de [73] proposent une modélisation proche de celle présentée dans
cette thèse, avec une implémentation des réseaux booléens contrôlés permettant le
contrôle des arcs et des sommets du graphe d’interaction par gel à l’aide de paramètres
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de contrôle introduits dans les formules booléennes. Trois types de reprogrammation
sont étudiés :
— la génération de nouveaux états stables ;
— la destruction d’états stables pré-existants ;
— le bloquage de régions de l’espace d’états.
Les méthodes reposent sur la réécriture du réseau booléen et du type de reprogram-
mation sous forme d’un système d’équations polynomiales. La résolution repose sur
le calcul des bases de Gröbner du système d’équations.
4.4 Synthèse
Les méthodes algorithmiques développées pour calculer des stratégies de contrôle
des réseaux booléens diffèrent notamment par :
la topologie des réseaux qu’elles permettent de traiter : les méthodes force brute
et Max-SAT sont plus contraignantes car elles ne permettent de traiter que des
réseaux acycliques ;
les perturbations modélisées : toutes les méthodes modélisent les perturbations
par gel des variables mais les méthodes force brute, Max-SAT et par motifs stables
ne prennent pas en comptent les perturbations par gel des interactions;
les objectifs de la reprogrammation correspondent à la génération de nouveaux
états et à la destruction d’états pré-existants. Dans le cas des méthodes traitant
exclusivement les réseaux acycliques, ces états finaux sont déterminés de façon
déterministe à partir d’un état d’entrée tandis que pour les méthodes traitant
des réseaux cycliques avec un mode de mise à jour asynchrone, les états finaux
doivent être des attracteurs stables ;
la minimalité des solutions concerne la minimalité du contrôle à effectuer pour
garantir les objectifs de la reprogrammation. Certaines méthodes permettent
également la minimisation du coût du contrôle ;
l’exhaustivité des solutions calculées.
Le tableau 2.2 récapitule les méthodes présentées et leurs caractéristiques. Le for-
malisme et les méthodes de résolution les plus proches de ceux que nous décrivons
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dans cette thèse sont les travaux portant sur les bases de Gröbner, qui utilisent éga-
lement le formalisme des réseaux booléens contrôlés. Cependant, nos méthodes re-
posent sur le calcul d’impliquants minimaux. Par ailleurs, notre méthode par résolu-
tion en programmation linéaire en nombres entiers permet d’implémenter aisément
des méthodes de minimisation de coût des actions. De plus, nous spécifions formelle-
ment un langage de requêtes fondé sur des modes de repogrammation. Ces éléments
permettent d’étendre les définitions des modes à des logiques plus riches tout en four-
nissant un cadre formel d’abduction pour la résolution.
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Chapitre 3
Application au Cancer
Dans les chapitres précédents nous avons défini un cadre théorique de reprogram-
mation comportementale des systèmes dynamiques booléens (chapitre 1) et démon-
tré que l’inférence des perturbations causales responsables de cette reprogrammation
peut se résoudre par abduction (chapitre 2). Nous présentons dans ce chapitre les prin-
cipes d’application du cadre théorique et d’interprétation des solutions pour l’infé-
rence des perturbations causales du cancer et des cibles thérapeutiques (section 1).
Ces principes seront illustrés ensuite sur deux modèles biologiques. Le premier porte
sur le cancer du sein et permet une preuve de concept de l’approche (section 2) en
récupérant des perturbations causales du cancer compatibles avec la connaissance
biologique et récupère le phénomène de létalité synthétique, qui est un cas particu-
lier d’épistasie négative permettant de prédire des cibles thérapeutiques. La seconde
application (section 3) a été réalisée sur un modèle du cancer de la vessie issu de la
littérature [84] et montre que les résultats obtenus pour l’inférence de perturbations
causales du cancer sont reproductibles sur un modèle dont la conception est indépen-
dante de l’application de la méthode.
1 Principes d’application
Les principes d’application du cadre théorique établissent un parallèle entre les
concepts formels et leur interprétation en regard de la connaissance du fonctionne-
ment des systèmes biologiques. Ils définissent donc une procédure d’application et
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de validation des méthodes développées 1) pour l’inférence de perturbations respon-
sables de la transformation d’un modèle booléen sain en réseau booléen malade et 2)
pour l’inférence de cibles thérapeutiques.
1.1 Dynamique booléenne des réseaux biologiques
Le formalisme des réseaux booléens a été introduit pour la modélisation de la dy-
namique des réseaux de régulation génique par Stuart Kauffman [?] et René Thomas [97].
Les réseaux booléens sont aujourd’hui utilisés également pour la modélisation des
voies de signalisation. Cette modélisation concerne divers systèmes biologiques (plantes [10,
28], cellules mammifères [84, 36, 18, 111, 23], levures [59], etc.). Les attracteurs (stables
et cycliques) de la dynamique booléenne permettent la représentation de fonctionna-
lités cellulaires et de types cellulaires à partir d’information qualitative sur l’interaction
des molécules composant ces cellules.
Réseaux de signalisation et réseaux de régulation génique. Les réseaux de signali-
sation correspondent à des chaînes de réactions biochimiques (phosphorylation ou
ubiquitination par exemple) ayant lieu dans le cytoplasme et résultant de l’activation
ou de l’inhibition de récepteurs présents au niveau de la membrane de la cellule. Les
réseaux de régulation génique concernent la régulation transcriptionnelle de l’expres-
sion des gènes par des facteurs de transcription ou des ARNs, suite à une stimulation
par les réseaux de signalisation, et a lieu dans le noyau par fixation aux promoteurs des
gènes. Les réseaux de signalisation et de régulation génique sont fortement intercon-
nectés : la régulation de la transcription peut concerner des molécules de signalisation
et les réseaux de signalisation peuvent activer ou inhiber des facteurs de transcription.
La modélisation booléenne consiste donc à abstraire les réactions biochimiques ainsi
que les fixations et les mécanismes de régulation génique en ne considérant que leur
effet sur l’activité et/ou l’expression des molécules sans prendre en compte leurs para-
mètres cinétiques [71, 101].
Phénotypes, biomarqueurs et attracteurs. Les attracteurs (états stables et attrateurs
cycliques) des réseaux booléens représentent des phénotypes cellulaires correspon-
dant à :
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— des fonctionnalités cellulaires comme l’apoptose, la prolifération, la survie, la
nécrose qui sont contrôlés par ces réseaux [84, 36, 18, 59] ;
— des types cellulaire spécialisés : cellules myéloïdes et lymphoïdes [23], lympho-
cytes T CD4 ou CD8 [88], par exemple.
Un état stable est associé à la signature moléculaire d’un phénotype tandis qu’un at-
tracteur cyclique représente l’oscillation entre différents phénotypes.
Les attracteurs sont associés à un phénotype à partir des états d’un sous-ensemble
de variables du réseau. Ces variables peuvent être assimilées à la notion de biomar-
queurs en médecine, qui est définie dans [14] comme une caractéristique qui peut être
objectivement mesurée et évaluée comme un indicateur d’un processus biologique. Dans
notre cadre théorique, la propriété p sur laquelle sont définies les requêtes d’inférence
peut représenter une formule définissant un état sur les biomarqueurs du réseau.
Pluripotence et différenciation. Les cellules capables de se différencier en différents
types cellulaires sont dites pluripotentes par opposition aux cellules d’un type cellu-
laire précis qui sont dites différenciées. Un système multistable dont les états stables
représentent différents phénotypes correspond donc à un modèle ayant la potentialité
d’atteindre ces différents phénotypes, tandis qu’un système dont les états stables re-
présentent tous le même phénotype est un modèle différencié de la cellule. Nous par-
lerons de modèle pluripotent pour un modèle multistable dont les états stables repré-
sentent différentes fonctionnalités cellulaires et de modèle spécialisé pour un modèle
dont les états stables représentent tous le même phénotype.
Dans le cadre théorique, nous définissons deux modalités de reprogrammation
d’un système dynamique : la possibilité et la nécessité. Ces deux modalités peuvent
s’interpréter sur les systèmes biologiques de la façon suivante. Considérons un système
initial F multistable dont l’un des états stables possède la propriété p. Une requête de
reprogrammation visant à obtenir un système G dont tous les états stables ont la pro-
priété p (requêtep) peut s’interpréter comme une différenciation de la cellule pour
le phénotype représenté par la propriété p. Considérons maintenant la requête ¬p
qui vise à obtenir un système dont aucun des états stables n’a la propriété p, cette
requête peut être interprétée comme la perte de la potentialité d’un phénotype. La re-
quête ♦p ne peut s’appliquer que sur un système initial F dont aucun état stable ne
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possède la propriété p (sinon l’ensemble des noyaux de reprogrammation est vide) et
correspond au gain d’un phénotype cellulaire ayant la propriété p. Ainsi, ces requêtes
de reprogrammation peuvent s’assimiler à des modes de spécialisation cellulaire d’un
modèle pluripotent, de perte ou de gain de phénotypes cellulaires.
1.2 Causes et modélisation du cancer
Les cellules cancéreuses. Le cancer est défini comme un groupe de maladies parta-
geant des caractéristiques communes en termes de phénotypes cellulaires. Ruddon,
dans son livre Cancer Biology [87] en donne la définition suivante : «Le cancer est une
croissance anormale des cellules causée par des changements multiples de l’expression
génique, ayant pour conséquence la dérégulation de la balance entre prolifération et
mort cellulaire, et évoluant vers une population de cellules qui peuvent envahir les tis-
sus et métastaser dans différents sites distants du site primaire». Les cellules cancé-
reuses sont représentées par un réseau booléen dont le comportement global est re-
programmé par des perturbations des valeurs de ses variables, représentant les chan-
gements d’expression génique. Dans notre cadre théorique, les perturbations de l’ex-
pression génique sont réalisées par l’activation des paramètres de contrôle. La surex-
pression d’un gène correspond au blocage de la valeur d’un paramètre de contrôle à
1 tandis que sa sous-expression correspond au blocage de sa valeur à 0. Les consé-
quences de ces perturbations sont formulées par des requêtes de reprogrammation
d’inférence des perturbations nécessaires à la transformation d’un modèle sain pluri-
potent (capable de proliférer et de mourir) en un modèle cancéreux spécialisé dans la
division cellulaire.
Gènes pilotes et gènes passagers. De nombreux gènes peuvent être perturbés dans
les cellules cancéreuses, en partie à cause de l’instabilité génomique qui les caractérise.
Parmi ces gènes, on distingue des gènes pilotes qui sont définis comme des gènes dont
la mutation confère un avantage sélectif à la cellule porteuse, des gènes passagers qui
peuvent être mutés mais ne confèrent pas d’avantage sélectif à la cellule [100]. Dans
notre cadre théorique, les gènes pilotes peuvent être assimilés aux facteurs causaux,
c’est-à-dire, aux paramètres de contrôle d’un noyau de reprogrammation.
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Figure 3.1 – Caractéristiques des cellules cancéreuses et exemples de théra-
pies les ciblant [41].
.
Oncogènes et gènes suppresseurs de tumeurs. Les gènes causaux de cancer sont di-
visés en 2 classes selon l’effet de leur mutation dans les cellules cancéreuses. Les cel-
lules cancéreuses contiennent des perturbations activatrices (amplifications/mutations
entraînant une surexpression de la protéine) des oncogènes et des perturbations inhi-
bitrices (délétion/mutations entraînant une sous-expression de la protéine) des gènes
suppresseurs de tumeurs (GST). Dans notre cadre théorique, les oncogènes (respecti-
vement les GST) peuvent être assimilés aux paramètres de gel à 1 (respectivement à 0)
dans les noyaux de reprogrammation permettant la transformation d’une cellule saine
en cellule cancéreuse.
1.3 Épistasie et cancer
Le nombre de perturbations nécessaires à la transformation d’une cellule saine en
cellule cancéreuse est évaluée entre 2 et 8 par [100] et les auteurs de [102] suggèrent
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que l’épistasie est un phénomène répandu entre les perturbations causales du cancer.
L’existence de relations épistatiques entre les perturbations observées dans les cellules
cancéreuses est suggérée par l’observation de schémas d’exclusion mutuelle et de co-
occurence entre les mutations présentes dans les cellules cancéreuses [48, 108]. L’exclu-
sion mutuelle entre deux perturbations correspond à l’observation que ces deux per-
turbations ont statistiquement tendance à ne pas apparaître dans les mêmes tumeurs.
La co-occurence entre deux perturbations correspond à l’observation que ces deux
perturbations ont statistiquement tendance à apparaître dans les mêmes tumeurs. Par
ailleurs, la létalité synthétique, qui est un phénomène d’épistasie négative, est parti-
culièrement importante pour la découverte de thérapies ciblées [47]. Il n’existe pas, à
notre connaissance, de méthode causale permettant d’identifier des relations épista-
tiques entre perturbations génétiques.
Coopération. L’interprétation biologique de la co-occurence repose sur la nécessaire
coopération de différentes perturbations pour l’émergence d’un comportement can-
céreux. La coopération entre deux gènes α et β est un phénomène d’épistasie positive
où la perturbation d’un seul de ces deux gènes n’est pas suffisante pour faire émerger
un phénotype cancéreux prolifératif mais où la combinaison des deux perturbations
le permet. L’hypothèse de coopération est corroboré par les travaux de [24] qui ont
montré que les perturbations des deux gènes MYC et RAS coopèrent dans le processus
de transformation cancéreuse. Dans notre cadre théorique, le phénomène de coopé-
ration peut s’interpréter à partir des noyaux de reprogrammation contenant plusieurs
perturbations : la combinaison de ces perturbations est nécessaire à la reprogramma-
tion comportementale du modèle.
Redondance. En ce qui concerne l’exclusion mutuelle, elle pourrait s’expliquer par
les phénomènes suivants :
— la redondance : deux perturbations sont redondantes si leur perturbation simul-
tanée dans une cellule cancéreuse n’augmente pas son potentiel de proliféra-
tion. Cette hypothèse est corroborée par l’observation que les paires de pertur-
bations mutuellement exclusives ont tendance à concerner des molécules des
mêmes voies de signalisation [21].
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β
α A a
B Sain Viable
b Viable Non viable
Figure 3.2 – Illustration schématique du phénomène de létalité synthétique
entre deux gènes α et β.
— la létalité synthétique, dont nous parlons au paragraphe suivant.
Dans notre cadre théorique, le phénomène de redondance peut s’interpréter par com-
paraison des noyaux de reprogrammation (qui sont minimaux) : les perturbations d’un
noyau sont suffisantes à la transformation à la reprogrammation comportementale du
modèle et l’ajout de perturbations d’un autre noyau serait redondants avec l’effet des
perturbations du noyau.
Létalité synthétique et thérapies ciblées. Dans [41], les auteurs décrivent les princi-
pales caractéristiques des cellules cancéreuses par opposition aux cellules normales.
Les thérapies dites ciblées ont pour but de cibler de façon précise ces caractéristiques
dans le but d’éviter les effets secondaires importants liés aux chimiothérapies tradi-
tionnelles. La figure 3.1, empruntée à [41], montre ces caractéristiques et des exemples
de thérapies les ciblant. La découverte de partenariats de létalité synthétique est parti-
culièrement important dans le cadre des thérapies ciblées anti-cancéreuses puisqu’elle
permettrait de provoquer la mort cellulaire des cellules cancéreuses mutées sans affec-
ter les cellules saines [47].
La létalité synthétique est un phénomène que l’on peut classer dans le cadre de
l’épistasie négative : la présence d’un gène a muté dans la cellule ou d’un gène b muté
n’a pas d’incidence sur la capacité de cette cellule à survivre, voire peut améliorer sa
capacité à croître. En revanche, la perturbation simultanée de a et de b dans la cellule
la conduit à la mort cellulaire, les deux gènes α et β sont alors dits synthétiques létaux
(voir figure 3.2).
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2 Cancer du sein
Le cancer du sein est un problème majeur de santé publique représentant 10% des
cancers et un quart des nouveaux cas de cancer diagnostiqués chez les femmes [46].
C’est également un modèle en termes de thérapies ciblées et de connaissance des
gènes perturbés dans les cellules cancéreuses : le cancer du sein est divisé en divers
sous-types moléculaires selon les gènes perturbés dans la tumeur. L’identification de
ces sous-types permet le choix d’une thérapie en se fondant sur ces perturbations [33].
Par ailleurs, le cancer du sein lié à une déficience du gène BRCA1 est, à notre connais-
sance, le seul exemple de cancer pour lequel existe actuellement une thérapie ne re-
posant pas sur le fait de contrer les actions de la maladie mais sur le concept de létalité
synthétique. Nous avons donc conçu un modèle centré sur le cancer du sein afin d’éta-
blir une preuve de concept de notre cadre théorique de modélisation.
Nous décrivons d’abord les étapes de la conception d’un modèle booléen repré-
sentant une cellule saine (sous-section 2.1), puis nous spécifions des requêtes de re-
programmation permetttant la transformation de ce modèle en modèle de cellule can-
céreuse (sous-section 2.2). Enfin, nous analysons les résultats de l’inférence au regard
de la connaissance sur le cancer du sein issue de la littérature et prédisons des cibles
thérapeutiques (sous-section 2.3).
2.1 Conception du modèle
La conception d’un modèle booléen à partir de la connaissance biologique requiert
plusieurs étapes :
1. Identification des fonctions cellulaires perturbées par la maladie et des graines
du modèle, c’est-à-dire de molécules considérées comme importantes pour le
cancer d’intérêt et les fonctions cellulaires que l’on veut modéliser.
2. Construction d’un graphe d’interaction reliant les graines par différents inter-
médiaires en s’aidant de bases de données d’interactions biologiques et de la
littérature.
3. Définition de formules propositionnelles pour chaque sommet du graphe de
façon à ce que chaque sommet dépende de ses interacteurs (les sommets qui
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l’influencent au niveau dynamique), choix des biomarqueurs et interprétation
des phénotypes cellulaires à partir des attracteurs de la dynamique du modèle.
Dans la suite, nous détailllons ces étapes pour la conception d’un modèle booléen
pour le cancer du sein.
2.1.1 Fonctions cellulaires et graines du cancer du sein
Les caractéristiques principales et les mieux décrites des cellules cancéreuses sont
leurs capacités à proliférer continuellement et à éviter d’entrer en mort cellulaire par
apoptose. Le gène BRCA1 et les gènes de la famille des récepteurs aux facteurs de crois-
sance (EGFR pour «epidermal growth factor receptors», dont fait partie le gène HER2
qui est parfois noté ERBB2) sont des acteurs majeurs du cancer du sein [8, 45, 75].
BRCA1 ainsi que son partenaire synthétique léthal PARP1 sont impliqués dans la ré-
ponse aux dommages de l’ADN et la régulation de l’entrée en mitose ou du déclen-
chement de la mort cellulaire si les dommages de l’ADN sont irréparables. La famille
EGFR est impliquée dans la stimulation de la division cellulaire par des facteurs de
croissance. Nous avons donc développé un modèle se focalisant sur la prise de déci-
sion apoptose/division cellulaire à partir des graines BRCA1, PARP1 et EGFR.
2.1.2 Construction du graphe d’interaction
Le graphe d’interaction présenté dans la figure 3.3 comporte 13 sommets et 21 in-
teractions. Il a été construit à partir des bases de données KEGG [49] et SIGNOR [81] et
de recherche bibliographique. Le tableau 3.1 donne le mécanisme de régulation (phy-
sique, biochimique ou biologique) décrit dans les références pour chaque interaction.
Le modèle se concentre sur le contrôle de la division cellulaire et de l’apoptose par les
voies de signalisation et de régulation génique intracellulaires 1. Ce contrôle s’effectue,
d’une part, par la voie de signalisation EGFR et, d’autre part, par la réponse aux dom-
mages à l’ADN par les gènes BRCA1/PARP1. EGFR est un membre de la famille des
récepteurs aux facteurs de croissance, qui activent l’entrée en division cellulaire par
les voies suivantes :
1. Dans la suite de ce manuscrit et pour des raisons de simplicité, les noms de gènes (par convention
écrits en lettres majuscules) peuvent aussi dénommer les protéines qu’ils codent.
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Interaction Mécanisme moléculaire Référence
EGFR PI3K Fixation [33, 5, 81, 27]
PI3K AKT Inconnu/Phosphorylation [33, 5, 81]
PTEN PI3K Catalyzation de la réaction inverse [33, 5, 81, 27]
AKT GSK3β Phosphorylation [33, 5, 81]
AKT MDM2 Phosphorylation [33, 5, 81]
AKT BCL-2 Activation par phosphorylation de CREB1, qui active la
transcription de BCL-2
[5, 81]
GSK3β CYCD1 Phosphorylation [5, 81]
TP53 MDM2 Transcriptionnel [81, 4]
MDM2 TP53 Ubiquitination (signal de dégradation par le protéasome) [33, 81, 4]
TP53 PTEN Transcriptionnel [27, 4, 65, 94]
TP53 BAX Fixation/Transcriptionnel [81, 4]
BRCA1 TP53 Transcriptionnel [72, 110]
ERK1/2 PARP1 Phosphorylation [81, 27, 22, 95]
BCL2 BAX Fixation/Localisation subcellulaire [81, 99]
PARP1 TP53 Transcriptionnel [63, 77]
EGFR ERK1/2 Chaîne d’activation enzymatique [33, 3, 112]
PARP1 CYCD1 Transcriptionnel [92]
ERK1/2 CYCD1 Transcriptionnel/Post-transcriptionnel [54, 68]
BRCA1 CYCD1 Transcriptionnel/Régulation de la transition G1/S [104, 29]
CYCD1 BRCA1 Phosphorylation par le complexe CyclinD/CDK4 [81, 52]
BRCA1 EGFR Transcriptionnel, post-transcriptionnel et post-
traductionnel
[17, 55]
Tableau 3.1 – Mécanismes moléculaires et références du graphe d’interac-
tion du modèle du cancer du sein.
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EGFR
ERK1/2 PTEN PI3K
PARP1 MDM2 AKT
TP53 BRCA1 GSK3β
BAX BCL-2 CYCD1
Figure 3.3 – Graphe d’interaction du modèle du cancer du sein. Les inter-
actions positives, représentant l’activation, sont en vert et les interactions
négatives, représentant l’inhibition, sont en rouge.
1. la voie de signalisation des protéines MAPK (pour Mitogen-activated protein
kinases), représentée dans le graphe d’interaction par son composant ERK1/2 ;
2. la voie de signalisation PI3K (pour phosphatidyl-inositol-3 kinase).
Ce deux voies de signalisation stimulent l’entrée en division cellulaire :
1. ERK1/2 active la protéine CYCLIND1, qui est un effecteur et le régulateur ma-
jeur de la transition G1/S du cycle cellulaire (elle représente donc l’entrée en
division) ;
2. le médiateur de la voie de signalisation de PI3K est AKT qui libère CYCLIND1 de
son inhibition par GSK3β.
Le gène BRCA1 est impliqué dans le déclenchement de l’apoptose à travers l’activa-
tion de TP53 qui active BAX, un effecteur de l’apoptose et l’arrêt de la division du point
de contrôle de la transition G1/S par une boucle négative avec CYCLIND1. PARP1 est
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un gène impliqué dans la réparation de l’ADN, il est activé par la voie MAPK, inhibe
TP53 et active CYCLIND1.
Les voies de l’apoptose et de la division cellulaire s’entrecroisent à différents ni-
veaux :
1. ERK1/2 inhibe l’apoptose à travers l’activation de PARP1 ;
2. AKT active BCL-2 libérant ainsi BAX, l’effecteur de l’apoptose;
3. TP53 inhibe la voie PI3K à travers l’activation de PTEN, qui supprime la signali-
sation PI3K en catalysant la réaction inverse (déphosphorylation) ;
4. TP53 est inhibé par la voie PI3K, qui active son inhibiteur MDM2;
5. BRCA1 bloque la signalisation d’entrée dans le cycle cellulaire en inhibant EGFR.
2.1.3 Définition des formules et interprétation des phénotypes
Variable Formule Référence
PI3K ¬PTEN∧EGFR [33, 27]
MDM2 AKT∧TP53 [65, 70]
TP53 ¬MDM2∧ (BRCA1∨¬PARP1) [65, 72, 110, 63, 77, 70]
BAX ¬BCL-2∧TP53 [99, 98]
CYCD1 (¬GSK3β∧ERK1/2)∨ (¬BRCA1∧PARP1) [72, 77, 29, 6]
Tableau 3.2 – Formules propositionnelles des variables du graphe d’interac-
tion de la figure 3.3 dépendants de plusieurs variables.
La définition des formules concerne les sommets du graphe d’interaction étant in-
fluencés par plusieurs autres sommets. C’est le cas pour les molécules suivantes : PI3K,
MDM2, TP53, BRCA1, BAX et CYCD1. Les formules pour chacune de ces variables sont
données dans le tableau 3.2.
Les états stables de la dynamique aynchrone du modèle ainsi défini sont donnés
dans le tableau 3.3. L’effecteur de la transition G1/S d’entrée dans le cycle cellulaire
étant la cycline D1, on définit la variable CYCD1 comme la marqueur de la proliféra-
tion. BAX étant un effecteur de l’apoptose, on le définit comme le marqueur de l’apop-
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# EG
FR
ER
K1
/2
PI
3K
AK
T
GS
K3
β
M
DM
2
TP
53
PT
EN
PA
RP
1
BR
CA
1
BC
L-
2
CY
CD
1
BA
X
1 1 1 1 1 0 0 0 0 1 0 1 1 0
2 0 0 0 0 1 0 1 1 0 1 0 0 1
Tableau 3.3 – États stables du réseau booléen modèle du cancer du sein.
tose. Ainsi, on peut définir 4 phénotypes selon les signatures définies par ces deux mar-
queurs :
— le phénotype apoptotique correspond à la signature suivante :
{BAX 7→ 1,CYCD1 7→ 0}
— le phénotype prolifératif correspond à la signature suivante :
{BAX 7→ 0,CYCD1 7→ 1}
— le phénotype quiescent est assimilé à une cellule qui n’entre ni en division cel-
lulaire ni en apoptose [93] et correspond à la signature suivante :
{BAX 7→ 0,CYCD1 7→ 0}
— le phénotype dormant est assimilé à une cellule dont la signalisation apopto-
tique est compensé par la signalisation d’entrée en division [93] et correspond
à la signature suivante :
{BAX 7→ 1,CYCD1 7→ 1}
L’état stable #1 correspond donc à un phénotype prolifératif et l’état stable #2 à un
phénotype d’apoptose.
2.2 Requêtes et solutions
Les cellules cancéreuses étant caractérisées par la dérégulation de la balance apop-
tose/prolifération avec perte de la capacité d’entrée en apoptose et maintien de la si-
gnalisation de prolifération, l’inférence des perturbations causales de la transforma-
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# Noyaux de reprogrammation dep ∧♦p
1 PI3KCA = 1
2 AKT = 1
3 BRCA1 = 0
4 EGFR = 1,MDM2 = 1
5 EGFR = 1,TP53 = 0
6 EGFR = 1,PTEN = 0
7 EGFR = 1,GSK3β= 0
8 ERK1/2 = 1,GSK3β= 0
Tableau 3.4 – Solutions de l’inférence des perturbations causales de la
transformation de modèle sauvage à modèle cancéreux avec paramètres de
contrôle en gel-D.
tion du modèle sauvage en modèle cancéreux s’exprime par une requête spécifiant
que tous les états stables et au moins un état stable doivent avoir une signature de
phénotype prolifératif. Cette requête de reprogrammation s’exprime donc de la façon
suivante :p∧♦p avec p correspondant à la signature du phénotype prolifératif, soit :
p = CYCD1∧¬BAX.
.
Le réseau booléen contrôlé est construit de façon à ce que toutes les variables sauf
les marqueurs soient contrôlées par des paramètres de contrôle en gel-D (D0 et D1, voir
tableau 3.4 pour les résultats de l’inférence en Gel-D). Les noyaux de reprogrammation
en Gel-U pour l’inférence des solutions de la requêtep n’étant pas analysés, ici nous
les donnons à titre informatif dans le tableau 3.9 de l’annexe de ce chapitre.
2.3 Analyse des solutions
L’analyse des solutions de l’inférence a pour but d’évaluer la pertinence des noyaux
de reprogrammation au regard de la connaissance biologique. Cette pertinence sera
évaluée en trois étapes :
1. Comparaison des valeurs du gel affectant individuellement les variables dans
les solutions à leur rôle attribué dans la littérature biologique (oncogène ou
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gène supresseur de tumeur).
2. Comparaison des solutions dans leur globalité avec la recherche de schémas de
co-occurence et d’exclusion mutuelle issus de l’analyse des paysages mutation-
nels.
3. Prédiction de partenariats de létalité synthétique.
2.3.1 Oncogènes versus GST
Variable Symbole Oncogène
(%)
GST (%) Rôle Table
Gel à 0
TP53 TP53 73 20 GST S2A
BRCA1 BRCA1 0 69 GST S2A
PTEN PTEN 30 55 GST S2A
GSK3β - - - - -
Gel à 1
PI3K PI3KCA 95 1 oncogène S2A
AKT AKT1 93 1 oncogène S2A
EGFR EGFR 97 0 oncogène S2A
ERK1/2 MAP2K1 67 0 oncogène S2A
MDM2 - - - oncogène S2B
Tableau 3.5 – Comparaison de la valeur du gel-D de la molécule dans les
solutions de l’inférence aux score oncogènes et GST et au rôle attribué au
gène dans [100].
Dans l’article [100], les auteurs proposent une classification oncogène/GST de gènes
fréquemment altérés dans les cellules cancéreuses. Cette classification repose sur des
mesures réalisées à partir de données de séquençage issues de la base de données COS-
MIC [2, 39]. Le tableau S2A de leur matériel supplémentaire présente une liste de gènes
mutés auxquels sont attribués un score oncogène et un score GST (ces scores sont en
pourcentage) à partir desquels sont déduits leur classification en tant que GST ou on-
cogène de la façon suivante : un gène est classé GST s’il a un score GST supérieur à
20% et oncogène s’il a un score oncogène supérieur à 20%. Quand un gène a un score
oncogène supérieur à 20% et un score GST supérieur à 5%, il est classé comme GST. Le
tableau S2B présente une liste de gènes affectés par des amplifications ou des délétions
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homozygotes. Ces gènes sont classés comme oncogènes s’ils respectent les deux condi-
tions suivantes : ils sont inclus dans le Cancer Gene Census [1] et respectent les critères
énoncés décrits dans [91]. Ils sont classifiés comme GST s’ils respectent les deux condi-
tions suivantes : ils ont au moins 10 délétions homozygotes référencées dans la base de
données COSMIC et ne sont co-délétés avec aucun autre gène ayant également 10 ins-
tances de délétion homozygote.
Nous avons donc comparé les valeurs de gel des variables dans les solutions infé-
rées à leur classification en tant qu’oncogène ou GST. Dans le tableau 3.5, nous don-
nons, pour chaque variable affectée par un gel dans au moins une des solutions de
l’inférence, le symbole par lequel il est identifié dans les tableaux de [100], ses scores
oncogène et GST, sa classification et le tableau de référence dans lequel peut être re-
trouvée cette classification. GSK3β n’étant par répertorié, nous avons effectué une re-
cherche bibliographique sur son rôle dans le cancer du sein. GSK3β semble avoir un
rôle complexe dans le développement des cancers : il est identifié comme GST pour les
cancers du sein [34] et de la peau et comme oncogène pour les cancers du foie et des
ovaires [62]. Ce rôle dual de GSK3β dans la tumorigenèse est passé en revue dans [62].
On remarque donc que tous les gènes gelés à 0 dans au moins une solution sont des GST
et tous les gènes gelés à 1 dans au moins une solution sont des oncogènes. L’inférence des
gènes causaux sur le modèle du cancer du sein ségrège donc les oncogènes et les GST.
2.3.2 Combinaisons de perturbations
Coopération. Dans [74], les auteurs étudient les réponses des cellules cancéreuses
du sein à un traitement par le trastuzumab, un anticorps inhibant la croissance des
cellules cancéreuses mammaires surexprimant ERBB2 (membre de la famille des ré-
cepteurs de croissance EGFR), et montrent que des délétions de PTEN sont associées
à la résistance à ce médicament. Il a été montré [19] que les mutations de TP53 sont
fréquentes dans les cellules cancéreuses surexprimant ERBB2. Ces observations statis-
tiques sont corroborées par les expériences de [106], qui montrent que la mutation de
TP53 amplifie la signalisation EGFR et favorise la prolifération cellulaire.
Ces résultats suggèrent que les combinaisons de perturbations EGFR, TP53 et EGFR,
PTEN coopèrent dans les cellules cancéreuses mammaires. Ces deux combinaisons
75 2. Cancer du sein
sont représentées dans les noyaux de reprogrammation 5 et 6.
Redondance. Dans [80], les auteurs rapportent l’exclusion mutuelle entre les mu-
tations de PI3KCA et de AKT1 ainsi qu’entre l’amplification de ERBB2 et AKT1 dans
les données issues de tumeurs mammaires. Les délétions de PTEN et les mutations
activatrices de PI3KCA ne sont pas mutuellement exclusives, contrairement à ce qui
est observé par [19], qui rapportent que les mutations de PI3KCA sont associées à un
sous-type du cancer du sein différent du sous-type associé à des délétions de PTEN,
ce qui les rend mutuellement exclusives. On peut remarquer que les perturbations de
PI3KCA, AKT et EGFR, d’une part, et de PI3KCA et PTEN, d’autre part, sont présentes
dans des noyaux différents de reprogrammation. Ces résultats pourraient suggérer que
les différents noyaux soient associés à différents sous-types de cancer.
# Noyaux de reprogrammation de ♦q
1 BRCA1 = 1
2 PARP1 = 0
3 ERK1/2 = 0
4 EGFR = 0
Tableau 3.6 – Inférence de cibles thérapeutiques pour la cancer BRCA1.
Létalité synthétique. Afin d’inférer des cibles thérapeutiques potentielles, nous si-
mulons le comportement d’une cellule cancéreuse en appliquant la mutation BRCA1 =
0 au modèle sauvage et exprimons la requête de reprogrammation pour le gain de
l’apoptose, soit ♦q avec q =¬CYCD1∧BAX. De même que pour l’inférence des gènes
causaux du cancer, toutes les variables sont contrôlées, les solutions de l’inférence avec
contrôle en Gel-D sont données dans le tableau 3.6 et celles avec contrôle en Gel-U
sont données en annexe dans le tableau 3.10.
L’inférence de cibles thérapeutiques dans le cas de cellules cancéreuses déficientes
en BRCA1 proposent 4 solutions de traitement : rétablir l’activité de BRCA1, ou inhi-
ber l’une des trois molécules suivantes : BRCA1, PARP1 ou ERK1/2. L’inférence du gain
de l’apoptose sur le modèle permet de récupérer le partenariat de létalité synthétique
entre BRCA1 et PARP1 qui est un phénomène connu [47, 42]. L’utilisation d’inhibiteur
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de PARP1 chez les patients présentant une déficience en BRCA1 empêche toute pos-
sibilité de réparation de l’ADN, ce qui entraîne des dommages permanents de l’ADN
et induit l’apoptose de la cellule cancéreuse [35, 61]. L’inférence prévoit également que
l’inhibition de l’EGFR serait létale synthétique avec des mutations BRCA1. Ceci est cor-
roboré par l’observation que les propriétés de prolifération des cellules déficientes en
BRCA sont sensibles à l’inhibition de l’EGFR par l’erlotinib [17]. Nous n’avons trouvé
aucun travail publié suggérant que l’inhibition de l’ERK1/2 dans de telles cellules serait
létale synthétique.
3 Cancer de la vessie
Le cancer de la vessie est un cancer fréquent dans les pays occidentaux. Les thé-
rapies utilisées actuellement sont la chirurgie, la radiation et des chimiothérapies non
ciblées [51]. Ce cancer est associé à un fort taux de récidive. Des thérapies ciblées sont
actuellement en développement ou au stade d’essai clinique sans démonstration claire
de leur efficacité d’après [40].
3.1 Présentation du modèle
Le modèle sauvage du cancer de la vessie développé dans [84] est un réseau mul-
tivalué décrit par un graphe d’interaction composé de 30 sommets et 84 interactions.
Il contient les voies et gènes principaux impliqués dans la régulation du cycle cellu-
laire et de l’apoptose dans les cellules cancéreuses de la vessie. Le réseau contient 5
variables multivaluées (pouvant prendre les valeurs 0,1 et 2) (E2F3, E2F1, CHEK1/2,
ATM and Apoptosis), 4 variables d’entrée (EGFRstimulus, FGFR3stimulus, DNAdamage
and Growthinhibitor) et 3 variables de sortie : Proliferation, Apoptosis et GrowthArrest.
Les variables d’entrée sont des variables dont la fonction associée est une constante
booléenne assimilée à des stimuli extracellulaires (EGFRstimulus, FGFR3stimulus and
GrowthInhibitor) ou intracellulaires (DNAdamage) tandis que les variables de sortie
sont des variables «conceptuelles» n’agissant sur aucune autre variable et qui corres-
pondent à des «observateurs» de l’activité des gènes représentatifs d’une fonctionna-
lité cellulaire (c’est à dire les biomarqueurs). Notre cadre théorique s’appliquant aux
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réseaux booléens exclusivement, nous avons d’abord traduit ce réseau multivalué en
réseau booléen. Pour cela, nous avons utilisé l’algorithme décrit par [31] consistant à
encoder une variable entière m par m variables booléennes. Cet encodage permet de
préserver le comportement dynamique du réseau. Nous obtenons un réseau booléen
à 35 variables et 117 interactions, où chaque variable multivaluée x est représentée par
deux variables x et xλ2. La sortie Apoptosis du réseau de référence étant multivalué, le
réseau «booléanisé» a 4 lecteurs de comportement cellulaire : Proliferation, Apoptosis,
Apoptosisλ2 et GrowthArrest.
Afin d’avoir un modèle générique sans variable à valeur constante, nous ajoutons
des boucles d’auto-régulation positives sur les variables d’entrée. Le réseau booléen
sauvage ainsi défini a 20 états stables correspondant aux 20 états stables obtenus dans
l’article de référence (Table S2 du Matériel supplémentaire) par simulation de toutes
les interprétations possibles sur les variables d’entrée. Les 20 états stables peuvent être
classé en 3 phénotypes sur la base de l’état des observateurs :
— Les états stables correspondant au phénotype prolifératif ont la signature sui-
vante :
{Proliferation 7→ 1,Apoptosis 7→ 0,Apoptosisλ2 7→ 0,GrowthArrest 7→ 0}.
— Les états stables correspondant au phénotype apoptotique ont la signature sui-
vante :
{Proliferation 7→ 0,Apoptosis 7→ 1,Apoptosisλ2 7→ 0,GrowthArrest 7→ 1}.
— Les états stables correspondant au phénotype d’arrêt de la croissance ont la si-
gnature suivante :
{Proliferation 7→ 0,Apoptosis 7→ 0,Apoptosisλ2 7→ 0,GrowthArrest 7→ 1}.
Le réseau sauvage possède 9 états stables apoptotiques, 7 états stables d’arrêt de la
croissance et 4 états stables prolifératifs. Le graphe d’interaction issu de l’article, les
formules booléennes obtenues par traduction du réseau multivalué et les états stables
colorés selon le phénotype qu’ils représentent sont donnés dans l’annexe de ce cha-
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pitre (section 4).
3.2 Requêtes et solutions
En suivant le même raisonnement que pour la spécification des requêtes sur le mo-
dèle du cancer du sein décrite plus haut, l’inférence des perturbations causales de la
transformation du modèle sauvage en modèle cancéreux s’exprime par une requête
spécifiant que tous les états stables et au moins un état stable doivent avoir une si-
gnature de phénotype prolifératif. Cette requête de reprogrammation s’exprime donc
de la façon suivante : p ∧♦p avec p correspondant au marquage de la signature du
phénotype prolifératif, soit :
p = Proliferation∧¬Apoptosis∧¬Apoptosisλ2∧¬GrowthArrest.
# Noyaux de reprogrammation dep ∧♦p
1 E2F3 = 0, CyclinD1 = 1, EGFR = 1
2 E2F3 = 0, CyclinD1 = 1, FGFR3 = 1, PI3K = 1
3 E2F3 = 0, CyclinD1 = 1, RAS = 1, PI3K = 1
4 E2F3 = 0, p16INK4a = 0, EGFR = 1, MDM2 = 1
5 E2F3 = 0, p16INK4a = 0, EGFR = 1, PI3K = 1
6 E2F3 = 0, p16INK4a = 0, EGFR = 1, TP53 = 0
7 E2F3 = 0, p16INK4a = 0, FGFR3 = 1, PI3K = 1
8 E2F3 = 0, p16INK4a = 0, RAS = 1, PI3K = 1
9 E2F3 = 0, RBL2 = 0, EGFR = 1, RB1 = 0
10 E2F3 = 0, RBL2 = 0, EGFR = 1, MDM2=1
11 E2F3 = 0, RBL2 = 0, EGFR = 1, p16INK4a = 1
12 E2F3 = 0, RBL2 = 0, EGFR = 1, PI3K = 1
13 E2F3 = 0, RBL2 = 0, EGFR = 1, TP53 = 0
14 E2F3 = 0, RBL2 = 0, FGFR3 = 1, PI3K = 1
15 E2F3 = 0, RBL2 = 0, RAS = 1, PI3K = 1
Tableau 3.7 – Solutions de l’inférence pour l’inférence des gènes causaux de
la transformation de modèle sauvage à modèle prolifératif.
Les algorithmes d’inférence PLNE utilisés pour l’inférence des noyaux de repro-
grammation ne pouvant traiter un réseau booléen de cette taille contrôlé sur toutes les
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variables, nous avons sélectionné les gènes d’intérêt de façon à pouvoir comparer les
résultats obtenus par inférence aux résultats obtenus par simulation dans l’article de
référence. Les gènes d’intérêt sont les 11 gènes de l’ensemble suivant :
{TP53,E2F3,FGFR3,p16INK4a,RAS,CyclinD1,PI3K,MDM2,EGFR,RBL2,RB1}.
Ils correspondent à 12 variables dans le réseau booléen, E2F3 étant un gène multivalué
et donc représenté par 2 variables E2F3 et E2F3λ2. De façon à réduire encore le temps
de calcul, nous fixons le nombre de variables pouvant être gelées simultanément à 7 et
inférons les noyaux de reprogrammation sur tous les ensembles de 7 variables contrô-
lées parmi les 12 variables d’intérêt (soit 792 combinaisons de 7 variables contrôlées,
temps de calcul de 2079 secondes/35 minutes). L’union de toutes les solutions trouvées
est donnée dans le tableau 3.7.
3.3 Analyse des solutions
L’analyse des solutions de l’inférence des gènes causaux du cancer sur le modèle
de la vessie suit le même schéma que l’analyse des solutions pour le modèle du cancer
du sein : nous comparons d’abord la valeur du gel pour chaque gène individuellement,
de façon à vérifier que l’interprétation du rôle du gène i.e., oncogène versus gène sup-
presseur de tumeur (GST) est conforme à la connaissance biologique. Puis, nous com-
parons les solutions dans leur globalité. Cette comparaison n’est pas faite sur la base
de la littérature comme pour le cancer du sein mais en utilisant les données patients
utilisées dans l’article de référence.
3.3.1 Oncogènes versus GST
Comme pour les solutions du cancer du sein, nous avons comparé les valeurs de gel
des variables dans les solutions inférées avec leur classification en tant qu’oncogène
ou GST à partir des tableaux de [100]. Dans le tableau 3.8, nous donnons, pour chaque
variable affectée par un gel dans au moins une des solutions de l’inférence, le sym-
bole par lequel il est identifié dans les tableaux de [100], ses scores oncogène et GST,
sa classification et le tableau de référence dans lequel peut être retrouvée cette classi-
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Variable Symbole Oncogène
(%)
GST (%) Rôle Table
Gel à 0
TP53 TP53 73 20 GST S2A
RB1 RB1 4 80 GST S2A
Gel à 1
PI3K PI3KCA 95 1 oncogène S2A
EGFR EGFR 97 0 oncogène S2A
FGFR3 FGFR3 99 0 oncogène S2A
CyclinD1 CCND1 - - oncogène S2B
RAS
HRAS 96
0 oncogene S2AKRAS 100
NRAS 99
MDM2 - - - oncogène S2B
Gel à 0 ou à 1 selon les solutions
p16INK4a CDKN2A 32 49 GST S2A
Tableau 3.8 – Comparaison de la valeur du gel dans les solutions de l’infé-
rence aux score oncogènes et GST et au rôle attribué aux gènes dans [100].
fication. Pour les deux gènes qui ne sont pas représentés dans les tableaux de l’article
de référence (soit E2F3 et RBL2), nous avons réalisé une recherche bibliographique.
E2F3 est identifié comme oncogène dans toutes les références trouvées [38, 44, 79], le
rôle de RBL2 est moins documenté mais il est identifié comme GST par sa similarité
structurelle avec RB1 [30, 20, 107].
On observe donc que les gènes TP53, RB1 et RBL2 sont correctement assimilés à des
GST par leur gel à 0 dans les solutions et que les gènes PI3K, EGFR, FGFR3 et CCND1
sont correctement assimilés à des oncogènes par leur gel à 1 dans les solutions. E2F3
par contre doit être gelé à 0 dans toutes les solutions alors qu’il est clairement iden-
tifié comme un oncogène dans la littérature. CDKN2A peut être gelé à 1 ou à 0 selon
les solutions. De plus ses scores oncogène/GST sont plus partagés que pour les autres
gènes. Nous avons donc réalisé une recherche bibliographique concernant son rôle.
Deux articles [105, 86] suggèrent que le rôle de CDKN2A est plus complexe que celui
d’un oncogène ou d’un GST strict et remarquent que ce gène peut être sous-exprimé
dans certaines tumeurs ou sur-exprimé dans d’autres selon le contexte mutationnel.
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Sur les 11 gènes étudiés, les solutions de l’inférence sont consistantes en termes de
rôle attribué aux gènes pour 10 de ces gènes. De plus, les solutions suggèrent que les
rôles des gènes peuvent être plus complexes, ce qui est confirmé par la littérature.
3.3.2 Comparaison globale
La comparaison globale a pour objectif de déterminer si les différentes solutions de
reprogrammation sont représentatives des profils de perturbations observés chez les
patients à partir des données issues de l’article [84].
Précision et sensibilité. Une solution de reprogrammation est valide si elle est in-
cluse dans au moins un des profils de perturbation. Un profil est représenté par l’en-
semble des solutions de la reprogrammation s’il inclut au moins une solution. La préci-
sion d’un ensemble de solutions de reprogrammation correspond au ratio de solutions
valides sur le nombre total de solutions de la reprogrammation. La sensibilité corres-
pond au ratio de profils de perturbation représentés sur le nombre total de profils. Afin
de vérifier que la précision des solutions de la reprogrammation est supérieure à l’aléa-
toire, nous l’avons comparé à des ensembles de solutions générés aléatoirement. De
même, nous avons comparé la sensibilité des solutions pour un ensemble de profils à
des ensembles de profils générés aléatoirement.
Formatage des données et génération aléatoire de profils et de solutions. Les don-
nées concernent 178 échantillons prélevés chirurgicalement des tumeurs de patients
et dont les perturbations des 11 gènes précédemment cités ont été évaluées en termes
de présence/absence de mutations ou de variation du nombre de copies du gène (noté
VNC) dans le génome. Dans les échantillons considérés, les gènes TP53, FGFR3, RAS,
PI3KCA peuvent être affectés par des mutations et les gènes CCND1, MDM2, E2F3,
EGFR, RBL2, CDKN2A et RB1 par des VNC. Dans les données issues de [84], chaque pa-
tient est associé à un profil de perturbation. Un profil de perturbation associe à chaque
gène de l’ensemble {TP53,FGFR3,RAS,PI3KCA} une valeur 1 si le gène est muté chez
le patient ou une valeur 0 si ce gène n’est pas muté et à chaque gène de l’ensemble
{CCND1,MDM2,E2F3,EGFR,RBL2,CDKN2A,RB1} une valeur de 0 si le gène n’est pas
affecté par une VNC, ou une valeur de −1 si une des deux copies du gène est man-
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quante, de −2 si les deux copies sont manquantes, de 1 si on observe la présence d’une
copie supplémentaire du gène ou de 2 si on oberve deux copies supplémentaires du
gène.
Afin de pouvoir comparer les profils de perturbation aux solutions de la reprogram-
mation, nous avons formaté ces données de la façon suivante. N’ayant pas d’informa-
tion sur l’effet fonctionnel des mutations (baisse ou augmentation de l’expression du
gène), un profil patient contient le gène uniquement si celui-ci est muté chez le pa-
tient. En ce qui concerne les VNC, les VNC négatives étant souvent associées à une
sous-expression de la protéine codée par le gène et les VNC positives à une surexpres-
sion de la protéine, un profil patient ne contient pas la perturbation si le gène n’est
pas affecté, contient la perturbation g = 0 si le gène g a une VNC négative et contient
la perturbation g = 1 si le gène g a une VNC positive. Par exemple, un patient dont
le génome de la cellule cancéreuse contient une mutation du gène TP53, une VNC de
CDKN2A de −2 et une VNC de RB1 de 1 sera représenté par le profil de perturbations
{TP53,CDKN2A = 0,RB1 = 1}. Les données formatées correspondent à un ensemble de
profils de perturbations. 12 de ces profils sont vides et la suppression des duplicats gé-
nère un ensemble de 121 profils différents. Nous supprimons également les 20 profils
contenant deux perturbations ou moins. La perturbation E2F3 = 0 présente dans tous
les noyaux n’étant pas pertinente (E2F3 est un oncogène), nous l’avons supprimée de
toutes les solutions.
La génération aléatoire de solutions est réalisée par échantillonnage (tirage sans
remise) selon une loi uniforme à partir de l’ensemble de toutes les perturbations (ex-
cepté celles affectant E2F3) et en respectant les contraintes suivantes :
— les solutions aléatoires ont le même nombre de gènes mutés et de gènes atteints
par des VNC que les solutions calculées ;
— une solution ne peut contenir à la fois g = 0 et g = 1.
De même, la génération aléatoire de profils est réalisée par échantillonnage selon
une loi uniforme à partir de l’ensemble de toutes les perturbations et en respectant les
contraintes suivantes :
— les profils aléatoires ont le même nombre de gènes mutés et de gènes atteints
par des VNC que les profils patients issus des données;
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— un profil ne peut contenir à la fois g = 0 et g = 1.
Résultats. Dix des quinze solutions inférées sont incluses dans au moins un pro-
fil, ce qui fait une précision de 66,67%. La précision moyenne pour 500 ensembles
de 15 solutions aléatoires est de 42,92%. Trente-six des quatre-vingt onze profils pa-
tients incluent au moins une solution de reprogrammation, ce qui fait une sensibilité
de 39,56%. La sensibilité moyenne pour 500 ensembles de 91 profils aléatoires est de
18,19%. Ces résultats suggèrent que les solutions de la reprogrammation du cancer de
la vessie ont un pouvoir prédictif supérieur à l’aléatoire puisqu’elles sont à la fois plus
précises et plus sensibles que le hasard.
Redondance et coopération. Dans l’article de référence, les auteurs ont évalué les
relations d’exclusion mutuelle et de co-occurence existant entre les différentes paires
de perturbations dans les données, leurs résultats sont donnés sur la figure 3.4. Leurs
résultats, évalués statistiquement, ne peuvent être exhaustifs : certaines relations ne
peuvent être établies du fait du manque de données. La relation d’exclusion mutuelle
entre FGFR3 et RAS est représentée dans les solutions, dont aucune ne contient simul-
tanément des perturbations des deux gènes. Il en est de même pour la relation d’ex-
clusion mutuelle entre TP53 et FGFR3. La co-occurence de perturbations de FGFR3 et
CDKN2A est retrouvée dans la solution 7, la co-occurence de FGFR3 et PIK3CA dans les
solutions 2, 7 et 1 et la co-occurence de CDKN2A et PIK3CA dans la solution 7. La re-
lation de co-occurence entre CDKN2A et cycline D1 n’est représentée. Les auteurs ont
observés que leur perturbation simultanée est responsable d’une baisse du nombre
d’états stables associés à l’arrêt de la croissance mais n’a pas d’incidence sur les états
stables apoptotiques. La relation de co-occurence entre FGFR3 et Cyclin D1 n’est pas
non plus représentée. Les auteurs avaient remarqué que le modèle ne représentait pas
cette co-occurence. Les relations concernant E2F3 ne peuvent être analysées car la per-
turbation de E2F3 dans les solutions de reprogrammation n’est pas conforme aux ob-
servations biologiques.
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Figure 3.4 – Relations d’exclusion mutuelle et de coopération entre les gènes
perturbés dans les données patients (reproduit à partir de [84]).
4 Annexe du chapitre
Cette annexe contient :
1. les tableaux présentant les noyaux de reprogrammation avec paramètres de
contrôle en Gel-U pour l’inférence des gènes causaux (tableau 3.9) et des cibles
thérapeutiques (tableau 3.10) pour le cancer du sein;
2. le graphe d’interaction (figure 3.5) du modèle multivalué du cancer de la vessie
présenté dans l’article [84] ;
3. les tableaux 3.11, 3.12, et 3.13 contenant les formules propositionnelles après
transformation du réseau multivalué en réseau booléen;
4. les tableaux 3.14 et 3.15 présentant les états stables du réseau booléen.
# Noyaux de reprogrammation dep en Gel-U
1 BRCA1 EGFR = 0, GSK3β CYCD1 = 0
2 BRCA1 EGFR = 0, PTEN PI3KCA = 0
3 BRCA1 EGFR = 0, BRCA1 TP53 = 0
4 BRCA1 EGFR = 0, BRCA1 CYCD1 = 0
5 BRCA1 EGFR = 0, TP53 PTEN = 0
Tableau 3.9 – Solutions de l’inférence des perturbations causales de la trans-
formation de modèle sauvage à modèle cancéreux avec des paramètres de
contrôle en Gel-U pour le modèle du cancer du sein.
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# Noyaux de reprogrammation de ♦q en Gel-U
1 ERK1/2 PARP1 = 0
2 EGFR ERK1/2 = 0
3 PARP1 CYCD1 = 0, PARP1 TP53 = 0
Tableau 3.10 – Solutions de l’inférence de cibles thérapeutiques pour le can-
cer de type BRCA1 avec des paramètres de contrôle en Gel-U pour le modèle
du cancer du sein.
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#
EGFR.stimulus
FGFR3.stimulus
DNAdamage
GrowthInhibitors
Proliferation
Apoptosis
Apoptosisλ2
GrowthArrest
EGFR
FGFR3
RAS
E2F1
E2F1λ2
E2F3
E2F3λ2
CyclinD1
CyclinE1
CyclinA
CDC25A
p16INK4a
RB1
RBL2
p21CIP
ATM
ATMλ2
CHEK1/2
CHEK1/2λ2
MDM2
TP53
p14ARF
PTEN
PI3K
AKT
GRB2
SPRY
1
1
1
1
1
0
1
0
1
0
1
1
0
0
1
0
0
0
0
0
1
0
1
1
1
0
1
0
0
1
0
1
0
0
0
1
2
1
1
1
1
0
1
0
1
0
1
1
0
0
0
0
0
0
0
0
0
1
1
1
1
0
1
0
0
1
0
1
0
0
0
1
3
1
1
1
0
0
1
0
1
0
1
1
0
0
0
0
0
0
0
0
0
1
1
1
1
0
1
0
0
1
0
1
0
0
0
1
4
1
1
0
1
1
0
0
0
0
1
1
1
0
1
0
0
1
1
1
1
0
0
0
0
0
0
0
0
0
1
0
0
0
0
1
5
1
1
0
1
0
0
0
1
0
1
1
0
0
1
0
0
0
0
0
1
0
1
1
0
0
0
0
0
0
0
0
0
0
0
1
6
1
1
0
1
0
0
0
1
0
1
1
0
0
0
0
0
0
0
0
0
1
1
1
0
0
0
0
0
0
0
0
0
0
0
1
7
1
1
0
0
1
0
0
0
0
1
1
1
0
1
0
1
1
1
1
0
0
0
0
0
0
0
0
0
0
1
0
0
0
0
1
8
0
1
1
1
0
1
0
1
0
1
1
0
0
1
0
0
0
0
0
1
0
1
1
1
0
1
0
0
1
0
1
0
0
0
1
9
0
1
1
1
0
1
0
1
0
1
1
0
0
0
0
0
0
0
0
0
1
1
1
1
0
1
0
0
1
0
1
0
0
0
1
10
0
1
1
0
0
1
0
1
0
1
1
0
0
0
0
0
0
0
0
0
1
1
1
1
0
1
0
0
1
0
1
0
0
0
1
Ta
b
le
au
3.
14
–
É
ta
ts
st
ab
le
s
d
u
ré
se
au
b
o
o
lé
en
m
o
d
èl
e
d
u
ca
n
ce
r
d
e
la
ve
ss
ie
.L
es
co
lo
n
n
es
co
rr
es
p
o
n
d
an
ta
u
so
m
m
et
s
d
’e
n
tr
ée
(s
ti
m
u
li
)d
u
ré
se
au
so
n
t
co
lo
ré
es
en
gr
is
,l
es
ét
at
s
st
ab
le
s
co
rr
es
p
o
n
d
an
t
à
u
n
p
h
én
o
ty
p
e
ap
o
p
to
ti
q
u
e
so
n
t
co
lo
ré
s
en
ro
u
ge
,c
eu
x
co
rr
es
p
o
n
d
an
t
à
u
n
p
h
én
o
ty
p
e
d
’a
rr
êt
d
e
la
cr
o
is
sa
n
ce
en
ja
u
n
e
et
ce
u
x
co
rr
es
p
o
n
d
an
tà
u
n
p
h
én
o
ty
p
e
p
ro
li
fé
ra
ti
fe
n
o
ra
n
ge
.
91 4. Annexe du chapitre
#
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GrowthArrest
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Chapitre 4
Comparaison de performances
Le calcul des noyaux de reprogrammation est un problème NP-difficile, dont la ré-
solution est présentée au chapitre 2 par deux méthodes, PLNE-Noyau et DDB-Noyau.
Dans ce chapitre, nous comparons les performances de ces deux méthodes en éva-
luant différentes techniques heuristiques permettant de réduire le temps de calcul.
Ces techniques ont pour objectif de réduire la profondeur des DDBOR... concernent
la spécification de contraintes sur les paramètres de contrôle pour PLNE et DDB et des
tests sur des techniques de réduction de la taille du DDB avec des règles sur l’ordre
des variables pour la construction du DDB et la réduction des paramètres de contrôle
positifs.
1 PLNE-Noyau
PLNE-Noyau est une méthode itérative permettant le calcul des noyaux de repro-
grammation un par un selon un mode de reprogrammation donné. La minimalité de
ces impliquants implique qu’ils ne peuvent contenir à la fois un paramètre de contrôle
actif u0i gelant une variable à 0 et un paramètre de contrôle actif u
1
i gelant la même
variable à 1. Cela peut être décrit dans la formule spécifiant les observations par l’ajout
de clauses u1i ∨u0i car la seule configuration pour laquelle cette contrainte est fausse
est que les deux paramètres de contrôle soient actifs (donc égaux à 0 par convention).
Nous avons testé, pour les modes de possibilité et de nécessité, les performances de
la méthodes PLNE-Noyau avec ou sans cette contrainte. Les calculs sont réalisés sur
93
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# agents
Temps de calcul Nombre de clauses
Moyenne Ecart-type Moyenne Ecart-type
10 0.0296402 0.0150994 26.1 13.1385
20 0.0530403 0.0415523 30.8 42.8186
30 0.767525 2.24556 167.1 8.32814
40 0.0795605 0.0220037 227.25 7.34757
50 1.38763 4.48424 287.9 10.9732
60 1.35175 5.7259 347.3 13.6925
Tableau 4.1 – Temps de calcul moyen (en secondes) et nombre moyen de
clauses de la FNC représentant les observations pour les requêtes de Possi-
bilité.
des réseaux booléens monotones de taille croissante générés aléatoirement et dont les
variables sont contrôlées par des paramètres de contrôle en Gel-D (définition). La gé-
nération aléatoire des réseaux booléens est réalisée selon les étapes suivantes :
1. génération aléatoire d’un graphe d’interaction non dirigé de type scale-free se-
lon la méthode décrite par Albert Barabasi [9] avec l’ajout d’un sommet connecté
par deux interactions à chaque étape ;
2. affectation aléatoire équiprobable d’une direction et d’un signe à chaque inter-
action;
3. affectation aléatoire d’une fonction booléenne à chaque sommet du graphe et
dépendant des interacteurs du sommet.
De plus, un marquage est défini arbitrairement sur deux variables (x1, x2), qui sont
les seules à ne pas être contrôlées. Le calcul des noyaux est arrêté lorsque le temps de
calcul excède 10 minutes. Pour chaque taille, 10 réseaux sont générés. Les tests sont
réalisés sur un ordinateur HP EliteBook 820 G2 Intel Core (2.30 GHz i5-5300U CPU
avec 16 Go de mémoire.
Pour les requêtes de Possibilité, le temps de calcul des noyaux est compris entre 0 et
1 seconde pour les réseaux jusqu’à 50 variables et entre 1 et 2 secondes pour les réseaux
de 50 à 60 variables. La méthode passe donc à l’échelle pour les tailles de modèles
biologiques publiés. La moyenne du temps de calcul pour les 10 réseaux en fonction de
la taille du réseau booléen pour les requêtes de nécessité est donné dans la figure 4.2.
La méthode PLNE-Noyau est donc beaucoup plus efficace pour le calcul des noyaux
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# agents
Temps de calcul Nombre de clauses
Moyenne Ecart-type Moyenne Ecart-type
6 0.0826805 0.0472362 34.9 14.9628
7 0.146641 0.13613 71.55 34.2936
8 0.634924 0.629443 197.6 106.937
9 3.69098 3.64535 534.2 185.472
10 18.1445 18.1445 1272.9 810.262
11 188.473 (1) 294.761 3539.7 1996.91
12 - - - -
Tableau 4.2 – Temps de calcul moyen (en secondes) et nombre moyen de
clauses de la FNC représentant les observations pour les requêtes de Néces-
sité
de la reprogrammation pour les requêtes de possibilité que pour les requêtes de néces-
sité. En effet, pour les requêtes de nécessité, le temps de calcul devient supérieur à 10
minutes à partir de réseaux à 11 variables. Par ailleurs, la contrainte sur les paramètres
de contrôle n’affecte pas le temps de calcul.
2 DDB-Noyau
DDB-Noyau est une méthode récursive calculant tous les noyaux de reprogram-
mation à la fois sur un diagramme de décision binaire ordonné et réduit (DDBOR) re-
présentant la formule spécifiant les observations selon un mode de reprogrammation
donné. Nous avons donc testé les performances de DDB-Noyau avec diverses options.
Ces options concernent :
1. les contraintes sur les contrôles par ajout de clauses à la formule spécifiant les
observations;
2. la définition d’un ordre sur les variables pour la construction du DDBOR;
3. l’ajout d’une règle de réduction des paramètres de contrôle positifs au cours de
la construction du DDBOR.
Les deux dernières options dépendent de la méthode DDB-Noyau puisqu’elles concer-
nent la construction d’un DDBOR à partir d’une formule.
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Contraintes sur les contrôles. Le nombre d’opérations à réaliser pour le calcul des
impliquants minimaux sur les DDBOR est d’autant plus réduit que la taille des chemins
menant aux sommets terminaux 0 et 1 est petite. L’ajout des contraintes u1i ∨u0i dans
la formule spécifiant les observations augmente la taille de la formule en FNC mais
réduit dans certains cas la taille du DDBOR représentant la formule en le dirigeant
plus rapidement vers les sommets terminaux.
f = (¬d 01 ∨d 12 ∨d 13 )∧ (¬d 01 ∨¬d 02 ∨d 13 )∧ (¬d 01 ∨¬d 02 ∨¬d 13 )
∧ (¬d 01 ∨d 12 ∨¬d 13 )∧ (¬d 02 ∨d 11 ∨¬d 13 )∧ (d 11 ∨d 12 ∨¬d 13 )
∧ (¬d 01 ∨¬d 03 ∨¬d 12 )∧ (¬d 01 ∨¬d 12 ∨d 13 )∧ (¬d 03 ∨d 11 ∨¬d 12 )
∧ (d 11 ∨¬d 12 ∨d 13 )∧ (d 02 ∨d 03 ∨d 11 ∨¬d 12 ∨¬d 13 )
∧ (d 01 ∨d 11 )∧ (d 02 ∨d 12 )∧ (d 03 ∨d 13 )
d 01
d 11 d
1
1
d 02 d
0
2
d 12 d
1
2
d 03 d
0
3
d 13
1 0
d 01
d 11
d 02
d 12
d 03
0 1
Figure 4.1 – Formule f (haut), sa représentation par un DDBOR (gauche) et
un DDBPR (droite).
Ordre des variables. L’ordre des variables pour la construction a une grande influence
sur la taille du DDBOR. La détermination de l’ordre des variables générant un DD-
BOR de taille minimale est un problème NP-complet [16]. Nous utilisons une heuris-
tique se fondant le graphe d’interaction du réseau. En effet, la formule représentant
la condition de stabilité dépend de la spécification du réseau et par conséquent, de
son graphe d’interaction. L’heuristique repose sur la détermination d’un ordre selon
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«l’importance» des variables. L’importance est mesurée par le calcul d’une centralité
du sommet du graphe d’interaction représentant la variable. Après des tests prélimi-
naires, la mesure de centralité de proximité («closeness centralité») apparait la plus
efficace. Pour un graphe à N sommets, la centralité de proximité d’un sommet x, notée
C(x) correspond à l’inverse de la somme de la longueur du plus court chemin de x à
chaque autre sommet y du graphe, soit :
C(x) = N∑
y d(x, y)
Selon cette définition, un sommet x est d’autant plus «central» que C(x) est petit. Une
variable précèdera une autre dans l’ordre si sa centralité de proximité est plus petite.
L’hypothèse expliquant cette efficacité est que le contrôle des variables ayant les plus
faibles mesure de centralité de proximité conduira en moins d’étape aux sommets ter-
minaux : ces sommets sont plus déterminant dans l’évaluation à 0 ou 1 de la fonction
booléenne.
Réduction des paramètres de contrôle positifs. La réduction des paramètres de contrôle
positifs consiste à ajouter une règle de réduction supplémentaire à la construction du
DDBOR. Cette règle supprime les sommets dont le successeur high est le sommet ter-
minal 1 et le successeur low est le sommet terminal 0. En effet, ces sommets s’inter-
prètent comme des littéraux de contrôle positifs qui ne font pas partie des noyaux (qui
ne contiennent, par définiton, que des paramètres de contrôle négatifs). Dans le pire
des cas, le DDBOR réduit des paramètres de contrôle positifs (noté DDBPR) et le DD-
BOR sont équivalents. Par exemple, dans la figure 4.1, le DDBOR de gauche représente
la formule f sans cette réduction et le DDBOR de droite représente le DDBPR obtenu
avec la règle de réduction des paramètres de contrôle positifs.
Temps de calcul. La figure 4.3 représente les moyennes et écart-types des temps de
calcul de DDB--Noyau avec les différentes options. La courbe rouge correspond à la
méthode intégrant les contraintes sur les paramètres de contrôle et la réduction des
paramètres de contrôle positifs. On peut observer que ces deux options améliorent
sensiblement le temps de calcul et permettent donc de traiter des réseaux de plus
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grande taille. Enfin, sans heuristique sur l’ordre des variables pour la construction du
DDBOR, ce dernier ne peut être construit en dix minutes pour des réseaux dépassant
8 à 9 variables.
3 Comparaison de PLNE-Noyau et DDB-Noyau
La figure 4.4 récapitule les résultats expérimentaux réalisés sur les mêmes réseaux
booléens pour DDB-Noyau et PLNE-Noyau. Elle montre que, pour la Nécessité, la mé-
thode DDB-Noyau est plus efficace. En effet, DDB-Noyau peut gérer des réseaux boo-
léens de taille 16 avec un contrôle de toutes les variables en gel-D, ce qui représente
une augmentation de 45% par rapport à la méthode PLNE.
En comparant le nombre de clauses des FNC pour les requêtes de Nécessité et de
possibilité (tableaux 4.1 et 4.2), on constate que le nombre de clauses explose rapi-
dement pour les requêtes de Nécessité, affectant les performances de PLNE-Noyau
mais pas celles de DDB-Noyau car la représentation d’un DDBOR est canonique. Pour
conclure, il apparaît que PLNE-Noyau est plus performant pour la résolution des re-
quêtes de Possibilité et DDB-Noyau pour la résolution des requêtes de nécessité.
99 3. Comparaison de PLNE-Noyau et DDB-Noyau
Figure 4.2 – Moyenne et écart-types des temps de calcul (en secondes) des
noyaux de la reprogrammation par la méthode PLNE-Noyau pour des re-
quêtes de Nécessité en fonction de la taille du réseau booléen. Les chiffres
entre parenthèses correspondent au nombre de réseaux pour lesquels le cal-
cul n’a pu s’achever avant les 10 minutes. Pour chaque taille, 10 réseaux sont
générés.
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Figure 4.3 – Moyennes et écart-types des temps de calcul (en secondes)
des noyaux de la reprogrammation par la méthode BDD-Noyau pour des
requêtes de Nécessité en fonction de la taille du réseau booléen (10 ré-
seaux/taille). Les chiffres entre parenthèses correspondent au nombre de
réseaux pour lesquels le calcul n’a pu s’achever avant les 10 minutes. L’ordre
des variables pour la construction du DDBOR est déterminé selon la centra-
lité de proximité des variables contrôlées.
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Figure 4.4 – Moyennes et écart-types des temps de calcul (en secondes)
des noyaux de la reprogrammation par les méthodes PLNE-Noyau sans
contraintes et BDD-Noyau optimisé pour des requêtes de Nécessité en fonc-
tion de la taille des réseaux booléens (10 réseaux/taille). Les chiffres entre
parenthèses correspondent au nombre de réseaux pour lesquels le calcul
n’a pu s’achever avant les 10 minutes.

Conclusion et perspectives
La médecine de précision est un champ de recherche en biologie moléculaire et
médicale dont un enjeu majeur est la définition des maladies à l’échelle moléculaire
et la découverte de nouvelles cibles thérapeutiques pour les traiter. Or, les maladies
humaines les plus courantes sont des maladies dites complexes, qui sont dues à des
perturbations multiples et diverses des systèmes moléculaires. Une des difficultés de
cet enjeu réside donc dans la complexité de la relation entre l’information génétique et,
plus largement, moléculaire, contenue dans les systèmes biologiques et le comporte-
ment de ces systèmes (la relation «génotype-phénotype»). La complexité de cette rela-
tion est notamment mise en lumière par la pléiotropie et l’épistasie des perturbations
moléculaires. Dans cette thèse, nous avons soutenu que l’élaboration de cadres de mo-
délisation fondés sur l’analyse de la dynamique des réseaux moléculaires constitue un
élément essentiel pour déchiffrer cette relation et identifier les perturbations causales
des maladies complexes et les modes d’action de leur traitement.
Nous proposons un cadre de modélisation de reprogrammation comportementale
des systèmes dynamiques booléens qui assimile les causes des maladies complexes à
des perturbations des fonctions dynamiques locales dont la conséquence est la repro-
grammation de la dynamique globale de ces systèmes. Ce cadre de modélisation s’ap-
puie, d’une part, sur les réseaux booléens contrôlés et, d’autre part, sur la définition
de modes (Possibilité, Nécessité) permettant d’exprimer les objectifs de la reprogram-
mation. Les réseaux booléens contrôlés sont des réseaux booléens dans lesquels sont
insérés des paramètres de contrôle modélisant les perturbations associées aux causes
des maladies et aux modes d’action des médicaments. Les actions de contrôle sont de
deux types : le Gel-D, qui gèle les valeurs des variables du réseaux et le Gel-U qui gèle les
valeurs des interactions entre les variables du réseau. Les contrôles par gel de valeurs
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s’assimilent aux perturbations des réseaux d’interaction biologiques provoquées par
des mutations ou des médicaments. Les deux modes de reprogrammation : la possibi-
lité et la nécessité, définissent les conséquences des perturbations sur les états stables
du réseau booléen et modélisent donc les effets des maladies et des médicaments sur
le comportement du système biologique.
À partir de ce cadre, nous décrivons des méthodes permettant le calcul exhaus-
tif des noyaux de la reprogrammation, c’est-à-dire des ensembles minimaux d’action
permettant la reprogrammation selon une requête d’objectif exprimée en fonction du
mode. Nous démontrons que ce calcul s’exprime comme un problème d’inférence ab-
ductive en logique propositionnelle qui consiste à inférer les causes les plus explica-
tives de faits observables représentés par une formule booléenne au regard d’une théo-
rie.
En nous appuyant sur les méthodes historiques permettant le calcul des impli-
quants premiers des fonctions booléennes, à savoir la procédure du consensus et son
expression en problème de minimisation logique, nous développons deux méthodes
permettant le calcul de l’ensemble des noyaux de la reprogrammation. La première
méthode, appelée PLNE-Noyau, est un algorithme itératif fondé sur la programmation
linéaire en nombres entiers et permettant le calcul des noyaux de reprogrammation
un par un. Cette méthode permet également d’assigner des coûts aux perturbations
et de prioriser ainsi le calcul des noyaux de reprogrammation minimisant ce coût. La
seconde méthode, appelée DDB-Noyau, est un algorithme récursif dérivé de la procé-
dure du consensus et permettant le calcul de tous les noyaux de reprogrammation à
la fois à partir d’une représentation compactée de la formule booléenne en arbre de
décision binaire ordonné et réduit [13, 11, 12].
Enfin, nous évaluons la pertinence du cadre de modélisation pour l’identification
des perturbations causales responsables de la transformation d’une cellule saine en
cellule cancéreuse et pour la découverte de cibles thérapeutiques permettant de pous-
ser la cellule cancéreuse vers l’apoptose. Dans un premier temps, nous réalisons une
preuve de concept de l’approche sur un modèle conçu pour le cancer du sein. Le can-
cer du sein est un modèle de maladie, dans le sens où il est classé en sous-types selon
la cause moléculaire, et, dans le cas du cancer de sous-type BRCA1, il existe un trai-
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tement chimiothérapeutique ciblé consistant à inhiber la molécule PARP1 qui est le
partenaire synthétique létal de BRCA1. Nous montrons notamment que les perturba-
tions causales de la transformation du modèle sain en modèle cancéreux sont compa-
tibles avec la connaissance biologique : la valeur de gel des variables du réseau boo-
léen discrimine les rôles des gènes en oncogènes et gènes suppresseurs de tumeurs et
récupère la mutation causale du gène BRCA1. De plus, la récupération de l’apoptose
à partir du modèle malade avec une mutation de BRCA1 récupère le phénomène de
létalité synthétique entre PARP1 et BRCA1. La létalité synthétique constitue un traite-
ment anti-cancéreux optimal car il cible spécifiquement les celllules tumorales. Dans
un deuxième temps, nous appliquons ce même protocole à un modèle publié du can-
cer de la vessie afin de garantir la reproductibilité des résultats. Nous montrons que la
ségrégation oncogènes et gènes supresseur de tumeurs est également observée dans
les noyaux de reprogrammation. Nous avons également proposé d’autres prédictions
à valider notamment concernant le rôle du gène CDNK2A.
Pour conclure, cette thèse présente donc une nouvelle approche théorique et algo-
rithmique originale pour l’étude des causes des maladies complexes et de leur théra-
pie. Son application à des modèles de cellules donne des résultats cohérents avec la
connaissance biologique dans le cas du cancer.
Perspectives. Fearon et Vogelstein ont démontré en 1990 que la tumorigenèse du
cancer colorectal repose sur une séquence de perturbations de trois gènes [37], ap-
pelée «séquence de Vogelstein». Cette séquence suggère que l’acquisition d’un phé-
notype cancéreux nécessite de passer par différents stades intermédiaires et que, si
ces mêmes perturbations arrivent dans un ordre différent de celui observé, la cellule
meure avant de développer son potentiel cancéreux. Une perspective intéressante d’élar-
gissement du cadre théorique consisterait à définir de nouveaux modes de reprogram-
mation permettant la prise en compte de la temporalité des perturbations. Ces nou-
veaux modes de reprogrammation pourraient être spécifiés soit en spécifiant une sé-
quence de contrôles correspondant à une application successive des différents contrôles,
soit par un contrôle rétro-actif se modifiant selon l’état des variables obtenues après
une précédente reprogrammation.
Par ailleurs, les cellules cancéreuses peuvent être résistantes aux traitements et les
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traitements peuvent être efficaces mais générer des effets secondaires importants de
par leurs effets sur les cellules saines de l’organisme. Les auteurs de [53] associent la
résistance aux médicaments aux propriétés de robustesse des cellules cancéreuses et
les effets secondaires à la fragilité des cellules saines. Modéliser ces mécanismes de
résistance et d’effets secondaires permettraient d’affiner les prédictions de cibles thé-
rapeutiques en favorisant les cibles générant moins d’effets secondaires et/ou moins
susceptibles de provoquer des mécanismes de résistance dans les cellules cancéreuses.
Un des mécanisme de robustesses concerne l’hétérogénéite des cellules cancéreuses :
les cellules constituant une tumeur peuvent contenir des mutations différentes. Une
solution serait alors de définir les noyaux de reprogrammation de façon à ce qu’ils
constituent une stratégie commune à différents modèles malades. Pour éviter les effets
secondaires, les noyaux de reprogrammation devraient garantir que les perturbations
proposées maintiennent les états stables du système sain.
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Reprogrammation comportementale : modèles, algorithmes et application aux maladies com-
plexes
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complexes
Résumé : Les maladies complexes comme le
Cancer et la maladie d’Alzheimer sont causées
par des perturbations moléculaires multiples res-
ponsables d’un comportement cellulaire patholo-
gique. Un enjeu majeur de la médecine de préci-
sion est l’identification des perturbations molécu-
laires induites par les maladies complexes et les
thérapies à partir de leurs conséquences sur les
phénotypes cellulaires.
Nous définissons un modèle des maladies com-
plexes, appelé la reprogrammation comporte-
mentale, assimilant les perturbations molécu-
laires à des altérations des fonctions dynamiques
locales de systèmes dynamiques discrets indui-
sant une reprogrammation de la dynamique glo-
bale du réseau. Ce cadre de modélisation s’appuie
d’une part, sur les réseaux booléens contrôlés, qui
sont des réseaux booléens dans lesquels sont in-
sérés des paramètres de contrôle modélisant les
perturbations et, d’autre part, sur la définition de
modes (Possibilité, Nécessité) permettant d’expri-
mer les objectifs de cette reprogrammation.
À partir de ce cadre, nous démontrons que le cal-
cul des noyaux, c’est-à-dire, des ensembles mi-
nimaux d’actions permettant la reprogrammation
selon un mode s’exprime comme un problème
d’inférence abductive en logique proposition-
nelle. En nous appuyant sur les méthodes histo-
riques de calcul d’impliquants premiers des fonc-
tions booléennes, nous développons deux mé-
thodes permettant le calcul exhaustif des noyaux
de la reprogrammation.
Enfin, nous évaluons la pertinence du cadre de
modélisation pour l’identification des perturba-
tions responsables de la transformation d’une
cellule saine en cellule cancéreuse et la décou-
verte de cibles thérapeutiques sur un modèle
du cancer du sein. Nous montrons notamment
que les perturbations inférées par nos méthodes
sont compatibles avec la connaissance biologique
en discriminant les oncogènes des gènes sup-
presseurs de tumeurs et en récupérant la muta-
tion du gène BRCA1. De plus, la méthode récu-
père le phénomène de létalité synthétique entre
PARP1 et BRCA1, qui constitue un traitement anti-
cancéreux optimal car il cible spécifiquement les
cellules tumorales.
Behavioral reprogramming : models, algorithms and application to complex diseases
Keywords : Boolean Control Networks ; Abduction; Behavioral Reprogramming; Complex Diseases
Abstract : Complex diseases such as cancer and
Alzheimer’s are caused by multiple molecular per-
turbations responsible for pathological cellular
behavior. A major challenge of precision medi-
cine is the identification of the molecular pertur-
bations induced by the diseases and the therapies
from their consequences on cell phenotypes.
We define a model of complex diseases, called be-
havioral reprogramming, that assimilates the mo-
lecular perturbations to alterations of the dynamic
local functions of discrete dynamical systems in-
ducing a reprogramming of the global dynamics
of the network. This modeling framework relies
on the one hand, on Control Boolean networks,
which are Boolean networks containing control
parameters modeling the perturbations and, on
the other hand, the definition of reprogramming
modes (Possibility, Necessity) expressing the ob-
jective of the behavioral reprogramming.
From this framework, we prove that the computa-
tion of the cores, namely, the minimal sets of ac-
tion enabling reprogramming is a problem of ab-
ductive inference in propositional logic. Using his-
torical methods computing the prime implicants
of Boolean functions, we develop two methods
computing all the reprogramming cores.
Finally, we evaluate the modeling framework for
the identification of perturbations responsible for
the transformation of a healthy cell into a can-
cer cell and the discovery of therapeutic targets on
a model of breast cancer. In particular, we show
that the perturbations inferred by our methods are
compatible with biological knowledge by discri-
minating oncogenes and tumor suppressor genes
and by recovering the causal of the BRCA1 gene. In
addition, the method recovers the synthetic letha-
lity phenomenon between PARP1 and BRCA1 that
constitutes an optimal anti-cancer treatment be-
cause it specifically targets tumor cells.
