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Abstract-The paper addresses the problem of qualitative analysis for a class of hybrid dynamical 
systems. This class consists of so-called switched flow networks which are used to model various 
communication, computer, and flexible manufacturing systems. We prove that any hybrid dynamical 
system from this class has a finite number of asymptotically stable limit cycles and any trajectory of 
the system converges to one of these cycles. @ 2002 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Hybrid dynamical systems (HDS) have attracted considerable attention in recent years. In gen- 
eral, hybrid dynamical systems are those that combine continuous and discrete dynamics and 
involve both continuous and discrete state variables. From an engineering viewpoint, a hybrid 
system is a network of digital and analog devices or a digital device that interacts with a contin- 
uous environment. These systems typically contain variables that take values from a continuous 
set (usually, the set of real numbers) and also variables that take values from a discrete set (e.g., 
the set of symbols {ql , qz, . . . , qn}). A simple example is a home climate-control system. Due to 
its on-off nature, the thermostat is modeled as a discrete-event system, whereas the furnace or 
air-conditioner are modeled as continuous-time systems. Some other examples of hybrid systems 
include automotive power train systems, computer disk drives, robotic systems, automotive en- 
gine management, high-level flexible manufacturing systems, intelligent vehicle/highway systems, 
sea/air traffic management, modern spacecraft control systems, job scheduling, interconnected 
power systems, chemical processes. In fact, many problems facing engineers and scientists as they 
seek to use computers to control complex physical systems naturally fit into the HDS framework. 
The study of hybrid dynamical systems represents a difficult and exciting challenge in control 
engineering. This field is referred to as “the control theory of tomorrow” by SIAM News [l]. 
This paper studies a class of hybrid dynamical systems, which are called switched flow networks. 
Special classes of such networks were introduced in [2] to model flexible manufacturing sssem- 
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bly/disassembly systems. Furthermore, these networks are useful to model various computer and 
communication systems, especially those with time-sharing schemes. 
It is known that even very simple flow networks of order 2 can exhibit a chaotic irregular 
unpredictable behavior [3,4]. Such a behavior is unacceptable for many real world engineering 
systems. A typical synthesis problem (e.g., see [4-61) is to find a feedback switching policy 
that guarantees a regular predictable behavior of the network. This problem involves qualitative 
analysis of the corresponding closed-loop system. However, the papers [3-6] considered only 
two-dimensional systems. 
In this paper, we consider quite general networks of arbitrary dimensions. More precisely, 
we assume that the network consists of an arbitrary number of buffers (nodes) connected with 
links (edges). The content of the buffers (called work) arrives from outside the system at certain 
buffers. The network is processed by a single server. It removes work from a selected buffer and 
delivers it along the edges departing from this buffer. The location of the server is a discrete 
control variable and is determined by a feedback policy. We study a quite natural switching 
policy combining the clear-the-largest-buffer-level strategy [2] and the cyclic policy [6,7]. The 
case of the cyclic switching policy for some simple switched flow networks was studied in [7-91. 
The main result of the current paper shows that the corresponding closed-loop system exhibits 
a globally periodic behavior. More precisely, this hybrid system has a finite number of locally 
asymptotically stable limit cycles and any trajectory of the system converges to one of these limit 
cycles. 
To obtain criteria of existence of self-excited oscillations or limit cycles is a very old and 
challenging problem of the classic qualitative theory of differential equations whose origins may 
be traced back to the work of Poincare and Lyapunov; e.g., see [6]. Few constructive results 
are known for nonlinear systems of order higher than 2. It is even harder to study stability 
of limit cycles. The results presented in this paper show that constructive criteria of existence 
and stability of limit cycles can be established for quite general switched flow networks. This 
appears to be surprising and gives us a hope that it is possible to develop a qualitative theory of 
some classes of hybrid dynamical systems, which will be even more constructive than the classic 
qualitative theory of differential equations. 
The proofs of the main results of the current paper are based on the theory developed in [ll]. 
The proofs are available upon request and will be published elsewhere. 
2. SINGLE SERVER FLOW NETWORKS 
Consider an oriented graph 6 with the set of the nodes 
G := (91,. . .,QL,QL+l =m). 
The edge departing from gi and arriving at gj is denoted by (gi, gj). (There is no more than one 
such edge.) The special node 00 is interpreted as the exterior of the system. Correspondingly, 
any edge of the form (oo,gi) or (gi, co) (where i = 1,. . . , L) is regarded as coming from outside 
or, respectively, going outside the system. 
ASSUMPTION 1. The set of the nodes & can be partitioned into a finite number of nonempty 
subsets 
~=sausiu...us~, 
so that the following requirements are satisfied. 
- The set So consists of the only element Ss = {co}. 
- Any edge departing from a node from Si arrives at a node from &+I. Here i = 0,. . . , A4 
and SM+~ := Sc = {co}. 
- Foranynodegj(j = l,..., L), there exists an edge arriving at gj and an edge departing 
from gj . 
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Figure 1. A Row network. 
DEFINITION 1. The set Si (where i = 1,. . . , M) is called the ith layer of the graph. 
Associated with each node 
gEG:={gi,...rgL} 
is a buffer (or tank). Its content is called “work” and interpreted as fluid. The work arrives to 
the system continuously along the edges of the form (oo,g) at a constant rate ps > 0. (Here 
g E Si.) There also is a server (or machine), which serves buffers. At any time, the server is 
processing one of the buffers. The server removes the work from a selected buffer g at a constant 
rate p > 0 and delivers it along the edges departing from g. The constant p does not depend on 
the buffer. The distribution of the work flow among the edges is in a given proportion. In other 
words, the server sends work along the edge (g,g’) at a constant rate p(g,g’) > 0 and 
Here G(g) is the set of the nodes g’ E G such that (g,g’) is an edge. (Note that G(g) c &+I 
whenever g E Si.) The location of the server is a control variable, which is chosen in accordance 
with a prescribed feedback control policy. We assume that the server switches between buffers 
instantaneously. 
Let xg be the content of the buffer g. 
REMARK 1. Assume that the network contains at least two buffers. Then, for any server switch- 
ing policy, the following two statements hold. 
(i> 
(ii) 
If 
c Pg > M-‘p, (2) 
then the total amount of work in the system 
x(t) := c xg(t) 
gEG 
tends to 00 as t + co. 
If 
c Pg < M-b (3) 
gES1 
then there exists a finite time t, 2 0 such that the server switches infinitely many times 
over the time interval [0, t*]. 
Hence, the only sensible case is that with 
c pg = Ar’p. (4) 
SE& 
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This case corresponds to the class of closed switched flow systems; e.g., see [3]. It is easy to see 
that if (4) holds, then the scaled total amount of work in the system, 
M M-i+1 
a(t) := c M c 29, (5) 
i=l 9ESi 
is constant. 
3. A SWITCHING CONTROL POLICY 
In this paper, we consider the following switching policy. 
SPl The server passes the layers consecutively. At first, it serves buffers from the first layer, 
then runs over all the buffers from the second one and so on. When all the buffers from 
the last layer have been served, it returns to the first layer. 
SP2 The first layer is served on the basis of the clear-the-largest-buffer-level strategy [2]. This 
means that the server switches as soon as the current buffer is emptied to the buffer g E & 
with the largest scaled content cg := pilxg. Likewise, the first layer service session begins 
with the buffer g E 5’1 having the largest value of G. 
SP3 The first layer service session ends when the server has changed buffers k - 1 times and 
emptied the last buffer g E Sr to which it has been switched. (Here k is the number of 
the buffers in Si.) 
SP4 After this, the server switches to a given buffer $titial E Ss from the second layer and 
is governed afterwards as follows. As soon as a current buffer g is emptied, the server 
switches to the buffer 
q(g) E S := S, u.. . u SM. 
In other words, the sequence of the further buffer changes is as follows: 
90 := dz/tia] ++ 91 ‘= 77(90) H Q2 ‘= 77(91) H ‘. . H Si-1 ‘= 77 (gi-2) ’ (6) 
Here e is the number of the buffers in S and q(.) : S + S is a given permutation of S satisfying 
the following assumption. 
ASSUMPTION 2. Sequence (6) first runs over all the buffers in S2, then ranges over all the buffers 
in Ss, and so on concluding with running over SM. 
SP5 As soon as the server empties the last buffer gi_i from sequence (6), it starts a new session 
of serving the first layer and so on. 
In some cases, the server may be switched to an empty buffer in accordance with the above policy. 
Thus, the server can make several instantaneous buffer changes until it reaches a nonempty buffer. 
The state of the system is described by a pair (z, q) consisting of the “continuous” component x 
and the “discrete” component q. Here z = {Xg}geG and 
4 E Q := s2 U . . . U SM U ((9, i))gE,qI,i=~,...,/c . 
If the server is in the buffer g at the time t, then q(t) = g E SZ U .a- U SM. If the server is 
processing the buffer g E Si at the time t and this buffer is the ith in the current session of 
serving the first layer, then q(t) = (g,i). 
The evolution of the system is described by the following logic-differential equations. 
If 
{ 
q=gE&lJ...US&f 
or 
q=(g,i), E&,i=l,..., k 1. then 
whenever g’ E Si and g’ # g, 
if g&i%, 
if g E Si, 
if g’ E G(g), 
otherwise. 
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If 
q(t + 0) := 
(g,i),gES1,i=l,..., k 
q(t) = or and z,(t) = 0, then 
g E s2 u . . . u SM 
(g’,i f 1) if i < k, where g’ E & 
is such that &j(t) 2 &t,(t) Vg” E & , whenever 4(t) = (g,i), 
g$),lia, if i = k 
gESl,i=l,..., k, 
rl(d if g # q1 (s- (6)) 
(g’, 1) if g = gz_l, where g’ E S1 , whenever q(t) = g E SQ u . . . u SM. 
is such that &t(t) > &t,(t) Vg” E S1 
Any pair of functions [z(e), q(a)] with absolute continuous CC(.) and piecewise constant and left- 
continuous q(s) that satisfy the above equations is called a trajectory. A given initial condition 
may give rise to several trajectories, since the buffer g’ E 6’1 such that &, 2 & Vg” E S1 is not 
determined uniquely in certain cases. 
We assume that (4) holds and consider the trajectories with o(O) = 1, where the quantity u is 
given by (5). The system is studied in the invariant domain 
K := {(x, q) : q E Q, xg > 0 Vg, o = 1). (7) 
4. ASYMPTOTIC BEHAVIOR OF THE SYSTEM 
For x = {Xgjg~G ( xg E R), let IIxlI := CgEG 1x9). The symbol mes denotes the Lebesque 
measure. 
DEFINITION 2. Let t, = [xP(.),qP(.)] b e a p eriodic trajectory with a period T > 0. A trajectory 
b4.>,c?(*)Lt E P, 1 co is said to converge to t, as t + co, if there exists a sequence {pi} c (0, +oo) 
such that ri+l - Ti + T as i -+ 00 and, for any X > 0, 
max{llX(t +Ti) - Xp(t)II : t E [0,X]} + 0, 
mes {t E [O, A] : 4 (t + d # qp(t)} + 0, 
asi-bcm. 
If this property holds for some period T of t,, then it is obviously true for any of them. 
Furthermore, if a trajectory t converges to t, as t + co, then it clearly converges to any trajectory 
that is a shift tg’(t) := t,(t + 7) (T = const > 0) oft, in time. 
DEFINITION 3. A periodic trajectory t, = [z,(.), qP(.)] E K is said to be locally asymptotically 
stable in K if there exists E > 0 such that for any 0 2 0, any trajectory t= [x(.),q(.)] E K with 
q(0) = qP(8) and Ilx(O) - x,(8)/1 < E converges to t p as t + co. 
Let a periodic trajectory t, = [xp(t), qp(t)] E K be locally asymptotically stable. Then, for 
any to 2 0, the trajectory [xp(t - to),q,(t - to)] E K is also locally asymptotically stable. 
DEFINITION 4. Let t, = [xp(t), qP(t)] E K be a periodic trajectory. The class of periodic trajec- 
tories CC := {[xp(t - to), qP(t - to)]} is called a limit cycle. 
DEFINITION 5. A trajectory t is said to converge to a limit cycle CC if it converges to any 
periodic trajectory from C C A limit cycle from K is said to be locally asymptotically stable in K 
if any periodic trajectory from this limit cycle is locally asymptotically stable. 
Now we are in a position to present the main result of the paper. 
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THEOREM 1. Assume that the system contains at least two layers. Anthermore, suppose that 
the requirements (l),(4) and Assumptions 1 and 2 are satisfied. Let k be the number of the 
buffers in the first layer of the system. Consider the closed-loop system with the control policy 
SPl-SP5. Then the following two statements hold. 
(i) There exist k! := 1 x 2 x . . . x k locally asymptotically stable in K limit cycles. 
(ii) Any trajectory of the system from K converges to one of these limit cycles. 
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