INTRODUCTION
Elastic and inelastic scattering of laser radiation in turbid media is widely used for a variety of applications spanning from Biomedical Optics (treatment of cells by photodynamic, imaging of tissue phantoms, measurement of glucose and oxygen in blood [1] , etc) to Combustion Engineering (study of twophase flows, characterization of spray systems [2] , etc). Other examples of turbid media includes clouds, fog, smoke, suspensions, emulsions, colloidal solutions etc. One fundamental property, which describes the turbidity of a medium at a given wavelength, is the extinction coefficient µ e . Optical measurements of µ e are usually performed by means of either transmission [3] or back-scattering measurements [4] . In the case of back-scattering detection (e.g. used in Lidar measurements) the desired signal arises from singly scattered photons only, while in the case of transmission detection (e. g. used for extinction measurements) the desired signal arises from ballistic photons only. These line-of-sight configurations are attractive as they can directly take advantage of the light properties of the incident beam (such as polarization, direction of propagation, wavelength, pulse duration or coherence length) in order to extract the desired signal from the multiple light scattering. However, for the side-scattering detection, where time-gating and time-resolved schemes are hardly applicable and where the suppression of the multiply scattered photons is challenging, quantitative measurement of µ e has been usually avoided. Note, nevertheless, that Monte Carlo calculations have been performed in the past [5] to estimate and optimize the amount of single light scattering in respect to multiple light scattering for various crossed source-detector geometries. Even though these numerical results had provided valuable further knowledge in optimizing the detection of singly scattered photons, no experimental solution was provided to filter out the detected multiple light scattering intensity.
Since 2008, a novel side-scattering approach called Structured Laser Illumination Planar Imaging (SLIPI) has been developed for removing light intensity introduced by multiply scattered photons, leading to significant image contrast enhancement [6, 7] . This filtering approach has also been used in microscopy for the imaging of an adult fruit fly [8] and for the early development of a zebrafish [9] . In 2010, the possibility of using the technique to freeze fast events (within few hundreds of nanosecond), has been demonstrated in the case of a transient hollow-cone spray [10] . More recently the technique has been tested in various homogeneous scattering and fluorescing media [11] , as well as for two-dimensional extraction of the extinction coefficient in an inhomogeneous spray system [12] . The method is based on using an incident laser sheet with a sinusoidal intensity pattern along the vertical direction. While the multiply scattered light is mostly independent of the modulation pattern, the singly scattered light preserve it faithfully. This implies that the amplitude of the modulated component is a direct signature of the single light scattering. The SLIPI process consists, then, in extracting this amplitude by recording several structured images where a spatial phase shift is induced by vertically displacing the modulated pattern between each image. In the previous references [6] - [12] , the resultant SLIPI image was reconstructed by means of three modulated images. Nevertheless, the technique can be generalized to a larger number n of modulated images. By vertically shifting the incident modulation (n − 1) times, a series of n modulated images I are recorded with a spatial phase shift of the modulation of Φ = 2π/n between each successive image. Based on these n modulated images, the resulting SLIPI image S is constructed according to:
where I j and I k are intensity values from the modulated images and the subscripts j and k denote the different image recordings for different phases of the modulation. Here, the pair-wise subtraction (I j − I k ) removes similar features introduced by the multiple light scattering while unique features from single light scattering are kept. Note that this equation extracts the amplitude of the modulation while preserving the spatial resolution, only if n ≥ 3. This condition of requiring a minimum of 3 phases is due to the sinusoidal spatial pattern of the incident illumination.
In this article an original approach to extract the amplitude of the modulation S from only one phase/image is presented. The technique is tested both experimentally and by means of numerical Monte Carlo simulation. First, the experimental measurement is detailed. Second, a description of the simulation is given. Finally, experimental and simulated results are provided and compared.
EXPERIMENTAL SET-UP
The experimental set-up, shown in Figure 1 , consists in illuminating a homogeneous scattering medium using a spatially modulated laser sheet and imaging it at 90 • . The probed volume is a cuvette containing a homogeneous distribution of quasi-monodisperse and non-absorbing polystyrene spheres (2.66% solids-suspension from Polysciences Inc.) immersed in distilled water. The diameter of the scattering spheres is 0.486 µm with 0.011 µm standard deviation. The investigated solution was created by diluting the solids-suspension of 4.12 · 10 11 particles/ml in concentration, with distilled water.
The incident light is produced by a pulsed Nd:YAG laser emitting λ = 532 nm radiation at 10 Hz. Pulses of 10 ns are used at 30 mJ energy to illuminate the sample. The modulated laser sheet is constructed by means of a 10 lp/mm Ronchi grating and using a succession of cylindrical lenses as previously de- scribed in [6, 10] . However, contrary to the optical arrangement shown in [6, 10] , no tilted glass plate is used in the present work, as a shift of the modulation is not required here.
The resulting spatial period of the modulation equals 500 µm and the height of the laser sheet is 2.0 cm. The light sheet is positioned at a distance d = 2 or d = 4 mm from the cuvette side. These configurations allow the efficiency of the filtering process to be investigated for various amounts of multiple light scattering detected.
The light intensity scattered from one side of the cuvette is detected using an Andor iXon DV887 Electron Multiplying CCD camera. This camera has single photon detection capability without an image intensifier due to its multiplication gain feature. At 532 nm, the quantum efficiency reaches 90% when using the thermoelectric cooling set to −20 • C. A 1.0 cm×1.0 cm surface, corresponding to the central region of the laser sheet, is imaged onto 228×228 pixels, resulting in an image resolution of 44 µm/pixel. To increase the signal to noise ratio 500 single-shots images are averaged to create the final modulated image. In front of the 5.0 cm diameter collecting lens, an aperture is used to fix the surface of detection corresponding, here, to a disc of 4.3 cm in diameter. The distance, L, between the surface of the cell and the aperture equals 35 cm. From these parameters, the detection acceptance angle of the collection optics equals θ a = 5.2 • .
In this experiment, an extinction coefficient of 0.36 mm −1 was experimentally measured using a single-phase structured illumination filtering approach. The goal of this work is, then, to verify if similar results can be obtained from numerical Monte Carlo simulation using a model already validated (see reference [2] ). This is performed here by simulating respectively:
• The propagation of the modulated laser sheet through the scattering cell
• The detection of the scattered light by the collecting lens
• The image formation on a pixel array
• The measurement of the extinction coefficient from the simulated image
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The comparison between the experimental and simulated results, aims to provide indications regarding the efficiency of the presented single-phase structured illumination filtering process, for the extraction the single light scattering intensity only.
MONTE CARLO SIMULATION
The propagation of light radiation through the scattering volume is simulated using the statistical Monte Carlo (MC) method. The implementation of MC simulation for photon transport through turbid media has been treated in the past by a large body of literature, especially within the field of Biomedical Optics [13, 14] . The successive calculation steps as well as a detailed description and validation of the MC code used in this work can be found in [2, 15] . In order to match the experimental set-up described in the subsection above, the dimensions of the simulated scattering medium are 1.0 cm×1.0 cm×2.0 cm as illustrated in Figure 2 . The variation of the incident light intensity is simulated by means of photon weighting factors stored in an input matrix. A sinusoidal pattern is given along the vertical direction Z, while a Gaussian intensity distribution is applied along the X direction. The resultant modulated laser sheet is 2.0 cm high, with a full width at half maximum of 500 µm. The refractive index of the scattering particles is determined from the experimental results published by Ma et al. [16] . According to the authors the refractive index of polystyrene spheres illuminated at 532 nm, is n p = 1.588 − 0.0003i. In the simulation a real (non-absorbing) index of refraction is assumed for the scatterers, such that n p = 1.59 − 0.0i.
The same assumption applies for the surrounding medium composed of distilled water, where n w = 1.33 − 0.0i. The scattering particles were assumed perfectly spherical and monodispersed with a diameter of 0.5 µm. The resulting scattering phase function of a single polystyrene sphere is computed based on the Lorenz-Mie theory [17, 18] and is shown in Figure 3 . The cumulative density function of the scattering phase function is used in the MC code to randomly define the new photon direction of propagation after each scattering event. All photons exiting the detection side face of the scattering volume are further traced by means of a ray-tracing approach. Photons reaching a 4.3 cm diameter disk located at 35 cm from the scattering volume (simulating the experimental collecting lens) are selected and further traced to form a oneto-one image. The matrix size of the simulated image is fixed to match the experimental image resolution of 44 µm/pixel. Note that the use of the ray-tracing approach is required to reproduce and visualize the modulation pattern of the incident laser sheet. In order to verify the experimental measurement, the scattering coefficient is set to µ e = 0.36 mm −1 resulting in an optical depth of 3.6 over the full path through the cuvette. The laser sheet is located at distance d = 2 mm from the detection face of the cube and a total of 75 billion photons are launched in the simulation.
RESULTS
The experimental results are presented in Interpolations in between maximum and in between minimum values are performed by means of a peak detection algorithm. Based on these interpolation curves, the amplitude of the modulation can be extracted for each pixel column (between 0 and 10 mm) resulting in the SP-SLIPI images given on the right side.
tion effects, it is seen from the central plots that the amplitude of the modulation at a given distance y (e.g. at y = 3 mm, along the black dashed line) is lower for d = 4 mm than for d = 2 mm. This attenuation corresponds to an optical depth of OD = 1.44 and OD = 0.72 respectively.
Based on a single modulated image (see left images in Figure 4) , the goal of Single-Phase Structured Laser Illumination Planar Imaging (SP-SLIPI) is to estimate, the amplitude of the modulation along each pixel column. This is performed, here, by first localizing the positions of the maxima and the minima for a given column. This localization process is made by Fourier transforming the pixel column and, guided by the known spatial frequency of the modulation, finding and extracting the frequency and phase of the modulation within the column. The frequency and phase of the modulation are employed to localize the positions of the maxima and minima where a linear interpolation is used to connect them (see central plots in Figure 4 ), respectively. The lines connecting the minima can then be subtracted from the lines connecting the maxima, resulting in an estimate of the amplitude as a function of the position in the pixel column. It should be noted that the spatial resolution of the estimated amplitude, over the pixel column, is reduced compared to the initial resolution of the modulated image. This loss in image resolution is dependent on the spatial frequency of the modulation (higher spatial frequency results in lower resolution loss). The procedure results in the SP-SLIPI images given on the right side of Figure 4 , where a light intensity decay from the entrance to the exit of the cell can be noticed. By comparing the experimental SP-SLIPI images at d = 2 mm in Figure 4 (a) and Figure 4 (b), it is observed that this light intensity decay is similar up to y ∼ 5 mm. However, at larger distance y the SP-SLIPI image becomes slightly more noisy in the case of d = 4 mm where the optical depth between the laser sheet and the camera is twice as high (from 0.72 to 1.44). This is explained by the fact that the remaining modulation is of the same order as the camera noise. Such effects limit the extraction of the amplitude of the modulation.
The results from the MC simulation are presented in Figure 5 where the distance between the laser sheet and the detection side is d =2 mm. In (a), all photons reaching the collecting lens are detected to form a one-to-one image of the modulated laser sheet on a matrix array, as shown on the left side of the figure. The central image shows the simulated SP-SLIPI calculated in the exact same way as in the experiment (see explanation above). On the right side of the figure a comparison between simulated and experimental results, for the SP-SLIPI intensity signal integrated along Z, is given. It is observed that both curves follow an exponential decay as predicted by the Beer-Lambert law, such as:
where I f and I i are the respective final and incident light intensity and l is the distance along the axis of light propagation.
The simulated and experimental curves respectively. A part of the divergence between these two values is related to the lack of photon statistics, making the simulated SP-SLIPI signal noisy, even though a large number of photons have been launched (75 billion). When, however, extracting the single light scattering intensity in the MC simulation, as shown in Figure 5 (b), a non-noisy SP-SLIPI signal is obtained. This can be explained as the numerical suppression of the multiple light scattering is making the single light scattering always reaching minima of zero and only the maxima are affected by the statistical noise. As a result the extinction coefficient deduced from the exponential fit of the single light scattering equals µ e = 0.35 mm −1 , which is close to the 0.36 mm −1 used as input data in the simulation. These results from numerical MC simulation demonstrate that the extinction coefficient of 0.36 mm −1 , initially measured experimentally with SP-SLIPI, is probably a slight underestimation of the real extinction coefficient of the probed medium. Despite this underestimation, the presented study confirms the possibility of extracting a measure of the extinction coefficient within the intermediate single-to-multiple scattering regime, a regime where results are usually affected by errors introduced by multiple light scattering. Furthermore, it can be predicted that an extinction coefficient of 10 orders of magnitude higher could be measured along 1 mm side length. Such measurement could be of interest to characterize denser scattering media. It can be pointed out that accurate results in SP-SLIPI require the detection of a non-noisy sinusoidal pattern. This is achieved experimentally by recording images with a sufficiently long time of exposure or by averaging several single-shot images (as performed in this article). If the camera used is not sensitive enough to obtain an acceptable signal-to-noise ratio from single-shot based images, the possibility of imaging rapid inhomogeneous flows by means of SP-SLIPI would be restricted.
CONCLUSION
In this article, both experimental and simulated results demonstrate a unique possibility of imaging the exponential light extinction of a laser sheet crossing a scattering sample from the recording of a single image. This was achieved for a suspension of 0.5 µm scattering polystyrene spheres in distilled water, at scattering coefficient µ e = 0.36 mm −1 . The approach is based on the detection of the maximum and minimum values of the modulated signal and is applicable when probing homogeneous media or when high spatial resolution is not required. The presented filtering process is fairly simple and capable of efficiently extracting the single light scattering intensity. However, for particles much larger that the incident wavelength, the detection of this single light scattering can be expected to be more challenging, due to the highly forward peak of the scattering phase function (see article [11] ). In this case, an underestimation of the extinction coefficient would be obtained. Further advanced MC studies of type presented in this article are necessary to understand the complex combined effect of the scattering phase function, the frequency of the modulation, the concentration of scattering particles and the detection acceptance angle of the collecting lens. From these preliminary results, it is nevertheless believed that SP-SLIPI measurement could be an alternative solution to the traditional transmission detection, for the characterization of homogeneous scattering media.
