I. INTRODUCTION
T HE CONTINUAL need for more precision in the mathematical description of microwave circuits has led to increasingly large models. Accurate reduced-order modeling (ROM) is, therefore, needed as a second step to downsize the large initial model to a more tractable format for use as a black-box element in subsequent simulations.
Two ROM approaches currently predominate in practice. The first approach is the balanced realization method [1] , [2] , which is accurate enough in general, but requires large computing resources to calculate the underlying Grammian matrices. The second approach consists of the projection-based (Krylov)-subspace methods [3] - [5] , which are much faster since they are based on the block nonsymmetric Lanczos or block Arnoldi algorithms. However, it is known that these algorithms (especially in the Lanczos case) frequently suffer from breakdown conditions [6] .
To remedy this, a new approach based on a projection onto a scaled orthonormal Laguerre basis followed by a singular value decomposition (SVD) step was proposed in [7] - [9] . However, the Laguerre basis being a typical low-frequency orthonormal basis, it is not at its best in zooming in and performing ROM on typical bandpass systems.
In this paper, we develop a new bandlimited Laguerre basis, derived from the original Laguerre basis by means of a judiciously chosen rational frequency transformation, which is proven to be orthonormal over a narrow-band frequency interval. By means of projecting the original transfer function onto the bandlimited Laguerre basis, we obtain a new ROM technique, which does not belong to the class of Krylov methods, but to the rather more general family of projection techniques. A gain in efficiency is obtained by focusing on a frequency band at a time.
It is shown that the new bandlimited Laguerre ROM technique yields excellent results when applied to some pertinent examples such as a coaxial line with rectangular cross section, a resonant interconnect structure embedded in homogeneous space, and a patch antenna. The state-space description for the coaxial line and the interconnect structure are obtained by applying a finite-difference time-domain (FDTD)-like spatial discretization of the problem space while leaving the time variable intact. The patch antenna example is a benchmark example obtained by Heeb et al. [10] applying the partial-element equivalent-circuit (PEEC) approach. We also stress the nice reduction in computational effort and the extrapolation power of the new method, as compared to previous methods.
II. PROJECTION-BASED ROM
Consider a rational multiport matrix transfer function of the form (1) where and are real matrices and and are real matrices. stands for the transpose of and is the Laplace transform variable. Note that the rational transfer function description (1) is equivalent with the multiple input-multiple output (MIMO) descriptor state space format
The main objective of ROM, when the system order is large, is to replace with a reduced-order model transfer function of lower system order such that is close to over a certain frequency range. In projection-based ROM [9] , [11] , this is implemented by means of an column-orthogonal matrix satisfying , being the -dimensional identity matrix, yielding the reduced-order model (4) with (5) 0018-9480/04$20.00 © 2004 IEEE (6) (7) (8) It is seen that and are real matrices and and are real matrices. Denoting the matrix (9) it is clear that the reduced-order model transfer function can be written as (10) where . The important point here is that is an idempotent matrix or oblique projector, i.e., , with constant orthogonal range projector since and , resulting in . Hence, assuming close to , we can also confidently believe to be close to . We also refer the reader to Section V for more details on this point.
It is clear that the crux of projection-based ROM relies in obtaining a suitable column-orthogonal matrix . In order to do so, as discussed in Section III, we must first set our minds on obtaining a suitable rational orthonormal basis. In Section IV, a comprehensive bandlimited ROM algorithm, involving a pertinent bandlimited rational orthonormal basis, will then be implemented.
III. LAGUERRE AND BANDLIMITED LAGUERRE BASIS
The simple real-rational Laguerre basis (11) is known to be a complete orthonormal basis in the Hardy space of functions analytic in the open right half-plane with extension on the imaginary axis [12] . Orthogonality over the imaginary axis with scalar product follows from the reproducing kernel identity (12) and Cauchy's integral formula. The notation stands for the complex conjugate of . Note that, if we take the time-domain orthonormal functions to be the inverse Laplace transforms of , the reproducing kernel identity (12) is formally equivalent with (13) where is the Dirac distribution. This follows straightforwardly from applying the double Laplace transform (14) to both sides of (13) . It should be noted that is the wellknown orthonormal time-domain scaled Laguerre basis (15) where is the Laguerre polynomial. The problem with the orthonormality (16) is that it extends over an infinite frequency range and, hence, at first sight, it seems impossible with this simple Laguerre basis to zoom in on a narrow-band frequency range. We would hopefully be better off if we could dispose of a real-rational basis with orthonormality over a frequency range with compact support such that (17) Now, if we take to be the symmetric narrow-band support , with , this can be obtained by projecting the orthonormality relation (16) onto an orthonormality relation over by means of the rational frequency coordinate transform (18) By means of the coordinate transform (18), the orthonormality relations (16) can be written as
This results in the bandlimited orthonormal real-rational basis (20) where (21) and (22) satisfying the narrow-band orthonormality conditions (17) . This follows from the easily verified identities (23) valid for real . It is seen that the coordinate transform (21) induces a rational transform defined as (24) such that for all and in , we have the scalar product identity (25) All exhibit the same frequency behavior in magnitude, i.e., we have for all , (26), shown at the bottom of this page. It is easily checked that , as it should be. We still have the free Laguerre parameter at our disposal. We choose it such that the geometric center frequency is such that presents a local extremum there, i.e., . This results in the optimal value (27) IV. BANDLIMITED ROM Next consider projection-based ROM of the multiport system with transfer function (28) This can be accomplished as follows. When is an antistable matrix, i.e.,
, we have that (29) which follows from the matrix equivalent of identity (12) . Consider the Krylov matrix with , which is defined as (30) and take the "thin" or "economy-size" SVD [13] of , i.e.,
where is an column-orthogonal matrix.
is then a Laguerre approximant of order for the original transfer matrix. Note that the matrices can be found recursively by means of the linear equations (33) The recursions (33) offer the advantage of not having to calculate the matrix explicitly in advance. The details of the algorithm can be found in [8] . Now noting that 
7) The reduced-order model is , with system order . To conclude this section, let us compare the efficiency of the bandlimited ROM with that of the Laguerre-SVD approach. In the latter case, according to (33), the number of systems of linear equations that have to be solved is . In the bandlimited version, this number is reduced to , the number of quadrature points used in (40). This comes with some additional, but negligible, overhead for calculating the integrals in (30). If one is only interested in obtaining good results over a particular frequency band, the bandlimited approach will be much more efficient. The bandlimited approach could also be used to obtain results over a wide frequency band by subdividing it into several subbands. For such subbands and when using the same amount of quadrature points in each subband, this amounts to linear systems to be solved. This could still be advantageous provided . As will become clear from the examples, the bandlimited ROM results also turn out to be valid for frequencies outside the selected frequency band. This extrapolation power could be used in a clever way to limit the number of frequency bands necessary to cover the complete frequency range. This, however, requires further investigation. Another advantage of the bandlimited approach is that it can easily be parallelized. As to the choice of the quadrature points, further research has to make clear which choice is the most advantageous.
V. VALIDATION OF THE APPROACH
To validate the above approach, it is necessary to provide some clues on the closeness of the transfer functions and . Therefore, suppose we have the truncated orthogonal expansion (42) where (in our case, ) is an orthonormal basis with support and is a remainder term. The coefficients can be obtained by means of the integrals (43) where, as in our case, the are supposed to be real matrices. Next consider the matrix and its "thin" SVD
Since is column-orthogonal, we have , whereas represents the orthogonal range projector leaving invariant, i.e., and, hence, leaving the columnspace of invariant, i.e., , . Multiplying both sides of (42) with , we obtain (45) and, hence,
Since the matrix (47) is an oblique projector (idempotent) with orthogonal range projector (see Section II above), we can write
When the norm of the remainder term is small enough, we can conclude that the transfer function 
VI. NUMERICAL SIMULATIONS
The bandlimited reduction method will be illustrated here for two very large state space systems, but with sparse and matrices and for a smaller, but very demanding state-space system with full and matrices. In the examples discussed in the sequel, the system input and output are chosen to be scalar, i.e., . The first two state space systems are obtained through an FDTD-like approach, whereby Maxwell's equations (including the absorbing boundary conditions) are discretized according to Yee's discretization scheme with respect to the space variables, but leaving the time derivative untouched. The resulting time-domain differential equations constitute a statespace model [14] , [15] . The system's input is a current source implemented as an FDTD soft current density source defined along a line between two conductors. The output is a voltage resulting from the integration in the FDTD scheme of the electric field along a line between two conductors. This is illustrated in Fig. 1 . Hence, the corresponding transfer function is an impedance. In our examples, the line along which the current source density is impressed and the line along which the resulting voltage is calculated will coincide, i.e., we determine the input impedance . The third state-space system we discuss below is a PEEC state-space model of a patch antenna. This PEEC model was first presented in [10] . As will become clear when presenting the numerical data, this PEEC model is very challenging.
A. Transmission-Line Example
As a first example, we consider a long coaxial transmission line, as depicted in Fig. 2 . The outer dimensions of the rectangular cross section measure 12 mm 12 mm, the inner conductor dimensions are 2 mm 2 mm, and the length is 278 mm. The coaxial line is air filled and all conductors are perfectly conducting. The line is terminated at each end by a parallel network of lumped resistances of 250 each. Such a highly symmetrical network guarantees that, in the corresponding circuit model (see below), the termination resistors are indeed 50 . To obtain a state-space description using the FDTD-like approach explained above, the space is subdivided into cubic Yee cells of side 1 mm. Consequently, the simulation volume counts elementary cells and a total of 557 248 field variables, i.e., the total number of electric and magnetic fields in the simulation domain. The current source is placed exactly in the middle of the coaxial line and the voltage between the inner and outer conductor is determined at the same place. Hence, our state-space system describes the input impedance of the line measured at the middle of the line. The characteristic impedance of the structure was calculated by a two-dimensional (2-D) solver yielding . From a theoretical point-of-view, the input impedance must correspond with the input impedance of the transmission-line equivalent depicted in Fig. 3 , where we impose load impedances of 50 . One-dimensional transmission-line theory dictates that the input impedance as a function of frequency should vary between , i.e., 25 and , i.e., 104.2 .
The real part of the input impedance simulated with plain Laguerre-SVD [8] ROM with the order of the reduced system is depicted in Fig. 4 (full line) as a function of frequency and calculated to be valid up to 10 GHz. Remember that for the single-input single-output system considered here, . The reduction of the system is very substantial and we again refer the reader to [14] , [15] for further details. By considering various degrees of reduction, i.e., by varying , we could establish that the input impedance result remains unchanged for . This ascertains that the obtained result for the input impedance is the same as the one obtained through direct FDTD. This result does not completely coincide with what one would obtain from transmission-line theory, as applied to the equivalent circuit of Fig. 3 . The difference is due to the fact that the source current excitation is not symmetrical [14] . On Fig. 3 , bandlimited reductions for (dashed-dotted line) and (crosses) integration points in (40) are also shown. For each of these curves, the projection matrix consists of columns. The selected bandwidth is the interval GHz-GHz, indicated by the vertical lines in Fig. 4 . For , the bandlimited ROM only reproduces the reference (full-line) result over part of the selected frequency band and yields erroneous results above 6 GHz. When increasing the number of integration points up to 20, correct results are obtained for all frequencies in the selected frequency band. However, and this shows the extrapolation power of the bandlimited results, although only information in the 4.5-6.5-GHz band was used, correct results are also obtained below 4.5 GHz and above 6.5 GHz. For this and the other examples, a simple -point trapezoidal integration rule, including endpoints was used. We have as yet not investigated the effect of using more complex quadrature rules, but expect that this could result in an increase in efficiency, i.e., in further reducing the value of .
B. Resonant Structure
As a second example, consider the rather intricate perfectly electric conducting (PEC) structure depicted in Fig. 5 . All numbers in this figure are in units of millimeters. This structure is embedded in a homogeneous lossy dielectric background with and . The thickness of the conductors is 6 mm. The width of each conductor part is 3 mm. To obtain a state-space description of the structure, we again use an FDTD-like approach. The space is subdivided into cubic Yee cell's of side 1 mm. To terminate the simulation volume, a firstorder Mur boundary condition is enforced on a cubic box measuring 30 mm 30 mm 18 mm (the dashed line in Fig. 5 shows the 30 mm 30 mm cross section of this box). The discretization leads to a state space system of variables. The structure is again excited with a current source placed between the input port terminals indicated by the black circles in this figure. The output is the resulting voltage over these terminals.
The full lines on Fig. 6 shows the magnitude (left-hand side) and the phase (right-hand side) of the input impedance as a function of frequency obtained with the Laguerre-SVD technique for . Here again, we have taken care to select such that a convergent result is obtained over the complete 7-GHz bandwidth. Remark that the magnitude of the input impedance is displayed on a logarithmic scale showing that there is a very sharp peak near 1 GHz (i.e., an almost open-circuit result). The PEC structure was specifically designed in order to obtain such a sharp resonance in the input impedance in order to show that the bandlimited ROM can cope with it. Next, we selected the frequency band GHzGHz and applied our new technique to this band and this for and for five integration points covering the interval ( with corresponding frequencies 0.5, 0.75, 1.0, 1.25, and 1.5 GHz). The crosses show the results from the bandlimited ROM algorithm. These results correctly reproduce the original result in the selected frequency band. Extrapolation is valid for the lower frequencies and up to approximately 2.5 GHz.
C. Patch-Antenna Model
As the final example, consider the patch-antenna PEEC model [10] , which is also part of the Subroutine LIbrary in systems and COntrol Theory (SLICOT) [16] - [17] benchmark examples. 1 The system descriptor matrix is singular. The magnitude and phase of the transfer function are depicted in Fig. 7 . The magnitude varies over 16 decades over a bandwidth of 10 Hz. The phase also varies quite rapidly. The curves have been obtained from the direct calculation of the transfer function by means of an LU decomposition. The dimension of the state-space system is only , but contrary to the previous examples for which the system matrix is sparse, the system matrix is full, as it was derived using PEEC.
The total bandwidth is divided in sections of a decade, and bandlimited ROM is applied to the three frequency bands indicated on Fig. 7 : band I from 0.1 to 1 Hz, band II from 1 to 10 Hz, and band III from 10 to 100 Hz. The comparison of the original transfer function with its bandlimited ROM counterpart are shown in Figs. 8-10 for the intervals I-III, respectively. The results show excellent agreement, both in amplitude and phase, up to a frequency of approximately 12 Hz. For higher frequencies, the system response becomes extremely small and numerical limitations of the SVD algorithm jeopardize good convergence. The number of integration points for each of the three bands was . The projection matrix consisted of columns, which is approximately 9/10 of the size of the original system. In this very demanding example, the variation of the system response as a function of frequency is very rapid and it turns out that not much extra reduction can be gained by subdividing the frequency interval into subbands. The reason to in-clude this example in this paper is to convince the reader that our new bandlimited method performs adequately even when confronted with extremely ill-behaved systems. This should be the ultimate test for any ROM technique.
VII. CONCLUSION
In this paper, we have presented a new bandlimited ROM technique. This technique uses a bandlimited Laguerre basis and does not belong to the class of Krylov methods, but to the more general class of projection-based techniques. The integrals that have to be calculated to construct the projection matrix are obtained by using a quadrature formula with quadrature points. This is also the number of systems of linear equations that have to be solved when applying the bandlimited ROM technique, showing that the bandlimited approach is computationally more efficient than the original Laguerre-SVD approach. The examples used to validate and to illustrate the method clearly show the extrapolation power of the method outside the considered frequency interval.
