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A  New Equa t ion  f o r  t h e  L i n e a r  
R e g u l a t o r  Problem 
J. C a s t i *  
A b s t r a c t  
I n  t h i s  a r t i c l e  a  new e q u a t i o n  is  d e r i v e d  f o r  t h e  o p t i m a l  
f eedback  g a i n  m a t r i x  c h a r a c t e r i z i n g  t h e  s o l u t i o n  o f  t h e  s t a n -  
d a r d  l i n e a r  r e g u l a t o r  problem. I t  w i l l  b e  s e e n  t h a t ,  i n  
c o n t r a s t  t o  t h e  u s u a l  a l g e b r a i c  R i c c a t i  e q u a t i o n  which r e q u i r e s  
t h e  s o l u t i o n  o f  n ( n  + 1 ) / 2  q u a d r a t i c a l l y  n o n l i n e a r  a l g e b r a i c  
e q u a t i o n s ,  t h e  new e q u a t i o n  r e q u i r e s  t h e  s o l u t i o n  o f  o n l y  nm 
such  e q u a t i o n s ,  where m is t h e  number o f  s y s t e m  i n p u t  t e r m i n a l s ,  
and n  i s  t h e  d imens ion  o f  t h e  s t a t e  v e c t o r  o f  t h e  sy s t em.  
U t i l i z i n g  t h e  new e q u a t i o n ,  r e s u l t s  a r e  p r e s e n t e d  f o r  t h e  
i n v e r s e  problem o f  l i n e a r  c o n t r o l  t h e o r y .  
I .  I n t r o d u c t i o n  
W e  c o n s i d e r  t h e  problem o f  min imiz ing  
m 
J = I [ ( x , Q x )  + ( u , u ) ]  d t  , 0 
o v e r  a l l  p i e c e w i s e  c o n t i n u o u s  c o n t r o l  laws  u ( t ) ,  where  t h e  s t a t e  x  and 
t h e  c o n t r o l  u a r e  connec t ed  by t h e  l i n e a r  d i f f e r e n t i a l  e q u a t i o n  
Here x and u  a r e  n ,  m-dimensional  v e c t o r s ,  r e s p e c t i v e l y ,  F ,  Q ,  and G 
a r e  nxn,  nxn ,  and nxm c o n s t a n t  m a t r i c e s ,  w i t h  Q non-nega t ive  d e f i n i t e .  
W e l l  known [l] r e s u l t s  from o p t i m a l  c o n t r o l  t h e o r y  s t a t e  t h a t  t h e  s o l u -  
t i o n  t o  t h i s  problem i s  
* 
I n t e r n a t i o n a l  I n s t i t u t e  f o r  Appl ied  Systems A n a l y s i s ,  Laxenburg 
A u s t r i a .  
where  P  i s  t h e  u n i q u e  n o n - n e g a t i v e  d e f i n i t e  s o l u t i o n  o f  t h e  a l g e b r a i c  
R i c c a t i  e q u a t i o n  
Q  + PF + F ' P  - PGG'P = 0 . (ARE) 
The q u a n t i t y  H' = G'P is ,  f o r  o b v i o u s  r e a s o n s ,  c a l l e d  t h e  o p t i m a l  f e e d -  
back  g a i n  m a t r i x  a n d ,  i f  t h e  p a i r  (F ,G)  i s  c o n t r o l l a b l e  w h i l e  t h e  p a i r  
J . 1 .  ( F , Q  ) 1s o b s e r v a b l e ,  t h e n  it c a n  b e  shown t h a t  t h e  c l o s e d  l o o p  s y s t e m  
is a l s o  a s y m p t o t i c a l l y  s t a b l e .  
The i n v e r s e  p rob lem o f  l i n e a r  c o n t r o l  t h e o r y  i s  t h e  f o l l o w i n g :  
Given  a n  a s y m p t o t i c a l l y  s t a b l e  c o n t r o l  law G 'P ,  c h a r a c t e r i z e  a l l  p o s i -  
t i v e  s e m i - d e f i n i t e  m a t r i c e s  Q l e a d i n g  t o  t h e  g i v e n  c o n t r o l  law t h r o u g h  
t h e  ARE. 
N o t i c e  t h a t  t h e  ARE r e p r e s e n t s  a  s e t  o f  n ( n  + 1 ) / 2  q u a d r a t i c a l l y  
n o n l i n e a r  a l g e b r a i c  e q u a t i o n s  f o r  t h e  components  o f  P a s  P  i s  symmetr ic .  
V a r i o u s  s u c c e s s i v e  a p p r o x i m a t i o n  [10] and d l r e c t  [ll] methods h a v e  been  
p r o p o s e d  f o r  f i n d i n g  t h e  p o s i t i v e  s e m i - d e f i n i t e  s o l u t i o n  o f  ARE. 
I n  t h i s  p a p e r ,  we s h a l l  p r e s e n t  a  new e q u a t l o n  which i s  a l s o  
q u a d r a t i c a l l y  n o n l i n e a r  b u t  i n  t h e  components  o f  H and n o t  P. S i n c e  H 
i s  a n  nxm m a t r i x ,  t h e  new e q u a t l o n  r e p r e s e n t s  o n l y  nm a l q e b r a i c  equa-  
t i o n s  w h i c h ,  i f  m < ( n  + 1 ) / 2 ,  r e p r e s e n t  f e w e r  e q u a t i o n s  t h a n  t h o s e  
needed  f o r  t h e  ARE. ~ l s o ,  i t  w i l l  b e  s e e n  t h a t  t h e  new e q u a t i o n  h a s  
some a n a l y t i c  f e a t u r e s  which  e n a b l e  u s  t o  e a s i l y  o b t a i n  some u s e f u l  r e -  
s u l t s  r e l a t i n g  t o  t h e  i n v e r s e  p rob lem.  
1 1  Main R e s u l t s  
B e f o r e  p r o c e e d i n g  t o  t h e  p r i n c i p a l  r e s u l t s ,  r e c a l l  a  few u s e f u l  
f a c t s  f rom m a t r i x  t h e o r y :  l e t  A and  B  b e  nxm, pxq m a t r i c e s ,  r e s p e c t i v e -  
l y .  Then t h e  Kronecker  p r o d u c t  o f  A a n d  B, d e n o t e d  A B B, i s  t h e  
npxmq m a t r i x  whose ( i .  j ) t h  e l e m e n t  i s  a .  .B,  i = 1 , .  . . , n p ,  j = 1 , 2 , .  . .mq. 
1 I 
Next ,  l e t  A b e  a n  nxm m a t r i x .  By o(A)  w e  d e n o t e  t h e  nmxl m a t r i x  
formed from A by " s t a c k i n g "  t h e  columns o f  A beg inn ing  w i t h  the f i r s t .  
Thus,  
o(A)  = !alla21 - -  
anla12a22 ... a  ... a  ) I  . n2 nn 
I n  t e r m s  o f  t h e  o p e r a t i o n s  B  and o ,  w e  c a n  o b t a i n  t h e  u s e f u l  formula  [2] 
v a l i d  f o r  any  t h r e e  m a t r i c e s  P ,  A, Q f o r  which t h e  p r o d u c t  PAQ makes 
s e n s e .  T h i s  r e s u l t  w i l l  be  e x p l o i t e d  below. Note a l s o  t h a t  o  (A + B) 
= o  ( A )  + u  (B) and u  (aA) = a o  ( A )  f o r  any s c a l a r  a ,  s o  t h a t  o  is a  l i n e a r  
nm 
o p e r a t o r  from t h e  s p a c e  o f  mxn r e a l  ( o r  complex) m a t r i c e s  t o  R ( o r  cnm).  
We u s e  t h e s e  f a c t s  now t o  p rove  o u r  
Main Theorem. Assume t h e  sys tem m a t r i x  F h a s  no c h a r a c t e r i s t i c  
r o o t s  on  t h e  imaginary  a x i s .  Then t h e  o p t i m a l  f eedback  q a i n  m a t r i x  H 
s a t i s f i e s  t h e  e q u a t i o n .  
U ( H )  = ( G ' B I )  ( I B F I  + F ~ B I ) - ~ ~ ( H H ~  - Q )  . ( H E )  
Proof .  By d e f i n i t i o n  H = PC. Thus, t h e  ARE may be  w r i t t e n  a s  
Q + PF + F ' P  - H H '  = 0 . 
Applying  t h e  o p e r a t i o n  n and r e l a t i o n  (1) we o b t a i n  
The a s sumpt ion  on  F  i n s u r e s  t h a t  (:[BF' + FBI) is  n o n - s i n g u l a r .  Thus,  
However, o(H)  = o(PG) = ( G I B I ) o ( P ) .  Thus m u l t i p l y i n g  ( 2 )  by ( G ' B I ) ,  we 
o b t a i n  (HE).  
Remarks. i)  A s  no ted  above ,  H E  r e p r e s e n t s  nm q u a d r a t i c a l l y  
n o n l i n e a r  a l g e b r a i c  e q u a t i o n s  f o r  t h e  components  o f  H .  T h u s ,  t h e  
" a l g e b r a i c  d e g r e e "  o f  d i f f i c u l t y  i n  s o l v i n g  HE i s  t h e  same a s  t h a t  i n  
s o l v i n g  t h e  ARE. However, i f  m < ( n  + 1 ) / 2 ,  t h e r e  a r e  f e w e r  e q u a t i o n s  
i n  HE a n d  s o  it would a p p e a r  t h e  c o m p u t i n g  b u r d e n  i s  r e d u c e d .  More d i s -  
c u s s i o n  o f  t h i s  m a t t e r  i s  g i v e n  i n  S e c t i o n  111. 
ii) From t h e  p o i n t  o f  v i e w  o f  a p p l y i n g  v a r i o u s  s u c c e s s i v e  a p p r o x i -  
m a t i o n  m e t h o d s ,  HE i s  i n  b e t t e r  fo rm t h a n  ARE s i n c e  t h e  unknown q u a n t i -  
t y  H s t a n d s  a l o n e  o n  t h e  l e f t  s i d e  o f  HE. T h i s  e n a b l e s  s t a n d a r d  a l g o -  
r i t h m s  t o  b e  a p p l i e d  w i t h o u t  f u r t h e r  m a n i p u l a t i o n .  
iii) The s o l u t i o n  o f  HE i s  t h e  l i m i t i n g  f u n c t i o n  f o r  t h e  g e n e r a l i z e d  
X-Y e q u a t i o n s  i n t r o d u c e d  i n  [3 ,4 ,5 ,9]  . I t  i s  i n t e r e s t i n g  t o  o b s e r v e  t h a t  
HE c a n n o t  b e  o b t a i n e d  by a  s i m p l e  e x a m i n a t i o n  o f  t h e  c r i t i c a l  p o i n t s  o f  
t h e  f i n i t e  i n t e r v a l  Cauchey p r o b l e m ,  b u t  mus t  b e  a p p r o a c h e d  t h r o u g h  t h e  
p r o c e d u r e  employed a b o v e .  
i v )  I t  i s  t o  b e  e x p e c t e d  t h a t  a l l  p r o p e r t i e s  o f  t h e  ARE s u c h  a s  
u n i q u e n e s s  o f  t h e  p o s i t i v e ,  s e m i - d e f i n i t e  s o l u t i o n ,  m o n o t o n i c i t y  o f  
a p p r o x i m a n t s  i n  n u m e r i c a l  schemes ,  e t c .  may b e  e x t e n d e d  t o  t h e  HE, t h e  
a p p r o p r i a t e  d e f i n i t i o n s  and i n t e r p r e t a t i o n s  b e i n g  i n d u c e d  by t h e  d e f i n i -  
t i o n  H = PG, e . g .  t h e  n a t u r a l  o r d e r i n g  H 1 -  H 2  would f o l l o w  from P1 
; P 2 ,  w:lere :-Il = P1G,H2 = 
- 
P2G. we now employ t h e  HE i n  o r d e r  t o  p r o v e  
an i m p o r t a n t  r e s u l t  f o r  t h e  i n v e r s e  p rob lem o f  l i n e a r  c o n t r o l  t h e o r y .  
I n v e r s e  Prob lem Theorem. L e t  (F ,G)  b e  c o n t r o l l a b l e  and  l e t  H 1 d 2  
b e  t . . e  s o l u t i o n s  o f  t h e  e a u a t i o n s  
L- 
- " i ' ~ ,  ,ye Q1d2 a r e  p o s i t i v e  semi-def  i n i t e ,  (F,Q;) , (F,Q') b e i n g  o b s e r v -  
- 2  
c . b l e .  .- - Then a  n e c e s s a r y  a n d  s u f f i c i e n t  c o n d i t i o n  f o r  ( * )  a n d  ( * * I  t o  
h - , v e  t h e  same p o s i t i v e  s e m i - d e f i n i t e  ( s e e  n o t e  i v  a b o v e )  s o l u t i o n  i s  
. -  
Y (Ql - Q2) E ker [(GIC1) (ICF' + F'CI)-~] . 
Proof. We first remark that the controllability, observability , 
and definiteness assumptions imply, through standard arguments and the 
definition H = PG, that both ( * )  and ( * * )  have a unique, positive, semi- 
+ + definite solution. We denote this solution by H1,H2, respectively. We 
first prove necessity. 
+ Let H1 = H:. Subtracting ( * * )  from ( * )  , we have 
"bus, a(Q2 - Q1) E ker (G'CI) (ICF' + F'CI) [ -'I . 
On the other hand, let the condition be satisfied. We write ( * )  
and ( * * )  as 
Thus, since the right-hand sides of ( * )  and ( * * )  are the same, we see 
that H1 and H2 both satisfy the same equation and, since this equation 
has a unique positive semi-hefinite solution, the theorem is proved. 
Remarks. i) Since a (Q2 - Q ) contains nL elements, while 1 
ker [(G'CI) (ICF' + I is of dimension run, there are n(n - m) de- 
- I 
grees of freedom in selecting an element Q2 - Ql c ker[-1. However, 
the semi-definiteness and controllabilitv reauirements may reduce this 
to a lesser number, depending upon the structure of F. 
ii) The f o r e g o i n g  r e s u l t  e a s i l y  e n a b l e s  u s  t o  c h a r a c t e r i z e  a l l  Q 
2  
which a r e  e q u i v a l e n t  t o  a  f i x e d  Q1, i n  t h e  s e n s e  o f  g e n e r a t i n g  t h e  same 
f eedback  law. E x p l i c i t l y ,  f o r  a l l  such  Q 2  w e  have  
o ( Q 2 )  = O'(Q1) B k e r  [ I  I + F ' C I )  ' I]  , 
when $ d e n o t e s  t h e  d i r e c t  sum o f  two v e c t o r  s p a c e s .  
111. D i s c u s s i o n  
I n  t h i s  p a p e r ,  w e  have p r e s e n t e d  a  new e q u a t i o n  c h a r a c t e r i z i n g  t h e  
o p t i m a l  l i n e a r  r e g u l a t o r  g a i n  m a t r i x  and have  used  t h i s  e q u a t i o n  t o  ob- 
t a i n  some new r e s u l t s  f o r  t h e  i n v e r s e  problem o f  l i n e a r  c o n t r o l  t h e o r y .  
S e v e r a l  t o p i c s  a s s o c i a t e d  w i t h  t h e s e  r e s u l t s  a r e  c u r r e n t l y  unde r  i n v e s -  
t i g a t i o n  and w i l l  be  r e p o r t e d  on i n  f u t u r e  p u b l i c a t i o n s .  Among t h e s e  
a r e :  
a )  Computa t ional  p rocedures  - even though HE u s u a l l y  r e s u l t s  i n  a  
fewer  number o f  e q u a t i o n s  t o  s o l v e  t h a n  ARE, t h e  p r e s e n c e  o f  t h e  t e r m  
(IC3F' + F ' @ I ) - ~ ,  r e q u i r i n g  t h e  i n v e r s e  o f  an  n2xn2 m a t r i x ,  i n t r o d u c e s  
scme n o n t r i v i a l  compu ta t iona l  c o n s i d e r a t i o n s .  By v a r i o u s  p a r t i t i o n i n g  
4 
methods t h i s  i n v e r s e  may be  c a l c u l a t e d  i n  O(n ) m u l t i p l i c a t i o n s ,  b u t  it 
i s  n o t  y e t  c l e a r  t h a t  s o l v i n g  HE a lways  r e s u l t s  i n  a  f a s t e r  computa t ion  
t h a n  s o l v i n g  ARE. A l s o ,  compara t ive  i n v e s t i g a t i o n s  o f  d i r e c t  v s .  i t e r a -  
t i v e  methods need t o  b e  c a r r i e d  o u t ,  a s  w e l l  a s  s t u d i e s  f o r  t h e  c a s e  
when F  h a s  m u l t i p l e  c h a r a c t e r i s t i c  r o o t s ;  
b )  A n a l y t i c a l  S t u d i e s  - t h e  e q u a t i o n  HE is a  s u b s t a n t i a l  g e n e r a l i -  
z a t i o n  o f  t h e  H-equation of  r a d i a t i v e  t r a n s f e r ,  which was o r i g i n a l l y  
s t u d i e d  by Ambartsumian and Chandrasekhar .  S e v e r a l  i n t e r e s t i n g  proper-  
t ies  o f  t h e  H f u n c t i o n  have been o b t a i n e d  i n  t h e  r a d i a t i v e  t r a n s f e r  
c a s e ,  and  it is now a  m a t t e r  o f  some i n t e r e s t  t o  see i f  g e n e r a l i z a t i o n s  
may b e  o b t a i n e d .  From t h e  r e s u l t s  o f  C7,  121, it would appea r  promis-  
i n g ,  b u t  t h e  d e t a i l s  remain  t o  b e  worked o u t .  
A l s o ,  i t  i s  well-known t h a t  t h e r e  e x i s t  i n t i m a t e  c o n n e c t i o n s  
between t h e  R i c c a t i  e q u a t i o n  and l i n e a r  d i f f e r e n t i a l  sy s t ems .  I t  would 
be  i n t e r e s t i n g  t o  know i f  t h e  s o l u t i o n  o f  t h e  HE a l s o  h a s  such  connec- 
t i o n s ,  p a r t i c u l a r l y  s i n c e  one  o f  t h e  pr imary  methods f o r  s o l v i n g  t h e  
ARE i s  based  upon t h i s  c o n n e c t i o n  [ll] ; 
C )  I n f i n i t e - D i m e n s i o n a l  Problems - t h e  i n f i n i t e - d i m e n s i o n a l ,  f i n i t e  
t i m e ,  q u a d r a t i c  c o s t - l i n e a r  dynamics c o n t r o l  problem was s t u d i e d  i n  
[ 6 ]  from t h e  p o i n t  o f  view of  o b t a i n i n g  a l t e r n a t e s  t o  t h e  o p e r a t o r  
R i c c a t i  e q u a t i o n  f o r  c h a r a c t e r i z i n g  t h e  o p t i m a l  feedback law. I t  was 
shown t h a t  whenever t h e r e  a r e  o n l y  a  f i n i t e  number of  p l a c e s  where 
c o n t r o l  may be e x e r t e d  o r  measurements made, t h e  new e q u a t i o n  r e s u l t e d  
i n  a  compu ta t iona l  improvement o v e r  t h e  o p e r a t o r  R i c c a t i  e q u a t i o n .  I t  
seems n a t u r a l  t o  c o n j e c t u r e  t h a t  t h e  HE may be  ex t ended  t o  t h e  ope ra -  
t o r  s i t u a t i o n  w i t h  no s u b s t a n t i a l  d i f f i c u l t y  b u t  a g a i n  t h e  d e t a i l s  a r e  
s t i l l  u n d e r  i n v e s t i g a t i o n .  
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