Abstract-Traditional EMG-motion recognition methods are only able to recognize target motions that presented in the training phase, but cannot detect randomly-occurred outlier motions that did not present before. Here, a hybrid classifier that combines one-class SVMs and a multi-class LDA was proposed to perform recognition on target classes and rejection on outlier classes. The classification ability of the hybrid classifier can incrementally grow via online learning the data of outlier classes. Extensive experiments on EMG-based hand-motion recognition were conducted to verify the performance of the incremental hybrid classifier (IHC). The mean recognition accuracy on target classes of IHC is 92%, which is 23% higher than that of the normal MLP. Moreover, IHC has the ability to detect outlier patterns that MLP would misclassify to target classes.
INTRODUCTION
Surface electromyography (sEMG) signals have been popularly used as input commands to realize a natural control for powered prostheses, referred to as myoelectric prostheses [1] [2] [3] . Currently, most myoelectric prostheses utilize a classification model to recognize human's motion intents from sEMG, and then perform the corresponding movements based on the recognition results. Hence, the performances of myoelectric prostheses are mainly dependent on the recognition abilities of sEMG-motion classification model. Many classification algorithms or their revised versions, including LDA (linear discriminant analysis), QDA (quadratic dicriminant analysis), MLP (multilayer perceptron), SVM (support vector machine), etc., have been used to build sEMGrecognition models in order to identify more kinds of motions or enhance recognition accuracy [3] [4] [5] [6] .
Traditional classification models always need to be trained offline beforehand, and are only able to distingue the limit kinds of motions that presented in the training phase. However, the sEMG used for offline training are only a small part relative to the true sEMG collected in practice [7] . The recognition performance of classification models would degrade greatly, when there exist significant differences between the practical sEMG and the data used for training model. An online update algorithm can ensure that the model is adaptive to the change of sEMG. Duan et.al [8] proposed an incremental wavelet neural network ensemble to recognize the gradual changes in sEMG characteristics. The average accuracy of the incremental learning model for recognizing six hand motions is 92.17%, even in a long period of recognition task. In [2] , the widely-used LDA/QDA were extended to selfenhancing LDA/QDA, and a high accuracy can be maintained in long-term EMG pattern recognition with the extended methods. Kato et al [9] proposed a real-time learning method for the robust sEMG-motion discrimination, in which the learning-data can be automatically eliminated and selectively added to adjust to gradual and drastic changes of sEMG. Those existed studies always focused on the non-stationary of sEMG caused by sweating, muscle fatigue, electrode transition, etc., and the update algorithms just aimed to maintain the recognition accuracies of target motions that were defined beforehand [8] [9] [10] .
Besides the non-stationary and time-varying characteristics of sEMG, the sEMG-data of randomly-occurred outlier motions that did not present in the training phase, would also definitely interfere in the practical motion recognition. A few models have been built to reject outlier motions. Scheme et al [4] proposed a selective multiclass 1-vs-1 classification scheme based on ULDA (uncorrelated LDA) to identify eleven target motions. A threshold interval was pre-set for each motion class. If a new sEMG sample does not fall into any interval, then it is regarded as an outlier motion sample. Li et al [7] developed a boosting-based EMG classification scheme for robustness enhancement, and 80% of accuracies for recognizing trained (target) classes and rejecting untrained (outlier) classes were obtained by the scheme. In [11] , oneclass and multi-class classifiers were hybridized to recognize target motions and reject outlier motions in order to achieve a high-stable myoelectric control. However, those methods were only able to reject outlier motion interferences, and no update algorithm was involved to recognize the outlier motion as a new target motion. Hence, the recognition abilities of the existed models are limited.
In this paper, an incremental hybrid classifier (IHC) was constructed for realizing high-stable motion recognition from sEMG. In the IHC, a set of one-class SVMs were used to detect outlier motions, while a multi-class LDA was used to classify target motions. An incremental-update mechanism was involved to extend the recognition ability of IHC gradually. Therefore, the randomly-occurred outlier motion, which was rejected at the first time, would be recognized as a 978-1-5386-3742-5/17/$31.00 © 2017 IEEE new target motion later. Experiments on classification of hand motions were conducted to verify the performance of the proposed method. Compared with the traditional MLP, the IHC can improve the robustness of myoelectric recognition systems effectively under the interference of outlier motions.
II. INCREMENTAL HYBRID CLASSIFIER
The hybrid classifier uses one-class SVMs to distinguish target patterns from outlier patterns, and uses a multi-class LDA to determine specific target patterns. Moreover, the classifier can be incrementally updated by using the data of outlier motions.
Refer to [11] [12] [13] [14] , suppose   1 2 , , , K     to be K classes. If a sample pattern x belongs to one of the K classes, then x is called a target pattern; otherwise it is an outlier pattern.
A. One-class SVM
One-class SVM, also called support vector data description (SVDD), aims at finding a minimum-volume sphere in the feature (F) space such that all, or most of the target training samples are enclosed by the hypersphere [13] . Define 
where j  are positive weights that will be optimized.  is Lagrange multiplier.  is the kernel function defined as the inner dot product of feature vectors in feature space F:
, and the radial basis function kernel is used in this work.
The Kuhn-Tucher (KT) conditions should be satisfied by the parameter optimization [15] ,
According to the KT conditions, the training samples in X i can be classified into the three categories : fall outside the hypersphere, and the samples constitute the error support vector set E eSV . E mSV and E eSV constitute the support vector set E SVs . The center a of the hypersphere can be expanded by the images of the SVs,
By definition, R is the distance from the center a to (any of the margin support vectors on) the boundary, i.e.,
After having computed j  , a and R, we obtain the oneclass SVM for i  . For a new sample z, if Eq. (7) satisfies, z is a target sample of i  ; otherwise, z is a outlier sample with
We can build an individual one-class SVM for each class
Then, the group of one-class SVMs can be used to determine a new sample z to be a target sample or not.
to be a new sample set acquired online, and all patterns in Z belong to an outlier class 1 K   . Then, we can build an one-class SVM for 1 K   by using Z and add the new one-class SVM to the existed SVM-ensemble. Thus, the one-class classifier ensemble has been updated by Z.
B. Multi-class LDA
With the ensemble of one-class SVMs, we can determine a new sample to be a target or outlier pattern. Since each oneclass SVM is able to enclose the sample points from one specific target class, it is a normal idea to use the ensemble of one-class SVMs to perform the classification task directly, i.e., as long as a new sample z falls inside the SVM-hypersphere of i  , it belongs to i  . However, different SVM-hyperspheres may have an overlapping region, which would cause ambiguous classifications for the patterns that fall inside the overlapping region. Thus, a multi-class LDA will be used to determine the specific class for a target pattern.
In the LDA, a projection matrix W is first calculated; then the original sample x will be projected into a low-dimensional space to make the between-class scatter maximum and withinclass scatter minimum in the projected space [16] .
The mean and sum of squares of samples for i  are given by,
where N i is the number of samples of i  . m i and G i represent the mean and sum of squares respectively.
The covariance matrix S i of i  is calculated as,
where the coefficient of covariance has been omitted.
The within-class covariance matrix of K classes in the original space is given by,
Then, we calculate the mean of all samples of K classes, The between-class covariance matrix can be calculated,
It can be shown that the optimal projection matrix W is composed by those eigenvectors of For a new sample z, the distances between z and each class center in the projected low-dimensional space are computed,
where i =1,2…, K. Thus, the final classification result for the new sample pattern z is determined by, 
The within-class covariance matrix S w can be updated as,
The update mean of all samples is given by,
Then, the between-class covariance matrix S b is updated as,
where the superscript "~" represents the update value.
Subsequently, we calculate the q eigenvectors of 1 w b    S S corresponding to the q largest eigenvalues, as the new projection matrix  W to replace W in Eq. (14) . Therefore, the LDA classifier has been updated by using data in Z.
III. MOTION RECOGNITION WITH IHC
Now, the proposed IHC is used to perform EMG-based motion recognition. With respect to the classifier update, two issues should be considered: 1) what data are used to update the classifier; 2) when the classifier is updated. Firstly, when one performs action, the corresponding muscles contract. Compared with the sEMG acquired in muscles' rest state (no movement), the sEMG signals acquired in muscles' contraction (movement) have sufficient differences in their amplitudes and frequencies (Fig. 1) . Thus, a simple threshold determination can distinguish the sEMG in the rest state from that in the contraction state. Secondly, human's (especially for disabled people) movements are always slow. An action state would last in a duration, and the rest state always occurs between two actions as the buffer state [9] . Therefore, when muscles' are in rest state, we can evaluate the data in the last contraction state (movement stage), and choose the sampledata to update the classifier based on the evaluation results. Then, an update is performed and finished in the rest stage.  is the classification rate of i  , and  is the maximum classification rate.
Here,  is used to evaluate the data in the last motion stage, and a evaluation and update criterion is given by,
where  is a constant threshold. belong to an outlier class. With the sample data, we can update the hybrid classifier, i.e., building a new one-class SVM and updating the multi-class LDA with Eqs. (16)~(22) . Otherwise, the data in last movement stage are discarded, and the hybrid classification keeps unchanged. The algorithm flow was presented in Fig. 2 .
IV. EXPERIMENTS AND RESULTS
Experiments on hand-motion recognition from sEMG were conducted to test the performance of the proposed IHC.
A. Experimental Protocol
In our work, we are interested in five kinds of hand motions, including grasping/opening hand (grp/opn), and pinching the index/middle/ring finger (idx/mid/rng), as shown in Fig. 3 . The snooze (snz) gesture is used as the rest state. Four channels of surface electrodes were used to measure the sEMG signals from the flexor digitorum superficialis, flexor carpi radialis, Palmaris longus, and extensor digitorum, which are the main muscles concerned with the regarded hand motions (Fig. 4) . A wireless myoelectric acquisition system (Delsys, Trigno) was used to measure raw sEMG signals with a frequency of 2000Hz; then, a Butterworth bandpass filter with cut-off frequencies of 10Hz and 500Hz was used to pre-process raw sEMG. Totally three able-bodied male subjects (304 years old) participated in our experiments. Ten measurement sessions were conducted for each subject. In each session, the subject performed one motion for 4 seconds, and then switched to another motion in the order of grp/opn/idx/ mid/rng; whereas two motions were separated by a snz of 4 s, and the whole process repeats three times. After having finished one session, the participant could relax for 3 minutes to avoid muscle fatigue. For each subject, the sEMG signals of the first three sessions were used for training recognition models, whereas the remaining seven sessions were used for the performance evaluations.
B. Feature Extraction and Motion Recognition
An overlapping 250 ms time window, which was spaced 100 ms apart, was used to extract the sEMG features. In per time window, seven features, including the mean absolute value (MAV) and the six-order cepstrum coefficients (Ceps) [10] , were extracted from each of the four sEMG channels and then concatenated into a single feature vector as one sample, which would be then provided to classifiers.
The snz was identified via a threshold determination, and other remain motions would be recognized by the proposed IHC. Besides, a normal MLP was also employed to perform motion recognition for providing performance comparisons [17] . Here, grp/opn/idx/mid were regarded as four target classes, while rng was an outlier class. We would calculated the accuracies of classifiers for recognizing target class patterns and rejecting outlier class patterns.
C. Experimental Results
With the training data of each subject, we built an individual classifier for each subject. Note that MLP should be trained offline beforehand, while IHC can be built online. The test data would be used to evaluate the performance of MLP and IHC. With a set of raw sEMG of subject-1, we got the recognition results of IHC and MLP, as shown in Fig. 5 . For MLP, only the data of four target classes, i.e., grp/opn/idx/mid, were used for training the model. Thus, MLP can classify the patterns of the four target classes, but it cannot identify the outlier class rng. The patterns of rng were all misclassified to target classes. The IHC does not need to be trained beforehand. In initial stage, the IHC was only able to detect outlier patterns. Afterwards, IHC was updated online, where 0.6   in Eq. (24). Note that teacher-labels of new target classes needed to be online set manually. After the incremental update had been finished, IHC can recognize all motion classes, and its recognition performances on grp/opn/idx/mid are close to that of MLP. However, IHC has the ability to detect outlier patterns that MLP cannot do it.
Two criteria were used to evaluate the classifiers' performance quantitatively, i.e., the recognition accuracy for target classes and the rejection accuracy for outlier classes. is the "true" number of samples that belong to outlier class.  is the rejection accuracy of outlier class. Here, we only presented the detailed results obtained by using the test data and classifiers of subject-1, and the results of all subjects would be summarized later. Firstly, we only consider the recognition on four target classes (grp, opn, idx, mid). Table-I listed the recognition results of IHC and MLP, where the accuracies of IHC were calculated by using the data in steady recognition stage (Fig. 5) . If no interference of outlier class was involved, the mean recognition accuracy of IHC for target classes is 92.4%, which is close to 93.8% of MLP. Thus, the motion recognition performance of the updated IHC is similar to that of MLP.
Secondly, the outlier class interference (rng) was involved. The results were listed in Table- II, where the rejection accuracies of IHC were calculated by using the data in initial stage. The mean recognition and rejection accuracies of IHC respectively for target and outlier classes were 92% and 91.2%, which shows that IHC has good abilities in recognizing target motions and detecting outlier motion. However, the trained MLP cannot reject outlier classes. The samples of outlier class (rng) were all misclassified to target classes. The recognition accuracies of target classes were sufficiently affected by the misclassification of outlier patterns. The mean accuracy of MLP is 23% lower than that of IHC. Finally, we gave the average results obtained by using all subjects' test-data and classifiers. Here, the outlier motion interference was involved to show the superiority of IHC over MLP. Fig. 6 shows the mean accuracies and standard deviations computed from all subjects' data. The results in Fig.  6 are similar to that of subject-1. Compared with MLP, the proposed IHC can reject the outlier motion interference and recognize target motions with a high accuracy, which enhances the robustness of EMG-based recognition systems. Fig. 6 . The mean recognition and rejection accuracies respectively for target and outlier classes calculated by using all subjects' test data.
V. CONCLUSION
This paper proposed a novel hybrid classifier to classify target classes and detect outlier classes. The hybrid classifier can be online updated by the data of the detected outlier classes, so its classification ability would incrementally grow. A framework of EMG-motion recognition was developed by utilizing the proposed IHC. Experimental results on handmotion recognition show that IHC can effectively reject outlier motion interference and recognize target motions with a high accuracy. Thus, IHC has a potential to enhance the robustness of EMG-based recognition systems.
