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CARLEMAN ESTIMATE AND AN INVERSE SOURCE PROBLEM FOR
THE KELVIN-VOIGT MODEL FOR VISCOELASTICITY
O. YU. IMANUVILOV AND M. YAMAMOTO
Abstract. We consider the Kelvin-Voigt model for the viscoelasticity, and prove a Car-
leman estimate for functions without compact supports. Then we apply the Carleman
estimate to prove the Lipschitz stability in determining a spatial varying function in an
external source term of Kelvin-Voigt model by a single measurement. Finally as a related
system, we consider an isothermal compressible fluid system and apply the Carleman esti-
mate to establish the Lipschitz stability for an inverse source problem for the compressible
fluid system.
1. Introduction and main results
Let T be a positive constant, x′ = (x1, ..., xn) ∈ Rn, and Ω be a bounded domain in Rn
with ∂Ω ∈ C∞, let ~ν = ~ν(x′) be the unit outward normal vector at x′ to ∂Ω. Here we
understand x′ ∈ Rn as the spatial variable and x0 as the time variable. We set x = (x0, x′) =
(x0, x1, ..., xn), and
Q := (−T, T )× Ω, Σ := (−T, T )× ∂Ω.
Here and henceforth i =
√−1 and ·T denotes the transposes of vectors and matrices under
consideration, and D = (D0, D
′), D0 =
1
i
∂x0 , D
′ = (1
i
∂x1 , . . . ,
1
i
∂xn), ∇′ = (∂x1 , . . . , ∂xn),
∇ = (∂x0 ,∇′).
In the cylinder domain Q, we consider the Kelvin-Voigt model:
(1.1) ρ∂2x0w = Lλ,µ(x,D
′)∂x0w+ Lλ˜,µ˜(x,D
′)w+ F in Q,
(1.2) w|Σ = 0,
(1.3) w(0, x′) = 0, x′ ∈ Ω.
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Here w(x) = (w1(x), . . . , wn(x))
T is the displacement and F(x) = (F1(x), . . . , Fn(x))
T is
an external force. For Lame´ coefficients λ(x) and µ(x), the partial differential operator
Lλ,µ(x,D
′) is defined by
Lλ,µ(x,D
′)w = µ(x)∆w + (µ(x) + λ(x))∇′divw
+(divw)∇′λ+ (∇′w+ (∇′w)T )∇′µ, x ∈ Q(1.4)
and Lλ˜,µ˜(x,D
′) is defined similarly.
The equation (1.1) is called the Kelvin-Voigt model and is one model equation for the vis-
coelasticity. The viscoelasticity indicates a mixed physical property of the viscosity and the
elasticity, and is frequently observed in human tissues. Thus the viscoelasticity is important
for example for the medical diagnosis. In the diagnosis, the main task is to detect some
anomaly of spatially varying coefficients in (1.1) which may indicate some organizational ab-
normalities such as tumors. Hence inverse problems of determining coefficients λ(x′), µ(x′),
λ˜(x′), µ˜(x′) by available boundary data, are demanded from medical points of view. Such in-
verse problems of determining coefficients can be solved by the corresponding inverse source
problems which can be the linearized problems of inverse coefficient problems, but we do not
here discuss details for the inverse coefficient problems.
As for medical applications related to the Kelvin-Voigt model, see Catheline, Gennisson,
Delon, Fink, Sinkus, Abouelkaram and Culiolic [7], and Royston, Mansy and Sandler [44].
As for applications of other viscoelasticity models to the diagnosis, we refer to de Buhan
[11], Sinkus, Tanter, Xydeas, Catheline, Bercoff and Fink [45] and the references therein. As
monographs on the viscoelasticity, the readers can consult Lakes [37], and Renardi, Hrusa
and Nohel [42].
For the inverse problems related to the medical diagnosis, one of theoretical fundamentals
is the Carleman estimate. The purpose of this paper is to establish a Carleman estimate
for (1.1) and apply it to an inverse source problem of determining a spatially varying factor
of the external source F(x). Also as is seen later, the principal part of (1.1) is a strongly
coupled parabolic Lame´ system ρ∂x0 −Lλ,µ(x,D′), which causes a serious difficulty for prov-
ing the Carleman estimate for (1.1). In addition to the Kelvin-Voigt model, we consider
an isothermal compressible fluid dynamics system which mathematically, modulo nonlinear
terms, is a first-order partial differential equation coupled with the parabolic Lame´ system
and apply the Carleman estimate to establish the Lipschitz stability for some inverse source
problem.
Now we reduce (1.1) to an integro-parabolic system. Setting
(1.5) u = ∂x0w,
from (1.1) - (1.3), we readily obtain
(1.6) P (x,D)u ≡ ρ∂x0u− Lλ,µ(x,D′)u−
∫ x0
0
Lλ˜,µ˜(x, x˜0, D
′)u(x˜0, x
′)dx˜0 = F in Q,
(1.7) u|Σ = 0.
3Here and henceforth, for the sake of more generality, assuming in (1.6) that λ˜, µ˜ depend on
x = (x0, x
′) ∈ Q and x˜0 ∈ (−T, T ), we set
Lλ˜,µ˜(x, x˜0, D
′)u = µ˜(x, x˜0)∆u+ (µ˜(x, x˜0) + λ˜(x, x˜0))∇′divu
+(divu)∇′λ˜+ (∇′u+ (∇′u)T )∇′µ˜, (x, x˜0) ∈ Q× [−T, T ],
We mainly consider system (1.6) with boundary (1.7). Henceforth the coefficients ρ, λ, µ,
λ˜, µ˜ are assumed to satisfy
(1.8) ρ, λ, µ ∈ C2(Q), ρ(x) > 0, µ(x) > 0, λ(x) + µ(x) > 0 forx ∈ Q
and
(1.9) λ˜, µ˜ ∈ C2([−T, T ]× Ω× [−T, T ]).
More precisely, the first main purpose of this paper is to establish
(1) a Carleman estimate for functions without compact supports;
(2) the Lipschitz stability in an inverse source problem of determining spatially varying
factor of the external force F
for (1.6).
A Carleman estimate is an L2-weighted estimate of solution u to (1.6) which holds uni-
formly in large parameter. Carleman estimates have been well studied for single equations
(e.g., Ho¨rmander [16], Isakov [31]). A Carleman estimate yields several important results
such as the unique continuation, the energy estimate called an observability inequality and
the stability in inverse problems. However for systems whose principal part is coupled, for
example even for isotropic Lame´ system (that is, (1.6) with λ˜ = µ˜ ≡ 0), the Carleman
estimate is difficult to be proved for functions u whose supports are not compact in Q. In
particular, for (1.6), no such Carleman estimates are not known.
In order to prove the stability global in Ω for the inverse problem with lateral data limited
on some subboundary, we need a Carleman estimate for functions without compact supports.
Otherwise we have to observe the extra data on the whole lateral subbboundary (0, T )×∂Ω.
In establishing a Carleman estimate for our system (1.6) for non-compactly supported u,
we should emphasize the two main difficulties:
• The principal part ρ∂x0 − Lλ,µ(x,D′) is strongly coupled.
• The Lame´ operator Lλ˜,µ˜(x, x˜0, D′) appears as an integral.
As for Carleman estimates for functions without compact supports and applications to in-
verse problems for the Lame´ system with Lλ,µ(x,D
′) = 0, we refer to Bellassoued, Imanuvilov
and Yamamoto [3], Bellassoued and Yamamoto [4], Imanuvilov, Isakov and Yamamoto [20],
Imanuvilov and Yamamoto [26] - [29]. In this paper, we modify the arguments in those
papers and establish a Carleman estimate for system (1.6) where u does not have compact
support. Then we apply the Carleman estimate to an inverse source problem by modify-
ing the method in Imanuvilov and Yamamoto [22] - [24] and Beilina, Cristofol, Li and M.
Yamamoto [1] discussing scalar hyperbolic equations. As for the methodology for apply-
ing Carleman estimates to inverse problems, we refer to a pioneering paper Bukhgeim and
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Klibanov [6], and also Beilina and Klibanov [2], Bellassoued and Yamamoto [5], Klibanov
[34, 35], Klibanov and Timonov [36].
For the statement of the Carleman estimate for (1.6), we need to introduce notations and
a definition.
Let ξ denote the complex conjugate of ξ ∈ C. We set < a, b >= ∑nk=0 akbk for a =
(a0, . . . , an), b = (b0, . . . , bn) ∈ Cn, ξ = (ξ0, . . . , ξn), ξ′ = (ξ1, . . . , ξn), ξ˜ = (ξ0, . . . , ξn−1), ∇˜ =
(∂y0 , . . . ∂yn−1), ζ = (ξ0, . . . , ξn−1, s˜), D˜ = (D0, . . . , Dn−1).
For β ∈ C2(Q), we introduce the symbol:
pρ,β(x, ξ) = iρ(x)ξ0 + β(x)|ξ′|2.
Let Γ0 be some relatively open subset on ∂Ω. We set Γ˜ = ∂Ω \Γ0 and Σ0 = (−T, T )×Γ0,
Σ˜ = (−T, T )× Γ˜.
In order to prove the Carleman estimate for the viscoelastic Lame´ system, we assume the
existence of a real-valued function ψ which is pseudoconvex with respect to the symbols
pρ,µ(x, ξ) and pρ,λ+2µ(x, ξ). More precisely, we can state as follows.
For functions f(x, ξ) and g(x, ξ), we introduce the Poisson bracket
{f, g} =
n∑
j=0
(
∂ξjf∂xjg − ∂ξjg∂xjf
)
.
Denote
(1.10) ϕ˜(x0) =
1
(x0 + T )3(T − x0)3 .
We introduce
Condition 1.1. We say that a function ϕ ∈ C0,2(Q) with ∂x0ϕ ∈ L∞(Q), is pseudoconvex
with respect to the symbol pρ,β(x, ξ) if there exists a constant C1 > 0 such that
(1.11)
Im{pρ,β(x, ξ0, ζ˜), pρ,β(x, ξ0, ζ˜)}
|s| > C1ϕ˜(x0)M(ξ, ϕ˜(x0)s)
2 ∀(x, ξ, s) ∈ S,
where
S = {(x, ξ, s); x ∈ Q, M(ξ, ϕ˜(x0)s) = 1, pρ,β(x, ξ0, ζ˜) = 0},
ζ˜ = (ξ1 + i|s|∂x1ϕ, . . . , ξn + i|s|∂xnϕ)
and
(1.12) M(ξ, s) = (ξ20 +
n∑
i=1
ξ4i + s
4)
1
4 .
We assume that there exists a positive constant C2 such that
(1.13) ∂~νϕ(x)|Σ0 < 0 and |∂~νϕ(x)| ≥ C2ϕ˜(x0) ∀x ∈ Σ0
5and
(1.14) − ∂~νϕ(x) > 1√
2
√
µ(x)
(λ+ 2µ)(x)
|∂~τϕ(x)| ∀x ∈ Σ0, ∀~τ ∈ T (Γ0), |~τ | = 1.
If the pair (µ˜, λ˜) is not identically equal to zero in Q, then we assume that
(1.15) ∂x0ϕ(x) < 0 on (0, T ]× Ω and ∂x0ϕ(x) > 0 on [−T, 0)× Ω.
Let us assume
(1.16) ϕ(x) < 0 on Q, ∇′ϕ(x) 6= 0 on Q.
Let aβ(x, ξ
′) = β(x)|ξ′|2. Furthemore we introduce
Condition 1.2. We say that a function ϕ(x) ∈ C0,2(Q) is pseudoconvex with respect to the
symbol aβ(x, ξ
′) if there exists a constant C3 > 0 independents of x0, s, ξ
′ such that
Im{aβ(x, ξ′ − i|s|∇′ϕ), aβ(x, ξ′ + i|s|∇′ϕ)}
|s| > C3ϕ˜(x0)|(ξ
′, ϕ˜(x0)s)|2 ∀(x, ξ′, s) ∈ K,
where
K = {(x, ξ′, s); x ∈ Q, |(ξ′, s)| = 1, aβ(x, ξ′ + i|s|∇′ϕ) = 0}.
Let N = {1, 2, 3, ...}, α = (α0, . . . , αn) =: (α0, α′) with α0, ..., αn ∈ N ∪ {0} and |α| =
2α0 +
∑n
j=1 αj, ∂
α
x = ∂
α0
x0
∂α1x1 · · ·∂αnxn .
Finally we assume that
(1.17) lim
x0→−T+0
ϕ(x0, x
′) = lim
x0→T−0
ϕ(x0, x
′) = −∞,
and
(1.18)
C4
(x0 + T )3(T − x0)3 ≤
∑
|(0,α1,...,αn)|≤2
|∂αxϕ(x)| ≤
C5
(x0 + T )3(T − x0)3
for x ∈ Q, and
(1.19) |∂x0ϕ(x)| ≤
C6
(x0 + T )4(T − x0)4 x ∈ ((0, T )× Ω) ∪ ((−T, 0)× Ω).
For any function f = (f1, . . . , fn), we introduce the differential form ωf =
∑n
j=1 fjdxj .
Then dωf =
∑n
k<j(∂xjfk − ∂xkfj)dxk ∧ dxj.
We identify the differential form dωf with the vector-function:
dωf =
(
∂x2f1 − ∂x1f2, . . . , ∂xnf1 − ∂x1fn, ∂x3f2 − ∂x2f3, . . . , ∂xnf2 − ∂x2fn, . . . , ∂xnfn−1 − ∂xn−1fn
)
.
Denote
‖u‖2B(ϕ,s,Q) =
∫
Q
(
3∑
|α|=0,α0≤1
(sϕ˜)4−2|α||∂αu|2 + sϕ˜|∇′dωu|2
+(sϕ˜)3|dωu|2 + sϕ˜|∇′divu|2 + (sϕ˜)3|divu|2
)
e2sϕdx,(1.20)
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‖u‖2X (ϕ,s,Ω) =
∫
Ω
(
2∑
|α′|=0
(sϕ˜)4−2|α||∂α′u|2 + sϕ˜|∇′dωu|2
+(sϕ˜)3|dωu|2 + sϕ˜|∇′divu|2 + (sϕ˜)3|divu|2
)
e2sϕdx′.
Finally we introduce norms
‖Fesϕ‖2Y(ϕ,s,Q) = ‖divFesϕ‖2L2(Q) + ‖dωFesϕ‖2L2(Q) + ‖(sϕ˜)
1
2Fesϕ‖2
H
1
4 ,
1
2 ,s˜(Σ)
+ ‖Fesϕ‖2L2(Q),
and for any positive p we introduce the norm
‖u‖
H
p
2 ,p,s˜(Σ)
= (‖u‖2
H
p
2 ,p(Σ)
+ ‖(sϕ˜)pu‖2L2(Σ))
1
2 .
Now we are ready to state our first main result, a Carleman estimate as follows.
Theorem 1.1. Let F, divF, dωF ∈ L2(Q), u ∈ L2(0, T ;H3(Ω)), ∂x0u ∈ L2(0, T ;H1(Ω))
satisfy (1.6), (1.7). Let (1.8) and (1.9) hold true, and let a function ϕ satisfy (1.15) -
(1.19), Conditions 1.1 and 1.2 with β = µ and β = λ + 2µ. Then there exists s0 > 0 such
that for any s > s0 the following estimate holds true:
‖u‖B(ϕ,s,Q) + ‖∂2~νuesϕ‖H 14 , 12 ,s˜(Σ0) + ‖∂~νue
sϕ‖
H
3
4 ,
3
2 ,s˜(Σ0)
≤ C7(‖Fesϕ‖Y(ϕ,s,Q) +(1.21)
‖∂~νuesϕ‖H 34 , 32 ,s˜(Σ˜) + ‖∂
2
~νue
sϕ‖
H
1
4 ,
1
2 ,s˜(Σ˜)
+ ‖ϕ˜∂x0∂~νuesϕ‖L2(Σ˜)).
Here the constant C7 > 0 is independent of s.
Example of a function ϕ which satisfies the conditions of Theorem 1.1. Let
ψ ∈ C3(Ω) satisfy ψ|∂Ω\Γ˜ = 0, |∇′ψ(x)| > 0 on x′ ∈ Ω, ∂~νψ < 0 on ∂Ω \ Γ˜. We set
ϕ(x) = e
λψ(x′)−e
2λ‖ψ‖
C0(Ω)
ℓ˜(x0)
, ℓ˜(x0) > 0 on [−T, T ], ∂x0 ℓ˜(x0) < 0 on [0, T ) and ∂x0 ℓ˜(x0) > 0 on
[−T, 0), ∂jx0 ℓ˜(±T ) = 0 for all j ∈ {0, 1, 2}, ∂3x0 ℓ˜(±T ) 6= 0.
Provided that parameter λ > 0 is sufficiently large, we can prove that Conditions 1.1 and
1.2 hold true (e.g., Ho¨rmander [16], Imanuvilov, Puel and Yamamoto [21]). The normal
derivative of the function ϕ on Σ0 is strictly negative and so (1.14) holds true. Inequality
(1.16) follows from the fact that the function ψ does not have critical points on Ω. The
properties of the function ℓ˜ imply (1.17)-(1.19).
The proof of Theorem 1.1 is given in Sections 2-6.
Next we apply Carleman estimate (1.21) to an inverse source problem of determining a
spatially varying factor of source term of the form F(x) := R(x)f(x′). Now we assume that
ρ, λ, µ are independent of x0: ρ(x) = ρ(x
′), λ(x) = λ(x′), µ(x) = µ(x′) for x ∈ (0, T )×Ω. Let
Ω ⊂ Rn be a smooth bounded domain and η ∈ (0, T ) be a fixed time moment. We consider
(1.22) ρ(x′)∂2x0u = Lλ,µ(x
′, D′)∂x0u+ Lλ˜,µ˜(x,D
′)u(x) +R(x)f(x′) in (0, T )× Ω,
7(1.23) u(η, x′) = a(x′), ∂x0u(η, x
′) = b(x′) x′ ∈ Ω
and
(1.24) u|(0,T )×∂Ω = 0.
Here R(x) is an n× n matrix function and f(x′) is an Rn-valued function.
We further assume
(1.25) λ˜, µ˜ ∈ C2([0, T ]× Ω).
We consider
Inverse source problem. Let functions a,b, R be given and Γ˜ is an arbitrary fixed open
subset of ∂Ω. Determine function f(x′) by ∂~νu|(0,T )×Γ˜ and u(η, ·), ∂x0u(η, ·) in Ω.
We state our main result on the inverse source problem.
Theorem 1.2. Let a,b ∈ H3(Ω), f ∈ H1(Ω), u ∈ L2(0, T ;H3(Ω)), ∂kx0u ∈ L2(0, T ;H1(Ω)), k ∈
{1, 2, 3} satisfy (1.22) and (1.23). We assume that there exists a constant δ0 > 0 such that
(1.26) |detR(η, x′)| ≥ δ0 > 0, x′ ∈ Ω, R ∈ C1([0, T ]× Ω).
Moreover we assume that the Lame´ coefficients λ, µ, ρ, µ˜, λ˜ satisfy (1.25) and (1.8). Then
there exists a constant C8 > 0 such that
‖f‖H1(Ω) ≤ C8
(
‖a‖H3(Ω) + ‖b‖H3(Ω) +
2∑
j=0
(‖∂jx0(dωu, divu)‖H 34 , 32 ((0,T )×Γ˜)
+‖∂jx0∂~ν(dωu, divu)‖H 14 , 12 ((0,T )×Γ˜) + ‖∂
j+1
x0
∂~νu‖L2((0,T )×Γ˜)
)
.(1.27)
The proof of Theorem 1.2 is provided in Section 7.
There are other works on inverse problems related to the viscoelasticity and we refer to
Cavaterra, Lorenzi and Yamamoto [8], de Buhan [11], de Buhan and Osses [12], Grasselli
[15], Imanuvilov and Yamamoto [30], Janno [32], Janno and von Wolfersdorf [33], Lorenzi,
Messina and Romanov [39], Lorenzi and Romanov [40], Loreti, Sforza and Yamamoto [41],
Romanov and Yamamoto [43], von Wolfersdorf [50].
Finally, as application of Carleman estimate Theorem 1.1 in a special case of λ˜ = µ˜ ≡ 0,
we consider an inverse source problem for an isothermal compressible fluid equations (e.g.,
Landau and Lifshitz [38]), which can be simplified as follows:
(1.28) ∂x0ρ+ div(vρ) = 0 inQ = (−T, T )× Ω,
(1.29) ρ∂x0v = Lλ,µ(x
′, D′)v− ρ(v,∇′)v− h(ρ)∇′ρ+Rf inQ,
(1.30) v|Σ = 0.
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Here ρ(x) and v(x) describe the density and the velocity field at x ∈ Q respectively.
Consider the following inverse problem: Let ρ(0, ·),v(0, ·) in Ω and ∂~νv on (−T, T )×Γ be
given. Then determine a function f(x′).
Then we have
Theorem 1.3. Let M1 > 0 and M2 > 0 be constants, h ∈ C2(R1) and for some constant
δ0 > 0, let the function R satisfy
(1.31) R ∈ C1(Q), |detR(0, x′)| ≥ δ0 > 0, x′ ∈ Ω.
Moreover for k = 1, 2, we assume that there exist constants M1 > 0 and M2 > 0 such that
the functions (ρk,vk) ∈ C3(Q)× C3(Q) satisfy (1.28)- (1.30) with function fk ∈ H10(Ω) and
(1.32) ‖(ρk,vk)‖C3(Q)×C3(Q) ≤M1
and
(1.33) ρk(0, x
′) ≥ M2 > 0 ∀x′ ∈ Ω, ∀k ∈ {1, 2}.
Furthermore let λ = λ(x′) and µ = µ(x′) satisfy λ, µ ∈ C2(Ω) and λ+ µ, µ > 0 on Ω.
Then we can choose a constant C9 independent of (ρk,vk) such that
‖f1 − f2‖H1(Ω) ≤ C9(‖(ρ1 − ρ2)(0, ·)‖H3(Ω) + ‖(v1 − v2)(0, ·)‖H3(Ω)(1.34)
+
1∑
j=0
(‖∂jx0(dωv1−v2 , div (v1 − v2))‖H 34 , 32 (Σ˜)
+‖∂jx0∂~ν(dωv1−v2 , div (v1 − v2))‖H 14 ,12 (Σ˜) + ‖∂
j+1
x0
∂~ν(v1 − v2)‖L2(Σ˜))).
2. Proof of Theorem 1.1
Sections 2-7 are devoted to the proof of Theorem 1.1 and in Section 8 we collect necessary
lemmata for the proof.
Consider the following boundary value problem
(2.1) P(x,D)v , (Pρ,µ(x,D)v1, Pρ,λ+2µ(x,D)v2) = q in Q.
Here Pρ,β(x,D) = ρ∂
2
x0−β∆, q is a given vector-valued function from L2(Q) with n
2−n
2
+1
components, and a vector-valued function v1 with (n
2 − n)/2 components is defined by
v1 = (v1,2, . . . vn−1,n) = (vk,j)1≤k<j≤n.
We set v = (v1, v2). Function v satisfies the boundary conditions
(2.2) B(x,D′)v = g onΣ.
9where g = (g1, . . . , gn2+n
2
+1
) is a given vector-valued function and the boundary operator
B(x,D′) is constructed in the following way
B(x,D′) = (B1(x,D′), B2(x′)), B1(x,D′) = (b1(x,D′), . . . , bn(x,D′))
and
bk(x,D
′)v = −
n∑
j=1,j 6=k
sign(k − j)∂xjvj,k −
(λ+ 2µ)(x)
µ(x)
∂xkv2
for 1 ≤ k ≤ n, and B2(x′) is the smooth matrix constructed in the following way: Consider an
n×nmatrix such that on the main diagonal we have νn(x′), the nth row is (ν1(x′), . . . , νn(x′)),
the first n−1 elements of the last column are −ν1(x′), . . . ,−νn−1(x′) and all the rest elements
are zero: 
νn(x
′) 0 . . . 0 . . . −ν1(x′)
0 νn(x
′) . . . . . .
0 0 . . . νn(x
′) . . . −νj(x′)
. . . . . . . . . . . .
ν1(x
′) . . . . . . . . . νn−1(x
′) νn(x
′)
 .
If νn(x
′) 6= 0, then the determinant of such a matrix is not equal to zero. Denote the
inverse to this matrix by B3(x
′) and set w := (w1, ..., wn) = B3v˜ where v˜ = (v˜1, ..., v˜n),
v˜j = vj,n for j ∈ {1, ..., n− 1} and v˜n = v2. Then B2(x′)v = v − (ν2w1 − ν1w2, . . . , νnw1 −
ν1wn, . . . , νnwn−1 − νn−1wn,
∑n
j=1 νjwj).
We are not investigating the existence of solution for problem (2.1) - (2.2), but assume
the existence of function v which satisfies (2.1) - (2.2) with some g. Our current goal is to
establish the Carleman estimate for solution of this problem.
Without loss of generality we can assume that
(2.3) ~ν(0) = −~en = (0, . . . , 0,−1).
We have
Proposition 2.1. Let v ∈ H1(Q) satisfy (2.1), (2.2). There exists s0 > 1 such that for all
s ≥ s0 the following estimate holds true∑
|α|≤2
‖(sϕ˜) (3−2|α|)2 ∂αv esϕ‖L2(Q) + ‖vesϕ‖H 34 , 32 ,s˜(Σ)(2.4)
≤ C1(‖P(x,D)vesϕ‖L2(Q) + ‖gesϕ‖H 14 , 12 ,s˜(Σ) + ‖ve
sϕ‖
H
3
4 ,
3
2 ,s˜(Σ˜)
+ ‖∂~νvesϕ‖H 14 , 12 ,s˜(Σ˜)),
where C1 is independent of s.
The end of this section, sections 2-5, and part of section 6 are devoted to the proof of
Proposition 2.1.
First, by an argument based on the partition of unity (e.g., Lemma 8.3.1 in [16]), it suffices
to prove the inequality (2.4) locally, by assuming that
(2.5) suppv ⊂ B(y∗, δ),
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where B(y∗, δ) is the ball of the radius δ > 0 centered at some point y∗.
Otherwise, without the loss of generality we may assume that y∗ = (y∗0, 0, . . . , 0). Let
θ ∈ C∞0 (12 , 2) be a nonnegative function such that
(2.6)
∞∑
ℓ=−∞
θ(2−ℓt) = 1 for all t ∈ R1.
Set vℓ(x) = v(x)κℓ(x0), gℓ(x) = g(x)κℓ(x0) where
(2.7) κℓ(x0) = θ
(
2−ℓ2
1
θ(x0)
1
4
)
,
where
θ(x0) ∈ C∞[−T, T ], θ|[−T,T/2] = T + x0, θ|[T/2,T ] = T − x0,
∂x0θ < 0 on (−T, 0), ∂x0θ > 0 on (0, T ), ∂2x0θ(0) < 0.(2.8)
Observe that it suffices to prove the Carleman estimate (2.4) for the function vℓ instead of
v provided that the constant C1 and the function s0 are independent of ℓ. Observe that if
G ⊂ Rm is a bounded domain and g ∈ L2(G), then there exist an independent constants C2
and C3 (see e.g. [46]) such that
(2.9) C2
∞∑
ℓ=−∞
‖κℓg‖2L2(G) ≤ ‖g‖2L2(G) ≤ C3
∞∑
ℓ=−∞
‖κℓg‖2L2(G).
Denote the norm on the left-hand side of (2.4) as ‖ · ‖∗. Suppose that the estimate (2.4)
is true for any function vℓ with constants C1 and s0 independent of ℓ. By (2.9) for some
constant C4 independent of s we have
(2.10) ‖vesϕ‖∗ = ‖
+∞∑
ℓ=−∞
vℓe
sϕ‖∗ ≤
+∞∑
ℓ=−∞
‖vℓesϕ‖∗ ≤ C4
∞∑
ℓ=−∞
(‖κℓP(x,D)vesϕ‖2L2(Q)
+‖esϕ[κℓ,P(x,D)]v‖2L2(Q) + ‖vℓesϕ‖2H 34 ,32 ,s˜(Σ˜) + ‖∂~νvℓe
sϕ‖2
H
1
4 ,
1
2 ,s˜(Σ˜)
+ ‖κℓgesϕ‖2
H
1
4 ,
1
2 ,s˜(Σ˜)
)
1
2 .
Assume that near (0, . . . , 0), the boundary ∂Ω is locally given by an equation xn −
ϑ(x1, . . . , xn−1) = 0 and if (x1, . . . , xn) ∈ Ω, then xn−ϑ(x1, . . . , xn−1) > 0 where ϑ ∈ C3 and
ϑ(0) = 0. Since ~ν(0) = −~en
(2.11) (∂x1ϑ(0), . . . ∂xn−1ϑ(0)) = 0.
Denote
(2.12) F (x) = (x0, . . . , xn−1, xn − ϑ(x1, . . . , xn−1)).
By Proposition 8.7 we obtain from (2.10):
(2.13) ‖vesϕ‖∗ = ‖
+∞∑
ℓ=−∞
vℓe
sϕ‖∗ ≤
+∞∑
ℓ=−∞
‖vℓesϕ‖∗ ≤ C5(‖P(x,D)vesϕ‖2L2(Q)
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+
∞∑
ℓ=−∞
‖esϕ[κℓ,P(x,D)]v‖2L2(Q) + ‖vesϕ‖2H 34 , 32 ,s˜(Σ˜) + ‖∂~νve
sϕ‖2
H
1
4 ,
1
2 ,s˜(Σ˜)
+ ‖gesϕ‖2
H
1
4 ,
1
2 ,s˜(Σ˜)
)
1
2 .
Using (2.7) and (2.8) we estimate the norm of the commutator [κℓ,P(x,D)] we obtain
∞∑
ℓ=−∞
‖esϕ[κℓ,P(x,D)]v‖2L2(Q) ≤ C6
∞∑
ℓ=−∞
(‖∂x0κℓ∇vesϕ‖2L2(Q) + ‖∂2x0κℓvesϕ‖2L2(Q))
≤ C7
∞∑
ℓ=−∞
(‖ϕ˜ 512χsupp κℓ∇vesϕ‖2L2(Q) + ‖ϕ˜
3
2χsupp κℓve
sϕ‖2L2(Q))
≤ C8(‖ϕ˜ 12∇vesϕ‖2L2(Q) + ‖ϕ˜
3
2vesϕ‖2L2(Q)).(2.14)
From (2.13), and (2.14) we obtain (2.4).
Now, without loss of generality we assume that
(2.15) suppv ⊂ B(y∗, δ) ∩ supp κℓ,
where B(y∗, δ) is the ball of the radius δ > 0 centered at some point y∗ = (y∗0, 0, . . . , 0).
We set
∆ϑu =
n−1∑
j=1
(∂2yju− 2∂xjϑ ◦ F−1(y)∂2yjynu) + (1 + |∇′ϑ|2 ◦ F−1(y))∂2ynu.
Henceforth we set y = (y0, y
′) = (y0, y1, . . . , yn). After the change of variables, the equations
(2.1) have the forms
(2.16) P(y,D)v = (ρ∂y0v1 − µ∆ϑv1, ρ∂y0v2 − (λ+ 2µ)∆ϑv2) = q, onQ , Rn × [0, γ],
(2.17) B˜(y,D)v = g,
where γ is some positive constant. Without loss of generality, we may assume γ = 1. Here
for functions ρ ◦ F−1(y), µ ◦ F−1(y), λ ◦ F−1(y) we used the notations ρ, µ, λ. Similarly by
q3, q4 denote the functions q3, q4 after the change of variables: q3 ◦ F−1(y), q4 ◦ F−1(y).
The operator B˜(y,D) is obtained from B(x,D) in the following way
B˜(y,D′) = (B˜1(y,D′), B2(F−1(y))), B˜1(y,D′) = (˜b1(y,D′), . . . , b˜n(y,D′))
and
b˜k(y,D
′)v = −
n∑
j=1,j 6=k
n∑
m=1
sign(k−j)∂xmvj,k∂xjF−1m ◦F−1(y)−
(λ+ 2µ)
µ
n∑
m=1
∂xmv2∂xkF
−1
m ◦F−1(y).
Since F ′(y∗) is the unit matrix, from the above equality we have
(2.18) b˜k(y
∗, D′)v = −
n∑
j=1,j 6=k
sign(k − j)∂yjvj,k −
(λ+ 2µ)
µ
(y∗)∂ykv2.
Now we introduce operators
(2.19) Pρ,µ(y,D, s˜) = e
|s|ϕPρ,µ(y,D)e
−|s|ϕ, Pρ,λ+2µ(y,D, s˜) = e
|s|ϕPρ,λ+2µ(y,D)e
−|s|ϕ,
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where
s˜ = sϕ˜(y∗0).
We denote the principal symbols of the operators Pρ,µ(y,D, s˜) and Pρ,λ+2µ(y,D, s˜) by
pρ,µ(y, ξ, s˜) = pρ,µ(y, ξ + i|s|∇ϕ) and pρ,λ+2µ(y, ξ, s˜) = pρ,λ+2µ(y, ξ + i|s|∇ϕ) respectively.
The principal symbol of the operator Pρ,β(y,D, s˜) has the form
pρ,β(y, ξ, s˜) = iρ(y)(ξ0 + i|s|ϕy0) + β
[n−1∑
j=1
(ξj + i|s|ϕyj)2
−2(∇′ϑ, (ξ′ + i|s|∇′ϕ))(ξn + i|s|ϕyn) + (ξn + i|s|ϕyn)2G
]
,(2.20)
where G(y1, . . . , yn−1) = 1+ |∇ϑ(y1, . . . , yn−1)|2. The zeros of the polynomial pβ(y, ξ, s˜) with
respect to variable ξn for M(ξ˜, s˜) ≥ 1, ξ˜ = (ξ1, . . . , ξn−1) and y ∈ B(y∗, δ) ∩ supp κℓ are
(2.21) Γ±β (y, ξ˜, s˜) = (−i|s˜|µ˜ℓϕnκ(ξ˜, s˜) + α±β (y, ξ˜, s˜)),
where ~ϕ = (ϕ0, . . . ϕn), ϕj(y) =
ϕyj (y)
ϕ˜(y∗)
,
(2.22) µ˜ℓ(y) = η∗(y)
ℓ+30∑
k=ℓ−30
κℓ(y0), η∗ ∈ C∞0 (B(y∗,
98
50
δ)), η∗|B(y∗,δ) = 1,
the function κℓ is given by (2.7),
(2.23) α±β (y, ξ˜, s˜) = µ˜ℓ(y)
(
−∑n−1j=1 (ξj + i|s˜|ϕj)∂yjϑ(y1, . . . , yn−1)
|G| κ(ξ˜, s˜)±
√
rβ(y, ξ˜, s˜)
)
,
(2.24) rβ(y, ξ˜, s˜) = κ
2(ξ˜, s˜)
(−iρξ0 − β
∑n−1
j=1 (ξj + i|s˜|ϕj)2)G+ β(ξ + i|s˜|~ϕ,∇ϑ)2
βG2
,
where
Let χν be a C
∞
0 (M) function on M = {(ξ˜, s˜); M(ξ˜, s˜) = 1} such that χν is identically
equal 1 in some neighborhood of the (ξ˜∗, s∗) ∈M and suppχν ⊂ O(ζ∗, δ). Assume that
(2.25) κ(ξ˜, s˜)|suppχν = 1, supp κ(ξ˜, s˜) ⊂ O(ζ∗, 2δ), κ(ξ˜, s˜) ≥ 0 on M.
We extend the function χν on R
n+1 as follows : χν(ξ0/M
2(ξ˜, s˜), ξ1/M(ξ˜, s˜), . . . , ξn−1/M(ξ˜, s˜))
for M(ξ˜, s˜) > 1 and χν(ξ0/M
2(ξ˜, s˜), ξ1/M(ξ˜, s˜), . . . , ξn−1/M(ξ˜, s˜))κ
∗(M(ξ˜, s)) for M(ξ˜, s˜) <
1, where κ∗(t) ∈ C∞(R1), κ∗(t) ≥ 0, κ∗(t) = 1 for t ≥ 1 and κ∗(t) = 0 for t ∈ [0, 1/2].
In the similar way we extend the function κ(ξ˜, s) on Rn+1. Denote by χν(y,D
′, s˜) the
pseudodifferential operator with the symbol ηℓ(y)χν(ξ˜, s˜) and ηℓ(y) =
∑10
k=−10 κℓ+k. We set
wν = χν(y, D˜, s˜)w and w = ve
sϕ.
Let O be a domain in Rn.
Definition. We say that the symbol a(y˜, ξ˜, s˜) ∈ W k˜,∞(O × Rn+1) belongs to the class
W k˜,∞cl S
κ,s˜(O) if
A) There exists a compact set K ⊂⊂ O such that a(y˜, ξ˜, s˜)|O\K = 0;
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B) For any β = (β0, . . . , βn) there exists a constant Cβ
∥∥∥∂β0ξ0 · · ·∂βn−1ξn−1 ∂βns˜ a(·, ξ˜, s˜)∥∥∥W k˜,∞(O) ≤ Cβ
(
s˜2 + |ξ0|+
n−1∑
i=1
ξ2i
)κ−|β|
2
,
where |β| =∑nj=0 βj and M(ξ˜, s˜) ≥ 1;
C) For any N ∈ N the symbol a can be represented as
a(y˜, ξ˜, s˜) =
N∑
j=1
aj(y˜, ξ˜, s˜) +RN(y˜, ξ˜, s˜)
where the functions aj have the following properties: for any λ > 1 and for all (y˜, ξ˜, s˜) ∈
{(y˜, ξ˜, s˜)|y˜ ∈ K, M(ξ˜, s˜) > 1}
aj(y˜, λ
2ξ0, λξ1, . . . , λξn−1, λs˜) = λ
κ−jaj(y˜, ξ˜, s˜);
for any multiindex β and any and (ξ˜, s˜) satisfying M(ξ˜, s˜) ≥ 1 there exist a constant Cβ such
that ∥∥∥∂β1ξ0 · · ·∂βn−1ξn−1 ∂βns˜ aj(·, ξ˜, s˜)∥∥∥W k˜,∞(O) ≤ Cβ
(
s˜2 + |ξ0|+
n−1∑
i=1
ξ2i
)κ−j−|β|
2
where the term RN satisfies the estimate
‖RN(·, ξ˜, s˜)‖W k˜,∞(O) ≤ CN(s˜2 + |ξ0|+
n−1∑
i=1
ξ2i )
κ−N
2 ∀(ξ˜, s˜) satisfying M(ξ˜, s˜) ≥ 1.
Let X k˜(O) = W 1,∞(O) or X k˜(O) = C k˜(O). For the symbol a, we introduce the semi-norm
π
X k˜
(a) =
N̂∑
j=1
sup
|β|≤N̂
sup
|(ξ˜,s)|≥1
∥∥∥∥∥ ∂β0∂ξβ00 · · · ∂
βn−1
∂ξ
βn−1
n−1
∂βn
∂sβn
aj(·, ξ˜, s)
∥∥∥∥∥
X k˜(O)
/(1 + |(ξ˜, s)|)κ−j−|β|
+ sup
|(ξ˜,s)|≤1
‖a(·, ξ˜, s)‖
X k˜(O)
.
Obviously for any k ∈ {0, 1}
(2.26) πW k,∞(B(0,δ(y∗)))(χν) ≤ C9ϕ˜
2
3 (y∗).
Obviously the pseudodifferential operators with the symbols Γ±β belongs
to the class W k,∞cl S
1,s(B(0, δ(y∗))) for any k ∈ {0, 1} and
(2.27) πW k,∞(B(0,δ(y∗)))(Γ
±
β ) ≤ C10ϕ˜
k
3 (y∗).
Denote aβ(y, ξ) = β(y)
∑n−1
k=1 ξ
2
k−2ξn
∑n−1
k=1 ∂ykϑξk+ξ
2
n(1+G), aβ(y, ξ, η) = β(y)
∑n−1
k=1 ξkηk−
(ξn
∑n−1
k=1 ∂ykϑηk+ηn
∑n−1
k=1 ∂ykϑξk)+ ξnηn(1+G).We set A(y,D) = β∆ϑ. Then Pρ,β(y,D) =
ρ∂y0 −A(y,D). We have
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Proposition 2.2. Let w ∈ H1,2(Q), suppw ⊂ B(y∗, δ)∩supp ηℓ and Pβ(y,D, s˜)χνw ∈ L2(Q).
Then there exist positive constants δ(y∗), C11, C12 independent of s such that for all and s ≥ s0
we have
C11
∫
Q
(|s|ϕ˜
n∑
k=1
|∂ykχνw|2 + |s|3ϕ˜3|χνw|2)dy + Ξβ(χνw)(2.28)
≤ ‖Pβ(y,D, s˜)χνw‖2L2(Q) + C12ǫ(δ)‖(∂ynχνw, χνw)(·, 0)‖2H0,12 ,s˜(Rn)×H 34 , 32 ,s˜(Rn),
where ǫ(δ)→ +0 as δ → +0 and
Ξβ(w) =
3∑
j=1
Ij(β, w), I1(β, w) =
∫
Rn
(|s˜|β2(y∗)ϕn(y∗)|∂ynw|2+|s˜|3β2(y∗)ϕ3n(y∗)|w|2)|yn=0dy˜,
(2.29) I2(β, w) = −1
2
Re
∫
Rn
2|s˜|β(y∗)∂ynw(ρ∂y0w + (∇ξ˜aβ(y∗, ∇˜w, 0), ~ϕ(y∗))|yn=0dy˜,
(2.30)
I3(β, w) =
∫
Rn
|s˜|β(y∗)ϕn(y∗)(aβ(y∗, ∇˜w, 0)− s˜2aβ(y∗, ϕ1(y∗), . . . , ϕn−1(y∗), 0)|w|2)|yn=0dy˜.
Proof. It suffices to prove the statement of the lemma separately for Rewν , Imwν . Let
vν = Rewν or vν = Imwν . We write A(y,D) =
∑n
j,k=1 ajk(y)∂
2
ykyj
. For simplicity instead of
the notation aβ(y, ξ) we use the notation a(y, ξ) =
∑n
k,j=1 akj(y)ξkξj, where akj = ajk for all
k, j ∈ {1, . . . , n}. We set
aj(y, ξ) = ∂yja(y, ξ), a
(j)(y, ξ) = ∂ξja(y, ξ),
a(j,m)(y, ξ) = ∂2ξjξma(y, ξ), a(y, η, ξ) =
n∑
k,j=1
akj(y)ηkξj.
We introduce the operators
L1(y,D, s˜)vν =
n∑
k=1
s∂ykϕa
(k)(y,∇vν)+ρ∂y0vν , L2(y,D, s˜)vν = −A(y,D)vν−s2a(y,∇ϕ)vν.
We set P (y,D, s˜) = L1(y,D, s˜) + L2(y,D, s˜). Then
(2.31) Pβ(y,D, s˜)vν = P (y,D, s˜)vν + fν in Q.
Function fν satisfies the estimate
(2.32) ‖fν‖L2(Q) ≤ C13‖vν‖H0,1,s˜(Q).
Taking the L2- norm of (2.31) we have
‖Pβ(y,D, s˜)vν − fν‖2L2(Q) = ‖L1(y,D, s˜)vν‖2L2(Q)
+‖L2(y,D, s˜)vν‖2L2(Q) + 2Re (L1(y,D, s˜)vν , L2(y,D, s˜)vν)L2(Q).(2.33)
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The following equality is proved in [19]:
Re (L1(y,D, s˜)vν , L2(y,D, s˜)vν)L2(Q)
= −Re
∫
∂Q
a(y, ~en,∇vν)L1(y,D, s˜)vνdΣ− |s|
∫
∂Q
a(y, ~en,∇ϕ)a(y,∇vν,∇vν)dΣ
+|s|3
∫
∂Q
a(y,∇ϕ,∇ϕ)a(y, ~en,∇ϕ)|vν |2dΣ+ |s|
∫
Q
G(y, s˜, vν)dy
+
∫
Q
|s|
2
(
n∑
k=1
a
(k)
k (y,∇vν)L1(y,D, s˜)vν − θ˜(y)(a(y,∇vν,∇vν)− s2a(y,∇ϕ,∇ϕ)|vν|2)
)
dy
+
∫
Q
(
n∑
k,m=1
∂y0(ρakm)∂ykvν∂ymvν − s2∂y0(ρa(y,∇ϕ))|vν|2)dy,(2.34)
where
G(y, s˜, w) = {a, {a, ϕ}}(y,∇w) + s2
n∑
k,j=1
aj(y,∇ϕ)a(k)(y,∇ϕ)w2
+s2
n∑
k,j=1
∂2ykyjϕa
(k)(y,∇ϕ)a(j)(y,∇ϕ)w2
and
θ˜(y) =
n∑
k,m=1
(∂2ykymϕa
(k,m)(y,∇ϕ) + ∂ykϕa(k,m)m (y,∇vν)).
Observe that the function θ˜(y) is independent of w and by (1.18)
(2.35) sup
y∈supp ηℓ
|θ˜(y)| ≤ C14ϕ(y∗).
If y ∈ B(y∗, δ) ∩ supp ηℓ then either 12 ≤ 2−ℓ2
1
θ(y0)
1
4 ≤ 2 or 1
2
≤ 2−ℓ−12
1
θ(y0)
1
4 ≤ 2 or 1
2
≤
2−ℓ+12
1
θ(y0)
1
4 ≤ 2. This is equivalent
2ℓ−2 ≤ 2
1
θ(y0)
1
4 ≤ 2ℓ+2 ∀y ∈ B(y∗, δ) ∩ supp ηℓ.
So, we have
(ℓ+ 2)−4 ≤ θ(y0) ≤ (ℓ− 2)−4 ∀y ∈ B(y∗, δ) ∩ supp ηℓ.
Hence by definition (2.8) of the function θ there exist ℓ0 such that for all ℓ ≥ ℓ0 and for all
y from B(y∗, δ) ∩ supp ηℓ
(2.36) (ℓ+ 2)−4 ≤ T + y0 ≤ (ℓ− 2)−4 or (ℓ+ 2)−4 ≤ T − y0 ≤ (ℓ− 2)−4.
Then for any y1 = (y1,0, . . . , y1,n), y2 = (y2,0, . . . , y2,n) ∈ B(y∗, δ) ∩ supp ηℓ we have
(2.37) |y1,0 − y2,0| = |y1,0 + T − T − y2,0| ≤ (ℓ− 2)−4 − (ℓ+ 2)−4 ≤ C15ℓ−5.
Let y˜∗ = (y˜∗0, . . . , y˜
∗
n) be some point from B(y
∗, δ)∩ supp ηℓ. We claim that for any positive
ǫ there exists positive δ(ǫ) independent of ℓ such that
(2.38) |∂αϕ(y)− ∂αϕ(y˜∗)| ≤ ǫ|ϕ(y˜∗)| ∀y ∈ B(y∗, δ) ∩ supp ηℓ ∀|α| ≤ 2, α0 = 0.
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Estimate (2.38) follows from the following inequality:
|∂αϕ(y)− ∂αϕ(y˜∗)| ≤ |∂αϕ(y˜∗0, y′)− ∂αϕ(y)|+ |∂αϕ(y˜∗0, y′)− ∂αϕ(y∗)|
≤ sup
y˜∈B(y∗ ,δ)∩supp ηℓ
|∇′∂αϕ(y˜)||y − y˜∗|+ sup
y˜∈B(y∗,δ)∩supp ηℓ
|∂y0∂αϕ(y˜)||y0 − y˜∗0|
≤ C16( sup
y˜∈B(y∗,δ)∩supp ηℓ
|ϕ(y˜)||y − y˜∗|+ sup
y˜∈B(y∗,δ)∩supp ηℓ
|ϕ 43 (y˜)||y0 − y˜∗0|)
≤ C17( sup
y˜∈B(y∗ ,δ)∩supp ηℓ
|ϕ(y˜)||y − y˜∗|+ sup
y˜∈B(y∗,δ)∩supp ηℓ
|ϕ(y˜)ℓ4||y0 − y˜∗0|)
≤ C18( sup
y˜∈B(y∗,δ)∩supp ηℓ
|ϕ(y˜)||y − y˜∗|+ sup
y˜∈B(y∗,δ)∩supp ηℓ
|ϕ(y˜)|ℓ−1)
≤ ǫ|ϕ(y˜∗)|.(2.39)
In order to get the last two inequalities in (2.39) we used (2.37), (1.18) and (1.19).
We introduce the form G(s˜,∇vν) in the following way: In the function G(y˜∗, s˜,∇vν) we
replace function ∂ynvν by m∗
(∑n−1
j,k=1 ∂yjϕ(y˜
∗)ajk(y˜
∗)∂ykvν + ρ(y˜
∗)∂y0vν/s
)
where m∗ = − 1∑n
j=1 ajn(y˜
∗)∂yjϕ(y˜
∗)
and set
P˜ (D)vν = m∗
(
n−1∑
j,k=1
∂yjϕ(y
∗)ajk(y˜
∗)∂ykvν + ρ(y˜
∗)∂y0vν/s
)
.
Then
(2.40) ∂ynvν = P˜ (D)vν +
m∗
s
L1(y˜
∗, s, D)vν.
Since akj(y˜
∗) = 0 for k 6= j by (2.38) and (1.13) there exist a positive constant C19 such that
(2.41) |
n∑
j=1
ajn(y)∂yjϕ(y)| ≥ C19ϕ˜(y) > 0 ∀y ∈ B(y∗, δ) ∩ supp ηℓ.
By (2.38) for any positive ǫ one can take a positive δ(ǫ) such that∣∣∣∣∫
Q
G(y, s˜,∇vν)−G(s˜,∇vν)dy
∣∣∣∣ ≤ ∣∣∣∣∫
Q
G(y, s˜,∇vν)− G(y˜∗, s˜,∇vν)dy
∣∣∣∣
+
∣∣∣∣∫
Q
G(y˜∗, s˜,∇vν)− G(y˜∗, s˜, ∂y1vν , . . . , ∂yn−1vν , P (D)vν +
m∗
s
L1(y˜
∗, s, D)vν)dy
∣∣∣∣
≤ C20
s˜2
‖L1(y˜∗, D, s˜)vν‖2L2(Q) + ǫ‖vν‖2H0,1,s˜(Q)
≤ C21
s˜2
‖L1(y,D, s˜)vν‖2L2(Q) + ǫ‖vν‖2H0,1,s˜(Q).
Let
(2.42) ξ =
(
ξ˜, m∗(
n−1∑
j,k=1
∂yjϕ(y˜
∗)ajk(y˜
∗)ξk + ρ(y˜
∗)ξ0/s)
)
,
(2.43) ζ = (ξ0, ξ1 + i|s|∂y1ϕ(y˜∗), . . . , ξn + i|s|∂ynϕ(y˜∗)).
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We set
q(ξ˜, s) =
n∑
k,j=1
∂2ykyjϕ(y˜
∗)a(k)(y˜∗, ζ)a(j)(y˜∗, ζ) +
1
|s|Im
n∑
k=1
ak(y˜
∗, ζ)a(k)(y˜∗, ζ),
where in the right hand side above formula ξ and ζ are given (2.42), (2.43). Observe that
(2.44)
∫
R
n+1
+
q(ξ˜, s)|Fy˜→ξ˜vν |2dξ˜dyn =
∫
R
n+1
+
G(s˜,∇vν)dy =
∫
Q
G(s˜,∇vν)dy.
Denote w˜(ξ˜, s, yn) = (2π)
−n
2
∫
Rn
sign(Re a(y˜∗, ξ+ i|s|∇ϕ(y∗))Fy˜→ξ˜vνei<ξ˜,y˜>dξ˜, where Fy˜→ξ˜ is
the Fourier transform given by
Fy˜→ξ˜u =
1
(2π)
n
2
∫
Rn
e−i
∑n−1
j=0 yjξju(y0, . . . , yn−1)dy˜.
Taking the scalar product of the function L2(y,D, s˜)vν and w˜ in L
2(Q) we have∫
Q
(a(y,∇vν,∇w˜)− s2a(y,∇ϕ,∇ϕ)vνw˜)dy =
∫
Rn
∂~νavν(y˜, 0)w˜(y˜, 0)dy˜
−
n∑
k,j=1
∫
Q
∂ykakj∂yjvνw˜dy + (L2(y,D, s˜)vν , w˜)L2(Q),(2.45)
where ∂~νaw =
∑n
j=1 anj∂yjw.
By (2.38) for any ǫ ∈ (0, 1) there exists δ(ǫ) such that∫
Q
|s˜|s2|a(y˜∗,∇ϕ(y˜∗),∇ϕ(y∗))− a(y,∇ϕ,∇ϕ)||vν|2dy
+
∫
Q
|s˜||a(y,∇vν,∇w˜)− a(y˜∗,∇vν ,∇w˜)|dy ≤ ǫ|s˜|‖vν‖2H0,1,s˜(Q).(2.46)
The inequalities (2.45) and (2.46) imply that for any positive ǫ there exists a constant C22
such that
|s˜|
∣∣∣∣∫
Q
(−a(y˜∗,∇vν ,∇w˜) + s2a(y˜∗,∇ϕ(y˜∗),∇ϕ(y˜∗))vνw˜dy
∣∣∣∣(2.47)
≤ C23
∣∣∣∣s˜ ∫
Rn
∂~νavν(y˜, 0)w˜(y˜, 0)dy˜
∣∣∣∣+ ǫ‖L2(y,D, s˜)vν‖2L2(Q) + C22ǫ|s˜|‖vν‖2H0,1,s˜(Q).
We set ∇̂w = (∂y0w, . . . , ∂yn−1w,m∗
(∑n−1
j,k=1 ∂yjϕ(y˜
∗)ajk(y˜
∗)∂ykw + ρ(y˜
∗)∂y0w/s
)
) and
∇̂w˜ = (∂y0w˜, . . . , ∂yn−1w˜,m∗
(∑n−1
j,k=1 ∂yjϕ(y˜
∗)ajk(y˜
∗)∂ykw˜ + ρ(y˜
∗)∂y0w˜/s
)
). Hence, if ξ is
given by (2.42), then we have∫
Rn+
|s˜||iρ(y˜∗)ξ0 + a(y˜∗, ξ + i|s|∇ϕ(y˜∗))||Fy˜→ξ˜vν |2dξ˜dyn(2.48)
=
∣∣∣∣s˜ ∫
Q
(−a(y˜∗, ∇̂vν , ∇̂w˜) + s2a(y˜∗,∇ϕ(y∗),∇ϕ(y˜∗))vνw˜dy
∣∣∣∣
≤ C24|s˜|
∫
Rn
∣∣∣∂~νavν(y˜, 0)w˜(y˜, 0)∣∣∣ dy˜ + ǫ‖L2(y,D, s˜)vν‖2L2(Q) + C25ǫ|s˜|‖vν‖2H0,1,s˜(Q).
18 O. YU. IMANUVILOV AND M. YAMAMOTO
Observe that pseudoconvexity Condition 1.1 implies that there exists a positive constant
C26 such that
(2.49) |s|q(ξ˜, s) + 1|s˜| |a(y˜
∗, ξ)− a(y∗, s∇ϕ(y˜∗))| ≥ C26|s˜|M2(ξ˜, s˜) ∀(ξ, s˜) ∈M.
Therefore, from (2.49) and (2.48), for some positive constant C27 we have the inequality
C27|s˜|
∫
Q
(
n−1∑
j=1
|∂yjvν |2 + s˜2|vν |2)dy ≤ C28(|s˜|
∫
Rn
|∂~νavν(y˜, 0)w˜(y˜, 0)|dy˜
+ǫ‖L2(y,D, s˜)vν‖2L2(Q)) +
∫
Q
|s|G(s˜,∇vν)dy + C29ǫ|s˜|‖vν‖2H0,1,s˜(Q).(2.50)
Thanks to (2.34)
C30|s˜|
∫
Q
(
n−1∑
j=1
|∂yjvν |2 + s˜2|vν |2)dy ≤ C31
(
|s˜|
∫
Rn
|∂~νavν(y˜, 0)w˜(y˜, 0)|dy˜ + ǫ‖L2(y,D, s˜)wν‖2L2(Q)
)
+2(L1(y,D, s˜)vν , L2(y,D, s˜)vν)L2(Q) + Re
∫
Rn
a(y, ~en,∇vν)L1(y,D, s˜)vν |yn=0dΣ
−|s|
∫
Rn
a(y, ~en,∇ϕ)a(y,∇vν,∇vν)|yn=0dΣ + |s|3
∫
Rn
a(y,∇ϕ,∇ϕ)a(y, ~en,∇ϕ)|vν |2|yn=0dΣ
−
∫
Q
|s|
2
(
n∑
k,m=1
a
(k)
k (y,∇vν)L1(y,D, s)vν − θ˜(y)(a(y,∇vν)− s2a(y,∇ϕ)|vν|2))dy
+
∫
Q
(
n∑
k,m=1
∂y0(ρakm)∂ykvν∂ymvν − s2∂y0(ρa(y,∇ϕ))|vν|2)dy
+
C32
s2
‖L1(y,D, s˜)vν‖2L2(Q) + C33ǫ|s˜|‖vν‖2H0,1,s˜(Q).(2.51)
Now we estimate the derivative of the function vν respect to variable yn. Taking the scalar
product of the function L2(y,D, s˜)vν and vν we have∫
Q
(a(y,∇vν ,∇vν)− s2a(y,∇ϕ,∇ϕ)v2ν)dy =
∫
Rn
∂~νavν(y˜, 0)vν(y˜, 0)dy˜
−
∫
Q
n∑
k,j=1
∂ykakj∂yjvνvνdy + (L2(y,D, s˜)vν , vν)L2(Q).(2.52)
Thanks to (2.52) for any positive ǫ there exists a constant C34 independent of s˜ such that
|s˜|
∫
Q
|∂ynvν |2dy ≤ C34(
∫
Q
(
n−1∑
j=1
|∂yjvν |2 + s˜2|vν |2)dy
+|s˜
∫
Rn
∂~νavν(y˜, 0)vν(y˜, 0)dy˜|) + ǫ‖L2(y,D, s˜)vν‖2L2(Q).(2.53)
19
Using (2.33), from (2.53) and (2.51) we obtain
C35|s˜|
∫
Q
(
n∑
j=1
|∂yjvν |2 + s˜2|vν |2)dy ≤ C36|s˜|
∣∣∣∣∫
Rn
∂~νavν(y˜, 0)w˜(y˜, 0)dy˜
∣∣∣∣(2.54)
+||s˜|
∫
Rn
∂~νavν(y˜, 0)vν(y˜, 0)dy˜|+ ǫ‖L2(y,D, s˜)vν‖2L2(Q) +
∫
Rn
a(y, ~en,∇vν)L1(y,D, s˜)vν |yn=0dΣ
−|s|
∫
Rn
a(y, ~en,∇ϕ)a(y,∇vν,∇vν)|yn=0dΣ+ s3
∫
∂Q
a(y,∇ϕ,∇ϕ)a(y, ~en,∇ϕ)|vν|2dΣ
−
∫
Q
|s|
2
(
n∑
k,m=1
a
(k)
k (y,∇vν)∂ymϕa(m)(y,∇vν)− θ˜(y)(a(y,∇vν,∇vν)− s2a(y,∇ϕ,∇ϕ)|vν|2)
)
dy
+
∫
Q
(
n∑
k,m=1
∂y0(ρakm)∂ykvν∂ymvν − s2∂y0(ρa(y,∇ϕ))|vν|2)dy
+‖P (y,D, s˜)vν‖2L2(Q) −
1
2
‖L1(y,D, s˜)vν‖2L2(Q) − ‖L2(y,D, s˜)vν‖2L2(Q).
Now we estimate some integrals on the right hand side of (2.54):
(2.55)
1
2
|
∫
Q
n∑
k=1
a
(k)
k (y,∇vν)L1(y,D, s˜)vνdy| ≤ C37
∫
Q
n∑
j=1
|∂yjvν |2dy+ ǫ‖L1(y,D, s˜)vν‖2L2(Q)
and
(2.56) |
∫
Q
(
n∑
k,m=1
∂y0(ρakm)∂ykvν∂ymvν − s2∂y0(ρa(y,∇ϕ))|vν|2)dy| ≤ C38ϕ˜
1
3 (y˜∗)‖vν‖2H0,1,s˜(Q).
Integrating by parts we have
∫
Q
θ˜(a(y,∇vν ,∇vν)− s2a(y,∇ϕ,∇ϕ)|vν|2)dy =
∫
Q
θ˜L2(y,D, s˜)vνvνdy(2.57)
+
∫
Rn
θ˜∂~νavν(y˜, 0)vν(y˜, 0)dy˜ +
n∑
j,k=1
∫
Q
(θ˜a
(j)
k (y,∇vν)vν + a(j)(y,∇vν)∂yk θ˜vν)dy.
Therefore (2.35) yields
|s|
∣∣∣∣∫
Q
θ˜(a(y,∇vν,∇vν)− s2a(y,∇ϕ)|vν|2)dy
∣∣∣∣ ≤ ǫ‖L2(y,D, s˜)vν‖2L2(Q)
+C39(‖vν‖2H0,1,s˜(Q) + ‖(∂ynvν(·, 0), vν(·, 0))‖2L2(Rn)×H0,1,s˜(Rn)).(2.58)
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Using (2.58), (2.55) and (2.56), from (2.54) we obtain
C40|s˜|
∫
Q
(
n∑
j=1
|∂yjvν |2 + s˜2|vν |2)dy ≤ C41|s˜|‖(∂ynvν(·, 0), vν(·, 0))‖2L2(Rn)×H0,1,s˜(Rn)
+
∫
Rn
a(y, ~en,∇vν)L1(y,D, s˜)vν |yn=0dΣ(2.59)
−|s|
∫
Rn
a(y, ~en,∇ϕ)a(y,∇vν,∇vν)|yn=0dΣ + s3
∫
Rn
a(y,∇ϕ,∇ϕ)a(y, ~en,∇ϕ)|vν|2|yn=0dΣ
+‖P (y,D, s˜)vν‖2L2(Q) −
1
2
‖L1(y,D, s˜)vν‖2L2(Q) −
1
2
‖L2(y,D, s˜)vν‖2L2(Q).
Next we estimate the difference between the boundary integrals in (2.59) and
∑3
j=1 Ij(β, vν).
Using (2.38) we have∣∣∣∣− ∫
∂Q
a(y, ~en,∇vν)L1(y,D, s˜)vν |yn=0dΣ− |s|
∫
Rn
a(y, ~en,∇ϕ)a(y,∇vν,∇vν)|yn=0dΣ
+|s|3
∫
Rn
a(y,∇ϕ,∇ϕ)a(y, ~en,∇ϕ)|vν |2|yn=0dΣ−
3∑
j=1
Ij(β, vν)
∣∣∣∣
≤ C42ǫ
∫
Rn
(|s˜|
n∑
j=1
|∂yjvν |2 + |s˜|3|vν |2)(y˜, 0)dy˜.(2.60)
From (2.59) and (2.60), we obtain (2.28). 
In some cases, we can represent the operator Pρ,β(y,D, s˜) as a product of two first order
pseudodifferential operators.
Proposition 2.3. Let w ∈ H1,2(Q), suppw ⊂ B(y∗, δ)∩supp ηℓ, y∗ ∈ supp ηℓ and Pβ(y,D, s˜)χνw ∈
L2(Q). assume that rβ(y∗, ζ∗) 6= 0 and supp χν ⊂ O(ζ∗, δ1). Then we can factorize the oper-
ator Pρ,β(y,D, s˜) into the product of two first order pseudodifferential operators:
(2.61) Pρ,β(y,D, s˜)wν = βG(
1
i
∂yn − Γ−β (y, D˜, s˜))(
1
i
∂yn − Γ+β (y, D˜, s˜))wν + Tβwν,
where Tβ : H
1
2
,1,s˜(Rn+1+ )→ L2(0, γ;L2(Rn)) operator satisfies the estimate
(2.62) ‖Tβwν‖L2(0,γ;L2(Rn)) ≤ C43ϕ˜ 512 (y˜∗)‖w‖H 12 ,1,s˜(Rn+1+ ).
Proof. Let
R˜(y, D˜, s˜) =
[
iρ(1
i
∂y0 + i|s˜|ϕ0)
βG
+
∑n−1
j=1 (
1
i
∂yj + i|s˜|ϕj)2
G
]
and Γ(y, D˜, s˜) is the operator with symbol Γ−β (y, ξ˜, s˜)Γ
+
β (y, ξ˜, s˜) :
Γ(y, ξ˜, s˜) = (−|s˜|2(µ˜ℓϕn)2 + α+β i|s˜|ϕn + α−β i|s˜|ϕn + α+β α−β )
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= κ2(ξ˜, s˜)
[
−|s˜|2(µ˜ℓϕn)2 + iρ(ξ0 + i|s˜|ϕ0)
βG
+
∑n−1
j=1 (ξj + i|s˜|ϕj)2
G
]
.
We set
(2.63) Υℓ = B(y
∗, 2δ) ∩ supp µ˜ℓ.
Then
Γ(y, D˜, s˜)wν = [Γ, ηℓ]χν(D˜, s˜)w + ηℓΓ(y, D˜, s˜)χν(D˜, s˜)w(2.64)
= [Γ, ηℓ]χν(D˜, s˜)w + ηℓR˜(y, D˜, s˜)χν(D˜, s˜)w
= [Γ, ηℓ]χν(D˜, s˜)w + R˜(y, D˜, s˜)wν + [ηℓ, R˜(y, D˜, s˜)]χν(D˜, s˜)w.
In order to obtain the second equality in (2.64) we used (2.25). The short computations
imply
(2.65) (
1
i
∂yn − Γ−β (y, D˜, s˜))(
1
i
∂yn − Γ+β (y, D˜, s˜))
= −∂2yn −
1
i
[∂yn ,Γ
+
β (y, D˜, s˜)] + Γ
−
β (y, D˜, s˜)Γ
+
β (y, D˜, s˜)
+ iΓ−β (y, D˜, s˜)∂yn + iΓ
+
β (y, D˜, s˜)∂yn .
By Lemma 8.3, we have
Γ−β (y, D˜, s˜)Γ
+
β (y, D˜, s˜) = Γ(y, D˜, s˜) +R0,
where
‖R0‖
L(H
1
2 ,1,s˜
0 (Υℓ),L
2(Υℓ))
≤ C44(πW 0,∞(Υℓ)(Γ+β )πW 1,∞(Υℓ)(Γ−β ) + πW 1,∞(Υℓ)(Γ+β )πW 0,∞(Υℓ)(Γ−β )) ≤ C45ϕ˜
5
12 (y∗0).
The commutator [∂yn ,Γ
+
β (y, D˜, s˜)] is the pseudodifferential operator with the symbol ∂ynΓ
+
β (y, ξ˜, s˜).
By Lemma 8.4 we have
‖[∂yn ,Γ+β (y, D˜, s˜)]‖
L(H
1
2 ,1,s˜
0 (Υℓ),L
2(Υℓ))
≤ C46ϕ˜ 512 (y∗0).
Denote
R(y, D˜, s˜) =
(
2|s˜|ϕn +
∑n−1
j=1 ∂yjϑ(y1, . . . , yn−1)(∂yj − |s˜|ϕj)
G
)
.
By (2.20) - (2.23), (2.25) and the fact that µ˜ℓ(y)ηℓ(y) = ηℓ(y) the following is true:
(iΓ−β (y, D˜, s˜)∂yn + iΓ
+
β (y, D˜, s˜)∂yn)wν = µ˜ℓR(y, D˜, s˜)∂ynκ(D˜, s˜)wν(2.66)
= µ˜ℓ[R(y, D˜, s˜)∂ynκ, ηℓ]χν(D˜, s˜)w + µ˜ℓηℓR(y, D˜, s˜)∂ynχν(D˜, s˜)w
= µ˜ℓ[R(y, D˜, s˜)∂ynκ, ηℓ]χν(D˜, s˜)w + [ηℓ, R(y, D˜, s˜)∂yn ]χν(D˜, s˜)w +R(y, D˜, s˜)∂ynwν .
Since −∂2ynwν +R(y, D˜, s˜)∂ynwν + R˜(y, D˜, s˜)wν = 1βGPρ,β(y,D, s˜)wν, setting
Tβ = −R0 + [∂yn ,Γ+β (y, D˜, s˜)]χν(y, D˜, s˜)− [Γ, ηℓ]χν(D˜, s˜)− [ηℓ, R˜(y, D˜, s˜)]χν(D˜, s˜)
−µ˜ℓ[R(y, D˜, s˜)∂ynκ, ηℓ]χν(D˜, s˜)− [ηℓ, R(y, D˜, s˜)∂yn ]χν(D˜, s˜)
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and using (2.64) - (2.66), we obtain (2.61). Now we prove estimate (2.62). Lemma 8.4 yields
‖[Γ, ηℓ]‖
L(H
1
2 ,1,s˜
0 (Υℓ),L
2(Υℓ))
≤ C47(πC0(Υℓ)(Γ)πC0(Υℓ)(ηℓ) + πC0(Υℓ)(Γ)πW 1,∞(Υℓ)(ηℓ)
+πW 1,∞(Υℓ)(Γ)πC0(Υℓ)(ηℓ)) ≤ C48ϕ˜
5
12 (y∗0).(2.67)
For differential operators R and R˜, we obtain the estimates
(2.68) ‖[µℓ, R˜(y, D˜, s˜)]‖
L(H
1
2 ,1,s˜
0 (Υℓ),L
2(Υℓ))
≤ C50ϕ˜ 512 (y∗0),
and
‖µℓ[R(y, D˜, s˜)∂ynκ, ηℓ]‖
L(H
1
2 ,1,s˜
0 (Υℓ),L
2(Υℓ))
≤ ‖[R(y, D˜, s˜)∂ynκ, ηℓ]‖
L(H
1
2 ,1,s˜
0 (Υℓ),L
2(Υℓ))
≤ C51ϕ˜ 512 (y∗0),(2.69)
and
(2.70) ‖[ηℓ, R(y, D˜, s˜)∂yn ]‖
L(H
1
2 ,1,s˜
0 (Υℓ),L
2(Υℓ))
≤ C52‖ηℓ‖C1(Υℓ) ≤ C53ϕ˜
5
12 (y∗0).
Form (2.67)-(2.70) we obtain (2.62). The proof of the proposition is complete. 
Let
y∗ ∈ supp ηℓ
and ℓ is fixed.
We have
Proposition 2.4. Let −∞ < α < a < b < β < +∞, p ∈ N+ and suppv ⊂ I1 = [a, b]×Rn−1.
Then there exists an independent constant C54 such that
‖Mp(D˜, s)v‖L2(B(0,R)\[α,β]×Rn−1) ≤ C54
(min{a− α, β − b})p‖v‖L2(Rn).
Proof. Let y˜ ∈ B(0, R) \ ((α, β) × Rn−1). Consider two cases. Case 1. Let |y0| >
max {|a|, |b|} = c˜. Integrating by parts we have
M(D˜, s)v =
1
(2π)n
∫
Rn×{suppv}
∂pξ0M
p(ξ˜, s)
(i(x0 − y0))pe
i<y˜−x˜,ξ˜>v(x˜)dξ˜dx˜ =
− 1
(2π)ny0ip
∫
Rn×{suppv}
∂pξ0M
p(ξ˜, s)
(1− x0
y0
)p
ei<y˜−x˜,ξ˜>v(x˜)dξ˜dx˜ =
ip
yp0
(−1)p+1
(2π)n
∞∑
k=1
∫
Rn×{suppv}
ck(p)(
x0
y0
)k∂pξ0M
p(ξ˜, s)ei<y˜−x˜,ξ˜>χ1v(x˜)dξ˜dx˜ =
ip
yp0
(−1)p+1
(2π)
n
2
∞∑
k=1
ck(p)K(y˜, D˜, s)(
(
x0
y0
)k
v).
Therefore
‖Mp(D˜, s)u‖L2(B(0,R)\[α,β]×Rn−1) ≤ sup
y˜∈B(0,R)\[α,β]×Rn−1)
{
C55
|y0|p
1
(2π)
n
2
∞∑
k=1
ck‖(x0
y0
)kχ1v‖L2(Rn)
}
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≤ C56|y0|
∞∑
k=1
ck(p)(
c˜
y0
)k‖v‖L2(Rn) ≤ C57
‖v‖L2(Rn)
(min{a− α, β − b})p .
Case 2. Let |y0| ≤ max {|a|, |b|}. If |a| > |b| then y0 ∈ (b, |a|] and we set c˜ = b. On the
other hand if |a| < |b| then y0 ∈ (|b|, a] and we set c˜ = a. In both cases |x0 − y0 + 1| > 1 on
[a, b]. The short computations imply
Mp(D˜, s)v =
1
(2π)n
∫
Rn×{suppv}
∂pξ0M
p(ξ˜, s)
ip(x0 − y0)pe
i<y˜−x˜,ξ˜>v(x˜)dξ˜dx˜ =
− 1
(2π)nip
∫
Rn×{suppv}
∂pξ0M
p(ξ˜, s)
(x0 − y0 + 1)p(1− 1x0−y0+1)p
ei<y˜−x˜,ξ˜>v(x˜)dξ˜dx˜ =
(−1)p+1ip
(2π)n
∞∑
k=1
∫
Rn×{suppv}
1
|x0 − y0 + 1|p ck(p)(
1
x0 − y0 + 1)
k+1∂pξ0M
p(ξ˜, s)ei<y˜−x˜,ξ˜>v(x˜)dξ˜dx˜ =
i
(2π)
n
2
∞∑
k=1
ck(p)K(y˜, D˜, s)(
1
|x0 − y0 + 1|p (
1
x0 − y0 + 1)
k+1v).
Therefore
‖Mp(D˜, s)u‖L2(B(0,R)\[α,β]×Rn−1)
≤ sup
y˜∈B(0,R)\[α,β]×Rn−1)
{
C58
(2π)
n
2
∞∑
k=1
ck‖ 1|x0 − y0 + 1|p (
1
x0 − y0 + 1)
k+1v‖L2(Rn)
}
≤ C59|c˜− y0 + 1|p
∞∑
k=1
ck(p)(
1
c˜− y0 + 1)
k+1‖v‖L2(Rn) ≤ C60
‖v‖L2(Rn)
(min{a− y0, y0 − b})p .
Proof of the proposition is complete. 
We apply the Proposition 2.4 in order to estimate the H
1
2
,1,s˜ norm of the function (1 −
ηℓ)χν(D˜, s˜)w. Observe that by (2.36) for all sufficiently large ℓ
suppw ⊂ [−T + (ℓ+ 2)−4,−T + (ℓ− 2)−4] ∪ [T − (ℓ− 2)−4, T − (ℓ+ 2)−4]× Rn
and
supp (1− ηℓ) ⊂ [−T, T ] \ [−T +(ℓ+11)−4,−T +(ℓ−11)−4]∪ [T − (ℓ−11)−4, T − (ℓ+11)−4].
Therefore
(2.71) ‖(1− ηℓ)χν(D˜, s˜)w‖H 12 ,1,s˜(B(0,R)) ≤ C61ℓ
5‖w‖L2(Rn) ≤ C62ϕ˜ 512 (y∗)‖w‖L2(Rn).
By arguments, same as in Proposition 8.5 we obtain
(2.72) |s˜|‖(1− ηℓ)χν(D˜, s˜)w‖H 12 ,1,s˜(Rn\B(0,R)) ≤ C63‖w‖L2(Rn).
By (2.71) and (2.72)
(2.73) ‖(1− ηℓ)χν(D˜, s˜)w‖H 12 ,1,s˜(Rn) ≤ C64ϕ˜(y
∗
0)‖w‖L2(Rn).
Denote
V ±µ (k, j) = (
1
i
∂yn − Γ±µ (y, D˜, s˜))wk,j,ν, V ±λ+2µ = (
1
i
∂yn − Γ±λ+2µ(y, D˜, s˜))w2,ν .
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Let us consider the equation
(2.74) (
1
i
∂yn − Γ−β (y, D˜, s˜))V = p, V |yn=γ = 0.
For solutions of this problem, we can prove an a priori estimate.
Proposition 2.5. Let rβ(y
∗, ζ∗) 6= 0 and V = V +µ (k, j) if β = µ and V = V +λ+2µ if β = λ+2µ.
There exists a constant C61 > 0 such that
(2.75) ‖V (·, 0)‖
H
1
4 ,
1
2 ,s˜(Rn)
≤ C61(ϕ˜ 512 (y∗)‖w‖H 12 ,1,s˜(Q) + ‖p‖L2(Q)).
Proof . LetM(D˜, s˜) be the pseudodifferential operator with the symbolM(ξ˜, s˜).We taking
the scalar product of the equation (2.74) and the function −iM(D˜, s˜)V in L2(Rn) and
integrating by parts we obtain
1
2
‖M 12 (D˜, s˜)V (·, 0)‖2L2(Rn)(2.76)
+i
∫ γ
0
(Γ−β (y, D˜, s˜)V,M(D˜, s˜)V )L2(Rn)dyn = −i
∫ γ
0
(p,M(D˜, s˜)V )L2(Rn)dyn.
By (2.21)- (2.24) and assumption rβ(y
∗, ζ∗) 6= 0 for some positive constant C62
(2.77) − ImΓ−β (y, ξ˜, s˜) ≥ C62M(ξ˜, s˜) ∀(y, ξ˜, s˜) ∈ Υℓ ×O(y∗, δ1(y∗)),
where Υℓ is determined by (2.63).
We set V˜ (y) = η∗1(y)
∑ℓ+17
k=ℓ−17 κk(y0)V (y), η
∗
1 ∈ C∞0 (B(y∗, 9350δ)), η1|B(y∗, 9150 δ) = 1,
µ˜∗ = η
∗
2(y)
∑ℓ+34
k=ℓ−24 κk(y0), η
∗
2 ∈ C∞0 (B(y∗, 2δ)), η2|supp (B(y∗, 98
50
δ)) = 1, where function η∗ is
defined in (2.22). The short computations imply
−
∫ γ
0
Im(Γ−β (y, D˜, s˜)V,M(D˜, s˜)V )L2(Rn)dyn = −
∫ γ
0
Im(µ˜∗Γ
−
β (y, D˜, s˜)V,M(D˜, s˜)V )L2(Rn)dyn =
−
∫ γ
0
Im(Γ−β (y, D˜, s˜)V˜ , µ˜∗M(D˜, s˜)V˜ )L2(Rn)dyn
−
∫ γ
0
Im(Γ−β (y, D˜, s˜)(V − V˜ ), µ˜∗M(D˜, s˜)V˜ )L2(Rn)dyn
−
∫ γ
0
Im(Γ−β (y, D˜, s˜)V˜ , µ˜∗M(D˜, s˜)(V − V˜ ))L2(Rn)dyn =
3∑
j=1
Ij.
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We estimate each term in the above inequality separately. Observe that µ˜∗|supp µ˜ = 1. By
G˚arding’s inequality (8.2) there exists a positive constant C63 such that
−
∫ γ
0
Im(Γ−β (y, D˜, s˜)V˜ , µ˜∗M(D˜, s˜)V˜ )L2(Rn)dyn = −
∫ γ
0
Im(M(D˜, s˜)µ˜Γ−β (y, D˜, s˜)V˜ , V˜ )L2(Rn)dyn =
−
∫ γ
0
Im(µ˜∗M(D˜, s˜)µ˜∗Γ
−
β (y, D˜, s˜)V˜ , V˜ )L2(Rn)dyn ≥∫ γ
0
Re(p(y, D˜, s˜)V˜ , V˜ )L2(Rn)dyn =
C63
∫ γ
0
‖V˜ (·, yn)‖2
H
1
2 ,1,s˜(Rn)
dyn − C64ℓ10‖V˜ ‖2L2(Q) ≥
C63
∫ γ
0
‖V˜ (·, yn)‖2
H
1
2 ,1,s˜(Rn)
dyn − C65ϕ˜ 56 (y∗)‖V˜ ‖2L2(Q).(2.78)
Here p(y, D˜, s˜) is the operator with symbol p(y, ξ˜, s˜) = iµ˜∗M(ξ˜, s˜)µ˜∗Γ
−
β (y, ξ˜, s˜). where
Rep(y, ξ˜, s˜) = −µ˜2∗M((ξ˜, s˜)ImΓ−β (y, ξ˜, s˜) ≥ C66µ˜M2(ξ˜, s˜) ∀y ∈ B(y∗, 2δ(y∗)).
(πW 0,∞(O3)(p) + 1)πC0(O3)(γ˜) +
1∑
k=0
(πW k,∞(O3)(p) + 1)πC1−k(O3)(γ˜) + πC1(O3)(γ˜)]
2 ≤ C67ϕ˜ 56 (y∗),
andO = B(y∗, 2δ(y∗)),O1 = (B(y∗, 9350δ))∩supp
∑ℓ+17
k=ℓ−17 κk(y0),O2 = B(y∗, 9750δ))∩supp
∑ℓ+19
k=ℓ−19 κk(y0), η2|B(y∗, 9950 δ) =
1,O3, γ˜ =
∑ℓ+23
k=ℓ−23 κk(y0)η2, η2|B(y∗, 9850 δ) = 1, η2 ∈ C
∞
0 (B(y
∗, 99
50
δ)). Using Lemma 8.2 and
Lemma 8.1 and Proposition 2.4 we obtain
(2.79) |I3| ≤ C68
4
∫ γ
0
‖V˜ (·, yn)‖2
H
1
2 ,1,s˜(Rn)
dyn − C69‖µ˜M(V − V˜ )‖2L2(Q).
On the other hand by Proposition 8.4 and Proposition 2.4
‖µ˜M(V − V˜ )‖L2(Q) ≤ ‖µ˜M(γ(1
i
∂ynw− Γ+βw))‖L2(Q) + ‖M [Γ+β , γ]w)‖L2(Q)(2.80)
≤ ‖γM((1
i
∂ynw− Γ+βw))‖L2(Q) + ‖[M, γ]((
1
i
∂ynw− Γ+βw)‖L2(Q) + C70‖[Γ+β , γ]w)‖H 12 ,1,s˜(Q)
≤ C71(ϕ˜ 512 (y∗)‖(1
i
∂ynw− Γ+βw))‖L2(Q) + ϕ˜
5
12 (y∗)‖w‖
H
1
2 ,1,s˜(Q)
).
Therefore
(2.81) |I3| ≤ C65
4
∫ γ
0
‖V˜ (·, yn)‖2
H
1
2 ,1,s˜(Rn)
dyn − C72ϕ˜ 56 (y∗)‖w‖2
H
1
2 ,1,s˜(Q)
.
The short computations imply and Lemma 8.2 imply
|I2| = |
∫ γ
0
Im((V − V˜ ),Γ−,∗β (D˜, s˜)µ˜M(D˜, s˜)V˜ )L2(Rn)dyn
+
∫ γ
0
Im((V − V˜ ), Rµ˜MV˜ )L2(Rn)dyn| ≤
|
∫ γ
0
Im(µ˜M(D˜, s˜)(V − V˜ ),Γ−,∗β (D˜, s˜)V˜ )L2(Rn)dyn|
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+|
∫ γ
0
Im((V − V˜ ), [Γ−,∗β , µ˜∗M ]V˜ )|L2(Rn)dyn
+|
∫ γ
0
Im((V − V˜ ), Rµ˜∗MV˜ )L2(Rn)dyn| =
3∑
k=1
Jk.
Using Lemma 8.2 and Lemma 8.1 and (2.80) we obtain
(2.82) J1 ≤ C65
20
∫ γ
0
‖V˜ (·, yn)‖2
H
1
2 ,1,s˜(Rn)
dyn − C73ϕ˜ 56 (y∗)‖w‖2L2(Q)
Proposition 8.4 implies
(2.83) J2 ≤ C65
20
‖V˜ ‖2L2(Q) − C74ϕ˜
5
6 (y∗)‖w‖2
H
1
2 ,1,s˜(Q)
.
By Proposition 8.2 we have
(2.84) J3 ≤ C65
2
‖V˜ ‖2L2(Q) − C75‖w‖2H 12 ,1,s˜(Q).
By (2.78), (2.79), (2.81), (2.82)- (2.84)
−
∫ γ
0
Im(Γ−β (y, D˜, s˜)V,M(D˜, s˜)V )L2(Rn)dyn ≥ −C76‖w‖2H 12 ,1,s˜(Q).
This inequality, (2.76) and Proposition 2.3 imply (2.75). 
We will separately consider the two cases rµ(y
∗, ζ∗) = 0 in Section 3 and rλ+2µ(y
∗, ζ∗) = 0
in Section 4.
3. Case rµ(y
∗, ζ∗) = 0.
In this section, we treat the case when suppχν ⊂ O(y∗, δ1(y∗)), and (y∗, ζ∗) be a point on
Rn+1 ×M such that rµ(y∗, ζ∗) = 0. By (2.3) and (2.24) this equality implies
(3.1)
n−1∑
j=1
(ξ∗j )
2 = (s˜∗)2
n−1∑
j=1
|∂yjϕ(y∗)|2 and
ρ(y∗)ξ∗0
µ(y∗)
+ s˜∗
n−1∑
j=1
ξ∗j ∂yjϕ(y
∗) = 0.
By (3.1) and (1.13)
(3.2) s˜∗ 6= 0.
By (3.1) there exists C1 > 0 such that for all (y
∗, ζ) from O(y∗, δ1(y∗)) we have∣∣∣∣∣
n−1∑
j=1
ξ2j − s˜2
n−1∑
j=1
|∂yjϕ(y∗)|2
∣∣∣∣∣+
∣∣∣∣∣ρ(y∗)ξ0µ(y∗) + s˜
n−1∑
j=1
ξj∂yjϕ(y
∗)
∣∣∣∣∣ ≤ δ1C1M(ξ˜, s˜).(3.3)
Hence, by (3.3) and (2.73) for some independent constants C2, C3
|J3(µ, wk,j,ν)| ≤ C2δ1‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H0,1,s˜(Rn)
+C3ϕ˜(y
∗
0)‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H0,1,s˜(Rn).(3.4)
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We recall that by (2.28) there exist C4 > 0 and C5 > 0 such that
C4(|s˜|‖wk,j,ν‖2H0,1(Q) + |s˜|3‖wk,j,ν‖2L2(Q)) + Ξµ(wk,j,ν) ≤ C5‖Pµ(y,D, s˜)wk,j,ν‖2L2(Q)
+ǫ(δ)‖(∂ynwν(·, 0),wν(·, 0))‖2
H
1
4 ,
1
2 ,s˜(Rn)×H
3
4 ,
3
2 ,s˜(Rn)
,(3.5)
where ǫ(δ)→ 0 as δ → +0.
Since by (3.2) and (2.73) s∗ 6= 0 inequality (3.3) yields
|J2(µ, wj,n,ν)| ≤ C6δ1µ(y
∗)|s˜|
|s˜∗| ‖(∂ynwν(·, 0),wν(·, 0))‖
2
L2(Rn)×H0,1,s˜(Rn)
+C7ϕ˜(y
∗
0)‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H0,1,s˜(Rn).(3.6)
Hence from (3.6), (3.4) we obtain
(3.7) Ξµ(w1,ν) ≥ C8
∫
Rn
(|s˜|
n∑
j=1
|∂yjw1,ν |2 + |s˜|3|w1,ν |2)(y˜, 0)dy˜
−ǫ(δ)|s˜|‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H0,1,s˜(Rn)−C9ϕ˜(y∗0)‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H0,1,s˜(Rn),
where ǫ(δ)→ 0 as δ → +0. Now we consider two subcases:
Subcase A. Let rλ+2µ(y
∗, ζ∗) = 0.
Similarly to (3.7), we obtain
(3.8) Ξλ+2µ(w2,ν) ≥ C10
∫
Rn
(|s˜|
n∑
j=1
|∂yjw2,ν |2 + |s˜|3|w2,ν|2)(y˜, 0)dy˜
−ǫ(δ)|s˜|‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H0,1,s˜(Rn)−C11ϕ˜(y∗0)‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H0,1,s˜(Rn),
where ǫ(δ)→ 0 as δ → +0. Combining estimates (3.7) and (3.8), we have√
|s˜|‖(∂ynwν(·, 0),wν(·, 0))‖L2(Rn)×H0,1,s˜(Rn) +
√
|s˜|‖wν‖H0,1,s˜(Q) ≤ C12(ϕ˜
5
12 (y∗0)‖w‖H 12 ,1,s˜(Q)
+
√
|s˜|‖ge|s|ϕ‖L2(Rn) + ‖P(y,D, s˜)wν‖L2(Q)
+
√
ϕ˜(y∗0)‖(∂ynw(·, 0),w(·, 0))‖L2(Rn)×H0,1,s˜(Rn)).(3.9)
By (3.9), (3.2) and (2.73)
‖(∂ynwν(·, 0),wν(·, 0))‖H 14 , 12 ,s˜(Rn)×H 34 , 32 ,s˜(Rn) +
√
|s˜|‖wν‖H0,1,s˜(Q) ≤ C13(ϕ˜
5
12 (y∗0)‖w‖H 12 ,1,s˜(Q)
+‖ge|s|ϕ‖
H
1
4 ,
1
2 ,s˜(Rn)
+ ‖P(y,D, s˜)wν‖L2(Q)
+
√
ϕ˜(y∗0)‖(∂ynw(·, 0),w(·, 0))‖H 14 , 12 ,s˜(Rn)×H 34 , 32 ,s˜(Rn)).(3.10)
Subcase B. Let rλ+2µ(y
∗, ζ∗) 6= 0. Then by Proposition 2.5 and Proposition 2.3 there
exists a constant C14 independent of s such that
(3.11) ‖(1
i
∂ynw2,ν − Γ+λ+2µ(y, D˜, s˜))w2,ν |yn=0‖H 14 , 12 ,s˜(Rn)
≤ C14(‖Pρ,λ+2µ(y,D, s˜)w2,ν‖L2(Q) + ϕ˜ 512 (y∗0)‖w2‖H 12 ,1,s˜(Q)).
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On the other hand, on Rn from the boundary condition (2.17) and (2.18) we have
(3.12)
((λ+ 2µ)(y∗) (∂ynw2,ν − |s˜|ϕn(y∗)w2,ν)− µ(y∗)
n−1∑
j=1
(
∂yjwj,n,ν − |s˜|ϕj(y∗)wj,n,ν
)
)(·, 0) = r,
where the function r satisfies
‖r‖2L2(Rn) ≤ ǫ(δ)‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H0,1,s˜(Rn)
+
C15
1 + |s˜|‖(∂ynw(·, 0),w(·, 0))‖
2
L2(Rn)×H0,1,s˜(Rn) + C16‖ge|s|ϕ‖2L2(Rn)(3.13)
with some constants C15, C16 independent of s˜.
From (3.12), (3.13) and (3.7), it follows that
|s˜| ‖(λ+ 2µ)(y∗) (∂ynw2,ν − |s˜|ϕn(y∗)w2,ν) (·, 0)‖2L2(Rn)(3.14)
≤ C17
n−1∑
j=1
Ξµ(wj,n,ν) + ǫ(δ)|s˜|‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H0,1,s˜(Rn)
+C18(ϕ˜(y
∗
0)‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H0,1,s˜(Rn) + |s˜|‖ge|s|ϕ‖2L2(Rn)).
Then this estimate, the G˚arding inequality (8.2) and (3.11) imply
|s˜|3‖w2,ν(·, 0)‖2L2(Rn) + |s˜|
n∑
j=1
‖∂yjw2,ν(·, 0)‖2L2(Rn)(3.15)
≤ C19
n−1∑
j=1
Ξµ(wj,n,ν) + ǫ(δ)|s˜|‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H0,1,s˜(Rn)
+C20(|s˜|‖ge|s|ϕ‖2L2(Rn) + ϕ˜(y∗0)‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H0,1,s˜(Rn)
+‖Pρ,λ+2µ(y,D, s˜)w2,ν‖2L2(Q) + ϕ˜
5
6 (y∗)‖w2‖2
H
1
2 ,1,s˜(Q)
).
Inequalities (3.7), (3.15) and (3.14) imply (3.10).
4. Case rλ+2µ(y
∗, ζ∗) = 0.
Let (y∗, ζ∗) be a point on Rn+1×M such that rλ+2µ(y∗, ζ∗) = 0 and suppχν ⊂ O(y∗, δ1(y∗)).
Since the case rµ(y
∗, ζ∗) = rλ+2µ(y
∗, ζ∗) = 0 was treated in the previous section one can
assume that
(4.1) rµ(y
∗, ζ∗) 6= 0.
By (2.3) and (2.24) the equality rλ+2µ(y
∗, ζ∗) = 0 implies that
(4.2)
n−1∑
j=1
(ξ∗j )
2 = (s˜∗)2
n−1∑
j=1
|∂yjϕ(y∗)|2 and
ρ(y∗)ξ∗0
(λ+ 2µ)(y∗)
− s˜∗
n−1∑
j=1
ξ∗j ∂yjϕ(y
∗) = 0.
Form (4.2) and (1.13) we immediately obtain s∗ 6= 0.
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By (4.2) there exists C1 > 0 such that for all (y
∗, ζ) from O(y∗, δ1(y∗)) we have
(4.3)
∣∣∣∣∣
n−1∑
j=1
ξ2j − s˜2
n−1∑
j=1
|∂yjϕ(y∗)|2
∣∣∣∣∣ +
∣∣∣∣∣ ρ(y∗)ξ0(λ+ 2µ)(y∗) + s˜
n−1∑
j=1
ξj∂yjϕ(y
∗)
∣∣∣∣∣ ≤ δ1C1M(ξ˜, s˜).
By (2.28) there exists C2 > 0 independent of s such that
(4.4) Ξλ+2µ(w2,ν) + C2(|s˜|‖w2,ν‖2H0,1(Q) + |s˜|3‖w2,ν‖2L2(Q))
≤ C3‖Pρ,λ+2µ(y,D, s˜)w2,ν‖2L2(Q) + ǫ‖(∂ynwν(·, 0),wν(·, 0))‖2H 14 , 12 ,s˜(Rn)×H 34 , 32 ,s˜(Rn)
where ǫ(δ)→ 0 as δ → +0.
By (2.29), (2.30), (4.3) and (2.19), we have
|J2(λ+ 2µ, w2,ν) + J3(λ+ 2µ, w2,ν)| ≤ C4δ1‖(∂ynw2,ν(·, 0), w2,ν(·, 0))‖2
H
1
4 ,
1
2 ,s˜(Rn)×H
3
4 ,
3
2 ,s˜(Rn)
+C5ϕ˜(y
∗
0)‖(∂ynw2(·, 0), w2(·, 0))‖2L2(Rn)×H0,1,s˜(Rn).(4.5)
By (4.5), there exists a constant C6 > 0 such that
Ξλ+2µ(w2,ν) ≥ C6
∫
Rn
(|s˜||∂ynw2,ν |2 + |s˜|3|w2,ν|2) (y˜, 0)dy˜
−ǫ‖(∂ynw2,ν(·, 0), w2,ν(·, 0))‖2
H
1
4 ,
1
2 ,s˜(Rn)×H
3
4 ,
3
2 ,s˜(Rn)
− C7ϕ˜(y∗0)‖(∂ynw2(·, 0), w2(·, 0))‖2L2(Rn)×H0,1,s˜(Rn),
where ǫ(δ)→ 0 as δ → +0. Since s˜∗ 6= 0, we have
Ξλ+2µ(w2,ν) ≥ C8
∫
Rn
(|s˜|
n−1∑
j=1
|∂yjw2,ν |2 + |s˜|3|w2,ν|2)(y˜, 0)dy˜(4.6)
−ǫ‖(∂ynw2,ν(·, 0), w2,ν(·, 0))‖2
H
1
4 ,
1
2 ,s˜(Rn)×H
3
4 ,
3
2 ,s˜(Rn)
−C9ϕ˜(y∗0)‖(∂ynw2(·, 0), w2(·, 0))‖2L2(Rn)×H0,1,s˜(Rn).
Since rµ(y
∗, ζ∗) 6= 0, then by Proposition 2.5 and Proposition 2.3 there exists a constant C10
independent of s such that
(4.7) ‖(1
i
∂ynw1,ν − Γ+µ (y, D˜, s˜)w1,ν)|yn=0‖H 14 , 12 ,s˜(Rn)
≤ C10(‖Pρ,µ(y,D, s˜)w1,ν‖L2(Q) + ϕ˜ 512 (y∗)‖w1‖H 12 ,1,s˜(Q)).
By (2.17), (2.18) for any k ∈ {1, . . . , n− 1}, we obtain
(4.8) µ(y∗) (∂ynwk,n,ν − |s˜|ϕn(y∗)wk,n,ν) (y˜, 0)
= (λ+ µ)(y∗) (∂ykw2,ν − |s˜|ϕk(y∗)w2,ν) (y˜, 0) + r(y˜) in Rn,
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where the function r satisfies estimate (3.13). From (4.8), (3.13) and (4.7) we obtain the
estimate
|s˜|‖∂ynw1,ν(·, 0)− |s˜|ϕn(y∗)w1,ν(·, 0)‖2L2(Rn)
≤ C11
(∫
Rn
(|s˜|
n−1∑
j=1
|∂yjw2,ν(y˜, 0)|2 + |s˜|3|w2,ν(y˜, 0)|2)dy˜
+‖Pρ,µ(y,D, s˜)w1,ν‖2L2(Q) + ϕ˜
5
6 (y∗0)‖w‖2H 12 ,1,s˜(Q)(4.9)
+ǫ(δ)|s˜|‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H0,1,s˜(Rn)
+ϕ˜(y∗0)‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H0,1,s˜(Rn) + |s˜|‖ge|s|ϕ‖2L2(Rn)
)
.
From the G˚arding inequality and (4.9), (4.7)
|s˜|‖w1,ν(·, 0)‖2H1,s˜(Rn) ≤ C12
(
‖Pρ,µ(y,D, s˜)w1,ν‖2L2(Q) + ϕ˜
5
6 (y∗0)‖w1,ν‖2H 12 ,1,s˜(Q))
+
∫
Rn
(|s˜|
n−1∑
j=1
|∂yjw2,ν(y˜, 0)|2 + |s˜|3|w2,ν(y˜, 0)|2)dy˜
+ǫ(δ)|s˜|‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H0,1,s˜(Rn)
+ϕ˜(y∗0)‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H0,1,s˜(Rn) + |s˜|‖ge|s|ϕ‖2L2(Rn)
)
.
Inequalities (4.6), (4.9), (4.10) imply
Ξλ+2µ(w2,ν) ≥ C13|s˜|‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H0,1,s˜(Rn)
−C14(‖P(y,D, s˜)wν‖2L2(Q) + |s˜|‖ge|s|ϕ‖2L2(Rn) + ϕ˜
5
6 (y∗0)‖w‖2H 12 ,1,s˜(Q))
−C15ϕ˜(y∗0)‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H0,1,s˜(Rn),(4.10)
where C13 > 0. From (4.4) and (4.10), we obtain (3.10).
5. Case rµ(y
∗, ζ∗) 6= 0 and rλ+2µ(y∗, ζ∗) 6= 0.
In this section we consider the conic neighborhood O(y∗, δ1(y∗)) of the point (y∗, ζ∗) such
that
(5.1) rµ(y
∗, ζ∗) 6= 0 and rλ+2µ(y∗, ζ∗) 6= 0.
In that case, thanks to (5.1) and Proposition 2.3, factorization (2.61) holds true for β = µ
and β = λ + 2µ. Then Proposition 2.5 yields the a priori estimate
n∑
k,j=1,k<j
‖V +µ (k, j)(·, 0)‖H 14 , 12 ,s˜(Rn) + ‖V
+
λ+2µ(·, 0)‖H 14 , 12 ,s˜(Rn)(5.2)
≤ C1(‖P(y,D, s˜)wν‖L2(Q) + ϕ˜ 512 (y∗)‖w‖H0,1,s˜(Q)).
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Using (3.11), (4.7), we rewrite (3.12) and (4.8) as
(5.3)
(
λ+ 2µ
µ
(y∗)
(
∂yjw2,ν − |s˜|ϕjw2,ν
)− iα+µ (y˜, 0, D˜, s˜)wj,n,ν)(·, 0) = V +µ (i, n)(·, 0)− rj,n,ν in Rn,
where k ∈ {1, . . . , n− 1} and
(
n−1∑
k=1
µ
λ+ 2µ
(y∗) (−∂ykwk,n,ν + |s˜|ϕkwk,n,ν)(5.4)
−iα+λ+2µ(y˜, 0, D˜, s˜)w2,ν)(·, 0) = V +λ+2µ(·, 0)− r2,ν ,
where the function r = (r1,n,ν , . . . , rn−1,n,ν, r2,ν) satisfies estimate (3.13). Let B(y˜, D˜, s˜) be
the matrix pseudodifferential operator with the symbol
(5.5)
B(y˜, ξ˜, s˜) =

−iα+µ (y˜, 0, ξ˜, s˜) 0 . . . λ+2µµ (iξ1 − |s˜|ϕ1)
0 . . . . . . . . .
0 −iα+µ (y˜, 0, ξ˜, s˜) . . . λ+2µµ (iξj − |s˜|ϕj)
. . . . . . . . . . . .
µ
λ+2µ
(−iξ1 + |s˜|ϕ1) . . . µλ+2µ(−iξn−1 + |s˜|ϕn−1) −iα+λ+2µ(y˜, 0, ξ˜, s˜)
 .
We have
Proposition 5.1. Let ζ = (ξ0, ξ1 + i|s˜|ϕ1, . . . , ξn−1 + i|s˜|ϕn−1). The following formula is
true:
detB(y∗, ξ˜, s˜) = (−i)n(α+µ (y∗, ξ˜, s˜))n−1α+λ+2µ(y∗, ξ˜, s˜)
+(−1)n−1(−i)n−2(α+µ (y∗, ξ˜, s˜))n−2
n−1∑
j=1
(−iξj + |s˜|ϕj(y∗))2.(5.6)
Proof. By Bn(y, ξ˜, s˜) we denote the matrix determined by (5.5) of the size n × n and
Bk,j,n(y, ξ˜, s˜) be the minor obtained from the matrix Bn(y, ξ˜, s˜) by crossing out the k-th row
and the j-th column. Our proof is based on the induction method. Except the formula (5.6),
we claim
(5.7) |B1,n−1,n(y∗, ξ˜, s˜)| = (−i)n(α+µ (y∗, ξ˜, s˜))n−2(−iξ1 + |s˜|ϕ1(y∗))2.
For n = 2, 3, we can easily verify the formulae by direct computations. Suppose that (5.6)
and (5.7) are true for n− 1. Then
detBn−1(y
∗, ξ˜, s˜) = (−i)n−1(α+µ (y∗, ξ˜, s˜))n−2α+λ+2µ(y∗, ξ˜, s˜)
+(−1)n−1(−i)n−3(α+µ (y∗, ξ˜, s˜))n−3
n−2∑
j=1
(−iξj + |s˜|ϕj(y∗))2(5.8)
and
(5.9) |B1,n−1,n(y∗, ξ˜, s˜)| = (−i)n−1 µ
λ+ 2µ
(y∗)(α+µ (y
∗, ξ˜, s˜))n−2(−iξ1 + |s˜|ϕ1(y∗))2.
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Since detBn(y
∗, ξ˜, s˜) = −iα+µ (y∗, ξ˜, s˜)|B1,1,n(y∗, ξ˜, s˜)|
+(−1)1+n λ+2µ
µ
(y∗)(iξ1 − |s˜|ϕ1(y∗))|B1,n,n(y∗, ξ˜, s˜)|, by (5.6) and (5.9) we have
detBn(y
∗, ξ˜, s˜) = −iα+µ (y∗, ξ˜, s˜)((−i)n−1(α+µ (y∗, ξ˜, s˜))n−2α+λ+2µ(y∗, ξ˜, s˜)
+(−1)n−1(−i)n−3(α+µ (y∗, ξ˜, s˜))n−3
n−1∑
j=2
(−iξj + |s˜|ϕj(y∗))2
+(−1)1+nλ+ 2µ
µ
(y∗)(−iα+µ (y∗, ξ˜, s˜))n−2(iξ1 − |s˜|ϕ1(y∗))
µ
λ+ 2µ
(y∗)(−iξ1 + |s˜|ϕ1(y∗))
= (−i)n(α+µ (y∗, ξ˜, s˜))n−1α+λ+2µ(y∗, ξ˜, s˜)
+(−i)n−2(−1)n−1(α+µ (y∗, ξ˜, s˜))n−2
n−1∑
j=2
(−iξj + |s˜|ϕj(y∗))2)
+(−1)1+n(−iα+µ (y∗, ξ˜, s˜))n−2(−iξ1 + |s˜|ϕ1(y∗))2.
The proof of the proposition is complete. 
If (ξ˜∗, s˜∗) 6= {(ξ˜, s˜) ∈M|detB(y∗, ξ˜, s˜) = 0} by (5.3), (5.4) we have
‖(∂ynwν(·, 0),wν(·, 0))‖H 14 , 12 ,s˜(Rn)×H 34 ,32 ,s˜(Rn) ≤ C2(ϕ˜
5
12 (y∗0)‖w‖H0,1,s˜(Q) + ‖ge|s|ϕ‖H 14 ,12 ,s˜(Rn)
+‖P(y,D, s˜)wν‖L2(Q) + C3√
1 + |s˜|‖(∂ynw(·, 0),w(·, 0))‖H 14 , 12 ,s˜(Rn)×H 34 ,32 ,s˜(Rn)).(5.10)
From this inequality and Proposition 2.2 we obtain (3.10).
By (2.21) -(2.24) if detB(y∗, ξ˜∗, s˜∗) = 0 and (5.1) holds true, then
(ξ˜∗, s˜∗) ∈ U =
{
(ξ˜, s˜) ∈ Rn;
n−1∑
j=1
(ξj + i|s˜|ϕj(y∗))2 = − ρ(y
∗)iξ0
(λ + 3µ)(y∗)
}
.
If (ξ˜, s˜) ∈ U then
(5.11)
n−1∑
j=1
ξ2j = s˜
2
n−1∑
j=1
ϕ2j (y
∗).
By (2.21), (2.23) and (2.11)
Γ±β (y
∗, ξ˜∗, s˜∗) = −i|s˜∗|ϕn(y∗)± eiπ4
√
(λ+ 3µ− β)(y∗)
β(y∗)
√√√√|s˜∗|| n−1∑
j=1
ξ∗jϕj(y
∗)|
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So∣∣∣∣∣∣Im
 eiπ4
√
(λ+ 3µ− β)(y∗)
β(y∗)
√√√√|s˜∗|| n−1∑
j=1
ξ∗jϕj(y
∗)|

∣∣∣∣∣∣ = 1√2
√
(λ+ 3µ− β)(y∗)
β(y∗)
√√√√|s˜∗|| n−1∑
j=1
ξ∗jϕj(y
∗)|
≤
√
|s˜∗|
2
√
µ(y∗)
(λ+ 2µ)(y∗)
√√√√n−1∑
j=1
ϕ2j(y
∗).(5.12)
Here in order to get the last inequality in (5.12) we used (5.11). By (1.15)
(5.13) − ImΓ±λ+2µ(y∗, ξ˜∗, s˜∗) > 0.
Then by Proposition 2.5 there exists a constant C4 independent of s˜ such that
(5.14) ‖(1
i
∂ynw2,ν − Γ±λ+2µ(y, D˜, s˜))w2,ν |yn=0‖H 14 , 12 ,s˜(Rn)
≤ C4(‖Pρ,λ+2µ(y,D, s˜)w2,ν‖L2(Q) + ϕ˜ 512 (y∗0)‖w2‖H 12 ,1,s˜(Q)).
Inequalities (5.14) imply
(5.15)
‖αλ+2µ(y, D˜, s˜)w2,ν |yn=0‖H 14 ,12 ,s˜(Rn) ≤ C5(‖Pρ,λ+2µ(y,D, s˜)w2,ν‖L2(Q) + ϕ˜
5
12 (y∗0)‖w2‖H 12 ,1,s˜(Q)).
By G˚arding’s inequality we obtain from (5.15)
(5.16) ‖w2,ν(·, 0)‖H 34 , 32 ,s˜(Rn) ≤ C6(‖Pρ,λ+2µ(y,D, s˜)w2,ν‖L2(Q) + ϕ˜
5
12 (y∗0)‖w2‖H0,1,s˜(Q)).
From (5.14) and (5.16) we obtain
(5.17) ‖(∂ynw2,ν , w2,ν)(·, 0)‖H 14 ,12 ,s˜(Rn)×H 34 , 32 ,s˜(Rn) ≤ C7(‖Pρ,λ+2µ(y,D, s˜)w2,ν‖L2(Q)
+ϕ˜
5
12 (y∗0)‖w2‖H 12 ,1,s˜(Q)).
On the other hand the (3.11) and (4.8) holds true. By (5.17) we obtain from (4.8)
(5.18) µ(y∗) (∂ynwk,n,ν − |s˜|ϕn(y∗)wk,n,ν) (·, 0) = r˜ in Rn,
where function r˜ satisfies the estimate
‖r˜‖2L2(Rn) ≤ ǫ(δ)‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H0,1,s˜(Rn)
+
C8
1 + |s˜|(‖(∂ynw(·, 0),w(·, 0))‖
2
L2(Rn)×H0,1,s˜(Rn) +
‖P(y,D, s˜)wν‖2L2(Q)) + C9‖ge|s|ϕ‖2L2(Rn).(5.19)
By (5.19), (5.16) and (5.2)
(5.20) ‖αµ(y˜, 0, D˜, s˜)w1,ν(·, 0)‖H 34 , 32 ,s˜(Rn) ≤ C10(‖P(y,D, s˜)wν‖L2(Q)
+ϕ˜
5
12 (y∗0)‖w2‖H 12 ,1,s˜(Q) + ‖(∂ynw(·, 0),w(·, 0))‖L2(Rn)×H0,1,s˜(Rn) + ‖ge
|s|ϕ‖
H
1
4 ,
1
2 ,s˜(Rn)
).
By G˚arding’s inequality from (5.20) we have
(5.21) ‖w1,ν(·, 0)‖H 34 , 32 ,s˜(Rn) ≤ C11(‖P(y,D, s˜)wν‖L2(Q)
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+ϕ˜
5
12 (y∗0)‖w2‖H 12 ,1,s˜(Q) + ‖(∂ynw(·, 0),w(·, 0))‖L2(Rn)×H0,1,s˜(Rn) + ‖ge
|s|ϕ‖
H
1
4 ,
1
2 ,s˜(Rn)
).
Form (5.21) and (5.16) we have (5.10). From (5.10) and Proposition 2.2 we obtain (3.10).
6. End of the proof.
First we finish the proof of the Proposition 2.1. Now let us take the covering of the
surface M of the sphere by conical neighborhoods O(ζ∗, δ1(ζ∗)). From this covering we take
the finite subcovering ∪Nν=1O(ζ∗ν , δ1(ζ∗ν)). Let χν be the partition of unity associated to this
subcovering. Hence
∑N
ν=1 χν(ξ˜, s˜) ≡ 1 or all (ξ˜, s˜) such that M(ξ˜, s˜) ≥ 1. Let χ0(ξ˜, s˜) ∈
C∞0 (R
n+1) be a nonegative function which is identically equal one if M(ξ˜, s˜) ≤ 1. Then by
(3.10)
‖(∂ynw(·, 0),w(·, 0))‖H 14 , 12 ,s˜(Rn)×H 12 ,32 ,s˜(Rn) +
√
|s˜|‖w‖
H
1
2 ,1,s˜(Q)
(6.1)
≤ C1
N∑
ν=0
(
‖ηℓ(∂yn(χνw)(·, 0), χνw(·, 0))‖H 14 ,12 ,s˜(Rn)×H 12 , 32 ,s˜(Rn) +
√
|s˜|‖ηℓχνw‖H 12 ,1,s˜(Q)+
‖(1− ηℓ)(∂yn(χνw)(·, 0), χνw(·, 0))‖H 14 , 12 ,s˜(Rn)×H 12 ,32 ,s˜(Rn) +
√
|s˜|‖(1− ηℓ)χνw‖H 12 ,1,s˜(Q)
)
≤ C2
(√
ϕ˜(y∗0)‖w‖H0,1,s˜(Q) + ‖ge|s|ϕ‖H 14 , 12 ,s˜(Rn) +
N∑
ν=0
‖P(y,D, s˜)wν‖L2(Q)
+‖(∂ynw(·, 0),w(·, 0))‖H 14 , 12 ,s˜(Rn)×H 12 , 32 ,s˜(Rn)
)
+C3
N∑
ν=0
(
‖(1− ηℓ)(∂yn(χνw)(·, 0), χνw(·, 0))‖H 14 , 12 ,s˜(Rn)×H 12 , 32 ,s˜(Rn) +
√
|s˜|‖(1− ηℓ)χνw‖H0,1,s˜(Q)
)
.
By (2.73) there exist a constant C4 independent of s˜, ℓ and ν such that
N∑
ν=0
(
‖(1− ηℓ)(∂yn(χνw)(·, 0), χνw(·, 0))‖H 14 ,12 ,s˜(Rn)×H 12 , 32 ,s˜(Rn) +
√
|s˜|‖(1− ηℓ)χνw‖H 12 ,1,s˜(Q)
)
≤ C4
(√
ϕ˜(y∗0)‖(∂ynw(·, 0),w(·, 0))‖L2(Rn)×H0,1,s˜(Rn) +
√
ϕ˜(y∗0)‖w‖H 12 ,1,s˜(Q)
)
(6.2)
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Using inequality (6.2) in order to estimate the last terms in (6.1) we obtain
‖(∂ynw(·, 0),w(·, 0))‖H 14 , 12 ,s˜(Rn)×H 12 , 32 ,s˜(Rn) +
√
|s˜|‖w‖
H
1
2 ,1,s˜(Q)
≤ C5
(√
ϕ˜(y∗0)‖w‖H 12 ,1,s˜(Q) + ‖ge
|s|ϕ‖
H
1
4 ,
1
2 ,s˜(Rn)
+ ‖P(y,D, s˜)w‖L2(Q)
+
√
ϕ˜(y∗0)‖(∂ynw(·, 0),w(·, 0))‖L2(Rn)×H0,1,s˜(Rn) +
N∑
ν=0
‖[χν ,P(y,D, s˜)]w1‖L2(Q)
)
+
C6
(√
ϕ˜(y∗0) ‖(∂ynw(·, 0),w(·, 0))‖H 14 , 12 ,s˜(Rn)×H 12 , 32 ,s˜(Rn) +
√
ϕ˜(y∗0)‖w‖H 12 ,1,s˜(Q)
)
≤ C7
(√
ϕ˜(y∗0)‖w‖H 12 ,1,s˜(Q) + ‖ge
|s|ϕ‖
H
1
4 ,
1
2 ,s˜(Rn)
+ ‖P(y,D, s˜)w‖L2(Q)
+‖(∂ynw(·, 0),w(·, 0))‖H 14 , 12 ,s˜(Rn)×H 12 ,32 ,s˜(Rn)
)
+
C8
(√
ϕ˜(y∗0)‖(∂ynw(·, 0),w(·, 0))‖L2(Rn)×H0,1,s˜(Rn) +
√
ϕ˜(y∗0)‖w‖H 12 ,1,s˜(Q)
)
.(6.3)
Hence there exists s0 > 1 such that for all s ≥ s0 we see
‖(∂ynw(·, 0),w(·, 0))‖H 14 , 12 ,s˜(Rn)×H 12 , 32 ,s˜(Rn) +
√
|s˜|‖w‖
H
1
2 ,1,s˜(Q)
≤ C9
(√
ϕ˜(y∗0)‖w‖H0,1,s˜(Q) + ‖gesϕ‖H 14 ,12 ,s˜(Σ) + ‖P(y,D, s˜)w‖L2(Q)
)
.(6.4)
Proof of Proposition 2.1 is complete. 
The remaining part of this section we obtain from the estimate (2.4) the Carleman estimate
(1.21).
The short calculations imply that the functions the functions dωu, divu satisfy the equa-
tions
Pρ,µ(x,D)dωu −
∫ x0
0
µ˜(x, x˜0)∆dωu dx˜0 = q1 inQ,
Pρ,λ+2µ(x,D)divu−
∫ x0
0
(λ˜+ 2µ˜)(x, x˜0)∆divu dx˜0 = q2 inQ,(6.5)
where
q1 = K1(x,D)dωu +K2(x,D)divu+
∫ x0
0
(K˜1(x, x˜0, D)dωu
+K˜2(x, x˜0, D)divu)dx˜0 + ρdωF/ρ,(6.6)
q2 = K3(x,D)dωu +K4(x,D)divu+
∫ x0
0
(K˜3(x, x˜0, D)dωu
+K˜4(x, x˜0, D)divu)dx˜0 + ρdiv (F/ρ),(6.7)
where Kj(x,D), K˜j(x, x˜0, D) are first order differential operators with C
1 coefficients.
Now we introduce new unknown function v = (v1, v2) by formulae
(6.8) v1 = dωu +
∫ x0
0
µ˜(x, x˜0)
µ(x)
dωu dx˜0, v2 = divu+
∫ x0
0
(λ˜+ 2µ˜)(x, x˜0)
(λ+ 2µ)(x)
divu dx˜0.
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More specifically
v1 = (v1,2, . . . vn−1,n), vk,j = ∂xjuk − ∂xkuj +
∫ x0
0
µ˜(x, x˜0)
µ(x)
(∂xjuk − ∂xkuj)(x˜0, x′)dx˜0.
Then from (6.5) we have
(6.9) P(x,D)v = (Pρ,µ(x,D)v1, Pρ,λ+2µ(x,D)v2) = q in Q,
where q = (q3, q4) = (q1 + q˜1, q2 + q˜2) :
(6.10)
q˜1 = −µ
∫ x0
0
(
2(∇′ µ˜(x, x˜0)
µ(x)
,∇′dωu) + ∆
(
µ˜(x, x˜0)
µ(x)
)
dωu
)
dx˜0+ρ∂x0
∫ x0
0
µ˜(x, x˜0)
µ(x)
dωu dx˜0,
q˜2 = −(λ + 2µ)
∫ x0
0
(
2(∇′ (λ˜+ 2µ˜)(x, x˜0)
λ(x) + 2µ(x)
,∇′divu) + ∆
(
µ˜(x, x˜0)
(λ+ 2µ)(x)
)
divu
)
dx˜0
+ρ∂x0
∫ x0
0
(λ˜+ 2µ˜)(x, x˜0)
(λ+ 2µ)(x)
divu dx˜0.(6.11)
On the next step we show that the boundary conditions (2.2) holds true for some function
g.
We start with the following proposition:
Proposition 6.1. Let R(x, x˜0, D
′) be a partial differential operator with smooth coefficients
of order j˜ and κ ≥ 0. Then there exist a constant C10 independent of s such that
(6.12)
∥∥∥∥esϕϕ˜κ ∫ x0
0
R(x, x˜0, D
′) u(x˜0, ·)dx˜0
∥∥∥∥
L2[−T,T ]
≤ C10√
s
∑
|α|≤j˜,α0=0
‖esϕϕ˜κ∂α u‖L2[−T,T ]
for all s ≥ 1. If r0 ∈ C1(Σ) and p ∈ (0, 1) there exists a constant C11 independent of s such
that
(6.13) ‖esϕ
∫ x0
0
r0 u(x˜0, ·)dx˜0‖H p2 ,p,s˜(Σ) ≤
C11√
s
‖esϕ u‖
H
p
2 ,p,s˜(Σ)
.
Proof. Instead of inequality (6.12) it suffices to prove
(6.14)
∥∥∥∥esϕϕ˜κ ∫ x0
0
| u(x˜0, ·)|dx˜0
∥∥∥∥
L2[−T,T ]
≤ C12√
s
‖esϕϕ˜κ u‖L2[−T,T ] ∀x′ ∈ Ω.
The inequality (6.12) is equivalent to
(6.15)
∥∥∥∥esϕϕ˜κ ∫ x0
0
|g(x˜0)|dx˜0
∥∥∥∥
L2[0,T ]
≤ C13√
s
‖esϕϕ˜κg‖L2[0,T ] ∀s ≥ 1,
where g in an arbitrary function from L2(0, T ). Applying the Cauchy inequality we have∥∥∥∥esϕϕ˜κ ∫ x0
0
|g(x˜0)|dx˜0
∥∥∥∥2
L2[0,T ]
≤
∫ T
0
x0ϕ˜
2κe2sϕ
∫ x0
0
g2(x˜0)dx˜0dx0 =
37
∫ T
0
x0ϕ˜
2κ
2s∂x0ϕ
(∂x0e
2sϕ)
∫ x0
0
g2(x˜0)dx˜0dx0 ≤ −
∫ T
0
∂x0
(
x0ϕ˜
2κ
2s∂x0ϕ
∫ x0
0
g2(x˜0)dx˜0
)
e2sϕdx0 =
−
∫ T
0
∂x0
(
x0ϕ˜
2κ
2s∂x0ϕ
)∫ x0
0
g2(x˜0)dx˜0e
2sϕdx0 −
∫ T
0
x0ϕ˜
2κ
2s∂x0ϕ
g2e2sϕdx0.
By (1.15) we see that x0ϕ˜
2κ
∂x0ϕ
∈ W 1∞[0, T/2] and |x0ϕ˜
2κ
∂x0ϕ
| ≤ C14ϕ˜2κ. Therefore∥∥∥∥esϕϕ˜κ ∫ x0
0
|g(x˜0)|dx˜0
∥∥∥∥2
L2[0,T ]
≤ C15(
∫ T
0
ϕ˜2κ−1
2s
e2sϕ
∫ x0
0
g2(x˜0)dx˜0dx0 +
∫ T
0
ϕ˜2κ−1
2s
g2e2sϕdx0)
≤
∫ T
0
C16ϕ˜
2κ−1
2s
g2e2sϕdx0.
Here in order to obtain the last inequality, we used (1.15) and (1.16).
In order to prove the estimate (6.13) we first show that∥∥∥∥esϕ ∫ x0
0
r0 u(x˜0, ·)dx˜0
∥∥∥∥
H0,p,s˜(Σ)
≤ C17‖esϕ u‖H0,p,s˜(Σ).(6.16)
Consider the operator Kw = esϕ(x) ∫ x0
0
e−sϕ(x˜0,x
′)r0(x˜0)w(x˜0, x
′)dx˜0. By (1.15)
(6.17) ‖K‖L(L2(Σ);L2(Σ)) ≤ C18(‖r0‖L∞(Σ))
and by (6.15)
(6.18) ‖K‖L(H0,1,s˜(Σ);H0,1,s˜(Σ)) ≤ C19(‖r0‖W 1∞(Σ)).
From (6.17), (6.18) and interpolation argument we obtain (6.16). By (6.15)
(6.19) ‖K‖L(H1,0,s˜(Σ);H1,0,s˜(Σ)) ≤ C20(‖r0‖W 1∞(Σ)).
From (6.17), (6.19) and interpolation argument we have
‖esϕ
∫ x0
0
r0 u(x˜0, ·)dx˜0‖H p2 ,0,s˜(Σ) ≤ C21‖esϕ u‖H p2 ,0,s˜(Σ).(6.20)
Estimates (6.16) and (6.20) imply (6.13). 
We have
Proposition 6.2. Let function v is given by (6.8) and u satisfy (1.6). Then v satisfies
problem (2.1) - (2.2) with functions g and q such that
‖qesϕ‖L2(Q) ≤ C22(‖(∇′dωu)esϕ‖L2(Q) + ‖(∇′divu)esϕ‖L2(Q) + ‖(dωu)esϕ‖L2(Q)
+‖(divu)esϕ‖L2(Q) + ‖(dωF)esϕ‖L2(Q) + ‖(divF)esϕ‖L2(Q) + ‖Fesϕ‖L2(Q))(6.21)
and
(6.22) ‖gesϕ‖
H
1
4 ,
1
2 ,s˜(Σ)
≤ C23(‖Fesϕ‖H 14 , 12 ,s˜(Σ) + ‖(∂~νu)e
sϕ‖
H
1
4 ,
1
2 ,s˜(Σ)
).
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Proof. Let function q = (q3, q4) given by (6.6)- (6.11). Applying (6.12) to estimate q,
we obtain (6.21). Next we show that the function v satisfies the boundary conditions (2.2).
We set all the components of the function g starting from n+ 1 be equal to zero:
(6.23) gk = 0 for all k ≥ n+ 1.
By (1.6) and the zero Dirichlet boundary conditions for the function u we have
(6.24) − Lλ,µ(x,D′)u+
∫ x0
0
Lλ˜,µ˜(x, x˜0, D
′)u(x˜0, x
′)dx˜0 = F on Σ.
Next we move all the terms containing the first derivatives of the function u into the right-
hand side, divide both sides by µ and denote the right-hand side of obtained equality as gk.
Then the first n components of the function g are defined by formula:
(6.25) (g1, . . . , gn) =
1
µ
(F− (divu)∇′λ− (∇′u+ (∇′u)T )∇′µ
−
∫ x0
0
((divu)∇′λ˜+ (∇′u+ (∇′u)T )∇′µ˜)dx˜0) on Σ.
Then by (1.1), (1.2) we have
−∆u− (λ+ µ)
µ
∇′divu−
∫ x0
0
(
µ˜(x, x˜0)
µ(x)
∆u(x˜0, x
′) +
λ˜(x, x˜0) + µ˜(x, x˜0)
µ(x)
∇′divu
)
dx0
= (g1, . . . , gn) on Σ.(6.26)
By (6.25) and u|Σ = 0 we have
n∑
j=1
‖gjesϕ‖H 14 , 12 ,s˜(Σ) ≤ C24(‖Fe
sϕ‖
H
1
4 ,
1
2 ,s˜(Σ)
+ ‖(∂~νu)esϕ‖H 14 ,12 ,s˜(Σ)(6.27)
+
n∑
k,m=1
‖
∫ x0
0
pk,m(x˜0, x)∂~νum(x˜0, x
′)dx˜0e
sϕ‖
H
1
4 ,
1
2 ,s˜(Σ)
).
Here pk,m ∈ C1([−T, T ]2×Ω) are some functions. Estimating the last term on the right-hand
side of (6.27) using (6.13) we obtain (6.22).
For any index ĵ ∈ {1, . . . , n} the short computations imply
−∆uĵ =
n∑
j=1,j 6=ĵ
−∂xj (∂xjuî − ∂xĵuj)− ∂2xîuî −
n∑
j=1,j 6=ĵ
∂xj∂xîuj
= −
n∑
j=1,j 6=ĵ
∂xj (∂xjuĵ − ∂xĵuj)− ∂xĵdivu in Ω.(6.28)
Using the equality (6.38) we rewrite ĵ-th equation in (6.26) as
bjˆ(x,D)v = −
n∑
j=1,j 6=ĵ
sign(j − jˆ)∂xjvjˆ,j −
λ+ 2µ
µ
∂x
jˆ
v2 = gjˆ on Σ.
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The construction of the operator B1(x,D) is complete. Now we construct matrix B2(x
′).
Next vk,j(x) = νj(x
′)∂~νuk − νi(x′)∂~νuj, 1 ≤ k < j ≤ n. By the boundary condition (1.7)
vk,j(y
∗) = 0 for 1 ≤ k < j < n, vj,n(y∗) = −∂xnuj(y∗), v2 = −∂xnuj(y∗).
Set v˜ = (v1,n, . . . , v2,n, . . . vn−1,n, v2). Obviously in the small neighborhood of y
∗ there exists
a smooth matrix B3(x
′) such that
(∂xnu1, . . . , ∂xnun) = B3(x
′)v˜ ∀x ∈ Σ ∩ B(y∗, δ).
Then B2(x
′)v = v− (ν2∂x2u1− ν1∂x1u2, . . . , νn∂xnu1− ν1∂x1un, . . . , νn∂xnun−1− νn−1∂xn−1un,∑n
j=1 νj∂xjuj) = 0. The proof of Proposition 6.2 is complete. 
By Proposition 6.2 for the function v given by formulae (6.8) the Carleman estimate (2.4)
holds true. Estimating the right hand side of (2.4) using the inequalities (6.21) and (6.22)
we have
‖(∂~νv,v)esϕ‖H 14 , 12 ,s˜(Σ)×H 12 , 32 ,s˜(Σ) +
√√√√∫
Q
∑
|α|≤2
(sϕ˜)3−2|α||∂αv|2e2sϕdx(6.29)
≤ C25
(
‖Fesϕ‖
H
1
4 ,
1
2 ,s˜(Σ)
+ ‖(∂~νu)esϕ‖H 14 , 12 ,s˜(Σ) + ‖(∂~νv,v)e
sϕ‖
H
1
4 ,
1
2 ,s˜(Σ˜)×H
1
2 ,
3
2 ,s˜(Σ˜)
+‖(∇′dωu)esϕ‖L2(Q) + ‖(∇′divu)esϕ‖L2(Q) + ‖(dωu)esϕ‖L2(Q)
+‖(divu)esϕ‖L2(Q) + ‖(dωF)esϕ‖L2(Q) + ‖(divF)esϕ‖L2(Q) + ‖Fesϕ‖L2(Q)
)
.
By (1.15) and (6.12) for all sufficiently large s
(6.30)
∫
Q
∑
|α|≤2
(sϕ˜)3−2|α||∂α(dωu, divu)|2e2sϕdx ≤ C26
∫
Q
∑
|α|≤2
(sϕ˜)3−2|α||∂αv|2e2sϕdx.
Next we prove the following:
Proposition 6.3. Let positive δ be sufficiently small. There exist s0 > 0 such that for all
s ≥ s0 there exists a constant C27 > 0 independent of s such that
(6.31) ‖∂2~νuesϕ‖H 14 , 12 ,s˜(Σ) + ‖∂~νue
sϕ‖
H
3
4 ,
3
2 ,s˜(Σ)
≤ C27(‖vesϕ‖H 34 , 32 ,s˜(Σ) + ‖Fe
sϕ‖
H
1
4 ,
1
2 ,s˜(Σ)
).
Proof. By (6.12) there exists a constant C28 independent of s such that
‖(dωu, divu)esϕ‖H 34 , 32 ,s˜(Σ) ≤ C28‖ve
sϕ‖
H
3
4 ,
3
2 ,s˜(Σ)
.(6.32)
Thanks to the zero Dirichlet boundary conditions on Σ there exists a smooth matrix V(x)
such that ∂~νu = V(x)(dωu, divu). Therefore
‖∂~νuesϕ‖H 34 , 32 ,s˜(Σ) ≤ C29‖(dωu, divu)e
sϕ‖
H
3
4 ,
3
2 ,s˜(Σ)
.(6.33)
From equation (1.6) on Σ we have
(6.34) ∂2~νu = A˜(x,D
′)∂~νu+ B˜(x)(F+
∫ x0
0
L˜λ˜,µ˜(x, x˜0, D
′)u(x˜0, x
′)dx˜0),
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where A˜(x,D′) is a first order differential operator on ∂Ω and B˜ is a C1− matrix function.
From (6.34) and (6.33) we have
‖∂2~νuesϕ‖H 14 , 12 ,s˜(Σ) ≤ C30(‖A˜(x,D
′)∂~νu‖H 14 , 12 ,s˜(Σ) + ‖Fe
sϕ‖
H
1
4 ,
1
2 ,s˜(Σ)
+‖esϕB
∫ x0
0
L˜λ˜,µ˜(x, x˜0, D
′)u(x˜0, x
′)dx˜0)‖H 14 , 12 ,s˜(Σ)) ≤ C31(‖(dωu, divu)e
sϕ‖
H
3
4 ,
3
2 ,s˜(Σ)
+
n∑
j=1
‖esϕ
∫ x0
0
pj(x˜0, x)∂
2
~νuj(x˜0, x
′)dx˜0)‖H 14 , 12 ,s˜(Σ) +
n∑
j=1
‖esϕ
∫ x0
0
p˜j(x˜0, x)∂~νuj(x˜0, x
′)dx˜0)‖H 34 , 32 ,s˜(Σ)
+‖Fesϕ‖
H
1
4 ,
1
2 ,s˜(Σ)
).(6.35)
In order to get the last inequality we used (6.33). By (6.13) for any s ≥ 1 we have
n∑
j=1
‖esϕ
∫ x0
0
pj(x˜0, x)∂
2
~νuj(x˜0, x
′)dx˜0)‖H 14 , 12 ,s˜(Σ) +
n∑
j=1
‖esϕ
∫ x0
0
p˜j(x˜0, x)∂
2
~νuj(x˜0, x
′)dx˜0)‖H 14 , 32 ,s˜(Σ)
≤ C32
s
(‖∂2~νuesϕ‖H 14 ,12 ,s˜(Σ) + ‖∂~νue
sϕ‖
H
3
4 ,
3
2 ,s˜(Σ)
).(6.36)
Form (6.35), (6.36) and (6.33) we obtain (6.31). The proof of Proposition 6.3 is complete.

Next we prove
Proposition 6.4. Let u ∈ H1(Q),u|Σ = 0. There exists s0 > 1 such that for all s ≥ s0∑
|α|≤2
∫
Q
(sϕ˜)4−2|α||∂αu|2e2sϕdx ≤ C33(‖(sϕ˜) 12∇′dωu esϕ‖2L2(Q) + ‖(sϕ˜)−
1
2 (∂x0divu)e
sϕ‖2L2(Q)
+‖(sϕ˜)− 12∂x0dωu esϕ‖2L2(Q) + ‖(sϕ˜)
1
2 (∇′divu)esϕ‖2L2(Q)
+s2‖ϕ˜∂x0∂~νuesϕ‖2L2(Σ˜) + s2‖ϕ˜∂~νuesϕ‖2L2(Σ˜)),(6.37)
where C32 is independent of s.
Proof. Let x0 ∈ (−T, T ) be an arbitrary but fixed. For any index ĵ ∈ {1, . . . , n} the
short computations imply
−∆uĵ =
n∑
j=1,j 6=ĵ
−∂xj (∂xjuĵ − ∂xĵuj)− ∂2xĵuî −
∑
j=1,j 6=ĵ
∂xj∂xĵuj
= −
∑
j=1,j 6=ĵ
∂xj (∂xjuĵ − ∂xĵuj)− ∂xĵdivu in Ω.(6.38)
Then the Carleman estimate with boundary for the Laplace operator implies∫
Q
(
n∑
j,k=1
|∂2xkxju|2 + s2ϕ˜2|∇′u|2 + s4ϕ˜4|u|2)e2sϕdx ≤ C34(‖s
1
2 ϕ˜
1
2∇′divuesϕ‖2L2(Q)
+‖s 12 ϕ˜ 12∇′dωu esϕ‖2L2(Q) +
∫
Σ˜
s2ϕ˜2|∂~νu|2e2sϕdΣ).(6.39)
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We differentiate both sides of equation (6.38) with respect to the variable x0 and take H
−1
Carleman estimate by authors in [29]:∫
Q
s2ϕ˜2|∂x0u|2e2sϕdx ≤ C35(‖s
1
2 ϕ˜
1
2div ∂x0ue
sϕ‖2L2(Q)
+‖s 12 ϕ˜ 12∂x0dωu esϕ‖2L2(Q) +
∫
Σ˜
s2ϕ˜2|∂~ν∂x0u|2e2sϕdΣ).(6.40)
Combination of (6.39) and (6.40) implies (6.37). The proof of the proposition is complete.

By Proposition 6.3 and Proposition 6.4 from (6.29), (6.30) we obtain the estimate
‖∂2~νuesϕ‖2H 14 , 12 ,s˜(Σ0) + ‖∂~νue
sϕ‖2
H
3
4 ,
3
2 ,s˜(Σ0)
(6.41)
+
∫
Q
∑
|α|≤2
(sϕ˜)4−2|α||∂αu|2e2sϕdx+
∫
Q
∑
|α|≤1,α0=0
(sϕ˜)3−2|α||∂α(dωu, divu)|2e2sϕdx
≤ C36
(
‖Fesϕ‖2
H
1
4 ,
1
2 ,s˜(Σ)
+ ‖(divF)esϕ‖2L2(Q) + ‖Fesϕ‖2L2(Q)
+‖(dωu, divu)esϕ‖2
H
3
4 ,
3
2 ,s˜(Σ˜)
+ ‖∂~ν(dωu, divu)esϕ‖2
H
1
4 ,
1
2 ,s˜(Σ˜)
+ ‖ϕ˜∂x0∂~νuesϕ‖2L2(Σ˜))
for all s ≥ s0. By (6.21) we obtain from (6.41) the estimate (1.21). Thus the proof of
Theorem 1.1 is finished. 
7. Proof of Theorem 1.2.
We differentiate equations (1.22)-(1.24) respect to x0:
(7.1)
ρ∂3x0u = Lλ,µ(x
′, D′)∂2x0u+Lλ˜,µ˜(x,D
′)∂x0u+L∂x0 λ˜,∂x0 µ˜
(x,D′)u+∂x0R(x)f(x
′) in (0, T )× Ω.
From (1.22) and (1.23) we obtain
(7.2) ∂2x0u(η, ·) =
1
ρ
(Lλ,µ(x
′, D′)b+ Lµ˜(η,·),λ˜(η,·)(η, x
′, D′)a+R(η, ·)f), ∂x0u(η, ·) = b,
(7.3) ∂x0u|(0,T )×∂Ω = 0.
We set y = ∂2x0u. Then
∂x0u(x0, x
′) =
∫ x0
η
y(x˜0, x
′)dx˜0 + b(x
′).
Using this equality we rewrite (7.1)-(7.3) in terms of the unknown function y :
ρ∂x0y = Lλ,µ(x
′, D′)y + Lλ˜,µ˜(x,D
′)
∫ x0
η
y(x˜0, x
′)dx˜0 + F, in Ω× (0, T ),
y(η, ·) = 1
ρ
(Lλ,µ(x
′, D′)b+ Lµ˜(η,·),λ˜(η,·)(η, x
′, D′)a+R(η, ·)f) in Ω, y|∂Ω×(0,T ) = 0,
where F(x) = L∂x0 λ˜,∂x0 µ˜
(x,D′)u+ Lλ˜,µ˜(x
′, D′)b(x′) + ∂x0R(x)f(x
′).
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Let y˜(x) = y(x0 + η, x
′), u˜(x) = u(x0 + η, x
′), F˜ = F(x0 + η, x
′). Then
(7.4) ρ∂x0y˜ = Lλ,µ(x
′, D′)y˜ + Lλ˜,µ˜(x
′, D′)
∫ x0
0
y˜(x˜0, x
′)dx˜0 + F˜, in Ω× (−η, T − η)
(7.5)
y˜(0, ·) = 1
ρ
(Lλ,µ(x
′, D′)b+ Lµ˜(η,·),λ˜(η,·)(η, x
′, D′)a+R(η, x′)f) in Ω, y˜|∂Ω×(−η,T−η) = 0.
Denote QTˆ = (−Tˆ , Tˆ ) × Ω, Σ˜Tˆ = (−Tˆ , Tˆ ) × Γ˜ where Tˆ = 12max{η, T − η}. Let ϕ(x) =
eλψ−e
2λ‖ψ‖
C0(Ω)
(Tˆ−x0)3(Tˆ+x0)3
where function ψ is constructed in [18], λ is sufficiently large positive param-
eter. We apply Carleman estimate (1.21) to the system (7.4), (7.5):
‖y˜‖B(ϕ,s,Q
Tˆ
) ≤ C1(‖Fesϕ‖Y(ϕ,s,Q
Tˆ
) + ‖(dωy˜, div y˜)esϕ‖H 34 ,32 ,s˜(Σ˜
Tˆ
)
(7.6)
+‖∂~ν(dωy˜, div y˜)esϕ‖H 14 , 12 ,s˜(Σ˜
Tˆ
)
+ ‖ϕ˜∂x0∂~νy˜esϕ‖L2(Σ˜
Tˆ
)) ∀s ≥ s0.
By the stationary phase argument (see e.g. [47]) for all s ≥ 1
‖Fesϕ‖Y(ϕ,s,Q
Tˆ
) ≤ C2√
s
(
∑
|α|≤2
‖∂αbesϕ(0,·)‖H1,s(Ω)(7.7)
+‖(dωu˜, div u˜)esϕ‖L2(−Tˆ ,Tˆ ;H2,s(Ω)) + ‖u˜esϕ‖L2(−Tˆ ,Tˆ ;H2,s(Ω)) + ‖fesϕ(0,·)‖H1,s(Ω)).
On the other hand by (7.5) and (1.26) for all positive s we have
‖fesϕ(0,·)‖H1,s(Ω) ≤ C3‖R(η, ·)fesϕ(0,·)‖H1,s(Ω)
≤ C4(‖y˜(0, ·)esϕ(0,·)‖H1,s(Ω) + ‖besϕ(0,·)‖H3,s(Ω) + ‖aesϕ(0,·)‖H3,s(Ω)).(7.8)
Observe that by (1.20) there exists a constant C5 independent of s such that
(7.9) ‖y˜(0, ·)esϕ(·,0)‖H1,s(Ω) ≤ C5‖y˜‖B(ϕ,s,Q
Tˆ
) ∀s ≥ 1.
Using (7.9) to estimate the first term in the right hand of (7.8) and applying (7.6) we obtain
‖fesϕ(0,·)‖H1,s(Ω) ≤ C6‖R(η, ·)fesϕ(0,·)‖H1,s(Ω)
≤ C7(‖besϕ(0,·)‖H3,s(Ω) + ‖aesϕ(0,·)‖H3,s(Ω) + ‖y˜‖B(ϕ,s,Q
Tˆ
))
≤ C8(‖besϕ(0,·)‖H3,s(Ω) + ‖aesϕ(0,·)‖H3,s(Ω)
+‖Fesϕ‖Y(ϕ,s,Q
Tˆ
) + ‖(dωy˜, div y˜)esϕ‖H 34 , 32 ,s˜(Σ˜
Tˆ
)
+‖∂~ν(dωy˜, div y˜)esϕ‖H 14 , 12 ,s˜(Σ˜) + ‖ϕ˜∂x0∂~ν y˜e
sϕ‖L2(Σ˜
Tˆ
)) ∀s ≥ s1.(7.10)
From (7.10), (7.7) we have
‖fesϕ(0,·)‖H1,s(Ω) ≤ C9(‖besϕ(·,0)‖H3,s˜(Ω) + ‖aesϕ(0,·)‖H3,s(Ω)
+
1√
s
(
∑
|α|≤2
‖∂αbesϕ(0,·)‖H1,s(Ω) + ‖fesϕ(0,·)‖H1,s(Ω)
+‖(dωu˜, div u˜)esϕ‖L2(−Tˆ ,Tˆ ;H2,s(Ω)) + ‖u˜esϕ‖L2(−Tˆ ,Tˆ ;H2,s(Ω)))
+‖(dωy˜, div y˜)esϕ‖H 34 , 32 ,s˜(Σ˜
Tˆ
)
+‖∂~ν(dωy˜, div y˜)esϕ‖H 14 , 12 ,s˜(Σ˜) + ‖ϕ˜∂x0∂~ν y˜e
sϕ‖L2(Σ˜
Tˆ
)) ∀s ≥ s1.(7.11)
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We introduce the functions ϕ∗(x) =
eλψ−e
2λ‖ψ‖
C0(Ω)
ℓ∗(x0)
, ϕ˜∗(x0) =
1
(2Tˆ−x0)3(2Tˆ+x0)3
where ℓ∗ ∈
C3[−2Tˆ , 2Tˆ ] , ℓ∗(±2Tˆ ) = ℓ′∗(±2Tˆ ) = 0, ℓ∗(x0) = (Tˆ − x0)3(Tˆ + x0)3 on [−Tˆ /4, Tˆ /4] and
ℓ∗(x0) ≥ (Tˆ − x0)3(Tˆ + x0)3 on [−Tˆ , Tˆ ]. Therefore
(7.12) ϕ∗(x) = ϕ(x) ∀x ∈ QTˆ .
To estimate the norm of ∂αu˜ in the right hand side of (7.11) we apply to equations for u˜ Car-
leman estimate (1.21) to the system (1.22)-(1.24) and using the stationary phase argument
we obtain:
‖u˜‖B(ϕ∗,s,Q2Tˆ ) ≤ C10(‖Rfesϕ∗‖Y(ϕ∗,s,Q2Tˆ ) + ‖(dωu˜, div u˜)esϕ∗‖H 34 , 32 ,s˜(Σ˜
2Tˆ
)
(7.13)
+‖∂~ν(dωu˜, div u˜)esϕ∗‖H 14 , 12 ,s˜(Σ˜
2Tˆ
)
+ ‖ϕ˜∗∂x0∂~νu˜esϕ∗‖L2(Σ˜2Tˆ ))
≤ C11(s− 12‖fesϕ(0,·)‖H1,s(Ω) + ‖(dωu˜, div u˜)esϕ∗‖H 34 , 32 ,s˜(Σ˜
2Tˆ
)
+‖∂~ν(dωu˜, div u˜)esϕ∗‖H 14 , 12 ,s˜(Σ˜
2Tˆ
)
+ ‖ϕ˜∗∂x0∂~νu˜esϕ∗‖L2(Σ˜2Tˆ )) ∀s ≥ s2.
By (1.20)
(7.14)
∫
Q2Tˆ
∑
|α|≤2,α0=0
(
1
sϕ˜∗
|∂α(dωu˜, div u˜)|2 + |∂αu˜|2
)
e2sϕ∗dx
 12 ≤ C12‖u˜‖B(ϕ∗,s,Q2Tˆ ).
By (7.6) and (7.14)∫
Q
2Tˆ
∑
|α|≤2,α0=0
(
1
sϕ˜∗
|∂α(dωu˜, div u˜)|2 + |∂αu˜|2
)
e2sϕ∗dx
 12(7.15)
≤ C13(s− 12‖fesϕ∗(0,·)‖H1,s(Ω) + ‖(dωu˜, div u˜)esϕ∗‖H 34 , 32 ,s˜(Σ˜2Tˆ )
+‖∂~ν(dωu˜, div u˜)esϕ∗‖H 14 , 12 ,s˜(Σ˜
2Tˆ
)
+ ‖ϕ˜∗∂x0∂~νu˜esϕ∗‖L2(Σ˜2Tˆ )) ∀s ≥ s2.
By (7.12) and estimates (7.11) and (7.15) for sufficiently large s implies (1.34). The proof
of Theorem 1.2 is completed. 
Proof of Theorem 1.3. Let functions (ρj ,vj), j ∈ {1, 2} satisfy the equations
(7.16) ∂x0ρj + div(vjρj) = 0 inQ,
(7.17) ρj∂x0vj − Lλ,µ(x′, D′)vj + ρj(vj,∇′)vj + h(ρj)∇′ρj = Rfj inQ,
(7.18) vj |Σ = 0.
We set ρ = ρ1 − ρ1,v = v1 − v2, f = f1 − f2. Then, from equations (7.16)-(7.18) we have
(7.19) ∂x0ρ+ div(v1ρ) = −div(vρ2) inQ,
ρ1∂x0v + ρ∂x0v2 − Lλ,µ(x′, D′)v+ ρ(v1,∇′)v1 + ρ2(v1,∇′)v+ ρ2(v,∇′)v2
+h(ρ1)∇′ρ+ (h(ρ1)− h(ρ2))∇′ρ2 = Rf inQ,(7.20)
(7.21) v|Σ = 0.
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Let y(t) = (y1(t), . . . , yn(t)) be a solution to the system of ordinary differential equations
dy
dt
= v1(t, y(t)).
The curve (t, y(t)) is the characteristic curve for the hyperbolic operator
Lv1(x,D)w = ∂x0w + (v1(x),∇′w).
Consider the initial value problem
(7.22) Lv1(x,D)ψ = 0 on Q, ψ(0, x
′) = ψ0(x
′) x′ ∈ Ω
such that the initial condition ψ0 ∈ C3(Ω) satisfies
(7.23) ∂~νψ0|∂Ω\Γ˜ < −C14 < 0, |∇′ψ0(x)| > C15 > 0 ∀x ∈ Ω.
Existence of such a function ψ0 is proved in [18]. Thanks to (7.21) solution ψ ∈ C3(Q) to
the Cauchy problem (7.22) exist, unique and satisfies the estimate
(7.24) ‖ψ‖C3(Q) ≤ C16‖ψ0‖C3(Ω).
Then, by (7.24) and (7.23) there exist a positive δ such that
(7.25) ∂~νψ|[−δ,δ]×(∂Ω\Γ˜) < −C17 < 0, |∇′ψ(x)| > C18 > 0 ∀x ∈ Qδ , (−δ, δ)× Ω,
(7.26) − ∂~νψ(x) > 1√
2
√
µ(x)
(λ+ 2µ)(x)
|∂~τψ(x)| ∀x ∈ [−δ, δ]× Γ0, ∀~τ ∈ T (Γ0), |~τ | = 1.
Using such a function ψ we construct the weight function ϕ by formula
(7.27) ϕ(x) =
eλψ(x) − e2λ‖ψ‖C0(Qδ)
ℓ˜(x0)
, ϕ˜(x0) =
1
(δ − x0)3(δ + x0)3 ,
where λ is the large positive parameter and δ is a small positive parameter, ℓ˜(t) = 1 − |x0|
on [−δ/2, δ/2], ∂x0 ℓ˜(x0) < 0 on [0, δ] and ∂x0 ℓ˜(x0) > 0 on [−δ, 0], ℓ˜(x0) > 0 on (−δ, δ),
∂kx0 ℓ˜(±δ) = 0 for all k ∈ {0, 1, 2}, ∂3x0 ℓ˜(±δ) 6= 0, ℓ˜ ∈ W 1∞[−δ, δ] ∩ C2[0, δ] ∩ C2[−δ, 0].
We have
Proposition 7.1. Let λ > 1. There exist a positive δ0 independent of λ such that for all
δ ∈ (0, δ0) function ϕ given by (7.27) satisfies (1.13), (1.14), (1.16) - (1.19), Condition 1.1
and Condition 1.2 with β = µ and β = λ+2µ. Moreover for some positive constants C19, C20
(7.28)
dϕ(t, y(t))
dt
< −C19 < 0 for t ∈ [0, δ) and dϕ(t, y(t))
dt
> C20 > 0 for t ∈ (−δ, 0].
Moreover there exists a positive λ0 and positive C21 such that for all λ > λ0
(7.29) ∂x0ϕ(x) < −C21 < 0 on [0, δ)× Ω, ∂x0ϕ(x) > C21 > 0 on (−δ, 0]× Ω.
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Proof. Formula (7.27), equation (7.22) and short computations imply
dϕ(t, y(t))
dt
=
d
dt
(
eλψ(t,y(t)) − e2λ‖ψ‖C0(Qδ)
ℓ˜(t)
)
=
eλψ(t,y(t))(Lv1(x,D)ψ)(t, y(t))
ℓ˜(t)
− e
λψ(t,y(t)) − e2λ‖ψ‖C0(Qδ)
ℓ˜2(t)
ℓ˜′(t) =
−e
λψ(t,y(t)) − e2λ‖ψ‖C0(Qδ)
ℓ˜2(t)
ℓ˜′(t).
Let λ be sufficiently large, since ℓ˜′(t) < 0 on [0, δ] and ℓ˜′(t) > 0 on [−δ, 0] from the above for-
mula we have (7.28). The inequality (1.13) follows from (7.25) and (7.27). Inequality (7.26)
implies (1.14). Formula (7.27) immediately implies (1.17)-(1.19). Now we check Condition
1.1. For simplicity of notations we denote p(x, ξ) = pρ,β(x, ξ) = iρξ0 +
∑n
k,j=1 ak,jξkξj. We
remind that ζ is given by formula (2.43). Observe that
∂xmp(x, ξ0, ζ˜) = pm(x, ξ0, ζ˜)− i|s|
n∑
k=1
p(k)(x, ξ0, ζ˜)∂
2
xkxm
ϕ.
Then
Im{p(x, ξ0, ζ˜), p(x, ξ0, ζ˜)} =
Im
(
n∑
k=0
p(k)(x, ξ0, ζ˜)∂xkp(x, ξ0, ζ˜)− ∂xkp(x, ξ0, ζ˜)p(k)(x, ξ0, ζ˜)
)
.
Simple computations provide the following formulas:
Im
(
∂ξ0p(x, ξ0, ζ˜)∂x0p(x, ξ0, ζ˜)− ∂x0p(x, ξ0, ζ˜)∂ξ0p(x, ξ0, ζ˜)
)
= Im
(
(−iρ)(p0(x, ξ0, ζ˜) + i|s|
n∑
m=1
p(m)(x, ξ0, ζ˜)∂
2
xmx0
ϕ)
−iρ(p0(x, ξ0, ζ˜)− i|s|
n∑
m=1
p(m)(x, ξ0, ζ˜)∂
2
xmx0
ϕ)
}
=
= −2ρRe p0(x, ξ) + 2ρs2
n∑
m=1
p(m)(x,∇ϕ)∂2xmx0ϕ+ 2s2ρa0(x,∇′ϕ,∇′ϕ),
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where a0(x, η˜, η˜) =
∑n
k,j=1
∂akj
∂x0
ηkηj and for any k ∈ {1, . . . , n}
Im
(
∂ξkp(x, ξ0, ζ˜)∂xkp(x, ξ0, ζ˜)− ∂xkp(x, ξ0, ζ˜)∂ξkp(x, ξ0, ζ˜)
)
= Im
(
p(k)(x, ξ0, ζ˜)(pk(x, ξ0, ζ˜) + i|s|
n∑
m=1
p(m)(x, ξ0, ζ˜)∂
2
xkxm
ϕ)
− p(k)(x, ξ0, ζ˜)(pk(x, ξ0, ζ˜)− i|s|
n∑
m=1
p(m)(x, ξ0, ζ˜)∂
2
xkxm
ϕ)
)
=
−p(k)(x, |s|∇′ϕ)Re pk(x, ξ0, ζ) + p(k)(x, ξ)Im pk(x, ξ0, ζ˜)
+|s|p(k)(x, ξ)
n∑
m=1
p(m)(x, ξ)∂2xkxmϕ+ |s|p(k)(x, |s|∇′ϕ)
n∑
m=1
p(m)(x, |s|∇′ϕ)∂2xkxmϕ
−p(k)(x, |s|∇′ϕ)Re pk(x, ξ0, ζ)− p(k)(x, ξ)Im pk(x, ξ0, ζ˜)
+|s|p(k)(x, ξ)
n∑
m=1
p(m)(x, ξ)∂2xkxmϕ+ |s|p(k)(x, |s|∇′ϕ)
n∑
m=1
p(m)(x, |s|∇′ϕ)∂2xkxmϕ.
Therefore
1
2
Im{p(x, ξ0, ζ˜), p(x, ξ0, ζ˜)} =
1
2
Im
(
n∑
k=0
∂ξkp(x, ξ0, ζ˜)∂xkp(x, ξ0, ζ˜)− ∂xkp(x, ξ0, ζ˜)∂ξkp(x, ξ0, ζ˜)
)
= −ρRe p0(x, ξ) + ρs2
n∑
m=1
p(m)(x,∇ϕ)∂2xmx0ϕ+ s2ρa0(x,∇′ϕ,∇′ϕ)
n∑
k=1
(−p(k)(x, |s|∇′ϕ)(Re pk(x, ξ)− p(k)(x, |s|∇′ϕ)) + 1
2
p(k)(x, ξ)Im pk(x, ξ0, ζ˜)
−1
2
p(k)(x, ξ)Im pk(x, ξ0, ζ˜))
+
n∑
m,k=1
(|s|p(k)(x, ξ)p(m)(x, ξ) + |s|p(k)(x, |s|∇′ϕ)p(m)(x, |s|∇′ϕ))∂2xkxmϕ.(7.30)
Observing that ∂2xkxmϕ = (λ
2∂xkψ∂xmψ + λ∂
2
xkxm
ψ) e
λψ
ℓ˜
for any k,m ∈ {1, . . . , n}, we have
I =
n∑
m,k=1
(|s|p(k)(x, ξ)p(m)(x, ξ) + |s|p(k)(x, |s|∇′ϕ)p(m)(x, |s|∇′ϕ))∂2xkxmϕ
= λ2|s|(a(x, ξ′,∇′ψ)2 + s2 e
2λψ(x)
ℓ˜2
a(x,∇′ψ,∇′ψ)2)e
λψ
ℓ˜
+
n∑
m,k=1
(|s|p(k)(x, ξ)p(m)(x, ξ) + |s|p(k)(x, |s|∇′ϕ)p(m)(x, |s|∇′ϕ))λψxkxm
eλψ
ℓ˜
.
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Since (x, ξ, s) ∈ S providing that λ is sufficiently large the following inequality holds
a(x, ξ′, ξ′) = s2a(x,∇′ϕ,∇′ϕ) ≥ C22λ2|(ξ′, se
λψ
ℓ˜
)|2.
Taking λˆ sufficiently large, for all λ ≥ λˆ we have
(7.31) I ≥ λ
4
2
C23|s|e
λψ
ℓ˜
|(ξ′, se
λψ
ℓ˜
)|2 ∀(x, ξ, s) ∈ S,
where positive constant C23 is independent of (λ, x, ξ, s).
Finally observing that
|ξ0| ≤ |a(x, ξ′, |s|∇′ϕ)|/ρ(x) ∀(x, ξ, s) ∈ S
from (7.31) we find
(7.32) I ≥ C24λ
4eλψ
2ℓ˜
|s|M2
(
ξ, s
eλψ
ℓ˜
)
∀(x, ξ, s) ∈ S,
where positive constant C24 is independent of (λ, x, ξ, s). On the other hand
| − ρRe p0(x, ξ) + ρs2a0(x,∇′ϕ,∇′ϕ) + ρs2
n∑
m=1
p(m)(x,∇′ϕ)∂2xkx0ϕ
n∑
m=1
−p(m)(x, |s|∇′ϕ)(pm(x, ξ)− pm(x, |s|∇′ϕ)) + 1
2
p(m)(x, ξ)Im pm(x, ξ0, ζ˜)
−1
2
p(m)(x, ξ)Im pm(x, ξ0, ζ˜)| ≤ C25|s|λ2
eλψ
ℓ˜
M2
(
ξ, s
eλψ
ℓ˜
)
.(7.33)
Inequalities (7.33), (7.32) imply (1.11). Proof of the fact that function ϕ satisfies Condition
1.2 is same. In order to prove inequalities (7.29) we differentiate function ϕ on (0, δ/2):
∂x0ϕ =
(eλψ − e2λ‖ψ‖C0(Qδ))
ℓ˜2(x0)
+
λeλψ∂x0ψ
ℓ˜(x0)
=
(eλψ − e2λ‖ψ‖C0(Qδ))
ℓ˜2(x0)
− λ(v1,∇
′ψ)eλψ
ℓ˜(x0)
≤ (e
λψ − e2λ‖ψ‖C0(Qδ))
ℓ˜2(x0)
− λ‖v1‖C0(Qδ)‖ψ0‖C3(Ω)e
λψ
ℓ˜(x0)
.
Hence for all λ sufficiently large we proved the first inequality in (7.29) on (0, δ/2) . Taking
the derivative of the function ϕ on (δ/2, δ] we have
∂x0ϕ =
ℓ˜′(x0)
ℓ˜2(x0)
(eλψ − e2λ‖ψ‖C0(Qδ)) + λe
λψ∂x0ψ
ℓ˜(x0)
=
−ℓ˜′(x0)
ℓ˜2(x0)
(e
2λ‖ψ‖
C0(Qδ) − eλψ)− λ(v1,∇
′ψ)eλψ
ℓ˜(x0)
≤ infx0∈[δ/2,δ](−ℓ˜
′(x0))
ℓ˜2(x0)
(e
2λ‖ψ‖
C0(Qδ) − eλψ)− λ‖v1‖C0(Qδ)‖ψ0‖C3(Ω)e
λψ
ℓ˜(x0)
.
Hence for all λ sufficiently large we proved the first inequality in (7.29) on (δ/2, δ] . The
proof of the second inequality in (7.29) is the same. Proof of proposition is complete. 
Next we prove
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Proposition 7.2. Let function p ∈ L2(Qδ), ρ0 ∈ L2(Ω) and ρ˜ ∈ C0([−δ, δ];L2(Ω)) be solu-
tion to the initial value problem
(7.34) − Lv1(x,D)ρ˜ = p in Qδ, ρ˜(0, ·) = ρ0.
Then where exist a constant C26 independent of s such that for all s ≥ 1 we have
(7.35) ‖esϕρ˜‖L2(Qδ) ≤ C26(‖esϕ(0,·)ρ0‖L2(Ω) + ‖
p
sϕ˜
esϕ‖L2(Qδ)).
Proof. Then for x0 > 0 using the method of characteristic we solve equation (7.34):
(7.36) ρ˜(x) = ρ0(y(0))e
∫ x0
0 divv1(t,y(t))dt + e
∫ x0
0 divv1(t,y(t))dt
∫ x0
0
p(t, y(t))e−
∫ t
0 divv1(s,y(s))dsdt.
Consider Fx0 the diffeomorphism of domain Ω into Ω defined in the following way:
Fx0(x′) = y(0) where function y solves the Cauchy problem
dy
dt
= v1(t, y), y(x0) = x
′.
By (7.28)
‖esϕ(x)ρ0(y(0))e
∫ x0
0 divv1(t,y(t))dt‖L2(Ω) ≤ ‖esϕ(0,y(0))ρ0(y(0))e
∫ x0
0 divv1(t,y(t))dt‖L2(Ω).
The short computations imply
‖esϕ(0,y(0))ρ0(y(0))e
∫ x0
0 divv1(t,y(t))dt‖L2(Ω) ≤ C27‖esϕ(0,y(0))ρ0(y(0))‖L2(Ω) =
‖esϕ(0,Fx0 (x′))ρ0(Fx0(x′))‖L2(Ω).
Making the change of variables Fx0(x′) = z = (z1, . . . , zn) we have
‖esϕ(0,Fx0 (x′))ρ0(Fx0(x′))‖L2(Ω) = ‖esϕ(0,z)ρ0(z)|det (F−1x0 )′|
1
2‖L2(Ω) ≤
≤ C28‖esϕ(0,·)ρ0‖L2(Ω).
Therefore
(7.37)
∫ δ
−δ
‖esϕ(x)ρ0(y(0))e
∫ x0
0 divv1(t,y(t))dt‖2L2(Ω)dx0 ≤ 2δC29‖esϕ(0,·)ρ0‖2L2(Ω).
Next we estimate the L2 norm second term in the right hand side of (7.36). Then∫ δ
−δ
∫
Ω
(
e
∫ x0
0 divv1(t,y(t))dtesϕ(x)
∫ x0
0
|p(t, y(t))|e−
∫ t
0
divv1(s,y(s))dsdt
)2
dx0dx
′
≤ C30
∫
Ω
∫ δ
−δ
(
esϕ(x)
∫ x0
0
p(t, y(t))dt
)2
dx0dx
′
≤ C31
∫
Ω
∫ δ
−δ
(Lv1(x,D)e
2sϕ(x))
2sLv1(x,D)ϕ
(∫ x0
0
p(t, y(t))dt
)2
dx0dx
′.
Observe that the function 1
Lv1 (x,D)ϕ
∈ W 1∞((0, δ)× Ω) ∩W 1∞((−δ, 0)× Ω). Therefore
I =
∫
Ω
∫
Qδ
(Lv1(x,D)e
2sϕ(x))
2sLv1(x,D)ϕ
(∫ x0
0
p(t, y(t))dt
)2
dx0dx
′ =
49
−
∫
Qδ
p
sLv1(x,D)ϕ
(∫ x0
0
p(t, y(t))dt
)
e2sϕdx
+
1
2s
∫
Qδ
e2sϕLv1(x,D)
∗
(
1
Lv1(x,D)ϕ
)(∫ x0
0
p(t, y(t))dt
)2
dx0dx
′
− 1
2s
∫
Qδ
e2sϕdivv1
(
1
Lv1(x,D)ϕ
)(∫ x0
0
p(t, y(t))dt
)2
dx0dx
′ =
3∑
k=1
Ik.
The simple computations imply∣∣∣∣ 1Lv1(x,D)ϕ
∣∣∣∣ ≤ C32ϕ˜ and
∣∣∣∣Lv1(x,D)( 1Lv1(x,D)ϕ
)∣∣∣∣ ≤ C33ϕ˜ on Qδ.
Therefore
|I2|+ |I3| =
∣∣∣∣∣ 12s
∫
Qδ
e2sϕdivv1
(
1
Lv1(x,D)
∗ϕ
)(∫ x0
0
p(t, y(t))dt
)2
dx0dx
′
∣∣∣∣∣
+
∣∣∣∣∣ 12s
∫
Qδ
e2sϕLv1(x,D)
∗
(
1
Lv1(x,D)ϕ
)(∫ x0
0
p(t, y(t))dt
)2
dx0dx
′
∣∣∣∣∣
(7.38) ≤ C34
∫
Qδ
e2sϕ
1
sϕ˜
(∫ x0
0
p(t, y(t))dt
)2
dx0dx
′.
By (7.28) there exists a constant C35 independent of s such that
|I1| ≤ I
2
+ C35‖pesϕ/sϕ˜‖2L2(Q).
This inequality, (7.38) and (7.37) imply (7.35). Proof of the proposition is complete. 
Applying the Proposition 7.2 to equation (7.19) we have
(7.39)
‖esϕρ‖L2(Qδ) ≤ C36(‖esϕ(0,·)ρ(0, ·)‖L2(Ω) + ‖
1
sϕ˜
divvesϕ‖L2(Qδ) + ‖
1
sϕ˜
vesϕ‖L2(Qδ)) ∀s ≥ s0,
where s0 is sufficiently large. From (7.19) we have
(7.40) Lv1(x,D)∂
αρ = fα inQ,
fα = [Lv1 , ∂
α]ρ− ∂αdiv (vρ2)− ∂α(divv1ρ).
Let |α| = 1, α0 = 0. Applying to equation (7.40) Proposition 7.2 and using (7.39) we
obtain for all s ≥ s1
‖esϕ∇′ρ‖L2(Qδ) ≤ C37(
∑
|α|≤1,α0=0
‖esϕ(0,·)∂αρ(0, ·)‖L2(Ω)
+‖esϕ 1
sϕ˜
∇′divv‖L2(Qδ) +
∑
|α|≤1,α0=0
‖ 1
sϕ˜
esϕ∂αv‖L2(Qδ)).(7.41)
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Let |α| = 2, α0 = 0. Applying to equation (7.40) Proposition 7.2 and using (7.39), (7.41) we
obtain ∑
|α|≤2,α0=0
‖esϕ∂αρ‖L2(Qδ) ≤ C38(
∑
|α|≤2,α0=0
‖esϕ(0,·)∂αρ(0, ·)‖L2(Ω) +
+
∑
|α|≤2,α0=0
‖esϕ 1
sϕ˜
∂αdivv‖L2(Qδ) +
∑
|α|≤2,α0=0
‖esϕ 1
sϕ˜
∂αv‖L2(Qδ)) ∀s ≥ s2.(7.42)
From (7.19) and (7.42) for all s ≥ s3 we have
‖∇′∂x0ρesϕ‖L2(Qδ) + ‖∂x0ρesϕ‖L2(Qδ) ≤ C39(
∑
|α|≤2,α0=0
‖esϕ∂αρ‖L2(Qδ)(7.43)
+
∑
|α|≤2,α0=0
‖esϕ 1
sϕ˜
∂αdivv‖L2(Qδ) +
∑
|α|≤2,α0=0
‖esϕ 1
sϕ˜
∂αv‖L2(Qδ))
≤ C40(‖esϕ(0,·)ρ(0, ·)‖H2,s(Ω) +
∑
|α|≤2,α0=0
‖esϕ 1
sϕ˜
∂αdivv‖L2(Qδ) +
∑
|α|≤2,α0=0
‖esϕ 1
sϕ˜
∂αv‖L2(Qδ)).
We differentiate (7.19) respect to variable x0
(7.44) Lv1(x,D)
∗∂α∂x0ρ = f˜α inQ,
where f˜α = [L
∗
v1 , ∂
α∂x0 ]ρ− ∂α∂x0div(vρ2)− ∂α∂x0(divv1ρ).
From (7.44) and (7.43) for ass s ≥ s4∑
|α|≤2,α0=0
‖∂α∂x0ρesϕ‖L2(Qδ) ≤ C41(
∑
|α|≤2,α0=0
‖esϕ(0,·)∂α∂x0ρ(0, ·)‖L2(Ω)
+
∑
|α|≤2,α0=0
‖esϕ 1
sϕ˜
∂αf˜α‖L2(Qδ))
≤ C42(‖esϕ(0,·)ρ(0, ·)‖H3,s(Ω) + ‖esϕ(0,·)v(0, ·)‖H3,s(Ω)(7.45)
+
∑
|α|≤2,α0=0
‖esϕ 1
sϕ˜
∂αdivv‖L2(Qδ) +
∑
|α|≤2,α0=0
‖esϕ 1
sϕ˜
∂αv‖L2(Qδ)).
Observe that the function ϕ defined by (7.27) with function ψ which verifies (7.22) - (7.26)
satisfies (1.16) - (1.19), Condition 1.1 and Condition 1.2 provided that parameter λ is large
enough.
Applying to equation (7.20) Carleman estimate (1.21) for all s ≥ s5 we have
‖v‖B(ϕ,s,Qδ) + ‖∂2~νvesϕ‖H 14 , 12 ,s˜(Σ0,δ) + ‖∂~νve
sϕ‖
H
3
4 ,
3
2 ,s˜(Σ0,δ)
≤ C43(‖Fesϕ‖Y(ϕ,s,Qδ)(7.46)
+‖(dωv, divv)esϕ‖H 34 , 32 ,s˜(Σ˜δ) + ‖∂~ν(dωv, divv)e
sϕ‖
H
1
4 ,
1
2 ,s˜(Σ˜δ)
+ ‖ϕ˜∂x0∂~νvesϕ‖L2(Σ˜δ)),
where F = −ρ∂x0v2− (v,∇)v2−h(ρ1)∇′ρ− (h(ρ1)−h(ρ2))∇ρ2+Rf, Σ˜δ = [−δ, δ]× Γ˜, Σ˜0,δ =
[−δ, δ]× ∂Ω \ Γ˜.
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From (7.42) and (7.46) for all s ≥ s6 we obtain
‖v‖B(ϕ,s,Qδ) + ‖∂2~νvesϕ‖H 14 , 12 ,s˜(Σ0,δ) + ‖∂~νve
sϕ‖
H
3
4 ,
3
2 ,s˜(Σ0,δ)
≤ C44(‖Rfesϕ‖Y(ϕ,s,Qδ)
+‖(dωv, divv)esϕ‖H 34 , 32 ,s˜(Σ˜δ) + ‖∂~ν(dωv, divv)e
sϕ‖
H
1
4 ,
1
2 ,s˜(Σ˜δ)
+ ‖ϕ˜∂x0∂~νvesϕ‖L2(Σ˜δ)
+‖esϕ(0,·)ρ(0, ·)‖H2,s(Ω)).(7.47)
Next we differentiate equations (7.19)-(7.21) respect to variable x0. Setting ρ˜ = ∂x0ρ and
u = ∂x0v we obtain
ρ1∂x0u+ ρ˜∂x0v2 + Lλ,µ(x
′, D′)u+ (v1,∇′)u+ (u,∇′)v2 + h(ρ1)∇′ρ˜
+∂x0(h(ρ1)− h(ρ2))∇′ρ2 = ∂x0R(x)f +G inQ, u|Σ = 0,(7.48)
where G = −∂x0ρ1∂x0v − ρ∂2x0v2 − (∂x0v1,∇′)v − (v,∇′)∂x0v2 − ∂x0h(ρ1)∇′ρ − (h(ρ1) −
h(ρ2))∇′∂x0ρ2.
Applying to equation (7.48) Carleman estimate (1.21) for all s ≥ s7 we have
‖u‖B(ϕ,s,Qδ) + ‖∂2~νuesϕ‖H 14 , 12 ,s˜(Σ0,δ) + ‖∂~νue
sϕ‖
H
3
4 ,
3
2 ,s˜(Σ0,δ)
(7.49)
≤ C45(‖Gesϕ‖Y(ϕ,s,Qδ) + ‖(dωu, divu)esϕ‖H 34 , 32 ,s˜(Σ˜δ)
+‖∂~ν(dωu, divu)esϕ‖H 14 , 12 ,s˜(Σ˜δ) + ‖ϕ˜∂x0∂~νue
sϕ‖L2(Σ˜δ)).
From (7.49) using (7.45) and (7.47) we obtain for all s ≥ s8
1∑
k=0
(‖∂kx0v‖B(ϕ,s,Qδ) + ‖∂2~ν∂kx0vesϕ‖H 14 , 12 ,s˜(Σ0,δ) + ‖∂~ν∂
k
x0
vesϕ‖
H
3
4 ,
3
2 ,s˜(Σ0,δ)
) ≤ C46(‖fesϕ‖Y(ϕ,s,Qδ) +
1∑
k=0
(‖∂kx0(dωv, divv)esϕ‖H 34 , 32 ,s˜(Σ˜δ) + ‖∂
k
x0
∂~ν(dωv, divv)e
sϕ‖
H
1
4 ,
1
2 ,s˜(Σ˜δ)
+ ‖ϕ˜∂k+1x0 ∂~νvesϕ‖L2(Σ˜δ)
+‖esϕ(0,·)∂kx0ρ(0, ·)‖H2,s(Ω)).(7.50)
By (7.29) for any ǫ > 0 there exist s0(ǫ) such that for all s ≥ s9(ǫ) we have
(7.51) ‖fesϕ‖Y(ϕ,s,Qδ) ≤ C47‖fesϕ‖L2(−δ,δ;H1,s˜(Ω)) ≤ ǫ‖feϕ(0,·)‖H1,s(Ω).
On the other hand there exists a constant C48 independent of s such that
‖esϕ(0,·)∂x0v(0, ·)‖2H1,s(Ω) ≤ C48
1∑
k=0
∫
Qδ
(
1
s2ϕ˜2
|∂k+1x0 ∇′v|2 + s2ϕ˜2|∂kx0∇′v|2
)
e2sϕdx
≤ C49
1∑
k=0
‖∂kx0v‖2B(ϕ,s,Qδ) ∀s ≥ 1.(7.52)
By (7.20) for all s ≥ 1 the following estimate is true
‖esϕ(0,·)ρ1(0, ·)∂x0v(0, ·)‖H1,s(Ω) ≥ ‖esϕ(0,·)R(0, ·)f‖H1,s(Ω)(7.53)
−C50(‖esϕ(0,·)(v1(0, ·)− v2(0, ·))‖H3,s(Ω) + ‖esϕ(0,·)(ρ1(0, ·)− ρ2(0, ·))‖H2,s(Ω)).
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By (1.33) we obtain from (7.53) that there exist a positive constant C51 such that
‖esϕ(0,·)ρ1(0, ·)∂x0v(0, ·)‖H1,s(Ω) ≥ C51‖esϕ(0,·)f‖H1,s(Ω)(7.54)
−C52(‖esϕ(0,·)(v1(0, ·)− v2(0, ·))‖H3,s(Ω) + ‖esϕ(0,·)(ρ1(0, ·)− ρ2(0, ·))‖H2,s(Ω)) ∀s ≥ 1.
Then (7.54), (7.52) imply the estimate
‖esϕ(0,·)f‖H1,s(Ω) ≤ C53
(
1∑
k=0
‖∂kx0v‖B(ϕ,s,Qδ) + ‖esϕ(0,·)(v1(0, ·)− v2(0, ·))‖H3,s(Ω)
+‖esϕ(0,·)(ρ1(0, ·)− ρ2(0, ·))‖H2,s(Ω)
)
∀s ≥ 1.
This estimate and (7.50) imply
‖esϕ(0,·)f‖H1,s(Ω) ≤ C54
(‖esϕ(0,·)(v1(0, ·)− v2(0, ·))‖H3,s(Ω)
+‖esϕ(0,·)(ρ1(0, ·)− ρ2(0, ·))‖H3,s˜(Ω) + ‖fesϕ‖Y(ϕ,s,Qδ) +
1∑
k=0
(‖∂kx0(dωv, divv)esϕ‖H 34 , 32 ,s˜(Σ˜δ) + ‖∂
k
x0
∂~ν(dωv, divv)e
sϕ‖
H
1
4 ,
1
2 ,s˜(Σ˜δ)
+‖ϕ˜∂k+1x0 ∂~νvesϕ‖L2(Σ˜δ) + ‖esϕ(0,·)∂kx0ρ(0, ·)‖H2,s(Ω))) ∀s ≥ s10.(7.55)
Using (7.51) to estimate the norm of function fesϕ(0,·) in the right hand side of (7.55) we have
‖esϕ(0,·)f‖H1,s(Ω) ≤ C55
(‖esϕ(0,·)(v1(0, ·)− v2(0, ·))‖H3,s(Ω)
+‖esϕ(0,·)(ρ1(0, ·)− ρ2(0, ·))‖H3,s(Ω) + ǫ‖feϕ(0,·)‖H1,s(Ω)
+
1∑
k=0
(‖∂kx0(dωv, divv)esϕ‖H 34 , 32 ,s˜(Σ˜δ) + ‖∂
k
x0∂~ν(dωv, divv)e
sϕ‖
H
1
4 ,
1
2 ,s˜(Σ˜δ)
+‖ϕ˜∂k+1x0 ∂~νvesϕ‖L2(Σ˜δ) + ‖esϕ(0,·)∂kx0ρ(0, ·)‖H2,s(Ω))) ∀s ≥ s11.(7.56)
Then taking in (7.56) parameter ǫ sufficiently small we obtain (1.34). Proof of theorem is
complete. 
8. Appendix
In the appendix we formulate several lemmata which were used for the proof of Theorem
1.1. Proof of these lemmata is the same as in e.g. [21] or [30].
The following lemma allows us to extend the definition of the operator A on Sobolev
spaces.
Lemma 8.1. Let a(y˜, ξ˜, s) ∈ L∞cl S1,s(O). Then A ∈ L(H
1
2
,1,s
0 (O);L2(O)) and
‖A‖
L(H
1
2 ,1,s
0 (O);L
2(O))
≤ C1(πL∞(a)).
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Lemma 8.2. Let a(y˜, ξ˜, s) ∈ W ℓ,∞cl Sℓ,s(O). Then A(y˜, D˜, s)∗ = A∗(y˜, D˜, s) + R, where A∗
is the pseudodifferential operator with symbol a(y˜, ξ˜, s) and R ∈ L(H
ℓ−1
2
,ℓ−1,s
0 (O), L2(O))
satisfies
‖R‖
L(H
ℓ−1
2 ,ℓ−1,s
0 (O),L
2(O))
≤ C2πW ℓ,∞(O)(a).
Lemma 8.3. Let a(y˜, ξ˜, s) ∈ W 1,∞cl S1,s(O) and b(y˜, ξ˜, s) ∈ W 1,∞cl Sµ,s(O). Then
A(y˜, D˜, s)B(y˜, D˜, s) = C(y˜, D˜, s)+R0 where C(y˜, D˜, s) is the operator with symbol a(y˜, ξ˜, s)b(y˜, ξ˜, s)
and R0 ∈ L(H
1
2
,1,s
0 (O), L2(O)). Moreover we have
‖R0‖
L(H
1
2 ,1,s
0 (O),L
2(O))
≤ C3(πW 0,∞(O)(a)πW 1,∞(O)(b) + πW 1,∞(O)(a)πW 0,∞(O)(b)).
The direct consequence of Lemma 8.3 is the following commutator estimate.
Lemma 8.4. Let a(y˜, ξ˜, s) ∈ W 1,∞cl S1,s(O) and b(y˜, ξ˜, s) ∈ W 1,∞cl S1,s(O).
Then the commutator [A,B] belongs to the space L(H 12 ,1,s(O);L2(O)) and
‖[A,B]‖
L(H
1
2 ,1,s(O);L2(O))
≤ C4(πC0(O)(a)πC0(O)(b)+πC0(O)(a)πW 1,∞(O)(b)+πW 1,∞(O)(a)πC0(O)(b)).
Lemma 8.5. Let a(y˜, ξ˜, s) ∈ W 1,∞cl S1,s(O) be a symbol with compact support in O. Let
Oi ⊂⊂ O and O1 ∩O2 = ∅. Suppose that u ∈ H 12 ,1,s(O) and supp u ⊂ O1. Then there exists
a constant C5 such that
(8.1) ‖A(y˜, D˜, s)u‖
H
1
2 ,1,s(O2)
≤ C5πW 1,∞(a)
dist(O2,O1)4n+3‖u‖H 12 ,1,s(O).
We shall use the following variant of the G˚arding inequality:
Lemma 8.6. Let p(y˜, ξ˜, s) ∈ W 1,∞cl S2,s(O) be a symbol with compact support in O. Let
u ∈ H 12 ,1,s(O) and suppu ⊂ O1. Let O1 ⊂⊂ O2 ⊂⊂ O3 ⊂⊂ O and γ˜ ∈ C∞0 (O3) be a
function such that γ˜|O2 = 1 be such that Re p(y˜, ξ˜, s) > CˆM2(ξ˜, s) for any y˜ ∈ O3. Then
Re(P (y˜, D˜, s)u, u)L2(O) ≥ Cˆ
2
‖u‖2
H
1
2 ,1,s(O)
(8.2)
−C6[(πW 0,∞(O3)(p) + 1)πC0(O3)(γ˜) +
1∑
k=0
(πW k,∞(O3)(p) + 1)πC1−k(O3)(γ˜) + πC1(O3)(γ˜)]
2‖u‖2L2(O).
Proof. Consider the pseudodifferential operator A(y˜, D˜, s) with symbol A(y˜, ξ˜, s) =
(γ˜Re p(y˜, ξ˜, s) − γ˜ Cˆ
2
M2(ξ˜, s))
1
2 ∈ W 1,∞cl S1,s(O). Then, according to Lemma 8.3, Lemma 8.1
and Lemma 8.2
A(y˜, D˜, s)∗A(y˜, D˜, s) = γ˜Re p(y˜, D˜, s)− γ˜ Cˆ
2
M2(D˜, s) +R,
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where R ∈ L(H
1
2
,1,s
0 (O);L2(O)) and
‖R‖
L(H
1
2 ,1,s(O);L2(O))
≤ C7(πW 1,∞(O3)(a)πW 0,∞(O3)(a))
≤ C8(πW 0,∞(O3)(p) + 1)πC0(O3) +
1∑
k=0
(πW k,∞(O3)(p) + 1)πC1−k(O3)(γ˜)).(8.3)
Therefore
Re(P (y˜, D˜, s)u, u)L2(O) = ‖A(y˜, D˜, s)‖2L2(O) − ((1− γ˜)M2(D˜, s)u, u)L2(Rn)
+
Cˆ
2
‖u‖2
H
1
2 ,1,s(O)
+ (Ru, u)L2(O).
Observing that by (8.3)
|(Ru, u)L2(O)|(8.4)
≤ C9(πW 0,∞(O3)(p) + 1)πC0(O3)(γ˜) +
1∑
k=0
(πW k,∞(O3)(p) + 1)πC1−k(O3)(γ˜))‖u‖L2(O)‖u‖H 12 ,1,s(O),
and since by Lemma 8.5 we have
|((1− γ˜)M2(D˜, s)u, u)L2(Rn)| ≤ C10πC1(O3)(γ˜)‖u‖L2(O)‖u‖H 12 ,1,s(O),
we obtain the statement of the lemma. 
Lemma 8.7. Let p ∈ {1
2
, 3
2
}. Then there exist a constant C11 independent of s
(8.5)
∞∑
ℓ=−∞
‖zℓ‖2
H
p
2 ,p,s˜(Σ)
≤ C‖z‖2
H
p
2 ,p,s˜(Σ)
.
Proof. Observe that
(8.6) ‖z‖2
H
p
2 ,p,s˜(Σ)
= (‖z‖2H0,p,s˜(Σ) + ‖z‖2H p2 ,0(Σ))
1
2 .
Since κℓ depends only on x0 by (2.9) we have
(8.7)
∞∑
ℓ=−∞
‖zℓ‖2H0,p,s˜(Σ) ≤ C12‖z‖2H0,p,s˜(Σ).
Now we estimate the first term in the right hand side of (8.6). Let z˜ = z ◦ F−1 and the
mapping F given by (2.12). By definition of norm in Sobolev-Slobodetskii space we have
∞∑
ℓ=−∞
‖κℓz‖2
H
p
2 ,0(Σ)
=
∞∑
ℓ=−∞
‖κℓz˜‖2
H
p
2 ,0([−T,T ]×Rn−1)
=
∞∑
ℓ=−∞
∫
Rn−1
∫
[−T,T ]×[−T,T ]
|(κℓz˜)(y0)− (κℓz˜)(x0)|2
|y0 − x0|p+1 dx0dy0dx
′
≤ 4
∞∑
ℓ=−∞
∫
Rn−1
∫
[−T,T ]×[−T,T ]
|κℓ(y0)− κℓ(x0)|2|z˜(y0, x′)|2
|y0 − x0|p+1 dx0dy0dx
′
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∞∑
ℓ=−∞
∫
Rn−1
∫
[−T,T ]×[−T,T ]
|z˜(y0, x′)− z˜(x0, x′)|2|κℓ(y0)|2
|y0 − x0|p+1 dx0dy0dx
′ = I1 + I2.
We estimate terms Ij separately. By (2.9) we have
I2 =
∞∑
ℓ=−∞
∫
[−T,T ]
|κℓ(y0)|2
∫
Rn−1
∫
[−T,T ]
|z˜(y0, x′)− z˜(x0, x′)|2
|y0 − x0|p+1 dxdy0
≤ C13
∫
[−T,T ]
∫
Rn−1
∫
[−T,T ]
|z˜(y0, x′)− z˜(x0, x′)|2
|y0 − x0|p+1 dxdy0 = C14‖z˜‖
2
H
p
2 ,0([−T,T ]×Rn−1)
.
We set Z1 = {(x0, y0) ∈ [−T, T ] × [−T, T ]| 1|x0−y0| ≤ λϕ˜(y0)} where λ is the large positive
parameter. The short computations imply
I1 =
∞∑
ℓ=−∞
∫
Rn−1
∫
[−T,T ]×[−T,T ]
|κℓ(y0)− κℓ(x0)|2|z˜(y0, x′)|2
|y0 − x0|p+1 dx0dy0dx
′ =
=
∞∑
ℓ=−∞
∫
Rn−1
∫
Z1
|κℓ(y0)− κℓ(x0)|2|z˜(y0, x′)|2
|y0 − x0|p+1 dx0dy0dx
′+
∞∑
ℓ=−∞
∫
Rn−1
∫
[−T,T ]×[−T,T ]\Z1
|κℓ(y0)− κℓ(x0)|2|z˜(y0, x′)|2
|y0 − x0|p+1 dx0dy0dx
′ = P1 + P2.
Using the definition of the set Z1 we have
P2 ≤ C15(λ)
∞∑
ℓ=−∞
∫
Rn−1
∫
Z1
|κℓ(y0)− κℓ(x0)|2|z˜(y0, x′)|2
|y0 − x0|1−δϕ˜ p+δ3 (y0)
dx0dy0dx
′
≤ 2C15(λ)
∞∑
ℓ=−∞
∫
Rn−1
∫
[−T,T ]×[−T,T ]
(|κℓ(y0)|2 + |κℓ(x0)|2)|z˜(y0, x′)|2
|y0 − x0|1−δϕ˜ p+δ3 (y0)
dx0dy0dx
′
≤ C16(λ)
∫
Rn−1
∫
[−T,T ]
|z˜(y0, x′)|2
ϕ˜
p+δ
3 (y0)
supy0∈[−T,T ]‖|y − x|‖2L2[−T,T ]dy0dx′
+C17(λ)
∞∑
ℓ=−∞
∫
Rn−1
∫
[−T,T ]
|κℓ(y0)|2|z˜(y0, x′)|2
ϕ˜
p+δ
3 (y0)
supy0∈[−T,T ]‖|y − x|‖2L2[−T,T ]dy0dx′
≤ C18‖z˜/ϕ˜
p+δ
6 ‖L2([−T,T ]×Rn−1).
Next we estimate P1. For any positive ǫ1 there exists a constant C19(ǫ) such that
P1 ≤ C19
( ∞∑
ℓ=−∞
∫
([T,T−ǫ1]×[T,T−ǫ1]\Z1)×Rn−1
|κℓ(y0)− κℓ(x0)|2|z˜(y0, x′)|2
|y0 − x0|1+p dx0dy0dx
′
+
∞∑
ℓ=−∞
∫
([−T,−T+ǫ1]×[T,−T+ǫ1]\Z1)×Rn−1
|κℓ(y0)− κℓ(x0)|2|z˜(y0, x′)|2
|y0 − x0|1+p dx0dy0dx
′
+‖z˜‖2L2([−T,T ]×Rn−1)
)
.
We estimate the first term in this inequality. The estimate of the second one is the same
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If (x0, y0) ∈ [T, T − ǫ1]× [T, T − ǫ1] \ Z1 we have
|x0 − y0| ≤ 2|T − y0|
3
p .
So
|κ(x0)− κ(y0)| ≤ supλ∈[0,1] |y0 − x0||T − λx0 − (1− λ)y0|
3
p
≤ C20|y0 − x0|
(|T − y0| − |x0 − y0|) 94
≤ C21|y0 − x0||T − y0| 94
.
Using this inequality we obtain
∞∑
ℓ=−∞
∫
([T,T−ǫ1]×[T,T−ǫ1]\Z1)×Rn−1
|κℓ(y0)− κℓ(x0)|2|z˜(y0, x′)|2
|y0 − x0|1+p dx0dy0dx
′
≤ C22
∞∑
ℓ=−∞
∫
([T,T−ǫ1]×[T,T−ǫ1]\Z1)×Rn−1
|κℓ(y0)− κℓ(x0)|2−p−δ|z˜(y0, x′)|2
|y0 − x0|1−δϕ˜(y0) 34 (p+δ)
dx0dy0dx
′
≤ C23
∞∑
ℓ=−∞
∫
([T,T−ǫ1]×[T,T−ǫ1]\Z1)×Rn−1
(|κℓ(y0)|2−p−δ + |κℓ(x0)|2−p−δ)|z˜(y0, x′)|2
|y0 − x0|1−δϕ˜(y0) 34 (p+δ)
dx0dy0dx
′
≤ C24‖ z˜
ϕ˜
3
8
(p+δ)
‖2L2([−T,T ]×Rn−1).
Taking parameter δ sufficiently small we obtain (8.5). Proof of the proposition is complete.

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