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ABSTRACT 
In this paper we propase a test for detecting overdifferencing in a MA(l) process. Unlike 
the standard practice, we use invertibility as the nu11 hypothesís to be tested. By so doing 
it is possible to use a standard likelihood ratio test with the standard X2 distribution. 
Simulation results indicate that its perfonnance is comparable to that of the best tests 
available in this literature. 
RESUMEN 
En este trabajo proponemos un test para detectar sobre diferenciación en un proceso 
MA(l). A diferencia de la práctica habitual, nuestra hipótesis nula es la de invertibilidad. 
Esto permite plantear un contraste de razón de verosimilitud con una distribución X2 
estándar bajo la hipótesis nula. Los resultados de simulación indican que su 
comportamiento es comparable al de los mejores contrastes disponibles en la literatura. 
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1. Introduction 
Testing for noninvertibility in univariate ARIMA models is an important issue. First, 
overdifferencing a time series results in a noninvertible model, see Plosser and Schwert (1977). 
Second, noninvertible processes may oceur in rational expectations models, see Christiano 
(1987). Thlrd, noninvertlbility can be used to distinguish trend stationary from difference 
stationary, see Tsay (1993). 
The direct approach of testing for a unit root in a MA polynomial involves, in general, the use 
of statistica1 tests with non-standard distributions. Even in the most simple case of a zero mean 
MA(1) process, using a direct estimate of e to test fur noninvertibility is problematic because: 
a) tradítional likelihood asympthoties do not apply when tbe parameter space is constrained to 
the interval [-1, 1], b) tbe fmite-sampIe distribution afthe Maximum Likelihood estimator has 
a positive probability at unity and c) unlike tbe Least Squares (LS) estimates of autoregressive 
models, there are no c1ose-fonn fonnulae for the MA estimates. 
Given that the development of both Wald or likelihood ratio tests becomes intractable under 
e = 1, Tanaka (1990) proposes a general score-type test (ST) for the moving average unit root 
hypothesis that is a locally best invadant unbiased (LBIU) test in the special case of a MA(1). 
Later, Saikkonen and Luukkonen (1993) propose two additional tests, Rl and R2. the fonner 
identical to a one-side version of the Lagrange multiplier test, valid if the mean of the process 
is lmown, and the later a LBIU test closely related to Tanaka (1990) test. 
As an alternative approach, Tsay (1993) propose to transfonn the noninvertible problem into a 
nonstationary problem. By so doing, all of the tests statistic available in the literature for 
nonstationarity can be applied to noninvertibility. Tsay (1993) shows the better perfonnance of 
his test against Arellano and Pantula (1990) tests but fails to "beat the perfonnance of Tanaka 
(1990) test. 
As Tsay (1993) does, we transfonn the problem to be solved, but unlike Tsay, we change the 
null hypothesis (Ho) to be tested. The main feature of our test is that Ho is ~ 1 < e < 1 instead of 
a"", 1. Thus a standard likelihood ratio test with a standard x.2 distribution can be used. We show 
through simulation that the perfonnance of this test is comparable to tbat of the alternatives 
mentioned aboye. 
The article is organized as follows. Seetion 2 describes the proposed test statistic. Section 3 
illustrates the perfonnance of this test in finite samples. Finaily, Section 4 presents the most 
important conc1usions. 
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2. A test for «pe nuU of invertibility in a MA(l) process 
Consider the simple zero mean MA(l) mode!: 
(1) 
where -1 < 6 < 1 and at fol1ows a white noise process with variance 0
2
• 
2 
As an approximation to (1), eonsider the AR(L) model: 
where the arder L is a function of r, say np such tbat: 
¡t ¿ In,l - O 
i~nt'l 
as T- oo. 
It is well lmown (see Lütk:epohI, 1993, pages 305-309) that LS to model (2) 
estimates of 1t'j (j = 1,2, ... , L), and that : 
T ¿ fT, 
A2 t-L+l 
°r '" T-2L 
is a consistent estimator of 0 2. 
(2) 
(3) 
yields consistent 
(4) 
Now, consider the integrated variable Yt ('VYt =Zt) as defmed in Saikkonen and Luukkonen 
(1993), 
YI = Yo + al 
'VYt '" at - eat _1 t"'2, ... ,T 
(5) 
If z follows an invertible MA(l) process with (2) being a good approximation, then Yt will , 
behave according to the nonstationary AR(L+ 1) process: 
with coefficients satisfying (as r ... 00) : 
<PI = 1 + ni 
<P, "'1t'Z-1t'1 
<P, = 1t3 - 1t'z 
<PL '" 1t'L - 1t'L_¡ 
<PL+¡= -1iL 
"1 
that is: ¿<P, = 
1 
(6) 
(7) 
(8) 
Under invertibility and for a large enough L, (8) will hoId and (2) will become a constrruned 
version of (6). 
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Therefore under (8) the likelihood ratio test (LR) below which compares the residual variances 
obtained traro the constrained roadel (6~) versus the unconstrained mo~el ( 6;), follows a 
standard X~ distribution: 
IR = (T-2L) ¡n( :::l (9) 
where 
T La; 
o~ '" --",."L,,,,~~ 
T-(2L+2) 
(10) 
is a consistent estimator of ti- and a
t 
are the residuals of the tlllconstrained roadel ~6). N~te ~hat 
this test is similar to the proposed in Flores and Novales (1997) fOI testmg umvanate 
seasonality . 
1t is important to note that: 
2. Excluding the case of a = ~l.O, which is too fa! from the altemative of interest e ~ :.~, 
restriction (8) holds if and only if -1<6<1. Thus, using (8) as fue null hypothes.lS It ~ 
equivalent to using -1 < a < 1 as the null. The alternative is e = 1, i:e. t~e sum of coeffiCl:nts l,n 
(6) is not 1. Our test as that of Tsay (1993) is a test fO,! nonstatlOn~n~, but ~ote that 10 tbIS 
paper both the model and the integrated variable y¡ are ~lfíer~nt.. Wh?e ~n Ts~y .s. (1993) paper 
nonstationarity implies noninvertibility, in ours nonstatlOnanty lmpltes mvertlbIluy. 
2. Vnder e = 1, LR has not a standard distribution. Further, tbe statistic LR diver~es due to 
the lack of consistence of LS estimaton; in (2). Thus, LR is expected to show a hlgh power 
against e = 1. 
In practice, the test is very easy to implemento The nuU hypothesis (~) can be t~ted as followf 
(i) apply LS to models (2) and (6), then (H) compute (9) and compare lts value Wlth that of a Xl' 
3. Simulation exercise 
In this Section we study the performance of our test in fmite samples . We co~are its 
performance with tbat of Saikkonen and Luukkonen's (1993) tests, R1 and R2, and wlth that of 
Tam$:a's (1990) test, STo 
We ~imulate 1 000 realizations of model (1), for different values oí e (8= .6, .8, .9, .95 aud 
, 3T'" 4TI/4 5T114 1.0), different sample sires (T= 100, 200 and 300) anddifferent lag lengths (~= , , 
and 6 T 1/4 ). The integrated seriesY1 is generated according to (5), startmg from Yo '" O. 
Table 1 iIlustrates the perfonnance of our test for different choices of L. Figures io this Ta?le 
represent empirical LR sizes (tbeoretical size = 5 % ) when the parameter 00 the .l~ft hand slde 
is used in tbe generatiog process. Note that when e= 1.0 ,figures represent empmcal powers. 
4 
r 
[Insert Table 1] 
TabIe 2 illustrates the perfonnance of Rl, R2 and ST respectively, it replicates the results in 
Saikkonen and Luukkonen (1993) and Tanaka (1990). Figures in this Table represent the 
empirical powers associated with each value of 8. Given tbe Ho used by these tests, when e 
= 1 figures represent empirical sizes. 
[Insert TabIe 2] 
The most important results are: 
1. If e < .8 tbere are not important distortions in the size of LR. In these cases neither the 
choice of L nor T seems to affeet the size (see Table 1). 
2. For e > .8 and a given sample size, the choice oí L becomes more important (see Table 
1). In general, the larger L tbe smaller the distortion in size. However tbe largest distortion in 
size occurs for tbe combination: T=l00, L = 3 T 1I4 and e = .95. In tbis case a 43.6% of times 
the null (~1 < e < 1) is wrongly rejected against the alternative e = 1. In other words, our test 
detects 8 = .95 a 56.4% oí times. Our competitors, Rl, R2 and ST deteet this parameter in a 
59.1 %, a 30.7% and a 31.9% of times (see Table 2). The good perfonnance oí our test is also 
evidenced when e =.9. In this case invertibility is detected a 80% oftimes, while R1, R2 and 
~ onIy do it a 74.4%, a 57.8% and a 59.3% oftimes, respeetively. The power of our test under 
T= 100 and L= 3 T 1I4 is 92 %, l.e. comparable to the empirical probability level attained by Rl, 
R2 and ST: 93.7%, 95% and 93.6% respectively. 
3. In general, the larger L the lower the power of our test. This is a problem for T=l00. In 
this case the power faUs up to 29.1 % whenL is large (L= 19). However. if T=200 or 300 the 
power is larger than 74% for any choice of L. Then, we recommend to estimate e by any 
consistent metbod and make the choice of L taking into account both the estimate of e and tbe 
sample size. Alternatively, one could compute LR using different values of L. 
4. Ifthe most favorableL is cbosen for each T. Le. 3 T 1I4 fOI T= 100, 5 T 1I4 for T=200 and 
6 T 1/4 for T=300, then LR shows the best perfonnance among all tests considered. For e = 
.90 and T=l00, 200 and 300, our test detect invertibility in a 80.2%, a 91.9% and a 93.6% of 
times respectively. A value of e = .95 is detected in a 56.4%, a 81.1 % and a 84.7% of times. 
R1 and LR perfonn very similar and both outperform R2 and STo In the case of R2, when e = 
.9, the percentages are: 57.8%, 84.2% aud 94.7%. When e = .95 these percentages decrease 
up to: 30.7%, 62.5%, 77.3%. In the case of ST ,when B = .9. the percentages are: 59.3%, 
84.4% and 94.6%. When e = .95 these percentages decrease up to: 31.9%, 63.2% and 77.4%, 
respectively. 
4. Conclusions 
In this paper we propose a test for detecting overdifferencing in a MA(l) process. Our statistic 
is a standard likelihood ratio with a standard X2 distribution. It perforrns very well, shows a bigh 
power agaiost the altemative (6 = 1.0) and is very easy to compute. The distortions in size when 
the parameter is close to 1.0 are important, however they are lower than the distortions in 
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power experienced by either Tanaka's (1990) or Sukkonen and Luukkonen's (1993) tests when 
the parameter value approaches their null (8 = 1.0). These features make our test very 
appealing. 
Table 1: Empirical power and size of LR test (measured with 1,000 replications). 
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3T1I4 4T1I4 
T lOO L-9 L ~ 13 
.60 5.3 4.8 
.80 8.0 5.9 
60 .90 19.8 9.7 
.95 43.6 21.8 
1.00 92.0 61.8 
T 200 L-ll L ~ 15 
.60 5.4 5.8 
.80 7.4 5.9 
60 .90 20.0 11.5 
.95 49.0 31.5 
1.00 100.0 98.0 
T- 300 L ~ 12 L - 17 
.60 5.1 5.5 
.80 8.1 5.6 
60 .90 20.2 9.7 
.95 51.8 32.0 
1.00 100.0 100.0 
Theoretlcal SIze 5 %. 
6 7 
5T 1I4 6 T 1/4 
L - 16 L 19 
4.8 5.0 
5.0 4.8 
6.9 4.6 
13.5 9.5 
44.2 29.1 
L - 19 L 23 
5.0 5.5 
5.4 5.8 
8.1 6.2 
18.9 14.1 
89.3 74.3 
L 21 L 25 
5.1 5.5 
5.9 5.6 
7.4 6.4 
22.0 15.3 
99.0 95.6 
TabIe 2: Empirical power and size of various tests (measured with 1,000 replications). 
RI R2 ST T~ 8= 
Ho: 8"'1 
.60 89.1 97.4 97.7 
.80 85.4 83.9 84.1 
100 
.90 74.4 57.8 59.3 
.95 59.1 30.7 31.9 
1.00 4.3 5.0 4.6 
.60 93.0 99.7 99.8 
.80 93.6 97.2 97.2 
200 
.90 85.7 84.2 84.4 
.95 75.6 62.5 63.2 
1.00 5.5 5.0 4.8 
.60 94.8 100.0 100.0 
.80 93.4 99.4 99.3 
300 
.90 91.2 94.7 94.6 
.95 84.0 77.3 77.4 
1.00 4.2 4.5 4.5 
TheoretIcal Slze - 5 %. 
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