An important, yet largely unstudied, problem in student data analysis is to detect misconceptions from students' responses to open-response questions. Misconception detection enables instructors to deliver more targeted feedback on the misconceptions exhibited by many students in their class, thus improving the quality of instruction. In this paper, we propose a new natural language processing (NLP) framework to detect the common misconceptions among students' textual responses to open-response, short-answer questions. We introduce a probabilistic model for students' textual responses involving misconceptions and experimentally validate it on a real-world student-response dataset. Preliminary experimental results show that our proposed framework excels at classifying whether a response exhibits one or more misconceptions. More importantly, it can also automatically detect the common misconceptions exhibited across responses from multiple students to multiple questions; this is especially important at large scale, since instructors will no longer need to manually specify all possible misconceptions that students might exhibit.
INTRODUCTION
The rapid developments of large-scale learning platforms (e.g., MOOCs (edx.org, coursera.org) and OpenStax Tutor (openstaxtutor.org)) have enabled not only access to highquality learning resources to a large number of students, but also the collection of student data at very large scale. The scale of this data presents a great opportunity to revolutionize education by using machine learning algorithms to automatically deliver personalized analytics and feedback to students and instructors in order to dramatically improve the quality of teaching and learning.
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Detecting misconceptions from student-response data
The predominant form of student data, their responses to assessment questions, contain rich information on their knowledge states. Analyzing why a student answers a question incorrectly is of crucial importance to deliver timely and effective feedback. Among the possible causes for a student to answer a question incorrectly, exhibiting one or more misconceptions is critical, since upon detection of a misconception, it is very important to provide targeted feedback to a student to correct their misconception in a timely manner. Examples of using misconceptions to improve instruction include incorporating misconceptions to design better distractors for multiple-choice questions [8] , implementing a dialogue-based tutor to detect misconceptions and provide corresponding feedback to help students self-practice [16] , preparing prospective instructors by examining the causes of common misconceptions among students [15] , and incorporating misconceptions into item response theory (IRT) for learning analytics [14] .
The conventional way of leveraging misconceptions is to rely on a set of pre-defined misconceptions provided by domain experts [4, 8, 15, 16] . However, this approach is not scalable, since it requires a large amount of human effort and is domain-specific. With the large scale of student data at our disposal, a more scalable approach is to automatically detect misconceptions from data.
Recently, researchers have developed approaches for datadriven misconception detection; most of these approaches analyze students' response to multiple-choice questions. Examples of these approaches include detecting misconceptions in mathematics and modeling students' progress in correcting them [7] via the additive factor model [2] , detecting misconceptions in chemistry by monitoring group discussions [12] , and clustering students' responses across a number of multiple-choice physics questions [17] . However, multiplechoice questions have been shown to be inferior to openresponse questions in terms of pedagogical value [6] . Indeed, students' responses to open-response questions can offer deeper insights into their knowledge.
To date, detecting misconceptions from students' responses to open-response questions has largely remained an unexplored problem. A few recent developments work exclusively with structured responses, e.g., sketches [13] , short mathematical expressions [9] , and algebra with simple syntax [3] .
Contributions
In this paper, we propose a NLP framework that detects students' common misconceptions from their textual responses to open-response, short-answer questions. This problem is very difficult, since the responses are, in general, unstructured.
Our framework consists of the following steps. First, we transform students' textual responses to a number of shortanswer questions into low-dimensional feature vectors using well-known word-vector embedding tools. The embedding is then input to a new statistical model that jointly models both the textual feature vectors and expert labels on whether a response exhibits one or more misconceptions; these labels identify only whether or not a response exhibits one or more misconceptions but not which misconception it exhibits. Our model uses a series of latent variables: the feature vectors corresponding to the correct response to each question, the feature vectors corresponding to each misconception, the tendency of each student to exhibit each misconception, and the confusion level of each question on each misconception. We develop a Markov Chain Monte Carlo (MCMC) algorithm for parameter inference under the proposed statistical model; details regarding this algorithm are omitted due to space constraints.
We experimentally validate our framework on two real-world educational datasets collected from two high-school classes, one on AP biology and one on high school Physics. Our experimental results show that our framework excels at classifying whether a response exhibits one or more misconceptions compared to standard classification algorithms. More importantly, we show an example of a common misconception detected from our datasets and discuss how this information can be used to deliver targeted feedback to help students correct their misconceptions.
STATISTICAL MODEL
We now detail the statistical model for textual responses and misconceptions; its graphical model is visualized in Figure 1 . Concretely, let there be a total of N students, Q questions, and K misconceptions. Let M i,j ∈ {0, 1} denote the binaryvalued misconception label on the response of student j to question i provided by an expert grader, with j ∈ {1, . . . , N } and i ∈ {1, . . . , Q}, where 1 represents the presence of (one or more) misconceptions, and 0 represents no misconceptions.
We transform the raw text of student j's response to question i into a D-dimensional real-valued feature vector, denoted by f i,j ∈ R D , via a pre-processing step (detailed later in the experimental setup section). Let Ω ⊆ {1, . . . , Q} × {1, . . . , N } denote the subset of student responses that are labeled, since every student only responds to a subset of the questions.
We denote the tendency of student j to exhibit misconception k, with k ∈ {1, . . . , K} as c k,j ∈ R, and the confusion level of question i on misconception k, as d i,k ∈ R. Then, let P i,j,k ∈ {0, 1} denote the binary-valued latent variable that represents whether student j exhibits misconception k in their response to question i, with 1 denoting that the mis- conception is present and 0 otherwise. We model P i,j,k as a Bernoulli random variable
where Φ(x) = N (t; 0, 1)dt denotes the inverse probit link function (the cumulative distribution function of the standard normal random variable). Given P i,j,k ∀k, we model the observed misconception label M i,j as
In words, a response is labeled as having a misconception if one or more misconceptions is present (given by the latent misconception exhibition variables P i,j,k ). Given P i,j,k ∀k, the textual response feature vector that corresponds to student j's response to question i, f i,j , is modeled as
where γ i denotes the feature vector that corresponds to the correct response to question i, θ k denotes the feature vector that corresponds to misconception k, and Σ F denotes the covariance matrix of the multivariate normal distribution characterizing the feature vectors. In other words, the feature vector of each response is a mixture of the feature vectors corresponding to the correct response to the question and each misconception the student exhibits.
EXPERIMENTS
We experimentally validate the efficacy of our proposed using two real-world educational datasets. We first detail the datasets, then compare the proposed framework against a baseline random forest (RF) classifier that classifies whether a student response exhibits one or more misconceptions. We conclude by showing a common misconception detected in our datasets and discuss how the proposed framework can use this information to deliver meaningful targeted feedback to students that helps them correct their misconceptions.
Dataset
Our two datasets consist of students' textual responses to short-answer questions in high-school classes administered on OpenStax Tutor [11] on two subjects: AP biology and Physics. For AP biology, N = 113 students responded to a total of 798 questions, and for Physics, N = 208 and Q = 99. Not every student responded to every question, which resulted in a total of 13131 responses in AP biology and 1177 responses in Physics. Every response was labeled by an expert grader as to whether it exhibited one or more misconceptions.
Experimental setup
We first perform a pre-processing step by transforming each textual student response into a corresponding real-valued vector via word-vector embeddings. We train a standard skipgram Word2Vec model [10] over the Openstax Biology and Physics textbooks (an approach also mentioned in [1] ), to learn embeddings that put more emphasis on the technical vocabulary specific to each subject. We create the feature vector for each response by mapping each individual word in the response to its corresponding feature vector, and then adding them together. Concretely, denote the textual response of student j to question i, x i,j = {w 1 , w 2 , ..., w Ti,j } as the collection of words in the response, where T i,j denotes the total number of words in this response (excluding common stopwords). We then map each word w t to its corresponding D-dimensional feature vector r(w t ) ∈ R D using the trained Word2Vec model. We use D = 10 in our experiments. We then compute the student response feature vector as f i,j = Ti,j t=1 r(w t ). The assessment questions in AP Biology and Physics draw questions from the OpenStax textbooks; we divide the full AP Biology dataset into smaller subsets corresponding to each of the first four units of the Biology textbook , since different units correspond to entirely different sub-areas in biology. We do not further divide the Physics dataset since it is too small. We also trim each dataset by filtering out students who respond to less than 10 questions and questions with less than 10 responses in every dataset. We perform our experiments with K = 2 latent misconceptions. 1 We compare the proposed framework against a baseline random forest (RF) classifier 2 using the textual response feature vectors f i,j to classify the binary-valued misconception label M i,j , with 100 decision trees.
We randomly partition each dataset into 5 folds and use 4 folds as the training set and the other fold as the test set. We then train both algorithms on the training set and evaluate their performance on the test set, using two metrics: i) prediction accuracy (ACC), i.e., the portion of correct predictions, and ii) area under curve (AUC), i.e., the area under the receiver operating characteristic (ROC) curve of the resulting binary classifier [5] . Both metrics take values in [0, 1], with larger values corresponding to better prediction performance. We repeat our experiments for 20 random partitions of the folds.
Results and discussion
We compare the performance of the proposed framework against RF on misconception label classification in Table 1 and Table 2 . Our proposed framework significantly outperforms RF (1-4% using the ACC metric and 4-17% using the AUC metric). The performance gain of the proposed framework over RF is larger for the AP Biology datasets, in which students write longer textual responses and smaller in the Physics dataset due to the fact that most responses therein only contain a few words.
We emphasize that, in addition to the proposed framework's significant improvement over RF in terms of misconception label classification, it features great interpretability since it identifies common misconceptions from data. For example, the following responses from multiple students across two questions are identified to exhibit the same misconception in the AP Biology Unit 4 dataset: Although these responses are from different students to different questions, they exhibit one common misconception, that inbreeding leads to harmful mutations. Once this misconception is identified, course instructors can deliver the targeted feedback that inbreeding only brings together harmful mutations, leading to issues like abnormalities, rather than directly leading to harmful mutations.
Moreover, the proposed framework can automatically discover common misconceptions that students exhibit without input from domain experts, especially when the number of students and questions are very large. Specifically, in the example above, we are able to detect such a common misconception that 4 responses exhibit by analyzing the 2278 responses in the AP Biology Unit 4 dataset; however, it would not likely be detected if the number of responses was smaller and fewer students exhibited the misconception. This feature makes it an attractive data-driven aid to domain experts in designing content to address student misconceptions. 
CONCLUSIONS AND FUTURE WORK
In this paper, we have proposed a NLP framework for detecting and classifying common misconceptions in students' textual responses. Our experiments on two real-world educational datasets consisting of students' textual responses to short-answer questions show that the proposed framework excels at classifying whether a response exhibits one or more misconceptions. Moreover, we are also able to group responses with the same misconceptions into clusters, enabling the data-driven discovery of common misconceptions without input from domain experts. Possible avenues of future work include i) test other word-vector embeddings that take word ordering into account, i.e., embeddings that map responses "If X then Y" and "If Y then X" to different feature vectors, and ii) automatically generate the appropriate feedback to correct each misconception.
