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ABSTRACT 
This paper surveys the development of the sensitivity analysis of multiple 
eigenvalues and the associated invariant subspaces of two kinds of matrix eigenvalue 
problems, in which the matrices are analytically dependent on several parameters. 
1. INTRODUCTION 
The following matrix eigenvalue problems arise often in structural me- 
chanics and control system theory: 
Symmetric eigenvalue problem (SEP): 
Am = IBM, p=(p,,...,pi<)TE9, (1.1) 
where 9 is an open set of the real N-dimensional Euclidean space IWN, 
A(p) and B(p) are real n X n symmetric matrix valued functions analytically 
dependent on N real parameters p,, . . . , p,, and B(p) is positive definite for 
p E 9. The real valued functions A(p) (eigenvalues) and the corresponding 
nontrivial real n-dimensional vector valued functions 1c( p) (eigenvectors) are 
to be determined. 
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General eigenvalue problem (GEP): 
Am =A(P)~(P), P=(p,,...,PN) k.9, (1.2) 
where 9 is an open set of the complex N-dimensional Euclidean space CN, 
and A(p) is an n X n matrix valued function analytically dependent on N 
complex parameters p 1, . . . , p,. The complex valued functions h(p) (eigen- 
values) and the corresponding nontrivial complex n-dimensional vector 
valued functions x(p) (eigenvectors) are to be determined. 
Sensitivity analysis of the SEP and the GEP is the study of how the 
eigenvalues and the eigenvectors are affected by changes in the parameters. 
This subject is of great importance in the optimization of structural dynamics 
and control system design. For background on sensitivity analysis and its 
applications see the book by H_aug, Choi, and Komkov (1986). 
Usually sensitivity analysis of the SEP and the GEP means investigating 
derivatives of the eigenvalues and eigenvectors. This investigation can be 
traced back to the work of Jacobi (1846) [see Bodewig (1959)]. Basic results 
on derivatives of the eigenvalues and eigenvectors of the SEP and the GEP 
have been given by numerous authors in the following two cases: (1) all of 
the eigenvalues are simple, (2) some of the eigenvalues are multiple but the 
matrices are only dependent on one parameter. For the results the reader is 
referred to the books by Rellich (19531, Wilkinson (19651, Kato (19661, and 
Haug, Choi, and Komkov (1986), as well as the papers by Lancaster (19641, 
Fox and Kapoor (1968), C rossley and Porter (19691, Cardani and Mantegazza 
(1979), Sun (19851, Chatelin (1986), Meyer and Stewart (19881, and Chu 
(1988), and the references contained therein. 
Large vibration systems and large control systems are frequently depen- 
dent on many physical parameters and geometrical parameters, and it will 
generally happen that several eigenvalues overlap at some points of 9; 
moreover, it has been illustrated with an example by Rellich (1937) that the 
local behavior of multiple eigenvalues dependent on several parameters is 
quite different from the case of one parameter. Hence, the sensitivity analysis 
of multiple eigenvalues and associated invariant subspaces dependent on 
several parameters is worth investigating. In recent years the author has 
been engaged in this subject and has obtained some results, which give 
reasonable definitions of sensitivities of multiple eigenvalues and associated 
invariant subspaces for the SEP and the GEP, and clarify the mathematical 
basis of the definitions [see Sun (1985, 1986, 1988a, b, 1989a-e)]. This paper 
will survey the results. 
We begin in Section 2 with a review of the necessary background. In 
Section 3 we treat the sensitivity analysis of multiple eigenvalues and 
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associated eigenspaces for the SEP, in Section 4 the sensitivity analysis of 
semisimple multiple eigenvalues and associated invariant subspaces for the 
GEP, and in Section 5 the numerical calculation of the sensitivities, with a 
numerical example. 
2. PRELIMINARIES 
2.1. Notation 
Throughout this paper we shall use the following notational conventions. 
The symbol Cmxn denotes the set of complex m x n matrices, @” = Cnxl, 
and C = C’. [wmx” denotes the set of real m X n matrices, Iw” = [WnX1, 
Iw = iw’, and 
where the superscript T stands for transpose. The matrix x is the conjugate 
of A, and AH = 2. I(“) is the identity matrix of order n, and 0 is the null 
matrix. A > 0 (A > 0) denotes that the matrix A is Hermitian and positive 
definite (positive semidefinite). The set of the eigenvalues of an n X n matrix 
A is denoted by A(A). The maximal eigenvalue and the minimal eigenvalue 
of a Hermitian matrix A are denoted by h,,(A) and A,,,,(A), respectively. 
p(A) is the spectral radius of A. (I*[[s d enotes the Euclidean vector norm and 
the spectral norm, and (1. llr denotes the Frobenius norm. 
2.2. Simple Eigenvalues 
The basic results on the sensitivity analysis in the case of simple 
eigenvalues can be summarized in the following two theorems [see Rellich 
(1937, 19531, Lancaster (19641, Fox and Kapoor (1968), and Sun (198511. 
THEOREM 2.1. L_.et A, be a simple eigenvalue of the SEP (1.1) at the 
point p* E 9, i.e., there is X = (xl, X,) E Rnx” with xl E R’” such that 
, X%(p*)x=z, 4 eA(A,). 
Then there exist a neighborhood @(p*) E 9 of p*, and real analytic func- 
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tions h,(p) E R! and x,(p) E KY’, such that 
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and we have 
=xTSj(P*;AI)x,, 
P=P* 
=X,(AJ-Az)-lX,TSj(p*;Al)xlr 
P=P* 
where 
(2.1) 
j=l ,..., N, (2.2) 
j=l ,..., N. (2.3) 
THEOREM 2.2. Let A, be a simple eigenvalue of the GEP (1.2) at the 
pointp*E9,i.e.,thereareX=(x,,X,),Y=(y,,Y~’,)Ea)“X”withx,,y,EC” 
such that 
, YHX=I, A, @ A(b). 
Then there exist a neighborhood B(p*) L 9 of p*, and analytic functions 
Al(p) E C and x,(p), yl(p> E Q=“, such that 
Am, =A,(P)~,(P)> Y~P)%P) =A,b)yl(dT, P E a( P*>J 
A,( P*> = A,, x1( P*) = Xl’ Yd p*> = 51> 
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and we have 
= Y,HAj( P*)X,, 
P= P* 
= X,( A,1 - Aa) -‘Y,HAj( p*)x,, 
P=P* 
187 
(2.4) 
(2.5) 
= y,HAj( p*)X,( A,1 - AS) -‘Y;, j=l ,,..I N, (2.6) 
P = P* 
where 
j=l >..., N. (2.7) 
The higher-order partial derivatives of h,(p) and x,(p) of Theorem 2.1, 
and those of h,(P), x,(P), and yl(p) of Theorem 2.2, have been given by the 
author (1985). 
2.3. Multiple Eigenvalues Dependent on One Parameter 
The following two theorems are the basic results on sensitivity analysis in 
the case of multiple eigenvalues dependent on one parameter [refer to 
Rellich (1937, 1953), Lancaster (1964), Kato (196611. 
THEOREM 2.3 (Rellich). Let A(T) E SRnx” be a real analytic function 
in open R, let A, be eigenvalue of with 
1, T* 9. there @(r*) 
of and analytic Al(~), and . . . , X,.(T), 
in which Aj(7) E R and ~~(7) E R” Wj, such that 
A(T)x,(T) = As(~)xs(~>> 7 E a(T*), 
A,(T*) = A,, s=l ,..., r, 
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and we have 
xs( r*>  s = l,..., r. (2.8) 
7 = 7* 
THEOREM 2.4. Let A(z) E Cnxn be an analytic function of z in some 
open set 9 c C, and let A, be a semisimple multiple eigenvalue of A(z*) 
with multiplicity r > 1, where .z * E 9. Then there exist a neighborhood 
a(z*) c 9 of z*, and r single valued complex functions A,(z), . . . , A,(z) de- 
fined in .Hz*), such that h,(z), . . . , A,(z) are r eigenvalues of A(z), Ai( 
. . . = A,(z*) = A 1, and each A,(z) can be expressed as Puiseux series 
A,(z) = A, + ds2’)z + c dSxk)( z”+,)~, s=l,...,r, (2.9) 
k>r, 
where the constants c(Sz’),~(S,k)~C (s=l,...,r; k >r,), and rl is a natural 
number not greater than r. 
2.4. Discussion of a Simple Example 
Rellich (1937) was the first to illustrate with an example that the local 
behavior of multiple eigenvalues dependent on several parameters is quite 
different from the case of one parameter. Now we give a slightly modified 
example. 
EXAMPLE 2.5. Consider the SEP (1.1) with 
A(P) = 
1+2Pl+ P2 p2 
B(p) = zC2), P=(P,,P2)TER2. 
P2 
The matrices A(p), B(p) E SR2x2 are real analytic functions of p E [w2, the 
eigenvalues of the SEP are 
and A,(p) and A,(p) are overlapping at p = 0 [A, = A,(O) = A,(O) = 11. It is 
easy to verify that the functions A,(p) and A,(p) have no partial derivatives 
at p = 0, and the associated eigenvectors are not continuous at p = 0. 
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Moreover, there are no continuous functions h,(p) and h,(p) that are the 
eigenvalues of the SEP and have partial derivatives at p = 0. 
The author (1985) has found that the functions A,(p) and A,(p) ex- 
pressed by (2.10) have directional derivatives at p = 0 in the directions 
(1, OK ( - 1,OK (0, 1K and (0, - ljT, and there are internal relations be- 
tween the directional derivatives and the eigenvalues of the matrices 
(aA(p)/apj>,=, (j = 1,2>. Further, the author (1985) has proved that the 
internal relations are of universal significance [see Theorem 4.1 of Sun 
(198511; and on that basis the author has systematically investigated the 
sensitivity analysis of multiple eigenvalues and the associated invariant 
subspaces of the SEP and the GEP. The exact expressions for directional 
derivatives of multiple eigenvalues and of partial derivatives of the associated 
invariant subspaces are derived, and as consequences diverse sensitivities of 
a multiple eigenvalues and the associated invariant subspaces are defined; 
some relations between the sensitivities and some kinds of generalized 
gradients of a multiple eigenvalue for the SEP are found; some of the 
condition numbers of a semisimple multiple eigenvalue for the GEP are 
investigated; numerical calculation of the sensitivities is discussed, and 
numerical examples are given. The main results will be surveyed in the 
following three sections. 
3. SYMMETRIC EIGENVALUE PROBLEM (SEP) 
3.1. Derivatives and Sensitivities 
Let 9 be an open set of [WN, and let h(p) be a real valued function 
defined in 9. The directional derivatives of h(p) at p* E 9 in the direction 
v, denoted by D,A(p*), is defined by 
D,,A( p*) = lim 
A( p” + TV) - A( p*) 
T--r+0 7 
where v E [WN with I(YI(~ = 1, and 7 is a positive scalar. 
Applying the implicit function theorem [see Dieudonne (196811 and the 
Rellich theorem (Theorem 2.31, the author (1985, 1986, 1989a) has proved 
the following theorems (Theorem 3.1 and Theorem 3.2). 
THEOREM 3.1. L.et A, be a multiple eigenvalue of the SEP (1.1) at the 
point p = p* with multiplicity r, i.e., there is a matrix X =(X,, X,) E RnXn 
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with X, E Rnx’ such that 
XTA(p*)X= , X'B(p*)X=z, A, .$Z A(A,). (3.1) 
Then there exist a neighborhood .B(p*) c 9 of p* and r continuous real 
valued functions A 1(p), . . , , h,(p) of p E @(p*> which are the eigenvalues of 
the SEP (1.1) satisfying A,(p*) = A,(s = 1,. ..,r), and fm any direction 
v=(v l,...,~N)T~~N with llvl12=l there is a permutation r of {l,...,r} 
dependent on v such that 
N 
QA,( P*) = A,,,, C VjXFSj(p*;A,)XI s=l ,...,r, (3.2) 
j=l 
where A,(.),..., 
(j = 1,. * . , 
A,.(*) denote the eigenvalues of an r X r matrix, and Sj(p*; A,) 
N) are defined by (2.3). 
Recently the author found that the formulas (3.2) have been proved in the 
book of Haug, Choi, and Komkov (1986) by another way. 
THEOREM 3.2. Let A(p), B(p), 9, p*, X, A,, a(~*>, and 
A,(p), . , , , A,(p) be as in Theorem 3.1. Then there exists a real analytic matrix 
valued function X,(p) = (x,(p), . . . , x,(p)) E Rnx’ of p E B(p*) with 
rank X,(p)= r such that the column vectors x,(p),. . ., x,(p) span the 
eigenspace XI(p) of the SEP (1.1) corresponding to the eigenvalues 
A,(p),..., A,(p), X,(p*) = X,, and we have 
= X2( A,Z - A,) -lX;Sj( p*; A,)X,, j=l ,..., N. (3.3) 
p = p’ 
REMARK 3.3. The inequalities (3.3) give the partial derivatives of 
the basis vectors x,(p), . . ., x,(p) of the eigenspace XI(p) of the SEP 
(1.1) corresponding to the eigenvalues A,(p), . . . , A,(p). Usually the 
vectors r,(p),..., x,(p) are not the eigenvectors of the SEP associated with 
A,(p), . . . , A,(p); and the eigenvectors of the SEP associated with 
A,(p), . . . , A,(p) are, generally, not derivable at the point p*. 
According to Theorem 3.1 and Theorem 3.2 we may introduce the 
following definition [Sun (1986, 1989a)]. 
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DEFINITION 3.4. Let A(p), B(p), p*, X, and A, be as in Theorem 3.1. 
Then the quantity 
s$q A,) = p l 5 VjXl’Sj( p*; A,)X, j=l 1 (3.4) 
is called the sensitivity of the multiple eigenvalue A, in the direction 
v=(v,,...,v~)~E[W~ with llvjlz=l [ more precisely, the sensitivity of the 
eigenvalues A,(p), .., A,(p) at the point p* in the direction v], and the 
quantity 
(3.5) 
is called the sensitivity of the multiple eigenvalue A,. Moreover, the quantity 
$“I( xl) = 
/I 
2 vjX,( A,Z - AZ) -‘XfS,( p*; A,)X, 
!I 
(3.6) 
j=l 
is called the sensitivity of the eigenspace XI(p) at point p* in the direction 
V =(v r,. . . , vNjT E RN with ]]v]lz = 1, and the quantity 
gxl) = ,‘=“$ s;‘(xl) 
II42 = 1 
(3.7) 
is called the sensitivity of the eigenspace XI(p) at p*. Here the norm ]]*1] in 
(3.6) is any consistent norm on [WnXr, and usually we can take a diagonal 
matrix for A, in (3.6). 
REMARK 3.5. Let 
(3.8) 
192 
and 
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We have 
&,(A,) < s,(A,) <@$,,(A,), gx,> <s&q) 4q(X,). (3.10) 
Since the calculation of the quantities s&A,) and s,(X,) is easier than that of 
S&A,) and $JX,), by (3.10) we can use the quantities s,(A,) and s,(X,) as 
the sensitivity of A, and the sensitivity of X,(p) at p*, respectively, in 
practice. 
REMARK 3.6. Theorem 3.1 and Theorem 3.2 can be used to investigate 
the sensitivity analysis of zero singular values and multiple singular values of 
a real matrix analytically dependent on several parameters [see Sun (1988c)]. 
3.2. Generalized Gradients and Sensitivities 
It is easy to prove that the functions A,(p), . . . , A,(p) of Theorem 3.1 are 
locally Lipschitz continuous. Consequently, by Redemacher’s theorem 
we may define the Clarke generalized gradients ahi(p* .,aA,(p*) [see 
Clarke (1983)], and from this we can derive some sensitivity of the multiple 
eigenvalue A 1. 
The author (1989c) uses another way to introduce a class of generalized 
gradients of A,(p), . . . , A,(p) at the point p*, and then derives the sensitivity 
s&A,) defined by (3.5). Now we cite the results. 
Let A(p), B(p), 9, p*, X, and A, be as in Theorem 3.1. Take 
E = (eij) E SRnXn, and let 
E=(E11,e12 ,..., El”,E22 ,...> E2” >...> E,,)T~~“(n+1)‘2> 
A(p;e) =A(p)+ E. 
Consider the SEP 
A(P;E)~P;E) =A(p;e)B(p)dp;e), p=J, E E [Wo+ 1)/Z 
(3.11) 
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We can prove that there exist a neighborhood @‘(p*; 0) c 9 X Rcncn+ ‘W of 
and r continuous real valued functions A,( p; E), . . . , h,p; E) of 
such that Ar(p;.s),...,A,(p;s) are r eigenvalues of the SEP (3.11), and 
A,(p*;O)=A, for s=l,..., r. Thus we may define a class of generalized 
gradients a^hS(p*) for the functions A,(p) at p* E 9 by 
8A,T(p*) = co(g E RN:g = lim,,,VA,(p*;#)), eCk)+ 0, 
A,(p*;s@‘) are simple eigenvalues, and VA,( p* ; E@)) converges}, 
s = l,...,r, (3.12) 
where co denotes the convex hull, and each VA,(p*; ~(~1) denotes the 
gradients of A (p.~(~)) at p*, i.e., s 7 
The following theorem gives a representation of $A,(p*). 
THEOREM 3.7. Assume the hypotheses of Theorem 3.1, and let 
: yj = u'XTS,( p*; A,)X,u t/j, u E R’, llullz = 1 . 
(3.13) 
Then 
$A,( p*) = $,w, s=l ,...,r. (3.14) 
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Outline of proof. Let {eck)} be an arbitrarily fixed sequence of points 
appearing in the definition (3.12). 0 ne can prove that there is a sequence of 
matrices Xjk) = (fjk), . . . , f!“)) E Rnx’ such that 
gik’h( p*; ~(~))-fi~) = diag( A,( p*; cck)), . . . , A,( p*; &))), 
Jqk’?3( p*; E (k) $“‘= I”‘, ) 
and the sequence (X$k)} has a subsequence (X$ki)) such that 
lim X^jki) = Xru,, s=l,...,r, 
i-cc 
where u, E R’ with lluS112 = 1. 
By formula (2.1), 
a/i,( p; E(k)) 
i I ‘Pj = qk’=sj( p*; A\,( p*; E’k’))26k’, j=l ?...> IV. P=P* 
Let k+m;weget 
lim 
k-m 
= u;Xf-Sj( p*; A,) XIu, = Tj, j=l 1...> N. 
P=P+ 
Let g=(qr,..., PN>r. Obviously, & E G,,. Consequently 8As(p*) c G,,, s = 
1 ,..., r. 
On the other hand, let g = (rr,. . . ,yN)T E Gpa, and without loss of 
generality consider s = 1; then one can prove that there exists a sequence of 
points 
&k) = (e,, ,E12 ). ..,Eln .Ez2 ,. . . ,EZn,. . .,e:y E Rn(“+1)‘2 (k) (k) (k) (k) (k) 
satisfying .sck) + 0 (k + co), such that A,(p*; dk)) is a simple eigenvalue of 
the eigenproblem 
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with Eck) = (E:;)), and g = limk ,,VA,(p*; E ck)) This relation means that .
g E SA,(p*). Consequently G,, c a^h,(p*). n 
Further, we have the following result. 
THEOREM 3.8. Assume the hypotheses of Theorem 3.1, and let Zp,(h 1> 
and Gp* be defined by (3.5) and (3.13), respectively. Then 
&,(A,) = m’fx IlgL. (3.15) 
fi E 6,). 
Proof. Observe that sr’(A,) is a continuous function of v on the unit 
sphere ag’, of RN; hence there is a point v* = (VT,. . . , v$>~ E d&3’, such that 
sp( A,) = s:*)( A,) = P 
in which 
Let 
Tj = X;Sj( p*; A,)X,, j=l >..., N. 
Consequently there exists a vector U* E R’ with IIu*JJz = 1 such that 
gP,(A,) = /urT[;I,:Tjr*~. 
Y~*=u*~T~u*, j=l,..., N, g*=(q,...,y,*)? 
Obviously g* E G,,, and 
&,(A,) = 
196 JI-GUANG SUN 
On the other hand, let g* = (y:, . . . , y$ IT E Gp. satisfy 
Ilki!* = ,yg llgll2; 
P* 
then by the definition (3.13) and the representation theorem for the convex 
hull, there exists a vector U* E R’ with IIu*l12 = 1 such that 
yj* = U*Tl$*, j=l ,...> N. 
Therefore, if we set 
Yj* 
v* = - 
llg*,12, j=l,...,N, lJ* = (VI*>...>&, 
then V* E RN with IIu*lla = 1, and 
max llglla = 5 uj*yj* = U*r 
6 E q,* i I 
5 vj*Tj u* 
j=l j=l 
The proof is completed. n 
Theorem 3.7 and Theorem 3.8 show that the sensitivity sP,(h,) defined on 
the basis of the directional derivatives qPA,(p*) (s = 1,. . . , r) can also be 
deduced from the generalized gradients aA,? (s = 1,. . , r). 
3.3. Example 
Now we illustrate some of the conclusions of Sections 3.1 and 3.2 with 
Example 2.5. 
Straightforward calculations show that, for any direction v = (cos 8, sin fI)r 
E R2 with 8 E [0,2rr), the functions A,(p) and A,(p) expressed by (2.10) 
have directional derivatives 
D,A,(O) = cos 0 + sin 0 + 1, DVA,(0)=cos8+sin8-1. (3.16) 
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On the other hand, applying Theorem 3.1, we have 
= { cos 13 + sin 8 + 1, cos 8 + sin 8 - 1) 
This coincides with (3.16). Moreover, by Definition 3.4 we have 
s~)(l)=ma~{lcos@+sinB+l), Icos@+sin8--11) 
and 
q 1) = max $‘)( 1) = fi + 1~ 2.4142; 
Y E Iw* 
II% = 1 
and from (3.8) 
197 
(3.17) 
s,(l) = \l[p((; ;))]“+[@ ;))1”=2fi=2.8284. 
Write 
A(P;E) = 
1+%% + P, + El1 
P2 + El2 
&=(Ell,E12’E22)=ER3. 
The eigenvalues of A(p; E) are 
UP;&) =l+Pl+P,+~(%l+E22) 
+ Pz” + Pl(EIl_ &22) +2p,e,, + +,, - &22)2$. g2 > 
A,( Pi&) = 1+ Pl + P, + +,, + 4 
- P: + P: + Pl(E11- %2) +2PzE12 + fbll- E22J2+ &B. 
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It is easy to see that if (El1 - &22)2 +4&f2 # 0 then A,(O; E) Z A,(O; E), and 
I+) = 
auP; ( I =1+ aP, p=o 
YdE) = 
auP;&) 
i I 
-1+ 
JP2 p=o 
El1 - E22 
Let 
Then obviously 
[Y1(E)-l]2+[Y2(E)-l]2=1 
t/E E so. (3.18) 
Consequently, by the definition (3.121, from (3.18) we get 
JAI(O) = E[Wz:(~1-1)2+(Y2-1)2~l 
With the same argument we know that a^h,(O) and a^h,(O) are just the same 
set. 
Further, by (3.13) 
Hence we have a^h,(O) = iA, = Go, which coincides with (3.14). Moreover, 
we have 
max llgl12=&+l, 
gs% 
which is just equal to Z&l) [see (3.17)1. 
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4. GENERAL EIGENVALUE PR~BLEWGEP) 
4.1. Derivatives and Sensitivities 
Let 9 be an open set of CN, and let p(p) be a complex valued function 
defined in 9. The directional derivative of p(p) at p* E 9 in the direction 
u, denoted by D+(p*), can be defined by 
DJ.L(P*) = lim 
PC P* + TV) - IJ( P*) 
T++O 7 
where v E CN with IIYI(~ = 1, and 7 is a positive scalar. 
Applying the implicit function theorem [see Bochner and Martin (1948)] 
and Theorem 2.4, the author (1988b, 1989b) has proved the following 
theorems (Theorem 4.1 and Theorem 4.2). 
THEOREM 4.1. Let h,(p),..., A,(p) be r eigenvalues of the GEP (1.2) in 
9 with h,(p*) = . . . = h,(p*) = A1 f or some p* E 9. Moreover, let A, be 
a semisimple eigenvalue of the GEP (1.2) at p* with multiplicity r, i.e., there 
are matrices X = (X,, X,), Y = (Y,,Y,) E Cnx” with X,,Y, E C”xr such that 
YHA(p*)X= A, @ A,&). (4.1) 
Then fm any fired direction v E CN with (IvI(~ = 1, there exist a positive 
scalar p and r single valued continuous functions pJp* + TV), . . . , pLr(p* + 7~) 
fm T E [ - p, p] such that 
(1) cLJp* + TV), . . . , pr(p* + TV) are r eigenvalues ofA(p* + TV); 
(2) (p&p*+ TV)}~,~ and {A,(p*+ TV)},‘=, are the same set for each 
TE[-I%PI, andth ere is a one-to-one correspondence between the elements 
of Ipt(p* + ~~11~~ 1 and (A&p* + TV)},‘,~; 
(3) there is a permutation r of { 1,. . . , r} dependent on u such that 
Dv~t( P*) = AT(t) I? vjYFAj(p*)X, t=l,...,r. (4.2) 
j=l 
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Here A,(*),..., 
(j=l,... 
A,(.) denote the eigenvalues of an r X r matrix, and Ai 
, r) are defined by (2.7). Furthermore, if we define 
.$“(A,) = lim max 
max I<j<rlAj(p* +zv)-AII 
r-+0 a=C IZI 
(4.3) 
IzI= r 
then we have 
5 vjY;Aj(p*)X, 
j=l 
(4.4) 
Theorem 4.1 can be proved by a similar argument to the one used by Sun 
(1988b), using the definition (4.3). 
A similar result to (4.2) on directional derivatives of semisimple multiple 
eigenvalues has been obtained by Overton and Womersley (1987) in the 
special case where A(p) is a real valued linear function of real parameters 
p,, . . . , 
It i%orthwhile to point out that based on the author’s work [Sun (1985>], 
Chu (1988) has looked at the derivative of the mean of multiple eigenvalues 
for GEPs. The multiple eigenvalues do not have to be nondefective in Chu’s 
work (as has been assumed here), because the averaging is done before 
differentiation. 
THEOREM 4.2. Assume the hypotheses of Theorem 4.1. Then there exist a 
neighborhood S@(p*) E 9 of p* and analytic matrix valued functions X,(p) 
=(x,(p),..., x,(p)> and Y,(p) = (y,(p), . . . , y,(p)) E CnXr of p E @(p*) such 
that the column vectors x,(p),...,x,(p) and yl(p),...,y,(p) span the right 
invariant subspace X,(p) and the le3 invariant subspace 9&p) of the GEP 
(1.2) correspon&g to the eigenvalues A,(p), . . . , A,(p), respectively, X,(p*) 
= X,, Y,(p*) = Y,; and we have 
= X,( A,Z - A,) -‘Y;Aj( p*)X1, 
P=P* 
(4.5) 
ayl( P)’ 
i I ‘Pj = YyAj( p*)X,( A,Z - A,) -‘Yf, j=l ,..., N. (4.6) P=P* 
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REMARK 4.3. The equalities (4.6) give the partial derivatives of the basis 
vectors x,(p), . . . , x,.(p) and yr(p>, . . . , y,(p) of the invariant subspaces X,< p) 
and WI(p) of the GEP (1.2) corresponding to the eigenvalues A,(p), . . . , A,.(p). 
Usually the vectors x,(p) and y,(p) are not the right and left eigenvectors of 
the GEP (1.2) associated with the eigenvalue A,(p); and the eigenvectors of 
the GEP associated with h,(p), . . . , A,(p) are, generally, not derivable at the 
point p*. 
According to Theorem 4.1 and Theorem 4.2 we may introduce the 
following definition [Sun (1989b)]. 
DEFINITION 4.4. Let A(p), 9, p*, A,, X, and Y be as in Theorem 4.1. 
Then the quantity $“(A,) defined by (4.3) is called the sensitivity of the 
semisimple multiple eigenvalue A, in the direction v E CN with 11~11s = 1 
[more precisely, the sensitivity of the eigenvalues A,(p), . . ., A,(p) at the 
point p* in the direction Y], and the quantity 
is called the sensitivity of the semisimple multiple eigenvalue A,. Moreover, 
the quantities 
sf)( X,) = 
II 
; vjXp( AlI - A,) -‘YfAj( p*)X1 
II 
(4.8) 
j=l 
and 
s;)(Y1) = f I/~Y~(A,I-A~)-~X,HA~(~*)~Y~ I( I( (4.9) j=l 
are called the sensitivities of the invariant subspaces gr(p) and WI(p) of the 
GEP (1.2) at the point p* in the direction Y = (v,,. . , vNjT E CN with 
llvlls = 1, respectively, and the quantities 
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are called the sensitivities of the invariant subspaces X,(p) and WJp) at p*, 
respectively. The norm II-II in (4.8) and (4.9) is any consistant norm on CnXr. 
REMARK 4.5. Let 
(4.11) 
and 
We have 
(4.12) 
and 
Since the calculation of the quantities s,(A,), s,(X,), s&Y,) is easier than 
that of $?&A,), $,,(X,), and S&Y’,), by (4.12) and (4.13) we can use the 
quantities s,(A,), s&X,), and s,(Y,) as the sensitivity of A, and the 
sensitivities Er(p) and WI(p) at p*, respectively, in practice. 
4.2. Example 
Now we illustrate some of the conclusions of Section 4.1 with a simple 
example. 
MULTIPLE EIGENVALUE SENSITIVITY 203 
EXAMPLE 4.6. Consider the GEP (1.2) with 
A(P)= 
1+2p, +2p, P, 
2P, 
P=(P,,P2)E4=2. 
The matrix A(p) E C 2x’ is an analytic function of p E C2, the eigenvalues of 
the GEP are 
A,(p)=l+P~+3P,+~p:+P,2~ A2(p)=l+Pi+3P2-dmY 
(4.14) 
and A,(P) and A,(p) are overlapping at p = 0 [A, = A,(O) = A,(O) = I]. It is 
easy to verify that the functions A,(p) and A,(p) have no any partial 
derivatives at p = 0, and the associated eigenvectors are not continuous at 
p = 0. 
Let v = (vi, u2>r E C2 be any fixed direction with 11~11~ = 1, and let r be 
a real variable. From 
A2( rv) = 1 + r( vi + 3~2) - ]r]dm 
we see that hi(~) and A2(7v) are single valued and continuous functions of 
the real variable 7; therefore we may take the functions p,(rv) of Theorem 
4.1 as AS. Straightforward calculations give 
On the other hand, applying Theorem 4.1, we have 
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This coincides with (4.15). Moreover, by Definition 4.4 we have 
and 
Zp( A,) = max sg)(A,) = 
“EC2 
ll~llz = 1 
,~~,P~~~=1(l~ll+31~~~+1}=~+l~4.16228. 
Take II-II = II-112, lI~llm, and II-III; by (4.11) 
and 5.38516, respectively. 
we have s,(h,) E 5.02998, 4.47214, 
4.3. Sensitivities and Condition Numbers 
Let A = (ajk> E Cnx”. Assume that there are matrices X=(X1,X,), 
Y = (Y,, Y,) E Cnx” with X,, Y, E Cnxr such that 
Y”Ax = , Y”X=Z, 4 @ A(h). (4.16) 
Regarding the elements ojk as parameters, then by (4.4) and (4.7) we have 
for the sensitivity of the semisimple multiple eigenvalue A, with respect to A 
so = 
” 
c 
j,k=l 
= “~c~x”Poim). (4.17) 
WllF = 1 
Hence, the quantity :,(A,) expressed by (4.17) may be regarded as a 
condition number of the semisimple multiple eigenvalue A,. 
Sun (1989b) has proved the following result. 
THEOREM 4.7. Let A E CnX”, and let X, Y, A,, and .2A(A,) be described 
in (4.16) and (4.17). Let 
u, = x1( XFX,) - l’f v, = Y,(Y~YJ”‘, 
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and define 
O(X,,Y,) = arccos(upv*vlHu1)1’2 > 0. 
Then 
(4.18) 
(4.19) 
The relations (4.19) show that we may also use the quantity 
= IIX,YyII, [see Sun (1986b)] (4.20) 
as a condition number of the semisimple multiple eigenvalue A,. 
REMARK 4.8. Let A, be a simple eigenvalue of A E CnXn, and let x1 and 
yr be the right and left eigenvectors of A associated with A, satisfying 
yr~r = 1. Then by (4.20) the quantity 
is a condition number of the eigenvalue A,. It is well known that the quantity 
r2(A; A,) expressed by (4.21) is just the Wilkinson condition number of the 
simple eigenvalue A, [see Wilkinson (1965)]. 
Now we list some condition numbers of a semisimple multiple eigenvalue 
appearing in the literature. 
Let A, X, Y, and A, be described in (4.16). Let 
v,(A) = IIXll2llX-‘ll2~ (4.22) 
Usually the quantity Ye is also a condition number of A, [see Wilkinson 
(196511. 
Write 
X1=(+..&.) y,=(Y,t...,Y,)> 
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where X,,Y, are as in (4.16). Let 
= II~sllzllYsllz~ s=l,...,r, 
and 
[(A;h,) =rmax(c,,...,c,}. (4.23) 
By Wilkinson (1965) the quantity d(A; A,) can be also regarded as a 
condition number of the semisimple multiple eigenvalue A,. 
Finally, let or,. . . , a,. be the singular values of the matrix O(X,,Y,) 
defined by (4.18), and let 
~(A;hl) = r-max( t,...,:). (4.24) 
Kautsky and Nichols (1984) have used the quantity $A; A,) as a condition 
number of the semisimple multiple eigenvalue A,. 
The following theorem clarifies the relations between the quantities 
v,(A), J(A; A,), dA; A,), and T~(A; A,) [Sun (1989d)I. 
THEOREM 4.9. The following relations are valid: 
IlJal2 
yl(A; A,) G &%A,) G IIX,II,S(AA), 
+;A,) <r2(A;Al) <n(A;A,), 
where X! denotes the Moore-Penrose inverse of X ,. 
(4.26) 
(4.27) 
REMARK 4.10. The inequality (4.25) is a generalization of an inequality 
due to Bauer and Fike (1960), and an equivalent form of (4.25) has been 
given by Demmel (1983). It is worth while to point out that the inequality 
(4.25) can be derived from the following interesting extension of the famous 
Kantorovich inequality: Let A E @” Xn be any positive definite matrix with 
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the eigenvalues A i, . . . , A, satisfying 0 < Z < Aj < L Vj. Moreover, let Qi E 
@ “Xm with rank Qi = m. Then the matrix inequality 
(‘4;‘)’ (QrQ,)"-~(Q~~Q,Q~~-'Q,+Q~A-'QIQ~AQI)~O (4.28) 
holds [Sun (1989d)]. 
5. NUMERICAL COMPUTATION OF SENSITIVITIES 
Now we consider the SEP (1.1). 
ALGORITHM 5.1. Let A = A(p*) E S[wnx” and B = B(p*) E S[wnx” with 
B > 0. Let A, be a multiple eigenvalue of the SEP Ax = ABx with multiplic- 
ity r. The following algorithm computes the sensitivities s,(A,) and s,(Xi) 
defined by (3.8) and (3.9), respectively: 
Step 1. 
Step 2. 
Step 3. 
Step 4. 
Step 5. 
Step 6. 
Compute the Cholesky decomposition B = LLT. 
Compute C = L-‘ALeT. 
Use the QR algorithm to compute UTCU = diag(A,Z”‘,h,), in 
which A, = diag(A,+,, . .,A,), A, # A, (k = r + 1,. . .,n). 
Compute X = LmTU = (X,, X,), in which X, E [w”“. 
Set Sj = Sj(p*; A,) [see (2.311 and Hj = XrSjX,; use the QR algo- 
rithm to compute U’i’TH.U 3 (j) = diag(A?, . . . , A(!“), j = 1,. . . , N. 
Compute 
Compute Dj = X,(A,Z - A2)-‘XlSjX, and 
s~,(X~)=IID~II~ j=l,...,N; &G) = 
Here we take ((.I( = ]I. ]]a. 
REMARK 5.2. Steps l-4 of Algorithm 5.1 are taken from Martin and 
Wilkinson (1968) [see Golub and Van Loan (1983)]. In the case that the 
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matrix B has small eigenvalues the Bunse-Gerstner algorithm for solving the 
SEP Ax = ABx will be more effective [see Bunse-Gerstner (198411. 
Sun (1989e) has used the results of Wilkinson (1965) and Stewart (1973) 
to discuss the error analysis of Algorithm 5.1 and the perturbation analysis of 
s&h,) and s&X,). The analyses show that if 
(1) the matrix B is well conditioned, i.e., the value of ]]B]]2]]B-1]]2 is not 
large, 
(2) the matrices A(p) and B(p) are not sensitive at p*, i.e., the values of 
f$w%j)P=P.Ilz and ]](aB(~)/a~~),=,*]l~ (j = 1,. . . , N) are not large, 
(3) the eigenvalue A, is moderately separated with the other eigenvalues 
A .+l,...,A,, i.e., the value of minr+lgk~n]Al - A,] is not small, 
then the computed sensitivities by Algorithm 5.1 are very close to the exact 
values of s,(Al) and s,(X,), respectively; otherwise, the exact computation of 
sp( A,) and s&X,) is a difficult problem. Moreover, the analyses show that if 
the computed eigenvalues A,,. ., A, of the SEP Ax = ABx by steps l-3 
of Algorithm 5.1 are very close to each other and they are moderately sepa- 
rated from the other eigenvalues, then it is better that we regard 
/+(Ar+ ... + A,)/r as a multiple eigenvalue of multiplicity r and com- 
pute the corresponding sensitivities s,(i,) and s,(X,). 
Finally we give a numerical example [Sun (1989e)l. 
EXAMPLE 5.3. Consider the SEP (1.1) with R = 5, N = 3, p* = (1, 1,2)r, 
and 
74.5p, 6.25( P; + P:) 1.625~~ 1.q p; + P3) 9P3 
‘35( P: + P,Z> 12Pf 0.125~~ 0.63(~, + ~3) 3P3 
A(P) = 1.625~~ 0.125~~ 2.65625~~ -0.025( pz + p;) 1.25~3 
l.lfq Pz” + P3) O.@P, + P3) - 0.025( p, + p,z) 6~; - 0.5p3 
\ 9P3 3P3 
1.25~3 -0.5p3 15P3 ) 
13(p) =diag(4p~,p~,~p,2,p~,p~). 
We have 
A=A(p*) = 
t 74.5 12.6 1.625 3.5 18 
12.6 12 0.125 -2.5 6 
1.625 0.125 2.65625 -0.125 2.5 
3.5 -2.5 - 0.125 8 -1 
\ 18 6 2.5 -1 30 
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and 
B(p) E B( p*) = diag(4, I,0.25, I,4), 
and the eigenvalues of the SEP at p* are A, = A, = 5, A, = 11, A, = 11.25, 
A, = 24.5. 
The author has calculated this example on an IBM-4341 computer in 
single precision with Algorithm 5.1 and with the formulas (2.1) and (2.2). The 
numerical results are shown in Table 1 and Table 2. 
TABLE 1 
S&) 
.i k=l 3 4 5 
1 3.6965 0.2811 2.2877 20.4327 
2 0.6562 9.6244 3.6989 1.8750 
3 3.0350 0.1154 0.8201 0.3846 
s,(h,) = 4.8276 9.6292 4.4258 20.5221 
TABLE 2 
x1 E Iw5x”, x,, x,, x, E W. 
SJXk) 
j k=l 3 4 5 
1 0.7619 3.2622 10.6283 0.6267 
2 0.6884 3.8085 13.0490 0.7473 
3 0.0687 0.9943 2.8631 0.1107 
Sp(Xk) = 1.0291 5.1123 17.0714 0.9815 
The author would like to thank the referees fb- their helpful comments. 
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