Abstract. In this work we consider the problem of feature selection in the context of conformal prediction. Unlike many conventional machine learning methods, conformal prediction allows to supply individual predictions with valid measure of confidence. The main idea is to use confidence measures as an indicator of usefulness of different features: we check how many features are enough to reach desirable average level of confidence. The method has been applied to abdominal pain data set. The results are discussed.
Introduction
When we deal with classification or regression problems, the size of the training data and noise in the data may affect the speed and accuracy of the learning system. Are all the features really important or can we use less features to achieve the same or better results? The irrelevant features will induce greater computational cost and may lead to overfitting. For example, in the domain of medical diagnosis, our purpose is to infer the relationship between the symptoms and their corresponding diagnosis. If by mistake we include the patient ID number as one input feature, an over-tuned machine learning process may come to the conclusion that the illness is determined by the ID number.
Feature selection is the process of selecting a subset of features from a given space of features with the intention of meeting one or more of the following goals.
1. Choose the feature subset that maximises the performance of the learning algorithm. 2. Minimise the size of the feature subset without reducing the performance of a learning problem significantly. 3. Reduce the requirement for storage and computational time to classify data.
The feature selection problem has been studied by the statistics and machine learning communities for many years. Many methods have been developed for feature selection and these methods can basically be classified into three groups: filter, wrappers and embedded feature selection [1, 2] . The filter method employs a feature ranking function to choose the best features. The ranking function gives a relevance score based on a sequence of examples. Intuitively, the more relevant the feature, the higher its ranking. Either a fixed number of (at most) t features with the highest ranking are selected, or a variable number of features above a preset threshold are selected. Filter methods have been successful in a number of problem domains and are very efficient. Wrapper methods are general-purpose algorithms that searches the space of feature subsets, testing performance of each subset using a learning algorithm. The feature subset that gives the best performance is selected for final use. Some learning algorithms include an embedded feature selection method. Selecting features is then an implicit part of the learning process. This is the case, for example, with decision tree learners like ID3 [3] that use an information measure to choose the best features to make a decision about the class label. Other learning algorithms have been developed with embedded feature selection in mind. For example, Littlestone's WINNOW algorithm is an adaptation of the Perceptron algorithm [4] that uses multiplicative weight updates instead of additive.
The methods we mentioned above often use accuracy as criterion to select features; in our paper, we consider confidence for the feature selection. This is because in our approach we can regulate the accuracy by choosing a certain confidence level. We will use conformal predictors as a tool to perform feature selection. Conformal predictors are recently developed machine learning algorithms which supply individual predictions with valid measure of confidence [5] . Level of confidence in predictions produced by such algorithm can used as a performance measure instead of just accuracy [1] .
Conformal predictors could be proceed in on-line and batch mode. In batch mode, a fixed size of training set will be used, we may get good results by chance. In on-line mode, the size of training set grows after prediction, it could consider all different sizes of the training set. So we will extend on-line conformal predictors in order to get the average confidence, make feature selection and present results of application of this approach on a medical database.
Conformal Predictor
Conformal predictor is a method that not just makes predictions but also provides corresponding confidences [5] . When we use this method, we predict labels for new objects and use the degree of conformity to estimate the confidence in the predictions.
We start by defining the concept of a nonconformity measure which is a way of measuring how well an example fits to a set. A measure of fitness is introduced by a nonconformity measure A. For a sequence z 1 , z 2 , ...z n of examples, where the i th example z i is composed of objects and labels, z i = (x i , y i ), x i means objects and y i means label, x i ⊂ X and y i ⊂ Y . We can write ≀z 1 , z 2 , ..., z n ≀ for the bag consisting of the examples z 1 , z 2 , ..., z n , we can score a distance between z i and the bag ≀z 1 
Non-conformity score can be based on a classical algorithm of prediction, in this paper we use the nearest neighbors algorithm [6] . The idea of using the nearest neighbors algorithm to measure the nonconformity of example z, (x, y), from the other examples is comparing x's distance to other examples' objects with the same label to its distance to others with different label. 
Prediction and Confidence
Assume that an i.i.d (independent and identically distributed) data are given:
..z n−1 . Now, we have an new example x n and want to predict its label y n . First of all, we give y n a value which belongs to Y , then calculate the nonconformity score for each example, finally, compare α n to the other α by using p-value:
. If the p-value is small, then z n is nonconforming, if it is large, then z n is very conforming. After we tried every value in Y , each of the possible labels will get a p-value p(y), then the label with the largest p-value will be our prediction and its corresponding confidence will be equal to 1− the second largest p-value.
Validity
In conformal predictor, we also could set a level of significance ϵ to find the prediction region which contains all labels y ⊂ Y with the corresponding pvalue larger than ϵ, that means we will have confidence 1 − ϵ in our prediction about y, and the probability of the event that true label is not contained by prediction region should be ϵ. And we define the situation when the true label is not contained in prediction region as error. Thus, the prediction in on-line mode is under the guarantee and valid.
P rob{pvalue ≤ ϵ} ≤ ϵ
According to this, size of prediction region could be another criterion, for a specific significant level, smaller region sizes provide us more efficient predictions. In this paper, we will use number of uncertain prediction to express this property, and uncertain prediction means the situation when prediction region contains multi-classes.
The confidence corresponds to the minimal level, at which we can guarantee that the prediction is certain (consists of the only label) under i.i.d. assumption. For example, if Y = {1, 2, 3}, and p(1) = 0.23, p(2) = 0.07, p(3) = 0.01 is the results for one of the examples in on-line mode, the prediction is: 1 with confidence 0.93. We can say that true label is 1 or 2 if we wish to be right with probability 0.95, on this level we are not sure that it is 1. On the other hand, if it enough for us to be right with probability 0.90, then we can claim that it is 1. See [5] for details of conformal (confident) prediction.
We can find that if the prediction is very conforming, its confidence will be very high, the prediction is made depends on the objects of examples, which means the more useful features we use, the higher confidence we will get. So, we could use confidence to justify how useful the features are.
Data Description
We use abdominal pain dataset, it has 9 kinds of diagnosis as labels and 33 types of symptoms as object [7, 10] 
Methodology
Our goal is to find the most useful features' set for separating two kinds of diagnosis by using conformal predictors. Firstly, we try to separate the two classes just by one feature. We take all examples from the dataset that belong to one of these two classes and do not contain missing values. Then we process it in on-line mode: prediction for a next example is based using all preceding ones as the training set, and then get the corresponding confidence of the single prediction. To assess performance we calculate average confidence of the examples, and Due to on-line processing, it is averaged over different sizes of the training set.
This was done for each feature, so the feature with the largest average confidence will be the first important feature of useful features' set.
Then we solve in the same way the question: what the second feature can be added to this one in order to maximize average confidence? After deciding this we will have list of two features, then we look for the third feature and so on.
On each step a feature is added to the list of ones being used for prediction, and average confidence grows until adding more features appears not to be useful anymore, the confidence does not change much. The speed of the method is depending on the size of examples and how many m suitable features we want from the full feature set.
Results and Discussion
We choose a typical result for illustration, and you can find more results at appendix. Table 1 shows the order we get when we separate APP (D1) from DYS (D9).
The order of features listed in tables corresponds to stage of including features into the selected set of features. Figure 1 shows us the tendence of confidence average while separate APP(D1) from DYS(D9) when we extend features size till take every feature into account. As we can seen from figure, there are just 102 features, because when we calculate for useful features, some features show same values as equal useful features and we just choose one of them for further steps. The confidences in this picture grows fast at the beginning till meet the peak, 0.97503, and then keep steady for a while, near the end part, it get a slight fall to 0.958. This kind of fall also happens in other separation cases we mentioned above and may cause by the influence from features which are not relevant with this separation.
And, the programme finish its learning process when confidence reached 0.95 with the useful feature size is around 16 out of 135 features and then reach a plateau. Figure 1 shows that the confidence level is greater than 0.95 when useful features'size is 20, so we will compare the results of using these 20 features with using whole features for separation D1 from D9 by on-line conformal prediction, and significance level ϵ is 0.05. Figure 2 presents the results of using all the features -we have 11 errors, 63 uncertain predictions and 2 empty predictions. Figure 3 shows the prediction results using only 20 selected features. It is clear that the number of prediction errors is reduced to 9 and we just get 42 uncertain predictions and 0 empty prediction. Thus, the selected 20 features give us better prediction results with less errors and more efficient size.
The following Table 2 shows us the comparison of results between full features and selected features in other binary classification subproblems by on-line conformal prediction. Compare with using all features, selected features could give us the same level of accuracy by small size. Because the predictions are under the guarantee, for a specific significant level, the best result is which has the most efficient prediction region. We will find how many features could provide us the best results which have the least uncertain predictions when significance level ϵ is 0.05. 
Conclusion
As we can seen from above tables, at beginning, confidences are always low because few features are not enough for accurate predictions. As the number of features growing, the corresponding average confidence increases, and we could get desirable confidences by small number of features . One can then use a significance level in order to decide where to stop adding them. If a plateau is not reached, one can stop when confidence stops to grow, but this would probably mean that the underlying method of computing non-conformity measure was not very appropriate. So, conformal predictor could be an useful way of feature selection. Table 3 is for separating of classes DIV(D2) and DYS(D9), Table 4 is for CHO(D5)and DYS(D9) and Table 5 is for PPU(D3) and NAP(D4). 
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