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1 
1 INTRODUCTION 
In recent years, considerable effort and resources have been allocated to explore feasi-
bility of realizing biologically inspired smart structures. Much of these efforts have been 
directed towards the development of smart material and structures that have the ability 
to sense and react to their local environment. Inherent in these smart materials are large 
numbers of sensors and actuators and some means to control them. Morphing structures 
is one major application of these materials. As the name implies a morphing structure 
is the one that is able to 'morph', i.e., change its shape in response to changes in its sur-
roundings. Several specific areas where morphing technologies could have an immediate 
impact include: acoustic noise control (to curb noise pollution), flow control (for numer-
ous engineering/biomedical applications), vibration control (for civil and mechanical 
applications), and morphing applications for aerospace systems (aircraft wings,flexible 
space structures). Morphing structures present a number of interesting challenges that 
are currently being investigated. One problem to be addressed is the optimal placement 
of actuators and sensors on these structures. Another problem is how to model and 
control these structures effectively. In addition to these aspects there are also integrated 
design issues that deal with the best way to design and manufacture flexible structure 
capable of morphing. The focus of this thesis is on the modelling and robust control 
strategies for a morphing airfoil concept. 
2 
1.1 Modelling and Control of Morphing Wing 
In aerospace applications, morphing structures could be utilized to achieve many 
objectives from ft.utter suppression, to flight control. In [16], the accomplishments and 
ongoing efforts of NASA LaRC's Morphing Program are detailed. Some achievements 
thus far include the application of morphing structures to replace conventional control 
surfaces and the use of morphing structures on the inlet and the nacelle lips. In 
the area of the modelling and control of morphing airfoils there have been several novel 
approaches. The first method is to divide the wing into several rigid sections that are 
free to move independently. In [22], a segmented wing was utilized to test procedures 
linking analytical models and optimization techniques. The energy required to change 
the airfoil from one shape to another was used as a performance index while constraining 
aerodynamic performance like lift or drag. In one portion of this study a fixed amount of 
lift was generated by a two segmented airfoil, but the amount of deflection that each of 
these segments underwent was optimally chosen to minimize the stress in the torsional 
spring connecting them. This approach is then extended to a multi degree of freedom 
airfoil. Additionally, some approaches considered the energy required to effect changes in 
the airfoil cross section (in the absence of aeroelastic forces). The results of this research 
show that continuously morphing airfoils have certain actuator deployment schemes that 
drastically minimize the control energy (by utilizing aeroelastic effects). However, such 
morphing airfoils are subject to conformational reversal phenomena that limits the effec-
tiveness of the morphing wing. Additionally when using internal mechanisms to change 
the cross section shape certain 'morphed' shapes are easier to achieve than others and 
strain energy is an effective performance measure to discriminated between them. A 
second approach simulated in [18] is to use devices that create small geometric changes 
on a specific grid point of the wing's surface and these changes directly create lifts and 
moments for flight control. The model used in this particular investigation is the Inno-
3 
vative Control Effector (ICE) delta wing fighter concept from Lockheed Martin. The 
actuator devices are represented by deflections of specific grid points on the mesh of 
the aircraft. These actuators have only an on or off state and only have one deflection 
amount when turned on. More of these devices are turned on in succession as more 
control effort is needed. To determine the forces and moments due to the activation of 
each actuator, PMARC (Panel Method from Ames Research Center) is used. This code 
must be run each time a new actuator is utilized to determine the effect. A sensitivity 
analysis was performed by automatically differentiating this PMARC code to determine 
the regions of highest sensitivity to roll and moment. A number of actuator arrays 
were designed and investigated, the best were retained for use in control design. The 
controller designed was a simple pole placement design. The results of the simulation 
on a six degree of freedom model suggest that these arrays of actuators lack significant 
authority when compared to conventional control surfaces. This was especially evident 
in the presence of a disturbance. Along the same lines, MEMS micro flap actuators 
were designed and implemented in [14] to control the leading edge vortices and thus 
control pitch, yaw, and roll of a delta wing. It was found that a linear array of actuators 
all along the leading edge of the wing did not exactly match up with the curved flow 
separation line of the delta wing. Additionally, it was found that a misalignment such 
as this can cause detrimental effects when attempting to control pitch, roll, and yaw. 
As such, more effective placement strategies along the leading edge were investigated to 
provide robust control. Similar to this approach are techniques using smart mate-
rials to create large scale deflections that would replace control surfaces [12], [20], [6]. 
The idea is to cause the wing to undergo smooth large scale trailing edge deformations 
that could be used for flight control. The DARPA/ AFRL/NASA Smart Wing program 
(performed by Northrop Grumman Corporation) developed and demonstrated a smart 
materials based concept to improve the aerodynamic and aeroelastic performance of 
military aircraft. The first phase of the program developed adaptive wing structures 
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with integrated actuation mechanisms to replace standard hinged control surfaces and 
provide smooth, variable shapes for many flight conditions. In the second phase, the low 
bandwidth of the shape memory alloy (SMA) based actuation, was improved. Then 30% 
scale wind tunnel model of a uninhabited combat air vehicle (UCAV) was developed. 
In the wind tunnel testing SMA-based leading and trailing edge control surfaces were 
utilized on one wing of the model with conventional control surfaces on the other. In 
later tests a flexible trailing edge control surface actuated with piezo-electric motors was 
used. Shape control was demonstrated for the trailing edge control surface at deflec-
tion rates of up to 80 deg/sec. The performance improvements in rolling and pitching 
moments were quantified for two specific trailing edge shapes (bird wing, and bathtub), 
and the improvement over conventional surfaces was found to be very significant. The 
shape measurements were conducted by two external measurements VMD (Videogram-
metric Model Deformation) and PMI (Projection Moire' Interferometry) as well as by 
internal potentiometers. The percentage difference between the internal and external 
measurement was explained as aeroelastic deformation. This highly successful program 
demonstrated the potential of morphing. In [17], yet another approach towards mor-
phing was attempted that tailored the aeroelastic response so that a wing such that it 
was optimal over a large range of conditions. This AAW (Active Aeroelastic Wing) was 
accomplished by adding specific control surfaces at the trailing edge dedicated to elic-
iting a desirable aeroelastic response, and simultaneously making portions of the wing 
more flexible. These aeroelastic deformations then are used to decrease drag, reduce 
maneuver loads, and reduce weight of the aircraft. The AAW project has been applied 
to a F-18 testbed and has demonstrated that it is able to show improvements in per-
formance and aeroelastic deformation with minimal control effort (when compared to 
a method such as [12], [20], [6]). However, in this instance the objective is not flight 
control but performance improvement. In [7], a similar effort as of this thesis, was ex-
pended where a vortex lattice method and an equivalent plate model are used to study 
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the aeroelastic response with applications to morphing airfoils. The equivalent plate 
method is compared to FEM results from NASTRAN. Additionally, the ability of mor-
phing wing to exhibit an effect over the dynamic pressure is verified. Each of these 
approaches has its advantages and drawbacks. Small changes on a rigid wing thus far 
have been shown to lack the ability to produce dramatic aerodynamic maneuvers, and 
large scale deformations although effective, often require to much control energy. This 
thesis presents a different approach to modeling, and simulating the morphing airfoil 
problem. This approach involves using small deformations in the surface of a flexible 
airfoil to cause much larger aeroelastic deformations that are used to control the lift 
and roll moment. A finite element method is used to generate a structural model of the 
wing. A linearized steady aerodynamics are developed using a panel method. These 
dynamics are formulated in terms of surface deflections and the modal coordinates of 
the structural system. Then, the two are dynamics are combined to yield the coupled 
model which is used in the control design. The key objective of this work is to evaluate 
the feasibility and/ or realizability of modeling and control methodologies for morphing 
airfoil concept. The organization of this thesis is summarized in the following section. 
1.2 Organization of the Thesis 
The thesis is organized into several sections. Chapter 2 describes the mathematical 
modeling of the morphing wing system. In chapter 3, the formulations for LQG, H00 , and 
McFarlane Glover loop shaping control methodologies are presented. This chapter also 
presents robustness analysis for various uncertainty models. In chapter 4, the simulation 
procedure and results are presented. Lastly, in chapter 5 the concluding remarks and 
future research directions are given. 
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2 MATHEMATICAL MODELLING 
This chapter is focused on the development of a mathematical model for a morphing 
airfoil structure. This model will be used later for the controller design. First, an 
underlying modeling methodology is presented for a generic flexible structure system. 
Flexible structures represent infinite dimensional systems; however, for control design 
purposes, one often needs to obtain a finite dimensional approximation of an infinite 
dimensional system. Infinite dimensional systems are also computationally intractable. 
There are several approximate modeling methods that can be used to model flexible 
structures. Essentially, each method represents a scheme to discretize a continuous 
systems into a number of discrete elements (thus transforming an infinite dimensional 
description into a finite dimensional one). A general group of methods used in this thesis 
are known collectively as modal space methods. They represent the solution in the form 
of a finite sum of the product of two functions, one of which is a spatial function, and 
the other is a function of time. 
A finite dimensional approximation of infinite dimensional flexible structure often 
leads to an eigenvalue problem of the following form: 
Determine matrix cI> and matrix A which satisfy 
(2.1) 
where, M is the inertial (mass) matrix of the system, K is the stiffness matrix, cI> is 
matrix of eigenvectors and A is a diagonal matrix of eigenvalues (both of which have 
a special meaning to be discussed later). There are different approaches to solving the 
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eigenvalue problem and constructing the solution of the governing differential equation. 
The three most commonly known methods are the Rayleigh-Ritz method, the method 
of weighted residuals, and the finite element method [11]. Given next is a brief overview 
of these methods. 
2.1 The Rayleigh-Ritz Method 
The procedure in this method is based on the theorem of minimum potential energy. 
By restricting a set of admissible basis functions for approximating the eigenvector to a 
particularly simple subset (like the space of linear combinations of n independent basis 
functions) an approximate eigenvector of the eigenvalue problem is expressed as: 
n 
u(s) = l:::v;u;(s) (2.2) 
i=l 
where v; are real coefficient, and u; are the basis functions (often called the comparison 
functions) 
Suppose ¢ and A is an eigen pair which satisfy the operator eigenvalue problem: 
K¢= M.X¢ (2.3) 
Taking the inner product of both sides with respect to ¢ yields 
.A= <¢,A¢> 
< yrn¢,yrn¢ > 
(2.4) 
Replacing¢ with the u in Eq. (2.2), relationship in Eq. (2.4) doesn't hold. However by 
forming this Rayleigh quotient with the approximation as in Eq. (2.5) it is possible to 
find the best approximation to the eigenvector ¢. 
(2.5) 
This is done by minimizing BR/av, where v = (vl, v2, ... f. The approximate eigen 
pairs found using this approach can then be used in modeling of the system. 
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For flexible structures, a specific application of the Rayleigh-Ritz method known as 
the assumed modes method is used. In this method, a solution is assumed to have the 
following form: 
n 
u(s, t) = L, 7/Ji(s)77i(t) (2.6) 
i=l 
In this instance, 'I/Ji represents a best guess of the mode-shape functions, and 77i are time 
dependant generalized spatial coordinates. The kinetic and potential energy equations 
are expressed in terms of 'ljJ and 77 resulting in the following form: 
Mij+K77=0 (2.7) 
This set of differential equations can then be recast as an algebraic eigenvalue problem. 
Furthermore, if the mode shapes ¢i represent the eigenvectors and the square of the 
natural frequencies wf represent the eigenvalues >.i, then the eigenvectors are orthogonal 
with respect to M. This means that 
(2.8) 
When ¢; are mass normalized such that ¢f M ¢; = 1. For 
(2.9) 
It holds that 
(2.10) 
Transforming the generalized coordinates to modal coordinates ry(t) = <I>q(t) produces 
the following set of decoupled second order ODE's: 
(i=l,2, ... ,n) (2.11) 
2.2 Method of Weighted Residuals 
The method of weighted residuals is more general than the Rayleigh-Ritz method. 
In this method, an approximate eigenvector is assumed as in Eq. (2.2), and the residual 
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of the eigenvalue equation is defined as: 
R(u, s) = Au(s) - .Xm(s)u(s) (2.12) 
Let 1/Ji(i = 1, 2, ... , n) represent a set of basis functions. For a given n, the goal is to 
find ·1/Ji(i = 1, 2, ... , n), all of which are orthogonal to R. This condition minimizes R 
and achieves the best approximation of ¢. This again results in an algebraic eigenvalue 
problem (K - .XM)v = 0 where M and K are generally not symmetric. Depending 
on the choice of {'I/Ji}, a variety of methods for solution can be obtained. If A is self-
adjoint, the resulting algebraic eigenvalue problem is equivalent to that obtained by the 
Rayleigh-Ritz method. 
2.3 Finite Element Method 
The structural part of the overall model developed latter in this work was modelled 
using the finite element method. There are numerous advantages in using finite element 
method (FEM). FEM is probably the easiest way to model highly complex structures. 
Effective FEM packages are readily available for obtaining mathematical models of struc-
tural systems. The basic idea of the FEM is to divide a continuous system into a number 
of elements using fictitious dividing lines. The points of intersection of the dividing lines 
are referred to as the "nodes" . Each node has between 3 and 6 degrees of freedom 
depending on the structural element type. The specific software package used in this 
work was FEMLAB [5], a Matlab-based toolbox. FEMLAB allows the user to work 
directly with the partial differential equations governing each structural element. When 
constraints are applied and the element PDE's are linearized, these equations reduce to 
a generalized eigenvalue problem of the form : 
(2.13) 
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Since the elements are assumed to have a governing PDE the matrices K,N,and M 
(which are constructed from the PDE coefficents and constraints) are already known. In 
this case, the linear solver in Matlab transforms this problem (by Gaussian elimination) 
to the standard algebraic eigenvalue problem which can be solved using a method similar 
to the Rayleigh-Ritz method. 
2.4 Dynamic Model of a Morphing Airfoil 
As stated previously, the wing geometry considered for the work presented in this 
thesis is the NACA series 2415 airfoil. The model shown in Fig. 2.1 depicts the airfoil 
geometry used in the development of both the structural and aerodynamic models. The 
finite element structural model was created in FEMLAB. A static aerodynamic model 
using vortex lattice method is developed. The aerodynamic and structural models are 
then combined in a Matlab script file. The following sections discuss these efforts in 
greater details. 
Figure 2.1 Schematic of the Wing's Geometry, and Nomenclature 
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2.4.1 Assumptions 
The following are a list of assumptions used in the modeling and control of the mor-
phing airfoil structure. 
- Small deformation theory applies 
- The wing is made of a hollow shell 0.003 m thick 
- The dimensions of the wing are (0.4 x 0.1 x 0.0022 m) 
- The wing geometry based on a standard NACA profile 
- The density of the air is 0.9093~ 
- The aerodynamics are static 
- Thin airfoil theory applies, and all pressures are 
calculated for camberline 
- The freestream velocity is V= = 160~ 
2.4.2 Structural Model Development 
As a first step, the eigenfrequencies and mode shape data is obtained using FEMLAB 
[5]. Then, using mode shape and frequency information, a finite dimensional linearized 
model of the wing is developed. This model represents a linear approximation to an 
infinite dimensional true model of the structure. The model can be represented by the 
following vector matrix differential equation: 
Mij(t) + Ci](t) + Kry(t) = F(t) (2.14) 
where, ry(t) is n x 1 displacement vector, F(t) is an external input, and M, C, and Kare 
symmetric n x n mass, damping, and stiffness matrices, respectively. Equation (2.14) 
can be rewritten in the modal form as follows: 
ij(t) + Cq(t) + Oq(t) = <I>T F(t) (2.15) 
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where, <I> is the mass normalized mode shape matrix, q(t) are the modal coordinates, 
17(t) = [<I>]{q(t)}, <I>TM<I> =In, <I>TC<I> = C, and <I>TK<I> = n. The wing is considered to 
have cantilevered boundary conditions and hence does not have any rigid body modes. 
Therefore, the rigid body modes will not be considered in model development and are 
not present in the output data from FEMLAB. Figures 2.2 and 2.3 represent the mode 
shapes for the first and second eigenfrequencies. 
m1=14.9725 Hz :<1C 
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Figure 2.2 Flexible Mode 1 for the Wing 
x10 ... 
Figure 2.3 Flexible Mode 2 for the Wing 
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2 .4.3 Aerodynamic Model Development 
This section focuses on the development of the aerodynamic model using a panel 
method. Modeling begins with the development of geometric relations for determining 
z-displacements at the ith node assuming each panel has a planar geometry (in x and y). 
The coordinates are first non-dimensionalized with respect to the mean cord length c. 
These non-dimensionalized coordinates ( x* and y*) are then used to develop geometric 
relationships for z-displacement. 
I ~~z"' 
I I x* 
I I ____ ; Y' 
Figure 2.4 Illustration of Panel Geometry 
Referring to Fig. 2.4, let the z-displacement at any node point i be given by 
(2 .16) 
where ai 's are coefficients to be determined. In general for then th panel the z-displacement 
vector may be written as follows: 
1 x* i y; x:y; ao 
{z:i}4xl = [fnLx4 {An}4x1 
1 x~ yj xjyj 
{An}= 
ai 
Tn = J 
1 x* Yk x'kyz a2 k 
1 Xz Yi XzYi a3 
(2.17) 
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Where i,j,k, and l indicate the corner node numbers of the panel. Then from Eq. (2.17) 
follows that: 
(2.18) 
Now using Eqs. (2.16) and (2.18) a relation may be obtained between the z-displacement 
at the nodes and the z-displacement at the control point which is defined as the inter-
section of lines dividing the panel in half in the x direction and into (~)th and (~)th in 
the y direction. The z-displacement at the control point is given by 
z;PJxCPnl YcpJ + *+ *+ * * ao aixcpn a2Ycpn a3XcpnYcpn (2.19) 
z;Pn [ 1 X~Pn * x* y* ] {An} Ycpn Gpn CPn 
z;Pn [ 1 * XCPn * Ycpn * * XCpnYcpn ] [rnr1 {z;,} 
z;Pn [TnJ1x4 {Z;,}4xl (2.20) 
Finally, this expression may be rewritten in matrix form with the nodal z's ordered by 
their node numbers. 
Z* cp = TZ* (2.21) 
Where, Zcp is the vector of z-displacements at the control point for all panels, Z is 
the vector of z-displacements at the nodes, and T is geometric transformation between 
them. Consider the inputs £z and the effects of the structural modes, the expression 
for Zcp becomes 
(2.22) 
By the thin airfoil assumption, the Znam term is negligible. For a generic airfoil like the 
one pictured in Fig. 2.5 the outward unit normal is as expressed in Eq. (2.23). It is 
however more convenient to express this in terms such that the z component is a unit 
vector as in Eq. (2.24). 
, -(dz)i + ( dx )k 
n= ----;========== 
j(dx)2 + (dz)2 
(2.23) 
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Figure 2.5 Illustration of Wing Profile 
dz A A 
ii= --i+k 
dx 
Referring to Fig. 2.5, the net velocity on the wing is: 
(2.24) 
(2.25) 
Applying the boundary condition, V · n = 0, an expression for the downwash W is 
obtained. 
dz 
W = - Ve'° cos a dx + Ve'° sin a (2.26) 
Equation (2.26)is clearly a nonlinear expression, but for small angles of attack, this 
equation at a control point reduces to a linear expression in Eq. (2.27) 
(2.27) 
When the airfoil dynamically bends and twists, an element on the surface experiences 
vertical rates of motion. Adding the vertical rates of bending and twisting to Eq. (2.27) 
produces the final form of the downwash equation. 
dZ~P _dZ~P W = V, a - V, -- - c--
00 00 dx* dt (2.28) 
Differentiating Eq. (2.19) with respect to x, yields 
dZ* 
_!:l!!::.. = - [ 0 1 O * ] 'i Z* dx* Ycpn n n (2.29) 
(2.30) 
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Combining Eqs. (2.22) and (2.30) gives 
(2.31) 
Again by the thin airfoil assumption the first term in this equation is zero, and we can 
rewrite Eq. (2.31) as 
- * dZcp - * -
-- = -Td·16.z -Td·1Z* dx* ' ' modes (2.32) 
Now differentiating Eq. (2.22) with respect to time and neglecting ~: since it is assumed 
that the height of the bump changes gradually, we get 
- * - * 
dZcp = -TdZmodes 
dt dt 
(2.33) 
Finally, combining Eqs. (2.32), (2.33), and (2.28) and dividing by V00 yields the non-
dimensional form of the downwash as follows 
- * W rr A - rr -. C TdZmodes 
Wa = Voo =Cl'. - .LdijUZ* - .Ldifzmodes - Voo dt (2.34) 
Using the vortex lattice method to calculate the vortex strength r (where Ccf is an 
interactions matrix dependant on the geometry of the wing) by equating to the downwash 
vector, we get 
r- c-1 -= cf Wa (2.35) 
The aerodynamic relations derived in this section can be combined with the structural 
model derived earlier to obtain a complete dynamic model of the wing. 
2.4.4 Coupled Structural-Aerodynamic Model 
The aerodynamics of the wing system may be expressed as a function of the struc-
tural modal coordinates, the angle of attack and, the 6.z's at each actuator location. 
Specifically, this aerodynamic contribution manifests in the force 'F' term of Eq. (2.15). 
This term may be thought of as the combination of pressure forces ( Fp) and control force 
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(Fe)· These forces are assumed to be concentrated on several locations on the top surface 
of the wing. In addition the nodes in the aerodynamic calculation are only a subset the 
nodes of the structural model. This means that the F matrix must be reshaped with 
rows of zeros to be expressed in the form in Eq. (2.15), but first a more detailed de-
scription of these pressure forces is developed. The pressure relationship for each panel 
is calculated from the downwash Wa and expressed in terms of modal coordinates q is as 
follows: 
~ ~ if Trl'> q T £:.z ( ) 
Wa =a - Tdif<I>A-= - '±'A~ - dif---::-- 2.36 
C Voo C 
In Eq. (2.36), the matrices T and Tdif map quantities at the nodes to corresponding 
quantities at the control points, a is the angle of attack, V00 is the free-stream velocity, 
and <I> A is the mass normalized mode shape matrix for the aerodynamic nodes. The 
control inputs are b.z and a is considered as a disturbance input. With density p, 
vortex coefficient matrix Cc1 , and diagonal panel area matrix A, the nodal pressure 
force vector is given by: 
f, ~ NTt~~) AC;f' [ii -1d;1<P A~ - T<P A~ - r,,,/~2 l (2.37) 
Defining Fe = {3'5:.z or <I>T Fe = <I>T {3<I>if it is clear that the actuator travel is a function 
of the actuator force and nodal stiffness 6.z = NT<I>(<I>Tf3<I>)~ 1 <I>TNFe. Combining Eq. 
(2.15) and Eq. (2.37) yields the combined system equations. 
ij(t) + (c + <l>T NTT ( ~) AC,;j1T<I>A) q(t) 
+ (o + <I>rNrr (p~f) Ac,;j1rdiJ<I>A) q(t) = 
<I>T N (I - yr ( ~) AC,;_/TdifNT<I>(<I>T {3<I>)~1<I>T N) Fe 
+ ( <I>T NTT ( e'!f) AC,:./ [1 · · · lJT) a 
(2.38) 
N is a matrix that maps the pressure force at the aerodynamic nodes (a subset of the 
structural nodes) to the corresponding structural nodes. In condensed notation, Eq. 
(2.38) becomes: 
(2.39) 
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Equation (2.38) can now be formulated into a 2*n dimensional state space representation 
(with n equal to the desired number of modes in the model). This has the form shown 
in Eq. (2.40). 
x(t) (2.40) 
In this expression, the matrix A has the form A = As + AA with 
As~ diag ([ -~l 1 l · ' [ -~; 1 ]) -2(1W1 -2(nWn 
0 0 0 0 
-K(l,1) -f(l,1) -K(1,n) -F(l,n) 
AA= 
0 0 0 0 
-K(n,1) -F(n,1) -K(n,n) -f(n,n) 
Matrices Bu, Bw, and C have the form: 
0 0 
Bz(1,1:p) Ba(1,1:p) 
Bu= Bw= 
0 0 
Bz(n,l:p) Ba(n,l:p) 
C = [ <l>ui 0 · · · <I>un 0 ] 
In this case, C corresponds to the z-displacement as output. In matrix A, (; and w; 
correspond to damping ratio and natural frequency of i-th flexible mode of the system. 
Since the control loop aims to achieve control of the lift and the roll moment, we can 
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define a Cprf, Du, and Dw so that YprJ is the lift La and roll moment Mn. Let us begin 
with the expressions for La and Mn. 
C -1 'Y = cf Wa; (2.41) 
The total lift (on both wings) is: 
(2.42) 
Similar expressions can be obtained for roll moment. In Eq. 2.43 [r] is a diagonal matrix 
who's ith element on the main diagonal contains the distance of ith lift force from the 
root cord. 
Mn= [1···1] [r] ~v;,Ac~J1w~ 
(2.43) 
Using Eq. (2.36), each of these relations can then be expressed in terms of coordinates 
if and inputs u as follows: 
(2.44) 
(2.45) 
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Now from Eqs. (2.44) and (2.45) Cprf, Du, and Dw are constructed. 
(2.46) 
(2.47) 
(2.48) 
2.4.4.1 Actuator Dynamics 
The model development thus far considered a vector of fiz's as the control input to 
the wing system, without regard for any actuator dynamics. However this is not only 
inaccurate, but it can present a problem for control design. Without actuator dynamics, 
and with the lift and roll moment as the outputs, the resulting plant model is a proper 
transfer matrix and not 'strictly proper' one. As such the state space representation has 
D term, and many tools for control design can not be used. However, since actuator 
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dynamics are most often strictly proper the series combination of the actuator dynamics 
and the wing dynamics yields a strictly proper transfer matrix. Consider the block dia-
gram in Fig. 2.6. In this block diagram the wing dynamics are represented by Gwing(s) 
Gact Gwing L(t) Mr(t) 
Figure 2.6 Block Diagram of Actuator and Wing Dynamics 
and the actuator dynamics are represented by Gact(s). Also the new signal vis the in-
put that drives the actuators to produce a force and change the z-displacements at the 
nodes. The state space representation of the combined system (neglecting disturbance 
input) is given in Eq. (2.52) and will be used in later control designs purposes. 
x(t) = Ax(t) + Buu(t) 
2.5 Control Design Models 
(2.49) 
(2.50) 
(2.51) 
(2.52) 
In order to study the effects of different wing materials, several mathematical models 
for a variety of materials were developed for the airfoil geometry given in section (2.4.1). 
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The first scaled model is made of aluminum and is intended to be the stiffest among 
the different models investigated. The other models considered are assumed to be made 
of the material with the same density but with the varying elastic modulus. The idea 
is to investigate the effect that stiffness has on the stability, control energy, maximum 
displacements, and tracking performance. Figure 2. 7 shows the final mesh. The mesh 
parameters, and boundary conditions appear in tables (2.1) and (2.2). Also the material 
properties for all models appear in table (2.3). Lastly, the first five structural modes for 
the stiffest and most flexible models are displayed in tables (2.4) and(2.5). Each of these 
structural models were then modified with the aeroelastic contributions and simulated 
for various V00 to determine the destabilizing V00 . Then the structural-aeroelastic was 
then developed for V < V00 . The aluminum model was then used to evaluated several 
different control methodologies which are presented in sections (3) and (4). The resultant 
model also includes actuator dynamics. The actuators considered are assumed to have 
first order dynamics with a bandwidth of 100 Hz and a 0 dB DC gain. 
Table 2.1 Mesh Parameters for Wing Structure 
Parameter 
Element type 
Degrees of Freedom 
Nodes 
Edge Elements 
Boundary Elements 
Value 
Shell Element 
3078 
513 
322 
1022 
Table 2.2 Boundary Conditions For Wing Structure 
Type I Location I Constraint I 
Boundary Surface 3 bx= 0 
Boundary Surface 3 by= 0 
Boundary Surface 3 bz = 0 
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Mesh Plot (Shell Elements) 
Figure 2. 7 FEM :Mesh for Wing Model 
Table 2.3 Material Parameters Used for Wing Models 
I Model I Material I Elastic Modulus I Density I 
1 Aluminum 69e9 Pa 2700 kg/m3 
2 Medium 45e9 Pa 2700 kg/m3 
3 Soft 20e9 Pa 2700 kg/m3 
4 Softest 6.8e9 Pa 2700 kg/m3 
Table 2.4 Modal Frequencies of Aluminum Wing 
I Mode I Freq. (Hz) I Damping I 
1 3.28 0.03 
2 12.09 0.03 
3 24.29 0.03 
4 29.24 0.03 
5 33.20 0.03 
Table 2.5 Modal Frequencies of Softest Wing 
I Mode I Freq. (Hz) I Damping I 
1 
I 
1.25 0.03 
2 4.60 0.03 
3 9.24 0.03 
4 
I 
11.13 0.03 
5 12.63 0.03 
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3 CONTROL DESIGN METHODOLOGIES 
This chapter presents analytical development for different types of controller de-
signs for the morphing airfoil system shown in Fig. 4.1. The different controller types 
considered include: Linear Quadratic Gaussian (LQG), H 00 , and one and two degree-of-
freedom McFarlane-Glover H 00 loop shaping controllers. In addition, the development 
of the robust stability and performance conditions to additive, input multiplicative, and 
real parametric uncertainties are also included. The specific control designs are presented 
in Chapter 4. 
3.1 LQG Controller Formulation 
The control problem to be addressed here includes tracking of a non-zero reference 
trajectory. Traditional LQG formulation does not allow for non-zero tracking control 
objective. However, the problem can still be solved by making modifications to the plant 
dynamics. Next section describes these modifications which will allow us to use standard 
LQG framework on the modified plant. 
3.1.1 Augmented Plant for Reference Tracking 
Since the performance of interest is the non-zero tracking of a lift and roll command, 
the system model is modified to include the error corrector (integrator) [3]. The aug-
mented plant, after adding such integrator, is given by Eq. (3.1). This is now in a 
suitable form to use with LQG formulation. A block diagram illustrating this controller 
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structure is given in Fig. 3.1. 
(3.1) 
u(t) y(t) 
Plant 
Figure 3.1 Diagram of LQG Control System 
3.1.2 LQG Regulator Design 
The LQG regulator was designed for the augmented plant in Eq. (3.1) to track two 
reference inputs (Lift and Roll Moment). This design differs from a more traditional 
LQG formulation in that the Kalman filter is used for estimating x only. The estimated 
integral error state e'1 is formed directly from the reference input r and the estimated 
state x. A Linear Quadratic Gaussian (LQG) design involves solution for an optimal 
control input that will minimizes a given quadratic cost function. In this particular 
instance, this cost function reflects an effort to penalize the states and control energy for 
the system's worst-case performance criteria. For the LQG regulator the cost function 
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to be minimized was considered to be: 
(3.2) 
where Q = QT 2:". 0 and R = RT > 0 are the design parameters reflecting state weighting 
and control weighting matrices, and u is the control input. With u as defined in Eq. 
(3.3) both the integrator gain and the state feedback gain are determined optimally in 
the same computation. 
u - [Kx K1] { x 
-R-1BTP u 
(3.3) 
(3.4) 
where, P = pT 2:". 0 is the solution of the following (steady-state) algebraic Riccati 
equation (ARE): 
(3.5) 
The resulting LQG regulator gains were iteratively tuned to satisfy the robust stability 
and performance conditions developed later in Section 3.4. 
3.1.3 LQG Observer (Kalman Filter) Design 
The LQG (Linear Quadratic Gaussian) controller is essentially the combination of a 
regulator and a Kalman filter (an optimal observer). For a design of the Kalman filter, a 
state-space model of the airfoil system with random disturbance inputs and sensor noise 
is considered. Both of these random signals are assumed to be stationary, uncorrelated, 
and zero mean white noise processes. The system model can be represented as follows: 
(3.6) 
where, 'Y and~ are the actuator and sensor noise with covariances Qe and Re, respectively. 
Since the values of Qe and Re for realistic disturbances are not known apriori, Qe and 
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Re are treated as the design parameters and are chosen so that the observer is stable 
and converges quickly. Note again that the observer is designed for the original plant, 
not the augmented one. The observer dynamics are given by 
(3.7) 
where, the Kalman estimator gain Lis given by L = Pe(oo)C;,R;;1 and Pe is the solution 
of filter Riccati equation: 
(3.8) 
where, Q e = Qr 2: 0 and Re = Rr > 0. The control signal u is then given by 
(3.9) 
The closed-loop system is the combination of the regulator and estimator given by Eq. 
(3.10). 
x A -BuKx -BuK1 x 
x LCy A-LCy-BuK -BuK1 x 
e1 0 -Cy 0 e1 
+ [ 0 0 I r r(t) + [ B'[, 0 0 r a(t) 
Ypf [Cy 0 0] { XT j;T 
,T e1 }T (3.10) 
This controller tries to shape the closed-loop transfer functions from input to output 
close to identity in the lower frequency regions. However, in the aerospace applications 
it is often desired for the system to exhibit a certain 'feel'. For example, the feel of a 
second order system. For this reason, a pre-filter was used as a reference model that 
has response characteristics of a second order system. The filter consisted of a diagonal 
2 x 2 transfer matrix with a second order transfer function in each diagonal position. 
This transfer function was chosen to have less than 5% overshoot, a settling time of 2.66 
seconds, and a rise time of 0.95 seconds. 
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3.2 H00 Synthesis Formulation 
This section presents one of the powerful robust control design methodologies known 
as H00 design. There are several advantages to using an H00 design over traditional 
methods such as classical PID or LQG type methods. This approach provides a sys-
tematic approach to account for uncertainties in the model as well as the ability to 
include performance objectives in the design (for example tracking and control energy 
constraints) [19]. The control law is obtained as a solution to an optimization problem 
which incorporates the closed-loop objectives such as closed-loop bandwidth, roll-off, 
and resolution into its cost function. The robust stability of H00 controller is a conse-
quence of the small gain theorem. The small gain theorem states that for any stable 
loop transfer function L(s) = G(s)K(s) the closed-loop is stable if llL(jw)ll < 1 for all 
w. This norm represents any matrix norm including the H00 (2 induced) norm. It is 
shown in [21] that robust stability implies that llL(jw)P+ 111>0 \:/Lp,\:/w. This can only 
occur if the small gain theorem is satisfied for every uncertain plant in the collection of 
uncertain plants LP' In the following sections the H 00 formulation will be developed in 
greater detail. 
3.2.1 H00 Formulation 
Consider a simple closed-loop representation of Fig. 3.2, where Gu(s) and Gd(s) 
represent the transfer functions between the control input to output, and disturbance 
input to output, respectively. Examining this figure one can obtain the expression for the 
output given in Eq. (3.11). Sand Tare the sensitivity and complementary sensitivity 
functions, respectively. 
Y(s) = (I+ GuK)-1GuK R(s) +(I+ GuK)- 1 GdD(s) - (I+ GuK)- 1GuK N(s) ..____,_____.., 
T s T 
TR(r) + SGdD(s) -TN(s) (3.11) 
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d(t) 
r(t) v(t) 
+ -
+ 
n(t) 
Figure 3.2 Standard Unity Feedback Representation 
Equation (3.11) clearly shows that to minimize the effect of the disturbance input d(t), 
S should be made much less than one. Likewise, to ensure good tracking characteristics, 
T should be nearly I at all frequencies. Lastly, to minimize the noise, T should be small 
at all frequencies. Since S + T = I it is not possible to satisfy all of these requirements 
over all frequency ranges. However, in most cases (including the wing system under 
consideration) it is only necessary to reject low frequency disturbances, achieve tracking 
in low frequency region, and reject noise in high frequency region. These requirements 
allow T to be nearly identity (and S to be nearly zero) in the low frequencies and T to 
be nearly zero (and S to be nearly one) in the high frequencies. By selecting appropriate 
weights on S and T these constraints as well as constraints imposed by robust stability 
(Section 3.4) may be accommodated. The concepts from this simple exercise are also 
applicable in H 00 • The first step in H 00 synthesis is to formulate the generalized plant 
for the feedback system as shown in Fig. 3.3. The generalized plant is formed by 
identifying the exogenous inputs, the control input, the error signal, and the exogenous 
outputs that are indicators of the desired performance constraints. The standard H 00 
representation chooses and weights the error signal ( Z1 ( s) = W pE( s)), the control sig-
nal (Z3 (s) = WuU(s)), and the measured output signal (Z2(s) = WrY(s)). A block 
diagram of this generalized framework is given in Fig. 3.4. The map from R( s) to 
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r (t) - Z(t) _ - p ~ --
u(t) y(t) 
K 
Figure 3.3 Generalized Plant for H 00 Design 
.....-----------... z{t) 
y(t) 
Figure 3.4 Weighting Scheme for H00 Design 
Z1(s) is the weighted sensitivity function, WpS. This transfer function can be thought of 
as characterizing the tracking performance objective over the desired bandwidth. Simi-
larly, the transfer function from R( s) to Z2 ( s) is the weighted complementary sensitivity 
function, and characterizes measurement noise rejection. Lastly from R(s) to Z3 (s) is 
CS, which weights the control effort to limit the control effort. The greatest difficulty in 
an H 00 design is to select weighting functions (Wp, Wu, and Wr) such that they impart 
frequency-dependent penalty on respective transfer functions in order to achieve the de-
sired performance and robustness objectives. The inverse of these weighting functions 
are used as the upper bounds on the transfer functions S, T, and KS. Equivalently, the 
infinity norm of these weighted transfer functions must be less than one. 
(3.12) 
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llWrTllH00 < 1 
llWuKSllH00 < 1 
(3.13) 
(3.14) 
The transfer function, W p, is chosen such that it has high gains at low frequencies and 
low gains at high frequencies. This weighting influences the optimal feedback law in such 
a way that the sensitivity function is small in the low frequency range. This ensures good 
tracking over the desired bandwidth. Even though one would think that T is the transfer 
function that best characterizes tracking bandwidth, it can be shown that the bandwidth 
of ISi, w8 , is a much better indicator of tracking bandwidth than is the bandwidth of 
ITI, WBT· This is because for good tracking we need T ~I but simply specifying ITI ~I 
may not be good enough because the phase may contribute. However ISi ~ 0 is always 
true despite the phase, and this ensures T ~ I. The exact weighting function is system 
specific and will be presented in chapter 4. The weighting function Wr is constructed 
such that it has low gains at low frequencies and higher gains at high frequencies. This 
is because noise is in general a high frequency phenomenon. The transfer function CS 
is weighted by Wu, to restrict the magnitude of the control input signals so that they 
represent the capabilities of real actuators or represent saturation limits. In general, this 
weight is a constant so as to keep the overall order of the controller as low as possible. 
However when considering robust stability it may be necessary or advantageous to use 
a more complicated frequency-dependent weight. The generalized plant P is described 
by Eq. (3.15) and the constraints defined in Eqs. (3.12)-(3.14) may now be used to 
formulate an H00 problem. The problem is to design the optimal controller K such that 
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the above listed constraints are satisfied. 
Wp -WpGu 
[ : j 0 WrGu [ : j (3.15) 0 Wu 
[I - Gu ] 
=P 
This particular problem is a difficult one to solve. It is computationally simpler to design 
a suboptimal controller instead. That is, obtain a controller that is close to but not the 
same as the optimal controller with respect to the H 00 norm. Additionally, it is only 
possible to solve this problem with the standard H00 algorithm when formulated as the 
stacked problem shown in Eq. (3.16). 
::; 1 (3.16) 
00 
It is to be noted that the above condition is more conservative than the original con-
straints in Eqs. (3.12)-(3.14). So, for 'Y > "(opt > 0 we find a controller K such that: 
(3.17) 
00 
where "(opt is the optimal value. Another significant advantage of H00 type controllers 
is that in MIMO systems it offers one of few systematic ways to design for specific 
shape of S and T while satisfying performance and stability robustness. One possible 
drawback to H 00 controllers is that the controller order is equal to at least the order of 
the generalized plant. This means that the controller has the same number of states as 
the open-loop plant plus the number of states present in all of the weights. Thus high 
order weights coupled with high order MIMO system, the order of the controller can be 
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quite large. Thus, the order of the controller in H 00 design will be at least as large, and 
in some cases, probably larger than in LQG designs. 
3.3 McFarlane-Glover H00 Loop Shaping 
In general, both LQG and H 00 are capable of providing nominal stability and perfor-
mance. Although with H 00 one can design for higher robustness and with LQG one can 
iterate the design to achieve improved robustness, both methods tend to be conservative 
and do not provide optimal trade-off in performance and robustness. In MIMO designs 
robustness is typically difficult to design for. Furthermore, sacrifices in performance are 
inherent when designing for robustness in any system. McFarlane-Glover design is one 
solution to the robust design that addresses these concerns. It has many advantages in-
cluding: no I iteration, ease of application to MIMO systems, and the speed of solution 
when compared to ad-hoc methods. The following sections provide a summarization of 
this robust stabilization method for both a one- and two-DOF controllers. 
3.3.1 One DOF Formulation 
Consider a plant G that admits a doubly coprime factorization. Let the left coprime 
factorization be given as: 
(3.18) 
Figure 3.5 and Eq. (3.20) show how an uncertain plant Gp is written in terms of left 
coprime factors and the corresponding coprime uncertainties. 
(3.19) 
!:::.M and !:::.N are the stable uncertainties in transfer matrices M and N of the nominal 
model G. The uncertainty description may not appear intuitive but it leads to an elegant 
solution. The control objective is to stabilize all Cps such that 11[!:::.M !:::.N]i1 00 is less than 
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N M 
K 
Figure 3.5 Block Diagram for Coprime Uncertainty 
some stability margin E, where E is maximized. As follows from the small gain theorem 
and presented in [21] the robust stability condition is given as follows: 
(3.20) 
Where F,, ( G, K) is the lower linear fractional transformation between G and K. The 
lowest achievable 'Y is given in Eq. (3.21) [8]. 
'Ymin = t:;;,~x = (1- ll[N MJ!li) 21 = (1+p(XZ))21 (3.21) 
The norm is the Hankel norm, p is the spectral radius, and Z and X are the unique 
positive definite solutions to the Algebraic Ricatti Equations in (3.22) and (3.23). 
(A - Bs-1 DTC)Z + Z(A - Bs-1 DTcf - zcT R-1cz + Bs-1 BT= o (3.22) 
(A- Bs-1DTC)TX + X(A- Bs-1DTC) -XBs-1BTX + CTR-1C = 0 (3.23) 
where 
R =I+ DDT s =I+ DT D 
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The robustifying controller K,...., (A, B, C, D) for 'Y > 'Ymin is then given by 
[
A+ BF+ 'Y2 (LT)-1 zcr(C + DF) 
BTX 
K (3.24) 
F -s-1(nrc +Br x) 
L (l - "f2 )I + XZ 
Note that it is not necessary to do gamma iteration because one only needs to solve Eqs. 
(3.22),(3.23), and (3.21) to find 'Ymin· However, Eq. (3.24) is singular when 'Y = 'Ymin; so, 
a suboptimal 'Y must be used. One of the benefits of this procedure is that it quantifies 
the robustness of the controller to coprime uncertainty. Additionally, the plant can be 
a shaped plant Gs = GKP, where KP is a controller designed to achieve a certain per-
formance. This process does not even require that Gs be stable, and this can be helpful 
when trying to satisfy some performance requirements. Also, more often the robustify-
ing controller has a minimal negative effect on the performance in the closed-loop. 
The design procedure for Mcfarlane-Glover robust stabilization in this thesis is ba-
sically two-fold. In the first step, an inner-loop controller is designed to ensure good 
performance and in the second step a robustifying controller is designed as the outer 
loop using the above procedure. Figure 3.6 shows a block diagram illustrating the 
K 
~K:}~-K:--~ G H 
: _.. L-·-··--· : L-.... ~ ... ....J I 
I I ! '------------------' I 
I 
I 
Figure 3.6 Block Diagram for Robustifying Design 
implementation of the final Mcfarlane Glover design. The only subtle difference is the 
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constant weight W to ensure that the gain between r and y is one. This is necessary 
because the optimization algorithm for McFarlane-Glover loop shaping doesn't enforce 
this condition. The order of the robustifying controller will be the same as that of the 
loop transfer function (plant and the performance controller). In this thesis, the inner-
loop controller used for shaping the plant is an LQG controller. However, LQG design 
yields the shaped plant with at least 52 states (25 from the plant and 27 from the con-
troller). The McFarlane-Glover controller in this case will therefore have an extremely 
large order and thus any plan to implement this design will be cumbersome. However, 
if the order reduction is performed on the LQG controller prior to McFarlane-Glover 
design, the order of the 1-DOF Glover-McFarlane controller will be significantly smaller. 
This order will still be larger than the 2-DOF design. 
3.3.1.1 Controller Reduction 
All controllers presented in this thesis have order at least equal to the open-loop plant 
order, and in the case of the 1 DOF McFarlane-Glover, and µ-synthesis controllers the 
order is even higher. When it comes to the practical implementation of these designs, 
simpler (smaller) designs will be more practical. The method used to reduce the order 
of the controller will be a balanced residualization which is presented in Section ( 4.1). 
This method was chosen because it preserves the steady state gain of the controller. The 
number of states to be removed from the controller is selected on the basis of the size 
of the error from the original controller, and the performance of the closed-loop system. 
Such an analysis for actual designs will be presented in Section ( 4). 
3.3.2 Two-DOF H00 Formulation 
Up to this point all the controllers that have been design were single degree of 
freedom. This means that the controller was designed assuming that the signal into 
the controller was an error signal or (Ym - r). This is fine but if r and y are the same size 
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(and have the same 'meaning'), however this model r is 2 x 1 and Ym is 17x. Furthermore 
r is the lift and roll moment command, and only the first two elements of Ym correspond 
to measured lift and roll moment. A single degree of freedom design simply ignores 
the fact that there is a reference singal effectively assuming r is of the same size and 
'meaning' as Ym· When considering a reference signal input this means that the designed 
controller causes the transfer function from r to Ym to effectively be identity. This means 
that a single degree of freedom controller will need to have a prefilter if it is desired to 
have the 'feel' of some dynamics between r and Ym· This effectively means that you 
are leaving one degree of freedom out of the design, and may be insufficient to ensure 
good tracking. A two degree of freedom (DOF) McFarlane-Glover approach fixes this 
problem. This approach improves the model matching abilities of the closed-loop and 
eliminates the need for a prefilter, by designing a feedforward and a feed back controller 
simultaneously. This is illustrated by the diagram in Fig. 3.7. The control design 
Figure 3. 7 Block Diagram for 2 DOF McFarlane-Glover Design 
problem is then to find a controller K = [K1 K2] that minimizes the H00 norm of the 
transfer matrix depicted in Eq. (3.25). 
u 
y 
e 
p(I - K2G)-1 Ki 
p(I - GK2)-1GK1 
p2[(I - GK2)-1GK1 -TreJ] 
K2(I - GK2)-1M-1 
(I - GK2)-1 M-1 
p(I - GK2)-1 M-1 
[ : l (3.25) 
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The control signal to the plant is: 
(3.26) 
The prefilter ensures that 
(3.27) 
Where Tref is the desired closed-loop transfer function for model matching, and p is 
a parameter that reflects the relative importance of model matching and robust sta-
bilization. A key difference between the one degree-of-freedom situation and the two 
degree-of-freedom situation is that gamma iterations are required to solve this problem. 
In fact, the solution of this problem involves the use of a standard H 00 algorithm. All that 
is required is to formulate the generalized plant and follow a traditional RXJ procedure. 
If G and Tref have state space representations G(Ag, Bg, Cg, Dg) and TreJ(At, Bt, Ct, Dt) 
then the generalized plant P has a state space representation given by Eq. (3.28). 
Ag 0 0 (BgD~ + ZC'{)R-:} Bg 
0 At Bt 0 0 
0 0 0 0 I 
P(A,B,C,D) = Cg 0 0 R! Dg (3.28) 
pCg -rho2Ct -p2Dt I pH2 pDg 
0 0 pl 0 0 
Cg 0 0 R! Dg 
where R = (I+ DgD~) and Z the solution of the ARE in Eq. (3.23). The final 
implementation of the two DOF loop shaping controller is depicted in Fig. 3.8. 
3.4 Robust Stability Analysis 
Robust analysis techniques were used to analyze the stability of control system. 
Both additive, and input multiplicative uncertainty characterizations were developed to 
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Figure 3.8 Block Diagram for 2 DOF Hoo Loop Shaping Control 
verify the robustness of the controller design to unmodeled dynamics. In the additive 
uncertainty formulation, the unmodeled dynamics represented all modes higher than 
fist five modes of the system. The control design model considered only first five modes 
of the system. Additionally, in Section (3.6.1), real parametric uncertainty in natural 
frequencies and damping coefficients are investigated. This development is postponed 
until latter section as it requires some background of the structured singular value. 
3.4.1 Additive Uncertainty 
Unmodeled or ignored (higher order) dynamics are commonly represented as additive 
uncertainty 6.A(s) in parallel with the nominal model G0 (s) (see Fig. 3.9). In this case, 
the stability robustness can be analyzed when the perturbations in these models are 
bounded [3]: 
0-[~G(s)] :S 6.Gmax(s) (3.29) 
where, a is the maximum singular value. This bound is used to form an uncertainty 
envelope for the transfer function Gu(s). The bound is found such that [Gu(s)[ 2 
a[~G(s)]. A sufficient condition for stability for the additive uncertainty model is given 
in Eq. (3.30) [3]. 
(3.30) 
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where C(s) denotes the controller transfer function matrix, and the argument has been 
dropped for convenience. The controller has a state space representation which in the 
case of LQG controller has the following form: 
[ Ac Be 1 = [ A - BK - LC L 1 (3.31) 
Cc De K 0 
where A, B, C, K, L are the state space and gain matrices defined earlier. The 
conditions in Eqs. (3.32) and (3.33) are sufficient for robust stability. 
uli.l.GI s IGul (3.32) 
IGul s u[C(I +lGoC)-1] (3.33) 
The block diagram for additive uncertainty is given in Fig. 3.9. 
Aa<s) 
C(s) 
Figure 3.9 Block Diagram for an Additive Uncertainty 
The standard forms for this uncertainty characterization are shown in Figs. (3.10), 
(3.11), and (3.12). From Fig. (3.10), the system can be written in the standard P-K-1.l. 
framework with du as Gydwd. 
yd Gydwd Gydw Gydu wd 
y Gywd Gyw Gyu w (3.34) 
M GMwd GMw GMu u 
\V 
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Figure 3.10 Additive Uncertainty Description 
By lower fractional transformation or inspection of Fig. (3.11), Eq. (3.35) is obtained 
for the additive uncertainty models. 
(3.35) 
One sufficient condition for robustness is then: 
(3.36) 
As defined in Eq. (3.35), Nydwd can be formulated as: 
(3.37) 
It can be shown that: 
(3.38) 
This condition on b.max is then used in robustness analysis in this thesis. 
(3.39) 
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Figure 3.11 The System in Standard P-K-fl Form 
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Figure 3.12 N-fl Configuration 
3.4.2 Input Multiplicative Uncertainty 
The development process is similar for input multiplicative uncertainty. Beginning 
with the description shown in Fig. (3.13) a lower linear fractional transformation is 
preformed between P and K to yield Nydwd· Then, as in Eq. (3.36), the infinity 
norm of Nydwd must be bounded by one. The advantage of this PK fl framework is that 
many types of uncertainties can be analyzed in a uniform setting. The only difference 
between the additive and the input multiplicative characterizations lie in the exact form 
of Nydwd· The form resulting in the input multiplicative expression of uncertainty yields 
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Figure 3.13 Input Multiplicative Uncertainty Configuration 
the following sufficient condition. 
(3.40) 
Wi is a diagonal constant weighting matrix where the constant represents a percentage 
of the input signal (i.e. 0.25 for 25% uncertainty). This condition is then used to analyze 
the robustness of the system. 
3.5 µ-analysis of Robust Stability and Performance 
Simply stated robust performance means that for entire class of uncertain plants 
the closed-loop system can still satisfy the performance requirements. MIMO robust 
performance analysis makes use of the structured singular value (SSV) measure. The 
robust stability problem and the robust performance problem are very similar. In fact 
the robust performance problem may be represented as a robust stability problem by 
adding another 6. block say 6.p from the exogenous outputs to the exogenous inputs. 
This representation is displayed in Fig. (3.14). 
3.5.1 Structured Singular Value 
For structured 6. blocks as in the above figure, the SSV is a tighter bound than those 
developed in Section (3.4). The SSV is defined in [21] as follows 
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Figure 3.14 Block Diagram Representation of the Robust Performance 
problem 
Definition 1 Let M be a complex matrix and let b. = diagb.i denote a set of complex 
matrices with a(b.) -:::; 1 and some given block diagonal structure. The real non-negative 
function µ ( M), called the structured singular value, is defined by 
1 
µ(M) := -----------
min{km I det(J - kmMb.) = 0 a(b.)-::::: 1} 
3.5.2 µ Robust Stability Analysis 
(3.41) 
From the generalized Nyquist stability criterion the stability condition is derived. 
RS<=:? det(J - M b.(jw))-=/- 0, Vw, Vb., a(b.(jw))-:::; 1 Vw (3.42) 
It is apparent that finding the scaling factor km that sets the system on the verge of 
instability (i.e., the determinant is 0) is in fact the definition of µ(M). This leads to the 
following Theorem for the necessary conditions for robust stability. 
Theorem 1 Let a nominal system M and perturbations b. be stable. Then the M -b. 
system like the one in figure (3.12) is stable for all allowed perturbations with a(b.) -:::; 
1, Vw if and only if 
µ(M(jw)) < 1, Vw (3.43) 
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3.5.3 µRobust Performance Analysis 
As stated before robust stability and robust performance are similar and thus the 
µ-analysis for robust performance is nearly the same as for robust stability. For the 
system in Fig. 3.14 the following theorem holds and can be used to assess the robust 
performance. 
Theorem 2 If N is internally stable then 
(3.44) 
where the structured singular value µ is computed with respect to the fallowing D..-block 
(with D..P a full complex perturbation matrix). 
(3.45) 
Analysis with the properly structured D.. using Eq. (3.44) will provide a tighter bound 
than that would be possible using an H00 bound. Additionally, using the N-D.. form 
of Fig. (3.14), stability, robust stability, and nominal performance conditions may be 
restated. Nominal stability is ensured when N is internally stable. Robust stability is 
ensured when µ(N11 (jw)) < 1, Vw. Lastly, nominal performance is ensured when N is 
nominally stable and a(N22 (jw) < 1, Vw. 
3.5.4 Real Parametric Uncertainty Characterization 
The development of the SSV and µ-analysis now permits the investigation of para-
metric uncertainty (as its D.. blocks have a diagonal structure). This uncertainty repre-
sents a real uncertainty in the frequency and damping of each of the aeroelastic modes. 
Under a transformation to companion form. These individual uncertainties (woi and (oi) 
are present only in elements a21 and a22 of each decoupled modal block. Consider the 
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following example: 
An~ [ -(Wn: Wfo)2 -2(wn + W:n)((n + (<n) ] (3.46) 
Next simplifying this expression and defining A matrix uncertainties a21 and a 22 yields 
A= [ 0 1 (3.47) -w; -2WnWfo - W~n -2Wn(n -2w.sn(n - 2wn(<ln - 2W<ln(<l 
ii21<l1 ii22'52 
Now, express these uncertainties as a weighing matrix multiplied by a diagonal real ~ 
block who's infinity norm is less than 1, all of which is in parallel to the nominal A 
matrix. 
A= [ O -w; (3.48) 
As the transformed A matrix had decoupled modes, this approach is easily extended to 
the general n-mode case where the uncertainty of each set of modal parameters may have 
different values. In this work however only a certain percentage uncertainty in all Wn or 
all (n parameters will be considered. A block diagram describing this interconnection 
and displaying the P0 K ~ configuration is shown in Fig. 3.15. The A~ matrix is a 
collection of n weighting matrices for each mode (as developed above). 
3.6 H00 Design for Robust Stability and Performance 
In Section 3.2, the controller was formulated without considering uncertainty in the 
plant. However, one of the advantages of H 00 is that it allows the designer to design the 
controller for robustness without need of ad-hoc methods. Consider the additive uncer-
tainty characterization presented in Section 3.4.1. Equation (3.35) gives the condition 
for robust stability for this additive characterization. However, note that this expression 
for Nydwd may also be thought of as: 
II ~maxCS lloo:S 1 (3.49) 
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Figure 3.15 PK6. Form for Parametric Uncertainty in the Plant 
and that with 6.max =Wu, this is exactly the H00 condition on the control signal. This 
means that it is possible to design an H 00 controller for greater robustness by selection 
of 6.max or a function that bounds it, as the weight on the control effort KS. Similarly, 
when considering the input multiplicative uncertainty case, the expression for Nydwd is 
given in Eq. (3.40). This condition is the same as WiTJ. However in the stacked H 00 
problem presented earlier there are no maps from any input to any output that equal T1 . 
Note that in SISO case this is not a problem since T = T1 . By introducing an additional 
exogenous inputs and outputs (ut:.. and z6. respectively) as shown in Fig. 3.16 it is 
possible to form a new stacked H 00 problem that allows one to directly design for robust 
stability to input multiplicative uncertainty. However this would likely prove a difficult 
problem to solve. Another method that can allow design for robust stability to 
multiplicative uncertainty is to use a higher order weight on KS. This can work in some 
cases due to the fact that T1 = KSG. In this particular case using a constant Wu always 
yields an Nydwd that has a spike that is larger than one. This clearly means that the 
system will not be robustly stable, however, it also provides insight as to how to design 
a higher order weight on KS that drastically reduces Nydwd at a particular frequency. 
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Figure 3.16 Weighting Scheme for H 00 Input Robustness Design 
Details concerning this weight selection are outlined in the simulations section. It is also 
possible but more difficult to design for robust performance with H 00 • The condition for 
robust performance is closely approximated by mixed sensitivity H 00 condition of Eq. 
(3.50) (although this condition is more conservative) for SISO systems. However the 
MIMO case usually requires the use of the structured singular value and D-K iteration 
(which is presented in the following section). 
(3.50) 
00 
3.6.1 µ-Synthesis 
The µ-Synthesis problem is to find a controller such that the function µ(N(jw)) is 
minimized. Currently there are no direct methods to synthesize such a controller. How-
ever, µ-Synthesis by D-K iteration is an ad-hoc method that provides a non-optimal 
solution to the µ-synthesis problem. D-K iteration is a method that successively com-
bines H 00 synthesis andµ analysis and often produces good results. The idea is to start 
with the upper bound on µ written in terms of the scaled maximum singular value 
(3.51) 
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and then find a controller that minimizes the maximum singular value over some fre-
quency range by alternately minimizing Eq. (3.52) with respect to either K or D with 
the other fixed. 
(3.52) 
The steps of this method are summarized ([21]) as follows: 
1. K-step. Synthesis and Hoo controller for the scaled problem, minx ll(DN(K)D-1 )11 00 
with a fixed and probably constant D(s). 
2. D-step. Find D(jw) to minimize jj(DN D-1(jw)) with the N from the last step. 
3. Curve Fit. Fit the magnitude of each element of D(jw) to a stable minimum 
phase transfer function D(s) of a specified order. Then repeat step one with this 
D(s), and continue this iteration until theµ condition is satisfied. 
The H 00 problem that is solved in this particular case is the S-T mixed sensitivity prob-
lem. Also, the resulting controller often has a very high order depending on the limita-
tions imposed on the order of D( s), and this will likely necessitate controller reduction 
before implementation. 
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4 CONTROLLER DESIGN FOR A MORPHING WING 
This chapter presents different controller designs and simulation results for the mor-
phing wing configuration of interest. Several controllers were designed to control the 
'morphing' of the wing to achieve desirable aerodynamic performance. The wing system 
is a MIMO system, i.e., it has multiple inputs and outputs. The actuators are assumed 
to be electro-mechanical devices having first order strictly proper dynamics. A first order 
model of the actuators was chosen to keep the overall size of the control design model 
small, but future work may possibly include higher order actuator models. The sensors 
are assumed to be accelerometers with double integrators to yield displacements as the 
outputs. The actuators and sensors are assumed to be in a collocated configuration. 
The reference signals to track are desired lift and roll moments. All controller designs 
presented are either designed or tuned using robustness analysis to achieve the desired 
stability margins and robust performance. Since a complete model of the wing with 
all actuators, sensors, and structural modes is impractical to handle, a model reduction 
is performed to obtain a smaller size model without losing the significant dynamics of 
the system. The model reduction was performed using a two-pronged approach. First, 
the size of the structural dynamic model was reduced by truncating the less significant 
modes. Then the number of actuators was reduced based on their controllability index. 
The number of actuators decreased from 50 to 15. Additionally, the robustness of the 
system under additive, parametric, and input multiplicative uncertainties was investi-
gated. For one degree of freedom designs, a prefilter was utilized to achieve the desired 
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tracking performance. A summary of the results is presented in the final section of this 
chapter. 
Controller Plant 
Figure 4.1 Diagram of MIMO Morphing Wing System 
4.1 Model Reduction 
The initial model of the system consisted of 70 states which include 20 states from 
10 mode-model of the system and 50 states from actuator dynamics. In spite of such a 
high-order model it was possible to design controllers without much difficulties. However, 
the factors such as solution time, numerical issues, and applicability of more sophisti-
cated control techniques like H 00 and McFarlane-Glover type methods motivate model 
reduction exercise. As the first approach, the last five structural modes were truncated 
from the model before the aerodynamics and state-space models were generated. Al-
though this approach does achieve the desired effect, it doesn't not take into account 
how much effect each eliminated state has on the input-output behavior. Consequently, 
a balanced grammian approach [21] was utilized to reduce the system order from a 10-
mode 20-state model to a 5-mode 10-state model. This begins by finding a balanced 
realization of the combined structural-aerodynamic system G ,..._, (A, B, C, D). This real-
ization is characterized by the solution to the Lyapunov equations (4.1) and (4.2) with 
P = Q = diag[a1, a 2, ···,an], where a1, a2, ···,an are the singular values of G. 
A.P + pA_T + i3iF = 0 
A.TQ+QA.+crc = o 
( 4.1) 
(4.2) 
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Since P and Q are the controllability and observability grammians of the transformed 
system G,...., (A, B, C, D), the balanced grammian identifies which states are weakly con-
trollable and observable and thus can be eliminated. The state similarity transformation 
from G to G can be easily obtained in Matlab. Figure 4.2 shows the maximum singular 
value plot for both the full and reduced order model. The difference is nearly negligible 
and thus this reduction is rightly justified. However, the reduction in the number of 
modes below 5 appears to cause a significant difference in the model. 
Maximum Singular Values for Open loop Planls (5 modes, and 10 modes) 
23 
22 
16 
10' 10' 10' 
frequency (rad/s) 
Figure 4.2 Comparison of Open Loop 5 and 10 Mode Models 
4.2 Actuator Placement Strategy 
Initially, in the development of the model an evenly distributed grid of 50 actuators 
and sensors was deployed over the wing's top surface. Such an arrangement is not 
only expensive but it also leads to a much larger model as each actuator is represented 
by a first order transfer function and contributes an additional states to the system. 
Therefore, it is desirable to select the locations out of these original 50 actuators that 
are best for the placement of possibly a fewer number of actuators. There have been 
many effective approaches to optimization problems of this type. In [10], one such 
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approach based on spatial controllability measures is described. In [9], the controllability 
grammian is used to optimize sensor and actuator locations. The approach used in this 
paper is similar to [9] in that the 'optimal' locations for the actuators are those where 
the balanced grammian is maximized. However, this approach differs slightly in that 
the actuators are considered on an individual basis and not in groups. More specifically, 
the actuators are ranked by the performance index given by Eq. (4.3). 
(4.3) 
Using this index the top 15 actuator locations are selected individually and these are 
then used in the control system design. 
4.3 LQG Control Design 
A strategy for comparison of the different control designs was utilized when designing 
each controller. The steps that were followed were as follows: (i) design a controller that 
will track the commanded step inputs ensuring that the design yields minimal deflections 
of the wing, and minimal control energies; (ii) attempt to design (iteratively or directly) 
the controllers to yield Robust Stability, Nominal Performance, and, if possible, Robust 
Performance for the three uncertainty characterizations; (iii) lastly, place lower and up-
per bandwidth constraints on S and T so that all controllers designed for a specific 
uncertainty description may be compared to each other. Often without this last step a 
controller can achieve higher bandwidths, which is desirable, but then different designs 
are more difficult to compare qualitatively. The commanded lift used as the input for 
time simulations was estimated from a desired climb rate of 11 m/ s. The commanded 
roll moment is simply chosen arbitrarily to be 10 % of the commanded lift. The values 
work out to be: La ::::::: 304.5(N), and MR ::::::: 30.45(Nm). Both step inputs are applied 
simultaneously, and the step responses, deflections, and control signals were plotted. 
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The first design investigated was an LQG controller which was designed using the devel-
opment in section (??). It was not difficult to design a controller which in combination 
with the second order prefilter mentioned previously provided good tracking and had 
desirable response characteristics. However, there were several other design concerns in-
cluding limiting maximum deflection of the wing and the size of control signal required. 
Limits on deflection inherently limit the amount of stress induced into the wing while 
undergoing deformation and this is a major structural issue. The following sections 
present the details on the choice of weighting matrices for the LQG design, and the 
resulting simulations for each design. 
4.3.1 LQG Design for Additive Uncertainty 
The weighting matrices Q e and Re for regulator design were chosen such that the 
resulting observer dynamics were much faster than the controller dynamics. However, 
when designing a controller for implementation on a physical system these values will 
be based off of spectral knowledge of the actuator and sensor noise. The matrices Q 
and R were designed methodically. With the system in companion form the structural 
modal coordinates qn and their time derivatives iJ.n were given a very small weight, the 
actuator states were also given relatively small weight, but the two integral error states 
were weighted heavily in comparison. This was to make sure that the closed loop system 
was able to track reference step inputs. The control energy weight was selected such 
that the size of the control signals were as small as possible. Through trial and error it 
was observed that the difference between the maximum magnitude of the elements of R 
and the elements in Q strongly influenced the closed loop bandwidths for the lift and 
roll moment tracking channels. The weighting matrices used are: 
Qdiag = [Q1 = 10, · · ·, QiO = 10, Qu = 1, · · ·, Q26 = 200, Q27 = 100] 
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R = 0.01 [I15x15] 
The closed loop bandwidth on T (imposed on S) required for desirable tracking of step 
input a bandwidth that was much lower than the 150 Hz bandwidth selected as a robust 
performance weight. Generally, it would be desirable for S and T to have as large of a 
bandwidth as it is possible so that the robustness (for both, stability and performance) 
is improved. However, to compare different controller methodologies it was necessary to 
make their closed loop bandwidths similar or else these comparisons would not be very 
meaningful. As a result, a closed loop bandwidth on S slightly larger than 150H z was 
designed in the two tracking channels. The following are plots of S, T, K, and KS for 
the final design. 
Figure 4.3 Singular Values of the Sensitivity Function S (LQG Additive 
Uncertainty) 
It is clearly seen in the time response plots that the closed loop tracking requirement is 
satisfied, the displacements are well under 23 of the wing span, and the control signals 
are reasonable for commercially available actuators and amplifiers. 
The robustness under additive uncertainty from unmodeled dynamics was checked in 
two ways. First the sufficient condition for robust stability in Eq. (3.39) is utilized. 
Figure 4.10 shows that this condition is easily satisfied. 
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SinQl.llarValueBofT 
Figure 4.4 Singular Values of the Complementary Sensitivity Function T 
(LQG Additive Uncertainty) 
Figure 4.5 Singular Values of the Controller (LQG Additive Uncertainty) 
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Figure 4.6 Singular Values of KS (LQG Additive Uncertainty) 
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Figure 4. 7 Lift and Roll Moment Step Response (LQG Additive Uncer-
tainty) 
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Figure 4.8 Z-displacements vs Time (LQG Additive Uncertainty) 
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Figure 4.9 Control Signals vs Time (LQG Additive Uncertainty) 
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Figure 4.10 Check of the Sufficient Robust Stability Condition for Additive 
Uncertainty (LQG) 
Second the nominal performance, robust performance, and robust stability of the closed 
loop system were checked using the µ-analysis methods presented in section (3.5). The 
structured singular value plots in Fig. 4.11 are all below 1 indicating that the system 
has robust performance and robust stability under this uncertainty description. In fact, 
the robust stability is very easily satisfied for this uncertainty description indicating that 
unmodeled dynamics may not be a very significant source of uncertainty. 
Figure 4.11 Structured Singular Value Plots (LQG Additive Uncertainty) 
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4.3.2 LQG Design for Input Multiplicative Uncertainty 
Again the weighting matrices Qe and Re were chosen such that the resulting observer 
dynamics were fast. The matrices Q and R were designed in a manner similar to the 
additive case, only with different weighing values on the two integral error states. The 
weighting matrices used were: 
Qdiag = [Q1=10, · · ·, QiO = 10, Qu = 1, · · ·, Q25 = 300, Q27 = 150] 
R = 0.01 [11sxl5] 
The closed loop bandwidth on S slightly larger than 150H z was designed for, and the 
plots of S, T, K, and KS for the final design are shown in the following figures. 
SlngUtatvaluesofS 
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Figure 4.12 Singular Values of the Sensitivity Function S (LQG Input Mul-
tiplicative Uncertainty) 
The time domain responses again show that tracking, z displacement, and control 
signal are desirable. 
For input multiplicative uncertainty the necessary and sufficient condition for robust sta-
bility in Eq. (3.40) was checked for an input uncertainty of 253 in each input channel. 
Figure 4.10 shows that this condition is satisfied as Nydwd < 1. The nominal perfor-
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Figure 4.13 Singular Values of the Complementary Sensitivity Function T 
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Figure 4.14 Singular Values of the Controller ((LQG Input Multiplicative 
Uncertainty) 
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Figure 4.15 Singular Values of KS (LQG Input Multiplicative Uncertainty) 
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Figure 4.16 Lift and Roll Moment Step Response (LQG Input Multiplica-
tive Uncertainty) 
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Figure 4.17 Z-displacements vs Time (LQG Input Multiplicative Uncer-
tainty) 
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Figure 4.18 Control Signals vs Time (LQG Input Multiplicative Uncer-
tainty) 
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Figure 4.19 Check of the Robust Stability Condition for Input Multiplica-
tive Uncertainty (LQG) 
mance, robust performance, and robust stability of the closed loop system were again 
checked using µ-analysis methods for a 103 uncertainty in the input. The structured 
singular value plots in Fig. 4.11 are all less than 1 indicating that the system has robust 
performance and robust stability for this uncertainty description. If only robust stability 
and nominal performance are required, then it is possible to satisfy these conditions for 
up to 253 input multiplicative uncertainty. 
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Figure 4.20 Structured Singular Value Plots (LQG Input Multiplicative Un-
certainty) 
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4.3.3 LQG Design for Parametric Uncertainty 
For the real parametric uncertainty description, Qe and Re were designed the same 
way as in Sections (4.3.1) and (4.3.2). However, a slightly different approach was taken 
toward designing Q, and R. In the previous two sections the states of the system were 
qn and Qn (the generalized coordinates of the structural system). However, with uncer-
tainty in Wn and (n of the aeroelastic system it is helpful to directly work with modes of 
the aeroelastic system. So the first step in Q and R design was a state transformation 
that decoupled the system into its aeroelastic modes. Next, using plots of the controller 
singular values, and of the µ bounds the states corresponding to the various modes were 
weighted to achieve the best robust stability and nominal performance. It was impossi-
ble to achieve robust stability and nominal performance while keeping the bandwidth of 
S at around 150 Hz, so the allowed bandwidth was increased. This was accomplished by 
weighting some inputs more heavily than others, i.e., effectively increasing the difference 
between the maximum magnitude of the diagonal elements of R, and the maximum 
magnitude of the elements of Q (i.e. the weights on the integral error states). The exact 
weighing scheme was determined by the importance of each input to the input-output 
response. Since the inputs were already ordered in this manner because of the method 
for actuator selection, R was fairly easy to form. The resulting weighting matrices are 
given as follows: 
Qe = le7 [J15x15] Re = fi1x17 
Qdiag =[Q1 = 0, Q2 = 0, Q3 = 5e3, Q4 = 5e3, Qs = 5e4, Q5 = 5e4, Q1 = 5e5, 
Qs = 5e5, Q9 = 0, Q10 = 0, Qu = le3, · · · , Q25 = 250, Q21 = 212.5) 
Rdiag = [R1 = le - 2, Q2 = 9.6e - 3, · · · , R1s = 5e - 3] 
The singular value plots of S,T,KS, and Kare given in Figs. 4.21-4.24. Notice how the 
magnitude of K is increased at the natural frequencies of the aeroelastic modes. Also 
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note that the singular values S and T due to the lift and roll moment channels have 
larger bandwidths than before. 
Figure 4.21 Singular Values of the Sensitivity Function S (LQG Parametric 
Uncertainty) 
10' 
hqumcy(nidl•) 
1o' 
Figure 4.22 Singular Values of the Complementary Sensitivity Function T 
(LQG Parametric Uncertainty) 
Examining the step response, z-displacement, and control signal plots vs time, it is seen 
that the displacement is well under 23, the control signals are a maximum of 15 V, and 
the tracking response is excellent. 
One key difference for parametric uncertainty is that it was much more difficult to satisfy 
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Figure 4.23 Singular Values of the Controller (LQG Parametric Uncer-
tainty) 
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Figure 4.24 Singular Values of KS (LQG Parametric Uncertainty) 
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Figure 4.25 Lift and Roll Moment Step Response (LQG Parametric U ncer-
tainty) 
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Figure 4.26 Z-displacements vs Time (LQG Parametric Uncertainty) 
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Figure 4.27 Control Signals vs Time (LQG Parametric Uncertainty) 
robust stability and nominal performance. For the LQG controller the maximum amount 
of tolerable uncertainty in (n before violation of the robust stability condition was 200%. 
The maximum amount of uncertainty in Wn tolerated before violation of robust stability 
was only 2%. When considering uncertainty due to both parameters simultaneously, 
Wn tends to be the dominant factor. In this case, the maximum amount uncertainty 
tolerated for robustness in each parameter is less than these values. However, note that 
with these uncertainty levels the controller doesn't have robust performance. If robust 
performance is desired the controller can only tolerate 1703 uncertainty in (n and 1.93 
uncertainty in Wn 
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Figure 4.28 Structured Singular Value Plots for LQG Parametric Uncer-
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Figure 4.29 Structured Singular Value Plots for LQG Parametric Uncer-
tainty in Wn 
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4.4 Single DOF McFarlane-Glover Design 
Hoping to achieve improvements in the amount of parametric uncertainty that could 
be tolerated, a McFarlane-Glover loop shaping design (outlined in section (3.3.1)) was 
attempted using a reduced order LQG controller as the performance controller. Because 
there is an inherent trade off between robustness and performance the nominal LQG 
controller was designed to have a similar state weighting to the one in section ( 4.3.3) 
except for an increased weighting on the integral error states (for greater performance). 
The weighting matrices used are the following: 
Qe = le7 [Il5xl5] Re = I11x17 
Qdiag =[Q1 = le4, Q2 = le4, Q3 = le4, Q4 = le4, Q5 = le3, Q6 = le3, Q1 = le3, 
Qs = le3, Qg = le2, Qi 0 = le2, Qn = le3, · · · , Q26 = 2.5e3, Q21 = 2.5e3] 
Rdiag = [R1 =le - 1, Q2 = 9.36e - 2, · · ·, R15 =le - 2] 
The McFarlane-Glover Controller will have a number of states equal to the number 
of plant states plus the number of states in the LQG controller. This means it was 
necessary to reduce the order of the LQG controller. A reduction to 8 states using a 
balanced residualization method made only a small difference in the controller singular 
values over the key frequency range as is shown in Fig. 4.30. The singular value plots 
of S for the nominal LQG design, and the plots of of S, T, K, and KS for the robustified 
design are given in the following figures. Notice that there is a marginal reduction in 
the peak value of S (a measure of Robust Stability) from 1.2023 in the nominal LQG 
design, to 1.0902 in the robustified design. However, for this marginal improvement in 
robust stability the nominal performance is adversely affected. With 
the proper constant gain (needed due to the algorithm employed) to ensure steady state 
tracking the time responses under step reference input are still desirable. 
The 'Ymin = 1.5488 suggests that the closed loop can allow 64 3 cop rime uncertainty 
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Figure 4.32 Singular Values of the Sensitivity Function S for the Robustified 
Controller 
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Figure 4.34 Singular Values of the Robustified Controller 
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Figure 4.35 Singular Values of KS for the Robustified Controller 
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Figure 4.36 Lift and Roll Moment Step Response for the Robustified Con-
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Figure 4.37 Z-displacements vs Time for the Robustified Controller 
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Figure 4.38 Control Signals vs Time for the Robustified Controller 
and still have robust stability. However, theµ analysis plots show that the robustified 
controller has produced only a small improvement in robust stability over the LQG 
design (205% in (n, 2% in wn) to parametric uncertainly. Furthermore, the analysis 
shows that the system no longer has nominal performance (for a performance weight 
bandwidth of 150 Hz). Attempts to satisfy nominal performance were only successful if 
the performance weight bandwidth was relaxed to 135 Hz) 
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Figure 4.40 Structured Singular Value Plots of the Robustified Controller 
for Parametric Uncertainty in Wn 
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4.5 Two DOF McFarlane-Glover Design 
Despite some performance limitations in the single degree of freedom loop shaping 
design, coprime uncertainty has been shown in [2] to relate well to real parametric 
variations in Wn and (n. A two DOF McFarlane-Glover design, which was developed in 
Section (3.3.2), should be able to yield increased robustness to parametric uncertainty. 
This time, instead of using an LQG controller to achieve performance, pre- and post-
compensators W1 and W2 were used to shape the plant before the robustifying controller 
was designed. The resulting controllers should exhibit desired tracking responses, and 
have excellent robustness properties. 
4.5.1 Two DOF McFarlane-Glover Design for Additive Uncertainty 
There are two major steps to a two degree of freedom design. The first is to select 
a proper transfer function Tref for model matching. The Tref used in all of the 2 DOF 
designs was a diagonal weighting of the following form: 
T, d' ( 6.25 ) 
ref = iag s2 + 3.5s + 6.25 2x2 (4.4) 
This diagonal second order transfer matrix is selected such that the time response will 
be similar to a second order system with 53 overshoot, a settling time of 2.66 seconds, 
and a rise time of 0.95 seconds. This is same as the prefilter transfer matrix that was 
applied to the single degree of freedom designs to yield a desired tracking response. The 
only difference is that the 2 DOF controller is designed specifically with this response in 
mind and allows for direct trade off between model matching and coprime robustness. 
The other component to this loop shaping design is the development of pre and post 
compensators W1 and W2 respectively to shape the open loop plant for performance. 
For simplicity, W2 was chosen to be identity leaving only W1 to shape the plant. W1 
was designed such that Gs would have higher gain and low frequency and also such that 
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S would have desired bandwidths (ie greater than 150 Hz). The diagonal first order 
transfer matrix that accomplishes this is: 
W d . (O.ls + 127.2) 1 = iag 
S + 8.482 15x 15 (4.5) 
The specified model matching parameter was p = 3.6. Solution for the two degree of 
freedom H 00 controller was accomplished by gamma iteration with the final I' = 3.89. 
The resulting controller had 44 states. The controller reduction was preformed to reduce 
the order of the controller before further simulations were conducted. The resulting 
controller was reduced to 29 states with negligible difference compared to the full order 
controller as is shown in Fig. 4.41 (the dashed line indicates the original controller). 
The singular value plots of S, T, K, and KS are shown below. Note that the closed 
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Figure 4.41 Comparison of Full and Reduced Order 2 DOF H00 Controllers 
loop transfer functions possess the desired bandwidths. For these plots the controller was 
decomposed into feedback and feedforward portions. The feedforward portion eliminates 
the need for a prefilter to achieve desirable performance. The feedback controller consists 
of the feedback portion of 2 DOF controller and the shaping pre-compensator W1 or 
Kt = W1K12 . It was this controller that was also used to form S, T, and KS. 
The reference step input response, z-displacement, and control signal verses 
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Figure 4.42 Singular Values of the Sensitivity Function S (H00 2DOF Design 
for Additive Uncertainty) 
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Figure 4.43 Singular Values of the Complementary Sensitivity Function T 
(H00 2DOF Design for Additive Uncertainty) 
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Figure 4.44 Singular Values of the Controller (H00 2DOF Design for Addi-
tive Uncertainty) 
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Figure 4.45 Singular Values of KS (H00 2DOF Design for Additive Uncer-
tainty) 
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time are given in the following figures. There is a slight (but still less than 5%) increase 
in the overshoot. The rise and settling times are dead on the desired values. The 
displacements and control signals are also within acceptable limits (less than 2% of span 
and 15V respectively). 
Clo9ed kxJp ll&ep reepcriu for 200F H .. deelgn 
Figure 4.46 Lift and Roll Moment Step Response (H00 2DOF Design for 
Additive Uncertainty) 
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Figure 4.47 Z-displacernents vs Time (H00 2DOF design for Additive Un-
certainty) 
The robust stability due to the additive uncertainty of unmocleled system dynamics was 
checked with the sufficient condition in Eq. (3.39). Figure 4.49 shows that this condition 
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Figure 4.48 Control Signals vs Time (H00 2DOF Design for Additive Un-
certainty) 
is not satisfied as a-(ks) is not above .6.max for all omega. However, as is clearly shown 
by the result of the structured singular value plots this condition is not a necessary and 
sufficient one. So, the controller may still be robust to this uncertainty description. In 
fact, the structured singular value plots in Fig. 4.50 are all below 1 indicating that the 
system has robust performance and robust stability under this uncertainty description. 
Figure 4.49 Check of the Sufficient Robust Stability Condition for Additive 
Uncertainty (H00 2DOF Design) 
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Figure 4.50 Structured Singular Value Plots (H00 2DOF Design for Addi-
tive Uncertainty) 
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4.5.2 Two DOF McFarlane-Glover Design for Input Multiplicative Un-
certainty 
In the design for robustness to input multiplicative uncertainty W2 was again chosen 
to be identity. W 1 was designed such that Gs would have an high gain at low frequency, 
S would have a desired bandwidth (ie greater than 150 Hz), and such that the singular 
values of S were small at low frequency. This weight also had the effect of placing 
the most emphasis on the lowest frequency modes of the system and creating increased 
roll off in the frequency range of the aeroelastic modes. This approach improved the 
time responses of the closed loop system. The diagonal first order transfer matrix that 
accomplishes this is: 
W d. (0.1433s + 182.4) 1 = iag 
S + 8.482 15x15 (4.6) 
The specified model matching parameter was p = 3.6 and the final I = 3.97. The 
resulting controller has 44 states so controller reduction is preformed before further 
simulations are conducted. The resulting controller is reduced to a 29 state model by 
balance residualization and this is shown in Fig. 4.51. The singular value plots of S, T, 
K, and KS for the multiplicative uncertainty design are shown in Figs 4.52-4.55. 
ControlerReducllonfor200FH~ 
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Figure 4.51 Comparison of Full and Reduced Order 2DOF H 00 Controllers 
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Figure 4.52 Singular Values of the Sensitivity Function S (Hxi 2DOF Design 
for Input Multiplicative Uncertainty) 
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Figure 4.53 Singular Values of the Complementary Sensitivity Function T 
(H00 2DOF Design for Input Multiplicative Uncertainty) 
The reference step response, z displacement, and control signal verses time are given 
in the following figures. The tracking, z-displacement, and control signal responses are 
excellent. 
The robustness stability due to input multiplicative uncertainty was evaluated with the 
necessary and sufficient condition on N,11dwd· The percentage uncertainty considered was 
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Singular values of the Feedback Controller 
Figure 4.54 Singular Values of the Controller (H00 2DOF Design for Input 
Multiplicative Uncertainty) 
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Figure 4.55 Singular Values of KS (H00 2DOF Design for Input Multiplica-
tive Uncertainty) 
88 
Closed loop 11ep reeponaefor 200F H_ daaign 
Lift 
• time(1) 
Figure 4.56 Lift and Roll Moment Step Response (H00 2DOF Design for 
Input Multiplicative Uncertainty) 
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Figure 4.57 Z-displacements vs Time (H00 2DOF Design for Input Multi-
plicative Uncertainty) 
89 
Control S}gnala for 200F H ~ design 
_,.L~~=====:.==::::::::==::=;::=:::::;:=:=J 
0 4 
Tlme(o) 
Figure 4.58 Control Signals vs Time (H00 2DOF Design for Input Multi-
plicative Uncertainty) 
25%. Figure ( 4.93) shows that this condition is easily satisfied as Nydwd « 1. The 
structured singular value plots in figure ( 4.60) are all below 1 indicating that the system 
has both robust performance and robust stability under this uncertainty description for 
253 uncertainty. 
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Figure 4.59 Check of the Sufficient Robust Stability Condition for Input 
Multiplicative Uncertainty (H00 2DOF Design) 
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Figure 4.60 Structured Singular Value Plots (H00 2DOF Design for Input 
Multiplicative Uncertainty) 
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4.5.3 Two DOF McFarlane-Glover Design for Parametric Uncertainty 
With post-compensator W2 set to identity, W1 once again was designed such that Gs 
would have a higher gain at low frequency. However, in order to have robust stability, 
the required bandwidths of S and T must be a little bit higher than in the additive and 
multiplicative cases. This was also the case in LQG, and mixed sensitivity H= designs. 
The diagonal pre-compensator that accomplished this was: 
W _ d' (0.065s + 1625) 1 - zag 
s + 250 15x15 (4.7) 
Once again the specified model matching parameter wasp= 3.6. Solution for the two 
degree of freedom Hxo controller by gamma iteration with the final / = 4.98. Since 
the pre-compensator is the same order as the additive and multiplicative designs, the 
resulting controller again has 44 states. This controller is then reduced to 29 states with 
negligible difference from the full order controller. A comparison of the full and reduced 
order controllers is shown in Fig. 4.61. 
controller Reduction tor2 OOF H .. 
20r--~--~--~--~----, 
-20 
! ..., 
I -60 Full Order 
-60 
-1oor 
-120., 
10° 10 
Figure 4.61 Comparison of Full and Reduced Order 2 DOF H= Controllers 
The singular value plots of S, T, K, and KS are shown below in Figs 4.62-4.65. The 
reference step input response, z-displacement, and control signal verses time are given 
in Figs 4.66-4.68. Displacement is less than 23 of the wing length, and the maximum 
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control signal is 15V. 
Figure 4.62 Singular Values of the Sensitivity Function S (H00 2DOF Design 
for Parametric Uncertainty) 
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Figure 4.63 Singular Values of the Complementary Sensitivity Function T 
(H00 2DOF Design for Parametric Uncertainty) 
The structured singular value plots in Figs. 4.69 and 4. 70 where constructed for 210% 
and 2% uncertainty in (n and Wn respectively. These plots show that this system has 
nominal performance and robust stability for these uncertainty levels. When considering 
a combination of uncertainties in both (n and Wn these tolerated percentages are lower 
with Wn being the most important parameter. If a robustly performing control design is 
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Figure 4.64 Singular Values of the Controller (H00 2DOF Design for Para-
metric Uncertainty) 
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Figure 4.66 Lift and Roll Moment Step Response (H00 2DOF Design for 
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Figure 4.68 Control Signals vs Time (H00 2DOF Design for Parametric Un-
certainty) 
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Figure 4.69 Structured Singular Value Plots (H00 2DOF Design for Para-
metric Uncertainty in (n) 
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metric Uncertainty in wn) 
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4.6 H 00 Control Design 
In addition to LQG and McFarlane-Glover designs, the standard mixed sensitivity 
H 00 design described in section (3.2) was also used to obtain another robust control 
design. The advantage of this approach is the ease with which frequency domain con-
straints may be specified on the closed loop transfer functions. In MIMO systems like 
the one under consideration, weight formulations are quite complicated. The weights 
used in this work are all diagonal, which may not be the best choice. However in the 
literature one rarely encounters MIMO H 00 designs that use any weights that are fully 
populated. In fact, it is often considered impractical to attempt anything more complex 
than the diagonal weights. The following section presents the H 00 design process and 
simulation results. 
4.6.1 H00 Design for Additive Uncertainty 
The key part of a mixed sensitivity H 00 design is the proper selection of weights 
WP, Wu, and Wr. The weight WP is a bound on the closed loop sensitivity function S 
(which determines the ability of the system to reject disturbance noise input), it also 
indirectly determines a lower bound on the tracking bandwidth of the system. Therefore, 
the weight between each of the reference input channels to the corresponding lift and 
roll moment output channels was selected to be a first order transfer function with a 
bandwidth of 150 Hz, roll off of 20 dB per decade, a DC gain of 40 dB and a high 
freq gain of about -3.5 dB. The other channels which are the additional measurement 
feedbacks ·will always have S singular values that will be approximately equal to one so 
that the best that can be done with them is to reduce the magnitude of these channels as 
much as possible around the crossover frequency. This is accomplished with a bandpass 
filter. Equation (4.8) gives the weight WP and figure (4.71) gives a plot of its singular 
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values. 
[W:( )] -d· {0.6667s+942.5 p s 17x17 - zag 8 + 9.425 , 
0.6667 s + 942.5 1000s } 
s + 9 .425 ' s2 + 3770s + 3553000 ' · · · 
(4.8) 
Similarly the weight on the complementary sensitivity is chosen to place an upper band-
width constraint on the tracking ability of the closed loop system so as to facilitate high 
frequency noise rejection. This value was set at 500 Hz. For lack of a better weight this 
was applied to all 15 input channels. Equation (4.9) and Fig. 4.73 show this weight. 
s + 2513 
[Wr(s)]i1x17 = O.Ols + 3142 [I11x11] (4.9) 
Lastly a constant weight was applied to KS to limit the control effort. This weight is 
given in Eq. (4.10) and is plotted in Fig. (4.72). 
1 
Wu(s) = 15 [lisx1s] (4.10) 
The H00 controller was obtained by gamma iteration with the final/ = 1.0850. 
··=u0> 
Figure 4.71 Singular Values of the Weight WP (Additive Uncertainty) 
The resulting controller had 7 4 states so controller reduction was preformed (again by a 
balanced residualization) before further simulations were performed. The reduced order 
controller had 29 states with negligible difference from the full order controller as is 
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Figure 4.72 Singular Values of the Weight Wu (Additive Uncertainty) 
~'·· 
,, 
Figure 4.73 Singular Values of the Weight Wr (Additive Uncertainty) 
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Figure 4.74 Comparison of Full and Reduced Order H00 Controllers 
shown in Fig. 4.74. The singular value plots of S, T, K, and KS are shown below. 
Notice that the imposed constraints are satisfied. These values are also in a bandwidth 
range that allows meaningful comparison to the other controller designs. 
Sio!Ju1arvaMos ors 
_.,.____~~-"'----.....L~~""--~.C.....C~-----' 
~ ~ ~ ~ ~ ~ ~ 
Frequency{radluc) 
Figure 4.75 Singular Values of the Sensitivity Function S (H00 Additive 
Uncertainty) 
The single DOF controller only makes the closed loop transfer function from reference 
to output close to identity. Similar to the LQG design, to achieve a desired response 
characteristic requires the use of a diagonal second order pre-filter. The step input 
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Figure 4. 76 Singular Values of the Complementary Sensitivity Function T 
(H00 Additive Uncertainty) 
Figure 4.77 Singular Values of the Controller (H00 Additive Uncertainty) 
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Figure 4.78 Singular Values of KS (H00 Additive Uncertainty) 
response, z-displacement, and the control signal verses time are plotted in Figs 4. 79-
4.81. The responses are indistinguishable from the other controller designs. The 
• llme(a) 
Figure 4.79 Lift and Roll Moment Step Response (H00 Additive Uncer-
tainty) 
robustness stability due to unmodeled dynamics uncertainty was again checked with the 
sufficient condition in equation (3.39). Figure 4.82 shows that this condition is easily 
satisfied. The structured singular value plots in Fig.4.83 are all less than 1 indicating that 
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Figure 4.80 Z-displacements vs Time (H00 Additive Uncertainty) 
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Figure 4.81 Control Signals vs Time (H00 Additive Uncertainty) 
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the system has robust performance and robust stability for this uncertainty description. 
Test of the sutridentAddlflve Uoceriainty Condllkln 
M~~~~~~~~~~~~~~~~~ 
10 
Figure 4.82 Check of the Sufficient Robust Stability Condition for Additive 
Uncertainty (H00 ) 
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Figure 4.83 Structured Singular Value Plots (H00 Additive Uncertainty) 
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4.6.2 H 00 Design for Input Multiplicative Uncertainty 
The H00 design for stability robustness to input multiplicative uncertainty required 
a more complicated weight on KS. The weights for Wr and Wp are the same as 
those in section (4.6.1). Looking at the plot of Nydwd it is clear that there is a spike 
at approximately 20 Hz and everywhere else robust stability is satisfied. Therefore by 
creating a notch in KS at 20 Hz it should be possible to ensure robust stability to input 
multiplicative uncertainty. The weight that achieves this is given in Eq. (4.11) and is 
shown in Fig. 4.84. 
W. (s) _ 0.2464s2 + 3.165s + 89.61 [I ] 
u L - s2 +1.566s+383.7 15x 15 
I o 
! 
L 
Figure 4.84 Singular Values of the Weight Wu (Input Multiplicative Uncer-
tainty) 
(4.11) 
The resulting controller had a 'Y = 1.1459, and was 94th order. The reduced order 
controller had 29 states and was again nearly the same as the full controller in the 
relavant frequency range (as shown in Fig. 4.85). 
The singular value plots of S, T, K, and KS indicate that bandwidth and magnitude 
constraints have been met. Again the step response, z-displacement, and control signals 
FuRModel ·--
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Figure 4.85 Comparison of Full and Reduced Order H00 Controllers 
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Figure 4.86 Singular Values of the Sensitivity Function S (H00 Input Mul-
tiplicative Uncertainty) 
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Figure 4.87 Singular Values of the Complementary Sensitivity Function T 
(H00 Input Multiplicative Uncertainty) 
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Figure 4.88 Singular Values of the Controller (H00 Input Multiplicative Un-
certainty) 
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Figure 4.91 Z-displacments vs Time (H00 Input Multiplicative Uncertainty) 
Control Signals of H ~ deaign fa" MUlliplcatve Uncertainty 
15r---~-~-~-~-~--~-~--. 
10 
_,,L _ _.___:::::,,,..=====::::::=::::::;:=:=:;:=:=::;:=:=::j 
0 ' Tlme(s) 
Figure 4.92 Control Signals vs Time (H00 Input Multiplicative Uncertainty) 
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are acceptable. 
The fact that Nydwd is less than one indicates that the closed loop system has robust 
stability for 253 uncertainty in the input signal. In addition, the mu plots in Fig. 
4.94 indicate both robust stability and nominal performance are satisfied. If robust 
performance is desired the controller can only tolerate 103 uncertainty in the input. 
This illustrates the fact that it is really only possible to design H00 controller for robust 
stability but not for robust performance. 
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Figure 4.93 Check of the Sufficient Robust Stability Condition for Input 
Multiplicative Uncertainty (H00 ) 
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Figure 4.94 Structured Singular Value Plots (H00 Input Multiplicative Un-
certainty) 
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4.6.3 H 00 Design for Parametric Uncertainty 
The design for robust stability under parametric uncertainty was more difficult than 
for the other two forms of uncertainty. Predominantly this was because unlike additive 
and multiplicative uncertainty there was no direct way to impose frequency domain con-
straints for this type of uncertainty in the S/KS/T mixed sensitivity design. Therefore, 
the procedure was much less systematic and more ad-hoc. The weight that was most 
successful was the 4th order weight given in Eq. (4.12). Again for the channels corre-
sponding to the non-performance measurements a bandpass weight was used to reduce 
the gain at the cross over frequency. The weight on KS is again a constant 15 x 15 
weight of 1/15. Also modified from last design is the weight Wr. It is still a diagonally 
repeated first order weight with low frequency gain of around -40 dB, a high frequency 
gain of 1.25, and a break frequency of around 700 Hz. Singular value plots of these 
weights may be viewed in Figs. 4.95 through 4.97. 
( ) . {0.633s4 + 7941s3 + 3.499e007s2 + l.267e010s + 3.62e009 
WP 8 = diag s4 + 529.8s3 + l.389e005s2 + l.287e007s + 3.838e006 ' 
1000s 
's2 + 4775s + 5.701e006 .. ·}l7xl7 
1 
Wu(s) = 15Il5xl5 
. s + 3519 
Wr(s) = diag{ O.Ols + 4398 " · · }11x17 
(4.12) 
(4.13) 
(4.14) 
The resulting controller had a 'Y = 0.54417, and was 80th order. The reduced 
order controller had 29 states and was indistinguishable from the full order controller. 
As with the LQG design, parametric uncertainty demanded a higher bandwidth in order 
to achieve robust stability. However the closed loop bandwidths are comparable to those 
in the LQG parametric design. 
Again the time responses are acceptable, with z-displacement under 23 of the half 
span, and the control signal at a reasonable 15V. The µ-analysis for real parametric 
uncertainty in the plant again shows that it is difficult to satisfy robust stability and 
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Figure 4.95 Singular Values of the Weight WP (Parametric Uncertainty) 
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Figure 4.96 Singular Values of the Weight Wu (Parametric Uncertainty) 
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Figure 4.97 Singular Values of the Weight Wr (Parametric Uncertainty) 
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Figure 4.98 Singular Values of the Sensitivity Function S (H00 Parametric 
Uncertainty) 
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Figure 4.99 Singular Values of the Complementary Sensitivity Function T 
(H00 Parametric Uncertainty) 
Figure 4.100 Singular Values of the Controller (H00 Parametric Uncer-
tainty) 
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Figure 4.101 Singular Values of KS (H00 Parametric Uncertainty) 
nominal performance. For the best H00 design the maximum amount of uncertainty in (n 
that was tolerated for robust stability was 2153. The maximum amount of uncertainty 
in Wn that was tolerated for robust stability was only 2.23. Again when considering 
uncertainty in both parameters simultaneously, the maximum amount of uncertainty 
tolerated in each parameter is less than these values. If robust performance is desired 
the controller can only tolerate 2003 uncertainty in (n and 23 uncertainty in Wn 
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Figure 4.102 Lift and Roll Moment Step Response (H00 Parametric Uncer-
tainty) 
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Figure 4.103 Z-displacements vs Time (H00 Parametric Uncertainty) 
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4. 7 µ-Synthesis Control Design 
The results of the µ-synthesis design were mixed. For an input multiplicative un-
certainty description the D-K iteration procedure outlined in section (3.6.1) yielded a 
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robustly stable, robustly performing controller with acceptable response characteristics. 
However the algorithm produced an extremely high bandwidth(> 10e4) and subsequent 
efforts to reduce the bandwidth failed. For the additive uncertainty case it was more 
difficult to design a robustly stable, robustly performing controller, and the control in-
puts and time responses were often undesirable. Lastly, for the parametric uncertainty 
case the D-K iteration procedure succeeding in designing a controller that was robustly 
performing, but was extremely high order and did not yield a nominally stable closed 
loop. This was likely to do a numerical conditioning problem. For this reason only the 
additive and input multiplicative uncertainty cases are presented. 
4.7.1 µ-Synthesis Design for Additive Uncertainty 
In this design the generalized plant is formed with a ~ block of the form presented 
in Section (3.6.1). In this form there is block due to uncertainty in the plant and a fic-
titious uncertainty between the disturbance and the performance outputs. The additive 
uncertainty due to unmodeled dynamics is represented as a weight Amax multiplied into 
a fully populated A17x 17 whose infinity norm is less than one. As in robust stability 
analysis the weight Amax is the error system G1u11(s)-Gnaminal(s). Because this weight 
has 60 states a smaller weight with roughly the same singular values is desired (to keep 
the µ controller order low). This was accomplished by a balanced modal residualization 
of the error system. Additionally there was a 2 x 2 diagonal performance weight Wp 
multiplied into the fictitious and fully unstructured ~P (whose magnitude is also less 
than one). This WP was designed to have a bandwidth of 150H z, a gain of 40 dB at low 
frequency, and a gain of -3.5 dB at high frequency. This corresponds to the following 
diagonal first order transfer matrix: 
[w: ( )] = d' {0.6667s + 942.5 9 425 0.6667s + 942.5} 
P S 2x2 iag ' S + . S + 9.425 (4.15) 
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A block diagram in Fig. 4.107 shows the interconnections that form the generalized 
plant. The resulting controller had a final 'Y = 0.788, and required 2 D-K iterations. 
Wd(t) Y<l(t) 
!P 
i 
U(tJi 
L •. ·---· -... ·- ... ·-·-· -·-···--· ..... --·-·-·-·-·-·-· -· ... -...... ·-·-..................... , ........ _.J 
Ym(tJ 
Figure 4.107 Generalized Plant Used for 11-synthesis Additive Uncertainty 
Design 
The fitted D-scales were restricted to constant matrices. Consequently, the resulting 
controller had only 39 states. Even though controller reduction was not performed, it is 
advisable to do before implementation. The singular value plots of S, T, K, and KS are 
shown below. Note that the closed loop transfer functions S and T have much higher 
bandwidths than with the other design methodologies. This is not a bad thing since the 
constraints imposed on the maximum bandwidths for the other control design methods 
were merely to facilitate comparisons between the methods. The design procedure uti-
lized in D-K iteration didn't allow such a maximum constraint to imposed or designed 
for, and thus qualitative comparisons to the other controllers are difficult to make. 
To achieve the response of the desired second order system a pre-filter was again 
designed. Although the reference step responses did display the desired overshoots, rise 
times, and settling times there was a steady state error of about 0.5% in both channels. 
The maximum z-displacement was around 0.1 meters which is in excess of 23 of the 
wing's length that was deemed acceptable. The control signals verses time are extremely 
large and would definitely not be considered feasible. Despite further attempts to fix 
these problems this remained the best of the designs that succeeded in satisfying the 
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Figure 4.108 Singular Values of the Sensitivity Function S (µ-synthesis De-
sign for Additive Uncertainty) 
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Figure 4.109 Singular Values of the Complementary Sensitivity Function T 
(µ-synthesis Design for Additive Uncertainty) 
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Figure 4.110 Singular Values of the Controller (µ-synthesis Design for Ad-
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Figure 4.112 Lift and Roll Moment Step Response (µ-synthesis Design for 
Additive Uncertainty) 
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Figure 4.113 Z-displacements vs Time (µ-synthesis Design for Additive Un-
certainty) 
The robustness stability under additive uncertainty was checked with the sufficient con-
dition in Eq.(3.39). Figure 4.115 shows that this condition is not satisfied as a(ks) is 
not above .6.max for all omega. However as stated previously this is not definitive proof 
that the system lacks robust stability. The structured singular value plots for robust 
performance, robust stability, and nominal stability in Fig. 4.116 are all below 1 indi-
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Figure 4.115 Check of the Sufficient Robust Stability Condition for Addi-
tive Uncertainty (µ-synthesis Design) 
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eating that the system does indeed have both robust performance and robust stability 
under this uncertainty description. 
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Figure 4.116 Structured Singular Value Plots (µ-synthesis Design for Ad-
ditive Uncertainty) 
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4.7.2 µ-Synthesis Design for Multiplicative Uncertainty 
The input multiplicative uncertainty in the plant is represented as a constant weight 
Wi multiplied into a fully populated Ll15 x 15 whose infinity norm is less than one. As 
in robust stability analysis the weight Wi is a matrix ·with 0.25 on the main diagonal. 
This corresponds to a 253 uncertainty in each channel. Additionally there was a 2 x 2 
diagonal performance weight WP multiplied into the fictitious and fully unstructured l::!.P 
(whose magnitude is also less than one). This Wp used was the same as for the additive 
uncertainty case. A block diagram in Fig. 4.117 shows the interconnections that form 
the generalized plant. The resulting controller had a final / = 1.192, and required 
Wd(tl yd(t) 
W(I) Z(t) 
1-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·---·-·-·-·-·-·-·-·1 
i 
i 
i ; 
' l-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·---·-·-·-·-·-·-·-·-·-·-·-·-·-
K Ym<tJ 
Figure 4.117 Generalized Plant Used for µ-synthesis Multiplicative Uncer-
tainty Design 
3 D-K iterations. The fitted D-scales again were restricted to constant matrices, and 
thus the resulting controller had only 27 states. The singular value plots of S, T, K, and 
KS are shown below. Note again that the closed loop transfer functions S and T have 
much higher bandwidths than with the other design methodologies making comparisons 
to the other controllers difficult. Also the other singular values of S (not corresponding 
to Lift and Roll) have large peaks. To achieve the step response of a particular 
second order system a pre-filter was designed. Although the reference step responses did 
display the desired overshoots, rise times, and settling times there was a steady state 
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Figure 4.118 Singular Values of the Sensitivity Function S (µ-synthesis De-
sign for Multiplicative Uncertainty) 
Figure 4.119 Singular Values of the Complementary Sensitivity Function T 
(µ-synthesis Design for Multiplicative Uncertainty) 
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error of about 0.3% in both channels. The maximum z displacement was around 0.027 
meters which is less than 1 % of the wing's length and is considered acceptable. With a 
maximum of 23 volts, the control signals are somewhat larger than for the other control 
designs but are still reasonable. 
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Figure 4.122 Lift and Roll Moment Step Response (µ-synthesis Design for 
Multiplicative Uncertainty) 
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Figure 4.125 shows that the robust stability condition on Nydwd is satisfied and the 
system is robustly stable. The structured singular value plots for robust performance, 
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Figure 4.124 Control Signals vs Time (µ-synthesis Design for Multiplicative 
Uncertainty) 
robust stability, and nominal stability in Fig. 4.126 are all below 1 indicating that 
the system does indeed have both robust performance and robust stability under this 
uncertainty description. In fact, a higher level of uncertainty could easily be tolerated 
with this controller. 
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Figure 4.125 Check of the Sufficient Robust Stability Condition for Multi-
plicative Uncertainty (µ-synthesis Design) 
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4.8 Comparison and Discussion of Different Control Designs 
Of all the controller designs investigated, only one was unable to yield excellent 
tracking responses with acceptable displacements and control signals. The key points of 
comparison for these designs are instead the ability to provide: nominal performance, 
robust stability, a low order controller, and robust performance. In addition the ease 
and intuition with which each was designed was also considered. The rest of this section 
discusses the merits and drawbacks of each of the controller design methodologies with 
respect to these criteria. Under additive uncertainty all the control methodologies ( 
LQG,2 DOF H0 ,,, mixed sensitivity H00 , and µ-synthesis) had no difficultly satisfying 
robust stability (RS). In fact, all the designs were able to guarantee both RS, and robust 
performance (RP). \Vhen considering nominal performance (NP) and RP, the lowest SSV 
plot (an indication of how much additive uncertainty could be tolerated) was for the for 
the µ-synthesis controller, with the mixed sensitivity H 00 controller as a close second. 
However, in comparison to the other methods the µ-synthesis controller had poor track-
ing, larger z-displacement, and extremely large control signals making it less attractive. 
It also was very difficult to design as the DK-iteration procedure typically does not work 
well for additive uncertainty characterizations. LQG formulation produced the lowest or-
der controller (that is before reduction), but many design iterations and µ-analysis steps 
were required to design a controller that had RS, NP, and RP. In contrast, the other 
methods allowed for a direct design for robust stability by imposing certain frequency 
domain constraints in the design process. Considering all factors the best control de-
sign for this additive uncertainty characterization was the mixed sensitivity H 00 design, 
followed by the LQG design. Under input multiplicative uncertainty, the 2 DOF H 00 
design and theµ were both able to satisfy RS, NP, and RP for 25% input multiplicative 
uncertainty, while the other designs could only satisfy all three for lesser percentages of 
uncertainty. µ-synthesis also produces the lowest order controller for constant D-scales. 
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Typically in the literature this is the most common and effective uncertainty represen-
tation with which to design a µ-synthesis controller. However, theµ algorithm created 
a controller that increased the bandwidth by order of magnitude larger than what was 
chosen for the other controllers. So essentially it 'traded-off' the bandwidth constraint 
to achieve these characteristics. Also the other singular values (not corresponding to the 
tracked channels) have a large peak on S and this is would likely be undesirable. Due to 
its performance, robustness, and ease of design the 2 DOF Hoo controller was the best 
for this uncertainty description. Finally, for parametric uncertainty four controllers were 
designed including: an LQG, a McFarlane-Glover robustified LQG, a 2 DOF H00 , and a 
mixed sensitivity H 00 design. The mixed sensitivity H 00 design was able to satisfy RS, 
NP, and RP for 2% uncertainty in Wn or 200% in (n· This was the best control design in 
terms of robustness, but for this particular uncertainty description there was no direct 
way to design the H00 controller for robustness to parametric uncertainty. Additionally, 
the bandwidths of S and T had to be much higher for the algorithm to converge, but 
these higher bandwidths are likely source of the improved robustness. In fact, the only 
controller that did have an intuitive method to design for parametric uncertainty in the 
damping and natural frequencies of the aeroelastic modes was the LQG controller. This 
was done by performing a state transformation on the system to decouple the aeroelas-
tic modes and then penalizing the modal states directly. The LQG controller also was 
able to designed for a bandwidth of nearly 150H z (unlike the others methods). The 2 
DOF H 00 controller was also easy to design when compared to the mixed sensitivity Hoo 
controller. It was very easy to achieve nominal performance, and robust stability with 
this control methodology. This could be that parametric uncertainty translates very 
well to coprime uncertainty as shown in [2]. However, with the 2 DOF controller the 
bandwidth of Shad to be increased to yield a controller. LQG, 2 DOF H 00 , and mixed 
sensitivity H 00 were all able to achieve good robustness properties. 2%-3% uncertainty 
in Wn is generally considered a large amount of uncertainty for controllers of structural 
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systems to tolerate [2]. Furthermore, the uncertainty considered in these designs was 
present in all the modes and actuator poles. Instead, if uncertainty in only one or two of 
the natural frequencies and damping ratios is considered this tolerable percentage will 
likely increase. All factors considered the best design is the 2 DOF H 00 controller, but if 
designed for a higher bandwidth LQG may yield robustness properties that are just as 
good. Similarly, the H00 controller could also be improved ·with some fine tuning Since 
the airfoil was allowed to take on any shape to achieve good reference tracking, it was 
desired to investigate the resulting airfoil geometry at the steady state. The resultant 
optimal airfoil geometry was very similar for all control designs (probably because the 
reference inputs and closed loop bandwidths were basically the same). Furthermore, 
this shape was found to be similar previously investigated shapes (both the bird wing 
and bathtub shape) presented in [12]. However, this more complicated contour varies in 
shape cord-wise as well as span-wise. In Fig. 4.127 this geometry is displayed for the 
additive uncertainty LQG design. 
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Figure 4.127 Plot of Airfoil Surface Deflection (Not To Scale) 
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5 CONCLUSIONS AND FUTURE WORK 
In this chapter, some summary remarks and possible future directions for continuing 
the work presented in this thesis are given. The summary remarks are intended to 
highlight key results and/or observations made during the course of this research. The 
potential directions for future work are listed but, we believe that, the list is by no 
means complete and interested researchers may discover numerous other applications to 
further this research in different directions. 
5.1 Concluding Remarks 
The results of the research work done under this project are very encouraging. The 
results have demonstrated that the modelling and control of a morphing airfoil-type 
structures is a tangible problem and there are feasible control methods which can achieve 
the desired stability and performance objectives for such structures as demonstrated in 
this thesis. This approach utilizes distributed actuators and induced aeroelastic defor-
mation to affect the aerodynamic properties like lift and roll moment. The morphing 
wing model developed in this thesis used a FEM package to calculate eigenfrequencies 
and eigenmodes of the structure. The structural model was then effectively coupled to 
the steady aerodynamics using a constant Aerodynamic Interaction Coefficient (AIC) 
matrix from a vortex lattice method. A linearized version of the aeroelastic model was 
evaluated for a particular free-stream velocity (which was less than flutter velocity). 
Actuators with first order dynamics were added in "optimal" locations and the resulting 
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control design model was reduced in order using model reduction techniques. Various 
control design methodologies were evaluated and compared in terms of their stability, 
performance, and robustness. The robustness of each controller was evaluated against 
different types of uncertainty models. The following is a brief summary of the pros and 
cons of each methodology. 
One of the advantages of the the LQG design was that it always provided a controller 
which had only 27 states and often the size of this controller could be reduced by 
order of magnitude without noticeable degradation of robustness and performance. The 
LQG controller designed was able to effectively track commanded lift and roll moment 
step inputs. It has the advantage of providing the designer a very intuitive method 
for affecting the time response characteristics by direct weighting of the states and 
control signals in the quadratic cost function. This intuitive structure also was useful in 
designing for parametric uncertainty. However, it was not possible to directly design for 
robustness (regardless of the uncertainty form) and an iterative approach was necessary 
to design a robustly stable controller. Similarly, it was just as difficult to design a 
controller that yields robust performance. 
The mixed sensitivity HXJ controller's greatest advantage is that it allows the user 
to directly design for robust stability by imposing frequency domain constraints on the 
closed loop transfer functions. The one exception to this is designing for robustness 
to parametric uncertainty where an ad-hoc method is required. Consequently, some 
improvement in the design approach for this type of uncertainty is needed. This method 
also has several drawbacks. The first of these is that in the MIMO systems the design 
of the weights is often difficult, and thus the designer is often limited to simple diagonal 
weighting matrix. Additionally, the approach often yields high order controllers, and 
thus the weighting transfer matrices must be constrained to the first or second order so 
that the controller order doesn't become extremely large. 
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The 2-DOF H 00 controller also allows the user to design directly for a particular 
tracking response, while directly maximizing the amount of coprime uncertainty that the 
shaped plant can tolerate. However, this can also be a drawback as cop rime uncertainty 
is not the same as multiplicative, or additive uncertainty. It also may not be intuitive 
how one can design the pre and post compensators such that the open loop plant is 
shaped in a way that yields improved performance, especially in MI.MO systems. Lastly, 
this controller will also yield a high order controller that requires controller reduction 
before implementation. 
The advantage of a µ-synthesis controller is that it allows for direct design of robust 
performance and robust stabilty. However, this control methodology also has numerous 
drawbacks. First, the controller can have a enormous order if the D-scales are allowed 
to be higher than 0th or 1st order. Second, the DK-iteration procedure does not work 
well with additive and parametric uncertainty formulations (at least with MIMO plants 
of this size). Furthermore, the algorithm doesn't seem to work well when there are too 
many uncertainty blocks or if the blocks are large in size. All things considered, this 
methodology is probably not a very good choice for controller designs in high order 
MIMO morphing systems such as this. 
5.2 Future Work 
There are several ways the structural model, the aerodynamic model, and the simu-
lation can be improved. Addition of internal structure in the airfoil model and a redesign 
for added flexibility would be a next step in arriving at more realistic representation of 
the structural model. A more detailed parametric investigation of suitable and available 
materials for the structure will also be undertaken. Rather than choosing actuator loca-
tions after designing the structure, a multi-objective optimization should be performed 
to simultaneously choose a wing configuration, wing material, and actuator locations so 
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that the wing structure is optimal for aeroelastic morphing. The aerodynamic model can 
also be improved with the addition of unsteady aerodynamic lag states. Simulations can 
be improved by adding aircraft states and rigid body dynamics to the model for flight 
control studies. Lastly, it would be desirable to build a scaled morphing wing apparatus 
as a proof-of-concept hardware which can be tested in a wind tunnel. 
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