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Abstract
In this thesis, we advance efficient methods to solve parameter estimation problems con-
strained by partial differential equations (PDEs). If PDE constrained parameter estimation
problems are solved by derivative based methods, here, the generalized Gauss–Newton
method, and multiple shooting, the numerical effort growths drastically with the num-
ber of states. The reduced approach couples the computation of the Jacobians and the
subsequent block Gaussian elimination using directional derivatives by exploiting the
special structure of the constraints which arises from the shooting formulation. Thus, the
computational effort is reduced to the one of single shooting. The advantages of the new
method in comparison to the common approach are illustrated by means of two academic
examples.
Furthermore, we are the first to adapt methods of optimum experimental design for
parameter estimation to processes of microbial enhanced oil recovery. We consider a
nonlinear coupled PDE model which consists of two parts. The first part, the black
oil model, describes two phase flow through porous media and a model of convection–
diffusion–reaction type depicts the transport and growth effects of bacteria, nutrients, gas
and other metabolites in the two phases. A mixed discontinuous Galerkin finite element
discretization is applied in space. The discretized model is solved in time by the extended
IMPES method.
Under the assumption of rotational symmetry, we examine a one dimensional model
formulation for parameter estimation and optimum experimental design. We follow the
principles of internal numerical differentiation and algorithmic differentiation to evaluate
the required derivatives, i.e., the derivatives of the model functions are computed by
software tools and we solve the tangential problems with respect to the model parameters
and the control variables. By optimum experimental design, a new experiment is planned
to reduce the uncertainties of the estimated parameters. The designed experiment differs
substantially from the experiments which are usually realized in practice. The confidence
intervals for the estimated parameters are reduced by a factor of one hundred.
The developed methods for parameter estimation are implemented in the software package
PAREMERA which is embedded in the optimum experimental design software VPLAN.
The model equations for microbial enhanced oil recovery are implemented in a simulation
tool which computes not only the nominal equation but also evaluates the derivatives with
respect to parameters and controls up to second order.
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Zusammenfassung
Ziel dieser Arbeit ist die Weiterentwicklung effizienter Methoden zur Lo¨sung von Para-
meterscha¨tzproblemen mit partiellen Differentialgleichungen (PDE) als Nebenbedingun-
gen. Wenn PDE beschra¨nkte Parameterscha¨tzprobleme mit ableitungsbasierten Methoden,
hier dem verallgemeinerten Gauss-Newton-Verfahren, und einer Mehrzielmethode gelo¨st
werden, steigt der numerische Aufwand mit der Anzahl der Zusta¨nde betra¨chtlich. Der
reduzierte Ansatz koppelt die Berechnung der Jacobimatrizen und die anschließende
Block-Gauss Elimination durch die Bildung von Richtungsableitungen. Dabei wird die
spezielle Struktur der Nebenbedingungen, die durch die Verwendung der Mehrzielmethode
entsteht, ausgenutzt. Der numerische Aufwand reduziert sich dadurch auf den Wert des
Einfachschiessens. Die Vorteile der neuen Methode werden an Hand zweier akademischer
Beispiele erla¨utert und mit dem herko¨mmlichen Ansatz verglichen.
Des Weiteren behandeln wir als Erste optimale Versuchsplanung zur Parameterscha¨tzung
fu¨r Prozesse der mikrobiellen Techniken zur erweiterten O¨lfo¨rderung. Wir betrachten
ein nichtlinear gekoppeltes Modell partieller Differentialgleichungen, welches aus zwei
Teilen besteht. Das black oil Modell beschreibt Zweiphasenfluß in poro¨sen Medien und
ein Modell vom Typ Konvektion-Diffusion-Reaktion beschreibt den Transport und das
Wachstum der Bakterien, Na¨hrstoffe, Gase und anderer Stoffwechselprodukte in den zwei
Phasen. Wir verwenden ein gemischtes, unstetige Galerkin-Verfahren, um das Modell im
Ort zu diskretisieren. Das diskretisierte Modell wird dann mit dem erweiterten IMPES
Verfahren in der Zeit gelo¨st.
Unter der Annahme von Rotationssymmetrie betrachten wir ein eindimensionales Modell
fu¨r die Parameterscha¨tzung und optimale Versuchsplanung. Wir folgen den Prinzipien
der internen numerischen Differentiation und der algorithmischen Differentiation, um die
beno¨tigten Ableitungen auszuwerten, d.h. die Ableitungen der Modellfunktionen werden
durch Softwarewerkzeuge berechnet und wir lo¨sen die tangentialen Gleichungen bezu¨glich
der Modellparameter und Kontrollvariablen. Durch die optimale Versuchsplanung wird
ein neues Experiment entworfen, um die statistischen Unsicherheiten der gescha¨tzten
Parameter zu reduzieren. Das geplante Experiment unterscheidet sich wesentlich von den
Experimenten, die in der Praxis durchgefu¨hrt werden. Die Konfidenzintervalle verkleinern
sich fu¨r die gescha¨tzten Parameter um den Faktor hundert.
Die entwickelten Methoden zur Parameterscha¨tzung wurden im Softwarepaket PAREMERA
implementiert, das an das Programm zur optimalen Versuchsplanung VPLAN gekoppelt
ist. Die Gleichungen des Modells fu¨r mikrobielle Techniken zur erweiterten O¨lfo¨rderung
wurden in einem Simulator implementiert, der nicht nur die Nominalgleichung lo¨st, sondern
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auch die Ableitungen bezu¨glich der Parameter und den Kontrollvariablen bis zur Ordnung
zwei berechnet.
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1 Introduction
The study of mathematics, like the Nile, begins
in minuteness but ends in magnificence.
(Charles Caleb Colton)
In engineering and natural sciences, many processes can be described by mathematical
models. In order to predict or to optimize the behavior of a process, it is essential that
the corresponding model correctly reflects the real behavior of the process. Usually,
the mathematical model contains quantities whose values are known only insufficiently
and cannot be derived from theoretical considerations. We refer to these quantities as
parameters. From measurement data the parameters can be identified which is the general
idea of parameter estimation as described in, e.g., Bard [6], Bock [13, 18] and Schlo¨der
[85].
In this thesis, we consider processes which can be modeled by partial differential equations
(PDEs). The PDE is considered as a constraint for the parameter estimation problem. We
restrict ourselves to direct methods, i.e., we discretize the model first and determine an
optimizer for the arising discretized problem afterwards. Here, the PDE is discretized in
space by a method of lines (e.g., Schiesser [83], and Deuflhard and Weiser [33]). The
approach leads to a system of differential algebraic equations (DAEs). The resulting system
of DAEs is parametrized by multiple shooting (Bock and Plitt [17]). We end up with a
nonlinear program (NLP) which is solved by a tailored generalized Gauss–Newton method
(Bock [13]).
The efficient treatment of PDE constraints is a main topic of this thesis. For a general
overview of PDE constrained optimization we refer to, e.g., Hinze et al. [51] and Troeltzsch
[94]. When PDEs are discretized by a method of lines, we obtain a high-dimensional
system of DAEs, i.e., with a large number of coupled differential and algebraic states. In
the context of multiple shooting, the application of the generalized Gauss–Newton method
causes an excessive computational effort. Schlo¨der [85] developed a method for parameter
estimation problems constrained by ordinary differential equations (ODEs) that couples the
evaluation of the Jacobians for the generalized Gauss–Newton method and the subsequent
condensing algorithm by directional derivatives, the reduced approach. Bauer [7] extended
this method to constraints described by DAEs. The first application to PDE constrained
parameter estimation problems was presented by Dieses [34]. Dieses considered only
systems of ODEs to approximate the solution of the partial differential equation. We
derive a different formulation of the reduced approach for parameter estimation problems
constrained by DAEs. We consider the DAE model as an approximation of the solution of
1
partial differential equations. The class of problems, which can be solved by this approach,
is widened to the examination of multiple experiments and equality constraints that couple
the experiments with each other. The advantages of the reduced approach are illustrated by
means of two academic examples. The developed formulation of the reduced approach is
implemented in the FORTRAN software package PAREMERA.
Measurement data are perturbed by measurement errors which leads to uncertainties in
the estimated parameter values. The quality of the results of the parameter estimation
can be expressed by the confidence regions of the estimated parameters. The confidence
regions can be described by the variance–covariance matrix in the solution of the parameter
estimation problem. Optimum experimental design (OED) refers to the determination of
optimal control settings for the process and measurement points such that an information
function on the variance–covariance matrix is maximized (e.g., Ko¨rkel [58], Lohmann et al.
[67] and Pukelsheim [80]). The OED problem is a nonstandard optimal control problem
which has to be solved by tailored methods. The control functions and the constraints are
discretized and the resulting NLP is solved by a sequential quadratic programming method.
The methods for OED are implemented in VPLAN by Ko¨rkel et al. [58].
In this thesis, the methods of parameter estimation with single shooting and optimum
experimental design are applied to the process of microbial enhanced oil recovery (MEOR)
for the first time. First fundamental applications of parameter estimation have been
presented by Hazra and Schulz [49] for two phase flow through porous media. We consider
a more complex model also for OED. Hron et al. [54] presented parameter estimation for
ground water flow which can be described by a model of an equal complexity.
Oil exists in small pore spaces within reservoir rocks underneath the surface of the earth.
We distinguish three types of oil recovery. After a production well is drilled into a reservoir,
the natural reservoir pressure pushes the oil up to the surface. This is the so-called primary
oil recovery. During the oil is recovered in the primary phase, the natural pressure decreases
and soon reaches a level where the pressure is insufficient to lift the oil up to the surface.
An external force is needed which is accomplished by the injection of water or gas. Thus,
an economical oil production rate can be maintained. We refer to the methods as secondary
oil recovery. Less then 50 percent of the original oil in place is recovered by primary and
secondary production (Gao and Zerki [40]).
MEOR is classified as tertiary or enhanced oil recovery. In-situ microorganisms, which are
stimulated by the injection of suited nutrients, e.g. sugar and yeast, mobilize residual oil
trapped in the pore space. There are no reliable long-term studies, but this technique is
assumed to be environmentally-friendly and comparatively cheap since existing infrastruc-
tures (e.g. drilled wells) can be used (Maudgalya et al. [72]). When bacteria are provided
with nutrient, they reproduce themselves and produce metabolites. The microbial growth
at the oil/water interface causes many effects (Ko¨gler [57]). The viscosity of oil is reduced
by dissolved gas which is produced by the bacteria. The permeability of the reservoir rock
is reduced due to clogging and selective plugging effects and we observe a decrease of the
interfacial tension (IFT) which leads to a reduction of the capillary pressure.
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1.1. RESULTS OF THE THESIS
We consider a coupled model of partial differential equations to describe the process of
microbial enhanced oil recovery. The model consists of the black oil model (Abou et
al. [1], and Kou and Sun [60]), which describes two phase flow through porous media,
and a transport model of convection–reaction–diffusion type for bateria, nutrients, gas
and metabolites (Chang et al. [22] and Desouky et al. [31]). The model equations are
discretized in space by a mixed discontinuous Galerkin finite element method (Hesthaven
and Warburton [50]). For the temporal discretization, we apply the extended IMPES
method (Chang et al. [22] and Berenblyum [9]). The model equation for the pressure is
solved by an implicit time step while the saturation of the water phase and the remaining
components are computed explicitly. The model equations as well as the time stepping
scheme are implemented with the finite element library deal.ii (Bangerth et al. [5]).
PAREMERA is used to identify the parameters of the considered model for microbial
enhanced oil recovery. VPLAN is applied to solve the OED problem.
There is a considerable amount of existing open source and commercial reservoir simulation
softwares: The MATLAB Reservoir Simulation Toolbox (MRST) by SINTEF Applied
Mathematics [66], BugSim of the international research institute Stavanger [68], the
Implicit Parallel Accurate Reservoir Simulator (IPARS) developed by Wheeler et al. at
the center for subsurface modeling at the university of Texas at Austin [99, 100] , the
Automatic Differentiation General Purpose Research Simulator (AD-GPRS) developed
at Stanford University [79] and STARS from the Computer Modeling Group Ltd. The
majority of the simulators lacks the ability to describe the microbial transport and growth
inside the reservoir and its multiple effects properly. First papers on the simulation of
MEOR processes can be found in, e.g. Chang et al. [22], Maudgalya [71] and Nielsen
[76], but a validated model is missing. This thesis can be regarded as a first step into that
direction.
1.1 Results of the thesis
We develop a new formulation of the reduced approach for parameter estimation problems
constrained by DAEs which fully eliminates the algebraic constraints. We consider
DAE models as an approximation for the solution of partial differential equations. The
reduced approach lowers the number of required derivatives for the generalized Gauss–
Newton method in the context of multiple shooting to the minimal number. The method is
implemented in the parameter estimation software package PAREMERA which is embedded
in the software package VPLAN. The new method is tested by means of two academic
application examples.
We develop robust numerical methods for the simulation of a model for microbial enhanced
oil recovery based on the extended IMPES method with respect to varying parameters,
controls and boundary conditions and implement the methods in deal.ii.
We use derivative based optimization methods for parameter estimation and optimum
experimental design. For the latter, we need to evaluate second order derivatives with
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respect to parameters and controls. We apply methods of internal numerical differentiation
and algorithmic differentiation. For the numerical computations, we implement a software
package which simulates the model equations and evaluates the required derivatives for
parameter estimation and optimum experimental design. The software is interfaced with
VPLAN to exchange all necessary quantities.
For the first time, we execute a full cycle of parameter estimation and optimum experimental
design for microbial enhanced oil recovery. By optimum experimental design, we reduce
the size of the confidence intervals of the estimated parameters for the MEOR model by a
factor of 100.
1.2 Thesis overview
The thesis is structured as follows. In Chapter 2, we specify the basic definitions of rock
and fluid properties and introduce a nonlinear coupled model for microbial enhanced oil
recovery that consists of two parts. The first part describes two phase flow of water and
oil through porous media while the second one models the transport phenomena of the
bacteria and nutrients as well as the production of gas and other metabolites by the bacteria
when provided with nutrients.
In Chapter 3, we discretize the spatial operators by using a mixed discontinuous Galerkin
finite element approach. Then, we explain how the discretized model is solved by an
IMPES method. The method is extended to an explicit computation of the concentrations
of microbes, nutrients, gas and metabolites. We apply our methods to a transient, nonlinear
2D benchmark problem.
We derive the parameter estimation problem constrained by a system of differential alge-
braic equations and discuss the multiple shooting formulation by Bock et al. for this kind
of problems in Chapter 4. We present the generalized Gauss–Newton method for solving
parameter estimation problems and give a short overview of the restricted monotonicity
test as a globalization strategy. To determine the statistical quality of the estimates, we
illustrate how to compute the variance–covariance matrix and define the linear confidence
regions. Furthermore, we state Bock’s Local Contraction theorem and explain how to
evaluate the sensitives of the states with respect to the model parameters.
Chapter 5 is concerned with optimum experimental design problems. We state the general
problem formulation and define first-order necessary conditions. Additionally, we present
a sequential quadratic programming method to solve the constrained optimization problem
and illustrate the evaluation of the mixed second order sensitivities of the states with
respect to the parameters and controls for microbial enhanced oil recovery.
In Chapter 6, we discuss a method based on the Schlo¨der trick to reduce the number of
derivatives, which are required to compute the Jacobian for the generalized Gauss–Newton
method, to the smallest possible; the reduced approach. We present the features that are
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implemented in the new parameter estimation software package PAREMERA and examine
two academic application examples to point out the advantages of PAREMERA and the
reduced approach.
Chapter 7 contains numerical results for the model for microbial enhanced oil recovery.
We describe the sequential procedure of optimum experimental design and parameter
estimation. We execute two cycles of the procedure. We illustrate the results of a parameter
estimation computed with the methods developed in Chapter 6. Then, a new experiment is
planed applying the results of Chapter 5 and the designed experiment is used to determine
a statistically better estimate of the model parameters.
The thesis is completed with a summary of the main contributions and an outlook on future
research and developments of the model.
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2 Microbial enhanced oil recovery
Even with the growing environmental consciousness among the general public, crude oil is
and will stay the main energy source in the world with around 33 percent because of missing
affordable and efficient alternatives. With today’s state of the technology and the growing
demand for energy, crude oil is the only non-renewable resource for which the global
demand cannot be satisfied in the next decades (Bundesanstalt fu¨r Geowissenschaften und
Rohstoffe [21]). Enhanced oil extraction technologies have to be applied. Therefore, a
validated model is needed to evaluate the efficiency of the new methods.
The chapter briefly reviews the main definition and notations in reservoir engineering. We
introduce the main model that is examined in this thesis. We consider a coupled model
consisting of two parts. The basis is the black oil model as it can be found in Abou et
al. [1], Hoteit and Firoozabadi [53], and Kou and Sun [60]. The second part models
the microbial transport phenomena as well as the production of gas and other metabolic
compounds such as acid, surfactants and polymers, see Chang et al. [22], Desouky et al.
[31], and Corapcioglu and Haridas [27]. Furthermore, we state the boundary and initial
conditions of the model.
2.1 The black oil model
The black oil model describes fluid flow through porous media. Before we derive the
system of partial differential equations, we give some essential definitions and settle some
basic properties. A more detailed description can be found in Chen [24].
2.1.1 Rock and fluid properties
Porosity is the fraction of a rock which is pore space. We consider exclusively effective
porosity which includes all interconnected voids, because only interconnected pore spaces
allow fluid flow. Porosity is denoted by φ and varies from 0 to 1.
Permeability is the capacity of a rock to transmit fluids through its interconnected pore
space. It is represented asK and has the unit square meter (m2). Usually we assume that
K is a diagonal tensor, e.g., for a three dimensional model
K “ diagpk1,k2,k3q.
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This conducting capacity is sometimes referred to as absolute permeability. The porous
medium is called isotropic if k1 “ k2 “ k3.
Phase refers to a chemically homogeneous region of fluid that is separated from another
phase by an interface, e.g., oleic (oil), aqueous (mainly water), or gas. The phases are
subscripted by w and o for water and oil phase, respectively.
The viscosity of a fluid is a measure of the (frictional) energy dissipated when it is in
motion resisting an applied shearing force. It has the unit pascal seconds (Pa¨s) and is
referred to as µ.
The fluid saturation of a phase is the ratio of the pore space that it occupies. It is indicated
by S. For two phase flow of water and oil, the saturations Sw and So satisfy
Sw`So “ 1. (2.1)
Capillary pressure denotes the discontinuity in fluid pressure across an interface between
any two immiscible fluids (e.g., water and oil). It results as a consequence of the interfacial
tension that exists at the interface. The capillary pressure is denoted by
pcow “ po´ pw, (2.2)
where po is the pressure of the nonwetting phase (oil) and pw is the pressure of the wetting
phase (water).
Interfacial tension exists when two phases are present and is denoted by σow. These
phases can be gas/oil, oil/water, or gas/water. Interfacial tension is the force that holds the
surface of a particular phase together and has the unit newton per meter
`N
m
˘
.
Relative permeability specifies the amount of diminishment to flow of one phase on an-
other. In two phase flow, it is a function of the phase saturations. The relative permeabilities
of water and oil phases are denoted by kro and krw, respectively.
Typical curves suitable for two phases with water displacing oil are presented in Figure
2.1. The value of the water saturation, at which water starts to flow, is called critical
water saturation, Swc, and the value at which oil stops to flow is referred to as residual
oil saturation, Sor. There is a broad variety of analytical expressions for the relationship
between relative permeabilities and the water saturation (Corey [28], Naar and Henderson
[75], Stone [90]). We use a modified Brooks–Corey relation [20]
kro “ kˆro
ˆ
So´Sor
1´Sor´Swc
˙co
, (2.3a)
krw “ kˆrw
ˆ
Sw´Swc
1´Sor´Swc
˙cw
. (2.3b)
The exponents co and cw in equations 2.3 are crucial for the behavior of the water and the
oil phase. Their measurement is not possible, but an accurate knowledge is desirable. In
Chapter 7, we consider co and cw as model parameters.
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Figure 2.1: Typical curves of the relative permeabilities modeled by Equations (2.3) for a
oil/water system.
The mobility of a phase is defined as the quotient of its relative permeability and viscosity
of the phase. We define
λo :“ kroµo , λw :“
krw
µw
.
Fractional flow is a quantity which determines the fractional volumetric flow rate of a
phase with given pressure gradient in the presence of another phase. Symbols for water
and oil in a two phase flow system are
fo :“ λoλt , fw :“
λw
λt
,
where λt :“ λo`λw is the total mobility.
2.1.2 Basic differential equations
Let a bounded, continuous domain ΩĂ IRd, d “ 1,2 be given. The black oil model is a
coupled system of nonlinear time-dependent PDEs that describes two phase flow through
porous media. We consider a flow formulation according to Hoteit and Firoozabadi [53],
and Kou and Sun [60] and assume that both fluids are incompressible, immiscible and
that the phase densities are constant. Then, for nondeformable porous media the mass
conservation within each phase is described by
φ
BSα
Bt `∇ ¨uα “ qα , α “ w,o, (2.4)
where qα is the external mass flow rate and uα is Darcy’s velocity of phase α “ w, o.
Darcy’s velocity is determined by the extended Darcy’s law:
uα “´krαµαK ¨∇ppα `ραg∇zq , α “ w,o. (2.5)
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Here, g denotes the gravity acceleration, z is the depth and ρα is the density of the
corresponding phase.
Additionally, we consider constraint (2.1) which assures that the two phases jointly fill the
pore space. We assume that the medium is isotropic. Thus, the permeability tensor can
be represented asK “ k ¨Id, where Id P IRdˆd is the d-dimensional identity matrix and k
is the absolute permeability, see Section 2.1.1. We apply (2.3) for the formulation of the
relative permeabilities.
We add equations (2.4) and eliminate the phase saturations to get
∇ ¨ puw`uoq “ qw`qo.
We apply (2.5) and define
Φw :“ pw`ρwg∇z, Φc :“ pcow´pρo´ρwqg∇z
to get
∇ ¨ pua`ucq ” ´∇ ¨λtK∇Φw´∇ ¨λoK∇Φc “ qw`qo, (2.6a)
φ
BSw
Bt ´qw “´∇ ¨ p fwuaq ” ∇ ¨λwK∇Φw, (2.6b)
where we used the definitions for total mobility and fractional flow given in Section 2.1.1.
In equation (2.6a), we use the total velocity ua and the capillary velocity uc to eliminate
the oil pressure po. Obviously it holds
ua`uc “ uw`uo
The primary states of System (2.6) are the pressure pw and the saturation of the water
phase Sw.
We follow Valvatne and Blunt [96] to model the capillary pressure by the Young–Laplace
equation for known shapes of the pores
pcow “ po´ pw “ 2σow cosαR (2.7)
with the oil-water interfacial tension σow and the receding oil water contact angle α and
the inscribed radius R, see Figure 2.2. Equation (2.7) is a microscopic formulation for
the capillary pressure. As we will see in Chapter 7, we have exact knowledge about the
properties of the pores. This is why it is reasonable to use this formulation.
2.2 Microbial transport
The second part of the model predicts the propagation and distribution of the bacteria and
the nutrients in porous media. The transport model takes into account the most important
effects which influence the transport of bacteria such as diffusion, absorption, growth and
decay of bacteria, and consumption of nutrients. Furthermore, the model describes the
production of metabolites and accounts for permeability reduction and the changes of the
viscosity of the water and the oil phase, respectively.
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Figure 2.2: Menisci in a conical capillary, see Dullien [37]
2.2.1 Motivation
Due to batch experiments, where bacteria and nutrients have been filled into two intercon-
nected vessels, see Figure 2.3, that have been executed by our project partners, we found
out, that the bacteria do not move in the absence of an outer force. We deduce that the
Figure 2.3: Setup of the batch experiment.
bacteria do not show any diffusion effects and do not move in the direction of the nutrient
gradient. Because of this, we set the diffusion and chemotaxis coefficients to zero
D “ 0, km “ 0
in the equation for the microbial transport.
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2.2.2 Mathematical formulation
We assume that bacteria and nutrients are solved in the water phase. Then, the microbial
transport in the water phase is described by
BpφSwCq
Bt “´∇ ¨ puwCq`φSwprg´ rdqC`qw
C
V
´ kcφSwC, (2.8)
see Chang et al. [22]. The primary state in (2.8) is the bacteria concentration C while C f
refers to the nutrient concentration. The equation is of convection–reaction type. The first
term characterizes the transport with Darcy velocity uw and we have to consider several
reaction terms.
φSwprg´ rdqC
is the growth and decay term with growth rate rg and decay rate rd.
qw
C
V
describes the source term with well rate qw and bulk volume of the well block V. While
kcφSwC
relates to clogging effects, i.e., the bacteria stick together with the walls of the porous
medium, with clogging rate kc.
The rate rg, at which new cells are formed, is limited by a maximal bacteria concentration
Cmax and the availability of nutrient. Nutrients are organic compounds such as sugar and
yeast. The growth rate is then written as
rg “
ˆ
1´
ˆ
C
Cmax
˙m˙
¨FN, (2.9)
where FN represents the specific growth rate for a given nutrient concentration. The
exponent m is a modeling parameter usually chosen between m “ r1,2s. We use the
common Monod expression [74] to compute FN. The nutrient factor, with only one type of
nutrient considered, can be described by
FN “ µmax
ˆ
Cf
KS`Cf
˙
, (2.10)
with nutrient concentration Cf and the half rate constant KS at which half of the maximal
growth rate µmax is reached. Similar to the exponents in the modified Brooks–Corey
relation (2.3), it is not possible to measure µmax and KS directly, but their value is very
important for the behavior of the process. We add µmax and KS to the vector of parameters.
At the end of this chapter, we will summarize the model.
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The nutrient transport in the water phase is modeled by
BpφSwCfq
Bt “∇ ¨Df ¨∇pφSwCfq´∇ ¨ puwCfq
´φSwUfrgC`qwCfV ,
(2.11)
see Chang et al. [22]. Equation (2.11) for the nutrient concentration Cf is of diffusion–
convection–reaction type with corresponding diffusion coefficientDf and Darcy’s velocity
uw. The use of nutrients is described by
´φSwUfrgC,
where Uf is the usage factor of the nutrients for the growth of the bacteria.
When bacteria are provided with nutrients, they do not only start to reproduce themselves
but produce gas and other metabolites. We follow Lohne [68] to model these effects. The
production of gas relates to
φSwUg
rgC
Yg
with usage factor Ug, which illustrates how much nutrients are converted into gas, and yield
factor Yg. We assume that the produced gas does not diffuse and that is solved completely
in the oil phase. Combined with the convection and source terms, the transport equation
for the concentration of gas Cg is given by
BpφSoCgq
Bt “´∇ ¨ puoCgq`φSwUg
rgC
Yg
`qoCgV . (2.12)
A similar term is defined for the production of the other metabolites
φSwUm
rgC
Ym
,
where Um is the usage factor and Ym refers to the yield factor for the production of metabo-
lites. For reasons of simplicity of the model, we do not differ between the metabolites.
We assume that the metabolites are dissolved completely in the water phase. Again, we
consider a diffusion–convection–reaction equation for the concentration of metabolites
Cm
BpφSwCmq
Bt “∇ ¨Dm ¨∇pφSwCmq´∇ ¨ puwCmq
`φSwUm rgCYm `qw
Cm
V
.
(2.13)
2.3 Boundary and initial conditions
We complete the model by imposing boundary and initial conditions for the states where
needed. We distinguish three different kinds of boundaries: the inflow boundary Γin, the
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outflow boundary Γout and the enclosing boundary Γen with
BΩ“ ΓinYΓoutYΓen (2.14)
and
ΓinXΓout “H, ΓinXΓen “H, ΓenXΓout “H, (2.15)
see Figure 2.4 for a 2D illustration. Note that for ΩĂ IR1 we have Γen “H. The inflow
Figure 2.4: Domain in 2D.
boundary is the part of BΩwhere the water enriched with bacteria and nutrient, respectively,
is injected while the outflow boundary is the part where the oil water mixture flows out.
The enclosing boundary is a shell where no inflow or outflow is possible.
2.3.1 Black oil model
Since there is no derivative with respect to time in Equation (2.6a), we do not need to
define initial conditions for the pressure. We employ three types of boundary conditions
for the pw. On Γout, we formulate Dirichlet-type boundary values
pw “ pD on Γout.
On Γin, inhomogeneous Neumann-type boundary conditions are applied
n ¨ pua`ucq “ qin on Γin,
while on the enveloping boundary, homogeneous Neumann-type boundary conditions are
imposed
n ¨ pua`ucq “ 0 on Γen,
where n is the outward normal vector to Γin and Γen, respectively. We refer to qin as inflow
velocity. In Chapter 7, we use qin as a control variable for the optimum experimental
design problem.
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We impose Dirichlet-type boundary conditions on the inflow boundary for the water
saturation
Sw “ Sinw on Γin.
On Γout, we do not need to specify any boundary conditions for the water saturations since
we consider a transport problem. On the enveloping boundary, homogeneous Neumann-
type boundary conditions are stated again
BSw
Bn “ 0 on Γen.
The initial saturation at the beginning of the water flood is set to
Sw “ S0 in Ω.
2.3.2 Microbial and nutrient transport
We consider transport dominant problems, i.e., with a high the Pe´clet number
Pe“ L ¨ }ua}
Di
, i“ f,m,
where L is the characteristic length.
On Γin, we formulate Dirichlet-type boundary conditions for the concentration of the
bacteria
C “Cin on Γin
and for the nutrient concentration
Cf “Cinf on Γin.
The variables Cin and Cinf will are considered as control functions in Chapter 7. As
mentioned above, we examine transport dominant problems. Thus, we do not have to
define any boundary conditions for the bacteria and nutrient concentrations on the outflow
boundary.
Homogeneous Neumann-type boundary conditions are applied for both concentration on
the enveloping boundary
BC
Bn “ 0,
BCf
Bn “ 0 on Γen.
The initial concentrations of bacteria and nutrients at the beginning of the time interval are
set to
C “ 0, Cf “ 0 in Ω.
Since the equations for the gas and metabolites of the same type as Equations (2.8) and
(2.11), respectively, we impose the same type of boundary conditions. On Γin, we formulate
homogeneous Dirichlet-type conditions
Cg “ 0, Cm “ 0 on Γout
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and on Γout , we do not have to impose boundary conditions. Since there is no flow through
the enveloping boundary, we have
BCg
Bn “ 0,
BCm
Bn “ 0 on Γen.
The initial gas and metabolites concentrations at t “ t0 are set to
Cg “ 0, Cm “ 0 on Ω.
2.4 Effects of the bacteria
We follow Lohne [68] to characterize the effects of the bacteria and the metabolites on the
fluid and rock properties. Since the viscosity of gas is lower than the viscosity of oil, the
dissolved gas lowers the viscosity of the oil phase and thus raises its mobility. Let µg be
the viscosity of gas and let µˆo be the viscosity of pure oil. Then, the viscosity of the oil
phase is computed as
µo “ µˆo„
1´
ˆ
1´
´
µˆo
µg
¯0.25˙
Cg
4 . (2.16)
A contrary behavior is observed for the aqueous phase. The viscosity of the metabolites
µm is higher than the viscosity of water µˆw. We deduce that the viscosity of the aqueous
phase increases with the concentration of metabolites as
µw “ µˆw„
1´
ˆ
1´
´
µˆw
µm
¯0.25˙
Cm
4 . (2.17)
Additionally, we consider the effect that the clogged or immobile bacteria reduce the
permeability of the porous medium. Let Nb denote the the number of clogged bacteria
and Rb refers to the average radius of one microbe. Then the reduced permeability K1 is
computed by
K1
K
“
«
1`2.483
d
K
φ
NbpiR2b
ff2
, (2.18)
see Lohne [68].
2.5 Summarization of the model equations
In the introduction, we mentioned that we want to apply methods of parameter estimation
and optimum experimental design to our model for microbial enhanced oil recovery. In
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Sections 2.1.2 and 2.2.2, we have defined the vector of parameters that we want to identify.
We refer to them as
θ “ pco,cw,µmax,KSqT . (2.19)
The control variables that are optimized by OED are defined in Section 2.3
q“ qin, (2.20a)
uptq “
´
Cin,Cinf
¯T
. (2.20b)
To improve the readability, we summarize our model equations (2.6), (2.8), (2.11), (2.12)
and (2.13) to a more general formulation of a PDE
F pt,ξpt,θ,q,uptqq,θ,q,uptqq “ 0, (2.21)
where
ξ “ pp, Sw, C, Cf, Cg, CmqT
denotes the vector of states that depend on the choice of the parameters and controls.
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3 Numerical simulation of microbial
enhanced oil recovery
In this chapter, we deduce the solution techniques that we apply to solve the model
equations derived in Chapter 2. We develop a mixed discontinuous Galerkin finite element
method that is used to discretize the model in space. Additionally, we introduce the IMPES
method and extend the method. The extended IMPES method is applied to solve the model
in time. We explain how the length of the time step is determined. We perform a 2D
simulation example of the full model in the final section.
3.1 Finite element approach
In this section, we explain the discretization in space of the model equations (2.6), (2.8),
(2.11), (2.12) and (2.13). Since we consider convection dominated transport problems, we
apply a mixed discontinuous Galerkin finite element method (DG-FEM). Finite element
methods (FEMs) are superior in complex geometries to, e.g., finite difference methods and
allow a profound mathematical analysis. There is a broad variety of text books concerning
FEMs. For an overview of FEMs calculus, see for instance Braess [19] or Grossmann and
Roos [47]. For an introduction to DG-FEMs, we refer to Hesthaven and Warburton [50].
DG-FEMs combine features of the finite element and the finite volume framework. By
using a space of basis and test functions, DG-FEMs emulate the finite element methods
and still satisfies the equation in a sense closer to the finite volume methods (FVMs).
The first analysis of DG-FEMs was presented in Reed and Hill [82]. The application to
nonlinear conservation laws was first presented in Chavent and Salzano [23]. We use the
FEMs library deal.ii, an open source software which is widely used in the community of
scientific computing, see Bangerth et al. [5].
Since we do not demand continuity along the intersection of two elements, we have two
or more solutions at the same physical location along the trace of an element. In the
following, we refer to the information of the current element by a superscript “´” and
to the information of the neighbor element by a superscript “`”. With this notation, we
define the average
ttauu “ a
´`a`
2
,
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where a can be a scalar or a vector. Likewise, we define jumps along a normal vector, n,
as
vaw “ n´a´`n`a`, vaw “ n´ ¨a´`n` ¨a`.
Note that we have different definitions for the jumps depending on whether a is a scalar or
a vector.
We decompose the domain Ω by a regular, quadrilateral triangulation T consisting of
elements Th. We use isoparametric bilinear and constant elements and denote the underlying
polynomial spaces with
Q0pThq “ spant1u,
Q1pThq “ spant1,x1,x2,x1x2u,
for a 2D model. The bilinear elements have their support points in the corners of the cells
Th. We apply an H1-conform finite element ansatz
Vh “ tϕh P H1pΩq : ϕh|T P Q1pThq, Th PT , ϕh continuous along the edges of Th
and ϕh “ 0 on Γoutu,
for the pressure pw. For the water saturation Sw, the bacteria concentration C, the nutri-
ent concentration Cf, the gas concentration Cg and the metabolite concentration Cm, we
consider
Uh “ tσh P H1pΩq : σh|T P Q0pThq, Th PT , σh “ 0 on ΓoutYΓinu.
Here, we use the partitioning of the boundary from Section 2.3
BΩ“ ΓinYΓoutYΓen.
On the parts of the boundary where we impose Dirichlet-type boundary conditions, Γout for
ϕh and ΓinYΓout for σh, the ansatz functions are set to zero. On the remaining parts of the
boundary Γen and ΓinYΓen, respectively, Neumann-type conditions have to be fulfilled.
We do not consider mass flow. In the following, we set
qw “ 0, qo “ 0.
We formulate the weak form of Equation (2.6a) and integrate by parts
0“ p´∇ ¨ rλtK ¨∇Φw,hs,ϕhqΩ`p´∇ ¨ rλnK ¨∇Φcs,ϕhqΩ (3.1)
“ pλtK ¨∇Φw,h,∇ϕhqΩ`pλnK ¨∇Φc,∇ϕhqΩ
´pn ¨ rλtK ¨∇Φw,hs,ϕhqΓin´pn ¨ rλnK ¨∇Φcs,ϕhqΩ. (3.2)
From Darcy’s law (2.5) it follows
0“ pλtK ¨∇Φw,h,∇ϕhqΩ`pλnK ¨∇Φc,∇ϕhqΩ
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`pn ¨ rua,h`uc,hs,ϕhqΓin
“ pλtK ¨∇Φw,h,∇ϕhqΩ`pλnK ¨∇Φc,∇ϕhqΩ`pqin,ϕhqΓin . (3.3)
The weak form of the mass conservation law (2.6b) results inˆ
φ
BSw,h
Bt ,σh
˙
Ω
“´`∇ ¨ r fwua,hs,σh˘Ω
“
ÿ
ThPT
`p fwua,h,∇σhqTh´p fwn ¨ua,h,σhqBTh˘ (3.4)
Since we consider discontinuous spaces and discontinuous functions are not defined on
the boundary of the cells, we have to specify how to evaluate the terms on the interfaces
between the cells. We evaluate the second term on the right hand side of the weak
saturation equation (3.4) following the approach of Li and Bangerth [65] by using an
upwind stabilization:`
fwpSw,hqn ¨ua,h,σh
˘
BTh “
´
fwpS`w,hqpn ¨u`a,hq,σh
¯
BT`h,a
`
´
fwpS´w,hqpn ¨u´a,hq,σh
¯
BT´h,a
,
(3.5)
where BT`h,a :“
 
x P BTh, n ¨ua,hpxq ă 0
(
denotes the inflow boundary and the outflow
boundary is identified by BT´h,a :“ BThzBT`h,a. The quantities S´w,h,u´a,h then correspond to
the values of these variables on the boundary of the present cell, whereas S`w,h,u
`
a,h (needed
on the inflow part of the boundary of Th) are quantities taken from the boundary of the
neighboring cell.
We apply the same considerations to the equation for the transport of the bacteria (2.8) in
order to obtainˆBpφSw,hChq
Bt ,σh
˙
Ω
“
ÿ
ThPT
`puw,hCh,∇σhqTh´pChn ¨uw,h,σhqBTh˘
` `φSw,hrrg´ rdsCh,σh˘Ω´pkcφSw,hCh,σhqΩ.
(3.6)
Again, we have to specify the meaning of the terms on the boundaries of the cells. We use
a stabilization similar to (3.5)`
Chn ¨uw,h,σh
˘
BTh “
´
C`h pn ¨u`w,hq,σh
¯
BT`h,w
`
´
C´h pn ¨u´w,hq,σh
¯
BT´h,w
, (3.7)
with the inflow boundary BT`h,w :“
 
x P BTh, n ¨uw,hpxq ă 0
(
and the outflow boundary
BT´h,w :“ BThzBT`h,w.
For the nutrient transport (2.11), we account also for diffusion effects. First, we apply the
product rule and get
BpφSwCfq
Bt “ ∇ ¨ rDf ¨∇pφSwCfqs´∇ ¨ puwCfq´φSwUfrgC
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“ ∇ ¨ rDf ¨ pφCf∇Sw`φSw∇Cfqs´∇ ¨ puwCfq´φSwUfrgC. (3.8)
We follow Hesthaven and Warburton [50] to formulate the weak formulation. We rewrite
(3.8) as a problem of first order in Cf
q1 “
a
SwDf ¨∇Cf, (3.9)
BpφSwCfq
Bt “ φ∇ ¨ rCfDf ¨∇Sws`φ∇ ¨
”a
SwDf ¨q1
ı
´∇ ¨ puwCfq´φSwUfrgC
(3.10)
to obtain a system which can be discretized using techniques for the conservation laws.
We obtain the weak formulation for (3.9)
pq1,h,ηhqΩ “ p
a
Sw,hDf ¨∇Cf,h,ηhqΩ
“ `∇Cf,h,aSw,hDf ¨ηh˘Ω
“
ÿ
ThPT
´
´`Cf,h,∇ ¨ “aSw,hDf ¨ηh‰˘Th
`
´
n ¨ `aSw,hDfCf,h˘˚ ,ηh¯BTh
˙
.
(3.11)
Here and in the following, ηh denotes the multidimensional version of σh that corresponds
to the dimension of Ω. Since the diffusion parameter D˜f “
?
SwDf is only piecewise
smooth, we define the numerical flux according to`a
Sw,hDfCf,h
˘˚ “   aSw,hDfCf,h((` 12 0aSw,hDf8C`f,h, (3.12)
see Hesthaven and Warburton [50]. The weak formulation of (3.10) then readsˆBpφSw,hCf,hq
Bt ,σh
˙
“´pφCf,hDf,h ¨∇Sw,h,∇σhqΩ
`
ÿ
ThPT
´
´`φaSw,hDf ¨q1,h,∇σh˘Th
`
´
φn ¨ `aSw,hDf ¨q1,h˘˚ ,σh¯BTh
˙
`
ÿ
ThPT
`puw,hCf,h,∇σhqTh´pCf,hn ¨uw,h,σhqBTh˘
´pφSw,hUgrgCh,σhqΩ.
(3.13)
Once more we have to give a meaning to the terms at the interfaces of the cells. For the
specification of the diffusion term, we refer to Hesthaven and Warburton [50]. We consider
the numerical flux`a
Sw,hDf ¨q1,h
˘˚ “   aSw,hDf ¨q1,h((` 12 0aSw,hDf 8 ¨q`1,h. (3.14)
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We evaluate the transport over the cell boundary as before in Equations (3.5) and (3.7)`
Cf,hn ¨uw,h,σh
˘
BTh “
´
C`f,hpn ¨u`w,hq,σh
¯
BT`h,w
`
´
C´f,hpn ¨u´w,hq,σh
¯
BT´h,w
, (3.15)
where we use the same definitions for BT`h,w and BT´h,w as in (3.7).
The equations for transport of the gas (2.12) and the metabolites (2.13) are of the same
type as (2.8) and (2.11), respectively. Hence we apply the same arguments as above to
obtain the corresponding weak formulationsˆBpφSo,hCg,hq
Bt ,σh
˙
Ω
“
ÿ
ThPT
`puo,hCg,h,∇σhqTh´pCg,hn ¨uo,h,σhqBTh˘
`
ˆ
φSw,hUg
rgCh
Yg
,σh
˙
Ω
(3.16)
with the already known transport over the cell boundaries`
Cg,hn ¨uo,h,σh
˘
BTh “
´
C`g,hpn ¨u`o,hq,σh
¯
BT`h,o
`
´
C´g,hpn ¨u´o,hq,σh
¯
BT´h,o
. (3.17)
Note, that we use a slightly different definition of the inflow and the outflow boundary of
the cells. Since all the gas is dissolved in the oleic phase, we use uo instead of uw to define
BT´h,o and BT`h,o, respectively.
For Equation (2.13), we simply repeat the steps that we have executed for Equation (2.11)
to recover its weak formulation. We transform Equation (2.13) into a system of first order
in Cm
q2 “
a
SwDm ¨∇Cm, (3.18)
BpφSwCmq
Bt “ φ∇ ¨ rCmDm ¨∇Sws`φ∇ ¨
”a
SwDm ¨q2
ı
´∇ ¨ puwCmq´φSwUm rgCYm
(3.19)
and obtain the weak formulation of (3.18)
pq2,h,ηhqΩ “p
a
Sw,hDm ¨∇Cm,h,ηhqΩ
“
ÿ
ThPT
´
´`Cm,h,∇ ¨ “aSw,hDm ¨ηh‰˘Th
`
´
n ¨ `aSw,hDmCm,h˘˚ ,ηh¯BTh
˙
,
(3.20)
where we consider the numerical flux`a
Sw,hDmCm,h
˘˚ “   aSw,hDmCm,h((` 12 0aSw,hDm8C`m,h. (3.21)
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The weak formulation of Equation (3.19) looks as followsˆBpφSw,hCm,hq
Bt ,σh
˙
“´pφCm,hDm ¨∇Sw,h,∇σhqΩ
`
ÿ
ThPT
´
´`φaSw,hDm ¨q2,h,∇σh˘Th
`
´
φn ¨ `aSw,hDm ¨q2,h˘˚ ,σh¯BTh
˙
`
ÿ
ThPT
`puw,hCm,h,∇σhqTh´pCm,hn ¨uw,h,σhqBTh˘
`
ˆ
φSw,hUg
rgCh
Yg
,σh
˙
Ω
.
(3.22)
We choose the numerical flux according to`a
Sw,hDm ¨q2,h
˘˚ “   aSw,hDm ¨q2,h((` 12 0aSw,hDm 8 ¨q`2,h, (3.23)
see Hesthaven and Warburton [50], and`
Cm,hn ¨uw,h,σh
˘
BTh “
´
C`m,hpn ¨u`w,hq,σh
¯
BT`h,w
`
´
C´m,hpn ¨u´w,hq,σh
¯
BT´h,w
, (3.24)
with the established definitions of BT´h,w and BT`h,w.
The model equations in the weak formulation can be summarized as the following problem:
Find pΦw,h,Sw,h,Ch,Cf,h,Cg,h,Cm,hq P νB`VhˆU5h , such that Equations (3.3), (3.4), (3.6),
(3.13), (3.16), (3.22) are fulfilled with an arbitrary function νB P H1pΩq. The trace of νB
on the boundary matches to the Dirichlet boundary values of the states Φw, Sw, C, Cf, Cg
and Cm. With N and M the dimensions of Vh and Uh, respectively and the nodal bases
tφ1h , . . . ,φNh u and tσ1h , . . . ,σMh u we represent the solutions as
Φw,h “
Nÿ
k“1
Φw,kφ kh , Sw,h “
Mÿ
k“1
Sw,kσ kh , Ch “
Mÿ
k“1
Ckσ kh
Cf,h “
Mÿ
k“1
Cf,kσ kh , Cg,h “
Mÿ
k“1
Cg,kσ kh , Cm,h “
Mÿ
k“1
Cm,kσ kh .
We apply these representations to the weak system and test with all basis functions
φ ih, i “ 1, . . . ,M, and σ ih, i “ 1, . . . ,M. The differential operators ∇ and ∇¨ act only on
the space-dependent ansatz functions, for which the exact derivatives are known. We
manipulate the system matrix and the right-hand side to incorporate the Dirichlet-type
boundary conditions. The degrees of freedom on the boundary are removed and the
solution is set to the predefined value. The inhomogeneous Neumann-type conditions are
formulated directly in the weak representation while the homogeneous Neumann-type
boundary conditions are imposed naturally via the weak formulation.
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3.2 The classical IMPES method
The considered differential equations for the black oil model (2.6) are strongly coupled and
nonlinear. There is a widespread selection of approaches to solve these problems, such as
simultaneous solution (SS) techniques by Douglas et al. [36], sequential implicit methods
by MacDonald and Coats [69] and adaptive implicit methods by Thomas and Thurnau [93].
In the following, we focus on the classical IMplicit Pressure Explicit Saturation (IMPES)
method, which is a very powerful method for the numerical treatment of incompressible
two phase flow. It was first proposed by Sheldon et al. [88] in 1959 and Stone and Garder
jr. [91] in 1961, and it is still the most popular algorithm in the petroleum industry.
We state the approach as it was presented in Chen [24]. The basic idea of the IMPES
method is the separation of the computation of the pressure from that of the saturation.
First, Equation (2.6a) is solved for the pressure using an implicit equation, then we apply
an explicit time stepping scheme to compute the saturation from (2.6b). The resulting
scheme is rather easy to implement and requires less memory than other methods such as
the SS method. One drawback of this method is that the classical IMPES methods require
small time steps for the saturation equation in order to be stable. Especially for long time
horizons and fine meshes this restriction is expensive and prohibitive.
The algorithm can be written as follows:
Algorithm 3.2.1. The classical IMPES method
1. Set k :“ 0 and set Skw “ S0
2. Solve for pk`1w,h
0“
´
λtpSkw,hqK ¨∇Φk`1w,h ,∇ϕh
¯
Ω
`
´
λnpSkw,hqK ¨∇Φkc,∇ϕh
¯
Ω
`pqin,ϕhqΓin .
3. Update
uk`1a,h “´λtpSkw,hqK ¨∇Φk`1w,h .
4. Choose a time step ∆tk`1.
5. Solve for Sk`1w,h´
φSk`1w,h ,σh
¯
Ω
“∆tk`1
ÿ
ThPT
ˆ´
fwpSkw,hquk`1a,h ,∇σh
¯
Ω
´
´
fw
´
pSkw,hq`
¯
n ¨ puk`1a,h q`,σh
¯
BT`h,a
´
´
fw
´
pSkw,hq´
¯
n ¨ puk`1a,h q´,σh
¯
BT´h,a
˙
`
´
φSkw,h,σh
¯
Ω
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6. If
tk`1 “ tk`∆tk`1 ě tend
stop. Otherwise:
7. Set k :“ k`1. Go to 2.
To solve the equations in Step 2 and 5 of Algorithm 3.2.1 we apply a conjugate gradient
(CG) method that is implemented in the SolverCG class of deal.ii without preconditioning.
For more information about CG methods we refer to Nocedal and Wright [77]. In step 2,
we solve the implicit pressure equation which depends only on the water saturation Skw
that was computed in the previous step. Then, we apply an explicit time step to determine
Sk`1w which depends only on the old saturation Skw and the just updated un`1a . By using the
IMPES method, we never have to iterate for the nonlinearities of the system as we would
have if we use a fully implicit method.
3.3 Choosing a time step
For the choice of the time step, we follow Li and Bangerth [65]. In 1928, Richard
Courant, Kurt Friedrichs, and Hans Lewy stated a condition for the numerical stability
of the solution of hyperbolic partial differential equations, see Courant et al. [29]. The
Courant–Friedrichs–Lewy (CFL) number
c“ u∆t
h
(3.25)
describes how many cells are crossed by an observed quantity in one time step. Here, h
denotes the diameter of a cell, u refers to the velocity of the particle and ∆t is the length of
the time step.
If one uses an explicit time stepping scheme for hyperbolic transport equations, as we do,
when we solve the saturation equation (3.4), a general rule of thumb is to choose the time
step ∆tk`1 in a manner that the particles can not travel a distance larger than the diameter
of a single cell within one time step. This corresponds to a CFL number smaller or equal
to 1. Coats [25, 26] showed that the choice of
cď 1
ensures non-oscillatory stability for the solution. In other words, here, we should choose
∆tk`1 ď h}uk`1a pxq}2
.
Fortunately, this quantity is rather easy to calculate in the current setting. If we recall
Algorithm 3.2.1, we update ∆tk`1 in Step 4 right after we have updated uk`1a . We loop
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over all quadrature points of the domain and determine the maximal norm of the velocity.
Then we set the time step to
∆tk`1 :“
min
ThPT
hT
max
x
}uk`1a pxq}2
. (3.26)
It can easily be shown that larger time steps lead to grid points where the water saturation
is larger than one or less than zero. Since the saturation corresponds to the fraction of water
that fills the pore space our model would not be evaluable anymore. If we use a time step
according to (3.26), this should not happen anyhow. To be on the safe side, we run a routine
called project back saturation, see Li and Bangerth [65], at the end of each time step. As
the name suggests it projects the water saturation back onto the interval rSwc,1´Sors if
necessary. We have to do so since the functions (2.3b), (2.3a) for the relative permeabilities
and the fractional flow fwpSwq are not evaluable outside this range.
3.4 The extended IMPES method
We still have to specify how to solve the equations for bacteria (3.6), nutrients (3.13), gas
(3.16) and metabolites (3.22). The considered equations are dominated by the convection
term. Hence, it is reasonable to use an explicit time stepping scheme for (3.6), (3.13),
(3.16) and (3.22) as well. We have to pay attention to the coupled time derivative of the
saturation and the respective states on the left hand side of all of these equations. To
overcome this issue, we extend the IMPES method by inserting the updated saturations
Sn`1w and Sn`1o “ 1´ Sn`1w , that we have computed in Step 5 of Algorithm 3.2.1, into
Equations (3.6), (3.13), (3.16) and (3.22), see Berenblyum [9] and Nielsen [76]. This
approach is sometimes also referred to as IMPEC method where the capital letter C
stands for components. The computation of Ck`1h ,C
k`1
f,h ,C
k`1
g,h , and C
k`1
m,h , is then added to
Algorithm 3.2.1 after Step 5 has been executed.
Algorithm 3.4.1. Extension of the classical IMPES
5.1 Solve for Ck`1h´
φSk`1w,h C
k`1
h ,σh
¯
Ω
“∆tk`1
ÿ
ThPT
ˆ´
uk`1w,h C
k
h,∇σh
¯
Ω
´
´
pCkhq`n ¨ puk`1w,h q`,σh
¯
BT`h,w
´
´
pCkhq´n ¨ puk`1w,h q´,σh
¯
BT´h,w
˙
`∆tk`1
´
φSk`1w,h rrg´ rdsCkh,σh
¯
Ω
´∆tk`1
´
kcφSk`1w,h C
k
h,σh
¯
Ω
`
´
φSk`1w,h C
k
h,σh
¯
Ω
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5.2 Solve for qk`11,h
pqk`11,h ,ηhqΩ “
ÿ
ThPT
ˆ
´
´
Ckf,h,∇ ¨
”b
Sk`1w,h Df ¨ηh
ı¯
Th
`
ˆ
n ¨
´b
Sk`1w,h DfC
k
f,h
¯˚
,ηh
˙
BTh
¸
.
5.3 Solve for Ck`1f,h´
φSk`1w,h C
k`1
f,h ,σh
¯
“´∆tk`1pφCkf,hDf,h ¨∇Sk`1w,h ,∇σhqΩ
`∆tk`1
ÿ
ThPT
ˆ
´
´
φ
b
Sk`1w,h Df ¨q1,h,∇σh
¯
Th
`
ˆ
φn ¨
´b
Sk`1w,h Df ¨q1,h
¯˚
,σh
˙
BTh
¸
`∆tk`1
ÿ
ThPT
ˆ´
uk`1w,h C
k
f,h,∇σh
¯
Ω
´
´
pCkf,hq`n ¨ puk`1w,h q`,σh
¯
BT`h,w
´
´
pCkf,hq´n ¨ puk`1w,h q´,σh
¯
BT´h,w
˙
´∆tk`1
´
φSk`1w,h UfrgC
k
h,σh
¯
Ω
`
´
φSk`1w,h C
k
f,h,σh
¯
Ω
5.4 Solve for Ck`1g,h´
φSk`1o,h C
k`1
g,h ,σh
¯
Ω
“∆tk`1
ÿ
ThPT
ˆ´
uk`1o,h C
k
g,h,∇σh
¯
Ω
´
´
pCkg,hq`n ¨ puk`1o,h q`,σh
¯
BT`h,o
´
´
pCkg,hq´n ¨ puk`1o,h q´,σh
¯
BT´h,o
˙
`∆tk`1
˜
φSk`1w,h Ug
rgCkh
Yg
,σh
¸
Ω
`
´
φSk`1o,h C
k
g,h,σh
¯
Ω
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5.5 Solve for qk`12,h
pqk`12,h ,ηhqΩ “
ÿ
ThPT
ˆ
´
´
Ckm,h,∇ ¨
”b
Sk`1w,h Dm ¨ηh
ı¯
Th
`
ˆ
n ¨
´b
Sk`1w,h DmC
k
m,h
¯˚
,ηh
˙
BTh
¸
.
5.6 Solve Ck`1m,h´
φSk`1w,h C
k`1
m,h ,σh
¯
“´∆tk`1pφCkm,hDm ¨∇Sk`1w,h ,∇σhqΩ
`∆tk`1
ÿ
ThPT
ˆ
´
´
φ
b
Sk`1w,h Dm ¨q2,h,∇σh
¯
Th
`
ˆ
φn ¨
´b
Sk`1w,h Dm ¨q2,h
¯˚
,σh
˙
BTh
¸
`∆tk`1
ÿ
ThPT
ˆ´
uk`1w,h C
k
m,h,∇σh
¯
Ω
´
´
pCkm,hq`n ¨ puk`1w,h q`,σh
¯
BT`h,w
´
´
pCkm,hq´n ¨ puk`1w,h q´,σh
¯
BT´h,w
˙
`∆tk`1
˜
φSk`1w,h Ug
rgCkh
Yg
,σh
¸
Ω
`
´
φSk`1w,h C
k
m,h,σh
¯
Ω
Note, in Equations (2.11) and (2.13) we consider diffusion. In LeVeque [64], it is shown
that for explicit time stepping schemes the time step has to respect the following con-
straint
∆t ď h
2
2D
,
where D denotes the diffusion constant. In our setting we have to use D“maxtDf,Dmu .
As mentioned in section 2.3.2, we consider only convection-dominated processes with a
high Pe´clet number. Therefore, we neglect the constraint.
We use the same CG algorithm to compute the solutions of Step 5.1–5.6 in Algorithm 3.4.1
as we did in Step 2 and 5 of Algorithm 3.2.1.
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3.5 Numerical simulation of microbial transport - 2D
example
We conclude this chapter with a simulation of a 2D example to illustrate that our model
is appropriate to describe the underlying processes. Due to the rotational symmetry and
homogeneity of the core and the boundary and initial condition, we are actually concerned
with a 1D model. But to show that the methods are independent of the dimension, we
execute the following computations in 2D. We assume that there is no capillary pressure.
We consider a rectangular domain Ω“ r0,5sˆr0,31s with Γin “ r0,5sˆ0, Γout “ r0,5sˆ
31 and Γen “ BΩztΓinYΓoutu. The time horizon is set to tend “ 240. We consider minutes
and centimeter as units for time and space, respectively.
We consider one control variable, the injection velocity qin “´0.212758715p« 100mlh q,
that is constant in time and two control functions, namely the injection concentration of
bacteria Cin and nutrients Cinf . We start by injecting pure water without any bacteria or
nutrients. At t “ 135, we add bacteria to the injected water until we start the first nutrient
injection at t “ 165. The second nutrient injection is started at t “ 190 and ends at t “ 215.
It follows a final water flood. The sequences for the three different controls are listed
below:
qin “´0.212758715, t P r0,240s
Cin “
$&% 0.0, t P r0,135s,0.01, t P p135,165s,0.0, t P p165,240s,
Cinf “
$’’&’’%
0.0, t P r0,165s,
0.08, t P p165,190s,
0.05, t P p190,215s,
0.0, t P p215,240s,
The initial water saturation is set to S0 “ 0.079 and the initial concentration of the bacteria,
nutrients, gas and metabolites are set to zero. The injected water saturation is set to
Sinw “ 0.95 and the pressure at the outflow boundary is equal standard pressure. We
simulate our model equations with the parameter settings listed in Table 3.1. We use
a uniformly refined grid of 4096 cells and 41089 degrees of freedom. The results at
t P t0, 135, 165, 190, 215, 240u are shown in Figures 3.1–3.6. We do not show the
results for the axillary states q1 and q2. The order of the subfigures is the same for all
figures. From the top left to the bottom right, we show the pressure of water, the water
saturation and the concentrations of bacteria, nutrients, gas and metabolites.
Figure 3.1 illustrates the initial values of the water saturation, the four concentrations and
the computed pressure profile at t “ 0, cf. step 2 of Algorithm 3.2.1.
The states at t “ 135, right before the start of the bacteria injection, are shown in Figure
3.2. There are no bacteria, nutrients etc. present. The pressure profile is flatter than in
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kˆro kˆrw co cw µˆo µˆw µg µm K Swc Sor
1.18 0.39 2.0 1.6 42.17 1.18 0.02 20.10 10.47 0.037 0.05
φ Cmax KS µmax rd kc u f ug um Yg Ym
0.399 0.05 0.05 8.3 0.25 0.0 0.5 0.45 0.05 3.0 1.0
Table 3.1: Parameter settings
the beginning which leads to a slower replacement of the oil. We observe a high water
saturation at the inflow boundary which decreases in direction of the outflow boundary.
In Figure 3.3, we depict the primary states of the model at t “ 165 when we stop the
injection of the bacteria. Since the bacteria are not provided with nutrients, no gas and
metabolites have been produced. The pressure profile is even flatter than before and the
water saturation has increased. The concentration of bacteria is comparatively high at the
inflow boundary and lessen in direction of the outflow boundary.
After the first nutrient injection at t “ 190, we have a uniform concentration of bacteria
with a minimum at the outflow boundary. The nutrients have migrated into the core. Due
to the presence of gas and metabolites, the pressure profile is stepper and more oil has
been replaced. The concentration of gas is low with a peak at the inflow boundary. The
metabolite concentration has its maximum to the right over the middle of the core because
of convection effects.
Figure 3.5 illustrates the states at the end of the second nutrient injection t “ 215. The
pressure profile is nearly unchanged. More oil has been replaced. The core is almost
evenly filled with the maximal concentration of bacteria. Especially in the middle of the
core, most of the nutrients have been consumed. The concentration of gas has slightly
risen but its peak has become higher. Since the oil concentration has reached the residual
oil saturation at the bottom half of the core, there are no convection effects to observe. We
notice a medium concentration of metabolites at the inflow boundary which increases in
direction of the outflow boundary.
In Figure 3.6, we present the results of the simulation at the end of the time horizon.
Bacteria, nutrients and metabolites have been flushed out of the bottom half of the core.
The pressure profile is flatter than in Figure 3.5 due to the absence of metabolites at the
bottom half. The gas concentration is almost unchanged.
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Figure 3.1: States at t “ 0. Computed initial pressure and initial values for saturation,
bacteria, nutrient, gas and metabolite concentration.
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Figure 3.2: States at t “ 135. Pressure profile flatter. Water saturation rises from the inflow
boundary.
33
3.5. 2D SIMULATION
Figure 3.3: States at t “ 165. Bacteria have been injected into the core.
34
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Figure 3.4: States at t “ 190. End of the first nutrient injection. Pressure profile is steeper.
High gas concentration at the inflow boundary (low oil saturation). Metabolites
have been transported to the right half of the core.
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Figure 3.5: States at t “ 215. Beginning of the terminal water flood. Bacteria fill the core.
Nutrient almost consumed in the middle. High metabolite concentration.
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Figure 3.6: States at t “ 240. End of the time horizon. Bacteria, nutrient and metabolites
have been flushed out of the left side of the core or have been consumed.
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4 Parameter estimation
Models that describe processes, e.g., in chemistry or physics, like the one for microbial
enhanced oil recovery presented in Chapter 2 usually contain quantities whose values are
not known exactly. We refer to those quantities as parameters. In order to predict or to
optimize process behavior, an exact knowledge of the main parameters of the system is
desirable. While the parameters can not be measured directly in most cases, it is possible
to observe other quantities of the system. By fitting model to measurement data the
parameters can be estimated.
In this chapter, we formulate a mathematical problem whose solution is a good approxi-
mation of the true parameters with respect to a specific criterion. First, we introduce the
dynamical model and the measurement model for a considered process, and derive the
parameter estimation problem. We explain how the problem is parametrized and state the
generalized Gauss–Newton method as well as a local convergence theorem. We analyze
the solution in a statistical sense in anticipation of optimum experimental design and
motivate the use of a damping strategy. The chapter is concluded by a short introduction to
parameter estimation for microbial enhanced oil recovery.
In 1987, Bock [13] presented a method to solve parameter estimation problems constrained
by systems of ordinary differential equations (ODE) by a boundary value problem opti-
mization approach. An extension to differential algebraic equations was presented by Bock
et al. [18]. For a detailed overview, we refer to Ko¨rkel [58]. In this chapter, we will follow
these methods.
Here and in the following, we omit the highlighting of vector-valued variables because it
does not help to increase comprehensibility and readability.
4.1 Constrained parameter estimation problems
In this section, we derive the constrained parameter estimation problem. We refer to Seber
and Wild [87] for the underlying statistical principles. Similar approaches can be found in
Bock [13], Ko¨rkel [58], Bock et al. [15], Weiler [98] and Lenz [62].
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4.1.1 Differential algebraic equations
We consider processes described by a system of linear-implicit DAEs
Apt,yptq,zptq,θ ,q,uptqq 9yptq “ f pt,yptq,zptq,θ q, (4.1a)
0“ gpt,yptq,zptq,θ ,q. (4.1b)
Herein f and g are arbitrary functions of time t P rt0, tends, dependent variables yptq P IRny ,
which are defined by the ordinary differential equations (4.1a), dependent variables zptq P
IRnz, which are determined by the algebraic equations (4.1b), and parameters θ P IRnθ .
Please note that system (4.1) may be obtained from partial differential equations discretized
by a method of lines, see Schiesser [83], and Deuflhard and Weiser [33].
Usually, we consider initial value problems. The initial conditions often depend on the
parameters:
ypt0q “ y0pθ q. (4.2)
The initial values of the algebraic states may be chosen in a way such that we have
consistency
gpt0,ypt0q,zpt0q,θ q “ 0
for the algebraic equations (4.1b) at t “ t0.
For the solvability of a DAE, the differentiation index is a crucial criterion, see Hairer
and Wanner [48]. We evaluate the derivative of the algebraic equations (4.1b) of a linear-
implicit DAE with respect to t and obtain
0“ gtpt,yptq,zptq,θ q`gypt,yptq,zptq,θ q 9yptq`gzpt,yptq,zptq,θ q 9zptq.
If gz is regular, we perform algebraic manipulations with respect to 9z
9zptq “ gzpt,yptq,zptq,θ q´1 pgtpt,yptq,zptq,θ q`gypt,yptq,zptq,θ q 9yptqq .
With (4.1a), we get an ODE system for 9y and 9z. In that case, we say that the DAE has
(differentiation) index 1. In general, the differentiation index of an DAE corresponds to the
minimal number of differentiations with respect to t that have to be executed to transform
a DAE into an ODE.
Definition 4.1.1. Equation (4.1) has differentiation index m if m is the minimal number of
analytical differentiations
g“ 0, BgBt “ 0, . . . ,
dmg
dtm
“ 0 (4.3)
such that Equations (4.3) allow us to extract by algebraic manipulations an explicit
ordinary differential system.
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Consequently, an ODE always has index 0. We assume that the considered differential
algebraic equations (4.1) have differentiation index 1.
Additionally to the model equations 4.1, interior point constraints have to be fulfilled at mr
time points. We refer to these constraints in the form:
0“
mrÿ
k“1
rk pyptkq,zptkq,θ q , (4.4)
with r : IRny`nzˆ IRnθ Ñ IRnr . In the following, we assume that the interior point constraints
(4.4) include the initial conditions for the differential states(4.2).
4.1.2 Model responses and measurements
As mentioned above, usually a dynamic model contains parameters, whose true values
θ˚ are unknown, but there are measurement instruments that allow us to determine other
observables of the system. Applying these methods to the process, we obtain a vector of
measurements η j, j “ 1, . . . ,m. We refer to a function h j that describes the measurement
process as the model response and we assume
η j “ h jpt j,y˚pt jq,z˚pt jq,θ˚q` ε j, j “ 1, . . . ,m. (4.5)
Here, y˚ and z˚ refer to the states computed by evaluating the model equations (4.1) for
the true parameters θ˚. We assume that the model responses h j describe the measurement
process correctly. Then, ε j is the measurement error for the j-th measurement.
The measurement errors are random variables, i.e., for two sets of measurement val-
ues
`
η j
˘
j“1,...,m and
`
ηˆ j
˘
j“1,...,m that have been observed for two identical experiments
executed in exactly the same way, we have almost surely
ε j ‰ εˆ j, j “ 1, . . . ,m,
if ε j and εˆ j denote the corresponding measurement errors. Thus, it holds η j ‰ ηˆ j, j “
1, . . . ,m. We assume the measurement errors to be additive, independent and normally
distributed
ε j „N
`
0,σ2j
˘
, j “ 1, . . . ,m, (4.6)
with mean 0 and known variance σ2j . Following the argumentation of Bard [6], we define
the joint probability density function
fθ pεq “ p
?
2piq´m
mź
j“1
σ´1j exp
˜
´ ε
2
j
2σ2j
¸
.
For any (feasible) vector of parameters θ , it is possible to define the residuals
Rpθ ,η jq :“ η j´hpt j,ypt jq,zpt jq,θ q, j “ 1, . . . ,m. (4.7)
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From Equation (4.5), it follows
Rpθ˚,η jq “ ε j, j “ 1, . . . ,m.
We apply the definition of the residuals (4.7) to define the likelihood function. If the
measurement errors are distributed as described above, the likelihood function is defined
as
Lpθ |ηq :“ p?2piq´m
mź
j“1
σ´1j exp
˜
´
`
η j´h jpt j,ypt jq,zpt jq,θ q
˘2
2σ2j
¸
(4.8)
with η “ pη1, . . . ,ηmqT .
4.1.3 Maximum likelihood estimation
The argumentations in Sections 4.1.1 and 4.1.2 hold if we consider nex experiments, too.
We extend the notation of the previous subsections by the superscript i with i“ 1, . . . ,nex.
The likelihood function for nex experiments then reads as follows:
Lpθ |ηq :“
nexź
i“1
p?2piq´mi
miź
j“1
`
σ ij
˘´1
exp
¨˚
˝´
´
η ij´hijpt ij,yipt ijq,zipt ijq,θ q
¯2
2
´
σ ij
¯2 ‹˛‚. (4.9)
As the name suggests, the maximum likelihood estimation is to find parameters θˆ such
that the likelihood function (4.9) is maximized:
θˆ “ arg max
θPIRnθ
Lpθ |ηq
“ arg max
θPIRnθ
logLpθ |ηq
“ arg max
θPIRnθ
´1
2
nexÿ
i“1
miÿ
j“1
pη ij´hijpt ij,ξ ipt ijq,θ qq2
2pσ ijq2
`
nexÿ
i“1
miÿ
j“1
log
1b
2pipσ ijq2
independent of θ
“ arg min
θPIRnθ
1
2
nexÿ
i“1
miÿ
j“1
pη ij´hijpt ij,ξ ipt ijq,θ qq2
2pσ ijq2
with ξ ij “ pyij,zijq.
Considering the model equations (4.1) and the interior point constraints (4.4) as additional
constraints of the problem, we obtain the constrained parameter estimation problem
min
θ ,y,z
1
2
nexÿ
i“1
miÿ
j“1
˜
η ij´hijpt ij,ξ ipt ijq,θ q
σ ij
¸2
(4.10a)
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s.t. Aipt,yiptq,ziptq,θ q 9yiptq “ f ipt,yiptq,ziptq,θ q, (4.10b)
0“gipt,yipt iq,ziptq,θ q, i“ 1, . . . ,nex, (4.10c)
0“
mirÿ
k“1
rik
`
yipt ikq,zipt ikq,θ
˘
. (4.10d)
4.2 Direct shooting parametrization of parameter
estimation problems
So far, we consider a infinite dimensional optimization problem in function space. For
numerical examinations, we have to transform the parameter estimation problem (4.10) into
a finite dimensional one. Therefore, the dynamic model (4.1) has to be parametrized.
The following method is applied for all nex experiments. Without loss of generality, we
present the methods for the first experiment and omit the superscript 1.
The most obvious approach is the single shooting method. The relaxed system of differen-
tial algebraic equation is solved
Apt,yptq,zptq,θ ,q,uptqq 9yptq “ f pt,yptq,zptq,θ q
0“ gpt,yptq,zptq,θ ,q´β ptq ¨gpt0,ypt0q,zpt0q,θ q
with the initial values
ypt0q “ y0pθ q, zpt0q “ sz0
and a monotonic decreasing function β ptq with β pt0q “ 1 and limtÑtendβ ptq “ 0. This results
in a representation of the solution at every time point t P rt0, tends which depends on the
parameters θ and the parametrization variables sz0ˆ
yptq
zptq
˙
“ ψpt;sz0, pq.
We refer to ψ as the nominal trajectory. The consistency condition
0“ gpt0,ypt0q,sz0,θ q
is considered as an additional constraint of the optimization problem (4.10).
Bock proved [13] that single shooting may not be suitable to parametrize the dynamic
model of a parameter estimation problem. The initial value problem may be ill-conditioned,
i.e. small perturbations of the initial values may lead to large perturbations of the solution
of the parameter estimation problem in a nonlinear way. This is described by the following
Lemma, that can be found in Bock et al. [14].
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Lemma 4.2.1. Let f PC0pDq and Lipschitz continuous on D¯“ ra,bsˆt}y´y0} ďKu ĂD
with Lipschitz constant Lă8. The solutions y,w of
9yptq “ f pt,yptqq, ypt0q “ y0
9wptq “ f pt,yptqq`δ f pt,yptqq, wpt0q “ w0 “ y0`δy0
both exist on rt0, t f s Ă ra,bs in D¯. Under the two assumptions }δy0} ď ε1 and
}δ f pt,wptqq} ď ε2 for all pt,wptqq, the deviation δyptq :“ wptq´ vptq satisfies
}δyptq} ď ε1 exppL ¨ pt´ t0qq` ε2 exppL ¨ pt´ t0qqpt´ t0q
The proof uses Gronwall’s Lemma [3].
In other words, small perturbations of the initial values or the model equations, mainly by
the unknown parameter values, may propagate exponentially in time.
We suggest the use of the direct multiple shooting method to overcome this problem. In the
beginning, this method was applied to solve boundary value problems, e.g., see Stoer and
Bulirsch [89]. Bock and Plitt [17] successfully applied this method to the parametrization
of the model equations for solving parameter estimation problems.
We decompose the time interval into nms`1 subintervals
t0 “ τ0 ă τ1 ă . . .ă τnms ă τnms`1 “ tend
and solve the relaxed DAE system
Apt,yptq,zptq,θ q 9yptq “ f pt,yptq,zptq,θ q,
0“ gpt,yptq,zptq,θ q´β ptq ¨gpτk,ypτkq,zpτkq,θ q.
on the subintervals t P rτk,τk`1q, k “ 0, . . . ,nms. Here, we use an interval-wise definition
of the monotonic decreasing function β with β ptq P r0,1s, β pτkq “ 1 and limtÑτk`1β ptq “ 0.
For each subinterval we have initial conditions
ypτkq “ syk, zpτkq “ szk, k “ 0, . . . ,nms
and sy0 “ y0pθ q. The parameterization of the solution of (4.1) is illustrated in Figure 4.1 for
ny“ 1 and nz“ 0. The shooting variables sk “ psyk,szkq, k“ 0, . . . ,nms are additional degrees
of freedom of the problem. This approach leads to a piecewise continuous representation
of the nominal trajectories of the model equations (4.1)ˆ
yptq
zptq
˙
“ ψpt;sk,θ q, t P rτk,τk`1q, k “ 0, . . . ,nms. (4.11)
Since we want the trajectories to be continuous and consistent, we have to demand that the
continuity conditions for the differential states
0“ cpτk`1,sk,sk`1,θ q :“ ψypτk`1;sk,θ q´ syk`1, k “ 0, . . . ,nms´1 (4.12)
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Figure 4.1: Illustration of the parameterized solution of an ODE using multiple shooting.
and the consistency conditions for the algebraic states
0“ gpτk,sk,θ q, k “ 0, . . . ,nms (4.13)
are fulfilled. In the following, we use a closed form for the interior point constraints
ri
´
ψ ipt i1q, . . . ,ψ ipt imirq,θ
¯
:“
mirÿ
k“1
rik
`
ψ ipt ikq,θ
˘
. (4.14)
To improve readability, we omit the dependencies of ψ from s and θ . By using the
parametrized formulation of the trajectory and adding the constraints (4.12) and (4.13)
to the problem formulation (4.10), we obtain a finite dimensional, nonlinear constrained
least-squares problem
min
θ ,s
1
2 pη´hpψps,θ q,θ qT Σ´2 pη´hpψps,θ q,θ qq (4.15a)
s.t. 0“cipτ ik`1,sik,sik`1,θ q, k “ 0, . . . ,nims´1 (4.15b)
0“gipτ ik,sik,θ q, k “ 0, . . . ,nims (4.15c)
i“ 1, . . . ,nex
0“ri
´
ψ ipt i1q, . . . ,ψ ipt imirq,θ
¯
, (4.15d)
with s“ ps11, . . . ,s1n1ms , . . . ,s
nex
1 , . . . ,s
nex
nnexms
q. Here, we use an abbreviated form for the vector
of all measurement values
η :“ pη11 , . . . ,η1m1, . . . ,ηnex1 , . . . ,ηnexmnex qT .
The vector of all model responses hpψps,θ q,θ q and variance matrix Σ as a diagonal matrix
of the standard deviations are structured according to this definition.
4.3 Generalized Gauss–Newton method
By defining
F1ps,θ q :“ Σ´1 pη´hpξ ps,θ q,θ qq (4.16a)
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F2ps,θ q :“
¨˚
˚˝˚˚
`
cipτ ik`1,sik,sik`1,θ q
˘
k“0,...,nims´1
i“1,...,nex`
gipτ ik,sik,θ q
˘
k“0,...,nims
i“1,...,nex´
ri
´
ψ ipt i1q, . . . ,ψ ipt imirq,θ
¯¯
i“1,...,nex
‹˛‹‹‹‚, (4.16b)
we get a shorter formulation for (4.15)
min
s,θ
1
2 }F1ps,θ q}22 (4.17a)
s.t. 0“F2ps,θ q. (4.17b)
We apply the generalized Gauss–Newton method as it was presented by Bock [13] to
solve (4.17). Problem (4.17) is solved iteratively by examining a linearization. For the
linearization, the evaluation of the Jacobians
J1 “ BF1Bps,θ q (4.18a)
J2 “ BF2Bps,θ q (4.18b)
and
J “
ˆ
J1
J2
˙
is needed. The following outline describes the generalized Gauss–Newton method.
Algorithm 4.3.1. Generalized Gauss–Newton method
1. Set l :“ 0. Choose an initial guess ps0,θ 0q and a termination tolerance TOL.
2. Solve the linear constrained least-squares problem
min
∆sl ,∆θ l
1
2
››››F1psl,θ lq` J1psl,θ lqˆ∆sl∆θ l
˙››››2
2
(4.19a)
s.t. 0“F2psl,θ lq` J2psl,θ lq
ˆ
∆sl
∆θ l
˙
. (4.19b)
3. Update the iterate ˆ
sl`1
θ l`1
˙
:“
ˆ
sl
θ l
˙
`
ˆ
∆sl
∆θ l
˙
.
4. If ››››ˆ∆sl∆θ l
˙››››
2
ă TOL,
terminate, otherwise:
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5. Set l :“ l`1. Go to 2.
We assume that problem (4.19) is regular in all points ps,θ q where we have to evaluate F
and J. Let ps,θ q P IRn, F1ps,θ q P IRn1 and F2ps,θ q P IRn2. We demand that the following
regularity conditions are fulfilled:
1. Constraint Qualification (CQ)
rank J2ps,θ q “ n2.
2. Positive Definiteness (PD)
rank Jps,θ q “ n.
Conditions (CQ) and (PD) are equivalent to the condition, that J1ps,θ qT J1ps,θ q is positive
definite on the kernel of J2ps,θ q. Under these assumptions, we formulate a Lemma about
the representation of the solution of (4.19) that can be found in Bock et al. [14].
Lemma 4.3.2. Let (CQ) and (PD) hold. The solution of the constrained linear least-
squares problem
min
∆s,∆θ
1
2
››››F1` J1ˆ∆s∆θ
˙››››2
2
(4.20a)
s.t. 0“F2` J2
ˆ
∆s
∆θ
˙
(4.20b)
can be represented asˆ
∆s˚
∆θ˚
˙
“´`I 0˘ˆJT1 J1 JT2
J2 0
˙´1ˆJT1 0
0 I
˙ˆ
F1
F2
˙
and the Lagrangian multiplier is
λ ˚ “ `0 I˘ˆJT1 J1 JT2
J2 0
˙´1ˆJT1 0
0 I
˙ˆ
F1
F2
˙
.
Proof. Because of (CQ) and (PD), ˆ
JT1 J1 J
T
2
J2 0
˙
is regular. The Lagrangian of the constrained linear least-squares problem is
L p∆s,∆θ ,λ q “1
2
FT1 F1`FT1 J1
ˆ
∆s
∆θ
˙
` 1
2
`
∆sT ∆θT
˘
JT1 J1
ˆ
∆s
∆θ
˙
´λT
ˆ
F2` J2
ˆ
∆s
∆θ
˙˙
.
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Setting the gradient of the Lagrangian to zero
0“ ∇L p∆s˚,∆θ˚,λ ˚q “
¨˚
˚˝JT1 F1` JT1 J1
ˆ
∆s˚
∆θ˚
˙
´ JT2 λ ˚
F2` J2
ˆ
∆s˚
∆θ˚
˙
´ JT2 λ ˚
‹˛‹‚,
which here is necessary and sufficient for optimality because of (CQ) and (PD), results in¨˝
∆s˚
∆θ˚
´∆λ ˚
‚˛“ ˆJT1 J1 JT2
J2 0
˙´1ˆJT1 0
0 I
˙ˆ
F1
F2
˙
.
The generalized inverse of J is defined by
J` “ pI 0q
ˆ
JT1 J1 J
T
2
J2 0
˙´1ˆJT1 0
0 I
˙
(4.21)
and we obtain the representation ˆ
∆s˚
∆θ˚
˙
“´J`F
with
F “
ˆ
F1
F2
˙
(4.22)
for the solution of the linear constrained least-squares problem (4.20).
4.3.1 Local convergence of Newton type method
In the next subsections, we use v as an acronym for the variables ps,θ q of problem (4.17).
For the Newton type methods, the increment is computed as the solution of a linearized
problem according to
∆vl “´MpvlqFpvlq.
We distinguish
• Newton’s method with
Mpvq “ J´1pvq
for nonlinear systems of equations Fpvkq “ 0,
• Quasi–Newton methods with an approximation of the inverse (based on secant
updates, see, e.g., Nocedal and Wright [77])
Mpvq « J´1pvq,
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• and the generalized Gauss–Newton method with
Mpvq “ J`pvq
for constrained nonlinear least-squares problems.
We state the local contraction theorem, proved by Bock [13], to define the local convergence
behavior of Newton type methods.
Theorem 4.3.3. [Local Contraction theorem] Let F : IRm Ě D Ñ IRn, F P C2pD, IRnq,
J :“ dFdv . For all v,w P D, ϑ P r0,1s with w´ v“´MpvqFpvq :
1. There exists ω ď8, such that the Lipschitz condition
}MpwqpJpv`ϑ pw´ vqq´ Jpvqqpw´ vq} ď ω ¨ϑ ¨ }w´ v}2
holds.
2. There exists κpvq ď κ ă 1, such that the compatibility condition
}MpwqRpvq} ď κpvq}v´w}
for the residual Rpvq :“ Fpvq´ JpvqMpvqFpvq is satisfied.
Let v0 P D be given with
∆vl :“´MpvlqFpvlq
δ0 :“ κ` ω2 }∆v
0} ă 1, δk :“ κ` ω2 }∆v
l},
D0 :“
"
v : }v´ v0} ď }∆v
0}
1´δ0
*
Ď D.
Then:
1. The iteration vl`1 “ vl`∆vl is well defined and stays in D0.
2. There exists an v˚ P D0, such that vl converges to v˚ for l Ñ8.
3. The following a priori estimate holds:
}vl` j´ v˚} ď δl
j
1´δl }∆v
l}.
4. The following a posteriori estimate holds:
}∆vl`1} ď δl}∆vl} “ κ}∆vl}` ω2 }∆v
l}2.
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It follows directly that Newton’s method for unconstrained nonlinear problems with
Mpvq “ Jpvq´1 converges locally quadratically because Rpvq “ 0 and therefore κ “ 0.
Applied to the Gauss–Newton methods for constrained nonlinear least-squares problems,
we draw the following conclusions, that can be found in Bock et al. [14].
Corollary 4.3.4. (Local convergence of Gauss-Newton methods) Let F “
ˆ
F1
F2
˙
: IRm Ě
DÑ IRn, F PC2pD, IRnq, J :“ dFdv . Let (CQ) and (PD) hold and
J`pvqFpvq “ `I 0˘ˆJT1 pvqJ1pvq JT2 pvq
J2pvq 0
˙´1ˆJT1 pvq 0
0 I
˙ˆ
F1pvq
F2pvq
˙
be the solution of the linearized constrained least-squares problem
min
∆v
1
2 }F1pvq` J1pvq}22
s.t. 0“F2pvq` J2pvq.
Let J`pwq be bounded in a neighborhood of the solution v˚ of the nonlinear problem,
}J`pwq} ď β , and let J satisfy the following Lipschitz condition
}Jpv`ϑ pw´ vqq´ Jpvqqpw´ vq} ď γ ¨ϑ ¨ }w´ v}2.
J` is continuously differentiable, thus
}J`pwq´ J`pvq} ď L ¨ }w´ v}.
Let }Rpvq} ď ρ. Then the three conclusions hold:
1. ω “ β ¨ γ is large if
• }J1} respectively }F2} is large, i.e. the problem is very nonlinear.
• }J`pwq} is large, i.e.
ˆ
JT1 J1 J
T
2
J2 0
˙
is almost singular.
2. Due to
J`pvqRpvq “ J`pvqpFpvq´ JpvqJ`pvqFpvqq
“ pJ`pvq´ J`pvqJpvqJ`pvqqFpvq “ 0,
it holds
}J`pwqRpvq} “ }pJ`pwq´ J`pvqqRpvq} ď ρ ¨L ¨ }w´ v}.
Hence κ “ ρ ¨Lă 1 if
• the residual R is small,
• J` satisfies a Lipschitz condition respectively the first derivative of J` is small.
3. If the starting value is close to the solution, where “close” is determined by
κ` ω
2
}∆v0} ă 1,
then the Gauss–Newton method converges, and the convergence is linear with
convergence rate κ ă 1.
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4.3.2 Statistical analysis of the solution
Since measurement data are random variables, the estimated parameters as the solution of
the generalized Gauss–Newton method will be a random variable, too.
We consider the linearized problem (4.19) in the solution vˆ of the Gauss–Newton method.
We have, ∆v“´J`F is multivariate normally distributed with mean
Ep∆vq “ E
ˆ
´J`
ˆ
F1
F2
˙˙
“´J`E
ˆ
F1
F2
˙
“´J`
ˆ
0
0
˙
“ 0
and variance–covariance matrix
C “ E`∆v∆vT˘
“ E
ˆ
J`
ˆ
F1FT1 F1F
T
2
F2FT1 F2F
T
2
˙
J`T
˙
“ J`
ˆ
E
`
F1FT1
˘
0
0 0
˙
J`T
“ J`
ˆ
I 0
0 0
˙
J`T
“ pI 0q
ˆ
JT1 J1 J
T
2
J2 0
˙´1ˆJT1 J1 0
0 0
˙ˆ
JT1 J1 J
T
2
J2 0
˙´T ˆI
0
˙
. (4.23)
Here, we used that
E
`
F1FT1
˘“ Σ´1E`ηηT˘Σ´1 “ Σ´1Σ2Σ´1 “ I
for the vector of measurement values η and E
`
F1FT2
˘“ 0, E`F2FT1 ˘“ 0, E`F2FT2 ˘“ 0,
since F2 is not a random variable.
The p100 ¨αq% confidence region is the region where the true parameters θ˚ lie with
probability α P r0,1s.
In Section 4.3, we stated that the nonlinear constraint least-squares problem (4.17) has n
variables and n2 equality constraints. Let
γ2pαq :“ χ2n´n2p1´αq (4.24)
be the quantile of the χ2 distribution for α with n´n2 degrees of freedom.
Since the true parameters are unknown, we examine an approximation of the p100 ¨αq
confidence region for the solution vˆ of the generalized Gauss–Newton
G pα, vˆq :“  v P IRn : F2pvq “ 0, }F1pvq}22´}F1pvˆq}22 ď γ2pαq( .
This region is not easy to compute because of the nonlinearity of the least-squares function
and the constraints. Thus, we consider the linear approximation
GLpα, vˆq :“tv P IRn : F2pvˆq` J2pvˆqpv´ vˆq “ 0,
}F1pvˆq` J1pvˆqpv´ vˆq}22´}F1pvˆq}22 ď γ2pαq
( (4.25)
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Bock [13] has shown that the linearized confidence region can be expressed by the for-
mula
G¯Lpα, vˆq :“
"
v P IRn : v´ vˆ“´J`pvˆq
ˆ
δw
0
˙
, δw P IRn1, }δw}2 ď γpαq
*
. (4.26)
Following Ko¨rkel [58], we use the last results to define estimates for the confidence
intervals of the single parameters.
Corollary 4.3.5. Let
Θi :“ γpαq ¨
a
Ciipvˆq, i“ 1, . . . ,n,
with γpαq as in (4.24) and aCiipvˆq the square root of the i-th element of the main diagonal
of the variance–covariance matrix (4.23). Then it holds: The linearized confidence interval
GLpα, vˆq is enclosed by the cuboid with side length 2 ¨Θi :
GLpα, vˆq Ď rvˆ1´Θ1, vˆ1`Θ1sˆ . . .ˆrvˆn´Θn, vˆn`Θns.
Proof. Let ei P IRn be the i-th unit vector. With (4.26) we have for v P GLpα, vˆq :
|vi´ vˆi| ď
›››››
ˆ
J`pvˆq
ˆ
I
0
˙˙T
ei
›››››
2
¨ }δw}2
“
ˆ
eTi J
`pvˆq
ˆ
I
0
˙`
I 0
˘
J`pvˆqT ei
˙ 1
2 ¨ }δw}2
ďaCiipvˆq ¨ γpαq, i“ 1, . . . ,n.
4.3.3 Computation of the Jacobian
In the following two subsections, we consider a single experiment. The extension to
multiple experiments is straightforward.
As mentioned above, we have to compute the Jacobian of problem (4.17)
J1 “ BF1Bps,θ q , J2 “
BF2
Bps,θ q ,
in every iteration of the generalized Gauss–Newton algorithm. In the context of multiple
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shooting, the Jacobian has the following structure
J “
ˆ
J1
J2
˙
“
¨˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˝˚
D10 D
1
1 ¨ ¨ ¨ D1nms D1θ
G0
`´Iny 0˘ Gθ0
. . . . . . ...
Gnms´1
`´Iny 0˘ Gθnms´1
H0 Hθ0
H1 Hθ1
. . . ...
Hnms H
θ
nms
D20 D
2
1 ¨ ¨ ¨ D2nms D2θ
‹˛‹‹‹‹‹‹‹‹‹‹‹‹‹‹‚
, (4.27)
with
• the derivatives of the least-squares functional
D1k :“
BF1
Bsi , D
1
θ :“
BF1
Bθ , k “ 0, . . . ,nms,
• the derivatives of the continuity conditions
Gk :“ Bψ
y
Bsk pτk`1;sk,θ q, G
θ
k :“
Bψy
Bθ pτk`1;sk,θ q, k “ 0, . . . ,nms´1,
• the derivatives of the consistency conditions
Hk :“ BgBsk pτk,sk,θ q, H
θ
k :“
Bg
Bθ pτk,sk,θ q, k “ 0, . . . ,nms,
• and the derivatives of the interior point constraints
D2k :“
Br
Bsk , D
2
θ :“
Br
Bθ , k “ 0, . . . ,nms.
Note, that for nms “ 0 and consequently s0 “ sz0 we obtain the Jacobian of the single
shooting case. For the evaluation of the block matrices G and H, we apply the approach of
forward internal numerical differentiation (IND), i.e., the incorporation of the derivative
computation into the integrator scheme. Thereby, the derivatives are determined as solu-
tions of the variational differential equations (VDE) with respect to the shooting variables
sk
Apt,ψptq,θ q 9Gkptq “B fBξ pt,ψptq,θ q
ˆ
Gkptq
Hkptq
˙
, Gkpτkq “ I, k “ 0, . . . ,nms,
´ BABξ pt,ψptq,θ q
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0“BgBξ pt,ψptq,θ q
ˆ
Gkptq
Hkptq
˙
and with respect to the parameters
Apt,ψptq,θ q 9Gθk ptq “
B f
Bθ pt,ψptq,θ q
ˆ
Gθk ptq
Hθk ptq
˙
` B fBθ pt,ψptq,θ q, k “ 0, . . . ,nms
´
ˆBA
Bξ pt,ψptq,θ q
ˆ
Gθk ptq
Hθk ptq
˙
` BABθ pt,ψptq,θ q
˙
0“BgBθ pt,ψptq,θ q
ˆ
Gθk ptq
Hθk ptq
˙
` BgBθ pt,ψptq,θ q,
Gθk pτkq “
" By0Bθ pθ q ,k “ 0
0 ,else
.
These equations form a system of differential algebraic equations and can be solved as a
system together with the DAE system (4.1) which we refer to as the nominal DAE. For the
concrete realization of this method we refer to, e.g., Bock [11], Bauer [7], Albersmeyer [2]
and Lenz [62].
If the initial values of the algebraic states are inconsistent, a relaxed formulation has to be
applied here as well, i.e., we differentiate the relaxed formulation of the nominal problem
according to the above settings.
The required derivatives of the model functions f , g, h and r are computed by algorithmic
differentiation (AD), see Griewank [46]. In comparison with finite differences or symbolic
differentiation, AD has two main advantages:
(i) No suffering from numerical truncation errors.
(ii) The evaluation is done efficiently, i.e. already computed expressions are not evaluated
twice.
4.3.4 Condensing
The multiple shooting formulation induces a comparatively large, but very sparse Jacobian
with a special structure, compare Equation (4.27). Bock [13] developed a factorization
algorithm that exploits the special structure of the Jacobian for ODE constrained parameter
estimation problems and manipulates the system by a sequence of block Gauss eliminations;
the condensing method. Due to the index-1-assumption for the algebraic equations (4.1b)
this method can be extended to parameter estimation problems with DAE constraints, see
Leineweber [61].
We separate Hk “
`
Hyk H
z
k
˘
with
Hyk “
Bg
Bsyk
pτk,sk,θ q, Hyk “
Bg
Bszk
pτk,sk,θ q, k “ 0, . . . ,nms
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and transform the corresponding part in the constrained linear least-squares problem (4.20)
with respect to ∆szk :
∆szk “´
`
Hzk
˘´1 ”Hyk∆syk`Hθk ∆θ `gpτk,sk,θ qı , k “ 0, . . . ,nms. (4.28)
We do not compute the inverse of Hzk but use a decomposition algorithm, e.g., QR or
singular value decomposition. Equation (4.28) is applied to (4.20) and we obtain a modified
representation of the Jacobian and the right-hand side of the constrained linear least-squares
problem which does not depend on ∆szk, k “ 0, . . . ,nms
Jˆ “
¨˚
˚˚˚˚
˝
Dˆ10 Dˆ
1
1 ¨ ¨ ¨ Dˆ1nms Dˆ1θ
Gˆ0 ´Iny Gˆθ0
. . . . . . ...
Gˆnms´1 ´Iny Gˆθnms´1
Dˆ20 Dˆ
2
1 ¨ ¨ ¨ Dˆ2nms Dˆ2θ
‹˛‹‹‹‹‚, Fˆ “
¨˚
˚˚˚˚
˝
Fˆ1
cˆpτ1q
...
cˆpτnmsq
rˆ
‹˛‹‹‹‹‚. (4.29)
Here, we suppressed the dependencies of cˆ with respect to sk, sk`1 and θ . Because of the
identity matrices Iny on the diagonal of Jˆ, cf. (4.29), the elimination is straightforward. We
multiply the rows of Jˆ which belong to the continuity constraints by the corresponding
submatrices Dik, i “ 1,2, k “ 1, . . . ,nms and sum up the results. The condensing algo-
rithm factorizes the system, which is defined by (4.29), to the condensed system for the
increments of the first shooting variable ∆sy0 and the parameters ∆θ :
min
∆sy0,∆θ
1
2
›››u1`E1∆sy0`Eθ1 ∆θ›››22 (4.30a)
s.t. 0“u2`E2∆sy0`Eθ2 ∆θ . (4.30b)
The submatrices of system (4.30) are computed in the following way, see Schlo¨der [85],
Ei “ Dˆi0`
nmsÿ
k“1
Dˆik
kź
j“1
Gˆk´ j, i“ 1,2, (4.31a)
E pi “ Dˆiθ `
nmsÿ
k“1
Dˆik
¨˝
k´1ÿ
j“0
˜
k´1´ jź
l“1
Gˆk´l
¸
Gˆθj ‚˛, i“ 1,2 (4.31b)
u1 “ Fˆ1`
nmsÿ
k“1
Dˆ1k
¨˝
k´1ÿ
j“0
˜
k´1´ jź
l“1
Gˆk´l
¸
cˆpτkq‚˛, (4.31c)
u2 “ rˆ`
nmsÿ
k“1
Dˆ2k
¨˝
k´1ÿ
j“0
˜
k´1´ jź
l“1
Gˆk´l
¸
cˆpτkq‚˛, (4.31d)
with
jź
k“i
Ak “ I for j ă i and
jź
k“i
Ak “ Ai ¨Ai`1 ¨ . . . ¨A j.
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After we have solved (4.30) for ∆sy0 and ∆θ , the remaining increments are computed by
forward recursion
∆szk “´
`
Hzk
˘´1 ”Hyk∆syk`Hθk ∆θ `gpτk,sk,θ qı , k “ 0, . . . ,nms, (4.32a)
∆syk`1 “ Gˆk∆syk` Gˆθk ∆θ ` cˆpτk`1q, k “ 0, . . . ,nms´1. (4.32b)
The common approach, e.g., see Bock [12], Ko¨rkel [58], is to compute all submatrices
D, G and H of the Jacobian (4.27) and the right-hand side. Afterwards, the condensing
algorithm is applied.
For the computation of the right hand side, we need to compute the nominal trajectory of
the differential algebraic equation (4.1) while ny`nz`nθ additional variational differential
equations have to be evaluated for the evaluation of the derivatives. The effort increases
with the number of state variables and parameters. For high-dimensional problems this
method becomes very expensive.
In Chapter 6, we develop an approach to lower the computational effort.
4.3.5 Restricted monotonicity test
The convergence results presented in Section 4.3.1 especially in Lemma (4.3.4) hold only
for small residuals, i.e., if we start sufficiently close to the solution. If this is not the case,
we need to apply a globalization strategy.
We suggest the application the restricted monotonicity test (RMT) developed by Bock et al.
[16]. The computation of the quantities that are necessary for the evaluation of the RMT
are very costly. Here, we illustrate the practical realization.
The costly evaluation of the curvature information is approximated by
ωpαq “ 2
››Jpvlq` `Fpvl`α∆vlq´p1´αqFpvlq˘››
α2}vl}2 . (4.33)
The evaluation of (4.33) involves the calculation of the current increment
∆vl “´J`pvlqFpvlq,
what has already been done, and of
∆v¯l “´J`pvlqFpvl`αvlq,
which we would have had to compute for a line search strategy, too. For the step length
αk, we demand the less restrictive condition
δ˚ ď α l ¨ωpα lq
›››∆vl›››ď δ ˚ (4.34)
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to hold, with δ˚ ă δ ă δ ˚ for a prescribed constant δ ă 2.
By a root finding strategy for
α ¨ωpαq
›››∆vl›››´δ “ 0,
we determine an αk such that condition (4.34) is fulfilled. Bock et al. [16] suggest
α lstart :“min
˜
1,
δ
ωpα l´1q››∆vl››q
¸
as a good starting value for the computation of α l, where we use the curvature information
of the previous iteration.
Though there is no proof of global convergence, the RMT shows promising results in
practical applications and does not lead to iteration cycling for the well known example by
Ascher and Osbourne [4].
Furthermore, in the neighborhood of the solution this approach leads to full step iterations
(α “ 1) and the application of the restricted monotonicity test does not result in convergence
of the generalized Gauss–Newton towards statistically instable solutions.
The algorithm for the practical realization of the restricted monotonicity test looks the
following:
Algorithm 4.3.6. Let the current iterate vl, the step for the Gauss–Newton iteration ∆vl
and the previous curvature information ω l´1 be given.
1. Set k “ 0 and compute a candidate for the step length α lk “min
ˆ
1, 1
ω l´1}∆vl}q
˙
2. Calculate the simplified increment ∆v¯l “´J`pvlqFpvl`α lk∆vlq
3. Compute the curvature information ω lk “
2}∆v¯l´p1´α lkqvlq}
pα lkq2}vl}2
4. If the monotonicity test
δ˚ ď α lk ¨ω lk
›››∆vl›››ď δ ˚
is satisfied, update vl`1 “ vl`α lk∆vl and set ω l “ ω lk. Otherwise, set ω l´1 “ ω lk go
to step 1.
4.4 Parameter estimation for microbial enhanced oil
recovery
Since a partial differential equation can be considered as a system of DAEs after being
discretized by a method of lines, all the results and methods presented above are valid for
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PDE constrained parameter estimation problems as well. A similar approach for adjoint
derivatives can be found in Weiler [98].
As mentioned in Section 4.1.2, we examine model responses of the form:
h jpt j,ξ jpθ q,θ q, j “ 1, . . . ,m
where the states ξ j are computed by solving the general PDE model equations (2.21) from
Section 2.5
F jpt,ξ jpθ q,θ q “ 0. (4.35)
Here, we omit the dependencies on the controls. The index j of F symbolizes that the
configurations, e.g., the controls, are the same as in the experimental setup for obtaining
η j. In every iteration of the generalized Gauss–Newton method, we solve (4.35) applying
the methods presented in Chapter 3. For the computation of the Jacobians (4.18a), we
need to evaluate the derivatives of the model response h and the model equationsF with
respect to states ξ and parameters θ
Bξh, Bθh, BξF , BθF .
As mentioned before, for the computation of the derivatives we choose algorithmic dif-
ferentiation in forecast of the optimum experimental design problems, we want to solve,
where second order derivatives are required. Computing the Jacobians (4.18a) requires the
differentiation of h in every unit direction of IRnθ . To determine nθ parameters without
regularization for the number of measurements, it has to hold mě nθ . Griewank [46] has
shown that in this case the forward mode of AD is suitable. Then computing Bθh j results
in
dh j
dθ
“ Bh jBξ ξθ , j`
Bh j
Bθ ,
where ξθ , j P IRnˆˆnθ , j“ 1, . . . ,m and nˆ is the number of states. The sensitivities are derived
by solving the variational differential equation
0“ BF jBξ ξθ , j`
BF j
Bθ . (4.36)
The VDEs are of the same type as our model equations (2.21). Therefore, it is reasonable
to apply the methods presented in Chapter 3 for the solution of the variational differential
equations (4.36), too. We exert a mixed discontinuous Galerkin finite element method for
the discretization in space and apply corresponding formulations of Algorithms 3.2.1 and
3.4.1 for the solution in time.
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Usually, the prediction of variance–covariance matrix depends on control variables q P IRnq ,
and control functions, uptq P IRnu, e.g., temperature and feeding rates, and the choice of
measurement points. By varying the influencing factors, we design experiments that allow
an improved estimation of parameters.
By the methods of experimental design, we try to determine an experimental setup which
permits the best identification of the parameters with respect to a later defined objective
function. We follow the approaches of Ko¨rkel [58] and Lohmann et al. [67]. We state the
general problem formulation. We introduce a sequential quadratic programming method
and explain how the required derivatives are evaluated.
For the computations, we use the software package VPLAN developed by Ko¨rkel [58].
VPLAN offers the possibility to exploit structures that arise when multiple experiments
are designed, an interface to ADIFOR by Bischof et al. [10] for the evaluation of the
derivatives by algorithmic differentiation and an interface to SNOPT by Gill et al. [44] to
solve the optimum experimental design problem.
In this chapter, we consider unconstrained parameter estimation problems, i.e., F “ F1,
see Equation (4.22).
5.1 The general problem formulation
As mentioned before, the prediction of the variance–covariance matrix depends on the
control variables q P IRnq , that are constant in time and the control functions uptq P IRnu ,
that vary over time. Constraints may be given for both of them. In the form of lower and
upper bounds
qi P rqi,qis, i“ 1, . . . ,nq,
uiptq P rui,uis, i“ 1, . . . ,nu
or as nonlinear control constraints
cpq,uptqq P rc,cs
with c : IRnq`nu Ñ IRnc .
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Besides the choice of the controls, the quality of the parameter estimation depends on the
selection of measurement points. Due to various given constraints, it may not be possible
to measure whenever and as often as we want to. Therefore, it is necessary to determine
the optimal placement for the available measurement methods.
Consider a set of possible time points, t0 ď t1 ď . . .ď tm ď tend, where a measurement may
be taken with corresponding model response h jpt j,ξ pt jq,θ ,qq, j “ 1, . . . ,m. Thereby, it
is possible that two or more time points are equal or that we have the same measurement
functions at different time points. For each possible measurement, we define a weight
w j P t0,1u, j “ 1, . . . ,m (5.1)
with w j “ 1 if the measurement is taken and w1 “ 0 else. Similar to the controls, lower and
upper bounds can be given to model the minimal and maximal number of measurements
per time point, measurement type etc.
wk ď
ÿ
jPJk
w j ď wk, k “ 1, . . . ,nJ (5.2)
for suitable index sets Jk Ď t1, . . . ,mu, k “ 1, . . . ,nJ. In addition, we may have to deal
with cost constraints. If we assume a linear cost model with cost coefficients cwj for the
measurement j, the total measurement costs are described by
mÿ
j“1
cwj ¨w j.
We summarize all possible constraints in the form
cipq,uptq,wq “ 0, i P E , (5.3a)
cipq,uptq,wq ě 0, i PI . (5.3b)
The predicted variance–covariance matrix at the solution θˆ of the parameter estimation
problem
C “ `JT J˘´1 ,
is a function of the design variables q, u and w.
We use information functions φ to rate the quality of the parameter estimation, see
Pukelsheim [80]. The most common are:
• The trace criterion (A-criterion):
φApCq “ 1nθ tracepCq.
• The determinant criterion (D-criterion):
φDpCq “ pdetpCqqnθ .
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• The largest eigenvalue criterion (E-criterion):
φEpCq “maxtλ : λ ´ eigenvalue of Cu.
Another possibility is to use the approximation of the confidence intervals of the parameters,
see Theorem 4.3.5:
• The confidence interval criterion (M-criterion):
φMpCq “maxt
a
Cii, i“ 1, . . . ,nθu.
Using the confidence ellipsoid (4.25), we interpret the different criteria geometrically. The
A-criterion is proportional to the average length of the semiaxes of the confidence ellipsoid,
the D-criterion to its volume, the E-criterion to the squared length of the semimajor axis
and the M-criterion to the side length of a bounding box around the ellipsoid, see Figure
5.1.
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Figure 5.1: Visualization of the optimum experimental design criteria taken from Walter
[97].
Then, the nonlinear optimum experimental design problem looks as follows:
min
q,u,w,x
φpCq (5.4a)
with C “ pJT Jq´1 and the Jacobian J evaluated at the solution of the parameter estimation
problem min
θ
1
2 }Fpθ q}22
s.t. 0“F j pt,ξ pθ q,θ ,q,uptqq , (5.4b)
0“ BF jBξ ξθ , j`
BF j
Bθ , j “ 1, . . . ,m, (5.4c)
0“ cipq,uptq,wq, i P E , (5.4d)
0ď cipq,uptq,wq, i PI , (5.4e)
w P t0,1um, (5.4f)
whereF j are the underlying model equations as defined in (4.35).
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5.2 Sequential quadratic programming
We follow the notations of Nocedal and Wright [77] throughout this section. Ko¨rkel
[58] presented how the infinite dimensional problem (5.4) is transformed into a finite
dimensional one. Thereby, the control functions u are discretized by piecewise constant,
piecewise linear or the like polynomial approximations and the integral measurement
weights w are relaxed to the interval w P r0,1sm.
Let uˆ be the discretized version of u and let wˆ be the relaxation of w. By assuming our
model equations to be continuously differentiable with respect to q, uˆ and wˆ, we rewrite
(5.4) in the standard form of nonlinear optimal control problems
min
qˆ
φpqˆq (5.5a)
s.t. 0“cipqˆq, i P E , (5.5b)
0ďcipqˆq, i PI , (5.5c)
with the setting qˆ“ pq, uˆ, wˆq and continuously differentiable functions φ and ci. We define
the Lagrangian
L pqˆq “ φpqˆq´
ÿ
iPE
λicipqˆq´
ÿ
iPI
µici (5.6)
with Lagrange multipliers λi P IR, i P E , and µi P IR`, i PI .
Definition 5.2.1. (Nocedal and Wright [77]) The active set A pqˆq at any feasible point qˆ
consists of the equality constraint indices from E together with the indices of the inequality
constraints i for which cipqˆq “ 0; that is,
A pqˆq “ E Yt j PI | cipqˆq “ 0u.
At a feasible point qˆ, the inequality constraint i PI is said to be active if cipqˆq “ 0 and
inactive if the strict inequality cipqˆq ą 0 is satisfied. We define a condition on the active set
to guarantee the existence of a solution of (5.5).
Definition 5.2.2. If the set
t∇cipqˆq : i PA pqˆqu
is linearly independent, then the linear independence constraint qualification (LICQ)
condition holds.
With Definitions 5.2.1 and 5.2.2, we state the first-order necessary conditions.
Theorem 5.2.3. Let qˆ˚ be a local solution of (5.5) and let the functions φ and c j be
continuously differentiable. Furthermore, suppose that (LICQ) holds at qˆ˚. Then, there are
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Lagrange multipliers λ ˚ “ pλiqiPE and µ˚ “ pµiqiPI such that the following conditions
are satisfied
0“∇qˆ˚L pqˆ˚,λ ˚,µ˚q, (5.7a)
0“cipqˆ˚q, @i P E , (5.7b)
0ďcipqˆ˚q, @i PI , (5.7c)
0ďµi˚ , @i PI , (5.7d)
0“µi˚ cipqˆ˚q, @i PI . (5.7e)
For a proof, we refer to Nocedal and Wright [77]. Conditions (5.7) are referred to as the
Karush–Kuhn–Tucker (KKT) conditions. With the set of linearized feasible directions
D :“ td : dT∇cipqˆq “ 0, @ i P E and dT∇cipqˆq ě 0,@ i PA pqˆqXI u
and the critical cone
C pqˆ˚,λ ˚,µ˚q :“ tdˆ PDpqˆ˚q : ∇cipqˆ˚qT dˆ “ 0,@ i PA pqˆ˚qXI u
we formulate second-order sufficient conditions for twice continuously differentiable
functions φ and ci :
Theorem 5.2.4. Let the KKT conditions (5.7) be satisfied for some feasible point qˆ˚ and
Lagrange multipliers λ ˚ and µ˚. If
dˆT∇2qˆ˚qˆ˚L pqˆ˚,λ ˚,µ˚qdˆ ą 0, @d P C pqˆ˚,λ ˚,µ˚q, d ‰ 0,
then qˆ˚ is a strict local solution for (5.5).
We solve problem (5.4) by applying a sequential quadratic programming (SQP) method,
which is a powerful approach for solving nonlinear constrained optimal control problems.
SQP methods are treated in many textbooks concerning nonlinear optimization, see for
instance Fletcher [39], McCormick [73], Nocedal and Wright[77], and Ulbrich [95].
Furthermore, there is a broad variety of practical implementations at hand. We use the
software package SNOPT, see Gill et al. [43, 44]. The idea is to solve problem (5.5)
iteratively. As the name suggests, we have to solve a quadratic subproblem in each iteration
whose objective function is the sum of the gradient of φ and the Hessian of the Lagrangian
function (5.6) and whose constraints are linearizations of the nonlinear constraints (5.5b)
and (5.5c).
The following algorithm describes the basic approach of the SQP method.
Algorithm 5.2.5. (SQP method)
1. Set k :“ 0. Start with an initial guess pqˆ0,λ 0,µ0q.
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2. Compute the function values
φ k :“ φpqˆkq, cki :“ cpqˆkq, i P E YI
the gradients
∇φ k :“ ∇φpqˆkq, ∇ck :“ ∇cpqˆkq, i P E YI
and an approximation of the Hessian of the Lagrangian function
Hk « ∇2qˆL pqˆk,λ k,µkq. (5.8)
3. Determine the increment dk as solution of the quadratic program
min
d
1
2d
T Hkd`∇φ kT d
s.t. 0“ck`∇qˆkT d, i P E
0ďckT `∇ckT d, i PI .
Compute the corresponding multipliers λ˜ k and µ˜k.
4. Determine the step size αk P r0,1s and update:
qˆk`1 :“ qˆk`αk ¨dk, (5.9a)
λ k`1 :“ λ k`αkpλ˜ k´λ kq, (5.9b)
µk`1 :“ µk`αkpµ˜k´µkq. (5.9c)
5. If some convergence criterion is not satisfied continue with step 2 and k :“ k`1.
If the exact Hessian is used in (5.8), the SQP method is locally equivalent to Newton’s
method and converges locally quadratically. In general, we will not compute the exact
Hessian. For large-scale problems, its computation is too costly for an efficient treatment
of the problem. One of the most common Hessian approximation strategies is the Broyden–
Fletcher–Goldfarb–Shanno (BFGS) update. BFGS is a symmetric rank two update for
which one can proof superlinear convergence using the theorem of Dennis and More´
[30].
In SNOPT, a limited memory BFGS, where only a history of the past nˆ updates is main-
tained, together with an Active-Set method is implemented. For further details on Active-
Set methods, see Nocedal and Wright [77]. For the determination of the step size αk in
(5.9) by line search methods for the globalization of convergence, we refer to the literature
as well, cf. Nocedal and Wright [77], and Geiger and Kanzow [41]. As convergence
criterion, we choose, that the KKT conditions are satisfied up to a predefined tolerance,
i.e., the first order necessary conditions are satisfied up to the predefined tolerance.
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5.3 Derivatives
Since SNOPT uses BFGS updates to approximate the Hessian of the Lagrange function,
we need to compute only the gradient of the objective φ and the constraints ci, i P E YI
of problem (5.5). The formulas for the directional derivatives of φ are taken from Ko¨rkel
[58]. A directional derivative with direction δx is defined by
d f
dx
δx :“ lim
hÑ0
f px`hδxq´ f pxq
h
.
The derivatives of the information function φ in direction δC P IRnθˆnθ of the variance–
covariance matrix C P IRnθˆnθ of the optimum experimental design problem are
(i) A-criterion:
dφA
dC
“ 1
nθ
d traceC
dC
δC “ 1
nθ
ÿ
i, j
d traceC
dCi j
δCi j “ 1nθ
ÿ
i, j,k
d traceCkk
dCi j
δCi j
“ 1
nθ
ÿ
i, j,k
δkiδk jδCi j “ 1nθ δCkk “
1
nθ
traceδC.
(ii) D-criterion: With
d
dC
detpCqδC “
ÿ
i, j
detpCqpC´1qi jδCi j
we have
dφD
dC
δC “ d
dC
δCpdetpCqq 1nθ δC
“ 1
nθ
pdetpCqq 1nθ
ÿ
i, j
`
C´1
˘
i j δCi j.
(iii) If the largest eigenvalue has multiplicity one with corresponding normalized eigen-
vector v, then
dφE
dC
δC “ d
dC
maxtλ : λ eigenvalue of CuδC “ vTδCv.
(iv) M-criterion: We transform the problem
minφMpCq “minmaxt
a
Cii, i“ 1, . . . ,nθu
into an auxiliary problem
min φ0
s.t. φ0 ď?Cii, i“ 1, . . . ,nθ .
The constraints are added to the inequality constraints ci, i P I in (5.4). The
derivative is then given by
d
dC
paCiiqδC “ 12?CiiδC.
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We state the following lemma which is needed for the evaluation of the derivative of the
variance–covariance matrix.
Lemma 5.3.1. For a regular matrix A P IRnθˆnθ and δA P IRnθˆnθ it holds
dA´1
dA
δA“´A´1δAA´1.
Proof. Define F : IRnθˆnθ ˆ IRÑ IRnθˆnθ as
FpB,hq :“ pA`hδAqB´ Inθ .
F is continuously differentiable and it holds
(i) FpA´1,0q “ 0,
(ii) BFBB pA´1,0q “ A is regular.
By applying the implicit function theorem, there exists a continuously differentiable
function B with
(i) Bphq “ pA`hδAq´1,
(ii) B1phq “ ´
´
BF
BB pBphq,hq
¯´1 BF
Bh pBphq,hq “ ´pA`hδAq´1δABphq.
Hence it follows
dA´1
dA
δA“ lim
hÑ0
Bphq´Bp0q
h
“ B1p0q “ ´A´1δAA´1.
Following the conclusion of Lemma 5.3.1, the derivative of the variance-covariance
matrix
C “ `JT J˘´1
in direction δJ is
dC
dJ
δJ “ d
`
JT J
˘´1
dJ
δJ “´`JT J˘´1 `δJT J` JTδJ˘`JT J˘´1 .
We recall the notation for the Jacobian from (4.18a)
J ji “´ 1σ j
dh j
dθi
pξ pqˆq, qˆq.
Then, the gradient of the objective φ is determined by the derivatives
d
dqˆ
ˆ
dh j
dθ
˙
“ d
dqˆ
ˆBh j
Bξ ξθ , j`
Bh j
Bθ
˙
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“
ˆ B2h j
BξBξ ξqˆ, j`
B2h j
BξBqˆ
˙T
ξθ , j` Bh jBξ ξθ qˆ, j`
B2h j
BθBξ ξqˆ, j`
B2h j
BθBqˆ .
The first order sensitivities ξqˆ, j are derived by the variational differential equations
0“ BF jBξ ξqˆ, j`
BF j
Bqˆ , (5.10)
while second order sensitivities ξθ qˆ, j are given by second order VDEs
0“
ˆB2F j
BξBξ ξqˆ, j`
B2F j
BξBqˆ
˙T
ξθ , j` BF jBξ ξθ qˆ, j`
B2F j
BθBξ ξqˆ, j`
B2F j
BθBqˆ (5.11)
with ξθ , j and ξqˆ, j computed by (4.36) and (5.10) respectively.
As presented in section 4.4, the derivatives of model response
Bξh, Bθh, Bqˆh, B2ξξh, B2θξh, B2ξ ,qˆh, B2θ ,qˆh,
the model equations
BξF , BθF , BqˆF , B2ξξF , B2θξF , B2ξ ,qˆF , B2θ ,qˆF ,
and the constraints
∇ci
are evaluated with the algorithmic differentiation tool ADIFOR.
Similar to (4.36), Equations (5.10) and (5.11) feature the same structure as the underlying
model equations (2.21) and we apply an analog mixed DG-FEM formulation to the
variational differential equations (5.10) and (5.11), respectively. The extended IMPES
Algorithms 3.2.1 and 3.4.1 adopted to the weak formulation afterwards.
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6 Efficient parameter estimation
In this chapter, we revisit an approach that reduces the increasing demand of computa-
tion time for high-dimensional parameter estimation problems in the context of multiple
shooting. The reduced approach was developed by Schlo¨der [85] for parameter estimation
problems constrained by high-dimensional ODE systems. A first extension to DAE models
was presented by Bauer [7]. We consider constraints of partial differential equations as the
origin of the DAE constraints and develop of different formulation of the reduced approach.
A short introduction to the method and a first application to PDE constraints parameter
estimation can be found in Kircheis and Ko¨rkel [55].
We derive the reduced approach from the condensed system and illustrate the efficient
computation of the increment for the generalized Gauss–Newton method. We introduce
the new parameter estimation software PAREMERA and the implemented algorithms. The
last sections provides numerical results of two academic examples.
6.1 The reduced approach
We recall the finite dimensional parameter estimation problem (4.15) for nex executed
experiments from Section 4.2
min
θ ,s
1
2 pη´hpψps,θ q,θ qT Σ´2 pη´hpψps,θ q,θ qq (6.1a)
s.t. 0“cipτ ik`1,sik,sik`1,θ q, k “ 0, . . . ,nims´1 (6.1b)
0“gipτ ik,sik,θ q, k “ 0, . . . ,nims (6.1c)
i“ 1, . . . ,nex
0“yi0pθ q´ sy,i0 (6.1d)
0“
nexÿ
i“1
mirÿ
k“1
rik
`
ψ ipt ikq,θ
˘
. (6.1e)
with the interval-wise description of the nominal trajectoryˆ
yiptq
ziptq
˙
“ ψ ipt;sk,θ q, t P rτ ik,τ ik`1q, k “ 0, . . . ,nims, i“ 1, . . . ,nex,
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the continuity conditions for the differential states
0“ cipτ ik`1,sik,sik`1,θ q :“ ψ i,ypτ ik`1;sik,θ q´ sy,ik`1, k “ 0, . . . ,nims´1, (6.2)
i“ 1, . . . ,nex,
and the consistency conditions for the algebraic states
0“ gipτ ik,sik,θ q, k “ 0, . . . ,nims, i“ 1, . . . ,nex. (6.3)
We consider a linear-implicit DAE
Aipt,ψ iptq,θ q 9yiptq “ f ipt,ψ iptq,θ q, ψy,ipτkq “ syk (6.4a)
0“gipt,ψ iptq,θ q, t P rτk,τk`1s, k “ 0, . . . ,nms, (6.4b)
i“ 1, . . . ,nex,
as the approximation of a parametrized partial differential equation, e.g. discretized by a
methods of lines.
In comparison with the parameter estimation problem (4.15) in Chapter 4, we examine
a slightly different formulation of the interior point constraints. In (6.1e), we consider
linearly coupled constraints that allow us to model conditions which interconnect two or
more experiments. Note, that the interior point constraints (4.14)
0“
mirÿ
k“1
rik
`
ψ ipt ikq,θ
˘
, i“ 1, . . . ,nex.
are a special case of (6.1e).
By using Equation (6.1e), e.g., it is possible to model matching conditions between single
experiments of the general form
rpyipt iendq,yi`1pt i`10 qq “ 0, (6.5)
where the superscript i refers to the different experiments, to model discontinuities in the
state equations
9yptq “
"
f1pt,yptq,θ q, t ď tˆ,
f2pt,yptq,θ q, t ą tˆ ,
or even jumps of the trajectories. We refer to equation (6.1e) as multi-experiment interior
point constraints.
We introduce new variables sr that arise from the parametrization of the model equations. In
Section 4.3, we demand that the constraint qualification condition holds, i.e., the Jacobian
of the constraints J2 is regular. Under the assumption that we add the initial conditions of
the differential states (6.1d), that may depend on the variables sr, to the multi-experiment
interior point constraints, the Equations (6.2), (6.3) and (6.1e) sum up to
nexÿ
i“1
nims ¨niy`
nexÿ
i“1
`
nims`1
˘ ¨niz`nr` nexÿ
i“1
niy “ nr`
nexÿ
i“1
`
nims`1
˘ ¨ `niy`niz˘
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conditions. Since we have
nθ `
nexÿ
i“1
`
nims`1
˘ ¨ `niy`niz˘
degrees of freedom, the Jacobian J2 has full rank by all means if we establish nr new
variables sr. The variables sr are defined by the condition
B
Bsr
nexÿ
i“1
mirÿ
k“1
rik
`
ψ ipt ikq,θ ,sr,i
˘´ regular,
and add the variables sr to the dependencies of the multi-experiment interior point con-
straints. Thus, it is ensured that CQ holds.
For further examinations, we add the variables sr to the vector s and define
dps,θ q :“
¨˚
˚˝˚
´
yi0pθ ,sr,iq´ sy,i0
¯
i“1,...,nex
nexÿ
i“1
mirÿ
k“1
rik
`
ψ ipt ikq,θ ,sr,i
˘
.
‹˛‹‹‚. (6.6)
Note, that the initial conditions (6.1d) may depend on the variables sr, too. Again we
introduce a shorter notation of problem (6.1) to increase readability
min
s,θ
1
2 }F1ps,θ q}22 (6.7a)
s.t. 0“F2ps,θ q (6.7b)
with the settings
F1 :“ Σ´1 pη´hpξ ps,θ q,θ qq (6.8a)
F2 :“
¨˚
˚˝˚
`
cipτ ik`1,sik,sik`1,θ q
˘
k“0,...,nims´1
i“1,...,nex`
gipτ ik,sik,θ q
˘
k“0,...,nims
i“1,...,nex
dps,θ q
‹˛‹‹‚. (6.8b)
As described in Section 4.3, the solution of (6.7) is computed iteratively by means of a
generalized Gauss–Newton method where we iteratively solve a series linearized problems
instead
min
∆s,∆θ
1
2
››››F1ps,θ q` J1ps,θ qˆ∆s∆θ
˙››››2
2
(6.9a)
s.t. 0“F2ps,θ q` J2ps,θ q
ˆ
∆s
∆θ
˙
. (6.9b)
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We recall the Jacobian for DAE constrained parameter estimation problems and a single
experiment
J “
ˆ
J1
J2
˙
“
¨˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˝˚
D10 D
1
1 ¨ ¨ ¨ D1nms D1sr D1θ
G0
`´Iny 0˘ Gsr0 Gθ0
. . . . . . ...
...
Gnms´1
`´Iny 0˘ Gsrnms´1 Gθnms´1
H0 Hs
r
0 H
θ
0
H1 Hs
r
1 H
θ
1
. . . ...
...
Hnms H
sr
nms H
θ
nms
D20 D
2
1 ¨ ¨ ¨ D2nms D2sr D2θ
‹˛‹‹‹‹‹‹‹‹‹‹‹‹‹‹‚
, (6.10)
see (4.27), to illustrate the required computational effort for a single iteration of the
generalized Gauss–Newton method. Here, we have added a new column for the derivatives
of (6.8) with respect to sr.
In each iteration, we have to evaluate ny` nz` nθ ` nr derivatives of the underlying
model equations (6.4) per shooting interval to compute the matrices Gk, Gs
r
k , G
θ
k , k “
0, . . . ,nms´1 and Hk, Hsrk , Hθk , k “ 0, . . . ,nms. For complex systems of partial differential
equations, the effort is tremendous.
As discussed in Section 4.3.4, the condensed system has the form
min
∆sy0,∆θ ,∆sr
1
2
›››u1`E1∆sy0`Eθ1 ∆θ `Er1∆sr›››22 (6.11a)
s.t. 0“u2`E2∆sy0`Eθ2 ∆θ `Er2∆sr. (6.11b)
cf. (4.30). Note, that we have to consider an additional block for the variables sr.
6.1.1 Derivation of the reduced approach
Schlo¨der [85] developed an approach for high-dimensional ODE systems that couples the
computation of the Jacobian (6.10) and the subsequent condensing algorithm presented
in Section 4.3.4. The approach uses directional derivatives which exploit the special
structure of the parametrized parameter estimation problem. With the approach and the
extensions for DAE constrained parameter estimation problems developed by Bauer [7],
it is possible to reduce the computational effort to evaluate and solve (6.7) to the one of
single shooting.
We develop a different approach than in Bauer [7] that leads to an other formulation of the
reduced condensed system and increase the set of problems that is solvable by this method
to described by (6.1).
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Before we continue, we reformulate (if necessary we rearrange the time points) the multi-
experiment interior point constraints (6.1e)
0“
nexÿ
i“1
nimsÿ
k“0
ÿ
jPI pkq
rikpψ ipt ijq,θ ,srq, (6.12)
and the residuals of the measurements
0“
nexÿ
i“1
nimsÿ
k“0
ÿ
jPJ pkq
hˆikpψ ipt ijq,θ q, hˆik “ η ik´hik, (6.13)
with
I pkq “  j | τ ik ď t j ă τ ik`1( , k “ 0, . . . ,nims, i“ 1, . . . ,nex,
J pkq “  j | τ ik ď t j ă τ ik`1( , k “ 0, . . . ,nims, i“ 1, . . . ,nex.
We refer to Equations (6.12) and (6.13) as separability conditions.
We present the following computations exemplarily for the first experiment. For the
remaining nex´1 experiments the steps have to be repeated. For the sake of readability, we
omit the superscript 1 and consider a single experiment formulation of the initial conditions
in Equation (6.6) of dps,θ q.
We have already eliminated the continuity constraints and the consistency conditions.
Because of the definition of dps,θ q in Equation (6.6) we deduce that E2 has ny`nr rows.
We separate Equation (6.11b) and obtain
0“ u21`E21∆sy0`Eθ21∆θ `Es21∆sr, (6.14a)
0“ u22`E22∆sy0`Eθ22∆θ `Es22∆sr, (6.14b)
where (6.14a) contains the first ny rows of (6.11b) and (6.14b) includes the remaining nr
rows. From Section 4.3.4 and Equation (6.6), it follows directly that the matrix E21 is
regular.
We eliminate the variables ∆sy0, which are defined by the initial conditions (6.1d), and
obtain the reduced condensed system for the remaining variables p∆θ , ∆srq
min
∆θ ,∆sr
1
2
›››u˜1` E˜θ1 ∆θ ` E˜s1∆sr›››22 (6.15a)
s.t. 0“u˜2` E˜θ2 ∆θ ` E˜s2∆sr. (6.15b)
Note, that Equation (6.15b) has only nr rows. We define
M0θ :“´
ˆ
E21 0
Hy0 H
z
0
˙´1
Eθ21, (6.16a)
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M0s :“´
ˆ
E21 0
Hy0 H
z
0
˙´1
Es21, (6.16b)
M0r :“´
ˆ
E21 0
Hy0 H
z
0
˙´1
u21. (6.16c)
We refer to Mθ¨ , Ms¨ and Mr¨ as seed matrices.
Remark Because of the index-1-assumption, the inverse matrix in Equations (6.16) is
well defined.
With the definitions of the separability conditions (6.12) and (6.13), we have
D2θ “
d
dθ
nexÿ
i“1
nimsÿ
k“0
ÿ
jPI pkq
rikpψ ipt ijq,θ q “
nexÿ
i“1
nimsÿ
k“0
d
dθ
ÿ
jPI pkq
rikpψ ipt ijq,θ q “
nexÿ
i“1
nimsÿ
k“0
D2,iθ ,k,
D1θ “
d
dθ
nexÿ
i“1
nimsÿ
k“0
ÿ
jPJ pkq
hˆikpψ ipt ijq,θ q “
nexÿ
i“1
nimsÿ
k“0
d
dθ
ÿ
jPJ pkq
hˆikpψ ipt ijq,θ q “
nexÿ
i“1
nimsÿ
k“0
D1,iθ ,k.
We get similar expressions for the derivatives with respect to sr. With these relations, we
obtain a forward recursion that is closely related to the backward condensing (4.31) in
Section 4.3.4
E˜θl “Dl0 ¨M0θ `
¨˝
nmsÿ
k“1
Dlk
kź
j“1
ˆ
Gk´ j
Hk´ j`1
˙‚˛¨M0θ
`Dlθ `
nmsÿ
k“1
Dlk
»–k´1ÿ
j“0
˜
k´ j´1ź
l“1
ˆ
Gk´l
Hk´l`1
˙˜
Gθj
Hθj`1
¸¸fifl
“Dl0 ¨M0θ `
nmsÿ
k“1
$&%Dlk
»– kź
j“1
ˆ
Gk´ j
Hk´ j`1
˙
¨M0θ
`
k´1ÿ
j“0
˜
k´ j´1ź
l“1
ˆ
Gk´l
Hk´l`1
˙˜
Gθj
Hθj`1
¸¸fifl`Dlθ ,k
,.- , l “ 1,2,
(6.17a)
E˜sl “Dl0 ¨M0s `
nmsÿ
k“1
$&%Dlk
»– kź
j“1
ˆ
Gk´ j
Hk´ j`1
˙
¨M0s
`
k´1ÿ
j“0
˜
k´ j´1ź
l“1
ˆ
Gk´l
Hk´l`1
˙˜
Gs
r
j
Hs
r
j`1
¸¸fifl`Dlsr,k
,.- , l “ 1,2,
(6.17b)
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u˜l “Dl0 ¨M0r `
nmsÿ
k“1
$&%Dlk
»– kź
j“1
ˆ
Gk´ j
Hk´ j`1
˙
¨M0r
`
k´1ÿ
j“0
˜
k´ j´1ź
l“1
ˆ
Gk´l
Hk´l`1
˙ˆ
cpτ j`1q
gpτ j`1q
˙¸fifl`Rlk
,.- , l “ 1,2,
(6.17c)
where we suppress the remaining dependencies of the continuity conditions c and the
consistency conditions g and define
Rlk :“
$’’&’’%
ÿ
jPJ pkq
hˆkpψpt jq,θ q, if l “ 1,ÿ
jPI pkq
rkpψpt jq,θ q, else. (6.18)
We update the seed matrices recursively
Mkθ :“
ˆ
Gk´1
Hk
˙
¨Mk´1θ `
ˆ
Gθk´1
Hθk
˙
, (6.19a)
Mks :“
ˆ
Gk´1
Hk
˙
¨Mk´1s `
ˆ
Gs
r
k´1
Hs
r
k
˙
, k “ 1, . . . ,nms, (6.19b)
Mkr :“
ˆ
Gk´1
Hk
˙
¨Mk´1r `
ˆ
cpτkq
gpτkq
˙
, (6.19c)
and set
Eˆθ ,0l :“ Dl0 ¨M0θ `Dlθ ,0, (6.20a)
Eˆs,0l :“ Dl0 ¨M0s `Dlsr,0, l “ 1,2, (6.20b)
uˆ0l :“ Dl0 ¨M0r `Rl0, (6.20c)
where we used the definition given by Equation (6.18) and compute the expressions
u˜l, E˜θl , E˜
s
l , l “ 1,2 by the forward recursion
Eˆθ ,kl “ Eˆθ ,k´1l `Dlk ¨Mkθ `Dlθ ,k, (6.21a)
Eˆs,kl “ Eˆs,k´1l `Dlk ¨Mks `Dlsr,k, k “ 1, . . . ,nms l “ 1,2, (6.21b)
uˆkl “ uˆk´1l `Dlk ¨Mkr `Rlk, (6.21c)
With
E˜θl “ Eˆθ ,nmsl , E˜sl “ Eˆs,nmsl , u˜l “ uˆnmsi , l “ 1,2
we obtain the reduced condensed system (6.15).
In difference to the approach presented by Bauer [7] we eliminate the consistency con-
ditions completely from the constraints of the reduced condensed system, cf (6.20) and
(6.21). We transfer all informations of the consistency conditions to the seed matrices,
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compare Equations (6.19). The approach illustrated by Bauer [7] results into redundant
constraints, i.e., the resulting reduced condensed system has more rows than the regular
condensed system, which could lead to numerical problems.
The expressions in Equations (6.20) are evaluated by directional derivatives. According
to this, we compute Dlk ¨Mkθ `Dlθ ,k, Dlk ¨Mks `Dlsr,k and Dlk ¨Mkr in (6.21) by directional
derivatives, too.
The main advantage of this method is that we do not have to compute the block matrices
D, G and H of the definition of the Jacobian (6.10) explicitly. Thus, we save ny` nz
evaluations of the variational differential equations.
6.1.2 Determination of the increment
Again, we illustrate the proceeding for the first experiment and omit the superscript 1.
Here, we explain in detail the derivation of the reduced condensed system and the determi-
nation of the increment for the generalized Gauss–Newton method. Therefore, we define
the residual between initial values and shooting variables at t “ τ0
d0ps,θ q :“ y0pθ ,srq´ sy0. (6.22)
Equation (6.22) is a constraint of the parameter estimation problem, see (6.6). For the
generalized Gauss–Newton method we evaluate the derivatives of d0 and the algebraic
constraints (6.4b) at t “ τ0 with respect to sy0, sz0, sr and θ
Dv0 :“
d d0ps,θ q
d v
,
Hv0 :“
d gpτ0,s0,θ q
d v
,
v“ sy0, sz0, sr, θ
and set up the linearization of (6.22) and the consistency conditions at t “ τ0
d0ps,θ q`Ds
y
0
0 ∆s
y
0`Ds
z
0
0 ∆s
z
0`Ds
r
0 ∆s
r`Dθ0∆θ “ 0 (6.23a)
gpτ0,s0,θ q`Hs
y
0
0 ∆s
y
0`Hs
z
0
0 ∆s
z
0`Hs
r
0 ∆s
r`Hθ0 ∆θ “ 0. (6.23b)
It is easy to see that Equations (6.23) are a subsystem of (6.9b) since (6.22) is a subequation
of (6.6). As mentioned before, we require that the algebraic equations have index 1. It
follows that H
sz0
0 is regular, see Section 4.1.1. From Equation (6.22), we deduce
D
sy0
0 “´Iny, Ds
z
0
0 “ 0.
We obtain the matrix
M :“
˜
D
sy0
0 D
sz0
0
H
sy0
0 H
sz0
0
¸
“
˜´Iny 0
H
sy0
0 H
sz0
0
¸
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which is regular and solve (6.23) for sy0, s
z
0ˆ
∆sy0
∆sz0
˙
“´
˜´Iny 0
H
sy0
0 H
sz0
0
¸´1ˆˆ
Ds
r
0
Hs
r
0
˙
∆sr`
ˆ
Dθ0
Hθ0
˙
∆θ `
ˆ
d0
g0
˙˙
(6.24)
“M0s ∆sr`M0θ∆θ `M0r
with the definitions
M0r :“´
˜´Iny 0
H
sy0
0 H
sz0
0
¸´1ˆ
d0
g0
˙
, (6.25a)
M0s :“´
˜´Iny 0
H
sy0
0 H
sz0
0
¸´1˜
Ds
r
0
Hs
r
0
¸
, (6.25b)
M0θ :“´
˜´Iny 0
H
sy0
0 H
sz0
0
¸´1˜
Gθ0
H p0
¸
, (6.25c)
cf. Equations (6.16). The columns of pM0s , M0θ q form a basis of the null space of the matrix
that defines the linear system of equations (6.23). We use (6.25) as initial seed matrices
for the directional derivatives.
Let t “ τ0 be not only a shooting node but also a measurement point, where we have to
evaluate the model response h0pτ0, s0, θ q. Then,
Bh0
Bpsy0,sz0q
pτ0,s0,θ q
ˆ
∆sy0
∆sz0
˙
` Bh0Bsr pτ0,s0,θ q∆s
r` Bh0Bθ pτ0,s0,θ q∆θ `h0pτ0,s0,θ q
is a row of J1 (6.9b).
Observe, h0 does not depend on si, i“ 1, . . . ,nms. We insert (6.24) and obtain
Bh0
Bs0 pτ0,s0,θ q ¨
`
M0s ∆s
r`M0θ∆θ `M0r
˘
`Bh0Bsr pτ0,s0,θ q∆s
r` Bh0Bθ pτ0,s0,θ q∆θ `h0pτ0,s0,θ q.
(6.26)
We factor out the increments ∆sr and ∆θ in Equation (6.26) to get„Bh0
Bs0 pτ0,s0,θ q ¨M
0
s ` Bh0Bsr pτ0,s0,θ q

∆sr
`
„Bh0
Bs0 pτ0,s0,θ q ¨M
0
θ `
Bh0
Bθ pτ0,s0,θ q

∆θ
`
„Bh0
Bs0 pτ0,s0,θ q ¨M
0
r `h0pτ0,s0,θ q

.
(6.27)
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Remark Here and in the following, ”¨”, e.g., in Equation (6.27), does not denote a matrix
matrix product but a directional derivative, cf. 6.1.1. The first would require the evaluation
of ny`nz additional variational differential equations while for the second nθ `nr VDEs
have to be evaluated, which is necessary anyway.
Following the remark, we computeˆBh0
Bs0 pτ0,s0,θ q ¨M
0
s
˙
j
“ d
dε
h0pτ0,s0` ε ¨
`
M0s
˘
j ,θ q, (6.28)
where B¨ j denotes the j´th column of some matrix B. As already mentioned in the chapters
before, we use algorithmic differentiation to efficiently compute the required directional
derivatives of the model response in (6.27). If at t “ τ0 multi-experiment interior point
constraints have to be evaluated, we proceed in the same manner with the derivatives of
(6.1e)
0“
„ Br
Bs0 pτ0,s0,θ ,s
rq ¨M0s ` BsBsr pτ0,s0,θ ,s
rq

∆sr
`
„ Br
Bs0 pτ0,s0,θ ,s
rq ¨M0θ `
Br
Bθ pτ0,s0,θ ,s
rq

∆θ
`
„ Br
Bs0 pτ0,s0,θ ,s
rq ¨M0r ` r0pτ0,s0,θ ,srq

.
(6.29)
With the evaluated derivatives, we define the right-hand side vectors and the matrices
which we will use to assemble the reduced condensed system (6.11)
u01 :“
ˆ B
Bs0 h0pτ0,s0,θ q ¨M
0
r `h0pτ0,s0,θ q
˙
,
u02 :“
ˆ B
Bs0 r0pτ0,s0,θ ,s
rq ¨M0r ` r0pτ0,s0,θ ,srq
˙
,
(6.30a)
Es,01 :“
ˆ B
Bs0 h0pτ0,s0,θ q ¨M
0
s
˙
,
Es,02 :“
ˆ B
Bs0 r0pτ0,s0,θ ,s
rq ¨M0r ` BBsr r0pτ0,s0,θ ,s
rq
˙
,
(6.30b)
Eθ ,01 :“
ˆ B
Bs0 h0pτ0,s0,θ q ¨M
0
θ `
B
Bθ h0pτ0,s0,θ q
˙
,
Eθ ,02 :“
ˆ B
Bs0 r0pτ0,s0,θ ,s
rq ¨M0θ `
B
Bθ r0pτ0,s0,θ ,s
rq
˙
.
(6.30c)
Here, we used that B
Bsr h0 “ 0.
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Now, we explain how we proceed from a shooting node τk to a stopping point ts. A stopping
point is a point where we have to stop the computation of the nominal trajectory to evaluate
either a measurement function h, the algebraic equations g or the multi-experiment interior
point constraints r.
At t “ τk, the values of the shooting variables sk, the parameters θ , the previously com-
puted seed matrices Mkr , M
k
s , M
k
θ and the matrices for the reduced condensed system
ukl , E
s,k
l , E
θ ,k
l , l “ 1,2 are given. We evaluate the constraints, compute the corresponding
directional derivatives and add them to the known matrices for the condensed system
uˆ j1 “ uk1`
ˆ B
Bshkpτk,sk,θ q ¨M
k
r `hkpτk,sk,θ q
˙
,
uˆ j2 “ uk2`
ˆ B
Bsrkpτk,sk,θ ,s
rq ¨Mkr ` rkpτk,sk,θ ,srq
˙
,
(6.31a)
Eˆs, j1 “ Es,k1 `
ˆ B
Bshkpτk,sk,θ q ¨M
k
s
˙
,
Eˆs, j2 “ Es,k2 `
ˆ B
Bsrkpτk,sk,θ ,s
rq ¨Mks ` BBsr rkpτk,sk,θ ,s
rq
˙
,
(6.31b)
Eˆθ , j1 “ Eθ ,k1 `
ˆ B
Bshkpτk,sk,θ q ¨M
k
θ `
B
Bθ hkpτk,sk,θ q
˙
,
Eˆθ , j2 “ Eθ ,k2 `
ˆ B
Bsrkpτk,sk,θ ,s
rq ¨Mkθ `
B
Bθ rkpτk,sk,θ ,s
rq
˙
,
(6.31c)
which follows directly from Equations (6.17).
Afterwards, we solve the model equations (6.4) on the interval rτk, tss. As before, we
denote the resulting nominal trajectories by
ψpt;sk,θ q.
The seed matrices are updated by the simultaneous evaluation of the variational differential
equations via methods of internal numerical differentiation
Mˆ jr “ BBsψpts;sk,θ qq ¨M
k
r (6.32a)
Mˆ js “ BBsψpts;sk,θ q ¨M
k
s , (6.32b)
Mˆ jθ “
B
Bsψpts;sk,θ q ¨M
k
θ , (6.32c)
where we use Mkr , M
k
s and M
k
θ as initial states and directions for the sensitivities of the
states at the same time. The updated seed matrices are applied to proceed to the next
stopping point and the previous steps are repeated.
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If at t “ ts the next shooting node is reached, we evaluate the continuity conditions (6.2)
and the consistency conditions (6.3). Then, the seed matrices at t “ τk`1 result to
Mk`1r “ Mˆ jr `
ˆ
cpτk`1q
gpτk`1q
˙
, (6.33a)
Mk`1s “ Mˆ js , (6.33b)
Mk`1θ “ Mˆ jθ . (6.33c)
We continue to execute these steps above until we reach the last shooting node τnms`1“ tend
to obtain the reduced condensed system
min
∆sr,∆θ
1
2
›››u˜1` E˜s1∆sr` E˜θ1 ∆θ›››22 (6.34a)
s.t. 0“u˜2` E˜s2∆sr` E˜θ2 ∆θ , (6.34b)
where we use the settings
u˜l :“ unms`1l , E˜sl :“ Es,nms`1l , E˜θl :“ Eθ ,nms`1l , l “ 1,2.
The effort to set up the reduced condensed system (6.34) consists of the integration of the
underlying model equations (6.4) and the computation of nr`nθ `1 directional derivatives
by internal numerical differentiation. If the initial values of the differential states are given
in the form
ypt0q “ y0pθ q,
i.e., the initial conditions do not depend explicitly on sr, the number of directional deriva-
tives is independent of the number of states.
After we have applied this approach to all experiments, the reduced condensed system for
nex experiments has the following form:
Jc “
¨˚
˚˚˚˚
˚˝
E˜s,11 E˜
θ ,1
1
. . . ...
E˜s,nex1 E˜
θ ,nex
1
E˜s,12 . . . E˜
s,nex
2
nexÿ
i“1
E˜θ ,i2
‹˛‹‹‹‹‹‚, F
c “
¨˚
˚˚˚˚
˝
u˜11
...
u˜nex1
nexÿ
i“1
u˜i2
‹˛‹‹‹‹‚. (6.35)
We solve the system, which is defined by (6.35), for ∆sr and ∆θ and compute the remaining
increments for the shooting variables by
∆sik “Mk,ir `Mk,is ∆sr,i`Mk,iθ ∆θ , k “0, . . . ,n jms, (6.36)
i“1, . . . ,nex,
where we use the previously computed seed matrices.
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6.2 PAREMERA: PARameter Estimation for Multiple
Experiments using a Reduced Approach
In Chapter 4, mathematical methods for solving parameter estimation problems have
been established by giving convergence results of the damped generalized Gauss–Newton
method. In section 6.1, we presented a reduced approach for the efficient treatment of these
kind of problems. These results are the basis for the implementation of the PARameter
Estimation software for Multiple Experiments using a Reduced Approach (PAREMERA),
a new software package for solving PDE constrained parameter estimation problems with
multi-experiment interior point constraints.
Survey of existing solvers
The variety of solvers that are available to solve nonlinear constrained parameter estimation
problems is large. It is not our concern to give a complete overview of the available
implementations for this kind of problems.
Naturally, any optimization algorithm for constrained problems could be applied to treat
parameter estimation problems. However, it is possible that such solvers converge to
unwanted local minima or are highly inefficient, see Bock [13]. Therefore, it is strongly
advised to use appropriate solvers when faced with parameter estimation problems.
The following overview gives an insight to the problem classes which can be solved by the
specific software as well as the applied numerical software.
• PARFIT by Bock et al. [13] can solve parameter estimation problems with ODE
constraints with multiple shooting by a generalized Gauss–Newton method and is
based mainly on the methods presented in Chapter 4 that can also be found in Bock
et al. [11, 12, 16]. There is also an extension to DAE constrained problems presented
in Ko¨rkel [58] and Bock et al. [14]. The implementation language is FORTRAN77.
• FIXFIT by Schlo¨der [85] is a generalized Gauss–Newton method for parameter
estimation problems constrained by high-dimensional ODE systems. It adapts
the reduced approach for this class of problems. The solver is implemented in
FORTRAN77. According to Schlo¨der [86], no implemented version is available
anymore.
• PEST by Doherty et al. [35] is a commercial, model independent parameter estima-
tion software, i.e. the user has to provide the model equation in a specific form. The
code relies on a Levenberg–Marquardt algorithm, see Levenberg [63] and Marquardt
[70] with a Broyden update. The derivatives of the model functions and constraints
are computed by finite differences. The software package is implemented in C++.
• The commercial simulation and parameter estimation tools Presto-Kinetics and
Predici for reactor kinetics and macromolecular processes, respectively, by Wulkow
[102]. The evaluation of the derivatives is done by finite differences following the
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principles of IND, see Bock [11]. Simulated annealing is used for the global search,
see Kirkpatrick et al. [56]. The local search is done by a damped Gauss–Newton
method following Deuflhard [32]. Furthermore, an analysis of the correlation of the
parameters is used within the method of reduced directions, see Telgmann [92].
• EASY-FIT by Schittkowski [84] is suited for parameter estimation problems with in-
equality constraints. It can handle DAE constraints up to index 3 or one-dimensional
PDAE constraints. It is also suited for the treatment of switching functions. The
derivatives are computed by algorithmic differentiation. SQP methods are applied to
solve the least-squares problem. The implementation is in Fortran.
• COPASI by Hoops et al. [52] is a parameter estimation software for mainly biochem-
ical processes with a high number of parameters. It is equipped with a broad variety
of optimization methods such as steepest descent, Levenberg–Marquardt and some
evolutionary algorithms. The implementation language is C++.
• ParamEDE by Lenz [62] is a software package for parameter estimation problems
constrained by delay differential equations (DDE). It is the first that applies a damped
generalized Gauss–Newton method based on the restrictive monotonicity test and
multiple shooting for parameter estimation with DDEs.
Features of PAREMERA
PAREMERA is implemented in Fortran90 and fits into the field of present solvers in the
following ways.
Only some of the solvers listed above, e.g., PARFIT, ParamEDE and Presto, use the
generalized Gauss–Newton method to compute the solution of the parameter estimation
problem. Bock [13] showed that the generalized Gauss–Newton method has the advantage
not to converge toward a stationary point with κ ą 1. Those points are often saddle points
or local minima with a large residual that are far away of the true parameters and are not
stable against small perturbations of the measurement errors.
Another key feature of PAREMERA is the multiple shooting method to decompose the time
interval and, thus, reduces the nonlinearities of stiff systems. This feature is supported else
by, e.g., PARFIT, FIXFIT and ParamEDE.
FIXFIT was the only other solver based on multiple shooting that uses the reduced approach
that allows to solve parameter estimation problems with PDE or high-dimensional ODE
constraints in an acceptable time frame.
In contrast to, e.g., Predici and Presto-Kinetics, PAREMERA is particularly outlined to be
used in combination with a software tool for algorithmic differentiation which provides,
up to machine precision, the exact derivatives of the model functions.
These features justify the implementation of a new solver.
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6.2.1 Decomposition of the Jacobian
In Section 6.1, we illustrated the computation of the reduced condensed system (6.34). In
this section, we present the structure exploiting algorithm for the decomposition of the
Jacobian that we have implemented to solve the system defined by (6.35).
First, we predefine some notations. As mentioned in Section 6.1 we consider equality
constraints of the form
0“
nexÿ
i“1
mirÿ
k“1
rik
`
ψ ipt ikq,θ ,sr,i
˘
(6.37)
These constraints may still contain interior point constraints of the form
0“
mirÿ
k“1
rik
`
ψ ipt ikq,θ ,sr,i
˘
, i“ 1, . . . ,nex, (6.38)
defined in Section 4.1. Since (6.38) are considered as constraints for a single experiment,
we denote them with the subscript l for local while we refer to (6.37) by the subscript m
for multiple
rm “
nexÿ
i“1
mirÿ
k“1
rik
`
ψ ipt ikq,θ ,sr,i
˘
, ril “
mirÿ
k“1
rik
`
ψ ipt ikq,θ ,sr,i
˘
, i“ 1, . . . ,nex,
Observe, that we use the same variables sr “ sr,1, . . . ,sr,ex in both formulations. Because
of (CQ), the matrix ¨˝´ BrilBsr¯i“1,...,nex
BrmBsr
‚˛
is regular. If necessary, we rearrange sr “ `srl T , srmT˘T such that
Bril
Bsrl , i“ 1, . . . ,nex,
Brm
Bsrm
are regular matrices, too. Additionally, we rearrange the matrices (6.34b) equivalently to
the following form ´
Es,i2 E
θ ,i
2
¯
“
˜
Esl ,i2,rm E
sm,i
2,rm E
θ ,i
2,rm
Esl ,i2,rl E
sm,i
2,rl
Eθ ,i2,rl
¸
(6.39)
for i“ 1, . . . ,nex. Here, the superscripts sl, sm and θ on the right hand side of (6.39) identify
the block matrices correspond to the increments ∆srl , ∆srm and ∆θ respectively and the
subscripts rm and rl denote if the block matrix was computed by directional derivative of
the multi-experiment and experiment local interior point constraints, respectively.
For the numerical treatment of the multi-experiment version of the condensed system
(6.34), we transform the Jacobian to an upper triangular matrix. The Jacobian for nex
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experiments is very sparse since there is a subvector sr,i for each experiment. That is why
we store the blocks for each single experiment as presented on the left hand side of (6.40).
By a series of equivalent matrix factorizations similar to an algorithm by Bock [13], the
single blocks are transformed in the following fashion:
Esl ,i2,rl
Esl ,i2,rm
Esl ,i1
Esm,i2,rl
Esm,i2,rm
Esm,i1
Eθ ,i2,rl
Eθ ,i2,rm
Eθ ,i1
Ñ
D j1
Eˆsm,i2,rm
Eˆsm,i1
Eˆθ ,i2,rm
Eˆθ ,i1
R1,i
i“ 1, . . . ,nex. (6.40)
For simplicity, we suppress potential pivoting in the notation. Afterwards, we restore the
remaining parts of the experiment block matrices in the upper right corner of (6.40) to a
global, i.e for all nex experiments, system matrix (6.41).
Eˆsm,12,rm Eˆ
sm,nex
2,rm
Eˆsm,11
Eˆsm,nex1
nexÿ
i“1
Eˆθ ,i2,rm
Eˆθ ,nex1
Eˆθ ,11
Ñ
D2R2
R3
. (6.41)
The lower left block of the system matrix on the left hand side of Equation (6.41) that
corresponds to ∆srm,i is also transformed to an upper triangular matrix R2 by matrix
transformations, while the remaining block in the upper right that corresponds to ∆θ is
decomposed by an QR-decomposition with Householder transformations, see Golub and
van Loan [45].
The right-hand sight of the system defined by (6.35) is adjusted according to the methods
presented above. We obtain the increments p∆θT , ∆srT qT and compute the remaining
increments by
∆sik “Mk,ir `Mk,is ∆sr,i`Mk,iθ ∆θ , k “0, . . . ,nims´1, (6.42)
i“1, . . . ,nex. (6.43)
6.2.2 Bound check
Usually, we do not allow inequality constraints for the parameter estimation problem. But
it is possible that for specific values of the parameters the model can not be evaluated
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anymore, e.g., a negative reaction rate. It can happen that the generalized Gauss–Newton
algorithm tends to such a point especially when the current iterate is not feasible. We have
implemented an easy strategy to prevent this scenario from happening.
Let upper sθ P IRnθ and lower θ P IRnθ bounds for the parameters be given
θ P `θ , sθ˘ . (6.44)
Furthermore, let the new increment ∆θ k and the step length αk have been computed,
too. Then, we check if the updated iterate violates the constraints. If, this is the case we
calculate the distance between the specific parameter and the bound and divide it by the
increment. The result is the maximal step length. Since we do not want that
θ k`1i “ sθi
or
θ k`1i “ θ i
we multiply the maximal step length by a predefined factor, e.g., 12 . Thereby we achieve
that the iteration remains feasible with respect to the Constraints (6.44) throughout the
whole run of the optimization algorithm. The bound check algorithm then looks the
following:
Algorithm 6.2.1. Bound check algorithm
1. Set α1 “ αk.
2. For i“ 1, . . . ,nθ do
3. If θ k`1i ă θ i then
4. Compute
α2 “
ˇˇˇˇ
ˇθ k`1i ´θ i∆θ ki
ˇˇˇˇ
ˇ .
5. Set α1 “minpα1,α2q.
6. Else if θ k`1i ą sθi then
7. Compute
α2 “
ˇˇˇˇ
ˇθ k`1i ´ sθi∆θ ki
ˇˇˇˇ
ˇ .
8. Set α1 “minpα1,α2q.
9. end if
10. end for
11. If αk ą α1, set
αk “ 1
2
α1.
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6.2.3 Parallelization
Usually, the multiple shooting formulation for initial values problems is easily parallelized
because of its already separated structure. Unfortunately, this is not the case for the
shooting formulation within the reduced approach. If we recall
Mk`1r “ Mˆ jr `
ˆ
cpτk`1q
gptk`1q
˙
from Equations (6.33), it is obvious why. We need Mˆ jr and ypτk`1;sk,θ q that are both
computed in the previous shooting interval to initialize the seed matrix Mk`1r at t “ τk`1.
That is why we have to wait until the end of the previous shooting interval is reached,
before we proceed with the next one.
The computation of the reduced condensed systems (6.34) for each of the nex experiments
can be scheduled in parallel in a very natural way. We parallelize the loop over the nex
experiments. Because of the structure how the Jacobian is saved this is a straightforward
task. We use OpenMP [78] to organize the scheduling. If we have to consider multi-
experiment interior point constraints, we compute the single summands in parallel and
sum them up afterwards. As shown in Section 6.2.1, the vector sr can be split up such that
the single blocks affiliate with one specific experiment.
Additionally, it is possible to parallelize the matrix factorization in Equation (6.40) since
the transformation of the blocks of the single experiments do not affect each other.
6.2.4 The main algorithm
This section is concerned with the main algorithm which is implemented in PAREMERA
to solve parameter estimation problems by applying the reduced approach.
Algorithm 6.2.2. Main algorithm in PAREMERA
1. Set k :“ 0. Choose an initial guess ps0,θ 0q, an initial step length α0 and predefine a
termination tolerance TOL.
2. Compute uil, E
s,i
l and E
θ ,i
l , l “ 1,2, i“ 1, . . . ,nex for all experiments as described
in Section 6.1.
3. Solve
min
∆sk,∆θ
1
2
››››Jc1 ˆ∆sk∆θ k
˙
`Fc1
››››2
2
s.t. 0“Jc2
ˆ
∆sk
∆θ k
˙
`Fc2
using the methods presented in Subsection 6.2.1.
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4. If k “ 0, set αk “ α0 otherwise determine the step length αk P p0,1s applying the
RMT as presented in Section 4.3.5.
5. Update the iterate ˆ
sk`1
θ k`1
˙
:“
ˆ
sk
θ k
˙
`αk
ˆ
∆sk
∆θ k
˙
.
6. If θ k`1 violates any parameter constraints, recompute the step length rαk applying
the bound check Algorithm 6.2.1 from Section 6.2.2 and updateˆ
sk`1
θ k`1
˙
:“
ˆ
sk
θ k
˙
` rαkˆ∆sk∆θ k
˙
.
7. If ››››ˆ∆sk∆θ k
˙››››
2
ă TOL
terminate, otherwise:
8. Set k :“ k`1. Go to 2.
6.3 Test of the reduced approach by means of academic
application examples
In this section, we present the results for two academic application examples that are already
adequate enough to highlight the features of PAREMERA. The first is a 1D heat equation
with homogeneous boundary equations and the second one is a home run during a baseball
game where we have two model stages with a state dependent switching function.
6.3.1 Heat Equation
By means of the first application example, we highlight the advantages of the reduced
approach in computational time. We examine a 1D heat equation, see Evans [38], on the
domain Ω“ r0,2pis and the time interval t P r0,1s
ut “ θ1uxx, (6.45a)
upt,0q “ upt,2piq “ 0, (6.45b)
up0,xq “ sinx. (6.45c)
The initial value function is illustrated in Figure 6.1. Here, u is an arbitrary function,
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Figure 6.1: Initial heat distribution.
usually referred to as the temperature. The parameter θ1 is referred to as thermal diffusivity.
The exact solution is well known
upt,xq “ e´θ1t sinx.
We discretize (6.45) with second order central finite differences with4x“ pi50 and obtain
an ODE system with nx “ 101 states. We measure the heat at x1 “ pi2 and x2 “ 3pi2 at
t P t0.25, 0.5, 0.75, 1.0u. The software package DAESOL by Bauer [8] is applied to
generate measurement data by integrating the ODE system with the thermal diffusivity set
to
θ1˚ “ 1.0
and adding Gaussian noise.
We compare the results of the parameter estimation for three different starting parameters
θ 01 P t2, 10, 25u computed using the reduced approach implemented in PAREMERA with
the results of the parameter estimation software PARFIT. Here, we use the version that is
capable of exploiting multiple experiment structures, see [58]. Both methods are callable
by the software package VPLAN by Ko¨rkel et al. [58]. For both packages the integration of
the ODE system and the variational differential equations are evaluated by the previously
mentioned software package DAESOL. The computations have been performed on a 64-bit
computer with 4GB memory and an Intel R© Core2Duo with 2ˆ 2.8GHz. The results
are listed in Table 6.1. For all starting parameters PAREMERA converges to the same
solution while PARFIT only converges for θ 0,11 “ 2. This can be explained by the different
globalization strategies. In PARFIT, a first order Taylor approximation of the curvature
information (4.33) is implemented. The computed step sizes for the generalized Gauss–
Newton iterations are too long and θ k,i1 , i “ 2,3 becomes negative. No such thing as a
bound check routine is applied in PARFIT. For negative θ1, Equation (6.45) does not have
a stable solution and the integration of the ODE system fails.
If we compare the computational time for one iteration, we see that PAREMERA is around
five to six times faster then PARFIT. In PARFIT, we have to evaluate 101 (“ˆ nx) variational
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PAREMERA PARFIT
θ 11 “ 2 # of iterations 5 8
time per iteration 0.068 sec – 0.08 sec 0.304 sec – 0.388 sec
θˆ 11 0.996622 0.996266
residual 2.12034 2.12748
θ 21 “ 10 # of iterations 8 3, abort
time per iteration 0.068 sec – 0.1 sec 0.612 sec – 0.676 sec
θˆ 21 0.99662 no convergence
residual 2.12035 no convergence
θ 31 “ 25 # of iterations 9 2, abort
time per iteration 0.068 sec – 0.132 sec 0.576 sec – 0.728 sec
θˆ 31 0.996621 no convergence
residual 2.12035 no convergence
Table 6.1: Survey of the results.
differential equations more then in PAREMERA. For more complex models, this factor
will get even bigger. Thus, the application of the reduced approach is indispensable for an
efficient treatment of PDE constrained parameter estimation problems. The reason for the
differences in the computational time (0.068 up to 0.132 seconds for θ 0,31 “ 25) between
the single iterations in PAREMERA is based in the stiffness of the system. For large values
of θ1, (6.45) becomes very stiff and the step size for the simulation of (6.45) has to be very
small. In Figure 6.2, the measurement fits for θ end,31 “ 0.996621 are displayed. We see
that the model responses fit the data very well.
6.3.2 Home run
The second example, that we consider, is a pitch and the parabolic trajectory of a baseball
after the hit. Without loss of generality, suppose we are in Chicago at Wrigley Field to
watch a baseball game. The pitcher stands on the pitcher’s mound and throws a fastball
(a horizontal pitch). At the home plate, there is the batter who hits the ball perfectly and
scores a home run. We want to model that process.
For simplicity, we assume that the ball flies straight from pitcher to batter and straight over
the head of the pitcher after the hit. We end up with a 2D model. We model both curves by
89
6.3. APPLICATION EXAMPLES
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 0  0.2  0.4  0.6  0.8  1
te
m
pe
ra
tu
re
time
model response
measurement data
-1
-0.9
-0.8
-0.7
-0.6
-0.5
-0.4
-0.3
 0  0.2  0.4  0.6  0.8  1
te
m
pe
ra
tu
re
time
model response
measurement data
Figure 6.2: Data fit: The left figure illustrates the data and model response observed at
x“ pi2 and the right figure at x“ 3pi2 .
a parabolic trajectory with friction, see Gerthsen et al. [42],
9xptq “ vxptq, xpt0q “ x0, (6.46a)
9vxptq “ ´ 12 ¨mbρaircwAb
b
v2xptq` v2yptqvxptq, vxpt0q “ v0x , (6.46b)
9yptq “ vyptq, ypt0q “ y0, (6.46c)
9vyptq “ ´ 12 ¨mbρaircwAb
b
v2xptq` v2yptqvyptq´g, vypt0q “ v0y , (6.46d)
where mb refers to the weight of the baseball, ρair denotes the density of air, cw is the drag
coefficient of the ball, Ab indicates the cross section area of the baseball and g represents
the gravitational acceleration We presume that the baseball is perfectly round.
We demand that the trajectory remains continuous, i.e., the end point of the pitch is the
starting point of the hit. At the moment, when the batter hits the ball, it changes its direction
and its velocity instantaneously. Since we do not know the exact velocity of the ball, we do
not know when the ball will reach the batter. Thus, we do not know when to switch. We
end up with a state dependent switching function. To overcome this difficulty, we separate
the two stages of the model into two processes (experiments) with free end time. The time
becomes an additional state variable
t iptˆq “ d
i
vixptˆq tˆ, i“ 1,2, tˆ P r0,1s, (6.47)
where di denotes the distance between the pitcher and the batter and the batter and the
outfield wall, respectively. We use the real distances of Wrigley Field, see Wikipedia
[101]. The distance from the center of the pitcher’s mound to the center of the home plate
is around d1 “ 18,29m p« 60 f tq. The outfield wall at the center field is approximately
d2 “ 121.92m p« 400 f tq away from the home plate. In addition, we have to transform
Equations (6.46) by
d
dtˆ
xptptˆqq “ 9xptqdt
dtˆ
.
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The continuity of the trajectory is assured by formulation (6.5) of the multi-experiment
interior point constraints (6.1e). We define
r1 :“
¨˝
t1p1q
x1p1q
y1p1q
‚˛, r2p0q :“
¨˝´sr1´sr2´sr3‚˛
and add ÿ
i“1,2
ri “ 0 (6.48)
as an additional constraint to our problem. The variables sri are the initial states for
t2p0q, x2p0q and y2p0q respectively.
We want to estimate three parameters. The velocity of the ball when it leafs the hand of
the pitcher at tˆ1 “ 0 is referred to as θ1 while θ2 and θ3 denote the initial angle between
the trajectory and the ground and the norm of the velocity of the ball, respectively, when
the batter hits it at tˆ2 “ 0.
To solve the model, given by Equations (6.46), we have to define initial values for the
states. Since we only know the norm of the initial velocity, we have to define a further
constraint which transforms the norm to the values of the velocity in both directions. This
can be done by the Pythagorean theorem
r3 :“
ˆ
θ p3q ¨ cospθ p2qq´ sr4
θ p3q ¨ sinpθ p2qq´ sr5
˙
.“ 0. (6.49)
Similar to (6.48) the variables sr4 and s
r
5 are the initial values for v
2
x and v
2
y respectively. We
summarize the initial states
t1p0q “ 0, x1p0q “ 60, v1xp0q “ θ1, y1p0q “ 1.8, v1yp0q “ 0,
t2p0q “ sr1, x2p0q “ sr2, v2xp0q “ sr4, y2p0q “ sr3, v2yp0q “ sr5.
We execute four measurements. We measure the velocity of the ball in x-direction at
tˆ1 “ 1, when it reaches the home plate, the angle of the trajectory, namely parameter θ2, at
tˆ2 “ 0 and the position of the ball at the end of the time horizon at tˆ2 “ 1. As in the first
application example in Subsection 6.3.1, we use simulated data so that the ”true” parameter
values are known
θ1˚ “´44,7ms , θ2˚ “ 30
˝, θ3˚ “ 40.27ms . (6.50)
Since this example should serve as a proof of concepts for the treatment of multi-experiment
interior point constraints, we show results for one starting set of parameters
θ 01 “´60
m
s
, θ 02 “ 90˝, θ 03 “ 60
m
s
. (6.51)
Additionally, we have to state initial values for the vector sr.
sr,01 “ 0.0, sr,02 “ 0.0, sr,03 “ 0.0, sr,04 “ 10.0, sr,05 “ 10.0. (6.52)
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I EQ LS INCREM RELAX RK
1 2.60188 ¨103 6.28593 ¨107 1.23680 ¨107 8.52 ¨10´5 3
2 2.60143 ¨103 6.28486 ¨107 1.22168 ¨107 1.59 ¨10´2 3
3 2.52520 ¨103 6.15967 ¨107 1.66937 ¨106 4.70 ¨10´2 3
4 2.31467 ¨103 5.75224 ¨107 3.75492 ¨104 7.33 ¨10´2 3
5 2.00022 ¨103 5.03770 ¨107 2.18587 ¨104 1.76 ¨10´1 3
6 1.36901 ¨103 3.65040 ¨107 4.34467 ¨104 1.0 3
7 3.71270 ¨102 5.01891 ¨106 1.85598 ¨102 1.0 3
8 4.96001 ¨102 6.09286 ¨105 6.01948 ¨102 1.0 3
9 1.95987 ¨102 5.10551 ¨104 2.20908 ¨102 1.0 3
10 1.69509 ¨101 2.55719 ¨103 4.53835 ¨101 1.0 3
11 2.17587 ¨10´1 2.87520 ¨101 8.74512 ¨10´1 1.0 3
12 5.16637 ¨10´5 7.48120 ¨10´1 2.17827 ¨10´4 1.0 3
13 3.04598 ¨10´12 7.41757 ¨10´1 1.18196 ¨10´11 1.0 3
Table 6.2: Progress of the parameter estimation. ”I” denotes the current number of it-
erations, ”EQ” is the squared violation of the multi-experiment interior point
constraints and the continuity conditions and ”LS” refers to the squared weighted
sum of the difference between measurement data and model response. ”IN-
CREM” stands for the squared norm of the increment
`p∆skqT , p∆θ kqT˘T and
”RELAX” identifies the step length αk. ”RK” represents the rank of the block
Eθ of the Jacobian.
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Table 6.2 illustrates the output of PAREMERA. For the starting parameters (6.51) and
the initial guesses for sr (6.52), the residual given by LS is very large. The violation of
Equations (6.48) and (6.49) illustrated by EQ is substantial. As the iteration proceeds, the
residual and the violation of the constraints get smaller until we reach the minimum at
θˆ1 “´45.0162˘0.450089 p1.00q%, (6.53a)
θˆ2 “ 30.5034˘0.305034 p1.00q%, (6.53b)
θˆ3 “ 40.4874˘0.133590 p0.33q%, (6.53c)
with given confidence intervals. Starting at iteration 6 on, the RMT suggests full steps
for the step length of the generalized Gauss–Newton method. Because we used simulated
data, we obtain the expected, very good result for the parameter estimation problem. For
completeness we state the final components of the vector sr
sr1 “ 0.412403, sr2 “ 6.6876 ¨10´14, sr3 “ 0.973991, sr4 “ 34.8839, sr5 “ 20.551. (6.54)
It is easy to see that (6.54) fulfill the constraints (6.48) and (6.49). In Figure 6.3, we
display the resulting parabolic trajectory of the baseball with the estimated parameters
(6.53). We observe that the switch from the pitch (stage 1) to the hit and the subsequent
flight (stage 2) is continuous and that we have solved the parameter estimation problem
with state dependent switching function.
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Figure 6.3: Fitted curve of the pitch and after the following hit. The picture of
the pitcher is taken form http://commons.wikimedia.org/wiki/File:
Baseball_pitch_release.jpg and is public domain, while the picture of
the batter can be found on http://commons.wikimedia.org/wiki/File:
Red_Sox_Yankees_Game_Boston_July_2012.jpg and was taken by Victor
Gigras and added to the Creative Commons Attribution.
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7 Numerical results for microbial
enhanced oil recovery
In this chapter, we apply the methods of optimum experimental design and parameter
estimation presented in Chapters 5 and 6, respectively, to our model for microbial enhanced
oil recovery. We illustrate the procedure of sequential optimum experimental design and
explain the setup of the considered experiments. The procedure is applied to the model
of microbial enhanced oil recovery and numerical results are presented to conclude the
chapter.
7.1 Model equations for microbial enhanced oil recovery
In Chapter 2, we introduced a coupled model that is a combination of the black oil model
for two phase flow through porous media
∇ ¨ pua`ucq ” ´∇ ¨λtK∇Φw´∇ ¨λoK∇Φc “ 0, (7.1a)
φ
BSw
Bt ´qw “´∇ ¨ p fwuaq ” ∇ ¨λwK∇Φw, (7.1b)
and the transport equations for bacteria, nutrients, gas and metabolites
BpφSwCq
Bt “´∇ ¨ puwCq`φSwprg´ rdqC´ kcφSwC, (7.2a)
q1 “
a
SwDf ¨∇Cf, (7.2b)
BpφSwCfq
Bt “ φ∇ ¨ rCfDf ¨∇Sws`φ∇ ¨
”a
SwDf ¨q1
ı
´∇ ¨ puwCfq´φSwufrgC,
(7.2c)
BpφSoCgq
Bt “´∇ ¨ puoCgq`φSwug
rgC
Yg
, (7.2d)
q2 “
a
SwDm ¨∇Cm, (7.2e)
BpφSwCmq
Bt “ φ∇ ¨ rCmDm ¨∇Sws`φ∇ ¨
”a
SwDm ¨q2
ı
´∇ ¨ puwCmq´φSwum rgCYm .
(7.2f)
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Here, we apply the first order formulation presented in Section 3.1. We use the mixed
discontinuous Galerkin finite element method derived in Chapter 3 to transform the model
equation into the weak formulation. Additionally, we recall the modified Brooks–Corey
relations for the relative permeabilities
kro “ kˆro
ˆ
So´Sor
1´Sor´Swc
˙co
, (7.3a)
krw “ kˆrw
ˆ
Sw´Swc
1´Sor´Swc
˙cw
(7.3b)
and the growth term with the Monod equation
rg “
˜
1´
ˆ
C
Cmax
˙2¸
¨µmax
ˆ
Cf
KS`Cf
˙
(7.4)
since these expressions contain the four parameters we want to estimate. The parameters
are listed below
θ1 “ co, θ2 “ cw, θ3 “ µmax, θ4 “ KS.
As mentioned in Section 2.3, we consider one control variable, the inflow velocity qin,
that defines the Neumann-type boundary condition at the inflow boundary for the pressure
equation (7.1a) and two control variables, namely the injected bacteria concentration
Cin and the injected nutrient concentration Cinf that specify the Dirichlet-type boundary
conditions at the inflow boundary for the transport equation of bacteria (7.2a) and nutrients
(7.2c), respectively.
7.2 Sequential optimum experimental design and
parameter estimation
Experimental design problems depend on the current estimated parameter values. Due to
high nonlinearities, even small perturbations in the model may lead to inadequate results
of the optimum experimental design.
Ko¨rkel et al. [59] presented a procedure called sequential optimum experimental design and
parameter estimation that we want to apply to our model (7.1)–(7.2). Thereby we design
experiments, execute them and estimate the parameters in a repeating order. By optimum
experimental design, we maximize the gain of information to successively improve the
quality of identified parameter values.
We proceed in the following manner, see also Figure 7.1 for a conceptional illustration.
Algorithm 7.2.1. Sequential optimum experimental design
1. Start with an initial guess for the parameters θ 0 and set k :“ 1.
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2. Plan nkex new experiments in consideration of all already executed experiments and
the current set of parameters θ k´1.
3. The nkex are executed either in the laboratory or at the computer to produce measure-
ment data.
4. Estimate the parameters for all
kÿ
i“1
niex experiments. Use θ k´1 as starting value.
5. If a predefined convergence criterion on the variance–covariance matrix is not
fulfilled, set k :“ k`1 and go to step 2.
Figure 7.1: Scheme for sequential optimum experimental design.
7.3 Experimental setup
In Figure 7.2, we illustrate the experimental setup. In the middle, we have a core sample
that is fixed in a core holder. The core holder controls the temperature around the core. A
dosing system is connected to the bottom of the core. It controls the inflow velocity and
the injected concentrations of the bacteria and the nutrients. A collecting vessel is attached
to the top of the core. It collects the outflow which can be measured. By ports at the side
of the core we can execute some additional measurements from inside the core. We do
not use a core sample from an oil reservoir but a tube filled with glass beads; a so called
sandpack. Sandpacks have the advantage that we know the properties, e.g., the shape of
the pores, the porosity φ and the permeability K, very well since the dimensions of the
glass beads of known exactly.
One sandpack experiment contains the following steps, see Ko¨gler [57]. In the beginning,
the sandpack is soaked with oil up to the connate water saturation. We inject water into
the sandpack over a predefined time interval. This phase is called initial water flood.
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Figure 7.2: Setup of a sandpack experiment.
Afterwards, the bacteria inoculation starts. A water mixed with bacteria and nutrients is
injected followed by an incubation phase which lasts a few days. Subsequently, the bacteria
are stimulated again by a first nutrient injection. Then, after an additional incubation phase,
a second nutrient injection follows. The sequence is completed by a final water flood.
During the whole process, the difference of the pressure between the top and the bottom
of the sandpack is measured at specified time points as well as the recovered oil. As
mentioned above, the core holder has ports at its side that allow the sampling of the water
phase from inside the sandpack to measure bacteria, nutrients or metabolite concentration.
The three quantities may also be measured at the outflow boundary of the sandpack. Figure
t0 t1 t2 t3 t4
Figure 7.3: Sandpack experiment during the initial water flood at different, unspecified
time points. Copyright: Felix Ko¨gler, Wintershall Holding GmbH, EOT/R.
7.3 shows the chronological progress of a sandpack experiment for the initial water flood.
Definition 7.3.1. A sequence consisting of the above described parts is called experiment.
98
7.4. RESULTS FOR THE MEOR MODEL
7.4 Results for the MEOR model
In this section, we exemplarily execute two cycles of the sequential optimum experimental
design and parameter estimation presented in Section 7.2. Again, we assume that there is
no capillary pressure. All computations are done using simulated data, i.e., we know the
”true” parameters from the beginning.
The ”true” parameters are set to
co “ 2.0, cw “ 1.6, µmax “ 8.3, KS “ 0.06. (7.5)
7.4.1 First parameter estimation
Assume that the experimenters have executed one experiment which provides a set of
measurement data. We consider a sandpack experiment as described in Section 7.3 without
incubation. We examine a one-dimensional bounded domain Ω“ r0,31s. The time interval
is set to t P r0,24s.
The inflow rate qin is constant over the whole time interval
qin “´0.212758715, t P r0,24s,
and the inflow concentrations of the bacteria and the nutrients are piecewise constant. The
temporal profile of both control functions is depicted in Equation (7.6)
Cin “
$&% 0.0, t P r0,13.5s,0.01, t P p13.5,16.5s,0.0, t P p16.5,24s, Cinf “
$’’’’&’’’’%
0.0, t P r0,13.5s,
0.05, t P r13.5,16.5s,
0.08, t P p16.5,19s,
0.05, t P p19,21.5s,
0.0, t P p21.5,24.0s.
(7.6)
Similar to the 2D example from Section 3.5, the initial water saturation is set to S0 “ 0.079
and the initial concentration of the bacteria, nutrients, gas and metabolites are set to zero.
The injected saturation of the water phase is set to Sinw “ 0.95 and the pressure at the outflow
boundary is equal standard pressure.
In Section 7.3, we described different methods to observe the process. We consider four
types of measurements. We measure:
1. h1 : the difference between the bottom and the top of the sandpack, also referred to
as the pressure gradient at time points
t P t1,2,3,4,5,6,7,8,9,10,11,12,13,15,16,17,18,19,20,21,22,23,24u,
2. h2 : the volume of recovered oil at time points
t P t1,2,3,4,5,6,7,8,9,10,11,12,13,15,16,17,18,19,20,21,22,23,24u,
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3. h3 : the concentrations of bacteria, nutrients and metabolites inside the sandpack
through a port at x“ 5 at time points
t P t17,18,19,20,21,22,23,24u,
4. h4 : and the concentrations of bacteria, nutrients and metabolites through another
port at x“ 25 at time points
t P t20,21,22,23,24u.
This sums up to 85 measurements. Note, the concentrations of bacteria, nutrients and
metabolites, respectively can not be measured separately.
The fixed model parameters are listed in Table 7.1. For the choice of the starting values
kˆro kˆrw K µˆo µˆw µg µm Sro Swc φ
1.18 0.39 10.47 42.17 1.18 0.02 20.10 0.05 0.037 0.399
Cmax rd kc u f ug um Yg Ym
0.05 0.25 0.0 0.5 0.45 0.05 3.0 1.0
Table 7.1: Parameter settings
θ 0 of the parameter estimation problem, we pretend that we have only a rough idea of the
region where the true parameters are located. The two exponents co and cw of the modified
Brooks–Corey relation for the relative permeabilities (7.3) have to be greater than zero.
The same holds for the maximum growth rate µmax of the Monod kinetics (7.4) while the
half rate constant KS is to be found in the interval r0,1s.
Following these argumentations, a reasonable guess for the starting values of the parameters
that we want to estimate is
c0o “ 1.0, c0w “ 1.0, µ0max “ 1.0, K0S “ 0.01.
The progress of the parameter estimation algorithm is presented in Table 7.2. We see that
the Jacobian has full rank (RK) for all iterations, i.e., the four parameters are identifiable
by the measurements. The least-squares functional (LS) is decreasing until we reach a final
residual 88.5235 for the 85 measurements. The step length per iteration is shown in the
column RELAX. We start relatively far from the solution so in the beginning the step length
is small. While the algorithm advances the step length increases up to full step close to
solution.
We obtain the following values for the vector of estimated parameters
cˆo “ 2.16745 ˘0.20019 9.24%, (7.7a)
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I LS INCREM RELAX RK
1 1.23201 ¨106 1.00367 ¨103 3.16 ¨10´3 4
2 1.22721 ¨106 1.00435 ¨103 1.00 ¨10´1 4
3 9.36348 ¨105 6.62681 ¨102 1.00 ¨10´1 4
4 7.69562 ¨105 7.06049 ¨101 2.87 ¨10´1 4
5 4.29877 ¨105 7.47752 ¨100 3.16 ¨10´1 4
6 2.60316 ¨105 4.71281 ¨100 1.0 4
7 5.82880 ¨104 1.63041 ¨101 1.0 4
8 2.54705 ¨104 8.92830 ¨101 1.0 4
9 4.71851 ¨103 8.68825 ¨100 9.64 ¨10´1 4
10 3.42004 ¨103 4.27387 ¨100 1.0 4
11 3.50423 ¨102 2.53653 ¨100 1.0 4
12 1.15375 ¨102 1.05841 ¨100 1.0 4
13 8.91391 ¨101 1.85997 ¨10´2 1.0 4
14 8.85252 ¨101 1.17253 ¨10´4 1.0 4
15 8.85235 ¨101 2.65125 ¨10´7 1.0 4
Table 7.2: Progress of the first parameter estimation run. The headers of the table are the
same as in Table 6.2.
cˆw “ 1.59567 ˘0.00930518 0.58%, (7.7b)
µˆmax “ 8.29163 ˘0.455538 5.49%, (7.7c)
KˆS “ 0.0598582˘0.000120482 0.20%. (7.7d)
All four estimated parameters are good fits for the true parameters (7.5). The standard
deviation for co is comparatively large with around nine percent. The standard deviation
of cw and KS is very small (lower than one percent). Nevertheless, KS˚ does not lie in the
computed confidence interval. This can be explained by the fact that we compute a first
order approximation of the confidence interval and the model responses depend on the
parameter KS in a nonlinear way.
Figure 7.4 illustrates the fits of the different model responses to the data. There are eight
subplots one for each model response. The gray lines refer to the different model responses
and the black bars depict the executed measurements with corresponding error bars. Line
by line from the top left to the bottom right we have the model responses and measurement
values of the pressure gradient, the recovered oil, the bacteria concentration at x“ 5 and at
x“ 25, the nutrient concentration at x“ 5 and at x“ 25 and the metabolite concentration
at x“ 5 and at x“ 25.
We deduce that the model describes the process quiet well but that the model responses
do not hit all error bars. Especially for the subfigure in the top left corner we see that not
all measurements are fitted satisfactorily in a desired manner which is probably caused by
the measurement value of the pressure gradient at t “ 15 that obviously possesses a large
measurement error.
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Figure 7.4: Data fit for the first experiment after the first parameter estimation.
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7.4.2 Design of additional experiments
We plan a second experiment to shorten the length of the linearized confidence intervals
of the estimated parameters. In words, we try to find experimental settings such that
the information gain is maximized with respect to a criterion on the variance–covariance
matrix as presented in Section 5.1.
Therefore, we define bounds for the controls according to physical, biological and practical
reasons, see (5.3). The inflow velocity has to be chosen out of the interval
qin P r´0.5,0.0s.
We assume the control functions, i.e, the injected bacteria and nutrient concentrations, to
be piecewise constant and define four switching points at
t P t13.5,16.5,19.5,21u.
For the control functions, we define interval-wise constraints
Cin “
" r0.0,0.0s, t P r0,13.5s,
r0.0,0.05s, else, C
in
f “
" r0.0,0.0s, t P r0,13.5s,
r0.0,0.1s, else.
Additionally, we define bounds on the measurements weights, see (5.2), since we do not
want to measure as often as in the first experiment. The possible time points for each
measurement stay the same as in the first experiment. We denote the weights corresponding
to the measurement functions defined in section 7.4.1 by w j, j “ 1, . . . ,4 and state the
bounds for the sums of each measurement weight
24ÿ
i“1
wi1 “ 12,
24ÿ
i“1
wi2 “ 12,
8ÿ
i“1
wi3 “ 4,
5ÿ
i“1
wi4 “ 3, (7.8)
where wij P t0,1u, j “ 1, . . . ,4 for all time points.
For the computations, we have to relax the integral constraints for the measurement
weights
wij P r0,1s , j “ 1, . . . ,4.
Afterwards, we use rounding strategies to retransform the measurement weights to integrity.
For an overview of different strategies, we refer to Ko¨rkel [58].
We use the A-criterion as information function on the predicted variance-covariance matrix
and include the first (fixed) experiment as suggested in step 2 of algorithm 7.2.1. In VPLAN,
the computation of multiple experiments can be done in parallel such that the evaluation of
the Jacobians for each experiment requires almost the same computational time as for a
single experiment.
The results for the controls of the optimum experimental design problem are listed in
Equation (7.9)
qin,˚ “´0.126884, t P r0,24s, (7.9a)
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Cin,˚ “
$’’&’’%
0.0, t P r0,16.5s,
7.08635 ¨10´5, t P p16.5,19s,
0.000687064, t P r19,21.5q
0.000155375, t P p21.5,24s.
(7.9b)
Cin,˚f “
$’’’’&’’’’%
0.0, t P r0,13.5s,
0.0104577, t P r13.5,16.5s,
0.0311397, t P p16.5,19s,
0.0160987, t P p19,21.5s,
0.0649456, t P p21.5,24s.
(7.9c)
The first thing to notice is that the inflow velocity is reduced drastically. In comparison to
the first experiment, qin is almost halved. This leads to the conclusion that a slower inflow
velocity is more suited to estimate the exponents of the modified Corey–Brooks model
(7.3). Furthermore, the sequences of bacteria and nutrient injections are rearranged. We
start the injection of the nutrients at t “ 13.5 before any bacteria have been injected. Thus,
the sandpack is filled with nutrients and the bacteria are able to start growing immediately.
Bacteria are injected from t “ 16.5 until the end of the time interval with three different
relatively low concentrations. There is no final water flood for the designed experiment. A
reason for this might be to increase the growth inside the sandpack. Nutrients are injected
also until the end of the experiment with varying concentrations.
As constrained in Equation (7.8), we end up with 12 measurements for the pressure gradient
and the recovered oil both at the same time points
t P t7,8,11,12,13,15,16,18,21,22,23,24u.
The concentrations of the bacteria, nutrients and metabolites at x“ 5 are measured 4 times
at
t P t21,22,23,24u,
and for the concentrations at x“ 25 we measure at
t P t22,23,24u.
The measurement weights at the given time points already fulfill the integrity condition.
Thus, no round strategy has to be applied.
In Table 7.3, we show a comparison of the A-criterion and the relative confidence intervals
for the first experiment and for both experiments. The third column shows the difference
between both values. The A-criterion has been improved by 99 percent. The relative radius
for the first parameter, that has been the largest after the first parameter estimation with 9
percent, is reduced significantly to around 2 percent. All other relative radii are smaller
than 0.5 percent which implies a significantly enhanced estimation for the parameters.
In Figure 7.5, we illustrate the two dimensional projections of the four dimensional
confidence ellipsoid, i.e., the linearized 95%-confidence region, see Theorem 4.3.5. The
projections are moved to the origin by
δθi “ θi´ θˆi
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Figure 7.5: Projections of the four dimensional ellipsoid of the linearized 95%-confidence
regions for the first (gray) and for the first and the second optimized (black)
experiment. Computed at the solution of the first parameter estimation run
(7.7)
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first experiment plus second experiment error
A-criterion 0.0619034 0.000557845 0.061345555
Θ1{θ1 0.0924 0.0210 0.0724
Θ2{θ2 0.0058 0.0006 0.0052
Θ3{θ3 0.0549 0.0013 0.0536
Θ4{θ4 0.0020 0.0003 0.0017
Table 7.3: Comparison of relative radii of the confidence intervals for parameters (7.7).
In the next section, we use the designed experiment to compute a new estimate for the
true parameters (7.5).
7.4.3 Second parameter fit
Assume that the experiment designed in Section 7.4.2 has been executed by an experimenter
and that corresponding measurement data have been produced. We start the parameter
estimation with the results from Section 7.4.1
c0o “ 2.16745 c0w “ 1.59567 µ0max “ 8.29163, K0S “ 0.0598582.
Table 7.4 shows the progress of the algorithm. We start with the minimal step size and
I EQ LS INCREM RELAX RK
1 0.0 1.53846 ¨102 5.26800 ¨10´3 10´1 4
2 0.0 1.52648 ¨102 4.25822 ¨10´3 1.0 4
3 0.0 1.47534 ¨102 2.48207 ¨10´7 1.0 4
Table 7.4: Progress of the second parameter estimation run for both experiments
switch to full step afterwards. The residual goes down to 147.534 for 130 measurements.
Since we start close to the true parameters, the increment is small from the beginning.
After three iteration the algorithm stops in the solution
cˆo “ 2.09652 ˘0.0583926 2.79%, (7.10a)
cˆw “ 1.59911 ˘0.00679002 0.42%, (7.10b)
µˆmax “ 8.30356 ˘0.0114448 0.14%, (7.10c)
KˆS “ 0.0599189˘6.10991 ¨10´5 0.10%. (7.10d)
In Figures 7.6 and 7.7, we show the model responses fitted to the measurement data for
the first and the second experiment respectively. The order of the subplots is the same as
in Figure 7.4. We obtain good fits of the measurement data for both experiments and the
model is validated.
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Figure 7.6: Data fit for the first experiment after the second parameter estimation.
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Figure 7.7: Data fit for the second experiment after the second parameter estimation.
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8 Conclusions and Outlook
In this thesis, we have developed an efficient and structure exploiting numerical method
based on multiple shooting to solve PDE constrained parameter estimation problems. By
coupling the evaluation of the Jacobian and the subsequent condensing, we reduce the
number of derivatives to the minimal number and, thus, the numerical effort is reduced
drastically. We have implemented this approach in the new software package PAREMERA
and have illustrated the applicability on parameter estimation problems constrained by
partial differential equations as well as the efficiency and the reliability of the presented
methods by means of two academic application examples.
We have specified a model for microbial enhanced oil recovery (MEOR) and the extended
IMPES method, an efficient and robust numerical simulation method for MEOR processes.
Using this method, we are able to produce simulation results for numerous combinations
of parameters, control variables, control functions and boundary values.
To our knowledge, this is the first time that optimum experimental design (OED) and
parameter estimation have been successfully applied to MEOR problems. This has been
done by the evaluation of the derivatives with algorithmic differentiation and solving
the variational differential equations which has never been done before for this kind of
problems.
In line with this work, we implemented a simulation software using the finite element
library deal.ii where we solve the nominal model and evaluate the first order derivatives
with respect to the model parameters, the control variables and the mixed second order
derivatives.
Our research induces several tasks for future studies. We conclude this thesis with a list of
the major issues:
Extension of the model. We have developed a model that covers the main effects of the
microbial enhanced oil recovery process, but it still may be extended by other components.
One point would be to neglect the assumption that the gas is solved in the oil phase and to
consider a third phase and in this context to assume that the phase densities may vary over
time. It would be worthwhile to include further effects of the bacteria such as the reduction
of interfacial tension or plugging effects. Additionally, we could drop the homogeneity
assumption for the sandpacks. Approaches may be found in Maudgalya [71] and Nielsen
[76].
Numerical simulation methods. The IMPES method is widely used in reservoir engineer-
ing but because of its restrictive constraints for the time steps it is comparatively slow.
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Especially for the evaluation of second order derivatives for OED the computational effort
is comparatively large. Thus, an improved parallelization strategy or the development of
suitable fully implicit methods is needed. Another possible enhancement is the application
of methods for error estimation and mesh adaptivity.
Model validation. To rate the quality of the model, it is necessary to fit the model equation
to measurement data obtained for real experiments executed in the laboratory. This should
be tested as a next step.
Parameter estimation with inequality constraints. So far it is not possible to consider
inequality constraints for the parameter estimation with PAREMERA. Therefore, the adap-
tation of a trust-region method for the determination of the step length for the generalized
Gauss–Newton algorithm is needed.
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9 Erratum et Addendum
9.1 Numerical simulation of microbial enhanced oil
recovery
After the finalization of the thesis, I discovered that there was a serious mix-up in the
Lagrange finite elements stated in Chapter 3. Denotation and description do not match at
all. Furthermore, the stated spaces do not match the polynomials used in all numerical
simulations. The spaces therefore have been changed in Section 3.1.
In the original version, the incorrect polynomial spaces
Q1pThq “ spant1u,
Q2pThq “ spant1,x1,x2u
have been stated where the correct polynomial spaces
Q0pThq “ spant1u,
Q1pThq “ spant1,x1,x2,x1x2u
have been used in the numerical simulations. Thus, the presented results are correct.
Accordingly, the ansatz spaces have been adjusted in Section 3.1.
9.2 Efficient parameter estimation
In Section 6.3.1, we compared the numerical results of an academic parameter estimation
problem containing the heat equation computed with PAREMERA and PARFIT. We
applied both algorithms to three different starting parameters. Although, the results
are correct, they are not well suited to show the advantages of the reduced approach
implemented in PAREMERA.
It is more convenient to compare the results for different discretizations4x“  pi50 , pi250 , pi500(
corresponding to 101,501 and 1001 states and only one starting parameter θ 01 “ 2. All
other settings of the application example remain unchanged. Subsequently, the numerical
results for the three scenarios are given.
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states PAREMERA PARFIT
101 # iterations 5 8
time per iteration 0.08 sec 0.388 sec
501 # iterations 4 8
time per iteration 1.54 sec 18.31 sec
1001 # Iterations 4 8
time per iteration 8.03 sec 157.9 sec
Both algorithms converge on the solution θ1˚ “ 1.0. As we see, with increasing number of
states the computational effort for the regular parameter estimation approach implemented
in PARFIT increases exponential while the effort for the reduced approach increases only
linear. Thus, the advantage in computation time is highlighted better.
9.3 Numerical results for microbial enhanced oil recovery
In section 7.4.2, we illustrated the two dimensional projections of the four dimensional
confidence ellipsoid for one intuitive experiment and one intuitive plus one designed
experiment. Obviously, two experiments, and thus more meausrement values, are better
then one experiment to fit parameters. Especially, if the single experiment is a subset of
the two experiments.
In Figure 9.1, we show the projections for two times the intuitive experiment compared to
the intuitive plus the designed experiment. We still observe a significant improvement in
the fit. But the enhancement is smaller than before.
9.4 Typos
Additionally, some smaller typos have been corrected across the entire document.
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9.4. TYPOS
Figure 9.1: Projections of the four dimensional ellipsoid of the linearized 95%-confidence
regions for the two times the intuitive (gray) and for the intuitive plus the
designed (black) experiment. Computed at the solution of the first parameter
estimation run (7.7)
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