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Resumen
Los retardos son por lo general un feno´meno indeseable en los procesos de control, debido a que estos pueden inestabilizar o
producir un desempen˜o deﬁciente en la respuesta de un sistema. Sin embargo, los retardos tambie´n tienen la propiedad de coadyuvar
a su estabilizacio´n. El presente artı´culo se beneﬁcia de esta propiedad al proponer el disen˜o y sintonizacio´n de una ley de control
borrosa proporcional retardada (BPR) para estabilizar una clase de sistemas no lineales. En este marco, la estabilidad del sistema
no lineal se garantiza mediante la σ-estabilizacio´n de su modelo borroso del tipo Takagi-Sugeno (TS) en lazo cerrado con la
ley de control BPR. El disen˜o del controlador BPR se propone a partir de la inclusio´n de una accio´n retardada en la estructura
cla´sica, mientras que la sintonizacio´n del mismo se realiza asegurando σ-estabilidad sobre cada uno de los susbsistemas del modelo
borroso empleando el me´todo D-particiones. La σ-estabilizacio´n del sistema TS-BPR se garantiza mediante un ana´lisis del lugar
geome´trico de las raı´ces de su cuasipolinomio caracterı´stico. La metodologı´a so´lo es aplicable a sistemas no lineales que se puedan
modelar mediante subsistemas borrosos lineales de segundo orden. El disen˜o y la sintonizacio´n del controlador BPR se ejempliﬁcan
sobre una plataforma experimental carro-pe´ndulo. El desempen˜o del BPR es comparado con una cla´sica compensacio´n paralela
distribuida (PDC, Parallel Distributed Compensation). Copyright c© 2015 CEA. Publicado por Elsevier Espan˜a, S.L. Todos los
derechos reservados.
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1. Introduccio´n
El disen˜o de controladores eﬁcientes para manipular siste-
mas complejos siempre ha sido un desafı´o de investigacio´n, so-
bre todo porque el ser humano tiende a crear sistemas cada vez
ma´s soﬁsticados con el ﬁn de cubrir sus necesidades cotidianas.
En el marco de esta clase de sistemas se encuentran los sistemas
subactuados (Spong (1998)), los cuales se caracterizan por po-
seer menos actuadores que grados de libertad, adema´s de que
algunos son inherentemente no lineales. Uno de los sistemas
acade´micos ma´s conocido es el sistema carro-pe´ndulo (Aracil
y Gordillo, 2005). Es claro que la dina´mica de esta clase de sis-
temas y el disen˜o de sus controladores constituye un problema
de investigacio´n muy notable.
Tı´picamente, el disen˜o de controladores lineales para siste-
mas no lineales es de cara´cter local, lo que restringe su mani-
pulacio´n so´lo a una vecindad cercana a su punto de operacio´n.
Ası´, el desarrollo de te´cnicas de control no lineal (Slotine y Li,
∗Autor para Correspondencia: R. Villafuerte
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1991) para manipular esta clase de sistemas lejos de su punto
de operacio´n, surge como alternativa natural. Sin embargo, el
disen˜o de controles no lineales suele ser complejo y su imple-
mentacio´n requiere de un esfuerzo mayor. La metodologı´a pro-
puesta por Takagi-Sugeno permite emplear te´cnicas semejantes
a las implementadas en el control de sistemas lineales para es-
tabilizar sistemas no lineales (Tanaka y Wang, 2001) lejos de su
punto de operacio´n, facilitando ası´ su disen˜o y ana´lisis.
Los modelos borrosos TS surgen como una metodologı´a
formal para generar reglas borrosas a partir de dina´micas lo-
cales de un sistema no lineal mediante subsistemas lineales, lo
que conduce a la posibilidad de manipular adecuadamente al
sistema no lineal empleando te´cnicas semejantes a las imple-
mentadas en el control de sistemas lineales, tal como el contro-
lador proporcional derivativo (PD).
El control PD tiene muchos usos tales como el seguimiento
de trayectoria (Lin et al., 2009) o el control de posicio´n de ser-
vomotores de CD mediante PD autosintonizados (Simhachalam
et al., 2012). Entre las variantes del PD cla´sico encontramos el
PD borroso que se emplea para controlar servos en sistemas
electro-hidra´ulicos sujetos a friccio´n no lineal (Huang et al.,
S.L.U. Todos los
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2007), en estabilizacio´n de plataformas de barco (Leghmizi y
Sheng, 2012), en control remoto vı´a Web de sistemas no linea-
les inestables de laboratorio (planta de barra y bola) (Guinaldo
et al., 2010), en el disen˜o de controles inteligentes mediante
modelos TS para estabilizar el pe´ndulo invertido (Aranda et al.,
2014), entre otros.
En la literatura, existe un gran cantidad de temas disponi-
bles sobre la sintonizacio´n de controladores PD; entre los ma´s
conocidos se encuentran las fo´rmulas propuestas por Ziegler-
Nichols (Ziegler y Nichols, 1942), de naturaleza experimental.
Algunos reﬁnamientos heurı´sticos de estas fo´rmulas se dan en
(Hang et al., 1991), para mejorar el desempen˜o de la autosinto-
nizacio´n.
Aunque el control PD es relativamente simple, su imple-
mentacio´n requiere de la disponibilidad de la posicio´n (accio´n
proporcional) y de la velocidad (accio´n derivativa) de la sali-
da de un sistema de una entrada una salida (SISO, single input
single output). La velocidad usualmente se obtiene mediante
instrumentos de medicio´n que suelen ser ruidosos o mediante
algoritmos de aproximacio´n como los observadores, los cua-
les incrementan tanto el costo como la diﬁcultad de disen˜o de
sus controladores. Alternativamente, en (Berghuis y Nijmeijer,
1993) se presenta una solucio´n para el problema de regulacio´n
de robots rı´gidos basados en la disponibilidad de las medicio-
nes u´nicamente de las juntas. En (Kelly et al., 1994) se propone
el empleo de un ﬁltro pasa altas. En (Nicosia y Tomei, 1994)
se desarrolla un controlador basado en la realimentacio´n de las
dina´micas de salida semiglobal, el cual garantiza un seguimien-
to asinto´tico de trayectoria acotada.
Los resultados mencionados anteriormente son algunas va-
riantes que se pueden emplear cuando so´lo se tiene disponible
la posicio´n y cuando la velocidad no se puede obtener fa´cilmen-
te. Un enfoque diferente es sustituir la accio´n derivativa por una
accio´n retardada, es decir, emplear un PR en lugar de un PD y
ası´ emplear la propiedad que tienen los retardos para estabilizar
un sistema. Por lo general, se considera que un retardo u´nica-
mente induce inestabilidad o un mal desempen˜o, pero en (Co-
oke y Grossman, 1982) y (Abdallah et al., 1993) se proponen
algunos criterios bajo los cuales un sistema permanece estable
ante la presencia de retardos.
Una ley de control PR, no es un to´pico nuevo ya que e´ste se
ha estudiado desde hace muchos an˜os en (Suh y Bien, 1979),
(Suh y Bien, 1980), (Swisher y Tenqchen, 1988), (Abdallah
et al., 1993), (Zhong y Li, 2002) y ma´s recientemente en (Villa-
fuerte et al., 2013). En estas u´ltimas citas se muestra co´mo las
acciones del PR pueden mejorar el desempen˜o de una planta en
comparacio´n con el efecto producido por las acciones del PD.
Adema´s, los controladores PR evitan el empleo de las te´cnicas
ya mencionadas para la estimacio´n de la velocidad, que suelen
introducir ruido o incrementar el coste de disen˜o de los contro-
ladores. Ma´s au´n, su implementacio´n requiere so´lo de registros
de memoria y es relativamente sencillo de programar e imple-
mentar. Sin embargo, el empleo de controladores PR permuta
el ana´lisis de un polinomio caracterı´stico por el de un cuasipo-
linomio caracterı´stico. En (Wang y Hu, 2008) y (Dellnitz et al.,
2002) se muestran algunos me´todos nume´ricos para aproximar
las raı´ces de funciones analı´ticas.
Si bien la ley de control PR propuesta en (Villafuerte et al.,
2013) ha demostrado tener buen desempen˜o sobre sistemas de
primer y segundo orden, e´sta so´lo puede aplicarse a sistemas li-
neales. La metodologı´a propuesta basada en modelos TS permi-
te extender el campo de aplicacio´n de este tipo de controladores
a una amplia clase de sistemas no lineales.
Una ley de control PR aplicada a sistemas borrosos TS ori-
gina sistemas borrosos con retardos. Existen numerosos resul-
tados sobre el ana´lisis de esta clase de sistemas, por ejemplo
en (Zhao et al., 2009) se presenta un enfoque para resolver el
problema de estabilidad y estabilizacio´n para sistemas borrosos
dependientes del retardo; por otro lado, en (Cao y Frank, 2000)
se muestran ciertas condiciones de estabilidad usando el enfo-
que de Lyapunov-Krasovskii. Otros resultados relevantes sobre
sistemas borrosos con retardos en la entrada se dan en (Chiang,
2006) y (Zhao y Gao, 2012); en el primero se emplea un contro-
lador descentralizado robusto basado en el modelo borroso y en
el segundo los resultados se formulan en forma de desigualda-
des matriciales lineales (LMIs por sus siglas en ingle´s), las cua-
les suelen ser conservativas (Mondie´ et al., 2011). Cabe sen˜alar
que el analı´sis de sistemas borrosos con retardos en el marco
frecuencial es un to´pico poco atendido en la literatura.
En el presente artı´culo se presentan resultados referentes
al disen˜o y sintonizacio´n de una ley de control BPR para es-
tabilizar una clase de sistemas no lineales de segundo orden.
La sintonizacio´n de la ley de control BPR se realiza emplean-
do los resultados propuestos en (Villafuerte et al., 2013) para
σ-estabilizar cada uno de los subsistemas del modelo TS. La
σ-estabilizacio´n del sistema TS-BPR se garantiza mediante un
ana´lisis del lugar geome´trico de las raı´ces de su cuasipolinomio
caracterı´stico. Los resultados teo´ricos obtenidos son ejempli-
ﬁcados sobre una plataforma experimental no lineal subactua-
da carro-pe´ndulo. Para determinar el desempen˜o del controla-
dor propuesto aquı´, se realiza una comparacio´n con un cla´sico
control borroso PD empleando la compensacio´n paralela distri-
buida. A diferencia de los resultados propuestos en (Villafuerte
et al., 2013), en el presente artı´culo se presenta una extensio´n y
aplicacio´n de la ley de control borrosa PR a sistemas no lineales
subactuados empleando la metodologı´a TS.
Este escrito esta´ organizado como sigue. La descripcio´n del
sistema y los resultados preliminares se presentan en la Seccio´n
2. En la Seccio´n 3 se postulan los resultados principales referen-
tes al disen˜o y la sintonizacio´n del controlador BPR, continuan-
do ası´ en la Seccio´n 4 con la ejempliﬁcacio´n de los resultados
propuestos en la seccio´n anterior. Finalmente, en la Seccio´n 5
se presentan algunas conclusiones y comentarios.
2. Resultados Preliminares
En esta seccio´n se recuerdan algunos resultados teo´ricos so-
bre sistemas TS y sistemas con retardos.
2.1. Sistemas Borrosos Takagi-Sugeno
Considere un sistema con dina´mica de una entrada una sa-
lida de n-e´simo orden, n ≥ 2, de la forma siguiente
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⎧⎪⎪⎨⎪⎪⎩
x˙(t) = f (x(t), u(t)),
y(t) = g(x(t), u(t)),
(1)
donde, x(t) = [x1, x2, . . . , xn]T ∈ Rn es el vector de estado,
u(t) ∈ R es la entrada de control, y(t) ∈ R es la salida del
sistema, f (x) : Rn × R → Rn y g(x) : Rn × R → R son
funciones continuas.
Empleando la metodologı´a propuesta por Takagi y Sugeno
se obtiene un modelo borroso del sistema (1). El modelo TS
se describe a trave´s de reglas del tipo Si-Entonces, las cuales
representan las relaciones locales lineales entrada-salida de un
sistema no lineal. La caracterı´stica principal de los modelos TS
es expresar las dina´micas locales de cada implicacio´n borrosa
(regla) por un modelo lineal. De esta manera el modelo TS se
obtiene mediante la mezcla de sus modelos lineales (Tanaka y
Wang, 2001). Ası´, considere la i−e´sima regla del modelo bo-
rroso de la forma siguiente
Regla modelo i:
SI z1(t) esta´ en Mi1 y , . . . , y zp(t) esta´ en Mip,
ENTONCES
{
x˙(t) = Aix(t) + Biu(t),
y(t) = Cix(t).
Aquı´, Mij, i = 1,2, . . . ,r, j = 1,2, . . . ,p es el conjunto borroso
y r es el nu´mero de reglas; x(t) ∈ Rn es el vector de estado,
u(t) ∈ Rm es el vector de entrada, y(t) ∈ Rq es el vector de
salida, Ai ∈ Rn×n, Bi ∈ Rn×m, Ci ∈ Rq×n; z1(t), . . . , zp(t) ∈ R
son variables premisas conocidas, que pueden estar en funcio-
nes de las variables de estado, perturbaciones externas, y/o del
tiempo. Por tanto, dado un par (x(t), u(t)), el sistema borroso
correspondiente al sistema no lineal (1) se inﬁere como⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
x˙(t) =
r∑
i=1
hi(z(t)){Aix(t) + Biu(t)},
y(t) =
r∑
i=1
hi(z(t))Cix(t),
(2)
donde z(t) = [z1(t) · · · zp(t)]T , hi(z(t)) = wi(z(t))∑r
i=1 wi(z(t))
y wi(z(t)) =∏p
j=1 Mij(z j(t)). El te´rmino Mij(z j(t)) es el grado de pertenencia
de z j(t) en el conjunto difuso Mij. Dado que
∑r
i=1 wi(z(t)) > 0,
wi(z(t)) ≥ 0, tenemos ∑ri=1 hi(z(t)) = 1, hi(z(t)) ≥ 0.
En el marco del disen˜o de controladores para sistemas TS
uno de los procesos ma´s conocidos es la compensacio´n paralela
distribuida (PDC, parallel distributed compensation). Aquı´, el
control se disen˜a a partir de las reglas del sistema TS. El con-
trolador disen˜ado comparte los mismos conjuntos borrosos de
las premisas (Tanaka y Wang, 2001). Ası´, las reglas que derivan
el controlador mediante PDC son:
Regla Control i:
SI z1(t) esta´ en Mi1 y . . . y zp(t) esta´ en Mip,
ENTONCES u(t) = −Fix(t)
con FTi = [ fi1, . . . , fin]
T ∈ Rn, i = 1, 2, . . . , r. Las reglas ante-
riores inﬁeren un controlador no lineal de la forma
u(t) = −
r∑
i=1
hi(z(t))Fix(t). (3)
El enfoque PDC da un procedimiento simple y natural para de-
terminar las ganancias de realimentacio´n local Fi. Estas ganan-
cias y la estabilidad se determinan con el resultado siguiente.
Teorema 2.1. (Tanaka y Wang, 2001) El equilibrio de un sis-
tema TS (2) en lazo cerrado con la ley de control (3) es glo-
balmente estable asinto´ticamente, si existe una matriz comu´n
deﬁnida positiva P tal que
GTii P + PGii < 0,(
Gi j +Gji
2
)T
P + P
(
Gi j +Gji
2
)
≤ 0,
i < j s.t. hi
⋂
h j  φ,
donde Gi j = Ai − BiF j.
2.2. Sistemas con retardos
Considere un sistema lineal invariante en el tiempo con re-
tardos de la forma⎧⎪⎪⎨⎪⎪⎩
x˙(t) = A0x(t) + A1x(t − τ),
x(θ) = ψ(θ); θ ∈ [−τ, 0], (4)
donde A0, A1 ∈ Rn×n son matrices constantes, τ ∈ R+ es un
retardo y ψ ∈ C([−τ, 0],Rn) es la condicio´n inicial del sistema
(4). Aquı´, C([−τ, 0],Rn) es el espacio de Banach de las fun-
ciones reales y continuas deﬁnidas en el intervalo [−τ, 0] con
norma
‖ψ‖τ := ma´x
θ∈[−τ,0]
‖ψ(θ)‖,
donde ‖·‖ denota la norma en el espacio EuclidianoRn. Adema´s,
se considera que para cada condicio´n inicial ψ ∈ C([−τ, 0],Rn)
y t ≥ 0, existe una u´nica solucio´n o trayectoria x(t;ψ) del sis-
tema (4) (Hale y Verduyn, 1993). Como extensio´n natural de la
condicio´n inicial, el segmento xt(ψ) := {x(t+θ;ψ) | θ ∈ [−τ, 0]},
t ≥ 0, es llamado estado del sistema (4). En lo subsecuente y
cuando no cause ambigu¨edad, se escribira´ x(t) y xt en lugar de
x(t;ψ) y xt(ψ).
Deﬁnicio´n 2.1. (Gu et al. (2003)) Sea σ una constante positiva
dada. El sistema (4) es σ-estable si todas las raı´ces de su cuasi-
polinomio caracterı´stico tienen parte real menor o igual a −σ,
en otras palabras,
α0 ≤ −σ, σ ∈ R+ ∪ {0},
donde α0 = ma´x j=1,...,∞{ Re{s j} : p(s j) = 0; s j ∈ C}, p(s j) =
det(sIn− A0−A1e−sτ) es el cuasipolinomio caracterı´stico de (4),
In ∈ Rn×n es la matriz identidad.
2.3. Sintonizacio´n de un controlador PR
Tı´picamente se cree que los retardos so´lo causan inestabili-
dad o un mal desempen˜o en los sistemas; sin embargo, existen
varios resultados que contradicen esta aﬁrmacio´n. A continua-
cio´n se postulan algunos de estos criterios, lo cuales emplean
los retardos para coadyuvar a estabilizar un sistema.
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Considere un sistema SISO de segundo orden de la forma⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
x˙(t) =
⎛⎜⎜⎜⎜⎜⎝ 0 1
ν2 2δν
⎞⎟⎟⎟⎟⎟⎠ x(t) +
⎛⎜⎜⎜⎜⎜⎝0b
⎞⎟⎟⎟⎟⎟⎠ u(t)
y(t) = x1,
(5)
donde, x(t) = [x1, x2]T ∈ R2 es el vector de estado, u(t) ∈ R es
la entrada de control, y(t) ∈ R es la salida del sistema, ν > 0 es
el factor de amortiguamiento y b > 0 es la ganancia de entrada.
Adema´s, considere la ley de control PR dada por
u(t) = −kpx1(t) + krx1(t − τ), (6)
donde kp, kr ∈ R y τ > 0 son la ganancia proporcional, la
ganancia retardada y el retardo, respectivamente.
En (Villafuerte et al., 2013) se propone unme´todo geome´tri-
co y un me´todo analı´tico para sintonizar una ley de control PR
de la forma (6) para estabilizar un sistema del tipo (5). El me´to-
do geome´trico emplea D-particiones (Neimark (1949)), el cual
consiste en subdividir el espacio parame´trico de un cuasipoli-
nomio caracterı´stico en regiones, las cuales se caracterizan por
su grado de inestabilidad. Un caso especial, es subdividir las
regiones en regiones σ-estables o inestables.
Proposicio´n 2.2. (Villafuerte et al., 2013) Sean kp > 0 y σ > 0
dados. El espacio parame´trico del cuasipolinomio caracterı´sti-
co del sistema (5-6), dado por
p(s, kp, kr, h) = s2 + 2δνs + ν2 + bkp − bkre−hs, (7)
queda subdividido por las ecuaciones parame´tricas siguientes
h(ω) =
1
ω
cot−1
(−ω2 + (σ − δν)2 + ν2(1 − δ2) + bkp
2(σ − δν)ω
)
+ n
π
ω
, n = 0, 1 . . . , ω  0, (8)
kr(ω, h) =
2ω(σ − δν)
beσh sin(hω)
. (9)
Ma´s au´n, el valor de σ determina las regiones σ-estables del
sistema (5-6).
El me´todo analı´tico establece ecuaciones algebraicas sim-
ples para sintonizar la ley de control (6) y σ-estabilizar al siste-
ma (5).
Proposicio´n 2.3. Sea σ > δν un decaimiento exponencial da-
do, entonces la ley de control (6) σ-estabiliza al sistema (5),
con tres raı´ces reales dominantes sobre −σ; al emplear las ga-
nancias (k¯p, k¯r, h¯) dadas por
k¯p =
[
(σ − δν)2 − ν2(1 − δ2)
]
/b, (10)
h¯ = 1/ [σ − δ ν] , (11)
k¯r =
[
2(σ − δν)2
]
/beσh¯. (12)
Aunque, el empleo de una ley de control PR puede ser una
sugerente opcio´n para manipular un sistema, la metodologı´a an-
terior so´lo puede aplicarse a sistemas lineales de segundo orden.
Sin embargo, las te´cnicas propuestas por Takagi-Sugeno per-
miten extender su implementacio´n a una clase de sistemas no
lineales, ampliando ası´, el campo de aplicacio´n del controlador
PR a sistemas no lineales de segundo orden.
3. Disen˜o y sintonizacio´n de un controlador BPR
En esta seccio´n se propone el disen˜o y la sintonizacio´n de
una ley de control BPR para estabilizar un sistema no lineal.
3.1. Disen˜o de un controlador BPR
La metodologı´a cla´sica para el disen˜o de controladores bo-
rrosos se esquematiza a continuacio´n
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Figura 1: Disen˜o de un controlador borroso PDC.
A diferencia de la metodologı´a cla´sica, en la presente pro-
puesta se sugiere reemplazar la u´ltima etapa del disen˜o como
sigue:
1. Trabajar en el marco frecuencial en lugar del marco tem-
poral, ası´ la estabilidad del sistema quedara´ determina
por la ubicacio´n de las raı´ces de sus cuasipolinomios ca-
racterı´sticos y no por la factibilidad de LMI’s que suelen
ser conservativas.
2. Reemplazar la estructura cla´sica de la ley de control por
una que incluya la accio´n retardada y ası´ evitar el empleo
de la accio´n derivativa.
A continuacio´n se formaliza lo dicho anteriormente y se parte
de la obtencio´n de un modelo TS de un sistema no lineal.
Considere un sistemas TS del tipo (2) y para la construccio´n
del controlador BPR el razonamiento siguiente,
Regla Control j:
SI z1(t) esta´ en Mj1 y . . . y zp(t) esta´ en Mjp,
ENTONCES u(t) = −Kpj x(t) + Krj x(t − τ j).
Ası´, la ley de control BPR se inﬁere como
u(t) =
r∑
j=1
h j(z(t)){−Kpj x(t) + Krj x(t − τ j)}, (13)
donde KTpj = [kpj , 0, . . . , 0]
T ∈ Rn son las ganancias proporcio-
nales, KTrj = [kr j , 0, . . . , 0]
T ∈ Rn son las ganancias retardadas y
τ j ∈ R+ son los retardos, j = 1, . . . , r. Note que el sistema (2)
en lazo cerrado con la ley de control (13) esta´ descrito por
x˙(t) =
r∑
i=1
r∑
j=1
hi(z(t))h j(z(t))
{
Gi jx(t) + Ri jx(t − τ j)
}
, (14)
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donde Gi j := Ai − BiKpj , Ri j := BiKrj , i, j = 1, . . . , r. Obser-
ve que el disen˜o de la ley de control (13) so´lo requiere de la
salida y la salida retardada del sistema, por lo que a diferencia
de una ley de control cla´sica, la accio´n derivativa no es reque-
rida para su implementacio´n. Sin embargo, ahora la pregunta
es ¿cua´les son los para´metros kpj , kr j y τ j, j = 1, . . . , r; ba-
jo los cuales el sistema en lazo cerrado (14) es σ-estable? En
la seccio´n siguiente, se presenta un me´todo para sintonizar las
ganancias del controlador (13) y ası´ responder la cuestio´n ante-
rior. Para garantizar la σ-estabilidad del sistema (14), se realiza
un ana´lisis del lugar geome´trico de las raı´ces dominantes de su
correspondiente cuasipolinomio caracterı´stico:
p(s) = det
⎧⎪⎪⎪⎨⎪⎪⎪⎩sIn −Gz −
r∑
j=1
Rjze−sτ j
⎫⎪⎪⎪⎬⎪⎪⎪⎭ , (15)
dondeGz :=
∑r
i=1
∑r
j=1 hi(z(t))h j(z(t))Gi j, R
j
z := h jBzKrj y Bz :=∑r
i=1 hiBi.
3.2. Sintonizacio´n del controlador BPR
Un me´todo para sintonizar una ley de control BPR para es-
tabilizar sistemas no lineales de segundo orden es el siguiente,
1. Obtener un modelo TS de segundo orden a partir del sis-
tema no lineal a controlar, ver ecuacio´n (2).
2. Proponer una ley de control BPR para el sistema TS ob-
tenido en el paso 1, ver ecuacio´n (13).
3. Deducir el lazo cerrado entre el sistema TS obtenido en
el paso 1 y la ley de control BPR propuesta en el paso 2,
ver ecuacio´n (14).
4. Graﬁcar las regiones de σ-estabilidad Ωi de cada subsis-
tema de la inferencia (14), cuando i = 1, 2, . . . , r y j = i;
empleando la Proposicio´n 2.2.
5. Determinar la interseccio´n Ω de todas las regiones de
σ-estabilidad Ωi obtenidas en el paso 4, es decir, Ω =⋂r
i=1Ωi.
6. Seleccionar ganancias (τ j, kpj , kr j ) ∈ Ω para sintonizar
cada controlador BPR de cada subsistema de la inferencia
(14), cuando i = 1, 2, . . . , r y j = i.
7. Calcular el lugar geome´trico de las raı´ces dominantes del
cuasipolinomio caracterı´stico (15), empleando las ganan-
cias de la ley BPR sintonizadas en el punto 6, para veriﬁ-
car la estabilizacio´n del sistema en lazo cerrado (14).
8. Elegir funciones de pertenencia adecuadas a cada regla
de la fusiﬁcacio´n. Aunque la estabilidad del sistema (14)
no queda determinada por la eleccio´n de la funciones de
pertenencia debido a que no alteran la ubicacio´n de las
raı´ces dominantes del cuasipolinomio caracterı´stico (15),
e´stas funciones si inﬂuyen en el correcto desempen˜o de
la respuesta del sistema (14).
Para clariﬁcar mejor el me´todo de sintonizacio´n propuesto ante-
riormente, sin perdida de generalidad se ejempliﬁca el proceso
sobre un sistema particular.
Considere el modelo matema´tico del sistema no lineal carro-
pe´ndulo (Tanaka y Wang, 2001), ilustrado en la Figura 2.
x˙1(t) = x2(t),
x˙2(t) =
gsen(x1(t)) − amlx22(t)sen(2x1(t))/2 − acos(x1(t))u(t)
4l/3 − amlcos2(x1(t)) , (16)
donde x1(t) es la posicio´n angular del pe´ndulo respecto al eje verti-
cal, x2(t) la velocidad angular, m la masa del pe´ndulo, M es la masa
del carro, g la constante de gravedad, 2l la longitud del pe´ndulo, u la
potencia ele´ctrica aplicada al carro y a = 1/(m+M). Para efectos de si-
mulacio´n y experimentacio´n considere que g = 9.81m/s2, m = 0.23kg,
M = 0.52kg y l = 0.32m.
Figura 2: Carro-pe´ndulo.
Observe que el sistema (16) se puede aproximar por un modelo
borroso de dos reglas que es construido mediante aproximacio´n local.
Estas dos reglas se emplean para hacer la fusiﬁcacio´n del carro-pe´ndu-
lo.
Regla 1: Si x1(t) esta´ cerca de 0, entonces
x˙(t) = A1x(t) + B1u(t), (17)
Regla 2: Si x1(t) esta´ cerca de ±π/4, entonces
x˙(t) = A2x(t) + B2u(t). (18)
La segunda regla se estructura cerca de ±π/4, debido a la restricciones
fı´sicas de la plataforma experimental. Ası´, el modelo TS de segundo
orden es
x˙(t) =
2∑
i=1
hi(x1){Aix(t) + Biu(t)}, (19)
donde hi ∈ [0, 1], xT (t) = (x1(t), x2(t)) ∈ R2, u(t) ∈ R, β = cos(π/4) =
sin(π/4); y
A1 =
[
0 1
g
4l/3−aml 0
]
, B1 =
[
0
− a4l/3−aml
]
,
A2 =
⎡⎢⎢⎢⎢⎢⎣ 0 1β[8g(4l/3−amlβ2)−1]
π(4l/3−amlβ2) 0
⎤⎥⎥⎥⎥⎥⎦ , B2 =
[
0
− aβ4l/3−amlβ2
]
.
Las funciones de pertenencia empleadas son del tipo triangular como
se muestran en la Figura 3.
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Figura 3: Funciones de pertenencia.
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Ahora, considera la ley de control BPR siguiente
u(t) =
2∑
j=1
hj(x){−Kpj x(t) + Krj x(t − τ j)}, (20)
donde KTpj = [kp j , 0]
T , Krj = [kr j , 0]
T ∈ R2 y τ j ∈ R+, j = 1, 2. Ası´, el
sistema (19) en lazo cerrado con la ley de control (20) se inﬁere como
x˙(t) =
2∑
i=1
2∑
j=1
hi(x1)hj(x1)
{
Gi jx(t) + Ri jx(t − τ j)
}
. (21)
En seguida, los resultados presentados en la Seccio´n 2.3 son emplea-
dos para graﬁcar las regiones Ωi, i = 1, 2, de cada subsistema de la
inferencia (21).
Primero, cuando i = j = 1 el sistema (21) se reduce a
x˙(t) = G11x(t) + R11x(t − τ1). (22)
Aplicando la Proposicio´n 2.2 se obtienen sus correspondientes regio-
nes Ω1 de σ-estabilidad, ver Figura 4. Observe que la ma´xima σ-
estabilidad alcanzable para el subsistema (22) es σ∗1 = 77.832 em-
pleando las ganancias (τ∗1, k
∗
p1 , k
∗
r1 ) = (0.012,−1500, −1098.230) ∈ Ω1.
Estas ganancias tambie´n se pueden obtener de manera sencilla em-
pleando la Proposicio´n 2.3. Segundo, cuando i = j = 2, se tiene que
(21) es
x˙(t) = G22x(t) + R22x(t − τ2). (23)

Figura 4: Regiones σ-estables Ω1 del subsistema (22).
En la Figura 5 se muestran sus correspondientes regiones Ω2 de σ-
estabilidad. La ma´xima σ-estabilidad alcanzable para el subsistema
(23) es σ∗2 = 61.059 empleando las ganancias (τ
∗
2, k
∗
p2 , k
∗
r2 ) = (0.016,−1500,−1098.614) ∈ Ω2.

Figura 5: Regiones σ-estables Ω2 del subsistema (23).
En las Figuras 6 y 7, la ma´xima σ-estabilidad alcanzable de cada sub-
sistema (22) y (23) es ratiﬁcada, obteniendo el lugar geome´trico de
algunas de las raı´ces ma´s representativas de sus correspondientes cua-
sipolinomios.
−550 −500 −450 −400 −350 −300 −250 −200 −150 −100 −50−2500
−2000
−1500
−1000
−500
0
500
1000
1500
2000
2500
Eje real
Eje
 im
ag
ina
rio
−78.2 −78 −77.8 −77.6−4
−2
0
2
4
zum
Figura 6: Lugar geome´trico de las raı´ces del subsistema (22) empleando
(τ∗1, k
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Figura 7: Lugar geome´trico de las raı´ces del subsistema (23) empleando
(τ∗2, k
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p2 , k
∗
r2 ).
Para garantizar σ-estabilidad del sistema (21) es razonable sin-
tonizar la ley de control (20) con ganancias (τ, kp, kr) ∈ Ω, donde
Ω = Ω1 ∩ Ω2, ver Figura 8. En este caso en particular, se eligen las
ganancias que determinan mayor σ-estabilidad en los subsistemas (22)
y (23).
Figura 8: Interseccio´n Ω de las regiones de σ−estabilidad.
Naturalmente, la σ-estabilidad de los subsistemas (22) y (23) no
garantiza la estabilidad del sistema (21), por lo que a continuacio´n se
presenta un ana´lisis del lugar geome´trico de las raı´ces dominantes de
su cuasipolinomio caracterı´stico.
Considere el cuasipolinomio del sistema (21) siguiente
p(s) = det
{
sIn −Gz − R1z e−sτ1 − R2z e−sτ2
}
, (24)
donde Gz = h21(x1)G11 + h1(x1)h2(x1)G12 + h1(x1)h2(x1)G21 + h
2
2G22,
R1z = h1(x1)BzKr1 , R
2
z = h2(x1)BzKr2 , Bz = h1(x1)B1 + h2(x1)B2,
h1(x1), h2(x1) ∈ [0, 1] y h1(x1) + h2(x1) = 1.
Es bien conocido que el sistema (21) es σ-estable si y so´lo si, la
familia de cuasipolinomios (24) posee raı´ces dominantes ubicadas del
lado izquierdo de la abscisa −σ del plano complejo. En la Figura 9 se
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presenta el lugar geome´trico de las raı´ces dominantes de la familia de
cuasipolinomios (24), cuando h1(x1) es variado entre 0 y 1; y h2(x1) =
1 − h1(x1). Observe que, si h1(x1) = 0, entonce el cuasipolinomio (24)
tiene tres raı´ces reales dominantes sobre la abscisa −σ = −61.06, al
igual que en la Figura 7. Cuando h1(x1) ∈ [0, 0.01] esta´s tres raı´ces se
separan, una recorre el eje real hasta llegar a −σ = −50.71 y las dos
restantes se mueven en sentido inverso hasta colocarse sobre la abscisa
−σ = −61.06 con parte imaginaria ±11.48. Si h1(x1) ∈ [0.01, 0.1] la
raı´z real llega a −σ = −42.89 y las complejas a −σ = −70.37, con
parte imaginaria ±26.84. Cuando h1(x1) ≈ 0.3 la raı´z real alcanza la
frontera derecha de σ-estabilidad con −σ ≈ −40. Cuando h1(x1) ∈
[0.3, 0.9] la raı´z real gana σ-estabilidad, hasta llegar a −σ = −52.45;
mientras que las raı´ces complejas se colocan sobre −σ = −84.43, con
parte imaginaria ±32.62. Cuando h1(x1) ∈ [0.9, 1] las tres raı´ces siguen
su recorrido natural hasta colapsar en −σ = −77.83, al igual que en la
Figura (6).
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Figura 9: Lugar de las raı´ces del cuasipolinomio (24).
Ası´, empleando la propiedad de continuidad del espectro de un
cuasipolinomio (Michiels y Niculescu, 2007), se garantiza que la fa-
milia de cuasipolinomios (24) es σ-estable. Por lo tanto, la ley de con-
trol BPR (20) σ-estabiliza al sistema subactuado carro-pe´ndulo (19)
con σ = 40. Empleando los para´metros τ1 = 0.012, kp1 = −1500,
kr1 = −1098.230, τ2 = 0.016, kp2 = −1500, y kr2 = −1098.614.
4. Implementacio´n de resultados
A continuacio´n se reporta la implementacio´n de los resultados ob-
tenidos en la seccio´n anterior para estabilizar un sistema carro-pe´ndu-
lo.
4.1. Resultados en simulacio´n
A continuacio´n, el desempen˜o del controlador BPR y una compa-
racio´n con el cla´sico PDC se presentan. La simulacio´n se realizo´
empleando el software matema´tico Matlab.
Considere el sistema no lineal carro-pe´ndulo (16), su representa-
cio´n TS (19), la ley de control BPR (20) y una PDC ordinaria de la
forma
u(t) = −
2∑
j=1
hj(z(t))F jx(t), (25)
donde F1 = [−1500, 38.3556] y F2 = [-1500, 48.9090]. En la Figura
10 se muestran las respuestas del sistema (19) en lazo cerrado con las
las leyes de control (20) y (25). Observe que la convergencia de la
respuesta con el controlador BPR es ma´s ra´pida y suave. Ahora, para
constatar el disen˜o de los controladores, en la Figura 11 se presenta la
respuesta del sistema no lineal (16) en lazo cerrado con las leyes de
control (20) y (25).
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Figura 10: Respuesta del sistema (19) en lazo cerrado con las leyes de control
(20) y (25).
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Figura 11: Respuesta del sistema no lineal (16) en lazo cerrado con las leyes de
control (20) y (25).
Las sen˜ales de control (20) y (25) aplicadas al sistema no lineal
(16) se presentan en la Figura 12. Observe que el controlador (25)
tiene mayor sobre impulso: esto signiﬁca mayor demanda de energı´a
y mayor saturacio´n de los actuadores, lo que resulta dan˜ino para el
desempen˜o en tiempo real.
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Figura 12: Sen˜ales de control (20) y (25) aplicadas al sistema no lineal (16).
4.2. Resultados experimentales
Despue´s de evidenciar la efectividad del disen˜o del control aquı´ pro-
puesto en un entorno de simulacio´n, es razonable implementar e´ste
sobre una plataforma real.
Considere un prototipo dida´ctico no lineal subactuado carro-pe´ndu-
lo IP01, disen˜ado por QUANSER y presentado en la Figura 13. La
implementacio´n de los controladores se realizo´ mediante el mo´dulo de
Real-Time Windows Target de Matlab. Los para´metros del sistema
real IP01 y las ganancias de los controladores son los mismos que los
que se implementaron en las simulaciones, ver Seccio´n 3.2. Para la
aplicacio´n del controlador (25) se requirio´ el disen˜o de un ﬁltro pasa
altas para estimar la razo´n de cambio de la posicio´n angular del pe´ndu-
lo.
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Figura 13: Sistema real no lineal subactuado IP01.
En la Figura 14 se muestran las respuestas del sistema real IP01 al
implementar los controladores (20) y (25), respectivamente.
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Figura 14: Respuesta del sistema real IP01 en lazo cerrado con las leyes de
control (20) y (25).
Observe que la respuesta del sistema real IP01 se estabiliza ma´s
ra´pido empleando la ley de control BPR (20). Para tener una idea cuan-
titativa de la efectividad de estabilizacio´n de los controladores, en la
Tabla 1 se presentan sus errores cuadra´ticos medio (ECM).
Tabla 1: ECM de la respuesta del sistema real IP01.
ECM
Respuesta PR 0.1300
Respuesta PDC 0.1563
En la Figura 15 se visualiza la demanda de energı´a requerida por
los controladores (20) y (25) para estabilizar el sistema real IP01, las
cuales corresponden al voltaje que la tarjeta de adquisicio´n PCI−6071
envı´a al actuador a trave´s de su canal de salida analo´gico ANO0.
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Figura 15: Sen˜ales de control PR (20) y PDC (25).
Claramente la ley de control PR (20) demanda menor consumo de
energı´a respecto a la ley de control borrosa cla´sica (25), adema´s las va-
riaciones de la demanda de energı´a del controlador BPR son menores;
evitando ası´ desgaste en el actuador del sistema real IP01.
4.2.1. Seguimiento de trayectoria
Con el ﬁn de mostrar un referente ma´s del desempen˜o de la ley de
control BPR, en la Figura 16 se observa la respuesta del sistema real
IP01 en tareas de seguimiento.
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Figura 16: Seguimiento de trayectoria del pe´ndulo.
Cabe mencionar que el seguimiento de trayectoria so´lo se aplica
a la posicio´n de pe´ndulo y no sobre la posicio´n del carro, ya que la
metodologı´a actual propuesta para la sintonizacio´n de la ley BPR so´lo
se puede emplear en sistemas de segundo orden. Sin embargo, ya se
esta´ analizando y desarrollando la metodologı´a para implementar ta-
reas de seguimiento sobre ambas posiciones a la vez. Tambie´n es pre-
ciso mencionar que so´lo se muestra el desempen˜o del BPR, dado que
el enfoque PDC muestra resultados poco atractivos para esta tarea. En
la Figura 17 se muestra la ley de control suministrada al sistema real
IP01 para poder realizar el seguimiento de trayectoria anterior.
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Figura 17: Sen˜al de control aplicada al sistema real IP01 para el seguimiento
de trayectoria.
5. Conclusiones
El disen˜o y la sintonizacio´n de una ley de control BPR para estabilizar
una clase de sistemas no lineales se proponen en este trabajo. La esta-
bilidad del sistema no lineal se garantiza mediante la σ-estabilizacio´n
de su modelo borroso del tipo TS en lazo cerrado con la ley de control
BPR. La σ-estabilizacio´n del sistema TS-BPR se garantiza median-
te un ana´lisis del lugar geome´trico de las raı´ces de su cuasipolinomio
caracterı´stico. El disen˜o y la sintonizacio´n de la ley BPR se ilustran
sobre una plataforma experimental no lineal subactuada carro-pe´ndu-
lo, Adema´s, el desempen˜o del control propuesto aquı´ se comparan con
una cla´sica PDC.
Aquı´, la estabilizacio´n del sistema no lineal subactuado carro-pe´ndu-
lo se mejora usando una ley de control BPR en comparacio´n con una
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cla´sica PDC. Adema´s, la ley de control BPR evita emplear instrumen-
tos y/o te´cnicas de aproximacio´n requeridos para implementar la cla´si-
ca accio´n derivativa; tiene menor saturacio´n y demanda de energı´a lo
que se traduce en un menor desgaste de los actuadores. Ası´, un con-
trolador BPR ofrece una alternativa sencilla y eﬁciente para controlar
ciertos procesos.
English Summary
Design and tuning of a fuzzy proportional retarded controller:
frequency approach
Abstract
The time delays are usually an undesirable phenomenon in the
control processes, because these can induce instability or a poor perfor-
mance in the system. However, the time delays have the property of as-
sisting in stabilizing. This article beneﬁting from this property to pro-
pose the design and tuning of a fuzzy proportional retarded controller
(BPR) to stabilize a class of nonlinear systems. In this frame, the stabi-
lization of a nonlinear system is guaranteed through the σ-stability of
its Takagi-Sugeno (TS) fuzzy model in close-loop with BPR contro-
ller. The BPR controller design is based on inclusion a retarded action
in the conventional structure. While the tuning of the BPR control law,
has been addressed in the frequency approach using D-partition met-
hod. The stability of TS-BPR fuzzy system is ensured by analazing
the root locus of its characteristic quasipolynomial. The design and
tuning of BPR controller are exempliﬁed on a car-pendulum experi-
mental platform. The performance of BPR is compared with a parallel
distributed compensation classic.
Keywords: Control nonlinear systems, fuzzy systems, time delay sys-
tems, fuzzy control PR.
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