Standard credit risk models rely on a doubly stochastic structure. Conditional on the evolution of common factors, defaults are independent. Recently, tests by Das, Duffie, Kapadia and Saita (2007) have cast doubt on the empirical validity of this assumption. We modify their estimation approach in two ways. First, we model intra-month patterns in observed defaults. Second, we estimate default intensities on an out-of-sample basis, which brings our estimates closer to the ones financial institutions would have used when implementing the approach in the past. Once intensity estimation is modified in these ways, the validity of the doubly stochastic assumption is no longer rejected.
Introduction
Corporate defaults tend to cluster in time and in industries. In 2002, for example, the annual corporate default rate recorded by Moody's Investors Service (2003) was 3%, more than twice the long-run average; telecommunications issuers like GlobalCrossing or Worldcom constituted 31% of all defaulted issuers. This clustering did not come as a surprise, however. In 2002, the US economy was emerging from a recession, debt and capacity levels were still high while equity values had gone down significantly; the telecommunications industry was in particularly bad shape.
Many market participants therefore expected high default rates for the year 2002 (e.g. Moody's Investors Service (2002)).
In standard credit risk models, default clusters are explained in much the same way. Common factors like the business cycle or stock market valuations induce correlations in individual firms' default intensities. If average intensities happen to be high, the realized default rate is likely to be high as well. The models do not allow for the possibility that the failure of one company triggers other defaults. Rather, they are characterized by a convenient doubly stochastic structure. Conditional on the stochastic evolution of common factors, defaults are independent. The approach is ubiquitous in financial institutions. Key applications range from industry models of portfolio credit risk (see e.g. Crouhy et al. (2000) ) and the new capital requirements (e.g. Gordy (2003) ) to the pricing of structured finance instruments like collateralized debt obligations (e.g. Duffie and Gârleanu (2001) ). Das, Duffie, Kapadia and Saita (2007) (hereafter DDKS) conducted the first rigorous empirical test of the doubly stochastic assumption. They test whether defaults of US corporates are consistent with the model-implied default clustering of the intensity model introduced by Duffie, Saita and Wang (2007) . DDKS find that observed default clustering exceeds the one implied by the estimated model. Therefore, they conclude that the doubly stochastic assumption is invalid and that credit risk models should be enriched by contagion effects or "frailty", i.e. unobservable variables, in order to account for the extra correlation. Otherwise, one might incur significant errors in the assessment of credit portfolio risk or the pricing of structured finance products.
As pointed out by DDKS, their statistical tests are joint tests of well-specified default intensities and the doubly stochastic assumption. In our paper, we use a data set that is very similar to the one used by DDKS but introduce two modifications to the estimation of default intensities. First, we model a baseline component which is able to capture the patterns in intra-month default timing that we find in the data. Specifically, defaults tend to cluster around the 1st and 15th of a month.
Second, we do not estimate intensities in-sample as in DDKS but use only information that was available at the start of the default prediction horizon. For example, the intensity estimated at the end of January 1990 uses only information dated January 1990 or earlier. We consider this to be appropriate because the test then can be interpreted as follows: Would somebody working with the model in the past have made significant errors regarding the clustering of defaults? Tests based on in-sample estimates, by contrast, could bias the results in ways which are difficult to assess. Another motivation for our procedure is that the functional relationship between intensities and explanatory variables might change. For example, the relationship between the term spread and recessions has been found to be unstable over time (cf. Benati and Goodhart (2008) ), suggesting that the relationship between the term spread and default rates is unstable, too. Other studies suggest that rating standards may have changed over time (see Blume et al. (1998) ). Jorion et al. (2009) have attributed this to a decrease in the quality of accounting data, which is relevant not only for ratings but also for quantitative estimates of default risk. To avoid giving too much weight to possibly outdated historical data, we use a rolling five-year estimation window.
We find that both modifications increase the ability of the intensity model to explain observed default clustering. When both modifications are made, most tests suggested by DDKS no longer reject the validity of the doubly stochastic assumption. The only exception that we observe can be attributed to an overestimation of default intensities rather than to unexpected clustering.
In a recent contribution, Lando and Nielsen (2009) arrive at similar results. Specifically, they modify the intensity model of Duffie, Saita and Wang (2007) by adding explanatory variables.
In our data set, adding industrial production and the term spread as suggested by Lando and Nielsen (2009) also renders most model forecasts consistent with observed default clustering. The additional modifications suggested by us lead to a further increase in the models' performance.
Taken together, the results presented by Lando and Nielsen (2009) and ourselves provide a strong case for reconsidering the results of DDKS.
The doubly stochastic assumption is not the only line of attack against standard credit risk models. Based on recent research, other frequently made assumptions, too, appear to be less critical than a first look may suggest. Hamerle and Rösch (2005) , for example, demonstrate the robustness of the Gaussian copula; Kiefer and Larson (2007) and Frydman and Schuermann (2008) show that the Markov specification for the modeling of rating transitions can work relatively well.
The remainder of the paper is organized as follows. After briefly introducing the doubly stochastic modeling approach in section 2, we describe the data in section 3. Our specification of the default intensities and their estimation follows in section 4; the predictive power of the model is assessed in this section, too. Section 5 analyzes if the estimated models are able to account for the default clustering observed in the data. Section 6 concludes.
The doubly stochastic modeling approach
This section provides an introduction to the doubly stochastic modeling approach. Readers familiar with such models or mainly interested in the empirical results may wish to proceed to section 3. Further technical details are provided in the Appendix.
In order to specify a doubly stochastic (or equivalently conditional independence) credit portfolio setup, we follow Lando (1998) and define the firms' default times τ i as
Here, λ i denotes some positive function of time and a stochastic process X, which is independent of the unit-exponentially distributed, mutually independent random variables E i . Implications of this definition are the following:
• Since X and the E i are independent, past defaults do not influence the default probabilities of the surviving firms, i.e. contagion is not possible in this setup. Dependence between the default times is only introduced by the dependence of the intensity λ i (t) on a common process X. Consequently, conditional on the path of X, defaults are independent, which is the reason why this setup is also often called the conditional independence setup.
• Simultaneous defaults of firms occur with probability 0.
Moreover, λ i (t)∆ can be interpreted as the instantaneous probability of a firm to default over the next infinitesimally small time step ∆ conditional on survival until t.
In the concrete model implementation, which we consider in section 4, the process X = (Y, Z) will be given by the explanatory variables or covariates where we assume that these variables are independent of past defaults and where, in this article, Y will represent macroeconomic variables such as the S&P 500 index return and Z = (Z 1 , . . . , Z I ) will summarize all firm-specific variables such as the firms' long-term debt rating. As a consequence, the dimension of Y simply corresponds to the number of macroeconomic variables used, while the dimension of Z is the number of firms in the portfolio times the number of firm-specific variables considered.
Furthermore, as is common in the literature, we will consider a parametric function for λ i such that
with β ∈ R d some parameter vector. Given β and a path x = (y, z) of X, the likelihood L(β; y, z) of observing some vector τ = (τ 1 , . . . , τ I ) of default times is given by
since the probability of firm i to default at t = τ i conditional on the path of X is given by u,β,y(u) ,zi(u))du λ (t, β, y(t), z i (t)) and conditional on X the default times are independent.
In addition, with L denoting the aggregated portfolio loss process
we have that
is a standard Poisson process where f (s) :=
and the inter-arrival times of M
Inspired by DDKS, we will make use of these relationships when testing in section 5 if the estimated models are able to explain the observed default clustering.
Data
We use data on U.S. corporates which have traded equity and a Moody's rating. The data extend from January 1980 to April 2005. The information provided include daily default times and two firm-specific variables that we are going to use as default predictors:
• The firms' 1-year Expected Default Frequencies (EDFs) provided by Moody's KMV, which are month-end values ranging from 0.02% to 20%; a firm's 1-year EDF is a non-parametric estimator of its 1-year default probability based on the firm's "distance-to-default", which itself is a leverage measure adjusted for asset volatility that goes back to the firm value model of Merton (1974) . For a more detailed description of the EDF as a measure of a firm's default risk see for example Berndt et al. (2005) , who use the EDF in order to estimate and analyze risk premia of corporate bonds.
• The Moody's long-term rating of the firms with values {"Aaa", "Aa1", . . . , "C"}, which we transform to the log of idealized annual default probabilities used by Moody's (Yoshizawa (2003) ). As Moody's does not specify idealized default probabilities for rating grades Ca and C, we estimate them through a quadratic extrapolation 1 . To check robustness, we also considered a simple linear coding ("Aaa"=1, "Aa1"=2,. . . ) and found that it did not affect conclusions.
Our use of both EDFs and ratings as explanatory variables for default prediction is inspired by Löffler (2007) , who shows within a static logit regression model that adding ratings to EDFs increases predictive power.
The original data set contains observations for which one of the two variables (EDF, rating) is missing. A possible solution to this problem would be to extrapolate or interpolate missing EDFs or ratings. However, this could make later results sensitive to the chosen interpolation method.
Therefore, we remove data points with missing variables. Furthermore, we disregard multiple defaults of firms which can be observed in the data set, i.e. observations after the first default of a firm are not taken into account. For a subset of the data, we use an additional firm-specific variable that has already been used in Duffie, Saita and Wang (2007) and DDKS:
• The firm's month-end 1-year trailing stock return.
Return information is from CRSP. Due to several reasons (delistings before defaults, defaults within 12 month after listing, missing data in CRSP), stock returns are only available for a subset consisting of 248842 observation months for 2657 different firms, comprising 351 defaults.
Apart from the stated firm-specific variables we also use macroeconomic variables for the estimation of the intensities. The macroeconomic variables (all monthly) that we use are 2 :
• The 1-year trailing return on the S&P 500 index.
• The 3-month US-Treasury bill rate.
• The 1-year percentage change in US industrial production, calculated from the gross value of final products and nonindustrial supplies (seasonally adjusted). We use this variable with a 1-month lag since figures on industrial production are published in the middle of the next month.
• The spread between the 10-year and 1-year treasury rate.
The first two variables have been used in Duffie, Saita and Wang (2007) and DDKS. US industrial production has been considered in DDKS, too. In Duffie, Saita and Wang (2007) the 10-year rate was discussed but rejected for lack of significance. By using the spread between the 10-year and 1-year treasury rate we follow Lando and Nielsen (2009) .
In the analysis, we will use month-end values of the explanatory variables to estimate the intensities of the following month. Some of these variables (rating information, trailing returns on the S&P 500 and the company's stock, interest rate and interest spread) are observed continuously 3 . In order to investigate the effect of exploiting these variables at a higher frequency, we also conduct an estimation based on month-end and middle-of-the-month values (see section 5).
2 All macroeconomic variables except for the return on the S&P 500 index have been downloaded from the Federal Reserve Board Website. The S&P 500 index has been obtained from Datastream. 3 The EDF can also be computed on a daily basis but the database available to us contains only month-end values.
Estimation of default intensities
After having decided on the covariates that influence the default intensities λ i , it remains to specify a parametric function. For our specification, we rely on a Proportional Hazards Rate
Model, see e.g. Therneau and Grambsch (2001) , in which a firm's default intensity λ i (t) is linked to the observable variables (Y (t), Z i (t)) via the relationship
As already mentioned, Y (t) = (Y 1 (t), . . . , Y N (t)) denotes the time t values of the macroeco-
) the values of the firm-specific variables of firm i and (β 1 , . . . , β N +M ) the coefficients describing how the variables influence the intensity; µ 0 (t) denotes a possibly time-dependent intercept that may capture recurring intra-month patterns in default times and which we refer to as the baseline component in the following. So far, our model is the same as utilized by Duffie, Saita and Wang (2007) and Lando and Nielsen (2009) (2007) and Lando and Nielsen (2009) employ a measure of distance-to-default which is also at the heart of the EDF that we use.
The baseline component
Since later model specification tests strongly depend on the clustering of defaults over time -even on the clustering within small time intervals such as months -the estimation of the firms' default intensities described next will take the timing of defaults within the corresponding default months into account, too. Figure 2 shows how defaults are distributed across the single days of a month.
Defaults are heavily clustered around the 1st and the 15th of each month, presumably because default is often declared after a missed coupon payment (the 1st and the 15th are common choices for coupon payment dates) 4 . Loosely speaking, if a firm has survived the 15th of a month, it has very good chances to survive the whole month since the dates around the 1st and the 15th account for more than 50% of the defaults.
As baseline hazard rate we therefore use a simple periodical function: A value µ 01 e β0 for the beginning of the month, µ 02 e β0 for the first half of the month (excluding its begin), a middlevalue µ 03 e β0 and a value µ 04 e β0 for the second half of the month (excluding the middle). The µ 0i , i ∈ {1, 2, 3, 4} reflect the empirical distribution of the defaults in the considered intra-month time periods and are normalized such that
The beginning of the month is defined as the 1st and its middle is given by the 15th. Our specification also takes weekends into account in the sense that the period "beginning of the month", for example, extends from the 1st to the 3rd given that the 1st is a Saturday. In the same way each 15th is treated. We thereby model that coupon payments are deferred to the next Monday if the payment date falls on a Saturday or Sunday.
The calculated baseline component is used in all estimations even if we apply the model out-ofsample since we assume that the intra-month default timing is fixed over time. To support this assumption, as a robustness check, we calculated the empirical distributions of the first 50% and the last 50% of defaults in the data set. These are presented in Figure 3 . The distribution seems to remain relatively stable over time. Furthermore, since 
Estimation results with fixed coefficients
Having specified the baseline component, we have finally set the stage for conducting model inference via maximum likelihood. We start by estimating intensities in-sample, i.e. coefficients are fixed for the entire sample period. Since observations for individual firms may start at different dates, the likelihood function (1) that is actually used in the estimation has the form
where T i denotes the union of intervals for which all variables of firm i that we want to use (default information, rating, EDF, stock return) are available. Since we disregard multiple defaults,
The maximum likelihood estimatorβ of β is then given aŝ
The estimated default intensity parametersβ as well as their t-statistics are displayed in Table 1 for the basic five model specifications which we will consider throughout the text. Here as in all later tests, we restrict the sample period from 01/1985 to 04/2005 because this is the time period for which we can estimate the intensities with our alternative approach (rolling estimations with a 5-year estimation window). Using the entire available data for the fixed coefficients estimation does not lead to qualitatively different results.
As a first observation, it is interesting to note that if the Moody's KMV EDF model can be taken at face value, the coefficient on the log(EDF) in model I should approximately equal one, while the constant should equal zero, since the 1-year default probability is approximately be given as
This only presents an approximation because it uses a Taylor approximation and further assumes that EDFs remain constant over the year. In Table 1 , the estimated coefficient on the log(EDF) is about 10 standard deviations away from one. Also, the constant is significantly different from zero. Given the approximations that underlie the hypothesis, this does not necessarily imply that the estimation of EDFs is misspecified, however. When we add more variables, the estimated coefficient on the EDF approaches one. In model V, it is no longer significantly different from one. The results could therefore be consistent with well-specified EDFs which exhibit dynamics that are captured by other variables.
In most cases the coefficients exhibit the expected sign. Default intensities are increasing in the EDF, the rating 5 and they are decreasing in industrial production and the firms' stock returns.
Exceptions are the S&P 500 index, the spread between the 10-year and the 1-year rate and the 3-month US-Treasury bill rate. At first sight, one would probably have expected all three coefficients to have a negative sign because boom periods (with defaults below average) are usually accompanied by positive stock returns, high interest rates and an upward sloping yield curve. However, the sign of the S&P 500 index is only positive after controlling for the other
variables. An increased survival probability of firms during a stock market boom might already be captured by variation in the EDF. Short-term interest rates could go along with higher default rates because they impact borrowing costs or mark the end of a boom. Note that in Duffie, Saita and Wang (2007) 
Estimation results with rolling estimation windows
The in-sample estimation from the previous section presumes that the functional relationship between explanatory variables such as the EDF or rating and the intensities is constant over a time period of 25 years. Even though default information providers like Moody's or Moody's KMV aim at the time-consistency of their default risk assessments, it is unclear whether they achieve perfect consistency. Two possible reasons for non-stationary behavior are changes in the information content of accounting measures (cf. Jorion et al. (2009)) or sampling error in the estimation and calibration of risk measures. EDFs, for example, use estimated stock market volatilities and are calibrated on past default behavior which exposes them to sampling error; sampling errors can be correlated across firms and therefore affect the average precision of EDFs. In addition, the information content of macroeconomic variables such as the term spread can change over time (see e.g. Benati and Goodhart (2008) ).
Therefore, working with constant coefficients over long time periods is possibly inappropriate. In order to account for possible variations of the covariates' influence on default intensities, we allow the coefficients to change over time. More precisely, for each β(t) we determine an estimation period U(t) which ends in t and estimate β(t) based on the observed covariates and defaults during this period. The forecasts of the intensities are therefore obtained on an out-of-sample basis, which provides another motivation for favoring this approach. We only use information that a financial institution which implemented the model would have had at the time of implementation.
When we later test whether observed default clustering is consistent with the doubly stochastic approach, we therefore can interpret the results in the sense that actual users of that approach would have incurred significant errors in predicting default clusters or not. With in-sample estimates, test results could be biased in some unknown way.
With the estimation sample restricted to U(t), the likelihood function of β(t) has the form
Our procedure eventually yields a time series ofβ(t). Figure 4 depicts the evolution of two of the most important coefficients -the one on the stock return and the one on the rating -over time.
Because of the 5-year estimation period used, the time seriesβ starts with January 1985 and We choose the 5-year estimation period because it is a common choice in the financial industry
and because it appears to achieve a good balance between opposing effects. On the one hand, increasing the estimation period should lower estimation errors. On the other hand, it could mean that we use more outdated historical data. Also, it would force us to ignore more observations when testing the models' performance because the first estimates are only available after the difference between the current date t and the start of the data is larger than the estimation period.
Predictive power
While the focus of our paper is on the validity of the doubly stochastic assumption, the test we will use is a joint test of the doubly stochastic assumption and well-specified intensities. It is therefore worthwhile to investigate the models' predictive ability. We follow the literature and use the accuracy ratio AR to measure the ability to rank firms according to their default probability.
The AR is based on the so-called power curve. The power curve pc :
with a model is a function that can be obtained by ranking all firms of the portfolio according to some criterion, which is supposed to carry as much information as possible on the firms' default probability over the period one is interested in. Usually, this criterion would be the firms' default probability over this time period implied by the estimated model. The power curve pc maps the fraction x of worst ranked firms onto the fraction of defaults which these firm account for; it tells us that when we pick the worst ranked firms, a fraction x of all firms accounts for y = pc(x) of the defaults.
We follow Duffie, Saita and Wang (2007) and define the accuracy ratio to be twice the area between the power curve and the 45
• line, i.e.
The 45
• line is the power curve one would expect to obtain by ranking firms completely randomly. By definition, the maximum value of the accuracy ratio is 1 minus the fraction of actually defaulted firms.
It remains to choose a criterion for ranking the firms. A natural candidate would be the default probability over the prediction period, e.g. the one-year default probability if the prediction horizon is one year. However, to derive such a probability, we would have to set up a model for the dynamics of the firms' default intensities. Therefore, instead of horizon-matched default probabilities we simply use the firms' current default intensities in order to rank them. Table 2 summarizes results for default prediction horizons of one and five years, respectively.
Accuracy ratios have been calculated separately for each month and then averaged over time.
The table shows accuracy ratios for the model with fixed coefficients, which are therefore insample, as well as accuracy ratios for the rolling estimation. The accuracy ratios of the model with fixed coefficients are higher, which is unsurprising due to the in-sample nature of these values, but the difference is quite small (for model I there is no visible difference at the displayed precision). Obtained accuracy ratios are similar to the ones reported by Duffie, Saita and Wang (2007) for a comparable data set over the time period from 1993 on. The inclusion of the firm credit rating tends to increase accuracy ratios showing that if one wants to sort firms according to their default probability, the firm rating should be taken into account in the intensity estimation.
Comparing model-implied and observed default clustering
We now assess whether the intensity estimates provide default forecasts which are consistent with observed default clustering. For this purpose, we will consider defaults and default intensities on an aggregate, i.e. portfolio, basis. More precisely, we explore the question whether the path of observed portfolio defaults is likely to have been generated by the (aggregated) paths of default intensities that have been estimated in the previous section.
Our analysis of aggregated intensities and defaults is based on four tests which have been introduced by DDKS to the credit risk literature in order to test the doubly stochastic assumption:
Fisher's dispersion test, an upper-quartile test, Prahl's test and an autocorrelation test. In these tests, one exploits the fact that the time-changed portfolio loss process M is a standard Poisson process (cf. Equation (2)), i.e.
with standard-exponentially, i.i.d. distributed inter-arrival times (cf. Equation (3)). In order to test for the exponential distribution of the inter-arrival times C 1 , . . . , C R we use Prahl's test (cf. Prahl (1999) and DDKS). With C * denoting the inter-arrival times' sample mean, Prahl (1999) shows that
is asymptotically normally distributed with mean µ R = e For testing the overall Poisson distribution of the process' increments we apply the following procedure: By dividing the total estimated aggregated intensity
of equal size δ, we obtain a series of G δ i.i.d. P oi(δ)-distributed random variables. More precisely, we calculate calendar times t 0 , t 1 , t 2 , . . . such that
for arbitrary δ > 0. The upper-quartile test compares for each bin size δ the upper quartile mean of the respective empirical distribution with the one of G δ simulated i.i.d. P oi(δ)-realizations.
Following DDKS, this is done 10,000 times in order to estimate the p-value as the fraction of realizations where the empirical upper quartile mean is larger than the simulated one. Finally, the autocorrelation test checks for independence of defaults in subsequent bins by fitting a linear model of the form
with coefficients γ and ζ and i.i.d. innovations ǫ k . If the ζ coefficient is significant, this indicates a violation of the doubly stochastic assumption.
In Table 3 , the p-values of Fisher's dispersion test with respect to different bin sizes δ for fixed coefficients as well as for rolling estimations (with 5 year estimation windows) are presented.
The tests are performed for 396 defaults (334 defaults in the subset for which the stock return If the bin ends on a 16th, for example, the true expected default count would be almost equal to the default count over the entire month as most defaults occur before the 16th. If intra-month patterns are ignored, however, the expected default count for the time from the 1st to the 16th would be little more than one half of the expected monthly default count. The larger the bin size, the smaller is the weight of any fractional months at the beginning or the end of the bin compared to the full months within the bin, and the lower is their impact on the test.
With rolling estimation, p-values particularly increase for models III (which showed low p-values with fixed coefficients) and V, and p-values are generally less dependent on the variables used in the intensity specification. Even with the choice of macro-variables suggested by DDKS one would not reject for bin sizes one to four. The effect of adding the macro variables suggested by Lando and Nielsen (2009) is weaker than before.
As before, adding the baseline component mostly leads to an increase of p-values. Overall, however, moving from an in-sample estimation to a rolling estimation has a stronger effect on p-values than the inclusion of the baseline component. Our findings are particularly important for practical applications, where one would typically use the most significant variables for the intensity specification. For example, the rating has been found to be strongly significant in the model estimation of section 4. We further found that the inclusion of the rating increases the predictive power of a model. Nevertheless, the rejection of a rating-based model for some bin sizes (models II and V) with fixed coefficients could mislead us to the conclusion that one would have incurred significant errors in predicting default clusters in the past. Our results with rolling estimation show that this is not the case.
The upper quartile test (cf. for models IV and V. When we move to rolling estimation, however, p-values go down, contrary to the pattern that we observed in the other tests. This can be attributed to the fact that our out-of sample estimation routine tends to overestimate defaults, i.e. the total aggregated intensity is larger than the number of defaults actually observed. As a consequence, the mean of the inter-arrival times is larger than one (the hypothetical mean) leading to low p-values 6 . Note that the depicted effect is only observed for the out-of-sample estimation. In-sample, the estimated total aggregated intensity equals the number of defaults in the observation period due to the maximum likelihood estimation routine applied. To conclude, low p-values can originate from an overestimation rather than from an underestimation of risk, which the test is designed to detect, and which is the object of our interest. While the depicted overestimation of defaults is only observed out-of-sample, both in-sample and out-of-sample results of Prahl's test are also affected by the fact that defaults on the same day are treated as simultaneous defaults, which enter the test as zero inter-arrival default times. This is a consequence of the fact that the data base records only the day of a default, not the hour.
To investigate the associated effects, we randomly distributed simultaneous defaults across the respective default day. In addition, defaults at the beginning and at the middle of a month (defined as in section 4) were distributed across these periods. This transformation doubled the p-values showing that the precision in which defaults are recorded in our data set, i.e. on a day basis, can have an adverse effect on the test results.
The results of Fisher's dispersion test and the upper quartile test are again broadly confirmed by the outcomes of the autocorrelation test (cf. Table 6 ). In particular for models IV and V, we cannot find any evidence for dependence between defaults in subsequent bins.
In order to investigate the effect of exploiting the continuously available variables such as the stock return at a higher frequency, we also conducted an estimation based on month-end and middle-of-the-month values. That is, we use month-end values of the explanatory variables to predict defaults in the first half of the next month, and we use middle-of-the-month values to predict defaults in the second half of the same month. We let the first half of the month end at the 14th as this facilitates the modeling of intra-month default patterns. For the specification of the baseline, we followed our approach from section 4 but only divided each period, i.e. each half of a month, into two parts: Its beginning -marked by the 1st and the 15th, respectively -and the remaining part. Delistings shortly before defaults further decreased our dataset: We finally arrived at 328 defaults for which the tests were performed. For the sake of brevity, we only report the test results for rolling estimation with baseline component, and for the models including the trailing stock return (see Table 7 ). It turns out that utilizing continuously available information at a higher frequency has a positive effect on p-values, in particular for smaller bin sizes and for specifications without rating, further increasing the p-values of the corresponding specifications.
With respect to Prahl's test, the p-value of model V is moved away from rejection; it increases from 0.0013 to a value of 0.0673. This is also true for the specifications not shown in Table 7 :
For models IV and V with fixed coefficients and baseline component the respective p-values of Prahl's test strongly increase to 0.3922 and 0.3503, respectively (for model III the p-value is still essentially 0). Once again, the results show that a refined estimation of default intensities can strengthen the support for the doubly stochastic assumption.
Conclusion
The leading paradigm in credit risk portfolio modeling relies on a doubly stochastic structure.
Conditional on the evolution of possibly correlated common factors default intensities and thus defaults are independent. Recent tests by DDKS have questioned the validity of this assumption. In consequence, it seems doubtful whether standard credit risk models provide an adequate framework for measuring and pricing credit risk. In particular, the results suggest that the probability of experiencing large losses might be underestimated.
We modify the estimation approach followed by DDKS in two ways. First, we model intra-month patterns in observed defaults. Second, we estimate default intensities on an out-of-sample basis, which brings our estimates closer to the ones financial institutions implementing the models would actually have used. Once intensity estimation is modified in these ways, the doubly stochastic assumption passes most tests. The exception that is observed can be attributed to an overestimation of default intensities rather than to unexpected clustering.
While the results provide support to the continued use of the standard modeling framework, the results do not imply that contagion or frailty effects are irrelevant in credit risk modeling. Such effects appear small in the data set that we examined, which comprised rated corporate bond issuers with traded equity. Future research should examine whether the results carry over to other portfolios.
As pointed out by Lando and Nielsen (2009), the statistical tests are unfit to uncover a special type of contagion in which the default of one firm affects the factor variables and thus the default intensity of others. This provides a new research avenue for the contagion literature. 2, 4, 6, 8, 10, 16 . Intensity models I to V differ in explanatory variables (models II, IV and V add the term spread and industrial production, models II and V add the rating). Models III, IV and V add the stock return and are based on a subset of our basic data set for which the stock return was available. Results are presented for all combinations of two further estimation specifications: in-sample or out-of-sample estimation, estimation with or without baseline component. The baseline component captures the intra-month pattern of defaults. Low p-values would lead to rejection of the doubly stochastic assumption. Asterisks flag rejections at particular significance levels: * * * refers to the 0.1%, * * to the 1% and * to the 5% significance level. 2, 4, 6, 8, 10, 16 . Intensity models I to V differ in explanatory variables (models II, IV and V add the term spread and industrial production, models II and V add the rating). Models III, IV and V add the stock return and are based on a subset of our basic data set for which the stock return was available. Results are presented for all combinations of two further estimation specifications: in-sample or out-of-sample estimation, estimation with or without baseline component. The baseline component captures the intra-month pattern of defaults. Low p-values would lead to rejection of the doubly stochastic assumption. Asterisks flag rejections at particular significance levels: * * * refers to the 0.1%, * * to the 1% and * to the 5% significance level. 2, 4, 6, 8, 10, 16 . Intensity models I to V differ in explanatory variables (models II, IV and V add the term spread and industrial production, models II and V add the rating). Models III, IV and V add the stock return and are based on a subset of our basic data set for which the stock return was available. Results are presented for all combinations of two further estimation specifications: in-sample or out-of-sample estimation, estimation with or without baseline component. The baseline component captures the intra-month pattern of defaults. Low p-values would lead to rejection of the doubly stochastic assumption. Asterisks flag rejections at particular significance levels: * * * refers to the 0.1%, * * to the 1% and * to the 5% significance level. In this section we give a mathematically more detailed discussion of the results presented in section 2. To obtain a conditional independence setup, we follow Lando (1998) and proceed as follows:
We fix a time horizon T * and consider a filtered probability space Ω, F , F = (F t ) 0≤t≤T * , P where F is assumed to satisfy the usual conditions, i.e. P -completeness and right continuity. We further assume that an F-adapted, d-dimensional stochastic process X = (X t ) 0≤t≤T * , which is assumed to be right continuous with left limits (RCLL), as well as positive, continuous functions λ i (·, ·) : R × R d → R + are given. We define the default time τ i of firm i as the first jump time of a Cox-process with intensity λ i (t, X(t)), i.e.
where E i is a unit-exponentially distributed random variable independent of X and E i and E j are assumed to be independent for two different firms i = j. Disregarding extreme cases which are practically of no relevance such as exploding intensities, our definition of the default times entails that ∆1 τi≤t ∆1 τj ≤t = 0. Furthermore, with G = (G t ) 0≤t≤T * denoting the subfiltration generated by (X(t)) 0≤t≤T * , For the first equality see Lando (1998) and the second equality follows from the fact that conditional on G T * the default times are independent since the E i are mutually independent and independent of X. Thus, contagion is not possible in our setup because G T * is independent of 1≤i≤I σ(E i ) and since conditional on G T * defaults are independent, dependence solely originates from the common dependence of the intensities on the process X. In particular, the likelihood function, given by Equation (1), is a direct consequence of this model property (note that the G T * -conditional density of τ i is λ i (t, X(t)) exp − x t λ i (s, X(s))ds and conditional on G T * defaults are independent).
We use these standard results now in order to show that the time-scaled process M of Equation (2) is a Poisson process. It has been pointed out by Lando and Nielsen (2009) that this time transformation result applies to a much broader class of processes (cf. Meyer (1971) ) where the intensities of the default times may be affected by defaults in the portfolio and is not restricted to the conditional independence setup. By definition,
