We propose a nonparametric, kernel-based test to assess the relative goodness of fit of latent variable models with intractable unnormalized densities. Our test generalises the kernel Stein discrepancy (KSD) tests of (Liu et al., 2016 , Chwialkowski et al., 2016 , Yang et al., 2018 , Jitkrittum et al., 2018 which required exact access to unnormalized densities. Our new test relies on the simple idea of using an approximate observed-variable marginal in place of the exact, intractable one. As our main theoretical contribution, we prove that the new test, with a properly corrected threshold, has a well-controlled type-I error. In the case of models with low-dimensional latent structure and high-dimensional observations, our test significantly outperforms the relative maximum mean discrepancy test , which cannot exploit the latent structure.
Introduction
We address the problem of evaluating and comparing generative probabilistic models, in cases where the models have a latent variable structure, and the marginals over the observed data are intractable. In this scenario, one strategy for evaluating a generative model is to draw samples from it and to compare these samples to the modeled data using a two-sample test: for instance, [20] use a test based on the maximum mean discrepancy (MMD) [13] . This approach has two disadvantages, however: it is not computationally efficient due to the sampling step, and it does not take advantage of the information that the model supplies, for instance the dependence relations among the variables.
Recently, an alternative model evaluation strategy based on Stein's method has been proposed, which directly employs the closed-form expression for the unnormalised model. Stein's method is a wellestablished technique in statistics, used in proving central limit theorems [26] . For our purposes, we will use the result that a model-specific Stein operator may be defined which, when applied to a function, causes the expectation of the function to be zero under that model (under reasonable conditions). Notably, Stein operators may be obtained without computing the normalising constant.
Stein's method has been used in designing integral probability metrics (IPMs) to test the goodness of fit of models. IPMs specify a witness function which has a large difference in expectation under the sample and model, thereby revealing the difference between the two. When a Stein operator is applied to the IPM function class, the expectation under the model is zero, leaving only the expectation under the sample. A Stein-modified W 2,∞ Sobolev ball was used as the witness function class in [11, 10] . Subsequent work in [8, 19, 12] used as the witness function class a Stein-perturbed reproducing kernel Hilbert ball, as introduced in [22] : the resulting goodness-of-fit statistic is known as the Kernel Stein Discrepancy (KSD). Conditions for tightness of the KSD were obtained by [12] . While the foregoing work applies in continuous domains, the approach may also be used for models on a finite domain, where Stein operators [24, 30, 5, 25] and associated goodness-of-fit tests [30] have been established. Note that it is also possible to use Stein operators to construct feature dictionaries for comparing models, rather than using an IPM: examples include a test based on Stein features constructed in the sample space so as to maximise test power [16] ; and a test based on Stein-transformed random features [15] .
While an absolute test of goodness of fit may be desirable for models of simple phenomena, it will often be the case that in complex domains, no model will fit the data perfectly. In this setting, a more constructive question to ask is which model fits better, either within a class of models or in comparing different model classes. A likelihood ratio test would be the ideal choice for this task, since it is the uniformly most powerful test [18] , but this would require the normalising constants for both models. A purely sample-based relative goodness of fit test was proposed in [4] , based on comparing maximum mean discrepancies between the samples from two rival models with a reference real-world sample. A second relative test was proposed in [16] , generalising [17] and learning the Stein features for which each model outperforms the other.
A major limitation of the foregoing Stein tests is that they all require the likelihood in closed form, up to normalisation: if latent variables are present, they must be explicitly marginalised out. The great majority of generative models used in practice are latent variable models: well-known instances include probabilistic PCA [28] , mixture models [9] , topic models for text [2] , and hidden Markov models (HMMs) [23] . The hidden structure in these generative models serves multiple purposes: it allows interpretability and understanding of model features (e.g., the topic proportions in a latent Dirichlet allocation (LDA) model of text), and it facilitates modelling by leveraging simple low-dimensional dynamics of phenomena observed in high dimensions (e.g., HMMs with a low dimensional hidden state).
While certain previous works on Stein's method for model comparison did account for the presence of latent variables, they did so by explicitly marginalising over these variables in closed form. An example is the Gaussian-Bernoulli restricted Boltzmann machine [19, Section 6] , where there are a small number of hidden binary variables. In many cases of interest, this closed-form marginalisation is not possible.
In the present work, we introduce a relative goodness-of-fit test for Bayesian modes with latent variables, which does not require exact evaluation of the unnormalized observed-data marginals. Our approach is to compute an approximate kernel Stein discrepancy, where we represent the distribution over the latent variables by a sample. We recall the Stein operator and kernel Stein discrepancy in Section 2 and the notion of relative tests in Section 3. Our main theoretical contributions, also in Section 3, are two-fold: first, we derive an appropriate test threshold to account for the randomness in the test statistic caused by sampling the latent variables. Second, we provide guarantees that the resulting test has the correct Type-I level (i.e., that the rate of false positives is properly controlled) and that the test is consistent under the alternative: the number of false negatives drops to zero as we observe more data. Finally, in Section 4, we demonstrate our relative test of goodness-of-fit on a variety of latent variable models. Our main point of comparison is the relative MMD test [4] , where we simply sample from each model. We demonstrate that the relative Stein test outperforms the relative MMD test in the particular case where the low dimensional structure of the latent variables can be exploited.
Stein operators and the kernel Stein discrepancy
In this section, we recall the definition of the Stein operator as used in goodness-of-fit testing, as well as the kernel Stein discrepancy, a measure of goodness-of-fit based on this operator. We will first address the case of continuous variables, and then the case where variables are discrete valued. We will introduce latent variables to our models, and the setting of relative goodness of fit with competing models P and Q, in Section 3.
Suppose that we are given data {x i } n i=1 ∼ R from an unknown distribution R, and we wish to test the goodness of fit of a model P . We first consider the case where the probability distributions P, R are defined on a compact subset X of R D , and have respective continuous probability densities p, r, where all density functions considered in this paper are assumed strictly positive and differentiable. The compactness of the support X is not needed for defining the KSD but will be a required assumption later in the paper; hence it is used throughout the paper. We recall the definition of the score function for continuous spaces, [11, 22] ,
A kernel discrepancy may be defined based on the Stein operator [8, 19, 12] , which allows us to measure the departure of a distribution R from a model P . We define F to be a space comprised of
, where the dth function f d is in a reproducing kernel Hilbert space (RKHS) with kernel k(·, ·) : X × X → R (we use the same kernel for each dimension). The inner product on F is f,
, and F k denotes a scalar-valued RKHS with kernel k.
The Kernel Stein Discrepancy (KSD) between P and R is an integral probability metric, defined as
Under appropriate conditions on the kernels and measure P , the expectation E y∼P A P f (y) = 0. To ensure this property, we will require that k ∈ C (1, 1) , the set of continuous functions on X × X with continuous first derivatives, and that E y∼P [ s p (y) ] < ∞. We will require require that, for P -almost all x,
, where the symbol¸∂ X denotes a surface integral over the boundary ∂X , n(x ) is the unit vector normal to ∂X , and S(dx ) is the surface element at x ∈ ∂X [22, Assumption 2']. The KSD then reduces to KSD p (R) = sup f F ≤1 |E x∼R A P f (x)|. The use of an RKHS as the function class yields a closed form expression of the discrepancy by the kernel trick [8, 19] ,
where x, x ∼ R denotes two independent samples from R. The function h p (called a Stein kernel throughout the paper) is expressed in terms of the RKHS kernel k and the score function s p ,
where we have defined
∼ R, the discrepancy has a simple closed-form finite sample estimate,
which is a U-statistic [14] . When the kernel is C 0 -universal [7, Definition 4.1] and R satisfies
. Note that detection of tight non-convergence of a sequence of measures requires more stringent conditions on the kernel, satisfied for instance by the inverse multiquadric kernel [12, Theorems 7, 8] .
We next recall the kernel Stein discrepancy in the discrete setting where X = {1, . . . , L} D with L ∈ N, as introduced in [30] . In place of derivatives, we specify ∆ k as the cyclic forward difference w.r.t. kth coordinate:
where it is assumed that the probability mass function is positive (i.e., it is never zero). The difference Stein operator is then defined as As in the continuous case, the KSD can be defined as an IPM , given a suitable choice of reproducing kernel Hilbert space for the discrete domain. Following [30] , we use the exponentiated Hamming kernel in our experiments,
The population KSD is again given by the expectation of the Stein kernel, KSD
, and the gradient is replaced by the inverse difference operator, e.g.,
x indicates that the operator is applied to the argument x. From [30, Lemma 8], we have that KSD 2 p (R) = 0 iff P = R, under the conditions that the Gram matrix defined over all the configurations in X is strictly positive definite and that the probability mass functions for P and R are positive.
A relative KSD test with approximate Stein kernels
We now consider the case where we have two latent variable models P and Q, and we wish to determine which is the closer fit to our data {x i } n i=1 ∼ R. The respective density functions of the models are given by the integrals p(x) =´p(x|z)p(z)dz and q(x) =´q(x|w)q(w)dw, where z and w represent latent variables . We assume that the integrals cannot be tractably evaluated, not even up to their normalizing constants. Our goal is to determine the relative goodness-of-fit of the models by comparing each model's discrepancy from the data distribution. Following [3] , our problem is formulated as the following hypothesis test :
When p and q can be evaluated up to normalizing constants, the relative Stein test of [16] estimates the difference µ p,q with that of the U-statistics U
n . Unfortunately, these statistics cannot be computed exactly in our setting, due to the intractability of the unnormalized density functions. We therefore propose to use Monte Carlo estimates of the density functions: p m (x) := ∼ q(w). We assume the samples of the latent variables and the data are independent of each other. Using the approximate densities, we estimate the KSDs with U-statistics U We reject the null hypothesis when the difference U
n,m exceeds threshold t, which we aim to calibrate to bound the size of the test (the false rejection rate under the null hypothesis) by a given significance level α. For the Stein kernel h p , let σ
n is not degenerate, i.e., σ 2 hp > 0. By the central limit theorem for U-statistics [14] , the scaled U-statistic √ nU
n is asymptotically normal, and its variance is given by σ 2 hp . It follows that the scaled difference
n ) is also asymptotically normal. One might hope to use the 1 − α quantile of the normal limit as a test threshold (as in [3, 16] ) and simply substitute the approximate densities p m and q m for the true intractable densities in the test statistic. Unfortunately, this approach does not account for the additional randomness caused by the sampling of the latent variables. In the following, we give a correction to this threshold using the asymptotic distribution of the approximate U-statistics.
We first investigate the asymptotic distribution of a U-statistic with a random kernel. The subsequent analysis focuses on the continuous case but can be readily applied to the discrete case. For clarity, the expectation with respect to data is denoted by E n = E Xn with X n = {x i } n i=1 ∼ R. We denote convergence in distribution and in probability by d → and p → , respectively. In the following, all U-statistics are assumed to be non-degenerate. Theorem 1. Let U n,m be a U-statistic defined by a random U-statistic kernel H m and U n be a U-statistic defined by a fixed U-statistic kernel h. We assume that the two kernels are related by the convergences σ
where Φ is the cumulative distribution function (CDF) of the standard normal distribution N (0, 1).
Proof. The probability on the LHS can be expressed as
where
conditioned on H m . The difference between the two quantities in Equation (1) is bounded as follows:
For the second term, by Slutsky's theorem [29, p.11], we have
. Therefore, the second term in Equation (2) also converges to zero by the fact the CDF of a Gaussian distribution is bounded and continuous and by the definition of weak convergence.
The first term is dealt with as follows. For some δ > 0, let A m be the event {|ν 3 (H m ) − ν 3 (h)| < δ} andĀ m denote its complement. Similarly, let B m be the event {|σ Hm − σ h | < } for 0 < < σ h . Then, the first term is bounded by
where we used the fact that the integrand is bounded and lim m→∞ Pr(Ā m ∪B m ) = 0. By the Berry-Esseen bound for U-statistics [6] , the expectation on the RHS is then
where C is a constant. The RHS thus goes to zero as n → ∞, which concludes the proof. 
, where µ is the Lebesgue measure Assume that the set of likelihood functions L = {p(x|·)|x ∈ X } and their partial derivatives [29] , where the measure P Z denotes the latent variable distribution. Assume
Proof. We use the functional delta method [29, p.291] . Let l ∞ (X ) is be the set of all bounded functions on X R . Define s :
where we used
is then written as a functional:
The derivative is given as
Therefore, the derivative of Ψ :
) be the concatenation of p's partial derivatives and itself. By Donsker's theorem, { √ m((cp m − cp)(x)} x∈X and follows a zero mean multivariate P Z -brownian bridge process G with covariance function given by
By the delta method, we have
.
The variance is then given by
Remark. The variance depends on the expectation with respect to the distributions R and P Z , which is not available in closed form. We estimate this variance using the one of the approximate U-statistic conditioned on the data. Its estimator is given in Appendix A.4. The Donsker class assumption holds when the density function has bounded partial derivates up to order greater than (D + 1)/2. For more details, we refer the reader to [29, Chapter 19] . Finally, note that if the model has a non-compact support, the condition inf x∈X p(x) > 0 requires the support of the data distribution X to be compact.
n,m ) be our test statistic. The application of Theorem 1 gives a threshold to control the size of the test.
Assume that the kernels h pm,qm and h p,q satisfy the conditions in Theorem 1. Let γ
hp,q , and µ p,q = KSD
Proof. Apply theorem 1 with H m (x, x ) = h pm,qm (x, x ) and h = h p,q . In this case, Y m is given by 
By Lemma 2, Y
Remark. When r = 0, the scale c = σ hp,q gives the asymptotic distribution of the U-statistic with the true densities. The finite third moment assumption of the kernel h p,q is satisfied if X is compact. It also follows that the third moment and the variance of U-statistic with the approximate kernel h pm,qm converge in probability (see Appendix A.3).
We use Theorem 3 with the condition H 0 : µ p,q ≤ 0; the theorem implies that, if we reject when T n,m > t α = cΦ −1 (1 − α), we guarantee the size of the test to be bounded by α. In practice, we replace the unknown variances γ 
Proof. Note that T n,m = (T n,m − √ nµ p,q ) + √ nµ p,q ). The first term converges to a well defined distribution and is therefore finite with probability 1, whereas the second term converges to infinity. Therefore, the probability Pr(T n,m > t α ) → 1 as n, m → ∞.
Experiments
We evaluate the proposed test (LKSD, hereafter) by examining the following questions: (a) does the threshold actually control the size of the test? (b) how does it compare to MMD in terms of the test power? To address these questions, we conduct numerical experiments with the following models:
1. Beta-Binomial Models (BB) [1] :
Binom(x d ; n d , z), p(z) = Beta(α, β)} , where z ∈ (0, 1). The latent variable z represents the success probability parameter for the binomial likelihood. The marginal density function is tractable for this model, which is expressed by beta functions. Figure 1: Rejection rates in the four experiments. LKSD is the proposed test. NaKSD stands for Naive-KSD, which uses the threshold which does not take into account the randomness of the Monte Carlo approximation. The size of the latent sample is indicated by m. [21] :
Sigmoid Belief Networks (SBN)
dx×dz , and σ is the sigmoid function σ(y) = 1/(1 + e −y ). The likelihood function is given by independent multivariate Bernoulli distribution parametrised by the transformed latent variable. The latent variable is binary in the original presentation, but we use the normal distribution for the latent distribution to make marginalisation intractable. Only MMD and our approximate KSD can be used for this model.
Parameters used in the experiments are as follows. We use the Hamming distance kernel as in [30] . The significance level α is set to 0.05. The number of trials is 300 for H 0 and 100 for H 
False Rejection Rate (FRR) [Identical Models, Null]:
The first experiment investigates the validity of the proposed threshold correction. We consider an extreme case in which the two models are identical, i.e., P = Q. We use an approximate density p m for the first model P and the exact marginal p for the second model Q. As the given models are the same, the test should not reject in this case. The straightforward application of the threshold given by the standard asymptotic distribution (Naive-KSD) of U-statistics will result in incorrect false rejection rates due to the fact that an approximate U-statistic is used for P .
We use beta-binomial models for this experiment. For the data distribution R, we use fixed α and β drawn from the uniform distributions U [2, 3] and U [3, 4] . Model P is given by BB(α + 5, β + 1). We estimate the rejection rates of LKSD and Naive-KSD for different sample sizes n = {100, 200, 300}. Figure 1a shows the FRRs of LKSD and Naive-KSD. The size of the Naive-KSD test is not bounded by the significance level 0.05, whereas the proposed method achieves the controlled false rejection rate. This result shows that, even for this simple problem and a relatively large m, the naive method does not provide a sufficiently good approximation to the distribution of the approximate U-statistics. 2[1, 0, . . . , 0] ), where 1 is the d x -dimensional vector of ones. The null is true since P is closer to R than Q. As the models are intractable, we approximate both models in this case. Compared to the previous setting, the problem is more challenging as there is noise from the approximation of Q in addition to that of P . With the same settings of n and m, we estimate the false rejection rates. Figure 1b shows the FRRs of MMD and LKSD against the sample size, which confirms that the the proposed test has a correct size.
Test Power [Alternative]: Finally, we examine the power of the proposed test with SBN models. The inspection of the power is important for the validity of the threshold since we can make make FRRs arbitrarily small by not rejecting at all. The data distribution R is given as in the previous experiment. The models are given by switching the candidate models: P : SBN(W + 2[1, 0, . . . , 0]), Q : SBN(W + [1, 0, . . . , 0]); the alternative is true as Q is closer to R than P . Note that this perturbation affects only the first coordinate of the latent: the overall change of the distribution is subtle, and therefore exploiting the knowledge of the model structure is crucial for this task. Figure 1c shows the test power against the sample size. It can be seen that the power growth of the proposed test is substantially faster than that of MMD.
Perturbation: Related to the previous test power experiment, we investigate the power of LKSD for different parameter settings. Specifically, we fix Q : SBN(W + [1, 0, . . . , 0]) and set P : SBN(W + [1, 0, . . . , 0]) for various perturbation parameters . For this experiment, the sample size n is fixed at 300, and we compute the FRRs of MMD and LKSD across 300 trials. Figure 1d shows the plot of the rejection rates against the perturbation parameter. LKSD with m = 100 has a correct size but lower power than MMD as we can see in the regime > 1. We note that near = 1, the power of LKSD is lower than that of MMD. Given the small sample size, this modest level of perturbation is inherently challenging for both tests. Where the difference between models is larger, LKSD achieves higher power than MMD. Together with the prior observation, this suggests that the proposed KSD test better utilises the model information and is more sample-efficient than the MMD. for Comparing Latent Variable Models
. . , L}.
•
• P Z : a probability measure for the latent variable.
p(x) when the domain is continuous or discrete, respectively.
A.2 Variances and covariances of KSDs
We are given a sample from an unknown distribution R, {x i } n i=1 ∼ R, and two densities p and q. In what follows, we consider two KSDs:
where h p and h q are the Stein kernels corresponding to p and q, respectively. We estimate these with the following U-statistics:
These statistics are correlated due to the common sample. In the following, we derive the estimators of the variances and the covariance of the U-statistics using the results from [14] .
A.2.1 Variance of KSD
Let s denote p or q. Let H s be the corresponding (Stein) kernel matrix whose (i, j) element is h s (x i , x j ) andH s be the kernel matrix whose diagonal elements are set to zero. Let ξ s (x) = A s k(x, ·). Finally, let 1 denote an n dimensional vector with all its entries one.
Asymptotically, the first term is dominant, so we can omit the second term but decided to include it for a better approximation. The first variance term ζ 1 is
The first term is estimated as
and the second term is
The second variance term ζ 2 is expressed as
where each term is given by
Combining these expressions, we obtain an estimator for the variance:
A.2.2 Covariance of KSDs
We derive the covariance of two KSDs as follows.
where ζ 1 is
The second term is given as in the previous section. The first term is given by
Therefore, the covariance is estimated aŝ
A.3 Consistency of approximate Stein discrepancy
In this section, we provide the consistency of the approximate Stein discrepancy. The following lemma help in its proof.
Lemma 5. For the distribution P Z which the latent variable follows. Assume the set of likelihood functions L = {p(x|·)|x ∈ X } and their partial derivatives [29, Chapter 19] . Assume inf x∈X p(x) > 0. Then, the score function s pm converges to s p uniformly over X , P Z -almost surely.
Proof. For brevity, we prove for D = 1. The difference between the score functions is given by
The supremum of the second term converges to 0 almost surely as the derivative is in P Z -GlivenkoCantelli class. For the first term, note that
surely. Therefore, the supremum of the first term also converges to zero. Thus, we have the almost sure convergence lim
Note that the proof does not change if we add a regulaising constant λ m > 0 to the denominator of the score estimate s pm as long as λ m → 0 as m → ∞.
Lemma 5 gives the following proposition.
Proof. The difference of the expectation is given as
For the expectation in the second term, we have lim
For the first term, we have
Hence, the RHS converges to zero almost surely by Lemma 5, which concludes the proof.
The previous result provides the
, which implies the convergence in probability. The assumptions on k holds for Gaussian-RBF kernels, for example. The compactness assumption can be removed if the score function converges in L 2 (R) , P Z -almost surely. Matrix defined by (K 1,d )
Matrix defined by (
A For a square matrix A,Ā=A − diagA.
A similar proof with boundedness of the score s p gives the next proposition. However, note that the boundedness assumption does not necessarily hold (consider, e.g., Gaussian distributions with X = R D ). Note that the approximate U-statistic U n,m is expressed in terms of φ as follows , µ g ) depending on the marginal density p(x). We use a consistent estimator of the covariance matrix, which we denote by Σ m . For Ψ , we consider an plug-in estimator given by substituting p m (x) into p(x). It follows from the continuous mapping theorem and the continuity of Ψ . This can been seen as the derivative of ψ d (x, y) is given by v, which is a linear transformation of the continuous function s(x, y), and its product with continuous functions. Therefore, the variance estimator,
is a consistent estimator of the variance σ 2 .
