The authors, on the basis of brief arguments, have dismissed tensor networks as a viable response to Jackendoff's challenges. However, there are reasons to believe that connectionist approaches descended from tensor networks are actually very well suited to answering Jackendoff's challenges. I rebut their arguments for dismissing tensor networks and briefly compare the approaches.
representation. Although Smolensky's (1990) V&K's note 1 cites Fodor and McLaughlin (1990) in support of the claim that "tensor networks fail to instantiate combinatorial structures," but this is not the focus of their paper. Their focus is Fodor's and Pylyshyn's (1988) claim that connectionism either cannot account for cognition or, if it can, is a mere implementation of a "classical" theory. Fodor and McLaughlin (1990) is a response to attempts by Smolensky to rebut Fodor and Pylyshyn (1988) . In that context, Fodor and McLaughlin concede that "It's not . . . in doubt that tensor products can represent constituent structure" (p. 200).
Fodor and McLaughlin argue that although tensor networks represent constituent structure, the constituents are not causally effective in processing of the composite. They claim (correctly) that "When a tensor product vector . . . is tokened, its components are not" (1990, p. 198 ) and (incorrectly) that "Merely counterfactual representations have no causal consequences; only actually tokened representations do" (p. 199). Binding and unbinding by a tensor network (Smolensky 1990) suffices as a counterexample to demonstrate the falsity of the latter claim.
V&K claim that "tensor networks fail to instantiate combinatorial structures . . . [because] a tensor is just a list of constituents organized in a particular fashion (i.e., as an ndimensional list for a rank-n tensor)" (note 1). However, exactly the same claim could be made of the storage tape of a Turing machine or the CONS cells of a LISP program, yet no one would dispute the ability of a Turing machine to represent combinatorial structures.
The final argument in note 1 is the most significant; V&K point out that "adding constituents to the tensor increases the dimensions of the tensor, which requires adjustments to all components in the cognitive system that can interact with the tensor." This is the major problem with tensor networks as an implementation rather than an abstract formalism. However, there have been 15 years of further development since Smolensky (1990) , and this problem was soon solved (Plate 1991) .
In a tensor network, two items are bound by forming the outer product of the vectors representing the items. That is, if each primitive item is represented by a vector of n elements, their combination contains n 2 elements. If this composite item were bound with another primitive item, the result would contain n 3 elements, and so on. This has major practical consequences for resource requirements and the connections between processing components of a tensor network. The number of elements increases dramatically with the binding order, which means that the resource requirements may be excessive and that bindings of arbitrarily high order cannot be represented on a fixed set of resources. Also, the connections between processing components must be dimensioned to accommodate the highest order representation chosen by the designer.
An abstract solution to this problem was proposed by Hinton (1988; 1990 ) and a specific, practical implementation demonstrated by Plate (1991; . Hinton introduces the idea of "reduced descriptions" as a means to represent compositional structures in fixed size connectionist architectures. A reduced description is a representation of a composite item that is the same size as any of the component items and from which the component items can be generated. Plate demonstrates holographic reduced representations (HRRs) as a specific implementation of reduced descriptions. HRRs can be conceptualised as a compression of the tensor product to a vector the same size as each of the components being bound.
HRRs use a specific, highly ordered compression of the tensor product. However, Wilson and Halford (1994) show that the majority of tensor product elements can be destroyed without compromising performance, and Plate (2000; shows that many alternative compressions of the tensor product, including randomly disordered compressions, would suffice. Other compressions were developed independently (Gayler 1998; Gayler & Wales 1998; Kanerva 1994; Rachkovskij & Kussul 2001) . Collectively, these are the vector symbolic architectures, and various members of this family are compared in Gayler (1998) and Plate (1997) . 
