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BIHAMILTONIAN COHOMOLOGY OF KDV
BRACKETS
GUIDO CARLET, HESSEL POSTHUMA, AND SERGEY SHADRIN
Abstract. Using spectral sequences techniques we compute the
bihamiltonian cohomology groups of the pencil of Poisson brackets
of dispersionless KdV hierarchy. In particular this proves a con-
jecture of Liu and Zhang about the vanishing of such cohomology
groups.
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1. Introduction
A class of important examples of integrable systems comes from the
study of the Poisson structures on a formal loop space, that is, on the
space of maps from the circle to an n-dimensional ball considered in
a formal algebraic way. In this setting one can generalize various no-
tions of differential geometry, in particular one can define the space of
functional polyvector fields equipped with the Schouten bracket. Intro-
ducing a Poisson structure and a system of Hamiltonians in involution
one obtains a hierarchy of commuting PDEs. The equations of the
flows are given by differential polynomials in involving the derivatives
with respect to the spatial variable. In the case of the so-called bi-
hamiltonian systems, which are characterized by the presence of two
compatible Poisson structures, one can construct a set of Hamiltonians
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in involution with respect two both Poisson structures, starting from
the Casimirs of one of them, by the so called Lenard-Magri recursion
scheme. Such framework is especially relevant in the applications of
the theory of integrable systems to the Gromov-Witten theory. For
further details see [5].
In this context the theory of deformations of a compatible pair of
Poisson structures is very important. In particular we want to con-
sider the formal deformation of a pair of compatible brackets up to the
action of the so-called Miura group, which is the group of local diffeo-
morphisms of the space of dependent variables. We assume that these
diffeomorphisms may depend on the formal deformation parameter.
An algebraic reformulation of this deformation problem leads to the
concept of bihamiltonian cohomology of a pair of Poisson structures.
As usual in the deformation theory of algebraic structures, we can clas-
sify, in terms of some cohomology groups, the space that parametrizes
possible infinitesimal deformations of a pair of brackets and the space
that parametrizes the obstruction for a formal perturbative integration
of an infinitesimal deformation.
The computation of these cohomology groups in general case is fairly
difficult, and we refer the reader to the papers [1, 2, 4, 7, 8, 9, 10] for
various particular computations as well as surveys and reformulations
of these ideas.
In a recent paper [9], Liu and Zhang computed the bihamiltonian
cohomology for the pair of brackets of the dispersionless KdV hierarchy
up to degree 3 and conjectured that the cohomology vanishes in higher
degree.
In this paper we propose a new method for the computation of the
bihamiltonian cohomology groups. We introduce a filtration of a re-
lated polynomial complex and show that the corresponding spectral
sequence collapses at the second page. That allows us to reconstruct
the cohomology of such complex and consequently to obtain the bi-
hamiltonian cohomology of the dispersionless KdV Poisson pencil. In
particular we reproduce the results of Liu and Zhang and prove their
conjecture on the vanishing of the cohomology in higher degrees.
1.1. Outline of the paper. In Section 2 we recall the formalism of
local functional polyvector fields and the definition of bihamiltonian
cohomology groups. In Section 3 we recall some textbook material on
spectral sequences that we use to approach the problem. In Section
4 we introduce the filtration of the polynomial complex, we prove our
theorems on its cohomology using the induced spectral sequence and
derive the bihamiltonian cohomology of the dispersionless KdV Poisson
pencil.
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2. Formalism of functional polyvector fields
In this Section, we introduce a minimal version of the necessary for-
malism of local functional polyvector fields and pose the main problem
about the bihamiltonian cohomology for the dispersionless KdV hier-
archy. For further details in the general case we refer to [9, 5].
2.1. Basic definitions. Consider a supercommutative associative al-
gebra Aˆ defined as
Aˆ := C∞(R)[[u1, u2, . . . ; θ0, θ1, θ2, . . . ]]. (1)
Here ui, i = 1, 2, . . . , are some formal even variables and θi, i =
0, 1, 2, . . . , are some odd variables. An element in C∞(R) is repre-
sented by a function of the coordinate u = u0 on R.
This algebra has two different gradations. We define the standard
gradation on Aˆ by assigning the degrees
deg ui = deg θi = i, i = 0, 1, 2, . . . . (2)
and degree zero to both θ = θ0 and the elements in C∞(R). The
standard degree d component of Aˆ is denoted Aˆd. The super gradation
is defined by assigning degree one to θi for i > 0 and degree zero to the
remaining generators of Aˆ. The super degree p component is denoted
Aˆp. We also denote
Aˆ
p
d = Aˆd ∩ Aˆ
p. (3)
We define the standard derivation on Aˆ
∂ =
∑
s>0
(
us+1
∂
∂us
+ θs+1
∂
∂θs
)
(4)
which is compatible with both gradations on Aˆ, in particular it in-
creases the standard degree by one and leaves invariant the super de-
gree.
The local functional polyvector fields are defined as the elements of
the quotient
Fˆ = Aˆ/∂Aˆ, (5)
and the corresponding projection is denoted with the integral symbol∫
: Aˆ → Fˆ . (6)
The gradations on Aˆ, being compatible with the derivation ∂, define
corresponding gradations on Fˆ . The corresponding homogeneous com-
ponents are denoted with the obvious notations Fˆd, Fˆ
p and Fˆpd .
The Schouten bracket [·, ·] on Aˆ and, therefore, on Fˆ (abusing nota-
tion we denote it by the same symbol) is defined in the standard way
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using the second order operator δuδθ, where
δu :=
∞∑
s=0
(−∂)s
∂
∂us
, δθ :=
∞∑
s=0
(−∂)s
∂
∂θs
. (7)
2.2. Poisson structures. A Poisson structure is given by a local func-
tional bivector field P ∈ Fˆ2 such that [P, P ] = 0. The operator
dP := [P, ·] on Fˆ is induced from the operator DP defined on Aˆ given
by the following formula
DP :=
∞∑
s=0
(
∂s(δθP )
∂
∂us
+ ∂s(δuP )
∂
∂θs
)
. (8)
The deformation theory of a single Poisson bracket is controlled by the
cohomology H(Fˆ , dP ). An important related space is H(Aˆ, DP ).
Given P ∈ Fˆ21 a scalar Hamiltonian structure of hydrodynamic type,
we have [6, 3, 8, 9]
H(Fˆ , dP ) = H(Aˆ, DP ) = R⊕ Rθ. (9)
The cohomology H(Aˆ, DP ) was computed in [8]. In [9] the cohomology
H>0(Fˆ , dP ) is derived from H(Aˆ, DP ) by a long exact sequence argu-
ment. The cohomology H0(Fˆ , dP ) can be easily computed in the scalar
case by hand.
A pencil of two commuting Poisson structures is given by two lo-
cal functional bivectors P1, P2 ∈ Fˆ
2 such that [P1, P1] = [P2, P2] =
[P1, P2] = 0. In this case the deformation theory of the pair is con-
trolled by the graded vector space
BH(Fˆ , dP1, dP2) :=
Ker dP1 ∩Ker dP2
Im (dP1dP2)
(10)
that is called the bihamiltonian cohomology. For almost all values of
the bi-grading (p, d) the computation of the bihamiltonian cohomology
can be reduced to the computation of
BH(Aˆ, DP1, DP2) :=
KerDP1 ∩KerDP2
Im (DP1DP2)
(11)
via a long exact sequence [9].
2.3. Poisson structures of the dispersionless KdV. The two Pois-
son structures of the dispersionless KdV are given by the following two
bi-vector fields:
P1 :=
1
2
∫
θθ1, P2 :=
1
2
∫
uθθ1. (12)
The Schouten brackets with P1 and P2 induce the differentials D1
and D2 on the space Aˆ and the differentials d1 and d2 on the space Fˆ .
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A direct computation shows that
D1 =
∑
s>0
θs+1
∂
∂us
,
D2 =
∑
s>0
(
∂s(uθ1 +
1
2
u1θ)
∂
∂us
+ ∂s(
1
2
θθ1)
∂
∂θs
)
.
The main goal of this paper is to compute the graded vector space
BH(Fˆ , d1, d2). A closely related space is BH(Aˆ, D1, D2) and we ex-
plain below the precise relation following the results of Liu and Zhang [9].
2.4. Grading and subcomplexes. Since θi, i = 0, 1, 2, . . . , are odd
variables, we have a restriction on possible gradings p and d on the
spaces Aˆ and Fˆ . Indeed, the minimal possible standard d-degree of a
monomial in θi of super degree p is the degree of θ0 · · · θp−1 equal to
0 + · · ·+ (p− 1) = p(p− 1)/2. So, Aˆpd = Fˆ
p
d = 0 for d < p(p− 1)/2.
Another observation is related to the fact that the (p, d)-degree of the
operators D1 and D2 (and, therefore, d1 and d2) is (1, 1). Therefore,
the difference p − d is preserved by both operators, and this means
that the whole space Aˆ (and Fˆ) can be split into an a completion of
an infinite direct sum of subcomplexes with the fixed difference p− d.
The inequality d < p(p− 1)/2 implies that each of these subcomplexes
is finite. Let us give here first few examples (we write it for Fˆ ; for Aˆ
it is exactly the same):
0→ Fˆ10 → Fˆ
2
1 → 0 (13)
0→ Fˆ00 → Fˆ
1
1 → Fˆ
2
2 → Fˆ
3
3 → 0
0→ Fˆ01 → Fˆ
1
2 → Fˆ
2
3 → Fˆ
3
4 → 0
0→ Fˆ02 → Fˆ
1
3 → Fˆ
2
4 → Fˆ
3
5 → Fˆ
4
6 → 0
...
So, we can compute the bihamiltonian cohomology of each subcom-
plex separately. Subcomplexes are fixed by the difference d − p =
−1, 0, 1, 2 . . . .
3. Spectral sequences
In this Section we recall some basic machinery from the theory of
spectral sequences. Although this material is well-known (see e. g. [11]),
we have decided to include it for the benefit of the reader, and because
the precise construction of the pages of the spectral sequence allows in
the end to reconstruct the cocycles representing nontrivial cohomology
classes. In this way, our arguments in the next section computing the
bihamiltonian cohomology using the spectral sequence of a filtration
can be related to the explicit computations of [9].
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A (cohomological type) spectral sequence is a family of differential Z-
bigraded vector spaces (E∗,∗r , dr) with differentials dr of bidegree (r, 1−
r) such that for all p, q ∈ Z and all r > 0, the page Epqr+1 is isomorphic
to the cohomology of the previous page
Hpq(E∗,∗r , dr) :=
Ker(dr : E
pq
r → E
p+r,q−r+1
r )
Im(dr : E
p−r,q+r−1
r → E
pq
r )
. (14)
A spectral sequence is said to collapse at the N -th term if the differ-
entials dr vanish for r > N . In such case E
∗,∗
r
∼= E
∗,∗
N for r > N . Then
E∗,∗
∞
:= E∗,∗N is called the limit term of the spectral sequence.
Let (C, d) be a Z-graded differential complex (of R-vector spaces)
with a differential d : C → C, d2 = 0, of degree 1. Let F ∗C be a
decreasing filtration of (C, d), i.e. a family of vector subspaces F iC of
C, i ∈ Z
· · · ⊂ F i+1 ⊂ F iC ⊂ · · · ⊂ C (15)
which are compatible with the differential, d(F iC) ⊂ F iC. Let F iCp :=
F iC ∩ Cp be the induced filtration of the homogeneous component
Cp of degree p. Let us denote by gr∗C and gr∗Cp the graded spaces
associated to the filtrations F ∗C and F ∗Cp, respectively, i.e.
griC =
F iC
F i+1C
, griCp =
F iCp
F i+1Cp
. (16)
Proposition 1. With a Z-graded differential complex (C, d) with a
filtration F ∗C one associates a spectral sequence (E∗,∗r , dr). The first
two pages are given by
Ep,q0 = gr
pCp+q (17)
and
Ep,q1 =
d−1(F p+1Cp+q+1) ∩ F pCp+q
d(F pCp+q−1) + F p+1Cp+q
, (18)
with differentials d0, d1 induced by d on the quotients.
We quickly review the construction of the spectral sequence associ-
ated with a filtered graded complex. Recall that each homogeneous
component Cp has a decreasing filtration F iCp and that the stability
of the differential implies d(F iCp) ⊂ F iCp+1. One starts by defining
the subspaces of F pCp+q
Zp,qr = d
−1(F p+rCp+q+1) ∩ F pCp+q, (19)
Bp,qr = d(F
p−rCp+q−1) ∩ F pCp+q (20)
which form a tower
d(F pCp+q−1) = Bp,q0 ⊂ B
p,q
1 ⊂ · · · ⊂ Z
p,q
1 ⊂ Z
p,q
0 = F
pCp+q. (21)
Notice moreover that Bp,q
−1 = d(F
p+1Cp+q−1) and Zp,q
−1 = F
pCp+q.
We define the r-th page of the spectral sequence as
Ep,qr =
Zp,qr
Bp,qr−1 + Z
p+1,q−1
r−1
, (22)
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which is a well-defined quotient since Zp+1,q−1r−1 ⊂ Z
p,q
r . For r = 0, 1 this
gives (17) and (18).
One can check that
d(Zp,qr ) = B
p+r,q−r+1
r ⊂ Z
p+r,q−r+1
r , (23)
and, consequently,
d(Bp,qr−1 + Z
p+1,q−1
r−1 ) = B
p+r,q−r+1
r−1 . (24)
That means that the differential restricts to a map Zp,qr → Z
p+r,q−r+1
r
which descends to the quotient in (22), defining the differential dr.
Finally one can prove that the cohomology of the differential dr on
Ep,qr coincides with E
p,q
r+1.
Remark 2. One can check that Hp,q(E∗,∗0 , d0) = E
p,q
1 simply by com-
puting kernel and image of d0 in E
p,q
0 which shows that the cohomology
is
Zp,q1 /F
p+1Cp+q
Bp,q0 /F
p+1Cp+q
∼=
Zp,q1
Bp,q0 + F
p+1Cp+q
= Ep,q1 . (25)
A filtration F ∗C of a graded complex (C, d) is bounded if for each
degree p there are integers s and t such that
0 = F sCp ⊂ · · · ⊂ F i+1Cp ⊂ F iCp ⊂ · · · ⊂ F tCp = Cp. (26)
The cohomology of a filtered graded complex (C, d) inherits a filtra-
tion, where F iH(C, d) is given by the image of H(F iC, d) in H(C, d)
under the inclusion map.
The standard convergence theorem for the spectral sequence associ-
ated with a filtered graded complex states that, under the assumption
of boundedness of the filtration, the limit term of the spectral sequence
determines the graded space associated with the filtration of the coho-
mology of the complex.
More precisely we have, see e.g. [11]:
Theorem 3. The spectral sequence associated with a bounded filtration
converges to H(C, d), i.e.
Ep,q
∞
∼=
F pHp+q(C, d)
F p+1Hp+q(C, d)
. (27)
4. Bihamiltonian cohomology
In this Section we prove our main result, i.e. we compute the bihamil-
tonian cohomology BHpd (Fˆ , d1, d2) of the dispersionless KdV Poisson
pencil.
The main step in our proof is the computation of the cohomology of
the auxiliary complex (Aˆ[λ], Dλ) in Proposition 4. We define a filtration
of such complex by imposing a bound on the highest derivative and we
study the convergence of the associated spectral sequence. The first
page E∗,∗1 is still highly non-trivial: we compute it in Lemma 5 and
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we give an explicit expression for the differential d1 in Lemma 7. The
spectral sequence however collapses at the second term. This is proved
by introducing an explicit contracting homotopy h for d1. Finally,
the convergence theorem for bounded spectral sequences allows us to
recover the cohomology of (Aˆ[λ], Dλ) by a standard argument.
In Section 4.2 we use two arguments from [9] to compute the coho-
mology groups H(Fˆ [λ], dλ) and the bihamiltonian cohomology groups
BH(Aˆ, D1, D2) and BH(Fˆ , d1, d2). The first relates the bihamiltonian
cohomology groups BH(Aˆ, D1, D2), resp. BH(Fˆ , d1, d2), to the coho-
mology of the complexes (Aˆ[λ], Dλ) , resp. (Fˆ [λ], dλ), cf. Lemma 10.
The second employs a long exact sequence (73) to relate the cohomol-
ogy of (Fˆ [λ], dλ) to that of (Aˆ[λ], Dλ).
4.1. The main proposition. We start by computing the cohomology
of the complex (Aˆ[λ], Dλ), where Dλ = D2 − λD1.
Proposition 4.
H(Aˆ[λ], Dλ) = R[λ]⊕ (C
∞(R)/R[u])θθ1 ⊕ C∞(R)θθ1θ2 (28)
Proof. The proof consists of two parts: first we define a filtration of the
complex (Aˆ[λ], Dλ) and compute the first page E
∗,∗
1 of the associated
spectral sequence. Then we compute the second page E∗,∗2 by defining
an explicit contracting homotopy h for d1. It turns out that the spec-
tral sequence E∗,∗r collapses at the second page. Use of the standard
convergence theorem for spectral sequences yields the desired result.
Let
Aˆ(r) := C∞(R)[[u1, . . . , ur; θ, . . . , θr]], (29)
the subspace of Aˆ where the order of x-derivatives is at most r. The
quotient Aˆ(r)/Aˆ(r−1) is canonically identified with the subspace Aˆ[r]
generated by monomials in Aˆ(r) with at least one x-derivative of order
r. Denote
Aˆ
(r)
d = Aˆd ∩ Aˆ
(r), Aˆ
[r]
d = Aˆd ∩ Aˆ
[r] ∼= Aˆ
(r)
d /Aˆ
(r−1)
d (30)
the standard degree d homogeneous component of Aˆ(r) and Aˆ[r], re-
spectively.
We define the following decreasing filtration of Aˆ[λ]
F iAˆ[λ] =
{
a =
∑
d>0
ad ∈ Aˆ[λ] s.t. ad ∈ Aˆ
(d−i)
d [λ]
}
, (31)
for i ∈ Z, which induces the filtration of the homogeneous component
Aˆd[λ]
F iAˆd[λ] = Aˆ
(d−i)
d [λ]. (32)
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This filtration is bounded i.e.
0 = F d+1Aˆd[λ] ⊂ · · · ⊂ F
i+1Aˆd[λ] ⊂ F
iAˆd[λ] ⊂ · · · ⊂ F
0Aˆd[λ] = Aˆd[λ].
(33)
Let (E∗,∗r , dr) be the spectral sequence associated with the filtration
F iAˆ[λ]. By construction the zeroth page E∗,∗0 is given by the graded
space associated with the filtration
Epq0 = gr
pAˆp+q[λ] ∼= Aˆ
[q]
p+q[λ]. (34)
Note that E∗,∗r is a first quadrant spectral sequence, i.e. E
p,q
r is non-
trivial only if p, q > 0.
In particular we have
E0,00 = Aˆ0[λ], E
p,0
0 = 0 for p > 0 (35)
and
E0,q0 = u
qAˆ0[λ] + θ
qAˆ0[λ] for q > 0. (36)
The differential d0 : E
p,q
0 → E
p,q+1
0 is simply the differential induced
by Dλ on the graded space, i.e.
d0 : Aˆ
[q]
p+q[λ]→ Aˆ
[q+1]
p+q+1[λ] (37)
explicitly given by
d0 =
(
(u− λ)θq+1 +
1
2
uq+1θ
)
∂
∂uq
+
1
2
θθq+1
∂
∂θq
. (38)
By computing the cohomology of the complex (E∗,∗0 , d0) we get the
first page of the spectral sequence.
Lemma 5. The non-trivial entries Ep,q1 of the first page of the spectral
sequence are given by
E0,01 = R[λ], (39)
E0,11 =
C∞(R)
R[u]
θθ1, (40)
Ep,q1 = Aˆ
[q−1]
p θθ
q for p > 1, q > 2. (41)
Proof. Let us prove (41). Let p > 1, q > 1. The kernel of d0 in E
p,q
0 is
given by
θθqAˆ(q−1)p [λ] +
(
(u− λ)θq +
1
2
uqθ
)
Aˆ(q−1)p [λ]. (42)
To see this, let f ∈ Aˆ
[q]
p+q[λ] and write it as f = f0 + θf1 with both f0
and f1 independent of θ. The equation d0f = 0 is equivalent to
θ
∂f
∂uq
= 0, (43)
(u− λ)
∂f
∂uq
−
1
2
θ
∂f
∂θq
= 0. (44)
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The first one implies that f0 does not depend on u
q hence it can be
written as
f0 = θ
qg (45)
for g ∈ Aˆ
(q−1)
p [λ] independent of θ.
The second equation then becomes
(u− λ)
∂f1
∂uq
=
1
2
g. (46)
This implies that, since g does not depend on uq and θq, then
f1 = θ
qf2 + u
qf3 (47)
for f2, f3 ∈ Aˆ
(q−1)
p [λ]. Then f is clearly of the form (42).
Note that from (42) it follows immediately that Ep,11 = 0 for p > 1.
Let us now restrict to q > 2. The image of d0 in E
p,q
0 is given by
elements of the form(
(u− λ)θq +
1
2
uqθ
)
∂g˜
∂uq−1
+ θqθ
(
(u− λ)
∂f˜
∂uq−1
−
1
2
∂g˜
∂θq−1
)
(48)
where g˜ + θf˜ is an arbitrary element in Aˆ
[q−1]
p+q−1[λ] and f˜ and g˜ do not
depend on θ.
Let f be an element of the kernel (42), i.e. of the form
f =
(
(u− λ)θq +
1
2
uqθ
)
g +
1
2
θθqh. (49)
Note that we can choose both g and h independent of θ.
Let us now find another representative for the class [f ] in Ep,q1 by
subtracting an element of the image of d0 of the form (48). Choosing
g˜ such that
g =
∂g˜
∂uq−1
(50)
we obtain a representative of the form
1
2
θθq
(
h−
∂g˜
∂θq−1
+ 2(u− λ)
∂f˜
∂uq−1
)
. (51)
Since g˜ is a polynomial in uq−1, eq. (50) fixes completely g˜ but for its
part of degree zero in uq−1. Let g˜ = g˜0 + g˜1 where g˜0 is the degree-zero
part in uq−1. Since ∂g˜0
∂θq−1
is an arbitrary term in Aˆ
(q−2)
p [λ] which does
not depend on θ, we can choose g˜0 such that
h+
∂g˜1
∂θq−1
+
∂g˜0
∂θq−1
(52)
is an element of Aˆ
[q−1]
p [λ]. Finally we can choose f˜ to kill the λ depen-
dence in (51). Eq. (41) is proved.
It remains to show that E0,q1 = 0 for q > 2, E
0,1
1 = C
∞(R)/R[u] and
E0,01 = R[λ], which are straightforward computations. 
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Remark 6. Note that Ep,q1 = 0 for p 6 q − 2, q > 2.
Lemma 7. For p > 1, q > 2, the differential d1 : E
p,q
1 → E
p+1,q
1 is
given by
d1(fθθ
q) =
(
(Dλ(f))λ=u +
q − 2
2
θ1f
)
θθq ∈
Aˆ
(q−1)
p+1 θθ
q
Aˆ
(q−2)
p+1 θθ
q
(53)
for f ∈ Aˆ
[q−1]
p .
Proof. By definition the differential d1 is the map induced by Dλ on
the first page of the spectral sequence written as
Ep,q1 =
D−1λ Aˆ
(q)
p+q+1[λ] ∩ Aˆ
(q)
p+q[λ]
DλAˆ
(q−1)
p+q−1[λ] + Aˆ
(q−1)
p+q [λ]
. (54)
For p > 1, q > 2, we can choose the representative of a class in Ep,q1 as
an element in Aˆ
(q)
p+q[λ] of the form fθθ
q with f ∈ Aˆ
[q−1]
p . Applying Dλ
to such element, and quotienting by Aˆ
(q−1)
p+q+1, we get
d1(fθθ
q) = Dλ(f)θθ
q +
q − 2
2
θ1fθθq, (55)
where the right-hand represents an element in
Aˆ
[q]
p+q+1[λ]
DλAˆ
(q−1)
p+q [λ] ∩ Aˆ
[q]
p+q+1[λ]
. (56)
Next, we quotient by DλAˆ
(q−1)
p+q [λ] ∩ Aˆ
[q]
p+q+1[λ] to get a representative
of d1(fθθ
q) in Aˆ
(q−1)
p+1 θθ
q.
In other words we can add to (55) an element of the form
(uθq +
1
2
uqθ)
∂g
∂uq−1
+
1
2
θθq
∂g
∂θq−1
− λθq
∂g
∂uq−1
(57)
for g ∈ Aˆ
(q−1)
p+q [λ] such that it kills the λ term in (55) i.e.
θq
(
∂g
∂uq−1
− θD1(f)
)
= 0. (58)
It is clear that we can always choose an element g = θg˜ such that this
equation holds. We obtain a new representative for (55), that is(
D2(f) +
q − 2
2
θ1f − u
∂g˜
∂uq−1
)
θθq, (59)
which, using (58), coincides with the desired result (53).
It remains to show that this element lives in the quotient
Aˆ
(q−1)
p+1 θθ
q
Aˆ
(q−2)
p+1 θθ
q
. (60)
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Let us look for elements in the denominator of (56) which are of the
form hθθq with no λ dependence. An element ofDλAˆ
(q−1)
p+q [λ]∩Aˆ
[q]
p+q+1[λ]
is of the form (
(u− λ)θq +
1
2
uqθ
)
∂g
∂uq−1
+
1
2
θθq
∂g
∂θq−1
(61)
for g ∈ Aˆ
(q−1)
p+q [λ]. To get an element of the form hθθ
q either ∂g
∂uq−1
is
proportional to θ, but then we would obtain an element dependent on
λ, or ∂g
∂uq−1
= 0 with g ∈ Aˆ
(q−1)
p+q . Without loss of generality we can then
choose g ∈ θq−1Aˆ
(q−2)
p+1 . We conclude that (53) lives indeed in (60). 
Now we compute the second page E∗,∗2 .
Lemma 8. The second page of the spectral sequence is given by
Ep,q2 =


R[λ] p = 0, q = 0,
C∞(R)
R[u]
θθ1 p = 0, q = 1
C∞(R)θθ1θ2 p = 1, q = 2
0 else.
(62)
Proof. Let us first compute the nontrivial entries. By the vanishing of
d1, the spectral sequences stabilizes at E
0,0
1 and E
0,1
1 , hence E
0,0
2 = R[λ]
and E0,12 =
C∞(R)
R[u]
θθ1 . On the other hand, an element (f(u)θ1 +
g(u)u1)θθ2 of E1,21 = Aˆ
[1]
1 θθ
2 is in the kernel of d1 iff
d1(fθ
1 + gu1) =
1
2
gu1θθ1θ2 = 0. (63)
Hence
E1,22 = Ker(d1 : E
1,2
1 → E
2,2
1 ) = C
∞(R)θθ1θ2. (64)
For the cases p > 1 and q > 2, (p, q) 6= (1, 2), we shall construct an
explicit homotopy for the differential d1. Introduce the operator
U :=
∑
s>1
(s+ 2)
2
us
∂
∂us
+
∑
s>0
(s− 1)
2
θs
∂
∂θs
.
Remark that this operator measures the degree of a monomial in Aˆ
where the weight of each us is (s + 2)/2 and of θs is (s − 1)/2. From
this it follows that U is invertible on Ep,q2 = Aˆ
[q−1]
p θθq for p > 1, q > 2
and (p, q) 6= (1, 2).
Lemma 9. The operator
h := U−1
∂
∂θ1
is a contracting homotopy for d1 : E
p,q
1 → E
p+1,q
1 for p > 1, q > 2 and
(p, q) 6= (1, 2).
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Proof. We should check that hd1 + d1h = 1. For this we split the
differential d1 as
d1 = Uθ
1 + α.
Since U and θ1 clearly commute, the first term on the right hand side
is a differential for which h is clearly a contracting homotopy, i.e.,
h(Uθ1) + (Uθ1)h = 1.
Comparing with the explicit formula of the differential d1 in Lemma
7, we see that the first term Uθ1 in the expression for d1 above is exactly
the part that depends on θ1. (The last term in Lemma 7 proportional
to (q − 2)θ1/2 is taken into account by the s = 0 term in the second
summation in the formula for U .) Therefore α is exactly the part
which does not contain θ1. By the fact that the number of θ’s in each
summand for d1 is odd, it follows that
∂
∂θ1
α + α
∂
∂θ1
= 0.
Next, again from the explicit expression of Lemma 7, we easily check
that deg(α) = 0, for the grading as described above, i.e., where deg(us) =
(s+2)/2 and deg(θs) = (s−1)/2. In other words, [U, α] = 0, and there-
fore
hα + αh = 0.
Combining this equation with the fact that h is already a contracting
homotopy for Uθ1, we get that hd1+ d1h = 1 and the statement of the
Lemma follows. 
We conclude that Ep,q2 = 0 for p > 1, q > 2, excluding the case p = 1,
q = 2. This proves Lemma 8. 
Let us return to the proof of Proposition 4. Since d2 maps E
p,q
2
to Ep+2,q−12 , it must vanish everywhere, in other words the spectral
sequence collapses at the second term, and the limit term E∗,∗
∞
coincides
with E∗,∗2 .
The filtration F ∗ of the complex (Aˆ[λ], Dλ) is bounded, hence it
converges by Theorem 3, i.e.
Ep,q
∞
∼=
F pHp+q(Aˆ[λ], Dλ)
F p+1Hp+q(Aˆ[λ], Dλ)
. (65)
It follows in particular that for every (p, q) such that Ep,q
∞
= 0 we have
F pHn(Aˆ[λ], Dλ) ∼= F
p+1Hn(Aˆ[λ], Dλ) (66)
where n = p+ q, and because the filtration is bounded we have
F 0Hn(Aˆ[λ], Dλ) = Hn(Aˆ[λ], Dλ) (67)
and
F nHn(Aˆ[λ], Dλ) = 0 for n 6= 0. (68)
14 GUIDO CARLET, HESSEL POSTHUMA, AND SERGEY SHADRIN
It is straightforward to conclude that the cohomology is given by (28).
The Proposition is proved. 
4.2. Consequences. The following Lemma, proved in [9], relates the
bihamiltonian cohomology of Aˆ, resp. Fˆ , with the cohomology of the
complex (Aˆ[λ], Dλ), resp. (Fˆ [λ], dλ). We give a slightly modified ver-
sion adapted to the scalar case.
Lemma 10. We have
BHpd (Aˆ, D1, D2)
∼= H
p
d (Aˆ[λ], Dλ), (69)
BHpd (Fˆ , d1, d2)
∼= H
p
d(Fˆ [λ], dλ) (70)
for p, d > 0 excluding (p, d) = (0, 0), (1, 0), (1, 1), (2, 1).
Proof. One can repeat the proof given in [9]. Such proof of (69) relies on
the fact that Hpd(Aˆ, D1) = 0 and H
p−1
d−1 (Aˆ, D1) = 0. Since in the scalar
case Hpd(Aˆ, D1) = 0 unless (p, d) = (0, 0), (1, 0), we need to exclude the
four cases above. The analogous remark applies to (70). 
Theorem 11. The bihamiltonian cohomology groups are given by
BHpd (Aˆ, D1, D2) =


R p = 0, d = 0,
C∞(R)θθ1 p = 2, d = 1,
C∞(R)θθ1θ2 p = 3, d = 3,
0 else.
(71)
Proof. It is a direct consequence of (28) and (69) for all p, d > 0 but
the four cases (p, d) = (0, 0), (1, 0), (1, 1), (2, 1). The four exceptional
cases can be quickly obtained by straightforward calculations. 
Remark 12. The bihamiltonian cohomology groups BHpd(Aˆ) for p =
2, 3, 4, d > 0 were computed in [9] by direct computation, i.e. without
the use of Lemma 10.
As noted in [9] the short exact sequence of differential complexes
0→ (Aˆ[λ]/R[λ], Dλ)
∂
−→ (Aˆ[λ], Dλ)
∫
−→ (Fˆ [λ], dλ)→ 0 (72)
induces a long exact sequence in cohomology
· · · → Hpd−1(Aˆ[λ]/R[λ])→ H
p
d(Aˆ[λ])→
→ Hpd(Fˆ [λ])→ H
p+1
d (Aˆ[λ]/R[λ])→ · · · (73)
for d > 1. Note thatHpd(Aˆ[λ]/R[λ], Dλ) = H
p
d (Aˆ[λ], Dλ) unless p = d =
0. The vanishing of most of the groupsHpd(Aˆ[λ], Dλ) implies at once the
vanishing of Hpd(Fˆ [λ], dλ) for p > 1 excluding the four cases (p, d) =
(1, 1), (2, 1), (2, 3), (3, 3). Moreover the long exact sequence (73) at
(p, d) = (1, 1), (2, 1) implies that
H11(Fˆ [λ])
∼= H21 (Fˆ [λ]) = H
2
1 (Aˆ[λ]) = (C
∞(R)/R[u])θθ1 (74)
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and at (p, d) = (2, 3), (3, 3) that
H23 (Fˆ [λ])
∼= H33 (Fˆ [λ]) = H
3
3 (Aˆ[λ]) = C
∞(R)θθ1θ2. (75)
It is easy to compute the d = 0 cases explicitly, thus obtaining the
following:
Proposition 13. The non-trivial cohomology groups Hpd(Fˆ [λ], dλ) are
isomorphic to
C∞(R)/R[u] for (p, d) = (1, 1), (2, 1), (76)
C∞(R) for (p, d) = (2, 3), (3, 3) (77)
and R[λ] for (p, d) = (0, 0).
Theorem 14. For the bihamiltonian cohomology groups BHpd (Fˆ , d1, d2)
we have
BHpd(Fˆ , d1, d2)
∼=


C∞(R) (p, d) = (1, 1), (2, 1), (2, 3), (3, 3),
R (p, d) = (0, 0),
0 else.
(78)
Proof. Follows from Lemma 10 and Proposition 13.
The four exceptional cases that cannot be obtained from Lemma 10
have to be checked separately. It is a simple straightforward com-
putation, so we provide here only an example for p = d = 1. The
bihamiltonian cohomology group in this case is given by elements of
Fˆ11 that are in the kernel of both d1 and d2. A general element of Fˆ
1
1
is of the form ∫ (
f(u)θ1 + g(u)u1θ
)
. (79)
This element is in the kernel of both d1 and d2, since, as one can
easily check, both D1 and D2 map f(u)θ
1 + g(u)u1θ to ∂Aˆ21. (Recall
that di
∫
=
∫
Di on Aˆ). Finally we can quotient by ∂Aˆ
1
0 to obtain a
representative of the form ∫
h(u)u1θ. (80)
The remaining exceptional cases can be computed in a similar way. 
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