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Recordings in the human medial temporal lobe have found many neurons that respond to pictures
(and related stimuli) of just one particular person out of those presented. It has been proposed that
these are concept cells, responding to just a single concept. However, a direct experimental test of
the concept cell idea appears impossible, because it would need the measurement of the response
of each cell to enormous numbers of other stimuli. Here we propose a new statistical method for
analysis of the data, that gives a more powerful way to analyze how close data are to the concept-cell
idea. It exploits the large number of sampled neurons, to give sensitivity to situations where the
average response sparsity is to much less than one response for the number of presented stimuli.
We show that a conventional model where a single sparsity is postulated for all neurons gives an
extremely poor fit to the data. In contrast a model with two dramatically different populations
give an excellent fit to data from the hippocampus and entorhinal cortex. In the hippocampus,
one population has 7% of the cells with a 2.6% sparsity. But a much larger fraction 93% respond
to only 0.1% of the stimuli. This results in an extreme bias in the reported responsive of neurons
compared with a typical neuron. Finally, we show how to allow for the fact that some of reported
identified units correspond to multiple neurons, and find that our conclusions at the neural level
are quantitatively changed but strengthened, with an even stronger difference between the two
populations.
I. INTRODUCTION
A long-standing debate (e.g., [4–6, 26, 27, 30, 31]) con-
cerns whether biological neural systems use local or dis-
tributed coding1 for the representation of high-level enti-
ties, like individual people. Although the consensus [10]
is that only distributed coding is used, a number of ex-
periments find results that are very suggestive of local
coding. For example, Hahnloser, Kozhevnikov and Fee
[11] find neurons in zebra finches that each fire only at
one particular time during a bird’s singing of its own
song. In a sensory context in the medial temporal lobe
(MTL) of human epileptic patients, Quian Quiroga et al.
[32] report many examples of neurons that fire only in
response to a stimulus that contains a particular person.
It has been suggested that these neurons are concept cells
[29], responding to one concept out of many possible.
It is therefore important to measure how close such
neurons are to the local coding situation. There are
some interesting conceptual issues associated with what
precisely should be meant by the previous sentence, and
we will discuss these further in Sec. VII C. Among these
is the question of whether a particular neuron should be
considered as actually participating in the representation
of a particular concept, when it is measured that the neu-
ron responds strongly to the presence (in some sense) of
1 For our purposes, we will mean by a local code that there exist
single neurons for particular concepts, ideas, or other entities,
so that activity of one of these neurons above some threshold
indicates exclusively the presence of the corresponding entity.
With distributed coding, measurements from several or many
neurons are needed to determine whether a particular entity is
present.
that concept in the stimulus. It might be, for example,
that, instead, the neuron represents an episodic memory
whose content includes the concept.
For our immediate purposes, we do not actually have
to solve this issue. The problem we address is that any
neuron that does local coding for a high-level concept
will respond to only a very small fraction of stimuli, so
that direct experimental measurements have great diffi-
culty testing whether the coding is actually local. Con-
sider the classic case where the concepts represented are
actually those detected in a current stimulus. For ex-
ample, the concept might be that of a particular indi-
vidual human in a visual scene. To measure whether
a particular cell implements local coding for a concept,
one would need presentation of stimuli that cover a large
fraction of the concepts known to the subject. This is ev-
idently far beyond current experimental capabilities, at
least. Measurements such as those in [22, 32] use stimuli
corresponding to only about 100 distinct entities (people,
famous buildings, etc).
As one of us has shown [9] in collaboration with Jin, a
substantial complication in the interpretation of the data
is that there are wide differences in the response proper-
ties of the neurons in question. A small percentage re-
spond to several distinct stimuli out of those presented,
while a vast majority respond on average to much less
than one. This was quantitatively deduced from sum-
mary statistics for the data that were given in [32]. (No
further breakdown of the data was given.) We made a
prediction for the fraction of neurons as a function of the
number of stimuli to which they make an above-threshold
response.
In this paper, we present and use a more complete ver-
sion of the novel statistical method underlying our earlier
work, to deduce the conceptual-coding properties of neu-
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2rons. Applying it to more recent and more detailed data
from [22], we will find that in fact the vast majority of
the measured neurons respond on average to much less
than one stimulus in the approximately 100 that are pre-
sented. A direct measurement on a single neuron would
need thousands of conceptually distinct stimuli to achieve
the same result. The effectiveness of our method arises
from the large number of neurons probed. A measure
of the method’s power is the number of neuron-stimulus
trials, i.e., the number of stimuli times the number of
neurons. This is in the hundreds of thousands for the
data of [22, 32].
From properties of the set of neuron-stimulus trials,
treated as a sample, we deduce estimated response prop-
erties for the “universe” of all neurons in particular brain
regions and all relevant stimuli. We will formulate the re-
sults in terms of the sparsity of individual neurons. Our
definition is that the sparsity of a particular neuron is
the fraction of stimuli to which it gives a response above
some appropriate threshold (e.g., as chosen in [22, 32]).
Our aim is to estimate the distribution of sparsity over
neurons in a particular brain region. The simplest model,
[40], is that all neurons have (approximately) the same
sparsity. But, as we will show, such a model is in dra-
matic disagreement with the data; a more general distri-
bution with widely varying sparsities for different neurons
is needed, and we will estimate such a distribution, and
show that most neurons in the areas concerned have a
sparsity below 10−3.
These results confirm and extend those we made ear-
lier [9]. In particular, the prediction mentioned above
is successfully tested, with a quantitative measure of its
(excellent) goodness of fit to the newer data. (Minor
changes in parameters are needed for the different set of
data.)
It has previously been pointed out, notably in [24, 36],
that many neurons are unresponsive or even silent, within
the limits of experimental measurements over a limited
period, as is quantitatively supported by our results.
Hence a problem is that reported measurements of re-
sponsive neurons can give a very biased picture of the
nature of neural coding. Our method provides a tool for
both measuring the bias and for compensating for it.
In our discussion section, Sec. VII, we include remarks
on the implications of our results for the nature of neural
coding of high-level concepts.
II. OUTLINE
After setting up our methods, we apply them to pub-
lished data from Mormann et al. [22], which presents
measurements of the number of neurons as a function
of the number of stimuli (out of a total of around 100)
to which a particular neuron gives an above-threshold re-
sponse. The data are for four different areas of the MTL
pooled across several patients.
For the distribution of sparsity, we use a model whose
general form has multiple populations of cells, each char-
acterized by a particular sparsity and a fraction of the
total neural population. We regard an experiment as us-
ing a random sample of neurons and stimuli. The model
is in fact a particular kind of mixture model, in statistical
terminology, with one component of the mixture for each
population. To fit the model to data, an appropriate
method is the maximum likelihood method, and it al-
lows us not only to measure the parameters of the model
and their uncertainties, but also to evaluate the good-
ness of fit with the aid of a χ2 function. We show that
the plots given in [22] (numbers of neurons responding
a particular number of stimuli) give sufficient statistics
for fitting the model, in the sense of standard statistical
theory. The much more elaborate statistical treatment
used by Waydo et al. [40] is actually unnecessary, and,
importantly, did not provide a measure of goodness of fit.
One motivation for using populations of neurons each
with a particular value of sparsity arises from work by
Attwell and Laughlin [1] and by Lennie [18]. There it
is shown that to optimize the energy consumption by
neurons transmitting a given amount of information, a
particular value of sparsity is preferred, around a few per-
cent. Even if other constraints besides energy consump-
tion are important, the analyses suggest that sparsity is
a parameter that could be adjusted (e.g., by evolution)
to optimize the performance of a neural system. There-
fore it is sensible to propose models in which particular
populations of neurons have particular values of sparsity.
Another motivation for trying a multiple-population
model is that recent experiments have detected multiple
populations of neurons located in the various song-related
regions of the brains of zebra finches [16]. These sets of
neurons have strikingly different properties of these sets
of neurons as regards how often they spike.
We first show that the simplest possible model with
one population of neurons, all with the same sparsity,
provides an unacceptably bad fit to the data. Such a
model is quite often used, for example [40] by the exper-
imental group whose data we fit.
The nature of the deviations between the single-
population model and the data will show that at least
one more population of very sparsely responding neu-
rons is needed. As an intermediate step we show that
a better fit is obtained by adding a population of silent
neurons, i.e., of neurons that gave no above threshold
responses whatever in the experiment. This provides a
greatly improved fit, as expected, but the fit is still poor.
Interestingly, the silent neurons are in the majority.
Our main model has two populations of neurons each
with a particular sparsity. It has three parameters: the
sparsities of the two populations and the relative size
of the two populations. We will find greatly improved
fits. In the case of the hippocampus, the fit is completely
acceptable by the appropriate χ2 criterion, although in
the other areas the fits are poorer, particularly for the
PHC. In all cases, we find that at most only about 5%
of the neurons have a normal sparsity of a few percent.
3The remaining 95% or more of the neurons respond ultra-
sparsely, with a sparsity around 0.1%. Thus the vast ma-
jority of the neurons are almost silent: they respond on
average to much less than one out of the approximately
100 distinct stimuli presented in the experiments. The
neurons that are reported as responding are therefore an
extremely biased sample of all neurons in the tested re-
gions. Our statistical methods provide a way to quantify
this bias and to compensate for it.
Our finding of a large number of silent cells quantita-
tively supports the conclusions of Shoham, O’Connor and
Segev [36] about neural dark matter. It is similar, but
more extreme, than a similar conclusion by Olshausen
and Field [24] about the (apparent) silence of many neu-
rons in area V1 of the visual cortex.
There are other possible definitions of sparsity and/or
selectivity besides the one we chose, and other definitions
can give what appear to be dramatically different conclu-
sions. A notable example is the definition of Treves and
Rolls [39], who [35] find much larger values of sparsity,
around 30%–40%. We will argue that, although the two
definitions are equivalent in a certain limit, the high val-
ues for Rolls-Treves sparsity can be completely mislead-
ing as to the nature of neural coding. We will point out
that it is possible that neurons could have a relatively
low number of spikes in response to many stimuli but
a dramatically higher and readily identifiable response
to just a few stimuli. In that case, it can be that the
Rolls-Treves sparsity measures mostly the variability of
the common low responses, while our sparsity measures
the fraction of the selective high responses.
Finally, we will comment on whether our conclusions
are robust, on its implications, and on the possibility
raised by Waydo et al. [40] that there may be even more
apparently silent neurons, so that the true conclusions
about ultra-sparsely responding neurons are even more
extreme by a substantial factor than what we have fitted.
III. GENERAL MULTI-POPULATION MODEL
AND ITS STATISTICAL ANALYSIS
We define the sparsity of a unit or neuron as the frac-
tion of total stimuli that elicit a response from that unit.
For our purpose distinct stimuli are distinct visual images
of people, objects, etc, such as used in [32]. The threshold
for defining a response is set by the experimenters [32].
Only a very small subset of the total possible stimuli are
presented in a particular experimental context, and any
precise estimates of the sparsity distribution are likely to
depend on the circumstances of the experiment.
This definition of sparsity is appropriate where the
measured neurons typically have a low firing rate, and
occasionally have a much higher firing rate, under spe-
cific circumstances. This applies to typical neurons in
the kind of data we analyze — see examples in [22, 32].
Related examples that suggest when our definition is
appropriate can be found in neural activity in the HVC
area of zebra finches during their song [11, 16]. RA-
projecting and X-projecting neurons have occasional high
firing rates at consistent points in a bird’s song, with few
spikes elsewhere. Our thresholded definition of sparsity
would be appropriate (with different values for the RA-
and X-projecting neurons, of course). The high responses
can be usefully read out, not just by experimentalists, but
by other “reader” neurons [7]. In contrast interneurons
fire at a high rate during much of the song, but with
fairly consistent patterns of various levels of activity. For
these, the thresholded, binary definition of sparsity would
be less appropriate. It might well be that the interneu-
rons have very low sparsity, since deviations of several
standard deviations above the mean firing rate are likely
to be rare, according to a visual examination of the fig-
ures in [11, 16]. But this would be misleading as to the
nature of the interneuron’s firing properties.
In the data that we analyze from [22], units were iden-
tified from electrode recordings using spike sorting tech-
niques which cannot always distinguish individual neu-
rons. Thus, the firing patterns reported for some units
represent the aggregate firing of multiple neurons rather
than for a single neuron. The simplest version of our
model ignores this distinction, and assumes that each
recorded unit consists of only a single neuron. But, as
we will explain in Sec. VI, the general principles of our
methods apply perfectly well at the unit level. We will
show how to transform from a neural-level model to a
unit-level model, and we will see how to interpret nu-
merical results of fits at the unit level in terms of single
neuron properties. This will result in no change in our
qualitative results, but a strengthening of our conclusions
about the presence of a large number of very sparsely re-
sponding neurons.
A. Model Definition
In the data we analyze, the unit firing patterns are
treated in a binary fashion. The threshold for a response
is defined by the experimentalists [22, 32]. We assume:
• The sparsity of each neuron remains constant over
the course of the experiment.
• The recorded neurons are statistically independent
of each other.
• The neurons are partitioned into distinct popula-
tions, each with fractional abundance, fi, where i
labels the population.
• All neurons in population i have the same sparsity,
αi.
The statistical independence of the recorded neurons was
verified experimentally [32].
Our ultimate goal is find an appropriate set of popu-
lations, with their fractional abundances and sparsities.
However, as will become apparent later, data has limited
4ability to distinguish populations with sparsities that are
close to each other: in that situation the effect is close to
that of a single population with a single averaged spar-
sity. In contrast, the data do provide the ability to dis-
tinguish populations of widely different sparsities. So our
practical goal will be to find the simplest model that is
consistent with reported data; the model is thus meant
only to be a useful approximation to reality.
In this paper, we will start from a very simple model
with one population of neurons, and elaborate it in two
stages. This will give three models:
1. Single-population model: All neurons have the
same sparsity, α. This model has one parameter.
2. Two-population model, with one population silent:
The active population has sparsity αD and abun-
dance fD, while the other population is silent with
αS = 0, and abundance 1 − fD. This model has
two parameters.
3. Full two-population model: Two active populations
are present, one with parameters αD and fD, and
one ultra-sparse population with parameters αUS
and fUS = 1 − fD. This model has three parame-
ters. The labeling of the populations is defined by
choosing αUS < αD.
For each model, we first produce the best fit to the data
in [22], by using a maximum likelihood estimates (MLE)
for the parameters [19]. We will do this for each of the
four regions of the MTL for which data is reported. Then
we test the goodness of the fit by using a χ2 analysis.
B. Mathematical characterization of data and
model
To implement the MLE of the parameters, we first de-
rive the likelihood function for the model. This is defined
[19] as the probability of the data given the model and
its parameters.
Given that the neurons are treated as binary (respon-
sive or not responsive), the data from an experiment in
which N neurons are recorded during the presentation of
S stimuli can be fully represented by a collection of NS
Bernoulli random variables, Xjs
Xjs =
{
1, if neuron j responds to stimulus s,
0, if neuron j does not respond to s.
(1)
Our model in its general form has M populations, with
population i having fractional abundance fi and sparsity
αi. The fractional abundances add to unity:
M∑
i=1
fi = 1, (2)
so that there are 2M − 1 model parameters: the spar-
sity of each population, the fractional abundance of each
population, but minus one for the constraint (2).
If we knew the population ij to which a neuron j be-
longs, then the probability distribution of Xjs would be
2
Prob
(
Xjs=xjs | αij
)
=
{
αij , if xjs = 1,
1− αij , if xjs = 0
= α
xjs
ij
(
1− αij
)1−xjs
. (3)
Then the probability of a particular outcome in the show-
ing of S stimuli to the whole set of neurons is:
Prob
({Xjs = xjs} | {αij}) = ∏
j,s
Prob
(
Xjs=xjs | αij
)
=
∏
j
[
α
∑S
s=1 xjs
ij
(
1− αij
)S−∑Ss=1 xjs] .
(4)
Here {Xjs = xjs} and {αij} denote the whole array of
the quantities notated.
It is now convenient to define two sets of auxiliary ran-
dom variables. One is the number of responses that a
particular neuron makes:
Kj =
∑
stimuli s
Xjs. (5)
The second is the number of neurons Nk that give k re-
sponses to the stimuli:
Nk =
∑
neurons j
δk,Kj , (6)
where as usual, the Kronecker delta δαβ obeys δαβ = 1 if
α = β and δαβ = 0 otherwise.
We can then write the probability of the data (given
the set of αij ) in terms of the values kj of the random
variables Kj alone:
Prob
({Xjs = xjs} | {αij}) = ∏
j
[
α
kj
ij
(
1− αij
)S−kj]
.
(7)
But we do not know the values of each neuron’s sparsity,
so the probability of the data given the model parameters
is given by summing over the possible sparsity values
weighted by their probabilities:
Prob({Xjs = xjs} | {αi, fi})
=
N∏
j=1
[
M∑
i=1
fiα
kj
i (1− αi)S−kj
]
. (8)
2 Here and elsewhere, we use a notational convention that is com-
mon in the statistical literature: Xjs with an upper case X de-
notes a random variable in the technical statistical sense, while
the corresponding symbol xjs with a lower-case name x denotes
a numerical value of the random variable that results from a
particular set of experimental observations.
5This depends only on the values of the random variables
Kj , and not on any more detailed properties of the data.
That is, the values of Kj are sufficient statistics for fitting
the model.
Therefore it is useful to compute the probabilities for
the Kj . First, for one neuron of given sparsity α, the
probability of k responses, in the presentation of S ran-
dom images, is the binomial distribution:
P (K = k | α) =
(
S
k
)
αk(1− α)S−k. (9)
Here the factor
(
S
k
)
= S!/(k! (S − k)!) counts the num-
ber of ways of getting k responses to S stimuli. The
distribution (9) has mean αS and standard deviation√
α(1− α)S, which is approximated by √αS for the ac-
tual situation of α 1. The ratio of standard deviation
to mean is
√
(1− α)/(αS) ' 1/√αS, which goes to zero
as S → ∞. If we plot the distribution of k/S, i.e., the
distribution of the fractional response rate, this can be
regarded as a smearing of the delta function δ(k/S −α).
In the model, there are M distinct neuronal popula-
tions, each with sparsity αi and fractional abundance
fi. If the population to which the neuron belongs is un-
known, then its probability of responding to k out of S
stimuli is
k ≡ P (K=k) =
∑
i
fiP (K=k | αi)
=
M∑
i=1
fi
(
S
k
)
αki (1− αi)S−k. (10)
With the aid of Eq. (2), one can check that the probabil-
ities in Eq. (10) correctly sum to unity:
∑S
k=0 k = 1.
We already know that the Kj are sufficient statistics
for fitting the model to the data. So we need the proba-
bilities for the set of Kj :
Prob
 N∧
j=1
Kj = kj
 = N∏
j=1
kj =
S∏
k=0
nkk , (11)
where “∧” denotes “and”. In the last part of this equa-
tion, we have simply counted the number of neurons with
a given value of k, for every possible value of k. Since the
result depends only on the values of nk, these themselves
form a set of sufficient statistics for fitting the model
to the data. Ref. [22] provided results for these numbers,
and no further information on the raw experimental data
is needed to fit the parameters of the model; examination
of the other quantities used in the work of Waydo et al.
[40] is unnecessary.
C. Likelihood and its analysis
Since the random variables Nk are sufficient statistics,
we need the probabilities for them. From these we ob-
tain the likelihood function that we will use for fitting
the model to the data. It is obtained from Eq. (11) by
counting the number of different arrays of Kj that given
a given set of Nks. We then get
L({αi, fi} | Data) ≡ Prob({Nk = nk}|{αi, fi})
=
N !∏S
k=0 nk!
S∏
k=0
nkk . (12)
In this likelihood function, the dependence on the model
parameters, {αi, fi}, is contained in the k.
Note that in making the transformation from a distri-
bution over Xjs to Kj and then to Nk, we have greatly
reduced the number of data items to be considered, from
NS to N (the number of neurons) to S (the number of
stimuli). Moreover, as can be seen from the data in [22],
only the first few Nk are nonzero in reality, at least to a
good approximation.
To estimate the values of the parameters of the model,
we use the maximum-likelihood method, as is appropri-
ate for this situation.
The methods we use are, in fact, almost identical to
long-established methods [2, 19] that are regularly used
for analyzing data from scattering experiments in high
energy physics (and more generally, scattering experi-
ments in physics). This close similarity arises because
both in the scattering experiments and in the neural data,
we have a large number of independent trials, and the
probability of a non-trivial outcome is small. A non-
trivial outcome in the physics case is a scattering event
between pairs of particles in the beams in an experiment,
while in the neural case it is an above-threshold response
by a particular neuron to a particular stimulus. The
physics analog of the neural Nk is the number of scatter-
ing events in a certain bin of kinematics.
Although our methods are informed by those used in
the physics case, we will provide a self-contained treat-
ment appropriate to the neural case. An important tool
we will take over from high-energy physics is an appro-
priately defined χ2 function that is closely related to the
logarithm of the likelihood function. Minimization of a
suitably defined [2, 12] χ2 is equivalent to maximizing
likelihood. The minimum value of χ2 provides a very
convenient measure of goodness of fit, to assess how con-
sistent the data are with the model. The shape of the χ2
function near the minimum can also be used to estimate
the uncertainties on the fitted values of the parameters of
the model, and also the correlations in the uncertainties.
The k are subject to the normalization constraint
S∑
k=0
k = 1, (13)
while the nk are constrained by
S∑
k=0
nk = N. (14)
6The maximum likelihood method finds the best fit to
the data by maximizing L({αi, fi}) with respect to the
parameters fi and αi.
The data show that the probability of a neural response
is much less than one. Thus we can usefully make approx-
imations appropriate for the situation that k  1 and
nk  N for k ≥ 1. Hence 0 is close to unity, while
n0 is less than N only by a small fraction. Under these
approximations, the likelihood function simplifies to:
L ≈
S∏
k=1
e−Nk
(Nk)
nk
nk!
, (15)
i.e., a product of Poisson distributions for each of the
non-zero k values. A derivation is given in the Appendix.
D. Error analysis
Suppose that we have estimated the best fit parameters
by maximizing likelihood with respect to the parameters
{αi, fi}. Then taking the likelihood function to be ap-
proximately Gaussian in the vicinity of its maximum, we
can estimate the confidence intervals and correlations of
the model parameters [19] from the diagonal terms of the
covariance matrix, defined by:
cov (θi, θj) = −
(
H−1
)
ij
, (16)
where the Hessian matrix is
Hij =
∂2
∂θi∂θj
lnL. (17)
The diagonal terms yield the parameter variances,
cov (θi, θi) = σ
2
i . Correlations between model parame-
ters, ρij , can be determined from the off-diagonal ele-
ments of Eq. (16),
ρij =
cov (θi, θj)
σiσj
. (18)
Two important properties of a Poisson distribution
e−Nk (Nk)
nk /nk! are its mean and standard deviation
〈Nk〉 = Nk, s.d.(Nk) =
√
Nk. (19)
Thus we can characterize the typical values of nk by nk =
Nk ±
√
Nk.
We will assess goodness of fit by using the following χ2
function:
χ2(kmax;n1, n2, . . . ) =
kmax∑
k=1
(nk −Nk)2
Nk
. (20)
This corresponds to −2 lnL, to within an additive con-
stant, when the Poisson distributions are replaced by
Gaussian approximations near their peak. But this ap-
proximation is only suitable when Nk is reasonably
much larger than one. So, in Eq. (20), we truncated
the sum over k to k ≤ kmax. The restriction should be
those values of k such that the expected value of nk is
bigger than one or two, i.e., where there are noticeable
neural responses. Beyond kmax, there are very few neural
responses, and therefore little information for fitting the
parameters of the model.
After we have we performed a maximum-likelihood es-
timate of the parameters of the model, statistical theory
[19] predicts a mean and standard deviation for χ2:
χ2 = Ndof ±
√
2Ndof . (21)
where the number of degrees of freedom, Ndof , is the
number of data values used (i.e., the number of values of
k in the truncated sum) minus the number of parameters
fitted (which will be 1, 2 or 3, in the particular imple-
mentations of the model that we use). If the value of
χ2 falls much outside this range, that indicates that the
model does not agree with the data.
IV. MULTI-UNIT CONSIDERATIONS
The preceding analysis assumes that the recorded units
all consist of a single neuron. However, only a fraction of
the recorded units contain a single neuron while the rest
are composed of several neurons.
We now show that given our general multipopulation
model at the neuron level, a version of the model also
applies at the unit level. That is, each unit has a sparsity,
which can be calculated as a function of the sparsities
of its constituent neurons, and there are populations of
units with different values of sparsity.
This is the general picture. Some simplifications and
useful approximations can be made in the application to
real data, as we will see in Sec. VI.
Suppose first that a particular unit consists of R neu-
rons of known sparsities. Let r = 1, . . . , R label the neu-
rons, and let αir be the sparsity of neuron r. The unit’s
sparsity, i.e., the probability that the unit responds to a
presented stimulus is given by:
α′ ≡ Prob (response | R,αi1 , . . . , αiR) = 1−
R∏
r=1
(1− αir ).
(22)
Then the probability that the unit responds to k of S
stimuli given R and the αir is a binomial distribution:
Prob(K = k | R,αi1 , . . . , αiR) =
(
S
k
)
(α′)k (1− α′)S−k.
(23)
So far, we have assumed that R and the sparsities αiR
are known. Next, we assess the unit sparseness in terms
of the probability distribution of the neural sparsities.
Let unitk,R be the total probability that the unit responds
to k stimuli given the number R of neurons in the unit.
7Then unitk,R is given by summing Eq. (23) over the dis-
tributions of αir . In the M -population model for the
neurons,
unitk,R =
∫
dαi1 . . . dαiRProb(K = k | R,αi1 , . . . , αiR)
× Prob(αi1 , . . . , αiR)
=
M∑
i1=1
· · ·
M∑
iR=1
fi1fi2 . . . fiR
(
S
k
)
(α′)k(1− α′)S−k,
(24)
with α′ given by Eq. (22). This is in fact a version of
the original multi-population model, whose k is given in
Eq. (10), with a more complicated labeling of the popu-
lations.
If the number of neurons in the unit, R, is sampled
from a distribution, g(R), then the total probability that
a unit responds to k of S stimuli, unitk is given by
unitk =
∞∑
R=1
g(R)unitk,R . (25)
Again, this is a case of a multi-population model. Eq.
(25) is then substituted for k in the likelihood function,
Eq. (15), and the rest of the analysis proceeds in an iden-
tical fashion as with the single-neuron unit model.
The combination of Eqs. (24) and (25) shows that from
the populations at the neural level, with their abundances
and sparsities, we obtain a (larger) set of populations at
the unit level: In all cases, Eqs. (10), (24), and (25),
k is a linear combination of binomial distributions. Al-
though the structure of the populations appears compli-
cated, considerable approximate simplifications will be-
come apparent when we fit data.
V. FITS TO DATA
The data [22] being analyzed come from recordings of
single neuron activity in four regions of the human MTL,
the hippocampus (Hipp), the entorhinal cortex (EC),
the amygdala (Amy), and the parahippocampal cortex
(PHC). Altogether, 1194 neurons/units were detected in
the hippocampus, 844 in the entorhinal cortex, 947 in
the amygdala, and 293 in the parahippocampal cortex,
accumulated over patients. During the experiment, the
patients were shown a randomized sequence of images
of famous individuals, landmarks, animals, and objects.
For each session, the patients were shown on average 97
images, each of which was presented six times during the
random sequence. Histograms of the number of responses
per unit for neurons in the four MTL regions were then
produced. The values are given in Table I, which we read
from graphs in Fig. 3 of [22].
In this section we show the results of fits to the data
with the three model implementations of our general
scheme, that we summarized in Sec. III A. We start with
a simple model with one population of neurons with a
single sparsity. Analyzing the disagreement between data
and model leads us to first to add a population of com-
pletely silent neurons, and then to allow the second pop-
ulation a non-zero sparsity. We fit the parameter(s) of
each model separately for each of the brain regions for
which data were given. In Table II, we tabulate the nu-
merical results of the fits of each model in each region.
In Figs. 1–4, we show the results graphically; each figure
shows the results of the three fits for a single region.
A. One-Population Model
First, we attempt to fit the data in the four regions
assuming only one population of neurons with sparsity
α. In this case, Eq. (10) becomes:
k =
(
S
k
)
αk(1− α)S−k. (26)
Substituting this into the likelihood function, and maxi-
mizing with respect to α, yields a maximum likelihood es-
timate (MLE) for the sparsity. For this and the other fits,
the maximization was performed numerically in Mathe-
matica, and we used the exact formula (12) for the like-
lihood, without any approximation such as (15).
The parameters of the fits are shown numerically in
Table II(a). In the top row of each of Figs. 1–4, the data
for each region are compared with the expectation values
of the response counts Nk
〈Nk〉 = Nk. (27)
The error bars in the plots are the one-standard-deviation
variations that the model predicts for the Nk over repe-
titions of the whole experiment.
We assess the goodness of fit of the model to the data
by the χ2 test, with χ2 defined in Eq. (20). The enormous
values of χ2 — see Table II(a) — show that the fits are
extremely bad, given the expected range, Eq. (21).
The nature of the bad fit is seen in the plots in the top
row of each of Figs. 1–4. Because the value of n0, the
number of non-responding neurons, is much larger than
for the other nk, we show two versions of the plot. The
right-hand plots have the k = 0 bin omitted and have a
changed vertical scale, to better exhibit the other bins.
The data considerably exceed the best fit in the k = 0
bin in all 4 regions, but undershoot the fit in the other
bins. We have a choice. If the sparsity is large enough
to give a sufficient number of cells that respond to mul-
tiple stimuli, then, compared with data, too few cells are
non-responsive. If instead, the sparsity is low enough to
reproduce the number of non-responsive cells (i.e., n0),
then there is much too small a probability for multiple
responses. In either case, the model cannot reproduce all
the data.
8n0 n1 n2 n3 n4 n5 n6 n7 n8 n9 n10 n11 n12 n13 n14
Hipp 1019 113 30 17 7 4 1 2 0 0 0 0 1 0 0
EC 761 45 15 9 4 8 0 0 1 0 0 0 0 1 0
Amy 842 61 17 15 3 3 1 0 1 1 0 0 0 1 2
PHC 244 13 11 7 3 0 4 1 2 4 3 0 1 0 0
TABLE I: Number of neurons nk responding to k images as reported by [22] in four MTL regions.
Hipp EC Amy PHC
α (2.6± 0.1)× 10−3 (2.2± 0.2)× 10−3 (2.5± 0.2)× 10−3 (6.8± 0.5)× 10−3
χ2(5) 5.1× 102 4.8× 102 3.4× 102 2.5× 102
(a) One-population model.
Hipp EC Amy PHC
αD (1.3± 0.1)× 10−2 (1.9± 0.2)× 10−2 (1.9± 0.1)× 10−2 (4.0± 0.3)× 10−2
fD 0.21± 0.02 0.11± 0.01 0.13± 0.01 0.17± 0.02
χ2(5) 20 19 33 29
(b) Two-population model, with one population being totally silent.
Hipp EC Amy PHC
αD (2.6± 0.3)× 10−2 (3.2± 0.4)× 10−2 (3.8± 0.4)× 10−2 (5.1± 0.4)× 10−2
fD 0.06± 0.01 0.05± 0.01 0.05± 0.01 0.12± 0.02
αUS (1.0± 0.1)× 10−3 (5.4± 1.0)× 10−4 (7.4± 1.1)× 10−4 (5.8± 2.0)× 10−4
fUS 0.94± 0.01 0.95± 0.01 0.95± 0.01 0.88± 0.02
χ2(5) 2.3 3.7 14.3 20
χ2(10) 5.7 10.5 19.9 36
(c) Full two-population model.
TABLE II: Results of the fits of the three models. For each model, we give the values and uncertainties of the model’s parameters
for each brain region, and we give the χ2 measuring the goodness of fit.
B. One Active Population, One Silent Population
Model
A simple and natural improvement to the model is to
add a population of completely silent neurons that do not
respond to any of the stimuli used — cf. [36]. That is,
we make a 2-population model with one active and one
silent population of neurons. The silent population has
sparsity zero. For the active population, let αD be its
sparsity, and let fD be its fractional abundance. In this
case, Eq. (10) becomes
k = fD
(
S
k
)
αD
k(1− αD)S−k, (28)
for k ≥ 1.
The results of a maximum-likelihood fit are shown nu-
merically in Table II(b), and graphically in the middle
row of each of Figs. 1–4. The fits are much improved,
but the χ2 values are still substantially too large for a
good fit. Notice how the silent population contains by
far the majority of the neurons in all four regions.
The pattern of deviations between data and model is
now an excess for the data in the k = 1 bins and a deficit
at higher k. That is, the number of cells responding
exactly once is substantially higher compared with the
extrapolation of the numbers of cells with multiple re-
sponses. This indicates that a better model would be
to replace the silent neural population by a slightly ac-
tive population. To fit the data, this population must
have a very small sparsity, so that it predominantly gives
contributions to the k = 0 and k = 1 bins only.
C. Two-Population Model
Therefore our final model uses two active populations
each with a particular sparsity. One population we call
the distributed population, with a sparsity αD and frac-
tional abundance fD. The other population we call the
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FIG. 1: Comparison of data from the hippocampus with fits for the number of neurons nk that respond to k stimuli, for each
of the three models. The red circles indicate the experimental values and blue dots connected by lines indicate the model
predictions for the expectation values of nk. The blue error bars indicate the model’s prediction for the one-standard-deviation
variation of experimental results on repetition of the experiment. The top plots are the fits from the one-population model.
The middle plots are fits from the model with one active and one silent population. The bottom fits are for the model with two
active populations. The left-hand plots are with the zero-response bin included, and the right-hand plots are without them, to
show more clearly the other bins.
ultra-sparse population with sparsity αUS. The fractional
abundance of the ultra-sparse population is fUS = 1−fD.
Then Eq. (10) becomes
k = (1− fD)
(
S
k
)
αkUS(1− αUS)S−k
+ fD
(
S
k
)
αkD(1− αD)S−k. (29)
The labeling of the populations is defined by αUS < αD.
The results of a maximum-likelihood fit are shown nu-
merically in Table II(c), and graphically in the bottom
row of each of Figs. 1–4. The fits are much improved.
For both the hippocampus and the entorhinal cortex, we
have good fits, with the model being consistent with the
data. The fit in the amygdala is less reliable and the
model poorly fits the data in the parahippocampal cor-
tex. In all cases, the ultra-sparse population is in the vast
majority, around 90% or more, while at the same time
having a very small sparsity, 10−3 or smaller. Thus each
neuron in the ultra-sparse population responds on aver-
age to at most about 0.1 stimuli in a session. We only
see the effects of the ultra-sparse population because the
data are from a large number of neurons. In contrast, the
remaining few percent of neurons in the other population
typically respond to several stimuli in each session.
For the parahippocampal cortex (PHC), a different or
more general model is clearly needed. We observe that
the functionality of the PHC is much different than that
of the hippocampus and the entorhinal cortex, so it is
not surprising that its neural coding properties should
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FIG. 2: The same as Fig. 1, but for the entorhinal cortex.
be different. The hippocampus is the classical locus of
episodic memory storage, and the entorhinal cortex is its
main source of input (and output).
An alternative view of the fit is shown in Fig. 5. Here
we show how the neural responses are predicted by the
model to arise from the different populations. The bot-
tom parts of the bars, shaded gray, show the expectation
values for the part of Nk coming from above-threshold re-
sponses by neurons in the D population. Stacked above
these are open bars, showing the contribution from the
US population. In the bins with more than one response,
i.e., k ≥ 2, almost all the responses are from the D pop-
ulation, with only a small contamination from the ultra-
sparse population, primarily at k = 2. In contrast, in the
k = 1 bin, there is a relatively small fraction of responses
from the D population, from the tail of a distribution
with its peak at several responses. The majority of the
k = 1 bin is from the ultra-sparse population. However,
this represents only the tip of the iceberg, so to speak.
The vast majority of the ultra-sparse neurons give no
above-threshold responses; they appear in the k = 0 bin,
which is much too tall to be shown in Fig. 5.
The sparsity and fraction for the D population can be
determined from the k ≥ 2 bins, i.e., with the exclusion
of the k = 1 bin. There are several bins involved, so the
shape of the distribution of Nk from a single sparsity fit
is confirmed, as can be seen from the lowest plots in the
right-hand column of Figs. 1–4, certainly for the HC and
EC regions. Extrapolating the fit for the D population
to the k = 1 falls far short of the data, by a factor of
at least 5. This then determines that there is an ultra-
sparse population, whose average sparsity is determined
to a good approximation by the excess in the k = 1 bin
relative to the total number of non-D neurons:
αUS ' N1(excess above extrapolation)
N(1− fD)S . (30)
Our actual best fit allows for the contamination of the
bins of higher k by the ultra-sparse population. The ex-
istence and size of the ultra-sparse population is deter-
mined by the large excess of the measured value of N1
compared with the extrapolation from the bins of larger
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FIG. 3: The same as Fig. 1, but for the amygdala.
k, whose relative sizes correspond to a sparsity of a few
per cent.
D. Uncertainties and correlations in fitted
parameters
We computed uncertainties and correlations in the fit-
ted values of the models’ parameters by the method de-
scribed in Sec. III D. The uncertainties are reported in
Table II. Correlations between the three parameters of
the full two-population model were calculated using Eq.
(18), and are shown in Table III.
E. Comparisons of the three versions of the model
We can see that the results of fitting the first single-
population model with its single sparsity were intermedi-
ate sparsities compromising between the extremes of the
two populations in the full model. The single-population
ραUS ,αD ραUS ,fD ραD,fD
Hipp 0.46 -0.52 -0.62
EC 0.34 -0.33 -0.41
Amy 0.33 -0.31 -0.37
PHC 0.30 -0.23 -0.19
TABLE III: Correlations between parameters of the two-
active population model, assuming all recorded units are com-
prised of a single neuron. The presence of units consisting of
two neurons did not affect the correlations between parame-
ters to within two significant digits.
model therefore incorrectly represents the actual neu-
ral sparsity. Our fitted values of sparsity in Table II(a)
roughly match those found by Waydo et al. [40] in their
fit of a pure one-population model to similar data.
In the second model, with a set of exactly silent neu-
rons, the fit for the responsive neurons is qualitatively
similar to the D neurons in the full model: a sparsity of
a percent to a few percent and a minority abundance.
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FIG. 4: The same as Fig. 1, but for the parahippocampal cortex.
Relative to the full model, the value for the active popu-
lation’s sparsity is still biased downwards, while its frac-
tional abundance is biased upwards; these properties give
a compromise between the effects of the two populations
of neurons in the full model.
Merely introducing extra parameters increases the
goodness of fit, but only by an expected decrease of one
unit in χ2 per parameter, as in Eq. (21). So the im-
proved fits from adding an extra population are highly
significant. In all cases, the p-values for the poor fits for
the first two models are well below 0.001, from standard
plots or tables for the χ2 distribution.
VI. MULTI-NEURON UNIT RESULTS
The results presented thus far have been under the
assumption that all recorded units are composed of a
single neuron. However, it is known that some units are
in fact composed of multiple neurons [22, 32]. To gain
an idea of the effect of such multiunits on our fits and
of our conclusions about neural properties, we apply the
general analysis from Sec. IV.
A. Implementation of multi-unit model
To fit the data taking into consideration the presence
of multi-neuron units, we must maximize the likelihood
function, Eq. (15) after replacing the k, with the func-
tion unitk , Eq. (25). In the case of the model with two
populations at the neural level, i.e., with M = 2, Eq. (24)
becomes
unitk,R =
R∑
l=0
(
R
l
)
f lDf
R−l
US
(
S
k
)
(α′l,R)
k(1−α′l,R)S−k, (31)
where
α′l,R = 1− (1− αD)l (1− αUS)R−l , (32)
and, of course fUS = 1 − fD. Here l and R − l are the
numbers of neurons in the unit that are in the D and US
13
FIG. 5: Plots of neuron responses predicted by the three-parameter maximum-likelihood fits to data in four regions of the MTL.
The plots are of number of neurons as a function of number of responses. The shaded bars represent neurons in the almost-silent
population while the open bars correspond to the distributed population. The red circles indicate the experimental values.
populations. The result is that at the unit level, we have
multiple populations, each with its distinct sparsity. The
different populations correspond to the different terms in
the summation in Eq. (31).
For units with R = 1, these just correspond to the
original two neural populations. For R = 2, there are
three populations. One of these, the most common case,
is where both neurons in the unit are US neurons, giving
a sparsity 1 − (1 − αUS)2 ' 2αUS, twice that of a single
neuron. The second most common situation is where
one neuron is in each neural population; these units have
sparsity 1− (1− αD) (1− αUS) ' αD +αUS ' αD, where
the last approximation follows from the fact, confirmed
by our detailed fit later, that αUS is much less than αD.
The third population, a small fraction f2D of the units,
has a larger sparsity 1− (1− αD)2 ' 2αD.
If only single-neuron and double-neuron units existed,
i.e., if only R = 1 and R = 2 occur, then the total number
of populations at the unit level would be 5, and these
would appear in the formula (25) for unitk . If larger multi-
units occur, there are even more populations of units,
each with its particular sparsity. This seems like a very
complicated situation, but provides no issue of principle
in the MLE of the parameters of the populations at the
neural level, except that there is little data about the
exact distribution of the number of neurons in a unit.
However, as we will see in more detail shortly, con-
siderable simplifications occur because the vast majority
of neurons are extremely sparsely firing. This property
is reflected at the unit level, and we will see that from
a 2-population model at the neural level, the unit-level
data are reasonably accurately given by a 2-population
model at the unit level. This justifies a posteriori the suc-
cess of a 2-population model applied to unit level data,
and one can see how to relate properties of the neural
populations to properties of the unit populations. The
reasons come from the two most common kind of unit.
The most common situation is that all the neurons in a
unit are all ultra-sparse, so that the unit itself responds
ultra-sparsely, typically at most one neuron at a time.
The second most common situation is where exactly one
of the neurons in a unit is in the D population. Then by
far the most common response from the unit is due to
the single D neuron.
B. Fit with multi-units
To understand how this works, we make a simplified
model in which we assume that R ≤ 2, i.e., that all mea-
sured units are either composed of a single neuron or of
two neurons. Let p be the fraction of single units. Then,
we have for the total probability of a unit responding to
k stimuli, unitk
unitk = p
unit
k,1 + (1− p)unitk,2 . (33)
From the number of single units reported in [32], we es-
timate p = 0.34, and we will use this value from now
on.
We then used this in the formalism that we have al-
ready set up. The resulting fitted values of the parame-
ters and the χ2 values are shown in Table IV and, for the
case of the hippocampus, the plots of the predicted and
recorded nk are shown in Fig. 6. Compared to the values
14
Hipp EC Amy PHC
αD (2.4± 0.3)× 10−2 (3.0± 0.4)× 10−2 (3.4± 0.4)× 10−2 (4.7± 0.5)× 10−2
fD 0.04± 0.008 0.03± 0.006 0.03± 0.006 0.08± 0.014
αUS (6.0± 0.8)× 10−4 (3.2± 0.6)× 10−4 (4.2± 0.7)× 10−4 (3.3± 1.2)× 10−4
fUS 0.96± 0.008 0.97± 0.006 0.97± 0.006 0.92± 0.014
χ2(5) 1.5 3.0 7.5 14
χ2(10) 4.9 10.1 15 31
TABLE IV: MLE values and χ2 values for two-population model, with 0.34N single units in each region and 0.66N double
units in each region.
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FIG. 6: Plots of MLE fits to the Hipp with the multi-unit model.
fitted for the original two-population model, Table II(c),
the χ2 did not change greatly, although the goodness of
fit is somewhat improved, notably in the amygdala and
PHC.
Thus the multi-unit model fits all four regions at least
as well as the basic two-population model, without any
extra fitted parameters. However, the values of some of
the parameters did change. Most notably, the estimate of
αUS decreased by about 40%. The earlier value is simply
a weighted average of the effect of single units contain-
ing one US neuron with sparsity αUS and double units
containing two US neurons, with unit sparsity 2αUS. The
fitting of the US population is determined primarily from
the n0 and n1 bins, so the response data by itself cannot
significantly determine the existence of these two popu-
lations of units; it just gives a weighted average of the
sparsities.
In contrast, the value of αD is only slightly lower than
in the earlier fit; this is because most of the relevant
data concerns units that have one D neuron. Given the
sparseness at the unit level, as in Table II(c), which is
tied to measured data, the neural sparsity must be less
when there are multiunits.
As to the population fractions, the value fD is reduced
by a factor of about two thirds. This is because for a
given fD at the neural level, there are two chances of
having a D neuron in a double unit. Thus the effective
value of fD at the unit level is the following weighted
average:
fD(1− p) + 2fDp = fD(1 + p), (34)
which determines the difference between the values of fD
in Tables II(c) and IV fairly well, given the value p = 0.34
that we deduced from Ref. [22].
C. Overall view of effects of multi-units
We see that allowing for multi-units has actually
strengthened our conclusion that there is a large fraction
of extremely sparsely responding neurons. Effectively the
existence of multi-units has diluted the effect in the data
relative to the situation at the neural level. The original
2-population fit in Table II(c) characterizes the measured
data at the unit level. At the neural level, as supported
by Table IV, the fraction of US neurons must be even
closer to unity, and their sparsity substantially less than
the already small values at the unit level. This qualitative
result is independent of the exact numbers of multi-units
and the distribution of numbers of neurons in a unit.
VII. DISCUSSION
Our primary result is that in the hippocampus3 (and
other areas of the MTL), a vast majority (90% or higher)
of neurons respond ultra-sparsely to stimuli in the class
presented — around one in a thousand stimuli, or even
less. Those neurons that respond more readily, i.e., to
3 In the paper reporting the data we use, it is not stated which
hippocampal region the recorded cells belong to.
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a few per cent of the stimuli, comprise a rather small
fraction (several per cent) of the cells.
We have devised methods that treat the measured neu-
rons and stimuli as statistical samples, and allow the de-
duction of properties of the ultra-sparse population even
though these neurons respond on average to less than a
tenth of a stimulus out of the approximately 100 used to
obtain the data analyzed [22].
There is the widely-known issue [11, 13, 24, 36, 38] that
in many areas of the brain, there appear to be many silent
or almost silent cells, i.e., cells that gave no detectable
spikes at all in particular experimental situations or that
spike very rarely. This gives the problem [24] that re-
sponsive neurons reported in the literature can be a very
biased sample of all neurons in a probed brain region.
Our methods (and potential future improvements) give a
way of quantitatively measuring and correcting the bias.
A. Choice of above-threshold responsiveness to
define sparsity
Care is needed in interpreting our results. Most impor-
tantly, the choice to classify a neuron binarily, as respon-
sive or not, is at its most natural when the neuron nor-
mally has a low firing rate and has substantially higher
activity under particular circumstances, with fairly few
border-line cases.
The simplest case is, of course, when the neuron is
strictly binary. That is, it gives exactly zero spikes un-
der normal circumstances, and gives several spikes only
in one situation, as for the HVCRA neurons for zebra
finches in [11]. But the binary classification is also sen-
sible for cells such as the pyramidal neuron in a human
hippocampus whose responses are shown in Fig. 3A of
[14]. It gives a consistently high response only to a soar-
ing eagle picture, out of those presented; nevertheless,
its response to other presented pictures, while small, is
non-zero.
We do not need to commit to the exact semantics of
such a neuron to say that the categorical information
coded in the high response of the neuron is useful to the
subject. This information can be readily used for read-
out [7] by a downstream neuron, and therefore used to
guide further behavior, etc.
In contrast, for an interneuron such as the one in Fig.
3B of [14], the application of a response threshold is much
less sensible. For this neuron the normal state is a fairly
high firing rate somewhat correlated with the stimulus
and its presentation. One can imagine occasional excur-
sions above some chosen threshold, e.g., the 5-σ threshold
used in [22]. But if these are only small excursions, their
meaning and utility is not obvious. Of course, if under
some other specific circumstances not probed in the re-
ported data, the interneuron had a much higher firing
rate, then it would be natural to use a thresholded re-
sponse criterion. This is a situation which our statistical
methods are designed to address; if the cell is typical of a
certain class of cells, then one would see examples of the
rare large excursions of firing rate in other cell-stimulus
combinations.
The above remarks imply that for a better application
of our methods, one should extend the criteria for the
responsive cells and their responses. Not merely should
there be a number of spikes above some threshold relative
to the pre-stimulus situation, but the above-threshold
distribution of spike numbers should go well above the
threshold. It would also be useful to classify cells by
their firing rate in the non-responsive state, so that our
analysis by populations and sparsity is applied to cells
that are similar in characteristics.
B. Populations
We have identified two very different populations of
cells in the areas examined. It is possible that these
populations are anatomically or functionally different, as
with the different kinds of cells in the HVC and RA ar-
eas of zebra finches [11, 16]. But this is not a necessary
deduction. Indeed, we think that is unlikely that our two
populations correspond directly to the pyramidal cell and
interneuron populations reported in [14]. The presence
of the different populations might simply represent dif-
ferent semantic properties for the cells’ firing relative to
the nature of the particular class of stimuli used. One
can at best assume only that the situation is typical. For
example, suppose one chose stimuli in a different class,
e.g., musical tunes instead of famous people. Then some
cells that had very low sparsity in the famous-people sit-
uation could have much higher sparsity in the music sit-
uation, and vice versa. Since such changing contexts are
common experience, it is reasonable that this situation is
typical. The different populations correspond to different
semantic domains, and the chosen stimuli sample these
domains.
The populations and their sparsities must then be
treated as being relative to the general class of stimuli
used, e.g., famous individuals, landmarks, animals or ob-
jects in the case of the data from [22] that we analyzed.
C. Cell semantics
It has been suggested that the neurons under discus-
sion are concept cells [29]; each cell responds to the pres-
ence, in some sense, of a particular concept in the current
stimulus. One part of the motivation for this is that the
responses often appear to be genuinely conceptual; for
example, a cell might respond (within the experimen-
tal data) only to stimuli involving a particular person,
e.g., to multiple different pictures of the person, even in
disguise, to the written name of the person, and to the
spoken name.
In this section, we make some suggestions about how
our results quantitatively impact this issue. We label the
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subject that of the semantics of the cells, i.e., of what
meaning should be attached to their responses.
In the first place our results strengthen the basic case
for conceptual cells, by showing how sparse the responses
typically are. However, this case can only be made in con-
junction with the measurements of the conceptual prop-
erties of the responses. To understand this more clearly,
it is important to recall that there are two kinds of mea-
surement involved.
First, there are screening sessions, with many different
unrelated stimuli. The number of different objects and
people averaged to 97, and it was our analysis of this
data that led to our deduction that there are many very
sparsely firing cells.
The screening sessions find pairs of stimulus and neu-
ron where a high response is obtained. Then, in testing
sessions, variants on the response-causing stimuli were
used. It is the testing sessions that establish that many
responses are indeed conceptual — e.g., a neuron re-
sponds to a picture, the written name, and to the spoken
name of a particular human. However, it is the screening
session data that determine the sparseness of the cells’ re-
sponses, because the screening sessions have the largest
number of identifiably distinct concepts.
It is tempting to say that because a cell consistently
responds to a variety of very different stimuli related to
a particular person, e.g., Jennifer Aniston [32], that the
cell actual represents Jennifer Aniston, i.e., that its firing
above threshold codes that the concept of Jennifer Anis-
ton is being processed or has been detected. This is the
simplest version of the concept cell idea [29].
We now address three questions about the exact cor-
rectness of this interpretation: One is whether the con-
cept involved is in fact the obvious one, e.g., Jennifer
Aniston in the case just mentioned. The second is
whether the concept is one that in some sense corre-
sponds to the current stimulus, be it visual or audi-
tory. Our third question is whether the neural conceptual
representation is strictly local, i.e., whether the above-
threshold firing of one of these cells codes only a single
concept. Our discussion of these questions will provoke a
fourth question: Whether the representation for only one
concept is active at a given time is active or whether the
representations of multiple concepts are (more-or-less) si-
multaneously active, on a time scale of a few hundred
milliseconds.
First it appears necessary that a concept, like Jennifer
Aniston, is coded and represented in the subject’s brain.
But the reported cell can be a downstream consequence.
For example, it might code the activation of an episodic
memory of a show in which she participated. Evidently,
such downstream activated concepts are related to the
Jennifer Aniston concept. Support of the idea that the
apparent concept cells may code downstream concepts is
that the Jennifer Aniston cell was later found [29] to re-
spond to a picture of Lisa Kudrow, a co-star of Aniston’s
in a television series. That individual episodic memories
may be among the concepts involved (for some appro-
priate definition of “concept”) is suggested because of
the well-known central role of the hippocampus in the
episodic memory system.
We know that, at least in humans, recall of memo-
ries can be based not directly on a current stimulus but
on cues generated by internal cognition. In general, this
removes an obligatory link between stimulus properties
and conceptual neural responses. For the experimental
measurements under discussion, this issue need not be
important, because the experimental protocol was explic-
itly designed to have the subjects’ attention focused on
the stimuli.
Once one allows that downstream concepts are acti-
vated, one should expect that multiple concepts are si-
multaneously active, with perhaps only one being se-
lected at a given time for conscious attention. This is
essentially the same property that computer search en-
gines have. We can regard these as associative memory
systems. A cue, e.g., a search string, is provided as in-
put, and the result is a list of items containing or related
to the cue; these are the activated concepts. The user
can click on one item in the list to get its content; this is
analogous to conscious memory recall.
The next question is whether or not the representation
is local. Normally a dichotomy is made simply between
local representations and distributed representations. In
the case of distributed representations, even when they
are sparse, it is generally assumed that the individual
neurons that are involved in a distributed representation
of an object themselves represent features or properties
of the object in question — see, for example, Ref. [10, 23]
and references therein. Such representations were called
“iconic” by Wickelgren [41–43].
But a further possibility is the use of what Wickelgren
[41–43] called “chunk assemblies”. Each of these is a rela-
tively small set of cells, the activation of which codes the
presence or processing of the associated concept. The
individual cells in a chunk assembly do not themselves
code features corresponding to the concept. This is pro-
vides an important modification to the concept-cell idea.
Quantitatively, coding using chunk assemblies is charac-
terized by the number of cells in each assembly and by
the number of chunk assemblies in which each cell partic-
ipates (which need not be exactly fixed numbers). Local
coding is the limiting case in which each cell participates
in the assembly for exactly one concept, as opposed to
participating in merely a very small fraction of the con-
cepts stored in a system. We can regard our work as a
step in determining quantitative properties of chunk as-
semblies. When only a small number of stimuli are used,
a cell in a chunk assembly will behave quite similarly to
a cell providing a local representation.
We now work out a relation between the sparsity of
cell responses, and some of the coding properties. The
properties of interest are the total number of concepts
coded, the number of concepts that each cell codes (i.e.,
the number of chunk assemblies it participates in), and
the number of concepts that are simultaneously active.
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Of course neither of the last two numbers need be fixed,
but it will be useful to treat them as single or representa-
tive numbers to get an idea of the relation to sparsity. If
only one concept were active at a time, and if the coding
were local (so there is only one concept per cell), then
the sparsity would be 1/Total # concepts.
With the possibilities of multiple concepts being simul-
taneously active and of more the one concept being coded
per cell, we get instead:
sparsity =
(# concepts activated) (# concepts per cell)
Total # concepts
,
(35)
at least in some average sense, given that both the num-
ber of concepts activated and the number stored by the
cell are small compared with total number of concepts
stored overall. The number of concepts per cell in the
case of a local representation is unity. The simplest ideas
about local/grandmother-cell representations would also
assign unity to the number of simultaneously active con-
cepts. Given the number of concepts we should expect to
be represented in the human brain (probably hundreds
of thousands if not millions), even our small measured
sparsity is much too large to be consistent with a lo-
cal representation. In this discussion, we should use the
word “concept” very broadly, such that it includes, for
example, individual episodic memories.
Now an estimate of 10,000 to 30,000 has been quoted
by Waydo et al. [40] as the number of objects that a typ-
ical adult recognizes, on the basis of work by Biederman
[3]. But this is surely a substantial underestimate of the
number of concepts that are coded in a human brain.
First, the number of words in a language that known to
an adult is in the tens of thousands, and the number
of concepts is surely substantially higher. Second, it is
known that humans can remember thousands of pictures
[15, 37] presented during a single day. The total num-
ber of memories created over a lifetime must be orders
of magnitude larger. Even allowing that on a long time
scale many of these will be forgotten, this indicates that
the number of concepts/objects represented can easily be
in the hundreds of thousands or millions.
For illustration assume that the number of concepts
remembered is 106. Then a measured sparsity of around
6 × 10−4, as we found for the majority population from
our analysis, implies that
(# concepts activated)× (# concepts per cell) ' 600.
(36)
We leave further analysis to the future, but use this es-
timate as a suggestion about the quantitative properties
of concept coding.
D. Confirmation and relation to previous work
Our results confirm and substantially strengthen re-
sults found by one of us and Jin in [9]. There we used
earlier data from [32] that only provided values for the
number of units with one response, N1, the number with
two or more responses, N≥2, and for the average number
of responses from responsive units. We ruled out a one-
population model, and fit the three parameters of the
two-population model from the three reported summary
statistics. But there was therefore no test of goodness of
fit for the 3-parameter model. Instead the shape of the
Nk distribution was a prediction, which is successfully
tested in this paper, for the case the hippocampus and
entorhinal cortex, at least.
In the present paper, we also give a more systematic
account of the statistical methods, and have a breakdown
by brain region, using newer data. Although the exact
parameters of the fits are a little different, the main pic-
ture is confirmed and tested. The differences could be ac-
counted for by differences in the subjects and of detailed
experimental procedures and by our different treatment
of multiunits.
E. Treves-Rolls definition of sparseness
An alternative measure of sparseness proposed by Rolls
and Tovee [34] and reviewed by Treves and Rolls [35], is
calculated from the firing rates of neurons in response to
stimuli. The average sparseness reported [35] with this
definition was 0.34± 0.13 (for hippocampal spatial view
cells in the macaque hippocampus). This is dramati-
cally different than what we found with our definition of
sparsity. It is worth understanding how this difference
might arise (aside from a conceivable difference between
species). We will demonstrate that the Treves-Rolls def-
inition can be very misleading as to the nature of neural
coding.
They define the sparseness of a neuron in response to
a sample of S stimuli as
asTR =
〈r〉2
〈r2〉 =
(∑
j=1 rj/S
)2
(∑
j=1 r
2
j
)
/S
, (37)
where rj is the mean firing rate of the neuron in response
to stimulus j and 〈. . .〉 denotes an average of a quantity
over all presented stimuli. In the case that the neuron is
binary in its responses, i.e., that it gives a large response
with some fixed firing rate to some stimuli and is exactly
silent for all other stimuli, this definition gives the same
result as our definition of sparsity.
Note, however, that there is a difference that the above
definition is applied to one neuron with the stimuli ac-
tually presented in an experiment, whereas ours applies
for a universe of stimuli. Our sparsity is something that
must be inferred from statistical arguments applied to
data, whereas theirs is directly defined as a property of
the data. Even so, if neurons are exactly binary and all
have the same sparsity (in our sense), then the Treves-
Rolls sparsity is a good estimator of our sparsity.
The definition (37) is in fact the unique combination
of the first and second moments of the firing rate that
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gives α for exactly binary neurons (always in the limit
of large S). However, as we will now show, Rolls-Treves
sparseness and our thresholded sparsity can have widely
different values if the neurons are not strictly binary.
We first observe that Rolls and Treves only reported
a value of sparsity averaged over all neurons. Now Ison
et al. [14] in their Fig. S2 showed the distribution across
neurons of various measures of sparseness and selectivity.
There is a wide range of Rolls-Treves sparseness from less
than 0.1 (the most common) to another peak close to 1
(for putative interneurons). The average of this distribu-
tion is quite misleading as to the properties of individual
neurons. Furthermore, all the distributions in that figure
are measures of sparseness with respect to the presented
stimuli, and no attempt is made to infer an underlying
sparseness or selectivity defined with respect to a whole
class of stimuli, such as we do here and Waydo et al did
in [40].
It is well known that many (but not all) hippocampal
neurons respond strongly to certain specific behaviorally
relevant stimuli or situations, while responding weakly
or not at all at other times. The data we analyzed sim-
ply give a particularly notable example. Let us refer to
the situations to which a cell responds strongly as “on-
target” and the other situations as “off-target”. Sup-
pose, that the on-target responses are very rare, as we
have found, but that the off-target responses, while be-
ing of low rate, are nevertheless non-zero. For example,
the hippocampal place cells found in rats are known to
have dramatically different firing rates when an animal is
in the place field of the cell (producing an on-target re-
sponse) compared to when the subject is out of the place
field (producing an off-target response).
We will now point out by constructing an appropriate
class of models that the Treves-Rolls sparseness can be
dominated by properties of the off-target firing while be-
ing quite insensitive to the on-target responses. At the
same time, an appropriate choice of threshold can make
it quite unambiguous as to which responses are on-target
and which are off-target. The model is intended not to
be (at this point) an actual representation of data, but
just a reasonable counterexample, to show how a high av-
erage value of Rolls-Treves sparseness can be compatible
with a very low sparsity in our sense.
In this model each neuron has a categorical response
to a certain class of stimuli, with probability α. But in-
stead of assuming purely binary neurons, we postulate
a pseudo-binary model in which the on-target and off-
target firing both come from a distribution of firing rates,
but with different distributions. Let us assume that the
off-target and on-target firing rates have the distributions
P0(r) and P1(r) respectively.
4 Then the total distribu-
4 Analysis of a large, unbiased set of neurons in the rat MTL re-
ported in [21] suggests a log-normal distribution for both P0(r)
and P1(r). However, the exact forms of the distributions P0(r)
tion is a mixture:
P (r) = (1− α)P0(r) + αP1(r). (38)
We let r0 and ∆r0 be the mean and standard deviation
of the off-target responses, and let r1 and ∆r1 be the
same quantities for the on-target responses. Naturally,
we should assume that r1 is sufficiently much higher than
r0 that on-target responses can be detected adequately
reliably; this depends on the tail of P0(r) falling suffi-
ciently rapidly as r increases.
A calculation yields the Rolls-Treves sparseness (rela-
tive to all stimuli) as:
asTR
=
(
1 +
α
1− α
r1
r0
)2
1
1− α
(
1 +
(∆r0)
2
r20
)
+
α
(1− α)2
(
r21
r20
+
(∆r1)
2
r20
) .
(39)
This reproduces the value α in the case of binary neu-
rons, i.e., where the standard deviations are negligible
and the limit r0 → 0 is taken. But if instead we take
the situation that α is very small (much less than the
ratio r0/r1 of off- to on-target mean responses), then the
Treves-Rolls sparseness approaches 1/(1+∆r20/r
2
0). This
is just the Rolls-Treves sparseness calculated purely from
the off-target distribution. In this case the Rolls-Treves
sparseness says nothing about the on-target responses.
If the two distributions P0 and P1 are distinct enough,
then it is possible to set a threshold rth to give reliable
detection of on-target and off-target states. Given an off-
target stimulus, we need the false positive rate to be sub-
stantially less than α, so that above threshold responses
are predominantly for on-target stimuli. This requires∫ ∞
rth
P0(r)dr  α, (40)
i.e., that the threshold is sufficiently far out on the tail
of P0.
Given an on-target stimulus, we need it to be reliably
detected, so that the false negative rate (relative to α) is
small, i.e., ∫ rth
0
P1(r)dr  1. (41)
This is arranged if the bulk of the on-target distribution
is beyond the threshold.
For any given value of α we can arrange to satisfy
all these conditions with appropriate functions for the
and P1(r) are not important in this analysis, so long as they are
largely non-overlapping.
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two underlying distributions P0(r) and P1(r). That is,
the Rolls-Treves sparseness can be dominated by its off-
target value, while we have reliable discrimination be-
tween on-target and off-target stimuli, despite the low
proportion α of on-target stimuli.
In this situation, there is no contradiction between a
rather high value of Rolls-Treves sparseness, like 0.3 and
extremely low values of our sparsity. Given the behav-
ioral significance of the above-threshold responses in [32],
it is sparsity in our sense that is most relevant to un-
derstanding the nature of the corresponding conceptual
coding.
F. What properties of neural responses are
determined?
Although our model provides a good fit to the data
(at least in the hippocampus and entorhinal cortex), it
should not be supposed that the model gives an exact
characterization of neural responses to stimuli.
The first issue is simply that if we replaced one par-
ticular neural population of a particular sparsity α and
fractional abundance f by several populations with spar-
sities not too far from the original single value, and with
a total abundance summing to f , the result would not be
very distinguishable from the original case. In the limit
of a large number of stimuli, the number of responses
from one population would be clustered at k = αS, with
a standard deviation
√
αS that is much smaller than the
mean. The fractional standard deviation is 1/
√
αS. But
with the actual values of S and α, the standard deviation
is comparable to the mean; indeed, for the ultra-sparse
population the standard deviation is much larger than
the mean. Thus splitting one population into a set of
populations nearby in sparsity produces little measurable
effect.
The lack of ability to distinguish populations of nearby
sparsity is particularly notable for the ultra-sparse pop-
ulation. This populates primarily the k = 1 bin. Thus
our measurement of a sparsity for the ultra-sparse pop-
ulation is really a measurement of a weighted average of
the sparsities of the ultra-sparsely responding neurons.
What is properly deduced from our analysis is that
there are relatively few neurons that respond with a spar-
sity of a few per cent, and a much larger number that
respond much more sparsely.
A more precise understanding of how the multiunit
cases arise from an underlying neural response — e.g.,
[8] — would lead to a more precise estimation of the
population parameters at the neural level.
A second issue [11, 13, 24, 36, 38] is that there
may be many silent cells, i.e., cells that gave no de-
tectable spikes at all in the measurements. Silent cells
are to be contrasted with the many non-responsive cells
that were included and were important in our analysis;
non-responsive cells did give detected spikes, but never
enough to count as an above-threshold response. On the
basis of results in [13], Waydo et al. [40] argue that this
is potentially a very large effect. They suggest that “as
many as 120–140 neurons are within the sampling region
of a tetrode in the CA1 region of the hippocampus”, but
say that they only identified “1–5 units per electrode”.
Of course some of these units are multiunits, correspond-
ing to two or more neurons.
To quantify the effects of silent cells, let K be the ratio
the total number of cells to the number of detected cells.
The suggestion [13, 36, 40] is that K could be as much as
an order of magnitude. The effect of silent cells on our
measurement of the sparsity αD of the higher sparsity
population would be negligible. This is simply because
these cells typically respond to multiple stimuli in the
data, and are actually detected. The value of αD is ob-
tained primarily from the relative numbers of cells with
k = 2, k = 3, etc responses. But their fraction in the
total neuronal population, fD must be decreased by a
factor K.
For the ultra-sparse population, the sparsity αUS is de-
creased relative to our fits by a factor K (while the pop-
ulation abundance gets closer to 100%). This is simply
because αUS is, to a first approximation, the ratio of N1
to N0+N1 (after taking out the estimated contamination
of these bins from the other population). N1 is fixed by
data, but N0 + N1 is increased by a factor of about K.
Effectively, if there is a population of completely silent
cells, then the measured number N0 of cells that gave no
above-threshold responses should be changed to approx-
imately KN0. (The approximations consist of neglecting
N1 with respect to N0 and neglecting the small number
of cells in the D population for which all the stimuli were
off-target.
The effect of possible large numbers of silent cells is to
substantially strengthen our conclusions, even if it makes
some of the numbers less certain. Of course, if at some-
time in the future, a more precise understanding of elec-
trode properties were obtained, then a useful estimate of
the silent cell factor K could be obtained. After that
our numerical results could be adjusted accordingly. See
[8, 25] for recent work on this issue.
A final issue is that the measurements of sparsity are
relative to a particular set of stimuli. We need to re-
gard the stimuli as being chosen as a sample from an
enormous number in a general subject area known to the
patient. The general topics were chosen to correspond
to areas that were well known to the subjects. Given
that the neural responses were very specific, one must
suppose that if a very different topic were chosen (e.g.,
scientific subjects instead of movie stars), the responses
(or lack thereof) by particular neurons could be very dif-
ferent. Some previously responsive cells might even be-
come silent, and vice versa. Similar phenomena are seen
with place field behavior of hippocampal neurons when
an animals environment is changed [17]. So any estimate
of the sparsity of the response of a particular neuron is
relative to the subject area of the stimuli. Nevertheless,
it is reasonable that the distribution of sparsity across a
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population of hippocampal neurons would be not much
changed between different stimuli sets.
It is known that the hippocampus is involved generally
in episodic memory, so over the whole neural population
one should expect to get responses to stimuli of all sub-
ject areas. There should not be specialization for the
particular subject areas used for the measurements ex-
cept for the fact that the topics are ones for which the
subjects have abundant memories. Therefore our results
concerning the neuronal population as a whole should be
regarded as broadly applicable. That is, we should expect
similar results for other topics for the stimuli. This con-
clusion also makes it acceptable that we analyzed data
not just from one patient but data pooled over many
patients.
Appendix A: Poisson approximation for likelihood
We now review the derivation of the Poisson approximation (15) to the likelihood function (12). The derivation
applies when the values of k for non-zero k are small, more precisely, when
∑S
k=1 k  1.
We start from Eq. (12) by factoring out the k = 0 factors from the product, and then using Eqs. (13) and (14) to
write n0 and 0 in terms of the corresponding quantities for k ≥ 1:
L({αi, fi}) = N !
(N − n≥1)! (1− ≥1)
N−n≥1
S∏
k=1
nkk
nk!
, (A1)
where n≥1 =
∑S
k=1 nk, and ≥1 =
∑S
k=1 k. By taking the logarithm of both sides of Eq. (A1) we get:
lnL = lnN !− ln[(N − n≥1)!] + (N − n≥1) ln(1− ≥1) + ln
S∏
k=1
nkk
nk!
. (A2)
For large N , we can use Stirling’s approximation to O(1/N):
lnN ! = N lnN −N + 1
2
ln(2piN) +O
(
1
N
)
. (A3)
Applying this formula to the first two terms in (A2) yields
lnL = N lnN + (N − n≥1) ln
(
1− ≥1
N − n≥1
)
− n≥1 + ln
S∏
k=1
nkk
nk!
+O
(
1
N
)
= n≥1 lnN + (N − n≥1) ln
(
1− ≥1 − n≥1/N
1− n≥1/N
)
− n≥1 + ln
S∏
k=1
nkk
nk!
+O
(
1
N
)
. (A4)
(The approximation worsens beyond the order 1/N error estimate if n≥1 gets close to N . But since the k are small,
this situation is of very low probability. Henceforth the error estimates will apply not too far from the peak of the
likelihood distribution.)
The first term can be combined with the product term
n≥1 lnN + ln
S∏
k=1
nkk
nk!
= ln
[
Nn≥1
S∏
k=1
nkk
nk!
]
= ln
S∏
k=1
(Nk)
nk
nk!
. (A5)
We can simplify the remaining logarithm in Eq. (A4)
(N − n≥1) ln
(
1− ≥1 − n≥1/N
1− n≥1/N
)
= (N − n≥1)
(
n≥1/N − ≥1
1− n≥1/N +O
[(
≥1 − n≥1/N
1− n≥1/N
)2])
. (A6)
For a multinomial distribution,
≥1 − n≥1/N =
S∑
k=1
(k − nk/N) =
S∑
k=1
O
(√
k/N
)
, (A7)
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where we have used the standard deviation of the distribution to estimate the typical value of |k − nk/N |.
Thus we can write:
O
[(
≥1 − n≥1/N
1− n≥1/N
)2]
= O
 1
N
(
S∑
k=1
√
k
)2 = O (≥1/N) . (A8)
Thus, Eq. (A6) can be simplified to:
(N − n≥1) ln
(
1− ≥1 − n≥1/N
1− n≥1/N
)
= n≥1 −N≥1 +O(≥1) +O(1/N) (A9)
Substituting Eqs. (A5) and (A9) into Eq. (A4) yields
lnL = −N≥1 + ln
S∏
k=1
(Nk)
nk
nk!
+O(≥1) +O(1/N). (A10)
Therefore the likelihood function in our approximation is given by a product of Poisson distributions:
L ≈
S∏
k=1
e−Nk
(Nk)
nk
nk!
. (A11)
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