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ON THE COMPACTNESS OF FINITE ENERGY WEAK
SOLUTIONS TO THE QUANTUM NAVIER-STOKES
EQUATIONS
PAOLO ANTONELLI AND STEFANO SPIRITO
Abstract. We consider the Quantum Navier-Stokes system in three
space dimensions. We prove compactness of finite energy weak solu-
tions for large initial data. The main novelties are that vacuum regions
are included in the weak formulation and no extra terms, like damp-
ing or cold pressure, are considered in the equations in order to define
the velocity field. Our argument uses an equivalent formulation of the
system in terms of an effective velocity, in order to eliminate the third
order terms in the new system. This will allow to obtain the same com-
pactness properties as for the Navier-Stokes equations with degenerate
viscosity.
1. Introduction
We study the quantum Navier-Stokes (QNS) system on (0, T )× Ω
∂tρ+ div(ρu) = 0, (1.1)
∂t(ρu) + div(ρu⊗ u) +∇ργ − 2ν div(ρDu)− 2k2ρ∇
(
∆
√
ρ√
ρ
)
= 0, (1.2)
with initial data
ρ(0, x) = ρ0(x),
(ρu)(0, x) = ρ0(x)u0(x).
(1.3)
We deal with a three dimensional domain Ω which will be chosen to be either
the whole space or a bounded domain with periodic boundary conditions,
namely Ω = R3 or Ω = T3. The unknowns ρ, u represent the mass density
and the velocity field, respectively, of the fluid, ν and κ are positive constants
and they are called the viscosity and the dispersive coefficients, respectively.
In this paper we prove the compactness of bounded sets of finite energy
weak solutions to (1.1)-(1.3). Our result is new to our knowledge and is the
first step towards the analysis of global in time finite energy weak solutions
to the Cauchy problem (1.1)-(1.3). The second step is the construction of
a sequence of regular smooth solutions satisfying the a priori bounds stated
in this paper. The analysis of the approximating sequence is very involved
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and it is performed in [3]. Let us stress that the compactness result holds
in a more general case than [3].
Similar systems were extensively studied in the literature during the last
years. In particular (1.1)-(1.2) belong to the more general class of the so
called Navier-Stokes-Korteweg systems
∂tρ+ div(ρu) = 0
∂t(ρu) + div(ρu⊗ u) +∇p = div S+ divK,
where the viscosity stress tensor reads
S = ν(ρ)D u+ λ(ρ) div uI,
and the capillarity dispersive term is given by
divK = ∇
(
ρdiv(k(ρ)∇ρ)− 1
2
(ρk′(ρ)− k(ρ))|∇ρ|2
)
− div(k(ρ)∇ρ⊗∇ρ).
The dispersive tensor above has been derived in [11] to take into account
capillarity phenomena in diffuse interfaces. For more details about capillary
fluid and Navier-Stokes-Korteweg systems, we address the reader to the
review [4] and references therein. It is straightforward to check that κ(ρ) =
κ
4ρ , ν(ρ) = 2νρ, λ(ρ) = 0 give the QNS system (1.1)-(1.2).
Furthermore, similar systems arise also in the description of quantum
fluids. For example (1.1)-(1.2) with ν = 0 is the well known Quantum
Hydrodynamics (QHD) model for superfluids [18]. Global existence of finite
energy weak solutions for the QHD system has been studied in [1, 2]. The
viscous correction term in (1.1)-(1.2) has been derived in [9], by closing the
moments for a Wigner equation with a BGK term. For more details about
the derivation of the QNS system we refer the reader to [15].
In the study of the Cauchy problem (1.1)-(1.3) we need to overcome sev-
eral mathematical difficulties. The former is that the viscosity coefficient
is degenerate at vacuum. Even for the Navier-Stokes equations this case
cannot be covered by the well-established theory by Lions and Feireisl, see
[12, 20] and the recent approach in [8]. Indeed, it is not possible to define
the velocity field in the nodal region {ρ = 0}. The compactness of solu-
tions in this case is proved in [21] by using the Bresch-Desjardin entropy [6]
and a logarithmic improvement on the integrability of ρ|u|2, which is crucial
to deal with the convective term in the vacuum region. Recently also the
global existence of finite energy weak solutions has been obtained [22, 19].
Furthermore, in the case of Quantum Navier-Stokes, the highly nonlinear
third order dispersive term requires further regularity on the solutions to
prove the compactness. Moreover, the difficulties about the convective term
are the same as for the Navier-Stokes system with degenerate viscosity, but
because of the dispersive term it is not possible to follow the approach in
[21].
Ju¨ngel in [14] proves the global existence of finite energy weak solutions
for (1.1)-(1.3) in the case when κ > ν and γ > 3. By using an alternative
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formulation of the quantum Navier-Stokes system in terms of an effective
velocity he is able to infer further a priori estimates on the second derivative
for the mass density and to establish a maximum principle for the approx-
imate solutions. However the notion of weak solutions in [14] involves test
functions of the type ρφ, with φ smooth and compactly supported. This
particular choice is due to the difficulty of defining the weak solutions in
the nodal region, especially the convective term. This specific definition of
weak solutions was introduced in [7] to prove a global existence result for
a Navier-Stokes-Korteweg system with a particular choice of viscosity and
capillarity coefficients.
Considering the usual notion of weak solutions, some global existence
results for (1.1)-(1.3) have been proved by augmenting the system with ad-
ditional terms which allow to define the velocity field in the vacuum region.
For example, in [13] the authors consider a cold pressure term, which allows
to estimate 1/ρ in some suitable Sobolev spaces, whereas in [23] damping
terms are added.
For the quantum Navier-Stokes system (1.1)-(1.3) it is possible to obtain
a BD-type estimate, see for example [14]. However a Mellet-Vasseur type
estimate cannot be proven, due to the presence of the dispersive term. This
is also remarked in [22] where an approximate estimate of the type is proved,
by exploiting the extra damping terms added to the system and a truncation
technique for the mass density.
In our paper we are going to prove a Mellet and Vasseur type estimate
for weak solutions to (1.1)-(1.3) by using an alternative formulation of the
system in terms of an effective velocity. Indeed, by choosing appropriately
the constant in the effective velocity it is possible to tune the viscosity
and capillarity coefficients. We choose it in such a way that the capillarity
coefficient vanishes. This will yield the compactness for the effective velocity
and consequently the same property will hold for weak solutions to (1.1)-
(1.3), by exploiting the BD entropy estimate.
Our paper is structured as follows. In Section 2 we introduce the notations
and definitions we are going to use in our paper, we then state our main
result. Section 3 is devoted to the derivation of the a priori estimates which
will then be used in Section 4 to show the convergence result of the main
Theorem.
2. Notations, Definitions and Main Result
In this section we are going to fix the notations used in the paper, to give
the precise of definition of weak solution for the system (1.1)-(1.2) and to
state our main result.
Notations
Given Ω ⊂ R3, the space of compactly supported smooth functions will
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be D((0, T )×Ω). We will denote with Lp(Ω) the standard Lebesgue spaces
and with ‖·‖p their norm. The Sobolev space of Lp functions with k distribu-
tional derivatives in Lp isW k,p(Ω) and in the case p = 2 we will writeHk(Ω).
The spaces W−k,p(Ω) and H−k(Ω) denote the dual spaces of W k,p
′
(Ω) and
Hk(Ω) where p′ is the Ho¨lder conjugate of p. Given a Banach space X
we use the the classical Bochner space for time dependent functions with
value in X, namely Lp(0, T ;X), W k,p(0, T ;X) and W−k,p(0, T ;X). Finally,
Du = (∇u+ (∇u)T )/2 is the symmetric part of the gradient.
Weak Solutions
Here and throughout the paper we will consider for simplicity the case
Ω = T3. The case Ω = R3 can be considered with minor changes in the
proofs. We first recall two alternative ways to write the third order tensor
term, which will be very useful in the sequel:
2ρ∇
(
∆
√
ρ√
ρ
)
= div(ρ∇2 log ρ) = ∇∆ρ− 4 div(∇√ρ⊗∇√ρ). (2.1)
Then, by using (2.1), we can consider the following definition of weak solu-
tions.
Definition 2.1. A pair (ρ, u) with ρ ≥ 0 is said to be a weak solution of the
Cauchy problem (1.1)-(1.2)-(1.3) if
(1) Integrability conditions:
ρ ∈ L∞(0, T ;L1 ∩ Lγ(T3)),
√
ρu ∈ L∞(0, T ;L2(T3)),
√
ρ ∈ L∞(0, T ;H1(T3)).
(2) Continuity equation:
∫
Ω
ρ0φ(0) dx +
∫∫ T
0
∫
Ω
ρφt +
√
ρ
√
ρu∇φdxdt = 0,
for any φ ∈ C∞c ([0, T );C∞(T3)).
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(3) Momentum equation:∫ 3
T
ρ0u0φ(0) dx +
∫ T
0
∫
T3
√
ρ(
√
ρu)ψt +
√
ρu⊗√ρu∇ψ + ργ divψ dxdt
− 2ν
∫ T
0
∫
T3
(
√
ρu⊗∇√ρ)∇ψ dxdt− 2ν
∫ T
0
∫
T3
(∇√ρ⊗√ρu)∇ψ dxdt
− 4κ2
∫ T
0
∫
T3
(∇√ρ⊗∇√ρ)∇ψ dxdt+ κ2
∫ T
0
∫
T3
ρ∆∇φdxdt
+ ν
∫ T
0
∫
T3
√
ρ
√
ρu∆ψ dxdt+ ν
∫ T
0
∫
T3
√
ρ
√
ρu∇ divψ dxdt = 0,
for any ψ ∈ C∞c ([0, T );C∞(T3)).
(4) Energy Inequality: if
E(t) =
∫
1
2
ρ|u|2 + ρ
γ
γ − 1 + 2κ
2|∇√ρ|2 dx,
then the following energy inequality is satisfied
E(t) + 2ν
∫ t
0
∫
T3
ρ|Du|2 dxdt′ ≤ E(0).
Main Result
Let us start by specifying the assumptions on the initial data. Let τ be a
small fixed positive number. We consider {ρ0n}n being a sequence of smooth
and strictly positive functions and ρ0 be a positive function such that
ρ0n > 0, ρ
0
n → ρ strongly in L1(T3),
{ρ0n}n in uniformly in bounded in L1 ∩ Lγ(T3),
{∇
√
ρ0n}n is uniformly bounded in L2 ∩ L2+τ (T3),
∇
√
ρ0n → ∇
√
ρ0 strongly in L2(T3).
(2.2)
Regarding the initial velocity, let {un0} be a sequence of smooth vector fields
such that
{
√
ρ0nu
0
n} is uniformly bounded in L2 ∩ L2+τ (T3),
ρ0nu
0
n → ρ0u0 in L1(R3).
(2.3)
The hypothesis of the higher integrability of ∇
√
ρ0n and
√
ρ0nu
0
n imply that
ρ0n
(
1 +
|w0n|2
2
)
log
(
1 +
|w0n|2
2
)
is uniformly bounded in L1(T3), (2.4)
with w0n = u
0
n + c∇ log ρ0n and c > 0.
The main theorem of this paper is the following:
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Theorem 2.2. Let k < ν and 1 < γ < 3. Assume {ρ0n}n and {ρ0nu0n}n are
sequences of initial data for (1.1)-(1.2) satisfying (2.2) and (2.3).
Let {(ρn, un)}n be a sequence of smooth solutions of (1.1)-(1.2) with initial
data {ρ0n}n and {ρ0nu0n}n such that ρn > 0. Then, up to subsequences not
relabelled, there exist ρ and u such that
∇√ρn → ∇√ρ strongly in L2((0, T ) × T3),√
ρnun → √ρu strongly in L2((0, T ) × T3),
ργn → ργ strongly in L1((0, T ) × T3).
(2.5)
Moreover, (ρ, u) is a finite energy weak solutions of (1.1)-(1.2)-(1.3).
Remark 2.3. Let us remark that the limit velocity field u is not uniquely
defined in the vacuum region {ρ = 0}.
Remark 2.4. The smoothness assumption of (ρn, un) does not play any role
in the compactness result and it is made in order have a more neat statement.
Indeed, the Theorem holds true also by assuming {(ρn, un)}n is a sequence
of weak solutions in the sense of Definition 2.1 satisfying the uniform bounds
obtained from Lemma 3.1, Lemma 3.2, Lemma 3.3 and Lemma 3.4 and the
assumptions on the initial data (2.2) and (2.3).
Remark 2.5. We stress that while Theorem 2.2 holds in the case κ < ν, the
existence result in [3] requires that αν < κ < ν for some α < 1. However
that restriction is required only in the three dimensional case.
3. A priori estimates
In this section we prove the a priori estimates needed in the proof of the
convergence. The first lemma is the basic energy inequality associated to
the (QNS) system.
Lemma 3.1. Let (ρn, un) be a smooth solution of (1.1)-(1.2), then
d
dt
(∫
ρ
|un|2
2
+
ργn
γ − 1 + 2κ
2|∇√ρn|2 dx
)
+ 2ν
∫
ρn|Dun|2 dx = 0. (3.1)
Proof. The proof is straightforward and can be found in [14]. 
As we already said in the Introduction we are now going to consider an
effective velocity w := u+ c∇ log ρ. Then (1.1)-(1.2) can be transformed in
a modified system in terms of the variables (ρ,w), where the viscosity and
capillarity coefficients depend on c. We can thus choose that constant such
that the dispersive term vanishes. This will allow us to infer the desired a
priori estimates and consequently the necessary compactness properties for
the weak solutions. A similar approach, i.e. the introduction of an effective
velocity for which the modified system has more convenient a priori esti-
mates, was already used in [14] (see also [6]) to prove global existence of
weak solutions to (1.1)-(1.2) in the case κ > ν, γ > 3.
Let us also remark that c∇ log ρ has the dimensions of a velocity; this is
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indeed the so-called osmotic velocity appearing in the context of Nelson for-
mulation of quantum mechanics, see for instance [10] and references therein.
Furthermore, in [5] the complex vector field w = u + ic∇ log ρ has been
used to reformulate the Euler-Korteweg system as a quasilinear Schro¨dinger
equation.
Lemma 3.2. Let (ρn, un) be a smooth solution of (1.1)-(1.2). Given ν > κ
let µ = ν − √ν2 − κ2, λ = √ν2 − κ2 and wn = un + µ∇ log ρn. Then,
(ρn, wn) satisfies
∂tρn + div(ρnwn) = µ∆ρn, (3.2)
∂t(ρnwn) + div(ρnwn ⊗ wn) +∇ργn − µ∆(ρnwn)− 2λdiv(ρnDwn) = 0.
(3.3)
Proof. Let c ∈ R to be chosen later. Let us consider wn = un + c∇ log ρn.
Then,
∂tρn + div(ρnwn) = ∂tρn + div(ρn(un + c∇ log ρn)) = c∆ρn.
To prove equation (3.3) we first recall the following elementary identities,
c(ρn∇ log ρn)t = −c∇ div(ρnun),
cdiv(ρnun ⊗∇ log ρn + ρn∇ log ρn ⊗ un) = c∆(ρnun)− 2cdiv(ρnDun)
+ c∇ div(ρnun),
c2 div(ρn∇ log ρn ⊗∇ log ρn) = c2∆(ρn∇ log ρn)
− c2 div(ρn∇2 log ρn).
Moreover, by using (2.1)
2ρn∇
(
∆
√
ρn√
ρn
)
= div(ρn∇2 log ρn).
By using these identities it is easy to prove that
∂t(ρnwn) + div(ρnwn ⊗ wn) +∇ργn − c∆(ρnwn) = 2(ν−c) div(ρnDwn)
+ (k2−c2−2(ν−c)c) div(ρn∇2 log ρn).
Then, by imposing that
k2 − c2 − 2(ν − c)c = 0,
ν − c > 0,
we get that c = µ = ν2 −√ν2 − k2 and ν − c = λ = √v2 − k2. 
Once we have written (1.1)-(1.2) in terms of the variable wn we can per-
form further a priori estimates.
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Lemma 3.3. Let (ρn, un) be a smooth solution of (1.1)-(1.2). Then, wn =
un + µ∇ρn and ρn satisfy
d
dt
(∫
ρn
|wn|2
2
+
ργn
γ − 1 dx
)
+
+
4µ
γ
∫
|∇ρ
γ
2
n |2 dx+ 2λ
∫
ρn|Dwn|2 dx+ µ
∫
ρn|∇wn|2 dx = 0. (3.4)
Proof. Estimate (3.4) is nothing but the energy estimate associated to sys-
tem (3.2)-(3.3). By multiplying (3.3) by wn, by integrating in space and by
using (3.2) we get
d
dt
∫
ρn
|wn|2
2
dx+
∫
∇ργnwn dx+2λ
∫
ρn|Dwn|2 dx+µ
∫
ρn|∇wn|2 dx = 0.
(3.5)
Then, we multiply the (3.2) by γργ−1n /(γ − 1) and by integrating by parts
we get
d
dt
∫
ργn
γ − 1 dx−
∫
∇ργnwn dx− µγ
∫
∆ρn
ργ−1n
γ − 1 dx = 0. (3.6)
By integrating by part the last term and by summing up (3.5) and (3.6) we
get (3.4). 
The next a priori estimate is the key tool of the compactness analysis. It
was first discovered by Mellet and Vasseur in [21].
Lemma 3.4. Let (ρn, un) be a smooth solution of (1.1)-(1.2). Then, wn =
un + µ∇ρn and ρn satisfy
d
dt
∫
ρn
(
1 +
|wn|2
2
)
log
(
1 +
|wn|2
2
)
dx+ µ
∫
ρn|∇wn|2 dx
+ µ
∫
ρn|∇wn|2 log
(
1 +
|wn|2
2
)
dx+ 2λ
∫
ρn|Dwn|2 dx
+ 2λ
∫
ρn|Dwn|2 log
(
1 +
|wn|2
2
)
dx+ µ
∫
ρn
∣∣∣∣∇|wn|22
∣∣∣∣
2
2
2 + |wn|2 dx
= −2λ
∫
ρnDwnwn∇wnwn 2
2 + |wn|2 dx
−
∫
ργn divwn
(
1 + log
(
1 +
|wn|2
2
))
dx
−
∫
ργnwn∇wnwn
2
2 + |wn|2 dx.
(3.7)
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Proof. Let β ∈ C1(R). By a simple integration by parts we get
−µ
∫
∆(ρnwn)wnβ
′
( |wn|2
2
)
dx =− µ
∫
∆ρn|wn|2β′
( |wn|2
2
)
dx
+ µ
∫
∆ρnβ
( |wn|2
2
)
dx
+ µ
∫
ρn|∇wn|2β′
( |wn|2
2
)
dx
+ µ
∫
ρn
∣∣∣∣∇|wn|22
∣∣∣∣
2
β′′
( |wn|2
2
)
dx.
By multiplying (3.3) by wnβ
′
(
|wn|2
2
)
and by integrating by parts we get
d
dt
∫
ρnβ
( |wn|2
2
)
dx+ µ
∫
ρn|∇wn|2β′
( |wn|2
2
)
+
∫
∇ργnwnβ′
( |wn|2
2
)
dx+ µ
∫
ρn
∣∣∣∣∇|wn|22
∣∣∣∣
2
β′′
( |wn|2
2
)
dx
− 2λ
∫
div(ρnDwn)wnβ
′
( |wn|2
2
)
dx.
By integrating by parts the last two terms we get
d
dt
∫
ρnβ
( |wn|2
2
)
dx+ µ
∫
ρn|∇wn|2β′
( |wn|2
2
)
dx
+ µ
∫
ρn
∣∣∣∣∇|wn|22
∣∣∣∣
2
β′′
( |wn|2
2
)
dx+ 2λ
∫
ρn|Dwn|2β′
( |wn|2
2
)
dx
=− 2λ
∫
ρnDwnwn∇wnwnβ′′
( |wn|2
2
)
dx+
∫
ργn divwnβ
′
( |wn|2
2
)
dx
+
∫
ργnwn∇wnwnβ′′
( |wn|2
2
)
dx.
By choosing β(t) = (1 + t) log(1 + t) we get (3.7) 
4. Proof of the Theorem 2.2
In this Section we are going to prove the main result of our paper. The
most important part of the proof will be the strong convergence stated in
(2.5); the fact that the limit is a weak solution to (1.1)-(1.2) in the sense of
Definition 2.1 will then be a consequence of the strong convergence.
Bounds independent on n
First of all we resume the a priori estimates we can infer from the pre-
vious Section, given the assumptions (2.2), (2.3) we have on the initial data.
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By the energy estimates in Lemma 3.1 and 3.3 we have
‖√ρnun‖L∞t L2x ≤ C, ‖∇
√
ρn‖L∞t L2x ≤ C
‖ρn‖L∞t (L1x∩Lγx) ≤ C, ‖
√
ρn∇un‖L2t,x ≤ C
‖√ρnwn‖L∞t L2x ≤ C, ‖
√
ρn∇wn‖L2t,x ≤ C
‖∇ργ/2n ‖L2t,x ≤ C.
(4.1)
In what follows we will also need the following uniform bounds
‖√ρn‖L2tH2x ≤ C (4.2)
and
‖ργn‖L5/3t,x ≤ C. (4.3)
The first one comes from the fact that
‖∇2√ρn‖L2 . ‖
√
ρn∇2 log√ρn‖L2 ,
see for example Lemma 6 in [16] or Lemma 2.1 in [23] for a proof, and
from the conservation of total mass. For the second one we use the bound
‖∇ργ/2n ‖L2t,x ≤ C. The Sobolev embedding then implies that {ρ
γ
n} ⊂ L1tL3x
is uniformly bounded. By interpolating this with the bound ‖ργn‖L∞t L1x ≤ C
we then have (4.3). By using those bounds we are now able to prove the
Mellet-Vasseur type setimate for (ρn, wn) solutions to (3.2)-(3.3).
Remark 4.1. Let us remark that (4.2) cannot help us improving the bound
(4.3) on the pressure. This in turn implies that to control the left-hand side
of (3.7) we still need the restriction γ < 3 as in [21].
Lemma 4.2. Let ρ0n and u
0
n satisfy (2.2), (2.3). Then, there exists a con-
stant C > 0 independent on n such that
sup
t
∫
ρn
(
1 +
|wn|2
2
)
log
(
1 +
|wn|2
2
)
dx ≤ C. (4.4)
Proof. The proof follows the same line of Lemma 4.3 in [21] and we sketch it
just for sake of completeness. For convenience of the reader we write again
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the identity derived in Lemma 3.4.
d
dt
∫
ρn
(
1 +
|wn|2
2
)
log
(
1 +
|wn|2
2
)
dx
+ µ
∫
ρn|∇wn|2 dx+ µ
∫
ρn|∇wn|2 log
(
1 +
|wn|2
2
)
dx
+ 2λ
∫
ρn|Dwn|2 dx+ 2λ
∫
ρn|Dwn|2 log
(
1 +
|wn|2
2
)
dx
+ µ
∫
ρn
∣∣∣∣∇|wn|22
∣∣∣∣
2
2
2 + |wn|2 dx
= −2λ
∫
ρnDwnwn∇wnwn 2
2 + |wn|2 dx
−
∫
ργn divwn
(
1 + log
(
1 +
|wn|2
2
))
dx
−
∫
ργnwn∇wnwn
2
2 + |wn|2 dx.
(4.5)
First, we note that the following estimate holds:
− 2λ
∫∫
ρnDwnwn∇wnwn 2
2 + |wn|2 dxdt
−
∫∫
ργn divwn
(
1 + log
(
1 +
|wn|2
2
))
dxdt
−
∫∫
ργnwn∇wnwn
2
2 + |wn|2 dxdt ≤ C
∫∫
ρn|∇wn|2 dxdt
+ C
∫∫
ργn|∇wn|
(
1 + log
(
1 +
|wn|2
2
))
dxdt
≤ C
2µ
∫∫
ρ2γ−1n
(
1 + log
(
1 +
|wn|2
2
))
dxdt
+ C
∫∫
ρn|∇wn|2 dxdt+ µ
2
∫∫
ρ|∇wn|2
(
1 + log
(
1 +
|wn|2
2
))
dxdt,
(4.6)
where the last estimate follows from Cauchy-Schwartz and Young inequality.
Now, by integrating in time (4.5) and by using the apriori bounds in (4.1)
we have
sup
t
∫
ρn
(
1 +
|wn|2
2
)
log
(
1 +
|wn|2
2
)
dx ≤
C +
∫∫
ρ2γ−1n
(
1 + log
(
1 +
|wn|2
2
))
dxdt.
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Next, let δ ∈ (0, 2). By using Ho¨lder inequality we have∫∫
ρ2γ−1n
(
1 + log
(
1 +
|wn|2
2
))
dxdt
≤
∫ (∫
ρ(2γ−δ/2−1)(2/(2−δ))n dx
) 2−δ
2
(∫
ρn
(
1 + log
(
1 +
|wn|2
2
)) 2
δ
dx
)
dt
≤ C
∫ (∫
ρ(2γ−δ/2−1)(2/(2−δ))n dx
)(2−δ)/2
dt.
(4.7)
where in the last inequality we have used the bounds in (4.1). Finally, by
using (4.3) we have that for δ small the integral in the last line of (4.7) is
bounded under the condition γ < 3. Then (4.4) is proved.

Convergence
By using the uniform estimate in Lemma 4.2 we are now able to prove
the strong convergence of {√ρn} and {√ρnun}, as stated in (2.5).
Lemma 4.3. Let {(ρn, un)}n be a sequence of solutions of (1.1)-(1.2) and
wn = un + µ∇ log ρn. Then up to subsequences there exist a function √ρ
and a vector m1 such that√
ρn → √ρ strongly in L2(0, T ;H1(T3)), (4.8)
ρnun → m1 strongly in L2(0, T ;Lp(T3)) with p ∈ [1, 3/2), (4.9)
ργn → ργ strongly in L1((0, T ) × T3). (4.10)
Proof. Let us consider the continuity equation (1.1). By assuming ρn > 0
we may write
∂t
√
ρn = −
√
ρn
2
div un − div(√ρnun) +∇un√ρn, (4.11)
and, by the uniform bounds we have in (4.1), we have that
{∂t√ρn}n is uniformly bounded in L2(0, T ;H−1(T3)).
Then, since {√ρn}n is uniformly bounded in L2(0, T ;H2(T3)) by using
Aubin-Lions Lemma we get (4.8). To prove (4.9) we first notice that
{∇(ρnun)}n is uniformly bounded in L2(0, T ;L1(T3)). (4.12)
This is again a consequence of the bounds in (4.1). Let us now consider the
equation (1.2) for the momentum; by using (2.1) we have
∂t(ρnun) =− div(√ρnun ⊗√ρnun)−∇p(ρn)− 4κ2 div(∇√ρn ⊗∇√ρn)
− 2ν div(√ρnun ⊗∇√ρn)− 2ν div(∇√ρn ⊗√ρnun)
+ 2ν div(D(
√
ρn
√
ρnun)) + κ
2∆∇ρn
= In1 + I
n
2 + I
n
3 + I
n
4 + I
n
5 + I
n
6 + I
n
7 .
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By using the bounds (4.1) we get for i = 1, ..., 5
{Ini }n is uniformly bounded in L∞(0, T ;W−1,1(T3)). (4.13)
Then, by using again (4.1) we have that {divD(ρnun)} ⊂ L2(0, T ;W−2, 32 )
is uniformly bounded, and analogously for {∆∇ρn} ⊂ L2(0, T ;W−2, 32 ). By
the Sobolev embedding W−1,1 ⊂W−2, 32 we then have that
{∂t(ρnun)}n is uniformly bounded in L2(0, T ;W−2,
3
2 (T3)).
Again we apply the Aubin-Lions Lemma and thus (4.9) is proved. Finally,
the convergence (4.10) is easily obtained by using (4.8) and the bound (4.3).

We are now able to prove the strong convergence of
√
ρnun in L
2, which
is the main point in proving Theorem 2.2.
Lemma 4.4. Let (ρn, un) be a sequence of solutions of (1.1)-(1.2) and let
wn = un + µ∇ log ρn. Then, up to subsequences we have that
√
ρnun → √ρu strongly in L2((0, T )× T3), (4.14)
where u is defined m/ρ on {ρ > 0} and 0 on {ρ = 0}.
Proof. From Lemma 4.3 we can extract a further subsequence such that
√
ρn → √ρ a.e. in (0, T ) × T3,
∇√ρn → ∇√ρ a.e. in (0, T )× T3,
m1,n = ρnun → m1 a.e. in (0, T ) × T3.
(4.15)
Then, it follows that
m2,n := m1,n + 2µ
√
ρn∇√ρn → m1 + 2µ√ρ∇√ρ =: m2, (4.16)
a.e. in (0, T ) × T3. Arguing as in [21] by using (4.1) and Fatou Lemma we
have that ∫∫
lim inf
n
m21,n
ρn
dxdt ≤ lim inf
n
∫∫
m21,n
ρn
dxdt <∞. (4.17)
This implies that m1 = 0 a.e. on {ρ = 0}. Let us define the following limit
velocity
u =


m1
ρ
on {ρ > 0}
0 on {ρ = 0}.
In this way we have that m1 = ρu and m1/
√
ρ ∈ L∞(0, T ;L2(T3)). Then
from (4.16) we have that m2 = m1 + 2µ
√
ρ∇√ρ and since ∇√ρ is finite
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almost everywhere we also have that m2 = 0 on the set {ρ = 0}. This in
turn implies that after defining the following limit velocity
w =


m1
ρ
+ 2µ
√
ρ∇√ρ
ρ
on {ρ 6= 0}
0 on {ρ = 0},
we have that m2 = ρw and
m2√
ρ
=
√
ρu+ 2µ∇√ρ ∈ L∞(0, T ;L2(T3)).
Now we can prove (4.14). First, by using (4.15), Lemma 4.2 and Fatou
Lemma we get that
sup
t
∫
ρ|w|2 log
(
1 +
|w|2
2
)
dx ≤ sup
t
∫
ρn|wn|2 log
(
1 +
|wn|2
2
)
dx ≤ C.
(4.18)
Then, we note that for any fixed M > 0
√
ρnwnχ|wn|≤M →
√
ρwχ|w|≤M (4.19)
a.e. in (0, T ) × Ω. Indeed, in {ρ 6= 0} it holds
√
ρnwn =
m1,n√
ρn
+∇√ρn → m1√
ρ
+∇√ρ a.e. (4.20)
While, in {ρ = 0} we have
|√ρnwnχ|wn|<M | ≤M
√
ρn → 0 a.e. (4.21)
Then,∫∫
|√ρnun −√ρu|2 dxdt ≤
∫∫
|√ρnwn −√ρw|2 dxdt+ 4µ2
∫∫
|∇√ρn −∇√ρ|2 dxdt
≤
∫∫
|√ρnwnχ|wn|<M −
√
ρwχ|w|<M |2 dxdt
+ 2
∫∫
|√ρnwn|2χ|wn|>M dxdt+ 2
∫∫
|√ρnw|2χ|w|>M dxdt
+ 4µ2
∫∫
|∇√ρn −∇√ρ|2 dxdt
≤
∫∫
|√ρnwnχ|wn|<M −
√
ρwχ|w|<M |2 dxdt
+ 4µ2
∫∫
|∇√ρn −∇√ρ|2 dxdt
+
2
log(1 +M)
∫∫
ρn|wn|2 log
(
1 +
|wn|2
2
)
dxdt
+
2
log(1 +M)
∫∫
ρ|w|2 log
(
1 +
|w|2
2
)
dxdt.
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The first term vanishes by using dominated convergence and (4.19), the
second term converges to 0 because of (4.8) and finally the last two term
goes to 0 by using (4.18) and by sending M →∞. 
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