Boundary regularity for ∂¯ on q-pseudoconvex wedges of CN  by Baracco, Luca & Zampieri, Giuseppe
J. Math. Anal. Appl. 313 (2006) 262–272
www.elsevier.com/locate/jmaa
Boundary regularity for ∂¯ on q-pseudoconvex
wedges of CN
Luca Baracco, Giuseppe Zampieri ∗
Dipartimento di Matematica, Università di Padova, via Belzoni 7, 35131 Padova, Italy
Received 18 November 2003
Available online 29 April 2005
Submitted by William F. Ames
Abstract
For a wedge Ω of CN , we refine the notion of weak q-pseudoconvexity of [G. Zampieri, Solvabil-
ity of the ∂¯ problem with C∞ regularity up to the boundary on wedges of CN , Israel J. Math. 115
(2000) 321–331]. This is an intrinsic property which can be expressed in terms of q-subharmonicity
both of a defining function or an exhaustion function of Ω . Under this condition we prove solvability
of the ∂¯ system for forms with C∞(Ω¯)-coefficients of degree  q + 1. Our method relies on the
L2-estimates by Hörmander [L. Hörmander, L2 estimates and existence theorems for the ∂¯ operator,
Acta Math. 113 (1965) 89–152] and by Kohn [J.J. Kohn, Global regularity for ∂¯ on weakly pseudo-
convex manifolds, Trans. Amer. Math. Soc. 181 (1973) 273–292]. For solvability with regularity up
to the boundary in a domain without corners, we refer to [J.J. Kohn, Methods of partial differential
equations in complex analysis, Proc. Sympos. Pure Math. 30 (1977) 215–237] in case of classical
pseudoconvexity, that is for q = 0 in our notation (or else for strong pseudoconvexity which means
that the number of the positive Levi eigenvalues of the boundary is  N − 1 − q), and we refer to
[L. Baracco, G. Zampieri, Global regularity for ∂¯ on q-pseudoconvex domains, 2003] for general
q-pseudoconvexity. For local existence on wedge-type domains we refer to [G. Zampieri, Solvability
of the ∂¯ problem with C∞ regularity up to the boundary on wedges ofCN , Israel J. Math. 115 (2000)
321–331].
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Let Ωh, h = 1, . . . , s, be half-spaces with C∞ boundary, and let Ω be the wedge defined
by Ω =⋂h Ωh that we will assume to be bounded. We denote by Mh the faces of Ω and
also set R = {z ∈ Mh ∩ Mk for some h = k}. We suppose that the Mh’s intersect transver-
sally and generically. We take equations rh = 0 for the Mh’s (with the Ωh’s defined by
rh < 0) and consider the Levi form of the functions rh (respectively of the hypersurfaces
Mh) associated to the hermitian matrix (∂2zi z¯j rh) (respectively (∂2zi z¯j rh)|T CMh ). Here T CMh
denotes the complex tangent plane. We denote by B2(∂Ω) the space of functions on ∂Ω
which are C0(∂Ω) ∩ C2(∂Ω \ R) and have bounded first and second derivatives. We now
formulate our assumption on “q-pseudoconvexity.” We assume that for some B2(∂Ω)-
bundle Vp ⊂ T C∂Ω of rank p  q and for any B2(∂Ω)-subbundle Vk ⊂ T C∂Ω of rank
k  q + 1, we have
Trace
((
∂2zi z¯j rh
)∣∣Vk ) Trace((∂2zi z¯j rh)∣∣Vp). (1.1)
We also deal with the notion of local q-pseudoconvexity at a boundary point z0: in this case
(1.1) is supposed to hold only in a neighborhood of z0. Let us denote by µh1  µh2  · · · the
ordered eigenvalues of (∂2zi z¯j rh)|∂r⊥h . It is clear that a sufficient condition for (1.1) is that
the eigenspace of µ1, . . . ,µq is a B2(∂Ω)-bundle and µq+1  0. (1.2)
The above condition means that there is an orthonormal system of (1,0)-forms {ω′} =
{ω1, . . . ,ωq} on ∂Ω , with B2(∂Ω)-coefficients and which satisfies Span{∂ω′ }|Mh ⊂
T (1,0)Mh, ∀h, such that{
∂ω1, . . . , ∂ωq span the eigenspace of µ1, . . . ,µq,
µq+1  0. (1.3)
Example 1.1. Let s+Mh(z), s
−
Mh
(z), s0Mh(z) be the numbers of positive, negative, and null
eigenvalues of (∂2zi z¯j rh)|T CMh , respectively. It is easy to check (cf. [2]) that the index q of
pseudoconvexity of Ω ranges through supz,h(s−Mh(z)) q N − 1 − infz,h(s+Mh(z)). Note
that when ∂Ω is a smooth hypersurface M and s−M(z) ≡ const, then q coincides with this
constant. In fact we have in this situation µq(z) < 0 µq+1(z) and therefore the space of
the first q eigenvectors has a C2 smooth basis.
Note that there will be defined over Ω near ∂Ω a family of germs of manifolds with
boundary described as the sets of points where for a pair of faces, say Mh and Mk we have
rh = rk ; we denote by S the collection of all these germs. Note that S is the union of the
integral curves of vector fields V issued from the intersections Mh ∩ Mk . It is clear that
there will be defined on Ω \ S near ∂Ω a C2 projection z → z˜ whose fibers along S are
the integral leaves of V . We take a foliation of Ω transversal to V defined by δ ≡ const.
We write r instead of rh near ∂Ω , δ = −r , and ϕ = − log(δ) = +λ|z|2. Let J be the jump
between the h’s and k’s side of Ω \ S; it is clear that for the normal nS to S we have
nS = J (∂r) = J (∂ϕ) . (1.4)|J (∂r)| |J (∂ϕ)|
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ω′j from ∂Ω to the whole Ω¯ by putting ω′j (z) = ω′j (z˜). We denote by ω′′(z) an ortho-
normal completion of ω′(z) by (1,0)-forms. For ordered indices J = (j1 < · · · < jk)
of length |J | = k, we consider vectors w = (wJ ) and, for a permutation σ , we put
wσ(J ) = segnσwJ .
Theorem 1.2. Let (1.1) be fulfilled. Let ϕ = − log(δ) + λ|z|2 be defined as above, and let
(ϕji) be the matrix of (∂2zi z¯j ϕ) in the basis ω = (ω′,ω′′) for which Vp = Span{∂ω′ }. Then
for a suitable λ, and for any k  q + 1 we have on a neighborhood of ∂Ω :∑
|K|=k−1
′ ∑
ij=1,...,N
ϕjiwiKw¯jK −
∑
|J |=k
′ ∑
jq
ϕjj |wJ |2  λ|w|2,
∀z ∈ Ω \ S, ∀w. (1.5)
Proof. (Cf. also [2] for a similar argument.) We will let z vary on Ω \S in a neighborhood
of ∂Ω . Then z will be close to a face Mh that we will denote by M ; we will accordingly
write r instead of rh. We note that{ |ωj (z) − ωj (z˜)| c|r|, ∀j,
|∂2zi z¯j r(z) − ∂2zi z¯j r(z˜)| c|r|.
(1.6)
We have(
∂2zi∂zj ϕ
)= |r|−2ω¯N ⊗ ωN + |r|−1(∂2zi z¯j r)+ λω¯ ⊗ ω. (1.7)
Let (ϕij )′ be the restriction of (ϕij ) to the plane orthogonal to ωN . We then have, for a
certain complex (N − 1)-vector C and a real number c,
(ϕij ) =
[|r|−2|ωN |2 + 2 ReC|r|−1ω¯′ ⊗ ωN + c|ωN |2]+ |r|−1(ϕij )′ + λ|ω|2. (1.8)
Let A be the form between brackets on the right-hand side of (1.8); for suitable ν we
have A + ν|ω|2  0. Let µ1(z˜) µ2(z˜) · · · be the ordered eigenvalues of the Levi form
(∂2zi z¯j r(z˜))|T C∂Ω and let (rij )N−1 be the matrix which represent this form in the basis{ω}. We have by (1.8):∑
|K|=k−1
′ ∑
ij=1,...,N
ϕij (z)wiKw¯jK 
(
|r|−1
∑
j=1,...,k
µj (z˜) + k(λ − ν) − c
)
|w|2. (1.9)
On the other hand, we have∑
|J |=k
′ ∑
jq
ϕjj |wJ |2 
(
|r|−1
∑
jk
rjj (z˜) + λq + c
)
|w|2. (1.10)
Define
λ′ := (k − q)λ − kν − 2c, (1.11)
and choose λ so large that λ′ > 0. By putting together (1.9) and (1.10) we get (1.5). The
proof is complete. 
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system of compact subsets which exhaust Ω is said an exhaustion function of Ω . In case
Ω is q-pseudoconvex in a neighborhood B(z0, σ ) of center z0 and radius σ , if we set
ϕ := log(|ρ|−1 + λ|z|2) − log(σ 2 − |z − z0|2), we will get a q-pseudoconvex exhaustion
function for Ω ∩ B(z0, σ ).
We denote by C∞(Ω¯)k, k  0, the space of (0, k)-forms with smooth coefficients in
Ω¯ and by C∞z0 (Ω¯)
k
, for a boundary point z0, the space of germs at z0 of (0, k)-forms. The
substance of the paper consists of the following
Theorem 1.3.
(i) Let Ω be a wedge of Cn defined by rh < 0, h = 1, . . . , s, where rh are C∞ and
satisfy (1.1) in a neighborhood of z0. Then the equation ∂¯u = f has a solution
u ∈ C∞z0 (Ω¯)k−1 for all f ∈ C∞z0 (Ω¯)k which satisfies ∂¯f = 0.(ii) Let Ω be a bounded q-pseudoconvex wedge defined by rh < 0 of class C∞ which
satisfy (1.1). Then for any f ∈ C∞(Ω¯)k , k  q + 1, with ∂¯f = 0, we can find u ∈
C∞(Ω¯)k−1 such that ∂¯u = f .
Remark. There is a wide literature about solvability of the ∂¯-system in the interior of a
domain Ω , or up to the boundary ∂Ω , both in the global or local sense. It mostly concerns
the case of domains with smooth boundary and under assumptions of “strong q-pseudo-
convexity.” We quote among others [1,3–9]. For results closer to Theorem 1.3 herein we
also refer to [13,14].
2. L2 estimates
We follow here the method of [9,10]. For a real positive function ϕ, we define L2ϕ(Ω)
to be the space of functions on Ω which are square integrable in the measure e−ϕdV (dV
being the Euclidean element of volume). We denote by ‖ · ‖ϕ the corresponding norm. We
denote by L2ϕ(Ω)k the space of (0, k)-forms with coefficients in L2ϕ(Ω). In a basis {ωj }
they are written as u =∑′|J |=k uJ ω¯J where ∑′ denotes summation over ordered indices
and where ω¯J = ω¯j1 ∧ · · · ∧ ω¯jk . We denote by (ϕji) the matrix of the hermitian form
∂¯∂ϕ in such basis. (We assume that the basis {ωj } is chosen as a completion of the system
{ω′} in which (1.1) and hence (1.2) hold.) We introduce also another function ψ  0, and
consider the complex of closed densely defined operators
L2ϕ−2ψ(Ω)k−1
∂¯→ L2ϕ−ψ(Ω)k ∂¯→ L2ϕ(Ω)k+1. (2.1)
Let Ω  Cn be q-pseudoconvex wedge with C∞ faces. We observe that we have a well
defined notion of a function u smooth up to the boundary; in a C∞ reduction of Ω to an
Euclidean sector, u must have all derivatives which extend through the boundary. We will
denote by C∞(Ω¯) the space of these functions. For a suitable choice of the functions ϕ
and ψ we have
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‖u‖2ϕ−ψ  ‖∂¯∗u‖2ϕ−2ψ + ‖∂¯u‖2ϕ, ∀u ∈ C∞(Ω¯)k. (2.2)
Proof. In the beginning we let ϕ and ψ be any C2 positive functions and give a preliminary
estimate for the complex (2.1). We take an orthogonal basis of (1,0)-forms {ωj }, the dual
basis of derivatives ∂ωj and denote by (ϕij ) the matrix of ∂¯∂ϕ in this basis. We set
δωj = ∂ωj − ∂ωj (ϕ). (2.3)
We have
∂¯∗u = −
∑
|K|=k−1
′ ∑
j=1,...,N
e−ψδωj (ujK)ω¯K + e−ψR∂ψ,u + e−ψRu,
∀u ∈ C∞c (Ω)k, (2.4)
where the error terms R’s satisfy ‖e−ψR∂ψ,u‖ϕ  ‖|∂ψ |u‖ϕ−ψ , ‖e−ψRu‖ϕ  σ1‖u‖ϕ−ψ
(where σ1 will denote constants which can be estimated by the C1 norm of the coefficients
of the ωj ’s). We have
∂¯u =
∑
|K|=k−1
′ ∑
j=1,...,n
∂ω¯j (uJ )ω¯j ∧ ω¯K + Ru, (2.5)
for an error Ru of the same type as above. By (2.4) and (2.5) we get, still for u ∈ C∞c (Ω),∑
|K|=k−1
′ ∑
ij=1,...,N
∫
Ω
e−ϕ
(
δωi uiKδωj ujK − ∂ω¯j uiK∂ω¯i ujK dV
+
∑
|K|=k−1
′ ∑
j=1,...,n
∫
Ω
e−ϕ |∂¯ω¯j uJ |2 dV
)
 2
(‖∂¯∗u‖2ϕ−2ψ + ‖∂¯u‖2ϕ)+ 3(σ 21 ‖u‖ϕ + ‖|∂ψ |u‖ϕ). (2.6)
We observe now that we have the commutation formula
[δωi , ∂ω¯j ] = ϕji +
∑
h
chij δωh −
∑
h
c¯hij ∂ω¯h + e−ϕJ
(
∂ωi (ϕ)
)
n¯j [S], (2.7)
where [S] denotes the current of integration over S. We also have∫
Ω
e−ϕ |∂ω¯j uJ |2 dV =
∫
Ω
e−ϕ |δωj uJ |2 dV −
∫
Ω
e−ϕϕjj |uJ |2 dV
−
∫
S
e−ϕJ (∂ωj ϕ)n¯j |uJ |2 dV + Rju,∂u,δu, (2.8)
where
R
j
u,∂u,δu =
∫
e−ϕ
∑
b
(
dbj ∂ω¯h(uJ )u¯J + ebj δωh(uJ )u¯J
)
dV.Ω
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In this way we can rewrite the left-hand side term of (2.6) as( ∑
|K|=k−1
′ ∑
ij=1,...,N
∫
Ω
e−ϕϕjiuiKu¯jK dV −
∑
|J |=k
′ ∑
jq
∫
Ω
e−ϕϕjj |uJ |2 dV
)
+
( ∑
|J |=k
′ ∑
jq
‖δωj uJ ‖2ϕ +
∑
|J |=k
′ ∑
jq+1
‖∂ω¯j uJ ‖2ϕ
)
+
( ∑
|K|=k−1
′ ∑
ij=1,...,N
∫
S
e−ϕJ (∂ωi ϕ)n¯j uiKu¯jK dS
−
∑
|J |=k
′ ∑
jq
∫
S
e−ϕJ (∂ωj ϕ)n¯j |uJ |2 dS
)
+ R, (2.9)
where the error term has the estimate
|R|
( ∑
|J |=k
′ ∑
jq
‖δωj uJ ‖2 +
∑
|J |=k
′ ∑
jq+1
‖∂¯ωj uJ ‖2
)
+ (σ 21 + σ2)‖u‖2ϕ. (2.10)
Note that n′ = 0, whence ∑′|J |=k∑jq ∫S ·dS = 0. Moreover, since n = J (∂ϕ)|J (∂ϕ)| , then∑
|K|=k−1
′ ∑
ij=1,...,N
∫
S
·dS =
∑
|K|=k−1
′ ∑
ij=1,...,N
∫
S
e−ϕni n¯j
∣∣J (∂¯ϕ)∣∣u¯jKuiK dS
=
∑
|K|=k−1
′ ∫
S
e−ϕ
∣∣∣∣ ∑
i=1,...,N
niuiK
∣∣∣∣
2∣∣J (∂¯ϕ)∣∣dS  0. (2.11)
We did not use any property of ϕ so far. For the sequel, however, we need to make full
use of our main hypothesis. We assume that (1.5) is fulfilled for any z ∈ Ω \ S, apply for
(wJ ) = (uJ ), and get∑
|K|=k−1
′ ∑
ij=1,...,N
∫
Ω
e−ϕϕjiuiK u¯jK dV −
∑
|J |=k
′ ∑
jq
∫
Ω
e−ϕϕjj |uJ |2 dV  λ‖f ‖2ϕ.
(2.12)
By combining (2.10)–(2.12) with (2.6), we obtain
λ‖u‖2ϕ  2
(‖∂¯∗u‖2ϕ + ‖∂¯u‖2ϕ)+ (σ 21 + σ2)‖u‖2ϕ + 3∥∥|∂ψ |u∥∥2ϕ, ∀u ∈ C∞c (Ω)k,
(2.13)
(where we are still denoting σ1 a multiple of itself). We fix now a compact subset K Ω ,
and choose ψ according to [10, Lemma 4.1.3] (in particular we can choose ψ |K ≡ 0). This
ensures density of C∞c (Ω) into C∞(Ω¯)-forms. Thus now (2.13) holds in fact for C∞(Ω¯)-
forms. Let a satisfy a  supK ϕ; we replace the above ϕ by
χ(ϕ) + (2 + σ 2 + σ2)|z|2,1
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χ(t) ≡ 0, for t  a
χ˙(t) sup{z: ϕ(z)t} 3|∂ψ |
2+2(eψ−1)
λ
, for t  a.
(2.14)
Under this choice of ϕ and ψ we conclude that for k  q + 1, the estimate (2.2) is fulfilled.
The proof of Proposition 2.1 is complete. 
End of proof of Theorem 1.3(i). By Proposition 2.1, it is easy to prove that when Ω is q-
pseudoconvex then for any f ∈ L2(Ω) which satisfies ∂¯f = 0, we can find u ∈ L2(Ω) such
that ∂¯u = f and ‖u‖L2(Ω)  ‖f ‖L2(Ω). For large ν, let Bν be the ball Bν := B(z0, σ + η
2ν
2 )
and Ων be the domain Ων = {z: r(z) > η2
ν
2 }∩Bν ; thus {Ων} is a system of q-pseudoconvex
neighborhoods of Ω ∩ B(z0, σ ) to which we apply the preceding L2-existence result. Let
f ∈ C∞(Ω¯ ∩ Bν)k satisfy ∂¯f = 0; we first extend f to f˜ ∈ C∞(Ων) with ∂¯ f˜ small in
Sobolev norms Hs . We then let ϕ := − log( η2
ν
2 − r)+ λ|z|2 − log((σ + η
2ν
2 )− |z− z0|2);
hence ϕ is a q-plurisubharmonic exhaustion function for Ων ∩ Bν and therefore Proposi-
tion 2.1 can be applied. In this way we can solve ∂¯hν = ∂¯ f˜ on Ων , and ∂¯uν+1 = hν −hν+1
over Ων+1. And, by the regularity in the interior of (∂¯, ∂¯∗), combined with the estimate of
Proposition 2.1, we get Hs+1(Ων+1)-estimates for the hν ’s and Hs+2(Ων+2)-estimates for
the uν+1’s. It is then easy to see that the series
∑
ν uν converges to u ∈ C∞(Ω¯ ∩B(z0, σ ))
which solves ∂¯u = f . 
3. Estimates with weights bounded far from 0
We need now to send a → +∞ in our functions ϕ and ψ and to show how this affects
our estimates. In general, we loose control of the term ‖∂¯∗u‖2ϕ−2ψ unless we restrict our
estimates to a subclass of forms u and make a suitable choice of ψ and ϕ (different from
(2.14)). We will use the notations ∼ or ∼ or =∼ to mean that we have estimates or equality
up to multiplicative constants. We choose
ψ = ψa :=∼
{
log(|ρ|−1) − a for |ρ|−1  a,
0 for |ρ|−1  a,
χ = χat :=
{
e
x
2 − e a2 for x  a,
0 for x  a,
and replace ϕ by
ϕ = ϕat := χat
(
log
(|ρ|−1)+ λ|z|2)+ (c + t)|z|2, (3.1)
where t is a large parameter. (Note here that according to [10] by this choice of ψ we have
density of C∞c - into C∞(Ω¯)-forms.) We will say that a form u (with C∞(Ω¯) coefficients)
satisfies the ∂¯-Neumann condition, ∂¯-N for short, when∑
i=1
uiK∂zi ρ|∂Ω = 0, ∀K. (3.2)
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t
2
‖u‖2
(c+t)|z|2  ‖∂¯∗u‖2(c+t)|z|2 + ‖∂¯u‖2(c+t)|z|2 , ∀u satisfying ∂¯-N. (3.3)
Proof. For the sake of clearness we will distinguish in the course of the proof between ∂¯∗,
the adjoint of ∂¯ : L2
(c+t)|z|2 → L2(c+t)|z|2 , as in (3.3), and ∂¯∗at the adjoint of ∂¯ : L2ϕat−2ψa →
L2ϕat−ψa . We have
eψ ∂¯∗atu =
∑
|K|=k−1
′ ∑
j=1,...,N
δωj (ujK) +
∑
|K|=k−1
′ ∑
j=1,...,N
∂ωj (ψ)ujK + Ru, (3.4)
where δωj = ∂ωj − ∂ωj (ϕ) and Ru is an error of the type of Proposition 2.1. Now, under
our choice of ψ and ϕ we have, for a suitable constant c = cu,∑
|K|=k−1
′ ∑
j=1,...,N
∫
Ω
eϕ−2ψ |∂ωj ujK |2 dV
∼
∑
|K|=k−1
′
ea∫
0
e−χ(log(−|ρ|))
∣∣∣∣ ∑
j=1,...,N
∂ωj (ρ)
ρ
ujK
∣∣∣∣
2
dρ

e−a∫
0
e−ρ
− 12 +e a2 cu dρ = cuee
a
2
+∞∫
e
a
2
e−ss−3 ds, (3.5)
which goes to 0 as a → +∞. Also, remember that (ϕij ) (c + t)idn×n; hence we have
t
2
‖u‖2ϕ 
∥∥∂¯∗atu∥∥2ϕ−2ψ + ‖∂¯u‖2ϕ, (3.6)
up to an error which goes to 0 as a → +∞. On the other hand,
∂¯∗t u =
∑
|K|=k−1
′ ∑
j=1,...,N
∂jt (ujK) + Ru,
where δjt := ∂ωj − (c + t)z¯j . It follows
eψ ∂¯∗at (u) − ∂¯∗t (u) =
∑
|K|=k−1
′ ∑
j=1,...,N
∂ωj
(−χa(log(|ρ|−1 + λ|z|2)+ ψa))
× (ujK) + Ru. (3.7)
In particular, the two adjoints ∂¯∗at and ∂¯∗t coincide over Ka apart from the error Ru. Now,
it is obvious that ‖∂¯∗t u‖L2
(c+t)|z|2 (Ω\Ka)
→ 0 as a → +∞ and, on the other hand, we have
∥∥∂¯∗atu∥∥2L2ϕ−2ψ(Ω\Ka) ∼
e−a∫
e−χ(− log(|ρ|)−(c+t)|z|2
∣∣∂¯∗atu∣∣2 dρ0
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e−a∫
0
e−(|ρ|
− 12 −e 12 )cu|ρ|−1 dρ = ee
a
2
+∞∫
e
a
2
e−scus2s−3 ds, (3.8)
which goes to 0 as a → +∞. Hence∥∥∂¯∗atu∥∥2ϕ−2ψ → ∥∥∂¯∗t u∥∥2(c+t)|z|2 , (3.9)
apart from an error Ru. It is now clear that (3.6) goes to (2.4) for a → +∞. 
4. End of proof of Theorem 1.3(ii)
From now on the proof follows closely Kohn [11] and [12]. We will always consider
L2-spaces with the same weight e−(c+t)|z|2 , and denote by ∂¯∗ the adjoint in these spaces;
we will also consider Sobolev spaces Hm (m integer) with weight e−(c+t)|z|2 . The weight
being the same it will be omitted in the sequel. We need first to pass from L2- to Hm-spaces
in our estimates.
Theorem 4.1. Let ∂Ω be piecewise smooth. For any m there is t = tm such that
‖u‖2Hm ∼ ‖∂¯
∗u‖2Hm + ‖∂¯u‖2Hm, ∀u which satisfies ∂¯-N. (4.1)
Proof. We give a sketch of the proof for which we also quote [2]. The main differ-
ence is that in the present situation we need to make a more careful choice of normal
and tangential directions. We observe that the singular part R of ∂Ω is the collection
of strata R = ⋃h Rh of codimensions ih with 2  ih  s. We choose a system of vec-
tor fields {Nj }j=1,...,s such that for any h the normal space TRhCN is contained in
Span{Nj }. We complete {Nj }j=1,...,s by a system of vector fields {Tj }s+12N such that
Span{Tj }|∂Ω ⊂ T ∂Ω . We take multiindices β = (β1, . . . , βs) and α = (αs+1, . . . , α2N)
with |β| 1 and |α| + |β| = m. We claim that for any v with Hm
‖N βT αv‖2
H 0 ∼ ‖∂¯v‖
2
Hm−1 + ‖∂¯∗v‖2Hm−1 +
∑
|γ |=m
‖T γ v‖2
H 0 + ‖v‖2Hm−1 . (4.2)
To prove (3.2) we first notice that the non-characteristicity of each Rh with respect to the
(elliptic) system (∂¯, ∂¯∗) implies∑
jih
‖Njw‖2H 0 ∼ ‖∂¯w‖
2
H 0 + ‖∂¯∗w‖2H 0 +
∑
ih+1j2N
‖Tjw‖2H 0 + ‖w‖2H 0 . (4.3)
Let β ′ be obtained from β by decreasing by 1 one of its indices. If we apply (3.3) for w =
N β ′T αu, and remark that the commutators [∂¯∗,N β ′T α] and [∂¯,N β ′T α] are operators of
order m − 1, we get the complete proof of (3.2).
We notice that we have the formula for the commutator [∂¯∗,T α] = Am + Atm−1 where
Am and Atm−1 are operators of orders m and m−1 respectively, the first being independent
of t and involving at most one non-tangential derivative. We also have that [∂¯,T α] is an
operator of degree m independent of t that can therefore be absorbed by Am. Let v ∈
L. Baracco, G. Zampieri / J. Math. Anal. Appl. 313 (2006) 262–272 271D∂¯∗ ∩ (C∞)k ; hence ∂¯∗ = ∂¯∗ over v. Observe that if v satisfies ∂¯-N, then also T αv satisfies
∂¯-N. Application of (2.4) to T αv yields
t ′‖T αv‖2
H 0  ‖∂¯T αv‖2H 0 + ‖∂¯∗T αv‖2H 0
 ‖T α∂¯v‖2
H 0 + ‖T α∂¯∗v‖2H 0 + ‖Amv‖2H 0 + ‖Atm−1v‖2H 0,
∀v which satisfies ∂¯-N. (4.4)
Now, if Am is fully tangential, taking the sum over all α and t ′ large on the left of (3.4),
it can be absorbed in the left. Otherwise, if Am contains some normal derivative it can be
estimated by means of (3.2), and, in turn, the tangential derivatives on the right of (3.2) can
be absorbed in the left of (3.4). It follows
‖T αv‖2
H 0 ∼ ‖∂¯v‖
2
Hm + ‖∂¯∗v‖2Hm + ‖v‖Hm−1 . (4.5)
By using (3.6) to estimate the tangential derivatives in the left of (3.2), we get
‖N βT αv‖2
H 0 ∼ ‖∂¯v‖
2
Hm + ‖∂¯∗v‖2Hm + ‖v‖2Hm−1 . (4.6)
By combining (3.6) with (4.6), we get the conclusion of the theorem. 
The rest of the proof is completely contained in [12]. By the aid of (3.1) we can define
Ntm : Hm → Dtm , the inverse of tm = ∂¯∗tm ∂¯ + ∂¯ ∂¯∗tm , which satisfies
‖Ntmf ‖2Hmtm ∼ ‖f ‖
2
Hmtm
for all f ∈ C∞(Ω¯) such that Ntmf ∈ C∞(Ω¯). (4.7)
We can also use the method of the “elliptic regularization” and define a perturbed operator
Nεtm : Hm → Dtm ∩Hm+1 having a weak Hm limit for ε → 0 which coincides with Ntmf ;
in particular if f ∈ Hm, then also Ntmf ∈ Hm. With this information in our hands it is easy
to prove (see the last part of [11]) that, given f ∈ Hm of degree k with ∂¯f = 0, if we set
u := ∂¯∗tmNtmf , we have
∂¯u = f, u ∈ Hm, ‖u‖Hm ∼ ‖f ‖Hm. (4.8)
The last step in the proof of Theorem 1.3 consists in finding solutions in C∞(Ω¯) out of
the Hm solutions. This is a classical and very famous argument for whose full explanation
we refer to [12, Theorem, p. 229, second part].
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