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ABSTRACT
The Hubble Tarantula Treasury Project (HTTP) has provided an unprecedented photometric
coverage of the entire star-burst region of 30 Doradus down to the half Solar mass limit. We
use the deep stellar catalogue of HTTP to identify all the pre–main-sequence (PMS) stars of
the region, i.e., stars that have not started their lives on the main-sequence yet. The photo-
metric distinction of these stars from the more evolved populations is not a trivial task due
to several factors that alter their colour-magnitude diagram positions. The identification of
PMS stars requires, thus, sophisticated statistical methods. We employ Machine Learning
Classification techniques on the HTTP survey of more than 800,000 sources to identify the
PMS stellar content of the observed field. Our methodology consists of 1) carefully selecting
the most probable low-mass PMS stellar population of the star-forming cluster NGC 2070,
2) using this sample to train classification algorithms to build a predictive model for PMS
stars, and 3) applying this model in order to identify the most probable PMS content across
the entire Tarantula Nebula. We employ Decision Tree, Random Forest and Support Vector
Machine classifiers to categorise the stars as PMS and Non-PMS. The Random Forest and
Support Vector Machine provided the most accurate models, predicting about 20,000 sources
with a candidateship probability higher than 50 percent, and almost 10,000 PMS candidates
with a probability higher than 95 percent. This is the richest and most accurate photometric
catalogue of extragalactic PMS candidates across the extent of a whole star-forming complex.
Key words: Hertzsprung–Russell and colour–magnitude diagrams – stars: pre-main-
sequence – star clusters: individual: NGC 2070 – methods: data analysis, statistical – Mag-
ellanic Clouds
1 INTRODUCTION
Giant star-forming regions, the signposts of star formation across
whole giant molecular clouds (GMCs), are one of the major birth-
places of stars in a galaxy. The youthfulness of these regions is
shown by their blue massive stars, located at the bright part of the
? E-mail: v.ksoll@stud.uni-heidelberg.de
† E-mail: gouliermis@uni-heidelberg.de
main sequence in the colour-magnitude diagram (CMD). However,
also the stars of low and intermediate masses in these regions hold
important information about the star formation process. These stars
are not yet fully-formed, and since they do not fuse hydrogen in
their cores, they do not appear on the main sequence like their
massive counterparts (Schulz 2012). These so-called pre–main-
sequence (PMS) stars are still under formation through contrac-
tion and accretion and they occupy the faint red part of the CMD
(Stahler & Palla 2005). Assuming a typical stellar initial mass func-
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Table 1. Filter wavelength coverages, used HST instruments, and available data in individual filters out of the 822,204 total stars of the HTTP catalogue.
Sources with photometric flags (as described in Sabbi et al. 2016) higher than 2 in certain filters are considered as non-detections. The last column refers to
the fraction of stars out of the total amount detected in the respective filter.
Filter λmean [A˚] λmin[A˚] λmax[A˚] HST Instrument Available Data
F275W (UV) 2377.6 1990 2980 WFC3 UVIS1 46215 (5.6%)
2363.9 1990 2968 WFC3 UVIS2
F336W (U) 3358.5 3014 3707 WFC3 UVIS1 151679 (18.5%)
3358.6 3014 3707 WFC3 UVIS2
F555W (V) 5396.7 4584 6209 ACS WFC 409042 (49.8%)
5397.5 4584 6209 ACS WFC
F658N (Hα) 6584.1 6510 6659 ACS WFC 132496 (16.1%)
F775W (R) 7729.7 6804 8632 ACS WFC 657279 (79.9%)
7730.6 6804 8632 ACS WFC
7660.1 6869 8571 WFC3 UVIS1
7658.4 6869 8571 WFC3 UVIS2
F110W (J) 11623.8 8832 14121 WFC3 IR 617129 (75.1%)
F160W (H) 15392.3 13854 16999 WFC3 IR 618508 (75.2%)
tion (IMF), PMS stars with masses up to a few M account for
almost half of the total stellar mass budget of a young star clus-
ter. Consequently, identifying and studying these stars improves
our understanding of clustered star formation by parametrizing its
properties, such as the star formation efficiency, rate, duration, and
the low-mass end of the resulting stellar IMF. The characterisa-
tion of PMS stars, with T Tauri stars being prototypical examples,
can be achieved with spectroscopic measurements of usually only
a small number of objects (see, e.g., Bodenheimer 2011, and ref-
erences therein for the spectral features of these stars). However,
characterizing whole ensembles of such stars with spectroscopy is
not practically feasible for star-forming regions in the Galaxy, nor
even possible for those outside the Galaxy. The study of rich sam-
ples of faint PMS stars has, thus, to rely on deep photometric mea-
surements.
More than a decade ago several studies showed the excep-
tional ability of the Hubble Space Telescope to detect faint PMS
stars in the Magellanic Clouds, the satellite galaxies of our Milky
Way (Brandner et al. 2001; Gouliermis et al. 2006; Nota et al. 2006;
Sabbi et al. 2007). These are the only extragalactic PMS stars we
can resolve and they are extremely useful in understanding star
formation at GMC length-scales because of their cospatial, rich
samples, unobscured by the dusty Galactic disk. The Magellanic
Clouds, due to their exceptional star formation activity at much
lower extinction and stellar field contamination than our Milky
Way are, thus, very attractive targets for the study of ensembles of
PMS stars. Nevertheless, there are various observational and phys-
ical constraints that introduce difficulties to the identification and
characterisation of PMS stars from photometry alone. The main is-
sue is the dislocation of the stars from their theoretical CMD posi-
tions, introducing a spread of the PMS stars in the CMD along both
the brightness and colour axes. Among the effects that produce the
PMS spread on the CMD, differential reddening, variability, and
excess emission due to circumstellar disks are considered the most
important (Gouliermis 2012). Moreover, observational limitations,
such as unresolved binarity, stellar crowding and photometric un-
certainties introduce a ‘mixing’ of the PMS stars’ CMD positions.
These issues can be mitigated in (almost) single-age indi-
vidual young clusters and associations (Gouliermis et al. 2007,
2010), allowing the investigation of their star formation history
(e.g., Massey & Hunter 1998; Da Rio et al. 2009; Cignoni et al.
2010), stellar IMF (Sabbi et al. 2008; Schmalzl et al. 2008; Da Rio
Figure 1. Overview of the spatial coverage in the individual HTTP filters.
The grey points indicate the objects not covered in the respective filter,
while the blue ones mark objects with a detection.
et al. 2010), structure (Schmeja et al. 2009; Gouliermis et al. 2014),
and star formation rate (Hony et al. 2015) from their apparently co-
eval PMS stellar populations. However, the PMS spread across the
CMD introduces a significant difficulty in disentangling these stars
© 2018 RAS, MNRAS 000, ??–26
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from the evolved stellar populations of the galactic field or older
clusters across giant star-forming complexes. These structures of
gas and stars host multiple star-forming centers, still embedded
in their gaseous natal environments, with a significant amount of
evolved field populations being projected onto their field-of-view
(FoV).
A typical example of such regions is the Tarantula Nebula
in the Large Magellanic Cloud (LMC), the natal environment of
30 Doradus, the most impressive starburst in the Local Group. The
complexity of the region, indicated in various previous investiga-
tions, is revealed at its full extent with the deep panchromatic Hub-
ble Space Telescope imaging of the whole nebula from the Hub-
ble Tarantula Treasury Project (HTTP; Sabbi et al. 2013, 2016).
The HTTP field contains different populations of various ages, so
that an overlap between the turn-on, i.e., the locus in the CMD
where the PMS joins the ZAMS (Cignoni et al. 2010), and faint
giant/subgiant regions of the CMD occurs. These factors become
evident in the particularly rich (in stellar numbers) CMD of the sur-
vey, constructed from measurements in the F555W and F775W (V-
and R-equivalent) filters. The wide broadening of the upper main-
sequence (UMS) stars and the elongation of the red clump (RC)
(which in theory should appear nearly circular) provide clear ev-
idence for significant differential extinction (see also De Marchi
et al. 2016). In this CMD it is also practically difficult to distin-
guish the faint lower main-sequence (LMS) field stars from the
faint PMS stars, as these two populations strongly overlap in the
low brightness regime. Because of these effects that prevent the
clear identification of the various populations based on their CMD
positions, the distinction of the faint PMS stars requires the use
of sophisticated statistical approaches. In this study we develop a
classification methodology by employing Machine Learning tech-
niques in order to perform a robust identification of the most prob-
able PMS stars in the Tarantula Nebula. The clear sample of faint
PMS stars in combination with the young bright stellar population
of the UMS will provide an unprecedented stellar dataset to inves-
tigate the complexity of the star formation process along the most
interesting star-forming region in the Local Group.
Machine learning, i.e., the study of algorithms that can learn
from and make predictions on data, has introduced a variety of
statistical tools to the astronomical research. These tools are de-
signed to solve problems of regression, classification, and cluster-
ing (see, e.g., Beaumont et al. 2014; Dieleman et al. 2015; Elorri-
eta et al. 2016, for recent applications). While the first two types
of problems are addressed with supervised learning processes, the
third requires unsupervised methods. We employ classical Machine
Learning classification techniques on the HTTP photometry in or-
der to determine the most successful in identifying the most prob-
able PMS stars across the nebula, based on prior information re-
trieved from our data of the most prominent faint PMS stellar sam-
ple in our FoV. This sample comprises the stellar members of the
giant HII region, where the young stellar cluster NGC 2070, host of
the starburst cluster R136, resides.
This paper is structured as follows. In Sect. 2 we give a short
description of the photometric dataset of HTTP. In order to account
for the differential reddening of the region in our identification, we
apply a correction for extinction to the photometric measurements
of all stars in Sect. 3. This correction is estimated in terms of the
proximity of PMS candidates to UMS stars, for which reddening is
being determined from their dislocation unreddened from the main
sequence. In preparation of our experiments on various classifica-
tion methods we build a so-called training dataset, which is made
with a careful selection of the LMS and PMS stars included in the
Figure 2. The CMD of the data obtained in the optical F555W and F775W
(V-, R-equivalent) filters. It is the richest CMD of the HTTP survey in terms
of spatial coverage. For reference representative errorbars of the photomet-
ric errors are overplot in red and the coloured labels indicate the approxi-
mate locations of populations of interest.
area of NGC 2070, as well as the “contaminating” evolved field
populations (Sect. 4). This is necessary because of the partial over-
lap between the LMS and PMS stars in the CMD and the extended
star formation history of R136 of several Myr (Hunter et al. 1995).
The classification of the observed stellar populations in terms of su-
pervised machine learning based on the training dataset takes place
in Sect. 5, where the most robust algorithms for the identification
of faint PMS stars are established, and the final dataset of the best
PMS candidates across the whole Tarantula nebula is constructed.
A summary and future prospects concerning this study are given in
Sect. 6.
2 DATA DESCRIPTION
HTTP is a high spatial resolution stellar photometric survey of the
Tarantula Nebula (the nebula of the starburst of 30 Doradus). It has
a high dynamic range in spectral coverage, extending from the near-
ultraviolet (NUV) to the near-infrared (NIR) part of the spectrum
(Sabbi et al. 2013, 2016). Its spatial coverage extends across the
whole region of the nebula of∼ 16×13 arcmin2, corresponding to
240×190 pc2 at the distance of the Large Magellanic Cloud (LMC,
(m−M)0 = 18.55± 0.05 mag). This region includes the clusters
NGC 2070 (with the starburst cluster R 136 at its core), NGC 2060
and Hodge 301 (see, e.g., Fig. 1 in Sabbi et al. 2016). The observa-
tions were obtained with the Advanced Camera for Surveys (ACS)
and Wide Field Camera 3 (WFC3) on board the Hubble Space Tele-
scope (HST) in filters corresponding to a wide range of broad and
© 2018 RAS, MNRAS 000, ??–26
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Figure 3. Left: The bright part of the optical CMD with the region, where the UMS stars are selected for the measurement of their extinction enclosed by the
polygon in red. The blue line corresponds to the upper part of the un-reddened Zero Age Main-Sequence (ZAMS), corrected for the distance of the LMC.
The top and bottom sides of the polygon follow the direction of the reddening vector. Right: The spatial distribution of the UMS stars selected within the
polygon for the determination of the extinction across the HTTP field-of-view. The black cross marks the centre of R 136 (R.A.J2000 = 05h 38m 42s.3,
DECJ2000 = −69◦ 06′ 03′′.3) to be used later in the selection of our training sample.
narrow bands of 0.27 − 1.6µm (Table 1). An overview over the
available data in the respective filters is given in Table 1, where it
can be seen that there are significantly less data available in the UV,
U and Hα filters than in the remaining four filters, with the most
data being available in the R, J and H bands. Figure 1 shows the
spatial coverage of the observations in each filter, indicating that
filters V and R cover the largest area of the observed field, while
especially the UV filter covers only a very sparse area and both
infrared filters do not cover the South-Eastern region of the ob-
served area. Figure 2 shows the optical CMD of the HTTP survey,
exhibiting the previously mentioned widened UMS and elongated
RC caused by differential extinction (see Haschke et al. 2011; De
Marchi et al. 2016, for a discussion of the reddening in this area
and maps).
3 EXTINCTION CORRECTION
Star-forming regions such as the Tarantula Nebula still include a
significant amount of gas from the parental molecular cloud. It is,
thus, expected that a considerable amount of interstellar extinction
influences the photometric measurements of the observed stars and
dislocates them accordingly in the CMD. This phenomenon con-
tributes to the mixing of old and young stars in the CMD and it
should be considered in the application of our classification proce-
dure for the identification of PMS stars. We increase, thus, the num-
ber of variables by adding to the magnitudes and colour indexes of
the stars their reddening, as determined by the extinction measure-
ments of their close-by UMS stars (Panagia et al. 2000; Romaniello
et al. 2002; De Marchi et al. 2016, 2017). The use of UMS stars for
the extinction correction is based on the fact that the young PMS
candidates are more likely to be spatially correlated with the UMS
population, than with the LMC field. In addition, earlier extinc-
tion studies showed that “dust is highly localised near the hotter,
younger stars” and the average extinction correction for older pop-
0
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Figure 4. Histogram of the measured extinction values of the selected UMS
extinction probes in the HTTP data, where the thick red line indicates the
mean Av,mean = 1.98 mag and the dotted lines the standard deviation
σAV = 0.55 mag.
ulations is lower than that for younger (Zaritsky et al. 2002). The
use of RC stars for the extinction correction of PMS stars would,
thus, compromise the accuracy of this correction and the reddening
of the related star-forming regions.
We retrieve extinction measurements for the UMS stars in our
catalog by “relocating” their CMD positions on the main sequence
along the known reddening vector of the Tarantula Nebula with
slope R555 = A555/E(m555 − m775) = 3.35 ± 0.15, as deter-
mined by De Marchi et al. (2016), up to its intersection with the
zero-age-main sequence (ZAMS). We make use of PARSEC fam-
ily of evolutionary models (Bressan et al. 2012) with a metallic-
ity of Z = 0.08 for the LMC, corrected for a distance modulus
© 2018 RAS, MNRAS 000, ??–26
Pre-Main-Sequence Stars in the Tarantula Nebula 5
Figure 5. A series of extinction maps of the Tarantula Nebula, where each data point is colour-coded according to its assigned extinction value. From left to
right, the series shows the influence of the smoothing parameter , introduced to the distance weight in equation 2 on the extinction map. The respective 
value is noted in the top right corner of each plot. Note that all plots share the colour gradient from Figure 6. The adapted extinction law is described in De
Marchi et al. (2016).
of 18.55 mag (Panagia et al. 1991; Walborn & Blades 1997; De
Marchi et al. 2016).
Figure 3 (left) shows the selected UMS extinction probes. This
selection is based on the CMD region occupied by these stars, as in-
dicated by the red polygon, entailing 4,605 stars distributed across
the entire observed FoV, and identified in the V-band. The selected
sample of UMS stars exhibits higher concentrations in the regions
corresponding to the clusters R136, Hodge 301, and NGC2060,
as demonstrated by their map also shown in Figure 3 (right). We
assign extinction values to each non-UMS star as the distance-
weighted average of the extinctions A(UMS)Vn of its N nearest UMS
neighbours according to
AV =
N∑
n=1
wnA
(UMS)
Vn
(1)
with weights
wi =
1
d2i + 
2
1∑N
n=1
1
d2n+
2
, (2)
where di denotes the Euclidean distance in pixels to the i-th near-
est UMS neighbour and  is a smoothing parameter (also given in
pixels), which we introduce in order to reduce the dominance of
close proximity to a single UMS star in the averaging process. The
corresponding weighted standard deviation of the assigned average
extinction value is given by
δAV =
√√√√ N∑
i=1
wi(A
(UMS)
Vi
−AV )2. (3)
This distance weighted AV calculation eliminates the possibility
of underestimation due to low extinction foreground stars that
may be projected by chance in the region of the PMS candidates.
Nevertheless such stars represent an insignificant fraction of our
stellar sample. The extinction measurements of the UMS probes
are summarised in Figure 4, where it is shown that these stars
have a mean extinction of Av,mean = 1.98 mag with a standard
deviation of σAV = 0.55 mag.
For the assignment of extinction values we use the N = 20
nearest UMS neighbours. Figure 5 shows a series of AV maps, as
constructed for various values of . These maps are generated by
colour-coding each data point in the spatial distribution plot accord-
ing to its assigned (or measured for UMS stars) extinction value. It
should be noted that the assigned extinction values in the regions
without V-band coverage are biased towards the UMS stars at their
borders and, thus, might not necessarily represent the true extinc-
tion within these regions. They are shown here only for visuali-
sation, and they are not included in our further analysis. For the
final estimation of the extinction corrections, and the construction
of the final AV of the region, we choose a smoothing parameter of
 = 500, based on the natural appearance of the constructed extinc-
tion map, i.e., a map which is not over-smoothed and still provides
spatially detailed AV measurements (Figure 6). It should be noted
that the assigned AV measurements of the majority of the stars are
found to be insensitive to the chosen value for the smoothing factor,
with the relative differences not exceeding 5− 10 % for  between
0 and 2000 px (in comparison with  = 500 px).
The extinction-corrected optical CMD of the Tarantula Neb-
ula is shown in Figure 7. In order to provide a more realistic ap-
pearance of this CMD, we applied artificial noise to the corrected
positions of our UMS probes, based on small random dislocations
along the reddening vector by amounts sampled from a Gaussian
distribution with zero mean and the standard deviation of the colour
indexes of all stars within the same magnitude range as the selected
UMS probes. Our extinction correction demonstrates some over-
or under-estimation for the RC stars, as the remaining elongation
of the RC shown in Figure 7 indicates. However, this does not af-
fect our classification, because the CMD positions of these stars do
not overlap with those typically occupied by our target PMS stars.
4 BUILDING THE TRAINING SET
The machine-learning algorithms applied in this study are based
on supervised learning techniques, i.e., they infer a function from
labeled training data, which consist of a set of training examples
(see Appendix A). These techniques require the construction of a
labeled training data set in order to “teach” the algorithms, in our
case, how to identify PMS stars based on their positions in the
CMD. Also, our study aims at the simple distinction between two
classes of objects, namely PMS and non-PMS stars, i.e., we address
a binary classification problem. Considering these, we build our
training set so that each star has a label, which indicates whether
it is a PMS example or not. We train our algorithms directly on
the observational data of the HTTP data set, rather than on syn-
thetic populations. The advantage of this approach is that modeled
populations of stars would assume a specific behaviour of observ-
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Figure 6. Extinction map of the Tarantula Nebula, where each data point is colour-coded according to its assigned extinction value, using a smoothing
parameter of  = 500. The black outline indicates the area that is covered both in V and R, i.e., the area we considered for our further analysis.
able characteristics, such as binarity, circumstellar extinction, and
variability, which affect the theoretical CMD positions of observed
PMS stars. On the other hand, using real data allows us to account
for these characteristics intrinsically, without modeling, and thus
without possibly biasing their expected behaviour. The use of real
data also allows for the unbiased assessment of various observa-
tional limitations, such as crowding and photometric uncertainties,
that affect the identification of PMS stars.
4.1 Selection of the training stellar sample
Due to the aforementioned physical and observational constraints
(see also Sect. 1), the identification of PMS stars in large datasets
of multiple populations is not trivial, even if we take extinction into
account. It is, therefore, important to train our identification algo-
rithms on the most clear stellar training set possible, i.e., on a se-
lected subset of the HTTP catalogue where PMS stars are clearly
defined in the CMD. In this study we focus on low-mass PMS
stellar populations (with masses up to few M), which are eas-
ily confused with low-mass MS (LMS) stars. Our training subset
should, thus, comprise large numbers of PMS stars, as well as of
LMS stars, and other evolved populations, which are easily distin-
guishable. Within large star-forming complexes, regions that com-
prise such stellar samples are those where high concentrations of
easily identifiable young stars exist, i.e., young star clusters. We
select, thus, our training sub-sample from the most densely pop-
ulated areas of the nebula, i.e., the starburst-cluster R136 and its
surroundings. Specifically, we define a squared area centered on
R136 (R.A.J2000 = 05h 38m 42s.3, DECJ2000 =-69◦ 06′ 03′′.3)
with a side length of 8′ (∼ 120 pc). We construct the surface den-
sity map of the region by applying a kernel density estimation with
a two-dimensional normal kernel.
Figure 8 shows the surface density map of the region with the
statistically significant isopleths (contour lines) in steps of σn, the
standard deviation of the map, overlaid. In our analysis we exclude
grid points that fall outside the HTTP coverage (top left corner of
the map), in order to avoid biases due to artificial zero measure-
ments. As expected, the highest density peak corresponds to the
starburst-cluster R136, but we also identify the more evolved clus-
ter Hodge 301 (Grebel & Chu 2000; Cignoni et al. 2016), north-
west of R136, at density levels higher than 1σn above the average
map density. A series of CMDs of stars in the region of NGC 2070
for three selected significance levels, namely 1σn, 3σn and 7σn,
is shown in Figure 9. This figure demonstrates that apart from the
young UMS stars occupying the bright part of the CMDs, the high-
density cluster region hosts indeed a prominent low-brightness
PMS population, which is located at the red part of the CMD and
well distinguishable from the LMS blue part of the CMD. Mov-
ing to higher densities within the cluster we find continuously less
LMS stars, while the highest peak, corresponding to R136, contains
almost exclusively PMS stars. The 4 Myr isochrone from the PAR-
SEC evolutionary models (Bressan et al. 2012) is also shown in the
figure for guidance of where young stellar populations are expected
in the CMD.
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Figure 7. The extinction-corrected CMD of the HTTP data with additional
artificial noise imposed on the corrected positions of the UMS stars in order
to generate a more organic CMD. The blue line corresponds to the 4 Myr
PARSEC isochrone, whose upper part is used as an approximation for the
ZAMS to measure the extinction of the UMS stars.
A comparison of the CMD in Figure 9 with that shown in Fig-
ure 7 indicates that while it is relatively straightforward to iden-
tify the low-mass PMS stars inside the giant HII region NGC 2070,
the identification of the same type of stars across the whole HTTP
CMD requires a statistical modeling of their positions. Our clas-
sification focuses on the performance of this modeling across the
whole extent of the HTTP survey. In order to include a fair number
of non-PMS examples, i.e., LMS stars, in our training set we select
the HTTP subset included within the isopleth of 1σn above back-
ground centered on R136, as shown in Figure 9. The two distinct
populations in the low-brightness CMD regime, i.e. LMS and PMS
stars, are clearly demonstrated in the corresponding Hess diagram,
shown in Figure 10. For building the training dataset we restrict the
stars to be considered to the low-brightness regime, excluding most
of the UMS stars, and we remove some of the very blue and red ob-
jects, as we suspect them to have poor photometry. The limits of
the CMD region covered by this stellar sample are shown in Fig-
ure 11. Considering that R136 is a young cluster, the LMS stars in
the region are most probably field contaminants, not belonging to
the cluster. Under these circumstances our selected subset is op-
timal in including good training examples of low-mass PMS and
non-PMS stars. In the following section, in order to characterise
each star as a positive or negative PMS example, we distinguish
these two observed populations in a quantitative way.
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Figure 8. Surface density plot of NGC2070 with overlaid density contours
covering the range from −2σn to 7σn in steps of σn. The black square
marks the centre of R136.
4.2 Distinguishing PMS from LMS stars
After selecting the low-brightness stellar sample to be used for
the training of our algorithms, we characterise its members as
PMS or non-PMS (i.e., LMS) stars, according to their observed
extinction-corrected CMD positions. A method based on the use of
stellar number distributions along cross sections of the faint CMD
was proposed by Gouliermis et al. (2012) for separating the LMS
from the PMS populations on the CMD. The distributions of well-
separated populations show two distinct peaks, the width and the
separation of which are found to depend on stellar brightness. We
implement this method with one modification: We further introduce
a reference line in the CMD, which has a slope roughly equal to the
gap between the LMS and PMS, as observed in the Hess diagram of
Figure 10, and we calculate the distance of each star in the selected
sample from this reference line.
With these modifications we analyse the stellar distance dis-
tributions from the reference line, while avoiding to bin the stars,
in contrast to Gouliermis et al. (2012), who analysed the binned
stellar number distributions. We use a bimodal Gaussian mixture
model to fit the calculated distances of the stars from the refer-
ence line and we quantify the fit via maximum-likelihood with the
application of the expectation maximisation (EM) algorithm (see
Appendix B), an iterative method to derive maximum a posteriori
estimates of parameters in statistical models, where the model de-
pends on latent variables1 (Dempster et al. 1977). We choose this
method over a simple non-linear least-squares regression, because
of its high reliability in converging to a successful fit even in cases
where the regression could not.
The bimodal Gaussian distribution used to model the distances
1 Unobserved, hidden variables, usually inferred from observables, like
e.g. categories.
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Figure 9. Optical extinction corrected CMDs for the regions within NGC2070 with surface density higher than 1σn (left), 3σn (middle) and 7σn (right) above
the local background density (see Figure 8 for the corresponding areas). The blue line marks the 4 Myr PARSEC isochrone.
of stars from the LMS-PMS separating line has the form
G(x) =
2∑
m=1
αmΦ(x;µm, σm), (4)
where αm denotes the mixing proportions, with the sum of all pro-
portions (in this case two) equal to unity, and µm and σm are the
mean and the standard deviation, respectively, of each of the indi-
vidual components. Using the model fit by the EM algorithm, one
can estimate the posterior probability pim that a star i belongs to
one of the components m of the Gaussian mixture model as
pim =
αmΦ(xi;µm, σm)∑2
k=1 αkΦ(xi, µk, σk)
. (5)
With this measure we can distinguish the PMS from the LMS stars
in our selected sample, on an individual-star basis by assigning a
probability of PMS membership to each star. We can thus set a
probability threshold above which all stars are considered as the
best PMS examples. In Figure 12 we show two examples of our
test runs of the EM method for different reference lines. The his-
tograms on the right panel are only shown to provide a visualisation
of the result, since the fitting process itself requires no binning of
the distance measure. The posterior probability pim of each star
being a PMS star is calculated from the Gaussian mixture model
component with the larger mean µm, i.e., the PMS component of
the model.
The examples of Figure 12 show that the EM method is quite
successful in distinguishing the two separate populations within the
low-brightness regime of the CMD for a given reference line. Our
tests also demonstrated that the outcome of the EM method is in-
dependent of the axis intercept of the reference line. However, as
shown in the plots of Figure 12 the result of the EM method does
depend on the choice of the slope. It is thus important to accurately
define the reference gap between the LMS and PMS populations
in the observed CMD, in order to avoid any potential biases in the
application of the EM method. Since representing this gap with a
single straight line would provide an unrealistic boundary between
LMS and PMS stars, for the application of the EM algorithm we do
not consider a single LMS-PMS reference line (as in the examples
of Figure 12). Instead, we define a threshold curve using a series of
PARSEC isochrones, ranging from 0.5 to 10 Myr, which approxi-
mates realistically the observed LMS-PMS gap. While there may
be somewhat older PMS stars, we select 10 Myr as the oldest con-
sidered age based on the fact that this limit corresponds to the ma-
jority of the star formation history of the region, as specified by
previous studies (Hunter et al. 1995; Cignoni et al. 2015). The cor-
responding isochrone model also nicely traces the observed gap in
the low brightness regime (see orange line in Figure 13).
We consider the faint part of the 10 Myr isochrone up to one
stage before its MS turn-on as the best representative line of the
LMS-PMS gap, and we extend this line to brighter magnitudes
by connecting the points corresponding to the same stage, i.e., to
the red of the local minimum before the turn-on, for all the other
isochrones. With this process we construct a threshold curve that
does not overlap with the UMS, while adequately tracing the gap
between the LMS and PMS populations, which we want to quan-
tify. This is demonstrated in Figure 13, where each isochrone model
is plotted with a different colour, and the thick orange line indicates
the constructed threshold curve between PMS and LMS.
For the application of the EM algorithm, instead of using a sin-
gle LMS-PMS reference line, we use the constructed LMS-PMS
threshold curve to generate a series of reference lines by fitting a
line to sequential sets of four points of the curve. We allow for some
overlap between the point sets, with three of the brightest points in
each set coinciding with the three faintest in the next. With this pro-
cess we produce 46 different lines with different parameter sets of
slopes and intercepts. The determination of the PMS membership
probability for the stars in the selected sample is then made with the
application of the following steps: (1) We calculate the distances of
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the stars from each of the 46 reference lines, (2) we fit the corre-
sponding bimodal Gaussian distribution, (3) we estimate from each
model the PMS component membership posterior probability for
each star, and (4) we average the results from all Gaussian mixture
models for each star. Our selection excludes all stars brighter than
mF555 = 17.75 mag and the noisy observations to the right of the
PMS and left of the LMS population, outside the CMD region lim-
its shown in Figure 11. In our treatment we also do not consider
the stars marked with red crosses in this figure as these fall into the
RC part of the CMD, and they are likely evolved stars. With the
methodology described above we avoid contamination by UMS or
other more evolved stars and objects with poor photometry during
the fitting process. The fit of the Gaussian distribution is repeated
100 times for each parameter set and the resulting PMS component
membership probabilities are averaged to reduce the influence of
the random initial model parameter guess in the EM algorithm.
The outcome of the application of the EM method is visu-
alised in the CMD of Figure 14, where each considered star is
coloured according to its estimated PMS membership probability
(pem). The threshold curve used for the application of the EM al-
gorithm and the curve corresponding to the limit of pem = 0.7 are
also shown in the figure (with orange continuous and red dashed
lines respectively). The comparison of these lines indicates that a
minimum of PMS membership probability of about 70% provides
a reasonable separation between PMS and LMS stars in the training
sample. We, thus, tested the construction of our training dataset by
using various probability thresholds, starting at 0.7 up to 0.9. We
assigned as PMS stars those with pem larger than the chosen thresh-
old, while the remaining stars were characterised as non-PMS. Our
subsequent investigation of the performance of the classification al-
gorithms in dependence of the considered pem thresholds showed
that the best PMS candidates in the training set are all stars with
pem > 0.85 (see Section 5).
4.3 The Final Training Dataset
With the implementation of the EM method as described above
we established a reasonable dataset of low-brightness true PMS
and LMS stars to be used for training the classification algorithms.
However, while the CMD area covered by these stars in the re-
gion of NGC 2070 shows a clear distinction between these two
stellar types, the bright part of this area in the complete HTTP
CMD includes other types of evolved stars, such as RC and faint
giant/subgiant stars. While the contamination of the PMS dataset
by these stellar types is not significant, they must be considered in
our final training dataset. We, thus, complete the compilation of the
training set by “artificially” adding examples of these evolved stars
as negative (non-PMS) examples, so that the classification algo-
rithms can treat them as such. For the RC stars we include the pre-
viously excluded examples, marked with red crosses in Figure 11,
and we assign a PMS membership probability of pem = 0 to them.
As we discuss in Sect. 4.1 we constrained our EM analysis for dis-
tinguishing PMS from LMS stars in a well-defined region in the
CMD, where prominent members of both populations are located
(blue dashed polygon in Figure 11), excluding some sources at the
extreme blue and red faint parts of the diagram. We now include
these faint uncertain sources in the final training set by assigning
to them also zero PMS probability. The reason for this inclusion
is to eliminate the danger of misclassifying objects with uncertain
measurements as PMS stars.
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Figure 10. Optical extinction-corrected Hess diagram of the stars in the
region of NGC 2070 included within the 1σn density significance level (see
map in Figure 8). The diagram uses 75 bins in both coordinate directions
with limits [−2, 2] in F555W−F775W and [25, 10] in F555W.
4.3.1 Adding Evolved Field Stars in the Training Set
Apart from the stellar sources discussed in the previous paragraph,
an important contaminant of a PMS dataset are the old stellar pop-
ulations of the general LMC field, occupying the giant/subgiant
branches of the CMD. The fainter giant and subgiant stars of the
LMC field can roughly coincide, depending on age and reddening,
with the bright part of the PMS population. In the case of variable
extinction by gas and dust, giant and subgiant field stars are dis-
tributed along the reddening vector and can overlap with the CMD
positions of PMS members of young clusters on the same line of
sight. In order to use a training dataset that accounts also for these
contaminants we identify typical examples of faint, field giant and
subgiant stars in regions of the observed HTTP field-of-view, which
mostly cover the general LMC field. We select two such regions to
account for both high- and low-extinction of the field stars by the
nebula.
In selecting these regions we were aided by a preliminary un-
refined classification of PMS stars in the HTTP dataset by employ-
ing a Support Vector Machine (SVM) algorithm trained on the V-
and R-equivalent magnitudes of the stars in the preliminary training
set constructed in the previous section. Details on the employment
of this method are given in the final application of our classifica-
tion (Sect. 5) and in Appendix A3. Here, it suffices to note that we
applied the SVM method via a 10-fold cross-validation, repeated 5
times and labeling as PMS stars (label of 1) those with PMS mem-
bership probability, derived with the EM method, higher than the
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Figure 11. Optical extinction-corrected CMD of the data set used to create
the training set. The blue dotted line indicates the data that are used for the
EM fitting. The red crosses mark the data points that are excluded from the
fitting, because they fall into the RC area.
lowest reasonable limit of pem = 0.7. We performed the classifica-
tion of the HTTP stars with measurements in these two filters and
we retrieved a tentative set of PMS candidates, i.e. stars with a clas-
sification probability > 0.5, across the whole observed FoV. We
constructed the surface density map of this stellar sample in order
to identify the regions across the Tarantula Nebula that are mostly
devoid of candidate PMS populations, i.e., the regions where the
cleanest samples of field stars can be detected.
We combined the surface density map of the PMS candidates
with the extinction map of Figure 6 to identify the field regions
within the observed area with both the lowest and highest extinc-
tion. We, thus, considered the field contaminants in the whole range
of reddening conditions across the Tarantula Nebula. It is interest-
ing to note that our selected low-extinction field region roughly
coincides with that defined by Cignoni et al. (2015) as reference
field in recovering the star formation history of NGC 2070. The
identified field stellar populations are depicted in the CMD of Fig-
ure 15. We select from this population the most prominent, faint gi-
ant/subgiant stellar candidates as enclosed by the red and blue poly-
gons (one from the high-reddening and one from the low-reddening
region), and add a bit more than 900 objects to our training set as
non-PMS examples, i.e., stars with zero PMS membership proba-
bility.
With the process described in this and previous sections, we
have constructed a training dataset of 10443 stars, containing the
best possible examples of (1) evolved field stars, both LMS and
potential giant/subgiant stars, (2) RC stars, (3) non-specified stars
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Figure 12. Left: The optical CMD of our selected training stellar sample
with the reference line (separating the observed LMS and PMS parts of the
CMD), drawn with a dark red line. The blue box indicates the CMD re-
gion occupied by the selected sample. The points within the blue box are
colour-coded according to their posterior probability of belonging to the
right component of the mixture model displayed in the right panel. Right:
Histogram of the stellar (perpendicular) distances from the reference line
with the bimodal Gaussian components of the fit solution overlaid. The pan-
els show the resulting distributions of distances from the reference line for
lines with the same intercepts but different slopes. While the outcome of the
EM method is found to be independent of the actual position of the refer-
ence line, as demonstrated in these plots, it is very sensitive to its slope. It is
thus important to identify a reference line the slope of which fits at the best
possible degree that of the observed gap between LMS and PMS stars (see
Sect. 4.2).
with poor photometry, and (4) young low-mass PMS stars, which
we aim at identifying across the whole FoV. Figure 16 shows the
part of the CMD on which our training will take place, with an
overview of the positions of these populations, coloured according
to their pem probability. As shown in this CMD, our classification
is limited to the faint part of the CMD where the PMS stars reside,
and therefore, we do not include examples of the UMS stars, as
their positions should not overlap with those of the PMS stars.
The available data in the training data set in each of the HST
filters is summarised in the top part of Table 2. Apart from V- and
R-equivalent wavebands, our training set includes substantial data
in J- and H-equivalent wavebands (although with a smaller FoV),
making the training of our algorithms on these variables also fea-
sible. The remaining three (UV-, U-, and Hα-equivalent) filters are
less helpful for the application of a machine-learning classification
due to their significantly smaller coverage, drastically reducing the
amount of data to predict on (see Table 1). As a consequence, we
© 2018 RAS, MNRAS 000, ??–26
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Figure 13. Left: Optical extinction-corrected CMD of our selected train-
ing stellar sample with an overlay of the PARSEC isochrones with ages be-
tween 0.5 and 10 Myr (coloured according to their age) used to approximate
the LMS-PMS gap. The thick orange line marks our extrapolated threshold
curve between the PMS and LMS.
limit our tests to these four filters. Also, before feeding the learning
process with the training examples, we need to define this limit-
ing PMS membership probability threshold, pem, to be considered
for separating the positive (PMS) instances from the negative (non-
PMS) instances in the training dataset. The primary criterion for
determining this threshold is the inclusion of the purest possible
sample of PMS candidates, reducing, thus, the number of possi-
ble false positive examples. As we discuss later, we determined the
best threshold choice to be 0.85 based on two additional factors.
(1) The need for balance between the numbers of positive and neg-
ative examples in the training data set, and (2) the classification
performance of the algorithms.
Concerning the balance between positive-negative examples,
the lowest reasonable threshold of pem = 0.7 provides about
38 percent of the training set as positive instances. At the even
higher threshold of pem = 0.9 we retain roughly 19 percent of the
dataset in positive examples, which still provides a useful amount
of observations. Using an even higher probability threshold would
not be practical, because we would limit the training sample to
a number of positive instances that would be unrealistically low,
and that would introduce a strong imbalance between positive and
negative examples, which is not ideal for machine learning. Con-
cerning the performance of the classification algorithms, our ex-
periments (Section 5) showed that we achieve the best trade-off
between algorithm performance and training set balance by con-
straining the sample of PMS members in the training set to those
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
ll
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
10
15
20
25
−1 0 1 2
F555W−F775W
F5
55
W
0.2 0.4 0.6 0.8 1.0
pem
Figure 14. Optical extinction-corrected CMD of the stars in the region of
NGC 2070 included within the 1σn density significance level (see map
in figure 8). Stars that were considered during the application of the EM
method are coloured according to their estimated PMS membership proba-
bility pem. The orange line marks the previously established approximation
curve of the LMS-PMS gap (see figure 13) for reference. The red dotted
curve indicates a 70% probability threshold of pem.
with pem > 0.85, corresponding to roughly 27 percent of the total
training dataset.
5 CLASSIFICATION OF PRE–MAIN SEQUENCE STARS
After constructing the training dataset to be used for the learning
process, we performed various experiments in order to identify the
most efficient machine-learning algorithm for the classification of
PMS stars in the Tarantula Nebula. Since our training set was con-
structed from the region of NGC 2070, our classification will iden-
tify the stellar siblings of the PMS members of this region, i.e.,
stars with similar characteristics and star formation history, spread
across the whole nebula. In our experiments we tested three popu-
lar classification algorithms: Decision Trees, Random Forests (RF),
and Support Vector Machines (SVM). Descriptions of the concepts
behind these algorithms and references to the related literature are
provided in Appendix A. During our early experimentation we also
considered the application of the Naive Bayes Classifier, a simple
probabilistic classifier based on Bayes’ theorem, which assumes
(naively) a strong independence between the features (see, e.g.,
Russell et al. 2016).
The success of supervised machine-learning modeling is
based on the availability of complete sets of observations with as
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Figure 15. Optical CMD of the HTTP data in gray with an overlay of the CMD of our field star selections, where the low extinction region is shown on the
left and the high extinction region on the right. The solid red and blue polygons indicate our selections for the low and high extinction, faint giant/subgiant
candidates, respectively.
many variables to model on as possible. As a consequence, in the
present study a limiting factor in our classification is the amount
of available data, the algorithms can be trained on. This translates
to both the number of available stars per filter and the number of
stars observed in as many filters as possible, i.e., the size of the
feature space (see Appendix A). The second aspect is particularly
important, because most of the classification algorithms cannot per-
form a prediction on incomplete feature vectors, i.e., on missing
data. With this in mind we optimised our classification for datasets
with the best waveband and spatial coverage, i.e., for stars found
in the HST wavebands equivalent to standard V, R, J, and H fil-
ters. Among the tested methods only decision trees can compensate
for incomplete feature vectors using the so-called surrogate splits
(see Appendix A1). It is, thus, the only algorithm that can predict
on all available HTTP filters. For our tests with other algorithms,
as mentioned above, we do not take into account measurements
in the UV-, U- and Hα-equivalent filters, due to the significantly
large amount of non-detections in these wavebands (as shown in
Table 1). Our experiments with the use of photometric flags as cat-
egorical classification variables (to compensate for non-detections)
also performed very poorly.
The performance of the algorithms was measured using three
metrics, the accuracy, the balanced accuracy, both estimated from
the confusion matrix, and the area under the Receiver Operating
Characteristic (ROC) curve, or in short Area Under the Curve
(AUC), all described in Appendix A4. These metrics were calcu-
lated on the basis of a train/test split, i.e., by splitting the orig-
inal training dataset in two subsets, one to train the algorithm
(“Train” subset), and one to test its performance (“Test” subset).
This method is very efficient when there is a sufficiently large num-
ber of records in the training dataset, as in our case. Typically, a
70/30 split, i.e., ∼ 70 percent of the training dataset reserved for
the Train subset and the rest for the Test, is the most efficient split
for training the algorithm in order to avoid overfitting, i.e., con-
structing a general model that can fit a variety of data, and not ex-
clusively those in the training dataset. It is worth noting that the
measurements of the predictive power of the classification model
must be made on a held-out Test set, i.e., the records of the Test set
must not be influenced in any way by the instances in the Train set.
Therefore splitting the Train/Test sets is an important aspect of the
process.
For the training of the algorithms on the Train subset, we
employed a 10-fold cross-validation (see appendix A4.1) in all
our experiments. Due to differences in the available data that de-
pend on the availability of measurements in various wavebands,
the Train/Test subsets may vary from one experiment to the other.
For the sake of direct comparability of the presented results the
SVM and RF algorithms are trained and tested on exactly the same
subsets for any given experiment. This is of course not a necessity,
as the algorithms’ performance varies insignificantly for different
partitions of the data.
The implementation of the algorithms was in the program-
ming language R, an environment for statistical computing and
graphics (R Core Team 2013). From early on the Naive Bayes
classifier shows significantly low performance in our experiments,
achieving accuracies of at most ∼ 60%, providing thus classifica-
tion models comparable to random guessing. As a consequence, we
do not further discuss in our analysis this algorithm, and we focus
on the three remaining methods that proved to provide more accu-
rate results. Random forests, operating by constructing a multitude
of decision trees, correct for decision trees’ occasional overfitting
to the Train dataset (Hastie et al. 2009). The RF algorithm is thus a
more efficient choice for our classification. Nevertheless, decision
trees can handle missing values in the photometric variables of stars
without imputation (by using surrogate splits). We apply, thus, a
preliminary classification with decision trees only on the complete
© 2018 RAS, MNRAS 000, ??–26
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Figure 16. Optical CMD of the final training dataset selection. The data
points are colour-coded according to the PMS membership probability de-
fined as described in the text (see Sect. 4).
set of photometric variables (set no. 1), which includes a large num-
ber of missing values, in order to understand how these variables
may influence our classification. Table 2 gives a detailed summary
of our experiments, listing the sets of different variables (features)
combinations used for training and classifying the HTTP stars, the
algorithms applied, the available instances in both the training and
the whole HTTP datasets in dependence of the variables choice, the
performance of the algorithms on the held-out Test dataset in terms
of the accuracy, balanced accuracy and the AUC, and the amount
of the identified PMS candidates2
As we discuss later in this section, for the final census of the
PMS stars across the Tarantula nebula we operate on the features set
no. 3 (as described in Table 2), because it provides the largest stellar
coverage across the whole extent of the observed field, thus the
richest stellar sample, and the highest performance scores across
the tested methods. This sample comprises observations in three
variables (V-, R-equivalent magnitudes and extinction), providing
the largest amount of HTTP data to classify.
Features set no.1 includes all photometric measurements,
while set no.2 is equivalent to set no. 3, but without the inclusion of
extinction. It is used in order to validate the influence of extinction
to the accuracy of our models. Including the infrared measurements
unfortunately limits not only the area that we can investigate (Fig-
ure 1), but also drastically reduces the amount of data that can be
2 In the following sections we only state the accuracy and AUC for simplic-
ity. We refer the reader to Table 2 for the corresponding balanced accuracy.
classified, due to the lower number of stars observed in all four
wavebands3. We nevertheless investigate in features set no. 5 their
influence on the performance of the algorithms (Note that extinc-
tion is not included in this features set, as it is intended to highlight
the influence of the inclusion of the infrared bands alone). Features
set no. 4 is intended to give insights on whether the photometric
errors in the respective filters could prove to be helpful in the clas-
sification approach, or not. Therefore extinction was not included
in this features set.
5.1 Classification with Decision Trees
Decision or classification trees use flowchart-like structures that
break the process of a complex decision into a series of simpler
decisions, made upon the input features of the available data (see
Appendix A1). Beginning at the root node data flows through if-
else decision nodes that split the data according to its features. The
branches indicate the potential choices and the leaf nodes the fi-
nal decisions. Given that the decision tree algorithm can compen-
sate for incomplete feature vectors, our first experiments were made
with the application of this algorithm in order to use the complete
photometric variables space of the HTTP dataset, which includes a
large number of missing values for stars not identified in specific
wavebands. We trained decision trees using various maximum tree
depths up to 30, at most 5 surrogate splits per node and pre-pruning
with complexity degrees of the order of 0.01, using the Gini Index
as measure of node impurity (see Appendix A1 for explanations on
these parameters). In order to compare with the other algorithms the
results presented for this method are also based on PMS stars with
pem > 0.85. The final decision tree, with an accuracy of 86.11%
and an AUC of 0.845 on the held-out test set, did not achieve the
expected performance, but it appeared quite promising in providing
valuable insight on the importance of certain filters.
In this tree the two most important variables for primary splits
appear to be the measurements in the F555W and F160W fil-
ters with minor contributions from those in F775W. Measurements
in all remaining filters are only considered for surrogate splits.
Comparing with Table 2 this is not surprising, since our training
dataset contains significantly less records in the F275W, F336W
and F658N filters, and therefore these variables are not considered
for primary splits. The fact that the filters pair (F555W, F160W)
was chosen over the (F775W, F110W) pair may indicate that mea-
sures in the V- and H-equivalent bands provide the intrinsically best
combination of variables. This can be explained by the fact that the
(F555W, F160W) filters pair provides a rich stellar sample across
a dynamic range in colours, which is wider than those of any other
combination of these four filters. The wide colour spread of the
data allows a clearer distinction between PMS and LMS stars on the
CMD. In any case these results provide strong indications that near-
infrared measurements may be very important to the identification
of PMS stars with machine-learning classification techniques.
Considering that our primary dataset is that with the best spa-
tial coverage across the observed FoV, provided by stars observed
in at least one of the F555W and F775W filters, we trained a deci-
sion tree also on this stellar sample. This tree performed decently
on the held-out test set, with an accuracy of 87.8% and AUC of
0.852, comparable to the tree model based on the whole stellar
3 We remind that while decisions trees can deal with missing measure-
ments, the RF and SVM algorithms cannot.
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Table 2. Overview of our machine-learning experiments for the identification of PMS stars in the Tarantula Nebula. The table lists (1) the investigated
combinations of variables (features) for training and prediction, (2) the available training data for each individual feature, (3) the applied algorithms, (4) the
available data in both the training set and the HTTP survey for each features set, (5) the performance of each algorithm on a held-out test set (the value
in parenthesis gives the performance on the training set during cross-validation for comparison), and (6) the amount of resulting PMS candidates, i.e., stars
identified with a predicted probability of being PMS of ppms > 0.5. Note that the number of available records is given only for the RF and SVM algorithms,
because the decision tree algorithm can predict and train on data sets with incomplete attributes, i.e., on all records in the HTTP survey. The performance on
the test set is found to be comparable to that on the training set, which demonstrates that none of our models exhibit a case of overfitting.
Feature Available Training Data Features set No.
(out of 10443 stars) 1 2 3 4 5
F275W (UV) 2210 (21.2%) !
F336W (U) 4880 (46.7%) !
F555W (V) 10443 (100%) ! ! ! ! !
σV 10443 (100%) !
F658N (Hα) 4576 (43.8%) !
F775W (R) 10443 (100%) ! ! ! ! !
σR 10443 (100%) !
F110W (J) 9600 (91.9%) ! !
F160W (H) 9597 (91.9%) ! !
Extinction Av 10443 (100%) !
Applied algorithms:
Decision Tree (DTRee) ! !
Random Forest (RF) ! ! ! !
Support Vector Machine (SVM) ! ! ! !
Available Data:
Training Total 10443 10443 10443 10443 9283
Reduced Training 7310 7310 7310 7310 6498
Held-out Test 3133 3133 3133 3133 2785
Prediction 822204 403018 403018 400229 287434
Performance on test (training) set (pem > 0.85):
Accuracy [in %]:
DTree 86.11 (89.23) 87.80 (89.67) - - -
RF - 94.16 (94.36) 95.60 (95.85) 94.54 (94.77) 92.78 (93.00)
SVM - 95.18 (95.36) 97.29 (97.47) 94.80 (94.26) 94.82 (94.64)
Balanced Accuracy [in %]:
DTree 82.60 (87.15) 85.83 (87.92) - - -
RF - 92.06 (93.09) 94.24 (94.67) 92.71 (93.15) 90.88 (91.16)
SVM - 93.39 (94.53) 96.61 (95.89) 93.06 (92.63) 93.05 (93.90)
ROC AUC:
DTree 0.845 (0.899) 0.852 (0.885) - - -
RF - 0.983 (0.984) 0.990 (0.990) 0.986 (0.986) 0.977 (0.978)
SVM - 0.988 (0.989) 0.994 (0.994) 0.985 (0.983) 0.989 (0.986)
Number of PMS candidates
DTree 74375 73006 - - -
RF - 21306 20996 20923 15898
SVM - 21550 19487 21554 16655
sample, and still below our expectations for successful classifica-
tion. Moreover, we identified few issues related to the decision tree
classification. Specifically, there was a large number of misclassi-
fications of LMS and RC stars after applying the algorithm on the
entirety of the HTTP dataset, and the outcome of the classification
itself appeared quite unrealistic, with the identified PMS candidates
being aligned in prominent “zigzag” patterns across the CMD. We
explain this phenomenon as the result of the binary splits the deci-
sion tree algorithm performs in order to make a decision.
Another issue with the decision trees that were trained on the
whole sample is that since the constructed trees use the observa-
tions in the F555W filter as one of the primary prediction param-
eters, they get heavily confused in the regions, where there is no
coverage in this filter (see, e.g., Figure 1), by predicting an unrealis-
tically large amount of PMS stars in these regions. This shows that
the surrogate split method to compensate for incomplete feature
vectors provides limited support to our classification goal. Based
on these experiments, and due to the issues mentioned above, we
assess that while the decision tree algorithm provides evidence for
the importance of infrared measurements, in general it is not suited
for the purpose of this study. As a consequence we did not proceed
with any further tests of the decision tree, beyond these preliminary
© 2018 RAS, MNRAS 000, ??–26
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Figure 17. Optical CMDs of the HTTP stars, colour-coded according to their probability of being PMS stars, as predicted by the RF algorithm (left), and the
SVM algorithm (right), trained on their measurements in the F555W and F775W bands and their extinction Av .
experiments. Our further tests were focused on the more sophisti-
cated RF and SVM algorithms.
5.2 Classification with Random Forests
A number of classification trees can be combined into a collection
known as Decision Tree Forest, or simply Random Forest, which is
one of the most successful machine-learning classifiers. In contrast
to a single decision tree that is grown in size and complexity as it
is trained on the available data, the efficiency of the RF relies on
the fact that the algorithm is a collection of smaller simpler trees
that together reflect the data’s complexity (see Appendix A2 for
a detailed description). We applied our machine-learning method
on the reduced training set in three steps: (1) We employed cross-
validation to train 10 RF classification models, (2) we chose the
best model based on its AUC during cross-validation, and (3) we
evaluated the performance of the final model independently on the
held-out test set. Two basic arguments in the implementation of the
RF algorithm is the number of trees the “forest” consists of, and
the number of variables to be sampled in each node. Due to the
unavoidably low number of available variables in each features set
(Table 2), all of them were used in the training process for each con-
sidered set. The number of trees per forest, which should not be less
than 200, was tested for values between 500 and 10,000. However,
it appears that the algorithm’s performance is not very sensitive to
the number of trees, since all models provided AUC values with dif-
ferences of the order of 0.0001. Nevertheless, the best trade-off be-
tween performance and computational demand was achieved with
the models for 500 trees, with that for features set no. 2 having an
AUC of 0.9660.
We evaluated the influence of our selection for the EM-derived
PMS probability threshold (pem), introduced during the construc-
tion of our training dataset, on the classification performance of the
RF algorithm by testing its performance in a range of limiting val-
ues, varying from pem > 0.7 to pem > 0.9 for the prominent PMS
candidates in the training dataset. On our primary features set (set
no. 3, i.e., F555W, F775W measurements and AV ), we found that
apart from an overall excellent performance (AUC > 0.984), there
is a trend of increasing performance with higher limiting threshold.
The best model was constructed for the highest considered thresh-
old (pem > 0.9), achieving an AUC of 0.991, with a difference
of only 0.007 larger than that for pem > 0.7. This indicates that
the performance of the RF algorithm appears to be also not sen-
sitive to the considered input sample of best PMS candidates. It
should be noted, though, that choosing a threshold of pem = 0.9
might already be critical in terms of maintaining a good balance
between positive and negative examples in the training set, since
this threshold accounts for only ∼ 19 percent of positive examples
in the dataset. Based on this, and in order to achieve a trade-off be-
tween correct training of the algorithms and reasonable selection of
the best positive examples in the training set, we applied a threshold
of pem > 0.85 for the best PMS input sample.
With these settings the RF achieves an excellent accuracy and
AUC of 95.6% and 0.990 respectively for the primary features set
(set no. 3), providing the best performance of the RF across all
the feature combinations we have tested. In our implementation of
© 2018 RAS, MNRAS 000, ??–26
16 V. F. Ksoll et al.
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Figure 18. Spatial distribution of PMS candidates, i.e. all stars with prf/svm > 0.5, coloured according to their probability of being PMS stars, as predicted by
the RF algorithm (left), and the SVM algorithm (right), trained on their measurements in the F555W and F775W bands and their extinction Av . For guidance,
the positions of R136, Hodge 301 and NGC2060 are indicated by a large circle, square and triangle, respectively.
RF, the predictions of the constructed models return, apart from the
class of each star (PMS, non-PMS) a probability that this star is
indeed a PMS star, prf , determined from the proportion of votes
of the trees in the ensemble. Classifying the whole available HTTP
data on the features set no. 3 (403,018 stars, c.f. table 2), the model
predicts 20,996 stars, with probabilities prf > 0.5. Figure 17 (left)
shows the optical CMD of the PMS candidates, coloured accord-
ing to their probabilities prf . This CMD demonstrates that the RF
drastically improves the zigzag pattern of the decision tree, albeit
a smoothed such pattern can be still observed, apparently the out-
come of the underlying tree nature of the method. The classifica-
tion result further exhibits a mixture of PMS and Non-PMS clas-
sifications in the region where old, field MS turn-off and subgiant
stars could potentially overlap with turn-on stars, clearly indicating
that the algorithm distinguishes these two types of stars, in con-
trast to the decision tree, which in our tests tended to classify all
stars in the region as PMS. The RF algorithm is also more success-
ful than the decision trees in avoiding classification of RC as PMS
stars, although there might still be a few misclassifications of the
faintest RC stars. Figure 18 (left) depicts the spatial distribution of
the PMS candidates across the Tarantula Nebula, coloured accord-
ing to their probabilities prf . This map demonstrates, in agreement
with our expectation, a large abundance of PMS stars in the regions
of NGC 2070 and NGC 2060, as well as in less prominent compact
stellar clusters and in features that appear almost filamentary. In
this map we also mark for guidance the positions of R136 (Sabbi
et al. 2016), Hodge 301 (Glatt et al. 2010) and NGC2060 (Cutri
et al. 2003).
The classification of the RF models trained on the other three
considered features sets (sets no. 2, 4 and 5 in Table 2) appear to be
overall similar to that of set no. 3, both in terms of performance, re-
turning only 1.06 percent to 2.82 percent less accuracy, and in terms
of spatial distribution of the identified PMS stars. The spatial distri-
bution of the RF model based on features set no. 5 was somewhat
different than the rest, due to the drastically reduced amount of data
to be classified and the smaller available spatial coverage of stars
found in both optical and infrared bands. The PMS stellar samples
identified with the models of sets no. 2 to 4 are essentially identical,
with∼ 20,000 common identifications. Interestingly, the RF model
trained on set no. 3 identifies fewer candidate PMS stars than those
predicted by the model of set no. 2 in regions of lower extinction.
This indicates that the algorithm intrinsically assumes a spatial cor-
relation between PMS stars and larger extinction, possibly due to
the region it was trained on. The marginal differences between the
models for the features sets no. 2 and 4 indicate that the RF method
was not sensitive to the enlargement of the feature space with the
addition of the photometric errors, possibly because the photomet-
ric errors add small decision power to the models.
5.3 Classification with Support Vector Machines
The third classification algorithm we experimented with is the
SVM (see Appendix A3 for a description). In our experiments the
general purpose Gaussian Radial Basis Kernel was chosen as the
SVM kernel:
K(x, x′) = exp(−σ||x− x′||2), (6)
The SVM model parameters, i.e. the cost C and the kernel width
σ, are determined again via a 10-fold cross-validation, choosing
the best model according to its AUC. The influence of the chosen
pem threshold for the best PMS candidates in the training sample
was evaluated in the same way as for the RF. As in the case of the
RF, we found that the performance of the SVM increases with a
higher threshold, but only slightly, indicating that the performance
of the modeling is not sensitive to this threshold. For the features set
no. 3, the best AUC of 0.995 was achieved when training on PMS
stars with pem > 0.9, being only slightly larger though than the
AUC values derived with other pem thresholds, varying between
0.7 and 0.9. With the same reasoning as for the final RF classifica-
tion we use the condition of pem > 0.85 for PMS candidacy here,
also allowing a direct comparison between the results of the two
methods. The corresponding accuracy of this SVM model is excep-
tionally good, equal to 97.29%. The classification of the available
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HTTP data returns 19487 PMS candidates with outcome probabil-
ities psvm > 0.5.
Figure 17 (right) shows the optical CMD of the PMS candi-
dates, coloured according to their probabilities psvm. This CMD
demonstrates that the SVM overall constructs a much smoother
decision boundary than the RF and avoids successfully the mis-
classification of RC stars and objects with poor photometry as
PMS stars. We also found that the SVM performs equally well
as the RF in distinguishing possible turn-on and subgiant stars
in their overlap CMD-region. There is, however, a small iso-
lated patch of SVM-classified PMS candidates at (F555W ∼
19.5,F555W − F775W ∼ 0.5), which could possibly be young
stars still on the turn-on, but they fit mostly to the UMS. This patch
is likely the result of the SVM being prone to over-fit outliers, when
there are very few records to train on, as is the case for this CMD
region in our training dataset (e.g., Figure 16). Figure 18 (right)
shows the spatial distribution of the PMS candidates, as classified
by the SVM. This map displays the same prominent spatial fea-
tures as the PMS stars found with the RF, i.e., high concentrations
of stars in the regions of NGC 2070 and NGC 2060, and indications
of substructure in the space between the clusters.
We found somewhat larger variations in the SVM than in the
RF across the various investigated features sets. The SVM model
constructed from the features set no. 2 results in a very smooth
two-dimensional decision boundary. As a consequence for this fea-
tures set the algorithm does not distinguish possible turn-on and
subgiant stars. Instead it classifies the entire CMD region up to the
brightest limit of our training dataset as PMS stars, albeit at a low
overall probability. This certainly introduces a number of misclas-
sifications of older subgiant stars and explains the larger number
of identified PMS stars in comparison to the RF. Enlarging the fea-
tures space with the inclusion of photometric errors in the F555W
and F775W bands (i.e., features set no. 4) delivers a comparable
performance and number of PMS candidates in comparison with
features sets no. 2. Similar to the RF the overall classification out-
come does not appear to be overly sensitive to the inclusion of
photometric errors, given the∼ 19, 000 commonly identified PMS
candidates, although the decision boundaries in the CMD appear
slightly broadened. In an earlier test with a training set that did not
account for highly extincted giant and subgiant stars, we found that
the SVM trained on this features set misclassified a large amount
of very faint blue LMS stars with larger photometric errors as PMS
stars. Even though this does not happen to the same degree (there
are still a few such misclassifcations of faint LMS stars) with the
more refined training set, described in this paper, we came to the
conclusion, keeping those earlier tests in mind, that including the
photometric errors is potentially compromising rather than helping
the successful classification of PMS stars.
The classification result for features set no. 5, i.e., including
the infrared measurements, is similar to the result for set no. 2, ex-
hibiting a relatively smooth decision boundary in the CMD. There
is a slight improvement, though, over features set no. 2 in the dis-
tinction between giant/subgiant and turn-on stars, indicating that
infrared bands hold information that may be very useful in distin-
guishing possible MS turn-off and giant/subgiant stars from PMS
turn-on stars, using machine-learning techniques. Nevertheless, we
choose features set no. 3 as the primary set to base our final clas-
sification on due to the far more complete spatial coverage of the
Tarantula Nebula over the other sets.
Figure 19. Optical CMD of the HTTP data, where each star is coloured
according to the difference psvm−prf of the predicted probability to belong
to the PMS from SVM and RF, respectively.
5.4 Comparison and Combination
Both the RF and SVM methods scored an excellent performance
on the held-out test dataset for our primary training features set (set
no. 3, F555W, F775W,AV ), with the SVM providing the best mod-
eling across all our experiments in terms of accuracy. Despite their
performance, we identified individual shortcomings in the classi-
fication results of both methods, as described in the previous two
sections. The RF method inherited from its decision trees the trend
to produce a zig-zag pattern (faint nevertheless) at the LMS-PMS
CMD border, while the SVM includes in its sample of best PMS
candidates the few members of an isolated patch at the faint part of
the UMS. In order to overcome these shortcomings and identify the
most accurate PMS stellar census across the entire Tarantula nebula
in terms of eliminated misclassifications, we combine the results of
both methods.
A comparison between the results of the RF and the SVM
methods is shown in Figure 19, where each star in the optical
CMD is colour-coded according to the difference of the proba-
bilities derived from each method that this is indeed a PMS star,
δp = psvm − prf . An instance where the star is classified by the
SVM as an excellent PMS candidate but not identified at all by the
RF would have positive δp with a value close to 1, while in the op-
posite case this difference would be close to−1. On the other hand,
instances in which both methods agree on the predicted probabil-
ity of the stars being PMS stars would have differences δp close to
zero. These are the records with the best prediction about their na-
ture as PMS stars. Both methods provided the same classification
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Figure 20. Optical CMD of the HTTP data, where each star is coloured
according to the mean p¯ of the predicted PMS candidateship probability of
the SVM and RF.
and probabilities for the vast majority of the identified PMS stars,
17728 stars in total. The optical CMD with the stars colour-coded
according to their δp value is shown in Figure 19. The red points in
this CMD indicate the stars identified by the RF as PMS candidates
but not by the SVM, while the blue points indicate stars classi-
fied by the SVM but not by RF. Discrepancies of the two methods
are located around their respective decision boundaries between the
PMS and Non-PMS classes, but they are very few in comparison to
the total classified PMS stars. This CMD indicates that the clas-
sification of the two methods agrees well for the majority of the
classified objects.
In general the SVM classification appears to treat the faintest
part of the RC, falsely identified by the RF as PMS stars, better than
the RF, while the RF classifies the lower UMS patch of stars, classi-
fied as PMS by the SVM, as negative instances. Each method, thus,
“corrects” for the shortcomings of the other. As a consequence, in
order to achieve the most robust solution for the PMS stellar content
of the Tarantula Nebula (in terms of producing the purest possible
sample) we combine the individual classifications of each star by
averaging the predicted PMS candidateship probabilities derived
from both methods. This approach effectively compensates for the
individual shortcomings of SVM and RF by assigning low mean
PMS candidateship probabilities p¯ to the likely misclassified ob-
jects, such as the UMS stars for the SVM and the RC stars for the
RF. The CMD of Figure 20 shows the improved final classifica-
tion provided by this averaging. We construct the final catalogue of
PMS candidate stars across the entire Tarantula Nebula, by provid-
ing the original HTTP photometric data of the stars, their predicted
PMS candidateship probabilities, derived from both the SVM and
RF methods, the difference of the probabilities δp, and the mean
PMS candidateship probability p¯. In this catalogue we include all
stars, identified by at least one of the two methods as PMS candi-
dates, delivering in total 22755 possible PMS stars for the entire
Tarantula Nebula. Imposing thresholds on the mean probability to
distinguish the most probable PMS stellar population of the com-
plex, this catalogue entails 19831 candidates with p¯ > 0.5, 16696
with p¯ > 0.7, 13526 for p¯ > 0.85 and 9636 with p¯ > 0.95. The
corresponding spatial distributions are shown in Figure 21. This se-
ries of thresholding the mean predicted PMS candidateship prob-
ability exhibits that the most probable PMS candidates, identified
with our classification approach, also mark the most spatially con-
fined structures across the entire Tarantula Nebula.
Figure 22 shows the surface density map of the most proba-
ble PMS candidates (p¯ > 0.95). This map is not qualitatively dif-
ferent from those constructed for stars with different probability
limits, so that the general clustering of PMS stars does not appear
to be very sensitive to the threshold on p¯. The remarkable coinci-
dence of the maps of Figure 21 (independently of the considered
candidateship probability threshold) and the density map of Fig-
ure 22 with the spatial distribution of the UMS stars (shown in Fig-
ure 3) indicates that PMS stars are preferably clustered in regions
of high concentrations of UMS stars. This is in agreement with re-
sults discussed in the literature concerning the clustering of PMS
stars around massive young stars (Cignoni et al. 2015; Stephens
et al. 2017), and provides an additional confirmation of the validity
of our PMS identifications.
6 SUMMARY AND FUTURE PROSPECTS
In this paper we present our analysis with the employment of
machine-learning classification techniques for the identification of
PMS stars across the entire star-forming complex of the Tarantula
Nebula in the LMC. For this classification we extracted a robust
training subset from the observational data of the Hubble Taran-
tula Treasury Project, which provides deep panchromatic Hubble
imaging of the whole nebula, in order to teach Naive Bayes classi-
fier, decision tree, random forest (RF) and support vector machine
(SVM) classifiers to categorise the stars of the entire HTTP cata-
logue into the classes “PMS” and “Non-PMS”. To construct this
training dataset we selected a high-surface-density region within
the Tarantula Nebula, corresponding to the R136 starburst cluster
at the heart of NGC 2070, based on the assumption that PMS stars
are more likely to be located in the most clustered regions of the
nebula. To account for differential extinction across the nebula, we
used UMS stars as extinction probes and derived extinction mea-
sures for each individual star in the HTTP catalogue using a dis-
tance weighted average of the extinction of the 20 nearest UMS
neighbours.
After attributing extinction to the NGC 2070 subset, improv-
ing upon the approach of Gouliermis et al. (2012), we developed a
robust method to distinguish the cluster PMS stars from the field
LMS stars in the training dataset. This method is based on fit-
ting bimodal Gaussian mixture models to the distance of all stars
from the apparent gap on the CMD between these two populations
via the maximum likelihood expectation maximisation algorithm.
From these mixture models we derived a probability pem for each
star in the training set to be PMS. We finalised the training set by
adding further examples of evolved populations, such as RC stars,
and subgiant stars in low and high extinction areas of the field of the
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Figure 21. Series of spatial distribution plots of PMS candidates, determined by different thresholds of the mean predicted probability p¯ of SVM and RF. The
respective threshold is indicated in each plot, where all stars are coloured according to p¯.
Tarantula Nebula, as “Non-PMS”. We assigned the labels “PMS”
and “Non-PMS” to the stars depending on various selected thresh-
olds of pem, and after training the classification algorithms with this
training set, we evaluated their performance for different variables
(features) combinations. The findings of these experiments can be
summarised as follows:
(i) During our preliminary tests neither the Naive Bayes nor the
Decision Tree method were able to achieve adequate per-
formance, providing accuracies not higher than ∼ 60 and
∼ 84 percent, respectively. Consequently, both methods ex-
hibited significant issues in classifying the entire HTTP cat-
alogue, although the Decision Tree still provided valuable
insights on the importance of specific features. It strongly
suggests that near infrared measurements (e.g. in the F160W
filter) are very useful to a classification approach for PMS
stars.
(ii) The best combination of features, in terms of stellar numbers,
spatial coverage and algorithm performance, included the
photometric measurements in the F555W and F775W filters
in combination with the extinction values AV , which we de-
rived for each star using the UMS stars as extinction probes.
Including the infrared wavebands resulted in a comparable
performance of the classification algorithms, but, since the
features set of the F555W, F775W, F110W and F160W fil-
ters suffered from the smaller spatial coverage of the infrared
observations, it was not suited for finding the most complete
PMS stellar census of the Tarantula Nebula. Extending the
optical bands feature space by adding the photometric errors
did not seem to provide any useful information for the RF,
and it even compromised the classification ability of SVM.
(iii) The best performance of both the RF and SVM methods was
achieved when stars with pem > 0.9 were selected as the best
PMS examples in the training set. However, the best trade-
off between algorithm performance and balance between the
numbers of positive and negative examples in the training set
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was achieved with the use of a threshold pem = 0.85 for
labelling the training stars.
Both the RF and SVM methods performed excellently on our
primary features set (F555W, F775W,AV ), achieving accuracies of
95.6 and 97.3 percent, and ROC AUCs of 0.990 and 0.994 respec-
tively. The classification outcomes of both methods on the entire
HTTP data also met the required expectations, except for minor
shortcomings. Specifically, the RF algorithm misclassified a few
faint RC stars as PMS stars, and the SVM did so for a small patch
of likely UMS stars. A direct comparison between the outcomes of
the methods showed that they compensate each other’s shortcom-
ings. As a consequence, the most robust classification is achieved
by combining the predicted PMS candidateship probability of each
star derived from both methods.
The combination of the results of both RF and SVM meth-
ods resulted in 22,755 stars, identified as PMS by at least one of
the methods. Among these sources, 19,831 stars have an average
predicted PMS probability of p¯ > 0.5 and 9,636 have p¯ > 0.95.
There is a number of studies that can be performed with the use of
this catalog of the most probable low-mass PMS stars in the Taran-
tula nebula region. We identify three science cases, each deserving
its own independent investigation.
1) PMS stars with emission lines due to accretion. The use of
the Hα filter permits the identification of several types of young
stellar sources, such as massive main-sequence and supergiant
emission-line stars (Oe, Be and B[e] stars), as well as PMS stars
with strong emission lines, such as classical T Tauri stars (Appen-
zeller & Mundt 1989; Bertout 1989). The excess in these stars
implies that the photospheric lines are not as deep as those of
main sequence stars of the same spectral type (e.g., Hartigan et al.
1995; Gullbring et al. 1998).. With our classification we find that
∼ 60 per cent of the PMS candidates are also detected in the Hα
band, while only ∼ 30 per cent of the stars classified as non-PMS
are found in this band. Our preliminary study of these stars indi-
cates that most of the PMS stars do not show strong accretion,which
is expected for Weak Line T Tauri stars that show very weak, if any
emission lines (e.g., Montmerle et al. 1993). A more detailed anal-
ysis of the Hα excess of all these stellar types in order to determine
their mass accretion rates and investigate their variations across the
nebula will be the topic of a separate study.
2) Physical characteristics of PMS stars. The use of the HTTP
multi-band photometry will allow us to construct the Spectral En-
ergy Distributions (SEDs) of our low-mass PMS candidates in or-
der to establish their masses and ages through dedicated SED-
fitting techniques. This study for the determination of physical
parameters for the identified PMS stars is currently under devel-
opment with the use of the Bayesian Extinction and Stellar Tool
(BEAST, Gordon et al. 2016), appropriately tailored to our pho-
tometric data (Ksoll et al., in prep). These results will further al-
low the characterisation of the stellar Initial Mass Function (IMF)
across its whole dynamic range and its variability across the HTTP
FoV by combining mass estimates of our PMS stars with those of
the UMS populations (Evans et al. 2011). We will be further able
to investigate the propagation of star formation in time with the
investigation of spatial distributions of ages of the PMS stars.
3) The clustering pattern of star formation. The spatial distri-
bution of the classified PMS stars shows well defined sub-structures
within the regions of the clusters NGC 2070 and NGC 2060, as
well as compact and loose – occasionally filamentary – cluster-
ings across the whole observed FoV. An elaborate investigation of
the clustering behaviour of the PMS stars in the Tarantula nebula,
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Figure 22. Surface density plot of the PMS candidate stars with p¯ > 0.95,
i.e. the population in the bottom right panel in Figure 21.
based on the results of this study, and the quantification of the spa-
tial cross-correlation between PMS and UMS stars is currently be-
ing performed in a separate forthcoming study (Gouliermis et al. in
prep).
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APPENDIX A: CLASSIFICATION ALGORITHMS
The following sections will give an overview over the three classi-
fication algorithms; decision tree, random forest classifier and sup-
port vector machine; which are used in Section 5 for the identifi-
cation of PMS stars in the Tarantula Nebula, as well as two per-
formance measures - the confusion matrix and the receiver operat-
ing characteristic curve - for these algorithms. All of the described
methods are so-called supervised learning techniques, because they
require a labelled data set to be trained on in order to perform a
classification of new data. Here “labelled” means that this training
set consists of example observations, for which the class is known.
In a two class scenario the examples of the class of primary in-
terest, in our case the PMS stars, are often called “positives”, and
examples that do not belong to that class are called “negative”
(i.e. lower main-sequence, LMS, upper main-sequence, UMS, red
clump stars, etc., for us). In this context the space spanned by all
possible values of the attributes of an object is usually referred to
as the feature space, where an individual instance is represented by
a feature vector, a vector that contains all its respective attributes.
The algorithms are applied with implementations in R, a pop-
ular language and environment for statistical computing and graph-
ics (R Core Team 2013). Specifically, packages e1071 (Meyer
et al. 2015) and rpart (Therneau et al. 2017) are used for the
application of Naive Bayes, and Decision Trees respectively. For
the application of Random Forests and Support Vector Machines
we used the R package caret (Kuhn 2017), which invokes pack-
age randomForest (Liaw & Wiener 2002) for the former and
package kernlab (Karatzoglou et al. 2004) for the latter method.
A1 Decision Trees
The general idea of a decision tree classifier or classification tree
(Breiman et al. 1984) is that, ideally, it is possible to partition the
feature space such that all object instances will be correctly classi-
fied. Thus, the result corresponds to a hierarchical partition of the
feature space. This partition is represented by the end point (called
leaves or terminal nodes) of a tree, where each node of the tree
splits the feature space according to the value of a certain attribute.
Interpreting the tree as a probability model, each node i of the tree
possesses a probability distribution pik over the classes k. After
building the tree, each case in the training set is assigned to one
leaf, so that each leaf has a random sample Nik from the distribu-
tion pik (Venables & Ripley 2002).
The decision tree is constructed by recursively splitting the
feature space until a stopping criterion is reached. At a certain node
a split (usually a binary split, separating a continuous variable xj
into xj < t and xj > t) is chosen according to a measure of its
value. Most commonly a measure of impurity is defined for each
node. A node is considered to be pure if it only contains instances
of a single class. A widely used impurity measure is the Gini index:
G =
∑
j 6=k
pijpik = 1−
∑
k
p2ik, (A1)
which measures the training error rate of classifying object in-
stances in a node to class k instead of the majority class of the
node. For a pure node the Gini index is zero. Based on this impu-
rity measure, at each node the split that reduces most the average
impurity is performed. Stopping criteria can be when all nodes be-
come pure, the tree reaches a maximum predefined depth or further
splitting cannot reduce the average impurity more than a given min-
imal threshold. If the tree construction is stopped before all nodes
become pure, the terminal nodes assume the majority class of their
assigned training instances (Venables & Ripley 2002). Figure A1
shows an example decision tree model, constructed on our training
set using only V and R magnitudes (see Section 5.1).
Prediction
To classify a new object instance, the decision tree propagates it
according to its attributes along the tree, starting from the root,
until a corresponding terminal node is reached, assigning the re-
spective nodes class to the new object instance (Hastie et al. 2009).
To some degree the decision tree can compensate for missing at-
tributes of an object, by either assigning the majority class of the
deepest non-terminal node reached with the available attributes or
using surrogate splits. In the latter method each non-terminal node
keeps a list of surrogate splits during the tree construction. During
classification, if the primary split attribute is missing, one of these
surrogate attributes is used to propagate the object instance further
along the tree. Surrogate splits are constructed as follows: During
the construction of the tree when considering a certain attribute for
a split only those training instances are considered, which are not
missing that attribute. Afterwards a list of surrogate attributes and
split points is generated, sorted according to how well this surrogate
split approximates the split by the primary attribute. During predic-
tion, surrogate splits are considered in that same order (Hastie et al.
2009).
Tree Pruning
If the training data are noisy, i.e. the class distributions overlap in
feature space, a decision tree might overfit and thus perform badly
on a set of new object instances. In order to avoid this one employs
a method called cost-complexity pruning (James et al. 2014). In
this approach rooted subtrees of the decision tree are constructed by
removing terminal subtrees. Then each of these subtrees is assigned
a value R, which is the sum of some measure Ri of the leaves of
the tree. The size of these trees is equal to their number of leaves.
One can now show that a set of rooted subtrees of tree T, which
minimises the cost-complexity measure:
Rα = R+ α× size (A2)
is a nested tree. With increasing α one can find the optimal trees
by a series of snip (i.e. cutting terminal subtrees) operations on the
current tree, producing a sequence of trees with sizes of T down
to just the root node. To choose the desired degree of pruning one
computes an impurity measure versus α for the pruned tree and
finds the smallest tree close to the minimum of the impurity mea-
sure when predicting on a separate validation set or using cross-
validation (Venables & Ripley 2002).
A2 Random Forest
The basic concept of the Random forest classifier (Breiman 2001)
is the so-called bagging, a general purpose procedure for variance
reduction of statistical models through averaging many models of
high variance and low bias (James et al. 2014). Decision tree mod-
els suffer from high variance, e.g., trees that fit to randomly de-
termined halves of the same training data could vary significantly
from one another, but provide low bias, if grown deep enough.
Deep un-pruned decision trees are the underlying model of the ran-
dom forest classifier. Following the principles of bagging, a ran-
dom forest is constructed by building B individual trees, which are
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Figure A1. Schematic representation of a pruned decision tree model, trained on the V- and R-equivalent magnitudes of the stars. Each node is labelled
according to the majority class of observations in the node and shows furthermore the prediction probability for PMS, as well as the percentage of total
observations assigned to the node.
grown by bootstrapping from the training data, i.e. taking repeated
samples from the single training set, generating B different boot-
strapped training subsets (James et al. 2014; Hastie et al. 2009).
Improving upon a simple bagging of decision trees, the ran-
dom forest further increases the variance reduction by a modifica-
tion of the tree construction procedure. Instead of choosing the split
attribute that reduces the impurity measure the most, m random at-
tributes out of the available p are selected and the best variable
and split point are determined out of those. A small value for m is
typically helpful if a large number of the attributes are correlated.
For classification purposes a general choice is m =
√
p (see, e.g.,
Hastie et al. 2009). The tree growth then proceeds until a minimum
node size is reached. This procedure decorrelates the trees by pre-
venting strong predictor attributes to dominate the split selection
in all trees grown7, thus increasing the overall variance reduction
of the bagging approach by averaging many uncorrelated models
(James et al. 2014). In order to classify a new object instance the
random forest classifier casts a majority vote over all the trees it has
grown, i.e. each individual tree classifies the object, counting the
results and assigning the class most voted for (Hastie et al. 2009).
7 Suppose there is a single strong predictor attribute along with a number
of moderately strong ones. If we grow B decision trees with the standard
procedure this strong predictor attribute would always be considered for
the splits. With the random sampling procedure, however, on average (p−
m)/p splits will not even consider the dominant predictor for the split.
A3 Support Vector Machine
The support vector machine (Cortes & Vapnik 1995) is a classi-
fier that produces a non-linear decision boundary in feature space
by constructing a linear boundary in a transformed version of the
feature space. It is a generalisation of the support vector classifier,
which itself is based on the maximal margin classifier (James et al.
2014; Hastie et al. 2009).
Maximal Margin and Support Vector Classifier
The underlying concept of the maximal margin classifier is the op-
timal separating hyperplane, a hyperplane being a flat affine p− 1
dimensional subspace of a p-dimensional space (e.g. a line in 2d or
a plane in 3d space), describing the solution space to a set of linear
equations
xTβ + β0 = 0, (A3)
where β and β0 denote a vector of coefficients and a constant vec-
tor respectively. Given a set of n p-dimensional training instances
xi, which fall into two classes with labels yi ∈ {−1, 1}, in a clas-
sification context a seperating hyperplane describes a hyperplane
constructed such that it perfectly separates all training instances
according to their class labels, i.e. having the property
yi(β0 + x
T
i β) > 0 (A4)
for all i = 1, ..., n (James et al. 2014). Such a hyperplane induces
a natural classification rule for a new test instance x∗ by assigning
a class depending on which side of the hyperplane it is located, i.e.
© 2018 RAS, MNRAS 000, ??–26
24 V. F. Ksoll et al.
Figure A2. Left: Example of a support vector classifier fit to a small data set, distinguishing two classes of points in a 2d space. The black solid and dashed
lines mark the constructed separating hyperplane and boundaries of the margin respectively. The coloured squares indicate the support vectors of the classifier.
The instances 1 and 2 are support vectors lying on the margin, while 3 and 4 are examples for instances being on the wrong side of the margin of their respective
class. 5 and 6 are instances that are on the wrong side of the margin and the separating hyperplane. Middle: Support vector classifier fit to a small data set,
where the class boundaries are non-linear. Here the linear support vector classifier performs poorly. Right: Support Vector Machine using a radial basis kernel
fit to the same data set. The solid black line indicates the non-linear decision boundary of the constructed SVM, while the coloured squares mark the support
vectors.
classifying x∗ based on the sign
G(x∗) = sign[x
T
∗ β + β0]. (A5)
The margin is defined as the minimum of the (perpendicular) dis-
tances of all training instances to a given hyperplane (e.g. the dis-
tance from the plane of points 1,2, and 7, ignoring points 3-6, as
shown in Figure A2, left panel). The optimal separating or maximal
margin hyperplane is the separating hyperplane for which the mar-
gin is the largest, i.e. the hyperplane that has the farthest minimum
distance to the training instances. A classifier Eq. (A5) based on
this hyperplane is a maximal margin classifier. Training instances
that are equidistant from the maximal margin hyperplane and lie on
the margin are called support vectors, as they “support” the hyper-
plane in the sense that a variation of their position would change
the hyperplane as well (James et al. 2014). To build this classifier
one has to find the maximal margin hyperplane as the solution to
the optimisation problem
max
β,β0,||β||=1
M, (A6)
subject to
yi(β0 + x
T
i ∗ β) >M ∀i = 1, ..., n, (A7)
where M , M > 0, represents the width of the margin.
The support vector classifier is a generalisation of the maxi-
mal margin classifier for the case in which the training data is not
linearly separable, i.e. when there is no solution to the optimisation
problem with M > 0 (Figure A2, left panel). The basic concept
behind this method is a soft margin, which means that instead of
constructing a hyperplane that perfectly separates the training in-
stances, a hyperplane is built that allows some instances to be on
the incorrect side of the margin or even of the hyperplane, i.e. a
hyperplane that almost separates the classes. Such a hyperplane is
the solution to the optimisation problem
max
β,β0,1,...,n
M, ||β|| = 1 (A8)
subject to
yi(β0 + x
T
i ∗ β) >M(1− i) i > 0,
n∑
i=1
i 6 C,
(A9)
where C, C > 0, is a tuning parameter,M is again the width of the
margin, which is to be made as large as possible, and 1, ..., n are
slack variables, allowing individual instances to fall on the wrong
side of the margin or hyperplane. A value i = 0 signifies that
the ith training instance is on the correct side of the margin, while
i > 0 indicates that it is on the wrong side of the margin (violating
the margin, e.g. points 3 and 4 in Figure A2, left panel). A value of
i > 1 indicates that the instance is on the wrong side of the hy-
perplane (e.g., points 5 and 6 in the figure). The tuning parameter
C (often called cost), bounding the sum
∑
i, signifies a budget
that determines the number and severity of tolerated margin viola-
tions. Consequently a large C, tolerating many margin violations,
results in a wider margin, while a smaller C narrows it. Both this
hyperplane, built by the support vector classifier, and the classifier
itself are only dependent on training instances that lie directly on
the margin (points 1,2,7 in A2, left panel) or are violating it, i.e. its
support vectors (James et al. 2014).
Support Vector Machine
The support vector classifier is an effective tool for a two-class set-
ting if the two classes can be divided by a linear boundary. In the
scenario of non-linear class boundaries, however, it will perform
poorly without modification, as indicated by the example shown in
Figure A2 (middle panel). To create such non-linear class bound-
aries with a support vector classifier one has to enlarge the feature
space, by e.g. adding quadratic functions of the features. While the
classifier is still linear within the enlarged feature space it was built
in, it corresponds to a non-linear class boundary in the original fea-
ture space. This is the basic concept behind the support vector ma-
chine (SVM). The support vector classifier, i.e. the solution to the
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Table A1. Example of a confusion matrix.
Actual Positive Actual Negative
Predicted Positive TP FP
Predicted Negative FN TN
optimisation problem of Eqs. (A8), (A9), can be written as
f(x) = β0 +
n∑
i=1
αi〈x, xi〉 (A10)
where 〈xi, xi′〉 =
∑p
j=1 xijxi′j is the inner product and αi
(i = 1, ..., n) are n parameters, one per training instance, which
in the solution are only nonzero for support vectors. One can now
generalise the inner product with a kernel function K(x, xi). By
choosing a linear kernel K(xi, xi′) =
∑p
j=1 xijxi′j) we retrieve
the normal support vector classifier, but if instead a polynomial or
radial kernel function is chosen, we essentially fit a support vector
classifier in a higher-dimensional space, constructing a non-linear
class boundary in the original feature space (see e.g Hastie et al.
2009, for a full presentation of the calculation).
This combination of a support vector classifier with a non-
linear kernel function is a support vector machine. The kernel
“trick” has the advantage of not only being computationally effi-
cient, but also avoiding the necessity for an explicit transformation
to the enlarged feature space and even allowing the latter to become
infinite-dimensional, as e.g. is the case for the radial kernel (James
et al. 2014; Hastie et al. 2009). Figure A2 (right panel) shows an ex-
ample of the non-linear class boundary constructed by a SVM with
a radial kernel on the data set, where the linear support vector clas-
sifier failed to construct a meaningful class boundary. To provide
class probabilities instead of class labels, when using a SVM, one
can use Platt’s posterior probabilities, which fit a sigmoid function
to the decision value f of the support vector machine
P (y = 1|f) = 1
1 + exp(Af +B)
, (A11)
where A and B are estimated by minimizing the negative log-
likelihood function (Karatzoglou et al. 2004; Platt 1999).
A4 Training and Performance Measures
A4.1 Training with Cross-Validation
Cross-validation is the most commonly used method for training
classification models and estimating their prediction error. Typi-
cally, a k-fold cross-validation is applied by 1) partitioning the
dataset into k equal-sized subsets, 2) training the algorithm on the
total data of the k−1 subsets, while holding out the remaining sub-
set to test its performance on, and 3) repeating step 2) k times, while
holding out each of the subsamples for testing in each iteration. As
a result, none of the k produced models has made predictions on
its own training data. The model that predicts best among them is
considered as the final classification model (see, e.g., Hastie et al.
2009). While cross-validation is usually applied to test the model-
ing process, the evaluation of the performance of the final model is
done via a Train/Test split of the training dataset.
A4.2 Confusion Matrix
The confusion matrix is a way to summarise the performance of a
classification algorithm when predicting on a test set with known
labels. It contains the following quantities:
(i) True Positives (TP): number of instances that are correctly
predicted to be positives.
(ii) False Positives (FP): number of instances that are incorrectly
predicted to be positives.
(iii) True Negatives (TN): number of instances that are correctly
predicted to be negatives.
(iv) False Negatives (FN): number of instances that are incor-
rectly predicted to be negatives.
An example of the confusion matrix is given in Table A1. From the
confusion matrix one can derive the accuracy performance measure
by dividing the trace by the sum of all entries or calculating:
ACC =
TP + TN
P + N
, (A12)
where P and N denote the number of positive and negative instances
in the training set, respectively. Further diagnostics that can be de-
rived from the confusion matrix are the true positive rate (TPR),
also called Sensitivity, and the false positive rate (FPR), Specificity,
which are defined by
TPR =
TP
TP + FN
=
TP
P
FPR =
FP
FP + TN
=
FP
N
.
(A13)
The Balanced Accuracy is an accuracy measurement that accounts
for an imbalance in the number of positive and negative instances
in the training set. Therefore it allows for an assessment of the
class-specific accuracy and is defined as the mean of Sensitivity
and Specificity (see, e.g., Szeliski 2011)
BACC =
1
2
(
TP
P
+
FP
N
)
. (A14)
A4.3 Receiver Operating Characteristic Curve
The Receiver Operating Characteristic (ROC) Curve relates the
true positive rate to the false positive rate for different parameters
of the classification rule (such as the decision threshold). The closer
the curve is to the top left corner, i.e. the larger the area under the
curve (AUC), the better the algorithm performs. The ROC curve of
a randomly guessing algorithm corresponds to a straight line with
unit slope. Consequently the AUC is a commonly used quantita-
tive summary of performance of an algorithms (Hastie et al. 2009;
Szeliski 2011). Figure A3 shows an example ROC curve from our
analysis (see Section 5.2).
APPENDIX B: MIXTURE MODELS AND THE EM
ALGORITHM
Mixture Models are a useful method for density estimation, with
the most popular being the Gaussian mixture model of the form
f(x) =
M∑
m=1
αmΦ(x;µm,Σm), (B1)
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Figure A3. Example ROC curve of the random forest on our features set
no. 3 (see. Section 5).
whereαm denotes the mixing proportions, subject to
∑
m αm = 1,
M marks the total number of components and the individual Gaus-
sian densities have a mean µm and covariance matrix Σm. These
parameters are usually fit by maximum likelihood with, for in-
stance, the Expectation Maximisation (EM) algorithm (Dempster
et al. 1977). A mixture model can then be used to provide an esti-
mate of the posterior probability that a certain observation i belongs
to a component m, given by
rim =
αmΦ(xi;µm,Σm)∑M
k=1 αkΦ(xi;µk,Σk)
. (B2)
When fitting a finite mixture model like Eq. (B1) to an ob-
served random sample x = (x1, ..., xn) the log-likelihood from
the data, which is to be maximised to retrieve the parameters of the
model, takes the form
l(θ; x) =
n∑
j=1
log(
M∑
i=1
αiΦθ(xj ; θi)) (B3)
where θ = (α1, ..., αM , θ1, ..., θM ) denotes all parameters of the
model and θi = (µi,Σi) the parameters of mixture component i.
In practice, maximising equation (B3) can be complicated numer-
ically due to the sum in the logarithm. To alleviate this problem
the EM algorithm treats it as an incomplete data problem. The ob-
served data vector x is assumed to be incomplete, missing a set of
associated component-label vectors z = (z1, ..., zn), where each
zj is a M-dimensional vector with zij = 1 or 0, according to
whether xj belongs to component i. Thus, the complete data vector
is xc = (x, z) with log-likelihood
l(θ; xc) =
M∑
i=1
n∑
j=1
zij [logαi + log Φθ(xj ; θi)]. (B4)
Based on this incomplete data assumption the EM algorithm pro-
ceeds iteratively, alternating between the expectation (E) and the
maximisation (M) step (see, e.g., McLachlan & Peel 2000; Hastie
et al. 2009; Benaglia et al. 2009).
In the E-step the conditional expectation of the complete-data
log-likelihood, based on the observed data x and the current fit θ(k),
expressed as the operator
Q(θ′; θ(k)) = E(l(θ′,xc)|x, θ(k)) (B5)
is computed. For the finite mixture model equation (B4) shows that
the complete-data log-likelihood is linear in the latent data zij , so
that the E-step in iteration k+1 only requires to calculate the current
conditional expectation of Zij (the random variable corresponding
to zij) given the observations x
E(Zij |x, θ(k)) = p(Zij = 1|x; θ(k)) = ri(xj ; θ(k)), (B6)
where following (B2)
ri(xj ; θ
(k)) =
α
(k)
i Φθ(xj ; θ
(k)
i )∑M
h=1 α
(k)
h Φθ(xj ; θ
(k)
h )
. (B7)
With (B7) the operator (B5) becomes:
Q(θ′; θ(k)) =
M∑
i=1
n∑
j=1
ri(xj ; θ
(k))[logαi + log Φθ(xj ; θi)]. (B8)
In the M-step in iteration k+1, Q(θ′; θ(k)) is globally max-
imised with respect to θ′ to update the estimate of the parameters:
θ(k+1) = arg max
θ′
Q(θ′; θ(k)). (B9)
For finite mixture models the updated estimates of the mixing pro-
portions α(k+1)i and the component parameters θ
k+1
j can be de-
termined independently. The maximum likelihood estimate of the
mixing proportions takes the form
α
(k+1)
i =
n∑
j=1
ri(xj ; θ
(k))
n
, (B10)
while the update for the component parameters can be deduced by
solving
M∑
i=1
n∑
j=1
ri(xj ; θ
(k))∂ log Φθ(xj ; θi)/∂Θ = 0, (B11)
where Θ = (θi, ..., θM ).
The algorithm stops once the difference l(θ(k+1); x) −
l(θ(k); x) is smaller than some threshold provided that the se-
quence of likelihood values of the incomplete data {l(θ(k); x)}
converges. The EM-algorithm works because the EM-iteration does
not decrease the log-likelihood of the incomplete data, i.e.,
l(θ(k+1); x) > l(θ(k); x). (B12)
In Section 4.2 the EM algorithm was employed to fit a mixture of
two Gaussian normal distributions. In this case the EM algorithm
operates as follows (see, e.g., McLachlan & Peel 2000; Hastie et al.
2009; Benaglia et al. 2009):
(i) Initially guess the parameters θ(0).
(ii) E-step: Compute equation (B8) via (B7).
(iii) M-step: Update parameters according to (B9), i.e calculate
(B10) and (B13). In this case the solutions to equation (B11)
have the closed forms:
µ
(k+1)
i =
∑n
j=1 r
(k)
ij xj∑n
j=1 r
(k)
ij
σ
(k+1)
i =
∑n
j=1 r
(k)
ij (xj − µ(k+1)i )2∑n
j=1 r
(k)
ij
,
(B13)
where r(k)ij = ri(xj ; θ
(k)).
(iv) Repeat steps 2 and 3 until convergence is reached.
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