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Abstract 
Burckel, S., Functional equations associated with congruential functions, Theoretical Computer 
Science 123 (1994) 397406. 
It has been proved by Conway that the general problem of whether the Collatz type functions 
converge is undecidable. We present a modified proof of this result, which enables us to state new 
undecidability properties concerning functional equations. 
1. Coding Minsky machines with congruential functions 
The set of nonnegative integers is denoted by N. 
Definition 1.1. A congruentialfunction is a mappingfof N to N such that there exists 
a positive integer a and two sequences of integers (co,. . . , c,_ 1), (do,. , da_ 1) such 
that 
f(un+b)=q,n+db 
holdsforanyninNandbin{O,... , a - 1 }. The number a is called the base offi The set 
of all congruential functions is denoted by 9. We write n Lrn iffk(n)=m holds 
f 
for some k. 
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Many puzzling questions arise from the iterations of such congruential functions, 
among which is the famous (3.x + 1)-problem (see [3] for a general discussion). Define 
the congruential function h by 
h(2n)=n, 
h(2n+1)=3n+2. 
The (3x + 1) conjecture claims that n2 1 holds for any n>O. 
Conway has shown in [2] that one hcannot decide in general if the iterations of 
a congruential function converge. In his proof, he establishes a correspondence 
between Minsky machines (see [4]) and a notion of “vector games” and he codes the 
halting problem of Minsky machines in terms of these vector games. 
1.1. Congruential functions dejned by a list of pairs 
We show how to code Minsky machines in terms of congruential functions. This 
construction allows the technical form needed for the sequel to be obtained easily. 
Definition. Let L be a finite list of pairs ((xl,yl),...,(xk,yk)), with xi>l. This list 
defines a congruential function f as follows. 
Let a be a common multiple of the xi, . . . . xk. For all Odb<a 
fYia Yib 
n +- 
X: 
if (xi, yi) is the first pair such that Xi divides b, 
f(an+b)= 
For instance, the list 
6 verifying 
if such a pair exists in L, 
otherwise. 
L = ((2, S), (3,4)) defines the congruential functionfwith base 
f(6n)=f(2(3n))=5(3n)= 15n, 
f(6n+ l)=O, 
f(6n+2)=f(2(3n+ 1))=5(3n+ 1)=15n+5, 
f(6n+4)=f(2(3n+2))=5(3n+2)= 15n+ 10, 
f(6n+5)=0, 
for every n. Note that there exist congruential functions which are not directly defined 
by a list of pairs. (For instance, f( n) = n + 1). However, it will be proved subsequently 
that any congruential function can be simulated by a universal congruential function 
U, which is defined by a list of pairs. 
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Proposition 1.1. For every Minsky machine M, there exists a congruential function FM 
such that the following are equivalent: 
(i) the machine M halts from the null entry, 
(ii) 1 LO. 
FM 
Proof. Let M be a Minsky machine with n registers and m+ 1 states (soI . . . . s,). 
Assume that s0 is the initial state of M and s, is the final state. A configuration of 
M consists in one state Si and an integer content rd for each register. We code 
a configuration of M by any number of the form 
C = 2’ 3” . y2 . ..p..q 
where Si is the current state of M, rd is the content of the dth register, pd is the dth prime 
number and q is an integer which is a coprime with 2.3.5 . ..p.,. 
We begin to code the machine M by a list L,. The first element of LM is 
(2”, 0). 
Then, we consider every state Si for i from m- 1 to 0. 
If the instruction of M for state Si is [rd:=rd+ 1: goto Sj], we append to the list LM 
the pair 
(2’, 2jpd). 
If the instruction Of M for state Si is [if rd > 0 then [rd:= rd - 1: got0 Sj] else goto sk], 
we append to the list LM the two pairs 
(zip,, 2j), (2’, 2k ). 
Let F, be the function associated with the list LM. The base of Fu is 
a=2”p,p, “‘p,,. We prove that for all C, a code of a configuration of M, F,(C) is 
a code of the next configuration of M. 
Let M be in the following configuration. The current state is Si and the content of 
the dth register is rd. Then C is of the form 
C=2’.3” ...py...p;.q. 
If the instruction of M for state si is [rd:= rd + 1: goto Sj], then the first pair (x,,, yh) in 
LM such that xh divides C is 
(2’, 2jp,). 
Then 
F,(C)=2’.3” ...p~...p;.q.yh=2j.3*~ . ..py++1...p..q. 
xh 
This is a code of the next configuration. 
If the instruction of M for state Si is [if r, > 0 then [ rd:= rd - 1: got0 Sj] else got0 Sk], 
and rd>O then the first pair (xh, y,,) in LM such that xh divides C is 
(2’p,, 2’). 
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Then 
FM(c)=2i.3” ...p~...p~.4.yh=2i.3r, 
xh 
...py-l...pm”.q. 
This is a code of the next configuration. 
If the inStrUCtiOII of M for state Si iS [if rd > 0 then [rd:= rd- 1: goto sj] else goto sJ, 
and rd =0 then the first pair (x,,, yh) in LM such that xh divides C is 
(2’, 2k). 
Then 
FIM(C)=2i.3- ...Pd0...p~.q.))h=2k.3n 
xh 
...pj...pz.4. 
This is a code of the next configuration. 
As 1 codes the initial configuration of a Minsky machine M with all registers at zero 
and 0 codes the final state, Proposition 1.1 follows. 0 
It is easy to prove that every integer n verifies n-$ C, where C is a code of 
a configuration of M. By definition, all integers of the form 2’r’, where 0 d s < m and r is 
odd, code a configuration of M. The first pair (2”, 0) of the list LM implies 
FM(2m+k r) = 0 for all k and all odd r. This result will be used for the sequel. 
2. Undecidability results 
Proposition 2.1. The set Fl = {~EF”; l+ 0} is undecidable. 
Proof. If this set were decidable, one could decide if a Minsky machine M halts from 
the null entry by testing if F, belongs to the set. As the set of Minsky machines which 
halt from the null entry is undecidable, the result follows. lJ 
Proposition 2.2. The set FN = {fog: VnE N, n * 0} is undecidable. 
Proof. We first prove that the set of Minsky machines which halt from every 
configuration is undecidable. The idea is to simulate a machine M starting on null 
registers with the help of a new machine Q(M). This new machine uses two additional 
registers A and B, and its mechanism is as follows: 
Part 1: simulate A steps of M and put A in B (halt if M halts); 
Part 2: A = B + 1; 
Part 3: cancel all registers of M; 
Part 4: got0 Part 1. 
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Every configuration of the machine @J(M) is leading to a process simulating an 
increasing number of stages of M. The machine @(M) halts from every configuration 
if and only if M halts from the null entry. If we could decide if a Minsky machine halts 
from every configuration, we could decide it for @(M) and then decide if M halts from 
the null entry. We have seen that for all machine M and for all n, one has na C, 
where C is coding a configuration of M. So, if P-N were decidable, one could dez%e if 
a given Minsky machine halts from every configuration. 0 
Proposition 2.3. There exists an effective congruential function U such that the set 
9” = (nE N; n % 0} is undecidable. 
Proof. Let Mu be a universal Minsky machine. We can take II = FM,. One knows 
that the set of all configurations from which Mu halts is undecidable. But, if 9” were 
decidable, one could decide if Mu halts from a given configuration by testing if 
a coding of this configuration belongs to 9”. 0 
We now construct explicitly a congruential function U which enables us to simulate 
the computation of every congruential function jY 
Let f be a congruential function defined by 
f(an+b)=cbn+d, for O<b<a. 
We code f by the number 
N 
/ 
=5”7n11 lco+dom+c,m2+d~m3+ ... +c,_~m2~-2+d,-~m2~~1 
with m=l+max(c,,ci ,..., co-i, d,,, d,, ..,, d,_ 1) (any m large enough could also be 
chosen). We construct the function U such that, for every congruential functionfand 
every n, one has 
3”Nf -+ 3f’“‘N,. 
We now give the idea of the mechanism. 
Let integer variables A, N, M, C be initialized by 
A=a, N=n, M=m, 
C=c0+dom+clm2+dlm3+ ... +c,_lm2n-2+dU_Im2a-1. 
Given N, the algorithm has to calculate f(N). First, it calculates N = QA+B with 
B < A. So,f( N) is ceQ + ds. The algorithm has to evaluate cB and d, from C. For this it 
calculates 2 * B times (C= GM + H, C= G with H < M). Then, cB is H and dB is 
G mod M. At the end, f( N) is QH + (G mod M). 
The algorithm is as follows: 
Part 1: Q=NdivA; B=NmodA; D=2*B 
Part 2: G=CdivM; H=CmodM 
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Part 3: Zf D>O then C=G; D=D-1; goto Part 2 
Part 4: N=Q.H 
Part 5: N=N+(GmodM); goto Part 1 
There follows a list of pairs L, coding this algorithm (Note that a lot of reductions 
have been done in order to improve the base of the function U). 
(2’ DBH, 2’ DBM) 
(25 DB, 1) 
(25 DHN, 25 DM) 
(2’ D, 1) 
(25 C, 25 Q) 
v5, 1) 
(Z4 Q, Z4) 
(24 GM, 24 HN) 
(24 MN, 2’ DBM) 
(24, 2’ D) 
(23 DC, 23 DC) 
(23 DH, 23 DM) 
(23 D, 2’) 
(23 HQ, 23 CHN) 
(23 H, 28 M) 
(23B, 23 C) 
(23> 24) 
(22 CMN, 22 HN) 
(22 CM, 22 BH) 
(22 MN, 23 MN) 
(22 M, 23 MN) 
(22, 27 DBG) 
(2l B, 2l A) 
(2l G, 22) 
(2l D, 2l) 
(2l, 2O) 
(2’ NA, 2’ DDB) 
(2’ A, 2l AC) 
(2’, 2l Q) 
withN=3,A=5,B=7,C=ll,D=13,G=17,H=19,M=23andQ=29.ThislistL, 
defines a congruential function U with base 
There exists a universal congruential function U’ with base 480480. More details are 
given in [l]. 
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3. Application to functional equations 
We extend the previous results to problems about functional equations. We shall 
show that some questions about their solutions cannot be resolved algorithmically. 
Definition 3.1. Let n1 ,..., &, ml, .,., mk be nonnegative integers and aI, . . ..ak. 
b 1,.. ., bk be calculable complex numbers. We say that a complex function F is 
a solution of the linear-monomial equation associated with nl, . . . , bk if 
I~Gkaizn’F(biPX)=O 
holds for every z in a neighbourhood of 0 in @. 
Observe that the null function is a trivial solution of any linear-monomial equation. 
Definition 3.2. A mapping F: C-C is a (0, l}-junction if it can be expanded as 
a power series 
F(z)=~.W, 
n 
whose coefficientsf, all belongs to the set (0, l}. 
Observe that the convergence radius of such a series must be at least 1. The set of all 
(0, 1}-functions will be denoted by 9’ in the sequel. 
Proposition 3.3. There exists no effective algorithm deciding whether a linear-monomial 
equation admits a nontrivial solution in Y. 
In order to prove this result, we begin with the following lemma. 
Lemma 3.4. Let f be a congruential function satisfying 
(*) f(an+b)=c,n+d,, 
(**) C$=o * db=O. 
Then we can construct a linear-monomial equation E, such that the following are 
equivalent 
* (i) n --+ 0 holds for every n, 
(ii) the;nly solution of EJ in 9’ is the trivial one. 
Proof. The idea is to construct Ef such that a (0, 1}-function of the form S(z)=C,s,z” 
is a solution of E, if it verifies 
(a) SO =O, 
(b) s,=s~(,,) for all nEN. 
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In that case the lemma follows. Indeed, we have the following. 
(i)*(ii). If n+% 0 then s, = s,+) = s/(~(~)) =
holds for all n anSd (ii) holds. 
... =s,=O. So, if (i) holds then s,=O 
(ii)=(i). If there exists an integer rr not verifying the property n_Tf 0, then we can 
put s,= 1 for all m in the reflexive, symmetric, transitive closure of n by application 
off: The (0, I)-function so defined is a nontrivial solution of E,. 
We now construct the linear-monomial equation E,. The property (b) implies 
S(z)= c c S,,+bZan+b= o;<aHb(z); with Hb(z)= 1 s,,,+~,,z~~+~. 
OQb<a na0 II20 
Asfverifies (**) and S satisfies (a), one has 
Cb=Ojdb=O~(tln)(s,,,+db=so=O)~Hb(z)=O. 
For cb > 0, we define 
Mb(z)= c s~~,,+~~z~@+~~=~ c oadbjS(o{z) with Wb=ezinicb 
II>0 cb O<j<c, 
Then, 
Hb(Z)=Z b-d,4c,Mb(Zal%). 
We obtain the equation 
S(z)= c 
Zb -d,a/c, _ 
Ocb<a,c,>O 
lb o<~~~‘U,db’S(WbZ”:cb). 
. 
Let C be a common multiple of all positive cis. Then 
S(zC)= c ZbC-dbaC/c, _ 
O<b<o,q,>O 
ib o<~~~WhdsjS(O:Z~Cicb). 
Let P be the greatest Of the dbaC/cb for cb>O. Then 
zPS(zC)= c ZbC+P-d,aC/c,_ 
O$b<a,q,>O 
ib o<~=,ObdbjS(W:,Z.C:‘,). 
The property (a) implies S(z)=zR(z). Then 
zPzCR(zC)= c ZbC+P-dbnC/c,_ 
O<b<o,q,>O 
ib o<;cb,,;d”jwj~z’C~c~ R(WjbZ~Cy. 
This equation is clearly a linear-monomial equation and corresponds to E,. 0 
Now, Proposition 3.3 follows. Let M be a Minsky machine. One can construct the 
function FM as in Proposition 1.1. As FIM satisfies the conditions (*) and (**) of 
Lemma 3.4, one deduces the equation EFm. The only solution of this equation in Y is 
the trivial one if and only if M halts from every configuration. 
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4. The equation associated with the (3x + l)-problem 
The coding of Collatz type functions by functional equations is quite effective. For 
instance we can easily translate the (3x + 1 )-conjecture. 
Proposition 4.1. The (3x+ 1)-conjecture is true fand only if the equation 
323R(z3)-3z9R(Z6)-R(Z2)-R(WZ2)-R(CO*Z*)=0 
only admits the trivial solution in 9, where o=ezirri3. 
Proof. Let 
S(z)=&zn 
n 
be a (0, l)-function satisfying the following properties 
(i) sO=sl =O, 
(ii) s2n = s,, 
(iii) s 2n+l =S3n+2. 
The conditions (ii) and (iii) imply the following equation: 
S(Z)=~S2nZ2n+~S2n+~Z2n+1=~SnZ2n+~S3n+2Z2n+1. 
n n n n 
But 
so 
cs ,,+,_s(z)+0s(0z)+w2s(02z) 3n+ZZ - 3 > with 0 = ezini3. n 
c S3n+ZZ 
2n+l ,S( z2’3)+cos(o,z*‘3)+w*s(w2z*‘3)~ 
n 
32”3 
Then 
3zs(z3)=3zs(z6)+s(z2)+c0s(coz2)+C02s(C02z2). 
The condition (i) implies S(z)=z’R(z) and then 
~z~R(z~)=~z~R(z~)+R(z~)+R(~z~)+R(~~z~). 
The (3x + 1 )-conjecture is true if and only if the latter equation only admits in Y the 
solution R(z)=O. 0 
The previous undecidability results imply that solving the above analysis problem 
needs particular arguments since no uniform argument may exist by Proposition 3.3. 
Define an ordering on Y by f < g if the sequence of the coefficients in the power series 
off precedes in the lexicographic ordering the similar sequence for g. Hence there is 
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a natural notion of maximal solution in Y for a linear-monomial equation (which 
always exists since the zero function is a solution). 
Proposition 4.2. There exists an eflective linear-monomial equation E, such that the 
value of S,( l/2) is a noncalculable real number, where S, is the maximal solution of E, 
in 9. 
Proof. Let M, be a universal Minsky machine. We consider the equation ELI = EF~~. 
One knows that MU halts from some configurations but not on others. This implies 
that ELI admits a nontrivial solution and then SLI is not trivial. Consider 
We have 0 < S,( l/2) < 1. All s, not verifying n*‘ 0 are equal to 1 because SLI is the 
maximal solution of EU. If the real S,( l/2) wereJcalculable, then the series (s,) would 
be calculable as well. So there would be an algorithm deciding, given an integer n, ifs, 
is null, and in this way one could decide if the universal machine M, halts from a given 
configuration. 0 
Using the function U defined in this paper, we can exhibit an effective equation EU 
of the form 
i=K 
i~Iaiz”iF(biY”z)=O 
where K, ni, mi are bounded by 292. 
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