We give upper and lower bounds for the spectral radius of a nonnegative matrix by using its average 2-row sums, and characterize the equality cases if the matrix is irreducible. We also apply these bounds to various nonnegative matrices associated with a graph, including the adjacency matrix, the signless Laplacian matrix, the distance matrix, the distance signless Laplacian matrix, and the reciprocal distance matrix.
Introduction
Let A = (a ij ) be an n × n nonnegative matrix. The spectral radius of A, denoted by ρ(A), is the largest modulus of eigenvalues of A. Moreover, if A is symmetric, then ρ(A) is equal to the largest eigenvalue of A. See [2, 10, 14] for some well-known properties of the spectral radius of nonnegative matrices.
We consider simple graphs. Let G be a graph with vertex set V (G) = {v 1 , . . . , v n } and edge set E(G).
The adjacency matrix of G is the n × n matrix A(G) = (a ij ), where a ij = 1 if v i and v j are adjacent in G, and 0 otherwise [5] . The spectral radius of the adjacency matrix of graphs has been studied extensively, see [9, 12, 15] .
For 1 ≤ i ≤ n, let d i be the degree of vertex v i , which is the number of vertices adjacent to v i , in G. Let ∆(G) be the degree diagonal matrix diag(d 1 , . . . , d n ). The signless Laplacian matrix of G is the n × n matrix Q(G) = (q ij ) = ∆(G) + A(G) [6] . The spectral radius of the signless Laplacian matrix of graphs has received much attention recently, see [16] .
Suppose that G is connected.
The distance matrix of G is the n × n matrix D(G) = (d ij ), where d ij is the distance between vertices v i and v j , which is the length of a shortest path connecting them, in G [11] .
For 1 ≤ i ≤ n, let D i be the transmission of vertex v i in G, which is the sum of distances between v i and (other) vertices of G. Obviously, D i = r i (D(G)) for 1 ≤ i ≤ n. Let T r(G) be the transmission diagonal matrix diag(D 1 , . . . , D n ). The distance signless Laplacian matrix of G is the n × n matrix DQ(G) = (dq ij ) = T r(G) + D(G) [1] .
The reciprocal distance matrix (also called the Harary matrix) of G is the n × n matrix R(G) = (r ij ), where r ij = 1 d ij if i = j, and r ii = 0 for 1 ≤ i ≤ n [11] . There are also some results on the spectral radius of the distance matrix and some distance-based matrices of connected graphs, see [18] .
For 1 ≤ i ≤ n, the i-th row sum of the nonnegative matrix A = (a ij ) n×n is r i (A) = n j=1 a ij . Very recently, Duan and Zhou [7] found upper and lower bounds for the spectral radius of a nonnegative matrix using its row sums, and characterized the extremal cases if the matrix is irreducible. They also applied the bounds to the matrices associated with a graph as mentioned above.
In the whole of this paper, suppose that r i (A) > 0 for each 1 ≤ i ≤ n. The i-th average 2-row sum of A is defined as
For an n-vertex graph G which contains no isolated vertices,
with 1 ≤ i ≤ n, which is known as the average 2-degree of vertex v i in G [3, 13] . Chen et al. [4] gave upper bound for the spectral radius of the adjacency matrix of a connected graph using the two largest average 2-degrees, which was refined very recently by Huang and Weng [8] using average 2-degrees. Motivated by the work of [7, 8] , we give upper and lower bounds for the spectral radius of a nonnegative matrix by using its average 2-row sums, and characterize the equality cases if the matrix is irreducible. We also apply these results to various matrices associated with a graph as mentioned above.
Bounds for the spectral radius of a nonnegative matrix
The following lemma is well known.
Lemma 2.1. [14] If A is an n × n nonnegative matrix, then
Moreover, if A is irreducible, then either equality holds if and only if r 1 (A) = · · · = r n (A).
The following lemma is the starting point of this paper, which has been given in [17] for an irreducible nonnegative matrix. We include a proof here for completeness. Lemma 2.2. Let A be an n × n nonnegative matrix. Then
Moreover, if A is irreducible, then either equality holds if and only if m 1 (A) = · · · = m n (A).
The result follows easily from Lemma 2.1. 
= m 1 , and thus the result follows immediately from Lemma 2.2. Suppose in the following that 2 ≤ l ≤ n.
Let U = diag(r 1 x 1 , . . . , r l−1 x l−1 , r l , . . . , r n ), where x i ≥ 1 is a variable to be determined later for 1 ≤ i ≤ l − 1. Let B = U −1 AU. Obviously, A and B are unitary similar, and thus have the same eigenvalues. Recall that
with equality if and only if (a) and (b) hold: (a)
with equality if and only if (c) and
Recall that for 1 ≤ l ≤ n,
and thus φ
Note that Nb > 0. If
Obviously, x i ≥ 1, and
Hence by Lemma 2.1,
Now suppose that A is irreducible. Then B is also irreducible. Suppose that ρ(A) = φ l for some 2 ≤ l ≤ n. Then ρ(B) = max 1≤i≤n r i (B) = φ l , which, by Lemma 2.1, implies that r 1 (B) = · · · = r n (B) = φ l , and thus from the above arguments, (a) and (b) hold for 1 ≤ i ≤ l − 1, and (c) and
and thus by Lemma 2.2, ρ(A)
hold, then (a) and (b) hold for 1 ≤ i ≤ l − 1, and (c) and (d) hold for l ≤ i ≤ n, implying that r i (B) = φ l for 1 ≤ i ≤ n, and thus by Lemma 2.1, ρ(A) = ρ(B) = φ l .
Let I n and J n be the n × n identity matrix and the n × n all-one matrix, respectively. Under the conditions of Theorem 2.1, we have φ l ≥ φ l+1 if and only if
which is equivalent to
Note that
with equality if and only if a ii = M for 1 ≤ i ≤ n, and a ij = N,
We mention that if A is symmetric, then the conditions (i)-(iii) in Theorem 2.1 hold if and only if for some 2 ≤ t ≤ l, the following (i
all off-diagonal elements of A in the first t − 1 rows and columns are equal to N,
and (ii ′ ) are equivalent to a 11 = M and the off-diagonal elements of A in the first row and column are equal to N, and (iii ′ ) is equivalent to r 2 (A) = · · · = r n (A), implying that the conditions (i ′ )-(iv ′ ) above are equivalent to (i ′′ )-(iii ′′ ): (i ′′ ) a 11 = M and the off-diagonal elements of A in the first row and column are equal to N,
Theorem 2.2. Let A = (a ij ) be an n × n nonnegative matrix with average 2-row sums m 1 , . . . , m n , where m 1 ≥ · · · ≥ m n . Let S be the smallest diagonal element, and T the smallest off-diagonal element of A. Let c = min
Then ρ(A) ≥ ψ n . Moreover, if A is irreducible, then ρ(A) = ψ n if and only if m 1 = · · · = m n or T > 0 and for some 2 ≤ t ≤ n, A satisfies the following conditions: = c, where
From the expression of ψ n , we have
Note that T c > 0. If
. Thus x i ≥ 1, and
Thus for 1 ≤ i ≤ n − 1,
Hence by Lemma 2.1, ρ(A) = ρ(B) ≥ min 1≤i≤n r i (B) ≥ ψ n . Now suppose that A is irreducible. Then B is also irreducible. Suppose that ρ(A) = ψ n . Then ρ(B) = min 1≤i≤n r i (B) = ψ n , which, by Lemma 2.1, implies that r 1 (B) = · · · = r n (B) = ψ n , and thus from the above arguments, (a) and (b) − 1 and (c) .
hold, then (a), (b) for 1 ≤ i ≤ n − 1 and (c) hold, implying that r i (B) = ψ n for 1 ≤ i ≤ n, and thus by Lemma 2.1, ρ(A) = ρ(B) = ψ n .
We mention that if A is symmetric, then the conditions (i)-(iii) in Theorem 2.2 hold if and only if (i ′′ )-(iii ′′ ) hold: (i ′′ ) a 11 = S and the off-diagonal elements of A in the first row and column are equal
To compare the above results with those in [7] , we listed the corresponding results of [7] as follows.
Lemma 2.3. [7] Let A = (a ij ) be an n × n nonnegative matrix with row sums r 1 , . . . , r n , where r 1 ≥ · · · ≥ r n . Let M be the largest diagonal element, and N the largest offdiagonal element of A. Suppose that N > 0. For 1 ≤ l ≤ n, let
Then ρ(A) ≤ Φ l for 1 ≤ l ≤ n. Moreover, if A is irreducible, then ρ(A) = Φ l if and only if r 1 = · · · = r n or for some 2 ≤ t ≤ l, A satisfies the following conditions:
Lemma 2.4. [7] Let A = (a ij ) be an n × n nonnegative matrix with row sums r 1 , . . . , r n , where r 1 ≥ · · · ≥ r n . Let S be the smallest diagonal element, and T the smallest offdiagonal element of A. Let
Then ρ(A) ≥ Ψ n . Moreover, if A is irreducible, then ρ(A) = Ψ n if and only if r 1 = · · · = r n or T > 0, and for some 2 ≤ t ≤ n, A satisfies the following conditions: , S = 0, T = 1 and c = 3 5 , implying that ψ 4 = 4.6458. For A Moreover, if G is connected, then equality holds if and only if m 1 = · · · = m n .
