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In dieser Arbeit werden mit Hilfe eines Kanons aus experimentellen und theoretischen
Methoden zwei Alkohole in flu¨ssiger Phase untersucht. Ziel ist es, die in den Alkoholen
vorliegenden wasserstoffbru¨ckengebundenen Strukturen zu bestimmen und zu analysie-
ren. Zugang zu diesen molekularen Verba¨nden (Clustern oder Assoziaten) erha¨lt man
u¨ber ihre spektroskopischen Eigenschaften wie chemische Verschiebungen und Schwin-
gungsfrequenzen. Diese ko¨nnen einerseits gemessen und andererseits mit quantenmecha-
nischen Methoden berechnet werden.
Auf diese Weise kann a) Einsicht in die Natur der Wasserstoffbru¨ckenbindung ge-
wonnen, b) die Interpretation experimenteller Spektren vorangetrieben und c) die An-
wendbarkeit und Qualita¨t der quantenmechanischen Rechnungen untersucht werden.
Außerdem fu¨hrt die Zusammenfu¨hrung dieser unterschiedlichen Untersuchungsmethoden
zu weiteren Erkenntnissen, sie wirken synergetisch zusammen. So entsteht eine Meta-
Methode.
Die Wasserstoffbru¨cke ist ein grundlegendes Konzept der Biochemie und die Bescha¨fti-
gung mit dieser moderaten Bindung ragt weit in die klassische Chemie, die Biologie
und auch in die Physik hinein. Trotz zahlreicher Vero¨ffentlichungen auf dem Gebiet der
Spektroskopie[1–6], der Quantenmechanik [7–9] und der empirischen Ansa¨tze[10] ist die
Natur der Wasserstoffbru¨cke nicht vollsta¨ndig verstanden.
Die hier untersuchten verzweigten Alkohole dienen als ein Modellsystem zum Studi-
um von Wasserstoffbru¨cken. Durch die Verzweigungen wird die Assoziatbildung gezielt
eingeschra¨nkt. Alkohole ko¨nnen - anders als Wasser - nur ein Proton fu¨r die Bildung ei-
ner Wasserstoffbru¨cke zur Verfu¨gung zu stellen, die Akzeptormo¨glichkeiten sind sterisch
3
1 Einleitung
gehindert. Man findet in flu¨ssigen Alkoholen in Abha¨ngigkeit vom Moleku¨lgeru¨st, von
der Konzentration und der Temperatur verschiedene Assoziate: Isolierte Moleku¨le (Mo-
nomere), Ketten aus zwei und mehr Einheiten [11, 12], aber auch Ringe [13–15], die aus
mindestens zwei [16] bis zu sechs Moleku¨len bestehen. Eine immer wieder auftretende
Spezies ist das zyklische Tetramer [17, 18].
Im Kapitel 2.3 wird ein Kanon von spektroskopischen und theoretischen Methoden
besprochen, der zur Ermittelung der Flu¨ssigkeitsstruktur eingesetzt wird. Diese Liste ist
nicht vollsta¨ndig, sondern steht in direktem Zusammenhang mit den selbst durchgefu¨hr-
ten und ausgewerteten Experimenten und Rechnungen.
Doch bevor solche Betrachtungen zu wirklichen Schlu¨ssen und Erkenntnissen fu¨hren
ko¨nnen, mu¨ssen eine gemeinsame Sprache gefunden und Modelle eingefu¨hrt werden
(Kap. 2). Die Interpretation der gemessenen und berechneten Eigenschaften ist nur mit
Hilfe der Modellbildung mo¨glich. Bei den in dieser Arbeit verwendeten theoretischen
Methoden, erfolgt die Betrachtung der molekularen und supramolekularen Eigenschaf-
ten im Rahmen des klassischen und des quantenmechanischen Ansatzes (Kap. 2.1). Der
U¨bergang von der mikroskopischen Betrachtung zu makroskopischen Eigenschaften er-
folgt mittels statistischer Methoden (Kap. 2.2).
In Kapitel 3 werden die eigenen Experimente und deren Spezialita¨ten im Versuchsauf-
bau erla¨utert. Die Auswertung der so erhaltenen Daten mittels selbst entwickelter Pro-
gramme folgt in Kapitel 4. Hier gelingt es durch konsequente Anwendung bestehen-
der Algorithmen und Implementierung grundlegender mathematischer Regeln, ein neues
Verfahren zur Analyse von Schwingungsspektren zu entwickeln. Mit diesem ko¨nnen In-
formationen aus den Spektren erhalten werden, die sich erst aus der Temperatur- bzw.
Konzentrationsabha¨ngigkeit ergeben.
Alle diese Methoden werden auf zwei verzweigte Alkohole angewendet, zuna¨chst auf
2,2-Dimethyl-3-ethyl-3-pentanol, das in dieser Arbeit DMEP abgeku¨rzt wird (Kap. 5).
In DMEP ist die Assoziatbildung extrem eingeschra¨nkt und das Moleku¨l zeigt keine
Symmetrie im Gegensatz zum zweiten System, dem 3-Ethyl-3-pentanol (hier TEC, Kap.




Wird von Moleku¨len gesprochen, so impliziert diese Anschauung den Typ der kovalenten
Bindung. D.h. ein Moleku¨l besteht aus Atomen, die u¨ber eine oder mehrere solcher ko-
valenten Bindungen verbunden sind. Diese Bindungen, und damit die Moleku¨le besitzen
unter Laborbedingungen eine begrenzte Lebensdauer. Man denke dabei an Wasser und
sein Ionenprodukt, bzw. seine Leitfa¨higkeit und den zugrunde liegenden Mechanismus.
J.M. Lehn [19] spricht von supramolekularen Spezies, wenn der Bindungstyp nicht dem
der kovalenten Bindung entspricht. Damit ko¨nnen sie durch Komplexbindung, Wasser-
stoffbru¨cke, ionische Bindung oder auch Van-der-Waals-Wechselwirkung zustandekom-
men. In dieser Arbeit geht es um dreidimensionale Strukturen, die u¨ber Wasserstoff-
bru¨cken zusammengehalten werden. Nach Lehn sind dies Supermoleku¨le. Diese werden
hier Cluster genannt 1. Auch J. W. Steed [20] fu¨hrt den Begriff der supramolekularen
Chemie ein. Darunter versteht er eine Chemie der nicht-kovalenten Wechselwirkungen
und der Selbstorganisation zu U¨berstrukturen. Damit bezeichnen beide Autoren die
Wasserstoffbru¨ckenbindung als nicht-kovalent.
Eine der entscheidenden Fragen ist, wie die Stabilita¨t von solchen supramolekularen
Strukturen beschrieben und ermittelt werden kann. Welche Modellbildung muß einer
solchen Charakterisierung zugrunde liegen und wie kann sie experimentell detektiert
und verifiziert werden?
1Der Begriff ist in der chemischen Literatur mehrfach belegt. Vor allem anorganische Chemiker ver-




Klassisch stellt man sich Atome als Lennard-Jones-Kugeln vor. Die Bindungen sind
Federn mit harmonischen Kraftkonstanten und Gleichgewichtsabstand. Weiterhin wer-
den harmonische Bindungswinkelpotentiale eingefu¨hrt und die dreidimensionale Struk-
tur durch Diederwinkelpotentiale vervollsta¨ndigt. Außerdem erha¨lt jedes Wechselwir-
kungszentrum (das nicht identisch mit den Atomlagen sein muß) eine Partialladung.
Die Kra¨fte auf ein einzelnes Atom und die daraus resultierenden Minimumstrukturen
oder Faltungsprozesse werden als Summe dieser Paarpotentiale angena¨hert. Nur in be-
sonderen Fa¨llen (z.B. Simulation von Silizium) mu¨ssen Drei-Ko¨rper-Wechselwirkungen
addiert werden.
Diese Darstellung atomarer und molekularer Systeme erlaubt aufgrund ihrer Simpli-
zita¨t die Betrachtung großer Moleku¨le wie auch den Aufbau von Vielteilchensystemen.
Durch die Lo¨sung der Newtonschen Bewegungsgleichungen kann ein System in der Zeit
verfolgt werden, wie es in der Molekulardynamischen Simulation geschieht. Damit ist
der Zugang zu dynamischen Eigenschaften ebenso gewa¨hrleistet, wie die Berechnung
makroskopischer Gro¨ßen.
Ein solcher Ansatz fu¨hrt zu einem Kraftfeld, dessen Parameter bestimmt werden
mu¨ssen. Die fu¨r bestimmte Atome, Atomgruppen oder Moleku¨le erhaltenen Parame-
ter sind nur begrenzt auf neue Systeme u¨bertragbar. Weiterhin unterscheiden sie sich
nach Art ihrer Herkunft. So werden z.T. experimentelle Gro¨ßen herangezogen, wie etwa
Schwingungsspektren zur Bestimmung von Kraftkonstanten. Rotationsspektren ko¨nnen
Massentra¨gheitsmomente liefern, die wiederum zu Bindungsabsta¨nden fu¨hren. Jedoch
ko¨nnen alle experimentellen Hinweise dieser Art nicht ein vollsta¨ndiges Kraftfeld lie-
fern. Einige der Parameter sind, da sie nicht gemessen werden ko¨nnen, offen. Sie werden
in aufwendigen Simulationsrechnungen solange variiert, bis die aus diesen Rechnungen
erhaltenen makroskopischen Gro¨ßen gut mit den experimentellen u¨bereinstimmen. Ein
solches Vorgehen ermo¨glicht stets nur ein Indiz auf das mikroskopische Verhalten der
Teilchen.
Eine andere Mo¨glichkeit ist die Ermittlung von Kraftfeldparametern aus ab initio-
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Rechnungen. Bei der sehr kritischen Bestimmung von Partialladungen wird mittels der
RESP-Methode[21] das quantenmechanisch beobachtbare elektrische Potential als Quelle
fu¨r die rein empirischen Partialladungen genutzt. Auch bei der Bestimmung von Dieder-
winkelpotentialen kann dieser Weg erfolgversprechend eingesetzt werden.
Ein Nachteil einer solchen Anschauung ist die Vernachla¨ssigung der Mehrko¨rperwech-
selwirkungen. Schließlich ist a priori die Reduktion der Wechselwirkungspotentiale auf
eine Summe von Paarpotentialen nicht gerechtfertigt. Der Molekulardynamiker fu¨hrt
daher effektive Paarpotentiale ein (vgl. Dipolmomente der verschiedenen Wassermodelle
wie ST2, SPC/E und TIP4P). Im RESP-Verfahren wird daher der Basissatz so gewa¨hlt,
daß ein im Vergleich zur experimentellen Gasphase zu großes Dipolmoment erhalten
wird. Durch diese ku¨nstliche Wechselwirkungsenergie werden die kooperativen Beitra¨ge
beru¨cksichtigt.
Fu¨r die in dieser Arbeit betrachtete Stoffklasse der Alkohole existiert auch ein
Kraftfeld-Ansatz, der Mehrko¨rperwechselwirkungen differenziert beru¨cksichtigt, das
TCPE-Modell[22]. Hier werden zusa¨tzlich zum Coloumb-Potential noch Terme fu¨r die
Relaxation, Abstoßung, Polarisierbarkeit und ein explizites Wasserstoffbru¨ckenpotential
eingefu¨hrt.
2.1.2 Methoden der Quantenmechanik
Fu¨r die Quantenmechanik existieren weder Moleku¨le noch Atomgruppen. Nicht einmal
die Atome dienen zum Grundaufbau. Vielmehr wird auf die na¨chste Ebene zuru¨ck ge-
griffen, auf die Atomkerne und die Elektronen. Als weitere Elemente geho¨ren nur noch
die Naturkonstanten, wie z.B. das Planksche Wirkungsquantum h, die Massen der Ele-
mentarteilchen und Atomkerne (z.B. me, mHe), deren Ladungen und die Dielektrizita¨ts-
konstante des Vakuums zum Ru¨stzeug der Quantenmechanik. Daher spricht man von
einer ab initio-Technik.
Fu¨r eine detailierte Beschreibung der mathematischen Prozedur der numerischen, ite-
rativen Lo¨sung der Schro¨dinger-Gleichung wird auf die ga¨ngige Literatur verwiesen [23–
25]. Nach der Methode des selbstkonsistenten Feldes (SCF, self consistent field), wird
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die Schro¨dinger-Gleichung angena¨hert. Im einfachsten Fall sind alle Orbitale mit zwei
Elektronen besetzt, die nicht explizit behandelt werden mu¨ssen. Sie unterscheiden sich
nur durch ihren Spin. Dieses Vorgehen ist ein eingeschra¨nktes Hartree-Fock-Verfahren
(RHF, spin restricted Hartree-Fock). Korrelationen in der Elektronenbewegung werden
auf diesem Level der Theorie vernachla¨ssigt. Die Post-Hartree-Fock-Methoden versu-
chen diese zu beru¨cksichtigen. Einen Ansatz dafu¨r bietet die Sto¨rungsrechnung (MP,
perturbation theory), die auf Møller-Plesset zuru¨ckgeht. Eine kleine ganze Zahl bezeichnet
dann die Ordnung der Sto¨rungsrechnung. So kennzeichnet MP2 eine Sto¨rungsrechnung
zweiter Ordnung nach Møller-Plesset. Es existieren auch Implementierungen ho¨herer
Ordnung (MP3, MP4, MP6). Diese Post-Hartree-Fock-Methode wird in dieser Ar-
beit nicht verwendet. Ein anderer Ansatz, der aus der Festko¨rperphysik stammt, ist
die Dichte-Funktional-Theorie (DFT, density functional theory). Hier wird quasi der
Hamilton-Operator anhand eines geratenen Funktionals vera¨ndert. Diese Methode lie-
fert wesentlich bessere Schwingungsfrequenzen als die RHF-Methode. Jedoch ist sie nicht
systematisch verbesserungsfa¨hig. Damit steht sie im Gegensatz zur Sto¨rungsrechnung
und zur Konfigurations-Wechselwirkungs-Methode (CI, configuration interaction), die
in der vorliegenden Arbeit ebenfalls nicht verwendet wird. Hier werden ho¨her angeregt
Zusta¨nde mitberu¨cksichtigt, so daß ein Satz aus Fock-Matrizen verwendet werden muß.
Die CI-Methode ist ebenso wie die MPn-Methoden zu rechenintensiv fu¨r die betrachteten
Systeme.
2.1.3 Basissa¨tze
Eine der großen Neuerungen im Verfahren der SCF-Prozedur war der U¨bergang von
Orbital der Slater-Art (STO, Slater type orbital) hin zu den Gauss-artigen Orbitalen
(GTO, Gaussian type orbital). Sie geht auf S. F. Boys[26] zuru¨ck. Jetzt konnten die
Mehrzentrenintegrale wesentlich schneller berechnet werden. Pople [23] fu¨hrte nun die
split valence-Basissa¨tze ein. Hier werden Orbitale mit kleinerer Hauptquantenzahl als
einzelne Basisfunktion dargestellt, wa¨hrend der Valenzbereich durch zwei Funktionen
beschrieben wird. Jede einzelne dieser Basisfunktionen besteht aus einer festen Line-
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arkombination von GTOs. U¨bliche und bewa¨hrte Basissa¨tze sind in der Tabelle 2.1
zusammengestellt.
STO-3G Minimale Basis, nur eine Basisfunktion auch im Valenzbereich,
die sich aus 3 GTOs zusammensetzt.
3-21G kleiner Basissatz, liefert gute Geometrien, zu hohe Frequenzen
und zu hohe Bindungsenergien.
6-31G* moderater Basissatz, doppelt guter Core-Bereich im Vergleich zu 3-21G,
zusa¨tzliche Polarisationsfunktion auf den schweren Atomen,
u¨berscha¨tzt Dipolmomente leicht.
6-31+G* moderater Basissatz mit zusa¨tzlicher Diffusfunktion auf den schweren
Atomen, kleiner BSSE (siehe Kap. 2.1.5), vertretbarer Rechenaufwand.
6-311++G** großer Basissatz mit bereits hohem Rechenaufwand.
Tabelle 2.1: Zusammenstellung u¨blicher Pople-Basissa¨tze
2.1.4 Zielgro¨ßen
Die erste Zielgro¨ße quantenmechanischer Berechnungen ist die Energie. Zu gegebenen
Koordinaten/Atompositionen (auch: Geometrie) kann im Rahmen einer Single-Point-
Rechnung die Energie bestimmt werden. Ein zweites Rechenziel ist die Bestimmung der
Geometrie mit minimaler Energie, also die Geometrie-Optimierung. Es wird von Gaus-
sian98 stets nur eine Geometrie gefunden. Kennzeichen dieser Geometrie ist, daß alle
ersten Ableitungen der Energie nach den Koordinaten Null sind 2. Die anschließend aus-
zufu¨hrende Frequenzrechnung zeigt im Fall eines echten Minimums nur positive reelle
Frequenzen. Imagina¨re werden als negative Frequenzen angezeigt. Daher macht eine Fre-
quenzrechnung nur auf einer optimierten Geometrie Sinn. Als Nebenresultat liefert eine
solche Rechnung die Nullpunktsenergien. Als weitere spektroskopische Gro¨ßen ko¨nnen
die elektrischen Feldgradienten und die chemischen Verschiebungen berechnet werden,
2Oder zumindestens kleiner als ein Schwellwert werden.
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die in der NMR eine Rolle spielen. Diese Eigenschaften ko¨nnen auch an experimentellen
Geometrien, die z.B. aus der Kristallstruktur entnommen werden, berechnet werden.
2.1.5 Der Basissatzsuperpositionsfehler
Bei der Berechnung von Bindungsenergien tritt ein Problem auf. Die Energie eines voll-
optimierten Monomers ist bekannt. Doch wird bei einem unvollsta¨ndigen Basissatz das
Prinzip der Gro¨ßenkonsistenz[23] verletzt. Denn die Energie des Clusters setzt sich ad-
ditiv aus den Energien der enthaltenen Monomere zusammen. Doch jedes dieser Mo-
nomere liegt nicht in seiner volloptimierten Geometrie vor. D.h. seine Energie sollte
ho¨her liegen als die Energie des volloptimierten Monomers. Die Monomere in Cluster-
geometrie ko¨nnen aber Basisfunktionen der benachbarten Monomere mit benutzen und
senken so bei der SCF-Prozedur ihre Energie ab. Ist der verwendete Basissatz nicht am
Hartree-Fock-Limit angesiedelt, so ergibt sich ein nennenswerter Energiegewinn. Um
dieses mathematische Artefakt auszugleichen, wurde von S. Boys ein Verfahren[27–29]
zur Behebung der sogenannten Basissatzsuperpositionsfehlers (BSSE) vorgeschlagen, die
Counterpoise-Korrektur:
Die Energie-Korrektur fu¨r ein einzelnes Monomer ergibt sich als Differenz der Energie
des Monomers in der Basis der gesamten Clusters und der Geometrie, wie sie im Cluster
vorliegt und der Energie der gleichen Geometrie in der kleineren Basis, die sich nur aus






Hier steht also das Subskript fu¨r den Index des Monomers und das Superskript fu¨r die
Basis.
Der Basissatzsuperpositionsfehler (BSSE) ist definiert nach
BSSE ≡ EO. . . H − E
CP
O. . . H (2.2)
mit:
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EO. . . H Energiedifferenz zwischen Cluster und isolierten Monomeren
unkorrigierte Bindungsenergie
ECPO. . . H korrigierte Bindungsenergie





Der BSSE kommt nur fu¨r schwache Bindungen (wie auch Wasserstoffbru¨ckenbindun-
gen) zum Tragen und er ha¨ngt stark vom verwendeten Basissatz ab.
2.2 Vom Moleku¨l zur Substanz
Mit den dargestellten Methoden der Quantenmechanik ko¨nnen die Eigenschaften von sol-
chen supramolekularen Cluster berechnet werden. Diese spektroskopischen Eigenschaf-
ten sind auch experimentell detektierbar, sei es direkt in der Gasphase oder in einer
inerten Matrix. Auch die Untersuchung in flu¨ssiger Phase in gro¨ßerer Verdu¨nnung ist
mo¨glich.
2.2.1 Ursprung des QCE-Modells
Seit langem vermutet man, daß diese Strukturen Konstituenten reiner Flu¨ssigkeiten sein
ko¨nnen. Das Quantum-Cluster-Equilibrium-Modell (Quanten-Cluster-Gleichgewichts-
Modell)[30, 31] ist die konsequente Weiterfu¨hrung dieses Gedankens hin zu der quanti-
tativen Voraussage der Zusammensetzung der Flu¨ssigkeit. Diese Zusammensetzung wird
auch Clusterpopulation genannt. Eine solche Anschauung erha¨lt qualitative Besta¨tigung
aus der Existenz des kritischen Punktes im Phasendiagramm (p vs. T - Diagramm).




2.2.2 Formulierung des QCE-Modells
In einer aus diversen Assoziaten bestehenden Flu¨ssigkeit befinden sich alle vorkommen-
den Cluster im Gleichgewicht:
Monomer in Konformation a (c1a) ⇀↽
Monomer in anderer Konformation b (c1b) ⇀↽
lineares Dimer (c2a) ⇀↽
offenes Trimer (c3a) ⇀↽
zyklisches Trimer (c3b) ⇀↽
zyklisches Tetramer (c4a) ⇀↽ . . .
Im Gleichgewicht besitzen die Monomere in jedem molekularen Cluster das gleiche che-
mische Potential. Die chemischen Potentiale µ der Cluster verhalten sich nach:












= . . . (2.4)
Ein solches System wird am einfachsten im kanonischen Ensemble behandelt. Hier gilt
fu¨r die Systemzustandssumme:
Q(N, V, T ) =
c∏
i=1





Q(N, V, T ) : die Systemzustandssumme
N : die Anzahl der Teilchen
V : das Volumen
T : die Temperatur
qi(ni, V, T ) : die Teilzustandssumme des Clusters i
ni : die Anzahl der Cluster i
i : der Laufindex u¨ber die Cluster
ist.
Das chemische Potential µ eines Clusters i kann als Funktion seiner Teilzustandssum-
me qi ausgedru¨ckt werden:







2.2 Vom Moleku¨l zur Substanz
Die Gleichungen 2.4 und 2.6 erlauben nun die Berechnung der Population eines Clu-
sters i als Funktion eines Referenzclusters r nach:











i · ni (2.8)
Setzt man nun Gleichung 2.7 in 2.8 ein, so ergibt sich ein Polynom. Dessen Lo¨sungen (bei
vorgegebenen Volumen und Temperatur) sind Clusterpopulationen. Eine jede Lo¨sung
entspricht einer Phase.
Bei allen so ermittelten Populationen la¨ßt sich nun die Systemzustandssumme berech-
nen und damit auch die Thermodynamischen Potentiale. So ergibt sich die Freie Energie
aus:
∆A = −kT ln Q (2.9)









Und damit auch die freie Enthalpie ∆G. Diejenige Clusterpopulation mit dem geringsten
∆G ist dann die thermodynamisch stabile Phase.
2.2.3 Die Cluster-Zustandssumme
Noch offen ist die Berechnung der Teilzustandssummen fu¨r die einzelnen Cluster. Hier
geht man von einem Produktansatz und der Hochtemperaturna¨herung aus, damit ergibt























m ist hier die Masse des Clusters. V − Va ist das freie Volumen, das sich aus der Dif-
ferenz des Systemvolumens und des Ausschlußvolumens Va ergibt. Dieses ist das von
den Cluster eingenommene Volumen. Um das Eigenvolumen der Cluster zu ermitteln,
werden um die einzelnen Atome Kugeln mit einem van der Waals- Radius gelegt und das
Gesamtvolumen der sich durchdringenden Kugeln nach dem GEPOL-Verfahren [32, 33]
berechnet. Diese Formulierung der translatorischen Zustandssumme wird Hochtempera-
turna¨herung genannt.















berechnet. Hier ist σ die Symmetriezahl, A, B und C stellen die Massentra¨gheitsmomente
des Clusters dar3.











νi ist hier die Frequenz der Mode i.









3Hier, wie auch bei der vibratorischen Zustandssumme, werden auch lineare Cluster korrekt von dem
QCE-Programm behandelt.
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Die Bestimmung von ECPO. . . H wurde in Kapitel 2.1.5 erla¨utert.
2.2.4 Vorgehensweise
Im einfachen QCE-Modell werden die Wechselwirkungen der Cluster untereinander ver-
nachla¨ssigt und das von den Cluster eingenommene Volumen resultiert aus den empiri-
schen van-der-Waals-Radien. Auch auf diesem Level ko¨nnen sinnvolle Zusammenha¨nge
zwischen thermodynamischen Gro¨ßen einer Flu¨ssigkeit erhalten werden, eine quantita-
tive U¨bereinstimmung mit dem Experiment ist jedoch nicht zu erwarten. Das Modell
bietet aber diverse Mo¨glichkeiten der Verbesserung. In einem ersten Schritt werden die
eben genannten Lu¨cken geschlossen. Es werden zwei Parameter eingefu¨hrt. Der erste
dieser Parameter, im Weiteren als a benannt, bezieht die Inter-Cluster-Wechselwirkung
ein. Damit wirkt er auf den elektronischen Teil der Zustandssummen. Hier wird ein mean
field-Ansatz gewa¨hlt. Die zusa¨tzliche Wechselwirkung ist stets proportional zur Dichte
des Systems[30, 31]. Ein zweiter Parameter b skaliert die van-der-Waals-Volumina der
Cluster. So la¨ßt sich eine QCE-Cluster-Mischung an zwei Zustandspunkten eichen. Hier
werden die Dichte bei Raumtemperatur und der Siedepunkt gewa¨hlt. Man legt zuna¨chst
einen Startwert fu¨r b fest, berechnet anschließend den Siedepunkt. a wird so eingestellt,
daß sich ∆vG(Ts, p
◦) = 0 ergibt. Jetzt wird b verfeinert, a revidiert und so iterativ die
beiden Parameter bestimmt. In den allermeisten Fa¨llen funktioniert diese Prozedur und
die Parameter konvergieren.
Als weitere Verbesserungen des QCE-Modells wa¨ren denkbar: die Einbeziehung an-
harmonischer Schwingungsanteile sowie Kopplung zwischen Rotation und Vibration.
2.2.5 Anwendungen und Grenzen
Das QCE-Modell wurde bereits auf eine ganze Reihe unterschiedlicher Systeme mit
nennenswertem Erfolg angewendet. Die Palette reicht von wasserstoffbru¨ckengebunde-
nen Flu¨ssigkeiten, wie Amiden[34–37] und Alkoholen[38–41], zu elementaren Systemen
wie Schwefel[42], Kohlenstoff und den Akalimetallen[43]. Prinzipiell lassen sich auch
Mischungen von Flu¨ssigkeiten berechnen, wie es z.B. mit Formamid/Wasser oder Etha-
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nol/Wasser[44] geschehen ist. Hier wird jedoch der einfache Ansatz mit zwei Eichungs-
parametern inada¨quat und weitere Entwicklungsarbeit ist no¨tig.
2.3 Experimentelle Methoden
In den vorhergehenden Kapiteln wird die Problemstellung der kooperativen Wechselwir-
kungsmechanismen aufgeworfen. Zugrunde liegen ihr verschiedene experimentelle Hin-
weise. Ein wichtiges Prinzip ist, daß eine experimentelle Gro¨ße eine Sonde fu¨r die Art
der Wechselwirkungen sein kann.
2.3.1 NMR
Mit der Kernresonanzspektroskopie (NMR, nuclear magnetic resonance) steht eine Me-
thode zur Verfu¨gung, die molekulare Eigenschaften, zeitlich und ra¨umlich gemittelt, sehr
genau zu liefern in der Lage ist. Gemeint ist hier die chemische Verschiebung. Mittels
der NMR-Spektroskopie lassen sich weiterhin dynamische Eigenschaften detektieren. So
kann eine Verknu¨pfung zwischen Struktur und Dynamik erreicht werden. Man betrachtet
hier die Relaxation der Kernspin quantitativ.
Die chemische Verschiebung ist eine Funktion der Elektronendichteverteilung um den
betrachteten Kern. Im Folgenden beschra¨nkt sich die Diskussion auf eindimensionale
1H-NMR Spektren. Man findet eine signifikante Tieffeldverschiebung der NMR-Signale
von Hydroxylprotonen bei Zustandekommen einer Wasserstoffbru¨cke.
Da die NMR-Spektroskopie eine langsame Methode ist (Sie liegt auf der Zeitskala
im Millisekunden bis Sekundenbereich), wird als Ergebnis eine chemische Verschiebung
erhalten, die sich als populationsgewichtetes Mittel der einzelnen Signale der Protonen
ergibt. Ein jedes Proton war also wa¨hrend der Meßzeit in allen Positionen in jedem Clu-
ster. Gerechtfertigt wird diese Annahme dadurch, daß nur ein einzelnes Signal erhalten
wird.
Auf diese Weise lassen sich temperaturabha¨ngig gemessene 1H-NMR-Spektren mit




Einzelne Moleku¨le schwingen mit Wellenzahlen im Bereich von ν˜= 200 - 4000 cm−1.
Diese entspricht Frequenzen von 6 ·1012−8 ·1013Hz. Als Wellenla¨nge ausgedru¨ckt ergibt
sich ein Intervall von λ = 5 · 10−5 − 2.5 · 10−7m. Im elektromagnetischen Spektrum
liegt hier das Infrarot (kurz: IR). Bestrahlt man also eine Probe mit infrarotem Licht,
so absorbiert sie einen Teil des Lichts. In der Probe werden dabei die entsprechenden
Schwingungen angeregt. Aus der Messung dieses Anteils la¨ßt sich das Infrarot-Spektrum
berechnen.
In der Praxis werden ha¨ufig Fourier-Transform-IR-Gera¨te verwendet, wie auch bei den
Messungen zu dieser Arbeit. Sie enthalten zusa¨tzlich ein Michelson-Interferometer. Die
Fourier-Transformation ist hier o¨rtlich, im Gegensatz zur Kernresonanzspektroskopie,
wo sie zeitlich ist.
Das Aufnahmeintervall im Infraroten ist wesentlich durch das Material der Zelle be-
grenzt4. Messungen unterhalb von ν˜= 1000 cm−1 sind nicht mo¨glich, da das Licht klei-
nerer Wellenzahlen zum großen Teil von den CaF2-Wa¨nden absorbiert wird. Damit sind
Untersuchungen zur Schwingung der Wasserstoffbru¨cke selber nicht mo¨glich. Derartige
Wellenzahlen liegen bei ν˜ ≈ 100 cm−1.
Doch ist auch die OH-Streckschwingung der Alkohole eine Wasserstoffbru¨cken-
sensitive Sonde. Mit Schluß einer Wasserstoffbru¨cke sinkt die Wellenzahl der entspre-
chenden Streckschwingung (Donatorgruppe). Dies wird als Rotverschiebung bezeichnet.
Weiterhin nimmt ihre Intensita¨t um ein Vielfaches (ca. Faktor 100) zu. Eine weiterge-
hende Beschreibung interessanter Bereiche des Infrarot-Spektrums findet sich in Kapitel
4.1.
2.3.3 Raman-Spektroskopie
Wird eine Probe von staubfreien Gasen oder Flu¨ssigkeiten mit energiereicher elektro-
magnetischer Strahlung bestrahlt, so la¨ßt sich neben dem durchgehenden Strahl noch
4Wir messen Flu¨ssigkeiten, daher brauchen wir eine Zelle und keinen Pressling
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weitere Strahlung detektieren. Zum einen die Rayleigh-Streuung, die mit gleicher Fre-
quenz, bzw. Wellenzahl ν˜0, in andere Raumrichtungen von der Probe emittiert wird.
Zum anderen findet sich Raman-Streuung mit
ν˜Raman = ν˜0 ± ν˜m (2.16)
mit
ν˜Raman : detektierte Wellenzahl
ν˜0 : Wellenzahl der Erregerlinie
ν˜m : moleku¨labha¨ngige Frequenz
D.h. es ko¨nnen zwei Spektren erhalten werden, die an der Erregerlinie gespiegelte (±)
Frequenzlagen enthalten. Der frequenzerniedrigte Bereich wird als Stokes-Strahlung,
der frequenzerho¨hte als Anti-Stokes-Strahlung bezeichnet 5 6. Um dieses einfache Bild
zu vervollsta¨ndigen, sei erwa¨hnt, daß die Rayleigh-Streuung ca. drei Gro¨ßenordnungen
intensiver als die Raman-Streuung ist.
Die Struktur des Raman-Spektrums la¨ßt sich anhand zweier Ansa¨tze verstehen[45].
Zum einen fa¨llt klassisch die elektromagnetische Erregerstrahlung auf ein Moleku¨l und
lenkt die Elektronenhu¨lle aus. Diese Auslenkung ist (nahezu) proportional zur Polari-
sierbarkeit des Moleku¨ls. Der auf diese Weise induzierte Dipol schwingt mit der Frequenz
der Erregerstrahlung. Ein solcher schwingender Dipol emittiert Strahlung, die man als
Rayleigh-Bande detektiert. Gera¨t das Moleku¨l in eine Normalschwingung, so wird die
Frequenz mit der Frequenz dieser Normalschwingung moduliert.
Im quantenmechanischen Ansatz treffen Photonen auf das Moleku¨l und werden an ihm
gestreut. Dabei kann ein Energie-U¨bertrag zwischen beiden Teilchen stattfinden. Das
Moleku¨l kann z.B. seinen Schwingungszustand vera¨ndern. Geht es vom Grundzustand
in den ersten angeregten Zustand u¨ber, so verbleibt dem gestreuten Photon nur ein um
hcν˜m verminderter Energiebetrag. Detektiert wird es im Stokes-Bereich. Einige wenige
5Frequenzverschiebungen durch den Doppler-Effekt werden als Brilloin-Strahlung bezeichnet und wer-
den in dieser Arbeit, die sich mit Spektroskopie an flu¨ssigen Systemen bescha¨ftigt, nicht betrachtet.




Moleku¨le sind bereits im angeregten Zustand und fallen wa¨hrend des Streuvorganges in
den Grundzustand zuru¨ck. Das Photon erha¨lt die Energie dieses U¨bergangs und wird
im Anti-Stokes-Bereich detektiert.
Prinzipiell la¨ßt sich aus der Intensita¨tsdifferenz der Banden im Stokes- und Anti-
Stokes-Bereich die Besetzungswahrscheinlichkeit des ersten angeregten Schwingungsni-
veaus und damit die Temperatur der Probe bestimmen7.
Die Intensita¨t der Banden ha¨ngt aber noch von einer Reihe weiterer Faktoren ab. Sie
gegeben durch







Sie ist demnach nicht nur temperaturabha¨ngig, es geht außerdem die Wellenla¨nge des
Erregerstrahls ein. S(ν˜) ist die Raman-Aktivita¨t. Fu¨r die intramolekularen Schwingun-
gen gilt allerdings:
Iintegral(ν˜) = konst · S(ν˜) (2.18)
Damit braucht keine Korrektur an den Spektren vorgenommen zu werden[46].
Ein Vergleich mit berechneten Raman-Aktivita¨ten erfordert die Integration u¨ber eine
Bande.
7Nach privater Mitteilung reicht die Genauigkeit der in den gemeinsamen Einrichtungen des Fachbe-







Alle in dieser Arbeit ausgewerteten Infrarotspektren wurden an einem Vektor 22 der
Firma Bruker gemessen. Die Einstellungen ko¨nnen der folgenden Tabelle 3.1 entnommen
werden.
Anzahl Datenpunkte 3112
erste Frequenz 4000.2 cm−1
letzte Frequenz 1000.05 cm−1
Aperture-Einstellung 3 mm
Tiefpassfilter 1; 10 kHz
Scanner-Geschwindigkeit 6; 10 kHz
Signalversta¨rkung automatisch




Tabelle 3.1: Die Meßparameter des Infrarot-Spektrometers
Die Zellen sind zylindrisch und mit CaF2-Fenstern ausgestattet. Die Probendicke vari-
ierte von 12 µm bis 50 µm. Es wurden stets Differenzspektren zu CCl4 gemessen, auch fu¨r
den reinen Alkohol. Tetrachlorkohlenstoff zeigt keine Intensita¨t im betrachteten Spek-
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tralbereich. Durch die A¨hnlichkeit des Brechungsindexes werden aus Interferenz erzeugte
Basislinienschwankungen vermieden. Die Ku¨vetten werden u¨ber einen Heizmantel mit


















Abbildung 3.1: Schematische Abbildung des Raman-Spektrometers
22
3.2 Raman-Messungen
Das Großgera¨t Raman-Spektrometer besteht aus den in Fig. 3.2.1 schematisch darge-
stellten Teilen. Es handelt sich um ein T64000 Spektrometer der Firma Jobin-Yvon.
Die Lichtquelle ist ein Argon Laser Stabilite der Firma Spectra Physics.
Die Quelle der elektromagnetischen Strahlung ist der Laser. Von ihm wird der Strahl
emittiert, dessen natu¨rliche Halbwertsbreite durch einen Monochromator weiter ver-
ringert wird. Nach einer Umlenkung trifft der Strahl auf die Probe. Die Probenhalte-
rung ist Gegenstand von Kap. 3.2.2. Ein großer Teil der elektromagnetischen Strahlung
durchla¨uft die Probe ohne Wechselwirkung und wird an einem Hohlspiegel reflektiert. So
kann auch der ru¨cklaufende Strahl fu¨r das Experiment nutzbar gemacht werden. Der An-
teil der Strahlung, die von der Probe im 90◦-Winkel emittiert wird, wird zur Detektion
verwendet. Er wird in einer Linse auf den Eintrittsspalt fokussiert. Dahinter trifft er auf
ein Monochromator-System und schließlich auf die CCD-Kamera des Spektrometers. Die
nimmt einen Teilbereich des Spektrums gleichzeitig auf und leitet die Meßdaten an den
Computer weiter. Um den interessierenden Bereich eines Spektrums aufzunehmen, wird
nun das Monochromator-System
”
weitergefahren“ und ein neuer Bereich kann mit der
CCD-Kamera detektiert werden. Zwischen zwei Bereichen wird ein U¨berlapp eingestellt,
sodaß das Spektrum anschließend zusammengesetzt werden kann. Die Breite dieser Teil-
bereiche variieren mit der Frequenz bzw. der Wellenzahl. Zu ho¨heren Frequenzen werden
sie kleiner.
Um polarisationsabha¨ngig zu messen, wird ein λ/2-Pla¨ttchen vor die Probe geschaltet.
Mit diesem drehbar gelagerten Polarisator wird die Polarisation des Meßstrahls gea¨ndert.
Dieser Filter wird anhand einer CCl4-Probe geeicht.
Die Frequenzskala des Spektrometers kann durch Aufnahme der Hg2-Linie der Decken-
beleuchtung (bei ausgeschaltetem Laserstrahl) korrigiert werden.
3.2.2 Die Apparatur
Um temperaturabha¨ngig Raman-Spektren von Flu¨ssigkeiten messen zu ko¨nnen, bedarf
es einer Meßzelle mit Halterung. Als Meßzelle dienen hier Glasro¨hrchen, die nach der
Fu¨llung mit der Probensubstanz abgeschmolzen werden ko¨nnen. Auf dieser Art wird
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ausgeschlossen, daß die Flu¨ssigkeit nachtra¨glich von Wasser verunreinigt wird. Diese
unflexible Stoffisolierung fu¨hrt dazu, daß nicht bei konstantem Druck gemessen wird.
Die Ro¨hrchen halten einen U¨berdruck von ein bis zwei Bar aus. In diesem Druckintervall
ist eine Beeinflussung des Spektrums nicht gegeben. Als Ku¨vettenform wa¨re ein Quader
vorteilhafter, da durch die Auffa¨cherung des detektierten Strahls mit Intensita¨tsverlusten
zu rechnen ist.
Diese Ku¨vetten mu¨ssen nun am Raman-Spektrometer justiert und temperiert werden.
Dazu wird eine Halterung konstruiert und von Material- und Elektrowerkstatt angefer-
tigt. Die wesentlichen Bestandteile sind ein Kupferzylinder mit Mittelbohrung, in den
die Ku¨vette eingelassen wird. Quer dazu wird der Strahlendurchgang und das Austritts-
loch fu¨r den detektierten Strahl gebohrt. Außerdem eine Einfu¨hrung fu¨r ein Thermoele-
ment. Dieser Zylinder wird von einem Heizdraht und einer Wa¨rmeisolierung umgeben.
Das gesamte Gera¨t wird nun durch einen Aluminium-Mantel umschlossen, der auf eine
Deckplatte gebracht wird. Diese Platte fu¨gt sich in die am Spektrometer zu Verfu¨gung
stehende, dreidimensional justierbare Standvorrichtung ein und kann mit ihr verschraubt
werden. Weiterhin geho¨rt zu diesem Aufbau das Thermoelement und die elektrische Hei-
zung, die in einem externen Geha¨use untergebracht ist. Sie hat die Eigenschaft ca. 10 K
u¨ber den Einstellwert hinauszuschießen. Ein langsames Erho¨hen der Solltemperatur um
jeweils 1 K verhindert dieses.
3.2.3 Meßanleitung
Die Spektrometersoftware (Spectramax) verfu¨gt u¨ber eine Zusammensetzungsroutine.
Im Fall breiter Banden tauchen unregelma¨ßig Spru¨nge auf. Daher wird eine Meßroutine
erstellt, die den Bereich von 2500 cm−1 bis 4000 cm−1 aufnimmt und den U¨berlapp der
Teilspektren erweitert (auf mindestens 50 cm−1). Diese Teilspektren werden mittels eines
selbstgeschriebenen Visualisierungsprogrammes von
”
Spikes“ bereinigt und dann zusam-
mengesetzt. Dazu wird jeweils der Mittelwert des U¨berlapps berechnet und aufeinander
geschoben. Vorher muß noch die Frequenz/Wellenzahl-Achse auf eine gemeinsame Basis
geschoben werden. Dies geschieht u¨ber lineare Extrapolation.
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4.1 Analyse von Schwingungsspektren
Der pra¨parative Chemiker benu¨tzt das Infrarot-Spektrum ha¨ufig als spektroskopischen
Fingerabdruck, um sein Produkt zu identifizieren und dessen Reinheit qualitativ zu
bestimmen. Hierbei wird der Bereich zwischen ca. ν˜= 400 - 1000 cm−1 genutzt. Der
anschließende Bereich von 1000 - 3000 cm−1 wird zu Identifizierung charakteristischer
Banden, wie z.B. der CO-Streckschwingung herangezogen. Hierbei legt der Experimen-
tator Wert auf schmale Banden, die ihm erlauben, die Frequenz der Schwingung mit der
no¨tigen Genauigkeit anzugeben.
Der Bereich zwischen 3200 cm−1 und 4000 cm−1 ist zu einer solchen Betrachtung von
wenig Aussagekraft. Meist wird das Maximum einer eventuell vorhandenen NH- oder
OH-Schwingung angegeben, eventuell sogar der Schwerpunkt der Bande berechnet.
Doch gibt diese breite Bande Aufschluß u¨ber die strukturellen und dynamischen Ei-
genschaften der Flu¨ssigkeit. Zumindest dann, wenn es gelingt, strukturelle Feinheiten
in der Bandenform zu erkennen und zu interpretieren. Drei verschiedene Ansa¨tze sind
denkbar:
• Vera¨nderung der Bandenform durch Isotopen - Substitution
• Entfalten der verbreiterten Banden
• Anpassung der Banden an ein Flu¨ssigkeitsmodell
Dabei liefern die ersten beiden Ansa¨tze grundsa¨tzlich nur weitere Kenntnis u¨ber die
Frequenzlagen der Subbanden. Die Anpassung an ein Flu¨ssigkeitsmodell kann weiter-
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hin die Halbwertsbreite der Banden liefern, in der je nach Art des Spektrums die Um-
orientierungsdynamik[47] (anisotropes Raman-Spektrum[48–51], Infrarot-Spektrum[52])
enthalten ist. Hier besteht eine Verbindung zu den Relaxationszeiten der NMR-
Spektroskopie[53, 54].
Außerdem liefert dieses Verfahren auch die integralen Intensita¨ten der Subbanden und
ermo¨glicht so, zumindestens fu¨r einfach strukturierte Flu¨ssigkeiten, den Zugang zu einer
quantitativen Analyse der Struktur- bzw. Clusterpopulation.
Eine solche Auswertung ist vergleichbar mit Untersuchungen an Proteinen, bei de-
nen die Auswertung der Amid I-Bande (im Wesentlichen die CO-Streckschwingung der
Amidgruppen) quantitative Ausssagen u¨ber die Sekunda¨rstrukturelemente erlaubt[55–
57].
4.1.1 Fourier-Transformations-Selbst-Entfaltung
Die in Kap. 2.3.3 beschriebenen experimentellen und intrinsischen Einflu¨sse auf ein
Schwingungsspektrum fu¨hren zu einem gefalteten Bandenprofil. Diese Faltung la¨ßt sich
im Prinzip ru¨ckga¨ngig machen, wenn man die Apparatur-Funktionen kennt. Diese la¨ßt
sich aus Banden extrahieren, wobei die Umorientierungsdynamik bekannt sein muß. An-
gewandt wird diese Technik aber auch, um zusammengesetzte Banden aufzulo¨sen. In
einem solchen Fall wird vorrausgesetzt, daß die Halbwertsbreiten der Subbanden ein-
ander a¨hnlich sind. Ragt eine besonders breite Banden durch eine zweite, schmalere
hindurch, so entsteht durch dieses Verfahren ein weiteres Maximum, ohne daß dort eine
tatsa¨chliche Intensita¨t vorhanden wa¨re. Dies kann durch synthetische Spektren gezeigt
werden.
4.1.2 Daten-Anpassung







4.1 Analyse von Schwingungsspektren
mit
χ2 Fehlerquadratsumme
N − 1 Anzahl der Punkte des Datensatzes
i Za¨hler u¨ber die Punkte
yi Datensatz an der Stelle xi
mdl(~a, xi) Modell-Datum an der Stelle xi
~a Parametervektor
Stehen die statistischen Fehler der Datenpunkte zur Verfu¨gung, so muß jeder
Summand durch diesen Fehler geteilt werden.
Die Fehlerquadratsumme erha¨lt eine weitere
”










T − 1 Anzahl der Datensa¨tze
t Za¨hler u¨ber die Datensa¨tze




1 + ((x− x0)/hl)2
(4.3)
oder Gaussfunktionen mit









x0 Frequenz im Maximum
y0 Intensita¨t im Maximum
hl Halbwertsbreite der Lorentzfunktion
hg Halbwertsbreite der Gaussfunktion
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Eine realistische Bande ist eine Faltung aus Lorentz- und Gausskurve, das Voigt-Profil
yv = yl ◦ yg (4.5)
Ein analytischer Ausdruck ist fu¨r diese Art einer Bande nicht mo¨glich. Doch hat das
Voigt-Profil vier Parameter, Intensita¨t und Frequenz im Maximum, sowie Gauss- und
Lorentzbreite. Werden nun im Folgenden die Ableitungen des Voigt-Profils nach seinen
vier Parametern beno¨tigt, so mu¨ssen sie numerisch berechnet werden. Dieses ist jedoch
nicht schwer, wenn man bedenkt, daß Faltungen im Computer stets diskrete Summen
sind. Hier lassen sich unter Anwendung der Summenableitungsregel unter allerdings
erheblichem Rechenaufwand diese Ableitungen bestimmen.
In Abbildung 4.1.2 sind diese Bandenprofile dargestellt. Man erkennt die weit aus-
ladenden Flu¨gel der Lorentzbande, den sehr schnellen Abfall des Gaussprofils und die
Zwischenstellung der Voigt-Funktion.









1 + b(x− x0)2 + c(x− x0)3 + d(x− x0)4
(4.7)















Das Lorentz-Profil entspricht dann dem Abbruch nach dem zweiten Glied, das Gaus-
sprofil der unendlichen Reihe.
In der vorliegenden Arbeit werden alle Spektren als zusammengesetzt aus symmetri-
schen Banden betrachtet und die Asymmetrien der Komposition angerechnet.
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Abbildung 4.1: Prinzipielle Bandenprofile. Die Fla¨chen unter den Banden sind gleich. Die
Lorentzkurve und die Gausskurve haben einen Breitenparameter von 10
cm−1, das Voigt-Profil eine Lorentzbreite und eine Gaussbreite von 5
cm−1.
4.1.2.1 Gradientenverfahren
Das hier vorgestellte Verfahren geht auf Marquardt [59] (Jahr: 1963) zuru¨ck und ist
verwandt mit einem fru¨heren Vorschlag von Levenberg (Jahr: 1944). Die Grundidee ist
ein kontinuierlicher Wechsel zwischen der Methode der inversen Hesse-Matrix (inverse
Hessian1) und der Methode des steilsten Abstiegs (steepest descent).
Es besteht ein grundlegender Unterschied zu der Problemstellung der Geometrieopti-
mierung von molekularen Systemen. Denn dort ist es unmo¨glich die Gradientenmatrix
direkt anzugeben, sie muß iterativ bestimmt werden.
1Hessian: second derivative matrix
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Die grundlegende Gleichung der Methode der inversen Hesse-Matrix lautet:
χ2(~a) ≈ γ − ~d · ~a +
1
2
~a ·H · ~a (4.9)
wobei γ aus einer Taylorreihenentwicklung von χ2 resultiert und H die Hesse-Matrix ist.
Fu¨r die Methode des kleinsten Abstiegs kann nur die mathematische Formulierung
eines Iterationsschrittes angegeben werden:
ai+1 = ai − konst · ∇χ
2(ai) (4.10)
wobei die Konstante einen kleinen Wert hat, damit der Gradient fu¨r den Iterationsschritt
als konstant angenommen werden kann. i ist der Za¨hler u¨ber die Iterationsschritte.
Zur Vereinfachung der komplexen Gleichungen, werden nun Variablen eingefu¨hrt. Die















































αklδal = βk (4.15)
bzw.
δal = konst · βl (4.16)
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fu¨r die Methode des steilsten Abstiegs.
In dieser Behandlungen wird der Term der gekreuzten Ableitungen in Gleichung 4.12
ignoriert, denn er wird zum einen wesentlich kleiner sein als die erste Ableitung, zum
anderen hat er einen Vorfaktor von (yi − mdl(~a, xi)), der ein beliebiges Vorzeichen hat
und fu¨r ein erfolgreiches Modell unkorreliert ist. In der Summe heben sich diese Terme












Marquardt stellte sich nun die Frage, von welcher Gro¨ßenordnung die Konstante in
Gleichung 4.16 ist. Eine Einheitenbetrachtung fu¨hrte ihn auf 1
ajj
, die Diagonalelemente








Wir definieren eine neue Matrix α∗ nach:
α∗jj ≡ ajj(1 + λ) (4.19)
α∗lk ≡ alk fu¨r (l 6= k) (4.20)
Beide Grundgleichungen der Methoden (4.16 und 4.15) ko¨nnen nun als
M−1∑
l=0
α∗lkδαl = βk (4.21)
geschrieben werden. Fu¨r ein großes λ geht diese Gleichung in Gleichung 4.18 u¨ber. Ist λ
nahe 0 erha¨lt man Gleichung 4.15.










































































Abbildung 4.2: Flußdiagramm des Algorithmus nach Levenberg-Marquardt [60].
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In Gleichung 4.17 liegt eine Doppelschleife. Die Summierung la¨uft u¨ber das gesamte
Modell. Innerhalb des Modells wird u¨ber die einzelnen Subbanden summiert. Fu¨r eine
einzelne Bande sind alle Ableitungen nach den Parametern anderer Subbanden gleich
null.
Fu¨r die Implementierung dieses Verfahrens sind demnach die Ableitungen der ver-
schiedenen Bandenformen nach ihren Parametern zu bestimmen.

























1 + ((x− x0) /hl)
2
)2 (4.24)
Diese Ableitungen lassen sich durch gezielte Berechnung von Zwischenergebnissen sehr
vereinfachen.






































Ein Voigt-Profil ergibt sich aus der Faltung einer Lorentzkurve mit einer nor-
mierten (Fla¨che von 1) Gaussfunktion, die bei x0 = 0 liegt. Die Faltung wird als
Summe approximiert. Im Programm beginnt diese Summe, wo die Gaussfunktion auf
den 1010 Teil ihrer Ausgangsho¨he abgefallen ist. Das Inkrement betra¨gt 0.05 cm−1. Die




Eine grundsa¨tzlich andere Methode, sich dem Minimum der Fehlerquadratsumme zu
na¨hern, ist zufallsgesteuert. Berechtigung erfahren solche Nicht-Gradienten-Methoden
auf zweierlei Weise: Zum einen ist die Modellbildung flexibler, eine gro¨ßere Vielfalt an
Vorbedingungen kann einfach implementiert werden. Zum anderen ist nicht gesagt, daß
das globale Minimum der Fehlerquadratsumme die
”
besten“ Parameter liefert. Die Be-
wertungsfunktion wird bei genu¨gender Flexibilita¨t des Modells eine Reihe von Para-
metersa¨tzen liefern, die jeweils zu lokalen Minima geho¨ren. Doch sind diese Minima
eventuell nicht weniger signifikant als das globale Minimum. D.h. der Unterschied der
jeweils zugeho¨rigen Fehlerquadratsumme verschwindet im Rauschen des Spektrums.
Die in diesem Abschnitt besprochene Methode basiert auf [61] und wurde in dem
Programm Alma(siehe 8.1) implementiert.
Zuna¨chst wird ein Start-Vektor der Parameter gewa¨hlt. Jeder Parameter erha¨lt eine
Verteilungsfunktion. Die Breite dieser Verteilung wird ausreichend gewa¨hlt. Jetzt wer-
den aus diesem Parametersatz eine große Anzahl (z.B. N = 400) von Parametersa¨tzen
zufa¨llig erzeugt, so daß die einzelnen Parameter ihrer jeweiligen Verteilung genu¨gen. Aus
dieser großen Anzahl von Parametersa¨tzen werden die besten (z.B. l = 10) herausge-
sucht. Aus diesen werden wiederum N Parametersa¨tze zufa¨llig generiert. Werden nur
schlechtere Parametersa¨tze gefunden, so wird dieser Satz verworfen2. Nun werden die
Verteilungsfunktionen der einzelnen Parameter vera¨ndert. Ist ein besserer Parameter-
satz gefunden worden, so wird die Verteilung verbreitert. Wurde ein schlechterer Satz
gefunden, so wird die Verteilungsfunktion geschma¨lert. Die Konvergenz ist erreicht, wenn
die Breite aller Verteilungsfunktionen des besten Parametersatzes einen vorgegebenen
Schwellwert unterschreiten.
2Im Gegensatz zu [61], wo auch ein solcher Versuch im Verfahren verbleibt.
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4.2 Temperaturabha¨ngige Gro¨ßen aus der
Quantenmechanik
Die ab initio-Rechnungen ergeben Eigenschaften von Moleku¨len und Clustern im iso-
lierten Zustand. Ha¨ufig wird hier von Gasphasenrechnungen bei einer Temperatur von
T = 0 K gesprochen. Hat man jedoch außerdem die Population verschiedener Cluster
zur Verfu¨gung, so lassen sich mittlere Gro¨ßen bestimmen. Da die Population temperatu-
rabha¨ngig oder auch druckabha¨ngig ist, werden auch diese Zielgro¨ßen temperatur- bzw.
druckabha¨ngig.
Dieses Verfahren wird hier am Beispiel der chemischen Verschiebung δ gezeigt. Im
Gegensatz zum Monomer besitzen gro¨ßere Cluster mehr als ein Hydroxylproton. Es
sei ni die Anzahl dieser Protonen und δi,j die berechneten chemischen Verschiebungen.







xi(T, p) · δi,j (4.28)
Im Falle von mittleren Frequenzen sind die Verha¨ltnisse komplizierter. Aus dem ex-
perimentellen Daten muß der Fla¨chenschwerpunkt gewonnen werden. In die Berechnung







xi(T, p) · Ii,j · ν˜i,j (4.29)
Damit ist die Gu¨te der berechneten mittleren Schwingungsfrequenzen nicht nur
abha¨ngig von der recht etablierten Gu¨te der berechneten Frequenzen, sondern auch
von den berechneten Intensita¨ten. Auf der experimentellen Seite ist der Absolutwert




5 Das System DMEP
Das erste der beiden Hauptsysteme dieser Arbeit ist 2,2-Dimethyl-3-ethyl-3-pentanol.
Es wird DMEP abgeku¨rzt. Es handelt sich um einen tertia¨ren Alkohol, der sterisch an
der Ausbildung von Wasserstoffbru¨ckenbindungen gehindert ist. Man kann DMEP als
Carbinol auffassen, dessen Reste zwei Ethyl- und eine t-Butylgruppe sind. Insbesondere
die letztgenannte ist fu¨r die sterische Hinderung verantwortlich. In Tabelle 5.1 sind





Dichte (20 ◦C) 0.852 g/cm3
n20D 1.4420
M 144.26 g/mol
Tabelle 5.1: Einige physikalische Daten des DMEP
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5.1 Cluster des DMEP
(a) dmep1a (b) dmep1b (c) dmep1c
(d) dmep2a (e) dmep2b (f) dmep2c
(g) dmep3a
Abbildung 5.1: Ball-and-Stick-Modell der DMEP-Cluster.
5.1.1 Energien
Fu¨r das DMEP werden eine Reihe von Clustern erhalten bzw. berechnet. In den Tabel-
len 5.2 bis 5.8 sind die energetischen Verha¨ltnisse fu¨r diese Cluster zusammengestellt. Bei
allen Strukturen handelt es sich um Energie-Minima (alle Frequenzen sind real). Angege-
ben ist dort die Rechenmethode und der Basissatz, die Anzahl der Wasserstoffbru¨cken-
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Methode Spezies NO. . . H ERHF ∆O. . . HE BSSE ∆O. . . HE
CP
Hartree kJ/mol kJ/mol kJ/mol
dmep1a 0 -424.9594789 0 - 0
dmep1b 0 -424.9592492 0.6 - 0.6
RHF dmep1c 0 -424.9593292 0.39 - 0.39
3-21G dmep2a 1 -849.9381785 -50.5 43.4 -7.11
dmep2b 1 -849.9352944 -42.9 38.6 -4.32
dmep2c 1 -849.938066 -50.2 48.3 -1.84
dmep3a 2 -1274.909267 -81 72.9 -8.04
Tabelle 5.2: RHF/3-21G-Energien der DMEP-Cluster.
bindungen, die Gesamtenergie, die unkorrigierte Wasserstoffbru¨ckenbindungsenergie, der
Basissatzsuperpositionsfehler (BSSE) und die korrigierte Wasserstoffbru¨ckenbindungs-
energie. Fu¨r die Monomere ist bei den Bindungsenergien die Differenz zum energetisch
gu¨nstigsten Monomer angegeben.
Aus den angegebenen Zahlenwerten lassen sich eine ganze Reihe von Tendenzen ab-
leiten.
• Der Energiegewinn pro Wasserstoffbru¨cke des Trimers ist bei allen Basissa¨tzen
und Methoden stets geringer als in den betrachteten Dimeren. Dieses la¨ßt bereits
vermuten, das wenig oder keine Trimere in der Flu¨ssigkeit vorhanden sein werden.
Schließlich wirkt sich auch entropisch der Bindungsschluss negativ aus.
• Innerhalb einer Methode und eines Basissatzes unterscheiden sich die Monomere
nur wenig voneinander. Mit A¨nderung der Rechenbedingungen wird sogar mal der
eine, mal der andere Cluster bevorzugt.
• Die unkorrigierten Bindungsenergien der
”
kleinen“ Basissa¨tze sind mit ca. −50
kJ/mol unrealistisch groß. Sie konvergieren mit Erweiterung der Basisfunktionen
und scheinen unabha¨ngig von der Methode zu sein.
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Methode Spezies NO. . . H ERHF ∆O. . . HE BSSE ∆O. . . HE
CP
Hartree kJ/mol kJ/mol kJ/mol
dmep1a 0 -425.0694546 0 - 0
dmep1b 0 -425.0692174 0.62 - 0.62
RHF dmep1c 0 -425.0692651 0.5 - 0.5
3-21G** dmep2a 1 -850.1571948 -48 43.1 -4.93
dmep2b 1 -850.1545408 -41 40.6 -0.45
dmep2c 1 -850.1570816 -47.7 47.6 -0.14
dmep3a 2 -1275.236684 -74.3 67.8 -6.53
Tabelle 5.3: RHF/3-21G**-Energien der DMEP-Cluster.
• Der BSSE nimmt mit gro¨ßer werdendem Basissatz ab. Liegt er zuna¨chst noch
bei 75% (RHF/3-21G) der Bindungsenergie, so sinkt er bis auf 25% (RHF/6-
311++G**) ab. Das Zufu¨gen von Polarisationsfunktionen auf den Wasserstoffato-
men hat keinen Einfluß auf seine Gro¨ße. Dahingegen scheint die Diffusfunktion auf
den schweren Kernen den BSSE noch einmal um die Ha¨lfte zu senken. Auch die
dritte Funktion im Valenz-Bereich senkt den BSSE nur geringfu¨gig. Damit ist -
zuna¨chst wegen des geringen BSSE - der Basissatz 6-31+G* eine geeignete Wahl.
• Die korrigierten Bindungsenergien liegen zwischen −5 und −10 kJ/mol in den
Dimeren. Das Trimer liegt auch hier ungu¨nstiger. Bis zum Basissatz 6-31+G*
steigt der Betrag der Bindungsenergie und fa¨llt dann leicht. Die B3LYP-Methode
fu¨hrt zu leicht besseren Energiewerten. Die Benachteiligung des Trimers bleibt
allerdings erhalten.
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Methode Spezies NO. . . H ERHF ∆O. . . HE BSSE ∆O. . . HE
CP
Hartree kJ/mol kJ/mol kJ/mol
dmep1a 0 -427.3030975 0.94 - 0.94
dmep1b 0 -427.3032364 0.57 - 0.57
RHF dmep1c 0 -427.3034553 0 - 0
6-31G* dmep2a 1 -854.6133119 -16.8 9.14 -7.67
dmep2b 1 -854.6136933 -17.8 9.22 -8.58
dmep2c 1 -854.6139189 -18.4 11 -7.44
dmep3a 2 -1281.921088 -28.1 15.9 -12.3
Tabelle 5.4: RHF/6-31G*-Energien der DMEP-Cluster.
Methode Spezies NO. . . H ERHF ∆O. . . HE BSSE ∆O. . . HE
CP
Hartree kJ/mol kJ/mol kJ/mol
dmep1a 0 -427.3092418 0.7 - 0.7
dmep1b 0 -427.3095098 0 - 0
RHF dmep1c 0 -427.3094988 0.03 - 0.03
6-31+G* dmep2a 1 -854.6238761 -12.8 4.47 -8.28
dmep2b 1 -854.624237 -13.7 3.88 -9.82
dmep2c 1 -854.6239595 -13 4.26 -8.71
dmep3a 0 -1281.936903 -22 8.23 -13.8
Tabelle 5.5: RHF/6-31+G*-Energien der DMEP-Cluster.
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Methode Spezies NO. . . H ERHF ∆O. . . HE BSSE ∆O. . . HE
CP
Hartree kJ/mol kJ/mol kJ/mol
dmep1a 0 -427.4215108 0.61 - 0.61
RHF dmep1b 0 -427.4217422 0 - 0
6-311++G** dmep1c 0 -427.4216863 0.15 - 0.15
dmep2a 1 -854.8479039 -11.6 3.03 -8.58
dmep2b 1 -854.8480281 -11.9 2.77 -9.15
dmep2c 1 -854.8480346 -11.9 3.27 -8.68
Tabelle 5.6: 6-311++G**-Energien der DMEP-Cluster.
Methode Spezies NO. . . H ERHF ∆O. . . HE BSSE ∆O. . . HE
CP
Hartree kJ/mol kJ/mol kJ/mol
dmep1a 0 -430.222152 0.62 - 0.62
dmep1b 0 -430.2223535 0.09 - 0.09
B3LYP dmep1c 0 -430.2223868 0 - 0
6-31G* dmep2a 1 -860.4550124 -26.9 17.2 -9.63
dmep2b 1 -860.4552427 -27.5 18.1 -9.42
dmep2c 1 -860.4562031 -30 21.2 -8.82
dmep3a 2 -1290.684966 -46.8 32.5 -14.3
Tabelle 5.7: B3LYP/6-31G*-Energien der DMEP-Cluster.
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Methode Spezies NO. . . H ERHF ∆O. . . HE BSSE ∆O. . . HE
CP
Hartree kJ/mol kJ/mol kJ/mol
dmep1a 0 -430.2366775 1.07 - 1.07
B3LYP dmep1b 0 -430.2370868 0 - 0
6-31+G* dmep1c 0 -430.2367668 0.84 - 0.84
dmep2a 1 -860.479267 -13.4 4.52 -8.85
dmep2b 1 -860.4792783 -13.4 3.38 -10
dmep2c 1 -860.4693998 12.5 5.78 18.3
Tabelle 5.8: B3LYP/6-31+G*-Energien der DMEP-Cluster.
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5.1.2 Geometrische Eigenschaften
Außerhalb der funktionalen Gruppe variieren die geometrischen Parameter nur wenig.
Die CH-Bindungsla¨nge liegt fu¨r die RHF-Methode bei 108-109 pm und bei 109-110 pm
fu¨r B3LYP. Das gilt sowohl fu¨r die CH2- wie auch fu¨r die CH3-Gruppen. Der CCH-
Bindungswinkel liegt nahe am Tetraederwinkel. Etwas gro¨ßere Aufweitungen (bis 7◦)
finden sich fu¨r die CCC-Bindungswinkel. Die CO-Bindungsla¨nge betra¨gt bei RHF/3-21G
bei 145 pm und sinkt mit steigendem Basissatz auf 142 pm. Die DFT-Methode liefert
144 pm. Wie ha¨ufig liefert der kleine Basissatz 3-21G eine Geometrie, die sich kaum
von ho¨heren Methoden unterscheidet. Der COH-Bindungswinkel ist bei allen RHF-
Rechnungen fast exakt der Tetraederwinkel. Die DFT-Theorie liefert um 1◦ kleinere
Werte fu¨r die Monomere. In den
”
gro¨ßeren“ Strukturen ist ha¨ufig einer der Winkel
des Donatormoleku¨ls gleich geblieben und der COH-Bindungswinkel etwas aufgeweitet.
Dies ist unabha¨ngig von Methode und Basissatz. Die OH-Bindungsla¨nge betra¨gt in den
Monomeren 96 pm fu¨r die low-level-Rechnungen. Er sinkt auf 94.5 pm mit steigendem
Basissatz und weitet sich auf 97 pm mit Verwendung der B3LYP-Methode auf. In den
Dimeren zeigt sich, daß die OH-Bindung der Donatormoleku¨le stets ein wenig (0.3 pm)
la¨nger ist, als die des Akzeptormoleku¨ls. Dieser Trend setzt sich im Trimer fort, am
Akzeptorende der gewinkelten Kette findet sich die kleinste OH-Bindungsla¨nge, am
Donatorende die la¨ngste.
Neben dem intramolekularen OH-Abstand ist die wichtigste geometrische Gro¨ße der
intermolekulare OO-Abstand. Dieser la¨ßt sich auch aus den experimentellen Paarvertei-
lungsfunktionen bestimmen, wie sie aus Ro¨ntgenstreuung erhalten werden. Ist eine star-
ke Wasserstoffbru¨cke vorhanden, so sinkt der OO-Abstand. In Tabelle 5.1.2 sind diese
Absta¨nde fu¨r alle polymolekularen Cluster zusammengestellt. Die Basissatzabha¨ngigkeit
verla¨uft a¨quivalent zu den bisher besprochenen Gro¨ßen. Mit gro¨ßer werdendem Basis-
satz wird der Abstand aufgeweitet, die Cluster werden instabiler. Bei der DFT-Methode
werden die Wasserstoffbru¨cken wieder sta¨rker. Im Trimer liegen die OO-Absta¨nde stets
u¨ber dem Dimer-OO-Abstand.
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RHF 6-31+G* dmep2a 3.0749
dmep2b 2.9025
dmep2c 3.105
RHF 6-311++G** dmep2a 3.1230
dmep2b 2.9451
dmep2c 3.1455




B3LYP 6-31+G* dmep2b 2.846
dmep2c 2.6792
Tabelle 5.9: Die O-O-Absta¨nde der DMEP- Cluster
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5.1.3 Schwingungsspektroskopie
Fu¨r alle berechneten DMEP-Cluster wird eine Normalkoordinatenanalyse in harmoni-
scher Na¨herung durchgefu¨hrt. Dieser Typ der Berechnung ist der limitierende Faktor
fu¨r die Gro¨ße der Cluster und der Rechenmethode bzw. des Basissatzes. So beno¨tigt
das Trimer auf B3LYP/6-31G* immerhin u¨ber 54 Tage auf einem Athlon Prozessor,
der mit 800 MHz getaktet wird. Auch sind diese Rechnungen ho¨chst speicherintensiv.
Dies gilt fu¨r den Hauptspeicher als auch fu¨r den tempora¨r beno¨tigten Festplattenplatz.
In den Tabellen 8.5 bis 8.11 (Seite 126) sind die erhaltenen Schwingungsfrequenzen der
OH-Gruppe zusammengefaßt.
















Abbildung 5.2: Das OH-Schwingungsspektrum der DMEP-Cluster auf RHF/3-21G-
Niveau. Die Banden werden als Impulse gleicher Ho¨he dargestellt.
Die Abbildung 5.2 zeigt das quantenmechanisch berechnete Schwingungsspektrum der
3-21G-Cluster. Da die Intensita¨t der Banden von Konzentration wie von der molaren
Intensita¨t (fu¨r Raman- und Infrarot-Spektren unterschiedlich) abha¨ngt, sind alle Banden
bezu¨glich ihrer Ho¨he vereinheitlicht gezeigt. Gleiches gilt fu¨r Bandenform und Breite,
u¨ber die die Quantenmechanik auf diesem Niveau keine Aussagen macht.
Die OH-Schwingung der Monomere liegt zwischen 3450 bis 3500 cm−1, wobei das
energetisch gu¨nstigste Monomer bei kleineren Wellenzahlen liegt. Die beiden anderen
Rotamere liegen sehr nah beieinander. Zwischen diesen Banden liegen Schwingungen
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der Akzeptorgruppen der Dimere. Die Donatorgruppen der ho¨heren Cluster liegen bei
3330 cm−1. Aus diesem Bereich fa¨llt allerdings eine Bande eines Dimers heraus. Sie liegt
zwischen dem
”
freien“ und den Donatorgruppen.
”
Frei“ kennzeichnet also den Bereich
aller Gruppen, die nicht als Donator fungieren (Akzeptor- und Monomer-OH). Diese
Benennung wird im Folgenden beibehalten.
Alle diese Aussagen werden spa¨ter fu¨r die Ermittelung von sinnvollen Startwerten zur
Anpassung der experimentellen Spektren beno¨tigt. Als na¨chstes wird die Frage gekla¨rt,
in wieweit diese
”
Bandenkonfiguration“ abha¨ngig von dem gewa¨hlten Basissatz und der
Methoden ist. Die Abbildungen 5.3 und 5.4 zeigen die entsprechenden theoretischen
Spektren.
















Abbildung 5.3: Das OH-Schwingungsspektrum der DMEP-Cluster auf RHF/6-31+G*-
Niveau. Die Banden werden als Impulse gleicher Ho¨he dargestellt.
Bei dieser Untersuchung fa¨llt als erstes die unterschiedliche Frequenzlage der OH-
Schwingungen auf. Die Erho¨hung des Basissatzes fu¨hrt zu einer Verschiebung zu ho¨heren
Wellenzahlen. Die B3LYP-Methode macht dieses ca. zur Ha¨lfte wieder ru¨ckga¨ngig. Allen
Theorien ist gemeinsam, daß Monomerintensita¨t zwischen Akzeptorintensita¨t eingebet-
tet ist. Die Frage, welche Strukturen Signale am hochfrequenten Ende des Spektrums
liefern, kann hier nicht eindeutig gekla¨rt werden. RHF/3-21G spricht fu¨r eine Akzep-
torbande. RHF/6-31+G* behauptet, dort seien Monomere zu finden. B3LYP/6-31G*
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Abbildung 5.4: Das OH-Schwingungsspektrum der DMEP-Cluster auf B3LYP/6-
31G*-Niveau. Die Banden werden als Impulse gleicher Ho¨he dargestellt.
schließlich behauptet, diese Intensita¨t ko¨nne auf beiden Strukturen zuru¨ckgefu¨hrt wer-
den.
Die relative Lage der Schwingungsbanden ist demnach abha¨ngig von dem Rechen-
niveau. Zudem wird die Normalkoordinatenanalyse in harmonischer Na¨herung durch-
gefu¨hrt. Um zumindestens deren Gu¨ltigkeit abscha¨tzen zu ko¨nnen, werden fu¨r verschie-
dene Schwingungsmoden eine Reihe von Single-Point-Rechnungen entlang der jeweili-
gen Normalkoordinate ausgefu¨hrt. In den Abbildungen 5.5 bis 5.7 sind die erhaltenen
potentiellen Energien gezeigt. Man erkennt den nahezu parabelfo¨rmigen der unteren
Schwingungsmoden. Aber auch die 174. und damit letzte Mode zeigt in der Na¨he des
Energieminimums einen harmonischen Verlauf. Nur wird in diesem Fall die Normalko-
ordinate extrem u¨berzogen angegeben.
Desweiteren haben die niederfrequenten Moden einen sehr viel gro¨ßeren Einfluß auf
die vibratorische Zustandssumme. Da diese also recht gut der harmonischen Na¨herung
entsprechen, kann man fu¨r die Anwendung des QCE-Modells mit diesen Ergebnissen
zufrieden sein1.
1Natu¨rlich geht die harmonische Na¨herung bereits in die Berechnung der Normalkoordinate ein, was
diese Betrachtungen in Frage stellt.
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Abbildung 5.5: Single-Point-Rechnungen entlang der 1. Schwingungsmode (ν˜ = 21.4
































Abbildung 5.6: Single-Point-Rechnungen entlang der 4. Schwingungsmode (ν˜ = 49.0
cm−1) des RHF/3-21G-Clusters dmep2a.
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Abbildung 5.7: Single-Point-Rechnungen entlang der 174. Schwingungsmode (ν˜ = 3900.5
cm−1) des RHF/3-21G-Clusters dmep2a.
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5.1.4 NMR-Spektroskopie
RHF B3LYP
Typ 3-21G 3-21G** 6-31G* 6-31+G* 6-311 6-31G* 6-31+G*
++G**
1a frei 0.27585 0.37515 0.12915 -0.03805 -0.02145 -0.28005 0.63585
1b frei 1.15115 1.32305 0.95425 0.84805 0.87545 0.70485 1.64875
1c frei 0.84965 1.02505 0.51535 0.35935 0.32545 0.17545 1.00945
2a akz 0.45995 0.48835 0.20935 -0.00845 0.08905 0.01035 0.63595
2a don 4.32975 4.49185 2.21815 2.00535 1.96005 2.66715 3.29055
2b akz 0.87145 0.67955 0.68635 0.47885 0.08905 0.51605 1.23485
2b don 3.46055 3.90575 1.80125 1.57185 1.96005 2.07045 2.69765
2c akz 1.34445 1.62735 1.05865 0.81765 0.92925 1.09225 2.61215
2c don 4.62115 4.99885 2.37585 2.10745 2.12825 2.87295 6.56215
3a akz 0.31395 0.57775 0.23815 0.13325 - 0.23815 -
3a mitt 3.30475 3.26265 1.57875 1.11165 - 1.92085 -
3a don 4.45965 4.61625 1.98965 1.72795 - 2.77095 -
Tabelle 5.10: 1H chemische Verschiebungen des Hydroxylprotons der DMEP-Cluster in
ppm. Bezug ist das berechnete TMS. Die Werte werden nach Kapitel 8.4
verschoben.
Als weitere spektroskopische Sonde kann die 1H chemische Verschiebung der OH-
Gruppe verwendet werden. In Tabelle 5.10 sind die Werte der einzelnen Cluster genannt.
Die freien OH-Gruppen zeigen eine chemische Verschiebung zwischen ca. 0 und 1.5
ppm. Wird nun eine Wasserstoffbru¨cke geschlossen, so a¨ndert sich fu¨r die Akzeptorgrup-
pe nur wenig oder gar nichts. Das Signal des Protons der Donatorgruppe wird tieffeldver-
schoben. Die Gro¨ßenordnung dieser Verschiebung liegt bei 2 bis 4.5 ppm, abha¨ngig von
Methode und Basissatz. Das Trimer des DMEP bildet eine Kette, daher sind hier drei
verschiedene Hydroxylprotonen zu beobachten. Das endsta¨ndige Proton (Akzeptorende)
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zeigt keine nennenswerte A¨nderung gegenu¨ber einem freien OH. Das mittelsta¨ndige ist
tieffeldverschoben, verglichen mit der Verschiebung im Dimer jedoch weniger stark. Eine
solche Verschiebung wird aber am Donatorende erreicht.
Vergleicht man quantitativ die chemischen Verschiebungen fu¨r die verschiedenen Ba-
sissa¨tze so gilt mit wenigen Ausnahmen fu¨r die RHF-Methode: je gro¨ßer die Basis, desto
kleiner die chemische Verschiebung. Dies gilt fu¨r alle Protonen. Ein großer Sprung wird
beim U¨bergang von den kleinen Basissa¨tzen (3-21G, 3-21G**) zu den gro¨ßeren erreicht.
Anschließend scheint nahezu Konvergenz erreicht zu sein. Fu¨r die B3LYP-Methode setzt
sich diese Tendenz nicht fort. Vielmehr zeigen alle Protonen auf 6-31+G*-Niveau gro¨ßere
chemische Verschiebungen als ohne Diffusfunktion.
5.2 Anwendung des QCE-Modells auf DMEP
Wendet man das QCE-Modell auf DMEP an, so erha¨lt man fu¨r die RHF-Methode
und die kleinen Basissa¨tze eine Zusammensetzung der Flu¨ssigkeit wie sie exemplarisch
in den Abbildungen 5.8 und 5.9 dargestellt ist. Werden die Cluster-Energien nicht um
den BSSE korrigiert, so dominiert das energetisch gu¨nstigste Dimer die Population bei
Temperaturen um 270 K. Dieses wird dann mit steigender Temperatur durch Monomere
ersetzt. Mit der Korrektur sind auch bei Raumtemperatur die Monomere dominant. Die
Population a¨ndert sich dann nur wenig im gesamten Flu¨ssigkeitsbereich.
Geht man zu den ho¨heren Basissa¨tzen u¨ber, so werden selbst ohne Korrektur aus-
schließlich reine Monomer-Populationen erhalten. Auch zeigen sich kaum Unterschiede
zwischen den Basissa¨tzen. Diejenigen Populationen, die mittels der DFT-Methode er-
halten werden, sind in den Abbildungen 5.10 und 5.11 gezeigt. Hier ergibt sich fu¨r den
6-31G*-Basissatz eine Monomer/Dimer-Zusammensetzung im Flu¨ssigkeitsbereich, das
Hinzufu¨gen der Diffus-Funktion promoviert die Monomere.
Zusammengefaßt ergibt sich: Das reine DMEP besteht aus Monomeren und Dimeren.
Das Trimer hat bei keiner Methoden eine nennenswerte Wahrscheinlichkeit. Die Dimere
treten bei allen Populationen auf, jedoch nicht notwendigerweise im Rahmen des norma-
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Abbildung 5.8: Temperaturabha¨ngigkeit der DMEP-Population nach RHF/3-21G ohne
Counterpoise-Korrektur in Massenprozent. Die QCE-Parameter sind: a
= 1.5195 · 10−6 und b = 1.445.
len Flu¨ssigkeitsbereiches. Der a-Parameter liegt um die 1.5·10−6. Die Cluster-Cluster-
Wechselwirkung ist damit nicht zu vernachla¨ssigen. Im Vergleich zu der Anwendung der
QCE-Modells auf Wasser[31] liegt der a-Parameter recht hoch.
Der b-Parameter liegt bei 1.5. D.h. die Moleku¨le sind in der realen Flu¨ssigkeit weiter
voneinander entfernt als die empirischen Van-der-Waals-Radien vermuten lassen. Eine
solche Gro¨ßenordnung findet man allerdings auch fu¨r Wasser.
Die Counterpoise-Korrektur fu¨hrt zu reinen Monomer-Populationen, die im offensicht-
lichen Gegensatz zu experimentellen Befunden stehen (vgl. Kap. 5.3ff).
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Abbildung 5.9: Temperaturabha¨ngigkeit der DMEP-Population nach RHF/3-21G mit
Counterpoise-Korrektur in Massenprozent. Die QCE-Parameter sind: a

























Abbildung 5.10: Temperaturabha¨ngigkeit der DMEP-Population nach B3LYP/6-31G*
ohne Counterpoise-Korrektur in Massenprozent. Die QCE-Parameter
sind: a = 1.53645 ·10−6 und b = 1.448.
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Abbildung 5.11: Temperaturabha¨ngigkeit der DMEP-Population nach B3LYP/6-
31+G* ohne Counterpoise-Korrektur in Massenprozent. Die QCE-
Parameter sind: a = 1.58041·10−6 und b = 1.4926.
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Abbildung 5.12: Stackplot der experimentellen DMEP-Infrarot-Spektren mit kombi-
nierter Temperatur/Intensita¨ts-Ordinate.
In Abbildung 5.12 ist das experimentelle Infrarotspektrum des DMEP im Bereich
der OH-Streckschwingung gezeigt. Die einzelnen, bei verschiedenen Temperaturen auf-
genommenen Spektren sind grundlinienversetzt aufgetragen. Dies fu¨hrt zu einer kom-
binierten Intensita¨ts-Temperatur-Ordinate. Eine nicht versetzte Auftragung findet sich
zusa¨tzlich in Abbildung 8.1 (Seite 135).
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Qualitativ erkennt man eine Abnahme der breiten Bande bei 3500 cm−1 und eine
Zunahme der ho¨herfrequenten Seitenbande bei 3630 cm−1. Erste wird sich als Donator-
schwingung der Dimere, letztere als U¨berlagerung der Monomer (also freien) OH-Gruppe
mit der Akzeptorgruppe der Dimere erweisen. Ein etwas genauerer Blick la¨ßt erkennen,
daß sich die Donatorbande leicht zu ho¨heren Wellenzahlen verschiebt. Außerdem ist die
hochfrequente Bande strukturiert. Auf ihrer roten Seite ist bei tiefen Temperaturen eine
eindeutig ausgepra¨gte Schulter zu erkennen, die sich mit steigender Temperatur immer
mehr verliert.
Eine Anpassung dieser Infrarot-Spektren erweist sich als schwierig, doch nicht
unmo¨glich. Es werden im Folgenden drei Schemata vorgestellt.















Abbildung 5.13: Anpassung nach Schema A des experimentellen Infrarot-Spektrums
(hochfrequente Schulter) des reinen DMEP bei T = 293 K.
Als erstes dienen ausschließlich Gaussprofile als Subbandenform. Die Donatorbande
wird durch zwei dieser Funktionen charakterisiert. Deren Frequenz darf mit der Tem-
peratur variieren, was einen Bruch des Modells darstellt. Nach diesem Fit, bei dem die
viel weniger intensive hochfrequente Bande keine Rolle spielt, wird in einem zweiten
Schritt die
”
freie“ Bande durch fu¨nf kleine Banden repra¨sentiert. Diese Banden haben
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feste Frequenzen u¨ber den gesamten Temperaturbereich. Dieses Weise der Anpassung
erha¨lt die Bezeichnung Schema A.
In Abbildung 5.13 wird die Zerlegung dieser Bande dargestellt. Die Repra¨sentation
des experimentellen Spektrum ist u¨berzeugend, die Intensita¨t der Akzeptorgruppe liegt
zwischen den Rotameren des Monomers.
Die Donatorbande nimmt mit steigender Temperatur stetig ab und verschiebt sich
leicht zu ho¨heren Wellenzahlen. Der Intensita¨tsverlauf der Monomere und der Dimer-
Akzeptorgruppe ist in Abbildung 5.14 gezeigt. Mit steigender Temperatur nehmen drei
der Banden nehmen kontinuierlich zu, daher resultiert die Zuordnung als Rotamere des
Monomers.














Abbildung 5.14: Temperaturverlauf der integralen Intensita¨ten der Banden nach Schema
A. Die kleine hochfrequente Bande ist weggelassen, sie nimmt minimal
mit steigender Temperatur ab.
Ein Test fu¨r die
”
Richtigkeit“ dieser Anpassung und ihrer Zuordnung ist eine Auf-
tragung der gesamten Monomerintensita¨t gegen die Dimer-Donatorintensita¨t wie sie in
Abbildung 5.15 dargestellt wird. Die aus dieser Auftragung resultierende Population
wird im Folgenden im Vergleich zu den anderen Anpassungsschemata dargestellt.
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Abbildung 5.15: Dimer-Donator-Intensita¨t vs. Monomerintensita¨t ergibt in befriedigen-
der Na¨herung einen linearen Verlauf (Schema A).
Das nun erla¨uterte Schema B zeigt ein typisches Anpassungsproblem: das
”
Umklap-
pen“ einzelner Subbanden. Hier dienen ausschließlich Voigt-Funktionen als Bandenprofi-
le. Es werden sechs Banden angenommen. Die Anpassung erfolgt zuna¨chst fu¨r die kleinste
Temperatur, 293 K, wie in Abbildung 5.16 gezeigt.
Die U¨bereinstimmung mit dem experimentellen Spektrum ist, abgesehen von den
Randbereichen, hervorragend. Die Subbanden zeigen einen deutlich sichtbaren Lorentz-
charakter. Nun werden die Frequenzen festgestellt und die weiteren Temperaturen an-
gepaßt. Bei T = 328 K kommt es zu obengenanntem Umklappen der Subbande Nr. 1.
Die Fehlerquadratsumme bleibt trotz eingeschra¨nkter Flexibilita¨t (festgestellte Frequen-
zen) sehr niedrig. Wie gut das theoretische Spektrum das experimentelle repra¨sentiert,
kann Abbildung 5.17 entnommen werden, die die Anpassung fu¨r die ho¨chste gemessene
Temperatur (T = 353 K) zeigt.
Schema B muß wegen Nichtinterpretierbarkeit verworfen werden.
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Abbildung 5.16: Anpassung nach Schema B bei 293 K.























5.3 Infrarot-Spektroskopie an reinem DMEP
Das dritte Schema C entspricht in groben Zu¨gen dem vorhergehenden. Wiederum wer-
den nur Voigt-Funktionen verwendet, diesmal allerdings sieben. Hier wird im mittleren
Temperaturbereich (T = 328 K) die Startkonfiguration gewa¨hlt, anschließend werden
die Frequenzen festgestellt und nach
”
außen“ gefittet. Bis auf die kleinste Temperatur
(T = 293 K) liefern alle Spektren eine Anpassung. Im Fall des ersten Spektrums erha¨lt
man ein nicht lo¨sbares Gleichungssystem wa¨hrend der Levenberg-Marquardt-Prozedur,
ha¨ufig ein Hinweis auf eine Bande, die im experimentellen Spektrum fehlt. Nun wer-
den in einem Zwo¨lf-Temperatur-Fit alle 259 Parameter der 84 Subbanden angepaßt. Die
Frequenzen (sieben Parameter) sind u¨ber die Temperatur konstant, aber nicht festge-
stellt. Die u¨brigen 252 Parameter repra¨sentieren die Intensita¨ten, die Lorentz- und die
Gaussbreiten der sieben Banden der zwo¨lf Temperaturen (3 · 7 · 12 + 7 = 259 auf 6240
Datenpunkte).
Trotz dieser riesigen Anzahl an Freiheitsgraden konvergiert die Anpassung. In den
Abbildungen 5.18 bis 5.20 ist das Anpassungsschema fu¨r drei aussagekra¨ftige Tempe-
raturen zusammengestellt. Der Intensita¨tsverlauf (Abbildung 5.21) gibt Aufschluß u¨ber
die Zuordnung der einzelnen Banden: Die Funktionen 0 bis 2 nehmen bei steigender
Temperatur ab, und sind damit dem Dimer zuzuordnen. Die u¨brigen Banden nehmen
zu, und sind damit Monomerstrukturen.
Die Bande Nr. 3 nimmt mit steigender Temperatur am sta¨rksten zu. Sie liegt weiter-
hin innerhalb der großen, breiten, niederfrequenten Bande. Dieses Ergebnis steht damit
dem Schema A entgegen und zeigt die Unsicherheit, die der Zerlegung von Schwingungs-
banden unterliegt. Hier werden im Folgenden die konzentrationsabha¨ngigen Messungen
weiterhelfen.
Der Verlauf der Dimer-Intensita¨ten ist nicht vollsta¨ndig stetig. Die Bande Nr. 0 u¨ber-
nimmt zusammen mit Bande 2 Intensita¨tsanteile der Dimer-Bande 1 bei zwei Tempera-
turen (328 K und 333 K). Da alle drei Banden jedoch dem Dimer zugeordnet werden,
kann die Auswertung normal erfolgen. In Abbildung 5.22 ist die summierte Monomer-
gegen die ebenfalls summierten Dimerintensita¨t aufgetragen. Auch hier ergibt sich in
guter Na¨herung eine Gerade.
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Abbildung 5.18: Anpassung nach Schema C bei 298 K, der kleinsten Temperatur.




















Abbildung 5.19: Anpassung nach Schema C bei 328 K, der mittleren Temperatur.
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Abbildung 5.21: Intensita¨tsverlauf der Subbanden des Schemas C mit der Temperatur.
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Abbildung 5.22: Intensita¨tsplot nach Schema C.
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5.4 Konzentrationsabha¨ngige Infrarot-Spektren des
DMEP
Die Zuordnung der Subbanden der experimentellen Infrarot-Spektren ist nach wie
vor problematisch. Weitere Einsicht kann die Betrachtung der temperaturabha¨ngigen
Verla¨ufe bei verschiedenen Konzentrationen in Tetrachlorkohlenstoff bringen. In den Ab-
bildungen 5.23 bis 5.25 sind diese Spektren abgebildet. Da eine Ansicht als nicht grundli-
nienversetzte Auftragung fu¨r einige qualitative Aussagen besser geeignet erscheint, sind
im Anhang die Spektren in Abbildung 8.2 (Seite 136) bis Abbildung 8.4 (Seite 137)
wiederholt.
Die Infrarot-Spektren bei einem Stoffmengenbruch von 0.5 (Abbildung 5.23) sind de-
nen des reines DMEP a¨hnlich. Nur die Intensita¨tsverha¨ltnisse sind zugunsten der hoch-
frequenten Bande verschoben. Weitergehend zu einem Stoffmengenbruch von 0.08 hat
die niederfrequente Bande sehr stark abgenommen (Abbildung 5.24). Gleichzeitig ver-
schwindet die Schulter auf der linken Seite der
”
freien“ Bande. Eine Besonderheit dieser
Zusammensetzung ist, daß beide Banden eine hohe Symmetrie besitzen. Jegliche An-
passung mit mehr als zwei Subbanden scheitert hier, da die u¨berza¨hligen nicht beno¨tigt
werden.
Die Spektren bei weiterer Verdu¨nnung auf einen Stoffmengenbruch von 0.05 (Abbil-
dung 5.25) zeigen keine qualitative Vera¨nderung.
Erst bei xDMEP = 0.01 ist die niederfrequente Bande verschwunden wie in Abbildung
5.26 gezeigt wird. Beachtenswert ist hier folgendes:
• Die Spektren haben ihre Temperaturabha¨ngigkeit verloren, damit wird das Cluster-
Modell gestu¨tzt.
• Die verbleibende Bande ist nicht symmetrisch, sondern zeigt einen Ausla¨ufer zu
ho¨heren Wellenzahlen2. Hier zeigen sich also verschiedene Monomerstrukturen.
• Wa¨hrend die Intensita¨t bei Wellenzahlen kleiner 3550 cm−1 vollsta¨ndig auf 0 ab-
2Die weitere Strukturierung (Maximum bei 3630 cm−1) kann auf das Rauschen zuru¨ckzufu¨hren sein.
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gefallen ist, zeigt sich eine Restintensita¨t bei 3600 cm−1, die eindeutig nicht als
Flanke der
”
freien“ Bande zu erkennen ist.
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Abbildung 5.23: Stackplot der Infrarot-Spektren DMEP/CCl4 bei Stoffmengenbruch
xDMEP = 0.5.
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Abbildung 5.24: Stackplot der Infrarot-Spektren DMEP/CCl4 bei Stoffmengenbruch
xDMEP = 0.08.
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Abbildung 5.25: Stackplot der Infrarot-Spektren DMEP/CCl4 bei Stoffmengenbruch
xDMEP = 0.05.
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Mit der wa¨hrend dieser Arbeit konstruierten Meßzellenhalterung werden die Raman-
spektren zwischen 293 K und 436 K aufgenommen. Diese zeigt Abbildung 5.27. Deutlich












Abbildung 5.27: Temperaturabha¨ngige, isotrope Raman-Spektren des DMEP in einem
Temperaturintervall von T = 293 K - 436 K.
erkennt man das im Vergleich zu den Infrarot-Spektren erho¨hte Rauschen. Ein weiteres
Charakteristikum ist die intensivere
”
freie“ Bande. Zwischen 3550 - 3600 cm−1 bleibt
auch bei einer Temperatur von 436 K Intensita¨t erhalten. Auch das Verschwinden der
niederfrequenten Schulter der
”
freien“ Bande findet sich hier wieder. Das gro¨ßere Tem-
peraturintervall fu¨hrt zu einem Verschwinden der Intensita¨t kleiner 3500 cm−1 nahe dem
Siedepunkt.
Aufgrund des sta¨rkeren Rauschens werden die anisotropen Spektren nur zur Kon-
struktion der isotropen verwandt, aber nicht weiter ausgewertet. In Abbildung 5.28 sind
das polare und depolare Spektrum bei T = 341 K dargestellt.
Die Anpassung der Raman-Spektren an ein Multi-Temperatur-Modell gelingt auf meh-
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Abbildung 5.28: Polares und depolares Spektrum des DMEP bei T = 341 K.
rere Weisen. Allerdings mußten die Subbanden auf der niederfrequenten Seite auf Null
gesetzt (ab 372 K) und ihre Parameter festgestellt werden. Ein solches Verfahren ist
stets bei Verschwinden von Subbanden notwendig, da sonst der Levenberg-Marquardt-
Algorithmus ein nicht lo¨sbares Gleichungssystem liefert3. In den Abbildungen 5.29 bis
5.31 ist die Zerlegung bei drei Temperaturen gezeigt. Die erste Subbande dient nur zum
Ausgleich der CH-Intensita¨t, die teilweise in die Donatorbande hinein ragt, und gleich-
sam fu¨r eine nicht konstante Basislinie sorgt.
In Abbildung 5.32 ist der Temperaturverlauf der integralen Intensita¨ten dieses Anpas-
sungsschemas dargestellt. Nur die Subbande mit der niedrigsten Frequenz zeigt stetige
Abnahme mit der Temperatur. Einzig die Bande Nr. 6 steigt stetig. Alle anderen Banden
sind indifferent. So la¨ßt sich nur schwerlich eine eindeutige Zuordnung finden.
Um diese Spektren dennoch in einen Vergleich der Populationen einfließen lassen zu
ko¨nnen, wird vereinfacht angenommen, daß lediglich die beiden Banden 1 und 2 Dime-
ren zuzuordnen seien, die Bande 5 (niederfrequente Schulter der freien Bande, die mit
Zunahme der Temperatur verschwindet) wird als Dimer-Akzeptor gewertet. Die resul-
3Eine erste Vermutung, daß der Fehlschlag durch die verrauschteren Spektren zustande kam, konnte
einwandfrei als Irrtum erkannt werden.
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Abbildung 5.29: Multi-Temperatur-Anpassung der isotropen Raman-Spektren mit acht
Subbanden, hier bei T = 293 K.
tierenden integralen Intensita¨ten sind in Abbildung 5.33 gegeneinander aufgetragen.
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Abbildung 5.30: Multi-Temperatur-Anpassung der isotropen Raman-Spektren mit acht
Subbanden, hier bei T = 341 K.






















Abbildung 5.31: Multi-Temperatur-Anpassung der isotropen Raman-Spektren mit acht
Subbanden, hier bei T = 436 K.
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Abbildung 5.32: Temperaturverlauf der integralen Intensita¨ten der Multi-Temperatur-



























Abbildung 5.33: Intensita¨ten der beiden DMEP-Cluster gegeneinander aufgetragen. Es
ergibt sich ein verrauschter, aber linearer Zusammenhang.
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5.6 NMR-Spektroskopie
Die hier ausgewerteten 1H-NMR-Spektren stammen von reinem DMEP. Die Tempera-
turabha¨ngigkeit wird a¨hnlich wie bei den Schwingungsspektren in Form eines Stackplots





















Abbildung 5.34: NMR-chemische Verschiebungen des reinen DMEP . Die Spektren sind
mit Temperatur vertikal verschoben. Die Resonanz des Hydroxylproton
ist durch einen Pfeil markiert. Diese durchla¨uft die CH-Peaks.
oberhalb von 1.5 ppm und nimmt mit steigender Temperatur auf einen Wert von un-
gefa¨hr 0.8 ppm ab. Die CH-Resonanzen zeigen eine viel kleinere Temperaturabha¨ngig-
keit, die zudem noch gegenla¨ufig ist. Sie verschieben sich nur um 0.1 ppm. Um die-
se Spektren mit den quantenmechanisch bestimmten zu vergleichen, bieten sich zwei
Mo¨glichkeiten an. Zum einen ko¨nnen populationsgewichtete chemische Verschiebungen



























Abbildung 5.35: Temperaturabha¨ngigkeit der chemischen Verschiebung des Hydroxyl-
protons im Vergleich zwischen Experiment und Quantenmechanik. Das
Experiment liegt zwischen den high-level und low-level Niveau der
Theorie.
Es zeigt sich, daß die experimentellen chemischen Verschiebungen die gleiche Tempera-
turabha¨ngigkeit zeigen, wie die Quantenmechanik sie liefert. Mit steigender Temperatur
erfolgt eine Abnahme der Verschiebung. Diese Abnahme ist in allen Fa¨llen nicht linear,
sondern scheint auf ein Plateau abzufallen. Das steht im Einklang zu der Vorstellung,
daß bei hohen Temperaturen Monomere die Zusammensetzung der Flu¨ssigkeit dominie-
ren. Die RHF/3-21G zeigen auch fu¨r tiefe Temperaturen eine Konvergenz. Hier sind die
Dimere die beherrschende Spezies. Auch die experimentelle Kurve zeigt fu¨r tiefe Tem-
peraturen eine Abnahme der Steigung. Doch reicht der untersuchte Temperaturbereich
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nicht aus, um eine eindeutige Aussage zu treffen.
Die zweite Mo¨glichkeit ist ein Vergleich der Populationen. Unter der Annahme, daß
in der Flu¨ssigkeit nur Monomer und Dimer vorhanden sind, lassen sich aus den experi-
mentellen chemischen Verschiebungen Populationen berechnen. Dazu mu¨ssen allerdings
die Resonanzen des Monomers und des Dimers aus der Quantenmechanik u¨bernommen
werden. Damit ist keine Differenzierung verschiedener Rotamere mo¨glich.
Die Berechnung der Population erfolgt u¨ber Mittelung der Monomer- und Dimer-
Beitra¨ge:
δges = xDimer · (δAkz + δDon) + (1− xDimer) · δMono
xDimer =
δges − δMono
δAkz + δDon + δMono
(5.1)
Der Molenbruch des Dimers kann wie in Kap. 8.2.1 beschrieben nach Gleichung 8.9
in den Massenbruch umgerechnet werden.
Zu kla¨ren bleibt die Frage, welche Werte man fu¨r die chemischen Verschiebungen
der Monomers bzw. des Dimers annimmt. In Abbildung 5.36 werden zwei Basissa¨tze
gegenu¨bergestellt, hier wurde jeweils nur das energetisch bevorzugte Rotamer beru¨ck-
sichtigt. Die dritte Population (Exp//<B3LYP/6-31G*>) entsteht durch Mittelung der
chemischen Verschiebung u¨ber alle Rotamere.
Der Kreuzungspunkt liegt fu¨r Exp//RHF/3-21G oberhalb, fu¨r Exp//B3LYP/6-31G*
unterhalb und fu¨r die aus den Mittelwerten resultierende Population innerhalb des be-
trachteten Temperaturintervalls. Dies zeigt die Spannbreite der mo¨glichen Interpretatio-
nen der experimentellen Spektren. Der low-level Basissatz wird keine brauchbaren che-
mischen Verschiebungen liefern und braucht damit nicht weiter beru¨cksichtigt zu werden.
Um zwischen der gemittelten Population und der einzig aus dem gu¨nstigsten Rotamer
zu entscheiden, mag ein Blick auf die stark verdu¨nnten Infrarot-Spektren hilfreich sein:
Hier sind eindeutig mehrere Rotamere vorhanden. Gleiches gilt fu¨r die Hochtemperatur-
Raman-Spektren und die QCE-Populationen. Fu¨r die weitergehenden Betrachtungen
wird also die Population Exp//<B3LYP/6-31G*> zu Rate gezogen werden. Da die An-
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Abbildung 5.36: Vergleich der experimentellen Populationen auf Basis der chemischen
Verschiebungen der DMEP-Cluster. Die abfallende Kurve kennzeich-
net den Dimer-, die ansteigende den Monomeranteil.
teile der Rotamere allerdings nicht identisch sein werden, ist sie mit einem systematischen
Fehler behaftet.
5.7 Vergleich der Populationen
Nachdem die Auswertung der NMR-Spektren nur die Grenzbereiche der tatsa¨chlichen
Populationen ergeben kann, werden zuna¨chst die aus der Schwingungsspektroskopie her-
vorgehenden Populationen miteinander verglichen. In Abbildung 5.37 erkennt man das
Maß der U¨bereinstimmung. Alle drei Populationen beginnen mit einem Dimeranteil von
u¨ber 75% bei Raumtemperatur. Die Dimere werden langsam durch Monomere ersetzt,
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Abbildung 5.37: Vergleich der aus der Schwingungsspektroskopie erhaltenen DMEP-
Populationen.
bis bei einer Temperatur von 340 - 355 K schließlich genauso viele Moleku¨le als Monomer
vorliegen, wie auch in dimerisierter Form.
Dieser Kreuzungspunkt liegt innerhalb des durch die NMR-Auswertung aufgespannten
Temperaturintervalls. Er liegt außerdem zwischen den verschiedenen quantenmechani-
schen Ergebnissen.
Die Population aus der Infrarotspektroskopie nach Schema A trifft die Raman-
Ergebnisse nahezu. Schema C zeigt gro¨ßere Vera¨nderungen der Zusammensetzung der
Flu¨ssigkeit und damit extremere Verha¨ltnisse, einen ho¨heren Dimerisierungsgrad bei
Raumtemperatur.
Ganz a¨hnlich zu dem Raman- und Infrarot-Schema A - Populationen verha¨lt sich
die RHF/3-21G-Population, die ein wenig zu ho¨heren Temperaturen verschoben ist.
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DMEP nach B3LYP/6-31G* verha¨lt sich bei wesentlich kleineren Temperaturen wie
die experimentelle Flu¨ssigkeit.
Zusammengefaßt ergibt die Auswertung aller Experimente und Rechnungen am
DMEP folgendes Bild:
• Reines DMEP setzt sich aus Monomeren und Dimeren zusammen.
• Diese liegen in unterschiedlichen Rotameren vor. Leichte Konformationsa¨nderun-
gen bei der Drehung der OH-Gruppe zeigen bereits Auswirkungen auf die spek-
troskopischen Sonden.
• Die Dimere werden mit steigender Temperatur durch Monomere ersetzt.
• Etwa bei 340 K bis 355 K liegen gleich viele Moleku¨le in Dimeren wie auch in
Monomeren Strukturen vor.
• Bei Raumtemperatur ist der Massenanteil der Dimere gro¨ßer als 75%.
• Die Rechenmethode RHF/3-21G u¨berscha¨tzt die Bindungssta¨rke leicht.
• B3LYP/6-31G* fu¨hrt zu einer deutlichen Unterscha¨tzung der Wasserstoffbru¨cken.
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Die Auswertung der theoretischen Daten des DMEP wirft einige Fragestellungen auf. So
findet man drei verschiedene Monomerstrukturen, obwohl - in erster Na¨herung - nur zwei
zu erwarten waren. Immerhin ist DMEP ein R2, R
,-Carbinol (R=Ethyl,R,=t-Butyl).
Um außerdem zu kla¨ren, inwieweit auch die Ethyl-Gruppen eine sterische Hinderung
bedeuten, wird als zweites System dieser Arbeit der Alkohol 2-Ethyl-3-pentanol (TEC)




Dichte (20 ◦C) 0.8240 g/cm3
n20D 1.430
M 116.2 g/mol
Tabelle 6.1: Einige physikalische Daten des TEC.
Ein TEC-Moleku¨l ist damit um 28 g/mol leichter und siedet 30 K fru¨her. Die Sie-
depunkte der a¨quivalenten Alkane1 unterscheiden sich sogar um 41 K, 3-Ethylpentan
siedet bei 93 ◦C, 2,2-Dimethyl-3-ethylpentan bei 134 ◦C[62]. Von den Siedepunkten her
ist damit eine gro¨ßere Assoziation des kleineren TEC zu erwarten.
1die relative Massen-Zunahme ist aufgrund des fehlenden Sauerstoffatoms bei den Alkanen leicht
gro¨ßer.
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6.1 Cluster des TEC
(a) tec1d (b) tec1h (c) tec2b
(d) tec3a (e) tec4b
(f) tec5a (g) tec6a
Abbildung 6.1: Ball-and-Stick-Modell der TEC-Cluster.
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6.1.1 Energien
Methode Spezies NO. . . H ERHF ∆O. . . HE BSSE ∆O. . . HE
CP
Hartree kJ/mol kJ/mol kJ/mol
tec1a 0 -347.3251942 10.5 - 10.5
tec1b 0 -347.323607 14.6 - 14.6
tec1c 0 -347.3235676 14.7 - 14.7
tec1d 0 -347.3286044 1.5 - 1.5
tec1e 0 -347.327273 5 - 5
tec1f 0 -347.3268124 6.21 - 6.21
RHF tec1g 0 -347.3291775 0 - 0
3-21G tec1h 0 -347.3291775 0 - 0
tec1i 0 -347.3274531 4.53 - 4.53
tec2a 1 -694.6682664 -26 37.6 11.6
tec2b 1 -694.6760266 -46.4 34.4 -12
tec3a 3 -1042.026714 -103 79.8 -23
tec4a 3 -1389.371884 -145 114 -30.7
tec4b 4 -1389.395673 -207 127 -80.2
tec5a 5 -1736.685318 -104 185 81.7
tec6a 6 -2084.028479 -140 225 84.8
Tabelle 6.2: RHF/3-21G-Energien der TEC-Cluster.
Im Falle des TEC ko¨nnen eine Vielzahl von Clustern erhalten werden. Insgesamt 9
monomere Minimumstrukturen zeigen sich. Eventuell sind sogar noch mehr mo¨glich.
Als α−C wird das Kohlenstoffatom mit positiver Oxidationszahl benannt. Die Koh-
lenstoffatome der CH2-Gruppen heißen β − C und die Methylkohlenstoffe γ − C.
Die β-Kohlenstoffe spannen in jedem Monomer eine Ebene auf. Zwei der γ-
Kohlenstoffe liegen bei allen Strukturen oberhalb dieser Ebene. Ebenfalls oberhalb findet
sich der Sauerstoff.
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Bei tec1a, tec1b und tec1c liegt das verbleibende γ-C ebenfalls oberhalb der Ebe-
ne. Diese Konformation bringt einen entscheidenden Energieverlust mit sich. Im Fall
des tec1a steht das Hydroxylproton gegenu¨ber des außerhalb der Ebene liegenden γ-
Kohlenstoffs. tec1b erha¨lt man durch Drehung der Hydroxylgruppe auf den abgewinkel-
ten Arm zu. tec1c ergibt sich nach Drehung an diesem Arm vorbei. tec1b und tec1c sind
nicht a¨quivalent.
Die gro¨ßte Symmetrie zeigt tec1h. Hier liegt der γ-Kohlenstoff gegenu¨ber des Hydro-
xylprotons unterhalb der Ebene. Gleichzeitig zeigen die anderen beiden Methylgruppen
vom Hydroxylproton weg, sie bilden einen 120 ◦-Winkel. Dadurch entsteht eine Spiege-
lebene im Moleku¨l.
tec1i kann wiederum durch Drehung der Hydroxylgruppe erhalten werden. Die Ener-
giedifferenz von 4 kJ/mol zeigt eine leichte Abstoßung zwischen dem Hydroxylproton
und einer der beiden gleichwertigen Methylgruppen. tec1g sollte tec1i a¨quivalent sein,
fa¨llt aber bei einer Geometrieoptimierung ohne Vorgabe der Diederwinkels in das tiefere
Minimum tec1h.
Im Falle von tec1d zeigt eine der beiden Methylgruppen oberhalb der Ebene in Rich-
tung des Hydroxylprotons. Diese Struktur ist energetisch dem tec1i u¨berlegen, dem tec1h
unterlegen (1.3 kJ/mol). tec1e und tec1f enstehen wiederum durch Drehung der Hydro-
xylgruppe.
Als Beispiel ist der Torsionsscan ausgehend von tec1h in Abbildung 6.2 gezeigt.
Als Dimere konnte sogar eine Struktur mit positiver Bindungsenergie berechnet wer-
den, die dennoch ein lokales Energieminimum darstellt. Ein solcher Cluster wird aller-
dings keinen Beitrag in irgendeiner QCE-Population liefern. Das zweite Dimer zeigt eine
Bindungsenergie von -12 kJ/mol, das entspricht anna¨hernd dem doppelten Wert des
a¨quivalenten DMEP-Dimers.
Drei TEC-Moleku¨le bilden im Gegensatz zum DMEP recht gerne einen Ring. Diese
Tendenz setzt sich fort, wenn weitere Moleku¨le zu dem Cluster stoßen. Als gro¨ßte Struk-
tur konnte ein ringfo¨rmiges Hexamer erhalten werden. Die Struktur a¨hnelt einer Kugel,
in deren Mitte ein (OH)6-Ring zu finden ist. Da diese großen Cluster (5 und 6) gegenu¨ber
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Abbildung 6.2: Torsionspotential der gu¨nstigsten TEC-Monomere auf RHF/3-21G-
Niveau.
den kleineren benachteiligt sind, werden sie bei der Basissatz- und Methodenerho¨hung
nicht weiter beru¨cksichtigt.
Die Strukturen werden dann sukzessive mit den ho¨heren Basissa¨tzen optimiert. Dieses
Verfahren muß nicht zwingend zu Energieminima fu¨hren. Zum Teil kommt es zur Explo-
sion der Cluster, zum Teil werden U¨bergangszusta¨nde gefunden. In diesem Fa¨llen kann
dann eine
”
per Hand“-Voroptimierung mit Erfahrungswerten fu¨r die Bindungsabsta¨nde
helfen.
Abha¨ngig von Basissatz und Rechenmethode vera¨ndern sich die Verha¨ltnisse zwischen
den Clustern leicht (Tab. 6.3-6.5). Wie schon beim DMEP nimmt die Wasserstoff-
bru¨ckenbindungsenergie ab, wenn man zu moderaten Basissa¨tzen u¨bergeht.
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Methode Spezies NO. . . H ERHF ∆O. . . HE BSSE ∆O. . . HE
CP
Hartree kJ/mol kJ/mol kJ/mol
tec1a 0 -349.2456036 12.4 - 12.4
tec1b 0 -349.2450782 13.7 - 13.7
tec1c 0 -349.24508 13.7 - 13.7
tec1d 0 -349.2484127 4.98 - 4.98
tec1e 0 -349.24896 3.54 - 3.54
RHF tec1f 0 -349.2488456 3.84 - 3.84
6-31G* tec1g 0 -349.2503096 0 - 0
tec1h 0 -349.2503096 0 - 0
tec1i 0 -349.2496432 1.75 - 1.75
tec2b 1 -698.5094902 -23.3 8.06 -15.2
tec3a 3 -1047.76713 -42.5 19.1 -23.4
tec4b 4 -1397.035964 -91.2 28.7 -62.5
tec5a 5 -1746.240966 27.8 42.6 70.4
Tabelle 6.3: RHF/6-31G*-Energien der TEC-Cluster.
Methode Spezies NO. . . H ERHF ∆O. . . HE BSSE ∆O. . . HE
CP
Hartree kJ/mol kJ/mol kJ/mol
tec1d 0 -351.6065724 1.59 - 1.59
tec1e 0 -351.6061356 2.74 - 2.74
B3LYP tec1f 0 -351.6058902 3.38 - 3.38
6-31G* tec1h 0 -351.6071782 0 - 0
tec1I 0 -351.6065534 1.64 - 1.64
tec1J 0 -351.6065533 1.64 - 1.64
tec2b 1 -703.2266334 -32.2 15.7 -16.6
tec3a 3 -1054.848705 -71.3 36.6 -34.7
Tabelle 6.4: B3LYP/6-31G*-Energien der TEC-Cluster.
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Methode Spezies NO. . . H ERHF ∆O. . . HE BSSE ∆O. . . HE
CP
Hartree kJ/mol kJ/mol kJ/mol
tec1d 0 -351.6204801 1.28 - 1.28
tec1e 0 -351.6199942 2.56 - 2.56
B3LYP tec1f 0 -351.6200728 2.35 - 2.35
6-31+G* tec1h 0 -351.6209678 0 - 0
tec1I 0 -351.6207625 0.54 - 0.54
tec1J 0 -351.6207625 0.54 - 0.54
tec2b 1 -703.2503639 -22.1 4.58 -17.6
tec3a 3 -1054.880472 -46.1 10.8 -35.3
Tabelle 6.5: B3LYP/6-31+G*-Energien der TEC-Cluster.
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6.1.2 Geometrische Eigenschaften
Die Cluster des TEC zeigen bezu¨glich der Wasserstoffbru¨ckenanordnung einfache geo-
metrische Strukturen. Die Bru¨cken sind wie beim DMEP mo¨glichst linear. Im Falle des
Trimers erfolgt der Ringschluß. Damit entsteht aus 3 OH-Gruppen ein verzerrter Sechs-
ring, da die OH-Bindungsla¨nge signifikant ku¨rzer als die Bru¨ckenbindungsla¨nge ist. Als
Tetramer konnte sowohl eine gewinkelte Kette (energetisch ungu¨nstig, tec4a) als auch
ein Quadrat erhalten werden. Der Fu¨nfring entspricht etwa der Cylcopentan-Struktur,
der Sechsring nimmt eine Sessel-Konformation ein. In den ringfo¨rmigen Cluster, die aus
einer geraden Anzahl von Moleku¨len (4 und 6) zusammengesetzt sind, liegen die Mo-
leku¨le alternierend ober- wie unterhalb der Ringebene. Beim Pentamer wird die Abfolge
unterbrochen und die entsprechende Ecke hebt sich aus der Ringebene. Im Falle des
Trimers bleibt den drei OH-Gruppen nur die Anordnung in einer Ebene.
Die Sauerstoff-Sauerstoffabsta¨nden der TEC-Cluster nehmen mit steigender Gro¨ße
ab, wenn sich ein Ring bildet. Dieses spiegelt die zunehmende Bindungsenergie pro Was-
serstoffbru¨cke wider. Im Fall des kleinen Basissatzes wird eine Konvergenz selbst beim
Hexamer nicht erreicht, bei RHF/6-31G* verzeichnet das zyklische Tetramer die klein-
sten O . . .O-Absta¨nde, wie man den Tabellen 6.6 und 6.7 entnehmen kann.




tec3a 2.7 2.69 2.7 2.7
tec4a 2.72 2.72 2.72 2.72
tec4b 2.7 2.68 2.7 2.7 2.71
tec5a 2.69 2.63 2.63 2.64 2.76 2.78
tec6a 2.66 2.63 2.63 2.63 2.67 2.67 2.71
Tabelle 6.6: OO-Absta¨nde der RHF/3-21G-Cluster des TEC.
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tec3a 2.93 2.91 2.93 2.95
tec4a 2.97 2.96 2.98 2.99
tec4b 2.96 2.95 2.96 2.97 2.97
tec5a 2.97 2.88 2.89 2.9 3.04 3.16
Tabelle 6.7: OO-Absta¨nde der RHF/6-31G*-Cluster des TEC.
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6.1.3 Frequenzen

















Abbildung 6.3: Das OH-Schwingungsspektrum der wichtigsten TEC-Cluster auf
RHF/3-21G-Niveau. Die Banden werden als Impulse gleicher Ho¨he dar-
gestellt. tec2b und tec1e u¨berlagern sich exakt.
Die diversen Monomere zeigen sich alle im hochfrequenten Bereich des Spektrums
(Abb. 6.3). Die einzelnen OH-Schwingungen liegen bis zu 50 cm−1 getrennt. Die Akzep-
torgruppe des offenen Dimers schwingt hochfrequent. Die ringfo¨rmigen Cluster liegen
rotverschoben. Dabei ist bemerkenswert, daß sich die ho¨chste Frequenz des Tetramers
immer noch unterhalb der kleinsten des Trimer befindet.
Diese Anordnung wird aber schon mit Erho¨hung des Basissatzes auf 6-31G* gebrochen.
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Abbildung 6.4: Das OH-Schwingungsspektrum der DMEP-Cluster auf RHF/6-31G*-
Niveau. Die Banden werden als Impulse gleicher Ho¨he dargestellt.
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6.2 Anwendung des QCE-Modells
Bei der Anwendung des QCE-Modells auf die RHF/3-21G-Cluster des TEC sto¨ßt man
auf numerische Probleme. Es gelingt nicht, eine Population zu erzeugen, die Cluster
gro¨ßer als das Trimer enthalten.
In der Abbildung 6.5 ist die Population unter Vernachla¨ssigung der großen Cluster
gezeigt. Hier dominiert das Trimer die Zusammensetzung der Flu¨ssigkeit. Die QCE-
Parameter a¨hneln denen des DMEP. Die Wechselwirkung zwischen den Clustern liegt































Abbildung 6.5: Temperaturabha¨ngigkeit der TEC-Population nach RHF/3-21G ohne
Counterpoise-Korrektur in Massenprozent. Die QCE-Parameter sind: a
= 1.407 · 10−6 und b = 1.11205.
U¨bernimmt man die Parameter aus der unvollsta¨ndigen Population, so kann unter Ein-
beziehung des zyklischen Tetramers (tec4b) eine Zusammensetzung erhalten werden, die
allerdings weder auf die Dichte bei Raumtemperatur geeicht ist, noch einen Siedepunkt
bei der experimentellen Temperatur zeigt. Diese Population wird durch das Tetramer bis
T = 360 K dominiert. Bei ho¨heren Temperaturen a¨ndert sich die Population zugunsten
verschiedenen Monomere, wie in Abbildung 6.6 dargestellt wird.
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Abbildung 6.6: Temperaturabha¨ngigkeit der TEC-Population nach RHF/3-21G ohne
Counterpoise-Korrektur in Massenprozent. Die QCE-Parameter werden
aus der Population ohne Tetramer u¨bernommen, da keine Einstellung
mo¨glich ist.
Auch bei Einbeziehung von tec5a und tec6a a¨ndert sich die Population nicht, diese
Spezies tauchen nicht auf. Trotz der numerischen Schwierigkeiten ergibt sich demnach
folgendes Bild: Die Flu¨ssigkeitsstruktur des TEC wird durch ein das zyklische Tetramer
bestimmt, das mit steigender Temperatur durch monomere Einheiten ersetzt wird. Durch
die starke Rotverschiebung wie sie bei Ringschluß auftritt, ist zu erwarten, daß sich die
Infrarot-Spektren der reinen Substanz signifikant a¨ndern werden.
Das moderate Rechenniveau RHF/6-31G* liefert Populationen auch unter Einbezie-
hung der gro¨ßeren Cluster. Hier ist die Zusammensetzung komplizierter. Bei tiefen Tem-
peraturen stehen das Dimer und das gu¨nstigste Monomer (tec1h) im Gleichgewicht, aber
auch das zyklische Tetramer und die anderen Monomere haben einen nennenswerten An-
teil an der Zusammensetzung. Wa¨hrend Dimer und Tetramer ersetzt werden, durchla¨uft
tec1h ein Maximum. Die u¨brigen Monomere gewinnen mit steigender Temperatur stetig
an Bedeutung.
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Abbildung 6.7: Temperaturabha¨ngigkeit der TEC-Population nach RHF/6-31G* ohne
Counterpoise-Korrektur in Massenprozent. Die QCE-Parameter betra-
gen: a = 1.20975 und b = 1.5325.
Zusammenfassend ergibt sich folgendes Bild:
• In TEC ist der Ringschluß bei Clustern mit mehr als zwei Moleku¨len mo¨glich,
diese Ringe besitzen eine nennenswerte Wahrscheinlichkeit.
• Das zyklische Tetramer scheint gegenu¨ber dem Trimer favorisiert zu werden.
• Pentamer und Hexamer sind bereits zu groß.
• Von den zahlreichen Monomeren treten mindestens fu¨nf auch in Erscheinung.
• Im Vergleich zum DMEP ist ein wesentlich komplexeres Spektrum zu erwarten.
Die Ringe tragen nicht zur
”
freien“ OH-Bande bei, statt dessen liegen alle OH-
Schwingungen dieser Cluster weit rotverschoben.
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6.3 Infrarotspektroskopie am TEC
Das Infrarot-Spektrum des reinen TEC (Abb. 6.8) zeigt charakteristische Unterschiede
zu dem des DMEP.
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 T = 275 K 











Abbildung 6.8: Infrarotspektren des reinen TEC im Temperaturintervall von T = 295-
353 K.
Die Wasserstoffbru¨ckenbande ist weiter rotverschoben, so daß der CH-Bereich leicht
in ihn hereinragt. Um eine Beeinflussung angepaßter Banden auszuschließen, werden alle
(auch die konzentrationsabha¨ngig gemessenen) Spektren bei ν˜= 3240 cm−1 abgeschnit-
ten. Hier sind die Ausla¨ufer der CH-Schwingungen auf einen minimalen Rest abgefallen.
Es wird keine Basislinienkorrektur außer einer Verschiebung auf 0 im Bereich 1670-1680
cm−1 beno¨tigt.
Die Bande der gebunden OH-Gruppen zeigt eine wesentliche ausgepra¨gtere Struktu-
rierung im Vergleich zum DMEP. Das bei 3400 cm−1 liegende Maximum wird zu einer
Schulter, die mit weiterer Temperaturerho¨hung verschwindet und nur noch zu eine ge-
brochenen Symmetrie fu¨hrt. Die
”
freie“ Bande ist weniger strukturiert als beim DMEP.
Außerdem ist ihre Intensita¨t geringer.
Aus einer solchen Bande kann man die richtige Anzahl an Banden nicht einmal erraten.
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Darum wird beim TEC zuna¨chst die kleinste Konzentration in CCl4 ausgewertet und
sukzessive die Stoffmenge erho¨ht.











Abbildung 6.9: Infrarotspektren des verdu¨nnten TEC (x = 0.01) im Temperaturintervall
von T = 293-333 K.
In Abb. 6.9 erkennt man eine kaum noch vorhandene
”
gebundene“ Bande bei ca. 3500
cm−1. Die
”
freie“ Bande liegt bei 3620 cm−1, also a¨quivalent zum DMEP. Sie zeigt
auf ihrer niederfrequenten Seite eine Schulter bei 3610 cm−1, die sich mit steigender
Temperatur verliert.
Damit lassen sich die Spektren als Monomer/Dimer-Gemisch interpretieren. Die Schul-
ter bei 3610 cm−1 entspricht den Akzeptor-Enden der Dimere. Mit einer solchen Banden-
Konfiguration (Abb. 6.10) gelingt eine simultane Anpassung aller Spektren. Die Fre-
quenzlagen ergeben sich zu: ν˜= 3499 cm−1 (Donator), ν˜= 3611 cm−1 (Akzeptor) und
ν˜= 3622 cm−1(Monomer).
Die Intensita¨ten verlaufen zwar stetig mit der Temperatur (Abb. 6.11), doch nimmt
die Akzeptorbande weniger stark ab, als die Donator-Bande. Dies kann man dahingehend
interpretieren, daß in ihr noch Monomer-Anteile enthalten sind, oder daß die vermeintli-
che Dimer-Donatorbande noch Anteile ho¨herer Cluster entha¨lt, vorzugsweise Ringe, die
keine offenen Enden besitzen.
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Abbildung 6.11: Temperaturverlauf der integralen Intensita¨ten fu¨r x = 0.01.
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Der na¨chst gro¨ßere Stoffmengenanteil betra¨gt 5%. Die temperaturabha¨ngigen Spek-
tren sind in Abbildung 6.12 gezeigt.











Abbildung 6.12: Infrarotspektren des verdu¨nnten TEC (x = 0.05) im Temperaturinter-
vall von T = 293-333 K.
Hier taucht bei 3400 cm−1 eine sehr breite Schulter auf. Das Maximum bei 3500 cm−1
verschiebt sich leicht mit Temperaturerho¨hung zu gro¨ßeren Wellenzahlen. In Abbildung
6.13 ist die aus Simultananpassung resultierende Bandenkonfiguration fu¨r eine mittlere
Temperatur zu entnehmen.
Es wird eine neue Bande eingefu¨hrt, um die sich ausbildende Schulter zu repra¨sen-
tieren. Die erhaltenen Wellenzahlen sind: 3422.16 cm−1, 3493.23 cm−1, 3504.52 cm−1,
3615.16 cm−1und 3622.52 cm−1. Im Vergleich zu dem kleineren Stoffmengenanteil von
1% hat sich die niederfrequente Schulter der
”
freien“ Bande um 4 cm−1 nach zu ho¨heren
Wellenzahlen verschoben. Die Dimerbande splittet sich in zwei um 10 cm−1 auseinander
liegende Banden.
Der Intensita¨tsverlauf ist nicht vo¨llig stetig (Abb. 6.14). Doch sind die Verla¨ufe ein-
deutig bezu¨glich Zu- bzw. Abnahme mit der Temperatur.
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Abbildung 6.14: Temperaturverlauf der integralen Intensita¨ten fu¨r x = 0.05.
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Abbildung 6.15: Infrarotspektren des verdu¨nnten TEC (x = 0.15) im Temperaturinter-
vall von T = 296-333 K.
Verdreifacht man den Stoffmengenanteil, so ergeben sich die in Abbildung 6.15 ge-
zeigten Spektren. Diese zeigen keine neuen Auspra¨gungen, die
”
gebundene“ Bande ist
allerdings nun ho¨her als die
”
freie“ Bande. Damit a¨hnelt sich auch die Bandenkonfigu-
ration, die in Abbildung 6.16 fu¨r eine mittlere Temperatur gezeigt ist. Man erkennt,
daß bei kleinen Wellenzahlen die U¨bereinstimmung nicht optimal ist. Hier scheint eine
weitere Bande aufzutreten.
Der Temperaturverlauf der Intensita¨ten ist stetig. Die aus dieser Anpassung mit im-
merhin 140 Parametern erhaltenen Frequenzen lauten: 3424 cm−1, 3483 cm−1, 3502
cm−1, 3615 cm−1 und 3623 cm−1. Im Vergleich zu dem Stoffmengenbruch von 5% ver-
schieben sich nur die Bande knapp unterhalb von 3500 cm−1 um 10 cm−1 zu kleineren
Wellenzahlen und die Bande leicht oberhalb von 3500 cm−1 gleicht sich der Frequenz fu¨r
den kleinsten Stoffmengenbruch an.
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Abbildung 6.17: Temperaturverlauf der integralen Intensita¨ten fu¨r x = 0.15.
103
6 Das System TEC
Die temperaturabha¨ngigen Spektren fu¨r den na¨chst gro¨ßeren Stoffmengenanteil von
ca. 40 % sind in Abbildung 6.18 dargestellt.











Abbildung 6.18: Infrarotspektren des verdu¨nnten TEC (x = 0.39) im Temperaturinter-
vall von T = 293-333 K.
Wiederum tauchen keine neuen unmittelbar sichtbaren Subbanden auf. Der Anteil
um 3400 cm−1 steigt relativ im Vergleich zum 15%igen Konzentration an. Auffa¨llig ist




Diese Spektren lassen sich nur unter zu Hilfenahme einer weiteren Bande bei kleineren
Wellenzahlen anpassen. Die Liste der Frequenzen erweitert sich auf: 3351 cm−1, 3406
cm−1, 3477 cm−1, 3494 cm−1, 3613 cm−1und 3622 cm−1. Dabei ist bedeutsam, daß das
Hinzufu¨gen einer weiteren Subbande bei kleinen Wellenzahlen zu einer Rotverschiebung
der Bande knapp oberhalb von 3400 cm−1 fu¨hrt. Intuitiv ha¨tte man einen gegenteiligen
Effekt erwartet. Diese neue Bandenkonfiguration ist in Abbildung 6.19 fu¨r eine mittlere
Temperatur gezeigt.
Der Intensita¨tsverlauf ist nahezu stetig (Abb. 6.20). Nur bei einer Temperatur ist
eine leichte U¨bernahme von Fremdintensita¨t durch die Dimerbande bei 3500 cm−1 zu
erkennen. Bei dieser Konzentration steigen die Dimere eindeutig mit der Temperatur,
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Abbildung 6.19: Bandenkonfiguration des 40%igen TEC in CCl4 bei 313 K.
genauso verhalten sich die Monomere. Auch die niederfrequente Schulter der
”
freien“
Bande steigt. Das ist ein eindeutiges Indiz, daß die Bande bei 3500 cm−1 mit dieser
Schulter korreliert ist. Die Quantenmechanik sagt ein derartiges Frequenzbild nur fu¨r
Dimere voraus. Damit sind diese beiden Subbanden eindeutig zugeordnet. Weiterhin
fa¨llt auf, daß die beiden am sta¨rksten rotverschobenen Banden des Spektrums nahezu
gleichma¨ßig an Intensita¨t verlieren. Das kann ein Indiz dafu¨r sein, daß sie von einem
Cluster herru¨hren.
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Abbildung 6.20: Temperaturverlauf der integralen Intensita¨ten fu¨r x = 0.40.
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Mittels der auf den verdu¨nnten Spektren erhaltenen Frequenzlagen wird nun die reine
Substanz angepaßt. Man erha¨lt eine Bandenkonfiguration mit folgenden Frequenzlagen:
3345 cm−1, 3400 cm−1, 3463 cm−1, 3496 cm−1und 3616 cm−1.
Diese ist in den Abbildungen 6.21 bis 6.23 fu¨r drei Temperaturen gezeigt. Bei die-

























Abbildung 6.21: Bandenkonfiguration des reinen TEC bei 295 K.
Der Intensita¨tsverlauf dieser Bandenkonfiguration (Abb. 6.24) ist u¨berzeugend. Die
einzelnen Kurven sind stetig. Die beiden hochfrequenten Banden nehmen zu. Wie schon
bei x = 40% fallen die beiden niederfrequenten Banden gleichma¨ßig. Dadurch erha¨rtet
sich der Verdacht, beide seien auf nur einen Cluster zuru¨ckzufu¨hren. Ein Blick auf Tabelle
8.13 (Seite 134) zeigt, daß das Tetramer zwei intensive und zwei weniger intensive (Faktor
3-5) Schwingungen zeigt. Jeweils eine der intensiven und eine andere liegen recht eng
beisammen. Ein echtes Indiz auf eine Zuordnung der beiden Banden zu einer Tetramer-
Struktur ergibt sich.
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Abbildung 6.23: Bandenkonfiguration des reinen TEC bei 358 K.
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Abbildung 6.24: Temperaturverlauf der integralen Intensita¨ten fu¨r reines TEC.
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7 Zusammenfassung
Im Rahmen dieser Arbeit werden die Schwingungsspektren zweier verzweigter Alkohole
gemessen und in Sinne eines Flu¨ssigkeitsmodells interpretiert. Dieses Modell beinhal-
tet die Vorstellung von diskreten Spezies (Clustern), aus denen die Flu¨ssigkeit zusam-
mengesetzt ist. Diese Cluster entstehen durch Wasserstoffbru¨ckenbindungen zwischen
den Moleku¨len. Damit sind die experimentellen Befunde direkt vergleichbar mit den
quantenmechanisch berechneten Strukturen. Die Quantum-Cluster-Equilibrium-Theorie
ermo¨glicht den Zugang zur Flu¨ssigkeitszusammensetzung (Cluster-Population) auf rein
rechnerischem Wege. Sie basiert auf der statistischen Thermodynamik. Die Wechselwir-
kung zwischen den Clustern wird durch einen Mean-Field-Ansatz angena¨hert und ebenso
wie die Dichte des Systems an zwei makroskopischen Zustandspunkten parametrisiert.
Wasserstoffbru¨ckenbindungen wirken sich signifikant auf die Schwingungsfrequenzen
der OH-Streckschwingung aus (Rotverschiebung). So werden diese Schwingungen zu ei-
ner empfindlichen Sonde der Wechselwirkungen in der Flu¨ssigkeit.
Allerdings ist die Auswertung der experimentellen Spektren nicht ohne Hilfe der Quan-
tenmechanik mo¨glich und auch dann nur eingeschra¨nkt. Die Zerlegung eines Spektrums
in Subbanden ist in den meisten Fa¨llen nicht eindeutig, da diese im Experiment nicht auf-
gelo¨st sind. Die gleichzeitige Anpassung u¨ber mehrere Temperaturen kann hier wertvolle
Zusatzinformationen liefern. Das selbstentwickelte Programm verfu¨gt u¨ber verschiedene
Leistungsmerkmale, die es fu¨r diese Aufgabe geeignet machen:
• Das Anpassungsverfahren nach Levenberg-Marquardt konvergiert im Allgemeinen
schnell.




• Einzelne Parameter ko¨nnen mehrfach in der Subbandendefinition enthalten sein
und damit auch Relevanz fu¨r verschiedene Datensa¨tze zeigen.
• Subbanden ko¨nnen als Lorentz-, Gauss- oder Voigt-Profile eingesetzt werden.
• Die Ableitungen der Voigt-Profile nach den vier Parametern werden nach Appro-
ximation der Faltung durch eine diskrete Summe analytisch berechnet.
• Das Programm ist konsequent in C++ geschrieben unter Ausnutzung von Verer-
bung und Polymorphismus, so daß es leicht auf andere Profile erweitert werden
kann.
Die Betrachtung der Konzentrationsabha¨ngigkeit der Infrarot-Spektren des DMEP
belegt die Cluster-Theorie. Die starken Verdu¨nnungen zeigen keine Temperaturabha¨ngig-
keit. In Rahmen eines
”
two-state“ Modells ko¨nnen aus den verschiedene spektroskopi-
schen Methoden Flu¨ssigkeitszusammensetzungen des reinen DMEP bestimmt werden.
Sehr befriedigend ist weiterhin, daß die Abfolge der Monomer- und Akzeptorbanden de-
nen der Quantenmechanik gleicht. Man findet die Abfolge: bestes Monomer, Akzeptor,
weitere Monomere.
In Falle des TEC ergibt sich nicht unmittelbar die Zusammensetzung der Flu¨ssigkeit.
Hier lassen sich aber die beteiligten Cluster zum Teil identifizieren und deren Frequenz-
lagen angeben. Reines TEC besteht nach dieser Untersuchung aus Monomeren (deren
Anteil verschwindend gering ist), aus Dimeren und Tetrameren. Zwischen Dimer und
Tetramer findet man weitere Intensita¨t. Diese paßt gut zu dem quantenmechanisch be-
rechneten Trimer. Diese Interpretation geht u¨ber die in der Literatur[63] gelieferte weit
hinaus. Nodland erkla¨rt die Bande bei 3494 cm−1 mit offenen Ketten, deren La¨nge in der
reinen Flu¨ssigkeit mit 2.7, und in der verdu¨nnten Lo¨sung mit 2.0 angegeben wird. Dies
entspricht zumeist den Resultaten der vorliegenden Untersuchung. Allerdings werden
hier zwei Banden gefunden, die unterschiedliches Temperaturverhalten zeigen. Die an-
genommene Trimerbande ist nicht mit Akzeptor-Intensita¨t korreliert, was durchaus mit
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einem zyklischen Trimer in Einklang steht. Die Frequenzlagen aller gefundenen Banden
sind in Tab. 7.1 zusammengefaßt.
x ν˜/ cm−1
0.01 3499 3611 3622
0.05 3422 3493 3505 3615 3623
0.15 3424 3483 3502 3615 3623
0.39 3351 3406 3477 3494 3613 3622
1.00 3345 3400 3463 3496 3616
Lit 3405 3494 3608 3620
Tabelle 7.1: Zusammenfassung der Frequenzlagen des TEC im Vergleich mit der Lite-
ratur.
Die Bande bei 3405 cm−1wird in der Literatur[63] mit zyklische Strukturen erkla¨rt, die
sich im Mittel aus 3.7 Moleku¨len zusammensetzen sollen. Auch diese Interpretation paßt
sehr gut zu dem hier vorgeschlagenen Tetramer. Zusa¨tzlich zeigt ein solches Tetramer
noch eine Bande bei 3350 cm−1. Diese beiden Banden sind extrem korreliert und spiegeln
das quantenmechanische Frequenzbild des Tetramers wider.
Damit lassen sich die experimentellen Befunde mit den Ergebnissen der quantenme-
chanischen Berechnungen in Einklang bringen. DMEP zeigt eine einfache Struktur mit
Monomeren und Dimer, im TEC kommen gro¨ßere Cluster vor, die ab drei Moleku¨len
Tendenz zum Ringschluß zeigen.
Das in dieser Arbeit entwickelte Verfahren wird gute Dienste bei der Interpretation
experimenteller Infrarot- und Ramanspektren leisten. Dies zeigt sich bereits bei der





8.1 Erstellte Programme und Bibliotheken
Alle Quelltexte, die im Rahmen dieser Arbeit erstellt wurden, sind in der Sprache C++
geschrieben und dokumentiert. Alle enthalten eine Kurzhilfe und bei den gro¨ßeren Pro-
jekten auch ein Tutorium als WWW-Seite. Die Bibliotheksheader sind im Doxygen-
Stil (a¨hnlich Javadoc) dokumentiert, sodaß auch hier eine WWW-Dokumentation exi-
stiert. Die interaktiven Programme mit eigener Benutzeroberfla¨che basieren auf der Qt-
Bibliothek der Firma TrollTech (www.troll.no), die fu¨r eine Vielzahl von Betriebs- und
Windowsysteme zur Verfu¨gung steht (Win32, X-Windows).
8.1.1 Zur Spektrenauswertung
In diesem Paket ist eine Klassenbibliothek, eine Sammlung von Tools und ein interaktives
Programm zu finden.
Die Klassenbibliothek umfaßt Klassen und Routinen fu¨r Spektren, Anpassungsverfah-
ren, Input-Output-Funktionalita¨t, Bandenformen u.a¨.. Sie ist einfach erweiterbar. Zum
Beispiel basiert die Klasse Gauss, die eine Gaussche Bandenform implementiert auf der
abstrakten Basisklasse Bandshape. Will man also eine neue Bandenform implementie-
ren, so braucht man nur die entsprechende neue Klasse zur Verfu¨gung zustellen und
eine einzelne Auswahl-Anweisung zu a¨ndern. Alle Anpassungsverfahren ko¨nnen dann
ebenfalls mit dieser neuen Bandenform arbeiten. In Tabelle 8.1.1 sind die Klassen zu-
sammengestellt.
Die Tool-Sammlung entha¨lt eine Menge kleiner und nu¨tzlicher Programme, um Spektren
115
8 Anhang






MLM Algo mehrdimensionaler Levenberg-Maquard-Algorithmus





Tabelle 8.1: U¨bersicht der Klassenbibliothek zur Spektrenauswertung
aufzuschneiden, vertikal zu verschieben, zu normieren, zu gla¨tten etc. Hier sind auch die
Fitprogramme zu finden, jeweils eines zur Anpassung eines Datensatzes, wie auch das
mehrdimensionale Anpassungsprogramm.
Das interaktive Programm Spc dient zur Zusammensetzung der Ramanspektren aus den
einzeln aufgenommen Blo¨cken, in denen jeweils die Spikes entfernt werden mu¨ssen.
8.1.1.1 Beispiel Input-Files fu¨r die Anpassungsprogramme
Das ein- und mehrdimensionale Anpassungsprogramm nennt sich SpcLM bzw. Sp-
cMLM. Es wird jeweils ein .asd-File (analytical spectrum description), bzw. ein .ams-
File (analytical multidimensional spectrum) beno¨tigt. In diesem Unterkapitel wird der
Aufbau dieser Dateien kurz erla¨utert, was zudem die Funktionalita¨t der Programme
erla¨utert.








l 0 1 2
In der ersten Zeile wird die Anzahl der Parameter, also die La¨nge des Parameter-Vektors
~a festgelegt. Dann folgen in den na¨chsten Zeilen die Startwerte fu¨r die Parameter, jeweils
gefolgt von einen v (variable) oder f (fixed). Nun folgt die Anzahl der Banden, in diesem
Fall soll das Spektrum also nur eine Bande enthalten. Danach folgen die Bandendefi-
nitionen. Zuna¨chst ein Buchstabe, der die ID des Bandentyps repra¨sentiert. l steht fu¨r
Lorentz-, g fu¨r Gauss- und v fu¨r Voigt-Profil. Die folgenden Zahlen kennzeichnen die
Parameter-Indizes. Der erste Parameter hat Index 0, der zwei 1 u.s.w.. Der erste Index
bestimmt den Intensita¨tsparameter, der zweiten den Frequenzparameter, der dritte den
Breitenparameter. Fu¨r ein Voigt-Profil sind 4 Zahlen no¨tig. Die dritte kennzeichnet die
Lorentzbreite, der vierte die Gaussbreite.
Diese Indizes du¨rfen mehrfach vorkommen, will man z.B. Zwei Gaussprofile mit exakt









g 0 2 3
g 1 2 4
Diese Aufbau bleibt bei den Input-Files fu¨r eine Simultan-Anpassung nahezu identisch,
einzig die Funktionsdefinition erha¨lt eine zusa¨tzliche Zahl, die den Index (beginnend
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bei 0) des entsprechenden Spektrums angibt. Auch hier du¨rfen die Parameterindizes
mehrfach vorkommen.
Ein Beispiel mit zwei Voigt-Kurven und zwei Temperaturen, wobei die Frequenzen als








v 0 1 2 3 0
v 4 5 6 7 0
v 8 1 9 10 1
v 11 5 12 13 1
8.1.2 Zur Gaussian-Auswertung
Wie das Spektren-Projekt ist auch das GTools-Projekt in eine Bibliothek und diverse
Tools gespalten. Die Tabelle 8.1.2 gibt eine U¨bersicht u¨ber die Klassen, die Tabelle 8.1.2
u¨ber die Programme.
Das letzte Programm nennt sich rec2pop und formatiert die Ausgabe des QCE-Logfile
in eine Tabelle um.
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GtOut Gaussian Output File
GtCpOut Ergebnis einer Counterpoise-Korrektur
GtFrqOut Ergebnis einer Frequenzrechnung
GtNmrOut Ergebnis einer NMR-Rechnung
GtOptOut Ergebnis einer Geometrieoptimierung
GtNmr chemische Verschiebung eines Atoms
GtOpt Optimierungszyklus




GtVec3i 3-dimensionaler Vektor aus ganzen Zahlen
GtZmatrix Z-Matrix-Regeln
Tabelle 8.2: Klassen der GTools-Bibliothek
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bsse fu¨hrt fu¨r einen Satz an Clustern die CP-Korrektur aus
frq2anim erzeugt eine Schwingungsanimation
nmr2av berechnet mittlere chemische Verschiebungen
opt2anim erzeugt eine Optimierungsanimation
out2inf stellt allgemeine Informationen einer abgeschlossenen Rechnung zusammen
out2xyz entnimmt die letzte Standardorientierung
poise erzeugt einen CP-Input
week Bindungsanalyse
xyz2in Wandelt einen XYZ-File in einen Gaussian-Input-File um
xyzcalc Berechnet interaktive Bindungsla¨ngen, Winkel und Diederwinkel
zmr2in Erzeugt Gaussian-Input aus Koordinaten und Z-Matrix-Regeln
Tabelle 8.3: Programme des GTools-Paketes
8.2 Die wichtigsten Gleichungen
8.2.1 Populationen
Alle in dieser Arbeit abgebildeten Populationen sind in Massenbru¨chen definiert. Der


















Ist i die Anzahl der Monomere in einem Cluster, so gilt:
Mi = i ·M1 (8.4)
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Mit Gl. 8.4 ergibt sich:
yi =
i ·M1 · ni
N∑
i=1
i ·M1 · ni
(8.6)

























8.3 Abku¨rzungen und Symbole
8.3 Abku¨rzungen und Symbole
a Parameter des QCE-Modells, beru¨cksichtigt die Cluster-Cluster-Wechselwirkung
b Parameter des QCE-Modells, skaliert das Volumen der Cluster
BSSE Basissatzsuperpositionsfehler
c Lichtgeschwindigkeit



























QCE Quantum Cluster Equilibrium
R allgemeine Gaskonstante
RHF (spin) restricted Hartree Fock
SCF self consistent field
σ Standardabweichung
σ2 Varianz




vdW an der Waals
x Stoffmengenbruch (fru¨her: Molenbruch)
y Massenbruch, Massenanteil
< X > Mittelwert der Gro¨ße X
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8.4 Korrektur der 1H-NMR-Spektren
Da die quantenmechanisch berechneten chemischen Verschiebungen fehlerhaft sind,
mu¨ssen sie korrigiert werden. Das in dieser Arbeit verwendete Verfahren benutzt da-
zu eine additive Konstante.
Diese ergibt sich aus der Differenz der experimentellen chemischen Verschiebung fu¨r das
Hydroxylproton des Ethanols in der Gasphase[66] (0.441 ppm) und quantenmechanisch














8.5.1 OH-Frequenzen der DMEP-Cluster
Name ν˜ Infrarot- Raman- < ν˜IR > < ν˜Raman >
cm−1 Intensita¨t Aktivita¨t cm−1 cm−1
dmep1a 3463.32 9.6991 66.1689
3463.32 3463.32
dmep1b 3487.9 8.1077 77.9872
3487.9 3487.9
dmep1c 3486.54 9.5866 56.8677
3486.54 3486.54
dmep2a 3306.18 598.432 141.522
3471.45 19.2453 34.2104
3311.33 3338.35
dmep2b 3420.17 313.267 162.433
3466.72 31.1367 32.0406
3424.38 3427.84
dmep2c 3326.72 583.96 136.053
3498.76 16.0491 40.1613
3331.32 3365.93








Name ν˜ Infrarot- Raman- < ν˜IR > < ν˜Raman >
cm−1 Intensita¨t Aktivita¨t cm−1 cm−1
dmep1a 3727.8 18.8962 51.0134
3727.8 3727.8
dmep1b 3749.01 19.0063 59.8484
3749.01 3749.01
dmep1c 3750.11 19.0253 43.255
3750.11 3750.11
dmep2a 3600.22 455.676 107.852
3729.16 25.8425 25.6979
3607.14 3625.03
dmep2b 3667.17 298.281 118.344
3722.5 37.4918 24.8116
3673.35 3676.76
dmep2c 3613.78 490.096 105.945
3751.86 24.7568 29.852
3620.42 3644.13








Name ν˜ Infrarot- Raman- < ν˜IR > < ν˜Raman >
cm−1 Intensita¨t Aktivita¨t cm−1 cm−1
dmep1a 3665.5 26.6984 49.0255
3665.5 3665.5
dmep1b 3680.83 28.9593 58.3582
3680.83 3680.83
dmep1c 3679.11 29.2927 42.8193
3679.11 3679.11
dmep2a 3623.54 260.88 121.851
3663.95 30.2413 27.7927
3627.74 3631.05
dmep2b 3652.97 23.8748 112.784
3657.93 150.154 12.1962
3657.25 3653.45
dmep2c 3638.4 243.954 107.409
3677.52 28.606 32.7887
3642.5 3647.55








Name ν˜ Infrarot- Raman- < ν˜IR > < ν˜Raman >
cm−1 Intensita¨t Aktivita¨t cm−1 cm−1
dmep1a 3665.39 28.0568 50.0916
3665.39 3665.39
dmep1b 3677.69 31.516 57.5066
3677.69 3677.69
dmep1c 3677.86 31.7943 43.0584
3677.86 3677.86
dmep2a 3621.15 240.473 116.769
3658.56 27.7928 30.4888
3625.02 3628.9
dmep2b 3647.02 55.8463 121.793
3652.23 118.506 6.5375
3650.56 3647.29
dmep2c 3633.84 216.181 104.973
3668.58 27.2346 34.8662
3637.72 3642.5












Name ν˜ Infrarot- Raman- < ν˜IR > < ν˜Raman >
cm−1 Intensita¨t Aktivita¨t cm−1 cm−1
dmep1a 3729.7 34.0866 46.6314
3729.7 3729.7
dmep1b 3742.19 37.5196 53.2996
3742.19 3742.19
dmep1c 3740.97 36.5158 40.4052
3740.97 3740.97
dmep2a 3674.65 234.539 106.461
3721.65 31.8762 28.8023
3680.27 3684.66
dmep2b 3705.47 91.1502 108.78
3714.09 90.2455 11.815
3709.76 3706.31
dmep2c 3687.36 213.834 94.7
3732.38 31.9466 32.7275
3693.21 3698.92





















































8.5.2 OH-Frequenzen der TEC-Cluster
Name ν˜ Infrarot- Raman- < ν˜IR > < ν˜Raman >
cm−1 Intensita¨t Aktivita¨t cm−1 cm−1
tec1d 3431.93 6.9476 92.4612
3431.93 3431.93
tec1e 3451.72 6.241 82.1954
3451.72 3451.72
tec1f 3458.03 6.4523 81.4866
3458.03 3458.03
tec1h 3427.45 4.9287 96.6253
3427.45 3427.45
tec1i 3454.85 8.2825 76.4997
3454.85 3454.85
tec2b 3302.25 596.029 176.142
3451.76 19.2378 68.9431
3306.93 3344.31













Name ν˜ Infrarot- Raman- < ν˜IR > < ν˜Raman >
cm−1 Intensita¨t Aktivita¨t cm−1 cm−1
tec1d 3593.35 32.6799 77.0571
3593.35 3593.35
tec1e 3660.26 25.3901 60.1615
3660.26 3660.26
tec1f 3663.11 26.9059 58.6588
3663.11 3663.11
tec1h 3639.55 24.6545 69.9232
3639.55 3639.55
tec1i 3661.72 27.8874 56.9783
3661.72 3661.72
tec2b 3590.13 350.421 149.085
3640.07 32.4849 47.1416
3594.37 3602.13

























Abbildung 8.1: Temperaturabha¨ngige Infrarot-Spektren des reinen DMEP in einem Be-
reich von T = 293 K - 353 K.
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Abbildung 8.2: Temperaturabha¨ngige Infrarot-Spektren des DMEP bei xDMEP = 0.45
im Bereich von T = 293 K - 333 K.











Abbildung 8.3: Temperaturabha¨ngige Infrarot-Spektren des DMEP bei xDMEP = 0.08
im Bereich von T = 293 K - 333 K.
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Abbildung 8.4: Temperaturabha¨ngige Infrarot-Spektren des DMEP bei xDMEP = 0.05
im Bereich von T = 293 K - 333 K.











Abbildung 8.5: Temperaturabha¨ngige Infrarot-Spektren des DMEP bei xDMEP = 0.01
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