Let (G, τ ) be a finite-dimensional Lie group with an involutive automorphism τ of G and let g = h ⊕ q be its corresponding Lie algebra decomposition. We show that every nondegenerate strongly continuous representation on a complex Hilbert space H of an open *subsemigroup S ⊂ G, where s * = τ (s) −1 , has an analytic extension to a strongly continuous unitary representation of the 1-connected Lie group G c 1 with Lie algebra [q, q] ⊕ iq. We further examine the minimal conditions under which an analytic extension to the 1connected Lie group G c with Lie algebra h⊕iq exists. This result generalizes the Lüscher-Mack Theorem and the extensions of the Lüscher-Mack Theorem for * -subsemigroups satisfying S = S(G τ )0 by Merigon, Neeb, andÓlafsson.
Introduction
In the context of unitary representation theory, the problem of analytic extensions can be stated as follows: Let (G, τ ) be a pair consisting of a Lie group G and an involutive automorphism τ on G. By decomposing the Lie algebra g of G into the (+1)-eigenspace h and the (−1)-eigenspace q of L(τ ), we obtain a decomposition g = h ⊕ q. Let S be an open subsemigroup of G which is invariant under the operation g * := τ (g) −1 , g ∈ G, and let π : S → B(H) be a strongly continuous * -representation of S on a complex Hilbert space H by bounded operators. Then the goal is to find a strongly continuous representation π c : G c → U(H) of the 1-connected Lie group G c with Lie algebra g c = h ⊕ iq which is uniquely determined by an analytic continuation property.
A well-known example of this problem are strongly continuous self-adjoint one-parameter semigroups π : (R >0 , +) → B(H). Here, we have G = R and τ = − id R . In this case, the infinitesimal generator A of π is selfadjoint and, by functional calculus, the representation π c (it) := e itA , t ∈ R, of G c = iR is an analytic extension of π (cf. Example 5.1).
More generally, the following theorem is proven in [LM75] , known as the Lüscher-Mack Theorem: Let H ⊂ G be the integral subgroup with Lie algebra h and let C ⊂ q be a non-empty open convex cone which is invariant under the adjoint action of H. Consider the * -semigroup Γ(C) generated by H exp(C). Then every contraction representation π of Γ(C) on a complex Hilbert space can be analytically continued to a strongly continuous unitary representation π c of G c in the sense that the infinitesimal generators of the one-parameter (semi)-groups of elements in h + C coincide up to the obvious multiplication with i.
Since the proof of the Lüscher-Mack Theorem in [LM75] relies on the existence of coordinates of the second kind (cf. [HN12, Lem. 9.2.6]), it only works if G is finite-dimensional. However, the theorem has been proven in [MN12] in the case where G is a Banach-Lie group and S is an Olshanski semigroup. Olshanski semigroups are semigroups of the form Γ(C) as above with the additional property that the polar map
is a diffeomorphism.
In [MNO15] , an extension of the Lüscher-Mack Theorem has been proven for Banach-Lie groups G and open * -subsemigroups S with SH = S. Given a non-degenerate strongly continuous *representation (π, H) of S with additional smoothness properties, there exists a strongly continuous unitary representation (π H , H) of H and a strongly continuous unitary representation (π c , H) of G c such that, for s ∈ S, h ∈ H, and x ∈ q satisfying exp(tx) ∈ S for t > 0, we have π(sh) = π(s)π H (h) and π(exp(x)) = e −i∂π c (ix) .
(1)
The solution of analytic continuation problems plays an important role in reflection positivity: In constructive Quantum Field Theory, one uses reflection positivity to construct relativistic field theories from euclidean ones (cf. [GJ81, OS73, OS75] ). In the representation theory of Lie groups, one would thus like to pass from a unitary representation of a Lie group G to a unitary representation of G c . The primary example of this passage is from the euclidean motion group G = R d ⋊ O d (R) to the Poincaré group G c = R d ⋊ O 1,d−1 (R). One way to approach this problem involves constructing from the representation of G a contraction representation of an involutive subsemigroup S ⊂ G as shown in [NÓ17, 3.4 ]. If S has interior points and the assumptions of the Lüscher-Mack Theorem are satisfied, then we can extend this semigroup representation to a unitary representation of G c by analytic continuation.
A priori, it is not always clear whether an implicitly specified subsemigroup S is an Olshanski semigroup or even satisfies S = SH: For example, in the context of standard subspaces, i.e. real closed subspaces V ⊂ H such that V ∩ iV = 0 and V + iV = H, the inclusion order on the set of standard subspaces is of particular interest because it relates naturally to inclusions of von Neumann algebras (cf. [NÓ17] ). For a unitary representation (π, H) of G, the semigroup
encodes the order structure on the orbit π(G).V (cf. [Ne17] ). Furthermore, one can construct from (π, H) a strongly continuous contraction representation of S V on H, and its analytic continuation to G c , if it exists, provides more information about the semigroup S V . We will elaborate on this example in Section 5. This article will solve the analytic extension problem for open * -subsemigroups of finite dimensional Lie groups by refining some of the methods used in [MNO15] . These extensions are uniquely determined by properties similar to (1).
We proceed as follows. In Section 2, we recall the concept of positive definite distribution kernels which are invariant under the action of a Lie algebra based on the arguments in [MNO15] . We then apply Simon's Exponentiation Theorem [Si72] to proof the existence of a unitary representation of the 1-connected Lie group G c 1 with Lie algebra g c 1 = [q, q] ⊕ iq (cf. Theorem 2.4). One of the main ingredients of our arguments is Fröhlich's Theorem [Fro80] , which gives a criterion for the essential selfadjointness of unbounded operators on Hilbert spaces. In Section 3, we explain how the methods developed in the previous section can be used in the context of * -representations of subsemigroups by applying a well-known GNS construction. We obtain a unitary representation of G c 1 which we call the analytic continuation to G c 1 (cf. Theorem 3.5). We then justify this naming by showing that this representation is an analytic continuation of the original semigroup representation (cf. Theorem 3.12). In order to extend the analytic continuation to a unitary representation of G c , we impose that there exists a 1-neighborhood B ⊂ H := (G τ ) 0 such that, for the subsemigroup S B := {s ∈ S : Bs ⊂ S}, the restriction of the semigroup representation to S B is non-degenerate. Under this condition, we prove the existence of an analytic continuation of the original semigroup representation to the Lie group G c (cf. Theorem 3.21). In Section 4, we consider semigroups S with the property that there exists an open set U ⊂ q such that, for all x ∈ U and t > 0, we have exp(tx) ∈ S. While this property is satisfied for Olshanski semigroups, not all open * -subsemigroups are of this kind (cf. Example 5.4). We then prove that, for every strongly continuous non-degenerate * -representation (π, H) of S, there exists a representation ( π, H) of an open * -subsemigroup S of the universal covering of G such that π is an extension of π| exp(U) up to coverings (cf. Theorem 4.16). The semigroup S is a generalized version of an Olshanski semigroup and we show that the analytic continuations of the representations of S and S to G c coincide (cf. Corollary 4.17). Finally, in Section 5, we consider reflection positive representations and symmetric Lie groups with 3-graded Lie algebras as examples for which our results on analytic continuations can be applied.
Notation and conventions
For a complex Hilbert space H, its scalar product ·, · is linear in the second argument. The algebra of bounded operators on H will be denoted by B(H) and the group of unitary operators by U(H).
For a symmetric Lie group (G, τ ), we set g * := τ (g) −1 for g ∈ G. The corresponding decomposition of g = L(G) into τ -eigenspaces is denoted by g = h ⊕ q, where h is the (+1)-eigenspace and q is the (−1)-eigenspace. Moreover, we define g 1 := [q, q] ⊕ q as the ideal in g generated by q and g c := h ⊕ iq as the dual Lie algebra of g.
Let (π, H) be a strongly continuous unitary representation of G on a complex Hilbert space H and let x ∈ g. Following [Schm90] , we denote the infinitesimal generator of the unitary oneparameter group t → π(exp(tx)) by ∂π(x) (cf. Appendix A).
Given a smooth manifold M , we denote by C ∞ c (M ) the space of complex-valued smooth functions on M and by C −∞ (M ) the space of distributions, i.e. antilinear continuous functionals on C ∞ c (M ).
Invariant positive definite kernels
In this section, we recall some of the fundamental properties of positive definite kernels from [MNO15] and explain how invariant positive definite kernels can be used to construct unitary representations.
Definition 2.1. Let X be a set. A function K :
Every positive definite kernel K : X × X → C uniquely determines a Hilbert space H K ⊂ C X of complex-valued functions on X for which the point evaluations
are continuous linear functionals. By identifying K x with the function in
If X is a topological space and K is separately continuous and locally bounded, then H K ⊂ C(X) (cf. [Ne00, Prop. I.1.9]). Similarly, one can show that, if X is a locally convex smooth manifold and
Consider now a finite dimensional smooth manifold M and a distribution K ∈ C −∞ (M × M ) such that (ψ 1 , ψ 2 ) → K(ψ 1 ⊗ ψ 2 ) is a positive semidefinite hermitian form on C ∞ c (M ) and denote the corresponding Hilbert space completion by H K . The adjoint of the inclusion ι : 
(b) Let M be a finite dimensional smooth manifold, D ∈ C −∞ (M × M ) be a distribution, and g = h ⊕ q be a symmetric Lie algebra with involution τ . For a vector field X ∈ V(M ), we define:
For the following proposition, we recall that a vector field X ∈ V(M ) on a smooth manifold M acts on the space of distributions of M by
Proposition 2.3. Let M be a finite dimensional smooth manifold and K ∈ C −∞ (M × M ) be a positive definite distribution. Let g = h ⊕ q be a symmetric Lie algebra with involution τ and σ : g → V(M ) be a homomorphism of Lie algebras such that K is σ-compatible. For x ∈ g, let
Then the following assertions hold:
(a) For all x ∈ g, we have H 0
(c) For y ∈ q, let Φ σ(y) be the maximal local flow of σ(y). Then L K y is selfadjoint and
The curve t → e tL K y K ϕ has an analytic extension to the strip S ε = {z ∈ C : | Re z| < ε}. In particular, the space
is a continuous linear map on the locally convex space C ∞ c (M ). Therefore, its adjoint map on C −∞ (M ) is continuous with respect to the weak-*-topology on C −∞ (M ). Since the inclusion map (3) is continuous, the closedness follows from the definition of D
This proves the claim.
In order to show (c), we note that, by the Geometric Fröhlich Theorem for distributions [MNO15, Thm. 7.5], the operator L K y | H 0 K is essentially selfadjoint, its closure equals L K y , and (4) holds. By the spectral theorem, the curve
is continuous on S ε and analytic on S ε \ iR. Thus, it is analytic on S ε . This proves the second part of (c). 
For y ∈ q, the operator ∂π c 1 (iy)| H 0 K is essentially skew-adjoint by Nelson's Theorem (cf. [ReSi75, Thm. X.39]), and its closure coincides with ∂π c 1 (iy). Combining this with Proposition 2.3(c), we obtain
Remark 2.5. Let K be as in Proposition 2.3 and let (π c 1 , H K ) be the representation of G c 1 we obtain from Theorem 2.4. Then, for y ∈ q, we have
3 Analytic continuation of * -semigroup representations
We now apply the results from Section 2 to representations of * -subsemigroups in order to construct unitary representations of Lie groups. Throughout this section, (G, τ ) denotes a symmetric Lie group with Lie algebra g = h ⊕ q, S ⊂ G is an open * -subsemigroup, and H is a complex Hilbert space. Furthermore, we fix a right-invariant Haar measure on G. Proposition 3.1. Let ϕ : S → C be a continuous positive definite function and define
Semigroup representations and invariant distribution kernels
Let σ : g → V(S), σ(x)(s) := d dt t=0 s exp(tx), be the usual homomorphism from g onto the Lie algebra of left-invariant vector fields on G restricted to S. Then K is a positive definite σ-compatible distribution.
Proof. The positivity of K follows from the positive definiteness of the kernel K ϕ and the fact that we can approximate the integral in (5) by sums in the form of (2). For x ∈ g, the flow of σ(x) is given by
Hence we have for ψ 1 , ψ 2 ∈ C ∞ c (S):
This shows that K is σ-compatible.
For every strongly continuous representation (π, H) of S and v ∈ H, the matrix coefficient π v,v (s) := v, π(s)v is a continuous positive definite function. If (π, H, v) is cyclic, i.e. v ∈ H is such that π(S)v generates a dense subspace in H, then the following proposition shows that (π, H) is unitarily equivalent to a representation on a space of distributions.
Proposition 3.2. Let (π, H, v) be a strongly continuous cyclic * -representation of S on H. Let K ∈ C −∞ (S × S) be defined as in (5), where ϕ = π v,v . Then (π, H) is unitarily equivalent to a * -representation (π K , H K ) of S on H K with the following property: For every function ψ ∈ C ∞ c (S) and x ∈ q, there exists ε > 0 such that
for all s ∈ S and |t| < ε with s exp(tx) ∈ S.
Proof. In the following, we define π u,w (s) := u, π(s)w for u, w ∈ H, s ∈ S. Consider the map
which implies π v,w (s) = 0 for all s ∈ S. Since v is cyclic, this implies w = 0. Furthermore, we have
Thus, the Realization Theorem for positive definite kernels [Ne00, Thm. I.1.6] implies that
is a unitary operator with Ψ(γ(ψ)) = K ψ for ψ ∈ C ∞ c (S). We obtain a strongly continuous * -representation of S on H K by setting π K (s) := Ψ • π(s) • Ψ * .
It remains to show the second part of the claim: Let ψ ∈ C ∞ c (S) and x ∈ q. We choose ε > 0 such that g exp(tx) ∈ S for all g ∈ supp(ψ) and |t| < ε. Let s ∈ S, |t| < ε such that s exp(tx) ∈ S.
Then, with the notation from Proposition 3.2, we obtain a unitary operator
Remark 3.4. Let (π, H, v 0 ) be a strongly continuous cyclic * -representation of S on H and let K be defined as in (5) with ϕ = π v0,v0 . We identify every x ∈ g with the vector field σ(x)(s) := d dt t=0 s exp(tx) on S. Then we can use the unitary operator (6) from Proposition 3.2 to identify the operators L K x from Proposition 2.3 on H K with operators on H: Therefore, H contains a dense subspace
For every x ∈ g, there exists a densely defined operator
If x ∈ q, then L π x is selfadjoint and H 0 is a core of L π x (cf. Proposition 2.3(c)). By applying Theorem 2.4 to the case of positive definite distributions induced by * -subsemigroup representations, we obtain the following Theorem 3.5. Let (π, H) be a strongly continuous non-degenerate * -representation of S. Then there exists a unique strongly continuous unitary representation (π c 1 , H) of the 1-connected Lie group G c 1 with Lie algebra g c 1 = [q, q] ⊕ iq such that, for each x ⊕ iy ∈ [q, q] ⊕ iq, the infinitesimal generator ∂π c 1 (x + iy) of the one-parameter group t → π c 1 (exp(t(x + iy))) satisfies
Proof. Since π is non-degenerate, there exists a decomposition (π, H) ∼ = j∈J (π j , H j , v j ) of π into cyclic subrepresentations. For each j ∈ J, let K j be the positive definite distribution we defined in Proposition 3.2. Then we obtain a continuous unitary representation (π c 1 , H) on G c 1 by applying Theorem 2.4 and Remark 3.
is closed and π(f ) is a continuous operator, it suffices to show (8) on a dense subspace. But on each of the subspaces π j (S)v j , equation (8) follows from (7). Hence, it also holds on H. The uniqueness of π c 1 follows from the uniqueness on the subspaces H j for j ∈ J (cf. Theorem 2.4).
We call (π c 1 , H) the analytic continuation of (π, H) to G c 1 .
Remark 3.6. By construction, the infinitesimal generators of the analytic continuation (π c 1 , H) to G c 1 are direct sums of the Lie derivation operators we constructed in Remark 3.4: Let (π, H) = j∈I (π j , H j , v j ) be a decomposition of π into cyclic subrepresentations. For x ∈ g, we consider the operator
The analytic continuation
Up to this point, we have only shown that a strongly continuous unitary representation of G c 1 can be constructed from a strongly continuous * -representation of S. In this section, we will explain how these two representations are related and, in particular, why the name "analytic continuation" is justified.
Lemma 3.7. Let H : D(H) → H be a (possibly unbounded) selfadjoint operator on H and let t − , t + ∈ R such that t − ≤ 0 < t + . Then, for every v ∈ H, the following statements are equivalent:
If the above conditions are satisfied for a vector v ∈ H, then the unique solution of (9) is given by
Proof. Let P be the spectral measure corresponding to H and set P w (E) := P (E)w, w , where w ∈ H and E ⊂ R is Borel-measurable. Then we have
. Then, using the spectral integral representation of H,
Conversely, let γ : [t − , t + ] → H be a solution of (9). We apply the following argument from the proof of 
Since H m is a bounded operator and γ m satisfies
By taking the limit m → ∞, we see that on H consists of smooth vectors of (π, H) in the sense that the orbit map
, v ∈ H, and let T π be the H-valued distribution on G defined by
Then, by using the right-invariance of dg and regarding f as an element in C ∞ c (G), we see that
Lemma 3.9. Let (π, H) be a non-degenerate * -representation of S and, for x ∈ g, let L π x be defined as in Remark 3.6. Let Φ x t (g) := g exp(tx), g ∈ G, be the flow of the left-invariant vector field corresponding to x. Then
, and x ∈ g. Then, since the support of f is compact, we obtain
where the last equality follows from Proposition 2.3(a).
Proposition 3.10. Let (π, H) be a strongly continuous non-degenerate * -representation of S and let s ∈ S and v ∈ H. For x ∈ g and ε > 0 such that exp(tx)s ∈ S for |t| < ε, consider the curve
(b) If x ∈ q, then the following holds:
x and the initial value π(s)v. (iv) π(s)v ∈ D(e tL π x ) and γ(t) = e tL π x π(s)v for t ∈ (−ε, ε).
Proof. (a) Let f ∈ C ∞ c (S) and t ∈ (−ε, ε). Recall that the flow Φ x of the left-invariant vector field corresponding to x is given by Φ x h (g) := g exp(hx). There exists δ > 0 such that (t−δ, t+δ) ⊂ (−ε, ε) and Φ x h (supp f ) ⊂ S for all h ∈ (−δ, δ). Then, using the right invariance of the Haar measure, we see that for all such h and w ∈ H
By Lemma 3.9, we have
Since this holds for all f ∈ C ∞ c (S), we conclude that
Note that s * exp(tx)s ∈ S for |t| < 2ε and consider the continuous
Then the kernel on (−2ε, 2ε) × (−2ε, 2ε) given by
is positive definite. By [Wi34] , there exists a positive Borel measure µ on R such that
and η is analytic on (−2ε, 2ε). This shows that the kernel K η is analytic. Hence γ is analytic as well by [Ne10b, Thm. 5.1]).
Thus, (a) implies (ii) and (iii). Now (iv) follows from Lemma 3.7.
Proposition 3.11. Let (π, H) be a strongly continuous non-degenerate * -representation of S and let (π c 1 , H) be the analytic continuation of π to G c 1 (Theorem 3.5). Then, for every smooth vector v ∈ H of (π, H), the set π(S)v consists of smooth vectors of (π c 1 , H).
Proof. Recall that, for x ∈ q, we have ∂π c 1 (ix) = iL π x (cf. Remark 3.6). Let v ∈ H such that the orbit map π v : S → H is smooth. Let B = {x 1 , . . . , x ℓ } ⊂ q be a basis of q. Using coordinates of the second kind, we can find, for all s ∈ S and all x j1 , . . . , x jn ∈ B, an ε > 0 such that exp(t 1 x j1 ) . . . exp(t n x jn )s ∈ S, for |t 1 | < ε, . . . , |t n | < ε.
For n ∈ N, we prove by induction over n that π(s)v ∈ D(L π xj 1 , . . . , L π xj n ) and
for all x j1 , . . . , x jn ∈ B and all s ∈ S. For n = 1, this follows from Proposition 3.10(a) and (L π x | H 0 ) * = L π x (cf. Remark 3.6). For n > 1, consider as above the map
for some ε > 0. Since v is a smooth vector for π, the map η is smooth. In particular, the map
π(exp(tx jn )s)v by induction. Since this limit and the limit d dt t=0 L π xj 2 . . . L π xj n−1 π(exp(tx jn )s)v both exist, the closedness of L π xj 1 and the induction hypothesis imply that
This proves (10). Hence, we have
Since iB generates g c 1 in the sense of Lie algebras, the claim now follows from Proposition A.3.
Theorem 3.12. Let (π, H) be a strongly continuous non-degenerate * -representation of S and let (π c 1 , H) be the analytic continuation of π to G c 1 (Theorem 3.5). Then the following holds: (a) For y ∈ q and s ∈ S with exp(ty)s ∈ S for |t| < ε, we have
The curve (11) is analytic with respect to t as a B(H)-valued curve. Recall from Remark 3.6 that ∂π c 1 (iy) = iL π y . Then Proposition 3.10 shows that π(s)H ⊂ D(e tL π y ) and F (t) = e tL π y π(s) = e −it∂π c 1 (iy) π(s), |t| < ε.
This proves (11). The analyticity of F follows from Lemma B.1.
By Lemma 3.8, v is a smooth vector of (π, H). Thus, by Proposition 3.10, γ ′ (t) = (L π −x | H 0 ) * γ(t). Proposition 3.11 implies that γ((−ε, ε)) consists of smooth vectors of (π c 1 , H). In particular, we have γ(−ε, ε) ⊂ D(∂π c 1 (x)). By Remark 2.5, −(L π x | H 0 ) * is an extension of ∂π c 1 (x). Hence, we have γ ′ (t) = ∂π c 1 (x)γ(t). On the other hand, Proposition 3.11 implies that the curve η : R → H, t → π c 1 (exp(tx))π(s)v, is differentiable with η(0) = π(s)v and η ′ (t) = ∂π c 1 (x)η(t). Since γ and η are both solutions to the same initial value problem on (−ε, ε), we have γ(t) = η(t) for |t| < ε by Stone's Theorem. This implies (12).
Local representations
Our goal in this section is to extend the representation obtained in Theorem 3.5 to a unitary representation of the 1-connected Lie group G c with Lie algebra g c = h ⊕ q. As the Lie subalgebra 
Proof. For any s, t ∈ S h and v, w ∈ H, we have
Hence, we obtain a linear isometry
which extends to a unitary operator π H (h). Since π(S h )H is total in H, the operator π H (h) is uniquely determined by (13). 
is strongly continuous and satisfies π H (g)π H (h) = π H (gh), π H (g) * = π H (g −1 ), for all g, h ∈ V with gh ∈ V and π(hs) = π H (h)π(s) for all s ∈ S h , h ∈ V.
Proof. Since V is symmetric, we have for each h ∈ V that S V ⊂ S h and S V ⊂ S h −1 = hS h . Hence, the premises of Lemma 3.13 are satisfied for each h ∈ V , so that we obtain a map π H : V → U(H).
The map π H is strongly continuous on π(S V )H because of (13) and the strong continuity of (π, H).
The other properties follow from the uniqueness of π H .
Examples 3.16. (Sufficient conditions for local H-compatibility) (1) If the semigroup S satisfies HS = S, then every strongly continuous non-degenerate * -representation of S is locally H-compatible because π(S)H is total in H. In [MNO15] , it is shown that non-degenerate strongly continuous representations of such semigroups always lead to analytic continuations to G c .
(2) Suppose that there exists a compact set C ⊂ S such that π(C)H is total in H. Then there exists a symmetric open 1-neighborhood B ⊂ H such that BC ⊂ S, i.e. C ⊂ S B . Thus, π is locally H-compatible.
(3) Let x ∈ q be such that exp(tx) ∈ S for all t > 0. Then C := {exp(x)} satisfies the conditions of (2), i.e. π(exp(x))H is dense in H (cf. Corollary 3.25).
Remark 3.17. Let (π, H) be a locally H-compatible representation of S and, for k = 1, 2, let B k ⊂ H be a symmetric open 1-neighborhood such that π(S B k )H is total in H. Let π H k be the corresponding maps we obtain from Proposition 3.15 when applied to V = B k . Then, for s ∈ S B1∩B2 and h ∈ B 1 ∩ B 2 , we have 
In particular, the closed convex cone
Proof (b) Let y ∈ q, h ∈ B, s ∈ S h , and v ∈ H. Choose ε > 0 such that exp(ty)s ∈ S h for all t ∈ (−ε, ε). By Theorem 3.12(a), the continuous curves α(t) := π H (h)π c 1 (exp(tiy))π(s)v and β(t) := π c 1 (exp(it Ad(h)y))π H (h)π(s)v = π c 1 (exp(it Ad(h)y))π(hs)v have analytic continuations to the strip {z ∈ C : −ε < Im(z) < ε}. By evaluating at it, for |t| < ε, and applying (11) and (13), we obtain
Thus we also have α(t) = β(t) for all t ∈ R. By applying the same argument to all s ∈ S h and v ∈ H, we obtain by the totality of π(S h )H that
. Thus, (c) follows from spectral calculus. 
Then the following holds:
(a) ϕ is a surjective homomorphism of Lie groups whose kernel is given by the integral subgroup
(b) Let H 1 be the integral subgroup of G with Lie algebra [q, q]. Then ϕ restricts to a surjective homomorphism ϕ| H1⋊ H : H 1 ⋊ H → H whose kernel is given by ∆(H q ).
Proof. (a) The derivative of ϕ is given by L(ϕ)(g, h) = g + h for g ∈ g 1 , h ∈ h. Thus, ϕ is surjective because G is connected and ∆(H q ) = (ker ϕ) 0 . It remains to show that the kernel of ϕ is connected. We first note that, since g 1 is an ideal in g, the subgroup G 1 is 1-connected (cf. [Ho65, Ch. XII, Thm. 1.2]). Hence, the semidirect product G 1 ⋊ H is also 1-connected. If ker ϕ was not connected, then the map
would be a non-trivial covering of G. Hence, we have (ker ϕ) 0 = ker ϕ. By restricting ϕ to the subgroup H 1 ⋊ H, we obtain (b).
Theorem 3.20. Suppose that (π, H) is locally H-compatible (Definition 3.14) and let (π c 1 , H) be the analytic continuation of π to G c 1 (Theorem 3.5). Let H c be the integral subgroup of G c with Lie algebra h, let q H c : H → H c be its universal covering, and let (π H , H) be the unitary representation of H constructed in Proposition 3.18. Then there exists a unique extension of (π c 1 , H) to a strongly continuous unitary representation (π c , H) of G c such that π c (q H c (h)) = π H (h) for all h ∈ H.
Proof. Our assumptions already determine π c on H c and G c 1 , which proves the uniqueness of π c . It remains to show its existence. By Proposition 3.18b), we can extend (π c 1 , H) to a strongly continuous unitary representation π : G c 1 ⋊ H → U(H), (g, h) → π c 1 (g)π H (h), where H acts on G c 1 by the integrated adjoint representation. The map
is a surjective homomorphism of Lie groups whose kernel is the integral subgroup
19(a)). Thus it remains to show that ( π, H) factors through a continuous unitary representation of the Lie group (G
and let ε > 0 such that exp(tx) ∈ B for |t| < ε. Then, by Theorem 3.12, we have for every s ∈ S B π c 1 (exp G c 1 (tx))π(s) = π(exp G (tx)s) for |t| < ε.
We thus have π c 1 (exp G c 1 (tx)) = π H (exp H (tx)) for t ∈ (−ε, ε) because π(S B )H is total in H, which implies that equality holds for all t ∈ R. As a result, we have ∆(H q ) ⊂ ker π, which proves the claim.
We call (π c , H) the analytic continuation of (π, H) to G c . The following theorem explains the relation between the semigroup representation and its analytic continuation. (a) For y ∈ q and s ∈ S with exp(ty)s ∈ S for |t| < ε, we have π(exp(ty)s) = e −it∂π c (iy) π(s) for |t| < ε.
The curve t → π(exp(ty)s) is analytic as a B(H)-valued curve.
(b) For x ∈ [q, q] and s ∈ S with exp(tx)s ∈ S for |t| < ε, we have π(exp(tx)s) = π c (exp(tx))π(s) for |t| < ε.
Proof. Properties (a) and (b) follow from Theorem 3.12 and property (c) is a consequence of Proposition 3.18(a).
For the remainder of this section, we will consider a certain class of semigroups for which the local H-compatibility is always satisfied. For the open semigroup S, we define Proof. By [Ne00, Lemma VI.2.2], π can be uniquely extended to a representation of [0, ∞) which is strongly continuous on (0, ∞) and satisfies π(0) = id H . From the proof it also follows that the extended representation is selfadjoint. Hence, the generator A of π is selfadjoint and we have π(t) = e tA , t ≥ 0, in the sense of spectral calculus.
For v ∈ H, consider the continuous function Since π m (t) is invertible for each m and lim m→∞ E m = id H strongly, we have for all v ∈ H:
Hence, π(t)H is dense in H. is strongly continuous and analytic on (0, ∞). For each t > 0, the subspace γ(t)H is dense in H.
Proof. For all s ∈ S and v ∈ H, we have lim t→0 π(exp(ty))π(s)v = lim t→0 π(exp(ty)s)v = π(s)v, which shows that γ is a non-degenerate representation because π is non-degenerate. As π is locally bounded (cf. Remark 3.22), γ is locally bounded as well. Hence, the claim follows from Proposition 3.23. 
Then the analytic continuations (π c k , H) of π k to G c obtained from Theorem 3.20 coincide. Proof. Since G c is connected, it suffices to show that the one-parameter groups of π c a and π c b coincide. Set s := exp(y 0 ). Let y ∈ q and choose ε > 0 such that exp(ty)s ∈ V for |t| < ε. Then we have by Theorem 3.21
for |t| < ε. Since this curve is analytic with respect to t (cf. Theorem 3.21), we have π c a (exp(ity))π a (s) = π c b (exp(ity))π b (s) = π c b (exp(ity))π a (s), t ∈ R.
Now the density of the subspace π a (s)H (cf. Corollary 3.24) implies that π c a (exp(ity)) = π c b (exp(ity)) for all t ∈ R.
Let now x ∈ h and let B ⊂ H be a symmetric open 1-neighborhood such that Bs ⊂ V . Choose ε > 0 such that exp(tx) ∈ B for |t| < ε. Then we have π c a (exp(tx))π a (s) = π a (exp(tx)s) = π b (exp(tx)s) = π c b (exp(tx))π b (s) = π c b (exp(tx))π a (s), |t| < ε.
The density of π a (s)H implies that π c a (exp(tx)) = π c b (exp(tx)) for |t| < ε. Thus the same holds for all t ∈ R. This shows π c a = π c b .
Extensions to semigroup representations
In the previous section, we have shown that strongly continuous non-degenerate semigroup representations of S have an analytic extension to G c if there exists y ∈ q such that exp(ty) ∈ S for all t > 0. In this section, we show that the semigroup representation further extends to a representation of a certain generalization of an Olshanski semigroup if L o (S) ∩ q has inner points.
Invariant cones in Lie algebras and Olshanski semigroups
We fix the following notation: The following example is especially important in the context of unitary representation theory: Let (π, H) be a strongly continuous unitary representation of a connected Lie group G and let P ∞ := P(H ∞ ) be the projective space of the space of smooth vectors of π (cf. Appendix A). The convex momentum set I π of π is defined as the closed convex hull of the image of the map
By [Ne00, Lem. X.1.6], we have B(I π ) = {x ∈ g : sup spec(i∂π(x)) < ∞}. Moreover, B(I π ) is a convex Ad(G)-invariant cone. We define W π := B(I π ) o . (2) Let W ⊂ g be a pointed e ad g -invariant wedge. Then W is weakly elliptic (cf. [HN93, p. 196] ).
(3) Let iW ⊂ g c be a pointed e ad g c -invariant wedge. Then C := W ∩ q is weakly hyperbolic.
We recall some basic facts about tangent wedges of subsemigroups of Lie groups: For a closed subsemigroup S of a connected Lie group G, we define the tangent wedge of S by
For an Ad(G)-invariant wedge W ⊂ g, we define S W := exp(W ) ⊂ G as the closed subsemigroup generated by W . We say that W is global if L(S W ) = W which is equivalent to W = L(S) for a closed subsemigroup S ⊂ G. 
is a homeomorphism.
The subsemigroup Γ(C) is called an Olshanski semigroup. If g is a complex Lie algebra and q = ih, we call Γ(C) a complex Olshanski semigroup. The semigroup Γ(C) is a Lie subsemigroup of G with L(Γ(C)) = h + C (cf. [HN93, Cor. 7.35]). Hence, there exists a universal covering q : Γ(C) → Γ(C) such that q is a homomorphism of topological monoids. By lifting the polar decomposition (15), we see that Γ(C) is homeomorphic to G τ × C, where G τ is the universal covering group of G τ . If H is a connected Lie group with Lie algebra h, then there exists a discrete central subgroup D ⊂ G τ such that H ∼ = G τ /D, and D is a discrete central subgroup of Γ(C). We define Γ H (C) := Γ(C)/D.
For our purposes, we need a more general version of an Olshanski semigroup. Thus, we drop the condition that C is weakly hyperbolic (respectively weakly elliptic in the complex case) and only assume that it is an e ad h -invariant wedge.
We look at the complex case first.
Theorem 4.5. Let G be a 1-connected Lie group with Lie algebra g and let η : G → G C be its universal complexification. Let W ⊂ g be an e ad g -invariant wedge and let n := H(W ). Then the following holds:
where Q is the integral subgroup of G C /N C with Lie algebra g/n and W ′ = W/n.
(c) The unit group Γ G (W ) × is given by N C η(G).
(d) For every closed convex cone W 1 ⊂ W with W = W 1 ⊕ n, the map
Proof. The subspace n = W ∩ −W is an ideal in g and n C is an ideal in g C . We also note that the universal complexification G C of G is 1-connected by [HN12, Thm. 15.1.4]. Moreover, the integral subgroup N C of G C with Lie algebra n C is normal, hence 1-connected, and G C /N C is 1-connected as well by [Ho65, Ch. XII, Thm. 1.2]. By [HN93, Cor. 7 .36], the wedge g + iW is global in G C and Γ G (W ) = N C η(G) exp(iW ), which proves (a). In particular, the quotient map q :
It remains to show that p is a homeomorphism. In view of q(exp(iW )) ⊂ exp(iW 1 )N C , we have
hence p is surjective. Consider x, y ∈ W 1 and g, h ∈ η(G)N C such that exp(ix)g = exp(iy)h. Then we have q(exp(ix)g) = exp(ix)gN C = exp(iy)hN C . By using the polar decomposition of Γ Q (W ′ ) (cf. Theorem 4.4), we see that this implies x + n = y + n, i.e., x = y since x, y ∈ W 1 . Hence, we also have g = h, which implies that p is injective. It remains to show that p −1 is continuous. Identify W ′ with W 1 and let p : Γ Q (W ′ ) → Q×W 1 be the polar decomposition of Γ Q (W ′ ). Let ϕ := p 2 • p • q : Γ G (W ) → W 1 , where p 2 : Q × W 1 → W 1 is the projection onto the second component. Then, for all s = exp G C (ix)g ∈ Γ G (W ), where x ∈ W 1 , we have x = ϕ(s). Hence,
is continuous and thus p is a homeomorphism.
Proposition 4.6. Let g 1 , g 2 be real Lie algebras and let W j ⊂ g j (j = 1, 2) be a e ad gj -invariant wedge. Let γ : g 1 → g 2 be a homomorphism of Lie algebras with γ(W 1 ) ⊂ W 2 and let γ : G 1 → G 2 be the corresponding homomorphism of 1-connected Lie groups. Furthermore, let η Gj : G j → G j,C be the universal complexification of G j (j = 1, 2) . Then there exists a unique homomorphism ϕ :
If W 1 is generating, then ϕ is holomorphic on the interior of Γ G1 (W 1 ).
Proof. By the universal property of the universal complexification of G 1,C , we obtain a unique holomorphic homomorphism ϕ : G 1,C → G 2,C such that η G2 • γ = ϕ • η G1 . Now we obtain ϕ by restricting ϕ to Γ G1 (W 1 ). It remains to show that ϕ is unique. To this end, let ψ : Γ G1 (W 1 ) → Γ G2 (W 2 ) be another homomorphism satisfying (16). By Theorem 4.5, we have Γ G1 (W 1 ) = N C η G1 (G 1 ) exp(iW ), where N C is the integral subgroup of G 1,C with Lie algebra n C = H(W ) C . Thus, ϕ| ηG 1 (G1) = ψ| ηG 1 (G1) and ϕ| exp(iW1) = ψ| exp(iW1) follow immediately. Since n = H(W 1 ) ⊂ W 1 , we also have L(ψ| N C ) = L(ϕ| N C ). This shows ϕ| N C = ψ| N C because N C is connected.
We now turn to the real case.
Theorem 4.7. Let (G, τ ) be a 1-connected Lie group with Lie algebra g = h ⊕ q. Let iW ⊂ g c ⊂ g C be an e ad g c -invariant wedge and set C := W ∩ q and n := H(C). Then the following holds:
(a) The wedge C is e ad h -invariant and V := h + C is global in g. (c) The unit group Γ(C) × of Γ(C) is given by F H.
(d) For any closed convex cone C 1 ⊂ q such that C = C 1 ⊕ n, the map
Proof. It is clear that C is an e ad h -invariant wedge. In order to show that V is global, consider the inclusion map ι c : g → g c C . Then ι c integrates to a homomorphism ι c : G → G c C . Since the preimage of g c + W , which is global in g c C , under ι c is given by V , we conclude with [HN93, Prop. 1.41] that V is global in g. Let f := [q, n] ⊕ n ⊂ g. Then implies that f is an ideal in g. The integral subgroup F ⊂ G with Lie algebra f is normal, hence it is 1-connected and closed, and the quotient Lie group Q := G/F is 1-connected as well (cf.
[Ho65, Ch. XII, Thm. 1.2]). Let q : G → Q be the quotient map. Then C Q := dq(1)(C) = C/n is weakly hyperbolic by Example 4.2. Therefore, we obtain an Olshanski semigroup Γ(C Q ) ⊂ Q with q(Γ(C)) ⊂ Γ(C Q ) = H Q exp(C Q ), where H Q = q(H). Thus, Γ(C) = F H exp(C).
By similar arguments as in the proof of Theorem 4.5, we conclude that Γ(C) × = F H and that (17) is a homeomorphism. We introduce the following notation: For an e ad g c -invariant wedge iW ⊂ g c 1 and C := W ∩ q, we write Γ 1 (C) for the semigroup we obtain from Theorem 4.7 when applied to the 1-connected Lie group G 1 with Lie algebra g 1 = [q, q] ⊕ q.
The semigroups Γ(C) and Γ G c (−iW ) are related in the following way:
Proposition 4.8. Let (G, τ ) be a 1-connected Lie group with Lie algebra g = h ⊕ q. Let iW ⊂ g c ⊂ g C be an e ad g c -invariant wedge and let C := W ∩ q. Then there exists a continuous homomorphism Proof. We obtain γ by integration of the inclusion map g ֒→ g c C . The equivariance then follows from the e ad h -invariance of C. Proof. (a) Let n C , N C , η : G → G C , and q : Γ G (W ) → Γ Q (W ′ ) be defined as in Theorem 4.5. Let W 1 be a closed convex cone such that W = W 1 ⊕ n, where n := H(W ). We first show that
. By Theorem 4.5, there exists a unique x ∈ W 1 and g ∈ Γ G (W ) × such that s = exp(ix)g. By Lawson's Theorem 4.4, exp(ix + n C )gN C ∈ Γ Q (W ′o ) implies that x + n C ∈ W ′o and, in particular, (2) Let iW ⊂ g c be an e ad g c -invariant wedge such that C := (W ∩ q) o is non-empty, i.e. W ∩ q is generating in q. We define Γ(C) := Γ(C) o . Thus, we may assume for the rest of the proof that (B(I π ) ∩ q) o = ∅ and W π = ∅. Consider the semidirect product G τ := G ⋊ {1, τ } and define σ(g) := (1, τ )g(1, τ ) for g ∈ G τ . Then σ is an involutive automorphism of G τ with σ(g) = τ (g) for g ∈ G × {1} ∼ = G which implies L(σ) = L(τ ). Let (π * , H * ) be the dual representation of π and set π * τ := π * • τ . Let Φ : H → H * be the antiunitary operator defined by Φ(v)(w) := v, w and let
Extensions to representations of generalized Olshanski semigroups
Then J is an antiunitary involution and the representation π ⊕ π * τ of G extends to an antiunitary representation (ρ, H ⊕ H * ) of G τ such that ρ(1, τ ) = J (cf. [NÓ17, Lem. 2.10]). In particular, we have ρ(σ(g)) = Jρ(g)J for g ∈ G τ , which implies i∂ρ(L(τ )(x)) = i∂ρ(L(σ)(x)) = −Ji∂ρ(x)J for x ∈ g.
Hence B(I ρ ) is (− L(τ ))-invariant. Since ρ| G = π ⊕ π * τ , we also have B(I ρ ) = B(I π ) ∩ B(I π * τ ) = B(I π ) ∩ (−B(I π•τ )) = B(I π ) ∩ (− L(τ ))B(I π ) and therefore B(I ρ )∩q = B(I π )∩q. The argument at the beginning of the proof shows that W ρ = ∅.
Proposition 4.13. Let (π, H) be a strongly continuous non-degenerate * -representation of an open * -subsemigroup S of a symmetric Lie group (G, τ ) with Lie algebra g = h ⊕ q and let (π c 1 , H) be its analytic continuation to G c 1 (Theorem 3.5). Then L o (S) ∩ q ⊂ iB(I π c 1 ) and, in particular, By a similar argument as in Proposition 3.10 (a), we have D(A) ⊂ D(L π x ) and d dt t=0
x because H 0 is also a core of L π x (cf. Remark 3.6). In particular, L π x is the generator of a strongly continuous semigroup, which implies that spec(L π x ) ⊂ (−∞, c) for some c ∈ R (cf. [ReSi75, Thm. X.47b]). Since L π x = i∂π c 1 (−ix), this shows −ix ∈ B(I π c 1 ). Using Lemma 4.12, we conclude that
Let (G, τ ) be a 1-connected symmetric Lie group with Lie algebra g = h ⊕ q.
• Let H 1 ⊂ G be the integral subgroup of G with L(H 1 ) = [q, q].
• Let H ⊂ G be the integral subgroup of G with L(H) = h. is a well-defined strongly continuous representation of Γ(C).
Proof. We first recall from Lemma 3.19(b) that the map
is a surjective homomorphism of Lie groups whose kernel is ∆. Hence ( H ⋉ H 1 )/∆ ∼ = H. Let now h, h ′ ∈ H and y ∈ C such that q H (h) exp(y) = q H (h ′ ) exp(y). Then h −1 h ′ ∈ ∆ implies that π H (h)π S (exp(y)) = π H (h ′ )π S (exp(y)), which proves that π is well-defined. The multiplicativity of π follows from
The strong continuity of π follows from the fact that Γ(C) ∼ = (( H ⋉ H 1 )/∆) × C (cf. Theorem 4.4) and the strong continuity of (π H , π S ) on Γ 1 (C) ∼ = H × H 1 × C.
which we pull back to a holomorphic representation π : Γ G c 1 (−W π c 1 ) → B(H) with π(g exp(iy)) = π c 1 (g)e −i∂π c 1 (iy) .
Let G 1 be the 1-connected Lie group with Lie algebra g 1 and let Γ 1 (C) be the subsemigroup of G 1 we obtain from Proposition 4.10. Let γ : Γ 1 (C) → Γ G c 1 (−W π c 1 ) be the homomorphism we obtain from Proposition 4.8. Then γ restricts to a homomorphism γ : Γ 1 (C) → Γ G c 1 (−W π c 1 ) because of the construction of γ and (C) o ⊂ (iW π c 1 ) o . We define π 1 = π • γ. Let H be the 1-connected Lie group with L( H) = h and let (π H , H) be the unitary representation of H we obtain from Proposition 3.18. Then we have
where H acts by the integrated adjoint representation. Note that Γ 1 (C) is in fact invariant under the action of H because C is e ad h -invariant by Proposition 3.18(b). The above computation shows that ν : Corollary 4.17. With the notation of Theorem 4.16, the analytic continuation of (π, H) to G c and the analytic continuation of ( π, H) to G c coincide.
Proof. Let q G : G → G be a universal covering of G. We may assume that G is 1-connected because the analytic continuation of the representation (π • q G , H) of q −1 G (S) to G c coincides with the analytic continuation of π to G c . Then the claim follows from (18) and Proposition 3.26.
Examples
In this section, we consider various examples of analytic continuations of * -representations of semigroups.
Example 5.1. The simplest non-trivial example is the one-dimensional case where G = R, S = (c, ∞) for some c ≥ 0, and τ = − id R . In this case, any strongly continuous non-degenerate representation π : S → B(H) is selfadjoint and can be uniquely extended to a strongly continuous representation π : [0, ∞) → B(H) with π(0) = id H (cf. Proposition 3.23). The analytic continuation (Theorem 3.21) is given by
where A is the infinitesimal generator of π, i.e., π(t) = e tA for t ≥ 0.
The main motivation for studying the analytic continuation problem in the first place comes from the field of reflection positivity which we mentioned in the introduction: A Hilbert space E is called a reflection positive Hilbert space if there exists a unitary involution θ ∈ U(H) and a closed subspace E + such that ξ, ξ θ := ξ, θξ ≥ 0 for all ξ ∈ E + .
The space E + is called θ-positive. We then obtain a scalar product on the quotient Let now (G, ε) be a graded Lie group, i.e. G is a Lie group and ε : G → {−1, 1} is a continuous group homomorphism. Furthermore, let (π, H) be a strongly continuous antiunitary representation of G, i.e. π(g) is linear if and only if ε(g) = 1. Let γ ∈ Hom(R × , G) such that π(γ(−1)) is antiunitary. By setting J := π(γ(−1)) and ∆ −it/2π := π(γ(e t )), t ∈ R, we obtain a modular pair (∆, J) and thus a standard subspace V γ . The passage from γ to V γ for a fixed antiunitary representation π is known as the Brunetti-Guido-Longo-map (cf. [Ne17, Cor. 2.4]). We define an involutive automorphism on G by τ (g) := γ(−1)gγ(−1). Through the procedure outlined above, we then obtain a strongly continuous * -representation ( π, H J ) of the semigroup
The group G 1 := ε −1 ({1}) acts on the set of standard subspaces by the representation π and the semigroup S V contains all information about the inclusions of standard subspaces on the orbit π(G 1 )V . If S o V is non-empty and L o (S o V ) ∩ q has inner points, then the semigroup Γ(C) we obtain from Theorem 4.16 provides additional insight about the original semigroup S V .
Let (G, τ ) be a symmetric Lie group with Lie algebra g = h ⊕ q and suppose that g is 3graded, i.e. there exists a decomposition q = q − ⊕ q + of q into abelian subalgebras such that g = q − ⊕ h ⊕ q + . Such decompositions appear for instance in the theory of non-Riemannian semisimple symmetric spaces (cf. [HÓ96] ). For an open convex cone C = C − ⊕ C + ⊂ q − ⊕ q + , the semigroup S C := exp(C − ) exp(C + ) is * -invariant and C − , C + ⊂ L(S C ) ∩ q. In particular, there are cases for which S C = H exp(C):
Lemma 5.3. Let (G, τ ) be a symmetric Lie group with Lie algebra g = h ⊕ q. Let W ⊂ g be an e ad g -invariant wedge and set C := W ∩ q. Furthermore, let W 1 h ⊕ C be a closed convex cone such that (a) W 1 ∩ (h ⊕ H(C)) ⊂ H(W 1 ), (b) (− L(τ ))(W 1 ) = W 1 , and (c) H(W 1 ) is global.
Then S W1 = exp(W 1 ) is a * -invariant subsemigroup of G with L(S W1 ) = W 1 = h + C = L(Γ(C)).
Proof. By Theorem 4.7, the wedge V := h + C is global in g and S V = Γ(C). Hence, by [HN93, Prop. 1.37], the wedge W 1 is global in G and thus we have L(S W1 ) = W 1 .
Example 5.4. Let (G, τ ) be a symmetric Lie group and suppose that its Lie algebra g = q − ⊕h⊕q + is 3-graded. Let W and C be as in Lemma 5.3 with C = C − ⊕ C + ⊂ q − ⊕ q + . If C is pointed, then the conditions of Lemma 5.3 are satisfied for the cone W 1 := C, so that S C = exp(C − ) exp(C + ) = exp(C) = Γ(C).
We give a concrete example: Let G = SL 2 (R) be the universal covering group of SL 2 (R) and let τ ∈ Aut(G) be the integral of the automorphism L(τ ) : sl 2 (R) → sl 2 (R), 
A Differentiable vectors and generators
Let H be a Hilbert space, G be a finite-dimensional Lie group, and (π, H) be a strongly continuous unitary representation of G. For k ∈ N 0 , we denote by H k the space of vectors v ∈ H such that the orbit map π v : G → H is C k . We denote the space of smooth vectors by H ∞ .
For 
