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Abstract
The authors consider the nonlinear difference systems
∆(xn − anxσ(n)) = png(yn)
∆yn = δqn f (xτ(n)), n ∈ N(n0)
where δ = ±1, {an}, {pn} and {qn} are real sequences, {σ(n)} and {τ(n)} are real non-negative sequences of integers, and
f, g : R → R are continuous with u f (u) > 0 and ug(u) > 0 for u 6= 0. The authors obtain sufficient conditions for all
solutions of the system to be oscillatory. Examples to illustrate the results are included.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
The problem of oscillation of second-order nonlinear difference equations is of particular interest, since they are
discrete analogues of second-order differential equations and they do have physical applications (for example, see [1]).
It is an interesting problem to extend oscillation criteria for second-order nonlinear difference equations of the neutral
type to the case of nonlinear two-dimensional difference systems, since such systems include, in particular, second-
order nonlinear, half-linear and quasilinear difference equations as special cases. In this paper, oscillation results
obtained by [2–11] for second-order nonlinear difference equations of the neutral type are extended to nonlinear
two-dimensional difference systems.
Consider the nonlinear two-dimensional difference system
∆(xn − anxσ(n)) = png(yn)
∆yn = δqn f (xτ(n)) (S, δ)
where δ = ±1, n ∈ N(n0) = {n0, n0 + 1, . . .}, n0 ∈ N = {1, 2, . . .}, subject to the following conditions:
(C1) {an} is a positive real sequence;
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(C2) {σ(n)} and {τ(n)} are non-negative increasing sequences of integers such that
lim
n→∞ σ(n) = limn→∞ τ(n) = ∞;
(C3) {pn} and {qn} are non-negative real sequences and neither sequence vanishes identically for n ∈
N(n0),
∑∞
n=n0 pn = ∞;
(C4) f, g : R→ R are continuous, nondecreasing with u f (u) > 0, ug(u) > 0 for u 6= 0 and | f (u)| ≥ K |u|, where
K is a constant;
(C5) there exists a continuous function h : R× R→ R such that
g(u)− g(v) = h(u, v)(u − v) for all u 6= v,
and h(u, v) > β > 0 for all u, v ∈ R.
Let θ = max{infn≥n0 σ(n), infn≥n0 τ(n)}. By a solution of the system (S, δ) we mean a real sequence ({xn}, {yn})
which is defined for all n ≥ n0 − θ and satisfies (S, δ) for all n ∈ N(n0). Denote by W , the set of all solutions of the
system (S, δ) that exists for n ∈ N(N0) where N0 ≥ n0 and satisfy
sup{|xn| + |yn| : n ≥ N } > 0 for any integer N ≥ N0.
As usual a real sequence defined on N(N0) is said to be oscillatory if it is neither eventually positive nor eventually
negative and it is said to be nonoscillatory otherwise. A solution ({xn}, {yn}) ∈ W will be called oscillatory if both
components are oscillatory and it will be called nonoscillatory otherwise.
Some oscillation results for difference system (S, δ)when an = 0 for n ∈ N(n0) and τ(n) = n have been presented
in [12–15]. In the particular case pn > 0 for all n ∈ N(n0) and g(u) = u, u ∈ R, the difference system (S, δ) reduces
to the second-order nonlinear neutral difference equation
∆
(
1
pn
∆(xn − anxσ(n))
)
= δqn f (xτ(n)). (1)
Also if pn = 1 for n ∈ N(n0) and f (u) = |u|λsgn u, the last equation becomes
∆2(xn − anxσ(n))− δ|xτ(n)|λsgn xτ(n) = 0. (2)
Furthermore, if g(u) = uα , where α is a ratio of odd positive integers, then (S, δ) reduces to the quasilinear difference
equation
∆
 1
p
1
α
n
(∆(xn − anxσ(n))) 1α
 = δ f (xτ(n)). (3)
For oscillation criteria regarding Eqs. (1)–(3), we refer to [2–7] and the references cited therein.
In Section 2 we present some basic lemmas, in Section 3 we establish oscillation criteria for oscillation of all
solutions of the system (S,−1), and in Section 4 we study the oscillation of solutions of the system (S,+1). Examples
are given in Section 5 to illustrate our theorems.
2. Some basic lemmas
Denote An =∑n−1s=n0 ps, n ∈ N(n0). For any xn we define zn by
zn = xn − anxσ(n). (4)
We begin with the following lemma.
Lemma 1. Let (C1)– (C5) hold and let ({xn}, {yn}) ∈ W be a solution of the system (S, δ) with {xn} eventually of one
sign for n ∈ N(n0). Then ({xn}, {yn}) is nonoscillatory and {xn} and {yn} are monotone for n ∈ N(N ) for N ∈ N(n0).
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Proof. Let ({xn}, {yn}) ∈ W and let {xn} be nonoscillatory on N(n0). Then in view of condition (C1) and the
hypothesis on f , we have from the second equation of (S, δ), either ∆yn ≥ 0 or ≤ 0 for all n ≥ N1 ∈ N(n0),
and ∆yn and yn are not identically zero for infinitely many values of n. Thus {yn} is monotone for n ≥ N and hence
{yn} is eventually of one sign for n ≥ N . Now from the first equation of (S, δ) we can prove that {zn} is monotone and
nonoscillatory for all n ≥ N ≥ N1. This completes the proof of the lemma. 
Lemma 2. In addition to conditions (C1) and (C2) assume that 0 < an ≤ 1 for all n ∈ N(n0). Let {xn} be a
nonoscillatory solution of the inequality
xn(xn − anxσ(n)) ≤ 0 (5)
defined for all sufficiently large n.
(i) If σ(n) = n − k where k is a positive integer for n ∈ N(n0), then {xn} is bounded.
(ii) If σ(n) = n + k for n ∈ N(n0), then there exists a positive constant c such that |xn| ≥ c for all large n.
Proof. Without loss of generality we may assume that {xn} be an eventually positive solution of the inequality (5), the
proof for the case {xn} eventually negative is similar. From (5), we have
xn − anxσ(n) ≤ 0 for n ≥ N ∈ N(n0). (6)
(i) Since σ(n) = n − k and 0 < an ≤ 1, we have from (6), xn ≤ anxn−k < xn−k for all n ≥ N . Hence {xn} is
bounded.
(ii) Since σ(n) = n + k and 0 < an ≤ 1,we have from (6), xn+k ≥ 1an xn > xn > 0 for all n ≥ N . Hence there
exists a constant M ≥ 1 such that xn+k ≥ Mxn for all n ≥ N . From the last inequality we obtain xn+ jk ≥ M j xn and
as j →∞ we see that limn→∞ xn = ∞. Thus there exists a constant c > 0 such that xn ≥ c for all large n. 
Lemma 3. In addition to conditions (C1) and (C2) assume that 1 ≤ an for n ∈ N (n0). Let {xn} be a nonoscillatory
solution of the inequality
xn(xn − anxσ(n)) ≥ 0 (7)
defined for all sufficiently large n. If σ(n) = n + k for all n ∈ N(n0) then {xn} is bounded.
Proof. Without loss of generality we may assume that {xn} is an eventually positive solution of (7), the proof for the
case that {xn} is eventually negative is similar. From (7), we have
xn − anxσ(n) ≥ 0, n ≥ N ∈ N(n0).
Since σ(n) = n + k and 1 ≤ an for all n ≥ N , we have from the last inequality xn+k ≤ 1an xn < xn for all n ≥ N .
Hence {xn} is bounded. 
Lemma 4 ([1]). Assume that {bn} is a non-negative real sequence and not identically zero for infinitely many values
of n and ` is a positive integer. If
lim
n→∞ inf
n−1∑
s=n−`
bs >
(
`
`+ 1
)l+1
,
then the difference inequality
∆xn + bnxn−` ≤ 0, n ∈ N(n0),
cannot have an eventually positive solution, and
∆xn + bnxn−` ≥ 0, n ∈ N(n0)
cannot have an eventually negative solution.
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3. Oscillation theorems for the system (S,−1)
In this section we shall study the oscillation of solutions of the system (S,−1). In the following theorems we
assume that σ(n) = n − k and τ(n) = n − m, where k and m are positive integers.
Theorem 5. Assume that {an} is bounded and there exists an integer j such that m > j + k + 1. If
lim
n→∞ sup
{
An
∞∑
s=n+m
qs
}
>
1
Kβ
(8)
and
lim
n→∞ inf
n−1∑
s=n−(m− j−k)
Kβps
(
s+ j∑
t=s
qt
at−m+k
)
>
(
m − j − k
m − j − k + 1
)m− j−k+1
, (9)
then every solution ({xn}, {yn}) ∈ W of (S,−1) with {xn} bounded is oscillatory.
Proof. Let ({xn}, {yn}) ∈ W be a nonoscillatory solution of (S,−1) with {xn} bounded. Without loss of generality
we may assume that {xn} is eventually positive and bounded for all n ≥ n1 ∈ N (n0). From the second equation of
(S,−1) we obtain ∆yn ≤ 0 for sufficiently large n ≥ n2 ∈ N (n1). In view of Lemma 1, we have two cases for
sufficiently large n3 ∈ N (n2):
(i) yn < 0 for n ≥ n3;
(ii) yn > 0 for n ≥ n3.
Case (i) Because {yn} is negative and nonincreasing there is constant L > 0 such that
yn ≤ −L , for all n ≥ n3. (10)
Since {xn} and {an} are bounded, {zn} defined by (4) is bounded. Summing the first equation of (S,−1) from n3, to
n − 1 and then using (10), we obtain
zn − zn3 ≤ g(−L)
n−1∑
s=n3
ps, n ≥ n3. (11)
From (11), we see that limn→∞ zn = −∞, which contradicts the fact that {zn} is bounded. Case (i) cannot occur.
Case (ii) We consider two possibilities.
(A) Let zn > 0 for n ≥ n4 where n4 ∈ N (n3) is sufficiently large. Because {zn} is nondecreasing there is a positive
constant M such that
zn ≥ M for all n ≥ n4. (12)
From (4), we have zn < xn , and by the hypothesis we obtain
qnzn−m ≤ qn f (xn−m)K , n ≥ n5 ∈ N(n4). (13)
Summing the second equation of (S,−1) from n to i , using (13) and then letting i →∞ we obtain
yn ≥ K
∞∑
s=n
qszs−m, n ≥ n5. (14)
From condition (8) we have
1
Kβ
< lim
n→∞ sup
{
An
∞∑
s=n+m
qs
}
≤ lim sup
n→∞
∞∑
s=n
Asqs . (15)
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We claim that the condition (8) implies
∞∑
n=N
Anqn = ∞ for N ∈ N(n0). (16)
Otherwise, if
∑∞
n=N Anqn < ∞ we can choose an integer N1 ≥ N so large that
∑∞
n=N1 Anqn <
1
Kβ , which
contradicts (15).
Using a summation by parts formula, we have
n−1∑
s=N
As+1∆g(ys) = Ang(yn)− AN g(yN )− zn + zN . (17)
From (12), (13) and (17) and the second equation of (S,−1) we have
n−1∑
s=N
As+1∆g(ys) ≤ β
n−1∑
s=N
As+1∆ys
≤ −MKβ
n−1∑
s=N
As+1ys
≤ −MKβ
n−1∑
s=N
As ys, n > N ∈ N(n0)
and
MKβ
n−1∑
s=N
As ys ≤ −Ang(yn)+ AN g(yN )+ zn − zN , n ≥ N . (18)
Combining (16) with (18) we obtain
lim
n→∞(zn − Ang(yn)) = ∞
and
zn ≥ Ang(yn) ≥ βAn yn, n ≥ n6 ∈ N(n5).
The last inequality together with (14) and the monotonicity of {zn} implies
zn ≥ KβAn
∞∑
s=n
qszs−m
≥ KβAn
∞∑
s=n+m
qszs−m
≥ KβAnzn
∞∑
s=n+m
qs
and 1 ≥ KβAn∑∞s=n+m qs, n ∈ N (n6), which contradicts (8). This case cannot occur.
(B) Let zn < 0 for n ∈ N (n4). From (4) we have
zn−m+k > −an−m+kxn−m, n ≥ n5 ∈ N(n4)
is sufficiently large and
−Kqnzn−m+k
an−m+k
≤ Kqnxn−m, n ≥ n6.
In view of the hypothesis and the second equation of (S,−1) the last inequality implies
∆yn − Kqnzn−m+kan−m+k ≤ 0, n ∈ N(n6). (19)
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Summing (19) from n to n + j and then using yn+ j+1 > 0, we have
yn +
n+ j∑
s=n
Kqszs−m+k
as−m+k
≥ 0, n ∈ N(n6). (20)
Multiply (20) by βpn and then using the monotonicity of {zn} and the first equation of (S,−1), we have
∆zn +
(
Kβ
n+ j∑
s=n
qs
as−m+k
)
pnzn+k+ j−m ≥ 0, n ∈ N(n6).
By condition (9) and Lemma 4, the last inequality cannot have an eventually negative solution and this contradicts the
assumption that zn < 0 eventually. The proof is complete. 
Theorem 6. Assume that 0 < an ≤ 1, σ (n) = n− k, τ (n) = n−m and there exists an integer j such that m > j + k
and the conditions (8) and (9) are satisfied. Then all solutions of (S,−1) are oscillatory.
Proof. Let ({xn}, {yn}) ∈ W be a nonoscillatory solution of (S,−1). Without loss of generality we may assume that
{xn} is positive for n ∈ N (n1). As in the proof of Theorem 5, we have two cases.
Case (i): Analogous to the proof of case (i) of Theorem 5, we can show that limn→∞ zn = −∞. By Lemma 2, {xn}
is bounded, and hence {zn} is bounded, which is a contradiction. Hence case (i) cannot occur.
Case (ii): The proof of case (ii) is similar to that of Theorem 5 and hence the details are omitted. The proof is now
complete. 
Theorem 7. Assume that 0 < an ≤ 1, σ (n) = n + k, τ (n) = n + m with k < m and
lim sup
n→∞
n−1∑
s=n+k−m
Kβ(An − As+1)
as−m+k
qs > 1 (21)
∞∑
n=N
pn
( ∞∑
s=n
qs
)
= ∞, N ∈ N(n0) (22)
lim sup
n→∞
(
KβAn
∞∑
s=n
qs
)
> 1. (23)
Then all solutions of (S,−1) are oscillatory.
Proof. Let ({xn}, {yn}) ∈ W be a nonoscillatory solution of (S,−1). Without loss of generality we may assume that
{xn} is positive sequence for n ≥ n1. As in the proof of Theorem 5, we have two cases—case (i) and case (ii). Case
(i): From (4), we have
zn > −anxn+k, n ≥ n3 ∈ N(n0)
and
f (xn+m) ≥ Kxn+m > −Kzn+m−kan+m−k , n ≥ n4 (24)
where n4 ∈ N (n3) is sufficiently large.
In this case yn < 0 and zn < 0 for n ≥ n5 where n5 ∈ N (n4) is sufficiently large. Then the following equality
zn = zi + (An − Ai )g(yi )+
n−1∑
s=i
(An − As+1)∆g(ys)
yields
zn <
n−1∑
s=i
(An − As+1)∆g(ys), n > i ≥ n5.
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Combining the last inequality with the second equation of (S,−1) and (24) we have
zn < β
n−1∑
s=i
(An − As+1)(−qs f (xs+m))
< Kβ
n−1∑
s=i
(An − As+1)qszs+m−k
as+m−k
, n > i ≥ n5.
Let i = n + k − m and using the monotonicity of {zn}, from the last inequality, we obtain
zn < zn
n−1∑
s=n+k−m
Kβ(An − As+1)qs
as+m−k
and
1 >
n−1∑
s=n+k−m
Kβ(An − As+1)qs
as+m−k
which contradicts the condition (21).
Case (ii): As in the proof of Theorem 5, we shall consider the possibilities (A) and (B).
(A) The proof for this case is similar to that of Theorem 5. Here we use condition (23) instead of condition (4).
(B) In this case {zn} is negative and bounded for n ≥ n4. Then by Lemma 2 it follows that there is a positive
constant c such that
xn ≥ c, (25)
for n ≥ n4. Summing the second equation of (S,−1) from n to n∗, using (25) and then letting n∗ →∞ we obtain
yn ≥ Kc
∞∑
s=n
qs (26)
for sufficiently large n. Multiplying (26) by βpn and summing from N to N∗ and then letting N∗ →∞ we obtain
−zN > Kβc
∞∑
n=N
pn
∞∑
s=N
qs
for sufficiently large N and with regard to condition (22), we have a contradiction. The proof is complete. 
4. Oscillation theorems for the system (S,+1)
In this section we shall study the oscillation of solutions of the system (S,+1) when g(u) ≡ u for u ∈ R
Theorem 8. Assume that τ(n) = n − m and σ(n) = n − k with m > k. If there exists a positive integer ` such that
` < m and
lim
n→∞ inf
n−1∑
s=n+`−m
Kps
(
s+∑`
t=s
qt
)
>
(
m − `
m − `+ 1
)m−`+1
, (27)
∞∑
n=n0
qn
an+k−m
<∞,
and
lim
n→∞ sup
(
K An
∞∑
s=n+m−k
qs
as+k−m
)
> 1, (28)
then every solution ({xn}, {yn}) ∈ W of (S,+1) with {xn} bounded is oscillatory.
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Proof. Let ({xn}, {yn}) ∈ W be a nonoscillatory solution of (S,+1) with {xn} is bounded. Without loss of generality
we may assume that {xn} is eventually positive and bounded for all n ≥ n1 ∈ N (n0).
From the second equation of (S,+1) we obtain ∆yn ≥ 0 for sufficiently large n ≥ n2 ∈ N (n1).
In view of Lemma 1, we have two cases for sufficiently large n3 ≥ n2:
(i) yn > 0 for n ≥ n3;
(ii) yn < 0 for n ≥ n3.
Case (i) Since {yn} is positive and nondecreasing there exists a constant L > 0 such that
yn ≥ L , for n ≥ n3. (29)
Summing the first equation of (S,+1) from n3 to n − 1 and the using (4) and (29), we obtain
zn − zn3 ≥ L
n−1∑
s=n3
ps, n ≥ n3. (30)
From (30) and the hypothesis we have limn→∞ zn = ∞. From (4) we have zn < xn for n ≥ n3 and this contradicts
the fact that {xn} is bounded. Case (i) cannot occur.
Case (ii) We consider two possibilities:
(A) Let zn > 0 for n ≥ n4 where n4 ∈ N (n3) is sufficiently large. We have zn < yn and
qnzn−m ≤ qn f (yn−m)K for all n ≥ n5 (31)
where n5 ∈ N (n4) is sufficiently large. Summing the second equation of (S,+1) from n to n + `, and then using the
last inequality and yn+`+1 < 0, we obtain
−yn ≥ K
n+∑`
s=n
qszs−m, n ≥ n5.
Multiplying the last inequality by pn and using the monotonicity of {zn} we have
∆zn +
(
Kpn
n+∑`
s=n
qs
)
zn+`−m ≤ 0, n ≥ n5. (32)
By condition (27) and Lemma 4, the inequality (32) cannot have an eventually positive solution. This is a contradiction.
(B) Let zn < 0 for n ≥ n4. From (4) we have zn > −anxn−k, n ≥ n4 and
−Kqnzn+k−m
an+k−m
≤ Kqnxn−m ≤ qn f (xn−m), n ≥ n5 (33)
where n5 ∈ N (n4) is sufficiently large. In view of the second equation of (S,+1) the inequality (33) implies
∆yn + Kqnzn+k−man+k−m ≥ 0, n ≥ n5. (34)
Summing (34) from n to n∗ and then letting n∗ →∞, we obtain
yn ≤
∞∑
s=n
Kqszs+k−m
as+k−m
, n ≥ n5. (35)
With regard to condition (28) we have
1
K
< lim
n→∞ sup
{
An
∞∑
s=n+m−k
qs
as+k−m
}
≤ lim
n→∞ sup
∞∑
s=n
Asqs
as+k−m
. (36)
We claim that condition (28) implies
∞∑
n=N
Anqn
an+k−m
= ∞, N ∈ N(n0). (37)
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Indeed, if
∑∞
n=N
Anqn
an+k−m < ∞ we can choose an integer N1 > N so large that
∑∞
n=N1
Anqn
an+k−m <
1
K which is a
contradiction to (36). A summation by parts formula gives
n−1∑
s=N
As+1∆ys = An yn − AN yN − zn + zN . (38)
In this case there is a positive constant M such that
zn ≤ −M. (39)
Using the second equation of (S,+1), (33) and (39), from (38) we obtain
n−1∑
s=N
As+1∆ys ≥
n−1∑
s=N
Asqs f (xs−m) ≥ KM
n−1∑
s=N
Asqs
as+k−m
, n ≥ N ≥ n5.
The last inequality together with (38) implies
MK
n−1∑
s=N
Asqs
as+k−m
≤ An yn − AN yN − zn + zN , n ≥ N ≥ n5. (40)
Combining (37) with (40) we get
lim
n→∞(An yn − zn) = ∞ and − zn ≥ −An yn, n ≥ n6
where n6 ∈ N (n5) is sufficiently large. The last inequality together with (35) and monotonicity of {zn} implies
−zn ≥ −K An
∞∑
s=n
qszs+k−m
as+k−m
≥ −K Anzn
∞∑
s=n+m−k
qs
as+k−m
, n ≥ N ≥ n6
and
1 ≥ K An
∞∑
s=n+m−k
qs
as+k−m
, n ≥ n6,
which contradicts (28). This case cannot occur. The proof is complete. 
Theorem 9. Assume that 1 ≤ an, τ (n) = n − m and σ(n) = n + k for all n ∈ N (n0). If there is a positive integer `
such that ` < m and the conditions (27) and (28) are satisfied, then all solutions of the system (S,+1) are oscillatory.
Proof. Let ({xn}, {yn}) ∈ W be a nonoscillatory solution of (S,+1). Without loss of generality we may assume that
{xn} is a positive sequence for all n ∈ N (n0). As in the proof of Theorem 8, we have two cases.
Case (i): Analogous to case (i) of Theorem 8 we can show that limn→∞ zn = ∞. By Lemma 3, {xn} is bounded,
and from (3) zn < xn for sufficiently large n. Then {zn} is bounded, which is a contradiction. Hence case (i) cannot
occur.
Case (ii): The proof for this case is similar to that of Theorem 8 and we remind that τ(n) < σ(n) follows from the
above condition. The proof is complete. 
Theorem 10. Assume that σ(n) = n + k and τ(n) = n − m with m + 1 < k for all n ∈ N (n0). If there is a positive
integer ` such that ` < m,
lim
n→∞ sup
n−1∑
s=n−k+m
K (An − As+1)qsas−m > 1 (41)
and the conditions (27) and (28) hold, then all solutions of the system (S,+1) are oscillatory.
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Proof. Let ({xn}, {yn}) ∈ W be a nonoscillatory solution of (S,+1). Without loss of generality we may assume that
{xn} is positive sequence for all n ∈ N (n0). As in the proof of Theorem 8, we have two cases.
Case (i): In this case
xn > anxn+k, xn > zn
xn−m > an−mxn−m+k > an−mzn−m+k
and qn f (xn−m) ≥ Kqnxn−m > Kqnan−mzn−m+k (42)
for n ≥ n3 ∈ N (n2). Combining the following equality
zn = zi + (An − Ai )yi +
n−1∑
s=i
(An − As+1)∆ys
with (42) we obtain
zn ≥
n−1∑
s=i
K (An − As+1)qsas−mzs−m+k, n > i ≥ n3.
Let i = n − k + m and using the monotonicity of {zn}, from the last inequality, we obtain
1 ≥
n−1∑
s=n−k+m
K (An − As+1)qsas−m,
which contradicts the condition (41).
Case (ii): The proof for the case is similar to that of Theorem 8. The proof is complete. 
5. Examples
In this section we present examples to illustrate the results obtained in the previous sections.
Example 11. Consider the difference system
∆
(
xn − 12 xn−1
)
= n(n + 2)yn
∆ynZ = − cn(n + 1) xn−4, n ≥ 1 (S1)
where c is a positive constant. Here f (u) = g(u) = u. Choose j = 1 then the conditions (8) and (9) are
lim
n→∞ sup
{
n(n − 1)
∞∑
s=n+4
c
s(s + 1)
}
= ∞
and
lim
n→∞ inf
{
n−1∑
s=n−2
s(s + 2)
(
s+1∑
t=s
2c
t (t + 1)
)}
= 8c.
For c > 18 all conditions of Theorem 6 are satisfied and so all solutions of the system (S1) are oscillatory.
Example 12. Consider the difference system
∆
(
xn − 14 xn+4
)
= n3yn
∆yn = 1n(n + 1) xn−2, n ≥ 1. (S2)
Here an = 14 , σ (n) = n + 4, pn = n3, q(n) = 1n(n+1) , τ (n) = n − 2, f (u) = u. Choose ` = 1; then it is easy
to see that the conditions (27), (28) and (41) are satisfied. Hence by Theorem 10 all solutions of the system (S2) are
oscillatory.
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