In this paper we give versions of Hilbert's syzygy theorem for finitely generated modules over polynomial rings over direct product of quotients of PIDs.
Introduction
The concept of Gröbner bases for polynomial rings over a field was presented by Buchberger [3] . He also gave generalizations of this concept over some rings (e.g. [2] ). Some generalizations of this concept can be found in [1] , [13] , [12] , [9] , [5] .
In the excellent paper [7] , Gamanda et. al. generalize the concept of Gröbner bases for Bézout rings with divisibility test. They also give versions of Hilbert's syzygy theorem for Bézout domains and Bézout rings of dimension zero with divisibility test.
In the present paper, we give a generalization to syzygies on polynomials whose leading coefficients are monomials in a fixed permutable weak regular sequence. We show that length of a free resolution of monomial ideal in permutable weak regular sequence s 1 , . . . , s k is bounded by k. Later on as an application we give different versions of Hilbert's syzygy theorem for every principal ideal domain and direct product of quotients of principal ideal domains. Here, some of the quotients may be over zero ideals. From the proofs we conclude that if M ∼ = F/U (F is a free module) and leading coefficients of a Gröbner basis of U are nonzero divisors, then the module M admits a finite free resolution.
The paper [7] lies in the framework of constructive mathematics, but our paper lies in the framework of classical mathematics. Therefore, we don't assume that rings are equipped with divisibility test. Additionally, we point out that in the present paper in general the direct product of principal ideal rings don't have dimension zero. Finally, we should mention that our method of proofs are totally different than methods of proofs in [7] , as they localize Bézout rings whereas we directly use the concept of permuatble weak regular sequence.
In the last section of the paper we generalize the Gröbner bases concept for strongly discrete rings which are finite direct product of quotients of principal ideal domains. We end the paper with some examples, including an example, where we compute a free resolution on a principal ideal ring of dimension 1.
Gröbner bases on finitely generated modules
In the entirety of this paper R is a commutative ring with unit. We fix S = R[x 1 , ..., x n ] and finitely generated free S-module F = ⊕ r i=1 S with standard basis {e 1 , . . . , e r }. Every monomial of F has the form ue i , where u is a monomial of S. Assume we have a monomial order > on F . If f ∈ F , then we denote the leading term of f by LT(f ). If LT(f ) = aue i , where a ∈ R and u is a monomial in S, then we denote lc(f ) = a, LM(f ) = ue i , lm(f ) = u and lt(f ) = au. For every f = 0, we decide LT(f ) > LT(0) = 0. For aue i and bve j , where a, b ∈ R and u, v are monomials in S, we say that aue i divides bve j and we write aue i |bve j if au divides bv and i = j.
Example 2.1. Let S = R[x 1 , x 2 , x 3 ] and we have lexicographic order on S. Suppose that F = S ⊕ S ⊕ S. Assume F has lexicographic order given priority to the position. If f = rx 3 1 x 2 e 1 − x 4 1 x 2 x 3 e 3 , then LT(f ) = rx 3
If R is a Noetherian ring and U is a submodule of F , then a Gröbner basis of U always exists.
Lemma 2.5. If U is a submodule of F and G = {f 1 , ..., f m } is a Gröbner basis for U, then for every f ∈ U, we have f → G 0.
Proof. If f ∈ U, then we have an expression LT(f ) = r i g i LT(f i ), where r i ∈ R and g i are monomials in S. If we take the element
. We repeat this procedure and finally we have
But a can be generated by f i . This completes the proof.
Remark 2.6. From this lemma we conclude that if U is a submodule of F and G = {f 1 , ..., f m } is a Gröbner basis for U, then the elements of G generate U.
Definition 2.7. Let U be a submodule of F generated by f 1 , . . . , f m . Suppose G is a free module over S with the standard basis g 1 , . . . , g m and let α : G → U be a homomorphism such that α(g i ) = f i . The Schreyer monomial order on G induced by f 1 , . . . , f m and < (a given monomial order in F ) and denoted by < f 1 ,...,fm is defined as the following: Let ug i and vg j be monomials in G. Then we set ug i < f 1 ,...,fm vg j ⇐⇒ LM(uf i ) < LM(vf j ), or LM(uf i ) = LM(vf j ) and j < i. This order is a monomial order, see [6] .
Syzygies of s-monomial type elements
As we know the sequence s = s 1 , . . . , s k is a weak regular sequence if s i is an R/ s 1 , . . . , s i−1regular element for i = 1, . . . , k. We fix a permutable weak regular sequence s = s 1 , . . . , s k in R, where none of them is a unit. By an s-monomial we mean a monomial in this fixed weak regular sequence and by an s-term we mean an element of the form ua, where u is a unit and a is an s-monomial.
Remark 3.1. Any s-monomial has a unique representation. Also, we consider 1 as an smonomial, even though 1 is also a monomial in S.
Remark 3.2. If a, b ∈ R and a, b are s-terms, then lcm(a, b) and gcd(a, b) exist and they are unique up to unit (by lcm (resp. gcd) we mean the least common multiple (resp. the greatest common divisor)).
Corollary 3.3. [11, Corollary 2.6] Let a 1 , . . . , a n ∈ R be s-monomials. Then the R-module {(c 1 , . . . , c n ); c 1 a 1 + · · · + c n a n = 0} ⊆ R n is generated by {
Definition 3.4. If f ∈ F , and lc(f ) is an s-term, then we say f is s-monomial type.
Let f, g be s-monomial type elements. If the leading terms of f and g don't involve the same basis element, then we don't define the S-element, otherwise we have
It is clear that the S-element of such f and g is in a finitely generated free module over K[x 1 , ..., x n ], where K is the total ring of fractions of R. Now, we define the S ′ -element for such s-monomial type elements in F .
S ′ (f, g) = lcm(lc(f ), lc(g))S(f, g).
It is clear that S ′ (f, g) ∈ F . The following lemma is the key result that will be used to prove Buchberger's criterion for our case. But before we start we observe a notation: If δ = (δ 1 , . . . , δ n ) ∈ Z n ≥0 , then by x δ we mean
The proof of the following theorem is similar to [4, Theorem 6], but since we will use the proof later on we provide the proof. 
Proof. Using Lemma 3.5, the proof will proceed. Let f ∈ U, we consider all possible ways that f = m i=1 g i f i , where g i ∈ S, and if x u(i) e u(i) = lm(g i ) LM(f i ) and x δ e l = max(x u(1) e u(1) , . . . , x u(m) e u(m) ), so x δ e l is minimal. Clearly
The x δ e l is greater than all monomials appearing in the fourth and fifth sums. Then the assumption x δ e l > LT(f ), means that the x δ e l is also greater than leading term of the third sum.
On the other hand
We get the equation
Therefore we have a contradiction.
In the rest of this section our results are similar to some of the results in sections 4.4.1 and 4.4.3 in [6] with slightly different proofs.
Let G = {f 1 , ..., f m } be a family of s-monomial type elements in F and they form a Gröbner basis for submodule U. Then we have
is an s-monomial and u i = lm(f i )) and leading terms of such f i and f j involve the same basis element.
Let g 1 , . . . , g m be a basis for a free module L over S. We define
Theorem 3.7. With mentioned notation and condition above
Proof. Let V be a submodule of L generated by all r ij and let G = Syz(f 1 , . . . , f m ). We need to prove that G ⊆ V . Let r = m j=1 h j g j ∈ G. Let w r = max{lm(h j ) LM(f j ); j = 1, . . . , m}. Without loss of generality, we assume that
. . , t. Assume for the moment that we already know that w r ′ < w r for the relation
By induction we may then assume that r ′ ∈ V , which then implies that r ∈ V , since
On the other hand we have
This completes the proof.
Then Syz(f 1 , . . . , f m ) is generated by the relations r ij = u ij g i − u ji g j for all 1 ≤ i < j ≤ m for which f i and f j involve the same basis element.
Proof. Clearly if f i and f j involve the same basis element, then S ′ (f i , f j ) = 0, and so f 1 , . . . , f m form a Gröbner basis. Then the claim follows by Theorem 3.7.
Theorem 3.9. Let U be a submodule of F with Gröbner basis G = {f 1 , . . . , f m } and f i be s-monomial type elements. Then the relations r ij arising from the S ′ -elements of the f i and f j form a Gröbner basis of Syz(f 1 , . . . , f m ) with respect to Schreyer monomial order < f 1 ,...,fm . Moreover with this order we have LT(r ij ) = u ij g i .
Now we show that the relations r ij form a Gröbner basis for V = Syz(f 1 , . . . , f m ). Let g = m j=1 r j g j be an arbitrary relation. Let LT(r j g j ) = a j v j g j (a j ∈ R, v j is a monomial of S) for j = 1, . . . , m. Then LT(g) = a i v i g i for some i. Now let g ′ = j a j v j g j , where the sum is taken over the set S of those j for which LT(v j f j ) = LT(v i f i ). Then j ≥ i for all j ∈ S. If we substitute each g j by LT(f j ), the sum becomes zero. Therefore g ′ is a relation of the elements LT(f j ) with j ∈ S. Hence by Corollary 3.8, the element g ′ is a linear combination of elements of the form u tl g t − u lt g l with t, l ∈ S and t < l. Since j > i for all j ∈ S with j = i, LT(g ′ ) is a linear combination of u ij g i . But each u ij g i is the leading term of r ij . This completes the proof.
Theorem 3.10. Let R be a commutative ring and F = i∈A R. Suppose s = s 1 , . . . , s k is a permutable weak regular sequence in R. Let U = a 1 , . . . , a n ⊆ F , where a i are s-monomial type terms. Then U admits a free R-resolution
Proof. We order every s-monomial lexicographically when s 1 > s 2 > · · · > s k . We reorder a i similar to what is said in [6, Corollary 4.17 ]. First of all by Buchberger's criterion these terms form a Gröbner basis. On the other hand in each step of the resolution, r ij are elements of s-monomial type and they form a Gröbner basis with Schreyer's monomial order (actually here we don't have monomial order on variables and the orders are based on position). We should remark that reordering repeats in any step to remove one factor from the leading terms of r ij . By induction on k − t we show that if a i don't contain factors of s 1 , . . . , s t , then p ≤ k − t. If t = k, then the leading coefficients of elements of Gröbner basis are units. Hence we have a Gröbner basis with leading terms of e i 1 , . . . , e i l , so that the syzygy module is zero. If t < k, then we label a Gröbner basis as it is mentioned above. This implies that Syz(a 1 , . . . , a n ) has a Gröbner basis such that s 1 , . . . , s t+1 do not appear in any of leading terms of the elements of Gröbner basis. Thus by induction Syz(a 1 , . . . , a n ) has an R-resolution of length ≤ k − t − 1. This completes the proof.
Gröbner bases and syzygy theorem for a PID
In this section R is a PID. As we know if a, b ∈ R, then lcm(a, b) is unique up to unit. For every a, b ∈ R we choose an arbitrary lcm(a, b). If f, g ∈ F involve the same basis element we define S R (f, g) = lcm(lc(f ), lc(g))S(f, g). Then S R (f, g) is unique up to unit and arbitrarily we choose one.
Proof. Because the number of f i 's is finite we can choose a finite set of irreducible elements of R such as q 1 , . . . , q t , such that the leading coefficients of all f i are units times a product of q i . On the other hand a finite set of irreducible elements in a PID form a permutable weak regular sequence. If we fix q i as a permutable weak regular sequence, for each f i , f j we have
where u ij is a unit. Then the proof is clear. 
.., f m } be a family of elements in F and they form a Gröbner basis for a submodule U. We have
= lc(f i ) and u i = lm(f i )) and the leading terms of such f i and f j involve the same basis element.
Let g 1 , . . . , g m be a basis for free module L over S. We define
Theorem 4.3. With mentioned notation and condition above r ij (1 ≤ i < j ≤ m), generate syzygies of f 1 , . . . , f m .
Proof. By the same reason explained in the proof of Lemma 4.1, r ij arising by S ′ -elements generate syzygies of U. But the r ij mentioned above are associate to the r ij arising from S ′ -elements.
Corollary 4.4. Let U be a submodule of F generated by terms f 1 , . . . , f m . Then Syz(f 1 , . . . , f m ) is generated by the relations r ij = u ij g i − u ji g j for all i < j for which f i and f j involve the same basis element. Then M admits a free S-resolution
Proof. We know that M ∼ = F/U, where F is a finitely generated free S-module. It is enough to prove that U has a free S-resolution of length ≤ n. Suppose e 1 , . . . , e r is the basis of F and f 1 , . . . , f m is a Gröbner basis of U. If t is the largest integer such that the variables x 1 , . . . , x t don't appear in any of the leading terms of f i , then by induction on n − t we prove that U has a free S-resolution of length ≤ n − t. If t = n, we consider all f i (if they exist) in which the leading terms involve the basis element e 1 . If these f i are f i 1 , . . . , f is , then ∃r 1 , . . . , r s ; r 1 lc(f i 1 ) + . . . r s lc(f is ) = gcd(lc(f i 1 ), . . . , lc(f is )).
Let g 1 = r 1 f i 1 + · · · + r s f is . Now we consider all f i (if they exist) whose leading terms involve the basis element e 2 and by the same procedure we obtain g 2 , so that in the maximum case g 1 , . . . , g r form a Gröbner basis for U with the same order and its syzygies are zero modules. If t < n, we assume that the Gröbner basis of f 1 , . . . , f m is labeled as described in [6, Corollary 4.17 ]. Hence by Theorem 4.5 and [6, Corollary 4.17], Syz(f 1 , . . . , f m ) has a Gröbner basis such that variables x 1 , . . . , x t+1 do not appear in any of the leading monomials of the elements of the Gröbner basis. Then by induction Syz(f 1 , . . . , f m ) has a free S-resolution of length ≤ n − t − 1. This completes the proof.
The case of quotient of a PID
In this section we fix the quotient ring R/NR, where R is a PID. We know that we can factor N = p n 1 1 . . . p n k k , where p i are irreducible elements of R. For every α i > n i , we have
i+1 . . . p n k k +NR is a unit. Then all elements of R/NR have a presentation of the form up α 1 1 . . . p α k k + NR, where u + NR is a unit and α i ≤ n i . On the other hand this presentation is unique because if up α 1
Without loss of generality we may assume α 1 < β 1 . Hence
We define S R/N R -element of two elements f, g ∈ F (the base ring is S = (R/NR)[x 1 , . . . , x n ]). Let the leading terms of f, g involve the same basis element, lc(f ) = a + NR and lc(g) = b + NR, then
We should remark that S R/N R (f, g) is unique up to unit. If lc(f ) = a + N, then we set ann(lc(f )) = N a + N. Note that ann(lc(f )) is unique up to unit. Now we state a similar result to Lemma 3.5.
Proof. For the case of m = 1 the claim is clear so we prove the case m > 1. For each f i we consider its representative (one of them) in (R[x 1 , . . . , x n ]) r and denote it by g i . Now if the leading coefficient of g i is u i p
By the same argument as in the proof of Lemma 3.5,
In the sum above Proof. Let f ∈ U, we consider all possible ways that f = m i=1 g i f i , where g i ∈ S, and if x u(i) e u(i) = lm(g i ) LM(f i ) and x δ e l = max(x u(1) e u(1) , . . . , x u(m) e u(m) ), so x δ e l is minimal.
The x δ e l is greater than all monomials appearing in the forth and fifth sums. Then the assumption x δ e l > LT(f ), means that the x δ e l is also greater than leading term of the third sum. On the other hand in the third sum if we have only one summand say lt(g i )f i , then lt(g i )f i = a ann(lc(f i ))f i and by the assumption the claim is clear. If we have more than one summand, then the proof is similar to Theorem 3.6.
Let G = {f 1 , ..., f m } be a family of elements in F that form a Gröbner basis for a submodule U. We have
(b i +NR = lc(f i ) and u i = lm(f i )) and the leading terms of such f i and f j involve the same basis element. We also have ann(lc(f i ))f i = q ii,1 f 1 + · · · + q ii,m f m , where LM(ann(lc(f i )))f i ≥ lm(q ii,l ) LM(f l ).
Theorem 5.3. With mentioned notation and condition above
Proof. Let V be submodule of L generated by all r ij and let G = Syz(f 1 , . . . , f m ). We need to prove that G ⊆ V . Let r = m j=1 h j g j ∈ G. Let w r = max{lm(h j ) LM(f j ); j = 1, . . . , m}. Without loss of generality, we assume that w r = lm(h j ) LM(f j ) for j = 1, . . . , t and lm(h j ) LM(f j ) < w r for j = t + 1, . . . , m. Let b j + NR = c j d j + NR, where c j + NR is a unit and d j = p
If lm(h j ) = v j , and lc(h j ) = a j + NR, then w r = u j v j e i for j = 1, . . . , t, (LM(f j ) = u j e i ) and t j=1 a j c j d j + a t+1 c t+1 d t+1 = 0, where c t+1 = 1, d t+1 = N. Hence by Corollary 3.3, we have
where {k i |1 ≤ i ≤ t + 1} is the standard basis for R t+1 . Then we can write
u j for j = i + 1, . . . , t. Assume for the moment that we already know that w r ′ < w r for the relation
On the other hand we see that ann(lc(f i )) = lcm(d i ,d t+1 )
Then using induction the claim follows similar to Theorem 3.7.
Corollary 5.4. Let U be a submodule of F generated by terms f 1 , . . . , f m . Then Syz(f 1 , . . . , f m ) is generated by the relations ann(lc(f i ))g i and r ij = u ij g i − u ji g j for all 1 ≤ i < j ≤ m for which f i and f j involve the same basis element.
Theorem 5.5. Let U be a submodule of F with Gröbner basis G = {f 1 , . . . , f m }. Then the relations r ij for 1 ≤ i ≤ j ≤ m form a Gröbner basis of Syz(f 1 , . . . , f m ) with respect to Schreyer monomial order < f 1 ,...,fm . Moreover with this order we have LT(r ij ) = u ij g i when i < j and LT(r ii ) = ann(lc(f i ))g i .
Theorem 5.6 (Hilbert's syzygy theorem for quotient of PID). Let M be a finitely generated S-module. Then M admits a free S-resolution
Proof. The proof is similar to Theorem 4.6. The only step at which the argument is different is when the leading term of Gröbner basis does not contain any variables. Since in R/NR we have Bézout identity, then g i form a Gröbner basis for U, where g i are the same as in the proof of the mentioned theorem. If the leading coefficients of all g i are units, then the syzygies are zero modules. It is enough to map a free module onto U such that the kernel of this map is zero. In the next step we map the same free module to zero. The next step we map the same free module to itself and so on. Otherwise we may assume that the leading term of g i for 1 ≤ i ≤ s is not a unit and the leading term of g i for i ≥ s + 1 is a unit. Hence we map ⊕S onto U by sending h i to g i ({h i } is standard basis of the free module). Then by Theorem 5.3 the syzygies are generated by l 1 , . . . , l s , where the leading term of l i is ann(lc(g i ))h i . It is enough to map ⊕ s i=1 S by sending the standard basis to l i , and map ⊕ i≥s+1 S to zero. We can continue this procedure.
Corollary 5.7. Let M be a finitely generated S-module. If M ∼ = F/U and the leading coefficients of a Gröbner basis of U with a monomial order all are nonzero divisors, then M admits a free S-resolution
of length p ≤ n + 1.
Gröbner bases and syzygy theorem for direct product of quotients of PIDs
In this section we fix R = p i=1 R i /N i R i , where R i are PID and N i ∈ R i , moreover N i is not a unit but it is not necessarily nonzero. Then R is a direct sum of PIDs and quotients of PIDs. As before S = R[x 1 , . . . , x n ], F = ⊕ r i=1 S with standard basis e 1 , . . . , e r . If U is a submodule of F , then a Gröbner basis of U exists. By (a i + N i R i ) we mean an element of R, whose ith component is a i + N i R i .
Let f, g ∈ F , lc(f ) = (a i + N i R i ) and lc(g) = (b i + N i R i ). Then we define
We should remark that if a i + N i R i or b i + N i R i is zero, then we define lcm(a i ,b i )
We also remark that S R (f, g) is unique up to unit. Let f ∈ F . By (d) j we mean an element in R whose jth component is d and whose other components are zero.
We also have x δ e l > LM (S R (f i , f j )) and x δ e l > LM (ann(lc(f i ))f i ).
Proof. We assume that jth component of
Hence for each j we consider the subsum m i=1 (c ij ) j f i . We see that x δ e l > LT( (c ij ) j f i ). Let lc(f i ) j be the jth component of lc(f i ). Now if all (c ij ) j are zero, then we don't consider this subsum. If lc(f i ) j is zero, then (c ij ) j = (c ij ) j (1) j , so that (c ij ) j f i = (c ij ) j ann(lc(f i ))f i . Then we can consider β's such that lc(f β ) j = 0. We have x δ e l > LT( β (c βj )f β ). Now if there is only one β, then (c βj )f β = (a) j ann(lc(f β ))f β . If there is more than one β, then c βj lc(f β ) j = 0. Let
Thus by the same argument as Lemma 4.1 and Lemma 5.1, we have
((a i + N i R i ) = lc(f α ) and u α = lm(f α )) and the leading terms of such f α and f β involve the same basis element. We also have
where LM(ann(lc(f α )))f α ≥ lm(q αα,l ) LM(f l ).
Let g 1 , . . . , g m be a basis for free module L over S. We define r αβ = u αβ g α − u βα g β − q αβ,1 g 1 − · · · − q αβ,m g m , and r αα = ann(lc(f α ))g α − q αα,1 g 1 + · · · − q αα,m g m . Theorem 6.2. With the mentioned notation and condition above r αβ (1 ≤ α ≤ β ≤ m) generate Syz(f 1 , . . . , f m ).
Proof. Let V be the submodule of L generated by all r αβ and let G = Syz(f 1 , . . . , f m ). We need to prove that G ⊆ V . Let r = m α=1 h α g α ∈ G. Let w r = max{lm(h α ) LM(f α ); α = 1, . . . , m}. Without loss of generality, we assume that w r = lm(h α ) LM(f α ) for α = 1, . . . , t and lm(h α ) LM(f α ) < w r for α = t + 1, . . . , m. If lm(h α ) = v α , then w r = u α v α e β for α = 1, . . . , t, (LM(f α ) = u α e β ). We assume that γ-component of lc(f α ) (resp. lc(h α )) is lc(f α ) γ (resp. lc(h α ) γ ). The rest of the proof is similar to the proof of Theorem 3.7 and Theorem 5.3. We consider
In the following we will say what are values of c ijγ and d iiγ . For an arbitrary γ we have two cases: (i) N γ = 0. Therefore, in this component we deal with a PID. If for some 1 ≤ α ≤ t we have lc(h α ) γ = 0, then we have c iαγ = c αjγ = d ααγ = 0. If lc(h α ) γ = 0 and lc(f α ) γ = 0, then c iαγ = c αjγ = 0 and d ααγ = lc(h α ) γ . For remaining 1 ≤ i, j ≤ t, we have d iiγ = 0 and c ijγ can be obtained by using Corollary 3.3.
(ii) N γ = 0. Therefore, in this component we deal with a quotient of a PID. Again the argument is similar to the case (i) when lc(h α ) γ = 0 or lc(h α ) γ = 0 and lc(f α ) γ = 0. For the remaining 1 ≤ i, j ≤ t, similar to the proof of Theorem 5.3, we have
Corollary 6.3. Let U be a submodule of F generated by terms f 1 , . . . , f m . Then Syz(f 1 , . . . , f m ) is generated by the relations ann(lc(f α ))g α and r αβ = u αβ g α − u βα g β for all 1 ≤ α < β ≤ m for which f α and f β involve the same basis element. . . , f m ) with respect to Schreyer monomial order < f 1 ,...,fm . Moreover with this order we have LT(r αβ ) = u αβ g α when α < β and LT(r αα ) = ann(lc(f α ))g α . Theorem 6.5 (Hilbert's syzygy theorem for finite direct product). Let M be a finitely generated S-module. Then M admits a free S-resolution
Proof. Regarding the proof of Theorem 4.6, it is enough to do the last step when there are no variables in the leading term of f 1 , . . . , f m and they form a Gröbner basis for U. In each component of elements in R we have Bézout identity. Then we have Bézout identity on elements of R. Therefore similarly to the proof of Theorem 4.6, we obtain g i which form a Gröbner basis for U. If all g i are nonzero divisors then we are done. Otherwise, the argument is similar to Theorem 5.6. Corollary 6.6 (Hilbert's syzygy theorem for finite direct product). Let M be a finitely generated S-module. If M ∼ = F/U and the leading coefficients of a Gröbner basis of U with a monomial order all are nonzero divisors then M admits a free S-resolution 0 → F p → F p−1 · · · → F 1 → F 0 → M → 0 of length p ≤ n + 1.
In the rest of this section R = i∈A R i /N i R i , where A is an infinite set and R i are PIDs. Before we state the main result we make the following observation. Remark 6.7. If U is a submodule of F and LT(U) is finitely generated then we have the same r αβ . We have a similar result to Theorem 6.2 with a similar proof. We should also observe that Buchberger's criterion is valid for infinite direct products. In the proof of this theorem we just need to explain that since the number of S R -elements is finite, at the end we can obtain a finite sum of these elements.
Then we have the following results. Theorem 6.8 (Hilbert's syzygy theorem for direct product). Let M be a finitely generated S-module. Suppose M ∼ = F/U and LT(U) with a monomial order is finitely generated. Then M admits a free S-resolution
where p ≤ n + 1. Corollary 6.9 (Hilbert's syzygy theorem for direct product). Let M be a finitely generated S-module. If M ∼ = F/U, LT (U) is finitely generated and the leading coefficients of a Gröbner basis all are nonzero divisors, then M admits a free S-resolution 0 → F p → F p−1 · · · → F 1 → F 0 → M → 0 of length p ≤ n + 1.
7.
Gröbner bases for strongly discrete rings Definition 7.1. A ring R is strongly discrete when given a, a 1 , . . . , a m ∈ R, there is an algorithm to determine whether a ∈ a 1 , . . . , a m and if it is, to compute b 1 , . . . , b m ∈ R such that a = a 1 b 1 + · · · + a m b m . Now we state the division algorithm on strongly discrete rings. Lemma 7.2. Let R be a strongly discrete ring and E = (f 1 , . . . , f m ) be an ordered m-tuple of elements of F , and let f ∈ F . Consider the following algorithm:
1. Order m-tuples (i 1 , . . . , i m ) (i j ∈ {0, 1}) lexicographically. 2. g 1 = g 2 = · · · = g m = 0, r = 0, and g = f .
3. If LT(g) is generated by LT(f i ), then find smallest (i 1 , . . . , i m ) (i j ∈ {0, 1}) such that LT(g) = m j=1 r j g j i j LT(f j ) (g j are monomials). Replace g j by g j + r j g j i j and g by g − m j=1 r j g j i j f j . 4. Repeat step 3 until LT(g) is not generated by LT(f j ). Then replace r by r + LT(g) and g by g − LT(g). 5 . If now g = 0, start again with step 3. If g = 0 stop the algorithm. This is an algorithm which gives us an m-tuple (g 1 , . . . , g m ) ∈ S m and an r ∈ F with f = g 1 f 1 + · · · + g m f m + r, and such that the following conditions are satisfied. a. If r = 0, then none of the terms of r is generated by LT(f 1 ), . . . , LT(f m ). b. We have LM(f ) ≥ lm(g i ) LM(f i ). We call r a remainder of f on division by E and denote it by f E .
