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therefore the presence or absence of highly mobile species. We use simulation 23 studies to investigate how different temporal resolutions might affect the results of 24 species distribution models for highly mobile species (e.g. cetaceans) in marine 25
environments. 26 Location 27
Azores archipelago, Portugal 28
Methods 29
We developed 3 virtual species with different habitat preferences influenced by 30 (i) only static (topographic), (ii) only dynamic (oceanographic), and (iii) both 31 dynamic and static variables. Assuming that species would reposition themselves 32 daily according to these preferences (as has been observed for large marine 33 foragers such as cetaceans), we used two different approaches (generalized linear 34 model and generalized boosted model) to test the effect of using daily, weekly and 35 monthly environmental datasets to model distributions. 36
Results 37 3
The results showed that the selection of different temporal scales has a very 38 important effect on model predictions. When dynamic variables are important 39 components of habitat preference, models based on daily or weekly timeframes 40 performed best at reconstructing the known niche. 41
Main conclusion 42
It is important that we consider temporal resolution when applying species 43 distribution models. Several factors (e.g. species ecology and oceanographic 44 characteristics of the ecosystem) should be taken into consideration when 45 selecting an adequate temporal scale for niche modelling. For fine scale 46 applications (e.g. dynamic ocean management), highly dynamic ecosystems, and 47 highly mobile species, our results suggest exploring temporal resolution of 7-8 48 days rather than coarser temporal scales. For some applications annual, seasonal 49 or even monthly averages may produce inferior or inaccurate models. 50
Author contributions: M.F. conceived the ideas; M.F., P.M. and C.Y. provided and 51 analysed data; all authors contributed to the writing and revision processes. 52 53 54 55 56
INTRODUCTION

57
It is important to understand the factors that influence species distributions 58 sampled each day, using a threshold approach (H≥0.6) to select the suitable area 164 for presences (for more details see Appendix S2). 165 The virtual species' responses to environmental variables were either linear or 166 unimodal. The final species distribution was based on a weighted combination of 167 responses to each variable (Figs. S1.1 to S1.3, see Appendix S1 for full details). 168
Suitable areas for each species were projected onto a 2x2 km map of the study area 169 (Figs. S2.1 to S2.3). 170
Sampling survey design 171
Environmental and effort data for the virtual species mirrored the timeframe of 172 a simulated cetacean detection survey for the Azores archipelago. Surveys were 173 restricted to the Central and Eastern island groups, covering 20,415 km 2 . We 174 onto the 2 km grid that matched the environmental data. 178
As a complementary analysis a second survey was used to test for potential 179 effects of survey design on the results. A non-linear survey design was used; see 180
Appendix S3 for more details. 181
We simulated detections of the target species to infer presence (and absence) data 182 in our models. We randomly selected 300 detection points (150 for training and 183 150 for testing) from the sampled suitable area over the entire sampling period. 184
This generated two datasets, each with 150 presences (or detections) with the 185 other grids cells, noted as absences (details in Appendix S2). This mimics a real 186 world encounter rate of c. 1.22 groups/100 km (Silva et al. 2014). We allowed the 187 encounter rate to change through time; therefore it was related to the amount of 188 suitable habitat per kilometre. With this design, for the species influenced by 189 dynamic variables (Dynamic and Pseudoreal), the daily encounter rate will start 190 low and steadily increase over the course of the season (as suitability areas are 191 more available), with some days with rates much higher than 1.22 groups/100km. 192
Consequently we assumed that these species were some sort of large-ranging 193 seasonal migrant, not present at the beginning of the season and then disperses to 194 the area. To simplify the analysis we assumed a perfect presence/absence 195 detection scenario (all the groups encountered during the sampling were 196 detected), although this is unusual for marine species (Katsanevakis et al., 2012) . 197
This random selection was repeated 1,000 times for each species. Data were 198 grouped according to three temporal aggregations. Niche estimates were 199 calculated using two modelling approaches. 200
Temporal aggregations 201
Three temporal aggregations were created: daily, weekly (7-days) and monthly 202 (4 weeks). For daily data, we constructed a data frame containing the 203 environmental data, the sampling effort and the presence or absence of species for 204 all the grid squares sampled each day. Using this approach a given location can be 205 regarded as a presence one sampling day and an absence the next. To support the results, explanation suitability maps were produced for an 254 extended area for randomly chosen dates for the three virtual species (Dynamic, 255
Static and Pseudoreal) using the GLM approach. All analysis and figures were 256 produced using R. 257
RESULTS
258
We built 6,000 ecological niche models (three temporal aggregations and two 259 modelling algorithms) for each of the three virtual species, making a total of 260 18,000 models. For the two species influenced by dynamic variables, there were 261 important differences in the evaluation metrics between the three temporal 262 aggregations. In general, results improved when using the daily or weekly 263 environmental layers. For species influenced solely by static variables, differences 264 in accuracy between temporal aggregations were smaller. 265
Variable contributions 266
There were some differences among variable contributions by modelling 267 method (Fig. 3) , detailed below. The GLM analysis for the Static species showed smaller differences in variable 280 selection between temporal aggregations. The two most important variables (SST 281 and slope) were selected in more than 80% of iterations for all temporal 282 groupings. 283
GBM 284
The GBM models performed well for the dynamic and the Pseudoreal species. 285
For the Dynamic species, the 'daily' model was able to successfully detect all 286 influencing variables, although the contribution of the main variable (SST) was 287 smaller than its theoretical weight. The 'weekly' models detected the two main 288 variables (SST and Fdist). However, for the 'monthly' models, only the influence of 289 SST was detected. 290
For the Pseudoreal species, the daily approach identified the effects of SST and 291 slope. However a relative upweighting of Fdist was found. The weekly analysis 292
showed an almost perfect correlation between the variable contributions and their 293 15 theoretical weight. Models using monthly data had Fdist contributions lower than 294 expected, while the curvature contribution was overestimated. In general, models 295 from this scenario showed the poorest accuracy regarding variable selection. 296
For the Static species, the three temporal aggregations produced similar 297 results, with depth as the main contributing variable, as expected. However, some 298 noise can be observed in the model for the monthly scenario, which exhibited a 299 larger variation of contribution values. 300
Train and test AUC results 301
Ignoring the influence of mobility, we would expect that coarsening temporal 302 The results obtained suggest these findings are not related to survey design, 327 although further analysis with other designs and applying detectability indexes 328 would be useful to discard any potential undetected effects. 329
Dynamic cetacean movements 330
The virtual species used in the present study were designed based on a review of 331 previous distributional cetacean studies. A daily response to rapidly changing 332 oceanographic patterns, as assumed for the present study, has been described or 333 suggested for some cetacean species, such as baleen whales (Doniol-Valcroze et al. 
Temporal resolution of dynamic variables 354
Generally, modelling with weekly environmental data produced the best results. finer temporal resolution might be needed to detect the effects of highly dynamic 361 variables (Fdist in this case). Moreover, the species ecology and their relation with 362 the environment could be also essential. Response curves for SST in the present 363 study were always based on a linear function, while those for distance to fronts 364 were created using a unimodal function, leading to a more restricted range of 365 suitable values for distances to frontal areas than for SST. Therefore the species 366 modelled will be more sensitive to changes on thermal front locations than to SST 367 changes. Likewise, the use of a finer temporal grain might be important when 368 species are strongly related to specific ranges of one or more dynamic variables. 369
However, for species with a more generalist relation with dynamic predictors, a 370 coarser resolution could be suitable. 371 Scales et al. 2017 found that models using broader temporal scales can 372 introduce bias in presence-availability for simulated blue whale movements for the 373 California upwelling system. However, Mannocci et al. (2014) concluded that 374 modelling using a climatological temporal scale (corresponding to seasonal 375 oceanographic conditions averaged over 7 years) performed better than using 376 weekly data. These authors examined a tropical system, which are typically more 377 constant, with stable oceanographic phenomena that can be used by top predators 378 in a predictable fashion. In contrast, the (temperate) Azores region has been 379 described as an area with high mesoscale activity strongly influenced by the Gulf 380
Stream and associated currents (Santos et al., 1995) . In order to produce accurate 381 models it is essential to have a good understanding of the oceanographic 382 characteristics of the study area. When producing distribution estimates for areas 383 with higher dynamism (such as temperate oceanic islands or coastal upwelling 384 systems) the use of fine temporal resolution may be important. 385
We found little evidence that modelling with daily (rather than weekly) 386 environmental data could lead to significant improvement in model performance. Given that a species' niche is not usually well understood prior to modelling, it 461 would be a good practice to include dynamic, static, and climatological variables in 462 the model fitting process to test for influences at multiple spatial and temporal 463 scales. However, high quality environmental data for many oceanographic 464 variables rarely exists at daily temporal resolutions in most parts of the ocean and 465 fine-scale prey distribution is non-existent on most temporal scales. As these data 466 become available it would be worth testing their influence. Meanwhile the 467 inclusion of variability measures (e.g. minimum daily temperature in a given 468 month) when using coarser grains can provide a way of adding some finer 469 temporal resolution data, improving model predictions. 470
Approaches using a finer grain (both on biological, spatial and temporal scales) 471 may be more suitable for effective conservation measures (Stelzenmüller et al., 472 
