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Abstract
Let  ⊆ Cn be a domain and k be a holomorphic reproducing kernel on . By the Moore–
Aronszajn characterization, every finite matrix k(Zi, Zj ) is positive semidefinite. We show
that, as a direct algebraic consequence, k(Z,U) satisfies an infinite 2n-parameter family of
differential inequalities of which the classic diagonal dominance inequality for reproducing
kernels is the order 0 case. In addition, the mixed hemisymmetric partial derivative of k with
respect to any pair of homologous variables yields again a holomorphic reproducing kernel on
. These results are interpreted in terms of the general theory of reproducing kernels.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction and definitions
1.1. Moore positivity and reproducing kernels
A positive definite matrix in the sense of Moore (see e.g. [15,3]) is a function
k : E × E → C such that
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n∑
i,j=1
k(xi, xj )ξiξj  0, (1.1)
for alln ∈ N, (x1, · · · , xn) ∈ En and (ξ1, · · · , ξn) ∈ Cn; that is, all finite square matri-
ces M of elements mij = k(xi, xj ), i, j = 1, . . . , n, are positive semidefinite.
It is easily shown that a positive definite matrix in the sense of Moore enjoys the
following basic properties:
∀x, y ∈ E k(x, y) = k(y, x) (conjugate symmetry),
∀x, y ∈ E k(x, x)  0,
∀x, y ∈ E |k(x, y)|2  k(x, x)k(y, y). (1.2)
These properties follow immediately from (1.1) respectively by complex conjuga-
tion and by consideration of the cases n = 1 and 2. We refer to the last inequality as the
diagonal dominance inequality for reproducing kernels. As it implies the previous
inequality as the special case y = x, when reference is made to both inequalities
in (1.2) we may without loss of generality refer only to the diagonal dominance
inequality.
In the case of a finite set E = {1, . . . , n}, the positive matrices in the sense of
Moore on E are the positive semidefinite complex n × n matrices A = [aij ] (note the
slight mismatch in terminology). The general properties (1.2) imply respectively the
standard facts that positive semidefinite matrices are Hermitian, positive on the main
diagonal and satisfy |aij |2  aiiajj , that is, all 1 × 1 and 2 × 2 principal submatrices
of A are positive semidefinite (note incidentally that the diagonal dominance inequal-
ity in (1.2) does not have the usual meaning of ‘diagonal dominance’ in matrix theory
[12]).
As the previous example shows, it is meaningless in general to speak of regularity
of k since E is not in general assumed to be endowed with any structure, in particular a
topology. Thus the diagonal dominance inequality (1.2) holds pointwise everywhere
on E independently of any additional structure on E. In particular, diagonal domi-
nance is in no way related to the presence of topological or differential structures on
E and is therefore completely independent of the regularity of k.
We stress that the definition of positive definite Moore matrices (1.1) requires
that all finite matrices K = [k(xi, xj )] constructed from points in En for every n
are positive semidefinite. In contrast, positive semidefiniteness of all n × n principal
submatrices of K for n  2 is sufficient for diagonal dominance. Thus the algebraic
requirement in definition (1.1) is much stronger than what is required to ensure dia-
gonal dominance of k. It is therefore reasonable to think that the additional algebraic
requirements of positive semidefiniteness of all matrices of order n > 2 should imply
additional general properties of k(x, y).
In this paper we solve this question, showing that for every n each discrete inequal-
ity (1.1) indeed implies a general inequality for k(x, y). However, in contrast to the
classical cases n = 1, 2, the case for general n has a specifically analytical nature
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which is only revealed when the space E has a differentiable structure and k(x, y)
is appropriately differentiable. In this case, positive semidefiniteness of the matrices
involved implies, by straightforward linear algebraic and analytical arguments, that
k(x, y) satisfies general multiparameter differential inequalities of which the clas-
sical diagonal dominance inequality in (1.2) is the special case of zero smoothness
(continuity).
We perform this construction in the context of holomorphic functions of several
complex variables to attain full generality while keeping analytic technicalities to a
minimum. While weaker differentiability settings are possible (with correspondingly
weaker conclusions), this has the advantage that the analytical nature and role of the
discrete inequalities (1.1) are completely clarified. The main results do not depend
on specific details of the differentiable structure on E; this is only needed to ensure
possibility of performing limit procedures on quadratic or quartic combinations of
finite difference matrices whose positive semidefiniteness depends critically on matrix
algebraic arguments (Propositions 2.1 and 2.2). These matrices would of course still
be positive semidefinite in the absence of differentiability, but of course then no
analytical interpretation would be possible. In our results, therefore, linear algebra
plays a more fundamental role than analysis.
It is well-known that the theorem of Moore–Aronszajn provides an equivalent
characterization of positive definite matrices in the sense of Moore as reproducing
kernels, in an appropriate Hilbert space. Reproducing kernels are the object of a
deep and elegant general theory with an extensive literature and a broad range of
applications; see e.g. [15,3,14], or more recent reviews such as the ones by Saitoh
[17,18] or Cucker and Smale [7] and references therein for mainstream applications.
In this paper we shall not make use of the Moore–Aronszajn theorem or the gen-
eral theory of reproducing kernels but work directly in E using the linear algebraic
structure provided by (1.1). See however Section 4, in particular Remark 4.5, for the
relation between our results and the general theory of reproducing kernels. We shall
only use the Moore–Aronszajn characterization for terminology, referring to positive
definite matrices in the sense of Moore simply as reproducing kernels on E.
1.2. Holomorphic reproducing kernels
In this paper we shall deal with the case where E is a domain in several complex
variables. The definitions and notations current in the literature relevant for holomor-
phic reproducing kernels are not uniform, sometimes leading to subtle conflicts; see
e.g. [2,8,13,14,18]. Since our results will be constructed ab initio it will be necessary
to fix explicitly notation and terminology. The remainder of this section is devoted to
this task. We do not claim the results in it to be original; however, proofs are provided
when they shed light on the methods used in Section 3.
Throughout this paper n will be an arbitrary but fixed positive integer and ⊂ Cn
will always be a domain (a connected open set) in Cn. ∗ = {z : z ∈ } denotes the
complex conjugate domain of  (see e.g. [2]). We will use the following multi-index
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notation (see e.g. [10], p. 4): a point in Cn will be denoted by an uppercase variable,
e.g. Z = (z1, . . . , zn), with zj ∈ C. Similarly, an n-uple of integers M ∈ Nn will be
denoted by M = (m1, . . . , mn), with mj ∈ N and referred to as a multi-integer. Note
that n will always be the same in the vector Z and the multi-integer M .
Definition 1.1. A function f :  ⊂ Cn → C is said to be anti-holomorphic on  if
there exists a separately holomorphic function g : ∗ → C such that f (U) = g(U)
for all U = (u1, . . . , un) ∈ . We define, for every Z ∈ ,
f
uj
∣∣∣∣
U=Z
≡ g
uj
∣∣∣∣
U=Z
, (1.3)
for j = 1, . . . , n. Consequently, the corresponding higher-order differential operators
are given by 
mf
uj
m are given by
mf
ujm
∣∣∣∣
U=Z
= 
mg
umj
∣∣∣∣∣
U=Z
,
for j = 1, . . . , n.
Remark 1.2. In general, the differential operators uj and

zj
(as well as their higher-
order counterparts) may be defined for functions which are not necessarily holo-
morphic or anti-holomorphic (see e.g. [13]). It is easy to verify that fuj = 0 for
j = 1, . . . , n are the usual Cauchy–Riemann equations and are thus equivalent to
holomorphy off . Similarly, fuj = 0 for j = 1, · · · , n are a set of equations equivalent
to anti-holomorphy of f .
Definition 1.3. Let ⊂ Cn and k : 2 → C. We say that k(Z,U) is sesquiholomor-
phic on 2 if there is a separately holomorphic function g : × ∗ → C such that
k(Z,U) = g(Z,U) for all Z,U ∈ , i.e. if k is separately holomorphic in Z and
anti-holomorphic in U .
Given a multi-integer M we set |M| = ∑nj=1 mj and M! = ∏nj=1(mj !). Thus, if
g : → C is separately holomorphic, we will write
|M|
UM
g(U) = 
m1+m2+···+mn
um11 u
m2
2 · · · umnn
g(U).
Analogously, if f : → C is separately antiholomorphic, we will write
|M|
U
M
f (U) = 
m1+m2+···+mn
um11 u
m2
2 · · · umnn
f (U).
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Proposition 1.4. Let k(Z,U)be sesquiholomorphic in2.Then for all multi-integers
M1 = (m11,m12, . . . , m1n), M2 = (m21,m22, . . . , m2n) ∈ Nn, k(Z,U) has contin-
uous partial derivatives
|M1+M2|
U
M2ZM1
k(Z,U)
of all orders with respect to the variables zi and uj and the order of differentiation
is immaterial.
Proof. By hypothesis g(Z,U) = k(Z,U), where g : × ∗ → C is separately
holomorphic in each variable. Let Z = (z1, . . . zn), U = (u1, . . . un), and let D1 =
D11 × D12 · · · × D1n (respectivelyD2 = D21 × D22 · · · × D2n) be an open polydisc
in Cn whose closure is contained in (respectively∗) and such thatZ ∈ D1 (respec-
tively U ∈ D2). Denote by C1i = D1i (respectively C2i = D2i), i = 1, . . . , n, the
boundary curve of D1i (respectively D2i). By repeated application of the one-variable
Cauchy formula we obtain
g(Z,U) = 1
(2π i)2n
×
∫
C
g(ζ1, ζ2)
(ζ11 − z1) · · · (ζ1n − zn)(ζ21 − u1) · · · (ζ1n − zn)dζ1 dζ2,
where ζ1 = (ζ11, ζ12, . . . , ζ1n), ζ2 = (ζ21, ζ22, . . . , ζ2n), dζ1 = dζ11dζ12 · · · dζ1n,
dζ2 = dζ21dζ22 · · · dζ2n, and the notation
∫
C
is used to denote the 2n-fold integration
symbol
∫
C1n
· · · ∫
C11
∫
C2n
· · · ∫
C21
.
Continuity of g in × ∗ is ensured by Hartogs’s theorem [10,13]. Fubini’s
theorem allows differentiation under the integral sign, yielding
|M1+M2|
UM2ZM1
g(Z,U) = M1!M2!
(2π i)2n
∫
C
g(ζ1, ζ2)
1
(ζ11 − z1)m11+1
· · · 1
(ζ1n − zn)m2n+1 ·
1
(ζ21 − u1)m21+1
· · · 1
(ζ1n − zn)m2n+1 dζ1dζ2, (1.4)
for any order of differentiation indexed by the multi-integers M1,M2. Since
|M1+M2|
U
M2ZM1
k(Z,U) = 
|M1+M2|
UM2ZM1
g(Z,U),
the assertion is proved. 
Definition 1.5. Let k : 2 → C be a reproducing kernel on . We say that k is a
holomorphic reproducing kernel on  if k is sesquiholomorphic on 2.
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Remark 1.6. Holomorphic reproducing kernels on  are not holomorphic functions
in2. In fact, it would not make sense to impose separate holomorphy on reproducing
kernels, since the only functions satisfying these conditions are the constant functions.
In fact, separate holomorphy of a reproducing kernel k(Z,U) in both variables implies
that 2zlul k(Z,U) = 0 for all Z = (z1, . . . , zn) ∈ , all U = (u1, . . . , un) ∈  and
every 0  l  n. As a consequence of positive definiteness of reproducing kernels,
this in turn implies that kZ (Z,U) = kU (Z,U) = 0 for allZ,U ∈ , so that k reduces
to a constant in . Thus separately holomorphic reproducing kernels are necessarily
trivial. The proof of these statements is defereed to Remark 4.1.
2. Two results on positive semidefinite matrices
In this section we prove two results on positive semidefinite matrices. The first
result admits a stronger version corresponding to the assumption of (strict) positive
definiteness in the hypotheses. Although only the semidefinite version is relevant
for reproducing kernels and used in Section 3 below, we state it as well for
completeness.
Let m and r be positive integers and A be a square matrix of order r(m + 1). In
Proposition 2.1 below we denote by Apq the order r square submatrices of A, with
p, q = 0, . . . , m, resulting from the partition of A into the m + 1 square blocks
defined by [Apq ]ij ≡ [apqij ] = [ast ] for s = i + pr, t = j + qr and i, j = 1, . . . , r .
Proposition 2.1. Let A be an r(m + 1) square matrix. For each X = (x0, . . . , xm) ∈
Cm+1, define the r × r matrix
A(X) =
m∑
p,q=0
Apqxpxq.
(a) If A is positive semidefinite, then for any choice of X ∈ Cm+1 the matrixA(X)
is positive semidefinite.
(b) If A is positive definite, then for any nonzero choice of X ∈ Cm+1 the matrix
A(X) is positive definite.
Proof. We first prove (a). Suppose A is positive semidefinite. Write A =
[αij ]i,j=1,...,r , where αij = ∑mp,q=0 apqij xpxq . We are required to show that, for an
arbitrary choice of (ξ1, . . . , ξr ) ∈ Cr , we have ∑ri,j=1 αij ξiξj  0.
Since A is positive semidefinite, for any (ζ1, . . . , ζr(m+1)) ∈ Cr(m+1) we have∑r(m+1)
s,t=1 ast ζsζt  0. Forp = 0, 1, . . . , m, i = 1, . . . , r and s = i + pn, choose ζs =
xpξi . Then
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r(m+1)∑
s,t=1
ast ζsζt =
m∑
p,q=0
(p+1)r∑
s=pr+1
(q+1)r∑
t=qr+1
ast ζsζt
=
m∑
p,q=0
r∑
i,j=1
a
pq
ij xpξixqξj
=
r∑
i,j=1

 m∑
p,q=0
a
pq
ij xpxq

 ξiξj
=
r∑
i,j=1
αij ξiξj  0. (2.1)
ThereforeA(X) is positive semidefinite, as stated.
The proof of (b) runs along similar lines, with the additional observation that
since A is positive definite,
∑r(m+1)
s,t=1 ast ζsζt = 0 holds if and only if ζs = 0 for
s = 1, . . . , r(m + 1). With our previous choice ζs = xpξi for p = 0, 1, . . . , m, i =
1, . . . , r and s = i + pr , it follows from (2.1) thatA(X) = ∑ri,j=1 αij ξiξj = 0 only
if ξi = 0 for all i = 1, . . . , r or xp = 0 for all p = 0, 1, . . . , m. Since the last case is
ruled out by hypothesis, it follows thatA(X) is positive definite. 
Proposition 2.2. Let T be a square matrix of order r1 + r2 partitioned in the block
form
T =
[
A B
D C
]
,
where A = [aij ], B = [biq ], C = [cpq ],D = [dpj ] with i, j = . . . , r1 and p, q =
1, . . . , r2. Define αpqij = aij cpq − biqdpj and let X = (x1, . . . , xr1) ∈ Cr1 , Y =
(y1, . . . , yr2) ∈ Cr2 . Then, if T is positive semidefinite, we have
r1∑
i,j=1
r2∑
p,q=1
α
pq
ij xixj ypyq  0.
Proof. Since T is positive semidefinite it is, in particular, Hermitian, and therefore
D = B∗. Theorem 2.7 in [9] establishes that
(XTAX)(Y TCY)  |XTBY |2,
which implies that
 r1∑
i,j=1
aij xixj



 r2∑
p,q=1
cpqypyq



 r1∑
i=1
r2∑
q=1
biqxiyq



 r1∑
j=1
r2∑
p=1
dpjxj yp

 .
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Hence, we obtain
r1∑
i,j=1
r2∑
p,q=1
(aij cpq − biqdpj )xixj ypyq  0
or equivalently, by the definition of αpqij ,
r1∑
i,j=1
r2∑
p,q=1
α
pq
ij xixj ypyq  0,
as stated. 
3. Inequalities for holomorphic reproducing kernels
Let  ⊂ Cn be a domain and k : 2 → C. For any h ∈ C and every l = 1, . . . , n
define Hl ∈ Cn by
(Hl)i = hδli , (3.1)
for i = 1, . . . , n, where δli is Kronecker’s symbol, and the finite difference operators
Z;Hl and U ;Hl by
Z;Hl k(Z,U)=k(Z + Hl,U), (3.2)
U ;Hl k(Z,U)=k(Z,U + Hl). (3.3)
For R > 0 define Rl as the set of all Z ∈  such that Z + Hl ∈  whenerever
|h| < R. If R is sufficiently small then Rl is non-empty. For m|h| < R, m ∈ N,
define γmHl : 2Rl → C by
γmHl (Z,U) = (U ;Hl − 1)m(Z;Hl − 1)mk(Z,U)
=
m∑
p,q=0
(−1)p+q
(
m
p
)(
m
q
)
k(Z + pHl, U + qHl). (3.4)
We then have the following.
Lemma 3.1. If k(Z,U) is a reproducing kernel on andm|h| < R, then γmHl (Z,U)
is a reproducing kernel on Rl .
Proof. Let r ∈ N and (Z1, . . . , Zr) ∈ rRl . We are required to show that the order r
square matrix
A = [αij ]ri,j=1 = [γmHl (Zi, Zj )]ri,j=1
is positive semidefinite.
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Define Zrp+i = Zi + pHl for every p = 0, . . . , m and consider the r(m + 1)
square matrix
A = [ast ]r(m+1)s,t=1 = [k(Zs, Zt )]r(m+1)s,t=1 .
Since k(Z,U) is by hypothesis a reproducing kernel, A is positive semidefinite. We
may therefore apply Proposition 2.1 to A. Writing
Apq = [apqij ]ri,j=1 = [k(Zi + pHl, Zj + qHl)]ri,j=1,
for p, q = 0, . . . , m, we conclude that for any choice of (x0, . . . , xm) ∈ Cm+1 the
order r square matrix
∑m
p,q=0 ApqXpXq is positive semidefinite. Choosing xp =
(−1)p
(
m
p
)
, p = 0, . . . , m, this implies that the order r square matrix
 m∑
p,q=0
(−1)p+q
(
m
p
)(
m
q
)
k(Zi + pHl, Zj + qHl)


r
i,j=1
= [γmHl (Zi, Zj )]ri,j=1
is positive semidefinite. This finishes the proof. 
Remark 3.2. An obvious alternative to the proof of Lemma 3.1 above consists in
establishing the result for r = 1 and using induction.
Before stating Lemma 3.3 it will be convenient to fix the following notation. If
M = (m1, . . . , mn) ∈ Nn and I = (i1, . . . , in) ∈ Nn are multi-integers, we write
M∑
I=0
=
m1∑
i1=0
m2∑
i2=0
· · ·
mn∑
in=0
and (
M
I
)
=
(
m1
i1
)(
m2
i2
)
· · ·
(
mn
in
)
.
Given h ∈ C and the corresponding Hl ∈ Cn given by 3.1 for l = 1, . . . , n, we define
the multi-index finite difference operators
(Z,h − 1)Mk(Z,U) = [(Z;H1 − 1)m1 · · · (Z;Hn − 1)mn ]k(Z,U) (3.5)
and
(U,h − 1)Mk(Z,U) = [(U ;H1 − 1)m1 · · · (U ;Hn − 1)mn ]k(Z,U). (3.6)
Lemma 3.3. Let k(Z,U) be sesquiholomorphic in 2. Then for all multi-integers
M1,M2 ∈ Nn
|M1+M2|
U
M2ZM1
k(Z,U) = lim
h→0
1
h¯|M2|
1
h|M1|
(U,h − 1)M2(Z,h − 1)M1k(Z,U).
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Proof. We will show that, for holomorphic g(Z,U), the identity
lim
h→0
1
h¯|M2|
1
h|M1|
(U,h − 1)M2(Z,h − 1)M1g(Z,U)
= 
|M1+M2|
uM2zM1
g(Z,U) (3.7)
holds. This will imply that, for g such that k(Z,U) = g(Z,U), we have
|M1+M2|
U
M2ZM1
k(Z,U) = 
|M1+M2|
UM2ZM1
g(Z,U)
= lim
h→0
1
h¯|M2|
1
h|M1|
(U,h − 1)M2(Z,h − 1)M1g(Z,U)
= lim
h→0
1
h¯|M2|
1
h|M1|
(U,h − 1)M2(Z,h − 1)M1k(Z,U), (3.8)
which is the statement of the lemma.
The rest of the proof will be devoted to establishing identity (3.7). For the sake
of simplicity, and since the proof of the general case does not imply any significant
additional difficulty, we focus on the case n = 1.
It is convenient to recall the following version of the finite increment formula for
holomorphic functions (see e.g. [1], p. 125). Suppose f is analytic on U , D is an
open topological disc whose closure is contained in U , C = D, z and h are complex
numbers such that z and z + h are in D. Then
f (z + h) − f (z)
h
= 1
2π i
∫
C
f (ζ )
(ζ − z)(ζ − z − h) dζ. (3.9)
Let  ⊂ C be a domain and m1,m2 ∈ N be positive integers. Suppose g : ×
∗ → C is holomorphic on × ∗, z ∈ , u ∈ ∗. Let D11, . . . , D1m1 (respec-
tively D21, . . . , D2m2 ) be a sequence of open discs in C with radius (m1 − i + 1)R
(respectively (m2 − j + 1)R) centered at z (respectively u). Since  is a domain,
we may suppose that R is sufficiently small that the closure of D11 (respectively
D21) is contained in  (respectively ∗). Denoting by C1i = D1i (respectively
C2i = D2i) the boundary of D1i for i = 1, . . . , m1 (respectively the boundary of
D2i for i = 1, . . . , m2) and dζ1 = dζ11 · · · dζ1m1 (respectively dζ2 = dζ21 · · · dζ2m2 ),
successive applications of formula (3.9) yield, for |h| < R,
(u,h − 1)m2(z,h − 1)m1
h
m2
hm1
g(z, u)
= 1
(2π i)m1+m2
×
∫
C2m2
· · ·
∫
C21
∫
C1m1
· · ·
∫
C11
g(ζ11, ζ21)
1
(ζ11 − ζ12)(ζ11 − ζ12 − h)
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· · · 1
(ζ1m1 − z)(ζ1m1 − z − h)
1
(ζ21 − ζ22)(ζ21 − ζ22 − h)
· · · 1
(ζ2m2 − u)(ζ2m2 − u − h)
dζ1 dζ2. (3.10)
For notational ease we denote below the iterated integral sign in (3.10) simply by ∫ .
Continuity of g and the integral representation (3.10) imply that
lim
h→0
(u,h − 1)m2(z,h − 1)m1
h¯m2hm1
g(z, u)
= 1
(2π i)m1+m2
×
∫
g(ζ11, ζ21)
(ζ11 −ζ12)2 · · · (ζ1m1 −z)2(ζ21 −ζ22)2 · · · (ζ2m2 −u)2
dζ1 dζ2.
(3.11)
Successive integrations now yield, by application of Cauchy’s integral formula for
the first derivative,
lim
h→0
(u,h − 1)m2(z,h − 1)m1
h¯m2hm1
g(z, u) = 
m1+m2
um2zm1
g(z, u),
establishing (3.7) form1 > 0,m2 > 0. Note that in the casem1 = m2 = 0 the statement
in the lemma holds trivially, while if exactly one of m1,m2 is zero a simplified version
of the above procedure yields (3.7). This establishes the result for all m1,m2  0.
We now observe that the proof of identity (3.7) for general n > 1 is, in view of
the definitions (3.5) and (3.6) of the multi-index finite difference operators, formally
identical to the proof for n = 1 by replacing the scalar variables z, u by vector vari-
ables Z,U , the integers m1,m2 by the corresponding multi-integers M1,M2 and by
using Cauchy’s formula for polydiscs in C2n. This establishes (3.7), concluding the
proof. 
Theorem 3.4. Let  be a domain in Cn and k : 2 → C be a holomorphic repro-
ducing kernel on . Then, for any multi-integer M ∈ Nn,
DMk(Z,U) ≡ kM(Z,U) ≡ 
2|M|
U
M
ZM
k(Z,U)
is a holomorphic reproducing kernel on .
Proof. Let M = (m1, . . . , mn) ∈ Nn be an arbitrary multi-integer. For each l =
1, . . . , n, define the multi-integer Ml ∈ Nn by
(Ml)i = mlδil,
where δil is Kronecker’s symbol. Observe that by Lemma 3.3 and Definition 3.4 of
γmHl we have
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kMl (Z,U) ≡ DMlk(Z,U) ≡
2Ml
U
MlZMl
k(Z,U)
= lim
h→0
1
|h|2|Ml | (U,h − 1)
Ml (Z,h − 1)Ml k(Z,U)
= 
2ml
ulmlz
ml
l
k(Z,U)
= lim
h→0
[
1
|h|2ml (U ;Hl − 1)
ml (Z;Hl − 1)ml k(Z,U)
]
= lim
h→0
γmlHl (Z,U)
|h|2ml . (3.12)
By Lemma 3.1 γmlHl is a reproducing kernel onRl for ml |h| < R. For every positive
integer r , each (Z1, . . . , Zr) ∈ r and every (ξ1, . . . , ξr ) ∈ Cr there exists R > 0
such that (Z1, . . . , Zr) ∈ rRl and we have
r∑
i,j=1
kMl (Zi, Zj )ξiξj = lim
h→0
1
|h|2ml
r∑
i,j=1
γmlHl (Zi, Zj )ξiξj  0.
Therefore kMl is a positive definite matrix in the sense of Moore, and consequently
a reproducing kernel, on .
Finally, observe that with our notation
kM(Z,U) = DMn ◦ · · · ◦ DM1k(Z,U) =
2M
U
M
ZM
k(Z,U) (3.13)
showing that kM(Z,U) is a holomorphic reproducing kernel, as stated. 
Corollary 3.5. Let  ⊂ Cn and k : 2 → C be a holomorphic reproducing kernel
on . Then for all Z,U ∈  and all M ∈ Nn we have
2|M|
U
M
ZM
k(Z,Z)  0
and ∣∣∣∣∣ 
2|M|
U
M
ZM
k(Z,U)
∣∣∣∣∣
2
 
2|M|
U
M
ZM
k(Z,Z)
2|M|
U
M
ZM
k(U,U).
Proof. Immediate from Theorem 3.4 and the diagonal dominance inequalities (1.2)
for reproducing kernels. 
Theorem 3.6. Let  ⊂ Cn and k : 2 → C be a holomorphic reproducing kernel
on . Then for all M1,M2 ∈ Nn and all Z,U ∈  we have
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|M1+M2|
U
M2ZM1
k(Z,U)
∣∣∣∣∣
2
 
2|M1|
U
M1ZM1
k(Z,Z)
2|M2|
U
M2ZM2
k(U,U). (3.14)
Proof. It is convenient to define the functions
(Z,U, h) =
[
(U,h − 1)M2(Z,h − 1)M1k(Z,U)
]
×[(U,h − 1)M2(Z,h − 1)M1k(Z,U)], (3.15)
(Z,U, h) =
[
(U,h − 1)M1(Z,h − 1)M1k(Z,Z)
]
×
[
(U,h − 1)M2(Z,h − 1)M2k(U,U)
]
. (3.16)
We will show that
(Z,U, h) − (Z,U, h)  0, (3.17)
for all Z,U, h where both quantities are defined. This will imply that, for all z, u ∈ 
and sufficiently small |h| we have, according to Lemma 3.3,
lim
h→0
(Z,U, h) − (Z,U, h)
|h|2|M2||h|2|M1| =
2|M1|
U
M1zM1
k(Z,Z)
2|M2|
U
M2ZM2
k(U,U)
−
∣∣∣∣∣ 
|M1+M2|
U
M2ZM1
k(Z,U)
∣∣∣∣∣
2
 0,
thus establishing the result.
We now focus on the proof of inequality 3.17. Given multi-integers M1 = (m11,
m12, . . . , m1n), M2 = (m21,m22, . . . , m2n), let X1 and X2 be the sets of multi-
integers defined by
X1 = {I ∈ Nn : 0  il  m1l , l = 1, . . . , n},
X2 = {P ∈ Nn : 0  pl  m2l , l = 1, . . . , n},
where I = (i1, . . . , in), P = (p1, . . . , pn). Let I, J ∈ X1 and P,Q ∈ X2. Expand-
ing binomially the finite difference in 3.15 and using complex conjugate symmetry
of k, we obtain
(Z,U, h)=

M1∑
I=0
M2∑
Q=0
(−1)|M1+M2−I−Q|
(
M1
I
)(
M2
Q
)
k(Z + Ih,U+Qh)


·
[
M1∑
J=0
M2∑
P=0
(−1)|M1+M2−J−P |
(
M1
J
)(
M2
P
)
k(Z + Jh,U+Ph)
]
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=
M1∑
I,J=0
M2∑
P,Q=0
(−1)|I+J+P+Q|
(
M1
I
)(
M1
J
)(
M2
P
)(
M2
Q
)
· [k(Z + Ih,U + Qh)k(U + Ph,Z + Jh)]. (3.18)
A similar expansion of (3.16) leads to
(Z,U, h)=

 M1∑
I,J=0
(−1)|2M1−I−J |
(
M1
I
)(
M1
J
)
k(Z + Ih, Z + Jh)


·

 M2∑
P,Q=0
(−1)|2M2−P−Q|
(
M2
P
)(
M2
Q
)
k(U + Ph,U + Qh)


=
M1∑
I,J=0
M2∑
P,Q=0
(−1)|I+J+P+Q|
(
M1
I
)(
M1
J
)(
M2
P
)(
M2
Q
)
·[k(Z + Ih, Z + Jh)k(U + Ph,U + Qh)]. (3.19)
Hence, we obtain
(Z,U, h) − (Z,U, h) =
M1∑
I,J=0
M2∑
P,Q=0
(−1)|I+J+P+Q|
×
(
M1
I
)(
M1
J
)(
M2
P
)(
M2
Q
)
[k(Z + Ih, Z + Jh)k(U + Ph,U + Qh) − k(Z + Ih,U + Qh)
× k(U + Ph,Z + Jh)] =
M1∑
I,J=0
M2∑
P,Q=0
(−1)|I+J+P+Q|
×
(
M1
I
)(
M1
J
)(
M2
P
)(
M2
Q
)
α
PQ
IJ , (3.20)
where αPQIJ = aIJ cPQ − bIQdPJ and aIJ = k(Z + Ih, Z + Jh), cPQ = k(U +
Ph,U + Qh), bIQ = k(Z + Ih,U + Qh), dPJ = k(U + Ph,Z + Jh) for I, J ∈
X1, P,Q ∈ X2.
Let r1 = (m11 + 1)(m12 + 1) · · · (m1n + 1) = #X1 and r2 = (m21 + 1)(m22 + 1)
· · · (m2n + 1) = #X2. Suppose some order is fixed on both sets X1 and X2 and
consider the square matrix T partitioned in the block form
T =
[
A B
D C
]
,
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where A = [aIJ ], B = [bIQ], C = [cPQ],D = [dPJ ] with I, J ∈ X1 and P,Q ∈
X2. Notice that T is exactly the matrix whose entries are k(X, Y ) with X, Y ∈ {Z +
Ih, I ∈ X1} ∪ {U + Ph, P ∈ X2}, where the order induced by those defined on X1
andX2 is mantained. Since k is a reproducing kernel, it follows that T is positive semi-
definite. We now set ξI = (−1)|I |
(
M1
I
)
, I ∈ X1 and ζP = (−1)|P |
(
M2
P
)
, P ∈
X2. Direct application of Proposition 2.2 then yields
(Z,U, h) − (Z,U, h) =
M1∑
I,J=0
M2∑
P,Q=0
α
PQ
IJ ξI ξJ ζP ζQ  0,
establishing (3.17) and finishing the proof. 
4. Concluding remarks
Remark 4.1. We now prove the statements in Remark 1.6. Suppose that g(Z,U):
2 → C is a reproducing kernel on  which is holomorphic in each variable. Then,
by Lemma 3.1, γHl (Z,U) is a reproducing kernel onR for someR > 0 and |h| < R.
Proceeding as in Theorem 3.4 and rewriting (3.7) in a convenient way, it follows that
2
ulzl
g(Z,Z) = lim
h→0
γHl (Z,Z)
h2
, (4.1)
for every l = 1, . . . , n. Since γHl is a reproducing kernel, γHl (Z,Z) is real and non-
negative, which implies∣∣∣∣∣ 
2
ulzl
g(Z,Z)
∣∣∣∣∣ = limh→0 γHl (Z,Z)|h|2 . (4.2)
We write
(Z,U, h) = [(Z,Hl − 1)g(Z,U)][(Z,Hl − 1)g(Z,U)],
(Z,U, h) = [(U,Hl − 1)(Z,Hl − 1)g(Z,Z)]g(U,U).
Then, proceeding as in Theorem 3.14, we have
lim
h→0
(Z,U, h)
|h|2 =
∣∣∣∣ gzl (Z,U)
∣∣∣∣
2
(4.3)
and, according to (4.2),
lim
h→0
(Z,U, h)
|h|2 = limh→0
γHl (Z,Z)
h2
g(U,U), (4.4)
=
∣∣∣∣∣ 
2
ulzl
g(Z,Z)
∣∣∣∣∣ g(U,U). (4.5)
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Proceeding as in the proof of Theorem 3.6, we conclude that (Z,U, h) −
(Z,U, h)  0. From (4.3) and (4.4) this is easily seen to imply
∣∣∣∣ gzl (Z,U)
∣∣∣∣
2

∣∣∣∣∣ 
2
ulzl
g(Z,Z)
∣∣∣∣∣ g(U,U). (4.6)
Reversing the roles of the Z and U variables we obtain by conjugate symmetry
∣∣∣∣ gul (Z,U)
∣∣∣∣
2

∣∣∣∣∣ 
2
ulzl
g(U,U)
∣∣∣∣∣ g(Z,Z). (4.7)
The fact that γHl (Z,Z) is real implies that the limit in (4.1) is zero. Therefore
2
ulzl
g(Z,Z) = 0 for all l = 1, . . . , n and all Z ∈ . Thus we conclude from (4.6)
to (4.7) that all partial derivatives of g are zero in 2. Thus g is constant in 2, as
stated in Remark 1.6.
Remark 4.2. SettingM1 = M2 = (0, . . . , 0) in (3.14) yields the diagonal dominance
inequality |k(Z,U)|2  k(Z,Z)k(U,U) for continuous k as a particular case of
Theorem 3.6.
Remark 4.3. As our results show, the 2n-parameter family of inequalities on The-
orem 3.6 is a direct consequence of both positive-definiteness and sesquiholomor-
phy of k. Just as the diagonal dominance inequality follows from (1.1) by positive
semidefiniteness of all order 2 matrices, inequalities (3.14) are a consequence of
positive semidefiniteness of all higher-order matrices coupled with the possibility
of performing derivatives by through the appropriate finite difference matrices and
limiting procedures.
The differential inequalities (3.14) thus hold for holomorphic reproducing kernels
at the same fundamental level as the diagonal dominance inequality of Section 1.1,
and should be regarded as basic properties at the level of those in (1.2) for holomorphic
reproducing kernels.
Remark 4.4. It is easily seen that for a fixed domain  ⊂ Cn the equalities in (3.14)
are attained, and thus Theorem 3.6 is sharp. In fact, given a holomorphic φ : → C,
the rank 1 reproducing kernel k(Z,U) = φ(Z)φ(U) satisfies equality in (3.14) for
all M1,M2 ∈ Nn.
Remark 4.5. In order to fully appreciate the fundamental nature of our results, it is
illuminating to observe that Theorem 3.6 and the corresponding inequalities (3.14)
have a straightforward interpretation within the general theory of reproducing kernels.
We next offer a brief sketch of the relevant constructions; for details on what follows
see e.g. Krein [14] or Saitoh [18].
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Given a reproducing kernel k : E × E → C, to each x ∈ E we associate an ab-
stract symbol ex . In the complex space of finite linear combinations of such symbols
we introduce an inner product defined by
〈ex, ey〉 ≡ k(x, y), (4.8)
for all x, y ∈ E. Identifying vectors of zero norm yields a pre-Hilbert space, the
completion of which is a Hilbert spaceHk . This space is unique up to Hilbert space
isomorphism and is the Moore–Aronszajn reproducing kernel Hilbert space.
Consider now the case treated in this paper, i.e. E =  a domain in Cn. Sup-
pose that k(Z,U) is a holomorphic reproducing kernel in . It is then possible,
although nontrivial, to show the following facts: (1) the corresponding Hilbert space
representatives ez, eu have continuous Fréchet derivatives e(M1)Z , e
(M2)
U of all orders
M1,M2 ∈ Nn and (2) for every M ∈ Nn the span of {e(M)Z }Z∈ is dense inHk , thus
providing a natural identification between these spaces.
Once these facts are established, one may use the (automatically sesquiholomor-
phic) representation k(Z,U) = 〈eZ, eU 〉 to obtain
∣∣∣∣∣ 
M1+M2
U
M2ZM1
k(Z,U)
∣∣∣∣∣
2
=
∣∣∣〈e(M1)Z , e(M2)U 〉Hk ∣∣∣2
 ‖e(M1)Z ‖2Hk‖e(M2)U ‖2Hk
= 〈e(M1)Z , e(M1)Z 〉Hk 〈e(M2)U , e(M2)U 〉Hk
= 
2M1
U
M1ZM1
k(Z,Z)
2M2
U
M2ZM2
k(U,U), (4.9)
which is inequality (3.14). In view of the reproducing property of k and uniqueness of
Hk one may without loss of generality take the concrete representation eZ = k(Z, ·),
eU = k(U, ·). Thus from the point of view of the abstract RKHS inequalities (3.14)
are a form of Cauchy–Schwarz.
An equivalent argument may be constructed from holomorphic series expansions.
Denote byH() the space of holomorphic functions on, and letH 2k () =Hk() ∩
H(). If H 2k () is closed inHk(), it follows from the reproducing property that the
corresponding linear operator fixes holomorphic functions and is thus the orthogonal
projection on H 2k (). This implies that k(Z,U) is a holomorphic reproducing kernel.
Specific instances of holomorphic reproducing kernels obtained from different inner
products are the classical kernels of Bergman (constructed from the L2() inner
product with respect to Lebesgue measure), Szegö, Hardy or Dirichlet, on which
there is an extensive literature.
Topological separability of implies Hilbert space separability ofH 2k (). It is then
possible to show (see e.g. Krein [14] or Helgason [11]) that there exists a denumerable
family of holomorphic functions {φn}n∈N such that the holomorphic reproducing
kernel k(Z,U) satisfies
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k(Z,U) =
∞∑
n=1
φn(Z)φn(U), (4.10)
pointwise in  and uniformly on compacta (observe again that, since each φn is
holomorphic in , k(Z,U) is automatically sesquiholomorphic). The general theory
[14,18] shows that this series may be termwise differentiated for all multi-orders
M1,M2 ∈ Nn and the resulting series have the same convergence properties as the
original. This leads to the equality
|M1+M2|
U
m2Zm1
k(Z,U) =
∞∑
n=1
φ(M1)n (Z)φ
(M2)
n (U) (4.11)
pointwise in 2 and uniformly on subcompacta. Applying the Cauchy–Schwarz
inequality yields the inequalities (3.14).
Both arguments may be reduced essentially to the same: they show that inequalities
(3.14) may be interpreted as a Cauchy–Schwarz inequality for the reproducing kernel
in H 2k (). Compelling though they are, however, they do not constitute rigorous
proofs outside the framework of the abstract theory of reproducing kernels. In parti-
cular, both the inner product argument as the construction of the series (4.10) and its
convergence properties hinge critically on the above mentioned facts that the Hilbert
space representatives {eZ}Z∈ are Fréchet analytic and, moreover, for every M ∈ Nn
the set {e(M)Z }Z∈ is dense in H 2k . These delicate questions can only be solved through
the abstract theory of reproducing kernels (see [14]).
With respect to Theorem 3.4, apart from the mentioned questions of convergence,
a proof through the general theory of reproducing kernels would require using the
Moore–Aronszajn characterization to construct the Hilbert spaceHk , using the Krein
series expansions inHk for the derivatives and then reverting back to  via Moore–
Aronszajn to conclude that the series thus constructed defines a new Moore matrix.
This state of affairs is unsatisfactory, since in general it is not possible to relate the
corresponding Hilbert spacesHk andHkM . Indeed, given a domain  ∈ C, it is an
exceptional occurrence that a general relationship exists between the Hilbert spaces
associated with two distinct holomorphic reproducing kernels on . When such a
relation exists, it gives rise in general to a nontrivial relationship between integrals of
holomorphic functions on . A rich line of results of this type was initiated with the
remarkable generalized isoperimetric inequality of Saitoh [19], which may be seen
as a consequence of constructing this relationship for the case of the Bergman and
the Szegö norms on . Another line of results relates estimates of different kernels
in certain classes of domains; pioneering work in the case of the Bergman and Szegö
kernels was made by Nagel et al. [16].
The self-contained proofs of Theorems 3.4 and 3.6 clarify all these points. They
show that inequalities (3.14) are, as the classical case of diagonal dominance which
is the special case M = (0, . . . , 0), an essentially algebraic property characteristic of
positivity, depending only on the existence of the involved derivatives for their validity.
It is also satisfying, in view of the nonconstructive nature of Moore–Aronszajn theory,
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to have a direct proof that if k(Z,U) is a positive definite Moore matrix then every
mixed hemisymmetric partial derivative kM (that is, subject to the restriction that for
each pair of ‘homologous’ one-dimensional complex variables zl, ul , l = 1, . . . , n,
the order of differentiation is the same) is a positive definite Moore matrix.
Thus, from the abstract point of view of the general theory of reproducing kernels,
the 2-parameter family of diagonal dominance inequalities (3.14) is a consequence
of the Cauchy–Schwarz inequality in H 2k . From what has been said there are clear
advantages in the direct algebraic-analytical proof constructed in this paper.
Remark 4.6. One of the purposes of stating our main results for holomorphic repro-
ducing kernels in Cn is to throw a blanket assumption so that differentiability of the
kernel does not become a complicating issue. However, as is clear from the proofs
presented in Section 3, the proofs of the main results, namely Theorems 3.4 and
3.6, are extremely robust: they depend only on the algebraic properties of positive
semidefinite matrices and on the possibility of of performing derivatives through
limits of the finite-difference matrices constructed in Section 3.
In the case of domains in Rn, it is not difficult to show that the analog of Lemma
3.3 may be proved replacing the Cauchy integral formula by a suitable Lagrange-
type mean value. The rest of the results are valid in this context: the linear algebraic
structure of the proofs of 3.4 and 3.6 remains unchanged. So, without further details,
we state a real version of our results. The slight changes in notation should be obvious.
Theorem 4.7. Let  ⊂ Rn be a domain and k : R2n → C be a reproducing kernel
on  such that
M1+M2
YM1XM2
(X, Y )
is continuous for all X, Y ∈  and all multi-integers M1,M2 such that |M1|, |M2| =
0, . . . , N. Then
DMk(X, Y ) ≡ kM(X, Y ) ≡ 
2|M|
YMXM
k(X, Y )
is a reproducing kernel on  for every M ∈ Nn with |M|  |N | and∣∣∣∣∣ 
|M1+M2|
XM2YM1
k(X, Y )
∣∣∣∣∣
2
 
2|M1|
YM1XM1
k(X,X)
2|M2|
YM2XM2
k(Y, Y ). (4.12)
Note that by Schwarz’s Theorem the order of differentiation in the Theorem 4.7
is immaterial.
Remark 4.8. In the case n = 1, the inequalities (3.14) in Theorem 4.7 have been
recently shown to play a critical role in providing an integrability condition for positive
integral operators in unbounded domains [4–6]. In fact, the kernel of a continuous
positive integral operator on an interval I is a Moore matrix on I ; under the appropriate
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differentiability assumptions, the same methods as the ones presented in this paper
may be used to show that the kernel satisfies the corresponding family of differen-
tial inequalities. These inequalities ensure that, for unbounded I , the corresponding
integral operator is exceptionally well-behaved: it is compact and thus its spectrum
discrete (which is false without the positivity assumption), eigenfunctions have the
differentiability of the kernel and satisfy sharp Sobolev bounds, the symmetric mixed
partial derivatives are again kernels of positive operators and the differentiated eigen-
function series converge uniformly and absolutely. These facts allow the study of the
corresponding eigenvalue asymptotics; again in the study of this problem inequalities
(3.14) contribute in a critical way.
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