Though Hamilton's (1989) Markov switching model has been widely estimated in various contexts, formal testing for Markov switching is not straightforward. Univariate tests in the classical framework by Hansen (1992) and Garcia (1998) do not reject the linear model for GDP. We present Bayesian tests for Markov switching in both univariate and multivariate settings based on sensitivity of the posterior probability to the prior. We¯nd that evidence for Markov switching, and thus the business cycle asymmetry, is stronger in a switching version of the dynamic factor model of Stock and Watson (1991) than it is for GDP by itself.
Introduction
As Diebold and Rudebusch (1996) pointed out, during the¯rst half of this century research on empirical business cycle was focused on organizing business cycle regularities within a model-free framework, leading to the two de¯ning characteristics of the business cycle by Burns and Mitchell (1946) :`comovement' and`asymmetry'. Modern econometric research has investigated each of these two key features of the business cycle. Stock and Watson's (1991) dynamic factor model of coincident economic variables is an example that highlights the`comovement' feature of the business cycle. Hamilton's (1989) Markovswitching model and Tong (1983) and Potter's (1995) threshold autoregressive model of real output are the representative examples that highlight the`asymmetric' feature of the business cycle. 1 With advances in computing and the development of numerical and simulation techniques, more recent research has been devoted to an integration of the two features of the business cycle in a comprehensive time series framework (see Diebold and Rudebusch (1996) , Nelson (1998, 1999a) , and for a review of this literature Diebold and Rudebusch (1998) ).
In general, however, there seems to be less consensus on the asymmetric feature of the business cycle than on the comovement among business cycle indicators [see Diebold and Rudebusch (1996) , p. 75.]. Focusing on the type of asymmetry generated by Markovswitching, we¯nd that the literature on testing procedures is relatively new and that tests have been performed only within the univariate context. While estimation of the Markovswitching model is well developed in both the classical and the Bayesian perspectives and
1 Unlike the Markov-switching model of Hamilton (1989) , the regime switches according to the observable past observations of a time series in the`threshold' model. applications are abundant, there seems to be a lag in the development of procedures for testing for Markov-switching. In most applied work, Markov-switching has been assumed to exist without testing. Furthermore, the literature reports mixed results on empirical tests of business cycle asymmetry or Markov-switching. For example, based on the classical approach, neither Hansen (1992) nor Garcia (1998) reject the null hypothesis of no Markov-switching in quarterly real output. On the contrary, using Garcia's (1998) test, Diebold and Rudebusch (1996) report strong evidence of Markov-switching in the composite index of monthly coincident economic indicators by the Department of Commerce (DOC). Using a Bayesian approach, Koop and Potter (1996) conclude that the Markovswitching model and linear AR models receive roughly equal support for quarterly real output, though Chib (1995) concludes that the data support a Markov-switching model.
While univariate tests have produced con°icting evidence of Markov-switching, we speculate that tests in a multivariate framework should provide more reliable and consistent results. Indeed, if the dynamic factor model we use is successful in capturing comovement across indicators, that should sharpen inference compared to univariate analysis where the information in the data may be obscured by idiosyncratic variation.
In this paper, we present Bayesian tests of Markov-switching in both univariate and multivariate contexts. Within the Bayesian framework, the main issue in hypothesis testing or model selection comes down to calculating the marginal likelihood for each model under consideration and the resulting Bayes factor, which is given by the ratio of the marginal likelihoods. Along the lines of the work by Carlin and Polson (1991) , George and McCulloch (1993) , Geweke (1996) , and Carlin and Chib (1995) , we indirectly calculate the Bayes factors using the prior and posterior probabilities of a model indicator parameter, without calculating the marginal likelihoods. 2 In implementing the Markov Chain Monte Carlo (MCMC) method of Gibbs sampling to achieve the goal, a major di±culty arises since the parameter space is not¯xed in the algorithm. For example, conditional on no Markov-switching the shift parameters (the parameters of interest) are zero, and thus, the state vector and the transition probabilities that describe the dynamics of the state vector are not identi¯ed. This potentially causes a convergence problem in the Gibbs sampler, as in Carlin and Chib (1995) . To overcome the problem of convergence, we follow Carlin and Chib's (1995) procedure and employ a pseudo prior for the shift parameters that are otherwise set to zero conditional on no Markov-switching.
We¯rst present the procedure for Bayesian model selection and the modi¯ed Gibbs sampler within a relatively straightforward univariate framework. We then extend our univariate procedure to the multivariate dynamic factor models of the business cycle of Stock and Watson (1991) and Diebold and Rudebusch (1996) . A di±culty arises since we want to test for Markov-switching in the common factor that is unobserved. This is overcome by extending Carlin and Chib's (1995) procedure and by incorporating Kim and Nelson's (1998) Bayesian approach to dynamic factor models.
In Section 2, we present the model speci¯cations employed. Conditional on no Markovswitching, Hamilton's (1989) 
where the unobserved state variable S t evolves according to a Markov-switching process with the transition probabilities given by:
and the parameters ¹ 0 and ¹ 1 are de¯ned as: In the above speci¯cation, the parameter ± determines the long-run growth rate of ¢C t . Conditional on ¿ = 1 (a Markov-switching model), ¹ s t represents a deviation of ¢C t from its long-run growth ±. Correspondingly, the growth rate of ¢C t during a recession is given by ± + ¹ 1 0 < ± and that during a boom is given by ± + ¹ 1 1 > ±. The parameters ±, ¹ 1 0 , and ¹ 1 1 , however, are not separately identi¯ed due to over-parameterization, conditional on ¿ = 1. We solve the problem of over-parameterization is by expressing the data in deviation from mean, since then the long run growth rate ± disappears from equation (1), and we have:
where ¢c t = ¢C t ¡ ¢ ¹ C. In this speci¯cation, a linear model is nested within a Markovswitching model.
An alternative way of avoiding the problem of over-parameterization in (1) conditional on ¿ = 1 would be to specify the model as:
where is model-dependent and it has di®erent interpretations for the two competing models.
Di®erent speci¯cations of the model (equation (1') and equation (6)) do not a®ect inferences about the parameters of alternative models and the unobserved state S t conditional on ¿ = 1, within either the classical or the Bayesian framework. When we come to hypothesis testing, however, they may have di®erent implications for the testing procedure within the Bayesian framework.
3 If one adopts the model speci¯cation in (6) within the framework discussed in this paper, for example, the model-dependent nature of the ¹ ¤ 0 parameter would have to be taken into account when designing a test. Throughout this paper, we stick to the model written in deviation from mean form (equation (1')).
Model Speci¯cation for a Multivariate Test: A Dynamic Factor Model
While C t is an observed series in the speci¯cation for a univariate test in Section 2.1, we consider a case in which C t is an unobserved component which is common to more than one observed coincident economic variables (Y it , i = 1; 2; ::; n) for a multivariate test.
If each observed variable has a unit root and the variables are not cointegrated, the ¢C t term in equation (1) is a common factor component in the following model (Stock and Watson (1991) and Diebold and Rudebusch (1996) 
¢Y it =°i(L)¢C t + D i + e it ; i = 1; 2; ::; n;
where roots of Ã i (z) = 0, i = 1; ::; n; lie outside the complex unit circle; ² it , i = 1; ::; n, As the model given by (1)- (5) and (7)- (8) is not identi¯ed due to over-parameterization of the mean of ¢Y it , we¯rst express the data as deviations from means. Also for identication purpose, we set ¾ 2 = 1. Then the full model on which our test will be based is given by:
Model ¢y it =°i(L)¢c t + e it ; i = 1; 2; ::; n;
where ¢y it = ¢Y it ¡ ¢ ¹ Y i ; ¢c t = ¢C t ¡ ±; and 1 [:] refers to an indicator function.
Conditional on ¿ = 0, we have a linear dynamic factor model of Stock and Watson (1991) and conditional on ¿ = 1, we have a dynamic factor model with Markov-switching of Diebold and Rudebusch (1996) .
Problem Setup
Assume that dataz T = [ and ¼ 0 = 1 ¡ ¼ 1 , the dataz T produce posterior probabilities, ¹ ¼ 1 = P r(¿ = 1jz T ) and
where B 10 is the Bayes factor in favor of a Markov-switching model. By rearranging equation (9), the Bayes factor, which is given by the ratio of the marginal likelihoods for the two alternative models, can be shown as summarizing the e®ect of data in modifying the prior odds (
The posterior distributions of the parameters for given ¿ are readily available via Savage density ratio method' of Dickey (1971) . As the linear model is nested within the Markov-switching model, the Bayes factor in favor of the Markov-switching model may be simpli¯ed to be the ratio of the marginal posterior density of the shift parameters
to prior density, conditional on ¿ = 1. In order to employ the`Savage density ratio method', one of the necessary conditions that needs to be satis¯ed would be:
0 is the vector of autoregressive parameters for ¢c t . However, forcing the shift parameters to be zero when a Markov-switching process is the true data generating process may potentially result in more persistent autoregressive parameters than otherwise, as implied by Perron (1990).
Chib's (1995) approach to calculating the marginal likelihoods (and the Bayes factor) that relies on the output from the Gibbs sampling algorithm would be more appropriate for our purpose. However, even though Chib's approach is readily available within the univariate framework in Section 2.1, extending the approach to the multivariate framework in Section 2.2 would be challenging in the presence of the two blocks of latent variables
In this paper, we deal with such di±culties by computing the Bayes factors without advantage of the approach in this paper is that it also provides the sensitivity of the Bayes factor to di®erent prior probabilities unlike the usual approach based on a direct calculation of the marginal likelihoods. In the usual approach, the e®ect of data in modifying the prior odds to obtain the posterior odds are assumed the same for di®erent prior probabilities.
In implementing the MCMC method of Gibbs sampling to sample from an appropriate joint posterior distribution of the model indicator parameter ¿ , the other parameters of the models, and the latent variable(s), one potential problem is that the parameter space is not¯xed in the algorithm. First, conditional on ¿ = 1, we have1 =1 1 and all the variates are well identi¯ed, where1 = [ Suppose that we are interested in selecting between two alternative models without latent variables: Model 0 and Model 1. Letμ c ,μ 0 ,μ 1 be a vector of parameters common to both models, a vector of parameters unique to model 0, and a vector of parameters unique to model 1. Denote ¿ to be the model indicator parameters. Corresponding to model j we have a likelihood p(z T jμ c ;μ j ; ¿ = j) and priors p(μ c j¿ = j) and p(μ j j¿ = j), j = 0; 1, whereμ c ,μ 0 , andμ 1 are a priori assumed independent. Thus, conditional on ¿ = j, the vectorμ i6 =j is irrelevant and the usual Gibbs sampling skips the generation of µ i6 =j , potentially resulting in a convergence problem in the Gibbs sampler.
To solve the problem, Carlin and Chib (1995) consider the joint posterior distribution ofμ c ,μ j andμ i6 =j conditional on ¿ = j, given by:
Then, they suggest employing p(μ i6 =j j¿ = j), the pseudo prior or the`linking density' for µ i6 =j , in order to generateμ i6 =j without skipping its generation, conditional on ¿ = j. By employing the pseudo priors we can avoid the convergence problem in the Gibbs sampler, but their employment does not a®ect the marginal likelihood for each model, since we
In doing so, the full conditional distribution for ¿ , from which ¿ is to be generated, should account for the employment of the pseudo priors. The following provides the full conditional distribution of ¿ with pseudo priors:
where ¼ 0 and ¼ 1 = 1 ¡ ¼ 0 are prior probabilities of Model 0 and Model 1, respectively, and C 10 is the conditional Bayes factor in favor of Model 1 given by:
where it is assumed that p(μ c j¿ = 0) = p(μ c j¿ = 1) and where p(μ c j¿ = j) and p(μ j j¿ = 
The above joint posterior distribution and the discussion in this section, based on Carlin and Chib (1995), lead to the following procedure for Gibbs sampling in the presence of varying parameter space:
Step 1:
Generate ¿ from p(¿ jμ c ;μ 0 ;μ 1 ;z T ), given by equation (14) . To generate ¿ , we generate a random number from a Uniform distribution in the interval [0; 1]. If the generated random number is less than or equal to the value calculated using (14), we set ¿ = 1; otherwise, we set ¿ = 0.
Step 2:
Generateμ 0 andμ 1 .
If ¿ = 0: i) Generateμ 0 from the usual full conditional density, p(μ 0 jμ c ;z T ; ¿ = 0).
ii) Generateμ 1 from p(μ 1 j¿ = 0), the pseudo prior density;
i) Generateμ 0 from p(μ 0 j¿ = 1), the pseudo prior density;
ii) Generateμ 1 from the usual full conditional density, p(μ 1 jμ c ;z T ; ¿ = 1).
Step 3:
Generateμ c from p(μ c jμ ¿ ;z T ; ¿ ).
Testing for Markov Switching in a Univariate Model
Within the univariate model speci¯cation in Section 2.1, we assume that the vector of We¯rst consider the following joint posterior density of1
where p(Á 0 j¿ = 1) is the pseudo prior density and p(Á 1 j¿ = 1), p(¾ 2 j¿ = 1), p(pj¿ = 1), and p(1 1 j¿ = 1) are the usual prior densities, and they are assumed a priori independent of one another. Thus, conditional on ¿ = 1,Á 0 is generated from the pseudo prior density. Generation of the other variates are based on the appropriate full conditional distributions.
Conditional on ¿ = 0, we have:
where p(Á 0 j¿ = 0) and p(3 2 j¿ = 0) are the usual prior densities; p(Á 1 j¿ = 0) and p(1 1 j¿ = 0) are the pseudo prior densities or the linking densities. Conditional on ¿ = 0, we can generateÁ 1 and1 1 from the pseudo prior densities. However, notice thatp is not independent of the pseudo prior for1 1 conditional on ¿ = 0. This is becauseS T is pseudoidenti¯ed conditional on the pseudo prior for1 1 andp is pseudo-identi¯ed conditional oñ
Thus, p(pj1 1 ; ¿ = 0) may not be used as a linking density.
Finally, notice that the joint posterior distribution of1 1 ,Á 0 ,Á 1 , ¾ 2 ,S T ,p, and ¿ is given by:
Thus, the following procedure for the Gibbs sampler results:
Generate ¿ from p(¿ jÁ 0 ;Á 1 ; ; ¾ 2 ;1 1 ;p; ¢c T ). 4 Throughout the paper, we use the term`pseudo-identi¯ed' to denote that the conditional distribution of a variate exists only when the pseudo priors are given. Notice that the conditional distributions ofS T andp do not exist for a linear model in the absence of the pseudo prior for1 1 .
ii) GenerateÁ 1 from the pseudo prior distribution, p(Á 1 j¿ = 0).
iii) GenerateÁ 0 from p(Á 0 j¾ 2 ; ¢c T ; ¿ = 0). iv) Set1 = 0; SetÁ =Á 1 .
If ¿ = 1:
iii) GenerateÁ 0 from the pseudo prior distribution, p(Á 0 j¿ = 1).
iv) Set1 =1 1 ; SetÁ =Á 0 .
Step 4:
Generatep from p(pjS T ).
Step 5:
Generate ¾ 2 from p(¾ 2 j1;Á;S T ; ¢c T ), whereS T is irrelevant conditional on ¿ = 0.
To complete the above procedure, we need to specify the conditional Bayes factor to complete the full conditional distribution of ¿ for Step 1. After integratingS T out of the joint densities, p(¢c T ;S T ;Á 0 ;Á 1 ; ¾ 2 ;p;1 1 j¿ = j); j = 0; 1; the conditional Bayes factor can be derived as:
and where it is a priori assumed that p(¾ 2 j¿ = 0) = p(¾ 2 j¿ = 1) and p(pj1 1 ; ¿ = 0) = p(pj¿ = 1) without loss of generality. The term p(¢c T jÁ 1 ; ¾ 2 ;1 1 ;p; ¿ = 1) can be evaluated as a byproduct of running the Hamilton¯lter (1989), given the conditioning parameters.
Testing for Markov Switching in a Dynamic Factor Model
In a multivariate framework of the dynamic factor model in Section 2. 
where p(¢c Conditional on ¿ = 0, we have:
where p(¢c 
Thus, using equations (21), (22), and (23), we can design the following procedure for the Gibbs sampler:
ii) GenerateÁ 1 from the pseudo prior distribution, p(Á 1 j¿ = 0). 
iii) GenerateÁ
0 from the pseudo prior distribution, p(Á 0 j¿ = 1).
iv) Generate ¢c Step 4:
T ,S T is independent of data.
Generatep from p(pjS T ). Conditional onS T ,p is independent of data and the other parameters of the model.
Step 6: 
with
Notice that, as in the case of the univariate test, it is assumed that p(μ c j¿ = 0) = p(μ c j¿ = 0) and p(pj1 1 ; ¿ = 0) = p(pj¿ = 1) without loss of generality. The terms p(¢ỹ T j¢c T ;μ c ; ¿ = 0) and p(¢ỹ T j¢c T ;μ c ;p;1 1 ; ¿ = 1) can be computed by focusing on equations (7') and (8) , by treating ¢c T as a vector of data. Similarly, p(¢c T jμ c ; ¿ = 0) and p(¢c T jμ c ;p;1 1 ; ¿ = 1) can be computed based on (1'). For example, p(¢c T jμ c ;p;1
is evaluated as a byproduct of running Hamilton's (1989) basic¯lter using ¢c T . 
Empirical Tests of Markov

Speci¯cation of the Priors and the Pseudo Priors
Since our goal is the computation of the Bayes factors, we assume that each prior is proper. A consequence of employing non informative priors for the parameters being tested will be to force the test results to favor the null hypothesis. 7 But we want their variances large enough to give support to values that are substantially di®erent from 0, but not so large that unrealistic values are supported (George and McCulloch (1993) ).
The priors employed are summarized as follows:
The abbreviations IP, GMYXPQ, MTQ, and LPNAG are DRI variable names. 6 We have done some limited experiments allowing for possible shift in mean in the demeaning process. For example, in order to take into account the post-1973 productivity slowdown, the pre-1973 subsample and the post-1973 subsample have been demeaned separately. However, the empirical results were qualitatively robust with respect to di®erent demeaning processes.
7 This is sometimes called Bartlett's (1957) paradox. For more detailed discussion, refer to Kass and Raftery (1995) . 8 For issues concerning the sensitivity analysis and the choice of the priors in a Bayesian model selection, refer to Kass and Raftery (1995) . The sensitivity analysis suggests that qualitative results are robust with respect to di®erent priors employed for the parameters. Thus, we do not report the details of sensitivity analysis.
p 00 j ¿ = 1 » beta(4; 1); (31) The Normal approximation to the marginal posterior distribution forÁ 0 in Tables 1 and   3 Tables 2 and   4. 10 Thus, the pseudo priors employed are as follows:
Pseudo Priors for Univariate Test [From Tables 1 and 2 ] All the inferences in this section are based on 9,000 Gibbs simulations, after discarding the¯rst 1,000 out of 10,000 Gibbs simulations. The posterior probability of Markov- For the univariate tests, the posterior probability of Markov-switching is quite sensitive to the prior probabilities. As we change the prior probability from 0.1 to 0.9, the posterior probability ranges between 0.054 and 0.713 for Test #1, in whichÁ 0 6 =Á 1 .
Empirical Results
However, the implied Bayes factor, which summarizes the e®ect of the data in modifying the prior odds to obtain posterior odds, is consistently lower than 1, ranging between 0.276 and 0.514. With a prior probability of 0.5, for example, the posterior probability is 0.269 and the implied Bayes factor is 0.368. These results may be interpreted as sample evidence being against Markov-switching, even though the posterior probability is quite sensitive to the prior probability. ForcingÁ 0 =Á 1 (that is, treatingÁ to be common to both models) in Test #2 does not seem to a®ect the results much.
For the multivariate tests, we get somewhat qualitatively di®erent results. The posterior probability of Markov-switching are not very sensitive to the prior probability as shown in Table 6 . In Test #1, as we change the prior probability from 0.1 to 0.9, the posterior probability ranges from 0.628 to 0.732. For the prior probability of 0.5, the posterior probability is 0.683 and the implied Bayes factor is 2.155. 1. Out of 10,000 Gibbs simulations, the¯rst 1,000 are discarded and inferences are based on the remaining 9,000 Gibbs simulations. 1. Out of 10,000 Gibbs simulations, the¯rst 1,000 are discarded and inferences are based on the remaining 9,000 Gibbs simulations. 3. BF refers to the Bayes Factor in favor of the Markov-switching Model (¿ = 1).
4. Out of 10,000 Gibbs simulations, the¯rst 1,000 are discarded and inferences are based on the remaining 9,000 Gibbs simulations. 
