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Tato práce se zabývá novými možnostmi překladu na základě pokročilých formálních mo-
delů. Konkrétně využitím gramatik s rozptýleným kontextem v syntaktické analýze. Byl
vytvořen kontextový jazyk, na kterém jsou porovnávány dvě vybrané metody syntaktické
analýzy, kde jsou tyto gramatiky využívány. Závěrem je diskutováno možné využití v praxi,
paralelní analýza, výhody, nevýhody a možný další vývoj.
Abstract
This work deals with new possibilities in parsing based on advanced formal models, speci-
fically using scattered context grammars in syntactic analysis. Context-sensitive language
was created for comparing different methods of syntactic analysis, where these grammars
are used. In conclusion is discussed possible use in practise, paralell parsing, pros and cons
and further investigation.
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Počítače nás obklopují, denně s nimi přicházíme do styku, usnadňují nám práci, zprostřed-
kovávají zábavu. Přes obrovskou šíři využití a různorodost provedení jde uvnitř o velmi
podobné univerzální výpočetní stroje, řídící se elektrickými impulzy a napětím na různých
místech obvodů. Pracují na základě přesného zadání - programu - předpisu kroků výpočtu.
Programy vymýšlí a zapisují lidé jazykem programovacím, který je přeložen do jazyka stroje,
kterému rozumí počítač (resp. procesor). Programovací jazyk je strukturovaný pseudoan-
glický text s jasně danými pravidly; jazyk stroje je pro člověka nesrozumitelný. Takovéto
jazyky mají přesně daná omezení, formálně je lze popsat gramatikami. Toho je využíváno
v překladačích, překladem se chci ve své práci zabývat.
Po představení základních pojmů a nutného matematického základu pro popis použí-
vaných formalismů je nastíněna problematika překladu programovacích jazyků, základní a
nejpoužívanější metody.
Rozšíření podkladových formálních modelů, z gramatik bezkontextových na grama-
tiky s rozptýleným kontextem je těžištěm této práce, jsou načrtnuty a srovnávány metody
překladu na k tomu speciálně vytvořeném kontextovém jazyku.
Tyto metody jsou implementovány a porovnány co do časové a paměťové složitosti.
Výsledky jsou shrnuty a vztaženy na velikost vstupních dat i jejich strukturu.
Závěrem jsou diskutovány výhody a nevýhody překladu založeného na těchto metodách





Podle [6] a [3].
Abecedou rozumíme množinu znaků. Gramatika sestává z abecedy terminálů - hlásek, abe-
cedy neterminálů - znaků, přepisovacích pravidel a počátečního symbolu. Gramatika je
předpis, který tvoří slova. Slova jsou posloupností hlásek. Jazyk je množinou slov. Grama-
tika tedy určuje jazyk. Gramatika přepisuje podle pravidel znaky na znaky a/nebo hlásky.
Začíná počátečním symbolem, postupuje až k řetězci hlásek - slovu. Každé pravidlo (ve
tvaru a → b) mění část řetězce přepsáním znaků ve směru šipky. Tomu říkáme derivační
krok či derivace.
2.1.1 Abeceda
Formálně: Abeceda je konečná neprázdná množina symbolů.
2.1.2 Slovo
Konečnou posloupnost znaků nazýváme řetězec, či též slovo. Prázdný řetězec značíme ε.
2.1.3 Jazyk
Jazyk je množinou slov. Je-li T abeceda, pak T ∗ je množina všech řetězců z této abecedy.
Pro každý jazyk L nad abecedou T pak platí L ⊆ T ∗.
2.1.4 Gramatika
Gramatika je čtveřice G = (N, T, P, S), kde
• N je abeceda neterminálů,
• T je abeceda terminálů,
• P je konečná množina pravidel, P ⊆ (N ∪ T )∗N(N ∪ T )∗ × (N ∪ T )∗
• S je počáteční symbol, S ∈ N
Pravidlo je dvojice řetězců (x, y), složených z terminálů a neterminálů, přičemž x (levá




Z definice pravidel gramatiky vyplývá, že jde matematicky o binární relaci na abecedě V*,
tuto relaci značíme ⇒G a nazýváme přímou derivací v gramatice G.
2.1.6 Derivační krok
Pokud máme řetězce u = z1xz2, v = z1yz2, a pravidlo x → y ∈ P , kde z1, z2 ∈ V ∗,
provádí gramatika G derivační krok z u do v podle pravidla x → y, což zapisujeme jako
u ⇒G v [x → y]. Derivační krok je přepsání (části) řetězce použitím jednoho z pravidel
gramatiky.
2.1.7 Jazyk přijímaný gramatikou
Transitivní uzávěr této relace značíme⇒+G, reflexivní a tranzitivní pak⇒∗G. Pomocí druhého
pak definujeme jazyk přijímaný gramatikou jako L(G) = {w : w ∈ T ∗, S ⇒∗G w}.
2.1.8 Dělení jazyků
Podle formátu používaných pravidel gramatiky se jazyky jimi generované v Chomského
hierarchii dělí na rekurzivně vyčíslitelné, kontextové, bezkontextové a regulární. Nás budou
nejvíce zajímat jazyky bezkontextové, kterými lze popsat mnoho běžných programovacích
jazyků. Bezkontextové gramatiky jsou takové, kde pro každé (A→ x) ∈ P platí A ∈ N .
2.1.9 Zásobníkový automat
Výpočetním modelem pro bezkontextové jazyky je zásobníkový automat. Obsahuje vstupní
pásku, zásobník a konečné stavové řízení. Mezi stavy přechází na základě pravidel, která
berou v potaz vstup (symbol na pásce pod čtecí hlavou), symbol na vrcholu zásobníku a
aktuální stav. Automat začíná v počátečním stavu, úspěch je charakterizován přechodem
do koncového stavu a/nebo načtením celého vstupu. Typem ukončení jsou také odlišeny
tři typy přijímaných jazyků (přechod do koncového stavu, přečtení vstupu, přechod do
koncového stavu A přečtení vstupu).
Zásobníkový automat je sedmice M = (Q,Σ,Γ, R, s, S, F ), kde
• Q je konečná množina stavů
• Σ je vstupní abeceda
• Γ je zásobníková abeceda
• R je konečná množina pravidel tvaru Apa → wq, kde A ∈ Γ, p, q ∈ Q, a ∈ Σ ∪ {ε},
w ∈ Γ∗
• s ∈ Q je počáteční stav
• S ∈ Γ je počáteční symbol na zásobníku
• F ⊆ Q je množina koncových stavů
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2.1.10 Konfigurace, výpočetní krok, typy přijímaných jazyků
Konfigurací zásobníkového automatu rozumíme popis aktuální situace. Konfiguraci značíme
χ, platí že χ ∈ Σ∗QΓ∗, tedy jde o řetězec složený z posloupnosti znaků zásobníkové abecedy
následované stavem a slovem nad abecedou vstupní, zaznamenává obsah zásobníku, stav a
vstup, úplně popisuje automat v čase.
Potom výpočetní krok definujeme jako přechod mezi konfiguracemi. Přechod z konfigu-
race xApay do xwqy za použití pravidla r = Apa→ wq ∈ R značíme xApay ` xwqy[r] kde
x,w ∈ Γ∗, A ∈ Γ, p, q ∈ Q, a ∈ Σ ∪ {ε} a y ∈ Σ∗.
Jak už bylo uvedeno, existují tři typy přijímaných jazyků zásobníkovým automatem,
nyní si je s použitím reflexivního a tranzitivního uzávěru relace přechodu mezi konfiguracemi
popíšeme.
1. Jazyk přijímaný přechodem do koncového stavu
L(M)f = {w : w ∈ Σ∗, Ssw `∗ zf, z ∈ Γ∗, f ∈ F}
2. Jazyk přijímaný vyprázdněním zásobníku
L(M)ε = {w : w ∈ Σ∗, Ssw `∗ zf, z = ε, f ∈ Q}
3. Jazyk přijímaný přechodem do koncového stavu a vyprázdněním zásobníku
L(M)fε = {w : w ∈ Σ∗, Ssw `∗ zf, z = ε, f ∈ F}
2.2 Překlad
Podle přednášek předmětu Formální jazyky a překladače [4]. Překlad programů z jazyka
programovacího do jazyka stroje je klíčový pro možnost vytvářet programy. Probíhá v ně-
kolika fázích:
• Lexikální analýza - čte text zapsaný v programovacím jazyce a rozděluje ho na lexémy,
jednotky jazyka, které jsou dále reprezentovány tokeny (a následně je na ně pohlíženo
jako na terminály).
• Syntaktická analýza - je založená na gramatikách, ověřuje syntaktickou správnost
vstupního kódu, tedy zda jde o slovo použitého programovacího jazyka, kde jednot-
livé tokeny představují hlásky a program řetězec. Pokud lze takové slovo (program)
gramatikou vytvořit, znamená to správnost zápisu a je možno předat výsledek (deri-
vační strom) další, sémantické, analýze (v praxi jsou často prováděny společně).
• Sémantická analýza - má za úkol ověřit významovou správnost programu, provést kon-
trolu typů, přiřazení a inicializace proměnných, výstupem je abstraktní syntaktický
strom, následuje
• Generování vnitřního kódu,
• Optimalizace,
• Vytvoření cílového programu - finální výstup, program v jazyce stroje.
Překlad je v praxi často řízený syntaxí (bude tomu tak i v této práci), syntaktická
analýza tedy nejen rozhoduje, zda je zdrojový program přeložitelný, ale také jsou na ní
navázány akce dalších částí překladače. Jednotlivé části od sebe také nejsou odděleny nijak
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ostře, jedna přechází v druhou a často probíhají zároveň či střídavě, lexikální analýza kupří-
kladu není ukončena před začátkem analýzy syntaxe, ale jsou průběžně volány její metody
při potřebě načíst další lexém, převedený na token pro syntaktickou analýzu. V naváznosti
na to jsou už v době syntaktické analýzy vytvářeny tabulky symbolů a derivační (a následně
abstraktní syntaktický) strom, což patří do analýzy sémantické.
Syntaktická analýza je tak těžištěm práce překladače, její základní metody jsou roz-
děleny podle směru tvorby derivačního stromu: shora-dolů nebo zdola-nahoru.
Syntaktická správnost je ověřována utvořitelností programu jako posloupnosti tokenů
gramatikou příslušného programovacího jazyka.
2.2.1 Syntaktická analýza shora dolů
Při analýze shora dolů vycházíme od počátečního neterminálu gramatiky a snažíme se ho
rozgenerovat na jednotlivé terminály - tedy nejmenší jednotky jazyka - tokeny, v pořadí,
v jakém je přijímáme od lexikálního analyzátoru - pokud je takto možno vytvořit slovo
daného programovacího jazyka, je program syntakticky správně zapsán.
Analýza shora dolů využívá LL(k) gramatiky, které jsou speciálním případem grama-
tik bezkontextových, nemusí jít vytvořit vždy. Jednoznačně určují, jaké pravidlo použít při
k následujících terminálech. Číslo k tedy značí počet následných neterminálů, které musíme
znát, abychom mohli rozhodnout, které pravidlo při tvorbě slova dále použít. LL(0) grama-
tiky jsou tak v praxi nepoužitelné, neboť generují jazyk s jediným slovem. LL gramatiky
používají nejlevější derivace zleva, odtud název (z anglického Left, Leftmost).
Nejčastěji se používají LL(1) gramatiky, které jsou specializací gramatik bezkontex-
tových, při derivaci neterminálu a znalosti následujícího terminálu, který chceme dostat
(vstupní token), jednoznačně určují, které pravidlo použít. Pomocí tabulky s dvojicemi
derivovaného neterminálu a vstupního tokenu lze pak provádět analýzu deterministickým
způsobem.
2.2.2 Syntaktická analýza zdola nahoru
Analýza zdola nahoru postupuje přesně opačně, začíná ”zdola”- od posloupnosti termi-
nálů - tokenů přijímaných od lexikálního analyzátoru a zpětnou aplikací pravidel směřuje
k počátečnímu neterminálu, opět tedy ověřuje, zda lze z počátečního neterminálu vytvořit
analyzovaný program a tento je slovem gramatiky, tedy syntakticky správně zapsán.
Analýza zdola nahoru využívá precedenční analyzátor, založený na tabulce, který je
nejslabší možností, ale jednoduše implementovatelnou a ideálním řešením například při
řešení přednosti operátorů v matematických výrazech, či LR syntaktický analyzátor. To je
rozšířený zásobníkový automat, jeho činnost je založená také na tabulce (tentokrát LR),
která má akční a přechodovou část, jednoznačně určující postup pro vytvoření nejpravější
derivace stupního řetězce tokenů.
Tyto základní typy syntaktické analýzy se v praxi často kombinují, neboť se navzájem
vhodně doplňují, například pro analýzu aritmetických výrazů je vhodnější analýza zdola
nahoru, zatímco pro příkazy analýza shora dolů.
Ve své práci se chci zabývat syntaktickou analýzou založenou na gramatikách s rozptý-
leným kontextem.
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2.3 Gramatiky s rozptýleným kontextem
Gramatiky se liší použitými pravidly, pro gramatiky s rozptýleným kontextem platí, že
obsahují pouze pravidla ve tvaru (A, B, C, . . . ) → (x, y, z, . . . ), kde A, B, C atd. jsou
jednotlivé neterminály a x, y, z atd. jsou řetězce složené z terminálů i neterminálů, počet je
odpovídající levé straně pravidla. Pravidla těchto gramatik jsou složeny z pravidel gramatik
bezkontextových, kdy jich je vždy několik aplikováno najednou, jejich vyjadřovací síla je
větší podle [5], odkud jsou čerpány i následující formální definice
Gramatika s rozptýleným kontextem je čtveřice G = (V, T, P, S), kde
• V je úplná abeceda symbolů (neterminálů i terminálů)
• T ⊂ V je abeceda terminálů,
• P je konečná množina pravidel formátu (A1, . . . , An)→ (x1, . . . , xn), kde n ≥ 1, Ai ∈
V − T , a xi ∈ V ∗, pro všechny 1 ≤ i ≤ n;
• S ∈ V − T je počáteční symbol gramatiky G.
Gramatiky s rozptýleným kontextem mají vyjadřovací schopnost rekurzivně vyčíslitel-
ných jazyků (Typ 0 v Chomského hierarchii). Úpravou jejich pravidel pak dostáváme různé
varianty.
2.3.1 Různé typy derivací v gramatikách s rozptýleným kontextem
Pokud zakážeme vymazávající pravidla, tedy takové, které mají na pravé straně ε, dosta-
neme se na vyjadřující sílu propagujících gramatik s rozptýleným kontextem, rodina jazyků
generovaných těmito gramatikami je podmnožinou kontextových jazyků, nerozhodnutým
problémem zůstává, zda množinou vlastní či nevlastní (striknost inkluze je neznámá dle
[5]).
Následující modifikace lze aplikovat i na původní gramatiky s rozptýleným kontextem,
my ale budeme uvažovat úpravu gramatik bez ε-pravidel.
Determinismu dosáhneme použitím pouze nejlevějších, či nejpravějších derivací, kdy
jsou pravidla použity vždy na nejkrajnější možný neterminál v řetězci. To umožňuje zpět-
nou rekonstrukci vytvoření řetězce, což se dá dobře využít právě při překladu, kdy nejenom,
že zjistíme, že je řetězec syntakticky správně zapsán, ale i aplikací jakých pravidel ho vy-
tvořit. Tyto gramatiky mají vyjadřovací sílu kontextových jazyků.
Rozšířené propagující gramatiky s rozptýleným kontextem musí splňovat tu vlastnost,
že jejich pravidla ”nezkracují”délku řetězce symbolů, pro (A1,. . . ,An) → (x1,. . . ,xn) ∈ P






V této kapitole představím vybrané metody syntaktické analýzy. Liší se způsobem imple-
mentace těchto pokročilých formálních modelů.
3.1 Tabulkový překlad využívající LL(1) gramatik s rozptý-
leným kontextem
Podle článku [1] Table-driven parsing of scattered context grammars.
Gramatiky s rozptýleným kontextem je složité implementovat, protože ”rozptýlenost”
znamená přepisovat na různých místech řetězce, tedy jsou zapotřebí složité datové struk-
tury popisující řetězce (vázané seznamy, pomocné zásobníky). Při použití LL(1) gramatik
lze pracovat jen s vrcholem zásobníku, což je výrazně jednodušší a tedy efektivněji imple-
mentovatelné.
Gramatika s rozptýleným kontextem je LL(1), pokud všechny první části pravidel (A1 →
x1) splňují podmínky pro bezkontextové LL(1) gramatiky, tedy jednoznačnost, jaké pravidlo
použít při známém následujícím tokenu. Pak můžeme vytvořit prediktivní LL(1) tabulku
pro gramatiku s rozptýleným kontextem, kde klíči jsou následující token a neterminál na
vrcholu zásobníku.
Krom tabulky máme vyhledávací strukturu Delay − List, kam jsou ukládány odložené
části používaných pravidel spolu s číslováním derivačních kroků. Delay − List[N, c] vrací
část pravidla s nejnižším číslováním větším než c a s neterminálem N jako první na levé
straně, tedy prvním následujícím ve zbytku odloženého pravidla.
Na zásobník vkládáme dvojice <symbol, číslo derivačního kroku>.
Vrchol zásobníku inicializujeme speciálním symbolem pro konec řetězce a počátečním
symbolem gramatiky (< $, 0 >< S, 0 >), číslo derivačního kroku začíná na 0. Struktura
Delay-List je prázdná, zatím jsme nepoužili žádné pravidlo a neměli tedy co odložit.
Pak začíná samotná syntaktická analýza, tedy snaha rozgenerovat počáteční symbol na
řetězec terminálů (tokenů) ze vstupu, při shodě terminálů na vrcholu zásobníku a na vstupu
jsou tyto odebrány, pokud tak dojdeme až ke speciálním symbolům konce řetězce, proběhla
derivace úspěšně a program na vstupu je slovem jazyka gramatiky, tedy syntakticky správný.
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Pracujeme vždy jen s vrcholem zásobníku a jedním následujícím tokenem, tyto nám
dávají jednoznačnou informaci, která pravidla gramatiky použít, protože jde o LL(1) gra-
matiku. Nejprve hledáme ve struktuře Delay-List zbytek pravidla, které symbolem z vrcholu
zásobníku pokračuje, pokud jich je víc, vybíráme to s nejnižším pořadím derivačního kroku
(abychom dostávali nejlevější derivace).
Pokud nemůžeme pokračovat v již započatém pravidle, vybíráme pomocí LL precedenční
tabulky nové pravidlo na základě neterminálu z vrcholu zásobníku a terminálu (tokenu) na
vstupu, přepíšeme vrchol zásobníku podle první části, zbytek odložíme do struktury Delay-
List a zvýšíme číslo derivačního kroku, protože jsme začali další pravidlo.
Pro větší přehlednost pseudokód algoritmu:
Algoritmus 1 Tabulkový překlad
Vstup: LL-tabulka
Výstup: nejlevější derivace
1: Inicializace vrcholu zásobníku prvky < $, 0 >< S, 0 >
2: číslo derivačního kroku = 0
3: while zásobník není prázdný do
4: < X, c >= vrchol zásobníku a a = vstupní token
5: if X = $ then





11: else if X ∈ T then
12: if X = a then
13: odebrání < X, c > z vrcholu zásobníku




18: else if X ∈ N then
19: if Delay-List[X,c] není prázdný then
20: označíme Delay-List[X,c] jako < r : (X,X2, . . . , Xn)→ (x, x2, . . . , xn), c >
21: < X, c > na vrcholu zásobníku nahradíme reversal(x, c)
22: Delay-List[X,c] nahradíme < r[2 :], c >
23: else if r : (X,X2, . . . , Xn)→ (x, x2, . . . , xn) ∈ LL− tabulka[X, a] then
24: číslo derivačního kroku ++
25: < X, c > na vrcholu zásobníku nahradíme reversal(x, der)
26: zapíšeme r na výstup







3.2 Překlad řízeným zásobníkovým automatem
Podle článku [2] Scattered Context Grammars Parsers.
3.2.1 Metoda analýzy
I tato metoda využívá LL gramatiky s rozptýleným kontextem kvůli jejich determinismu.
Celá analýza je implementována zásobníkovým automatem, kde opět na vstupu (pod čtecí
hlavu) dostáváme řetězec terminálů, tedy vstupní program, výstupem analýzy je pak po-
sloupnost pravidel, které byly využity při úspěšné analýze, pokud je vstup syntakticky
správný, nebo informace, že překlad selhal. Z pravidel gramatiky jsou vytvářeny pravidla a
stavy pro automat, tento proces je deterministický, ale netriviální.
3.2.2 Množiny FIRST’, FOLLOW’
Definice množin FIRST’ a FOLLOW’ je podobná jako u bezkontextových gramatik, uvádím
je kvůli využití při konstrukci automatu. Je-li G = (V, T, P, S) gramatika s rozptýleným
kontextem, α ∈ V ∗. Pak FIRST ′(α) = {a|α ⇒∗ aw, a ∈ T,w ∈ V ∗} ∪ {ε|α ⇒∗ ε}. Pro
neterminál A ∈ V \ T pak definujeme FOLLOW ′(A) = {a|S ⇒∗ uAaw, a ∈ T, u, w ∈
V ∗} ∪ {ε|S ⇒∗ uA, u ∈ V ∗}.
Pro všechny pravidla (A, . . . )→ (α1, . . . )|(A, . . . )→ (α2, . . . )| . . . |(A, . . . )→ (αk, . . . ) ∈ P .
Podmínka FF’: platí FIRST ′(αi) ∩ FIRST ′(αj) = ∅, ∀i 6= j, 1 ≤ i, j ≤ k.
FFL’: ∃i, 1 ≤ i ≤ k : αi ⇒ ε platí FIRST ′(αj) ∩ FOLLOW ′(A) = ∅,∀i 6= j, 1 ≤ i, j ≤ k.
Gramatika G je LL gramatikou, pokud splňuje tyto dvě podmínky.
3.2.3 Překladová tabulka
Nejprve je vytvořena jednoduchá překladová tabulka, vlastně téměř shodná s LL(1) jazyky,
řádky a sloupce jsou popsány množinami zásobníkové a vstupní (terminální) abecedy, na
jejichž průsečících pak v buňkách tabulky nalézáme příslušné akce. Těmi může být
• přijmutí jazyka, pokud dosáhneme konce vstupu při prázdném zásobníku
• odebrání shodného terminálu ze vstupu a zásobníku,
• aplikace pravidla
• chyba
tedy velmi podobně tabulce předchozí metody. Zde však tabulka popisuje chování zásobníko-
vého automatu, respektive jeho stavy a pravidla, které jsou podle ní vytvořeny. Algoritmus
pro tvorbu automatu následuje, nejprve načrtnutí myšlenky:
3.2.4 Chování zásobníkového automatu
Zásobníkový automat dostává na vstupu slovo nad terminální abecedou, o němž má rozhod-
nout, zda patří do jazyka. Gramatika s rozptýleným kontextem je simulována stavy tohoto
automatu a jeho zásobníkovou abecedou, shodnou s abecedou gramatiky. Protože pravidla
zásobníkového automatu zohledňují pouze vrchol zásobníku, je potřeba vyřešit prohledávání
celého řetězce, který je na zásobníku uložen. To je prováděno tak, že jsou z vrcholu odebí-
rány symboly, dokud není požadovaný nalezen, následně jsou opět umísťovány zpět. Tato
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automatová pravidla zapřičiňují nedeterminismus, protože mění stav zásobníku, odebrané
symboly nikam neukládají. ”Paměť” a determinismus přináší řídící jazyk, což je kontex-
tový jazyk popisující (a omezující) pravidla, která může automat použít, tedy vymezuje,
jak může vypadat práce automatu, co se týče použitých pravidel a přechodů mezi stavy.
Tento řídící jazyk popisuje všechny možné průběhy zpracování vstupu automatem (jde
většinou o jazyk nekonečný), může být popsán LL(1) gramatikou, což nám dodává kýžený
determinismus do celé metody. Řídí automat hlavně v tom smyslu, že při odebrání symbolu
ze zásobníku je tento nutno později vrátit, k tomu se hodí bezkontextový zápis jazyka. Pro
ostatní akce automatu (například odebírání terminálů z vrcholu zásobníku a vstupu) jen
povoluje použití tohoto pravidla kdekoliv v průběhu práce automatu.
3.2.5 Konstrukce
Překladová tabulka je naplněna následujícím (jednoduchým a zřetelným způsobem), všechny
buňky jsou inicializovány na chybu analýzy a následně přepsány tam, kde to má smysl.
Nejprve na průsečících shodných terminálů akcí odebrání těchto symbolů ze vstupu a zá-
sobníku. Pro řádky s neterminálním symbolem A1, kterým začíná některé z pravidel (tedy
(A1, . . . , An) → (α1, . . . , αn) ∈ PSCG, Ai ∈ V \ T, αi ∈ T, i ∈ {1, . . . , n}) přepisujeme
buňky ve sloupcích terminálů, které lze po použití tohoto pravidla očekávat (jde o LL gra-
matiku, takže jsou to terminály z množin FIRST ′(α1) a případně FOLLOW ′(A1) pro
α1 ⇒∗ ε). Novou hodnotou takto přepsaných buněk tabulky bude použití příslušného pra-
vidla. Poslední změnou je položka přijmutí jazyka, která je umístěna do buňky na průsečíku
symbolů pro prázdný zásobník a konec vstupu, což je společně s dosažením koncového stavu
podmínkou úspěšné analýzy.
Překladová tabulka a gramatika s rozptýleným kontextem G = (V, T, P, S′) pro přijí-
maný jazyk je pak vstupem pro algoritmus tvorby determininistického zásobníkového auto-
matu M = (Q,Σ,Ω, R, s, S, F ). Nejprve jsou inicializovány množiny používaných symbolů,
dále jsou vytvářeny stavy automatu a pravidla. Zřejmě vstupní abeceda je abecedou termi-
nální z gramatiky G, tedy Σ = T , zásobníková abeceda pak obsahuje i neterminály, tedy je
shodná s abecedou gramatiky G, Ω = V , stejné jsou i počáteční symboly S = S′.
Dále jsou vytvořeny stavy automatu - počáteční a koncový (q a qF ) a dále množiny
stavů podle pravidel gramatiky, postupně od bezkontextových pravidel (čili s jediným ne-
terminálem na levé a jediným řetězcem symbolů na pravé straně), pro které vzniká množina
stavů A1 a A1ε, kdy pro každý symbol na vrcholu zásobníku a terminál na vstupu vytváříme
vlastní stav (tento je jediný, protože G je LL gramatikou).
A1 = {A1xα1|∀A1, x : (A1)→ (α1) ∈ P ∧ x ∈ FIRST ′(α1) \ {ε}}
A1ε = {A1xα1|∀A1, x : (A1)→ (α1) ∈ P ∧ x ∈ FOLLOW ′(A1) ∧ ε ∈ FIRST ′(α1)}
Podtržení znamená, že jde o jeden stav, popsaný pomocí symbolu na vrcholu zásobníku,
terminálu na vstupu a řetězce, který můžeme po aplikaci pravidla na místě symbolu A1
očekávat.
Pro pravidla s více než jednou částí (tudíž už skutečně s rozptýleným kontextem) pak máme
množiny stavů A2 = {A1x2A2, . . . , A1xnAn, A1xnrαn, . . . , A1x1rα1|∀A1, x : (A1)→ (α1) ∈
P ∧ x ∈ FIRST ′(α1) \ {ε}} a
A2ε = {A1x2A2, . . . , A1xnAn, A1xnrαn, . . . , A1x1rα1|∀A1, x : (A1) → (α1) ∈ P ∧ x ∈
FOLLOW ′(A1) ∧ ε ∈ FIRST ′(α1)}
Pro každé pravidlo složené z více (bezkontextových) částí vytváříme stavy pro postupné
zpracovávání tohoto pravidla, kdy pomocí A1 a x je jednoznačně určeno pravidlo, index
i udává, v které části se nacházíme, jaký další neterminál očekáváme (a vyhledáváme pro
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aplikaci), takto dojdeme až na konec pravidla (část An → αn), máme zde další stavy pro
zaznamenání, které části už byly (zpětně, protože výsledné řetězce vkládáme na zásobník)
aplikovány, to nám označuje xnr ve stavu.
Stavy automatu: Q = {q, qF } ∪A1 ∪A1ε ∪A2 ∪A2ε
Koncové stavy: F = {qF }
Počáteční stav: s = q
Z takto definovaných stavů pak vychází pravidla automatu, nejprve sada pravidel pro
akci odebrání v překladové tabulce:
P = {xqx→ q|q ∈ Q, x ∈ Σ}
Pravidla pro použití bezkontextových pravidel (tedy s jedinou částí, (A1)→ (α1)):
E1 = {A1qx→ A1xα1x|q, A1xα1 ∈ Q,A1 ∈ Ω \ Σ, x ∈ Σ}∪
{A1xα1 → α1q|A1xα1, q ∈ Q,α1 ∈ Ω∗}
Dále pravidla automatu pro kontextová pravidla gramatiky:
E2 = {A1qx→ A1x2A2x|q, A1x2A2 ∈ Q,A1 ∈ Ω \ Σ, x ∈ Σ}∪
{AiA1xiAi → A1x(i+ 1)iA(i+1)|A1xiAi, A1x(i+ 1)iAi+1 ∈ Q,Ai ∈ Ω\Σ, i ∈ {1, . . . , n− 1}}∪
{AnA1xnAn → A1xnrαn|A1xnAn, A1xnrαn ∈ Q,An ∈ Ω \ Σ}∪
{A1xjrαj → αjA1x(j − 1)rα(j−1)|A1xjrαj , A1x(j − 1)rαj−1 ∈ Q,αj ∈ Ω∗, j ∈ {2, . . . , n}}∪
{A1x1rα1 → α1q|A1x1rα1, q ∈ Q,α1 ∈ Ω∗}
A nakonec dvě sady pravidel pro vyhledávání na zásobníku, tato pravidla vnáší nedetermi-
nismus, neboť takto definovaná libovolně zahazují a přidávají prvky na zásobník. Návrat
odebraných prvků řeší řídící jazyk.
T = {aA1xjAj → A1xjAj |A1xjAj ∈ Q, a ∈ Ω \ {Aj}, j ∈ {2, . . . , n}}
U = {A1xirαi → aA1xirαi|A1xirαi ∈ Q, a ∈ Ω}
Pravidla automatu: R = {#q$→ qF |q, qF ∈ Q} ∪ P ∪ E1 ∪ E2 ∪ T ∪ U
Zbývá tedy nadefinovat řídící jazyk, to lze bezkontextovou gramatikouGc = (Nc, Tc, Sc, Pc),
kde Nc = {K,L}, Tc = {< r > |r ∈ R}, Sc = K
Pravidla: Pc =
{K →< #q$→ qF >} pro přijmutí jazyka
∪{K →< xqx→ q > K} pro odebrání terminálů ze vstupu a vrcholu zásobníku
∪{K →< A1qx→ A1xα1x >< A1xα1 → α1q > K} pro bezkontextová pravidla, odpovída-
jící dvojice jsou vybírány z množiny stavů E1
∪{K →< A1qx → A1x2A2x > L < A1x1rα1 → α1q > K} pro kontextová pravidla, první
a poslední krok ve zpracování, aplikace první části pravidla
∪{L →< AiA1xiAi → A1x(i+ 1)A(i+1) > L < A1xirαi → αiA1x(i− 1)rα(i−1) >} postup
po neterminálech pravidla (Ai) tam (vyhledávání) a zpátky (přepis)
∪{L→< AnA1xnAn → A1xnrαn >< A1xnrαn → αnA1x(n− 1)rα(n−1) >} pro ”otočku”z hle-
dání neterminálů na zásobníku na aplikaci pravidel (zpětně, odzadu od An → αn), ovšem
všechna tato pravidla nemají na činnost automatu zásadní vliv, neboť i bez nich funguje de-
terministicky, proč potřebujeme řídící jazyk je následující podmnožina pravidel gramatiky
řídícího jazyka pro vyhledávání na zásobníku, kontrolující přidávání a odebírání stejných
symbolů:
∪{L →< aA1xjAj → A1xjAj > L < A1x(j − 1)rα(j−1) → aA1(j − 1)rα(j−1) >}, kde
j ∈ {2, . . . , n}, což znamená, že symbol, který byl ze zásobníku odebrán při hledání j-tého
neterminálu pravidla, musí být na zásobník vrácen při odpovídajícím zpětném kroku, při







Abychom mohli vyhodnotit, která metoda je vhodnější pro jaké aplikace, musíme je srov-
návat na konkrétních jazycích, proto byly vytvořeny jazyky kontextové, popsané gramati-
kami s rozptýleným kontextem. V syntaktické analýze a obecně v syntaktickém předpisu
základních programovacích jazyků jako je Pascal nebo C mnoho kontextových závislostí
nenajdeme, proto budou příklady demonstrovány na jazyku objektovém, konkrétně C++.
Objektová orientace mimo jiné a pro naše potřeby hlavně znamená závislost jednotlivých
jazykových celků, ať už jde o dědičnost, zapouzdření nebo soukromé proměnné či metody.
Kontextový jazyk, na kterém budu porovnávat jednotlivé metody syntaktické analýzy bude
částí jazyka, který by popisoval kompletní syntax C++, zaměřím se jen na některé aspekty,
některé zanedbám či zjednoduším.
4.1 Jazyk popisující důvěrnost v rámci třídy
Následující jazyk popisuje deklaraci třídy, kdy důležitá je důvěrnost informací, která třída
určuje svým součástem, budeme uvažovat pouze modifikátory public a private, kdy pro
třídu označenou jako public platí, že její proměnné a metody můžou být jak public, tak
i private, kdežto pokud je třída private, musí být i všechny její prvky private. To nám
popisuje gramatika G = (V, T, P, S), kde
V = {S,< classPrivacy >,< items >,< PRIV >,< PUBL >} ∪ T
T = {id, private, public, {, }, ; }
a jsou dána pravidla P =
{
1 : (S)→ (< classPrivacy > id{< items >),
2 : (< classPrivacy >)→ (< PRIV >),
3 : (< classPrivacy >)→ (< PUBL >),
4 : (< PRIV >,< items >)→ (private,< PRIV > id;< items >),
5 : (< PUBL >,< items >)→ (public,< PUBL > id;< items >),
6 : (< PUBL >,< items >)→ (private,< PUBL > id;< items >),
7 : (< PRIV >,< items >)→ (}, ε),
8 : (< PUBL >,< items >)→ (}, ε)
}
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Tato gramatika generuje například takovéto slovo (jako token id zde postupně vystupují












Jde o velmi zjednodušený příklad, kdy třeba terminál id bereme jako pojmenování
funkce i proměnné, tedy řetězec znaků vyjma středníku (ale včetně například závorek atp.),
neřešíme datové typy. Terminály jazyka jsou tokeny přijímané od lexikálního analyzátoru,
na které budu pohlížet jen jako na řetězce (označující typ tokenu) bez jakýchkoli doplňu-
jících informací (tokeny mívají přiřazeny vlastnosti jako například umístění v pomocných
tabulkách a podobně). Zde jde jenom o ukázku závislosti na kontextu konstrukce zapouz-
dření.
Takováto závislost často leží na pomezí syntaktické a sémantické analýzy, překladače
jsou často konstruovány tak, že zpracování vstupního kódu proběhne pouze bezkontextovou
gramatikou a následně jsou pomocí různých tabulek symbolů ověřovány právě kontextové
závislosti, ovšem při použití silnějších (tedy kontextových) gramatik můžeme některé sku-
tečnosti zachytit už v syntaktické analýze, a hlásit syntaktickou chybu skutečně v době běhu
analýzy syntaxe a ne až sémantiky. Důvodem není snaha o čistší postup v překladu přesně
podle definic a rozdělení funkcí jednotlivých analyzátorů, ale zvýšení efektivity, kdy není
nutné procházet zdrojový kód vícekrát pro dohledávání kontextových informací. Při dosta-
tečně mocném modelu lze ušetřit další průchody ověřením závislostí už v době syntaktické
analýzy.
4.2 Jazyk popisující přetížení operátorů při práci se šablo-
nami
Další jazyk je opět jen minimálním výňatkem z případné celé gramatiky, zaměřil jsem se na
popis struktury argumentů při přetěžování operátorů pracujících s šablonami. Jazyk C++
umožňuje definovat chování základních binárních operátorů i pro uživatelsky definované
či složené datové typy. Dokonce je možné změnit chování operátorů i pro základní datové
typy, což se ovšem důrazně nedoporučuje. Zaměřím se na operátor sčítání, který pracuje se
dvěma argumenty (sčítanci) stejného datového typu. Při pohledu na sčítání jako na funkci
je vrácen výsledek opět shodného typu. Nemusíme ale sčítat jen čísla či řetězce, pokud
používáme šablony je často vhodné definovat součet i pro seznamy, či vektory těchto typů,
případně matice (vektory vektorů) a tak dále. Jedinou podmínkou je shoda typů na vstupu
a výstupu, to právě následující jazyk kontroluje.
Je dán gramatikou G = (V, T, P, S), kde
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V = {S, TY P} ∪ T , T = {operator+, string, int, {, }, (, ), ; , vector,<,>}, s pravidly P = {
1 : (S)→ (TY Poperator + (TY PTY P );S),
2 : (TY P, TY P, TY P )→ (string, string, string),
3 : (TY P, TY P, TY P )→ (int, int, int),
4 : (TY P, TY P, TY P )→ (vector < TY P >, vector < TY P >, vector < TY P >),
5 : (S)→ (})}
Validním kouskem kódu je pak například následující blok, deklarující operátor sčítání




vector<vector<int> > operator+(vector<vector<int> >,vector<vector<int> >);
}
Kvůli jednoduchosti jde pouze o deklarace funkcí pro nadefinování chování operátoru, pří-
klad neobsahuje těla funkcí, pro která by bylo potřeba zahrnout do gramatiky mnoho další
pravidel, které by smysl tohoto jazyka nijak nezměnily, nezvětšil by se ani rozptyl mezi
místy ve větné formě, na níž jsou pravidla aplikována, neboť při použití nejlevějších deri-
vací se od sebe tři následující neterminály TYP nevzdálí existencí dlouhého těla funkce. Více
o rozptylu derivačního kroku v gramatikách s rozptýleným kontextem uvedu dále.
4.3 Jazyk pro příklady
Třetím a posledním kontextovým jazykem bude jazyk L = {anbncn|n ≥ 0}, velmi často
uváděný jako příklad pro gramatiky s rozptýleným kontextem. Mimo jiné v [5], [2], [1]. Je
dán LL gramatikou G = (V, T, P, S), kde
V = {S,A,B,C} ∪ T , T = {a, b, c}, množina pravidel P = {
1 : (S)→ (ABC),
2 : (A,B,C)→ (aA, bB, cC),
3 : (A,B,C)→ (ε, ε, ε)
}





analýzy založených na gramatikách
s rozptýleným kontextem
Nejpřirozenější způsob porovnání je implementace těchto metod a vytvoření syntaktických
analyzátorů na nich založených (naším záměrem ale není překlad, takže výstupem syntak-
tické analýzy bude pouze informace, zda je vstupní program syntakticky správně zapsán).
Při stanovování efektivity a rychlosti algoritmů všeobecně hodnotíme časovou a paměťovou
náročnost daného algoritmu, ty jsou obecně závislé na velikosti vstupních dat, v našich
metodách budeme sledovat i další skutečnosti, které významně ovlivňují rychlost prove-
dení výpočtu (analýzy). Ukážeme, že existuje závislost nejen mezi velikostí vstupních dat
(délka vstupního programu nebo úseku kódu), ale neméně důležitá je i struktura vzhledem
k definici kontextového jazyka, který popisuje zkoumanou část syntaxe. Strukturou mys-
líme hlavně ”rozptýlenost” symbolů, kterou popíšeme formálněji, zjednodušeně jde o to,
na jaké délce řetězce jsou aplikována pravidla. S rostoucí vzdáleností mezi neterminály z le-
vých stran pravidel gramatiky s rozptýleným kontextem roste i časová a hlavně paměťová
náročnost algoritmů, které tyto gramatiky používají způsobem, který jsme uvedli v části
popisující metody.
5.1 Porovnávané hodnoty
Jak bylo uvedeno, hlavními vlastnostmi algoritmů z hlediska jejich efektivity je časová
a paměťová složitost, kterou budeme měřit při provádění analýzy nad jednotlivými pří-
klady z definovaných kontextových jazyků. Obě metody vychází z principiálně totožné LL
tabulky, kterou je potřeba vytvořit, ovšem zde logicky nemůže nastat rozdíl. V obou meto-
dách používáme zásobník, kam se ukládají symboly aktuální větné formy, tedy řetězec nad
abecedou symbolů, který se postupně snažíme zjednodušit na vstupní terminály. Zkusíme
porovnat obě metody i co do využití tohoto zásobníku, přestože pracují jen s prvkem na
vrcholu tohoto zásobníku, odlišují se ”hloubkou” využití co se týče celé větné formy. S tím
přímo souvisí i počet operací nad zásobníkem. Další veličinou, s níž se bude měnit časová a
paměťová náročnost algoritmů je ”rozptýlenost” vstupu, kterou si nadefinujeme přesněji.
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5.1.1 Rozptyl
Gramatiky s rozptýleným kontextem přepisují najednou neterminály na různých místech
větné formy, od kontextových se liší tím, že nejde o kontext bezprostřední, jednotlivé složky
levé strany pravidla (terminály) mohou být od sebe vzdáleny libovolně daleko, kontextem je
zde jen pořadí. To funguje hezky v teorii, ovšem v praxi, například při implementaci, kterou
provádíme, tato vzdálenost významně ovlivňuje dobu a efektivitu běhu algoritmů, proto ji
popíšeme jako rozptyl. Například třetí kontextový jazyk L = {anbncn|n ≥ 1} má rozptyl
mezi terminály velikosti n, jde o vzdálenost, jakou musí překlenout pravidla gramatiky,
která tento jazyk generuje. Jinak řečeno, jde o vzdálenost mezi částmi pravidel ve vstup-
ním slově. Protože používáme většinou propagující gramatiky s rozpýleným kontextem, při
každé aplikaci pravidla se větná forma prodlouží, nebo zůstane stejně dlouhá, nezkracuje
se, proto má smysl měřit maximum až mezi terminály, tedy přímo na vstupním řetězci.
Maximální rozptyl je tedy vzdáleností (měřenou v symbolech) mezi řetězci, které jsou ge-
nerovány sousedními částmi pravidel. Pro jazyk L a vstup aaaabbbbcccc je rozpyl roven 4,
neboť pravidlo (A,B,C) → (a, b, c) je aplikováno na symboly ve vzájemné vzdálenosti 4.
Čím je větší rozptyl, tím více pravidel musíme ukládat do struktury Delay − List v první
metodě a tím více symbolů na zásobníku musíme prohledávat v metodě druhé.
Formálně: Derivační krok u⇒ v [p], kde u = x1A1x2. . .xnAnxn+1, v = x1α1x2. . .xnαnxn+1,
Ai ∈ V \ T, xi, αi ∈ V ∗, i = {1, . . . , n}, p = (A1, . . . , An) → (α1, . . . , αn) ∈ P má rozptyl
mezi k-tým a následujícím neterminálem v pravidle p roven délce řetězce xk, označíme
∆k = |xk|, celkový rozptyl pravidla p pak ∆(p) =
∑
∆i, i = {1, . . . , n}. Z uvedeného ale
vyplývá, že rozptyl lze měřit pouze v konkrétním derivačním kroku, kterému ho můžeme
přiřadit, nelze počítat rozptyl obecně pro pravidlo, protože právě rozptýlený kontext pra-
vidla znamená, že nevíme, na jakém rozsahu se bude aplikovat. I porovnávání metod co
do rozptylu, respektive jeho závislosti na časové a paměťové náročnosti je možno jen pro
konkrétní průběhy algoritmu na konkrétních příkladech, výsledky pak zkusíme zobecnit.
5.2 Výstupy
Výstupy porovnání metod pak bude závislost počtu operací prováděných metodami na
velikosti vstupních dat, struktuře (popsané rozptylem) a zvolené metodě. Porovnání prove-
deme pro několik slov z každého jazyka. Porovnávat budeme jen syntakticky správné vstupy,
protože chyba na vstupu znamená pro naše potřeby jen zmenšení velikosti zpracovaných
vstupních dat než dojde k přerušení činnosti analyzátoru.
Počet operací nad zásobníkem a vyhledávací strukturou Delay −List je klíčovým uka-
zatelem kvůli mnohonásobnému opakování, je zde tedy velký prostor pro zvýšení efektivity
a optimalizaci. Pro porovnání je u metod uváděn i čas provádění pro testované vstupy,




Jak jsem zmínil, složitost algoritmů porovnávaných metod nebudeme zjišťovat analyticky,
výpočtem, nýbrž experimentálně, měřením počtu operací při provedení těchto metod vý-
početním strojem - počítačem. Proto je nutno metody implementovat. K tomu jsem zvolil
programovací jazyk C++, protože nabízí jednoduché prostředí pro práci se zásobníkem,
řetězci a dalšími strukturami, které v programu (resp. programech) využijeme. Klíčová pro
dobrou práci 1. metody je efektivní implementace struktury Delay − List, což je zmíněno
už v závěru [1], v níž je třeba co nejúčinněji vyhledávat odložené pravidlo, kterým se má
pokračovat. U 2. metody bychom měli implementovat řízený zásobníkový automat, v praxi
je jednodušší od této abstrakce poodstoupit a použít pomocný zásobník nahrazující řídící
jazyk a jednoduché řízení několika podmínkami. To bude dále rozebráno podrobněji. Vstupy
a výstupy budou pro obě metody samozřejmě stejné, z posloupnosti tokenů má syntaktická
analýza určit správnost tohoto vstupu, popřípadě vrátit posloupnost pravidel, které jsou
potřeba k vytvoření tohoto slova daného jazyka. Výstupem je tedy primárně informace
o syntaktické správnosti zápisu programu, sekundárně pak posloupnost provedených pra-
videl, které tento program z počátečního neterminálu vytváří, na jejímž základě je tvořen
derivační strom, s dalším využitím v sémantické analýze. Tu už v rámci své bakalářské práce
implementovat nebudu, ale pro možné pozdější další využití či pokračování je to vhodné.
Cílem práce není vytvoření grafické aplikace pro zkoumání chování gramatik s rozptýle-
ným kontextem, takže tomu je podřízeno i rozhraní programu, klíčovým bodem je srovnání
metod. Aplikace si tedy vystačí s konzolovým uživatelským rozhraním.
6.1 Použité struktury společné pro obě metody
V mnoha věcech jsou si metody podobné, proto i v jejich implementaci využijeme mnohých
společných konstrukcí. Navíc čím více shodných struktur použijeme, tím směrodatnější jsou
výsledky měření efektivity jednotlivých metod. Ze společných struktur to je v první řadě
zásobník sloužící k popisu aktuální větné formy, pracujeme vždy jen se symbolem z jeho
vrcholu, u první metody jsou na zásobník vkládány dvojice symbolu a čísla derivačního
kroku, v němž tento symbol vzniká, u druhé metody už pak pouze samotné symboly.
U obou metod také využijeme reprezentaci pravidel s rozptýleným kontextem seznamem
jejich částí jako pravidel bezkontextových. Obě metody totiž paralelní přepis neterminálů
na řetězce podle pravidel gramatiky realizují postupně právě po součástech tvaru pravidel
bezkontextových gramatik. Základní částí pravidla tedy bude dvojice neterminálu z levé
strany a řetězce symbolů pravé strany, tyto části budou pak dále vázány (přes odkazy
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v jednosměrném seznamu či jako prvky vektoru pravidel) za sebe pro vytvoření pravidla
gramatik s rozptýleným kontextem. Konkrétní popis struktur bude uveden u implementace
jednotlivých metod.
6.1.1 Popis pravidel
Pravidla gramatik s rozptýleným kontextem se v průběhu provádění analýzy nemění, re-
spektive jsou dána už na začátku a zpravidla se používají vícenásobně. Jejich aplikace
probíhá postupně po bezkontextových částech. Je tedy výhodné uložit si je jako posloup-
nosti bezkontextových pravidel na určité místo v paměti a dále pracovat s ukazateli na
ně. To je vhodné i kvůli provázání jednotlivých částí, v druhé metodě procházíme kon-
textovým pravidlem a postupně ho aplikujeme (zde se jednosměrně vázaný seznam přímo
nabízí), v metodě první zase odkládáme zbytky pravidla po provedení nejlevější bezkontex-
tové části, což lze opět efektivně implementovat pomocí ukazatelů, stačí vzít ukazatel na
následující bezkontextovou část a umístit ho do struktury Delay-List na odpovídající místo.
Nemusíme tak pokaždé načíst celý zbytek pravidla, který ještě může obsahovat mnoho částí,
zajímá nás vždy jen jedna další, tím že je ke každému bezkontextovému pravidlu přidružen
ukazatel na jeho následníka je zajištěna soudržnost v rámci jednoho pravidla s rozptýle-
ným kontextem, které však nemusíme uvažovat celé, ale vždy jen jeho konkrétní aktuálně
zpracovávanou část. Tento přístup paradoxně těží z ústupku implementace oproti teorii
v nahrazení paralelity přepisu symbolů dle pravidla jeho postupným zpracováním, což nám
ale tímto způsobem dovoluje manipulovat s podstatně menšími a jednoduššími celky, než
je celé pravidlo gramatiky s rozptýleným kontextem. Pro lepší přehlednost uvedu definici
struktury bezkontextové části pravidla.
typedef struct * context_free_rule {
String lhs; // Neterminal leve strany bezkontextoveho pravidla
<vector> String rhs; // Retezec symbolu z~prave strany
cf_rule next; // ukazatel na dalsi bezkontextovou cast pravidla
}cf_rule;
Společným bodem pro obě metody je i LL-tabulka, která je sice používána rozdílným
způsobem, ale obsahuje stejný popis akcí překladu (ať už jde o odebrání terminálních sym-
bolů z vrcholu zásobníku a vstupu, přijetí řetězce či použití specifikovaného pravidla). Ta-
bulka je vytvořena na základě gramatiky už před začátkem práce metody a informace v ní
se nemění. Podmínkou utvořitelnosti takové tabulky je samozřejmě to, aby byla gramatika
LL.
6.2 Implementace tabulkového překladu
Klíčovou částí efektivní implementace první metody je i podle závěru článku [1] účelnost
vyhledávání ve struktuře Delay − List, v které jsou uloženy odkládané části (zbytky) pra-
videl s rozptýleným kontextem. Rozhodl jsem se pracovat pouze s ukazatelem na strukturu
bezkontextového pravidla (která obsahuje ukazatel na svého následníka, ukázáno výše).
Tyto ukazatele je třeba co nejvhodněji do struktury Delay − List uspořádat vzhledem
k vyhledávání podle neterminálu levé strany (String lhs) a přidat k nim číslo derivačního
kroku, v kterém je pravidlo používáno. Dopředu počet derivačních kroků neznáme, tudíž
uspořádání ukazatelů do dvojrozměrného pole indexovaného neterminálem a číslem kroku
by bylo problematické už proto, že by vzniklá matice byla řídká. Vhodnějším se jeví vektory
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obsahujících struktury (položky) složené z ukazatele na bezkontextové pravidlo a proměnné
uchovávající číslo derivačního kroku. Definice struktury:




Tyto vektory položek jsou pak uspořádány do asociativního pole indexovaného neterminály
gramatiky z rozptýleným kontextem.
map<string, vector<DL_item> > Delay-List;
Tato struktura obsahuje vektory asociované s neterminálem, kterým začínají pravidla, vek-
tor je prázdný v případě, že žádné odložené pravidlo daným neterminálem nezačíná. Při
vkládání položky do struktury se v případě již existujících odložených pravidel se stejným
neterminálem na levé straně přidává nová položka na konec. Při vyhledávání se pak vektor
prochází a ověřuje se proměnná derStep, Delay − List[N, c] hledá odloženou část pravidla
s nejnižším číslem derivačního kroku větším než c.
Metoda samotná je pak popsána algoritmem v pseudokódu (1). Kromě inicializace zá-
sobníku jsou i napevno vytvořeny reprezentace pravidel a dále se pracuje jen s ukazateli
na ně. Vstup je načítán voláním funkce GetNextToken() (která je opět používána shodně
v obou metodách). Případné navázání této funkce na modul lexikálního analyzátoru bychom
zapojili tyto metody do procesu překladu. Na výstupu programu je krom informace o vý-
sledku syntaktické analýzy v případě úspěchu i posloupnost pravidel, která vedou k vy-
tvoření vstupního kódu gramatikou. LL-tabulka je očekávána na vstupu, v souboru spo-
lečně s popisem gramatiky. Implementována je jako dvojrozměrné asociativní pole (řádky
a sloupce jsou popsány abecedou zásobníkovou a terminálovou), obsahující ukazatele na
první části pravidel (a ty opět ukazatele na své následníky, takže je opět umožněn průchod
pravidlem).
map<string<map <string, cf_rule*> > LL_table;
Využití zásobníku pro aktuální větnou formu bude jistě menší než u druhé metody, neboť
již rozderivované terminály jsou postupně odebírány a pracuje se skutečně jen s vrcholem
zásobníku. Zásobník je implementován pomocí šablony jazyka C++, jsou na něj vkládány
dvojice <symbol, číslo>, kde číslo označuje pořadí derivačního kroku.
stack<pair <string,int> > Zasobnik;
Rozptyl počítá druhá metoda, v níž je to mnohem jednodušší, zde by bylo zapotřebí
množství pomocných výpočtů a konstrukcí, neboť provádění pravidel je do sebe navzá-
jem vnořováno, zatímco rozptyl jsme si definovali na jednom pravidle, které zde může být
v nejhorším případě použito přes celou délku algoritmu.
6.3 Implementace překladu řízeného zásobníkovým automa-
tem
Přestože cílem článku [2] bylo zavést deterministický způsob tvorby řízeného zásobníkového
automatu pro překlad LL gramatiky s rozptýleným kontextem, v implementaci této metody
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nebudu automat konstruovat, nicméně budu simulovat jeho chování programem. Bylo by
samozřejmě možné sestavit si přesný výpočetní model pro řízený zásobníkový automat
a naplnit ho pravidly a stavy přesně podle zmíněného článku, ale z hlediska efektivity
implementace kvůli následnému porovnání efektivity metod budu sledovat spíše myšlenku
konstrukce než přesný postup tvorby pravidel a stavů.
Středobodem implementace je (jak je patrno z názvu) zásobník. V případě této metody
jsou na něj ukládány pouze symboly, derivační kroky se do sebe nevnořují, jsou vyhodno-
covány najednou, v každém kroku může být nutné projít celý zásobník, protože pravidlo
může být rozptýleno přes celou větnou formu, která je na zásobníku stále aktualizována.
stack<String> Zasobnik;
I zde jsou průběžně odebírány ze zásobníku terminály, pokud se shodují s těmi na vstupu.
Vstupní pásku zde, stejně jako v minulé metodě, zastupuje funkce GetNextToken(), která
tak tvoří vstupní část rozhraní k metodám, výstupem je i zde seznam použitých pravidel
při nejlevějších derivacích. Tím máme shodu i na výstupu a možnost obě metody porovnat
i pomocí skriptů apod.
Inicializace seznamů terminálů a neterminálů probíhá na základě vstupního souboru
s popisem gramatiky, stejně jako naplnění struktury pravidly a načtení LL tabulky. Tyto
části mohou být (co se týče implementace) shodné s předchozí metodou, což nám opět
zužuje rozsah odlišností a dává větší přesnost pro porovnání efektivity.
6.3.1 Pravidla místo stavů
Pro zásobníkový automat je typické stavové řízení, při konstrukci stavů automatu jsou tyto
sestaveny z dvojic neterminálu na vrcholu zásobníku a terminálního symbolu na vstupu,
což je pro LL gramatiky zároveň dvojice pro jednoznačné určení pravidla. Rozhodl jsem
se dívat na pravidla a nikoliv na stavy jako na elementy, které řídí překlad. Tímto způso-
bem neimplementuji speciální stavy pro postupné prohledávání zásobníku a pravidla pro
přechody mezi nimi, ale stejného řízení dosahuji pohybem v rámci kontextového pravi-
dla po jeho bezkontextových složkách. Místo přechodu mezi stavy nalezení neterminálu
Ai z levé strany pravidla a hledání následného (stav A1x(i+ 1)Ai+1) tak v programu pře-
cházím z bezkontextové složky pravidla začínající neterminálem Ai na následující složku
pravidla s rozptýleným kontextem tvaru (A1, . . . ) → (α1, . . . ), kde x ∈ FIRST ′(α1) nebo
x ∈ FOLLOW ′(A1) . Pravidla automatu vychází z LL-tabulky, která stojí v implemen-
taci ve středu dění, z ní jsou vybírána pravidla na základě vstupu a vrcholu zásobníku, po
vybrání pravidla si toto řídí celou derivaci, po ukončení vrací rozhodování tabulce. Akce
odebrání terminálů ze vstupu a zásobníku jsou z tabulky přímo provedena, akce úspěšného
přijetí ověřuje prázdnost zásobníku a vstupu a končí úspěchem. Pro akci chyby program
také končí, ale neúspěšně. Nejdůležitějšími akcemi v LL tabulce a potažmo i v pravidlech
automatu jsou ty pro aplikaci pravidel, tedy přechody mezi stavy při hledání všech neter-
minálů na zásobníku; pravidla pro odebrání a vložení symbolu na zásobník, která umožňují
vyhledávání v rámci zásobníku, když stále lze přistoupit jen k vrcholu a také pravidla
pro zápis pravé strany kontextového pravidla jsou všechna implementována v rámci řízení
strukturou kontextového pravidla.
6.3.2 Řídící jazyk
”Pamětí”provádění nedeterministických pravidel zásobníkového automatu je jeho řídící ja-
zyk. Ten implementuji pomocným zásobníkem. Důvodem, proč je vhodné ho využít, je zře-
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telná symetrie gramatiky řídícího jazyka (Gc), což odpovídá myšlence navracet odebrané
symboly zpět na své místo. Toto lze velmi jednoduše a elegantně zajistit právě druhým zá-
sobníkem. Zároveň s odebráním symbolu z hlavního zásobníku je tento vložen na pomocný.
Navíc lze rovnou provést derivaci a výsledný řetězec odložit také na pomocný zásobník,
dokonce tímto způsobem nemusíme na zásobník vkládat symboly z pravé strany pravidla
v opačném pořadí, protože toto je zajištěno zpětným přesunem na hlavní zásobník. Stejně
jako ze stavu A1xnAn dochází k otočce, navracení symbolů na zásobník a aplikace deriva-
čních kroků, i v mé implementaci se dosažením posledního neterminálu (An) otáčí proces
odkládání symbolů na zásobník a z pomocného jsou přesouvány zpět na hlavní, až je po-
mocný vyprázdněn, došlo k úspěšnému provedení kontextového pravidla a řízení přebírá LL
tabulka.
map<string<map <string, cf_rule*> > LL_table;
Protože tato metoda provádí derivační kroky v celku, dává smysl zde měřit rozptyl, to
je možno aktivovat přepínačem, ve smyslu práce se zásobníkem představuje rozptyl počet
operací nutných k nalezení žádoucího neterminálu (respektive jeho posunutí na vrchol).
Rozptyl má smysl měřit jen pro konkrétní aplikaci pravidla, ne pro pravidlo obecně, rozptyl
dává v některých jazycích směrodatné výsledky až u posledních kroků derivace. Rozptyl
počítáme pro každý derivační krok, zaznamenáván je maximální rozptyl v průběhu celé
analýzy, tedy nejhorší případ co se týče počtu operací se zásobníkem atd.
6.4 Rozhraní programů
Byly vytvořeny dva programy tabulkovy_preklad a zasobnikovy_preklad pro první re-
spektive druhou popsanou metodu. Tyto programy mají shodné rozhraní, při spuštění oče-
kávají jako argumenty název souboru s uloženou gramatikou s rozptýleným kontextem a
název souboru se vstupem, tedy sekvencí tokenů. Při spuštění bez těchto parametrů vypi-
sují nápovědu. Dále je možno zadat přepínače pro akce, které nejsou prováděny vždy (jako
-r pro počítání rozptylu a -z pro zaznamenávání počtu operací se zásobníkem). Následu-
jící příkaz spustí překlad souboru a1000.txt s počítáním rozptylu na základě gramatiky
(třetího kontextového jazyka) uložené v souboru scgrules-anbncn.txt pomocí metody
zásobníkového překladu:
$ ./zasobnikovy_preklad scgrule-anbncn.txt a1000.txt -r
SYNTAX OK
Pouzita pravidla: 1 2 2 2 ........ 2 2 2 3
Maximalni rozptyl: 1000
$
Výstupem je informace o úspěchu analýzy (SYNTAX OK nebo SYNTAX FAIL) a případně výpis
seznamu pravidel použitých v průběhu úspěšné analýzy, díky přepínači -r pak i informace
o maximálním rozptylu. Výpis pravidel z důvodu místa zkracuji, potlačení výpisu pravidel
lze dosáhnout přepínačem -p.
Kompletní dokumentace k programům, zdrojové kódy i příklady jsou k dispozici (spo-




Implementace metod mi dovolila porovnat je prakticky a experimentálně, na konkrétních
příkladech z vytvořených kontextových jazyků. Příklady byly vybrány s ohledem na různou
velikost vstupních dat i rozptyl. Velikostí je zde myšlen počet terminálů na vstupu, nikoliv
fyzická velikost vstupu v bytech, protože terminál je nejmenší jednotka, s kterou metody (a
potažmo algoritmy, které je implementují) pracují. Paralelním překladem příkladů oběma
metodami bylo také experimentálně ověřeno, že tyto generují stejné výsledky, tedy hlavně
posloupnost pravidel gramatiky při tvorbě vstupního slova jazyka.
Výsledky jsou zaznamenány do tabulky, hodnoty rozptylu a počtu operací se zásobníkem
byly měřeny při samostatných spuštěních s příslušným přepínačem, aby nezpomalovaly
samotný výpočet. Naměřené hodnoty jsou tedy pro spuštění bez doplňujících informací.
Ukazatel počtu operací se zásobníkem je zajímavý zejména u druhé metody, kdy zvláště
pro vstup s velkým rozptylem je efektivní implementace zásobníku a rychlost provádění jeho
operací klíčová. Stejně tak u první metody je pro každý přístup do vyhledávací struktury
Delay−List ještě nutno projít celý vektor možných odložených pravidel kvůli výběru toho
s nejnižším pořadím derivačního kroku.
7.1 Testovací vstupy
Příklady z jazyků připravené coby testovací vstupy se snaží demonstrovat důležitost jak
velikosti, tak i struktury vstupních dat. Jsou uloženy v jednotlivých textových souborech
pojmenovaných podle jazyka, do kterého patří a podle velikosti vstupu a případně rozptylu.
7.1.1 Jazyk pro příklady
Prvním z porovnávaných jazyků je L = {anbncn|n ≥ 0}. Parametr n zde představuje
rozptyl při posledním kroku úspěšné derivace, tedy i jeho maximální hodnotu pro dané
slovo jazyka. Rozpyl je zde přímo úměrný velikosti vstupu, je to třetina počtu terminálů.
Příkladem vstupu tohoto jazyka je soubor a10.txt, obsahující řádově desítku terminálů
(přesně 12, pak je samozřejmě rozptyl roven 4). Soubor má tento tvar:
a a a a b b b b c c c c
tedy jde o posloupnost terminálů oddělených mezerami (a obecně bílými znaky).
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Výsledky po spuštění s různými vstupními soubory, shrnuté do tabulek.
L = {anbncn} zásobníková metoda tabulková metoda
vstup velikost maximální operace čas operace odložená čas
vstupu rozptyl zásobníku zásobníku pravidla
a10.txt 12 4 75 0.009 s 58 8 0.009 s
a40.txt 39 13 345 0.010 s 164 28 0.011 s
a100.txt 99 33 1525 0.011 s 404 68 0.012 s
a999.txt 999 333 115225 0.032 s 4004 668 0.059 s
a1000.txt 3000 1000 1013007 0.142 s 12008 2002 0.357 s
Pro takto jednoduchý a zřetelný jazyk, orientovaný teoreticky spíše než prakticky by bylo
možno vyjádřit závislost počtu operací jako konkrétní funkce vstupu (velikosti), což ale není
záměrem práce. Z tabulky jasně vyplývá, že zatímco u zásobníkové metody je závislost počtu
operací se zásobníkem na vstupu (respektive rozptylu) kvadratická, u metody tabulkové je
počet odložených pravidel řádově stejný jako rozptyl, tedy jde o závislost lineární. Nicméně
už pro počet terminálů v řádech tisíců je vidět, že přestože tabulková metoda provede
podstatně méně operací, se zvětšujícím se počtem odložených pravidel je časově náročnější
je prohledávat.
7.1.2 Jazyk popisující důvěrnost v rámci třídy
Testovacím vstupem z tohoto jazyka je například soubor p10.txt, s délkou 15 terminálů,
rozptylem 2
private id { private id ; private id ; private id ; } id ;
Pojmenování třídy a metod či proměnných zde zastupuje společný token id, typově jde
o stejné jednotky programovacího jazyka, tedy identifikátory.
Následuje tabulka s výsledky pro testovací soubory.
privacy zásobníková metoda tabulková metoda
vstup velikost maximální operace čas operace odložená čas
vstupu rozptyl zásobníku zásobníku pravidla
p10.txt 15 2 73 0.010 s 54 5 0.009 s
p40.txt 39 2 185 0.010 s 134 13 0.010 s
p100.txt 99 2 465 0.011 s 334 33 0.011 s
p1000.txt 999 2 4665 0.014 s 3334 333 0.017 s
Tento jazyk má jak vidno stálý rozptyl, pravidla postupují po konstantních vzdálenos-
tech, současně je dobře patrné, že všechny sledované ukazatele (počty operací se zásobníkem
či ukládaných pravidel) jsou na velikosti vstupu závislé lineárně, pro počet odložených pravi-
del je to například třetina velikosti vstupu. To odpovídá struktuře vstupu, kdy je metodami
ověřován každý třetí symbol, respektive jsou na něj aplikovány pravidla.
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7.1.3 Jazyk popisující přetížení operátorů při práci se šablonami
I zde uvedu jeden soubor, sloužící metodám za vstup, všechny testovací vstupy jsou k dis-
pozici na CD. Textový soubor t10.txt obsahuje:
string operator+ ( string string ) ; }
Pro tento jazyk je v tabulce uvedeno více vstupních souborů (řádově) stejných velikostí,
ale různící se rozptylem.
typ zásobníková metoda tabulková metoda
vstup velikost maximální operace čas operace odložená čas
vstupu rozptyl zásobníku zásobníku pravidla
t10.txt 8 2 29 0.009 s 26 2 0.009 s
t40-2.txt 43 2 159 0.010 s 136 12 0.010 s
t40-4.txt 40 4 171 0.010 s 124 12 0.010 s
t40-12.txt 38 12 259 0.011 s 116 12 0.010 s
t100-2.txt 106 2 393 0.010 s 334 30 0.010 s
t100-4.txt 105 4 451 0.010 s 324 32 0.011 s
t100-12.txt 100 12 655 0.010 s 304 32 0.010 s
t100-34.txt 106 2 393 0.010 s 334 30 0.010 s
Zajímavou vlastností tohoto jazyka je různá hodnota rozptylu při různém zanoření
šablon do sebe (zde jen vector< >, ale jednoduše lze přidat i další jako set< > pro množinu
či list< > pro seznam, ovšem co se týče pravidel gramatiky či zpracování takového vstupu
metodami, nic se nemění). Stejně jako se zanořují šablony do sebe (a z vektorů jsou matice
a tak dále), zvyšuje se počet operací, které provádí na zásobníku první metoda. Naproti
tomu druhá (tabulková) metoda je ke zvýšení rozptylu ve slovech jazyka při stejné velikosti
netečná. To je dáno tím, že nesimuluje pravidla vcelku, ale zanořuje se zároveň s šablonami




Cílem bakalářské práce bylo seznámit se s gramatikami s rozptýleným kontextem a jejich
možném využití v syntaktické analýze. Vybrané metody analýzy používající tyto formální
modely byly implementovány a porovnány na příkladech z kontextového jazyka vytvořeného
k tomu účelu. Bylo demonstrováno, že efektivita zásobníkové metody závisí krom velikosti
vstupních analyzovaných dat také na jejich struktuře, byl definován pojem rozptyl pro
derivační krok gramatik s rozptýleným kontextem. Také bylo ukázána důležitost efektivního
vyhledávání ve struktuře Delay − List při použití v tabulkové metodě překladu.
Dalším vývojem projektu může být zotavení z chyb a pokračování v analýze, dále navá-
zání na lexikální analyzátor, přidání sémantického analyzátoru a generování mezikódu, tedy
zapojení do procesu překladu. Výhodou těchto metod je možnost popsat kontextové závis-
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