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PARTIAL ORDER EMBEDDINGS WITH CONVEX RANGE
JAMES HIRSCHORN
Abstrat. A areful study is made of embeddings of posets whih have a onvex
range. We observe that suh embeddings share nie properties with the homo-
morphisms of more restritive ategories; for example, we show that every order
embedding between two latties with onvex range is a ontinuous lattie homo-
morphism. A number of posets are onsidered; for example, we prove that every
produt order embedding σ : NN → NN with onvex range is of the form
(0.1) σ(x)(n) =
`
(x ◦ gσ) + yσ
´
(n) if n ∈ Kσ,
and σ(x)(n) = yσ(n) otherwise, for all x ∈ NN, where Kσ ⊆ N, gσ : Kσ → N is
a bijetion and yσ ∈ NN. The most omplex poset examined here is the quotient
of the lattie of Baire measurable funtions, with odomain of the form NI for
some index set I , modulo equality on a omeager subset of the domain, with its
`natural' ordering.
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1. Overview
The abstrat objets of study here are embeddings between arbitrary posets hav-
ing preregular (e.g. onvex, see denition 3.11) range. The main observation is that
they are ontinuous with respet to a natural poset topology (namely the Sott
topology). This observation is then applied to investigate embeddings with onvex
range between some spei lasses of posets.
It turns out that the determination of these embeddings for various examples
of posets generalizes known results about homomorphisms in more restritive ate-
gories. For example, we show in 4.1 that every order embedding σ : P(X) → P(Y )
with onvex range is of the form σ(a) = h[a] ∪ b for some injetion h : X → Y
and some b ⊆ Y ; this an be ompared with the known fat that every ontinuous
Boolean algebra monomorphism σ : P(X)→ P(Y ) is of the form σ(a) = h−1[a] for
some partial surjetion h : Y 99K X.
By denition, an order embedding is an order preserving map (i.e. partial order
homomorphism) that is an isomorphism onto its range. Thus for order theoreti
strutures, e.g. latties and Boolean algebras, where the struture is ompletely
determined by the ordering, an order embedding is in fat an isomorphism for the
given struture onto its range. Hene haraterizing these embeddings involves two
aspets: determining the isomorphisms of the given struture; and determining the
range of these embeddings. For example, it is a speial ase of the above mentioned
known fat, that Boolean algebra isomorphisms between P(X) and P(Y ) are of the
form σ(a) = h[a] for some bijetion h : X → Y . Thus the `new result' in the above
haraterization onerns the range, namely that every order embedding σ : P(X)→
P(Y ) with onvex range has range equal to the interval [σ(∅), σ(X)] = {a ⊆ Y :
σ(∅) ⊆ a ⊆ σ(X)}. (Of ourse, the omputation of the range in this example follows
trivially from the denition of onvexity, but in slightly more omplex examples
this omputation an beome diult). However, this is an inomplete view of
the situation where there is additional struture that is not purely order theoreti.
Indeed many our examples are also monoids.
Write N for the set {0, 1, . . . } of nonnegative integers. The usual (linear) partial
ordering of N is 0 < 1 < · · · . The example most important to us is the lass of
partial order embeddings between the irrationals NN, i.e. the set of all funtions
from N into N (see e.g. [Hir06a℄), with the produt order. Indeed this paper is
the seond part of a series, where the third part [Hir06a℄ is entitled Charaterizing
the quasi ordering of the irrationals by eventual dominane (and it is the sequel
to [Hir06b℄), where order embeddings of the irrationals with onvex range play a
ruial role in haraterizing the eventual dominane ordering (f. 4.6.4) in terms
of the produt order.
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More generally, we onsider embeddings between the produt orders NI and NJ
for arbitrary index sets I and J . Thus for all x, y ∈ NI ,
(1.1) x ≤ y iff x(i) ≤ y(i) for all i ∈ I.
In this ase we asertained (f. 4.2) that every order embedding from NI into NJ
with onvex range is in fat a monoid embedding for oordinatewise addition plus a
onstant in NJ .
Further generalization was desired to funtion spaes with the irrationals as the
odomain. Let X and Y be topologial spaes. We let Baire(X,Y ) denote the family
of all Baire measurable funtions from X into Y . In 4.4 we onsider quotients of
Baire(X,NN) (where NN has the produt topology) over the equivalene relation of
almost always equality =aa:
(1.2) f =aa g if f(z) = g(z) for almost all z ∈ X,
or in other words for omeagerly many z ∈ X; where Baire(X,NN) / =aa is given
the order ≤aa indued by ≤:
(1.3) [f ] ≤aa [g] iff f(z) ≤ g(z) for almost all z ∈ X.
The embeddings of Baire(X,NN)/=aa into Baire(Y,NN)/=aa with onvex range are
desribed preisely, where, as far as we know, even the isomorphism struture was
not previously known. This involves haraterizing embeddings with onvex range
of ategory algebras of topologial spaes, or equivalently the regular open algebras
of these spaes, in 4.3. We note that there are some subtleties in generalizing to
arbitrary index sets, i.e. to Baire(X,NI) /=aa, that are addressed there.
Our interest in quotients of Baire funtions stems from set theoreti foring. For
example, for an index set I in the `referene model'alled the ground model in the
terminology of set theoreti foring, it is well known that every member of NI in the
extension of this model obtained by Cohen foring, is determined by a member of
Baire(R,NI) /=aa in the ground model. Whilst in the other diretion, we shall use
set theoreti foring to prove that (Baire(X,NI)/=aa,≤aa) is a omplete semilattie
satisfying many of the same properties as NI (theorem 4.40). This an be generalized
extensively; for example, for S in the ground model, every member of P(S) in the
Cohen model orresponds to a member of Baire(R,P(S)) / =aa (f. 4.6.1), and by
replaing almost always with almost everywhere in the measure theoreti sense,
we obtain a orrespondene with random foring (f. 4.6.2).
In 2 we study a standard assoiation of a quasi order to every monoid. We
are espeially interested in those monoidswe all them lattie monoidswhere
the assoiated quasi order is in fat a lattie. Then various innite distributive
laws are examined for these lattie monoids. The main purpose of this setion for
the present paper, is that it allows us in 3.5 to use algebrai methods to extend
embeddings from a suitably dense subset of some lattie monoid to the entire lattie
(f. orollary 3.98). This in turn is applied in 4.5 to use our desription in 4.4 of
the embeddings of Baire(X,NI) /=aa into Baire(Y,NJ) /=aa with onvex range in
order to obtain a preise desription of the lass of embeddings with onvex range
of C(X,NI) into C(Y,NJ). That is, the family of ontinuous funtions ordered
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pointwise. We also see examples (e.g. lemma 3.16, theorem 3.59) of how algebrai
properties of subsets of latties may entail order theoreti regularity properties.
The general theory is in 3, inluding the Sott ontinuity of embeddings with
preregular range, and numerous onsequenes of this result. In 3.4, we study various
notions of denseness in a lattie, and this is applied in 3.5 to extend homomorphisms
from suitably dense subsets of a lattie while preserving various desirable properties.
Further diretions for the Boolean algebra (P(N) / Fin,⊆∗) and its lose relative
the lattie (NN / Fin,≤∗) are suggested in 4.6.3 and 4.6.4.
1.1. Terminology. A homomorphism refers to an arrow (i.e. morphism) of the
intended ategory, while an isomorphism is an invertible homomorphism. For a
onrete ategory (C,U), we say that an embedding is a homomorphism h : c → d
for whih there exists some invertible homomorphism g with domain c suh that
Uh(x) = Ug(x) for all x ∈ Uc. Thus in a ategory where the homomorphisms are
funtions, an embedding is a homomorphism f : X → Y that is an isomorphism
onto its range, i.e. ran(f) is an objet of the ategory and f ′ : X → ran(f) given
by f ′(x) = f(x) is an isomorphism. Monomorphisms (i.e. monis) refer to homo-
morphisms that are left anellative under omposition, i.e. f is a monomorphism
i f ◦ g = f ◦ h implies g = h for all g, h with odomain equal to the domain of f .
And epimorphisms (i.e. epis) refer to homomorphisms that are right anellative.
In all of the onrete ategories onsidered below, monomorphisms are simply the
injetive homomorphisms, and in all of these ategories with the exeption of the
monoids, epimorphisms are preisely the surjetive homomorphisms.
A quasi order (also often alled a preorder) is a pair (O,≤) where ≤ is a reexive
and transitive relation on O. For a quasi order (O,≤), we write < for the relation
dened by p < q if p ≤ q and q  p. Note this disagrees with another usage where
p < q i p ≤ q and p 6= q. A poset (partial order) is a quasi order where the relation
is also antisymmetri (i.e. p ≤ q and q ≤ p imply p = q). In a poset (P,≤), p < q
i p ≤ q and p 6= q. A poset with a minimum element is alled a pointed poset.
Note that if (O,≤) is a quasi order (poset) then for every subset A ⊆ O, (A,≤) is
also a quasi order (poset). We all it a quasi suborder (subposet). In the ategory
of quasi orders, the homomorphisms are order preserving maps, i.e. for two quasi
orders (O,≤) and (Q,.), σ : O → Q is order preserving if p ≤ q implies σ(p) . σ(q)
for all p, q ∈ O. Thus isomorphisms are bijetions that are both order preserving
and order reeting, where σ : O → Q is order reeting if σ(p) . σ(q) implies
p ≤ q for all p, q ∈ O. A subset A ⊆ O is alled bounded above, or just bounded, if it
has an upper bound, i.e. some p ∈ O suh that a ≤ p for all a ∈ A. And we say that
A is bounded below if it has a lower bound, i.e. some q ∈ O suh that q ≤ a for all
a ∈ A.
The lass of posets is viewed as a full subategory of the quasi orders. Notie
that for (P,≤) a poset and (Q,.) a quasi order, σ : P → Q is an embedding i it is
both order preserving and reeting. We write
∨
A for the supremum, i.e. minimum
upper bound, of a subset A ⊆ P (whih may or may not exist), and we write
∧
A
for the inmum, i.e. maximum lower bound. We write a ∨ b and a ∧ b for
∨
{a, b}
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and
∧
{a, b}, respetively. A funtion σ : P → Q between two posets is alled join-
preserving if σ(p ∨ q) = σ(p) ∨ σ(q) whenever p ∨ q exists, for all p, q ∈ P (i.e. if
p ∨ q exists then so does σ(p) ∨ σ(q) satisfying the equation). The dual notion is
meet-preserving.
We take a join semilattie, whih we also just all a semilattie, to be a poset
(L,≤) suh that ∨ is a binary operation on L, i.e. p∨ q exists for all p, q ∈ L. And a
meet semilattie is dened dually. A lattie is a poset that is both a semilattie and
a meet semilattie. A subsemilattie of a semilattie (L,≤) is a semilattie (A,≤),
where A ⊆ L, suh that (A,≤) |= pc = a∨ bq i (L,≤) |= pc = a∨ bq, i.e. the supre-
mum omputed in the order (A,≤) agrees with the supremum taken in L. Meet
subsemilatties and sublatties are dened analogously. Note that a subset A ⊆ L
may be a lattie as a subposet of (L,≤), without being a sublattie. The homomor-
phisms of the ategory of semilatties are the join-preserving funtions, while the
homomorphisms of the ategory of meet semilatties are the meet-preserving fun-
tions. Note that these are both subategories of the poset ategory, beause p∨q and
p ∧ q do not exist when p ≤ q, q ≤ p and q 6= p, and beause join/meet semilattie
homomorphisms are order preserving, as p ≤ q i p∨q = q i p∧q = p. The ategory
of latties is the intersetion of the ategories of join and meet semilatties, i.e. the
homomorphisms are the funtions that are both join and meet-preserving. It is easy
to nd a ounterexample showing that a quasi order homomorphism between two
latties need not be a lattie homomorphism (i.e. latties are not a full subategory
of the quasi orders). On the other hand, sine the lattie operations are obviously
determined by the ordering of the lattie, a quasi order isomorphism between two
latties (equivalently, a poset isomorphism) is in fat a lattie isomorphism. Take
note that lattie embeddings are the same thing as lattie monomorphisms (and
similarly for join/meet semilattie embeddings), i.e. they are the injetive lattie
homomorphisms (this is not true of the ategory of posets). Moreover:
Proposition 1.1. A lattie homomorphism σ is an embedding i it is stritly order
preserving, i.e. p < q implies σ(p) < σ(q).
By a omplete semilattie we mean a join semilattie (L,≤) suh that
∨
A exists
whenever A ⊆ L is bounded. Note that a omplete semilattie is pointed, with
minimum element
∨
∅, whih we denote by 0. Notie also that a omplete semilattie
is in fat a lattie, and moreover
∧
A exists whenever A 6= ∅ (see e.g. [DP02℄). A
omplete lattie is a lattie suh that
∨
A and
∧
A exist for every subset A ⊆ L. By
adding a top element to any omplete semilattie one obtains a omplete lattie. A
lattie is alled bounded if it has both a maximum and minimum element; we denote
the maximum element by 1.
We take a Boolean algebra to be a bounded lattie (B,≤) suh that every p ∈ B
has a omplement, whih we write as −p, satisfying p ∧ −p = 0 and p ∨ −p = 1.
Homomorphisms in the ategory of Boolean algebras are lattie homomorphisms that
preserve omplements (and thus also preserve 0 and 1). Sine the Boolean algebra
operations are ompletely determined by the order, every poset isomorphism between
two Boolean algebras is in fat a Boolean algebra isomorphism. In the ategory of
Boolean algebras embeddings and monomorphisms oinide.
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Reall that amonoid (M, ·) is a semigroup that has an identity. We do not need to
speify the identity beause it is uniquely determined; we denote it by e. A monoid is
anellative if a·b = a·c implies b = c and b·a = c·a implies b = c, for all a, b, c ∈M .
The inverse of a ∈M , when it exists, is denoted a−1; more generally, we write a ·b−1
for the element c ∈ M suh that a = c · b, if it exists. It is uniquely determined
so long as M is anellative. We write (M,+) when dealing with a ommutative
monoid; use − to denote the inverse; and we use 0 to denote the identity. A monoid
homomorphism is map preserving both the monoid operation and the identity. In the
ategory of monoids embeddings and monomorphisms both oinide with injetive
homomorphisms. When we say that a subset S of a ommutative monoid is losed
under subtration we of ourse mean that a − b ∈ S whenever a, b ∈ S and a − b
exists. Sine every anellative ommutative monoid embeds into an Abelian group
(lemma 2.13), a submonoid of a anellative ommutative monoid that is losed
under subtration an be viewed as a `subgroup'.
Proposition 1.2. Let (G,+) be an Abelian group, and M ⊆ G be a submonoid.
Then a subsemigroup S ⊆M is losed under subtration i 〈S〉∩M = S, where 〈S〉
denotes the subgroup generated by S.
Proof. Sine S is a subsemigroup of an Abelian group, 〈S〉 = S−S. It immediately
follows that 〈S〉 ∩M = S i S is losed under subtration. 
Reall that a binary relation R on a set X is a ongruene on some n-ary
relation S on X, if S(x0, . . . , xn−1) i S(x
′
0, . . . , x
′
n−1), whenever xk R x
′
k for
all k = 0, . . . , n − 1; and it is a ongruene on some n-ary funtion f on X, if
f(x0, . . . , xk−1) R f(x
′
0, . . . , x
′
k−1) whenever xk R x
′
k for all k = 0, . . . , n − 1. A
ongruene ∼ on some quasi order (O,≤), i.e. a ongruene on ≤, that is moreover
an equivalene relation on O is an orderable partition of (O,≤) in the terminology
of [DR81℄, and it is alled so beause ≤ determines a well dened ordering of the
quotient O / ∼ via [p] ≤ [q] if p ≤ q. A lattie ongruene on some lattie (L,≤)
means a relation on L that is a ongruene for both of the binary lattie operations.
A lattie ongruene ∼ that is also an equivalene relation indues a lattie struture
on L /∼, with [a] ∧ [b] = [a ∧ b] and [a] ∨ [b] = [a ∨ b]. And a Boolean algebra on-
gruene is a lattie ongruene that is also a ongruene for the unary omplement
operator. Of ourse a Boolean algebra ongruene that is an equivalene relation on
(B,≤) determines a quotient Boolean algebra B /∼ with −[a] = [−a].
Similarly, a monoid ongruene for a monoid (M, ·) is a ongruene on the monoid
operation ·, and an equivalene relation ∼ that is a ongruene on · determines a
quotient monoid (M /∼, ·).
2. The quasi ordering of a monoid
All monoids have a naturally assoiated quasi ordering. This is well known,
e.g. [Kan69℄ to give one example. In this setion we examine some basi properties
of this assoiated quasi ordering, and introdue the notion of a lattie monoid.
Then we fous on distributivity, where we prove that a large lass of monoids satisfy
ertain innitary distributive laws; for example, in orollary 2.30 we prove that in
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every anellative ommutative monoid, addition distributes over arbitrary suprema.
As far as the examples of 4 are onerned, the results of this setion are only applied
to the lattie monoid of 4.5. However, lattie monoids will play a bigger role in the
sequel to this paper.
Denition 2.1. A monoid (M, ·) has an assoiated quasi order ≤(M,·) onM dened
by
(2.1) x ≤(M,·) y if x · a = y for some a ∈M .
Proposition 2.2. If (M, ·) is a monoid the the relation dened in equation (2.1) is
a quasi ordering.
Proof. It is reexive beause (M, ·) has an identity, and it is transitive beause (M, ·)
is a semigroup. 
Proposition 2.3. For any monoid, the identity is a minimum element of the asso-
iated quasi order.
Proof. For all a ∈M , e · a = a implies e ≤(M,·) a. 
The quasi order assoiated with a anellative monoid has no maximal elements
unless the monoid is a group, in whih ase the assoiated quasi order is the omplete
quasi order.
Lemma 2.4. Let (M, ·) be a anellative monoid. If (M,≤(M,·)) has a maximal
element then (M, ·) is a group.
Proof. Let a ∈ M be a maximal element. Take any b ∈ M . Then a ≤(M,·) a · b
implies a · b ≤(M,·) a and thus a · b · c = a for some c ∈ M . Hene b · c = e by
anellativity. The existene of right inverses for all elements entails that (M, ·) is
a group. 
Proposition 2.5. Let (M, ·) be a monoid. Then b ≤(M,·) c implies a · b ≤(M,·) a · c,
for all a, b, c ∈M .
Proof. Assuming b ≤(M,·) c, there exists d suh that b · d = c. Thus (a · b) · d =
a · (b · d) = a · c. 
We are mostly interested in ommutative monoids so that we at least have mono-
toniity. Indeed, the ategory of positively quasi ordered ommutative monoids is
widely studied in Ordered Algebra, see e.g. [Weh92℄ where they are named POM's,
and the quasi order ≤(M,+) assoiated with a ommutative monoid is the minimal
quasi ordering suh that (M,+,≤(M,+)) is a POM.
Proposition 2.6. Let (M,+) be a ommutative monoid. Then a ≤(M,+) b implies
a+ c ≤(M,+) b+ c, for all a, b, c ∈M .
Proof. Write a+ d = b. Then (a+ c) + d = a+ d+ c = b+ c. 
Denition 2.7. A poset monoid is a monoid (M, ·) whose assoiated quasi order is
in fat a partial order.
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Proposition 2.8. Every poset monoid is pointed with e the minimum element.
Proof. Proposition 2.3. 
Lemma 2.9. Poset monoids do not have invertible elements besides the identity.
Proof. Suppose that a ∈ M is invertible. Then a · a−1 = e implies a ≤(M,·) e, and
e ≤(M,·) a by proposition 2.3. Thus a = e by antisymmetry. 
Corollary 2.10. Canellative poset monoids do not have maximal elements, with
the exeption of the singleton monoid {e}.
Proof. Lemmas 2.4 and 2.9. 
Denition 2.11. A monoid (M, ·) is alled a semilattie monoid if the assoiated
quasi order is atually a semilattie, and it is alled a lattie monoid if the assoiated
quasi order is moreover a lattie.
Remark 2.12. Note that in a semilattie monoid 0 = e by proposition 2.8. Thus our
usage of 0 as the additive identity in a ommutative monoid is onsistent with its
usage as the minimum element of a pointed semilattie.
We reall the following basi fat and provide a proof.
Lemma 2.13. A ommutative monoid is embeddable (as a monoid) in some Abelian
group i it is anellative.
Proof. Let (M,+) be ommutative and anellative. LetM− denote the subgroup of
invertible elements ofM . Note that ommutativity entails that N = (M \M−)∪{0}
is a submonoid of (M,+). Now onsider the produt monoid M × N modulo the
relation dened by
(2.2) (a, b) ∼ (a¯, b¯) if ∃r, r¯ ∈ N a+ r = a¯+ r¯ and b+ r = b¯+ r¯.
Note that ∼ is an equivalene relation: 0 ∈ N implies reexivity, symmetry is
obvious, and we have transitivity beause supposing (a, b) ∼ (a¯, b¯) and (a¯, b¯) ∼ (a¯, b¯),
a+r = a¯+ r¯ and a¯+s = a¯+ s¯ whih with ommutativity imply a+r+s = a¯+ r¯+s =
a¯+ r¯+ s¯, and similarly b+ r+ s = b¯+ r¯+ s¯. And using ommutativity similarly, ∼
is a ongruene for addition (f. 1.1). Therefore (M ×N)/∼ is a quotient monoid.
Observe that
(2.3) [b, b] = [0, 0] for all b ∈ N ,
and of ourse [0, 0], i.e. [(0, 0)], is the identity.
Claim 2.14. ((M ×N) /∼,+) is an Abelian group.
Proof. It is ommutative beause it is the quotient of a ommutative monoid. Take
[a, b] in the quotient. We prove that it has an inverse −[a, b]. First suppose that
a ∈ M−. Then −[a, b] = [−a + b, 0] beause [a, b] + [−a + b, 0] = [b, b] = [0, 0]
by (2.3). Otherwise −[a, b] = [b, a] beause [a, b] + [b, a] = [a+ b, a+ b]. 
Claim 2.15. a 7→ [a, 0] is a monomorphism between M and (M ×N) /∼.
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Proof. a + b is mapped to [a + b, 0] = [a, 0] + [b, 0] and hene it a monoid homo-
morphism. Now suppose [a, 0] = [b, 0]. Then there are r and s in N suh that
a + r = b + s, and 0 + r = 0 + s, i.e. r = s. And by the anellative property
a+ r = b+ r implies a = b as needed. 
Claims 2.14 and 2.15 establish one diretion of the lemma, and it is lear that a
nonanellative monoid annot be embedded in a group. 
This is used to show that anellative ommutative monoids satisfy monotoniity
for subtration.
Proposition 2.16. Let (M,+) be a anellative ommutative monoid. Whenever
a−c exists, b ≤(M,+) c implies a−b exists and a−b ≥(M,+) a−c, for all a, b, c ∈M .
Proof. By lemma 2.13, we may assume that M is a submonoid of some Abelian
group (G,+). Now b ≤(M,+) c implies b + d = c for some d ∈ M , and thus
(a − c) + d = (a − (b + d)) + d = a − b as wanted, by the basi properties of a
group. 
Proposition 2.17. Let (M,+) be a anellative ommutative monoid. Whenever
a− c exists, a ≤(M,+) b implies b− c exists and a− c ≤(M,+) b− c, for all a, b, c ∈M .
Proof. Write a + d = b. Then sine by lemma 2.13 we an assume we are working
inside an Abelian group, (a− c) + d = (a+ d)− c = b− c by basi properties of an
Abelian group. 
2.1. Distributive laws. Reall that a lattie (L,∨,∧) is distributive if a∧ (b∨ c) =
(a ∧ b) ∨ (a ∧ c) for all a, b, c ∈ L, and that:
Proposition 2.18. (L,∨,∧) is distributive i a ∨ (b ∧ c) = (a ∨ b) ∧ (a ∨ c) for all
a, b, c ∈ L.
Denition 2.19. We say that a monoid (M, ·) is left ·-distributive over ∨, or simply
left (·,∨)-distributive, if
(2.4) a · (b ∨ c) = (a · b) ∨ (a · c) whenever b ∨ c exists
for all a, b, c ∈M , and it is right ·-distributive over ∨ if
(2.5) (a ∨ b) · c = (a · c) ∨ (b · c) whenever a ∨ b exists
for all a, b, c ∈ M , while it is ·-distributive over ∨ (or just (·,∨)-distributive) if it is
both left and right ·-distributive over ∨. The denition of ·-distributivity over ∧ is
exatly analogous.
Let us say that it is (·,∨∧)-distributive if it is both (·,∨)-distributive and (·,∧)-
distributive. We will say that a lattie monoid is distributive if it is both (·,∨∧)-
distributive and distributive as a lattie.
Note that while we are mostly interested in ·-distributivity over ∨ in semilattie
monoids, and ·-distributivity over ∧ is meet semilattie monoids, the denition does
make sense for arbitrary monoids.
Of ourse, the notions of left (+,∨)-distributivity, right (+,∨)-distributivity and
(+,∨)-distributivity all oinide for any ommutative monoid (M,+), and similarly
for +-distributivity over ∧.
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Lemma 2.20. Let (M,+) be a ommutative (+,∧)-distributive monoid. Then
a ∧ b = 0 implies a ∨ b = a+ b, for all a, b ∈M .
Proof. By ommutativity, a, b ≤ a + b = b + a. Suppose a ∧ b = 0 and d ≥ a, b.
Let c satisfy a + c = d. Then by right (+,∧)-distributivity, c = (a ∧ b) + c =
(a+ c) ∧ (b+ c) = d ∧ (b+ c) ≥ b implies d ≥ a+ b by proposition 2.5. 
Lemma 2.21. Let (M,+) be a ommutative anellative +-distributive monoid
over ∨ and ∧. Then a ∧ c = 0 and b ∧ c = 0 imply (a+ b) ∧ c = 0.
Proof. Suppose that a ∧ c = b ∧ c = 0, and take d ≤ (a+ b), c. By lemma 2.20 and
+-distributivity over ∨, a + b + d = a + (b ∨ d) = (a + b) ∨ (a + d), and similarly
a+ b+ d = (a+ b) ∨ (b+ d). Thus
(2.6) a+ b+ d = (a+ b) ∨ (a+ d) ∨ (b+ d).
But we also have a + b + 2d = (a + d) + (b + d) = (a ∨ d) + (b ∨ d) = (a + b) ∨
(a+ d)∨ (d+ b)∨ (d+ d) by distributivity over ∨. Therefore, as 2d ≤ a+ b+ d sine
d ≤ a+ b, we obtain a+ b+ 2d = a+ b+ d, and thus d = 0 by anellativity. 
2.1.1. Innite distributive laws.
Notation 2.22. We extend binary operations to sets in the usual way, e.g. a ∧ B =
{a ∧ b : b ∈ B}, A · b = {a · b : a ∈ A}, et... .
A lattie L is join-innite distributive (JID) if
(2.7) a ∧
(∨
B
)
=
∨
(a ∧B)
whenever the supremum on the left hand side exists. The dual ondition is alled
meet-innite distributive (MID). Note that distributivity does not imply either of
these properties, even for omplete latties (see e.g. [DP02℄). Also note that every
Boolean algebra is both join-innite and meet-innite distributive (see e.g. [Kop89,
Ch. 1, 1℄). We will need to reall that a an be replaed with a supremum:
Proposition 2.23. If L is (JID), then
(∨
A
)
∧
(∨
B
)
=
∨
(A ∧B) whenever
∨
A
and
∨
B both exist. Similarly for the (MID).
Denition 2.24. We shall all a monoid (M, ·) innitely left ·-distributive over ∨
or innitely left (·,∨)-distributive if
a ·
∨
B =
∨
(a · B) for all a ∈M and B ⊆M ,(2.8)
whenever
∨
B exists, and all it innitely right (·,∨)-distributive if(∨
A
)
· b =
∨
(A · b) for all A ⊆M and b ∈M ,(2.9)
whenever
∨
A exists, and we all the monoid innitely (·,∨)-distributive if it is
both innitely left and right (·,∨)-distributive. The denition of innite (·,∧)-
distributivity is exatly analogous.
Proposition 2.25. If (M, ·) is innitely (·,∨)-distributive, then
(∨
A
)
·
(∨
B
)
=∨
(A ·B) whenever
∨
A and
∨
B both exist; similarly for innite (·,∧)-distributivity.
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Proposition 2.26. Let (M,+) be a ommutative monoid. Then innite left and
right (+,∨)-distributivity both oinide with (+,∨)-distributivity. And innite left
and right (+,∧)-distributivity both oinide with (+,∧)-distributivity.
Example 2.27. The monoid (N,+) is a lattie monoid, beause ≤(N,+) agrees with
the usual ordering of N, whih is a lattie with supremum max and inmum min. It
is a ommutative anellative and distributive lattie monoid, that embeds into the
Abelian group of integers (Z,+). It is also a omplete semilattie satisfying (JID),
(MID) and innite (+,∨∧)-distributivity.
Example 2.28. Let I be an index set, and onsider the produt monoid (NI ,+),
i.e. with oordinatewise addition. Sine the quasi order assoiated with a produt
monoid is the orresponding produt of the assoiated quasi orders, (NI ,+) is a
ommutative lattie monoid with x ≤(NI ,+) y i x(i) ≤ y(i) for all i ∈ I. It is a
omplete semilattie that is anellative, (JID), (MID) and innitely +-distributive
over ∨∧, beause all of these properties are preserved under produts, i.e. the suprema
and inma of a produt lattie are taken oordinatewise (see also theorem 2.31). It
embeds into the generalized BaerSpeker group (ZI ,+).
We shall start simplifying the notation by writing ≤ instead of ≤(M,·) and ≤(M,+).
Lemma 2.29. Every anellative monoid (M, ·) is innitely left (·,∨)-distributive.
Proof. Suppose that a ∈ M and
∨
B exists. a · b ≤ a ·
∨
B for all b ∈ B by
proposition 2.5, and thus a ·
∨
B is an upper bound of a · B. On the other hand,
suppose that r is an upper bound of a ·B. Then for all b ∈ B, r ≥ a · b implies that
there exists cb ∈M with
(2.10) a · b · cb = r.
Then by the anellative property, there exists d ∈ M with b · cb = d for all b ∈ B.
Now sine d ≥
∨
B, r = a · d ≥ a ·
∨
B by proposition 2.5, ompleting the proof
that
∨
(a ·B) = a ·
∨
B. 
Corollary 2.30. Every ommutative anellative monoid (M,+) is innitely +-
distributive over ∨.
Proof. Lemma 2.29 and proposition 2.26. 
Theorem 2.31. Every ommutative anellative semilattie monoid (M,+) is both
innitely (+,∨)-distributive and (+,∧)-distributive.
Proof. Innite (+,∨)-distributivity is by orollary 2.30. Suppose then that
∧
B
exists. Then a + b ≥ a+
∧
B for all b ∈ B, and thus a+
∧
B is a lower bound for
a+B. To prove that it is in fat the greatest lower bound, sine M is a semilattie
it will sue take a lower bound r ≥ a+
∧
B and show that r = a+
∧
B. Now sine
r ≥ a, r−a ∈M . Therefore, for all b ∈ B, r ≤ a+b implies that r−a ≤ (a+b)−a = b
by proposition 2.17. Thus r − a ≤
∧
B, and hene r = a + (r − a) ≤ a +
∧
B as
required. 
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3. Order embeddings with preregular range
The main result of this setion (theorem 3.38) is that order embeddings between
posets, with some regularity property imposed on their ranges, are ontinuous with
respet to the Sott topology on these posets. The other major theme of this setion
appears in a series of results (lemma 3.84orollary 3.98) on extending a given on-
tinuous homomorphism from a suitably `dense' subset of some lattie to the entire
lattie.
3.1. Preregularity. We introdue the notion of preregularity and observe (lem-
ma 3.15) that onvex subsets of latties are preregular. We also prove (lemma 3.16)
that every dense `subgroup' of a lattie monoid is regular.
Notation 3.1. For a poset (P,≤) and a subposet A ⊆ P we write
∨AB for the
supremum of B ⊆ A taken in the poset (A,≤), and similarly for inma.
Proposition 3.2. Suppose (P,≤) is a poset and A ⊆ P is a subposet. Then for all
B ⊆ A: if
∨AB and ∨P B both exist then ∨P B ≤ ∨AB; and if ∧AB and ∧P B
both exist then
∧P B ≥ ∧AB.
Denition 3.3. Let (P,≤) be a poset. We all a subset A ⊆ P order losed if
for every nonempty ∅ 6= B ⊆ A: if p =
∨P B exists in (P,≤) then p ∈ A; and if
q =
∧P B exists in (P,≤) then q ∈ A.
We will want to onsider a weaker property than order losed, and also to separate
upwards and downwards losedness.
Denition 3.4. Let us all a subset A ⊆ P upwards boundedly order losed if for
every nonempty B ⊆ A that has an upper bound in A, if p =
∨P B exists then
p ∈ A; and we all A downwards boundedly order losed if for every nonempty
B ⊆ A with a lower bound in A, if p =
∧P B exists then p ∈ A. And we all A ⊆ P
boundedly order losed if it is both upwards and downwards boundedly order losed.
We an separate the order losed property into upwards order losed and down-
wards order losed analogously.
Remark 3.5. Note that an upwards order losed subset should be distinguished from
an upwards losed subset A of P , whih of ourse refers to a set A satisfying ↑A = A
where ↑A = {p ∈ P : p ≥ a for some a ∈ A}. To avoid possible onfusion we
follow [AJ94℄ and all them upper sets. Analogous remarks are made for downwards
losed subsets, whih we all lower sets.
Denition 3.6. For a subposet A of (P,≤), the upwards (downwards) order losure
of A is the smallest upwards (downwards) order losed Q ⊆ P ontaining A.
Note that the upwards (downwards) order losure always exists beause the family
of upwards (downwards) order losed sets is losed under intersetions. Indeed, they
have expliit desriptions.
Proposition 3.7. The upwards order losure of A ⊆ P is given by
(3.1)
{∨
B : B ⊆ A and the supremum exists
}
,
PARTIAL ORDER EMBEDDINGS WITH CONVEX RANGE 13
and thus the downwards order losure has the dual desription.
Proposition 3.8. For any B ⊆ A ⊆ P , if
∨P B exists and is an element of A, then∨AB = ∨P B. Similarly for inma.
Hene, for example:
Proposition 3.9. If A ⊆ P is order losed then for all ∅ 6= B ⊆ A,
∨AB = ∨P B
if the supremum exists in P . Similarly for inma.
On the other hand, the supremum may exist in the subposet A but not in P .
This leads to the following denition (see e.g. [Kop89, Ch. 1, 1℄).
Denition 3.10. A subset A ⊆ P is upwards regular if for all B ⊆ A, if a =
∨AB
exists in (A,≤) then
∨P B = a in (P,≤), and it is downwards regular if for all
B ⊆ A, if b =
∧AB exists in A then ∧P B = b. A subset is regular if it is both
upwards and downwards regular.
However, we want to avoid the singularity of empty suprema and inma, and thus
we instead dene the following onept.
Denition 3.11. A subset A ⊆ P is upwards preregular if for all nonempty ∅ 6=
B ⊆ A: if a =
∨AB exists then ∨P B = a, and it is downwards preregular if for all
∅ 6= B ⊆ A: if b =
∧AB exists then ∧P B = b. It is preregular if it is both upwards
and downwards preregular.
We point out that preregularity is a transitive property.
Proposition 3.12. Let (P,≤) be a poset. If A ⊆ P is preregular, and B ⊆ A is
preregular as a subset of the poset (A,≤), then B is preregular as a subset of the
poset P .
Lemma 3.13. Every boundedly order losed subset of a omplete semilattie is pre-
regular.
Proof. Given a omplete semilattie L, let A ⊆ L be boundedly order losed, and
∅ 6= B ⊆ A. If
∨AB exists, then B has an upper bound in A, and thus a = ∨LB
exists, and a ∈ A. Now
∨AB = a by proposition 3.8. And if ∧AB exists then B
has a lower bound in A, and
∧LB exists beause B 6= ∅; hene, we an onlude
that
∧LB = ∧AB. 
Denition 3.14. Let (O,≤) be a quasi order. We all A ⊆ O onvex if p, q ∈ A
implies [p, q] ⊆ A where [p, q] is the interval {r ∈ O : p ≤ r ≤ q}.
Lemma 3.15. A onvex subset of any lattie is preregular.
Proof. Suppose (L,≤) is a lattie, A ⊆ L is onvex, and ∅ 6= B ⊆ A, say with
b ∈ B. Assume a =
∨AB exists. Then if p ∈ L is an upper bound of B, so is p ∧ a.
However, [b, a] ⊆ A and thus b ≤ p ∧ a ≤ a implies p ∧ a ∈ A, whih entails that
p ≥ a as needed. Same for the inmum. 
14 JAMES HIRSCHORN
Lemma 3.16. Let (M,+) be a anellative ommutative lattie monoid. Then every
dense (f. denition 3.53) submonoid ofM that is losed under subtration is regular.
Proof. Let D ⊆M be a dense submonoid losed under subtration. Suppose A ⊆ D
and a =
∨D A. Assume towards a ontradition that a 6= ∨M A. Then there is an
upper bound b ∈M of A suh that a  b, and thus a∧b is an upper bound of A, and
a ∧ b < a, whih by proposition 2.8 means there is a c ∈ M+ with (a ∧ b) + c = a.
By density, there exists d ≤ c in D+. Now a− c = a ∧ b, and thus a− d exists and
a− d ≥ a ∧ b by proposition 2.16. Thus a− d is an upper bound of A. But a ∈ D,
and hene a− d ∈ D beause it is losed under subtration. Sine a− d < a this is
ontrary to a being the supremum in D, thereby ompleting the proof of upwards
regularity.
Suppose A′ ⊆ D and a′ =
∧D A′. Assuming towards a ontradition that a′ is
not the inmum in M , there exists a lower bound b′ > a′ of A′. Writing a′+ c′ = b′,
there exists d′ ≤ c′ ∈ D+ by density. But sine D is a subsemigroup, a′+d′ ∈ D, and
it is a lower bound of A′ sine a′ + d′ ≤ b′. This is ontrary to a′ being the inmum
sine a′ < a′ + d′, thereby ompleting the proof of downwards regularity. 
Corollary 3.17. Let (M,+) be a anellative ommutative lattie monoid. Then
every dense submonoid that is losed under subtration forms a sublattie.
3.2. Order reeting homomorphisms.
Notation 3.18. For a relation (S,≤), we write S0 for the set of all≤-minimal elements
of S, and S+ = S \ S0.
Note that a lattie has at most one minimal element in whih ase it is the 0 of the
lattie.
Denition 3.19. Let (O,≤) be a quasi order. An element of O is an atom if it is a
nonminimal element that annot be split, where we say that p an be split if there
exists q, r ≤ p in O+ suh that q is inompatible with r, written q 6≈ r (i.e. there is
no ommon extension of q and r in O+). Write At(O,≤) for the olletion of atoms
of O. O is atomless if O+ has no atoms, whereas O is atomi if At(O,≤) is dense
in O.
A mapping σ : O → Q between two quasi orders is said to preserve (non)atoms
if σ(a) is a (non)atom whenever a is a (non)atom.
Proposition 3.20. In a Boolean algebra (B,≤), a ∈ B is an atom i a 6= 0 and
there is no 0 < b < a.
Remark 3.21. In the literature (e.g. [DP02℄), sometimes the denition of an atom
of a lattie is as in the haraterization of proposition 3.20, and this may disagree
with our denition. Our terminology better ts the English denition of the word
atom, and moreover agrees with its usual usage in set theoreti foring.
Example 3.22. The atoms of a power set Boolean algebra (P(X),∪,∩, \, ∅,X) are
preisely the singletons. Moreover, the relative atoms of some interval [a, b] = {x ⊆
X : a ⊆ x ⊆ b} of P(X) are preisely elements of the form a∪{ξ} for some ξ ∈ b\a.
Thus any interval of a power set Boolean algebra is atomi.
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Example 3.23. The atoms of a produt lattie of the form
∏
i∈I αi where eah αi is
an ordinal, are preisely the members of the form ξ ·χi for some i ∈ I and 0 6= ξ < αi.
Moreover, if x ∈
∏
i∈I αi and Y ⊆
∏
i∈I αi is direted, i.e. every two elements of Y has
a ommon upper bound in Y , then the union of intervals
⋃
y∈Y [x, y] is a sublattie.
Its atoms are members of the form x+ ξ · χi for some i ∈ I and 0 6= ξ < αi. These
sublatties are thus atomi.
Example 3.24. The ategory algebra Cat(X) (f. 4.3) of a Hausdor spae is
atomless.
The following results, proposition 3.25 through orollary 3.29, are onsequenes
of the fat (lemma 3.28) that simultaneously order preserving and reeting maps
between quasi orders ome lose to being isomorphisms onto their range. Indeed
they are preisomorphisms onto their range aording to the terminology of [AJ94℄.
Proposition 3.25. Let (O,≤) and (Q,.) be quasi orders. If σ : O → Q is both
order preserving and reeting then p < q i σ(p)  σ(q) for all p, q ∈ O.
Proposition 3.26. If σ : O → Q is an order preserving and reeting map between
two quasi orders then the set of minimal elements is mapped to the set of all relatively
minimal elements of the range, i.e. σ[O0] = ran(σ)0.
Proposition 3.27. If σ : O → Q is both order preserving and reeting, then the
image of O+ is the positive part of the suborder ran(σ), i.e. σ[O+] = ran(σ)+.
We let O / asym denote the antisymmetri quotient, i.e. the equivalene lasses
modulo p ∼asym q if p ≤ q and q ≤ p. Reall that for any quasi order this yields a
poset, where the ordering [p] ≤ [q] if p ≤ q is well dened sine ∼asym is a ongruene
for the quasi order.
Lemma 3.28. Let (O,≤) and (Q,.) be quasi orders. Suppose σ is an order preserv-
ing and reeting map between (O,≤) and (Q,.). Then σ¯ : O / asym → Q / asym
is well dened by
σ¯([p]) = [σ(p)]
and is an embedding.
Proof. σ¯ is well dened beause σ is order preserving. Sine O / asym is a poset, it
remains to show that σ¯ is order preserving and reeting. But sine σ is, [p] ≤ [q]
i p ≤ q i σ(p) ≤ σ(q) i σ¯([p]) = [σ(p)] ≤ [σ(q)] = σ¯([q]). 
Corollary 3.29. Let σ : O → Q be both order preserving and reeting. Then the
image of the atoms are the relative atoms of the image, i.e. σ[At(O)] = At(ran(σ)).
Proof. By lemma 3.28, σ¯[At(O / asym)] = At(ran(σ¯)). The proof is ompleted
by noting that the atoms of the antisymmetri quotient onsist of the equivalene
lasses of atoms. 
3.3. Continuity. We examine ontinuity phenomena for order homomorphisms.
Then some onsequenes (proposition 3.45orollary 3.52) are dedued relevant to
omputing the range of ontinuous homomorphisms.
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Reall that a subset A of a quasi order is direted if it is nonempty and every
two elements of A have a ommon upper bound in A. In Domain Theory, the
fundamental topology on a poset is the Sott topology whose losed sets onsist of
all lower sets that are losed under direted suprema (i.e. the suprema of direted
subsets), f. [AJ94℄,[Smy92℄. The supremum of a direted set A is normally written
as
⊔
A.
Denition 3.30. We all a funtion σ : P → Q between two posets ontinuous if it
is topologially ontinuous for the Sott topologies on P and Q. It is oontinuous
if it is topologially ontinuous for the Sott topologies of the duals of the posets P
and Q. It is dually ontinuous if it is both ontinuous and oontinuous.
Lemma 3.31. Let σ : P → Q be a funtion between two posets. Then the following
are equivalent.
(a) σ is ontinuous.
(b) The onjuntion of :
(1) σ is a homomorphism (i.e. order preserving),
(2) σ preserves direted suprema, i.e. σ
(⊔
A
)
=
⊔
a∈A σ(a) whenever A ⊆ P is
direted and
⊔
A exists.
Proof. See e.g. [AJ94℄. 
Example 3.32. Of ourse, homomorphisms need not be ontinuous. Indeed, if U
is a nonprinipal ultralter on N then σ : P(N) → P(N) given by σ(A) = ∅ if
A /∈ U and σ(B) = N if B ∈ U is a Boolean algebra homomorphism, yet it is learly
nonontinuous.
The following haraterization of preservation of nonempty suprema, when the
domain is a semilattie, is well known.
Lemma 3.33. Let S be a semilattie and Q a poset. Then the following are equiv-
alent for any σ : S → Q.
(a) σ is ontinuous and join-preserving.
(b) σ preserves arbitrary nonempty suprema, i.e. σ
(∨
A
)
=
∨
a∈A σ(a) whenever
A ⊆ S is nonempty and
∨
A exists.
Proof. Assume that σ : S → Q is join-preserving and ontinuous with respet to the
Sott topologies on S and Q. Suppose A ⊆ S is nonempty and
∨
A exists. Let F
be the set of all nonempty nite subsets of A. Then
{∨
F : F ∈ F
}
is a direted
subset of S with
⊔
F∈F
∨
F =
∨
A, and thus by lemma 3.31(b2),
(3.2) σ
(∨
A
)
= σ
( ⊔
F∈F
∨
F
)
=
⊔
F∈F
σ
(∨
F
)
=
⊔
F∈F
∨
a∈F
σ(a) =
∨
a∈A
σ(a).
Conversely, if σ preserves nonempty suprema then in partiular it preserves direted
suprema, and thus is ontinuous by lemma 3.31. 
Corollary 3.34. A semilattie homomorphism is ontinuous i it preserves non-
empty suprema.
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Corollary 3.35. A meet semilattie homomorphism is oontinuous i it preserves
nonempty inma.
Proof. By orollary 3.34 sine the dual of a meet semilattie is a (join) semilattie.

Corollary 3.36. A lattie homomorphism is dually ontinuous i it preserves both
nonempty suprema and inma.
Remark 3.37. The essential notion for us is preservation of nonempty suprema, as in
lemma 3.33(b). We were tempted to simply dene ontinuity as this property, but
this seemed a bit artiial. Category theoreti ontinuity does not quite apture this
notion either. In the ategory of partial orders, all olimits are oproduts, whih
are suprema. Thus a mapping is oontinuous in the ategory theoreti sense i it
preserves arbitrary suprema, and not just nonempty ones.
However, all of our example posets are semilatties and as we shall see, the em-
beddings under onsideration are all semilattie homomorphisms. Thus by orol-
lary 3.34, for our purposes the two notions oinide.
Theorem 3.38. Every order embedding between two posets with a preregular range
preserves all nonempty suprema. In partiular, it is ontinuous.
Proof. Let (P,≤) and (Q,.) be two posets, and σ : P → Q an embedding with pre-
regular range. Take ∅ 6= A ⊆ P suh that
∨
A exists. Then σ
(∨
A
)
=
∨ran(σ)
a∈A σ(a)
sine (P,≤) ∼= (ran(σ),.) via σ. And by preregularity,
∨ran(σ)
a∈A σ(a) =
∨
a∈A σ(a).
This proves that σ preserves nonempty suprema, and thus it is ontinuous by
lemma 3.31. 
Corollary 3.39. Every order embedding between two posets with preregular range
preserves nonempty inma. In partiular, it is oontinuous.
Proof. By theorem 3.38, sine any order embedding is also an embedding between
the dual posets. 
Preserving all suprema amounts to preserving all nonempty suprema, and map-
ping the minimum element of the domain, if it has one, to the minimum of the
odomain. We do not want to impose the requirement of preserving minimums in
our disourse, but we will note the following.
Corollary 3.40. Every order embedding between two posets with regular range pre-
serves arbitrary suprema and inma, and thus is ontinuous and oontinuous in the
ategory theoreti sense (f. remark 3.37).
As mentioned, we will fous on semilatties.
Corollary 3.41. Every order embedding between two semilatties with preregu-
lar range is a ontinuous semilattie embedding (and as suh, preserves nonempty
suprema).
Proof. Theorem 3.38 and lemma 3.33. 
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Corollary 3.42. Every order embedding between two latties with preregular range
is a dually ontinuous lattie embedding (and thus preserves nonempty suprema and
inma).
Corollary 3.43. Every order embedding between two latties with onvex range is
a dually ontinuous lattie embedding.
Proof. Lemma 3.15 and orollary 3.42. 
Let us point out the obvious, that order isomorphisms are automatially ontin-
uous.
Proposition 3.44. Every order isomorphism between two posets is dually Sott
ontinuous and both ontinuous and oontinuous in the ategorial sense.
The remainder of this setion is onerned with obtaining regularity properties
of the range of some homomorphism. Sometimes the omputation of the range is
trivial:
Proposition 3.45. Suppose that (O,≤) is a quasi order that has both a minimum
and maximum element, say a and b, respetively. If σ : O → Q is a quasi or-
der homomorphism between O and some quasi order (Q,.) with onvex range then
ran(σ) = [σ(a), σ(b)] = {q ∈ Q : σ(a) . q . σ(b)}.
Lemma 3.46. Every ontinuous join-preserving order embedding between a omplete
semilattie and a poset has upwards boundedly order losed range.
Proof. Let σ : L→ P be as in the hypothesis. Suppose ∅ 6= A ⊆ ran(σ) is bounded
by p ∈ ran(σ) and
∨P A exists. Then sine σ−1(p) is an upper bound of σ−1[A],
q =
∨
σ−1[A] exists. Thus
∨P A = σ(q) ∈ ran(σ) as required, by lemma 3.33. 
Let us also point out a version of the preeding lemma that holds for homomor-
phisms that are not neessarily embeddings.
Lemma 3.47. Every ontinuous lattie homomorphism from a omplete semilattie
into a lattie has upwards boundedly order losed range.
Proof. Letting σ : L → M be as in the hypothesis, suppose ∅ 6= A ⊆ ran(σ) is
bounded by p ∈ ran(σ) and
∨
A exists. Choose c ∈ L suh that σ(c) = p, and for
eah a ∈ A, hoose ba ∈ L suh that σ(ba) = a. Sine L is a omplete semilattie,
we an let r =
∨
a∈A(ba ∧ c). Then σ(r) =
∨
a∈A σ(ba ∧ c) =
∨
a∈A(σ(ba) ∧ p) =∨
a∈A σ(ba) =
∨
A, as required. 
Lemma 3.48. Every oontinuous meet semilattie homomorphism between a om-
plete semilattie and a poset has downwards order losed range.
Proof. Let σ : L → P be as in the hypothesis. Suppose ∅ 6= A ⊆ ran(σ) and
∧
A
exists in P . Observe that p =
∧
σ−1[A] exists by as L is a omplete semilattie
(f. 1.1). Hene σ(p) =
∧
A by orollary 3.35, and σ(p) ∈ ran(σ) as wanted. 
Corollary 3.49. Every order embedding between a omplete semilattie and a poset
with preregular range, in fat has a boundedly order losed range.
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Proof. Every order embedding between two posets with preregular range preserves
nonempty suprema and inma, and in partiular is dually ontinuous, by theo-
rem 3.38 and orollary 3.39. Thus result follows immediately from lemmas 3.46
and 3.48. 
Denition 3.50. A map f : O → Q between two quasi orders is said to preserve
boundedness if whenever A ⊆ O is bounded (f. 1.1), so is f [A] ⊆ Q. More generally,
a partial funtion f : O 99K Q is said to preserve boundedness in O if f [A] is bounded
whenever A ⊆ dom(f) is bounded in O. On the other hand, a funtion f : O → Q
is said to preserve unboundedness if whenever A ⊆ O is unbounded, so is f [A] ⊆ Q.
Example 3.51. The embedding i : ω → ω + 1 (with i(n) = n) does not preserve
unboundedness.
Corollary 3.52. Every order embedding between a omplete semilattie and a poset
preserving unboundedness, and with preregular range, in fat has an order losed
range.
Proof. Let σ : L → P be an order embedding preserving unboundedness with pre-
regular range, where L is a omplete semilattie. Note that it is in fat established
in the proof of orollary 3.49 that σ has downwards order losed range. Now suppose
∅ 6= A ⊆ ran(σ) and
∨
A exists in P . Sine A is bounded, so must be σ−1[A] by
preservation of unboundedness. Therefore, p =
∨
σ−1[A] exists. But now we have∨
A = σ(p) ∈ ran(σ) as required, by theorem 3.38. 
3.4. Bases of latties. We turn our attention to various notions of density for
subsets of latties, with the goal of nding one suitable for extending order embed-
dings. The tehnial denition of strong interval predensity is introdued; and we
prove (in lemma 3.71) that for a substantial lass of ommutative monoids, sub-
semigroups forming a basis are strongly preinterval dense. The motivation for the
various denitions will beome lear in the next setion 3.5.
Denition 3.53. A subset D of a quasi order (O,≤) is dense if every p ∈ O+ has
a d ≤ p in D+.
Notation 3.54. For a quasi order (O,≤), Q ⊆ O and p ∈ O, we let Qp denote the
down set {q ∈ Q : q ≤ p}.
Denition 3.55. A subset D of a poset (P,≤) is join dense if every p ∈ P satises
(3.3) p =
∨
Dp.
Denition 3.56. A subset D of a poset P is alled interval predense if every p < q
in P has a d ∈ D with d  p and d ≤ q.
Proposition 3.57. For any subset of a poset, join dense → interval predense →
dense.
The following should be ompared with the fat that for a Boolean algebra (B,≤),
a subset D ⊆ B is dense i it is join dense (see e.g. [Kop89, Ch. 2, 4℄).
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Lemma 3.58. Let L be a meet semilattie. Then the following are equivalent for
all D ⊆ L.
(a) D is interval predense.
(b) D is join dense.
Proof. By proposition 3.57, we need to prove (a)→(b). Fix p ∈ L, and suppose that
q is an upper bound of Dp. We need to show that p ≤ q. Supposing to the ontrary,
p ∧ q < p and thus there exists d  p ∧ q in Dp. But this ontradits the fat that
p ∧ q is an upper bound of Dp. 
The results of setion 2.1 are applied here to show that dense subsemigroups of
omplete semilattie monoids are join-dense.
Theorem 3.59. Let (M,+) be a ommutative anellative omplete semilattie
monoid. Then every dense subsemigroup of M is join-dense.
Proof. Suppose D ⊆ M is a dense subsemigroup. Take p ∈ M . The supremum
q =
∨
Dp exists beause we are dealing with a omplete semilattie, and obviously
q ≤ p; hene, there is an r ∈ M suh that q + r = p. It remains to show that
r = 0. Supposing to the ontrary, by denseness there exists s ∈ D+ with s ≤ r. By
orollary 2.30 we an use innite right (+,∨)-distributivity, to obtain
(3.4) q + s =
∨
(Dp + s).
However, Dp+ s ⊆ D sine D is a subsemigroup. Thus in fat Dp+ s ⊆ Dp beause
d + s ≤ q + s for all d ∈ Dp by proposition 2.6, and q + s ≤ p by proposition 2.5.
Therefore, q + s ≤ q by (3.4), whih implies s = 0 by anellativity and lemma 2.9.
However, 0 /∈ D+ (see remark 2.12), a ontradition. 
Denition 3.60. We all a subposet A of a poset (P,≤) at if there exists p ∈ P
suh that a ∧ b = p for all a 6= b in A. A lattie (L,≤) is alled at-omplete if
∨
A
exists for every at A ⊆ L.
Example 3.61. Sine (N,≤) is a hain, it is trivially at-omplete beause a at
subset of hain has at most two elements. Thus for any index set I, (NI ,≤) is
at-omplete beause at-ompleteness is preserved under produts.
The notion of being a omplete semilattie is inomparable with being at-
omplete.
Example 3.62. We onsider two sublatties of the omplete semilattie [0,∞)N
with the produt order, whih is also at-omplete being a produt of hains. The
sublattie (Q∩ [0,∞))N is not a omplete semilattie sine the nonnegative rationals
form a lattie that is not a omplete semilattie, but it is at-omplete. On the
other hand the family of B([0,∞)N) of bounded sequenes of nonnegative reals is
learly a omplete semilattie, but not at-omplete.
However, in the ase of Boolean algebras the following is well known (and easily
proved).
Proposition 3.63. Every at-omplete Boolean algebra is a omplete Boolean al-
gebra.
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Denition 3.64. Let (L,≤) be a pointed lattie (f. 1.1). A basis for L is a meet
subsemilattie B ⊆ L suh that every a ∈ L has a family A ⊆ B satisfying
(i) A is pairwise inompatible, i.e. b ∧ c = 0 for all b 6= c in A,
(ii)
∨
A = a.
Remark 3.65. In set theoreti terminology pairwise inompatible families are alled
antihains; however, this disagrees with its usage elsewhere, as a pairwise inompa-
rable set (e.g. [DP02℄,[Eng97℄).
Lemma 3.66. Every dense meet subsemilattie of a omplete Boolean algebra is
basis.
Proof. LetD be dense. Fixing a ∈ D, let A ⊆ D be a maximal pairwise inompatible
family below a. Then
∨
A exists by ompleteness, and we annot have
∨
A < a or
else there exists b ≤ a−
∨
A in D+, and thus b /∈ A ontraditing its maximality. 
Example 3.67. Clopen sets are in partiular regular open sets. Thus the olletion
of equivalene lasses of the lopen subsets of X forms a sublattie of Cat(X). Let
X be a zero dimensional topologial spae. Then the family of lopen sets identies
with a dense subset of Cat(X), and therefore it forms a basis by lemma 3.66.
Denition 3.68. We will say that a subset D of a lattie (L,≤) is strongly interval
predense if for every p < q in L there exists d ∈ D suh that
(i) d ≤ q,
(ii) d ∧ p < d,
(iii) d ∧ p ∈ D.
This is equivalent to adding ondition (iii) to interval predensity.
Being join-dense does not entail being strongly interval predense.
Example 3.69. Let Θ be some initial segment of the ordinals with its usual linear
ordering ∈. Then (Θ,∈) is a omplete semilattie, and is moreover a omplete lattie
when it is losed (e.g. Θ = ω + 1). Let SΘ be the set of all suessor ordinals in Θ.
Then SΘ is evidently join-dense and thus interval predense, but so long as ω+1 ∈ Θ,
it is not strongly interval predense, beause ω < ω + 1 but there is no suessor
ordinal satisfying both (ii) and (iii) for p = ω.
Strong interval predensity does not entail preregularity.
Example 3.70. Consider the omplete Boolean algebra (P(X),⊆) where X is some
innite set. Then Fin(X), the set of all nite subsets of X forms a sublattie, and
thus Fin(X)∪{X} is a bounded sublattie. It is strongly interval predense, beause
for any a ⊂ b in P(X), piking x ∈ b \ a, {x} ∈ Fin(X) ∪ {X}, {x} ⊆ b and
{x} ∩ a = ∅ ⊂ {x} is in Fin(X). However, Fin(X) ∪ {X} is not preregular, beause
taking any innite y ⊆ X,
∨Fin(X)∪{X} Fin(y) = X whereas ∨P(X) Fin(y) = y.
Lemma 3.71. Let (M,+) be a ommutative anellative omplete semilattie mo-
noid that is moreover (JID). Then every subsemigroup that is a basis is also strongly
interval predense.
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Proof. Suppose that B is a subsemigroup that is a basis. Take a < b in M , and
let c ∈ M satisfy a + c = b. Hene c 6= 0. Sine B is a basis there is a pairwise
inompatible family A ⊆ B with supremum a. Fix any d ∈ A. First we onsider
the ase c ∧ d = 0. Sine B is dense there is a d¯ ∈ B+c . Then d + d¯ ∈ B beause
B is a subsemigroup. And theorem 2.31 implies that M is (+,∨∧)-distributive, and
hene d+ d¯ = d∨ d¯ by lemma 2.20. Now d+ d¯ witnesses that B is strongly interval
predense beause d+ d¯ ≤ a+c = b, (d+ d¯)∧a = (d∨ d¯)∧a = (d∧a)∨(d¯∧a) = d ∈ B
by distributivity, and d < d+ d¯.
Otherwise, when c∧d 6= 0, we hoose d¯ ∈ B+c∧d. Then d+ d¯ ∈ B, d+ d¯ ≤ a+c = b,
and using (JID), (d + d¯) ∧ a = (d + d¯) ∧
∨
A =
∨
p∈A(d + d¯) ∧ p = (d + d¯) ∧ d = d
by lemma 2.21, as required. 
3.5. Extensions of embeddings. In this setion we are onerned with extending
some homomorphism from a join-dense subset of a lattie to the entire lattie, while
preserving additional properties. Two of the main results are theorem 3.92 whih
allows for the extension of a lattie embedding of a strongly interval predense basis to
a ontinuous lattie embedding of the entire lattie, and theorem 3.96 whih allows
us to do the same while also maintaining a onvex range. We also introdue the
notion of the P -Sott topology on a subposet of some poset (P,≤).
3.5.1. The subposet topology. At this junture we need to look more losely at the
topology on a subposet Q of (P,≤). The point is that the Sott topology on Q as
given by its ordering ≤, may dier from the subspae topology that Q inherits from
the Sott topology on P , and moreover the two topologies may be inomparable. In
fat, we are interested in a third topology on Q.
Denition 3.72. Let (P,≤) be a poset and Q ⊆ P . We say that A ⊆ Q is P -
losed under direted suprema if for every direted A ⊆ Q, if a =
⊔P A exists and
is in Q, then a ∈ A. Similarly, A ⊆ Q is said to be upwards P -order losed if: for
all ∅ 6= B ⊆ A, if a =
∨P B exists and is in Q then a ∈ A. The dual notions
are alled P -losed under downwards direted inma and downwards P -order losed,
respetively.
Proposition 3.73. If F ⊆ P ⊇ Q is losed under direted suprema (downwards
direted inma), then F ∩Q is P -losed under direted suprema (downwards direted
inma).
Proposition 3.74. If F ⊆ P ⊇ Q is upwards (downwards) order losed in P , then
F ∩Q is upwards (downwards) P -order losed as a subposet of (Q,≤).
Proposition 3.75. If A ⊆ Q ⊆ P is losed under direted suprema (downwards
direted inma) in the poset (Q,≤), then it is also P -losed under direted suprema
(downwards direted inma).
Proof. By proposition 3.8. 
Proposition 3.76. If A ⊆ Q ⊆ P is upwards (downwards) order losed as a sub-
poset of (Q,≤), then it is also upwards (downwards) P -order losed.
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Proof. By proposition 3.8. 
Notie that if Q is a preregular subset of P , then P -losed oinides with losed.
Thus, e.g.
Proposition 3.77. Let Q be a preregular subset of P . Then A ⊆ Q is losed under
direted suprema i it is P -losed under direted suprema.
Denition 3.78. Let (P,≤) be a poset and Q ⊆ P . Then the family of omplements
of lower subsets of Q that are P -losed under direted suprema is a topology on Q;
we all it the P -Sott topology on Q. A funtion σ : Q→ R, where R is some poset,
is alled P -ontinuous if it is a ontinuous funtion with respet to the P -Sott
topology on Q and the Sott topology on R.
Proposition 3.79. The P -Sott topology on a subposet Q ⊆ P is a ommon rene-
ment of the its Sott topology and its subspae topology.
Proof. The P -Sott topology renes the Sott topology by proposition 3.75, and it
renes the subspae topology by proposition 3.73. 
Note that for Q = P , the P -Sott topology is just the Sott topology. More
generally:
Proposition 3.80. If Q ⊆ P is preregular then the Sott topology on Q oinides
with its P -Sott topology.
Proof. By proposition 3.77. 
Corresponding to lemma 3.31 we have:
Proposition 3.81. Let Q be a subposet of (P,≤), and (R,.) some poset. Then
any funtion σ : Q → R is P -ontinuous i it is a homomorphism that preserves
direted suprema in P , i.e. σ
(⊔P A) = ⊔a∈A σ(a) whenever A ⊆ Q is direted and⊔P A exists and is in Q.
And orresponding to lemma 3.33:
Proposition 3.82. Suppose (S,≤) is a semilattie and Q ⊆ S is a subsemilattie,
and suppose (R,.) is a poset. Then any funtion σ : Q → R is S-ontinuous and
join-preserving i it preserves nonempty suprema in P , i.e. σ
(∨P A) = ∨a∈A σ(a)
whenever A ⊆ Q and
∨P A exists and is in Q.
The following lemma shows that for omplete semilatties, onvexity of the range
of an embedding follows from its onvexity when suitably restrited to an interval
predense subset of its domain.
Lemma 3.83. Let L and M be omplete semilatties, with M satisfying the (JID),
and let σ : L→ M be a ontinuous semilattie embedding. Suppose 0 ∈ D ⊆ L and
E ⊆ M are both join-dense (equivalently, interval predense), E is a subsemilattie,
and that σ[D] ⊆ E is a onvex subset of E. Then ran(σ) is onvex.
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Proof. Given p ≤ q in ran(σ), we hoose p ≤ r ≤ q and prove that r ∈ ran(σ). Let
(3.5) s =
∨
{c ∈ σ[D] : c ≤ r},
and note that sine 0 ∈ D, p ∈ ran(σ) implies that the set on the right is nonempty,
namely σ(0) ≤ p ≤ r is in σ[D]. Observe that s ∈ ran(σ) beause ran(σ) is upwards
boundedly order losed by lemma 3.46. Therefore it sues to prove r = s.
Suppose to the ontrary that s < r. Sine D is join-dense, σ−1(q) =
∨
{d ∈ D :
d ≤ σ−1(q)}, and thus by orollary 3.34, q =
∨
{c ∈ σ[D] : c ≤ q}. Now by
the (JID),
(3.6) r = r ∧ q =
∨
{r ∧ c : c ∈ σ[D], c ≤ q}.
Hene there exists c ∈ σ[D] suh that s ∧ c = s ∧ (r ∧ c) < r ∧ c. Sine E is interval
predense, there exists d ∈ E suh that d ≤ r ∧ c but
(3.7) d  s ∧ c.
We now have d′ = d∨σ(0) ∈ E sine E is a subsemilattie, and thus as σ(0) ≤ d′ ≤ c,
d′ ∈ σ[D] by onvexity. But then (3.5) says that d′ ≤ s, whih would imply d ≤ s∧c,
ontraditing (3.7). 
Preservation of boundedness (f. denition 3.50) allows one to extend ontinuous
order homomorphisms from join-dense subsets. However, embeddings do not nees-
sarily extend. For example onsider the ontinuous partial embedding j : ω + 2 99K
ω + 1 where j(n) = n for n < ω and j(ω + 1) = ω; the unique extension to a
ontinuous homomorphism on ω + 2 maps ω to ω and thus is not an injetion.
Lemma 3.84. Let L be a (JID) lattie, and letM be a omplete semilattie. Suppose
D ⊆ L is a join-dense meet subsemilattie. Then every funtion σ : D → M that
preserves nonempty suprema in L (f. proposition 3.82), and preserves boundedness
in L, has an extension to a ontinuous semilattie homomorphism on L, that is
uniquely determined on L+. And this extension is moreover a lattie homomorphism
when σ is meet-preserving and M is (JID).
Proof. Let σ : D →M be as speied in the hypothesis. We an dene σ¯ : L→M
by
(3.8) σ¯(p) =
∨
d∈Dp
σ(d)
beause the supremum exists as σ[Dp] is bounded. σ¯(d) = σ(d) for all d ∈ D beause
σ is order preserving, and it is also lear that σ¯ is order preserving. Suppose ∅ 6= A ⊆
L and
∨
A (i.e.
∨LA) exists. Clearly ∨p∈A σ¯(p) ≤ σ¯(∨A); while every d ∈ DWA
satises
∨L
p∈A(d∧Dp) = d∧
∨L
p∈ADp = d∧
∨
A = d sine L is (JID) and D is join-
dense, and thus
∨
p∈A σ¯(p) =
∨
p∈A
∨
d′∈Dp
σ(d′) ≥
∨
p∈A
∨
d′∈Dp
σ(d ∧ d′) = σ(d)
sine D is a meet subsemilattie and sine σ preserves nonempty suprema in L. This
proves the other inequality, establishing that σ¯ preserves nonempty suprema. Thus
σ¯ is a ontinuous semilattie homomorphism by orollary 3.34.
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Claim 3.85. If σ is meet-preserving and M is (JID) then σ¯ is meet-preserving, and
thus is a lattie homomorphism.
Proof. Using the fat that Dp∧q = Dp ∧Dq sine D is a meet subsemilattie for the
seond equality, and the fat that σ is meet-preserving and proposition 2.23 for the
third,
σ¯(p ∧ q) =
∨
d∈Dp∧q
σ(d)
=
∨
c∈Dp
∨
d∈Dq
σ(c ∧ d)
=
( ∨
c∈Dp
σ(c)
)
∧
( ∨
d∈Dq
σ(d)
)
= σ¯(p) ∧ σ¯(q).
(3.9)

For all p ∈ L, ifDp 6= ∅ then equation (3.8) must hold for any ontinuous extension
of σ to a semilattie homomorphism, proving uniqueness on L+. 
Remark 3.86. We do not neessarily have a unique extension to a pointed lattie
L unless 0 is already in D. For example, N+ = {1, 2, . . . } is join-dense in N, but
n 7→ n + 1 has two dierent extensions to a ontinuous lattie homomorphism. Of
ourse, this freedom at 0 disappears if we require that all suprema are preserved
(i.e. ategory theoreti ontinuity).
In our intended appliations, we are extending from a join-dense sublattie, and
we an then state the preeding result in the following simplied form.
Corollary 3.87. Let L be a (JID) lattie, and M be a omplete semilattie. Sup-
pose D ⊆ L is a join-dense sublattie. Then every L-ontinuous semilattie ho-
momorphism σ : D → M , that preserves boundedness in L, has an extension to
a ontinuous semilattie homomorphism on L, uniquely determined on L+. This
extension is moreover a lattie homomorphism when σ is a lattie homomorphism
and M is (JID).
Proof. By lemma 3.84 and proposition 3.82. 
We use at-ompleteness to ensure preservation of boundedness.
Lemma 3.88. Let L be a lattie that is (JID), and let M be a at-omplete lattie.
Suppose B ⊆ L is a basis. Then every meet-preserving order homomorphism between
B and M , that preserves nonempty suprema in L, preserves boundedness in L.
Proof. Let σ : B →M be as speied by the hypothesis. Given 0 6= p ∈ L we must
show that σ[Bp] is bounded in M . Find a pairwise inompatible A ⊆ Bp suh that∨
A = p. Sine σ is meet-preserving, σ(a) ∧ σ(b) = σ(0) for all a 6= b in A, and
thus σ[A] is at. Therefore
∨
a∈A σ(a) exists by at-ompleteness. It now sues
to prove that
∨
a∈Bp
σ(a) =
∨
a∈A σ(a). But for any c ∈ Bp, c = c ∧ p =
∨L
a∈A c ∧ a
by the (JID), and thus as A 6= ∅, by preservation of nonempty suprema in L,
σ(c) =
∨
a∈A σ(c ∧ a) ≤
∨
a∈A σ(a), as wanted. 
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Combining orollary 3.87 with the preeding lemma, we obtain the following re-
sult.
Corollary 3.89. Let L be a lattie, and M be a omplete and at-omplete semilat-
tie, with both (JID). Suppose B ⊆ L is a sublattie that forms a basis. Then every
L-ontinuous lattie homomorphism σ : B → M has an extension to a ontinuous
lattie homomorphism on L, unique on L+.
Proof. Note that bases are obviously join-dense. 
Lattie homomorphisms with odomain a preregular subset of M an also be
extended.
Corollary 3.90. Let L be a lattie, and M be a omplete and at-omplete semilat-
tie, with both (JID). Suppose B ⊆ L is a sublattie forming a basis, and E ⊆M is a
preregular subset of M . Then every L-ontinuous order homomorphism σ : B → E
that is both join and meet-preserving has an extension to a ontinuous lattie homo-
morphism σ¯ : L→M , unique on L+.
Proof. Letting σ′ : B → M be the same funtion as σ but with odomain M ,
σ′ is a lattie homomorphism beause E is preregular. And by propositions 3.79
and 3.80, the Sott topology on E renes its subspae topology, and thus σ′ is also
L-ontinuous. Now the result is immediate from orollary 3.89. 
The notion of a strongly interval predense subset (f. denition 3.68) was intro-
dued to allow boundedness preserving embeddings to be extended.
Corollary 3.91. Let L be a lattie and M be a omplete semilattie with both satis-
fying the (JID). Suppose D ⊆ L is a strongly interval predense meet subsemilattie.
Then every meet subsemilattie embedding of D into M that preserves nonempty
suprema in L, and that preserves boundedness in L, has an extension to a ontinu-
ous lattie embedding of L into M , uniquely determined on L+.
Proof. D is join-dense by lemma 3.58. Hene by lemma 3.84, there is a ontinuous
lattie homomorphism σ¯ : L → M extending σ, uniquely determined by equa-
tion (3.8) on L+. It remains to verify that σ¯ is an embedding.
By proposition 1.1, it sues to show that σ¯ is stritly order preserving. Take
p < q in L, and suppose towards a ontradition that σ¯(p) = σ¯(q). Sine D is
strongly interval predense, there exists d ∈ Dq suh that d ∧ p < d and d ∧ p ∈ D.
But then sine σ is an embedding, we have
σ¯(d ∧ p) = σ(d ∧ p)
< σ(d).
(3.10)
However, by assumption, σ¯(d ∧ p) = σ¯(d) ∧ σ¯(p) = σ(d) ∧ σ¯(q) = σ(d), ontradit-
ing (3.10). 
Now we ome to the main result of this setion, that embeddings into a omplete
at-omplete semilattie an be extended from a strongly interval predense basis.
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Theorem 3.92. Let L be a lattie andM a omplete semilattie that is at-omplete,
with both (JID). Suppose B ⊆ L is a strongly interval predense basis. Then every
meet subsemilattie embedding of B into M that preserves nonempty suprema in L,
has an extension to a ontinuous lattie embedding of L into M , unique on L+.
Proof. Let σ : B → M be as hypothesized. Then σ preserves boundedness in L by
lemma 3.88. The result now follows from orollary 3.91. 
We obtain a very natural simplied form when B is a sublattie.
Corollary 3.93. Let L be a lattie and M a omplete semilattie that is at-
omplete, with both (JID). Suppose B ⊆ L is a sublattie that forms a strongly
interval predense basis. Then every L-ontinuous lattie embedding of B into M has
an extension to a ontinuous embedding of L into M , unique on L+.
Proof. By theorem 3.92 and proposition 3.82. 
Embeddings with preregular range satisfy the hypothesis of the main theorem.
Corollary 3.94. Let L be a (JID) lattie, and let M be a (JID) omplete semilattie
that is also at-omplete. Suppose B ⊆ L is a strongly interval predense basis. Then
every order embedding of B into M with preregular range has an extension to a
ontinuous lattie embedding of L into M , unique on L+.
Proof. Let σ : B →M be an order embedding with onvex range. By theorem 3.38,
σ preserves arbitrary nonempty suprema, and thus in partiular preserves nonempty
suprema in L. And orollary 3.39 implies that σ is meet-preserving. Therefore
σ extends to a ontinuous lattie embedding of L into M , uniquely on L+, by
theorem 3.92. 
We shall want to extend an embedding from a subsemigroup forming a basis.
Corollary 3.95. Let (L,+) be a ommutative anellative (JID) omplete semi-
lattie monoid, and let M be a (JID) omplete at-omplete semilattie. Suppose
B ⊆ L is a subsemigroup that forms a basis. Then every meet subsemilattie em-
bedding of B into M preserving nonempty suprema in L, has an extension to a
ontinuous lattie embedding of L into M , unique on L+.
Proof. By theorem 3.92, beause B is strongly interval predense by lemma 3.71. 
The following result allows one to extend a ontinuous embedding from a basis of
a omplete semilattie to the whole semilattie while maintaining a onvex range.
Theorem 3.96. Let L and M be omplete semilatties that are (JID), with M at-
omplete. Suppose 0 ∈ B ⊆ L is a strongly interval predense basis and E ⊆ M is a
join-dense preregular sublattie. Then every order embedding of B into E with onvex
range (in E) has a unique extension to a ontinuous lattie embedding σ : L→ M ,
and moreover ran(σ) is onvex.
Proof. Let σ : B → E be an order embedding with onvex range. Sine E is a lattie,
ran(σ) is preregular in E by lemma 3.15. And thus by proposition 3.12, ran(σ) is
a preregular subset of M . Now applying orollary 3.94, σ has an extension, say σ¯ :
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L→M , to a ontinuous lattie embedding of L intoM , uniquely determined on L+.
Hene σ¯ is in fat the unique extension of σ to a ontinuous lattie homomorphism
by remark 3.86. And as the hypotheses of lemma 3.83 are all satised, ran(σ¯) is
onvex. 
Corollary 3.97. Let (L,+) be a ommutative anellative omplete semilattie
monoid, and let M be a omplete at-omplete semilattie, with both (JID). Sup-
pose B ⊆ L is a submonoid forming a basis and E ⊆ M is a join-dense preregular
sublattie. Then every order embedding σ : B → E with onvex range has a unique
extension to a ontinuous lattie embedding of L into M with onvex range.
Proof. Theorem 3.96 and lemma 3.71. 
Our intended appliation uses the following orollary.
Corollary 3.98. Let (L,+) be a ommutative anellative omplete semilattie
monoid, and let (M,+) be a ommutative anellative omplete and at-omplete
semilattie monoid, with both (JID). Suppose B ⊆ L is a submonoid forming a basis
and E ⊆ M is a dense submonoid losed under subtration. Then every order em-
bedding σ : B → E with onvex range has a unique extension to a ontinuous lattie
embedding of L into M with onvex range.
Proof. By lemma 3.16, E is regular and in partiular preregular, and thus is also
a sublattie (orollary 3.17). Now the result is an immediate onsequene of orol-
lary 3.97. 
4. The partial orders
A preise desription is obtained of the partial order embeddings with onvex
range within the following lasses of posets: power set algebras; powers of N; ate-
gory algebras; Baire funtions with odomain a power of N, modulo almost always
equality; and ontinuous funtions with odomain a power of N, in subsetions 4.1
4.5, respetively. In 4.6, these embeddings are disussed for the following lasses:
Baire funtions with odomain a power set algebra, modulo almost always equality;
measurable funtions with respet to some measure spae, modulo almost every-
where equality; the Boolean algebra P(N) / Fin; and the lattie quotient NN / Fin
of the irrationals ordered by eventual dominane.
Embeddings with onvex range are onsidered exlusively. The results here fail
otherwise as demonstrated in example 4.5.
4.1. Power set algebras. We begin by onsidering order embeddings between
power set algebras.
Theorem 4.1. Order embeddings σ from (P(X),⊆) into (P(Y ),⊆) with onvex
range onsist preisely of maps of the form
(4.1) σ(a) = h[a] ∪ b for all a ⊆ X,
for some injetion h : X → Y and some b ⊆ Y with h[X]∩ b = ∅. All of these maps
are moreover dually ontinuous lattie embeddings. Furthermore, h is a bijetion i
σ is a Boolean algebra isomorphism between P(X) and P(Y ).
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Proof. We have ran(σ) = [σ(∅), σ(X)] by proposition 3.45. Thus for every sin-
gleton, σ({x}) = σ(∅) ∪ {yx} for some yx ∈ σ(X) \ σ(∅), by orollary 3.29 and
example 3.22. By orollary 3.43, σ is dually ontinuous. In partiular, ontinuity
implies by lemma 3.33 that σ(a) = σ(∅) ∪ {yx : x ∈ a} for all a ⊆ X. Thus the
desired h is dened by
(4.2) h(x) = yx,
with b = σ(∅). Conversely, any σ of the above form is easily seen to be an embedding
whenever h is an injetion and h[X] ∩ b = ∅. In the ase where h is a bijetion,
h[X] = Y implies b = ∅ as h[X] ∩ b = ∅, and thus ran(σ) = P(Y ) implies σ is
moreover an isomorphism. 
Corollary 4.2. Every map σ : P(X)→ P(Y ) satisfying :
(a) a ⊆ b i σ(a) ⊆ σ(b), for all a, b ⊆ X,
(b) σ(a) ⊆ c ⊆ σ(b) implies c ∈ ran(σ), for all a, b ⊆ X and c ⊆ Y ,
is of the form
σ(a) = h[a] ∪ σ(∅) for all a ⊆ X,
for some injetive h : X → Y .
Proof. Theorem 4.1 is applied to the posets (P(X),⊆) and (P(Y ),⊆), as ondi-
tions (a) and (b) translate to σ being an embedding with onvex range. 
Corollary 4.3. The range of any embedding σ : P(X) → P(Y ) with onvex range
is the interval Boolean algebra [σ(∅), σ(X)], and i−1 ◦ σ is in fat a Boolean algebra
isomorphism, where i−1 any left inverse of the inlusion funtion i : [σ(∅), σ(X)] →
P(Y ).
The following result is well known, e.g. it is mentioned in [She98, pp. 171℄.
Corollary 4.4. Every quasi order isomorphism σ : P(X) → P(Y ) is of the form
σ(a) = h[a] where h : X → Y is a bijetion. Thus order automorphisms of any
power set algebra P(X) are always given by the image of a permutation of X.
Example 4.5. Consider the two and three element sets {0, 1} and {0, 1, 2}. Then
let σ : P({0, 1}) → P({0, 1, 2}) be dened by σ(∅) = ∅, σ({0}) = {0}, σ({1}) = {1}
and σ({0, 1}) = {0, 1, 2}. It is an order embedding that annot be expressed as the
image of any funtion h on {0, 1}.
4.2. Powers of N. Now we examine order embeddings between powers of N. These
are the most important for purposes of this series of papers. Let I be an index set.
We have seen in example 2.28 that the produt poset (NI ,≤) is in fat a lattie
monoid, and moreover is a omplete semilattie satisfying a number of properties
inluding innite +-distributivity over ∨. Note that the lattie operations are given
by x ∨ y = max{x, y} and x ∧ y = min{x, y} where the max and min are taken
oordinatewise, e.g. max{f, g}(i) = max{f(i), g(i)} for all i ∈ I.
Notation 4.6. For x ∈
∏
i∈I Xi and y ∈
∏
j∈J Yj we let x
⌢y denote the image of
(x, y) under the natural assoiation between
(∏
i∈I Xi
)
×
(∏
j∈J Yi
)
and
∏
i∈I∐J Zi
where Zi = Xi for i ∈ I and Zj = Yj for j ∈ J . Similarly for funtions, i.e. we write
f⌢g for x 7→ f(x)⌢g(x).
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Denition 4.7. Let I be an index set. For a funtion g : J → I (J ⊆ I), the
projetion by g is element pig : NI → NJ dened by
pig(x) = x ◦ g.
Proposition 4.8. pig is a ontinuous lattie homomorphism. It is an epimorphism
i g is an injetion, and it is a monomorphism i g is onto.
Notation 4.9. For i ∈ I, we let χi ∈ NI denote the harateristi funtion of i,
i.e. χi(j) is 1 if j = i and 0 if j 6= i. We write 0I ∈ NI for element that is onstantly
equal to 0, i.e. 0I(i) = 0 for all i ∈ I. More generally, for n ∈ N write nI for the
element onstantly equal to n.
Clearly, for every x ∈ NI ,
(4.3) x =
∨
i∈I
x(i) · χi.
Theorem 4.10. The order embeddings σ from (NI ,≤) into (NJ ,≤) with onvex
range onsist of maps of the form
(4.4) σ = pi⌢g 0J\dom(g) + y
for some bijetion g : K → I where K ⊆ J and some y ∈ NJ , and all suh maps are
dually ontinuous lattie embeddings. Thus σ is the sum of a monoid homomorphism
for oordinatewise addition and a onstant.
Proof. We know that every order embedding of NI into NJ with onvex range is a
dually ontinuous lattie homomorphism by orollary 3.43. Put y = σ(0I). From
orollary 3.29 and example 3.23, we have that eah χi is mapped to k · χji + y for
some ji ∈ J . Applying proposition 3.26 with χi ∈ (NI \ {0I})0, by onvexity we see
that k = 1. Arguing similarly by indution, we obtain
(4.5) σ(k · χi) = k · χji + y for all k ∈ N.
Thus g : K → I dened by K = {ji : i ∈ I} and
(4.6) g(ji) = i
is a bijetion satisfying σ(k·χi) = k·χji+y = pig(k·χi)
⌢
0J\K+y. Thus the ontinuity
of σ, equation (4.3), proposition 4.8 and innite (+,∨)-distributivity yield
σ(x) = σ
(∨
i∈I
x(i) · χi
)
=
∨
i∈I
σ
(
x(i) · χi
)
=
∨
i∈I
(
x(i) · χji + y
)
=
∨
i∈I
(
pig
(
x(i) · χi
)⌢
0J\K + y
)
=
(∨
i∈I
pig
(
x(i) · χi
)⌢
0J\K
)
+ y
= pig(x)
⌢
0J\K + y.
(4.7)
Conversely, it is lear that whenever g is a bijetion and y ∈ NJ is arbitrary, σ as
above denes an embedding with onvex range. 
Corollary 4.11. Every map σ : NI → NJ satisfying :
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(a) x ≤ y i σ(x) ≤ σ(y), for all x, y ∈ NI ,
(b) σ(x) ≤ z ≤ σ(y) implies z ∈ ran(σ), for all x, y ∈ NI and z ∈ NJ ,
is of the form
σ = pi⌢g 0J\dom(g) + σ(0I)
for some bijetion g : K → I where K ⊆ J .
Proof. Theorem 4.10 applies as onditions (a) and (b) translate to σ being an em-
bedding with onvex range. 
Corollary 4.12. Any embedding σ : NI → NJ with onvex range has ran(σ) =
NK⌢0J\K + y for some K ⊆ J and y ∈ NJ .
Proof. By theorem 4.10 beause ran(pig) = NK sine g is injetive. 
Corollary 4.13. Every order embedding σ of NI into a downwards losed subset of
NJ is of the form
σ = pi⌢g 0J\dom(g)
for some bijetion g : K → I where K ⊆ J , and thus has ran(σ) = NK⌢0J\K . In
partiular, it is a monoid homomorphism.
Corollary 4.14. Every quasi order isomorphism σ : NI → NJ is of the form pig
where g : J → I is a bijetion. Thus order automorphisms of NI are all of the form
pig where g is a permutation of I.
4.3. Category algebras. To start we review the basi onepts. Let X be a topo-
logial spae. We letM(X) denote the σ-ideal of meager subsets of X (i.e. ountable
unions of nowhere dense sets). Reall that X is a Baire spae if it has no nonempty
open meager sets. And reall that B ⊆ X has the Baire property if it an be ap-
proximated by an open set; that is there is an open U suh that B △ U ∈ M(X).
We write BP(X) for the σ-algebra of subsets of X with the Baire property. The
ategory algebra of X is the quotient algebra BP(X)/M(X), i.e. equivalene lasses
of BP(X) modulo A △ B ∈ M(X) ordered by [A] ≤ [B] if A \ B ∈ M(X). It
is a omplete Boolean algebra, with [A] ∨ [B] = [A ∪ B], [A] ∧ [B] = [A ∩ B] and
−[A] = [A∁]. We shall denote the ategory algebra by Cat(X) = BP(X) /M(X).
Reall that a subset G ⊆ X is regular open if it is equal to the interior of its losure;
symbolially, G = G
◦
, i.e. G denotes the topologial losure of G while H◦ denotes
the interior of H. We write RO(X) for the regular open algebra of X. It is a om-
plete Boolean with G ∨H = G ∪H
◦
, G ∧H = G ∩H and −G = G∁. A topologial
spae is semiregular if its regular open sets form a base for its topology.
We shall make use of the following topologial fats.
Theorem 4.15 (Baire Category Theorem). Every loally ompat Hausdor spae
is a Baire spae.
Proposition 4.16. If U is a olletion of pairwise disjoint open sets, and MU ⊆ U
is meager for all U ∈ U , then
⋃
U∈U MU is meager.
Proof. The main observations are that for any open set U , U \ U is nowhere dense,
and that the olletion of nowhere dense sets forms an ideal. 
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Proposition 4.17. Let X be a topologial spae. Then it has a largest open meager
set UX . And G 7→ [G] is a Boolean algebra isomorphism between RO(X \ UX) and
Cat(X). Thus if X is a Baire spae then its ategory algebra is isomorphi to its
regular open algebra.
Proof. Use proposition 4.16. 
Proposition 4.18. If X is regular then it is semiregular, and in partiular every
nonempty open subset of X ontains a nonempty regular open subset.
Denition 4.19. We shall all Y a Baire ompatiation of a topologial spae X,
if
(i) Y is a ompat Hausdor spae,
(ii) X topologially embeds into Y , i.e. there is a map f : X → Y suh that f is a
homeomorphism between X and f [X],
(iii) f [X] is omeager in Y .
Thus ondition (iii) is a strengthening of the usual notion of a ompatiation
where it is only required that f [X] is dense.
Example 4.20. Loally ompat Hausdor spaes have a Baire ompatiation
sine they in fat have a one point ompatiation.
Proposition 4.21. Any topologial spae with a Baire ompatiation is a Baire
spae.
Proof. Straight from denition 4.19. 
Lemma 4.22. Every Polish spae (i.e. separable ompletely metrizable spae) has
a metri Baire ompatiation.
Proof. See e.g. [Ke95℄. 
Example 4.23. The irrationals NN with the produt topology, whih are homeo-
morphi to the irrationals of the real line, is a Polish spae.
Proposition 4.24. If Y is a Baire ompatiation of X then Cat(Y ) is isomorphi
as a Boolean algebra to Cat(X).
Proof. Identifying X as a omeager subset of Y , [B] 7→ [B ∩X] is an isomorphism
between BP(Y ) /M(Y ) and BP(X) /M(X). 
Theorem 4.25. Let X be a regular spae, and suppose Y has a Baire ompatia-
tion. The order embeddings σ : Cat(X) → Cat(Y ) with onvex range onsist of all
maps of the form
(4.8) σ([B]) = [f [B]] ∨ [A] for all B ∈ BP(X),
for some Baire measurable f : X → Y and A ∈ BP(Y ) suh that
(a) f [B] ∈ BP(Y ) for all B ∈ BP(X),
(b) M ∈ M(X) i f [M ] ∈ M(Y ) for all M ⊆ X,
() f [B] ∩ f [B∁] ∈ M(Y ) for all B ∈ BP(X),
(d) f [X] ∩A ∈ M(Y ).
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Moreover, any suh map is a dually ontinuous lattie embedding. Furthermore,
f [X] is omeager i σ is a Boolean algebra isomorphism.
Proof. We an simplify by assuming that X is a Baire spae by proposition 4.17,
sine learly BP(X\UX)/M(X\UX) ∼= BP(X)/M(X). Let σ¯ : Cat(X)→ Cat(Y )
be an order embedding with onvex range. Then σ¯′ : Cat(X) → Cat(Y ) given by
σ¯′(a) = σ¯(a)− σ¯(0Cat(X)) has a downwards losed range, and it will sue to prove
that it is of the form
(4.9) σ¯′([B]) = [f [B]] for all B ∈ BP(X)
for a Baire funtion f : X → Y satisfying (a)(), beause then taking [A] =
σ¯(0Cat(X)), ondition (d) follows from (4.9) and (a) and (b) sine σ¯ is 11. By
going to a Baire ompatiation via proposition 4.24, we an assume that Y is
ompat and Hausdor. Note that Y is a Baire spae by the Baire Category Theorem
(theorem 4.15). Hene, by proposition 4.17, we an dene σ : RO(X)→ RO(Y ) by
[σ(G)] = σ¯′([G]) and thus obtain an embedding with downwards losed range.
For eah z ∈ X, let
(4.10) Gz = {G ∈ RO(X) : G ∋ z},
and
(4.11) Kz =
⋂
G∈Gz
σ(G).
Sine Gz is losed under nite intersetions, Kz 6= ∅ by ompatness. Now hoose
f : X → Y so that f(z) ∈ Kz for all z ∈ X.
Claim 4.26. G△ f−1[σ(G)] ∈ M(X) for all G ∈ RO(X).
Proof. Let V = {H ∈ RO(X) : σ(H) ⊆ σ(G)}. Sine z ∈ H and σ(H) ⊆ G imply
f(z) ∈ Kz ⊆ σ(H) ⊆ σ(G), and sine σ(H) ⊆ σ(G) implies H ⊆ G by order
reetion,
(4.12)
⋃
V ⊆ G ∩ f−1[σ(G)].
On the other hand, letting W = {H ∈ RO(X) : σ(H) ⊆ σ(G)∁}, sine z ∈ H and
σ(H) ⊆ σ(G)∁ imply f(z) /∈ σ(G), and sine σ(H) ⊆ σ(G)∁ implies H ∩ G = ∅ by
order preservation, we obtain
(4.13)
⋃
W ⊆ (G ∪ f−1[σ(G)])∁.
Therefore, as
(
G△f−1[σ(G)]
)
∩
(⋃
V∪
⋃
W
)
= ∅, it remains to show that
⋃
V∪
⋃
W
is omeager. But if this were not the ase, then there would exist H ∈ RO(X)+
suh that
(4.14) H ∩
⋃
V ∪
⋃
W = ∅.
And in partiular H /∈ W, and thus σ(H)∩σ(G) 6= ∅. Then sine Y is in partiular
regular, there exists a nonempty Z ∈ RO(Y ) with Z ⊆ σ(H) ∩ σ(G) by proposi-
tion 4.18. Now sine the range of σ is downwards losed, there exists a nonempty
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E ∈ RO(X)+ suh that σ(E) = Z, and hene E ∈ V. However, by order reetion
E ⊆ H, ontraditing (4.14). 
Claim 4.27. f−1[H] ∈ BP for all H ∈ RO(Y ).
Proof. We have f−1[H] = f−1[H∩σ(X)]∪f−1[H\σ(X)], and thus f−1[H]△f−1[H∩
σ(X)] ∈ M, sine f−1[σ(X)] is omeager by laim 4.26. It thus sues to prove
f−1[H ∩ σ(X)] ∈ BP. But by downwards losedness, there exists G ∈ RO(X) suh
that σ(G) = H ∩ σ(X). Thus the result follows by applying laim 4.26 to G. 
Claim 4.28. f−1[[M]] ⊆M, i.e. f−1[M ] ∈ M(X) for all M ∈ M(Y ).
Proof. It sues to prove that f−1[F ] is a nowhere dense set for every nowhere dense
F ⊆ Y . Let U ⊆ X be a given nonempty set. We need to nd a nonempty open
V ⊆ U suh that f [V ]∩F = ∅. By proposition 4.18, there exists G ⊆ U in RO(X)+.
Then there exists E ≤ σ(G) in RO(Y )+ suh that E ∩ F = ∅. And there exists
H ∈ RO(X)+ suh that σ(H) = E. Moreover, by order reetion, H ⊆ G ⊆ U .
Now f [H] ⊆ σ(H) and thus f [H] ∩ F = ∅, as needed. 
Claim 4.29. f [[M]] ⊆M.
Proof. Let F ⊆ X be nowhere dense. It sues to prove that for all H ∈ RO(Y )+,
there exists Z ⊆ H in RO(Y )+ suh that Z∩f [F ] = ∅. Given saidH, ifH∩σ(X) = ∅
then sine f [X] ⊆ σ(X), we already have H ∩ f [F ] = ∅. Otherwise, there exists
G ∈ RO(X)+ suh that σ(G) ⊆ H. Sine G * F , by regularity there exist Z,W ∈
RO(X)+ suh that Z ⊆ G, W ⊇ F and W ∩ Z = ∅. Clearly f [F ] ⊆ σ(W ), and
sine σ(W ) ∩ σ(Z) = ∅ whih implies σ(W ) ∩ σ(Z) = ∅, f [F ] ∩ σ(Z) = ∅. By order
preservation, σ(Z) ⊆ H, ompleting the proof. 
Claim 4.30. f [G]△ σ(G) ∈ M(Y ) for all G ∈ RO(X).
Proof. First we note that σ(G) \ f [G] ∈ M. For supposing to the ontrary, there
exists H ⊆ σ(G) in RO(Y )+ suh that
(4.15) H ∩ f [G] ∈ M.
By the assumption on ran(σ), there is an E suh that σ(E) = H, and E ⊆ G by
order reetion. Now E = (E ∩ f−1[H]) ∪ (E \ f−1[H]), and thus E ∩ f−1[H] /∈ M
by laim 4.26. But E ∩ f−1[H] ⊆ f−1[H ∩ f [G]] ∈ M by (4.15) and laim 4.28, a
ontradition.
On the other hand f [G] ⊆ σ(G) proving f [G] \ σ(G) ∈ M. 
By laims 4.27 and 4.28, f is Baire measurable. And by laim 4.30, σ¯′([G]) =
[σ(G)] = [f [G]] for all G ∈ RO(X). Note that ondition (b) is equivalent to the
onjuntion of laims 4.28 and 4.29. And now (a) follows, and moreover the expres-
sion in (4.9) is well dened, i.e. [f [B]] does not depend on the hoie of B ∈ [G].
As for ondition (), given B ∈ BP(X) it sues to take the G ∈ RO(X) with
[G] = [B], and observe that f [G∁]△f [G∁] ∈ M(Y ) by (b), and thus [f [G]∩f [G∁]] =
[f [G]] ∧ [f [G∁]] = [σ(G)] ∧ [σ(G∁)] = [σ(G)] ∧ [−σ(G)] = 0Cat(Y ).
Conversely, suppose that f : X → Y and A ∈ BP(Y ) satisfy the hypotheses. Then
σ determined by (4.8) makes sense and is well dened by (a) and (b), and onvexity of
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the range follows from the Baire measurability of f . It is order preserving beause
[B] ≤ [C] implies that f [B] \ f [C] ⊆ f [B \ C] ∈ M by (b), whih implies that
σ([B])−σ([C]) = 0Cat(Y ). And it is order reeting beause σ([B])−σ([C]) = 0Cat(Y )
implies f [B] \ f [C] ∈ M by (d), and this implies that f [B \ C] ∈M: For
(4.16) f [B] ∩ f [C]∁ = f [B] \ f [C] ⊆ f [B \ C] ⊆ f [B] ∩ f [C∁]
and (f [B]∩f [C∁])\(f [B]∩f [C]∁) ⊆ f [C]∩f [C∁] ∈ M by (). Therefore, B\C ∈ M
by (b) as required. 
In the ontext of Boolean algebra homomorphisms, it would be more natural
to use f¯−1 for some f¯ : Y → X rather than f : X → Y sine this would allow
for homomorphisms that are not monomorphisms. We reformulate the preeding
theorem in this manner.
Corollary 4.31. Let X be a regular spae, and let Y have a Baire ompatiation.
Then order embeddings of Cat(X) into Cat(Y ) with onvex range onsist preisely
of maps of the form
(4.17) σ([B]) = [f−1[B]] ∨ [A] for all B ∈ BP(X),
for some Z ∈ BP(Y ) and some Baire measurable injetion f : Z → X suh that
(a) f [C] ∈ BP(X) for all C ∈ BP(Z),
(b) M ∈ M(X) i f−1[M ] ∈ M(Y ) for all M ⊆ X,
() Z ∩A ∈M(Y ).
Furthermore, Z is omeager i σ is a Boolean algebra isomorphism.
Proof. Supposing σ is an order embedding, let f¯ ∈ Baire(X,Y ) and A ∈ BP(Y )
satisfy the onlusion of theorem 4.25. Put Z = ran(f¯). Choose a right inverse
f : Z → X of f¯ . The fat that it is a right inverse entails
(4.18) f−1[B] ⊆ f¯ [B] for all B ⊆ X.
And plugging in B∁ for B yields f¯ [B∁]∁ ⊆ f−1[B] for all B ⊆ X. Therefore
(4.19) f¯ [B] \ f−1[B] ⊆ f¯ [B] ∩ f¯ [B∁] ∈ M(Y ) for all B ∈ BP(X)
by ondition () for f¯ . It now follows from the onlusion of theorem 4.25 that σ
satises equation (4.17) and that f is a Baire measurable funtion satisfying (b)
and (). Condition (a) an be veried similarly.
The onverse is ompletely straightforward. 
It seems likely to us that the preeding orollary is known for the speial ase of
Boolean algebra isomorphisms (i.e. Z omeager), although we do not know of it in
the literature, exept in the spei ase of some expliit Polish spaes X and Y .
Corollary 4.32. Let X be regular and Y have a Baire ompatiation. The range
of any order embedding σ : Cat(X) → Cat(Y ) with onvex range is the interval
Boolean algebra [σ(0Cat(X)), σ(1Cat(X))], and i
−1◦σ is a Boolean algebra isomorphism
between Cat(X) and the interval Boolean algebra, where i is the inlusion map.
In the seond ountable ase we get a sharper desription of f .
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Corollary 4.33. Let X be a seond ountable Hausdor spae, and let Y be a Polish
spae. The order embeddings σ : Cat(X)→ Cat(Y ) with onvex range onsist of all
of the maps of the form
(4.20) σ([B]) = [f [B ∩ C]] ∨ [A] for all B ∈ BP(X),
for some omeager C ⊆ X, f : C → Y and A ⊆ Y suh that
(a) f is a topologial embedding,
(b) f [C] ∈ BP(Y ),
() f [C] ∩A ∈ M(Y ).
Proof. Let σ be an embedding with onvex range. Note that X is regular, beause
X is metrizable (by Urysohn's Metrization Theorem), and note that Y has a Baire
ompatiation by lemma 4.22. By theorem 4.25, there is a Baire measurable
f : X → Y and A ∈ BP(Y ) suh that
(4.21) σ([B]) = [f [B]] ∨ [A] for all B ∈ BP(X),
(4.22) M ∈ M(X) i f [M ] ∈ M(Y ) for all M ⊆ X,
(4.23) f [B] ∩ f [B∁] ∈ M(Y ) for all B ∈ BP(X),
(4.24) f [X] ∩A ∈M[Y ].
Sine Y is a Baire spae by proposition 4.21, we an dene σ¯ : RO(X) → RO(Y )
by letting σ¯(G) be the unique member of RO(Y ) suh that [σ¯(G)] = σ([G]) − [A].
Note that σ¯ is an embedding with downwards losed range beause [A] = σ(0M(X))
by (4.21).
Then equations (4.21) and (4.24) together imply that f [G]△ σ¯(G) ∈ M(Y ) for
all G ∈ RO(X), and equation (4.23) implies that f [G] ∩ f [G∁] ∈ M(Y ) for all
G ∈ RO(X). As f−1[f [G]△ σ¯(G)] ∈ M(X) and f−1[f [G] ∩ f [G∁]] ∈ M(X) for all
G by (4.22), and as X is seond ountable, we an nd a omeager C ⊆ X suh that
f [C] ∩ (f [G]△ σ¯(G)) = ∅,(4.25)
f [C] ∩ f [G] ∩ f [G∁] = ∅,(4.26)
for all G ∈ RO(X). Therefore,
(4.27) f [G ∩ C] = σ¯(G) ∩ f [C] for all G ∈ RO(X),
beause f [G∩C] = f [G]∩ f [C] by (4.26), and f [G]∩ f [C] = σ¯(G)∩ f [C] by (4.25).
By the semiregularity of X this implies that f ↾ C maps all opens sets to relative
open subsets of its range. And sine X is Hausdor, every two distint points in C
have disjoint regular open neighbourhoods, and thus their images under f ↾ C are
disjoint by (4.27) sine σ¯ is an embedding; hene, f ↾ C is 11. And by shrinking
C, sine Y is in partiular seond ountable, we an moreover arrange that f ↾ C
is ontinuous (by Baire's Theorem). Therefore f ↾ C is a topologial embedding,
while (b) and () are onsequenes of (4.21) and (4.24), respetively.
Conversely, it is lear that any C ⊆ X, f : C → Y and A satisfying the hypotheses
dene an order embedding σ with onvex range via (4.20). 
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4.4. Baire funtions into powers of N modulo almost always equality.
The results in this setion will play a ruial role in the next paper [Hir06a℄ of
this series. The main results are theorem 4.40 where a number of properties of
the monoid Baire(X,NI) / =aa are established; theorem 4.50 where embeddings of
Baire(X,NI) /=aa into Baire(Y,NJ ) /=aa with onvex range are haraterized for
arbitrary topologial spaes X and Y ; and theorem 4.62 where these embeddings,
for X regular and Y having a Baire ompatiation, are desribed in terms of
generalized projetions (denition 4.61).
Before preeding, we reall that a Baire measurable funtion is of ourse a funtion
f : X → Y between two topologial spaes suh that f−1(U) ∈ BP(X) for every
open U ⊆ Y . We often just all them Baire funtions (not to be onfused with
the dierent onept of Baire lass n funtions) and we write Baire(X,Y ) for the
family of Baire funtions from X into Y . And we write Cat(X,Y ) for the family of
ontinuous funtions X into Y .
Given some relation R on a topologial spae S, and given a topologial spae X,
we would like to use R to indue a relation on Baire(X,S) in the sense of almost
always in the spae X. However, we shall see that this is not as straightforward as
it may seem.
It will be onstrutive to express a given relation as a onjuntion. Suppose then
that R is a family of binary relations on a xed spae S. We dene a relation Raa
on Baire(X,S) by
(4.28) f Raa g if
∧
R∈R
pf(z) R g(z) for almost all z ∈ Xq,
where for almost all is interpreted as omeagerly many. Thus we are generalizing
the relation
∧
R from S to Baire(X,S). However, the resulting relation on the
funtion spae may depend on the representation when the family R is unountable,
as shown in example 4.38 below. Also note that the denition in (4.28) an be
generalized from binary relations to arbitrary n-plae relations.
Proposition 4.34. If eah R ∈ R is a quasi ordering of S, then Raa is a quasi
ordering of Baire(X,S).
Example 4.35. We onsider the relation ≤ on NI . For eah i ∈ I, let Ri be the
relation satisfying x Ri y i x(i) ≤ y(i). Then ≤ =
∧
i∈I Ri. Putting R = {Ri : i ∈
I} we obtain the following relation on Baire(X,NI):
(4.29) f Raa g iff f(z)(i) ≤ g(z)(i) for almost all z ∈ X for all i ∈ I.
Let us denote Raa from equation (4.29) as ≤aa. We repeat this onstrution for the
equality relation. Thus we let S = {Si : i ∈ I} where x Si y i x(i) = y(i), and let
=aa denote the relation Saa. These are both quasi orderings of the family of Baire
funtions by proposition 4.34.
These are the `orret' representations of ≤ and =, beause of the following on-
netion with set theoreti foring. We shall not attempt to explain the foring
onepts here (see e.g. [Kun80℄). Noting that =aa is an equivalene relation on
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Baire(X,NI), we observe that there are Borel representatives of the Baire measur-
able funtions.
Lemma 4.36. Let X be a topologial spae. Then Baire(NI) / =aa is equal to
Borel(NI) /=aa.
Proof. By our representation S of equality, it sues to observe that every Baire
funtion f : X → N has a Borel funtion gf : X → N with [f ] =aa [gf ]. Then given
[F ] ∈ Baire(NI) / =aa we an dene G : X → NI by G(z)(i) = gF (·)(i)(z) for all
z ∈ X and i ∈ I, whih yields a Borel funtion G with [G] =aa [F ]. 
Note too that:
Proposition 4.37. If f ∈ Baire(X,NI) and g =aa f then g ∈ Baire(X,NI).
Given f ∈ Baire(X,NI), we let f ′ ∈ Borel(X,NI) satisfy [f ′] =aa [f ]. The
advantage of Borel sets and Borel funtions is that they have an expliit desription
that allows them to be interpreted in new larger universes extending the present
one (e.g. foring extensions), that may ontain e.g. new real numbers. Now we
make three assumptions on the topologial spae X. Firstly, we assume that it
is given by an expliit denition, by whih we of ourse mean a formula of set
theory, possibly with a parameter. This is true of any set X, but the point is
that we might onsider a formula ϕ(x) dening the real line R for example, so that
when we go to a foring extension the same formula gives new reals. Seondly, we
assume the dened spae X is Hausdor, i.e. in any model extending our present
universe and satisfying enough of the axioms of set theory, the spae X dened
by the formula ϕ(x) is Hausdor. Then for any suiently generi lter G on
the poset
(
Borel(X) \ M(X),⊆
)
, whih produes the same foring extension as
Cat(X),
⋂
G has at most one element when the intersetion is interpreted in the
foring extension by Cat(X). Thirdly, we require that the dened spae satises
some topologial `ompleteness' so that
⋂
G 6= ∅; this is where we want to use a
denition of a topologial spae rather than a xed spae, beause a xed spae may
lose its ompleteness property in a larger universe. We will not expliitly formulate
this notion of ompleteness, but we note that omplete metrizability is suient
although there is no need to restrit ourselves to metri spaes. Under these three
assumptions, we let g˙ denote the single element of
⋂
G in the foring extension by
Cat(X). Bak to the funtion f , we write f˙ for f ′(g˙) where the Borel funtion f ′ is
being interpreted in the foring extension by Cat(X).
Now the foring theorem applied to the foring notion Cat(X) and elements
of NI states that for every formula ϕ(x0, . . . , xn−1) of the language of set theory, for
all f0, . . . , fn−1 ∈ Baire(X,NI),
(4.30) Cat(X) ‖ ϕ(f˙0, . . . , f˙n−1)
iff ϕ(f0(z), . . . , fn−1(z)) for almost all z ∈ X.
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In partiular, for all f, g ∈ Baire(X,NI),
Cat(X) ‖ f˙ = g˙ iff f =aa g,(4.31)
Cat(X) ‖ f˙ ≤ g˙ iff f ≤aa g.(4.32)
In set theoreti terminology, every member of Baire(X,NI) `names' a member of
NI lying in the foring extension by Cat(X), and visa versa. Thus equations (4.31)
and (4.32) state that f and g name the same objet i f =aa g, and f names a
member of NI below the member named by g i f ≤aa g. This orrespondene
has been known for a long time; for example, the measure theoreti analogue for
measure algebras (disussed in 4.6.2) appears in 1967 ([So67℄). Indeed Cat(X)
is (isomorphi as a foring notion to) the original foring notion used by Cohen
([Coh63℄,[Coh64℄) to prove that the Continuum Hypothesis is independent of the
usual axioms of mathematis.
On the other hand, we onsider the `obvious' representation of equality to be
`inorret'. Considering the singleton {=}, we obtain following generalization of
equality to the spae Baire(X,NI) of Baire funtions:
(4.33) f {=}aa g iff f(z) = g(z) for almost all z ∈ X.
If the index set I is ountable then {=}aa is equivalent to =aa beause M(X) is a
σ-ideal. However, if the index set is of larger ardinality then these relations may
dier, as in the following example 4.38. Also lemma 4.36 may fail with {=}aa.
Example 4.38. Dene f ∈ Baire(R,NR) by
(4.34) f(z)(x) =
{
1, if x = z,
0, if x 6= z.
Then f =aa 0R; however, it is not the ase that f {=}aa 0R, beause f(z) 6= 0R for
all z ∈ R.
Perhaps the most basi aspet of =aa is that it gives a produt order.
Proposition 4.39. [f ] 7→ ([f(·)(i)] : i ∈ I) denes an isomorphism between
Baire(X,NI) /=aa and (Baire(X,N) /=aa)I .
Observe that for all f, g ∈ Baire(X,NI), f ≤aa g and g ≤aa f i f =aa g, and thus
the poset (Baire(X,NI) /=aa,≤aa) is the antisymmetri quotient of (Baire(X,NI),
≤aa) (f. 3). Also (Baire(X,NI),≤), where f ≤ g means f(z) ≤ g(z) for all z ∈ X,
is learly a lattie where f∨g = max{f, g} and f∧g = min{f, g} are taken pointwise:
(4.35) max{f, g}(z) = max{f(z), g(z)} and min{f, g}(z) = min{f(z), g(z)}
for all z ∈ X (f. 4.2). Furthermore, (Baire(X,NI),+), where addition is taken
pointwise, is learly a ommutative monoid (f. example 2.28). In fat, it is a lattie
monoid where the monoid ordering ≤ is the above lattie order. And it is easily
veried that =aa is a ongruene for this monoid (f. 1.1), and thus the quotient
Baire(X,NI) /=aa is a quotient monoid with the monoid operation
(4.36) [f ] + [g] = [f + g].
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We an also generalize the BaerSpeker group to the quotient group Baire(X,ZI)/
=aa. Then Baire(X,NI) / =aa embeds as a monoid in Baire(X,ZI) / =aa, and in
partiular it is a anellative monoid.
We use foring to prove that the quotient is a omplete semilattie satisfying all
of the distributivity laws of NI .
Theorem 4.40. Let X be a denable Hausdor and `omplete' topologial spae
(e.g. X = R). Then (Baire(X,NI) /=aa,+) is a ommutative anellative omplete
semilattie monoid, that is (JID), (MID), innitely +-distributive over ∨ and ∧ and
at-omplete. The monoid order is ≤aa, and the lattie operations are given by
(4.37) [f ] ∨ [g] = [max{f, g}] and [f ] ∧ [g] = [min{f, g}].
And we have the foring expressions
Cat(X) ‖ h˙ = max{f˙ , g˙} iff [h] = [f ] ∨ [g],(4.38)
Cat(X) ‖ h˙ = min{f˙ , g˙} iff [h] = [f ] ∧ [g],(4.39)
Cat(X) ‖ h˙ = f˙ + g˙ iff [h] = [f ] + [g].(4.40)
Furthermore, equations (4.38) and (4.39) generalize to families F ⊆ Baire(X,NI)
as
Cat(X) ‖ h˙ =
∨
f∈F
f˙ iff [h] =
∨
f∈F
[f ],(4.41)
Cat(X) ‖ h˙ =
∧
f∈F
f˙ iff [h] =
∧
f∈F
[f ],(4.42)
respetively.
Proof. Equation (4.40) follows from the foring theorem (4.30) with ϕ(x0, x1, x2) =
px0 = x1 + x2q. First we verify that ≤aa oinides with the monoid order. Reall
that the monoid ordering of NI oinides with the usual ordering (example 2.28).
Thus using (4.32) and (4.40),
f ≤aa h iff Cat(X) ‖ f˙ ≤ h˙
iff Cat(X) ‖ ∃g ∈ NI h˙ = f˙ + g˙
iff ∃g ∈ Baire(X,NI) Cat(X) ‖ h˙ = f˙ + g˙
iff ∃g [h] = [f ] + [g]
iff [f ] ≤(Baire(X,NI )/=aa,+) [h].
(4.43)
Next we prove equation (4.38). Reall that max and min are the lattie operations
on (NI ,≤). Suppose Cat(X) ‖ h˙ = max{f˙ , g˙}. Then [f ], [g] ≤aa [h] by (4.32), and if
[h′] ≥aa [f ], [g] then Cat(X) ‖ h˙
′ ≥ h˙ by (4.32), and thus [h] ≤aa [h
′] again by (4.32),
proving [h] = [f ] ∨ [g]. Conversely, suppose [h] = [f ] ∨ [g]. Then Cat(X) ‖ h˙ ≥
max{f˙ , g˙} by (4.32). And if Cat(X) ‖ h˙′ ≥ max{f˙ , g˙}, then Cat(X) ‖ h˙ ≤ h˙′
beause [h] ≤aa [h
′], ompleting the proof that Cat(X) ‖ h˙ = max{f˙ , g˙}. The same
proof generalizes to arbitrary F as in equation (4.41). Equations (4.39) and (4.42)
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hold dually. And the lattie operations (4.37) follow from (4.38) and (4.39) and the
foring theorem (4.30), e.g. with ϕ(x0, x1, x2) = px0 = max{x1, x2}q.
Now we prove that Baire(X,NI) / =aa is a omplete semilattie. Suppose F ⊆
Baire(X,NI) / =aa is a bounded subfamily. Then letting F ′ ⊆ Baire(X,NI) be a
seletion of representatives, Cat(X) ‖ pF˙ ′ is boundedq by (4.32). Then sine NI is
a omplete semilattie, there exists g ∈ Baire(X,NI) suh that
(4.44) Cat(X) ‖ g˙ =
∨
F˙ ′.
Thus [g] =
∨
F follows from (4.32).
To prove the (JID), suppose f ∈ Baire(X,NI), F ⊆ Baire(X,NI) /=aa and
∨
F
exists. Letting F ′ ⊆ Baire(X,NI) be a seletion of representatives, Cat(X) ‖
∨
F˙ ′
exists. And then sine NI satises the (JID), Cat(X) ‖ f˙ ∧
∨
F˙ ′ =
∨
(f˙ ∧ F˙ ′).
Therefore, f ∧
∨
F =
∨
(f ∧ F).
The (MID) property holds dually. And innite +-distributivity over ∨ and ∧ is
a onsequene of theorem 2.31 (although it an be transferred from NI similarly
to the (JID)). Flat-ompleteness transfers from NI similarly, as NI is at-omplete
(example 3.61). 
Remark 4.41. Theorem 4.40 an be proved in a routine matter without using foring,
and indeed a drawbak of the foring method is the need for the denable topologial
requirements onX, i.e. the theorem is true for any topologial spaeX. However, the
reason that it is possible to give a straightforward diret proof of e.g. ompleteness
is that the supremum of a bounded family has a simple denition in terms of the
family. Indeed there are very similar situations, involving for example the eventual
dominane order ≤∗ on NI (see 4.6.4) rather than the produt order, where the
supremum has no reasonably simple denition and the foring translation beomes
essential (see e.g. [Hir00a℄).
Remark 4.42. If the quotient over {=}aa is taken instead, then the quotient lattie
over the relation {≤}aa is not in general a omplete semilattie.
Remark 4.43. Note that equation (4.37) does not generalize from two funtions to
arbitrary families of funtions. For a ounterexample, onsider the family {fz : z ∈
X} where fz(z) = 1I and fz(y) = 0I for all y 6= z.
Notation 4.44. Let X be some xed topologial spae, with largest open meager set
UX (f. proposition 4.17). For a ∈ Cat(X), we let a¯ denote the regular open set
B ∈ RO(X \UX) suh that a = [B]. Let I be some xed index set. For a ∈ Cat(X)
and x ∈ NI with x 6= 0I , we let 〈a, x〉 denote the member [f ] of Baire(X,NI) /=aa
where f : X → NI is given by
(4.45) f(z) =
{
x if z ∈ a¯,
0I if z /∈ a¯.
Let 〈a, x〉+ denote x. For eah i ∈ I, we let pii : (NI)X → NX denote the pointwise
projetion
(4.46) pii(f)(z) = f(z)(i) for all z ∈ X.
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Now assume that S is some xed topologial spae. Suppose that ϕ(x0, . . . , xn−1,
y0, . . . , ym−1) is a formula and a0, . . . , am−1 are some parameters suh that
{
z ∈ X :
ϕ
(
f0(z), . . . , fn−1(z), a1, . . . , am−1
)}
∈ BP(X) whenever f0, . . . , fn−1 are Baire mea-
surable funtions from X into S. Then we denote the equivalene lass
(4.47) [z ∈ X : ϕ(f0(z), . . . , fn−1(z), a1, . . . , am−1)] ∈ Cat(X).
by
∥∥ϕ(f˙0, . . . , f˙n−1, a1, . . . , am−1)∥∥. In foring terminology, this is the Boolean truth
value of the sentene ϕ(f˙0, . . . , f˙n−1, a0, . . . , am−1). The following examples illustrate
the usefulness of this notation.
Example 4.45. Suppose f : X → NI is Baire measurable. Then for all i ∈ I
and n ∈ N,
(4.48) ‖f˙(i) = n‖ = [z ∈ X : f(z)(i) = n].
Suppose K : X → P(Y ) is a Baire funtion where Y is some xed set. Then for
all y ∈ Y ,
(4.49) ‖y ∈ K˙‖ = [z ∈ X : y ∈ K(z)].
For [f ] ∈ Baire(X,NI) /=aa, we denote
(4.50) pv([f ]) = ‖f˙ 6= 0I‖.
We an also write pii([f ]) for [pii(f)] when dealing with equivalene lasses mod-
ulo =aa. Note that
(4.51) pv(pii([f ])) = pv(〈1Cat(X), χi〉 ∧ [f ]).
Also note that
(4.52) [f ] =
∨
i∈I
∞∨
n=0
n · 〈‖f˙(i) = n‖, χi〉,
beause one obtains [f ] =
∨
i∈I pii([f ]) ·χi from equation (4.41) and the fat that by
equation (4.3),
(4.53) Cat(X) ‖ f˙ =
∨
i∈I
f˙(i) · χi =
∨
i∈I
p˙ii(f) · χi
(or alternatively use proposition 4.39); and sine learly [pii(f) · χi] =
∨∞
n=0 n ·
〈‖f˙ (i) = n‖, χi〉.
Denition 4.46. We all members of Baire(X,NI) / =aa of the form 〈a, n · χi〉
(a ∈ Cat(X), n ∈ N, i ∈ I) basi elements.
Proposition 4.47. The basi elements form a basis for (Baire(X,NI) /=aa,≤aa).
Proof. By equation (4.52), beause n · 〈‖f˙(i) = n‖, χi〉∧n
∗ · 〈‖f˙(i∗) = n∗‖, χi∗〉 = [0]
whenever either i 6= i∗ or n 6= n∗. 
Proposition 4.48. (Baire(X,NI) /=aa)〈a,χi〉
∼= Cat(X)a (f. notation 3.54).
Proof. 〈b, χi〉 7→ b is an isomorphism. 
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We generalize notation 4.9.
Notation 4.49. For a funtion K : Y → P(J), we let 0K− denote the element of
C(NK−) given by 0K−(z) = 0K(z) for all z ∈ Y . For a xed index set I ⊆ J , when
Y is impliitly understood, we write 0I− for the funtion in (NI)Y onstantly equal
to 0I ; in this ase, we may write 0− when the index set is also understood.
Theorem 4.50. If σ is an order embedding of Baire(X,NI)/=aa into Baire(Y,NJ)/
=aa with onvex range then σ is a dually ontinuous lattie homomorphism deter-
mined by σ(〈a, χi〉) (a ∈ Cat(X), i ∈ I). Indeed it is of the form
(4.54) σ([f ]) =
∨
i∈I
∞∨
n=0
n · σ(〈‖f˙ (i) = n‖, χi〉) + [h]
for some [h] ∈ Baire(Y,NJ) / =aa. And for eah i ∈ I, σ(〈a, χi〉) is determined by
aij ∈ Cat(X) (j ∈ J) where
aij ∧ a
i
j∗ = 0Cat(X) for all j 6= j
∗
,(4.55) ∨
j∈J
aij = 1Cat(X),(4.56)
and isomorphisms τ ij : Cat(X)aij
→ Cat(Y )τ(aij )
(j ∈ J) via:
(4.57) σ(〈a, χi〉) =
∨
j∈J
〈τ ij(a ∧ a
i
j), χj〉+ [h],
subjet to the onstraint
(4.58) τ ij(a
i
j) ∧ τ
i∗
j (a
i∗
j ) = 0Cat(Y ) for all i 6= i
∗.
Conversely, any suh τ ij (i ∈ I, j ∈ J) and h determine an order embedding σ
dened by equations (4.54) and (4.57).
Proof. Note that we an assume that σ([0I−]) = [0J−] by onsidering the homomor-
phism σ′ = σ−σ([0I−]) instead. That σ is a dually ontinuous lattie homomorphism
is by orollary 3.43.
Claim 4.51. If [g] is a basi element, say 〈a, n·χi〉 for some n, i and a, then σ([g]) ≤aa
n.
Proof. The proof is by indution on n = 0, 1, 2, . . . . For n = 1, 2, . . . , suppose
[g] = 〈a, n · χi〉 for some i and a, and by theorem 4.40 and remark 4.41 we an
let [hn] be the supremum of all [f ] ≤aa [g] suh that σ([f ]) ≤aa n. By ontinuity,
σ([hn]) ≤aa n. Assuming the laim fails for g, [hn] <aa [g], and thus there exists a
bn ≤ a suh that
(4.59) [hn] ∧ 〈bn, n · χi〉 = 〈bn, k · χi〉
for some k = 0, . . . , n − 1. Then σ(〈bn, n · χi〉) is not almost always at most n, and
thus there is a basi [p] ≤aa σ(〈bn, n · χi〉) suh that p
+ = m · χj for some m > n
and some j. But then there exists a basi [q] ≤aa [p] where q
+ = n · χj . Letting
[f ] be the element mapped to [q], [f ] ≤aa 〈bn, n · χi〉 by order reetion. However,
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[f ] ≤aa [hn] by the denition of hn, and thus [f ] ≤aa 〈bn, k · χi〉 by (4.59). Now
we have obtained a ontradition beause by the indution hypothesis σ([f ]) ≤aa k,
and thus σ([f ]) 6= [q]. 
Consider for eah i ∈ I and j ∈ J ,
(4.60) bij = pv
(
〈1Cat(Y ), χj〉 ∧ σ(〈1Cat(X), χi〉)
)
= pv(pij(σ(〈1Cat(X), χi〉))).
Sine σ is injetive and ran(σ) is downwards losed, there is a unique aij ∈ Cat(X)
suh that
(4.61) σ(〈aij , χi〉) = 〈b
i
j, χj〉,
and thus by proposition 4.48 we an dene an isomorphism τ ij : Cat(X)aij
→
Cat(Y )bij
by
(4.62) σ(〈a, χi〉) = 〈τ
i
j(a), χj〉.
Now sine laim 4.51 implies that σ(〈1Cat(X), χi〉) ≤aa 1, equation (4.61) implies
equation (4.56). And then equation (4.57), with h = 0−, follows from (4.56), (4.62)
and ontinuity. Note too that (4.55) holds beause 〈bj , χj〉 ∧ 〈bj∗, χj∗〉 for j 6= j
∗
.
Claim 4.52. For all g, pv(pij(σ([g]))) = pv(pij(σ([n · g]))) for all n = 1, 2, . . . , and all
j ∈ J .
Proof. Sine σ is order preserving and n ≥ 1, σ([g]) ≤ σ([n · g]). It thusly sues to
show that pv(pij(σ([n · g]))) − pv(pij(σ([g]))) = 0Cat(Y ). Supposing to the ontrary
that the dierene a is nonzero, then 〈a, χj〉 ≤aa σ([n · g]). And then there is
an [f ] ≤aa [n · g] suh that σ([f ]) = 〈a, χj〉. However, [f ] ∧ [g] 6= [0−] and thus
σ([f ]) ∧ σ([g]) =aa σ([f ] ∧ [g]) 6= [0−], ontraditing the fat that 〈a, χj〉 ∧ σ([g]) =
[0−]. 
This establishes by indution on n = 0, 1, 2, . . . that
(4.63) σ(〈a, n · χi〉) = n · σ(〈a, χi〉).
To see this, rst note that by ontinuity and (4.56), we may assume that a ≤ aij
for some j. By laim 4.51, σ(〈a, n · χi〉) ≤aa n, while by (4.62) and laim 4.52,
pv(pij∗(σ(〈a, n · χi〉))) = 0Cat(Y ) for all j
∗ 6= j, and pv(pij(σ(〈a, n · χi〉))) = τ
i
j(a),
and therefore σ(〈a, n · χi〉) ≤aa 〈τ
i
j(a), n · χj〉 = n · σ(〈a, χi〉).
As for the opposite inequality, supposing towards a ontradition that σ(〈a, n ·
χi〉) <aa 〈τ
i
j(a), n · χj〉, there exists b ≤ τ
i
j(a) suh that
(4.64) σ(〈a, n · χi〉) ∧ 〈b, n · χj〉 =aa 〈b, k · χj〉
for some k = 0, . . . , n − 1. Then letting c be the element suh that τ ij(c) = b,
σ(〈c, k · χi〉) = k · σ(〈c, χi〉) = k · 〈b, χj〉 = 〈b, k · χj〉 by the indution hypothesis;
however, σ(〈c, n ·χi〉) ≤aa σ(〈a, n ·χi〉) and we know that σ(〈c, n ·χi〉) ≤aa 〈b, n ·χj〉
beause we have proved the other inequality of (4.63). Thus σ(〈c, n·χi〉) ≤aa 〈b, k·χj〉
by (4.64), ontraditing the fat that σ is a monomorphism.
Equations (4.52) and (4.63) and ontinuity establish (4.54), and (4.58) easily
follows from the injetivity of σ.
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The onverse should be lear. 
Corollary 4.53. Order isomorphisms between Baire(NI)/=aa and Baire(NJ)/=aa
are preisely those homomorphisms satisfying (4.54)(4.58), [h] = [0J−] and the
equation
(4.65)
∨
i∈I
τ ij(a
i
j) = 1Cat(Y ) for all j ∈ J,
or equivalently
∧
j∈J
∨
i∈I τ
i
j(a
i
j) = 1Cat(Y ).
We would like to generalize theorem 4.10 to the realm of Baire funtions. We
begin by imposing topologial requirements to apply the results of 4.3, in order to
obtain a preliminary result (orollary 4.55).
Notation 4.54. In the ontext of notation 4.44, we remove the dot when we do not
want to go to the equivalene lass moduloM(X), and thus ‖ϕ(f0, . . . , fn−1, a0, . . . ,
am−1)‖ = {z ∈ X : ϕ(f0(z), . . . , fn−1(z), a0, . . . , am−1)}. Thus for example, for any
f : X → NI , ‖f(i) = n‖ = {z ∈ X : f(z)(i) = n}. Also, when we take a subset
B ⊆ X as opposed to a member of Cat(X), the notation 〈B,x〉 (x ∈ NI) refers to
the funtion f : X → NI suh that f(z) = x for z ∈ B, and f(z) = 0I− when x /∈ B.
Corollary 4.55. Let X be a regular spae, and suppose Y has a Baire ompati-
ation. Order embeddings σ : Baire(X,NI) /=aa → Baire(Y,NJ) /=aa with onvex
range are ompletely determined by Bj ∈ BP(Y ), Hj ∈ Baire(Bj ,X) suh that
H−1j [[M(X)]] ⊆M(Y ),(4.66)
H−1j [M ] ∩ ‖gj = i‖ ∈ M(Y ) implies M ∩Hj[‖gj = i‖] ∈ M(X)(4.67)
for every i ∈ I and M ⊆ X,
Hj[‖gj = i‖] ∩Hj∗[‖gj∗ = i‖] = ∅ for all j 6= j
∗
in J , and all i ∈ I,(4.68) ∨
j∈J
[
Hj[‖gj = i‖]
]
Cat(X) = 1Cat(X) for all i ∈ I,(4.69)
and gj ∈ C(Bj, I) (j ∈ J) via σ([f ]) = [ρf ] + σ([0I−]) where
(4.70) ρf (z)(j) =
{
f
(
Hj(z)
)(
gj(z)
)
z ∈ Bj,
0 z /∈ Bj,
for all j ∈ J .
Proof. Let aij and τ
i
j (i ∈ I, j ∈ J) be as given to us by theorem 4.50. For eah i
and j, by orollary 4.31, there exists a relatively omeager Cij ⊆ τ¯
i
j(a
i
j) and a Baire
measurable injetion f ij : C
i
j → a¯
i
j satisfying
(4.71) τ ij([B]) = [(f
i
j)
−1[B]] for all B ∈ BP(a¯ij)
and onditions (a)() of the onlusion of the orollary (note that A = ∅ there
sine τ ij is an isomorphism). Note that τ¯
i
j(a
i
j) ∩ τ¯
i∗
j (a
i∗
j ) = ∅ for all i 6= i
∗
by (4.58).
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For eah j ∈ J , put Bj =
⋃
i∈I C
i
j , and note that Bj ∈ BP(Y ) by disjointness and
proposition 4.16. Dene gj : Bj → I by
(4.72) gj(z) = the unique i ∈ I suh that z ∈ C
i
j .
Then dene Hj : Bj → X by
(4.73) Hj(z) = f
gj(z)
j (z).
Then Hj is Baire measurable sine eah f
i
j is and by disjointness. Noting that
‖gj = i‖ = C
i
j , equations (4.66) and (4.67) hold by ondition (b). Equation (4.68)
holds by (4.55), beause eah Hj[‖gj = i‖] = ran(f
i
j) ⊆ a¯
i
j . And equation (4.69)
holds by (4.56), beause eah [Hj[‖gj = i‖]]Cat(X) = [ran(f
i
j)]Cat(X) = a
i
j .
Claim 4.56. f ≤aa f
′
implies ρf ≤aa ρf ′ .
Proof. Fixing j ∈ J , we must show that ρf (z)(j) ≤ ρf ′(z)(j) for almost all z ∈ Y .
Now {z : ρf (z)(j)  ρf ′(z)(j)} =
⋃
i∈I Di where Di = {z ∈ C
i
j : f(Hj(z))(i) 
f ′(Hj(z))(i)}. And it follows from equation (4.66) that eah of the Di's is meager.
But {Cij : i ∈ I} is a pairwise disjoint family of relatively open subsets of Bj , and
thus
⋃
i∈I Di is meager by proposition 4.16. 
The preeding laim entails that f =aa f
′
implies ρf =aa ρf ′ , and thus [f ] 7→ [ρf ]
is well dened. Also note that indeed ρf is Baire measurable: By lemma 4.36 there
is a Borel f ′ =aa f , and f
′ ◦H is thus Baire measurable being the omposition of
a Borel funtion with a Baire funtion. The Baire measurability of ρf ′ now easily
follows from the ontinuity of the gj 's. Hene ρf =aa ρf ′ implies ρf ∈ Baire(Y,NJ)
by proposition 4.37.
Claim 4.57. Whenever F ⊆ Baire(X,NI) / =aa has a supremum [f ′],
∨
[f ]∈F [ρf ] =
[ρf ′ ].
Proof. Let [f ′] =
∨
F . Then [ρf ] ≤aa [ρf ′ ] for all [f ] ∈ F , by laim 4.56. And
[ρf ′ ] is moreover the least upper bound: For if ρf ′ aa h′ then there exists j ∈ J
suh that not almost all z ∈ Y satisfy ρf ′(z)(j) ≤ h
′(z)(j). And then there is an
i ∈ I suh that C = {z ∈ Cij : ρf ′(z)(j)  h
′(z)(j)} /∈ M(Y ). And we an nd a
nonmeager D ⊆ C and n ∈ N suh that h′(z)(j) = n for all z ∈ D. Sine gj(z) = i
and Hj(z) = f
i
j(z) for all z ∈ C
i
j , we have
(4.74) f ′
(
f ij(z)
)
(i) = ρf ′(z)(j) > n for all z ∈ D.
Note that ondition (b) for f ij implies that f
i
j [D] /∈ M(X). Therefore, there exists
[f ] ∈ F suh that
(4.75) W = {y ∈ f ij [D] : f(y)(i) > n} /∈M(X).
Now ρf (z)(j) = f
(
f ij(z)
)
(i) > n = h′(z)(j) for all z ∈ (f ij)
−1[W ], as (f ij)
−1[W ] ⊆ D
sine f ij is an injetion. Thus ρf aa h
′
beause (f ij)
−1[W ] /∈M(Y ) by ondition (b).

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Sublemma 4.58. [ρf ] =
∨
i∈I
∞∨
n=0
n · [ρ〈‖f(i)=n‖,χi〉].
Proof. Note that
(4.76) ρf+f ′ = ρf + ρf ′ .
Thus ρn·f = n · ρf , and this establishes the sublemma beause [ρf ] =
∨
i∈I
∨∞
n=0
[ρ〈‖f(i)=n‖,n·χi〉] by equation (4.52) and laim 4.57. 
Assume without loss of generality that σ([0I−]) = [0J−]. To verify that σ([f ]) =
[ρf ] for all [f ], it sues by sublemma 4.58 and theorem 4.50 to take [f ] of the form
〈a, χi〉 for some a ≤ a
i
j , i ∈ I and j ∈ J . Let f be the representative as in (4.45).
Then ρf (z)(j
∗) = 0 unless gj∗(z) = i and Hj∗(z) ∈ a¯, in whih ase ρf (z)(j
∗) = 1.
Note that gj∗(z) = i implies Hj∗(z) = f
i
j∗(z) ∈ a¯
i
j∗ , and thus Hj∗(z) ∈ a¯ ⊆ a¯
i
j
implies j∗ = j by (4.55). Therefore, [ρf ] = 〈[(f
i
j)
−1[a¯]], χj〉 = 〈τ
i
j(a), χj〉 by (4.71).
Now by (4.57), we have shown [ρf ] = σ([f ]). 
Remark 4.59. For seond ountable spaes we an improve to open and ontinuous
Hj (j ∈ J). More preisely, if X is a seond ountable Hausdor spae and Y is
Polish, then we an obtain the result of orollary 4.55 suh that the Hj : Bj → X
are moreover open and ontinuous. The proof is the same as for orollary 4.55, but
with the stronger hypothesis we an use orollary 4.33 instead of orollary 4.31 to
obtain topologial embeddings f ij : B
i
j → τ¯
i
j(a
i
j) for relatively omeager B
i
j ⊆ a¯
i
j
(i ∈ I, j ∈ J). Now we let Cij = ran(f
i
j). Then Hj is dened instead by
(4.77) Hj(z) =
(
f
gj(z)
j
)−1
(z)
and is in fat open and ontinuous. The rest of the proof goes through the same.
Next we want to generalize the notion of a projetion by a funtion (f. deni-
tion 4.7). This requires a generalization of funtions with odomain a power of N.
Notation 4.60. Let J be an index set, and let X and Y be topologial spaes.
Suppose K : Y → P(J). Then XK− denotes the funtion z 7→ XK(z), and thus∏
XK− (=
∏
z∈Y X
K(z)
) denotes the family of all funtions f with domain Y suh
that
(4.78) f(z) ∈ XK(z) for all z ∈ Y .
Suppose f ∈
∏
XK−. For eah j ∈ J , we let f j denote the funtion
(4.79) f j : ‖j ∈ K‖ → X
where f j(z) = f(z)(j) for all z ∈ ‖j ∈ K‖. We let Baire(XK−) denote the family of
all f ∈
∏
XK− suh that f j ∈ Baire(‖j ∈ K‖,X) for all j ∈ J , and we let C(XK−)
denote the family of all f ∈
∏
XK− suh that f j ∈ C(‖j ∈ K‖,X) for all j ∈ J .
Note that this notation is of ourse a generalization, i.e. if I ⊆ J is some xed index
set then letting K be the funtion on Y onstantly equal to I,
∏
XK− = (XI)Y .
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Denition 4.61. Fix index sets I and J . For eah funtion K : Y → P(J), and
eah g ∈
∏
IK− and H ∈
∏
XK−, we dene pig,H : (NI)X →
∏
NK− by
(4.80) pig,H(f)(z)(j) = f
(
H(z)(j)
)(
g(z)(j)
)
for all j ∈ K(z), for all z ∈ Y .
Note that this is indeed a generalization of the projetions. For if f ∈ (NI)X is
onstant with respet to z ∈ X, say f(z) = x, then H is irrelevant and
(4.81) pig,H(f)(z) = x ◦ g(z) for all z ∈ Y .
Theorem 4.62. Let X be a regular spae and suppose Y has a Baire ompatia-
tion. The order embeddings from Baire(X,NI) / =aa into Baire(Y,NJ) / =aa with
onvex range onsist of maps of the form
(4.82) σ([f ]) = [pig,H(f)
⌢
0J\K−] + [h] for all [f ] ∈ Baire(X,N
I) /=aa
for some K ∈ Baire(Y,P(J)), g ∈ C(IK−), H ∈ Baire(XK−) suh that
(Hj)−1[M ] ∈M(Y ) for all M ∈M(X) and all j ∈ J,(4.83)
(Hj)−1[M ] ∩ ‖gj = i‖ ∈ M(Y ) implies M ∩Hj [‖gj = i‖] ∈ M(X)(4.84)
for every i ∈ I and M ⊆ X,
Hj [‖gj = i‖] ∩Hj
∗
[‖gj
∗
= i‖] = ∅ for all j 6= j∗ in J , and all i ∈ I,(4.85) ∨
j∈J
[
Hj [‖gj = i‖]
]
Cat(X) = 1Cat(X) for all i ∈ I,(4.86)
and some [h] ∈ Baire(Y,NJ) /=aa. Moreover, the range is given by
(4.87) ran(σ) =
(
Baire(NK−)⌢0J\K− + h
)
/=aa.
Proof. Let σ be suh an order embedding with onvex range. Let Bj ∈ BP(Y ),
Hj ∈ Baire(Bj ,X), gj ∈ C(Bj, I) (j ∈ J) and ρ be as given by orollary 4.55.
Dene K : Y → P(J) by
(4.88) K(z) = {j ∈ J : z ∈ Bj}.
Clearly K ∈ Baire(Y,P(J)). Dene g ∈ C(IK−) by
(4.89) g(z)(j) = gj(z) for all j ∈ K(z), for all z ∈ Y ,
so that gj = gj for all j ∈ J . And we an dene H ∈ Baire(X
K−) by H(z)(j) =
Hj(z) for all j ∈ K(z) and all z ∈ Y , so that H
j = Hj for all j. Equations (4.83)
(4.86) will be satised by (4.66)(4.69), respetively. Then
(4.90) ρf (z)(j) = f
(
Hj(z)
)(
gj(z)
)
= f
(
H(z)(j)
)(
g(z)(j)
)
for all j ∈ K(z),
and ρf (z)(j) = 0 for all j ∈ J \ K(z). Hene ρf = pig,H
⌢
0J\K−, and therefore,
σ([f ]) = [pig,H(f)
⌢
0J\K−] + σ([0I−]) for all [f ] ∈ Baire(X,NI) /=aa.
Conversely, suppose we are given K, g, H and h as in the orollary. Let σ :
Baire(X,NI) / =aa → Baire(Y,NJ) / =aa be as dened in (4.82). Equation (4.83)
and the ontinuity of the gj 's allows us to use the same argument as in the proof of
laim 4.56 to prove that f ≤aa f
′
implies pig,H(f) ≤aa pig,H(f
′), using {(gj)−1 : i ∈ I}
here in plae of {Cij : i ∈ I} there. This establishes that σ is a well dened partial
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order homomorphism. To prove that σ is an embedding, it remains to show that
pig,H is order reeting. Suppose then that f aa f ′. There is an i ∈ I suh that
not almost all y ∈ X satisfy f(y)(i) ≤ f ′(y)(i). Thus by (4.86), there exists j ∈ J
suh that
(4.91) {y ∈ X : f(y)(i) > f ′(y)(i)} ∩Hj [‖gj = i‖] /∈ M(X).
Therefore, C = (Hj)−1[y : f(y)(i) > f ′(y)(i)]∩‖gj = i‖ /∈ M(Y ) by equation (4.84).
However, for every z ∈ C, pig,H(f)(z)(j) = f
(
Hj(z)
)(
gj(z)
)
= f
(
Hj(z)
)
(i) >
f ′
(
Hj(z)
)
(i) = pig,H(f
′)(z)(j), proving pig,H(f) aa pig,H(f ′) as required.
For the onverse, we still have yet to show that ran(σ) is onvex. However, sine
Baire(NK−)⌢0J\K− is evidently downwards losed, the family on the right hand side
of equation (4.87) is onvex. Thus it will sue to establish (4.87). Without loss of
generality we may assume that [h] = [0−]. Take h′ ∈ Baire(NK−). Using (4.85), it
is possible to nd f : X → NI suh that for eah i ∈ I,
(4.92) f
(
Hj(z)
)
(i) = h′(z)(j) for all z ∈ ‖gj = i‖,
for all j ∈ J . Note that (4.86) guarantees that f is Baire measurable. Sine eah gj
is ontinuous, and sine equation (4.92) entails that pig,H(f)(z)(j) = f
(
Hj(z)
)
(i) =
h′(z)(j) for almost all z ∈ ‖gj = i‖, for all i ∈ I, we obtain pig,H(f) =aa h
′
as
desired. 
Remark 4.63. When X is a seond ountable Hausdor spae and Y is Polish, we an
moreover obtain H ∈ C(XK−) with Hj an open ontinuous mapping for all j ∈ J ,
by remark 4.59.
Corollary 4.64. Let X be regular and let Y be a spae with a Baire ompati-
ation. Any embedding σ of Baire(X,NI) / =aa into a downwards losed subset of
Baire(Y,NJ) /=aa is of the form
(4.93) σ([f ]) = [pig,H(f)
⌢
0J\K−]
for some K ∈ Baire(Y,P(J)), g ∈ C(IK−) and H ∈ Baire(XK−). It is thus a
monoid homomorphism. Moreover, its range is the equivalene lasses of the olle-
tion of funtions Baire(NK−)⌢0J\K−.
Proof. That order embeddings with downwards losed ranges have the indiated
form and the indiated range, is an immediate onsequene of theorem 4.62 sine a
downwards losed range implies [h] = [0−]. As for being a monoid homomorphism,
observe that
(4.94) pig,H(f + f
′)(z) = pig,H(f)(z) + pig,H(f
′)(z) for all z.
Corollary 4.65. Let X be regular and let Y be a spae with a Baire ompatiation.
The order isomorphisms between Baire(X,NI) /=aa and Baire(Y,NJ) /=aa onsist
of maps of the form
(4.95) [f ] 7→ [pig,H(f)]
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for some g ∈ C(Y, IJ) and H ∈ Baire(Y,XJ ) suh that
(Hj)−1[M ] ∈M(Y ) for all M ∈M(X) and all j ∈ J,(4.96)
(Hj)−1[M ] ∩ ‖gj = i‖ ∈ M(Y ) implies M ∩Hj [‖gj = i‖] ∈ M(X)(4.97)
for every i ∈ I and M ⊆ X,
Hj [‖gj = i‖] ∩Hj
∗
[‖gj
∗
= i‖] = ∅ for all j 6= j∗ in J , and all i ∈ I,(4.98) ∨
j∈J
[
Hj [‖gj = i‖]
]
Cat(X) = 1Cat(X) for all i ∈ I.(4.99)
Proof. g and H are obtained from theorem 4.62. Corollary 4.64 tells us that h
vanishes, and that K(z) = J for almost all z. The funtion g is ontinuous beause
K is onstant and the gj 's are ontinuous. 
4.5. Continuous funtions into powers of N. For any topologial spae X,
C(X,NI) ⊆ Baire(X,NI). It is in fat a sublattie, i.e. it is losed under the lattie
operations on Baire(X,NI), of pointwise max and min (f. equation (4.35)).
Proposition 4.66. C(X,NI) is a sublattie of (Baire(X,NI),≤).
Proof. Take f, g ∈ C(X,NI). The oordinatewise mappings max,min : NI × NI →
NI (f. 4.2) are both ontinuous, and (f, g) : X → NI×NI is ontinuous. Therefore,
max{f, g} = max ◦ (f, g) and min{f, g} = min ◦ (f, g) are both ontinuous. 
Furthermore, C(X,NI) is a submonoid of (Baire(X,NI),+). In fat, noting that
addition and subtration are ontinuous operations on ZI , C(X,ZI) is losed under
subtration as in the proof of proposition 4.66, and therefore is a subgroup of the
Abelian group (Baire(X,ZI),+). Similarly:
Proposition 4.67. C(X,NI) is a submonoid of (Baire(X,NI),+) losed under sub-
tration.
Thus C(X,NI) is essentially a `subgroup' of (Baire(X,NI),+) (see proposition 1.2);
indeed, note that 〈C(X,NI)〉 = C(X,ZI).
Not only are members of C(X,NI) representatives of members of Baire(X,NI) /
=aa, but when X is a Baire spae, C(X,NI) embeds into Baire(X,NI) /=aa.
Proposition 4.68. If X is a Baire spae, then f 7→ [f ] is an order embedding of
(C(X,NI),≤) into (Baire(X,NI) / =aa,≤aa), and it is also both a monoid and a
lattie embedding.
Proof. f 7→ [f ] is an order embedding, beause in a Baire spae the omeager
sets are dense. It is a monoid homomorphism beause, as was observed in 4.4,
(Baire(X,NI) /=aa,+) is a quotient monoid. And it is a lattie homomorphism by
equation (4.37). 
Lemma 4.69. Let X be a zero dimensional spae. Then C(X,NI) is dense in the
quasi order (Baire(X,NI),≤aa).
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Proof. Take f ∈ Baire(X,NI) with [f ] 6= [0I−]. Then for some i ∈ I, f i =naa 0
(i.e. not f i =aa 0), and thus there exists n = 1, 2, . . . suh that B = {z ∈ X :
f(z)(i) = n} /∈ M(X). Sine X is zero dimensional, there exists a nonempty lopen
set C with C \B ∈ M(X). Now 〈C,χi〉 ∈ C(X,NI)+ (f. notation 4.54) sine C is
lopen, and learly 〈C,χi〉 ≤aa f . 
Corollary 4.70. Let X be a zero dimensional Baire spae. Then C(X,NI) densely
embeds into (Baire(X,NI),≤aa).
Proof. Proposition 4.68 and lemma 4.69. 
Example 4.71. The irrationals NN form a zero dimensional Baire spae, and indeed
this is often alled the Baire spae. More generally, so is NH for any H, and thus
C(NH ,NI) densely embeds into Baire(NH ,NI) /=aa.
The embedding is generally not onto.
Example 4.72. Sine the irrationals of the real line R\Q are homeomorphi to our
set of irrationals NN, C(R \Q,R \Q) densely embeds into Baire(R \Q,R \Q) /=aa
(we an make sense of the latter using the fat that =aa is the same as {=}aa on
NN). Now x an irrational number σ ∈ R. Then a jump funtion f : R \Q→ R \Q
where
(4.100) f(x) =
{
0, if x ≤ σ,
1, if x > σ,
is a Baire measurable funtion, but no funtion g : R \ Q → R \ Q with g =aa f is
ontinuous at σ. Therefore there is a funtion f ∈ Baire(NN,NN) with no member
of C(NN,NN) in its equivalene lass modulo =aa.
Proposition 4.73. Let X be a Baire spae. Then C(X,NI) identies (via f 7→ [f ])
with a submonoid of (Baire(X,NI)/=aa,+) that is losed under subtration. It also
identies with a sublattie of (Baire(X,NI) /=aa,≤aa).
Proof. Propositions 4.67 and 4.68. 
When X is a zero dimensional Baire spae, C(X,NI) identies with a subset of
Baire(X,NI) /=aa with several nie properties.
Lemma 4.74. Let X be a zero dimensional Baire spae. Then C(X,NI) identies
(via f 7→ [f ]) with a subset of the lattie monoid (Baire(X,NI) / =aa,+) satisfying
the following properties: It is regular, it forms a basis and it is strongly interval
predense.
Proof. First we show that C(X,NI) is (i.e. identies with) a basis. Sine the basi
elements form a basis by proposition 4.47, it sues to prove that eah basi element
〈a, n · χi〉 is the supremum of an antihain of C(X,NI). And this is so beause it is
the supremum of an antihain of elements of C(X,NI) of the form 〈C,n · χi〉 with
C ⊆ X lopen, by example 3.67.
We already know that (Baire(X,NI) / =aa,+) is a anellative ommutative
monoid. Therefore, C(X,NI) is a regular subset by lemma 3.16, beause it is a
dense submonoid losed under subtration by orollary 4.70 and proposition 4.73.
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In theorem 4.40 (see also remark 4.41), it was established that Baire(X,NI)/=aa
is moreover a omplete semilattie monoid satisfying the (JID). Therefore, sine we
have shown that C(X,NI) is a submonoid forming a basis, it is strongly interval
predense by lemma 3.71. 
Lemma 4.75. Let X be a zero dimensional Baire spae, and let M be a omplete
semilattie that is at-omplete and (JID). Then every order embedding of C(X,NI)
into M with preregular range uniquely extends to a ontinuous lattie embedding of
Baire(X,NI) /=aa into M .
Proof. We know that Baire(X,NI)/=aa is a (JID) lattie. By lemma 4.74, C(X,NI)
forms a strongly interval predense basis. Hene every order embedding of C(X,NI)
into M with preregular range has an extension, unique on C(X,NI)+, to a ontin-
uous lattie embedding by orollary 3.94 (or alternatively, by orollary 3.95). And
the extension is in fat unique beause C(X,NI), being a submonoid, ontains the
zero of Baire(X,NI) /=aa (f. remark 3.86). 
Theorem 4.76. Let X and Y be a zero dimensional Baire spaes. Then every order
embedding of C(X,NI) into C(Y,NJ) with onvex range has a unique extension to
a ontinuous lattie embedding of Baire(X,NI) / =aa into Baire(Y,NJ) / =aa with
onvex range.
Proof. We know that Baire(X,NI) / =aa is a anellative ommutative omplete
semilattie monoid satisfying the (JID), and so is Baire(Y,NJ) /=aa, and they are
moreover at-omplete by theorem 4.40. Sine C(X,NI) is a submonoid forming a
basis and C(Y,NJ) is a dense submonoid losed under subtration, the onlusion
is by orollary 3.98. 
Theorem 4.77. Let X be a regular zero dimensional Baire spae, and let Y be a
zero dimensional spae with a Baire ompatiation. The order embeddings from
C(X,NI) into C(Y,NJ) with onvex range onsist of maps of the form
(4.101) σ = pig,H
⌢
0J\K− + h
for some K ∈ C(Y,P(J)), g ∈ C(IK−), H ∈ C(XK−) suh that
(Hj)−1[M ] ∈ M(Y ) for all M ∈ M(X) and all j ∈ J,(4.102)
(Hj)−1[M ] ∩ ‖gj = i‖ ∈ M(Y ) implies M ∩Hj[‖gj = i‖] ∈ M(X)(4.103)
for every i ∈ I and M ⊆ X,
Hj [‖gj = i‖] ∩Hj
∗
[‖gj
∗
= i‖] = ∅ for all j 6= j∗ in J , and all i ∈ I,(4.104) ∨
j∈J
[
Hj [‖gj = i‖]
]
Cat(X) = 1Cat(X) for all i ∈ I,(4.105)
and some h ∈ C(Y,NJ). Moreover, the range is given by
(4.106) ran(σ) = C(Y,NK)⌢0J\K− + h.
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Proof. Let σ : C(X,NI) → C(Y,NJ) be an order embedding with onvex range.
Then, noting that Y is a Baire spae (proposition 4.21), theorem 4.76 gives a unique
embedding σ¯ of Baire(X,NI) /=aa into Baire(Y,NJ) /=aa with onvex range, suh
that
(4.107) σ¯([f ]) = [σ(f)] for all f ∈ C(X,NI).
Now we apply theorem 4.62 to obtain K ∈ Baire(Y,P(J)), g ∈ C(IK−), H ∈
Baire(XK−) and h ∈ Baire(Y,NJ) satisfying equations (4.102)(4.105), and σ¯ =
[pig,H
⌢
0J\K− + h]. Now also equation (4.101) follows from (4.107). It remains to
show that K and h are in fat ontinuous, and that H ∈ C(XK−).
We see that h is ontinuous by plugging 0I− into (4.101). Thus, by equa-
tion (4.101) and losure under subtration (proposition 4.67),
(4.108) pig,H(f)
⌢
0J\K− is ontinuous for all f ∈ C(X,N
I).
We an use equation (4.81) to see that pig,H(1I−) = 1K−
⌢
0J\K−. If K is not
ontinuous, then learly neither is 1K−
⌢
0J\K−, ontraditing (4.108) with f = 1I−.
Suppose now that H /∈ C(XK−). Then for some j ∈ J , Hj is nonontinuous
at some z0 ∈ ‖j ∈ K‖, say U ∋ H
j(z0) is an open subset of X and H
j[V ] * U
for every open V ∋ z0. Sine g
j
is ontinuous, there exists an open V ∋ z0 with
gj(z) = i for all z ∈ V . Sine C(X,NI) is dense (orollary 4.70), we an nd a
ontinuous f : X → NI suh that f(Hj(z0))(i) = 1 but f(Hj(z))(i) = 0 for all
z /∈ U . Now pig,H(f)
⌢
0J\K− is not ontinuous at z0 ontrary to (4.108), beause
pig,H(f)(z0)(j) = 1 but every open V ⊇ V
′ ∋ z0 has a z ∈ V
′
with Hj(z) /∈ U and
thus pig,H(f)(z)(j) = 0.
For the onverse, it is lear that pig,H(f) is ontinuous for all f ∈ C(X,NI),
whenever K and is ontinuous, g ∈ C(IK−) and H ∈ C(XK−). And thus it follows
from theorem 4.62 that equation (4.101) determines an order embedding. As for
having onvex range, this is automati one equation (4.106) is established. How-
ever, one an use the properties (4.102)(4.105) to prove that pig,H(f)
⌢
0J\K− is
nonontinuous whenever f is nonontinuous. Thus ran(σ) is equal to the interse-
tion of C(X,NI) with the set of representatives of ran(σ¯). Now equation (4.106) is
an immediate onsequene of equation (4.87). 
4.6. Further diretions. We suggest some lasses of partial orders (out of innitely
many possibilities) for whih we feel it would be interesting to know what the partial
order embeddings with onvex range are.
4.6.1. Baire(X,P(S)) / =aa. In 4.1 we examined embeddings with onvex range
between arbitrary power set algebras. We expet that this an be generalized to the
quotient of Baire funtions into power set algebras modulo almost always equality,
in a ompletely analogous manner to 4.4.
Fixing some set S, the natural analogue of =aa for P(S) is given by the family
{Rs : s ∈ S} where x Rs y i (s ∈ x i s ∈ y). And ⊆aa is dened analogously.
We should then be able to go through the same analysis for embeddings between
posets of the form (Baire(X,P(S))/=aa,⊆aa), to obtain analogues of theorems 4.50
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and 4.62. Also note that one obtains an analogous onnetion with set theoreti
foring, e.g. for f, g ∈ Baire(X,P(S)),
Cat(X) ‖ f˙ = g˙ iff f =aa g,(4.109)
Cat(X) ‖ f˙ ⊆ g˙ iff f ⊆aa g.(4.110)
4.6.2. L0(µ,NI) / =ae. Let (X,µ) be a measure spae, and S a topologial spae.
For simpliity let us insist that the measure is totally nite (i.e. µ(X) < ∞) or
at least σ-nite. Then we denote the family of all µ-measurable funtions from X
into Y by L0(µ, S), i.e. funtions f : X → S suh that f−1[U ] is in the domain of
the measure µ for every open U ⊆ S. Then analogously to the families of Baire
measurable funtions, for a set of relations R on S, we dene a relation Rae on
L0(µ, S) by
(4.111) f Rae g if
∧
R∈R
pf(z) R g(z) for almost every z ∈ Xq,
where for almost every is interpreted as the omplement of a measure zero subset
of X. Using the same sets of relations as in example 4.35, we obtain ≤ae and
=ae. And then we an form the quotient poset (L
0(µ,NI) / =ae,≤ae). We have
now obtained the measure theoreti analogue of the quotient lattie of 4.4. We
again have an analogue with set theoreti foring, but now our foring notion is the
omplete Boolean algebra Ran(µ) = dom(µ) /Nµ where Nµ denotes the ideal of µ-
measure zero subsets of X (i.e. we are foring with a measure algebra; more preisely,
(Ran(µ), ν), with ν([a]) = µ(a), is the measure algebra of the measure spae (X,µ)).
This is known as random foring and was invented by Solovay [Sol70℄ to prove the
onsisteny of all subsets of the real line being Lebesgue measurable with the usual
axioms of mathematis minus the Axiom of Choie. By way of analogy, we have
e.g. for all f, g ∈ L0(µ,NI),
Ran(µ) ‖ f˙ = g˙ iff f =ae g,(4.112)
Ran(µ) ‖ f˙ ≤ g˙ iff f ≤ae g(4.113)
(see e.g. [Hir00b℄).
Moreover, theorem 4.50 also desribes the order embeddings between L0(µ,NI) /
=ae and L
0(ν,NJ) / =ae with onvex range, by replaing Cat(X) and Cat(Y ) with
Ran(µ) and Ran(ν), respetively. In fat, the proof of theorem 4.50 does not use
properties spei to Cat(X) other than ompleteness; and this theorem an be
generalized to arbitrary quotients of families of funtions measurable with respet
to some σ-ideal on a xed set X, provided the ideal satises the ountable hain
ondition, and both the meager ideal and the ideal of µ-measure zero sets satisfy
this property.
The question here is whether we an obtain a measure theoreti analogue of
theorem 4.62.
Question 1. Supposing that (X,µ) and (Y, ν) are `reasonable' measure spaes, an
we desribe the order embeddings of L0(µ,NI)/=ae into L0(ν,NJ)/=ae with onvex
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range, in an analogous way to theorem 4.62, using measurable funtions K : Y →
P(J), g : Y → IK−, H : Y → XK− and h : Y → NJ?
4.6.3. (P(N) / Fin,⊆∗). Consider now the power set P(N) of N quasi ordered by
almost inlusion, i.e. a ⊆∗ b if a \ b is nite. The quotient (P(N) / Fin,⊆∗) over
the equivalene relation =∗ given by a =∗ b if a ⊆∗ b and b ⊆∗ a (i.e. a△ b is nite)
is a Boolean algebra of great importane in a number of areas of mathematis. In
fat, there is a general program of researh aimed at investigating the lass of partial
orders that embed into P(N)/Fin, to whih the present paper is learly relevant. To
give one example, this lass of orders played a major role in the solution, by Solovay
Woodin (see [DW87℄), of a famous problem of Kaplansky [Kap49℄ on automati
ontinuity in Banah algebras.
The struture of the order automorphism group (equivalently, Boolean algebra au-
tomorphisms) is independent of the usual axioms of mathematis, as was established
by Shelah in his elebrated result [She82℄:
Theorem 4.78 (Shelah). It is onsistent that every order automorphism of (P(N)/
Fin,⊆∗) is trivial.
A trivial automorphism of (P(N) / Fin,⊆∗) is one of the form
(4.114) σ([a]) =
[
h[a]
]
for some bijetion h : A → B where A,B ⊆ N are both onite (see also below).
This should be ompared to orollary 4.4. Note that it was already known that there
exist nontrivial automorphisms under CH. On the other hand, it is a onsequene
of Shelah's theorem that no nontrivial automorphism an have a simple (e.g. Borel)
denition.
We do not know if for example Shelah's result has been extended to say Boolean
algebra homomorphisms (or even monomorphisms or epimorphisms). Putting this
in the framework of this paper, we obtain an even more general question.
Question 2. What are the order embeddings of P(N) / Fin into itself with onvex
range? Is it onsistent that they are all trivial?
In question 2 the preise meaning of trivial is a mapping [a] 7→
[
h[a] ∪ [b]
]
where
h : A→ N is an injetion with A onite and b ∩ ran(h) nite.
4.6.4. (NN / Fin,≤∗). The eventual dominane quasi ordering ≤∗ of the irrationals
NN is given by x ≤∗ y if x(n) ≤ y(n) for all but nitely many n ∈ N. The quotient
(NN /Fin,≤∗) over the equivalene relation =∗ given by x =∗ y if x ≤∗ y and y ≤∗ x
(i.e. x(n) = y(n) for all but nitely many n) is a lattie. Analogously to P(N) /Fin
we an formulate the notion of a trivial order embedding.
Denition 4.79. An order endomorphism from NN / Fin into itself is alled trivial
if it is of the form
(4.115) σ([x]) = [pig(x)
⌢
0N\dom(g) + y]
for some niteone g : A→ N, and some y ∈ NN.
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Proposition 4.80. Every suh trivial mapping is indeed an order preserving map
between (NN / Fin,≤∗) and itself.
Proposition 4.81. A trivial endomorphism as in equation (4.115) is an embedding
i ran(g) is onite.
Proposition 4.82. A trivial endomorphism has onvex range i it an be repre-
sented by equation (4.115) with an injetion g.
Proposition 4.83. A trivial endomorphism is an epimorphism i it an be repre-
sented by equation (4.115) with A onite and g an injetion.
Therefore, every trivial embedding of NN / Fin into itself with onvex range is of
the form [x] 7→ [pig(x)
⌢
0N\dom(g) + y] where g : A→ N is an injetion with onite
range and y ∈ NN. And it follows that every trivial automorphism is of the form
[x] 7→ [pig(x)
⌢
0N\dom(g)] where g : A → B is a bijetion and A and B are both
onite subsets of N.
We ould not nd any result in the literature for NN/Fin orresponding to Shelah's
theorem, nor did we attempt to onstrut a nontrivial endomorphism.
Question 3. Is the existene of a nontrivial automorphism of (NN / Fin,≤∗) on-
sistent? If so, is it onsistent that every automorphism of NN / Fin is trivial?
Putting question 3 into the framework of embeddings with onvex range, we
obtain the following generalization.
Question 4. What are the order embeddings of NN / Fin into itself with onvex
range? Is it onsistent that they are all trivial?
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