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1. INTRODUCTION 
In this paper we present sufficient conditions for the existence of a solution 
of the equation 
Lx - Yx = 0 (1.1) 
where L is an mth-order linear differential operator defined on some subset 
of LP(a, b) and Y is a lower-order nonlinear operator. This general theorem is 
then applied to three types of problems. In the first application we establish 
the existence of an absolutely continuous solution of the initial value problem, 
x’(t) = $(t, x(t)), ’ = djdt, (1.2) 
x(O) = x0 , (1.3) 
under hypotheses which, in some sense, relax the usual Caratheodory condi- 
tions. Our second application asserts the existence of a solution for a class of 
boundary value problems for which the number of boundary conditions 
does not exceed the order of the linear operator L. Finally, we establish the 
existence of a solution for a class of multipoint boundary value problems under 
the additional restriction that the operator L is of even order. 
The technique of our proofs is to construct a Green’s operator correspond- 
ing to the linear operator L such that its composition with a suitably restricted 
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nonlinear operator Y permits application of the Schauder fixed point theorem. 
The interest in these theorems lies in the fact that we are able to treat certain 
initial value problems and boundary value problems for vector-valued 
differential equations from this unified point of view. The spirit of our 
approach is similar to that in a recent paper of Klimov [6], although we are 
treating a different class of problems. 
2. MAIN RFSJLT 
Let m and N be positive integers and let p satisfy 1 <p < co. For an 
open interval (a, b) C Rr we denote by ?V;ep(a, b) the N-fold product space 
wy+z, b) = wmqu, b) @ *-- @ W’m’“(U, b). 
Here Wm*~(u, b) is the real Sobolev space of functions x with 
Dm-lX =dm-lX/&n-l 
absolutely continuous and Dmx ELP(u, b) with the usual norm I[ . Ilm,p, 
where the LP(a, b) norm /I . IJp is given by 
(lab Ix(t>P’ dt)l”, l<P<Q 
II x IIP = 
p = co. 
The product norm in WF*“(a, b), 11 . IlmVp,N , is given as usual by 
II XII m.s,N = gl 11 x, Ilm.z, 
when 
x = (x1 , x2 ,... , XN) E wyya, b). 
The product space L,p(a, b) is similarly defined. The spaces &.,=(a, 6) and 
Wp*p(u, 6) are Banach spaces, reflexive if 1 < p < co, and the injections 
I: W,m”(U, b) + LNP(U, b) 
are compact linear operators. 
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Let L be a linear operator from IVFsp into &,r’(u, b) of the form 
Lx = (L,x, ) L,x, ,..., Lj+r), x E wy(a, b), 
where the lmear operators L, are nonsingular differential operators from 
WnL-p(a, b) onto L”(a, 6) of the form 
9) E IPJ’(a, b), 
a,, E Loc(a, b), 1 <i < N, 0 < v < m - 1. The operator L thus maps 
W$*P(a, b) onto L,“(a, b). 
Now let IV0 be a closed linear subspace of IV~~~“(a, b) such that 
LWo = L&u, b) and such that L is mjective on IV0 . We designate by %$, 
the family of all such subspaces. It follows from the uniqueness of solutions 
to the initial value problem 
Lx = f, f E-w@, 4, 
D’x(f,) = 0, fo~[u,b], j=O,l,..., m- 1, 
that “lkr, is nonempty, since each of the subspaces 
(2.1) 
Wo(fo) = (x = (x1 ) x2 ,..., xN) E W?‘(a, b): D’x2(fo) = 0, 
0 <j <m - 1,l <i < iv), to E [a, 4, 
hes in W,’ . Let W, E 752 . Denote by Llfro the restriction of L to IV0 . Define a 
generalized Green’s function, which we denote by GWO , by GWO = I . L;t . 
It follows from the open mapping theorem and the compactness of the injec- 
tion operator I that GWO is a compact linear operator from L&a, b) into 
L,,+“(a, b). More generally, let X be a Banach space such that 
WmN’“(a, b) c X CLNp(a, 6) 
where the first injection is compact and the second continuous. Suppose 
w, 601, 51’,..., SL , &f, 512 ,..., i%-1 ,..., (ON, hN, . . . . CL, 
are real-valued functions defined on [a, b] x SmM, Sm.” an open connected 
subset of RmN, with the property that, for some nonempty closed convex 
subset K of X satisfying KC W,,., n’-l*Z’(a, b), the nonlinear operator 
y: K+LN+z, b), Yx = (++, &x,..., &“X) 
with 
#,x = I),(., x1 ,..., Dn%l , x2 ,..., D’%Y, ,..., s,~. ,..., D’+xN), 
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1 <i < IV, is well defined. Define Two: K--f X by 
T, = Gv, - Y G, = J-GO, 
where J is the injection of W, into X. 
THEOREM 2.1. Let W, E w-, and suppose that K is a nonempty closed convex 
subset of X such that Tw,K C K, and such that 
x,+x in LNP(a, b), hJ c K 
implies Yx, - Yx (weakly) in L,P(a, b). 
(24 
Then, ;f YK is bounded, the equation 
L,x-Yx=O (2.3) 
has a solution x E K n W, . 
Proof. Equation (2.3) is clearly equivalent to 
x = Tw,x, x~Kn W,. (2.4) 
We will show that (2.4) has a solution by an application of a version of the 
Schauder fixed-point theorem. By hypothesis, K is a nonempty closed convex 
subset of LNp(a, b) such that TwoK C K. The image Tw,K is relatively 
compact in X since YK is bounded and G, is now a compact operator from 
LN*(a, 6) into X. Moreover, TV, is contin<ous on K, in fact, x,+x in X 
implies x,--f x in L&a, b) so that Yx, - Yx, and since GwO is compact, 
Tw,xn = G, . Yx, + G, . Yx = T,,x. 
Thus, the hypotheses of the versron of the Schauder fixed-point theorem in 
[2] are satisfied and Tw, has a fizzed point. 
3. APPLICATIONS 
We first present an application of Theorem 2.1 to initial value problems. 
Let m = 1 and let W,, denote the class of x such that x6(a) = 0, 1 < i < IV. 
Let a’ > a and let &(t, II ,..., &), 1 < j < IV, be real-valued functions on 
[a, a’] x SN, S an open connected subset of R1 of the form S = (--M, M), 
M > 0. Then we have the following. 
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THEOREM 3.1. Let 1 <p < cg. Suppose there exist nonnegative continuous 
strictly increasing functions, cr6 and p, on [0, CD), with a&O) = 0, such that the 
estimates, for 1 < j < N, 
II 5q.9 Wll,.,,,,~, G PO * . llL,~c,,,J (3.2) 
holdfor aZl$ E Lq(a, a’), I/ q5 (IQ < 1, (l/p) + (l/q) = 1, andfor all S, y E L,p(a, a’) 
such that the range of S and y lies in S N. Then the initial value problem 
x’(t) = !Px(t), t E (a, 4, (3.3) 
x(a) = 0, (3.4) 
has a solution x E Wkp(a, b), b = min(a’, /3), where 
fi = [M/p(NM(a’ - a)lI”)]P/P-l $- a. 
Remark. The estimates (3.1) and (3.2) hold if 
II q*, SC*)) - $C, Y(9)ll,.,,,,~, G 41 s - Y I~LNNn(,,,J 
for all 6, y E Wbp(a, a’), provided I/,(-, 0) = 0. 
Proof. We must first determine a nonempty closed convex subset K of 
L,p(a, b) such that TwTOK C K. To do this, we define 
K = (JZ E L,“(a, b): x,(t) E S for 1 < j < N and for almost all t E (a, b)}. 
Now, by direct computation 
Twox(t) = (Jh’ t+h(s, x(s)) ds,..., ja* #N(h x(s)) ds) 
for all a < t < b and x = (xi , xa ,..., x,,,) E K. For a fixed j,, , 1 < j, < N, 
we estimate by Holder’s inequality 
1 .r,’ +4,,(s~ 4s)) ds ! G (b - aFp II A,(., 4*Nl, 
G (b - aY--llp ~(11 x lILN.fa.aJ 
< (b - a)l-llp p(NM(b - a)liP) < M. 
It follows that Tw,K C K. Since K is bounded in L,P(a, b) it follows that YK 
is bounded by (3.2). Further, if x,+x then Yx, - Yx weakly by (3.1). 
Applying Theorem 2.1 with X = L,P(a, b) our conclusion follows. 
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Remark. If we apply the techniques of Theorem 2.1 with the space 
LJJ(a, b) replaced by C[a, b], we obtain an existence theorem for the Cauchy 
problem in which we need only assume that #(t, X) is measurable in t for 
each fixed x, and “weakly continuous” in x for each fixed t, a relaxation of the 
usual Caratheodory conditions. As before, we must assume that 9 defines an 
operator acting on a subset of C[a, b]. 
COROLLARY 3.2. Let 1 <p < 00 and let x0 = (tlo, &O,..., 5,“). Suppose 
that for each 1 < j < N the functions #,(t,) are deJined in the set 
1 5,” - fJ 1 < M, 1 <j < N. Then the initial value problem (3.3), and 
x(a) = x0 (3.5) 
has a solution x E W;p(a, b), b = min(a’, /3), where p is given as before, pro- 
vided (3.1) and (3.2) hold. 
Proof. Let K be defined as in the proof of Theorem 3.1 with Y replaced 
by @, @x = (pd., x(*)),..., vd., x(.)>). H ere we have defined the functions 
v3 to be the translates of #, defined on [a, a’] x (-M, M)N: 
v,(t, fl t fz 3*--T f,V) = A(t, f, + flO,..., 5, + 5,“). 
Then, by Theorem 3.1, there is a solution x* of the initial value problem 
x*(t) = @x*(t), a<t<b, 
x*(a) = 0. 
Clearly, x = x* + x0 satisfies (3.3) and (3.5). 
We will now apply Theorem 2.1 to a class of nonlinear boundary value 
problems. 
Let C”[[a, b], R] denote the space of k-times continuously differentiable 
functions from [a, b] into R with the usual norm 11 . II( 
Let B: Cm-l[[a, b], R] -+ Rm be a bounded linear operator. Let N = 1. 
Suppose that $0, f. , 5, ,..., fm-J is a real-valued function defined on 
[a, b] x Rm such that Y: Cm-l[[a, b], R] +Lp(a, b). Then we are able to 
prove the following. 
THEOREM 3.3. Let W, be a closed, linear subspace of Wp,“(a, b) such that 
the boundary value problem 
b.v,x =f, (3.6) 
Bx=O, (3.7) 
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has a unique solution x E W, for every f E Lp(a, b), 1 < p < co. Suppose there 
exists a nonnegative continuous monotone increasing function CQ, on [0, co) with 
o@(O) = 0, and a nonnegative function p ~Lp(a, b) such that 
!I .‘p [#(., 8 ,...) D-16] - $h(., v ,..., P-b)] ,$A(.) 1 SC q+(l! 6 - v I&), (3.8) 
I ct.9 PT..., Dm-1p)l < P(.), 
for all (b E Lq(a, b), II 4 /Ia < 1, (l/p) + (I/q) = 1. and for all 
6, p, v E P-l[[a, b], R]. 
(3.9) 
Then the boundary value problem 
L ,os = Yx, (3.10) 
Bx = 0, (3.11) 
has a solution x E Wo . 
Proof. Let K = X = Cm-‘[[a, b], R]. Let 
J: Wm*P(a, b) + Cm-l[[a, b], R] 
denote the injection mapping. Then J is a compact linear operator, for 
1 <p < co. By our assumptions on IV,, , L;;’ is well defined. Let 
Then GWO is a compact operator from Lp(a, b) into X. Clearly 
T,K = GHb!PK C K. 
Condition (3.8) insures that (2.2) . is satisfied, while (3.9) implies that YK is 
bounded in L’(a, b). It follows from Theorem 2.1 that Eq. (3.10) has a solu- 
tion x E K n W, , which therefore satisfies (3.11). 
COROLLARY 3.4. Let W, be a closed linear subspace of W*‘*p(a, b) such 
that the boundary value problem (3.6), (3.7) has a unique solution x E W0 
for every f ELP(a, b), 1 <p < 03. Then if (3.8) and (3.9) hold for all 
TV, v, 6 E P-l[[a, b], R] where a,+ is a nonnegative, continuous monotonically 
increasing function with u,(O) = 0, then the boundary value problem (3.10), and 
Bx = LX, CiSRm (3.12) 
has a solution x E Wm*p(a, b) provided B maps the null space of L onto Rm. 
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Proof. Since the dimension of the null space of L is m, we may choose f 
uniquely such that L4 = 0, Bx = 1~. Define a nonlinear operator @ on 
WmsP(a, b) by 
@x = Y(x + 2). 
Then @ satisfies (3.8) and (3.9). Consider the boundary value problem 
L&X = ox, 
Bx = 0. 
By Theorem 3.3, there exists a solution x E W, satisfying these conditions. 
Now 
and 
L(x+iq=Lx+L~=@X=!qx+q, 
B(x + a) = 01. 
In Theorem 3.3 we considered the case where B: Cm-l[[a, b], R] + R” and 
(3.6), (3.7) has a unique solution x E W, for every f ELP(a, b), 1 < p < a. 
We now turn our attention to the case where B: C+l[[a, b], R] + Rn, 
sz > m. For such an overdetermined system we cannot expect (3.6) and (3.7) 
to have a solution for every f ~Lp(a, b). We now show, however, that if m 
is an even integer and L, has a variational characterization, then a slight 
modification of the problem leads to existence and uniqueness of solutions of 
the appropriately posed linear problem for multipoint boundary conditions. 
Specifically, let m = 2r, and 
a=~,,<x~<..*<x,=b, k>l 
be a mesh of [a, b] and let an n x (k + 1) r matrix of the form B = (b,,Y), 
1 ,< i < n, 0 < v < k, 0 <j, < r - 1, be prescribed. Then B induces a 
transformation B from C’+l[[a, b], R] into Rn by 
We assume that 11 < (k + 1) r and that B is of rank n. Thus the mapping B 
is onto. Now we suppose that L is of the form 
L = i (-I)? D*a,,D* 
a=1 
3-l 
with a, = 1 and a,* E Wrsm(a, b). 
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LEMMA 3.5. Let W,, be defined as the kernel of B in the Hilbert space 
Wrs2(a, b). Then there exists a dense linear subspace V(A) of W,, and a closed 
(in L2(a, b)) linear operator A defined on V(A) with range in L*(a, b) such that 
4% v) = (4 42 (3.13) 
holds for all u E V(A) and v E W, . Here 
A(% v) = i (a,$%, DJv), . 
2=1 
34 
Moreover, A has a pure point spectrum of isolated eigenvalues of finite multi- 
plicity. If h = 0 is not an eigenvalue of A then A( V(A)) = L2(a, 6). 
Proof. A(u, v) is a continuous bilinear form on W, x W, and the operator 
II”, which for any fixed u E W,, associates the value A(u, v) with v E W,, is a 
continuous mapping of W, into its dual. Since the injection of W,, into 
L2(a, b) is compact and its range is dense, and since both W,, and L2(a, b) 
are Hilbert spaces, we may view L2(a, b) as a dense linear subspace of the dual 
of JVO. Define V(A) to consist of those u E W, such that AU E L2(a, b). Let A 
be the restriction of A to V(A). Clearly, (3.13) . IS satisfied by the definition of 
A. We claim now that A is closed. To see this, note first that A(u, v) is 
coercive, i.e., there exists a constant C > 0 such that 
iA@, 4 + C(u, 42Y2 (3.14) 
is a norm on W, equivalent to the Sobolev norm; this latter fact is documented, 
for example, in [7]. The closedness of A will follow if we can establish the 
closedness of A + C. Let fn + f and (A + C) fn -+ g in L2(a, b). Then by 
applying (3.14) and Schwa&s inequality we see that fn + f in W, . Now 
(3 + C) f is defined. W e s h ow that (A + C) f = (A + C) f = g. Indeed, 
since the injection of L2(a, b) into the dual of W,, is continuous it follows that, 
in the dual of W,, , 
Since f,, -+ f in W, we see that 
(d+C)f,~(~+C)f=g=(~+C)f 
establishing our claim. 
Now since A is closed, V(A) is a Hilbert space under the norm 
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and A is a bounded linear operator from Y(A) into P(a, b). Now A + CI 
is easily seen to be one to one and may also be shown to map V(A) onto 
,?(a, 6) by the Lax-Milgram theorem [l, p. 631. The Riesz-Fredholm 
theory then implies [I, p. 621 that the spectrum of A + CI, and hence of A, 
has the stated properties. The final assertion of the lemma is clear. 
Since A is an invertible mapping of V(A) onto L2(a, 6) and the injection 
Y(A) -+ cr-ya, b] 
is compact, it would be possible now to proceed as in the proof of Theorem 
3.3. This would have little interest, however, were it not for the following. 
LEMMA 3.6. If f E V(A), then f E Cnz-l(uf~~ [xz , x,+J) with On+-‘f 
absolutely continuous on (x, , x~+~), 0 < i < k - 1, and D”f EL~(u, b). More- 
over Af = Lf in the L2-sense. 
Proof. Fix the interval (x2 , zc z+l), 0 < i < k - 1. Let v E Co”@, , x2+,); 
i.e., IJI is a Cm function with compact support on (xz , x,+i). Then v E W, , and 
for a fixed f E V(A) we have A(f, p’) = (Af, T)~. Integration by parts yields 
A(f, v) = (fJ*v), where 
L* = i (-1)” Dzaz3D3 
z=l 
14 
is the formal adjoint of L. Thus 
(elf, 942 = (f, L”v)2 
for every v E Com(x2 , xE+r ). This means that f is a solution, in the sense of 
distributions, of the equation 
Lf = /If, 
which implies the stated properties off [3]. 
Now let P-1 designate the class off on [a, b] such that f E C’+-I[X, , x,+J 
for each i = 0, l,..., k - 1. It is a consequence of Lemma 3.6 that the 
injection 
J: V(A) -+ Cm-l n C”-l[a, b] 
is compact when P-l is given the norm 
where 111 . ll(2 is the norm in Cm-l[~, , xz+r], an t d h e intersection is equipped 
with the maximum norm. We have thus shown the following. 
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THEOREM 3.7. The linear, homogeneous, multipoint boundary-value problem 
Au =f, UED.4 9 (3.15) 
has a unique solution for every f E L2(a, b) p rovided X = 0 zs not an eigenvalue 
of A. The injection 
is compact. 
J: L’(A) -+ Cm-l n CT--l[a, b] = X 
Remark. The linear problem we have described appears to involve only 
homogeneous conditions on the derivatives through order Y - 1. Such 
conditions are frequently called forced boundary conditions. The unique 
solution of the linear problem, however, also satisfies certam natural boundary 
conditions in the form of higher-order continuity conditions across the mesh 
points {x,), 1 < i < k - 1, and one-sided conditions at the end points (see 
[4] where a subclass of problems of this type is considered). In fact, there 
exists [l, p. 1741 an extension A, of A with domain Ql,,) 1 V(A) and a 
continuous Neumann operator N from l(At,) into Rfb+l)r (where V(A,) is 
now defined to be all u E Ws2(a, b) such that A(u, v) = (L&U, v)~ holds for 
all a E IV,) satisfying A(u, v) = (L&U, a)2 + (PNu, Bv),, for all u E I’(fl,), 
v E Wr.*(a, 6). The solution of the linear problem may be chosen so that 
(I - P) Nu = 0. Here P is a certain projection from RcP+ljr onto R”. 
Finally, we turn our attention to the nonlinear, multipoint boundary value 
problem. Suppose that z&t, E, , Ez ,..., [,) is a real-valued function defined on 
[a, b] >: R”l. 
THEOREM 3.8. Suppose that X = 0 is not an eigenvalue of A. Suppose there 
exists a nonnegative, continuous monotonically increasing function o4 , with 
u+(O) = 0, and a function p E L2(a, b) such that 
[#(., 6 ,..., D”‘-lS) - z,b(., v ,..., D”-lv)] v(s) ( < ~~(11 6, - Y I~.& (3.17) 
I 4c-t P,...> D”“-$-L) 1 (, p(e) (3.18) 
hold for all v E L2(a, b), I/ v iI2 < 1, and for all 6, p, v E X. Then the boundary 
value problem 
flf=Yf 
has a solution 
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Proof. Let K = X = Cm-l n CT-l[u, b]. Since h = 0 is not an eigenvalue 
of A, we may define A-l, (1-l: .F(a, b) -+ V(A). Let 
Gf = (J . (1-l) f. 
Then G is a compact operator fromL*(a, b) into K. Proceeding as in Theorem 
3.3, where V(A) now plays the role of W;“*“(a, b), the conclusions of the 
theorem follow. 
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