We address the problem of Minimum Enclosing Ball (MEB) and its generalization to Minimum Enclosing Convex Polytope (MECP). Given n points in a d dimensional Euclidean space, we give a O(nd/ √ ) algorithm for producing an enclosing ball whose radius is at most away from the optimum. In the case of MECP our algorithm takes O(1/ ) iterations to converge. In both cases we improve the existing results due to Core-Sets which yield a O(nd/ ) greedy algorithm for the MEB and Panigrahy's algorithm for MECP which takes O(1/ 2 ) iterations to converge by including the most "violating" point into its active set at every iteration. All our algorithms borrow heavily from recently developed techniques in non-smooth optimization and convex duality and are in contrast with existing methods which rely on the geometry of the problem. We raise a number of open questions, provide partial answers, and discuss the difficulties in generalizing our algorithms to arbitrary minimum enclosing norm balls.
away from the current MEB is included in the candidate coreset and the iterations continue. The best known algorithms have a running time of O(nd/ ) [8, 3] .
The minimum enclosing convex polytope (MECP) is an extension of the problem of finding the MEB [8] . Here one is given a convex polytope of a fixed shape, and a set S of n points in d dimensions. Again, the aim is to find the smallest polytope of the given shape which encloses the points. Translations and magnifications are allowed but rotations are not allowed. Again a simple greedy approach (very reminiscent of the coreset approach) yields an (1 + ) approximation algorithm which takes O(1/ 2 ) iterations to converge [8] .
In contrast, we attack the MEB and MECP problem by modeling them as the problem of minimizing a non-smooth convex function. Recent advances in optimization (e.g. [5, 7] ) then allow us to obtain an algorithm whose running time is O(nd/ √ ) for the MEB problem and takes O(1/ ) iterations for finding the MECP. Our results are significant not only because they improve the best running time currently known but also since they shed a completely new perspective on the problem. We make extensive use of convex analysis and duality relations to prove our results.
Our paper is structured as follows: In section 2 we introduce notation and briefly review some recent advances in convex optimization. In section 3 we address the MEB problem and in section 4 the MECP problem, and discuss our algorithmic scheme. The paper then concludes with a discussion and outlook. Detailed proofs and algorithmic derivations can be found in the appendix.
Definitions and Preliminaries
In this paper, lower bold case letters (e.g., w, µ) denote vectors, while upper bold case letters (e.g., A) denote matrices or linear operators. We use w i to denote the i-th component of w, A ij to denote the (i, j)-th entry of A, and w, w := i w i w i to denote the Euclidean dot product between vectors w and w . ∆ k denotes the k dimensional simplex. Unless specified otherwise, · refers to the Euclidean norm w := w, w = R := R ∪ {∞}, and [t] := {1, . . . , t}. The domain of a convex function F is defined by dom F := {w : F (w) < ∞}. The following definitions will be used extensively in the sequel: Definition 1. A convex function f : R n → R is strongly convex (s.c.) wrt norm · if there exists a constant σ > 0 such that f − σ 2 · 2 is convex. σ is called the modulus of strong convexity of f , and for brevity we will call f σ-strongly convex or σ-s.c..
Definition 2.
A function f is said to have Lipschitz continuous gradient (l.c.g) if there exists a constant L such that
For brevity, we will call f L-l.c.g..
Definition 3.
The Fenchel dual of a function f :
The following theorem specifies the relationship between strong convexity of a primal function and Lipschitz continuity of the gradient of its Fenchel dual. 
Definition 5. Let f * := min x∈Q 1 f (x), and y ∈ Q 1 be any point such that
then y is said to be an accurate minimizer of f . We will also sometimes call y an accurate solution.
Nesterov's formulation
Our scheme is based on a succession of algorithms suggested by Yurii Nesterov. We now briefly review the basic ideas, and refer the interested reader to [6, 5, 7] for details. We are interested in the following optimization problem
where f is a convex function and Q 1 ⊆ R d is a closed and bounded convex set. First we consider the simplest case when f is non-smooth. In particular, we assume f can be written as
where Q 2 ⊆ R n is a closed and bounded convex set,f (x) andφ(u) are l.c.g convex functions defined on Q 1 and Q 2 respectively, and A : Q 1 → Q 2 is a linear operator. Clearly, f (x) is non-smooth because of the presence of a max over linear terms. The essence of a recent algorithm of Nesterov [5] is the following observation. Suppose we approximate f using a function of the form
where d 2 (u) is a continuous and strongly convex function on Q 2 with strong convexity coefficient σ 2 . Then, it can be shown that f µ (x) has a Lipschitz continuous gradient with Lipschitz coefficient
. In other words, f µ is not only smooth and convex but also
If we set µ to be /2D 2 , then
Now it is easy to verify that every /2 minimizer of f µ is also an minimizer of f . Put another way, finding an /2 accurate minimizer of f µ is equivalent to finding an minimizer of f . While f is a non-smooth function, f µ , in contrast, is a smooth l.c.g convex function. For minimizing f µ , [6] proposed an optimal algorithm which produces an accurate solution in O( L µ / ) iterations. Plugging in L µ = 1 σ 2 µ A 2 , with µ = /2D 2 readily shows that the algorithm will converge to an accurate solution of f in O(1/ ) iterations. We will exploit this observation in our MECP algorithm (section 4). Now consider the case when f still has the same form as (4), but nowf is assumed to be σ-s.c. To analyze this setting, one needs to consider the adjoint form of (4):
which can be rewritten to yield
By comparing with (2) it is clear that
It can be shown easily that f (x) ≥ φ(u) for all values of x and u. Furthermore, under some mild constraint qualifications, which we omit for the sake of brevity, min x∈Q 1 f (x) = sup u∈Q 2 φ(u). This is not surprising because the adjoint form above is essentially nothing but a variant of the Fenchel dual of (4) (see e.g. Theorem 3.3.5 of [2] for a more general statement).
Iff is assumed to be σ-s.c., it follows from theorem 4 thatf (−A u) is l.c.g. This and our assumption onφ(u) show that −φ(u) is 1/σ-l.c.g. Therefore, f can be minimized by applying the algorithm of [6] to −φ(u). The resultant algorithm converges to an accurate solution of f * in O(1/σ √ ) iterations [7] . We will exploit this observation in our MEB algorithm (section 3). Note that for this algorithm we no longer require Q 1 to be a bounded set [7] .
Minimum Enclosing Ball
Given a set of n points S = {x 1 , . . . , x n } in a d dimensional space R d , a Euclidean ball B(c, R) of radius R centered at c is said to be an enclosing ball if ∀i ∈ [n], x i ∈ B(c, R). Mathematically, the problem of finding the minimum enclosing ball (MEB) can be described as finding the center c and radius R of the smallest ball which encloses all the points in S. Clearly, x i ∈ B(c, R) if, and only if, c − x i 2 ≤ R 2 . Using this observation, the MEB problem can be cast as the following optimization problem:
which in turn can be reformulated as
Input: L φ as a conservative estimate of (i.e., no less than) the Lipschitz constant of ∇φ(u). Output: Two sequences c k and u k which reduce the duality gap at O(1/k 2 ) rate.
Since maximization over a finite set can be replaced by maximization over the unit simplex
where
, and b i = x i 2 . Clearly, f (c) can be identified with (4) by setting
It is easy to verify thatφ is l.c.g, whilê f is 2-s.c. Therefore, one can simply apply the algorithm of [6] to the adjoint φ(u) to obtain an algorithm which converges in O(1/ √ ) iterations [7] . We now specialize the algorithm to our setting and derive computational complexity bounds.
Our algorithm (see Algorithm 1) requires a σ 2 -strongly convex prox-function on Q 2 ; in our case we set d 2 (u) = σ 2 2 u 2 . We also need the following definitions:
c(u) = argmin
The adjoint gradient mapping [7] is defined as
According to [7] , after k iterations, the u k and c k output by Algorithm 1 satisfy:
where L φ denotes the Lipschitz constant of ∇φ(u), and D 2 := max u∈Q 2 d 2 (u). In our case Q 2 = ∆ n , which implies that
der to bound L φ we assume that x i ≤ D, and recall that A = max { Ac, u : c = 1, u = 1}, to obtain
, and each x i ≤ D we can refine the above bound
Plugging this and D 2 /σ 2 = 1 2 into (16) yields
after at most k ≥ 2D 1 iterations. What remains to establish a O(nd/ √ ) running time is to show is that each iteration of our algorithm, that is, computing (13), (14), and (15) requires at most O(nd) effort. This is shown in Appendix B.
Minimum Enclosing Convex Polytope
An extension of the MEB problem is the problem of the Minimum Enclosing Convex Polytope (MECP). Panigrahy [8] considers a slight variant of this problem whence, given a polytope of a fixed shape and orientation, we are allowed to translate and/or rotate and scale the polytope till it encloses all the points. His algorithm is on the same lines as that of the MEB, where he includes the most violating point at every iteration and shows that it converges to accuracy in O(1/ 2 ) iterations.
We look at the problem of finding the minimum magnification of a given fixed shape polygon that is required to enclose the set of points S = {x j } n j=1 at hand. We are only concerned with polytopes having finite number of sides. Any such convex polytope can be expressed as an intersection of a finite number of hyperplanes. In particular we write the equations of the hyperplanes as
where c is the center of the polytope about which it is magnified. An enclosing polytope is one for which w i , x j − c ≤ b i for all i and j. Then the problem can be recast as
where R is the scale of magnification of the polygon and Q 1 ⊂ R d is a bounded set. Writing w i = w i /b i we can rewrite the problem as, 
Computef µ (c k ) and ∇f µ (c k )
5:
Find y k = T Q 1 (c k ) 6 :
Update:
This problem can be set into Nesterov's setting, since it is equivalent to
with Q The algorithm for MECP (see Algorithm 2) proceeds in a similar way iteratively updating three variables, while reducing the duality gap after every iteration. The algorithm involves the calculation of f µ defined in (5) and its gradient which can be calculated conveniently for the MECP problem. The key difference with the Algorithm for MEB is that unlike the MEB problem wherê f (c) is strongly convex, here it is 0. Thus we are unable to use the previous approach and have to resort to an algorithm due to [5] which only gives us O(1/ ) rates of convergence.
Our algorithm requires a strongly convex prox function on both the spaces E 1 and E 2 this time. For the MECP problem we set d 1 (c) = 
where L is the Lipschitz constant of ∇f . We try to approximate f by using f µ defined in (5) which is also l.c.g with Lipschitz constant
where we assume w i ≤ D for all i.
According to [5] , after running N iterations of Algorithm 2 if we chooseĉ = y N andû = N i=0
2(i+1)
(N +1)(N +2) u(c i ) where u(c) is given by (13), then we have
Taking D 1 /σ 1 = D * and noting that D 2 /σ 2 = 1 2 just like MEB, we plug these values back in (21) to get
A sketch of the complexity of each iteration is given in Appendix D.
Conclusions and Future Work
We presented a new algorithm for the MEB problem whose running time is O(nd/ √ ). Unlike existing algorithms, which rely heavily on geometric properties or existence of coresets, our algorithm is motivated and derived purely from a convex optimization viewpoint. Not only does our treatment yield an algorithm better than the existing methods, but also casts a new light on the problem. In a similar vein we also cast the MECP problem as a nonsmooth optimization problem, and presented an algorithm whose running time is O(1/ ).
A natural question to ask is the following: Can our algorithms be extended to deal with arbitrary convex shapes? In other words, given an arbitrary convex shape can we find the optimal magnification and translation that is required to enclose the set of points {x j } n j=1 at hand. Unfortunately, a straightforward extension seems rather difficult. Even though every convex shape can be described as an intersection of half planes, the number of half planes need not be finite. In such a case our MECP algorithm, which crucially relies on the number of half planes being finite, is clearly not applicable.
Somewhat surprisingly, we are able to obtain a O(1/ √ ) algorithm for the MEB problem, even though a ball is made up of an intersection of infinitely many half planes. Clearly, the strong convexity of f plays an important role in this context. We are currently trying to characterize such problems. We believe that this investigation will lead to efficient algorithms for a number of other related problems.
Even though we are only beginning to scratch the surface on exploring connections between optimization and computational geometry, we firmly believe that this cross pollination will lead to exciting new algorithms in both areas.
Without loss of generality, we assume l i < u i and d i = 0 for all i. Also assume σ i = 0 because otherwise α i can be solved independently. To make the feasible region nonempty, we also assume
The algorithm we describe below stems from [9] and finds the exact optimal solution in O(n) time.
With a simple change of variable β i = σ i (α i − m i ), the problem is simplified as
We derive its dual via the standard Lagrangian.
Taking derivative:
Substituting into L, we get the dual optimization problem min D(λ, ρ
Taking derivative of D with respect to λ, we get:
The KKT condition gives:
Now we enumerate four cases.
This implies that l i = β i = u i , which is contradictory to our assumption. (25) and (23), we have l i = β i =d (25) and (23), we have u i = β i =d
ρ
In sum, we have ρ 
In other words, we only need to find the root of f (λ) in (26). h i (λ) is given by
Note that h i (λ) is a monotonically increasing function of λ, so the whole f (λ) is monotonically increasing in λ. Since f (∞) ≥ 0 by z ≤ i u i and f (−∞) ≤ 0 by z ≥ i l i , the root must exist. Considering that f has at most 2n kinks (nonsmooth points) and is linear between two adjacent kinks, the simplest idea is to sort d 2 i l i ,d 2 i u i : i ∈ [n] into s (1) ≤ . . . ≤ s (2n) . If f (s (i) ) and f (s (i+1) ) have different signs, then the root must lie between them and can be easily found because f is linear in [s (i) , s (i+1) ]. This algorithm takes at least O(n log n) time because of sorting.
However, this complexity can be reduced to O(n) by making use of the fact that the median of n (unsorted) elements can be found in O(n) time. Notice that due to the monotonicity of f , the median of a set S gives exactly the median of function values, i.e., f (MED(S)) = MED({f (x) : x ∈ S}). Algorithm 3 sketches the idea of binary search. The while loop terminates in log 2 (2n) iterations because the set S is halved in each iteration. And in each iteration, the time complexity is linear to |S|, the size of current S. So the total complexity is O(n). Note the evaluation of f (m) potentially involves summing up n terms as in (26). However by some clever aggregation of slope and offset, this can be reduced to O(|S|).
