SUMMARY
INTRODUCTION 1
Controlled source electromagnetic (CSEM) techniques use the electromagnetic energy of an ar-2 tificial transmitter for detecting contrasts in the subsurface electrical conductivity. The bulk con-3 ductivity of rocks is dominated by the content of pore fluids, owing to the typically strong contrast 4 between the highly resistive minerals and nonmineral substances, such as water, brine, or hydro-5 carbons. Even pore fluid substances can exhibit conductivity contrasts which are easily detectable 6 by CSEM methods. While saline formation water has a typical resistivity range between 0.5 and inversion, it also promises to alleviate data distortions in both amplitude and phase which might 1 otherwise have negative effects on CSEM inverse modelling.
2
After introducing the theory for both the CSEM inverse and forward problem, the grid sepa-3 ration technique is outlined. Key to this approach is a proper material averaging scheme to map 4 the conductivity parameters of the geological model to the computational grids used for the field 5 solution in the forward problem. Consequently, the inverse problem requires an inverse mapping 6 scheme to update the model parameters from the field solutions obtained on the computational sim-7 ulation grids. We have made experience with the material averaging scheme used in this study. In time-domain modelling scheme. This involved the averaging of material properties on a sequence 10 of coarser simulation grids.
11
We next present various marine CSEM imaging scenarios using synthetic data to demonstrate 12 the highly improved efficiency achieved by optimizing the simulation grids. This also includes
13
inversion examples where the source signature estimation problem is solved within the inversion 14 framework in order to correct for highly distorted data. At last, the inversion of real field data is 15 presented, where the grid separation method is also further demonstrated. We use a data set of the
16
Troll West Gas Province, located offshore Norway (Gray 1987) . These measurements have been 17 used for calibration purposes and modelling studies, since the data is known to contain strong 18 signals caused by a large hydrocarbon reservoir (Johansen et al. 2005; Hoversten et al. 2006) .
19

PROBLEM FORMULATION
20
We give a brief introduction of both the inverse and forward simulation problem. This shall provide 21 the necessary framework for the later outlined concept of separating the model parameter grid from 22 the computational simulation grids. A more detailed formulation of the EM inverse problem can 23 be found in the works of Newman & Alumbaugh (1997; 2000) and Newman & Hoversten (2000) .
24
The inverse problem is formulated by the minimization of the error functional,
26
where T* denotes the transpose-conjugation operator. In the above expression, the predicted and 
2
These vectors consist of electric or magnetic field values specified at the measurement points.
3
The predicted data are determined through solution of the forward modelling problem, discussed 4 below. We have also introduced a diagonal weighting matrix,¤£ ¦ ¥ § © £ ¦ ¥
, into the error functional to 5 compensate for noisy measurements; it is typically based on the inverse of the standard deviations 6 of the measurements. domain can be represented by the whole model space or a subset of it. Each cell has electrical con-10 ductivities, dielectric and magnetic permeability properties assigned to it. Here, we only consider 11 varying electrical conductivities as unknowns in the inverse problem.
12
To stabilize the minimization of equation (1) Moskow et al. (1999) . In principle, the method allows to compute edge con- ) .
10
In eq. (7), the inner arithmetic average produces the effective conductivity owing to a parallel 11 circuit of the conductors "
. Further, the outer sum represents a serial integration of the parallel 12 circuits along the total edge length " ! ")
. The averaging scheme is best illustrated in two dimen- 
In terms of the electric field, a Jacobian element is defined by ). Then eq. (10) becomes 
IMPLEMENTATION OF CONSTRAINTS
Here, is the representation of the model component in the transform space, and
Further, the transformed parameter is related to the original model parameter by the expression
Differentiating eq. (11) with respect to , utilizing eq. (12), yields
The hyperbolic secant function in eq. (13) is always positive and bounded and when squared is 11 similar to a normal Gaussian distribution. It achieves its maximum value of
For the second option of logarithmic parameters one has for the equivalent of eqs (11)-(13)
Using eq. (13) , since the overhead due to message passing becomes more and more 20 dominating.
21
To avoid a message passing overhead, a second level of parallelization is realized by distribut- 
SYNTHETIC MARINE CSEM SURVEY EXAMPLES
13
Synthetic inversion examples using data from a simulated marine environment are presented. The 
is estimated using the seafloor background conductivity (
S/m) and the highest employed Table 1 summarizes the details of all grids. The main purpose of 10 the synthetic data inversions presented here is a feasability study for adaptive simulation meshes.
11
Therefore, we choose a rather ideal starting model with the true background conductivity for all 12 inversions.
13
In the following, each imaging experiment shall be numbered consecutively. The configura-14 tion of the first synthetic imaging study, referred to as inversion 1, is shown in Fig. 2 . A single coarse-grid inversions needed 87 and 97 iterations, respectively, to reach a final data misfit of one.
10
Refer to Table 2 (Inversion number 1) for details about the computational resources used for this 11 result. While the coarser meshes enable a computational speed-up factor of 5.5, the final image
12
shows no significant deterioration, compared to the reference inversion, as can be seen in Fig. 5 .
13
In a typical imaging experiment, one might want to start inverting a subset of the data in order 14 to refine an image in a step-by-step fashion. In the next study (inversion 2), we demonstrate that shaped lateral image ("migration smile") also results from a lack of resolution. Obviously, the 6 lateral geometry of the target that can be recovered will be highly dependent on the survey cov-7 erage. Hence, high resolution 3D imaging of marine CSEM measurements will require spatially 8 exhaustive data volumes such as those generated by multiple sail lines over the target.
9
A third imaging study (inversion 3) uses data from six profiles in a radial configuration (Fig. 8) .
10
A similar survey layout with a larger number of transmitter sail lines, was used in an imaging data points. The larger data set requires more inversion iterations in order to achieve the target 16 misfit (Fig. 9) . In a preliminary study, we observed very similar results between reference and input data, the endpoint positions of the computational sources are modified according to Table 3 .
5
The two left columns list the true endpoints used for the synthetic data generation, and the two SSC, where both the non-preconditioned and preconditioned inversions produce similar images.
21
No resistive target appears in these images. Using the scaling factor (c), the resistor appears very 22 faintly a few hundred meters above the true target. A strong yet distorted image of the reservoir is 23 obtained when using both SSC and PC.
24
Although great solution improvement is achieved by using the SSC in a preconditioned inver-25 sion, one would have to exercise caution when interpreting the image. First, it has to be repeated 26 that the strong data distortions simulated here can only be represented partly by the source signa-27 ture. Second, the activation of deeper model regions by the PC may be stronger than desired. We note that the shown results using the SSC is a rather exploratory study, demonstrating its potential We present a field example using seabed logging data from the Troll West Gas Province (TWGP).
6
This hydrocarbon reservoir is part of the large Troll Field complex, located offshore Norway.
7
Details about the exploration site are given by Gray (1987) , and the CSEM survey is outlined in 8 detail by Johansen et al. (2005) . Here, we give a summary about both the survey and the reservoir 9 characteristics. The survey layout is further illustrated in Fig. 15 (a and b) . the noise content of the data belonging to the frequency 1.25 Hz is relatively high. Hence, we 7 decided to exclude this data from the inverted data set.
8
In a preliminary modelling study, similar to the one outlined by Johansen et al. (2005), we 9 found that bathymetry effects are negligible compared to the relatively large reservoir response.
10
The maximum vertical difference between the source positions is 4 m over a source profile of more 
15
Uniform model smoothing is applied within the whole inversion domain, using a regularization
. Because of the large target size, no bathymetry, and a rather moderate 17 background conductivity variation within the model, a rather coarse modelling mesh can be used.
18
We believe that, expressed in terms of the principle of Occam's razor, it is favorable to limit the 19 number of model unknowns, thus countering to some degree the solution non-uniqueness of the 20 ill-posed inverse problem.
21
Again, the design of a proper modelling mesh and simulation meshes for both employed fre-
22
quencies is based on skin depth estimations, as outlined in section 6. All mesh details are sum-23 marized in Table 4 . While the simulation grid stretching, with the minimum and maximum cell 24 sizes also given in Table 4 , is constant for all sources of the same frequency, a separate simulation We stopped the inversion (given number 5 in Table 2 ) after 172 iterations, when no more the inversion result reveals a larger reservoir thickness than indicated by the exploration well data.
5
Note, however, that no further constraints in the form of sharp-boundary horizons were enforced.
6
Although rather speculative, it shall also be noted that the image may reveal a wider reservoir by a red question mark in the section).
11
CONCLUSIONS
12
We have made significant progress in further reducing the computationally high demands of large-
13
scale CSEM inverse problems. Being able to separate the simulation space from the model space, show that 3D CSEM inversion is now feasible within reasonable times, using mid-sized, parallel 24 cluster computers.
25
The efficient usage of computer resources by combining two different levels of parallelization 26 is further essential for treatment of data sets of arbitrarily large sizes.
Both the synthetic results and field data inversion examples show relatively sharp images of 1 the known resistive targets. Here, using proper parameter constraints has proven to be extremely 2 valuable in avoiding conductivity overshoots, which are prone to happen in unbounded inversions, 3 particularly in the case of noisy data.
4
Including the source signature estimation problem, as shown in the synthetic studies, indicates 5 significant potential for correcting for unwanted data distortions directly within the imaging pro-6 cess. Although a potentially very useful additional tool, it has to be emphasized that a careful data 7 preprocessing still remains very important to ensure maximum data integrity. (2005) . The geological section also includes the resistivity data from exploration well 31/2-1, which is located off the profile.
