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Recall the following well-known fact. Let G be an reductive affine algebraic group acting on an affine variety. If the orbit G · x is closed then G x is reductive, see [BHC62, Theorem 3.5] or [RS90, Theorem 4.3]. We will choose F = G x for a particular x ∈ V . Then H ∩ F = H ∩ G x = H x . Once it is shown that H x is not reductive, the orbit H · x cannot be closed by the fact stated above.
Consider G = SL 6 (C) acting on V = 2 C 6 ≃ so(6, C). This is the usual action and is described as follows. For M ∈ so(6, C) and g ∈ SL 6 (C), the action is defined as g ·M = gM g t . The subgroup H = SL 2 (C) is imbedded as the upper left 2 × 2 block.
Let v ∈ V be the block diagonal matrix consisting of the blocks J = 0 1 −1 0 along the diagonal. That
Since G v is reductive, G x = gG v G −1 is also reductive. One can compute H x to show that H x ≃ C a = 1 a 0 1 .
This group is clearly not reductive and we have the desired example.
Technical Lemmas
We recall the definition of varieties and morphisms which are defined over R. This is the setting that we will primarily work in. See [Bor91, § §11 − 14] or [Mar91, Chapter 1, 0.10] for more information on varieties and k-structures on varieties.
Definition 7 (Real points of affine subvarieties). An affine subvariety M of C n is the zero set of a collection of polynomials on C n . The variety M is said to be defined over R if M is the zero set of polynomials whose coefficients are real. Thus C[M ] = R[M ] ⊗ R C. The real points of M are defined as the set M (R) = M ∩ R n ; we call such a set a real variety.
Definition 8 (R-structures).
Given an abstract affine variety X, one defines a R-structure on X by means of an isomorphism α : X → M . A morphism f : X → Y of R-varieties is said to be defined over R if the comorphism f
. Additionally, we define the real points of X to be
Remark. Let M ⊂ C m and N ⊂ C n be subvarieties defined over R. Then f : M → N being defined over R implies f (M (R)) ⊂ N (R). To obtain the converse one needs M to have an additional property that we call the (RC) property, see Definition 9. We state the converse after defining this property.
We observe that a variety can be endowed with many different real structures.
Definition 9.
[RC -property] Let X be a complex variety defined over R. We say that X has the (RC) property (real-complexified) if the real points X(R) are Zariski dense in X.
This scenario arises precisely if one begins with a real variety Z ⊂ R n and considers the Zariski closureZ ⊂ C n . HereZ has the (RC) property; see [Whi57] for an introduction to real varieties and their complexifications.
Proposition 10. Let M ⊂ C m and N ⊂ C n be subvarieties defined over R. Assume that M has the (RC)
This result is useful but not needed in our proofs; we postpone the proof of this proposition till the end. One immediately sees that the same holds more generally for abstract affine varieties with R-structures. That is, let X, Y be complex affine varieties defined over R and f : X → Y a morphism. Assume that X has the (RC) property. Then f is defined over R if and only if f (X(R)) ⊂ Y (R). Often we will simply say that f : X → Y is defined over R, or f is an R-morphism, when both varieties and the morphism are defined over R.
Lemma 11. Let X be a complex affine variety and G a complex reductive affine algebraic group acting on X, with all defined over R. Then G(R) acts on X(R) and for x ∈ X(R) the orbit G(R) · x is Hausdorff closed in X(R) if and only if G · x is Zariski closed in X.
Remark. It is well-known that G · x is Hausdorff closed if and only if it is Zariski closed, see [Bor91] . Notice that the above situation arises when we have a real algebraic group acting on a real algebraic variety. This lemma has been proven for linear G actions, see [BHC62, Proposition 2.3] and [RS90] ; we reduce to this case.
Proof. Let G and X be as above. It is well-known that there exists a complex vector space V (defined over R), a closed R-imbedding i : X ֒→ V , and a representation T : G → GL(V ) defined over R such that i(gx) = T (g)i(x) for all g ∈ G, x ∈ X. See [Bor91, I.1.12] for the construction of such an imbedding.
As all of our objects are defined over R we see that G(R) acts on X(R), i(X(R)) ⊂ V (R), and T : G(R) → GL(V (R) is a real linear representation of G(R), cf. the remark before Definition 9.
Now take x ∈ X(R). We have the following set of equivalences
Quotients
Recall that if F is a complex reductive affine algebraic group acting on a complex affine variety X, there exists a "good quotient" X//F from Geometric Invariant Theory (GIT). Here X//F is an affine variety together with a quotient morphism π : X → X//F which is a regular map between varieties. The variety X//F has as its ring of regular functions
F , the F -invariant polynomials on X. Moreover, the quotient map is the morphism corresponding to the injection
for a detailed introduction to Geometric Invariant Theory and quotients.
Good quotients are categorical quotients (see [New78, Chapter 3]). As a consequence they possess the following universal property which will be needed later. Let φ : X → Z be a morphism which is constant on F -orbits. Then there exists a unique morphism ϕ : X//F → Z such that ϕ • π = φ.
Our application of GIT quotients is the following. Let G be a reductive group and F a reductive subgroup. The group F acts on G via f · g = gf −1 . This gives a left action of F on G such that every orbit is closed. In this way the GIT quotient G//F is a parameter space; that is, every F -orbit is closed. If one considers the analytic topologies on G and G//F one readily sees that G//F and G/F (with the usual Hausdorff quotient topology) are homeomorphic. In this way we endow G/F with a Zariski topology. Here and in later discussion we identify the coset space G/F with the variety G//F . Moreover, it will be shown that the natural G-action on G/F is algebraic.
Richardson and Slodowy [RS90] have shown the following Proposition 12. Let G be a reductive algebraic group acting on X so that G, X, and the action are defined over R and consider the quotient morphism π : X → X//G. Then π is defined over R and π(X(R)) ⊂ (X//G)(R) is Hausdorff closed.
In general one cannot expect π(X(R)) to be all the real points (X//G)(R). However, we make the following simple observation.
Lemma 13. If X has the (RC) property, then so does X//G. In fact π(X(R)) is Zariski dense in X//G.
The first statement is proven in [RS90] and the second statement is a special case of a more general statement: Let f : X → Y be a regular map and Z a Zariski dense set of X, then f (Z) is Zariski dense in f (X).
Proposition 14. Let G be a reductive algebraic group defined over R and H, F algebraic reductive subgroups defined over R. Then the action of H on G/F is defined over R.
Before presenting the proof of this proposition we state the following useful lemma.
Lemma 15. Let H × F act on a variety X, where H, F , X, and the actions are defined over R. Then there is a unique H action on X//F defined over R which makes Diagram A (below) commute. Proof of lemma. Since H × F acts on X we can consider the F action on H × X. We claim that the map π 1 = id × π 2 : H × X → H × (X//F ) is a good quotient; where π 2 : X → X//F is a good quotient. Here X//F is the variety whose ring of regular functions is C[X]
F , the F -invariant polynomials of C[X]. For a detailed introduction to quotients, see [New78, Chapter 3] .
To show that H × (X//F ) is the desired quotient, we will show that
There is a natural identification between
and under the natural identification described above, the map (id × π 2 ) * corresponds to id
. This map id * ⊗ π * 2 is the inclusion map and is an isomorphism onto
F . Thus, (id × π 2 ) * is the inclusion map and maps
F . We have shown the following.
Consider the following diagram. Let m 1 denote the morphism corresponding to H-action on X. Since π 2 • m 1 is constant on F -orbits, by the discussion above concerning quotients, there exists a unique map m 2 which factors and makes the diagram commute.
where π 1 = id × π 2 is the quotient of the F action on H × X, f · (h,
F we have
Thus, m 2 : H × (X//F ) → X//F is defined over R, or equivalently, the H action on X//F defined by m 2 is defined over R. The uniqueness of the H-action on X//F is equivalent to the uniqueness of the map m 2 in Diagram A.
Proof of the proposition. Once it is shown that the G-action on G/F is defined over R, it will be clear that the H-action is also defined over R. We apply Lemma 15 in the setting that G is a reductive group, H = G, X = G, and F is a reductive subgroup of G.
Since G is an algebraic group defined over R, the action G × F on G defined by (h, f ) · g = hgf −1 is defined over R, where h, g ∈ G, f ∈ F . Recall that G/F is the GIT quotient G//F under the F action listed above (notice all the orbits are closed, hence the usual topological quotient coincides with the algebraic quotient). The unique H-action described in Lemma 15 is precisely the standard action of G on G/F . Thus we have shown that the usual action of G on G/F is algebraic and defined over R.
3 Transitioning between the real and complex settings: Proof of Theorem 1
First we remark on how one obtains Theorem 1 for real algebraic groups once it is known for complex groups. Let G, H, F be the same as in Theorem 1 but with real groups instead of complex groups. Let G C denote the Zariski closure of G in GL(n, C); this variety is a complex algebraic subgroup of GL(n, C). It follows that G is the set of real points of G C , and we call G C the algebraic complexification of G. Likewise, H, F are the real points of their complexifications H C , F C . Here all of our objects have the (RC)-property. Consider the G-equivariant imbedding i : G/F → G C /F C , defined by i : gF → gF C , and the quotient π :
We view G/F as a subset of G C /F C via i and we note that i(G/F ) = π(G).
As G/F ≃ π(G) and G = G C (R), we see that G/F ⊂ (G C /F C )(R) and is Zariski dense in G C /F C (see Proposition 12 and Lemma 13). Moreover, assuming the theorem is true in the complex setting, there exists a Zariski open set O ⊂ G C /F C such every point in O has a closed H C orbit. G/F being Zariski dense intersects O and so, by Lemma 11, we see that all points of G/F ∩ O have closed H-orbits in G/F . This proves Theorem 1 in the real case.
To prove the theorem for complex groups, we take advantage of certain real group actions. Let G be a complex reductive group and U a maximal compact subgroup. We can realize U as the fixed points of a Cartan involution θ. Moreover, there exists a real structure on G so that U is the set of real points of G (see [BHC62, Remark 3.4] ). Observe that G has the (RC) property as G is the complexification of its compact real form U . We state this below.
Lemma 16 (Weyl's Unitarian Trick). Let G be a complex reductive group and U a maximal compact subgroup. Then U is Zariski dense in G.
Lemma 17. We may assume that H, F from our main theorem are θ-stable.
Proof. It is well-known that there exist conjugations g 1 Hg −1 1 and g 2 F g −1 2 so that these conjugates are θ-stable, see [BHC62] or [Mos55] . So to prove the lemma, we just need to show that the theorem holds for H, F if and only if it holds for conjugates of these groups.
Observe that G/F and G/(g 2 F g −1
2 ) are isomorphic as varieties via conjugation by g 2 : gF → (g 2 gg
2 ). We denote this map by C(g 2 ). Also observe that G acts via left translation on G/F by variety isomorphisms. Thus the left translate of a closed set in G/F is again a closed set G/F . For k ∈ G we have (g 1 Hg
1 kg 2 F and this is closed if and only if Hg
Thus the g 1 Hg
2 ) if and only if the H-orbit of g
We continue the proof of Theorem 1. Now that H, F are θ-stable, and U = F ix(θ), we know that their maximal compact subgroups U H = U ∩ H, U F = U ∩ F are contained in U . Moreover, since U = G(R), the compact subgroups U H , U F are the real points of the algebraic groups H, F . Observe that H, F have the (RC) property as their maximal compact subgroups are the real points. For a proof of the following useful fact in the complex setting see [New78] . For an extension to the real setting see Section 2 of [Jab08] .
Proposition 18. Let G be a real or complex linear reductive algebraic group acting on an affine variety X. If there exists a closed orbit of maximal dimension, then there is a Zariski open set of such orbits.
Proof of Theorem 1. We apply the above proposition to the action of H on the affine variety G/F . Note that G/F is affine as G is reductive and F is reductive (see [BHC62, Theorem 3.5]).
As the F -action on G is defined over R, the quotient G/F is defined over R. Since our objects have property (RC) the image of the real points of G is dense in G/F by Lemma 13; that is, U/U F ⊂ G/F is dense. Here, as before, we are identifying U/U F with the image of U under the quotient G → G/F .
Moreover, Proposition 14 shows that the H-action on G/F is defined over R. If we let O denote the set of maximal dimension H-orbits in G/F , then O ∩ (U/U F ) is non-empty. However, U H is the set of real points for H and every U H orbit in U/U F is closed (since they are all compact). Therefore, every point in O ∩ (U/U F ) has a closed H-orbit by Lemma 11 and we have found a closed H-orbit of maximal dimension.
Applying Proposition 18 we see that generic H-orbits are closed.
Proofs of Corollaries
We note that the proofs of all results below, except for Proposition 10, are valid in the real and complex cases simultaneously.
Proof Corollary 2. Theorem 1 provides some point kF ∈ G/F which has a closed H-orbit. Take g ∈ G and consider the point gkF ∈ G/F . The H-orbit of this point is (H · gk)F = (g g −1 Hgk)F = (g Hk)F which is closed as the G action on G/F is by variety isomorphisms. Hence every H-orbit in G/F is closed as G acts transitively on G/F .
We prove the second statement of the corollary using Corollary 4 (which is proven below). In the proof of this corollary it is shown that if G · v is closed in V , then there exists g ∈ G such that Hgv is closed in V . But now Hgv = gHv by the normality of H. Moreover, gHv is closed in V if and only if Hv is closed in V as G acts by isomorphisms of the vector space. This proves the second part of the proposition.
Proof of Corollary 4. We prove the second statement first. Take v ∈ V such that G · v is closed. It is well-known that G v is reductive, see, e.g., [RS90, Theorem 4.3] or [BHC62, Theorem 3.5]. The orbit G · v is G-equivariantly isomorphic to the affine variety G/G v . Thus the H-orbit H · gv ⊂ G · v ⊂ V corresponds to H · gG v ⊂ G/G v and for generic g these H-orbits are closed by Theorem 1. This proves the second statement.
For the first statement, let
The set O is a nonempty Zariski open set and by hypothesis U contains a nonempty Zariski open set. Pick w ∈ O ∩ U. For generic g ∈ G, the orbit H · gw is closed by the argument of the previous paragraph. Moreover, gw ∈ O ∩ U for generic g ∈ G. Thus there exists some point gw which has a closed H-orbit of maximal dimension. Therefore by Proposition 18 generic H-orbits in V are closed.
Proof of Corollary 5. Take v ∈ V and w ∈ W which both have closed G-orbits. Then the G × G orbit of (v, w) is closed in V ⊕ W . Now consider the diagonal imbedding of G in G × G. In this way, G acts on V ⊕ W and since generic G × G-orbits in V ⊕ W are closed, we see that generic G-orbits in V ⊕ W are also closed by Corollary 4.
Proof of Corollary 3. Let G be a reductive group and let H, F be reductive subgroups. There exists a representation V of G such that the reductive subgroup F can be realized as the stabilizer of a point v ∈ V and such that the orbit G · v is closed, see [BHC62, Proposition 2.4].
By Corollary 4, we know that H · gv is closed for generic g ∈ G. Thus H gv is reductive for generic g ∈ G. But H gv = H ∩ G gv = H ∩ gG v g −1 = H ∩ gF g −1 and we have the desired result.
Proof of Proposition 10. First we remark on the direction that does not require M to have the (RC) property; that is, if f : M → N is defined over R then f (M (R)) ⊂ N (R). To see this direction write f = (f 1 , . . . , f n ), where f i : C m → C. These component functions are precisely f i = f * (π i ) where π i is projection from C n to the i-th coordinate. Since this projection is defined over R we see that the f i take real values when evaluated at real points. That is, f (M ∩ R m ) ⊂ N ∩ R n . Now assume M has the (RC) property and let f : M → N be a morphism of varieties such that f (M (R)) ⊂ N (R). We will show f * (R[N ]) ⊂ R[M ]; that is, f is defined over R. We can describe the polynomial f by its coordinate functions, f = (f 1 , . . . , f n ) where f i : C m → C and f i | M∩R m → R. Let f i denote the polynomial whose coefficients are the complex conjugates of those of f i , then we have 
