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Thesis summary
Engineering and science nowadays require accurate, fast, reliable and ef-
cient evaluations of several quantities of interest: displacement, stresses,
strain, temperature or heat ux, etc. in engineering systems. In the eld of
dental implant research, the conditions of dental implant-bone interfacial
tissues have received large interest from the research community. One of
the popular ways to assess such conditions is the nondestructive evalua-
tion, where one measures the displacement responses of a dental implant
system when it is applied some stimulating forces in the time domain. In
this work, we focus on the development of nite element approximations,
reduced basis approximations and inverse techniques for material proper-
ties identication of implant-bone interfacial tissues in simulation dental
implant systems.
We rst introduce our experimental work and characterize the main
features of our in vitro model in order to approximate numerically that
model. We then build the nite element approximation for the in vitro
model taking into consideration that the model problem is governed by a
second-order linear hyperbolic partial dierential equation. We then es-
tablish reduced basis (RB) approximations using the Proper Orthogonal
Decomposition (POD){Greedy algorithm for \optimal" basis selection and
the Galerkin projection for stable and fast convergence. This combination
of RB{POD-Galerkin enables extremely fast and reliable computations of
displacement responses for a large range of material properties parameters,
leading to practically a real-time online model. In the inverse analysis, the
reduced basis approximation for a dental implant-bone model is incorpo-
rated in the Levenberg{Marquardt{Fletcher (LMF) algorithm to enable
rapid identication of unknown material properties. We integrate the RB{
LMF computation strategy into two model problems of dental implants:
the one-layered interfacial tissue problem and the three-layered interfa-
cial tissue problem. We nally present numerical results and demonstrate
that the RB{LMF strategy is extremely fast, ecient, reliable and robust
viii
against several levels of contaminated-noise.
Keywords: reduced basis approximation, oine-online procedure, POD{
Greeedy algorithm, dental implant, inverse analysis, Levenberg{Marquardt{
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Science and engineering nowadays are well developed: most natural phe-
nomena are modeled or governed by partial dierential equations (PDEs).
Engineers' and scientists' tasks are to solve the PDEs eciently and accu-
rately to study and understand the behavior of those phenomena. Previ-
ously, the solutions of PDEs by conventional analytic methods were rather
limited in some special cases due to the inherent complexity of PDEs them-
selves. In recent decades, however, the strong development of computers
allows the PDEs to be numerically and approximately solved by numerical
simulation with very high accuracy. Hence, the role of numerical simulation
in engineering and science has become increasingly important today.
In numerical simulation, engineering systems or components are gov-
erned mathematically by a set of PDEs and related boundary conditions,
followed with a mathematical model and solutions given by numerical
methods. In many cases, however, we are not interested in the solutions
(eld variables) of the whole system model; we are rather interested in
some outputs that describe the characteristics of the system (or compo-
nent). Typical outputs include energy, forces, critical stresses or strain,
owrates, pressure drop, temperature and ux. . . These outputs are func-
tions of system parameters, or inputs, that characterize the system con-
gurations, such as geometry, material properties, loads, or environment
settings. Therefore, the system's relevant behavior can be described com-
1
pletely by an implicit input-output relationship.
Conventional numerical methods such as the nite element method
(FEM), nite dierence method (FDM) and boundary element method
(BEM) are powerful tools, but they are also time-consuming as physical
problems become more complex. These computational methods prove in-
adequate, especially in the contexts requiring real-time responses or many
queries, for example, engineering optimization, adaptive design and pa-
rameter identication. In particular, the parameter identication of elas-
todynamic problems in the time domain frequently requires many com-
putations of displacement outputs. If the considered structures are very
complex, computational time can be unacceptably long { leading to im-
possible practical applications.
The purpose of this thesis is twofold. The rst goal is to develop
numerical methods that provide fast and reliable evaluations of PDEs
input-output relationships, in particular, the evaluations of displacement
responses of elastodynamic models in the time domain. The second goal
is to apply the developed methods for the numerical analysis of inverse
problems in dental implant research, which requires real-time responses
and many-queries evaluations.
To motivate our methods, we consider two following examples.
1.1 Motivation
Osseointegration is a slow process of structural and functional connections
between living bone and dental implant surfaces [1]. Based on the stiness
of this connection zone (or the degree of osseointegration), clinicians will
decide on eective treatment for patients. Hence, the conditions of implant-
bone interfacial tissues are of importance. From a mechanical viewpoint,
the material properties of interfacial tissues are the most important indi-
cators because of their direct relationship to the osseointegration.
A number of methods were proposed to identify the tissue properties
of dental implant-bone structures with in vitro and in vivo studies [2].
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Examples are the radiographic observation method [3], the clinical percus-
sion testing (impact testing) [4, 5, 6] and the resonance frequency analysis
(RFA) [7, 8]. Among these methods, the RFA is adopted and extensively
used in many dental implant studies [8, 9, 10]. In the area of nondestruc-
tive evaluation (NDE), there are attractive methods applicable to identify
tissue properties in dental implant-bone structures. An example is the in-
verse analysis method by Deng et al. [11, 12, 13] and Zaw et al. [14]. Such
methods incorporate a forward computational method (e.g., FEM) to an
inverse procedure (e.g., neural network) to identify the material properties
of interfacial tissues. However, the method by Deng et al. [13] was based
on the FEM which is very time-consuming for complex implant-bone sys-
tems, while the method by Zaw et al. [14] was performed in the frequency
domain for elastostatic model problems. Thus, a fast and reliable inverse
analysis method in the time domain for elastodynamic model problems is
of challenge.
1.1.1 The Dental Implant Problem with One-layered
Interfacial Tissue
Figure 1-1: The 3D simplied FEM model and its sectional view of a dental
implant-bone system with one-layered interfacial tissue.
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We consider a dental implant-bone structure as shown in Fig.1-1. The
model consists of ve regions: the cortical bone 
1, the cancellous bone 
2,
the interfacial tissue 
3, the dental implant 
4 and the steel screw 
5. The
bottom half of the structure is xed (i.e., a Dirichlet boundary condition) to
model real human gums (jaws). The material properties: Young's modulus




5 are known, while
that of the region 
3 are unknown to simulate an osseointegration process.
Our purpose is to identify the material properties of this interfacial tissue
noninvasively. In order to achieve this goal, we shall base on the principle
similar to that of modal analysis [5]: we apply a small exciting force to
the screw and then base on the screw's displacement response, we can
identify the unknown material property of the corresponding interfacial
tissue (all operations are performed in the time domain). This is actually
an optimization problem that requires many input-output relationships
(many queries) and happens in the real-time context.
For the forward problem, a damped linear elastodynamic equation shall
govern the dynamic behavior of our dental implant-bone structure. In par-
ticular, the displacement eld u(x; t) is governed by the damped linear
elastodynamic PDE [15]: in the space-time domain 
  [0; T ], the dis-
placement eld u(x; t) satises the following equilibrium state
ui;tt + ui;t = ij;j + bi in 
 [0; T ]; (1.1)
where the generalized Hooke's law is modied to account for stiness pro-
portional eects, namely,
ij = cijkl(u(k;l) +  _u(k;l)); (1.2)
with the Dirichlet boundary condition
ui = 0 on @

D; (1.3)
and zero initial conditions
4




(x; 0) = 0; 8x 2 
: (1.5)
In the above equations (1.1){(1.5), t is the independent time variable, 

denotes the considered spatial domain, @
D is the Dirichlet boundary, ij
is the stress, bi is the external force, cijkl is the constitutive elasticity tensor,
u(k;l) denotes the partial derivatives
@uk
@xl
, _u denotes the time derivative of
u, and  and  are the mass and stiness proportional Rayleigh damping
coecients, respectively. (We adopt the Rayleigh damping assumption to
simulate the structure's damping behavior.)
We are interested in evaluating the \output" which is dened as the
displacement responses of a point on the screw (this point is also called
the \output point")
s(; t) = `(u(; t)); (1.6)
where   (E;; ) is the \input" problem parameter that species the
Young's modulus and Rayleigh damping coecients of the interfacial tissue

3, ` is an appropriate output functional. The equation (1.6) is exactly
the \input-output relationship" mentioned previously.
For the inverse analysis, having given the time history of a displacement
response of the output point, we aim to nd the unknown material property
 of the interfacial tissue 
3 that created such a (displacement) response.




(si()  smi )2; (1.7)
where sm is an observed/measured displacement response, s() is a com-
puted displacement response associated with an input parameter , i is a
time index and K is the total number of discrete time steps.
As we can roughly observe, the calculation of s(; t) in (1.6) given a
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value of  require the solutions of the governing equation (1.1), which
in general cannot be obtained analytically. Alternatively, if classical dis-
cretizations and numerical methods such as FEM were used to solve (1.1),
computational cost would be prohibitively high. Finally, the optimization
problem (1.7) shall require numerous evaluations of s(; t) for dierent val-
ues of . In short, these diculties pose challenges in solving such a dental
implant problem.
1.1.2 The Dental Implant Problem with Three-layered
Interfacial Tissue
Figure 1-2: The 3D simplied FEM model and its sectional view of a dental
implant-bone system with three-layered interfacial tissue.
We consider a dental implant-bone structure as shown in Fig.1-2. The
interfacial tissue now is divided vertically into three sublayers: the bottom,
middle and top tissue layers, respectively. The model now consists of seven
regions: the outermost cortical bone 
1, the cancellous bone 
2, the bot-
tom tissue 
3, the middle tissue 
4, the top tissue 
5, the dental implant

6 and the steel screw 
7. The bottom half of the structure is xed by the
Dirichlet boundary condition. The material properties: Young's modulus





known, while that of the regions 
3, 
4 and 
5 are unknown and may be
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dierent to model the osseointegration processes. Our purpose is to iden-
tify the material properties of these interfacial tissue layers noninvasively.
In order to achieve this goal, we shall use the same principle and method
as described in Section 1.1.1 above. The work still consists of two stages:
the forward and inverse problems with constitutive equations and relations
(1.1){(1.7). In particular, the forward problem shall provide the fast and
reliable input-output relationship (1.6) that is based on solving the govern-
ing equation (1.1); while the inverse analysis incorporates that relationship
into an inverse procedure to inversely nd the unknown material property
 that minimizes the objective function S() in (1.7).
1.1.3 Computational Challenges
The two applications above have the common features: they all require
the computations of output displacement responses, which highly depend
on input parameters that characterize the models. In addition, the pa-
rameter estimation inverse problem requires many repeated and accurate
evaluations of output displacement responses for dierent values of input
parameters.
Toward this end, the motivation is now clear: we want to develop re-
duced basis (RB) approximations for the elastodynamic PDE that shall
allow the fast and reliable input-output relationship; and then to incorpo-
rate such relationship into a proper inverse procedure to inversely identify
\unknown" material properties.
1.2 Literature Review
1.2.1 Review of Methods to Assess Implant Stability
Fig.1-3 illustrates a typical real tooth structure and a corresponding dental
implant structure. In general, a dental implant structure consists of host
bone, an implant, an abutment and a single articial crown. Host bone
consists of two major parts: cortical bone and cancellous bone. Cortical
7
Figure 1-3: A typical real tooth structure (left-half) and a corresponding
dental implant structure (right-half).
bone is denser and covers outer while cancellous bone is less dense and
inner layer. Cancellous bone is also referred to as \trabecular" due to its
strut network microstructure [16]. Depending on various locations, ages,
genders, health statuses, etc., human bone density can vary in the range
of 1.7{2.0 g=cm3 for cortical bone and 0.23{1.0 g=cm3 for cancellous bone
[17].
In practice, a treatment process to insert an implant is described as
follows. A clinician rst drills a hole at a surgical site which locates a
missing real tooth (that needs to be replaced) inside a patient's oral. An
implant is then inserted into the hole and xed properly. Naturally, the
implant-surrounding bone produces slowly a tissue layer that covers the
implant and hardens over time (the osseointegration process). The pa-
tient is not allowed to load this implant during this slow healing period
(the osseointegration process) which normally lasts a few months. After
a few months of treatment, the clinician now needs to check on whether
the osseointegration is completed. Once the implant is completely osseoin-
tegrated, the clinician can then tighten an articial crown on top of the
implant (through an abutment), and that dental implant can function nor-
mally as a replacement for the missing real tooth. Obviously, determining
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the stiness of the implant-bone interfacial tissue is the most important
step to decide when the implant can operate normally. Patients wouldn't
like a too long healing period due to inconvenience, while too short time
of healing may be not enough for the osseointegration to complete.
Historically, microscopic and histologic analysis were main standard
methods to assess the degree of osseointegration. However, due to the
invasiveness of the histologic method, various methods have been proposed:
the radiograph analysis, cutting torque resistance test, reverse torque test,
modal analysis and resonance frequency analysis. These methods were
analyzed and discussed very thoroughly in the work of Atsumi et al. [18].
In the following, we shall review briey these methods based on the work
of Atsumi et al. [18].
Radiographic Analysis
Figure 1-4: 1  2mm crestal bone loss in a dental implant.
The radiographic analysis is a noninvasive method that can be used at
any time points during a healing period. In the radiographic analysis, a
bitewing is used to measure a crestal bone level, which was suggested as an
indicator for successful implants. In particular, Smith et al. [19] reported
that an average crestal bone loss of 1:5mm can be expected in the rst
year after implant insertion, and 0:1mm bone loss in subsequently annual
years (Fig.1-4). However, as pointed out in [18], the main disadvantage
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of this method is that the panoramic view of a bitewing does not provide
any information on both bone quality and bone density. (As indicated
in [7], good bone quality and high bone density are the most important
factors that lead to good implant stability.) Thus, other qualifying and
quantifying methods have been proposed to replace this method.
Cutting Torque Resistance Analysis
The cutting torque resistance analysis (CRA) was originally developed by
Johansson et al. [20]. In the CRA, one measures the energy required for an
electric motor in cutting o a unit volume of bone during implant surgery
(or the hole drilling process). This energy is shown to be signicantly
correlated to bone density, which was suggested as one of the factors that
signicantly inuences implant stability (the other factor is bone quality).
A torque gauge incorporated within the drilling unit is used to measure
the cutting torque in Ncm to indirectly represent J=mm3. The greater
this implant insertion torque value is, the greater bone density and better
bone quality are; and hence good osseointegration can be ensured later.
However, the major limitation of the CRA is that it does not give any
information on bone quality until the osteotomy site is prepared.
Reverse Torque Test
The reverse torque test (RTT) is an invasive method, which was originally
proposed by Roberts et al. [21] and developed by Johansson et al. [22]. The
RTT measures the \critical" torque value where a bone-implant contact
(BIC) is destroyed. This will indirectly indicate the degree of BIC in a
given implant. In the study of Johansson et al., a reverse torque was
applied to remove implants placed in the tibiae of rabbits 1, 3, 6, and 12
months postsurgery. Reverse torque values showed that greater BIC could
be achieved with longer healing time. In the work of Sullivan et al. [23],
the removal torque value (RTV) as an indirect measurement of the BIC
was reported to range from 45 to 48 Ncm in 404 clinically osseointegrated
10
implants in humans. However, the main disadvantage of this method is
destructivity; hence it has been used mainly in experiments.
Modal Analysis
Modal analysis measures the natural frequencies or displacement signals
of an object in resonance states. Resonance states are created by external
steady-state waves or transient impulse forces. In other words, modal
analysis is in essence vibration analysis. Modal analysis is used widely in
both models: theoretical and experimental analysis (Table 1.1).
Table 1.1: Implant stability measurement based on modal/vibration anal-
ysis
Theoretical Modal Analysis Experimental Modal Analysis




Percussion test A percussion test is one of the simplest methods that
can be used to determine the level of osseointegration. A conclusion on
the degree of osseointegration is made based on the sound heard upon
the percussion between a metallic instrument and an implant. A clearly
\crystal" sound indicates successful osseointegration, while a \dull" sound
might imply no osseointegration. Obviously, this method depends heavily
on clinician's experience and subjective belief. Therefore, it cannot be used
as a standard testing method.
Impact hammer method The impact hammer method is an improved
version of the percussion test. In this method, the sound generated from
the contact between a hammer and an object is processed through a fast
Fourier transform (FFT) for characteristic analysis. One has improved the
receiver by using various devices, such as a microphone, an accelerometer,
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or a strain gauge; and by processing the detected responses with a FFT,
one can obtain various physical quantities, such as displacement, velocity,
acceleration, frequencies. . . Periotest is one of the current mobility testers
designed according to the impact hammer method.
Periotest
(a) (b)
Figure 1-5: (a) A typical Periotest device. (b) The plot of a deceleration
signal measured by an accelerometer in the tapping head; the contact time
t0 is used to calculate the Periotest value (PTV).
Periotest is a handpiece device which was originally developed to deter-
mine the mobility of natural teeth [4], and then has been used to measure
the stability of dental implants. The complete descriptions of the original
Periotest device can be found in [5], we only present its operation principle
here. The schema of a typical Periotest device is shown on Fig.1-5(a). The
tapping head, which is a metal rod, is accelerated to the preset speed of
0:2m=s (meter per second) and maintained at that speed to compensate for
the inuence of friction and gravitation. Upon impact, the tooth (implant)
is slightly deected and turned back to its original position; simultaneously,
the tapping head is rst decelerated and then accelerated again as shown
in Fig.1-5(b). The tapping head and the tooth (implant) are contacted
during this process; and the contact time is dened as t0 in Fig.1-5(b).
Based on this contact time, one could determine the tooth's mobility
(or equivalently, the periodontal zone's stiness). Contact time is shorter
for teeth (implants) where the attenuating ability of their periodontal zone
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is greater { less mobile and thus stier. Since the contact time is clinically
meaningless, one transforms it into a \Periotest value" (PTV) and uses
this PTV to evaluate teeth (implants) stability. Currently, though some
positive claims for Periotest, the accuracy of PTV for implant stability has
been criticized for the lack of resolution, poor sensitivity, and susceptibility
to operator variables [24].
Resonance Frequency Analysis (RFA)
(a) (b)
Figure 1-6: (a) A simple RFA device. (b) A frequency-amplitude plot of
a RFA measurement. The resonance frequency is seen as a peak in the
diagram.
The RFA is a noninvasive method that measures implant stability using
vibration theory and a principle of structural analysis. Detailed descrip-
tion/discussion on the biomedical aspects and clinical implication of the
RFA can be found in [7]. The schema of the simplest RFA equipment is
shown on Fig.1-6(a). This device utilizes an L-shaped transducer that is
tightened to the implant or abutment by a screw. As shown on Fig.1-6(a),
the longer beam contains 2 piezoceramic elements, one of which is excited
to vibrate with sinusoidal signals (frequency 5 to 15 kHz), the other serves
as a receiver for the signals. Resonance peaks from the received signals in-
dicate some rst resonance frequencies of a measured object (Fig.1-6(b)).
A high value of the resonance frequency indicates greater stability, while a
low value implies instability [18]. Currently, the RFA is adopted by most
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researchers and is extensively used in many works (in vivo, in vitro and
real clinics) with improved devices.
Nondestructive Evaluation (NDE) Methods
As mentioned in Section 1.1, one of the NDE methods { the inverse analysis
method { can also be used to assess implant stability with some successful
levels [13, 14]. Such method incorporates a forward computational method
to an inverse procedure to identify the unknown material properties of
interfacial tissues. In particular, Deng et al. [12, 13] used the FEM as
a forward method in combination with the neural network as an inverse
procedure to identify the Young's modulus of the interfacial tissue in an
in vitro dental implant-bone model. Lately, Zaw et al. [14] combined the
RB method with the neural network in the frequency domain to inversely
determine the Young's modulus of the interfacial tissue in an in vitro dental
implant-bone model.
1.2.2 Review of Finite Element Models in Dental Im-
plant Research
As recognized from previous sections, the biomaterial properties, surgery
procedures and microstructure details of a bone-implant system are very
complicated. Hence, the biomechanical analysis of such system is rather
dicult in clinical and experimental studies [25]. Because of this reason,
numerical simulation methods such as FEM, which can represent complex
geometry, have been widely used in dental implant analysis [26, 27]. We-
instein et al. [28] were the rst to use the nite element analysis (FEA) in
dental implant research; since then there have been numerous studies using
FEA in this eld. Examples of thorough review papers on dental implant
FEA can be found in [29] or [25]; this section mentions very briey some
aspects of dental implant FEA.
Due to the high complexity of real dental implant structures, some
simplications and assumptions were made on FE models for possible ap-
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proximations and calculations. Assumptions were made on the following
aspects: geometry, material properties, boundary conditions and bone-
implant interfaces.
Geometry
In several studies of 2D dental implant models, supporting bone was fre-
quently simplied as a rectangular block while the implant was modeled as
a cylindrical object [29]. Some 3D dental implant studies modeled a human
mandible as an arch with a rectangular cross section. Recently, advanced
scan techniques such as computed tomography (CT) or magnetic resonance
imaging (MRI) enabled more accurate approximation models. In addition
to the scan techniques, much commercial software has been developed to
generate FE meshes directly from digital sectional data; some examples of
such software are listed in [25].
Material Properties
Four types of material properties for bone modeling in dental implant
FEA have been adopted: isotropic, transversely isotropic, orthotropic and
anisotropic. Isotropic material has identical mechanics properties in dif-
ferent directions. This kind of material is characterized by two material
constants, which are the Young's modulus E and Poisson's ratio . In most
studies, the homogeneous linear elastic behavior, which is characterized by
those two material constants, was assumed (e.g., [30]). Furthermore, the
trabecular network, which belongs to cancellous bone, is too complex that
it was excluded in the majority of FEA studies. Hence, cortical and can-
cellous bone is commonly modeled as homogeneous, linear elastic, isotropic
material.
Nevertheless, bone exhibits considerably anisotropic behavior [31] and
displays dierent mechanical behavior in dierent directions [29]. Most
generally, anisotropic material shall have totally 21 material constants to
be used in simulation. However, there are two main diculties in simu-
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lating this material: rst, manipulation of these 21 constants is relatively
sophisticated; and second, not all of these constants are readily available in
a real human body. Therefore, two kinds of assumption were made regard-
ing bone's directional properties: 1) the orthotropic condition which has
9 independent constants and 2) the transversely isotropic condition which
has 5 independent constants (Table 1.2 { extracted from [25]). Lastly,
O'Mahony et al. [17] found that the anisotropic property has only little
eect on FEA results compared to the isotropic property.
Table 1.2: Independent material constants for various material models
Material models Independent Independent
constant number elastic constants
Isotropy 2 E = E1 = E2 = E3; 12 = 31 = 23
Transverse isotropy 5 E1 = E2; E3; 31 = 23; 12;
G31 = G32
Orthotropy 9 E1; E2;E3; 12; 23; 31;
G12; G23; G31;
Anisotropy 21 E11; E12; E13; E21; E22; E23; E31;
E32; E33; 12; 21; 23; 32; 31;
13; G12; G21; G23; G32; G31; G13
Boundary Conditions
Most commonly, the kinematical boundary conditions of FE models were
set xed in far elds [25]. Recently, some other kinds of boundary condi-
tions (e.g., the work of Teixeira et al. [32]) were also used to model more
accurately the boundaries.
Bone Implant Interface
Most FEA studies assume that cortical and/or cancellous bone has 100%
perfect bonds with implants. This assumption is not exactly happened in
real situations where imperfect bonds could be presented. Therefore, many
current FEA packages integrate frictional contact algorithms to simulate
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dierent bonding conditions at the implant-bone interface [33]. However,
these frictional contact algorithms require frictional coecients which are
only obtainable through experiments [31, 34].
1.2.3 Review of the Reduced Basis Method
Reduced basis discretizations were rst introduced in the late of 1970s for
single-parameter problems in nonlinear structure analysis [35, 36]. The
method was then extended for multi-parameter problems [37], as well as
certain classes of ODEs/PDEs [38, 39]. The main focus of much work at
this period was on the eciency and accuracy of the method through local
approximation spaces. Because of this reason, and due also to the lack of 1)
ecient sampling procedures and 2) sharp a posteriori error estimators, its
computational gains compared to other conventional computational meth-
ods are quite modest.
In the last decade, much computational eort was made to overcome
these shortcomings. Typically, Patera and coworkers [40, 41, 42, 43, 44,
45, 46, 47, 48, 49, 50, 51] introduced three new points to the RB method:
rst, global approximation spaces; second, rigorous a posteriori error es-
timations; and third, the oine-online computational procedure. The RB
method incorporating these new points was well developed for various kinds
and classes of parametrized PDEs: the eigenvalue problems [52], the co-
ercive/noncoercive ane/non-ane linear/nonlinear elliptic PDEs [53, 45,
48], the coercive/noncoercive ane/non-ane linear/nonlinear parabolic
PDEs [44, 43, 45], the coercive ane linear hyperbolic PDEs [54], and non-
linear problems including the Navier-Stokes equation [42, 44], the Stokes
equation [46], the Burger's equation [50], and the Boussinesq equation [51].
First, with regard to sampling strategies, the sampling procedures have
been much improved: from the early vicinity/local sampling procedure [37]
to the uniform exponential distribution [40], further to the Greedy sampling
procedure for a multi-parameter space [48, 47], and currently the Proper
Orthogonal Decomposition (POD){Greedy sampling procedure that has
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POD in the time space and Greedy in the parameter space [51, 50]. We
note that the POD{Greedy algorithm is a very ecient procedure for time-
dependent problems which was rst introduced by Haasdonk and Ohlberger
in [55]. Second, with regard to error estimations, not only the a pri-
ori convergence theory for RB approximations was introduced [40, 56],
but also the a posteriori error estimator has been well developed (e.g.,
[42, 43, 45, 49, 51]). The a posteriori error estimator is not only used to
quantify the quality of RB solutions and outputs, but also to play an im-
portant role in the Greedy and POD{Greedy sampling procedures [48, 50].
Third, the oine-online computational strategy is a very important proce-
dure that makes the current RB method dierent from the one in previous
periods. This oine-online strategy decouples completely an evaluation
stage from a construction stage [43, 45, 48, 57]. In this strategy, the con-
struction (oine) stage, which depends on the dimension of an underlying
FE space and is thus very computationally expensive, is performed only
once. Contrarily, the evaluation (online) stage, which only depends on the
dimension of a RB space and is thus very cheap, can be performed innu-
merable times. Lastly, concerning the ane dependence of parameters, the
ane property is a kernel that the oine-online procedure is constructed
from. In particular, the ane-parameter dependence indicates that an op-
erator can be expressed as the sum of products of parameter-dependent
functions and parameter-independent operators. Most ane-parameter
problems were well treated as enumerated in the second paragraph above
(e.g., [45, 58, 59]). On the contrary, the treatment of locally non-ane
parameter problems can be found in [60]. More general non-ane param-
eter problems were also solved eciently by the \empirical interpolation
method" (EIM) [41].
Finally, the applications of the RB method can be found in many en-
gineering areas such as linear/nonlinear structural analysis [61, 36, 39],
bifurcation and post-buckling analysis of composite plates [37], uid ow
problems [62], thermal analysis [49, 63, 60], optimal control problems [43],
and inverse parameter estimation [14, 64]. With regard to the latest RB
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applications, for large-scale three-dimensional complex problems, Knezevic
et al. [65] implemented the construction stage on high-performance parallel
supercomputers to build data \libraries" so that the evaluation stage can
be conducted on ubiquitous thin/inexpensive platforms such as laptops,
tablets and smartphones [66].
1.2.4 Review of Computational Approaches in In-
verse Problems
An inverse problem is usually formulated as an appropriate optimization
problem in which the dierence between computed outputs and measured
outputs is minimized by proper optimization techniques. Optimization
methods can be roughly classied into two categories: direct search meth-
ods and gradient-based methods. The former category only uses func-
tion values in the search process, while the latter requires both derivative
(rst and/or second orders) and function values to achieve high eciency.
Direct search methods such as neural network, simulated annealing and
generic algorithms are able to nd globally optimal solutions for general
optimization problems. In particular, Liu et al. [67, 68, 69] developed the
projection genetic algorithm that requires fewer numbers of generations to
converge than the standard genetic algorithm. They then used that proce-
dure for estimating the material properties of composite laminates [67, 69]
and for detecting cracks in composite material [70, 68]. Theory and appli-
cations of the neural network method for inverse problems were examined
very thoroughly in [71, 72]. In general, the main disadvantage of direct
search methods is that they are naturally heuristic and computationally
expensive. Therefore, gradient-based methods such as the Gauss{Newton
method, the steepest descent method, the Levenberg{Marquardt method,
which have low marginal cost and the capabilities of providing true opti-
mizers, have been employed to solve inverse problems in many areas.
As the Levenberg{Marquardt method is the main focus of this thesis,
we review its applications in nondestructive evaluation testing problems
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in the following. The applications of the Levenberg{Marquardt algorithm
can be found in many engineering inverse problems such as thermody-
namic analysis [73, 74, 75], crack identication [76], and metal forming
processes [77, 78]. With regard to the inverse analysis of heat conduc-
tion problems, Sawaf et al. [73] used the Levenberg{Marquardt algorithm
to inversely estimate the thermal conductivity components and specic
heat capacity of an orthotropic solid with the assumption that these un-
knowns depend linearly on the temperature. In the work of Tang et al.
[74], the Levenberg{Marquardt procedure was used to estimate the re-
laxation parameters and thermal diusivity of the forward universal heat
conduction equation. Lately, Yang et al. [75] applied three dierent op-
timization methods including Bayesian approach, genetic algorithm and
the Levenberg{Marquardt algorithm to estimate the thermal conductivity
components (which depend on the temperature) of an orthotropic solid.
Their numerical results showed that the Bayesian approach gives the best
converged results, and that the Bayesian method is more appropriate than
the other methods for this particular heat conduction inverse problem.
With regard to inverse parameter estimation, Schnur and Zabaras [76]
applied the so-called \modied Levenberg{Marquardt algorithm" to solve
the geometry-parameter estimation problem that consists of determining
the location and size of a circular hole in a nite rectangular plate and their
corresponding elastic material properties. In this work, the Levenberg{
Marquardt method, which was originally developed to solve unconstrained
nonlinear least squares problems, was modied to take account of weighted
penalty functions in the objective function. Ghouati and Gelin [78, 79]
also used the \modied Levenberg{Marquardt method" in combination
with the FEM to determine metal material properties directly from metal
forming processes. This identication scheme was then applied for two
problems: rst, the determination of aluminum alloy behavior from a ten-
sile test, and second, the 3D cross deep drawing test [78].
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1.3 Purpose of the Thesis
This thesis has two main goals. The rst goal is to develop ecient and
reliable reduced basis approximations and associated error estimators for
the parametrically second-order linear hyperbolic PDE. The second goal
is to establish ecient inverse procedures that combine the RB with op-
timization techniques for parameter inverse identication in science and
engineering problems.
These inverse procedures will be applied for two parameter identica-
tion inverse problems in dental implant research. Both problems require
the estimation of material properties of the interfacial tissues in the dental
implant-bone systems, which were described in detail in Section 1.1.1 and
Section 1.1.2, respectively. Numerical results need to be provided to vali-
date the eciency of the inverse strategy using RB compared to that using
FEM. Furthermore, contaminated noise shall also be added to output data
to conrm the robustness of the proposed inverse strategy.
1.4 Thesis Outline
The two main goals of this thesis are the development of reduced basis
approximations for the second-order linear hyperbolic PDE and their ap-
plication to inverse problems in dental implant research. In Chapter 2,
we discuss some relevant mathematical background that will be used fre-
quently throughout the thesis. In Chapter 3, we will review the standard
nite element method, with focus on the class of second-order linear hy-
perbolic PDEs in the time domain. The development of the reduced basis
method and associated a posteriori error estimators are detailed in Chapter
4. Numerical results for two test problems, i.e., the pure normal and pure
shear stress problems, are also provided in this chapter. Inverse problems,
inverse procedures and several gradient-based optimization techniques will
be discussed in Chapter 5. A sensitivity analysis shall also be mentioned
within this chapter. Chapter 6 and 7 are devoted for the implementation
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of the two dental implant problems described in Section 1.1.1 and 1.1.2.
Finally, we conclude in Chapter 8 with the summary of the thesis and some




In this chapter, we introduce several basic concepts of the functional analy-
sis that will be used throughout the thesis. The mentioned concepts include
linear vector spaces, linear and bilinear forms and several fundamental in-
equalities. Complete theory and specic details of various topics can be
referred to some functional analysis textbooks (see, for example, [80]).
2.1 Function Spaces
To begin, let 
 2 Rd; d = 1; : : : ; 3, be an open domain with Lipschitz-
continuous boundary  . The following topics will be introduced.
2.1.1 Linear Spaces
Denition 1. We consider the set of real numbers R. A vector space X is
called linear vector space if its elements satisfy two operations, which are
addition, u; v 2 X : u + v 2 X and scalar multiplication,  2 R; v 2 X :
v 2 X; and the following properties hold
(1) u+ v = v + u (commutativity);
(2) (u+ v) + w = u+ (v + w) (associativity);
(3) 90 such that u+ 0 = u for all u 2 X (null vector);
(4) For each u 2 X, 9 u 2 X such that u+( u) = 0 (additive inverse
vector);
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(5) ()u = (u) (associativity);
(6) ( + )u = u+ u (distributivity);
(7) (u+ v) = u+ v (distributivity);
(8) 1u = u.
2.1.2 Norm
Denition 2. A function k  kX which maps from a linear vector space X
into R is called a norm if it has the following properties
(i) (a) kukX  0;8u 2 X, and (b) kukX = 0 if and only if u = 0;
(ii) kukX = jjkukX ;8 2 R; 8u 2 X;
(iii) ku+ vkX  kukX + kvkX ;8u; v 2 X (the triangle inequality).
If kukX satises (ia), (ii) and (iii) only, it is called seminorm and denoted
by jujX . A linear vector space X, which is equipped with a norm, is a
normed space.
2.1.3 Inner Product
Denition 3. Let X be a linear space over R. An inner product on X
is a scalar value function which maps from X  X into R; its values are
denoted by (u; v)X that satises the following properties
(i) (u; v)X = (v; u)X ;8u; v 2 X (symmetry);
(ii) (u; u)X  0; 8u 2 X and (u; u)X = 0 if and only if u = 0 (positive
deniteness);
(iii) (u+v; w)X = (u;w)X+(v; w)X ;8u; v 2 X and (u; v)X = (u; v)X ; 8u; v 2
X; 8 2 R (linearity).
A linear vector space X, on which an inner product can be dened, is called
an inner product space. In addition, we can always associate a norm with
every inner product by dening kukX =
p
(u; u)X .
2.1.4 Spaces of Continuous Functions
Denition 4. Let k be a nonnegative integer, we dene the set of real
functions with continuous derivatives up to order k
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Ck(
)  fv jDv is bounded and uniformly continuous on 
;8 : 0  jj  kg;
(2.1)
where  denotes d-tuple of nonnegative integers,  = (1; : : : ; d), i  0,
1  i  d,
D  @
jj

















We note that C10 (
) is the space of continuous, indenitely dieren-
tiable functions with compact support, i.e., vanishing near the boundary of

. The subscript 0 is used to indicate the spaces with functions of compact
support.
2.1.5 Lebesgue Spaces
Denition 5. For 1  p  1 we dene the space of pth integrable func-
tions as
Lp(
)  v j kvkLp(










; 1  p <1 (2.5)
kvkLp(
)  ess sup
x2

jv(x)j; p =1: (2.6)
These spaces are also Banach spaces. The essential supremum of a
function v, ess sup
x2

v(x), is dened as the greatest lower bound Cmax of
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the set of all constants C such that jv(x)j  C \almost everywhere" on

. In addition, the Lebesgue space p = 2 is of particular importance.
We introduce the space L2(
)  fw measurable j R


w2 < 1g which is












); 8w 2 L2(
): (2.8)
In words, L2(
) is the space of all functions w : 
! R that are square-
integrable over 
. The equations (2.7), (2.8) are for the scalar case, dv = 1.
For the vector elds with general dv = 2; 3, for any w = (w1; : : : ; wdv) 2
(L2(
))dv , we have
(L2(
))dv  wi 2 L2(



































We also note that the convention of summation over repeated indices
is widely applied in the thesis hereafter.
2.1.6 Hilbert Spaces




)  v j Dv 2 L2(
);8 : jj  k	 ; (2.12)



















1A 12 : (2.14)




We have provided details for the former, the latter will be presented as






 @w@xi 2 L2(
); 1  i  d
)
; (2.15)












); 8w 2 H1(
): (2.17)
For the vector elds w = (w1; : : : ; wdv) 2 (H1(
))dv , the associated
inner product and induced norm would be
(H1(
))dv  wi 2 H1(






































Denition 7. Let k be a nonnegative integer and p  1. The Sobolev space
W k;p(
) is then dened as
W k;p(
) = fv j Dv 2 Lp(
);8 : jj  kg : (2.21)









1A 1p ; 1  p <1; (2.22)
kvkWk;p(
)  maxjjk ess supx2
 jD
v(x)j; p =1: (2.23)
We note that the case k = 0 for which W 0;p(
) = Lp(
), hence the
Lebesgue spaces are included in the Sobolev spaces; and the case p = 2:
W k;2(
) = Hk(
) which correspond to the earlier Hilbert spaces.
2.1.8 Dual Hilbert Spaces
Given a Hilbert space X, the corresponding dual space X 0 (of X) is dened
as the space of all linear bounded functionals, g(v), where g(v) is bounded





kvkX ; 8g 2 X
0: (2.24)
We note that the dual space X 0 is not only a linear space, but also
a Hilbert space, and if X = Hk(
) we will denote its dual space X 0 =
H k(
). Generally, we have
Hk(
)  : : :  H1(
)  L2(
)  H 1(
)  : : :  H k(
): (2.25)
The Riesz representation theorem states that, for any g 2 X 0, there
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exists a unique wg 2 X such that
(wg; v)X = g(v); 8v 2 X: (2.26)




kvkX = kwgkX : (2.27)
The equation (2.27) will be invoked extensively as a practical compu-
tational tool in the later chapters.
2.2 Linear Functionals and Bilinear Forms
2.2.1 Linear Functionals
Let X be a linear space over the eld R, a functional g : X ! R is a linear
functional or linear form if and only if it satises
g(w + v) = g(w) + g(v); 8;  2 R; 8w; v 2 X: (2.28)
The set of all linear functionals on a linear space X, which is itself a
linear vector space, is called the dual space of X and denoted by X 0 (as
dened in Section 2.1.8 above).
2.2.2 Bilinear Forms
Let X1 and X2 be two linear spaces over R, an operator b : X1 X2 ! R
is a bilinear form if it is linear with respect to the rst argument as
b(w+ v; z) = b(w; z) + b(v; z); 8 2 R; 8w; v 2 X1; 8z 2 X2; (2.29)
and it is also linear with respect to the second argument
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b(z; w+ v) = b(z; w) + b(z; v); 8 2 R; 8z 2 X1; 8w; v 2 X2; (2.30)
or, in short, the bilinear form is linear in each of its argument.
In the remainder of the thesis, we shall consider the particular case
in which X1 = X2 = X. A bilinear form b : X  X ! R is said to
be symmetric if for any w; v 2 X, b(w; v) = b(v; w). We also dene the
symmetric part of a general bilinear form b : X  X ! R as bS(w; v) =
1=2 (b(w; v) + b(v; w)) ; 8w; v 2 X.
In addition, a bilinear form b : X  X ! R is positive denite if, for
any v 2 X, b(v; v)  0 with equality only for v = 0. A bilinear form
b : X X ! R is positive semi-denite if, for any v 2 X, b(v; v)  0. It
is also clear that an inner product is a symmetric positive denite (SPD)
bilinear form.














is nite. For a coercive { continuous bilinear form,  is denoted as the
coercivity constant and  is denoted as the continuity constant.
2.2.3 Parametric Linear and Bilinear Forms
We rst introduce a closed bounded parameter domain D 2 RP ; a typical
parameter vector, or P -tuple, in D shall be denoted  = (1; : : : ; P ).
We say that g : X  D ! R is a parametric linear form if, for all
 2 D; g(;) : X ! R is a linear form. We also say that a parametric
linear form g is bounded (or continuous) if, for all  2 D; g(;) 2 X 0. In
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addition, the dual norm of a parametric linear form g, kg(;)kX0 will be
a (nite) function of  over D.
Similarly, we say that b : X1X2D ! R is a parametric bilinear form
if, for all  2 D; b(; ;) : X1X2 ! R is a bilinear form. In the remainder
of the thesis, we shall consider the case in which X1 = X2 = X. A bilinear
form b : XX ! R is symmetric if b(w; v;) = b(v; w;);8w; v 2 X; 8 2
D. The symmetric part of a general parametric bilinear form b : X X 
D ! R is dened as bS(w; v;) = 1=2 (b(w; v;) + b(v; w;)) ;8w; v 2
X; 8 2 D.







is positive for all  2 D; we can then dene (0 <) 0  min2D (). We








is nite for all  2 D; we can then dene 0 = max2D () (<1).
2.2.4 Ane Parameter Dependence
The ane parameter dependence indicates that an operator can be ex-
pressed as the sum of the products of parameter-dependent functions and
parameter-independent operators. In particular, we say that the paramet-





q(v); 8v 2 X; (2.35)
for some nite Qg; here, the 
q
g : D ! R; 1  q  Qg, are (smooth)
parameter-dependent functions, and the gq(v) : X ! R; 1  q  Qg, are
parameter-independent bounded linear forms.
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Similarly, the parametric bilinear form b : X1 X2  D ! R is ane





q(w; v); 8w 2 X1; 8v 2 X2; (2.36)
for some nite Qb; here, the 
q
b : D ! R; 1  q  Qb, are (smooth)
parameter-dependent functions, and the bq(w; v) : X1 X2 ! R; 1  q 
Qb, are parameter-independent continuous bilinear forms. We remark that
the representations (2.35), (2.36) are not unique, though in general there
will be minimum Qg, Qb for which such an expansion exists.
2.3 Fundamental Inequalities
2.3.1 Cauchy-Schwarz Inequality
Let a : X  X ! R be a symmetric semi-denite bilinear form, then a





a(v; v); 8u; v 2 X: (2.37)












= 1; 1 < p <1 then for all u 2 Lp(
















 be a domain with a Lipschitz boundary  , and let  1 be its open part
with a positive Lebesgue measure. Then there exists a positive constant






















 be a domain with a Lipschitz boundary  , and let  1 be its open part
with a positive Lebesgue measure. Then there exists a positive constant
















In the Sobolev space W 1;20 (
)  H10 (
), the Poincare inequality will be








Finite Element Method for
Linear Elastodynamics
This chapter focuses on the nite element method which is used to nd
the numerical solutions of PDEs arising in linear elastodynamic solids.
The chapter's structure is organized as follows. We rst review several
constitutive governing equations in the eld of linear dynamic elasticity in
Section 3.1. In Section 3.2, various aspects of the nite element method
such as weak forms, bases and spaces, the Galerkin's projection and com-
putational complexity will be presented. Finally, the chapter ends with
Section 3.3, which presents the numerical results of two simple example
problems, namely the normal and shear stress problems.
3.1 Review of Linear Elasticity in Time Do-
main
3.1.1 Strain-Displacement Relations
We consider a general displacement vector u = (u1; u2; u3) at a point of
a solid in the three-dimensional Cartesian coordinate system. The strain
tensor "ij and displacement components ui; 1  i  3 at this solid point













(We note that the convention of the summation over repeated indices
is widely applied in this thesis.)
The strain tensor, which is dened as in (3.1), is symmetric and consists
of 6 components "11, "22, "33, "12, "23 and "31 (or equivalently, "xx, "yy, "zz,
"xy, "yz and "zx). These 6 strain components are necessary to characterize
the state of strain at a point and are computed from the displacement eld.
3.1.2 Constitutive Relations
The generalized Hooke's law represents the behavior of material (charac-
terized by the strain ") under an applied stress  as
ij = Cijkl"kl; (3.2)
where Cijkl depends on material properties and is called the elasticity ten-
sor. If isotropic material is considered, the elasticity tensor will have the
form as
Cijkl = c1ijkl + c2(ikjl + iljk); (3.3)
where c1 and c2 are the Lame elastic constants, related to the Young's
modulus E and Poisson's ratio  as follows
c1 =
E




It can be veried that the elasticity tensor satises
Cijkl = Cjikl = Cijlk = Cklij: (3.5)
Finally, the stress-displacement relation can be followed from (3.1),






3.1.3 Equation of Equilibrium/Motion
Equation of Motion without Damping Eects
The equation of motion (or equilibrium equation) at a point in a solid is
characterized by the relationship between internal stresses, body forces and
inertial D'Alembert forces. In the time domain, it is expressed as
@ij
@xj




where bi is the body force (force per unit volume),  is the material density
and t is the time variable.
Equation of Motion with Damping Eects
The equation of motion taking account of the Rayleigh damping assump-
tion as mentioned in Sections 1.1.1 and 1.1.2 has the form as
@ij
@xj



















 and  are the mass and stiness Rayleigh damping coecients, respec-
tively.
3.1.4 Initial and Boundary Conditions
Boundary Conditions
Two types of boundary conditions which are Dirichlet and Neumann bound-
ary conditions (B.C.) are considered. The Dirichlet B.C. species given
displacement on some surfaces of the solid body as
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ui = ui; on  D; (3.10)
where  D denotes the part of the body's surface on which the given dis-







 3D taking account of 3 components of the Dirichlet bound-
ary; we write  D just for simplicity.)
The Neumann B.C. species given forces on some surfaces of the solid
body. Let  N denote the part of the body's surface on which the given
forces are prescribed as
ijn^j = ti; on  N; (3.11)
where n^j are the components of the unit vector n^ normal to the surface,
and ti are the given boundary stresses (surface force per unit area).
Initial Conditions
The initial conditions shall be specied on both displacement









To derive the weak forms of governing equations, we rst introduce the
function spaces that will be primarily used afterwards. We recall the
Hilbert function space H1(
) as described in Section 2.1.6, we denote the
(Hilbert) scalar function space as
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H10 (
) = fvi 2 H1(
) j vi = 0 on  iD; 1  i  3g: (3.14)
We then introduce the (Hilbert) vector eld function space of interest










which equips an inner product and associated norm (; )Y e and k(; )kY e =p
(; )Y e : a typical choice for (; )Y e is








+ wivi; 8w; v 2 Y e; (3.16)
which is similar to (2.19).
The Equation of Motion without Damping Eects
In this thesis, we shall limit our attention to only linear constitutive models.












Next multiplying (3.17) by a test function v 2 Y e and taking integrals

























































Applying the divergence theorem for the rst term of the left-hand side






























Now, applying the boundary condition (3.11) for the rst term of the

















































































The Equation of Motion with Damping Eects
The equation of motion with damping eects is now considered. Substi-
tuting (3.9) into (3.8), we have





















Performing the steps similar to those in the previous section, the nal








































viti; 8v 2 Y e: (3.28)






















+a(ue; v) = f(v); 8v 2 Y e:
(3.29)














+ a(ue; v) = f(v); 8v 2 Y e; (3.30)
with
c(w; v) = m(w; v) + a(w; v); 8v 2 Y e: (3.31)
The equations (3.23) and (3.30) are the weak forms of an elastic solid
subjected to loads without and with damping eects in the time domain.
In the next section, we shall review the standard nite element method
that is used to solve those weak forms approximately and numerically.
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3.2 Finite Element Approximation
3.2.1 Weak Statement
While the derivation of strong form governing equations ((3.7) or (3.8)) is
not dicult, their exact solutions are generally dicult or even impossi-
ble to obtain by analytical methods. Therefore, numerical methods have
been used to obtain their corresponding numerical approximation solutions.
Among various numerical methods, the FEM is popular due to its ability of
handling complex geometry problems. The point of departure for the FEM
is weak forms or weak formulations or weak statements. It is noted that
the solution spaces of weak formulations (e.g., H10 (
)) are generally larger




)  H10 (
) as in
(2.25)).
For illustration, we shall consider the weak formulation of the equation
of motion without damping eects (3.23). The equation of motion with
damping eects (3.30) shall receive similar treatment and be considered in
detail in Chapter 6 and Chapter 7 later. The weak statement of a linear
elastodynamic problem in the time domain is stated as follows: given a
parameter  in the parameter domain D, we evaluate the output of interest
se(; t) = `(; t); (3.32)
where the eld variable ue(; t) 2 Y e satises the weak form of an (un-







+ a(ue; v;) = g(t)f(v); 8v 2 Y e; 8t 2 [0; T ]; (3.33)
with the initial and boundary conditions dened as in (3.10){(3.13). Here,
[0; T ] is the considered time interval.
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3.2.2 Time Discretization Scheme
Throughout this thesis, we directly consider a time-discrete framework
associated to the time interval [0; T ]. We divide [0; T ] into K subintervals
of equal lengths t = T
K
and dene tk = kt; 0  k  K. We shall use
the Newmark's scheme with coecients ' and  to approximate the time
derivative term in the weak formulation (3.33) [81] as follows
m(ue(; tk+1); v;) +  t2a(ue(; tk+1); v;)




























+ '  2 

g(tk)+ g(tk+1); 1  k  K 1:
(3.35)
The particular case of interest which has  = 1
2

















m(ue(; tk); v;) + geq(t
k)f(v); 8v 2 Y e; 1  k  K   1; (3.36)
where
2Note that this particular case is also used to later derive the associated a posteriori
error bounds in Chapter 4. The alternative case with  = 14 and ' =
1
2 shall be studied









g(tk+1); 1  k  K   1: (3.37)
The zero initial condition is considered: u(; t0) = u(; t1) = 0; and the
output is evaluated from
se(; tk+
1
2 ) = `

ue(; tk) + ue(; tk+1)
2

; 1  k  K   1: (3.38)
In general, there are various schemes to approximate the time derivative
terms such as the Crank-Nicolson scheme, Euler schemes, nite dierence
scheme, etc. For example, the Crank-Nicolson and backward Euler schemes
were implemented and discussed in detail for the parabolic PDE in the work
of Grepl [82]. However, we would conne ourselves to focus only on the
family of Newmark's scheme in this thesis.
3.2.3 Space and Basis
The source of the nite element method is the decomposition of a physical
domain into a number of elements. This procedure is known as the \tri-








where Th denotes the tetrahedral elements (in R3); h refers to the maximum
sidelength over all Th 2 Th. We shall seek the approximation solution
over Th. We then dene our usual (scalar) nite element approximation
subspace (of dimension J) as
X =

z 2 H10 (
) j zjTh 2 Pp(Th); 8Th 2 Th
	
; (3.40)
where Pp(Th) is the space of pth degree polynomials over elements Th.






3)) = ij; 1  i; j  J ; here xvi are the vertices/nodes of Th. We
may now dene our (vector eld) nite element approximation space (of
dimension N = 3J) as the product space
Y = X X X
= spanfjil; 1  j  J; l = 1; 2; 3g;
(3.41)
where i1 = (1; 0; 0), i2 = (0; 1; 0) and i3 = (0; 0; 1) are the unit vectors in
R3. The inner product (; )Y and norm k  kY =
p
(; )Y associated to Y
can be dened as
(w; v)Y = a(w; v;) +m(w; v;); 8w; v 2 Y; (3.42)
where  2 D is the prescribed \reference" parameter.
3.2.4 Galerkin Projection
We next introduce our Galerkin projection on the discrete space Y to nd
the approximation u(; tk) 2 Y to ue(; tk) 2 Y e from
1
t2












m(u(; tk); v;) + geq(t
k)f(v); 8v 2 Y; 1  k  K   1; (3.43)
with geq(t
k) dened as in (3.38).





k)i; 1  k  K; (3.44)
into (3.43) and take v = j; 1  j  N (the FE basis function) to obtain





































k)f(j); 1  j  N ; 1  k  K 1:
(3.45)

























u(; tk) + geq(t
k)F; 1  k  K   1; (3.46)
with zero initial conditions u(; t0) = u(; t1) = 0.
In the equation (3.46), the quantities M(), A() and F are dened as
M() = m(i; j;); 1  i; j  N ; (3.47)
A() = a(i; j;); 1  i; j  N ; (3.48)
F = f(j); 1  j  N ; (3.49)
where M() and A() are N N matrices; F and u(; tk); 0  k  K are
N  1 vectors. By solving the linear systems (3.46), we obtain the nodal
values u(; tk) and hence u(; tk); 1  k  K from (3.44). Finally, the
output approximation s(; tk) can be calculated as
s(; tk) = LT

u(; tk) + u(; tk+1)
2

; 1  k  K: (3.50)
The symbol T here denotes the transpose of a matrix or a vector. The
complete discussions and detailed implementation of the nite element pro-
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cedure can be found in most nite element method textbooks (see, for
example, [83, 84]).
3.2.5 A Priori Convergence
The a priori convergence analysis determines the convergence rate of the
nite element approximation solution u(; tk) (respectively, the nite el-
ement approximation output s(; tk)) to the exact solution ue(; tk) (re-
spectively, the exact output se(; tk)) as the discretization mesh is rened.
For the linear elliptic PDE or linear elastostatic equation3, it was shown
that kue() u()kH1(
) and jse() s()j will converge as h and h; here
 and  are positive constants whose values depend on the specic problem,
the output functional, and the regularity of force functional and domain.
In general, we have u()! ue() and s()! se() as h! 0.
For the linear hyperbolic PDE or linear elastodynamic equation of
our interest, however, the derivation of a priori error estimates is rela-
tively complex. Most recently, Wu derived the a priori error estimates
for the class of second-order hyperbolic PDEs [85]. (In that work, he
solved such PDEs by the standard FEM using the Galerkin method for
space discretizations and the central dierence method for time discretiza-
tions.) He demonstrated that the convergence rate of the solutions of the
linear hyperbolic PDE is similar to that of the linear elliptic PDE, i.e.,
kue(; t)  u(; t)kH1(
) will converge as O(h), where   1 is a problem-
dependent constant.
3.2.6 Computational Complexity
This section discusses the methods for solving the equation (3.46). We
can observe that solving (3.46) is indeed equivalent to solving the common
linear equation system A^ u^ = b^; where A^ is a SPD, banded, sparse matrix
(of size N ), u^ and b^ are unknown and right-hand side vectors (of size N ),
3Here ue(), se() denote the eld variable and output of an exact elliptic PDE;
while u(), s() denote that of the corresponding FE discretization, respectively.
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respectively. In general, two kinds of methods which have been widely used
to solve the system A^ u^ = b^ are direct methods and iterative methods.
Direct methods transform directly the original coecient matrix A^ into
simpler matrices (i.e., diagonal or triangular matrices) whereby the exact
solution is readily obtained. This solution procedure is usually performed
within a (predictable) nite number of arithmetic operations. In contrast,
iterative methods dene approximation solution sequences that gradually
converge to the exact solution within a prescribed tolerance after a (usually
unpredictable) nite number of iterations.
Gaussian elimination is the most important method among all direct
methods. The method consists of two main stages which are a LU factoriza-
tion (also called \elimination") stage and a forward-backward substitution
stage. The LU factorization stage will decompose the matrix A^ into lower
and upper triangular matrices, L^ and U^ , respectively, such that A^ = L^ U^ .
The forward-backward substitution stage is then straightforward: L^ y^ = b^
to nd y^ and U^ x^ = y^ to nally obtain the exact solution x^.
First, with regard to necessary operation counts4, for a full matrix A^, it
takes O(N 3=3) operations to factorize A^ into L^ and U^ , and another O(N 2)
operations for the forward-backward substitution (FBS) stage. Thus, a to-
tal of O(N 3=3+N 2) operations is required for the Gaussian elimination of
a full matrix A^. If A^ is sparse and banded with a semi-bandwidth w  N ,
it will take O(Nw2) operations for the elimination stage, and O(N 2) oper-
ations for the FBS stage; hence, a total of O(N 2+Nw2) operations needed
for a general banded, sparse matrix A^. In R3, the order of operation counts
for banded LU factorization can be higher due to increasingly complicated
sparse structures of the matrix A^.
Second, with regard to the repeated computations of (3.46), since the
matrices M and A do not change during integrations (i.e., linear time
invariant { LTI), the equation (3.46) is an example of the linear equation
system A^ u^ = b^ for which many solutions are required (one for each dierent
4We dene an operation as the combination of a multiplication and a summation,
since they are generally executed together.
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right-hand side b^) for the same coecient matrix A^, but the right-hand
sides are not known in advance. Thus, the solution strategy is to factor A^
once into L^ U^ , save the factors, form the new right-hand sides b^ and then
complete the solution by FBS. Consequently, the total operation counts
required to solve (3.46) for K time steps are roughly O(KN 2 +Nw2).
Another class of methods to solve the system A^ u^ = b^ are iterative
methods. Iterative methods create approximation solution sequences fu^ng
that gradually converge to the exact solution after some nite number
of iterations. The sequences start with an initial guess u^0 and end with
u^n+1 when kA^ u^n+1  b^k=ku^n+1k or ku^n+1 u^nk=ku^n+1k becomes suciently
small within a prescribed error tolerance. Such methods are particularly
useful for very large sparse systems | matrices can be huge with millions
of unknowns. Iterative methods can be classied further into stationary
and gradient iterative methods.
The Jacobi, Gauss Seidel and successive over relaxation (SOR) methods
fall into the rst category. The basic idea of these methods is to do matrix
splitting A^ = M^   N^ . The original equation can then be written under
an iterative form as M^u^n+1 = N^ u^n + b^, or equivalently, u^n+1 = B^u^n + C^;
here, B^ = M^ 1N^ , C^ = M^ 1b^ and M^ must be invertible. Let D^, L^ and U^
denote the diagonal part, strictly negative lower triangular part and strictly
negative upper triangular part of the coecient matrix A^, respectively. For
the Jacobi method, M^ = D^, N^ = L^+U^ ; for the Gauss-Seidel method, M^ =
D^  L^, N^ = U^ ; and for the SOR method, B^ = (D^ !L^) 1[(1 !)D^+!U^ ],
C^ = !(D^   !L^) 1b^, where ! is the relaxation parameter. Clearly, we can
see that the Gauss-Seidel method is a special case of the SOR method
in which ! = 1. The convergence rate of the Jacobi, Gauss-Seidel and
SOR methods depend on the spectral radius of the matrix B^ dened as
(B^) = max1iN ki(B^)k, where i; 1  i  N , are the eigenvalues of B^.
Typically, this spectral radius is large, and hence the convergence rates of
these methods are quite slow.
The most important method among gradient iterative methods is the
conjugate gradient (CG) method. Its algorithm is described in detail on
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Table 3.1: Conjugate Gradient Method for SPD systems.
1. Set u^0(say) = 0, r^0 = b^, p^0 = r^0









4. u^n+1 = u^n + ^np^n









7. p^n+1 = r^n+1 + ^np^n




Table 3.1. The basic idea of the CG method is to build orthogonal basis
vectors that best approximate the solution u^n by iterations. The conver-
gence rate of the CG method is given by













Here, max and min are the maximum and minimum eigenvalues of A^.
Taking the logarithm of both sides of (3.51) and using the Taylor series for
ln(1 + z) in the right-hand side, the number of iteration niter required to











The operation counts required to perform the CG method for R2 and
R3 problems are discussed thoroughly in Section 2.4.5 of [59]. Generally,
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the complexity of the CG method is O(N 3=2) for R2 and O(N 5=3) for R3
problems, respectively. Therefore, the CG method is better than the Gauss
elimination method in both R2 and R3 problems in terms of computational
complexity. However, in the case of nonsymmetric indenite systems and
unstructured meshes, the CG method is much less eective and thus, pre-
conditioned iterative methods should be used to speed up the convergence
rate [59].
3.3 Numerical Results
In this section, two simple examples of linear elasticity: the pure normal
and pure shear stress problems are considered. These two problems are
solved numerically by the standard FEM described in Section 3.2 above.
Their numerical solutions are then compared with the analytical ones in
order to validate the accuracy of the FEM used.
Ω˜
Γ˜
(0, 0) (1, 0)
(1, 0.1)(0, 0.1)
Figure 3-1: Geometry model of the pure normal and pure shear stress
problems.
The 2D geometry model of both problems is shown on Fig.3-1. The
considered domain is a rectangular plate whose length of 1m and width
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of 0.1m. The (weak form) governing equations for the nondimensional













































where the nondimensional elastic material coecients (via the Poisson's
ratio ) are dened as
C11 = C22 =
1
1  2 ; C12 =












(x; 0) = 0; 8x 2 
. In the above equations, x1 and x2
are two components of the 2D Cartesian coordinate system; u1 and u2 are
two components of the displacement eld corresponding with these x1 
and x2 directions, respectively.
The relations between nondimensional (without ~ symbol) and dimen-























where ~, ~E, ~L are the characteristic mass density, characteristic Young's
modulus and characteristic length, respectively.
3.3.1 Example 1 { The Pure Normal Stress Problem
Model Geometry and Parameters
The model of the pure normal stress problem is shown on Fig.3-2. A


















Figure 3-2: Model and boundary conditions of the pure normal stress prob-
lem.
Figure 3-3: Finite element mesh of the pure normal and pure shear stress
problems.
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to the left edge of the plate. The Dirichlet boundary condition species
that all edges of the plate are xed in the x2 direction, and the right
edge is further xed in the x1 direction. The plate is assumed to be
linear elastic, homogeneous, isotropic material; its characteristic material
properties are chosen as unity: ~E = 1kg=ms2, ~L = 1m and ~ = 1kg=m3.
The sole studied parameter is the Poisson's ratio  in the parameter domain
D  [0:05; 0:45]  RP=1. The nite element mesh, which is created by
discretizing the domain using linear triangular elements, consists of 1817
nodes and is shown on Fig.3-3. The time interval and time step are chosen
as T = 4s and t = 0:01s, respectively; hence, the number of time steps
is specied as K = T
t
= 400. With regard to the output of interest, we
dene it as the average displacement along the left edge of the plate, that
is,






where  left denotes the plate's left edge.
Comparison between FE and Exact/Analytical Solutions
Figure 3-4: Half-space subjected to surface traction p(t).
The boundary conditions specied on Fig.3-2 suggest that the problem
is in essence one dimensional: the displacement eld via the x2 direction
is indeed zero and the plate practically moves along the x1 direction only.
Therefore, the analytical solution of the 1D pure normal stress problem
(Fig.3-4) could be used as the benchmark solution in order to validate the
accuracy of the FE approximation solution. That analytical solution can
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p(s)ds; t  x
C
;




where m is the mass density of an elastic medium and C is the speed of
a propagation wave in that medium. We note that for the normal stress





; while for the shear stress problem, the wave is




(here, m and m
relate to the material Lame constants of the medium).
Due to the dierence between the \niteness" of the rectangular plate
and the \inniteness" of the exact model (i.e., half-space with the left
edge), the comparison should be made while the wave has not yet reached
the right edge of the FE model (Fig.3-2). We show on Fig.3-5 the com-
parison of the FE solution and output versus the analytical ones within





, where L is the rectangle's length and CL
is the longitudinal wave speed, respectively. Finally, the behavior of the
FE outputs for various input parameters    2 D within the full time
interval [0; T ] is presented in Fig.3-6. We can also realize the real physic
phenomenon behind Fig.3-6: the material which has smaller Poisson's ratio
would have larger deformation under similar applied normal stresses (with
the boundary conditions specied as in Fig.3-2).
3.3.2 Example 2 { The Pure Shear Stress Problem
Model Geometry and Parameters
The model and boundary conditions of the pure shear stress problem are
shown on Fig.3-7. Similar to the previous normal stress problem, four
edges of the plate are now xed in the x1 direction, and the right edge is
further xed in the x2 direction by Dirichlet boundary conditions. The
remaining conguration settings, i.e., the material properties, the input
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Figure 3-5: Comparisons between (a) FE and exact solutions at the time
point t = L
CL
and (b) FE and exact outputs in the \valid" time interval
[0; L
CL
] with the parameter    = 0:1 of the normal stress problem.












































Figure 3-7: Model and boundary conditions of the pure shear stress prob-
lem.
parameter   , the nite element mesh, the time integrations (the full
time interval, time step length and number of time steps) and the output of
interest, are completely the same as that of the pure normal stress problem
dened in Section 3.3.1.
Comparison between FE and Exact/Analytical Solutions
As mentioned above, we would compare the behavior of the FE and exact










the speed of the transverse propagation wave. In particular, Fig.3-8 shows
the comparison of the FE solution and output versus the analytical ones





; the behavior of the FE outputs
for various input parameters    2 D in the full time interval [0; T ] are
also presented in Fig.3-9.
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Figure 3-8: Comparisons between (a) FE and exact solutions at the time
point t = L
CT
and (b) FE and exact outputs in the \valid" time interval
[0; L
CT
] with the parameter    = 0:1 of the shear stress problem.




























As observed from Fig.3-5 and Fig.3-8, there are negligible dierences be-
tween the FE solutions/outputs with the exact ones. These dierences
come from the coarseness of both nite element mesh and time step length.
If we rene further these two factors, the FE and exact results will be un-
doubtedly matched. Therefore, through these two simple examples, we can
conclude that our FEM approach (and also our FEM computer code) is val-
idated, and that the FEM and exact solutions are nearly indistinguishable
with suciently rened mesh and time discretization.
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Chapter 4
Reduced Basis Method for
Linear Elastodynamics
We recall that the two major parts of this thesis are the reduced basis
approximations for forward problems and the inverse techniques to solve
inverse problems. This chapter deals with the rst of these two parts, that
is, the reduced basis approximation method. The reduced basis method
permits rapid yet accurate and reliable evaluations of the input-output
relationships induced by parametrized PDEs. In this chapter, we consider
only the second-order linear hyperbolic PDE without damping { as the one
with Rayleigh damping shall be considered in Chapters 6 and 7 later.
The chapter is organized as follows. First, abstract formulations are
recalled in Section 4.1. Section 4.2 presents the reduced basis approxima-
tion method, which is built upon the nite element method discussed in
Chapter 3. Next, Section 4.3 is devoted to the derivation of a posteriori
error bounds, which is an ecient means to assess the quality of the re-
duced basis solutions and outputs in comparison with the nite element
ones. A sampling strategy with the core | Proper Orthogonal Decompo-
sition (POD){Greedy algorithm is then discussed in Section 4.4. Finally,
the chapter ends with the numerical results of the pure normal and pure




We consider a general three-dimensional spatial domain 
 2 R3 with a
boundary @
. We denote the Dirichlet portion of the boundary by  Di ; 1 
i  3. We then introduce the Hilbert spaces
Y e = fv  (v1; v2; v3) 2 (H1(




) = fw 2 L2(
) jrw 2 (L2(
))3g where L2(
) is the space
of square-integrable functions over 
. We equip our spaces with inner
products and associated norms (; )Y e ((; )Xe) and k  kY e =
p
(; )Y e
(k  kXe =
p
(; )Xe), respectively; a typical choice is














where the summation over repeated indices is assumed.
We next dene our parameter domain D 2 RP , a typical point in
which shall be denoted   (1; : : : ; P ). We then dene the parametrized
bilinear forms a in Y e, a : Y eY eD ! R; m; f; ` are continuous bilinear
and linear forms in Xe, m : XeXeD ! R, f : Xe ! R and ` : Xe ! R,
respectively.
The \exact" (superscript e) continuous problem is stated as follows:
given a parameter  2 D  RP , we evaluate the output of interest
se(; t) = `(ue(; t)); 8t 2 [0; T ]; (4.5)









+ a(ue; v;) = g(t)f(v); 8v 2 Y e; 8t 2 [0; T ]; (4.6)
with initial conditions uei (; 0) =
@uei
@t
(; 0) = 0.
Approximating (4.6) by the Newmark's scheme with a particular com-
bination  = 1
2
, ' = 1
2
, the \exact" semi-discrete problem can now be




2 ) = `

ue(; tk) + ue(; tk+1)
2

; 1  k  K   1; (4.7)
where the eld variable, ue(; tk) 2 Y e; 1  k  K, satises the weak form
of the  parametrized hyperbolic PDE
1
t2












m(ue(; tk); v;) + geq(t
k)f(v); 8v 2 Y e; 1  k  K   1; (4.8)
with initial conditions uei (; t
0) = uei (; t
1) = 0; geq(t
k) is dened as in
(3.37).
We next introduce a reference nite element approximation space Y 
Y e( Xe) of dimension N ; we further dene X  Xe. Note that Y and X
shall inherit the inner product and norm from Y e andXe, respectively. Our
















m(u(; tk); v;) + geq(t
k)f(v); 8v 2 Y; 1  k  K   1; (4.9)
with initial conditions ui(; t
0) = ui(; t




2 ) = `

u(; tk) + u(; tk+1)
2

; 1  k  K   1: (4.10)
We shall assume that the nite element discretization is suciently rich
such that u(; tk) and ue(; tk) and hence s(; tk) and se(; tk) are indis-
tinguishable1. Clearly, our methods must remain computationally ecient
and stable as N !1.
We shall make the following assumptions. First, our bilinear forms
m(; ;) and a(; ;) are continuous
m(w; v;)  %()kwkXkvkX  %0()kwkXkvkX ; 8w; v 2 X; 8 2 D;
(4.11)
a(w; v;)  ()kwkY kvkY  0()kwkY kvkY ; 8w; v 2 Y; 8 2 D;
(4.12)
and coercive
1In essence, because the RB approximations are built upon the FE approximations,
the FE solutions (rather than the exact solutions) will act as benchmark solutions and
the quality of the computed RB solutions will thus be evaluated with respect to those
FE solutions.
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; 8 2 D; (4.13)




; 8 2 D; (4.14)
and symmetric (see Section 2.2.3). We also require that the linear forms
f() : Y ! R and `() : Y ! R are bounded with respect to k  kY and
k  kX , respectively. It thus follows that the solution of (4.9) exists and is
unique.
Second, we shall assume that a and m depend anely on the parameter










q(w; v); 8w; v 2 Y;  2 D; (4.16)
for some small integers Qa;m; here, 
q
a;m : D ! R; 1  q  Qa;m, are
dierentiable parameter-dependent functions, and the bilinear forms aq :
Y Y ! R; 1  q  Qa and mq : XX ! R; 1  q  Qm are parameter-
independent.
Finally, we require that all linear and bilinear forms are independent of
time: the system is thus linear time invariant (LTI).
4.1.2 Impulse Response
As observed from (4.9), the solution u(; tk) is only obtained once g(tk)
(and thus geq(t
k)) is given. However, in many cases such as optimal control
or design problems, the input g(tk) is not known in advance and thus we
cannot solve for u(; tk). In such cases, fortunately, we can appeal for the
LTI property to compute u(; tk) straightforwardly.
We note from the Duhamel's principle that the solution of any LTI
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system can be written as the convolution of the impulse response with the





; 1  k  K, we




p(; tk j+1)geq(tj); 1  k  K; (4.17)
where the impulse response, p(; tk), is the solution of (4.9) for a unit im-
pulse control input guteq(t
k) = 1k; 1  k  K. In words, (4.17) simply
states that u(; tk) (for any arbitrary control input geq(t
k)) is the linear
combination of the unit impulse response p(; tk) with that arbitrary con-
trol input geq(t
k); 1  k  K. Therefore, we need to solve and approximate
only the RB solutions for the unit impulse control input, the solutions for
any arbitrary control input will be inferred straightforwardly.
4.2 Reduced Basis Approximation
4.2.1 Dimension Reduction: Observation from Ellip-
tic PDE
The Elliptic PDE
We shall illustrate the key idea of the reduced basis method by considering
the elliptic PDE.With appropriate denitions and assumptions, the (exact)
linear elliptic PDE is stated as follows: for any  2 D  RP , nd se() =
`(ue()), where ue() satises the weak form of the  parametrized PDE
a(ue; v;) = f(v); 8v 2 Y e: (4.18)
Note that all denitions that relate to the parameter , the parameter
domain D, the bilinear form a(; ;), the linear forms f(), `(), the eld
variable ue() and the output se() are completely similar to that of our
hyperbolic PDE, except that the elliptic PDE does not depend on time
(i.e., ue(), se() and the weak/strong forms do not depend on the time
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variable t).
The \truth" statement that relates to a nite element approximation
space Y is thus straightforward: given  2 D  RP , we evaluate s() =
`(u()) where u() 2 Y is the solution of the discretized weak form
a(u; v;) = f(v); 8v 2 Y: (4.19)
Key Observation
(a) (b)
Figure 4-1: (a) Low-dimension manifold in which the eld variable resides;
and (b) approximation of the solution at new by a linear combination of
precomputed solutions.
The reduced basis method recognizes that the eld variable ue() (of the
corresponding elliptic PDE) theoretically belongs to an innite-dimensional
space Y e, but in fact resides on a very low-dimensional manifold Me 
fue() j  2 Dg induced by the parametric dependence. In the case of a
single parameter (P = 1), for instance,Me will describe a one-dimensional
lament that winds through Y e as illustrated in Fig.4-1(a). All possible
solutions ue(); 8 2 D, which can be conceived as many (single) points
lying on this lament, would reside correspondingly on this manifold Me;
and as observed, the manifold is much smaller than the function space.
The nite element approximation space Y is thus too general since it
includes all possible functions that do not reside on the manifold of interest.
Hence, to approximate u(), we need not represent every single function in
Y , but rather only those which lie onMe. This observation presents a key
opportunity: we could obtain signicant dimension reduction and therefore
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save considerable computational eorts if we only restrict our attention to
the parameter-induced low-dimensional solution manifold. Thus, for the
elliptic PDE, we can pre-compute N \points" u(n); n = 1; : : : ; N along
M as shown on Fig.4-1(b), and then approximate u(new) by taking an
appropriate linear combination of the sample points u(n). This is basically
the key idea of the reduced basis method.
The reduced basis method applied for our hyperbolic PDE is of course
not as simple as that applied for the elliptic PDE. That is, the reduced
basis spaces need to be built in an appropriate way to take into account
the time integration. We would present these ideas in detail in subsequent
sections.
4.2.2 Approximation Formulation
We shall denote by N the dimension of the reduced basis approximation
space and Nmax the upper limit on the dimension of that space
2. We next
introduce a set of nested samples in the parameter space,
SN = f1 2 D; : : : ; N 2 Dg; 1  N  Nmax; (4.20)
and an associated set of nested Lagrangian reduced basis approximation
spaces
YN = spanfn; 1  n  Ng; 1  N  Nmax: (4.21)
Our reduced basis approximation uN(; t) to u(; t) is then obtained








+ a(uN ; v;) = g(t)f(v); 8v 2 YN ; 8t 2 [0; T ]; (4.22)
2Nmax might also determine the best reduced basis accuracy that can be achieved.
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the associated output of interest is then evaluated from
sN(; t) = `(uN(; t)); 8t 2 [0; T ]: (4.23)





















k); v;) + geq(t
k)f(v); 8v 2 Y; 1  k  K   1; (4.24)
with initial conditions: uN(; t
0) = uN(; t
1) = 0; and nally, the reduced
basis output is evaluated from
sN(; t
k+ 1
2 ) = `

uN(; t




; 1  k  K: (4.25)
4.3 Sampling Procedure
In this section, we present the procedure to build the reduced basis spaces
YN , i.e., the Proper Orthogonal Decomposition (POD){Greedy algorithm.
We shall rst review the POD method (or the method of snapshots) in the
following.
4.3.1 The Proper Orthogonal Decomposition (POD)
Method
We aim to generate an optimal (in the mean square error sense) basis set
fmgMm=1 from any given set of Mmax( M) snapshots fkgMmaxk=1 . To do
this, let VM = spanfv1; : : : ; vMg  spanf1; : : : ; Mmaxg be an \arbitrary"
space of dimension M . We assume that the space VM is orthonormal
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such that (vn; vm) = nm; 1  n;m  M ((; ) denotes an appropriate
inner product and nm is the Kronecker delta symbol). The POD space,
WM = spanf1; : : : ; Mg is dened as
















The POD space WM which is extracted from the given set of snapshots
fkgMmaxk=1 is the space that best approximate this given set of snapshots
and can be written as WM = POD(f1; : : : ; Mmaxg;M). In particular, we
can construct these POD spaces by using the method of snapshots [87] as




(i; j); 1  i; j Mmax: (4.27)
We then look for the eigenpairs
 
k 2 RMmax ; k 2 R+0

satisfying
Ck = kvk: (4.28)
We note that the eigenvalues are arranged in the descending order 1 




mk k; 1  m M: (4.29)
Here the eigenvector m corresponds to the eigenvalue m, 1  m 
M Mmax. From the above construction, it is clear that the POD spaces
are not only optimal and orthonormal, but also hierarchical: W1  W2 
: : :  WM .
4.3.2 POD{Greedy Sampling Procedure
We now discuss our POD{Greedy algorithm to build the reduced basis
spaces YN of interest [55]. Let SN denote the set of greedily selected pa-
rameters in D. Initialize SN = f0g, where 0 is an arbitrarily chosen pa-
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rameter. Let eproj(; t
k) = u(; tk)   projYNu(; tk), where projYNu(; tk)
is the YN orthogonal projection of u(; tk) into the YN space.
The algorithm is then dened as follows:
(4:30a) Set YN = 0:
(4:30b) Set  = 0:
(4:30c) While N  Nmax
(4:30d) W = eproj(; tk); 0  k  K	 ;
(4:30e) YN+M  YN
M
POD(W ;M);
(4:30f) N  N +M ;













Here, M is the number of basis functions that are constructed from the
set of snapshotsW at each POD{Greedy iteration; train is the given set of
parameters extracted from the parameter domain D. The term N(; tk)
is the associated a posteriori error bound for a particular parameter  at
a time step tk; and jkkj is a type of norm so-called the \spatio-temporal"
energy norm. We shall derive and discuss further this error bound as well
as the energy norm in Section 4.4 later.
In essence, the POD{Greedy algorithm creates the POD basis functions
in the time space and chooses the next sample point by the \Greedy sweep"
in the parameter space. In particular, for one iteration, we rst solve the
underlying N -dimensional \truth" FE approximation (4.9) to obtain K
solutions u(; tk); 1  k  K. We then nd the error between u(; tk)
and projYNu(
; tk); 0  k  K as in step (4.30d). In step (4.30e), we
do the POD approximation and extract M basis functions to \add" into
the current YN set. Based on this most updated basis, we compute all
relative error indicators N (;t
K)
jkuN (;tK)kj over train and nd the next \worst"
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parameter  as in step (4.30g). We nally update the set of samples SN by
including  on it. The procedure is iterated until the dimension of the RB
space reaches the prescribed maximum dimension Nmax; or alternatively,
the error indicator reaches the prescribed error tolerance tol.
4.3.3 Oine-Online Computational Strategy
In this section, we develop an oine-online computational procedure in
order to fully exploit the dimension reduction of the linear hyperbolic PDE.







k)n; 8n 2 YN : (4.31)
We then choose a test function v = n; 1  n  N for the dis-
crete RB equation (4.24). It then follows from (4.24) that uN(; t
k) =
[uN 1(; t
k) uN 2(; t
k) : : : uN N(; t




























k)FN ; 1  k  K   1; (4.32)
with initial conditions: uN n(; t
0) = uN n(; t
1) = 0; 1  n  N . Here,
AN() and MN() 2 RNN are the SPD matrices with entries AN i;j() =
a(i; j;), MN i;j() = m(i; j;); 1  i; j  N and FN 2 RN is the RB
load vector whose entries FN i = f(i); 1  i  N .
The RB output is then computed from
sN(; t
k+ 1
2 ) = LTN

uN(; t




; 1  k  K: (4.33)
Invoking the ane decomposition in (4.15) and (4.16), we obtain
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where the parameter independent quantities AqN 2 RNN andM qN 2 RNN
are given by
M qN i;j = m
q(i; j); 1  i; j  N  Nmax; 1  q  Qm; (4.37)
AqN i;j = a
q(i; j); 1  i; j  N  Nmax; 1  q  Qa; (4.38)
respectively.
The computational procedure is now clear with two stages: the of-
ine stage and the online stage. In the oine stage { performed only
once by the POD{Greedy algorithm, we rst solve for the basis functions
n; 1  n  Nmax; we then compute and store all the -independent quan-
tities in (4.37), (4.38), (A.10) and (A.12) for the estimation of the RB
solution/output and the associated a posteriori error bounds in the online
stage later. The necessary operation counts for one POD{Greedy iteration
are considered as follows. We need to compute O(N2(Qm +Qa)) N -inner
products (; )Y in (4.37) and (4.38) for the matrices M q and Aq, respec-
tively. For the a posteriori error estimation, we calculate O(N(Qm +Qa))
N -pseudo solutions in (A.10) and O(N2(Q2a+QaQm+Q2m)+N(Qa+Qm))
N -inner products3 (; )Y in (A.12). Since there are totally NmaxM POD{
3Here for simplicity, we can count approximately O(N2Q2 +NQ) N -inner products
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Greedy iterations, the above calculations are thus multiplied by Nmax
M
times.
In summary, for the oine stage, the operation counts depend on N and
hence, its computational cost is very expensive.
In the online stage { performed many times, for each new parameter
 { we rst assemble the reduced basis matrices in (4.34) and (4.35), this
requires O(N2Q) operations (we denote Q = Qm+Qa). We then solve the
RB governing equation (4.32), the operation counts are thus O(N3+KN2)
as the RB matrices are generally full. Finally, we evaluate the output
sN(; t
k) from (4.33) at the cost of O(2KN). For the a posteriori error
bound, we can demonstrate in the next section that its operation counts
are O(2KN2Q2+3KNQ). Therefore, as required in the real-time context,
the online complexity is independent of N , and since N  N we can
expect signicant computational savings in the online stage relative to the
classical FE approach.
4.4 A Posteriori Error Bound Estimation
The previous section has shown the advantage of the RB method, i.e.,
the online computational eort is of order O(N3). Nevertheless, we do not
know how largeN should be chosen in order for the reduced basis method to
produce desired accuracy for all  2 D. If N is too small, our reduced basis
approximation might be inaccurate; if N is too large, our reduced basis
approximation might be unnecessarily expensive. In addition, we recall
that the POD{Greedy algorithm in Section 4.3.2 requires the a posteriori
error bound N(; t
k) as an error indicator. Due to such reasons, we need
the a posteriori error estimator to assess the quality of the computed RB
solutions and outputs.
(; )Y , where Q = Qm +Qa.
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4.4.1 Field Variable Error Bounds
Preliminaries
The point of departure to derive the a posteriori error bounds for both
eld variable and output of interest is the discrete weak form in (3.43). We
rewrite (3.43) under the equivalent form as follows
m












k)f(v;); 8v 2 Y; 1  k  K   1; (4.39)
with initial conditions u(; t0) = u0, u(; t




kt; 0  k  K; the output is computed by
s(; tk+
1
2 ) = `













t; 0  k  K   1: (4.41)
Error Bound
Given uN(; t
k) 2 YN  Y , with uN(; t0) = u0, uN(; t1) = u0, we dene
the residual of (4.39) as
R(v;; tk) = geq(tk)f(v;) m

uN(; t












; 8v 2 Y; 8 2 D; 1  k  K 1:
(4.42)
We then dene the dual norm of the residual by
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R(;; tk)







; 1  k  K   1;
(4.43)
where E(; tk) 2 Y is given by the Riesz representation (see Section 2.1.8)
 E(; tk); v
Y
= R(v;; tk); 8v 2 Y; 1  k  K   1: (4.44)
Proposition 1. Let e(; tk) = u(; tk)  uN(; tk) be the error in the eld
variable and dene the \spatio-temporal" energy norm




















where the coercivity constants LB, LB are dened as in (4.13) and (4.14),
respectively.
Then, the error in the eld variable is bounded by
e(; tk)  N(; tk); 8 2 D; 1  k  K   1; (4.46)
where the error bound N(; t






























8 2 D; 1  k  K   1; (4.47)
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and E(; tk) relates to the dual norm of the residual dened in (4.44).
Proof. For simplicity, we suppress the  notation and write the time step
tk as superscript k in the following derivation. We immediately derive from
(4.39), (4.42) and (4.44) that the error ek
00
= uk






















8v 2 Y; 1  k00  K   1: (4.48)




















































































, noting that e0N = e
1
N = 0 and eliminating the







































; k0 = 1; : : : ; K   1: (4.51)
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Now invoking the Cauchy-Schwarz inequality (see Section 2.3.1) for












































































































































Now collecting the e quantities and E quantities, respectively, and











to the right-hand side of











































































































for (4.13), and w = ek
0+1, w = ek
0
for (4.14), then add up
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We notice that the right-hand side of (4.58) is exactly the left-hand








































k0 = 1; : : : ; K   1: (4.59)










































































Finally, eliminating the terms which contain the e quantities in the



























































































8 2 D; 1  k  K   1;
then (4.61) becomes
e(; tk)  N(; tk); 8 2 D; 1  k  K   1; (4.62)
which is the desired result stated in Proposition 1.
4.4.2 Output Error Bounds
In this section, we present the error bound for the estimate output. In order
not to lose generality, we can assume that the output has the following form






where `1() : Y ! R, `2() : X ! R are assumed to be bounded with
respect to k  kY and k  kX , respectively. In a discrete form, this output
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will be (similar to (4.10))
s(; tk+
1
2 ) = `1










8 2 D; 0  k  K   1: (4.64)
Proposition 2. Let the output of interest, s(; tk+
1
2 ), and the reduced basis
output, sN(; t
k+ 1
2 ), be given by (4.64) and
sN(; t
k+ 1
2 ) = `1

uN(; t











8 2 D; 0  k  K   1; (4.65)
respectively. The error in the output of interest is then bounded by
s(; tk+ 12 )  sN(; tk+ 12 )  sN(; tk+ 12 ); 8 2 D; 0  k  K   1;
(4.66)
where the output error bound sN(; t
k+ 1















k) is dened in Proposition 1.
Proof. As before, we suppress the  notation and write the time step tk
as superscript k to facilitate the writing. From the denition of the error
e(; tk), (4.65), (4.66) and applying the bounded property of `1 and `2 in
the spaces Y 0 and X, we have
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s(; tk+ 12 )  sN(; tk+ 12 )

`1ek+1 + ek2








































































































s(; tk+ 12 )  sN(; tk+ 12 ) sN(; tk+ 12 ); 8 2 D; 0  k  K   1;
which is the desired result stated in Proposition 2.
The error bound for our usual output (4.10) can be easily obtained
since (4.10) is just a simple version of (4.64)
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Therefore, the error bound of the output in this case is similar to (4.67),
except that the `2 component is missing in the expression.
4.4.3 Oine-Online Computational Procedure
We now turn to the development of the computational procedure, which
is detailed in Appendix A, to calculate the error bounds N(; t
k) and
sN(; t
k). In particular, the oine-online decomposition is clear from the
equations (A.11) and (A.13).
In the oine stage, we rst obtain the \pseudo{solutions" F ,Mq;n, 1 
n  N , 1  q  Qm and Aq;n, 1  n  N , 1  q  Qa in (A.10); we then
perform and store the parameter-independent inner products, i.e., (F ;F)Y ,
etc. in (A.12). Specically, (A.10) requires O(NQ) \truth-pseudo" N -
solutions while (A.12) takes roughly O(N2Q2 +NQ) \N inner products"
with Q = Qm +Qa, respectively.
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; 1  k  K in (A.11): each of these terms takes
roughly O(N2Q2+NQ) operations { thusK terms would take O(KN2Q2+
KNQ) operations. Then, we form the inner product terms in (A.13): each
term
 E(; tk+1); E(; tk 1)
Y
; 1  k  K   1 takes O(N2Q2 + 2NQ)
operations; thus (K   1) terms would take approximately O(KN2Q2 +
2KNQ) operations. Finally, those terms will be summed to nd the error
bounds N(; t
k) and sN(; t
k+ 1
2 ), 1  k  K   1, as in (A.1) and (A.2)
with the cost of O(2KN2Q2 + 3KNQ) operations for each.
4.5 Numerical Results
Two examples which are the pure normal and pure shear stress problems
described in Section 3.3.1 and 3.3.2 are examined to evaluate the perfor-
mance of the reduced basis approximation and the derived error bounds.
For both problems, the POD{Greedy algorithm is implemented to create
the RB spaces YN = fn; 1  n  Ng, 1  N  Nmax with two following
settings. First, in step (4.30c), the condition N (
;tK)
jkuN (;tK)kj > tol is used as
an alternative stopping criterion; here tol = 0:5% is the prescribed rela-
tive tolerance. Second, the increment M = 1 is chosen for each Greedy
iteration in step (4.30f). The only input parameter for both problems is
the Poisson's ratio  in the parameter domain D  [0:05; 0:45]  RP=1
as studied in Section 3.3.1. A training set train  [0:05; 0:45], which has
ntrain = 50 sample points picked randomly by the uniform distribution over
D, is used in the algorithm.










u(; tk)  uN(; tk)
jkuN(; tk)kj ; 1  k  K;
(4.70)










s(; tk)  sN(; tk)
jsN(; tk)j ; 1  k  K;
(4.71)
respectively. Another means for assessing the quality of the solution/output









js(; tk)  sN(; tk)j ;
1  k  K: (4.72)
The eectivity serves as a measure of the rigour and sharpness of the
error bounds: we have u;s(; t
k)  1; 8 2 D; 1  k  K, and we expect
that u;s(; t
k) is as close to 1 as possible. The closer to 1 the eectivity
is, the more rigorous and sharper the error bounds are. Finally, we note in
the equations (4.70){(4.72) that the nal time step tK is usually considered
to assess the errors as they will grow up with time.
4.5.1 The Pure Normal Stress Problem







(1 = 0:1) (2 = 0:2) (3 = 0:25) (4 = 0:3) (5 = 0:4)
5 6.02E+01 3.15E+01 2.58E+01 2.23E+01 1.83E+01
10 1.00E+02 5.07E+01 4.13E+01 3.50E+01 2.73E+01







(1 = 0:1) (2 = 0:2) (3 = 0:25) (4 = 0:3) (5 = 0:4)
5 1.05E+03 4.09E+03 5.60E+02 1.37E+02 1.07E+02
10 2.70E+03 2.88E+02 2.04E+02 1.33E+03 1.05E+03
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Figure 4-2: Maximum relative error bound and maximum relative true
error of (a) solution and (b) output over train of the normal stress problem.



































Figure 4-3: Reduced basis output and associated a posteriori error bound
for a particular case  = 0:1 with (a) N = 5 and (b) N = 10 basis functions
of the normal stress problem.
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For the pure normal stress problem, the POD{Greedy algorithm con-
verges after 11 iterations with the maximum relative error bound N (
;tK)
jkuN (;tK)kj =
0:3% and Nmax = 11. We show, as a function of N : 
max;rel
u is the maximum




K) in Fig.4-2a, and max;rels is the maximum




K) in Fig.4-2b, respectively. Fig.4-3 shows
the reduced basis output and the associated a posteriori error bound for
a particular case  = 0:1 with N = 5 and N = 10 basis functions, respec-
tively. Finally, we present the eectivity of the solution and output for
various  2 D on Table 4.1 and Table 4.2, respectively.
4.5.2 The Pure Shear Stress Problem










































Figure 4-4: Maximum relative error bound and maximum relative true
error of (a) solution and (b) output over train of the shear stress problem.
For the pure shear stress problem, the POD{Greedy algorithm con-
verges after 16 iterations with the maximum relative error bound N (
;tK)
jkuN (;tK)kj =
0:35% and Nmax = 16. Similar to the normal stress problem above, we also
present the maximum relative errors (bound and true) for the solution
max;relu and for the output 
max;rel
s in Fig.4-4; the reduced basis output and
the associated a posteriori error bound for a particular case  = 0:1 with
N = 6 and N = 12 basis functions are also shown in Fig.4-5, respectively.
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Figure 4-5: Reduced basis output and associated a posteriori error bound
for a particular case  = 0:1 with (a) N = 6 and (b) N = 12 basis functions
of the shear stress problem.
Computational Time
We present in Table 4.3, as a function of N , the online computational
time to calculate the output sN(; t
k) (tsN (;tk)) and the associated error
boundsN(; t
k), 1  k  K (tsN (;tk)). These values are then normalized
with respect to the computational time to calculate the FE approximation
output s(; tk), 1  k  K (ts(;tk)). The saving factor, which is dened







, is also presented in this Table. It is observed from
Table 4.3 that the RB online calculation is about 500 times faster than the
FE one.
Table 4.3: Computational time for FE and RB output calculations.
N tsN (;tk) tsN (;tk) ts(;tk)  =
ts(;tk)
tsN (;tk)
5 1.74E-03 1.6E-03 1 5.74E+02
10 1.96E-03 1.9E-03 1 5.11E+02
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4.5.3 Remark
The above diversied results demonstrate that the RB method and the
POD{Greedy algorithm work really well for these simple problems. In
particular, the RB spaces with less than 20 basis functions are sucient to
approximate well the FE solutions and outputs with relatively small errors.
However, the inherent instability of the linear hyperbolic PDE, which is
represented by the large eectivities on Table 4.2 and the \at eect" in
the error bound plots Fig.4-2 and Fig.4-4, shows that our a posteriori error




As continued from Chapter 4, this chapter presents the second of the two
major parts of the thesis, namely inverse problems and inverse methods
to solve such problems. The chapter is organized as follows. Section 5.1
recalls the basic denitions of forward problems and inverse problems of in-
terest. Generally, inverse problems can be stated as nonlinear optimization
problems in which the optimization solutions need to be found. Section 5.2
discusses several gradient-based optimization methods to solve nonlinear
optimization problems, including the steepest descent, the Gauss-Newton
and the Levenberg{Marquardt methods. Finally, the analytical sensitivity
analysis of the output functional with respect to the input parameter, that
is based on our damped linear hyperbolic PDE, is presented in Section 5.3.
5.1 Problem Denition
5.1.1 Forward Problems
An \exact" mathematical formulation to describe the input-output rela-
tionship induced by a PDE is stated as: given a parameter  2 D 
RP , we evaluate se(; t) = `(ue(; t)); 8t 2 [0; T ], where the eld vari-
able ue(; t) satises a -parametrized PDE that describes the underlying
physics, p(ue(; t); v;) = 0; 8v 2 Y e. Here  is the P -tuple input param-
eter which resides in the parameter domain D; Y e and Xe are appropriate
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Hilbert and L2(
) spaces dened over the spatial domain 
 2 Rd; f(),
`() are Xe-continuous linear functionals; and p is the weak form of the
underlying PDE. For the general linear hyperbolic PDE of our interest, we
have












+ a(ue(; t); v;)  g(t)f(v); (5.1)
where g(t) is an impulse control; a(; ;) is the Y e-continuous bilinear form
and c(; ;), m(; ;) are the Xe-continuous bilinear forms, respectively.
Since this kind of PDE is generally unsolvable by analytical methods,
numerical approaches such as the nite element method are used. In the
nite element method, we introduce the piecewise-polynomials \truth" ap-
proximation subspace Y ( Y e) of nite dimension N . The \truth" nite
element approximation is then stated as: given a parameter , we evaluate
the output of interest
s(; t) = `(u(; t)); 8t 2 [0; T ]; (5.2)
where the eld variable u(; t) 2 Y satises
p(u(; t); v;) = 0; 8v 2 Y: (5.3)
We shall assume that the nite element space Y is suciently rich that
u(; t) and s(; t) are nearly \indistinguishable" from ue(; t) and se(; t),
respectively. Generally, N is very large so that the evaluation of input-
output relationships is untenable in the real-time context.
We also introduce an explicit mapping F to denote the input-output
relationship as F :  2 D ! s 2 RK , hence1 s(; tk) = F (; tk); 1  k 
K. The mapping F is called the forward operator, and hence evaluating F
1Note that we have discretized the time interval [0; T ] into K subintervals whose
lengths t = TK within the nite element context as described in Section 3.2.2.
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is equivalent to solving the equations (5.2) and (5.3).
5.1.2 Inverse Problems
Contrary to forward problems, inverse problems identify unknown input
parameters based on measured/observable output data. Following closely
[59], an inverse problem may be formulated as follows. In the context asso-
ciated with the hyperbolic PDE, the input has the form  = (1; : : : ; L) 2
D  RL, which comprises system characteristic parameters that need to
be identied (D is the associated inverse parameter domain). Inverse
problems may involve identifying the \exact" unknown parameter  from

 2 D jF (; tk) = s(; tk); 1  k  K	 ; (5.4)
where s(; tk); 1  k  K are the \noise-free" data; tk and K de-
note a particular time step and the total number of time steps as de-
ned in Section 3.2.2, respectively. For convenience below, we denote
F() = (F (; t1); : : : ; F (; tK)) and s() = (s(; t1); : : : ; s(; tK)), and
thus rewrite (5.4) as
F() = s(): (5.5)
In inverse problems, the notion of parameter identiability is impor-
tant since it relates to the unique of inverse solutions. In particular, the
parameter  is called identiable if F() = s() implies  = , if oth-
erwise non-identiable. A problem is called parameter identiable if every
 2 D is identiable, or in other words, the mapping F is one-to-one.
Generally, the solutions of (5.5) are found by solving the following min-
imization problem
 = arg min
2D
kF()  s()k; (5.6)
where k  k denotes the Euclidean norm

kxk =px21 + x22 + : : :+ x2K. In
actual practice, due to errors in the measurement, the exact data is not
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known precisely, only the noise-contaminated data,

s(; tk); 1  k  K	,
satisfying
s(; tk)  s(; tk)s(; tk)
  exp; 1  k  K; (5.7)
are available; here, exp is the experimental error and  is the noise level in
the data, respectively. Here, (5.7) also implies that the norm measurement
of noise is bounded by
ks()  s()k  (exp); (5.8)
where  known as the noise level which is a function of the experimen-
tal error exp, and s
() = (s(; t1); : : : ; s(; tK)). The minimization
formulation (5.6) is now replaced with
 = arg min
2D
kF()  s()k; (5.9)
with the noise estimate (5.7) or (5.8).
5.2 Methods to Solve Inverse Problems
In general, methods for solving optimization problems (e.g., (5.9)) are
rich and can be classied into two categories: global and local optimiza-
tion techniques. Global optimization techniques may be further classied
into evolutionary algorithms and deterministic algorithms. The genetic
algorithm, neural network, simulated annealing, etc. fall into the former
category, while the DIRECT algorithm [88] is the most popular of the
latter category. Global optimization algorithms provide a much better
chance of nding the global or nearly global optimum than local algo-
rithms. However, as pointed out in [89], global algorithms also suer from
the big drawbacks such as expensive computational cost, poor handling for
constrained optimization problems, problem-specic parameter tuning and
limited problem size (limited number of unknowns).
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An alternative category of methods to solve optimization problems
is local optimization algorithms. Most local optimization algorithms are
gradient-based. As indicated by the name, local algorithms would require
the gradient information to nd the optimum solution of (5.9). Local al-
gorithms are popular because they are ecient (in terms of the number
of function evaluations), they can solve quite large size problems, they
need little problem-specic parameter tuning, and they can handle very
eciently both constrained and unconstrained optimization problems [89].
The disadvantages of local algorithms are that they can only nd the local
optimum solution that is closest to its initial guess (hence depending on
an initial guess), they are susceptible with noise, and they are complex
algorithms that are hard to implement. Despite all these drawbacks, lo-
cal optimization algorithms, which have strong mathematical backgrounds
(i.e., convergence rate derivations and convergence analyses), still exhibit
powerful abilities to solve many important optimization problems in science
and engineering.
In this section, we shall discuss briey the basics of three main gradient-
based iterative methods which are the gradient descent, the Gauss-Newton
and the Levenberg-Marquardt methods.
Least squares problems arise when tting a parameterized function to
a set of measured data points by minimizing the sum of squares of errors
between the data points and the function. Nonlinear least squares problems
arise when the function is not linear in the parameters. We consider a set
of K \noised" data points, s()  (tk; s(; tk)); 1  k  K; and a
family of curves fF()  F (; tk); 1  k  Kg that depend on the input
parameter  = (1; 2; : : : ; L). We want to nd the input parameter 

that induces the curve which ts best the given noise data in the least












is minimized; where the residual is dened as rk() = F (; t
k) s(; tk); 1 
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k  K. The minimum value of S occurs when its gradient with respect to
















; 1  k  K; 1  l  L is the Jacobian matrix that
represents the local sensitivity of F (; tk) to the variation in parameters .
The solution of (5.11) by gradient-based iterative methods will gener-
ally have the form
l  ; b+1l = ; bl +bl ; 1  l  L; (5.12)
where b denotes the bth iteration. The update terms l; 1  l  L will
be calculated appropriately depending on the specic methods.
5.2.1 The Gradient Descent Method
The steepest descent method (gradient descent method) is a general mini-
mization method which updates parameter values in the direction opposite
to the gradient of the objective function2. The update term  that moves
the parameters in the direction of steepest descent is given by
; b =  rSb =   J bT rb; (5.13)
where a positive scalar  determines the step size in the steepest descent
direction. (Note here we suppress the  notation J() as J for simplicity.)
This simple gradient method suers from various convergence issues.
In particular, we want to take large steps down the gradient at locations
where the gradient is small (the slope is gentle), and conversely, small steps
when the gradient is large (the slope is relatively high) in order to converge
2Here, the sum of squares of errors S dened in (5.10) is known as the cost function
or objective function.
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smoothly to the exact solution. The update rule (5.13) simply implies
the thing opposite to the above desire. However, for many problems, the
method has quite good performance in the initial stage of the iterative
process.
A more general mathematical form of (5.13) is the Landweber iteration
dened as
; b+1 = ; b + F0(; b)
 
s()  F(; b) : (5.14)
Convergence analysis and convergence rate analysis for the Landweber
iteration for nonlinear ill-posed problems were developed in the work of
Hanke et al. [90]. Let denote y the unique solution of (5.9), b the
stopping index of the iteration procedure (5.14). With some conditions
on F and F0, Hanke et al. showed that the optimal convergence rate
ky   ; bk  O( 22+1 ); 0 <   1=2, with b  O( 22+1 ) can be achieved
by this method.
5.2.2 The Gauss{Newton Method
The Gauss-Newton method overcomes the drawback of the steepest descent
by including the curvature information, namely, the second derivative of
the objective function in the iteration process. In particular, it assumes














; 1  l; l1; l2  L:
(5.15)
For general nonlinear problems, dierentiating (5.10) once and twice

























J()TJ() as the residual is practically very small. Then the equation
(5.15) will be




We then take the derivative of (5.18) with respect to  and set this
resulting equation equal to zero to nd a solution
S 0(b +)  J()T r() + J()TJ() = 0: (5.19)
Finally, the above equation can be rearranged to obtain the update rule
for the Gauss-Newton method









The main advantage of the Gauss-Newton method is rapid convergence,
i.e., quadratic convergence rate. However, the convergence rate is sensi-
tive to the initial guess (or more precisely, the linearity around the initial
guess). Convergence analysis of this method can be found in the work of
Blaschke et al. [91]. Generally, although the method has quadratic conver-
gence rate which is highly desirable, the high computational cost to obtain
second-order gradient information in the Hessian matrix makes the method
impractical in most cases.
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5.2.3 The Levenberg{Marquardt Method
The Levenberg-Marquardt method is an iterative method that makes use
of (5.12) to nd the optimum solution. In order to nd the update rule
of this method, we make use of Taylor series expansion for the residual
(assuming that the residual is a smooth function)
rb+1 = rb +
@rb
@b
b + : : : (5.21)
Recalling that Jkl() =
@rk()
@l
; 1  k  K; 1  l  L, and multiply-
ing the above equation by JT ; after some manipulation, it becomes
J b
T
J bb   J bT rb+1 =  J bT rb: (5.22)
As observed, (5.22) can not be solved to nd b since rb+1 is not known
in advance. Levenberg's contribution was to replace the term  J bT rb+1




J b + bI

b =  J bT rb; (5.23)
where I is the identity matrix.
The basic idea of this modication is to add a (non-negative) damping
factor  and adjust it properly at each iteration. If the reduction of S is
rapid, a small value of  can be used { making the method closer to the
Gauss-Newton algorithm; contrarily, if the reduction of S is insucient,
 can be increased { making the method more like the gradient descent
algorithm. However, the drawback of this rule is that when  is large, the
term J b
T
J b is not used at all. Marquardt later improved this situation
by replacing the identity matrix I with the diagonal matrix consisting
of the diagonal elements of J b
T











b =  J bT rb: (5.24)
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Clearly, the choice of damping factor  is the key of the Levenberg-
Marquardt algorithm. Marquardt also recommended starting the process
with a value 0 and a factor v > 1. There are three scenarios for choosing
the subsequent damping factor, namely, 1 = 0v, 2 = 0 and 3 =
0=v. For each of these three damping factors (1;2;3), we rst calculate
the increment  in (5.24), then update  in (5.12) and nally compute
S() in (5.10). In the rst scenario, if S(1) = min fS(1); S(2); S(3)g,
then the damping factor is increased by successive multiplication by v until
a better point is found: the new damping factor is set  = 0v
i for some
i. In the second scenario, if S(2) = min fS(1); S(2); S(3)g, then 
is left unchanged with  = 0. Finally, in the third scenario, if S(3) =
min fS(1); S(2); S(3)g, then 3 = 0v is taken as the new value of  for
the subsequent iteration. This  selection process is performed within each
iteration until convergence. The common value of v falls between 2 and
10.
One of the latest contribution to the method is done by Fletcher [92].
He improved the method by replacing the matrix behind b in (5.24) with
a diagonal matrix D and introducing a more detailed strategy to choose




J b + bD

b =  J bT rb: (5.25)
In particular, he introduced a new quotient R, which relates to S(b),
S(b+1), the prescribed lower bound RL and upper bound RU , subjects to
the following selection rule. If RL  R  RU , the damping factor is not
changed b+1 = b; if RU < R, 
b+1 = 1=2b; and if RL > R, the parameter
v is set so that 2  v  10 and then b+1 = vb for the subsequent iteration.
Convergence rate derivations and convergence analysis of the method
can be found in the latest work of Jin [93]. We shall pursue this Levenberg{
Marquardt{Fletcher method for the inverse analysis of our dental implant
problems in Chapter 6 and 7 later.
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5.3 Sensitivity Analysis
It is crucial to perform a sensitivity analysis before solving any inverse
problem. In addition, gradient-based techniques such as the steepest de-
scent, Gauss-Newton and Levenberg{Marquardt methods always require




; 1  p  P . This section presents explicitly the calcula-
tion of the sensitivity coecients of the functional output with respect to
the parameter components within the context of damped linear hyperbolic
PDEs.
5.3.1 Equation of Motion with Damping Eects
In order not to lose generality, we consider the discrete governing equation
with damping eects (6.25). For the governing equation without damp-
ing (i.e., (4.32)), we simply leave out the damping term in the derived
formulations.
We want to calculate the sensitivity coecients of the reduced basis
output sN(; t
k); 1  k  K, with respect to the parameter components





; 1  p  P; 1  k  K;  2 D: (5.26)
The output of interest sN(; t
k); 1  k  K is dened as in (6.17).
















; 1  p  P; 1  k  K;  2 D:
(5.27)
Now, substituting the RB expansion (6.24) into (5.27), the above equa-


























k) uN 2(; t
k) : : : uN N(; t
k)
T 2 RN as de-
ned in (6.24).
The equation (5.28) shows that in order to estimate the sensitivity
coecients Xp , we need to nd the derivatives of the RB eld variable




; 1  p  P . As















































1  k  K   1; (5.29)
where geq(t
k); 1  k  K   1, is dened as in (6.10).
We rewrite (5.29) as
L1uN(; t

















































Dierentiating two sides of (5.30) with respect to p; 1  p  P , the

























R2; 1  k  K   1: (5.34)
To estimate (5.34), the derivatives of the bilinear forms m, c and a with
respect to the parameter components p; 1  p  P , need to be computed.












qa()a(i; j); 1  i; j  N ; (5.37)

























a(i; j); 1  i; j  N: (5.40)
Now, dierentiating (5.31){(5.33) with respect to p, then substituting

























































































The estimation procedure is now clear: the sensitivity coecients of




; 1  p  P; 1  k  K are calculated iteratively from (5.34).
All necessary terms employed for the estimation of (5.34) can be found
from (5.31){(5.33) for L1, R1, R2; (5.41){(5.43) for the associated deriva-
tives and (6.25) for uN(; t













; thus initial conditions to start the procedure
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(according to zero initial conditions (6.4)).
5.3.2 Equation of Motion without Damping Eects
For the governing equation without damping eects (i.e., (4.32)), all the
above equations still can be used except that the damping term c(; ;) is
missing from all expressions.
Remark Another approach to estimate the sensitivity coecients is
by using the nite dierence approximation, which will be pursued and
presented in details in Chapter 7. The nite dierence (FD) approach is
much simpler and faster than this current analytical approach. However,
the FD approach would be impossible if s(; t) do not depend continuously
on , i.e., there is a jump or discontinuity in the s    plot. In this




Dental Implant Problem with
One-layered Interfacial Tissue
Chapters 3, 4 and 5 set up all necessary ingredients that serve for the
purposes posed in the Motivation Section (Section 1.1) of the thesis, i.e., to
solve the two problems of interfacial tissues in dental implant-bone systems.
This chapter is devoted to the rst problem, namely the dental implant
problem with one-layered interfacial tissue in Section 1.1.1. The second
problem, the dental implant problem with three-layered interfacial tissue,
shall be solved in the next chapter.
6.1 Introduction
In this chapter, we introduce an inverse analysis approach for rapid identi-
cation of the material properties of the interfacial tissues. There are two
main components in our approach: the RB method and the Levenberg{
Marquardt{Fletcher algorithm. We rst develop a reduced basis approxi-
mation for linear elastodynamics that govern the structural responses of a
dental implant-bone model. This is achieved by using a Proper Orthogonal
Decomposition (POD){Greedy algorithm, the Galerkin projection, and an
oine-online computational procedure. The RB approximation provides
extremely fast and reliable calculation of displacement responses for a range
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of material properties. We then incorporate the RB approximation into the
Levenberg{Marquardt{Fletcher algorithm to enable rapid identication of
the unknown material properties. Finally, the eciency and robustness of
the proposed method are demonstrated for a real in vitro model.
The chapter is organized as follows. In Section 6.2, we introduce a real
in vitro model and associated nite element approximations. In Section 6.3,
we develop the reduced basis approximation and present some numerical
results. In Section 6.4, we describe the proposed inverse analysis approach
and present numerical results to demonstrate its eciency and robustness.
Finally, we provide some concluding remarks in Section 6.5.
6.2 Problem Description and Finite Element
Approximation
6.2.1 Models and Approximations
The Real In Vitro Model
(a) (b)
Figure 6-1: The real in vitro model (a) and the 3d simplied FEM model
with sectional view (b).
We consider a real in vitro model shown in Fig.6-1a. The bone is made
of the bovine rib of a mature specimen obtained commercially. The bone
is composed of two subparts: the cortical bone and the cancellous bone.
The thickness of the cortical bone is 2mm. A cylindrical implant socket
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whose diameter of 6.5mm and depth of 15mm is drilled into the bone. A
cylindrical dental implant whose diameter of 4mm and length of 12mm
is inserted into the drilled hole. A layer of 2.5mm thickness surrounding
the dental implant is the interfacial tissue whose material properties need
to be identied in the osseointegration process. Finally, a stainless steel
screw is screwed tightly into the dental implant. The screw is modeled as
a cylinder that has 1.5mm in diameter and 12.5mm in length, respectively.
The Simplied 3D FEM Model
Fig.6-1b presents a simplied 3D dental implant-bone model that simulates
the real in vitro model shown in Fig.6-1a. The geometry of the simplied
dental implant-bone model is constructed by using SolidWorks 2005. The
physical domain 
 consists of ve regions: the outermost cortical bone 
1,
the cancellous bone 
2, the interfacial tissue 
3, the dental implant 
4 and
the stainless steel screw 
5. The 3D simplied model is then meshed and
analyzed in the software ABAQUS/CAE version 6.9-1. A dynamic force
opposite to the x direction is then applied to the body of the screw as
shown in Fig.6-2a. The time history of the applied load is also presented in
Fig.6-3. The output of interest is dened as the displacement responses of a
point on the head of the screw. The Dirichlet boundary condition (@
D) is
specied in the bottom-half of the simplied model as illustrated in Fig.6-
2a. As shown in Fig.6-2b the nite element mesh consists of 9655 nodes
and 52585 four-node tetrahedral solid elements. The coinciding nodes of






5) are assumed to be rigidly xed, i.e. the displacements in the x , y 
and z directions are all set to be the same for the same coinciding nodes.
We assume that the regions 
i; 1  i  5, of the simplied model are
homogeneous and isotropic1. The material properties: the Young's mod-
1This assumption would introduce modeling error and approximation error (due
to sharp interfaces) and that Functionally Graded Materials (FGM) would be a more
realistic assumption. Since this paper is our rst attempt on the development of the
reduced basis method for elastic wave equations and its application to the inverse dental
implant problem, we consider this simplied 3D model to demonstrate the usefulness of
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(a) (b)
Figure 6-2: Output point, applied load F and Dirichlet boundary conditions
@
D (a), and the meshed model in ABAQUS (b).



















Figure 6-3: Time history of the applied load.
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uli, Poisson's ratios and densities of these regions are presented in Table
6.1 [14, 30]. In order to simulate the damping of the system, the Rayleigh
damping assumption [15] is used in our analysis. Each region shall have
their own pair values of i { the mass-proportional damping coecients
which represent the contribution of the mass matrices into the damping
matrices of interest and i (i = 1; : : : ; 5) { the stiness-proportional damp-
ing coecients which represent the contribution of the stiness matrices
into the damping matrices, respectively. We conducted a sensitivity anal-
ysis the values of i; 1  i  5, to the displacement output and found that
they do not aect the displacement output of our problem. This means
that our current problem setting is stiness dominated. Based on this nd-
ing, i; 1  i  5, have the values as presented in the last column of Table
6.1 such that
Ci = iAi; i = 1; : : : ; 5;
where Ci and Ai are the FEM damping and stiness matrices of each
region, respectively. We also note in Table 6.1 that the Young's modulus E
and the stiness-proportional Rayleigh damping coecient  of the region

3 (E3,3) are \unknown" material parameters that need to be identied.
Table 6.1: Material properties of the dental implant-bone structure.
Domain Layers E (Pa)  (g=mm3) 

1 Cortical bone 2:3162 1010 0.371 1:8601 10 3 3:38 10 6

2 Cancellous bone 8:2345 108 0.3136 7:1195 10 4 6:76 10 6

3 Tissue E 0.3155 1:055 10 3 

4 Titan implant 1:05 1011 0.32 4:52 10 3 5:1791 10 10

5 Steel screw 1:93 1011 0.305 8:027 10 3 2:5685 10 8
The 3D simplied dental implant-bone problem is solved by taking two
important considerations. Firstly, the loading applied to the head of the
screw is extremely small. Hence, the deformation of the whole structure is
small and shall be governed by linear elastodynamics [13, 14, 27]. Secondly,
the reduced basis method for certain applications. The FGM assumption approach will
be another subject for future work.
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all layers except the tissue (i.e., the cortical bone, the cancellous bone, the
implant and the screw) are very hard and the tissue is the only soft layer
considered. Therefore, the output displacement responses of the system
are mostly aected by the material properties of the tissue layer only.
Here we aim to identify the \unknown" material properties of the inter-
facial tissue, namely the Young's modulus E and the stiness-proportional
Rayleigh's damping coecient , from the displacement responses of the
dental-implant bone structure due to the excitation force. Our analysis
procedure consists of two parts: forward analysis and inverse analysis. In
the forward analysis, the output displacement responses are determined
for a range of input system parameters (E; ) for which we need to build a
RB model. The inverse analysis determines (Etrue; true) from a given mea-
surement of output displacement response of the dental implant structure
when it is excited by the applied load.
6.2.2 Finite Element Approximation
Formulations and Denitions
We consider a spatial domain 
 2 R3 with a boundary @
. We denote the
Dirichlet portion of the boundary by  Di ; 1  i  3. We then introduce
the Hilbert spaces
Y e = fv  (v1; v2; v3) 2 (H1(




) = fv 2 L2(
)jrv 2 (L2(
))3g where L2(
) is the space
of square-integrable functions over 
. We equip our spaces with inner
products and associated norms (; )Y e ((; )Xe) and k  kY e =
p
(; )Y e
(k  kXe =
p
(; )Xe), respectively; a typical choice is
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where the summation over repeated indices is assumed.
We next dene our parameter set D 2 RP , a typical point in which shall
be denoted   (1; : : : ; P ). We then dene the parametrized bilinear
forms a in Y e, a : Y e  Y e D ! R; m; c; f; ` are continuous bilinear and
linear forms in Xe, m : Xe Xe ! R, c : Xe Xe D ! R, f : Xe ! R
and ` : Xe ! R.
The \exact" linear elasticity problem is stated as follows: given a pa-
rameter  2 D  RP , we evaluate the output of interest
se(; t) = `(ue(; t)); t 2 [0; T ]; (6.3)














+ a (ue(; t); v;) = g(t)f(v);
8v 2 Y e; t 2 [0; T ]; (6.4)




We next introduce a reference nite element approximation space Y 
Y e( Xe) of dimension N ; we further dene X  Xe. Note that Y and X
shall inherit the inner product and norm from Y e andXe, respectively. Our














+ a (u(; t); v;) = g(t)f(v);
8v 2 Y; t 2 [0; T ]; (6.5)
with initial conditions u(; t0) = 0, @u(;t
0)
@t
= 0; we then evaluate the
output of interest
s(; t) = `(u(; t)); t 2 [0; T ]: (6.6)
With respect to our particular dental implant problem described in
























































for all w; v 2 Y;  2 D. Here, the \unknown" parameter  = (1; 2) 
(E; ) belongs to the region 
3. C
r
ijkl is the constitutive elasticity tensor
for isotropic materials and it is expressed in terms of the Young's modulus
E and Poisson's ratio  of each region 
r; 1  r  5, respectively.  Nn is
the point where the load is applied as shown in Fig.6-2a. The material
properties Er and r; 1  r  5; r 6= 3; r and r, 1  r  5 are dened as
in Table 6.1.
From (6.7b) and (6.7c), we nd that a and c depend anely on the











q(w; v); 8w; v 2 Y;  2 D: (6.8b)
Here, the smooth functions 1a() = 1, 
2
a() = 1; 
1
c() = 1, 
2
c() =









































do not depend on . We also require that all linear and
bilinear forms are independent of time { the system is thus linear time-
invariant (LTI) [43].
Time Discretization
We shall use the Newmark's scheme with coecients (' = 1
2
;  = 1
4
)
[81] to approximate the time derivative terms of the \truth" statement
(6.5). For time integration: we divide [0; T ] into K subintervals of equal
lengths t = T
K
, and dene tk = kt; 0  k  K. Our nite element
approximation is then given by:
m(u(; tk+1); v) +
1
2




=  m(u(; tk 1); v) + 1
2
tc(u(; tk 1); v;)  1
4
t2a(u(; tk 1); v;)
+ 2m(u(; tk); v)  1
2
t2a(u(; tk); v;) + t2geq(tk)f(v);











g(tk+1); 1  k  K   1: (6.10)
The initial solution is computed as in [15]. u(; t0) = 0, u(; t1) is com-
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puted from: u(; t1) = 1
4








t2a(u(; t1); v;) = g(t1)f(v); 8v 2 Y:
(6.11)
We then evaluate the output from:
s(; tk) = `(u(; tk)); 1  k  K: (6.12)
6.3 Reduced Basis Approximation
The reduced basis (RB) method is a cooperative method that is constructed
from the nite element method (FEM). The idea of the RB method is that
instead of solving a very time-consuming and expensive FEM system for
each input parameter; we would rather proceed with two stages: an oine
stage and an online stage. In the oine stage { performed only once, we
pre-compute several FEM solutions corresponding with a set of several in-
put parameters (the S set in the following sections) and build these FEM
solutions as basis vectors of the RB spaces (the YN space in the following
sections). Then, in the online stage { performed numerous times, we can
compute very rapidly and accurately the solution/ouput of the RB sys-
tem for a required input parameter by taking a proper linear combination
(Galerkin projection) of the RB basis vectors. The computational time
and computational cost of the online stage are very cheap because neces-
sary operation counts depend only on the dimension N of the RB spaces
rather than the dimension N of the FEM space and N  N . Obviously,
we will evaluate the error between the RB solution and the FEM solution
as well as the error between the RB output and the FEM output to assess
the quality of the RB solution/output with respect to the FEM ones. This
2This initial solution treatment is only true with zero initial condition: u(; t0) =
_u(; t0) = u(; t0) = 0.
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kind of error, which is called the \RB error" because it is the error induced
by the RB approximation, will be discussed in more detail in Section 6.3.3.
One can refer to [94] for more information regarding the RB method and
all related aspects.
6.3.1 Reduced Basis Method
We introduce the nested samples S = f1 2 D; 2 2 D; : : : ; N 2 Dg,
1  N  Nmax, and associated nested Lagrangian reduced basis spaces
YN = spanfn; 1  n  Ng; 1  N  Nmax, where n 2 YN , 1  n 
Nmax are mutually (; )Y { orthonormal RB basis functions. The sets S
and YN shall be constructed appropriately by the POD{Greedy algorithm
described in Section 6.3.2 afterward. Our reduced basis approximation
uN(; t) to u(; t) is then obtained by a standard Galerkin projection:













+ a (uN(; t); v;) = g(t)f(v);
8v 2 YN ; t 2 [0; T ]: (6.13)
We evaluate the associated RB output, sN(; t), from
sN(; t) = `(uN(; t)); t 2 [0; T ]: (6.14)






















k); v;) + t2geq(tk)f(v);
8v 2 YN ; 1  k  K   1: (6.15)
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The initial condition is calculated as: uN(; t
0) = 0, uN(; t
1) is com-




1), and uN(; t










1); v;) = g(t1)f(v);
8v 2 YN : (6.16)
Finally, the RB output is evaluated from:
sN(; t
k) = `(uN(; t
k)); 1  k  K: (6.17)
6.3.2 POD{Greedy Sampling Procedure
In this section, we present briey the Proper Orthogonal Decomposition
(POD) method and then introduce our POD{Greedy sampling algorithm
used in this work.
The Proper Orthogonal Decomposition
We aim to generate an optimal (in the mean square error sense) basis set
fmgMm=1 from any given set of Mmax( M) snapshots fkgMmaxk=1 . To do
this, let VM = spanfv1; : : : ; vMg  spanf1; : : : ; Mmaxg be an \arbitrary"
space of dimension M . We assume that the space VM is orthonormal
such that (vn; vm) = nm; 1  n;m  M ((; ) denotes an appropriate
inner product and nm is the Kronecker delta symbol). The POD space,
WM = spanf1; : : : ; Mg is dened as
















The POD space WM which is extracted from the given set of snapshots
fkgMmaxk=1 is the space that best approximate this given set of snapshots and
can be written as WM = POD(f1; : : : ; Mmaxg;M). We can construct this
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POD space by using the method of snapshots which is presented concisely
in the Appendix of [87].
POD{Greedy Algorithm
We now discuss our POD{Greedy algorithm [55] to construct the nested
sets S and YN of interest. Let S denote the set of greedily selected
parameters in D. Initialize S = f0g, where 0 is an arbitrarily chosen
parameter. Let eproj(; t
k) = u(; tk) projYNu(; tk), where projYNu(; tk)
is the YN orthogonal projection of u(; tk) into the YN space.
The algorithm is then dened as follows:
(6:19a) Set YN = 0:
(6:19b) Set  = 0:
(6:19c) While N  Nmax
(6:19d) W = eproj(; tk); 0  k  K	 ;
(6:19e) YN+M  YN
M
POD(W ;M);
(6:19f) N  N +M ;




k=1 kR(v;; tk)k2Y 0
kuN(; tK)kY
9=; ;





Here, M is the number of RB basis functions that are constructed from
the set of snapshots W at each POD{Greedy iteration, and train is the
training parameter set where train 2 D. The term kR(v;; tk)kY 0 ;8v 2
Y; 1  k  K   1 is the dual norm of the residual, where the residual is
dened from (6.15) as
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In addition, the dual norm of the residual is dened theoretically as
kR(v;; tk)kY 0  sup
v2Y
R(v;; tk)
kvkY ; 8v 2 Y; 1  k  K   1: (6.21)
At the step (6:19g) of the algorithm (6.19), note that we use the dual




In order to evaluate the eciency of the RB model relatively to the FEM
model, reduced basis (RB) errors are used in this work. The RB error for
the solution uN(; t
k) is dened as
e(; tk) = u(; tk)  uN(; tk); 1  k  K; (6.22)
where u(; tk), uN(; t
k); 1  k  K are the FEM and RB solutions,
respectively. The relative RB error of solution and relative RB error of





kuN(; tk)kY ; s(; t
k) =
s(; tk)  sN(; tk)sN(; tk)
 ; 1  k  K:
(6.23)
respectively. We note in (6.23) that the nal time step tK is usually
preferred since the errors will grow up as time progresses.
Error Indicator
Consider the POD{Greedy algorithm (6.19), we can use the RB error (6.22)
as the error indicator in the step (6:19g). In that situation the computa-
tional time, computational eort and required storage will be huge because
we need to solve and store all the FEM solutions of all  2 train; hence
the use of RB error is not feasible. Another choice for the error indica-
tor (and also for the error evaluation) is the rigorous a posteriori error
bound [48, 43]. Tan derived the a posteriori error bound for linear hy-
perbolic PDEs [54]; however, this bound is for the Newmark's scheme3 
' = 1
2
;  = 1
2

and is thus not applicable for our work. Recently, Huynh
et al. [95] used the Laplace transform technique to derive a new a poste-
riori error bound for linear hyperbolic PDEs. The technique improves the
situation but also introduces many additional complication.
As analyzed above, we need to have another error indicator since both
the error bound and RB error are not available for our particular problem.
Therefore, in order to implement the POD{Greedy strategy we use the
dual norm of the residual kR(v;; tk)kY 0 as a surrogate. The dual norm of
the residual is actually not rigorous because it does not include stability
information, i.e., some temporal terms as present in the full error bound
of [54]. However, there are three advantages in using the dual norm of the
residual. Firstly, it is nearly the only remaining choice; secondly, it can
evaluate relatively the accuracy of the RB solutions for various choices of ;
and thirdly { most important, its calculation is very convenient: fast and
3In this work, note that we use the Newmark's scheme
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ecient oine-online decomposition for many  computations required in
the Greedy strategy. Furthermore, in the next section we will show that
the operation counts to nd the dual norm of the residual (6.20) for one
particular  is very cheap { roughly O(KN2Q2 +KN2Q+KNQ), where
Q = Qa +Qc.
6.3.4 Oine-Online Computational Procedure
In this section, we develop an oine-online computational procedure in








k)n; 8n 2 YN : (6.24)
We then choose a test function v = n; 1  n  N for the dis-
crete RB equation (6.15). It then follows from (6.15) that uN(; t
k) =
[uN 1(; t
k) uN 2(; t
k) : : : uN N(; t





























k) + t2geq(tk)FN ; 1  k  K   1:
(6.25)
The initial condition is treated similar to the treatment in (6.11) and
(6.16). Here, CN(), AN(), MN 2 RNN are symmetric positive de-
nite matrices with entries CN i;j() = c(i; j;), AN i;j() = a(i; j;),
MN i;j = m(i; j); 1  i; j  N , i; j 2 YN , and FN 2 RN is the RB load
vector with entries FN i = f(i); 1  i  N .
The RB output is then computed from
sN(; t
k) = LTNuN(; t
k); 1  k  K: (6.26)
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Invoking the ane parameter dependence (6.8), we obtain






















where the parameter independent quantities AqN 2 RNN and CqN 2
RNN are given by
AqN i;j = a
q(i; j); 1  i; j  Nmax; 1  q  Qa; (6.29a)
CqN i;j = c
q(i; j); 1  i; j  Nmax; 1  q  Qc; (6.29b)
respectively.
The computational procedure is now clear with two stages: an oine
stage and an online stage. In the oine stage { performed only once,
we solve for the n; 1  n  Nmax; we then compute and store the -
independent quantities in (6.29), (B.6) and (B.8) for the estimation of the
output and the dual norm of the residual. We consider each POD{Greedy
iteration (6.19) in more details. We rst need to solve (6.9) for the \truth"
FE solutions; then do the error projection in step (6.19d) and solve the
POD/eigenvalue problem in step (6.19e). In addition, we have to compute
O(N2Q)N -inner products (; )Y in (6.29); O(NQ+N) pseudoN -solutions
in (B.6) and roughly O(N2Q2 + N2Q + NQ) N -inner products (; )Y in
(B.8) for the dual norm estimations. Since there are totally Nmax
M
POD{




In summary, for the oine stage, the operation counts depend on N and
hence, its computational cost is very expensive.
In the online stage { performed many times, for each new parameter
 { we rst assemble the reduced basis matrices in (6.27), this requires
O(N2Q) operations. We then solve the RB governing equation (6.25), the
operation counts are O(N3 +KN2) as the RB matrices are generally full.
Finally, we evaluate the displacement output sN(; t
k) from (6.26) at the
cost of O(KN). For the dual norm of the residual, the operation counts
to gather all oine terms and calculate the norm in (B.7) are roughly
O(KN2Q2 + KN2Q + KNQ). Therefore, as required in the real-time
context, the online complexity is independent of N , and since N  N we
can expect signicant computational saving in the online stage relative to
the classical FE approach.
6.3.5 Numerical Results
We now turn to the 3D simplied FEM dental implant-bone model created
in Section 6.2.1. The \truth" nite element approximation space is of di-
mension N = 26802. For time integration, T = 1 10 3s, t = 2 10 6s,
K = T
t
= 500. The input parameter  is dened by E and :   (E; ) 2
D, where D = [1:0  106; 15  106]Pa [5  10 6; 5  10 5]  RP=2. The
kkY used in this work is dened as kwk2Y = a(w;w; )+m(w;w; ), where
 = (8  106Pa; 2:75  10 5) is the arithmetic average of  in D; Qa = 2,
Qc = 2. To verify our computational code (performed in Matlab R2007a),
we rst compare the FEM outputs computed by ABAQUS and by our code
with the test parameter test = (10  106Pa; 1  10 5). Fig.6-4, 6-5a and
6-5b show the output displacement responses in x , y  and z directions
versus time at test via ABAQUS and our code, respectively. Fig.6-4 and
Fig.6-5b demonstrate that the FEM results by our code match very well
with the results computed by ABAQUS. However, due to machine errors,
there are some small dierences between the ABAQUS results and ours as
shown in Fig.6-5a. In our dental implant problem, since the applied load is
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Figure 6-4: Comparison of the FEM output displacement responses com-
puted by our code versus by ABAQUS software with respect to time in the
x direction with test = (10 106Pa; 1 10 5).


















































Figure 6-5: Comparison of the FEM output displacement responses com-
puted by our code versus by ABAQUS software with respect to time in (a)
the y direction and (b) the z direction with test = (10106Pa; 110 5).
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opposite to the x direction, the x component of the output displacement
response is the most important among the three components (i.e. x ,
y  and z components). Hence, for the remaining discussion the \out-
put displacement response" refers only to the x component of the output
displacement.
The POD{Greedy algorithm is then implemented to create the RB
spaces YN = fn; 1  n  Ng; 1  N  Nmax. The algorithm is actually
the POD in the time space and Greedy in the parameter space. We choose
M = 5 (in step (6.19e)) for each Greedy iteration and Nmax = 60 to termi-
nate the iteration procedure. A sample set train is created randomly by a
uniform distribution over D with ntrain = 1000 samples. The distribution
of the sample set S is illustrated in Fig.6-6a. We show, as a function
of N : max;relu is the maximum over train of u(; t
K) and max;rels is the
maximum over train of s(; t
K) in Fig.6-6b. The comparison of s(test; t)
versus sN(test; t) for various choices of N are presented in Fig.6-7a and
6-7b, respectively. The numerical results demonstrate that our RB errors
are acceptably small, and that the convergence rate is fast for a N  N .
All computations were performed on a desktop with the processor In-
tel(R) Core(TM)2 Duo CPU E8200 @2.66GHz 2.66GHz, RAM 3.25GB,
32-bit Operating System. The computation time for the RB forward
solver (tRB(online)), the CPU-time for the FEM forward solver by our code
(tFEM) and by ABAQUS (tABAQUS), and the CPU-time saving factor
 = tFEM=tRB(online) are listed on Table 6.2, respectively. We observe
that while the FEM forward solvers (i.e. our code and ABAQUS) take a
thousand of seconds to compute the output displacement responses, the RB
solver (with various choices of N) takes less than 1 second to nd the ap-
proximation displacement response with known accuracy. Thus, it is clear
that the RB is very ecient and reliable for solving forward problems.
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Max exact solution error
Max exact output error
(a) (b)
Figure 6-6: Distribution of sampling points with the POD{Greedy proce-
dure (a) and the maximum relative RB error of the solution and the output
as functions of N (b).









































Figure 6-7: Comparison of output displacement responses by FEM and
RB with test = (10  106Pa; 1  10 5), N = 2 (a) and N = 10 (b) basis
functions.
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Table 6.2: Comparison of the CPU-time for a FEM, RB and ABAQUS
forward analysis.
N tRB(online) (sec) tFEM (sec) tABAQUS (sec)  = tFEM=tRB(online)
10 0.1947 3750 2010 1:9260 104
20 0.2312 3750 2010 1:6220 104
30 0.2969 3750 2010 1:2631 104
40 0.3405 3750 2010 1:1013 104
Modal Interpretation
As observed in Fig.6-6b, it is thorough to question why the RB approx-
imation of such complex dental implant model is very accurate even for
low N , i.e., N = 20 or N = 30 basis functions? This issue relates di-
rectly to the free vibration analysis of the model under specic excita-
tion/loading regimes. In particular, we show the shapes of four rst vibra-
tion modes from the free vibration analysis of the model in ABAQUS with
  (E; ) = (10106Pa; 110 5) in Fig.6-8 and Fig.6-9, respectively. We
observe that the rst mode's deformation follows the x direction (Fig.6-
8a), the second mode's deformation follows the z direction (Fig.6-8b), the
third mode's deformation follows the y direction (Fig.6-9a), and the fourth
(and higher) modes' deformations have the mixture of these 3 directions
(Fig.6-9b). Furthermore, as we vary quantitatively the Young's modulus
E of the interfacial tissue layer, the shapes of those modes are unchanged
(but the deformation amplitude will change appropriately).
Consider the way of excitation of our model problem, Fig.6-2a and
Fig.6-3 present the direction and amplitude of the excitation force applied
to the model. We can clearly see that only the rst vibration mode is
excited with such a loading, i.e., Fig.6-8a. In addition, the FEM output
displacement responses illustrated in Fig.6-4, 6-5a and 6-5b conrm this
argument: the magnitude of sx (Fig.6-4) is about 10 times larger than
that of sz (Fig.6-5b) and 500 times larger than that of sy (Fig.6-5a). This
concludes that our model responses are primarily unimodal, i.e., only the
rst vibration mode; and that the POD part of the POD{Greedy algo-
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(a) (b)
Figure 6-8: Free vibration analysis for the dental implant model with one-
layered interfacial tissue: the shapes of (a) rst vibration mode with nat-
ural frequency f1 = 3870Hz and (b) second vibration mode with natural
frequency f2 = 4194Hz.
(a) (b)
Figure 6-9: Free vibration analysis for the dental implant model with one-
layered interfacial tissue: the shapes of (a) third vibration mode with nat-
ural frequency f1 = 4374Hz and (b) fourth vibration mode with natural
frequency f2 = 5972Hz.
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rithm \picks" up exactly this mode and hence requires relatively few basis
functions.
Next, our RB model is now ready to be utilized as an ecient forward
solver in the inverse analysis.
6.4 Inverse Procedure
Here, we establish an inverse procedure using our RB model in combination
with the Levenberg{Marquardt{Fletcher algorithm to identify rapidly the
elastic modulus E and the stiness Rayleigh damping coecient  of the
interfacial tissue in our dental implant-bone structure.
6.4.1 The Levenberg{Marquardt{Fletcher Algorithm
The considered inverse problem is concerned with the simultaneous esti-
mation of two parameter components: the Young's modulus E and the
stiness Rayleigh damping coecient  of the interfacial tissue from the
\measured" displacement response at the output point (Fig.6-2a). This
inverse problem can be regarded as an optimization problem which aims
at nding the unknown parameter4  = (E; ) that minimizes the fol-




[sN;i()  smeasurei ]2 = rTr; (6.30)
where
ri() = sN;i()  smeasurei : (6.31)
Here, K is the total number of discrete time steps; sN;i() is the \com-
puted" RB displacement response dened in (6.14) at the time ti with the
parameter ; smeasurei is the simulated \measured" displacement response
4Here, the vector  should be typed in bold as , we use the mediumface italic for
suitability with previous sections.
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at the time ti; and  = (E; ) is the input material property parameter.
The parameter  which minimizes the objective function S must satisfy






(sN;i   smeasurei ) = 2
@rT
@j
r = 2JTr = 0; j = 1; 2: (6.32)
The set of equations (6.32) is obtained by dierentiating (6.30) with re-
spect to each component of the parameter  and then setting those deriva-
tives equal to zero. The matrix J is called the Jacobian matrix whose
entries are dened as: Jij =
@ri
@j
; 1  i  K; j = 1; 2. In order to solve the
system (6.32), the Levenberg{Marquardt{Fletcher iterative method [92, 96]
is used. The update equation of the parameter  at (l + 1)th iteration has
the form:
(l+1) = (l) +(l); (6.33a)
(l) =  (J(l)TJ(l) + (l)D) 1J(l)T r(l): (6.33b)
The solution of the inverse problem starts with a suitable guess (0),
and the iteration procedure is continued until
j(l+1)j   (l)j j < "; j = 1; 2; (6.34)
where " is a prescribed tolerance. The entries of the Jacobian matrix J
can be calculated from the following nite dierence formula
@ri()
@j
 ri(+ Uj)  ri()

; (6.35)
where Uj = [1j; 2j]
T ,  denotes the Kronecker delta symbol and  is a
small number.
In order to check the uniqueness of solutions of the posed inverse prob-
lem, a study on local minima is carried out by plotting the function S()
versus a wide range of both parameter components. Note that we use
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N = 40 basis functions in all computations related to our RB model in
the inverse analysis (i.e., computations of sN() in (6.30)). We present on
Fig.6-10 the plot of the logarithm of the function S() versus both param-
eter components E and  in the parameter domain D. In these plots, we
choose measure  (8 106Pa; 8 10 6) for S() as dened in (6.30). The
parameter  is taken in the parameter domain D, whereby D is discretized
uniformly into a rectangular grid of (100 100) points. The plots conrm
that with a particular measure  (8  106Pa; 8  10 6) the function S()
has a unique global minimum point which is exactly the measure itself.
This also conrms the absence of other local minima (if any) of the func-














































































Figure 6-10: Logarithm of the function S() over the parameter domain
D of parameter components E and  with (a) an overall 3D view and (b)
a xy-view.
In the remaining sections, the open-source code [96] with appropriate
modications is used to implement our RB{LMF algorithm.
6.4.2 Numerical Results
Eects of E and  to Output Displacement sN
We use N = 40 basis functions in all computations related to our RB model
in this inverse analysis. The eects of both the Young's modulus E and
the stiness Rayleigh damping coecient  to the displacement response
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sN are plotted in Fig.6-11a and Fig.6-11b, respectively. As observed, the
Young's modulus E dominates the width between two consecutive peaks of
the displacement response curves (Fig.6-11a), while the coecient  con-
trols the height of these peaks (Fig.6-11b). It is shown that the output
displacement responses are very sensitive to these two parameter compo-
nents.








































































Figure 6-11: Eects of the Young's modulus E (with  = 110 5) (a) and
eects of the stiness Rayleigh damping coecient  (with E = 10106Pa)
(b) on displacement responses.
Synthetic Data
To verify our RB{LMF procedure, the simulated \measured" displacement
responses are used as the input information. A simulated measured dis-
placement response smeasure is generated by adding a Gaussian noise term
to the displacement response sN(
measure) as
smeasure = sN(
measure) + !; (6.36)
where ! is a vector which contains random variables with zero-mean













Here, pe is the noise level (for example, pe = 0:05 means a 5% noise
level), K is the total number of time steps and sN is our usual RB dis-
placement response, respectively.
Parameter Estimation
As an estimation example, we choose measure = (8106Pa; 810 6) to test
our RB{LMF procedure. The lowest value of  2 D: (0) = (1106Pa; 5
10 6) is chosen to be the initial guess { which is also independent of measure.
We rst create randomly a number of noised outputs fsmeasureg as dened
in (6.36), then we use the LMF algorithm to nd the corresponding set
fcomputeg. This set of computed parameters is then covered by a 95%
condence ellipse which is drawn using the Principal Components Analysis
method [98]. For a pe = 3% noise level, the estimation results which are the
95% condence ellipses and the computed parameter samples of 100, 500
and 1000 random tests are plotted in Fig.6-12 and Fig.6-13a, respectively.
These gures show that the computed parameter samples converge around
the center point measure = (8  106Pa; 8  10 6) and that the ellipses'
shapes are nearly similar as the number of random tests increase (Fig.6-
13b). Hence, 500 random tests are sucient to construct reliable 95%
condence ellipses for all test cases afterwards.
In order to test with many parameters, a sample set Strue of regular
(4  3) grid pattern over [1:0  106; 15  106]Pa  [2  10 5; 5  10 5] is
created. We then implement the RB{LMF procedure with the xed initial
guess (0) = (1  106Pa; 5  10 6) and 500 random tests for each true
parameter point in the grid. We show the plots of 95% condence ellipses
of each true parameter point with added noise levels pe = 1%; 3%; 5% and
10% in Fig.6-14 and Fig.6-15, respectively. The accuracy and suitability
of obtained results show that at lower noise of displacement responses,
reliable estimates can be provided by this procedure.
To validate the eciency of the RB{LMF procedure, total forward
solver calls for the RB{LMF inverse analysis are given in Table 6.3; the
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Figure 6-12: 95% condence ellipses and computed parameter samples of
(a) 100 random tests and (b) 500 random tests.



































Figure 6-13: 95% condence ellipse and computed parameter samples of
1000 random tests (a) and 95% condence ellipses of all 3 cases.
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Figure 6-14: 95% condence ellipses of the sample set Strue with pe = 1%
(a) and pe = 3% (b) noise added.





























Figure 6-15: 95% condence ellipses of the sample set Strue with pe = 5%
(a) and pe = 10% (b) noise added.
total CPU time is recorded and provided in Table 6.4. It is found that the
CPU time of the LMF model using the RB solver5 is signicantly faster
than the one using the FEM solver. Therefore, the proposed RB{LMF
approach strongly reduces the computational time and cost.
5The work focuses on the real-time context with many online computations; the
oine stage is done once and very expensive, hence its computational time is ignored
and not mentioned here.
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Table 6.3: Total number of forward analyses required in a RB{LMF inverse
analysis (for one particular measure).
Average number Number of RB calls Total RB calls
of iterations in each iteration
30 3 m = 90
Table 6.4: Comparison of computational time for a LMF model using FEM
and RB as forward solvers (for one particular measure).
Total RB calls CPU time for each solver Total computation time
m = 90 tFEM 3750 (sec) m tFEM 93.75 (hrs)
tRB(online) 0.3405 (sec) m tRB(online) 30.65 (sec)
6.5 Conclusion
In this chapter, a rapid inverse procedure (RB{LMF) is established, which
consists of two main stages: constructing a fast elastodynamic RB model
and determining inversely material properties via the Levenberg{Marquardt{
Fletcher algorithm. We applied the RB{LMF approach to a specic 3D
simplied dental implant-bone structure. In the RB stage, the results show
that the RB model is very ecient and reliable. In the inverse analysis, the
identied results of the RB{LMF approach are very accurate and fast for
all test cases: noise-free, contaminated noise, one true parameter, various
true parameters. The results of our example support our conclusion that
the computational eciency is greatly increased due to the use of the RB,
and that the RB{LMF approach is able to model the non-linear relations




Dental Implant Problem with
Three-layered Interfacial
Tissue
Chapter 6 discussed and solved completely the rst of two dental implant
problems posed in the Motivation Section (Section 1.1) of the thesis. This
chapter shall solve the second problem, that is, the dental implant problem
with three-layered interfacial tissue described in Section 1.1.2.
7.1 Introduction
This chapter presents a novel technique to solve inverse problems of mate-
rial property identication of the interfacial tissue in dental implant sys-
tems, with emphases on applications. The unknown material properties
to be identied are Young's modulus and stiness-proportional Rayleigh
damping coecient. The present technique uses the reduced basis (RB)
method to establish a forward model for \real-time" computation, and the
Levenberg{Marquardt{Fletcher (LMF) algorithm for inverse searching of
the minimizers (identied material properties). In creating the forward
RB model, a nite element approximation for a three-dimensional dental
implant-bone model with a layer of interfacial tissue is rst built with suf-
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ciently ne mesh. The interfacial tissue is divided vertically into three
subregions of which the material properties parameters are to be identi-
ed. A reduced basis approximation is then established using a Proper
Orthogonal Decomposition (POD){Greedy algorithm for \optimal" basis
selection and the Galerkin projection for stable and fast convergence. This
combination of RB-POD-Galerkin enables extremely fast and reliable com-
putation of displacement responses for a large range of material properties
parameters, leading to a practically real-time online forward model. In the
inverse analysis, a sensitivity analysis is rst carried out using our real-time
forward model to identify important parameters (of corresponding subre-
gions) that aect most the displacement responses of the dental implant
system, ensuring well-posedness. The LMF algorithm is then implemented
using the responses to inversely identify the material parameters. Numer-
ical results using synthetic measurements demonstrate that our combined
RB-LMF-POD-Galerkin approach is very accurate, ecient and reliable.
In this chapter, we use the same technique given in Chapter 6 for fast
inverse analysis of a much more complicated dental implant model. In
the current model, the interfacial tissue is divided vertically into three
sublayers that can have dierent material properties. This is to study the
detailed eects of each sublayers on the overall dynamic behavior of dental
implant-bone systems.
The chapter is organized as follows. In Section 7.2, we introduce a
physical and in vitro model and associated nite element approximation.
In Section 7.3, we present briey FE and RB approximations with numer-
ical results. In Section 7.4, we rst implement the sensitivity analysis to
identify important unknowns for the inverse procedure. An inverse pro-
cedure with LMF algorithm is then applied to identify unknown material
properties of the interfacial tissues. Numerical results are also presented
in this section to demonstrate the present approach.
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7.2 Problem Description
7.2.1 The In Vitro Model
(a) (b)
Figure 7-1: The real in vitro model (a) and the 3d simplied FEM model
with sectional view (b).
We consider an in vitro model as shown in Fig.7-1a. The bone is made
of bovine rib of a mature specimen obtained commercially. The bone is
composed of two subparts: the cortical bone and the cancellous bone. The
thickness of the cortical bone is 2mm. A cylindrical implant socket of
6:5mm  15mm is drilled into the bone. A cylindrical dental implant
of 4mm  12mm is then inserted. Thus, a layer of 2.5mm thickness
surrounding the dental implant is created simulating the interfacial tissue.
The interfacial tissue is further divided vertically into three equal sublayers:
the top tissue, the middle tissue and the bottom tissue whose material
properties need to be identied in the osseointegration process. Finally, a
stainless steel screw is screwed tightly into the dental implant. The screw
is modeled as a cylinder of 1:5mm 12:5mm.
7.2.2 The Simplied FEM Model
Fig.7-1b presents a simplied 3D computer model for the physical model
shown in Fig.7-1a. The geometry of the simplied dental implant-bone
model is constructed using SolidWorks 2005. The physical domain 
 con-
sists of seven regions: the outermost cortical bone 
1, the cancellous bone
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2, the bottom tissue 
3, the middle tissue 
4, the top tissue 
5, the den-
tal implant 
6 and the stainless steel screw 
7. The 3D simplied model is
meshed by the software ABAQUS 6.9-1, all computations and simulations
are then performed using our code in the software Matlab R2007a. A dy-
namic force opposite to x direction is then applied to the body of the screw
as shown in Fig.7-2a. The time history of the applied load is presented in
Fig.7-2b. The output of interest is the displacement at a point in the head
of the screw (Fig.7-2a). The Dirichlet boundary condition (@
D) is spec-
ied in the bottom-half of the simplied model as illustrated in Fig.7-2a.
The FE mesh consists of 9637 nodes and 52178 four-node tetrahedral solid








7) are assumed to be perfect, i.e. the displacements
in x , y  and z directions are all set to be the same for the nodes on the
interfaces.




















Figure 7-2: Output point, applied load F and Dirichlet boundary conditions
@
D (a) and time history of the applied load (b).
We assume that the materials in each of the regions 
i; 1  i  7,
are homogeneous and isotropic. The material properties of these regions
are listed in Table 7.1 [64]. In order to simulate the damping eects, the
Rayleigh damping is used. Each region is assigned with a pair value of
i and i (i = 1; : : : ; 7) representing the mass-proportional and stiness-
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proportional Rayleigh damping coecients.
Table 7.1: Material properties of the dental implant-bone structure
Domain Layers E (Pa)  (g=mm3) 

1 Cortical bone 2:3162 1010 0.371 1:8601 10 3 3:38 10 6

2 Cancellous bone 8:2345 108 0.3136 7:1195 10 4 6:76 10 6

3 Bottom tissue E3 0.3155 1:055 10 3 3

4 Middle tissue E4 0.3155 1:055 10 3 4

5 Top tissue E5 0.3155 1:055 10 3 5

6 Titan implant 1:05 1011 0.32 4:52 10 3 5:1791 10 10

7 Steel screw 1:93 1011 0.305 8:027 10 3 2:5685 10 8
A sensitivity analysis is then conducted for i; 1  i  7; to the dis-
placement output. It is found that they do not aect the output for our
current setting of the problem. This means that our current problem is
stiness dominated. Based on this nding, i is removed from our inverse
problem in this current setting, and values for i; 1  i  7 are used in
computing the damping matrices in our FEM model:
Ci = iAi; i = 1; : : : ; 7;
where Ci and Ai are the FEM damping and stiness matrices of each
region, respectively.
Because the material properties for many of the regions are not changing
during the osseointegration process, these values are xed in reference to
the literature [30], as shown in Table 7.1. Therefore, the only \unknown"
material parameters are the Young's modulus E and stiness-proportional




5 (E5,5). Our objective is then to identify these unknowns.
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7.3 Finite Element and Reduced Basis Ap-
proximation
7.3.1 Finite Element and Reduced Basis Approxima-
tion
In this section, all denitions, notions, equations and algorithms used for
the FEM approximation, RB approximation and POD{Greedy sampling
procedure are described thoroughly in Section 6.2.2 and Section 6.3.1 {
6.3.4 of Chapter 6. We only present here the theoretical dierence between
this chapter and the previous chapter, namely the actual integral forms of
the associated bilinear/linear forms. First, a parameter used in this anal-
ysis is dened as   (1,2,3,4,5,6)  (E3,3,E4,4,E5,5). Second,
with regard to the model problem described in Section 7.2.2, the explicit





























































































for all w; v 2 Y ,  2 D. Here, Cijkl is the constitutive elasticity tensor for
isotropic material and it is expressed in terms of the Young's modulus E
and Poission's ratio  of each region, respectively.  Nn is the point where
the load is applied as shown in Fig.7-2a.
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From (7.1b) and (7.1c), we nd that the bilinear forms a and c depend










q(w; v); 8w; v 2 Y;  2 D: (7.2b)
Here, the smooth functions qa(), 1  q  Qa and qc(), 1  q  Qc
(Table 7.2) depend on parameter . But, the bilinear forms aq(w; v); 1 
q  Qa and cq(w; v); 1  q  Qc (Table 7.2) do not depend on .
Table 7.2: Parametric functions qa(), 
q
c() and parameter-independent
bilinear forms aq(w; v); 1  q  Qa = 4; cq(w; v); 1  q  Qc = 4.
q qa() a
















































































Our \truth" FE approximation space is of dimension N = 28911. For
time integration, we use T = 0:001s, t = 2 10 6s, K = T
t
= 500. The
input parameter  is dened as   (E3,3,E4,4,E5,5) 2 D, where the
parameter domains are set as D = [1  106; 15  106]Pa  [5  10 6; 5 
10 5] [1 106; 15 106]Pa [5 10 6; 5 10 5] [1 106; 15 106]Pa
[5  10 6; 5  10 5] 2 RP=6. The jj  jjY norm used in this work is
dened as kwk2Y = a(w;w; ^) + m(w;w; ^), with ^ = (E^; ^; E^; ^; E^; ^)
where E^ = 5:5  106Pa, ^ = 2:75  10 5. To verify our computation
code (performed in Matlab R2007a), we compare the FEM outputs com-
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Figure 7-3: Comparison of the FEM output displacement responses com-
puted by our code versus by ABAQUS software with respect to time in
the x direction with test = (1 106Pa; 5 10 5; 5 106Pa; 1 10 5; 10
106Pa; 5 10 6).

















































Figure 7-4: Comparison of the FEM output displacement responses com-
puted by our code versus by ABAQUS software with respect to time in
(a) the y direction and (b) the z direction with test = (1  106Pa; 5 
10 5; 5 106Pa; 1 10 5; 10 106Pa; 5 10 6) .
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puted by ABAQUS and by our code with the test parameter test =
(1  106Pa; 5  10 5; 5  106Pa; 1  10 5; 10  106Pa; 5  10 6). Fig.7-
3, 7-4a and 7-4b show the output displacement responses in x , y  and
z direction versus time at test via ABAQUS and our code, respectively.
Fig.7-3 and 7-4b demonstrate that the FEM results by our code match very
well with the results computed by ABAQUS. However, due to machine er-
rors there are still some small dierences between the ABAQUS results and
ours as shown in Fig.7-4b (in fact, these dierences could be ignorable).
We would still consider only the x component of the output displacement
response among the three components (i.e. x , y  and z component) as
similar to Chapter 6.



























Max exact solution error
Max exact output error
Figure 7-5: Maximum relative exact error of the solution and the output
as functions of N .
We then implement the POD{Greedy algorithm (6.19) to create the
RB spaces YN = fn; 1  n  Ng, 1  N  Nmax. We still choose
M = 5: the increment of number of basis functions at each POD step
and Nmax = 100 to terminate the iteration procedure. A sample set train
is created randomly with uniform distribution over D with ntrain = 100
samples. The exact error (6.23) is used to evaluate the eciency of our RB
model. We show, as functions of N : max;relu is the maximum over train
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Figure 7-6: Comparison of output displacement responses by FEM and RB
with test = (1 106Pa; 5 10 5; 5 106Pa; 1 10 5; 10 106Pa; 5 10 6)
with (a) N = 3 and (b) N = 10 basis functions.
of u(; t
K) and max;rels is the maximum over train of s(; t
K) in Fig.7-5.
The comparison of s(test; t) versus sN(test; t) with N = 3 and N = 10
basis functions are presented in Fig.7-6a and 7-6b, respectively.
All computations were performed on a desktop with processor Intel(R)
Core(TM)2 Duo CPU E8200 2.66GHz 2.66GHz, RAM 3.25GB, 32-bit Op-
erating System. Computation time for the RB forward solver (tRB(online)),
CPU-time for the FEM forward solver by our code (tFEM) and by ABAQUS
(tABAQUS), and the CPU-time saving factor  = tFEM=tRB(online) are listed
on Table 7.3, respectively.
Table 7.3: Comparison of the CPU-time for a FEM, RB and ABAQUS
forward analysis.
N tRB(online) (sec) tFEM (sec) tABAQUS (sec)  = tFEM=tRB(online)
20 0.2305 3300 2200 1:4317 104
30 0.2905 3300 2200 1:1360 104
40 0.3420 3300 2200 9:6491 103
50 0.4130 3300 2200 7:9903 103




The purpose of this section is to conduct a sensitivity analysis the values
of each parameter component (i.e., i in  = (1; 2; 3; 4; 5; 6)) to
the output displacement sN(; t). We use N = 50 basis functions for all
computations related to the output sN(; t) from this section onwards. We
rst introduce the sensitivity coecients Xj which correspond to the rst





We also introduce the normalized sensitivity coecients Xj as they
are more convenient to compare sensitivity coecients for dierent types
of parameters: the Young's modulus E and Rayleigh damping coecient







Here  = (1; 2; 3; 4; 5; 6) is the value of parameter that we want
to estimate the sensitivity coecient at, s0 is a prescribed displacement





sN(1; 2; : : : ; j +4j; : : : ; P )  sN(1; 2; : : : ; j; : : : ; P )
4j ;
(7.5)
where 4j = 0:01j is a 1% change in parameter value j [101], s0 =
0:02mm. We show the normalized (or dimensionless) sensitivity coe-
cients of Young's modulus Eb, Em, Et and Rayleigh damping coecients
b, m, t on Fig.7-7, 7-8, 7-9 and on Fig.7-10, 7-11, 7-12, respectively.
The subscripts \b", \m" and \t" on the gures stand for \bottom", \mid-
dle" and \top" of the tissues. We also note that in computing the sen-
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sitivity coecients Xj at a particular value of j the remaining param-
eters would take their basic values [102]. The basic value for Young's
modulus is E^ = 5:5  106Pa and that for Rayleigh damping coecient is
^ = 2:75 10 5.
In any inverse parameter estimation problem, there are two key issues
that need to be considered: rst, the sensitivity coecient values should be
signicantly high, and second, the correlation among estimated parameter
components should be as low as possible [103]. In particular, Scott et
al. [103] has stated that low sensitivity coecients, say  0:1, indicate
that these parameters cannot be found in the inverse parameter estimation
problem.
We consider the magnitudes of the curves (i.e., their peaks magnitude)
in Fig.7-7 { Fig.7-12. Generally, the parameters E3  Eb, E4  Em,
E5  Et, 5  t would have some ranges of parameters where Xj are
larger than 0.1. That is, XEt has the largest value which is close to 1 (Fig.7-
9), Xt is next which is close to 0.2 (Fig.7-12), X

Em
is close to 0.15 (Fig.7-8)




and Fig.7-11) are much smaller than 0.1 means that these two parameters
should not be considered in the parameter estimation inverse problem.
Specically, with Eb 2 [5 106; 10 106]Pa (Fig.7-7), Em 2 [10 106; 15
106]Pa (Fig.7-8), Et 2 [1 106; 5 106]Pa (Fig.7-9) and t 2 [5 10 6; 5
10 5] (Fig.7-12), the corresponding dimensionless sensitivity coecients
Xj are all larger than 0.1 and thus ensuring well-posedness for the inverse




of XEm and X

Eb
) show that among the three sublayers (top, middle and
bottom tissues) material properties of the top tissue has largest eect to
the dynamic behavior of the whole implant-bone system. This observation
is similar to some conclusions from the literature [34, 31] that the crestal
cortical bone region (e.g., the region near the neck of the implant-bone
interface: the top tissue) would suer highest stress compared with other
regions and hence it is the most dangerous region.
The second consideration is the degree of correlation between the pa-
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Figure 7-7: Dimensionless sensitivity coecients: XE3 :  =
(E3; ^; E^; ^; E^; ^) where E3 2 [1 106; 15 106]Pa.










































Figure 7-8: Dimensionless sensitivity coecients: XE4 :  =
(E^; ^; E4; ^; E^; ^) where E4 2 [1 106; 15 106]Pa.
147






































Figure 7-9: Dimensionless sensitivity coecients: XE5 :  =
(E^; ^; E^; ^; E5; ^) where E5 2 [1 106; 15 106]Pa.



































Figure 7-10: Dimensionless sensitivity coecients: X3 :  =
(E^; 3; E^; ^; E^; ^) where 3 2 [5 10 6; 5 10 5].
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Figure 7-11: Dimensionless sensitivity coecients: X4 :  =
(E^; ^; E^; 4; E^; ^) where 4 2 [5 10 6; 5 10 5].






































Figure 7-12: Dimensionless sensitivity coecients: X5 :  =
(E^; ^; E^; ^; E^; 5) where 5 2 [5 10 6; 5 10 5].
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rameters being estimated [99, 103]. As stated in [103], we can assess such
correlation by a simple means, i.e., looking at possible linear dependence
between the sensitivity coecients of the estimated parameters. Consider-
ing Fig.7-7, 7-8, 7-9, the curves Eb = 10e6 (Fig.7-7), Em = 10e6 (Fig.7-8)
and Et = 5e6 (Fig.7-9) are quite similar hence implying that there are
some inherent correlations between E3, E4 and E5.
7.4.2 The Levenberg{Marquardt{Fletcher Algorithm
The sensitivity analysis in the previous section has found that there are
four parameters that most aect the displacement output sN(; t). These
parameters are: Young's modulus E3 of the bottom tissue, Young's mod-
ulus E4 of the middle tissue, Young's modulus E5 of the top tissue and
stiness Rayleigh damping coecient 5 of the top tissue. A parameter
for the inverse analysis is thus dened as   (E3; E4; E5; 5) 2 Dinv,
where the parameter domain for the inverse problem is dened as: Dinv 
[5 106; 10 106]Pa [10 106; 15 106]Pa [1 106; 5 106]Pa [5
10 6; 5 10 5] 2 RP=4.
The inverse problem considered here is concerned with the simultaneous
estimation of those four parameters (i.e., E3, E4, E5 and 5) from the
\measured" displacement response at the output point (Fig.7-2a). This
inverse problem can be regarded as an optimization problem which aims
at nding the unknown parameters   (1; 2; 3; 4)  (E3; E4; E5; 5) 2




(sN;i()  smi ) = rT r; (7.6)
where
ri() = sN;i()  smi : (7.7)
Here, K is the total number of time steps, sN;i() is the \computed"
RB output displacement at time step ti, s
m is the simulated \measured"
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displacement and   (E3; E4; E5; 5) is the unknown material properties
that we aim to nd. We use the LMF algorithm which is described in
details in Section 6.4.1 to solve this inverse problem.
7.4.3 Numerical Results
Synthetic Data
The simulated \measured" displacements are generated and used as inputs
for our RB{LMF procedure. A simulated measured displacement sm is




m) + !; (7.8)
where ! is a series of random numbers in the range [ 2:576; 2:576] [74]











Here, pe is the noise level (for example, pe = 0:05 means a 5% noise
level), K is the total number of time sample points, sN(
m; tk) is the RB
\measured" displacement at time step tk with parameter m.
Parameter Estimation
As an estimation example, we choose m  (8  106Pa; 12  106Pa; 3 
106Pa; 1  10 5) to test our RB{LMF procedure. The value (0)  (1 
106Pa; 1106Pa; 1106Pa; 510 6) is chosen to be the initial guess for all
test cases ((0) is independent of m). For the case of free noise (pe = 0%),
the RB{LMF procedure takes 57 iterations to converge to the true solution
m as listed on Table 7.4.
For noise-contaminated displacements, we perform twenty operations
in (7.8) to obtain twenty noise-contaminated displacements as input data
for the LMF solver. The mean values of these twenty inverse algorithm
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Table 7.4: Identication results for m = (8  106Pa; 12  106Pa; 3 
106Pa; 1 10 5), noise-free and pe = 1% noise level
Material True data Noise free Gauss noise 1%
properties Value % Error Mean % Error
E3 (Pa) 8.0000E+06 8.0000E+06 0.00 7.8973E+06 1.28
E4 (Pa) 1.2000E+07 1.2000E+07 0.00 1.1728E+07 2.26
E5 (Pa) 3.0000E+06 3.0000E+06 0.00 3.0452E+06 1.51
5 1.0000E-05 1.0000E-05 0.00 1.0164E-05 1.64
Iterations 57 62
Table 7.5: Identication results for m = (8  106Pa; 12  106Pa; 3 
106Pa; 1 10 5), pe = 5% and pe = 7% noise level
Material True data Gauss noise 5% Gauss noise 7%
properties Mean % Error Mean % Error
E3 (Pa) 8.0000E+06 7.9959E+06 0.05 7.3728E+06 7.84
E4 (Pa) 1.2000E+07 1.1465E+07 4.46 9.2573E+06 22.86
E5 (Pa) 3.0000E+06 3.0749E+06 2.50 3.4144E+06 13.81
5 1.0000E-05 9.7814E-06 2.19 1.1474E-05 14.74
Iterations 60 58
operations are listed in Table 7.4 for pe = 1%, and in Table 7.5 for pe = 5%
and pe = 7% noise levels.
To validate the eciency of the RB{LMF procedure, the total forward
solver calls for a RB{LMF inverse analysis are given in Table 7.6; the total
CPU time is recorded and provided in Table 7.7. It is found that CPU time
for a LMF model using RB solver is signicantly faster than that using the
FEM solver. Therefore, the proposed RB{LMF approach strongly reduces
the computational time and cost.
Table 7.6: Total number of forward analyses required in a RB{LMF inverse
analysis (for one particular m)
Average number Number of RB calls Total RB calls
of iterations in each iteration
60 5 m = 300
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Table 7.7: Comparison of computation time for a LMF model using FEM
and RB as forward solvers (for one particular m)
Total RB calls CPU time for each solver Total computation time
m = 300 tFEM 3300 (sec) m tFEM 275 (hrs)
tRB(online) 0.4130 (sec) m tRB(online) 124 (sec)
7.5 Conclusion
In this chapter, the RB{LMF procedure is used to identify inversely the
unknown material properties of the interfacial tissues of a very complex
dental implant-bone system. In the forward problem, the results show
that the RB approximations are very accurate, fast and reliable. This is
a key strategy which will be employed eciently in the subsequent inverse
analysis. Next, in the inverse problem, since the model problem has many
unknown parameter components, a sensitivity analysis becomes the most
important part in conducting the inverse analysis. The particularly good
RB model allows not only the sensitivity analysis but also the LMF inverse
procedure to be implemented in a very inexpensive, accurate and ecient
manner. The good results support our conclusion that the computational
eciency is greatly increased due to the use of the RB approximation,
and that the RB{LMF procedure is able to model the nonlinear relations






The goal of this thesis is the development of a fast and reliable method for
material property identication of the interfacial tissues in dental implant-
bone models. The main ingredients are (i) standard nite element approx-
imations { that provide \truth" approximation solutions and outputs of
linear hyperbolic PDEs; (ii) reduced basis approximations { that provide
accurate-fast reduced basis solutions and outputs; (iii) the a posteriori er-
ror estimator { that provides the rigorous error bounds for evaluating the
quality of reduced basis solutions and outputs; (iv) oine/online compu-
tational strategies { that allow rapid calculation of both output approxi-
mation and associated error bound.
In Chapter 4, we introduced new a posteriori error bounds for the
eld variable and the linear functional output of second-order linear hy-
perbolic PDEs. The derivation of these error bounds is good in the sense
that Cauchy-Schwarz inequalities were applied tightly and continuously in
combination with the use of the coercivity assumption. These a posteri-
ori error bounds are thus \optimal" for the particular Newmark's scheme 
 = 1
2
; ' = 1
2

. In addition, we used the Proper Orthogonal Decomposi-
tion (POD){Greedy algorithm to create eciently the reduced basis (RB)
spaces. In comparison with other sampling procedures for time-dependent
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problems such as the pure Greedy [43] and the two stages POD{Greedy
[50], this current POD{Greedy version [51] is more concise with better
performance, and hence is more ecient.
In Chapter 6, the proposed RB{LMF procedure was applied to solve
the parameter identication inverse problem for a 3D simplied dental
implant-bone system1. In the forward problem, good numerical results
showed that the RB method worked well even when the dual norm of the
residual was used as an error indicator (instead of the true error or the a
posteriori error bound) in the POD{Greedy algorithm. In the subsequent
inverse problem, the LMF strategy also provided very accurate inverse
solutions for all test cases, i.e., noise-free, contaminated noise with up to
20% noise level, one true parameter and various true parameters. These
results demonstrate that our RB{LMF procedure can also be applied to
other parameter identication inverse problems in science and engineering.
Finally, in Chapter 7, the RB{LMF method is modied to solve a much
more complex dental implant problem that consists of three interfacial tis-
sue layers with a total of six unknowns. The RB method now has to take
more basis functions as the model problem has more parameters. However,
with N = 50 basis functions, the maximum relative exact error of the solu-
tion and the output also achieve 1% and 0.01%, respectively. This showed
that our RB method still works well for such a complicated problem. The
subsequent sensitivity analysis eliminated unnecessary parameter compo-
nents and guaranteed that the inverse problem is well-posed with some
possibility ranges of the parameter components that need to be identied.
Finally, the nice numerical results of the LMF algorithm demonstrated that
the RB{LMF procedure is robust against some lower noise in the simulated
measured data.
1Note that in Chapters 6 and 7, we used the Newmark's scheme
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which is dierent from the scheme
 






8.2 Suggestions for Future Work
There are still many aspects of this work which requires further investiga-
tions. We conclude by giving several suggestions for future work.
First suggestion relates to the number of independent parameters to
be used in the analysis. It is not clear how the RB method will behave
if (much) more parameters are used in the problem settings. We recall in
Chapter 4 that in the denominator of the a posteriori error bound expres-
sion, there is a coercivity constant (LB) that is related to the FEM stiness
matrix that needs to be identied. As the number of independent parame-
ters increases we can anticipate that the reduced basis approximation will
still converge quickly, however the oine computational cost for this coer-
civity constant may grow exponentially (with the number of independent
parameters) [58, 59]. For a large number of independent parameters, the
problem remains challenging.
Second suggestion concerns the a posteriori error bound for the hyper-
bolic PDE. Although the derivation of the bound in Chapter 4 is very tight
and optimal, the very high eectivities of both solution and output and also
the \at eect" in the error bound plots indicate that the hyperbolic PDE
is, in fact, very unstable and hard to approximate by standard/normal RB
methods. Therefore, alternative approaches [95] may be more suitable and
may provide sharper { more rigorous error bounds.
Third suggestion relates to the nonlinear material property of the dental
implant-bone structure. Firstly, in Chapter 6 and Chapter 7, the interfa-
cial tissue layers in our dental implant models were assumed to be homoge-
neous and isotropic. These assumptions are quite not accurate since recent
studies have considered these layers as friction sliding tissue layers, where
friction coecients were identied by experiments [31, 34]. Secondly, we
assumed that the cortical and cancellous bones are homogeneous, isotropic.
These assumptions may be also not correct since the cortical and cancel-
lous bones exhibit anisotropic behavior in reality (recall Section 1.2.2). In
short, it might be more practical/valuable if we can extend the work by
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incorporating this nonlinear material behavior into the problems.
Fourth suggestion relates to inverse problems and the Levenberg{Marquardt
optimization technique. As similar to other local gradient techniques, the
Levenberg{Marquardt{Fletcher (LMF) algorithm depends heavily on an
initial guess as well as on nearby local optimizers. The LMF algorithm
would converge to the exact solution if the initial guess is close enough to
the exact solution; if otherwise, the iterative procedure might converge to
another local optimizer. This restricts the \natural/general" property of
our inverse problem in the sense that we need to know in advance some
information of the exact solution (or the problem is heuristic). Therefore,
advanced optimization procedures like interior point methods or global
optimization techniques may be considered for these inverse problems.
Finally, this dental implant project in fact consists of two parts, namely
the experiment part and the simulation part. This thesis focuses and solves
completely the latter part; we still lack the results of the former part to
validate the computed numerical results. In fact, we tried to perform
experiments in laboratories; however, we found that there is still a big
gap between numerical and experimental results to ll. Therefore, further
investigations should be made on this issue to make the proposed method
become a \real application" applicable in a \dentist oce".
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Appendix A
Calculation of the A
Posteriori Error Bound
(Chapter 4)
In this section, we present in detail the calculation of the a posteriori error
bounds for the eld variable and output described in Section 4.4. We recall
the error bounds for the eld variable and output are derived respectively
















































is the dual norm of the residual that is
dened as in (4.43)
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; 1  k  K   1;
(A.3)
where E(; tk) 2 Y is given by the Riesz representation
 E(; tk); v
Y
= R(v;; tk); 8v 2 Y; 1  k  K   1: (A.4)
The residual mentioned here relates to the discrete RB equation (4.24)
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; 8v 2 Y; 8 2 D; 1  k  K 1:
(A.5)
It is obvious that (A.2) is readily followed from (A.1), we thus need to
compute all terms in (A.1) only. The right-hand side of (A.1) is divided into
two parts: the rst part which comprises the terms
E(; tk)2
Y
; 1  k 
K, and the second part which comprises the terms




k  K   1. Let's expand these second terms in more details
1We need to emphasize that all error bounds formulations and derivations presented
in Chapter 4 and Appendix A are valid only with this Newmark's scheme. In Appendix
B, we shall present the calculation of the dual norm of the residual for the discrete RB
equation using another Newmark's scheme
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1  k  K   1:
(A.6)
In summary, in order to nd the error bounds in (A.1) and (A.2), we
need to compute two kinds of terms which are
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2
Y
; 1  k  K,
and
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Y
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aq(n; v);
8v 2 Y; 1  k  K:
(A.7)
It is clear from linear superposition that we can express E(; tk) as



























and the parameter independent terms F , M and A are calculated as
F 2 Y from (F ; v)Y = f(v); 8v 2 Y;
Mq;n 2 Y from (Mq;n; v)Y = mq(n; v); 8v 2 Y for 1  n  N; 1  q  Qm
Aq;n 2 Y from (Aq;n; v)Y = aq(n; v); 8v 2 Y for 1  n  N; 1  q  Qa:
(A.10)



























































ff = (F ;F)Y ;
fmqn = (F ;Mq;n)Y ; 1  n  N; 1  q  Qm
faqn = (F ;Aq;n)Y ; 1  n  N; 1  q  Qa;
mmqnq0n0 = (Mq;n;Mq0;n0)Y ; 1  n; n0  N; 1  q; q0  Qm;
maqnq0n0 = (Mq0;n0 ;Aq;n)Y ; 1  n; n0  N; 1  q  Qa; 1  q0  Qm;
aaqnq0n0 = (Aq;n;Aq0;n0)Y ; 1  n; n0  N; 1  q; q0  Qa:
(A.12)
Finally, it remains to compute the inner product term in (A.6); it is
followed from (A.8) that
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Calculation of the Dual Norm
of the Residual (Chapter 6)
In this section, we present explicitly the calculation of the dual norm of





; ' = 1
2

. We consider the residual dened
in (6.20) and its dual norm given in (6.21). The dual norm of the residual
can be computed alternatively as




= ke^(; tk)kY ; 1  k  K   1;
(B.1)
where e^(; tk) 2 Y is given by the Riesz representation:
(e^(; tk); v)Y = R(v;; t
k); 8v 2 Y; 1  k  K   1: (B.2)
From (6.20), (6.24) and the ane parameter dependence (6.8) it thus
follows that e^(; tk) satises
175



























It is clear from linear superposition that we can express e^(; tk) as




































and the parameter independence terms F , M, C, A are calculated from
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F 2 Y from (F ; v)Y = f(v); 8v 2 Y;
Mn 2 Y from (Mn; v)Y = m(n; v); 8v 2 Y for 1  n  N;
Cq;n 2 Y from (Cq;n; v)Y = cq(n; v); 8v 2 Y for 1  q  Qc; 1  n  N;
Aq;n 2 Y from (Aq;n; v)Y = aq(n; v); 8v 2 Y for 1  q  Qa; 1  n  N:
(B.6)
From (B.1) and (B.4) it follows that


































































where the parameter-independent quantities  are dened as follows
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ff = (F ;F)Y ;
fmn = (F ;Mn)Y ; 1  n  N;
fcqn = (F ; Cq;n)Y ; 1  q  Qc; 1  n  N;
faqn = (F ;Aq;n)Y ; 1  q  Qa; 1  n  N;
mmnn0 = (Mn;Mn0)Y ; 1  n; n0  N;
mcqnn0 = (Mn0 ; Cq;n)Y ; 1  q  Qc; 1  n; n0  N;
maqnn0 = (Mn0 ;Aq;n)Y ; 1  q  Qa; 1  n; n0  N;
ccqnq0n0 = (Cq;n; Cq0;n0)Y ; 1  q; q0  Qc; 1  n; n0  N;
caqnq0n0 = (Cq;n;Aq0;n0)Y ; 1  q  Qc; 1  q0  Qa; 1  n; n0  N;
aaqnq0n0 = (Aq;n;Aq0;n0)Y ; 1  q; q0  Qa; 1  n; n0  N:
(B.8)
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