A model for optimal consumption and investment is posed whose solution is provided by the classical Merton analysis when there is zero transaction cost. A probabilistic argument is developed to identify the loss in value when a proportional transaction cost is introduced. There are two sources of this loss. The first is a loss due to "displacement" that arises because one cannot maintain the optimal portfolio of the zero-transaction-cost problem. The second loss is due to "transaction," a loss in capital that occurs when one adjusts the portfolio. The first of these increases with increasing tolerance for departure from the optimal portfolio in the zero-transaction-cost problem, while the second decreases with increases in this tolerance. This paper balances the marginal costs of these two effects. The probabilistic analysis provided here complements earlier work on a related model that proceeded from a viscosity solution analysis of the associated Hamilton-Jacobi-Bellman equation.
Introduction
Consider an agent with initial capital X 0 > 0 who invests in a money market and takes positions in futures contracts on some asset or index. In contrast to the geometric Brownian motion model for a stock price, we adopt an arithmetic Brownian motion model for the futures price, F (t) = F (0) + αt + σW (t), (1.1) where F (0) and α are constants, σ is a positive constant, and W is a standard Brownian motion under a (physical) measure P. We assume that α = 0 in order to achieve a non-trivial solution. More precisely, in this paper we assume α > 0; the results for α < 0 are obtained by symmetry. One can argue that fluctuations in the futures price of many underlying processes (e.g., Eurodollar futures) do not have the multiplicative scaling relative to the futures price inherent in a geometric Brownian motion model, and hence an arithmetic Brownian motion model is appropriate. The value of the futures position is always zero, regardless of size of the futures position. In this model, only changes in the futures price matter, not the futures price itself. Let X(t) denote the wealth of the agent at time t, all of which is held in a money market account with constant rate of interest r > 0. At each time t, the agent consumes at rate C(t) ≥ 0 per unit time. In addition, the agent may take any long or short position in futures contracts by paying a small transaction cost λ > 0 times the size of the trade required to attain the position. In practice, entering, adjusting, or closing a futures position is costless except for money lost due to the bid-ask spread and other transaction fees. For large traders these costs are proportional to trade size.
Consider a one-parameter class of utility functions defined for C ≥ 0 by
For p ≥ 1, we mean that U p (0) = −∞. Let β > 0 be a positive discount factor chosen so that
3)
The value function for the agent's utility maximization problem is v(x, y) sup E ∞ 0 e −βt U p C(t) dt, (1.4) where the supremum is taken over consumption and investment strategies that ensure that the agent is solvent at all times, that is, at each time the agent would have nonnegative wealth if he closed out his futures position. This is an arithmetic Brownian motion version of the classical transaction cost problem posed by Magill and Constantinides [8] , solved under restrictive assumptions by Davis and Norman [3] , and thoroughly studied by Shreve and Soner [12] . If λ were zero, this problem could be solved by the method due to Merton [9] , and the optimal trading strategy would keep the position in futures divided by total wealth at the constant value θ α σ 2 p .
(1.5)
As in the geometric Brownian motion problem, when λ is positive one should instead keep this ratio in an interval [z * 1 , z * 2 ], trading just enough to prevent the ratio from exiting the interval. Although θ does not need to be in this interval for all choices of the model parameters (see Remark 3.4) , for realistic parameters we expect θ to be in the interior of this interval, and that is the case analyzed in here. One cannot analytically solve for z * 1 and z * 2 , but it is possible to conduct an asymptotic analysis of these quantities. In this paper we use a probabilistic argument to show that z * 1 and z * 2 are of order λ 1/3 , to identify the coefficients multiplying λ 1/3 , and to determine the loss in expected utility due to the positive transaction cost. This loss in utility is shown to be of order λ 2/3 and the coefficient multiplying λ 2/3 is determined.
The first hint of the O(λ 1/3 ) result just reported appears in the appendix of [12] . A detailed but heuristic asymptotic analysis was carried out by Whalley and Wilmott [15] . A rigorous analysis based on viscosity sub-and supersolution arguments that determined the loss in utility and suggested but did not rigorously establish the location of z * 1 and z * 2 was conducted by Janeček and Shreve [4] . At the end of [4] a short but heuristic argument was provided for the main results of the paper. A more compelling heuristic argument was later developed by Rogers [11] . In both cases, the argument was built around the observation that there are two types of loss in the problem with positive transaction costs. The first is the loss due to displacement, a loss incurred because one cannot keep the ratio of position in risky asset to total wealth at the desired constant θ. The second is the loss due to paying the transaction cost. The loss due to displacement increases and the loss due to transaction decreases as the agent becomes more tolerant of departures from θ. By estimating these losses and equating the marginal losses, one discovers that z * 1 and z * 2 should differ from θ by O(λ 1/3 ) and that the optimal expected utility in the problem with transaction cost λ > 0 is O(λ 2/3 ) less than the optimal expected utility in the problem with zero transaction cost. In this paper, we give a rigorous probabilistic analysis equating marginal losses due to displacement and transaction. Under Assumption (4.1) below, this argument determines the highest order terms in the loss in value and in the location of z * 1 and z * 2 (Theorem 4.8). The argument in [11] provides a useful change of measure idea that proved instrumental in developing the rigorous argument of this paper (see Subsections 5.2 and 5.3) .
In all the papers cited, the risky asset is a stock modeled as a geometric Brownian motion. In this paper, we take the risky asset to be a futures price processes modeled as an arithmetic Brownian motion. This removes some technicalities that occur when the agent has 100% of his wealth in the risky asset (see Remark 3.2) . Otherwise, the two problems seem to be entirely parallel. We have chosen the arithmetic Brownian motion model in order to remove these technicalities and highlight the main features of the analysis.
Papers that perform asymptotic analysis on related transaction cost problems are [1] , [6] , and [7] . Some numerical treatments of transaction costs problems are [2] , [10] , [13] , and [14] .
The model
We return to the futures price process (1.1). Let L(t) and M (t) be two nondecreasing, right-continuous processes with L(0−) = M (0−) = 0. We interpret L(t) (M (t)) as the cumulative number of futures contracts bought (sold) by time t. The number of futures contracts owned by an agent at time t is
The wealth X(t) of the agent then evolves according to the equation
When and m are continuous, the ratio process θ(t) Y (t)/X(t) satisfies
We require the agent to always have sufficient capital to close out the futures position and still be solvent. In other words, he must trade so that X(t), Y (t) stays in the closure S of the solvency region S (x, y); x + λy > 0, x − λy > 0 .
By computing d X(t) + λY (t) and d X(t) − λY (t) , one can see that if (X, Y ) ever reaches the boundary ∂S of S, then to keep from exiting S, (X, Y ) must jump to the origin and then the agent must make no further trades and must cease consumption. Hence, for purposes of the utility maximization problem described below, we only need to determine the optimal policy in the open region S. In this region, the reformulation of (2.1), (2.2) as (2.3), (2.4) is legitimate because S ⊂ {(x, y); x > 0}. Let (x, y) ∈ S be given. Let and m be nondecreasing, right-continuous processes with (0−) = m(0−) = 0, and let c be a nonnegative process. We say ( , m, c) is admissible at (x, y) and write ( , m, c) ∈ A(x, y) provided that when we take X(0−) = x and Y (0−) = y and use , m and c in (2.3), (2.4), the resulting processes X and Y satisfy X(t), Y (t) ∈ S for all t ≥ 0. Note that because and m may jump at time zero, X(0) = x−λx( (0)+m(0)) and Y (0) = y + x( (0) − m(0)). We shall see that except for a possible initial jump, the optimal and m for the utility maximization problem defined below are continuous.
We now define v(x, y) by (1.4) for all (x, y) ∈ S. The supremum in (1.4) is over ( , m, c) ∈ A(x, y). For (x, y) ∈ ∂S, we necessarily have X(t), Y (t) = (0, 0) for all t ≥ 0, and hence define for (x, y) ∈ ∂S,
3 Properties of the value function
Homotheticity
For γ > 0, A(γx, γy) = A(x, y), and when ( , m, c) is chosen from this set, the pair of processes (X γ , Y γ ) corresponding to the initial condition (γx, γy) is the same as (γX, γY ), where (X, Y ) corresponds to the initial condition (x, y). Because
v has the homotheticity property that for all γ > 0 and (x, y) ∈ S,
From this homotheticity one can argue (see [3] or [12] for details in a closely related model) that the optimal policy when X(t), Y (t) ∈ S must depend on the ratio Y (t)/X(t). In particular, there are two numbers
In particular, v(x, y) for (x, y) ∈ S \ N T can be specified in terms of v on the boundary x > 0 :
Once the pair (X, Y ) is in N T , the agent should trade only at the boundaries 
Homotheticity of type II
The futures trading setup has another useful property, which we call homotheticity of type II. Homotheticity of type II does not require that we have a utility function of the form (1.2).
Theorem 3.1 For any (x, y) ∈ S, α ≥ 0, λ ≥ 0, the value function satisfies
where we have explicitly indicated the dependence of the value function on α and σ appearing in (1.1), (2.4), and on the transaction cost parameter λ.
Proof:
The control ( , m, c) is in A(x, y) with parameters α, σ, λ if and only if the control (k , km, c) is in A(x, ky) with parameters α/k, σ/k, λ/k. Moreover, the Y process resulting from the control (k , km, c) ∈ A(x, ky) is k times the Y process resulting from ( , m, c) ∈ A(x, y). The X processes are identical. The result follows. ♦ In the geometric Brownian motion stock model, when the agent who is faced with zero transaction cost would choose to invest $100% of his wealth in the stock (θ = 1), we have an anomolous case because the agent can maintain this position without trading. Because of this, the presence of a positive transaction cost λ reduces the value function by only O(λ) rather than O(λ 2/3 ) (see Remark 1, p. 199 of [4] ). One of the consequences of homotheticity of type II is that in the arithmetic Brownian motion futures model, the case θ = 1 has no special properties. Indeed, under the scaling of α, σ and λ implicit in (3.2), θ is multiplied by k. Thus, the case of θ = 1 can be scaled into a case with θ = 1. Remark 3.3 For sufficiently small k > 0, the transaction cost parameter λ/k on the right-hand side of (3.2) can be arbitrarily large. If this transaction cost parameter exceeds one, the agent must pay for changing the bet size Y (t) more than the size of the change. However, it can still be the case that an agent would want to increase the bet size because of high return α/k and small initial bet size. It might also be the case that the agent would want to reduce the bet size. In either case, the subsequent changes in Y (t) are "marked to market" and affect the agent's wealth X(t) without incurring further transaction costs (see (2.4)).
Remark 3.4 In the geometric Brownian motion model of [12] , the authors show that the Merton proportion is inside the N T region for θ < 1 (see Theorem 11.2 and remarks on p. 675). For θ > 1, this is the case for sufficiently small transaction costs (see Theorem 2 in [4] ), but θ is outside the solvency region and hence outside N T for sufficiently high values of λ.
In the arithmetic model, the inclusion of θ in N T and the relationship between θ and 1 are not connected. Indeed, let us fix the parameters r, β and p. Then homotheticity of type II shows that there exist values for the parameters α, σ and λ for which θ < 1 and θ ∈ N T if and only if there exist other values of these parameters such that θ ≥ 1 and θ ∈ N T . Similarly, there exist values for α, σ, and λ such that θ < 1 and θ / ∈ N T if and only if there exist other values for these parameters such that θ ≥ 1 and θ / ∈ N T . Finally, because there exist values of α, σ and λ for which θ / ∈ S, we know there are values for these parameters such that θ / ∈ N T .
Hamilton-Jacobi-Bellman (HJB) equation
The Hamilton-Jacobi-Bellman (HJB) equation for the model with λ > 0 is
where U p : (0, ∞) → R is the convex dual (Legendre transform) of U p :
The maximizing C in (3.4) is C = C −1/p . It was shown in [12] that the value function for a closely related problem is concave, twice continuously differentiable except possibly on the positive x-axis and the positive y-axis, and solves the appropriate HJB equation. Adapted to our case, those arguments show that our value function v(x, y) is concave and satisfies the HJB equation (3.3) everywhere in S. We omit the details.
For λ > 0, the minimum in (3.3) breaks down into three cases:
Zero transaction cost
If λ = 0, the problem with dynamics (2.3) and (2.4) is ill posed because the agent should keep Y (t)/X(t) equal to the constant θ, and this is not possible when Y is of bounded variation and X is not. Instead of (2.3) and (2.4), we let Y be a control variable and have a single state X with dynamics
The solvency region for the λ = 0 problem is {x : x > 0}. This is a classical problem that can be solved as in Merton [9] . The value function is 
(3.10) The optimal ratio for y/x, found by minimizing over y in (3.10) , is θ given by (1.5). The optimal consumption level, found by minimizing over c in (3.10) , is A(p).
Remark 3.5
The fact that v 0 (x) < ∞ for x > 0 implies that the value function v(x, y) for the less favorable problem with λ > 0 also satisfies v(x, y) < ∞ for (x, y) ∈ S. Of course, v(x, y) > −∞ for all (x, y) ∈ S because the agent can immediately trade to a zero position in futures and thereafter simply consume at rate c = r, which leaves X constant. We see in fact that on each compact subset of S (S corresponding to some λ 0 ), v(x, y) is bounded uniformly over λ ∈ (0, λ 0 ].
Initial estimates
The maximizing C in (3.4) when C = v x (x, y) is C = v x (x, y) −1/p . We use the notation C = cx (see, e.g., (2.4) and (1.4)), and the maximizing c is thus 
is a function of θ. We take (3.11) to be the definition of c * (θ) for all θ ∈ (−1/λ, 1/λ). This function is locally Lipschitz on (−1/λ, 1/λ) because v is twice continuously differentiable.
Proof: From (3.6) and (3.7) we have
We solve these equations for v y :
Since v is concave, v y (x, ·) is decreasing, and this yields the bounds
Both bounds are
. Equation (3.13) follows immediately. A Taylor series expansion of (3.11) using (3.13) yields (3.12) . ♦
. It follows that for sufficiently small λ 0 > 0 and θ in an arbitrary compact subinterval of (−1/λ 0 , 1/λ 0 ),
which is bounded away from zero as λ ranges over (0, 1/λ 0 ].
Corollary 3.8 For sufficiently small λ 0 > 0, let −1/λ 0 < z 1 < z 2 < 1/λ 0 , and let ν be a probability measure on
where the bound on the O(λ) term depends on z 1 and z 2 but not on ν.
Main results
We want to estimate the difference in v(x, y) given by (1.4) and v 0 (x) given by (3.9). We separate this difference into two parts, the loss due to transaction costs and the loss due to displacement, where "displacement" refers to the fact that in the problem with positive λ, we cannot keep θ(t) at θ. We then minimize the sum of these losses by equating marginal losses.
Decomposing the loss
This is an asymptotic analysis. In order not to unnecessarily increase the length of the paper, we state as an assumption the following result, which is not in doubt.
For the remainder of the paper, we consider only the case that the initial capital in the money market is X(0) = 1. We can do this without loss of generality because of homotheticity. For the computations below, we initially hold the consumption proportion rate c in (3.8) constant. We fix c > 0 so that it satisfies
We then obtain estimates that hold uniformly in c, provided that c is bounded and c and pA(p)+(1−p)c are bounded away from zero. If 0 < p ≤ 1, the second condition imposes no constraint on c We first set up a utility corresponding to zero displacement and zero transaction cost. To do this, we use c(t) ≡ c and Y (t) = θX(t) in (3.8). We denote the resulting X process by X 0 , which is given by
where we have used (1.5). One can further verify that
Therefore, for p = 1, EX
2σ 2 )t. It is now straightforward to compute
When p > 1, the expression on the right-hand side of (4.5) is negative because of (4.1). For all values of p, the expression on the right-hand side of (4.5) is maximized over c by A(p), that is,
We next set up a utility corresponding to positive displacement and positive transaction cost. To do this, we choose positive numbers w 1 and w 2 . We consider the value that can be achieved by trading just enough to keep the ratio of position in futures to wealth in money market inside the interval [θ(1 − w 1 ), θ(1 + w 2 )]. Eventually we will optimize over w 1 and w 2 .
Let X 2 (0) = 1 and let
to be the solution of (2.3) and (2.4) where c(t) is some Lipschitz function c(θ 2 (t)) of θ 2 (t) = Y 2 (t)/X 2 (t) and where = 2 and m = m 2 are the minimal continuous, nondecreasing processes such that
then we would have
and θ 2 (·) would be continuous, and (2.5) in this case would become
We indeed take θ 2 (·) to be the solution of (4.8), leaving the choice of the distribution of θ 2 (0) and the function c(·) open. However, for X 2 (·), we fix a constant c > 0 satisfying (4.1) and let X 2 (·) be the solution of the equation
The value associated with X 2 is defined to be 
, where the constant κ is uniform over the class) and uniform over c (provided that c and pA(p) + (1 − p)c are bounded from above and away from zero). The two choices of c(·) that we will need to consider are c(·) = c * (·) given by (3.11) and c(·) equal to a constant c. The desired properties of c * (·) follow from Remarks 3.5 and 3.7 and Proposition 3.6.
Remark 4.3 If c(·)
is c * (·) given by (3.11) and if θ(1 − w 1 ) = z * 1 and θ(1 + w 2 ) = z * 2 , then θ 2 (t) given by (4.8) is the optimal portfolio proportion process, albeit with a random initial condition. If, in addition, we replace the constant c in (4.9) by c * (θ 2 (t)) and call the resulting process X * , we have
Finally, we set up a utility for the intermediate situation of positive displacement but zero transaction cost. We define the process X 1 (·) by setting X 1 (0) = 1 and
(4.12)
The process θ 2 (·) in (4.12) is the process determined by (4.8). The process X 1 does not incur transaction costs but it does incur a "displacement cost" because θ 2 (t) is not identically equal to θ. We define the associated value
The remainder of the paper develops the estimates reported in the following theorems. The proofs are deferred to Section 5. 
Theorem 4.5 (Displacement loss) Let w 1 > 0 and w 2 > 0 be given and define w w 1 + w 2 . Let θ 2 (0) have the distribution under P corresponding to the equilibrium distribution of the solution to (5.56). Then 
Remark 4.7 Constants appearing in the estimates in this work are permitted to depend on the model parameters r, α, σ and p, but not on λ, w 1 and w 2 , provided these are sufficiently small positive numbers. Constants also may not depend on t and ω. When we consider processes constrained to stay in an interval [a, b] , constants used in estimates may not depend on a and b.
In some cases, to achieve this independence from a and b, we shall restrict attention to a and b for which b−a is sufficiently small. Finally, the notation
, is used to indicate any term whose absolute value is bounded by a constant times the argument appearing in the notation, so long as λ and w are sufficiently small (although terms like λw −1 might not be small). Moreover, λ/w = o(1) means that λ ↓ 0 and w ↓ 0 in such a way that λ/w → 0. In the case of (4.14)- 
Equating marginal losses
If we could ignore the O(·) terms in Corollary 4.6, in order to optimize over investment strategies we would minimize the convex function
appearing in (4.17). For future reference, we note that
The minimum of g λ is attained by
and substitution of this into the right-hand side of (4.17) results in
(4.23) If p = 1 and we ignore the O(λ) term in (4.23) when maximizing over c, we find the maximal value at A(1) = β. Substitution into (4.23) yields (see (4.6))
The maximization of (4.23) over c is more difficult when p = 1, but we shall see (Lemma 5.4) that the maximizer is nearly A(p). Substitution of this value of c into (4.23) leads to (4.24) even when p = 1. Because the argument just given ignores the O(·) terms in Corollary 4.6 when maximizing over w 1 , w 2 and c, we cannot immediately assert that u 2 (A(p), A(p), w 1 (λ), w 2 (λ)) is, up to O(λ), the maximal utility that can be achieved in the problem with positive transaction cost λ. Our main result, Theorem 4.8 below, asserts that this is almost the case. 
where we explicitly indicate the dependence of z * i = z * i (λ) on λ > 0. We note from Proposition 3.6 that so long as y lies in a compact subset of R, we have v(1, y) = v(1, θ) + O(λ), so (4.25) applies to v(1, y) as well. Using homotheticity, we can extend the formula to v(x, y).
Proofs

Local time estimates
The proofs of Theorem 4.4, 4.5 and 4.8 require estimates pertaining to the processes 2 and m 2 appearing in (4.8) . This section provides these.
Let a, b ∈ R be given with a < b. For i = 1, 2, let f i : [0, ∞) → R be a continuous function with a ≤ f i (0) ≤ b. Let i and m i be the minimal nondecreasing functions such that
The processes i and m i push only when g i is at the boundary a or b, respectively. In other words, they satisfy 
Let a, b ∈ R be given with 0 < b − a ≤ 1. Consider ψ(·) satisfying ψ(0) ∈ [a, b] and
where W is a Brownian motion and µ(·) and σ(·) are Lipschitz continuous functions defined on some compact interval I containing [a, b]. Here (·) and m(·) are the minimal nondecreasing processes such that ψ(t) ∈ [a, b] for all t ≥ 0. We define µ min x∈I µ(x), µ max x∈I µ(x), σ min x∈I σ(x), σ max x∈I σ(x), and we assume σ > 0. 
4)
where 0 (·) and m 0 (·) are the minimal nondecreasing processes such that
Proof
under the assumption ψ 0 (0) = ψ(0). We prove the first inequality in (5.5); the others are similar. For this we define f (t) = ψ(0) + 
Proof: We consider first the case that [a, b] = [0, 1], µ(x) = 0 and σ(x) = 1 for all x ∈ [0, 1]. We let ψ(0) have the equilibrium distribution for this case (which happens to be uniform), so that the distribution of (n + 1) − (n) is independent of n = 0, 1, . . . . We prove by induction that
For n = 1, (5.7) holds. Assume (5.7) holds for some value of n ≥ 2. Then
Since is nondecreasing, we have the first equality in (5.6) with O (t+1) k = (t + 1) k E k (1). We further have A −1 (s), so that B(s)
The process ϕ is a doubly reflected Brownian motion on [0, 1] with drift bounded below by µ/σ 2 and bounded above by µ/σ 2 . The processes
Replacing s by A(t) and using the upper bound on A(t), we obtain (5.6). ♦ Proposition 5.5 Let ψ be given by (5.3). We assume ψ(0) has the equilibrium distribution of the solution to (5.
where 10) and x ∈ [a, b]. Furthermore,
Proof: It is straightforward to verify that
x g(y) dy, and apply Ito's formula to obtain
Taking expectations, we obtain (5.9). Equation (5.3) implies
and taking expectations, we have the first part of (5.11). Finally, the function H(x) = x x 1 h(y) dy satisfies 1 2 σ 2 (x)H (x)+µ(x)H (x) = 0, and applying Ito's formula to H, we obtain
Taking expectations, we obtain the second part of (5.11). ♦ Corollary 5.6 Under the assumptions of Proposition 5.5, with µ(x) = 0 and σ(x) = 1 for every x, we have E (t) = Em(t) = t
2(b−a) .
Proof: In this case, h(x) = 1 for every x and (5.11) implies E (t) = Em(t). Taking f (y) = 1 for every y and x = a, we obtain the desired result from (5.9). ♦ Corollary 5.7 Let ψ be given by (5.3), and assume that σ(x) = 1 for all x. Then for all t ≥ 0, E (t) = .3) and with 0 < b − a ≤ 1, let γ 0 , γ 1 and γ 2 be arbitrary positive constants. Then there exist constants γ 3 , γ 4 and γ 5 depending only on γ 0 , γ 1 , γ 2 , µ, µ, and σ (and not depending on a, b, λ or t) such that for all λ satisfying
12)
we have Ee γ 1 λ (t)+γ 2 λm(t) ≤ γ 5 e γ 0 t for all t ≥ 0.
Proof: We first construct a positive convex solution u(x) to the HamiltonJacobi-Bellman equation
with boundary conditions
In (5.14), λ is a positive number satisfying (5.12) with γ 3 and γ 4 to be chosen later. We seek a solution of the form 
where p ± 1 σ 2 −µ ± µ 2 + 2σ 2 γ 0 and q ± 1 σ 2 −µ ± µ 2 + 2σ 2 γ 0 . Note that p + and q + are strictly positive and p − and q − are strictly negative. In order for u to satisfy (5.14) and the smooth pasting conditions u(δ−) = u(δ+) and u (δ−) = 0 = u (δ+), we must have 
In order for (5.21) to hold, δ must satisfy
To obtain a solution to this equation, we define
and consider only λ satisfying (5.12). For such λ we have p − + γ 1 λ < 0 and
there must exist a unique δ ∈ (a, b) satisfying (5.28). We need also to show that f (δ) < 0 and g(δ) < 0 so A ± and B ± are positive. This will establish the convexity and positivity of u. Denote by
the unique solutions of f (δ 1 ) = 0, g(δ 2 ) = 0. Since log(1 + x) < x for x > 0,
.
But (5.12) and (5.29) imply
by the fact that λ ≤ γ 4 (b − a). Since δ 2 > δ 1 , we have δ ∈ (δ 1 , δ 2 ) and f (δ) < 0 and g(δ) < 0. We now take the argument of u to be the process ψ of (5.3) and use (5.13) and (5.14) to obtain d e −γ 0 t+γ 1 λ (t)+γ 2 λm(t) u ψ(t) ≤ e −γ 0 t+γ 1 λ (t)+γ 2 (t)m(t) − 1 dt + σ ψ(t) u ψ(t) dW (t) .
Integration yields
We see that the Itô integral in (5.31) is bounded below and hence is a supermartingale. Taking expectations in (5.31) and using the fact that 0 < u(δ) ≤ u ψ(t) , we obtain Ee γ 1 λ (t)+γ 2 λm(t) ≤ e γ 0 t u ψ(0) /u(δ) for all t ≥ 0. It remains only to show that there is a constant γ 5 depending only on p ± , q ± , γ 0 , γ 1 , and γ 2 such that 
where
We have lim x↓0 h 1 (x) = 0 and lim x→∞ h 1 (x) = p + . Hence γ 6 sup x>0 h 1 (x) is finite and depends only on p ± and q ± . So long as 0 < λ ≤ . A similar computation shows that
We have lim x↓0 h 2 (x) = 0 and lim x→∞ h 2 (x) = −q − . Hence γ 7 sup x>0 h 2 (x) is finite and depends only on p ± and q ± . So long as 0
. For λ satisfying (5.12), the bound (5.32) and hence the conclusion of the proposition hold with γ 5 = 2. ♦ Proposition 5.9 With ψ(·) as in (5.3), let γ 0 > 0, γ 1 < 0, and γ 2 < 0 be given. For a, b ∈ R with b − a > 0 and sufficiently small and 0 < λ ≤ 1,
Proof: We first construct a concave solution u(x) to the Hamilton-JacobiBellman equation (5.13) satisfying the boundary conditions (5.14). Instead of (5.15)-(5.17), here we seek a concave solution of the form 
In order for u to satisfy (5.14) and the smooth pasting conditions u(δ−) = u(δ+) and u (δ−) = u (δ+) = 0, equations (5.19)-(5.23) must hold. These imply (5.26), (5.27), where f and g are defined by (5.24) and (5.25). In order for (5.21) to hold, δ must satisfy (5.28). However, in contrast to the proof of Proposition 5.8, here we do not need to restrict λ in order to obtain a solution to this equation. Because γ 1 and γ 2 are negative,
Since (5.30) holds, there must exist a unique δ ∈ (a, b) satisfying (5.28). Furthermore, f (a) = γ 1 λ(p + − p − ) and g(b) = γ 2 λ(q + − q − ) are both negative, so f (δ) and g(δ) are also negative. This shows that A ± and B ± are negative, so u is concave. We have solved (5.13), (5.14) for the case of positive γ 0 and negative γ 1 and γ 2 . Furthermore, our solution satisfies (5.34)-(5.36). From (5.13) and (5.14), we obtain (5.31). Taking expectations and then letting t → ∞ in (5.31), we obtain
(5.38)
To complete the proof, it remains only to show that the right-hand side of (5.33) dominates u(δ).
We begin by observing that if a < δ ≤ a+b 2 , then f (
. According to (5.18), (5.26), and (5.27)
is negative, we increase this term by replacing f (δ) by a negative quantity with larger absolute value, i.e, by a quantity smaller than f (δ). If a < δ ≤ a+b 2 , we replace f (δ) by f ( a+b 2 ) and obtain
) in the last expression in (5.39) and instead obtain
(5.41)
According to (5.24), (5.37), and Taylor's theorem,
Substitution of these formulas into (5.40) and (5.41) shows that u(δ) is dominated by 1/γ 0 times the maximum of 
This is the right-hand side of (5.33), provided b − a is sufficiently small. ♦
Proof of Theorem 4.4
Solving (4.9) and (4.12), we see that
We consider first the case p = 1, for which we have
The right-hand side of (5.44) has the same sign as ζ(t), which is positive if 0 < p < 1 and negative if p > 1. Regardless of whether 0 < p < 1 or p > 1,
We introduce a Brownian motion W under a probability measure P and consider an auxiliary process θ(·) satisfying θ(0) = θ 2 (0) and 
Then just as in (5.44), we have
Because θ 2 (·) is bounded, Z 2 is a martingale. Fix T > 0 and define a new probability measure P T 2 by
is a Brownian motion. We may rewrite (4.8) as
Comparing (5.47) and (5.46), we conclude that the four-dimensional process (X 1 (t), X 2 (t), ζ(t), θ 2 (t); 0 ≤ t ≤ T ) has the same law under P T 2 as the process ( X 1 (t), X 2 (t), ζ(t), θ(t); 0 ≤ t ≤ T ) under P.
The term exp{(1 − p)
) is nearly deterministic for small w 1 and w 2 . To exploit this fact, we define
and the analogue
We consider only w 1 > 0, w 2 > 0 such that w w 1 + w 2 ≤ 1, and for such w 1 , w 2 , there exists a constant k independent of w 1 , w 2 such that
Let t ≥ 0 be given and choose T ≥ t. Using (1.5) and (4.4) we may write
According to Taylor's theorem,
where ξ(t) is between 0 and −λ(1 − p)( (t) + m(t)). We introduce the time change A(t) t 0 σ 2 θ 4 (u)du, the inverse time change T (s) A −1 (s), and the
where (s)
+ O(w) + O(s), and since
we see that
The same applies to m(t), which leads to
Let ε be a fixed positive constant and assume w 1 and w 2 are sufficiently small so that kw < ε. Then
It follows that (recall (4.1))
Returning to (5.49) and using (5.50) and (5.53), we compute
If p > 1, the last term is nonnegative, and we have
for some positive constant C 1 . Combining this with (5.45), we obtain (4.14). If p > 1 and λ/w = o(1), then the hypotheses of Proposition 5.8 are satisfied by the process θ(·) of (5.46) with b − a = θw, γ 1 = γ 2 = 2(p − 1), and γ 0 > 0 chosen to satisfy −(pA(p)+(1−p)c)+kw+γ 0 < 0 (w sufficiently small). This proposition, together with Proposition 5.4 and Hölder's inequality, implies
If follows that
and (4.15) is proved for the case p > 1. If 0 < p < 1, then e ξ(t) ≤ 1, so
For w sufficiently small so that −(pA(p) + (1 − p)c) + kw < 0, we again have (5.54), which implies (4.15). The assumption λ/w = o(1) is not needed in the proof of (4.15) in the case 0 < p < 1.
To obtain (4.14) when 0 < p < 1, we choose γ 0 > pA(p) + (1 − p)c, set
and note that γ 1 ∨γ 2 = p−1 1+λθ (1−w 1 ) . Recalling (5.46), we see that Proposition 5.9 implies for sufficiently small w that
for positive constants C 1 and C 2 . Because 0 < p < 1, we have ζ(t) ≥ 0 and (5.48), (5.49) imply for w > 0 sufficiently small that EX 1−p 1
for positive constants C 1 and C 2 . This combined with (5.45) yields (4.14). If p = 1, then P T 2 = P. Let t ≥ 0 be given and choose T ≥ t. We observe from (5.42), (5.43), (5.51), and the counterpart of (5.51) for m(t) that
which is obviously nonnegative. Multiplying by e −βt and integrating from t = 0 to t = ∞, we obtain (4.15) once we recall that A(1) = β. Indeed, we obtain (4.15) with the term O(λ 2 w −1 ) (a special case of O(λ 2 w −2 ) in place of the term O(λ 2 w −2 ), and this version of (4.15) yields (4.14).
Proof of Theorem 4.5
We introduce a Brownian motion W under a probability measure P and consider the auxiliary process θ(·) satisfying
where (·) and m(·) are the minimal nondecreasing processes that keep θ(·) in the interval [θ(1 − w 1 ), θ(1 + w 2 )]. We assume the initial condition θ(0) has the equilibrium distribution of the solution to (5.56), so the distribution of θ(t) under P does not depend on t.
Define the martingale Z(t)
fixed T > 0, define the probability measure P T by
is a Brownian motion and (4.8) becomes
where (t) = 1 + λθ(1 − w 1 ) 2 (t), m(t) = 1 − λθ(1 + w 2 ) m 2 (t). We assume θ 2 (0) has the equilibrium distribution of the solution of (5.56), so that (θ 2 (t); 0 ≤ t ≤ T ) has the same law under P T as the process ( θ(t); 0 ≤ t ≤ T ) under P. In particular,
We show that 
and this implies
Following (5.10) with f (y) = (y − θ) 2 , we compute
According to (5.9), E θ(t) − θ 2 = k 2 g θ(1 + w 2 ) − k 1 g θ(1 − w 1 ) , which is (5.59).
We now consider the case p = 1. From (5.43), (4.3) and (1.5), we have
For arbitrary t ≥ 0, we choose T ≥ t and have
is a P-martingale, for 0 < p < 1,
and (5.60) implies EX (t). Regardless of whether 0 < p < 1 or
The inequality in (4.16) follows from (4.13) and (4.5) .
It remains to compute the E expectation on the right-hand side of (5.60). To simplify the notation, we set
so that the expectation we need to compute is
We first bound the remainder
there is a Brownian motion B such that max 0≤s≤t I(s) ≤ max 0≤s≤k 3 w 2 t B(s) . Doob's maximal martingale inequality implies that for integers n ≥ 2,
It can be verified by integration by parts and induction that for n ≥ 1,
On the other hand, 
From (5.60), (5.62) and the above estimates, we see that
Recall from (4.3), (4.4) that e −βt EX 
If p = 1, then P T = P and (4.2), (5.43), the fact that α = σ 2 θ (see (1.5)), and (5.58), (5.59) imply
Multiplying by e −βt and integrating out t, we obtain (4.16) (recall A(1) = β).
5.4
Optimizing over the c, w 1 and w 2
Recall the positive numbers w 1 (λ) and w 2 (λ) of (4.21) that minimize g λ and satisfy (4.23).
Lemma 5.1 Let λ 0 be a positive constant, and let x 1 (·) and x 2 (·) be map-
Assume that for some q ∈ (2/3, 1], we have
and
In this lemma, u 2 is computed under the assumption that θ 2 (·) has the equilibrium distribution of the processes θ If this were not the case, then we could choose a sequence λ n ↓ 0 and positive numbers k n → ∞ such that
From (4.23), (5.1), (4.16), (4.14), and (5.5) we would have
The last term has limit infinity as n → ∞. This contradiction implies (5.4). We next show that lim inf
If this were not the case, then we could choose a sequence λ n ↓ 0 and positive numbers K n → ∞ such that
In the following inequality, we use the fact that
From (4.23), (5.1), (4.14), and (4.16), we would have
The last term has limit infinity as n → ∞ because of (5.7), and this contradiction implies (5.6). From (5.4), we see that λ/x(λ) = o(1). From (5.4) and (5.6) we conclude that every cluster point of λ −1/3 x(λ) is in (0, ∞) and a cluster point exists.
Let us call such a cluster point L, and passing to a subsequence if necessary, we assume without loss of generality that L 1
(5.1), and (4.23), and using the notation (4.18), we have
, uniquely attained by . We conclude that the inequality in (5.8) is equality and (5.9) holds. Since this is the case for every cluster point of λ −1/3 n x 1 (λ n ) and λ −1/3 n x 2 (λ n ), then even without passing to a subsequence, we must have This provides the first equality in (5.2). We show that lim sup λ↓0 1 λ q/2 x 1 (λ) − w 1 (λ) + x 2 (λ) − w 2 (λ) < ∞, (5.11) which is just a restatement of the second equality in (5.2). If this were not the case, there would exist a sequence λ n ↓ 0 and a sequence of positive numbers K n → ∞ such that
We observe from (4.20) that where inequality of matrices is in the sense of a positive semidefinite difference. The operator norm of ∇ 2 g λ thus satisfies which is impossible because K K 2 n → ∞. This shows that the second equality in (5.2) must hold.
Because w 1 (λ) is a positive constant times λ 1/3 , the second inequality in (5.2) can be rewritten as x i (λ) = w i (λ)(1 + O(λ q/2−1/3 )), and hence We may now optimize u 2 (c, c(·), w 1 , w 2 ) over (w 1 , w 2 ) ∈ (0, ∞) 2 . Here u 2 is computed under the assumption that θ 2 (·) has the equilibrium distribution of the process θ(·) given by (5.56). 
