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Introduction
During the last years, a more volatile and dynamic financial environment has caused an increasing concern about the stability of banking systems. In this sense, it is widely agreed that credit risk is one of the variables that are more directly related to financial stability. Indeed, the Basel II framework has put forward the need of measuring this type of risk accurately. As a consequence, there has been a number of papers that estimate the credit loss distributions for different countries. To cite a few examples, Boss (2002) has developed a credit risk model for Austria, Virolainen All of these papers emphasise the need of assessing the variability of credit risk across different sectors. In addition, since the early works of Wilson (1997a,b), most subsequent studies relate changes in the probabilities of default to changes in macroeconomic conditions. Specifically, it is usually assumed that, conditional on the macroeconomic explanatory variables, defaults are independent across sectors. However, this assumption might yield strongly biased results if a relevant factor is omitted. What is more important, on top of macroeconomic variables, there might exist some credit risk factors that induce contagion across sectors, but which we cannot directly observe. This issue has already been a cause of concern in the literature. For instance, Schuermann and Stiroh (2006) have found an important presence of "hidden risk factors" in U.S. banks stock returns. Hence, correlations across sectors will be underestimated if these factors are not considered. Furthermore, their effect might be even higher if they are persistent, as Duffie, Eckner, Horel, and Saita (2006) have noticed.
This paper proposes a model of credit risk that accounts for the presence of persistent unobserved factors. The model has four stochastic components: default frequencies, the size of the credit portfolio, the exposures at default and the losses given default. The importance of modelling the size of the credit portfolio has been traditionally neglected in credit risk models. However, it is necessary to model this variable if we want to study the total credit losses of a banking system, and not just those due to a fixed number of loans. In this sense, we find that the size of the credit market grows more during economic upturns than during economic downturns. In consequence, it is important to account for this feature, specially to carry out realistic stress scenarios. For each sector, our model assumes that changes in the default frequencies and the total number of loans are a function of past observations of these variables, a set of macroeconomic characteristics, two unobserved potentially persistent common latent factors and one idiosyncratic component.
The two latent factors are independent from market conditions, but they can be correlated with each other. However, to ensure the identification of the model, we assume that only one of the factors affects the sectorial default frequencies, whereas the other one only influences the growth of the credit portfolio. This model can be easily estimated by means of a linear Kalman filter. Conditional on default, the loss given default and the exposure at default are initially assumed to be independent of default rates and the size of the credit market, although they are allowed to have a different distributional shape for each sector. With the exception of Madan and Unal (2006) in the context of deposit insurance, the literature has paid little attention to the distribution of exposures.
However, we believe that it is necessary to account for the variability of exposures within each sector in order to correctly describe the heterogeneity of loans. Specifically, we employ either the Inverse Gaussian or the Gamma distribution. Both are rather flexible distributions. Importantly for our purposes, we show that their statistical properties can be exploited to reduce by a considerable amount the computational time required to simulate our model. Additionally, we propose a generalisation in which these distributions can change as a function of the observable macroeconomic factors. Finally, we consider the usual Beta distribution for the loss given default (see e.g. Gupton and Stein, 2002) . We use our model to estimate the credit loss distribution of the Spanish banking system. We have quarterly loan data from 1984.Q4 to 2006.Q4, obtained from the Spanish Credit Register. This database contains information on every loan granted in Spain with an exposure above e6,000. Hence, we have high quality loan data at a frequency at which it is not usually available. We consider 10 corporate sectors plus one mortgage sector and a sector of consumption loans to individuals. We first estimate a simple model with GDP growth and changes in three-month interest rates as our macroeconomic factors.
Then, we obtain the credit loss distribution by simulating losses from our model under the current economic conditions and under some stressed scenarios. Interestingly, we are able to identify a persistent unobservable factor that generates dependence between sectorial default frequencies, and a correlated common effect that affects the growth of the number of loans. These factors remain significant when we reestimate our model with an augmented set of macroeconomic characteristics, such as an interest rate spread, sectorial gross value added changes and the unemployment rate. We also determine which sectors are riskier, and compare our model with simpler versions that have been previously implemented. In this sense, a series of specification tests on the correlations matrix of default frequencies show that latent factors are crucial to capture intersectorial correlations. In addition, we assess the out-of-sample stability of our model by means of Kolmogorov tests. Finally, we explore the relationship between exposures at default and macroeconomic conditions, where we find that they tend to be higher on average during recessions than during expansions. The pro-cyclicality of exposures at default is consistent with the results obtained by Jiménez, López, and Saurina (2007), who find, also for the Spanish loan market, that a higher usage rate of credit lines during recessions induces higher exposures at default in these periods.
In summary, we believe that our paper provides some important contributions to the literature. Firstly, to the best of our knowledge, this is the first paper that introduces unobservable common shocks in a credit risk model for loans. Secondly, the paper takes advantage of the use of a very rich dataset which contains precise information about almost all the loans granted in the Spanish economy. In particular, we are able to model the distribution of exposures at default, as well as the loan market dynamics. In addition, we consider an extensive sectorial structure that includes mortgage loans. Thirdly, our results show that expected losses, and especially value at risk, can be significantly underestimated if contagion effects between sectors are not allowed. Finally, we dramatically reduce the computational demands of our model by exploiting its statistical properties.
The rest of the paper is organised as follows. We describe our model in the next section, and discuss the estimation of its parameters in Section 3. In Section 4, we consider an empirical application to Spanish loan data. Finally, concluding remarks and directions for future research are suggested in Section 5. Auxiliary results are gathered in an appendix.
The credit risk model
We are interested in modelling credit risk in an economy with K sectors. We will consider a sample of T periods of data. Following the usual notation, the losses due to a loan i from sector k can be decomposed at any time period t as
where D i,k,t is a binary variable that equals 1 in case of default and 0 otherwise, while
LGD k,t and EAD i,k,t are, respectively, the loss given default and the exposure at default.
We will denote as p kt the proportion of non-performing loans in sector k at time t, i.e. the ratio of the number of loans in default to the total number of loans in each sector. This variable is usually known as default frequency. Hence, the losses from sector k at time t can be expressed as
where n k,t is the total number of loans in sector k and
where p kt n k,t rounds p kt n kt to the nearest integer. If we assume that the probability of default is constant in each sector, p kt will converge to the probability of default of sector k as n kt grows to infinity. However, for small n kt , they will not necessarily coincide.
The main dynamic features of our model are introduced through p kt and n kt . For every sector, we define the growth of the number of loans as ∆n kt = log(n kt ) − log(n kt−1 ),
is the inverse of the cumulative standard normal distribution function. This choice is consistent with a probit model, although a logit model could also be adopted. We propose the following vector autoregression for the evolution of ∆n kt and y kt :
where x t are m macroeconomic variables whose dynamics are given by
and f 1,t and f 2,t are two unobservable common factors independent from the macroeconomic explanatory variables. If we define the vector f t = (f 1t , f 2t ) , the dynamics of f t can be expressed in terms of the following VAR(1) model:
In consequence, the evolution of ∆n kt and y kt depends on their previous history, a set of observable characteristics x t , two unobservable common factors f t and the idiosyncratic
These idiosyncratic terms are assumed to be jointly Gaussian such that cov(u 1,kt , u 2,jt ) = 0 for k = j. Thus, we only allow for correlation between the two idiosyncratic factors from the same sector. In addition, these terms are independent from the vectors of common shocks v t and w t , which are also multivariate Gaussian random vectors with cov(v t , w t ) = 0, and V (v t ) = Ω.
Since f t is unobservable, we need to impose a restriction on its scale so that the model is identified. In particular, we will parametrise R and V (w t ) as
Hence, φ i is the first order autocorrelation of f i , i=1,2, and ρ is the conditional correlation between f 1,t and f 2,t .
Finally, we will suppose that, conditional on default and the current macroeconomic conditions, LGD k,t are random Beta variates, while EAD i,k,t are independent Inverse
Gaussian or Gamma variates. 1 We will first suppose that the parameters of these distributions are constant over time but possibly different for each sector. This implies that their distributions do not depend on the cycle. Later on, we will extend this model by 1 We have compared the empirical performance of these two distributions with other potential candidates. Our results show that the Gamma and the Weibull yield a similar empirical fit, while the shapes generated by the IG are similar to those of the log-normal. These results are available on request. However, we will not consider the Weibull and the Log-normal because they are not closed under aggregation. allowing the mean of EAD i,k,t to depend on the macroeconomic factors. Specifically, if we denote the mean of the exposures at default in sector k and period t as µ kt , we propose the following parametrisation:
where η k captures a time trend, v t−1 is the lagged vector of innovations in equation (4) and Ω is its covariance matrix. Thus, we allow µ kt to be influenced by the same shocks that affect x t . Of course, if ϕ k = 0 we are back in the initial setting. The time trend component turns out to be important for estimation purposes. For example, in a context of historically decreasing exposures, this component will be negative. However, when we compute the credit loss distribution, we will assume no particular trend. In consequence,
it is important to include the term ϕ k Ωϕ k /2 in (6) to ensure that
This result, which is a consequence of the normality of v t , ensures the constancy of the unconditional mean of (6) when η k is set to zero. It is also possible to consider a dynamic parametrisation of the distribution of the loss given default (see Bruche and González-Aguado, 2006). However, due to lack of data in our application, we will not be able to explore this extension.
Estimation and simulation of the model
To estimate the parameters in (2) and (3), we need to use the Kalman filter to deal with the unobserved factors (see e.g. Hamilton, 1994 , for a formal discussion). The intuition of this procedure is as follows. To evaluate the likelihood at each period t, we first compute the expected value of the factors given the information available up to time t − 1:
where ∆n s = (∆n 1,s , · · · , ∆n K,s ) and y s = (y 1,s , · · · , y K,s ) . In addition, since f t|t−1 is a noisy estimate of the true realisation f t , we also need to measure the uncertainty of this estimate:
Finally, the estimation procedure consists basically in treating (2) and (3) as a pure vector autoregressive model, by using the series of f t|t−1 as if they were actually observed.
However, we must adjust the variance of the model with P t|t−1 to account for the fact that f t|t−1 is not equivalent to the true realisation f t .
Interestingly, as new data arrives, we can update our previous estimates of the realisations of the factors, and obtain more accurate ones. For example, given the whole sample of data, we can estimate the evolution of the latent factors as:
To identify the factors, we need at least two sectors. In fact, the more sectors we have, the more precise our estimates of f t will be. Hence, latent factors are particularly valuable in models with many sectors, since they allow for rich dynamics and correlation structures without requiring too many parameters.
As we have remarked, we consider two possible distributions for EAD i,k,t : the Inverse Gaussian (IG) and the Gamma distribution. For each sector, we choose the one that best fits the data from the sector. Their parameters are estimated by maximum likelihood, where their density functions can be expressed as:
We will denote these distributions as IG(µ k , λ k ) and Gamma(ν k , τ k ), respectively. In the IG case µ k is the mean, and µ 3 k /λ k is the variance, whereas for the Gamma distribution the mean is ν k τ k and the variance ν k τ 2 k . The subindices indicate that these parameters are sector specific. As we show in the empirical application, both distributions provide a good fit of the data, although the IG generally outperforms the Gamma. In addition, it can be shown that sums of iid IG or Gamma variates remain within the same family (see Johnson, Kotz, and Balakrishnan, 1994) . Due to this property, we can express the distribution of S kt in closed form for a given number of defaults p kt n kt . Specifically, it can be shown that the distribution of S kt conditional on the number of defaults at t is a IG[ p kt n kt µ k , p kt n kt 2 λ k ] in the IG case, while it is a Gamma( p kt n kt ν k , τ k ) in the Gamma case. From this result, we can express the distribution of the sum of EAD's given only the information known at t − s by means of the following sum:
where g(S kt | p kt n kt = i, I t−s ) denotes the conditional distribution of S kt given i defaults occurring at t, while f (S kt | I t−s ) is the distribution of S kt given the information known at t − s, denoted as I t−s . Finally, Pr( p kt n kt = i| I t−s ) is the probability of i defaults occurring at t given I t−s .
Unfortunately, we cannot compute (9) in closed form because it is extremely difficult to obtain the exact values of Pr( p kt n kt = i| I t−s ) due to the dynamic features of the model followed by p kt and n kt . Moreover, when we consider the dynamic parametrisation (6) for the means of exposures at default, we will only be able to express g(S kt | p kt n kt = i, I t−s )
in closed form for s = 1. Due to this complexity, we will have to compute the credit loss distribution by simulation. However, the IG and the Gamma distributions offer important computational advantages. 2 In particular, thanks to their properties, we do not need to simulate individual exposures at default, but just their sum S kt , which will severely speed up the computation of the credit loss distribution.
Empirical application
We use loan data from the Credit Register of the Bank of Spain (CIR). This database records monthly information about all the loans granted by credit institutions in Spain (banks, savings banks, cooperatives and credit finance establishments) for a value above e6,000. Although the database offers a wider amount of information, we will focus on the particular details directly related to our application (see Jiménez and Saurina, 2004 , and Jiménez, Salas, and Saurina, 2006, for a thorough description). In particular, the database reports the amount drawn and available for each loan, and whether its borrower is an individual or a company. In the latter case, the specific economic sector to which the borrower belongs is reported as well. There is also information available about the state of the loans. Every new loan is assigned a code which only changes if its situation deteriorates or if it matures. A loan that is expected to fail in the near future is classified as "doubtful". If the loan eventually defaults, every month the database reports the time elapsed since its default. In particular, we will know whether it has been in default from 3 to 6, 6 to 12, 12 to 18, 18 to 21, or more than 21 months.
From the CIR, we have obtained quarterly series from 1984.Q4 to 2006.Q4 of sectorial default frequencies (p kt ), the total number of loans per sector (n kt ) and the exposures of the defaulted loans. Most papers usually focus on corporate loans. Typically, this is due to lack of available data on loans to individuals. However, we believe that loans to individuals, and specially mortgages, play an important role in the credit loss distribution of banks. In consequence, we consider 2 sectors for individuals and 10 corporate sectors.
For individuals, we consider a group of mortgages and a group of consumption loans. For corporate loans, we define the following groups: (1) In each quarter, we compute the default rates as the ratio of the number of loans that have been in default from 3 to 6 months to the total number of loans in each sector.
Thus, we are consistent with the Basel II framework. Those loans that have been in default for more than 6 months are left out because they were already considered in one of the previous quarters. Thus, only newly defaulted loans are considered at each period.
Additionally, every quarter we also collect the exposures of those loans that have been in default from 3 to 6 months.
We have plotted the historical evolution of default frequencies in Figure 1 In comparison, defaults in the construction sector are remarkably low at the moment.
In Figure 1 (b), we can observe the quarterly series of the total number of loans in each sector. The loan market has steadily grown in all sectors during the sample period under analysis. From this impressive growth it is not difficult to conclude that assuming a constant number of loans could yield inaccurate results. In addition, if we take a closer look at this figure, we can see that the rate of growth decreased for almost all sectors in the first half of the previous decade, that is, during the last recession. In consequence, the evolution of these variables seems to be correlated with the economic cycle. However, this conjecture will have to be confirmed with more formal results.
A simple model with two macroeconomic factors
We will start with a simple model that only considers two macroeconomic factors:
quarterly change in real GDP growth and the variation of three-month real interest rates.
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We employ these two factors because they are generally regarded in the literature as the most important macroeconomic determinants of credit risk fluctuations. In addition, in this first set of estimations, we will assume that the parameters of the distribution of the exposures are constant over time.
Default frequency and market size growth. Let us consider the estimation of (2) and (3). 5 We will introduce the lags 2, 3 and 4 of our two macroeconomic variables. To save parameters, we do not include the first lag, because we obtain insignificant estimates for this lag once the subsequent 3 lags are considered. As for the autoregressive structure, we consider the effect of the first lag of the dependent variables, as well as a seasonal effect of the dependent variables one year before. In our estimation, we set to zero the intercept parameters of the default frequency, i.e. α 2k , for k = 1, · · · , 12. This is due to the fact that a positive (negative) intercept would imply that default frequencies would tend to 1(0) in the long run. Thus, our restriction rules out these extreme cases. Finally, we consider three dummies whose values are 1 in 1988.Q1, 1988.Q4 and 1996.Q2, respectively, and zero otherwise. 6 These dummies are intended to capture the effects of historical exogenous changes in the database (see Delgado and Saurina, 2004 , for a formal justification).
The estimates of the default frequency model are reported in Table 1 , whereas analogous results for the evolution of the size of the credit portfolio can be found in Table   2 . Intuitively, an increase in GDP growth tends to reduce default frequencies and induce the expansion of the loan market. This is why we observe that GDP growth generally has a negative impact on the variation of default frequencies and a positive effect on the growth of the credit market. As Table 1 (a) shows, the effect of GDP on default frequencies seems to be more important for agriculture, manufacture, construction, commerce, communications and consumption loans, with the first two lags being highly significant.
Nevertheless, we also obtain significant coefficients in all the remaining sectors except for mining and utilities, which react less to the cycle. Some sectors seem to respond more slowly to aggregate shocks. For instance, we only observe a significant effect on R&D and mortgages three quarters after a shock to GDP has occurred. In Table 2 (a), we can observe that the effect of GDP on the size of the credit market is smaller, although it is still significant for manufacture, construction, commerce, and R&D.
As regards interest rates, higher values generally tend to increase default frequencies, where significant coefficients are obtained for hotels and communications. However, the overall effect of higher interest rates on the size of the loan industry is less clear. In some cases, they may even strengthen its growth. Nevertheless, from a theoretical point of view, it is unclear how interest rates should affect the growth of the number of loans. On rates and the total number of loans in first differences to ensure their stationarity.
the one hand, higher interest rates will reduce the demand of loans. On the other hand, on the supply side banks will have incentives to grant more loans if interest rates rise.
Nevertheless, the effect of interest rates seems to be less important than the impact of Although we consider two latent factors, we have explained in section 2 that f 2t only affects default frequencies, whereas f 1t exclusively alters the size of the credit portfolio. As we can see, we obtain significant estimates for both factors in all sectors. In addition, we find a significant correlation of −0.477 between f 1t and f 2t (see Table 3 ). In consequence, a high value of f 2t in a given quarter will induce an increase in default frequencies in all sectors.
Moreover, through the negative correlation with f 1t , it will tend to cause a reduction in the growth of the loan market. Likewise, a low (negative) value of f 1t would produce a similar effect. Hence, f 1t and f 2t are able to capture a presence of contagion between sectors that the observable factors cannot account for. 7 Furthermore, the time series structure of these factors also deserves some attention. We report in Table 3 the autoregressive structure of the observable and unobservable factors. As we can observe, f 2t has a significant first order autocorrelation of 0.209. Hence, since shocks to f 2t tend to persist through time, their effect on default frequencies will die away slowly. In contrast, f 1t has a significant negative autocorrelation of −0.190. In consequence, the effect of a shock to f 2t will tend to be reverted in the following periods. For the observable factors, we find a positive (first order) autocorrelation for interest rates, and a negative autocorrelation for GDP growth.
We report the remaining parameters of the model in the lower panels of Tables 1   and 2 . The third column of Table 1 (a) shows that the marginal effect of lagged default frequencies from the previous quarter is negative, whereas the seasonal effect (fourth column) is positive when it is significant. In contrast, both terms are generally positive 7 Notice that the latent factors are independent from the observable factors by construction.
in the market size equation, as Table 2 (b) shows. We also report in the first column of Table 2 (b) the positive intercept terms that we obtain for the market size growth, which are consistent with the growth of the loan market already documented in Figure 2 .
Finally, as shown in the last column, the correlation between the idiosyncratic terms u 1,kt and u 2,kt is generally negative in the significant cases. Hence, shocks that increase the growth of the number of loans in a particular sector tend to be correlated with declines in the rate of defaults from the same sector.
These results can be compared with the estimates reported in Tables 4 and 5 Exposure at default. For each sector, we estimate the parameters of the IG and the Gamma distributions by maximum likelihood. We assume that these parameters remain constant over time. Since we want to focus on the current situation, we only use the exposures of defaulted loans from 2006 to fit the parameters of these distributions. Prior to estimation, we have adjusted the data for inflationary effects. In Figures 2 and 3 we compare the empirical fit of both distributions at the right tail with a Kernel estimate of the density. Except for mortgages, the Inverse Gaussian distribution provides a better fit in all sectors. In consequence, we will model the exposures of non-performing mortgages with the Gamma distribution, and employ the Inverse Gaussian in the remaining cases.
Loss given default. Unfortunately, we do not have data on the loss given default of the loans in our database. However, Spanish banks have reported the historical average loss given default for corporate, consumption and mortgage loans to the QIS5. 8 Using this data, we choose the parameters of the Beta distribution so that the mean loss given default is 35% for corporates, 25% for consumption loans and 15% for mortgages. Finally, we choose 20% as the standard deviation in the three cases.
Credit loss distribution. We estimate the credit loss distribution by simulating losses from our model. For each quarter of the horizon that we consider, we first obtain draws of the total number of loans and the default rates per sector. In particular, we use (2) and (3), where we sample the idiosyncratic terms from their joint Gaussian distribution, and generate the draws of the observable and latent common factors by means of (4) and (5), respectively. Finally, given the total number of defaults, we can generate random replications of (1) and the loss given default from their respective distributions. To ensure the stability of our results, we obtain one million simulated losses from our model.
We report descriptive statistics of the credit loss distribution in Table 6 for the model with latent factors. Specifically, we focus on the expected loss, the Value at Risk (VaR) at the 99.9% level and the unexpected loss, defined as the difference between the first two measures. We consider three different time horizons: 1, 3 and 5 years. 9 We can see that, due to higher uncertainty, the three measures increase more than proportionately as the horizon increases. In terms of expected losses, consumption loans is the riskiest group for short horizons, followed by construction and manufacture. However, for longer horizons mortgages and specially construction also have high expected losses. These three sectors are also the riskiest ones in terms of unexpected losses, specially for long horizons. Again, the VaR of the construction sector seems to grow relatively more with the horizon than in the other cases. This is due to the strong dependence of this sector on cyclical effects, as we already observed in Tables 1 and 2 . Figure 4 , where we plot the total credit loss densities for the two models.
Again, we can observed that the model that allows for unobservable factors has fatter tails.
Extensions and robustness checks
To begin with, we will determine whether we are still able to identify contagion through latent factors when we consider a richer set of observable explanatory variables. Specifically, we will consider, as an additional common factor, the spread between six-year and three-month interest rates. This variable, related to the slope of the term structure of interest rates, will affect all sectors. Moreover, we consider six additional variables that will only have an impact on those sectors that are more related to these characteristics.
In particular, we allow the change in the unemployment rate to affect consumption loans and mortgages; gross value added of market services will affect communications, hotels and commerce; gross value added of industry will affect manufacture and mining; and the gross value added of agriculture, energy and construction will affect agriculture, utilities and construction, respectively. The coefficients obtained with this specification are displayed in Tables 8 and 9 . We can observe some significant values for the impact of the spread variable, specially in the evolution of the growth of the number of loans. Specifically, a steepening of the term structure seems to induce an expansion of the number of loans in some sectors. Unfortunately, at least in terms of statistical significance, most of the sectorial factors yield somewhat unsatisfactory results. Nevertheless, in spite of the additional factors, we still obtain highly significant factor loadings for the unobservable effects.
We will now compare the performance of the three different specifications that we have considered in our VAR model. To do so, we will compute the residuals of the default frequency equation (3) for the three cases. 10 The specification that does not include latent factors assumes that these residuals are uncorrelated because intersectoral correlations are only captured by the observable common characteristics in this case. In contrast, the model with latent factors introduces a factorial structure for these correlations. We test in Table 10 whether the empirical correlations of the residuals are equal to those hypoth-esised by each of these specifications. As we can observe in Panel (a), most correlations are not adequately captured when latent factors are neglected. In contrast, Panels (b) and (c) show that these unobservable effects are able to yield a very accurate fit of the empirical correlations. Although these results show the good in-sample performance of our model, we are also interested in assessing its out of sample reliability. We will consider the period from 2004.Q1 to 2006.Q4 for this analysis. Hence, we need to reestimate the three specifications of our VAR model using only data up to 2003.Q4. With these estimates, we again compute the residuals (3), but in this case we will also consider those of (2). We could use these residuals to compute tests analogous to those of Table 10 .
However, since we only have 12 periods, these tests will have low power. Thus, we prefer to follow a different approach in this case. In particular, we standardise the residuals with the inverse of the Cholesky factorisation of their hypothesised covariance matrices under each specification. The resulting values should be iid standard normal under a correct specification. We check this hypothesis in Table 11 by means of a Kolmogorov test. This table shows that the null can be easily rejected when we do not consider latent factors, but it can no longer be rejected onces these factors are included. Hence, this result confirms that our model will still be reliable in out-of-sample exercises.
Finally, we will explore the linkages between aggregate macroeconomic shocks and the distribution of exposures at default. We have estimated by maximum likelihood the parameters of the IG distribution, substituting (6) for µ k in (7). Although we have also estimated an analogous model with the Gamma distribution, we do not report the results for this model due to its poor empirical fit. For the sake of parsimony, we will only consider the effect of the innovations to GDP growth and real interest rate variations.
The results are displayed in Table 12 . As expected, the estimated means at the end of our sample period, displayed in the first column of Table 12 , reflect the differences between the loan sizes across sectors. Specifically, loans to individuals, either mortgages or consumption loans, are characterised by small mean exposures when compared to the much larger sizes of loans to corporates. As regards corporates, the more capital intensive sectors have larger mean exposures. For instance, utilities is a sector with relatively few but very large loans. We can also observe in the second column that the time trend coefficients are generally negative though small in magnitude. Imposing η k = 0 in these estimations would have yielded unstable estimates of the factor loadings. Specifically, the interest rates would then be forced to capture the time effects, because of their decreasing historical trend (see Figure 1d ). In the third column, we can observe that GDP generally has a negative and significant effect. In consequence, higher GDP growth will tend to reduce the magnitude of exposures at default on average. Conversely, these exposures will be higher during economic downturns. As for interest rates, we generally obtain positive coefficients. Hence, higher interest rates tend to increase the means of the exposures.
These results are consistent with the use of credit lines as a liquidity management tool by firms, as Jiménez, López, and Saurina (2007) show. Moreover, the observed dependence of EAD on the business cycle can reinforce the pro-cyclicality of the Basel II framework. The impact of Basel II on pro-cyclicality has been extensively debated in the literature. 11 The main conclusion is that the minimum capital requirements computed under the Internal Ratings Based (IRB) approach will be more risk-sensitive under Basel II, increasing during recessions and falling as the economy enters expansions. Thus, this will make the lending decisions of banks more pro-cyclical, which, in turn, will amplify the economic cycle. In this sense, our results support the concerns of this literature about the strong relationship between economic cycles and credit risk. However, the global impact of Basel II on the financial stability of the banking system is an issue beyond the scope of this paper.
Stress tests
We will end this empirical study by assessing the consequences of a strong shock to either GDP or interest rates. We follow the standard practice in stress testing exercises and introduce artificial shocks in the vector of innovations of the factors (see (4)). In particular, we stress our model with a 3-standard deviation shock that occurs in the first quarter of the period under study. We consider separate shocks to each of the two macroeconomic factors that we stress. The GDP shock will be negative, whereas the interest rate shock will be positive. Thus, these tests are designed to induce a recession in both cases.
As in the previous sections, we will start with our baseline model, in which GDP and interest rates are the only observable characteristics. We report in Table 13 the percentage change in the expected loss and the VaR caused by these shocks. The effect of the GDP shock is similar for most sectors, although it is relatively larger for manufacture, construction and mortgages, and smaller for utilities. In contrast, due to its poorer explanatory power, the interest rate shock causes more heterogeneous responses. In Table   14 , we compare these results with the ones obtained from our two extensions. In the first extension we assess the effect of including the augmented set of macroeconomic factors, while in the second one we analyse the impact of modelling the dynamics of the mean of the exposures at default. In both cases, we allow for the presence of latent factors, although in the latter extension we only consider our specification with two observable factors. In addition, we assume that the unconditional means of the exposures at default will remain constant over time. 12 The two models that use a static distribution for exposures at default yield fairly close results. Indeed, both seem to respond more to a GDP shock than to an interest rate shock. For example, at a three-year horizon, the expected loss and the value at risk increase by 17% under the GDP shock, but only by 7-8% under the interest rate shock. This result is a direct consequence of the much higher explanatory power of GDP (see Tables 1, 2 and 8) .
In contrast, we find larger effects when we allow for time varying means of exposures at default. Although the expected loss and the VaR under normal conditions are similar,
we now obtain fatter tails at the five-year horizon, where VaR almost reaches e50 billion.
We also find a higher sensitivity to the GDP and interest rate shocks. These larger losses are mainly due to two sources. Firstly, exposures at default deteriorate as the economy worsens, whereas in the previous models they remained unaltered. Secondly, we have introduced contagion between default frequencies and exposures at default, since both of them are influenced by the macroeconomic factors. For instance, increments in default frequencies due to a lower GDP growth are reinforced with higher exposures at default.
In consequence, the overall effect is fatter tails and larger responses to stress tests of the same magnitude.
Conclusions
We develop a flexible model to estimate the credit loss distribution of a national banking system. We classify the credit market in sectors, and model default frequencies, exposures at default, losses given default and the total number of loans in each sector. This latter variable has not been previously considered in the literature. However, we believe that the growth of the credit industry may have important effects on total credit losses, specially for medium and long term horizons. We propose a dynamic model for default frequencies and the growth of the credit industry, using as explanatory variables a set of macroeconomic factors. As a distinguishing feature of our approach, we also allow for the presence of unobservable common factors. These factors are able to capture contagion effects between sectors, which are orthogonal to the observable macroeconomic conditions.
Both observable and unobservable variables are modelled with a vector autoregressive structure. Finally, conditional on default, exposure at default and loss given default are assumed to be independent of the previous variables. Loss given default is modelled with a Beta distribution. As for the exposures at default, we use the Gamma and the Inverse Gaussian distributions, and propose a dynamic parametrisation that relates their expected values to macroeconomic shocks.
In the second part of the paper we apply our model to analyse the loss distribution of the total credit portfolio of Spanish banks. We use quarterly loan data from the Spanish Credit Register. Our database starts in 1984.Q4 and ends in 2006.Q4. It contains information on every loan granted in Spain with an exposure above e6,000. Hence, we are able to analyse the whole Spanish loan market. We consider 10 corporate sectors. Furthermore, we also investigate the role of consumption loans and mortgages in the credit loss distribution by including one additional sector for each of these groups. We first study a simple model that uses the quarterly changes in GDP growth and the variation in threemonth real interest rates as the only macroeconomic explanatory variables. Exposures are modelled in a static setting for each sector with the Inverse Gaussian distribution, except for mortgages, where we employ the Gamma because it provides a better fit. We estimate the parameters by maximum likelihood and obtain the credit loss distribution for the 1, 3 and 5 year horizons by simulation. Despite the analytical complexity of our model, we show that we can generate extremely fast simulations by exploiting the statistical properties of the Gamma and the Inverse Gaussian distributions. In particular,
we compute for each sector the expected loss, the unexpected loss and the value at risk of credit losses. We also estimate the density function of losses. Our results show that credit losses in the Spanish economy are mainly due to the manufacture, construction, consumption loans and mortgages. The result for the latter two sectors should be interpreted in absolute terms. Despite the typically low losses given default and exposures at default in loans to individuals, the numbers of loans in these sectors are so large that they are one of the main sources of credit risk in Spain. At the other extreme, mining and utilities are the sectors with lower absolute risk in Spain. We compare our results with the losses generated by a simpler model that does not take into account the presence of "hidden" factors. Although the two models provide similar results for sectorial losses viewed separately, aggregate or total losses are larger in the more general setting, due to the higher correlation between sectors, introduced by the latent factors. In this sense, we
show by means of in and out of sample specification tests that latent factors capture the intersectoral correlations very accurately, whereas a model with only observable variables misses important contagion effects. Furthermore, we are also able to find a significant impact of macroeconomic cycles on the distribution of exposures at default.
Finally, we perform two stress tests to assess the sensitivity of credit losses to macro shocks. In particular, we assess the separate effects of a sudden drop in GDP growth and a sharp increase in interest rates. Both shocks occur in just one quarter, and they have a magnitude of three standard deviations. Overall, the GDP stress test has a stronger effect than the interest rate shock. However, we obtain a higher sensitivity once we account for the dependence of exposures at default on the cycle.
A fruitful avenue for future research would be to integrate this credit risk model with market risk and operational risk models, as Rosenberg and Schuermann (2006) propose. 
Appendix Simulation of Inverse Gaussian variates
Most commercial packages provide fast simulation algorithms to generate gamma random variates. However, it is less common to find generators of Inverse Gaussian variates in these packages. Nevertheless, it is fairly easy to generate random IG draws. Consider the following steps:
1. Generate u: a uniform random variable between 0 and 1.
2. Generate s: a chi-square random variable with 1 degree of freedom, independent of u.
3. Define:
4. Then
is a random draw from the IG(µ, λ) distribution. Notes: Two asterisks indicate significance at the 5% level, while one asterisk denotes significance at the 10% level. Prior to estimation, the dependent and the explanatory variables have been multiplied by 100. GDP t−i and INT t−i for i = 2, 3, 4 denote, respectively, the effect of lagged observations of changes of GDP growth and three-month real interest rates on the dependent variables. α is the intercept of the VAR model, and the columns labelled y k,t−1 and y k,t−4 denote the effect of lagged observations of the dependent variables. "Correlation with ∆n k,t " refers to the correlation between the two idiosyncratic residuals that affect the same sector. Notes: Two asterisks indicate significance at the 5% level, while one asterisk denotes significance at the 10% level. Prior to estimation, the dependent and the explanatory variables have been multiplied by 100. GDP t−i and INT t−i for i = 2, 3, 4 denote, respectively, the effect of lagged observations of changes of GDP growth and three-month real interest rates on the dependent variables. α is the intercept of the VAR model, and the columns labelled y k,t−1 and y k,t−4 denote the effect of lagged observations of the dependent variables. "Correlation with y k,t " refers to the correlation between the two idiosyncratic residuals that affect the same sector. Notes: Two asterisks indicate significance at the 5% level, while one asterisk denotes significance at the 10% level. Prior to estimation, the dependent and the explanatory variables have been multiplied by 100. GDP and INT denote, respectively, the changes of GDP growth and three-month real interest rates. Notes: Two asterisks indicate significance at the 5% level, while one asterisk denotes significance at the 10% level. Prior to estimation, the dependent and the explanatory variables have been multiplied by 100. GDP t−i and INT t−i for i = 2, 3, 4 denote, respectively, the effect of lagged observations of changes of GDP growth and three-month real interest rates on the dependent variables. α is the intercept of the VAR model, and the columns labelled y k,t−1 and y k,t−4 denote the effect of lagged observations of the dependent variables. "Correlation with ∆n k,t " refers to the correlation between the two idiosyncratic residuals that affect the same sector. Notes: Two asterisks indicate significance at the 5% level, while one asterisk denotes significance at the 10% level. Prior to estimation, the dependent and the explanatory variables have been multiplied by 100. GDP t−i and INT t−i for i = 2, 3, 4 denote, respectively, the effect of lagged observations of changes of GDP growth and three-month real interest rates on the dependent variables. α is the intercept of the VAR model, and the columns labelled y k,t−1 and y k,t−4 denote the effect of lagged observations of the dependent variables. "Correlation with y k,t " refers to the correlation between the two idiosyncratic residuals that affect the same sector. Notes: Two asterisks indicate significance at the 5% level, while one asterisk denotes significance at the 10% level. Prior to estimation, the dependent and the explanatory variables have been multiplied by 100. GDP t−i , INT t−i , SPR t−i for i = 2, 3, 4 denote, respectively, the effect of lagged observations of GDP growth, the variation of three-month real interest rates, and the spread between six-year and three-month interest rates on the dependent variables. Except for R&D and Other Corp., each sector is additionally allowed to depend on an additional sectorial variable, whose effects are reported in the columns SEC t−i . SEC denotes gross value added by sector for corporates and the unemployment rate for consumption loans and mortgages.
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BANCO DE ESPAÑA 2 0.00 Manufacture 3 0.00 0.00 Utilities 4 0.00 0.00 0.00 Construction 5 0.00 0.00 0.00 0.00 Commerce 6 0.00 0.00 0.00 0.00 0.00 Hotels 7 0.00 0.00 0.00 0.00 0.00 0.00 Communications 8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 R&D 9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 Other Corp.
10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 Cons. loans 11 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 Notes: in each cell the null hypothesis is that the empirical correlation between the corresponding sectorial default frequencies equals the one hypothesised by the model. The p-values below 5% are expressed in bold. Notes: results in millions of euros. "Spread" denotes the difference between six-year and three-month interest rates. "GVA's" denotes gross value added factors, namely: agriculture, industry, energy, construction and market services. Statistics obtained from 1 million simulations of the credit risk model. All models include latent factors. Note: the x-axis is expressed in millions of euros, where a log-scale is employed. Estimates based on 100,000 simulations.
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