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Abstract—A wide range of social, technological and commu-
nication systems can be described as complex networks. Scale-
free networks are one of the well-known classes of complex
networks in which nodes degree follow a power-law distribution.
The design of scalable, adaptive and resilient routing schemes
in such networks is very challenging. In this article we present
an overview of required routing functionality, categorize the
potential design dimensions of routing protocols among existing
routing schemes and analyze experimental results and analytical
studies performed so far to identify the main trends/trade-offs
and draw main conclusions. Besides traditional schemes such as
hierarchical/shortest-path path-vector routing, the article pays
attention to advances in compact routing and geometric routing
since they are known to significantly improve the scalability in
terms of memory space. The identified trade-offs and the out-
comes of this overview enable more careful conclusions regarding
the (in-)suitability of different routing schemes to large-scale
complex networks and provide a guideline for future routing
research.
Keywords—complex networks, geometric routing, compact rout-
ing, algebraic routing, path-vector routing
I. INTRODUCTION
Complex networks refer to large, dynamic networks con-
sisting of potentially billions of nodes and links which are
used to describe a wide range of social, biological, tech-
nological and communication systems. Scale-free networks
as one well-known/much studied class of complex networks
have degree distribution1 that follows a power-law function.
In such networks, new nodes attach preferentially to already
well-connected nodes. The network of Autonomous Systems2
(ASes) forming the core of the Internet graph, is an example
of such networks3. Routing4 in these networks is challenging
because of (i) the size of the network, and (ii) the properties
and performance expected from these networks, particularly,
any-to-any connectivity, availability, and reliability.
1The probability that a node selected uniformly at random has a certain
number of links.
2In the Internet, an autonomous system is a single network or a group of
networks which is managed and supervised by a single administrative entity
or organization.
3The power-law component of the Internet seems to be decreasing while
the assortativity (likelihood of nodes with the same degree being connected)
is increasing.
4The process of finding/selecting paths between given nodes of a commu-
nication network.
Routing research has evolved very pragmatically in commu-
nication networks from small scale to larger scale in technolo-
gies including wireless, ad-hoc/sensor networks, the Internet,
etc. Since new networks of increasing scale are popping up
every day (e.g., Internet of Things), it is important to consider
clean-slate approaches considering the entire design space of
routing paradigms to avoid getting ‘trapped’ again in legacy
protocols/paradigms.
In this paper we try to open this design question by clearly
and cautiously categorizing/grouping the potential design di-
mensions of routing protocols among existing routing schemes
(traditional ones as well as novel ones), analyzing experimental
results performed so far, and drawing some main conclusions,
guidelines and open challenges for routing schemes in future
settings.
This article synthesizes the fundamental aspects of routing
schemes for complex networks, as well as lessons learned from
experimental routing research stemming from the EULER
project5. Particular attention will be given to (i) new classes
of path-based routing schemes,6 (ii) new routing paradigms
subdivided into locator space dependent7 and locator space
independent and (iii) a new route discovery scheme in which
networks’ structural properties are used. Additionally, a brief
overview of improvements to path-vector schemes and routing
advances in delay/disruption-tolerant networks (DTN) and
peer-to-peer overlays is provided.
This work presents an overview of the design dimensions of
routing protocols, challenges, and a perspective/guideline for
future routing research in complex networks.
II. ROUTING DESIGN PROBLEM
Routing is the process of finding/selecting paths between
given nodes of a communication network. A path is a finite
sequence of nodes from a source towards a destination node.
The distance between two nodes is the sum of the cost of the
links used along its shortest interconnecting path. The diameter
of a network (D(G)) is the maximum distance8 of any two
nodes.
5http://www.euler-fire-project.eu/
6Schemes which maintain the path information to reach a destination.
7A routing paradigm which derives paths based on locators. Particularly
it enables routing the packets based on addresses which are specific to the
network location instead of relying on any arbitrary flat address space.
8The distance between two nodes is the number of edges in the shortest
path between the nodes.
2A. The routing function
Routing is decomposed into the following functionalities:
• Identification and location. In order to derive paths
between nodes of a topology, nodes should be identified.
A node identifier might be a number/label. Identifi-
cation functionality does not necessarily imply a lo-
cation within the topology9. Thus the routing should
focus on (i) structuring the topological space into ad-
dresses/locators, (ii) mapping the identifier to the net-
work nodes locator when needed.
• Discovery/distribution. This is required to dis-
cover/distribute information related to (i) routes or (ii)
topology characteristics. It can be push-based (local
changes are distributed towards remote nodes) or pull-
based (on demand search) or a combination.
• Policy. Policing routing including routing-engineering,
traffic-engineering and administrative policies affects
both local processing performance and the overall per-
formance resulting from local decisions.
Limiting policing capabilities leads to local performance
increase but may decrease global performance, while
increasing flexibility may increase global performance.
From the routing design perspective, this leads to a major
consequence: starting from a relatively simple routing
procedure and requiring homogeneous policy strategy
(which is unlikely in organically controlled organizations
such as the Internet) may lead to detrimental effects in
terms of performance.
• Route determination/calculation. This functionality
determines routes towards a given destination. This op-
eration can involve routing path calculations constrained
by policies and/or route selection/filtering functionality,
or can be guided by a substructure of the discovered
topology (e.g., network spanning tree).
• Routing entry determination. This determines routing
entries in the routing tables (RT)10 based on the outcome
of route determination functionality. The outcome can be
a selected set of potential next hops for given network
locations, or a procedure to decide how such a routing
entry can be determined on the fly.
• Multicast. The previous functionalities primarily target
unicast routing. Multicast routing is a distributed algo-
rithm that allows any node to route multicast traffic to
a group of destination nodes, called multicast group. To
enable point-to-multipoint traffic distribution, the multi-
cast routing protocol builds a tree between the source
and the multicast group called Multicast Distribution
Tree (MDT). Multicast routing is (re-)gaining interest
given the increasing popularity of multimedia stream-
ing/content traffic, since it yields bandwidth savings
9Note that traditional IP addresses fulfill both roles, leading to significant
issues regarding node mobility, multi-homing, etc., as confirmed by the
invention of, e.g., ILNP, LISP and HIP protocols. The impact of Locator/Id
separation is detailed in [1].
10Routing table is a local data structure stored in a router. It may store
routes to network destinations, neighbor nodes identifiers, output port numbers
or other. It is used by the routing algorithm to perform routing.
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Fig. 1. Fundamental trade-offs in routing schemes
competing with/complementing cached content distribu-
tion techniques. Multicast tree membership management
handles the multicast membership, which involves the
join/subscription and leave/un-subscription actions.
A routing function determines the next-hop along a path
from a source towards a destination. This path is determined
by the routing schemes which are described according to the
following key-properties:
• uncoordinated vs. coordinated routing decision: In
an uncoordinated routing each node takes its routing
decision independently of others though all the partic-
ipating entities adhere and work towards global shared
objectives, such as connectivity and availability.
• distributed vs. centralized: Unlike a centralized al-
gorithm, a distributed algorithm is executed locally at
each node and independently of other nodes. They are
different from uncoordinated algorithms as distribution
is about computation while the latter refers to routing
decision.
• control vs. data-driven: Control-driven algorithms are
triggered by independent processes exchanging control
information, while data-driven algorithms only trigger
routing algorithms when data packets travel through the
network.
• deterministic vs. statistical: In deterministic routing the
path determination between a set of nodes are fixed and
independent of time or particular data within control/data
traffic between nodes. Statistical algorithms introduce a
degree of randomness within the generated routes.
• stateful vs. stateless: Unlike stateless algorithms, state-
ful algorithms require the maintenance of states to oper-
ate, e.g., for storing information related to the interaction
with other nodes.
We mainly focus on the advances to control-driven, stateful
distributed routing (meaning routing information is exchanged
via dedicated messages, nodes store RT entries and their com-
putation is distributed), the other dimensions being dependent
on the schemes.
B. Trade-offs in routing
When routing at large-scale (above 10000 nodes), three cost
dimensions can be identified:
3Centralized Distributed Static Fault-tolerant/adaptive Multicast Unicast Locator-independent
Route Discovery (RD) - X - X - X -
Centralized Compact routing (AGMaNT) X - X - - X X
Distributed Compact Routing (DCR) [2] - X X - - X X
Greedy Compact Multicast Routing (GCMR) [3] - X - X X - X
Geometric Tree-based greedy Routing (GTR) [4] - X - X - X -
Word-Metric-based Greedy Routing (WMGR) [5] - X - X - X -
Geometric Coordinate-Labeling Scheme (GCLS) [6] - X - X - X -
Border Gateway Protocol (BGP) - X - X - X -
TABLE I. POSITION OF DIFFERENT ROUTING SCHEMES WITH RESPECT TO THE CAPABILITY TO ADAPT TO DYNAMICS, DISTRIBUTION AND THEIR
COMMUNICATION TYPE. THE LAST COLUMN INDICATES WHETHER THE SCHEME IS LOCATOR INDEPENDENT OR NOT.
1) Memory cost. The memory space in a node required
to store the routing information used by the routing
algorithm (input) and to store the RTs (output).
2) Stretch cost. Stretch is the ratio between the length of
a path generated by the scheme and the corresponding
shortest paths. The stretch of a routing scheme is the
highest stretch among all source-destination pairs.
3) Adaptation cost. Communication complexity which
refers to (i) the number of exchanged messages between
nodes for the computation of the RT entries and (ii)
convergence time as the difference in time between the
sending of the first message and the reception of the last
message during the execution of the routing algorithm.
Upon designing a routing scheme, a trade-off should be
taken into account between different criteria depicted in Fig. 1.
When designing a ‘static’ scheme, there is a trade-off between
memory space and stretch. This means that it is not possible
to have 1-stretch/fully shortest-path routing, and good (sub-
linear) scaling of memory at all nodes. When distributing the
scheme, communication cost becomes an additional criterion
impacting the previous trade-off; and moving to an adaptive
scheme, computational complexity adds to it. Fig. 1 also shows
that when designing a ‘dynamic’ scheme, both distribution and
adaptation should be considered. Computational complexity is
not the main criterion when moving to a distributed scheme
(indicated with gray color).
C. Challenges in the Internet routing system
Since we target large-scale complex networks, in this sec-
tion we explain the main open challenges in the Internet
routing as it is one known large-scale scale-free network in
nature/technical domain.
The current Internet routing follows a 2-level hierarchy:
routing between almost 60 K ASes in the core (forming a scale-
free network), and routing within the ASes. The true challenge
is in the inter-AS routing, driven by the Border Gateway
Protocol (BGP) which is a path-vector routing protocol11, ex-
changing network reachability information with peering BGP
routers. Reachability information includes an AS path listing
the sequence of AS numbers traversed by the BGP route
advertisement comprising reachability information from the
11A routing protocol which maintains path information to reach the des-
tinations. This information is updated dynamically. Using this scheme, the
routing tables include the destination network, the next router and the path
to the destination. It is easy to detect routing loops and discard the update
messages which are looping in the network.
originating AS. Discovered path information is used by BGP
routers for constructing the AS connectivity graph for this
reachability, and to detect/avoid routing loops by performing a
route selection process combined with shortest path routing.
Policies are determined to maintain business relationships
between peering ASes or by load balancing strategies during
high-traffic periods.
BGP is subject to the Path Exploration/Hunting phe-
nomenon: BGP routers may announce as valid, routes that
are affected by a failure which are withdrawn later during
subsequent routing updates. This is (one of) the main reasons
for the large number of update messages received by inter-
domain routers.
Internet routing is significantly challenged by the increas-
ing number of routers, ASes, and routes. This situation is
exacerbated due to site multi-homing12, AS multi-homing,
traffic engineering and the increasing need for connectivity
availability from the increasing number of connected hosts.
The main issues in the Internet architecture are the scala-
bility, convergence, and stability properties of its inter-domain
routing. Solving them requires addressing multiple dimensions
altogether, e.g. the RT size growth resulting from a large
number of message exchanges induced by topological/policy
changes. Both dimensions increase memory and processing
requirements of routing engines. Solving the scalability of
the Internet routing, considering its dynamics, is challenging.
Convergence time should not be delayed whereas scalability
improvement minimizes the number of exchanged messages.
Thereby avoiding overloading the routing calculation engine.
However, when considering the existing Internet routing and
the considerable research efforts made to improve it, one might
wonder when considering a complex network with similar
conditions/constraints as the Internet, whether the only feasible
solution is a local policy-based path-vector routing system? or
would there be a more promising model beyond routing IP
packets?
III. ROUTING SCHEMES
We consider the following classification: (i) improvements
to path-vector schemes, (ii) routing schemes (clean-slate ap-
proaches) in complex networks, and (iii) routing schemes in
DTN and P2P networks.
12The practice of connecting a host or a network to more than one network.
4A. Improvements to path-vector schemes
Numerous enhancements to path-vector schemes have been
proposed over last twenty years. BGP is an example of path-
vector protocol driving the inter-AS routing in the Internet.
Many of the enhancements relate to BGP dynamic properties.
Examples include (i) enhanced path vector routing protocol
(EPIC) which annotates the AS paths with additional ‘path
dependency’ information to reduce convergence time, (ii) BGP
with Root Cause Notification reduces the convergence time by
announcing the root cause of a link failure location, (iii) Path
Exploration Damping augments BGP for selectively damping
the propagation of path exploration updates. Recently, new
route selection schemes have been proposed to improve route
stability in BGP [7].
B. Routing schemes in complex networks
Table I positions our proposed routing schemes13 (clean-
slate approaches) with respect to their adaptation capabil-
ity to topology/policy dynamics, distribution of the compu-
tation/decision process, communication type and addressing
scheme. BGP is included for comparison. As mentioned ear-
lier, these are control-driven, stateful and distributed routing
schemes.
1) Compact routing: The goal of compact routing is to
reduce the amount of storage space in each node. It is chal-
lenging to design algorithms with a good trade-off between the
memory space and the resulting stretch. The theoretical bounds
concern worst-case analysis, and one of the contribution of
EULER is to show that much better trade-offs are achieved in
actual networks. We have investigated two research directions:
unicast and multicast compact routing14.
Route Discovery with network’s structural properties (RD)
We designed a route discovery scheme for an inter-AS
network where each network is a member of a specific group.
The country code (ISO 3166) is used for defining groups
in the Internet and assumed that at least one path exists
between each pair of nodes. This scheme is based on limited
network information, i.e., 2-hop neighborhood information,
and membership of nodes to groups, whose efficiency is based
on the existence of highly popular nodes and the similarity of
adjacent nodes.
The route discovery scheme is initiated by the source
node that issues a discovery packet, which is forwarded to
a neighbor with the optimal decision rule exploiting the local
information. Similarly, the discovery packet is forwarded to the
subsequent nodes, until it reaches the destination, hopefully
with the smallest number of hops. In this scheme every con-
dition, which is used for finding the next hop, is first checked
for the immediate neighbors and if no neighbor satisfies it
the 2-hop neighbors are checked. The next hop is selected
based on the similarity of the immediate/2-hop neighbor to
the destination. The similarity means that either the node has
the same AS Number (ASN) as the destination or it shares
13Routing schemes proposed within the FP7 EULER project.
14Among the proposed compact routing schemes, DCR and GCMR are
locator-independent.
Fig. 2. Example of route discovery mechanism. This mechanism first finds a
path s−a−b−c−d−e−f−g−t. The path optimization mechanism attempts
to reduce the length of this path at each node. This mechanism produces a
shorter path, s−a−h−d−e−f−g− t. The two-hop neighbor information
of d contains a. As a consequence, b and c are replaced by h. The loop
avoidance mechanism prevents retracing the already visited node e, once f is
reached. This enables the selection of g as the next node, which has the same
preference as e. Since b has an option to choose the next neighbor among c
and j, a random selection is applied to pick c.
the country code with the destination. Otherwise, the more
connected immediate/2-hop neighbor determines the next hop.
The connectivity is expressed by the node degree. Once the
discovery packet reaches a node sharing the country code
with the destination, the destination’s ASN is sought within
the particular country. During the discovery process, an online
path optimization mechanism is employed to reduce the path
length of the searched path by utilizing 2-hop neighborhood
information. The discovery mechanism does not consider an
already visited neighbor as a next node to avoid loops in the
final path. An example of this mechanism is provided in Fig.
2.
Distributed Compact Routing (DCR). In [2], another
distributed unicast compact routing scheme, DCR, based on the
centralized scheme, AGMaNT (ref. [4] in [2]) was proposed.
In this scheme, each node in the network picks a color from
a small set of colors at the same time. All nodes share a hash
function that maps identity/address to an element of the color
set.
The vicinity of a node is the minimal set of close nodes
that contains at least one node of each color. The size of this
set can be proven to be proportional to the number of colors.
Each node stores a direct route to the nodes in its vicinity.
Moreover, for all other nodes having a hash value equal to its
color it stores the address of/route to a landmark that has that
node in its vicinity. When a node has to forward a packet, it
first checks whether it has a route based on its identifier. If
not, the hash is determined and the packet is forwarded to a
node in the vicinity with the same color. The routing path via
a landmark has to be encoded in the header to allow routing
which imposes storing a compressed path. To this end, we use
a compact routing scheme dedicated to trees. Fig. 3a visualizes
the steps of DCR.
5Routing from s to tNodes pick random color from {1,2,. . . ,k}
nodes with color 1 are called landmarks:
Every node u builds its vicinity ball V (u)
(example for landmark lv)
for every landmark l, a shortest path tree rooted at l is built (considering that h(t) =
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(a) Node s does not know about node t. It forwards the packet to w, the closest node of color h(t) it knows. From w routing is done via a shortest path in the
tree rooted in lt using compact routing techniques for trees.
u
t 1
t 2
t 4
t 3
s
B(u)
MDT
u
t 1
t 2
t 4
t 3
s
MDT
u
t 1
t 2
s
B(u)
MDT
Node u wants to join the MDT 
sourced in s and launches the local 
search in its neighbourhood B(u)
Different answers are received 
from different branch path, node u 
joins the MDT using the least cost 
branch path
If all nodes of the MDT are outside the 
neighbourhood B(u), edge nodes of B(u) launches 
the global search only outside the B(u)
Messages
searching the
MDT in B(u)
Join message along the
least cost branch path
Edge node of
B(u) where
global search 
starts
Messages
searching MDT
outside B(u)
(b) Two scenarios of local search and global search for joining the MDT is depicted.
Fig. 3. Different steps in DCR are depicted in (a), (b) illustrates an example of GCMR.
Greedy Compact Multicast Routing (GCMR). GCMR [3]
is a multicast scheme which minimizes the RT size of each
node at the expense of (i) paths with relatively small deviation
from the optimal stretch and (ii) higher communication cost
compared to shortest path tree. GCMR minimizes the storage
of routing information by requiring only neighbor-related
information. Thus, it does not rely on the construction of
global structures such as sparse covers or trees. To limit the
communication cost, the routing information needed to reach a
given multicast source is acquired by means of an incremental
two-stage search process: firstly the joining node searches
nodes belonging to the multicast tree in its neighborhood
(local search), in case of failure, the search is then continued
over the remaining unexplored topology (global search). The
request message includes a path budget which is used to limit
the distance traveled by requests in the local search. Starting
from the joining node, this value is decremented in every
intermediate node.
The joining node sends a request to its neighbors and starts
a timer. The neighbors propagate the message following a split
horizon15 until it reaches a node which is in the MDT or it is
an edge node of the neighborhood (i.e., path budget reaches
0). The receiving node sends back a reply indicating whether it
belongs to MDT or not. Based on this information all the nodes
along the path to the joining node compute their path cost. At
the joining node, if the timer expires and no reply message is
received, it triggers the global search. The joining node sends
a request message directly to each edge node. This is possible
because during the local search, the received reply messages
include the identifier of the edge nodes which initiated them.
15Split horizon is a method to prevent a routing loop in a network. The
principle of this method is to never send back the routing information of a
packet in the direction from which it was received.
6Additionally each intermediate node keeps an active interface
towards each edge node. In the global search the path budget is
set to the graph diameter and the waiting timer to a value that
prevents waiting indefinitely. Fig. 3b illustrates an example of
GCMR.
GCMR is adaptive and the adaptability mechanism, which
is based on a modified two-stage search process, is initiated
by the upstream node with respect to the point of change.
2) Geometric routing: Geometric routing provides an alter-
native mechanism trading-off dynamics with increased mem-
ory efficiency16. We have investigated three classes: (i) Ge-
ometric Tree-based greedy Routing, (ii) Word-Metric-based
Greedy Routing and (iii) Geometric Coordinate-Labeling
Scheme. The first two schemes are based on a tree structure
and follow similar procedures. All schemes rely on embed-
dings into metric spaces to assign coordinates to nodes which
are used as locators to perform point-to-point routing decisions
in this space17.
Geometric Tree-based greedy Routing (GTR) and Word-
Metric-based Greedy Routing (WMGR). GTR [4] and WMGR
[5] comprise two components: (i) greedy embedding and (ii)
greedy routing/forwarding. The greedy embedding scheme
finds a mapping between nodes and coordinates in a metric
space in such a way that there is always a distance-decreasing
neighbor towards any destination in the network. These coor-
dinates are then used by the forwarding component to forward
the packets towards the intended destinations. Knowing the
coordinates of the neighbors, in order to forward an incoming
packet, the distance between every neighbor and the packet’s
destination is calculated. The neighbor with the maximal
decrease in the distance is selected as the next hop18. This
scheme is referred to as greedy routing/forwarding because in
each step, the node with maximum decrease in the distance is
selected.
In GTR and WMGR, coordinates are determined based on
a network spanning tree. While GTR calculates coordinates
based on the path from the tree root to each node, WMGR
relies on a Word-Metric Space (WMS) which is generated
by an algebraic group, where the distance function between
two elements is the shortest path length of the corresponding
vertices in the Cayley Graph of the group. Considering the free
group19 with a generating set S, the embedding in WMGR
involves mapping the network spanning tree into the Cayley
Graph of the free group. The required steps for calculating
16This class does not provide locator-independent addresses, by design. The
independence is a key feature of the proposed compact routing schemes (DCR,
GCMR).
17Geometric routing and compact routing themselves are not mutually
exclusive, indeed, the coloring technique used in compact routing might in
fact rely on geometric routing rather than typically proposed Cowen landmark
routing.
18Greedy embeddings guarantee that packets which are forwarded following
the distance-decreasing policy will eventually reach their destination. In the
absence of such embeddings, packets may reach a local minimum, a node
which is closer to (but different from) the destination than any of its neighbors.
Alternate solutions such as face routing techniques also enable to bypass the
local minima. However, these techniques require that the network topology is
planar or planarized, which may not always be feasible.
19In mathematics, the free group over a given set S comprises all expres-
sions (words or terms) that can be generated from the members of S.
the embedding in both schemes are: (i) a rooted spanning
tree of the network is generated, (ii) in GTR, the root node
sets its coordinates to zero while in WMGR, knowing that
S is an alphabet of symbols si and a word is a sequence of
these symbols, the root is assigned a label that is empty word
of the group (identity), (iii) in GTR, each node numbers its
children from 1 to d and calculates their Coordinate Sets (CS)
by putting the child’s assigned number in place of the first zero
coordinate in its own CS. Similarly, in WMGR, every node v
assigns to its i-th child, a label that is the concatenation of its
label and si.
For GTR, we propose to use tree-distance as metric which is
the hop-count on the tree between two nodes and is calculated
as follows:
1) The closest common ancestor to both nodes is found.
2) The hop-count of each node to the ancestor is counted.
3) The sum of these hop-counts determines the tree-
distance between them.
Fig. 4a depicts the greedy embedding and greedy forwarding
in GTR.
In WMGR, given the labels of two vertices u and v, we
distinguish between a common prefix (the set of first symbols
that are equal) and the suffixes (the rest of symbols). The
distance between u and v is the length (number of symbols) of
the word composed by the concatenation of these two suffixes.
Simulation experiments proved that both schemes perform
equally well as other greedy embedding-based schemes in
terms of stretch but better in terms of coordinate memory
scaling.
In these schemes, adaptivity with respect to changing topol-
ogy is achieved via an on-demand discovery component to
bypass failing elements. The latter can be proactively activated,
or can be executed upon failure detection. If these techniques
are not applied, re-convergence of the supporting spanning tree
is needed, resulting in coordinates re-calculation for a (sub-
)tree of the topology.
Geometric Coordinate-Labeling Scheme (GCLS). GCLS
[6] is the extension of the previously explained geometric
routing schemes. It uses k-hop neighborhood information
instead of the default 1-hop neighborhood. GCLS relies on
hyperbolic geometry in which coordinate calculation is based
on a distributed process where all nodes send information to
their neighbors. Coordinates are then derived from round-trip
times [8] transformed into hyperbolic distances.
In order to dynamically populate the routing tables with en-
tries pointing to the calculated coordinates, this scheme follows
a modified distance-vector algorithm. Each node maintains a
vector of distance from itself to all nodes within k hops. Note
that the calculated distances in this modified version are based
on the hyperbolic distance.
The nodes within maximally k-hop distance form a k-hop
vicinity. In the RT of each node in a vicinity, there is an exact
match for each destination node which belongs to the same
vicinity.
The scheme combines exact match lookup (locally reach-
able vicinities) and greedy forwarding (remotely accessible
vicinities). Upon receiving a packet, first it is checked if an
exact match is found in the local RT. In case of a miss, the
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Fig. 4. Variants of geometric routing. (a) depicts an example of GTR embedding and forwarding, and (b) indicates the principles of GCLS.
hyperbolic distance between every neighbor and the destination
is calculated and the neighbor with minimum distance is
selected as the next hop. Fig. 4b depicts the principles of
GCLS.
C. Routing schemes for DTN and P2P networks
1) Delay Tolerant Network (DTN): The concept of DTN was
introduced initially in the research efforts made for Interplan-
etary Internet. However, today it is known that similar concept
can be applied to many other networks called ‘challenged net-
works’. The main characteristics of such networks are frequent
disruption, sparse network density, high error rate, delay and
mobility. Routing in such networks is quite challenging. [9]
surveys many of the recent routing schemes for DTNs. A
known scheme in such networks is epidemic routing in which a
message is replicated to all neighbors except the one on which
the message arrived. Different improvements to this routing
and hybrid schemes such as epidemic routing combined with
network coding are described in [9]. Similar to DTNs, wireless
mobile ad hoc networks are considered infrastructureless and
dynamic in nature. Stochastic routing is considered to be a
promising paradigm in such networks. In this routing the next
hop in a path is selected according to a probability distribution.
Many factors such as load, residual energy and forwarding cost
can be used to influence this distribution.
2) Peer-to-Peer (P2P) overlay network: P2P networks ini-
tially introduced as a simple music sharing application are
today responsible for a significant share of the Internet traffic.
P2P overlays are logical topologies on top of the physical
networks which can be built dynamically. These networks are
highly scalable, resilient and self configurable which motivate
their widespread use. [10] surveys several algorithms and
mechanisms considered in P2P overlay networks. One of the
interesting concept considered in P2P is applying a DHT
structure on top of the overlay. Using this structure (key, value)
pairs are stored in a DHT and all participating nodes can
retrieve the value associated with a key efficiently.
IV. COMPARATIVE ANALYSIS AND IDENTIFIED
TRADE-OFFS
Within EULER we performed in-depth evaluation of the
schemes explained in Section III-B on large-scale scale-free
networks and compared the results/identified trade-offs with
BGP since it is the only routing protocol which has been really
applied in a large-scale scale-free network.
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DCR 5 O˜(
√
n) O˜(
√
n) O(n3/2)
GCMR O(D(G)+12 ) O(∆(G) · log(n)) O(h · log(n)) 2m
GTR O(log(n)) O(∆(G)) O(∆(G) · log2(n)) O(n+ log(n) ·m)
WMGR O(log(n)) O(∆(G)) O(∆(G) · log2(n)) O(n+ log(n) ·m)
GCLS 2δ O((n(n− 1))1/2 · log(n)) O(n1/2 · log(n)) O(m.n1/2)
BGP 1 O(D(G) · n · (n− 1) · log(n)) O(D(G) · n · log(n)) O˜(n2 · (n− 1) · polylog(n))
TABLE II. COMPARISON STRETCH - MEMORY - COMMUNICATION COST. IN THIS TABLE, m STANDS FOR THE NUMBER OF LINKS, n IS THE NUMBER OF
NODES AND D(G) IS THE DIAMETER OF GRAPH G. ∆(G) REPRESENTS THE MAXIMUM NODES DEGREE AND h IS THE SIZE OF MDT IN MULTICAST
ROUTING. δ IS THE GROMOV DELTA WHICH MEASURES THE DEVIATION OF THE GRAPH FROM TREE-LIKENESS.
Table II compares the upper bounds of the performance
metrics characterizing routing algorithms. These complexities
correspond to the case of scale-free networks. Then, we
detail the trends/trade-offs in different routing components,
identified through excessive simulation/emulation experiments,
which should enable more careful conclusions regarding the
applicability of the schemes to large-scale/complex networks.
Route Discovery (RD). This scheme could discover near-
optimal paths in most cases, even when a significant number
of links/nodes are suppressed. Incorporating a moderate global
knowledge about the network structure –group membership–
induces a steep improvement in performances. The identified
trade-offs are:
• group information in the packet and at each node de-
creases the search area
• online path optimization mechanism significantly re-
duces the discovered path length
• topological information needed at each node depends on
the node degree of its neighbors
DCR. Simulation results indicate that the actual stretch and
the RT size of DCR are far better than the theoretical ones
[2]. Comparative evaluations of different algorithms indicate
that exploiting topological properties helps improve the per-
formance in some approaches [11]. For instance, CLUSTER
using power-law graphs properties, is efficient on all criteria if
the network has small-world properties20. However, the perfor-
mance of this algorithm degrades drastically in other networks
(e.g. Unit Disk Graph21) [11]. On the contrary DCR has a
trade-off between communication cost/stretch independent of
the considered graph. In different topologies, DCR achieves a
communication cost almost 10 times smaller than BGP with
an average stretch of less than 2 and a maximum number of
entries 10 times smaller than BGP.
GCMR. Simulation/emulation results confirm that GCMR,
compared to state-of-the-art such as PIM, SPT and
ACMR [12], achieves the lowest memory space for storing
the routing information, a minimum stretch factor increase
(w.r.t. the optimal one), and the lowest recovery/convergence
time in case of failure while, further improvements in terms
of communication cost are required [3]. Regarding identified
20In a network with small-world properties, the typical hop-count between
two randomly chosen nodes grows proportionally to the logarithm of the
number of nodes in the network.
21A Unit Disk Graph is the intersection graph of circles of unit radius in
the Euclidean plane. In this graph, each vertex corresponds to a circle and
two vertices are connected by an edge if and only if the corresponding circles
intersect.
trade-offs, additional information in the RTs: (i) allows large
reduction in the communication cost, (ii) decreases the stretch
and (iii) allows a low reduction in the convergence time.
GTR-WMGR. Simulation/emulation outcomes support the
memory-advantage of both GTR and WMGR, but clearly
indicate the resulting cost in the recovery domain [4], [5].
Similar to other greedy routing schemes the RT size is bounded
by the maximum vertex degree. On scale-free graphs, these
schemes achieve good trade-offs among different metrics: they
are scalable in storage space, they are succinct (labels are of
size O(polylog(n)) bits), and they have a bounded low-stretch.
The identified trade-offs in case of failures are:
• potentially high number of affected paths, with a gener-
ally low convergence time
• protection: fast recovery with no communication over-
head, but high stretch
• restoration: high convergence-time/communication-cost
with potentially low stretch
Schemes such as GCLS, GCMR and RD show adapt-
ability to failures by only requiring re-computation of the
routes affected by the failure. The number of affected routes
is proportional to the centrality of the failing entity. GTR
and WMGR provide protection capability to overcome pre-
determined failure patterns and if no protection exists, they
re-calculate the coordinates of the affected nodes. DCR on
the other hand does not provide dedicated processing for
information state changes and require the full re-computation
of the routing tables.
Exploiting the topological properties of scale-free networks
can improve the performance of several compact routing
schemes [11]. This was also confirmed in GTR and WMGR
schemes as the tree construction method (i.e., selection of
maximum degree node as root and construction of Breadth-
First-Search tree) does not generate deep branches due to the
short average distance between nodes in scale-free networks.
This minimizes the memory requirements for coordinate rep-
resentation and enables shorter paths [13].
In all schemes, a scalable mapping system to bind node
identifiers to node locators is required. An option is to
use DNS-like servers for these name-to-address/address-to-
address resolutions. The main identified trade-off is between
communication-cost and convergence-time. The slower the
polling scheme relative to the mapping service, the smaller
the communication-cost but the longer the convergence time.
The proposed schemes have different packet forwarding
processes. While GTR, WMGR and RD replace the look up
9with more computation in the forwarding plane, GCLS and
DCR look up the next hop of a packet from the RTs.
V. CONCLUSION AND FUTURE DIRECTIONS
We presented an overview of potential design dimensions
of routing protocols, the routing functionality and existing
routing schemes. The focus of the article was mainly on
advances in compact routing, and geometric routing. Each of
the studied routing schemes has its own set of functional and
performance related characteristics, as described in Table I and
II. These result into careful trade-offs to be made, without
one-size-fits-all. Compact routing and geometric routing have
roughly similar performance characteristics in which geomet-
ric coordinates encode similar locational information as the
compact forwarding tables in compact routing. Lookup logic
has been largely optimized in current routers, while greedy
forwarding might require changes in typical forwarding logic
and hardware.
Through analyzing experimental/analytical results per-
formed so far, we identified the main open challenges:
• One cause of absence of an alternative to BGP is
that the design of many routing systems (mainly path-
vector schemes enhancements) tends to follow the same
approach as the one pursued by BGP. To overcome this,
clean-slate approaches should be investigated.
• Most investigated schemes increase performance by de-
creasing functionality e.g., all the schemes in Section
III-B improve the scalability in terms of memory how-
ever the same level of policy as in BGP is not supported
in any of them.
• The main difference in the schemes discovery process
results from the exchange of routing information: pull
vs. push. All alternatives use a distance metric/spatial
routing metric which subdivide between local and global
metrics and between metrics derived from the topology
properties (e.g. node degree) and universal metrics.
These dimensions are tightly related and our results
corroborate that schemes such as BGP, which is inde-
pendent of global or link metrics and is driven by local
policy decisions, will be challenging to replace as long
as the Internet domains are operated organically.
• From the experimental perspective, due to the increasing
level of path-processing granularity combined with a
larger parameter space, deriving common path charac-
teristics to obtain a representative policy model together
with the AS relationships remains challenging.
The experiments performed so far indicated that the pro-
posed schemes have interesting characteristics in terms of
memory usage, stretch and convergence behavior which make
them promising schemes for large-scale complex networks.
Indeed, there are some open problems which require further
research:
• Many of the schemes rely on a tree construction. It is
thus appropriate to further investigate multi-path routing
via independent trees in order to extend these schemes
with fault-tolerance and load balancing [14]. Addition-
ally, using multiple trees is a starting point for enabling
routing policy in these schemes.
• Many of the schemes require a mapping system. Despite
the research efforts (mainly in LISP [15]) a scalable,
secure and highly reliable mapping system with fast
convergence is still missing.
• The proposed schemes find applicability in upper layers
(IT/computing systems, information/file systems) when
the number of entities reaches at least 1010. Concretely,
Content-Centric Networking (CCN) is one paradigm
which can benefit from the proposed geometric routing
schemes. Using these schemes, an efficient and scalable
content-based forwarding is possible which was demon-
strated in [6]. If capacity saving remains a key objective,
integrating multicast benefits with CCN should be fur-
ther investigated.
• Although, the routing schemes in Section III-C are
proposed for networks far from complex networks, it
is an interesting research direction to investigate the ap-
plicability of such routing schemes in large-scale scale-
free networks. Particularly, schemes such as stochastic
routing may be a promising alternative if parameters
such as network load is used in calculation of proba-
bility distribution. This way an adaptive load balancing
mechanism can be achieved. P2P networks as potential
data distribution paradigm of future Internet require
further investigation to improve aspects such as security,
dynamicity, redundancy and load balancing [10].
• Finally, it is challenging to translate schemes/algorithms
into protocols and it is a research topic on its own.
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