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1a
rcsurmé
Cette note technique est 1e résultat d'une étude bibliographique, d'trne
analyse et d'une synthèse des besoins, réalisées dans le cadre d'une thèse dont
le sujet est "Application de la Progranrrnation en Logique avec Corttrainies aux
problèmes d'Emploi du Tentps", uu sein de l'éqLripe Progritntnlation en Logique
avec Contraintes (PLA) dans la division SLC au CNET-Lannion A. Cette thèse
est subventionnée d'une part par le Conseil Régionai de Bretagne et d'atltre part
par le CI§ET.
Le problènre d'Emploi du Tenrps est Lrn problème difficile qui peut
donner plusieurs jours de travail i\ ttne ou deux personnes. L'inlportance d'un
Emploi du Temps est évidente puisclu'il s'agit de gérer le temps de clifférentes
personnes possédant leurs propres activités et ceci d'une manière satisfaisante
pour chacune d'elle. Dans de grands établissements (lycées, grandes écoles ;
CNET ; IRET ; ...), on se rrouve confronté à de multiples difficultés : volume
important d'informations, critère d'optimisation f1ou, conrbinatoire, cotltraitltes
très diverses, changellents intempestifs. De ce fait, plusieurs recherches et
essais de résolutions se sont développés, que ce soit par des nrodélisntions
marhématiques aiclées cle 1a théorie des graphes ou que ce soit pitr d'atrtres
techniclues issues Ce 1a Recherche Cpérationelle oll de l'lntelligence
Artificielle.
Ce docunreltt conclut en dégageant les besoins pour intbrnlatiser et
résoudre ce problènte et propose Lrne modélisation de résolrttion fortdée strr
I'approche Prograurntation en Logique avec Contraintes.
lNSTliuT NAT]ONAL DE PECr!ÊCHÊ
EN INFOBi\,4ATlQUE ET EN AuTOIIATrOUE
( LABOBATOI FE DE BENNES)
CENTBE NATIONAL DE LA RECHERCHE SCIENTIFIQUE
\L. A.227 )
UNIVEBSITÉ DE BENNES 1 I, N. S. A. DE RENNES
?iurreBI,E:
mathematic problem or problem for
Consraint Logic Programming ?
by
Xavier COUSnI
§UiuvtaRY
This technical report is a bibliographic study, an analysis and a
synthesis of needs. This work is realized as part of a thesis about the subject
"Constraint Logic Programming's application to the Timetable problems",
within the department of Constraint Logic Programming (PLA :
"Programmation en Logique et Applications") and the CNET's division SLC
of Lannion-A. The subsidies come on the one hand from the Brittany's local
committee, on the other hand from the national center of telecommunications
studies (CNET).
The Timetable problem is difficult and can give many days of work to
one or two persons. A Timetable is very important due to the fact that it deals
with the good management of time for different people who have their own
activities. In big institutions (secondary schools, colleges of tlniversity ;
CNET ...), many difficulties arise : big volume of data, fuzzy criterion of
optimization, combinatorial problem, very varied constraints, inopportune
changes. Then, many applications have grown either from mathematic
models assisted by graph theory, or from other techniques such as
operational research or artificial intelligence.
This paper draws the requirements to solve this problem and proposes a
model of resolution by the approach of Constraint Logic Programming.
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5 ntroduction
La réalisation à la main d'un emploi du temps n'est pas facile. La
combinaison de divers facteurs : gros volume de données, prise en compte de
nombreuses et différentes contraintes fait de la recherche d'une solution
réalisable, un pénible travail monopolisant un ou deux hommes pendant
plusieurs jours. Chaque fois qu'une impossibilité apparait, il faut tout remettre
en question. La diffrculté est de pouvoir prendre en compte cette grosse masse
d'informations sans rien oublier en cours d'élaboration. De plus, certains types
d'établissements doivent régulièrement mettre à jour leur ordonnancement par
suite d'événements intempestifs.
Ces difficultés ont induit l'idée d'informatiser la construction des emplois
du temps. En quelques mots, Laurière ILAU 74a) décit ce problème comme
appartenant à tous ceux dont il faut "une affectation et un ordonnancement
simultanés".
Dans ce rapport, un panorama des divers modèles théoriques et des
différentes techniques employées me permet de *üeux dégager les aspects
intéressants et ies difficultés propres à ce problème. Je montre alors que la
Programmation en Logique avec Conrraintes peut être un bon support pour
cette étude.

7§
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Chapitre 1

3lV[o délisati o n s Mattrém ati qu es
1.1 3 ntroduction
Malgré des recherches entreprises depuis les années 60 IHOL 64], le
problème des emplois du temps reste irrésolu dans sa totalité. Toutes les
tentatives de modélisation mathématique ayant échoué, des limitations ont été
introduites : la principale concerne le nombre de composants formant les
tâches à ordonner dans le temps ; une autre ne fera intervenir que certains types
de contraintes.
Exemple : La recherche d'un emploi du temps pour les examens (tâches) ne fait
intervenir que des professeurs et des éièves (composants), et au niveau des
contraintes on se limitera à ceiles d'intégrité et à la rigueur à celles de capacité
de salles. Ces restrictions permettent de diminuer la combinatoire due à la taille
des données manipulées et aux nombreux choix qui en découlent.
Je présenterai, d'abord le problème de la résolution d'emploi du temps en
terme inathématique, puis une revue des différentes techniques associées en
précisant leurs équivalences éventuelles et leurs limitations.
N.B. : Pour plus de compréhension, le lecteur se reportera aux ouvrages : [BER
631, IBER 73], ICON 85] pour les théorèmes et notions non explicités.
L.2 5fuprésentation en graphes
Les représentations du problème de I'emploi du temps les plus
communément rencontrées, se basent sur la théorie des graphes. Parmi cette
dernière se trouvent plusieurs modélisations : en gtaphe, en multi-graphe ou en
hypergraphe. Les résolutions, alors recherchent certains nombres
caractéristiques dans ces graphes : nombre chromatique, nombre de stabilité
plus particulièrement pour les Emplois du Temps. Ainsi les diverses études de
ce chapitre possédent un but commun que je définis comme étant I'obtention
d'une partition de I'ensemble des cours en un nombre minimum d'ensembles
stables.
L.2.L Représentations de I'Emploi du Temps
Les diverses modélisations sont introduites par des exemples pour
pouvoir présenter les résolutions dans les prochains paragraphes :
a) Graphes simples : un graphe simple se définit par un ensemble
d'éléments ou sommets et par une famille de couples de sommets ; à chaque
couple correspond une arête du graphe.
Exemple : Il s'agit de construire un emploi du temps pour des oraux d'examens.
Soit un ensemble de professeurs {P1, P2}, un ensemble d'élèves IE1, E2, E3] ;
I'ensemble des examens à planifier est une famille de I'ensemble produit
professeurs x élèves : {(PlE1), (P1E2), (P1E3), (P282), (P2E3)}. La
représentation suivante attribue les cours (ou les points (PiCj)) aux sommets et
relie deux cours présentant une composante (professeur ou éiève) commune,
signifiant ainsi que ces deux événements ne peuvent se dérouler
simultanément.
P1E1
Figure 1. Graphe
b) Milrt-graphes : Les multi-graphes possédent I'avantage de pouvoir
définir plusieurs arêtes entre deux sommets ; ceci perrnet donc d'exprimer
facilement le fait que deux cours identiques (de même composition) peuvent
avoir lieu.
wEz
5Exemple : L'exemple ci-dessus est repris en ajoutant que l'élève E1 doit passer
deux fois avec le professeur Pl (une fois pour la physique et une autre fois
pour la chimie, par exemple).
Figure 2. Multigraphe
c) Hypergraphes : I'apport de cette représentation se trouve dans ies
relations inter-sommets qui ne sont plus binaires mais n-aires ; sa simplicitu et
sa puissance proviennent du mixage de la théorie des graphes et de la théorie
des ensembies.
Exemple : Le même exemple peut être repris en rajoutant que deux élèves (ou
un groupe) El et E2 doivent passer un examen oral avec le professeur P1. Les
étiquettes représentent le lien entre chaque sommel
P1E1
DE1
Figure 3. Hypergraphe
6d) Dualité: Le choix de prendre comme sommets les examens et comme
arêtes les professeurs ou élèves est arbitraire ; dans certain cas, il est plus
commode de résoudre le problème dans les graphes duaux. La dualité d'un
graphe s'exprime en inversant le rôle des sommets et celui des arêtes : un
sommet indiquera un professeur ou un élève et une arête reliera les sonrrnr:ts
pour former le cours (ou I'examen) correspondant.
Exempie : les trois figures ci-dessous forrnent les graphes duaux de chaque
exemple ci-dessus.
Figure 4. Craphes duaux
1..2.2 Divers nombres et notions
Les exemples précédents sont restreints aux prablèmes de passtge
d'examens rnais on peut généraliser ces représentations en définissant la notion
de tâche somme un cours, un exa$)en, ... qui sera une composition à planifier
et dont les composants seront divers éléments tels que ries professeurs, des
classes, des salles, ... .
A partir de ces modélisation, la résolution va se porter sur Ia recherchc de
nombres particuliers et en même temps foumira des familles d'ensembles. Pu
définition un ensembie stable est un ensemble dont aucun élérnent (ou son-lmets
dans le graphe) n'est adjacent à un autre des éléments du même ensemtrle. Par
exernplq dans la figure 1, l'ensernble {(P181), (P283)} est stable. Le rutmbre
de stabilité d'un graphe est alors ie cardinal du plus grand ensembie stabie de
sornrnets. Ainsi dans cet exemple, il existe trois ensembles stables {(t'181),
(P283)), {(P183), (PZEZ)}, {(P182)} le nombre de stabilité es. deux. Un autre
nombre remarquable est le nambre chromatiqtte : il s'agit du nombre de
couleurs qu'il faut pour colorier chaque sommet de telle façon que deux
sommets adjacents n'aient pas la même couleur. l,e nombre chromatique du
graphe est le nombre minimal de couleurs nécessaires. On remarquera que tous
les éléments d'une rnôme couleur ne sont pas adjacents et constituent donc un
ensemble stable. La recherche du nombre minimal de couleurs inclut celle du
plus grand ensemble stable. Un aurre nombre intervient dans les résolutions : il
s'agit de I'indice chromatique ; il consiste à foumir le plus petit nombre de
couleurs nécessaire pour colorier les arêtes de te].le façon que deux arêtes
possédant un sommet en commun n'aient pas tra mêrne couleur.
7La description de la résolution consiste alors à partitionner I'ensen:ble
des tâches T de façon à affecter à chacunes des tâches un intervalle de temps.
Ainsi I'ensemble T sera décornposé en un minimum de sous-ordres (ou de
sous-enseïnbles totalement ordonnés). Ceci implique que les couleurs (ou
intervalles de temps) seront des atrributs de chaque élément et qu'un ordre sur
ces couleurs sera définit. Bien entendu la composition de ces tâches, et leur
ordre découlent des drverses contraintes liant tres différents compo§ânts soit
entre eux soit avec le temps.
1.2.3 But
L'analogie entre la description du problème d'emploi du temps par la
théorie des ensembles vue ci-dessus, avec la description par la théorie des
graphes montrée dans les exemples précédents, sera abordée et mise en
évidence dans ce paragraphe afin de dégager des objectifs communs à toutes
les méthodes.
Il est logique que si une tâche constitue un sommet et qu'une arête
représente une relation d'ordre pfftiel (un cours avant un TD, i'ordre peut Se
représenter par le "avânt" : t'est-à-dire que le TD débutera dès la fin du cours),
il y a équivalence entre une dissection Â du graphe § ainsi forrné (comme les
prômieri exemples) et une décomposition de T ; à un ensemble stable de G
correspond alors un ensenrble indépendant de T (les éléments deux à deux ne
peuvent être comparés).
Rappel : une dissection équivaut à un recouvrement dss sommets par une
famille de chemins élémentaires différents.
Le théorèrne de Dilworth indique que la dissection de cardinalité
minimum est égale au nombre de stabilité cr du graphe G (cardinaiité d'un
ensemble stable maximum) (cf. ICON 85]) :
Min. lÀl=ü(G)VÀ
La résolution porte donc, sur la recherche d'une p§tition minimum en
ensembles stables des sommets de G. Les paragraphes suivant§ présentent les
différentes manières de trouver cetre pârtition pour des problèmes où la
répartition c'est-à-dire l'association des divers composants définissant chaque
cours est connue à priori. Seules quelques techniques permettent de prendre en
compte âussi, la modélisation des choix d'association et donc de calculer la
répartition (flot, programmation Iinéaire).
1.3 Coloration de sommets
Dans cette partie, la technique consiste à colorer les sommets d'un graphe
de façon telle que deux sommets adjacents n'aient pas la même couleur. Le
nombre minimal de couleurs ainsi trouvé (ou nombre chromatique) donne le
minimum d'heures nécessaires pour planifier I'ensemble des tâches.
Beaucoup d'applications concrètes surtout étrangères, se basent sur
différentes techniques de coloration de sommets ICAR 86],[SCH 80a]. Elles
n'arrivent pas, malgré tout, à résoudre d'une façon efficace la coloration d'un
grand nombre de sommets.
1.3.1 Graphes
Exemple:
On veut faire passer des examens oraux. Les contraintes d'intégrité sont :
F un professeur ne peut examiner qu'un élève
à la fois.
È un élève est examiné par un professeur unique à un
temps donné.
La répanidon des examens est connu (professeur Pi, élève Ej) suivant Ie
tableau ci-dessous, les arêtes du graphe traduisent les contraintes d'intégrité :
P1E1 P2E3
Répartition
PI n
ET x
tt >< ><
E3 >< x
+
-f>
Figure 5. Coloration de sommets de graphe
Le nombre d'heures minimum est alors de trois (nombre chromatique) et
le nombre maximum d'examens dans une heure, de deux (nombre de stabilité).
On remarquera la simplicité de cet exemple, il n'en va pas de même quand il
s'agit d'examens écrits où la capacité des salles joue un rôle.
Résultat
nE2
91.3.2 Hypergraphes
Laurière ILAU 71], ILAU 74a),ILAU 74b] donne une approche de ce
problème en terrne d'hypergraphe : ceci perrnet d'ajouter facilement des notions
de groupage de classes et de passer à un nombre quelconque de composants,
conffairement aux graphes simples.
Exemple : avec Pi pour les professeurs, Ej pour les élèves et Sk pour les salles
soit I'ensemble des cours suivant : {P2E3St, P3(E1E2)S2, P1E2S1, PlEl53,
P2E1S2) ; les encadrés indiquent la raison du lien enue chaque sommet.
heure 1
heure 2
heure 3
@
flai,iiiaiâ
'<aliiiÿ
o
Figure 6. Coloration d'un hypergraphe
La recherche d'une partition de I'ensemble des participants revient à
colorer fortement les sommets de I'hypergraphe. Certains types de contraintes
iimitent ce modèle comme par exemple, exprimer qu'un cours doit se faire
avant un TD. La coloration de sommet ne permettant de prendre en compte que
le caractère de non simultanéité, il faut alors intervenir dans la technique même
de coloration pour déclencher ces contraintes.
La complexité demeure exponentielle et les difficultés liées aux
contraintes et à la taille demeurent. Seules, la limitation aux un-graphes et au
cas où il n'y a que deux par:ticipants (élèves et professeurs pour les examens)
permettent d'avoir des temps d'éxécution polynomiaux.
1.3.3 Equivalence
La méthode de coloration revient, quelque soit le modèle utilisé, à rrouver
une partition minimale. Il est logique que I'ensemble des sommets de même
couleur forme un ensemble stable et que le nombre chromatique corresponde à
la cardinalité minimum d'une partition en ensembles stables IGON 85] p.374.
Il faut. trois treures :
E1S2 p1E1
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L.4 Coloration d'arêtes
Dans cette partie, la technique de coloration s'aborde sous un autre
aspect : ce sont les arêtes qui prennent des couleurs telles que deux arêtes
adjacentes par un sommet n'aient pas la même couleur.
1.4.L Technique
Exemple:
Soient deux ensembles, celui des professeurs et celui des classes. Des
cours particuliers doivent êre donnés à des classes particulières et un cours
peut se répéter plusieurs fois dans Ia semaine. Le cahier des charges oblige de
donner 4 heures d'un cours Kl par semaine avec la contrainte pédagogique que
ce cours K1 ne peut être enseigné pendant plus de deux heures ; ceci oblige de
planifier deux cours Kl de deux heures chacun dans la même semaine. La
représentation choisie est celle d'un multi-graphe :
C1 C1 c2.
P2
C2 P3
Figure 7. Coloration d'arêtes
Une coloration de ces arêtes définira une partition des arêtes en classes
d'équivalence, ou en ensemble de cours pouvant se dérouler à la même heure.
Sur I'exemple, trois classes d'équivalence sont rrouvés : [(P1Cl), (P3C2)],
{(P1C2), (P2C1)} et ((P3C1)}.
Les travaux les plus marquants sur ce sujet émanent de De Werra IDEW
75) avec la prise en compte d'une bonne répartition des cours ou des rencontres
de personnes dans un congrès par une technique de k-coloration équitable : les
ensembles d'arêtes de même couleur issues d'un sommet ont tous le même
cardinal à une arête près ainsi que ceux issus des arêtes de même couleur
reliant deux sommets. De Werra prouve qu'il existe toujours une k-coloration
(une k-coloration est une coloration dont le nombre de couleurs est égale à k)
pour k > 2 bien équilibrée dans un graphe biparti. Ceci permet de tenir compre
des différentes fréquences de cours et évite les problèmes trop contraints.
Exemple : Six personnes nommées : hl, h2,h3, fl, n, R doivent se rencontrer
deux à deux dans un intervalle de temps de trois jours d'une façon équilibrée :
deux personnes ne doivent pas se rencontrer plusieurs fois dans le même jour.
P1
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La solution nécessite, au minimum un intervalle de quare jours (une rencontre
dure une demi-journée) pour respecter les souhaits ci-dessus. La répartition et
la solution se déduise,du graphe indiquant que les personnes h3 et fi se
rencontrent deux fois dans la même journée violant une contrainte :
hl. f2
jour 1 ffi
jour 2 I
jour 3 tr
Figure 8. Représentation par coloriage équilibré
L.4.2 Applications
Hilton IHIL 80], [HIL 811 utiiise les résultats de De'Werra (équilibrage)
pour améliorer les emplois du temps à partir d'une description par groupement
(tous les professeurs de français ou toules les classes de première année) et
obtient un carré latin (matrice carrée où un symbole ne figure qu'une seule fois
dans une même ligne ou dans une même colonne ) (cf [BER 73) p. 236).
L'interprétation est la suivante : il faut le même nombre de professeurs et de
classes en prenant I'hypothèse qu'ils soient tous occupés à chaque instant. II
faut alors générer des professeurs et des classes fictifs. Schreuder [SCH 80b]
applique directement l'approche ci-dessus de De Werra au domaine de la
compétition sportive ; il recherche diverses dates de compétition ne mettant en
'Jeu" que deux équipes à la fois.
Cependant cette méthode demeure inefficace pour de gros volumes de
données. Divers théorèmes [BER 731 p.236 garantissent I'existence d'une
solution avec le nombre minimum requis de salles mais seulement pour rrois
types d'intervenants (salle, professeur, classe). Quand le nombre de
composantes dépasse trois, il n'existe plus de preuve d'existence d'une solution
(hypothèses des théorèmes non vérifiées) et la complexité pour des cas rééls
devient exponentielle (problème NP-comple$ [GON 85].
L.4.3 Equivalence
La coloration d'arêtes se présente comme un cas particulier de celle des
sommets, puisqu'elle correspond à la détermination du nombre chromatique
dans le graphe des arêtes (un nouveau graphe se construit en associant à un
sommet dans le graphe des sommets, une arête et à une arête, un sommet).
Le but revient toujours à partitionner I'ensemble des sommets par les
arêtes en un nombre minimal d'ensembles stables (ici partitionner l'ensemble
des arêtes par les sommets).
t2
1.5 Couplage
cette méthode a été développée la première (Gotlieb & csima) tHoL
641. Elle a suscité de nombreuses critiques [LIO 66] et des améliorations dues
à Dempster IAUS 76]. Brièvement on donne une définition du couplage avec
tous ses aspects. Les théorèmes cités se retrouvent dans IBER 631, IBER 73],
lGoN Ssl.
1.5.1 Déflnition
L'idée du couplage est la recherche d'une famille d'ensembles d'arêtes
telle que dans chacun de ces ensembles, les éléments ne soient pas adjacents
deux à deux ; dans le cas de I'emploi du temps, il faut un couplage maximal
composé d'ensembles maximaux (au sens du cardinal maximum d'un
ensemble).
Exemnle:
donne le couplage :
lère heure
P1o_________r1 cr
P2c
^c2pzf-
2ème heure 3ème heure
c.,
Pr] O
Figure 9. Couplage dans un graphe biparti
L,5.2 Critiques
cene méthode présente I'avantage de s'appuyer sur des théorèmes pour
l'existence d'une solution avec le nombre minimum d'heures tel que celui de
Kônig-Hall IBER 63] p. 92, mais plusieurs hypothèses limitent cette approche :
il faut un graphe biparti (où le nombre de composants est de deux) avec une
durée des cours unique (d'une heure par exemple). Des essais plus concrets
IDES 71], IAUS 76], [scH 80a], ILAU 71] tentés sur des problèmes réers ont
abouti à un échec car le théorème de Kônig-Hall n'est plus valide (faisabilité
sur un graphe non biparti) et la complexité devient exponentielle.
13
Un corollaire intéressant du théorème de Kônig-Hall montre qu'il existe
dans un multigraphe biparti un couplage dont chaque élément sature chaque
sommet de degré maximal (un couplage sature un sommet s'il existe une arête
de ce couplage attaché à ce sommet). Donc, le degré maximal d'un sommet
donnera le minimum d'heures à faire.
Exemple : P1 désigne un professeur i, Ei un élève j er 51 une salle k et les
quatres cours suivants doivent êre planihés : (P1SlCl), (PlSlCZ), (P1S2C2),
(P2S 1C2).
,\
\
Figure 10. Dépendance de chaque composant.
Dès que le nombre de composants dépasse deux, ceci n'est plus wai. La
figure ci-dessus illustre le cas où il faut quatre heures alors que chaque
composant n'est pas sollicité plus de trois fois. Ainsi il n'existe plus de
théorème pernettant à priori de connaiu'e le nombre minimal d'heures. Ceci
pose la question de commenr savoir représenter les données pour pouvoir
travailler d'une façon efficace et sans erreur. La méthode de représentation de
projection des compositions sur un ensemble d'un même type de composant
corrme le montre la figure ci-dessus, explique les échecs de la méthode de
Gotiieb, Csima et les critiques de Lion.
1.5.3 Equivalence
Un couplage détermine par définition, des ensembles stables. Il faut donc
décomposer I'ensemble des sommets en ensembles stables maximaux.
L'équivalence avec les autres techniques apparait rapidement : la coloration
d'arcs par natue détermine déja un couplage (construction d'ensembles
maxima d'arcs non adjacents deux à deux).
"\ï; l:\:::: I
C1
c2
P2S I
PlS1
P152
l4
1.6 ftot
La méthode de flot, 
- 
généralisation du couplage 
- 
perrnet de passer à
des dimensions supérieures à deux. Les exemplès lrésentés visent à bien
dégager les avantages et les inconvénients.
1.6.1 Exemples
Deux exemples sont donnés : I'un pour montrer la détermination d,un
couplage en tenne de réseau de transport ; l'autre pour illustrer le fait que le
nombre de composants peut être quelconque (trois).
Figure 11. Couplage par une méthode de flot
Les capacités de E (l'entrée) aux pi (les professeurs) et des ci (les
classes) à S (sonie) sont d'une unité de valeur et les capacités des pi aux Cj
sont infinies. Pi joint Cj si le professeur i enseigne à la classe j. La recherche
porte alors sur la détermination d'ensembles de chemins aliant de E à S et de
valeurs maximales (la valeur d'un chemin doit être maximum pour ne pas
dépasser la capacité d'aucun arc appartenant à ce chemin). Chaque ensemUle de
chemins {(8, Pi, cj, s),...} correspond à des cours pouvant se dérouler à la
même heure. La figure ci-dessus montre l'équivalence entre la recherche d'un
couplage maximum et celle d'un flot de valeur maximale. Au fur et à mesure
de la résolution, les arcs correspondant à I'heure k sont effacés et la recherche
des cours pour I'heure k+1 est poursuivie. Le temps d'éxécution sera
polynomial par rapport aux données car le graphe est biparri.
Le passage à plus de composants nécessite un changement de
représentation par les graphes. La figure suivante montre un exemple avec
d'autres hypothèses : les capacités sont de 1 pour les liaisons de Source aux Ci,
des Pi aux P'i et des Si à Sortie; les autres arcs sont bomés pâr *. Le but est de
C1P1
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trouver deux couplages dans CxP et P'xS tel que les P et les P' correspondent
suivant les possibilités que P fasse cours à C dans la salle S.
Une autre représentation :
Sourc Sortie
C1 P'l S1
I
I
I
P'k
Figure 12. Flot à trois composants.
Dans cet exemple, trois composants : les professeurs Pi (ou P'i), les
classes Cj et les salles Sk sont introduits mais cela génère aussi beaucoup de
sommets et d'arcs d'où des critiques sur la taille mémoire engendrée.
1.6.2 Critiques
L'avantage de cette approche est qu'une formulation peut être donnée
quelque soit le nombre d'intervenants mais le nombre d'arcs et de sommets
générés est trop grand, la combinatoire reste présente ainsi que les problèmes
liés au couplage (choix de la représentation et nombre de composants supérieur
à deux) [PLA 74]. Ceci explique que Mulvey [MUL 82] utilise cette méthode
avec des algorithmes interactifs et des heuristiques.
Le cas simple où il existe des algorithmes efficaces est celui où la
matrice d'incidence est totalement unimodulaire (triangulable) [TR[ 8a].
L.6,3 Equivalence
Dans un graphe quelconque, la recherche d'un flot de valeur maximale
pennet de déterminer des ensembles de chemins indépendants de valeurs
maximales ILAU 711 p.66. Ces derniers représentent des ensembles stables
maximaux (au sens de la cardinalité). Ainsi le but est commun, c'est-à-dire
rechercher un partitionnement en ensembles stables maximaux.
f 
-)f
I
I
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1.7 {hogrammation linéaire
Beaucoup d'applications ont été fondées sur le modèle de programmation
linéaire : c'est la façon la plus mathématique pour exprimer les diverses
contraintes et la première qui vient à I'esprit ; elle perïnet aussi de pouvoir
énoncer plus de choses que les autres méthodes. Cependant, les àonnées
générées prennent énormément de place et sont très difficiles à manipuler.
1.7.1 Exemple
û Min. CHI I 
"iio 
x1;p, âv€cj=l k=l
I x1;1S 1, 
,I *,r* = ,,rI x1;p S 1
où xilp = I si le professei i enseigne à la classe j dans la
période k ; 0 sinon et p,C,H sont les nombres de
professeurs, de classes, de périodes, cijk étant le coût
d'affectation qui est très faible si on veut affecter le
professeur i à la classe j au temps k, très grand sinon.
Les contraintes ci-dessus expriment le fait qu'un seul professeur donne
un seul cours dans une unique salle à la fois (contraintes d'intégrité).
L', av an t a ge .'' n" 
:;î "rï 
": 
:.:::, i.î. rï_ î,::::;:: 
"..,,ij
(on ne doit pas dépasser plus de K classes dans la
salle de gymnastique)
'+ E I x1.;p S u ; K6 est I'ensemble des heures du jour T
i k€ Kd
(la classe j doit suivre au plus u cours dans le jour T )
L.7.2 Inconvénient
seul un expert (informaticien connaissant les emplois du temps) peut
trouver ces équations. De plus, chaque établissement a sa propre fonction
critère ou économique et il faut, à chaque fois, recentrer celle-ci dès que I'on
veut ajouter des nouveaux types de contraintes [FER 85], IFER 86]. n en est
de même quand une modification de certains paramètres s'avère nécessaire, par
PI
i=l
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exemple, pour le changement, soit des coûts associés aux contraintes
optionnelles (voeux), soit des coûts d'assignements (impossibilité) [AKK 731.
Le wai problème réside dans la taille des données et des contraintes : par
exemple, une contrainte oblige d'enseigner certains cours par paquet de trois
heures consécutives (un programme d'enseignement sur six heures peut
nécessiter deux cours d'une durée de trois heures chacun). Dans la formulation
en programmation entière telle que le décrit Tripathy et qui donne la meilleure
optimisation actuellement, le nombre de contraintes induits pour respecter Ie
voeu ci-dessus croit assez vite IWES 801.
Des essais de résolution du système linéaire par diverses méthodes de
recherche opérationnelle n'éliminent pas les défauts de taille, de rigidité, ...
ITRI 84] ; ils sont présentés plus loin dans ce chapitre.
D'autres tentatives par des équations non linéaires modélisent le
problème par des variables bi-valentes (0-1) [WHI 751 mais ils sont encore
plus complexes à résoudre.
1.'l'.3 Equivalence
Le but de la programmation linéaire est d'optimiser une fonction
économique avec des variables bivalentes xij (0-1). L'ensemble de ces
dernières peut représenter une matrice (I, J) d'incidence sommets-arêtes d'un
graphe particulier (ou d'un hypergraphe si le nombre de composants dépasse
deux). L'obtention du système désiré se réalise en posant des contraintes et en
manipulant la matrice par diverses opérations.
Exemole:
Les contraintes du type : une somme doit être comprise enre deux valeurs,
peuvent se ramener à une recherche de flot compatible IGON 85] p. 172.
O Min. GxY
souslescontraintes AxY<D et B<Y<C
Y, B, C, D étant des matrices colonnes (8, C, D étant des
matrices constantes donnant des capacités), G une
matrice ligne des coûts, A la matrice d'incidence du
graphe. Il faut alors trouver Y tel que G x Y soit
minimum.
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1.8 S ntersection de matroTdes
Ce type de modèle est assez rare et peu utilisé, Defrenne le signale dans
son survol IDEF 78]. Une définition d'un matroide est fournie puis I'utilisation
qu'en fait Wels[ introduite.
1.8.1 DéfTnition
Soit A un ensemble fini {a1, a2, ..., âm } et f un sous-ensemble de parties
de A, alors un matroide sur A est un couple M(4, f ) tel que
(} {ai}e f(ouAef) Vi 1<i<m
@ siF Ë, fetF'telqueF' *A,F'cF + F' ef
0 Pour tout S c A, si F et F'sont inclus dans f et dans S et maximaux
pour les propriétés t et2, alors lFl = lF'l
:-
Un hypergraphe se présente coûlme un cas particulier ayant A comme
ensemble de sommets et les éléments de f comme ensemble des arêtes (aurres
que A ). La théorie des maroides permet d'unifier I'algèbre avec la théorie des
graphes.
1.8.2 Application
L'application principale due à Welsh IDEF 78] est issue de la technique
d'intersection maximale de matroïdes. En effet, on peut tirer partie d'une
caractéristique : n intersections donnent toujours un hypergraphe qui
correspond dans ce cas à un emploi du temps.
Exemple:
Soient Eois matroides M, (2, Fp) , Mc (É, F.) et M, (2, Fr). Les Fi
correspondent aux cours que peut donner chaque professeur, aux cours de
chaque classe et aux cours donnés dans chaque salle et l. est I'ensemble des
cours à donner globalement. Le résultat sera I'hypergraphe H tel que :
L est I'ensemble des sommets de H, 1e groupement des cours
correspondant par de leur composant (P, C ou S) donne I'ensemble des
hyperarêtes. L'hypergraphe H ainsi obtenue est égale à I'intersection des
manoides:
H (L,F, n F. n Fj = Mp n IvI" ô Ms
La solution est donnée en une partition des sommets de Z par les arêtes
de H. L'intérêt de cette méthode réside dans la généralisation à n matroides,
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donc à n intervenants. Là encore, il est intéressant de noter qu'il existe des
algorithmes efficaces [GON 85] p. 332 pour I'intersection de deux matroïdes.
Dès que I'on passe à n > deux, la complexité est exponentielle pour des
matroides car le résultat de l'intersection de deux matroides n'est pas un
matroide.
1.8.3 Equivalence
Soit M = (8, ÿ),les membres de f sont appelés ensembles indépendants.
L'intersection de cardinalité maximale permet la détermination d'un sous-
ensemble F de cardinalité maximale indépendant à la fois pour M1 et pour M2 .
L'intersection des matroides étant un hypergraphe, la technique d'intersection
pennet de chercher les sous-ensembles indépendants maximaux et donc, les
sous-ensembles stables maximaux ce que réalise aussi la technique de
coloration forte des sommets de I'hypergraphe H.
De plus, il est démontré [GON 85] p. 332 que le couplage K dans un
graphe bipani est un sous-ensemble indépendant pour M1 = (E, f1) et pour
M2= (E, fd à-l'a-fois iK e fi n fz).
N.B. : De nouvelles représentations (polymatroides, polynômes
polymatroïdaux) généralisant cette notion de matroides peuvent donner support
à une autre modélisation pour les problèmes de I'emploi du temps.
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L.9 Conclusion
Cette revue des différents modèles et de leurs techniques associées met
en évidence les équivalences entre eux, non seulement sur le plan du but
recherché en terrne mathématique mais aussi sur le plan de la complexité de la
résolution. Les diverses critiques à dégager sont : le manque de facilité à
exprimer les différentes contraintes, I'impossibilité de les prendre en compre en
totalité, l'explosion combinatoire induite, l'impossibilité de donner des critères
généraux, une rigidité trop grande dans la formulation du problème de I'emploi
du temps.
La plupart des résolutions sont donc restreintes à un nombre de
composants égal à deux. Quand le nombre de composants est supérieur, la
complexité devient exponentielle [SCH 80a]. Ce problème esr classé d'ailleurs
comme faisant partie de la classe NP-complet [GoN 85]. De plus, les
contraintes exprimées sont souvent les plus simples (intégrité), limitant ainsi
les risques d'une impossibilité.
Cependant d'autres tentatiÿes moins exactes se sont dévelopJ "'1s, souvent
basées sur ces modèles mais se limitant à trouver des solutions appiochées. Le
chapitre suivant se consacre à leur application aux problèmes d'emploi du
temps.
Raooel:
La classe NP est ca. :térisée par le fait qu'en utilisant un algorithme non-
déterministe qui fait le bon choix lorsqu'il y a lieu, le temps de résolution est
polynomial alors qu'en énumérant tous les choix possibles, cet algorithme
devient déterministe mais avec un temps de calcul exponentiel. Les problèmes
NP-complets font parties des problèmes difficiles de la classe IrIP G est dur de
trouver le bon choix).
N.B. : Tout énoncé particulier avec des données précisées peut à I'opposé de
l'énoncé général être résolu en un temps polynomial. Ceci explique que des
logiciels actuels réussissent pour des établissements parriculiers mais échouent
quand on tente de les généraliser.
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Chapitre 2
'€

))
!Échniques de &solutions
2.1 5 ntroduction
Le chapitre précédant montre I'inefficacité des méthodes exactes. Celles-
ci sont basées sur des modélisations mathématiques. Les exemples ont montré
qu'elles ne suffisaient plus pour la plupart des cas rééls. C'est pourquoi sont
apparues depuis plusieurs années des techniques qui ne cherchent pas la
solution exacte mais essaient de trouver par diverses méthodes une solution
approchée qui soit la meilleure possible.
Beaucoup d'applications sont basées sur ces techniques plus appropriées
et autorisant une certaine souplesse dans la résolution. Des problèmes souvent
pa::ticuliers ont été résolus soit par des algorithmes approchés, soit par des
algorithmes d'énumération, soit par des techniques d'intelligence artificielle. Ce
chapitre passe en revue les nombreuses approches existantes en essayant de les
définir à chaque fois. Bien sûr, ceci n'exclut pas qu'elles s'appuient souvent sur
les modèles mathématiques vus précédemment.
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2.2 Algorithmes Approchés
Ces algorithmes tiennent compte d'une des difficultés principales du
problème d'emploi du temps : un système de contraintes très lié n'aboutit en
général, à aucune solution. De ce fait, aucun algorithme exact ne convient, il
faut savoir donner une solution approximative qui satisfasse tous les intéressés.
Deux types de résolutions se dégagent : I'un par algorithme itératif et I'aurre par
algorithme glouton.
2.2.L Algorithmes itératifs
Définition : IGON 85] On part d'une solution réalisable et on cherche à
l'améliorer par itérations successives.
Dans les problèmes d'emploi du temps, souvent il n'existe aucune
solution totalement satisfaisante mais seulement des solutions considérées
comme bonnes pour I'utilisateur. Ceci nous amène à la notion de résolution par
amélioration (voir IAUS 76]) opposée à la notion de placement absolu .
Le mécanisme d'amélioration est basé sur des techniques d'échange :
quand un blocage se produit, on échange des tâches (ici cours ou examens)
jusqu'à trouver une place disponible c'est-à-dhe une solution satisfaisante. Une
manière de faire ILAP 84] est de chercher une solution réalisable libre de
conflit. Si un blocage se produit, certains examens sont réassignés tout de suite
ou plus tard (remis en queue de liste des examens à planifier). [Jne fois un
emploi du temps trouvé, une fonction de coût est appliquée pour connaitre
l'échange qui fournira la meilleure améliorarion.
Smith ISMI 76] dans son travail, sur une application médicale, cherche
d'abord une solution, même partielle, dans le sens où les temps de repos et de
travail des équipes d'infirmières sont planifiés mais en violant certaines
contraintes (comme celles de précédence), il améliore ensuite son résultat par
échange, afin d'éliminer ces conflits.
Lundi
8h
8h30
th
th30
10h
8h
8h30
th
th30
10h
recouvrement Après Glissement
Dans cette figure, le cours A vient d'êue placé et ne peut aller qu'à cet endroit
d'oir le déplacement du cours B à une autre heure admissible pour ce dernier'
Figure 13. Exemple d'échange de deux cours
Avant:
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Aust [AUS 76] fait une itération avec un test de choix de telle manière
que les conflits diminuent (on a alors une conrribution positive). Ferland IFER
85] itère sur deux sous-problèmes : la formation des groupes d'élèves et leur
ordonnancement (par conséquent celui des cours). Pour chacun des sous-
problèmes, il cherche une solution réalisable (ou 'lbonne") en tenant compte
d'une fonction objective à minimiser ; cette fonction intégre des pénalités pour
les conraintes en conflit et des coûts d'assignement pour les préférences des
professeurs. Un réordonnancement a lieu sur un ou deux cours en simultané ; il
est résolu par une procédure d'échange.
De nombreux articles se basent sur ce type d'algorithme bâti autour d'une
fonction objective ou d'un critère d'optimisation. Ferland, par I'extension de
son modèle IFER 85], [FER 86], IAUB 86] montre que pour introduire de
nouvelles contraintes, il faut alors recen[er cette fonction. Malheureusement si
le temps d'éxécution peut êre acceptable pour de moyennes tailles, la
faisabilité n'est pas assurée et cette approche n'est pas appropriée pour de gros
volumes de données fortement contraintes et en général évolutives.
N.B. 1 : Il existe des études statistiques pour con' :.rtre I'emploi du temps d'un
hôpital afin de l'optimiser |CLE74l.
N.B. 2 : La construction de l'emploi du temps est à caractère itératif dans le
sens où l'utilisateur demande souvent une solution "réalisable" et l'optimise en
faisant des retouches à la "main", quitte à relancer le calcul [MUL 82].
2.2.2 Algorithme glouton
Définition : IGON 85] Panant d'une solution partielle, on cherche, par étapes, à
fixer une (ou plusieurs) variables jusqu'à la détermination d'une solution
réalisable. Les choix à chaque étape sont définitifs.
Peu d'applications utilisent directement cette technique pour le problème
d'emploi du temps. Certains logiciels en vigueur perrnettent suivant un critère
de déterminer la meilleure place d'une façon définitive ; le problème reste celui
du choix du critère, ce qui n'est pas aisé puisqu'il y en a de multipies et pas
toujous explicités. D'autres méthodes reposent sur des systèmes de
pondération potrr le choix des assignements : une priorité est attribuée à chaque
tâche (cours, examens, ...) en fonction de certains critères puis à partir de là
chaque composant se voit associer un poids dépendant des tâches qu'il
compose ISAB 86].
Bien sûr, la possibilité de résoudre étape par étape, et à chacune d'elle de
proposer interactivement plusieurs possibilités, rentre dans cette catégorie
d'algorithme ILAM 85]. Le guidage sera en fait interactif ou automatique.
,<
Exemple de système de pondération [SAB 86] :
Poidsgo*s_i = F (Kt, K2, K3, K4)
Les K1 sont des poids associés selon les facteurs suivants :
Le nombre d'heures de cours par semaine
Le type de salle
Le nombre de classes (ou groupes) autorisées
Le nombre de périodes autorisées
Poids6l6ug_j = L Poidscours_i V les cours i que suit l'élève j
La stratégie consiste à trier, par ordre décroissant, les poids de chaque
élève et à planifier à partir de cet arrangemenl
Très peu d'études ont été faites à partir de la technique d'algorithme
glouton. Une amélioration intéressante serait de pouvoir propo^er plusieurs
solutions ou places. En général, seuls des logiciels du marché proposent cette
technique à travers une option de résolution appelée "pas à pas" @p.l-g :
Plein Temps). Mais il faudrait aussi pouvoir revenir sur la décision prise
auparavent.
Le fait d'utiliser ces méthodes sur les emplois du temps revient à s'en
servir pour le coloriage de sommets d'un graphe (trouver une couieur c'est-à-
dire un intervalle de temps identique. Malheureusement, le problème de la
détermination approchée du nombre chromatique esr un problème lui aussi Np-
complet [GON 85] p.a75.
En conclusion, les algorithmes approchés sont intéressants dans la
mesure où on ne recherche pas une solution nécessairement exacte mais plutôt
réalisable par rapport à des critères. Cependant, les difficultés viennent du fait
que les critères ne sont pas toujours rès clairs et que la notion d'optimum est
très variable suivant les établissements. De plus, les caractéristiques (fortement
contraints, gros volumes, combinatoire) font souvent échouer ces approches
même quand il s'agit de trouver une solution acceptable.
o
@
CI
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2.3 Agorithmes de frcherche Opérationnelle
Pour arriver à prendre en compte tous les choix possibles pour les
assignements, divers algorithmes de recherche opérationnelle ont été utilisés.
Dans cette partie, trois types sont présentés : la programmation dynamique, les
procédures de séparation et d'évaluation, et les résolutions par relaxation
lagrangienne et son dual.
2.3.L Programmation dynamique
Cette technique est une application du principe de Bellman IPOR 88] : Si
Y appartient à un chemin optimal allant de X à Z alors les sous-chemins allant
de X à Y et ceux de Y à Z sont optimaux.
En fait, la seule application trouvée dans la littérature concerne un
problème d'absence imprévue d'anesthésistes à certaines périodes dans un
hopital à Cambridge [SMI 82]. Plusieurs raisons expliquent ce comportement :
O le nombre de patients est fluctuant,
@ malgré ies remplaçants, la charge des anesthésistes est lourde :
diverses responsabilités locales et nationales, enseignement, travail
dans plusieurs endroits et souvent étendu sur plusieurs domaines.
La résolution du problème d'organisation du service se fait alors à I'aide
de probabilités d'absence établies à panir d'un tableau récapitulatif des deux
dernières années et consiste à minimiser le nombre de sessions abandonnées (le
nombre d'anesthésistes à chaque instant est inférieur à celui de rendez-vous).
Cette méthode permet de prévoir les abandons provoquant des
bouleversements ce qui serait difficile à prendre en compte par d'au[es
approches teile que la programmation linéaire.
Exemple :
Si la fonction suivante est vérifiée alors une remise en cause doit se faire.
Crt+R6<i+j
Le nombre de consultants Cp1 plus le nombre de remplaçants R11 (des
internes par exemple) à la session k et à la saison t est inférieur au nombre de
rendez-vous respectifs : i plus j.
L'avantage de cette technique est de tout réordonner dès qu'il se produit
divers changements (un professeur est absent, un malade ne peut venir au
rendez-vous, ...), mais différents inconvénients se présentent : I'application
n'est que locale puisqu'il faudrait calculer une fonction objective pour chaque
établissement, cette fonction étant souvent assez difficile à trouver. De plus, la
pro$ammation dynamique peut malgré des simplifications faites au problème,
aboutir à des temps de calcul et à des capacités en mémoire trop coûteuses.
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2.3.2 Procédures de Séparation et d'Evaluation
Ce sont des procédures d'énumération par séparation des solutions en une
arborescence, le parcours de cet arbre étant limité grâce à une méthode
d'évaluation des solutions partielles ou noeuds. Jusqu'à présent, cette technique
donne les meilleurs résultats pour des problèmes de grandes tailles fortemenr
contraints. Elle est appliquée particulièrement sur les problèmes NP-compiets,
problèmes combinatoires de grandes dimensions p.39 ILAU 711.
Laurière utilise cette technique pour la coloration de sommets dans un
hypergraphe. Il utilise deux principes de séparation : I'un permet d'affecter les
demi-joumées aux professeurs (les professeurs sont les seules sources de
conflits selon Laurière du fait qu'ils ont plusieurs possibilités d'enseignement ;
c'est-à-dire une marge de temps non nulle), I'autre applicable après le premier
attribue les heures suivant un tableau de disponibilités ; il faut alors que les
marges recalculées à chaque instant ne soient pas négatives. L'inconvénient
provient de la taille engendrée qui implique de ne garder que le strict
nécessaire en mémoire et fait perdre du temps lors de remontées dans I'arbre.
Exemple : (de marges tiré de [LAU 71] pour un composant m : professeur, ...)
P* 20 i ltm = lll-mll - Edijr
I dijt = om ou charge de m (les cours où intervient le composant m) ; m
est constitué par I'un des trois composants i, j ou k (classe, professeur ou salle),L, étant les libertés de m. La marge est donc la différence enre le nombre de
périodes disponibles et le nombre de périodes à assurer.
Soit un professeur P enseignant du lundi au samedi sauf le mardi après-
midi ; si une demi-journée posséde 4 heures, les libertés de P sont de 44 heures
et sa charge est de 39 heures par semaine : il a donc M-39 = 5 heures de
marges. On peut introduire une norion de priorité par o,n / p6 (soit 39 / 44),
ou encore définir les marges de deux éléments m1 et m2 :
Pmt + VmZ - I5 161(h) . lm2(h) > 0 pour h=1 à lHl (te nombre de
périodes existantes) et avec lr(h) la liberté au remps h de m.
Tripathy [TRI 84] mixe la méthode de séparation et évaluation avec la
relaxation lagrangienne et la méthode de "out-of-kilter" : quand il n'existe plus
aucune amélioration envisageable sur la satisfaction de certaines contrainres,
un arbre est construit à partir des variables concernées et l'évaluation porte sur
le choix d'une variable afin d'avoir la meilleure satisfaction des contraintes.
Si cette technique donne de bons résultats au niveau temps de calcul, elle
a tout de même de gros handicaps : le volume de données engendrées (nombre
de variables et de paramètres) est importanr (voir ISCH 80a]) ; la dépendance
entre le temps d'éxécution et la qualité de la décomposition et de l'évaluation
est très forte. L'approche relaxation lagrangienne mixée à celle-ci est meilleure.
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2.3.3 Relaxation lagrangienne et son dual
La relaxation est le fait de plonger le problème à résoudre dans un aure
plus général c'est-à-dire en éliminant une contrainte, en donnant une solution
au nouveau problème (solution approchée du problème initial) puis en vérifiant
les conrraintes relâchées. Une autre méthode est de mettre des poids (ou un
coefficient dit de Lagrange) sur les contraintes puis de résoudre le problème
avec ces poids (minimiser la nouvelle fonction dite de Lagrange). Ce cas
perrnet en outre, de foumir pour les Procédures de Séparation et d'Evaluation
des bornes de valeur à chaque noeud.
Tripathy [TRI 80], ITRI 84] donne une solution en relâchant les
contraintes de I'emploi du temps qu'il définit et en appliquant la méthode duale
à la relaxation Lagrangienne : celle du sous-gradient (maximiser le minimum
de 1a fonction de Lagrange), associée à des heuristiques (choisir les variables
de la fonction objective qui donne une valeur maximale). Il faut retenir que Ie
test de Tripathy échoue pour les gros problèmes fortement contraints et qu'il
génère des répétitions sur un certain nombre d'itérations sans amélioration de la
solution (le nombre des infaisabilités reste invariant).
Dans le même article d'autres essais ont été réalisés : le problème est
relâché afin d'obtenir une unimodularité et la résolution se fait par une
technique de programmation linéaire entière. Du fait de I'unimodularité, le
problème a des propriétés d'intégrité, et est résolu eff,tcacement ;
malheureusement à chaque changement des coefficients, il faut un temps de
calcul considérable et la place mémoire consommée est importante. lJn essai
appliquant la méthode dite de "out-of-kilter" au problème relaché s'avère
rapide sur le plan d'éxécution mais n'apporte pas d'amélioration en terme de
réduction de conflits. Cependant plusieurs avantages existent : modeste espace
d'occupation mémoire et simplicité de I'algorithme qui résoud plus facilement
le programme linéaire que d'autres méthodes basées sur le simplex.
Les essais par relaxation lagrangienne tTzu 801 ont été commentés par
Westwood ISfES 80] qui écrit que la rapidité est effective mais que les
applications ne portent que sur un exemple particulier ; rajoutant une simple
contrainte de capacité, le nombre de variables impliquées ferait croîre
énormément celui des contraintes. La taille pose une difficulté que Tripathy
résoud en formant des "super-groupes" d'élèves, de classes, .... Seulement cette
solution crée de nouveaux conflits ISCH 80] pouvant à la limite faire manquer
"la" solution.
Parmi toutes ces méthodes, certaines apportent des améliorations ; les
inconvénients viennent de leur gourmandise en mémoire et de la difficulté à
trouver des fonctions d'évaluation.
D'autres tentatives basées sur des expériences de concepteurs ou sur des
heuristiques sont données dans le chapitre suivant.
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2.4 S ntelligence Artificielle
Les différents algorithmes développés jusqu'à présent ayanr échoué, les
concepteurs se sont tournés vers des techniques récentes et en voie d'expansion.
Des systèmes experts sont apparus essayant de codifier I'expérience des
concepteurs d'emploi du temps ; ces essais se sont appuyés sur des heuristiques
éliminant les tentatives improbables.
2.4.1 Systèmes Experts
Des systèmes de rendez-vous, des systèmes experts distribués ou des
multi-systèmes experts ont été expérimentés pour résoudre le problème global
mais ils proposent en général peu de développements intéressanrs IVAL 84],
[LAM 85].
Par contre, d'autres, plus performants, traitant des cas concrets
d'université, ont fourni des bons résultats. Leur originalité se place dans le
couplage d'une base de connaissance avec une base de données, donc d'un
système expert et d'un S.G.B.D., en gardant les propriétés de chacun.
L'apport de l'approche système expert est connu : pennettre d'utiiiser la
connaissance de l'expert et pouvoir faire évoluer les données. Plusieurs
applications se sont développées dans ce sens IBIS 86], ISCH 87].
Les avantages des bases de données pennettent d'avoir une gestion
efficace sur disque des données donc un accès rapide, de pouvoir déduire
certaines informations et d'avoir une garantie minimale de cohérence (à l'aide
de contraintes d'intégrité et de décompositions validant les dépendances
fonctionnelles) [HAN 88], [HER 86].
Exemple:
Soit des ensembles de kofesseurs P, de Matières M, de créneaux
Horaires H, de Salles S et de Classes C.
On connait les contraintes d'intégrité résumées dans I'ensemble suivant :
DF = (P,+ M, FIP - C, HS .+ P, HC - S) ; HP - C veut dire qu'à un
seul professeur et à une unique heure correspond une classe exclusivement.
Une décomposition valide (préservant les dépendances) donne les trois
relations suivantes I R1 = (P. M) ; R2 = (P H* C*) ; Rt = (H* C S*) (le *
indique la clé)
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De plus il faudra explicitement contrôler les intégrités HP 
- C et HC -
S , les contrôles P'- M, HC - P, HS - C sont automatiques et les autres s'en
déduisent (HS "- P = HS - C et HC - P).
La première application Sedlex [EME 87] utilise une base de données
orientée objet-attribut-valeur ; les règles et les faits sont stockés dans le même
formalisme profitant ainsi de la hiérarchie induite.
Une seconde application SIAD IHAN 88] met aussi en évidence I'intérêt
d'avoir une base de données que ce soit pour hiérarchiser la connaissance ou
pour gérer la taille des données et des contraintes (rapidité).
La différence porte sur la gestion des règles et des faits. Ces derniers
étant en plus grand nombre dans les emplois du temps, dans le système SIAD
ils sont les seuls à être manipulés par le S.G.B.D.. La résolution se fait en
attribuant des priorités aux enseignements et des coefficients de mobilité.
Ainsi, un ordre sur le placement des différents cours sera établi suivant ces
priorités. Lors de blocage, on utilisera une heuristique déjà vue précédemment,
celle de glissement ou déplacement guidé par les coefficients de mobilité.
L'attrait principai de cette méthode est de tirer profit du S.G.B.D. pour
résoudre le handicap du volume des données et du couplage à un Système
Expert pour la gestion et I'utilisation des connaissances.
Un autre avantage mise en avant dans Sedlex est la représentation
graphique des cours, TD, TP en trois couleurs différentes, garantissant un
meilleur suivi de la résolution par le concepteur.
Le fait d'utiliser l'heuristique de glissement d'une manière simple montre
enfin que I'utilisation des heuristiques perrnet de diminuer le caractère
combinatoire [HAN 88]. De ce fait le paragraphe suivant est consacré à un
survol des différentes heuristiques rencontrées dans les articles.
2.4.2 Heuristiques
Une étude effectuée après I'utilisation pendant quelques années d'un
logiciel dans un hôpital a démontré que I'emploi d'heuristiques est plus
"digeste" que ceiui de modèles mathématiques et aussi plus facile sur le plan
expression ISMI 79]. Dans ce paragraphe, certaines heuristiques seront
présentées. Comme il en existe un trop grand nombre, seules les principales y
seront citées.
La plus employée déjà vue ci-dessus, celle du güssement ou décalage,
peut se mixer à des coefficients de mobilité ou de priorité. L'avantage vient du
fait que I'on remet en cause n'importe quelle assignation en ne remontant dans
la ésolution que d'un seul niveau.
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Les tâches peuvent être assignées à plusieurs places possibles. pour
savoir laquelle il faut assigner en premier, il existe plusieurs héuristiques dites
de "priorité" : choisir la pius prioritaire soit d'après un système de poids associé
soit celle reliée à un minimum de contraintes (celle qui provoque le moindre
tort). Une autre développée pour le "Manchester Business School,' IBAR 7gl
est de ne prendre en compte dans le choix des étudiants que quarre options sur
six afin de minimiser la probabilité de blocage. Seulèment le modèle ne
satisfait pas tout le monde : certains élèves auront toutes leurs options
satisfaites alors que d'aures non.
carter [cAR 86] montre l'équivalence du simple problème d.'emploi du
temps avec celui de la coloration de sommets (le degré d'un sommet est le
cardinal de I'ensemble des arêtes reliant ce sommet). I1 propose aiors un survol
de différentes heuristiques mixées à la technique de coloration :
O "Le plus grand degré d'abord". On colorie le sommet qui a le plus
haut degré avec la couleur admissible de plus petit numéro, sans
créer de conflit.
"Les plus grands degrés d'abord". Tous les sommets pouvant avoir la
plus petite couleur sont coloriés tout en respectant I'ordre des degrés
comme ci-dessus.
"Les plus grands degrés d'abord, récursivement". Cette méthode est
identique à la précédente mais les sommets cororiés sont enlevés ;
ceci implique un nouveau tri après chaque coloration.
"Le plus grand degré modifié d'abord". Une idée simple est ici mise
en oeuvre : un sommet est d'autant plus dur (ou critique) à colorier
que ses voisins le sont. La propriété d'un noeud à être critique est
définie par les formules qui suivent. Il est démontré que les valeurs
convergent vers le vecteur propre de la matrice d'incidence et que
l'heuristique est meilleure que celle du simple "plus grand degré" en
terrne du nombre de couleurs mais plus chère autrement en carcur.
Degré modifié dp..1 du sommer v1 : dça1 (vi) = L dp (v.;) V uj
voisins de vi ; do (vi) étant les degrés de chaque sommet. dça1 esi
ensuite normalisé.
6 "Le plus grand l-degré modifié d'abord". On prouve que les degrés
modifiés dt (vi) suffisent er que davantage de récursions n'apportent
que peu d'amélioration.
@
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"Le moins grand en dernier". Une liste des sommets est construite en
plaçant ceux qui ont le plus petit degré en fin de liste, en les enlevant
du graphe et en recommençant avec le graphe restant. La coloration
a lieu alors à partir du haut de la liste.
"Le moins grand en dernier avec échange". L'échange peut aussi
s'appliquer aux autres techniques. Quand un conflit est inévitabie
avec le sommet à colorier c1, il faut rechercher une couleur kj pour
laquelle il n'existe qu'un sommet c1 en conflit avec c1. Si possible on
attribue la couleur k; à c1 et on recolorie c;. Sinon on cherche un
ensemble de sommets Ç qui soient critiques &vec c1 (i.e. il serait en
conflit s'il avait la même couleur) et qui ne le soient pas avec c;. A
ce moment il y a lieu à un échange entre les couleurs de Q et k; et c1
prend cette coloration. Si aucun des cas ci-dessus ne s'applique, une
nouvelle couleur est alors créée. Cette heuristique légérement plus
chère que les autres méthodes utilise moins de couleurs.
O "Le pius grand degré de saturation d'abord". Les sommets non coloriés
sont triés par le nombre de voisins coloriés de façon différente (ce
nombre est appelé degré de saturation) et par leur degré dans le sous-
graphe non colorié. Les sommets qui ont le degré de saturation le
plus élevé auront le moins de choix possible ; ainsi celui parmi eux
qui aura le plus grand degré sera le plus dur à colorier. Cette
heuristique est celle qui utilise le moins de couleur.
Ces heuristiques ne donnent pas forcément le nombre chromatique mais
essaient de I'approcher. En général, le principe est de placer en premier le
cours le plus contraint dans la place Ia moins contrainte. Elles ont le gros
avantage de trouver une solution rapidement même si ce n'est pas la
"meilleure", quitte à refaire à la rigueur, des retouches manuelles. Signalons
aussi que la soiution (si elle est unique) peut être écartée par certaines
heuristiques éliminant à priori certaines solutions partielles IDEG 81], IDES
711. Un autre problème pour les heuristiques est celui de la prise en compte de
la diversité et de l'importance des conrraintes.
2.4.3 En Bref
Beaucoup d'autres applications ont été effectuées : Prade propose une
stratégie qui comporte deux parties : une prévisionnelle pour diminuer la
combinatoire (planifier I'emploi du temps d'une grande école sur une année),
I'autre décisionnelle quand on a acquis le maximum d'informations pour la
résolution. La théorie des ensembles flous perrnet à Prade de gérer les données
imprécises (relativité des différentes contraintes, durée floue, intervalle flou,
...) ; ainsi il utilise une méthode de PERT flou guidée interactivement dans la
partie décisonnelle de la résolution.
@
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Il apparait que I'Intelligence Artificielle apporte des améliorations au
niveau de la résolution bien qu'il reste encore beaucoup à faire. Cette
constatadon se fait sans mal en comparant les essais manqués des années 60
[HOt 64J avec ceux actuels.
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2.5 Conclusion
Bien des tentatives ont eu lieu sans grand succés : par doubles intégrales,
par recherche d'arbre, ... [SCH 80a]. Ces différentes techniques amènent une
constation importante : une application sans le soutien d'un modèle rigoureux
n'aboutit pas à grand chose. Ainsi les essais les mieux réussis prennent en
compte les modélisations même imparfaites du ler chapitre en y ajoutant
d'autres idées.
Ceci met en évidence que la résolution doit être ouverte et non figée ;
ainsi I'administrateur d'un emploi du temps doit pouvoir donner son avis durant
la résolution, l'informatique servant à "libérer du travail de composition évitant
les éventuelles erreurs d'entrée" [VAI 73] et le logiciel à servir de "brouillon
interactifl'[EME 87].
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Synthèse
3.1 5 ntroduction
Du fait des nombreux développements, beaucoup de constatations sont à
faire. Le monde du marché voit apparaître de plus en plus de logiciels ayant
plus de succès que ceux des années passées. Ce phénomène s'explique tout
simplement : la technologie moderne est plus à même de fournir des outils
performants et la théorie a avancé depuis les années 1960. Ceci se ressent dans
les modélisations précédentes par ia "pre§que" résolution de certains
problèmes.
Ainsi la théorie des bases de données, celle d'ordonnancement, la
naissance de celle de I'aide à la décision, les techniques nouvelles (I.4.)
donnent des approches intéressantes. A partk des développements vus
précédemment et des inconvénients ou avantages constatés entre autres par les
utilisateurs des logiciels du commerce ou par les concepteurs, je vais dans un
premier temps, donner une synthèse afin de dégager ce qui est nécessaire pour
résoudre le problème d'emploi du temps. Ceci me pe(met dans un deuxième
temps de proposer et de justifier le choix d'un langage de programmation en
logique avec contraintes pour mener une expérimentation.
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3.2 &soins
3.2.L Données : S.G.B.D.
La manipulation d'une énorme masse d'informations introduite (statique)
et générée (dynamique) entraîne une perte considérable de temps. Certains
logiciels peuvent aisément saturer la mémoire interne ; ils introduisent alors
des limitations dans les composants (professeurs, classes, ...) et dans les
contraintes. Il devient indispensable de disposer d'une mémoire plus grande (tel
un disque dur) et donc d'avoir un S.G.B.D. pour gérer les données.
L'amélioration observée IEME 87], IHAN 88] porte essentiellement sur
I'efficacité de gestion et la rapidité d'accès aux données, mais aussi sur la
simplicité et I'aspect quasi-automatique de la vérification des contrainres
d'intégrité. Cependant d'auEes aspects intéressants sont à noter.
La saisie des informations est facilitée. Actuellement il existe des
logiciels sur le marché proposant une interactivité suffisante pour alléger la
tâche de l'utilisateur (ceci est intéressant uand on sait que pour beaucoup de
logiciels, il faut définir à toutes les heu.;s les diverses activités de chaque
composant quitte à tout refaire quand il faut changer ces données).
La remise en cause des données peut être assez simple à prendre en
compte. Le stockage pennet à tout instant une reprise aisée de la résolution ;
par exemple un emploi du temps peut être fait à partir de toutes les données
entrées pour une saison. Puis la saison suivante (2ème année par exemple) les
changements étant mineurs, la base déjà créée sera reprise, modifiée en
conséquence et la résolution potura repartir mais d'une manière simplifiée.
En complémentarité avec la saisie, I'impression des données se trouve
également améliorée. Pouvoir défînir un format d'impression (pour l'écran ou
l'imprimante), avoir une bonne vue d'ensemble sur les résultats (intermédiaires
ou finaux), pouvoir ainsi trouver les origines des blocages, visualiser les
diverses conséquences d'un choix, donc tout ce qui peut assister le concepteur,
sont des avantages certains.
Un lien Base de Donnée et Base de Connaissance permet d'avoir une
hiérarchie sur la connaissance (mécanisme de tri, d'indexation) et un stockage
efficace de celle-ci facilitant la résolution. De plus, la dynamique de I'expert se
prend facilement en compte, ce qui procure une simplicité dans le uaitement de
l'évolution des données.
Exemple : Une des stratégies de Prolog définit I'exploration de la base de faits
séquentiellement ; ainsi si n faits existent, la complexité au pire sera en o(n)
alors que si la base de connaissance est gérée par le S.G.B.D-, et stockée sous
forme d'un arbre binaire bien balancé, la complexité devient en o (log2 n) en
supposant qu'un bloc est associé à un fait (arbre de n feuilles).
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Signalons enfin que toutes les fonctions intégrées au S.G.B.D. sont
disponibles pour I'application : minimum, maximum, O-jointure, ...
N.B. : dans I'exemple de la figure No 12 du paragraphe 1.6.1, deux relations
seulement seront créées R1 = (C, P) et R2 = (P, S), la fonction pennettant de
les relier étant tout simplement une jointure.
3.2.2 Manipulation de Contraintes
L'aspect contrainte est un élément fondamentai pour la résolution du
problème d'emploi du temps. Le concept de contrainte numérique est naturel et
facilite I'expression du problème d'emploi du temps. Seulement la résolution
du système de contraintes créé pose de multiples problèmes de par la diversité
des contraintes mais aussi de par leur potentiel de restriction qui peut aller
jusqu'à vider I'espace des solutions.
Une bonne résolution signifie une manipulation intelligente des
contraintes. Non seulement, il est fondamental d'utiliser les contraintes pour
cr'jminuer les choix et réduire ainsi l'éventuelle énumération, mais il faut aussi
en cas de blocage, savoir relâcher les contraintes qui ont le moins d'importance
aux yeux de I'utilisateur. Beaucoup d'articles traitent de I'efficacité de cette
façon de raisonner.
Une technique intéressante consiste à voir les contraintes comme des
producteurs de valeurs et non seulement comme des consommateurs. Ainsi
dans ISUS 80] les contraintes générent des valeurs pour certaines variables
(contraintes dites "actives"), ce qui permet de détecter plus tôt les solutions ou
les échecs.
Molgen ISTE 8l] illustre I'intérêt d'introduire des contraintes. Dans cette
application concernant la génétique moléculaire, le problème est divisé en
sous-problèmes interagissant enrre eux. Stefik montre qu'une manipulation de
contraintes statiques ou dynamiques, et hiérarchisées améliore le temps
d'éxécution. En fait, sa stratégie consiste à générer des nouvelles contraintes
(redondantes) afin d'éviter au plus tôt certaines impasses.
D'autres techniques existent, mais la modélisation généraie reste celle
d'un graphe (ou hypergraphe) dont les noeuds sont les variables et les arêtes,
les diverses contraintes (ou hyperarêtes IROS 88] ). Ces techniques se
caractérisent par divers types de propagations (de valeurs, d'intervalles, ...)
dans le graphe (pour voir celles-ci se reporter à [DAV 87]).
La plus prometteuse semble être la technique de "moindre engagement" ;
elle est appliquée dans la thèse de Rit IRIT 88] pour la propagation de
contraintes temporelles. Chaque variable est étiquetée par un ensemble de
valeurs ou un intervalle et chaque contrainte permet d'éliminer dans cet
ensemble un sous-ensemble de valeurs. La partie difficile est la prise en
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compte de la consistance globale : il faut pouvoir éliminer les valeurs quiglobalement sont mauvaises, bien que localement elles peuvent demeuier
valides. Il n'existe pas d'algorithme polynomial pour ce test de consistance ;
aussi on complète cette technique d'une pa.rt par celle d'énumération, lapropagation des valeurs servant de filtre et d'autre part par des tests de
consistance au plus tôt.
Tous les algorithmes sur les contraintes numériques (ou résolution de
systèmes d'équations) sont utiles et ont fait leur preuve à'efficacité dans divers
langages intégrés (Alice, Chip, protog III, ...).
L'un des besoins concerne ies contraintes numériques mais il est aussi
utile de pouvoir manier des contraintes symboliques dont les avantages sont :
une meilleure compréhension pour I'utilisateur et donc une meilleure prise
d'évolution des données, la possibilité d'exprimer des contraintes de relativité(ou de comparaison).
Un autre aspect important est de disposer d'une méthode d'expression despriorités entre contraintes combinée à une technique de relâchement des
contraintes les moins essentielles. i.
3.2.3 Heuristiques-Critères-Stratégie
cette partie complète la précédente dans le sens où une bonne
manipulation des contraintes n'entraine pas forcément une élimination de
toutes les solutions incohérentes ; ainsi il faut procéder à une énumération
explicite pour visualiser les valeurs cohérentes. Il est alors utile, pour d.iminuer
le temps de résolution, d'appliquer des heuristiques ou mêm. à.r stratégies.
Celles-ci peuvent porter sur la manière de choisir des valeurc poui 1.,
variables, mais aussi définir un déclenchement intelligent des contraint., , p*
exemple, déclencher celles qui écartent le plus de valeurs impossible, uu piu,
tôt (les plus restrictives).
Le chapitre précédent présentait quelques heuristiques ; celles-ci jouent
un grand rôle dans la résolution, malheureusement, dans les problèmes
d'emploi du temps rencontrés elles sont souvent liées aux propriétés l,ocales des
établissements. Appliquées à d'autres cas, elles auronr pour ôonséquences soit
de manquer "la" solution (qui peut être unique) soit de fus.r à un.. complexité
exponentielle.
Exemple : Dans un logiciel du commerce, la résolution se base sur des
contraintes d'intégrité et a éré spécialisée pour les collèges. par exemple, les
attributions initiales de salles à des cours (le cours de Physique de 5ème doit
avoir lieu dans la salie de laboratoire de Physique-Chimie) doivent êrre le plus
possible évitées ; elles seront résolues manuellement sur la solution partiàUe.
Le logiciel a été étendu pour des lycées (rajout de contraintes de groupe), puis
testé sur des lycées techniques (aucune extension) ; dans ce derniei .uJ 1.,
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conraintes d'attribution de cours à des salles bien spécifiques entraîne un
temps de résolution qui rend ce logiciel inadéquat pour cet exemple.
Il apparaît donc utile d'avoir des systèmes intégrés permettant de définir
ses propres stratégies aisément et de pouvoir les modifier. Ce besoin devient
d'autant plus important que la (ou les) fonction (s) critère (s) est en général
assez floue et donc une tentative de définition universelle échoue pratiquement
d'avance.
Une approche d'ordonnancement qui pennet de prendre en compte
l'aspect dynamique des problèmes a été donnée par le laboratoire LAAS IPOR
881. Cetle-ci repose sur I'idée qu'il est vain d'optimiser au sens habituel du
terrne. Cette approche se base sur un modèle ne comprenant que des
contraintes et donc pas de critère explicite (la combinaison des contraintes
forme une fonction critère implicitement). Le problème est décomposé
hiérarchiquement et les contraintes pennettent de caractériser I'ensemble des
solutions potentielles. Ce procédé permet en fin de compte d'encadrer la
fonction objective dynamiquement (ou I'objectif de I'utilisateur) et ceci même
si des faits nouveaux interviennent à chaque instant.
3.2.4 Relaxation : retour-arrière
Dans la méthode décrite précédemment, quand I'espace des solutions
réalisables devient vide, les décisions prises aux niveaux supérieurs de la
décomposition sont remises en cause. Le mécanisme de retour arrière est
indispensable : c'est Ia conclusion de Rit, Desnos,... il est aussi utilisé dans
Alice [LAU 71]. I est important pour deux raisons au moins : I'une pour
l'énumération des divers choix de solutions, et I'autre pour la reiaxation de
certains paramètres.
Le premier intérêt correspond par exemple à la remise en cause des choix
d'énumération précédemment. En général, les différentes implantations
permettent de structurer les informations et de revenir en arrière sur Ie niveau
juste supérieur. D'autres tentatives essaient de remonter dans I'arbre de
décomposition des solutions au niveau adéquat. Ce sont les techniques de
backtrack intelligent ou encore les différentes méthodes de glissement ; on peut
souligner que celles-ci reviennent en arrière au niveau souhaité comme le
backtrack intelligent mais elles s'efforcent de ne défaire que le niveau remis en
cause.
Le deuxième intérêt provient de la possibilité de pouvoir remettre en
question des contraintes : il faut alors éliminé du contexte courant toutes les
conséquences de la contrainte relâchée. Savoir quelles sont ces dernières
devient assez complexe puisque le phénomène de propagation est purement
dynamique et conduit à des niveaux d'imbrication élevés.
La relaxation d'alternatives est aussi une possibilité intéressante. Des
voeux d'enseignants ou des possibilités d'ordonnancement à tester, peuvent
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s'exprimer comme des combinaisons de contraintes ; il faut pouvoir les
relâcher en bloc afin de revenir au contexte initial.
Un mécanisme pennettant de cerner avec précision les blocages est une
aide précieuse au relâchement de choix : suivant I'importance des contraintes, il
est plus utile d'enlever telle décision ou telle autre. Cette notion se Eouve assez
difficile à réaliser : elle s'apparente à celle du sacrifice dans le jeu d'échec. Il
est parfois plus opportun de soustraire une contrainte assez importante plutôt
qu'un ensemble de moindre priorité.
L'autre perspective est d'utiliser le relâchement pour assister ou simuler
différentes situations ou pour prendre en compte les diverses modihcations à
effectuer lors de changements intempestifs dans I'emploi du temps (dû à un
professeur qui tombe malade, ...). Dans ce cadre, les choix finaux ne sontjamais déhnitifs ; il est possible de repartir sur le dernier contexte sauvegardé
qui comprend toutes les alternatives de chaque niveau de la résolution. Ce
mécanisme de retour-arrière manque beaucoup dans les logiciels actuels
(Scharbarg).
En conclusion, cette technique est importante. Bien er. rdu elle est
indispensable pour l'énumération, et doit intégrer des mécanismes <ie contrôle
efficaces pour faire face à I'aspect combinatoire.
3.2.5 Conclusion : I'intégration
En résumé, I'outil idéal dewa posséder une interactivité intelligente (aide
à la décision, saisie, ...), permettre la conception en un temps assez court(surtout pour les reprises consécutives à des changements), permettre une
définition aisée de la fonction (multi-) critère, autoriser la manipularion d'un
gros volume de données, savoir trouver une solution acceptable (quitte à
relacher des contraintes), et donner la possibilité à I'expert (ou aux experts) de
faire évoluer ies informations.
En bref,les "points noirs" du problème d'emploi du temps sont :
O Les données trop diversifiées (en particulier les contraintes),
@ La narure combinatoire du problème,
O L'aspect grande dimension et fortement contraint du problème,
() L'utilisation de critères flous, mal définis,
6 Les changements intempestifs.
Or tous ces sous-problèmes ont des solutions même si elles ne sont que
partielles ; en fait, il faut intégrer toutes ces idées dans un seul système ou
langage évolué. Le prochain paragraphe propose et présente diverses études
dans ce sens.
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3.3 f.es Systèm.r 3 ntégrés
De plus en plus de systèmes actuels essaient d'intégrer plus ou moins
complétement les fonctionnalités décrites dans le paragraphe précédent. Dans
ce but se sont développés soit des langages évolués soit des systèmes experts.
3.3.L Techniques de résolutions de problèmes
Molgen ISTE 811 est un système qui se base sur la planification à I'aide
de contraintes. Il met en évidence I'atout de posséder un système hiérarchique :
la résolution finale concerne des sous-problèmes pouvant avoir entre eux des
interactions : les contraintes ; plusieurs mécanismes sont en jeu, tel celui de
créer des contraintes redondantes pour éliminer au plus tôt les mauvais choix.
Ce planificateur possède en outre des méta-niveaux (séparant les décisions des
connaissances), permettant d'exprimer des suatégies de déclenchement de
contraintes. L'idée principale est de penser avant de commencer à planifier, au
but final désiré (prévoir) ; i'approche mixe la sratégie du moindre engagement
et celle utilisant les hc 'istiques. Cette étude concerne une application de
génétique moléculaire.
Rit IRIT 88] a développé un modèle orienté vers la manipulation de
contraintes, plus particulièrement vers la propagation de contraintes
temporelles. Il utilise un étiquetage caractérisant les valeurs possibles d'une
variable (domaine de la variable exprimé en intervalle réé1) et introduit un
algorithme de propagation de contraintes pour éliminer les valeurs
incohérentes. Il tente de réunir les représentations symboliques (relatives) et
numériques (absolues). Malheureusement aucun processus ne peut en un temps
polynomial détecter I'incohérence globale du problème posé. Ainsi la
propagation sert de dégrossissage des inconsistences ou de frltrage lors de
l'énumération des valeurs candidates. Plusieurs problèmes restent tels ceux liés
aux contraintes de capacité sur plus de deux valeurs, aux disjonctions fortes, ou
encore au relâchement de contraintes. Une application d'affectation de
systèmes d'armes nommé PASAN valide le système ainsi décrit.
MEDIA ou Multi-Expertise Distribuée pour I'Intelligence Artificielle
tente d'unifier les aspects de conrôle pour les choix afin de posséder des
résolutions efficaces. Ce système est basé sur des transformations d'objets ; on
veut alors maîtriser leurs enchainements. Ce contrôle doit êrre accessible à
I'utilisateur afin d'avoir un moteur d'inférence plus souple. L'idée intéressante
concerne l'expression déclarative de régles au système afin de lui permettre de
choisir dynamiquement la stratégie adéquate ou de sous-traiter des problèmes à
d'autres systèmes (coopération). Actuellement le contrôle de cohérence n'est
pas réalisé [VAI 86].
Une tentative d'application de ce moteur au problème de I'emploi du
temps a été effectué dans le cadre d'un stage de DESS par Schabbarg ISCH
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871. Une remarque principale s'en dégagent : la nécessité de détenir un
mécanisme complet de retour arrière. Si celui-ci existe sur les motifs et les
conditions d'un problème (ceux-ci permettent de décrire I'environnement dans
lequel s'éxécuteront les actions du problème), sur I'environnement d'une règle
ainsi que sur I'interaction problèmes - règles, il n'existe pas de processus
semblable pour Ie retour-arrière inter-problème.
Laurière a travaillé sur le problème des emplois du temps dans sa thèse
de troisième cycle ILAU 71] (p. 128 à p. 130). Pour Laurière les erreurs de
saisie, les oublis et le manque de vue globale et commode des données
imposent une construction pas à pas de I'emploi du temps. Les avantages de
son programme proviennent de sa souplesse d'utilisation et de sa rapidité
d'éxécution. Laurière conclut qu'un langage de référence qui résoudra les
problèmes exprimés en mots de ce langage est nécessaire. Ce dernier possédera
des heuristiques simples et globales (métaheuristiques) dans I'idée de retarder
le plus longtemps possible les choix précis (surveiller les choix et les
remontées).
Laurière a développé un langage nommé Alice ("A Language for
Intelligent Corr,,inatorial Exploration") IGON 85] [LAU 78] possédanr ! s
caractéristiques suivantes : représentation des problèmes d'une manièic
graphique et algébrique, détention d'une vingtaine d'heuristiques dont deux
métaheuristiques (faire Ie choix le plus informant et celui le moins coûteux) et
utilisation d'une énumération locale et globale, les variables étant déclarées
appartenir à des ensembles finis.
3.3.2 La Programmation en Logique avec Contraintes
Vue pénérale
Prolog (Programmation en Logique) est un langage de haut niveau
travaillant sur la logique du premier ordre. Ses caractéristiques facilitent une
description hiérarchique des problèmes et une programmation déclarative
(lisibilité, simplicité d'écriture, programme relativement cours). Ce langage
posséde de plus la notion d'indéterminisme : il gére d'une manière invisible au
programmeur les environnements et dispose d'un système de résolution intégré.
Ainsi le retour-arrière est inclus dans le langage.
Prolog fait panie du monde de l'Intelligence Artificielle dans le sens où
l'évolutivité (ou la dynamique d'un expert) est possible.
Cet outil de programmation manipule des symboles et par conséquent des
contraintes symboliques (relations logiques de compréhension aisée pour
I'utilisateur). La manipulation du monde symbolique repose sur un mécanisme
fort puissant : I'unification. C'est grâce aux mécanismes d'unification et de
résolution que le langage détient la déclarativité ainsi que la faculté de
manipuler le non-résolu, I'indéterminé et le pouvoir de lier des structures
quelconques entre elles.
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Plusieurs problèmes se posent cependant :
o la négation Frolog est une image déformée de la négation logique,
o la manipulation purement symbolique pose des problèmes d'efficacité,
o la stratégie de résolution est trop figée.
Plusieurs améliorations sont proposées : la notion de geler permet de
dynamiser la stratégie de résolution et celle de diff @ifférent) bonifie la
négation. Enfin pour tenter de résoudre plus efficacement des problèmes
combinatoires,des objets numériques ont été introduites (conraintes) et par
conséquent des mécanismes de résolution d'équations (simplification,
simplex,...). Ce sont les langages de Programmation en Logique avec
Contraintes. Le mixage symbolique, numérique, booléen résoud effictivement
et plus efficacement des problèmes NP-complets.
Dans ces langages, le déclenchement des contraintes peut être retardé
jusqu'au moment propice ; les contraintes sont ainsi utilisées au mieux. Par
ailleurs la puissance de déclaration de Prolog perrnet de poser, de modifier les
contraintes Eès aisément ei dynamiÇl:,rneût (rajout d'ensembles de contraintes
dans I'existant). I-e "système" resre un langage, permettant de définir
dynamiquement n'importe quelles stratégies ou heuristiques à I'opposé d'Alice
oir tout est prédéfini, ce qui est un inconvénient dans certains problèmes. Ce
type d'outii intègre des stratégies de propagation Ce contraintes, des
heuristiques comme celle du moindre engagement, des test de consistence
[vAN 86].
Aoolication
Ce style de langage est adapté pour la résoiution du problème d'emploi
du temps. Plusieurs points tendent à le prouver :
O Un emploi du temps est très contraint impliquant souvent peu de
solution. Si I'effort se concentre non pas uniquement sur l'énumération mais
aussi sur une manipulation intelligente des conraintes (avec des contraintes
participant activement à la construction de la solution), les solutions
apparaitront plus aisément et la combinatoire sera très faible.
@ Pour gérer la combinaison des choix ou même de plusieurs
alternatives (ce qui se produit couramment), la possession du mécanisme de
retour-arrière ost un atout.
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O Le contrôle de ce dernier mécanisme à I'aide des stratégies et
heuristiques, est un avantage certain ; le caractère combinatoire en est
fortement diminué et il sera possible d'aider I'utilisateur dans sa construction
car le contrôle peut pernettre aussi de trouver les placements à hauts risques de
backtrack.
@ L'aide à la décision, I'interactivité, la prise en compte de la dynamique
de I'expert sont facilitées grâce à l'écriture déclarative induite.
@ Plusieurs solutions au couplage entre base de données et prolog
existent [COR 89], IHAN 88].
@ Les critères flous, imprécis se définissent facilement car le système de
contraintes les forment d'une façon impiicite.
ExistanLs
Divers langages existants intégrenr les notions vues précédemment dans
certains domaines tels que les ensembles finis, les termes numériques et
symboliques, les terrnes booléens :
o Frolog III ICOL 86] possède la résolution d'équation (de type simplex),
des contraintes actives, .... Ce langage malheureusement n'est pas encore
commercialisé donc disposnible,
o CHIP IDIN 88d] possède tous les mécanismes IDIN 87a] et en outre a
prouvé i'efficacité IDIN 88b], [PAR 88] de ce type de langage [DIN 87b] sur
des exemples industriels IDIN 88a] donc concrets [DIN 88c] ; mais il n'est pas
encore disposnible,
. CLP (& est plus un outil théorique [JAF 86], UAF 871, IJAF 88]
travaillant sur les rééls,
o Lislog-c IBOU 84], [BOU 86] est un prolog implémenté en lisp IBOU
82], commercialisé et peut travailler sur des micro-ordinateurs (tous ceux Llui
supportent un iisp). Il posséde la notion de contraintes dites passives iBOU
831.
o CLEF en cours de développement au sein de l'équipe PLA du CNET
Lannion, intégre toutes les fonctionnalités nécessaires.
3.3.3 Conclusion
Je pense que la Programmation en Lngique avec C*ntraintes est bien
adaptée pour la résolution du problème d'emploi du temps. Aussi j'utiliserai,
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pour mon expérimentation à venir, un des langages énoncées précédemment :
Lislog-c étendu ou plutôt une version préliminaire de CLEF. Car actuellement,
il manque à Lislog-c, tous les algorithmes de résolutions d'équaüons, la notion
de contraintes actives et les techniques de propagation de contraintes. Mais
surtout un point qui semble particulièrement important et peu étudié est le
problème de la relaxation (ou relâchement) de contraintes ; pourtant il semble
qu'un mécanisme de retour-arrière intégrant la gestion de contraintes puisse
apporter de bons résultats dans cette direction.
i
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Conclusion
Tout cette étude montre que divers points noirs concernant les problèmes
d'emploi du temps peuvent être abordés favorablement en utilisant un langage
de type Programmation en Logique avec Contraintes (diversités des données,
aspect combinatoire, aspect fortement contraint, imprécision des critères,
imprévisibilité des changements). Bien sûr, le travail entrepris ne prétend pas
résoudre le problème de I'emploi du temps dans son ensemble : celui-ci reste
un problème NP-complet (temps d'éxécution exponentiel).
L'apport (backtrack, possibilité de défînir des heuristiques ou des
stratégies, critère implicite, contraintes actives,...) de I'utilisation de la
Programmation en Logique avec Contraintes permet d'ailéger la résolution et
surtout de donner une solution aux "points noirs" du problème d'emploi du
temps.
Pour résorber ces problèmes, il faudrait apporter une réponse au cas à
trois composants car i'emploi du temps peut toujours Se ramener à ce cas
particulier (par exemple, des ensembles de professeurs, d'élèves et de classes)
uuN 721.
Le but de mon travail est de développer un exemple d'emploi du temps et
d'enrichir le langage en particulier dans la direction relaxation de contraintes
(savoir quelles sont les contraintes les moins prioritaires qui provoquent les
blocages). On pourra alors qualifier ce type de langage d'incrémental dans le
sens où la résolution se fera pas à pas ; elle sera ainsi modifiable (ajout ou
retrait de contraintes) et permettra la simulation.
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