A method for decomposing nominal value added growth is presented, which identifies the contributions from efficiency change, growth of primary inputs, changes in output and input prices, technical progress and returns to scale. In order to implement the decomposition, an estimate of the relevant cost constrained value added function for the two periods under consideration is required. This is taken to be the free disposal hull of past observations. Aggregation over sectors is also considered. The methodology is illustrated using U.S. data for two sectors over the years 1960-2014.
1

Introduction
Understanding sources of economic growth has long been of interest to academics and policy makers. A better understanding of the determinants of value added growth can provide insights into the potential for policies to address inefficiencies and a deeper understanding of the drivers of productivity, a topic of heightened recent interest given the slowdown in productivity growth across many developed countries; see e.g. Gordon (2016) , Mokyr, Vickers and Ziebarth (2015) , Byrne, Fernald and Reinsdorf (2016) , and Syverson (2016) .
While there has been much attention to growth at the aggregate economy level, there has less at the sectoral level. To address this, we derive exact decompositions of nominal value added growth for sectors of an economy into explanatory factors, and illustrate these using data for the US Corporate Nonfinancial and the Noncorporate Nonfinancial sectors, 1960 to 2014.
We take the explanatory factors of value added growth in a sector to be as follows:
• efficiency changes, • changes in output prices, • changes in primary inputs, • changes in input prices, • technical progress, and • returns to scale.
We start by decomposing value added growth in a single production sector into these components, before considering the relationship with aggregate (across sector) value added growth. In order to implement our decomposition, an estimate of the sector's best practice technology for the two periods under consideration is required. This could be obtained using econometric techniques or nonparametric frontier modelling, such as Data Envelopment Analysis (DEA) type techniques; see e.g. Charnes and Cooper (1985) and Färe, Grosskopf and Lovell (1985) . We do not make any of the convexity assumptions that are typical in this literature, and instead use the Free Disposal Hull (FDH) approach of Tulkens (1986) (1993) and his co-authors; see also Fox (2014)(2016a) .
During recessions, it seems unlikely that production units are operating on their production frontiers (fixed capital stock components cannot be readily reduced in the light of reduced output demands) and thus it is important for a growth accounting methodology to allow for technical and allocative inefficiency. Our methodological approach does this. It has the advantages that it does not involve any econometric estimation, and involves only observable data on input and output prices and quantities for the sector. Thus it is simple enough to be implemented by statistical agencies.
Another positive feature of our approach is that it rules out technical regress, which is a problematic concept for a broad range of economic models; see e.g. Aiyar, Dalgaard and Moav (2008) and Diewert and Fox (2016b) . A consequence of ruling out technical regress is that when there is a recession, for example, the loss of efficiency is gross loss of efficiency less any technical progress that occurs during recession years. Hence, in this case estimates of efficiency losses may be offset by technical progress, and what is measured as efficiency change is the net effect.
The rest of the chapter is organized as follows. The core methodology is explained in the following section, where we introduce the cost constrained value added function which is used throughout. In section 3, the method for decomposing value added growth into our six components for each sector is derived. Section 4 describes our nonparametric approach to obtaining empirical estimates for the best practice cost constrained value added functions, which allows us to decompose TFP growth for a sector into explanatory components. Using our data on two major sectors of the U.S. economy, sections 5 and 6 provide empirical applications of the approach, with the results shedding light on sources of value added and productivity growth for the U.S. over a 55 year period. Section 7 presents results from one solution to the problem of aggregating over sectors, drawing on the results of Diewert and Fox (2016c) , and section 8 concludes.
The Cost Constrained Value Added Function for a Sector
Suppose that a sector produces M net outputs, 1 , then y ≤ b(x) where the upper bounding vector b can depend on x (bounded primary inputs implies bounded from above net outputs). When applying our methodology, we will need somewhat stronger conditions that will imply that that the cost constrained value added function is positive when evaluated at observed data points. 3 Note that R t (p,w,x) is well defined even if there are increasing returns to scale in production; i.e., the constraint w⋅z ≤ w⋅x leads to a finite value for R t (p,w,x). The cost constrained value added function is analogous to Diewert's (1983; 1086) balance of trade restricted value added function and Diewert and Morrison's (1986; 669) domestic sales function. However, the basic idea can be traced back to Shephard's (1974) maximal return function, Fisher and Shell's (1998; 48) cost restricted sales function and Balk's (2003; 34) indirect revenue function. See also Färe, Grosskopf and Lovell (1992; 286) and Färe and Primont (1994; 203 ) on Shephard's formulation. Shephard, Fisher and Shell and Balk defined their functions as IR t (p,w,c) ≡ max y,z {p⋅y : w⋅z ≤ c ; (y,z)∈S t } where c > 0 is a scalar cost constraint. It can be seen that our cost constrained value added function replaces c in the above definition by w⋅x, a difference which will be important in forming our input indexes and hence our value added decompositions. Another difference is that our y vector is a net output vector; i.e., some components of y can be negative. Excluding Diewert and Morrison (1986) and Diewert (1983) , the other authors required that y be nonnegative. This makes a difference to our analysis. Also, our regularity conditions are weaker than the ones that are usually used.
(1) R t (p,w,x) ≡ max y,z {p⋅y : (y,z)∈S t ; w⋅z ≤ w⋅x}.
If (y * ,z * ) solves the constrained maximization problem defined by (1) , then sectoral value added p⋅y is maximized subject to the constraints that (y,z) is a feasible production vector and primary input expenditure w⋅z is equal to or less than "observed" primary input expenditure w⋅x. Thus if the sector faces the prices p t >> 0 M and w t >> 0 N during period t and (y t , x t ) is the sector's observed production vector, then production will be value added efficient if the observed value added, pt = 1, then production is allocatively efficient in period t and if e t < 1, then production for the sector during period t is allocatively inefficient. Note that the above definition of value added efficiency is a net revenue counterpart to Farrell's (1957; 255) cost based measure of overall efficiency in the DEA context, which combined his measures of technical and (cost) allocative efficiency. DEA or Data Envelopment Analysis is the term used by Charnes and Cooper (1985) and their co-workers to denote an area of analysis which is called the nonparametric approach to production theory 4 or the measurement of the efficiency of production 5 by economists.
The cost constrained value added function has some interesting mathematical properties. For fixed w and x, R t (p,w,x) is a convex and linearly homogeneous function of p. 6 For fixed p and w, R t (p,w,x) is nondecreasing in x. If S t is a convex set, then R t (p,w,x) is also concave in x. For fixed p and x, R t (p,w,x) is homogeneous of degree 0 in w.
It is possible to get more insight into the properties of R t if we introduce the sector's period t value added function Π t (p,x). Thus for p >> 0 M and x ≥ 0 N , define Π t (p,x) as follows: 7 4 See Hanoch and Rothschild (1972) , Diewert and Parkan (1983) , Varian (1984) and Diewert and Mendoza (2007) . 5 See Farrell (1957) , Afriat (1972) , Färe and Lovell (1978) , Färe, Grosskopf and Lovell (1985) , Coelli, Rao and Battese (1997) and Balk (1998 Balk ( ) (2003 Diewert and Morrison (1986; 670) for the analogous properties for their sales function. 7 This function is known as the GDP function or the national product function in the international trade literature; see Kohli (1978 Kohli ( ) (1990 , Woodland (1982) and Feenstra (2004; 76) . It is known as the gross, restricted or variable profit function in the duality literature; see Gorman (1968) , McFadden (1978) and Diewert (1973 Diewert ( ) (1974 . Sato (1976) called it a value added function. It was introduced into the economics (4) Π t (p,x) ≡ max y {p⋅y: (y,x)∈S t }.
Using definitions (1) and (4), it can be seen that the cost constrained value added function R t (p,w,x) has the following representation:
(5) R t (p,w,x) ≡ max y,z {p⋅y : (y,z)∈S t ; w⋅z ≤ w⋅x;} = max z {Π t (p,z) : w⋅z ≤ w⋅x; z ≥ 0 N }.
Holding p constant, we can define the period t "utility" function f t (z) ≡ Π t (p,z) and the second maximization problem in (5) becomes the following "utility" maximization problem:
(6) max z {f t (z) : w⋅z ≤ w⋅x; z ≥ 0 N } where w⋅x is the consumer's "income". For u in the range of Π t (p,z) over the set of nonnegative z vectors and for w >> 0 N , we can define the cost function C t (u,w) that corresponds to f t (z) as follows:
If Π t (p,z) increases as all components of z increase, then C t (u,w) will be increasing in u and we can solve the following maximization problem for a unique u * : (8) max u {u: C t (u,w) ≤ w⋅x}.
Using the solution to (8), we will have the following solution for the maximization problem that defines R t (p,w,x):
The above formulae simplify considerably if S t is a cone, so that production is subject to constant returns to scale. If SThe total cost function, C t (u,w) = C t (u,w,p) is now equal to uc t (w,p) and the solution to (8) is the following u * : (11) u * = R t (p,w,x) ≡ w⋅x/c t (w,p).
Decomposing Value Added Growth for a Sector into Explanatory Factors
We assume that we can observe the net outputs and inputs used by the sector or production unit for two consecutive periods, say period t−1 and t. Thus if ε t > 1, then value added efficiency has improved going from period t−1 to t whereas it has fallen if ε t < 1.
Notice that the cost constrained value added function for the production unit in period t, R t (p,w,x), depends on four sets of variables:
• The time period t and this index t serves to indicate that the period t technology set S t is used to define the period t value added function; • The vector of net output prices p that the production unit faces;
• The vector of primary input prices w that the production unit faces and • The vector of primary inputs x which is available for use by the production unit during period t.
At this point, we will follow the methodology that is used in the economic approach to index number theory that originated with Konüs (1939) and Allen (1949) and we will use the value added function to define various families of indexes that vary only one of the four sets of variables, t, p, w and x, between the two periods under consideration and hold constant the other sets of variables.
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Our first family of factors that explain sectoral value added growth is a family of net output price indexes, α(p t−1 ,p t ,x,t):
Thus the net output price index α(p t−1 ,p t ,w,x,s) defined by (13) is equal to the (hypothetical) cost constrained value added R s (p t ,w,x) generated by the best practice technology of period s while facing the period t net output prices p t and the reference primary input prices w and using the reference primary input vector x, divided by the cost constrained value added R s (p t−1 ,w,x) generated by the best practice technology of period s while facing the period t−1 net output prices p t−1 and the reference primary input prices w and using the same reference primary input vector x. Thus for each choice of technology (i.e., s could equal t−1 or t) and for each choice of reference vectors of input prices w and quantities x, we obtain a possibly different net output price index.
Following the example of Konüs (1939) in his analysis of the true cost of living index, it is natural to single out two special cases of the family of net output price indexes defined by (13): one choice where we use the period t−1 technology and set the reference input prices and quantities equal to the period t−1 input prices and quantities w t−1 and x t−1 (which gives rise to a Laspeyres type net output price index) and another choice where we use the period t technology and set the reference input prices and quantities equal to the period t prices and quantities w t and x t (which gives rise to a Paasche type net output price index). We define these special cases α L t and α P t as follows:
The input quantity index β(x t−1 ,x t ,w) defined by (17) is equal to a ratio of simple linear aggregates of the observed input vectors for periods t−1 and t, x t−1 and x t , where we use the vector of strictly positive input prices w >> 0 N as weights. We note that this family of input quantity index does not use the cost constrained value added function. An alternative definition for a family of input quantity indexes that uses the cost restricted value added function for period s and reference vectors p and w is β
12 If the period s technology set is a cone, then using (11), it can be seen that β * (x t−1 ,x t ,p,w,s) = w⋅x t /w⋅x t−1 = β(x t−1 ,x t ,w). In the general case where the period s technology is not a cone, the input growth measure β * (x t−1 ,x t ,p,w,s) will also incorporate the effects of nonconstant returns to scale. In this general case, it seems preferable to isolate the effects of nonconstant returns to scale and the use of the simple input quantity indexes defined by (17) will allow us to do this as will be seen below.
It is natural to single out two special cases of the family of input quantity indexes defined by (17): one choice where we use the period t−1 input prices w t which gives rise to the Laspeyres input quantity index β L t and another choice where we set the reference input prices equal to wthe mix of inputs used in production that is induced by a change in relative input prices when there is more than one primary input. Thus define the family of input mix indexes γ(w t−1 ,w t ,p,x,s) as follows:
As usual, we will consider two special cases of the above family of input mix indexes, a Laspeyres case and a Paasche case. However, the Laspeyres case γ LPP t will use the period t cost constrained value added function and the period t−1 reference vectors p t−1 and x t−1 while the Paasche case γ PLL t will use the use the period t−1 cost constrained value added function and the period t reference vectors p t and x t :
The reason for these rather odd looking choices for reference vectors will be justified below in more detail but, basically, we make these choices in order to have value added growth decompositions into explanatory factors that are exact without making restrictive assumptions on the technology sets.
As usual, the above two indexes are equally representative and so it is natural to take an average of these two measures. We choose the geometric mean as our preferred symmetric average and thus our preferred overall measure of input mix change is the following overall input mix index, γ t :
We turn now to the effects on cost constrained value added due to the effects of technical progress; i.e., as time marches on, new techniques are developed that allow increased net outputs using the same inputs or that allow the same net outputs to be produced by fewer inputs. Thus we use the cost constrained value added function in order to define a family of technical progress indexes going from period t−1 to t, τ(p,w,x), for reference vectors of output and input prices, p and w, and a reference vector of input quantities x as follows:
Technical progress measures are usually defined in terms of upward shifts in production functions or outward shifts of production possibilities sets due to the discovery of new techniques or managerial innovations over time. If there is positive technical progress going from period t−1 to t, then R t (p,w,x) will be greater than R t−1 (p,w,x) and hence τ(p,w,x) will be greater than one and this measure of technical progress is equal to the proportional increase in value added that results from the expansion of the underlying best practice technology sets due to the passage of time. For each choice of reference vectors of output and input prices, p and w, and reference vector of input quantities x, we obtain a possibly different measure of technical progress.
Again, we will consider two special cases of the above family of technical progress indexes, a Laspeyres case and a Paasche case. However, the Laspeyres case τ L t will use the period t input vector x t as the reference input vector and the period t−1 reference output and input price vectors p t−1 and w t−1 while the Paasche case τ P t will use the use the period t−1 input vector x t−1 as the reference input and the period t reference output and input price vectors p t and w t :
We define the Laspeyres and Paasche special cases of (28):
].
In the case where the period t−1 reference production possibilities set S t−1 is a cone so that production is subject to constant returns to scale, then using (11), it can be seen that δ L t is equal to 1 and if S t is a cone, then δ P t defined by (30) is also equal to 1.
Our preferred measure of returns to scale to be used in empirical applications is the geometric mean of the above special cases:
We are now in a position to decompose (one plus) the growth in value added for the production unit going from period t−1 to t as the product of six explanatory growth factors:
• The change in cost constrained value added efficiency over the two periods; i.e., ε t ≡ e t /e t−1 defined by (12) above; • Growth (or changes) in net output prices; i.e., a factor of the form α(p t−1 ,p t ,w,x,s) defined above by (13);
• Growth (or changes) in input quantities; i.e., a factor of the form β(x t−1 ,x t ,w) defined by (17);
• Growth (or changes) in input prices; i.e., an input mix index of the form γ(w t−1 ,w t ,p,x,s) defined by (21); • Changes due to technical progress; i.e., a factor of the form τ(t−1,t,p,w,x) defined by (25) and • A returns to scale measure δ(x t−1 ,x t ,p,w,s) of the type defined by (28).
Straightforward algebra using the above definitions shows that we have the following exact decompositions of the observed value added ratio going from period t−1 to t into explanatory factors of the above type:
the following exact decomposition of value added growth into the product of six explanatory growth factors:
If the reference technology exhibits constant returns to scale in periods t−1 and t, then δ L t = δ P t = δ t = 1 and the returns to scale factors drop out of the decompositions on the right hand sides of (32)-(34).
Total Factor Productivity growth for the production unit under consideration going from period t−1 to t can be defined (following Jorgenson and Griliches (1967) ) as an index of output growth divided by an index of input growth. An appropriate index of output growth is the value added ratio divided by the value added price index α
t . An appropriate index of input growth is β t . Thus define the period t TFP growth rate, TFPG t , for the production unit as follows:
For t = 2,3,...,T, define the above variables recursively as follows: We assume that the production unit's period t production possibilities set S t is the conical free disposal hull of the period t actual production vector and past production vectors that are in our sample of time series observations for the unit.
20 Using this assumption, for strictly positive price vectors p and w and nonnegative input quantity vector x, we define the period t cost constrained value added function R t (p,w,x) for the production unit as follows: 19 We also assume that p s ⋅y t > 0 for s = 1,...,T and t = 1,...,T. This will ensure that all of our explanatory factors are strictly positive. 20 Diewert (1980b; 264) suggested that the convex, conical, free disposal hull of past and current production vectors be used as an approximation to the period t technology set S t when measuring TFP growth. Tulkens (1993; 201-206) , Tulkens and Vanden Eeckaut (1995a) (1995b) and Fox (2014)(2017) dropped the convexity and constant returns to scale assumptions and used free disposal hulls of past and current production vectors to represent the period t technology sets. In this chapter, we also drop the convexity assumption but maintain the free disposal and constant returns to scale assumptions. We also follow Diewert and Parkan (1983; 153-157) and Balk (2003; 37) where the last line in (43) follows from the fact that the solution to the linear programming problem is an extreme point and thus its solution is equal to the second line in (43). Thus all three equalities in (43) can serve to define R t (p,w,x). Our assumption that all inner products of the form p⋅y s and w⋅x s are positive rules out the possibility of a λ s = 0 solution to the third line in (43). The last expression in (43) can be use to show that when we assume constant returns to scale for our nonparametric representation for S t , the resulting R t (p,w,x) is linear and nondecreasing in x, is convex and linearly homogeneous in p and is homogeneous of degree 0 in w.
If t numbers, µ 1 ,...,µ t are all positive, then it can be seen that max s {µ s : s = 1,...,t} = 1/min s {1/µ s : s = 1,...,t}. Using this equality and (43), it can be seen that we can rewrite R t (p,w,x) as follows: Thus we have an explicit functional form for the unit cost function c t (w,p) that was defined earlier by (10) above. It can be seen that c t (w,p) defined by (45) is a linear nondecreasing function of w (and hence is linearly homogeneous and concave in w which is a necessary property for unit cost functions) and is convex and homogeneous of degree minus one in p.
From (43) we can see that our cost constrained value added function defined by (41) (which did not involve the unit cost function) does in fact conform to equation (11), which we used to simplify our explanatory factors when we had technology sets which were cones. Now we are in a position to apply the decompositions of value added growth (34), of TFP growth (35) and for the level of TFP (40), using the specific functional form for a sector's cost constrained value added function defined by (43). However, with the assumption of constant returns to scale in production, the returns to scale growth factor δ t is identically equal to one and so this factor vanishes from the decompositions of value added and TFP growth defined by (34) and (35) above. The levels return to scale growth factor D t in (40) is also identically equal to one and hence vanishes from the decomposition (40).
In the following two sections, we apply our decomposition to two major sectors of the U.S. economy, the Corporate Nonfinancial Sector and the Noncorporate Nonfinancial Sector, respectively.
The U.S. Corporate Nonfinancial Sector, 1960-2014
The US Bureau of Economic Analysis (BEA), in conjunction with the Bureau of Labor Statistics (BLS) and the Board of Governors of the Federal Reserve, have developed a new set of production accounts (the Integrated Macroeconomic Accounts or IMA) for two major private sectors of the US economy: the Corporate Nonfinancial Sector and the Noncorporate Nonfinancial Sector. The Balance Sheet Accounts in the IMA cover the years 1960-2014 but do not provide a decomposition of output, input and asset values into price and quantity components. Diewert and Fox (2016a) provided such a decomposition and we will use their data in this study.
In this section, we will use their output and input data for the U.S. Corporate Nonfinancial Sector (which we denote as Sector 1) for the 55 years 1960-2014. The year t output y 1t is real value added 21 and the corresponding year t value added deflator is denoted as p 1t . The ten inputs used by this sector are labour and the services of nine types of asset. 22 The output and input data are listed in Appendix A of Diewert and Fox (2016b 21 There is only a single value added output for this sector. The published data for this sector did not allow Diewert and Fox (2016a) to decompose real value added into gross output and intermediate input components. 22 The nine types of asset used in this sector and the corresponding input numbers are as follows: 2 = Equipment; 3 = Intellectual property products; 4 = Nonresidential structures; 5 = Residential structures; 6 = Residential land; 7 = Farm land; 8 = Commercial land; 9 = Beginning of year inventory stocks and 10 = Beginning of the year real holdings of currency and deposits. The prices are user costs that use predicted asset inflation rates rather than ex post inflation rates but balancing rates of return were used that make the value of input in each year equal to the corresponding value of output.
Our year t technology set for Sector 1, S 1t , is defined as the free disposal cone spanned by the observed output and input vectors for the sector up to and including the year t observation. However, as was shown in the previous section, the free disposal cone can be replaced by the convex free disposal cone spanned by previous observations. For convenience, we label the years 1960-2014 as years 1-55 in definitions (46)- (50) 
As in section 3, we define year t Total Factor Productivity Growth for Sector 1 as value added growth divided by output price growth α 1t times input quantity growth β 1t : 
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The (one plus) growth factors for our Sector 1 that appear in the decomposition given by (51) are listed in Table 1 . In addition, we list the cost constrained value added efficiency levels e 1t that are the Sector 1 counterparts to the e t defined by (3).
It can be verified that the TFP growth decomposition defined by (51) holds; i.e., for each year t, nonparametric TFP growth TFPG t equals the product of value added efficiency growth ε 1t times the year t input mix growth factor γ 1t times the year t technical progress measure τ 1t . It can be seen that the input mix factors are all very close to one. It can also be seen when value added efficiency in year t, e 1t , is less than one, then the year t technical progress measure τ 1t always equals one so that there is no technical progress in years where the value added efficiency is less than one. Our nonparametric measure of technical progress τ 1t is always equal to or greater than one; i.e., our measure never indicates technological regress. Another important empirical regularity emerges from Table 1 : since the input mix growth factors γ 1t are always very close to one, then when the year t value added efficiency growth factor ε t is equal to one, our nonparametric measure of TFP growth, TFPG t , is virtually equal to our year t measure of technical progress τ 1t . Finally, the last row of Table 1 lists the arithmetic averages of the various growth factors. It can be seen that the arithmetic average rate of TFP growth (and of technical progress) for Sector 1 is 1.70% per year which is a very high average rate of TFP growth over 55 years.
To conclude this section, apply the definitions (37)- (40) to Sector 1 in order to obtain the following levels decomposition for Total Factor Productivity in year t relative to the year 1960, TFP 1t : Table 2 lists the various levels that appear in (52). We note that the returns to scale level for Sector 1 in year t relative to 1960, D 1t , is identically equal to one and so it does not appear in the decomposition defined by (52). Figure 1 .
It can be seen that there was a substantial decline in value added efficiency over the years 2006-2009 and in fact, TFP has grown at a slower than average rate since 2006. The level of TFP also fell in the 1974, 1979, 1982, 1989 and 2001 recessions when efficiency growth dipped below one. However, on the whole, TFP growth in the U.S. Corporate Nonfinancial Sector has been satisfactory.
We turn now to an analysis of the performance of the U.S. Noncorporate Nonfinancial Sector.
The U.S. Noncorporate Nonfinancial Sector, 1960-2014
In this section, we use the Diewert and Fox (2016b) output and input data for the U.S. Noncorporate Nonfinancial Sector (which we denote as Sector 2) for the 55 years 1960-2014. The year t output y 2t is real value added for this sector and the corresponding year t value added deflator is denoted as p 2t . The 15 inputs used by this sector are labour and the services of 14 types of asset. 24 The output and input data are listed in Appendix A of 24 The 14 types of asset used in this sector and the corresponding input numbers are as follows: 2 = Equipment held by sole proprietors; 3 = Equipment held by partners; 4 = Equipment held by cooperatives; 5 = Intellectual property products held by sole proprietors; 6 = Intellectual property products held by partners; 7 = Nonresidential structures held by sole proprietors; 8 = Nonresidential structures held by partners; 9 = Nonresidential structures held by cooperatives; ; 10 = Residential structures held by the noncorporate nonfinancial sector; 11 = Residential land held by the noncorporate nonfinancial sector; 12 = Diewert and Fox (2016b Using the cost constrained value added functions defined by (53), we can readily calculate the Sector 2 counterparts to the year t generic value added growth decompositions (32)- (33) that we derived in section 3. Using our present notation for the Sector 2 prices and quantities, these decompositions can be written in the same manner as (48)- (50) The growth factors for our Sector 2 that appear in the decomposition given by (54) are listed in Table 3 . In addition, we list the cost constrained value added efficiency levels e 2t that are the Sector 2 counterparts to the e t defined by (3).
Farm land held by the noncorporate nonfinancial sector; 13 = Commercial land held by noncorporate nonfinancial sector; 14 = Beginning of the year inventories held by the noncorporate nonfinancial sector and 15 = Beginning of the year real holdings of currency and deposits by noncorporate nonfinancial sector.. 25 The returns to scale measures δ 2t for Sector 2 are all equal to one and thus these growth factors do not appear in (53). It can be verified that the TFP growth decomposition defined by (54) holds; i.e., for each year t, nonparametric TFP growth in Sector 2, TFPG 2t , equals the product of value added efficiency growth ε 2t times the year t input mix growth factor γ 2t times the year t technical progress measure τ 2t . The arithmetic average rate of TFP growth for Sector 2 was 1.26% per year, which is well below the 1.70% per year rate of TFP growth for Sector 1, but is still quite good. As was the case with Sector 1, the Sector 2 input mix growth factors are all close to one and hence are not a significant determinant of TFP growth for the Noncorporate Nonfinancial Sector of the U.S. economy. Again, we see that when the year t efficiency factor e 2t is below one, then the year t rate of technological change τ 2t is equal to one. Moreover, the rate of technological change τ 2t is always greater than or equal to one. What is very surprising is the very large number of years where value added efficiency e 2t is below unity, indicating that Sector 2 is operating well within the production frontier during those years. 26 The mean level of the value added efficiency factors is equal to 0.97086. Compare this very low average level of efficiency with the corresponding average level of efficiency for Sector 1, which was 0.99736.
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Nevertheless, we see that the average rate of TFP growth for Sector 2 was 1.26% per year which is very close to the average rate of technical progress for Sector 2, which was 1.25% per year.
To conclude this section, we apply definitions (37)-(40) to our present Sector 2 in order to obtain the following levels decomposition for Total Factor Productivity in year t relative to the year 1960, Table 4 lists these cumulative explanatory factors.
Note that the final level of TFP for Sector 2 in 2014, 1.91416, is somewhat less than the level of technology in 2014, which is 1.94563. This small difference is explained by the fact that the cumulative input mix level, 0.98424, is 1.5% less than 1 in 2014.
28 Note also that the final level of TFP in Sector 2, 1.91416, is much lower than the final level of TFP for Sector 1, which is 2.46873. We plot TFP 2t , C 2t , E 2t and T 2t in Figure 2 . 26 Recall that as we our approach rules out technical regress, loss of efficiency is gross loss of efficiency less any technical progress that occurs during recession years. Hence estimates of efficiency loss are a bit too low in magnitude, and our estimates of technical progress are biased downward. 27 The efficiency level e 2t was below unity for the years 1974-1993, 1995, 2007, 2009 and 2010 , which is a total of 24 years. A possible explanation for the long stretch of inefficient years 1974-1993 is that Sector 2 uses a high proportion of structures and land to produce its net outputs and there may have been a boom in these investments prior to 1974. Once the recession of 1974 occurred, these relatively fixed inputs could not be contracted in line with the net outputs produced by this sector, leading to the long string of inefficient years. An alternative explanation is that there are measurement errors in our data for Sector 2. It can be seen that our nonparametric methodology provides a useful supplement to traditional index number methods for calculating TFP growth. It illustrates the adverse influence of recessions when output falls but inputs cannot be adjusted optimally due to the fixity of many capital stock (and labour) components of aggregate input. Under these circumstances, production takes place in the interior of the production possibilities set and for Sector 2, the resulting waste of resources was substantial.
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We now consider the problem of how to decompose aggregate (across sectors) value added into explanatory factors.
Aggregation over Sectors: Weighted Average Approach
Diewert and Fox (2016c) considered different ways to go between sectoral and higher level of aggregation decompositions. In particular, a sectoral weighted average approach and an aggregate cost constrained value added approach. The first method is a "bottom The growth decomposition components that appear in (61) are listed in Table 5 , with the arithmetic means of the growth rates over the 54 years 1961-2014 listed in the last row. The average rate of aggregate TFP growth over these years was 1.60 percent per year, which is equal to the average rate of technical progress. There was no technical progress growth for eight of the years : 1974, 1975, 1979, 1980, 1982, 1989, 2007 and 2009 . For these years, the rate of growth of value added efficiency was below unity and this translated into negative rates of TFP growth. The aggregate approximate input mix growth factors, the γ t• , are all very close to unity. The approximate equality in (61) was very close to being an equality, with the absolute value of the difference between TFPG t• and γ t• ε t• τ t• always less than 0.00003, and a mean difference of -0.0000034.
In Figure 3 , we plot TFP t• , and the explanatory factors C t• , E t• and T t• which appear in (62). Since Sector 1 is almost three times as big as Sector 2, it can be seen that the overall aggregate results are closer to the Sector 1 results. In particular, the huge value added inefficiency results that showed up in Sector 2 are no longer so huge in the aggregate results. However, inefficiency effects which are a result of recessions still show up as significant determinants of TFP at the aggregate level.
It can be seen that the input mix is not important in explaining U.S. Nonfinancial Private Sector TFP growth over the period 1960-2014. The most important explanatory factor is the level of technical progress but during recession years, the level of value added efficiency plays an important role. Also noteworthy is the very high rate of TFP growth for the Nonfinancial Sector over this long period: the geometric average rate of TFP growth was 1.583% per year .
Conclusion
We have derived decompositions of nominal value added growth (and TFP growth) for individual sectors into explanatory factors. Starting with Denison (1962) , various authors have presented decompositions of either aggregate labour productivity growth or TFP growth into sectoral explanatory factors by manipulating the index number formulae that are used to define the relevant aggregate. 30 The approach taken here relied instead on the economic approach to index number theory that started with Konüs (1939) .
Rather than using the consumer's expenditure function in order to define various economic indexes, we used the sectoral cost constrained value added function, R t (p,w,x), as the basic building block in our approach. This function depends on four sets of variables: t (indicating which technology set is in scope), the output price vector p, the primary input price vector w and the primary input quantity vector x. Ratios of the cost constrained value added functions were used to define various explanatory "economic" indexes where three of the four sets of variables are held constant in the numerator and denominator and the remaining variable changes from a period t−1 level in the denominator to a period t level in the numerator.
With the goal of decomposing value added growth into a product of economic indexes, we operationalized our approach by assuming that an adequate approximation to a period t technology set can be obtained by taking the conical free disposal hull of past quantity observations for the sector under consideration. With a single output, we found that our approach generated estimates of TFP growth that are identical to standard index number estimates of TFP growth.
A main advantage of our approach is that our new nonparametric measure of technical progress never indicates technical regress. During recessions, value added efficiency drops below unity and depresses TFP growth. For our U.S. data set, TFP growth is well explained as the product of value added efficiency growth times the rate of technical progress. For the U.S. Noncorporate Nonfinancial Sector, we found that the cost of recessions was particularly high.
Implementation of the decompositions can provide key insights into the drivers of economic growth at a detailed sectoral level. Hence, we believe that they will provide new insights into the sources of economic growth. Our decompositions may also indicate data mismeasurement problems that can then be addressed by statistical agencies.
