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Resumen
El presente documento muestra el Trabajo de Fin de Grado realizado Planifica-
cio´n de trayectorias para veh´ıculos submarinos con ROS en la Universidad Carlos
III de Madrid, en la Escuela Polite´cnica Superior de Legane´s.
El proyecto desarrollado consta de dos partes bien diferenciadas: un estudio
teo´rico y una simulacio´n. Ambas partes son independientes pero complementarias
entre s´ı.
En la primera parte se ha realizado un estudio teo´rico de los distintos algoritmos
existentes para la planificacio´n de trayectorias de veh´ıculos auto´nomos, profundi-
zando en aquellos empleados en la simulacio´n, correspondiente a la parte pra´ctica
del proyecto.
En esta parte pra´ctica, utilizando el framework de desarrollo de robots MoveIt
y los algoritmos definidos por defecto en este entorno de trabajo, se han planifica-
do trayectorias para el desplazamiento del veh´ıculo auto´nomo submarino (AUV)
GIRONA 500. Este robot pertenece al Instituto de VIsio´n por COmputador y
ROBo´tica (ViCOROB) de la Universidad de Gerona. Para la visualizacio´n de las
trayectorias se ha utilizado el entorno de visualizacio´n en 3D proporcionado por
la herramienta Rviz.
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Abstract
The current document presents the bachelor thesis Underwater vehicles motion
planning with ROS for University Carlos III of Madrid on the Polytechnic School
of Legane´s.
The development of this project has two main areas: a theoretical study and
a simulation. Both of them are independent of each other, but complementary
between them.
On the first area, a theoretical study has been done in order to study the dif-
ferent algorithms that exists for motion planning, emphasizing on those that are
used on the simulation; corresponding to the practical part of the thesis.
In this practical part, using the development framework of robots MoveIt and
the algorithms already defined on this working space, a motion planning has been
done for the Autonomus Underwater Vehicle (AUV) GIRONA 500. This robot
belongs to the Institute of Computer Vision and Robotics (ViCOROB), which is
in Girona University. In order to visualize the motion, Rviz has been used as the
3D visualization environment.
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1. Introduccio´n
Un robot mo´vil es una ma´quina automa´tica que cuenta con la capacidad de
moverse en un entorno. Existen numerosos tipos de robots en la pra´ctica: los brazos
robo´ticos, los robots auto´nomos, los robots mo´viles, los teleoperados, etc. Aunque
los problemas de estos son diferentes, la planificacio´n de trayectorias para todos
ellos es pra´cticamente la misma, ya que el principal objetivo en estos casos es mo-
verse sin colisionar con ningu´n objeto presente en la trayectoria.
El te´rmino planificacio´n de trayectorias se utiliza para guiar un robot de un
punto inicial a uno final sin colisionar con ningu´n objeto que se encuentre en la
ruta. Un algoritmo de planificacio´n de trayectorias debe producir, a partir del ob-
jetivo que se pretenda alcanzar y de los datos disponibles del entorno en el que
se debe llevar a cabo la navegacio´n, una serie de comandos que permitan al robot
transitar de forma segura en un entorno con obsta´culos hasta completar la tarea.
A lo largo de este trabajo se estudiara´n los distintos algoritmos que se suelen
emplear para la generacio´n de trayectorias.
La robo´tica mo´vil es un campo de estudio que permite explorar entornos inac-
cesibles al ser humano por su lejan´ıa, coste o peligrosidad y para realizar tareas
poco agradables o laboriosas y repetitivas. Aunque el a´rea de la robo´tica mo´vil
es relativamente nueva, la robo´tica tiene su origen hace miles de an˜os, ya que el
ser humano siempre ha construido ma´quinas que imitasen partes de su cuerpo,
principalmente brazos.
1.1. Motivacio´n
Un buen me´todo de planificacio´n de trayectorias ha de ser capaz de resolver
multitud de problemas, independientemente del entorno, las situaciones o el siste-
ma en el que se aplica, ya que no es o´ptimo variar el planificador en funcio´n de
la situacio´n o la plataforma. Esta variacio´n conlleva que el sistema sea capaz de
detectar las situaciones y variar el planificador de forma transparente, lo cual no
solo an˜ade complejidad al problema, sino un tiempo de ejecucio´n que puede ser
cr´ıtico. Adema´s, en muchas ocasiones los me´todos desarrollados solo contemplan
el marco teo´rico, sin tener en cuenta las complicaciones que surgen al adaptar los
algoritmos a un entorno real.
Los oce´anos se extienden por tres cuartas partes de la superficie de nuestro
planeta, y sin embargo son las zonas ma´s desconocidas del planeta. Es por ello que
los avances tecnolo´gicos se esta´n invirtiendo parte en el desarrollo de submarinos,
ya que pueden ser de gran ayuda en exploraciones submarinas donde existe un
gran peligro para el ser humano debido a la complejidad del entorno o los anima-
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les que habiten en e´l. Otras aplicaciones ser´ıan la bu´squeda de restos de naufragios
o aviones hundidos en el oce´ano.
El hecho de que estos submarinos sean auto´nomos facilita mucho la exploracio´n
de entornos que se encuentren a una gran profundidad, ya que la conexio´n con el
operario puede ser compleja o situarse a una distancia mayor del operario de la
que los sensores pueden alcanzar. Por tanto, si el submarino esta´ dotado de cierta
autonomı´a se podr´ıan llevar a cabo misiones ma´s complejas con e´xito.
1.2. Ambientacio´n
Los simuladores de veh´ıculos submarinos se han desarrollado en numerosas
ocasiones, pero son en su mayor´ıa desarrollados para un ROV (Remotely Operated
Vehicle) o un AUV (Autonomous Underwater Vehicle) concreto, como por ejemplo
el simulador MORSE [22], UWSim [1], Gazebo [23] y V-REP [22] entre otros.
Como los AUVs son auto´nomos, los simuladores son de mayor necesidad, pues
es necesario comprobar que el sistema controla correctamente antes de realizar una
misio´n; en cambio los ROV, al ser controlados por un operador en todo momento
no existe el mismo riesgo.
Los simuladores son una parte clave de la robo´tica puesto que permiten depu-
rar los co´digos y los modelos matema´ticos antes de implementarlos en el robot.
Gracias a esto se pueden evitar ciertos errores que pueden provocar que la vida
u´til del robot quede reducida muy considerablemente.
Otra de las ventajas que presentan los simuladores es facilitar la eleccio´n del
robot para una determinada tarea sin necesidad de hacer ningu´n tipo de inversio´n
previa y con unos errores mı´nimos; como por ejemplo al programar una trayectoria
en un robot real, el robot esta´ sometido a agentes externos (como la friccio´n y ma´s
particularmente en el caso de los submarinos a corrientes) y se alcanza el objetivo
con un pequen˜o margen de error. En cambio, si se programa la misma trayectoria
en un robot simulado, la probabilidad de acertar incrementa, ya que aunque se
simule el roce, este nunca actuara´ como tal.
En los simuladores se pueden probar co´digos y librer´ıas experimentales, que si
se ejecutasen directamente en el robot real podr´ıan causar estragos en el mismo.
La importancia de la robo´tica radica en su amplio impacto en la capacidad
de Europa para mantener y ampliar un sector de la produccio´n competitivo. La
robo´tica tambie´n ofrece nuevas soluciones a los desaf´ıos de la sociedad desde el
envejecimiento a la salud, transporte inteligente, seguridad, energ´ıa y medio am-
biente.
2
Trabajo de fin de grado
La comisio´n Europea promueve activamente la investigacio´n y la innovacio´n
mediante robots ma´s seguros, salvaguardando al mismo tiempo los aspectos e´ticos
de los progresos alcanzados. El enfoque de la Comisio´n europea esta´ en construir
sobre un esfuerzo continuo para desarrollar la base cient´ıfica y as´ı empujar los
l´ımites de la tecnolog´ıa.
La robo´tica es un mercado en ra´pido desarrollo cada vez ma´s impulsado por
el desarrollo de productos novedosos y mejorados en a´reas tan diversas como la
fabricacio´n, bu´squeda y rescate y recuperacio´n, inspeccio´n y monitoreo, cirug´ıa y
salud, hogares y automo´viles, transporte y log´ıstica, agricultura y muchos ma´s [24].
El ra´pido aumento en el uso de robots en nuestros hogares y en el trabajo, en
hospitales y entornos industriales proporciona una visio´n inspiradora sobre co´mo
pueden beneficiar a la sociedad en su conjunto y co´mo las prioridades para estimu-
lar la robo´tica deben definirse en este momento de su evolucio´n, Mejor desarrollo
del potencial de crecimiento, empleo e innovacio´n en Europa.
A trave´s de una cartera de ma´s de ciento veinte proyectos de investigacio´n
y acciones de coordinacio´n, la Comisio´n Europea ha ido construyendo progresi-
vamente una so´lida base de intercambio de conocimientos y cooperacio´n en toda
la comunidad de actores de la robo´tica. Esta base ahora incluye una asociacio´n
pu´blico-privada en robo´tica llamada SPARC [14].
Este trabajo se lleva a cabo en estrecha colaboracio´n con la comunidad de la
robo´tica, incluidos los programas de los Estados miembros, la industria, las uni-
versidades y las instituciones de investigacio´n [87].
1.3. Objetivos
Como se ha comentado anteriormente, este proyecto consta de dos partes, una
parte teo´rica y una simulacio´n de trayectorias. Para poder alcanzar estos objetivos
globales se han establecido una serie de objetivos menores que una vez hayan sido
cumplidos todos, se podra´ considerar que se ha alcanzado aquello que se esperaba
del proyecto.
El objetivo teo´rico es el estudio y la comprensio´n de los diferentes algoritmos
existentes para la planificacio´n de trayectorias.
El objetivo principal de la parte de la simulacio´n, es la generacio´n de trayec-
torias, de manera que el robot debera´ ser capaz de alcanzar el objetivo final
sin colisionar con ningu´n objeto que se interponga en su camino. Para poder
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lograr este objetivo es necesario establecer objetivos intermedios:
• El completo entendimiento y familiarizacio´n con el entorno de Ubuntu,
puesto que es la primera vez que se utilizara´ este sistema operativo.
• Estudio y ana´lisis de ROS [32]. Se debera´ realizar un estudio y ana´li-
sis de ROS para su comprensio´n. Esto permitira´ que el desarrollo del
sistema sea ma´s fa´cil y sencillo. Adema´s de la utilizacio´n de algunas
herramientas y simuladores de ROS como son MoveIt [29], UWSim [1]
y Rviz [15]
1.4. Descripcio´n del problema
Un veh´ıculo submarino auto´nomo es un robot que navega bajo el agua sin ne-
cesidad de ningu´n operario.
En este trabajo se estudiara´n los diferentes algoritmos de planificacio´n de tra-
yectorias y se generara´ una trayectoria para el robot submarino del simulador
UWSim (UnderWater Simulator) con la ayuda de la herramienta de visualizacio´n
3D Rviz.
El UWSim tiene integrados distintos entornos de simulacio´n, que sera´n estu-
diados a lo largo de la memoria. Estos entornos pueden ser fa´cilmente modificados,
as´ı como los sensores que se utilizara´n para resolver el problema propuesto.
Este simulador se utiliza para la investigacio´n y desarrollo de los robots acua´ti-
cos. Fue creado para probar e integrar distintos algoritmos de control para los
proyectos de investigacio´n RAUVI [16] y TRIDENT [17].
Las investigaciones de estos proyectos fueron financiadas por el Ministerio de
Investigacio´n e Innovacio´n de Espan˜a.
1.5. Estructura del documento
Este documento se divide en diez cap´ıtulos, de los cuales el u´ltimo alberga los
distintos anexos del proyecto. A continuacio´n se realiza una breve descripcio´n de
cada uno de ellos:
1. Introduccio´n: en esta seccio´n se hace una breve descripcio´n del problema
a tratar en este proyecto y los objetivos que se quieren conseguir.
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2. Estado del Arte: en esta seccio´n del documento se realiza una introduccio´n
y puesta en contexto de los veh´ıculos auto´nomos sumergibles, as´ı como los
me´todos empleados para resolver la planificacio´n de trayectorias para este
tipo de robots.
3. Hardware: se especifica el material necesario para el desarrollo del proyecto.
4. Software: se profundiza en las distintas herramientas empleadas en la ge-
neracio´n de trayectorias para el submarino g500.
5. Marco regulador: hace referencia a la legislacio´n de veh´ıculos auto´nomos
sumergibles vigente actualmente en Espan˜a.
6. Trabajo experimental: se describe el proceso llevado a cabo para la gene-
racio´n de trayectorias con el submarino g500.
7. Resultados: se hace un pequen˜o ana´lisis de los resultados obtenidos en la
simulacio´n.
8. Conclusiones y futuros trabajos: se describen las conclusiones generales
obtenidas y se realiza una breve descripcio´n de los posibles trabajos futuros.
9. Presupuesto y planificacio´n: incluye el detalle del coste del proyecto y la
planificacio´n del tiempo para llevarlo a cabo.
10. Anexos: se incluyen los manuales de instalacio´n de las distintas herramien-
tas empleadas en la generacio´n de trayectorias. Adema´s existe un anexo con
todos los acro´nimos que aparecen a lo largo del proyecto.
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2. Estado del Arte
2.1. Submarinos auto´nomos
En esta seccio´n se realizara´ una introduccio´n acerca de la evolucio´n de los sub-
marinos auto´nomos, as´ı como los detalles del submarino que se empleara´ en la
simulacio´n.
Los robots submarinos auto´nomos se utilizan con un fin cient´ıfico, comercial y
militar, para explorar entornos inaccesibles o peligrosos. Tambie´n se utilizan para
realizar misiones bajo el agua como detectar y ubicar restos de naufragios, ruinas,
rocas y en general obsta´culos que puedan afectar a la navegacio´n de barcos comer-
ciales.
Los oce´anos se extienden por tres cuartas partes de la superficie de nuestro
planeta, y sin embargo son las zonas ma´s desconocidas de la Tierra. Para solucio-
nar este problema, los avances tecnolo´gicos han permitido desarrollar submarinos
auto´nomos que permiten adentrarse en el oce´ano.
2.1.1. Clasificacio´n de los submarinos
Dado que el objetivo de este proyecto es la planificacio´n de trayectorias con
veh´ıculos submarinos, es necesaria una clasificacio´n de los distintos tipos de sub-
marinos. El me´todo ma´s frecuente para clasificarlos es en funcio´n de si requieren
o no tripulacio´n u operarios.
Los submarinos tripulados son en su mayor´ıa militares, pero tambie´n existen
no militares,cuya finalidad es apoyar las investigaciones submarinas.
Figura 1: AUV [5] Figura 2: ROV [6]
Los submarinos no tripulados a su vez tambie´n se subdividen en clases.
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Los ROV son controlados y alimentados desde la superficie por un operador
o piloto a trave´s de un cordo´n umbilical o usando el control remoto ya que
carecen de autonomı´a para realizar las actividades. Algunos ROV [10] han
sido remolcados detra´s de barcos y botes para realizar diferentes tipos de
trabajos; la principal operacio´n para estos sistemas es remolcar al veh´ıculo
que se encuentra a la profundidad deseada. Los ROVs siguen operativos en
la actualidad ya que resultan de gran utilidad en determinadas misiones.
Existen veh´ıculos con capacidad de control sobre s´ı mismos durante el cum-
plimiento de una tarea predefinida; e´stos son conocidos como AUVs (Auto-
nomous Underwater Vehicle).
2.1.2. Los AUVs
Los AUVs son robots que desempen˜an tareas debajo del agua. Como se in-
dico´ anteriormente, este tipo de veh´ıculos son no tripulados, por tanto son contro-
lados por un ordenador instalado en el dispositivo o tambie´n se controlan mediante
un operario a bordo del veh´ıculo de apoyo. Los AUVs son accionados por bater´ıas
o celdas de combustible y pueden operar al rededor de los 6000 metros de profun-
didad. Los avances en sistemas de propulsio´n y fuentes de energ´ıa le dan a estos
robots mayor duracio´n en cuanto a distancias y tiempos de operacio´n [2].
La tecnolog´ıa de los AUV ha estado presente desde hace algunas de´cadas, pero
es ahora cuando comienza a ser una opcio´n comercial viable. U´ltimamente se ha
mostrado mucho intere´s de la industria petrolera y de gas, ya que al emplear este
tipo de tecnolog´ıas se libran de muchos problemas, costos y riesgos que conllevan
las actividades de inspeccio´n y muestreo subacua´ticas [8].
Adema´s de este sector, los AUVs pueden proveer de informacio´n a otros sec-
tores como industrias de telecomunicaciones marinas, instituciones acade´micas o
grupos gubernamentales o privados [26].
Dentro de estos sectores, algunas de las aplicaciones ba´sicas son bu´squeda, ex-
ploracio´n, mapeo, monitoreo e inspeccio´n.
Con el paso del tiempo la tecnolog´ıa de estas aplicaciones ha avanzado consi-
derablemente, ya que muchos problemas han surgido, algunos ya se han ido resol-
viendo, otros esta´n desarrollando soluciones y otros problemas surgira´n.
Es complejo listar todas las caracter´ısticas tecnolo´gicas que conllevan los AUVs,
pero algunas de las ba´sicas con las que deben contar son [81]:
Autonomı´a: Es uno de los puntos ma´s importantes ya que limita de manera
notable a los sistemas. El problema de la escasez de autonomı´a es algo con
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lo que se ha lidiado no solo en estos a´mbitos, sino en general, sigue siendo
el que ma´s investigacio´n conlleva y que por supuesto sigue en constante
investigacio´n.
Los problemas ma´s notables son la durabilidad, como tambie´n las dimen-
siones, ya que se requiere mayor aguante de las bater´ıas y menor taman˜o,
siendo esto, una tarea de los avances tecnolo´gicos, el reducir las dimensiones
de e´stas para obtener mayores duraciones de energ´ıa.
Navegacio´n: Desde los principios los AUV se han operado por medio de una
navegacio´n pra´cticamente ciega. Es por esto que se han desarrollado sistemas
acu´sticos que dan una gran ventaja para evitar posibles golpes o choques
contra el fondo o simplemente obsta´culos a superar de forma totalmente
precisa esta habilidad es llamada situational awareness, y tambie´n que sean
de coste accesible.
Ahora se han implantado sistemas de navegacio´n inercial combinados con
sonar que ofrecen un sistema de navegacio´n mucho ma´s precisos y ra´pido
que los sistemas acu´sticos, pero a cambio de una gran precisio´n tambie´n se
produce un aumento de coste.
Sensores: Los sensores disen˜ados para los robots terrestres, raramente
pueden ser integrados directamente en un AUV ya que no han sido disen˜ados
para su utilizacio´n bajo el agua, soportando la presio´n, temperatura y
humedades existentes.
Por esta razo´n empresas de disen˜o de sensores o bien de integrados, han he-
cho un especial esfuerzo en adaptar los sensores a las especificaciones exigidas
por los AUV, como pueden ser la versatilidad, la rapidez, el bajo consumo,
la reduccio´n del taman˜o o el alto rendimiento.
Comunicaciones: Actualmente podemos encontrar sistemas acu´sticos que
ofrecen una comunicacio´n basada en radiofrecuencia con un error relativo
bajo. En los u´ltimos 10 an˜os se ha llegado hasta rangos de Km/s (kilomues-
tras por segundo) a pocos Kbps, a pesar de que este aspecto de los AUVs
sigue en constante mejora e investigacio´n [7].
2.1.3. Antecedentes histo´ricos de los AUVs
Es necesario comprender lo que ha sucedido en las u´ltimas de´cadas sobre el
desarrollo de los AUVs, es por ello que se realizara´ un breve resumen sobre el
desarrollo de esta tecnolog´ıa a lo largo de los an˜os [3].
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El desarrollo de los AUV se inicio´ en la de´cada de 1960. Algunos AUV se cons-
truyeron principalmente para aplicaciones muy espec´ıficas de recopilacio´n de datos.
No obstante, son escasos los art´ıculos publicados acerca de este tipo de submarino
[25].
Durante la de´cada de 1970, aparecieron los primeros bancos de pruebas. La
Universidad de Washington desarrollo´ las APL UARS [18] y veh´ıculos SPURV
[13] para recopilar datos de las regiones a´rticas. La Universidad de la Marina de
New Hampshire (en el laboratorio de Ingenier´ıa de Sistemas, actualmente cono-
cido como Sistemas Subacua´ticos) desarrollo´ el veh´ıculo EAVE [19] junto con un
esfuerzo complementario llevado a cabo en las instalaciones de la Marina de los
Estados Unidos, en San Diego.
Figura 3: SPURV [13]
En esta de´cada el nu´mero de AUVs era muy reducido. No obstante, este perio-
do se puede definir como un momento significativo en la experimentacio´n de estos
veh´ıculos submarinos.
En la de´cada de 1980 hubo una serie de avances tecnolo´gicos fuera del campo
de los AUVs, que en gran medida afectaron al desarrollo de e´stos. Los ordenado-
res pequen˜os de baja potencia empezaban a ofrecer la posibilidad de implementar
algoritmos complejos de gu´ıa y control en plataformas auto´nomas. A pesar de es-
tos avances tecnolo´gicos, se hizo evidente una serie de problemas en el desarrollo
tecnolo´gico.
El programa ma´s exitoso en EEUU, se dio en los laboratorios Draper, donde
se desarrollaron dos AUVs grandes para ser utilizados como bancos de prueba en
una serie de programas de la marina de guerra [20] [21].
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Esta de´cada fue de hecho el punto de inflexio´n para la tecnolog´ıa de AUVs. Era
obvio que la tecnolog´ıa evolucionar´ıa en los sistemas operativos, aunque no estaba
tan claro las tareas que realizar´ıan esos sistemas.
A finales del siglo XX, un nu´mero significativo de organizaciones de todo el
mundo se comprometio´ al desarrollo de proyectos basados en AUVs multitarea.
En la de´cada de los 90 aparecieron nuevos avances como la utilizacio´n del sistema
de muestreo Auto´nomo Oceanogra´fico (AOSN), que provisiono´ los recursos nece-
sarios para mover la tecnolog´ıa a mercados de comercializacio´n.
Hubo un gran avance en cuanto a recursos necesarios para avanzar en la tec-
nolog´ıa AUV de cara a la comercializacio´n.
A comienzos del siglo XXI, se puede definir el AUV como producto industrial
para obtener un beneficio econo´mico, ya que los mercados esta´n definidos y eva-
luados en cuanto a su rentabilidad.
Existe una cantidad de compan˜´ıas que disponen de sistemas AUV comerciales
para la venta. Las principales son Kongsberg Hydroid, Bluefin Robotics, Saab y
Teledyne [8]. Todas ellas disen˜an y construyen submarinos con aplicaciones indus-
triales, investigacio´n marina, comercial o defensa.
U´ltimamente, se ha mostrado mucho intere´s en la industria petrolera y de gas,
ya que al emplear este tipo de tecnolog´ıas, se libran de muchos problemas, costos y
riesgos que conllevan las actividades de inspeccio´n y muestreo subacua´ticas. Esto
ha llevado a que las empresas privadas, as´ı como los equipos de las organizaciones
mundiales principales, hayan hecho esfuerzos conjuntos para hacer AUVs como
parte operativa de la industria del petro´leo y del gas, aumentando de esta manera
la comercializacio´n y demanda de este tipo de tecnolog´ıas.
Un ejemplo de empresas del petro´leo que se esta´n uniendo al desarrollo de
AUVs es Cepsa. En 2014 comenzo´ a desarrollar un proyecto con AUVs, el cual se
conoce como Proyecto AUV y consiste en el desarrollo de un veh´ıculo auto´nomo
submarino para la deteccio´n de derrames en las l´ıneas submarinas [9]. La deteccio´n
temprana de fugas en las l´ıneas submarinas, permite reducir el tiempo de respues-
ta ante derrames y minimizara´ por tanto el impacto en el medio marino. Este
proyecto esta´ siendo desarrollado por un consorcio liderado por Cepsa, en el cual
participa IXION Industry and Aerospace, as´ı como la Universidad Complutense de
Madrid y se encuentra financiado por el Ministerio de Economı´a y Competitividad
bajo el marco del programa INNPACTO.
Tambie´n han surgido fundaciones organizadoras de concursos para el desarrollo
de robo´tica submarina, como lo es la AUVSI (Association for Unmanned Vehicle
Systems International). Cuenta con ma´s de 7500 miembros de organizaciones gu-
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bernamentales, industriales y acade´micas. AUVSI se encarga de fomentar, desa-
rrollar y promocionar la tecnolog´ıa robo´tica [4].
Las investigaciones en tecnolog´ıa del AUV siguen su proceso con el fin de que
su desarrollo y comercializacio´n continu´en aumentando.
En la actualidad la tecnolog´ıa en los AUV ha llegado a puntos muy importantes
ya que ahora es cuando empiezan a ser ma´s conocidos y esta´n llegando a ser una
opcio´n comercial ma´s rentable.
Adema´s, se aprecia una serie de mercados de AUVs emergentes. Aunque no
esta´ claramente definido el nivel de intere´s por parte de personas y organizaciones,
hay indicios que sugieren una mayor cota de oportunidades para la comercializa-
cio´n de AUVs en los pro´ximos an˜os.
Las tendencias actuales son las que el mercado ha establecido:
En primer lugar el desarrollo de dispositivos de bajo coste. Se preve´ que estos
sistemas, eventualmente, se utilicen en grupos de veh´ıculos cooperantes.
En segundo lugar los AUV son sistemas ma´s sofisticados que contienen todo
tipo de sensores complejos configurados para satisfacer las necesidades es-
pec´ıficas del usuario. Aunque no son de bajo coste, pueden acometer tareas,
que si se hacen de otro modo, incrementar´ıa el importe de las misiones.
En el a´mbito de las ciencias del mar, el potencial de los AUV esta´ claramen-
te reconocido por la mayor´ıa de investigadores. La posibilidad de recopilacio´n de
datos mar´ıtimos y oceanogra´ficos ha tenido un impacto positivo en la comunidad.
De hecho, la preocupacio´n estriba en que se espera demasiado de la evolucio´n de
esta tecnolog´ıa. Los e´xitos y fracasos en los pro´ximos an˜os, ayudara´n a ajustar
la capacidad del sistema y las expectativas de los usuarios. Esto es signo de una
tecnolog´ıa madura. En general se reconoce que la tecnolog´ıa AUV tiene un papel
importante que desempen˜ar en el futuro los programas de adquisicio´n de datos en
el a´mbito mar´ıtimo.
Prueba de ello es que la Marina de EEUU esta´ fomentando y apoyando un
esfuerzo coordinado: el AOSN, proyecto que pretende una conexio´n en red para
adquirir datos oceanogra´ficos por parte de mu´ltiples submarinos auto´nomos. Tie-
ne como objetivo conseguir una resolucio´n espacial y temporal muy superior a las
actuales.
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Aunque se haga hincapie´ en las zonas costeras, a largo plazo se podr´ıa prever
un sistema similar para obtener informacio´n a trave´s de los oce´anos del mundo.
La problema´tica estriba en la autonomı´a que sostienen los AUVs.
2.1.4. AUVs comerciales
En esta seccio´n se van a exponer los distintos modelos en base a sus
caracter´ısticas generales e hidrodina´micas. Para ma´s informacio´n, se puede
encontrar en el PFC de la referencia [27].
2.1.4.1 Alister AUV
El Alister AUV es un veh´ıculo adaptado para poder abordar misiones a cotas
inferiores a 300 m en aguas con diferente salinidad y temperatura. Ha sido desa-
rrollado por ECA.
Su modo operativo var´ıa en funcio´n de la plataforma en la que se desplega;
para cada una de ellas acometera´ una misio´n distinta. Entre ellas se encuentran el
reconocimiento marino (utilizando como plataforma un barco de reconocimiento),
misiones oceanogra´ficas e hidrogra´ficas (desplegado de un buque cient´ıfico) o rea-
lizar prevenciones y medidas antiminas a partir de corvetas y fragatas.
El Alister dispone de un sistema de gestio´n de misiones fa´cil de utilizar. Un
equipo con doble pantalla permite definir las misiones y simulta´neamente observar
y controlar el estado actual de los sensores instalados en el AUV.
Este veh´ıculo esta´ equipado con dos propulsores longitudinales y timones ho-
rizontales y verticales a popa y horizontales a proa. Sus principales caracter´ısticas




Velocidad de crucero 4 nudos
Velocidad ma´xima 8 nudos
Cota 300 metros
Tabla 1: Caracter´ısticas del Alister
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Figura 4: Alister AUV
2.1.4.2 Hugin 1000
Este dispositivo submarino fabricado por Kongsberg, tiene la peculiaridad de
estar disponible para dos profundidades distintas (1000 y 3000 metros). Presenta
una estructura modular de tres secciones, siendo la proa y la popa fija, el caso
cil´ındrico se configura segu´n el tipo de sensor que se requiera para cada misio´n.
Su disen˜o esta´ enfocado para ofrecer una baja resistencia hidrodina´mica, una
elevada estabilidad y amplia maniobrabilidad. El sistema propulsivo muestra un
gran rendimiento a bajas velocidades. As´ı mismo las palas de la he´lice, esta´n for-
mados con unos perfiles eficientes y bajos niveles de ruido.
Las caracter´ısticas generales de este AUV son las de la tabla 2.
Caracter´ısticas 1000 metros 3000 metros
Carena 4,5 metros 4,5 metros
Radio 0,75 metros 0,75 metros
Peso 650 kg 850 kg
Velocidad de crucero 2 nudos
Velocidad ma´xima 6 nudos
Tabla 2: Caracter´ısticas del Hugin
Figura 5: Hugin AUV
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2.1.4.3 AUV 62-MR
Este veh´ıculo submarino es la u´ltima generacio´n de SAAB. Las principales mi-
siones para las que se ha concebido son reconocimiento de minas, mapeado de
fondo mar´ıtimo, monitorizacio´n del entorno y submarino artificial para entrena-
miento de objetivo acu´stico.
El sumergible tiene una fa´cil adaptacio´n para un fa´cil lanzamiento desde TLT.
No obstante, tambie´n se puede lanzar desde plataformas en barcos o desde tierra.
Sus caracter´ısticas principales son las que se muestran en la tabla 3.
Eslora 4 - 7 metros
Dia´metro 0,53 metros
Peso 650 - 1500 kg
Velocidad de crucero 3 nudos
Velocidad ma´xima 10 nudos
Cota ma´xima 500 metros
Tabla 3: Caracter´ısticas del AUV 62-MR
Figura 6: AUV 62-MR
2.1.4.4 REMUS 600
Este sumergible esta´ disen˜ado para operaciones a grandes profundidades. Pre-
senta una elevada autonomı´a, permitie´ndole un rango amplio de trabajo y unas
elevadas prestaciones.
El REMUS 600 viene dotado para poder acometer un gran nu´mero de misiones
entre ellas estudios hidrogra´ficos, monitorizacio´n del entorno, mapeado de restos,
operaciones de bu´squeda y salvamento y operaciones pesqueras entre otros.
Entre sus caracter´ısticas principales se encuentran las indicadas en la tabla 4
14




Velocidad de crucero 3 nudos
Velocidad ma´xima 5 nudos
Cota ma´xima 600 metros
Tabla 4: Caracter´ısticas del REMUS 600
Figura 7: AUV REMUS 600
2.1.4.5 REMUS 100
El REMUS 100 es un sumergible ligero, disen˜ado para operar en ambientes
costeros. Es sin duda, uno de los AUVs ma´s importantes del mercado debido a su
gran variedad de misiones. Tiene la peculiaridad, respecto a otros de ser tan pe-
quen˜o que puede ser transportado por dos personas. No obstante esta´ constituido
por una alta gama de sensores sofisticados.
Entre sus principales misiones se puede encontrar: estudios hidrogra´ficos, ope-
raciones de medidas contra minas, operaciones de seguridad portuaria, monitori-
zacio´n del entorno y operaciones pesqueras entre otros.




Velocidad de crucero 3 nudos
Velocidad ma´xima 5 nudos
Cota ma´xima 100 metros
Tabla 5: Caracter´ısticas del REMUS 100
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Figura 8: AUV REMUS 100
2.1.5. Girona 500
El Girona 500 [47] (conocido por su abreviatura g500) es el robot empleado
para resolver el problema planteado. Por consiguiente, es necesario conocer sus
caracter´ısticas.
Este robot pertenece a la Universidad de Gerona (ViCOROB) y se encuentra
en el centro de investigacio´n de la robo´tica submarina (CIRS, Research Centre in
Underwater Robotics) tambie´n en la Universidad de Gerona. Este recinto esta´ for-
mado por dos edificios; en uno de ellos se encuentran tanto los laboratorios como
las oficinas, mientras que en el otro se encuentra el tanque de agua en el que se
realizan las pruebas con el submarino y una habitacio´n desde la que observar los
movimientos del submarino.
Este robot es un AUV reconfigurable disen˜ado para funcionar a una profun-
didad de 500 metros. El veh´ıculo esta´ creado por una estructura de aluminio que
soporta 3 cascos con forma de torpedo. Los dos superiores contienen los elementos
necesarios para que el submarino flote y los componentes electro´nicos, mientras que
el inferior contiene los elementos pesados como son las bater´ıas. Esta distribucio´n
permite separar el centro de gravedad del centro del centro de empuje separa´ndolos
as´ı una distancia de 11 cm. Esta colocacio´n permite al veh´ıculo tener una esta-
bilidad en pitch y roll, facilitando as´ı las posibles intervenciones que tengan que
realizar los operarios desde la plataforma.
Una de las caracter´ısticas ma´s remarcables del GIRONA 500 es la capacidad
de reconfigurarlo para diferentes misiones. En la configuracio´n esta´ndar esta´ equi-
pado con sensores de navegacio´n como son el DVL (Doppler Velocity Log), AHRS
(Attitude and Heading Reference System) y el USBL (Ultra-Short BaseLine) y
equipo ba´sico de medicio´n (sonar, ca´mara y sensor de velocidad). Otra de las ca-
racter´ısticas de este veh´ıculo es que cuenta con ma´s de la mitad del espacio de
la ca´psula inferior del submarino, para an˜adir distintos sensores en funcio´n de la
misio´n. Todos estos sensores sera´n estudiados en la seccio´n 5.2.3.3.
En la imagen 9 se pueden observar los componentes del submarino.
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Figura 9: Partes del GIRONA 500
Como se puede observar, existe la posibilidad de incorporar un brazo robo´tico
al submarino, para poder coger objetos que se consideren importantes durante las
misiones. A continuacio´n, en la imagen 10 se puede observar el alcance del brazo
que se puede an˜adir al g500.
Figura 10: Alcance del brazo del GIRONA 500
Las caracter´ısticas de este AUV son las que se indican en la tabla 6.
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Cota ma´xima 500 metros
Energ´ıa 2.2kWh Li-Ion
Duracio´n de la bater´ıa ma´s de 8 horas
Tabla 6: Caracter´ısticas del Girona 500
Este disen˜o ofrece una buena capacidad hidrodina´mica y un gran espacio para
almacenar el equipo a la vez que tiene una forma compacta que permite operar el
AUV desde barcos pequen˜os.
El sistema de propulsio´n cuenta con una configuracio´n ba´sica, tiene cuatro pro-
pulsores para controlar los a´ngulos de navegacio´n, de los cuales dos son verticales
para actuar en direccio´n del pitch y dos horizontales para el movimiento de yaw y
roll. No obstante es posible reconfigurar el veh´ıculo para operar solo con 3 propul-
sores (uno vertical y dos horizontales) y con posibilidad de incrementar el nu´mero
de propulsores hasta 8 para controlar todos los grados de libertad.
Los a´ngulos de navegacio´n [11] permiten describir la orientacio´n de un objeto
en tres dimensiones. Los a´ngulos de navegacio´n son un tipo de a´ngulos de Euler y
se utilizan cuando se desea dar la posicio´n del sistema mo´vil en un momento dado
al tener un sistema de coordenadas mo´vil respecto de uno fijo (en tres dimensiones).
Figura 11: A´ngulos de navegacio´n
Como se puede observar en la imagen 11, los tres a´ngulos son la direccio´n
(yaw), elevacio´n (pitch) y a´ngulo de alabeo (roll).
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2.2. Navegacio´n de un robot
La navegacio´n es la ciencia de conducir un robot mo´vil mientras atraviesa un
entorno para alcanzar un destino o meta sin chocar con ningu´n obsta´culo.
La navegacio´n nos lleva a crear una serie de herramientas totalmente necesarias
para la creacio´n de una trayectoria viable y segura. Se ha de crear un mapa con la
informacio´n que existe o ir creando uno segu´n se explore. Para ello se debe tener en
cuenta distintas variables como son la percepcio´n del entorno, fusio´n de sensores
y control de movimiento entre otros.
Planificar es prever y decidir las acciones que permiten alcanzar el objetivo
deseable, no se trata de hacer predicciones, sino de tomar las decisiones necesarias
para alcanzar ese objetivo.
La idea general en la planificacio´n de trayectorias consiste en desvincular el
problema de la cinema´tica y dina´mica del robot del de la obtencio´n de una ruta
(o´ptima o no) libre de obsta´culos.
Actualmente existen numerosos algoritmos en tres dimensiones para planificar
trayectorias, no obstante los ma´s sencillos de comprender, y que se analizara´n en
la seccio´n 2.5, son en dos dimensiones, ya que en su mayor´ıa esta´n disen˜ados para
robots que solo pueden maniobrar en el plano cartesiano (ya que no pueden variar
la z). Sin embargo, tanto los submarinos como los drones, necesitan incluir una
tercera dimensio´n en la que moverse. No obstante, los algoritmos estudiados son
extrapolables a 3 dimensiones, para lo cual habr´ıa que resolver tres veces la simu-
lacio´n (una para el plano XY, otro para el plano YZ y finalmente XZ). Analizando
las posiciones en las que no hay obsta´culos que entrasen en conflicto con otros
planos, el robot ser´ıa capaz de calcular la trayectoria hasta el objetivo final.
El simulador utilizado para resolver el problema propuesto tiene predefinidos al-
gunos algoritmos que se estudiara´n posteriormente en esta memoria (seccio´n 2.5.2).
2.3. Planificacio´n de trayectorias
La planificacio´n de movimiento (motion planning o path planning) es un ter-
mino utilizado en robo´tica e inteligencia artificial para referirse a la resolucio´n
de problemas consistentes en trasladar un objeto desde un punto inicial hasta un
punto objetivo sin excederse de unos l´ımites en el espacio y sin colisionar con
obsta´culos conocidos de antemano.
El origen de la planificacio´n de trayectorias viene de la bu´squeda y la necesi-
dad de obtener estrategias de control para que el robot obtenga las trayectorias
adecuadas y la mayor calidad en su desplazamiento. Para poder llevar a cabo la
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planificacio´n de trayectorias es necesario conocer o ser capaz de obtener el modelo
cinema´tico y dina´mico del robot que se pretenda controlar.
Normalmente, la planificacio´n de movimiento no tiene en cuenta las limitacio-
nes f´ısicas del problema como por ejemplo es el peso del robot, sino u´nicamente su
representacio´n en el espacio. Sin embargo existen algoritmos capaces de integrar
este tipo de limitaciones no geome´tricas a la hora de obtener una solucio´n al pro-
blema.
Los algoritmos de planificacio´n de movimiento no solo son aplicables a proble-
mas donde un objeto (robot) se mueve de un punto a otro en el espacio. Este campo
de la inteligencia artificial ha demostrado ser muy u´til tambie´n en otras disciplinas.
A pesar de que la mayor´ıa de aplicaciones de estos me´todos se dan en robo´tica
[37] [38], tambie´n son muy utilizadas en campos tan aparentemente alejados como
la biolog´ıa computacional, donde se usan para el estudio del comportamiento de
las prote´ınas [39]. Dentro de la robo´tica, estos algoritmos no solo sirven para des-
plazar un robot de un lugar a otro en el espacio, sino que son capaces de planificar
cualquier movimiento desde la fabricacio´n en l´ınea con robots industriales hasta
la resolucio´n de un cubo de Rubik.
En sus inicios, los algoritmos de planificacio´n de movimiento ten´ıan como ob-
jetivo asegurar encontrar una solucio´n si e´sta exist´ıa. Los me´todos actuales han
resuelto este problema satisfactoriamente y ahora la investigacio´n en este campo
se centra en la optimizacio´n de la obtencio´n de soluciones (en tiempo, distancia,
tiempo de computo, etc) dependiendo de los requerimientos de cada caso particu-
lar.
Actualmente, la planificacio´n de trayectorias continu´a siendo un campo activo
en la investigacio´n, ya que siguen apareciendo nuevas aproximaciones al problema
que intentan mejorar a las anteriores. No se ha encontrado un me´todo que sea
mejor que el resto en todos los casos. Aquellos que no requieren una alta carga
computacional suelen ofrecer resultados significativamente inferiores a los me´todos
ma´s complejos, proporcionando trayectorias poco suavizadas o ma´s largas. Mien-
tras que, por lo general los me´todos con un mayor coste computacional son mejores
en problemas con pocas dimensiones.
Cuando se tienen espacios ma´s complejos el tiempo de co´mputo se eleva de
forma exponencial, haciendo que los algoritmos que ofrecen mejores resultados en
dos y tres dimensiones sean pra´cticamente inutilizables en aplicaciones como el
movimiento de un brazo robo´tico con varias articulaciones.
La planificacio´n de trayectorias tiene distintos enfoques, y en funcio´n del obje-
tivo final se utilizara´n unos algoritmos u otros. Los cuatro enfoques ma´s diferen-
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ciados son navegacio´n (navigation), alcance (coverage), localizacio´n (localization)
y mapeo (mapping).
La navegacio´n es el problema de encontrar un movimiento sin colisiones del
punto de partida al objetivo final del robot (la principal aplicacio´n ser´ıa un
brazo robo´tico).
El alcance es el problema de pasar un sensor por todos los puntos del espacio
(un ejemplo de ello ser´ıa para pintar).
La localizacio´n consiste en que el robot utilice un mapa para determinar
su posicio´n.
El mapeo es el problema de explorar un entorno desconocido.
En la siguiente tabla se muestran los cuatro enfoques y el tipo de algoritmos
que se utiliza para cada situacio´n.
Funcio´n Robot Algoritmo
Navegacio´n Configuracio´n del espacio
y grados de libertad
Movimientos o´ptimos o no
o´ptimos
Mapeo Cinema´tica/ dina´mica Complejidad computacional
Alcance Omnidireccional o restric-
ciones de movimiento
Completud (resolucio´n)
Localizacio´n En l´ınea/ fuera de l´ınea
Basado en sensores
Tabla 7: Enfoques de la planificacio´n de trayectorias
2.4. Me´todos de planificacio´n de movimiento
Existen varias aproximaciones distintas a la planificacio´n de trayectorias. Ac-
tualmente no se ha llegado a un convenio en la clasificacio´n de estos me´todos. Esto
es debido a la gran variedad de contextos en los que pueden ser aplicados, lo que
hace que resulte complicado establecer fronteras entre ellos.
La Valle propone en [40] una clasificacio´n de estos algoritmos en dos grupos en
funcio´n de la forma en que manejen la informacio´n: me´todos combinatorios (com-
binational planning) y me´todos basados en muestreo (sampling-based planning):
Me´todos combinatorios: Son aquellos que construyen estructuras de datos
que representan todo el state space de forma discreta. Pueden resolver
cualquier problema de planificacio´n de movimiento. Esto significa que son
me´todos completos, es decir, la obtencio´n de una solucio´n esta´ garantizada
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si esta existe adema´s de la correcta identificacio´n de problemas donde no
exista solucio´n.
A cambio de esta eficacia, los me´todos combinatorios tienen una mayor com-
plejidad computacional, y la representacio´n del espacio completo hace que
estos algoritmos sean ineficientes a la hora de tratar con un nu´mero elevado
de dimensiones. Un ejemplo de este grupo ser´ıan aquellos algoritmos como
Dijkstra [41] o A* [42], que discretizan el espacio en una rejilla de n dimen-
siones.
Me´todos basados en muestreo aleatorio: Se refiere a aquellos algoritmos
que aplican me´todos de deteccio´n de colisiones para muestrear una serie de
estados aleatorios dentro del free space. Una vez obtenido esto, se busca un
camino hasta la solucio´n uniendo varios de estos estados. En este caso, no
se garantiza la completa resolucio´n del problema, sino que solo es posible
asegurar la probabilidad con la que se obtendra´ la solucio´n. Adema´s, las
muestras aleatorias no siempre obtienen el camino ma´s o´ptimo.
Estos me´todos tienen un coste computacional mucho menor que los algo-
ritmos combinatorios, sobre todo para espacios grandes con alto nu´mero de
dimensiones. Su eficacia depende en gran medida del nu´mero de estados
muestreados, por lo que la eficacia se podr´ıa mejorar permitiendo al algorit-
mo ma´s tiempo para obtener estados aleatorios.
Adema´s de estos dos grandes grupos propuestos por La Valle, se podr´ıa
ampliar esta clasificacio´n con otro tipo de algoritmos que se pueden considerar
suficientemente diferentes del resto como para no pertenecer a ninguno de estos
grupos: los me´todos basados en control (control-based methods).
Me´todos basados en control: Estos me´todos se basan en la aplicacio´n
de las ideas de la teor´ıa de control para guiar al robot a su objetivo.
Normalmente tienen un bucle realimentado que se aplica continuamente
hasta obtener la solucio´n.
Estos me´todos tienen la ventaja de ser poco costosos computacionalmente,
sin embargo no suelen obtener las mejores soluciones, especialmente en
entornos complejos. Una gran ventaja de estos me´todos es que gracias a
su velocidad pueden ser aplicados de manera online, lo cual es necesario en
algunos casos.
No existe un tipo de algoritmo que sea superior al resto en todos los aspectos,
sino que cada uno tiene sus fortalezas y debilidades. Dependiendo del problema
a resolver y de las caracter´ısticas y limitaciones propias de cada caso concreto se
obtendra´n mejores resultados aplicando uno u otro me´todo.
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2.5. Algoritmos de planificacio´n de trayectorias
En la actualidad se pretende dotar a los robots de una mayor autonomı´a, no
solo a nivel de la bater´ıa, sino de la capacidad de que puedan operar durante un
largo periodo de tiempo sin la necesidad de un operario, consiguiendo as´ı que el
usuario u´nicamente tenga que introducir el objetivo inicial y final y sea el propio
robot el que calcule la trayectoria para llegar hasta all´ı.
Una vez que el objetivo y el robot han sido explicados, se puede analizar entre
los distintos algoritmos cual es el ma´s o´ptimo en funcio´n del me´todo empleado
para resolver el problema y el tiempo que emplean en encontrar la solucio´n.
Algunos algoritmos siempre encuentran la solucio´n en caso de que exista; si no
existe una solucio´n se notificar´ıa al usuario. Esta propiedad es muy importante, ya
que al incrementar el nu´mero de grados de libertad, encontrar algoritmos capaces
de alcanzar siempre el objetivo puede ser de gran complejidad.
Existen algoritmos online y oﬄine. Los algoritmos oﬄine son aquellos que ca-
paces de construir el plan por adelantado ya que se basa en conocer el entorno con
anterioridad. El otro tipo de algoritmo es aquel que va construyendo el recorrido
conforme se va moviendo y encontrando obsta´culos a su paso.
En este caso, para la parte pra´ctica del proyecto, se conoce el entorno donde
se movera´ el submarino; por lo que en la resolucio´n del problema se empleara´n
algoritmos oﬄine.
Existe una gran variedad de algoritmos de planificacio´n de movimiento, como
se puede ver en la tabla 8.
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Algunos de los algoritmos mencionados anteriormente, se explicara´n en la sec-
cio´n 2.5.2 entre otros muchos comprendidos en la librer´ıa OMPL.
En primer lugar se realizara´ un estudio de los algoritmos OMPL (Open Motion
Planning Library), ya que son los que se emplean en la librer´ıa de MoveIt y a
continuacio´n se describira´n los de la tabla 8.
2.5.1. Conceptos
En esta seccio´n se va a presentar la terminolog´ıa ba´sica del control de movi-
miento que van a ser utilizados a lo largo del trabajo. Dado que la inmensa mayor´ıa
de la investigacio´n, as´ı como las bibliotecas existentes se encuentran en ingle´s, los
conceptos no han sido traducidos al Castellano.
Workspace: El espacio f´ısico donde opera el robot. Los l´ımites de este es-
pacio no pueden ser atravesados, por lo que se representan como obsta´culos.
State: Es una posicio´n concreta del robot en el espacio. Esta representada
por un calor en cada uno de los grados de libertad. Tambie´n se puede llamar
configuracio´n.
State space: Es el conjunto de todas las configuraciones posibles del robot
dentro del workspace.
Free state space: Es un subconjunto del State space que contiene todos
los estados en los que el robot no esta´ colisionando con ningu´n obsta´culo.
Path: En espan˜ol camino o trayectoria. es un conjunto de configuraciones
del robot dentro del state space. Un camino es va´lido si cada uno de sus
estados se encuentran dentro del free state space.
Partiendo de estas definiciones, se puede reformular el problema como la tarea
de encontrar un camino (path) va´lido dentro del free state space del robot entre
un estado inicial y uno final dados.
Otros conceptos necesarios para asegurar la correcta comprensio´n de los algo-
ritmos son los que se indican a continuacio´n.
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Configuracio´n de un robot: es el conjunto mı´nimo de para´metros capaces
de identificar de forma u´nica la posicio´n y orientacio´n de todos y cada uno
de los so´lidos r´ıgidos que componen el robot.
Configuracio´n origen: es la configuracio´n que presenta el robot antes de
iniciar cualquier accio´n. En el problema de planificacio´n es el punto de par-
tida.
Configuracio´n destino: es la configuracio´n que se desea alcanzar partiendo
de la anterior.
Espacio de configuraciones: es el conjunto de todas las configuraciones
que puede adoptar el robot independientemente del escenario en el que se
ubique. La dimensio´n de este espacio sera´ igual al nu´mero de para´metros
necesarios para describir una configuracio´n. Habitualmente se denota como
C.
Colisio´n: se dice que un robot entra en colisio´n cuando se configuracio´n situ´a
uno o varios de sus elementos intersecando el espacio ocupado por obsta´culos
o los l´ımites del escenario de estudio.
Obsta´culo: para el a´mbito de la planificacio´n, un obsta´culo se considera
como un conjunto cerrado y acotado de puntos del espacio f´ısico. Es decir,
so´lo interesa del obsta´culo el volumen que ocupa y no su naturaleza. As´ı, un
obsta´culo tambie´n puede ser un lugar que por alguna razo´n no se desea que
el robot ocupe.
Obsta´culo C: sea q un elemento de C, denotamos como A(q) el espacio f´ısi-
co que ocupa el robot cuando adopta la configuracio´n q. Sea Bi un obsta´culo,
se define el obsta´culo C asociado a Bi (abreviadamente CBi), como el con-
junto de configuraciones cuyo espacio f´ısico colisiona con Bi. La existencia
de colisio´n del robot con un obsta´culo implica que el espacio que ocupa A(q)
es compartido con el que ocupa el obsta´culo Bi.
Regio´n de obsta´culos C: es la unio´n de todos los obsta´culos C y se denota
como CB.
26
Trabajo de fin de grado
Espacio de configuraciones libres de colisio´n: es el subconjunto del
espacio de configuraciones cuyos elementos no presentan colisio´n. Habitual-
mente se denota como Cfree.
Muchos de los me´todos que se describen a continuacio´n, utilizan el modelo de
robot puntual (constituido por un u´nico cuerpo de taman˜o nulo) cuya configura-
cio´n consiste en la posicio´n cartesiana del mismo.
Aunque los diagramas y modelos en su mayor´ıa utilizan este modelo, esto no
quiere decir que las capacidades de estos me´todos se limiten al mismo. Muy al con-
trario la mayor´ıa pueden extrapolar sus capacidades a espacios de configuracio´n
de dimensio´n elevada.
2.5.2. Librer´ıas y algoritmos de MoveIt
Existe la posibilidad de emplear diferentes familias de algoritmos en funcio´n
del problema particular que se quiere resolver.
MoveIt esta´ disen˜ado para trabajar con distintos planificadores de trayectorias,
algunos de ellos se muestran en la lista a continuacio´n, en orden descendente en
funcio´n de la popularidad de estos [74] .
OMPL (Open Motion Planning Library): OMPL es una librer´ıa open
source que principalmente implementa aleatoriamente algoritmos para obte-
ner una trayectoria de la posicio´n inicial a la final.
STOMP (Stochastic Trajectory Optimization for Motion Plan-
ning): STOMP es un planificador de trayectorias o´ptimo basado en el algo-
ritmo PI2 (Policy Improvement with Path Integrals). Puede planificar tra-
yectorias evitando obsta´culos y optimizando las limitaciones.
SBPL (Searched-Based Planning Library): es un planificador de tra-
yectorias basado en la discretizacio´n del espacio.
CHOMP (Covariant Hamiltonian Optimization for Motion Plan-
ning): esta librer´ıa se basa en la optimizacio´n de trayectorias mediante un
gradiente. Este algoritmo capitaliza un gradiente covariante y uno funcional
para aproximarse al estado de optimizacio´n.
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MoveIt (seccio´n 5.3), es flexible y modular, por lo que puede trabajar con cual-
quier algoritmo de planificacio´n de trayectorias con la apropiada interfaz.
La librer´ıa OMPL [36] [49] se compone de muchos algoritmos de planificacio´n
de muestreo basado en le movimiento. OMPL en s´ı no tiene ningu´n co´digo rela-
cionado con el control de colisio´n o de visualizacio´n. Esta es una opcio´n de disen˜o
deliberada, de modo que OMPL no esta´ vinculada a un corrector de colisio´n fron-
tal en particular o la visualizacio´n, solo entrega una trayectoria a seguir.
Adema´s de la librer´ıa OMPL, hay otra que cumple con la interfaz descrita
(SBPL [48]). Ambas librer´ıas son independientes de ROS y agno´sticas al hardware
que modelan. SBPL usa algoritmos basados en primitivas y OMPL basados en
muestras.
Dado que la librer´ıa utilizada por defecto por MoveIt (y por tanto el emplea-
do en la resolucio´n del problema) es OMPL; a continuacio´n se profundiza en los
distintos algoritmos que utiliza.
2.5.2.1 Algoritmos basados en primitivas
Consisten en movimientos ba´sicos que se encadenan para formar movimientos
ma´s complejos. Se realiza una bu´squeda en cada estado entre un subconjunto de
movimientos posibles para el robot considerando sus restricciones y los obsta´culos,
lo que permite construir el grafo incrementalmente o pre-calcularlo dependien-
do de las necesidades del problema. La librer´ıa SBPL implementa varios de estos
algoritmo, siendo los ma´s relevantes los que se presentan en las siguientes secciones.
Este tipo de algoritmos presenta ciertas ventajas y desventajas:
Ventajas:
• El grafo generado es pequen˜o.
• Todos los caminos encontrados son factibles.
• Incorpora naturalmente las restricciones del robot u otras adicionales
que sean de intere´s.
Desventajas:
• Dependiendo de la discretizacio´n elegida puede que sea imposible mues-
trear ciertos caminos va´lidos. Esto hace concluir falsamente infactibili-
dad para un problema factible.
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2.5.2.1.1. Anytime Repairing A* (ARA*)
A* [50] expande sus estados basa´ndose en la minimizacio´n g+ h, donde g es el
costo conocido de llegar a un nodo y h es una heur´ıstica de cua´nto cuesta llegar a
la meta desde dicho nodo. A* ponderado minimiza g+ h con  > 1, garantizando
que:
costo (solucion) ≤  · costo (solucion optima)
La idea de ARA* es correr A* varias veces disminuyendo  hasta que se acabe el
tiempo y re-usar los valores de los estados que no cambian. La figura 12 muestra
una ejecucio´n de ARA* compara´ndolo con A* ponderado, donde se ve que A*
ponderado debe repetir la bu´squeda en cada caso pero ARA* solo expande los
estados no visitados aumentando considerablemente la eficiencia.
Figura 12: Ejecucio´n del algoritmo para encontrar una trayectoria de S a C. De
izquierda a derecha: valores decrecientes de . Los cuadros negros son obsta´culos,
los blancos es camino inexplorado los grises representan el camino explorado.
Arriba: serie de A* ponderado, abajo ARA*
2.5.2.1.2. Anytime D*
D* [51] es similar ARA* pero funciona sobre entornos dina´micos. Permite re-
planificar eficientemente frente a cambios en el camino. Cuando vuelve a planificar
puede incrementar o disminuir .
2.5.2.1.3. R*
R* [52] es la versio´n aleatorizada de A*. Muestrea caminos intermedios para
llegar a la meta. Si un camino esta´ tomando demasiado tiempo, lo evita y sigue
con los ma´s sencillos. Sirve para trabajar en entornos complejos y grandes.
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2.5.2.2 Algoritmos basados en muestras
Los algoritmos que utiliza la librer´ıa OMPL son algoritmos que eligen puntos
aleatorios del espacio y los van agregando a la trayectoria actual si esta´n libres de
obsta´culos. Estos algoritmos se basan principalmente en Probabilistic Roadmaps
[53] y Rapid Exploring Random Trees, sin embargo hay muchos ma´s que no se
relacionan directamente con ellos. A continuacio´n se presentan brevemente los
ma´s importantes.
2.5.2.2.4. Probabilistic RoadMaps
En este tipo de algoritmos (PRM [53]) se construye un camino con puntos de
control va´lidos (espacio sin obsta´culos) que aproxima la conectividad del espacio
de estados. Los puntos de control cercanos se conectan con una discretizacio´n de
movimientos va´lidos intermedios. Finalmente se usa un algoritmo como A* para
buscar un camino en la red creada.
Existen variantes de este algoritmo:
PRM* [54]: En vez de elegir a mano un nu´mero de vecinos ma´s cercanos a
unir en la red, se eligen el nu´mero automa´ticamente basa´ndose en para´metros
de ocupacio´n del espacio de estados, esto quiere decir que el nu´mero de
vecinos es una funcio´n de la razo´n de espacio libre (sin obsta´culos) al espacio
total. Esto garantiza soluciones o´ptimas.
Lazy PRM/ Lazy PRM* [55]: Se comprueban perezosamente las
colisiones con el fin de obtener soluciones probables ma´s ra´pidamente. Esto
quiere decir que se encuentra un camino, inicialmente l´ınea recta, y luego
este se descarta si presenta colisiones, y se tratan de encontrar un camino
que una los segmentos separados por las colisiones.
2.5.2.2.5. SPARSE y SPARSE2
Este tipo de algoritmo [56] [57] construye iterativamente la red de PRM, pero
decrece en el tiempo la probabilidad de agregar nodos a la red, lo que garantiza
soluciones cercanas a la o´ptima. La segunda versio´n obtiene mejores soluciones
pero es ma´s lenta que la primera.
2.5.2.2.6. Rapidly-exploring Random Trees (RRT)
La idea de este algoritmo [58] es construir incrementalmente un a´rbol que de-
termine los caminos posibles. Para agregar un nodo nuevo se muestra un estado
al azar qr y se busca el estado qn en el a´rbol que esta´ ma´s cercano al estado mues-
treado. Luego se expande el a´rbol un delta , creando un nuevo estado qnuevo que
esta´ ma´s cerca de qr, hasta que se alcance un estado qfinal. Finalmente qfinal se
agrega al a´rbol de exploracio´n. La figura 13 ejemplifica este proceso. Como es un
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algoritmo aleatorizado se pueden obtener diferentes soluciones como se ve en la
figura 14.
Figura 13: Diagrama ejecucio´n RRT Figura 14: RRT encontrando camino
entre 2 puntos. Caminos encontrados
para 2 ejecuciones diferentes de RRT; son
diferentes debido a la aleatoriedad del
algoritmo
Variantes:
RRT Connect [59] y Parallel RRT (pRRT): Usa dos a´rboles en paralelo,
uno en el inicio y otro en el final e intenta unirlos. La versio´n paralela es una
implementacio´n multiproceso.
Lazy RRT [60]: Al acercarse al nuevo estado qm, no se comprueban las
colisiones. Cuando se encuentra un camino se verifica su validez y remueven
segmentos inva´lidos, volviendo a la bu´squeda de antes.
RRT* [61]: Garantiza converger a una solucio´n o´ptima y el tiempo de
ca´lculo (t) esta´ acotado por α · t (RRT).
Lower Bound Tree RRT (LBTRRT) [62]: Mantiene un grafo y un a´rbol
sobre el espacio de estados. La solucio´n cumple:
solucion (LBTRRT ) ≤ α · optimo (RRT )
TRansition-based RRT (T-RRT) [63]: Considera un mapa de costos
que permite considerar obsta´culos difusos.
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2.5.2.2.7. Expansive Space Trees (EST)
En este algoritmo [64] se comienza con 2 a´rboles: uno en el estado inicial y
el otro en el estado final y se define una rejilla sobre una proyeccio´n del espacio
de estados (disminucio´n de dimensionalidad). Con esto intenta detectar las a´reas
menos exploradas siguiendo 2 etapas:
Expansio´n
• w(x) = nu´mero de nodos en el a´rbol que yacen en la vecindad del nodo
x.
• Elegir un nodo con probabilidad 1
w(x)
.
• Muestrear la vecindad del nodo y agregar un nodo si el camino
esta´ conectado a la ra´ız.
Conexio´n
• Para cada nodo en el a´rbol inicial, buscar un nodo en el a´rbol del
objetivo.
• Si la distancia entre los nodos es menor que cierta constante, unirlos y
terminar.
2.5.2.2.8. Single-query Bi-directional Lazy collision checking planner
(SBL) y su versio´n paralela (pSBL)
Ambos algoritmos [65] tienen dos a´rboles para la exploracio´n, similar a un
EST con una distancia decreciente de vecindad. La exploracio´n se gu´ıa con una
rejilla de estados previamente visitados, donde las casillas menos llenas tienen
ma´s probabilidades de ser seleccionadas para exploracio´n. Conexio´n de estados de
diferentes a´rboles es intentada si caen en la misma celda de la rejilla.
2.5.2.2.9. Kinematic Planning by Interior-Exterior Cell Exploration
(KPIECE)
Este algoritmo [66] se basa en a´rboles. Realiza una discretizacio´n de varios nive-
les de diferente resolucio´n para guiar la exploracio´n del espacio continuo, iniciando
dina´micamente la rejilla en una proyeccio´n del espacio. Se intentan explorar las
celdas de la frontera, es decir, con menos de 2 vecinos (se usa vecindad 4: los veci-
nos son los de los lados y arriba y abajo), y para esto se van eligiendo las celdas de
niveles superiores, y se va bajando hasta llegar a las de nivel ma´s bajo. Funciona
mejor que RRT, EST y Path-Directed Subdivision Trees (PDST) en varios casos.
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Las variaciones ma´s importantes son Bi-directional KPIECE (BKPIECE) que
utiliza dos a´rboles de exploracio´n en los estados iniciales y finales, y Lazy Bi-
directional KPIECE (LBKPIECE) que agrega un chequeo de colisiones perezoso.
Este u´ltimo es el usado por defecto en MoveIt.
2.5.2.2.10. Search Tree with Resolution Independent Density Estima-
tion (STRIDE)
Este algoritmo [67] utiliza Geometric Near-neighbor Access Tree una estruc-
tura de datos recursiva para optimizar la bu´squeda y detectar las a´reas menos
exploradas. Su funcionamiento es similar a EST pero no requiere una proyeccio´n
del espacio ni una rejilla dado que la estructura se adapta al espacio de estados.
Esta´ disen˜ado para trabajar en entornos de alta dimensionalidad, donde supera
ampliamente a los otros me´todos.
2.5.3. Algoritmos de tipo Bug
Los algoritmos de tipo Bug [90] son los ma´s conocidos para resolver el problema
de la navegacio´n en un entorno de dos dimensiones desconocido. Se implementan
de manera directa y garantizan alcanzar el objetivo establecido (en caso de que
no fuese posible alcanzarlo se detendr´ıan). Este tipo de algoritmos requieren dos
tipos de comportamiento: moverse en l´ınea recta y cuando el robot se encuentre
un obsta´culo en el camino, seguir el contorno de e´ste hasta continuar otra vez en
l´ınea recta hacia el objetivo.
Los dos primeros algoritmos asumen sensores ta´ctiles. Sin embargo, Tangent
Bug cuenta con un detector de distancia finita.
Los algoritmos de tipo Bug son ma´s ra´pidos en cuanto a alcanzar la meta.
2.5.3.1 Bug1
Este algoritmo formaliza la idea de moverse en direccio´n al objetivo y rodear
el obsta´culo. El robot en este tipo de algoritmos se asume que es un punto con
posicionamiento perfecto (sin error) con un sensor de contacto que permite de-
tectar el contorno del obsta´culo al entrar en contacto con e´ste. El robot adema´s
puede medir la distancia entre dos puntos x e y d(x, y), asumiendo que el espacio
esta´ acotado.
El hecho de que el espacio este´ limitado implica que para cualquier x pertene-
ciente al contorno del obsta´culo (x  C,) existe un r < ∞ que C ⊂ BR(X).
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Figura 15: Algoritmo: Bug1
Como se puede observar en la imagen 15, siguiendo el algoritmo Bug1, el robot
se mueve siguiendo la l´ınea recta en direccio´n al objetivo (ya que es la trayecto-
ria ma´s corta) hasta que se encuentra un obsta´culo (qHi , la H es de hit) o llega
al punto final (qgoal). En el caso de encontrarse un obsta´culo q
H
i (punto donde
el robot colisiona con el obsta´culo y por ello se denomina punto de colisio´n). A
continuacio´n el robot rodea el obsta´culo entero (en sentido de las agujas del reloj)
hasta que vuelve al punto de partida (qHi ), donde determina el punto ma´s cercano
al objetivo en el per´ımetro del obsta´culo y se dirige a este punto (qLi , la L es leave).
Desde este punto el robot se vuelve a dirigir al objetivo en linea recta hasta llegar
al objetivo o en caso de encontrarse un obsta´culo se repetir´ıa este proceso tantas
veces como fuese necesario para alcanzar la meta. En caso de que el objetivo fuese
inalcanzable se notificar´ıa al usuario.
Figura 16: Algoritmo Bug1 con un objetivo inalcanzable
Un ejemplo de situacio´n donde el objetivo es inalcanzable es el mostrado en la
figura 16 donde el robot recorre todo el contorno sin encontrar una ”salida”para
alcanzar la meta.
A continuacio´n se explica el pseudoco´digo del algoritmo.
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Algorithm 1 Bug 1 Algorithm
Input: Robot equivalente a un punto y un sensor ta´ctil.




Desde qLi−1, moverse hacia qgoal.
until qgoal es alcanzado or
se encuentra un obsta´culo en qHi .
if Se alcanza el objetivo then
Detenerse.
repeat
Sigue el contorno del obsta´culo
until Se alcanza qgoal or
se re-encuentra con qHi
Determinar el punto qLi del per´ımetro que tiene la menor distancia al
objetivo.
Ir a qLi
if el robot se mueve hacia el objetivo then
Concluir que qgoal no es alcanzable y detenerse.
end while
2.5.3.2 Bug2
El algoritmo Bug2 [90], al igual que en Bug1, hay dos comportamientos: mo-
verse en direccio´n a la meta y bordear el obsta´culo. La principal diferencia entre
estos dos algoritmos es que Bug1 hace una bu´squeda exhaustiva del punto o´ptimo
del que separarse del obsta´culo mientras que Bug2 utiliza un acercamiento opor-
tunista. El objetivo del robot de este algoritmo, al igual que en Bug1, es continuar
en la linea recta (m-line) que une el punto de partida qstart con el punto final qgoal.
Otra diferencia entre este algoritmo y el explicado en el apartado anterior es que
en este caso el robot no rodea el obsta´culo entero, sino que lo hace hasta que vuelve
a encontrarse en la l´ınea recta (conocida como m-line) ma´s cercana al objetivo.
Este proceso se repite hasta que el robot alcanza la meta (qgoal), como se puede ver
en la imagen 17; o hasta que vuelve al punto de partida (qstart, imagen 18); en cu-
yo caso el robot se detendr´ıa y notificar´ıa al usuario que el objetivo es inalcanzable.
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Figura 17: Algoritmo Bug2 Figura 18: Algoritmo Bug2 con un obje-
tivo inalcanzable
Siendo x  Cfree ⊂ R2, la posicio´n actual del robot i = 1 y qL0 la posicio´n inicial,
el algoritmo es el mostrado a continuacio´n.
Algorithm 2 Bug 2 Algorithm
Input: Robot equivalente a un punto y un sensor ta´ctil.




Desde qLi−1, moverse hacia qgoal sobre la m-line.
until qgoal es alcanzado or
se choca con un obsta´culo en qHi .
Girar a la izquierda (o a la derecha).
repeat
Seguir el contorno
until qgoal es alcanzado or
se choca con un obsta´culo en qHi or
el robot se reencuentra con la m-line en el punto m, el cual m 6= qHi
(el robot no alcanza el objetivo), d(m, qgoal) ≺ d(m, qHi ), y
if el robot se mueve hacia la meta, then
no deber´ıa chocarse con ningu´n obsta´culo.
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A simple vista este algoritmo parece ma´s eficiente que Bug1, ya que el robot
no tiene que rodear todo el obsta´culo; no obstante esto no siempre es cierto, ya
que depende de la complejidad del obsta´culo encontrado en la trayectoria.
Figura 19: Bug1 vs Bug2
2.5.3.3 Tangent Bug
Este algoritmo es una mejora del Bug2, ya que determina el camino ma´s corto
a la meta utilizando un sensor de rango con una resolucio´n de 360◦ infinita. En
ocasiones esta orientacio´n se conoce como azimut. Este sensor de rango se modela
con una distancia bruta ρ : R x S1 → R. Considerando el robot situado en la
posicio´n x  R2 con rayos salientes de e´l. Para cada θ  S1, el valor ρ(x, θ) es la
distancia al objeto ma´s cercano en la direccio´n del rayo desde el punto x con un
a´ngulo θ. Ma´s formalmente:
ρ(x, θ) = mı´n
λ(0,∞)
d(x, x+ λ[cos θ, sin θ]T ) (1)
en el que:
x+ λ[cos θ, sin θ]T  ∪iWOi
Existen infinitas soluciones a este problema ya que hay muchas θ  S1. Es-
ta expresio´n es correcta de aproximar con un numero finito de sensores de rango
situados alrededor del robot circular mo´vil (que ha sido modelado como un punto).
Como los sensores de rango tienen un rango limitado, se define como la distancia
bruta (ρ: R2 x S1 ⇒ R, el cual tiene el mismo valor de ρ cuando el obsta´culo
esta´ dentro del a´rea de sensibilidad; y tiene un valor infinito cuando las longitudes
de los rayos son mayores que el radio del sensor de rango (R); lo que quiere decir
que los objetos esta´n fuera del rango en el que el robot es capaz de detectar.
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ρR(x, θ =
{ρ(x, θ), si ρ(x, θ) < R
∞, en el resto de situaciones.
El algoritmo de Tangent Bug asume que el robot puede detectar discontinui-
dades en ρR. Para un x  R2 fijos, se define un intervalo de continuidad, el cual
conecta el conjunto de puntos que se encuentran en el contorno del espacio libre
(x + ρ(x, θ)[cos θ, sin θ]T ) donde ρR(x, θ) es finito y continuo con respecto a θ.
Los puntos finales de estos intervalos tienen lugar cuando ρR(x, θ) pierde la
continuidad debido a un objeto bloqueando la trayectoria o un sensor alcanzando
su l´ımite de rango.
Al igual que en el caso de Bug1 (seccio´n 2.5.3.1) Bug2 (seccio´n 2.5.3.2); Tan-
gent Bug tiene dos comportamientos, moverse hacia el objetivo y seguir el contorno
del obsta´culo. La principal diferencia reside en este segundo comportamiento.
Inicialmente el robot se mueve en direccio´n al objetivo en linea recta hasta
que el sensor de rango detecta un objeto a una distancia R (que se corresponde
con el radio de la circunferencia que es capaz de abarcar el sensor) entre e´l y la
meta. Cuando el robot detecta un objeto intenta que el circulo de radio del sensor
de radio R sea tangente al objeto; e inmediatamente despue´s este punto tangente
se separa en dos O′is, que son los puntos finales del intervalo. En caso de que el
obsta´culo estuviese en frente del robot, este intervalo interseccionar´ıa con el seg-
mento que conecta el robot y el objetivo. Una vez determinado el segmento Oi, el
robot se movera´ hacia el Oi que decrezca la distancia heur´ıstica a la meta.
Figura 20: Tangent Bug
Cuando dreach < dfollowed, el robot termina de bordear el obsta´culo. Siendo T
el punto donde el c´ırculo centrado en x de radio R que conecta x y qgoal, T ser´ıa el
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punto de la periferia del sensor de rango ma´s cercano al objetivo cuando el robot
esta´ situado en x. Siendo x = qstart y dleave = d(qstart, qgoal) el pseudoco´digo se
muestra a continuacio´n.
Algorithm 3 Tangent Bug Algorithm
Input: Robot equivalente a un punto y un sensor de rango.




Moverse de manera continuada al punto n  (T,Oi), la cual minimiza
distancia d(x, n) + d(n, qpath).
until
• qgoal es alcanzado or
• la direccio´n que minimiza la distancia d(x, n) + d(n, qpath) empieza
incrementar d(x, qpath).
Elegir la direccio´n del contorno que continua en la misma direccio´n
a la mayor´ıa de los movimientos en direccio´n a la meta.
repeat
Actualizar continuamente dreach, dfollowed y [Oi].
Se mueve continuamente hacia n  [Oi] que es en la direccio´n elegida.
until
qgoal es alcanzado or
• Se alcanza el objetivo or
• El robot completa un circulo al rededor del obsta´culo, en cuyo caso
no se puede alcanzar el objetivo.
• dreach < dfollowed.
end while
2.5.4. Grafos de visibilidad
Estos me´todos se basan en la construccio´n de un grafo que representa en sus
nodos configuraciones factibles del robot, y en sus arcos el coste de conexio´n di-
recta entre dos ve´rtices. Una vez construido dicho grafo, denominado grafo de
conectividad, se halla un camino entre el origen y el destino se reduce a conectar
dichos puntos con el grafo y hallar una secuencia de nodos dentro de e´l [78]. El
te´rmino de visibilidad alude a que en este me´todo se enlazan los ve´rtices entre los
que existe visio´n directa, es decir, sin obsta´culos que lo impidan.
El proceso comienza generando una lista de los ve´rtices de los pol´ıgonos a los
que se an˜aden las posiciones inicial y final [79]. Con estos puntos se genera una
matriz cuadrada con tantas filas como puntos. A continuacio´n se evalu´a para cada
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par de puntos su posibilidad de enlace directo, es decir, si el robot ubicado en uno
de los puntos puede alcanzar el otro desplaza´ndose en l´ınea recta. Si un obsta´culo,
en la matriz se anotara´ un valor que indique tal eventualidad. Esta matriz no es
ma´s que la descripcio´n de un grafo que une los punto entre los que es posible el
enlace directo (ver figura 21).
Figura 21: Grafo de visibilidad [80]
Recorriendo este grafo se puede alcanzar cualquier ve´rtice. As´ı pues, una solu-
cio´n se consigue escogiendo una sucesio´n de ve´rtices conexos dentro del grafo en
la que el primero sea el punto de partida y el u´ltimo la meta. Entre los muchos
caminos a escoger, se suele utilizar el criterio de mı´nima distancia.
El algoritmo de Dijkstra es el ma´s utilizado entre los grafos de visibilidad, ya
que resuelve el problema desde un u´nico ve´rtice origen hasta todos los otros ve´rti-
ces del grafo.
2.5.4.1 Algoritmo de Dijkstra
El algoritmo de Dijkstra tambie´n es conocido como algoritmo de caminos mı´ni-
mos; el objetivo de este algoritmo es determinar el camino ma´s corto desde el nodo
de origen al nodo final. Para ello se dota a los nodos de un peso, que equivale a la
distancia que hay que recorrer para poder ser alcanzados, y el camino ma´s corto
sera´ aquel que la suma de los pesos que lo conforman sea el menor.
Este algoritmo debe su nombre a Edsger Dijkstra, quien lo describio´ por pri-
mera vez en 1959.
Este algoritmo es de tipo greddy, es decir aquel que para resolver un determi-
nado problema sigue la forma heur´ıstica (elige la opcio´n o´ptima en cada paso local
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sin considerar opciones futuras). No obstante, el o´ptimo encontrado en una etapa
puede modificarse posteriormente si surge alguna solucio´n mejor.
Figura 22: Algoritmo de Dijkstra
Como se puede observar en la imagen 22, el nu´mero que aparece sobre cada
una de las flechas es la distancia entre los nodos que e´sta une, por ejemplo para
llegar de A a E hay distintas opciones. A simple vista se podr´ıa determinar que las
dos ma´s o´ptimas ser´ıa ir de A a E pasando por B (cuya suma de distancia total
sera´ 20); o ir de A a E pasando por D cuya distancia total sera´ de 18. Por tanto
la ruta ma´s o´ptima siguiendo el algoritmo de Dijkstra ser´ıa pasar por D.
A continuacio´n se implementa el pseudoco´digo explicativo de este algoritmo.
Para poder desarrollar este algoritmo es necesario crear una un vector (de taman˜o
n, siendo n el nu´mero de nodos existentes) para guardar las distancias del nodo
salida al resto (s) y se iniciara´ el vector con distancias iniciales. Adema´s es necesario
un vector booleano para controlar los ve´rtices de los que ya se tiene la distancia
mı´nima. El grafo es G
41
Trabajo de fin de grado




while W  V[G] do
if no existe arista entre s y w then
distancia[w] = ∞
else




while NOT visto[s] do
nodo = coger el mı´nimo del vector distancia que no este´ visto
visto[nodo] = TRUE
while w  sucesores (G, nodo) do
if distancia[w] ¿distancia[nodo] + peso (nodo, w) then




2.5.5. Diagramas de Voronoi
Los diagramas de Voronoi son en realidad los grafos que dan el nombre al me´to-
do. En este caso el grafo resultante tiene la ventaja de que maximiza la distancia
entre el robot y los obsta´culos. Este me´todo se utiliza bien directamente [84] o bien
como base a otros me´todos [85]. La aplicacio´n de este me´todo exige el modelado de
los obsta´culos como obsta´culos C poligonales, lo cual permite adoptar la analog´ıa
del robot puntual.
Un diagrama de Voronoi generalizado representa los puntos que equidistan de
elementos vecinos entre s´ı. Estos elementos pueden ser obsta´culos o bien bordes
del escenario. El atributo de vecindad quiere expresar que no hay ningu´n otro ele-
mento entre dos que sean vecinos.
Dado que el lugar geome´trico de los puntos del plano que equidistan de un
punto y una recta es una para´bola, y el lugar geome´trico de los puntos del plano
que equidistan de dos rectas es a su vez una recta, si los obsta´culos son pol´ıgonos,
el diagrama estara´ compuesto de una sucesio´n de para´bolas y segmentos rectos
interconectados. Si se toman los puntos de interconexio´n como ve´rtices, y los frag-
mentos de para´bolas y rectas como arcos, se dispone de un grafo.
No obstante, los diagramas de Voronoi tambie´n pueden extraerse de escena-
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rios donde existan obsta´culos con lados curvos, aunque en estos casos la forma del
diagrama dependera´ de estos elementos sin poder acudir a estructuras predefinidas.
Una vez generado el grafo, se procede a conectar los puntos de partida y meta
al mismo [79]. Si el punto se halla en la vecindad de dos segmentos, se halla la
l´ınea ortogonal que une dicho punto al segmento ma´s pro´ximo. El segmento de
dicha recta definido por su interseccio´n con el grafo y el punto considerado, cons-
tituira´ la unio´n de este punto al grafo. Si por el contrario el punto se encuentra en
la vecindad de un ve´rtice y otro elemento, se halla la recta que pasa por el ve´rtice
y el punto, determina´ndose de la misma forma que en el caso anterior el arco del
grafo necesario (ver figura 23). A partir de aqu´ı el problema resulta como en el
caso de los grafos de visibilidad, es decir, se podr´ıa aplicar el algoritmo de Dijkstra
hallando as´ı una secuencia de ve´rtices en el grafo que una sendos puntos.
Figura 23: Diagrama de Voronoi [82]. El punto de origen es de color rojo y la
meta, azul.
La ventaja de este me´todo es la capacidad de alejarse de los obsta´culos,
eligiendo siempre el camino ma´s despejado posible. Este me´todo es conveniente
en escenarios con abundantes obsta´culos y pasos estrechos, sin embargo resulta
muy inconveniente en entornos con escasos obsta´culos. En este caso, dependiendo
de la ubicacio´n de los mismos, el diagrama arrojara´ trayectorias que pueden dar
rodeos largos e innecesarios para llegar a la meta.
2.5.6. Algoritmos basados en celdas
En esta seccio´n se explicara´n otro tipo de representacio´n del espacio libre como
es la descomposicio´n en celdas de e´ste. Esta estructura representa el espacio libre
mediante la unio´n de las regiones ma´s simples, conocidas como celdas.
Dos celdas son adyacentes si ambas tienen parte del contorno del objeto; una
gra´fica adyacente codifica la relacio´n entre las diferentes celdas, donde un nodo
43
Trabajo de fin de grado
corresponde a una celda y el borde conecta el los nodos de las celdas adyacentes.
La idea general de estos me´todos consiste en dividir el problema en dos niveles:
uno global que resuelve la trayectoria por zonas y otro, ma´s simple, a nivel local.
Se trata de dividir el entorno de estudio en un conjunto de celdas [78]. E´stas han de
tener la peculiaridad de que resulte sencilla la conexio´n de dos puntos cualesquie-
ra de su interior, bien porque sean muy pro´ximos, porque la celda sea convexa, etc.
Una vez discretizado el espacio de configuraciones libres de colisio´n en un con-
junto de celdas completo se procede a resolver su conectividad a un nivel superior
construyendo un grafo de conectividad.
Existen dos subtipos principales que se estudiara´n a continuacio´n: la
descomposicio´n de celdas exactas y la descomposicio´n aproximada.
2.5.6.1 Descomposicio´n en celdas exactas
Se utiliza este te´rmino cuando la descomposicio´n genera un conjunto de celdas
cuya unio´n resulta ide´ntica al espacio de configuraciones libres de colisio´n. Es de-
cir, las celdas han de estar de tal modo definidas que se adapten a la configuracio´n
de obsta´culos.
Por ejemplo, en un problema en el que el escenario y los obsta´culos tengan
limites poligonales, como se muestra en la imagen 24, se pueden trazar rectas ver-
ticales en cada ve´rtice. De esta forma, todo el espacio de configuraciones libres de
colisio´n queda fragmentado en celdas trapezoidales o triangulares en su totalidad.
A partir de aqu´ı se genera el grafo de conectividad y se halla la secuencia de celdas
en donde ha de estar contenida la trayectoria.
Figura 24: Descomposicio´n en celdas exactas [80]
Para generar la trayectoria basta con elegir los puntos medios de los segmentos
adyacentes como puntos de paso. Trazando segmentos rectos entre los mismos se
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obtiene la solucio´n.
Este tipo de fragmentacio´n se denomina Descomposicio´n Vertical [83]. Pre-
cisa una ordenacio´n previa de los ve´rtices por abscisa, lo cual implica un tiempo
de co´mputo O(n log n), siendo n el nu´mero de ve´rtices.
A partir de aqu´ı, el trazado de l´ıneas verticales, la designacio´n de celdas y la
identificacio´n de las que contienen la posicio´n origen y la de destino; todo puede
realizarse de modo concurrente en un tiempo O(n log n). El nu´mero de celdas y el
de sus enlaces coinciden en O(n).
Para un grafo de estas dimensiones, hallar un camino entre dos nodos puede
realizarse en un tiempo O(n) aunque no ser´ıa el ma´s corto. si se desea esta u´ltima
propiedad el algoritmo de bu´squeda tardar´ıa O(n log n) [78].
Otro ejemplo de descomposicio´n en celdas exactas lo constituye la llamada
triangulacio´n de Delaunay. E´sta considera inicialmente el conjunto de puntos
formado por los ve´rtices de los obsta´culos. A continuacio´n une en un segmento
los pares de puntos tales que es posible hallar una circunferencia que los conten-
ga sin inscribir ningu´n otro punto. Esta exclusio´n implica que los puntos del par
son los ma´s cercanos al centro de la circunferencia hallada. Adema´s, dicho centro
equidista de los puntos a unir, puesto que para dos puntos cualesquiera de una
circunferencia, la bisectriz del segmento que definen contiene siempre al centro de
la misma. De ambos resultados se deduce que este centro pertenecera´ al diagrama
de Voronoi que definen los ve´rtices de los obsta´culos.
No obstante, el me´todo no resuelve el diagrama de Voronoi, sino que u´nicamen-
te define una descomposicio´n de Cfree en celdas triangulares delimitadas por los
segmentos definidos con la propiedad mencionada. sobre estas celdas se construye
un grafo de adyacencia y se resuelve.
Este me´todo es ma´s complejo que la descomposicio´n vertical; no obstante, los
puntos medios de los segmentos de estas celdas se distancian con mayor eficacia de
los obsta´culos, y la solucio´n obtenida ofrece por tanto mayor margen de seguridad
en orden a evitar colisiones, como se puede apreciar en la imagen 25 .
45
Trabajo de fin de grado
Figura 25: Descomposicio´n de Delaunay [80]
2.5.6.2 Descomposicio´n en celdas aproximadas
En este tipo de descomposicio´n se utilizan celdas de disen˜o predefinido, habi-
tualmente rectangulares. Al descomponer todo el escenario en dichas celdas algunas
solapara´n bien completamente bien en parte algu´n obsta´culo. E´stas sera´n descar-
tadas, las dema´s sera´n las que conformen el grafo de adyacencia. Por lo dema´s el
proceso es bastante similar. La ventaja de este me´todo con respecto a la descom-
posicio´n exacta reside en su rapidez de implementacio´n.
Como puede deducirse este tipo de descomposicio´n no cumple con el requisito
de la anterior debido a esas celdas descartadas que contienen en parte configu-
raciones libres de colisio´n. A continuacio´n se describen dos ejemplos: el me´todo
de divisio´n en cuadrantes, tambie´n conocido como descomposicio´n quadtree y el
me´todo de frente de ondas, aludido tambie´n como fast marching method.
El me´todo de descomposicio´n quadtree parte de un escenario contenido en
un recta´ngulo, a continuacio´n se divide el escenario en recta´ngulos semejantes me-
diante el procedimiento de trazar mediatrices en la base y la altura del original
(como se observa en la imagen 26), obteniendo as´ı 4 recta´ngulos. Se clasifican los
tria´ngulos segu´n su a´rea este´ contenida en CB (se les llamara´ ”llenos”), en Cfree
(recta´ngulos ”vac´ıos”), o tenga parte en ambos (”mixtos”).
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Figura 26: Descomposicio´n en celdas aproximadas: Quadtree [12]
Los recta´ngulos mixtos van volvera´n a sufrir el proceso de fragmentacio´n utili-
zando el mismo sistema. De nuevo sera´n etiquetados como llenos (si esta´n dentro
de CB), vac´ıos (si esta´n en Cfree) y mixtos, siendo los mixtos los sujetos del si-
guiente proceso.
En cada una de estas etapas se actualiza una estructura de datos de tipo a´rbol
de grado 4, es decir, de cada nodo del a´rbol descienden a otros cuatro. El nodo
ra´ız representa el recta´ngulo inicial que contiene el escenario. Sus cuatro nodos
descendientes representan los recta´ngulos de la primera subdivisio´n. De la misma
forma esta´ relacionados los dema´s recta´ngulos, teniendo en cuenta que aquellos
nodos que esta´n etiquetados como llenos o vac´ıos no tienen nodos descendientes,
solo los mixtos los tienen.
En la figura 27 se ha representado un ejemplo de este a´rbol marcando en gris
los nodos mixtos, en blanco los vac´ıos y en negro los llenos. Utilizando este a´rbol,
se comprueba en cada iteracio´n si existe una secuencia de celdas vac´ıas que conec-
te la celda origen con la celda destino. Si la hay, se procede a generar un camino
utilizando los puntos medios de los recta´ngulos vac´ıos. Si no la hay, se vuelve a
iterar. Estas iteraciones esta´n limitadas a un determinado taman˜o de celda, con
lo que si se alcanza sin encontrar un camino, se devuelve que no ha sido posible
hallar una solucio´n.
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Figura 27: Estructura en a´rbol de las particiones [80]
Este me´todo es adecuado para el procesamiento de escenarios definidos como
ima´genes, donde cada pixel pertenecera´ o bien a Cfree o bien a CB. En este caso
se define la celda mı´nima con el taman˜o de un pixel. De este modo, al llegar a
ese nivel de descomposicio´n, no quedara´n celdas mixtas y el me´todo se detiene de
forma natural.
Este me´todo ha sido disen˜ado en un espacio de dos dimensiones, pero puede ser
generalizado a varias. En el caso de tres dimensiones se habla de descomposicio´n
octree, debido a que el a´rbol pasa a ser de grado 8.
En cambio, existen otros me´todos que directamente parten de una descompo-
sicio´n en celdas del mismo taman˜o, es decir, utilizan una discretizacio´n regular del
espacio de configuraciones. Uno de estos me´todos es conocido como fast mar-
ching method [91]. Se basa en descubrir la trayectoria de un rayo de luz emitido
desde la posicio´n origen hasta la de destino, aplicando teor´ıa de ondas.
2.5.7. Modelado del espacio libre
En este me´todo, los obsta´culos se les representa como pol´ıgonos. La planifica-
cio´n se lleva a cabo a trave´s de los CRG, cilindros rectil´ıneos generalizados, y al
igual que Voronoi, con el uso de los CRG se pretende que el robot se mueva lo ma´s
alejado de los obsta´culos.
La ruta sera´ una configuracio´n de CRG interconectados, tal que la configu-
racio´n inicial o de partida se encuentre en el primer cilindro de la sucesio´n y la
configuracio´n final en el u´ltimo cilindro.
El proceso para construir un CRG sera´ el siguiente:
1. Ca´lculo del eje del CRG, se define como la bisectriz del a´ngulo α formado
por el corte de las rectas que contienen las aristas 1ai y
2aj que cumplen con
las condiciones antes mencionadas.
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2. Por ambos lados de dichas aristas se construyen rectas paralelas al eje, con
origen en los ve´rtices de las aristas implicadas y con extremo sen˜alado por
la proyeccio´n del primer obsta´culo que corta el eje.
Figura 28: Construccio´n de un CRG [86]
Repitiendo este proceso se construye una red CRG en el entorno del robot que
modela el espacio libre del mismo. El robot navegara´ por el eje del cilindro, en el
cual se encuentran anotadas para cada punto el rango de orientaciones admisibles.
El paso de un CRG a otro se produce siempre y cuando sus ejes intercepten y
la interseccio´n del rango de orientaciones admisibles en el punto de corte de ambos
ejes no sea nulo [86].
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3. Descripcio´n general
Teniendo en cuenta todo lo mencionado anteriormente se puede comenzar a
acotar la parte pra´ctica proyecto.
El trabajo consiste en generar una trayectoria para un robot submarino. En
este caso el sistema tiene que ser capaz de ubicarse y ejecutar una trayectoria
para alcanzar la posicio´n final definida sin colisionar con ningu´n obsta´culo que se
encuentre en el recorrido.
Para resolver este problema, por tanto se utilizara´n distintos simuladores, que
facilitara´n la ejecucio´n de las trayectorias y la evitacio´n de obsta´culos, como son
UWSim), el asistente MoveIt y la herramienta de visualizacio´n 3D Rviz. Todos
estos simuladores son explicados en detalle en la seccio´n 5.
Figura 29: Arquitectura general del proyecto
En la imagen 29 se muestra el proceso que habr´ıa que seguir desde el disen˜o
del robot y del entorno, hasta la generacio´n de trayectorias. Este proceso se expli-
cara´ posteriormente en la seccio´n 7.
Por tanto, este sistema estara´ formado por varios componentes que pertene-
cera´n a distintas categor´ıas dentro del trabajo en s´ı y se dividira´ en 4 grandes
bloques:
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Hardware. No es la parte en la que se centra el proyecto, es cierto que sin
el equipo empleado no se podr´ıa haber llevado a cabo.
Software. ROS es una plataforma de co´digo abierto en la que las aplica-
ciones se comunican entre s´ı, emitiendo y recibiendo informacio´n. Adema´s,
en el desarrollo de la parte pra´ctica se utilizara´n otras herramientas, no solo
relacionadas con ROS.
Generacio´n de la trayectoria. Engloba todo lo que se ha llevado a cabo
para la realizacio´n de la parte pra´ctica del proyecto, es decir, como se integra
en el sistema y los resultados que se obtienen.
En funcio´n del nu´mero de grados de libertad controlables se utilizara´n distintos
algoritmos para alcanzar el objetivo final.
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4. Hardware
Pese a que el proyecto se encuentra centrado en un submarino (GIRONA 500),
el trabajo se desarrolla en su totalidad fuera de e´ste, ya que el AUV con el que se
ha trabajado se encuentra en la Universidad de Gerona y no es posible utilizarlo
en la comprobacio´n de resultados.
Por tanto se trabajara´ en su totalidad a trave´s de un ordenador para generar
la trayectoria y visualizarla en el entorno de ROS.
4.1. Porta´til HP Pavilion
Las restricciones que se pueden encontrar en este caso son el ser capaz de traba-
jar con ROS cuyas exigencias no son excesivas, y por extensio´n poder trabajar con
Ubuntu 14.04. En vez de realizar una particio´n del disco, era ma´s sencillo instalar
el sistema operativo en un disco duro, ya que esto permitir´ıa trabajar en el pro-
yecto desde cualquier ordenador, sin necesidad de tener f´ısicamente el ordenador
en el que se esta´ trabajando.
Las prestaciones que caracterizan el modelo y se encuentran relacionadas con
los requerimientos tanto del sistema operativo como de ROS son:
Procesador: AMD A10-5745M APU con Radeon
Memoria: 500GB
Tarjeta Gra´fica: 2.1 GHz
Figura 30: Porta´til HP Pavilion
4.2. Disco duro
Se ha empleado un disco duro de 500Gb en el que se instalara´ Ubuntu y todos
los programas que se necesiten para la elaboracio´n del proyecto.
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5. Software
El objetivo principal de este trabajo es simular un AUV que permita alcanzar
una posicio´n final sin colisionar con ninguno de los obsta´culos que se encuentren
en su trayectoria.
Por un lado se encuentra ROS (el entorno de trabajo), es la parte que ca-
racteriza el proyecto debido a su particular disen˜o modular. Por otra parte, se
encuentra el simulador UWSim, gracias a e´l se obtiene la descripcio´n del robot que
se va a utilizar para la simulacio´n. Adema´s, para realizar las trayectorias de una
manera ma´s intuitiva se empleara´ un simulador de entornos, conocido como Rviz
y un asistente, MoveIt, que ayudara´ a crear el paquete, y por tanto, los ficheros
necesarios para poder visualizar tanto el entorno como el robot en Rviz.
Antes de comenzar a explicar cada herramienta o simulador utilizado, es ne-
cesario tener una visio´n general de sobre que sistema operativo o herramienta va
instalado cada uno de ellos.
Figura 31: Software stack
Como se observa en la imagen 31 siempre se ha trabajado sobre el sistema ope-
rativo Ubuntu 14.04. ROS va instalado directamente sobre el sistema operativo,
al igual que Blender y Wine (permite la ejecucio´n de programas disen˜ados para
Windows). Una vez instalado ROS, sobre e´l se instalan el resto de simuladores y
asistentes relacionados con el robot, como son UWSim, MoveIt y Rviz ; mientras
que Solid Edge y SketchUp esta´n instalados sobre Wine, ya que no existe una
versio´n para Ubuntu de estos programas.
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5.1. Entorno de Programacio´n: ROS
Se ha estudiado el funcionamiento y sensores del AUV GIRONA 500 y su forma
de uso bajo distintos simuladores, para todos ellos ha sido necesaria la integracio´n
del framework ROS (Robot Operating System) para las comunicaciones entre el
componente y el robot. Esta tecnolog´ıa permite enviar o´rdenes al robot a trave´s
de co´digo desarrollado en Python o en C++.
ROS es un entorno de trabajo creado para disen˜ar y ejecutar aplicaciones de
robo´tica. Es un conjunto de herramientas, bibliotecas y convenciones que buscan
simplificar la tarea de crear conductas para robots complejas y robustas a trave´s
de una amplia variedad de plataformas relacionadas con la robo´tica [33].
Figura 32: Logotipo ROS Indigo [32]
ROS fue desarrollado originalmente en 2007 con el nombre de switchyard por
el Laboratorio de Inteligencia Artificial de Stanford para dar soporte al proyecto
que ellos estaban llevando a cabo all´ı (Robot con Inteligencia Artificial). Desde
2008 el desarrollo continua en un instituto de investigacio´n robo´tico con ma´s de
veinte instituciones colaborando.
Como no se hab´ıa realizado ningu´n trabajo con este entorno de programacio´n,
antes de comenzar este proyecto se realizaron una serie de tutoriales que provee la
pa´gina oficial de ROS [30].
5.1.1. Conceptos Principales
A nivel conceptual, el sistema de construccio´n de ROS en su versio´n Indigo,
catkin, se divide en tres niveles diferentes: Sistema de Archivos, Gra´fica de Compu-
tacio´n (Computational Graph) y Comunidad [31]. Ya que los dos primeros niveles
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intervienen directamente con la comprensio´n del trabajo como conjunto, se pasa
a describirlos con mayor detalle.
5.1.1.1 Sistema de Archivos
Los conceptos relacionados con el Sistema de Archivos cubre los recursos que
se encuentran en el Disco Duro relacionados con ROS [31].
Paquetes (package): Es la unidad principal de organizacio´n de software
con la que trabaja ROS. Un paquete puede contener aplicaciones denomina-
das nodos, bibliotecas con dependencia a ROS, conjuntos de datos, ficheros
de configuracio´n, ficheros ejecutables o cualquier cosa que sea pra´ctico orga-
nizar junto a lo anterior. Los paquetes son la unidad ato´mica de construccio´n
y liberacio´n presente en ROS.
Manifiestos de paquetes (package manifest): El fichero package.xml
presente en un paquete, proporciona informacio´n relacionada con el paquete
en el que se encuentra contenido (como el nombre del fichero, la descripcio´n,
la informacio´n relacionada con su licencia o sus dependencias con respecto a
otros paquetes entre otros).
Repositorios (repositories): Los repositorios son una coleccio´n de paque-
tes que comparten un sistema VCS (Version Control System) comu´n. Los
paquetes que comparten un VCS comparten la misma versio´n y pueden ser
liberados al mismo tiempo.
Tipos de Mensajes (msg): Las descripciones de los mensajes definen co-
mo se encuentra estructurada la informacio´n contenida en un mensaje que
se env´ıa en ROS. Esta informacio´n se almacena en una direccio´n similar a
my package/msg/MyMessageType.msg.
Tipos de servicios (srv): Las descripciones de los servicios definen las
estructuras de datos de peticio´n y respuesta para servicios en ROS. Estos
servicios se guardan en la direccio´n my package/srv/MyServiceType.srv.
5.1.1.2 Gra´fica de Computacio´n
La gra´fica de computacio´n se define como la red peer-to-peer (todos los pe-
quen˜os programas que pueden formar un sistema ROS se comunican mediante
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mensajes que circulan de uno a otro sin pasar por una rutina de servicios central).
Los conceptos relacionados con este a´mbito con mayor relevancia son los no-
dos (nodes), el Master (Maester), el Servidor de Para´metros (Parameter Server,
mensajes (messages), servicios (services), to´picos (topics), y bolsas (bags). Todos
ellos proporcionan informacio´n a la Gra´fica de diferentes maneras:
Nodos (nodes): Son ejecutables que realizan diversos procesos. ROS
esta´ disen˜ado para ser modular a la mayor escala posible; por lo que el
sistema de control de un robot conjugara´ varios nodos.
Ma´ster (Master): El ROS Master proporciona el registro y bu´squeda de
nombres al resto de la Gra´fica de Computacio´n. El Ma´ster permite que los
nodos se encuentren unos a otros, intercambien mensajes o pidan servicios.
El Ma´ster ROS actu´a como un servicio de nomenclatura en la Gra´fica de
Computacio´n. Almacena to´picos y provee de datos de registro para los no-
dos. Los nodos se comunican con el Ma´ster para reportar acerca de sus datos
de registro. Al comunicarse con el Ma´ster reciben tambie´n informacio´n acerca
de otros nodos registrados, lo que permite establecer comunicaciones correc-
tamente. El Ma´ster tambie´n permite informar a los nodos cuando los datos
de registro cambien, de modo que los nodos que ya se encuentran funcionan-
do puedan establecer comunicaciones cuando un nuevo nodo se ejecuta.
Aun as´ı los nodos se conectan entre s´ı directamente, el Ma´ster u´nicamente
se encarga de darles informacio´n de bu´squeda, de un modo parecido a como
lo har´ıa un servidor DNS. Los nodos que se subscriben a un tema pedira´n
conexio´n a los nodos que la publican en dicho tema, y establecera´n una cone-
xio´n a trave´s de protocolo. El protocolo de conexio´n ma´s empleado en ROS
es el TCPROS, basado en protocolos TCP/IP esta´ndar.
Servidor de Para´metros (parameter server): El Servidor de Para´me-
tros permite guardar informacio´n bajo llave en una localizacio´n principal.
Actualmente forma parte del Master.
Mensajes (messages): Los nodos se comunican entre s´ı intercambiando
mensajes. Un mensaje es una estructura de datos simple, que almacena una
serie de variables (las variables esta´ndar como integers, floats o bools esta´n
incluidas) u objetos de una clase.
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To´picos (topics): Los mensajes son enviados empleando sema´ntica de
tipo publicacio´n/suscripcio´n. Un nodo env´ıa un mensaje publica´ndolo en
un determinado topic o to´pico. Un to´pico es la denominacio´n que se emplea
para identificar el contenido del mensaje. Un nodo que este´ interesado en
informacio´n de un determinado tipo, se suscribira´ al to´pico correspondiente.
Para un solo to´pico puede haber mu´ltiples publicadores y suscriptores, as´ı co-
mo un solo nodo puede publicar y suscribirse a varios temas la mismo tiempo.
Siguiendo la idea de separar la consumicio´n de informacio´n de su emisio´n los
nodos publicadores no son conscientes de la existencia de los suscriptores y
viceversa.
Servicios (services): A pesar de que el sistema de publicacio´n y suscripcio´n
constituye un ejemplo de comunicacio´n muy flexible, no resulta del todo
apropiado cuando se busca una interaccio´n de tipo peticio´n/respuesta,
normalmente requeridos en sistemas distribuidos.
En ROS, esta interaccio´n se realiza a trave´s de services o servicios, que se
definen empleando un par de estructuras de mensajes: una se emplea para la
peticio´n y otra para la respuesta correspondiente. Un nodo ofrece un deter-
minado servicio bajo un nombre y un cliente emplea dicho servicio enviando
un mensaje de peticio´n y esperando una respuesta. La mayor parte de biblio-
tecas de ROS ofrecen esta interaccio´n con el programador como si se tratara
de una llamada a un procedimiento remoto.
Bolsas (bags): Los bags o bolsas son un formato dedicado a guardar y
reproducir informacio´n relacionada con mensajes en ROS. Los bags son un
mecanismo de gran relevancia para almacenar informacio´n, como por ejem-
plo informacio´n de un sensor, que suele ser relativamente dif´ıcil de guardar
pero indispensable a la hora de desarrollar y probar algoritmos.
Este tipo de arquitectura permite operaciones desvinculadas, donde los nom-
bres son los medios primarios a trave´s de los cuales se pueden construir sistemas
mayores y ma´s complejos. Los nombres tienen una gran importancia dentro de
ROS, ya que los nodos, to´picos, servicios y para´metros poseen nombres. Cada bi-
blioteca de cliente de ROS soporta el remapeado de nombre a trave´s de la l´ınea
de comando, lo que implica que un programa que se encuentra compilado puede
ser reconfigurado mientras que se esta´ ejecutando para trabajar en una topolog´ıa
diferente en la Gra´fica de Computacio´n.
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Figura 33: Esquema´tico de la Gra´fica de Computacio´n [31]
5.1.1.3 Comunidad
Durante los u´ltimos an˜os, la comunidad de ROS ha crecido considerablemente.
Histo´ricamente, los usuarios lo utilizaban solo en los laboratorios, pero en la actua-
lidad, cada vez es ma´s frecuente encontrar empresas que lo utilizan en la industria,
debido a la automatizacio´n.
La comunidad de ROS es muy activa, ya que tiene ma´s de 1500 participantes en
la lista de emails de ROS, 3300 que trabajan en colaboracio´n con la documentacio´n
de la Wiki (pa´ginas web con tutoriales de como utilizar las distintas herramientas
y simuladores) y 5700 participantes que preguntan en los foros de ROS.
5.1.2. Componentes ba´sicos de ROS
5.1.2.1 Servicio roscore
Roscore es un servicio que ROS ofrece permitiendo as´ı una comunicacio´n entre
nodos mediante el env´ıo de mensajes. Cualquier aplicacio´n de ROS necesita que
este´ abierto roscore en la terminal.
Cada nodo se conecta al roscore en cuanto se inicia y le env´ıa los detalles de
los mensajes que desea enviar y a los que se quiere suscribir, tambie´n establece las
conexiones peer-to-peer con otros nodos cuando uno nuevo aparece.[34]
Cada nodo informa al roscore de los mensajes a los que quiere suscribirse y
que´ mensajes env´ıa y es entonces cuando roscore informa de las direcciones a
aquellos interesados en dichos mensajes.
Roscore tambie´n provee de un servidor de para´metros que es utilizado por los
nodos para su configuracio´n. Permite a los nodos almacenar y recuperar datos ar-
bitrarios. Para esto, como para la mayor´ıa de servicios de ROS, existe el comando
rosparam.
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5.1.2.2 Catkin y workspaces
Para poder trabajar con ROS, adema´s de todos los conceptos explicados ante-
riormente, es importante conocer los espacios de trabajo en los que se desarrollara´n
los programas.
Catkin es el sistema de construccio´n de ROS desde la versio´n Groovy (ya que
antes se utilizaba el comando rosbuild), que mediante la combinacio´n de macros
CMake y scripts en lenguaje Phython, nos permite la generacio´n de targets a par-
tir de puro co´digo y permite que pueda ser utilizado por un usuario final. Los
targets son librer´ıas, programas ejecutables o interfaces. Estos co´digos se agrupan
por funcionalidades comunes en los ya mencionados paquetes.
Para construir estos paquetes, el sistema de construccio´n necesita informacio´n
como la localizacio´n de los componentes de la cadena de herramientas, la locali-
zacio´n de los co´digos fuente, las dependencias tanto de los co´digos como externas,
donde se encuentran esas dependencias, los targets que se deben construir, etc.
Toda esta informacio´n es la que con el sistema CMake, se encuentra en los ficheros
denominados CMakeLists.txt.
Catkin es un sistema de construccio´n a medida que permite que CMake maneje
las dependencias entre paquetes.
Esto es necesario para que ROS, ya que e´ste esta´ formado por un conjunto
de paquetes libremente federados, por lo que podemos tener muchas dependencias
entre paquetes a priori independientes que adema´s utilizan diferentes lenguajes
de programacio´n. Por esto, el proceso de construccio´n de un target puede variar
mucho entre s´ı, incluso dentro de un mismo paquete. El objetivo de catkin es fa-
cilitar la construccio´n y el funcionamiento de co´digo ROS mediante la utilizacio´n
de herramientas y convenciones para simplificar el proceso. Esta herramienta es la
que se basa la construccio´n de los espacios de trabajo (workspaces).
Antes de realizar cualquier programa en ROS es necesario crear un workspace
donde se guardara´ y se trabajara´ con el co´digo. Un workspace simplemente es un
conjunto de directorios en los que una agrupacio´n de co´digos es almacenada. Se
puede tener dentro de una ma´quina una gran cantidad de workspaces, y pueden
encontrarse todos en los tutoriales que la propia pa´gina que ROS ofrece [30], sin
embargo y para mayor comodidad, se ha adjuntado una gu´ıa ra´pida de instalacio´n
(basada en estos tutoriales) en el anexo A.1 de este documento.
El comando catkin make genera dentro de workspace dos nuevos directorios:
build y devel. El primero es donde se almacenan los resultados de la ejecucio´n del
catkin, como pueden ser ejecutables o librer´ıas, mientras que en el segundo hay
una gran cantidad de ficheros y directorios de configuracio´n del workspace [35].
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5.1.2.3 Paquetes
Una vez conocidos los workspaces, se profundizara´ en el concepto de paquete
de ROS. Como ya se ha comentado anteriormente, un paquete es la unidad funda-
mental de agrupar la informacio´n en ROS. Estos paquetes se almacenan dentro del
directorio src que se ha credo previamente en el workspace y es imprescindible que
contengan tanto un fichero CMakeList.txt como un package.xml. Estos archivos
describen al comando catkin co´mo debe interactuar con ellos cuando es ejecutado.
En estos paquetes es donde se almacenar´ıan los programas realizados en otros
lenguajes de programacio´n y los ficheros que son necesarios para que la funciona-
lidad del paquete pueda ejecutarse correctamente.
5.1.3. Comandos importantes de ROS
Los comandos ma´s importantes ya se han explicado con anterioridad.
roscore
El comando roscore es el primer comando que se ha de lanzar a la hora
de ejecutar cualquier aplicacio´n de ROS y su importancia dentro de cualquier
proceso de ROS, pero no es la u´nica instruccio´n que se utilizara´ con frecuencia. A
continuacio´n se mencionan los de mayor importancia.
rosrun
Rosrun es un comando que permite lanzar los programas sin que exista la ne-
cesidad de buscar la ubicacio´n de los mismos dentro del sistema de archivos de
Ubuntu. U´nicamente utiliza el nombre del paquete y del programa concreto que
se desea ejecutar, sin importar do´nde se encuentre la terminal situada dentro del
sistema de ficheros. La u´nica condicio´n que se ha de cumplir previamente es que
se haya ejecutado el comando roscore y e´sta este´ activo.
roslaunch
Roslaunch se trata de un comando que permite lanzar varios nodos de forma
simulta´nea. A la hora de ejecutarse, se hace de forma muy simular al rosrun, pero
en este caso se necesita un tipo de ficheros especiales con extensio´n .launch. Son
ficheros XML que almacenan toda la informacio´n necesaria de los nodos que se
quiere lanzar.
Existen otros comandos tambie´n necesarios para realizar todas las acciones que
se desean y permiten navegar por el sistema de archivos de ROS.
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rospack : permite recibir informacio´n sobre los distintos paquetes que se en-
cuentran en la ma´quina empleada.
roscd : este comando es equivalente a cd para ROS, ya que permite la nave-
gacio´n por las distintas carpetas o paquetes desde la terminal de Ubuntu.
rospd : similar al comando anterior, pero e´ste recuerda la u´ltima ubicacio´n en
la que se estaba trabajando.
rosls : proporciona una lista de los paquetes que se pueden encontrar en el
directorio en el que se esta´ trabajando.
rosed : permite modificar un fichero que se encuentra dentro de un determi-
nado paquete desde la terminal.
roscp: se emplea para copiar un fichero de un paquete a otro.
rosnode: proporciona informacio´n sobre un nodo.
rostopic: permite obtener informacio´n sobre un to´pico.
Estos comandos se encuentran dentro de un paquete que esta´ incorporado a
ROS, llamado rosbash, y que adema´s permite la opcio´n de autocompletar cuando
se presiona el tabulador.
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Simuladores
Los simuladores son una parte clave de la robo´tica. Permiten poder depurar los
co´digos y los modelos matema´ticos antes de implementarlos en el robot, pudiendo
as´ı evitar ciertos errores que pueden provocar que la vida u´til del robot quede
reducida muy considerablemente. Adema´s, facilita la tarea de elegir un robot para
una funcio´n determinada sin necesidad de hacer ningu´n tipo de inversio´n previa y
con unos errores mı´nimos. A continuacio´n se exponen todos los simuladores y he-
rramientas de simulacio´n que se han utilizado para resolver el problema planteado.
5.2. UWSim
UWSim (UnderWater Simulation) [45] es un simulador de veh´ıculos subma-
rinos desarrollado para dar soporte a dos proyectos, RAUVI y TRIDENT. En
ambos proyectos el objetivo era que el robot recuperase un objeto sin la direccio´n
de ningu´n operario.
No obstante UWSim es so´lo un simulador cinema´tico, por lo que carece de la
dina´mica necesaria para tener una simulacio´n realista de AUVs y ROVs.
5.2.1. Definicio´n
UWSim es una herramienta de software para la visualizacio´n y simulacio´n de
los robots submarinos operados mediante control remoto (ROV). Este tipo de ro-
bots no requieren de tripulantes pero si de un operador, que v´ıa remota dirige el
submarino. Este software visualiza el escenario virtual submarino que puede ser
configurado utilizando un software de modelado.
Al veh´ıculo submarino se le pueden an˜adir controladores, caracter´ısticas de la
superficie, manipuladores robo´ticos y sensores simulados entre otros, gracias a las
interfaces de red. Esto permite integrar con facilidad la simulacio´n y la herramien-
ta de visualizacio´n con las arquitecturas de control permitiendo Hardware In The
Loop simulations.
Este simulador ha sido utilizado para simular la log´ıstica de las intervenciones
submarinas y para reproducir misiones reales.
El software UWSim es open source (de co´digo abierto, distribuido y desarro-
llado libremente).
Experimentar con robots submarinos tiene cierta complejidad,ya que se nece-
sitan demasiados recursos, como por ejemplo un tanque lo suficientemente grande
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en el que situar el robot submarino, lo cual genera unos costes de mantenimiento
demasiado elevados. Otra posibilidad ser´ıa probar los robots en espacios abier-
tos como lagos o el mar; esta opcio´n tambie´n supone un coste elevado y requiere
log´ıstica especial. Ademas supone un problema para los investigadores, ya que no
pueden observar la evolucio´n del sistema desde la superficie.
Para facilitar todos estos problemas de desarrollo de robots submarinos es im-
portante desarrollar simuladores que permitan probar los sistemas antes de desa-
rrollarlos y supervisarlos bajo el agua, donde los desarrolladores tiene una visio´n
directa del sistema.
5.2.2. Disen˜o del Software
UWSim esta´ implementado en C++ y utiliza las librer´ıas OpenSceneGraph
(OSG) y osgOcean, adema´s de an˜adir funcionalidades para facilitar el incluir robots
submarinos, simular sensores y hacen de interfaz con los programas de control
externos mediante ROS.
5.2.3. Caracter´ısticas
Las principales caracter´ısticas del simulador se exponen a continuacio´n.
5.2.3.1 Entorno
Las escenas que se muestran en el simulador son modelables e incluyen ma-
teriales y texturas. Adema´s de la estructura en 3D, se pueden an˜adir elementos
dina´micamente, se pueden modificar o incluso eliminar desde el programa princi-
pal. OSG representa el escenario virtual, donde los nodos son fa´cilmente accesibles
y controlados.
Existen distintos bloques modificables. La escena completa es descrita por el
usuario en un fichero XML. Los principales bloques dentro del XML son los que
se explican a continuacio´n.
OceanState: permite la configuracio´n de los para´metros del oce´ano, as´ı co-
mo la direccio´n y velocidad del viento (afecta a la cantidad y el taman˜o de
las olas), el color del agua, la visibilidad y los factores de atenuacio´n.
SimParams: el usuario puede desactivar los efectos de visualizacio´n gracias
a esta opcio´n. Adema´s permite establecer el origen de coordenadas y esta-
blecer un offset con respecto al origen definido por defecto.
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Ca´mara: permite definir los para´metros de la ca´mara principal. E´sta es la
que observa la escena y todo lo que sucede en el entorno.
El usuario puede definir el modo de la ca´mara y el campo de visio´n entre
otros. Tambie´n es posible definir los para´metros de la ca´mara desde la cali-
bracio´n de la matriz.
Veh´ıculo: incluye los robots submarinos. El usuario tiene que especificar la
descripcio´n del robot en el fichero URDF (Unified Robot Description For-
mat); donde se determinara´n las juntas del robot, la posicio´n del mismo y
en caso de ser necesarios los sensores.
Objeto: incluye otros modelos 3D a la escena desde los ficheros existentes
en cualquiera de los formatos 3D soportados por OSG.
RosInterfaces: relaciona las interfaces de ROS con algunos objetos. Esto
proporciona informacio´n de sensor al software externo y adema´s recibe
referencias externas, las cuales se utilizan para actualizar la posicio´n de los
objetos y los robots en la escena.
5.2.3.2 Soporte de mu´ltiples robots
El disen˜o del software incluye clases abstractas especializadas para an˜adir so-
porte para distintos veh´ıculos submarinos. El veh´ıculo por defecto esta´ compuesto
de un modelo en 3D (el modelado se ha realizado en un software aparte) que se
puede ubicar dentro del escenario que se desee. Este robot tiene 6 grados de li-
bertad y es el empleado en la generacio´n de trayectorias. El fichero en el que se
almacena la informacio´n relativa al robot es del tipo XML y en el se incluye infor-
macio´n cinema´tica, dina´mica y visual del veh´ıculo visual.
Dentro de la misma escena puede haber dos o ma´s robots que esta´n siendo
controlados simulta´neamente.
5.2.3.3 Sensores simulados
Para cualquiera de los veh´ıculos hay doce sensores disponibles adema´s de los
establecidos por defecto que sirven para determinar la posicio´n y la velocidad. Es-
tos dos u´ltimos datos se definen mediante los 6 grados de libertad: (x, y, z, r, p, y).
Las 3 primeras coordenadas correspondientes con la posicio´n con respecto al
origen de coordenadas establecidas y las 3 u´ltimas son los a´ngulos de navegacio´n
usados para describir la orientacio´n de un objeto en tres dimensiones (las letras se
corresponden con Roll, Pitch y Yaw, respectivamente).
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Los sensores disponibles para cualquier veh´ıculo son los mostrados a continua-
cio´n.
Ca´mara: proporciona ima´genes virtuales que pueden ser utilizados para el
desarrollo de algoritmos de visio´n.
Rango dina´mico de la ca´mara: permite captar el detalle de la imagen , ya
que el sensor capta todos los rangos de tonalidades presentes en la imagen.
Una escena con un alto rango dina´mico tendra´ una gran diferencia de brillo
entre las zonas ma´s oscuras y las ma´s brillantes.
Sensor de alcance: mide la distancia al objeto ma´s cercano sobre una di-
reccio´n predefinida, con un rango ma´ximo de 10 metros. Se puede unir al
submarino de la misma manera que una ca´mara.
Recolector de objetos: coge el objeto cuando este se encuentra dentro del
la distancia predefinida.
Presio´n: proporciona la medida de la presio´n.
DVL: estima la velocidad lineal a la que el veh´ıculo se esta´ moviendo.
IMU: estima la orientacio´n del robot con respecto al origen de coordenadas
del mundo.
GPS: proporciona la posicio´n del veh´ıculo con respecto del mundo, pero solo
funciona cuando el robot se encuentra cercano a la superficie.
Multibeam: simula un array de sensores de rango y proporciona informa-
cio´n sobre las distancias a los objetos ma´s cercanos sobre el eje Z de su
sistema de coordenadas local variando la rotacio´n en en un plano a un incre-
mento constante.
Fuerza: estima la fuerza y torque a la que se encuentra sometido una parte
del robot submarino.
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Structured light projector : muestra la textura en la direccio´n del eje Z
del sistema de referencia local. Este proyector permite simular un la´ser y las
luces del veh´ıculo, causando sombras realistas (imagen 34).
Figura 34: Sombras generadas por el Structures light projector
Ventilacio´n dredge: elimina el barro de los objetos enterrados.
5.3. MoveIt
MoveIt! es un software disen˜ado para la manipulacio´n mo´vil; incorpora los u´lti-
mos avances de planificacio´n de trayectorias, percepcio´n 3D, cinema´tica, control
y navegacio´n. Adema´s provee una plataforma para el desarrollo de aplicaciones
robo´ticas avanzadas fa´cil de utilizar.
MoveIt! es una de las plataformas de fuente abierta ma´s utilizada para la mani-
pulacio´n y ha sido utilizada en ma´s de 65 robots. Su uso principal es la planificacio´n
de trayectorias para brazos robo´ticos, no obstante tambie´n pude ser utilizada pa-
ra cualquier robot, solo hace falta definir bien sus caracter´ısticas con este asistente.
Los robots terrestres esta´n limitados a la navegacio´n en 2D debido a su dina´mi-
ca. No obstante, tanto los submarinos como los drones tambie´n tienen que tener
en cuenta y ajustar su posicio´n vertical, por lo que la navegacio´n en 3D puede
ser implementada. La navegacio´n en 3D permite al AUV realizar maniobras ma´s
complejas a la hora de explorar el entorno y navegar en entornos mas complejos.
Esto es especialmente u´til cuando se trata de evitar obsta´culos.
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Figura 35: Interfaz MoveIt
MoveIt es un conjunto de paquetes y herramientas para realizar manipulacio´n
de robots en ROS. Tanto la pagina web oficial [29] como el libro [28] contienen la
documentacio´n y la lista de robots, adema´s de ejemplos de demostracio´n de como
coger y dejar objetos y planificacio´n de trayectorias simples.
5.3.1. Arquitectura del sistema
En esta seccio´n se estudiara´ la arquitectura del asistente MoveIt.
Figura 36: Diagrama de arquitectura de MoveIt
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5.3.2. El nodo move group
Como se puede observar en la figura 36, el nodo de mayor importancia es
denominado move group. Este nodo sirve como integrador ya que une todos los
componentes individuales para dotar a ROS de acciones y servicios acorde a las
necesidades de los usuarios.
Interfaz de usuario
Los usuarios pueden acceder a las acciones y servicios provisto del move group
de una de las siguientes maneras:
C++: utilizando la interfaz del nodo (move group interface).
Python: utiliza el paquete moveit commander.
Mediante un GUI (graphical user interfaz ): utiliza el plugin Motion
Planning de Rviz.
El move group es un nodo de ROS y utiliza los para´metros del servidor de
donde obtiene tambie´n los ficheros URDF y SRDF.
Este nodo utiliza los para´metros del servidor de ROS para obtener distintos
tipos de informacio´n:
URDF - move group busca los para´metros de la descripcio´n del robot
(robot description) para conseguir el URDF del robot.
SRDF (Semantic Robot Description Format) - move group busca los para´me-
tros de la sema´ntica de la descripcio´n del robot (robot description semantic)
para obtener el SRDF del robot. El SRDF se crea utilizando MoveIt! Setup
Assistant.
Configuracio´n MoveIt - move group buscara´ en los para´metros del servidor de
ROS la configuracio´n espec´ıfica establecida en el asistente, como los l´ımites
de las articulaciones, la cinema´tica y la planificacio´n de trayectorias entre
otros. Los ficheros de la configuracio´n se generan automa´ticamente y la
informacio´n se almacena en el directorio de configuracio´n correspondiente
al paquete de MoveIt generado para el robot.
Desde el servidor de para´metros se recoge tanto la informacio´n de la cinema´tica
del robot como la descripcio´n del robot (robot description, que es un fichero de tipo
URDF), SRDF y la configuracio´n de los ficheros. El fichero SRDF y los ficheros de
configuracio´n se generan simulta´neamente que el paquete de MoveIt para el robot
empleado. El paquete de configuracio´n contienen los ficheros de para´metros para
establecer los l´ımites de las articulaciones, cinema´tica y el end effector entre otros.
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Cuando MoveIt consigue toda la informacio´n del robot y su configuracio´n, se
puede decir que esta´ correctamente configurado y por tanto se puede empezar a
ordenar al robot desde la interfaz del usuario. Se puede emplear tanto el API de
C++ o Python para ordenar al nodo move group para realizar las acciones como
coger o dejar objetos tanto en cinema´tica directa como inversa entre otras. Utili-
zando posteriormente para la planificacio´n de trayectorias el plugin de Rviz, por
lo que se puede ordenar al robot desde el propio Rviz GUI.
Como se ha discutido anteriormente, el nodo move group es un integrador, por
lo que no ejecuta ningu´n tipo de algoritmo de planificacio´n de trayectorias. Sin
embargo, conecta todas las funcionalidades como plugins. Existen plugins para los
solucionadores de cinema´tica y planificacio´n de trayectorias entre otros.
Despue´s de la planificacio´n de trayectorias, las trayectorias generadas mandan
la sen˜al a los controladores utilizando la interfaz FollowJointTrajectoryAction. Esto
es una interfaz en la que el accionador se ejecuta en el robot y el nodo move node
inicia una accio´n que se comunica con el servidor y ejecuta la trayectoria del robot
real en otro simulador. En este caso se utilizar´ıa UWSim.
5.3.3. Planificacio´n de trayectorias
Se asume que se conoce la posicio´n inicial y la final del robot, la descripcio´n
geome´trica de este y la descripcio´n geome´trica del entorno, la planificacio´n es una
te´cnica para encontrar el camino ma´s o´ptimo en el que se mueve el robot gradual-
mente desde la posicio´n inicial a la final sin tocar ningu´n obsta´culo en el entorno
y sin colisionar con los links del robot.
Tanto la descripcio´n del robot como la del entorno, se pueden incluir dentro
del mismo fichero URDF. Utilizando un sensor se puede generar el entorno en 3D,
lo que puede ayudar a evitar obsta´culos dina´micamente.
Dentro del URDF, en el caso de que el disen˜o del robot incluya mallados, es
necesario incluir el fichero STL que contenga la descripcio´n de la malla.
En el caso de haber incluido el brazo robo´tico del g500, el asistente debe en-
contrar una trayectoria en la que los links del robot nunca colisiones con el entorno
ni consigo mismo, adema´s de no violar los l´ımites de las articulaciones.
La librera por defecto que utiliza MoveIt para el nodo move group es la OMPL
(Open Motion Planning Library). Esta biblioteca es de software libre espec´ıfica-
mente disen˜ada para la planificacio´n de movimiento, como ya se ha visto en la
seccio´n 2.5.2.
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Esta biblioteca nace por la necesidad de unificacio´n en los algoritmos desarro-
llados en este campo de investigacio´n y se centra en facilitar la implementacio´n y
el uso de algoritmos basados exclusivamente en muestreo aleatorio. Puesto que la
biblioteca solo esta disen˜ada para la planificacio´n de movimiento de forma lo ma´s
general posible, no incluye detectores de colisiones ni se limita a la representaciones
del espacio de forma espec´ıfica, as´ı como tampoco incluye ningu´n medio de visua-
lizacio´n de los resultados. Esto es as´ı para no hacer necesario utilizar la OMPL
con un determinado detector de colisiones o una interfaz de usuario. El objetivo
es que el usuario pueda utilizar el contenido de esta biblioteca en otros sistemas
que ya posean el resto de componentes necesarios para cada caso particular.
Figura 37: Planificador de escenas
La librer´ıa OMPL incluye la implementacio´n de numerosos algoritmos como el
PRM, RRT, EST, SBL, KPECE y SyCLOP entre otros.
Se pueden an˜adir ma´s restricciones para los planificadores de movimiento co-
mo de posicio´n, que limita la posicio´n de un link, de orientacio´n, de visibilidad, de
articulacio´n o definidas por el usuario.
Utilizando estas restricciones, se puede enviar la solicitud de la trayectoria y el
planificador generara´ una trayectoria va´lida acorde a estas restricciones.
5.3.4. Planificacio´n del entorno
El te´rmino planificacio´n del entorno se utiliza para representar el entorno al
rededor del robot y adema´s almacena la informacio´n el robot en si. La planificacio´n
de escenas se monitoriza dentro del nodo move group que mantiene la representa-
cio´n de la escena. El nodo move group contiene otra seccio´n denominada world
geometry monitor, que construye la geometr´ıa del mundo a partir de los senso-
res del robot y de la participacio´n del usuario.
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MoveIt tiene soporte para dar soporte a dos tipos de inputs :
Nubes de puntos: manejado por el plugin point cloud occupancy map
updater.
Ima´genes: manejadas por el plugin depth imagen occupancy map updater.
5.3.5. Comprobacio´n de colisiones
La comprobacio´n de colisiones se configura dentro de una planificacio´n de la
escena utilizando el objeto Collision World. Afortunadamente, MoveIt realiza la
organizacio´n para que el usuario nunca tenga que preocuparse de que exista una
colisio´n. La comprobacio´n de la colisio´n se realiza utilizando el paquete FCL, que
es la principal librer´ıa de MoveIt.
MoveIt permite realizar comprobaciones de colisiones para distintos tipos de
objetos, incluyendo mallas, formas primitivas o el octomap.
La comprobacio´n de colisiones es una operacio´n de elevado coste, normalmente
esta´ cerca del 90 % del coste de la planificacio´n de trayectorias. La ACM (Allowed
Collision Matrix ) incluye un valor binario que se corresponde con la necesidad de
comprobar la colisio´n entre pares de objetos (tanto si forman parte del robot como
si son del entorno). Si el valor entre dos objetos es 1, indica que no es necesario
realizar una comprobacio´n de colisio´n.
5.3.6. Procesamiento de trayectorias
Los planificadores de trayectorias normalmente solo generan trayectorias, lo que
quiere decir que generalmente no hay tiempos asociados a estas. MoveIt incluye
un fichero con informacio´n relativa a las velocidades y aceleraciones ma´ximas
impuestas en las articulaciones, por lo que calcula el tiempo necesario para
que el robot realice la trayectoria. Esta informacio´n se almacena en el fichero
joint limits.yaml.
5.4. Rviz
Rviz es un entorno de visualizacio´n en 3D en ROS (figura 38), que permite
la observacio´n de los datos de los sensores y la informacio´n del estado de ROS.
Utilizando Rviz se puede visualizar la configuracio´n actual de un modelo virtual
de robot, se pueden mostrar representaciones en vivo de los valores de los sensores
que se generan sobre los topics de ROS, datos de la ca´mara, etc. Esta herramienta
se emplea a lo largo del proyecto y con ella se observara´ el funcionamiento de las
aplicaciones implementadas a lo largo del mismo.
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Figura 38: Ventana Rviz. El submarino amarillo representa la posicio´n inicial,
mientras que el naranja representa la posicio´n final
Principalmente hay dos maneras de introducir informacio´n en el entorno de
Rviz :
Informacio´n proveniente de sensores. Rviz comprende informacio´n
proveniente tanto de esca´neres la´ser, nubes de puntos, ca´maras o ejes de
coordenadas y tiene me´todos espec´ıficos de mostrar los mismos, en funcio´n
de las preferencias del usuario.
Marcadores de visualizacio´n. Permiten al programador enviar la
informacio´n en forma de cubos, flechas, etc.
La combinacio´n de la informacio´n obtenida a trave´s de la combinacio´n de los
sensores y los marcadores personalizados es lo que hace de Rviz una herramien-
ta muy potente cuando se trata de desarrollar las capacidades de un robot. Esta
combinacio´n es lo que se denomina el stack de navegacio´n de ROS y muestra infor-
macio´n de obsta´culos, una rejilla vo´xel 3D y un mapa topolo´gico. Los marcadores
de Rviz actualmente se emplean en proyectos que implican deteccio´n de objetos o
calibracio´n.
Por u´ltimo, se puede observar en la imagen 39 como se comunican todos los
nodos cuando el fichero al completo es ejecutado y se muestra como Rviz se ha
subscrito a todos y cada uno de los topics que publican los paquetes que se han
descrito..
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Figura 39: Interaccio´n entre nodos
5.5. Gazebo
Gazebo es un simulador de software libre de robots, con el que se pueden di-
sen˜ar robots, realizar simulaciones utilizando escenarios realistas tanto interiores
como exteriores.
El simulador cuenta con acceso a mu´ltiples motores de f´ısicas que determinan
como interactu´an objetos entre s´ı al colisionar. Tambie´n cuenta con gra´ficos 3D
avanzados, que proveen renderizados realistas de entornos, incluyendo luces, som-
bras y texturas.
Es un simulador completo en lo que a sensores se refiere, capaz de recopilar
datos de ca´maras, sensores de contacto, etc. gracias a lo cual se pueden realizar
simulaciones muy precisas del comportamiento del robot. Entre los robots dispo-
nibles se encuentran PR2, Pioneer DX, REEM o NAO, pero adema´s el simulador
contiene una herramienta para disen˜ar un robot propio, por lo que en la pra´ctica
este simulador es va´lido para cualquier robot.
Por el hecho de ser un software libre, Gazebo cuenta con multitud de plugins
externos que hacen de este software un simulador ma´s completo y capaz de adap-
tarse a las necesidades de cada situacio´n.
Aunque sea un simulador muy completo no cuenta con la posibilidad de incor-
porar entornos acua´ticos. Es por ello que no se ha utilizado en la resolucio´n del
problema planteado.
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Otras herramientas
Para poder instalar herramientas necesarias para este proyecto que carecen de
un fichero ejecutable en Ubuntu, como son Solid Edge y SketchUp, se ha instalado
Wine. A continuacio´n se realiza una breve explicacio´n de cada una de ellas.
5.6. Wine
Wine (Wine Is Not an Emulator) es una reimplementacio´n de la interfaz de
programacio´n de aplicaciones de Win16 y Win32 para sistemas operativos basados
en Unix. Permite la ejecucio´n de programas disen˜ados para otros sistemas opera-
tivos, en este caso para Windows.
Wine provee de un conjunto de herramientas de desarrollo para portar co´digo
fuente de aplicaciones Windows a Unix. Adema´s es un cargador de programas, el
cual permite que muchas aplicaciones para Windows se ejecuten sin modificarse
en varios sistemas operativos unix.
5.7. Solid Edge
Solid Edge [43] es un programa parametrizado de disen˜o asistido por compu-
tadora de piezas tridimensionales. Permite el modelado de piezas de distintos ma-
teriales, doblado de chapas y ensamblaje de conjuntos entre otros.
Con este programa se ha disen˜ado la jaula en la que se encontrara´ el robot en
la simulacio´n. El objetivo es que salga de esta sin colisionar con ningu´n barrote y
el g500 sea capaz de alcanzar su objetivo.
Figura 40: Jaula del robot
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5.8. SketchUp
SketchUp [69] es un software de modelado en 3D basado en caras.
En la elaboracio´n del entorno este programa ha sido utilizado para disen˜ar la
mina en la que se encuentra el submarino en la simulacio´n.
Figura 41: Mina
5.9. Blender
Blender es un programa de disen˜o gra´fico utilizado para realizar disen˜os 3D y
animaciones entre otras. En este proyecto, no obstante se ha utilizado simplemente
para transformar archivos del formato STL o DAE a 3DS.
Figura 42: Logo Blender
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6. Marco regulador
6.1. Legislacio´n
Los avances cient´ıficos y tecnolo´gicos en la ingenier´ıa marina, civil y militar,
han permitido el desarrollo y auge de la industria de los denominados drones sub-
marinos o AUVs, unos veh´ıculos capaces de operar bajo el agua y en una superficie.
A diferencia de los drones ae´reos, los drones marinos y submarinos no cuen-
tan con una regulacio´n propia y han pasado ma´s desapercibidos en los medios de
comunicacio´n; ya que las aeronaves civiles pilotadas por control remoto han sido
objeto de una regulacio´n espec´ıfica, ocupando as´ı numerosos titulares en los medios.
Los robots marinos cada vez tienen un uso ma´s extendido en tareas como la
cartograf´ıa, el peritaje, la vigilancia y salvamento mar´ıtimo, la prevencio´n y lucha
contra la contaminacio´n marina, la seguridad y defensa y otras actividades ocea-
nogra´ficas.
Resulta muy complicado establecer un marco jur´ıdico unitario para unos
veh´ıculos que difieren entre s´ı en caracter´ısticas, disen˜os, dimensiones y uso.
Desde una perspectiva legal, y ante la variedad de caracter´ısticas que pueden
presentar estos veh´ıculos, no sorprende que el estudio jur´ıdico de estos veh´ıculos
no este´ claramente definido. Sujeto a la actual Ley 14/2014, de 24 de julio, de
Navegacio´n Mar´ıtima, muchos de estos submarinos no tienen un encaje co´modo
en la definicio´n de buque (ya que requerir´ıa poder transportar personas o cosas);
ni el concepto de artefacto naval (requerir´ıa quedarse situado en un punto fijo).
Sin embargo, a pesar de no estar regulados, estos veh´ıculos operan en el mar
y por ello esta´n expuestos a riesgos derivados de la actividad mar´ıtima (sean o no
relacionados con la actividad mar´ıtima), ya que pueden ser objeto de relaciones
jur´ıdicas propias de los buques y artefactos navales, tales como los contratos de
construccio´n o el re´gimen de la responsabilidad civil derivada de dan˜os causados
por contaminacio´n mar´ıtima.
Por todo ello, se debe plantear la necesidad de regular expresamente el uso de
los submarinos, especialmente ante la previsio´n de crecimiento de esta industria.
Desde le punto de vista de los riesgos, y a pesar de que la Ley de Navegacio´n
Mar´ıtima no incluye expresamente a este tipo de veh´ıculos dentro de los intereses
asegurables objeto del seguro mar´ıtimo, la propia ley preve´ que pueden ser objeto
de seguro mar´ıtimo cualesquiera intereses patrimoniales leg´ıtimos expuestos a los
riesgos de la navegacio´n mar´ıtima, lo que incluir´ıa a los AUV, o al menos, a aquellos
AUVs o ROVs [76].
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7. Trabajo Experimental
El presente apartado tiene como objetivo describir como se ha conseguido rea-
lizar la trayectoria para que el AUV (GIRONA 500) alcance la posicio´n final co-
nociendo la posicio´n de la que parte.
El proceso que posibilita alcanzar el objetivo final del trabajo que concierne a
esta memoria se compone de distintas etapas. En la figura 43 se puede observar el
proceso llevado a cabo para la resolucio´n del problema.
Figura 43: Arquitectura del proyecto
Debe diferenciarse la realizacio´n del proyecto en 3 etapas:
Modelado: incluye las descripciones tanto del robot como del entorno.
• Robot: co´mo se ha obtenido la descripcio´n del submarino.
• Entorno: disen˜o del entorno en el que se encuentra el AUV, para que
la simulacio´n sea lo ma´s veros´ımil posible.
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Preparacio´n de la simulacio´n:
• Robot: se ejecutara´ el asistente MoveIt para generar los archivos ne-
cesarios.
Simulacio´n: co´mo se han generado las trayectorias con la herramienta Rviz.
No obstante, para una mayor simplificacio´n a la hora de describir el proceso se
diferenciara´ en tres bloques:
Robot: se incluira´ la descripcio´n del proceso hasta el punto anterior a abrir
el generador de trayectorias Rviz.
Entorno: descripcio´n de las herramientas y que se ha disen˜ado con cada una
de ellas.
Simulacio´n: una vez que se tienen todas las descripciones, pasos seguidos
para la generacio´n de trayectorias.
Como se menciono´ anteriormente, este proyecto esta´ realizado con el submarino
GIRONA 500, ya que no se dispone de la descripcio´n del robot que la Universidad
Carlos III esta´ construyendo. No obstante, el proceso realizado podr´ıa realizarse
con cualquier otra descripcio´n de un submarino.
7.1. Robot
En primer lugar es necesaria la descripcio´n del robot para lo cual se instalo´ el
UWSim explicado en el anexo A.3. La descripcio´n del robot se encuentra bajo la
carpeta donde se haya instalado el simulador, en este caso esta bajo la direccio´n
/opt/ros/indigo/share/uwsim/data/scenes como se puede observar en la imagen
44.
Figura 44: Carpeta donde se encuentra la descripcio´n del simulador UWSim
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Dentro de esta carpeta existen numerosas descripciones, todas ellas relaciona-
das con la descripcio´n del entorno y del robot utilizado. Adema´s se puede observar
dos tipos de ficheros: los XML y los URDFs.
XML eXtensible Markup Language: el XML es un lenguaje que
se emplea para representar informacio´n estructurada, de modo que esta
informacio´n pueda ser almacenada, transmitida, procesada, visualizada e
impresa por diversos tipos de aplicaciones y dispositivos.
XML da soporte a bases de datos, siendo de gran utilidad cuando varias
aplicaciones deben comunicarse entre s´ı o integrar informacio´n, como se da
en esta situacio´n [70].
URDF: un URDF es un paquete que contiene numerosos ficheros XML con
descripciones de robots, sensores de estos y escenas en las que se desarro-
llara´ la simulacio´n entre otras. Cada XML tiene un analizador sinta´ctico
(conocido en ingle´s como parser) para uno o ma´s lenguajes.
A continuacio´n, en la imagen 45, se puede apreciar y comprender la relacio´n
entre los componentes que forman el URDF.
Figura 45: Estructura del URDF
Algunos de las estructuras de datos mostrados en la imagen 45, como urdf-
dom y urdfdom headers son completamente independientes de ROS.
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Existe una diferencia entre un fichero URDF y una estructura de datos
URDF; el primero sigue la estructura del XML, mientras que la estructura
de datos URDF es un conjunto de clases gene´ricas procedentes de varios
formatos, como son URDF y Collada [71].
Por tanto los ficheros XML describen el escenario o la escena donde se va a
desarrollar la simulacio´n y los para´metros correspondientes; mientras que los ro-
bots son descritos en ficheros URDF. En el caso de este simulador, al igual que en
la mayor´ıa de ellos, el fichero XML contiene una referencia al fichero URDF para
incluir al robot en la escena.
Entre los ficheros que se muestran en la carpeta, solo algunos son relevantes a
la hora de desarrollar este proyecto. Entre ellos destacan [46]:
g500ARM5.xml: este fichero contiene un modelo 3D del submarino GIRO-
NA 500 con un brazo manipulador denominado ARM5.
Figura 46: Entorno del simulador UWSim
cirs.xml: en este fichero se incluye una reproduccio´n de las instalaciones
CIRS (se encuentran en la Universidad de Gerona). Contiene un tanque
de agua de 8x16 metros con una profundidad ma´xima de 5 metros, como
se puede observar en la imagen 46. Este escenario contiene al g500 con la
descripcio´n del ARM5 adema´s de las dos ca´maras que posee a bordo, el
sensor de rango y todos los dema´s sensores analizados en la seccio´n 5.2.3.3.
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cirs stereo.xml: contiene la misma descripcio´n del entorno 3D (la descrip-
cio´n contenida en el cirs.xml); la u´nica diferencia es la ca´mara del submarino,
ya que en este caso tiene una ca´mara este´reo en vez de dos ca´maras normales.
7.1.1. URDF GIRONA 500
Una vez que se conoce el contenido de los ficheros se puede proceder a analizar
el AUV g500.
Existen comandos para la terminal que permiten comprobar si la descripcio´n
del robot en el URDF es correcta y otros que generan un diagrama en el que se
muestra la descripcio´n del URDF.
En primer lugar, comprobar que el URDF esta´ bien generado es de gran
utilidad, ya que no ser correcto ningu´n simulador o asistente podr´ıa abrirlo. En
caso de que hubiese errores en la terminal aparecer´ıa la primera l´ınea en la que se
encuentra el error y as´ı sucesivamente hasta que el co´digo estuviese correctamente
formulado. El comando que realiza esta comprobacio´n es el siguiente:
check urdf g500.urdf
El diagrama que contiene la informacio´n del URDF se obtiene con el comando:
urdf to graphiz g500.urdf
La descripcio´n del robot incluye un brazo robo´tico para manipular objetos
como se explico´ en la seccio´n 2.1.5; no obstante el brazo no es de utilidad para
resolver el problema planteado, por lo que se ha modificado el URDF inicial eli-
minando la descripcio´n del ARM5, ya que como se ha mencionado anteriormente,
el objetivo del proyecto es la navegacio´n de un robot y no la manipulacio´n con
brazos robo´ticos.
Al modificar el URDF y reducirlo u´nicamente a las partes que afectaban a la
resolucio´n del problema, e´ste quedaba simplificado a la figura 47, donde se puede
observar que solo se dispone del base link ya que es el u´nico link empleado en la
descripcio´n.
Figura 47: Estructura del GIRONA 500 sin el ARM5
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Figura 48: Estructura del GIRONA 500 con el ARM5
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Sin embargo, en caso de haber empleado la descripcio´n completa del robot se
habr´ıa obtenido el siguiente diagrama (imagen 48), mucho ma´s completo que el
anterior.
En este caso, como se puede observar, el URDF contiene ma´s de un link (re-
presentados en los recta´ngulos), adema´s de contener la descripcio´n de las articu-
laciones entre cada uno de los links del sistema (representado en los o´valos). El
base link representa la estructura del submarino en s´ı, mientras que el resto de
links son los que definen el brazo robo´tico.
Los URDFs pueden incluir la descripcio´n del robot de dos maneras diferentes.
Formas geome´tricas simples. Estos archivos son ma´s sencillos, ya que se
forman a partir de figuras geome´tricas simples como ser´ıa un cilindro, un
cubo o una esfera entre otras.
Con mallado. En el caso de querer incluir descripciones de formas ma´s
complejas se utilizara´ la descripcio´n con mallado. Adema´s, se utiliza cuando
se desean comprobar las colisiones entre distintos grupos que conforman el
robot.
Existen distintos formatos para definir este mallado, ya que en funcio´n del
simulador o la herramienta que se vaya a emplear se utilizara´ una u otra.
• OSG (OpenSceneGraph): es un motor gra´fico de co´digo abierto
utilizado para el desarrollo de aplicaciones como simulacio´n visual y
modelado 3D.
Este formato es el que emplea UWSim en su simulacio´n.
• STL: es un formato de archivo informa´tico de disen˜o que define la
geometr´ıa de objetos 3D. No incluye informacio´n sobre color, texturas
o propiedades f´ısicas.
Este formato de mallado es el que el asistente MoveIt puede interpretar.
• COLLADA (COLLAborative Design Activity): es un formato
con la estructura de un XML. La extensio´n de estos archivos es .dae
(digital assets exchange). Este formato de archivo de intercambio 3D se
utiliza para el intercambio de archivos digitales entre varios programas
de gra´ficos [75].
• IVE: esta extensio´n tambie´n representa un modelo 3D creado con
OpenSceneGraph (OSG)
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7.1.2. Preparacio´n del robot
Una vez que se dispone del URDF correcto se procede a la elaboracio´n de
los ficheros necesarios para poder visualizar el g500 con el simulador Rviz. Para
generar estos ficheros, se cuenta con la ayuda del asistente MoveIt (explicado en
la seccio´n 5.3), ya que permite que se creen todos los archivos necesarios para la
correcta visualizacio´n del submarino.
Al asistente hay que proporcionarle el URDF adema´s de definir algunos aspec-
tos como la cadena cinema´tica deseada para el control. El resto de informacio´n
sobre la cadena, restricciones, masas y direcciones del eje se definen a su vez de
forma automa´tica por la informacio´n proporcionada por el URDF.
Cuando se completa el asistente, al generar los archivos necesarios, lo que real-
mente se esta´ llevando a cabo es la parametrizacio´n del nodo move group ya que
es el nu´cleo que proporciona la funcionalidad del software.
Una vez cargado el URDF en el asistente se ira´n siguiendo los pasos establecidos
por el asistente:
Autocomprobacio´n de colisiones Self-Collision Checking : el genera-
dor de las colisiones entre los pares de links del robot, puede desactivar que
se compruebe la colisio´n entre ellos, lo que reducira´ el tiempo de generacio´n
de las trayectorias.
En este caso, como solo se dispone de un link, no hace falta generar la matriz
de colisiones.
Articulaciones virtuales Virtual joints: define una articulacio´n virtual
entre un link del robot y un marco de referencia externo a este.
Para la resolucio´n del problema es necesario crear una virtual joint entre el
submarino en s´ı y el entorno. El tipo de relacio´n entre ellos sera´ flotante,
pues el submarino es un robot con mu´ltiples grados de libertad.
Planning groups: sirve para describir distintas partes del g500, como en
el caso de haber utilizado la descripcio´n completa del robot (con el brazo
extensible) se definir´ıa el end effector.
Posiciones del robot: permite an˜adir posiciones predefinidas.
End effectors: permite configurar los agarres y end effectors del robot.
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Articulaciones pasivas Passive joints: permite al usuario definir cual-
quier articulacio´n que no se desee planificar cinema´ticamente.
Una vez completados todos los pasos, se genera un paquete (g500 moveit) que
contiene los ficheros relacionados con la configuracio´n del AUV y los launch para
el move group. Por tanto, se procede al desarrollo del entorno donde la simulacio´n
tendra´ lugar.
7.2. Entorno
El entorno en el que se plantea la simulacio´n, es el mismo que se pretende crear
cuando la universidad construya el submarino. El submarino se encontrara´ dentro
de una jaula que a su vez estara´ situada en el interior de una mina, donde el sub-
marino llevara´ a cabo distintas misiones.
Se han creado ambos archivos con programas de disen˜o en 3D como son So-
lid Edge (descrito en la seccio´n 5.7) y SketchUp (descrito en la seccio´n 5.8. Los
archivos que se han obtenido con estos programas no son compatibles con la he-
rramienta que se utilizara´ posteriormente para la generacio´n de trayectorias.
El fichero de la jaula generado es del tipo STL, mientras que el de la mina es
del tipo DAE. El simulador no permite visualizar ninguno de estos archivos, por
lo que se ha utilizado un tercer programa, Blender (seccio´n 5.9) para transformar
estos archivos al formato 3DS.
7.3. Simulacio´n
Como ya se ha explicado anteriormente en este documento, los simuladores
son una parte muy importante de la robo´tica, y antes de realizar cualquier prueba
sobre el robot real, es necesario ver si los programas desarrollados funcionan de
manera satisfactoria sobre una simulacio´n.
La generacio´n de trayectorias se ha llevado a cabo con el paquete Rviz, por lo
que es necesario en primer lugar lanzar el simulador. Para ello, hay que escribir en
la terminal el siguiente comando, una vez que se esta´ dentro del workspace en el
que se encuentra el paquete:
roslaunch g500 moveit demo.launch
Rviz comenzara´ analizando si el archivo no tiene ningu´n error en la compila-
cio´n, en caso de tener alguno se indicar´ıa en la terminal el tipo de e´ste. Si por el
contrario los ficheros son correctos, el programa se abrira´ apareciendo la simulacio´n
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del submarino a la derecha, mientras que a la izquierda aparecera´ un menu´ con
todas las opciones que ofrece este visualizador (ver imagen 49) . Adema´s, dentro
de la pestan˜a de motion planning, se puede observar la librer´ıa de algoritmos que
se empleara´ en la resolucio´n de las trayectorias (imagen 50).
Figura 49: Rviz
A la hora de planificar trayectorias con Rviz se puede elegir el algoritmo que se
desea emplear, en caso de seleccionar unspecified se utilizara´ por defecto LBKPIE-
CE en el caso de tener un espacio de estado con una proyeccio´n determinada. En
caso de no tenerla se emplear´ıan por defecto los algoritmos RRTConnect y RRT.
Figura 50: Algoritmos existentes en la librer´ıa OMPL
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Como se puede observar en la imagen 50 dentro de Motion Planning existen
numerosas pestan˜as, que ayudan a configurar las posiciones del robot, y los
obsta´culos presentes en el entorno.
Figura 51: Rviz pestan˜a de planificacio´n de trayectorias
En la pestan˜a que se muestra en la imagen 51 se introduce la informacio´n re-
lacionada con la trayectoria, como son los puntos inicial y final, el espacio dentro
del que puede trabajar el robot (workspace) y el tiempo del que dispone el robot
para alcanzar la meta entre otros.
Para facilitar la visualizacio´n de la posicio´n inicial del AUV se representa en
amarillo, la posicio´n final en naranja y los objetos del entorno en verde. En caso
de que existiesen colisiones en la simulacio´n aparecer´ıa en rojo.
Otra de las pestan˜as existentes dentro de Motion Planning es Scene Objects
donde se introducen los objetos presentes en la simulacio´n. Adema´s se puede rotar
los obsta´culos y posicionarlos en el lugar adecuado. En este caso se introducira´ la
jaula en la que se encuentra el robot en la posicio´n inicial (ver imagen 52) y la
mina donde se llevara´ a cabo la misio´n.
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Figura 52: Configuracio´n del entorno Rviz
Una vez seleccionadas e introducidas todas las caracter´ısticas que se desean
simular, se procede a la generacio´n de la trayectoria esquivando obsta´culos. Para
ello, en la pestan˜a Planning se seleccionara´ plan (ver imagen 53).
Figura 53: Generacio´n de trayectorias
En el caso de que el robot se encuentre en una posicio´n compleja o los puntos
inicial y final se encuentren muy distanciados, es posible que tarde ma´s tiempo en
encontrar una trayectoria que permita alcanzar el objetivo. En estos casos, se debe
aumentar el tiempo de planificacio´n (planning time).
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8. Resultados
El resultado de este proyecto es la trayectoria en s´ı, como se puede observar en
la figura 51.
Se han generado numerosas trayectorias con algunos de los distintos algoritmos
existentes en el visualizador Rviz. A continuacio´n se muestran algunas.
Aunque la posicio´n inicial y final del submarino sea la misma en todos los casos,
los tiempos de planificacio´n de la trayectoria son distintos, ya que en funcio´n del
me´todo es ma´s sencillo encontrar una trayectoria.
La primera simulacio´n realizada (imagen 54) se realiza sin especificar el algo-
ritmo con el que se desea calcular la trayectoria, por lo que por defecto se emplea
el algoritmo LKBPIECE. El tiempo necesario para calcular la trayectoria var´ıa de
unas ejecuciones a otras, siendo en torno a 1 segundo. En este caso, no obstante
el tiempo de planificacio´n es de 0.771 segundos.
Figura 54: Algoritmo LKBPIECE
Para generar la segunda simulacio´n se ha establecido que se planifique la tra-
yectoria acorde al algoritmo BKPIECE (imagen 55). El tiempo necesario para la
planificacio´n de esta trayectoria es de 1.874 segundos.
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Figura 55: Algoritmo BKPIECE
Como se puede observar en esta segunda simulacio´n el submarino pasa ma´s
alejado del obsta´culo que en el caso anterior.
En la tercera planificacio´n de trayectorias se ha empleado el algoritmo RRTk-
Connect (imagen 56). En este caso se han realizado dos simulaciones (sin variar
nada del entorno ni las respectivas posiciones del g500) para observar las diferen-
cias dentro del mismo algoritmo.
En la primera simulacio´n con este algoritmo (imagen 56), el tiempo empleado
ha sido de 3.154 segundos, mientras que en la segunda (imagen 57) el tiempo ne-
cesario para la planificacio´n es mucho mayor (20.001 segundos).
Figura 56: Algoritmo RRTkConnect
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Figura 57: Algoritmo RRTkConnect
Como se puede observar en estas ima´genes en la primera ejecucio´n con este
algoritmo el submarino continua en l´ınea recta hasta el u´ltimo segundo que tiene
que girar para situarse en la posicio´n establecida como posicio´n final; mientras que
en la segunda ejecucio´n el robot se gira primero y despue´s continua marcha atra´s.
La siguiente planificacio´n de trayectorias se ha realizado con el algoritmo RRT-
Connect (imagen 58) y el tiempo empleado en la generacio´n de la trayectoria es
de 1.516 segundos.
Figura 58: Algoritmo RRTConnect
Por u´ltimo, en esta simulacio´n se ha empleado el algoritmo RRTStar (imagen
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59) y el tiempo de planificacio´n ha sido 20.004 segundos.
Figura 59: Algoritmo RRTStar







Tabla 9: Tiempo de planificacio´n para cada algoritmo
Por tanto, la trayectoria generada puede variar incluso empleando el mismo
algoritmo y cada algoritmo necesita un nu´mero distinto de estados para poder
generar correctamente la trayectoria.
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9. Conclusiones y futuros trabajos
9.1. Conclusiones
Una vez se ha realizado el proyecto completo, en este cap´ıtulo se recogera´n
todas las conclusiones obtenidas a lo largo del mismo.
La planificacio´n y generacio´n de trayectorias es una herramienta clave para
la navegacio´n auto´noma de robots mo´viles debido a la necesidad de poseer una
trayectoria o´ptima libre de obsta´culos.
A pesar de que existen mu´ltiples algoritmos empleados en la planificacio´n y
generacio´n de trayectorias, no existe uno que sea superior al resto en todos los
aspectos; sino que cada uno tiene sus fortalezas y debilidades. Es por ello que hay
que tener en consideracio´n el problema a resolver y las caracter´ısticas y limitacio-
nes propias de cada caso concreto, pudiendo obtener as´ı la solucio´n ma´s o´ptima.
De los distintos me´todos para la planificacio´n de trayectorias estudiados, se
podr´ıa concluir que los ma´s o´ptimos para un entorno en 3D (como el que se dispo-
ne en esta situacio´n, en la que el robot se encuentra en una mina) son los me´todos
basados en muestreo aleatorio. Este tipo de me´todo presenta un coste computacio-
nal menor que los algoritmos combinatorios para espacios grandes con un elevado
nu´mero de dimensiones. Los me´todos basados en control tambie´n son poco costo-
sos computacionalmente, sin embargo, en entornos complejos no se obtienen las
soluciones o´ptimas.
El algoritmo que se utiliza por defecto en la librer´ıa OMPL en caso de tener
un espacio de estado con una proyeccio´n predeterminada es LBKPIECE, ya que
se ha demostrado que este planificador funciona de manera consistente en multi-
tud de problemas de planificacio´n de movimiento en el mundo real. Por lo tanto.
Por el contrario, si el espacio de estado no tiene una proyeccio´n determinada se
empleara´n los algoritmos RRTConnect o RRT (en funcio´n de si se puede emplear
un planificador bidireccional o no).
En el ejemplo resuelto con el submarino g500, al disponer de un espacio de
estado con una proyeccio´n predeterminada (ya que se ha empleado uno de los
espacios de estado incorporados), se ha empleado el algoritmo LBKPIECE. Este
me´todo utiliza dos a´rboles de exploracio´n, uno en el estado inicial y otro en el
final, an˜adiendo adema´s una comprobacio´n de colisiones.
En caso de tener que implementar un algoritmo (no implementado en la librer´ıa
OMPL), se habr´ıa desarrollado el diagrama de Voronoi, puesto que su objetivo
principal es alejarse la mayor distancia posible de los obsta´culos. Adema´s, este
me´todo elige siempre el camino ma´s despejado, por lo que es favorable en entornos
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donde hay abundantes obsta´culos, como ser´ıa el caso de la mina. Este aspecto ha
de ser tenido en consideracio´n pues existe la posibilidad de que los tu´neles dentro
de la mina sean estrechos y tengan numerosos obsta´culos. Es por ello, que cuanto
ma´s alejado se mantenga el submarino de estos objetos, menor sera´ la posibilidad
de que colisione con alguno de ellos; suponiendo as´ı un incremento del coste del
proyecto debido a las reparaciones necesarias y los dispositivos necesarios para
rescatar al submarino que realizaba la misio´n.
Se ha de destacar que se han cumplido todos los objetivos propuestos en la
seccio´n 1.3 de esta memoria, destacando los siguientes:
El estudio y comprensio´n de los distintos me´todos y algoritmos para la pla-
nificacio´n de trayectorias.
El aprendizaje y la comprensio´n del sistema operativo ma´s potente de robo´ti-
ca ROS y de varias de sus herramientas.
La generacio´n de una trayectoria con el Girona 500.
El proyecto ha permitido adquirir y aplicar conocimientos ya adquiridos a lo
largo de toda la carrera, adema´s de afianzar el a´rea de la ingenier´ıa al que dedicar
los pro´ximos an˜os de la carrera. Mientras que ya hab´ıa una so´lida formacio´n en
campos como la programacio´n, la robo´tica y su aplicacio´n industrial, se ha tenido
la oportunidad de obtener conocimientos ma´s espec´ıficos de los que no se ten´ıa
apenas nocio´n, como puede ser en los numerosos algoritmos empleados en la pla-
nificacio´n de trayectorias, o en entornos de programacio´n y las comunicaciones en
su interior, como se ha aprendido con ROS.
9.2. Trabajos futuros
Este trabajo realizado podr´ıa dar lugar a otros trabajos como la conexio´n entre
UWSim y la librer´ıa MoveIt, para poder probar las trayectorias en el propio simu-
lador e incluir la dina´mica en posteriormente. A continuacio´n de esto, se podr´ıa
generar la conexio´n entre el simulador en s´ı, UWSim, y el robot real, pudiendo
probar as´ı todas las trayectorias generadas en el entorno real.
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10. Presupuesto y planificacio´n
En esta seccio´n se muestra la planificacio´n que se ha seguido para desarro-
llar el proyecto en su totalidad. Para ello se expondra´n las fases de desarrollo, se
indicara´ el esfuerzo en cantidad de horas dedicadas por seccio´n y por u´ltimo se
mostrara´ la planificacio´n detalladamente empleando un diagrama de Gantt.
10.1. Planificacio´n
10.1.1. Fases de Desarrollo
El trabajo se encuentra dividido en 4 fases diferentes, en funcio´n de la tarea a
realizar.
1. Primera fase: Formacio´n. En esta parte, se ha realizado una comprensio´n
del proyecto, se ha investigado sobre la planificacio´n de trayectorias, apren-
dizaje del entorno que se empleara´ y de las herramientas utilizadas; adema´s
del estudio de los diferentes algoritmos para la planificacio´n de trayectorias.
2. Segunda fase: Preparacio´n del entorno. En primer lugar se prepara el
sistema operativo en el que se va a trabajar (Ubuntu 14.04); a continuacio´n,
se instala ROS, UWSim, MoveIt y Rviz, que son los simuladores con los que
se va a trabajar.
3. Tercera fase: Desarrollo. Generacio´n de los ficheros necesarios tanto del
robot como del entorno para poder generar las trayectorias.
4. Cuarta fase: Elaboracio´n de la memoria. Recopilacio´n y organizacio´n
de la informacio´n, adema´s de la documentacio´n del proyecto.
10.1.2. Horas dedicadas
Una vez que las fases de desarrollo esta´n correctamente definidas, se ha de
evaluar cuantas horas se han dedicado a cada una de ellas, pudiendo dimensionar
el esfuerzo realizado y su distribucio´n del mismo en funcio´n de la fase.
A continuacio´n, en la tabla 10, se muestra el nu´mero de horas dedicadas por
fase aproximadamente.
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Fase Horas
Formacio´n 160
Preparacio´n del entorno 40
Desarrollo 40
Elaboracio´n de la memoria 160
TOTAL 400
Tabla 10: Horas empleadas
El nu´mero de horas totales dedicadas al trabajo es la suma de las horas
dedicadas por cada una de las fases.
10.1.3. Diagrama de Gantt
En esta seccio´n se muestra un diagrama de Gantt con la planificacio´n desglo-
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10.2. Presupuesto
10.2.1. Costes de Ejecucio´n
Es esta seccio´n se desglosan los costes asociados al trabajo, quedando as´ı una
separacio´n de hardware, software y personal.
10.2.1.1 Costes de personal
Teniendo en cuenta el nu´mero de horas empleadas en realizar este proyecto, se
pueden derivar los costes de personal.
Personal Cantidad horas Precio Ud. (e) Precio Total (e)
Ingeniero junior 400 20 8.000
TOTAL 8.000
Tabla 11: Costes de Personal












1 650 50 9 4 60,94
Disco duro
500 Gb
1 50 100 9 4 9,37
TOTAL 70,31
Tabla 12: Costes de Hardware
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10.2.1.3 Costes de software
Los costes por software son los relacionados con los programas que han sido
utilizados para realizar este proyecto. Algunas aplicaciones como Solid Edge en
alguna de sus versiones es de coste, no obstante se ha utilizado la versio´n de
estudiante que es gratuita y ten´ıa las herramientas necesarias para realizar el disen˜o
3D necesario.
Software Cantidad Precio Ud. (e) Precio Total (e)
Licencia Ubuntu 1 0 0
Licencia ROS 1 0 0
Licencia UWSim 1 0 0
Licencia MoveIt 1 0 0
Licencia Rviz 1 0 0
Licencia Solid Edge 1 0 0
Licencia SketchUp 1 0 0
Licencia Blender 1 0 0
TOTAL 0
Tabla 13: Costes de Software
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10.2.2. Importe total
Costes Precio Total (e)
Costes de Hardware 70,31
Costes de Software 0
Costes de Personal 8.000
TOTAL 8.070,31
Tabla 14: Coste total
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A. Anexo I. Manual de herramientas
A.1. Instalacio´n de ROS
Una vez explicados todos los conceptos trabajados a lo largo del proyecto, se
procede a explicar como ha sido instalado ROS.
Existen distintas versiones de ROS en funcio´n del an˜o en el que han sido emi-
tidas, ya que el objetivo es conseguir la versio´n ma´s estable en funcio´n del robot y
sus necesidades.
Para este proyecto se ha utilizado la versio´n Indigo, instalada bajo el sistema
operativo de Ubuntu en la versio´n 14.04.. ROS tiene una plataforma en la cual
hay tutoriales que indican paso a paso como instalar cualquiera de sus versiones
en cualquier sistema operativo. En este caso se han seguido las instrucciones para
la instalacio´n en Ubuntu.
Al igual que para el resto de aplicaciones en Ubuntu, la instalacio´n de ROS
Indigo se produce escribiendo el siguiente co´digo en la consola.
sudo apt-get install ros-indigo-destop-full
A la hora de trabajar con ROS, se ha de crear en primer lugar un espacio de
trabajo (”workspace”) donde se ira´n instalando los sucesivos paquetes. El nombre
ma´s intuitivo que se le asigna a esta carpeta es cat ws. El workspace se crea em-
pleando la herramienta catkin make; dentro de esta carpeta hay otras tres que son
build, devel y src; siendo esta u´ltima donde se instalara´n los paquetes que se van
a utilizar o crear.
Como se puede observar en la imagen 60, dentro de la carpeta src se encuentran
todos los paquetes de ROS que se han instalado.
Figura 60: Carpeta src dentro de cat ws
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En la imagen siguiente se muestra la estructura interna del paquete que se
va a crear para este proyecto, siendo similar a la estructura de la mayor´ıa de los
paquetes. Como se ha indicado, los paquetes pueden tener en su interior toda la
informacio´n que se considere relevante para el susodicho paquete, pero siempre
tendra´n un CMakeLists.txt ya que en e´l se incluye la informacio´n que permite
construir el paquete, y el manifiesto, que es el archivo que provee de toda la infor-
macio´n necesaria acerca del paquete.
En este caso el paquete ha sido creado por el asistente MoveIt y se han crea-
do dos carpetas config y launch (como se puede observar en la imagen 61. En la
primera de estas carpetas se encuentran las descripciones del robot y todas las
caracter´ısticas establecidas con el asistente referentes al submarino; mientras que
en la segunda se encuentran los archivos que se podra´n ejecutar.
Figura 61: Paquete de ROS
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A.2. Instalacio´n de MoveIt
Una vez que ya se ha instalado ROS Indigo, se puede proceder a la instalacio´n
del resto de herramientas; en este caso se explicara´n las instrucciones para instalar
MoveIt.
Para proceder a la instalacio´n se han seguido los pasos de pa´gina oficial de
MoveIt [72]. La instalacio´n de este paquete es muy sencilla, puesto que u´nicamente
hay que lanzar un comando en la terminal y a continuacio´n seguir las instrucciones
que se muestran en ella:
sudo apt-get install ros-indigo-moveit
Para aprender a utilizar este paquete se descargo´ el ejercicio de prueba PR2
con el siguiente comando en la consola:
sudo apt-get install ros-indigo-moveit-full-pr2
Por u´ltimo, para instalar el entorno, es necesario lanzar la siguiente instruccio´n:
source /opt/ros/indigo/setup.bash
Una vez que ya se ha finalizado la instalacio´n, se puede proceder a la realizacio´n
de los tutoriales.
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A.3. Instalacio´n de UWSim
Dependiendo de los requerimientos y del sistema existen varias opciones de
instalacio´n.
Package-base installation: esta instalacio´n es la mas sencilla de todas,
pero carece de las u´ltimas caracter´ısticas.
UWSim Source-based installation: instala el simulador desde la fuente y
se descarga las librer´ıas de los paquetes de UWSim. Esta instalacio´n permite
una instalacio´n ra´pida y contiene las u´ltimas versiones, no obstante no se
pueden modificar las librer´ıas con esta instalacio´n.
Full Source-based installation: es la instalacio´n ma´s completa. Instala el
simulador y las librer´ıas desde la fuente. Hay un control completo de desa-
rrollo, las u´ltimas caracter´ısticas, pero la instalacio´n es ma´s complicada y
lenta.
En primer lugar, para familiarizarse con el simulador y el entorno de ROS
se realizo´ la instalacio´n ma´s sencilla, es decir, Package-base installation. Para
instalarlo u´nicamente hab´ıa que introducir en la consola el comando [73]:
sudo apt-get install ros-indigo-uwsim
Conforme transcurrio´ el tiempo y se fue cogiendo soltura con el simulador,
como no se sab´ıan todas las funciones que ser´ıan necesarias se instalo´ la versio´n
completa que permit´ıa modificar cualquier aspecto del simulador, ya fuese el robot
o el entorno.
Para realizar esta instalacio´n se siguieron las instrucciones de la Wiki [73]
(pa´gina oficial de ROS ).
1. Crear un workspace de ROS. El workspace de ROS es una carpeta donde se
encuentran todos los fuentes de nuestro proyecto en una estructura lo´gica.
Para crearlo se introducen los siguientes comandos en la terminal:
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mcd /uwsim ws
catkin make install
2. An˜adir el workspace a nuestro bashrc. Si se an˜ade el workspace creado al
bashrc, cada vez que se arranque la consola, estara´ disponible esta variable
de entorno y se podra´ ejecutar sin problema los programas. Para ello se edita
el fichero ” /.bashrc 2se an˜ade al final:
source /uwsim ws/install/setup.bash
3. Instalar librer´ıas para UWSim.
sudo apt-get install ros-indigo-uwsim-bullet ros-indigo-
uwsim-osgbullet ros-indigo-uwsim-osgocean ros-indigo-
uwsim-osgworks ros-indigo-visualization-osg
4. Definir las fuentes desde donde se instalara´ UWSim.
cd /uwsim ws/
gedit .rosinstall
Se rellena el fichero con lo siguiente:
- other: {local-name: /opt/ros/indigo/share/ros}
- other: {local-name: /opt/ros/indigo/share}
- other: {local-name: /opt/ros/indigo/stacks}
- setup-file: {local-name: /opt/ros/indigo/setup.sh}
- git: {local-name: src/uwsim osgocean,
uri: ’https://github.com/uji-ros-pkg/uwsim osgocean.git’,
version: indigo-devel}
- git: {local-name: src/uwsim osgworks,
uri: ’https://github.com/uji-ros-pkg/uwsim osgworks.git’,
version: indigo-devel}
- git: {local-name: src/uwsim bullet,
uri: ’https://github.com/uji-ros-pkg/uwsim bullet.git’,
version: indigo-devel}
- git: {local-name: src/uwsim osgbullet,
uri: ’https://github.com/uji-ros-pkg/uwsim osgbullet.git’,
version: indigo-devel}
- git: {local-name: src/underwater simulation,
uri: ’https://github.com/uji-ros-pkg/underwater
simulation.git’, version: indigo-devel}
- git: {local-name: src/visualization osg,
uri: ’https://github.com/uji-ros-pkg/
visualization osg.git’, version: indigo-devel}
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5. Descargar ficheros
rows update
6. Instalar dependencias y compilar
rosdep install –from-paths src –ignore-src –rosdistro indigo -y
catkin make install
Una vez instalado todo el sistema y compilado, se ejecutara´ por primera vez la
escena predefinida de UWSim y con ello se comprobara´ que esta´ bien definido.
1. Asegurarse de que roscore esta´ en marcha. Este es un servidor que se encarga
de la comunicacio´n entre procesos de ROS, y por tanto es necesario que





La primera vez que se ejecute UWSim se pedira´ descargar un fichero de
datos, se ha de aceptar para que se descargue los modelos ba´sicos de terrenos,
veh´ıculos, etc. que se instalara´n en /.uwsim.
3. Comprobar que UWSim esta´ publicando informacio´n. UWSim utiliza las
interfaces de ROS para simular sensores como ca´maras y sonares entre otros.
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A.4. Instalacio´n de Rviz
Instalar Rviz es sencillo en comparacio´n con otras instalaciones llevadas a cabo
para este proyecto. U´nicamente habra´ que introducir en la terminal los siguientes
comandos:
sudo apt-get update
sudo apt-get install ros-indigo-rviz
Una vez instalado es necesario introducir el siguiente comando en la terminal:
source /opt/ros/indigo/setup.bash
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B. Anexo II. Acro´nimos
ACM Allowed Collision Matrix
AHRS Attitude and Heading Reference System
AOSN Autonomous Ocean Sampling Network
ARA* Anytime Repairinig A*
AUV Autonomous Underwater Vehicle
BKPIECE Bi-directional KPIECE
CAD Computer Aided Design
CAM Computer Aided Manufacturing
CHOMP Covariant Hamiltonian Optimization for Motion Planning
CIRS Centro de Investigacio´n en Robo´tica Submarina
COLLADA COLLAborative Design Activity
CRG Cilindros Rectil´ıneos Generalizados
DNS Domain Name System
DVL Doppler Velocity Log
EST Expansive Spaces Trees
FCL Full Container Load
GPS Global Positioning System
GUI Graphical User Interface
IMU Inertial Measurement Unit
KPIECE Kinematic Planning by Interior-Exterior Cell Exploration
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LBKPIECE Lazy Bi-directional KPIECE
LBTRRT Lower Bound Tree RRT
OMPL Open Motion Planning Library
OSG OpenSceneGraph
PDST Path-Directioned Subdivision Trees
PI2 Policy Improvement with Path Integrals
PRM Probabilistic RoadMaps
pRRT Parallel RRT
pSBL Passive Spam Block List
ROS Robot Operating System
ROV Remotely Operated Robot
RRT Rapidly-exploring Random Trees
SBL Single-query Bi-directional Lazy collision cheing planner
SBPL Searched-Based Planning Library
SRDF Semantic Robot Description Format
STL Standard Triangle Language
STOMP Stochastic Trajectory Optimization for Motion Planning
STRIDE Search Tree with Resolution Independent Density Estimation
T-RRT TRansition-based RRT
UARS Unmanned Artic Research Submersible
URDF Unified Robot Description Format
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USBL Ultra-Short BaseLine
UWSim UnderWater Simulator
VCS Version Control System
ViCOROB Instituto de VIsio´n por COmputador y ROBo´tica
XML eXtensible Markup Language
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