Abstract| Both the approximate reduced update Kalman lter (RUKF) and reduced order model Kalman lter (ROM-KF) have been used in image processing for some time. This correspondence shows that the ROMKF can be interpreted as a special case of the approximate RUKF, and in so doing, provides a way to estimate a needed error variance input to ROMKF.
I. Introduction
Reduced Order Kalman Filter (ROMKF) 1] is used for image restoration and motion estimation due to its adaptation capability 2, 3, 4, 5] . The basis of ROMKF is that some signal values located in the global state, but not in the local state, can be replaced by their most recent estimate. E ectively, this modi es the true 2-D recursive signal model to have a state vector of compact size, and thus side-steps the need for a global state vector for ROMKF. In 6], a`rule of thumb' was suggested for choosing the necessary error variance to complement the resulting 'deterministic' input.
II. Reduced-Update Kalman Filter
The approximate RUKF was proposed to eliminate the computational burden of 2-D Kalman ltering 7]. Since signi cant updates will generally be con ned to a region around the observation, one chooses to only update those elements of the global state within a certain distance M of the point currently being processed (n 1 ; n 2 ). This region is taken as the support of the local state (see Fig.   1 (4) whereŝ(n 1 + 2; n 2 ? 1jn 1 ? 1; n 2 ) is the best available estimate at time (n 1 ? 1; n 2 ), and w 1 (n 1 ; n 2 ) is the noise term included to account for uncertainty inŝ(n 1 + 2; n 2 ? 1jn 1 ? 1; n 2 ). The approximation error w 1 , is assumed to be uncorrelated with the other state variables, and its error variance has been set in the past by a \rule of thumb" 6]. The rule of thumb is where M is the model size and i is the distance between the current row and the row at which an approximation is done. Since the rule of thumb does not consider the observation noise, it is useful when the observation noise variance is very small. Then the dynamic ROMKF model, with (1 1)-order NSHP model support, is given by x 1 (n 1 ; n 2 ) = C 11 x(n 1 ? 1; n 2 ) + D 11 w(n 1 ; n 2 ) x 2 (n 1 ; n 2 ) = u(n 1 ; n 2 ) + w 1 (n 1 ; n 2 ); (6) where u(n 1 ; n 2 ) =ŝ(n 1 + 2; n 2 ? 1jn 1 ? 1; n 2 ) and matrices C 11 and D 11 are de ned accordingly. The prediction error covariance matrix is given by We now show that ROMKF is a special case of the approximate RUKF. Hence, its \rule of thumb" can be replaced with a systematic way to estimate the needed error variance input. The procedures used to further simplify the approximate RUKF, and thus obtain ROMKF, are as follows;
The error covariance update region T + and the gain update region U + are reduced to the model support region R + plus (n 1 + 2; n 2 ? 1).
When pixel (n 1 ; n 2 ) is being processed, the error covariance matrix of the previous local state variables in 
V. Approximation of Error Variance for ROMKF
Let the image-model support be (1x1)-order NSHP. Then, s(n 1 + 2; n 2 ? 1) is updated when observation points (n 1 + 2; n 2 ? 1) and (n 1 + 3; n 2 ? 1) are being processed, but not from (n 1 + 4; n 2 ? 1) to pixel (n 1 + 1; n 2 ). Hence, when the point currently being processed is (n 1 ; n 2 ), the best estimate available,ŝ(n 1 + 2; n 2 ? 1) can be approximated bŷ s(n 1 + 2; n 2 ? 1) ' Efs(n 1 + 2; n 2 ? 1)jn 1 + 3; n 2 ? 1g ' Efs(n 1 + 2; n 2 ? 1)jn 1 ? 1; n 2 g (8) under the simpli ed RUKF (i.e. ROMKF) assumption. As a result, the error variance of the estimateŝ(n 1 + 2; n 2 ? In the ROMKF, the approximation error, w 1 , is assumed to be uncorrelated with the local state variables. From (6) are not zero, and hence the ROMKF gain matrix for x 1 is not zero. Therefore, x 1 will be updated at the update step, but x 2 will not receive an update. This shows that the right-hand side of the update-region support is restricted to the image-model support. In the approximate RUKF, the lter performance can be increased by increas- can be computed at each pixel (n 1 ; n 2 ) or can be stored in memory when the pixel (n 1 + 3; n 2 ? 1) is processed.
In the experiment, we varied the error variance, 2 w1 , from 0 to 110 and repeated this for observation noise variances from 9:64 to 304:7. The resulting mean square error ) values are shown in Table 1 . For di erent observation noise variances, the`deterministic component' error variance computed with the proposed method converged to f8, 22, 50, 104g, and the resulting MSE is indicated by a`*'. Computed with the rule of thumb, the error variance is always 21, and the resulting MSE is indicated by a` '. The best MSE is indicated by a`?'. At a high input SNR, the error variance computed by the proposed method converges to the value that gives the best performance. As the observation noise increases, the performance of ROMKF is less sensitive to the variance estimate. Overall, we see that , computed by the proposed method, converges near to the best value that results in the minimum MSE.
VIII. Conclusion
This correspondence strengthened a theoretical background for ROMKF by interpreting ROMKF as a special case of the approximate RUKF and providing a way to estimate a a needed error variance input to ROMKF.
