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…it does not seem helpful just to say that all models are wrong. The very word model implies
simplification and idealization. The idea that complex physical, biological or sociological
systems can be exactly described by a few formulae is patently absurd. The construction of
idealized representations that capture important stable aspects of such systems is, however, a
vital part of general scientific analysis.
- Sir David Roxbee Cox
British Statistician
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ABSTRACT
This dissertation investigates the hydro-morphodynamics of two major components of a
sandy coastal environment: tidal inlets and embayment shorelines. In the first study, I focused on
the evolution of inlet geometry by compiling and analyzing a database with 226 inlets worldwide
with a special attention given to their width to depth ratio (or aspect ratio). I found that the aspect
ratio has a weak dependency on tidal range and wave height, and they lie in different ranges for
three types of tidal inlets: engineered, natural single-thread, and natural compound. I also
developed a 2D hydro-morphodynamic model of an idealized barrier-inlet system to conduct
sensitivity analysis for two specific parameters that represent bank erosion processes: the
transverse bed gradient factor (αbn) and the dry cell erosion factor (θsd). I found that αbn = 5 – 10
and θsd = 0.3 – 1.0 provides inlet configurations for natural inlets that best conform to
observations. In the second study, I explored wave and tidal characteristics of Hamelin Pool, a
shallow carbonate embayment in Western Australia, by applying a 2-D hydrodynamic model.
The area features living stromatolites near the embayment shorelines, and I focused the attention
to a certain type of elongated stromatolites (i.e., seif stromatolites). I concluded that their
orientation is likely affected by wave processes rather than tide or wind induced currents. In the
third study, I aimed to detect microbial growth on sandy carbonate bed sediments. For this
purpose, I analyzed wave and near-bed turbidity data recorded at a subtidal location in Hamelin
Pool from July 2017 to March 2018. Laboratory experiments were also performed to separate the
contribution of mud and sand to the total water turbidity, which resulted in a novel conclusion
that the standard deviation of turbidity – as opposed to the mean value – can be used as a proxy
for sand resuspension. Analysis of the turbidity time series revealed a seasonal reduction of
erodibility, which was hypothesized to be caused by microbial growth, i.e., by biostabilization.
vii

INTRODUCTION
Sandy coastal environments are widespread all over the world, from tropics to polar
latitudes. These systems are characterized by shallow areas connected to the open ocean either
through a wide entrance, single/multiple tidal inlets, or a network of tidal channels.
Understanding their hydrodynamics and morphodynamics is important not only from scientific
or academic perspective, but also for practical reasons. For example, this understanding is crucial
in the planning and construction of engineering structures and long-term schemes of coastal
management. In addition, knowledge about their hydrodynamics and morphodynamics is key to
understand their ecology and microbiology.
The hydro-morphodynamics of sandy coastal embayments is regulated by the spatial and
temporal feedbacks among the water motion, sediment transport, and bed level changes. The
main controlling factors include tides, waves, river discharge, local geology, and sea level rise.
In addition, processes associated with living organisms, such as plants and benthic microbes, can
affect hydrodynamics and sediment dynamics. For example, plants increase the flow resistances,
whereas microbes tend to reduce sediment erodibility.
Field measurements of water level, waves, and currents are essential to understand the
hydro-morphodynamics of such complex coastal systems. However, continuous measurements
over a long period are rare and they are mostly representative of a few locations. Hence, with the
advancement of computational power in last few decades, numerical modeling of waves,
currents, and sediment transport are extensively used to understand the physical processes and
forecast the hydro-morphodynamics over a large area, such as a whole embayment.
Despite the large body of knowledge about coastal embayments, some knowledge gaps
persist. This dissertation is set up to emphasize the hydro-morphodynamics of two major
1

components of sandy coastal environments: tidal inlets and the embayment shorelines. Tidal inlet
acts as a conduit to transport water and sediment between an embayment and the open ocean and
are crucial for navigation as well as for the morphological evolution of the whole embayment.
Sandy embayment shorelines often host benthic microbes, which are important for a variety of
ecological functions. For example, these benthic microbes could lead to the formation of
microbial buildups known stromatolites, which are presently rare but were widespread along
sandy shoreline during most of Earth’s history.
Different components of coastal embayments are dominated by different hydrodynamic
processes. For example, tidal flow and ocean waves are instrumental in controlling the geometry
of inlets. On the other hand, locally generated wind waves are more important for embayment
shorelines. These hydrodynamic processes were explored here using a variety of field
measurements, laboratory experiments, and numerical modeling.
This dissertation comprises three chapters, which are manuscripts published or submitted
to peer-reviewed journals. However, their structures have been modified here according to the
required format of the Graduate School at Louisiana State University.
Chapter 1 focuses on the long-term evolution of the geometry of tidal inlets. Despite the
well-established relationship between tidal prism (the volume of water exchanged through the
inlet during flood or ebb tide) and inlet cross-section area, some aspects of tidal inlet geometry
remain unconstrained. In this study special attention is given on width to depth ratio (or aspect
ratio) of tidal inlets by addressing some controlling factors such as waves and tides, presence of
single-thread and compound channels within the same inlet, and presence of engineering
activities. These specific issues are investigated by compiling and analyzing a database with 226
inlets worldwide. Furthermore, a 2D hydro-morphodynamic model of an idealized barrier-inlet
2

system is developed to investigate the long-term morphological evolution of inlets. A sensitivity
analysis is conducted by comparing model results with observations for two specific parameters:
the transverse bed gradient factor for sediment transport (αbn) and the dry cell erosion factor (θsd).
The calibration of these two parameters, which are simplified representations of bank erosion
processes, allows to reproduce realistic inlet configurations.
Chapter 2 explores the hydrodynamics of Hamelin Pool, a shallow carbonate embayment
in Western Australia. One peculiar feature of this system is the abundance of discrete microbial
buildups known as stromatolites. The hydrodynamics of Hamelin Pool is characterized by
applying a 2-D hydrodynamic model, thus providing a framework to better understand the
connection between sediment dynamics and stromatolite morphology. Field measurements of
wave characteristics and water levels are used to validate the numerical model, which is then
used to reconstruct the hydrodynamics at every point of the basin. Waves and tidal currents are
analyzed along the embayment shorelines, where most stromatolites are located. Afterwards, a
novel endeavor is made to investigate the link among the orientation of elongated stromatolites,
shoreline, and wave direction, aiming to shed light on the relationship between wave dynamics
and stromatolite morphogenesis.
Chapter 3 focuses on sediment biostabilization, which is investigated by monitoring the
sediment dynamics in Hamelin Pool, Western Australia. The correlation between wave
modulation and sand resuspension was investigated by using a wave and turbidity time series
recorded at a ~2.5 m deep subtidal location from July 2017 to March 2018. In order to interpret
the data, a new procedure is developed to separate the contribution of mud and sand to the total
water turbidity. This procedure is also tested by performing novel laboratory experiments. Then,
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the turbidity time series is analyzed to detect changes in erodibility, and conclusions are drawn
on how seasonal variations in microbial growth modulate sediment erodibility.
Conclusions are presented at the end of the dissertation, where the major findings from
these studies are summarized.

4

CHAPTER 1. GEOMETRY OF NATURAL AND ENGINEERED TIDAL
INLETS1
1.1. Introduction
Barrier systems are prevalent along sandy coastal environments worldwide (Glaeser,
1978). These systems undergo rapid morphological evolution, which include geometric changes
of tidal inlets and barrier islands, development of flood/ebb tidal deltas, and the formation and
migration of tidal channels (van de Kreeke and Brouwer, 2017). Understanding the evolution of
these systems at centennial time scales is important to implement strategies to cope with both the
climate change and anthropogenic impacts.
Different mechanisms responsible for barrier system morphodynamics have been studied
using empirical (O'Brien, 1931; Jarrett, 1976; van Dongeren and de Vriend, 1994) and
conceptual models (Escoffier, 1977; de Vriend et al., 1993; Goodwin, 1996; Komar, 1996). More
recently, numerical models have been used to predict the morphological changes of barrier-inlet
systems over time scales of centuries to millennia. A significant number of modeling studies
focused on the highly idealized condition where only tides are present without any waves. These
studies are justifiable in modeling of long-term evolution, especially in regions where wave
action is limited, or the tidal prism is large. In general, results from 2-D morphodynamic models
reveal that the system undergoes rapid morphological changes at the initial stages of simulation
followed by slower changes for longer periods and tend to approach a steady state (van der
Wegen and Roelvink, 2008; Dissanayake et al., 2009; Tran et al., 2012).

1

This chapter was previously published as Murshid, S. and Mariotti, G., 2021. Geometry of Natural and Engineered
Tidal Inlets, Coastal Engineering, 164. DOI: https://doi.org/10.1016/j.coastaleng.2020.103828
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Tidal inlets act as a conduit to exchange water and sediment between the open sea and
back-barrier basin. Tidal prism, the volume of water exchanged through the inlet during each
tide, plays a major role to the morphological evolution of the inlet cross-section (Escoffier, 1940;
O'Brien, 1969; Oertel, 1975; O'Brien and Dean, 1977; Davis and Hayes, 1984). Specifically, the
inlet cross-sectional area is related via a power law to the tidal prism (LeConte, 1905; O'Brien,
1931; Townend, 2005) and to the back-barrier area (van de Kreeke, 2004; Yu et al., 2014). As
such, a larger tidal range increases the tidal prism and thus tends to enlarge the inlet cross-section
(Fitzgerald and Nummedal, 1983; Suter and Penland, 1987). In addition, the geometric
configuration of tidal inlets plays an important role on the flow characteristics and the formation
of flood and ebb-tidal deltas at the shoreward and seaward sides respectively (Walton and
Adams, 1976).
Natural inlets can widen and migrate along the coast, especially in the presence of strong
longshore transport (Bruun and Gerritsen, 1959; Fitzgerald, 1988; Tung et al., 2009). The
balance between tidal prism and longshore transport is critical to the stability of tidal inlets
(Bruun and Gerritsen, 1960; Bruun, 1966; Terry and Herdendorf, 1993). If the net longshore
transport rate is weak, inlets tend to widen in place and shoals start to form within the inlet
(Bruun and Gerritsen, 1959; Galvin, 1971; Kraus, 2009). Within the inlet itself, multiple
channels can develop over time, even though their scouring slows down with increasing depth
and decreasing tidal range (van Maanen et al., 2013). These natural processes are however
affected by human activities. For engineering inlets – those with hard engineering structures such
as jetties and breakwaters – the widening process is constrained, and so the evolution of the
cross-sectional area can only take place by vertical adjustment of bed elevation. The fixed
boundaries at both sides constrict and accelerate the flow, which can cause scouring on the order
6

of tens of meters (Broekema et al., 2018), and generally prevent the formation of shoals and
multiple channels.
Despite the large number of empirical and theoretical studies on tidal inlets, some
questions about the geometry of tidal inlets remain open. What processes set the width to
maximum depth ratio (also known as aspect ratio)? What controls the presence of a single
channel versus a multiple channel inlet? Do these relationships change with engineering
modifications such as jetties or breakwater that prevent widening? Understanding the answers to
these queries are important to predict the morphological evolution of tidal inlets with time and to
improve accuracy of hydro-morphodynamic models.
The objective of this study is to understand what parameters affect the geometry of tidal
inlets. For this purpose, we compiled a dataset of 226 inlet geometry, which spans a range of
hydrodynamic conditions and includes both natural and engineered inlets. We also applied a 2D
hydro-morphodynamic model (Delft3D) to understand the long-term evolution of inlet geometry
and to perform a sensitivity analysis of the numerical parameters that are most critical.
1.2. Inlet Dataset
1.2.1. Inlet Geometry
Four datasets were compiled based on available information of inlet geometry, which
includes nautical charts, bathymetric data, and previous publications (Table 1.1). Inlets in these
datasets are from five different geographical locations.
Dataset 1 is based on inlets whose cross-section geometry can be extracted from nautical
charts and bathymetric surveys. For this, we used NOAA nautical charts (NOAA, 2018) to
collect tidal information and geometric configurations (i.e. inlet width, average and maximum
depth) of 70 inlets in the Atlantic and Gulf Coast of the USA (Figure 1.1A). We also analyzed
7

bathymetric data of the Wadden Sea, a shallow sea located in the northern part of The
Netherlands (Figure 1.1D) and connected to the North Sea via five natural inlets. The high
resolution (20 m × 20 m) bathymetry for this area was obtained from the data archive of Center
for Research Data of the Netherlands (Rijkswaterstaat, 2001).
In dataset 1, the inlet width was calculated as the minimum distances between two banks
of inlets from NOAA nautical charts. The maximum depth was calculated as the maximum value
from the contour lines within the inlet. The mean depth was calculated from the average of the
contour values within the inlet. The vertical datum in the nautical charts is Mean Lower Low
Water (MLLW). We expressed depth with respect to Mean Sea Level (MSL), which was
calculated by adding half of the tidal range to the depth from the nautical charts. For inlets in the
Wadden Sea, both widths and maximum depths were calculated from the high-resolution
bathymetry data.
In dataset 2, we collected inlet configurations from a report published by the US Army
Engineer Waterway Experiment Station (Vincent and Corson, 1980). This dataset, based on
various survey records that took place in different earlier years, combined minimum widths as
well as maximum and mean depths of 67 inlets along the Atlantic, Gulf, and Pacific Coast of the
USA. In addition, the report included the cross-section of the inlets, which was useful to
determine whether an inlet contained a single channel or multiple channels.
There were 16 common inlets in dataset 1 and dataset 2, but they did not have the same
configuration in different records. Since the inlet configuration varies significantly over time, we
considered these inlets separately in each dataset.
In dataset 3 and 4, we extracted mean depths and widths of 67 inlets from Florida (Powell
et al., 2006) and 17 inlets from the North Island Coast of New Zealand (Hicks and Hume, 1996)
8

respectively. The summary of all datasets is given in Table 1.1 and details of inlet configurations
of each dataset are provided in Appendix A.
Table 1. 1. Summary of the Dataset of Inlet Configurations.
Location of Inlets

Dataset
1

Dataset
2
Dataset
3
Dataset
4

Inlet
Data Source
Number
Atlantic Coast and
75
Nautical charts (NOAA, 2018)
Gulf Coast of USA
and bathymetric data
and Wadden Sea in the
(Rijkswaterstaat, 2001)
Netherlands
Atlantic Coast, Gulf
67
Report from US Army Engineer
Coast and Pacific
Waterway Experiment Station
Coast of USA
(Vincent and Corson, 1980)
Atlantic Coast and
67
(Powell et al., 2006)
Gulf Coast of Florida,
USA
New Zealand North
17
(Hicks and Hume, 1996)
Island Coast

Geometry
Cross-Section

Cross-Section

Inlet width
and mean
depth
Inlet width
and mean
depth

1.2.2. Wave and Tidal Characteristics
We estimated the annual mean wave properties at each inlet using different available
datasets. For the inlets located in the USA, we used wave data from the Wave Information
Studies (WIS), which uses discrete spectral wave models and available wind fields to produce
wave hindcasts at pre-selected output locations along the coast (http://wis.usace.a rmy.mil/). This
dataset contains gap-free hourly data from 1980 to 2014. For the inlets situated in Netherlands
and New Zealand, we used hindcast data service from MetOcean View (available at
https://app.metoceanview.com/hindcast/), which provides marine weather data from numerical
simulations using the SWAN model (Booij et al., 1999; Ris et al., 1999). In both cases, we
selected the best possible hindcast station to represent the wave characteristics by considering
two criteria: proximity to the inlet location (generally 5 – 20 km) and the shallowest depth at
which the wave was hindcasted.
9

Tidal ranges for inlets in the USA were calculated from the differences of mean high
water and mean low water at or near the inlet locations mentioned in the NOAA nautical charts.
For other locations, tidal data was available in the literatures mentioned in section 1.2.1.

Figure 1.1. (A) Location of inlets in the Atlantic and Gulf Coast of USA in dataset 1 and
examples of (B) natural inlet and (C) engineered inlet. (D) Wadden Sea inlets (the Netherlands)
along with bathymetry and cross-section of two representative inlets. (E) Inlets located on the
North Island Coast of New Zealand.
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1.3. Numerical Model Development
We developed an idealized 2-D barrier-inlet system in Delft3D to investigate the longterm morphological evolution of inlet configuration. Delft3D solves the depth-averaged unsteady
shallow water equations which consists of the continuity equation, the horizontal momentum
equations, and transport equations with Boussinesq assumptions on a rectangular grid (Lesser et
al., 2004a). Hydrodynamics, sediment transport, and bed level changes are updated in the model
at every time step, an approach referred to as ‘online’ (Roelvink, 2006).
The model domain is a semi-circular basin 17 km wide and 16 km long in the cross-shore
direction (Figure 1.2). This domain is similar to that used in different previous studies (van
Maanen et al., 2011; van Maanen et al., 2013; Mariotti and Murshid, 2018). The geometry of the
basin and the selection of tidal range ensures that, even at high tide, a part of the basin remains
dry so that the tidal channels can incise the shallow areas. The back-barrier region is connected
to the open sea through a 3 m deep inlet with different initial width in different simulations. The
back-barrier region is semi-circular shaped with decreasing depth radially from the inlet with a
uniform slope. In the seaward side, the cross-shore profiles follow the Dean’s profile (Dean,
1977) and reach 10 m depth at approximately 7 km from the shoreline. The open sea is separated
from the tidal basin by the presence of barrier islands with an elevation of 2 m above the mean
sea level. Random perturbations uniformly distributed between -0.5 and 0.5 m are added to the
bed level to trigger the channel pattern formation. The resolution of the computational grid is 100
m × 100 m. The total water areas (grid cell area with elevation < 0) in the model domain and
back-barrier basin are 156.13 km2 and 32.33 km2, respectively.
A semidiurnal tide was imposed at the offshore model boundary. The median grain size
(d50) and dry bulk density were set to 250 µm and 1600 kg/m3, respectively. Uniform Manning’s
11

coefficient for bottom roughness was 0.02 m-1/3s and the initial sediment layer thickness at the
bottom was set to 50 m. The hydrodynamic time step was 1 minute. Depth-averaged flow
velocities computed at each time step were used to calculate sediment transport using Engelund
and Hansen (1967) formula. The model simulation period was 500 years, selection of which was
based on the previous study conducted by Mariotti & Murshid (2018), where similar domain and
grid size was used in Delft3D. In section 1.5.2, the relevance of 500 years simulation period with
reasonable approximation of equilibrium sate is discussed. A morphological acceleration factor
(Lesser et al., 2004a) equal to 500 was used to reduce the computational time.

Figure 1.2. Model domain developed in Delft3D for numerical simulation
In Delft3D, two parameters are important in controlling the changes of inlet
configuration: the transverse bed gradient factor (αbn) and the dry cell erosion factor (θsd)
(Deltares, 2014).
The transverse bed gradient factor (αbn) accounts for the effect of bed slope in the
direction perpendicular to the flow direction. This parameter is used in Delft3D (Eq. 1) based on
12

the studies of bedload transport in transverse slope by Ikeda (Ikeda, 1982) as presented by Van
Rijn (Van Rijn, 1993). This factor controls the bed and bank erodibility by regulating the
transport of sediment normal to the flow direction.
𝑆𝑏,𝑛 = |𝑆𝑏′ |𝛼𝑏𝑛 (𝑢𝑏,𝑐𝑟 ⁄|𝑢𝑏 |)tan(𝛾)

(Eq. 1.1)

where, Sb,n is the bedload transport vector normal to the flow direction, ǀSb′ǀ is the
magnitude of bedload transport vector in the direction of flow, ub,cr is the critical near-bed fluid
velocity, ub is the near-bed fluid velocity vector, and γ is the transverse slope angle.
The smaller the value of αbn, the deeper and narrower the inlet channels and vice versa
(Walstra et al., 2004). Also, larger values of αbn decreases grid size dependency of channel
incision and equilibrium depth (Baar et al., 2019). We used different combinations of θsd and αbn
for model sensitivity, which will be discussed in section 1.5.1.

Figure 1.3. Qualitative illustration of the effects of dry cell erosion factor (A) and transverse bed
gradient factor (B) on channel configurations in Delft3D.
The standard sediment transport equations are unable to change the elevation of dry cells,
i.e., those cells with water depth smaller than zero. In reality, dry cells adjacent to wet cells (i.e.,
13

bank cells) can erode both by undercutting and by mass failure. A phenomenological approach
can be used to erode dry cells by setting their erosion proportional to the erosion of the adjacent
wet cells, where θsd is the proportionality constant (van der Wegen et al., 2008), that is
𝐸𝑟𝑜𝑠𝑖𝑜𝑛𝑎𝑡𝑎𝑑𝑟𝑦𝑐𝑒𝑙𝑙 = 𝜃𝑠𝑑 × 𝐸𝑟𝑜𝑠𝑖𝑜𝑛𝑎𝑡𝑎𝑑𝑗𝑎𝑐𝑒𝑛𝑡𝑤𝑒𝑡𝑐𝑒𝑙𝑙

(Eq. 1.2)

This parameter likely depends on the properties of the bank material, i.e., its grain size,
cohesion, bulk density, and vegetation cover. Yet, the quantitative relationship between this
parameter and the bank properties is unknown, mainly because of the complexity of the bank
erosion mechanism. Also, relating this parameter to actual sediment properties would require to
model in detail the flow near the bank as well as the geotechnical forces within the bank (to
simulate mass wasting). This modeling would require very fine spatial resolution, which is not
feasible in long-term modeling of morphological evolution.
The dry cell erosion method constitutes a simple and flexible simplification of bank
erosion. Removing the dry cell erosion (θsd = 0) effectively “armors” the side of the inlets and
thus inhibits any erosion from the adjacent barrier islands. As a result, narrow and deep channels
are created when θsd = 0, which represent engineered inlets with jetties on both sides. To allow
the inlet widening, θsd needs to be greater than zero.
The summary of model runs conducted in this study along with the purpose of their
choice is shown in Table 1.2. Wave action was not modeled in these simulations.
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Table 1.2. Summary of Different Simulations in Delft3D

Simulation
No.

Simulation
S1- S36

Simulation
S37 - S72

Simulation
S73 - S108

Tidal
Range
(m)

1.0

2.0

3.0

Initial
Inlet
Width
(km)

1.0

1.0

1.0

Grain Size,
d50
(µm)

θsd
αbn
0

0.2

0.4

0.6

0.8

1.0

1.5

S1

S2

S3

S4

S5

S6

3

S7

S8

S9

S10

S11

S12

5

S13

S14

S15

S16

S17

S18

10

S19

S20

S21

S22

S23

S24

15

S25

S26

S27

S28

S29

S30

20

S31

S32

S33

S34

S35

S36

1.5

S37

S38

S39

S40

S41

S42

3

S43

S44

S45

S46

S47

S48

5

S49

S50

S51

S52

S53

S54

10

S55

S56

S57

S58

S59

S60

15

S61

S62

S63

S64

S65

S66

20

S67

S68

S69

S70

S71

S72

1.5

S73

S74

S75

S76

S77

S78

3

S79

S80

S81

S82

S83

S84

5

S85

S86

S87

S88

S89

S90

10

S91

S92

S93

S94

S95

S96

15

S97

S98

S99

S100

S101

S102

20

S103

S104

S105

S106

S107

S108

×

×

×

×

S109

×

S110

×

250

250

500
2.0

1.0
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1.4. Results from Dataset Analysis
In order to consistently compare the various datasets, we chose to consider the maximum
water depth of the inlets. Because dataset 3 and 4 only contain the mean water depth, a
relationship needs to be used to convert the mean water depth to the maximum water depth. For
this purpose, we consider dataset 1 and 2, for which both the mean and maximum water depth
are available. Dataset 1 and 2 consist of three different types of inlets: engineered, natural singlethread and natural compound (Figure 1.7A). For the natural inlets, i.e., inlets without any major
engineering structure, we defined inlets with a single channel as “single-thread inlets” and inlets
with multiple channels as “compound inlets”. For three different types of inlets, we performed
separate linear regression analysis with zero intercept (Figure 1.4A – 1.4C) and found
relationships between mean depth (dmean) and maximum depth (dmax). Any natural inlet bounded
laterally by headlands was excluded from the regression analysis as they are more similar to
engineered inlets due to limited widening. Drake Inlet, CA from dataset 2 falls in this
consideration (Figure 1.4B). This inlet has a ratio between mean and maximum depth equal to
0.69, which is close to that of engineered inlets (0.62). All inlets in New Zealand in dataset 4 are
bounded by rocky headlands (Hicks and Hume, 1996); hence, we used the regression equation
for engineered inlets to convert the mean depth to the maximum depth. We also conducted a
similar linear regression analysis by combining all inlets from dataset 1 and 2 and no distinct
clustering for different geographical regions was observed (Figure 1.4D).
1.4.1. Inlet Width and Maximum Depth
Despite the scatter, it is apparent that the maximum depth increases with inlet width
(Figure 1.5). No clear trend is detected for different geographical areas, especially for the
different coasts of the USA. The inlets in the Netherlands are significantly wider than inlets from
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other locations, and some of them have multiple channels and shoals (Figure 1.1D). Inlets from
New Zealand tend to have a larger depth, hence a smaller aspect ratio than other inlets with a
similar width.

Figure 1.4. Distribution of mean and maximum depths of inlets from dataset 1 and dataset 2.
1.4.2. Inlet Geometry as a Function of Tidal Range and Wave Characteristics
We searched for correlations between inlet geometry and two key hydrodynamic
parameters: tidal range and significant wave height. The results are summarized in Figure 1.6,
showing that based on the datasets, inlet width, depth and aspect ratio are poorly correlated to
tidal range and annual mean significant wave height. A slight increase in inlet depth with tidal
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range is observed, as expected since the tidal range affects the tidal prism. Overall, the inlet
aspect ratio is not correlated to tidal range or wave properties.

Figure 1.5. Variation of maximum depth with inlet width at different geographical locations for
all inlets from the four datasets (n = 226). The isolines represent constant aspect ratios.
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Figure 1.6. Variation of inlet geometric properties with tidal range and annual mean significant
wave height (Hs) for all datasets.
1.4.3. Engineered and Natural Inlets
The distribution of inlet width for the three different types of inlet shows that both
engineered inlets and natural single-thread inlets are typically less than 1 km (Figure 1.7A). On
the other hand, the widths of almost all the natural compound inlets are greater than 1 km, and
can be up to 10 km. These results suggest to consider compound inlets as a different category,
and thus to restrict at first the analysis to single-thread inlets.
Before comparing engineered and natural single-thread inlets, some considerations about
the latter are required. First, some of the natural single-thread inlets experience frequent
shoreline fluctuations, changes of channel orientation, and intermittent spit formation (i.e., New
Inlet, VA and Old Inlet, Fire Island, NY). These factors alter the sediment transport dynamics
through the inlets and can induce considerable shoaling as observed at Old Inlet, Fire Island, NY
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(Hapke et al., 2017), Gargathy Inlet, VA (A-NPDC, 2016), and Three Rooker Bar Inlet, FL
(Davis, 1989). Captain Sam’s Inlet, SC was relocated multiple times to mitigate the problem of
rapid inlet migration along the shoreline (Doyle and Adams, 2015). These inlets have unusual
shallow depth (< 2.0 m) in comparison to their width (> 300 m) and their aspect ratios are greater
than 200. From the frequent changes of inlet morphology, we infer that these inlets are strongly
out of equilibrium. Second, some natural inlets (i.e., without engineering structures) are still
subjected to some anthropogenic activities. In dataset 1, two natural inlets in the Gulf Coast
Region (Indian Pass and West Pass in Apalachicola Bay) were recently dredged (Florida-DEP,
2018), and indeed these narrow inlets were deeper than 7 m. Some of the inlets (depth > 4 m) in
dataset 2, mostly in the Pacific Coast of USA, are currently engineered, although it is
documented that no jetties were present during the survey dates based on which the dataset was
developed (Vincent and Corson, 1980). These natural inlets were significantly deeper than other
inlets with the same width, most probably due to dredging activities prior to the survey.
Moreover, one of these inlets is currently closed (Midnight Pass, FL) and another one is bounded
by headlands (Drakes Inlet, CA).
These considerations motivate us to exclude the natural single-thread inlets that are
largely out of equilibrium and that are likely dredged. We thus searched a relationship between
inlet width and maximum depth for engineered inlets and for natural single-thread inlet that are
near equilibrium (Figure 1.7B and 1.7C). For both of them there is a positive correlation between
maximum depth and inlet width, but the relationship is stronger for the latter (slope = 9.3 m/km,
R2 = 0.70), whereas it is insignificant for the former (slope = 2.5 m/km, R2 = 0.05). Similarly,
from the observation of the iso-lines of aspect ratio, it is apparent that the aspect ratio of
engineered inlets increases with inlet width, whereas this trend is not strong for the latter case.
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We considered dataset 2 to analyze how the presence of multiple channels in compound
inlets (which was the case for 20 inlets in dataset 2) affects the relationship among aspect ratio,
inlet width and maximum depth. We considered two different approaches to calculate width: one
in which the width is equal to the width of the inlet cross-section (i.e., the “standard” approach),
and the other one in which the width is equal to the width of the deepest channel. We measured
the approximate width of the deepest channel for each natural compound inlet. By comparing the
relationship among inlet geometric properties using the two different approaches it is apparent
that compound inlets cluster with the single-thread inlets after the width modification using the
latter approach (Figure 1.8).
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Figure 1.7. Histogram of inlet width from dataset 1 and 2 for three different types of inlet (A).
Linear relationship between inlet width and maximum depth for engineered inlets (B) and natural
single-thread inlets (C). The isolines in Figure 1.7B and 1.7C show different aspect ratios. The
open circles and triangles in Figure 1.7C are inlets that are excluded from the analysis to
establish the linear trend, because they are inferred to be out of equilibrium or being
anthropogenically modified.

22

Figure 1.8. Aspect ratio of natural inlets from dataset 2 calculated using two different approaches
for defining the inlet width. The isolines show different aspect ratios.
1.5. Results from Numerical Simulations
The analysis of the inlet datasets indicated that the inlet geometry is not strongly affected
by the wave height. This supports our simplification of neglecting wave dynamics in the model
simulations. Instead, the model analysis will be focused on exploring tidal range, sediment
characteristics, and the parameters for lateral erosion.
1.5.1. Sensitivity Analyses for Dry Cell Erosion Factor and Transverse Bed Gradient Factor
The combined effect of dry cell erosion factor (θsd) and transverse bed gradient factor
(αbn) in Delft3D regulates the evolution of the inlet geometry. To further explore this effect, we
chose 36 combinations of θsd and αbn and ran 108 simulations for tidal ranges of 1 m, 2 m, and 3
m. Both single-thread and compound inlets can form in these numerical simulations. To classify
the results, we identified compound inlets as those in which two or more channels are present
and where the depth of the shoal between two adjacent channels decreases less than half of the
maximum depth of the deepest channel. The inlet width was calculated considering single-thread
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and compound inlets separately and adopting the approach described in section 1.4.4 (i.e., we
considered the width of the deepest channel within the cross-section). The representative crosssections of the inlets were selected across the central part of the inlet length.
Different combinations of αbn and θsd produce a great variability in inlet cross-section and
aspect ratio for a given tidal range (Figure 1.9). The inlet widens and compound inlets form over
time if θsd > 0, whereas inlet widening does not take place if θsd = 0. Larger values of αbn result
in wider and shallower inlets, whereas smaller values of αbn (i.e., 1.5 and 3) create very narrow
and deep inlets. As the tidal range increases, inlets become wider and deeper channels form.
Also, the variability in the aspect ratio increases for decreasing tidal ranges.
In order to constrain the range of αbn and θsd that reproduce realistic inlet geometries, we
use two observations from the compiled datasets. First, we notice that the aspect ratio of near
equilibrium natural inlets varies between 50 and 200 (Figure 1.7). We thus select the combinations
of αbn and θsd that generate aspect ratios within this range and thus we eliminate αbn values greater
than 10. Second, we notice that small values of αbn (i.e., 1.5 and 3) and θsd < 0.3 create inlet crosssections with very large bed irregularities (which for example can be quantified by the average of
the absolute value of the transverse slope). For reference, the average of the absolute value of the
transverse slope for the inlets in the Wadden Sea from dataset 1 was 0.02 (Figure 1.1D). Using
these two observations, we infer that the appropriate range of αbn and θsd for natural inlets should
be 5 – 10 and 0.3 – 1.0, respectively.
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Figure 1.9. (A, B, C) Inlet cross-section, aspect ratio and slope of cross-section for different
combinations of tidal range, θsd and αbn after 500 years of simulation starting from a 1 km wide
inlet. The white dashed lines in the heatmaps represent contour lines for aspect ratio 50 and 200
which indicate the minimum and maximum limits of aspect ratio from the observed dataset. The
black dashed lines represent the mean absolute slope of cross-sections from Wadden Sea inlets in
Dataset 1. (D) Simulation results shows the differences of evolution for engineered and natural
inlets for tidal range of 2 m.
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1.5.2. Sensitivity Analysis for Grain Size
As an additional sensitivity analysis, we compared the effects of grain size on inlet
widening and deepening by running the simulations with three single grain sizes (i.e., median
grain sizes (d50) 125 µm, 250 µm and 500 µm) and two mixed-sized sediments (i.e., d50 = 250
µm (50%) + 500 µm (50%) and d50 = 125 µm (33.3%) + 250 µm (33.3%) + 500 µm (33.3%).
Although the width of the inlet cross-section increases with finer sediments, the maximum depth
and width of the deepest channel does not vary significantly for different grain sizes (Figure
1.10F), and therefore the aspect ratio is nearly insensitive to the grain size. For mixed-sized
sediments, the sediment fractions at inlet transect shows that coarser sediments are deposited at
deeper parts of the channels (Figure 1.10G and 1.10H).

Figure 1.10. (A – E) Morphological evolution of 500 years for different single-grain sizes and
mixed-sized sediments and (F) comparison of bed elevation changes along a transect within the
inlet. (G, H) The sediment fraction at inlet transects at 500 years for two cases of mixed-sized
sediments. All the simulations were performed for semidiurnal 2 m tidal range starting with 1 km
initial inlet width. For all the simulations, θsd = 0.8 and αbn = 10.
1.5.3. Inlet Widening
We analyzed the changes of inlet cross-section over time. As a reference, we considered a
simulation with a tidal range of 2 m, an initial inlet width of 1 km, and initial maximum inlet
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depth of 3 m. The simulations show that the inlet tends to widen and deepen quickly at the initial
stage (0-50 years) (Figure 1.11a), but the widening rate decreases at the later stage from 100 –
500 years (Figure 1.11b). The least square fitting curve of width over time shows an inverse
exponential trend, which indicates that the equilibrium width of the inlet is approximately 3 km.
This means the inlet has reached about 90% of the equilibrium width after 500 years. As such,
considering the inlet configuration after 500 years of evolution provides a reasonable
approximation for the equilibrium configuration that applies to the 500 year limit of modelling.

Figure 1.11. Snapshots of inlet configuration (a, b) and inlet width over time (c) from the
numerical model using θsd = 0.8 and αbn = 10.
1.5.4. Initial Inlet Configuration
The initial inlet configuration may play an important role in the bathymetric evolution of
tidal inlets. To explore this dependency, we varied the initial width of the inlet for different
simulations while keeping the same initial depth. The median grain size (d50) of the sediments
was 250 µm and all the simulations were conducted for a semidiurnal 2 m tidal range.
The larger the initial inlet width, the larger the number of channels formed within the
inlet (Figure 1.12). We observed that the total width of the inlet cross-section increased after 500
27

years in all cases, which infers that the initial width is smaller than the equilibrium width (Figure
1.12B). As expected, the equilibrium cross-sectional area is weakly dependent on the initial
width (Figure 1.13B). Similarly, when the width of the deepest channel is considered, the aspect
ratio has a weak dependency on the initial width (Figure 1.13A). On the other hand, when the
total width of the cross-section is considered, two different patterns are obtained depending on
the initial width. If the initial width is smaller than about 2 km, then the equilibrium width is
independent of the initial width. If the initial width is larger than about 2 km, the (near)
equilibrium width linearly increases with the initial width.
The near equilibrium cross-sectional area after 500 years in Figure 1.13B for different
initial inlet width shows small scatter with an average of 13289 m2. We estimated the tidal prism
from the Delft3D model considering the presence of intertidal area at back-barrier basin. O’Brien
(O'Brien, 1969), and later Jarrett (Jarrett, 1976) estimated that equilibrium cross-sectional area
(Ac) is related to the tidal prism (P) by the empirical formula: Ac = CPn . The values of two
coefficients C and n shows great variability for different inlet types situated at different locations
(Terry and Herdendorf, 1993; Townend, 2005; Mehta and Hayter, 2019). We calculated the
lower and upper limits of cross-sectional area with 95% confidence limits using the formula
given by Jarrett (Jarrett, 1976) for inlets with either one or no jetty. Inlet cross-sectional areas
from the model after 500 years of simulation lie within this range (Table 1.3) and is generally
closer to the upper limit.
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Figure 1.12. Evolution of barrier-inlet system bathymetry (A) and inlet cross-section (B) after
500 years for different initial inlet widths. For all simulations, tidal range = 2 m, d50 = 250 µm,
θsd = 0.8 and αbn = 10.
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Figure 1.13. Aspect ratio (A) and inlet cross-sectional area (B) after 500 years of simulation with
initial inlet width.
Table 1. 3. Relationship between tidal prism and inlet cross-sectional area

Initial inlet
width (m)

Initial
crosssectional
area (m2)

Crosssectional
area at 500
years (m2)

Tidal
prism
at 500
years, P
(m3)

500
800
1000
1600
2000
3000
4000
5000

1014.87
1538.71
2051.17
3601.71
4720.33
7112.37
9773.76
12304.86

12834.04
12821.40
12982.34
12144.14
12808.49
13871.52
14119.95
14730.06

5.10 × 107
5.03 × 107
5.02 × 107
5.00 × 107
5.03 × 107
5.19 × 107
5.29 × 107
5.32 × 107

Cross-sectional area (m2) predicted
from formula by Jarrett (Jarrett,
1976)
lower limit
upper limit
A=2.79×10-5
A=5.29×10-5
P0.97
P1.10
835.98
15927.18
824.72
15684.01
823.05
15648.03
820.06
15583.51
824.92
15688.38
849.97
16229.65
866.15
16580.40
870.47
16674.34

1.5.5. Comparison between Numerical Model Results and Observations
We compared the numerical model results from section 1.5.3 with the dataset discussed
in section 1.2. The simulations with different initial widths in section 1.5.3 generated compound
inlets, therefore, for consistency we only considered natural compound inlets from dataset 2. For
aspect ratio calculation, the width of the deepest channel was considered. We found that the
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aspect ratio obtained from the simulations is within the same range as observation for the inlets
of similar widths (Figure 1.14), suggesting that the 2-D hydrodynamic model with appropriate
sensitivity analysis can be used for the analysis of long-term inlet evolution.

Figure 1.14. Comparison of numerical model results (from section 1.5.3 with different initial
widths) in Delft3D (after 500 years of simulation) with compound natural inlets from dataset 2.
The isolines indicate the aspect ratio. The inlet width was set equal to the width of the deepest
channel.
1.6. Discussion
1.6.1. Equilibrium Inlet Geometry
The results from the Delft3D model simulations indicate that an inlet reaches an
equilibrium width after about 500 years of simulation (Figure 1.11). The simulations suggest that
the inlets widen rapidly during the first few decades after their initial formation and then change
at much slower rates, which is consistent with field observations. For instance, during the
superstorm Sandy in October 2012, a new inlet was formed at the location of a previously closed
old inlet through breaching of a wilderness area of the Fire Island national Seashore in New York
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(shown in Figure 1.7C as Old Inlet, Fire Island, NY). Extensive bathymetric surveys conducted
by U.S. Geological Survey (USGS) for 3 years after the breaching showed that the breach
widened rapidly from 54±19 m (after 1 week of formation) to 256±60 m within first 5 months
(4.7 times width increase), and then reached 573±173 m in 2 years. In the following year from
winter 2014 to winter 2015, the average width of the inlet remained almost the same, which
indicates a quasi-equilibrium width (Hapke et al., 2017). This trend of inlet widening is similar to
the inlet deepening process discussed by Van der Wegen & Roelvink (2008), Dissanayake et al.
(2009), Tran et al. (2012) and van Maanen et al. (2013).
The model simulations reproduce the intuitive result that the aspect ratio (considering the
width of the deepest channel) and cross-sectional area at equilibrium does not vary significantly
with the initial inlet width, provided that this initial inlet width is smaller than the equilibrium
width. This suggests that inlet widening is controlled by tidal currents and that it always converges
toward the same configuration. On the other hand, the model suggests that inlets are unable to
narrow down, and thus do not reach the same equilibrium configuration if they start with an inlet
width that is larger than the equilibrium width. We suggest that in this case the key missing process
is the longshore transport, which allows for inlet narrowing. Indeed, if tidal currents are not strong
enough to erode the sediment transported to the inlet mouth from the updrift side, sediment will
continue to deposit, a spit will form and prograde downdrift, and the inlet will become narrower
(Hayes, 1975; Komar, 1996; Ranasinghe et al., 1999). In other words, inlets can widen but cannot
narrow in the absence of waves.
1.6.2. What Controls the Inlet Aspect Ratio?
Both the analysis of the measured inlet geometry and the model simulations indicate that
the tidal range is not important in determining the aspect ratio. Larger tidal range creates wider
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inlets, but at the same time, due to increased tidal flow, also produces deeper channels (Figure
1.9), which prevents the aspect ratio to increase. This suggests that the aspect ratio is mainly
controlled by the bank properties (parameterized by the parameters θsd and αbn), which are
independent of tidal range but might depend instead on the geological setting.
Wave height is not a good predictor of inlet aspect ratio either. As previously mentioned,
waves are essential to narrow the inlets. Yet, they might not be crucial at determining the aspect
ratio once the inlet has reached its equilibrium. One possible explanation is that waves tend to
both narrow and infill the inlet: obliquely incident waves carry sediments towards the tidal inlet
from the updrift side through longshore transport, whereas waves tend to push sediments from
ebb-tidal delta towards the inlet throat. So, both the width and depth of the inlet tend to decrease
in the presence of waves, and this prevents the aspect ratio to vary significantly with wave
height. Noticeably, this result is consistent with a previous data-driven study showing that the
shape of barrier islands is not controlled by either tidal range or wave height (Mulhern et al.,
2017).
Our conclusions are limited by using tidal range and wave height as predictors of inlet
geometry. It is possible that more refined parameters such as tidal prism and wave energy may
be better suited to predict inlet geometry. Unfortunately, the calculation of the tidal prism
requires to know the bathymetry of the intertidal area, which is not available for all the inlets
considered in our study. Also, the calculation of wave energy requires to know the wave period
and direction, which were not available for all our datasets. Thus, future studies that leverage
more complete datasets might be able to refine our conclusions.
Field observations clearly show that the aspect ratio is not constant. This indicates that
the variability in inlet width is much larger than the variability in inlet depth: the inlet width
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varies by about two order of magnitudes (from 100 m to 10 km), whereas the inlet depth only
changes by about one order of magnitude (from 3 to 30 m) (Figure 1.5). This difference could be
explained by considering that the processes of vertical and lateral adjustments have different
sensibility with respect to the flow and have different controlling feedbacks. The scouring of the
bed is highly non-linear with respect to the flow velocity (e.g., a fifth power relationship), and
thus even small changes in flow velocities can drastically change the sediment transport rate. As
such, the inlet could adjust to a large range of sediment transport rates through modest changes
in bed elevation (and thus changes in flow velocities). Negative feedbacks are also effective at
maintaining the equilibrium depth, i.e., an inlet that is slightly too shallow for a given flow
would scour quickly, whereas an inlet that is too deep would fill in quickly. On the other hand,
lateral erosion is linearly (or close to) related to the bed slope, and thus large morphological
changes are needed to reduce lateral erosion. In other words, lateral erosion does not have strong
negative feedbacks, and thus inlet could widen with little constraints.
Another explanation for the difference between vertical and lateral adjustments is
associated with sedimentary parameters. Inlet deepening is, at times, restricted by the presence of
a consolidated bottom layer or resistant sediments that hinder the scouring process (Hubbard,
1977; Fitzgerald, 1996), thus limiting the presence of very deep channel. However, because the
simulations with two different grain size did not induce large changes in the inlet configuration,
we suggest that the bed armoring is not the most likely explanation for variability on the aspect
ratio observed in the field data. A more likely source of variability is associated with the
composition of the bank material. Inlet widening can slow down if adjacent barrier islands
contain some cohesive sediment (i.e., mud) that stabilizes the bank. Indeed, the stratigraphic
records of barrier islands reveal the presence of mud fraction even in sandy environment due to
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the depositional history, i.e. the transgression over back-barrier deposits (Davis, 1994). Bank
erosion could also be slowed down by the presence of vegetation, such as that growing on sand
dunes. The end member of this slowing down is the presence of rocky headlands, which
completely stops the widening. For example, headlands are common in the inlets from New
Zealand (Hume and Herdendorf, 1992; Hicks and Hume, 1996), which likely explains why their
aspect ratio is generally lower than other inlets with similar width (Figure 1.5). This variability in
lateral erodibility is simulated in a simplistic way in the model by changing the parameters for
lateral erosion. By changing these parameters, a much larger variability is obtained for the inlet
width than for the inlet depth (leading to a large variability in aspect ratio).
If the inlet width exceeds 1 km, a single-thread natural inlet likely transitions into a
compound inlet. As the inlet gets wider, flow separation occurs within the inlet, subaqueous and
subaerial sand bars emerge, and eventually multiple channels develop. This process can also lead
to the formation of separate flood and ebb channels within the inlet (van Veen, 1950; Hayes,
1980; van Veen et al., 2005). As for braided river channels (Friend and Sinha, 1993; Richardson
and Thorne, 2001) and for channel-shoal complexes in sandy estuaries (Hibma et al., 2003), the
absence of lateral confinement and bank cohesion is the likely cause of the formation of
compound inlets. Interestingly, the aspect ratio of the individual channels within compound
inlets is similar to the aspect ratio of single-thread inlets. Thus, each individual channel behaves
as an individual unit, i.e., it is not strongly affected by the flow concentrated in the nearby
channel. In other words, the shoal between multiple channels is akin to a short barrier island
separating two distinct inlets.
The distinct nature of approximately 1 km threshold width for separating single-thread
and compound inlets from the dataset is difficult to explain without an in-depth analysis of flow
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separation, which is beyond the scope of this work. Wave height does not seem to dictate the
transition from single-thread to compound inlets (given that no relationship was found between
the total inlet width and the wave height, Figure 1.6). The back-barrier basin properties that
affect tidal prism and sediment supply might play an important role in regulating the geometric
properties of compound inlets. For instance, the most dramatic compound inlets are found in the
Wadden Sea, which experienced large morphological changes in the last century due to the
various anthropogenic alterations in the of back-barrier region (Elias and van der Spek, 2006).
Further studies should aim to find a mechanistic and predictive theory that explain the formation
of compound inlets, possibly explaining the existence of a quite narrow threshold of ~1 km. This
information will likely be useful for inlet management (e.g., dredging and navigation), and to
better interpret the stratigraphy left by tidal inlets.
1.6.3. Engineered Inlets
The field observations show that the cross-section geometry of engineered inlets differs
from that of natural inlets. Specifically, the depth of engineered inlets tends to be more uniform
(about 10 m) than for natural inlets (Figure 1.7B, C), and is less correlated to the inlet width.
This is consistent with the numerical results (Figure 1.9), which show that the variability of the
inlet depth decreases when θsd = 0, and that very small depths become uncommon. Yet, the
explanation for this observation might lie beyond the results of the model simulations. Indeed,
the width of engineered inlets is not chosen randomly, but is rather designed to maintain specific
flow conditions and inlet depths. In addition, when inlets become too shallow, the inlet is
dredged or the inlet might be completely abandoned and relocated elsewhere (William and
Duncan, 2003).As such, external factors might explain why the inlet depth is more constant
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(likely suited for navigation) whereas the inlet width is still variable (likely suited to match local
environmental and engineering constraints).
The dataset of inlet configuration reveals that multiple channels do not form within
engineered inlets. Widths of engineered inlets are mostly less than 1 km (Figure 1.7A), which
presumably is not wide enough to induce flow separation and thus to create multiple channels. In
accordance with this observation, the numerical model shows that multiple channels do not form
in engineered inlets (θsd = 0) in most cases. In some cases, multiple channels can form for a
smaller bed gradient factor (αbn), but these are highly unrealistic because of their large transverse
slope.
Instead of forming multiple channels, in dataset 2 we observed that the location of the
deepest points of the channel in six engineered inlets (i.e., Fire Island Inlet in NY, Fort George
Inlet, Sebastian Inlet, and Gordon Pass in FL, Yaquina River Inlet and Nehalem Inlet in OR)
migrated away from the centerline close to the jetties (Appendix B). Similarly, a comprehensive
analysis of tidal inlet response after jetty construction conducted by US Army Corps of
Engineers found that the construction of a single updrift jetty resulted in migration of the deepest
points of the channel towards the jetty and a decrease in channel cross-sectional area up to 40
percent (Kieslich, 1981). This observation is consistent with the numerical results (Figure 1.9),
especially for a tidal range of 2 m, showing that the deepest portion of the cross-section is closer
to the side than the middle of the inlet.
1.6.4. Recommendation for Modeling Inlet Evolution
From the sensitivity analysis in Delft3D, we conclude that using values of transverse bed
gradient factor (αbn) smaller than 5 for both natural and engineered inlets produce unrealistically
narrow and deep channels. The extreme incision for smaller values of αbn is a numerical artifact
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that depends on grid size. An incised channel attracts more flow, and the flow tends to go
through as few cells as possible. Therefore, a smaller grid size results in more discharge flowing
through a smaller area, which intensifies the incision (Baar et al., 2019). Larger values of αbn
increase transverse sediment transport, which reduces incision by transporting sediment from the
banks toward the thalweg. Previous studies suggested that using a sediment mixture instead of a
uniform grain size may prevent extreme channel incisions as the coarser sediments deposit in
deeper parts, which results in a negative feedback to the flow velocity (Van Maren, 2007;
Dastgheib and Roelvink, 2009). This is also supported by numerical model results that shows the
deposition of larger fraction of coarser sediments at the channel thalweg (Figure 1.10G, 1.10H).
However, using a sediment mixture does not lead to different transverse slope (Baar et al., 2020);
hence, rather than solving the extreme incision problem, this may mask it by forming a nonerodible bed layer (Baar et al., 2019). This can be backed by the observation of local armoring at
the outer bends of Rhine river, where the concentration of coarse sediment is higher compared to
the central part of the river (Frings and Kleinhans, 2008).
We found that using αbn = 5 – 10 and θsd = 0.3 – 1.0 prevents deep channel incision and
generates aspect ratios between 50 and 200, which are consistent with observations from the
datasets (compare Figure 1.7, 1.8 and 1.9). To reproduce reasonable widening, a θsd value close
to 1 is generally appropriate. Despite these indications, these two parameters should be tested for
sensitivity, calibrated, and validated for specific cases based on the knowledge of bank
erodibility (e.g., their mud content or the presence of rocky headlands). Lower values for these
parameters should be used when the bank material is composed of more resistant material.
For engineered inlets and rocky headlands, θsd = 0 is an appropriate choice, whereas αbn
can be calibrated to reproduce the observed cross-section. If the simulation is meant to reproduce
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not only the inlet geometry, but also other intertidal and subaerial regions (e.g., the barrier
islands and the flood deltas), θsd = 0 should only be imposed within the inlet region. Because
these parameters are meant to reproduce a variety of complex processes that might have different
dynamics in different landforms, it is possible that they would need to be calibrated differently.
For example, the banks of muddy channels erode laterally through a creep-like process (Mariotti
et al., 2019) and this process is mainly related to excursion in the water table (i.e., tidal range)
than to the flow velocities.
1.7. Conclusions
The aspect ratio of tidal inlets varies by at least an order of magnitude. The large source
of variability is likely associated with the mechanism of channel widening, which can be affected
by both natural (e.g., rocky headlands and cohesive banks) and anthropogenic processes (e.g.,
jetty construction). Neither tidal range nor wave height are a good predictor of the aspect ratio,
suggesting that other parameters (i.e., bank erodibility) dominate this geometric characteristic.
Waves are however important at narrowing the inlet when the inlet width exceeds the
equilibrium configuration.
Natural inlets widen over time and tend to reach an equilibrium configuration in several
hundred years. When the inlet width exceeds 1 km, multiple channels tend to form. Due to the
differences in flow and sediment transport characteristics, we suggest that compound inlets
should be considered separately from natural single-thread inlets for the analysis of their
configuration. Specifically, each channel within a compound inlet should be considered as a
single-thread inlet.
For 2-D hydro-morphodynamic modeling of long-term inlet evolution, special focus
should be given on proper selection of the dry cell erosion factor (θsd) and the transverse bed
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gradient factor (αbn), as these two numerical parameters play a key role in generating realistic
inlet configurations. From the sensitivity analysis, we found that θsd = 0.3 – 1.0 and αbn = 5 – 10
are appropriate for natural inlets, whereas θsd = 0 is appropriate for engineered inlet with jetties
at both sides. Despite the model being capable of reproducing the observed aspect ratios, model
predictions can be improved by incorporating local waves, meteorological tides, variability in
sediment composition, and history of anthropogenic activities such as maintenance dredging.
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CHAPTER 2. HYDRODYNAMICS OF A SHALLOW CARBONATE
EMBAYMENT AND ITS CONSEQUENCES FOR STROMATOLITE
MORPHOLOGY
2.1. Introduction
Hamelin Pool, a protected marine nature reserve located in Western Australia (Figure
2.1A), is a semi-arid shallow embayment, with an approximate area of 1238 km2 and a maximum
depth of 10 m (Burne and Johnson, 2012). This area is widely recognized for the extensive
accumulations of discrete microbial buildups known as stromatolites and weakly-lithified to
unlithified microbial sheet mats (Collins and Jahnert, 2014).
There has been a long discussion about the effects of currents and waves on the
morphology of stromatolites (Playford, 1980b; Playford et al., 2013a; Suosaari et al., 2016a).
One example is the elongated and regularly spaced stromatolites often referred to as seif
stromatolites (Playford, 1980b). An earlier hypothesis suggested that their morphology was
shaped by Langmuir circulation, purportedly associated with the predominantly southerly winds
(Playford, 1980b). More recently, their morphology has been linked to sand bars (Mariotti et al.,
2014), thus implying that their morphology is controlled by wave processes.
The example of the seif stromatolites highlights the large knowledge gap about
hydrodynamics in Hamelin Pool. Indeed, despite the sedimentology and microbiology of this
area have been extensively explored, the quantification of physical processes is limited. For
example, it is not even clear whether waves or currents are the dominant hydrodynamic process
in the areas where stromatolites are present.
Burling et al. (2003) investigated the tidal characteristics of Shark Bay. The southward
progression of tidal waves in the open ocean slows down at the northern part of Hamelin Pool as
the flow encounters shallow bathymetry. The large friction associated with this shallow area
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results in a significant tidal lag of 4 – 8 hours and an attenuation of tidal amplitude in Hamelin
Pool compared to the open ocean. Beside this result, not further information was provided about
the currents withing Hamelin pool. More recently, Suosaari et al. (2016a) measured tidal currents
at a few location in Hamelin Pool, finding that mean currents are about 0.1 m/s with maximum
value of 0.6 m/s. However, they did not measure currents near the shoreline, where most
stromatolites are located.
Studies of waves in Hamelin Pool are scarce. Earlier studies showed that waves generated
from the prevailing southerly winds generate a net northward movement of sediment in Hamelin
Pool (Read, 1974). Murshid et al. (2021) measured waves at one location in Hamelin Pool for
about one year. The study focused on the sediment dynamics and found that seasonal
biostabilization plays a major role. They found that waves are slightly stronger during the
Australian spring and summer than during the winter and autumn but did not provide their spatial
distribution.
This study aims to characterizes the hydrodynamics of Hamelin Pool, thus providing a
framework to better understand its sediment dynamics and stromatolite morphogenesis. We
applied the 2-D hydrodynamic model Delft3D (Lesser et al., 2004b), thus reconstructing the
spatial distribution of wave and current, with an emphasis on the shallow areas near the
shoreline. We then focused the attention to seif stromatolites, evaluating how hydrodynamic
processes might be affecting their morphology.
2.2. Study Area
The northern part of Hamelin Pool is connected to the more open Shark Bay by a few
tidal channels cut through a shallow sill, known as Faure Sill (Hagan and Logan, 1974). These
channels become vertically well mixed during the summer, whereas in winter, they become
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strongly stratified caused by the buoyancy-driven flows (Burling et al., 1999). The water in the
embayment is hypersaline (>50 ppt) due to the combined effects of limited water exchange, low
precipitation, and high evaporation (Logan and Cebulski, 1970). This creates favorable
conditions for stromatolite growth as grazing higher and complex organisms, such as gastropods
that feeds on stromatolite-building microbes, cannot thrive in hypersaline condition (Playford,
1990a).
Bathymetry in Hamelin Pool is highly variable. The western margin is characterized by
narrow shelf, while the southern region is a large gently sloping ramp. The eastern shelf is
variable, forming wide and gently sloping ramps both in the northeast and the southeast, with an
abrupt shelf dropping into a subtidal zone in the central eastern section (Suosaari et al., 2016b).
In addition, a few shoals are present on both the west and the east coast of the embayment. These
protruded regions from the shoreline are mostly headlands characterized by rocky outcrops, and
form suitable substrata for stromatolite growth (Playford et al., 2013a).
The mixed, mostly semidiurnal (spring tidal range of 60 cm) tide in Hamelin Pool
contributes to weak tidal current near the shorelines (Hagan and Logan, 1974). The mean sea
level within the basin varies seasonally depending on the dominant wind direction. Southernly
winds are dominant in Australian summer (December - February) that lower the local mean sea
level, whereas in winter (June – August), mean sea level usually rises about 50 cm when wind
from the south is lighter. Water level in Hamelin Pool can be approximately 10 cm lower in
summer and 4 cm lower in winter compared to the sea level in Carnarvon located north in the
open sea (Hagan and Logan, 1974; Burne and Johnson, 2012).
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Figure 2.1. (A) Location of Hamelin Pool in Western Australia. (B) Underwater photo showing
the pressure sensor deployed at Carbla Beach in Hamelin Pool (May 1st, 2018). Instrument
coordinates are 26.26542° S, 114.21561° E. For reference, the length of the black vertical pole is
about 70 cm. The presence of stromatolites at the bottom is evident in the area. (C) Image of seif
stromatolites in the southwest part of Hamelin Pool near Booldah Well. The camel-dray track is
also visible that was cut through the stromatolites during the early 20th century.
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2.3. Methods
2.3.1. Data Collection
We measured hourly near-bed pressure in Hamelin Pool from July 2017 to March 2018
using an RBR Ltd. data logger. The instrument was deployed at Carbla Beach, at a location ~2.5
m deep and ~100 m from the shoreline (Figure 2.1A). The pressure sensor was located 60 cm
from the bottom. The sampling frequency was 4 Hz, each hourly burst started at the beginning of
the hour, and 512 data points were collected for a total of 128 s.
Atmospheric pressure data were collected from the nearby meteorological station located
at Shark Bay Airport (Figure 2.1A). The climate in the southern hemisphere is subdivided in four
different seasons (Bureau of Meteorology, 2020), we divided the data accordingly: Summer
(December – February), Autumn (March – May), Winter (June – August), and Spring
(September – November).
The pressure measured by the instruments was corrected by subtracting the atmospheric
pressure. The hourly water depth (h) and wave characteristics (significant height Hs and peak
period Tp) were computed using standard spectral analysis, i.e., by calculating the pressure
spectrum from each burst and converting it to the surface spectrum by applying a frequencydependent correction.
Hourly water level data was collected by Suosaari et al. (2016a) at 4 different locations in
Hamelin Pool (Figure 2.2A). Currents were measured with tilt-meters, which were attached to
the bottom using star-pickets. The absolute elevation of each star-picket was shot with single
beam sonar coupled with a Trimble rover (fixed to boat). Information about the sensors is
summarized in Table 2.1.
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Table 2. 1: Information of water surface elevation and wave data loggers.
Data Logger
Sensor 1
Sensor 2
Sensor 3
Sensor 4
Carbla Beach

Latitude
-26.04753
-26.15590
-26.26523
-26.08068
-26.26542

Longitude
113.91936
113.99254
114.21578
114.20015
114.21561

Depth (m)
2.3
2.3
2.8
2.4
2.4

Time series duration
Mar 2013 – Nov 2013
Mar 2013 – Oct 2014
Mar 2013 – Nov 2014
Mar 2013 – Nov 2014
Jul 2017 – Mar 2018

Data
Water level
Water level
Water level
Water level
Wave and water
level

2.3.2. Numerical Modeling
We used the Delft3D model (Lesser et al., 2004b) to simulate waves and tidal currents in
Hamelin Pool. A rectangular grid of 200 m×200 m resolution was created based on the
bathymetric survey maps from 1985 conducted by Australian Survey Office of Western Australia
(Figure 2.2A).

Figure 2.2. (A) Bathymetry of Hamelin Pool with locations of water level and wave
measurements. (B) Wind rose from the meteorological station located at Shark Bay Airport from
2003 to 2018.
Delft3D-WAVE was used to simulate wind driven wave generation and propagation. The
model solves the spectral action balance equations and accounts for wave refraction, shoaling,
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wave breaking, and nonlinear wave‐wave interactions (Holthuijsen et al., 1989; Booij et al.,
1999; Ris et al., 1999). Given that swell waves are almost nonexistent in Hamelin Pool, no waves
were imposed at the boundaries.
Wind data collected from the nearby meteorological station located at Shark Bay Airport
from 2013 to 2018 was used as input for the wave simulations. The 15-year-long wave time
series was reconstructed in a simplified way. A total of 900 reference simulations were generated
by considering different combinations of wind speed (1 m/s to 25 m/s, every 1 m/s) and wind
direction (from 0° to 360° with 10° interval). Then, the wave characteristics for each specific
wind speed and direction of the hourly wind time series were calculated through interpolation of
the reference simulations.
Delft3D-FLOW was used to simulate tide induced hydrodynamics (i.e., tidal currents and
circulations) in Hamelin Pool. The model calculates the depth averaged shallow water equations
with a constant eddy viscosity. The time series of the measured water level at the northern part of
Hamelin Pool at sensor 1 (Figure 2.2A) was used as boundary condition. The model was run for
3 months from June 2013 – August 2013 which covered the entire winter season and three lunar
cycles.
2.3.3. Bed Shear Stress Calculation
We estimated wave shear stress at the bottom based on the wave linear theory (Wiberg
and Sherwood, 2008). The amplitude of the maximum wave orbital velocity (Um) just above the
bed is given by:
𝑈𝑚 = 𝑇

𝜋𝐻𝑠

𝑝 sinh(𝑘ℎ)

(Eq. 2.1)

where k is the wavenumber. The bed shear stress (τw) induced by the orbital velocity is
given by quadratic friction law:
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1

𝜏𝑤 = 𝜌𝑓 𝑓𝑤 𝑈𝑚 2 

(Eq. 2.2)

2

where ρf = 1025 kg/m3 is the density for saline water and fw is the friction factor. The
value of fw varies with wave orbital velocity and is determined as (Soulsby, 1997)
𝑓𝑤 = 0.237𝑟 −0.52
𝑈𝑚 𝑇𝑝

𝑟=(

2𝜋

(Eq. 2.3)

) /𝑘𝑠

(Eq. 2.4)

The Nikuradse equivalent roughness (ks) is 2.5 times the median grain size (d50). We
chose d50 = 0.5 mm consideration the sediment size of the region (Passlow et al., 2005; Suosaari
et al., 2019).
The current bed shear stress (τc) induced by the tidal flow is given by:
𝜏𝑐 = 𝜌𝑓 𝑓𝑐 𝑈𝑐 2 

(Eq. 2.5)

where fc is the friction factor and Uc is the magnitude of tidal current. We used the
standard value of fc = 0.0025, which is equivalent to a Chezy coefficient of 60 m1/2/s.
2.3.4. Stromatolite Orientation
The orientation of elongated seif stromatolites near the shoreline was compared with
wave direction and shoreline orientation from Google Earth images. We manually digitized the
stromatolite on Google Earth maps and measured the direction of their major axis. We only
considered groups of stromatolites with at least 3 individual units and at least 50 m long. Using
these criteria, we selected 37 seif stromatolite sites (23 on the west side and 14 on the east side)
for the analysis. We also measured the orientation of adjacent shoreline using a similar procedure
with Google Earth.
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The wave direction was calculated using a frame of reference that facilitates the
comparison with the stromatolite orientation. Specifically, we consider the direction of the wave
front, so that waves that hit the stromatolite perpendicularly have the same orientation of the
stromatolite (see Figure 2.1A). Wave direction was obtained from the model results considering
cells with a depth of 1.5±0.05m.
2.4. Results

2.4.1. Wave measurements
The water depth during the sensor deployment period fluctuated from 1.71 m to 3.23 m
with mean value of 2.42 m. Most of the waves were less than 20 cm with a very few exceeds 50
cm. The maximum significant wave height was 0.72 m, and the 50th (median) and 90th
percentiles were 0.21 m and 0.43 m, respectively. The peak wave period varied mostly from 1.5
s to 4 s, with a 50th and 90th percentiles of 2.42 s and 3.14 s, respectively. As expected from
locally generated wind waves, wave height and period were highly correlated (Figure 2.3B).

2.4.2. Model Validation
We compared the modelled significant wave heights from Delft3D results with the
measurements at Carbla Beach. We used the JONSWAP (Hasselmann et al., 1973) formulation
for the bottom friction, in which the appropriate selection of bottom friction coefficient (Cb)
plays a critical role in predicting significant wave height. A higher value of Cb corresponds to
higher energy dissipation and lower wave height. We used four different values of Cb for model
validation and found that Cb = 0.134 m2s-3 equal to twice the default value, provides the best
results (Figure 2.4B), with a coefficient of determination R2 = 0.55 and a root mean squared error
RMSE = 0.11 m.
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We compared the predicted water level from Delft3D-FLOW model with the measured
water level at the 3 sensors that were not used as boundary conditions. These sensors were
located in the middle and lower part of Hamelin Pool (shown in Figure 2.2A). Figure 2.5 shows
that modelled water level is very similar to the measured values with R2 > 0.9 for all sensors.
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Figure 2.3. (A) Time series of water depth, wind, and wave properties during the sensor
deployment period at Carbla Beach from July 2017 to March 2018. (B) Histograms and scatter
plot of significant wave height and peak period.
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Figure 2.4. Wave model validation: (A) Comparison of measured and modelled significant wave
heights at Carbla Beach in Hamelin Pool for different bottom frictional coefficients (Cb) from
July 2017 to March 2018. (B) Time series of measured and modelled wave height for Cb = 0.134
m2/s3.

Figure 2.5. Validation of tidal flow model. Location of sensors are shown in Figure 2.2A.
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2.4.3. Results from Numerical Model
2.4.3.1. Waves in Hamelin Pool
In Hamelin Pool, the prevailing wind direction controls the fetch length. For a given wind
speed, larger fetches result in larger wave heights (Figure 2.6). The significant wave height is
comparatively larger in the eastern (point A), southern (point B) and western (point C) regions of
the basin when wind blows predominantly from the west, north and east respectively. However,
in the middle of the basin (i.e., point D), waves are nearly independent on the wind direction
(Figure 2.6D).

Figure 2.6. Variability of significant wave height at 4 locations in Hamelin Pool for different
combinations of wind speed and direction. Point A is the location of sensor deployment at Carbla
Beach; point B, C, D are three representative locations for the southern, western, and middle part
of the model domain.
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Figure 2.7. Spatial distribution of 50th and 90th percentile values of (A) significant wave height
and (B) peak period based on the 15 year long time series.
Given the prevalence of southernly wind (Figure 2.2B), the northern part of the basin
experiences higher waves most of the time throughout the year (Figure 2.7). In order to provide a
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synoptic picture, we calculated the average wave direction weighted based on the wave height
(Figure 2.8A), which reveals that in the central part of the basin, where the depth is the largest,
the wave direction is aligned with the prevalent wind direction. However, at the eastern and the
western sides of the basin, where depths are shallower near the shorelines, wave refraction takes
place and causes the waves to deviate from the dominant wind direction. Wave refraction is not
complete, i.e., waves do not reach the shoreline exactly perpendicular. However, when the
maximum wave height is considered, waves approach the shore nearly perpendicularly (Figure
2.8B).

Figure 2.8. (A) Average wave direction (weighted by the wave height) and (B) direction of the
maximum wave height. The nautical convention is adopted for wave direction, i.e., angles are
measured clockwise from the north to the direction from where waves are coming.
2.4.3.2. Tidal Flow in Hamelin Pool
Given the relatively large water depths, bed friction is minimal within Hamelin Pool.
Thus, after crossing the shallow Faure Sill, the tide propagates nearly instantaneously within the
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relatively short basin. As a result, the water level rises and falls simultaneously everywhere in
the basin (Figure 2.9).

Figure 2.9. Modelled water level variation with respect to mean sea level at different locations in
Hamelin Pool.

Figure 2.10. Spatial distribution of maximum (A) flood and (B) ebb currents in Hamelin Pool.
The arrows indicate directions of maximum currents during flood and ebb flows at different
locations.
The magnitude of the maximum flood and ebb currents is smaller in the southern part of
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the basin compared to the northern region near the basin mouth (Figure 2.10). This observation is
also evident near the shoreline at 1.5 m depth, where the maximum flood and ebb currents
decrease from north to south (Figure 2.11B and 2.11C). The fluctuation of tidal currents as well
as waves along the shoreline is mostly due to the variation of local bathymetry and shoreline
orientation.

Figure 2.11. (A) Locations along the shorelines at 1.5 m depth. Variation of the maximum tidal
current and 90th percentile of significant wave height along the shoreline at (B) east side and (C)
west side of the basin.
2.4.3.3. Bed Shear Stress
Bed shear stresses due to tidal current and wave have different spatial patterns within
Hamelin Pool (Figure 2.12). In the central deeper part of the basin, current shear stress is higher
compared to the shallower region near the south and the west coast. On the other hand, wave
shear stress is smaller at the middle of the basin, but it is generally higher closer to the shore.
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Bed shear stress from both currents and waves are higher in correspondence of shoals,
such as those located along the west side of the basin. Close to shore, where most of the
stromatolites are located, waves contribute to the majority of the bed shear stress. In general,
only areas that are shallower than about 3 m experiences bed shear stresses greater than 0.5 Pa,
and thus sediment transport is likely negligible in deep areas.
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Figure 2.12. Spatial distribution of bed shear stress due to (A) maximum tidal current and (B)
90th percentile wave. (C) Variation of bed shear stress due to current and waves along the coast
at the locations shown in Figure 2.11A.

2.4.4. Orientation of Elongated Stromatolites
The orientation of seif stromatolites ranges from 40˚ to 110˚ on the west coast, and from
210˚ to 330˚ on the east shore (Figure 2.13B). The stromatolite orientation is correlated to the
shoreline orientation, i.e., stromatolites are nearly parallel to the shore. However, as we move
59

from north to south of the basin, wave directions deviate more from the stromatolite and
shoreline orientation. Stromatolite orientation is more correlated to the shoreline orientation than
to the average wave direction (Figure 2.13C).
2.5. Discussion
2.5.1. Wave Characteristics in Hamelin Pool
The spatial distribution of fetch limited waves in Hamelin Pool (Figure 2.6) reveals that
the deeper part at the central basin is hardly influenced by wind direction as the fetch is more or
less similar for wind blowing from any direction. Due to the larger depth, the bottom in the midbasin is hardly disturbed by the waves, as indicated by the low wave bed shear stress (Figure
2.12B). Hence, the effect of waves is concentrated to the shallow areas adjacent to the coast.
Indeed, we found that wave bed shear stress along the coast is large enough to resuspend sand
(i.e., bed shear stress > critical shear stress) (Figure 2.12C), which is consistent with previous
field measurements of sediment resuspension (Murshid et al., 2021).
Earlier research conducted by Logan and Chebulski (1970) concluded that waves
typically refract as they enter the sublittoral zones near the landward boundaries in the east, west,
and south. As a result, despite the southerly winds, waves tend to reach the shore more
perpendicularly than precited by only considering the wind direction. The numerical model
shows that waves are not exactly perpendicular when considering the mean wave direction
(Figure 8A), i.e., when considering all the wind conditions (Figure 2.2B). On the other hand,
when the maximum wave height is considered (Figure 2.8B), waves are nearly perpendicular to
the coast. Furthermore, it is possible that the coarse resolution of the model prevents from
simulating the wave transformation in the last few hundred meters close to the shore.
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Figure 2.13. (A) Locations along the shorelines at 1.5 m depth with highlighting Booldah Well
area, where the highest concentration of seif stromatolites is present. (B) and (C) Variation of the
directions of wave and wind and orientations of stromatolites and shorelines at or near the points
shown in Figure 2.13A.
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Wave growth in shallow area is greatly influenced by bottom friction. In JONSWAP model
as discussed in section 2.4.2, wave growth is sensitive to the selection of appropriate bottom
friction coefficient (Cb). Hasselmann et al.(1973) suggested Cb = 0.038 m2s-3 for swell condition,
whereas for wind-sea conditions, Bouws & Komen (1983) used Cb = 0.067 m2s-3. Later, van
Vledder et al. (2011) argued that Cb = 0.038 m2s-3 is applicable for both the aforesaid conditions.
However, for Hamelin Pool, a greater value of Cb = 0.134 m2s-3 provided a better fit. Here we
suggest that the presence of stromatolites might explain this larger bed friction. Indeed,
stromatolites create a macro roughness similar to vegetation patches in the coastal area (Lapetina
and Sheng, 2014; Zainali et al., 2018) or large rocks and boulders protruding from the bed in steep
mountain streams (Bathurst, 1985; Nitsche et al., 2011).
We used a spatially constant Cb value for the entire model domain although stromatolites
are rare in the deeper part of Hamelin Pool. Given that bed friction is negligible in the deeper part
of the basin, modifying the friction coefficient in those area has virtually no impact on the wave
dynamics, thus justifying our simplified approach.
2.5.2. Tidal Characteristics in Hamelin Pool
Model results showed that water level co-oscillate at different locations in Hamelin Pool
(Figure 2.9). This indicates the presence of a Helmholtz or pumping mode (Maas, 1997), for
which the state of the tide for the entire basin (i.e., the surface elevation) can be described by a
simple time dependent parameter. This phenomenon is common when the basin is connected to
the open ocean through a narrow strait, where periodic water mass exchange takes place. This
condition is generally the most energetic mode of the basin (Carrier et al., 1971). Helmholtz
mode was observed in different systems such as Lake Maracaibo connected to the Gulf of
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Venezuela (Molines et al., 1989), the Gulf of Mexico and Lake Superior in Canada and the USA
(Platzman, 1972).
This result is consistent with the finding of Burling et al. (2003) that the tide is
progressive within the larger Shark Bay region, but it moves nearly synchronous within Hamelin
Pool after moving over the Faure Sill. As predicted from the pumping mode, the tidal currents
slowdown from the north to the south (Figure 2.10), following the decrease in tidal prism with
the distance from the embayment’s mouth. Higher currents are however present on the shoals
located on both sides of the basin (Figure 2.10), which also results in larger bed shear stress
(Figure 2.12A).
Bed shear stress from tidal currents is larger than wave bed shear stress only in the
middle of the basin and on the few isolated shoals. Along the coast, where most of the
stromatolites are located, wave bed shear stress dominates. Thus, waves are likely the major
hydrodynamic process affecting stromatolite morphogenesis in Hamelin Pool.
2.5.3. Elongated Stromatolites in Hamelin Pool
Earlier studies have identified distinct zonation of stromatolites based on the surface
morphology of the lithified structure (Logan et al., 1974a; Play ford and Cockbain, 1976;
Bierwirth et al., 1993). More recent studies have identified eight distinct stromatolite zones in
Hamelin Pool based on the three dimensional stromatolite structure (Suosaari et al., 2016b).
Among these various types, the orientation of seif stromatolites with pronounced shore parallel
directional bands, characterized by elongated flat topped ridges 1 – 3 m wide and about 0.3 m
high.
Is the orientation of seif stromatolites controlled by the Langmuir circulation (Playford,
1980b; Playford, 1990a)? This hypothesis was drawn from their similarity to seif dunes in Shark
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Bay area, which are nearly parallel to the prevailing southernly wind. They also observed “wind
rows” (i.e., lines of white foam on the water surface) trending north-south, which testify the
presence of a Langmuir circulation. However, these studies mostly concentrated on the Booldah
Well area, and did not consider shoreline orientation and wave refraction.
In this study we considered elongated stromatolites form both the east and west side of
the basin and show that the orientation of elongated stromatolites is highly variable, i.e., it
changes by almost 70˚ within each side of the basin. The wide variability in their orientation
leads us to exclude that they are formed through the Langmuir circulation (which would only
explain stromatolites aligned with the wind direction). We suggest that the emphasis in the
stromatolites in Booldah Well – which indeed are aligned with the wind direction – might have
created a bias.
In section 2.5.2 we suggested that waves are dominant process near the shoreline.
Accordingly, we would expect these stromatolites to be oriented perpendicular to the wave
direction (i.e., parallel to the wave crest). If the average wave direction is considered, a good
match between stromatolite and wave orientation is not present. However, we found that the
stromatolites are well correlated to the shoreline orientation, suggesting that the bathymetry
affects their morphology. We also found that the direction of the wave with the largest wave
height – which is likely strongly affected by the local bathymetry as – is a good predictor of the
stromatolite orientation. Moreover, the stromatolite orientation is bounded between the shoreline
orientation and the direction of the maximum wave height.
The large wave bed shear stress in the areas where elongated stromatolites are present
seems to contradict the notion that the growth of microbial mats is limited where sediments are
often mobilized (Gebelein, 1969). However, laboratory experiments showed that microbes
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colonize sand bar runnels where sediment resuspension is lower compared to sand bar ridges
(Mariotti et al., 2014). Sand bars on flat beds form in the presence of partially standing waves
that induce periodical divergence and convergence of Lagrangian drift to form nodes and
antinodes on the bottom boundary layer (Mei, 1985). The similarity of the shapes and spacing
pattern of elongated shore-parallel stromatolites and sand bars suggest that shore-parallel seif
stromatolites are the result of microbial growth and lithification on the calmer sand bar runnels in
the presence of near shore-perpendicular waves.
2.6. Conclusions
We developed a numerical model to investigate the wave and tidal characteristics in
Hamelin Pool, Western Australia, which was validated using wave and water level
measurements. The model provides a useful framework to better understand sediment dynamics
and stromatolite morphogenesis.
The spatial distribution of waves in the basin depends on the combination of wind speed
and direction. Due to the prevailing winds from south/southwest, fetch limited waves are higher
in the northern side compared to the south. In the middle of the basin waves are aligned with the
wind direction, but depth-induced diffraction bends them toward the west and east coast, and
thus waves approach the west and side shore close to perpendicular. A more precise
quantification of wave refraction requires however higher resolution models, especially in the
last 100 m close to the shoreline.
We also suggest that the presence of stromatolites explains why a relative high bed
friction coefficient is required for the wave model to correctly reproduce the measured waves. As
such, stromatolites are another instance in which biotic processes actively modify coastal
hydrodynamics.
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Simultaneous rise and fall of water level throughout the entire basin indicate that the tide
propagation follows a pumping mode. Tidal currents are slower in the southern part of the basin
than in the northern portion. Current bed shear stress is higher in the central part of the basin
compared to the shallow regions in the east and west sides near the shore, except for a few
isolated shoals. On the other hand, waves exert larger bed shear stress near the shoreline
compared to the central basin. In general, near the shoreline, wave bed shear stress is larger than
current bed shear stress.
We also investigated the link among the orientation of elongated stromatolites, shoreline,
wind, and wave direction. Given the large variability in stromatolite orientation, wind is an
unlikely driver of stromatolite morphology. Stromatolite orientation is bounded between the
shoreline and the wave direction, indicating that waves – especially when diffracting in shallow
water – play a major role. The detailed role of waves on stromatolite morphology requires
however to reconstruct the detailed flow field around them, which can be obtained by either field
measurements or by high-resolution numerical models.
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CHAPTER 3. DETECTION OF SEASONAL BIOSTABILIZATION IN A
SANDY CARBONATE ENVIRONMENT FROM TURBIDITY TIME
SERIES
3.1. Introduction
Benthic microbes have mediated the formation of sedimentary structures in carbonate
settings for most of Earth’s history (Grotzinger and Knoll, 1999; Allwood et al., 2006; Siahi et
al., 2016). For example, they facilitate the growth of modern marine stromatolites (Playford,
1980a; Reid et al., 1995; Reid et al., 2000) and of a variety of grains including oncoids
(Friedman et al., 1973; Kazmierczak et al., 1996; Suosaari et al., 2018), grapestones (Winland
and Matthews, 1974; Fabricius, 1977), and possibly even ooids (Diaz et al., 2015; O'Reilly et al.,
2016; Mariotti et al., 2018; Diaz and Eberli, 2019).
One crucial mechanism by which benthic microbes affect grain dynamics is
biostabilization (Yallop et al., 1994; Kornman and Deckere, 1998; Lucas et al., 2003; Le Hir et
al., 2007). Benthic microbial communities secrete extracellular polymeric substances (EPS) that
form a matrix that binds sediment particles together (MacIntyre et al., 1996; Decho, 2000; de
Brouwer and Stal, 2001). In addition, filamentous cyanobacteria actively trap and bind sandy
sediments (Gebelein, 1969; Neumann et al., 1970; Scoffin, 1970; Hagadorn and Mcdowell,
2012; Frantz et al., 2015). Once sediments are stabilized, a distinct biochemical environment and
organic surfaces within this matrix can promote the precipitation of minerals (Reid et al., 2000;
Bosak and Newman, 2003; Bosak and Newman, 2005; Visscher and Stolz, 2005; Dupraz et al.,
2009) and incorporation of organic material (Mitterer, 1968; Reither et al., 1997; Summons et
al., 2013; O'Reilly et al., 2016).
All of these processes occur throughout Hamelin Pool, a semi-arid, subtropical
embayment in Shark Bay, a double bay inlet along Australia’s western coastline. Hamelin Pool’s
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unique and highly variable environment favors extensive accumulations of discrete microbial
buildups known as stromatolites and weakly-lithified to unlithified microbial sheet mats (Logan
et al., 1974b; Hoffman, 1976; Playford, 1980a; Jahnert and Collins, 2012; Playford et al., 2013b;
Collins and Jahnert, 2014; Suosaari et al., 2016b; Suosaari et al., 2019). These microbial
structures are located around the margins of Hamelin Pool with their surface mats corresponding
to their location within the tidal zone (Playford, 1990b; Jahnert and Collins, 2011; Suosaari et al.,
2016b). Furthermore, Hamelin Pool is one of the few modern marine environments where ooids
are actively forming (Summons et al., 2013).
It has been widely recognized that benthic microbial growth is seasonal, due to its
dependence on light and temperature (MacIntyre et al., 1996; van der Wal et al., 2008; Bowlin et
al., 2012; de Jonge et al., 2012; Benyoucef et al., 2014), availability of nutrients (Sundbäck and
Snoeijs, 1991; Hillebrand and Sommer, 1997), and hydrodynamic disturbances such as tides and
waves (Mariotti and Fagherazzi, 2012; Mariotti et al., 2014). This seasonal variability might
determine how microbes affect the growth of laminae around grains. In addition, it might affect
the delivery of carbonate sand to the surface of stromatolites. For example, the formation of
continuous laminae of trapped-and-bound sand grains requires cyanobacteria in the upper layers
of microbial mats as well as episodic sediment resuspension (Gebelein, 1969; Neumann et al.,
1970), which suggests that cyanobacterial growth may alternate with sediment resuspension
seasonally. Furthermore, organic and other signals indicate that episodic, possibly seasonal,
resuspension can deliver sediment grains from the zones of lesser average shear stress such as
the subtidal zones or to growing microbialites (Visscher et al., 2000; Summons et al., 2013; Diaz
et al., 2015; O'Reilly et al., 2016; Mariotti et al., 2018).
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The occurrence and seasonal modulation of biostabilization have been extensively
studied in muddy environments by direct measurements of the critical bed shear stress. Some
studies did this by using the Cohesive Strength Meter (Friend et al., 2003; Tolhurst et al., 2008;
De Backer et al., 2010; Waqas et al., 2020), others by the Gust Erosion Chamber (Wiberg et al.,
2013; Chen et al., 2017). In temperate climates, mud biostabilization was found to be greater
during warmer months (Underwood and Paterson, 1993; Andersen, 2001; Wiberg et al., 2013;
Schmidt et al., 2016), likely because higher temperatures favor microbial growth. Yet, this field
intensity measurements provide a coarse temporal resolution, thus limiting the ability to resolve
the seasonal dynamics of biostabilization.
Biostabilization should decrease sediment resuspension and thus should result in lower
water turbidity. Therefore, measurements of turbidity (normalized by the amount of resuspension
intensity, e.g., the bed shear stress) could be used to detect changes in sediment erodibility,
which depends on the growth of benthic microbes (Malarkey et al., 2015). Although this is
possible in principle, this approach has not been successful for at least two reasons. First,
turbidity time series spanning multiple seasons are difficult to obtain. Second, the detection of
biostabilization through the analysis of turbidity time series is problematic in muddy
environments. Indeed, not only does the amount of suspended mud depends on local
resuspension, but it also depends on lateral advection (Hill et al., 2003). Thus, unless
biostabilization occurs over very large areas, e.g., several kilometers or more, it might not be
clearly reflected in the turbidity signal.
The use of turbidity as an indicator of biostabilization is more likely to be effective in
sandy environments, given that sand responds nearly instantaneously to local hydrodynamics.
Namely, because of its high settling velocity, sand is suspended and settles back within a single
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wave cycle (Trouw et al., 2000; Davies and Thorne, 2005; Williams and Bell, 2006; Murray et
al., 2012), and thus lateral advection of sediment is negligible. In practice, however, siliciclastic
sandy environments always have some small amounts of mud that dominate the turbidity signal,
given that the optical backscatter is one order of magnitude more sensitive to mud than to sand
(Conner and De Visser, 1992), which limits the usefulness of turbidity as a proxy for sand
dynamics. Acoustic measurements might be used to measure sand dynamics even in the presence
of mud (Thorne and Hanes, 2002), but acoustic sensors are still difficult to be deployed in the
field for long periods, i.e., deployments are generally shorter than a few months (Christensen et
al., 2019).
Carbonate-depositing environments often lack terrigenous mud, although they can
occasionally contain carbonate mud (Bathurst, 1971). It is plausible that sand resuspension can
be accurately detected via turbidity measurements and possibly used to identify biostabilization
and its seasonality in areas where mud is demonstrably absent. Here, we test this idea by
focusing on Hamelin Pool, with the goal of providing new insights on the growth of its
microbialites and sedimentary grains. We deployed an instrument to continuously monitor wave
and turbidity over nine months in an environment that is demonstrably mud-poor and used wave
tank laboratory experiments to develop a simple method to distinguish the contribution of sand
and mud resuspension to the turbidity signal. This method identified the mean turbidity as a
proxy for mud resuspension and the turbidity standard deviation as a proxy for wave-induced
sand resuspension. Analyses of the time series from Hamelin Pool detected seasonal changes in
sand erodibility and related them to the likely changes in biostabilization.
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3.2. Regional Setting
Hamelin Pool has an approximate area of 1238 km2 and a maximum depth of 10 m
(Burne and Johnson, 2012). Its northern part is connected to the more open Shark Bay by a
shallow sill that is dissected by a few tidal channels (Hagan and Logan, 1974). These tidal
channels control the water exchange by tidal mixing in summer, when they become vertically
well mixed, whereas buoyancy-driven flows occur in winter as they become strongly stratified
(Burling et al., 1999). The high evaporation, low precipitation, and restricted water exchange
cause the embayment to be hypersaline (>50 ppt) (Logan and Cebulski, 1970).
Tides in Hamelin Pool are mixed, mostly semidiurnal with a spring tidal range of 60 cm,
which contributes to weak tidal current in the basin, especially toward the coastlines (Hagan and
Logan, 1974). The southward progression of tidal waves in the open ocean slows down at the
northern part of the basin due to shallow bathymetry and large bottom friction. This results in a
significant tidal lag of 4 – 8 hours and an attenuation of tidal amplitude in Hamelin Pool
compared to the open ocean (Burling et al., 2003).
The mean sea level in Hamelin Pool varies irregularly due to the seasonal alteration of
dominant wind direction. Southerly winds during the Australian summer (December - February)
lower the local mean sea level by about 50 cm compared to the winter (June – August). Water
level in Hamelin Pool can be approximately 10 cm lower in summer and 4 cm lower in winter
compared to the sea level in Carnarvon, north of the sill (Hagan and Logan, 1974; Burne and
Johnson, 2012; Suosaari et al., 2016a).
Sediment surveys conducted in Hamelin Pool have characterized it as a mud-poor
environment. Over 200 samples were collected throughout this site, sieved into size fractions and
weighed. Analyses indicated that on average, these sediments have less than 1% mud-size grains
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(>63 µm), and over 10% gravel-sized components (>2 mm) (Suosaari et al., 2019). Bed sediment
close to shore was identified as predominantly coarse sand with median grain size 0.5 – 1.0 mm
(Passlow et al., 2005). This sand is composed principally of the monospecific mollusk Fragum
erugatum, foraminifera, and peloids (Suosaari et al., 2019). Mud was also scarce at the site
where we deployed the instrument (Figure 3.1).

Figure 3.1. Field Site. (A) Location of Hamelin Pool in Western Australia. (B) Underwater photo
showing the pressure and turbidity sensor deployed at Carbla Beach in Hamelin Pool (May 1st,
2018). Instrument coordinates are 26.26542° S, 114.21561° E. For reference, the length of the
black vertical pole is about 70 cm. (C) Underwater photo at the same location on December 6th,
2020. The dots identify the same stromatolites in the photo taken on May 2018. Divers
confirmed the presence of waves ripples at the seabed. (D) Underwater photo showing
stromatolites and wave ripples at the seabed, at a location about 300 m north of the instrument
deployment site (July 5th, 2013). (E) Sediment grain size fractions in ~300 g of sand that was
sampled within ~20 m of the instrument. Note the negligible amount of sediment finer that 149
µm.
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3.3. Methods
3.3.1. Data Collection
We measured hourly near-bed pressure and turbidity in Hamelin Pool from July 2017 to
March 2018 using an RBR Ltd. data logger. Measurements were taken at Carbla Beach, at a
location ~2.5 m deep and ~100 m from the shoreline. The pressure sensor was located 60 cm
from the bottom (Figure 3.1). Turbidity of the water column was measured by an optical
backscatter sensor (OBS, Seapoint Sensors Inc.), positioned 5 cm above the pressure sensor.
Both pressure and turbidity were collected at 4 Hz. Each hourly burst started at the beginning of
the hour, and collected 512 data points for a total of 128 s.
Measurements of atmospheric pressure, temperature, and solar exposure were collected
from the nearby meteorological station located at Shark Bay Airport (Figure 3.1A). The climate
in the southern hemisphere is subdivided in four different seasons (Bureau of Meteorology,
2020), we divided the data accordingly: Summer (December – February), Autumn (March –
May), Winter (June – August), and Spring (September – November).
The pressure measured by the instruments was corrected by subtracting the atmospheric
pressure. The hourly water depth (h) and wave characteristics (significant height Hs and peak
period Tp) were computed using standard spectral analysis, i.e., by calculating the pressure
spectrum from each burst and converting it to the surface spectrum by applying a frequency
dependent correction.
3.3.2. Bed Shear Stress Calculation
We estimated wave orbital velocities using standard methods based on the wave linear
theory (Wiberg and Sherwood, 2008). The amplitude of the maximum wave orbital velocity (Um)
just above the bed is given by:
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𝑈𝑚 =

𝜋𝐻𝑠

(Eq. 3.1)

𝑇𝑝 sinh(𝑘ℎ)

where k is the wavenumber. The bed shear stress (τw) induced by the orbital velocity is
given by quadratic friction law:
1

𝜏𝑤 = 2 𝜌𝑓 𝑓𝑤 𝑈𝑚 2 

(Eq. 3.2)

where ρf = 1025 kg/m3 is the density for saline water and fw is the friction factor. The
value of fw varies with wave orbital velocity and is determined as (Soulsby, 1997)
𝑓𝑤 = 0.237𝑟 −0.52
𝑈𝑚 𝑇𝑝

𝑟=(

2𝜋

) /𝑘𝑠

(Eq. 3.3)
(Eq. 3.4)

The Nikuradse equivalent roughness (ks) is 2.5 times the median grain size (d50). We
chose d50 = 0.5 mm following the grain size analysis of a sample collected close to the sensor
location (Figure 3.1E).
3.3.3. Analysis of Turbidity Data
The OBS measured turbidity in Nephelometric Turbidity Units (NTU). This turbidity was
converted to suspended sediment concentration through a laboratory calibration of the same
instrument that was deployed in Hamelin Pool. The calibration was performed only considering
mud as suspended sediment. For this purpose, we measured turbidity for 2 minutes for different
carbonate mud (i.e., CaCO3 powder) concentrations (0, 10, 20, 40, 80 and 160 mg/L) in a wave
tank filled with saline water (30 ppt) (Figure 3.2). We then used the same calibration for all other
field and laboratory measurements. Thus, the turbidity reported by the instrument does not
correspond to an actual concentration of suspended sand, but it is rather a proxy of it.
We calculated the mean and standard deviation of the turbidity for each burst measured in
Hamelin Pool. As discussed later, we will use these two metrics as proxies for mud and sand
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resuspension. We also calculated the peak period of the turbidity signal for each burst by using
the Fourier transform.
Toward the end of deployment, starting from March 22nd, 2018, we observed unusual
turbidity signals characterized by extremely low to no fluctuation accompanied with abrupt and
irregular changes. This was an indication of potential biofouling on the OBS sensor, so we did
not include these data in the analysis. Biofouling that occurred in laboratory experiments yielded
the same qualitative signals (see section 3.3.4), supporting the exclusion of these signals from the
field data series.

Figure 3.2. Calibration curve for the OBS deployed in Hamelin Pool that was used to convert the
unit of turbidity from NTU to mg/L.
3.3.4. Laboratory Experiment
Laboratory experiments were conducted to determine the response of the turbidity to sand
and mud resuspension. These experiments were conducted in a wave tank 1.2 m long and 0.3 m
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wide. The tank was filled with 80 L of saline water (salinity 30 ppt) up to a height of 0.22 m. A
standing wave was generated in the tank using a pump turned on and off with a period equal to
that of the first-mode wave: 2𝜋/√𝑔

2𝜋
𝐿

tanh(ℎ

2𝜋
𝐿

) , where L is 2.4 m (i.e. two times the length of

the wave tank) and h is 0.22 m (Mariotti et al., 2014). The bottom of the wave tank was covered
with a 10 cm layer of sand (d50 = 250 µm) that was resuspended by the wave motion and
naturally arranged into ripples.
We ran twelve experiments for three different wave heights (2, 7, and 9 cm) and four
mud concentrations (0, 10, 20 and 40 mg/l) in the water column. The wave period was 1.7 s for
all cases. Different wave heights resulted in different amounts of sand resuspension. For each
wave height and mud concentration, we ran the experiment for 2 minutes, recorded the turbidity
with an OBS and the three-dimensional velocities at the bottom with an Acoustic Doppler
Velocimetry. Both velocity and turbidity data were collected at 16 Hz. The measurements were
performed in the middle of the tank, where the horizontal velocities associated with the standing
wave were the largest.
The OBS was placed 7 cm above the sand ripple crests. This height satisfied the
condition of taking measurements above two times the ripple height to avoid the impacts of
ripple configuration, i.e., the position of the crest with respect to the position of the sensor
(Trouw et al., 2000). For confirmation, we measured the turbidity for 1 hour for the 9 cm wave
height in the absence of mud, and found no significant drift in the mean and standard deviation
of the turbidity although the ripples were migrating at ~0.13 cm/min.
In another set of experiments, we investigated the effects of biofouling on the OBS and
its influence on the turbidity measurements. We mixed a ~1 cm3 clump of a cyanobacterial mat
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[sampled from the experiment of Mariotti et al. (2014)] with 1 L saline water in a cylinder and
added 1 ml of f/2 medium (Bigelow Labs, National Center of Marine Algae and Microbiota).
Biofilms grew on the OBS submerged in this saltwater medium that was exposed to light for 4
weeks and kept at about 22 °C. The turbidity data were collected with the same OBS before and
after biofouling in the wave tank with 9 cm wave height. The tank did not contain any mud and
the sediment bed at its bottom had the identical ripple morphology.
3.4. Results
3.4.1. Waves in Hamelin Pool
The water depth during the deployment period varied from 1.7 m to 3.2 m with the mean value
of 2.4 m. Most of the waves were about 0.3 m high, with a maximum of 0.7 m. The peak periods
were between 2 and 4 s. Wave height was about 30% larger during the spring and summer than
during the winter and autumn.
3.4.2. Modulation of Turbidity and Pressure Signal
Within each burst, the turbidity co-oscillated with the wave-induced pressure with a lag
of 1-2 s (Figure 3.4A). The strong correlation between the turbidity and pressure signals was
revealed by comparing the peak period of the pressure fluctuations and the peak period of the
turbidity fluctuations (Figure 3.4B). Because the wave-induced pressure oscillations are linearly
related to the wave-induced orbital velocities (Dalrymple and Dean, 1991), this result indicated
that the turbidity signal recorded the cyclic resuspension and settling of sand associated with the
oscillating wave velocities. Based on this, we concluded that the intra-wave turbidity modulation
can be used as a proxy for sand resuspension and explored this idea further by laboratory
experiments (see section 3.4.3).
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Figure 3.3. Time series of water depth and wave properties during the deployment period from
July 2017 to March 2018.
3.4.3. Analysis of Turbidity Signals in Laboratory Experiments
Laboratory experiments assessed the effects of different wave heights (and thus different
sand resuspension) and mud concentrations on the turbidity measurements (Figure 3.5). As
expected, the mean turbidity increased with mud concentration for a constant wave height and
was independent of the wave height. On the other hand, at a constant mud concentration, larger
waves yielded a higher standard deviation of turbidity. This trend was present even in the
complete absence of mud. Visual inspection also revealed more resuspended sand in the presence
of larger waves. These results confirmed that turbidity mean could be used as a proxy for the
amount of suspended mud, whereas the turbidity standard deviation could be used as a proxy for
the amount of suspended sand in the case where resuspension is caused by waves.
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Figure 3.4. Pressure and turbidity signals within bursts during the Hamelin Pool deployment. (A)
Example of a 128 s long burst from September 2017. (B) Scatter plot of the peak period of the
pressure and the turbidity signal of each burst for the whole deployment (July 2017 to March
2018).
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Figure 3.5. Turbidity data acquired in laboratory experiments. (A) Time series of turbidity
measurements for different combinations of wave heights and mud concentrations. (B)
Relationships of the mean and standard deviation of turbidity with wave height and mud
concentration.
3.4.4. Bed Shear Stress and Turbidity in Hamelin Pool
Measurements in Hamelin Pool showed that the turbidity standard deviation increased
with the bed shear stress, whereas the turbidity mean was not influenced by the bed shear stress
(Figure 3.6). In accordance with the laboratory experiments and supported by grain size analysis
of the local area (Figure 3.1), this result indicated the resuspension of sand rather than mud by
the waves in Hamelin Pool.
Sand resuspension exhibited a seasonal pattern. Specifically, for a constant bed shear
stress, the standard deviation of turbidity was lower during the summer and the autumn
compared to the winter and the spring (Figure 3.7). To better understand this trend, we
considered the variability in wave-induced bed shear stress among seasons. The average bed
shear stress was the lowest in the winter (0.26 Pa), increased in the spring (0.46 Pa) and the
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summer (0.48 Pa), and then decreased in the autumn (0.3 Pa). On the other hand, both the
turbidity mean and standard deviation were highest in the winter and spring, started to decrease
at the beginning of the summer, and reached the lowest values in autumn. This suggested that
factors other than wave climate influenced sediment resuspension.

Figure 3.6. Seasonal variation of the (A) mean and (B) turbidity standard deviation with waveinduced bed shear stress. Solid lines with error bars indicate the average values over specified
intervals of shear stresses.
A variety of erodibility parameters have been proposed for muddy sediments (Schaaff et
al., 2006), but none are suitable to describe sand resuspension with “biological cohesion”
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(Malarkey et al., 2015). Therefore, we introduce a new parameter for sand erodibility and define
it as the turbidity standard deviation normalized by the bed shear stress. For a given value of bed
shear stress, a lower turbidity standard deviation reflects a lower erodibility. According to this
definition, the erodibility was about five times lower in the late summer and autumn compared to
winter and spring.

Figure 3.7. Time Series of wave-induced bed shear stress and turbidity at Carbla Beach in
Hamelin Pool from July 2017 to March 2018. Solid black lines indicate the monthly averaged
values.
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3.4.5. Potential Impact of Biofouling on Turbidity Signal
Biofouling of an optical sensor can cause undesirable signal attenuation (Downing, 2006;
Matos et al., 2019) that might be erroneously interpreted as a decrease in turbidity. Thus, we
asked whether biofouling may have caused the decrease in turbidity that started in the summer
2017 (Figure 3.7). We found clear evidence of biofouling starting in mid-autumn of 2018: the
turbidity signal became very low and did not fluctuate during most of the burst (Figure 3.8B, C).
Indeed, when the instrument was retrieved on May 1st, 2018, it was completed covered by
photosynthetic biofilms. To quantify the effect of biofouling, we identified the portion of the
burst with negligible fluctuations (i.e., fluctuations smaller than 0.001 mg/L), and we defined the
“flatness” of the signal as the ratio of the number of negligible fluctuation points to the total
number of points in the burst. The flatness increased abruptly on March 22, 2018 and reached
over 80% within days, indicating the occurrence of biofouling. No gradual increase in “flatness”
was detected in the preceding months (Figure 3.8A). Furthermore, a tight correlation between the
wave peak period and the turbidity peak period was present until March 22nd, 2018 (Figure
3.4B).
To confirm this finding, we compared the turbidity signals measured in laboratory
experiments with and without biofouling. In a manner similar to the measurements from Hamelin
Pool (Figure 3.8B and C), the signals without biofouling had regular and smooth fluctuations,
whereas biofouled signals were mostly flat and devoid of fluctuations (Figure 3.9). This enabled
us to attribute the lower standard deviation in turbidity during the late summer and early autumn
(Figure 3.6) to a lower sediment erodibility rather than to biofouling.
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Figure 3.8. Identification of biofouling in the turbidity signal from the Hamelin Pool deployment.
(A) Time series of the flatness of turbidity signals that distinguishes conditions before and after
biofouling. (B, C) Examples of two turbidity bursts measured by a biofouled sensor.
3.4.6. Field Observation of Microbial Growth and Its Relation to Environmental Factors
When the instrument was deployed in July 2017, there was no visible microbial growth
on the sediment, although the hand-grabbed sediments had a sulfidic smell and dark components
within millimeters of the sediment-water interface. Photographs taken during the same time of
the year at a location ~300 m away, but at a similar depth and similar distance from the shoreline
revealed the presence of loose sand and wave ripples (Figure 3.1D). However, when the
instrument was retrieved in May 2018, a thin microbial film was ubiquitously covering the
sediment surface and the instrument itself (Figure 3.1B). Furthermore, wave ripples were absent
at this time, i.e., the bed was nearly flat. A photograph taken on December 2020 indicated the
presence of negligible microbial film except at a few sparse locations.
Given that light and temperature modulate the growth of photosynthetic microbes, we
investigated whether their seasonal variability could explain the seasonal variations in
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erodibility. We found that the air temperature, which is strongly correlated to water temperature
at Hamelin Pool (Suosaari et al., 2016a), increased throughout the deployment period. Solar
exposure increased during most of the deployment period, peaked in mid-summer, and then
started to decrease (Figure 3.10).

Figure 3.9. Comparison of turbidity signals before (A, B, D) and after (C, E) biofouling on the
optical backscatter sensor.
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Figure 3.10. Time series of erodibility (A), daily maximum and minimum air temperature (B)
and daily solar exposure (C) in Hamelin Pool from July 2017 to March 2018. Solid black lines
indicate the monthly average values.
3.5. Discussion
3.5.1. Interpretation of Turbidity Time Series: Separating Mud and Sand Contributions
Laboratory experiments supported the use of the mean turbidity during a burst as a proxy
for the background sediment concentration (i.e., mud in suspension), and the use of the standard
deviation of the turbidity as a proxy for the amount of temporarily suspended sand. The latter
approach differs from the standard approach of using the mean turbidity as a proxy not only for
mud, but also for sand (Ludwig and Hanes, 1990). The rationale of our approach is based on
simple considerations about the different behavior of mud and sand.
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Because of its optical properties, mud has a strong turbidity response, so even small
amounts of mud contribute to a large increase of the mean turbidity. On the other hand, because
of its low settling velocity, mud does not settle when the wave reverses and the orbital velocity is
instantaneously zero. As such, the mud concentration remains nearly constant during a wave
cycle and has little impact on the standard deviation of the turbidity.
Because of its large settling velocity, sand resuspended by waves tends to remain close to
the bed (i.e., to a height of about a ripple height), and the amount of sand that reaches higher
elevations (i.e., several times the ripple height) is much smaller (O'Hara Murray et al., 2011; van
der Zanden et al., 2019). Therefore, except for very close to the bed, sand has a small
contribution to the mean turbidity. Nevertheless, the amount suspended sand is highly variable in
time because sand is entrained and settled back every wave cycle. These large fluctuations in
sand concentrations result in a large standard deviation of the turbidity signal. Clearly, this
scenario is valid when resuspension is caused by waves but not when is caused by currents.
Indeed, in the presence of currents, high-frequency velocity fluctuations are not due to the wave
orbital motion, but rather to turbulence (Trowbridge, 1998).
The ability to record the high-frequency modulation of the turbidity in Hamelin Pool was
likely due to the absence of mud (i.e., concentrations lower than 20 mg/l). Indeed, even a small
amount of mud would likely create a large background noise in the turbidity signal during the
resuspension and saturate the optical signal, thus preventing the modulation within a single wave
cycle from being clearly recorded.
3.5.2. Seasonal Variation of Erodibility and Biostabilization
Commonly used methods to measure sediment erodibility require field-intensive
techniques (Underwood and Paterson, 1993; Andersen, 2001; Wiberg et al., 2013; Waqas et al.,
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2020). Furthermore, the detection of seasonal patterns requires repeated measurements that are
often not possible, especially in remote locations such as Hamelin Pool. As shown by our
measurements in this location, the combined analyses of bed shear stress and sediment
resuspension over a long time can detect seasonal variations in erodibility.
By analyzing a nine-month-long time series, we detected a five-fold seasonal change in
erodibility. Given that the growth of benthic microbes in the area is widely documented (Jahnert
and Collins, 2012; Suosaari et al., 2016b), we suggest that the decrease in erodibility is due to the
presence of biostabilization, i.e., microbial growth on the surface of sediment. This result is
confirmed by photographs taken when the instrument was retrieved in autumn, showing the
presence of a thin microbial cover (Figure 3.1).
The absence of wave ripples from the sediment bed during autumn (Figure 3.1) is an
additional indicator of biostabilization. Wave ripples form when the oscillatory wave orbital
velocity is strong enough to move sand grains on the bed. However, biostabilization can prevent
resuspension process and the formation of ripples (Hagadorn and Mcdowell, 2012; Malarkey et
al., 2015). Similarly, earlier studies of wave ripple mobility suggested that microbial growth
reduces bedform heights, thereby reducing bed roughness and making the bed more resistant to
erosion (Friend et al., 2008).
3.5.3. Environmental Factors Controlling Microbial Growth and Biostabilization
Environmental factors such as temperature and solar exposure are crucial for the growth
of photosynthetic microbes and the production of EPS that stabilizes sediment. Wolfstein and
Stal (2002) reported the maximum production of EPS by natural communities of marine benthic
diatoms at 25°C. Earlier studies also described the maximum photosynthetic rates, which are
closely related to EPS production in marine biofilms (Smith and Underwood, 2000), between
88

20°C to 25°C (Colijn and Buurt, 1975; Blanchard et al., 1996). Similarly, a lower production of
labile EPS in intertidal mudflats was recorded during dark than during light exposure (Staats et
al., 2000; de Brouwer and Stal, 2002), highlighting the importance of light in biostabilization.
The decrease in erodibility occurs during the summer and autumn, seasons characterized
by high temperatures and solar irradiation (Figure 3.10). Given that the wave regime remains
similar throughout the year (Figure 3.3 and Figure 3.7A), we infer that the higher temperature
and irradiation favor microbial growth and biostabilization in Hamelin Pool. This result is
consistent with previous studies in temperate and subarctic tidal flats that reported a decrease in
sediment erodibility during warmer months and attributed it to the seasonal growth of a benthic
microbial layer (Kornman and Deckere, 1998; Lucas et al., 2003; Wiberg et al., 2013; Waqas et
al., 2020).
Notably, the decrease in erodibility in Hamelin Pool intensified even when the available
sunlight started to decrease in late summer. Given that the temperature continued to increase
during this period, we suggest that temperature modulates the growth of benthic microbial
communities more strongly relative to light. Moreover, these observations might indicate the
presence of a lag effect, i.e., the persistence of microbial mats even after the environmental
conditions that led to their growth and spreading become sub-optimal.
3.5.4. Consequences for the Growth of Microbial Structures
Seasonal cycling within microbial communities has been documented as an important
driver in generating laminated internal fabrics during stromatolite formation (Reid et al., 2000;
Bowlin et al., 2012). Our findings further suggest that an annual cycle of biostabilization may
take place at Hamelin Pool, and we speculate that it might have a large influence on
biomineralization and lamination of stromatolites and possibly other biogenic structures.
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Specifically, our results imply that the enhanced production of EPS and subsequent microbial
mat growth at the sediment water interface, and presumably also on stromatolite surfaces, occurs
during the Austral summer and autumn months, when the water is warm, and cementation is
likely to occur within the mats. During the Austral winter and spring months, the water is cooler,
the erodibility of sediments is much higher, leading to more sediment being lifted and suspended
in the water column, likely to be trapped and bound by microbial communities.
Seasonal cycles might also have a large influence on biomineralization and lamination of
ooids (Plee et al., 2008; Batchelor et al., 2018). A field study in Cat Island (The Bahamas)
suggested that the stochastic occurrence of energetic wave events provides a means for
alternating period of grain abrasion with periods of microbial growth and the accretion of some
carbonate in ooid laminae (Mariotti et al., 2018). The stochastic resuspension of sand and the
delivery of sand grains to microbial structures is required for the growth of modern trapped-andbound marine stromatolites, whereas the seasonal cycles of microbial growth associated with
light and temperature may be an additional mechanism to alternate abrasion and microbial
growth on ooids.
The seasonal modulation of microbial growth indicates that the sampling performed
during a single time of the year might be biased, and might not reliably assess the extent of
microbial mats in Hamelin Pool (Suosaari et al., 2016b) and possibly other coastal settings.
Seasonal modulation of benthic microbial growth in carbonate depositing environments is poorly
constrained and should be investigated further, for example by performing repeated field
sampling or by deploying sensors that continuously monitor the water and sediment chemistry
(Plee et al., 2008).
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3.5.5. A Critical Appraisal of Biofouling
We assumed that the decrease in turbidity standard deviation during the spring and early
autumn (Figure 3.7) was associated with sediment biostabilization and not with biofouling of the
instrument. Indeed, during this period, the turbidity signal retained a clear temporal modulation
within a burst (Figure 3.9B). Furthermore, there was not a monotonic change in the mean
turbidity (as testified by the slight increase in mean turbidity from March to April 2018), which
is in contrast with the typical drift associated with biofouling (Dolphin et al., 2001; Delauney et
al., 2010).
We cannot completely exclude that some incipient biofouling might have affected the
turbidity measurements in summer and early autumn, but the most important conclusions of this
work should still hold. First, biofouling was undoubtedly absent during the winter and spring.
During this period, there was abundant and frequent sand resuspension indicating that the bed
was not colonized by microbial mats. Indeed, if microbes were actively colonizing surfaces
during this time, the optical sensors would have likely become biofouled within weeks (Dolphin
et al., 2001; Delauney et al., 2010), whereas the instrument was unaffected for at least six
months. Second, field photographs undoubtedly testify that the seabed was eventually covered by
a thin microbial cover by autumn (May 2018). Thus, discarding the turbidity data from summer
and fall would not challenge the conclusion that benthic microbial growth is seasonal, it would at
most challenge its exact timing.
In addition, the occurrence of biofouling does not affect our conclusions about the novel
method to estimate mud and sand resuspension from a turbidity time series, which was
confirmed through lab experiments. This method could be applied in other settings where

91

fluctuations in suspended sand concentration are large enough to be recorded in the turbidity
signal.
3.6. Conclusions
The nine-month-long field measurements of wave height and water turbidity in Hamelin
Pool (Western Australia) and laboratory experiments enabled the development of a simple
procedure to estimate mud and sand resuspension from near-bed turbidity time series in wavedominated settings. These measurements show that the standard deviation in turbidity can be used
as a proxy for sand resuspension in environments characterized by a low concentration of mud.
Field measurements show that wave height in Hamelin Pool changed by about 30% among
seasons, whereas sand resuspension exhibited a much strong seasonal trend. By comparing the
amount of sand resuspension to the bed shear stress, we found that the sediment erodibility was
five times lower in summer and autumn than in winter and spring. We suggest that this reduction
in erodibility is due to biostabilization that followed the increase in temperature and solar
irradiance.
This work supports the presence of a strong seasonality in benthic microbial growth in
Hamelin Pool, a modern carbonate-depositing hypersaline environment. This seasonal modulation
might contribute to the formation of laminae on a variety of grains and biostructures.
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SUMMARY AND CONCLUSIONS
The three studies presented here explored different hydro-morphodynamic aspects of
coastal embayments. A variety of approaches – analysis of field measurements, laboratory
experiments, and numerical modeling – were combined.
In the first study, existing knowledge of tidal inlet geometry was expanded using both (1)
the largest inlet dataset to date and (2) a state-of-the art hydro-morphodynamic model. I
compared natural and engineered inlets from different geographical regions, highlighting their
differences in aspect ratios and the presence of single or multiple channels within the inlet. By
comparing model results with observations, I identified the appropriate range of values for two
parameters (the dry cell erosion factor and the transverse bed gradient factor) that are often
chosen arbitrarily in models for coastal morphodynamics. Thus, our results might be used as a
reference for future modeling studies.
In the second study, the hydro-morphodynamics of Hamelin Pool was explored in detail
by developing 2-D hydro-morphodynamic models. The study concluded that orientation of
elongated stromatolite is better explained by the wave direction and shoreline orientation. This
suggests that wave processes affect their morphology, rather than Langmuir circulation, which is
purportedly associated with the predominantly southerly wind. However, to understand the
detailed role of waves on stromatolite morphology, it is necessary to reconstruct the detailed
flow field around them, which can be obtained by either field measurements or by highresolution numerical models. Although the geobiology of this area has been extensively explored
in last few decades, the detail study of hydrodynamics of Hamelin Pool is scarce. Therefore, this
study constitutes a useful baseline to understand the ecology and microbiology of the system.
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In the third study, the objective was to detect the seasonal microbial growth at sandy
carbonate bed sediment by analyzing continuous near-bed turbidity data. By comparing the
amount of sand resuspension to the bed shear stress, I found that the sediment erodibility was
five times lower in summer and autumn than in winter and spring, which suggests that this
reduction in erodibility is due to biostabilization that followed the increase in temperature and
solar irradiance. This seasonal modulation might contribute to the formation of laminae on a
variety of grains and biostructures. The results also concluded that standard deviation of turbidity
can be used as a proxy for sand resuspension, which is a novel approach to analyze turbidity
data. Seasonal modulation of benthic microbial growth in carbonate environments is limitedly
understood and should be investigated further by collecting repeated sediment samples at
different seasons or by deploying sensors that continuously monitor the water and sediment
chemistry.
This dissertation emphasizes the importance of a multi-disciplinary research approach to
understand the details of feedbacks among different physical, geological and biological processes
that contribute to the geomorphological evolution of sandy coastal embayments. It can be
concluded that not only physical processes such as waves and currents, but also microbial
processes like biostabilization play a crucial role in reshaping the morphology and sedimentary
structures of such coastal systems. Knowledge of interrelationships among these processes
provides a holistic idea of the morphological evolution process, which helps us to reconstruct the
paleo-climate as well as to predict the future of such systems.
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APPENDIX A. INLET DATABASE FOR CHAPTER 1
Table A1: Inlet Dataset 1
Inlet Name
and Location
Chatham Harbor, MA
Nauset Beach Inlet, MA
Essex Bay, MA
Plum Island Sound, MA
Plymouth Bay, MA
Moriches Inlet, NY
Shinnecock Inlet, NY
Pelican Island, NY
Absecon Inlet, NJ
Barnegat Inlet, NJ
Cape May Inlet, NJ
Hereford Inlet, NJ
Great Egg Harbor Inlet, NJ
Little Egg Inlet, NJ
Indian River Inlet, DE
Ocean City Inlet, MD
Gagarthy Inlet, VA
New Inlet, VA
Wachapague Inelt, VA
Chinocotegue Inlet, VA
Great Machipongo Inlet, VA
Quinby Inlet, VA
Sand Shoal Inlet, VA
Masonboro Inlet, NC
Oregon Inlet, NC
Beaufort Inlet, NC
Ocracoke Inlet, NC
Breach Inlet, SC
Fripp Inlet, SC
Little River Inlet, SC
Murrells Inlet, SC
Skull Inlet, SC
Capers Inlet, SC
Captain Sams Inlet, SC
Dewess Inlet, SC
Light House Inlet, SC
North Inlet, SC

Max.
Mean
depth
depth
(m)
(m)
Atlantic Coast of USA
0.80
4.60
4.48
0.40
4.30
2.77
1.20
18.47
8.15
1.10
8.72
5.21
2.00
20.18
6.61
0.24
6.60
4.53
0.25
11.78
8.73
0.35
1.42
1.01
0.68
14.69
6.58
0.45
5.85
3.49
0.25
10.24
6.51
0.50
5.67
2.82
1.76
13.15
4.06
1.30
14.08
5.90
0.15
20.77
13.91
0.33
7.57
5.06
1.30
5.49
3.51
0.46
1.58
1.51
1.42
14.94
12.60
1.98
8.29
3.38
3.10
15.30
7.68
2.20
18.90
9.19
2.00
20.18
6.22
0.36
9.63
6.20
0.75
10.39
8.56
2.00
16.66
5.35
2.40
10.07
4.82
0.50
3.55
2.89
0.76
9.22
6.34
0.80
7.83
5.70
0.25
6.61
5.55
0.14
3.73
2.44
0.30
6.63
3.28
0.55
2.39
1.68
0.50
11.51
8.24
0.34
6.32
3.35
1.00
6.87
3.04
Width
(km)
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Tidal
Range
(m)

Wave
Height
(m)

Inlet
Type

1.77
1.77
2.62
2.62
2.99
0.94
0.94
0.94
1.22
0.67
1.46
1.46
1.25
1.22
1.19
1.01
1.10
1.22
1.10
0.67
1.22
1.10
1.22
0.91
0.61
0.94
0.58
1.49
1.86
1.52
1.52
1.86
1.55
1.62
1.55
1.55
1.43

1.14
1.16
0.91
0.91
0.84
1.11
1.12
1.10
1.12
1.12
1.02
1.09
1.05
1.13
1.05
1.13
1.04
1.09
1.05
1.14
1.10
1.08
1.07
1.11
1.33
1.17
1.23
1.08
1.07
1.05
1.10
1.07
1.12
1.12
1.12
1.11
1.14

NS
NS
NC
NC
NC
E
E
NS
E
E
E
E
E
NS
E
E
NS
NS
NS
NC
NC
NC
NC
E
E
NC
NC
E
E
E
E
E
NS
NS
NS
NS
NS

Max.
Mean
Tidal
depth
depth
Range
(m)
(m)
(m)
Price Inlet, SC
0.32
5.41
3.70
1.55
Stono Inlet, SC
1.34
11.23
9.10
1.62
Cumberland Sound, GA/FL
0.92
15.12
10.80
2.07
Dobby sound, GA
1.95
13.29
9.33
2.07
Ossabaw Sound, GA
5.30
8.47
5.47
2.19
Sapelo Sound, GA
2.90
13.29
6.58
2.07
St Catherine's Sound, GA
2.50
13.94
8.81
2.16
St. Andrew Sound, GA
4.10
16.67
6.61
2.13
Wassaw Sound, GA
3.12
10.30
6.45
2.19
Fort Pierce Inlet, FL
0.26
4.11
2.69
0.79
Ponce de Leon Inlet, FL
0.60
11.17
5.05
0.94
St Augustine Inlet, FL
0.40
16.92
9.68
1.40
Nassau Sound, FL
3.28
9.31
3.87
1.43
Gulf Coast of USA
Capri Pass, FL
0.80
5.97
3.62
0.61
Captiva Pass, FL
0.76
13.08
7.59
0.30
Clearwater Pass, FL
0.58
4.05
2.46
0.55
Longboat Pass, FL
0.30
5.23
4.31
0.46
Redfish Pass, FL
0.30
10.33
7.59
0.30
Bunces Pass, FL
0.42
6.42
1.96
0.46
Indian Pass, Apalachicola Bay, FL
0.3
7.59
2.31
0.24
Three Rooker Bar, FL
0.6
2.04
0.62
0.79
Hurricane Pass, FL
0.20
2.27
0.69
0.58
West Pass, Apalachicola Bay, FL
0.7
15.82
4.82
0.24
Boca Grande Pass, FL
1.40
13.99
4.26
0.30
East Pass, Apalachicola Bay, FL
2.00
6.69
2.04
0.34
Egmont Channel, FL
2.64
22.91
6.98
0.46
Middle Ground, Fort McRee, FL
1.12
16.95
5.17
0.30
Horn Pass, MS
7.00
12.42
3.79
0.40
Petit Bois Pass, MS/AL
6.28
4.8
1.46
0.40
Ship Channel, MS
3.70
5.76
1.76
0.49
Barataria Pass, LA
0.8
12.66
7.33
0.34
Caminada Pass, LA
0.8
5.04
1.94
0.34
Quatre Bayou Pass, LA
2.04
7.79
2.37
0.34
Wadden Sea in Netherlands
Marsdiep, Netherlands
4.44
51.26
25.71
1.40
Eierlandse Inlet, Netherlands
5.00
15.73
7.78
1.40
Vlie Inlet, Netherlands
7.51
45.75
18.57
1.40
Borndiep, Netherlands
4.30
27.07
12.31
1.40
Friesche Inlet, Netherlands
12.30
20.68
7.73
1.40
E = Engineered inlet, NS= Natural single-thread inlet, NC= Natural compound inlet
Inlet Name
and Location

Width
(km)
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Wave
Height
(m)
1.12
1.12
1.15
1.18
1.09
1.08
1.09
1.14
1.11
1.12
1.30
1.18
1.17

Inlet
Type
NS
NS
E
NC
NC
NC
NC
NC
NC
E
E
E
NC

0.42
0.42
0.56
0.47
0.38
0.43
0.59
0.41
0.40
0.60
0.37
0.55
0.43
0.65
0.41
0.41
0.66
0.56
0.56
0.56

E
E
E
E
E
NS
NS
NS
NS
NS
NC
NC
NC
NC
NC
NC
NC
E
E
NC

0.91
1.06
1.04
1.14
0.81

NS
NC
NC
NC
NC

Table A2: Inlet Dataset 2
Inlet Name
and Location
Moriches Inlet, NY
Fire Island Inlet, NY
Beach haven- Little Egg Inlet, NJ
Brigantine Inlet, NJ
Great Egg inlet, NJ
Corson Inlet, NJ
Townsend Inlet, NJ
Hereford Inlet, NJ
Chincoteague Inlet, VA
Metomkin Inlet, VA
Wachapreague inlet, VA
Oregon Inlet, NC
Hatteras Inlet, NC
Beaufort Inlet, NC
Carolina Beach inlet, NC
Lockwoods folly Inlet, NC
Shallotte Inlet, NC
Tubbs Inlet, NC
Little River Inlet, SC
Murrels Inlet, SC
North Inlet, SC
South Santee River Inlet, NC
Price Inlet, SC
Capers Inlet, SC
Dewees Inlet, SC
Lighthouse Inlet, SC
Stono Inlet, SC
Fripps Inlet, SC
Doboy Inlet, GA
Nassau Inlet, FL
Fort George Inlet, FL
St. Augustine Inlet, FL
Ponce de Leon Inlet, FL
Sebastian Inlet, FL
Boca Raton Inlet, FL
Hillsboro Inlet, FL
Big Marco Pass, FL
Gordon Pass, FL

Width
(km)

Max.
depth
(m)

Mean
depth
(m)

Atlantic Coast of USA
0.432
5.65
2.30
1.472
7.72
2.84
4.265
8.18
3.00
1.524
12.75
3.00
1.345
12.52
3.68
0.477
8.20
2.10
0.241
12.77
6.07
0.857
8.96
4.08
2.082
10.40
2.47
0.315
12.74
5.73
0.406
16.70
6.65
1.231
10.06
3.66
1.269
8.22
3.96
2.444
15.10
5.96
0.152
6.73
3.07
0.178
5.52
3.08
0.449
4.66
2.53
0.551
6.49
3.44
0.508
10.21
5.64
0.863
5.33
1.98
1.116
6.82
2.55
0.914
4.91
2.77
0.254
4.74
2.61
0.305
8.70
3.52
0.508
12.06
5.66
0.229
7.79
5.35
2.590
10.87
4.47
0.787
9.16
5.81
1.879
15.06
6.83
3.605
10.35
2.73
0.482
5.17
3.03
1.116
10.86
7.20
1.016
7.48
1.99
0.171
2.36
2.05
0.089
1.67
1.06
0.095
1.36
0.91
Gulf Coast of USA
0.267
7.77
5.94
0.183
3.80
1.97
97

Tidal
Range
(m)

Wave
Height
(m)

Survey
year

Inlet
Type

0.94
0.79
1.13
1.13
1.25
1.16
1.16
1.46
0.67
1.10
1.10
0.61
0.61
0.94
1.89
1.28
1.40
1.40
1.52
1.52
1.43
1.28
1.55
1.55
1.55
1.55
1.62
1.86
2.07
1.80
1.80
1.60
0.94
1.07
0.90
0.90

1.11
1.02
1.12
1.13
1.05
1.05
1.07
1.09
1.04
1.08
1.05
1.33
1.23
1.17
1.12
1.13
1.10
1.07
1.05
1.10
1.14
1.12
1.12
1.12
1.12
1.08
1.12
1.07
1.18
1.17
1.18
1.18
1.30
1.21
0.84
0.82

1933
1950
1954
1954
1962
1975
1937
1937
1962
1862
1911
1937
1916
1952
1967
1924
1934
1924
1934
1926
1925
1925
1963
1963
1963
1921
1965
1934
1919
1934
1924
1924
1925
1930
1929
1929

NS
E, D
NC
NC
NS
NS
NS
NS
NC
NS
NS
NC
NS
NC, D
NS
NC
NC
NC
NS
NS
NS
NS
NS
NS
NS
NS
NC
NS
NS
NC
E
NC
NS
E
NS
NS

0.90
0.90

0.44
0.40

1891
1975

NS
E

Inlet Name
and Location

Width
(km)

Max.
depth
(m)

Mean
depth
(m)

Redfish Pass, FL
Captive Pass, FL
Boca Grande Pass, FL
Gasparilla Pass, FL
Stump Pass, FL
Midnight Pass, FL
Big Sarasota Pass, FL
Longboat Pass, FL
Pass A Grille, FL
Clearwater Pass, FL
Pensacola Pass, FL
San Luis Pass, TX
Pass Cavallo, TX

Tidal
Range
(m)

Wave
Height
(m)

Survey
year

0.208
11.63
5.84
0.70
0.38
1960
0.572
12.54
5.23
0.70
0.41
1960
1.447
17.72
8.88
0.70
0.37
1956
0.406
8.27
2.79
0.70
0.35
1956
0.241
5.23
2.18
0.70
0.41
1955
0.152
4.16
2.03
0.40
0.35
1955
0.889
6.14
3.09
0.70
0.45
1954
0.241
9.19
4.62
0.70
0.47
1953
1.447
7.06
2.48
0.70
0.50
1926
0.927
3.14
1.92
0.80
0.56
1949
1.079
16.96
8.43
0.40
0.65
1919
1.693
5.69
2.33
0.40
0.81
1933
2.742
10.79
3.78
0.24
0.96
1934
Pacific Coast of USA
Morro Bay Inlet, CA
0.127
7.56
3.6
1.10
2.14
1938
Bolinas Inlet, CA
0.178
2.45
1.53
1.25
1.79
1929
Drakes Inlet, CA
0.254
8.82
6.08
1.19
1.96
1860
Bodega Bay Inlet, CA
0.165
4.85
2.71
1.16
2.16
1931
Humboldt Bay Inlet, CA
0.889
20.87
7.46
1.49
2.51
1859
Coos Bay Inlet, OR
1.82
14.57
5.12
1.71
2.41
1885
Umpqua River Inlet, OR
0.796
15.72
7.49
1.55
2.44
1903
Siuslaw River Inlet, OR
1.803
6.63
2.97
1.68
2.36
1891
Alsea Bay Inlet, OR
0.28
11.55
6.37
1.77
2.38
1914
Yaquina River Inlet, OR
0.31
8.83
7.01
1.83
2.40
1920
Siletz River Inlet, OR
0.127
7.00
3.34
1.80
2.44
1931
Netarts Bay Inlet, OR
0.584
4.45
2.31
1.58
2.42
1957
Tillamook Bay Inlet, OR
0.451
15.42
6.58
1.58
2.42
1910
Nehalem Inlet, OR
0.178
8.82
5.78
1.80
2.42
1957
Willapa Bay Inlet, WA
7.62
25.42
12.62
2.07
2.24
1935
Grays Harbor Inlet, WA
3.734
31.68
10.95
2.41
2.39
1894
E = Engineered inlet (in original dataset denoted as J which indicates presence of jetties).
D= May have been dredged before survey
NS= Natural single-thread inlet
NC= Natural compound inlet
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Inlet
Type
NS
NS
NS
NS
NS
NS
NS
NS
NC
NC
NS, D
NC
NC
NS
NS
NS
NS
NS
NC
NS
NC
NS
E
NS
NS
NS
E
NC
NC

Table A3: Inlet Dataset 3
Inlet Name
and Location
St. Marys
Nassau Sound
Ft. George
St. Johns
St. Augustine
Matanzas
Ponce de Leon
Port Canaveral
Sebastian
Ft. Pierce
St. Lucie
Jupiter
Lake Worth
South Lake
Boca Raton
Hillsboro
Port Everglades
Bakers Haulover
Government Cut
Norris Cut
Bear Cut
Sands Cut
Caesar Creek
Old Rhodes Channel
Broad Creek
Angelfish Creek
Snake Creek
Key Vaca Cut
Caxambas Pass
Big Marco Pass
Capri Pass
Hurricane Pass (Collier)
Gordon Pass
Doctors Pass
Clam Pass
Wiggins Pass
Big Hickory Pass
New Pass

Mean
depth
(m)
Atlantic Coast of USA
0.945
12.7
1.581
4.3
0.229
3.8
0.500
8.4
0.426
10.8
0.325
2.8
0.441
3.4
0.200
15
0.157
2.3
0.270
6.3
0.469
3.2
0.117
2.3
0.246
5.7
0.030
3.3
0.050
3.6
0.076
4.2
0.296
9.8
0.121
4.3
0.298
4.7
0.652
2.3
1.154
5.2
0.084
2.5
0.516
3.1
0.100
2.9
0.667
2.1
0.230
3.7
0.181
2.1
0.180
2.5
Gulf Coast of USA
0.618
1.1
0.300
5
0.703
3.7
0.219
2.7
0.303
3.1
0.048
2.3
0.065
0.4
0.072
1.8
0.042
1.4
0.114
3.6
Width
(km)
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Tidal
Range
(m)

Wave
Height
(m)

Inlet
Type*

1.9
1.8
1.8
1.8
1.6
1.5
1.3
1.2
1.1
1.1
1.0
1.0
1.0
0.9
0.9
0.9
0.9
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.7
0.7
0.6

1.14
1.17
1.18
1.18
1.18
1.22
1.30
1.31
1.21
1.13
1.02
0.99
0.95
0.88
0.84
0.82
0.79
0.76
0.76
0.75
0.75
0.75
0.73
0.73
0.73
0.73
0.72
0.69

E
NC
E
E
E
E
E
E
E
E
E
E
E
E
E
E
E
E
E
NS
NS
NS
NS
NS
NC
NS
NS
NS

0.9
0.9
0.9
0.9
0.9
0.9
0.9
0.9
0.8
0.8

0.39
0.44
0.44
0.44
0.40
0.40
0.44
0.41
0.40
0.40

E
NS
E
NS
E
E
NS
NS
NS
NS

Inlet Name
and Location
Big Carlos Pass
San Carlos Pass
Blind Pass (Lee)
Redfish Pass
Captiva Pass
Boca Grande Pass
Gasparilla Pass
Stump Pass
Venice Inlet
Big Sarasota Pass
New Pass
Longboat Pass
Passage Key Channel
Southwest Channel
Egmont Channel
Bunces Pass
Pass-A-Grille Channel
Blind Pass (Pinellas)
Johns Pass
Clearwater Pass
Willys Cut
Hurricane Pass (Pinellas)
Anclote Pass
East Pass (Carrabelle)
Sikes Cut
West Pass
St. Andrew Bay (East)
East Pass (Destin)
Pensacola Pass

Width
(km)
0.611
5.217
0.305
0.200
0.611
1.224
0.683
0.171
0.078
0.536
0.218
0.281
1.200
2.037
2.535
0.378
0.775
0.153
0.213
0.441
0.407
0.217
0.515
2.826
0.067
0.629
1.243
0.571
0.781

Mean
depth
(m)
1.8
4.6
2.1
8
3.6
7.6
0.6
1.4
3.2
2.8
3.4
3.2
4
5.4
7.1
3.7
4
1.5
6.1
3.4
1.4
3
3.3
4.6
3
6.2
3.7
2.8
12.8

Tidal
Range
(m)
0.8
0.8
0.8
0.7
0.7
0.7
0.7
0.7
0.7
0.7
0.8
0.7
0.7
0.7
0.7
0.7
0.7
0.7
0.8
0.8
0.9
0.9
0.9
0.6
0.5
0.5
0.4
0.4
0.4

Wave
Height
(m)
0.40
0.40
0.43
0.38
0.41
0.37
0.35
0.41
0.35
0.45
0.45
0.47
0.43
0.53
0.53
0.53
0.50
0.50
0.48
0.56
0.56
0.55
0.41
0.55
0.61
0.62
0.52
0.59
0.65

*Source of Inlet Type: (Carr de Betts, 1999) and NOAA nautical charts (NOAA, 2018)
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Inlet
Type*
NS
NC
E
NS
NS
NS
NS
NS
E
NS
E
NS
NS
NC
NC
NS
E
E
E
E
NS
NS
NS
NC
E
NS
NS
E
NS

Table A4: Inlet dataset 4 (Inlets from New Zealand).
Inlet Name
Hokianga
Kaipara
Katikati
Kawhia
Mangawhai
Manukau
Nguanguru
Ohiwa
Parengarenga
Raglan
Rangaunu
Tairua
Tauranga
Whananaki
Whangarei
Whangateau
Whitianga

Width (m)

Mean depth (m)

Tidal Range (m)

Wave Height
(m)

1.090
5.600
0.380
0.600
0.216
1.900
0.109
0.308
0.500
0.640
1.012
0.130
0.480
0.079
0.790
0.174
0.240

11.9
14.6
12.3
18.3
2.31
24.2
2.84
6.1
14
5.63
6.41
3.31
13
1.6
18.5
3.79
5.42

2.77
2.68
1.60
2.90
1.80
3.38
1.71
1.60
2.13
2.80
2.00
1.60
1.60
1.80
2.10
2.20
1.60

2.20
1.43
0.71
0.88
0.43
2.05
1.06
0.58
1.10
0.87
0.66
0.59
0.76
0.89
0.20
0.35
0.30
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APPENDIX B. INLET CROSS-SECTIONS FOR CHAPTER 1

Figure B 1: Cross-sections of engineered inlets from dataset 2
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